Summary A methodology for the validation of dynamic thermal models of buildings has been presented. The three techniques, analytical verification, intermodel comparisons and empirical validation have been described and their relative merits assessed by reference to previous validation work on ESP, SERI-RES. DEROB and BLAST. Previous empirical validation work on these models has been reviewed. This research has shown that numerous sources of error have existed in previous studies leading to uncertainty in model predictions. The effects of these errors has meant that none of the previous empirical validation studies would have produced conclusive evidence of internal errors in the models themselves. An approach towards developing tests to empirically validate dynamic thermal models is given.
Introduction
Validation is concerned with testing the validity of a model's theoretical basis and its ability to reproduce observed performance. hlodels, of which there are more than 300 in existence, vary principally in their complexity and the hardware requirements for their use. As a general rule, increasing complexity is directly proportional to the facilities provided and cost of the hardware, and inversely proportional to the ease of use, although there are signs that this situation is changing for the better.
A convenient way of ranking models has been proposed by Burch' who suggests that models can be categorised according to the level of detail in the energy problem to be investigated. Three levels are identified: the mechanism level: the building level; and the utilities level. In this study, our central interest is in understanding more about those factors which determine the accuracy to be expected from models which work a t the mechanism level. These dynamic thermal models work from first principles, require a very detailed building description, and have a variety of output options that include the variation with time of internal temperatures, heating loads and energy fluxes.
Other types of models are not considered since they are often simplified derivatives of these more complex models and they are likely therefore to be inherently less accurate.
A major research initiative a t the Solar Energy Research Institute (SERI), Judkoff2, has shown conclusively that there is a need for a structured approach to validation. The SERI validation methodology uses three types of investigatory methods, each designed to reveal errors in the modelling process. These methods are: (1) analytical verification; (2) inter-model comparisons; and (3) empirical validation.
This 'SERI methodology' is similar to that adopted by the UK collaborative research project which is investiga- Further information on this research programme may be found in Bloomfield3.
The main aim of the UK research is to produce a package of tests which can be used to validate dynamic thermal models of buildings. The package should contain: the data necessary to implement the tests; guidance on any model modifications necessary to implement the tests; a list of the algorithms exercised by the tests; and the answers which the models should produce with a statement about the accuracy to be expected.
An example of a data base of this type, has already been established a t the SERI, and contains the model input data and the actual measured building response data from three test cells and five passive solar residences located in four climatic regions of the USA. The data is sufficient to test the ability of a model to predict average monthly performance, Busch4. A more detailed set of data would be required for the validation of simulation algorithms.
Themodels
Dynamic thermal models differ principally in their choice of explicit deterministic models for the mechanisms included, and in the numerical method of solving the resulting equations. The choice of models used to develop the validation tools should ideally be representative of the variety of solution techniques used. Other considerations in identifying suitable codes have been: current use in industry (or research institutions); source code availability; documentation standard; user characteristics; ease of implementation on the RAL PRIME computer; previous validation studies; and energy analysis capabilities. solution techniques they use, are: E S P (Finite Difference, Implicit), Clarke5; SERI-RES (Finite Difference, Explicit), Palmiter6; BLAST (Response Factor), Control Data Corporation'; DEROB (Finite Difference, Implicit), Higgs8; HTB2 (Finite Difference, Explicit), Alexanderg.
I t is expected that more models will be involved, if i t can be demonstrated that they will increase the variety of techniques, although not all codes will be used to the same extent as the research programme evolves.
I t is interesting that Littler'O. 11, after reviewing some 50 models, concluded that BLAST, DEROB, ESP and SUNCODE (which is essentially the same as SERI-RES), were potentially the most suitable for evaluating passive solar designs. Other studies into passive solar design methods have also adopted E S P ( D~p a g n e '~. '~) and SUNCODE (DupagneI3) as large reference simulation models.
The models used in this study have been used primarily by their authors for a wide range of design problems: e.g. E S P (Clarkel4.I5); DEROB (Arumil6.I7); SERI-RES (De Kiefferl*, Ruy~sevelt'~); and BLAST (Siminovitch20, Burchzl). An important research use of the models has been in the development of simplified design tools. The predictions of the large simulations being used as a truth model against which to test the performance of simplified microcomputer of hand calculator methods. Specifically, E S P has been used by the Commission of the European Com-. munities' European Passive Solar Modelling Sub-group, to assess the accuracy of simplified design procedures (Dupagnezz); a similar use has been made of BLAST (Sullivanz3, DericksonzJ) .
Three possible techniques have been identified for assessing the accuracy of dynamic thermal models of buildings namely, analytical verification, inter-model comparisons and empirical validation (Judkoff2). The next section briefly examines and describes each technique and outlines some studies in which these techniques have been applied to the models BLAST, DEROB, E S P and SERI-RES. SUNCODE or the earlier version SUNCAT.
The codes which are presently being considered, and the
Analytical verification
In analytical verification, the predictions of the model are compared with carefully designed problems with known analytical solutions. This technique is severely limited because of the small range of problems for which exact analytical solutions can be formulated. The solutions do, however, provide an exact truth model against which to compare the predictions of the models.
To date, the only fully documented truly analytical tests, of which the authors are aware, are those developed by SERI. These tests verify conduction and solar charging of mass mechanisms in the model. They were selected because these mechanisms are important to building energy flow. The tests are reasonably easy to implement but they are limited to the problem of one-dimensional heat transfer2.
The tests have been performed with SUNCAT-2.4 (Wortmanz5) and SERI-RES itself (Havesz6). The agreement between the predictions of the models and the exact analytical solution was within the precision to which SERI-RES prints its output.
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When DEROB 3 and BLAST 3.0 were tested they showed a slower than expected response in internal temperature to a step-function change in external temperature. A similar slow response to solar radiation was also exhibited by the models. The problem in DEROB 3 was isolated and rectified. This version, and DEROB 4, now accurately reproduce the trends of the analytical solutions. The problem with BLAST 3.0 was being investigated (Wortmanz7).
For the sake of completeness, i t is worth noting that the models DOE-2.1 and CALPAS 3 have successfully reproduced the analytical results (Wortrnanz7, Atkinson2*).
A quasi-theoretical solution has been derived for the response of a real 1 m test cube to a step change in outdoor temperature. The response curve for inside temperature predicted by ESP closely followed the 'theoretical' curve (Dupagnel2). The differences between the two curves is, however, as likely to be due to a bad 'theoretical' estimation as due to errors in the model. The 'theoretical' final steady inside temperature and that predicted by ESP was 9.5"C, SUNCODE predicted a value of only 8.5"C.
Inter-model comparisons
In inter-model comparisons, the predictions by two or more models of the thermal performance of some hypothetical building are compared. Such studies are sometimes termed software-software comparisons in the USA. The advantages of these types of study are that they are simpler than the other techniques, and any complexity of the building or any climate regime can be chosen. The principal disadvantage is that there is no absolute truth model against which to compare the predictions.
In work for the International Energy Agency (IEA), the ability of ESP, and ten other European models, to predict the hourly heating and cooling loads during a summer and winter period in-a large commercial building (the Avonbank Building, Bristol, UK) have been compared (Oscar Faber & Partnerszy) . There were marked differences in the predictions by the models, however, because of the complexity of the building the data input to each of the models was not exactly the same. Similar problems complicate the later study of the Collins Building, Glasgow, UK (Department of the E n v i r~n m e n t~~) . DEROB has been used to predict the heating loads for a residence, a lightweight commercial building and a heavyweight commercial building each operating in four different modes (Merrian~.~~). These predictions were compared with those of TRNSYS. another large simulation model. Although the weekly and monthly loads were in good agreement, hourly predictions varied significantly. The study was, however, clouded by the inability of DEROB to handle the chosen residence explicitly. .
A great deal of effort was directed towards ensuring input equivalence among the codes SUNCAT 2.4, BLAST 3.0 and DEROB 4 in the comparative study undertaken by SERI ( J~d k o f f~~.~~) .
In phase one of their comparative study, there was little difference in the annual cooling loads predicted for fictitious high and low mass buildings subjected to weather data from Madison, Wisconsin. There was some difference, however, in the peak hourly cooling load predictions (even discounting the predictions of the early version of DEROB 3). With slight changes in the buildings' thermal properties the differences in the annual heating and cooling loads of both high and low mass cases became more marked. The greatest differences (23 per cent for annual heating load and 20 per cent for the cooling load) were revealed using weather data from Albuquerque, New hlexico. With the Albuquerque data the solar energy input dominates rather than conductive heat loss when using the Madison data. Bearing in mind the rigour with which the studies were performed, and that the models successfully passed the analytical tests, the most likely explanation of the discrepancies appears to be due to modelling the dynamic interaction between mechanisms, rather than as a result of mishandling any of the major mechanisms. Since there is no absolute truth model in inter-model comparisons i t is not possible to ascertain which, if any, of the models is performing correctly.
Empirical validation

The advantages and disadvantages of empirical valida-
tion.
Empirical validation, sometimes called software-hardware comparisons in the USA, is the ultimate stage in any validation process. This technique has the greatest potential for assessing whether the approximations and operations in the model are adequate to predict the measured building response. In principle, the method can provide an absolute truth model but, unlike analytical verification, it is not limited to simple buildings. The potential power of this technique, together with the fact that the process is comparable with those that prevail when the model is used in design studies, means that it is widely used for validating dynamic thermal models; over 130 comparisons of actual building performance with predictions made by thermal models have been disclosed by a recent literature search a t Leicester Polytechnic lo ma^^^).
Simply stated, empirical validation is the comparison of the predictions of the model with physical reality. This simple statement however, belies the problems associated with undertaking such studies. The fundamental difference between empirical validation and the other two techniques is that i t involves experimentation, with all its attendant problems. To be considered are such questions as-What shall I measure? Where and how often shall I measure it? How accurately shall I measure it?
The primary thrust of this paper is to propose and justify a procedure for empirical validation. hluch can be learned about the attendant problems from a careful examination of the empirical validation undertaken to date on ESP, DEROB. SERI-RES and BLAST. Firstly, however, it is necessary to examine the sources of error in the empirical validation process and give some indication of their relative magnitude.
Sources of error in empirical validation
The sources of error can be divided into two categories, internal errors, and external errors (Judkoff*). Internal errors are due to inaccuracies in the modelling and numerical solution techniques adopted by the model and due to coding errors. External errors occur in gathering the model input data, in transferring this data to the model, in measuring the building response and in comparing measured and predicted values. A listing of possible error sources is given in Table 1 .
The greatest uncertainty is probably introduced by the occupants of buildings.
describes studies in which the energy use in nearly identical buildings has varied by a s much a s 40:l due to occupant effects. Since the effects which occupants have on the operation of a building cannot a t present be modelled explicitly, large discrepancies are likely to arise between the predicted and measured performance in occupied structures. Following a review of over 24 studies of occupied buildings. comprising of about 100 simulations of building energy use, performed by a variety of users with 18 models, each using anywhere vol. 6 No. 4 1985 from 1 to 243 buildings, Wagner3' notes that, 'the availability of accurate and sufficiently complete input data, especially on occupant behaviour, limits the ability of even detailed models to accurately predict energy use, in some cases severely so'.
The lack of air infiltration measurements has beguiled many empirical validation studies. For example, a data set from a direct gain test cell monitored a t the Los Alamos Scientific Laboratory during 197611977 lacked such values. Consequently, in validation studies of six models, SUN-SPOT (Hunn3j, W r a~~~) . DEROB ( A r~m i~~' 3 8 .~~) ; UWENSOL (Emery40). DOE-2 (Schnurr4*), CALPAS 3 ( A t k i n s~n~~) and a hand calculator model ( G~l d s t e i n~~) , values had to be assumed. The modellers chose values ranging from 0.25 to 3.0 air changes per hour, and they all reported good agreement between measured and predicted values. Subsequently, sensitivity analyses performed with BLAST, showed that a change of infiltration rate of 50 per cent produced a 4°C change in the predicted internal air temperature (Bauman4'). Since it is hard even to make a 'best guess' a t missing air infiltration rates, claims about the predictive accuracy of models when infiltration rates are absent must be treated with great scepticism.
The effect of missing climate data depends on the parameter in question and the structure being considered. For the Los Alamos cell mentioned above, assumptions about missing wet bulb temperatures, wind direction and pressure measurements had little effect on the predictions of internal air temperature made by BLAST (Bauman4'). The directldiffuse split of solar radiation (which also had to be assumed) had, however, a marked effect on the internal temperature of this small, highly glazed, cell.
Using high quality data from a four-zone, single storey ranch house in Colorado, USA, Judkoffds demonstrated that input assumptions based on standard engineering references, such as wall conductance, can cause errors in auxiliary load prediction of the order of 60 per cent.
Previous empirical validation work on ESP, SERI-RES,
DEROB and BLAST 5.3.1 E S P Four empirical validation studies are examined. In the first of these, which was undertaken by the program author a s part of its development (Clarke"~.~'), an unoccupied unheated terraced house (number 74) and an adjacent occupied heated terraced house (number 73) in Livingstone. Scotland, were monitored.
In house number 74. the internal air temperature predictions were compared with the measured data for two of the rooms and in general good agreement was reported. Discrepancies between measured and predicted values did occur twice during the 11 day monitoring period. This was thought to be due primarily to over-injection of solar radiation, made possible because the solar data was collected a t a site two miles away from the actual houses. In house number 73, surface temperatures in one room were predicted after the model was fed with the measured room air temperatures. This latter study exercises only a small part of the model and only weak conclusions can be drawn.
ESP has been involved in three studies undertaken as part of the IEA Energy Conservation in Buildings and Community Systems work programme. In the Annex 1 study (Oscar Faber & Partnersz9) , the predictions of E S P (and 10 other models) were compared with the measured hourly heating and cooling loads of a large, three-floor, occupied, commercial building, the Avonbank Building, located near Bristol, England. The accuracy with which energy usagewas measured was such that errors of f 25 per cent in the daily energy usage and f 30 per cent in the 0 Temperature of a d j a c e n t unmodelled ;ones n o t defined.
0 F i n i t e accuracy of measured v a l u e s .
P l a n t 0 Uncertain r a d i a n t / c o n v e c t i v e s p l i t .
Performance 0 Uncertainty i n p o i n t of h e a t input.
Data 0 Uncertain thermostat t o l e r a n c e .
0 I n t e r f e r e n c e w i t h t h e b u i l d i n g system. 0 Uncertain wild g a i n s from appliances.
0 I l l -d e f i n e d occupancy p r o f i l e 0 Uncertainty i n modelling f u r n i s h i n g s .
"
Occupancy 0 Blunders when e n t e r i n g d a t a .
0 I n t e r p r e t a t i o n of poorly documented input d a t a .
0 Assuming values t o r e p l a c e missing d a t a .
Plodification t o b u i l d i n g d e s c r i p t i o n so t h a t i t can be
User I n t er f ace modelled. 0 F i n i t e accuracy of recording system. 0 I n t e r n a l f e a t u r e s of s t r u c t u r e a l t e r e d by monitoring I n t e r f e r e n c e equipment.
0 T r a n s c r i p t i o n of measured d a t a from c h a r t s e t c .
0 Differences between measured and predicted parameters.
0 P o i n t of measurement and p r e d i c t i o n d i f f e r .
Data
Comparison peak requirement were estimated. The accuracy of the model input data was also suspect primarily because: (a) the climate data was collected 15 km from the site of the building; (b) no air infiltration measurements were made; and (c) the internal total fresh air flow rate and the distribution of this air to separate zones was assumed from the design values.
In the Annex IV study (Department of the Environment30) the predictions of ESP and eight other models were compared with data measured in another three-floor commercial building, the Collins Publishers building in Glasgow, Scotland. Half of the second floor was partitioned off, occupied and monitored. The selection of input data for ESP proved to be a big problem because: (a) some of the solar and sky radiation measurements were unusable; (b) the measured inter-zone air flow rates contradicted the information given in the building specification; (c) the infiltration rates were again largely unknown; and (d) there was some doubt as to whether the air temperature probes were sufficiently protected against radiation effects.
Numerous other difficulties also existed and the weak building specifications resulted in large differences in values used by the various participants for such fundamental properties as, external opaque wall areas, internal volume and wall U-values. In addition to these problems, the building was too large to be modelled precisely by many of the models, including ESP, without introducing artificial zoning. One of the participants in the study, L e b r~n~~, concluded that because of the uncertainties in the model input data the results of the Collins Building project should not be used as reference data for validating any simulation method.
In the fourth study, which was not undertaken by the program authors, G o~g h~~ used data from a two-zone test building a t the Division of Building Research, National Research Council of Canada (Barakatso); the work was part of IEA Task VIII. The building zones were heated by electrical baseboard heaters to a thermostatically controlled temperature of 20°C. The building had small windows and was carefully constructed and operated. The main sources of uncertainty were: (a) in deriving the direct and diffuse solar fluxes; (b) the ground reflectivity: (c) the inter-zone advection rate: (d) the convectivelradiant split of heat supplied; and (e) the thermal properties from standard handbook values.
For the 14 day winter period over which the comparisons were made, the internal air temperatures rarely rose above the thermostat set point values. The most meaningful comparisons were therefore between predicted and measured auxiliary heating power. The error a t peak and trough loads was found to be about 16 per cent.
SERI-RES
Three validation exercises involving SERI-RES, its equivalent SUNCODE or its predecessor SUNCAT are examined. In the first exercise (Wheelings1) the results were compared with measurements made on a simple direct gain test cell a t the National Centre for Appropriate Technology in Butte, Montana. The major sources of uncertainty in this validation were: (a) the approximate air infiltration measurements: (b) the unknown extinction coefficient of the glazing: and (c) the use of handbook thermal parameters. although these were checked and supplemented by heat flux measurements.
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In the second study (Dalrymple4*). the test building was effectively a pair of adjacent Los Alamos Cells with their fronts removed and a glass conservatory attached. A wall of water-filled drums was also installed. The study was part of the IEA Task VIII work. Problems were encountered in obtaining an adequate building description and the measured temperature data also contained obvious errors. Assumptions had to be made about inter-zone air flow rates, thermostat set points, and ground reflectivity. The model had to be rerun a number of times to achieve a reasonable fit between the zone and sun space measured and predicted temperature trends. A major problem in the study was choosing a value for the conductivity of the water in the drums. When using the normal value for 'static' water, 0.62 WlmK. the predicted and measured water temperatures differed significantly. The fit was improved by increasing the conductivity to 10 WlmK.
Study three (Judkoff4j) was undertaken by the SERI using data from their validation bungalow. This is probably the most complete and rigorously gathered data set currently documented. The care with which the structure was monitored and the thoroughness of the modelling procedure were all of the highest calibre. The monitored building was a four-zoned, single storey ranch house over a crawl space. Any conclusions are thus limited to residential scale, skin-load-dominated buildings. Using the most accurate input data for a six-day period, the total auxiliary heating load predicted by SERI-RES was 10 per cent below the measured value.
5.3.3DEROB
All five comparisons between DEROB predictions and measured data were undertaken by the model developers. With the exception of the Gaithersburg study (Arumis? all the structures were located in the arid conditions of New Mexico.
The Balcomb residence (Arumi5') is a complex two-storey hybrid structure with adobe walls. The triangular courtyard between the two wings is enclosed by a two-storey glass house. Hot air is taken by fans from the top of the glass house through two underfloor rock stores and recirculated. Auxiliary heating is by electrical baseboard heaters. The main sources of uncertainty in the modelling were: (a) the structure was 'simplified' to five zones; (b) the missing climate data was made up from records of data gathered a t a remote site; (c) differences in positions of sensors measuring temperatures and the positions at which DEROB predicts temperatures: and (d) the structure was occupied.
The Bruce Hunn residence (Northrups5) is a hybrid twostorey rectangular concrete building with a single storey wing attached on the western side. The Trombe wall and rock store heat collection and storage system are supplemented by an auxiliary ducted warm air installation. The main problems with this study were: (a) constructional defects prevented the Trombe wall system from functioning correctly; (b) the residents who occupied the structure for part of the monitoring period had adjusted the thermostats: (c) a reduced number of zones were assumed to simplify modelling; and (d) no infiltration measurements were made.
The Williamson House ( W y s o~k i~~) is a single storey adobe, concrete and brick residence with large south facing windows for direct solar gain. Uncertainty in the results stems primarily from:
(a) a reduction in the number of zones to simplify modelling; (b) occupancy effects: (c) the effects of internal heat sources, i.e. the open fire which was not modelled; and (d) the globe temperatures which were measured, were compared with predicted air temperatures.
Seven of the twelve passive solar test cells built at the Los Alamos Scientific Laboratory were used in the fourth study ( A r~m i~~) . The 1.5 X 2.4 X 3.0 m high cells are arranged in pairs, side-by-side, with a common well insulated partition to inhibit inter-cell heat flow. The cells are de-coupled from the ground using wooden supports and each has a single south facing window. The cells differ mainly in their internal passive solar heating system. The types of system included were water walls, direct gain, Trombe walls (vented and unvented) and a collector loop detector with water storage tubes. The main sources of uncertainty in the results were due to: (a) major simplifications t o the structure of the complex cells to facilitate modelling; and (b) unskilled modellers conducting the simulations.
The fifth study ( A r~m i~~) involved the six thermal mass buildings a t the US National Bureau of Standards site a t Gaithersburg, Maryland. These buildings are not strongly solar driven and have small windows. They were built primarily to assess the influence of mass on energy consumption and not to validate models. This study exercised greater control over external errors than previous DEROB studies and the remaining uncertainty was due to: (a) ground coupling; (b) incomplete solar radiation measurements a t the site: and (c) inaccuracies in the external air temperature measurements.
BLAST
Of all the models, it appears that the predictions of BLAST have been compared with measured data from the widest range of building types. They range from a 20,000 m2 sixstorey office block (Yuillj7) t o a 4 m2 test cell (Bauman5*).
The first study ( Y~i 1 1~~) was designed to compare the measured monthly energy usage of HVAC systems, in each of two occupied commercial buildings, with the predictions of BLAST. Major problems were encountered in defining the plant schedules and occupancy profiles: it was also necessary to make major simplifications to model the HVAC systems. This study does, however, provide a valuable insight into the problems t o be expected if large occupied buildings with mechanical services systems are used for validation purposes.
A single storey, timber frame residence ( K u~u d a~~) has been monitored to obtain comprehensive hour-by-hour measurements to assess the effectiveness of summer attic ventilation. Occupancy was simulated by electric lamps and the hourly air temperatures and cooling loads, necessary to maintain the set internal temperatures, were measured and compared with the BLAST predictions. The main sources of error were: (a) the complex plans and internal furnishings were simplified to simple rectangular zones: (b) the hourly latent cooling loads were estimated from daily measurements; (c) the use of artificial weather data; and (d) measured temperatures and cooling loads were 'averaged' prior to the comparison with predicted values.
The ability of BLAST t o accurately predict building and HVAC electricity usage was assessed using data gathered from two US Army buildings (HerronG0). Each building was single storey, one had 20 rooms while the other had 40 rooms. Both data sets were gathered during the summer when the electrical cooling plant was subject to its greatest demand. Large differences between measured and predicted parameters were observed, the main areas of uncertainty being: (a) occupancy effects: (b) building data gathered from drawings; and (c) no ventilationlinfiltration measurements.
In the Los Alamos direct gain test cell study (Baumansx) which compared the predictions from a research version of the program, BLASThIRT, with hourly measurements of air temperature in the cell, the main areas of uncertainty were: (a) solar radiation data (hourly direct normal, diffuse horizontal and ground reflected radiation) were estimated from measurements on a vertical south facing surface; and (b) no air infiltration measurements were made.
A further study has been undertaken on a single zone, massive, well insulated concrete structure ( B a~m a n~. ' .~~) located inside the Environmental Chamber at the US National Bureau of Standards. This study excluded solar and wind effects. hleasurements of air temperature, surface temperature, heat fluxes and cooling loads were compared with the predictions of BLAST 3.0. The structure was subjected to a variety of daily cyclic temperature regimes. Differences of up to 25 per cent between measured and predicted daily heat transfer were observed. The main areas of uncertainty were in the choice of: (a) the surface convection coefficient for one wall: (b) the conduction coefficient of the glazing; and (c) in measuring the latent cooling component.
The most recent validation of BLAST has been undertaken by SERI (Judkoff4j) using data from their validation bungalow. This validation attempt is probably the most rigorous so far reported. Preliminary results gave close agreement between the air temperatures in one zone predicted by BLAST and those predicted by SERI-RES (Judkoff6'). Using the most accurate input data for a sixday period, the total auxiliary heating load predicted by BLAST was about 17 per cent below the measured value and the RhlS air temperature difference was about 0.4"C (Judkoff4j). The SERI-RES predictions differed by 10 per cent (Section 5.3.2) and further studies are being undertaken to pinpoint, the source of the inaccuracies (Judkoff2).
Summary and conclusions of previous validation work
Previous attempts to validate the models ESP, SERI-RES, DEROB and BLAST have been reviewed and many sources of external error have been revealed; these are summarised in Table 2 . The review has led to the following general conclusions. Since the collection of data is expensive and time consuming, it is extremely unlikely that it will be possible to apply the models to a sufficient number of buildings and climates to achieve complete statistical confidence. By a careful examination of extant data sets throughout the world, it should be possible to test the accuracy of the principal algorithms, sub-models and solution techniques used in the whole models over a range of climates and building configurations.
The emerging philosophy is to devise 'tests' which proceed sequentially from simple to more complex situations. Simple situations involving one or two of the more important mechanisms can be investigated by means of analytical tests. The collaborative research group are configuring tests to check the accuracy of algorithms for simulating dynamic conduction heat transfer through opaque surfaces which are exposed to different driving functions. Other algorithms being examined in isolation, are those which model the distribution of solar radiation over internal surfaces, the internal and external surface convention coefficients and the longwave radiation exchange between internal surfaces, More rigorous tests must be based on measured data from real structures. In designing experiments for use in empirical validation, the main challenge is to identify and control the many thermal mechanisms which operate in the structure so that the causes of divergence between predicted and measured values can be identified. Clearly, this can most easily be accomplished in simple test cells. However, even in the simplest cell, extremely detailed monitoring a t the mechanism level will be necessary to identify the reason for divergence between the measured values and those predicted by the models.
By using data from progressively more complex structures the number of algorithms exercised will increase, as will the complexity of the mechanisms involved and the interactions between them. In the larger structures, such as commercial buildings, it is, however, virtually impossible to identify and fully quantify all the interacting mechanisms; validation is therefore likely to be restricted to comparisons between the model predictions and measurements which reflect performance a t the building or utilities level.
Even tests based on the simplest test cell experiments are inherently much more complex than the most sophisticated analytical tests, but tests of intermediate complexity can probably be devised on the basis of inter-model comparisons.
Data sets for empirical validation
A fundamental requirement of any suitable high quality data set is that the measurements must have been taken from a building that has been constructed and operated in a manner which can be explicity modelled. This requirement may be most easily met in experimental buildings. Structures, such as residences and commercial buildings are likely to contain undiagnosed heat flow paths, such as thermal bridges and air leakage paths, or features which cannot be explicitly modelled, such as furnishings and occupants. At present, the validation research group is interested in the accuracy with which models predict thermal loads, rather than their ability to simulate HVAC systems. Any structure with a controlled internal environment should only contain simple items of plant for which the nature and point of heat inputlextraction to each individual zone can be defined and, where appropriate, controllers should have a simple operating strategy and respond to a clearly definable stimulus.
I t is equally important that the precise data input requirements of the models are satisfied by the data sets. In general terms this means that they should contain: an adequate physical description of the building: details of the building operation and control schedule; comprehensive climate records taken a t the site; and measurements of the building response parameters of interest. The time varying measurements should have been taken over short time intervals, typically, one hour or less.
The necessary attributes of data sets, which are to be used for empirical validation, are discussed more fully elsewhere lo ma^^^). These requirements have lead to the development of assessment criteria which have enabled the authors to isolate, from approximately 200 extant data sets, those which appear to be the most useful for validation purposes.
Comparing measured and predicted values
Three major issues have to be dealt with when comparing the measured and predicted values. These are: (a) which variables, measured a t which point in the structure, and over what time period are to be compared? (b) how is the fit between measured and predicted values to be determined? (c) how are the uncertainties in the model input and building response data to be accounted for?
An interesting approach has been suggested by HunnG4 who has outlined a procedure employing hlonte Carlo methods.
Presentation of empirical tests
I t is the intention of the authors to make the chosen data sets available to the modelling community in the form of an adaptive package. Each package should contain: (a) a Site Handbook which will describe all input parameters necessary to model the building structure in question; (b) a Data TapeIDisk containing all of the measured climatic variables and building response parameters: and (c) Guidelines on how to conduct the tests and interpret the results. 
