We consider the stochastic multi-armed bandit problem with unknown horizon. We present a randomized decision strategy which is based on updating a probability distribution through a stochastic mirror descent type algorithm. We consider separately two assumptions: nonnegative losses or arbitrary losses with an exponential moment condition. We prove optimal (up to logarithmic factors) gap-free bounds on the excess risk of the average over time of the instantaneous losses induced by the choice of a specific action.
INTRODUCTION
The multi-armed bandit is a celebrated problem in the field of sequential prediction. In this problem, the forecaster has to choose, over some time sequence, among a finite set of available actions and the only information he gets at each step is the instantaneous loss he suffers for the selected action. A standard criterion to assess the performance of a given strategy for action selection is the difference between the average over time of the instantaneous losses and the minimal (over the set of actions) average loss. The statistical theory is then devoted to estimating how does this risk function can be controlled in terms of the number N of possible actions and the length T of the time sequence. Several variants of this problem have been studied and we refer to Cesa-Bianchi and Lugosi (2006) for a detailed and modern account on this topic. In the present paper, we consider the stochastic setup which was first introduced by Robbins (1952) , Lai and Robbins (1985) and further studied by Auer et al. (2002a) . The horizon is not assumed to be known in advance. We then propose a stochastic optimization algorithm which can be viewed as a modification of the exponentiated gradient algorithm of Kivinen and Warmuth (1997) or of the mirror descent algorithm given in Juditsky et al. (2005) . Previous works on stochastic multi-armed bandit, (cf. Auer et al. (2002a) and more recent developments inspired by that paper) provide bounds on the excess risk with fast rates but involving (unknown) gaps between the expected loss of each non-optimal arm and the minimal expected loss. Such bounds can be called gap-dependent. They are similar in the spirit to Lai and Robbins (1985) whose bounds used Kullback divergences between distributions of arms rather than gaps. A different approach has been suggested by
The work of the second author was supported in part by Russian Foundation for Basic Research through the grant RFBR 06-08-01474. Auer et al. (2002b) and further developed by Cesa-Bianchi and Lugosi (2006) . They established gap-free bounds for a non-stochastic multi-armed bandit setting where the losses were assumed to take values in [0, 1] . In the present paper we derive gap-free bounds for the expected excess risk, with tight constants, under two different assumptions on the stochastic process of the instantaneous losses. In the case of nonnegative losses with finite variance we obtain a bound of the order (N/T )(ln N ). In the case of signed losses under an exponential moment assumption we get the same bound with an additional logarithmic factor (ln T ) (N/T )(ln N ).
The rest of the paper is organized as follows. We first introduce the setup and state the main convergence result (Sections 2 and 3). Then we describe the algorithm (Section 4) and provide the technical details for the proof of the upper bound in the Appendix A.
STATEMENT OF THE PROBLEM
Let X = {x(1), . . . , x(N )} be a set of N available actions. At each time t = 1, 2, . . . , we have to choose sequentially an action x t ∈ X. We denote by η t the observable (instantaneous) loss for the choice of x t , and introduce the average loss up to horizon T which is to be minimized:
A strategy U is a sequence of rules for the choice x t at times t = 1, . . . , T . In the stochastic setup that we consider here, the sequence of losses (η t ) t≥1 is a stochastic process and x t is a measurable function (random, in general) depending only on the vector of past decisions and losses ( Introduce the following two basic assumptions:
A1. With probability 1, the conditional expectations satisfy
where a k ∈ R are unknown deterministic values.
The value a k characterizes the expected loss for deciding to take the action x t = x(k) at time t. Assumption A1 says that this loss should not depend on t.
A2. The second conditional moment of the loss η t is a.s. bounded by a constant: E{η
It is easy to prove (see, e.g., Nazin and Poznyak (1986) ) that under these assumptions all the limiting points of the average loss sequence (Φ t ) t≥1 cannot be almost surely (a.s.) less than
Thus, the problem is to design a strategy U * which has the asymptotically minimal average loss:
in an appropriate probability sense. We study here convergence in mean, trying to get the rate of convergence E(Φ T ) → a min as fast as possible. In particular, we provide non-asymptotic upper bounds for the expected excess risk E(Φ T ) − a min that are close, up to logarithmic factors, to the lower bound of the order N/T proved for N = 2 by Vogel (1960) We will suppose that one of the following two assumptions on the loss sequence (η t ) t≥1 holds.
A3. The losses are nonnegative: η t ≥ 0 a.s.
A4. The random variables η t have finite exponential moments: there exist constants C η , κ > 0 such that
Below we propose a randomized decision strategy in which, at each step t + 1, the action x t+1 is drawn according to a
over X where:
The update of the distribution p t over time is given by the algorithm described in Section 4.
Denote by Θ the simplex of all probability vectors over X:
We then define the mean (over the set of actions) loss function A on Θ:
where a = (a 1 , . . . , a N ) . Since p t is a random vector, the quantity A(p t ) is a random variable. The update rule for the probability distribution p t uses a stochastic gradient of A.
We can express the expected average in terms of the average over time of the expected mean loss function:
We are now in position to state our results. Theorem 1. Let assumptions A1-A2-A3 be satisfied and let the conditional distributions (p t ) t≥0 be defined by the algorithm of Section 4 with parameters (14), (16) and c 0 = 1. Then, for any horizon T ≥ 1,
Theorem 2. Let assumptions A1-A2-A4 be satisfied and let the conditional distributions (p t ) t≥0 be defined by the algorithm of Section 4 with parameters (15), (16). Then, for any horizon T ≥ 1,
Remark 1. Minimizing the right hand side of (10) in c 0 > 0 one can find both the optimal parameter c 0 and the corresponding optimal upper bound (then c 0 will depend on horizon T , however). In case T is unknown, it looks reasonable to set c 0 = 1/κ, or c 0 = 1 when κ is unknown.
Theorem 1 can be compared to the previously known gapfree results (Auer et al. (2002b) and Theorem 6.10 in CesaBianchi and Lugosi (2006)). They assume that η t ∈ [0, 1] and prove that Φ T − a min is O (N/T ) ln(N T /δ) or O (N/T ) ln(N/δ) with probability at least 1 − δ. Using these bounds for probabilities to deduce in a standard way bounds for the expectation E(Φ T ) − a min we are lead to less accurate results than (9), where in this case one can put σ = 1. Furthermore, Theorem 1 assures that for unbounded nonnegative losses the upper bound remains of the same order of magnitude and without any gap terms a i − a min in the denominator. Finally, note that Theorem 1 is proved for the pure exponentiated gradient algorithm (with time-dependent choice of tuning parameters), whereas Auer et al. (2002b) and Cesa-Bianchi and Lugosi (2006) obtain their bounds for a more sophisticated procedure.
DEFINITION OF THE STRATEGY
In this section we introduce our algorithm. It is related to the exponentiated gradient method of Kivinen and Warmuth (1997) and to the mirror descent algorithm given in Juditsky et al. (2005) . We refer to Nemirovski and Yudin (1983) and Ben-Tal and Nemirovski (1999) for the general idea of mirror descent and its development in nonstochastic optimization, as well as to Nesterov (2005) for the pioneering extension to a stochastic setup.
First we introduce a Gibbs distribution defined by the probability vector 
e N (k t ) ; (11) (c) update the probability vector
The tuning parameters ∆ t , γ t and β t involved in the algorithm are defined differently for Theorems 1 and 2. For all t ≥ 1, in Theorem 1 we set
whereas in Theorem 2 we set
with the constant β 0 given, for both theorems, by
with some c 0 > 0. It is important to note that these choices do not involve the horizon T which is not necessarily known in advance.
Remark that the vector (η t /p
is in fact a stochastic gradient: its conditional expectation given F t−1 equals to the gradient of the mean loss A(p):
The threshold parameter ∆ t > 0 in the definition of u t (p t−1 ) modifies the stochastic gradient by lower bounding the loss η t . In Theorem 1 we have no thresholding: there u t (p t−1 ) is just a stochastic gradient and our algorithm coincides with the exponentiated gradient method of Kivinen and Warmuth (1997 
Furthermore, W β is related to the entropy type function
via convex duality formula:
A.1 Proof of Theorem 2
Note that
where the k-th entry of vector v t equals v
having the a.s. nonnegative entries. Since e x ≤ 1+x+x 2 /2 for x ≤ 0, we get 
Using (A.1), the fact that sup θ∈Θ V (θ) = ln N , and the last display we get
