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Abstract
We develop a general non-asymptotic analysis of learning rates in kernel ridge re-
gression (KRR), applicable for arbitrary Mercer kernels with multi-dimensional support.
Our analysis is based on an operator-theoretic framework, at the core of which lies two
error bounds under reproducing kernel Hilbert space norms encompassing a general
class of kernels and regression functions, with remarkable extensibility to various infer-
ential goals through augmenting results. When applied to KRR estimators, our analysis
leads to error bounds under the stronger supremum norm, in addition to the commonly
studied weighted L2 norm; in a concrete example specialized to the Matérn kernel, the
established bounds recover the nearly minimax optimal rates. The wide applicability
of our analysis is further demonstrated through two new theoretical results: (1) non-
asymptotic learning rates for mixed partial derivatives of KRR estimators, and (2) a
non-asymptotic characterization of the posterior variances of Gaussian processes, which
corresponds to uncertainty quantification in kernel methods and nonparametric Bayes.
1 Introduction
Kernel ridge regression (KRR) [38, 19, 13], also known as regularized least squares, is a
popular technique in supervised machine learning and has been widely used in an immense
variety of areas, including computer vision [41, 8], speech recognition [7], forecasting [15],
and biomedical fields [20, 10, 27]. The past two decades have also seen the emergence of
a wide range of algorithm variants based on KRR as well as their scalable, distributed
implementation [2, 5, 44, 32, 1, 23, 24]. A unified framework that provides theoretical
guarantees for KRR with general kernels and its variants, enabling optimal parameter tuning
and possibly with uncertainty quantification, is thus of great practical relevance.
On the other hand, the surge of deep neural networks has generated a renewed interest
in the theoretical analysis of KRR. A variety of kernel methods have been connected with
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neural networks, including arc-cosine kernel [9], RBF [25], and Neural Tangent Kernel [21].
In particular, kernel learning with random features [28, 33] can be viewed as a two-layer
network with fixed weights in the first layer and tunable weights in the second layer [46, 14].
Barron’s theorem [3] reassuringly shows that two-layer networks are powerful enough to
represent a variety of functions. Hence, it has gained growing popularity that theoretical
understanding of kernel learning plays an instrumental role in understanding deep learning
[4].
There has been a rich literature on the theoretical guarantees of KRR in both statistical
and machine learning communities [12, 43, 6, 37, 26]. However, the overwhelming focus
has been on the expected risk, where the learning rate is computed with respect to the
L2 norm weighted by the sampling distribution. Moreover, most existing work assumes a
polynomial decay rate of the kernel eigenvalues that resembles the Matérn kernel, hampering
its generality. Notable exceptions include [35, 34], where general Mercer kernels are studied
by assuming a uniform boundedness condition on the outputs; such an assumption excludes
Gaussian error, which is perhaps the most common case in nonparametric regression. There
is little work in the non-asymptotic characterization of functionals of KRR estimators, such
as derivatives, and of uncertainty quantification in KRR. These KRR-related variations turn
out to be crucial in both theory and application. For example, derivatives are key quantities
in applications such as shape constrained function estimation that builds on the derivative
process or virtual derivative observations [30, 40]; the posterior variance of Gaussian process
(GP) regression can be intriguingly interpreted as a certain worst case error in KRR [22], in
addition to its inherent importance to uncertainty quantification in nonparametric Bayes.
In this paper, we develop a non-asymptotic framework that provides unified theoretical
support for KRR and KRR-based estimators under the stronger supremum norm, with
added focuses on its generality to encompass a large class of kernels and extensibility to
various inferential goals including derivatives and uncertainty quantification.
Model. Suppose we have n iid observations {Xi, yi}ni=1 from an unknown data generating
probability P0 on X × R, where X ⊂ Rd is a compact metric space for d ≥ 1. Denote the
marginal distribution on X by PX with Lebesgue density pX . Let L2pX (X ) be the L2 space
with respect to measure PX . Let X = (X
T
1 , . . . , X
T
n )
T ∈ Rn×d and y = (y1, . . . , yn)T ∈ Rd.
The regression model is given by
yi = f0(Xi) + εi, εi ∼ N(0, σ2),
where we assume the true regression function f0 ∈ L2pX (X ) and is bounded throughout the
paper. Let K(·, ·) : X × X → R be a Mercer kernel, i.e., a continuous, symmetric and
positive definite bivariate function. The kernel ridge regression is stated as the optimization
problem:
fˆn = argmin
f∈H
{
1
n
n∑
i=1
(yi − f(Xi))2 + λ‖f‖2H
}
, (1)
where (H, ‖ · ‖H) is the reproducing kernel Hilbert space (RKHS) induced by K, and λ > 0 is
a regularization parameter that possibly depends on the sample size n. The KRR estimator
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is given by
fˆn(x) = K(x, X)[K(X,X) + nλIn]
−1y,
for any x ∈ X , where K(X,X) is the n by n matrix (K(Xi, Xj))ni,j=1 and K(x, X) is the 1
by n vector (K(x, Xi))
n
i=1.
Contributions. Our contributions can be summarized as follows:
(1) We provide two non-asymptotic error bounds for KRR with Mercer kernel under the
RKHS norms: the H˜-bound for kernels with uniformly bounded eigenfunctions and the
H-bound for all Mercer kernels (Section 2). Our analysis encompasses general kernels
and allows a wide range of f0 without assuming f0 ∈ H. These RKHS bounds lead to
learning rates for KRR estimators under the supremum norm (Section 3.1). In a concrete
example where K is the Matérn kernel and f0 belongs to the Hölder space, we show that
our general analysis recovers the nearly minimax optimal rate under the weighted L2
norm, suggesting sharpness of the established bounds (Section 3.2).
(2) Building on the proposed RKHS bounds and augmenting results on the differentiability of
RKHS elements inherited from the kernelK, we derive error bounds under the supremum
norm between any higher-order mixed partial derivatives of fˆn and that of f0 under
mild regularity conditions for K (Section 4). To our best knowledge, learning rates for
derivatives of KRR estimators have not been addressed in the literature.
(3) Thanks to the connection between KRR and GP regression, we establish the learning
rates for the marginal posterior variance in GP regression, employing its interpretation
as the bias of a KRR estimator with noiseless observations (Section 5). We show that
the marginal posterior variance converges to zero under the supremum norm at the
parametric rate 1/n under a certain choice of the regularization parameter λ, which is
unlikely to be further improved.
Related work. [12] provided a non-asymptotic upper bound under the weighted L2 norm,
utilizing the covering number of an open subset of H. [35, 34] replaced the covering number
technique by the method of integral operators and obtained tighter bounds, but assumed the
outputs y to be uniformly bounded above, excluding Gaussian error. This assumption was
later relaxed by moment conditions in [39, 18]; however, rate optimality as well as the flexi-
bility to account for various norms and inferential goals does not appear trivial. [43, 6] used
the concept of effective dimension and obtained asymptotic minimax rates for the expected
risk in several examples, including one where the eigenvalues decay at a polynomial rate.
[26] considered a more general setting, but still required a similar decay rate of eigenvalues
and an additional assumption on the uniform boundedness of eigenfunctions, assumptions do
not hold for all Mercer kernels. [37] showed similar results as [26], with a nearly equivalent
assumption of the form ‖f‖∞ ≤ C‖f‖pH‖f‖1−p2 for all f ∈ H.
The learning rates in the aforementioned works typically focus on the weighted L2 norm,
which reduces to the classical L2 norm when uniform random sampling is assumed. Results
for the stronger supremum norm are limited. Recently, [42] and [17] provided an improved
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analysis of KRR with Matérn kernels under the supremum norm and the so-called fractional
Sobolev norm, respectively. However, they heavily relied on the decay rate of eigenvalues,
which can not be easily adapted to general Mercer kernels or derivatives of KRR estimators.
Notation. Let N be the set of all positive integers and write N0 = N ∪ {0}. We let C(X )
denote the space of continuous functions. Given a multi-index β = (β1, . . . , βd) ∈ Nd0 with
|β| = β1 + · · ·+ βd, we write ∂β = ∂β1x1 · · ·∂βdxd , where ∂
βj
xj denotes the βjth partial derivative
operator with respect to xj . For any m ∈ N, let Cm(X ) stand for the space of all functions
possessing continuous mixed partial derivatives up to order m, i.e., Cm(X ) = {f : X →
R|∂βf ∈ C(X ) for all β ∈ Nd0 with |β| ≤ m}. Let C(X ,X ) denote the space of continuous
bivariate functions and C2m(X ,X ) = {K : X × X → R|∂β,βK ∈ C(X ,X ) for all β ∈
N
d
0 with |β| ≤ m} denote the space ofm-times continuously differentiable bivariate functions,
where ∂β,βK(x,x′) = ∂βx∂
β
x′K(x,x
′). For f, g : X → R, let ‖f‖∞ be the supremum norm,
‖f‖2 = (
∫
X f
2dPX)
1/2 the weighted L2 norm, and 〈f, g〉2 = (
∫
X fgdPX)
1/2 the inner product.
For two sequences an and bn, we write an . bn if an ≤ Cbn for a universal constant C > 0,
and an ≍ bn if an . bn and bn . an.
2 Non-asymptotic error bounds under RKHS norms
2.1 Preliminaries
Throughout the paper, we take an operator-theoretic approach. For any f ∈ L2pX (X ), we
introduce an integral operator LK : L
2
pX
(X )→ H defined by
LK(f)(x) =
∫
X
K(x,x′)f(x′)dPX(x′), x ∈ X .
Since LK is compact, positive definite and self-adjoint, by the spectral theorem (see, e.g.,
Theorem A.5.13 in [36]), there exists countable pairs of eigenvalues and eigenfunctions
(µi, ψi)i∈N ⊂ (0,∞)× L2pX (X ) of LK such that
LKψi = µiψi, i ∈ N,
where {ψi}∞i=1 form an orthonormal basis of L2pX (X ) and µ1 ≥ µ2 ≥ · · · > 0 with limi→∞µi = 0.
By Mercer’s Theorem, we have that for any x,x′ ∈ X ,
K(x,x′) =
∞∑
i=1
µiψi(x)ψi(x
′),
where the convergence is absolute and uniform. It follows that H can be characterized by a
series representation
H =
{
f ∈ L2pX (X ) : ‖f‖2H =
∞∑
i=1
f 2i
µi
<∞, fi = 〈f, ψi〉2
}
,
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equipped with the inner product 〈f, g〉
H
=
∑∞
i=1 figi/µi for any f =
∑∞
i=1 fiψi and g =∑∞
i=1 giψi in H.
We then define the sample analog LK,X : H → H by
LK,X(f) =
1
n
n∑
i=1
f(Xi)KXi, (2)
where Kx(·) := K(x, ·). It is easy to see LK,X is also a compact, positive definite, self-adjoint
operator because for any f, g ∈ H, we have
〈f, LK,Xg〉H = 1
n
n∑
i=1
f(Xi)g(Xi) = 〈LK,Xf, g〉H
and 〈f, LK,Xf〉H ≥ 0. Thus, the eigenvalues of LK,X are all positive, which implies
‖(LK,X + λI)−1f‖H ≤ 1
λ
‖f‖H, (3)
for any f ∈ H. We remark that the operator LK can also be defined on H and so does LK,X
on the space of all bounded functions; we use the same notation when they are defined on
different domains.
We future consider a proximate function of f0 in H
fλ = (LK + λI)
−1LKf0,
where I is the identity operator. The function fλ is chosen in this way as it minimizes the
population counterpart of (1), i.e.,
fλ = argmin
f∈H
{
1
n
‖f − f0‖22 + λ‖f‖2H
}
. (4)
We next present two non-asymptotic RKHS bounds for Mercer kernels with uniformly
bounded eigenfunctions and general Mercer kernels, respectively, which are of independent
interest and provide the basis for more specific rate calculation in the subsequent sections.
2.2 H˜-bound for Mercer kernels with uniformly bounded eigenfunc-
tions
The proximate function fλ can be obtained using another integral operator LK˜ through
fλ = LK˜f0, where K˜ is the so-called equivalent kernel [29, Chapter 7]. Compared to K,
the equivalent kernel K˜ has the same eigenfunctions but its eigenvalues are altered to νi =
µi/(λ+ µi) for i ∈ N, i.e.,
K˜(x,x′) =
∞∑
i=1
νiψi(x)ψi(x
′).
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Let H˜ be the RKHS induced by K˜, which is equivalent to H as a functional space, but with
a different inner product
〈f, g〉
H˜
= 〈f, g〉2 + λ 〈f, g〉H .
Let the corresponding RKHS norm be ‖ · ‖
H˜
. Note that K˜ is also a Mercer kernel; thus, all
preliminaries in Section 2.1 hold for K˜. For example, in view of (2), we can similarly define
the sample analog by
LK˜,X(f) =
1
n
n∑
i=1
f(Xi)K˜Xi,
which is compact, positive definite, and self-adjoint.
The following assumption on the eigenfunctions pertains to the equivalent kernel technique
considered in this section; the error bound established in Section 2.3 does not require such
an assumption.
Asumption (A): There exists a constant Cψ > 0 such that ‖ψi‖∞ ≤ Cψ for all i ∈ N.
Define κ˜2 := supx∈X K˜(x,x). It is easy to see κ˜
2 ≤ C2ψ
∑∞
i=1 νi .
∑∞
i=1 µi/(λ+ µi), where
the last expression is the effective dimension [43] of the kernel K with respect to L2pX (X ).
Theorem 1 provides error bounds for general Mercer kernels with bounded eigenfunctions.
Theorem 1 (H˜-bound). Under Assumption (A), it holds with probability at least 1 − n−10
that
‖fˆn − fλ‖H˜ ≤
κ˜−1C(n, κ˜)
1− C(n, κ˜)‖fλ − f0‖∞ +
1
1− C(n, κ˜)
4κ˜σ
√
20 logn√
n
,
where C(n, κ˜) = κ˜
2
√
20 logn√
n
(
4 + 4κ˜
√
20 logn
3
√
n
)
.
Remark. When the observations are noiseless, i.e., y = f0(X) in (1), the bound in Theorem 1
can be simplified by letting σ = 0, zeroing out the second term. Indeed, all subsequent error
bounds imply a noise-free version by substituting σ = 0; we do not present them separately
due to space constraints.
2.3 H-bound for Mercer kernels
The H˜-bound established in the preceding section relies on the crucial Assumption (A) that
the eigenfunctions are uniformly bounded, which does not hold for all Mercer kernels. For
example, [45] constructed a C∞ kernel that does not satisfy this assumption. To thoroughly
study the learning rate in a more general setting, we provide another error bound under the
RKHS norm ‖ · ‖H for any Mercer kernel, referred to as the H-bound.
Let fX,λ be the noiseless counterpart of fˆn by replacing noisy data with their means given
by the true regression function, i.e.,
fX,λ := K(·, X)[K(X,X) + nλIn]−1f0(X),
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where f0(X) := (f0(X1), . . . , f0(Xn))
T . An equivalent operator-based representation akin to
(2) gives fX,λ = (LK,X+λI)
−1LK,Xf0. We then decompose fˆn−fλ = (fˆn−fX,λ)+(fX,λ−fλ).
Denote L˜K,X := (LK,X+λI)
−1LK,X and L˜K := (LK+λI)−1LK . We can view L˜K,Xf and L˜Kf
as two proximate functions in H, obtained from a matrix and integral operation, respectively.
For any bounded f ∈ L2pX (X ), let
E(K,X, f) := (LK,X + λI)
−1LK,Xf − (LK + λI)−1LKf
= K(·, X)[K(X,X) + nλIn]−1f(X)− (LK + λI)−1LKf, (5)
which belongs to H. The following Theorem 2 provides a rate for E(K,X, f) under the ‖ · ‖H
norm.
Theorem 2. Let log−δ := log(1/δ). For any δ ∈ (0, 1), it holds with probability at least 1−δ
that
‖E(K,X, f)‖H ≤
κ‖f‖∞
√
2 log−δ√
nλ
(
10 +
4κ
√
2 log−δ
3
√
nλ
)
.
The error term fX,λ − fλ is a specific case of L˜K,Xf − L˜Kf by taking f = f0 and thus
Theorem 2 immediately implies a bound for fX,λ − fλ. This along with a further analysis of
fˆn − fX,λ gives the H-bound for fˆn − fλ.
Theorem 3 (H-bound). For any δ ∈ (0, 1), it holds with probability at least 1− δ that
‖fˆn − fλ‖H ≤
2κM
√
log−δ√
nλ
(
14 +
8κ
√
log−δ
3
√
nλ
)
,
where M = max{‖f0‖∞, σ}.
Remark. We have established two non-asymptotic error bounds in Theorem 1 and Theorem 3
under the RKHS norms induced by the equivalent kernel K˜ and K, respectively. They are
central error bounds in our analysis, which are further augmented by auxiliary results to
approach various inferential goals. For a given problem, these two RKHS bounds will be
supported by augmenting results that consist of inequalities between other norms and RKHS
norms as well as auxiliary results on fλ−f0 to make use of the triangle inequality. We remark
that neither of the two bounds requires the strong condition f0 ∈ H that is often assumed in
some existing works. To help distinguish between these two bounds and the implied learning
rates in subsequent applications, we use δ for H-bound and substitute δ by a convenient
value n−10 for H˜-bound.
We next turn to deriving explicit consequences of the two RKHS bounds. In particular, we
will derive the learning rates for KRR estimators, derivatives, and posterior variances in the
next three sections, following the broad outline in the remark above.
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3 Learning rates for KRR estimators
3.1 Bounds of fˆn − f0 for Mercer kernels
RKHS norms upper bound the supremum norm in view of the following lemma.
Lemma 4. Let κ :=
√
supx∈X K(x,x). For any f ∈ H, there holds ‖f‖∞ ≤ κ‖f‖H.
The commonly studied weighted L2 norm is upper bounded by the ‖·‖H˜ norm and supremum
norm as ‖f‖2 ≤ ‖f‖H˜ for any f ∈ H and ‖f‖2 ≤ ‖f‖∞ for any f ∈ L2pX (X ); the latter is
useful to connect the supremum norm to the weighted L2 norm, while the former relies on
equivalent kernels, thus only complementing H˜-bound for possible refined rate calculation.
Therefore, the two RKHS bounds, H˜-bound and H-bound, lead to error bounds of fˆn − fλ
under the supremum norm and weighted L2 norm. Theorem 1 and Theorem 6 formulate
such results for Mercer kernels with uniformly bounded eigenfunctions and all Mercer kernels,
respectively.
Theorem 5. Under Assumption (A), by choosing λ such that κ˜2 = o(
√
n/ logn), it holds
with probability at least 1− n−10 that
‖fˆn − f0‖∞ ≤ 2‖fλ − f0‖∞ + κ˜
2 · 8σ√20 logn√
n
,
‖fˆn − f0‖2 ≤ 2‖fλ − f0‖∞ + κ˜ · 8σ
√
20 logn√
n
.
Theorem 6. For any δ ∈ (0, 1), it holds with probability at least 1− δ that
‖fˆn − fλ‖2 ≤ ‖fˆn − fλ‖∞ ≤
2κ2M
√
log−δ√
nλ
(
14 +
8κ
√
log−δ
3
√
nλ
)
.
We proceed to estimate the term fλ−f0. Note that fλ−f0 is not necessarily in H as f0 does
not belong to H in general. Bounding fλ − f0 under the supremum norm leads to desired
bounds of fˆn− f0 when combined with Theorem 5 (by substitution) and Theorem 6 (by the
triangle inequality).
Theorem 7. (a) Under Assumption (A), suppose that L
−r−1/2
K f0 ∈ L2pX (X ) for some 0 <
r ≤ 1
2
, then it holds
‖fλ − f0‖∞ ≤ κλr‖L−r−1/2K f0‖2.
(b) Suppose that K assumes eigen-decomposition with respect to the Fourier basis and L−rK f0 ∈
Cp(X ) for some 0 < r ≤ 1. If p > d, then there exists C > 0 such that
‖fλ − f0‖∞ ≤ Cλrζ(p− d+ 1),
where ζ(s) :=
∑∞
i=1 i
−s is the Riemann zeta function, which is finite for s > 1.
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Remark. Here r can be roughly understood as a smoothness parameter of f0. When r = 1/2,
the condition L
−1/2
K f0 ∈ L2pX (X ) is equivalent to f0 ∈ H. To see this, note that ‖L
−1/2
K f0‖22 =
‖∑∞i=1 fiψi/√µi‖22 =∑∞i=1 f 2i /µi = ‖f‖2H. Hence, part (a) of Theorem 7 provides a rate for
f0 ∈ H, while part (b) allows a wider range of r and does not necessarily require f0 ∈ H.
3.2 Nearly minimax optimal rate for Matérn kernel
We demonstrate the sharpness of the established bounds using a concrete example. In
particular, we use the Matérn kernel for K and consider X = [0, 1] along with a uniform
sampling process for pX .
The Matérn kernel Kν : [0, 1]× [0, 1]→ R is defined as
Kν(x, x
′) =
21−ν
Γ(ν)
(√
2ν|x− x′|2
)ν
Bν
(√
2ν|x− x′|2
)
,
where Bν(·) is the modified Bessel function of the second kind for ν = α− 1/2 and α > 1/2.
It is well known that Kν assumes an eigen-decomposition with respect to the Fourier basis
and Lebesgue measure µ, which corresponds to a uniform sampling process for pX . The
eigenvalues of Kν decay at a polynomial rate, i.e., µi ≍ i−2α for i ∈ N. The eigenfunctions
are uniformly bounded, justifying the use of H˜-bound. We assume that the true regression
function f0 lies in the Hölder class.
Definition 1. Let {ψi}∞i=1 be the Fourier basis of L2µ[0, 1] and α > 0, the Hölder space
Hα[0, 1] is a Hilbert space defined as
Hα[0, 1] =
{
f ∈ L2µ[0, 1] : ‖f‖2Hα[0,1] =
∞∑
i=1
iα|fi| <∞, fi = 〈f, ψi〉2
}
.
For any f ∈ Hα[0, 1], f has continuous derivatives up to order ⌊α⌋ and the ⌊α⌋th derivative
is Lipschitz continuous of order α− ⌊α⌋. While Theorem 7 is applicable to yielding an error
rate for fλ − f0, the following auxiliary Lemma 8 relaxes the function class of f0 therein to
Hα[0, 1].
Lemma 8. Suppose f0 ∈ Hα[0, 1] for α > 1/2 and the KRR is performed with Kν, then it
holds
‖fλ − f0‖∞ .
√
λ.
Considering the equivalent kernel K˜ν of Kν , due to the polynomial decay rate of eigenvalues
we have
κ˜2ν := sup
x∈X
K˜ν(x, x) .
∞∑
i=1
µi
λ+ µi
.
∞∑
i=1
1
1 + λi2α
≤
∫ ∞
0
dx
1 + λx2α
. λ−1/2α.
9
Thus, κ˜ν . λ
−1/4α for all α > 1/2. In view of Lemma 8 and the error bound under the
weighted L2 norm given in Theorem 5, we obtain the nearly minimax learning rate for KRR
with Matérn kernel.
Theorem 9. Suppose f0 ∈ Hα[0, 1] for α > 1/2 and the KRR is performed with Kν, then it
holds with probability at least 1− n−10 that
‖fˆn − f0‖2 .
(
log n
n
) α
2α+1
,
with the corresponding choice of regularization parameter λ ≍ (logn/n) 2α2α+1 .
4 Learning rates for derivatives of KRR estimators
Functions in the RKHS inherit the differentiability of the kernel, which enables us to estimate
the derivatives of the regression function. We begin with a simple lemma.
Lemma 10. Suppose K ∈ C2m(X ,X ) for m ∈ N, then f ∈ Cm(X ) for any f ∈ H. Moreover,
let β ∈ Nd0, |β| ≤ m and κβ :=
√
supx∈X ∂β,βK(x,x), then ‖∂βf‖∞ ≤ κβ‖f‖H for any
f ∈ H.
We base this section on the H-bound to ease presentation. Parallel analysis can be carried
out when H˜-bound is in use, if κ˜β for the equivalent kernel K˜ is tractable. For instance,
suppose X = [0, 1] and the eigenfunctions of the kernel K are Fourier basis functions, then
we have
∂x∂x′K˜(x, x
′) =
∞∑
i=1
µi
λ+ µi
ψ′i(x)ψ
′
i(x
′) .
∞∑
i=1
i2µi
λ+ µi
,
which boils down to a higher-order analog of effective dimension. In general, κ˜β is determined
by the decay rate of the eigenvalues ofK, derivatives of eigenfunctions, and the regularization
parameter λ. In contrast, the characterization of using the H-bound only involves the single
parameter κβ of K.
Applying Lemma 10 to Theorem 3 yields learning rates of the mixed partial derivatives of
fˆn relative to that of fλ under the supremum norm.
Theorem 11. Suppose K ∈ C2m(X ,X ), for any β ∈ Nd0 with |β| ≤ m and δ ∈ (0, 1), it
holds with probability at least 1− δ that
‖∂βfˆn − ∂βfλ‖∞ ≤
2κκβM
√
log−δ√
nλ
(
14 +
8κ
√
log−δ
3
√
nλ
)
.
To conclude this section, we provide the rates for the partial derivatives of fλ relative to that
of f0 under the supremum norm.
Theorem 12. Suppose K ∈ C2m(X ,X ) and β ∈ Nd0 with |β| ≤ m.
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(a) Under the conditions of Theorem 7 (a) and f0 ∈ Cm(X ), we have
‖∂βfλ − ∂βf0‖∞ ≤ κβλr‖L−r−1/2K f0‖2.
(b) Under the conditions of Theorem 7 (b), if p > d+ |β|, then there exists C ′ > 0 such that
‖∂βfλ − ∂βf0‖∞ ≤ C ′λrζ(p− d+ 1− |β|).
Remark. In particular, if K ∈ C2(X ,X ), Theorem 11 and Theorem 12 lead to learning rates
for each component (e.g., the jth component) of the gradient ∇(fˆn − f0) by setting the jth
element of β to be one and others to be zero, in which case κβ =
√
supx∈X ∂xj∂xjK(x,x)
for 1 ≤ j ≤ d.
5 Learning rates for posterior variances
It is well known that fˆn coincides with the posterior mean in Gaussian process regression.
In particular, if we assign a prior f ∼ GP(0, σ2(nλ)−1K), the posterior distribution of f
is f |X,y ∼ GP(fˆn, Cˆn), where fˆn is the KRR estimator and Cˆn is the posterior covariance
kernel
Cˆn(x,x
′) = σ2(nλ)−1{K(x,x′)−K(x, X)[K(X,X) + nλIn]−1K(X,x′)}.
Studying properties of Cˆn(x,x
′) is of great interest in nonparametric Bayes, for example,
when justifying the coverage of credible sets constructed using Cˆn(x,x
′). Furthermore, the
posterior covariance Cˆn(x,x
′) has much broader interpretations and also provides deeper in-
sight for the kernel methods regarding uncertainty quantification. For example, the marginal
posterior variance σˆ2n(x) := Cˆn(x,x) measures the uncertainty of output at a given input
location, which is useful in active learning [11]. Specifically, it could be interpreted as the
average error from the Bayesian perspective by noting that
σˆ2n(x) = Ef∼GP(fˆn,Cˆn)[(f(x)− fˆn(x))2].
In addition, [22] presented an interesting link between the posterior variance with kernel
regression by showing that σˆ2n(x) is a certain worst case error in KRR with kernel
Kλ(x,x
′) := K(x,x′) + nλδ(x,x′),
where δ(·, ·) is the Kronecker delta function; we refer to [22, Chap 3.4] for more details.
A more concrete representation shows that the posterior covariance can be viewed as the
bias of a noise-free KRR estimator [42]. To see this, we rewrite the posterior covariance as
σ−2nλCˆn(x,x′) = K(x,x′)−K(x, X)[K(X,X) + nλIn]−1K(X,x′) = Kx′(x)− Kˆx′(x),
11
where Kx′(·) := K(·,x′) and Kˆx′(·) := K(·, X)[K(X,X) + nλIn]−1K(X,x′). Indeed, Kˆx′ is
the solution to a KRR with noiseless observations of Kx′ at random design points {Xi}ni=1,
i.e.,
Kˆx′ = argmin
f∈H
{
1
n
n∑
i=1
(K(Xi,x
′)− f(Xi))2 + λ‖f‖2H
}
.
We provide two results of learning rates for σˆ2n(x) using the H˜-bound and H-bound, respec-
tively.
Theorem 13. Under Assumption (A), by choosing λ such that κ˜2 = o(
√
n/ logn), it holds
with probability at least 1− n−10 that
‖σˆ2n‖∞ ≤
2κ˜2C2ψσ
2
n
.
Theorem 14. Suppose that K(x,x) does not depend on x. For any δ ∈ (0, 1), it holds with
probability at least 1− δ that
‖n(µ1 + λ)κ−2σˆ2n(x)− σ2‖∞ ≤
κ2σ2(µ1 + λ)
√
2 log−δ√
nλ2
(
10 +
4κ
√
2 log−δ
3
√
nλ
)
,
where µ1 is the largest eigenvalue of K.
Remark. The assumption that K(x,x) does not depend on x holds for stationary kernels;
this is because if K(x,x′) = φ(x− x′) for some function φ(·), then K(x,x) = φ(0).
Corollary 1. Suppose that K(x,x) does not depend on x, there exists constants C1, C2 > 0
depending on σ2 and K such that with probability at least 1− n−10 it holds
‖σˆ2n‖∞ ≤
C1
n
+
C2
√
logn
n
√
nλ2
.
Remark. Suppose we choose λ = O(n−γ) where γ < 1/4, then Corollary 1 suggests that
‖σˆ2n‖∞ . 1/n. This implies that the parametric decay rate for ‖σˆ2n‖∞ can be achieved under
certain choice of the regularization parameter λ, which is unlikely to be further improved.
6 Proofs
This section contains proofs of all theorems and lemmas. We shall make use of the following
Lemma 15 repeatedly in the sequel, which provides an error bound for LK,X − LK under
the ‖ · ‖H norm. The proof of Lemma 15 mainly relies on the McDiarmid inequality and its
Bernstein form, which can be found in [34].
Lemma 15 (Lemma 3 in [34]). For any Mercer kernel K, bounded f ∈ L2pX (X ) and 0 <
δ < 1, with probability at least 1− δ, there holds
‖LK,X(f)−LK(f)‖H =
∥∥∥∥∥ 1n
n∑
i=1
f(xi)Kxi −LKf
∥∥∥∥∥
H
≤ 4κ‖f‖∞
3n
log−δ+
κ‖f‖2√
n
(1 +
√
8 log−δ),
where log−δ = log(1/δ).
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6.1 Proofs in Section 2
Proof of Theorem 1. Letting ∆f = fˆn − fλ, we have
LK˜,X(∆f)− LK˜(∆f) = LK˜,X(fˆn)− LK˜,X(fλ)− LK˜(fˆn) + LK˜(fλ).
Noting that LK˜,X(y − fˆn) = fˆn − LK˜(fˆn) and LK˜(f0) = fλ, the preceding display becomes
LK˜,Xy − fˆn − LK˜,X(fλ) + LK˜(fλ) = LK˜,X(y − fλ)−∆f − LK˜(f0 − fλ).
Consequently,
‖∆f‖
H˜
≤ ‖LK˜,X(∆f)− LK˜(∆f)‖H˜ + ‖LK˜,X(y − fλ)− LK˜(f0 − fλ)‖H˜
≤ ‖LK˜,X(∆f)− LK˜(∆f)‖H˜ + ‖LK˜,X(f0 − fλ)− LK˜(f0 − fλ)‖H˜ + ‖LK˜,Xw‖H˜,
where w = y − f0(X) follows a multivariate Gaussian distribution with zero mean and
variance σ2In. Let Ω = [K˜(Xi, Xj)]
n
i,j=1, which implies that ‖LK˜,Xw‖2H˜ = n−2wTΩw. Note
that
tr(Ω) ≤
n∑
i=1
K˜(Xi, Xi) ≤ nκ˜2 and tr(Ω2) =
n∑
i,j=1
K˜(Xi, Xj)
2 ≤ nκ˜4.
According to the Hanson-Wright inequality [31], we have with probability at least 1 − e−t2
that
wTΩw ≤ σ2 max{trΩ, 2
√
trΩ2}(1 + 2t+ 2t2) ≤ 4σ2nκ˜2(t+ 1)2,
for any t > 0. Therefore, with probability 1− δ, there holds
‖LK˜,Xw‖H˜ ≤
2κ˜σ√
n
(
1 +
√
log−δ
)
.
Applying Lemma 15 with K˜ twice separately to ∆f and f0 − fλ, with probability at least
1− 3δ, we have
‖∆f‖
H˜
≤ 4κ˜(‖∆f‖∞ + ‖fλ − f0‖∞)
3n
log−δ +
κ˜(‖∆f‖2 + ‖fλ − f0‖2)√
n
(
1 +
√
8 log−δ
)
+
2κ˜σ√
n
(
1 +
√
log−δ
)
.
Note that ‖f‖2 ≤ ‖f‖∞ for any f ∈ L2pX (X ). Consider any δ ∈ (0, 1/3) such that log−δ >
log 3 > 1 and
√
log−δ < log−δ. Then the upper bound in the preceding inequality becomes
κ˜
√
log−δ√
n
(
4 +
4κ˜
√
log−δ
3
√
n
)
(‖∆f‖∞ + ‖fλ − f0‖∞) +
4κ˜σ
√
log−δ√
n
.
Therefore, with probability at least 1− δ for any δ ∈ (0, 1), we have
‖∆f‖
H˜
≤ κ˜
√
log(3/δ)√
n
(
4 +
4κ˜
√
log(3/δ)
3
√
n
)
(‖∆f‖∞ + ‖fλ − f0‖∞) + 4κ˜σ
√
log(3/δ)√
n
≤ κ˜
√
2 log−δ√
n
(
4 +
4κ˜
√
2 log−δ
3
√
n
)
(‖∆f‖∞ + ‖fλ − f0‖∞) +
4κ˜σ
√
2 log−δ√
n
.
Taking δ = n−10, then by Lemma 4 we obtain that with probability at least 1− n−10,
‖∆f‖
H˜
≤ κ˜
√
20 logn√
n
(
4 +
4κ˜
√
20 logn
3
√
n
)
(κ˜‖∆f‖
H˜
+ ‖fλ − f0‖∞) + 4κ˜σ
√
20 logn√
n
= C(n, κ˜)‖∆f‖
H˜
+ κ˜−1C(n, κ˜)‖fλ − f0‖∞ + 4κ˜σ
√
20 logn√
n
,
where
C(n, κ˜) =
κ˜2
√
20 logn√
n
(
4 +
4κ˜
√
20 logn
3
√
n
)
.
This completes the proof.
Proof of Theorem 2. We introduce an intermediate quantity (LK,X + λI)
−1LKf and decom-
pose E(K,X, f) = (L˜K,Xf − (LK,X + λI)−1LKf) + ((LK,X + λI)−1LKf − L˜Kf). We will
calculate error bounds for both terms by applying Lemma 15 twice. First we have
‖L˜K,Xf − (LK,X + λI)−1LKf‖H
= ‖(LK,X + λI)−1(LK,Xf − LKf)‖H
≤ 1
λ
‖LK,Xf − LKf‖H ,
where the last inequality is due to (3). Applying Lemma 15, then with probability at least
1− δ, we have
‖L˜K,Xf − (LK,X + λI)−1LKf‖H ≤ 4κ‖f‖∞
3nλ
log−δ +
κ‖f‖2√
nλ
(1 +
√
8 log−δ). (6)
On the other hand, we have
‖(LK,X + λI)−1LKf − L˜Kf‖H
= ‖(LK,X + λI)−1(LK + λI)L˜Kf − (LK,X + λI)−1(LK,X + λI)L˜Kf‖H
= ‖(LK,X + λI)−1(LKL˜Kf − LK,XL˜Kf)‖H
≤ 1
λ
‖LKL˜Kf − LK,XL˜Kf‖H.
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Applying Lemma 15 to L˜Kf gives
‖(LK,X + λI)−1LKf − L˜Kf‖H ≤ 4κ‖L˜Kf‖∞
3nλ
log−δ +
κ‖L˜Kf‖2√
nλ
(1 +
√
8 log−δ).
Letting f = 0 in (4) gives
‖fλ − f0‖22 + λ‖fλ‖2H ≤ ‖f0‖22,
which yields
‖fλ‖2 ≤
√
2‖f0‖2 and ‖fλ‖H ≤ λ−1/2‖f0‖2. (7)
By Lemma 4 we have ‖L˜Kf‖∞ ≤ κ‖L˜Kf‖H. This together with (7) gives
‖(LK,X + λI)−1LKf − L˜Kf‖H ≤ 4κ
2‖f‖2/
√
λ
3nλ
log−δ +
√
2κ‖f‖2√
nλ
(1 +
√
8 log−δ). (8)
Again consider any δ ∈ (0, 1/3) such that log−δ > log 3 > 1 and
√
log−δ < log−δ. Therefore,
the two bounds in equations (6) and (8) become
4κ‖f‖∞
3nλ
log−δ +
4κ‖f‖∞√
nλ
√
log−δ,
4κ2‖f‖∞/
√
λ
3nλ
log−δ +
6κ‖f‖∞√
nλ
√
log−δ,
respectively. Consequently, with probability at least 1− 2δ, we have
‖E(K,X, f)‖H = ‖L˜K,Xf − L˜Kf‖H ≤ κ‖f‖∞√
nλ
(
10
√
log−δ +
4
3
√
n
log−δ +
4κ
3
√
nλ
log−δ
)
≤ κ‖f‖∞
√
log−δ√
nλ
(
10 +
4κ
√
log−δ
3
√
nλ
)
.
Therefore, with probability at least 1− δ for any δ ∈ (0, 1), we have
‖E(K,X, f)‖H ≤ κ‖f‖∞
√
log(2/δ)√
nλ
(
10 +
4κ
√
log(2/δ)
3
√
nλ
)
≤ κ‖f‖∞
√
2 log−δ√
nλ
(
10 +
4κ
√
2 log−δ
3
√
nλ
)
.
Proof of Theorem 3. Substituting f = f0 into E(K,X, f) defined in (5) yields E(K,X, f0) =
fX,λ − fλ. By Theorem 2, we have with probability at least 1− δ that
‖fX,λ − fλ‖H ≤
κ‖f0‖∞
√
2 log−δ√
nλ
(
10 +
4κ
√
2 log−δ
3
√
nλ
)
. (9)
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Note that
fˆn − fX,λ = K(·, X)[K(X,X) + nλIn]−1w = K(·, X)[K(X,X)/n+ λIn]−1w/n,
where w = y − f0(X) follows a multivariate Gaussian distribution with zero mean and
variance σ2In. Thus,
‖fˆn − fX,λ‖2H =
1
n2
wT [K(X,X)/n+ λIn]
−1K(X,X)[K(X,X)/n+ λIn]−1w ≤ 1
n2
κ2wTΣw,
where Σ = [K(X,X)/n + λIn]
−2. Since K(X,X)/n is non-negative definite, all eigenvalues
of K(X,X)/n+ λIn are bounded below by λ, which leads to
tr(Σ) ≤ nλ−2 and tr(Σ2) ≤ nλ−4.
According to the Hanson-Wright inequality [31], we have with probability at least 1 − e−t2
that
wTΣw ≤ σ2max{trΣ, 2
√
trΣ2}(1 + 2t+ 2t2) ≤ 4σ2nλ−2(t + 1)2,
for any t > 0. Therefore, with probability 1− δ, there holds
‖fˆn − fX,λ‖H ≤ 2κσ√
nλ
(
1 +
√
log−δ
)
≤ 4κσ
√
log−δ√
nλ
, (10)
where we consider any δ ∈ (0, 1/3) such that log−δ > log 3 > 1. Combining (9) and (10), it
holds that with probability at least 1− δ,
‖fˆn − fλ‖H ≤ κ‖f0‖∞
√
2 log(2/δ)√
nλ
(
10 +
4κ
√
2 log(2/δ)
3
√
nλ
)
+
4κσ
√
log(2/δ)√
nλ
≤ 2κ‖f0‖∞
√
log−δ√
nλ
(
10 +
8κ
√
log−δ
3
√
nλ
)
+
8κσ
√
log−δ√
nλ
≤ 2κM
√
log−δ√
nλ
(
14 +
8κ
√
log−δ
3
√
nλ
)
.
6.2 Proofs in Section 3
Proof of Theorem 5. We first prove the error bound under the supremum norm. Applying
Lemma 4 to Theorem 1 yields with probability at least 1− n−10 that
‖fˆn − fλ‖∞ ≤ C(n, κ˜)
1− C(n, κ˜)‖fλ − f0‖∞ +
1
1− C(n, κ˜)
4κ˜2σ
√
20 logn√
n
.
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Note that κ˜ is a quantity depending on λ. If we choose λ such that κ˜2 = o(
√
log n/n) and
C(n, κ˜) ≤ 1/2, then the preceding display becomes
‖fˆn − fλ‖∞ ≤ ‖fλ − f0‖∞ + κ˜
2 · 8σ√20 logn√
n
.
Now we consider the error bound under the weighted L2 norm. Again by choosing λ such
that κ˜2 = o(
√
n/ logn), we have κ˜−1C(n, κ˜) ≤ 1/2 and C(n, κ˜) ≤ 1/2. Then it holds with
probability at least 1− n−10 that
‖fˆn − fλ‖H˜ ≤ ‖fλ − f0‖∞ +
κ˜ · 8σ√20 logn√
n
.
In view of that ‖f‖2 ≤ ‖f‖H˜ for any f ∈ H, we obtain
‖fˆn − fλ‖2 ≤ ‖fλ − f0‖∞ + κ˜ · 8σ
√
20 logn√
n
.
Therefore,
‖fˆn − f0‖2 ≤ ‖fˆn − fλ‖2 + ‖fλ − f0‖2
≤ ‖fˆn − fλ‖2 + ‖fλ − f0‖∞
≤ 2‖fλ − f0‖∞ + κ˜ · 8σ
√
20 logn√
n
.
Proof of Theorem 6. This is a direct consequence of Theorem 3 and Lemma 4.
Proof of Theorem 7. We first prove (a). Rewrite f0 as f0 = L
r+1/2
K g for some g = L
−r−1/2
K f0 ∈
Cp(X ) and thus fi = µr+1/2i gi. Representing the function g by g =
∑∞
i=1 giψi, then we have
fλ − f0 = −
∞∑
i=1
λ
µi + λ
µ
r+1/2
i giψi.
When 0 < r ≤ 1
2
, we have
‖fλ − f0‖2H =
∞∑
i=1
(
λ
µi + λ
µ
r+1/2
i gi
)2
/µi
= λ2r
∞∑
i=1
(
λ
µi + λ
)2−2r (
µi
µi + λ
)2r
g2i
≤ λ2r‖L−r−1/2K f0‖22.
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The proof is completed by Lemma 4.
We now turn to proving (b). Without loss of generality we assume X = [0, 1]d. Similarly we
write f0 = L
r
Kg where g =
∑∞
i=1 giψi and fi = µ
r
i gi. Again we have
fλ − f0 = −
∞∑
i=1
λ
µi + λ
µri giψi,
where ψi’s form the Fourier basis, i.e., ψ1(x) = 1, ψ2i(x) = cos(2piIi ·x), ψ2i+1 = sin(2piIi ·x);
here Ii ∈ Nd0 are ordered multi-indexes. It follows that
‖fλ − f0‖∞ ≤
∞∑
i=1
λ
µi + λ
µri |gi| = λr
∞∑
i=1
(
λ
µi + λ
)1−r (
µi
µi + λ
)r
|gi| ≤ λr
∞∑
i=1
|gi|.
Since g ∈ Cp(X ), the Fourier coefficients satisfy |gi| ≤ Cg
(
i+d
d−1
)
i−p ≤ Cid−p−1 for some
Cg, C > 0. Therefore,
‖fλ − f0‖∞ ≤ Cλr
∞∑
i=1
id−p−1 = Cλrζ(p− d+ 1).
Proof of Lemma 8. Let f0 =
∑∞
i=1 fiψi. Then we have fλ − f0 = −
∑∞
i=1
λ
µi−λfiψi. Hence,
‖fλ − f0‖∞ ≤
∞∑
i=1
λ
µi + λ
|fi| =
√
λ
∞∑
i=1
√
µiλ
µi + λ
|fi|√
µi
.
√
λ
∞∑
i=1
iα|fi| .
√
λ.
Proof of Theorem 9. Substituting κ˜ν . λ
−1/4α into Theorem 5, we obtain that with proba-
bility at least 1− n−10 it holds
‖fˆn − f0‖2 . 2‖fλ − f0‖∞ + 8σ
√
20 logn√
nλ1/4α
,
where λ is chosen to satisfy that κ˜2ν = o(
√
n/ log n). The last inequality along with Lemma 8
implies
‖fˆn − f0‖2 . 2
√
λ+
8σ
√
20 logn√
nλ1/4α
.
The upper bound is minimized by letting λ ≍ (log n/n) 2α2α+1 , which satisfies κ˜2ν . (n/ log n)
1
2α+1 =
o(
√
n/ log n) for any α > 1/2.
18
6.3 Proofs in Section 4
Proof of Lemma 10. The proof can be found in Corollary 4.36 in [36] or Theorem 4.7 in [16].
Proof of Theorem 12. Part (a) is a direct consequence of Lemma 10. For (b), we have
∂βfλ − ∂βf0 = −
∑∞
i=1
λ
µi+λ
µri gi∂
βψi, where {ψi}∞i=1 is the Fourier basis. Hence, there exists
C ′ > 0 such that |∂βψi| ≤ C ′i(i − 1) · · · (i − |β| + 1) ≤ C ′i|β|. The remaining proof is
completed using a similar argument as in Theorem 7 (b).
6.4 Proofs in Section 5
Proof of Theorem 13. Since Kˆx′ is the solution to a kernel ridge regression with noiseless
observations, in view of the noise-free version of Theorem 5, we have with probability at
least 1− n−10 that
‖Kˆx′ −Kx′‖∞ ≤ 2‖LK˜Kx′ −Kx′‖∞.
Therefore,
|σ−2nλσˆ2n(x)| = |σ−2nλCˆn(x,x)|
≤ ‖Kˆx′ −Kx′‖∞
≤ 2‖LK˜Kx′ −Kx′‖∞
≤ 2
∥∥∥∥
∞∑
i=1
λ
µi + λ
µiψi(x
′)ψi
∥∥∥∥
∞
≤ 2λκ˜2C2ψ.
Proof of Theorem 14. Taking f = Kx in (5) such that f(x
′) = K(x′,x) yields
E(K,X,Kx) = K(·, X)[K(X,X) + nλIn]−1K(X,x)− (LK + λI)−1LKKx
= K(·,x)− σ−2nλCˆn(·,x)− (LK + λI)−1LKKx
= λ(LK + λI)
−1LKKx − σ−2nλCˆn(·,x),
which implies
|λ(LK + λI)−1K(x,x)− σ−2nλσˆ2n(x)| ≤ ‖E(K,X,Kx)‖∞
for any x ∈ X . Applying Lemma 4 and Theorem 2, we obtain
‖λ(LK + λI)−1κ2 − σ−2nλσˆ2n(x)‖∞ ≤
κ2‖Kx‖∞
√
2 log−δ√
nλ
(
10 +
4κ
√
2 log−δ
3
√
nλ
)
.
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Substituting ‖Kx‖∞ = κ2 into the above display, we arrive at
‖n(µ1 + λ)κ−2σˆ2n(x)− σ2‖∞ ≤
κ2σ2(µ1 + λ)
√
2 log−δ√
nλ2
(
10 +
4κ
√
2 log−δ
3
√
nλ
)
.
Proof of Corollary 1. Letting δ = n−10 in Theorem 14, then with probability at least 1−n−10
we have
|σˆ2n(x)| ≤
κ2σ2
n(µ1 + λ)
+
κ4σ2
√
20 logn
n
√
nλ2
(
10 +
4κ
√
20 logn
3
√
nλ
)
,
for any x ∈ X .
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