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Abstract
I review some of the by now classic conjectures concerning the pointwise convergence of the diagonal Padé
approximants and the very recent counter-examples to all of them. As the counter-examples all correspond to
bounded associated continued fractions (Wall’s family of complex, bounded J-matrices), I review and extend some
of the known convergence results. I propose a new conjecture which I call the patchwork conjecture, which restores
uniform convergence by means of the use of a ﬁnite number of inﬁnite sequences of diagonal Padé approximants
instead of just one as in the classic conjectures.
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1. Introduction and summary
Padé approximants to a formal power series are deﬁned [7] by the equations
QM(z)f (z)− PL(z)= o(zL+M), QM(0)= 1, (1.1)
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whereQM(z) and PL(z) are polynomials of degrees at mostM and L, respectively. The notation for such
a Padé approximant is
[L/M](z)= PL(z)
QM(z)
. (1.2)
The convergence theory of Padé approximants has been troubled by the occurrence of “defects.” That is
to say, it can happen that in the middle of a perfectly analytic region of the function being approximated,
a particular Padé approximant will have a pole-zero pair which are very close to each other. The effect
of this “defect” is very small except in a very small region of the complex plane. It has been proven [7]
that under a wide range of circumstances that, for example, the [N/N ] or diagonal Padé approximants
converge except in a set of capacity zero. However, the practical person who wants to use them needs to
be assured that they converge over the entire region of interest, for example 0z1.
In Section 2, I review several conjectures concerning pointwise convergence. One of these conjectures
[6] remained unresolved for 40 years. In Section 3, I review three recently discovered counter-examples.
Among other things, these counter-examples show the difﬁculty of obtaining simple statements about
the pointwise convergence of Padé approximants. In Section 4, I observe that the counter-examples all
correspond to what Wall [18] has described as inﬁnite, bounded J-matrices. The function being approxi-
mated is a solution to a linear functional equation, and the [N/N ] Padé approximants are related to the
solution of the same linear functional equation with the J-matrix replace by its orthogonal projection into
an N-dimensional subspace. In Section 5, some convergence results for Padé approximant are reviewed
and added to. In Section 6, I show, under some mild assumptions which have been proven to be valid in
many instances, that by the use of a ﬁnite number of subsequences of the diagonal Padé approximants
uniform convergence can be obtained. In addition I make what I call the “Patchwork Conjecture” that
this property is a more general one. In Section 7 I show how these results can be generalized from the
case of associated continued fractions to generalized associated continued fractions.
2. The conjectures
In a 1961 paper, Baker et al. [6] put forth the following conjecture.
Conjecture 1. If P(z) is a power series representing a function which is regular for |z|1, except for m
poles within this circle and except for z = +1, at which point the function is assumed continuous when
only points |z|1 are considered, then at least a subsequence of the [N/N ] Padé approximants converge
uniformly to the function (as N tends to inﬁnity) in the domain formed by removing the interiors of small
circles with centers at these poles.
The restrictions on the behavior at z = +1 were inspired by the examples a(x) = (1 − e−x)/x and
b(x) = (1 − e−x). In these cases the [N/N ](∞) are (−1)N/(N + 1) and (−1)N+1 + 1. The former
converges and the latter does not. Over the time, many different versions of this conjecture were proposed
and studied. A second version given by Baker in 1975 [2].
Conjecture 2. If P(z) is a power series which is meromorphic in |z|< 1 and continuous on the sphere
in |z|1, then at least a subsequence of the [M/M] Padé approximants is equicontinuous on the sphere
in |z|1.
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Fig. 1. An illustration of the projection of the extended complex plane onto the Riemann sphere. A line through the north pole
to any point in the plane intersects the sphere just once. Zero intersects the south pole. The unit circle maps into its self and the
point at inﬁnity maps into the north pole.
This conjecture can easily be proven to imply that at least a subsequence of the [M/M] Padé approxi-
mants converge uniformly on the sphere to f (z). In Fig. 1 the projection of the extended complex plane
onto the sphere which has the unit circle as it equator is illustrated. The distance between any two points
is just the chord. Since the [N/N ] Padé approximants are invariant under rotations of the sphere, this
means that the point at inﬁnity is no longer special and meromorphic functions with poles can be treated
on the same footing as analytic functions. The chordal distance is
D2(z1, z2) ≡ 4|z1 − z2|
2
|1+ z∗1z2|2 + |z1 − z2|2
= 4|z
−1
1 − z−12 |2
|1+ (z∗1)−1z−12 |2 + |z−11 − z−12 |2
. (2.1)
A weaker version of this conjecture was proposed by Stahl [17] in 1997.
Conjecture 3. Let the function f be algebraic and meromorphic in the unit disc D. Then there exists an
inﬁnite subsequence N ∈N such that
[n/n](z)→ f (z) as n→∞, n ∈N (2.2)
holds true locally uniformly for z ∈ D\{ poles of f }.
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Beckermaan [8] in 1999 has conjectured that the largest disk centered on the origin which does not
contain anyof the essential spectrumof a bounded J-matrix coincideswith the largest disk ofmeromorphy.
His remarks on the interesting implications suggest a further version, which is germane to this talk.
Conjecture 4. If P(z) is a power series generated by a bounded J-matrix andD is the largest open disk,
centered on the origin in which P(z) has a meromorphic analytic continuation, then there exists at least
a subsequence of [N/N ] which converges uniformly on compact subsets of D\{poles of f }.
3. The counter-examples
To celebrate the 40th anniversary of the publication of Conjecture 1, Lubinsky [15] found a counter-
example to Conjecture 2. A short time later, Buslaev [10,11] found a much simpler counter-example to
Conjectures 2 and 3. Neither was then aware of Conjecture 4.
Buslaev counter-example is
f (z)= −27+ 6z
2 + 3(9+ )z3 +
√
81[3− (3+ )z3]2 + 4z6
2z[9+ 9z+ (9+ )z2] , (3.1)
which is generated by the associated continued fraction,
f (z)= z/3
1− 2z+
z2/9
1− z+
2z2/9
1− z +
z2/9
1− 2z+ · · · , (3.2)
where =−12 +
√
3i/2 is a cube root of unity. The analytical properties of this function are as follows.
As there is a square root of a sixth-order polynomial, there are 6 square root type branch points. They
are all outside the unit circle. There are two possible poles. One lies outside the unit circle and while the
other one, r1, is inside the unit disk. It is only a pole on the second sheet. What Buslaev found was that
if f˜ is the continuation of f to the second sheet, then
[3n+ j − 1/3n+ j − 1](j r1)= f˜ (j r1) = f (j r1), (3.3)
so there is a defect (close pole and zero) which rotates about endlessly inside the unit circle. Fig. 2 is an
illustration of the distribution of the poles and zeros. Notice that most of the poles and zeros lie on Stahl’s
location of the branch cut.
Buslaev’s example is algebraic and so is a direct counter-example to Conjectures 2 and 3. By the use
of the simple transformation (under which the [N/N ] is invariant) [5],
w = 1.001(z/z1)
1+ 0.001(z/z1) , (3.4)
a counter-example to Conjecture 1 is obtained, where z1 is one of the three branch points nearest to the
origin, as for example the one illustrated in Fig. 2.
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Fig. 2. A plot of the poles and zeros of the [29/29] Padé approximant to f (z) from (3.1) in the region of one of the three branch
cuts. The point labeled “defect” has both a pole and a zero which are at the same location to within plotting accuracy. This
location corresponds to the point at which Buslaev found that there is convergence to the wrong value for the [3n− 1/3n− 1]
sequence. It is to be noticed that most of the poles and zeros lie neatly along the branch cut predicted by Stahl’s convergence
theorem.
Lubinsky’s counter-example [15] is a special case of the Rogers–Ramanujan function which is deﬁned
by the regular continued fraction,
Hq(z)= 1+ c1z1 +
c2z
1 +
c3z
1 + · · · , (3.5)
where cj = qj . Lubinsky chose q = exp(2i) where  = 2/(99 +
√
5) is irrational. The associated
continued fraction form is
Hq(z)= 1+ qz1+ q2z−
q5z2
1+ (1+ q−1)q4z−
q9z2
1+ (1+ q−1)q6z− · · · . (3.6)
As long as  is irrational, there is the result, Hq(z)=Gq(z)/Gq(qz), where
Gq(z)=
∞∑
j=0
qj
2
(1− q)(1− q2) · · · (1− qj )z
j . (3.7)
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Fig. 3. A plot of the poles of the [N/N ] Padé approximants for N = 16, ..., 25 to the Rogers–Ramanujan function for the value
of q given in (3.5). The poles with positive imaginary parts are real poles and those with negative imaginary parts are defects.
The eye can easily pick out the path of convergence as N increases. The ﬁrst 9 real poles are converged by N = 25 to within
graphical accuracy.
Lubinsky showed that for any disk |z|R with R> 0.46 there are two spurious poles of the [N/N ] in
such a disk which circle constantly as N increases. His worry was that in some cases one of spurious
poles would be in the same place as a real pole. He showed that this cannot happen simultaneously to two
spurious poles. However, by the use of the chordal metric, since the spurious poles are accompanied by
spurious zeros, one ﬁnds [5] that a single spurious pole destroys equicontinuity on the sphere (necessary
and sufﬁcient for subsequence convergence), so the constant 0.46 can be improved to 13 . In Fig. 3 I show
the poles of [N/N ] Padé approximants for N = 16 → 25. It is to be noticed that each approximant
introduce a new pole inside the unit circle while the poles ﬁrst introduced by smaller values of N move
outward towards the unit circle as N increases. In Fig. 4 we see that of the poles and zeros illustrated,
those in the upper half-plane are real and those in the lower half-plane are defects with the poles and
zeros appearing in close pairs.
Buslaev [11] pointed out, but did not explore a second counter-example. It is just Hq(z) with q =
exp(i/3). This is a rational value of . Lubinsky [15] had derived many properties of the rational case,
but did not consider them as possible counter-examples. For this case, the counter-example is given by
F(z)= 0.5− z+ 2z
2 − z3 +√0.25+ z6
1− (1+ q)z+ 2qz2 . (3.8)
G.A. Baker Jr. / Journal of Computational and Applied Mathematics 179 (2005) 1–14 7
Fig. 4. A plot of the poles and the zeros of the [25/25] Padé approximant to the Rogers–Ramanujan function for the value of
q given in (3.5). As the poles are denoted by triangles and the zeros by up-side down triangles, the defects appear as 6 pointed
stars. Only the ﬁrst 9 sets of poles and zeros and the ﬁrst 9 defects are plotted.
In Fig. 5 I plot the pattern of poles and defects for this example. Inside the circle of meromorphy, there
is a single pole. There are also three defects which are separated by an angle of 120◦. For any value of N
there is just a single defect, but as N increases by unity the defect rotates by 120◦.
4. Relation of bounded J-matrices to Padé approximants
The general form of an associated continued fraction is [14]
F(z)= B0 + A0z
(
1
1+ B1z−
A21z
2
1+ B2z−
A22z
2
1+ B3z− · · ·
)
. (4.1)
Wall [18] was the ﬁrst to notice that if he deﬁned the J-matrix as
J=


B1 −A1 0 0 0 · · ·
−A1 B2 −A2 0 0 · · ·
0 −A2 B3 −A3 0 · · ·
0 0 −A3 B4 −A4 · · ·
...
...
...
...
...
. . .

 , (4.2)
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Fig. 5. A plot of the poles of the [N/N ] Padé approximants for N = 16, ..., 25 to the Rogers–Ramanujan function for q = i/3
given by (3.8). The defects appear as 6 pointed stars. The circle plotted is the circle of meromorphy.
then the associated continued fraction can be associated with it in the following way. First let us introduce
the elements ej where j = 1, 2, 3, . . . and (ei , ej )= 1 if i= j , and zero otherwise. These elements form a
basis in l2 Hilbert space, with the norm given by ‖c‖ = (c, c)1/2. As the Ai and the Bi can be complex in
the cases of interest, by its structure, J= J1 + iJ2 where J1 and J2 are real and self-adjoint. The relation
that Wall found was that if
f= e1 − zJf, (4.3)
then
F(z)= B0 + A0z(e1, f). (4.4)
Since J is tridiagonal, as long as the Ai = 0, it is easy to show that the space spanned by Jj e1 for
j = 0, . . . , N − 1 is just 1e1 + · · · + NeN . It is thus convenient to deﬁne the orthogonal projection
operator PN for this space.
It is well known, and straightforward to show, that the Nth convergent of the associated continued
fraction is just the [N/N ] Padé approximant.
Furthermore, Wall [18] found (see also [3,12]) that if the element fN satisﬁes the equation
fN = e1 − zPNJPN fN, (4.5)
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then
[N/N ]F (z)= B0 + A0z(e1, fN). (4.6)
Hence the Nth convergent of the associated continued fraction is also obtained from PNJPN since it
provides the [N/N ] Padé approximant.
The counter-examples are all bounded in the sense that,
max
i
∑
j
|Ji,j |B <∞, max
j
∑
i
|Ji,j |B <∞. (4.7)
For Buslaev’s example B = 53 and for the examples based on the Rogers–Ramanujan functions B = 1/
(2+ |1+ q−1|).
Thus all the counter-examples are counter-examples to Conjecture 4 as well.
By a theorem of Wall [18, Theorem 26.2], a bounded associated continued fraction converges uni-
formly for |z|< 1/B to the function deﬁned by the power series expansion derived by the expansion
of the associated continued fraction. This means, of course, that the whole sequence of [N/N ] Padé
approximants converges uniformly in that disk.
Let Q(0)N (z) be the denominator of [N/N ] subject to the normalization condition Q(0)N (0) = 1. By
Cramer’s rule the quantity
un(z)= Q
(0)
n (z)
Q
(0)
n+1(z)
= det(I+ zPnJPn)
det(I+ zPn+1JPn+1)
= (en+1, (I+ zPn+1JPn+1)−1en+1). (4.8)
Beckermann [9] has shown using a spectral analysis approach for a bounded associated continued fraction
that, in the disk |z|, |un(z)| is uniformly bounded.
On the other hand, if |un(z)| is uniformly bounded for any  in |z|< 1/B, then by Cauchy’s theorem
|u′n(z)| is also uniformly bounded and hence the sequence is equicontinuous. Then as
1
un(z)
= 1+ Bn+1z− A2nz2 + O(z3) (4.9)
it follows that the Ai’s and the Bi’s are bounded. Therefore the J-matrix is bounded, and the whole
diagonal sequence of Padé approximants converges in a disk centered at the origin.
In fact, Beckermann [9] has gone further and shown that the un(z) are equicontinuous on the sphere
in compact subsets of the resolvent set of I + zJ, i.e., the set of z’s for which I + zJ has a bounded
inverse. This result implies that there is a nonzero spacing between the zeros of successive denominators.
In turn this result sets a ﬁnite maximum to the number of poles in a given compact subset. However, the
counter-examples point out that the solution to problem of the location of the resolvent set is not simple!
5. Convergence properties
The functional equation arguments of this section follow and extend for the current special case the
work of [3,5]. Suppose that J is a compact operator, i.e., for every sequence of elements cm with the
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property ‖cm‖C, then the sequence of elements Jcm contains a convergent subsequence gm which
converges in the sense ‖gj − gk‖ → 0 as j and k go to inﬁnity. Consider, for the case that z is not a
singular point of (4.3), (or in other words, z is in the resolvent set), the equation
f− fN = − zJf+ zPNJPN fN
= − zJ(f− fN)− z(I− PN)JfN − zPNJ(I− PN)fN. (5.1)
The last term on the right-hand side is identically zero. If ‖fN‖ is uniformly bounded for all N, then the
next to the last term on the right-hand side tends to zero as N → ∞ because J is compact. As for this
case the solution of the equation,
d= 0− zJd, (5.2)
is unique, we can conclude that
lim
N→∞ ‖f− fN‖ = 0 ⇒ limN→∞(e1, fN)= (e1, f)
⇒ lim
N→∞[N/N ]F (z)= F(z). (5.3)
If fN is not uniformly bounded, then the deﬁning equation for dN = fN/‖fN‖ reduces directly to (5.2) in
the limit N → ∞. That implies that limN→∞ dN = 0, which is a contradiction. Thus, in the case of a
compact J-matrix, the entire diagonal sequence converges provided z is not a singular point of (I+zJ)−1.
In the case that J is not compact, but there is a subsequence of Ai’s which tend to zero, then there is
convergence of a subsequence of the [N/N ] Padé approximants [5,8].
The case not yet discussed is that of a bounded, associated continued fraction for which |Ai |b ∀i.
To study this case, the equation for fN
fN = e1 − zJfN + z(I− PN)JfN (5.4)
may be rewritten explicitly for z= y for y not a singular point of f(z) [i.e., Eq. (4.3)] as
fN = (I+ yJ)−1e1 − yAN(I+ yJ)−1eN+1(eN, fN)
= f− yAN(I+ yJ)−1eN+1(eN, fN). (5.5)
If we project various components of fN , then we get
(eN, fN)= (eN, f)− yAN(eN, (I+ yJ)−1eN+1)(eN, fN),
(eN+j , f)= yAN(eN+j , (I+ yJ)−1eN+1)(eN, fN) ∀j1. (5.6)
Thus as limN→∞(eN, f)= 0, we can conclude
lim
N→∞[1+ yAN(eN, (I+ yJ)
−1eN+1)](eN, fN)= 0,
lim
N→∞ yAN(eN+j , (I+ yJ)
−1eN+1)(eN, fN)= 0 ∀j1. (5.7)
Observe that as Ji,j = Jj,i , the J-matrix is symmetric, as distinct from the matrix being equal to its
conjugate transpose which I would call a Hermitian matrix. Thus it is the case that (I + yJ)−1 is also
symmetric. In particular,
XN ≡ yAN(eN, (I+ yJ)−1eN+1)= yAN(eN+1, (I+ yJ)−1eN). (5.8)
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Since y is not a singular point, ‖(I+yJ)−1‖ is bounded and by hypothesis bANB, ∀N it follows that
the XN are uniformly bounded. Therefore as long as XN is uniformly bounded away from 0, −1, (5.7)
implies that limN→∞(eN, fN)= 0. However if it happens that XN0 ≈ 0, then (eN0−1, fN0−1) need not be
small, but necessarily, (eN0, fN0)will be small. On the other hand, ifXN0 ≈ −1, then (eN0−1, fN0−1)must
be small, but (eN0, fN0) need not be. As one goes through the various N’s, the requirement that (eN, fN)
be small takes presidence over the unrestricted result. The conclusion of this argument is that there exists
an inﬁnite subsequence of N’s, which may depend on y, for which limN∈N(y)→∞(eN, fN)= 0. Thus by
(5.5) we have
lim
N∈N(y)→∞ ‖f− fN‖ = 0, (5.9)
which in turn implies the convergence of a subsequence of the [N/N ] Padé approximants. The largest
gap in the sequence is just one approximant.
As Buslaev’s example [11] clearly shows, beyond pointwise convergence, there remains the question
of convergence to the correct value. He showed for an inﬁnite subsequence of approximants that there
is a point at which there is convergence in the neighborhood of a defect, but the convergence is to the
wrong value. Even though there is convergence at that point, that point is, as we have seen, also a limit
point of both poles and zeros. Buslaev’s example also shows that even the more restrictive deﬁnition of
the resolvent set as the set of points at which a subsequence of the [N/N ] converges geometrically may
not be wholly satisfactory for our purposes (as noted byAptekarev et al. [1]) as he exhibits a subsequence
in which every member has exactly the same wrong value.
To establish convergence to the correct value one starts at the disk centered at the origin in which, as
we have seen for a bounded J-matrix, there is convergence to the analytic function deﬁned by the power
series. Then it is necessary to ﬁnd a path of nonzero width which connects the point of interest to the
region of known convergence.
Theorem 1. Let the J-matrix be bounded and let F(z) be the function deﬁned by analytic continuation
of the power series obtained by the expansion of the associated continued fraction. Let zˇ be any point in
an open, simply connected region R of the extended complex plane which is bounded by a simple closed
curve. Let R contain the origin and be in the domain of meromorphy of F(z). Then there exists at least a
subsequence of diagonal Padé approximants which converges on the sphere at zˇ. LetT be a closed set in
the interior ofR which contains zˇ as an interior point and in which F(z) has exactly m poles and l zeros.
Further let there be at least a sub-subsequence of the convergent subsequence with the same number of
poles and zeros inT and with no other limit point of poles or zeros inT. Let the number of poles and
zeros, counting multiplicity, nk(d) of the [k/k] in the sub-subsequence more distant on the sphere than
any d > 0 from the boundary of R satisfy
lim
k→∞ nk(d)/k = 0. (5.10)
Then there exists at least a subsequence of the [k/k](z) Padé approximants which converges on the sphere
to F(z) in a neighborhood of zˇ.
Note, condition (5.10) insures that R avoids the branch cuts, natural boundaries and essential singu-
larities of F(z). One of the other consequences of condition (5.10) is to allow the construction of a path
in order to prove analytic continuation from the origin to zˇ so as to insure that the convergence is in fact
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to F(zˇ) and not, for example, to F(zˇ) on a different Riemann sheet. Beckermann [8, Proposition 2] has
shown for bounded J-matrices, that for a compact set in the resolvent set, that n(d) has a ﬁnite upper
bound, and also he has proven [9, Corollary 4.6(c)] a similar result to this theorem. He seems however not
to have solved the long standing problem of identifying the resolvent set, which is crucial in the theory of
pointwise convergence of Padé approximants! Aptekarev et al. [1] have also seen pointwise subsequence
convergence where the subsequence may depend on the point involved.
Proof of Theorem 1. As we have seen in the three cases analyzed above, there is at least a convergent
subsequence of the diagonal Padé approximants. (Besides, since the sphere is a compact set, any sequence
must have at least a convergent subsequence.) If R is not already that size wemay enlarge it to include all
|z|< 1/B. The entire sequence of diagonal Padé approximants converges uniformly to F(z) in compact
subsets of this disk. Select d so that no point in T is closer on the sphere than d to the boundary of R.
By Baker’s theorem [2, Theorem 12.5], [4] a sub-sub-subsequence of the diagonal Padé approximants
converges uniformly on the sphere inT to F(z). 
6. Patchwork convergence
Theorem 2. LetS be a compact subset of the points zˇ which satisfy the conditions of Theorem 1. Then
there exists a ﬁnite set of inﬁnite subsequences of the diagonal Padé approximants which provide uniform
convergence on the sphere toF(z) on compactS.
Proof. By Theorem 1 there exists, for every zˇ ∈ S, a subsequence of diagonal Padé approximants which
converges to F(z) in a neighborhood of zˇ. Furthermore, as zˇ is an interior point of T(zˇ), there is a region
|z− zˇ|(zˇ) in which the subsequence of diagonal Padé approximants converges uniformly to F(z) (see
also [8]). Denote the interior of this region byD(zˇ). Then the Heine–Borel covering theorem [13] proves
that S can be covered by a ﬁnite number of the D(zˇ). By the uniform convergence in each one of this
ﬁnite set of D¯(zˇ) (the overbar denotes closure) we obtain uniform convergence from at least one of the
subsequences over the entire setS. 
Since the class of functions meromorphic in a disk is wider than the class of associated continued
fractions derived from bounded J-matrices, I make the following conjecture.
Patchwork conjecture. Let the function f (z) be regular in D = {z||z|1} except for a ﬁnite number
of poles (counting multiplicity) in the interior. Then there exist a ﬁnite number of inﬁnite subsequences
N ∈Nk such that these subsequences can be patched together in such a manner that for any z ∈ D, for
at least one of these subsequences,
lim
N→∞[N/N ](z)= f (z), N ∈Nk, (6.1)
on the sphere.
All the counter-examples discussed herein satisfy this conjecture with just two subsequences.
G.A. Baker Jr. / Journal of Computational and Applied Mathematics 179 (2005) 1–14 13
7. Generalized, associated, continued fractions
It may be noted that the associated continued fraction is truncated because there is anAi =0. However
the resulting rational fraction may not be equivalent to the deﬁning power series (non-normal Padé
table). This problem can be remedied by the following generalization, which is related by an equivalence
transformation to Magnus’s P-fractions [16]. The generalized, associated, continued fractions are deﬁned
from a formal power series by the method of the generalized Viskovatov algorithm as
F0(z)= B0 + A0z
0
1(z) −
A21z
1
2(z) −
A22z
2
3(z)
. . . ,
0(z)= 1, j (z)= 1+
j∑
k=1
j,kz
k,
01, j 2 ∀j1. (7.1)
This continued fraction is generated in the following way. First, in order that the convergents of a gen-
eralized, associated, continued fraction correspond to a subsequence of the diagonal Padé approximants,
one can easily demonstrate the relationship j+1 = j − j . The starting value is 0 = 0. Consider,
F0(z)− B0 = A0z0 + · · · ,
F1(z)= A0z
0
F0(z)− B0 , 1(z)= F1(z)|
1
0
and for j1
Fj (z)− j (z)= A2j zj + · · · ,
Fj+1(z)=
A2j z
j
Fj (z)− j (z) , j+1(z)= Fj+1(z)
∣∣j+1
0 , (7.2)
where |An| = 0 and the Nuttall notation is f (z)|mn =
∑m
k=nfkzk . In the case of a normal Padé table
this generalized version reduces to the usual associated continued fraction. Otherwise, this construction
generates the subsequence,
[k/k], k =
k∑
j=0
j . (7.3)
The generalized J-matrix replaces the constants Aj , Bj in (4.2) by the possibly z-dependent values,
Aj → Ajzj /2−1, Bj → (j (z)− 1)/z. (7.4)
The convergence properties reported above for bounded J-matrices generalize to the generalized J-
matrices, with minor modiﬁcations. For example, the bound B may depend on z and the region of guar-
anteed convergence may no longer have the shape of a disk, although the origin will remain an interior
point.
14 G.A. Baker Jr. / Journal of Computational and Applied Mathematics 179 (2005) 1–14
First, as pointed out in (7.3), projection operators Pk produce a subsequence of diagonal Padé ap-
proximants. Except for the case |Ai |b(y) ∀i, there is no requirement in the proofs of the convergence
properties already discussed that there be the full sequence of diagonal Padé approximants so those con-
vergence properties generalize directly, as a bounded, generalized J-matrix establishes convergence in a
neighborhood of the origin. In the remaining case, a careful examination of the proof shows that the k’s
of (7.3) plays the role of the N’s in that proof and so it too generalizes as well!
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