We show that weak solutions to parabolic equations in divergence form with zero Dirichlet boundary conditions are continuously differentiable up to the boundary when the leading coefficients have Dini mean oscillation and the lower order coefficients verify certain conditions. Similar results are obtained for nondivergence form parabolic operators and their adjoint operators.
Introduction
This paper is a continuation of our previous work [8, 9] in which we obtained interior and boundary C 1 , C 2 , and C 0 estimates for divergence form, non-divergence form, and the corresponding adjoint elliptic operators under the assumption that the coefficients and data have Dini mean oscillation. These work were motivated by a question raised by Yanyan Li [29] about divergence form elliptic equations. In this paper, we consider the corresponding parabolic operators under the condition that the coefficients and data have Dini mean oscillation with respect to either the space variables or all the variables, and establish both interior and boundary estimates.
Let Ω T = (0, T) × Ω ⊂ R n+1 be a cylindrical domain, where Ω is a bounded domain in R n , with n ≥ 1. We consider a second order parabolic operator P in divergence form
and also consider parabolic operators P in non-divergence form
2)
A = (a i j ) are defined on R n+1 and satisfy the uniform parabolicity condition
a i j (t, x)ξ i η j ≤ λ −1 |ξ||η|, ∀ξ = (ξ 1 , . . . , ξ n ), ∀η = (η 1 , . . . , η n ) ∈ R n , ∀(t, x) ∈ R n+1 (1.3) for some positive constant λ.
For the non-divergence form operator, we shall further assume that the coefficients A are symmetric, i.e. a i j = a ji .
Throughout the paper, we shall use X = (t, x) to denote a point in R n+1 = R × R n ; x = (x 1 , . . . , x n ) will always be a point in R n . We also write Y = (s, y), X 0 = (t 0 , x 0 ), Z = (τ, z), etc. We define the parabolic distance between the points X = (t, x) and Y = (s, y) in R n+1 as (by abuse of notation) |X − Y| = max( |t − s|, |x − y|).
We say that a non-negative measurable function ω : (0, 1] → R is a Dini function provided that there are constants c 1 , c 2 > 0 such that For a domain Ω in R n , we shall write Ω r (x) = Ω ∩ B r (x) and Q − r (X) = Q − r (t, x) = (t − r 2 , t] × Ω r (x). For a locally integrable function g on Ω T = (0, T)×Ω, we shall say that g is uniformly Dini continuous if the function ̺ g : R + → R defined by
⊂ Ω T } is a Dini function, while we shall say that g is of Dini mean oscillation over Ω T and write g ∈ DMO if the function ω g : R + → R defined by
g is a Dini function. We shall say that g is of Dini mean oscillation in x over Ω T and write g ∈ DMO x if the function ω is a Dini function. The main theorems of this paper are as follows. We ask reader to refer to Section 2 for the notations related to the sets ∂ − p Ω T , ∂ + p Ω T and the function spaces such as H 1 2 ,H 1 p , W 1,2 2 ,C 1/2,1 , etc. Theorem 1.1. Let q > n + 2, Ω have C 1,Dini boundary, and the coefficients of P in (1.1) satisfy the following conditions in addition to (1.3) : A ∈ DMO x and b ∈ DMO x ∩ L ∞ over Ω T , c ∈ L q (Ω T ), and d ∈ L q (Ω T ). Let u ∈ H 1 2 (Ω T ) be a weak solution of
where g = (g 1 , . . . , g n ) ∈ DMO x ∩L ∞ (Ω T ) and f ∈ L q (Ω T ). Then, we have u ∈C 1/2,1 (Ω T ).
Theorem 1.2.
Let Ω have C 2,Dini boundary and the coefficients of P in (1.2) satisfy the following conditions in addition to (1.3) : A ∈ DMO x , b ∈ DMO x ∩L ∞ , and c ∈ DMO x ∩L ∞ over Ω T . Let u ∈ W 1,2 2 (Ω T ) be the strong solution of
where g ∈ DMO x ∩ L ∞ (Ω T ). Then, D 2 u ∈ C 0,0 (Ω ′ T ) for any Ω ′ ⊂⊂ Ω. Moreover, if the even extensions of A, b, and c and the 0 extension of g are in DMO over (−T, T) × Ω , then u ∈ C 1,2 (Ω T ).
We also deal with the adjoint boundary value problem
where ν is the exterior unit normal vector to ∂Ω, g = (g kl ) n k,l=1 is a symmetric matrix
D kl g kl and P is the formal adjoint operator of P, i.e.,
The appearance of the term gν · ν/Aν · ν as a part of boundary values helps to make g to disappear from the boundary integral in the identity (1.6), which formally defines a "weak" adjoint solution to (1.5).
Definition 1.3.
Let Ω ⊂ R n be a bounded C 1,1 domain. Assume that g ∈ L p (Ω T ), f ∈ L p (Ω T ), ϕ ∈ L p (Ω) and ψ ∈ L p ((0, T) × ∂Ω), where 1 < p < ∞. We say that u ∈ L p (Ω T ) is an adjoint solution to (1.5) if u satisfies
for any v ∈ W 1,2 p ′ (Ω T ) ∩H 1 p ′ (Ω T ), with 1 p + 1 p ′ = 1. The existence and uniqueness of the weak adjoint solution to (1.5) is simple to derive by transposition from the unique existence of a solution v ∈ W 1,2
and the L p ′ (Ω T )-estimate
which holds when the matrix of coefficients A is sufficiently regular (the continuity of A in R n+1 or other weaker conditions suffice). See the analog construction for non-divergence form elliptic equations in [12, Lemma 2] . Theorem 1.4. Let q > n+2, Ω have a C 1,1 boundary, the coefficients of P in (1.2) satisfy the following conditions in addition to (1.3) :
Let u ∈ L 2 (Ω T ) be the adjoint solution of the problem (1.5), where g ∈ DMO x ∩ L ∞ (Ω T ), f ∈ L q/2 (Ω T ), ϕ ∈ L q (Ω) and ψ ∈ L q ((0, T) × ∂Ω). Then, u ∈ C 0,0 (Ω ′ T ′ ) for any Ω ′ ⊂⊂ Ω and 0 < T ′ < T. Moreover, if A is DMO over R n+1 , the zero extension of g for t ≥ T is in DMO over (0, 2T) × Ω and the pair ϕ and ψ defines a continuous function over ∂ + p Ω, then u ∈ C 0,0 (Ω T ).
As in [8, 9] , the proofs of Theorems 1.1, 1.2, and 1.4 are based on Campanato's approach, which was used previously, for instance, in [21, 30] . The main step of Campanato's approach is to show the mean oscillations of Du (or D 2 u, or u, respectively) in balls (or cylinders) vanishes to a certain order as the radii of the balls (or cylinders) go to zero. The main difficulty is that because we only impose the assumption on the L 1 -mean oscillation of the coefficients and data with respect to either x or (t, x), the usual argument based on the L 2 (or L p for p > 1) estimates does not work in our case. To this end, we exploit weak type-(1, 1) estimates, the proof of which involves a duality argument, as well as the Sobolev estimates for parabolic equations with coefficients measurable in time; see [6, 7] . We then adapt Campanato's idea in the L p setting for some p ∈ (0, 1). In order to derive Theorem 1.4 we must also establish new results for non-negative adjoint solutions to homogeneous non-divergence form elliptic equations, as Lemmas 5.7 and 5.8. See also the Remark 5.12 for an application of those results to derive upper and lower Gaussian bounds for the global fundamental solution of such operators. Remark 1.5. Elliptic equations with L ∞ -Dini coefficients have been well studied; see, for instance, [31, 30, 32] . Elliptic equations with the L 1 -Dini mean oscillation condition were recently studied in [8] . By Hölder's inequality, the L 1 -Dini mean oscillation condition is weaker than the L p -Dini mean oscillation condition for any p > 1, i.e., the function ω is a Dini function. These conditions are in fact strictly weaker than the L ∞ -Dini mean oscillation condition. See an example in [8] . On the other hand, it was shown in [1, Proposition 1.13 ] that all the L p -Dini mean oscillation condition (with respect to all the variables) are equivalent for any p ∈ [1, ∞), under the conditions that the modulus of continuity ω is increasing and ω(r)/r is almost decreasing. From the proof there, it is easily seen that the increasing condition can be replaced with the condition that ω(r) is comparable to ω(s) for any r and s satisfying r/s ∈ (1/2, 2). The second condition will be satisfied if we consider a modified modulus of continuitỹ
where we extended ω(r) to be ω(1) for r > 1. It is, however, not clear to us whether a similar equivalence result holds for the L 1 -Dini mean oscillation condition with respect to x.
The paper is organized as follows. In Section 2 we introduce some notation, and function spaces, and provide some preliminary lemmas. Section 3 is devoted to interior estimates for three types of equations. Boundary estimates for three types of equations are established in Section 4, where we complete the proofs of Theorems 1.1, 1.2, and 1.4. Section 5 is devoted to the study of adjoint and normalized adjoint solutions. We present some useful properties of adjoint solutions to equations with DMO x coefficients, some of which are used to derive Theorem 1.4. See also Remark 5.12 for an application to get upper and lower Gaussian bounds for the fundamental solution of parabolic equations in non-divergence form with DMO x leading coefficients over R n+1 .
Finally, we mention that most of our main results are readily extended to strongly parabolic systems of second order. More precisely, Theorems 1.1 and 1.2 remain valid for the corresponding strongly parabolic systems of second order, while Theorem 1.4 can be extended to the strongly parabolic systems in the case when ψ and ϕ are identically zero. This is because we only use the scalar structure of the solutions in the proof of Proposition 4.17, which uses the properties of scalar adjoint solutions developed in Section 5.
Notation and preliminaries
2.1. Basic notation. We denote the standard forward parabolic cylinder as
where B r (x) denotes the standard Euclidean ball in R n . When we deal with adjoint equations, we use instead backward cylinders
We also denote the double centered cylinder as
For a cylindrical domain D = (a, b) × Ω, its forward parabolic boundary is defined by
Finally, in analogy with previous notation, we denote
and C − r , C + r , C r , Q − r , Q + r and Q r denote respectively the same sets but when their center is (0, 0).
Function spaces.
For any domain D ⊂ R n+1 and p ∈ [1, ∞], we shall denote by L p (D) the standard Lebesgue class, i.e., the set of all functions for which
We define the function spaces
. We denote by C 0,0 (D) the space of all continuous functions over D and define
For a constant δ ∈ (0, 1], we denote
By C δ/2,δ (D) we denote the space of all functions u for which u C δ/2,δ (D) < ∞. C 1/2,1 (D) is the set of all functions u ∈ C 1/2,1 (D) for which Du ∈ C 0,0 (D) and 
We have in addition the estimate
. Here, C is a constant (varying line from line) depending only on n, q, Ω, and T.
Here, C is a constant (varying line from line) depending only on n, q, Ω, and T.
Throughout the rest of paper, the usual summation convention over repeated indices are assumed. For non-negative (variable) quantities A and B, we denote A B if there exists a generic positive constant C such that A ≤ CB. We may add subscript letters like A a,b B to indicate the dependence of the implicit constant C on the parameters a and b.
Interior estimates
In this section, we consider parabolic equations without lower order coefficients and develop interior estimates. More specifically, we shall prove the following theorems, where the usual summation convention with repeated indices are assumed. 
If a i j ∈ DMO x and g i ∈ DMO x ∩ L ∞ , then we have u ∈C 1/2,1 (C − 1 ). 
If a i j ∈ DMO x and g ∈ DMO x ∩ L ∞ , then we have D 2 u ∈ C 0,0 (C − 1 ) and ∂ t u ∈ L ∞ (C − 1 ). Moreover, if a i j and g are continuous, then we have u ∈ C 1,2 (C − 1 ). 
Assume a i j ∈ DMO x and g i j ∈ DMO x ∩ L ∞ . Then, we have u ∈ C 0,0 (C + 1 ).
Preliminary lemmas.
It should be clear that if g is uniformly Dini continuous, then it is of Dini mean oscillation and ω g (r) ≤ ̺ g (r). It is worthwhile to note that if Ω is such that for any x ∈ Ω,
and if g is of Dini mean oscillation, then g is uniformly continuous with a modulus of continuity determined by ω g .
Lemma 3.4.
Let Ω satisfy the condition (3.1). If f is uniformly Dini continuous and g is
where we used the fact that for s ∈ (t − r 2 , t), we have
Therefore
,
and
thus ω x f g is a Dini function. It is obvious that f g ∈ L ∞ . Lemma 3.5. Let T be a bounded linear operator from L 2 (C − 1 ) to L 2 (C − 1 ). Suppose there are c > 1 and C > 0 such that for any Y ∈ C − 1 and 0 < r < 1 2 we have
Then, for f ∈ L 2 (C − 1 ) and any α > 0, we have
Proof. We refer to Stein [36, p. 22] , where the proof is based on the Calderón-Zygmund decomposition and the domain is assumed to be the whole space. In our case, we can modify the proof there by using the "dyadic cubes" decomposition of C − 1 ; see Christ [4, Theorem 11] .
Lemma 3.6. Letā i j =ā i j (t) satisfy (1.3). Consider the operator P 0 defined by
Then for any α > 0, we have
Proof. The proof is a modification of [8, Lemma 2.2]. Since the map T : f → Du is a bounded linear operator on L 2 (C − 1 ), it suffices to show that T satisfies the hypothesis of Lemma 3.5. We set
where P * 0 is the adjoint operator of P 0 . By the definition of weak solutions, we have the identity
Therefore, for any δ ∈ (0, 1),
Indeed, to see the second inequality, take a cut-off function η ∈ C ∞ c (C 3R/4 (Y)) satisfying η = 1 on C R/2 (Y), and |∂ t η| + |Dη| 2 + |D 2 η| R −2 , choose p > n + 2 such that δ = 1 − n+2 p and apply the Sobolev embedding (Lemma 2.1) to get
. By the W 1,2 p estimate for parabolic systems with coefficients depending only on t, the properties of η, and an iteration argument, we have (see the proof of [6,
. By the interpolation inequalities and using R ≤ 2, we have
. The above inequality together with the Sobolev embedding, Hölder's inequality, and an iteration argument yields
Combining all these together, we obtain (3.4 ). Now we consider two cases. When B 7R/8 (y) ∩ ∂B 1 ∅, we apply the boundary Poincaré inequality with respect to x to
and thus, we apply [26, Lemma 4 
. In any case, we have
. Therefore, by the duality, we get
, and thus by Hölder's inequality, we have
Now let N be the smallest positive integer such that C − 1 ⊂ C 2 N+1 r (Y). By taking R = 2r, 4r, . . . , 2 N r in (3.5), we have
Therefore, T satisfies the hypothesis of Lemma 3.5 and the lemma is proved.
The following lemma follows from the interior W 1,2 p estimate for parabolic systems with coefficients depending only on t (see, e.g., [6] ), the Sobolev embedding, and an iteration argument. Lemma 3.7. Let P 0 be as in (3.3) . If u is a weak solution of P 0 u = 0 in C − r (X 0 ), then, u ∈ C 1/2,1 (C − r/2 (X 0 )) and for any p ∈ (0, ∞), we have the estimate
Proof of Theorem 3.1.
We shall first derive an a priori estimate of the modulus of continuity of Du by assuming that u is in C 1/2,1 (C − 3 ). The general case follows from a standard approximation argument.
For X 0 ∈ C − 3 and 0 < r < 1 3 , we consider the quantity
First of all, we note that
6)
We want to control the quantity φ(X 0 , r). To this end, we decompose u = v + w, where w is the weak solution of the problem
Here and below, we use the simplified notation
and P 0 is the parabolic operator as in (3.3) with the coefficientsā i j (t). We shall writē
. . ,ḡ n (t)). By Lemma 3.6 and scaling, we have
Recall the formula
where τ > 0 is to be determined. When 0 < α ≤ τ, we bound |{Y ∈ C − r (X 0 ) : |Dw(Y)| > α}| simply by |C − r (X 0 )|. When α > τ, we use (3.8) . It then follows that
By optimizing over τ, we get
Therefore, according with (1.4) we have
On the other hand, v = u − w satisfies P 0 v = 0 in C − r (X 0 ), and for any constant q = (q 1 , . . . , q n ) ∈ R n , D i v − q i satisfies the same equation for i = 1, . . . , n. By Lemma 3.7, we get
where N 0 > 0 is an absolute constant. Let 0 < κ ≤ 1 2 to be a number to be fixed later. Then, from (3.10)
Here, we recall the facts that for all a, b ≥ 0, we have
Using the decomposition u = v + w, we obtain from (3.11) that
Since q ∈ R n is arbitrary, by using (3.9), we thus obtain
.
For any given β ∈ (0, 1), let κ ∈ (0, 1 2 ) be sufficiently small so that 8N 0 ≤ κ β−1 . Then, we obtain
Note that κ β < 1. By iterating, for j = 1, 2, . . ., we get
Therefore, we have
where we setω
x
Here, we used the Iverson bracket notation, i.e., [P] = 1 if P is true and [P] = 0 otherwise. We remark thatω x • (t) is a Dini function; see [5, Lemma 1] . Note that for any ρ satisfying 0 < ρ ≤ r, if we set j to be the integer satisfying κ j+1 < ρ/r ≤ κ j . Let us momentarily assume that j ≥ 1. Then by (3.12) we get
and thus we have
Notice that the above estimate is still true when j = 0. Therefore, (3.15) is valid for any ρ and r satisfying 0 < ρ ≤ r < 1 3 . Now, let q X 0 ,r be chosen so that
Since we have
taking the average over Y ∈ C − r/2 (X 0 ) and then taking the square, we obtain |q X 0 ,r − q X 0 , 1 2 r | ≤ 2φ(X 0 , r) + 2φ(X 0 , 1 2 r). Then, by iterating and using the triangle inequality
Since the right-hand side of (3.15) goes to zero as ρ → 0 by the assumption that
Therefore, by taking k → ∞, using (3.15) and [8, Lemma 2.7], we get
By averaging the inequality
, taking the square, and using (3.6) we get
where we used (3.6). Therefore, by combining the above with (3.16), we get
We fix r 0 < 1 3 such that
. We take k 0 ≥ 1 sufficiently large such that 2 −k 0 −2 ≤ r 0 . It then follows that for any k ≥ k 0 ,
By multiplying the above by 3 −k(n+2) and then summing over
Since we assume that u ∈ C 1/2,1 (C − 3 ), the summations on both sides are convergent, and we get
Next, we estimate a modulus of continuity of Du. For X, Y ∈ C − 1 with r := 2|X − Y| ∈ (0, 1), we have
, taking the square, and using (3.16), we get
where we used (3.15) and the factω x
x • (t)/t dt in the last inequality. Therefore, we get from (3.6), (3.18), and (3.17) that
Now, we show that u satisfies (2.1) in C − 1 . First, let us fix a non-negative smooth function η that is compactly supported in B 1 ⊂ R n and satisfying B 1 η = 1. We shall further assume that η is an even function, i.e.,
For a function f on C − 4 , we define the partial modification f (ǫ) of f by
provided the integral makes sense. Let us fix X = (t, x) in C − 1 and let r > 0 be any number such that (t − r 2 , x) ∈ C − 1 . We shall estimate |u(t − r 2 , x) − u(t, x)| as follows:
We denote
By using the condition (3.19), we have
Since
Du and thus, it follows that
Du.
On the other hand, we have
Observe that by (3.20) , we find that for i = 1, . . . , n,
where C = C(n). Therefore, from (3.21) and the above, we have
. Combining together, we have
where C = C(n). Since the right-hand side of the above inequality goes to zero as r → 0, we see that u satisfies (2.1) as desired. The theorem is proved.
Proof of Theorem 3.2.
The proof of theorem is similar to that of Theorem 3.1. First, we present a lemma that plays the role of Lemma 3.6.
Assume that a i j are symmetric and consider the operator P 0 defined by
Proof. The proof is similar to that of Lemma 3.6. Since by the W 1,2 2 estimate (see e.g., [6] ), the map T : f → D 2 u is a bounded linear operator on L 2 (C − 1 ), it suffices to show that T satisfies the hypothesis of Lemma 3.5.
We
where P * 0 is the adjoint operator of P 0 . By the duality, we have the identity
Therefore,
, by an analogy of Lemma 3.7 up to the boundary and the parabolic version of [12, Lemma 2], we get
. Therefore, by duality
, and by Hölder's inequality
Therefore, T satisfies the hypothesis of Lemma 3.5 and Lemma 3.8 is proved. .7) and
By Lemma 3.8 with scaling, we have for any α > 0,
where we used the notation
, and P 0 is an operator with coefficients depending only on t, we observe that for any q = (q i j ) ∈ Sym(n), the set of all n × n symmetric matrices, we have
Then, similar to (3.10), we have
and thus, similar to (3.11), we obtain (recall 0 < κ < 1 2 )
If we set
then by the same argument that led to (3.12) , for any given β ∈ (0, 1), we can find
. Now, by repeating the same line of proof of Theorem 1.1, we reach the following estimate: for X,
Finally, we investigate the continuity of ∂ t u. Since
. Moreover, if A and g are both continuous over C − 1 , ∂ t u is also continuous over C − 1 . The theorem is proved. 3.4. Proof of Theorem 3.3. The proof of this theorem is similar to that of Theorem 3.1. We begin with a lemma that is an adjoint version of Lemma 3.8. Lemma 3.9. Letā i j =ā i j (t) satisfy (1.3). Assume that a i j are symmetric and consider the adjoint operator P * 0 defined by
Proof. By the backward parabolic version of [12, Lemma 2], the map T : f → u is a bounded linear operator on L 2 (C + 1 ). Now we apply to this operator T the backward parabolic version of Lemma 3.5. For this porpoise we set c = 4, fix
For any R ≥ 4r such that
By duality, we have the identity
. On the other hand, by W 1,2 2 estimate for parabolic systems with coefficients depending only on t (see, for instance, [6] ), we have
. Combining these together, we obtain
. The rest of the proof is the same as that of Lemma 3.6 and Lemma 3.9 is proved. .7) and P * 0 is as in (3.24) . By Lemma 3.9 and scaling, we have
Note that v is a solution of P * 0 v = 0 in C + r (X 0 ) and so is v − q for any constant q ∈ R because P * 0 is an operator with coefficients depending only on t. Then, v−q satisfies an estimate corresponding to Lemma 3.7; namely,
and thus, similar to (3.11), we obtain that for κ ∈ (0, 1 2 )
then by the same argument that led to (3.12), for any given β ∈ (0, 1), we can find
. Now, by repeating the same line of argument in Section 3.2, we reach the following estimate: for X,
and proves Theorem 3.3.
Remark 3.10. We shall use the following observation in next section. i. In Lemma 3.6 and 3.8, one can replace
. The same proofs work. ii. In Lemma 3.9, one can replace
This can be proved in the same way using the interior estimates for homogeneous parabolic equations with constant coefficients and the following estimate near a flat boundary
, and after replacing v with v − cx 1 , which satisfies the same equation and boundary condition,
We would like to mention that there is a flaw in [8, Lemma 2.23], which is an elliptic version of Lemma 3.9. The lemma there should be stated similar to Lemma 3.9 so that one can get around with the boundary estimate for v in the proof. The result depending on the lemma there, which is [8, Theorem 1.10], remains intact because it is an interior estimate. There is a similar flaw in [9, Lemma 2.4] and it should be stated in such a way as in ii) above. Again, the conclusion depending on the lemma there, which is [9, Theorem 1.8], remains unchanged.
Boundary estimates
4.1. Proof of Theorem 1.1. We extend the coefficients and data b i , c i , d, g i , and f to zero in (−T, 0] × Ω and take the even extension of the a i j with respect to t = 0. We note that these extension do not affect the conditions of the theorem. Moreover, if we also extend u to be zero over (−T, 0) × Ω, then u satisfies
In the proof, we shall assume that these extensions have been made. Proof. Since a i j are VMO x in Ω T and ∂Ω is C 1 , by moving the lower-order terms to the right-hand side of the equation, we can show that u,
where
Note that f − c i D i u − du in (4.1) belongs to L q 1 = L q 1 (Ω T ), where 1 q 1 = 1 q + 1 2 . By the parabolic L p estimates, Hölder's inequality, and Sobolev embedding (Lemma 2.1), we have
Therefore, from (4.4) and Hölder's inequality, we see that h = (h 1 , . . . , h n ) in (4.3) satisfies
Then we apply the parabolic L p theory (see, for instance, [6] ) to w and get
where C is a constant depending only on n, λ, q, Q, ∂Ω, ω x A , c L q , d L q , and b L ∞ . Therefore, we have u, Du ∈ L p 1 and
Feeding it back to the equations (4.1) and (4.2) (i.e. bootstrapping), we eventually get u, Du ∈ L p , for any 1 < p < ∞, and
as claimed, with C depending additionally on p. It then follows from the equation of u that u ∈ H 1 p for any p ∈ (n+2, q) and thus by the Sobolev embedding (Lemma 2.2), we particularly have u ∈ C α/2,α (Ω T ) for some α ∈ (0, 1). Recall that v solves (4.1) with f −c i D i u−du ∈ L p (Ω T ) for p ∈ (n+2, q). By the parabolic L p theory with Sobolev embedding (Lemma 2.1), we find Dv ∈ C δ/2,δ (Ω ′ T ) with δ = 1 − n+2 p . Therefore, by Lemma 3.4, we see that h ∈ DMO x ∩ L ∞ in the interior of Ω T .
In summary, w = u − v is a weak solution of (4.2), where h ∈ DMO x ∩ L ∞ , and ω x h and h L ∞ are completely determined by the given data (namely n, λ,
. By the interior estimates in Section 3.2, we find that w ∈C 1/2,1 (Ω ′ T ) and
is bounded by a constant C depending only on the above mentioned given data and Ω ′ .
Next, we turn toC 1/2,1 estimate near the lateral boundary. Under a volume preserving mapping of locally flattening boundary , it is enough to show that w isC 1/2,1 near the flat lateral boundary, and thus we are reduced to prove the following proposition. Hereafter, for any X ∈ ∂R n+1 satisfy (1.3) . Consider the operator P 0 defined by
If u is a weak solution of P 0 u = 0 in Q − r , u = 0 on ∆ − r then, for any α ∈ (0, 1) we have the estimates
where C is a constant depending only on α, n and λ.
Proof. We set r = 1. The general case follows from the scaling. First, for given α ∈ (0, 1), choose p ∈ (n + 2, ∞) such that α = 1 − n+2 p . Then, by Sobolev embedding (Lemma 2.1) followed by the parabolic L p estimates and the Poincaré's inequality, we have
. Note that for ǫ > 0 we have
and an iteration gives the second inequality. The proof of the first inequality is similar.
The rest of this subsection is devoted to the proof of Proposition 4.2. We shall derive an a priori estimate of the modulus of continuity of Du by assuming that u is in C 1/2,1 (Q − 3 ). The general case follows from a standard approximation argument. For X ∈ Q − 4 and r > 0, define
and choose a vector q X,r ∈ R n satisfying
(4.6)
Also, for X ∈ ∆ − 4 (0) and r > 0, we introduce an auxiliary quantity
and fix a number q X,r ∈ R satisfying
We present a series of lemmas (and their proofs) that will provide key estimates for the proof of Proposition 4.2.
Lemma 4.4. Let β ∈ (0, 1). For any X 0 ∈ ∆ − 3 (0) and 0 < ρ ≤ r ≤ 1 2 , we have
, whereω x • is the Dini function given by (3.13) .
Proof. Let us write X 0 = (t 0 ,x 0 ), B + r (x 0 ) = B r (x 0 ) ∩ {x 1 > 0} and
Also, as in [9] , we fix a smooth set D ⊂ R n satisfying B
We apply a modified and scaled version of Lemma 3.6 to w to find that for any α > 0, we have (see Remark 3.10)
where we also used that
On the other hand
Let µ = 1 2 (β + 1) so that we have 0 < β < µ < 1. Then, by Lemma 4.3, we obtain
Since v − qx 1 , for any q ∈ R, also satisfies (4.10), we have
Let 0 < κ < 1 2 be a number to be fixed later. Note that we have
while, for j = 2, . . . , d, we have
Hence, by (4.11) we obtain
where N 0 is an absolute constant determined only by n, λ and β. By using the decomposition u = v + w, we obtain from (4.12) that
Since q ∈ R is arbitrary, by using (4.9), we thus obtain
Let κ ∈ (0, 1 2 ) be sufficiently small so that 4N 0 ≤ κ β−µ ; we may take this κ and the one in (3.12) to be the same. Then, we obtain
where the Dini functionω x • is given by (3.13 ). Note that (4.13) is a boundary version of the estimate (3.12) in the previous section and thus, the lemma follows from the exactly same arguments as used in deriving (3.15) from (3.12).
Lemma 4.5. Let β ∈ (0, 1). For any X
Proof. In this proof we shall denote X 0 = (t 0 , x 0 ) = (t 0 , x 1 0 , x 2 0 , . . . , x n 0 ) and X 0 = (t 0 ,x 0 ) = (t 0 , 0, x 2 0 , . . . , x n 0 ). First, we note that Q − νr (X 0 ) ⊂ Q − 4 for ν ≤ 4 and
There are three possibilities.
i. ρ ≤ r ≤ x 1 0 : We utilize an interior estimate developed in Section 3.2 as follows. Since C − r (X 0 ) ⊂ Q − 4 , we observe that φ(X 0 , ρ) is identical to that introduced in Section 3.2. We recall that it satisfies (3.15) , and thus by (3.6) that
ii.
Therefore, by Lemma 4.4 and (4.16), we have
where we used the factω
Therefore, by (3.14) and Lemma 4.4, we get
. Notice that from (4.15), we find
We have thus covered all three possible cases and obtained bounds for φ(X 0 , ρ), namely, (4.17), (4.18), and (4. 19) . Notice that |X 0 − X 0 | = x 1 0 ≤ r in cases ii) and iii). Therefore, we have Q − νr (X 0 ) ⊂ C − (ν+1)r (X 0 ) ∩ Q − and (4.14) follows immediately. We note thatω x • is a Dini function; see [9] .
Lemma 4.6. We have
where C > 0 is a constant depending only on n, λ and ω x A . Proof. The proof is essentially the same as that of (3.17) . For X ∈ Q − 3 and 0 < r ≤ 1 4 , let {q X,2 −k r } ∞ k=0 be a sequence of vectors in R n as given in (4.6). Since we have |q X,r − q X,
by taking average over Y ∈ C − r/2 (X) ∩ Q − 4 and then taking squares, we obtain |q X,r − q X, 1 2 r | ≤ 2φ(X, r) + 2φ(X, 1 2 r). Then, by iterating, we get
(4.21)
Therefore, by taking k → ∞ in (4.21), using (4.14) and [8, Lemma 2.7], we get
By averaging the obvious inequality
over Y ∈ C − r (X) ∩ Q − 4 and taking square, we get
Combining these together and using
We fix r 0 < 1 4 such that for any 0 < r ≤ r 0 ,
Then, we have for any X 0 ∈ Q − 3 and 0 < r ≤ r 0 that
For k = 1, 2, . . ., denote r k = 3 − 2 1−k . Note that r k+1 − r k = 2 −k for k ≥ 1 and r 1 = 2.
. We take k 0 sufficiently large such that 2 −k 0 −3 ≤ r 0 . It then follows that for any k ≥ k 0 ,
By multiplying the above by 3 −k(n+2) and then summing over k ≥ k 0 , we reach
Since we assume that u ∈ C 1/2,1 (Q − 3 ), the summations on both sides are convergent and we obtain (4.20) .
Proof. Let {q X 0 ,2 −k r } ∞ k=0 ∈ R n be as in the proof of Lemma 4.6. By taking k → ∞ in (4.21), we get
Note that by taking 2 −k r and 1 5 in place of ρ and r in (4.14), we have φ(X 0 , 2 −k r) 2 −kβ r β Du L 1 
Therefore, the lemma follows from [8, Lemma 2.7]. Now, we are ready to show that u ∈ C 1/2,
In the case when |X − Y| < 1 2 , set r = 2|X − Y| and apply Lemma 4.7 to get
Take the average over
take squares and apply Lemma 4.5 to get
Combining these together and using Lemma 4.6, we obtain
In case when |X − Y| ≥ 1 2 , we use
, apply Lemma 4.6 and still obtain (4.22) .
Finally, by almost the same proof as for (3.22) , one sees that u ∈C 1/2,1 (Q + 1 ). This completes the proof of Proposition 4.2 and that of Theorem 1.1. (4.15) shows that in the case when A and g are C α/2,α functions with α ∈ (0, 1), by choosing β ∈ (α, 1), Du is a C α/2,α function. In short, we recover the classical Schauder estimates. This observation also holds for solutions to non-divergence and its adjoint equations.
Proof of Theorem 1.2.
We take the even extension of the coefficients and data A, b, c and extend u and g as zero over (−T, 0] × Ω. We note that these extensions do not affect the conditions because the extended u satisfies Pu = g in (−T, T) × Ω, u = 0 on (−T, T) × ∂Ω for the extended operator P, whose new coefficients are in DMO x or DMO over (−T, T) × Ω in both the first and the second parts of the theorem. As before, in the proof we assume that these extensions have been made.
The idea of proof is essentially the same as that of Theorem 1.1 and we first establish interior C 1,2 estimates. Proposition 4.9. For any p ∈ (1, ∞), we have u ∈ W 1,2 p (Ω T ). Moreover, for any Ω ′ ⊂⊂ Ω, we have u ∈ C 1,2 (Ω ′ T ). Proof. By the L p theory, we have u ∈ W 1,2 p (Ω T ) for any 1 < p < ∞ and
where C is a constant depending only on n, λ, p, Ω T , and the coefficients of P. Therefore, by the Morrey-Sobolev embedding, for any 0 < µ < 1, we have
In particular, we have
We rewrite the equation as
Then g 1 ∈ DMO x ∩ L ∞ by Lemma 3.4. Moreover, by (3.2), we have
Dini function that is completely determined by the given data (namely n, λ,
, ω x g , and g L ∞ ) and u L 1 . By Section 3.3, we thus find that u ∈ C 1,2 (Ω ′ T ) and u C 1, 2 (Ω ′ T ) is bounded by a constant C depending only on the above mentioned given data, u L 1 (Ω T ) , and Ω ′ .
Next, we turn to C 1,2 estimates near the boundary. Hereafter, we shall assume that the coefficients a i j , b i , c, and the data g are in DMO.
Let g 1 be as given in the proof of Proposition 4.9. Under a mapping of locally flattening boundary
By Lemmas 3.4, we see that the coefficientsã i j and the datah are in DMO. Therefore, we are reduced to prove the following. . The rest of this subsection is devoted to the proof of Proposition 4.10. As in the proof of Proposition 4.2, we shall derive an a priori estimate of the modulus of continuity of D 2 u and ∂ t u by assuming that u is in C 1,2 (Q − 3 ). In the proof, we shall denote
Also, let U 0 (n) and U 1 (n), respectively, be the set of all n × n matrices of the form
We shall first show that D 2 xx ′ u and ∂ t u are continuous over Q − 1 . For X ∈ Q − 4 and r > 0, define
and fix a matrix q X,r ∈ U 0 (n) and a number q X,r ∈ R satisfying
Also, similar to (4.7), for X ∈ ∆ − 4 and r > 0, we introduce an auxiliary quantity ϕ(X, r) := inf
The following lemma is in parallel with Lemma 4.4.
Lemma 4.11. Let β ∈ (0, 1). For any X 0 ∈ ∆ − 3 and 0 < ρ ≤ r ≤ 1 2 , we have
is as defined in (4.8) and
We apply a modified and scaled version of Lemma 3.8 to w to find that for any α > 0, we have (see Remark 3.10)
, and thus, we see that D k v satisfies (4.10) for k = 2, . . . , d. Let µ = 1 2 (β + 1) as before. Then, by (4.11) and the symmetry of D 2 u, we have
Also, since ∂ t v satisfies (4.10), by Lemma 4.3, we have
Note that for 2 ≤ i ≤ j ≤ n and 0 < κ < 1 2 , we have
. Therefore, if we take q X 0 ,κr ∈ U 1 (n) whose (1, i) entry is D 1i v X 0 ,κr for i = 2, . . . , n, then similar to (4.12), we have
By the same argument that led to (4.13), there is κ ∈ (0, 1 2 
2r (X 0 ))ωA (2κ j r) + Cω g (2κ j r), whereω • (t) is the same as in (3.13) . The rest of proof is the same as that of Lemma 4.4.
By modifying the proof of Lemmas 4.5, 4.6 and 4.7 in a straightforward way, we obtain the following lemmas. 
. Lemma 4.13. We have
where C > 0 is a constant depending only on n, λ and ω A .
Let β ∈ (0, 1). For any X ∈ Q − 3 and 0 < r ≤ 1 5 , we have
With the above lemmas at hand, we obtain, similar to (4.22), the following estimates for X, Y ∈ Q − 1 :
where β ∈ (0, 1) is any given number, C = C(n, λ, ω A , β), andω • (t) is a Dini function as defined in (4.15) . This shows that D xx ′ u and ∂ t u are continuous in Q − 1 . We now use the equation to write
This shows that D 11 u is also continuous in Q − 1 and we have shown that u ∈ C 1,2 (Q − 1 ) as desired. This completes the proof of Proposition 4.10 and that of Theorem 1.2.
Proof of Theorem 1.4.
We first prove a boundary lemma and establish the interior C 0,0 estimates.
where A = (a i j ) and g = (g i j ) are constant symmetric matrices and A satisfies (1.3). Then, we have
Proof. First we note that u satisfies
By the boundary L p estimate for parabolic equations (cf. [6] ) via reversing time, we have u ∈ W 1,2 p (Q + R ) for any p ∈ (1, ∞) and R ∈ (0, 2). Obviously, u − q enjoys the same properties for any q ∈ R. Thus, without loss of generality, it is enough to establish (4.23) assuming that q = 0.
By differentiating (4.24) in the tangential direction x k for k = 2, . . . , n, we see that v k = D k u satisfies
Again by the boundary L p estimate for parabolic equations with zero Dirichlet boundary condition (via reversing time) and the Sobolev embedding, we have
Next, by differentiating in the tangential direction again, we find that D i j u = 0 on ∆ + 2 for 2 ≤ i, j ≤ n. Similarly, we have that ∂ t u = 0 on ∆ + 2 . Let us denotê
Then from the equation, we find that Therefore, we find that v 1 := D 1 u satisfies the divergence form parabolic equation
with the conormal boundary conditionâ 1 j D j v 1 = 0 on ∆ + 2 . By the boundary H 1 p estimate for divergence form parabolic equations with the conormal boundary condition (cf. [7, Theorem 2.5]) and the Sobolev embedding, we have for any α ∈ (0, 1),
Combining (4.25) and (4.26) yields
Now, (4.23) is obtained from (4.27), the following interpolation inequalities (proved by using the standard mollification technique; see, for instance, [25, Ch. 3] ):
and a standard iteration argument. Now let u be the weak adjoint solution to (4.29) . Then, the following holds.
(4.28)
on Ω.
Similar to the proof of Proposition 4.1, by the parabolic L p estimates, Hölder's inequality, and Sobolev embedding (Lemma 2.2), we have
. Therefore, we find that g 1 ∈ L p 1 (Ω T ). By L p estimates for parabolic adjoint equation, which follow easily by combining the results in [6] and the proof in [12] , we have w ∈ L p 1 (Ω T ), which in turn implies that u ∈ L p 1 (Ω T ).
Then, by bootstrapping argument, we have u ∈ L p (Ω T ) for all p ∈ (1, ∞) . Also, since b ∈ L q and c, f ∈ L q/2 for q > n + 2, we obtain from (4.28) that v ∈ C δ/2,δ (Ω T ) for some δ > 0.
Therefore, we find that g 1 ∈ DMO x ∩ L ∞ by Lemma 3.4. Moreover, ω x g 1 is a Dini function that is completely determined by the given data (namely n, λ, Ω, T, ω x A , q, f L p , b L q , c L q/2 , ω x g , and g L ∞ ) and u L 2 . By Theorem 3.3 applied to the zero extension of u and g for t ≥ T or to the one of w and g 1 for t ≥ T, we find that u ∈ C 0,0 (Ω ′ T ) and that u C 0,0 (Ω ′ T ) is bounded by a constant C depending only on the above mentioned given data, u L 2 (Ω T ) and Ω ′ .
Next, we turn to C 0,0 estimates near the lateral boundary. Lemma 4.17 and Proposition 4.16 show that it suffices to consider the case when ϕ and ψ in Theorem 1.4 are identically zero. Let Ω be bounded Lipschitz domain in R n , T > 0, A be DMO x over R n+1 and satisfy (1.3) . Then, the weak adjoint solution u to
is in C 0,0 (Ω T ), when ϕ and ψ define a continuous function over ∂ + p Ω T . The proof of Lemma 4.17 will be given in section 5. Thus, we only need to prove Theorem 1.4 in the case when ϕ and ψ are identically zero, i.e., when u is the weak adjoint solution to 
as before, letw(t, y) = w(t, x), which satisfies
. We may assume without loss of generality that Φ is a local C . Recall from the proof of Proposition 4.16 that we have w ∈ L p (Ω T ) for any p ∈ (1, ∞). Therefore, we haveh i +b iw ∈ L p ((−16, 0) × D) for any p ∈ (1, ∞), and thus by the parabolic L p theory and the Sobolev-Morrey embedding (Lemma 2.2), we havẽ v ∈ C δ/2,δ ((−16, 0) × D) for some δ > 0.
If we setũ =w −ṽ andg =g 1 + (A − I)ṽ, thenũ satisfies
. By Lemma 3.4 and Proposition 4.16, we see that the coefficientsã i j and the datag are in DMO.
As before, we are thus reduced to prove the following. ) is an adjoint solution satisfying −∂ t u − D i j (a i j u) = ∇ 2 g in Q + 4 = Q + 4 (0), u = − gν · ν Aν · ν on ∆ + 4 (0), then u ∈ C 0,0 (Q + 1 ).
The rest of this subsection is devoted to the proof of Proposition 4.18. As in the proof of Propositions 4.2 and 4.10, we shall derive an a priori estimate of the modulus of continuity of u by assuming that u is in C 0,0 (Q + 3 ). Similar to (4.5) and (4.6), for X ∈ Q + 4 and r > 0, we define
The following lemma is in parallel with Lemmas 4.4 and 4.11.
where D r (x 0 ) is defined as in (4.8) andĀ andḡ are the constant matrix and the column vector whose entries are defined bȳ
We apply a modified and scaled version of Lemma 3.9 to w to find that for any α > 0, we have (see Remark 3.10)
by Lemma 4.15 with scaling, we have
Thus similar to (3.11) , for any κ ∈ (0, 1 2 ) we have
, ∀q ∈ R.
By the same argument that led to (3.12) , there is κ ∈ (0, 1 2 ) such that φ(X 0 , κ j r) ≤ κ jβ φ(X 0 , r) + C u L ∞ (Q + r (X 0 ))ω A (κ j r) + Cω g (κ j r), whereω • (t) is the same as in (3.13) . The rest of proof is the same as that of Lemma 4.4.
By modifying the proof of Lemmas 4.5, 4.6, and 4.7 in a straightforward way, we obtain the following lemmas. 
Lemma 4.22. Let β ∈ (0, 1). For any x ∈ Q + 3 and 0 < r ≤ 1 5 , we have
With the above lemmas at hand, we obtain, similar to (4.22), the following estimates for X, Y ∈ Q + 1 :
where β ∈ (0, 1) is any given number, C = C(d, λ, ω A , β), andω • (t) is the Dini function defined by (4.15) . We have shown that u ∈ C 0,0 (Q + 1 ) as desired. This completes the proof of Proposition 4.18 and that of Theorem 1.4.
Further topics on adjoint and normalized adjoint solutions
This section is devoted to a study of adjoint and normalized adjoint solutions of the parabolic operator in non-divergence form P = ∂ t − a i j (X)D i j with A = (a i j ) verifying (1.3); see the definition below. We present some new results when the coefficients A are of DMO x , extending corresponding results in [11] . As a consequence, we give here a proof to Lemma 4.17. The study of adjoint and normalized adjoint solution has a rich history. Properties of adjoint solutions were systemically studied by Sjögren [35] in the elliptic setting. In particular, it was shown in [35] that "weak" adjoint solutions are continuous when the coefficients are Hölder continuous. When the coefficients are less regular, say just continuous, then it is no longer true. They can then be unbounded [11, p. 833] or do not have good restrictions to nice lower dimensional interior sets as the counterexamples in [3] and [17] show. However, it turned out normalized adjoint solutions still enjoy some nice properties. The concept of normalized adjoint solution in the elliptic case were first studied in [2] and [14] while some integrability properties adjoint solutions in the parabolic setting were first studied in [13] and [16] .
Some known properties of normalized adjoint solutions.
Here, we first summarize some known results for normalized adjoint solutions. These results are quoted from [11] but many ideas are gathered from other sources, such as [13, 14, 18, 19, 20, 33] . Recall that we write X = (t, x), Y = (s, y), Z = (τ, z), etc. for points in R n+1 and denote |X − Y| = max( √ |t − s|, |x − y|). In [11, Theorem 1.3] it is shown that P has a global non-negative adjoint solution W, i.e., a non-negative
in the sense of distributions, i.e.,
with the following additional properties: (c) There is N = N(λ, n) such that
for all Z ∈ R n+1 , r > 0 and 0 ≤ θ ≤ 1. The first paragraph after [11, Theorem 3.8] shows the uniqueness of a global nonnegative adjoint solution for P verifying (5.1) and (5.3), when the coefficients matrix A of P is continuous or A is in parabolic VMO x over R n+1 , i.e., lim r→0 + σ x A (r) = 0, with
When A is smooth in R n+1 , W is smooth and forṽ in C 1,2 (V),
is a backward parabolic operator for which the standard maximum principle holds. In fact, [11, Theorems 3.7 and 3.8] show that n.a.s.'s satisfy a backward Harnack inequality, the strong maximum principle, and the interior Hölder continuity, as stated below. 
andṽ is a n. a. s. relative to W in C + r (Z), r > 0 and Z ∈ R n+1 . Proof. Let ρ ∈ (0, r/2] and letũ be the n.a.s. satisfying
. It suffices to show that there exists N > 0 independent of ρ such that 
Finally, the maximum principle for n.a.s. and the fact that 0 ≤w ≤ 1 over C + 2ρ (Z), show thatũ ≥w over Q + 2ρ (Z), which combined with (5.5) gives (5.4).
Lemma 5.5. There is N = N(λ, n) such that ifṽ is a n. a. s. with respect to W in C + r (Z), then
Proof. Without loss of generality we may assume r = 2. Let then, G R×B ρ (z) (X, Y) be the Green's function for P over the cylinder R × B ρ (z). The facts that
the Dirac delta function at Y and G R×B ρ (z) (X, Y) = 0, when X is in the lateral boundary of the cylinder R × B ρ (z) and Y is in its interior, show that the following representation formula holds forṽ W,
with ν x the exterior unit normal vector to ∂B ρ (z). Thus,
whereG R×B ρ (z) (X, Y) is the normalized Green's function for P over R × B ρ (z), i.e.,
The maximum principle shows that In some of the next lemmas we need to deal with normalized adjoint solutions of P that are normalized with respect to a different non-negative adjoint solution of P. In particular, normalized with respect to the unique weak adjoint solution V in L p (C + 2 ), 1 < p < ∞, to the problem
i.e., the unique V in L p (C + 2 ) such that
ADϕ · ν (5.10)
Then, if we let G R×B 2 (X, Y) denote the Green's function for P over R × B 2 , by the same reasons as in (5.7), we have the following representation formula for V when Y is in
The maximum principle shows that 
when X ∈ (0, 4) × ∂B 2 , x ∈ B 2 and Y ∈ C + 1 . Then, the combination of (5.11), (5.12) and (5.13) 
(5.14) At the same time, the Harnack inequality for normalized adjoint solutions in Lemma 5.2, the fact that the first integral in (5.11) is non-negative, together with (5.1) and (5.3), imply that (5.15) for some N = N(λ, n) . Now, for 2 ≤ s ≤ 3, the function
and its extension as u ≡ 1 over (0, s] × B 1 , makes out of the extended u a nonnegative solution to Pw = 0 over (0, 4] × B 1 . Then, the Harnack inequality for non-negative forward solutions to parabolic equations [27] imply that Nu(x, 4) ≥ 1, when x ∈ B 1/2 and with N = N(λ, n). Then, the later combined with (5.15) and (5.14) show that 16) with N = N(λ, n). Now let v ∈ L 1 loc (C + 2r (Z)) be an adjoint solution for P over C + 2r (Z) ⊂ C + 1 . Then, after writing v/V asṽ/Ṽ, we get
From Lemma 5.5 and (5.16) we have
|v| and the last two inequalities and (5.16) show that
|v| .
Also, (5.16) shows that when v ≥ 0 over C + 2r (Z) sup 
Moreover,ṽ ∈ C 0,0 (Ω T ) with a modulus of continuity controlled by n, λ, the Lipschitz character of Ω and the modulus of continuity ofρ. The latter in turn is controlled by n, λ, ω x A and the modulus of continuity of ρ. It is then clear that v =ṽW satisfies the required properties in Lemma 4.17. This completes the proof of Lemma 4.17.
Lemma 5.7. Assume the coefficients A of P are DMO x over R n+1 and let W be the unique global non-negative adjoint solution associated to P right above. Then, there is N(λ, n, ω x A ) such that
W , when Y ∈ C + r (Z) and 0 < r ≤ 1.
Proof. First, according with Theorem 3.3, W is continuous over R n+1 and from the rescaled and translated version of (3.25) we find that for any β ∈ (0, 1), there are a constant N > 0 depending only on λ, n, β, and ω x A such that
x A (t) t dt (5.17) for X, Y ∈ C + r (Z), 0 < r ≤ 1, whereω x A (t) is a Dini function given as in (3.13) . Taking the average with respect to Y over C + r (Z) of the triangle inequality W(X) ≤ |W(X) − W(Y)| + W(Y) and using (5.17) and recalling (5.2), we get sup C + r (Z) W r −n−2 W L 1 (C + r (Z)) for all Z ∈ R n+1
Assuming by contradiction that the lower bound is false, after translations and scalings, compactness lead to the existence of a parabolic operator P with coefficients A in DMO x over R n+1 satisfying (1.3), whose unique global adjoint solution W verifying (5.1) and (5.3), vanishes at the origin. Let then δ ∈ (0, 1/2) be a small constant to be specified later. From (5.17) with Z = 0, for any r ∈ (0, 1], we have
where N is independent of δ. We then fix δ small such that 2Nδ β ≤ δ β/2 and after we find R δ such that 2N δR 0ω
x A (t) t dt ≤ δ β/2 , when R ≤ R δ .
We obtain
By iteration, we deduce C + r (Z) W ≤ Nr β/2 , when r is small. This, however, contradicts Lemma 5.8 which implies that for all ǫ > 0, there is N ǫ such that
W ≥ r ε for all r ∈ (0, 1).
Indeed, without loss of generality we assume that Z is the origin. Denote
By the triangle inequality and because log W ∈ VMO, we find |a k − a k+1 | → 0 as k → ∞. Then for any ε > 0, there is k 0 ∈ N such that for any k ≥ k 0 , a k+1 − a k ≥ −ε, so that a k − a k 0 ≥ −(k − k 0 )ε ∀k ≥ k 0 .
For any small r > 0, we can find k ≥ k 0 such that e −k−1 < r ≤ e −k . Then we have C + r log W ≥ C ε + ε log r. By the convexity of the exponential function,
The following Lemma is an extension of [10, Theorem 1.2] to the parabolic setting. We recall that by the parabolic version of the John-Nirenberg inequality [22] , the later implies that any positive or negative power of W is integrable over compact sets of R n+1 . Lemma 5.8 follows from the following results. The second one is borrowed from [34, Lemma 3] . Proof of Lemma 5.8. Lemma 5.9 and Hölder's inequality show that we can apply Lemma 5.10 to X = C + r (Z) ⊂ C + 1/2 , dµ = V dx/V(C + r (Z)) and v = V 1 n , with c(r) tending to zero as r tends to zero. The turn out is that log V is in parabolic VMO(C + 1/2 ) with respect to the measure V dx. From (5.2) and (5.16), V is a parabolic Muckenhoupt weight inside C + 1 and the parabolic version of John-Nirenberg's inequality [22] shows that log V is in parabolic VMO(C + 1/2 ) with respect to the measure dX. Finally, the local Hölder continuity ofṼ in Lemma 5.3, (5.16) and the identity logṼ = log V − log W imply Lemma 5.8 with T = 1/2. Other cases follow by translation and compactness.
Proof of Lemma 5.9. Let W θ and V θ denote respectively the global non-negative adjoint solution defined at the beginning of Section 5.1 and the non-negative adjoint solution defined in (5.9) and associated to the parabolic operators for all u in W 1,2 n+1 (C + 2 ) ∩H 1 n+1 (C + 2 ). We also recall that V θ is a parabolic Muckenhoupt weight in the reverse Hölder class B n+1 n (C + 1 ) with a constant N = N(λ, n), i.e., Then, proceeding with (5.24), by Hölder's inequality, the improved reverse Hölder's inequalities [37] satisfied by V θ , i.e., there is 0 < δ < n, δ = δ(λ, n) and N = N(λ, n) such that
V θ for all C + 2r (Y) ⊂ C + 1 (5.28) and the doubling properties of V θ (5.20), we have
≤ Nr − n+2 n+1 ω x A (2r) δ (n+1)(n+1−δ) V θ (C + r (Z)), (5.29) where we also used (5.23) in the last inequality. Next, for any integer k ≥ 1 such that C + 2 k+1 r (Z) ⊂ C + 1 , we have , which together with Lemma 5.11 and (5.28) imply
), (5.30) where we used the fact that A andĀ and bounded, and Recall that the doubling properties of V θ and (5.1) imply that V θ (C + R (Z)) ≥ R η , 0 < R ≤ 1, for some η = η(λ, n). Then, choose ǫ > 0 with α 2 + n+2 n+1 − α − η ǫ ≥ 0 and k 0 ≥ 1 with r ǫ /2 ≤ 2 k 0 +1 r ≤ r ǫ , to find from (5.24), (5.32), (5.29), (5.30) and (5.31) that |γ(θ)| ≤ N r α/2 + σ x A (r ǫ ) δ (n+1)(n+1−δ) .
Note that by duality
Also, because V 0 is identically equal to 1, we have γ(0) ≤ 1. Then, Lemma 5.9 follows from the fundamental theorem of Calculus and the fact that V 1 = V.
Remark 5.12. Lemma 5.7 combined with (5.3) and [11, Theorem 1.3] show that the following Gaussian bounds hold for the fundamental solution G(X, Y) of P, when A is in DMO x over R n+1 : there are N 1 = N 1 (λ, n, ω x A ) and N 2 = N 2 (λ, n) such for all X, Y in R n+1 with t > s, the following holds N −1 1 (t − s) −n/2 e −N 2 (t−s) 1/2 −N 2 |x−y| 2 /(t−s) ≤ G(X, Y) ≤ N 1 (t − s) −n/2 e N 2 (t−s) 1/2 −|x−y| 2 /N 2 (t−s) .
