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a b s t r a c t
In this paper, a high-order and accurate method is proposed for solving the unsteady two-
dimensional Schrödinger equation. We apply a compact finite difference approximation of
fourth-order for discretizing spatial derivatives and a boundary value method of fourth-
order for the time integration of the resulting linear system of ordinary differential
equations. The proposed method has fourth-order accuracy in both space and time
variables. Moreover this method is unconditionally stable due to the favorable stability
property of boundary value methods. The results of numerical experiments are compared
with analytical solutions andwith those provided by othermethods in the literature. These
results show that the combination of a compact finite difference approximation of fourth-
order and a fourth-order boundary value method gives an efficient algorithm for solving
the two dimensional Schrödinger equation.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Consider the two-dimensional Schrödinger equation
−i∂u
∂t
(x, y, t) = ∂
2u
∂x2
(x, y, t)+ ∂
2u
∂y2
(x, y, t)+ w(x, y)u(x, y, t), (1.1)
(x, y, t) ∈ [a, b] × [a, b] × [0, T ],
with initial condition
u(x, y, 0) = φ(x, y),
and the boundary conditions
u(x, a, t) = ψ1(x, t), u(x, b, t) = ψ2(x, t), t ≥ 0,
u(a, y, t) = ψ3(y, t), u(b, y, t) = ψ4(y, t), t ≥ 0. (1.2)
In Eq. (1.1), u(x, y, t) is the wave function in continuous domain andw(x, y) is an arbitrary potential function and i = √−1.
The Schrödinger equation (1.1) is the fundamental equation of physics for describing quantummechanical behavior [2]. It
is also often called the Schrödingerwave equation, and is a partial differential equation that describes how thewavefunction
of a physical system evolves over time. Also this equation appears in electromagneticwave propagations [17], in underwater
acoustics (paraxial approximation of the wave equations [22]) or also in optic (Fresnel equation [16]) and design of certain
optoelectronic devices [11] as it models an electromagnetic wave equation in a two-dimensional weakly guiding structure.
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It has also found its application in various quantum dynamics calculations [10,13]. For these reasons, the construction of
efficient numerical schemes for solving (1.1) represents an important task.
Several numerical schemes have been developed for solving Eq. (1.1). Some finite difference schemes based on the
second-order discretization of spatial derivatives and first or second-order discretization of time derivative have been
introduced in [6,20]. Three fully implicit finite difference schemes, two fully explicit finite difference techniques, an
alternating direction implicit procedure and the Barakat and Clark type explicit formula are proposed in [6] to solve Eq. (1.1)
with initial and boundary conditions (1.2). The meshless local boundary integral equation method is developed in [8] to
solve Eq. (1.1). Also the authors of [7] presented a numerical method for solving Eq. (1.1) using collocation and radial basis
functions. Kalita et al. in [14] proposed an implicit semi-discrete higher order compact (HOC) schemewith an averaged time
discretization for Eq. (1.1) which is second-order accurate in time and fourth-order accurate in space.
In this paper we propose a numerical scheme for solving Eq. (1.1) which is fourth-order accurate in both space and
time components and is unconditionally stable. We apply a compact finite difference approximation for discretizing spatial
variables and a boundary value method (BVM) for the resulting linear system of ordinary differential equations. Boundary
value methods (BVMs) are unconditionally stable and are high-accuracy schemes for solving ordinary differential problems
based on the linear multi-step formulas [3–5]. Unlike Runge–Kutta or other initial value methods (IVMs), BVMs achieve the
advantage of both good stability and high-order accuracy [1,3–5,9].
The outline of this paper is as follows. In Section 2, we introduce the fourth-order compact finite difference scheme
for the two-dimensional Poissin equation. In Section 3 we briefly introduce the boundary value methods proposed in [3,
5] and present a fourth-order boundary value method for solving initial value problems. In Section 4, we apply the fourth-
order compact difference scheme for discretizing spatial derivatives and the fourth-order boundary value method for the
resulting linear system of ordinary differential equations. In Section 5 we report the numerical experiments of solving two-
dimensional Schrödinger equation with the newmethod developed in this paper for several test problems and compare the
numerical results with analytical solutions and with those provided by the methods of [7,14]. Finally, concluding remarks
are drawn in Section 6.
2. Compact finite difference scheme
Recently, because of their high accuracy, compactness and high resolution, the high-order compact difference
schemes have seen increasing popularity in computational fluid dynamics [19], computational acoustics [15] and
electromagnetic [18]. The advantage of a compact nine pointmolecule residing in a 3×3 patch of nodes is its suitability to be
used directly adjacent to the boundary without introducing any extra nodes outside the boundary of the domain. The basic
approach for high-order compact differencemethods is to introduce the standard compact difference approximations to the
differential equations and then by repeated differentiation and associated compact differencing, a new high order compact
scheme will be developed that incorporates the effect of the leading truncation error terms in the standard method [19]. In
this section we state the fourth-order compact finite difference scheme for the spatial derivatives of (1.1).
Consider the following partial differential equation
∂2u
∂x2
(x, y)+ ∂
2u
∂y2
(x, y) = Q (x, y). (2.1)
Let δ2x and δ
2
y be the second-order central difference operators along x- and y-directions respectively. We have the following
relation for the Eq. (2.1) at point (xr , yj):
δ2xur,j + δ2yur,j − τr,j = Qr,j, (2.2)
in which ur,j = u(xr , yj) and Qr,j = Q (xr , yj). The truncation error τr,j is as follows:
τr,j = h
2
12
(
∂4u
∂x4
+ ∂
4u
∂y4
)
r,j
+ O(h4). (2.3)
In order to obtain a fourth-order scheme, the fourth derivatives of u respect to x and y in (2.3) should be approximated. From
(2.1) the fourth derivatives of u can be stated as follows:
∂4u
∂x4
∣∣∣∣
r,j
=
(
∂2Q
∂x2
− ∂
4u
∂x2∂y2
)
r,j
,
∂4u
∂y4
∣∣∣∣
r,j
=
(
∂2Q
∂y2
− ∂
4u
∂y2∂x2
)
r,j
. (2.4)
If we replace (2.4) in (2.3) and then replace the resulting relation in (2.2) we obtain the following relation:[
δ2x + δ2y +
h2
6
δ2x δ
2
y
]
ur,j =
[
1+ h
2
12
(δ2x + δ2y )
]
Qr,j + O(h4), (2.5)
which is a fourth-order discretization of (2.1).
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3. Boundary value methods
Boundary valuemethods (BVMs) are the recent classes of ordinary differential equation solvers which can be interpreted
as a generalization of the linear multi-step methods (LMMs) [3,5]. Compared to the other initial value solvers, BVMs have
the advantage of both unconditional stability and high-order accuracy.
Consider the following initial value problem
y˙(t) = f (t, y(t)), y(0) = y0, t ≥ 0. (3.1)
After discretizing (3.1) with a k-step linear multistepmethod, the k-conditions are needed to obtain the discrete solution. In
BVM, these conditions are imposed to initial and final values of the boundaries, i.e. in thismethod the continuous initial value
problem (3.1) is approximated bymeans of a discrete boundary value problem. A k-step formula of BVMs for approximating
Eq. (3.1) can be written as
k∑
r=0
αryr+j = 1t
k∑
r=0
βr fr+j, j = 0, 1, . . . ,N − k, (3.2)
where yr ≈ y(r1t), tr = r1t and fr = f (tr , yr). The BVM (3.2) requires γ initial conditions and k− γ final conditions, i. e.
we need the values of y0, y1, . . . , yγ−1 and yN−k+γ+1, yN−k+γ+2, . . . , yN . The initial condition in (3.1) provides the value y0.
The extra γ − 1 initial and k− γ final conditions are of the form
k∑
r=0
α(j)r yr = 1t
k∑
r=0
β(j)r fr , j = 0, 1, . . . , γ − 1, (3.3)
and
k∑
r=0
α(j)r yN−k+r = 1t
k∑
r=0
β(j)r fN−k+r , j = N − k+ γ + 1, . . . ,N, (3.4)
where the coefficients αjr and β
j
r are chosen such that truncation errors for the initial and final conditions are of the same
order as for the basic formula (3.2).
The N Eqs. (3.2)–(3.4) can be written as Aeye = 1tBefe(te, ye), where te, ye ∈ RN+1, Ae, Be ∈ RN×(N+1) and fe =
(f0, f1, . . . , fN)T. Using the partitions Ae = [a0, A] and Be = [b0, B], where we split of the first columns, we can rewrite
Aeye = 1tBefe(te, ye) as a system for the unknown y ∈ RN and get
Ay = 1tBf (t, y)+ g¯0, (3.5)
where g¯0 = −a0y0+1tb0f (t0, y0) contains the initial condition. A fourth-order BVM approximation of (3.1) which we have
used in this paper can be obtained by k = 3 and γ = 2 and is as follows [3,21]
1
12
(yj+3 + 9yj+2 − 9yj+1 − yj) = 1t2 (fj+2 + fj+1). (3.6)
The additional equations associated with the initial and final conditions are
1
24
(−y3 + 9y2 + 9y1 − 17y0) = 1t4 (3f1 + f0), (3.7)
and
1
24
(yN−3 − 9yN−2 − 9yN−1 + 17yN) = 1t4 (3fN−1 + fN). (3.8)
For the above relations A, B, a0 and b0 in (3.5) can be written as follows
A =

9/24 9/24 −1/24
−9/12 9/12 1/12
−1/12 −9/12 9/12 1/12
. . .
. . .
. . .
. . .
−1/12 −9/12 9/12 1/12
1/24 −9/24 −9/24 17/24
 ,
B =

3/4
1/2 1/2
. . .
. . .
1/2 1/2
3/4 1/4
 ,
a0 =
[
−17
24
,− 1
12
, 0, . . . , 0
]T
, b0 =
[
1
4
, 0, . . . , 0
]T
.
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If we consider a system of linear ordinary differential equations
y˙(t) = Bxy(t)+ g(t), y(0) = y0, t ≥ 0, (3.9)
where y(t) = [y1(t), y2(t), . . . , ym(t)]T, g(t) = [g1(t), g2(t), . . . , gm(t)]T and Bx is a m × mmatrix, then the fourth-order
BVM for (3.9) can be written as [3]
(A⊗ Im −1tB⊗ Bx)y = 1t(B⊗ Im)g +1t(b0 ⊗ (Bxy0 + g0))− a0 ⊗ y0, (3.10)
where Im is them×m unitary matrix, g0 = g(t0) and
y ≈ [y1(t1), y2(t1), . . . , ym(t1), y1(t2), y2(t2), . . . , ym(t2), . . . , y1(tN), y2(tN), . . . , ym(tN)]T,
g = [g1(t1), g2(t1), . . . , gm(t1), g1(t2), g2(t2), . . . , gm(t2), . . . , g1(tN), g2(tN), . . . , gm(tN)]T.
If the linear system of ordinary differential equations is of the form
Axy˙(t) = Bxy(t)+ g(t), y(0) = y0, t ≥ 0, (3.11)
where Ax ism×m nonsingular matrix, then the fourth-order BVM for (3.11) using (3.9) and (3.10) can be written as
(A⊗ Ax −1tB⊗ Bx)y = 1t(B⊗ Im)g +1t(b0 ⊗ (Bxy0 + g0))− a0 ⊗ Axy0. (3.12)
If we subdivide [0, T ] into the subintervals t0 = 0 < t1 < t2 < · · · < tN = T , and apply BVM (3.12) on each subinterval
[tr−1, tr ] then the resulting method is called block boundary value method (BBVM) [12]. In this method, after solving the
original problem on the interval [tr−1, tr ], the resulting approximate solution at tr is used as the initial condition for solving
the problem on the interval [tr , tr+1]. We can use s time step on [tr−1, tr ] in which smay be much smaller than N . Thus in
this method instead of solving linear system of Eq. (3.12) which is (N × m) × (N × m), we can solve N linear systems of
equations which are (s×m)× (s×m).
4. Compact boundary value methods
In this section we will combine high-order compact difference schemes presented in Section 2 with boundary value
methods to obtain a high order method for solving the two-dimensional Schrödinger equation (1.1). At first we discretize
partial differential equation (1.1) in space with high order scheme (2.5) to obtain a system of ordinary differential equations
with unknown function at each spatial grid point. Then we will apply the boundary value method (3.12) for solving the
resulting linear system of ordinary differential equations. For positive integers n and N , let h = b−an denotes the step size of
spatial derivatives and1t = TN denotes the step size of temporal derivative. So we define
xr = a+ rh, r = 0, 1, 2, . . . , n,
yj = a+ jh, j = 0, 1, 2, . . . , n,
tk = k1t, k = 0, 1, 2, . . . ,N.
We first rewrite (1.1) in the following form
− i∂u
∂t
(x, y, t)− w(x, y)u(x, y, t) = ∂
2u
∂x2
(x, y, t)+ ∂
2u
∂y2
(x, y, t). (4.1)
If we discretize the above equation in space with fourth-order approximations (2.5) we have(
δ2x + δ2y +
h2
6
δ2x δ
2
y
)
ur,j(t) = −
(
1+ h
2
12
(δ2x + δ2y )
) (
iu′r,j(t)+ wr,jur,j(t)
)
, (4.2)
where ur,j(t) ≈ u(xr , yj, t),wr,j = w(xr , yj) and u′r,j(t) = ddt u(xr , yj, t).
If we use δ2x (wr,jur,j) = (δ2xwr,j)ur,j + 2(δxwr,j)(δxur,j)+ wr,j(δ2xur,j) and δ2y (wr,jur,j) = (δ2ywr,j)ur,j + 2(δywr,j)(δyur,j)+
wr,j(δ
2
yur,j) and put δ
2
xw = H1, δxw = H2, δ2yw = K 1 and δyw = K 2 (in case we have the closed form of w(x, y) we
can replace the first and second-order difference operator of wr,j along x- and y-directions with corresponding first and
second-order partial derivatives ofw(x, y)) then we can rewrite the right-hand side of (4.2) as follows:
−
(
1+ h
2
12
(δ2x + δ2y )
)
iu′r,j(t)− wr,jur,j(t)−
h2
12
(
ur,jH1r,j + wr,jδ2xur,j
+ 2H2r,jδxur,j + ur,jK 1r,j + wr,jδ2yur,j + 2K 2r,jδyur,j
)
. (4.3)
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From (4.2) and (4.3) the fourth-order compact discretization of (4.1) in space and each grid point can be stated as follows:
− i
(
4u′r,j(t)+
1
2
u′r+1,j(t)+
1
2
u′r−1,j(t)+
1
2
u′r,j+1(t)+
1
2
u′r,j−1(t)
)
= 1
h2
(
4[ur+1,j(t)+ ur,j+1(t)+ ur−1,j(t)+ ur,j−1(t)] + [ur+1,j+1(t)+ ur−1,j+1(t)+ ur+1,j−1(t)+ ur−1,j−1(t)]
− 20ur,j(t)
)
+ 6wr,jur,j + h
2
2
H1r,jur,j +
h
2
H2r,j(ur+1,j − ur−1,j)+
wr,j
2
(ur+1,j − 2ur,j + ur−1,j)
+h
2
2
K 1r,jur,j +
h
2
K 2r,j(ur,j+1 − ur,j−1)+
wr,j
2
(ur,j+1 − 2ur,j + ur,j−1). (4.4)
If we write (4.4) for each grid point we obtain a system of ordinary differential equations which is as follows:(
Axyu(t)+ c1(t)
)′ = Bxyu(t)+ c2(t), (4.5)
where
u(t) = [u1,1(t), . . . , u1,n−1(t), u2,1(t), . . . , u2,n−1(t), . . . , un−1,1(t), . . . , un−1,n−1(t)]T,
Axy = tri[A1, A2, A3](n−1)2 , Bxy = tri[B1, B2, B3](n−1)2 ,
in which tri[a1, a2, a3]n−1 denotes the (n− 1)× (n− 1) tridiagonal matrix. Each row of this matrix contains the values a1,
a2 and a3 on its subdiagonal, diagonal and superdiagonal, respectively, and In−1 represents the (n − 1) × (n − 1) identity
matrix. Also
A1 = − i2 In−1, A2 = −tri
[
i
2
, 4i,
i
2
]
n−1
, A3 = − i2 In−1,
B1 = tri
[
1
h2
,
4
h2
− h
2
H2r,j +
1
2
wr,j,
1
h2
]
n−1
,
B2 = tri
[
4
h2
− h
2
K 2r,j +
1
2
wr,j,
−20
h2
+ 4wr,j + h
2
2
H1r,j +
h2
2
K 1r,j,
4
h2
+ h
2
K 2r,j +
1
2
wr,j
]
n−1
,
B3 = tri
[
1
h2
,
4
h2
+ h
2
H2r,j +
1
2
wr,j,
1
h2
]
n−1
,
and c1(t) and c2(t) can be obtained from the boundary values of u. For example c1(t) is defined as follows:
c1(t) =
[−i
2
(ψ3(y1, t)+ ψ1(x1, t)), −i2 ψ3(y2, t), . . . ,
−i
2
ψ3(yn−2, t),
−i
2
(ψ3(yn−1, t)+ ψ2(x1, t)), −i2 ψ1(x2, t),
0, . . . , 0,
−i
2
ψ2(x2, t), . . . ,
−i
2
ψ1(xn−2, t), 0, . . . , 0,
−i
2
ψ2(xn−2, t),
−i
2
(ψ1(xn−1, t)+ ψ4(y1, t)),
−i
2
ψ4(y2, t), . . . ,
−i
2
ψ4(yn−2, t),
−i
2
(ψ4(yn−1, t)+ ψ2(xn−1, t))
]T
.
The fourth-order BVM solution of (4.5) using (3.12) can be written as follows:
(A⊗ Axy −1tB⊗ Bxy)u = −(A⊗ I(n−1)2)c1 +1t(B⊗ I(n−1)2)c2
− (a0 ⊗ Axyu0)+1t(b0 ⊗ (Bxyu0))− a0 ⊗ c1(0)+1t(b0 ⊗ I(n−1)2c2(0)), (4.6)
where
u ≈ [u1,1(t1), . . . , u1,n−1(t1), u2,1(t1), . . . , u2,n−1(t1), . . . , un−1,1(t1), . . . , un−1,n−1(t1), . . . ,
u1,1(tN), . . . , u1,n−1(tN), u2,1(tN), . . . , u2,n−1(tN), . . . , un−1,1(tN), . . . , un−1,n−1(tN)]T,
c1 = [c1(t1)T, c1(t2)T, . . . , c1(tN)T]T, c2 = [c2(t1)T, c2(t2)T, . . . , c2(tN)T]T,
u0 = [φ(x1, y1), . . . , φ(x1, yn−1), φ(x2, y1), . . . , φ(x2, yn−1), . . . , φ(xn−1, y1), . . . , φ(xn−1, yn−1)]T.
After solving the above linear systemof equations,we can obtain the unknown solution u. Aswe see the size of the coefficient
matrix in (4.6) depends on both h and1t which will be increased for large values of final time or small values of h and1t .
On the other hand, the coefficient matrix in BBVM is of order s × (n − 1)2 which is independent of 1t . So using compact
block boundary value method (CBBVM) in solving problem for large final time or small values of1t may be effective. In this
method instead of solving one N × (n− 1)2 linear system of equations, we solve N linear systems of order s× (n− 1)2 in
which smay be much smaller than N .
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Table 1
Numerical results of the CBVM for solving Test problem 1 with h = 1/40
1t Real part Imaginary part
Maximum |error| C-order Maximum |error| C-order
1/4 1.5230× 10−5 – 2.3645× 10−5 –
1/8 8.8284× 10−7 4.11 7.4676× 10−7 4.98
1/16 6.2147× 10−8 3.83 6.1723× 10−8 3.60
Table 2
Numerical results of the CBBVM for solving Test problem 1 with1t = 1/30
h Real part Imaginary part
Maximum |error| C-order Maximum |error| C-order
1/4 1.4831× 10−7 – 4.0071× 10−7 –
1/8 1.7259× 10−8 3.10 2.8021× 10−8 3.84
1/16 9.7124× 10−10 4.15 1.6602× 10−9 4.08
1/32 6.4505× 10−11 3.91 1.0675× 10−10 3.96
1/64 4.8334× 10−12 3.74 8.1590× 10−12 3.71
5. Numerical experiments
In this section we present the numerical results of the newmethod on several test problems. We tested the accuracy and
stability of the method described in this paper by performing the mentioned method for different values of h and 1t . We
performed our computations usingMatlab 7 software on a Pentium IV, 2800 MHz CPU machine with 1 Gbyte of memory.
We calculated the computational orders of the method presented in this article (denoted by C-order) with the following
formula:
log( E1E2 )
log( τ1
τ2
)
.
For calculating the computational order of the method in space, E1 and E2 are errors corresponding to grids with spatial step
size τ1 and τ2, respectively. Also we put s = 4 for the CBBVMmethod.
5.1. Test problem 1
We consider Eq. (1.1) with a = 0, b = 1,w(x, y) = 0 and the following initial condition:
φ(x, y) = (sin(x)+ sin(y)).
The exact solution is given with
u(x, y, t) = e−it(sin(x)+ sin(y)). (5.1)
The boundary conditions can be obtained easily from (5.1).
In Table 1 we show the errors and computational orders obtained for Test problem 1 using CBVM with h = 1/40 and
different values of 1t for T = 1. Table 2 presents the errors and computational orders obtained for Test problem 1 using
CBBVM with1t = 1/30 and different values of h for T = 1.
Tables 1 and 2 show that the proposed method has good results even for coarse grids. Also Tables 1 and 2 present the
similarity of theoretical and computational orders of the new method. Fig. 1 shows the absolute error obtained for Test
Problem 1 using CBBVM with h = 1/20 and1t = 1/20.
5.2. Test problem 2
We consider Eq. (1.1) with a = 0, b = 1,w(x, y) = 3− 2 tanh2(x)− 2 tanh2(y) and the following initial condition:
φ(x, y) = i
cosh(x) cosh(y)
.
The exact solution is given with
u(x, y, t) = i exp(it)
cosh(x) cosh(y)
. (5.2)
The boundary conditions can be obtained easily from (5.2). This test problem is given in [6–8]. In Table 3 we show the
numerical results of the CBVM for solving Test problem 2 with h = 1/40 and different values of1t for T = 1.
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Fig. 1. Surface plot of absolute error obtained for Test problem 1 with h = 1/20 and 1t = 1/20 (left panel for real part and right panel for imaginary
part).
Fig. 2. Surface plot of absolute error obtained for Test problem 2 with h = 1/20 and 1t = 1/20 (left panel for real part and right panel for imaginary
part).
Table 3
Numerical results of the CBVM for solving Test problem 2 with h = 1/40
1t Real part Imaginary part
Maximum |error| C-order Maximum |error| C-order
1/4 1.0485× 10−6 – 1.3818× 10−5 –
1/8 3.0678× 10−7 1.77 3.7964× 10−7 5.16
1/16 1.9962× 10−8 3.94 4.1830× 10−8 3.18
Table 4
Numerical results of the CBBVM for solving Test problem 2 with∆t = 1/30
h Real part Imaginary part
Maximum |error| C-order Maximum |error| C-order
1/4 1.5467× 10−5 – 2.0883× 10−5 –
1/8 8.7347× 10−7 4.15 1.2117× 10−6 4.11
1/16 5.9293× 10−8 3.88 7.6109× 10−8 3.99
1/32 3.8061× 10−9 3.96 4.8378× 10−9 3.98
1/64 2.3830× 10−10 3.98 3.0261× 10−10 4.00
Table 4 presents the errors and computational orders obtained for solving Test problem 2 using CBBVMwith1t = 1/30
and different values of h for T = 1.
From Tables 3 and 4 we see that the theoretical and computational orders of the newmethod are the same. Fig. 2 shows
the surface plot of absolute error obtained for Test problem 2 using CBBVMwith h = 1/20 and1t = 1/20. Fig. 2 shows the
absolute error obtained for Test Problem 2 using CBBVM with h = 1/20 and1t = 1/20.
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Table 5
Maximum |error| of Test problem 2 with∆t = pi/10 and h = 1/10 for long-time intervals
T = 2pi T = 4pi T = 8pi T = 16pi
Real part 3.5719× 10−7 4.8514× 10−7 5.6183× 10−7 7.2001× 10−7
Imaginary part 1.1472× 10−6 5.0826× 10−7 7.7478× 10−7 9.3244× 10−7
Table 6
Maximum |error| for Test problem 2 with h = 1/10 and1t = 1/1000
T Method of [7] CBBVM
Real part Imaginary part Real part Imaginary part
0.1 2.4407× 10−5 2.9974× 10−5 4.6175× 10−7 5.0876× 10−7
0.3 2.9466× 10−5 2.3861× 10−5 4.8984× 10−7 4.2586× 10−7
0.5 2.7468× 10−5 3.4044× 10−5 4.3365× 10−7 5.3002× 10−7
0.7 2.5495× 10−5 1.8694× 10−5 5.0015× 10−7 3.0325× 10−7
1.0 2.9444× 10−5 2.4222× 10−5 4.0866× 10−7 4.7657× 10−7
Table 7
Absolute error obtained for Test problem 3 at different points with h = 1/10 and1t = 1/20
Location Method of [14] CBVM
Real part Imaginary part Real part Imaginary part
(0.1, 0.1) 1.076458× 10−8 6.035893× 10−9 2.2847× 10−11 1.8299× 10−11
(0.2, 0.2) 1.005605× 10−7 6.568509× 10−8 2.3823× 10−10 2.1563× 10−10
(0.3, 0.3) 1.420671× 10−7 1.086648× 10−7 4.2643× 10−10 5.2710× 10−10
(0.4, 0.4) 6.136007× 10−8 7.463878× 10−8 6.1775× 10−11 3.3112× 10−10
(0.5, 0.5) 2.856247× 10−7 1.243044× 10−7 1.0147× 10−9 2.9190× 10−10
(0.6, 0.6) 6.301346× 10−7 4.475384× 10−7 1.9849× 10−9 1.6447× 10−10
(0.7, 0.7) 6.451322× 10−7 8.898503× 10−7 3.0127× 10−9 2.0651× 10−11
(0.8, 0.8) 5.332976× 10−7 1.087835× 10−6 2.2152× 10−9 1.3627× 10−9
(0.9, 0.9) 1.058557× 10−7 8.004305× 10−7 4.5873× 10−12 1.1784× 10−9
As we see the solution of Test problem 2 has period 2pi in time. In Table 5 we report the maximum error obtained for
solving Test problem 2 at the final times T = 2pi, 4pi, 8pi, 16pi using CBBVM with1t = pi/10 and h = 1/10.
In Table 6 we compared the numerical results of the CBBVM with the radial basis function approximation, based on
multiquadrics (RBF-MQ) scheme presented in [7].
5.3. Test problem 3
We consider Eq. (1.1) with a = 0, b = 1,w(x, y) = 1− 2
x2
− 2
y2
and the following initial condition:
φ(x, y) = x2y2.
The exact solution is given with
u(x, y, t) = x2y2eit . (5.3)
The boundary conditions can be obtained easily from (5.3). This test problem is given in [8,14]. In Table 7 we show the
numerical results obtained for solving Test problem 3 using CBVM and high-accurate method of [14] with 1t = 1/20 and
h = 1/10 for T = 1. Table 7 shows that the new method described in this paper has better results in comparison with the
technique of [14] and we can obtain very good results even for coarse grids and large time steps. Fig. 3 shows the surface
plot of approximate and exact solutions of Test problem 3 with h = 1/10 and1t = 1/20 at T = 1.
5.4. Test problem 4
We consider Eq. (1.1) with a = −2.5, b = 2.5,w(x, y) = 0 and the following initial condition
φ(x, y) = e−ik0x−(x2+y2),
that generates the transient Gaussian distribution
u(x, y, t) = i
i− 4t e
(−i((x2+y2+ik0x+k20it)/(i−4t))), (5.4)
which initially centered at (0, 0) and then moving along the negative x-direction as time progresses [7,14]. k0 is the wave
number which we take 2.5. The boundary conditions can be obtained easily from (5.4). In Table 8 we present errors of the
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Fig. 3. Surface plot of approximate and exact solutions (left panel for real part and right panel for imaginary part) of Test problem 3 with h = 1/10 and
1t = 1/20.
Table 8
Errors of the CBBVM for solving Test problem 4 with h = 1/10 and1t = 1/20
T Maximum |error| Average |error|
Real part Imaginary part Real part Imaginary part
0.10 5.6517× 10−5 5.7493× 10−5 9.4025× 10−6 9.0740× 10−6
0.25 2.6182× 10−4 1.1500× 10−4 2.2048× 10−5 1.1013× 10−5
0.50 1.2792× 10−4 1.3972× 10−4 2.8362× 10−5 3.4913× 10−5
0.75 1.3312× 10−4 1.2511× 10−4 3.5252× 10−5 2.8212× 10−5
1.00 1.3647× 10−4 9.8227× 10−5 3.7975× 10−5 3.1640× 10−5
Table 9
Errors of the CBBVM for solving Test problem 5 with h = 1/50 and1t = 1/20
T Maximum |error| Average |error|
Real part Imaginary part Real part Imaginary part
0.10 1.3957× 10−4 1.1843× 10−3 7.0161× 10−6 7.2345× 10−5
0.25 7.5403× 10−4 2.8326× 10−3 4.3434× 10−5 1.7671× 10−4
0.50 2.8233× 10−3 5.0836× 10−3 1.7491× 10−4 3.2311× 10−4
0.75 5.9826× 10−3 6.3856× 10−3 3.7631× 10−4 4.0140× 10−4
1.00 9.8884× 10−3 6.2500× 10−3 6.1734× 10−4 3.9420× 10−4
CBBVM for solving Test problem 4 with h = 1/10 and 1t = 1/20 for several values of T . Also Fig. 4 shows modulus of
approximate solutions and absolute errors of the CBBVM for solving Test problem 4 with h = 1/10 and 1t = 1/20 at
T = 0.25, 0.5, 1.0.
5.5. Test problem 5
We consider Eq. (1.1) with a = 0, b = 1,w(x, y) = − 4x2+4y2−4x−4y+β2−4β+2
β2
and the following initial condition
φ(x, y) = e{− (x−0.5)
2
β
− (y−0.5)2
β
}
.
The exact solution is given with
u(x, y, t) = e{− (x−0.5)
2
β
− (y−0.5)2
β
−it}
. (5.5)
The boundary conditions can be obtained easily from (5.5).We putβ = 0.02 and aswe see fromFig. 5 the initial condition
is a Gaussian pulse with unit hight centered at x = 0.5 and y = 0.5. In Table 9 we present errors of the CBBVM for solving
Test problem 5 with h = 1/50 and 1t = 1/20 for several values of T . Also Fig. 5 shows modulus of initial condition and
absolute error of the CBBVM for solving Test problem 5 with h = 1/50 and1t = 1/20 at T = 0.5.
6. Concluding remarks
We have proposed a high-order compact scheme for solving the Schrödinger equation. We combined a high-order
compact finite difference scheme of fourth-order to approximate the spatial derivatives and a fourth-order boundary
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Fig. 4. Modulus of approximate solutions and absolute errors of the CBBVM for solving Test problem4with h = 1/10 and1t = 1/20 for T = 0.25, 0.5, 1.0.
value method for the time integration of the resulting linear system of ordinary differential equations. The proposed
method for solving the mentioned equation has fourth-order accuracy in both space and time components. Computational
experiments confirmed the unconditional stability and high accuracy of the proposedmethod and show that the theoretical
and computational orders of the proposed method are very close to each other. Numerical results also show that the new
method yields very good results even for coarse grids and large time steps. Finally we would like to mention the possibility
of developing the new technique presented in this paper to solve time-dependent partial differential equations investigated
in [23–26].
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Fig. 5. Modulus of initial condition (left panel) and absolute error (right panel) of the CBBVM for solving Test problem 5 with h = 1/50 and1t = 1/20 at
T = 0.5.
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