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Decision Tree Learning for Uncertain
Clinical Measurements
Cecı´lia Nunes, He´le`ne Langet, Mathieu De Craene, Oscar Camara, Bart Bijnens, Anders Jonsson
Abstract—Clinical decision requires reasoning in the presence of imperfect data. DTs are a well-known decision support tool, owing to
their interpretability, fundamental in safety-critical contexts such as medical diagnosis. However, learning DTs from uncertain data
leads to poor generalization, and generating predictions for uncertain data hinders prediction accuracy. Several methods have
suggested the potential of probabilistic decisions at the internal nodes in making DTs robust to uncertainty. Some approaches only
employ probabilistic thresholds during evaluation. Others also consider the uncertainty in the learning phase, at the expense of
increased computational complexity or reduced interpretability. The existing methods have not clarified the merit of a probabilistic
approach in the distinct phases of DT learning, nor when the uncertainty is present in the training or the test data. We present a
probabilistic DT approach that models measurement uncertainty as a noise distribution, independently realized: (1) when searching for
the split thresholds, (2) when splitting the training instances, and (3) when generating predictions for unseen data. The soft training
approaches (1, 2) achieved a regularizing effect, leading to significant reductions in DT size, while maintaining accuracy, for increased
noise. Soft evaluation (3) showed no benefit in handling noise.
Index Terms—Decision trees, uncertainty, clinical decision support, data mining, regularization.
✦
1 INTRODUCTION
C LINICAL data mining is the application of machinelearning to medical databases as a tool to assist clinical
research and decision. Its impact depends on one hand on
the clinical pertinence of the models, but also on their pre-
dictive performance, interpretability, and appropriate inte-
gration in clinical software [1]. While many methodological
successes exist, examples that affect patient management are
seldom found [2]. Measurement uncertainty limits the appli-
cation of data mining, as it impairs model performance and
generalizability [3], [4]. Improving data quality is however
resource-intensive and often unfeasible [5]. We hypothesize
that the acknowledgement of uncertainty, in particular by
integrating domain-knowledge about the reliability of each
measurement, can improve models and the leverage them
as an asset for clinical research and decision making.
The uncertainty of a measurement reflects the lack of
knowledge about its exact value, and is often caused by
noise in the acquisition [6]. Clinical measurement uncer-
tainty originates from multiple sources including distinct
diagnostic practices [7], inter- and intra-observer variabil-
ity [8], manufacturer-dependent technology [9], the use of
distinct modalities for the same measurement [10], or pa-
tient factors such as body habitus or claustrophobia, which
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affect the choice and the quality of an imaging test [11]. E.g.
in the determination of device size for left-atrial appendage
closure, consistency between computerized tomography
(CT), transesophageal echocardiography and angiography
was observed in only 21.6% of the cases [10]. In the estima-
tion of ejection fraction (EF), the variability between cardiac
magnetic resonance (CMR) and echocardiography resulted
in 28% of the population having opposing device eligi-
bility [12]. Clinical reasoning involves making guideline-
abiding decisions based on such unreliable data. In order
to employ scientific evidence in practice, the experienced
clinician assesses the reliability of each measurement, and
integrates it with his/her training and experience. This en-
deavor is all the more challenging, considering the emphasis
on internal validity of medical research, as opposed to
external validity. The contrast between the scrutinous design
of populations used for research and the actual populations
where evidence is employed has been considered an obsta-
cle to evidence-based medicine [13].
DTs are a knowledge-representation structure, where
decisions at the internal nodes lead to a prediction at the
leaves. They can be efficiently built using the well-known
algorithms ID3 [14], C4.5 [15], CART [16] or CHAID [17].
Compared to other methods, DTs can be interpreted as a
sequence of decisions. Although recent methods such as
deep neural networks can offer better performance, their
output is often a black box [18]. Interpretability is all the
more necessary as recent European law secures the right to
an explanation of all algorithmically-made decisions [19].
Learning DTs from noisy measurements can overfit to
the noise and fail to generalize. Generating predictions for
noisy instances can generate incorrect predictions. Each test
at a DT node compares a measurement with a hard threshold,
such that small errors can lead to the instance following an
opposing path. Moreover, the distance between the mea-
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surement and the threshold is disregarded [20]. Several
algorithms explore the idea of soft thresholds to make DTs
robust to the uncertainty [20], [21], [22], [23], [24]. Such ap-
proaches weight the contribution of all child branches to the
prediction. Some methods focus on cognitive uncertainty,
while others focus on statistical uncertainty or noise. The
notion of fractional tuple was first introduced in C4.5 for
handling missing values [15].
Fuzzy DTs use fuzzy logic to handle cognitive uncertainty,
which deals with inconsistencies in human reasoning [24].
Using fuzzy DTs to handle statistical noise involves setting
the fuzzy membership functions to express uncertainties
around the DT thresholds, known in advance. Alternatively,
discretization algorithms can be used. But those methods
are computationally costly [25], and the accuracy of the re-
sulting DTs strongly depends on the chosen algorithm [26].
Probabilistic DTs, on the other hand, focus on stochastic
uncertainty or random noise, arising from the unpredictable
behavior of physical systems and measurement limitations:
• Quinlan [27] proposed a method using piecewise-linear
thresholdss (PLTs) for evaluating a DT, assuming a two-
modal uniform distribution for the noise. The parame-
ters of this distribution are set using a statistical heuristic
based on the training data. Dvora´k and Savicky´ [21]
employed a variation of this method, where the parame-
ters were estimated through simulated annealing. Exper-
iments in one dataset led to 2-3% error rate reductions
compared to CART [16], suggesting the potential of the
method and the need for an evaluation on more data.
No significant differences were found between the two
parameter-estimationmethods, but the authors highlight
the computational cost of simulated annealing. The ap-
proach is applied to a finalized DT, so the uncertainty is
not accounted for during training.
• The uncertain decision tree (UDT) algorithm [22] extends
the probabilistic splits to the training phase, assuming
a Gaussian noise, and achieving accuracy gains in 10
datasets. The method takes an oversampling strategy,
where each measurement is replaced by s points. The au-
thors propose optimized searches to control the therefore
increased training time. In UDT, the same noise model
is used for training and evaluation. In medical research
and practice, however, the noise in the data used to
obtain evidence can be very different from the noise
in the data used in practice [13]. A learning algorithm
ideally supports independent uncertainty models for the
training data and the target data.
• Soft approaches have also been proposed for multivari-
ate DTs. An algorithm [23] employs logistic regression,
treating the separation of data among the children as
a classification problem. The method led to small accu-
racy gains in 10 classification datasets, with significant
reductions in tree size. Hierarchical mixtures of experts
are another multivariate tree architecture [28], where
each test is a softmax linear combination of all variables,
with performance gains compared to CART.Multivariate
DTs can compactly model complex phenomena, and
generally improve accuracy with fewer nodes. They are
however intended to generate predictions that do not
need to be understood, lacking the interpretability of
univariate DTs.
The aforementioned approaches show the benefit of
probabilistic DTs in improving DT performance. However,
the strategies used to model noise are either limited to the
evaluation phase, or they do not use independent noise
distributions for learning and evaluation. Moreover, the
behavior of the methods upon increasing levels of noise was
not investigated, and no distinction was made between the
impact of noise in the training data and noise in the test
data. A practical, flexible and well-understood approach for
handling measurement uncertainty has not been established
for DT learning.
This manuscript proposes a probabilistic DT learning
approach to handle uncertainty, modeled as a distribution
of noise added to the real measurements. Unlike previous
methods, the uncertainty distribution is orthogonally con-
sidered:
1) during training, when searching for the best threshold at
each node, denoted soft search (SS);
2) during training, in the propagation of the training data
through the DT, denoted soft training propagation (STP);
3) in the propagation of the test instances when evaluating
a finalized tree, or soft evaluation (SE).
To promote interpretability, we consider univariate DTs
where each node contains a decision based on a single vari-
able. The proposed SS keeps the computational cost under
control. We address the problem of integrating knowledge
about the uncertainty coming from clinical experience and
from the meta-analysis of clinical studies. As a proof-of-
concept, we opted for a normal noise model, and evaluate
its impact on the distinct learning phases.We also separately
study the effect of corrupting the training or test data.
In the following, we introduce the ID3 and C4.5 al-
gorithms and discuss a probabilistic interpretation. The
manuscript then proceeds with a description of the pro-
posed soft DT algorithm components, followed by the ex-
periments to illustrate and evaluate them.
2 DECISION TREE LEARNING
Consider the input variable X with dimensions Xj , j =
1, ...,M , and the output Y , related by the unknown distri-
bution PXY (x, y). Drawing samples from PXY composes
the training dataset D. The supervised learning problem
consists in learning a model from D that predicts Y for
an unseen sample x. DTs algorithms follow an algorithmic
approach that does not attempt to learn PXY (x, y).
Learning an optimal DT that maximizes generalization
accuracy with a minimum number of decisions is NP-
complete [29]. Although non-greedy methods exist for mul-
tivariate DTs, locally-optimal approaches offer a good trade-
off of accuracy and computational complexity. Notable
examples include the Iterative Dichotomiser 3 (ID3) [30],
CART [16] and C4.5 [15]. The ID3 selects binary splits of
numerical variables using the information gain, and the C4.5
extends it to categorical features. For a survey on top-down
DT induction, refer to Rokach et al. [31].
DTs are regularized by employing node pruning algo-
rithms. C4.5 employs a postpruning approach that cuts
branches with high estimates of generalization error, based
on the training data.
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2.1 Split search
In top-down DT learning, suppose that a new node n sees
the training subset D(n) ⊂ D. In a binary DT, we define
the branch function at n as B(n)(x) that indicates if the
instance x goes to the left or right child of n, nL or nR.
B(n)(x) is parametrized by the attribute index j(n) and the
threshold τ (n):
B(n)(x) =
{
nL if xj(n) < τ
(n)
nR otherwise,
(1)
where xj(n) is the observation of variable Xj(n) for x. The
split search consists in finding the attribute Xj and thresh-
old τ that split D(n) with maximum class separation.
The entropy of variable Y is defined as:
Hα(Y ) = −
∑
y
p(y)logαp(y),
We take α = 2 such that the entropy is measured in bit,
and omit α. In ID3, increasing class purity corresponds to
reducing H(Y ) in nL and nR, compared to n. In other
words, j(n) and τ (n) are chosen to maximize the Mutual
Information between B(n) and Y , I(B(n);Y ):
j(n), τ (n) = argmax
j,τ
I(B(n);Y ). (2)
In the DT literature, I(B(n);Y ) is known as information gain,
and is equal to the difference between the entropy of Y
in D(n) and the entropy of Y in the resulting nodes:
I(B(n);Y ) = H(Y )−H(Y |B(n)).
The term H(Y |B(n)) is the conditional entropy of Y given
the split variable B(n). Equation 2 is equivalent to:
j(n), τ (n) = argmin
j,τ
H(Y |B(n))
= argmin
j,τ
∑
b∈{nL,nR}
p(b)H(Y |B(n) = b), (3)
where
H(Y |B(n) = b) = −
K∑
y=1
p(y|b)log2p(y|b). (4)
The maximum-likelihood estimates of the probabilities in
Equations 3 and 4 from the training data are:
pˆ(b) = Nn(b)
Nn
and pˆ(y|b) = Nn(y,b)
Nn(b)
, (5)
where Nn is the number of training instances in n, Nn =∑
x∈D(n) 1, and Nn(e) is the number of instances in n for
which event e was observed, Nn(e) =
∑
x∈D(n) 1(e).
In this manuscript, we consider numerical variables, and
employ binary splits and use the information gain as a split
criterion. In C4.5 release 8, the best split for each numerical
attribute is first selected using information gain. Subse-
quently, the gain ratio criterion is used to compare the best
splits found for all variables, categorical and numerical [32].
1
1. C4.5 performs n-ary splits of categorical variables. Since the in-
formation gain is biased towards splits with many outcomes, C4.5
normalizes it by the entropy of the B(n) variable, defining the gain
ratio. In C4.5 release 8, the best split for each numerical attribute is
first selected using information gain. Subsequently, the gain ratio is
used to compare the best splits found for all variables, categorical and
numerical [32].
H(Y |Bj)
H(Bj)
. (6)
2.2 Probabilistic interpretation of the splits
Consider p(y|x) the probability of y given instance x, based
on which we canmake a prediction about y. We can estimate
p(y|x) from the DT rooted in node n, with child nodes nL
and nR as:
pˆ(y|x) =
∑
b∈{nL,nR} p(y|b,x)p(b|x)
=
∑
b∈{nL,nR} p(y|b)p(b|x)
= p(y|nL)p(nL|x) + p(y|nR)p(nR|x),
(7)
where y and x are conditionally independent given B(n) =
b. Equation 7 is based on Bayesian model averaging [33],
which translates the uncertainty of the distinct models, in
this case the two subtrees nL and nR, into uncertainty in
the class prediction.
Probabilistic DTs use this idea to instead express the
uncertainty about the observed instance x. This uncertainty
is modeled by the posterior p(nL|x), known as the gating
function, gn(x) [23]. The estimate of p(y|x) becomes:
pˆ(y|x) = p(y|nL)gn(x) + p(y|nR)
(
1− gn(x)
)
. (8)
If we assume that the observed value is accurate, node
n performs a hard split as in Equation 1, and so:
gn(x) = 1(xj(n) < τ
(n)),
In this case, if xj(n) is close to τ
(n), small variations in
its value can drastically change the estimate p(y|x), and
produce incorrect predictions [20]. Probabilistic DTs instead
model the uncertainty each variable as a distribution of
noise, and gn(x) becomes the cumulative density function
(CDF) of the chosen distribution. A small variation of xj(n)
around the threshold value will then smoothly alter p(y|x).
When searching for the best split for a node n, we use
the training subset D(n) to obtain the probability estimates
of Equation 5. E.g. we can estimate p(nL), or equivalently
p(nR), in terms of gn(x):
pˆ(nL) =
∑
x∈D
(n) p(nL|x)
∑
x∈D
(n) 1
=
∑
x∈D
(n) gn(x)
∑
x∈D
(n) 1
(9)
3 PROPOSED APPROACH
We propose a probabilistic DT approach to handle uncer-
tainty by modeling it as a distribution of noise around the
observed value. The noise model should expresses existing
knowledge about the uncertainty. This model is indepen-
dently considered:
1) When searching for the split thresholds, during train-
ing, or (Section 3.1, soft search (SS)),
2) When propagating the training instances, during train-
ing (Section 3.2, soft training propagation (STP)),
3) When propagating test instances through the con-
structed DT, during evaluation DT (Section 3.3, soft
evaluation (SE)).
As a proof-of-concept, we consider that the noise of vari-
able X is additive and captured by the variable EX ∼
N(0, σ2). We consider the normal distribution to be a good
assumption to study our approach. It can be useful for
various types of data, owing to the Central Limit Theorem,
and is fully described by its mean and variance.
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3.1 Soft search
Let us focus on the computation of the information gain for
variable X . Suppose that X takes D distinct values sorted
as {x(1), ..., x(D)} with x(i) < x(i+1), i = 1, ..., D − 1 in the
training data D. Note that |D| ≥ D. We focus on finding
a split for node n, and consider that all the concepts in
this Section refer to n, and omit the subscript. N(x(i)) is
the number of instances with value x(i), and N(y, x(i)) the
number of such instances that belong to class y. Let τ denote
the candidate threshold for a split based on X at node n.
In C4.5, the split search is done by computing the in-
formation gain in Equation 2 for each candidate τ = x(i),
i = 2, ..., D. Since the method assumes certain measure-
ments, we have g(x) = 1(x < τ). The probabilities p(b)
and p(y|b) are estimated as in Equation 5. We now describe
how to estimate these probabilities efficiently, considering
uncertain measurements.
If we consider the noise model EX ∼ N(0, σ
2), the
gating function will be the normal CDF. Let us denote the
numerator of Equation 9 as ρ(τ), representing the density of
training examples falling on the left child node:
ρ(τ) =
∑
x∈D
p(nL|x) =
∑
x∈D
gn(x) =
∑
x∈D
∫ τ
−∞
K(τ − x, σ)dτ,
(10)
where K(τ − x, σ) is the Gaussian kernel function centered
on the measurement x with variance σ2:
K(τ − x, σ) ∝ exp(− (τ−x)
2
2σ2 ). (11)
This corresponds to using Gaussian kernel density estima-
tion for the probabilities used to compute the information
gain. Since ρ(τ) is no longer constant between each x(i)
and x(i+1), the candidate thresholds need not be the dataset
values. We take:
τ = τmin, τmin + δσ, τmin + 2δσ, ..., τmax (12)
with τmin = x
(1) − ω2 σ and τmax ≤ x
(D) + ω2 σ. The
parameter δ controls the resolution of the search, and ω
is the window factor, ω > δ. For efficiency, we consider the
kernel adjusted to be zero for |τ−x| > ω. Using Equation 12,
the number of information gain computations is limited to
1
δ
(τmax − τmin).
To compute the information gain efficiently for the can-
didate splits, we keep two running sums of ρ(τ), on the
left and on the right of τ , ρL(τ) and ρR(τ). We initialize
the search with ρL(τ) = 0 and ρR(τ) = N . Each time τ
is incremented δσ, the left and right sums are respectively
incremented and decremented the quantity ∆ρ(τ):
∆ρ(τ) =


D∑
i=1
N(x(i))Φ
(
τ−x(i)
σ
)
, if τ = τmin
D∑
i=1
N(x(i))
[
Φ
(
τ−x(i)
σ
)
− Φ
(
τ−δσ−x(i)
σ
)]
,
if τmin < τ < τmax
D∑
i=1
N(x(i))
[
1− Φ
(
τ−δσ−x(i)
σ
)]
, if τ = τmax
(13)
with Φ(·) the CDF of the standard normal distribution. The
contribution of measurement x(i) to ∆ρ(τ) is proportional
to Φ
(
τ−x(i)
σ
)
− Φ
(
τ−x(i)−δσ
σ
)
. The last point τmax ensures
that the density contributions of x(i) sum to N(x(i)).
Similarly, to estimate pˆ(y|nL), we consider the sum
of the densities per class, ρ(y, τ). The density increments
per class ∆ρ(y, τ) are computed by replacing the number
of instances N(x(i)) by N(y, x(i)) in Equation 13. Finally,
the estimated probabilities pˆ(nL) and pˆ(y|nL) are used to
minimize the conditional entropy H(Y |B) in Equation 3.
Searching for the threshold using the set of values in Equa-
tion 12 and the density increments ∆ρ(τ) and ∆ρ(y, τ) acts
as a Gaussian filter to the information gain. We refer to this
approach as soft search (SS).
The standard deviation of EX is set to σ = usx¯, where
us is the SS uncertainty factor and x¯ is the sample mean
of X . This choice of σ was made, as clinicians often report
the uncertainty in terms of the absolute values of the at-
tributes [34]. In the following experiments, us is assumed to
be the same for all variables, although it could be specified
independently.
3.2 Soft training propagation
We can also account for the uncertainty when splitting the
training data, which we call soft training propagation (STP).
The two soft training approaches, SS and STP can be used
in combination or independently.
Consider the split variable X and value τ (n) at node n.
As before, a soft split is achieved by setting the gating
function to the CDF of EX centered in x:
gn(x) = FEX (τ − x) = Φ
(
τ−x
σ
)
. (14)
with FEX (.) the CDF of EX . Each training instance is frac-
tionally divided between the child nodes, according to the
probability gn(x). The standard deviation is set to σ = upx¯,
with up the STP uncertainty factor, and x¯ the variable mean.
STP leads to increased learning times. Using hard splits,
each instance is sent down one branch, and the total number
of instances remains constant at each level of the tree. The
number of information gain computations at any DT depth
is bounded by the dataset size and the number of attributes,
|D|M . With STP, each instance is sent down all the branches,
with weights determined by the gating function. Therefore,
a node sees a greater number of instances compared to the
hard approach. The number of information gain computa-
tions at a given DT depth d is raised to 2d|D|M .
3.3 Soft evaluation
The uncertainty may also be accounted for when classify-
ing test cases with a finalized DT. Soft evaluation (SE) is
achieved by setting the gating function as in Equation 14,
but with σ = uex¯. The evaluation uncertainty factor is
denoted as ue and x¯ is obtained from the training data. From
Equation 8, the class probability estimates for instance x
become:
pˆ(y|x) = p(y|nL)Φ(
τ−x
σ
) + p(y|nR)
(
1− Φ( τ−x
σ
)
)
. (15)
As described in Section 2.2, this approach adjusts pˆ(y|x) to
reflect the choice of noise distribution, in this case, Gaussian.
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3.4 Motivation on a toy example
To better motivate the use of the soft algorithm components,
we consider a toy example with a input variable X and
class Y ∈ {0, 1}.
Soft search
Suppose we have a training dataset of four examples
{(x(1), 0), (x(2), 0), (x(3), 1), (x(4), 1)}, with x(1) = x(2) =
−2 and x(3) = x(4) = 2. Figure 1a displays the informa-
tion gain I(X ;Y ) computed by C4.5 and the SS for the
corresponding candidate splits, denoted by τ . C4.5 would
choose τ = 2 as a split, while SS would choose a split close
to τ = 0, potentially avoiding the misclassification of test
examples in the interval (0, 2), for which there is no training
data. If the measurements are noisy such that e.g. x(2) = 0.2
and x(3) = −0.2, C4.5 would select τ = 0.2 or τ = 2, as
seen in Figure 1b. The SS would select a value close to zero.
Soft training propagation
Let us now discard two training examples, and keep x(1) =
(−2, 0) and x(4) = (2, 1). We model the uncertainty of
X , such that x(1) ∼ N(−2, σ
2) and x(4) ∼ N(2, σ
2) are
drawn from normal distributions with mean µ(1) = −2 and
µ(2) = 2, and common variance σ
2. Let us also consider
the test point x(t) = (x(t), 1). We analyze the probability of
misclassifying x(t). We note that the sum and difference of
normal distributions are also normally-distributed:
d = x(1) − x(4) ∼ N(−2− 2, σ
2 + σ2) = N(−4, 2σ2),
s = x(1) + x(4) ∼N(−2 + 2, σ
2 + σ2) = N(0, 2σ2),
m = s2 =
x(1)+x(4)
2 ∼ N(
1
2 · 0,
1
22 ) = N(0,
σ2
2 )
Let us assume that the search selects the midpoint m as a
split value. The prediction yˆ(x(t)) depends on whether the
difference c = x(t) −m is greater than or less than 0. Specif-
ically, the probability of misclassifying x(t) is composed by
two terms:
P
(
yˆ(x(t)) = 0
)
= P (d < 0)P (c < 0) + P (d > 0)P (c > 0).
In case x(1) is smaller than x(4), C4.5 assigns class 0 to x(t)
iff x(t) < m. In case x(1) is greater than x(4), C4.5 assigns
class 0 to x(t) iff m < x(t). Each of the above probabilities
is given by the CDF associated with the corresponding
distribution. If we shift each distribution to have 0 mean,
we can express the probabilities as:
P (d < 0) = P (d+ 4 < 4) = Fd+4(4) = Φ
(
4
2σ
)
,
P (d > 0) = 1− P (d < 0) = 1− Φ
(
4
2σ
)
.
Fd+4 is the CDF of d+ 4. Figure 2a displays the probability
of misclassifying x(t) as a function of σ when x(t) is certain.
When x(t) = 1, and so c > 0, P
(
yˆ(x(t)) = 0
)
is nearly zero
until the distributions of the training instances start to over-
lap with increasing σ. The inverse occurs for c < 0, where
the error probability starts to decrease. Figure 2a shows how
the prediction probabilities change as the model expresses
less confidence on the training data, when using STP.
Soft evaluation
Let us now express the uncertainty about the test example,
such that x(t) is also normally distributed with variance σ
2.
We can obtain P (c < 0) and P (c > 0) as:
P (c < 0) = P (c− 1 < −1) = Fc−1(−1) = 1− Fc−1(1) =
= 1− Φ
( √
2√
3σ
)
,
P (c > 0) = 1− P (c < 0) = Φ
( √
2√
3σ
)
.
Figure 2b displays P
(
yˆ(x(t) = 0) for x(t) ∼ N(1, σ
2) and
x(t) ∼N(−1, σ
22), which now converges faster to 0.5.
4 EXPERIMENT DESIGN
The experiments assess effect of the proposed uncertainty
model in the distinct DT learning phases, and the impact of
corrupting the training versus the test data with noise.
Improving prediction performance consists in maximiz-
ing the generalization accuracy, i.e. the fraction of correctly
classified test examples, while minimizing model complex-
ity [35]. DT complexity is assessed by measuring its number
of leaves.
Each proposed soft component, SS, STP and SE is inde-
pendently compared to C4.5. The C4.5 pruning andmissing-
value strategies are equally employed in all experiments.
Pruning is extended with the Laplace correction, as recom-
mended to favor the exploration of smaller DTs for the same
accuracy [36]. We also extend the evaluation of the PLT [27]
and UDT [22] approaches to more data and noise scenarios.
4.1 Data description and pruning confidence factor
Table 1 displays the employed datasets. We sought clinical
data from open resources, including UCI machine learning
(ML) [37] and KEEL [38] repositories. Non-ordinal features
were excluded. We synthesized 5 additional datasets us-
ing an adaptation of the method by Guyon [39], available
in Scikit-learn’s implementation make classification [40]. The
datasets were generated with varying properties.
Since optimal DT size is problem- and dataset-
dependent [41], the pruning confidence factor is not op-
timized. Instead, for each dataset the confidence factor
is fixed such that the average DT size achieved by C4.5
through cross-validation (CV) is 15 leaves. This corresponds
to a binary tree wit nearly 4 levels, considered a manage-
able/interpretable number of decisions in a visual clinical
guideline. Some of the datasets were too small to reach 15
leaves, so their confidence factor is set to either 10 or 5
leaves. The confidence factor is fixed across all experiments.
4.2 Experiments
For each real dataset, 30 random train-test permutations
were created, containing respectively 70% and 30% of the
data. Stratified sampling was used, so that class proportions
are equal in all samples. For each synthetic dataset, distinct
instances were generated and divided into 30 different sets,
which were then split into 70%-30% train-test samples.
The experiments are performed with varying degrees of
noise to the data. The noise added to a variable X in a data
subset is sampled according to N(0, nx¯), with n the noise
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(a) Example with (x(1), y(1)) = (x(2), y(2)) = (−2, 0) and (x(3), y(3)) = (x(4), y(4)) = (2, 1).
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(b) Example with (x(1), y(1)) = (−2, 0) and (x(4), y(4)) = (2, 1), and noisy measurements (x(2), y(2)) = (0.2, 0) and (x(3), y(3)) = (−0.2, 1).
Fig. 1: Motivating example to show the effect of employing the soft search (SS) on the information gain I(X;Y ), with σs = 0.3.
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Fig. 2: Probability of misclassifying (x(t), 1) as function of the standard
deviation σ of the normal uncertainty model. In 2a, the uncertainty model
is considered only for the training instances x(1) and x(4), simulating
soft training propagation (STP), while x(t) is certain. In 2b x(t) has
normally-distributed noise, as in soft evaluation (SE).
factor and x¯ the training subset mean of X . The same n
is used for all its variables. All randomness was generated
with fixed seeds for reproducibility.
4.2.1 Experiment 1: noise added to the training data
Experiment 1 studies the approaches with noise added to
the training data, so we denote the training noise factor
TABLE 1: Classification datasets used in the experiments.
Dataset Source
No.
variables
No.
instances
No.
classes
Hepatitis KEEL 6 155 2
Heart disease UCI ML 8 303 2
Pima Indians diabetes UCI ML 8 768 2
South African heart UCI ML 8 462 2
Breast cancer Wisconsin UCI ML 39 569 2
Dermatology UCI ML 34 366 6
Haberman’s breast cancer UCI ML 3 306 2
Indian liver patient UCI ML 9 582 2
BUPA liver disorders UCI ML 6 345 2
Vertebral column (2 classes) UCI ML 12 310 2
Vertebral column (3 classes) UCI ML 12 310 3
Thyroid gland UCI ML 5 215 3
Oxford Parkinson’s disease UCI ML 22 194 2
SPECTF UCI ML 44 266 2
Thoracic surgery UCI ML 3 470 2
Synthetic 1 Guyon 15 30×500 2
Synthetic 2 Guyon 15 30×400 2
Synthetic 3 Guyon 20 30×300 2
Synthetic 4 Guyon 25 30×200 3
Synthetic 5 Guyon 20 30×250 3
as ntrain. The uncertainty factors us, ut, ue of the SS, STP
and SE approaches, as well as the UDT parameterw, control
the standard deviation of the uncertainty model. As such,
we tune them by cross-validation (CV) for each dataset
and ntrain. The SS parameters ω and δ are respectively
set to 6.0 and 0.1. Initial experiments showed that they do
not significantly impact the results, provided that ω is large
enough to contain most of the density of the uncertainty
distribution, and δ is small enough to ensure a large set of
candidate splits. The PLT parameters τ− and τ+ are derived
using the method proposed by Quinlan [27]. We summarize
the steps for model tuning and evaluation:
For each 70%−30% train-test permutation, ntrain and
model:
1. Hold out the 30% test set
2. If model has parameter to set (us, ut, ue, or w), use
(PREPRINT) IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, SUBMITTED FOR REVIEW, AUGUST 2019 7
the 70% training set to tune it by CV:
(a) Compute 10 stratified CV folds.
(b) Add noise to the CV training folds, distributed
as N(0, ntrainx¯). Do not add noise to the CV
validation folds.
(c) Tune the parameter to maximize CV accuracy.
3. Add noise to the initial 70% training set, distributed
as N(0, ntrainx¯).
4. Learn a tree using the noisy training set, and the
selected parameter value, if applicable.
5. Evaluate the tree on the 30% test set, to which no
noise was added.
C4.5 and PLT do not undergo step 2.
4.2.2 Experiment 2: noise added to the test data
Experiment 2 evaluates the merit of the models built on
data without added noise in predicting the labels of noisy
test cases. Noise is added to the data used for evaluation,
and we denote n as ntest. Model evaluation is done as:
For each 70% − 30% train-test permutation, ntest and
model:
1. Hold out the 30% test set
2. If model has parameter to set (us, ut, ue, or w), use
the 70% training set to tune it by CV:
(a) Compute 10 stratified CV folds.
(b) Do not add noise to the CV training folds.
Add noise to the CV validation folds, distri-
buted as N(0, ntestx¯).
(c) Tune the parameter to maximize CV accuracy.
3. Learn a tree using the initial 70% training set, and
the selected parameter value, if applicable
4. Add noise to the 30% test set, distributed as
N(0, ntestx¯).
5. Evaluate the tree on noisy the 30% test set.
As before, C4.5 and PLT do not undergo step 2. Note that
noise is added to the CV validation folds.
5 RESULTS
Section 5.1 illustrates SS, STP and SE on a single variable. In
Section 5.2, we show the results of Experiments 1 and 2.
5.1 Illustration on a single variable
We take the ejection fraction (EF) estimates of the Data
Science Bowl Cardiac Challenge [42]. EF is a variable of critical
importance in cardiology. Implantable device therapy is
officially recommended for EF < 35% [43]. Therefore, we
take cases with EF < 35% to have positive eligibility, i.e.
Y = 1(EF < 35%), as shown in Figure 3a. Adding random
noise to these data results in 7 false negatives (FN) and 5
false positives (FP), as seen in Figure 3b.
Soft search: In Section 3.4, we motivated the SS as way of
increasing the set of candidate splits and smoothing the in-
formation gain. We now observe this on real measurements.
Figure 4a displays the number of patients for each class
and EF value, N(y, x(i)), like a histogram. Figure 4b shows
the same data with noise. Figure 4c shows the SS density
increments ∆ρ(y, τ), and SS information gain.
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(b) EF measurements with added noise.
Fig. 3: (a) Ejection fraction (EF) data of the Data Science Bowl Cardiac
Challenge. (b) Same data with noise sampled fromN(0, 0.1x¯), with x¯ the
mean. EF < 35% indicates therapy eligibility leading to true negatives
(TN), true positives (TP), false positives (FP), false negatives (FN).
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Fig. 4: Information gain computation the ejection fraction (EF) measure-
ments of Figure 3, using the standard search (a,b) or soft search (SS)
with us = 0.1 (c). The left (a) and (b) plots show the number of patients
for each class and x(i), N(y = 0, x(i)) and N(y = 1, x(i)). The left (c)
plot displays the SS density increments, ∆ρ(y, τ). The bottom plots
show the corresponding information gain.
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TABLE 2: Class probability estimates at leaves nL and nR of the trees
learned on the noisy ejection fraction (EF) dataset of Figure 3b. Decision
trees (DTs) learned using standard or soft training propagation (STP).
Standard training propagation STP
pˆ(y = 0|nL) 0.000 0.310
pˆ(y = 1|nL) 1.000 0.790
pˆ(y = 0|nR) 0.981 0.979
pˆ(y = 1|nR) 0.018 0.021
TABLE 3: Class probability estimates for the misclassified examples of
the noisy ejection fraction (EF) data in Figure 3b, estimated by the tree
learned with C4.5 on the non-noisy data in Figure 3a.
Hard evaluation SE
Patient pˆ(y = 0|x) pˆ(y = 1|x) pˆ(y = 0|x) pˆ(y = 1|x)
False negative
6 1.00 0.00 0.54 0.46
33 1.00 0.00 0.83 0.17
269 1.00 0.00 0.67 0.33
280 1.00 0.00 0.91 0.09
295 1.00 0.00 0.51 0.49
309 1.00 0.00 0.79 0.21
False positive
42 0.00 1.00 0.16 0.84
116 0.00 1.00 0.33 0.67
167 0.00 1.00 0.39 0.61
228 0.00 1.00 0.30 0.70
359 0.00 1.00 0.49 0.51
478 0.00 1.00 0.30 0.70
Soft search methods such SS or UDT increase the set of
candidate splits. This dataset has 500 instances. Employing
UDT with a resampling factor s = 100 raises the number of
information gain computations from 5e2 to 5e4 [22]. Setting
the SS parameters e.g. as w = 8, δ = 0.05 and us = 0.1
limits this number to a maximum of approximately 2.3e3.
Soft training propagation: To illustrate how STP alters the
class probability estimates, we consider the noisy data of
Figure 3b. We learned two single-node two-leaf trees using
the standard training propagation and STP with up = 0.1.
Table 2 shows that the class probability estimates are less
extreme when STP is employed, as they reflect the choice of
noise distribution.
Soft evaluation: Figure 3b shows that 7 FN and 5 FP were in-
troduced by the noise added to the EF dataset. Table 3 shows
the probability estimates of those misclassified examples,
obtained using hard or soft evaluation, with ue = 0.1. The
numbers of FN and FP are different because the algorithm
learned a threshold of 35.37% rather than 35%.
5.2 Experimental results
The average number of leaves, test accuracy and running
time are computed over 30 train-test permutations, for each
experiment and dataset. The absolute difference to C4.5,
averaged over all datasets, is displayed in Tables 4 and 5.
However, since absolute results of distinct datasets can-
not be directly compared [44], we focus on standardized
metrics. The results of each dataset and method were
standardized by the dataset’s baseline. The baseline result
is obtained by C4.5 without added noise, and estimated
with the 30 permutations. The standardization consists in
subtracting the baseline mean, and dividing by the baseline
standard deviation. E.g. the baseline of the Heart disease
dataset has mean 15.0 leaves and standard deviation 3.0
leaves. In this case, standardized results 0.0, −1.0 and
1.5 translate into 15.0, 12.0 and 19.5 leaves, respectively.
Tables 4 and 5 display the standardized metrics, averaged
over all datasets, and Figure 5 shows the corresponding
boxplots. Computational times are merely indicative, as the
experiments were run on a cluster, and the specifications of
the machines may vary slightly.
All approaches show an increase in the number of leaves
and a reduction in test accuracy as the noise factor grows.
The decrease in accuracy was sharper for the predictions
made on noisy test data, as seen in Table 5.
SS, STP and UDT show maintenance or non-statistically
significant improvement in accuracy compared to C4.5, in
all noise scenarios. In Table 4, we see that STP had higher
accuracy compared to the other methods for all ntrain
and ntest. For the SS and STP approaches, the maintenance
of accuracy was accompanied by statistically significant
reductions in the number of leaves compared to C4.5 and
UDT. The SS tree size reduction was statistically significant
for noise factors greater than 0.00. STP had a further re-
duction in tree size, significant for all ntrain and ntest. The
maintenance of accuracy by UDT compared to C4.5 was
accompanied by an increase in the number of leaves. The
method was considerably slower than SS and STP.
In Experiment 1, the accuracies obtained by SE and PLT
were equal or smaller than those obtained through hard
evaluation, as seen in Table 4. This is particularly evident
when ntrain = 0. The number of leaves remains unchanged
as these methods do not affect training.
On the contrary, Table 5 shows that SE accuracy was
superior to that of hard evaluation in Experiment 2 for
ntest ≥ 0.05. However, this increase was not statistically
significant. It suggests that the uncertainty distribution con-
sidered in the SE approach better captures the noise added
to the data, compared to PLT.
6 DISCUSSION
We propose a probabilistic DT approach to handle uncertain
data, which separates the uncertainty model in three inde-
pendent algorithm components. Our experiments evaluate
these components in their ability to handle varying degrees
of noise in the training and test data.
The first observation is that corrupting the data de-
creases the accuracy of the predictions, specially if the
noise is in the test data. Accordingly, learning on data with
increasing uncertainty results in DTs with a larger number
of leaves, as the models attempt to learn the particularities
of the training set.
The results indicate that SS, STP and UDT are at least as
robust to noise as C4.5, with non-significant improvements
in accuracy. This was observed both for training or test data
noise. UDT results are consistent with previous experiments
with accuracy gains in the order of 3%, but where DT size
was not reported [22].
All soft training methods had longer running times
compared to C4.5, the slowest being UDT. When comparing
the search approaches, we observe that, by employing the
discretization in Equation 12, SS increases the set of possible
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thresholds compared to C4.5, while preventing the compu-
tation of the information gain for values x(i) that are very
close. UDT generates s samples for each measurement. The
number of entropy computations per attribute is bounded
by s|D|, and therefore grows with the size of the dataset.
Using SS, this number is bounded by 1
δ
(τmax − τmin), and
does not grow with |D|.
While maintaining accuracy, SS and STP led to signif-
icantly smaller DTs. All approaches built larger trees for
increasing ntrain, as they start to overfit to the noise. SS and
STP were able to cope with this by reducing the number
of splits, acting as regularizers. This can be interpreted as
a consequence of having class probability estimates that
reflect the uncertainty, illustrated in Figure 2a and Table 2,
on the pruning algorithm. The C4.5 pruning method uses
a statistical test on the training data to make a pessimistic
estimate the generalization error. Using a soft training ap-
proach expresses less confidence in the data, causing the
pruning algorithm to remove more nodes. Tree size re-
ductions were also observed for the multivariate sigmoid-
split approach [23]. However, they were most likely caused
by the use of multivariate split functions, which are able
to express complex rules more compactly, at the cost of
reduced interpretability.
To investigate if the DT size reduction could be obtained
by changing the C4.5 pruning confidence factor c, in Ap-
pendix C we show the result of varying c when using C4.5,
SS or STP for the first 5 datasets of Table 1. For lower c,
SS resulted in smaller models with similar accuracy. In the
overfitting range, this tendency is inverted. This indicates
that the estimated class probabilities are more accurate with
SS, when the model actually learned representative splits.
STPs has led to consistently smaller trees than C4.5, except
when c is vey close to 1.
Given that the uncertainty models in SS, STP and UDT
are all Gaussian, an explanation for the disparity in results
obtained by the proposed soft training approaches and
UDT could be the mismatch between the uncertainty model
considered in the algorithms and the distribution of the
noise added to the data. In our experiments, the same
distribution was used in SS and STP and in the noise model,
i.e. the standard deviation was a factor of the variable mean.
In UDT, the standard deviation is instead a factor of the
range of the data. This is also suggested by the values of
the w parameter selected through CV displayed in Figures
A.1 and A.2, which are smaller than us and ut. Some
degree of correlation between the parameters us, ut and the
noise factors ntrain, ntest was observed. But no significant
correlation was observed between w and ntrain or ntest.
We hypothesize that the soft learning works more effec-
tively as the uncertainty model approximates the real noise
distribution. We therefore recommend the use of uncertainty
models specified by domain experts. In our experiments,
noise was simulated as an experimental proof-of-concept.
To validate our approach on concrete clinical decision prob-
lems, the uncertainty distribution and its parameters shall
be estimated a priori for each variable. Such an estimation
may be based, for instance, on the meta-analysis of clinical
studies and on empirical clinical knowledge.
TABLE 4: Results for Experiment 1. Standardized metrics and abso-
lute difference to C4.5 are presented, averaged over all datasets. The
standardized results are tested for statistically significant differences
according to a Wilcoxon signed-ranks test [45], where each result is
tested against C4.5 with the same ntrain. Standardized results with
p < .001 highlighted in bold.
Metric Method
Training data noise factor (ntrain)
0.00 0.05 0.10 0.20 0.30 0.40 0.50
No. leaves
standardized
by C4.5 with
ntrain = 0
C4.5 0.00 0.44 0.72 1.09 1.42 1.75 2.03
SS -0.48 -0.78 -0.81 -0.41 -0.01 0.40 0.75
STP -1.11 -2.19 -2.06 -1.95 -0.90 -1.01 -0.16
SE 0.00 0.44 0.72 1.09 1.42 1.75 2.03
PLT 0.00 0.44 0.72 1.09 1.42 1.75 2.03
UDT 0.46 0.64 0.83 1.25 1.81 1.97 2.17
Absolute diff.
in no. leaves
to C4. with
same ntrain
SS -2.9 -5.1 -5.6 -5.4 -5.4 -5.3 -5.0
STP -5.4 -8.4 -8.6 -9.3 -8.9 -9.3 -8.7
SE 0.0 0.0 0.0 0.0 0.0 0.0 0.0
PLT 0.0 0.0 0.0 0.0 0.0 0.0 0.0
UDT 1.5 0.43 0.6 0.7 1.1 0.4 0.2
Accuracy
standardized
by C4.5 with
ntrain = 0
C4.5 0.00 -0.52 -0.87 -1.27 -1.59 -1.65 -2.06
SS 0.26 -0.14 -0.39 -0.79 -1.05 -1.23 -1.40
STP 0.32 -0.03 -0.30 -0.70 -0.86 -1.06 -1.24
SE -0.60 -0.57 -0.87 -1.27 -1.59 -1.81 -1.94
PLT -0.51 -0.67 -1.01 -1.38 -1.68 -1.75 -2.14
UDT 0.09 -0.45 -0.72 -1.10 -1.36 -1.70 -1.81
Absolute diff.
in accuracy (%)
to C4. with
same ntrain
SS 0.8 1.2 1.7 1.6 1.8 1.3 2.1
STP 0.9 1.6 2.0 1.9 2.3 1.9 2.6
SE -2.0 -0.3 0.0 -0.1 0.0 -0.5 0.3
PLT -1.2 -0.5 -0.4 -0.3 -0.2 -0.2 -0.2
UDT 0.3 0.1 0.5 0.4 0.6 -0.3 0.7
Absolute diff.
running time (s)
to C4. with
same ntrain
SS 2.7 5.6 4.5 4.9 5.1 4.3 5.2
STP 1.0 1.2 1.4 1.9 1.9 1.5 1.5
SE 0.0 0.1 -0.1 0.1 0.0 0.1 0.2
PLT 0.1 0.2 0.2 0.2 0.2 0.2 0.2
UDT 40.6 45.0 37.6 49.0 53.9 37.3 44.2
TABLE 5: Results for Experiment 2. Standardized metrics and abso-
lute difference to C4.5 are presented, averaged over all datasets. The
standardized results are tested for statistically significant differences
according to a Wilcoxon signed-ranks test [45], where each result is
tested against C4.5 with the same ntest. Standardized results with
p < .001 highlighted in bold.
Metric Method
Test data noise factor (ntest)
0.00 0.05 0.10 0.20 0.30 0.40 0.50
No. leaves
standardized
by C4.5 with
ntest = 0
C4.5 0.00 0.00 0.00 0.00 0.00 0.00 0.00
SS -0.48 -1.10 -1.07 -0.81 -0.93 -0.81 -0.77
STP -1.11 -1.73 -1.89 -2.05 -1.90 -2.16 -1.98
SE 0.00 0.00 0.00 0.00 0.00 0.00 0.00
PLT 0.00 0.00 0.00 0.00 0.00 0.00 0.00
UDT 0.46 0.62 0.49 0.45 0.47 0.33 0.49
Absolute diff.
in no. leaves
to C4. with
same ntest
SS -2.9 -4.3 -4.3 -3.4 -4.0 -3.5 -3.4
STP -5.4 -7.0 -7.3 -7.7 -7.5 -7.7 -7.5
SE 0.0 0.0 0.0 0.0 0.0 0.0 0.0
PLT 0.0 0.0 0.0 0.0 0.0 0.0 0.0
UDT 1.5 1.7 1.3 1.2 0.9 0.9 1.5
Accuracy
standardized
by C4.5 with
ntest = 0
C4.5 0.00 -0.97 -1.38 -2.01 -2.59 -3.06 -3.50
SS 0.26 -0.50 -0.82 -1.45 -1.85 -2.27 -2.62
STP 0.32 -0.40 -0.72 -1.18 -1.54 -1.91 -2.15
SE -0.60 -0.85 -1.19 -1.79 -2.32 -2.78 -3.19
PLT -0.51 -1.16 -1.60 -2.28 -2.90 -3.43 -3.86
UDT 0.09 -0.64 -1.02 -1.74 -2.39 -2.94 -3.46
Absolute diff.
in accuracy (%)
to C4. with
same ntest
SS 0.8 1.5 2.0 1.8 2.2 2.4 2.7
STP 0.9 1.7 2.1 2.5 3.2 3.4 4.1
SE -2.0 -0.2 0.0 -0.1 -0.1 -0.2 -0.1
PLT -1.2 -0.5 -0.5 -0.6 -0.6 -0.7 -0.7
UDT 0.3 0.6 0.8 0.5 0.3 0.1 -0.1
Absolute diff.
running time (s)
to C4. with
same ntrain
SS 2.05 4.8 6.0 4.8 4.7 3.3 5.29
STP 1.7 2.8 2.8 3.2 3.7 3.4 3.40
SE 0.1 0.1 0.1 0.1 0.0 0.0 0.0
PLT 0.0 0.0 0.0 0.0 0.0 0.0 0.0
UDT 40.9 37.7 33.9 38.1 39.0 40.3 39.9
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(a) Standardized number of leaves of Experiment 1 - training data noise.
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(b) Standardized test accuracy (%) of of Experiment 1 - training data noise.
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(c) Standardized number of leaves of Experiment 2 - test data noise.
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(d) Standardized test accuracy (%) of Experiment 2 - test data noise.
Fig. 5: Results of the experiments displayed as boxplots of the standardized metrics for all datasets. (a,b) - Experiment 1: models trained on data
with increasing levels of noise ∼ N(0, ntrainx¯), and evaluated on data without added noise. (c,d) - Experiment 2: models trained on data without
added noise, and evaluated on data with noise ∼ N(0, ntestx¯). The baseline was obtained with C4.5.
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SE and PLT did not improve accuracy given noisy train-
ing data, compared to the standard hard split approach.
When noise was added to the test data, SE led to non-
significant increases in accuracy. This suggests that model-
ing uncertainty to target training data noise is only effective
when this model is incorporated in the training phase, and
not during evaluation. As such, we do not recommend the
use of soft evaluation to handle training noise.
The disparity between the SE and the PLT results may
also be explained by the consistency between the uncer-
tainty model considered by the algorithms, and the model
used to corrupt the data. PLT has demonstrated 2-3% error
rate reductions on a previous experiment using a single
dataset, where the shape of the uncertainty model had been
optimized.
7 CONCLUSIONS
This paper presents a probabilistic DT learning approach
to handle the uncertainty in the data, where the uncer-
tainty model is separated in three independent algorithm
components. The context is providing interpretable models
for clinical decision support, with the motivation that the
acknowledgement of uncertainty will facilitate the adoption
of automated learning approaches in practice.
Previous DT algorithms suggest the potential of prob-
abilistic approaches to improve prediction robustness, and
the need for an evaluation on more datasets and levels of
noise. The impact of considering an uncertainty model in
the learning phase or during evaluation was not however
reported, as well as the impact of having noise is the training
examples or the test examples.
In our approach, the uncertainty representation is in-
corporated: in the learning phase when searching for the
optimal thresholds (SS), when propagating the training data
through the tree (STP), and in the evaluation phase when
obtaining predictions for unseen data (SE). Any model
can be chosen to capture the uncertainty. Our purpose is
to incorporate clinical knowledge about the reliability of
measurements. But as a proof-of-concept, we model the
uncertainty as normally-distributed noise.
In our experiments, corrupting the test data seems to
have a more severe impact on accuracy than adding noise
to the training data. Upon increased noise, the soft train-
ing components, SS, STP and UDT, show maintained or
improved accuracy compared to C4.5. STP and SS act as
regularizers, showing significant reductions in tree size,
with STP outperforming the latter. This was not the case of
UDT, possibly given the disparity between the noise model
in the data and the uncertainty model in the algorithm.
The running times of SS and STP were lower than those
of UDT. None of the soft evaluation approaches shows
significant benefit compared to hard evaluation. Overall, we
recommend using SS and STP with an uncertainty model
that approximates as much as possible the real noise in
the data. Finally, our study shows the importance of the
acknowledgement of data uncertainty when learning de-
cision models. Ideally, when designing clinical studies, an
assessment of the reliability of each measurement should be
considered part of the database.
Future work directions include evaluating the approach
with domain-specific noise distributions, and studying the
conditions under which the soft training provides benefit,
regarding the complexity of the data. For highly separable
data, the benefit of any soft approach is expected to be
limited.
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APPENDIX A
PARAMETER TUNING
Figures A.1 and A.2 display the average value of the param-
eters that control the uncertainty distribution for SS, STP, SE
and UDT, selected through CV.
APPENDIX B
PRUNING ALGORITHM IN C4.5
C4.5 employs the following pruning algorithm. Consider a
leaf with majority class y, where an instance misclassifica-
tion follows a Bernoulli distribution with probability p(¬y).
We now show how to obtain an estimate pˆ of p(¬y) from
the training data. During training, the leaf sees N instances,
N(y) belong to class y. Let us assume that the number
of training errors N(¬y) follows a binomial distribution,
N(¬y) ∼ B
(
N, p(¬y)
)
. One approach to estimating p(¬y)
is to consider the upper limit of the confidence interval
[pL, pU ] of this binomial under a specified confidence level,
pˆ = pU . In C4.5, a two-tailed confidence level is set by
specifying the confidence factor c, such that the probability
that p(¬y) > pˆ is smaller than c2 . To estimate the bino-
mial confidence limits, the Clopper-Pearson method was
used [46].
The number of errors is finally estimated by multiply-
ing the number of instances by the probability estimate,
Nˆ(¬y) = N × pU . This is computed for three scenarios: 1)
maintaining the node 2) replacing the node by a leaf and 3)
replacing the node by the subbranch with smallest predicted
error. The smallest-error scenario is chosen. If c is small, pˆ
will be higher for leaves with less instances, and the tree will
be more aggressively pruned. If c is high, pˆ will be smaller
for nodes with few instances compared to the parent. The
tree will be less pruned.
APPENDIX C
CHANGING THE PRUNING CONFIDENCE FACTOR
To complement the results, we investigate if the reduction in
the number of leaves with maintained accuracy could have
been achieved using C4.5 with a distinct pruning confidence
factor c, in order to achieve the same regularizing effect. We
evaluated the models learned using C4.5 and SS for c ∈ [0, 1]
with noise levels ntrain = 0 and ntrain = 0.1. The results
can be seen in Figures C.1 and C.2 for 5 of the datasets.
Both in the case with no-added noise and with n = 0.1, the
SS approach led to smaller trees for the lower range of c.
The differences in accuracy between the two methods were
small. This indicates that for the lower range of c, SS was
able to make more assertive estimates of the generalization
error compared to C4.5.
APPENDIX D
ABSOLUTE RESULTS
This section of the Appendix shows the absolute value of
the accuracy and number of leaves for each, obtained with
train and test noise levels 0.0 and 0.2.
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Fig. A.1: Average uncertainty factors (us, ut, ue) and window factor (w)
selected to maximize cross-validation (CV) accuracy in the presence of
noise added to the CV training folds.
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Fig. A.2: Average uncertainty factors (us, ut, ue) and window factor (w)
selected to maximize cross-validation (CV) accuracy in the presence of
noise added the CV validation folds.
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Fig. C.1: Effect of varying the pruning confidence factor using C4.5, soft
search (SS) or soft training propagation (STP) without added noise and
optimal us and ut, selected through cross-validation (CV).
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(c) Pima Indians diabetes dataset
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Fig. C.2: Effect of varying the pruning confidence factor using C4.5, soft
search (SS) or soft training propagation (STP) with ntrain = 0.1 and
optimal us and ut, selected through cross-validation (CV).
(PREPRINT) IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING, SUBMITTED FOR REVIEW, AUGUST 2019 15
TABLE 6: Average absolute number of leaves per dataset in Experiment 1, with ntrain = 0.00 and ntrain = 0.20.
Dataset
ntrain = 0.00 ntrain = 0.20
C4.5 SS STP SE PLT UDT C4.5 SS STP SE PLT UDT
Hepatitis 5.0 3.0 2.5 5.0 5.0 5.0 5.2 2.5 1.5 5.2 5.2 5.3
Heart disease 15.0 13.1 4.9 15.0 15.0 15.8 16.4 8.5 3.6 16.4 16.4 15.8
Pima Indians diabetes 15.2 2.9 5.0 15.2 15.2 19.1 17.5 13.5 4.0 17.5 17.5 20.2
South African heart 15.0 6.1 3.0 15.0 15.0 15.3 18.0 6.9 3.8 18.0 18.0 19.2
Breast cancer Wisconsin 10.0 12.8 11.6 10.0 10.0 12.2 13.6 14.9 17.4 13.6 13.6 14.4
Dermatology 10.1 11.9 21.7 10.1 10.1 10.2 10.9 10.6 11.4 10.9 10.9 10.2
Haberman 15.1 10.0 2.0 15.1 15.1 19.9 18.4 10.3 5.6 18.4 18.4 20.2
Indian liver patient 15.5 1.4 1.0 15.5 15.5 15.5 17.7 1.5 1.0 17.7 17.7 19.2
BUPA liver disorders 15.2 10.7 9.1 15.2 15.2 15.2 16.9 10.1 6.4 16.9 16.9 18.4
Vertebral column (2c) 15.1 15.1 11.8 15.1 15.1 15.1 16.5 17.8 13.6 16.5 16.5 17.8
Vertebral column (3c) 15.1 12.4 11.4 15.1 15.1 15.0 17.4 16.1 11.1 17.4 17.4 16.1
Thyroid gland 5.0 5.4 5.2 5.0 5.0 5.0 5.6 5.1 4.7 5.6 5.6 5.3
Oxford PD 5.0 5.3 2.3 5.0 5.0 5.4 5.7 4.9 2.9 5.7 5.7 7.4
SPECTF 15.0 20.0 4.3 15.0 15.0 14.9 15.5 23.7 4.1 15.5 15.5 15.4
Thoracic surgery 15.5 3.6 1.0 15.5 15.5 23.4 18.5 3.1 1.0 18.5 18.5 21.9
Synthetic 1 15.2 15.2 15.2 15.2 15.2 21.9 20.4 7.3 6.5 20.4 20.4 22.9
Synthetic 2 15.0 15.0 15.0 15.0 15.0 15.3 25.7 18.5 5.1 25.7 25.7 25.7
Synthetic 3 15.6 12.2 7.8 15.6 15.6 17.0 20.6 12.3 8.0 20.6 20.6 19.6
Synthetic 4 15.2 12.7 6.1 15.2 15.2 16.5 20.0 12.8 11.4 20.0 20.0 19.6
Synthetic 5 15.2 15.2 15.2 15.2 15.2 16.4 17.6 9.4 9.1 17.6 17.6 18.3
Average difference to C4.5 -2.9 -5.4 0.0 0.0 1.5 -5.4 -9.3 0.0 0.0 0.7
TABLE 7: Average absolute test accuracy (%) per dataset in Experiment 1, with ntrain = 0.00 and ntrain = 0.20.
Dataset
ntrain = 0.00 ntrain = 0.20
C4.5 SS STP SE PLT UDT C4.5 SS STP SE PLT UDT
Hepatitis 79.0 79.6 78.6 78.4 78.3 79.0 78.9 80.8 79.7 79.2 79.2 79.4
Heart disease 71.6 71.6 73.3 68.4 68.4 71.4 69.9 72.0 72.6 71.5 69.8 71.4
Pima Indians diabetes 74.3 74.5 75.0 74.5 74.3 74.3 71.8 72.7 73.3 71.6 71.4 71.8
South African heart 65.5 67.9 67.5 65.9 65.5 66.7 65.4 67.5 67.7 65.0 65.4 66.1
Breast cancer Wisconsin 93.2 94.1 94.0 93.3 93.0 94.6 92.3 92.4 93.3 93.2 92.4 93.0
Dermatology 95.7 95.7 95.6 86.9 83.4 95.7 94.8 95.4 95.2 94.3 92.7 95.4
Haberman 71.4 73.6 73.0 71.9 71.8 69.5 69.9 73.3 73.9 70.3 70.2 71.6
Indian liver patient 68.2 70.9 71.0 68.1 68.1 68.2 67.5 70.6 71.0 67.7 67.7 67.9
BUPA liver disorders 66.1 66.9 64.6 65.2 64.3 66.1 60.6 64.1 62.1 60.1 60.6 60.4
Vertebral column (2c) 79.1 79.1 79.6 79.0 79.0 79.1 78.2 77.0 77.5 77.7 77.2 77.5
Vertebral column (3c) 81.4 80.5 82.4 81.2 80.4 81.0 76.2 78.8 79.3 77.9 76.0 77.8
Thyroid gland 92.8 92.5 92.8 92.5 91.4 92.8 91.7 90.4 90.7 90.7 90.0 90.8
Oxford PD 83.6 84.2 82.4 83.0 83.4 84.8 79.7 80.5 81.7 81.2 79.8 80.3
SPECTF 74.0 75.8 79.0 75.0 74.9 74.1 70.3 74.6 79.0 71.7 71.0 71.6
Thoracic surgery 80.1 84.1 85.1 79.4 80.1 82.3 80.3 84.6 85.1 79.0 80.5 83.6
Synthetic 1 72.6 72.6 72.6 63.7 71.8 72.2 52.6 51.7 52.0 52.2 52.7 52.3
Synthetic 2 77.8 77.8 77.8 68.4 77.2 80.1 56.7 55.1 54.8 53.7 55.5 53.8
Synthetic 3 69.1 69.2 69.0 67.8 68.2 68.6 52.1 55.7 56.9 54.7 52.1 55.4
Synthetic 4 54.6 54.6 55.2 49.9 54.1 55.5 36.9 37.2 35.4 33.6 35.4 33.4
Synthetic 5 57.0 57.0 57.0 55.4 55.5 57.1 40.5 44.6 43.0 39.2 40.1 40.4
Avg. difference to C4.5 0.8 0.9 -2.0 -1.2 0.3 1.6 1.9 -0.1 -0.3 0.4
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TABLE 8: Average absolute test accuracy (%) per dataset in Experiment 2, with ntest = 0.00 and ntest = 0.20.
Dataset
ntest = 0.00 ntest = 0.20
C4.5 SSS STP SE PLT UDT C4.5 SSS STP SE PLT UDT
Hepatitis 79.0 79.6 78.6 78.4 78.3 79.0 75.2 79.3 78.9 75.2 75.3 75.2
Heart disease 71.6 71.6 73.3 68.4 68.4 71.4 66.5 67.8 71.7 66.0 65.8 65.6
Pima Indians diabetes 74.3 74.5 75.0 74.5 74.3 74.3 69.3 69.3 71.0 69.6 69.8 69.3
South African heart 65.5 67.9 67.5 65.9 65.6 66.7 66.1 67.2 67.8 66.2 65.9 66.1
Breast cancer Wisconsin 93.2 94.2 94.0 93.3 93.0 94.6 86.5 90.9 90.2 86.4 86.1 87.3
Dermatology 95.7 95.7 95.6 86.9 83.4 95.7 87.0 89.6 89.5 87.0 79.9 95.5
Haberman 71.4 73.6 73.0 71.9 71.8 69.5 71.3 71.0 74.2 71.0 71.1 71.3
Indian liver patient 68.2 70.9 71.0 68.1 68.1 68.2 68.5 70.9 71.0 68.4 68.3 68.5
BUPA liver disorders 66.1 66.9 64.7 65.2 64.3 66.1 61.1 61.4 63.0 61.0 61.0 61.1
Vertebral column (2c) 79.1 79.1 79.6 79.0 79.0 79.1 75.8 75.8 77.3 75.8 75.3 75.8
Vertebral column (3c) 81.4 80.5 82.4 81.2 80.4 81.0 75.5 76.6 77.5 75.6 74.3 75.6
Thyroid gland 92.8 92.5 92.8 92.5 91.4 92.8 83.2 88.4 85.3 83.0 82.6 85.3
Oxford PD 83.6 84.2 82.4 83.0 83.4 84.8 77.6 78.6 77.8 77.5 77.3 76.5
SPECTF 74.0 75.8 79.0 75.0 74.9 74.1 72.4 75.2 79.0 72.4 72.1 72.9
Thoracic surgery 80.1 84.1 85.1 79.4 80.2 82.3 78.7 78.8 85.1 78.3 78.6 78.9
Synthetic 1 72.6 72.6 72.6 63.7 71.8 72.2 51.6 52.2 52.8 51.4 51.5 52.4
Synthetic 2 77.8 77.8 77.8 59.6 77.2 80.1 51.4 54.0 53.2 50.9 51.5 51.4
Synthetic 3 69.1 69.2 69.0 67.8 68.2 68.6 53.9 55.4 55.7 54.0 53.7 53.4
Synthetic 4 54.6 54.7 55.3 49.9 54.1 55.5 35.4 39.4 36.3 35.4 35.3 35.9
Synthetic 5 57.0 57.0 57.0 55.4 55.6 57.1 39.5 41.2 39.6 39.7 39.5 38.0
Avg. difference to C4.5 0.8 0.9 -2.0 -1.2 0.3 1.8 2.5 -0.1 -0.6 0.5
TABLE 9: Average absolute learning and evaluation time (s) per dataset in Experiment 1, with ntrain = 0.00 and ntrain = 0.20.
Dataset
ntrain = 0.00 ntrain = 0.20
C4.5 SSS STP SE PLT UDT C4.5 SSS STP SE PLT UDT
Hepatitis 0.03 1.60 0.13 0.02 0.07 0.02 0.06 3.45 0.20 0.05 0.11 0.03
Heart disease 0.04 1.24 0.33 0.04 0.11 4.80 0.22 2.82 1.31 0.11 0.25 4.80
Pima Indians diabetes 0.29 6.98 1.26 0.16 0.37 26.19 0.61 9.51 4.71 0.35 0.83 132.99
South African heart 0.31 4.23 1.30 0.13 0.31 27.69 0.40 4.44 1.75 0.18 0.43 56.98
Breast cancer Wisconsin 0.83 7.93 10.63 0.44 1.06 287.86 0.94 10.10 17.47 0.51 1.15 227.31
Dermatology 0.10 5.57 1.18 0.06 0.19 3.31 1.06 10.22 0.98 0.62 1.51 157.46
Haberman 0.03 0.51 0.44 0.02 0.04 1.34 0.07 1.57 0.28 0.05 0.09 12.62
Indian liver patient 0.19 6.56 1.30 0.17 0.23 0.14 0.37 10.10 3.07 0.30 0.52 0.31
BUPA liver disorders 0.09 1.75 0.09 0.04 0.08 0.05 0.15 1.97 0.69 0.10 0.19 21.91
Vertebral column (2c) 0.19 0.19 0.34 0.09 0.21 0.09 0.18 2.37 0.36 0.10 0.25 33.51
Vertebral column (3c) 0.10 1.26 0.13 0.06 0.13 17.18 0.16 1.67 0.36 0.07 0.15 0.08
Thyroid gland 0.02 1.13 0.02 0.01 0.02 0.01 0.06 0.79 0.06 0.03 0.06 7.40
Oxford PD 0.11 1.45 0.80 0.07 0.16 26.18 0.16 1.94 0.66 0.09 0.21 33.04
SPECTF 0.20 6.62 2.19 0.12 0.25 9.70 0.52 5.61 6.38 0.34 0.76 0.34
Thoracic surgery 0.11 2.61 0.45 0.05 0.12 6.10 0.20 5.97 0.87 0.08 0.28 29.22
Synthetic 1 0.64 0.64 0.34 0.34 1.00 140.76 1.28 10.52 1.52 0.52 1.65 137.90
Synthetic 2 0.47 0.47 0.23 0.23 0.80 98.04 0.91 9.36 3.79 0.40 1.20 89.28
Synthetic 3 0.39 3.76 1.37 0.21 0.75 71.05 0.53 4.91 1.31 0.30 0.91 0.35
Synthetic 4 0.37 3.40 1.42 0.18 0.81 53.46 0.53 4.68 0.68 0.23 0.85 0.29
Synthetic 5 0.41 0.41 0.20 0.19 0.71 42.43 0.61 5.88 0.72 0.26 1.03 43.77
Avg. difference to C4.5 2.67 0.96 -0.12 0.12 40.57 4.94 1.91 -0.22 0.17 49.03
