We present a parallel adjoint framework for aerodynamic shape optimization problems using an embedded-boundary Cartesian mesh method. The design goals for the framework focus on an efficient and systematic integration of the underlying software modules. By linearizing the geometric constructors used in intersecting triangulated components, we develop a robust approach for computing surface shape sensitivities of complex configurations. The framework uses multilevel parallelism in sensitivity computations. Serial and parallel codes are executed concurrently to speedup gradient computations. A variety of optimizers are supported, and geometric modelers can be either CAD-based or CAD-free. We present design examples involving sonic-boom mitigation and nacelle integration for transport aircraft involving over 160 design variables and using up to 256 processors. This is an important step in our research toward making aerodynamic shape optimization tools available to the broader aerodynamics community instead of CFD specialists only.
I. Introduction
T he role of Euler and Navier-Stokes simulations in aerodynamics is broadening from single-point solutions to trend analysis and large parametric studies. Despite this progression, adoption of high-fidelity numerical simulation tools for optimization has been comparatively restrained in most engineering settings. Ultimately, long problem setup and design cycle times make them uncompetitive at providing practical improvements to expert aerodynamicists. Advances in sensitivity analysis via the adjoint method [1] [2] [3] [4] have dramatically shortened the design cycle time, but a number of important challenges still remain before high-fidelity aerodynamic shape optimization tools are widely adopted.
Effective use of computational fluid dynamics for optimization requires designers with an in-depth knowledge of a wide and disparate tool-set. In addition to knowledge of the design problem itself, expertise in geometry parameterization, meshing, flow analysis, optimization and high-performance computing are all required. Some of these requirements stem from the lack of automation within the analysis procedure, in particular, surface and volume mesh generation. Unlike database runs where all geometries are known a priori and meshes can be preprocessed, optimization runs with many design variables require lengthy setup and careful scripting to ensure automatic execution. As a result, shape optimization is applied only after many analysis studies that allow the user to gain familiarity with the problem and the mechanics of the setup. Often these mechanics are such that the tools can only be narrowly applied before expert intervention is required. This is counter to the fundamental purpose of a design tool.
Integrating the heterogeneous mix of codes involved in optimization into an effective framework is a challenging task. The execution of several highly tuned parallel solvers must be orchestrated with an array of in-house and commercial serial codes over diverse computational resources. Small missteps in synchronization can have a major impact on performance. Moreover, frameworks that include sensitivity analysis tend to restrict creativity. For example, only a limited set of objective functions and constraints may be preprogrammed and differentiated. There may be essentially no flexibility in choosing a geometric modeler or freedom to select appropriate parameterizations. These choices are precisely the aspects which need to be the most accommodating.
The purpose of the current work is to address many of these challenges by exploring the following ideas:
• Component-based geometry for flexibility in parameterization and in choice of geometric modeler
• Multilevel parallelism for performance
• Framework synthesis with a design description markup for data-flow control
• Lightweight, script-based integration for maintaining modularity of software components
• Symbolic definition of objectives and constraints for general problem specification
We use an adjoint formulation in conjunction with an embedded-boundary Cartesian mesh method that was developed in previous work. 5 A key feature of such methods is the decoupling of the surface triangulation from the volume mesh. This has important consequences in sensitivity analysis. It implies that the shape sensitivity of the triangulation (the change in the location of vertices due to a design variable variation) decouples from the linearization of the volume mesh generator. This greatly simplifies implementation of different geometric modelers and shape parameterization techniques. Previous test cases 5 have demonstrated the use of multiple modelers, including computer-aided design (CAD); however, those examples were limited to single component optimizations, such as an isolated wing. We generalize this approach to component-based geometry.
In our component-based approach, 6 each component in a configuration is a closed surface triangulation. The wetted surface of a full configuration is produced by a Boolean addition of these components. For example, an airplane configuration may be constructed by adding together the surface triangulations of the fuselage, wings and tail components. This approach has several advantages over the traditional approach that requires the geometry modeler to generate a monolithic triangulation constrained by the intersection curves of the components. Different modelers can be used for different components, legacy triangulations (components whose modelers are not available) can be mixed with parametric components, and triangulations of static components (components with no design variables) can be cached. Moreover, triangulation shape sensitivities can be generated independently for each component.
In the area of framework integration, we build on our past experience of constructing a custom optimization framework for both gradient-free and gradient methods (with finite-difference gradient approximations). 7 We found that a script-based implementation works well for enabling multilevel parallelism. We use coarse-grained parallelism to execute many serial tasks in parallel as well as to execute many parallel tasks simultaneously on subsets of the available processors. Moreover, an important aspect of the original framework was its ability to allocate resources on-the-fly. This masked geometry-processing bottlenecks, which may occur if the number of geometry modelers is limited (for example too few CAD licenses) by dynamically determining how many cases to run concurrently on which resources. We use similar ideas in the adjoint framework developed in this paper, where we co-process triangulation shape sensitivities to maintain scalability. This paper is organized as follows. In the next section we define the optimization problem and briefly review the computation of the objective function and its gradient. We focus on triangulation shape sensitivities and discuss the implementation for component-based geometry. Thereafter, we explain the construction of the parallel adjoint framework that includes multilevel parallelism and a new design description markup. We conclude with three representative examples. The examples demonstrate the capability to use various modelers and the effectiveness of the framework on complex geometry problems with many design variables, and also study the parallel efficiency of the framework. The first two examples demonstrate sonic boom mitigation via an inverse design formulation for a business jet. The final example considers a nacelle-pylon integration problem for a transport airplane.
II. Optimization Problem
The aerodynamic optimization problem we consider consists of determining values of design variables, X a , that minimize a given objective function
where J represents a scalar objective function defined by pressure integrals, for example lift or drag, and Q = [ρ, ρu, ρv, ρw, ρE] T denotes the continuous flow variables. The flow variables satisfy the three-dimensional, steady-state Euler equations of a perfect gas within a feasible region of the design space Ω
which implicitly defines Q = f (X). The problem may also involve constraint equations C j :
that are independent of the flow state, such as thickness and cross-sectional area constraints b . The optimization problem is solved through use of a gradient method. We use a discrete approach, where Eqs. 1-3 are first discretized and then linearized to obtain the gradient dJ /dX. In the following sections, we first present a brief outline of the flow solution methodology for evaluating the objective function and then describe the computation of the gradient. Multilevel Cartesian mesh in two-dimensions with a cutcell boundary.
At each step of the optimization procedure, we compute an approximation of the objective function J by solving the flow equations, Eq. 2, on a multilevel Cartesian mesh with embedded boundaries. The mesh consists of regular Cartesian hexahedra everywhere, except for a layer of body-intersecting cells, or cut-cells, adjacent to the boundaries as illustrated in Fig. 1 . The spatial discretization of Eq. 2 uses a cell-centered, second-order accurate finite volume method with a weak imposition of boundary conditions, resulting in a system of equations
where H represents the average cell size and
T is the discrete solution vector of the cell-averaged values for all N cells of the mesh. Steady-state solutions are obtained using a five-stage RungeKutta scheme with local time stepping, multigrid and a domain decomposition scheme for parallel computing.
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B. Gradient Computation
To compute the discrete gradient, dJ H /dX, we note that a variation in X influences the computational mesh M and the flow solution Q. We rewrite Eq. 4 to explicitly include the design variables and the mesh, resulting in a system of equations
where we omit the subscript H to simplify the notation. The influence of shape design variables on the residuals is implicit via the computational mesh
where T denotes a triangulation of the wetted surface. The design variables that appear directly in Eq. 5 involve parameters that do not change the computational domain, such as the Mach number and angle a We assume X is a scalar to simplify notation of partial and total derivatives. b Constraints that depend on the flow state are lumped into the objective function via quadratic penalty terms to minimize computational cost by avoiding additional adjoint solutions (see Eq. 8).
of attack. The gradient is obtained by linearizing the objective function, J (X, M, Q), and the residual equations, resulting in the following expression
where the vector ψ represents the adjoint variables given by the following linear system
The solution algorithm for the adjoint equation leverages the time-marching scheme and parallel multigrid method of the flow solver.
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The most interesting part of the gradient computation is the evaluation of terms A and B in Eq. 7. Scanning these triple-product terms from left to right, the linearization with respect to M involves the flow solver, i.e. Eq 5, while the middle term involves the mesh generator. In embedded-boundary Cartesian mesh methods, an infinitesimal perturbation of the boundary shape affects only the cut-cells. Unlike bodyconforming approaches, there is no mesh perturbation scheme to smoothly map boundary shape changes into the interior of the volume mesh. Consequently, the mesh-sensitivity term ∂M/∂T, which contains the linearization of the Cartesian-face areas and centroids, volume centroids and the wall normals and areas with respect to the surface triangulation, is non-zero only in cut-cells. This results in a fast and robust procedure for gradient computation; however, there is a reduction in the order of accuracy of the gradient.
5
The crux in the evaluation of ∂M/∂T is the linearization of the geometric constructors that define the intersection points between the surface triangulation and the Cartesian hexahedra. We explain the steps of the linearization using the example shown in Fig. 2 , where a Cartesian hexahedron is split into two cut-cells by the surface triangulation. We require the linearization of the intersection points that lie on Cartesian edges, e.g. point A, and also those that lie on triangle edges, e.g. point B. Focusing on point B, its location along the triangle edge V 0 V 1 is given by
where s denotes the distance fraction of the face location relative to the vertices V 0 and V 1 . The linearization of this geometric constructor is given by A similar constructor is used for point A. 5 An example linearization is shown in Fig. 2 for the position sensitivity of Cartesian face centroids. An advantage of this formulation is that the dependence of the mesh sensitivities ∂M/∂T on the sensitivities of the surface triangulation ∂T/∂X, i.e. the third term of the triple products in Eq. 7 and terms ∂V i /∂X in Eq. 10, is determined on-the-fly for each instance of the surface geometry. Put another way, there is no requirement for a one-to-one triangle mapping as the surface geometry changes. Consequently, it is relatively easy to accommodate different geometry modelers and allow topology changes and refinement of the surface triangulation between design iterations.
The above formulation isolates the computation of the triangulation shape sensitivities, ∂T/∂X. This term is tightly coupled to the designer's choice of the geometry modeler and parameterization. We frequently use finite-difference approximations to compute this term. For parametric CAD models, the use of finitedifferences is more complicated because the fidelity and connectivity of the triangulation may change for any finite step-size. To circumvent this issue, we use a parametric (u, v) surface-patch mapping.
12 In practice, model regeneration and sensitivity computation are difficult to automate, especially in situations where a configuration involves complex parts with implicit lines of intersection. In the next section, we describe a robust, component-based approach that significantly simplifies the work of geometry modelers by intersecting component triangulations and propagating shape sensitivities to generate a watertight assembly.
III. Component-Based Sensitivities
We explain the computation of component-based sensitivities through use of an optimization example. Consider an airplane configuration that involves the wing sweep as a design variable, as shown in Fig. 3 . The configuration may contain many components, such as the tail and engines, but the shape modifications due to sweep affect only the main wing. In a component-based approach, the configuration is assembled from the current instance of its components. Assembly is actually a two step procedure. The first step is a simple union of the components (each with their own set of shape-sensitivities). In the second step, the wetted surface of the entire configuration is extracted via a Boolean summation of the components. The summation includes removal of any internal portions of the geometry where the components overlap. This involves fast and robust surface-surface intersection followed by re-tessellation along the lines of intersection.
6, 13 Shape sensitivities on individual components must be propagated through this intersection step to the new vertices added along the lines of intersection. Referring to Fig. 3 , the color contours on the wing represent the change in the streamwise direction c of the wing's vertex positions due to a variation in sweep. We observe that the vertices at the wing root have no sensitivity and stay fixed, while vertices at the tip are most sensitive. The frame at the left shows that prior to intersection the fuselage has no sensitivity to wing sweep, since the sweep of the wing is not associated with the fuselage component. When the component union is formed, the fuselage allocates space c Along the fuselage, nose-to-tail.
for the design variables of all the other components, but these sensitivities are initially all zero. During the extraction of the wetted surface, the triangles that participate in the intersection have non-zero sensitivities to design variables on both components. This is because the location of a vertex shared by both components is sensitive to changes in either component. Consequently, we observe in Fig. 3 that the triangulation sensitivity of the fuselage to sweep is zero everywhere except for the set of triangles that intersect the two components. Similarly, the wing sensitivity to sweep is unchanged everywhere except at the intersecting triangles. In other words, the influence of sensitivities of one component on another is restricted to the triangles participating in the intersection. In addition, a practical detail shown in Fig. 3 is that all static components of a configuration, in this case fuselage, tail and engines, can be pre-intersected into an intermediate configuration to minimize the computational cost of the optimization. The problem of intersecting two closed, triangulated volumes can be reduced to repeated tests of triangletriangle intersections. 13 The basic case is illustrated on the left side of Fig. 4 that shows an intersection of two triangles in general position owned by different components. Focusing on the triangle T(a, b, c) d and the edge de, the right side of Fig. 4 shows the resulting intersection point P. The key step is the linearization of ! 43 ! hich are not contained by the bounding box of a e not inserted into the tree. ficial effects. First it reduces the tree size (depth) Thus subsequent look-ups will traverse a smaller dent savings, but filtering typically removes from guration from the ADT. Thus we create substanless memory and are quicker to traverse. ing box filter is that it increases the probability of idate in the tree. In other words, it improves the ectively removed only those triangles which could ersection. Therefore, the tree is not crowded by Positioned Triangles in R 3 ticular trianbetween that ndidates pron problem is gle intersecws a view of el for discusriangle pair l polyhedron of the confignt to assume ition. Thus, the intersections are always assumed ay not share vertices, and edges of triangle-trian- . Setting these two sets of parametric equations equal to each other constitutes a system of three equations in three unknowns.
(2.5)
Solving for s, r, and t yields:
Figure 2-7: Parametric representation of a line defined by its endpoints and a plane defined by the three vertices of a triangle in 3-D. Figure 4 . Illustration of a general triangle-triangle intersection between two components (left) and details of an edge-triangle intersection for construction of point P (right). Figures adopted from Ref. 13 the geometry constructor for point P. This is similar to linearizations we already performed in the volume mesh generator for the intersection of a cut-cell with a triangle 12 (see Eq. 9). We proceed by considering the parametric equations for the edge-triangle intersection. Referring to the right side of Fig. 4 , the parametric representation for the plane of triangle T(a, b, c) using scalar parameters (r, t) is given by
where B = c − b and C = a − c. Similarly, the parametric representation of the line segment de is given by
where D = e − d. The pierce point location P(s ) is defined by the intersection of the line and plane
Solving the parametric equations for the point of intersection yields a value of s * given by
where
d Bold type denotes Cartesian vectors.
The linearization of the constructor, Eq. 13, for the intersection point P is given by
which represents the change in the location of P along the edge de as a function of shape sensitivities at the vertices (a, b, c) of the first component and vertices (d, e) of the second component with respect to design variable X. The linearization is straightforward but tedious due to Eqs. 14 and 15. Note that this is a linearization of a discrete operator that projects the component-based sensitivities onto the new vertices of the resulting triangulation. Consequently, as shown in the inset of Fig. 3 , this may impact the smoothness of the sensitivities on the intersection line, thereby reducing the order of convergence of the gradient for some design variables. 5 Once all intersection points are computed and linearized, we annotate the triangulation of the wetted surface with its shape sensitivities and proceed to obtain the gradient.
At this stage, we have completely described the evaluation of both the objective function and gradient. We turn our attention to the construction of the optimization framework.
IV. Optimization Framework
A. Performance Considerations
The call sequence of software modules in a design cycle of our gradient-based approach (Sec. II) is straightforward. It is a familiar loop that involves geometry generation, mesh generation, flow solution, objective function evaluation, adjoint solution, gradient evaluation and the optimizer. To maintain parallel efficiency on many-core supercomputers, however, all components of the framework require perfect scalability as the problem size increases in the number of design variables, and the sizes of the surface and volume discretizations. This is difficult to achieve both in theory and practice.
14 In our situation, the geometry modeling, mesh generation, and some pre-and post-processing modules are serial codes, while the flow and adjoint solvers are efficient parallel codes. 10, 11 In addition, some modules are limited to specific platforms. Multilevel parallelism is a promising strategy for integrating such a heterogeneous mix of codes. The basic idea is to execute serial codes concurrently whenever possible and to execute multiple instances of parallel codes simultaneously on subsets of the available processors to maximize parallel efficiency. This strategy also minimizes modifications to the existing code-base, maintains modularity, scales well from desktops to supercomputers and extends to other optimization approaches.
To help devise an efficient multilevel parallel strategy, we examine the computational work in a typical optimization. The number of design cycles required for a gradient-based method to reach an optimal design is proportional to the the number of design variables, O(N DV ). Within each design cycle, solution of the adjoint equation, Eq. 8, eliminates the need to perform the N DV flow solves that would be required by a finite-difference approach. All the remaining work is associated with forming the partial derivative terms in Eq. 7. In particular, we require N DV computations of surface shape sensitivities, ∂T/∂X, which means that in a typical optimization the surface shape sensitivities are computed O(N The key to an effective framework architecture is to exploit the fact that the computation of the partial derivatives is independent for each design variable. Hence, it is possible to parallelize O(N DV ) operations in each design cycle by dynamically reallocating the processors used by the parallel flow and adjoint solvers e . Moreover, the computation of the surface sensitivities is independent of the flow state. In other words, shape sensitivity computations can be overlapped with flow and adjoint solutions.
The basic architecture of our adjoint optimization framework exploits all opportunities for the concurrent execution of serial and parallel codes. This is shown in Fig. 5 , where we illustrate forks of the main processing thread. The optimizer is treated as a "black-box" and is allocated its own thread, shown on the right-side of Fig. 5 , to facilitate usage of different optimizers. The left-side of the figure shows the main components of the analysis and sensitivity modules. Tasks associated with geometry generation and linearization run e We assume that memory is available to hold multiple flow and adjoint solutions. on a separate thread from the flow and adjoint solvers. Co-processing of shape sensitivities is especially advantageous if the computing resources used by the geometry modelers are independent from the resources dedicated to the flow and adjoint solvers. An example is a clientserver CAD interface that we used in previous work. 7 If the geometry modelers share resources with the flow and adjoint solvers, then we complete the geometry generation and linearization step before the flow solver executes, as indicated by the dashed line in Fig. 5 . The remaining partial derivative terms in Eq. 7 are evaluated after the adjoint solution. For the results presented in the next section, which use a fixed mesh, the linearization of the cut-cells could also be co-processed with the flow solution; however, if mesh adaptation is used then this separation is not possible. Figure 6 shows a detailed view of the geometry and analysis modules from Fig. 5 . Fine-grained parallelism is used in the execution of the flow and adjoint solvers. For geometry generation and shape sensitivity computations, we use a master-slave scheduler to execute up to N DV geometry modelers concurrently. We also execute the geometry intersection module on a separate thread so that we exploit additional coarse-grained parallelism as sensitivity computations complete. A similar strategy is used in the gradient module (shown in Fig. 5 ), but since the module associated with the residual linearization is parallel, multiple instances of this module are executed simultaneously on groups of processors. 
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B. Extensible Design Description Markup (XDDM)
As the optimization framework grows to involve more codes and handle more general problems, the control of data flow within the framework and the parsing and processing of data by downstream modules can quickly become an entanglement of scripts, files and file formats. To mitigate these issues, we use the Extensible Markup Language (XML) as the primary meta-data format throughout the framework. Previous work 15, 16 on the development of XML standards (or schemas) for multidisciplinary optimization focused on web-based applications. The requirements for our framework are much simpler in this regard. Consequently, we define and implement a custom XML syntax referred to as "Extensible Design Description Markup" (XDDM).
Our goal is a terse vocabulary to define design variables, objective functions and constraints. We use these elements in the various software modules to control data flow. This includes specifying the shape of the geometry, defining operating (freestream) conditions, and symbolically specifying and evaluating objectives and constraints in conjunction with their sensitivities. We also introduce elements that are specific to the various software modules within the framework, such as syntax specific to geometry modelers. Taken together, the basic and module-specific elements provide a design database at each iteration of the optimization. A module may query the database file for whatever information it needs and fill-in the appropriate elements and attributes for processing by downstream modules. For example, at the end of a design iteration a gradient-based optimizer reads the values and gradients of the objective function and constraints, and fills-in design variable values for the next design iteration. We provide a brief overview of XDDM in Appendix A, which also contains an example taken from the final test case of this paper.
V. Results
We test the performance of the framework on three design examples. The first two problems involve offbody inverse design at supersonic conditions, while the final example involves drag minimization at fixed lift for a transport aircraft. These problems are chosen since they demonstrate the effectiveness of the framework over a large range of design variables (18-161 variables), a range of mesh sizes (2-17M cells), CAD-based and CAD-free geometry modelers, and constrained and multipoint design problems. Numerical experiments with the design framework begin with examination of an inverse-design problem with a known solution. This first investigation verifies the ability of the design framework to recover a unique known result. We model a sonic-boom optimization problem in which the aircraft shape is driven by prescribing a desired pressure signal in the flow-field some distance away from the body. Figure 7 outlines the basic approach. We prescribe an achievable target pressure signal along a sensor located several characteristic lengths under the vehicle, and use this signal to recover the values of the shape design variables that generated the signal. This formulation has an interesting subtlety. Unlike earlier verification studies with this flow and adjoint solver 5, 17 it is the near-field pressure signal that drives the design. Thus the functional is not defined on the body itself and since the off-body mesh is held constant, the mesh sensitivities in Eq. 7 are zero along the off-body sensor. Figure 8 shows a generic supersonic business jet model that was generated using the Pro/ENGINEER CAD system. The model is parametric and has approximately 100 independently adjustable parameters to describe the positions and shapes of the fuselage, main wing and empennage components. Since they are generated using a constructive solid-modeling approach, each of the four components is a watertight solid. Figure 9 shows the baseline pressure signature (undertrack signal) of this model at a distance of two-body lengths below the vehicle at a free-stream Mach number M ∞ = 2.0 and angle of attack of 0
A. Inverse Design for an Attainable Target
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Paper 2011-1249 The frame on the right of Fig. 9 shows the target pressure signal which provides a goal for the shape optimization. This is an attainable target, meaning that it was generated using known values of the design variables, running a simulation and then capturing the signal. Thus we ensure that, properly motivated by the optimizer, the baseline configuration can be driven to this signal. Comparing the baseline and target signatures, the initial signature shows non-smooth forebody compressions and a large pressure rise due to the wing shock. In the optimization target, we seek a smoother forebody compression, a decrease in the amplitude of the main wing-shock and tailoring of the aft-signal to reduce the peaks. 
Optimization Target at h/L = 2 Figure 9 . Pressure signatures on the centerline a distance h/L = 2 below the model. Initial signature is shown in red and an attainable target pressure signature is shown in black. Sensor location is on the centerline.
Design Variables and Objective Function
Of the 100 or so parameters defining the vehicle's shape, 18 were modified to produce the target signal. These same parameters were used as variables in the design process. Figure 10 outlines the major shape parameters governing the vehicle's construction. The fuselage is constructed via an array of circular cross sections. Nine of the design variables are dedicated to controlling the radii and location of these sections. In addition, the incidence of the horizontal tail is allowed to adjust. The wing is lofted spanwise using three airfoil sections between splined leading and trailing edges. Eight of the design variables are dedicated to controlling the wing airfoil shape, with four parameters contouring the lower surface of the wing at both the root and mid-span stations. The wing planform and upper surface are held fixed. We use the Computational Analysis and Programming Interface (CAPRI) developed by Haimes et al.
18
for control and regeneration of the native CAD model. As these new instances of the geometry are regenerated, surface triangulations are automatically produced for the individual CAD solids 19 and the updated configuration produced via boolean addition of the tessellated solids. 6 Shape sensitivities of the component tessellations ∂T/∂X are obtained via finite-differencing of the component surface triangulations by mapping CAPRI's parametric (u, v) surface representation of the locally perturbed shapes to the base state.
5, 12
The sensitivities are combined to form the configuration sensitivities using a linearization of the geometric constructors as described earlier. Our objective is to match the desired undertrack pressure signature shown in Fig. 9 . To do this, we specify an objective function that seeks to minimize the square of the 2-norm of the difference between the actual pressure signature and the target signature over the sensor. Specifically, we seek to minimize
Optimization Results
This example was run using the SNOPT (v7.2) optimizer. 20 Optimization continued for a total of 24 major iterations (design cycles) and required approximately 1015 seconds of wall-clock time per design iteration. The magnitude of the objective function was successfully reduced by over four orders of magnitude with no apparent slow-down in convergence. This case was run on 32 dual-core Intel Itanium2 processors (1.6GHz) and meshes for the flow and adjoint solvers had approximately 2.3M cells. Geometry was served using an array of 5 CAPRI CAD servers running Pro/ENGINEER to fulfill the framework's requests for new instances of the design and shape sensitivities for each design variable. The framework's performance is examined in more detail below. Figure 11 summarizes the results of the optimization. The frame at the left recounts the baseline and target pressure signatures while that in the middle shows the signature after optimization. Agreement is very good and symbols are used on the target curve to make it possible to distinguish the final design from the target signature. Convergence of the objective function is shown in the right frame of Fig. 11 . Considering that this example involves non-smooth supersonic flow, geometry with sharp edges, discretely generated shape sensitivities and other real-world concessions which can hamper convergence, the results demonstrated are quite encouraging and verify the framework's ability to reconstitute a known design from a prescribed signature. Figure 12 shows some details of the geometry after optimization. Frame (a) shows a side-view of the nose and empennage. To smooth the forebody compression, the optimizer has tailored the nose and canopy region. The maximum fuselage diameter has shifted forward to the leading-edge wing-body juncture resulting in a more area-ruled fuselage. The aft-fuselage is more smoothly contoured than the baseline design, and the horizontal tail has been aligned with the local flow. Frame (b) compares the root airfoil section of the optimized and baseline geometries. Thickness has been removed from the leading edge reducing the strength of the wing-shock. Frame (c) shows a rear three-quarter view of the underside of the vehicle. We note substantial re-contouring of the aft fuselage both ahead and aft of the wing trailing-edge. Note also the topology change at the aft wing-body juncture. In the baseline geometry the wing trailing-edge was unbroken by the fuselage. The optimized geometry has smoothed the lower aft fuselage so that it now extends beyond the root wing trailing-edge. In comparing the shape changes with the desired modification to the signal in Fig. 11 , we see a more gradual forebody compression and the wing leading-edge overpressure has been weakened by approximately 50%, as have been the peaks in the aft portion of the signature. 
Framework Performance
This example evolved the design through 24 design cycles and required about 17 minutes of wall-clock per cycle. Each design iteration produced new values of the CAD parameters governing the vehicle's shape, demanding that the CAD system instantiate a new revision of the geometry. In addition to this, the method required shape sensitivities ∂T/∂X for every design variable. Since these are discretely generated, providing them demands two more instantiations of the CAD model per design variable. Thus with 18 design variables, the framework requires 37 model regenerations per design iteration. In this case, these were provided through a web services protocol by an array of 5 CAPRI servers running the CAD system. Notice that while a total of 37 regenerations are needed, the flow and adjoint solvers only require the baseline geometry to get started. Thus, with remote geometry farms such as this, the framework overlaps the geometry production needed to feed the shape sensitivities with the parallel computation of the flow and adjoint solves on the main compute engine. This setup effectively masks the cost of generating the component-based shape sensitivities behind the work of the big compute tasks. Wall-clock time Figure 13 . Timing budget for typical optimization cycle of the inverse design example. One design cycle required approximately 1015 wall-clock seconds using 32 dual-core processors. Figure 13 traces the execution of a typical design cycle to give insight into the framework's performance. The figure traces the cycle clockwise, starting at top of the circle. In the foreground is a pie-chart of the main compute thread (multicolored) while grey shading of the circle in the background shows activity of CAD servers. At the start of each design cycle, requests are passed from the optimizer to the CAD servers for baseline geometry and surface sensitivities. The baseline geometry gets built first and the main compute engine must wait for this geometry before it can proceed. In this case, the servers needed 70 seconds to return the tessellation through CAPRI to the compute engine. Generating a Cartesian mesh for the new surface triangulation requires about 60 seconds, and the mesher runs on a single thread. 6 After meshing is complete, the framework runs both the flow and adjoint solvers. This parallel computation gets distributed over all available threads of the compute engine. In this case the flow solver took about 420 seconds while the adjoint required about 300 seconds. These codes scale very well, and the parallel efficiency when startup and shutdown are included is around 90%. On average the CAD servers required a total of 450 seconds to build all geometry and compute all the component sensitivities. As indicated in Fig. 13 this was successfully masked by the parallel flow and adjoint solves on the main compute engine. After the flow and adjoint solves were complete, the framework computes mesh sensitivities and overall gradients for each of the design variables. These were processed with eight threads each (effectively processing 8 DVs at a time). Parallel efficiency of this step is estimated at around 50% and required an average of 142 seconds. Processing by SNOPT and general housekeeping of logs and directory structure required 13 seconds or about 2% of the design cycle. The fact that the best scaling codes account for the majority of the execution time is encouraging and the net parallel efficiency on the total pool of 64 cores for the entire design cycle was reported to be 65% by the batch queue monitor.
B. Optimization for Boom Signature at Fixed Lift
The second example builds on the use of the off-body functional and considers a realistic inverse-design problem aimed at sonic-boom control. We again drive the aircraft shape by prescribing a desired signature away from the body, but this time we simultaneously impose a lift requiement. While the previous example specified an attainable target signature, this case purposely attempts an unattainable target -a near-field target of zero under-track pressure disturbance.
Design Variables and Objective Function
We use the same initial model and free stream Mach number as in the previous example (M ∞ = 2.0), but this time at 1
• angle-of-attack giving a lift coefficient for the baseline model C L = 0.094. In this example, a total of 22 CAD parameters were open for design. The 9 design variables on the wing and horizontal tail were the same as in the previous example, but four additional parameters were included on the fuselage to permit control of the vertical displacement of the fuselage sections. Figure 14 shows the baseline pressure signature (undertrack signal) at a distance of two-body lengths below the vehicle. The increase in angle-of-attack is evident in the baseline signature. Comparing with the 0
• profile in Fig. 9 the signal is stronger in both peak values and in the magnitude of the mean disturbance. The zero-disturbance target distribution is shown in the right frame of the figure by the blue dashed line. Since it is such a radical change in the signal, and is not derived from a known shape, this target distribution is obviously unlikely to be attainable. Nonetheless, the problem is interesting since it asks the optimizer to generate the weakest disturbance possible while attempting to maintain the baseline lift of C L = 0.094. As in the case with the attainable target, the objective function was specified by minimizing the 2-norm of the difference between the actual pressure signature and the target signature over the sensor, and the lift constraint was included through the addition of a penalty term which attacks designs with lift coefficients different from the desired target.
Optimization Results
As before, the SNOPT optimizer was used. 20 This example was run for a total of 30 major iterations before convergence of the objective function flattened. This case was run on 64 dual-core Intel Itanium2 processors (1.6GHz) using meshes with approximately 2.3M cells. Geometry was served via web-services from an array of CAPRI CAD servers running Pro/ENGINEER backends. At each design iteration, obtaining surface sensitivities of the geometry required 45 regenerations of the CAD model. Since the framework co-processes the surface sensitivities with the parallel objective function and gradient calculations, the cost of the CAD work was effectively masked by 720 seconds of wall-clock time required for the flow and adjoint solvers. With 6 CAD servers preparing and serving geometry and the main compute hardware responsible for computing objective functions, gradients and meshing and mesh sensitivities, the overall parallel efficiency was measured at 57% by the job scheduler. Figure 15 displays the pressure signature along the near-field undertrack sensor (h/L = 2) that drove the design before and after optimization. The "target" of zero-pressure disturbance is indicated by a thin dotted line. In examining the final signature, we see that the optimizer has focused most of its efforts on reducing the maxima and minima of the initial signal. Peak over and under pressures were reduced from +0.11 and -0.14 to +0.07 and -0.13 respectively. Moreover, since the functional in Eq. 15 is attacking the square of pressure difference, it has reduced the amount of real estate away from ∆p = 0 substantially flattening the overall signature. Baseline CAD model (100.8 PLdB / 85.6 dBA) Final Design (92.8 PLdB / 76.7 dBA) Figure 16 . Ground signatures of the baseline and optimized designs for near-field signatures in Fig. 15 . Propagation to the ground was performed using NFBoom. 21, 22 Of course, the functional in Eq.18 was intended to act as a fun and quick surrogate for a true boom functional. To estimate boom, near-field signatures such as those in Fig. 15 are first propagated to the ground using propagation methods.
23-25 Figure 16 shows an estimate of the ground-signature of both vehicles shown as a plot of overpressure vs. time. These ground signals were generated by propagating the near-field signatures (Fig. 15) taken at h/L = 2 to a ground plane using the NFBoom propagation code 22, 24 using an assumed altitude of 55,000 ft and a vehicle length of 170 ft. The resulting ground-signal is then integrated and transformed to come up with an estimate of boom loudness measured either in PLdB or dBA. 21, 22 Using these metrics, the signal of the baseline vehicle was estimated to be 100.8 PLdB / 85.6 DBA while the signal of the optimized vehicle is only 92.8 PLdB / 76.7 dBA. This is a difference of over 8 dB in both metrics which is well over a factor of 2 reduction in the overall level of noise produced by the signal. In the plot of ground signal, it's apparent that not only has the height of the initial rise been reduced by more than 50%, but also the signal has been both rounded off and lengthened. Thus the profile is more sinusoidal and markedly less "N-wave" like, and the lengthened signal distributes the energy over a longer period of time. At α = 1
• , the lift coefficients on the initial and final design were 0.094 and 0.092 respectively.
Considering the relative naiveté in our choice of functional, these results are quite interesting. Comparing the near-field signals in Fig. 15 to those of the F-5 and optimized Shaped Sonic Boom Demonstrator (SSBD) in ref. 26, 27 there are marked similarities. In both cases, the initial rise of the baseline near-field signature has been increased mildly and is then followed by a broad, relatively flat plateau. When propagated to the ground 28 this profile gives a substantial reduction in the initial overpressure similar to what is shown at the right of Fig. 16 , yielding the lower noise levels as noted above. Figure 17 contains various views of the before and after optimization. Frame (a) contains an orthographic side-view projection of the geometry. Most dramatically, optimization has both increased the area-ruling of the fuselage and has drooped the nose to relieve the initial compression. Closer inspection reveals that it has also tailored the tail-cone of the fuselage and trimmed the horizontal tail. Frame (b) shows a perspective view looking down the nose of the vehicle which gives a better view of the shape changes to the forward fuselage and cabin. Frame (c) shows a perspective view of the underside of the vehicle. We note substantial re-contouring of the aft fuselage both ahead and aft of the wing trailing-edge. In addition, most of the bulk of the fuselage "belly" has been lifted to remove its contribution to the signature. Once again, we note a topology change at the aft wing-body juncture. In the baseline geometry the wing trailing-edge was unbroken by the fuselage. The optimized geometry has smoothed the lower aft fuselage so that it now extends beyond the root wing trailing-edge. When compared with the previous example, we see that the airfoil remains thicker since the design is being forced to carry more lift and there were no design variables open on the upper wing surface. Figure 18 shows isobars in the discrete solution of both the baseline and optimized shapes. The color map on pressure coefficient is chosen to emphasize deviation from ambient with red indicating overpressure and blue indicating underpressure. White indicates undisturbed flow. The sensors driving the adaptation are indicated on the plots and are shown 2 body-lengths below the vehicle. In comparing the pressure signatures between the initial and optimized geometries, the disturbances under the entire optimized vehicle are clearly much weaker. In particular, the strong underwing compression of the initial configuration has been entirely eliminated, and the aft expansions and compressions have been substantially tailored to produce smaller disturbances. 
C. Nacelle Integration for Transport Aircraft
The final design example is a shape optimization of a representative transport aircraft at transonic conditions. We examine the performance of the framework on a problem with a large number of design variables and relatively fine meshes. The problem involves minimizing drag at fixed lift for a configuration of four components: wing, fuselage, pylon and flow-through nacelles f . There are two design points, which are relatively close in Mach number but with different target lift coefficients. We also constrain the rolling moment at both design points such that, on a semispan configuration, the ratio of the rolling-moment and lift coefficients C /C L is about 0.38, i.e. the center of lift is near a parabolic lift distribution. This mimics a root-bending-moment criterion that would be imposed on a realistic transport design: The baseline configuration is shown in Fig. 19 . The configuration is constructed by the use of two in-house geometry modelers; one builds the wing and the other the nacelle-pylon assembly. The fuselage is a static component with a fixed triangulation. This is a good example of the framework's ability to combine components from an array of different modelers within the same analysis. While the wing modeler was designed to generate surface shape sensitivities automatically, the nacelle-pylon modeler is a venerable Fortran 77 code that was originally designed for use with panel methods. The framework automatically tests for the presence of surface shape sensitivities. If this test fails, then "black-box" finite-difference approximations are automatically used g . To establish the baseline geometry, a wing-body optimization was first performed in isolation. The nacelle-pylon assembly was added to the optimized wing at small toe-in and incidence angles. There are a total of 161 design variables. The wing shape is controlled by seven airfoil sections at stations shown in Fig. 20 . The shape of each airfoil is controled by a Kulfan 29 parameterization with 20 shape parameters. We also allow variation of the twist angle at six of the stations (root twist is held fixed). Geometric details of the nacelle-pylon assembly are shown in the left inset of Fig. 20 . This assembly is controlled by a total of 13 design variables, namely, nacelle incidence, nacelle and pylon camber, toe-in angle, and nine Kulfan parameters that control the shape of the outer-mold-line of the nacelle. The baseline shape of the nacelle's cross-section is shown at the bottom (transparent) view in Fig. 20 . Lastly, the angle of attack at each design point is also a design variable.
f Propulsion effects will be added in the near future g Presently, the "black-box" finite-differences are limited to surface triangulations with the same topology and connectivity at the perturbed and baseline states Paper 2011-1249 The objective function is a sum of the following terms at design point A: (21) and at design point B:
The lift and rolling moment functionals are one-sided, e.g. active only when lift is below its target value. We also impose several geometric constraints. Both nacelle diameter and pylon thickness are fixed. In addition, the maximum thickness of each airfoil control section is constrained to be equal to the baseline geometry. The geometric constraints are added to the aerodynamic objectives via quadratic penalty terms to form a single scalar objective. The objective is minimized with a quasi-Newton (BFGS) method with a backtracking line-search. Our strategy for solving this optimization problem involves a two-level "grid-sequencing" approach. First, we use a mesh with about 8.8 million cells (semispan configuration) and solve the optimization to convergence. We then restart from the best design on a finer mesh with about 17.3 million cells. Running exclusively on the fine mesh was needlessly expensive, nevertheless this mesh was quick to eliminate a few lingering shocks that remained in the best coarse mesh design. For the results reported below, the optimization executed 57 design iterations on the coarse mesh and 12 design iterations on the fine mesh. The objective function appears to be converged and the gradient norm has been reduced by about two orders of magnitude.
As shown in Fig. 19 , the baseline geometry generates a strong, double shock system on the upper surface of the wing, and there is also significant flow interference from the nacelle-pylon assembly. Examination of the flow on the lower surface reveals another shock system in the trench h at the pylon-wing junction, as shown in Fig 21. We also observe strong shocks at the lips of the nacelles.
The aerodynamic performance of the optimized geometry is summarized in Tables 1 and 2 . Significant drag reduction is achieved at both design points: drag is reduced by 17 and 15 counts at design points A and B, respectively. The center of lift drifted just slightly outboard, most likely due to induced drag benefits. All geometric constraints are essentially satisfied, with the largest violation occuring at the wing root section where the maximum thickness is 13.96% instead of the desired 14%. Table 2 . Aerodynamic performance of initial and final designs at design point B.
Geometry Figure 22 compares the initial and final pressure distributions over the top surface of the wing. The double shock system has merged into a weaker single shock. This is confirmed in Fig. 23 , which shows the section pressure distributions at two locations, namely, an inboard section close to the wing-body junction and an outboard section roughly halfway between the pylon and the wing-tip. At both stations, the optimized design eliminates the double shock and shows a weaker single shock. Perhaps the most interesting region is the trench at the pylon-wing junction. The lower surface view in Fig. 24 , and the pressure distribution on a wing section near the junction in Fig. 25 , show that the interference shock has been eliminated. This is accomplished by flattening of the outer-mold-line of the nacelle, reducing its incidence, as well as thinning of the wing's leading edge. The pressure distribution of the final design is actually shock-free at this section. The optimization appears to be shifting the lift from the nacelle to the wing. This leads to interesting questions regarding optimal spanwise loadings that we leave for future work.
Initial
Final Figure 24 . Close-up view of the trench region for the initial and final geometry. The shock in the trench has been eliminated and the shock on the nacelle has been weakened (Design point A: M = 0.785, C L = 0.52).
We briefly summarize the performance of the framework for this case. The optimization problem involved 161 design variables and two design points and was run on 128 dual-core Intel Itanium2 processors. Furthermore, in this case, the geometry modelers share the computational resources with the flow and adjoint solvers, i.e. the framework is running in synchronous mode where all geometry processing completes before the flow solution begins. Table 3 gives a coarse-grained breakdown of wall-clock time for design cycles on each of the two meshes used in this problem. The first column reports the geometry generation and linearization time. It is identical for both meshes since both used the same triangulation setup yielding a surface with 501k triangles. The column labeled "Flow & Adjoint" gives the combined time of the flow and adjoint solvers for the two design points. The analysis time has roughly doubled consistent with doubling of the mesh. The column "Gradient" reports the time required to form the partial derivatives, including the volume mesh sensitivities, as well as the final inner product with the adjoint variables. This term is evaluated at each design point for each design variable. We observe a reduction in scalability on the fine mesh in the gradient computation. Nevertheless, the design-cycle time in these calculations is encouraging, considering the large number of design variables and relatively fine meshes. 
VI. Conclusions and Future Work
We have presented a parallel adjoint framework for aerodynamic shape optimization problems. The framework uses a novel adjoint formulation for an embedded-boundary Cartesian mesh method. We extended this formulation to component-based geometry, which gives designers flexibility in their choice of geometry modeler and parameterization. The first two test cases used a parametric CAD model, while the last test case used two different in-house modelers for different components of the airplane configuration. The implementation of the framework relies on a multilevel parallel strategy for performance and a new design description markup for data flow control. We demonstrated that multilevel parallelism is an efficient and practical way to achieve fast design cycle turn-around for realistic optimization problems. Future work will focus on incorporating an adjoint-based error-estimation and mesh refinement capability within the shape optimization procedure.
VII. Acknowledgments Function
The element Function allows users to define objective functions, constraints and other custom outputs. The user may use any of the Constant, Variable and Analysis elements as arguments. The function is specified as a symbolic expression. If sensitivities are required then the expression is symbolically differentiated.
<Function ID="%s" Type="%s" Value="%g" [Sensitivity="None | Symbolic function expression. May contain standard math functions, e.g. log, exp, trig,ˆ(power), and be any combination of P, T, W and numbers. The expression does not have to contain all three (P, T and W) parameters, but if any are used then the number of elements in P, T, W, Min and Max vectors must match; required
The Value of the Function is the sum of Expr over each set of P, T and W attributes. The peculiar "PTW" form, as explained above, is a restriction to limit the implicit differentiation rules when dealing with sensitivities. We plan to lift this restriction in the future. We use the Min and Max attributes to specify one-sided constraints. For example, an optimization goal may be to minimize drag of a body subject to a minimum volume requirement. Hence, any volume greater than or equal to the minimum volume is satisfactory. We create the desired function by the use of the Min attribute as follows: If the Value of the volume parameter is greater than Min then the Min value is used in the expression, i.e. P := min(P, MIN ). Therefore, Expr would evaluate to zero for volumes greater than MIN. Similarly, the user would use Max for one-sided constraints from below. In this case, if the Value of the parameter is less than Max then the Max value is used in the expression, i.e. P := max(P, MAX ). The purpose of these Min and Max attributes is similar to the ones defined for design variables, except that in the design variable context they define the feasible design region ("must-not-exceed-value").
Objective
The element Objective allows users to combine Function elements to define objective functions.
<Objective ID="%s" Expr="%s" Value="%g" [Comment="%s"]/> ID Unique ID (string); required Expr Symbolic function expression containing function IDs. The expression is limited to sums or differences of functions. The functions may be multiplied or divided by constants; required Comment Brief description; optional Value Objective value (double); required
The classic constrained optimization problem has a single (scalar) objective function and one or more constraints. By using different IDs, the user can specify multiple objective problems. A sum is implied for Objective elements with the same ID. This is useful when a single objective function is made up of different penalty terms that are incrementally defined in the various software modules being used in the optimization. The element Constraint can be used to specify constraints. It has the same attributes as the Objective element.
