In this article, the Type I error rate and the power of a number of existing and new tests of fit to the 3-parameter logistic model (3PLM) Recently, the principles of the Lagrange multiplier (LM) test and the modification index were applied to the evaluation of differential item functioning in the two-parameter logistic model (2PLM) and three-parameter logistic model (3PLM) and to the evaluation of the assumption of the form of the item characteristic curves (ICCs) and local stochastic independence in the 2PLM (Glas, 1998 (Glas, , 1999 (Glas, , 2001 . In this article, the latter two tests are generalized to the 3PLM. In many respects, the model tests proposed here can be viewed as generalizations of two tests for the Rasch model: the R 1 -test for evaluation of the form of the ICCs and the R 2 -test for evaluation of local independence (Glas, 1988; Glas & Verhelst, 1989 , 1995 . In this article, the Type I error rate and power of the proposed tests are compared with alternative approaches to the evaluation of these two model violations. The Type I error rate and power of the LM test targeted at deviation from the 3PLM-ICC were compared with the performance of the Q 1 − G
In this article, the Type I error rate and the power of a number of existing and new tests of fit to the 3-parameter logistic model (3PLM) are investigated. The first test is a generalization of a test for the evaluation of the fit to the 2-parameter logistic model (2PLM) based on the Lagrange multiplier (LM) test or the equivalent efficient score test. This technique is applied to two model violations: deviation from the 3PLM item characteristic curve and violation of local stochastic independence. The LM test for the first violation is compared with the Q 1 − G 2 j and S − G 2 j tests, respectively. The LM test for the second violation is compared with the Q 3 test and a new test, the S 3 test, which can be viewed as a generalization of the approach of the S − G 2 j test to the evaluation of violation of local independence. The results of simulation studies indicate that all tests, except the Q 1 − G 2 j test, have a Type I error rate that is acceptably close to the nominal significance level, and good power to detect the model violations they are targeted at. When, however, misfitting items are present in a test, the proportion of items that are flagged incorrectly as misfitting can become undesirably high, especially for short tests.
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This article is organized as follows. First, a concise framework of likelihood-based inference for the 3PLM is sketched. Then, tests for the form of the ICCs are described, and a number of simulation studies of their Type I error rate and power are presented. Next, the same is done for tests for violation of local independence. Finally, some conclusions are drawn, and some suggestions for further research are given.
Likelihood-Based Inference in the 3PLM
In the 3PLM, the probability of a correct response on item i is given by
where θ is the trait parameter and a i , b i , and c i are the discrimination, difficulty, and guessing parameters, respectively. There are various approaches to estimating the parameters in the model, but the one most commonly used is known as the maximum marginal likelihood (MML) estimation procedure. MML estimation derived its name from maximizing a log-likelihood function that is marginalized with respect to θ rather than maximizing the joint log-likelihood function of all person and item parameters simultaneously. The marginal likelihood of a response pattern on a test of K items, denoted by x, is given by
where Q i (θ) is the probability of an incorrect response, and φ(θ) is the (usually standard normal) population distribution of θ . MML parameter estimates can be obtained by maximizing the loglikelihood given by
where the summation is over respondents, which are indexed by n, and x n is the response pattern of person n. The MML estimation procedure is implemented in the computer programs Bilog (Mislevy & Bock, 1990) and Bilog-MG (Zimowski et al., 1996) . Cressie and Holland (1983) showed that an item response theory (IRT) model could be viewed as a multinomial model with the set of all possible response patterns as observational categories. Therefore, evaluation of fit to an IRT model could be carried out by applying the standard framework for the evaluation of fit to general parameterized multinomial models. This amounts to application of Pearson's χ 2 statistic
P (x)(1 − P (x)) ,
or the asymptotically equivalent likelihood ratio statistic
where {x} stands for the set of all possible response patterns, and O(x) denotes the proportion of respondents producing response pattern x. It is a standard result of asymptotic theory that these two statistics are asymptotically chi-square distributed with 2 M − S − 1 degrees of freedom, where 2 M is the number of observational categories, that is, the number of possible response patterns, and S is the number of parameters estimated (see, for instance, Bishop, Fienberg, & Holland, 1975, chap. 14) . Unfortunately, this approach has two important drawbacks. First, even for tests of moderate length, the number of possible response patterns, 2 M , is very large, and as a consequence, the expected frequencies are very small. Therefore, the claims with respect to the asymptotic distribution of the statistics were generally not justified. Second, these two tests are not informative about the nature of the model violations. For instance, inferring a violation of local independence from a table containing the differences O(x) − P (x) for all possible response patterns x is virtually impossible without further summary statistics. These problems can, in principle, be solved by collapsing the table of frequency counts of response patterns into a smaller and more informative table. However, the class of asymptotically chi-square distributed test statistics pertaining to these collapsed tables derived by Glas and Verhelst (1989) only applies to the Rasch model and a number of its generalizations. Therefore, an alternative approach, which is based on the LM test, is considered here.
The LM test is grounded on the following rationale. Consider some general parameterized model, and a special case of the general model, the so-called restricted model. The restricted model was derived from the general model by imposing constraints on the parameter space. In many instances, this was accomplished by fixing one or more parameters of the general model to constants. The LM test is based on the evaluation of the first-order partial derivatives of the log-likelihood function of the general model, evaluated using the maximum likelihood estimates of the restricted model. The unrestricted elements of the vector of first-order derivatives are equal to zero, because their values originate from solving the likelihood equations. The magnitudes of the elements of the vector of first-order partial derivatives corresponding to restricted parameters determine the value of the statistic: The closer they are to zero, the better the model fit.
More formally, the principle can be described as follows. Consider a general model with parameters η η η. In the applications presented below, the special model was derived from the general model by fixing one or more parameters to zero. So if the vector of the parameters of the general model, say, η η η, is partitioned, η η η = (η η η 1 , η η η 2 ), the null hypothesis entails η η η 2 = 0. Let h(η η η) be the first-order partial derivatives of the log-likelihood of the general model, that is, h(η η η) = ∂ log L(η η η)/∂η η η. This vector of partial derivatives gauges the change of the log-likelihood as a function of local changes in η η η. Let the vector of partial derivatives h(η η η) be partitioned as (h(η η η 1 ), h(η η η 2 )). Then the test is based on the statistic
where
and
for p = 1, 2 and q = 1, 2. An interpretation of the role of the matrices pq is given below. The LM statistic was evaluated using the maximum likelihood estimates of the parameters of the special model of the null hypothesis. In the applications presented below, the model under the null hypothesis is the 3PLM. The LM statistic has an asymptotic χ 2 -distribution with degrees of freedom equal to the number of parameters in η η η 2 (Aitchison & Silvey, 1958; Rao, 1947) .
Evaluation of the Fit to ICCs

LM Tests
Analogous to the LM test for the 2PLM (see Glas, 1999) , the test for the 3PLM is based on a partitioning of a sample of respondents into subgroups according to their score level and evaluation of whether an item's ICC conforms to the form predicted by the 3PLM in each of these subgroups. Let the item of interest be labeled i, whereas the other items are labeled j = 1, 2, . . . , i − 1, i + 1, . . . , K. Let x (i) be the response pattern without item i, and let r(x (i) ) be the number-correct score on this partial response pattern, that is,
The range of possible scores r(x (i) ) is partitioned into S i disjoint subranges; the index i signifies that this partition may be different for every item i. Furthermore, define
for s = 1, . . . , S i . So w (s, x (i) ) is an indicator function assuming a value equal to 1 if the numbercorrect score of response pattern x (i) is in score range s. To apply the principle of the LM test, an alternative model was introduced where some item parameters differ across the S i score levels. Consider a model where the probability of a correct response conditional on w (s, x (i) ) is given by
Notice that the additional parameters β is , (s = 1, . . . , S i ) gauge the deviation from the item difficulty parameter b i in the subgroups. The model defined by (8) can be identified by the restriction β iS i = 0; that is, the difficulty in the highest score group was used as a base line for the deviations. Application of (4) to this case results in a statistic
where the vector h i has entries
for s = 1, . . . , S i − 1, and where the summation is over all respondents n with a number-correct score in category s.
is the logistic part of the probability P i (θ ) defined in (1). Notice that the expectation in (10) is with respect to the posterior distribution of θ given the observed response pattern x n , that is, with respect Finally, (i) is the covariance matrix of h i . Details with respect to the exact expression for (i) and the derivation of (10) are given in the appendix. It is a direct consequence of asymptotic theory (Aitchison & Silvey, 1958; Rao, 1947) that LM(β i ) has an asymptotic χ 2 -distribution with S i − 1 degrees of freedom. For the case of the 3PLM, formula (10) looks quite complicated. To shed some light on its structure, consider the special case of the 2PLM. In that case, the test is based on the difference between the number of persons in subgroup s and its posterior expectation, that is, on the expectation given by
So in that case, the test has a strong resemblance to Pearson's χ 2 test, only the squared differences between observed and expected observations are not weighted by expectations but by a matrix that is the covariance matrix of the differences given the parameter estimates (this point will be returned to below). In the 3PLM, both the observations and the expectations are weighted by a factor a i i (θ)/P i (θ ), so here the relation with Pearson's χ 2 becomes obscured. The test presented here was based on a statistic that gauges the fluctuation of the difficulty parameter over score levels. In the same manner, an LM test for the constancy of the discrimination or the guessing parameter across score levels could also be defined. One could go even further and define an omnibus test targeted at the simultaneous constancy of two parameters or of all three parameters. This, however, is beyond the scope of this article.
The Q 1 statistic (Yen, 1981 (Yen, , 1984 ) is based on sorting the respondents with respect to their θ estimates and forming K = 10 groups of N k (k = 1, . . . , K) respondents. Using this partition of respondents, Pearson's χ 2 statistic is computed as
where O ik and E ik are the observed and expected proportion of respondents in subgroup k with a correct score on item i, respectively. The expectation E ik is computed as the mean predicted probability of a correct response in subgroup k. McKinley and Mills (1985) and Mislevy and Bock (1990) used a similar approach, but they used the likelihood ratio statistic
rather than the Q 1 statistic and computed E ik as N k P i (θ k ), where θ k is the mean of the estimated traits in subgroup k. They did not limit the number of subgroups to K = 10. Orlando and Thissen (2000) remarked that the grouping of respondents was based on an estimate of θ rather than on some directly observable statistic such as the number-correct score, and therefore, the observed frequencies were not solely a function of the data but also of model-based trait estimates. They argued that this violates the assumptions of the traditional χ 2 goodness-of-fit test, and as a result, the distribution of the statistics remains unclear. As an alternative, they proposed two analogous statistics where the proportions of number-correct scores are compared with the conditional expectation of a correct response to item i given a number-correct score k. This conditional expectation is given by
is the summation of the probabilities of all possible response patterns x resulting in a number-correct score k. Furthermore,
is the summation of the probabilities of all possible partial response patterns x (i) resulting in a number-correct score k − 1. The functions G(k, θ ) and
can be computed using a recursion formula by Lord and Wingersky (1984) . To distinguish the statistics, Orlando and Thissen (2000) labeled the earlier statistics (McKinley & Mills, 1985; Mislevy & Bock, 1990; Yen, 1981 Yen, , 1984 as Q 1 − χ 2 and Q 1 − G 2 and their new proposals as S − χ 2 and S − G 2 . With respect to the distribution of all these test statistics, the following remarks are in order. First, Q 1 − χ 2 and Q 1 − G 2 are based on estimates of θ , both for the grouping of the respondents and for the computation of P i (θ k ). However, the variance of the estimates of θ, both for individual respondents and within the subgroups, is not taken into account in the definition of the statistics, and it might be expected that this variance plays a role in the asymptotic distribution of the statistics. The LM statistic and the S − χ 2 and S − G 2 statistics are not based on estimates of θ but on directly observable frequencies. Therefore, the variance of the estimates of θ does not play a role in the distribution of these statistics. Second, all statistics discussed here were based on estimates of the item parameters. Also, these estimates had variance that should be considered in the definition and derivation of the distribution of the statistics. Only the LM statistics met this requirement. Glas (1999) showed that the matrices and 22 in (5) can be viewed as the asymptotic covariance matrices of h(η η η 2 ) with η η η 1 (in this case, the item parameters) estimated and known, respectively. Furthermore, −1 11 is the asymptotic covariance matrix of the estimate of η η η 1 , so the term 21
accounts for the influence of the estimation of η η η 1 on the covariance matrix of h(η η η 2 ). So in the LM test, the variance of the estimates of the item parameters is explicitly taken into account. A third remark pertains to application of the standard theory for Pearson's χ 2 statistic (see, for instance, Bishop et al., 1975, chap. 14) . This theory requires that the observations should follow either a multinomial, compound multinomial or a Poisson sampling model. However, Glas (1988) and Glas and Verhelst (1989) have shown that neither model is applicable for the frequencies N k O ik considered here, and the standard asymptotic theory does not apply to statistics for IRT models as defined by (11) and (12). Furthermore, for the Rasch model, they showed that the restrictions on the sample space of (O ik − E ik ), i = 1, . . . , I, k = 1, . . . , K, can be accounted for by weighting the ensemble of the deviations (O ik − E ik ) by a specific covariance matrix. Unfortunately, this theory does not apply to the 2PLM and 3PLM. However, using simulation studies, Yen (1981) , McKinley and Mills (1985) , and Orlando and Thissen (2000) showed that in many instances, the distribution of the Q 1 − χ 2 , Q 1 − G 2 , S − χ 2 and S − G 2 statistics are often well approximated by a χ 2 distribution. In the simulation studies presented below, these claims were investigated further.
Simulation Studies on Tests for the ICC Method
In these studies, the Type I error rate and power of the tests described above were investigated. The test lengths in the simulation studies were 10, 20, or 40 items; and the sample sizes were 500, 1,000, or 4,000 respondents. Trait parameters were drawn from a standard normal distribution. Guessing parameters were always equal to 0.20. Item difficulty and discrimination parameters were chosen as follows:
• For 10 items, three values of the discrimination parameter, 0.5, 1.0, 1.5, were crossed with three difficulty values, −1.0, 0.0, 1.0 to produce nine sets of item parameters. The 10th item had the combination (1.0, 0.0), so this combination was present twice. 
. , 10).
• For 40 items, the same item difficulties as for the 20-item case were chosen, but here they were crossed with discrimination parameters 0.8, 1.0, 1.2, 1.4. The item parameters were estimated by Bilog-MG with the standard priors, that is, a β(5, 17) prior for the guessing parameters and a log-normal prior with mean 0 and standard deviation equal to 0.5 for the discrimination parameters. With these estimates as input, a program was run that computed six test statistics: two versions of
statistic as computed by Bilog-MG was also entered into the analysis. For computation of the two versions of LM(β), score level groups were formed by splitting the score range into five or nine parts of equal size. Gauss-Hermite Quadrature with 40 quadrature points was used for the evaluation of the integrals in the expected values in LM(β), S − χ 2 , and S − G 2 . The S − χ 2 and S − G 2 statistics were computed on score level, as suggested by Orlando and Thissen (2000) . Computation of these statistics using a partition of the sample of respondents according to the partition used for the two LM statistics resulted in very poor results, which will not be reported here.
For the computation of the Q 1 − χ 2 and the Q 1 − G 2 statistics, the respondents were ordered according to their a posteriori (MAP) estimates of θ and the thus-ordered sample was then partitioned into 10 subgroups of equal size.
Because the results for both Q 1 − χ 2 and Q 1 − G 2 , and S − χ 2 and S − G 2 were very close, only the results on the likelihood ratio tests Q 1 − G 2 and S − G 2 are reported. In all the simulation studies reported below, a significance level of 5% was used, and for every simulation study, 200 replications were made.
Results Type I Error Rate
The first study pertained to Type I error rate. Table 1 shows the proportions of significant outcomes aggregated over all items and all replications. It can be seen that for all tests, except the Q 1 − G 2 tests, the simulated Type I error rate was quite close to the nominal 5% significance level and, as should be expected, the Type I error rate converged to 5% as the sample size grew. The only exceptions to this pattern were the Q 1 −G 2 tests. First of all, it should be stressed that the Bilog-MG manual emphasizes that the test can only be meaningfully computed for a test length of more than 20 items. Therefore, the simulations with 10 and 20 items were not quite to the point, which was corroborated by the inflated Type I error rates that can be seen in Table 1 . However, in Table 1 it can also be seen that the simulation with 40 items and 4,000 simulees also showed a seriously inflated Type I error rate. This inflation followed the pattern found by the shorter tests, in the sense that the Type I error rate did not converge to the nominal significance level but increased with the sample size. In other words, the statistic does not converge to an asymptotic distribution, but it diverges as the sample size increases, which is quite an undesirable property in statistics. It must be mentioned that inflated Type I error rates for the Q 1 − G 2 test were also found by Orlando and Thissen (2000, Table 1 ). In their study, inflated Type I error rates were already present in simulations using 1,000 simulees. The most likely reason for the difference with the present study is the choice of the item parameters, which were fixed in the present study and sampled in the study by Orlando and Thissen.
The Type I error rates for the Q 1 − G 2 test as computed by Bilog-MG and the simulation program were close but not identical. For instance, the correlations between the outcomes of the statistics for the case of 4,000 simulees were .89, .90, and .82 for the cases of 10, 20, and 40 items, respectively. One of the causes of the difference is that Bilog-MG collapses neighboring intervals to avoid expected values less than 2.0, whereas the simulation program avoided these low expected frequencies by lowering the number of groups by one and reordering the simulees. Both programs repeat the process until expected values less than 2.0 were no longer found. The average number of subgroups over all simulations was 9.02.
Comparing the LM(β) tests with five and nine groups, it can be seen that the convergence as a function of sample size to the nominal Type I error rate of the test with five groups was somewhat better than that of the test with nine groups. The reason was that having nine rather than five cells in the table on which the statistic was based results in lower expected and observed cell frequencies, which influences the convergence of the statistic to the asymptotic distribution. So from this perspective, having less cells in the table is preferable. On the other hand, a statistic based on a finer partition of the sample might have more power to detect model violations. This will be returned to in the discussion of the power studies.
A final remark pertains to the reliability of the estimates in the table. In principle, the (rounded) proportions shown in Table 1 are estimates of probabilities based on 100K observations, where K is the number of items. So the estimates were based on 1,000, 2,000, and 4,000 observations. However, the observations were not independent, because within replications, the statistics were based on the same data and parameter estimates. Therefore, the standard formula for the variance of the estimate of a probability cannot be used. Still, given the large numbers of observations, it must be expected that the stability of the results were substantial. This was corroborated by assessing the difference between the first and the second 100 replications. For the 45 proportions reported in Table 1 , 25 did not change, 15 showed a change of 1 point in the last digit reported, and 5 showed a change of 2 points in the last digit. Therefore, it can be concluded that the reported results were very stable indeed.
Sensitivity to Violation of the ICC
The sensitivity to model violations was investigated by generating the responses to some of the items in a test according to the alternative model defined by (8). The power was evaluated by manipulating two variables: the percentage of misfitting items in the test, which was either 10% or 20%, and the effect size of the misfit. The effect size, which will be denoted by β, was introduced by choosing the parameters β is , (s = 1, . . . , 4) in (8) The results of the simulation studies are shown in Tables 2 through 5. The rows labeled "Hits" give the proportion of correctly detected misfitting items, and the rows labeled "False Alarms" give the proportion of fitting items incorrectly identified as misfitting. Again, all proportions shown are aggregated over items and replications. From these tables, the following conclusions can be drawn:
• The proportion of hits and false alarms of both versions of the Q 1 − G 2 test were approximately equal. Therefore, the overall performance of these tests must be considered poor. • The proportion of hits increased as a function of effect size. This is as expected: The larger the model violation, the larger the probability of detection.
• The proportion of hits increased as a function of sample size. Two effects were at work here: First, the precision of the estimates of the item parameters was positively related to the number of responses given to an item; and second, a larger sample size led to a better filled table with more stable proportions of correct responses.
• The proportion of hits generally increased as the test length increases. The explanation is that both the estimates of θ and the proportion of correct responses become more stable with a longer test length. This effect, however, was not uniformly present. Especially the LM(β) tests often had a dip for a test length of 20 items. Consider, for instance, the case of the LM(β) test with a sample size of 500 in Table 2 . It can be seen that the proportions of hits are 0.16, 0.11, and 0.17 for test lengths of 10, 20, and 40 items, respectively. Because these dips occurred quite frequently, they must be considered genuine. They are, however, hard to explain, and may be a complicated interaction effect of various simulation settings, such as the choice of item parameters and the choice of the model violation. The main effect, however, remains: The detection rate was positively related to the test length.
• The proportion of hits decreased slightly as the percentage of misfitting items increases from 10% to 20%. The reason is that the bias in the estimates of the fitting items increased with the proportion of misfitting items.
• Overall, the detection rate of the LM test with five score levels was slightly larger than the detection rate of the LM test with nine score levels. So, apparently, the fact that more detailed diagnostics were produced by using nine score levels did not cancel that a test with five score levels attained its asymptotic distribution sooner, at least not for the model violation imposed here.
• Overall, the detection rate of the LM tests was slightly larger than the detection rate of the S − G 2 test.
• Finally, the ratio of hits and false alarms for the S − G 2 test was much more favorable than the ratio for the LM tests. Especially in the conditions with 4,000 respondents and 10 items, the false alarm rate of the LM test became unacceptably high. The fact that the false alarm rate was considerably higher than the Type I error rate shows that the presence of misfitting items not only results in bias in the estimates of the misfitting items but also in bias in the estimates of the fitting items. The overall conclusion is that the characteristics of the Q 1 − G 2 test are poor, and the overall characteristics of the S − G 2 test are better than the overall characteristics of the LM tests, because the false alarm rate of the LM tests is sometimes considerable, especially when nine score groups are used.
Evaluation of Local Stochastic Independence
LM Tests
Evaluation of local stochastic independence can be based on alternative models that are generalizations of models proposed by Kelderman (1984) and Jannarone (1986) in the framework of the Rasch model. In these models, the dependence between the response on item i and the response on item j is modeled by the introduction of a parameter δ ij that can be viewed as a change of the difficulty of item i when item j was responded to correctly. For the 3PLM, this results in the model
Comparing (8) and (13), it can be seen that the alternative model for violation of the 3PLM-ICC has much in common with the alternative model for violation of local independence: In the former case, the response on item i depends on the partial response pattern on all items except item i; in the latter case, the response on item i depends on the response on item j alone. So a comprehensive framework of an entire family of tests could be based on an alternative model where the response on item i depends on some nonempty subset of the responses to the other items. A study of the complete family of tests, however, is beyond the scope of this article.
The LM statistic to test the hypothesis that δ ij = 0 is defined as
where the vector h ij only has one entry defined by
The summation is over all respondents n who respond correctly to item j , and the expectation is again with respect to the posterior distribution of θ , that is, with respect to p(θ|x n ) = p(x n |θ )φ(θ )/p(x n ). Finally, ij is the covariance matrix of h ij , so in this case, ij is a scalar. As above, details with respect to the exact expression for (ij ) and the derivation of the test can be found in the appendix. LM(δ ij ) has an asymptotic χ 2 distribution with one degree of freedom. Yen (1984 Yen ( , 1993 proposed a test statistic based on the argument that the random error scores d i = x i − P i (θ) and d j = x j − P j (θ ) are approximately bivariate normally distributed with a zero correlation. The test statistic was equal to the correlation (taken over respondents) of d i and d j , that is,
where P i (θ) and P j (θ ) are evaluated using some estimate of θ . In the simulation studies reported below, the expected a posteriori (EAP) estimate (see, for instance, Bock & Mislevy, 1982) was used. If the 3PLM holds, the Fisher r-to-z transform of this statistic may have a normal distribution with a zero mean and a variance equal to 1/(N − 3). Simulation studies reported by Yen (1984 Yen ( , 1993 showed that this approximation produces quite acceptable results.
In the framework of the Rasch model and conditional maximum likelihood (CML) estimation, van den Wollenberg (1982) showed that violation of local independence can be tested using a test statistic based on evaluation of the association between items in a 2 by 2 table. Applying this idea to the 3PLM in an MML framework, a statistic can be based on the difference between observed and expected frequencies given by
where n ij is the observed number of respondents making item i and item j correct, in the group of respondents obtaining a score between 2 and K − 2, and E(N ij ) is its expectation. Only scores between 2 and K − 2 are considered, because respondents with a score less than 2 cannot make both items correct and respondents with a score greater than K − 2 cannot make both items incorrect. So these respondents contribute no information to the 2 by 2 table. Notice that the expectation is defined conditionally on the respondents' number-correct scores. So the expected frequencies for the 2 by 2 table can be evaluated along the lines proposed by Thissen and Orlando (2000) , that is, using
is the summation of the probabilities of all possible partial response patterns without the items i and j , say, x (ij ) , resulting in a number-correct score k − 2. As with G(k, θ ) and G (i) (k − 1, θ) , also G (ij ) (k − 2, θ) can be computed using the recursion formula by Lord and Wingersky (1984) . Using Pearson's χ 2 statistic for association in a 2 by 2 table results in
where E(N ij ) is the expectation of making item i wrong and j correct. E(N ij ), and E(N ij ) are defined analogously, and the formulae for these expectations are straightforward generalizations of (16); that is, they are obtained as N k multiplied with
respectively. The reason that the nominators of the four summands on the right-hand side of (16) are the same is that the four differences between observed and expected frequencies in a 2 by 2 table are all equal: The table has only "one degree of freedom." As for the Q 1 − χ 2 and S − χ 2 statistics, also in this case standard asymptotic theory does not apply. One of the reasons is that the parameter estimates needed for the computation of the statistic are obtained from a much larger table of observations, that is, from the complete set of observed response patterns, and the restrictions imposed by the estimation equations on the distribution of the expectations of the 2 by 2 table are intractable. However, the effect of the estimation procedure might be quite small, and in the simulation studies reported below, the conjecture that S 3ij is well approximated by a χ 2 distribution with one degree of freedom will be tested.
Simulation Studies on Tests for Local Independence
Method
In these simulation studies, the Type I error rate and power of the LM(δ), Q 3 and S 3 tests will be compared. The design of the simulation studies in terms of numbers of items and respondents, item and trait parameters, significance level, and number of replications was analogous to the simulation studies for the tests targeted at the ICCs presented above. Again, the item parameters were estimated by MML using Bilog-MG, and with these estimates as input, a program was run that computed the three test statistics of interest. In principle, the statistics could be computed for all combinations of items. In practical situations, however, such a large number of combinations would lead to an overwhelming amount of information. A more practical approach might be to (initially) compute the statistics for all pairs of consecutive items in the test, and this approach was also followed here.
Results Type I Error Rate
The results shown in Table 6 pertain to Type I error rate. Shown are the proportions of significant outcomes aggregated over all items and replications. The Type I error rate of the LM(δ) test was quite close to the nominal significance level of 5%. The Type I error rate for the two other statistics was clearly too low, so it might be expected that these two tests will be conservative in their rejection of the 3PLM. This expectation was corroborated in the simulation studies reported below. 
Sensitivity to Violation of Local Independence
Power was evaluated by manipulating two variables: the percentage of misfitting items in the test, which was either 10% or 20%, and the effect size of the misfit, which was either δ = 0.25 or δ = 0.50. As in the previous studies, the model violations were always imposed on items with a i and b i closest to 1.0 and 0.0, respectively. These items were always grouped together in the first positions in the test; the fitting items were grouped together following the misfitting items.
The results are shown in Tables 7 through 10 . The four tables show clear main effects of effect size, test length, and sample size. The hit rate of the tests increased as the percentage of misfitting items went up, whereas the proportion of false alarms remained relatively low. Finally, the power of the LM(δ) test was clearly superior to the power of the two other tests.
It is an interesting observation that in this study, the proportion of false alarms was far less inflated than in the studies with tests for the ICC. This difference may be related to the findings of van den Wollenberg (1982) in the framework of the Rasch model. van den Wollenberg showed that tests aimed at the form of the ICCs were often insensitive to violation of the unidimensionality axiom and local independence. That is, even though local independence was violated, item parameters could still be estimated in such a way that the ICCs were well recovered. Or to put it in yet another way, violation of local independence did not necessarily result in considerable bias in the parameter estimates. Therefore, there was little transfer of the model violation to the parameter estimates of fitting items, and as a result, the false alarm rate remained limited.
Conclusions
The results of this study indicate that the S − G 2 j , S − χ 2 j , and LM tests are good candidates for evaluation of the fit of the ICCs to the 3PLM: For both tests, Type I error rate approximated the nominal significance level very well, and the proportion of accurately flagged misfitting items was generally acceptable. However, the simulation studies also showed that the proportion of fitting items flagged incorrectly as misfitting can become very high, especially for a short test of 10 items and especially for the LM test. The S − G 2 j test clearly suffered less from this problem. But also for a longer test (40 items), the hit and false alarm rate of the S − G 2 j test were 50% and 19%, respectively, whereas the almost perfect hit rate of the LM test went with a false alarm rate of 29% (case with sample size 4,000, effect size 0.50, 20% misfitting items). Whether this is acceptable may depend on the specific application of the model. It is important, however, that the practitioner is always well aware of this phenomenon.
The problems are less present for tests targeted at violation of local independence. An explanation is that a violation of the form of the ICC has a direct effect on the parameter estimates of all items, whereas a violation of local independence need not produce data where the ICCs cannot be properly modeled by the 3PLM (van den Wollenberg, 1982) .
One of the advantages of using LM tests for evaluation of item fit is that the asymptotic distribution of the statistics involved follows directly from asymptotic theory. Therefore, the approach can be easily generalized to other model violations and other IRT models. Examples are the application of the approach to IRT models for polytomous items (Glas, 1999) and Rasch's model for speed tests (Jansen & Glas, 2001 ). Generalization of the other approaches discussed above relies on simulation studies, that is, at least at the moment. The latter stipulation is not without meaning, because Type I error control and power of the S − G 2 test was definitely not inferior to the Type I error control and power of the LM tests; in fact, sometimes (10 items and 4,000 respondents) the characteristics of the S − G 2 test were clearly superior. Therefore, a study of the asymptotic theory of the S − G 2 statistic may be very worthwhile.
Appendix: The Derivation of the LM Tests
The first-and second-order derivatives of the log-likelihood function featuring in the definition of the Lagrange multiplier (LM) statistic are obtained as follows. Consider a general model where the probability of response pattern x has the form p(x) = p(x|θ, η η η)φ(θ)dθ.
The marginal likelihood equations for η η η can be easily derived using Fisher's identity (Efron, 1977; Louis 1982 ; also see Glas, 1998 Glas, , 1999 , which entails that the first-order derivatives with respect to η η η can be written as
where the expectation is with respect to the posterior distribution p(θ n | x n , η η η). Application of this framework to derive the first-order derivatives needed for LM(β)proceeds as follows. The alternative model can be written as
where P j (θ), P is (θ), and w (s, x (i) ) are defined by (1), (8), and (7), respectively. Taking first-order derivatives of the logarithm of this expression results in ∂P (x|θ) ∂β is = w(s,
Evaluation of this expression at β is = 0 gives P is (θ ) = P i (θ ), and the result, as given in (10), follows. The first-order derivatives with respect to δ ij , the parameter-gauging dependence between items i and j , is completely analogous with a small modification of the definition of w (s, x (i) ). So let w (s, x (i) ) now be defined as a variable that is equal to one if the response to item j is correct and zero otherwise. Then ∂P (x|θ )/∂δ ij is completely analogous to (18), and (15) follows.
