Abstract. In error estimates of various numerical approaches for solving decoupled forward backward stochastic differential equations (FBSDEs), the rate of convergence for one variable is usually less than for the other. Under slightly strengthened smoothness assumptions, we show that the fully discrete Euler scheme admits a first-order rate of convergence for both variables.
Introduction
On a filtered complete probability space (Ω, , ( t ) 0 t T , P) where t is generated by the standard Brownian motion W s , 0 s t and T is a fixed time horizon, we consider the decoupled forward-backward stochastic differential equations (FBSDEs): where the two integrals with respect to the Brownian motion W s are Itô-type. Pardoux & Peng [10] proved the existence and uniqueness of the solution of nonlinear backward stochastic differential equations (BSDEs) with the T -measurable terminal condition ξ, and Peng [12] gave the following probabilistic representation for the nonlinear Feynman-Kac solutions of Eqs. (1.1) and (1.2):
1) − d y t = f (t, X t , y t , z t ) d t − z t dW t , y T = g(X T
where u(t, x) is the smooth solution of the partial differential equation
∂ t u(t, x) + b(t, x)∂ x u(t, x) + 1 2 σ(t, x) 2 ∂ x x u(t, x) = − f t, x, u(t, x), ∂ x u(t, x)σ(t, x) , with the terminal condition u(T, x) = g(x)
. Subsequently, FBDSEs have been studied extensively and applied in many fields -e.g. mathematical finance, stochastic optimal control, nonlinear expectation, risk measure, and related problems [4, 5, 11, 13] . It is very difficult to find solutions in explicit closed form, so considerable attention has been paid to the numerical solution of FBSDEs and many numerical schemes have already been proposed [1-3, 6, 14-21] . Here we reconsider the fully discrete Euler scheme for decoupled FBSDEs proposed in Ref. [14] , and under certain regular conditions on the data b, σ, f and g we prove its first-order sup-norm convergence in solving Eqs. (1.1) and (1.2). In Section 2, some preliminaries are introduced, and the fully discrete Euler scheme is discussed in Section 3. Our error estimates of the scheme are derived in Section 4, and some concluding remarks are made in Section 5.
Preliminaries
Let us first list some notation -viz.
•
: the set of continuously differentiable functions ψ :
z ψ for 0 ℓ 1 ℓ and 0
• (X We introduce ∇ h to denote the difference quotient operator with respect to the space point x at time r with space step h -e.g. the difference quotient
and for a smooth function ψ : → the difference quotient
From the mean value theorem, we have the identity 
Fully Discrete Euler Scheme
We now introduce the fully discrete Euler method for the FBSDEs [14] . Let N denote a positive integer and the set of all integers, and define the time-space partition 
where f
) and the residue is defined bȳ 
with the residuē
where we denote the Euler approximationX
Then writingR k y,n andR k z,n for the remainders arising from this approximation of the forward process, we have the expectations
which can both be written as integrals involving the Gaussian density function
[ỹ
We can readily approximate the integral using the L-point Gauss-Hermite quadrature rule with nodes ξ ℓ and weights
as the discrete approximation to the above equation, where
Similarly, the expectation ofỹ∆W (3.8) can be approximated by
Here R k E, y,n and R k E,z,n denote the residues under the quadrature rule. Generally, x k,ℓ / ∈ S p and u(t n+1 , x k,ℓ ) should be approximated by some method involving only {u(t n+1 , x j )} j , and here we use the linear interpolation
where R k,ℓ I , y,n is the residue of the interpolation, and is the linear interpolation operator over the space partition S p defined by
) the closest grid point on the right-hand (left-hand) side of x k,ℓ .
From the previous procedure for approximating the expectations, we note the following definition. Given a sequence φ = {φ x } x∈S p (indexed by S p ), for a natural number m the discrete expectation of the product of φ and (∆W t n+1 ) m iŝ
Then using the above definitions and Eqs. (3.7), (3.8), (3.9), (3.11) and (3.12), from Eqs. (3.2) and (3.4), we obtain 15) where the residues are
In Eqs. (3.14) and (3.15), the discrete expectationsˆ
} x k ∈S p is the solution confined to the space partition S p .
We now introduceŷ andẑ to denote the corresponding numerical solutions for the variables y and z on the time-space partition T p × S p -i.e. we writeŷ t n = {ŷ
On omitting the residues R k y,n and R k z,n in Eqs. (3.14) and (3.15), we obtain the fully discrete Euler scheme for (1.1) and (1.2) as follows.
, backwardly solve forŷ t n and z t n using 20) where
Error Estimates
Under certain smoothness and boundedness conditions on b, σ, f and g, we now prove the first-order sup-norm convergence of the fully discrete Euler scheme (3.18)- (3.20) . The arguments used in the proof are much the same as in Ref. [6] , which basically consists of two parts -proving stability, and estimating the bound of the residues. Henceforth, ∇ h denotes the difference quotient defined in Eq. (2.3) with h = ∆x. In particular, when applied to a sequence φ = {φ
We first subtract Eqs. (3.19) and (3.20) from the respective Eqs. (3.14) and (3.15) to get two error equations, on which the difference quotient operator ∇ h is applied to obtain two more equations, so we have the following four equations:
2)
where µ
and ν
are the errors. To prove the stability of the numerical scheme, we also note some basic properties of the operatorˆ
, and its difference quotient ∇ hˆ 
Consequently,
and moreover
The proof of Proposition 4.1 readily follows, as the "non-negative with sum one" property holds for the coefficients of both the quadrature rule and the linear interpolation. Further, the quadrature rule outputs the exact value for polynomials with degree less than or equal to 2L − 1. Under additional smoothness and boundedness conditions, we obtain the two estimates in the following proposition. , we have the estimate
Here C is some constant independent of n, k, ∆t, ∆x and the solutions of the fully discrete scheme.
Proof. First, in the notation of Eq. (3.10) we have
and it is easy to check that x k+1,ℓ − x k,ℓ 0 holds for sufficiently small ∆t. Hence on denoting the index of x − k,ℓ as the natural number such that
, we have i k,ℓ i k+1,ℓ so that the difference quotient ofˆ
and we note that
Consequently, for the natural number m, we define the new discrete expectatioṅ
where the coefficientsλ
satisfy the "non-negative with sum one" propertȳ
Consequently, we have the two representations
∇ hˆ
hence we obtain inequality (4.5) on invoking the definition (4.7) and the property (4.8).
For the second estimate (4.6), we suppose {ξ ℓ } is sorted in ascending order (i.e. ξ ℓ < ξ ℓ+1 ) and define ℓ ′ := L + 1 − ℓ. We observe that ξ ℓ ′ = −ξ ℓ and ω ℓ ′ = ω ℓ , and define i k,ℓ as before. Thus again noting (3.10), if σ(t n , x k ) > 0 we have that i k,ℓ i k,ℓ ′ for 1 ℓ ⌊L/2⌋, and if σ(t n , x k ) < 0 then i k,ℓ ′ i k,ℓ for 1 ℓ ⌊L/2⌋, so rearranging the summation in
where the coefficients ρ k,ℓ, j are defined by
We note that
and so denoteρ k,ℓ, j = (σ(t n , x k )∆t) −1 ∆x ρ k,ℓ, j ∆t |ξ ℓ | ω ℓ such that the "non-negative with sum one" property holds forρ k,ℓ, j in the sense that
Now we define the new discrete expectation
when the discrete expectation of φ ∆W t n+1 has another representation
From Eq. (4.13), property (4.11) and definition (4.12) we have the second estimate (4.6).
Remark 4.1. Unlike the semi-discretised scheme (only discretised in the time variable), due to the interpolation in approximating the expectation some properties may not be preserved for the scheme (3.19) and (3.20) . For example, from Eqs. (4.9), (4.10) and (4.13) we fail to represent those terms on the left-hand side of the equality by the same discrete expectationˆ
[·] of ∇ h φ, which is not an issue for the semi-discretised scheme. As shown in Proposition 2, we choose to add the boundedness condition and keep the estimate under the supremum norm.
we obtain conditions for the stability of the scheme (3.19) and (3.20) as follows. . Then we have the estimates
Proof. From Eqs. (4.1)-(4.4), we obtain the inequalities (µ
∆t(ν
In inequality (4.16), we have
, and other terms containing the superscript θ are defined similarly. Under the smoothness conditions, we therefore have
Using Proposition 4.1, inequalities (4.14), (4.15) and (4.18), and letting γ 1 = 8C, we thus have the following estimate for sufficiently small ∆t:
Consequently, 20) so letting γ 2 = 32C and combining with Eqs. (4.16), (4.17) and (4.19), using Proposition 4.2 we obtain for sufficiently small ∆t that
on using the previous result (4.20) . Then using inequalities (4.15), (4.21) and Proposition 4.2 we have From Theorem 4.1, in order to get the estimates of µ t n and ν t n it remains to estimate the residues R y,n , R z,n , ∇ h R y,n and ∇ h R z,n defined in Eqs. 
Proof. In the error estimate of the Gauss quadrature rule [8] , it is proved that given f ∈ C r , 0 < ε < 1 we have
with constant C independent of L and f but dependent on r. Thus there isξ such that
Similar estimates hold for the difference quotients of the residues, so under the conditions of the lemma and letting r = 4 we complete the proof. we have
Proof. From the error estimate of the linear interpolation there is
) .
Taking the difference quotient ∇ h of R k,ℓ I , y,n , we obtain
where we denote
(4.28)
From the definition (3.10),
so for sufficiently small ∆t we have 0 x
and therefore from Eq. (4.27) there is γ k,ℓ in between of θ k+1,ℓ and θ k,ℓ such that
For the second term S k,ℓ 2 , we discuss its upper bound for the three cases x
Thus from Eq. (4.28) we have The results then follow from Theorem 4.1.
Furthermore, by relating ∆t to ∆x we obtain first-order convergence for the numerical scheme. 
Conclusions
We have considered a fully discrete Euler scheme for solving decoupled forward backward stochastic differential equations. Under conditions slightly stronger than traditional assumptions, we proved the convergence rate is first-order. The technique used to obtain our error estimates is general, and may be extended to more complicated numerical schemes.
