Abstract
Introduction
Clustering is a common unsupervised data analysis method which partitions data into a set of self-similar clusters. The obtained data clusters always play an important role in solving various machine learning and computer vision problems by the disclosed grouping patters in the original data. Most clustering algorithms can be categorized into two classes: similarity-based and model-based clustering methods. With Gaussian Mixture Model (GMM) as a representative, model-based clustering methods typically model the data by a mixture of parametric distributions, and the parameters of the distributions are estimated via fitting a statistical model to the data [10] . However, high dimensionality always impose difficulty on the parameter estimation, and the fact that the used parametric distribution may not match the underlying true distribution of the data further restricts the application of model-based methods to complex data.
In contrast, similarity-based clustering methods segment the data based on the similarity function, and they alleviate the difficult problem of parameter estimation in case of high dimensionality. For example, K-means [6] groups similar data together by a local minimum of sum of within-cluster dissimilarities. Affinity Propagation [11] uses the same principle and automatically determines the cluster number. Spectral Clustering [16] identifies clusters of complex shapes lying on some low dimensional manifolds by spectral embedding. Among various similarity-based clustering methods, graph-based methods [18] are important wherein the edge weight of the graph serving as the data similarity, and sparse graphs (where only a few edges have non-zero weights for each vertex) are demonstrated to be especially effective for clustering high dimensional data. Examples of sparse graph methods include ℓ 1 -graph [19, 4] and Sparse Subspace Clustering [9] , which build the graph by reconstructing each datum with all the other data by sparse representation. ℓ 1 -graph and sparse subspace clustering have been shown to be robust to noise and capable of producing superior results for high dimensional data, compared to K-means and spectral clustering. ℓ 1 -graph is further extended to incorporate local manifold structure of the data in [21, 22] .
To avoid the non-convex optimization problem incurred by ℓ 0 -norm, most of the sparse graph based methods [19, 4, 8, 9, 21, 22] replaces ℓ 0 -norm with ℓ 1 -norm so as to solve a convex optimization problem. In addition, ℓ 1 -norm has been widely used as a convex relaxation of ℓ 0 -norm for efficient sparse coding algorithms [12, 13, 14] . [9] points out that in case that the data are drawn from linear independent subspaces, sparse representation by ℓ 1 -norm can recover the underlying subspaces.
On the other hand, sparse representation methods [15] that directly optimize objective function involving ℓ 0 -norm demonstrate compelling performance compared to its ℓ 1 -norm counterpart. In order to deal with general cases when the subspaces are not independent of each other and follow the original principle of sparse representation by ℓ 0 -norm, we propose a new sparse graph called ℓ 0 -graph which employs ℓ 0 -norm to enforce the sparsity of the graph, and develop a proximal method to optimize the associated objective function with convergence guarantee. The proximal method is inspired by the proximal linearized method in [3] .
The remaining parts of the paper are organized as follows. Sparse coding and ℓ 1 -graph are introduced in the next subsection, and then the detailed formulation of ℓ 0 -graph is illustrated. We then show the clustering performance of ℓ 0 -graph, and conclude the paper. We use bold upper letters for matrices and vectors, and regular lower letter for scalars throughout this paper.
Sparse Coding and ℓ 1 -Graph for Clustering
Sparse coding methods represent an input signal by a linear combination of only a few atoms of a dictionary which is usually over-complete, and the sparse coefficients are named sparse code. Sparse coding has been broadly applied in machine learning and signal processing, and sparse code is extensively used as a discriminative and robust feature representation [20, 5, 23, 21] with demonstrated convincing performance for image classification and clustering. Denote the data by X = [x 1 , x 2 , . . . , x n ] which lie in the d-dimensional Euclidean space IR d , and let the dictionary matrix be
d×p with each d m (m = 1, . . . , p) being the atom or the basis vector of the dictionary. Sparse coding method searches for the linear sparse representation with respect to the dictionary D for each vector x i . Sparse coding is performed by solving the following convex optimization problem:
where λ is a weighting parameter for the sparsity of α i . ℓ 1 -graph [19, 4] employed the idea of sparse coding to encode the intrinsic similarity between the data by the sparse codes. In sparse subspace clustering [9] , the authors pointed out that such sparse representation for each datum recovers the underlying subspaces from which the data are generated. With the data X = [x 1 , . . . , x n ] ∈ IR d×n , it is mentioned in [7, 9] that the following sparse representation for each data point by ℓ 0 -norm
can effectively recovers the subspace S i that the point x i belongs to, and the non-zero elements of the sparse code α i correspond to the data points that also lie in the subspace S i . Since (2) is a non-convex problem and NP-hard, sparse subspace clustering method replaces the ℓ 0 -norm with ℓ 1 -norm in (2) and solves the following convex optimization problem instead:
By solving almost the same optimization problem as (3), ℓ 1 -graph obtains the robust sparse representation for each data point by solving the ℓ 1 -norm optimization problem below:
which is equivalent to
for some weighting parameter λ ℓ 1 > 0, and
T , the diagonal elements of α are enforced to be zero, i.e. α ii = 0 for 1 ≤ i ≤ n.
Let G = (X, W) be the ℓ 1 -graph where X is the set of vertices, W is the graph weight matrix and W ij indicates the similarity between x i and x j , ℓ 1 -graph builds the n × n similarity matrix W by the sparse codes:
ℓ 1 -graph then performs spectral clustering on the sparse similarity matrix W to partition the data. In the case that the subspaces from which the data are drawn are linear and independent, W ij is nonzero if and only if two points x i and x j are in the same subspace according to [7, 9] . Therefore, in this case W exhibits block-diagonal structure with a proper perturbation of the data and spectral clustering on W can effectively segment the data in accordance with the underlying subspaces. Extensive empirical study shows that ℓ 1 -graph achieves much better performance than spectral clustering on widely used Gaussian kernel graph. Moreover, it is clear that the pairwise similarity matrix (6) constructed by the coefficient matrix α leads to the superior performance of ℓ 1 -graph based clustering. In the following section, we propose ℓ 0 -graph, which follows the original principle of sparsely representing each data point by other data using ℓ 0 -norm as in (2).
Formulation of ℓ 0 -Graph
As mentioned in the previous section, ℓ 1 -norm is used in ℓ 1 -graph and sparse subspace clustering as a relaxation of the ℓ 0 -norm for the sparsity of the graph. To handle the general cases when the subspaces are not independent and comply to the original sparse representation using ℓ 0 -norm, ℓ 0 -graph is proposed. The objective function of ℓ 0 -graph is obtained by using ℓ 0 -norm instead of ℓ 1 -norm in (5):
where · F is the Frobenius norm of a matrix and · 0 indicates the ℓ 0 -norm that counts the number of nonzero elements in a vector or matrix. Inspired by recent advances in solving non-convex optimization problems by proximal linearized method [3] and the application of this method to ℓ 0 -norm based dictionary learning [2] , we propose a proximal method to optimize (7) which is iterative. In the following text, the superscript with bracket indicates the iteration number of the proposed proximal method. In t-th iteration of our proximal method for t ≥ 1, gradient descent is performed on the square loss term of (7), i.e.
where γ > 1 is a constant and s is the Lipschitz constant for the gradient of function Q(·), namely
Then α (t) is obtained as the solution to the following ℓ 0 regularized problem:
It can be verified that (10) has closed-form solution, i.e.
The iterations start from t = 1 and continue until the sequence {L(α (t) )} converges or maximum iteration number is achieved. We initialize α as α (0) = α ℓ 1 and α ℓ 1 is the sparse codes generated by ℓ 1 -graph by solving (5) with some proper weighting parameter λ ℓ 1 . In all the experimental results shown in the next section, we empirically set λ ℓ 1 = 0.1 when initializing ℓ 0 -graph. The data clustering algorithm by ℓ 0 -graph is described in Algorithm 1. Also, the following theorem shows that each iteration of the proposed proximal method decreases the value of the objective function L(·) in (7), therefore, our proximal method always converges. Theorem 1. Let s = 2σ max (A T A) where σ max (·) indicates the largest eigenvalue of a matrix, then the sequence {L(α t )} generated by the proximal method with (8) and (11) decreases, and the following inequality holds for t ≥ 1:
And it follows that the sequence {L(α (t) )} converges.
The proof of Theorem 1 is shown in the Appendix. Furthermore, we show that if the sequence {α t } generated by the proposed proximal method is bounded (which often holds in practice, and it always holds in our experiments), then it is a Cauchy sequence and it converges to a critical point of the objective function L in (7).
Theorem 2. Suppose that the sequence {α
t } generated by the proximal method with (8) and (11) is bounded, then 1)
Sketch of the Proof. [3] shows that the ℓ 0 -norm function · 0 is a semi-algebraic function. The conclusions of this theorem directly follows from Theorem 1 in [3] .
Algorithm 1
Data Clustering by ℓ 0 -Graph
Input:
The data set
Obtain α (t) from α (t−1) by (8) and (11) 4: c , and run K-means clustering method to obtain the cluster labels for all the rows of v. Output: The cluster label of x i is set as the cluster label of the i-th row of v, 1 ≤ i ≤ n.
Experimental Results
The superior clustering performance of ℓ 0 -graph is demonstrated in this section with extensive experimental results. We compare our ℓ 0 -graph to K-means (KM), Spectral Clustering (SC), ℓ 1 -graph, Sparse Manifold Clustering and Embedding (SMCE). Moreover, we derive the OMP-graph, which builds the sparse graph in the same way as ℓ 0 -graph 
ℓ 0 -graph is also compared to OMP-graph to show the advantage of the proposed proximal method in the previous section. By adjusting the parameters and settings, ℓ 1 -graph and sparse subspace clustering generate equivalent results, so we omit the performance of sparse subspace clustering in the comparison.
Evaluation Metric
Two measures are used to evaluate the performance of the clustering methods, i.e. the accuracy and the Normalized Mutual Information(NMI) [25] . Let the predicted label of the datum x i beŷ i which is produced by the clustering method, and y i is its ground truth label. The accuracy is 
where 1I is the indicator function, and Ω is the best permutation mapping function by the Kuhn-Munkres algorithm [17] . The more predicted labels match the ground truth ones, the more accuracy value is obtained.
LetX be the index set obtained from the predicted labels {ŷ i } n i=1 and X be the index set from the ground truth labels
. The mutual information betweenX and X is
where p(x) and p(x) are the margined distribution ofX and X respectively, induced from the joint distribution p(x, x) overX and X. Let H(X) and H(X) be the entropy ofX and X, then the normalized mutual information (NMI) is defined as below:
It can be verified that the normalized mutual information takes values in [0, 1]. The accuracy and the normalized mutual information have been widely used for evaluating the performance of the clustering methods [24, 4, 25] .
Clustering on UCI Data Sets and MNIST Handwritten Digits Database
In this subsection, we conduct experiments on two real data sets from UCI machine learning repository [1] , i.e. Heart and Ionosphere, as well as the MNIST database of handwritten digits. The three data sets are summarized in Table 5 . MNIST handwritten digits database has a total number of 70000 samples for digits from 0 to 9. The digits are normalized and centered in a fixed-size image. For MNIST data set, we randomly select 500 samples for each digit to obtain a subset of MNIST data consisting of 5000 samples. The random sampling is performed for 10 times and the average clustering performance is recorded. The clustering results on these three data sets are shown in Table 1. 
Clustering On COIL-20 and COIL-100 Database
COIL-20 Database has 1440 images of 20 objects in which the background has been removed, and the size of each image is 32 × 32, so the dimension of this data is 1024. COIL-100 Database contains 100 objects with 72 images of size 32 × 32 for each object. The images of each object were taken 5 degrees apart when the object was rotated on a turntable. The clustering results on these two data sets are shown in Table 2 and Table 3 respectively. We observe that ℓ 0 -graph performs consistently better than all other competing methods. On COIL-100 Database, SMCE renders slightly better results than ℓ 1 -graph on the entire data due to its capability of modeling non-linear manifolds.
Clustering On Extended Yale Face Database B
The Extended Yale Face Database B contains face images for 38 subjects with 64 frontal face images taken under different illuminations for each subject. The clustering results are shown in Table 4 . We can see that ℓ 0 -graph achieves significantly better clustering result than ℓ 1 -graph, which is the second best method on this data.
Parameter Setting
We use the sparse codes generated by ℓ 1 -graph with weighting parameter λ ℓ 1 = 0.1 in (5) to initialize ℓ 0 -graph, and set λ = 0.5 for ℓ 0 -graph empirically throughout all the experiments in this section, and we observe that the average number of non-zero elements of the sparse code for each data point is around 3 for most data sets. The maximum iteration number M = 100 and the stopping threshold ε = 10 −6 . For OMP-graph, we tune the parameter T in (13) to control the sparsity of the generated sparse codes such that the aforementioned average number of non-zero elements of the sparse code matches that of ℓ 0 -graph. For ℓ 1 -graph, the weighting parameter for the ℓ 1 -norm is chosen from [0.1, 1] for the best performance.
We investigate how the clustering performance on the Extended Yale Face Database B and COIL-20 Database changes by varying the weighting parameter λ for ℓ 0 -graph, and illustrate the result in Figure 1 and Figure 2 respectively. We observe that the performance of ℓ 0 -graph is much better than other algorithms over a relatively large range of λ, revealing the robustness of our algorithm with respect to the weighting parameter λ.
Conclusion
We propose a novel ℓ 0 -graph for data clustering in this paper. In contrast to the existing sparse graph methods such as ℓ 1 -Graph that uses ℓ 1 -norm as a relaxation of the ℓ 0 -norm, ℓ 0 -graph enforces the sparsity of the constructed graph by ℓ 0 -norm and optimizes the objective function using a proposed proximal method. Convergence of this proximal method is proved, and extensive experimental results on various real data sets demonstrate the effectiveness and superiority of ℓ 0 -graph over other competing methods.
Appendix
Proof of Theorem 1. First of all, when s be 2 times the maximum eigenvalue of A T A, then s is the Lipschitz constant for the gradient of function Q. To see this, we have ∇Q(Y) = 2(A T AY − A T X), and Combining (19) and (21), we have
And (12) is verified. Since the sequence {L(α (t) )} is deceasing with lower bound 0, it must converge.
