



3.1 Pendekatan Penelitian 
Pendekatan dalam penelitian ini adalah pendekatan kuantitatif, karena penelitian 
ini disajikan dalam bentuk angka-angka. Menurut Sugiyono (2009), pendekatan 
kuantitatif adalah pendekatan ilmiah yang memandang suatu realitas itu dapat 
diklasifikasikan, konkrit, teramati, dan terukur, hubungan variabelnya bersifat 
sebab akibat dimana data penelitiannya berupa angka-angka dan analisisnya 
menggunakan statistik. 
3.2 Lokasi Penelitian 
Dalam penelitian ini penulis memilih Universitas Airlangga, Universitas 
Muhammadiyah Gresik, Universitas Islam Negeri Sunan Ampel dan STIE Perbanas 
Surabaya sebagai tempat melakukan penelitian. 
3.3 Populasi dan Sampel 
3.3.1 Populasi 
Populasi adalah wilayah generalisasi yang terdiri atas objek atau subjek yang 
mempunyai kualitas dan karakteristik tertentu yang ditetapkan oleh penelitian untuk 
dipelajari dan kemudian ditarik kesimpulannya Sugiyono (2014). Populasi dalam 
penelitian ini adalah Mahasiswa Akuntasi di Universitas Airlangga, Universitas 
Muhammadiyah Gresik, Universitas Islam Negeri Sunan Ampel dan STIE Perbanas 
Surabaya. 
3.3.2 Sampel 
Menurut Sugiyono (2016) Sampel adalah bagian dari jumlah dan karakteristik yang 
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dimiliki oleh populasi tersebut. Kemudian ukuran sampel ditentukan dengan 
kriteria Ferdinand dalam Arianto (2013; 299) yang mengungkapkan bahwa dalam 
penelitian multivariate (termasuk yang menggunakan analisis regresi multivariate) 
besarnya sampel ditentukan sebanyak 25 kali variabel independen. Adapun 
perhitungan sampel tersebut adalah sebagai berikut: 
N = (Variabel bebas + terikat) x 25 N = 4 x 25 
N = 100 
 
Teknik pengambilan  sampel pada penelitian ini dilakukan dengan teknik 
purposive sampling yaitu teknik pengambilan sampel secara sengaja sesuai dengan 
persyaratan sampel yang diperlukan dengan kriteria yang diambil sebagai dasar 
penentuan sampel adalah mahasiswa S1 akuntansi tingkat akhir yaitu semester VI 
keatas.  
3.4 Definisi Operasional 
 
Definisi operasional adalah definisi yang diberikan kepada suatu variabel atau 
konstrak dengan cara memberikan arti, atau menspesifikasi kegiatan, ataupun 
memberikan suatu operasional yang diperlukan untuk mengukur variabel atau 
konstrak tersebut. Variabel adalah suatu karakteristik, ciri, sifat, watak, milik, atau 
keadaan yang melekat pada beberapa subyek, orang, atau barang yang dapat 
berbeda-beda intensitasnya, banyaknya, atau kategorin 
3.4.1 Variabel Independen 
 
Menurut Sugiyono (2014) pengertian variabel bebas adalah merupakan variabel 
yang mempengaruhi atau yang menjadi sebab perubahannya atau timbulnya 




1. Penghargaan Finansial (X1) 
 
Penghargaan finansial atau gaji adalah hasil yang diperoleh sebagai 
kontraprestasi. Variabel penghargaan finansial diuji menggunakan kuesioner 
dari Stolle (1976) dengan tiga pernyataan yaitu penghargaan finansial/ gaji 
awal yang tinggi, manfaat pensiun yang lebih baik dan potensi kenaikan 
penghargaan finansial. 
2. Pelatihan Profesional (X2) 
 
Pelatihan profesional adalah hal-hal yang berhubungan dengan peningkatan 
keahlian. Stolle (1976) mengungkapkan bahwa pelatihan profesional 
dipertimbangkan oleh mahasiswa yang memilih profesi akuntan publik. Hal ini 
berarti dalam memilih profesi, tidak hanya bertujan mencari penghargaan 
finansial tetapi juga ada keinginan untuk mengejar prestasi dan 
mengembangkan diri.Variabel pelatihan profesional diuji menggunakan 
kuesioner dari Stolle (1976) dengan empat pernyataan mengenai variasi 
pelatihan kerja, pelatihan dari profesional, pelatihan formal, dan 
pengalamankerja. 
3. Pengakuan Profesional (X3) 
 
Pengakuan profesional merupakan hal-hal yang berhubungan dengan 
pengakuan terhadap prestasi. Variabel pengakuan profesional diuji 






mengenai kesempatan untuk berkembang, pengakuan prestasi, keahlian  politik 
dalam pekerjaan, dan memerlukan berbagai keahlian untuk mencapai sukses. 
4. Nilai-nilai Sosial (X4) 
 
Nilai-nilai sosial merupakan faktor yang menampakkan kemampuan seseorang 
di masyarakat, atau nilai seseorang yang dapat dilihat dari sudut pandang orang 
lain di lingkungannya. Nilai-nilai sosial diuji dengan indikator Stolle (1976) 
sejumlah empat pernyataan sosial mengenai pemberian jasa kepada 
masyarakat, interaksi dengan orang lain, personal job satisfaction, dan gengsi 
pekerjaan (prestige). 
Variabel-variabel bebas dalam penelitian ini akan diukur menggunakan likert- scale 
questioner yaitu skala pengukuran yang dijabarkan ke dalam beberapa pertanyaan. 
Masing-masing butir pernyataan diberi skor satu sampai lima. Alternatif jawaban 
pada setiap pernyataan adalah sebagai berikut: 
1 = Tidak Setuju (TS) 
 
2. = Kurang Setuju (KS)  
3. = Ragu-ragu (R) 
4 = Setuju (S) 
 
5. = Sangat Setuju (SS) 
 
3.4.2 Variabel Terikat (Dependent Variable) 
Variabel terikat merupakan variabel yang dipengaruhi atau yang menjadi 
akibat, karena adanya variabel bebas (Sugiyono, 2009). minat menjadi Akuntan 




yang memberikan jasa auditing profesional kepada klien. Minat menjadi Akuntan 
Publik diuji dengan  sembilan pernyataan yaitu Akuntan publik dapat menjadi 
Konsultan Bisnis yang terpercaya, Akuntan Publik dapat menjadi direktur 
perusahaan, Akuntan Publik dapat memperluas wawasan dan kemampuan 
akuntansi, Akuntan Publik dapat menjanjikan lebih profesional dalam bidang 
akuntansi, bekerja pada Akuntan Publik mudah untuk mendapat promosi jabatan, 
Imbalan yang diperoleh sesuai dengan upaya yang diberikan, Kepuasan pribadi 
dapat dicapai atas tahapan karir, keamanan kerja lebih terjamin dan memperoleh 
penghargaan yang tinggi di masyarakat. 
3.5 Pengukuran Variabel 
 
1. Penghargaan Finansial (X1) 
 
Variabel penghargaan financial diuji menggunakan kuesioner dari Stolle 
(1976) dengan tiga pernyataan yaitu penghargaan finansial/ gaji awal yang tinggi, 
manfaat pensiun yang lebih baik, dan potensi kenaikan penghargaan finansial. 
Teknik pengukurannya menggunakan skala Likert 5 point,yaitu: 
1 = Tidak Setuju (TS) 
 
2  = Kurang Setuju (KS) 
3 = Ragu-ragu (R) 
4 = Setuju (S) 
 









Variabel pelatihan profesional diuji menggunakan kuesioner dari Stolle (1976) 
dengan empat pernyataan mengenai variasi pelatihan kerja, pelatihan dari 
profesional, pelatihan formal, dan pengalaman kerja. Teknik pengukurannya 
menggunakan skala Likert 5 point, yaitu: 
1 = Tidak Setuju (TS) 
 
2 = Kurang Setuju (KS) 
 
3. = Ragu-ragu (R)  
4 = Setuju (S) 
5 = Sangat Setuju (SS) 
 
4. Pengakuan Profesional (X3) 
 
Variabel pengakuan profesional diuji menggunakan kuesioner dari Stolle 
(1976) dengan empat pernyataan mengenai kesempatan untuk berkembang, 
pengakuan prestasi, keahlian politik dalam pekerjaan, dan memerlukan berbagai 
keahlian untuk mencapai sukses. Teknik pengukurannya menggunakan skala Likert 
5 point,yaitu: 
1 = Tidak Setuju (TS) 
 
2 = Kurang Setuju (KS)  
3 = Ragu-ragu (R) 
4 = Setuju (S) 
 
5 = Sangat Setuju (SS) 
 
5. Nilai-nilai Sosial (X4) 
 
Nilai-nilai sosial diuji dengan indikator Stolle (1976) sejumlah empat 




orang lain, personal job satisfaction, dan gengsi pekerjaan (prestige). Teknik 
pengukurannya menggunakan skala Likert 5 point,yaitu: 
1  = Tidak Setuju (TS) 
 
2 = Kurang Setuju (KS)  
3    = Ragu-ragu (R) 
4   = Setuju (S) 
 
5 = Sangat Setuju (SS) 
3.6 Sumber Data 
 
Penelitian ini, menggunakan jenis sumber data yaitu, data primer yaitu sumber data 
penelitian yang diperoleh secara langsung dari sumber yang ada dengan instrumen 
berupa angket kuisioner. 
3.7Jenis Data 
 
Menurut Sugiyono (2014:234) data merupakan kumpulan angka yang saling 
berhubungan dengan observasi. Jenis data yang diperlukan dalam penelitian ini 
yaitu berbentuk kuisioer yang disebarkan kepada Mahasiswa akhir program studi 
akuntasi di Universitas Airlangga, Universitas Muhammmadiyah Gresik, 
Universitas Negeri Sunan Ampel dan STIE Perbanas Surabaya. 
3.8 Teknik Pengambilan Data 
 
Teknik pengambilan data yang digunakan dalam penelitian ini, yaitu penelitian 
lapangan. Penelitian ini menggunakan kuesioner sebagai alat pengumpul informasi 
data yang benar, valid, dan tepat. Kuesioner ini akan dibagikan secara langsung 
kepada mahasiswa akhir program studi akuntansi Universitas Airlangga, 





Penelitian lapangan ini bertujuan untuk mendukung sumber data primer 
yang dibutuhkan. Setiap pertanyaan dari variabel-variabel independen yang diteliti 
menggunakan skala Likert 5 point, yaitu: 
1 = Tidak Setuju (TS) 
 
2 = Kurang Setuju (KS)  
3 = Ragu-ragu (R) 
4 = Setuju (S) 
5 = Sangat Setuju (SS) 
 
3.9 Teknik Analisis Data 
 
Teknik analisis data yang digunakan dalam penelitian ini diantaranya adalah 
analisis statistik deskriptif dan analisis regresi berganda. Statistik deskriptif 
digunakan untuk mengetahui nilai maksimum, minimum, rata-rata, dan standar 
deviasi dari masing-masing variabel. Analisis regresi berganda digunakan untuk 
menguji hubungan variabel independen terhadap variabel dependen. 
3.9.1 Uji Validitas 
 
Uji validitas data menggunakan pendekatan content (face) validity. Nilai validitas 
data dicari dengan menggunakan rumus korelasi product moment. Perhitungan ini 
menggunakan bantuan computer program SPSS. Perhitungan dilakukan dengan 
menggunakan Scale-reliability analysis pada tabel item total statistic dengan item 
corrected item total correlation (Sugiyono & Susanto,2015:388). Pertanyaan atau 




3.9.2 Uji Reabilitas 
 
Uji reliabilitas data menggunakan pendekatan reliabilitas konsistensi internal. 
Untuk mengukur konsistensi internal peneliti menggunakan salah satu teknik 
statistic yaitu Combarch’s alpha. Menurut Ghozali (2013) suatu variabel dikatakan 
valid apabila nilai Combarch’s alpha>0,70. Perhitungan ini dilakukan dengan 
bantuan computer program SPSS. 
3.9.3 Uji AsumsiKlasik 
 
3.9.3.1 Uji Normalitas 
 
Uji Normalitas digunakan untuk menguji apakah dalam model regresi, variabel 
pengganggu atau residual memiliki distribusi normal Ghozali (2011). Model regresi 
yang baik apabila memiliki distribusi data yang normal atau mendekati normal. 
Untuk menguji apakah distribusi data normal atau tidak, maka dapat dilakukan 
analisis grafik atau dengan melihat normal probability plot yang membandingkan 
distribusi kumulatif dan distribusi normal. Distribusi normal akan membentuk satu 
garis lurus diagonal, dan ploting data residual akan dibandingkan dengan garis 
normal. Jika distribusi data residual normal, maka garis yang menggambarkan data 
sesungguhnya akan mengikuti garisdiagonal.Untuk mendeteksi normalitas data 
dapat juga dilakukan dengan Uji Kolmogorov- Smirnov. 
Hal ini dilakukan dengan cara menentukan terlebih dahulu hipotesis 
pengujian yaitu : 
: data terdistribusi secaranormal 
: data tidak terdistribusi secara normal. Kriteria pengambilan keputusan: 




Jika signifikansi > 0,05 maka diterima dan ditolak. Jika signifikansi<0,05 
maka  ditolak diterima 
Jika menggunakan grafik, data dilakukan berdistribusi normal jika titik-titik hasil 
dari uji SPSS mengikuti garis diagonal secara teratur. Namun jika tidak, maka 
dikatakan bahwa data tersebut tidak berdistribusi normal. 
3.9.3.2 Uji Heterokedastisitas 
 
Uji heteroskedastisitas digunakan untuk menguji apakah dalam model regresi 
ketidaksamaan variansi dari residual satu pengamatan ke pengamatan lain (Ghozali, 
2013:139). Apabila antara variansi dari residual suatu pengamatan ke pengamatan 
lain tetap, maka disebut homokedastisitas dan jika berbeda disebut 
heteroskedastisitas. Pada suatu model regresi yang baik yaitu apabila tidak terjadi 
Heteroskedastisitas. Mendeteksi adanya heterokedastisitas dapat dilihat dari gambar 
scatterplots yang membentuk pola tertentu yaitu: 
1. Jika ada pola seperti, titik-titik yang membentuk pola tertentu yang teratur 
(bergelombang, melebar kemudian menyempit), maka mengindikasikan telah 
terjadi heteroskedastisitas. 
2. Namun apabila gambar scatterplots tidak menunjukan ada pola  yang jelas, serta 
titik-titik menyebar diatas dan di bawah angka 0 pada sumbu Y, mak tidak terjadi 
heterokedastisitas. 
3.9.3.3 Uji Multikolinearitas 
 
Uji multikolinearitas digunakan untuk mengetahui apakah pada modelregresi yang 
diajukan telah ditemukan adanya korelasi antar variabel bebas (Ghozali,  




antara variabel bebas. Ada tidaknya multikolinearitas dapat dilihat pada nilai VIF 
dan tolerance-nya. Apabila nilai VIF<10, dan nilai tolerance-nya>10%, maka 
kesimpulannya tidak terdapat gangguan multikolinearitas pada persamaan regresi 
linear. Sebaliknya jika nilai VIF>10 dan tolerance-nya<10%, maka kesimpulannya 
terdapat gangguan multikolinearitas pada persamaan regresi linear. 
3.9.3.4 Uji Autokorelasi 
 
Uji autokorelasi bertujuan untuk menguji apakah dalam suatu model regresi linier 
terdapat korelasi antara kesalahan pengganggu pada periode t dengan kesalahan 
pada periode t-1 (sebelumnya) (Ghozali, 2011:110). Jika terdapat korelasi maka 
dinamakan ada problem autokorelasi. Pada suatu model regresi yang baik adalah 
regresi yang bebas dari autokorelasi. Autokorelasi pada model regresi artinya 
adakorelasi antar anggota sampel yang diurutkan berdasarkan waktu sampel 
berkorelasi. Untuk mendeteksi adanya autokorelasi bisa dilihat pada tabel D-W 
(Durbin- Watson) dan secara umum bisa diambil patokan yaitu : 
1. Angka D-W dibawah -2 berarti ada autokorelasipositif; 
 
2. Angka D-W diantara -2 sampai +2, berarti tidak ada autokorelasi; 
 
3. Angka D-W diatas +2 berarti ada autokorelasinegatif. 
 
3.9.4 Uji Regresi Linier Berganda 
 
Analisis regresi linier berganda merupakan alat analisis yang berkenaan dengan 
studi ketergantungan variabel dependen terhadap beberapa variabel independen. 
Bentuk umum dari linier berganda secara sisteatis sebagai berikut ini : 
Y = α + β1 Χ1 + β2 Χ2 + β3 Χ3 + β4 Χ4 + е 
 




Y = Minat berkarir sebagai akuntan publik  
α = Konstanta  
β1 Χ1 = Penghargaan Finansial  
β2 Χ2 = Pelatihan Profesional  
β3 Χ3 = Pengakuan Profesional 
 β4 Χ4 = Nilai-nilaiSosial  
e = Erorr 
3.9.5 Uji Hipotesis 
 
Dalam uji asumsi klasik dapat dilakukan analisis hasil regresi atau uji hipotesis. 
Uji hipotesis meliputi : uji t, uji f dan uji koefisien determinan. 
3.9.5.1 Uji Secara Parsial (UjiT) 
 
Uji t digunakan untuk menguji pengaruh masing-masing variabel  independen yang 
digunakan dalam penelitian ini terhadap variabel dependen secara parsial (Ghozali, 
2011:178). Langkah-langkah dalam melakukan uji t: 
1. Merumuskan hipotesis untuk masing-masingkelompok 
 
: secara simultan tidak ada pengaruhyang signifikanantara           denganY 
: secara simultan ada pengaruh yang signifikan antara  denganY 
2. Menentukan tingkat signifikan sebesar5%  
a. Membandingkan tingkat signifikan dengan tingkat signifikan t 
yang diketahui menggunakan program SPSS dengn criteria: 
Nilai signifikan t> 0,05 maka diterima dan ditolak. Nilai signifikan t< 
0,05 maka ditolak diterima 


























Gambar 3.1 Diagram Uji T 
 
3.9.6.1 Uji Secara Simultan (UjiF) 
 
Menurut Ghozali (2011: 177), uji pengaruh simultan digunakan untuk mengetahui 
apakah variabel independen secara bersama-sama atau simultan yang 
mempengaruhi variabel dependen. Langkah-langkah dalam melakukan uji F : 
1. Merumuskan hipotesis untuk masing-masingkelompok 
 
: secara simultan tidak ada pengaruhyang denganY 
 
: secara simultan ada pengaruh denganY 
 
2. Menentukan tingkat signifikan sebesar5%  
3. Membandingkan tingkat signifikan dengan tingkat signifikan F yang 
diketahui menggunakan program SPSS dengn kriteria: 
Nilai signifikan F > 0,05 maka diterima dan ditolak. Nilai signifikan F < 
Jika t hitung < t tabel maka 
 diterima dan ditolak 
Jika -t hitung < -t tabel maka      ditolak dan diterima. 




0,05 maka ditolak diterima. 
4. Membandingkan f hitung dengan f table dengan criteria : 
 
Jika F hitung >  F tabel maka ditolak diterima. Jika F hitung <  F tabel 
maka diterima ditolak 
 
 
Gambar 3.2 Diagram Uji F 
 
3.9.6 Uji Koefisien Determinasi  
Uji koefisien determinasi adalah nilai determinasi berganda yang digunakan untuk 
mengukur besarnya sumbangan dari variabel bebas yang diteliti terhadap variabel 
yangterikat.Besarnyakoefisiendeterminasiberganda antara0 dan 1 atau 0≤ R2 
≤1.Namun banyak peneliti yang menyarankan untuk menggunakan Adjusted  
karena koe fisien determinasi memiliki kelemahan yaitu bias terhadap jumlah 
variabel independen yang dimasukkan ke dalam model. Setiap tambahan satu 
variabel independen, maka  akan meningkat tanpa melihat variabel tersebut 
berpengaruh signifikan terhadap variabel dependen. Adjusted digunakan untuk 
mengevaluasi model regresi karena Adjusted dapat naik atau turun apabila satu 
variabel independen ditambahkan ke dalam model (Ghozali,2011:97). Dengan 
demikian peneliti menggunakan Adjusted R2 untuk mengevaluasi model regresi.
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