Abstract -The high complementarity of ultrasonography and optoacoustic tomography has prompted the development of combined approaches that utilize the same transducer array for detecting both optoacoustic and pulseecho ultrasound responses from tissues. Yet, due to the fundamentally different physical contrast and image formation mechanisms, the development of detection technology optimally suited for image acquisition in both modalities remains a major challenge. Herein, we introduce a multisegment detector array approach incorporating array segments of linear and concave geometry to optimally support both ultrasound and optoacoustic image acquisition. The various image rendering strategies are tested and optimized in numerical simulations and calibrated tissue-mimicking phantom experiments. We subsequently demonstrate realtime hybrid optoacoustic ultrasound image acquisition in a healthy volunteer. The new approach enables the acquisition of high-quality anatomical data by both modalities complemented by functional information on blood oxygenation status provided by the multispectral optoacoustic tomography.
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I. INTRODUCTION

R
APID evolvement of multimodal (hybrid) techniques is a noticeable trend in biomedical imaging [1] - [3] . Multimodal systems enable more comprehensive examinations of biological specimens without the need of repositioning them in independent set-ups, thus allowing for a reduction of motion artifacts and higher throughput [4] . By leveraging the strengths of different imaging modalities, hybridization provides a better picture of the tissue anatomy and function as compared to stand-alone modalities [5] . Multiple multimodal approaches have been exploited for both pre-clinical and clinical investigations at the macroscopic level by combining the different contrast mechanisms available in the whole-body imaging modalities, such as X-ray CT, MRI, PET or SPECT [6] - [8] .
On the other hand, various microscopic methods can also be combined into multimodal devices in order to examine shallow tissue regions [9] , [10] .
The use of multispectral optoacoustic tomography (MSOT) as a powerful functional and molecular imaging tool has increased exponentially over the last years, both in routine small animal research [11] and precision clinical diagnostics [12] . As a standalone modality, MSOT has offered an unprecedented combination of high spectroscopic selectivity and molecular sensitivity of optical methods with centimeter scale penetration and real-time imaging capability featured by ultrasound [13] . It has been used preclinically for studies of tumor angiogenesis [14] , [15] , cerebral function [16] , [17] and cardiovascular dynamics [18] - [20] , to name a few examples. Clinical translation of MSOT has been facilitated through the development of real-time handheld imaging systems [21] , [22] , with first human studies focusing on vascular imaging [23] , lymph node characterization [12] and breast imaging [24] . Hybridization is expected to further enhance the performance of MSOT with ultrasonography (US) appearing to be the natural partner as it also uses acousticallydetected signals for image formation. Such hybrid solution becomes particularly important for the clinical acceptance of MSOT since physicians are well accustomed to the use of US in clinical diagnostics.
Yet, an efficient integration of optoacoustic (OA) and US imaging is not straightforward as it implies accounting for the fundamentally different excitation and image formation strategies behind those modalities. While US contrast originates from directional waves back-scattered from tissues interfaces having slightly different acoustic impedances [25] , optoacoustics is governed by an entirely different physical contrast mechanism based on ultra-wideband ultrasound wave generation via transient absorption of pulsed laser radiation by bio-chromophores [26] . To this end, several hybrid implementations have been suggested. A common approach employs conventional linear-array-based (B-Mode) US detectors with OA excitation provided via fibers mounted on one or both sides of the probe [27] - [31] . Despite its flexibility and simplicity, this approach is better suited for sensing backscattered US waves and has resulted in poor OA image quality due to the very limited tomographic view [32] . The performance is further compromised by out-of-focus artifacts and severe clutter from signals generated outside the imaging plane [33] , even when using more advanced image formation methods [34] , [35] . Alternatively, hybrid 2D and 3D imaging solutions based on tomographic array geometries have been proposed, e.g. using concave arrays with either active [36] or passive element [37] , [38] excitation for US image formation. In general, concave arrays have proven to render a superior OA image quality as compared to the linear array approaches [39] but efficient generation of pulse-echo US images necessitated the use of extended number of detection elements to meet the strict inter-element pitch requirements, resulting in increased computational and hardware complexity and implementation cost.
In this work, we introduce a new hybrid optoacousticultrasound tomography (OPUS) approach based on the multiplexed acquisition of signals with a multi-segment detection probe. The array features a combination of linear and concave segments with different inter-element pitch. Proper synchronization of light excitation, ultrasound emission and ultrasound detection enables the efficient acquisition of MSOT and US images in real time.
II. MATERIALS AND METHODS
A. Experimental System
The main components of the hybrid OPUS system are schematically depicted in Fig. 1(a) . For the OA signal excitation, light from the pulsed Nd:YAG-pumped optical parameter oscillator (OPO) laser (InnoLas Laser GmbH, Krailling, Germany) is guided to the specimen via a custom-made fiber bundle (CeramOptec GmbH, Bonn, Germany) with total number of approximately 893 fibers equally split between two output ferrules made of stainless steel, each having fiber output surface with dimensions of 40 mm by 0.6 mm. The outputs of the two ferrules are attached to the lateral sides of the array and oriented at a ∼17°angle so that the two illuminating beams intersect the cross-sectional imaging plane roughly at the tissue surface. The rationale for providing the illumination at the central part of the linear array was mainly driven by usability considerations in handheld imaging of human subjects. For optimal acoustic coupling, the array cavity was filled with de-ionized water and sealed using acoustically and optically transparent foil, as shown in Fig. 1(a) .
The laser source operates at 25 Hz repetition rate, with 25 mJ per-pulse energy output, pulse duration of ∼9 ns and a tunable wavelength range of 680 to 980 nm. The beam profile at the tissue surface had an ellipsoidal shape with dimensions of 45 mm (long axis) × 32 mm (short axis) and the incident fluence at 730 nm was estimated at 1 mJ/cm 2 , which is below the ANSI recommended maximum permissible exposure limits (23 mJ/cm2 for 730 nm pulsed laser with pulse duration range of 1 to 100 ns [40] ).
The OA signals collected by the array probe are digitized by a custom-made data acquisition system (Falkenstein Mikrosysteme GmbH, Taufkirchen, Germany) at a sampling rate of 40 MS/s. The signals are subsequently transferred to a designated PC station using a 1-Gbit Ethernet connection. Image reconstruction is performed at the PC. During OA data acquisition, the probe operates in receive-only mode.
Switching between OA and US imaging modes is facilitated through a custom-made a programmable multiplexing control unit (MUX) connected to the transducer array. A laser-triggered signal from the OA data acquisition system (OA DAQ) controls transition of the MUX state from "receive-only" for OA imaging to "transmit-receive" for B-mode US imaging, thus ensuring the synchronization of the two data streams. In this way, any possible acquisition conflict is avoided by allocating strictly defined non-overlapping time windows for the OA and US data recording and processing. optoacoustically-induced signals on all 256 channels followed by tomographic reconstruction using the GPU-accelerated filtered back-projection [41] yields one OA image frame. The pulse-echo US image acquisition is executed by a custombuilt US data acquisition system (US DAQ) having 128 transmit/receive channels (S-Sharp Corporation, Taiwan), 12-bit vertical resolution, 10 MHz input bandwidth, and 20 MS/s sampling rate. A transmission (TX) event of a single-cycle bipolar pulse (20 Vpp, 8 MHz) from a single channel of the linear part of the array and simultaneous recording of the reflected ultrasound signals on the 128 elements of this array segment yield one low-resolution (LR) image. The final highresolution image (HR) is generated by coherent summation of many LR images from all 128 subsequent transmission events using a synthetic aperture imaging scheme [42] . The GPU-accelerated reconstruction of pulse-echo US images is performed on the US DAQ system with the subsequent transfer of the reconstructed images as binary raw data files via Ethernet to the PC.
B. Multi-Segment Detection Array
The ultrasound transducer array employed in this study was custom-designed (Imasonic SaS, Voray, France) and is schematically depicted in Fig. 1 . It combines two detector geometries, the linear segment consisting of 128 elements with 0.25 mm inter-element pitch and 10 mm height. Cylindrical focusing on the elevational axis (focal distance -34 mm) was achieved by bending the active array surface. Attached to the linear part are two concave segments, each having 64 cylindrically-focused elements with 0.6 mm inter-element pitch, 10 mm height, and a focal distance of 38 mm. The radius of curvature for the concave part in the x-y plane was selected to be 40 mm so that the combined angular coverage of the multi-segment array constitutes 170°, which represents a convenient trade-off between broad optoacoustic angular coverage and usability of the array for handheld applications.
All elements have a central frequency of 7.5 MHz and nominal Tx/Rx bandwidth of 60%. The geometric characteristics of the array elements are summarized in Table 1 . Table 1 . Geometric characteristics of the elements on the central (linear) and external (concave) segments of the detector.
C. Numerical Simulations
Numerical simulations were conducted by means of the Field II ultrasound simulation software [43] to characterize the effective field of view of the multi-segment array for OA and US modes. The program calculates the spatial impulse response (SIR) of an arbitrary shaped transducer by dividing the surface of the transducer into small sub-apertures. Specifically, the transducer aperture was modelled from multiple rectangles and bounding lines with each single element simulated by a matrix of 495 rectangles arranged in 3D space on a spherical (concave segments) or cylindrical (linear segment) surface. The electric impulse response of the transducer was simulated using a 2D Gaussian function assuming a detector center frequency of 7.5 MHz, a bandwidth of 60%, and a sampling frequency of 40 MS/s. As imaging targets, 961 points were placed in the field of view of the transducer equally spaced by 1 mm in the x-and y-direction. The OA field of view was characterized as described in [44] . The pressure fields received by each detection element were estimated following a discrete delta function excitation at the 961 positions of point sources subsequently convolved with the electrical impulse response of the transducer. A computational grid of 310 by 310 pixels (0.1 mm pixel size) was used for OA reconstruction of point targets. The speed of sound of the surrounding medium was set to 1480 m/s. On the other hand, for effective estimation of the US field of view, the excitation pulse was defined as a single-cycle bipolar waveform, and the final transmitted signal was determined as a convolution of the excitation function with the impulse response of the transducer. The generated acoustic data frame had a size of 2030 × 128 × 128 where each signal consisting of 2030 samples represents a composite reflected signal from all point scatterers located in the field of view for each pair of transmit-receive channels. After forward simulation of the acoustic data, a synthetic aperture (SA) technique was used for reconstruction of an US image [42] . The latter creates a high-resolution image by coherently combining many low-resolution images whereas one low-resolution image corresponds to one transmit event from a single channel while recording the resulting echoes on all elements, and can be reconstructed using standard delayand-sum algorithm based on a time of flight calculation.
In both OA and US modes, the resulting images of the grid of point sources were processed to extract metrics of in-plane sensitivity field. For this, the ratio of pixel intensity to the maximum value of pixel intensity in the image was computed on a per-pixel basis. The effective field of view was then defined as the region where the sensitivity remains above 50% of its maximum. All simulations were done in Matlab (MathWorks, Natick, MA) on a desktop computer with Intel Core i7-4820K 3.7-GHz processor and 32-GB RAM.
D. Image Reconstruction
For OA image formation, the time-resolved optoacoustic pressure transients detected with all 256 transducer elements were used. The acquired signals were first pre-processed with a bandpass finite impulse response (FIR) filter (0.05 and 10 MHz cut-off frequencies) and deconvolved with the electrical impulse response of the transducer used in the simulations. Two-dimensional OA images were eventually reconstructed with a standard back-projection algorithm [41] . On the other hand, only the 128 elements of the linear transducer segment were used for pulse-echo US image formation. Synthetic aperture (SA) technique [42] was employed for US image formation, which requires sequential transmission of the US pulse by each element and simultaneous detection of the reflected waves by all the other channels simultaneously. A high-resolution (HR) image is then created by coherent summation of the low-resolution (LR) images from 128 individual transmission events, each generated by means of a standard delay-and-sum algorithm [45] . In this manner, twofold dynamic focusing accomplished, both in transmit and receive modes, ensuring a more uniform resolution across the field of view [46] . In contrast, the conventional "line-by-line" beamforming approach provides static focusing in transmit and dynamic focusing in receive. Beamforming is performed on the signal envelope whereas the latter is extracted using the following preprocessing steps: baseband demodulation of the signals, low-pass filtering with cut-off frequency of 10 MHz to reduce noise, and up-mixing to shift the frequency spectrum from the base-band back to its original band.
E. Phantoms for Resolution Characterization
A non-scattering agar-based (2% w/v) cylindrical phantom of 50 mm height and 20 mm diameter was used for resolution characterization of the multi-segment array. A 90-106 μm diameter black polyethylene (PE) absorbing microsphere (Cospheric LLC, USA) was centrally positioned on top of the cylinder and illuminated from one side using a fiber bundle. The array was fixed to the mechanical stage and aligned under optoacoustic guidance such that the microsphere is positioned in the central point of the concave detector geometry. For in-plane resolution characterization, the array was translated along X-and Y-axes to collect measurements at positions ±5 mm and ±10 mm from the center of the concave array geometry. For the elevational (out-of-plane) resolution characterization, the array was translated along the Z-axis with a step size of 200 μm. Images were reconstructed using the same set of parameters as in the numerical simulations described in section 2.3, i.e. 310 × 310 pixels with 0.1 mm pixel size. By analyzing the image of the microsphere at each individual position, metrics of the in-plane axial and lateral resolution were extracted as the full width at half maximum of the image profile along x-(FWHMx) or y-axis (FWHMy), respectively. The elevational (out-of-plane) resolution was estimated by fitting a Gaussian model to the signal profile along the Z-axis and taking its full width at half maximum (FWHM).
F. In Vivo Imaging of a Healthy Volunteer
The in vivo imaging performance of the proposed OPUS system was demonstrated by slowly scanning the probe along the wrist of a healthy volunteer in a hybrid mode. The reconstructed field of view was 30 mm × 30 mm with a pixel size of 0.1 mm. MSOT imaging was done using five excitation wavelengths (700, 730, 760, 800, and 850 nm) to allow for an efficient separation of endogenous chromophores. Considering laser repetition rate of 25 Hz and 5 optical wavelengths, the acquisition time of a multispectral dataset is 200 ms. Within this time window, even a relatively insignificant motion of 1 mm/s may cause a shift of 200 μm, which may impede accurate multispectral unmixing [47] . To avoid this problem, the probe was kept still so that it remained in the same position during multispectral image acquisition. Distribution of endogenous oxy-and deoxy-haemoglobin were unmixed using spectral fitting [48] and the result was visualized as a composite image with the specific chromophore distribution superimposed in color over the structural background provided by the ultrasound image. All human imaging experiments were done in full accordance with the work safety regulations [49] .
III. RESULTS A. Simulations
Numerical simulation results are shown in Fig. 3. Fig. 3a illustrates the relative detector position with respect to a regular grid of point sources distributed within the field of view of 31 mm × 31 mm with equal spacing of 0.1 mm. Negative values in the reconstructed images were discarded by setting them to zero followed by normalization of optoacoustic and ultrasound images between 0 and 1 (Figs. 3b and 3d) . The metric of sensitivity was subsequently calculated for each individual grid point as a ratio of maximum pixel intensity of the respective grid point to the to the maximum value of pixel intensity in the whole image. The resulting sensitivity maps consisting of 31 × 31 discrete points were then interpolated (upsampled) by a factor of 10 for smoother visualization while additional 50% intensity contours were added to the maps (Figs. 3c and 3e ). Such characterization of the sensitivity field of the detector by means of numerical simulation allows for quantitative assessment of the effective field of view in both imaging modes. Fig. 3c suggests that the field of view in optoacoustic mode along x-and ydimensions is around 30 mm × 25 mm whereas a field of view larger than 30 mm × 30 mm is estimated for the ultrasound imaging mode (Fig. 3e) . Note, however, that all 256 array elements were used for rendering the optoacoustic reconstructions whereas only the 128 elements of the linear array segment were employed for the pulse-echo ultrasound imaging simulations.
B. Resolution Characterization
Quantitative experimental assessment of the spatial resolution performance is presented in Fig. 4 . The OA resolution is characterized in Figs. 4a-h whereas the corresponding US resolution is described in Figs. 4i-l.
The maximal intensity projection (along z-axis) of the actual OA and US images of the microsphere at the scanned position (x, y) = (0, 0) are shown in Figs. 4a,e and 4i , respectively.
Figs. 4a and 4e correspond to OA images reconstructed using central array segment (128 elements) and all 256 elements, respectively. When all 256 elements are used for reconstruction, namely, including the outer concave segments, the estimated OA in-plane axial and lateral resolutions are within the range of 90 to 130 μm and 110 to 180 μm (Figs. 4g and 4h ) for a field of view of at least 2 cm × 2 cm. The lateral resolution is significantly worsened when only central array segment is used for the reconstruction (Figs. 4c and 4d) . The estimated OA in-plane axial and lateral resolutions in this case are within the range of 90 to 120 μm and 340 to 480 μm, respectively. Corresponding US in-plane resolution along axial and lateral dimensions was estimated between 210 and 260 μm, and 260 and 340 μm (Fig. 4k and 4l) , respectively. The out-ofplane OA resolution (along the elevational z direction) was then estimated as FWHM of the maximum intensity values of the reconstructed images of the microsphere at the scanned positions. For the reconstruction solely based on the linear array segment, it was found to be in the 850 to 1250 μm range within the analyzed 2 cm × 2 cm field of view (Fig. 4b) . The respective out-of-plane OA resolution for the reconstructions using all the 256 elements was in the 870 to 1440 μm range (Fig. 4f) . The estimated out-of-plane resolution for US mode was within 930 to 1430 μm range.
C. Imaging of a Healthy Volunteer
The advantages of the proposed design for hybrid OPUS imaging can be best appreciated by comparing the OA and US images of the wrist made with various combinations of the array segments, as shown in Fig. 5a-d . For providing an additional comparison, the same region of interest was scanned in the hybrid OPUS mode using 256-element concave array with the same radius of curvature of 40 mm and angular coverage of 170°but having a uniform inter-element pitch of 0.47 mm across of its elements. It can be readily noticed that the OA image contrast and overall quality are mostly affected by the tomographic coverage of the array. Indeed, while the image reconstructed by employing all the array segments displays the correct round appearance of the radial veins and arteries (Fig. 5a) , the image quality is drastically degraded when using solely the limited-view data acquired by the 128 elements of the linear array segment (Fig. 5c) , in which the vessel shape is completely distorted. OA image obtained with the concave detector having a uniform pitch confirms the importance of angular coverage for the OA reconstructions by rendering superior OA image quality (Fig. 5e) as compared with the linear array reconstructions in Fig. 5c . On the other hand, the quality of the pulse-echo images is in fact significantly deteriorated when adding the concave array segments, featuring large inter-element pitch, to the image reconstruction process. The US image acquired by using all the 256 array elements exhibits a higher level of artifacts associated to grating lobes and reduced contrast (Fig. 5b) as compared with the image rendered solely by the linear array segment (Fig. 5d) . Similar observation can be readily made regarding the US image obtained with the concave detector array having uniform pitch (Fig. 5f) . The large interelement pitch size exceeding λ at the central frequency makes it impossible to confine the ultrasound beam into a single lobe. The energy is thus radiated at various angles resulting in ghost responses whenever strong scatterers appear within the grating lobes, which severely limits contrast of the images in those areas [36] , [50] . Thus, the proposed hybrid multisegment design of the array provides flexibility of choosing acquisition geometry that yields optimal imaging performance in both modalities.
The capacity of the hybrid system for functional imaging of blood oxygenation using multi-wavelength data acquisition is further demonstrated in Fig. 6 . Two-dimensional maps of oxy-(HbO 2 ) and deoxy-hemoglobin (Hb) were extracted ( Fig. 6a and 6b) , as described in section II.F, and superimposed onto the background US image in different colormaps using image transparencies (Fig. 6c) . Note that this type of visualization does not permit quantitative evaluation of the blood oxygenation levels. Yet, the unmixed images correctly assign high HbO 2 signals to the radial artery (ra), whereas the Hb signal is more prominent in the radial veins (rv) and in the subcutaneous microvasculature. Visualization 1 further demonstrates the dynamic imaging performance of the hybrid OPUS system, featuring real-time hybrid image rendering and preview during handheld scanning.
IV. DISCUSSION AND CONCLUSIONS
In this work, a multi-segment detection concept optimally tailored for combined pulse-echo ultrasound and optoacoustic tomography has been developed and characterized. The new hybrid imaging approach has been shown to provide excellent performance in both OA and US imaging modes by efficient interleaving of the data acquisition and image reconstruction schemes for both modalities. While the central (linear) part of the proposed acquisition geometry has rendered US images equivalent to those obtained with the conventional linear arrays, the two additional concave segments provided sufficient angular coverage for achieving good OA tomographic image quality. Hence, the multi-segment OPUS approach suggested herein outperformed previously reported hybrid imaging approaches based on uniform transducer arrays with either linear or concave detection geometries.
The dual-pitch design has greatly facilitated the reduction of costs and complexity of the detector array as well as the computational and memory burden. This is mainly because a uniformly small pitch on both linear and concave segments would result in more than a double the amount of elements. On the other hand, large detection elements on the concave segments ensure high sensitivity in detecting weak optoacoustic response [51] , which is crucial for achieving an adequate image quality in real time without applying signal averaging. In comparison with the previously reported OPUS approaches based on concave array geometries, the newly introduced multi-segment array possesses a much larger fieldof-view in both the US and OA modes. It has been previously reported that multiple linear or planar array segments were employed for enhancing optoacoustic image quality [52] , [53] . However, this type of design would be hardly beneficial for our purposes since many segments are required to effectively provide the 180°tomographic coverage, in which case an accurate calibration of the relative location and orientation between the multiple segments becomes challenging.
It has been shown that the sensitivity field and spatial resolution of the multi-segment array remains relatively uniform across a large area for both imaging modes. In the proposed acquisition geometry, both the spatial resolution and effective field of view can be readily optimized to fit specific applications. For example, a smaller central segment with convex geometry may provide even larger field of view for a more convenient US navigation, whereas the resolution can be enhanced by adjusting the pitch and central frequency of the elements. Smaller elements in the concave segments can be used to enlarge the OA field of view, which, however, would result in a much larger number of elements and hence in a higher complexity and cost of the system. Overall, the US and OA image features can be tuned by properly selecting the curvature and size of the different array segments as well as the size and frequency response of the corresponding detection elements. The interleaved OA and US image acquisition protocols can also be optimized to provide a faster imaging rate, which is ultimately limited by the pulse repetition frequency of the laser and maximum permissible exposure limits to laser radiation [40] .
It should be noted, however, that the strongly anisotropic and non-uniform spatial resolution inherent in crosssectional (2D) imaging approaches may still result in the so called "out-of-plane" artifacts manifested as image blurring and overall deterioration of image quality and contrast [20] . Thus, for attaining more accurate OA reconstructions, a full 3D acquisition geometry is necessary [21] . In this context, the newly introduced approach can be potentially extended to 3D image acquisition geometries by employing multi-segment matrix arrays featuring non-uniform pitch distribution. In this case, attaining a reasonably small inter-element pitch size for adequate US imaging performance in 3D may imply a very high element count that would in turn necessitate significant upgrade of the data acquisition and processing capacities. An alternative recently reported approach suggested scanning of an unfocused linear array probe over a planar surface [57] , which, however, significantly deteriorates the temporal resolution in 3D.
Imaging sessions in a healthy volunteer have proven excellent capacity of the new OPUS approach for hybrid anatomical imaging and functional angiography in humans. While major vessels can be accurately reproduced in both US and OA images, the latter have revealed smaller vasculature as well as the presence of subcutaneous microvasculature. More importantly, the functional imaging capacity of MSOT has further enabled estimating the relative concentrations of Hb and HbO 2 , thus providing complementary functional information. Accurate quantification of oxygen saturation has not been addressed within the scope of the current work, which solely concentrated on introducing the multi-segment detector approach. Yet, this topic remains a challenging problem and therefore an active area of research in optoacoustic tomography [55] . It is therefore anticipated that the quantified imaging performance of the hybrid OPUS approach can be greatly enhanced by introducing novel spectral acquisition and unmixing approaches, which will be addressed in our future work.
It has been shown that the US image acquired by using all the 256 array elements exhibits a higher level of artifacts associated with grating lobes. This is due to a larger pitch size of the concave segments, which greatly exceeds half the acoustic wavelength. According to the spatial sampling theorem, an inter-element pitch lower than half the wavelength is required to completely avoid grating lobes [50] . For a larger pitch size, the energy is not confined to a single lobe, but radiates off at various angles. Hence, ghost responses are produced for strong scatterers located along the directions corresponding to the grating lobes, which result in image artefacts [36] that can be avoided when the image is rendered solely by the linear array segment.
The linear segment used for US imaging may also serve to provide other complementary functionality, such as color Doppler ultrasonography [56] . As a result, OPUS can offer powerful capabilities for accurate characterization of tissue anatomy and function with US and OA providing highly synergistic information that is not available with the standalone modalities. For instance, it has been recently shown that metric of hemoglobin level in the intestinal wall has the potential to be used to distinguish active disease from remission in patients with Crohn's disease without the need for more invasive procedures [57] . This novel approach became possible thanks to ability to, first, locate the anatomical structure, and then to quantify the OA signal in the region of interest. Another potential area of application where hybrid OA-US will add value is imaging of vasculature in upper and lower extremities for assessment of blood supply in vessels that are relevant for diagnosis of peripheral arterial disease, diabetic foot, (autoimmune) vasculitis [23] , and can be reliably identified on US image. Further potential applications in clinical diagnostics are foreseen in the areas of breast cancer [58] , rheumatology [59] , and dermatology [60] . The large FOV in the US mode achieved with the proposed multi-segment detector array can greatly aid the anatomical navigation and localization of structures to be imaged in the OA mode, which translates into better applicability in a clinical setting.
In combination with stage controlled animal beds [44] , additional areas of potential application also include pre-clinical research, e.g. in the fields of neuroimaging [61] , [62] , and cardiovascular research [54] . When considering employing the multi-segment array approach for imaging small animals, other illumination configurations may be considered in order to more uniformly illuminate the animal from multiple angles. In the current design, acoustically and optically transparent foil filled with water was used to ensure optimal coupling to the human body. Alternative coupling approaches can be specifically tailored for particular applications by considering the best tradeoff between geometrical constraints of the different body parts and optimal placement of the imaged FOV. In addition, more advanced reconstruction methods, e.g. based on model-based inversion approaches [63] , [64] , may be further developed in order to enhance the reconstruction accuracy and overall image quality.
In conclusion, by efficiently combining the benefits of ultrasonography and multispectral optoacoustic tomography, the developed hybrid OPUS approach brings a new standard of anatomical and functional imaging performance in biomedical research and clinical practice.
