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Abstract
Quantum error correcting codes with finite-dimensional Hilbert spaces have yielded new in-
sights on bulk reconstruction in AdS/CFT. In this paper, we give an explicit construction
of a quantum error correcting code where the code and physical Hilbert spaces are infinite-
dimensional. We define a von Neumann algebra of type II1 acting on the code Hilbert space
and show how it is mapped to a von Neumann algebra of type II1 acting on the phys-
ical Hilbert space. This toy model demonstrates the equivalence of entanglement wedge
reconstruction and the exact equality of bulk and boundary relative entropies in infinite-
dimensional Hilbert spaces.
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1 Introduction
The study of entanglement entropy has utilized results in the mathematical field of operator
algebras [2–4]. In quantum field theory, von Neumann algebras are associated with causally
complete subregions of spacetime [19]. Since AdS/CFT implies that information in the bulk
is encoded redundantly in the boundary, quantum error correction is a natural framework
in which to elucidate the connection between holographic quantum field theories and their
gravity duals [1, 6, 23, 25]. Quantum error correction with finite-dimensional Hilbert spaces
has been used to argue that entanglement wedge reconstruction is identical to the Ryu–
Takayanagi formula and the equivalence of bulk and boundary relative entropies [7, 23]. In
order to study a more realistic toy model where boundary subregions are characterized by
infinite-dimensional von Neumann algebras, we should consider quantum error correcting
codes defined on infinite-dimensional Hilbert spaces.
The purpose of this paper is to construct a Quantum Error Correcting Code (QECC)
where the physical Hilbert space and the code subspace are infinite-dimensional and admit
the action of infinite-dimensional von Neumann algebras. We describe a toy model that allows
us to see how a von Neumann algebra on the code subspace is reconstructed on the physical
Hilbert space. Von Neumann algebras acting on finite-dimensional Hilbert spaces must be of
type I. Our toy model contains an example of an infinite-dimensional von Neumann algebra,
namely a type II1 factor, which is defined and explained in Section 2.4.1
Furthermore, we show that in the context of operator-algebra quantum error correction,
this QECC satisfies the following two statements:
• Entanglement wedge reconstruction [29–31],
• Relative entropy equals bulk relative entropy (JLMS formula [8]).
In particular, we first show that our QECC satisfies entanglement wedge reconstruction for
a particular choice of von Neumann algebras acting on the code and physical Hilbert spaces,
and then we invoke Theorem 1.1 in [17] to argue that our QECC also satisfies the JLMS
formula. We finally show that the relative entropies defined with respect to the infinite-
dimensional von Neumann algebras we consider can be expressed as limits of the relative
entropies defined with respect to finite-dimensional subalgebras. Thus, another way to see
that our QECC satisfies the JLMS formula is to note that our QECC satisfies the JLMS
formula with respect to finite-dimensional von Neumann algebras. The JLMS formula for
finite-dimensional algebras is studied in [7].
The technical assumptions that connect entanglement wedge reconstruction and the JLMS
formula are presented in Theorem 1.1 of [17], which we repeat below.
1There are other types of von Neumann algebras that may act on infinite-dimensional Hilbert spaces. The
local operator algebras that arise in quantum field theory are generically of type III1 [18, 20].
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Theorem 1.1 (Kang-Kolchmeyer [17]). Let u ∶ Hcode → Hphys be an isometry2 between two
Hilbert spaces. Let Mcode and Mphys be von Neumann algebras on Hcode and Hphys respectively.
Let M ′code and M ′phys respectively be the commutants of Mcode and Mphys. Suppose that the set
of cyclic and separating vectors with respect to Mcode is dense in Hcode. Also suppose that if∣Ψ⟩ ∈ Hcode is cyclic and separating with respect to Mcode, then u ∣Ψ⟩ is cyclic and separating
with respect to Mphys. Then the following two statements are equivalent:
1. Bulk reconstruction
∀O ∈Mcode ∀O′ ∈M ′code, ∃O˜ ∈Mphys ∃O˜′ ∈M ′phys such that
∀ ∣Θ⟩ ∈ Hcode ⎧⎪⎪⎨⎪⎪⎩uO ∣Θ⟩ = O˜u ∣Θ⟩ , uO
′ ∣Θ⟩ = O˜′u ∣Θ⟩ ,
uO† ∣Θ⟩ = O˜†u ∣Θ⟩ , uO′† ∣Θ⟩ = O˜′†u ∣Θ⟩ .
2. Boundary relative entropy equals bulk relative entropy
For any ∣Ψ⟩, ∣Φ⟩ ∈ Hcode with ∣Ψ⟩ cyclic and separating with respect to Mcode,SΨ∣Φ(Mcode) = SuΨ∣uΦ(Mphys), and SΨ∣Φ(M ′code) = SuΨ∣uΦ(M ′phys),
where SΨ∣Φ(M) is the relative entropy.
Tensor networks with a finite number of nodes have been used to construct QECC for
finite-dimensional Hilbert spaces, which have yielded physical insights into holography [6, 7].
One such example is the HaPPY code which demonstrates the kinematics of entanglement
wedge reconstruction [15]. In particular, the code subspace of the HaPPY code consists of
states where the areas of the extremal surfaces are not quantum fluctuating [27]. Furthermore,
some aspects of entanglement wedge reconstruction have also been studied using random ten-
sor networks, where the dimension of each tensor index is finitely large [25]. Given the utility
of tensor networks for preparing holographic states [28] and the fact that actual holographic
CFTs have infinite-dimensional Hilbert spaces, we expect that infinite-dimensional tensor
networks provide additional insights. In particular, an infinite-dimensional tensor network
can illustrate the connection between the Reeh-Schlieder theorem and quantum error cor-
rection. Furthermore, the modular operator of Tomita-Takesaki theory plays a central role
in bulk reconstruction in the continuum limit [9, 10]. By linking holographic QECC with
infinite-dimensional operator algebras, an infinite-dimensional tensor network might allow
one to perform explicit computations relevant to holography that involve the modular opera-
tor. An infinite holographic tensor network also has the potential to make boundary locality
manifest. In this paper, we demonstrate that the use of tensor networks in quantum error
correction can be generalized to the case of infinite-dimensional Hilbert spaces.
2This means that u is a norm-preserving map. u need not be a bijection. In general, u†u is the identity
on Hcode and uu† is a projection on Hphys.
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In our toy model, the infinite-dimensional code and physical Hilbert spaces are constructed
by tensoring together the Hilbert spaces of a countably infinite number of qutrits and then
restricting to a countably infinite-dimensional subspace. Finite collections of qutrits are
related by a tensor network as represented in Figure 1.1. Each connected graph defines an
isometry from the state of two code qutrits (denoted as black nodes) to the state of four
physical qutrits (denoted as white nodes). Our toy model explores how tensor networks with
a repeated pattern can be generalized to define a QECC with infinite-dimensional Hilbert
spaces. This model does not capture the negatively curved geometry of AdS; however, we
believe that our construction can be generalized to encapsulate the holographic setup.
Figure 1.1: Our setup consists of infinitely many collections of code (black) qutrit pairs
which are related to physical (white) qutrits via a tensor network that consists of infinitely
many disconnected graphs. The von Neumann algebra Mphys acts on the first row of qutrits.
The algebras Mcode, M ′code, and M ′phys act on the second, third, and fourth rows of qutrits
respectively.
A more detailed summary of our construction is given as follows.
• The code pre-Hilbert space pHcode is defined to be the Hilbert space of a countably
infinite collection of qutrit pairs, where all but finitely many qutrit pairs are in the
maximally entangled state ∣λ⟩ = 1√
3
(∣00⟩ + ∣11⟩ + ∣22⟩). Each code qutrit pair is rep-
resented by two vertically-aligned black nodes in Figure 1.1. The code Hilbert spaceHcode is the completion of pHcode. The physical pre-Hilbert space pHphys and physical
Hilbert space Hphys are constructed the same way. Each qutrit pair in the physical
Hilbert space is represented by two vertically-aligned white nodes in Figure 1.1.
• We construct a bulk-to-boundary isometry from pHcode to pHphys using the tensor
network in Figure 1.1. The tensor network is comprised of infinite copies of connected
diagrams, where a single connected diagram is represented in Figure 4.1. Each trivalent
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vertex is associated with the rank-four perfect tensor3 of the three qutrit code Tia˜b˜c˜.
Our tensor network maps the states of the black qutrits to the states of the white
qutrits. Using these notations, the isometry associated with a connected diagram is
explicitly given by
∣p⟩i ∣q⟩j → ∑
x˜,y˜,z˜,c˜,w˜
√
3Tpx˜y˜c˜Tqz˜w˜c˜ ∣x˜⟩a˜ ∣y˜⟩b˜ ∣z˜⟩d˜ ∣w˜⟩e˜ ,
where the qutrits are labeled as in Figure 1.1. The indices p, q, x˜, y˜, z˜, w˜, c˜ are all valued
in {0,1,2}. The isometry from pHcode to pHphys may be naturally extended to an
isometry that maps Hcode to Hphys.
• Using the code and physical Hilbert spaces and an isometry relating them, we define
von Neumann algebras Mcode and Mphys. The ⋆-algebra Acode is defined to be the
algebra of operators that only act nontrivially on a finite number of qutrits in the top
row of black qutrits in Figure 1.1. The double commutant of Acode defines Mcode, the
von Neumann algebra acting on the top row of black qutrits. We explicitly show that
the commutant M ′code is the analogously defined algebra that acts on the bottom row
of black qutrits. We also define Mphys and M ′phys which respectively act on the top and
bottom row of white qutrits in Figure 1.1. To show that Mcode is a type II1 factor, we
define a linear function T ∶Mcode → C, which is given by
T (O) ∶= ⟨λ⋯∣O∣λ⋯⟩ , O ∈Mcode,
where ∣λ⋯⟩ ∈ pHcode is the state where all black qutrit pairs are in the state ∣λ⟩. We
demonstrate that T (O) is a trace and invoke Theorem 2.27 to prove that Mcode is a
type II1 factor. Likewise, M ′code, Mphys, and M ′phys are also type II1 factors.
• We determine a map from Mcode to Mphys that explicitly shows how operators that act
on black qutrits may be reconstructed as operators that act on white qutrits. First,
note that an operator O that acts on a black qutrit i in Figure 4.1 may be expressed
as an operator O˜ that acts on the white qutrits a˜, b˜. The relation between O and O˜ is
given by
O˜ =∑
p,q
⟨p∣O∣q⟩i [Ua˜b˜ ∣p⟩a˜ ⟨q∣a˜U †a˜b˜ ⊗ Id˜e˜] ,
where Ua˜b˜ is a unitary matrix that acts only on white qutrits a˜, b˜. By applying the
above formula finitely many times, we may construct a map from Acode into Mphys
which we call the tensor network map. We then show that there is a natural way to
3A perfect tensor is an even-rank tensor that naturally defines an isometric map from up to half of its
indices to the remaining indices. For a more detailed discussion of perfect tensors, see [15].
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extend the tensor network map to a map from Mcode into Mphys. We demonstrate that
the image under the tensor network map of an operator O ∈ Mcode acts on the code
subspace in the same way as O. The same statement holds for the commutant M ′code.
This demonstrates that our QECC satisfies statement 1 of Theorem 1.1.
• To show that our QECC satisfies the assumptions of Theorem 1.1, we find a dense
subset of pHcode that consists of cyclic and separating vectors with respect to Mcode.
For example, a state in pHcode where each black qutrit pair is in a pure state with
maximal Schmidt number (such as ∣λ⟩) is cyclic and separating with respect to Mcode.
We also prove that any cyclic and separating state with respect to Mcode is mapped via
the bulk-to-boundary isometry to a cyclic and separating state with respect to Mphys.
Thus, our QECC satisfies all assumptions and statements of Theorem 1.1.
An outline of this paper is given as follows. First, we review aspects of infinite-dimensional
von Neumann algebras in Section 2 and Tomita-Takesaki theory in Section 3. In particular,
we explain why type III1 factors are relevant for quantum field theory. Then, we describe
in detail our construction of an infinite-dimensional QECC in Section 4. Tensor networks
play an important role in our toy model. In Section 5 we define von Neumann algebras
Mcode ⊂ B(Hcode) and Mphys ⊂ B(Hphys).4 In Sections 6 and 7, we show that our example
satisfies the properties of bulk reconstruction in Theorem 1.1. In Section 8 we show that
cyclic and separating vectors with respect to Mcode (Mphys) are dense in Hcode (Hphys). We
also show that cyclic and separating vectors with respect to Mcode are mapped via the bulk-
to-boundary isometry u to cyclic and separating vectors with respect to Mphys. It follows that
our tensor network model satisfies both statements in Theorem 1.1. In Section 9, we prove
that Mcode and Mphys are type II1 factors. In Section 10, we demonstrate that the relative
Tomita operator defined with respect to Mcode or Mphys may be bounded or unbounded,
depending on the choice of states. In quantum field theory, the Tomita operators defined
with respect to local operator algebras are generically unbounded [18]. In section 11, we show
that the relative entropy of two cyclic and separating states may be computed by tracing over
the entire Hilbert space except the Hilbert space of the first N qutrit pairs, computing the
relative entropy of the reduced density matrices with the finite-dimensional relative entropy
formula, and taking the limit as N →∞.
2 Infinite-dimensional von Neumann algebras
In this section, we provide background information on operator algebras, including the defi-
nitions of type I, II1, II∞, and III factors, and elucidate their relevance to physics. We also
4The set of bounded operators on a Hilbert space H is denoted by B(H). See Definition 2.3.
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prove theorems that are useful for constructing our infinite-dimensional QECC. First, we re-
view the notion of Hilbert space and bounded operators in Section 2.1. With these notions,
we recall basic theorems about Hilbert spaces, operators, and boundedness. Based on those,
we explain the operator topologies in Section 2.2. Then we introduce relevant theorems and
present definitions of von Neumann algebras in a physics-friendly manner in Section 2.3. We
review the different types of von Neumann algebra factors in Section 2.4. This section mainly
draws upon [13], [14], and [21].
2.1 Hilbert Space and Bounded Operators
Definition 2.1. A Hilbert space is a complex vector space H with the inner product
⟨⋅∣⋅⟩ ∶ H ×H → C
that satisfies the following properties:
1. The inner product is linear in the second variable,
2. The inner product satisfies ⟨ξ∣η⟩ = ⟨η∣ξ⟩,
3. The inner product is positive definite (⟨ξ∣ξ⟩ > 0 for ∣ξ⟩ ≠ 0),
4. The vector space H is complete for the norm defined by ∣∣ ∣ξ⟩ ∣∣ = √⟨ξ∣ξ⟩.
A Hilbert space is complete when all Cauchy sequences converge. A pre-Hilbert space has
the same properties as a Hilbert space except that it is not complete.
Definition 2.2. A Hilbert space is separable when it has an orthonormal basis, or a sequence{∣ei⟩} of unit vectors such that ⟨ei∣ej⟩ = 0 ∀i ≠ j and 0 is the only element of H orthogonal
to all of the ∣ei⟩.
Definition 2.3. Given two Hilbert spaces H and K, a linear operator O ∶ H → K is bounded
when ∣∣O ∣ξ⟩ ∣∣ ≤ K ∣∣ ∣ξ⟩ ∣∣ ∀ ∣ξ⟩ ∈ H for some number K. The infimum of all such K is called
the norm of O, i.e. ∣∣O∣∣. The set of bounded operators from H → H is denoted as B(H).
Theorem 2.4 (Uniform Boundedness Principle [16]). Let {On} ∈ B(H) be a sequence of
operators such that limn→∞On ∣χ⟩ converges for every ∣χ⟩ ∈ H. Then, the sequence of norms{∣∣On∣∣} is bounded from above.5
Theorem 2.5. If {On} ∈ B(H) is a sequence of operators whose norms are bounded from
above and limn→∞On ∣ψ⟩ converges for all ∣ψ⟩ in a dense subspace of H, then limn→∞On ∣Ψ⟩
converges for all ∣Ψ⟩ ∈ H.
5The Uniform Boundedness Principle is true in a more general setting, but we are only interested in the
special case given here.
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Proof. Note that ∣∣(On−Om) ∣Ψ⟩ ∣∣ ≤ (∣∣On∣∣+ ∣∣Om∣∣)∣∣ ∣Ψ⟩− ∣ψ⟩ ∣∣+ ∣∣(On−Om) ∣ψ⟩ ∣∣. We are given
that {On ∣ψ⟩} is a Cauchy sequence. Given  > 0, choose ∣ψ⟩ such that (∣∣On∣∣ + ∣∣Om∣∣)∣∣ ∣Ψ⟩ −∣ψ⟩ ∣∣ < 2 . Then, choose N such that for all n,m > N , ∣∣(On −Om) ∣ψ⟩ ∣∣ < 2 . Hence, {On ∣Ψ⟩}
is a Cauchy sequence.
Theorem 2.6 (Bounded Linear Transformation (BLT) Theorem [21]). Suppose O is a
bounded linear transformation from a pre-Hilbert space pH to a Hilbert space H. Then O
can be uniquely extended to a bounded linear operator (with the same norm) from the com-
pletion of pH to H.
Definition 2.7. An operator O ∈ B(H) is
• self-adjoint if O† = O,
• a projection if O = O† = O2,
• positive if ⟨ξ∣O∣ξ⟩ ≥ 0 ∀ ∣ξ⟩ ∈ H (thus O1 ≥ O2 if O1 −O2 is positive),
• an isometry if O†O = 1,
• unitary if O†O = OO† = 1,
• a partial isometry if O†O is a projection.
One can also define an isometry more generally as a norm-preserving map from one
Hilbert space to a different Hilbert space. An example is the isometry from Hcode to Hphys
considered in Theorem 1.1.
Definition 2.8. If S ⊂ B(H), then the commutant S′ is {O ∈ B(H) ∶ OP = PO ∀P ∈ S}.
Theorem 2.9. Let ∣ei⟩ , i ∈ N be an orthonormal basis of a Hilbert space H. Let O ∈ B(H).
Then
lim
n→∞
n∑
i=1
n∑
j=1 ∣ei⟩ ⟨ei∣O∣ej⟩ ⟨ej ∣χ⟩ = O ∣χ⟩ ∀ ∣χ⟩ ∈ H. (2.1)
Proof. For n,m ∈ N, define
Sn,m ∶= n∑
i=1
m∑
j=1 ∣ei⟩ ⟨ei∣O∣ej⟩ ⟨ej ∣ . (2.2)
Let ∣χ⟩ ∈ H. Note that
Sn,m ∣χ⟩ −O ∣χ⟩ = [ n∑
i=1 ∣ei⟩ ⟨ei∣O −O] ∣χ⟩− [ n∑
i=1 ∣ei⟩ ⟨ei∣O −O] ∞∑j=m+1 ∣ej⟩ ⟨ej ∣χ⟩ + [ m∑j=1O ∣ej⟩ ⟨ej ∣ −O] ∣χ⟩ .
(2.3)
We will evaluate the norm of the above equation and use the triangle inequality on the right
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hand side. We need the inequality
∣∣ [ n∑
i=1 ∣ei⟩ ⟨ei∣O −O] ∞∑j=m+1 ∣ej⟩ ⟨ej ∣χ⟩ ∣∣ ≤ ∣∣ n∑i=1 ∣ei⟩ ⟨ei∣O −O∣∣ ⋅ ∣∣ ∞∑j=m+1 ∣ej⟩ ⟨ej ∣χ⟩ ∣∣≤K ∣∣ ∞∑
j=m+1 ∣ej⟩ ⟨ej ∣χ⟩ ∣∣,
(2.4)
where K > 0 is some constant. This inequality follows from the fact that the limit
lim
n→∞ [ n∑
i=1 ∣ei⟩ ⟨ei∣O −O] ∣ψ⟩ (2.5)
converges for all ∣ψ⟩ ∈ H, which implies that the set
{∣∣ n∑
i=1 ∣ei⟩ ⟨ei∣O −O∣∣ ∶ n ∈ N}
is bounded (see Theorem 2.4). Thus,
∣∣Sn,m ∣χ⟩ −O ∣χ⟩ ∣∣ ≤∣∣ [ n∑
i=1 ∣ei⟩ ⟨ei∣O −O] ∣χ⟩ ∣∣+K ∣∣ ∞∑
j=m+1 ∣ej⟩ ⟨ej ∣χ⟩ ∣∣ + ∣∣ [ m∑j=1O ∣ej⟩ ⟨ej ∣ −O] ∣χ⟩ ∣∣.
(2.6)
Given any  > 0, there exists an M ∈ N such that for m >M ,
K ∣∣ ∞∑
j=m+1 ∣ej⟩ ⟨ej ∣χ⟩ ∣∣ < 3 , ∣∣ [ m∑j=1O ∣ej⟩ ⟨ej ∣ −O] ∣χ⟩ ∣∣ < 3 . (2.7)
There also exists an N ∈ N such that for n > N ,
∣∣ [ n∑
i=1 ∣ei⟩ ⟨ei∣O −O] ∣χ⟩ ∣∣ < 3 . (2.8)
Thus, there exist N,M ∈ N such that ∣∣Sn,m ∣χ⟩ −O ∣χ⟩ ∣∣ <  for n > N and m >M . Hence,
lim
n→∞
n∑
i=1
n∑
j=1 ∣ei⟩ ⟨ei∣O∣ej⟩ ⟨ej ∣χ⟩ = limn→∞Sn,n ∣χ⟩ = O ∣χ⟩ ∀ ∣χ⟩ ∈ H. (2.9)
Remark 2.10. Naively, the equation (2.1) in Theorem 2.9 can be thought of as a trivial
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consequence of the statement that for all ∣χ⟩ in H,
lim
n→∞ limm→∞
n∑
i=1
m∑
j=1 ∣ei⟩ ⟨ei∣O∣ej⟩ ⟨ej ∣χ⟩ = limm→∞ limn→∞ n∑i=1 m∑j=1 ∣ei⟩ ⟨ei∣O∣ej⟩ ⟨ej ∣χ⟩ = O ∣χ⟩ .
However we note that Theorem 2.9 is nontrivial; we demonstrate this by the following counter
example where the statement holds where the equation (2.1) does not hold. Consider the
double-sequence an,m ∈ R, indexed by n,m ∈ N, which is defined as
an,m ∶= 1m
n + nm . (2.10)
One can check that
lim
n→∞ limm→∞an,m = limm→∞ limn→∞an,m = 0. (2.11)
However, we get a nonzero limit of an,n such that
lim
n→∞an,n = 12 . (2.12)
This demonstrates that the Theorem 2.9 is not a simple consequence of the definition of a
limit. Our proof of Theorem 2.9 makes use of Theorem 2.4, which is demonstrated above in
its proof.
2.2 Topologies on B(H)
A topology on B(H) is a family of subsets of B(H) that are defined to be open. This family
must contain both the empty set ∅ and B(H) itself. Furthermore, this family must be closed
under finite intersections and arbitrary unions. There are various notions of open sets inB(H); we list their definitions below, closely following [13]. In this section O denotes an
operator in B(H) and ∣ξi⟩ , ∣ηi⟩ denote states in H.
Definition 2.11. The norm (or uniform) topology is induced by the operator norm ∣∣O∣∣. It
is the smallest topology that contains the following basic neighborhoods:
N (O, ) = {P ∈ B(H) ∶ ∣∣P −O∣∣ < }.
Definition 2.12. The strong operator topology is the smallest topology that contains the
following basic neighborhoods:
N (O, ∣ξ1⟩ , ∣ξ2⟩ , . . . , ∣ξn⟩ , ) = {P ∈ B(H) ∶ ∣∣(P −O) ∣ξi⟩ ∣∣ <  ∀i ∈ {1,2,⋯, n}}.
11
A sequence of bounded operators {On} converges strongly if and only if limn→∞On ∣ψ⟩
converges for all ∣ψ⟩ ∈ H. Note that the hermitian conjugates O†n need not converge strongly.
We will sometimes use s-lim to denote a strong limit.
Definition 2.13. The weak operator topology is the smallest topology that contains the
following basic neighborhoods:
N (O, ∣ξ1⟩ , . . . , ∣ξn⟩ , ∣η1⟩ , . . . , ∣ηn⟩ , ) = {P ∈ B(H) ∶ ∣ ⟨ηi∣(P −O)∣ξi⟩ ∣ <  ∀i ∈ {1,2,⋯, n}}.
A sequence of bounded operators {On} converges weakly if and only if limn→∞ ⟨χ∣On∣ψ⟩
converges for all ∣χ⟩ , ∣ψ⟩ ∈ H. We will sometimes use w-lim to denote a weak limit.
Definition 2.14. The ultraweak operator topology is the smallest topology that contains the
following basic neighborhoods:
N (O,{∣ξi⟩},{∣ηi⟩}, ) = {P ∈ B(H) ∶ ∞∑
i=1 ∣ ⟨ηi∣(P −O)∣ξi⟩ ∣ < },
where the sequences {∣ξi⟩} and {∣ηi⟩} satisfy
∞∑
i=1(∣∣ ∣ξi⟩ ∣∣2 + ∣∣ ∣ηi⟩ ∣∣2) <∞.
Given topologies A and B, we say that topology A is stronger than topology B when
every open set in topology B is also open in topology A. The relations between the various
operator topologies are given in Figure 2.1.
Norm operator topology
Strong operator topology Ultraweak operator topology
Weak operator topology
Figure 2.1: As shown in [11], the norm operator topology is stronger than the strong oper-
ator topology and the ultraweak operator topology, which are both stronger than the weak
operator topology.
2.3 Definition of von Neumann algebras
In this section, we define von Neumann algebras, factors, and hyperfinite von Neumann
algebras.
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Definition 2.15. A ⋆-algebra is an algebra of operators that is closed under hermitian
conjugation.
Theorem 2.16 ([13], page 12). Let M be a ⋆-subalgebra of B(H) that contains the identity
operator. Then M ′′ =M , where closure6 is taken in the strong operator topology.
Theorem 2.17 ([13], page 12). If M is a ⋆-subalgebra of B(H) that contains the identity
operator, then the following statements are equivalent:
• M =M ′′,
• M is closed in the strong operator topology,
• M is closed in the weak operator topology.
Definition 2.18. A von Neumann algebra is an algebra that satisfies the statements in
Theorem 2.17.
Given a ⋆-subalgebra of B(H) containing the identity, we can generate a von Neumann
algebra by taking either the double commutant or the closure in the strong or weak topology.
Definition 2.19. A factor is a von Neumann algebra M with trivial center. That is,
M ∩M ′ = {λI ∶ λ ∈ C},
where I denotes the identity operator.
Definition 2.20. A von Neumann algebra M is hyperfinite if M = (∪nMn)′′ for a sequence{Mn} of finite-dimensional von Neumann subalgebras of M that satisfies Mn ⊂Mn+1 ∀n ∈ N.
Note that the union of finitely many closed sets is also closed. However, the union
of infinitely many closed sets need not be closed. In section 5, we define a hyperfinite von
Neumann algebra by taking the closure of an infinite union of finite-dimensional von Neumann
algebras. The closure introduces additional operators into the algebra.
Definition 2.21. If M is a von Neumann algebra, a non-zero projection p ∈ M is called
minimal if, for any other projection q, q ≤ p Ô⇒ (q = 0 or q = p).
Definition 2.22. Let A be a ⋆-algebra that contains the identity operator I. Let T ∶ A→ C
be a linear function on A. The map T is
• positive if T (O†O) ≥ 0 and T (O†) = T (O)∗ ∀O ∈ A,
• normalized if T (I) = 1,
• a state if T is positive and normalized,
• faithful if T (O†O) = 0 Ô⇒ O = 0 ∀O ∈ A,
• tracial (or a trace) if T (O1O2) = T (O2O1) ∀O1,O2 ∈ A.
6A set is closed if its complement is open. The closure of a set S, denoted S¯, is the smallest closed set
that contains S.
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Given any normalized Hilbert space vector ∣Ψ⟩ and a von Neumann algebra M ⊂ B(H),
one can naturally define an associated state TΨ ∶M → C as
TΨ(O) ∶= ⟨Ψ∣O∣Ψ⟩ ∀O ∈M.
For this reason, the term “state” is often used to refer to both Hilbert space vectors and
positive, normalized linear functions of a von Neumann algebra.
2.4 Classification of von Neumann algebras
In this section, we review the classification of von Neumann algebra factors in a manner
to have a direct consequence in physics. We first review type I factors, which are the only
factors relevant for finite-dimensional Hilbert spaces. We then review type II factors. We
explicitly construct type II1 factors from our tensor network model in Section 5. We finally
review type III factors. We explain why among type III factors we only expect type III1
factors to arise as algebras in local quantum field theories.
2.4.1 Type I factors
Definition 2.23. A factor with a minimal projection is called a type I factor.
Definition 2.24. A type I factor that is isomorphic7 to the algebra of bounded operators
on a Hilbert space of dimension n is a type In factor.
Definition 2.25. A type I factor that is isomorphic to the algebra of bounded operators on
an infinite-dimensional Hilbert space is a type I∞ factor.
2.4.2 Type II factors
Definition 2.26. A type II1 factor is an infinite-dimensional factor M on H that admits a
non-zero linear function tr ∶M → C satisfying the following properties:
• tr(O1O2) = tr(O2O1) ∀O1,O2 ∈M ,
• tr(O†O) ≥ 0 ∀O ∈M ,
• tr is ultraweakly continuous.
7We say that the von Neumann algebras M1 and M2, which may act on different Hilbert spaces, are
isomorphic when there exists a bijection between M1 and M2 that preserves linear combinations, products,
and adjoints. We refer the reader to section III.2.1 of [19] for more details.
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Theorem 2.27 ([13], page 39). Let M be a von Neumann algebra with a positive ultra-weakly
continuous faithful normalized trace tr. Then M is a type II1 factor if and only if Tr = tr
for all ultraweakly continuous normalized traces Tr .
Theorem 2.28 ([13], page 109). Up to isomorphisms, there is a unique hyperfinite type II1
factor.
Definition 2.29 ([13], page 57). A type II∞ factor is a factor of the form M ⊗ B(H) with
M a type II1 factor and dimH =∞.
2.4.3 Type III factors
In order to define the von Neumann algebra of type III factor, we first recall from [13] the
definition of the invariant S(M) using the modular operator, which is presented in section 3.
Definition 2.30. If M is a von Neumann algebra, the invariant S(M) is the intersection
over all faithful normal states φ of the spectra of their corresponding modular operators ∆φ.
Note that each cyclic and separating vector in the Hilbert space defines a faithful normal
state. Thus, for every cyclic and separating vector ∣Ψ⟩, S(M) is a subset of the spectrum of
the modular operator ∆Ψ. With the intersection S(M), we can define the type III factor.
Definition 2.31. A factor M is of type III if and only if 0 ∈ S(M).
When 0 ∈ S(M), every modular operator ∆Ψ is not a bijection of D(∆Ψ) onto H.8 It
follows that the inverse of every modular operator is not defined on the entire Hilbert space.
This is exactly desired for a local quantum field theory because the inverse of a modular
operator is the modular operator defined with respect to the commutant:
∆−1Ψ = ∆′Ψ. (2.13)
As shown in [18], ∆′Ψ should not be bounded and thus should not be defined on the entire
Hilbert space. If 0 ∉ S(M), then there exists a state whose modular operator defined with
respect to M ′ is bounded. Hence we expect the condition 0 ∈ S(M) to be satisfied by the
algebras arising from a physical local quantum field theory.
8This is a direct consequence of the definitions of the spectrum and the resolvent set. We let D(O) denote
the domain of operator O. See section 2.2 of [17] for more information.
Definition 2.32. The spectrum of O ∈ B(H) is defined as
σ(O) ∶= {λ ∈ C ∶ O − λI is not invertible},
where I denotes the identity operator.
Definition 2.33. Let O be a closed operator on a Hilbert space H. λ ∈ C is in the resolvent set of O if
λI − O is a bijection of D(O) onto H. The spectrum of O, denoted σ(O), is defined to be the set of all
complex numbers that are not in the resolvent set of O.
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Definition 2.34. A factor M is called type IIIλ for 0 ≤ λ ≤ 1 if
λ = 0 Ô⇒ S(M) = {0} ∪ {1}, (2.14)
0 < λ < 1 Ô⇒ S(M) = {0} ∪ {λn ∶ n ∈ Z}, (2.15)
λ = 1 Ô⇒ S(M) = {0} ∪R+. (2.16)
As explained in [18], we expect a local quantum field theory to have a continuous spectrum
of the modular operator ∆Ψ. Thus we see that the von Neumann algebra of type III1 factor
is the only factor that is relevant to physics among all possible type III factors.
We can also use S(M) to characterize factors of types I or II. For such factors, S(M) is
given by the following theorem.
Theorem 2.35 ([22]). Let M be a type I or type II factor on a separable Hilbert space. Let
S(M) be the invariant given in Definition 2.30. Then S(M) = {0,1} if M is of type I∞ or
II∞ and S(M) = {1} otherwise.
3 Relative Entropy from Tomita-Takesaki theory
In this section, we review aspects of Tomita-Takesaki theory that are relevant to Theorem
1.1. In particular, we need these definitions to show that our QECC satisfies the assumptions
of Theorem 1.1. For a more thorough review, see Section 3 of [17] as well as [18].
Definition 3.1. A vector ∣Ψ⟩ ∈ H is cyclic with respect to a von Neumann algebra M when
the set of vectors O ∣Ψ⟩ for O ∈M is dense in H.
Definition 3.2. A vector ∣Ψ⟩ ∈ H is separating with respect to a von Neumann algebra M
when zero is the only operator in M that annihilates ∣Ψ⟩. That is, O ∣Ψ⟩ = 0 Ô⇒ O = 0 forO ∈M .
Definition 3.3. Let ∣Ψ⟩ , ∣Φ⟩ ∈ H and let M be a von Neumann algebra. The relative Tomita
operator is the operator SΨ∣Φ that acts as
SΨ∣Φ ∣x⟩ ∶= ∣y⟩
for any sequence {On} ∈M such that the limits ∣x⟩ = limn→∞On ∣Ψ⟩ and ∣y⟩ = limn→∞O†n ∣Φ⟩
both exist.
For this definition to make sense, ∣Ψ⟩ must be cyclic and separating with respect to M .
Definition 3.4. Let SΨ∣Φ be a relative Tomita operator. The relative modular operator is
∆Ψ∣Φ ∶= S†Ψ∣ΦSΨ∣Φ.
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Definition 3.5 ([12]). Let ∣Ψ⟩ , ∣Φ⟩ ∈ H and let ∣Ψ⟩ be cyclic and separating with respect
to a von Neumann algebra M . Let ∆Ψ∣Φ be the relative modular operator associated with∣Ψ⟩ , ∣Φ⟩ , and M . The relative entropy with respect to M of ∣Ψ⟩ and ∣Φ⟩ is
SΨ∣Φ(M) = − ⟨Ψ∣ log ∆Ψ∣Φ∣Ψ⟩ .
Definition 3.6. Let M be a von Neumann algebra on H and ∣Ψ⟩ be a cyclic and separating
vector for M . The Tomita operator SΨ is
SΨ ∶= SΨ∣Ψ,
where SΨ∣Ψ is the relative modular operator defined with respect to M . The modular operator
∆Ψ = S†ΨSΨ and the antiunitary operator JΨ are the operators that appear in the polar
decomposition of SΨ such that
SΨ = JΨ∆1/2Ψ .
4 The isometry between two infinite-dimensional Hilbert
spaces
In this section, we show how a tensor network with infinitely many nodes can be used to
define an isometry (i.e. a norm preserving map) from one infinite-dimensional Hilbert space
to another. The isometry will be denoted by u ∶ Hcode → Hphys. We first review some
preliminary facts about the three qutrit code.
4.1 The three-qutrit code and a finite tensor network
The three-qutrit code is an example of a QECC. A code qutrit is isometrically mapped to a
Hilbert space of three physical qutrits. The map is given by
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∣0⟩ → 1√
3
(∣0˜0˜0˜⟩ + ∣1˜1˜1˜⟩ + ∣2˜2˜2˜⟩),∣1⟩ → 1√
3
(∣0˜1˜2˜⟩ + ∣1˜2˜0˜⟩ + ∣2˜0˜1˜⟩),∣2⟩ → 1√
3
(∣0˜2˜1˜⟩ + ∣1˜0˜2˜⟩ + ∣2˜1˜0˜⟩). (4.1)
We can write this more succinctly as
∣i⟩→ ∑˜
a,b˜,c˜
Tia˜b˜c˜ ∣a˜b˜c˜⟩ , (4.2)
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where i denotes an input leg and a˜, b˜, c˜ denote output legs. We can apply successive isometries
to create an isometry from two code qutrits to four physical qutrits. We illustrate this with
a tensor network, represented in Figure 4.1.
Figure 4.1: The black code subspace qutrits are mapped to the white physical qutrits via an
isometry defined by this tensor network.
The isometry corresponding to Figure 4.1 is given by
∣p⟩i ∣q⟩j → ∑
x˜,y˜,z˜,c˜,w˜
√
3Tpx˜y˜c˜Tqz˜w˜c˜ ∣x˜⟩a˜ ∣y˜⟩b˜ ∣z˜⟩d˜ ∣w˜⟩e˜ . (4.3)
Throughout this paper, we use subscripts to associate qutrits with specific nodes in Figures
4.1 or 1.1, and tildes are used to denote qutrits in the physical Hilbert space.
Let U be a unitary operator that acts on a two-qutrit state as
U ∣00⟩ = ∣00⟩ U ∣11⟩ = ∣20⟩ U ∣22⟩ = ∣10⟩
U ∣01⟩ = ∣11⟩ U ∣12⟩ = ∣01⟩ U ∣20⟩ = ∣21⟩
U ∣02⟩ = ∣22⟩ U ∣10⟩ = ∣12⟩ U ∣21⟩ = ∣02⟩ , (4.4)
and define ∣λ⟩ ∶= 1√
3
[∣00⟩ + ∣11⟩ + ∣22⟩] . (4.5)
Let ∣ψ⟩ij be a vector in the Hilbert space of the black qutrits i, j in Figure 4.1, and let ∣ψ˜⟩a˜b˜d˜e˜
be its image under the isometry in equation (4.3). Let Ua˜b˜ (Ud˜e˜) be the unitary operator in
equation (4.4) that acts on qutrits a˜, b˜ (d˜, e˜). One may compute that
U †
a˜b˜
U †
d˜e˜
∣ψ˜⟩a˜b˜d˜e˜ = ∣ψ⟩a˜d˜ ∣λ⟩b˜e˜ , (4.6)
where ∣ψ⟩a˜d˜ is the same state as ∣ψ⟩ij, except on the white qutrits a˜, d˜. That is, starting with
the state ∣ψ˜⟩a˜b˜d˜e˜ on the white qutrits, one can apply separate unitary transformations on
white qutrits a˜, b˜ and d˜, e˜ to recover ∣ψ⟩ij on white qutrits a˜, d˜ and the maximally entangled
state ∣λ⟩ on qutrits b˜, e˜.
Given an operator O that acts on qutrit i in Figure 4.1, we may define an operator O˜
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that acts on the adjacent white qutrits a˜, b˜ as follows:
O˜ ∶=∑
p,q
⟨p∣O∣q⟩i [Ua˜b˜ ∣p⟩a˜ ⟨q∣a˜U †a˜b˜ ⊗ Id˜e˜] . (4.7)
We say that O, which acts on the code Hilbert space, is reconstructed as O˜, which acts
on the physical Hilbert space.
4.2 The code and physical Hilbert spaces
Our general setup is depicted in Figure 1.1. In our construction of an infinite-dimensional
QECC, the code and physical Hilbert spaces, Hcode and Hphys, are each defined as the com-
pletions of pre-Hilbert spaces, pHcode and pHphys. As Figure 1.1 shows, we may intuitively
think of either the code or physical pre-Hilbert space as an infinite tensor product of two
black qutrits or four white qutrits. From now on, whenever we say collection we are referring
to the qutrits in a single connected diagram in Figure 1.1. Within each collection we will
label the individual qutrits as shown in Figure 4.1.
The pre-Hilbert space pHcode is defined to include states of black qutrits where all but
finitely many pairs of black qutrits are in the state ∣λ⟩, defined in equation (4.5), which we
sometimes also refer to as the code reference state. Any vector in pHcode is a finite linear
combination of vectors in an overcomplete basis, where each basis vector may be written as
∣M,p1, p2,⋯, pM , q1, q2,⋯, qM⟩ ∶= [∣p1⟩i1 ∣q1⟩j1]⊗[∣p2⟩i2 ∣q2⟩j2]⊗⋯⊗[∣pM⟩iM ∣qM⟩jM ]⊗∣λ⟩⋯ (4.8)
where each pk or qk index (for k ∈ {1,2, . . . ,M}) is valued in {0,1,2} and specifies an or-
thonormal basis vector of a black qutrit. The index M can be any natural number. The
qutrits in each collection are contained in square brackets. To shorten notation, we will refer
to the above basis vector as ∣M,{p, q}⟩. The ⊗ ∣λ⟩⋯ means that all the black qutrit pairs
in the (M + 1)th collection and beyond are in the reference state ∣λ⟩. Note that these basis
vectors are not all linearly independent.
Given two basis vectors ∣M1,{p, q}1⟩ and ∣M2,{p, q}2⟩, their inner product is calculated
by ignoring all collections beyond the collection max (M1,M2) and then taking the usual
inner product on the remaining 9max (M1,M2)-dimensional Hilbert space. Note that the basis
vectors ∣M,{p, q}⟩ are not all mutually orthogonal, but they are all normalized. With an inner
product, we can define Cauchy sequences. The Hilbert space Hcode is defined as the closure
of pHcode so that all Cauchy sequences in Hcode converge. We start from pHcode and include
all Cauchy sequences to define Hcode. If the difference of two Cauchy sequences converges to
zero, then we identify the two Cauchy sequences for the purposes of defining Hcode.
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The physical pre-Hilbert and Hilbert spaces are defined in a completely analogous way.
Each collection consists of four white qutrits. The physical reference state for four white
qutrits is given by ∣λλ⟩ ∶= ∣λ⟩a˜d˜ ∣λ⟩b˜e˜ where we are referring to Figure 4.1 to label the qutrits.
We choose this reference state for the white qutrits because it is the image of ∣λ⟩ij under the
isometry given by equation (4.3).
4.3 The tensor network of isometries
The bulk-to-boundary isometry u is given by a linear norm preserving map u ∶ Hcode → Hphys.
First, we define its action on pHcode and then use Theorem 2.6 to extend its domain toHcode. Each vector in pHcode is mapped to a vector in pHphys. The isometry u acts on the
basis vector ∣M,{p, q}⟩ by applying the isometry given in equation (4.3) to each collection
separately. The state of each black qutrit pair is mapped to a state of four white qutrits.
The code reference state is mapped to the physical reference state. Because the map u is
linear and norm-preserving, a Cauchy sequence in pHcode is mapped to a Cauchy sequence in
pHphys. Thus, we can define u on all of Hcode.
5 Defining von Neumann algebras
Now that we have defined Hcode and Hphys and the isometry u ∶ Hcode → Hphys, we want to
define von Neumann algebras on these Hilbert spaces.
5.1 Definition of Mcode
We now define Mcode ⊂ B(Hcode). First, we define a ⋆-algebra called Acode which acts on
pHcode. Referring to Figure 4.1 for qutrit labels, every operator a ∈ Acode may be written as
a(N) = ∑
p1p2⋯pN q1q2⋯qNap1p2⋯pN q1q2⋯qN × [∣p1⟩i1 ⟨q1∣i1 ⊗ Ij1]⊗ [∣p2⟩i2 ⟨q2∣i2 ⊗ Ij2]⊗⋯⊗ [∣pN⟩iN ⟨qN ∣iN ⊗ IjN ]⊗ I⋯, (5.1)
where ap1p2⋯pN q1q2⋯qN are the matrix elements of the operator. Each pk, qk index (k ∈{1,2,⋯,N}) is valued in {0,1,2} and specifies an orthonormal basis vector of one black
qutrit. The ⊗I⋯ means that a(N) acts as the identity on all collections beyond the Nth col-
lection. Each collection is represented by square brackets. The label N may be any natural
number. The (N) superscript reminds us of the value of N for this operator. The operator
a(N) maps pHcode → pHcode. Because there exists a K > 0 such that ∣∣a(N) ∣ψ⟩ ∣∣ ≤ K ∣∣ ∣ψ⟩ ∣∣ for
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all ∣ψ⟩ ∈ pHcode, a(N) is bounded. Thus, a(N) maps Cauchy sequences in pHcode into Cauchy
sequences in pHcode, and Theorem 2.6 implies that a(N) is uniquely defined as a bounded
operator acting on Hcode. The ⋆-algebra Acode is closed under hermitian conjugation and
contains the identity.
A sequence of operators {an} ∈ Acode converges strongly to an operator in B(Hcode) if
and only if limn→∞ an ∣Ψ⟩ converges for all ∣Ψ⟩ ∈ Hcode. The ⋆-algebra Acode is not closed
under strong limits. The von Neumann algebra Mcode is defined to be the closure of Acode
in the strong operator topology. We construct Mcode from all strongly converging limits of
sequences in Acode. In topology, to construct the closure of a set, it is necessary, but generally
not sufficient, to include limits of converging sequences [21]. We must also include limits of
nets, which are more general than sequences. However, it is possible to show that every
operator in Mcode can be written as a strong limit of a sequence in Acode. In the next section,
we show that the set S ⊂ B(Hcode) of bounded operators that are strong limits of sequences
in Acode is the smallest strongly closed subset of B(Hcode) that contains Acode, which implies
that Mcode = S. This is because
• S is equal to the commutant of a ⋆-algebra that contains the identity, which is a von
Neumann algebra [18]. Because S is a von Neumann algebra, S is strongly closed.
• Any strongly closed subset of B(Hcode) that contains Acode must contain S because S
is defined to only contain all strongly convergent sequences in Acode.
We provide explicit details in the next subsection.
5.2 The commutant of Acode and Mcode
In this section, we explicitly describe the commutant of Acode, which is denoted by A′code.
Then, we demonstrate that every operator in Mcode may be written as a strongly convergent
sequence of operators in Acode.
An orthonormal basis of pHcode is an orthonormal basis of Hcode. To see this, let ∣Φ⟩ ∈Hcode. Let {∣φn⟩} ∈ pHcode be a sequence that converges to ∣Φ⟩. Suppose that ∣Φ⟩ is orthogonal
to every orthonormal basis vector of pHcode. Using Definition 2.2, we need to show that∣Φ⟩ = 0. Indeed, ⟨φn∣Φ⟩ = 0 ∀n ∈ N, so ⟨Φ∣Φ⟩ = 0. Hence, ∣Φ⟩ = 0.
Thus, we may define an orthonormal basis of Hcode where each basis vector is a finite
linear combination of the vectors given in equation (4.8). We will choose an orthonormal
basis ∣ei⟩ , i ∈ N such that the first 9` orthonormal basis vectors in the sequence {∣ei⟩} span
the subspace of pHcode where the qutrit pairs in the (` + 1)th collection and beyond are in
the reference state ∣λ⟩.
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A consequence of Theorem 2.9 is that any operator O ∈ B(Hcode) may be written as the
following strong limit:
O = s-limn→∞On, On ∶= 9n∑
i=1
9n∑
j=1 ⟨ei∣O∣ej⟩ ∣ei⟩ ⟨ej ∣ . (5.2)
Each operator On acts as the projector onto ∣λ⟩ on the qutrits in the (n+1)th collection and
beyond. Each On may be written as
On = ∑
p1⋯pnq1⋯qnr1⋯rns1⋯sn (Onp1⋯pnq1⋯qnr1⋯rns1⋯sn× [∣p1⟩i1 ⟨q1∣i1 ⊗ ∣r1⟩j1 ⟨s1∣j1]⊗⋯⊗ [∣pn⟩in ⟨qn∣in ⊗ ∣rn⟩jn ⟨sn∣jn]⊗ ∣λ⟩ ⟨λ∣⋯) , (5.3)
where the coefficient of each term of the sum is defined as
Onp1⋯pnq1⋯qnr1⋯rns1⋯sn ∶=([⟨p1∣i1 ⟨r1∣j1]⊗⋯⊗ [⟨pn∣in ⟨rn∣jn]⊗ ⟨λ∣⋯)O ([∣q1⟩i1 ∣s1⟩j1]⊗⋯⊗ [∣qn⟩in ∣sn⟩j1]⊗ ∣λ⟩⋯) .
(5.4)
The ⊗ ∣λ⟩ ⟨λ∣⋯ means that in all collections past the nth collection, On acts as the projector∣λ⟩ ⟨λ∣. Likewise, ⊗ ∣λ⟩⋯ means that in every collection past the nth collection, the qutrits
are in the state ∣λ⟩. Each of the indices pk,qk,rk,sk (k ∈ {1,2, . . . , n}) are valued in {0,1,2}
and denote an orthonormal basis vector of a single qutrit.
For each On, define the following:
Oˆn ∶= ∑
p1⋯pnq1⋯qnr1⋯rns1⋯sn (Onp1⋯pnq1⋯qnr1⋯rns1⋯sn× [∣p1⟩i1 ⟨q1∣i1 ⊗ ∣r1⟩j1 ⟨s1∣j1]⊗⋯⊗ [∣pn⟩in ⟨qn∣in ⊗ ∣rn⟩jn ⟨sn∣jn]⊗ I⋯) . (5.5)
The projector ∣λ⟩ ⟨λ∣ in equation (5.3) has been replaced by the identity operator. For any
vector ∣ψ⟩ ∈ pHcode, we have limn→∞On ∣ψ⟩ = limn→∞ Oˆn ∣ψ⟩. Also, ∣∣On∣∣ = ∣∣Oˆn∣∣∀n ∈ N, so the
sequence of norms {∣∣Oˆn∣∣} is bounded because the sequence of norms {∣∣On∣∣} is bounded.
Because pHcode is dense in Hcode, limn→∞ Oˆn converges strongly to O by Theorem 2.5.
Now, we assume that O ∈ A′code. The commutant A′code is a von Neumann algebra because
it is the commutant of a ⋆-algebra containing the identity. This assumption restricts what
the matrix elements of equation (5.4) can be. By considering the commutator of O with
operators in Acode, one finds that Oˆn can be written as
Oˆn = ∑
r1⋯rns1⋯sn (Oˆnr1⋯rns1⋯sn × [Ii1 ⊗ ∣r1⟩j1 ⟨s1∣j1]⊗⋯⊗ [Iin ⊗ ∣rn⟩jn ⟨sn∣jn]⊗ I⋯) , (5.6)
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for some coefficients Oˆnr1⋯rns1⋯sn . Thus, we have demonstrated that every operator O ∈ A′code
can be expressed as O = s-limn→∞ Oˆn where each Oˆn may be written as above. Furthermore,
every such strong limit is clearly in A′code.
By comparing equation (5.6) with equation (5.1), it is clear the set of operators in Acode
together with strong limits of sequences in Acode (which we called S in the previous subsection)
is a von Neumann algebra. In fact, it is the smallest strongly closed subset of B(Hcode)
containing Acode, which is Mcode by definition. This is because the strong closure of Acode
must at least contain all strongly convergent sequences of operators in Acode. Hence, every
operator in Mcode may be written as a strong limit of a sequence in Acode.
Because Mcode = Acode = A′′code, we have that M ′code = A′′′code = A′code = A′code. Thus, we see
that M ′code may be constructed in the same way as Mcode, except operators in M ′code only act
nontrivially on the j qutrit in Figure 4.1.
From our explicit construction of M ′code, we see that Mcode and M ′code are both factors as
Mcode ∩M ′code only consists of scalar multiples of the identity.
5.3 Definition of Mphys and M ′phys
Recall that under the isometry in equation (4.3), the code reference state ∣λ⟩ on the black
qutrits i, j in Figure 4.1 is mapped to the state of four white qutrits where the qutrit pairs
a˜, d˜ and b˜, e˜ are each in the state ∣λ⟩. Thus, both the physical and code pre-Hilbert spaces
consist of states of infinitely many qutrit pairs, all but finitely many of which are in the
reference state ∣λ⟩. It follows that Hcode and Hphys are constructed in the exact same way.
We can define a von Neumann algebra Mphys ⊂ B(Hphys) acting on the white qutrits a˜, b˜ in
each collection in the same way we defined Mcode to act on the black qutrit i. Likewise, the
commutant of Mphys, denoted by M ′phys, acts on white qutrits d˜, e˜. Our setup is summarized
in Figure 1.1.
6 Definition of the tensor network map
Having defined Mcode and Mphys, we define a linear map from Mcode into Mphys. An operatorO ∈Mcode is mapped to O˜ ∈Mphys. We want the following to hold for all ∣Ψ⟩ ∈ Hcode:
uO ∣Ψ⟩ = O˜u ∣Ψ⟩ , uO† ∣Ψ⟩ = O˜†u ∣Ψ⟩ . (6.1)
We now describe how to construct this map (which we call the “tensor network map,” not
to be confused with the map u).
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6.1 How the tensor network map acts on Acode
We first define how the tensor network map acts on operators in Acode before generalizing its
definition to Mcode. The operator a(N) in equation (5.1) is mapped to a˜(N), an operator that
acts on Hphys. The result is
a˜(N) = ∑
p1⋯pN q1⋯qNap1⋯pN q1⋯qN × [Ua˜1b˜1 ∣p1⟩a˜1 ⟨q1∣a˜1 U †a˜1b˜1 ⊗ Id˜1e˜1]⊗⋯⊗ [Ua˜N b˜N ∣pN⟩a˜N ⟨qN ∣a˜N U †a˜N b˜N ⊗ Id˜N e˜N ]⊗ I⋯, (6.2)
where U is defined in equation (4.4), and the subscripts refer to the specific white qutrits
that U is acting on (see Figure 4.1). Given equation (6.2), which shows how a˜(N) acts on
vectors in pHphys, the domain of a˜(N) may be extended to all of Hphys by demanding that
a˜(N) is a bounded operator and invoking Theorem 2.6. Because a˜(N) acts trivially on the
qutrits d˜, e˜ in each collection, a˜(N) ∈Mphys.
Equation (6.2) simply amounts to applying the map in equation (4.7) for a finite number
of collections. It follows that for a, b ∈ Acode, α,β ∈ C, and ∣Ψ⟩ ∈ Hcode, the tensor network
map has the following properties:
1. Bulk Reconstruction ∶ ua ∣Ψ⟩ = a˜u ∣Ψ⟩ , (6.3)
2. Commutativity with hermitian conjugation ∶ ã† = a˜†, (6.4)
3. Commutativity with multiplication ∶ ãb = a˜b˜, (6.5)
4. Linearity ∶ α̃a + βb = αa˜ + βb˜, (6.6)
5. Norm preservation ∶ ∣∣a∣∣ = ∣∣a˜∣∣. (6.7)
We will prove these properties for all operators in Mcode in Section 7.
6.2 How the tensor network map acts on Mcode
Now that we specified how the tensor network map acts on Acode, we need to specify how
it acts on Mcode. Let {an} ∈ Acode be a strongly convergent sequence of operators. The
image of each an under the tensor network map is a˜n ∈ B(Hphys). We will show that {a˜n}
is a strongly convergent sequence. Then, we will extend the definition of the tensor network
map by saying that the strong limit (s-limn→∞ an) ∈ Mcode is mapped to the strong limit(s-limn→∞ a˜n) ∈Mphys. We will then prove that this map satisfies equation (6.1).
The fact that s-limn→∞ an converges means that the sequence of norms {∣∣a˜n∣∣} is bounded
from above because ∣∣an∣∣ = ∣∣a˜n∣∣∀n ∈ N. From Theorem 2.5, if limn→∞ a˜n ∣ψ⟩ converges for all
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∣ψ⟩ ∈ pHphys, then limn→∞ a˜n ∣Ψ⟩ converges for all ∣Ψ⟩ ∈ Hphys since pHphys is dense in Hphys.
The next theorem is necessary to show that limn→∞ a˜n ∣ψ⟩ converges for all ∣ψ⟩ ∈ pHphys.
Theorem 6.1. For any two vectors ∣ψ˜1⟩ , ∣ψ˜2⟩ ∈ pHphys, we may define a finite number of
vectors ∣ηi⟩ , ∣χi⟩ ∈ pHcode, (i ∈ {1,2, . . . ,Q} for some Q ∈ N) such that for any operator
a˜(N) ∈Mphys that may be written as the tensor network map image of some a(N) ∈ Acode, we
have that ⟨ψ˜1∣a˜(N)∣ψ˜2⟩ = Q∑
i=1 ⟨ηi∣a(N)∣χi⟩ . (6.8)
Furthermore, if ∣ψ˜1⟩ = ∣ψ˜2⟩, then we may take ∣ηi⟩ = ∣χi⟩ ∀i.
Proof. Choose M ∈ N such that for both ∣ψ˜1⟩ and ∣ψ˜2⟩, the qutrits in the (M +1)th collection
and beyond are in the reference state ∣λ⟩. Consider the following set of orthonormal vectors:
∣{r, `, s}⟩ = [Ua˜1b˜1Ud˜1e˜1 ∣r1⟩a˜1 ∣`1⟩d˜1 ∣s1⟩b˜1e˜1]⊗⋯⊗ [Ua˜M b˜MUd˜M e˜M ∣rM⟩a˜M ∣`M⟩d˜M ∣sM⟩b˜M e˜M ]⊗ ∣λλ⟩⋯, (6.9)
where the labels a˜k,b˜k,d˜k,e˜k (k ∈ {1,2, . . . ,M}) refer to the qutrits in the kth collection (see
Figure 4.1). Each rk and `k index is valued in {0,1,2} and specifies an orthonormal basis
vector of one qutrit. Each sk index is valued in {0,1,2, . . . ,8} and specifies an orthonormal
basis vector of two qutrits. The ∣λλ⟩⋯ means that in all collections past the Mth collection,
the qutrits are in the physical reference state ∣λ⟩a˜d˜ ∣λ⟩b˜e˜.
We may then write ∣ψ˜1⟩ , ∣ψ˜2⟩ as finite linear combinations of the above vectors:
∣ψ˜1⟩ =∑{s} ∑{r,`} c1{r,`,s} ∣{r, `, s}⟩ , ∣ψ˜2⟩ =∑{s} ∑{r,`} c2{r,`,s} ∣{r, `, s}⟩ , (6.10)
where c1{r,`,s} and c2{r,`,s} are C-valued coefficients. Note that ⟨{r, `, s}∣a˜(N)∣{r′, `′, s′}⟩ = 0 if
sk ≠ s′k for any k ∈ {1,2, . . . ,M}. Thus, we write
⟨ψ˜1∣a˜(N)∣ψ˜2⟩ =∑{s} ∑{r′,`′} ∑{r,`}(c1{r′,`′,s})∗ ⟨{r′, `′, s}∣a˜(N)∣{r, `, s}⟩ c2{r,`,s}. (6.11)
To calculate ⟨{r′, `′, s}∣a˜(N)∣{r, `, s}⟩, we must calculate how each term in the sum in equation
(6.2) acts on each collection separately. The next three equations apply for a single collection.
For simplicity, we have suppressed the subscripts labeling the collection.
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1. [Ua˜b˜Ud˜e˜ ∣r′⟩a˜ ∣`′⟩d˜ ∣s′⟩b˜e˜]† [Ua˜b˜ ∣p⟩a˜ ⟨q∣a˜U †a˜b˜ ⊗ Id˜e˜] [Ua˜b˜Ud˜e˜ ∣r⟩a˜ ∣`⟩d˜ ∣s⟩b˜e˜]= [⟨r′∣a˜ ⟨`′∣d˜ ⟨s′∣b˜e˜] [∣p⟩a˜ ⟨q∣a˜ ⊗ Ib˜d˜e˜] [∣r⟩a˜ ∣`⟩d˜ ∣s⟩b˜e˜] , (6.12)
2. [Ua˜b˜Ud˜e˜ ∣r′⟩a˜ ∣`′⟩d˜ ∣s′⟩b˜e˜]† Ia˜b˜d˜e˜ [Ua˜b˜Ud˜e˜ ∣r⟩a˜ ∣`⟩d˜ ∣s⟩b˜e˜] = [⟨r′∣a˜ ⟨`′∣d˜ ⟨s′∣b˜e˜] [∣r⟩a˜ ∣`⟩d˜ ∣s⟩b˜e˜] , (6.13)
3. ⟨λ∣a˜d˜ ⟨λ∣b˜e˜ [Ua˜b˜ ∣p⟩a˜ ⟨q∣a˜U †a˜b˜ ⊗ Id˜e˜] ∣λ⟩a˜d˜ ∣λ⟩b˜e˜ = ⟨λ∣a˜d˜ [∣p⟩a˜ ⟨q∣a˜ ⊗ Ib˜d˜e˜] ∣λ⟩a˜d˜ . (6.14)
Next, we define the following vectors in pHcode
∣{r, `}⟩ ∶= [∣r1⟩i1 ∣`1⟩j1]⊗ [∣r2⟩i2 ∣`2⟩j2]⊗⋯⊗ [∣rM⟩iM ∣`M⟩jM ]⊗ ∣λ⟩⋯. (6.15)
It follows that
⟨ψ˜1∣a˜(N)∣ψ˜2⟩ =∑{s} ∑{r′,`′} ∑{r,`}(c1{r′,`′,s})∗ ⟨{r′, `′}∣a(N)∣{r, `}⟩ c2{r,`,s}. (6.16)
Then, we can define the new vectors in pHcode
∣χ{s}⟩ ∶= ∑{r}{`} ∣{r, `}⟩ c2{r,`,s}, ∣η{s}⟩ ∶= ∑{r}{`} ∣{r, `}⟩ c1{r,`,s}, (6.17)
so that ⟨ψ˜1∣a˜(N)∣ψ˜2⟩ can be expressed as
⟨ψ˜1∣a˜(N)∣ψ˜2⟩ =∑{s} ⟨η{s}∣a(N)∣χ{s}⟩ . (6.18)
This demonstrates that we can express ⟨ψ˜1∣a˜(N)∣ψ˜2⟩ as in equation (6.8) for Q = 9M .
Given any ∣ψ˜⟩ ∈ pHphys, Theorem 6.1 asserts that we may choose a finite family of vectors∣ψi⟩ ∈ pHcode (i ∈ {1,2, . . . ,Q} for some Q ∈ N ) such that, for any n,m ∈ N,
∣∣(a˜n − a˜m) ∣ψ˜⟩ ∣∣2 = Q∑
i=1 ∣∣(an − am) ∣ψi⟩ ∣∣2. (6.19)
This means that if {an ∣ψi⟩} is a Cauchy sequence for each i, (which it is by assumption)
then {a˜n ∣ψ˜⟩} is also a Cauchy sequence. This shows that limn→∞ a˜n ∣ψ˜⟩ converges for any∣ψ˜⟩ ∈ pHphys. Thus, the strong limit s-limn→∞ a˜n exists and defines an operator, which is the
definition of the image under the tensor network map of the strong limit s-limn→∞ an. By
the definition of Mphys, it follows that s-limn→∞ a˜n ∈Mphys.
Suppose that the sequences {an} ∈ Acode and {bn} ∈ Acode converge strongly to the same
operatorO. Suppose that s-limn→∞ a˜n = O˜1 and s-limn→∞ b˜n = O˜2. Then s-limn→∞(an−bn) = 0,
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which implies that s-limn→∞ ãn − bn = s-limn→∞(a˜n − b˜n) = 0. Hence, O˜1 − O˜2 = 0. Thus, the
tensor network map is a well-defined map from Mcode into Mphys.
6.3 How the tensor network map acts on M ′code
By construction, the tensor network map is a map from operators in Mcode into Mphys. Due
to the symmetry of the tensor network in Figure 4.1, we can also define the tensor network
map on operators in M ′code, which are mapped into M ′phys in a completely analogous way.
7 Properties of the Tensor Network Map
In this section, we prove that equations (6.3) to (6.7) hold for all operators in Mcode.
7.1 Theorems on strong and weak convergence
The following theorems will be useful in proving some properties of the tensor network map.
Theorem 7.1. Suppose that for a sequence {an} ∈ Acode, limn→∞ ⟨Ψ∣an∣Φ⟩ = 0 for any∣Ψ⟩ , ∣Φ⟩ ∈ Hcode. Suppose that the sequence of norms {∣∣an∣∣} is bounded from above. Let
a˜n be the image under the tensor network map of an. Then limn→∞ ⟨Θ˜∣a˜n∣Φ˜⟩ = 0 for any∣Θ˜⟩ , ∣Φ˜⟩ ∈ Hphys.
Proof. Let {∣θ˜`⟩},{∣φ˜m⟩} ∈ pHphys be Cauchy sequences that converge to ∣Θ˜⟩ , ∣Φ˜⟩ ∈ Hphys
respectively. We may compute
∣ ⟨Θ˜∣a˜n∣Φ˜⟩ ∣ ≤ ∣ ⟨Θ˜∣a˜n∣Φ˜ − φ˜m⟩ ∣ + ∣ ⟨Θ˜ − θ˜`∣a˜n∣φ˜m⟩ ∣ + ∣ ⟨θ˜`∣a˜n∣φ˜m⟩ ∣, (7.1)
∣ ⟨Θ˜∣a˜n∣Φ˜⟩ ∣ ≤ ∣∣ ∣Θ˜⟩ ∣∣ ⋅ ∣∣a˜n∣∣ ⋅ ∣∣ ∣Φ˜⟩ − ∣φ˜m⟩ ∣∣ + ∣∣ ∣Θ˜⟩ − ∣θ˜`⟩ ∣∣ ⋅ ∣∣a˜n∣∣ ⋅ ∣∣ ∣φ˜m⟩ ∣∣ + ∣ ⟨θ˜`∣a˜n∣φ˜m⟩ ∣, (7.2)∣ ⟨Θ˜∣a˜n∣Φ˜⟩ ∣ ≤K1∣∣ ∣Φ˜⟩ − ∣φ˜m⟩ ∣∣ +K2∣∣ ∣Θ˜⟩ − ∣θ˜`⟩ ∣∣ + ∣ ⟨θ˜`∣a˜n∣φ˜m⟩ ∣, (7.3)
where K1,K2 are some positive real numbers and we used the fact that the sequence {∣∣a˜n∣∣}
is bounded from above. First, fix m,` large enough so that the first two norms on the
r.h.s. of equation (7.3) are each less than 3 . Due to Theorem 6.1 and the assumption that
w-limn→∞ an = 0, we have that limn→∞ ⟨θ˜`∣a˜n∣φ˜m⟩ = 0. Hence, we can choose N ∈ N such that
for n > N , the third norm on the r.h.s. of equation (7.3) is less than 3 . We conclude that
limn→∞ ⟨Θ˜∣a˜n∣Φ˜⟩ = 0.
Theorem 7.2. Let {an} ∈ Acode be a strongly convergent sequence of operators. Suppose that
s-limn→∞ an = O for some O ∈Mcode. Then w-limn→∞ a†n = O†.
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Proof. Let ∣Ψ⟩ , ∣Φ⟩ ∈ Hcode. Then
⟨Ψ∣O†∣Φ⟩ = ⟨Φ∣O∣Ψ⟩∗ = lim
n→∞ ⟨Φ∣an∣Ψ⟩∗ = limn→∞ ⟨Ψ∣a†n∣Φ⟩ , (7.4)
so the sequence of operators {a†n} converges weakly to O†. Recalling Theorem 2.17, we see
explicitly that Mcode is closed under hermitian conjugation.
7.2 The tensor network map is linear
We now demonstrate the linearity of the tensor network map. Consider two sequences of
operators in Acode, {an} and {bn}, converging strongly to O1 and O2 respectively. Then for
α,β ∈ C, s-limn→∞(αan+βbn) = αO1+βO2. The image of each an is a˜n and the image of each
bn is b˜n. The image of αO1 +βO2 under the tensor network map is thus given by αO˜1 +βO˜2.
Hence, the tensor network map is linear when acting on all operators in Mcode.
7.3 The tensor network map commutes with hermitian conjuga-
tion
If {an} ∈ Acode strongly converges to O, then w-limn→∞ a†n = O† by Theorem 7.2. Each an is
mapped to a˜n under the tensor network map, and {a˜n} strongly converges to O˜ ∈ B(Hphys).
Each a†n is mapped to ã
†
n = a˜†n, and w-limn→∞ a˜†n = (O˜)†. Since Mcode is defined from Acode by
taking strong limits, there must exist a sequence {bn} ∈ Acode that converges strongly to O†.
Then, s-limn→∞ b˜n = Õ†. Note that, for any two ∣Ψ⟩ , ∣Φ⟩ ∈ Hcode, limn→∞ ⟨Ψ∣(a†n − bn)∣Φ⟩ = 0.
The sequence of norms {∣∣a†n − bn∣∣} is bounded above because ∣∣a†n∣∣ = ∣∣an∣∣ ∀n ∈ N and {an}
and {bn} converge strongly. Furthermore, for any ∣Ψ˜⟩ , ∣Φ˜⟩ ∈ Hphys, limn→∞ ⟨Ψ˜∣ ̃(a†n − bn)∣Φ˜⟩ =⟨Ψ˜∣(O˜† − Õ†)∣Φ˜⟩. Applying Theorem 7.1, ⟨Ψ˜∣(O˜† − Õ†)∣Φ˜⟩ = 0, hence O˜† = Õ†.
7.4 The tensor network map commutes with multiplication
Given O1,O2 ∈ Mcode, we now show that Õ1O2 = O˜1O˜2. Let {an} ∈ Acode converge strongly
to O†1. Let {bn} ∈ Acode converge strongly to O2. Let {cn} ∈ Acode converge strongly to O1O2.
For any ∣Ψ⟩ , ∣Φ⟩ ∈ Hcode,
lim
n→∞ ⟨(an −O†1)Ψ∣(bn −O2)Φ⟩ = 0, (7.5)
which implies that
lim
n→∞ ⟨Ψ∣a†nbn − cn∣Φ⟩ = 0. (7.6)
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The sequence of norms {∣∣a†nbn − cn∣∣} is bounded. By Theorem 7.1, we have that, for all∣Ψ˜⟩ , ∣Φ˜⟩ ∈ Hphys,
lim
n→∞ ⟨Ψ˜∣a˜†nb˜n − c˜n∣Φ˜⟩ = 0. (7.7)
It follows that ⟨Ψ˜∣O˜1O˜2∣Φ˜⟩ = ⟨Ψ˜∣Õ1O2∣Φ˜⟩ . (7.8)
7.5 The tensor network map preserves the norm
Consider any ∣ψ˜⟩ ∈ pHphys. By Theorem 6.1, there exists a finite family of vectors ∣ψi⟩ ∈ pHcode,
(i ∈ {1,2, . . . ,Q} for some Q ∈ N) such that for any a ∈ Acode,
⟨ψ˜∣a˜∣ψ˜⟩ = Q∑
i=1 ⟨ψi∣a∣ψi⟩ . (7.9)
Consider a sequence {an} ∈ Acode that strongly converges to O ∈Mcode. Then we have
lim
n→∞ ⟨ψ˜∣a˜n∣ψ˜⟩ = Q∑
i=1 limn→∞ ⟨ψi∣an∣ψi⟩ , (7.10)
⟨ψ˜∣O˜∣ψ˜⟩ = Q∑
i=1 ⟨ψi∣O∣ψi⟩ . (7.11)
In particular, for any O ∈Mcode, we have that
⟨O˜ψ˜∣O˜ψ˜⟩ = Q∑
i=1 ⟨Oψi∣Oψi⟩ . (7.12)
The norms of ∣ψ˜⟩ and O˜ ∣ψ˜⟩ may be expressed as
∣∣ ∣ψ˜⟩ ∣∣ = ¿ÁÁÀ Q∑
i=1 ∣∣ ∣ψ⟩i ∣∣2, ∣∣O˜ ∣ψ˜⟩ ∣∣ =
¿ÁÁÀ Q∑
i=1 ∣∣O ∣ψi⟩ ∣∣2. (7.13)
Thus,
∣∣O˜ ∣ψ˜⟩ ∣∣ ≤ ∣∣O∣∣¿ÁÁÀ Q∑
i=1 ∣∣ ∣ψi⟩ ∣∣2 = ∣∣O∣∣ ⋅ ∣∣ ∣ψ˜⟩ ∣∣. (7.14)
Note that we may choose ∣ψ˜⟩ such that Q = 1 and ∣∣O ∣ψ1⟩ ∣∣ − ∣∣O∣∣ ⋅ ∣∣ ∣ψ1⟩ ∣∣ is arbitrarily close
to zero. Hence, we may choose ∣ψ˜⟩ such that ∣∣O˜ ∣ψ˜⟩ ∣∣− ∣∣O∣∣ ⋅ ∣∣ ∣ψ˜⟩ ∣∣ is arbitrarily close to zero.
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It follows from the fact that pHphys is dense in Hphys and Theorem 2.6 that
∣∣O˜∣∣ = ∣∣O∣∣. (7.15)
7.6 The tensor network map satisfies bulk reconstruction
Theorem 7.3. Let O ∈ Mcode. Let O˜ ∈ Mphys be the image of O under the tensor network
map. Let ∣Ψ⟩ ∈ Hcode. Then
uO ∣Ψ⟩ = O˜u ∣Ψ⟩ . (7.16)
Proof. Let {an} ∈ Acode be a sequence that converges strongly to O ∈ Mcode. Let a˜n ∈ Mphys
be the image under the tensor network map of an for every n ∈ N. By the definition of the
tensor network map, s-limn→∞ a˜n = O˜. It follows that
O˜u ∣Ψ⟩ = lim
n→∞ a˜nu ∣Ψ⟩ = limn→∞uan ∣Ψ⟩ = u limn→∞an ∣Ψ⟩ = uO ∣Ψ⟩ . (7.17)
This theorem demonstrates the bulk reconstruction property of the tensor network map.
We can linearly map a given operator O ∈ Mcode to an operator O˜ ∈ Mphys such that for all∣Ψ⟩ ∈ Hcode,
uO ∣Ψ⟩ = O˜u ∣Ψ⟩ , uO† ∣Ψ⟩ = Õ†u ∣Ψ⟩ = O˜†u ∣Ψ⟩ . (7.18)
By the symmetry of the tensor network in Figure 4.1, any operator O′ ∈M ′code can be linearly
mapped to O˜′ ∈M ′phys such that for all ∣Ψ⟩ ∈ Hcode,
uO′ ∣Ψ⟩ = O˜′u ∣Ψ⟩ , uO′ † ∣Ψ⟩ = Õ′ †u ∣Ψ⟩ = O˜′ †u ∣Ψ⟩ . (7.19)
8 Cyclic and separating vectors
In this section we identify a set of cyclic and separating vectors with respect to Mcode that is
dense in Hcode. Then, we prove that all cyclic and separating vectors with respect to Mcode
are mapped to cyclic and separating vectors with respect to Mphys via the isometry u. This
shows that our infinite-dimensional QECC satisfies the assumptions of Theorem 1.1.
Theorem 8.1. Cyclic and separating vectors with respect to Mcode are dense in Hcode.
Proof. Since pHcode is dense in Hcode, any vector in Hcode is arbitrarily close to a vector in
pHcode, which may be denoted as ∣ψ⟩ ⊗ ∣λ⟩⋯, where ∣ψ⟩ is a vector in a finite-dimensional
Hilbert space H that consists of finitely many pairs of qutrits. We may write H = Hi ⊗Hj
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where Hi consists of the black qutrits labeled by i (see Figures 4.1 and 1.1), and Hj consists
of the black qutrits labeled by j. The vector ∣ψ⟩ is arbitrarily close to a vector of maximal
Schmidt number (with respect to this factorization), which we will denote by ∣ψ′⟩. Hence,
any vector in Hcode is arbitrarily close to a vector of the form ∣ψ′⟩⊗ ∣λ⟩⋯ ∈ Hcode where ∣ψ′⟩
has maximal Schmidt number under the factorization H = Hi ⊗Hj, so we just need to show
that such vectors are cyclic and separating.
The vector ∣ψ′⟩⊗ ∣λ⟩⋯ ∈ Hcode is cyclic with respect to Mcode because operators in Acode ⊂
Mcode may act on it to obtain any vector in pHcode, and pHcode is dense in Hcode. Furthermore,∣ψ′⟩⊗ ∣λ⟩⋯ is certainly separating with respect to Acode as one can see from the definition of
Acode in equation (5.1). To see that ∣ψ′⟩⊗ ∣λ⟩⋯ is separating with respect to all of Mcode, note
that the same logic as above implies that ∣ψ′⟩⊗ ∣λ⟩⋯ is cyclic with respect to M ′code. Hence,∣ψ′⟩⊗ ∣λ⟩⋯ is separating with respect to Mcode.
Alternative Proof. We now give an alternative and more explicit proof of the fact that ∣ψ′⟩⊗∣λ⟩⋯ is separating with respect to all of Mcode. Given a sequence {an} ∈ Acode that strongly
converges to O ∈Mcode we need to show that O(∣ψ′⟩ ⊗ ∣λ⟩⋯) = 0 implies that O annihilates
every vector in pHcode (which would imply that O annihilates every Cauchy sequence and
hence every vector in Hcode).
First, we will construct a suitable (yet overcomplete) basis of pHcode. Let us assume
that ∣ψ′⟩ is a state of the black qutrits in the first M collections. Since ∣ψ′⟩ is a vector in a
finite-dimensional factorized Hilbert space with maximal Schmidt number, we may write it
as ∣ψ′⟩ = 3M∑
k=1αk ∣ek⟩i ⊗ ∣fk⟩j , (8.1)
where αk are nonzero coefficients that satisfy ∑3Mk=1 ∣αk∣2 = 1, ∣ek⟩i is an orthonormal basis of
the i black qutrits in the first M collections and ∣fk⟩j is an orthonormal basis of the j black
qutrits in the first M collections.
We consider the following vectors in pHcode, which form a basis. Assume that L ≥M .
∣L,k, k′, pM+1,⋯, pL, qM+1,⋯, qL⟩ =∣ek⟩i ⊗ ∣fk′⟩j ⊗ [∣pM+1⟩iM+1 ∣qM+1⟩jM+1]⊗⋯⊗ [∣pL⟩iL ∣qL⟩jL]⊗ ∣λ⟩⋯ (8.2)
where k and k′ each label a basis vector for their respective black qutrits in the first M
collections, and p` and q` (` ∈ {1,2, . . . ,M}) each run over the three orthonormal basis
vectors of their respective black qutrits in the ith collection. All black qutrit pairs past the
Lth collection are in the reference state ∣λ⟩.
We first consider the basis vectors that satisfy L =M . The vectors ∣M,k, k′⟩ and ∣M, kˆ, kˆ′⟩
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are orthogonal for k′ ≠ kˆ′. This is also true for the vectors O ∣M,k, k′⟩ and O ∣M, kˆ, kˆ′⟩
since O is a limit of operators which act as the identity on ∣fk′⟩ in equation (8.2). Since∑3Mk=1αk ∣M,k, k⟩ = ∣ψ′⟩⊗ ∣λ⟩⋯, then O(∣ψ′⟩⊗ ∣λ⟩⋯) = 0 implies that O ∣M,k, k⟩ = 0 for all k.
Let U ∈ Acode be an operator that acts as the identity operator on every vector in the tensor
product in equation (8.2) except that it may act arbitrarily on ∣fk′⟩. We can choose U to send∣fk⟩ to ∣fw⟩ for w ≠ k. Because U commutes withO, we have that 0 = UO ∣M,k, k⟩ = O ∣M,k,w⟩
and hence O annihilates every basis vector with L =M . This argument can be repeated in
a completely analogous way for the case L > M (since ∣ψ′⟩ ⊗ ∣λ⟩⋯ = (∣ψ′⟩ ⊗ ∣λ⟩) ⊗ ∣λ⟩⋯ and∣ψ′⟩⊗ ∣λ⟩ has maximal Schmidt number) to show that O annihilates all vectors in pHcode, and
hence all of Hcode.
Recall that a vector is cyclic and separating for Mcode if and only if it is cyclic and
separating for M ′code [18]. Hence, cyclic and separating vectors for M ′code are also dense inHcode.
Theorem 8.2 ([17]). If ∣Ψ⟩ ∈ Hcode is cyclic and separating with respect to Mcode, then
u ∣Ψ⟩ ∈ Hphys is cyclic and separating with respect to Mphys.
Proof. To show that u ∣Ψ⟩ is cyclic, we need to show that given any ∣Φ˜⟩ ∈ Hphys and  > 0, we
can choose an operator P ∈Mphys such that ∣∣Pu ∣Ψ⟩ − ∣Φ˜⟩ ∣∣ < .
Choose ∣φ˜⟩ ∈ pHphys such that ∣∣ ∣φ˜⟩ − ∣Φ˜⟩ ∣∣ < 2 . Let ∣λ˜⋯⟩ ∈ pHphys denote the vector for
which all boundary qutrit pairs are in the reference state ∣λ⟩. Choose an operator Pˆ ∈Mphys
such that Pˆ ∣λ˜⋯⟩ = ∣φ˜⟩. Choose O ∈Mcode such that ∣∣O ∣Ψ⟩− ∣λ⋯⟩ ∣∣ < 2∣∣Pˆ ∣∣ , where ∣λ⋯⟩ ∈ pHcode
is the vector for which all qutrit pairs are in the reference state ∣λ⟩. Let O˜ denote the image
of O under the tensor network map.
Note that ∣Φ˜⟩ − PˆO˜u ∣Ψ⟩ = ∣Φ˜⟩ − ∣φ˜⟩ − Pˆu(O ∣Ψ⟩ − ∣λ⋯⟩). (8.3)
Hence, ∣∣ ∣Φ˜⟩ − PˆO˜u ∣Ψ⟩ ∣∣ ≤ ∣∣ ∣Φ˜⟩ − ∣φ˜⟩ ∣∣ + ∣∣Pˆu(O ∣Ψ⟩ − ∣λ⋯⟩)∣∣, (8.4)∣∣ ∣Φ˜⟩ − PˆO˜u ∣Ψ⟩ ∣∣ ≤ ∣∣ ∣Φ˜⟩ − ∣φ˜⟩ ∣∣ + ∣∣Pˆ ∣∣ ⋅ ∣∣(O ∣Ψ⟩ − ∣λ⋯⟩)∣∣, (8.5)∣∣ ∣Φ˜⟩ − PˆO˜u ∣Ψ⟩ ∣∣ < . (8.6)
We take P = PˆO˜. This shows that u ∣Ψ⟩ is cyclic with respect to Mphys. A completely
analogous argument shows that u ∣Ψ⟩ is cyclic with respect to M ′phys, so it is also separating
with respect to Mphys.
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9 Mcode is a hyperfinite type II1 factor
In this section, we prove that Mcode satisfies the assumptions of Theorem 2.27, from which
it follows that Mcode is a type II1 factor. The same argument shows that M ′code, Mphys, and
M ′phys are also type II1 factors.
For O ∈Mcode, define the following linear function from Mcode → C:
T (O) ∶= ⟨λ⋯∣O∣λ⋯⟩ , (9.1)
where ∣λ⋯⟩ ∈ Hcode is the vector for which all pairs of black qutrits are in the state ∣λ⟩. This
clearly satisfies T (O†O) ≥ 0, T (I) = 1, and T (O†) = T ∗(O).9
For any operator O1 ∈ Mcode, it is possible to choose a neighborhood N of O1 in the
ultraweak operator topology such that ∣T (O2) − T (O1)∣ <  for all O2 ∈ N . We may pick the
neighborhood to be N = {O2 ∈Mcode ∶ ∣ ⟨λ⋯∣(O1 −O2)∣λ⋯⟩ ∣ < }. (9.2)
Hence, T is ultraweakly continuous.
For a, b ∈ Acode, it is easy to check that T (ab) = T (ba). Since operators in Mcode may be
written as strong limits of operators in Acode, T (O1O2) = T (O2O1) ∀O1,O2 ∈Mcode.
For O ∈Mcode, T (O†O) = 0 implies that O = 0 because ∣λ⋯⟩ is separating with respect to
Mcode. Hence, T is faithful.
On a finite-dimensional Hilbert space H, any linear map F ∶ B(H) → C that satisfies
F (O1O2) = F (O2O1) ∀O1, O2 ∈ B(H) is proportional to the trace on H. It follows that for
any linear map T ∶Mcode → C, T (a) for a ∈ Acode is completely determined by the conditions
such that T is linear, T (ab) = T (ba) for a, b ∈ Acode, and T (I) = 1. If T (a) is known for
a ∈ Acode and T is ultraweakly continuous, then the fact that Mcode is the strong closure
of Acode completely determines T (O) for all O ∈ Mcode. Hence, T is the only ultraweakly
continuous normalized linear functional from Mcode → C that satisfies T (O1O2) = T (O2O1)
for all O1,O2 ∈Mcode.
Now, we may apply Theorem 2.27, where tr(O) = T (O) for O ∈Mcode. Thus, Mcode is a
type II1 factor.
Recall that a von Neumann algebra M is hyperfinite if M = (∪nMn)′′ where, for each
n ∈ N, each von Neumann subalgebra Mn ⊂ M is finite-dimensional and Mn ⊂ Mn+1. The
von Neumann algebra Mcode is hyperfinite because Mcode = A′′code, and Acode = ∪NAN where
AN is the algebra of operators that can be written as a(N) in equation (5.1). Each AN is
9The identity operator is denoted by I.
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a finite-dimensional algebra consisting of operators that act nontrivially on finitely many
qutrits.
9.1 More on the uniqueness of T ∶Mcode → C
Now, we explicitly show that for an ultraweakly continuous linear map T ∶Mcode → C, T (O)
for O ∈Mcode is completely determined given the value of T (a) for every a ∈ Acode.
The statement that T (O) is an ultraweakly continuous function of O ∈Mcode implies that
for any O1 ∈ Mcode and any  > 0, there exists a neighborhood N of O1 in the ultraweak
operator topology such that for all operators O2 ∈ N , ∣T (O2) − T (O1)∣ < . We may assume
that N is given by N = {O2 ∈Mcode ∶ ∞∑
i=1 ∣ ⟨ηi∣(O1 −O2)∣ξi⟩ ∣ < }, (9.3)
for some  > 0 and some choice of sequences {∣ξi⟩} and {∣ηi⟩} satisfying
∞∑
i=1(∣∣ ∣ξi⟩ ∣∣2 + ∣∣ ∣ηi⟩ ∣∣2) <∞. (9.4)
Given O1 ∈Mcode, let {an} ∈ Acode be a sequence of operators that converges strongly toO1. We need to show that for any choice of  and {∣ξi⟩},{∣ηi⟩}, there exists an N ∈ N such
that n > N Ô⇒ an ∈ N . We calculate
∞∑
i=1 ∣ ⟨ηi∣(O1 − an)∣ξi⟩ ∣ = M−1∑i=1 ∣ ⟨ηi∣(O1 − an)∣ξi⟩ ∣ + ∞∑i=M ∣ ⟨ηi∣(O1 − an)∣ξi⟩ ∣,∞∑
i=M ∣ ⟨ηi∣(O1 − an)∣ξi⟩ ∣ ≤ ∞∑i=M ∣∣O1 − an∣∣2 (∣∣ ∣ξi⟩ ∣∣2 + ∣∣ ∣ηi⟩ ∣∣2) ≤K ∞∑i=M(∣∣ ∣ξi⟩ ∣∣2 + ∣∣ ∣ηi⟩ ∣∣2),
(9.5)
for some K > 0. We used the fact that the sequence of norms {∣∣O1 − an∣∣} is bounded. First,
choose M so that
K
∞∑
i=M(∣∣ ∣ξi⟩ ∣∣2 + ∣∣ ∣ηi⟩ ∣∣2) < 2 . (9.6)
Then, choose N so that for all n > N ,
M−1∑
i=1 ∣ ⟨ηi∣(O1 − an)∣ξi⟩ ∣ < 2 . (9.7)
Hence for any  > 0, it is possible to choose an N ∈ N such that for n > N , ∣T (O1)−T (an)∣ < .
Then we can conclude that
lim
n→∞T (an) = T (O1). (9.8)
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If T (a) is known for all a ∈ Acode, then T (O) is known for all O ∈Mcode.
10 The relative Tomita operator
In this section, we study the relative Tomita operator defined on Hcode. See Section 3 of [17]
for a review of Tomita-Takesaki theory. Given ∣Ψ⟩ , ∣Φ⟩ ∈ Hcode, the relative Tomita operator
with respect to Mcode is denoted by ScΨ∣Φ. For O ∈Mcode,
ScΨ∣ΦO ∣Ψ⟩ = O† ∣Φ⟩ . (10.1)
The vector ∣Ψ⟩ must be cyclic and separating with respect to Mcode, but ∣Φ⟩ can be anything.
In this section, we show that Sc
Ψ∣Φ can be bounded or unbounded, depending on the choice
of ∣Ψ⟩ and ∣Φ⟩. In Section 10.1, we compute the norm of the relative Tomita operator for a
general, finite-dimensional Hilbert space. In Sections 10.2 and 10.3, we provide one example
in our setup where Sc
Ψ∣Φ is bounded, and one example where ScΨ∣Φ is unbounded.
10.1 Norm of the Tomita operator in a finite-dimensional Hilbert
space
In this section we consider a Hilbert space H = H1 ⊗H2 for finite-dimensional Hilbert spacesH1 and H2 with equal dimension D. We want to compute the norm of the relative Tomita
operator SΨ∣Φ defined with respect to the algebra of operators acting on H1. First, we perform
Schmidt decompositions of ∣Ψ⟩ and ∣Φ⟩:
∣Ψ⟩ = D∑
k=1αk ∣ek⟩⊗ ∣fk⟩ , ∣Φ⟩ = D∑k=1βk ∣gk⟩⊗ ∣hk⟩ , (10.2)
where ∣ek⟩ and ∣gk⟩ (k ∈ {1,2, . . . ,D}) are orthonormal bases of H1 and ∣fk⟩ and ∣hk⟩ are
orthonormal bases of H2. All of the αk coefficients must be nonzero. The action of SΨ∣Φ on
any normalized state is given by
SΨ∣Φ D∑
i=1,j=1 cij ∣ej⟩⊗ ∣fi⟩ = D∑i=1,j=1,k=1 c
∗
ij
α∗i βk ⟨ej ∣gk⟩ ∣ei⟩⊗ ∣hk⟩ , (10.3)
where ∑Di=1,j=1 ∣cij ∣2 = 1. The norm of SΨ∣Φ is found by maximizing the norm of the right hand
side above with respect to the coefficients cij, subject to the normalization constraint. One
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finds that ∣∣SΨ∣Φ∣∣ = maxDk=1 ∣βk∣
minDk=1 ∣αk∣ . (10.4)
10.2 Example where Sc
Ψ∣Φ is bounded
In this section, we show that it is possible to choose states for which the relative Tomita
operator is bounded. We consider as a special case Sc
ψ∣φ for ∣ψ⟩ , ∣φ⟩ ∈ pHcode. Suppose that
for ∣ψ⟩ (resp. ∣φ⟩), the qutrit pairs in the nψth (resp. nφth) collection and beyond are in the
reference state ∣λ⟩. We note that there are many choices of nψ and nφ, but our argument is
independent of the choice we make.
We consider a finite case of n by letting n = max (nΨ, nΦ). By considering equation (10.1)
for the case that O can be written as a(N) in equation (5.1) with N = n − 1, we may see
how Sc
ψ∣φ acts on any vector in pHcode for which the qutrit pairs in the nth collection and
beyond are in the reference state ∣λ⟩. Let us temporarily restrict our attention to the 9n−1-
dimensional Hilbert subspace spanned by these vectors, which may be written as Hi ⊗Hj,
where Hi and Hj are the 3n−1-dimensional Hilbert spaces containing the states of the qutrits
labeled by i and j respectively in n−1 copies of Figure 4.1. Doing the Schmidt decomposition
as in equation (10.2) (where we set D = 3n−1), we find that the maximum value of ∣∣Sc
ψ∣φ ∣χ⟩ ∣∣
for a normalized vector ∣χ⟩ ∈ Hi ⊗Hj is
max3
n−1
k=1 ∣βk∣
min3
n−1
k=1 ∣αk∣ . (10.5)
It is crucial that none of the αk coefficients vanish.
Let us now restrict our attention to the larger subspace of pHcode where all qutrit pairs
in the (n+1)th collection and beyond are in the reference state ∣λ⟩. We want to do Schmidt de-
compositions of ∣ψ⟩ and ∣φ⟩ in this 9n dimensional Hilbert subspace. Let αk,βk,∣ek⟩,∣gk⟩,∣fk⟩,∣hk⟩
for k ∈ {1,2, . . . ,3n−1} be defined as in equation (10.2) for the Schmidt decomposition in the
9n−1 dimensional subspace considered in the previous paragraph. Next, define
∣eˆp⟩ ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∣ep⟩⊗ ∣0⟩ , p = 1, . . . ,3n−1∣ep−3n−1⟩⊗ ∣1⟩ , p = 3n−1 + 1, . . . ,2 ⋅ 3n−1∣ep−2⋅3n−1⟩⊗ ∣2⟩ , p = 2 ⋅ 3n−1 + 1, . . . ,3n , (10.6)
where ∣0⟩ , ∣1⟩ , ∣2⟩ are states of the nth black qutrit labeled i. The vectors ∣gˆp⟩,∣fˆp⟩, and ∣hˆp⟩
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are defined analogously. Furthermore, define
αˆp ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1√
3
αp, p = 1, . . . ,3n−1
1√
3
αp−3n−1 , p = 3n−1 + 1, . . . ,2 ⋅ 3n−1
1√
3
αp−2⋅3n−1 , p = 2 ⋅ 3n−1 + 1, . . . ,3n . (10.7)
We define βˆp analogously. The Schmidt decomposition is then given by
∣ψ⟩ = 3n∑
p=1 αˆp ∣eˆp⟩⊗ ∣fˆp⟩ , (10.8)
∣φ⟩ = 3n∑
p=1 βˆp ∣gˆp⟩⊗ ∣hˆp⟩ . (10.9)
If ∣χ⟩ is a normalized vector in the 9n dimensional subspace, then the maximum value of∣∣Sc
ψ∣φ ∣χ⟩ ∣∣ is
max3
n
p=1 ∣βˆp∣
min3
n
p=1 ∣αˆp∣ = max
3n−1
k=1 ∣βk∣
min3
n−1
k=1 ∣αk∣ . (10.10)
Iterating the procedure of doing the Schmidt decompositions in larger subspaces of the code
pre-Hilbert space, we see that for any vector ∣η⟩ ∈ pHcode,
∣∣Scψ∣φ ∣η⟩ ∣∣ ≤ max3n−1k=1 ∣βk∣
min3
n−1
k=1 ∣αk∣ ∣∣ ∣η⟩ ∣∣. (10.11)
Choose any ∣Θ⟩ ∈ Hcode. Let {∣θ`⟩} ∈ pHcode be a sequence that converges to ∣Θ⟩.
Define a sequence of operators {a`} ∈ Acode such that ∣θ`⟩ = a` ∣ψ⟩ ∀` ∈ N. Note that
a†` ∣φ⟩ = Scψ∣φ ∣θ`⟩ ∀` ∈ N. For any `,m ∈ N, we then have that
∣∣(a†` − a†m) ∣φ⟩ ∣∣ ≤ max3n−1k=1 ∣βk∣
min3
n−1
k=1 ∣αk∣ ∣∣ ∣θ`⟩ − ∣θm⟩ ∣∣. (10.12)
Hence, lim`→∞ a†` ∣φ⟩ exists. Thus, Scψ∣φ is a bounded operator defined on all of Hcode.
10.3 Example where Sc
Ψ∣Φ is unbounded
In this section, we show that for a particular choice of ∣Ψ⟩ , ∣Φ⟩ ∈ Hcode, ScΨ∣Φ is unbounded.
Let ∣Ψ⟩ be the vector for which all qutrit pairs are in the reference state ∣λ⟩. ∣Φ⟩ will be
constructed as a limit of a sequence of vectors {∣φn⟩} ∈ pHcode. Let {δi} be a sequence of
positive real numbers such that ∑∞i=1 δi is finite. For N ∈ N, let ∣eNa ⟩, a ∈ {1,2, . . . ,3N}, denote
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an orthonormal basis vector of the qutrits labeled i (see Figure 4.1) in the first N collections.
In particular, ∣e11⟩ ∶= ∣0⟩i1 , ∣e12⟩ ∶= ∣1⟩i1 , ∣e13⟩ ∶= ∣2⟩i1 . (10.13)
∣eNa ⟩ ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∣eN−1a ⟩i1⋯iN−1 ⊗ ∣0⟩iN , a = 1, . . . ,3N−1∣eN−1
a−3N−1⟩i1⋯iN−1 ⊗ ∣1⟩iN , a = 3N−1 + 1, . . . ,2 ⋅ 3N−1∣eN−1
a−2⋅3N−1⟩i1⋯iN−1 ⊗ ∣2⟩iN , a = 2 ⋅ 3N−1 + 1, . . . ,3N . (10.14)
Let ∣fNa ⟩, a ∈ {1,2, . . . ,3N}, denote an orthonormal basis vector of the qutrits labeled j
in the first N collections, defined in the same way as above. Each ∣φn⟩ is defined by
∣φn⟩ ∶= 3n∑
a=1
3n∑
b=1 cnab ∣ena⟩ ∣fnb ⟩⊗ ∣λ⟩⋯, (10.15)
where cnab is a 3
n × 3n matrix to be specified. The ⊗ ∣λ⟩⋯ indicates that all black qutrit pairs
in the (n + 1)th collection and beyond are in the reference state ∣λ⟩. Choose an arbitrary
x ∈ R such that x > 0. Each cnab is defined by
c1ab ∶= 1√
3
⎛⎜⎜⎝
x 0 0
0 x 0
0 0 x
⎞⎟⎟⎠
ab
+ ⎛⎜⎜⎝
δ1 0 0
0 0 0
0 0 0
⎞⎟⎟⎠
ab
, (10.16)
c2ab ∶= 1√
3
⎛⎜⎜⎝
c1 03×3 03×3
03×3 c1 03×3
03×3 03×3 c1
⎞⎟⎟⎠
ab
+ ( δ2 01×8
08×1 08×8 )ab , (10.17)
...
cnab ∶= 1√
3
⎛⎜⎜⎝
cn−1 03n−1×3n−1 03n−1×3n−1
03n−1×3n−1 cn−1 03n−1×3n−1
03n−1×3n−1 03n−1×3n−1 cn−1
⎞⎟⎟⎠
ab
+ ( δn 01×(3n−1)
0(3n−1)×1 0(3n−1)×(3n−1) )ab . (10.18)
Assuming n >m, we see that ∣∣φn − φm∣∣ ≤ ∑ni=m+1 δi. Thus, ∣Φ⟩ ∶= limn→∞ ∣φn⟩ exists.
To demonstrate that Sc
Ψ∣Φ is unbounded, we will construct a sequence of bounded oper-
ators {an} ∈ Acode such that limn→∞ an ∣Ψ⟩ = 0 while limn→∞ a†n ∣Φ⟩ does not converge. For
n ∈ N, define
an ∶= n√3n(∣en1 ⟩ ⟨en1 ∣i1⋯in ⊗ Ij1⋯jn)⊗ I⋯, (10.19)
where {n} is a sequence of positive real numbers that we will specify later. Note that
an ∣Ψ⟩ = n(∣en1 ⟩i1⋯in ⊗ ∣fn1 ⟩j1⋯jn)⊗ ∣λ⟩⋯, (10.20)
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∣∣an ∣Ψ⟩ ∣∣ = n. (10.21)
Hence, limn→∞ an ∣Ψ⟩ = 0 when limn→∞ n = 0.
Next, we will consider the sequence {a†n ∣Φ⟩}. Note that, for n ∈ N,
a†n ∣φn⟩ = n√3ncn11 ∣en1 ⟩ ∣fn1 ⟩⊗ ∣λ⟩⋯, (10.22)
∣∣a†n ∣φn⟩ ∣∣ = n√3ncn11 = n(x + n∑
i=1
√
3iδi). (10.23)
One can verify that ∣∣a†n ∣φn⟩ ∣∣ ≤ ∣∣a†n ∣Φ⟩ ∣∣. Hence,
∣∣a†n ∣Φ⟩ ∣∣ ≥ n(x + n∑
k=1
√
3kδk). (10.24)
We may set δk = 1k2 . Then (x +∑nk=1 √3kδk) grows without bound. We may choose n to go
to zero slowly enough so that n(x+∑nk=1 √3kδk) also grows without bound. Hence, ∣∣a†n ∣Φ⟩ ∣∣
grows without bound, so Sc
Ψ∣Φ is an unbounded operator.
11 Computing relative entropy for hyperfinite von Neu-
mann algebras
While the definition of relative entropy for infinite-dimensional von Neumann algebras is
elegant, it is difficult to use in practice. To compute the relative entropy, one in principle needs
to explicitly perform a spectral decomposition of the relative modular operator. However,
because our setup involves hyperfinite von Neumann algebras, we can show that there is a
more practical method to compute relative entropy. Recall that a hyperfinite von Neumann
algebra M may be written as M = (∪∞n=1Mn)′′ where each Mn denotes a finite-dimensional
subalgebra of M and Mn ⊂Mn+1∀n ∈ N. We will show that given a hyperfinite von Neumann
algebra M and two cyclic and separating vectors, the relative entropy of the two vectors may
be computed by computing their relative entropy with respect to Mn and then taking the
limit n →∞. This result parallels the result of [12], but our explanation is better suited for
studying our setup.10 Computing the relative entropy with respect to Mn intuitively amounts
to performing a partial trace and using the finite-dimensional relative entropy formula on the
10In particular, [12] shows that the relative entropy of two linear functionals on a von Neumann algebra
is a limit of relative entropies computed with respect to finite-dimensional subalgebras. However, we are
more interested in the relative entropy of two vectors in the Hilbert space. Given a Hilbert space vector, we
show how to compute a finite-dimensional density matrix. This allows us to express the infinite-dimensional
relative entropy of two vectors as a limit of finite-dimensional entropies.
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reduced density matrices. In the next subsection, we precisely describe how to use the finite-
dimensional relative entropy formula to compute the relative entropy defined with respect
to a finite-dimensional subalgebra of a hyperfinite algebra. In particular, we will write the
entropy in a form that is convenient for taking the limit n →∞. In section 11.2, we review
the monotonicity of relative entropy, which we use later. In section 11.3, we fully explain
why the limit of finite-dimensional entropies equals the infinite-dimensional entropy.
11.1 Defining relative entropy with respect to a finite-dimensional
subalgebra
The purpose of this section is to describe the relative entropy defined with respect to a finite-
dimensional subalgebra of a hyperfinite algebra in a way that will be useful when we consider
the limit of larger and larger subalgebras. Let M be a hyperfinite von Neumann algebra
on H, and let Mn be a finite-dimensional subalgebra of M . Let ∣Ψ⟩ , ∣Φ⟩ ∈ H be cyclic and
separating with respect to M . Suppose that we want to compute the relative entropy of ∣Φ⟩
and ∣Ψ⟩ with respect to Mn. Note that while ∣Φ⟩ and ∣Ψ⟩ are separating with respect to Mn,
they need not be cyclic. However, they may still be thought of as cyclic if we restrict our
attention to subspaces of H denoted by Mn ∣Ψ⟩ and Mn ∣Φ⟩.
Definition 11.1. Given a Hilbert space H, a von Neumann algebra M ⊂ B(H), and a vector∣Ψ⟩ ∈ H, let M ∣Ψ⟩ denote the closure of the set of vectors generated by acting on ∣Ψ⟩ with
all operators in M . That is,
M ∣Ψ⟩ ∶= {∣χ⟩ ∈ H ∶ ∃{On} ∈M, lim
n→∞On ∣Ψ⟩ = ∣χ⟩}.
We now explain how to compute the relative entropy of ∣Ψ⟩ and ∣Φ⟩ with respect to Mn.
First, the relative Tomita operator Sn
Ψ∣Φ is defined to map O ∣Ψ⟩ to O† ∣Φ⟩ for all O ∈Mn. The
Tomita operator should be viewed as a map between two different Hilbert spaces, Mn ∣Ψ⟩ and
Mn ∣Φ⟩. Since Mn is finite-dimensional, SnΨ∣Φ is a bounded operator on Mn ∣Ψ⟩. The relative
modular operator ∆n
Ψ∣Φ = Sn †Ψ∣ΦSnΨ∣Φ is a self-adjoint operator on Mn ∣Ψ⟩, and it may be defined
to act as the identity operator on the orthogonal complement (Mn ∣Ψ⟩)⊥. Then, the relative
entropy is defined as Sn = − ⟨Ψ∣ log ∆nΨ∣Φ∣Ψ⟩ . (11.1)
Equation (11.1) will appear again when we consider the limit of larger subalgebras. We
now relate Sn to the more familiar finite-dimensional relative entropy formula. Because Mn is
a finite-dimensional von Neumann algebra that acts on the finite-dimensional Hilbert space
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Mn ∣Ψ⟩, we note that Mn ∣Ψ⟩ may be written as [7]
Mn ∣Ψ⟩ =⊕
α
(HAα ⊗HA¯α) , (11.2)
while Mn may be written as
Mn = {⊕
α
(OAα ⊗ IA¯α) ∶ OAα ∈ B(HAα)}. (11.3)
Restricting our attention to Mn ∣Ψ⟩, the vector ∣Ψ⟩ is cyclic and separating with respect to
Mn. This implies that for each α, dimHAα = dimHA¯α [18].
We now explain how to obtain a density matrix on Mn ∣Ψ⟩ from ∣Ψ⟩. Intuitively, one
simply needs to perform a partial trace on ∣Ψ⟩ ⟨Ψ∣, since ∣Ψ⟩ ∈ Mn ∣Ψ⟩. However, we follow
a different procedure that will also allow us to obtain a density matrix on Mn ∣Ψ⟩ from ∣Φ⟩,
even though we might have that ∣Φ⟩ ∉Mn ∣Ψ⟩. Let us define a linear map TΨ ∶Mn → C such
that TΨ(O) = ⟨Ψ∣O∣Ψ⟩ ∀O ∈Mn. The map TΨ is positive. Assuming that ∣Ψ⟩ is normalized,
TΨ(I) = 1. The map TΨ is also faithful because ∣Ψ⟩ is separating with respect to Mn. If we
restrict the domain of TΨ to the set of operators in Mn that annihilate HAα ⊗HA¯α for all
α ≠ 1, then we can naturally define a hermitian, positive operator on HA1 as follows. Let∣i⟩ , i ∈ {1,2,⋯,dimHA1} denote an orthonormal basis of HA1 . Any operator in B(HA1)
may be written as a linear combination of the operators ∣i⟩ ⟨j∣ ∀i, j ∈ {1,2,⋯,dimHA1}. To
treat ∣i⟩ ⟨j∣ as an operator in Mn that acts on all of Mn ∣Ψ⟩, we define ∣i⟩ ⟨j∣ to act as the
identity on HA¯1 and to annihilate the subspaces HAα ⊗ HA¯α ∀α ≠ 1. Then, we define the
operator ρ
(1)
Ψ ∈ B(HA1) by ⟨i∣ρ(1)Ψ ∣j⟩ = TΨ(∣j⟩ ⟨i∣). We then extend the definition of ρ(1)Ψ to
an operator on HA1 ⊗HA¯1 by defining ρ(1)Ψ to act as the identity on HA¯1 . In this way, we
can define an operator ρ
(α)
Ψ acting on each HAα ⊗HA¯α . Then, we define the density matrix
ρΨ ∈Mn to be the direct sum of all the ρ(α)Ψ for all values of α. That is,
ρΨ =⊕
α
ρ
(α)
Ψ . (11.4)
Note that ∑α TrAαρ(α)Ψ = 1 by construction and that ρΨ only depends on ∣Ψ⟩ through the
linear map TΨ. Also, ∣Ψ⟩ must be a purification of ρΨ on Mn ∣Ψ⟩.
Even though ∣Φ⟩ is not necessarily in Mn ∣Ψ⟩, we can still define a density matrix ρΦ on
Mn ∣Ψ⟩ with the linear map TΦ, which is defined analogously to TΨ. Let ∣Φ˜⟩ ∈Mn ∣Ψ⟩ be a pu-
rification of ρΦ. We want to ask how ∣Φ⟩ is related to ∣Φ˜⟩. Note that ⟨Φ∣O∣Φ⟩ = ⟨Φ˜∣O∣Φ˜⟩ ∀O ∈
Mn. Define the linear map U ′ ∶ Mn ∣Φ⟩ → Mn ∣Ψ⟩ such that U ′O ∣Φ⟩ = O ∣Φ˜⟩ ∀O ∈ Mn. Be-
cause Mn is finite-dimensional, U ′ is a bounded operator, and U ′ has trivial kernel because∣Ψ⟩ is separating with respect to Mn. Because ∣∣O ∣Φ⟩ ∣∣ = ∣∣O ∣Φ˜⟩ ∣∣∀O ∈Mn, U ′ is an isometry.
Because U ′ is invertible, U ′ satisfies U ′ †U ′ = I, and from its definition we can see that U ′
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commutes with all operators in Mn. Because ∣Φ˜⟩ = U ′ ∣Φ⟩, we see that the relative modular
operator ∆n
Ψ∣Φ defined at the beginning of this section equals the relative modular operator
∆n
Ψ∣Φ˜. Then, the relative entropy of ∣Ψ⟩ and ∣Φ⟩ computed with respect to Mn is given by
Sn = − ⟨Ψ∣ log ∆nΨ∣Φ˜∣Ψ⟩ . (11.5)
Since ∣Ψ⟩ and ∣Φ˜⟩ are both vectors in the same finite-dimensional Hilbert space Mn ∣Ψ⟩, it is
straightforward to see [18] that Sn, defined in equation (11.1), is given by equation (A.21) of
[7] for ρ = ρΨ, σ = ρΦ, M =Mn, which is the finite-dimensional relative entropy formula.
The relative entropy defined with respect to Mn of the vectors ∣Ψ⟩ and ∣Φ⟩ only depends
on ∣Ψ⟩ and ∣Φ⟩ through the linear maps TΨ and TΦ. As long as we can represent Mn on a
finite-dimensional Hilbert space with a cyclic and separating vector, we can decompose the
Hilbert space as in (11.2) (see [7] for the details) and compute the relative entropies using
ρΨ and ρΦ, which are defined from TΨ and TΦ.
Applying the above discussion to our tensor network model, we let Mn ⊂ Mcode be a
finite-dimensional subalgebra of Mcode that consists of operators that act on the black qutrits
labeled i (see Figure 4.1) in the first n collections. Let ∣Ψ⟩ , ∣Φ⟩ ∈ Hcode be cyclic and separating
with respect to Mcode. To compute the relative entropy with respect to Mn of ∣Ψ⟩ and ∣Φ⟩,
we consider the action of Mn on the Hilbert space associated with the first n qutrit pairs.
The relative entropy may be computed from the density matrices ρΨ and ρΦ, which are
constructed using the linear maps TΨ and TΦ. This intuitively amounts to performing a
partial trace on ∣Ψ⟩ ⟨Ψ∣ and ∣Φ⟩ ⟨Φ∣ over all of Hcode except the Hilbert space of the first n
qutrits. In this subsection, we have shown that the result is equivalent to equation (11.1). In
the remainder of this section we will show that the infinite n limit of equation (11.1) yields
the relative entropy of ∣Ψ⟩ and ∣Φ⟩ with respect to Mcode.
11.2 Monotonicity of Relative Entropy
To show that the limit of finite-dimensional relative entropies equals the infinite-dimensional
relative entropy, we use the monotonicity of relative entropy, which is nicely explained using
a graph argument in [18, 32]. However, our proof of the monotonicity of relative entropy
is slightly different, as we do not assume that cyclic states remain cyclic after restricting
the von Neumann algebra to a subalgebra. In the remainder of section 11, we make use of
definitions and theorems given in [17], such as the spectral theorem.
Let H be a separable Hilbert space with an orthonormal basis {∣ei⟩}. Any ∣χ⟩ ∈ H may
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be written as ∣χ⟩ = ∞∑
i=1 ∣ei⟩ ⟨ei∣χ⟩ . (11.6)
Define the operator K ∶ H → H as
K ∣χ⟩ ∶= ∞∑
i=1 ∣ei⟩ ⟨χ∣ei⟩ . (11.7)
The sum in equation (11.7) is convergent because the sum in equation (11.6) is convergent.
The operator K satisfies the following properties:
• K2 = I,
• K ∣αψ + βχ⟩ = α∗K ∣ψ⟩ + β∗K ∣χ⟩ ∀α,β ∈ C ∀ ∣ψ⟩ , ∣χ⟩ ∈ H,
• Given a sequence {∣ψn⟩} ∈ H and a vector ∣ψ⟩ ∈ H, limn→∞ ∣ψn⟩ = ∣ψ⟩ if and only if
limn→∞K ∣ψn⟩ =K ∣ψ⟩,
• ⟨Kψ∣Kχ⟩ = ⟨χ∣ψ⟩ ∀ ∣ψ⟩ , ∣χ⟩ ∈ H,
• ⟨ψ∣K ∣χ⟩ = ⟨χ∣K ∣ψ⟩ ∀ ∣ψ⟩ , ∣χ⟩ ∈ H.
Definition 11.2. Let X be a linear operator on H. The graph of X is a subset of the Hilbert
space H ⊕H, given by
ΓX ∶= {( ∣ψ⟩
X ∣ψ⟩ ) ∈ H ⊕H ∶ ∣ψ⟩ ∈D(X)} .
Let S be a closed, densely defined, antilinear operator on H. Define X ∶= KS. Note
that X†X = S†S and that X is a closed, densely defined, linear operator on H. The graph
ΓX is thus a closed linear subspace of the Hilbert space H ⊕ H. We define ΠX to be the
projection operator onto ΓX , which satisfies Π2X = Π†X = ΠX . Since any vector in H ⊕H can
be represented as a column vector
( ∣ψ⟩∣φ⟩ ) for ∣ψ⟩ , ∣φ⟩ ∈ H, (11.8)
we may represent ΠX as a two by two matrix:
ΠX = ( p11 p12
p21 p22
) , (11.9)
where each pij (i, j ∈ {1,2}) is a bounded linear operator on H (since ΠX is bounded). For
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any ∣ψ⟩ , ∣χ⟩ ∈ H, we have that X(p11 ∣ψ⟩ + p12 ∣χ⟩) = p21 ∣ψ⟩ + p22 ∣χ⟩. Hence,
Xp11 = p21, Xp12 = p22. (11.10)
The condition ΠX = Π†X implies that p†ij = pji ∀i, j ∈ {1,2}, and the condition Π2X = ΠX
implies that ∑2k=1 pikpkj = pij ∀i, j ∈ {1,2}. With these relations, one may show that
pi1(X†X + 1)p1j = pij ∀i, j ∈ {1,2}, (11.11)
which implies that
p11(X†X + 1)(p11 ∣ψ⟩ + p12 ∣χ⟩) = (p11 ∣ψ⟩ + p12 ∣χ⟩). (11.12)
Note that the domain of X is given by
D(X) = {p11 ∣ψ⟩ + p12 ∣χ⟩ ∶ ∣ψ⟩ , ∣χ⟩ ∈ H}. (11.13)
Because D(X) is a dense subset of H, it follows that
p11 = (1 +X†X)−1. (11.14)
Then, we see that
p21 =X(1 +X†X)−1, p12 = (1 +X†X)−1X†, p22 =X(1 +X†X)−1X†. (11.15)
In the following theorem, we study modular operators as opposed to relative modular
operators. We will make an explicit connection to monotonicity of relative entropy later.
Theorem 11.3. Let M be a von Neumann algebra that acts on a Hilbert space H. Let∣Ψ⟩ ∈ H be cyclic and separating with respect to M . Let SMΨ be the Tomita operator defined
with respect to M and ∣Ψ⟩. Let N be a von Neumann subalgebra of M (we do not assume
that ∣Ψ⟩ is cyclic with respect to N). On the closed subspace N ∣Ψ⟩ ⊂ H, let SNΨ be the Tomita
operator defined with respect to N and ∣Ψ⟩. On the orthogonal complement N ∣Ψ⟩⊥ ⊂ H, let
SNΨ =K, where K is given in equation (11.7). Then for all ∣Φ⟩ ∈ N ∣Ψ⟩ and all s > 0,
⟨Φ∣ 1
s + (SMΨ )†SMΨ ∣Φ⟩ ≥ ⟨Φ∣ 1s + (SNΨ )†SNΨ ∣Φ⟩ .
Proof. Let XM = KSMΨ and XN = KSNΨ . Let ΓXM ⊂ H ⊕H and ΓXN ⊂ H ⊕H be the graphs
of XM and XN respectively, with projections ΠXM and ΠXN . Let ΠNΨ denote the projection
44
onto the closed subspace ΠNΨ(H ⊕H), which is defined by
ΠNΨ(H ⊕H) ∶= {( ∣ψ⟩∣χ⟩ ) ∈ H ⊕H ∶ ∣ψ⟩ , ∣χ⟩ ∈ N ∣Ψ⟩} . (11.16)
Note that the closed subspace ΓXN ∩ΠNΨ(H ⊕H) is completely determined by the Tomita
operator defined with respect to ∣Ψ⟩ and N on the subspace N ∣Ψ⟩. Because N is a subalgebra
of M , it follows that
ΓXM ⊃ (ΓXN ∩ΠNΨ(H ⊕H)). (11.17)
The projection onto the closed subspace (ΓXN ∩ ΠNΨ(H ⊕ H)) is given by ΠXNΠNΨ =
ΠNΨΠXN . It follows that
ΠXM ≥ ΠXNΠNΨ. (11.18)
If we evaluate the expectation value of the above equation in the state ( ∣Φ⟩
0
) for ∣Φ⟩ ∈ N ∣Ψ⟩,
we find that ⟨Φ∣ 1
1 + (XM)†XM ∣Φ⟩ ≥ ⟨Φ∣ 11 + (XN)†XN ∣Φ⟩ , (11.19)
which implies ⟨Φ∣ 1
1 + (SMΨ )†SMΨ ∣Φ⟩ ≥ ⟨Φ∣ 11 + (SNΨ )†SNΨ ∣Φ⟩ . (11.20)
By repeating the above logic with XM = 1√
s
KSMΨ and X
N = 1√
s
KSNΨ for s > 0, we have that
⟨Φ∣ 1
s + (SMΨ )†SMΨ ∣Φ⟩ ≥ ⟨Φ∣ 1s + (SNΨ )†SNΨ ∣Φ⟩ . (11.21)
Theorem 11.4. Let ∆1,∆2 be operators on H that are densely defined, closed, self-adjoint
and positive. Assume that, for some ∣Φ⟩ ∈D(∆1) ∩D(∆2) and all s > 0,
⟨Φ∣ 1
s +∆1 ∣Φ⟩ ≥ ⟨Φ∣ 1s +∆2 ∣Φ⟩ .
Also assume that ⟨Φ∣ log ∆1∣Φ⟩ and ⟨Φ∣ log ∆2∣Φ⟩ are finite. Then
− ⟨Φ∣ log ∆1∣Φ⟩ ≥ − ⟨Φ∣ log ∆2∣Φ⟩ .
Proof. Let P 1Ω, P
2
Ω denote the projection-valued measures associated with ∆1,∆2. We use the
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spectral theorem11 to write
− ⟨Φ∣ log ∆1∣Φ⟩ = −ˆ ∞
0
logλd(⟨Φ∣P 1λ ∣Φ⟩) = ˆ ∞
0
ˆ ∞
0
ds( 1
s + λ − 1s + 1)d(⟨Φ∣P 1λ ∣Φ⟩). (11.22)
By Fubini’s Theorem ([21], page 26), we may interchange the order of integration above if
the following integral converges:
ˆ ∞
0
ˆ ∞
0
ds ∣ 1
s + λ − 1s + 1 ∣d(⟨Φ∣P 1λ ∣Φ⟩) =
ˆ ∞
0
∣ logλ∣d(⟨Φ∣P 1λ ∣Φ⟩)
= ∣ˆ 1
0
logλd(⟨Φ∣P 1λ ∣Φ⟩)∣ + ˆ ∞
1
logλd(⟨Φ∣P 1λ ∣Φ⟩).
(11.23)
Note that
0 ≤ ˆ ∞
1
logλd(⟨Φ∣P 1λ ∣Φ⟩) ≤ ˆ ∞
1
(λ − 1)d(⟨Φ∣P 1λ ∣Φ⟩) = ⟨Φ∣∆1∣Φ⟩ − ⟨Φ∣Φ⟩ , (11.24)
which implies that ˆ ∞
1
logλd(⟨Φ∣P 1λ ∣Φ⟩) (11.25)
is finite. Because ⟨Φ∣ log ∆1∣Φ⟩ is finite by assumption, it follows that
ˆ 1
0
logλd(⟨Φ∣P 1λ ∣Φ⟩) (11.26)
is finite. Thus, equation (11.23) is finite, which implies that the integrals in equation (11.22)
may be interchanged. Thus,
− ⟨Φ∣ log ∆1∣Φ⟩ = ˆ ∞
0
ds (⟨Φ∣ 1
s +∆1 ∣Φ⟩ − ⟨Φ∣Φ⟩s + 1 ) ≥
ˆ ∞
0
ds (⟨Φ∣ 1
s +∆2 ∣Φ⟩ − ⟨Φ∣Φ⟩s + 1 )= ˆ ∞
0
ds
ˆ ∞
0
( 1
s + λ − 1s + 1)d(⟨Φ∣P 2λ ∣Φ⟩).
(11.27)
We may switch the order of integration above for the same reason as in equation (11.22).
Thus, − ⟨Φ∣ log ∆1∣Φ⟩ ≥ − ⟨Φ∣ log ∆2∣Φ⟩ . (11.28)
11See [17] for an explanation of the notation.
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11.3 The infinite-dimensional relative entropy as a limit of finite-
dimensional relative entropies
In this section, we use the above theorems to show how one could compute the relative
entropy of two cyclic and separating vectors of a hyperfinite von Neumann algebra as a limit
of finite-dimensional relative entropies.
Theorem 11.5. Let M be a von Neumann algebra acting on a Hilbert space H such that
M is generated by ∪∞n=1Mn, where {Mn} is a sequence of finite-dimensional von Neumann
subalgebras of M satisfying Mn ⊂Mn+1 ∀n ∈ N. Let ∣Ψ⟩ , ∣Φ⟩ ∈ H both be cyclic and separating
with respect to M . Let Sn denote the relative entropy of ∣Ψ⟩ and ∣Φ⟩ defined with respect to
Mn (see equation (11.1) for details). Let S denote the relative entropy defined with respect
to M . Then
lim
n→∞Sn = S.
In particular, if the limit does not converge, then S is infinity.
Proof. We mostly follow the logic of the proof of Lemma 3 of [12]. We consider the tensor
product Hilbert space H ⊗ K, where K is a four-dimensional Hilbert space spanned by or-
thonormal basis vectors ∣eij⟩ (i, j ∈ {1,2}). Let M2×2 be a four-dimensional von Neumann
algebra spanned by the operators uij (i, j ∈ {1,2}), which act on the basis vectors of K as
uij ∣ek`⟩ = δjk ∣ei`⟩. It follows that u†ij = uji. Define Mˆ ∶=M ⊗M2×2 and Mˆn ∶=Mn ⊗M2×2. Let
∣Φˆ⟩ = ∣Φ⟩⊗ ∣e11⟩ + ∣Ψ⟩⊗ ∣e22⟩ .
Note that ∣Φˆ⟩ is cyclic and separating with respect to Mˆ . Let ∆ˆ denote the modular operator
defined with respect to Mˆ and ∣Φˆ⟩. Let the operator ∆ˆn act on Mˆn ∣Φˆ⟩ as the modular operator
defined with respect to ∣Φˆ⟩ and Mˆn, and let ∆ˆn act as the identity on Mˆn ∣Φˆ⟩⊥. Note that
∆ˆ(∣Θ⟩⊗ ∣e12⟩) = (∆Ψ∣Φ ∣Θ⟩)⊗ ∣e12⟩ , ∣Θ⟩ ∈D(∆Ψ∣Φ),(log ∆ˆ)(∣Θ⟩⊗ ∣e12⟩) = ((log ∆Ψ∣Φ) ∣Θ⟩)⊗ ∣e12⟩ , ∣Θ⟩ ∈D(log ∆Ψ∣Φ), (11.29)
where ∆Ψ∣Φ is the relative modular operator defined with respect to M , ∣Ψ⟩, and ∣Φ⟩. We
also have that
∆ˆn ∣Θ⟩⊗ ∣e12⟩ = (∆nΨ∣Φ ∣Θ⟩)⊗ ∣e12⟩ , ∣Θ⟩ ∈Mn ∣Ψ⟩,(log ∆ˆn)(∣Θ⟩⊗ ∣e12⟩) = ((log ∆nΨ∣Φ) ∣Θ⟩)⊗ ∣e12⟩ , ∣Θ⟩ ∈Mn ∣Ψ⟩, (11.30)
where ∆n
Ψ∣Φ is the relative modular operator defined with respect to the finite-dimensional
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algebra Mn (see the paragraph before equation (11.1) for details). Thus,
⟨u12Φˆ∣ log ∆ˆ∣u12Φˆ⟩ = ⟨Ψ∣ log ∆Ψ∣Φ∣Ψ⟩ = −S,⟨u12Φˆ∣ log ∆ˆn∣u12Φˆ⟩ = ⟨Ψ∣ log ∆nΨ∣Φ∣Ψ⟩ = −Sn. (11.31)
Thus, we need to show that
lim
n→∞ ⟨u12Φˆ∣ log ∆ˆn∣u12Φˆ⟩ = ⟨u12Φˆ∣ log ∆ˆ∣u12Φˆ⟩ . (11.32)
Note that Theorems 11.3 and 11.4 imply relations between the finite-dimensional relative
entropies Sn. That is, Sn ≤ Sn+1 ∀n ∈ N because Mn ⊂ Mn+1. Also Sn ≤ S ∀n ∈ N. Thus,
if limn→∞ Sn does not converge, then S must be infinity. For the remainder of the proof, we
will thus assume that limn→∞ Sn converges to a quantity that is less than or equal to S.
Given the definitions of ∆ˆ and ∆ˆn, it follows that (see [12] and references therein)
lim
n→∞ ⟨u12Φˆ∣gN(∆ˆn)∣u12Φˆ⟩ = ⟨u12Φˆ∣gN(∆ˆ)∣u12Φˆ⟩ , (11.33)
where gN(λ) is a continuous, bounded function on R, defined for any N ≥ 1, such that
gN(λ) = ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
− logN λ ≤ 1N
logλ 1N ≤ λ ≤ N
logN λ ≥ N. (11.34)
Let PΩ denote the spectral projections of ∆ˆ, and let P nΩ denote the spectral projections of
∆ˆn. By definition,
⟨u12Φˆ∣ log ∆ˆ∣u12Φˆ⟩ = ˆ ∞
0
logλd(⟨u12Φˆ∣Pλ∣u12Φˆ⟩). (11.35)
Note that
⟨u12Φˆ∣gN(∆ˆ)∣u12Φˆ⟩ = ˆ 1N
0
(− logN)d(⟨u12Φˆ∣Pλ∣u12Φˆ⟩)
+ ˆ N
1
N
logλd(⟨u12Φˆ∣Pλ∣u12Φˆ⟩) + ˆ ∞
N
logN d(⟨u12Φˆ∣Pλ∣u12Φˆ⟩). (11.36)
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Next, note that
0 ≤ ˆ ∞
N
(logλ − logN)d(⟨u12Φˆ∣Pλ∣u12Φˆ⟩) = ˆ ∞
N
(λλ−1 log λ
N
)d(⟨u12Φˆ∣Pλ∣u12Φˆ⟩)
≤ (Ne)−1 ˆ ∞
N
(λ)d(⟨u12Φˆ∣Pλ∣u12Φˆ⟩)
≤ (Ne)−1 ˆ ∞
0
(λ)d(⟨u12Φˆ∣Pλ∣u12Φˆ⟩) = (Ne)−1 ⟨u12Φˆ∣∆ˆ∣u12Φˆ⟩ .
(11.37)
We have used the inequality λ−1 log λN ≤ (Ne)−1. Note that ⟨u12Φˆ∣∆ˆ∣u12Φˆ⟩ = ⟨Ψ∣∆Ψ∣Φ∣Ψ⟩ =⟨Φ∣Φ⟩ is a finite quantity [18]. Likewise, we have that
0 ≤ ˆ ∞
N
(logλ − logN)d(⟨u12Φˆ∣P nλ ∣u12Φˆ⟩) ≤ (Ne)−1 ⟨u12Φˆ∣∆ˆn∣u12Φˆ⟩ = (Ne)−1 ⟨Φ∣Φ⟩ . (11.38)
From equation (11.33), we have that
lim
n→∞ [⟨u12Φˆ∣ log ∆ˆn∣u12Φˆ⟩ − ˆ ∞
N
(logλ − logN)d(⟨u12Φˆ∣P nλ ∣u12Φˆ⟩)
−ˆ 1N
0
(logλ + logN)d(⟨u12Φˆ∣P nλ ∣u12Φˆ⟩)⎤⎥⎥⎥⎥⎦
= ˆ 1N
0
(− logN)d(⟨u12Φˆ∣Pλ∣u12Φˆ⟩) + ˆ ∞
1
N
logλd(⟨u12Φˆ∣Pλ∣u12Φˆ⟩)
− ˆ ∞
N
(logλ − logN)d(⟨u12Φˆ∣Pλ∣u12Φˆ⟩).
(11.39)
Note that for N ≥ 1,
ˆ 1
N
0
(− logN)d(⟨u12Φˆ∣Pλ∣u12Φˆ⟩) ≤ 0 and ˆ 1N
0
(logλ + logN)d(⟨u12Φˆ∣P nλ ∣u12Φˆ⟩) ≤ 0.
(11.40)
Thus,
lim
n→∞ [⟨u12Φˆ∣ log ∆ˆn∣u12Φˆ⟩ − ˆ ∞
N
(logλ − logN)d(⟨u12Φˆ∣P nλ ∣u12Φˆ⟩)]
≤ ˆ ∞
1
N
logλd(⟨u12Φˆ∣Pλ∣u12Φˆ⟩) − ˆ ∞
N
(logλ − logN)d(⟨u12Φˆ∣Pλ∣u12Φˆ⟩). (11.41)
Note that
lim
N→∞
ˆ ∞
1
N
logλd(⟨u12Φˆ∣Pλ∣u12Φˆ⟩) = ⟨u12Φˆ∣ log ∆ˆ∣u12Φˆ⟩ . (11.42)
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Using equations (11.37) and (11.38), we can take the large N limit of equation (11.41) to
obtain
lim
n→∞ ⟨u12Φˆ∣ log ∆ˆn∣u12Φˆ⟩ ≤ ⟨u12Φˆ∣ log ∆ˆ∣u12Φˆ⟩ , (11.43)
which implies that
lim
n→∞Sn ≥ S, (11.44)
which implies that S is finite. Using the monotonicity properties proved earlier, it follows
that
lim
n→∞Sn = S. (11.45)
12 Conclusion and outlook
It is widely believed that entanglement in a holographic field theory encodes properties of the
bulk spacetime. In particular, boundary states with semiclassical bulk duals must be highly
entangled so that local operators in the bulk may be reconstructed from different subregions
of the boundary [1, 6]. The Reeh-Schlieder theorem implies that generic boundary states are
highly entangled. The implications of boundary entanglement for bulk reconstruction have
been explicitly studied using tensor networks with a finite number of tensors [15, 25], which
necessarily involve finite-dimensional Hilbert spaces. However, various existing toy models are
not well-suited to study the implications for AdS/CFT of the Reeh-Schlieder theorem, which
is formulated in the continuum limit of quantum field theory with an infinite-dimensional
Hilbert space. Our primary motivation is to construct a model of bulk reconstruction where
the Reeh-Schlieder theorem is manifestly true. More precisely, we want to associate von
Neumann algebras with boundary subregions so that cyclic and separating states with respect
to these algebras are dense in the boundary Hilbert space.
Since tensor networks and quantum error correction have proven to be useful tools in
understanding AdS/CFT [7, 27, 28], it is natural to generalize existing tensor network models
to models with an infinite number of tensors. Our strategy for constructing an infinite-
dimensional QECC is to first construct a QECC that relates a code pre-Hilbert space to a
physical pre-Hilbert space. Tensor networks with a repeating pattern provide a natural way
to do this. The HaPPY Code [15] is a tensor network constructed from a pentagonal tiling of
hyperbolic space with a natural AdS/CFT interpretation. We plan to apply our strategy to
the HaPPY code, as the HaPPY tensor network can be naturally extended to an arbitrarily
large size. The explicit example described in this paper uses multiple disconnected tensor
networks, but it would be more satisfying to use a connected tensor network such as the
HaPPY code. If we can generalize the HaPPY code to a QECC with infinite-dimensional
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Hilbert spaces, we will be able to construct a more accurate toy model of entanglement wedge
reconstruction.
An important aspect of AdS/CFT that our toy model captures is that subregions in the
boundary theory are associated with von Neumann algebras. In our example, we study type
II1 factors acting on both the bulk and boundary Hilbert spaces. However, the local operator
algebras that arise in quantum field theory are generically of type III1. [14, 18, 20]. Thus,
it would be satisfying to have a toy model of entanglement wedge reconstruction where the
von Neumann algebras are of type III1.
Our infinite-dimensional QECC satisfies both statements in Theorem 1.1 [17]. The as-
sumptions and statements in Theorem 1.1 are physically motivated by the Reeh-Schlieder
Theorem [26] and previous work on error correction and AdS/CFT [1, 7, 8, 23]. Toy models
with infinite-dimensional Hilbert spaces should allow us to better understand the physics of
entanglement wedge reconstruction and holographic relative entropy, including the role that
the Reeh-Schlieder theorem plays.
In light of the fact that the equivalence between bulk and boundary relative entropies
is only approximately correct at large N , approximate entanglement wedge reconstruction
has been studied in [24] using finite-dimensional von Neumann algebras and universal recov-
ery channels. It would be interesting to see if an appropriate generalization of the explicit
formulas given for finite-dimensional entanglement wedge reconstruction can be checked in
an infinite-dimensional toy example. In the future, we want to apply the study of infinite-
dimensional von Neumann algebras to entanglement wedge reconstruction beyond the pla-
nar/semiclassical limit.
While our primary motivation has been to understand the bulk reconstruction in AdS/CFT,
we note that infinite tensor networks may also be useful in studying two-dimensional con-
formal field theories. In the algebraic approach to 2d conformal field theory, every interval
I on the circle is assigned a von Neumann algebra A, and if I1 ⊂ I2 for two intervals I1 and
I2, the associated algebras A1 and A2 satisfy A1 ⊂ A2. In the case of 2d chiral conformal
field theory studied in [20], each algebra is isomorphic to the unique hyperfinite type III1
factor. Furthermore, note that there is also a unique hyperfinite type II1 factor [14]. In
our setup, we use an infinite tensor network to characterize the type II1 factor Mcode as a
particular subalgebra of Mphys on Hphys. If infinite tensor networks can relate the algebra as-
sociated with an interval to a subalgebra associated with a subinterval, they could be used to
probe aspects of 2d conformal field theory. It would be interesting to see how infinite tensor
networks could be related to quantities such as primary operator dimensions or three-point
function coefficients.
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A An example of a strongly convergent sequence of
operators
Let us give a nontrivial example a strongly convergent sequence in Acode. First we will make
some preliminary definitions.
A.1 Preliminary definitions
Consider the Hilbert space of a single qutrit. Let V (θ) ∶= ⎛⎜⎜⎝
eiθ 0 0
0 e−iθ 0
0 0 1
⎞⎟⎟⎠ be a unitary
operator defined on this Hilbert space. Let ∣γ⟩ be any normalized state of a single qutrit.
Then one may show that
⟨γ∣V (θ)∣γ⟩ = 1 + zγ(1 − cos θ) + izˆγ sin θ (A.1)
where zγ and zˆγ are real numbers that depend on ∣γ⟩ and satisfy ∣zγ ∣ ≤ 1, ∣zˆγ ∣ ≤ 1.
Furthermore, consider the expectation value of the operator V (θ) ⊗ I in a two-qutrit
Hilbert space in the state ∣λ⟩ = 1√
3
(∣00⟩ + ∣11⟩ + ∣22⟩)
⟨λ∣V (θ)⊗ I ∣λ⟩ = 2 cos θ + 1
3
= 1 − 2
3
(1 − cos θ). (A.2)
A.2 The example
We will define a sequence of operators in Acode that we wish to study. First, we define a
sequence of angles {θn}. We will specify the actual values of θn, n ∈ N later. We define the
sequence of operators {an} ∈ Acode to be
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a1 = [Vi1(θ1)⊗ Ij1]⊗ I⋯ (A.3)
a2 = [Vi1(θ1)⊗ Ij1]⊗ [Vi2(θ2)⊗ Ij2]⊗ I⋯ (A.4)
...
an = [Vi1(θ1)⊗ Ij1]⊗ [Vi2(θ2)⊗ Ij2]⊗⋯⊗ [Vin(θn)⊗ Ijn]⊗ I⋯ (A.5)
... (A.6)
Each square brackets contains the black qutrits associated with one collection in Figure 4.1.
Each of the operators in the sequence is unitary, so they all are bounded and have unit norm.
Now, we want to investigate the convergence of this sequence acting on a basis vector of
pHcode, such as the one given in equation (4.8). Define ∣ψn⟩ ∶= an ∣M,{p, q}⟩ for n ∈ N. Choose
n,m ∈ N with m > n. Then we have
∣∣ ∣ψm⟩−∣ψn⟩ ∣∣2 = 2−⟨ψm∣ψn⟩−⟨ψn∣ψm⟩ = 2−⟨M,{p, q}∣a†man∣M,{p, q}⟩−⟨M,{p, q}∣a†nam∣M,{p, q}⟩ .
(A.7)
Note that
a†nam = [Ii1 ⊗ Ij1]⊗⋯⊗ [Iin ⊗ Ijn]⊗ [Vin+1(θn+1)⊗ Ijn+1]⊗⋯⊗ [Vim(θm)⊗ Ijm]⊗ I⋯ (A.8)
⟨M,{p, q}∣a†nam∣M,{p, q}⟩ = m∏
k=n+1Yk (A.9)
Yk = { ⟨pk∣Vik(θk)∣pk⟩ k ≤M⟨λ⋯∣Vik(θk)⊗ Ijk ∣λ⋯⟩ k >M (A.10)
Another way to write Yk is
Yk = 1 + xk(1 − cos θk) + iyk sin θk = rkeiφk (A.11)
where xk and yk are real numbers satisfying ∣xk∣ ≤ 1, ∣yk∣ ≤ 1. One may show that
1 − 2∣1 − cos θk∣ ≤ rk ≤ 1 + (1 − cos θk)2 + 2∣1 − cos θk∣ + sin2 θk (A.12)
and that, if ∣θk∣ < pi2 , ∣φk∣ ≤ arctan ∣ sin θk∣
1 − ∣1 − cos θk∣ . (A.13)
Up until now we did not specify the choice of angles θk. Now, we make a choice. First,
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we choose an arbitrary η ∈ R such that 0 < η < 1. We choose θk such that each rk satisfies
e−ηk < rk < eηk (A.14)
and such that each φk satisfies − ηk < φk < ηk. (A.15)
We choose each θk to be nonzero. Thus,
m∏
k=n+1 rk < e∑mk=n+1 ηk < e ηn+11−η , (A.16)
m∏
k=n+1 rk > e−∑mk=n+1 ηk > e− ηn+11−η , (A.17)
∣ m∑
k=n+1φk∣ < ηn+11 − η . (A.18)
We can therefore determine that the real part of ∏mk=n+1 Yk is arbitrarily close to 1 for n
sufficiently large. This means that ∣∣ ∣ψm⟩ − ∣ψn⟩ ∣∣ is arbitrarily close to 0 for n sufficiently
large and m > n. This is enough to show that the sequence {∣ψn⟩} is Cauchy, meaning
that limn→∞ an ∣M,{p, q}⟩ converges for every basis vector ∣M,{p, q}⟩. Hence, limn→∞ an ∣ψ⟩
converges for every ∣ψ⟩ ∈ pHcode. Since the sequence of norms {∣∣an∣∣} is bounded from above
(in particular, ∣∣an∣∣ = 1 ∀n ∈ N), then the sequence of operators {an} converges strongly.
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