Record linkage is an essential part of nearly all real-world systems that consume structured and unstructured data coming from different sources. Typically no common key is available for connecting records. Massive data integration processes often have to be completed before any data analytics and further processing can be performed. In this work we focus on company entity matching, where company name, location and industry are taken into account. Our contribution is a highly scalable, enterprise-grade end-to-end system that uses rule-based linkage algorithms in combination with a machine learning approach to account for short company names. Linkage time is greatly reduced by an efficient decomposition of the search space using MinHash. Based on real-world ground truth datasets, we show that our approach reaches a recall of 91% compared to 73% for baseline approaches, while scaling linearly with the number of nodes used in the system.
I. INTRODUCTION
Enterprise artificial intelligence applications require the integration of many data sources. In such applications, one of the most important entity attributes to be linked is often the company name. It acts as a "primary key" across multiple datasets such as company descriptions, marketing intelligence databases, ledger databases, or stock market related data. The technique used to perform such a linkage is commonly referred to as record linkage or entity matching.
RL is in charge of joining various representations of the same entity (e.g., a company, an organization, a product, etc.) residing in structured records coming from different datasets [23] . Record linkage (RL) has been extensively studied in recent decades. It was formalized by Fellegi and Sunter in 1969 [8] . The tutorial by Lise Getoor [10] provides an excellent overview of use cases and techniques. Essentially, RL has been used to link entities from different sets or to deduplicate/canonize entities within a given set. To this extent, several approaches have been envisaged ranging from feature matching or rule-based to machine learning approaches.
Typically, RL is performed in batch mode to link a large number of entities between two or more datasets [10] . A challenge of enterprise applications is the ever-increasing amount of unstructured data such as news, blogs and social media content to be integrated with enterprise data. As a consequence, RL has to be performed between structured records and unstructured documents. This large amount of data may flow in streams for rapid consumption and analysis by enterprise systems. Therefore, RL needs to be executed on the fly and with stringent time constraints.
We use the Watson Natural Language Understanding service [14] to identify mentions in unstructured text. These entities are then passed to RL in a structured fashion in the form of a record containing attributes that, for example, represent company names, locations, industries and others. RL is in charge of linking this record against one or multiple reference datasets.
The main contributions of this work are 1) an end-to-end RL system that is highly scalable and provides an enterprise-grade RL service, 2) scoring functions for various attribute types together with a hierarchical scoring tree that allows the efficient and flexible implementation of multi-criteria scoring, and 3) the automatic extraction of short company name, an important feature of the company entity, based on conditional random fields.
The paper is organized as follows. Section II presents related work and discusses the general background of RL. Section III describes the proposed system in detail. The performance of the proposed system is discussed in Section IV and Section V presents future research directions and concludes the paper.
II. BACKGROUND
Various record linkage systems have been proposed in recent decades [2] , [12] , [16] , [17] , [20] . As mentioned in the introduction, they can usually be divided into rule-based and machine learning-based systems. Konda et al. [16] have proposed a system to perform RL on a variety of entity types, providing a great flexibility in defining the linkage workflow. This system allows the user to select the various algorithms being used at various stages of the linkage process. Despite its flexibility, this approach does not address the performance problem at the center of the class of applications that we are addressing. The Certus system proposed in [17] exploits graph differential dependencies for the RL task. Even though there is no need for an expert to create these graphs manually, still an essential amount of training data is needed to leverage the graphs automatically. However, we cannot apply such techniques as we consider cases where the amount of training data is very limited.
In the domain of RL, locality-sensitive hashing (LSH) methods are generally used to provide entities with signatures in such a way that similar entities have identical signatures with high probability [29] . These signatures are commonly referred to as blocking keys, which denote blocks. Blocks are used to limit the number of comparisons needed during the scoring phase. Typical LSH algorithms are MinHash [3] , [4] , [19] and SimHash [5] , [6] . MinHash can be parametrized by decomposing the hashing functions in rows and bands [19] . The row-band parameter settings for a desired minimal similarity threshold can be determined by an "S-curve". In our current setup, we chose MinHash and tuned it for a high recall rate, a key requirement for RL.
A first approach to use machine learning techniques for record linkage was proposed in 2003 by Elfeky et al. [7] . A trained classifier approach is compared to unsupervised clustering and to probabilistic approaches. Although the trained classifier outperforms the other approaches, the authors emphasize the difficulty of obtaining training data. More recent studies [11] , [26] assess the applicability of neural networks to record linkage. In particular, Mudgal et al. [26] show that, compared to "classical" approaches, deep learning brings significant advantages for unstructured and noisy data.
The major limitation to using machine learning techniques for record linkage is the difficulty of finding sufficient annotated training data. This is especially true with company names. Moreover, for each new reference dataset introduced in the system, a specific new training dataset must be developed. To alleviate this problem, some promising approaches such as the use of active learning [27] have been proposed. However, the application of machine learning techniques to record linkage remains limited at the moment. Nevertheless, machine learning can be applied to sub-problems within record linkage.
In this work, we propose a novel machine learning-based technique to extract a short name from a conventional company name. Full company names usually contain many accompanying words, e.g. "Systems, Inc." in "Cisco Systems, Inc.", that contain additional information about a company's organizational entity type, its location, line of business, size and share in the international market. The accompanying words often vary greatly across datasets. For example, some systems will have just "Cisco" instead of the conventional name "Cisco Systems, Inc.". Short company names (also referred colloquial or normalized company names) represent the most discriminative substring in a company name string and are particularly popular in unstructured data sources such as media publications or financial reports, where many company mentions are aggregated.
It has been shown by Loster et al. [20] that taking short (colloquial) company names into account is greatly beneficial for company record linkage. However, the company entity matching system described in [20] used a manually created short company name corpus, whereas in this work we focus on automated short name extraction.
III. RECORD LINKAGE SYSTEM
As mentioned above, we consider the problem of RL performed on the fly, i.e. dynamically linking an incoming record to records in one or more reference datasets. A record is defined as a collection of attributes, each of which corresponds to a column in the dataset. Attributes typically include the company name, street address, city, postal code, country code, industry, etc. Different reference datasets might not contain the same attribute types, and/or attributes might be referenced by different names. The record linkage system essentially comprises three components ( Figure 1 ). Short name extraction is in charge of training the service to extract short company names. The preprocessing pipeline prepares the reference datasets. Finally, the runtime pipeline is responsible for matching incoming requests against candidate records and returning the best matches.
A. Short Name Extraction
We use two data sources as the training corpus for the short name extraction. DBpedia [1] , the first source, contains some 65K company entities derived from the English version of Wikipedia. The company entities contain a name, a label and a homepage of a company. We use all these fields to derive a company short name, which, in most cases, appears either in the label or on the homepage of a company. For example, the company "Aston Martin Lagonda Limited" has the label "Aston Martin". In this and similar cases based on the handful of heuristically devised rules, we conclude that "Aston Martin" is the short name of the company.
Another source of training data is a commercial company database that contains company entities, such as branches, subsidiaries and headquarters, all having individual local and global identifiers. The set of all identifiers associated with a company can be represented hierarchically. Based on these hierarchies, we identify the families of companies which are represented as a tree structure. For each family of companies, we extracted the common tokens of the company names as a short name for the entire family. After extracting common tokens, additional checks were performed to exclude legal entity types of companies from the token list. The remaining tokens were combined and used as a short name for all the company names in the family. For example, from a family of companies that have two distinct names "Zumu Holdings Pty Ltd" and "Zumu Foods Pty Ltd", we extracted "Zumu" to be the representative short name. Given this data source, we were able to extract 950K of long-short name pairs for training.
In total, more than a million long name, short name pairs were used as the corpus for the automatic extraction of short names. The task of extracting short names in the case of the commercial company data is more difficult because the variability of names within the family of companies is greater, and the short name is often the most discriminative part of the name, whereas some other quite discriminative words should be omitted. As can be seen from the support pie chart in Figure 2b , indeed, for the overall corpus, where the commercial company data portion is dominant, the number of words that should be omitted is slightly greater than the number of words that should be kept in a short name.
We treat the short name learning process as a sequence labeling task, where for each word in a sequence, we need to decide whether the word is kept or omitted from a company name. Conditional Random Fields (CRF) [18] is one of the best-performing models applied for sequence labeling [13] . In our case, we have only two labels: "IN" and "OUT" to indicate whether the word is included in or omitted from a short name, respectively.
To evaluate CRF for the task of short name extraction, precision, recall and F1-score are computed separately for "IN" and "OUT" classes. We also present micro and macro averages for each performance measure. The plots for DBpedia corpus and for the aggregated DBpedia and commercial company corpus are shown in Figure 2 .
The results demonstrate that CRF is able to distinguish between discriminative and non-discriminative words in a company name as all the performance measures are greater than 0.76 for all the datasets under consideration. Indeed, the task for DBpedia names is easier, and CRF achieves an overall accuracy of approximately 0.9 for both classes. For the larger corpus, the model struggled to reveal all words that should have been included in the short name, providing the recall for "IN" class, which is equal to 0.76. For other performance measures, the values are close to 0.81. The trained CRF model is applied to extract the short names in the main record linkage system presented above, with the results in Section IV.
B. Preprocessing Pipeline
The preprocessing pipeline reads records from a given source format, converts the string into their decomposed UTF-8 representation [32] , collapses multiple consecutive spaces into a single space, and generates a binary database that supports the efficient retrieval of the records. Once the binary database has been generated, a blocking key database is built by computing for each record a set of blocking key values corresponding to an LSH function. The blocking key database stores the corresponding record indices for each blocking key. As discussed in Section II, our implementation uses MinHash [3] , [4] as its LSH function.
The computation of the blocking key is based on a cleaned version of the company name and the company's short name. The cleaning ensures that records with notational variations are assigned the same blocking key (for instance, by consistently omitting the legal entity type). This cleaning will generate a number of incorrect matches that will have to be removed by the scoring algorithm of the runtime pipeline. Other than for the computation of the blocking keys, we do not perform any additional cleaning as data cleaning destroys information [28] .
C. Runtime Pipeline
The runtime pipeline links entity queries to the entities stored in the entity database. It computes the blocking keys and retrieves the corresponding candidate entities. It also transforms the query into a more efficient representation in the form of a scoring tree which is evaluated against the candidate entities. Once the scores for the candidate records have been computed, they are sorted.
The scoring tree uses different scoring algorithms, depending on the type of data to be processed. If the data describes an address, we use a geographic scoring, whereas if it describes a company name, we use a scoring algorithm tuned for company names. If multiple types of data are present, the scoring tree combines the scores into a single value. More formally, the scoring tree represents a scoring function s(R q , R r ) that evaluates the similarity between a query record R q and a record in the reference dataset R r such that s(R q , R r ) ∈ [0, 1] and s(R q , R r ) = 1 iff records R q and R r are identical.
Scoring Company Names. In order to score company names, we started with different string similarity functions, such as the Jaccard similarity j() on which MinHash is based, or the Levenshtein distance l() which we convert into a similarity function to obtain a score value ∈ [0, 1]. Hence, we compute the Jaccard and Levenshtein scores as follows where n 1 and n 2 represent company names of length |n 1 | and |n 2 |:
A first limitation we observed is that both Jaccard and Levenshtein scores give too much weight to diacritics. A naïve approach is simply to remove all the diacritics as part of the cleaning step. However, there are company names that are only differentiated by the presence of diacritics. To tackle this problem, we leverage a property of Unicode representation where diacritics are represented as special combining characters. The combining characters are given a lower weight in the scoring process.
Another challenge is to deal with legal entity types of companies such as "inc." or "ltd.", which may or may not be included in the company name. In our initial attempt, we simply removed these legal entity type identifiers. However, we soon came across companies where the names differ only in the legal entity type but are actually distinct companies. This is one of several occurrences where cleaning had a negative effect on scoring, which confirms the observations made by Randall et al. [28] . Generally, one approach to alleviate the problem related to special mentions (e.g. legal entity types) is to assign them a lower weight in the scoring process. Therefore we adopted the approach of assigning legal entity types the same weight as a single character minus a small value of = 1/256 (the smallest value available in our weight representation). The fact of subtracting allows us to give precendence to changes that are not in the legal entity type.
In some situations, the city name can be included in the company name. For example, IBM Research Zurich is sometimes indicated as IBM Research if it is clear from the context that the geographic region is Switzerland. To handle this, we detect city name mentions in a company name and reduce its weight if the city is in the company's vicinity. This allows more flexibility with regard to names. To look up city names, we use a fast trie implementation.
Additionally, as described previously, we derive for each company name a short name. Words that are part of the short name are weighted three times the normal weight. This approach allows us to place more emphasis on the characteristic words of the company compared to other elements present in the name.
In the following, we represent the Levenshtein and Jaccard similarities that consider these modifications as s Lev' and s Jac' . The final company name score is computed as: s(n 1 , n 2 ) = 0.9 · max(s Jac' (n 1 , n 2 ), s Lev' (n 1 , n 2 )) + 0.1 · min(s Jac' (n 1 , n 2 ), s Lev' (n 1 , n 2 ))
The rationale behind this choice is that the Jaccard score allows for word permutations, whereas the Levenshtein score relies on the character sequence. We do not simply use the maximum between the two similarities is that, because in certain cases, the Jaccard similarity may return a similarity of 1 for names that are different. This is to ensure that a match with a Jaccard similarity of 1 is not chosen coincidentally over a Levenshtein similarity of 1, which is only possible if the strings are equal. The values of 0.9 and 0.1 have been chosen arbitrarily. We dubbed this measure RLS. In Section IV we will compare this approach against the 1) Jaccard score (s Jacc ), 2) Levenshtein score (s Lev ), 3) weighted average of the Jaccard and Levenhstein scores (s weighted = 0.5 · s Jacc + 0.5 · s Lev ), and the 4) RLS scoring function (s maxmin = 0.9 · max(s Jacc , s Lev ) + 0.1·min(s Jacc , s Lev )), with optimizations for diacritic characters, legal entity type, and city optimizations disabled (max-min). Scoring Other Attributes. Multiple attributes can be taken into consideration for scoring; in this section we describe geolocation and industry scoring. A geographical location is represented by an address element. This element contains the street address, postal code, city and country code attributes. Each component is scored using a specific algorithm. The street address is currently scored using a tokenized string matching (e.g. Levenshtein tokenized distance [25] ). This provides a reasonable measure between street address strings, especially if street number and street name appear in different orders. Postal codes are evaluated according to the number of matching digits or characters. The rationale behind this approach is that, to the best of our knowledge, the vast majority of postal code systems are organized in a hierarchical fashion. However, this scoring can be improved by using a geographic location lookup service. The city is scored using the Haversine distance [15] if the GPS location is available in the reference dataset. To retrieve the GPS location of the city mentioned in the query record, we use a trie data structure, which contains the names and GPS position of some 195,000 cities worldwide obtained from geonames.org [9] . To evaluate the score, we compute the Haversine distance between cities associated with an exponential decay in [1, 0) . As a fallback, if the GPS position is not available or the city in the query record cannot be found in the trie, we use the Levenshtein score (described previously) between city names. Finally, the country code score simply returns 1 if the country matches and 0 otherwise.
Industries are typically represented by four-digit Standard Industry Classification (SIC) codes [30] . Similar to postal codes, SIC industry codes are also hierarchical: The first two left-most digits represent a "Major Group" (e.g. Mining, Manufacturing and others), the following digit is the "Industrial Group" and the last digit is the specific industry within the industrial group. When representing an industry, codes of variable length can be used, depending on the level of generality of the representation. To evaluate the industry score, we use a measure similar to the one used for postal codes.
D. Implementation
The design of our RL system is driven by three main goals: versatility, speed, and scalability.
Versatility is given by the generality of the approach. As we have shown in the previous sections, the various components have been designed to be able to accommodate virtually any reference dataset and to perform RL on a large variety of entities. The scoring function set can be extended to other attribute types, e.g. product names, person names, and others. Also, the scoring tree can be adapted to accommodate these new attribute types with appropriate combining functions. The central element of the system is a generic "linker", which can easily be configured to load a preprocessed dataset and perform linkage. To maximize performance in terms of speed, the linker has been written in C++ and loads the entity database into memory. Therefore, once the linker is started and initialized, all operations are performed in memory. Additionally, the linker uses a multi-threaded approach such that RL requests can be processed in a parallel fashion to exploit the cores available on the physical system. Each reference dataset and, therefore, the associated entity databases are loaded into a specific linker.
To ensure scalability, we have adopted a containerized approach; each linker runs in an individual container. In conjunction with a container orchestration system, such as Kubernetes, it is possible to run and dispatch linkers on multiple physical machines. This approach allows linear scaling with the number of nodes that are added to the cluster as well as the ability to run linkages simultaneously against multiple datasets. Moreover, the overall system is resilient to node failures, which is an important characteristic for an enterprisegrade application.
IV. EVALUATION
We evaluated our RL system across multiple dimensions. First, we assessed the parameters under which it yields the best performance. That is, identifying the right tradeoffs between memory usage and performance as well as the different scoring strategies available. Second, we compare our scoring algorithm to using just standard scoring algorithms. Third, we compare our RL system to two baseline systems: using a simple case insensitive string lookup of the company name (to identify the number of trivial matches) as well as using Apache Solr, a state-of-the-art distributed indexing system that powers the search and navigation features of many of the world's largest internet sites. Fourth, we evaluate the scalability in relation to the number of parallel clients accessing the system [31] .
To evaluate these dimensions, we rely on two commercial but publicly available company databases. The first company database comprises 150 million records and is used by any company that engages in government contracts in the United States. The second is used by financial analysts and comprises approximately 15 million records. Finally, we also use internal accounting data comprising 2 million records. We denote these company databases as 150m, 15m, and 2m respectively. Swiss dataset. We randomly selected 450 companies located in Switzerland from the 15m database and manually matched it against the 150m database. The use case behind this dataset is to identify local companies with a random mix between small, medium, and big companies as would be encountered by a user with a strong local interest. Switzerland was chosen for two reasons: (i) it has four different official languages allowing us to assess the system in combination with different languages and (ii) our familiarity with the region was instrumental in correctly identifying records referring to the same company.
Company records were divided into the following types of records:
Matched (296 records, 196 unique records) that show all correct matches (potentially multiple matches, for instance, if one database was missing the address or listed many subsidiaries). Unmatched (114 records) where no corresponding company was present in the other database. Undecided (80 records) where we were unable to decide conclusively whether companies are the same or if one of the companies had been renamed, e.g. following a merger.
Undecided records were counted neither as true positive nor as negative but only as false positive if they were matched against a different record. Accounting dataset. We leveraged internally available financial data that maps accounting company data from the 2m database to the 150m database. This dataset consists of 55k records. As this linkage was manually performed by domain experts, we can assume that > 99% of detected links are accurate. The use case behind this dataset is to match accounting data against a reference database as is it usually performed in large companies. News dataset. The dataset is based on a random selection of 104 current news articles from different sources. It was manually curated and lists for each article the companies that should be found from the reference company database. The use case behind this dataset is to mine data about companies from unstructured data sources.
A. Performance Tuning
In this section, we evaluate different tuning parameters and their effects on the performance of our RL system. First, we analyze different MinHash row-band configurations. From experience, we know that correct matches typically have a Jaccard similarity greater than 0.8. However, some correct matches have a score as low as 0.6. Using these numbers, we have chosen three row-band configurations such that records with a Jaccard similarity of ≥ 0.8 are matched with a probability > 99% and those with a similarity of < 0.8 with a probability > 75%. Considering that correct matches with a score < 0.8 are rare, the 75% figure has been arbitrarily chosen as a tradeoff between performance and matching accuracy. The row-band configurations are shown in Figure 3 and Table I A higher number of rows and bands yields a sharper Scurve. Hence, entities with a low score are less probable to be considered a match. However, this comes at the expense of having to compute more MinHashes (rows × bands) as well as consuming more memory to store the additional bands. Table II shows the results of linking the Swiss dataset against 150M database. The recall figures for the different configurations are between 86.6% and 87.2%. This is not surprising, considering that the S-curve was configured to capture all company names with a Jaccard similarity of ≥ 0.8 We chose the configuration with 30 bands for our RL system as it provides the best tradeoff between memory consumption and comparison operations required.
B. Scoring Evaluation
In Section III-C, we have described our algorithm for scoring company names. Figure 4 shows the precision and recall numbers for the different strategies. The similarity functions are shown for the row-band configurations discussed previously: r = 4, b = 10 (encircled), followed by r = 5, b = 18 and r = 6, b = 30. The results are very similar for the different band configurations, a bit better for those with higher band numbers, which would be supported by the fact that the matching probability for similarities > 0.6, to include most outliers, is slightly higher for higher band numbers.
The Jaccard similarity has a lower recall than the Levenshtein similarity because the former is more sensitive to small changes in the name such as diacritics. As a consequence, its precision is higher. The weighted approach lies somewhere in the middle.
The max-min strategy compared to the weighted strategy yields similar results in terms of recall but with lower precision. This can be explained in the case where two company names have a "high" Jaccard score and a "low" Levenshtein score. For example, if the Jaccard score is 1.0 and the Levenshtein score is 0.4, then the arithmetic mean is 0.7, which is barely above our threshold, whereas max-min yields a score of 0.94, which closely resembles the Jaccard similarity.
The comprehensive RLS approach shows significant improvements in terms of recall. The precision is similar to the max-min strategy but below the weighted or Jaccard strategies. This is because it finds matches for records in the ground truth dataset that have no corresponding matches in the reference database. In this case it is almost impossible to discern close matches from non-matches. Considering that we favor recall over precision, this is an acceptable tradeoff.
C. Matching Accuracy
In this section, we evaluate the matching accuracyof the RL system in terms of precision and recall. We compare to a trivial case insensitive string comparison approach, to identify the number of trivial matches, as well as to a Solr based approach.
Solr was configured in a manner to allow for flexible search operations that do not impose rigid restrictions on the type and structure of the query terms. A default search field based on the "solr.TextField" class including standard tokenization and lowercasing was used to copy all the relevant company attributes into one multivalued field. This setup allows to submit compact query data, e.g. company name only, as well as complex query phrases that contain a company name and arbitrary additional attributes like address, city, and country.
The performance results for all our datasets (Swiss, Accounting, News) are summarized in Table III .
Swiss dataset. For the first use case, we see that the trivial matching algorithm is already able to correctly match 57% of the records of the Swiss dataset. We assume that this is because many companies ensure that their information is correctly stored in the 150m and 15m databases. Precision is at 100% because all matched names have been identified correctly.
Compared to the trivial approach, Solr is able to match another 15% of the records, i.e., 35% of those records not matched by the trivial approach. Typically, when the name is similar or has been slightly shortened or extended. RLS is able to match yet another 19% of the records that have not been matched by Solr, or in other terms, 79% of the records not matched by the trivial approach. The reason is that RLS is aware of matching semantics of different artifacts that compose a company record. The relatively low precision is explained by the fact that both, Solr and RLS, try to find a match for every record. The precision for Solr is lower as as it is less specialized for the task of company matching.
Accounting dataset. The recall values of the accounting dataset mostly mirrors the Swiss dataset despite storing mostly bigger and international companies that frequently use English words in their names. Interestingly the trivial matching performs much worse. This seems to be because the accounting database with 2m records is only internally available and hence at times uses unofficial name variations of the company. These variations are mostly trivial and hence both, Solr and RLS, perform similarly to the Swiss dataset.
The precision and recall values are identical for Solr and RLS because this dataset only contains records that are present News dataset. For this dataset, as mentioned previously, we use Watson NLU to identify company names in news articles. Subsequently, these names are matched to the 150m database. This task is much harder as very limited context is available and company names may vary substantially. This leads to lower accuracy results. Due to its specialization and extra-processing, RLS again outperforms Solr.
It has to be noted that we only used the company name as other attributes are often not reliable or not present in the unstructured case. For example, an article may contain several company names, cities and countries and therefore it can be ambiguous to an automated entity resolution system which city/country refers to a given company.
D. Scalability
Each RLS instance accepts up to 8 parallel client requests. A request can contain multiple individual queries that are distributed over 4 threads. This gives a theoretical maximum of 32 queries being processed in parallel. Each instance runs on a server with two Intel ® Xeon ® CPU E5-2630 2.2GHz (total 40 threads) and 400GB of memory. We have deployed this service on a node which is part of our Kubernetes cluster. Requests are issued by a range of one to twelve parallel clients. Each client sends 10'000, requests each containing 80 queries. The scalability results are shown in Figure 5 . Up to eight clients, the CPU load increases almost linearly. We notice that the average processing time decreases as a benefit of parallel processing. It converges to a value of 17ms per request. With more than eight clients, the CPU load and performance gain levels off as requests start to be queued.
Scaling requests over multiple nodes is performed by the load balancer of Kubernetes. Since each instance keeps its own copy of the reference company database and hence runs independently, no performance penalties are incurred by Kubernetes scaling the service over multiple nodes.
V. CONCLUSIONS AND FUTURE WORK The proposed RL system is able to accurately match about 30% more records compared to the baselines. This improvement is due to two contributions: (i) the introduction of short company name extractions and their use both in the preprocessing phase as well as in the scoring phase and (ii) specific improvements of the scoring function, namely taking into account diacritic characters, legal entity type, and the ability to identify geographic locations in a company name.
Additionally, despite being deployed on a single node only in our three node cluster, the system is capable of an aggregated processing time of 17ms per record, which means that we are able to match approximately 5M records per day. These performance figures scale linearly with the number of nodes, making the system perfectly suited for analyzing highvolume streamed contents.
Our future work will: (i) explore the use of other LSH functions such as SimHash [5] to assess whether our recall values can be improved further, (ii) maintain automatic parameter learning and automatic training dataset augmentation, (iii) consider the historical evolution of company names and additional company modeling [21] , [22] , [24] .
