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GENERALIZATIONS OF LAVER TABLES
JOSEPH VAN NAME
Abstract. We shall generalize the notion of a Laver table to algebras which
may have many generators, several fundamental operations, fundamental op-
erations of arity higher than 2, and to algebras where only some of the opera-
tions are self-distributive or where the operations satisfy a generalized version
of self-distributivity. These algebras mimic the algebras of rank-into-rank em-
beddings Eλ/ ≡γ in the sense that composition and the notion of a critical
point make sense for these sorts of algebras.
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1. Introduction
In this monograph, we shall generalize the notion of a Laver table to several
broad classes of self-distributive structures including multigenic Laver tables (which
can have arbitrary number of generators), permutative LD-systems, Laver-like
LD-systems, partially endomorphic Laver tables (which can have arity and non-
distributive operations), twistedly endomorphic Laver tables, Laver-like partially
endomorphic algebras and other classes of structures. These structures mimic the
self-distributive algebraic structures that one obtains from the quotient algebras
Eλ/ ≡γ of elementary embeddings in the following ways:
(1) Each algebra Eλ/ ≡γ is a Laver-like LD-system.
(2) The notion of a critical point arises naturally in the theory of generalizations
of Laver tables. Furthermore, the notion of a critical point is essential to the
theory of these generalizations of Laver tables. From the notion of a critical
point, one can algebraize the notion of the congruence ≡γ on algebras of
elementary embeddings whenever γ is a critical point.
(3) These algebras may be endowed with a composition operation that mimics
the composition of elementary embeddings.
(4) The entire algebra Eλ may be generalized to an algebraic context as well
since Eλ is isomorphic to a dense Gδ subset of the inverse limit of topological
spaces lim←−γ Eλ/ ≡
γ where each Eλ/ ≡γ is given the discrete topology. In
this paper, we have used the algebraization of Eλ to show that the inverse
limits of multigenic Laver tables contain many free sub-LD-systems.
The multigenic Laver tables are self-distributive algebras which extend the dou-
ble inductive construction of the classical Laver tables to algebras with an arbi-
trary number of generators. Similarly, the (partially) endomorphic Laver tables,
and twistedly endomorphic Laver tables extend the double inductive construction
of the classical Laver table to structures of arbitrary arity which satisfy various no-
tions of distributivity. The Laver-like LD-systems are precisely the self-distributive
algebras which satisfy the Laver-Steel Theorem (theorems 2.8 and 2.9) for Eλ/ ≡γ
while the permutative LD-systems are only required to satisfy a consequence of the
Laver-Steel Theorem.
Most of the main results about the classical Laver tables extend to the gener-
alizations of Laver tables. For example, under strong large cardinal hypotheses,
the free LD-systems on an arbitrary number of generators can be embedded into
inverse limits of multigenic Laver tables of the form (A≤2
n
)+. Furthermore, the
algebras (A≤2
n
)+, although easy to define, have a great amount of combinatorial
complexity, and all of the combinatorial complexity of the algebras (A≤2
n
)+ is con-
tained in the classical Laver tables and the final matrix which is a large portion of
the Sierpinski triangle. Many patterns appear in the algebras (A≤2
n
)+, but most of
these patterns have not rigorously proven or otherwise explained. As the 2-cocycle
and 3-cocycle groups have been computed in [15], the 2-cocycle groups of the finite
reduced Laver-like LD-systems have also been calculated, and we expect for other
cocycle groups of generalizations of Laver tables to be calculable as well.
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We hope and expect for our investigations into the generalizations of Laver tables
to pave the way towards a much greater understanding of the algebras of elementary
embeddings and towards many results about finite and countable structures which
can only be proven using strong large cardinal hypotheses. In section 9.1, we have
began to use large cardinals to prove results about finite algebras which do not have
any known ZFC proof.
A guide to reading this monograph: This monograph is the first work that
studies the generalizations of the notion of a Laver tables. Furthermore, we intend
for this work to be the main reference for the study of generalizations of Laver
tables and algebras of rank-into-rank embeddings for at least several years from
publication. We shall make this work self-contained and accessible to all mathe-
maticians except for Section 9.1 (and to a lesser extent Section 1.1) which requires
some previous knowledge of set theory. While this work is mostly accessible to
non-set theorists, the intuition behind the salient notions such as that of a critical
point and the composition operation in reduced permutative LD-systems arise from
the rank-into-rank embeddings. For an introduction to the algebras of rank-into-
rank elementary embeddings accessible to people without much of a set-theoretic
background, one is referred to Chapter 12 of [9]. For a similarly developed intro-
duction to the algebras of elementary embeddings for set theorists, one is referred
to Chapter 11 of [23]. For a general treatment of large cardinals, see [29].
The study of the algebras of elementary embeddings is currently mostly reducible
to algebra with little pure set theory involved. Therefore, the study of the algebras
of elementary embeddings is currently accessible to set-theorists and non-set theo-
rists alike. On the other hand, the theory of the algebras of elementary embeddings
is still at a rather primitive stage of development. We expect that in the future,
as the theory of the algebras of elementary embeddings grows more advanced,
mathematicians would largely investigate the algebras of elementary embeddings
in forcing extensions.
Many results in this monograph are proven using a descending-ascending double
induction. Furthermore, in order to develop endomorphic Laver tables to sufficient
generality, the proofs of the results on endomorphic Laver tables are by a transfinite
induction. Since the notion of a Laver table shall be generalized to a universal
algebraic setting, we will need to use the language of universal algebra in this
monograph even though we shall not use the deep results of universal algebra in
this paper. In this monograph, the theory of the generalizations of the Laver tables
where there is a single binary operation shall be developed to a much deeper extent
than the generalizations of the Laver tables where there are operations of higher
arity. Chapters 6 and above may be read without having read chapters 4 and 5
(which cover endomorphic algebras).
1.1. Self-distributivity from elementary embeddings. An LD-system is an
algebra (X, ∗) that satisfies the identity x∗(y∗z) = (x∗y)∗(x∗z). Most interesting
LD-systems are not commutative nor are they associative. LD-systems appear in
topology in the study of knots and braids [28] and in set theory among the very
large cardinals [33]. LD-systems have also been studied out of a purely algebraic
interest [30]. The notion of an LD-system is algebraically motivated by the fact
that LD-systems have many inner endomorphisms. If ∗ is a binary operation on
a set X and a ∈ X, then define L∗,a : X → X by letting L∗,a(x) = a ∗ x. Then
clearly (X, ∗) is an LD-system if and only if each function L∗,a is an endomorphism
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(the mapping L∗,a shall be called an inner endomorphism). If each function L∗,a
is an automorphism, then we shall call the algebra (X, ∗) a rack, and a rack that
satisfies the identity x ∗ x = x is called a quandle. The quandles and also racks are
prominent in knot theory since tame knots can be completely characterized by their
knot quandles. Furthermore, braid groups act on tuples from racks, so racks and
quandles give braid invariants as well. Racks never contain free LD-subsystems
since racks satisfy the identity (x ∗ x) ∗ y = x ∗ y which is not satisfied by free
LD-systems even on one generator. The infinite strand braid group B∞ may be
endowed with a self-distributive operation ∗ (known as shifted conjugacy) so that
every element x ∈ B∞ freely generates a sub-LD-system of (B∞, ∗) [10]. The only
generalizations of Laver tables which are also racks are the trivial racks. While the
inner endomorphisms on racks are always bijective, the inner endomorphisms on
generalizations on Laver tables are either non-surjective or the identity function.
There is currently no known application of generalizations of Laver tables to low
dimensional topology.
In set theory, the classical Laver tables form a sequence of finite LD-systems
which were discovered by Richard Laver in the late 1980’s in his investigation
of algebras of rank-into-rank embeddings [33]. The existence of a rank-into-rank
embedding is among the strongest large cardinal axioms, and the classical Laver
tables and their generalizations are the only known finite structures which arise
from large cardinals and whose properties are investigated using large cardinals.
The classical Laver tables are also of a purely algebraic interest since they are used
to classify all LD-systems generated by a single element [20],[21].
An uncountable cardinal κ is said to be inaccessible if 2λ < κ whenever λ < κ
and
∑
i∈I λi < κ whenever |I| < κ and λ < κ. If κ is inaccessible cardinal, then
Vκ is a model of ZFC with no inaccessible cardinals. Therefore, since there is a
model of ZFC with no inaccessible cardinals, we conclude that the existence of
an inaccessible cardinal cannot be proven in ZFC. The most noticeable feature of
inaccessible cardinals is their immense size. The notion of inaccessibility is said to
be a large cardinal notion and is among the weakest of all large cardinal notions.
Let V be the class of all sets, and suppose that M is a subclass of V . Then we say
that M is transitive if y ∈ x, x ∈M implies that y ∈M as well. If j is an elementary
embedding between two transitive classes, then j(α) ≥ α for each ordinal α. If j
is an elementary embedding from one transitive class to another transitive class,
then define crit(j) to be the least ordinal κ with j(κ) 6= κ. A cardinal κ is said to
be measurable if there exists some transitive class M and elementary embedding
j : (V,∈)→ (M,∈) with crit(j) = κ. Every measurable cardinal is inaccessible, and
there are many inaccessible cardinals below the first measurable cardinal. There are
even many named large cardinal notions between inaccessibility and measurability,
but there are also many large cardinal notions stronger than measurability as well.
By imposing conditions on the elementary embedding j : V → M , we obtain the
following large cardinal axioms which are stronger than measurability.
Suppose that j : V → M is an elementary embedding where M is a transitive
class and κ = crit(j). Then
(1) if λ > κ and Vλ ⊆ M , then j is said to be a λ-strong embedding and j is
said to be a λ-strong cardinal,
(2) if Vj(κ) ⊆M , then j is said to be a superstrong embedding and κ is said to
be a superstrong cardinal, and
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(3) if λ > κ and Mλ ⊆ M , then j is said to be a λ-supercompact embedding
and λ is said to be a λ-supercompact cardinal.
Take note that strongness, superstrongness, and supercompactness impose con-
ditions on the model M that state that the model M is in some sense close to V .
Given an elementary embedding j : V →M , as M becomes closer to V , the cardinal
crit(j) satisfies stronger large cardinal axioms. Reindhart proposed the existence
of an elementary embedding j : V → V as a nearly ultimate large cardinal axiom
since M = V is the strongest condition one can impose on M . However, this nearly
ultimate large cardinal axiom is inconsistent with ZFC.
Theorem 1.1. (Kunen inconsistency) There is no non-trivial elementary embed-
ding j : V → V . Furthermore, if j : Vα → Vα is a non-trivial elementary embedding,
crit(j) = κ, and λ = sup(jn(κ)), then α = λ or α = λ+ 1.
We shall call a non-trivial elementary embedding j : Vλ → Vλ a rank-into-
rank embedding or an I3 embedding while a non-trivial elementary embedding j :
Vλ+1 → Vλ+1 is known as an I1 embedding. The critical point of a rank-into-rank
embedding shall be called a rank-into-rank cardinal. The notion of a rank-into-
rank embedding is a slight weakening of the notion of an elementary embedding
j : V → V since the models Vλ, Vλ+1 are very similar to V ; the model Vλ is always
a model of ZFC with most kinds of large cardinals including supercompact, strong,
and superstrong cardinals. The rank-into-rank cardinals are nearly as close as one
can get to the Kunen inconsistency without being inconsistent, and the rank-into-
rank cardinals are near the very top of the large cardinal hierarchy in terms of
consistency strength.
If j : Vλ+1 → Vλ+1 is an I1-embedding, then j|Vλ : Vλ → Vλ is an I3 embedding.
If there is an I1-embedding j : Vλ+1 → Vλ+1, then there is some I3-embedding
k : Vµ → Vµ where µ < crit(j). The large cardinals axioms between I3 and I1 have
been studied in [35].
We shall write Eλ for the set of all elementary embeddings from Vλ to Vλ and we
shall write E+λ for the set Eλ \ {1Vλ} of all non-trivial elementary embeddings from
Vλ to Vλ. Suppose that j, k ∈ Eλ. Then for all α < λ, we have k|Vα ∈ Vλ, so one
can apply j to the truncated elementary embedding k|Vα ∈ Vλ to obtain j(k|Vα).
By elementarity, Dom(j(k|Vα)) = Vj(α) and if α < β, then j(k|Vα) ⊆ j(k|Vβ ).
Therefore,
⋃
α<λ j(k|Vα) is a total function from Vλ to Vλ.
Proposition 1.2. Suppose that j, k ∈ Eλ. Then the function
⋃
α<λ j(k|Vα) : Vλ →
Vλ is also an elementary embedding.
We therefore define an operation ∗ which we shall call application on Eλ by
letting j∗k = ⋃α<λ j(k|Vα). The algebraic structure (Eλ, ∗, ◦) satisfies the following
identities:
(1) j ∗ (k ∗ l) = (j ∗ k) ∗ (j ∗ l),
(2) j ◦ k = (j ∗ k) ◦ j, j ∗ (k ◦ l) = (j ∗ k) ◦ (j ∗ l),
(j ◦ k) ∗ l = j ∗ (k ∗ l), (j ◦ k) ◦ l = j ◦ (k ◦ l).
Laver has shown [9][34][33] that if j ∈ Eλ is a non-identity elementary embedding,
then the subalgebra of (Eλ, ∗) generated by j is freely generated by j with respect
to the identity 1, and the subalgebra of (Eλ, ∗, ◦) generated by j is freely generated
by j with respect to the identities in 1 and 2. Using the algebras of elementary
embeddings, Laver around 1989 has proven the following result [34].
6 JOSEPH VAN NAME
Theorem 1.3. Suppose that there exists a rank-into-rank cardinal. Then the word
problem for the free LD-system on one generator is decidable.
While Theorem 1.3 was originally proven using strong large cardinal hypotheses,
the large cardinal hypotheses from Theorem 1.3 were soon removed by Dehornoy
[12].
Theorem 1.4. (ZFC) The word problem for the free LD-systems on an arbitrary
number of generators is decidable.
1.2. The classical Laver tables from elementary embeddings. The classical
Laver tables are up-to-isomorphism the monogenerated subalgebras of the quotients
of Eλ modulo some rank. While the large cardinal hypotheses have been removed
from Theorem 1.3, the large cardinal hypotheses have not yet been removed from
the result stating that the free LD-system can be embedded into an inverse limit
of finite LD-systems.
Suppose now that λ is a cardinal and γ < λ is a limit ordinal. Then define an
equivalence relation ≡γ on Eλ by letting j ≡γ k if and only if j(x)∩Vγ = k(x)∩Vγ
for each x ∈ Vγ . It is easy to show that j ≡γ k if and only if j(x) ∩ Vγ = k(x) ∩ Vγ
whenever x ∈ Vλ. The equivalence relation ≡γ is a congruence on (Eλ, ∗, ◦), so one
can take the quotient algebra Eλ/ ≡γ .
If j ∈ Eλ is a non-identity elementary embedding, then define Iter(j) to be the
smallest subset of Eλ closed under application and that contains j. Then {crit(k) |
k ∈ Iter(j)} is cofinal in λ of order type ω. Let critn(j) denote the n+1-th element
of the sequence {crit(k) | k ∈ Iter(j)}. The algebras Iter(j)/ ≡critn(j) are finite
algebras of cardinality 2n and they can be completely described algebraically.
Theorem 1.5. Suppose that n is a natural number. Then there exists a unique
LD-system ({1, . . . , 2n}, ∗n) such that 2n ∗n 1 = 1 and x ∗n 1 = x+ 1 for x < 2n.
The LD-system mentioned in the above theorem shall be denoted by An and
shall be called the n-th classical Laver table or the 2n × 2n-classical Laver table.
Define j[n] for all natural numbers n by letting j[1] = j and j[n+1] = j[n] ∗ j.
Theorem 1.6. (1) For all limit ordinals γ < λ and j ∈ E+λ , there is a unique
m such that for all k, l ∈ Iter(j), we have k ≡γ l if and only if k ≡critm(j) l.
(2) For all m, there is a unique isomorphism from Am to Iter(j)/ ≡critm(j)
defined by
x 7→ j[x]/ ≡critm(j) .
The following charts are the multiplication tables for the classical Laver tables
(An, ∗n) for n ≤ 4.
∗0 1
1 1
∗1 1 2
1 2 2
2 1 2
∗2 1 2 3 4
1 2 4 2 4
2 3 4 3 4
3 4 4 4 4
4 1 2 3 4
∗3 1 2 3 4 5 6 7 8
1 2 4 6 8 2 4 6 8
2 3 4 7 8 3 4 7 8
3 4 8 4 8 4 8 4 8
4 5 6 7 8 5 6 7 8
5 6 8 6 8 6 8 6 8
6 7 8 7 8 7 8 7 8
7 8 8 8 8 8 8 8 8
8 1 2 3 4 5 6 7 8
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∗4 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 2 12 14 16 2 12 14 16 2 12 14 16 2 12 14 16
2 3 12 15 16 3 12 15 16 3 12 15 16 3 12 15 16
3 4 8 12 16 4 8 12 16 4 8 12 16 4 8 12 16
4 5 6 7 8 13 14 15 16 5 6 7 8 13 14 15 16
5 6 8 14 16 6 8 14 16 6 8 14 16 6 8 14 16
6 7 8 15 16 7 8 15 16 7 8 15 16 7 8 15 16
7 8 16 8 16 8 16 8 16 8 16 8 16 8 16 8 16
8 9 10 11 12 13 14 15 16 9 10 11 12 13 14 15 16
9 10 12 14 16 10 12 14 16 10 12 14 16 10 12 14 16
10 11 12 15 16 11 12 15 16 11 12 15 16 11 12 15 16
11 12 16 12 16 12 16 12 16 12 16 12 16 12 16 12 16
12 13 14 15 16 13 14 15 16 13 14 15 16 13 14 15 16
13 14 16 14 16 14 16 14 16 14 16 14 16 14 16 14 16
14 15 16 15 16 15 16 15 16 15 16 15 16 15 16 15 16
15 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16
16 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
One could compute the classical Laver table An by hand by computing x ∗n y
by a double induction which is descending on x and where for all x one proceeds
by ascending induction on y.
Let us now outline some basic facts about the periodicity in the classical Laver
tables. If x is a positive integer, then define (x)r to be the unique positive integer
such that (x)r = x mod r and 1 ≤ x ≤ r.
Proposition 1.7. The mapping pi : An+1 → An defined by pi(x) = (x)2n is a
homomorphism.
Proposition 1.8. The mapping L : An → An+1 defined by L(x) = x + 2n is a
homomorphism.
Proposition 1.9. For all n ∈ ω and 1 ≤ x ≤ 2n, there exists a unique natural
number on(x) ≤ n such that x ∗n y = x ∗n z if and only if y = z mod 2on(x).
Proposition 1.10. (1) For all n ∈ ω, 1 ≤ x ≤ 2n, 1 ≤ y < z ≤ 2on(x), we have
x ∗n y < x ∗n z.
(2) If x < 2n, then x < x ∗n y.
(3) 2n ∗n y = y.
Proposition 1.11. (1) on+1(x) = on(x− 2n) whenever 2n < x < 2n+1.
(2) on+1(2
n+1) = n+ 1.
(3) on(x) ≤ on+1(x) ≤ on(x) + 1 whenever 1 ≤ x ≤ 2n.
Proposition 1.12. (1) (x+2n)∗n+1y = 2n+(x∗n(y)2n) whenever 1 ≤ x < 2n.
(2) 2n ∗n+1 y = 2n + (y)2n .
(3) If 1 < x < 2n and on+1(x) = on(x) + 1, then x ∗n+1 y = x ∗n y and
x ∗n+1 (On(x) + y) = 2n + (x ∗n y) for 1 ≤ y ≤ On(x)
(4) If 1 < x < 2n and on+1(x) = on(x), then there is some c ∈ {1, . . . , On(x)}
where
(a) x ∗n+1 y = x ∗n y for 1 ≤ y ≤ c and
(b) x ∗n+1 y = 2n + (x ∗n y) for c < y ≤ On(x).
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In table 1.2, the entries of the form (i, i∗4k) are filled with the number i∗4k while
all the other entries are left blank. We observe that for all n, the set {(i, i ∗n j) |
i, j ∈ An} is always a proper subset of the union of a Sierpinkski gasket and the
line segment {2n}× [1, 2n]. We also observe that all the information in the classical
Laver table A4 is contained in table 1.2.
∗4 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 2 12 14 16
2 3 12 15 16
3 4 8 12 16
4 5 6 7 8 13 14 15 16
5 6 8 14 16
6 7 8 15 16
7 8 16
8 9 10 11 12 13 14 15 16
9 10 12 14 16
10 11 12 15 16
11 12 16
12 13 14 15 16
13 14 16
14 15 16
15 16
16 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Like the chart 1.2, in the following images, for n ∈ {5, 6, 7, 8}, the pixels of the
form (i, i∗n j) are colored black while all the other pixels are colored white. One can
easily recover the multiplication table for An from its image of the form 1.2,. . . ,1.2.
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By reordering the elements of An, one obtains more insightful images that rep-
resent the classical Laver tables. Let
Ln : {0, . . . , 2n − 1} → {0, . . . , 2n − 1}
be the mapping where Ln(x) is obtained by reversing the ordering of the digits in
the binary expansion of x. More formally, if
x =
n−1∑
k=0
ak2
k
where a0, . . . , an−1 ∈ {0, 1}, then
Ln(x) =
n−1∑
k=0
ak2
n−1−k.
Let
L]n : {1, . . . , 2n} → {1, . . . , 2n}
be the mapping defined by L]n(x) = Ln(x − 1) + 1. Define a binary operation #n
on {1, . . . , 2n} by
x#ny = L
]
n(L
]
n(x) ∗n L]n(y)).
The following images give the multiplication tables for ({1, . . . , 2n},#n) when n ∈
{1, . . . , 4}.
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#1 1 2
1 2 2
2 1 2
#2 1 2 3 4
1 3 3 4 4
2 4 4 4 4
3 2 2 4 4
4 1 2 3 4
#3 1 2 3 4 5 6 7 8
1 5 5 6 6 7 7 8 8
2 6 6 6 6 8 8 8 8
3 7 7 7 7 8 8 8 8
4 8 8 8 8 8 8 8 8
5 3 3 4 4 7 7 8 8
6 4 4 4 4 8 8 8 8
7 2 2 4 4 6 6 8 8
8 1 2 3 4 5 6 7 8
#4 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 9 9 9 9 12 12 12 12 14 14 14 14 16 16 16 16
2 10 10 10 10 12 12 12 12 14 14 14 14 16 16 16 16
3 11 11 11 11 12 12 12 12 15 15 15 15 16 16 16 16
4 12 12 12 12 12 12 12 12 16 16 16 16 16 16 16 16
5 13 13 13 13 14 14 14 14 15 15 15 15 16 16 16 16
6 14 14 14 14 14 14 14 14 16 16 16 16 16 16 16 16
7 15 15 15 15 15 15 15 15 16 16 16 16 16 16 16 16
8 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16
9 5 5 5 5 8 8 8 8 14 14 14 14 16 16 16 16
10 6 6 6 6 8 8 8 8 14 14 14 14 16 16 16 16
11 7 7 7 7 8 8 8 8 15 15 15 15 16 16 16 16
12 8 8 8 8 8 8 8 8 16 16 16 16 16 16 16 16
13 3 3 4 4 7 7 8 8 11 11 12 12 15 15 16 16
14 4 4 4 4 8 8 8 8 12 12 12 12 16 16 16 16
15 2 2 4 4 6 6 8 8 10 10 12 12 14 14 16 16
16 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
In image 1.2, the entries of the form (x, x#ny) are filled with the number x#ny
while all the other entries are left blank.
• 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 9 12 14 16
2 10 12 14 16
3 11 12 15 16
4 12 16
5 13 14 15 16
6 14 16
7 15 16
8 16
9 5 8 14 16
10 6 8 14 16
11 7 8 15 16
12 8 16
13 3 4 7 8 11 12 15 16
14 4 8 12 16
15 2 4 6 8 10 12 14 16
16 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
In images 1.2 through 1.2, the pixels of the from (x, x#ny) are colored black
while all of the other pixels are colored white.
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The multiplication table for (An, ∗) can be recovered from its image of the same
form as 1.2, . . . , 1.2. Observe also that the images of the form 1.2, . . . , 1.2 are
essentially the same image where as n grows larger the corresponding image gives
finer detail about the classical Laver tables. If there exists a rank-into-rank cardinal,
then the limit as n → ∞ of the images of the form 1.2, . . . , 1.2 are eventually
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fractal-like around every black point. Images 1.2 through 1.2 are as well subsets
of Sierpinski Triangle like fractals. In particular, 1.2 is a subset of the fractal 1.2
given below.
The above image is a 256 × 256-region in the 2048 × 2048-image where the pixels
of the form (x, x#11y) are colored black and all other pixels are colored gray.
There are results about classical Laver tables and their generalizations which
can be proven with strong large cardinal hypotheses but where no known proof in
ZFC is known.
Theorem 1.13. If there exists a rank-into-rank cardinal, then (1)n∈ω ∈ lim←−n∈ω An
freely generates a sub-LD-system of lim←−n∈ω An.
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Theorem 1.14. Suppose that there exists a rank-into-rank embedding. Then for
x, y ∈ An, if (x ∗n x) ∗n y = 2n, then x ∗n y = 2n as well.
Theorems 1.13 and 1.14 currently do not have a proof that does not require large
cardinal hypotheses, but theorems 1.13 and 1.14 can be proven using large cardinal
hypotheses slightly weaker than the notion of a rank-into-rank cardinal, namely the
hypothesis that for all n, there exists an n-huge cardinal. Theorem 1.13 is known
to be independent of the axiomatic system Primitive Recursive Arithmetic [16].
An elementary embedding j : V →M where M is a transitive class is said to be
n-huge if M j
n(κ) ⊆ M where κ is the critical point of j. The critical point of an
n-huge elementary embedding is said to be an n-huge cardinal. The existence of
an n-huge cardinal is a large cardinal axiom slightly weaker than the existence of
a rank-into-rank cardinal. The wholeness axiom is a large cardinal axiom stronger
than n-hugeness but weaker than the notion of a rank-into-rank cardinal [6]. There
are also several studied large cardinal notions with consistency strength between
the notion of an n-huge cardinal and the notion of an n+ 1-huge cardinal [39].
Theorem 1.15. Suppose that there exists a rank-into-rank embedding j : Vλ → Vλ.
Then for all n there are λ many n-huge cardinals below λ.
Theorem 1.16. Suppose that for all n ∈ ω there exists an n-huge cardinal. Then
the element (1)n∈ω ∈ lim←−n∈ω An freely generates a sub-LD-system of lim←−n∈ω An.
Theorem 1.17. Suppose that for all n ∈ ω there exists an n-huge cardinal. Then
for x, y ∈ An, if (x ∗n x) ∗n y = 2n, then x ∗n y = 2n as well.
Let f : ω → ω + 1 be the function where f(n) is the least natural number such
that 1 ∗f(n) 2n < 2f(n) or f(n) =∞ is no such natural number exists.
Proposition 1.18. f(n) < ω for all natural numbers n if and only if (1)n∈ω freely
generates a subalgebra of lim←−n∈ω An.
Theorem 1.19. If f(n) < ω for all n ∈ ω, then the function f is not primitive
recursive.
Proposition 1.20. f(5) > Ack(9,Ack(8,Ack(8, 254))).
No upper bound for the growth rate of the function f is known.
There is currently no known closed form expression for computing x ∗n y, and
due to the fast growth of the function f , we do not expect for there to exist a
closed form expression for x ∗n y. Randall Dougherty has constructed an algorithm
that has be used to calculate x ∗n y as long as n ≤ 48 [17]. The limiting factor in
Dougherty’s algorithm is computing and storing certain values of x∗n y in memory,
and so far no one has written a program that computes even A49 yet.
The notion of a critical point and of composition of elementary embeddings can
be generalized from set theory to purely algebraic notions about the classical Laver
tables. Define an operation ◦n on An by
x ◦n y =
{
x if y = 2n
x ∗n (y + 1)− 1 whenever y < 2n.
Proposition 1.21. Suppose n is a natural number and x, y ∈ {1, . . . , 2n}.
(1) j[x◦ny] ≡critn(j) j[x] ◦ j[y] whenever x, y ∈ An and j ∈ E+λ .
GENERALIZATIONS OF LAVER TABLES 17
(2) Let x, y ∈ An and j ∈ E+λ . Then crit(j[x]) < crit(j[y]) if and only if
gcd(x, 2n) < gcd(y, 2n).
If there exists a rank-into-rank cardinal, then Proposition 1.22 follows from the
algebraization of the notion of a critical point and composition found in Proposition
1.21. On the other hand, Proposition 1.22 can also be proven directly without any
reference to large cardinals.
Proposition 1.22. Suppose n is a natural number and x, y, z ∈ {1, . . . , 2n}. Then
(1) (x ◦n y) ∗ z = x ∗n (y ∗n z),
(2) x ∗n (y ◦n z) = (x ∗n y) ◦n (x ∗n z),
(3) x ◦n y = (x ∗n y) ◦n x,
(4) if gcd(y, 2n) ≤ gcd(z, 2n), then gcd(x ∗n y, 2n) ≤ gcd(x ∗n z, 2n),
(5) gcd(x ◦n y, 2n) = gcd(x, y, 2n),
(6) gcd(x ∗n y, 2n) ≥ gcd(y, 2n),
(7) gcd(x ∗n y, 2n) > gcd(y, 2n) whenever gcd(x, 2n) ≤ gcd(y, 2n) < 2n, and
(8) if gcd(y, 2n) < gcd(z, 2n) and gcd(x ∗n y, 2n) < 2n, then
gcd(x ∗n y, 2n) < gcd(x ∗n z, 2n).
2. Permutative LD-systems and critical points
In this section, we shall investigate the permutative LD-systems which closely
resemble the algebras of elementary embeddings modulo some rank. The notions
of the composition and the critical points generalize seamlessly from set theory to
permutative LD-systems and are fundamental to the theory of permutative LD-
systems.
The notions of a critical point and composition have been algebraized from set-
theory to the classical Laver tables An (see Proposition 1.21). Furthermore, in [18],
Dougherty and Jech introduce the notion of a two-sorted embedding algebra, and
the axioms of the two-sorted embedding algebras attempt to algebraize the system
(Eλ, ∗, ◦, crit, (≡γ)γ<λ). The notion of a two-sorted embedding algebra though is
insufficient for algebraizing Eλ since two-sorted embedding algebras are defined in
terms of 11 axioms. We believe that the notion of a permutative LD-system is a
satisfactory algebraization of the algebras of elementary embeddings. The permuta-
tive LD-systems have a very simple definition, but from the notion of a permutative
LD-system, one can extrapolate the notions of the composition operation, a criti-
cal point, and ≡γ from the self-distributive operation and show that permutative
LD-systems behave as the algebras of elementary embeddings.
In this monograph, we shall hold to the convention that the omitted parentheses
shall be grouped on the left. For example, w ∗ x ∗ y ∗ z = ((w ∗ x) ∗ y) ∗ z.
Definition 2.1. An algebra (X, ∗) where ∗ satisfies the self-distributivity identity
x ∗ (y ∗ z) = (x ∗ y) ∗ (x ∗ z) shall be called an LD-system.
The acronym LD stands for left-distributive. Other authors call LD-systems by
other names including left-distributive algebras, self-distributive algebras, shelves,
and LD-groupoids. Set theorists and algebraists usually use the left self-distributivity
convention x ∗ (y ∗ z) = (x ∗ y) ∗ (x ∗ z) while knot theorists tend to use right self-
distributivity (x∗z)∗(y∗z) = (x∗y)∗z when investigating self-distributive algebras.
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Example 2.2. Every meet-semilattice is an LD-system.
Example 2.3. Let G be a group. Define an operation ∗ on G by letting x ∗ y =
xyx−1. Then (G, ∗) is an LD-system.
Take note that if crit(j) ≤ crit(k), then
crit(jn ∗ k) = jn(crit(k)),
so
lim
n∈ω crit(j
n ∗ k) = λ.
On the other hand, if crit(j) > crit(k), then
crit(jn ∗ k) = jn(crit(k)) = crit(k).
In particular, if j, k ∈ Eλ and γ < λ is a limit ordinal, and
j, k ∈ Eλ, crit(j) < γ,
then crit(j) ≤ crit(k) if and only if there is some n ∈ ω where jn ∗ k ≡γ 1Vλ .
Furthermore, jn ∗ k can be defined solely in terms of ∗ by letting j0 ∗ k = k and
jn+1∗k = j ∗(jn∗k). Therefore, one may algebraize the notion of a critical point to
LD-systems similar to Eλ/ ≡γ by defining crit(x) ≤ crit(y) precisely when xn∗y = 1
for some n. The permutative LD-systems are precisely the LD-systems where this
algebraization of the notion of a critical point is satisfactory.
Definition 2.4. Define binary term functions tn for all n ≥ 1 by letting
t1(x, y) = y, t2(x, y) = x,
and
tn+2(x, y) = tn+1(x, y) ∗ tn(x, y)
for n ≥ 1. The terms tn are known as the Fibonacci terms because the number
of variables present in tn(x, y) are precisely the Fibonacci numbers and the words
obtained from the terms tn by removing all symbols which are not variables are
precisely the Fibonacci words [4].
The motivation behind the terms tn is that
x ∗ (y ∗ z) = tn+1(x, y) ∗ (tn(x, y) ∗ z)
for all n ≥ 1 in any LD-system. Furthermore, if (X, ∗) is an LD-system and ◦ is a
binary operation on X such that x ◦ y = (x ∗ y) ◦ x for all x, y, then
x ◦ y = tn+1(x, y) ◦ tn(x, y)
for all n ≥ 1.
Definition 2.5. If X is an LD-system and x ∈ X, then we shall say that the
element x is a left-identity if x ∗ y = y for each y ∈ X. Let Li(X) denote the set of
all left-identities of the LD-system X.
Definition 2.6. We shall say that a subset L ⊆ X of an LD-system (X, ∗) is a
left-ideal if y ∈ L implies that x ∗ y ∈ L as well.
Definition 2.7. We shall call an LD-system (X, ∗) permutative if Li(X) is a left-
ideal and for all x, y there is some n ≥ 1 such that tn(x, y) ∈ Li(X).
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We chose the term permutative since for braids which are sufficiently high with
respect to the left-factor ordering, the Hurwitz action of the positive braid monoid
on tuples from a permutative LD-system is determined by its corresponding per-
mutation.
Theorem 2.8. (Laver-Steel) Suppose that jn ∈ E+λ for each n ∈ ω. Then
sup
n∈ω
crit(j0 ∗ . . . ∗ jn) = λ.
Proof. See [41] for the original proof. A simple proof that does not reference ex-
tenders can be found in [17]. The references [33],[23],[9] also contain proofs of this
result. 
Since crit(j) ≥ γ if and only if j ≡γ 1Vλ , the Laver-Steel theorem can be refor-
mulated to the following more algebraic statement.
Theorem 2.9. (Laver-Steel) Suppose that jn ∈ E+λ for each n ∈ ω and γ < λ is a
limit ordinal. Then there exists an n ∈ ω such that
j0 ∗ . . . ∗ jn ≡γ 1Vλ .
If j ∈ Eλ, then we shall write [j]γ for the equivalence class of j in Eλ/ ≡γ .
Proposition 2.10. The algebras Eλ/ ≡γ are permutative and Li(Eλ/ ≡γ) = {[1Vλ ]γ}.
Proof. Clearly 1Vλ ∗ j = j for all j ∈ Eλ, so [1Vλ ]γ ∈ Li(Eλ/ ≡γ). If k ∈ Eλ
and [k]γ 6= [1Vλ ]γ , then by elementarity crit(k ∗ k) = k(crit(k)) > crit(k). Since
crit(k ∗ k) > crit(k) and crit(k) < γ, we conclude that [k ∗ k]γ 6= [k]γ , so [k]γ 6∈
Li(Eλ/ ≡γ). Therefore, Li(Eλ/ ≡γ) = {[1Vλ ]γ}.
Suppose now that j, k ∈ Eλ. By induction, one has
tn([j]γ , [k]γ)
= t2([j]γ , [k]γ) ∗ t1([j]γ , [k]γ) ∗ t2([j]γ , [k]γ) ∗ . . . ∗ tn−2([j]γ , [k]γ).
Therefore, the Laver-Steel theorem proves that there is some n where
tn([j]γ , [k]γ) = [1Vλ ]γ .

Example 2.11. There are permutative LD-systems (Z, ∗) where Li(Z) has more
than one element. Let (X, ∗) be a permutative LD-system. Let A be the LD-system
defined by a ∗ b = b for all a, b ∈ A. Then the cartesian product (X × A, ∗) is also
a permutative LD-system where Li(X ×A) = Li(X)×A.
Definition 2.12. Suppose that X is a permutative LD-system, then define xn ∗ y
for all n ≥ 0 by letting x0 ∗ y = y and xn+1 ∗ y = x ∗ (xn ∗ y) whenever n ≥ 0. The
statement crit(x) ≤ crit(y) shall mean xn ∗ y ∈ Li(X) for some n.
Take note that if Li(X) is permutative, then if xn ∗ y ∈ Li(X) and m > n, then
xm ∗ y ∈ Li(X) as well.
Definition 2.13. Define the right powers x[n] for all n ≥ 1 by letting x[n] = xn−1∗x.
In other words, x[n] is characterized by the property x[1] = x and x[n] = x ∗ x[n−1]
for n > 1.
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The following two lemmas are needed in order to show that the ordering on the
critical points in a permutative LD-system is reflexive.
Lemma 2.14. Then for each term t on one variable, there is some N such that
t(x) ∗ x[n] = x[n+1] for each n ≥ N in the variety of LD-systems.
Proof. We shall prove this fact by induction on the complexity of the term t. If
t(x) = x, then t(x) ∗ x[n] = x[n+1] for all n. Now assume that t(x) = t1(x) ∗ t2(x).
Then there is some N such that if n ≥ N then t1(x)∗x[n] = x[n+1] and t2(x)∗x[n] =
x[n+1]. Now if n ≥ N + 1, then
t(x) ∗ x[n] = t(x) ∗ (t1(x) ∗ x[n−1]) = (t1(x) ∗ t2(x)) ∗ (t1(x) ∗ x[n−1])
= t1(x) ∗ (t2(x) ∗ x[n−1]) = t1(x) ∗ x[n] = x[n+1].

Lemma 2.15. For each term t of one variable, there are N, c such that t(x)[n] =
x[n+c] for each n ≥ N in the variety of LD-systems.
Proof. We shall prove this result by induction on the complexity of t. If t(x) = x,
then t(x)[n] = x[n] for all n ≥ 1, so the result holds for t(x) = x.
Now assume t(x) = t1(x) ∗ t2(x). Then there are N, c such that t2(x)[n] = x[c+n]
and t1(x) ∗ x[c+n] = x[c+n+1] for each n ≥ N . Therefore, for each n ≥ N , we have
t(x)[n] = (t1(x) ∗ t2(x))[n] = t1(x) ∗ t2(x)[n] = t1(x) ∗ x[n+c] = x[n+c+1].

While Proposition 2.16 consists of basic set-theoretic statements, we shall gener-
alize Proposition 2.16 to less trivial purely algebraic statements about the critical
points of permutative LD-systems.
Proposition 2.16. Suppose that j, k ∈ E+λ and α, β < λ. Then
(1) The mapping j is injective,
(2) If α < β, then j(α) < j(β),
(3) j(α) ≥ α and j(α) > α precisely when α ≥ crit(j),
(4) crit(j ∗ k) = j(crit(k)), and
(5) crit(j ◦ k) = min(crit(j), crit(k)).
Proposition 2.17. Let (X, ∗) be a permutative LD-system, and let x, y, r ∈ X.
(1) crit(x) ≤ crit(x).
(2) If crit(x) ≤ crit(y) and crit(y) ≤ crit(z), then crit(x) ≤ crit(z).
(3) If crit(x) ≤ crit(y), then crit(r ∗ x) ≤ crit(r ∗ y).
Proof. (1) Since X is permutative, there is some n where tn(x, x) ∈ Li(X).
However, by Lemma 2.15 there are r, s where
xs−1 ∗ x = x[s] = tn(x, x)[r] ∈ Li(X)
since Li(X) is a left-ideal.
(2) Since crit(x) ≤ crit(y) and crit(y) ≤ crit(z), there is some n where xn ∗
y, yn ∗ z ∈ Li(X). Therefore, we have
xn ∗ z = (xn ∗ y)n ∗ (xn ∗ z) = xn ∗ (yn ∗ z) ∈ Li(X)
because Li(X) is a left-ideal.
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(3) Suppose that crit(x) ≤ crit(y). Then xn ∗ y ∈ Li(X) for some n, so
(r ∗ x)n ∗ (r ∗ y) = r ∗ (xn ∗ y) ∈ Li(X)
as well. Therefore, crit(r ∗ x) ≤ crit(r ∗ y).

Definition 2.18. Let ' be the equivalence relation on X where x ' y iff crit(x) ≤
crit(y) and crit(y) ≤ crit(x). Then we can formally define crit(x) to be the equiva-
lence class of x with respect to '. Define crit[X] = {crit(x) | x ∈ X}. Then crit[X]
is a partial ordering with the ordering ≤.
We shall use Greek lower-case letters to denote the critical points in a permuta-
tive LD-system since one typically uses Greek letters to denote ordinals.
Definition 2.19. For each x ∈ X, define a mapping x] : crit[X] → crit[X] by
letting x](crit(r)) = crit(x ∗ r) for each r ∈ X. By Proposition 2.17, the mapping
x] is well-defined and order preserving.
Lemma 2.20. Suppose that X is a permutative LD-system. If tn(x, y), tn+1(x, y) ∈
Li(X), then x, y ∈ Li(X).
Proof. We shall prove this result by contrapositive and by induction. Suppose that
x 6∈ Li(X) or y 6∈ Li(X). Then I claim that for all n we have tn(x, y) 6∈ Li(X)
or tn+1(x, y) 6∈ Li(X). The case when n = 1 is trivial. Now assume that n > 1.
Then by the induction hypothesis, tn(x, y) 6∈ Li(X) or tn−1(x, y) 6∈ Li(X). If
tn(x, y) 6∈ Li(X), then the induction step has been proven. If tn(x, y) ∈ Li(X) and
tn−1(x, y) 6∈ Li(X), then tn+1(x, y) = tn(x, y)∗tn−1(x, y) = tn−1(x, y) 6∈ Li(X). 
Theorem 2.21. Suppose that X is a permutative LD-system.
(1) x ∈ Li(X) if and only if crit(x) is the greatest element in crit[X].
(2) x](α) ≥ α for all α.
(3) crit[X] is a linear ordering.
(4) x](α) > α if and only if crit(x) ≤ α < max(crit[X]).
(5) x]|A is injective where A = {α ∈ crit[X] | x](α) < max(crit[X])}.
Proof. (1) → If x ∈ Li(X), then yn ∗ x ∈ Li(X) for all n, so crit(y) ≤ crit(x)
for all y ∈ X. Therefore, crit(x) is the greatest element in crit[X].
← We shall prove this direction by contrapositive. If y 6∈ Li(X), x ∈
Li(X), then xn ∗ y = y 6∈ Li(X), so crit(x) 6≤ crit(y).
(2) Suppose that α = crit(y). Then yn ∗ y ∈ Li(X) for some n. Therefore, for
such an n, we have
yn ∗ (x ∗ y) = (yn ∗ x) ∗ (yn ∗ y) ∈ Li(X)
as well since Li(X) is a left ideal. Therefore,
α = crit(y) ≤ crit(x ∗ y) = x](α).
(3) We shall use the fact that X is permutative here. For all n, we have
crit(tn+2(x, y)) = crit(tn+1(x, y) ∗ tn(x, y)) ≥ tn(x, y).
Therefore
crit(t2n+2(x, y)) ≥ crit(t2(x, y)) = crit(x)
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and
crit(t2n+1(x, y)) ≥ crit(t1(x, y)) = crit(y).
Suppose now that tN (x, y) ∈ Li(X). Then crit(tN+1(x, y)) ≥ crit(x) or
crit(tN+1(x, y)) ≥ crit(y).
Now suppose that crit(r) ≤ crit(tN+1(x, y)). Then there is some n where
tN+1(r
n ∗ x, rn ∗ y) = rn ∗ tN+1(x, y) ∈ Li(X).
However, we also have
tN (r
n ∗ x, rn ∗ y) = rn ∗ tN (x, y) ∈ Li(X).
Therefore, by Lemma 2.20, we have rn ∗ x, rn ∗ y ∈ Li(X). Therefore,
crit(r) ≤ crit(x) and crit(r) ≤ crit(y). Therefore, we have crit(tN+1(x, y)) ≤
crit(x) and crit(tN+1(x, y)) ≤ crit(y). Since crit(x) ≤ crit(tN+1(x, y)) or
crit(y) ≤ crit(tN+1(x, y)), we conclude that
crit(x) = crit(tN+1(x, y)) ≤ crit(y)
or
crit(y) = crit(tN+1(x, y)) ≤ crit(x).
Therefore crit[X] is a linearly ordered set.
(4) Now if α = max(crit[X]), then x](α) ≥ α by property 2, so x](α) = α in
this case.
I now claim that if α < max(crit[X]) and x](α) = α, then α < crit(x).
Let y ∈ X be an element such that crit(y) = α. Then
crit(y) = crit(x ∗ y) = crit(x2 ∗ y) = . . . = crit(xn ∗ y),
so xn ∗ y 6∈ Li(X) for all n. Therefore, α = crit(y) < crit(x).
By the proof of 3, we know that if tN (u, v) ∈ Li(X), then
crit(tN+1(u, v)) = min(crit(u), crit(v)).
We will now show that if α < crit(x), then α = x](α). Suppose that
crit(y) = α. Let N be a natural number with N > 1 such that tN (x, y) ∈
Li(X). Then, tN−1(x ∗ y, x) ∈ Li(X) as well.
Therefore,
crit(y) = min(crit(x), crit(y)) = tN+1(x, y)
= tN (x ∗ y, x) = min(crit(x ∗ y), crit(x)).
We conclude that crit(y) = crit(x ∗ y), so α = x](α).
(5) Suppose that α, β ∈ A and α < β. Then let α = crit(y), β = crit(z). Then
since α < β, we have crit(y) = crit(z ∗ y), so
crit(x ∗ y) = crit(x ∗ (z ∗ y)) = crit((x ∗ z) ∗ (x ∗ y)).
Therefore, since
crit(x ∗ y) = x](α) 6= max(crit[X]),
we have crit(x ∗ y) < crit(x ∗ z), so x](α) < x](β).

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We shall now work towards defining an operation on permutative LD-systems
that resembles the composition of rank-into-rank embeddings. However, this “com-
position” operation only satisfies the desired identities when |Li(X)| = 1. Fortu-
nately, whenever X is a permutative LD-system, one can collapse Li(X) to a single
element and then define the “composition” operation on the resulting quotient al-
gebra.
Proposition 2.22. Suppose that X is an LD-system such that Li(X) is a left-ideal.
Let ' be the equivalence relation on X that collapses Li(X) to a point. Then '
is a congruence on X. Furthermore, if X is a permutative LD-system, then the
equivalence class Li(X) is the only left-identity in the quotient algebra X/ '.
Proof. Suppose x, y, z ∈ X. Assume first that y ' z. If y 6∈ Li(X), then y = z, so
x ∗ y = x ∗ z. If y ∈ Li(X), then z ∈ Li(X) and hence x ∗ y, x ∗ z ∈ Li(X) also.
Therefore, x ∗ y ' x ∗ z in either case.
Now assume that x ' y. If x 6∈ Li(X), then x = y, so x ∗ z = y ∗ z. Similarly, if
x ∈ Li(X), then y ∈ Li(X) and hence x ∗ z = z = y ∗ z. We therefore conclude that
' is a congruence on X.
Assume that X is a permutative LD-system. Then clearly the equivalence class
Li(X) is a left-identity in X/ '. If x 6∈ Li(X), then x ∗ x 6= x since otherwise
tn(x, x) = x for all n which is a contradiction. Therefore, [x∗x] 6= [x]. We conclude
that [x] is not a left-identity in X/ '. 
Definition 2.23. We shall let X/Li(X) denote the reduced permutative LD-system
X/ ' in Proposition 2.22.
Definition 2.24. We shall call a permutative LD-system reduced if Li(X) has only
one element.
In order to establish the associativity of the “composition” operation on reduced
permutative LD-systems, we will need to refer to the action of the positive braid
monoid on LD-systems.
Definition 2.25. Let B+n be the monoid presented by the generators σ1, . . . , σn−1
and relations σiσj = σjσi whenever |i−j| > 1 and σiσi+1σi = σi+1σiσi+1 whenever
1 ≤ i < n− 1. The monoid B+n is known as the n-strand positive braid monoid.
Definition 2.26. Let X be an LD-system. Then it is easy to show that there is a
unique right action of the monoid B+n on X
n such that xe = x whenever x ∈ Xn
and where
(x1, . . . , xn)σi = (x1, . . . , xi−1, xi ∗ xi+1, xi, xi+2, . . . , xn).
This action is known as the Hurwitz action.
Proposition 2.27. Suppose that r, s ∈ B+n . Then there are t, u ∈ B+n where
rt = su.
Definition 2.28. An LD-monoid is an algebra (X, ∗, ◦, 1) such that (X, ◦, 1) is a
monoid, and the following identities are satisfied:
(1)
(x ◦ y) ∗ z = x ∗ (y ∗ z), x ∗ (y ◦ z) = (x ∗ y) ◦ (x ∗ z),
x ◦ y = (x ∗ y) ◦ x,
and
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(2)
1 ∗ x = x, x ∗ 1 = 1.
Proposition 2.29. If (X, ∗, ◦, 1) is an LD-monoid, then (X, ∗) is an LD-system.
Proof. x ∗ (y ∗ z) = (x ◦ y) ∗ z = ((x ∗ y) ◦ x) ∗ z = (x ∗ y) ∗ (x ∗ z). 
Theorem 2.30. Let X be a permutative LD-system with a unique left-identity 1.
Then
(1) there exists a unique binary operation ◦ on X such that (x ∗ y) ◦ x = x ◦ y
and where x = x ◦ 1 for all x, y ∈ X,
(2) the algebra (X, ∗, ◦, 1) is an LD-monoid, and
(3) if
(a) (x1, . . . , xn), (y1, . . . , yn) ∈ Xn,
(b) s ∈ B+n is an element with (x1, . . . , xn) · s = (y1, . . . , yn), and
(c) j ∈ {1, . . . , n} is a natural number where yi = 1 for i 6= j,
then
yj = x1 ◦ . . . ◦ xn.
Proof. (1) I first claim that there is at most one operation ◦. If tn(x, y) = 1,
then since x ◦ y = (x ∗ y) ◦ x, we have
x ◦ y = tn+1(x, y) ◦ tn(x, y) = tn+1(x, y).
We conclude that there is at most one operation ◦ on X that satisfies x◦y =
(x ∗ y) ◦ x. Now define x ◦ y so that if tn(x, y) = 1, then tn+1(x, y) = x ◦ y.
I now claim that x ◦ y does not depend on the choice of n. Suppose that
n is the least natural number such that tn(x, y) = 1. Then
tn+2(x, y) = tn+1(x, y) ∗ tn(x, y) = tn(x, y) ∗ 1 = 1
and
tn+3(x, y) = tn+2(x, y) ∗ tn+1(x, y) = 1 ∗ tn+1(x, y) = tn+1(x, y).
Therefore, by induction, tn+2k(x, y) = 1 and tn+2k+1(x, y) = tn+1(x, y) for
all k ≥ 0.
If tn+1(x, y) 6= 1, then whenever tm(x, y) = 1 we have m = n + 2k for
some k, so tm+1(x, y) = tn
If tn+1(x, y) = 1, then whenever tm(x, y) = 1, we have m ≥ n, so
tm+1(x, y) = 1
Now if x, y ∈ X, n > 1 and tn(x, y) = 1, then tn−1(x∗y, x) = tn(x, y) = 1
as well. Therefore, we have
(x ∗ y) ◦ x = tn(x ∗ y, x) = tn+1(x, y) = x ◦ y.
(2) (a) 1 ◦ x = x = x ◦ 1:
We have t2(1, x) = 1, so 1 ◦ x = t3(1, x) = 1 ∗ x = x. Similarly,
t1(x, 1) = 1, so x ◦ 1 = t2(x, 1) = x.
(b) (x ◦ y) ∗ z = x ∗ (y ∗ z): Suppose that tn(x, y) = 1. Then
x ∗ (y ∗ z) = tn+1(x, y) ∗ (tn(x, y) ∗ z)
= tn+1(x, y) ∗ (1 ∗ z) = tn+1(x, y) ∗ z = (x ◦ y) ∗ z.
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(c) x ∗ (y ◦ z) = (x ∗ y) ∗ (x ∗ z):
Suppose now that tn(y, z) = 1. Then
1 = x ∗ 1 = x ∗ tn(y, z) = tn(x ∗ y, x ∗ z).
Therefore,
(x ∗ y) ◦ (x ∗ z) = tn+1(x ∗ y, x ∗ z) = x ∗ tn+1(y, z) = x ∗ (y ◦ z).
(d) (x ◦ y) ◦ z = x ◦ (y ◦ z): There is some n where
(x, y, z) = (1, x ◦ y, z) · σn1 .
Therefore, there is some m where
(x, y, z) · σn1 σm2 = (1, (x ◦ y) ◦ z, 1).
However, there is some r where
(x, y, z) = (x, y ◦ z, 1) · σr2,
so there is some s where
(x, y, z) = (1, x ◦ (y ◦ z), 1) · σr2σs1.
Now, there are u,v so that
σn1 σ
m
2 u = σ
r
2σ
s
1v
Thus,
(1, (x ◦ y) ◦ z, 1) · u = (1, x ◦ (y ◦ z), 1) · v,
but this is only possible if
(x ◦ y) ◦ z = x ◦ (y ◦ z).

Definition 2.31. For our purposes, the canonical group operation · on the sym-
metry group Sn shall be anti-composition instead of composition (i.e. f ·g = g ◦f).
Define a right action of (Sn, ·) on {1, . . . , n} by x · f = f(x). Define a monoid ho-
momorphism Σ : B+n → (Sn, ·) by letting Σ(si) = (i, i+ 1) for 1 ≤ i < n. Suppose
now that X is a permutative LD-system. Let 〈X〉n ⊆ Xn be the set of all tuples
(x1, . . . , xn) such that xi 6∈ Li(X) for some i ∈ {1, . . . , n}. Now define a mapping
Ψ : 〈X〉n → {1, . . . , n} by letting Ψ(x1, . . . , xn) = i if i is the least natural number
such that crit(xi) = min(crit(x1), . . . , crit(xn)).
Proposition 2.32. Suppose that X is a permutative LD-system and (x1, . . . , xn) ∈
〈X〉n. Then
(1) Ψ(x1, . . . , xn) · Σ(s) = Ψ((x1, . . . , xn) · s) whenever s ∈ B+n , and
(2) there exists an s ∈ B+n such that if (x1, . . . , xn) ·s = (y1, . . . , yn), then there
is precisely one i ∈ {1, . . . , n} where yi 6∈ Li(X).
Proposition 2.33. Let X be a permutative LD-monoid, and suppose x, y ∈ X,α ∈
crit[X]. Then
(1) x](y](α)) = (x ◦ y)](α), and
(2) crit(x ◦ y) = min(crit(x), crit(y)).
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Proof. (1) Suppose that crit(z) = α. Then
x](y](α)) = x](y](crit(z))) = x](crit(y ∗ z))
= crit(x ∗ (y ∗ z)) = crit((x ◦ y) ∗ z) = (x ◦ y)](crit(z)) = (x ◦ y)](α).
(2) Suppose x, y ∈ X. Let N be a natural number where tN (x, y) = 1. Then
by the proof of Item 3 in Theorem 2.21, we have
crit(tN+1(x, y)) = min(crit(x), crit(y)).
Therefore, since x ◦ y = tN+1(x, y), we conclude that
crit(x ◦ y) = min(crit(x), crit(y)).

If (X, ∗) is a non-reduced permutative LD-system and x 6∈ Li(X) or y 6∈ Li(X),
then we shall hold to the convention that x ◦ y = tn+1(x, y) where n is a natural
number such that tn(x, y) ∈ Li(X), but we shall leave x ◦ y undefined whenever
x, y ∈ Li(X).
The following result shows that every finite LD-system with a reasonable notion
of a critical point is already a permutative LD-system.
Proposition 2.34. Suppose that X is an LD-system, L is a finite linear ordering,
and Γ : X → L is a mapping such that
(1) Γ(x ∗ y) ≤ Γ(y) whenever Γ(x) > Γ(y), and
(2) Γ(x ∗ y) > Γ(y) whenever Γ(x) ≤ Γ(y) < max(L).
Suppose furthermore that Li(X) is a left-ideal in X and x ∈ Li(X) if and only if
Γ(x) = max(L). Then X is a permutative LD-system, and crit(x) ≤ crit(y) if and
only if Γ(x) ≤ Γ(y).
Proof. Suppose x, y ∈ X.
If Γ(y) < Γ(x), then I claim that
Γ(t2n−1(x, y)) ≤ Γ(y) < Γ(x) ≤ Γ(t2n(x, y))
for all n, and this claim shall be proven by induction. The case where n = 1 follows
from the fact that t1(x, y) = y, t2(x, y) = x. Suppose now that n > 1. Then
Γ(t2n−1(x, y)) = Γ(t2n−2(x, y) ∗ t2n−3(x, y)) ≤ Γ(t2n−3(x, y)) ≤ Γ(y).
Furthermore,
Γ(t2n(x, y)) = Γ(t2n−1(x, y) ∗ t2n−2(x, y)) ≥ Γ(t2n−2(x, y)).
If Γ(t2n−2(x, y)) < max(L), then
Γ(t2n(x, y)) = Γ(t2n−1(x, y) ∗ t2n−2(x, y)) > Γ(t2n−2(x, y)).
Therefore, we conclude that the sequence (Γ(t2n(x, y)))n is increasing and Γ(t2N (x, y)) =
max(L) for some N . Therefore, we conclude that t2N (x, y) ∈ Li(X).
Suppose now that Γ(y) ≥ Γ(x). If Γ(y) = max(L), then t1(x, y) ∈ Li(X). If
Γ(y) < max(L), then Γ(x ∗ y) > Γ(y) ≥ Γ(x). Therefore,
tn+1(x, y) = tn(x ∗ y, x) ∈ Li(X)
for some n. We conclude that the LD-system (X, ∗) is permutative.
Suppose now that Γ(x) ≤ Γ(y). Then there is some n ≥ 0 with
Γ(y) < Γ(x ∗ y) < . . . < Γ(xn ∗ y) = max(L).
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Therefore, xn ∗ y ∈ Li(X), so crit(x) ≤ crit(y).
If Γ(x) > Γ(y), then for all n, we have
Γ(y) ≥ Γ(x ∗ y) ≥ . . . ≥ Γ(xn ∗ y),
so Γ(xn ∗ y) 6= max(L), hence Γ(xn ∗ y) 6∈ Li(X), thus crit(x) > crit(y). 
Corollary 2.35. Let X be a permutative LD-system. Then
(1) If crit(x) > crit(y), then crit(t2n+1(x, y)) = crit(y) for all n and
crit(t2(x, y)) < crit(t4(x, y)) < . . . < crit(t2N (x, y))
where N is the least natural number such that t2N (x, y) ∈ Li(X). Further-
more, t2m(x, y) ∈ Li(X) whenever m ≥ N .
(2) If crit(x) ≤ crit(y), then crit(t2n(x, y)) = crit(x) for all n and
crit(t1(x, y)) < crit(t3(x, y)) < . . . < crit(t2N+1(x, y))
where N is the least natural number such that t2N+1(x, y) ∈ Li(X). In this
case, t2m+1(x, y) ∈ Li(X) for m ≥ N .
(3) crit(x) ≤ crit(y) if and only if tn(x, y) ∈ Li(X) for sufficiently large odd
numbers n.
Definition 2.36. A Heyting semilattice is a meet-semilattice (L,∧) along with a
binary operation → such that x ≤ y → z if and only if x ∧ y ≤ z.
Every Heyting semilattice (L,∧,→) has a greatest element which we shall denote
by 1. Heyting algebras satisfy the identity x→ x = 1. Furthermore, the element 1
is the unique left-identity in the Heyting semilattice (X,∧,→).
Example 2.37. Suppose that (X,→,∧) is a Heyting semilattice with greatest
element 1. Then (X,→,∧, 1) is an LD-monoid.
Proposition 2.38. Suppose that (X,→,∧) is a Heyting semi-lattice with greatest
element 1. Then (X,→,∧) is a permutative LD-monoid if and only if X is a linear
ordering. Furthermore, if X is a linear ordering, then crit(x) ≤ crit(y) if and only
if x ≤ y.
Proof. Suppose X is a linear ordering and x, y ∈ X. If x ≤ y, then T→3 (x, y) =
x→ y = 1. If x > y, then t→3 (x, y) = x→ y = y and
t→4 (x, y) = t
→
3 (x, y)→ t→2 (x, y) = y → x = 1.
Thus, we conclude that X is permutative.
Suppose now that X is a permutative Heyting semi-lattice and x, y ∈ X. With-
out loss of generality, assume that crit(x) ≤ crit(y). Then there is some n where
(x ∧ . . . ∧ x)→ y = 1 where we apply the operation ∧ n-times. Therefore, we have
x→ y = 1, so x ≤ y. We conclude that X is a linear ordering.
If X is a linear ordering, then clearly crit(x) ≤ crit(y) iff x→ y = 1 iff x ≤ y. 
Theorem 2.39. Suppose that (X, ∗) is a permutative LD-system. If ' is a con-
gruence on (X, ∗), then there is a partition A,B of crit[X] where
(1) A is downwards closed, and B is upwards closed, and
(2) crit(x) ∈ B if and only if x ' y for some y ∈ Li(X),
(3) if crit(x) ∈ A and x ' y, then crit(x) = crit(y),
(4) [x] ∈ Li(X/ ') if and only if crit(x) ∈ B,
(5) X/ ' is also a permutative LD-system,
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(6) crit([x]) ≤ crit([y]) if and only if crit(y) ∈ B or crit(x) ≤ crit(y), and
(7) crit([x]) = crit([y]) if and only if crit(x) = crit(y) or crit(x), crit(y) ∈ B.
Proof. I first claim that if u ' v, v ∈ Li(X), crit(u) ≤ crit(x), then x ' y for some
y ∈ Li(X). We have x = v ∗ x ' u ∗ x ' u ∗ (u ∗ x) ' . . . ' un ∗ x for all n. Since
crit(u) ≤ crit(x), we conclude that un ∗ x ∈ Li(X) and x ' un ∗ x for some n.
Let B = {crit(u) | u ' v for some v ∈ Li(X)}, and let A = crit[X] \B.
(1) Suppose that α ∈ B,α ≤ β. Then there are u, v, x with u ' v, v ∈
Li(X), crit(u) = α ≤ β = crit(x). Therefore, by the remarks at the be-
ginning of this proof, there is some y ∈ Li(X) with x ' y. Therefore β ∈ B
as well, so we conclude that B is upwards closed.
(2) The direction ← follows from the definition of B. For the direction →, as-
sume that crit(x) ∈ B. Then there are u, v ∈ X where crit(x) = crit(u), u '
v, v ∈ Li(X). Thus, by the claim at the beginning of this proof, there is
some y ∈ Li(X) and where x ' y.
(3) We shall proceed by contrapositive. Suppose that crit(x) < crit(y), x ' y.
Then there is some n with xn ∗ x ∈ Li(X). Therefore, since xn ∗ x ' yn ∗ x
and crit(yn∗x) = crit(x), we conclude that crit(x) ∈ B. Since B is upwards
closed, crit(y) ∈ B as well.
(4) ← Suppose that crit(x) ∈ B. Then we have x ' y for some y ∈ Li(X).
Therefore, for all z ∈ X we have [x] ∗ [z] = [y] ∗ [z] = [z], so [x] ∈ Li(X/ ')
→ Suppose now that crit(x) 6∈ B. Then [x] ∩ Li(X) = ∅. However, we
have xn ∗ x ∈ Li(X) for some n, so [x] 6= [x]n ∗ [x]. Therefore, we have
[x] 6∈ Li(X/ ').
(5) I first claim that Li(X/ ') is a left-ideal. Suppose that [y] ∈ Li(X/ ').
Then crit(y) ∈ B. Therefore, for all x ∈ X, we have crit(x ∗ y) ∈ B, so
[x] ∗ [y] = [x ∗ y] ∈ Li(X/ '). We conclude that Li(X/ ') is a left-ideal.
Suppose that x, y ∈ X. Then there is some n where tn(x, y) ∈ Li(X).
Therefore, tn([x], [y]) = [tn(x, y)] ∈ Li(X/ ') as well. Thus, X/ ' is also
permutative.
(6) ← If x, y ∈ X and crit(y) ∈ B, then [y] ∈ Li(X/ '), so crit([x]) ≤ crit([y]).
Similarly, if crit(x) ≤ crit(y), then xn ∗ y ∈ Li(X) for some n, so [x]n ∗ [y] ∈
Li(X/ ').
→ Suppose now that crit([x]) ≤ crit([y]) and crit(y) ∈ A. Then [x]n ∗
[y] ∈ Li(X/ ') for some n. Therefore crit(xn ∗ y) ∈ B, but this is only
possible if crit(x) ≤ crit(y). Therefore, if crit([x]) ≤ crit([y]), then crit(x) ≤
crit(y) or crit(y) ∈ B.
(7) ← If crit(x) = crit(y), then
crit(x) ≤ crit(y) ≤ crit(x),
so
crit([x]) ≤ crit([y]) ≤ crit([x]),
hence crit([x]) = crit([y]). If crit(x), crit(y) ∈ B, then [x], [y] ∈ Li(X/ '),
so crit([x]) = crit([y]).
→ Suppose crit([x]) = crit([y]). If [x] ∈ Li(X/ '), then [y] ∈ Li(X/ '),
so crit(x) ∈ B and crit(y) ∈ B as well. Now assume that [x] 6∈ Li(X/ ').
Then crit(x), crit(y) ∈ A and
crit([x]) ≤ crit([y]) ≤ crit([x]).
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Therefore, we have
crit(x) ≤ crit(y) ≤ crit(x),
so crit(x) = crit(y).

Proposition 2.40. Suppose that (X, ∗, ◦, 1) is a permutative LD-monoid. If ' is
a congruence on (X, ∗). Then ' is also a congruence with respect to the operation
◦.
Proof. Suppose that ' is a congruence on (X, ∗). It suffices to show that
(1) x ' y ⇒ x ◦ z ' y ◦ z
since if 1 holds, then y ' z implies that
x ◦ y = (x ∗ y) ◦ x ' (x ∗ z) ◦ x = x ◦ z.
Let A,B be the partition of crit[X] where crit(x) ∈ B if and only if [x] = [1].
Now suppose that x, y, z ∈ X, and assume that x ' y. Then we shall prove that
x ◦ z ' y ◦ z by cases.
Case I: crit(x) ∈ B and crit(z) ∈ B. We have crit(x), crit(y), crit(z) ∈ B. Therefore,
crit(x ◦ z) = min(crit(x), crit(z)) ∈ B, and crit(y ◦ z) = min(crit(y), crit(z)) ∈ B.
Therefore, we conclude that x ◦ z ' 1 ' y ◦ z.
Case II: crit(x) 6∈ B or crit(z) 6∈ B. I claim that
(1) crit(x) ≤ crit(z) and crit(y) ≤ crit(z) or
(2) crit(x) > crit(z) and crit(y) > crit(z).
If crit(x) ∈ A, then crit(x) = crit(y) so the above claim trivially holds. If crit(x) ∈
B, then crit(y) ∈ B and crit(z) ∈ A. Therefore, crit(x) > crit(z) and crit(y) >
crit(z), so the claim holds in this case as well.
Suppose now that 1 holds. Then for sufficiently large even n, we have
tn−1(x, z) = 1, tn(x, z) = x ◦ z
and
tn−1(y, z) = 1, tn(y, z) = y ◦ z.
Therefore, we have
x ◦ z = tn(x, z) ' tn(y, z) = y ◦ z.
Now suppose that 2 holds. Then for sufficiently large odd n, we have tn(x, z) =
x ◦ z and tn(y, z) = y ◦ z. Therefore, we conclude that
x ◦ z = tn(x, z) ' tn(y, z) = y ◦ z.
Thus, ' is a congruence with respect to ◦ as well. 
Proposition 2.41. (1) A subalgebra of a permutative LD-system is also per-
mutative.
(2) If i : (X, ∗) → (Y, ∗) is an injective homomorphism between permutative
LD-systems, then crit(x) ≤ crit(y) if and only if crit(i(x)) ≤ crit(i(y)).
Proof. (1) Suppose that (X, ∗), (Y, ∗) are LD-systems, (Y, ∗) is permutative,
and i : (X, ∗) → (Y, ∗) is a homomorphism. I first claim that if x ∈ Li(X)
if and only if i(x) ∈ Li(Y ). Suppose that i(x) ∈ Li(Y ). Then whenever
y ∈ X we have i(x ∗ y) = i(x) ∗ i(y) = i(y), so x ∗ y = y, hence x ∈ Li(X).
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Now assume that i(x) 6∈ Li(Y ). Then since Li(Y ) is permutative, we have
i(x) 6= i(x) ∗ i(x) = i(x ∗ x), so x 6∈ Li(X).
Now I claim that Li(X) is a left-ideal. Suppose that x ∈ Li(X) and
r ∈ X. Then i(x) ∈ Li(Y ). Therefore, i(r ∗ x) = i(r) ∗ i(x) ∈ Li(Y ) as well,
so r ∗ x ∈ Li(X). We therefore conclude that Li(X) is a left-ideal.
Now assume that x, y ∈ X. Then there is some n where i(tn(x, y)) =
tn(i(x), i(y)) ∈ Li(Y ). Therefore, tn(x, y) ∈ Li(X). We conclude that
(X, ∗) is permutative.
(2) Suppose that x, y ∈ X. If crit(x) ≤ crit(y), then xn ∗ y ∈ Li(X) for some
n. Therefore, we have i(x)n ∗ i(y) = i(xn ∗ y) ∈ Li(Y ). We conclude that
crit(i(x)) ≤ crit(i(y)).
Now suppose that crit(i(x)) ≤ crit(i(y)). Then there is some n where
i(xn ∗ y) = i(x)n ∗ i(y) ∈ Li(Y ).
Therefore, xn ∗ y ∈ Li(X). We conclude that crit(x) ≤ crit(y).

Proposition 2.42. Let φ : X → Y be a homomorphism between permutative LD-
systems. Then crit(φ(x)) ≤ crit(φ(y)) if and only if crit(x) ≤ crit(y) or φ(y) ∈
Li(Y ).
Proof. Let s : X → Z, i : Z → Y be homomorphisms between permutative LD-
systems X,Y, Z such that s is surjective and i is injective and φ = is. Then
by Theorem 2.39 and Proposition 2.41, crit(φ(x)) ≤ crit(φ(y)) if and only if
crit(s(x)) ≤ crit(s(y)) if and only if crit(x) ≤ crit(y) or s(y) ∈ Li(Z) if and only if
crit(x) ≤ crit(y) or φ(y) ∈ Li(Y ). 
Proposition 2.43. Let (X, ∗, ◦), (Y, ∗, ◦) be permutative LD-monoids and let φ :
X → Y be a homomorphism between LD-systems. Then φ is also a homomorphism
between LD-monoids.
Proof. We shall prove this result in a couple of different cases.
Case 1: crit(x) ≤ crit(y). If crit(x) ≤ crit(y), then crit(φ(x)) ≤ crit(φ(y)). There-
fore, for large enough even n, we have tn(x, y) = x ◦ y and tn(φ(x), φ(y)) =
φ(x) ◦ φ(y). Therefore,
φ(x ◦ y) = φ(tn(x, y)) = tn(φ(x), φ(y)) = φ(x) ◦ φ(y).
Case 2: crit(x) > crit(y), φ(y) = 1. We have crit(φ(x)) ≥ crit(φ(y)) = max(crit[Y ]).
Therefore, φ(x) = 1 as well, so φ(x) ◦ φ(y) = 1. Similarly,
crit(x ◦ y) = min(crit(x), crit(y)) = crit(y),
so
crit(φ(x ◦ y)) = crit(φ(y)) = max(crit[Y ]).
We conclude that φ(x ◦ y) = 1 as well.
Case 3: crit(x) > crit(y), φ(y) 6= 1. In this case, crit(φ(x)) > crit(φ(y)). Therefore,
for large enough odd n, we have tn(x, y) = x ◦ y and tn(φ(x), φ(y)) = φ(x) ◦ φ(y).
Therefore,
φ(x ◦ y) = φ(tn(x, y)) = tn(φ(x), φ(y)) = φ(x) ◦ φ(y).

We shall now algebraize the congruences ≡γ on Eλ from set theory to algebra.
GENERALIZATIONS OF LAVER TABLES 31
Lemma 2.44. Let X be a permutative LD-system. Now suppose that r, s ∈ X,
crit(r) ≤ crit(s), and r ∗r, s∗s ∈ Li(X). Then s∗x = s∗y implies that r ∗x = r ∗y.
In particular, if crit(r) = crit(s), then r ∗ x = r ∗ y if and only if s ∗ x = s ∗ y.
Proof. Suppose that s∗x = s∗y. Then since crit(r) ≤ crit(s), we have r∗s ∈ Li(X).
Therefore,
r ∗ x = (r ∗ s) ∗ (r ∗ x) = r ∗ (s ∗ x) = r ∗ (s ∗ y) = (r ∗ s) ∗ (r ∗ y) = r ∗ y.

Definition 2.45. Suppose that X is a permutative LD-system. If α ∈ crit[X],
then define ≡α to be the equivalence relation X such that if
r ∈ X, r ∗ r ∈ Li(X), crit(r) = α,
then x ≡α y if and only if r ∗ x = r ∗ y.
By Lemma 2.44, the equivalence relation ≡α does not depend on the choice of
element r. The equivalence relation ≡α is a congruence on the permutative LD-
system X. Furthermore, if α ≤ β and x ≡β y, then x ≡α y by Lemma 2.44. By the
following proposition, we conclude that the congruences ≡α on permutative LD-
systems X generalize the congruences ≡γ which we have defined on Eλ whenever γ
is a limit ordinal with γ < λ.
Proposition 2.46. Suppose that j, k, l ∈ Eλ and γ < λ is a limit ordinal with
crit(j ∗ j) ≥ γ ≥ crit(j). Then k ≡crit(j) l if and only if j ∗ k ≡γ j ∗ l.
Proposition 2.47. Suppose that X is a permutative LD-system.
(1) If α ∈ crit[X], crit(z) ≥ α, x ∈ X, then x ≡α z ∗ x. In particular, if x ∈ X
and α ≤ crit(x), then x ≡α y for some y ∈ Li(X).
(2) If x, y ∈ X and x ≡α y, then crit(x) < α if and only if crit(y) < α.
Furthermore, if crit(x) < α, then crit(x) = crit(y).
Proof. (1) Suppose that r ∗ r ∈ Li(X), crit(r) = α. Then crit(r ∗ z) ≥ crit(r ∗
r) = max(crit[X]). Therefore, r ∗ x = (r ∗ z) ∗ (r ∗ x) = r ∗ (z ∗ x), so
x ≡α z ∗ x.
If x ∈ X,α ≤ crit(x), then x ≡α r ∗ x but crit(r ∗ x) = max(crit[X]), so
if y = r ∗ x, then x ≡α y and y ∈ Li(X).
(2) Suppose that r ∗ r ∈ Li(X), crit(r) = α and x ≡α y. Then crit(x) < α if
and only if
crit(r ∗ x) = r](crit(x)) 6= max(crit[X])
if and only if r∗x 6∈ Li(X). Similarly, crit(y) < α if and only if r∗y 6∈ Li(X).
Therefore, since r ∗x = r ∗ y, we have crit(x) < α if and only if crit(y) < α.
Now, if crit(x) < α, then
r](crit(y)) = crit(r ∗ y) = crit(r ∗ x) = r](crit(x)) = crit(x).
This is only possible if crit(y) = crit(x).

Proposition 2.48. The congruence ≡α is the smallest congruence on X such that
if crit(x) ≥ α, then x ≡α y for some y ∈ Li(X).
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Proof. Suppose that r ∈ X, r ∗ r ∈ Li(X), crit(r) = α.
If crit(x) ≥ α, then
r ∗ x = (r ∗ r) ∗ (r ∗ x) = r ∗ (r ∗ x),
so x ≡α r ∗ x and r ∗ x ∈ Li(X).
Suppose now that ' is a congruence on X such that if crit(x) ≥ α, then x ' y
for some y ∈ Li(X). Let x, y ∈ X be elements with x ≡α y. Then there is some
s ∈ Li(X) with r ' s. Therefore,
x = s ∗ x ' r ∗ x = r ∗ y ' s ∗ y = y.

Proposition 2.49. If j, k, l ∈ Eλ, then k ≡α l if and only if j ∗ k ≡j(α) j ∗ l.
Proof. This follows from the elementarity of the mapping j. 
Proposition 2.49 partially extends from set theory to algebra.
Proposition 2.50. If x, y ∈ X and x ≡α y, then v ∗ x ≡v](α) v ∗ y.
Proof. Suppose that r ∈ X, crit(r) = α, r ∗ r ∈ Li(X). Then r ∗ x = r ∗ y. Let
s = v ∗ r. Then
s ∗ s = (v ∗ r) ∗ (v ∗ r) = v ∗ (r ∗ r) ∈ Li(X),
crit(s) = v](crit(r)) = v](α),
and
s ∗ (v ∗ x) = (v ∗ r) ∗ (v ∗ x) = v ∗ (r ∗ x)
= v ∗ (r ∗ y) = (v ∗ r) ∗ (v ∗ y) = s ∗ (v ∗ y),
so v ∗ x ≡v](α) v ∗ y. 
Definition 2.51. A permutative LD-system X shall be called critically simple if
there is no non-trivial congruence ' on X such that if x ' y, then x ∈ Li(X) iff
y ∈ Li(X).
It is easy to see that every critically simple permutative LD-system is reduced.
If X is a linear order with greatest element, then the Heyting algebra (X,→) is
critically simple. Each classical Laver table is critically simple.
Definition 2.52. Now suppose that X is a permutative LD-system. Then define
an equivalence relation 'cmx on X where we have x 'cmx y whenever
a ∗ x ∗ b1 ∗ . . . ∗ bn ∈ Li(X)
if and only if
a ∗ y ∗ b1 ∗ . . . ∗ bn ∈ Li(X)
for each choice of a, b1, . . . , bn and n ∈ ω. In particular, if x 'cmx y, then a ∗ x ∈
Li(X) if and only if a ∗ y ∈ Li(X) and x ∈ Li(X) if and only if y ∈ Li(X).
The letters “cmx” stand for “critically maximal.”
Theorem 2.53. Suppose that X is a permutative LD-system.
(1) 'cmx is a congruence on X.
(2) 'cmx is the largest congruence on X where if x 'cmx y, then x ∈ Li(X) iff
y ∈ Li(X).
(3) X is critically simple if and only if 'cmx is the trivial congruence.
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(4) (a) x 'cmx y if and only if whenever t is a term function in the lan-
guage of LD-systems on n + 1 variables and a1, . . . , an ∈ X, then
t(a1, . . . , an, x) ∈ Li(X) if and only if t(a1, . . . , an, y) ∈ Li(X).
(b) Suppose that X is an LD-monoid. Then x 'cmx y if and only if
whenever t is a term function in the language of LD-monoids of n+ 1
variables and a1, . . . , an ∈ X then t(a1, . . . , an, x) = 1 if and only if
t(a1, . . . , an, y) = 1.
(5) Suppose that ' is a congruence on X such that if x ' y, then x ∈ Li(X)
iff y ∈ Li(X). Then X/ ' is critically simple if and only if ' is equal to
'cmx.
Proof. (1) Suppose that x, y, z ∈ X and x 'cmx y. Let a, b1, . . . , bn ∈ X. Then
a ∗ (x ∗ z) ∗ b1 . . . ∗ bn = (a ∗ x) ∗ (a ∗ z) ∗ b1 ∗ . . . ∗ bn ∈ Li(X)
if and only if
a ∗ (y ∗ z) ∗ b1 . . . ∗ bn = (a ∗ y) ∗ (a ∗ z) ∗ b1 ∗ . . . ∗ bn ∈ Li(X).
Therefore x ∗ z 'cmx y ∗ z.
Suppose that x, y, z ∈ X, y 'cmx z and that a, b1, . . . , bn ∈ X. Let N be
a natural number such that tN (a, x) ∈ Li(X). Then
(a ∗ (x ∗ y)) ∗ b1 ∗ . . . ∗ bn = tN+1(a, x) ∗ (tN (a, x) ∗ y) ∗ b1 ∗ . . . ∗ bn
= tN+1(a, x) ∗ y ∗ b1 ∗ . . . ∗ bn.
Similarly,
(a ∗ (x ∗ z)) ∗ b1 ∗ . . . ∗ bn = tN+1(a, x) ∗ z ∗ b1 ∗ . . . ∗ bn.
Therefore, since,
tN+1(a, x) ∗ y ∗ b1 ∗ . . . ∗ bn ∈ Li(X)⇔ tN+1(a, x) ∗ z ∗ b1 ∗ . . . ∗ bn ∈ Li(X),
we conclude that
(a ∗ (x ∗ y)) ∗ b1 ∗ . . . ∗ bn ∈ Li(X)⇔ (a ∗ (x ∗ z)) ∗ b1 ∗ . . . ∗ bn ∈ Li(X).
Therefore x ∗ y 'cmx x ∗ z.
(2) Clearly 'cmx is a congruence where if x 'cmx y, then x ∈ Li(X) iff y ∈
Li(X). Now assume that ' is another congruence where if x ' y, then
x ∈ Li(X) iff y ∈ Li(X). Then whenever x ' y and a, b1, . . . , bn ∈ X, we
have
a ∗ x ∗ b1 ∗ . . . ∗ bn ' a ∗ y ∗ b1 ∗ . . . ∗ bn.
Therefore,
a ∗ x ∗ b1 ∗ . . . ∗ bn ∈ Li(X)
if and only if
a ∗ y ∗ b1 ∗ . . . ∗ bn ∈ Li(X),
so x 'cmx y.
(3) This follows from 2 and the definitions.
(4) The direction ← follows by the definition of 'cmx. For → assume that
x 'cmx y. Suppose that t is an n+1-ary term in the language of LD-systems
for 4a and in the language of LD-monoids for 4b. Then by Proposition 2.40,
the congruence 'cmx is also a congruence with respect to the operation ◦
whenever X is an LD-monoid. Therefore, we have
t(a1, . . . , an, x) 'cmx t(a1, . . . , an, y).
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Therefore,
t(a1, . . . , an, x) ∈ Li(X)
if and only if
t(a1, . . . , an, y) ∈ Li(X).
(5) ← I claim that X/ 'cmx is critically simple. We have z ∈ Li(X) if and
only if [z]cmx ∈ Li(X/ 'cmx). Suppose that [x]cmx, [y]cmx ∈ X/ 'cmx and
[a]cmx ∗ [x]cmx ∗ [b1]cmx ∗ . . . ∗ [bn]cmx ∈ Li(X/ 'cmx)
if and only if
[a]cmx ∗ [y]cmx ∗ [b1]cmx ∗ . . . ∗ [bn]cmx ∈ Li(X/ 'cmx)
for all a, b1, . . . , bn ∈ X. Then
a ∗ x ∗ b1 ∗ . . . ∗ bn ∈ Li(X)
if and only if
a ∗ y ∗ b1 ∗ . . . ∗ bn ∈ Li(X).
Therefore, [x]cmx = [y]cmx. We conclude that X/ 'cmx is critically simple.
→ Suppose that ' is a congruence on X where if x ' y then x ∈ Li(X)
if and only if y ∈ Li(X) but where ' is not equal to 'cmx.
Then there are elements x, y with x 'cmx y, but x 6' y. Therefore,
[x]' 6= [y]'.
However, since x 'cmx y, whenever a, b1, . . . , bn ∈ X, we have
a ∗ x ∗ b1 ∗ . . . ∗ bn ∈ Li(X)
if and only if
a ∗ y ∗ b1 ∗ . . . ∗ bn ∈ Li(X).
Therefore, whenever
[a]', [b1]', . . . , [bn]' ∈ X/ ',
we have
[a]' ∗ [x]' ∗ [b1]' ∗ . . . ∗ [bn]' ∈ Li(X/ ')
if and only if
[a]' ∗ [y]' ∗ [b1]' ∗ . . . ∗ [bn]' ∈ Li(X/ '),
but [x]' 6= [y]'. Therefore X/ ' is not critically simple.

Example 2.54. A subalgebra of a critically simple permutative LD-system is not
necessarily critically simple. For example, every classical Laver table is critically
simple. However, in the classical Laver table A4, the subalgebra
B = {2, 4, 6, 8, 10, 12, 14, 16}
is not critically simple since B |= 2 'cmx 10.
Proposition 2.55. Let X be a permutative LD-system. Suppose that x, x1, . . . , xn ∈
X, and if 1 ≤ m < n, then either
(x ∗ x1 ∗ . . . ∗ xm)](crit(x)) = max(crit[X])
or
(x ∗ (x1 ∗ . . . ∗ xm))](crit(x)) = max(crit[X]).
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Then
x ∗ x1 ∗ . . . ∗ xn = x ∗ (x1 ∗ . . . ∗ xn).
Proof. We shall prove this result by induction on n. For n = 1, the result is clearly
true. Now assume that n > 1. Then for m < n either
(x ∗ x1 ∗ . . . ∗ xn−1)](crit(x)) = max(crit[X])
or
(x ∗ (x1 ∗ . . . ∗ xn−1))](crit(x)) = max(crit[X]).
However, by the induction hypothesis, we have x∗(x1∗. . .∗xn−1) = x∗x1∗. . .∗xn−1,
so in either case,
(x ∗ (x1 ∗ . . . ∗ xn−1))](crit(x)) = max(crit[X]).
Therefore, we have
x ∗ (x1 ∗ . . . ∗ xn−1) ∗ x ∈ Li(X).
Thus,
x ∗ x1 ∗ . . . ∗ xn = (x ∗ x1 ∗ . . . ∗ xn−1) ∗ xn = x ∗ (x1 ∗ . . . ∗ xn−1) ∗ xn
= (x ∗ (x1 ∗ . . . ∗ xn−1) ∗ x) ∗ (x ∗ (x1 ∗ . . . ∗ xn−1) ∗ xn)
= (x ∗ (x1 ∗ . . . ∗ xn−1)) ∗ (x ∗ xn) = x ∗ (x1 ∗ . . . ∗ xn−1 ∗ xn).

Corollary 2.56. Suppose that X is a permutative LD-system. Let x, x1, . . . , xn ∈
X. Suppose that
(x ∗ (x1 ∗ . . . ∗ xm))](crit(x)) ≥ β
or
(x ∗ x1 ∗ . . . ∗ xm)](crit(x)) ≥ β
for 1 ≤ m < n. Then
x ∗ x1 ∗ . . . ∗ xn ≡β x ∗ (x1 ∗ . . . ∗ xn).
Proposition 2.57. Let X be a permutative LD-system. Suppose that x, x1, . . . , xn ∈
X and
crit(x1 ∗ . . . ∗ xm) < crit(x)
for 1 ≤ m < n and
crit(x1 ∗ . . . ∗ xn) ≤ crit(x).
Then
crit(x ∗ x1 ∗ . . . ∗ xn) = x](crit(x1 ∗ . . . ∗ xn)).
Proof. If n = 1, then the result is trivial, so assume that n > 1. Let α = crit(x).
Let
β = min((x ∗ x1)](α), . . . , (x ∗ (x1 ∗ . . . ∗ xn−1))](α)).
Then
x ∗ x1 ∗ . . . ∗ xn ≡β x ∗ (x1 ∗ . . . ∗ xn).
If β = max(crit[X]), then
x ∗ x1 ∗ . . . ∗ xn = x ∗ (x1 ∗ . . . ∗ xn),
so the proof is complete in this case. Now assume that β < max(crit[X]).
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Let r be a natural number such that β = (x ∗ (x1 ∗ . . . ∗ xr))](α). Then
Let y = x1 ∗ . . . ∗ xr. Then crit(y) < α, so let δ be a critical point with
δ < α ≤ y](δ). Then
x](α) ≤ x](y](δ)) = (x ∗ y)](x](δ)) = (x ∗ y)](δ) < (x ∗ y)](α) = β.
Therefore, since crit(x1 ∗ . . . ∗ xn) ≤ α, we have
crit(x ∗ (x1 ∗ . . . ∗ xn)) ≤ x](α) < β,
so since
x ∗ x1 ∗ . . . ∗ xn ≡β x ∗ (x1 ∗ . . . ∗ xn),
we conclude that
crit(x ∗ x1 ∗ . . . ∗ xn) = crit(x ∗ (x1 ∗ . . . ∗ xn)).

Proposition 2.58. Suppose that X is a permutative LD-system and xi ∈ X for
i ∈ {1, . . . , 2n}. Then either
(1) there is some i with
x1 ∗ . . . ∗ xi ∈ Li(X),
or
(2)
|{crit(x1), . . . , crit(x1 ∗ . . . ∗ x2n)}| ≥ n+ 1.
Proof. Suppose that there is no i with x1 ∗ . . . ∗ xi 6∈ Li(X).
By the induction hypothesis, we know that
|{crit(x1), . . . , crit(x1 ∗ . . . ∗ x2n−1)}| ≥ n.
If
|{crit(x1), . . . , crit(x1 ∗ . . . ∗ x2n−1)}| > n,
then the proof is complete. Therefore, assume that
|{crit(x1), . . . , crit(x1 ∗ . . . ∗ x2n−1)}| = n.
Then let r be the least natural number such that
crit(x1 ∗ . . . ∗ xr) = max(crit(x1), . . . , crit(x1 ∗ . . . ∗ x2n−1)).
Case 1: max(crit(xr+1), . . . , crit(xr+1 ∗ . . . ∗ xr+2n−1)) ≥ crit(x1 ∗ . . . ∗ xr). Let s be
the least natural number such that
crit(xr+1 ∗ . . . ∗ xr+s) ≥ crit(x1 ∗ . . . ∗ xr).
Let
β = min{((x1 ∗ . . . ∗ xr) ∗ (xr+1 ∗ . . . ∗ xr+m))](crit(x1 ∗ . . . ∗ xr)) | 1 ≤ m < s}.
Then β > crit(x1 ∗ . . . ∗ xr) and
((x1 ∗ . . . ∗ xr) ∗ (xr+1 ∗ . . . ∗ xr+m))](crit(x1 ∗ . . . ∗ xr)) ≥ β
for 1 ≤ m < s, so
(x1 ∗ . . . ∗ xr) ∗ (xr+1 ∗ . . . ∗ xr+s) ≡β x1 ∗ . . . ∗ xr ∗ xr+1 ∗ . . . ∗ xr+s
Therefore, since
crit((x1 ∗ . . . ∗ xr) ∗ (xr+1 ∗ . . . ∗ xr+s)) = (x1 ∗ . . . ∗ xr)](crit(xr+1 ∗ . . . ∗ xr+s))
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> crit(x1 ∗ . . . ∗ xr),
we have
crit(x1 ∗ . . . ∗ xr ∗ xr+1 ∗ . . . ∗ xr+s) > crit(x1 ∗ . . . ∗ xr)
as well proving that
{crit(x1), . . . , crit(x1 ∗ . . . ∗ x2n)}
has at least n+ 1 elements.
Case 2: max(crit(xr+1), . . . , crit(xr+1 ∗ . . . ∗ xr+2n−1)) < crit(x1 ∗ . . . ∗ xr). In this case,
since
|{crit(xr+1), . . . , crit(xr+1 ∗ . . . ∗ xr+2n−1)}| ≥ n
and
|{crit(x1), . . . , crit(x1 ∗ . . . ∗ x2n−1)}| = n,
there is some m where
crit(xr+1 ∗ . . . ∗ xr+m) 6∈ {crit(x1), . . . , crit(x1 ∗ . . . ∗ x2n−1)}.
Let β = crit(x1 ∗ . . . ∗ xr). Then
x1 ∗ . . . ∗ xr ∗ xr+1 ∗ . . . ∗ xr+m ≡β xr+1 ∗ . . . ∗ xr+m,
so
crit(x1 ∗ . . . ∗ xr ∗ xr+1 ∗ . . . ∗ xr+m)
= crit(xr+1 ∗ . . . ∗ xr+m) 6∈ {crit(x1), . . . , crit(x1 ∗ . . . ∗ x2n−1)}.
We therefore conclude that
{crit(x1), . . . , crit(x1 ∗ . . . ∗ x2n)}
has at least n+ 1 elements. 
Definition 2.59. Suppose that X is a permutative LD-system. Then define a
relation  on X were we set x  y if there is some n ∈ ω along with a1, . . . , an ∈ X
such that y = x ∗ a1 ∗ . . . ∗ an and if 0 ≤ m < n, then x ∗ a1 ∗ . . . ∗ am 6∈ Li(X).
Then  is a pre-ordering on X.
Proposition 2.60. The relation  is a partial ordering on X.
Proof. Suppose to the contrary that  is not a partial ordering. Then there are
distinct x, z with x  z  x. Therefore, there are a0, . . . , an where x∗a0∗. . .∗an = x
but where x ∗ a0 ∗ . . . ∗ am 6∈ Li(X) for all m < n.
Now, let r be such that r < n and crit(x ∗ a0 ∗ . . . ∗ ar) is maximal.
Let y = x ∗ a0 ∗ . . . ∗ ar. Then we have y = y ∗ ar+1 ∗ . . . ∗ an ∗ a0 ∗ . . . ∗ ar.
Therefore, define
b0 = ar+1, . . . , bn−r−1 = an, bn−r = a0, . . . , bn = ar.
Then
y = y ∗ b0 ∗ . . . ∗ bn
and
crit(y ∗ b0 ∗ . . . ∗ bi) ≤ crit(y) < max(crit[X])
for all i.
Let v be the least natural number such that
crit(y ∗ b0 ∗ . . . ∗ bv) = crit(y).
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Then let
β = min((y ∗ b0)](crit(y)), . . . , (y ∗ b0 ∗ . . . ∗ bv−1)](crit(y))).
Then β > crit(y) and since
(y ∗ b0 ∗ . . . ∗ bi)](crit(y)) ≥ β
for 0 ≤ i < v, by Corollary 2.56, we have
y ∗ b0 ∗ . . . ∗ bv ≡β y ∗ (b0 ∗ . . . ∗ bv).
Since
crit(y) = crit(y ∗ b0 ∗ . . . ∗ bv),
and since
y ∗ b0 ∗ . . . ∗ bv ≡β y ∗ (b0 ∗ . . . ∗ bv),
we have
y](b0 ∗ . . . ∗ bv) = crit(y ∗ (b0 ∗ . . . ∗ bv)) = crit(y)
which is a contradiction. 
Proposition 2.61. Let X be a permutative LD-system, and suppose x, y ∈ X \
Li(X). If n is the least natural number with tn(x, y) ∈ Li(X), then
x = t2(x, y) ≺ . . . ≺ tn−1(x, y) ≺ tn(x, y) ∈ Li(X),
and if X is reduced, then
x = t2(x, y) ≺ . . . ≺ tn−1(x, y) = x ◦ y ≺ tn(x, y) = 1.
Proof. This follows from the fact that if m > 2, then
tm(x, y) = t2(x, y) ∗ t1(x, y) ∗ t2(x, y) ∗ . . . ∗ tm−2(x, y)
= x ∗ t1(x, y) ∗ . . . ∗ tm−2(x, y).

From the partial ordering , we obtain the following algorithm for computing
the critically maximal congruence 'cmx.
Algorithm 2.62. Computing the critically maximal congruence: Suppose
that X is a finite reduced permutative LD-system. Then define an equivalence
relation 'rm on X where we have x 'rm y precisely when
x ∗ a1 ∗ . . . ∗ an ∈ Li(X)⇔ y ∗ a1 ∗ . . . ∗ an ∈ Li(X)
whenever n ∈ ω, a1, . . . , an ∈ X. The “rm” in 'rm stands for “right multiple.” The
following steps may be used to compute the critically maximal congruence 'cmx.
(1) Select a bijective function f : X → {0, . . . , N} such that if x ≺ y, then
f(y) < f(x). Let g be the inverse of the function f .
(2) We now compute the partition Pn of {g(0), . . . , g(n)} for all n ∈ {0, . . . , N}
by recursion on n. Let P0 = {1}. For the induction step, suppose that Pn
has been computed already and n < N . Suppose that Pn = {R1, . . . , Rk}.
Then select xi ∈ Ri for 1 ≤ i ≤ k, and let x = g(n+ 1).
If there is some j ∈ {1, . . . , k} where for all b ∈ X there is some l ∈
{1, . . . , k} where x ∗ b, xj ∗ b ∈ Rl, then set
Pn+1 = {R1, . . . , Rj−1, Rj ∪ {x}, Rj+1, . . . , Rk}.
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Otherwise, set
Pn+1 = Pn ∪ {{x}}.
(3) The partition PN corresponds to the equivalence relation 'rm. Therefore,
once PN has been computed, one can compute 'cmx since x 'cmx y if and
only if a ∗ x, a ∗ y ∈ R ∈ PN for some R.
Definition 2.63. An element x in a permutative LD-system X is said to be in-
volutive if x ∗ x ∈ Li(X). Let IX be the set of all involutive elements in X. A
permutative LD-system X is said to be involutive if all of its elements are involu-
tive.
IX is a left-ideal in X, and in particular a sub-LD-system of X.
Proposition 2.64. Suppose X is a permutative LD-monoid and x ∈ IX , y, z ∈ X.
(1) If crit(x) ≤ crit(y), then x ◦ y = x.
(2) If crit(x) > crit(y), then x ◦ y = x ∗ y.
(3) y ≡crit(x) z if and only if x ◦ y = x ◦ z.
(4) If yn ∈ IX , then ym = yn whenever m ≥ n.
Lemma 2.65. If X is a permutative LD-system and x ∈ IX with crit(x) = γ, then
(1) if crit(a) < crit(x), then (x ∗ a)](β) = max(crit[X]) for some β < γ, and
(2) if crit(a) < crit(x), then we have x ∗ a ∗ x ∈ Li(X).
Proof. (1) Suppose that crit(a) < crit(x). Then there is some β with crit(a) ≤
β < crit(x), but where a](β) ≥ crit(x). Therefore, let b ∈ X be an element
with crit(b) = β. Then
(x ∗ a)](β) = (x ∗ a)](crit(b)) = (x ∗ a)](crit(x ∗ b))
= crit((x ∗ a) ∗ (x ∗ b)) = crit(x ∗ (a ∗ b)) = x](a](β)) = max(crit[X]).
(2) We have
crit(x ∗ a ∗ x) = (x ∗ a)](crit(x)) ≥ (x ∗ a)](β) = max(crit[X]).

Lemma 2.66. If x ∈ IX and for 1 ≤ m < n we have x ∗ x1 ∗ . . . ∗ xm 6∈ Li(X) or
crit(x1 ∗ . . . ∗ xm) < crit(x), then
x ∗ (x1 ∗ . . . ∗ xn) = x ∗ x1 ∗ . . . ∗ xn.
Proof. We shall prove this result by induction on n. Suppose that x ∈ IX and
x ∗ x1 ∗ . . . ∗ xm 6∈ Li(X) or crit(x1 ∗ . . . ∗ xm) < crit(x) for 1 ≤ m < n. Then by
the induction hypothesis, for 1 ≤ m < n, we have
x ∗ x1 ∗ . . . ∗ xm = x ∗ (x1 ∗ . . . ∗ xm),
so crit(x1 ∗ . . . ∗ xm) < crit(x) in any case for 1 ≤ m < n. Therefore, by Lemma
2.65, we have
(x ∗ (x1 ∗ . . . ∗ xm))](crit(x)) = max(crit[X])
for 1 ≤ m < n, so by Theorem 2.55, we have x∗x1 ∗ . . .∗xn = x∗ (x1 ∗ . . .∗xn). 
Proposition 2.67. If x, y ∈ IX and crit(x) = crit(y), then x 'cmx y.
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Proof. Suppose that x, y ∈ IX and crit(x) = crit(y). Then it suffices to show that
whenever a, a1, . . . , an ∈ X, we have
(a ∗ x) ∗ a1 ∗ . . . ∗ am 6∈ Li(X)
whenever 1 ≤ m ≤ n if and only if
(a ∗ y) ∗ a1 ∗ . . . ∗ am 6∈ Li(X)
whenever 1 ≤ m ≤ n.
Suppose that
(a ∗ x) ∗ a1 ∗ . . . ∗ am 6∈ Li(X)
whenever 1 ≤ m ≤ n. Then since x, y ∈ IX , we have a ∗ x, a ∗ y ∈ IX as well.
If
(a ∗ x) ∗ a1 ∗ . . . ∗ am 6∈ Li(X)
whenever 1 ≤ m ≤ n, then by Lemma 2.66,
a ∗ x ∗ a1 ∗ . . . ∗ am = a ∗ x ∗ (a1 ∗ . . . ∗ am),
so
crit(a1 ∗ . . . ∗ am) < crit(a ∗ x)
for 1 ≤ m ≤ n. Therefore, we have
crit(a1 ∗ . . . ∗ am) < crit(a ∗ y)
for 1 ≤ m ≤ n, so again by Lemma 2.66, we conclude that
(a ∗ y) ∗ a1 ∗ . . . ∗ am = a ∗ y ∗ (a1 ∗ . . . ∗ am) 6∈ Li(X)
for 1 ≤ m ≤ n.
By the same argument, if
(a ∗ y) ∗ a1 ∗ . . . ∗ am 6∈ Li(X)
whenever 1 ≤ m ≤ n, then
(a ∗ x) ∗ a1 ∗ . . . ∗ am 6∈ Li(X)
whenever 1 ≤ m ≤ n. 
Proposition 2.68. Let X be a permutative LD-system. Then x ∈ IX if and only
if x is a maximal element in {y ∈ X | crit(y) = crit(x)}.
Proof. ←. Suppose that x 6∈ IX . Then x ∗ x 6∈ Li(X), so x ≺ x ∗ x ∗ x, but
crit(x ∗ x ∗ x) = crit(x). Therefore x is not maximal in {y ∈ X | crit(y) = crit(x)}.
→. Suppose that x ∈ IX but x is not maximal in {y ∈ X | crit(y) = crit(x)}.
Then x ≺ y for some y with crit(x) = crit(y). Therefore, there are a1, . . . , an with
x ∗ a1 ∗ . . . ∗ an = y but where x ∗ a1 ∗ . . . ∗ am 6∈ Li(X) whenever 1 ≤ m < n.
Therefore, by Lemma 2.66, we have
y = x ∗ a1 ∗ . . . ∗ an = x ∗ (a1 ∗ . . . ∗ an).
Therefore,
crit(x) = crit(y) = x](crit(a1 ∗ . . . ∗ an)),
which is impossible. 
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3. Multigenic Laver tables
In this chapter, we shall begin to investigate multigenic Laver tables, and we
shall also introduce the notion of a Laver-like LD-system.
Let A be a set. Let A+ be the set of all non-empty words from the alphabet A.
We shall use lowercase letters at the beginning of the alphabet such as a, b, c, d to
denote elements in the alphabet A while we use boldface letters near the end of the
alphabet such as x,y, z to denote strings. We shall write |x| for the length of the
string x (for example, |abcde| = 5). We shall let  denote the prefix ordering on A+.
For example, abc  abcde. We shall let the concatenation operation precede other
operations on strings when there are no parentheses. For example, x∗ya = x∗(ya)
and x ◦ ya = x ◦ (ya).
Definition 3.1. Let A be a finite set, and let L ⊆ A+ be a finite subset which
is downwards closed with respect to the prefix ordering . Suppose M = {xa |
x ∈ L} ∪ A and F = M \ L. We define a binary operation ∗M on M by a double
induction which is descending on x and for all x the induction will be ascending on
y according to the following rules.
(1) If x ∈ F , then x ∗M y = y.
(2) If x ∈ L, then x ∗M b = xb whenever b ∈ A.
(3) If x,y ∈ L, then x ∗M yb = (x ∗M y) ∗M xb whenever x ∗M y has been
defined previously in the induction and where (x ∗M y) ∗M xb has been
previously defined in the induction process. Otherwise, we leave x ∗M yb
undefined.
The algebra (M, ∗M ) shall be known as a finite pre-multigenic Laver table over the
alphabet A. Define Li(M) = F .
The proof of Theorems 3.2 and 3.8 are proven using the same sort of induction
that is needed to show that the classical Laver tables are well-defined and self-
distributive.
Proposition 3.2. Let (M, ∗) be a pre-multigenic Laver table. Then the operation
∗ is defined everywhere. Furthermore,
(i) y and x ∗ y both have the same last element,
(ii) x ∗ zb = xb whenever x ∈M \ Li(M) and x ∗ z ∈ Li(M),
(iii) x ∗ zb has x ∗ z as a proper initial segment whenever x ∗ z ∈M \ Li(M),
(iv) x is a proper initial segment of x ∗ y whenever x ∈M \ Li(M), and
(v) the element x∗y only contains letters which are already contained in the word
xy.
Proof. We shall prove this proposition for each x ∗ y by a double induction which
is decreasing on x, and for each x, we shall proceed by an increasing induction on
y. The case where either x ∈ Li(M) or x 6∈ Li(M),y ∈ A follow directly from the
definition of ∗. Assume therefore that x 6∈ Li(M),y 6∈ A,y = zb. In this case, x ∗ z
has been defined already by the induction hypothesis, and x is a proper prefix of
x ∗ z. Therefore, again by the induction hypothesis, (x ∗ z) ∗ xb has been defined
already. Therefore, x ∗ y is defined to be (x ∗ z) ∗ xb.
(i) x ∗ zb = (x ∗ z) ∗ xb has b as its last element by the inductive hypothesis.
(ii) If x ∗ z ∈ Li(M), then x ∗ zb = (x ∗ z) ∗ xb = xb.
(iii) If x∗z ∈ Li(M), then x∗zb = (x∗z)∗xb has x∗z as a proper initial segment.
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(iv) If x ∗ z ∈ Li(M), then x ∗ y = x ∗ zb = xb which has x as a proper initial
segment. If x∗z ∈M \Li(M), then x∗y has x∗z as a proper initial segment.
However, x ∗ z has x as a proper initial segment.
(v) We have x ∗ y = x ∗ zb = (x ∗ z) ∗ xb. The word, x ∗ y only contains letters
already in the words x ∗ z and xb. However, the word x ∗ z only contains
letters which are already present in x or z. Therefore, x ∗ y only contains
letters which are already present in x, z or b.

Proposition 3.3. If z ∈ M \ Li(M),x ∈ M , then there is some w ∈ M \ Li(M)
such that x ∗ zb = wb for all b ∈ A.
Proof. We shall prove this result by a descending induction on |x|. The case where
x ∈ Li(M) follows from the fact that x ∗ zb = zb for all z ∈M \ Li(M).
Now assume x 6∈ Li(M). Then by the induction hypothesis, there is some w
such that x ∗ zb = (x ∗ z) ∗ xb = wb for all b ∈ B. 
Proposition 3.4. Let M be a pre-multigenic Laver table. Suppose that x,yz ∈M
and x ∗ y ∈ Li(M). Then x ∗ yz = x ∗ z.
Proof. We shall prove this result by induction on the length of z. If z = a, |a| = 1,
then
x ∗ ya = (x ∗ y) ∗ xa = xa = x ∗ a.
Now suppose that z = wa and |w| > 0. Then
x ∗ ywa = (x ∗ yw) ∗ xa = (x ∗w) ∗ xa = x ∗wa.

Corollary 3.5. Let M be a pre-multigenic Laver table. Suppose that x,y1 . . .ynz ∈
M and x ∗ y1, . . . ,x ∗ yn ∈ Li(M). Then x ∗ y1 . . .ynz = x ∗ z.
Proposition 3.6. Let M be a pre-multigenic Laver table over a finite alphabet
A and let B ⊆ A. Let M ′ = M ∩ B+. Then whenever x,y ∈ M ′, we have
x ∗M ′ y = x ∗M y.
We shall now define pre-multigenic Laver tables over infinite alphabets.
Definition 3.7. Suppose now that A is an infinite set, L ⊆ A+ is downwards
closed with respect to , M = A ∪ {xa | x ∈ L, a ∈ A}, and F = M \ L. Then
whenever B,C are finite subsets of A with B ⊆ C, the algebra (M ∩ B+, ∗M∩B+)
is a subalgebra of (M ∩C+, ∗M∩C+). Define a binary operation ∗M on M to be the
union ⋃
B∈[A]<ω
∗M∩B+
where [A]<ω denotes the collection of all finite subsets of A. In other words, the
algebra (M, ∗M ) is the direct limit of the algebras (M ∩ B+, ∗M∩B+) where B
ranges over all finite subsets of A. The algebra (M, ∗M ) shall be called an infinite
pre-multigenic Laver table.
It is easy to see that theorems 3.2 and 3.3 still hold for pre-multigenic Laver
tables when A is infinite.
GENERALIZATIONS OF LAVER TABLES 43
Theorem 3.8. Let (M, ∗) be a pre-multigenic Laver table. Then the operation ∗
is self-distributive if and only if x ∗ y ∈ Li(M) whenever x ∈M,y ∈ Li(M).
Proof. We only need to prove this result for when the alphabet A is finite since the
general case follows as an immediate corollary.
→ Suppose that (M, ∗) is self-distributive. Suppose now that x ∈ M and y ∈
Li(M). Then we have
x ∗ y = x ∗ (y ∗ y) = (x ∗ y) ∗ (x ∗ y).
Thus x ∗ y ∈ Li(M) since otherwise x ∗ y would be a proper initial segment of
(x ∗ y) ∗ (x ∗ y).
←We shall prove that x∗ (y∗z) = (x∗y)∗ (x∗z) by a triple induction; we shall
proceed by a descending induction on |x|, and for each x we shall use a descending
induction on |y|, and for each y we shall perform an ascending induction on |z|.
Case 1: x ∈ Li(M). We have x ∗ (y ∗ z) = y ∗ z and (x ∗ y) ∗ (x ∗ z) = y ∗ z, so
x ∗ (y ∗ z) = (x ∗ y) ∗ (x ∗ z).
Case 2: x 6∈ Li(M),y ∈ Li(M). We have x ∗ (y ∗ z) = x ∗ z. We also have x ∗ y ∈
Li(M), so (x ∗ y) ∗ (x ∗ z) = x ∗ z as well. Therefore x ∗ (y ∗ z) = (x ∗ y) ∗ (x ∗ z)
in this case.
Case 3: x 6∈ Li(M),y 6∈ Li(M), z ∈ A. Let z = c. Then
x ∗ (y ∗ c) = x ∗ yc = (x ∗ y) ∗ xc = (x ∗ y) ∗ (x ∗ c).
Case 4: x 6∈ Li(M),y 6∈ Li(M), z 6∈ A. Suppose that z = wc.
Then
(2) x ∗ (y ∗ z) = x ∗ (y ∗wc) = x ∗ ((y ∗w) ∗ (y ∗ c)).
Since y is a proper prefix of y ∗w, by the induction hypothesis, we have
(3) x ∗ ((y ∗w) ∗ (y ∗ c)) = (x ∗ (y ∗w)) ∗ (x ∗ (y ∗ c)).
Since |w| < |z| and |c| < |z|, we have x ∗ (y ∗w) = (x ∗y) ∗ (x ∗w) and x ∗ (y ∗ c) =
(x ∗ y) ∗ (x ∗ c), so
(4) (x ∗ (y ∗w)) ∗ (x ∗ (y ∗ c))
= ((x ∗ y) ∗ (x ∗w)) ∗ ((x ∗ y) ∗ (x ∗ c))
= (x ∗ y) ∗ ((x ∗w) ∗ (x ∗ c))
= (x ∗ y) ∗ (x ∗wc) = (x ∗ y) ∗ (x ∗ z).
Therefore by combining 2,3,4, we conclude that x ∗ (y ∗ z) = (x ∗y) ∗ (x ∗ z). 
Definition 3.9. A multigenic Laver table is a left-distributive pre-multigenic Laver
table.
Most pre-multigenic Laver tables are not left-distributive since there are only
147 multigenic Laver tables over the alphabet {0, 1} of cardinality at most 120.
Theorem 3.10. Suppose that M is a pre-multigenic Laver table over an alphabet
A. Let X be an LD-system and suppose that xa ∈ X whenever a ∈ A. Furthermore,
suppose that whenever a1 . . . an ∈ Li(M) and a ∈ A, we have xa = xa1 ∗. . .∗xan ∗xa.
Then define a mapping φ : M → X by letting φ(a1 . . . an) = xa1 ∗ . . . ∗ xan . Then
φ is a homomorphism.
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Proof. We shall prove that φ(a ∗ b) = φ(a) ∗ φ(b) by a double induction which is
descending on a and for each a we shall proceed by ascending induction on b. Let
a = a1 . . . am,b = b1 . . . bn.
Case 1: a ∈ Li(M). Suppose that a ∈ Li(M). Then
φ(a ∗ b) = φ(b) = xb1 ∗ . . . ∗ xbn .
On the other hand, we have
φ(a) ∗ φ(b) = (xa1 ∗ . . . ∗ xam) ∗ (xb1 ∗ . . . ∗ xbn)
= (xa1 ∗ . . . ∗ xam ∗ xb1) ∗ . . . ∗ (xa1 ∗ . . . ∗ xam ∗ xbn) = xb1 ∗ . . . ∗ xbn .
Therefore, we have φ(a ∗ b) = φ(a) ∗ φ(b) in this case.
Case 2: a 6∈ Li(M),b ∈ A. Suppose that b = b for some b ∈ A. Then
φ(a ∗ b) = φ(ab) = xa1 ∗ . . . ∗ xam ∗ xb,
and
φ(a) ∗ φ(b) = (xa1 ∗ . . . ∗ xam) ∗ xb = xa1 ∗ . . . ∗ xam ∗ xb
as well (this case follows without using the induction hypothesis).
Case 3: a 6∈ Li(M),b 6∈ A. Suppose that b = cbn. Thus, by applying the induction
hypothesis several times, we have
φ(a ∗ b) = φ(a ∗ cbn) = φ((a ∗ c) ∗ abn)
= φ(a ∗ c) ∗ φ(abn)
= (φ(a) ∗ φ(c)) ∗ (φ(a) ∗ φ(bn))
= φ(a) ∗ (φ(c) ∗ φ(bn))
= φ(a) ∗ φ(cbn) = φ(a) ∗ φ(b).

Definition 3.11. An LD-system X is said to be Laver-like if Li(X) is a left-ideal in
X and whenever xn ∈ X for each n ∈ ω there is some n where x0 ∗ . . .∗xn ∈ Li(X).
In other words, the Laver-like LD-systems are precisely the LD-systems that
satisfy the Laver-Steel Theorem (theorems 2.8 and 2.9). Every Laver-like LD-
system is permutative (see Proposition 2.10), and if X is Laver-like, then crit[X] is
well-ordered (otherwise, if crit(x0) > crit(x1) > . . ., then x0 ∗ . . . ∗ xn 6∈ Li(X) for
all n).
Definition 3.12. An LD-system X is said to be locally Laver-like if Li(X) is a
left-ideal in X and whenever Y is a finitely generated subalgebra of X and xn ∈ Y
for each n ∈ ω there is some n where x0 ∗ . . . ∗ xn ∈ Li(X).
Definition 3.13. Suppose now that X is an LD-system such that Li(X) is a left
ideal in X. Suppose furthermore that A is a set, xa ∈ X for each a ∈ A, and
whenever B is a finite subset of A and bn ∈ B for all n ∈ ω there is some n where
xb0 ∗ . . . ∗ xbn ∈ Li(X). Then define M(xa)a∈A to be the set of all strings a1 . . . an
such that if 1 ≤ m < n, then xa1 ∗ . . .∗xam 6∈ Li(X). We shall write M((xa)a∈A, X)
if the algebra X is not clear from context. Take note that M(xa)a∈A ∩ B+ is
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finite whenever B is a finite subset of A; otherwise if M(xa)a∈A ∩ B+ is infinite,
then by Konig’s lemma, there would be an infinite string (an)n∈ω ∈ Bω such that
a0 . . . an ∈ M(xa)a∈A for all n which forms a contradiction. The set of strings
M(xa)a∈A is the underlying set of a pre-multigenic Laver table.
Recall that an algebra X is locally finite if every finitely generated subalgebra
of X is finite.
Corollary 3.14. Every locally Laver-like LD-system is a locally finite LD-system.
Proof. Let X be a locally Laver-like LD-system. Suppose A is a finite set and xa ∈
X for a ∈ A. Then define φ : M((xa)a∈A) → X to be the homomorphism where
φ(a1 . . . an) = xa1 ∗ . . . ∗ xan for each a1, . . . , an ∈M((xa)a∈A). Then M((xa)a∈A)
is finite. Furthermore, φ[M((xa)a∈A)] is the subalgebra of X generated by {xa |
a ∈ A}. Since each φ[M((xa)a∈A)] is finite, we conclude that X is locally finite. 
Corollary 3.15. Suppose that X is a finitely generated sub-LD-system or a finitely
generated sub-LD-monoid of Eλ. Then
(1) X/ ≡γ is finite whenever γ < λ is a limit ordinal, and
(2) the set of ordinals {crit(j) | j ∈ X} has order type ω.
Theorem 3.16. Let X be an LD-system such that Li(X) is a left-ideal. Suppose
that A is a set and xa ∈ X for a ∈ A. Suppose furthermore that whenever B is a
finite subset of A and bn ∈ B for n ∈ ω, there is some n where xb0∗. . .∗xbn ∈ Li(X).
Then M(xa)a∈A is a multigenic Laver table.
Proof. Let M = M(xa)a∈A. By Theorem 3.10, the mapping φ : M → X defined
by φ(a1 . . . an) = xa1 ∗ . . . ∗ xan is a homomorphism, and it is easy to see that
a ∈ Li(M) if and only if φ(a) ∈ Li(X).
Now assume that a ∈ M,b ∈ Li(M). Then φ(b) ∈ Li(X), so φ(a ∗ b) =
φ(a) ∗ φ(b) ∈ Li(X). Therefore, a ∗ b ∈ Li(M) as well. We conclude by Theorem
3.8 that M is self-distributive. 
Remark 3.17. It turns out that every multigenic Laver table is of the form M(xa)a∈A
since if M is a multigenic Laver table over an alphabet A, then since A ⊆ M , we
have M = M((a)a∈A).
Proposition 3.18. Suppose that X is a LD-system generated by a set A such that
Li(X) is a left-ideal. Then
(1) X is Laver-like if and only if whenever an ∈ A for each n ∈ ω, there is
some n where a0 ∗ . . . ∗ an ∈ Li(X), and
(2) X is locally Laver-like if and only if whenever B is a finite subset of A and
an ∈ B for each n ∈ ω, there is some n where a0 ∗ . . . ∗ an ∈ Li(X).
Proof. (1) The direction → is trivial, so we shall only prove the direction
←. The algebra M((xa)a∈A) is a well-founded multigenic Laver table and
hence a Laver-like algebra. Since the algebra X is a quotient LD-system of
M((xa)a∈A) and M((xa)a∈A) is a Laver-like algebra, we conclude that X
is also a Laver-like algebra.
(2) As before, the direction → is trivial. The direction ← follows from 2.

Proposition 3.19. Let X be an LD-system. Then the following are equivalent.
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(1) X is locally Laver-like.
(2) X is locally finite and permutative.
(3) X is permutative and 〈a1, . . . , an〉 has only finitely many critical points
whenever a1, . . . , an ∈ X.
Let X be a totally ordered set with greatest element 1. Then the Heyting algebra
(X,→) is a locally Laver-like LD-system.
Proposition 3.20. Let X be a totally ordered set with greatest element 1. Let
(M, ∗) = M((x)x∈X , (X,→). Then the operation ∗ can be completely described
according to the following rules:
(1) If (x1, . . . , xm) ∈ X+, then (x1, . . . , xm) ∈ M if and only if x1 > x2 >
. . . > xm−1 and either m = 1 or x1 < 1.
(2) (x1, . . . , xm) ∈ Li(M) precisely when m ≥ 2, xm ≥ xm−1 or m = 1, x1 = 1.
(3) If (x1, . . . , xm) ∈ Li(M) and (y1, . . . , yn) ∈M , then
(x1, . . . , xm) ∗ (y1, . . . , yn) = (y1, . . . , yn).
(4) If (x1, . . . , xm) ∈M \ Li(M) and yn < xm, then
(x1, . . . , xm) ∗ (y1, . . . , yn) = (x1, . . . , xm, yi, . . . , yn)
where i is the least natural number with yi < xm.
(5) If (x1, . . . , xm) ∈M \ Li(M), then
(x1, . . . , xm) ∗ (y1, . . . , yn) = (x1, . . . , xm, yn)
whenever yn ≥ xm.
Definition 3.21. Let n ∈ ω. Let M = {a, . . . , a2n}. Then (M, ∗M ) is a pre-
multigenic Laver table. Let An = ({1, . . . , 2n}, ∗n) where ∗n is the unique operation
such that ax∗
ny = ax ∗M ay for all x, y ∈ {1, . . . , 2n}. We shall call the algebra An
the n-th classical Laver table.
Proposition 3.22. (1) The classical Laver table An is self-distributive for all
natural numbers n.
(2) If A is a non-empty set, then (A≤2
n
)+ is a multigenic Laver table.
Proof. (1) We shall prove this result by induction on n. The case where
n = 0 is trivial so assume n > 0. Let M = {a1, . . . , a2n} and let N =
{a1, . . . , a2n−1}. Then by the induction hypothesis, N is a multigenic Laver
table. Define a mapping φ : M → N by letting φ(ax) = ax for x ≤ 2n−1
and φ(ax) = ax−2
n−1
for x > 2n−1. Then by Theorem 3.10, the mapping φ
is a homomorphism. Also, define φ : {1, . . . , 2n} → {1, . . . , 2n−1} by letting
φ(x) = (x)2n−1
Let x ∈ {1, . . . , 2n}. Then let y be the least natural number such that
aφ(x) ∗N ay ∈ Li(N). Then y is a power of 2, since otherwise there are p, q
where 2n−1 = py + q and 1 ≤ q < y, and therefore
aφ(x) ∗ a2n−1 = aφ(x)) ∗ aq 6∈ Li(N)
by Corollary 3.5, a contradiction.
Now,
φ(ax ∗M ay) = aφ(x) ∗N ay = a2n−1 .
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Therefore, ax ∗M ay = a2n−1 or ax ∗M ay = a2n . If ax ∗M ay = a2n , then
our proof is complete. Now assume that ax ∗M ay = a2n−1 .
Then I claim that ax ∗M a2y = a2n .
If y < 2n−1, then for 1 ≤ q < y, we have
φ(ax ∗M ay+q) = aφ(x) ∗N ay+q = aφ(x) ∗N aq 6∈ Li(N).
If y = 2n−1, then
φ(ax ∗M ay+q) = aφ(x) ∗N aq 6∈ Li(N)
as well. Therefore, ax∗May+q 6∈ Li(M) for 1 ≤ q < y in any case. Therefore,
since ax ∗M as 6∈ Li(M) whenever 1 ≤ s < 2y, we conclude that ax ∗M ay is
a proper substring of ax ∗M a2y. Therefore, since φ(ax ∗M a2y) = aφ(x) ∗N
aφ(2y) ∈ Li(N), we conclude that ax ∗M a2y = a2n−1 or ax ∗M a2y = a2n .
Since ax∗May is a proper prefix of ax∗Ma2y, we deduce that ax∗Ma2y = a2n .
Now, since ax ∗M a2y = a2n and 2y is a factor of 2n, by Corollary 3.5, we
conclude that ax ∗M a2n ∈ Li(M). Therefore M is self-distributive by
Theorem 3.8.
(2) It is easy to see that (A≤2
n
)+ = M((1)a∈A, An). Therefore, since each An
is Laver-like, the algebra (A≤2
n
)+ is also self-distributive.

Let M be a multigenic Laver table and let α ∈ crit[M ]. Then let M  α be the
set of all strings x so that if y is a non-empty proper prefix of x, then crit(y) < α.
Proposition 3.23. Suppose that M is a finite multigenic Laver table and α ∈
crit[M ] \ {max(crit[M ])}. Let x ∈ M be a string such that x](β) = max(crit[M ])
if and only if β ≥ α.
(1) M  α is a multigenic Laver table.
(2) Define a mapping φ : M  α→M by letting φ(y) = x ∗M y. Then φ is an
injective homomorphism.
(3) The mapping L : M →M  α defined by L(a1 . . . an) = a1 ∗Mα . . . ∗Mα an
is a surjective homomorphism between algebras.
(4) Define a mapping ∆ : M →M by ∆(y) = x ∗ y. Then ∆ = φL and
ker(∆) = ker(L) = (≡α).
Proof. (1) I claim that M  α = M((xa)a∈A,M).
Observe that M((xa)a∈A,M) ⊆ M ; if a1 . . . an 6∈ M , then a1 . . . am ∈
Li(M) for some m < n, so
xa1 ∗M · · · ∗M xam = x ∗M a1 . . . am ∈ Li(M),
hence
a1 . . . an 6∈M((xa)a∈A,M).
Suppose now that y = a1 . . . an ∈ M . Then y ∈ M  α if and only if
critM (z) < α whenever ε 6= z ≺ y if and only if x ∗M z 6∈ Li(M) whenever
ε 6= z ≺ y if and only if
xa1 ∗M . . . ∗M xam 6∈ Li(M)
whenever 1 ≤ m < n if and only if y ∈ M((xa)a∈A,M). Therefore, M 
α = M((xa)a∈A,M), so M  α is a multigenic Laver table.
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(2) The mapping φ is a homomorphism by Theorem 3.10. Suppose now that
a1 . . . am, b1 . . . bn are distinct strings in M  α. If a1 . . . am is a prefix of
b1 . . . bn, then x ∗M a1 . . . am is a proper prefix of x ∗M b1 . . . bn. If b1 . . . bn
is a proper prefix of a1 . . . am, then x ∗M b1 . . . bn is a proper prefix of
x∗M a1 . . . am. If a1 . . . am, b1 . . . bn are incomparable by , then let r be the
least natural number such that ar 6= br. If r = 1, then xa1 is incomparable
with xb1, so x ∗M a1 . . . am must be incomparable with x ∗M b1 . . . bn. If
r > 1, then
x ∗M a1 . . . ar = (x ◦M a1 . . . ar−1)ar
is a prefix of x ∗M a1 . . . am while
x ∗M a1 . . . ar−1br = (x ◦M a1 . . . ar−1)br
is a prefix of x ∗M b1 . . . bm. We therefore conclude that x ∗M a1 . . . am and
x ∗M b1 . . . bn are incomparable in this case. In any case,
φ(a1 . . . am) = x ∗M a1 . . . am 6= x ∗M b1 . . . bn = φ(b1 . . . bn),
so the mapping φ is injective.
(3) Suppose a1 . . . an ∈ Li(M). Then
φL(a1 . . . an) = φ(a1 ∗Mα · · · ∗Mα an) = φ(a1) ∗M · · · ∗M φ(an)
= (x ∗M a1) ∗M · · · ∗M (x ∗M an) = x ∗M (a1 . . . an) ∈ Li(M).
Therefore, since φ is an injective homomorphism, we conclude that
L(a1 . . . an) ∈ Li(M  α).
Therefore, the mapping L is a homomorphism by Theorem 3.10. The map-
ping L is surjective since L is a homomorphism, L(a) = a for each a ∈ A,
and A generates M  α.
(4) By the proof of 3, we know that ∆ = φL. Since φ is injective, ker(∆) =
ker(L). Now let c ∈ M, critM (c) = α, c ∗M c ∈ Li(M). Define a mapping
∆′ : M →M by letting ∆′(x) = c ∗M x. Then ker(L) = ker(∆′) = (≡α).

Theorem 3.24. Suppose that M,N are finite multigenic Laver tables over the
alphabet A and φ : M → N is a homomorphism such that φ(a) = a for each a ∈ A.
Then N = M  α for some α ∈ crit[M ].
Proof. Let α be the critical point in crit[M ] such that φ(x) ∈ Li(N) if and only if
critM (x) ≥ α. Let L : M →M  α be the mapping defined by
L(a1 . . . an) = a1 ∗Mα · · · ∗Mα an.
Then since ker(L) = (≡α) ⊆ ker(φ), there exists a unique homomorphism φ′ : M 
α → N such that φ′L = φ. We shall now show that φ′ is the identity function.
First observe that φ′(a) = a for a ∈ A and that x ∈ Li(M  α) if and only if
φ(x) ∈ Li(M). We shall show that φ′(x) = x by induction on |x|. The case when
|x| = 1 has already been established, so assume x = ya, |x| > 1. Then
φ′(x) = φ′(ya) = φ′(y ∗Ma a) = φ′(y) ∗N φ′(a) = y ∗N a = ya = x.
Therefore, φ′ is the identity function. Thus, since φ′ is the identity function, N =
M  α. 
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The following theorem shows how one can extend a multigenic Laver table to a
larger multigenic Laver table with higher critical points.
Theorem 3.25. Let M be finite a multigenic Laver table and suppose crit[X] \
{max(crit[X])} has a maximum α. Let N = M  α. Let J = Li(N) \ Li(M). Then
M = N ∪ {xy | x ∈ J,y ∈ N}. In particular, we have |M | = |N | · (|J |+ 1).
Corollary 3.26. Suppose that M,N are finite multigenic Laver tables over an
alphabet A and φ : M → N is a homomorphism with φ(a) = a for each a ∈ A.
Then |M ||N | is a natural number.
Corollary 3.27. Let M be a finite multigenic Laver table over an alphabet A. Let
|crit[M ]| = n + 1. Then there are x0, . . . , xn where |M | = x0 · . . . · xn, x0 = |A|,
and for each i, we have 2 ≤ xi+1 ≤ x0 · . . . · xi(1− 1x0 ) + 2.
The following result gives a duality between multigenic Laver tables and critically
simple Laver-like LD-systems. Suppose that M is a multigenic Laver table over an
alphabet A. Then let ∆(M) = (([a]'cmx)a∈A,M/ 'cmx) where ' is the critically
maximum congruence on M .
Theorem 3.28. (1) If M is a multigenic Laver table over an alphabet A, then
M(∆(M)) = M .
(2) If X is a locally Laver-like LD-system, xa ∈ X for a ∈ A, and (xa)a∈A
generates X, then there is a unique homomorphism ι : X → ∆(M(X))
such that ι(xa) = [a]cmx for each a ∈ A. The mapping ι is surjective, and
ι is an isomorphism precisely when X is critically simple.
4. Generalized distributivity and partially pre-endomorphic Laver
tables
In this chapter, we shall generalize the notion of a multigenic Laver table further
to the universal algebraic setting of partially endomorphic Laver tables and twist-
edly endomorphic Laver tables. The partially endomorphic Laver tables could have
an arbitrary number of fundamental operations of arbitrary arity. Furthermore,
only some of the operations in partially endomorphic Laver tables are required to
be self-distributive. For example, if none of the operations in a partially endomor-
phic Laver table are declared to be self-distributive, then the partially endomorphic
Laver table is simply a term algebra. The twistedly endomorphic Laver tables use
associative operations to generalize the n-ary self-distributive identity in such a way
that the twistedly endomorphic Laver tables still satisfy this identity. In the next
chapter, we shall generalize the notions of a permutative LD-system and a Laver-
like LD-systems to a universal algebraic setting, and we shall use these algebras
to construct partially endomorphic Laver tables and twistedly endomorphic Laver
tables.
We shall now motivate the notion of these partially endomorphic Laver tables
by extending the notion of self-distributivity to algebras of arbitrary type.
Definition 4.1. A multi-LD-system is an algebra (X, (∗a)a∈A) where ∗a is a binary
operation on X and where x∗a(y∗bz) = (x∗ay)∗b(x∗az) whenever a, b ∈ A, x, y, z ∈
X.
For example, every distributive lattice (X,∧,∨) is a multi-LD-system.
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Definition 4.2. Suppose that (X, (∗a)a∈A) is an algebra where each ∗a is a binary
operation on X. Then define the hull of (X, (∗a)a∈A) to be the algebra (X ×A, ∗)
where ∗ is defined by letting (x, a) ∗ (y, b) = (x ∗a y, b) for x, y ∈ X, a, b ∈ A.
An algebra (X, (∗a)a∈A) is a multi-LD-system if and only if its hull (X×A, ∗) is
an LD-system. Furthermore, if (X, (∗a)a∈A) is a multi-LD-system freely generated
by a set F , then (X ×A, ∗) is an LD-system freely generated by the set F ×A.
The notion of an LD-system can also be generalized to ternary self-distributivity.
Suppose that X is a set and t is a ternary operation on the set X. Then we shall say
that t is left-distributive if t(a, b, t(x, y, z)) = t(t(a, b, x), t(a, b, y), t(a, b, z)) for each
a, b, x, y, z ∈ X. Suppose that X is a set and t is a ternary operation on X. Then
for each a, b ∈ X, define a mapping La,b : X → X by letting Lt,a,b(x) = t(a, b, x)
for all x ∈ X. Then t is left-distributive if and only if for all a, b ∈ X, the mapping
Lt,a,b is an endomorphism of (X, t). Therefore the ternary self-distributive algebras
are motivated as being algebras with many inner endomorphisms. Ternary self-
distributive algebras (in particular, ternary racks and quandles) have been studied
in the papers [22] and [5]. Furthermore, multi-LD-systems were studied in [14].
Example 4.3. Suppose that X is a set and m is a ternary operation on X. For
a ∈ X, define ∗a by x ∗a y = m(a, x, y). Then (X,m) is a median algebra if
m(x, x, y) = x,m(x, y, z) = m(y, z, x) = m(x, z, y)
for each x, y, z ∈ X and (X, (∗a)a∈A) is a multi-LD-system [2]. If (X,m) is a median
algebra, then the operation m is a ternary self-distributive operation.
If X is a distributive lattice and m is defined by
m(x, y, z) = (x ∧ y) ∨ (x ∧ z) ∨ (y ∧ z),
then (X,m) is a median algebra and
m(x, y, z) = (x ∨ y) ∧ (x ∨ z) ∧ (y ∨ z)
as well.
If (X,E) is an unrooted tree, then whenever x, y ∈ X there is a unique path
[x, y] from x to y. Furthermore, if x, y, z ∈ X, then [x, y] ∩ [x, z] ∩ [y, z] has a
unique element. Therefore, define an operation m on X by letting {m(x, y, z)} =
[x, y] ∩ [x, z] ∩ [y, z]. Then (X,m) is a median algebra.
As with multi-LD-systems, one can take the hull of a ternary self-distributive
algebra. Suppose that X is a set and t is a ternary operation on X. Define a
binary operation ∗ on X2 by letting (a, b) ∗ (x, y) = (t(a, b, x), t(a, b, y)). We shall
call (X2, ∗) the hull of (X, t). Then the operation t is self-distributive if and only
if (X2, ∗) is an LD-system. If (X, t) is a ternary self-distributive algebra freely
generated by a single element, then the hull (X2, ∗) contains a free left-distributive
subalgebra on infinitely many generators.
Definition 4.4. Suppose that F is a set of function symbols, E ⊆ F , F = F \ E,
and X = (X, (tX )t∈E , (fX )f∈F ). Then whenever t ∈ E is n+1-ary and a1, . . . , an ∈
X, define a function Lt,a1,...,an : X → X by letting Lt,a1,...,an(x) = t(a1, . . . , an, x).
Then we shall say that X is partially endomorphic of type (E,F ) if and only if
whenever t ∈ E is n + 1-ary and a1, . . . , an ∈ X, the mapping Lt,a1,...,an is an
endomorphism from X to X . If F = ∅, then we shall call X an endomorphic
algebra.
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In other words, X is a partially endomorphic algebra if and only if whenever
t ∈ E is n+ 1-ary and g ∈ F is m-ary, we have
t(a1, . . . , an, g(x1, . . . , xm)) = g(t(a1, . . . , an, x1), . . . , t(a1, . . . , an, xm)).
Definition 4.5. If X = (X, (tX )t∈E) is an algebra where each t ∈ E has arity
nt + 1, then define the hull Γ(X ) to be the algebra ((
⋃
t∈E{t} ×Xnt , ∗) where ∗ is
defined by
(s, x1, . . . , xns) ∗ (t, y1, . . . , ynt) = (t, s(x1, . . . , xns , y1), . . . , s(x1, . . . , xns , ynt)).
The algebra X is endomorphic if and only if the hull Γ(X ) is an LD-system.
We shall now proceed to define the partially pre-endomorphic Laver tables.
Definition 4.6. If (X1,≤), . . . , (Xn,≤) are posets, then the lexicographic ordering
≤ on X1 × . . .×Xn is the partial ordering where (x1, . . . , xn) < (y1, . . . , yn) if and
only if (x1, . . . , xn) 6= (y1, . . . , yn) and xi < yi where i is the least natural number
such that xi 6= yi.
Definition 4.7. If F is a set of function symbols, and X is a set of variables, then
we shall write TF (X) for the set of all terms over the language F with variables in
X.
Definition 4.8. Now suppose that F is a set of function symbols, X is a set of
variables, E ⊆ F , F = F \E, and each f ∈ F has arity nf . We shall use lower-case
fractur letters f, g to denote function symbols in F while the letters f, g, h shall
denote function symbols in E. Suppose that fx is a function symbol of arity nf
whenever f ∈ E. Let G = {fx | f ∈ E, x ∈ X} ∪ F .
Give the set TG(X) the partial ordering  where we set u  v if u is a subterm
of v.
Let L ⊆ TG(X) be a subset satisfying the following conditions:
(1) L is a downwards closed subset of (TG(X),).
(2) X ⊆ L.
(3) fx(`1, . . . , `n) ∈ L if and only if fy(`1, . . . , `n) ∈ L.
(4) If `1, . . . , `n ∈ L, then g(`1, . . . , `n) ∈ L.
Let Ω = {(f, `1, . . . , `nf ) | f ∈ E, `1, . . . , `nf ∈ L}.
We shall now use transfinite induction to assign some of the elements in Ω
an ordinal which we shall call the rank, and during this induction process, we
shall construct a partial function g] : Lng+1 → L for each g ∈ E. The element
g](`1, . . . , `n, `) will be defined whenever (g, `1, . . . , `n) has a rank.
If fx(`1, . . . , `nf ) 6∈ L, then we shall say that the rank of (f, `1, . . . , `nf ) is 0. If
the rank of (f, `1, . . . , `nf ) is 0, then define f
](`1, . . . , `nf , `) = `.
Now suppose that α > 0 is an ordinal. Suppose now that (g, `1, . . . , `n) has not
been assigned a rank yet. Then define a partial function Q(g,`1,...,`n),α : L→ L by
induction on ` ∈ L by letting
(i) Q(g,`1,...,`n),α(x) = gx(`1, . . . , `n) whenever x ∈ X,
(ii) if ` = f(u1, . . . , um), then
Q(g,`1,...,`n),α(`) = f(Q(g,`1,...,`n),α(u1), . . . , Q(g,`1,...,`n),α(um))
whenever Q(g,`1,...,`n),α(u1), . . . , Q(g,`1,...,`n),α(un) have been defined already.
Otherwise, we shall leave Q(g,`1,...,`n),α(`) undefined, and
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(iii) if ` = fx(u1, . . . , um), then define
Q(g,`1,...,`n),α(`) = f
](Q(g,`1,...,`n),α(u1), . . . , Q(g,`1,...,`n),α(un), gx(`1, . . . , `n))
whenever Q(g,`1,...,`n),α(u1), . . . , Q(g,`1,...,`n),α(un) have been defined already
and (f,Q(g,`1,...,`n),α(u1), . . . , Q(g,`1,...,`n),α(un)) has rank less than α, and we
shall leave Q(g,`1,...,`n),α(`) undefined otherwise.
We say that the rank of (g, `1, . . . , `n) is α if Q(g,`1,...,`n),α is a total function. If
(g, `1, . . . , `n) has rank α, then define
g](`1, . . . , `n, `) = Q(g,`1,...,`n),α(`)
for each ` ∈ L.
If for each (f, `1, . . . , `n) ∈ Ω, there is some ordinal α such that
rank((f, `1, . . . , `n)) = α,
then we shall say that the set L is operable. If L is operable, then the operations
g] are all total operations. If L is operable, then we shall call (L, (g])g∈E , F ) a
well-founded partially pre-endomorphic Laver table.
We shall write On for the class of all ordinals.
Lemma 4.9. Suppose that L ⊆ TG [X] is downwards closed with respect to .
Furthermore, suppose that ∇ : Ω → On be function such that ∇(f, `1, . . . , `n) = 0
if and only if fx(`1, . . . , `n) 6∈ L. Then suppose that for each f ∈ E, f• : Lnf+1 → L
is a function such that
(1) f•(`1, . . . , `n, `) = ` whenever ∇(f, `1, . . . , `n) = 0,
(2) If ∇(f, `1, . . . , `n) > 0, then f•(`1, . . . , `n, x) = fx(`1, . . . , `n),
(3) if g ∈ F and u1, . . . , um ∈ L, then
f•(`1, . . . , `n, g(u1, . . . , um)) = g(f•(`1, . . . , `n, u1), . . . , f•(`1, . . . , `n, um)),
and
(4) if g ∈ E, u1, . . . , um ∈ L, x ∈ X, then
f•(`1, . . . , `n, gx(u1, . . . , um))
= g•(f•(`1, . . . , `n, u1), . . . , f•(`1, . . . , `n, um), fx(`1, . . . , `n))
and ∇(f, `1, . . . , `n) > ∇(g, f•(`1, . . . , `n, u1), . . . , f•(`1, . . . , `n, um)).
Then L is operable, f• = f ] for each f ∈ E, and
rank(f, `1, . . . , `n) ≤ ∇(f, `1, . . . , `n)
whenever f ∈ E, `1, . . . , `n ∈ L.
Example 4.10. Every pre-multigenic Laver table is isomorphic a pre-endomorphic
Laver table with one fundamental operation of arity 2. Let X be a set. Suppose that
M is a multigenic Laver table over X. Then let j be a unary function symbol. Let L
be the set of all terms of the form jxm ◦ . . .◦jx2(x1) such that the string x1x2 . . . xm
belongs to M . Define a mapping φ : (M, ∗) → (L, j]) by letting φ(x1 . . . xm) =
jxm ◦ . . . ◦ jx2(x1). Then the mapping φ is an isomorphism of algebras. This
construction gives a one-to-one correspondence between the pre-multigenic Laver
tables and the pre-endomorphic Laver tables with one fundamental operation of
arity 2.
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Definition 4.11. If t is a term in TG(X), then we shall say a variable x is present
in t if x is a subterm of t. We shall say that a variable x is operationally present
in t if some term of the form fx(`1, . . . , `n) is a subterm of t. For example, y is
present but not operationally present in fx(y), but x is operationally present but
not present in fx(y). We shall say that some function symbol g ∈ G is present in a
term t if g(u1, . . . , um) is a subterm of t for some u1, . . . , um. We shall say that a
function symbol f ∈ E is present in t if some fx is present in t. For example, f is
present in fx(y).
Proposition 4.12. Suppose that L is operable and f ∈ E, `1, . . . , `n, ` ∈ L.
(1) If g ∈ E and g is present in f ](`1, . . . , `n, `), then g = f or g is present in
`1, . . . , `n, `.
(2) If g ∈ F and g is present in f ](`1, . . . , `n, `), then g is present in `1, . . . , `n, `.
(3) If x is present or functionally present in f ](`1, . . . , `n, `), then x is present
or functionally present in `1, . . . , `n, `.
Definition 4.13. Suppose now that f ∈ E is n-ary, `1, . . . , `n are terms in TG(X),
and t(x1, . . . , xl) is a term in TG(X). Then we shall write t(x1, . . . , xl)⊗(f, `1, . . . , `n)
for the term t(fx1(`1, . . . , `n), . . . , fxl(`1, . . . , `n)).
Proposition 4.14. If rank(f, `1, . . . , `n) > 0 and ` ∈ L, then there is some neces-
sarily unique term t such that
f ](`1, . . . , `n, `) = t⊗ (f, `1, . . . , `n).
Proof. We shall prove this result by induction on (rank(f, `1, . . . , `n), `) ∈ On \
{0} × L in several different cases.
Case I: ` = x ∈ X. In this case, since rank(f, `1, . . . , `n) 6= 0, we have
f ](`1, . . . , `n, `) = fx(`1, . . . , `n).
Case II: ` = g(u1, . . . , um). By the induction hypothesis, there are term functions
Γ1, . . . ,Γm along with x1, . . . , xl so that for 1 ≤ i ≤ m we have
f ](`1, . . . , `n, ui) = Γi(fx1(`1, . . . , `n), . . . , fxl(`1, . . . , `n)).
We have
f ](`1, . . . , `n, g(u1, . . . , um))
= g(f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um))
= g(Γ1(fx1(`1, . . . , `n), . . . , fxl(`1, . . . , `n)), . . . ,Γm(fx1(`1, . . . , `n), . . . , fxl(`1, . . . , `n)))
Case III: ` = gx(u1, . . . , um).
Case IIIA: rank(g, f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um)) = 0.
f ](`1, . . . , `n, `)
= g](f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um), fx(`1, . . . , `n))
= fx(`1, . . . , `n).
Case IIIB: rank(g, f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um)) > 0. In this case, by the
induction hypothesis, there are term function Γ1, . . . ,Γm and x1, . . . , xk such that
f ](`1, . . . , `n, ui) = Γi(fx1(`1, . . . , `n), . . . , fxk(`1, . . . , `n))
for 1 ≤ i ≤ m.
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Furthermore, again by the induction hypothesis, there is some term function Γ
such that
g](f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um), fx(`1, . . . , `n))
= Γ(f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um)).
We therefore conclude that
f ](`1, . . . , `n, `) = f
](`1, . . . , `n, gx(u1, . . . , um))
= g](f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um), fx(`1, . . . , `n))
= Γ(f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um))
= Γ(Γ1(fx1(`1, . . . , `n), . . . , fxk(`1, . . . , `n)), . . .
,Γm(fx1(`1, . . . , `n), . . . , fxk(`1, . . . , `n))).

Corollary 4.15. Suppose that L is a partially endomorphic Laver table. If
rank(g, f ](`1, . . . , `m, u1), . . . , f
](`1, . . . , `m, un)) > 0,
then
f ](`1, . . . , `m, gx(u1, . . . , un)) = t⊗ (g, f ](`1, . . . , `m, u1), . . . , f ](`1, . . . , `m, un))
for some unique term t.
Proof. We have
f ](`1, . . . , `m, gx(u1, . . . , un))
= g](f ](`1, . . . , `m, u1), . . . , f
](`1, . . . , `m, un), fx(`1, . . . , `m)).
Therefore, by Proposition 4.14, there is a term t such that
f ](`1, . . . , `m, gx(u1, . . . , un))
= t⊗ (f ](`1, . . . , `m, u1), . . . , f ](`1, . . . , `m, un)).

Definition 4.16. We shall write f−(`1, . . . , `n, `) for the term such that
f−(`1, . . . , `n, `)⊗ (f, `1, . . . , `n) = f ](`1, . . . , `n, `).
Proposition 4.17. Suppose that f ∈ E and `1, . . . , `n, ` ∈ L. Then if a variable x
is present in f−(`1, . . . , `n, `), then x is either present in ` or functionally present
in `.
Definition 4.18. Let X,E, F,G, . . . be defined the same way as in Definition 4.8.
Let L ⊆ TG [X] be downwards closed with respect to . If Y ⊆ X,U ⊆ E, V ⊆ F
are finite subsets, then let GY,U,V = {fy | f ∈ U, y ∈ Y } ∪ V . Let LY,U,V =
TGY,U,V [Y ] ∩ L. Then we shall say that L is locally operable if LY,U,V is locally
operable whenever Y ⊆ X,U ⊆ E, V ⊆ F are finite subsets.
If L is locally operable, then as with the multigenic Laver tables, there is a
system of operations (g])g∈E where g] : Lng+1 → L for each g ∈ E and such
that (LY,U,V , (g
])g∈E , F ) is a well-founded partially pre-endomorphic Laver table
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whenever Y ⊆ X,U ⊆ E, V ⊆ F are finite subsets. We shall call the algebra
(L, (g])g∈E , F ) a partially pre-endomorphic Laver table.
Theorem 4.19. Suppose that L is locally operable and (L, (f ])f∈E , F ) is a partially
pre-endomorphic Laver table. Then (L, (f ])f∈E , F ) is endomorphic if and only if
rank(g, u1, . . . , un) = 0 implies that
rank(g, f ](`1, . . . , `m, u1), . . . , f
](`1, . . . , `m, un)) = 0.
Proof. We shall only prove this result in the case that the set L is operable. The
general case when L is locally operable will follow as an immediate corollary.
→. Suppose that gx(u1, . . . , un) 6∈ L. Then g](u1, . . . , un, ui) = ui for 1 ≤ i ≤ n.
Therefore, we have
f ](`1, . . . , `m, ui)
= f ](`1, . . . , `m, g
](u1, . . . , un, ui))
= g](f ](`1, . . . , `m, u1), . . . , f
](`1, . . . , `m, un), f
](`1, . . . , `m, ui)
for 1 ≤ i ≤ n. This implies that
gx(f
](`1, . . . , `m, u1), . . . , f
](`1, . . . , `m, un)) 6∈ L.
←. By the definition of g], we have
g](`1, . . . , `m, f(u1, . . . , un))
= f(g](`1, . . . , `m, u1), . . . , g
](`1, . . . , `m, un)
whenever f ∈ F . It therefore suffices to show that whenever f, g ∈ E, we have
f ](`1, . . . , `m, g
](u1, . . . , un, `))
(5) = g](f ](`1, . . . , `m, u1), . . . , f
](`1, . . . , `m, un), f
](`1, . . . , `m, `)).
We shall prove 5 by induction on
((f, `1, . . . , `m), (g, u1, . . . , un), `) ∈ (Ω, <)× (Ω, <)× L
in five different cases. To reduce the amount of notation, define
` = (`1, . . . , `m), u = (u1, . . . , un).
Case I: fx(`1, . . . , `m) 6∈ L.
We have
f ](`, g](u1, . . . , un, `)) = g
](u1, . . . , un, `)
and
g](f ](`, u1), . . . , f
](`, un), f
](`, `)) = g](u1, . . . , un, `).
Case II: fx(`1, . . . , `m) ∈ L, gx(u1, . . . , un) 6∈ L.
We have
f ](`1, . . . , `m, g
](u1, . . . , un, `)) = f
](`1, . . . , `n, `).
On the other hand,
gx(f
](`1, . . . , `m, u1), . . . , f
](`1, . . . , `m, un)) 6∈ L.
Therefore,
g](f ](`1, . . . , `m, u1), . . . , f
](`1, . . . , `m, un), f
](`1, . . . , `m, `))
= f ](`1, . . . , `m, `)
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Case III: fx(`1, . . . , `m) ∈ L, gx(u1, . . . , un) ∈ L, ` = x.
f ](`, g](u1, . . . , un, x))
= f ](`, gx(u1, . . . , un))
= g](f ](`, u1), . . . , f
](`, un), fx(`))
= g](f ](`, u1), . . . , f
](`, un), f
](`, x)).
Case IV: fx(`1, . . . , `m) ∈ L, gx(u1, . . . , un) ∈ L, ` = h(v1, . . . , vr) for some h ∈ F .
f ](`, g](u, `))
= f ](`, g](u, h(v1, . . . , vr)))
= f ](`, h(g](u, v1), . . . , g
](u, vr)))
= h(f ](`, g](u, v1)), . . . , f
](`, g](u, vr)))
= h(g](f ](`, u1), . . . , f
](`, un), f
](`, v1)), . . . , g
](f ](`, u1), . . . , f
](`, un), f
](`, vr)))
= g](f ](`, u1), . . . , f
](`, un), h(f
](`, v1), . . . , f
](`, vr)))
= g](f ](`, u1), . . . , f
](`, un), f
](`, h(v1, . . . , vr)))
= g](f ](`, u1), . . . , f
](`, un), f
](`, `)).
Case V: fx(`1, . . . , `m) ∈ L, gx(u1, . . . , un) ∈ L, ` = hx(v1, . . . , vr) for some h ∈
E, x ∈ X.
f ](`, g](u, `)) = f ](`, g](u, hx(v1, . . . , vr)))
= f ](`, h](g](u, v1), . . . , g
](u, vr), gx(u)))
= h](f ](`, g](u, v1)), . . . , f
](`, g](u, vr)), f
](`, gx(u)))
= h](g](f ](`, u1), . . . , f
](`, un), f
](`, v1)), . . . ,
g](f ](`, u1), . . . , f
](`, un), f
](`, vr)),
g](f ](`, u1), . . . , f
](`, un), fx(`)))
= g](f ](`, u1), . . . , f
](`, un), h
](f ](`, v1), . . . , f
](`, vr), fx(`)))
= g](f ](`, u1), . . . , f
](`, un), f
](`, hx(v1, . . . , vr)))
= g](f ](`, u1), . . . , f
](`, un), f
](`, `)).

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Definition 4.20. Let (L, (f ])f∈E , (g)g∈F ) be a partially pre-endomorphic Laver
table. If each operation f ] is endomorphic, then we shall call (L, (f ])f∈E , (g)g∈F )
a partially endomorphic Laver table.
Remark 4.21. The proof of Theorem 4.19 illuminates why one uses a descending,
descending, ascending triple induction in the proof of self-distributivity in Theorem
3.8. In Theorem 4.19, the directions of induction are more clear since one has no
reason to use any other induction except for the induction on the well-founded
poset (Ω, <)× (Ω, <)× (L,≺) with the lexicographic ordering. The isomorphisms
in Example 4.10 between pre-multigenic Laver tables and some pre-endomorphic
Laver tables translate the proof of Theorem 4.19 to a proof of self-distributivity in
Theorem 3.8 using a descending, descending, ascending triple induction.
Definition 4.22. Using the notation in Definition 4.8, define a mapping Ψ : L→
TF (X) by letting
(1) Ψ(x) = x,
(2) Ψ(fx(`1, . . . , `n)) = x, and
(3) Ψ(g(`1, . . . , `n)) = g(Ψ(`1), . . . ,Ψ(`n))
whenever x ∈ X, `1, . . . , `n ∈ L, f ∈ E, g ∈ F.
Proposition 4.23. Let (L, (g])g∈E , F ) be an endomorphic Laver table.
(1) Ψ(f ](`1, . . . , `n, `)) = Ψ(`) whenever `1, . . . , `n, ` ∈ L.
(2) Suppose u, v ∈ L. Then Ψ(u) = Ψ(v) if and only if
Lf1,a1,1,...,a1,n1 ◦ . . . ◦ Lfr,ar,1,...,ar,nr (u)
= Lg1,b1,1,...,b1,m1 ◦ . . . ◦ Lgs,bs,1,...,bs,ms (v)
for some f1, . . . , fr, g1, . . . , gs ∈ E and some ai,j ∈ L and bi,j ∈ L for
appropriate i, j.
Proof. (1) We shall prove this result by induction on
((f, `1, . . . , `n), `) ∈ (Ω, <)× (L,≺)
in four cases.
Case I: fx(`1, . . . , `n) 6∈ L.
Since f ](`1, . . . , `n, `) = `, we have
Ψ(f ](`1, . . . , `n, `)) = Ψ(`).
Case II: fx(`1, . . . , `n) ∈ L, ` = x:
We have
Ψ(f ](`1, . . . , `n, `)) = Ψ(fx(`1, . . . , `n)) = Ψ(x).
Case III: fx(`1, . . . , `n) ∈ L, ` = g(u1, . . . , um)
Ψ(f ](`1, . . . , `n, `))
= Ψ(g(f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um)))
= g(Ψ(f ](`1, . . . , `n, u1)), . . . ,Ψ(f
](`1, . . . , `n, um)))
= g(Ψ(u1), . . . ,Ψ(um)) = Ψ(`)
Case IV: fx(`1, . . . , `n) ∈ L, ` = gx(u1, . . . , um).
Ψ(f ](`1, . . . , `n, `)) = Ψ(f
](`1, . . . , `n, gx(u1, . . . , um)))
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= Ψ(g](f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um), fx(`1, . . . , `n)))
= Ψ(fx(`1, . . . , `n)) = Ψ(x) = Ψ(gx(u1, . . . , um)) = Ψ(`)
(2) ←. This direction follows from part 1 immediately.
→ Suppose that (f, `1, . . . , `n) ∈ Ω is minimal with respect to the prop-
erty that fx(`1, . . . , `n) ∈ L.
Define a mapping Γ : TF (X)→ L by letting Γ(x) = fx(`1, . . . , `n) and
Γ(g(u1, . . . , um)) = g(Γ(u1), . . . ,Γ(um)).
Then I claim that f ](`1, . . . , `n, `) = Γ(Ψ(`)) for all terms ` and we shall
prove this claim by induction on ` ∈ L.
(a) f ](`1, . . . , `n, x) = fx(`1, . . . , `n) = Γ(x) = Γ(Ψ(x)).
(b) Suppose now that ` = g(u1, . . . , um). Then
f ](`1, . . . , `n, `) = f
](`1, . . . , `n, g(u1, . . . , um))
= g(f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um))
= g(Γ(Ψ(u1)), . . . ,Γ(Ψ(um)))
= Γ(g(Ψ(u1), . . . ,Ψ(um)))
= Γ(Ψ(g(u1, . . . , um))) = Γ(Ψ(`)).
(c) Now let ` = gx(u1, . . . , um). Then since
(g, f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um)) < (f, `1, . . . , `n),
we have
gx(f
](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um)) 6∈ L.
Therefore,
f ](`1, . . . , `n, `) = f
](`1, . . . , `n, gx(u1, . . . , um))
= g](f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um), fx(`1, . . . , `n))
= fx(`1, . . . , `n) = Γ(x) = Γ(Ψ(`)).
Therefore, if Ψ(u) = Ψ(v), then
f ](`1, . . . , `n, u) = f
](`1, . . . , `n, v).

Proposition 4.24. Let (L, (f ])f∈E , (g)g∈F ) be a pre-endomorphic Laver table.
Then let ' be the equivalence relation on L where u ' v if and only if u, v ∈ X
or u = fx(u1, . . . , um), v = fy(u1, . . . , um) for some u1, . . . , um ∈ L and x, y ∈ L.
Then whenever u ' v, we have
f ](`1, . . . , `n, u) ' f ](`1, . . . , `n, v).
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Proof. We shall prove this result by induction on the rank of (f, `1, . . . , `n). If
rank(f, `1, . . . , `n) = 0, then f
](`1, . . . , `n, u) = u ' v = f ](`1, . . . , `n, v). Now
assume that rank(f, `1, . . . , `n) > 0.
Then either u = v or u = gx(u1, . . . , um), v = gy(u1, . . . , um) for some u1, . . . , um ∈
L, g ∈ E or u = x, v = y. If u = v or u = x, v = y, then it is easy to see that
f ](`1, . . . , `n, u) ' f ](`1, . . . , `n, v).
Now assume that u = gx(u1, . . . , um), v = gy(u1, . . . , um). Then
f ](`1, . . . , `n, u) = f
](`1, . . . , `n, gx(u1, . . . , um))
= g](f ](`, u1), . . . , f
](`, um), fx(`1, . . . , `n))
' g](f ](`, u1), . . . , f ](`, um), fy(`1, . . . , `n))
= f ](`1, . . . , `n, gx(u1, . . . , um)) = f
](`1, . . . , `n, u).

We shall now give a correspondence between pre-endomorphic Laver tables of
many generators and pre-endomorphic Laver tables of one generator. The trade off
in this correspondence is that the pre-endomorphic Laver tables with one generator
have more function symbols. One obvious advantage of pre-endomorphic Laver
tables of one generator is that the notation for the pre-endomorphic Laver tables
of one generator is simpler than the notation for the pre-endomorphic Laver tables
of multiple generators.
Definition 4.25. Suppose that E is a set of function symbols and X is a set of
variables. Let e be a variable with e 6∈ X. Let G = {fx | f ∈ E, x ∈ X} such that
each fx is a function symbol where fx and f both have the same arity nf . Let
H = {fx1,...,xnf | f ∈ E, x1, . . . , xnf ∈ X}.
Define a mapping Λ : X ×TH[{e}]→ TG [X] by letting
(1) Λ(x, e) = x whenever x ∈ X, and
(2) Λ(x, fx1,...,xnf (u1, . . . , unf )) = fx(Λ(x1, u1), . . . ,Λ(xnf , unf )) whenever f ∈
E, x1, . . . , xnf ∈ X,u1, . . . , unf ∈ TH[{e}].
The function Λ is a bijection. Let
pi1 : X ×TH[{e}]→ X,pi2 : X ×TH[{e}]→ TH[{e}]
be the projections. Then
(1) Λ−1(x) = (x, e), and
(2) Λ−1(fx(v1, . . . , vn))
= (x, fpi1Λ−1(v1),...,pi1Λ−1(vn)(pi2Λ
−1(v1), . . . , pi2Λ−1(v1)).
Theorem 4.26. Let L ⊆ TH[{e}].
(1) L is operable if and only if Λ[X × L] is operable.
(2) If L is operable, then
rank(fx1,...,xn , `1, . . . , `n) = rank(f,Λ(x1, `1), . . . ,Λ(xn, `n)).
whenever `1, . . . , `n,∈ L, x1, . . . , xn ∈ X.
(3) L ⊆ TH[{e}] is locally operable if and only if Λ[X × L] is locally operable.
(4) If L ⊆ TH[{e}] is locally operable, then
Λ(x, f ]x1,...,xn(`1, . . . , `n, `)) = f
](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(x, `))
whenever `1, . . . , `n, ` ∈ L, x1, . . . , xn, x ∈ X.
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(5) If L ⊆ TH[{e}] is locally operable, then L is endomorphic if and only if
Λ[X × L] is endomorphic.
Proof. For simplicity, we shall omit the proof of 3 and we shall only prove 4,5 in
the case that the algebra L is operable.
Clearly if e ∈ L, then x = Λ(x, e) ∈ Λ[X × L] for each x ∈ X. Therefore, e ∈ L
if and only if X ⊆ Λ[X × L].
Claim: L is downwards closed under  if and only if Λ[X × L] is downwards
closed under .
→ Suppose that L is closed under . Now assume that fx(v1, . . . , vn) ∈ Λ[X×L]
and vj = Λ(xj , uj) for 1 ≤ j ≤ n. Then Λ−1(fx(v1, . . . , vn)) ∈ X × L, so
Λ−1fx(v1, . . . , vn) = Λ−1fx(Λ(x1, u1), . . . ,Λ(xn, un))
= (x, fx1,...,xn(u1, . . . , un)).
Therefore,
fx1,...,xn(u1, . . . , un) ∈ L,
hence ui ∈ L for 1 ≤ i ≤ n. Thus, (xi, ui) ∈ X × L, so
vi = Λ(xi, ui) ∈ Λ[X × L]
for 1 ≤ i ≤ n. Therefore Λ[X × L] is downwards closed with respect to .
← Suppose that Λ[X × L] is downwards closed under . Let
fx1,...,xn(u1, . . . , un) ∈ L.
Then
fx(Λ(x1, u1), . . . ,Λ(xn, un)) = Λ(x, fx1,...,xn(u1, . . . , un)) ∈ Λ[X × L],
so Λ(xi, ui) ∈ Λ[X × L], hence ui ∈ L for 1 ≤ i ≤ n.
Development 1: Suppose that Λ[X × L] is operable. Then take note that u = v
if and only if Λ(x, u) ' Λ(y, v) where ' is the equivalence relation described in
Proposition 4.24 and x, y ∈ X. Furthermore, Ψ(Λ(x, u)) = x where Ψ is the
operation in Proposition 4.23. Suppose now that `1, . . . , `n, ` ∈ L and fx1,...,xn ∈ H.
Then by Proposition 4.23, we have
f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(x, `)) = Λ(x, u)
for some u.
Furthermore, if
f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y, `)) = Λ(y, v),
then since Λ(x, `) ' Λ(y, `), by Proposition 4.24 we have Λ(x, u) ' Λ(y, v). There-
fore, u = v.
Therefore, define a function f•x1,...,xn : L
n+1 → L by letting
Λ(x, f•x1,...,xn(`1, . . . , `n, `)) = f
](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(x, `)).
Now define a function ∇ : Γ(L)→ On by letting
∇(fx1,...,xn , `1, . . . , `n) = rank(f,Λ(x1, `1), . . . ,Λ(xn, `n)).
i.
∇(fx1,...,xn , `1, . . . , `n) = 0
iff
fx(Λ(x1, `1), . . . ,Λ(xn, `n)) 6∈ Λ[X × L]
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iff
Λ(x, fx1,...,xn(`1, . . . , `n)) 6∈ Λ[X × L]
iff
fx1,...,xn(`1, . . . , `n) 6∈ L.
ii. If fx1,...,xn(`1, . . . , `n) 6∈ L, then
fx(Λ(x1, `1), . . . ,Λ(xn, `n)) 6∈ Λ[X × L],
so
Λ(x, `) = f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(x, `))
= Λ(x, f•x1,...,xn(`1, . . . , `n, `)).
Therefore,
f•x1,...,xn(`1, . . . , `n, `) = `.
iii. I now claim that
f•x1,...,xn(`1, . . . , `n, e) = fx1,...,xn(`1, . . . , `n)
whenever fx1,...,xn(`1, . . . , `n) ∈ L.
We have
Λ(x, f•x1,...,xn(`1, . . . , `n, e))
= f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(x, e))
= f ](Λ(x1, `1), . . . ,Λ(xn, `n), x)
= fx(Λ(x1, `1), . . . ,Λ(xn, `n), x)
= Λ(x, fx1,...,xn(`1, . . . , `n)).
Therefore,
f•x1,...,xn(`1, . . . , `n, e) = fx1,...,xn(`1, . . . , `n).
iv. Suppose now that fx1,...,xn ∈ H, `1, . . . , `n,∈ L and gy1,...,ym(u1, . . . , um) ∈ L,
and fx1,...,xn(`1, . . . , `n) ∈ L. Then I claim that
f•x1,...,xn(`1, . . . , `n, gy1,...,ym(u1, . . . , um))
= g•y1,...,ym(f
•
x1,...,xn(`1, . . . , `n, u1), . . . ,
f•x1,...,xn(`1, . . . , `n, um), fx1,...,xn(`1, . . . , `n)).
We have
Λ(x, f•x1,...,xn(`1, . . . , `n, gy1,...,ym(u1, . . . , um)))
= f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(x, gy1,...,ym(u1, . . . , um)))
= f ](Λ(x1, `1), . . . ,Λ(xn, `n), gx(Λ(y1, u1), . . . ,Λ(ym, um)))
= g](f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y1, u1)), . . . ,
f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(ym, um)), fx(Λ(x1, `1), . . . ,Λ(xn, `n))
= g](Λ(y1, f
•
x1,...,xn(`1, . . . , `n, u1)), . . . ,Λ(ym, f
•
x1,...,xn(`1, . . . , `n, um)),
Λ(x, fx1,...,xn(`1, . . . , `n)))
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= Λ(x, g•y1,...,ym(f
•
x1,...,xn(`1, . . . , `n, u1), . . . , f
•
x1,...,xn(`1, . . . , `n, um),
fx1,...,xn(`1, . . . , `n))).
Therefore,
f•x1,...,xn(`1, . . . , `n, gy1,...,ym(u1, . . . , um))
= g•y1,...,ym(f
•
x1,...,xn(`1, . . . , `n, u1), . . . , f
•
x1,...,xn(`1, . . . , `n, um), fx1,...,xn(`1, . . . , `n)).
v. I claim that
∇(fx1,...,xn , `1, . . . , `n)
> ∇(gy1,...,ym , f•x1,...,xn(`1, . . . , `n, u1), . . . , f•x1,...,xn(`1, . . . , `n, um)).
We have
∇(fx1,...,xn , `1, . . . , `n)
= rank(f,Λ(x1, `1), . . . ,Λ(xn, `n))
> rank(g, f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y1, u1)), . . . ,
f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(ym, um)))
= rank(g,Λ(y1, f
•
x1,...,xn(`1, . . . , `n, u1)), . . . ,
Λ(ym, f
•
x1,...,xn(`1, . . . , `n, um)))
= ∇(gy1,...,ym , f•x1,...,xn(`1, . . . , `n, u1), . . . ,
f•x1,...,xn(`1, . . . , `n, um)).
Therefore, from these facts that we just have proven, we conclude that L is
operable and (L, (f•x1,...,xnf )f∈E,x1,...,xnf∈X) is an pre-endomorphic Laver table and
rank(f•x1,...,xn , `1, . . . , `n) ≤ ∇(f•x1,...,xn , `1, . . . , `n)
= rank(f,Λ(x1, `1), . . . ,Λ(xn, `n)).
vi. I now claim that if the algebra Λ[X × L] is endomorphic, then so is the
algebra L.
Suppose therefore that Λ[X×L] is endomorphic. Suppose that fx1,...,xn , gy1,...,ym ∈
H, x ∈ X, `1, . . . , `n, u1, . . . , um, u ∈ L. Then
Λ(x, f•x1,...,xn(`1, . . . , `n, g
•
y1,...,ym(u1, . . . , um, u)))
= f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(x, g
•
y1,...,ym(u1, . . . , um, u)))
= f ](Λ(x1, `1), . . . ,Λ(xn, `n), g
](Λ(y1, u1), . . . ,Λ(ym, um),Λ(x, u)))
= g](f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y1, u1)), . . . ,
f ](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(ym, um)), f
](Λ(x1, `1), . . . ,Λ(xn, `n),Λ(x, u)))
= g](Λ(y1, f
•
x1,...,xn(`1, . . . , `n, u1)), . . . ,
Λ(ym, f
•
x1,...,xn(`1, . . . , `n, um)),Λ(x, f
•
x1,...,xn(`1, . . . , `n, u))
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= Λ(x, g•y1,...,ym(f
•
x1,...,xn(`1, . . . , `n, u1), . . . ,
f•x1,...,xn(`1, . . . , `n, um), f
•
x1,...,xn(`1, . . . , `n, u)).
Therefore,
f•x1,...,xn(`1, . . . , `n, g
•
y1,...,ym(u1, . . . , um, u)))
= g•y1,...,ym(f
•
x1,...,xn(`1, . . . , `n, u1), . . . ,
f•x1,...,xn(`1, . . . , `n, um), f
•
x1,...,xn(`1, . . . , `n, u)).
Development 2: Suppose now that L is operable. Then Let M = Λ[X × L].
Then define a function ∇ : Γ(M)→ On by letting
∇(f, p1, . . . , pn)
= rank(fpi1Λ−1(p1),...,pi1Λ−1(pn), pi2Λ
−1(p1), . . . , pi2Λ−1(pn))
= rank(fpi1Λ−1(p), pi2Λ
−1(p))
whenever f ∈ E, `1, . . . , `n ∈M .
The definition of ∇ is equivalent to saying that
∇(f,Λ(x1, `1), . . . ,Λ(xn, `n)) = rank(fx1,...,xn , `1, . . . , `n)
whenever x1, . . . , xn ∈ X, `1, . . . , `n ∈ L, f ∈ E.
Define
f•(p, p)
= Λ(pi1Λ
−1(p), f ]pi1Λ−1(p)(pi2Λ
−1(p), pi2Λ−1(p))).
Said differently,
f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(x, `))
= Λ(x, f ]x1,...,xn(`1, . . . , `n, `).
i. I claim that ∇(f, p) = 0 if and only if fx(p) 6∈M .
∇(f, p) = 0
if and only if
rank(fpi1Λ−1(p), pi2Λ
−1(p)) = 0
if and only if
fpi1Λ−1(p)(pi2Λ
−1(p)) 6∈ L
if and only if
(x, fpi1Λ−1(p)(pi2Λ
−1(p))) 6∈ X × L
if and only if
Λ(x, fpi1Λ−1(p)(pi2Λ
−1(p))) 6∈ Λ[X × L] = M
if and only if
fx(p) 6∈M.
ii. I claim that f•(p, p) = p whenever fx(p) 6∈M . We have
f•(p, p) = Λ(pi1Λ−1(p), f
]
pi1Λ−1(p)
(pi2Λ
−1(p), pi2Λ−1(p)))
= Λ(pi1Λ
−1(p), pi2Λ−1(p)) = p.
iii. I claim that if fx(p) ∈M , then
f•(p, x) = fx(p).
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Recall that Λ−1(x) = (x, e). Therefore,
f•(p, x) = Λ(pi1Λ−1(x), f
]
pi1Λ−1(p)
(pi2Λ
−1(p), pi2Λ−1(x)))
= Λ(x, f ]pi1Λ−1(p)(pi2Λ
−1(p), e)) = Λ(x, fpi1Λ−1(p)(pi2Λ
−1(p))) = fx(p).
iv. I claim that
f•(Λ(x1, `1), . . . ,Λ(xn, `n), gx(Λ(y1, u1), . . . ,Λ(ym, um)))
= g•(f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y1, u1)), . . . ,
f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(ym, um)), fx(Λ(x1, `1), . . . ,Λ(xn, `n))).
We have
f•(Λ(x1, `1), . . . ,Λ(xn, `n), gx(Λ(y1, u1), . . . ,Λ(ym, um)))
= f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(x, gy1,...,ym(u1, . . . , um)))
= Λ(x, f ]x1,...,xn(`1, . . . , `n, gy1,...,ym(u1, . . . , um)))
= Λ(x, g]y1,...,yn(f
]
x1,...,xn(`1, . . . , `n, u1), . . . ,
f ]x1,...,xn(`1, . . . , `n, um), fx1,...,xn(`1, . . . , `n)))
= g•(Λ(y1, f ]x1,...,xn(`1, . . . , `n, u1)), . . . ,
Λ(ym, f
]
x1,...,xn(`1, . . . , `n, um)),Λ(x, fx1,...,xn(`1, . . . , `n)))
= g•(f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y1, u1)), . . . ,
f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(ym, um)), fx(Λ(x1, `1), . . . ,Λ(xn, `n))).
v. I claim that if ∇(f,Λ(x1, `1), . . . ,Λ(xn, `n)) > 0, then
∇(f,Λ(x1, `1), . . . ,Λ(xn, `n))
> ∇(g, f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y1, u1)), . . . ,
f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(ym, um))).
We have
∇(f,Λ(x1, `1), . . . ,Λ(xn, `n))
= rank(fx1,...,xn , `1, . . . , `n)
> rank(gy1,...,ym , f
]
x1,...,xn(`1, . . . , `n, u1), . . . , f
]
x1,...,xn(`1, . . . , `n, um))
= ∇(g,∇(y1, f ]x1,...,xn(`1, . . . , `n, u1), . . . ,∇(y1, f ]x1,...,xn(`1, . . . , `n, um)))
= ∇(g, f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y1, u1)), . . . ,
f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(ym, um))).
vi. I claim that if L is operable, then so is M . Therefore, suppose that L is
operable. Then
f•(Λ(x1, `1), . . . ,Λ(xn, `n), g•(Λ(y1, u1), . . . ,Λ(ym, um),Λ(y, u)))
= f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y, g]y1,...,ym(u1, . . . , um, u)))
= Λ(y, f ]x1,...,xn(`1, . . . , `n, g
]
y1,...,ym(u1, . . . , um, u)))
= Λ(y, g]y1,...,ym(f
]
x1,...,xn(`1, . . . , `n, u1), . . . ,
f ]x1,...,xn(`1, . . . , `n, um), f
]
x1,...,xn(`1, . . . , `n, u)))
= g•(Λ(y1, f ]x1,...,xn(`1, . . . , `n, u1)), . . . ,
Λ(ym, f
]
x1,...,xn(`1, . . . , `n, um),Λ(y, f
]
x1,...,xn(`1, . . . , `n, u))))
= g•(f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y1, u1)), . . .
GENERALIZATIONS OF LAVER TABLES 65
, f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(ym, um)), f•(Λ(x1, `1), . . . ,Λ(xn, `n),Λ(y, u))).

Theorem 4.27. Suppose that (L, (f ])f∈F , (g)g∈G) is an endomorphic Laver table.
Suppose that (f, `1, . . . , `nf )∗ (f, `1, . . . , `nf ) ∈ Li(Γ(L)) and t(x1, . . . , xk) is a term
such that if gy(u1, . . . , ung ) is a subterm of t(x1, . . . , xk), then crit(u1, . . . , ung ) <
crit(`1, . . . , `nf ). Then
f ](`1, . . . , `nf , t(x1, . . . , xk))
= t(fx1(`1, . . . , `nf ), . . . , fxk(`1, . . . , `nf )).
Proof. We shall prove this result by induction on the complexity of the term
t(x1, . . . , xk). We have f
](`1, . . . , `nf , x) = fx(`1, . . . , `nf ).
Suppose that g ∈ G and the result holds for t1(x1, . . . , xk), . . . , tng(x1, . . . , xk).
Then
f ](`1, . . . , `nf , g(t1(x1, . . . , xk), . . . , tng(x1, . . . , xk)))
= g(f ](`1, . . . , `nf , t1(x1, . . . , xk)), . . . , f
](`1, . . . , `nf , tng(x1, . . . , xk)))
= g(t1(fx1(`1, . . . , `nf ), . . . , fxk(`1, . . . , `nf )),
. . . , tng(fx1(`1, . . . , `nf ), . . . , fxk(`1, . . . , `nf ))).
Suppose now that t(x1, . . . , xk) = gy(t1(x1, . . . , xk), . . . , tng (x1, . . . , xk)). Then,
(f, `1, . . . , `nf ) ◦ (g, t1(x1, . . . , xk), . . . , tng (x1, . . . , xk))
= (f, `1, . . . , `nf ) ◦ (g, t1(x1, . . . , xk), . . . , tng (x1, . . . , xk))
= (g, f ](`1, . . . , `nf , t1(x1, . . . , xk)), . . . , f
](`1, . . . , `nf , tng (x1, . . . , xk)))
= (g, t1(fx1(`1, . . . , `nf ), . . . , fxk(`1, . . . , `nf )), . . . ,
tng (fx1(`1, . . . , `nf ), . . . , fxk(`1, . . . , `nf )))
, so
f ](`1, . . . , `nf , t(x1, . . . , xk))
= f ](`1, . . . , `nf , gy(t1(x1, . . . , xk), . . . , tng (x1, . . . , xk)))
= gy(t1(fx1(`1, . . . , `nf ), . . . ,
fxk(`1, . . . , `nf ), . . . , tng (fx1(`1, . . . , `nf ), . . . , fxk(`1, . . . , `nf )))
= t(fx1(`1, . . . , `nf ), . . . , fxk(`1, . . . , `nf )).

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5. Permutative and locally Laver-like partially endomorphic
algebras
We shall now generalize the notion of a permutative LD-system, Laver-like LD-
system, and a locally Laver-like LD-system to partially endomorphic algebras, and
we shall use these generalizations to construct partially endomorphic Laver tables.
Definition 5.1. A partially endomorphic algebra X = (X, (fX )f∈E , (gX )g∈F ) shall
be called permutative if the hull Γ(X, (fX )f∈E) is a permutative LD-system.
Notice how the definition of a permutative partially endomorphic LD-system
does not depend on the functions gX whenever X is a partially endomorphic LD-
system.
Definition 5.2. A partially endomorphic algebra X = (X, (fX )f∈E , (gX )g∈F ) shall
be called Laver-like if the hull Γ(X, (fX )f∈E) is Laver-like.
Definition 5.3. A partially endomorphic algebra X = (X, (fX )f∈E , (gX )g∈F ) shall
be called locally Laver-like if whenever U ⊆ E, V ⊆ F are finite subsets, then every
finitely generated subalgebra of the reduct (X, (fX )f∈U , (gX )g∈V ) is Laver-like.
The definition of a locally Laver-like partially endomorphic algebra depends on
the function symbols (gX )g∈F , and the notion of a locally Laver-like partially en-
domorphic algebra is stronger than just requiring the hull to be locally Laver-like.
The following examples illustrate a method for generating new permutative LD-
systems from old permutative LD-systems.
Example 5.4. Suppose that (X, ∗, ◦) is an LD-monoid and t : X → X is a function
given by a term in the language of LD-monoids. Then define an operation + on X
by x+ y = t(x) ∗ y. Then + is a self-distributive operation on X. Furthermore, we
have t(x+y) = t(t(x)∗y) = t(x)∗t(y). Therefore, the mapping t is a homomorphism
from (X,+) to (X, ∗). From these facts, one can easily conclude that
(1) x ∈ Li+(X) if and only if t(x) ∈ Li∗(X),
(2) if Li∗(X) is a left-ideal in (X, ∗), then Li+(X) is a left-ideal in (X,+),
(3) if (X, ∗, ◦) is permutative, then (X,+) is also permutative,
(4) if (X, ∗, ◦) is Laver-like, then (X,+) is also Laver-like,
(5) if (X, ∗, ◦) is locally Laver-like, then (X,+) is also locally Laver-like,
(6) if (X, ∗, ◦) is permutative and x, y ∈ X, then crit+(x) ≤ crit+(y) if and
only if crit∗(t(x)) ≤ crit∗(t(y)).
Example 5.5. Example 5.4 generalizes to multi-LD-systems. Suppose that (X, ∗, ◦, 1)
is an LD-monoid. Suppose furthermore that I is an index set and ti is a term of
one variable in the language of LD-monoids for all i ∈ I. Then define an operation
+i for each i ∈ I by x +i y = ti(x) ∗ y. Then (X, (∗i)i∈I) is a multi-LD-system.
Furthermore, if (X, ∗, ◦, 1) is permutative, Laver-like, or locally Laver-like, then
(X, (∗i)i∈I) is also permutative, Laver-like, or locally Laver-like respectively, and if
(X, ∗, ◦, 1) is permutative, then crit(x, i) = crit(ti(x)) whenever x ∈ X, i ∈ I.
The following development extends the method found in examples 5.4 and 5.5
of generating new permutative LD-systems from old algebras to the context of
partially endomorphic algebras.
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Definition 5.6. If X = (X, (fX )f∈E , (gX )g∈F ) is a partially endomorphic algebra,
then a basic inner term function is a function t : Xn+1 → X such that for some
f ∈ E and term functions t1, . . . , tm of n variables, we have
t(a1, . . . , an, x) = f
X (t1(a1, . . . , an), . . . , tm(a1, . . . , an), x).
An inner term is a function t where
t(a1, . . . , an, x) = Lt1,a1,...,an ◦ . . . ◦ Ltv,a1,...,an(x)
for some basic inner term functions t1, . . . , tv.
Theorem 5.7. Suppose that X = (X, (fX )f∈E , (gX )g∈F ) is a permutative partially
endomorphic algebra. Let I be an index set, and for each i ∈ I, let hi : Xni+1 → X
be the function where if a ∈ Xni , then
hi(a, x) = Lti,1,a ◦ . . . ◦ Lti,mi ,a(x)
for some basic inner term functions ti,1, . . . , ti,mi . Furthermore, suppose that when-
ever i ∈ I, 1 ≤ r ≤ mi, we have
ti,r(a, x) = f
X
i,r(si,r,1(a), . . . , si,r,pi,r (a), x)
for some term functions si,r,1, . . . , si,r,pi,r and fi,r ∈ E. Let J be an index set and
let lj be a term for each j ∈ J . Let X ] = (X, (hi)i∈I , (lj)j∈J). Then define a
mapping
Λ : Γ(X ])→ Γ(X ))/Li(Γ(X ))
by letting
Λ(hi,a) = [fi,1, si,1,1(a), . . . , si,1,pi,1(a)] ◦ . . . ◦ [fi,mi , si,mi,1(a), . . . , si,mi,pi,mi (a)].
Then
(1) Λ is an LD-system homomorphism,
(2) (hi,a) ∈ Li(Γ(X ])) if and only if Λ(hi,a) = 1,
(3) X ] is permutative,
(4)
crit((hi,a)) ≤ crit((hj ,b))
if and only if
crit(Λ(hi,a)) ≤ crit(Λ(hj ,b)),
(5) if X is Laver-like, then X ] is also Laver-like, and
(6) if X is locally Laver-like, then X ] is also locally Laver-like.
Proof. 1. Suppose that a = (a1, . . . , ani) and b = (b1, . . . , bnj ). Then
(hi,a) ∗ (hj ,b) = (hj , hi(a, b1), . . . , hi(a, bnj )).
Let
c = (hi(a, b1), . . . , hi(a, bnj )).
Then for each nj-ary term function s, we have
s(c) = s(hi(a, b1), . . . , hi(a, bnj ))
= hi(a, s(b1, . . . , bnj )) = hi(a, s(b)).
Then
Λ((hi,a) ∗ (hj ,b))
= Λ(hj , hi(a, b1), . . . , hi(a, bnj )) = Λ(hj , c)
= [fj,1, sj,1,1(c), . . . , sj,1,pj,1(c)] ◦ . . . ◦ [fj,mj , sj,mj ,1(c), . . . , sj,mj ,pj,mj (c)].
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On the other hand,
Λ(hi,a) ∗ Λ(hj ,b)
= Λ(hi,a) ∗ ([fj,1, sj,1,1(b), . . . , sj,1,pj,1(b)]
◦ . . . ◦ [fj,mj , sj,mj ,1(b), . . . , sj,mj ,pj,mj (b)])
= (Λ(hi,a) ∗ [fj,1, sj,1,1(b), . . . , sj,1,pj,1(b)])
◦ . . . ◦ (Λ(hi,a) ∗ [fj,mj , sj,mj ,1(b), . . . , sj,mj ,pj,mj (b)]).
However, for 1 ≤ r ≤ mj , we have
Λ(hi,a) ∗ [fj,r, sj,r,1(b), . . . , sj,r,pj,r (b)]
= ([fi,1, si,1,1(a), . . . , si,1,pi,1(a)] ◦ . . . ◦
[fi,mi , si,mi,1(a), . . . , si,mi,pi,mi (a)]) ∗ [fj,r, sj,r,1(b), . . . , sj,r,pj,r (b)]
= [fj,r, Lfi,1,si,1,1(a),...,si,1,pi,1 (a) ◦ . . . ◦ Lfi,mi ,si,mi,1(a),...,si,mi,pi,mi (a)(sj,r,1(b)),
. . . , Lfi,1,si,1,1(a),...,si,1,pi,1 (a) ◦ . . . ◦ Lfi,mi ,si,mi,1(a),...,si,mi,pi,mi (a)(sj,r,pj,r (b))]
= [fj,r, hi(a, sj,r,1(b)), . . . , hi(a, sj,r,pj,r (b))]
= [fj,r, sj,r,1(c), . . . , sj,r,pj,r (c)].
We therefore conclude that
Λ((hi,a) ∗ (hj ,b)) = (Λ(hi,a)) ∗ (Λ(hj ,b)).
2.
→ Suppose that (hi,a) ∈ Li(Γ(X ])). Then (hi,a) ∗ (hj ,b) = (hj ,b) for all j,b.
Therefore, hi(a, x) = x for all x ∈ X. Thus,
Lti,1,a ◦ . . . ◦ Lti,mi ,a(x) = x
for all x ∈ X. Therefore, whenever
[fi,b] ∈ Γ(X )/Li(Γ(X )),
we have
Λ(hi,a) ∗ [fj ,b]
= ([fi,1, si,1,1(a), . . . , si,1,pi,1(a)] ◦ . . . ◦ [si,mi , si,mi,1(a), . . . , si,mi,pi,mi (a)]) ∗ [fj ,b]
= [fj , Lti,1,a ◦ . . . ◦ Lti,mi ,a(b)] = [fj ,b].
Therefore, since 1 is the only right identity in Γ(X )/Li(Γ(X )), we have [fi,b] = 1.
← If
(hi,a) 6∈ Li(Γ(X ∗)),
then
(hj , hi(a,b)) = (hi,a) ∗ (hj ,b) 6= (hj ,b)
for some hj ,b, so Lhi,a(b) 6= b, so
Lti,1,a ◦ . . . ◦ Lti,mi ,a(x) 6= x
for some x.
Therefore, there is some j ∈ {1, . . . ,mi} where Lti,j ,a is not the identity mapping.
Therefore there is some x ∈ X with
x 6= ti,j(a, x) = fi,j(si,j,1(a), . . . , si,j,pi,j(a), x),
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hence
(fi,j , si,j,1(a), . . . , si,j,pi,j (a)) 6∈ Li(Γ(X )),
and thus
[fi,j , si,j,1(a), . . . , si,j,pi,j (a)] 6= 1.
Therefore
Λ(hi,a)
= [fi,1, si,1,1(a), . . . , si,1,pi,1(a)] ◦ . . . ◦ [fi,mi , si,mi,1(a), . . . , si,mi,pi,mi (a)] 6= 1.
3-6. These statements are left to the reader. 
Proposition 5.8. (partial hull) Suppose that X = (X, (fX )f∈E) is an algebra.
Suppose that each function symbol f has arity mnf + 1. Then for each f ∈ E, let
f[[m]] : (X
m)nf+1 → Xm be the function where
f[[m]]((x1,1, . . . , x1,m), . . . , (xnf ,1, . . . , xnf ,m), (y1, . . . , ym))
= (f(x1,1, . . . , x1,m, . . . , xnf ,1, . . . , xnf ,m, y1),
. . . , f(x1,1, . . . , x1,m, . . . , xnf ,1, . . . , xnf ,m, ym)).
Let Γm(X ) = (Xm, (f[[m]])f∈E). Then Γnf (X ) is endomorphic if and only if X is
endomorphic. Furthermore, the mapping φ : Γ(X )→ Γ(Γm(X )) defined by
φ(f, a1,1, . . . , a1,m, . . . ., anf ,1, . . . , anf ,m)
= (f[[m]], (a1,1, . . . , a1,m), . . . , (anf ,1, . . . , anf ,m))
is an isomorphism of LD-systems. In particular, if X is endomorphic, then
(1) Γm(X ) is permutative if and only if X is permutative,
(2) Γm(X ) is Laver-like if and only if X is Laver-like, and
(3) Γm(X ) is locally Laver-like whenever X is locally Laver-like.
Theorem 5.9. Suppose that E,F are sets of function symbols, each f ∈ E∪F has
arity nf , and f
] has arity nf + 1 for each f ∈ E. Let V = (V, (f ])f∈E , (gV)g∈F )
be a partially endomorphic algebra. Let fx be a function symbol of arity nf when-
ever f ∈ E, x ∈ X and let G = {fx | f ∈ E, x ∈ X} ∪ F . Suppose now that
(L, (f ])f∈E , (g)g∈F ) is a partially pre-endomorphic Laver table for some L ⊆ T [G].
Suppose now that vx ∈ V for each x ∈ X. Define a mapping φ : L→ V by induction
on (L,) by letting
(1) φ(x) = vx for each x ∈ X,
(2)
φ(g(`1, . . . , `ng)) = g
V(φ(`1), . . . , φ(`ng))
whenever `1, . . . , `ng ∈ L, and
(3)
φ(fx(`1, . . . , `nf )) = f
](φ(`1), . . . , φ(`nf ), vx)
whenever fx(`1, . . . , `nf ) ∈ L.
Suppose now that whenever `1, . . . , `nf ∈ L but fx(`1, . . . , `nf ) 6∈ L, we have
f ](φ(`1), . . . , φ(`nf ), vx) = vx.
Then the mapping φ is a homomorphism between algebras.
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Proof. By property 2, we conclude that φ is a homomorphism with respect to the
function symbols g ∈ F . We shall now show that φ is a homomorphism with respect
to the function symbols f ] for each f ∈ E by showing that
φ(f ](`1, . . . , `n, `)) = f
](φ(`1), . . . , φ(`n), φ(`))
for all `1, . . . , `n, ` by induction on
(rank(f, `1, . . . , `n), `) ∈ On× (L,)
using the usual cases.
Case 1: fx(`1, . . . , `n) 6∈ L, ` = x.
We have
φ(f ](`1, . . . , `n, x)) = φ(x) = vx
and
f ](φ(`1), . . . , φ(`n), φ(x))
= f ](φ(`1), . . . , φ(`n), vx) = vx.
Therefore,
φ(f ](`1, . . . , `n, x)) = f
](φ(`1), . . . , φ(`n), φ(x))
in this case.
Case 2: fx(`1, . . . , `n) 6∈ L, ` = g(u1, . . . , um).
φ(f ](`1, . . . , `n, `)) = φ(`) = φ(g(u1, . . . , um))
= g(φ(f ](`, u1)), . . . , φ(f
](`, um)))
= g(f ](φ(`1), . . . , φ(`n), φ(u1)), . . . , f
](φ(`1), . . . , φ(`n), φ(um)))
= f ](φ(`1), . . . , φ(`n), g(φ(u1), . . . , φ(um)))
= f ](φ(`1), . . . , φ(`n), φ(g(u1, . . . , um)))
= f ](φ(`1), . . . , φ(`n), φ(`)).
Case 3: fx(`1, . . . , `n) 6∈ L, ` = gx(u1, . . . , um).
f ](φ(`1), . . . , φ(`n), φ(`))
= f ](φ(`1), . . . , φ(`n), φ(gx(u1, . . . , um)))
= f ](φ(`1), . . . , φ(`n), g
](φ(u1), . . . , φ(um), φ(x)))
= g](f ](φ(`1), . . . , φ(`n), φ(u1)), . . . , f
](φ(`1), . . . , φ(`n), φ(um)), f
](φ(`1), . . . , φ(`n), φ(x)))
= g](φ(f ](`, u1)), . . . , φ(f
](`, um)), φ(x))
= g](φ(u1), . . . , φ(um), φ(x))
= φ(gx(u1, . . . , um)) = φ(`) = φ(f
](`1, . . . , `n, `)).
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Case 4: fx(`1, . . . , `n) ∈ L, ` = x for some x ∈ X.
We have
φ(f ](`1, . . . , `n, x)) = φ(fx(`1, . . . , `n))
= f ](φ(`1), . . . , φ(`n), φ(x)).
Case 5: fx(`1, . . . , `n) ∈ L, ` = g(u1, . . . , um).
φ(f ](`1, . . . , `n, `))
= φ(f ](`1, . . . , `n, g(u1, . . . , um)))
= φ(g(f ](`, u1), . . . , f
](`, um)))
= g(φ(f ](`, u1)), . . . , φ(f
](`, u1)))
= g(f ](φ(`1), . . . , φ(`n), φ(u1)), . . . , f
](φ(`1), . . . , φ(`n), φ(um)))
= f ](φ(`1), . . . , φ(`n), g(φ(u1), . . . , φ(um)))
= f ](φ(`1), . . . , φ(`n), φ(g(u1, . . . , um)))
= f ](φ(`1), . . . , φ(`n), φ(`)).
Case 6: fx(`1, . . . , `n) ∈ L, ` = gx(u1, . . . , um).
φ(f ](`1, . . . , `n, `))
= φ(f ](`1, . . . , `n, gx(u1, . . . , um)))
= φ(g](f ](`, u1), . . . , f
](`, um), f
](`, x)))
= g](φ(f ](`, u1)), . . . , φ(f
](`, um)), φ(f
](`, x)))
= g](f ](φ(`1), . . . , φ(`n), φ(u1)), . . . , f
](φ(`1), . . . , φ(`n), φ(um)), f
](φ(`1), . . . , φ(`n), φ(x)))
= f ](φ(`1), . . . , φ(`n), g
](φ(u1), . . . , φ(um), φ(x)))
= f ](φ(`1), . . . , φ(`n), φ(gx(u1, . . . , um)))
= f ](φ(`1), . . . , φ(`n), φ(`)).

Theorem 5.10. Let V = (V, (f ])f∈E , (gV)g∈F ) be a locally Laver-like partially
endomorphic algebra. Let X be a set, and for each x ∈ X, let vx ∈ V . Let fx be
a function symbol whenever f ∈ E, x ∈ X, and let G = {fx | f ∈ E, x ∈ X} ∪ F .
Define a subset L ⊆ TG [X] and a function φ : L→ V by induction on  according
to the following rules.
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(i) x ∈ L and φ(x) = vx for each x ∈ X.
(ii) g(`1, . . . , `n) ∈ L if and only if `1, . . . , `n ∈ L. Furthermore, if g(`1, . . . , `n) ∈
L, then
φ(g(`1, . . . , `n)) = g
V(φ(`1), . . . , φ(`n)).
(iii) fx(`1, . . . , `n) ∈ L if and only if `1, . . . , `n ∈ L and
(f, φ(`1), . . . , φ(`n)) 6∈ Li(Γ(X)).
Furthermore, if fx(`1, . . . , `n) ∈ L, then define
φ(fx(`1, . . . , `n)) = f
](φ(`1), . . . , φ(`n), vx).
Then
(1) The set L is locally operable.
(2) The mapping φ is a homomorphism.
(3) The algebra (L, (f ])f∈E , (g)g∈F ) is a partially endomorphic Laver table.
(4) If V is a Laver-like partially endomorphic algebra, then L is operable.
Proof. For simplicity, in this proof, we shall assume that V = (V, (f ])f∈E , (gV)g∈F )
is Laver-like. Then define a map f : Γ(V)→ On by letting f(f, a1, . . . , an) denote
the rank of (f, a1, . . . , an) in the well-founded partial ordering (Γ(V),∗). Define a
mapping ∇ : Γ(L)→ On by letting
∇(f, `1, . . . , `n) = f(f, φ(`1), . . . , φ(`n)).
Claim 1: I claim that ∇(f, `1, . . . , `n) = 0 if and only if fx(`1, . . . , `n) = 0.
We have
∇(f, `1, . . . , `n) = 0
if and only if
f(f, φ(`1), . . . , φ(`n)) = 0
if and only if
(f, φ(`1), . . . , φ(`n)) ∈ Li(Γ(V))
if and only if
fx(`1, . . . , `n) 6∈ L.
Now define operations f ] for each f ∈ E by defining f ](`1, . . . , `n, `) by induction
on (∇(f, `1, . . . , `n), `) ∈ On× L by the following rules:
(i) If ∇(f, `1, . . . , `n) = 0, then define
f ](`1, . . . , `n, `) = `.
(ii) If ∇(f, `1, . . . , `n) > 0 and ` = x, then
f ](`1, . . . , `n, x) = fx(`1, . . . , `n).
(iii) If ∇(f, `1, . . . , `n) > 0 and ` = g(u1, . . . , um), then
f ](`1, . . . , `n, `)
= g(f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um))
whenever
f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um)
have been defined previously in the induction, and leave f ](`1, . . . , `n, `) un-
defined otherwise.
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(iv) If ∇(f, `1, . . . , `n) > 0 and ` = gx(u1, . . . , um), then
f ](`1, . . . , `n, `)
= g](f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um), fx(`1, . . . , `n))
whenever
g](f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um), fx(`1, . . . , `n))
has been defined previously in the induction and f ](`1, . . . , `n, `) shall be left
undefined otherwise.
We shall now show that f ](`1, . . . , `n, `) is defined and
φ(f ](`1, . . . , `n, `)) = f
](φ(`1), . . . , φ(`n), φ(`))
by induction on
(∇(f, `1, . . . , `n), `) ∈ On× L.
Case I: ∇(f, `1, . . . , `n) = 0.
We have f ](`1, . . . , `n, `) = `, so f
](`1, . . . , `n, `) is defined.
We have
φ(f ](`1, . . . , `n, `)) = φ(`)
and since
(f, φ(`1), . . . , φ(`n)) ∈ Li(V),
we also have
f ](φ(`1), . . . , φ(`n), φ(`)) = φ(`).
Case II: ∇(f, `1, . . . , `n) > 0, ` = x ∈ X.
We have
f ](`1, . . . , `n, `) = fx(`1, . . . , `n)
in this case, so f ](`1, . . . , `n, `) is defined.
Furthermore,
φ(f ](`1, . . . , `n, `)) = φ(fx(`1, . . . , `n))
= f ](φ(`1), . . . , φ(`n), vx) = f
](φ(`1), . . . , φ(`n), φ(`)).
Case III: ∇(f, `1, . . . , `n) > 0, ` = g(u1, . . . , um), g ∈ F.
We have
f ](`1, . . . , `n, `)
= g(f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um)),
so f ](`1, . . . , `n, `) is defined in this case. Furthermore,
φ(f ](`1, . . . , `n, `))
= φ(g(f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um)))
= g(φ(f ](`1, . . . , `n, u1)), . . . , φ(f
](`1, . . . , `n, um)))
= g(f ](φ(`1), . . . , φ(`n), φ(u1)), . . . , f
](φ(`1), . . . , φ(`n), φ(um)))
= f ](φ(`1), . . . , φ(`n), g(φ(u1), . . . , φ(um)))
= f ](φ(`1), . . . , φ(`n), φ(g(u1, . . . , um)))
= f ](φ(`1), . . . , φ(`n), φ(`)).
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Case IV: ∇(f, `1, . . . , `n) > 0, ` = gx(u1, . . . , um).
By the induction hypothesis,
∇(g, f ](`1, . . . , `n, u1), . . . , f ](`1, . . . , `n, um))
= f(g, φ(f ](`1, . . . , `n, u1)), . . . , φ(f ](`1, . . . , `n, um)))
= f(g, f ](φ(`1), . . . , φ(`n), φ(u1)), . . . , f ](φ(`1), . . . , φ(`n), φ(um)))
= f((f, φ(`1), . . . , φ(`n)) ∗ (g, φ(u1), . . . , φ(um)))
< f(f, φ(`1), . . . , φ(`n))
= ∇(f, `1, . . . , `n).
Therefore,
g](f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um), fx(`1, . . . , `n))
has already been constructed in the induction process and
f ](`1, . . . , `n, `)
= g](f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um), fx(`1, . . . , `n)).
We also have
φ(f ](`1, . . . , `n, `))
= φ(g](f ](`1, . . . , `n, u1), . . . , f
](`1, . . . , `n, um), fx(`1, . . . , `n)))
= g](φ(f ](`1, . . . , `n, u1)), . . . , φ(f
](`1, . . . , `n, um)), φ(fx(`1, . . . , `n)))
= g](f ](φ(`1), . . . , φ(`n), φ(u1)), . . . , f
](φ(`1), . . . , φ(`n), φ(um)), f
](φ(`1), . . . , φ(`n), φ(x)))
= f ](φ(`1), . . . , φ(`n), g
](φ(u1), . . . , φ(um), φ(x)))
= f ](φ(`1), . . . , φ(`n), φ(gx(u1, . . . , um)))
= f ](φ(`1), . . . , φ(`n), φ(`)).
Claim: I claim that L is partially endomorphic.
Suppose that ∇(g, u1, . . . , um) = 0. Then
f(g, φ(u1), . . . , φ(um)) = 0,
hence
(g, φ(u1), . . . , φ(um)) ∈ Li(Γ(V)).
Therefore,
(f, φ(`1), . . . , φ(`n)) ∗ (g, φ(u1), . . . , φ(um)) ∈ Li(Γ(V)),
but
(f, φ(`1), . . . , φ(`n)) ∗ (g, φ(u1), . . . , φ(um))
= (g, f ](φ(`1), . . . , φ(`n), φ(u1)), . . . , f
](φ(`1), . . . , φ(`n), φ(um))
= (g, φ(f ](`1, . . . , `n, u1)), . . . , φ(f
](`1, . . . , `n, um)),
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so
(g, φ(f ](`1, . . . , `n, u1)), . . . , φ(f
](`1, . . . , `n, um)) ∈ Li(Γ(V)),
hence
f(g, φ(f ](`1, . . . , `n, u1)), . . . , φ(f ](`1, . . . , `n, um)) = 0,
thus
∇(g, f ](`1, . . . , `n, u1), . . . , f ](`1, . . . , `n, um)) = 0
as well. We therefore conclude that L is partially endomorphic. 
We shall write L((vx)x∈X ,V, (f ])f∈E , (gV)g∈F) for the algebra denoted by L in
Theorem 5.10.
Proposition 5.11. Let X be a partially endomorphic algebra.
(1) X is Laver-like if and only if X is the surjective homomorphic image of
some well-founded partially endomorphic Laver table.
(2) X is locally Laver-like if and only if X is the surjective homomorphic image
of some partially endomorphic Laver table.
Proof. → This follows from the facts that every partially endomorphic Laver table
is locally Laver-like, every well-founded partially endomorphic Laver table is Laver-
like, and the quotient of a (locally) Laver-like partially endomorphic algebra is a
(locally) Laver-like partially endomorphic algebra.
← This follows from the fact that the mapping φ : L→ X described in Theorem
5.10 is a surjective homomorphism, and L is well-founded whenever X is Laver-
like. 
Proposition 5.12. (1) Every partially endomorphic Laver-table is of the form
L((vx)x∈X ,V, (f ])f∈E , (gV)g∈F)
for some locally Laver-like partially endomorphic algebra
(V, (f ])f∈E , (g)g∈F).
(2) Every well-founded partially endomorphic Laver table is of the form
L((vx)x∈X ,V, (f ])f∈E , (gV)g∈F)
for some Laver-like partially endomorphic algebra
(V, (f ])f∈E , (g)g∈F).
Suppose that (X, ∗) is a permutative LD-system and F is a set of operations on
X such that for each f ∈ F the identity f(x ∗ x1, . . . , x ∗ xn) = x ∗ f(x1, . . . , xn)
is satisfied. Then define an equivalence relation '∗,Fcmx on X where we set x ' y if
and only if
t(a1, . . . , an, x) ∈ Li(X)↔ t(a1, . . . , an, y) ∈ Li(X)
whenever a1, . . . , an ∈ X. Then '∗,Fcmx is a congruence on (X, ∗,F), and '∗,Fcmx is
the largest congruence such that if x '∗,Fcmx y, then crit(x) = crit(y). If '∗,Fcmx is the
identity relation, then we shall say that (X, ∗,F) is critically simple over ∗. The
following result gives a duality
76 JOSEPH VAN NAME
Proposition 5.13. (1) Suppose that ∗ is a binary operation on a set V , and
V = (V, ∗,F) is an locally Laver-like endomorphic algebra which is critically
simple over ∗. Furthermore, suppose that X is a set, vx ∈ V for each
x ∈ X, and that (vx)x∈X generates V in the algebra (V, ∗,F). Then there
is a unique isomorphism
j : (V, ∗,F)→ L((vx)x∈X , ∗,F)/ ≡∗,Fcmx
such that j(vx) = [x] for each x ∈ X.
(2) Suppose that (L, ∗,F) is a partially endomorphic Laver table where ∗ is a
binary operation on L. Then
(L, ∗,F) = L(([x])x∈X , (L, ∗,F)/ ≡∗,Fcmx).
The following result shows that all endomorphic algebras can be easily obtained
from algebras of the form (X, ∗, (ti)i∈I) where (X, ∗) is an LD-system and each ti
satisfies the identity
x ∗ ti(x1, ..., xn) = ti(x ∗ x1, ..., x ∗ xn).
Proposition 5.14. Suppose that (X,F ,G) is a partially endomorphic algebra where
F contains at least one fundamental operation. Then there is some algebra
(Y, ∗, (f+)f∈F , (g+)g∈G)
along with a function φ : X → Y where
(1) (Y, ∗) is an LD-system,
(2) f+ has arity nf for each f ∈ F ,
(3) g+ has arity ng for each g ∈ G,
(4) y∗f+(y1, . . . , ynf ) = f+(y∗y1, . . . , y∗ynf ) whenever f ∈ F , y, y1, ..., ynf ∈ Y
(5) y∗g+(y1, . . . , yng) = g+(y∗y1, . . . , y∗yng) whenever g ∈ G and y, y1, ..., yng ∈
G.
Define a mapping f++ : Y nf+1 → Y by letting
f++(y1, . . . , ynf , y) = f
+(y1, . . . , ynf ) ∗ y.
(6) The function φ is an injective homomorphism from
(X,F ,G)
to
(Y, (f++)f∈F , (g+)g∈G).
(7) If (X,F ,G) is permutative, then (Y, ∗) is also permutative.
(8) If (X,F ,G) is Laver-like, then (Y, ∗) is also Laver-like.
Proof. Let Y = Γ(X,F). Let t ∈ F be an operation. Define φ : X → Y by letting
φ(x) = (t, x, . . . , x), and define a mapping
f+((f1, x1,1, . . . , x1,nf1 ), . . . , (fnf , xnf ,1, . . . , xnf ,nfnf
))
= (f, x1,1, . . . , xnf1 ,1).
Let
g+((f1, x1,1, . . . , x1,nf1 ), . . . , (fng , xng,1, . . . , xng,nfng ))
= (t, g(x1,1, . . . , xng,1), . . . , g(x1,1, . . . , xng,1)).
We have
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(h, x1, . . . , xnh) ∗ f+((f1, x1,1, . . . , x1,nf1 ), . . . , (fnf , xnf ,1, . . . , xnf ,nfnf ))
= (h, x1, . . . , xnh) ∗ (f, x1,1, . . . , xnf ,1)
= (f, h(x1, . . . , xnh , x1,1), . . . , h(x1, . . . , xnh , xnf ,1)).
We have
f+((h, x1, . . . , xnh)∗(f1, x1,1, . . . , x1,nf1 ), . . . , (h, x1, . . . , xnh)∗(fnf , xnf ,1, . . . , xnf ,nfnf ))
= f+((f1, h(x1, . . . , xnh , x1,1), . . . , h(x1, . . . , xnh , x1,nf )), . . . ,
(fnf , h(x1, . . . , xnh , xnf ,1), . . . , h(x1, . . . , xnh , xnf ,nfnf
))
= (f, h(x1, . . . , xnh , x1,1), . . . , h(x1, . . . , xnh , xnf ,1)).
We therefore conclude that
(h, x1, . . . , xnh) ∗ f+((f1, x1,1, . . . , x1,nf1 ), . . . , (fnf , xnf ,1, . . . , xnf ,nfnf ))
= f+((h, x1, . . . , xnh)∗(f1, x1,1, . . . , x1,nf1 ), . . . , (h, x1, . . . , xnh)∗(fnf , xnf ,1, . . . , xnf ,nfnf )).
We have
(h, x1, . . . , xnh) ∗ g+((f1, x1,1, . . . , x1,nf1 ), . . . , (fng , xng,1, . . . , xng,nfng ))
= (h, x1, . . . , xng) ∗ (t, g(x1,1, . . . , xng,1), . . . , g(x1,1, . . . , xng,1))
= (t, h(x1, . . . , xng , g(x1,1, . . . , xng,1)), . . . , h(x1, . . . , xng , g(x1,1, . . . , xng,1)))
= (t, g(h(x1, . . . , xng , x1,1), . . . , g(h(x1, . . . , xng , xng,1))))
We have
g+((h, x1, . . . , xnh)∗(f1, x1,1, . . . , x1,nf1 ), . . . , (h, x1, . . . , xnh)∗(fng , xng,1, . . . , xng,nfng ))
= g+((f1, h(x1, . . . , xnh , x1,1), . . . , h(x1, . . . , xnh , x1,nf1 )), . . . ,
(fng , h(x1, . . . , xnh , xng,1), . . . , h(x1, . . . , xnh , xng,nfng )))
= (t, g(h(x1, . . . , xnh , x1,1), . . . , h(x1, . . . , xnh , xng,1)).
We therefore conclude that
(h, x1, . . . , xnh) ∗ g+((f1, x1,1, . . . , x1,nf1 ), . . . , (fng , xng,1, . . . , xng,nfng ))
= g+((h, x1, . . . , xnh) ∗ (f1, x1,1, . . . , x1,nf1 ), . . . ,
(h, x1, . . . , xnh) ∗ (fng , xng,1, . . . , xng,nfng )).
We have
φ(f(x1, . . . , xnf , x))
= (t, f(x1, . . . , xnf , x), . . . , f(x1, . . . , xnf , x)).
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On the other hand,
f++(φ(x1), . . . , φ(xnf ), φ(x))
= f+(φ(x1), . . . , φ(xnf )) ∗ φ(x)
= f+((t, x1, . . . , x1), . . . , (t, xnf , . . . , xnf )) ∗ (t, x, . . . , x)
= (f, x1, . . . , xnf ) ∗ (t, x, . . . , x)
= (t, f(x1, . . . , xnf , x), . . . , f(x1, . . . , xnf , x))
= φ(f(x1, . . . , xnf , x)).
We have
φ(g(x1, . . . , xng))
= (t, g(x1, . . . , xng), . . . , g(x1, . . . , xng))
and
g+(φ(x1), . . . , φ(xng))
= g+((t, x1, . . . , x1), . . . , (t, xng , . . . , xng))
= (t, g(x1, . . . , xng)).
We have
φ(g(x1, . . . , xng))
= g+(φ(x1), . . . , φ(xng)).
We therefore conclude that φ is a homomorphism. 
5.1. Twistedly endomorphic algebras. We shall now generalize the notion of a
Laver table to the notion of a twistedly endomorphic Laver table. The twistedly en-
domorphic Laver tables satisfy modified versions of the self-distributivity identities
such as
t(a, b, t(x, y, z)) = t(t(a, b, x), t(b, a, y), t(a, b, z)).
Definition 5.15. Let E be a set of function symbols. Let X be a set. Let G =
{fx | x ∈ X}. Let L ⊆ TG(X) be a downwards closed subset where X ⊆ L
and fx(`1, . . . , `nf ) ∈ L if and only if fy(`1, . . . , `nf ) ∈ L. Now suppose that each
function symbol f is nf -ary.
Suppose that if f, g ∈ E and i ∈ {1, . . . , nf}, then
σf,g,i : {1, . . . , ng} → {1, . . . , ng}
is a function.
Suppose now that ∗ is the operation on ⋃f∈E{f}×{1, . . . , nf} defined by (f, i)∗
(g, j) = (g, σg,f,i(j)). The operation ∗ is associative if and only if σf,h,i ◦ σf,g,j =
σf,g,σg,h,i(j) whenever f, g, h ∈ E and i ∈ {1, . . . , nh} and j ∈ {1, . . . , ng}. Now
suppose that ∗ is an associative operation on ⋃f∈E{f} × {1, . . . , nf}.
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Let Ω = {(f, `1, . . . , `n) | f ∈ E, `1, . . . , `n ∈ L}. Let ∇ : Ω→ On be a function
such that ∇(f, `1, . . . , `n) = 0 if and only if fx(`1, . . . , `n) 6∈ L.
Suppose that for each f ∈ E there is an n+ 1-ary operation f ] : Ln+1 → L such
that
(1) f ](`1, . . . , `n, `) = ` whenever ∇(f, `1, . . . , `n) = 0,
(2) f ](`1, . . . , `n, x) = fx(`1, . . . , `n) whenever ∇(f, `1, . . . , `n) > 0,
(3) If ∇(f, `1, . . . , `m) > 0, then
f ](`1, . . . , `m, gx(u1, . . . , un))
= g](f ](`σf,g,1(1), . . . , `σf,g,1(m), u1), . . . , f
](`σf,g,n(1),
. . . , `σf,g,n(m), un), fx(`1, . . . , `m)),
and
(4) ∇(f, `1, . . . , `m)
> ∇(g, f ](`σf,g,1(1), . . . , `σf,g,1(m), u1), . . . , f ](`σf,g,n(1), . . . , `σf,g,n(m), un))
whenever (f, `1, . . . , `m) > 0.
Then we shall call the algebra (L, (f ])f∈E) a well-founded twistedly pre-endomorphic
Laver table of type ∗.
Suppose now that V is a set and f• : V nf+1 → V is a function for all f ∈ E.
Then we shall call the algebra (V, (f•)f∈E) a twistedly endomorphic algebra of type
∗ if for all f, g, the following identity is satisfied:
f•(x1, . . . , xnf , g
•(y1, . . . , yng , z))
= g•(f•(xσf,g,1(1), . . . , xσf,g,1(nf ), y1),
. . . , f•(xσf,g,ng (1), . . . , xσf,g,ng (nf ), yng ), f
•(x1, . . . , xnf , z)).
Define the twisted hull Γ∗(V, (f•)f∈E) to be the algebra with underlying set
⋃
f∈E{f}×
V nf and an operation ∗ defined by letting
(f, x1, . . . , xnf ) ∗ (g, y1, . . . , yng )
= (g, f•(xσf,g,1(1), . . . , xσf,g,1(nf ), y1), . . .
, f•(xσf,g,ng (1), . . . , xσf,g,ng (nf ), yng )).
Proposition 5.16. Suppose that V is a set and (V, F ) is an algebra. Then (V, F )
is a well-founded twistedly endomorphic algebra of type ∗ if and only if the twisted
hull Γ∗(V, F ) is an LD-system.
Definition 5.17. If (V, F ) is an algebra and the twisted hull Γ∗(V, F ) is Laver-
like, then we shall call (V, F ) a twistedly Laver-like algebra of type ∗. We shall
call (L, (f ])f∈E) a twistedly endomorphic Laver table of type ∗ if L is a twistedly
endomorphic algebra of type ∗.
Theorem 5.18. The algebra (L, (f ])f∈E) is a twistedly endomorphic Laver table
if and only if ∇(g, u1, . . . , un) = 0 implies that
∇(g, f ](`σf,g,1(1), . . . , `σf,g,1(m), u1), . . . , f ](`σf,g,n(1), . . . , `σf,g,n(m), un)) = 0.
Proof. The proof follows the same steps as Theorem 4.19 with obvious modifica-
tions. 
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Theorem 5.19. Unless otherwise defined, let us use the notation found in Def-
inition 5.15. Suppose now that the algebra (V, (f•)f∈E) is a twistedly Laver-like
algebra of type ∗. Let vx ∈ V for each x ∈ X. Now define the subset L ⊆ T and a
function φ : L→ V inductively by the following rules:
(1) x ∈ L and φ(x) = vx for all x ∈ X.
(2) fx(`1, . . . , `n) ∈ L if and only if `1, . . . , `n ∈ L and (f, φ(`1), . . . , φ(`n)) 6∈
Li(Γ∗(X,E)).
(3) If fx(`1, . . . , `n) ∈ L, then
φ(fx(`1, . . . , `n)) = f
•(φ(`1), . . . , φ(`n), vx).
Then one can endow L with operations f ] for each f ∈ E such that (L, (f ])f∈E)
is a well-founded twistedly endomorphic Laver table. Furthermore, the mapping
φ : L→ V is a homomorphism.
Unlike the case with the endomorphic Laver tables, we currently do not have
very good techniques for producing twistedly endomorphic Laver tables.
Example 5.20. Suppose that (X, ∗) is a Laver-like LD-system. Define an n+1-ary
operation on X by letting t(x1, . . . , xn, x) = x1 ∗ x. Then the algebra (X, f) is a
twistedly endomorphic algebra of type • whenever • is an associative operation on
{1, . . . , n} with 1 • 1 = 1.
6. More multigenic Laver tables and the final matrix
In this chapter, we shall continue our investigations of the multigenic Laver tables
with a special focus on the multigenic Laver tables of the form (A≤2
n
)+. In partic-
ular, we shall establish combinatorial properties of multigenic Laver tables as well
as efficient algorithms for computing the self-distributive operation in multigenic
Laver tables.
6.1. The final matrix. While the multigenic Laver tables (A≤2
n
)+ have rather
large cardinality, all of the combinatorial complexity in the algebra (A≤2
n
)+ is
contained inside the classical Laver table An along with another 2
n×2n table which
we shall call the n-th final matrix. Furthermore, in practice, individual entries in
the n-th final matrix can be computed efficiently as long as one is able to compute
the classical Laver table An. On the other hand, the final matrices contain many
combinatorial intricacies which have not been found in the classical Laver tables.
We shall write x[n] for the letter in the n-th position in the string x (for example
abcde[4] = d).
Proposition 6.1. Whenever x, y ∈ {1, . . . , 2n} and 1 ≤ ` ≤ x ∗n y, either
(i) there is some i ∈ {1, . . . , x} where x ∗n y[`] = x[i] whenever |x| = x, |y| = y,
or
(ii) there is some i ∈ {1, . . . , y} where x ∗n y[`] = y[i] whenever |x| = x, |y| = y.
Definition 6.2. Define
Mn : {(x, y, `) | x, y ∈ {1, . . . , 2n}, 1 ≤ ` ≤ x ∗n y} → Z
to be the function where
(1) if Mn(x, y, `) < 0, then
x ∗n y[`] = x[−Mn(x, y, `)],
and
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(2) if Mn(x, y, `) > 0, then
x ∗n y[`] = y[Mn(x, y, `)].
In other words, Mn is the function where we always have
a−1 . . . a−x ∗n a1 . . . ay = aMn(x,y,1) . . . aMn(x,y,x∗y).
Proposition 6.3. The function Mn is the unique function with domain
{(x, y, `) | x, y ∈ {1, . . . , 2n}, 1 ≤ ` ≤ x ∗n y}
that satisfies the following properties.
(1) Mn(2
n, y, `) = ` whenever 1 ≤ ` ≤ x ∗n y = y.
(2) Mn(x, 1, `) = −` whenever ` ≤ x < 2n.
(3) Mn(x, 1, x+ 1) = 1 whenever x < 2
n.
(4) Mn(x, y+ 1, `) = −Mn(x ∗ y, x+ 1, `) whenever 0 < Mn(x ∗ y, x+ 1, `) ≤ x
and x, y < 2n.
(5) Mn(x, y + 1, `) = y + 1 whenever Mn(x ∗ y, x+ 1, `) = x+ 1 and x, y < 2n.
(6) Mn(x, y+1, `) = Mn(x, y,−Mn(x∗y, x+1, `)) whenever Mn(x∗y, x+1, `) <
0 and x, y < 2n.
Definition 6.4. Define
FM−n , FM
+
n : {1, . . . , 2n}2 → Z
to be the functions where
FM+n (x, y) = Mn(x, 2
n, y)
and
FM−n (x, y) = Mn(x,On(x), y).
We shall call the functions FM−n , FM
+
n the final matrices.
The functions FM−n , FM
+
n can both be obtained from each other by using the
following proposition.
Proposition 6.5. FM+n (x, y) > 0 if and only if FM
−
n (x, y) > 0. Furthermore,
(1) if FM+n (x, y) < 0, then FM
+
n (x, y) = FM
−
n (x, y), and
(2) if FM−n (x, y) > 0, then FM
+
n (x, y) = FM
−
n (x, y) + 2
n −On(x).
The function Mn can be computed from FM
−
n and FM
+
n using the following
facts.
Proposition 6.6. Suppose that x, y ∈ {1, . . . , 2n} and 1 ≤ ` ≤ x ∗n y.
(1) Mn(x, y, `) = FM
+
n (x, `) = FM
−
n (x, `) whenever FM
+
n (x, `) < 0.
(2) Mn(x, y, `) = FM
+
n (x, `)−b(2n−y)·On(x)−1c·On(x) whenever FMn(x, y) >
0.
(3) Mn(x, y, `) = FM
−
n (x, `)+2
n−On(x)−b(2n−y)·On(x)−1c·On(x) whenever
FMn(x, y) > 0.
(4) if 1 ≤ y ≤ On(x), then Mn(x, y, `) = FM−n (x, `).
The following tables are the multiplication tables for the final matrices FM−n for
n ≤ 4.
FM−0 1
1 1
FM−1 1 2
1 −1 1
2 1 2
82 JOSEPH VAN NAME
FM−2 1 2 3 4
1 −1 1 −1 2
2 −1 −2 1 2
3 −1 −2 −3 1
4 1 2 3 4
FM−3 1 2 3 4 5 6 7 8
1 −1 1 −1 2 −1 3 −1 4
2 −1 −2 1 2 −1 −2 3 4
3 −1 −2 −3 1 −1 −2 −3 2
4 −1 −2 −3 −4 1 2 3 4
5 −1 −2 −3 −4 −5 1 −5 2
6 −1 −2 −3 −4 −5 −6 1 2
7 −1 −2 −3 −4 −5 −6 −7 1
8 1 2 3 4 5 6 7 8
FM−4 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 −1 1 −1 −1 −1 1 −1 1 −1 1 −1 2 −1 3 −1 4
2 −1 −2 1 −1 −1 −2 1 −2 −1 −2 1 2 −1 −2 3 4
3 −1 −2 −3 1 −1 −2 −3 2 −1 −2 −3 3 −1 −2 −3 4
4 −1 −2 −3 −4 1 2 3 4 −1 −2 −3 −4 5 6 7 8
5 −1 −2 −3 −4 −5 1 −5 2 −1 −2 −3 −4 −5 3 −5 4
6 −1 −2 −3 −4 −5 −6 1 2 −1 −2 −3 −4 −5 −6 3 4
7 −1 −2 −3 −4 −5 −6 −7 1 −1 −2 −3 −4 −5 −6 −7 2
8 −1 −2 −3 −4 −5 −6 −7 −8 1 2 3 4 5 6 7 8
9 −1 −2 −3 −4 −5 −6 −7 −8 −9 1 −9 2 −9 3 −9 4
10 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 1 2 −9 −10 3 4
11 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 1 −9 −10 −11 2
12 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 1 2 3 4
13 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 1 −13 2
14 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −14 1 2
15 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −14 −15 1
16 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Let ((A≤r)+, ∗) be a pre-multigenic Laver table. Let BFMr : {1, . . . , r}2 → Z
be the mapping where if x ∈ {1, . . . r} and y is the least natural number such
that |0x ∗ 0y| = r, then a−1 . . . a−x ∗ a1 . . . ay = aBFMr(1) . . . aBFMr(r). In particu-
lar BFM2n = FM
−
n for all n ∈ ω. The following table is the multiplication table for
BFM15.
BFM15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
1 −1 1 −1 −1 −1 −1 1 −1 −1 1 −1 1 2 −1 3
2 −1 −2 1 −1 −1 −1 −2 −1 −1 −2 1 −2 2 3 4
3 −1 −2 −3 1 −1 1 −2 1 1 −2 −3 2 3 −3 4
4 −1 −2 −3 −4 1 −4 2 −4 −4 2 3 4 −4 5 6
5 −1 −2 −3 −4 −5 1 2 −4 1 2 −5 2 2 −5 3
6 −1 −2 −3 −4 −5 −6 1 2 −6 3 −5 −6 3 4 5
7 −1 −2 −3 −4 −5 −6 −7 1 −6 −7 2 −7 −7 2 3
8 −1 −2 −3 −4 −5 −6 −7 −8 1 2 3 4 −7 −8 5
9 −1 −2 −3 −4 −5 −6 −7 −8 −9 1 −9 2 3 −9 4
10 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 1 2 −10 3 4
11 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 1 −10 −11 2
12 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 1 2 3
13 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 1 2
14 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −14 1
15 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
The following image is picture of FM−6 where the positive entries are colored black
and the negative entries are colored white.
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The following image is picture of FM−7 .
The following image is picture of FM−8 .
GENERALIZATIONS OF LAVER TABLES 85
The following diagram gives a side by side comparison of the 128x128-classical
Laver table with the 128x128-final matrix.
Lemma 6.7. Suppose that FM+n (x, `) = −x and x > 1. Then
FM+n (x− 1, `) > 0
and
FM+n (1, FM
+
n (x− 1, `)) = −1.
Proof. Suppose that FM+n (x, `) = −x. Then, in (A≤2
n
)+, we have
0x−1 ∗ (1 ∗ a2n)[`] = 0x−11 ∗ (0x−1 ∗ a2n)[`] = 1,
so FM−n (x− 1, `) > 0. Furthermore,
1 = 0x−1 ∗ (1 ∗ a2n)[`] = 1 ∗ a2n [FM+n (x− 1, `)],
so
FM+n (1, FM
+
n (x− 1, `)) = −1.

Lemma 6.8. Suppose that FM+n (x, `) = −j for some j ∈ {1, . . . , x− 1}. Then
FM+n (x, `) = FM
+
n (x− 1, `).
Proof. In (A≤2
n
)+, we have
a1 . . . ax−1 ∗ 12n [`] = a1 . . . ax−1 ∗ (1 ∗ 12n)[`]
= a1 . . . ax−11 ∗ (a1 . . . ax−1 ∗ 12n)[`] = aj .
Therefore, FM+n (x− 1, `) = −j as well. 
Theorem 6.9. Suppose that FM+n (x, `) = −j. Then
(1) FM+n (y, `) = −j whenever j ≤ y ≤ x.
(2) If j > 1, then
FM+n (j − 1, `) > 0,
and
FM+n (1, FM
+
n (j − 1, `)) = −1.
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Proof. (1) This result follows from applying Lemma 6.8 repeatedly by a de-
scending induction on y.
(2) From 1, we have FM+n (j, `) = −j. Therefore, by Lemma 6.7, we conclude
that FM+n (j − 1, `) > 0 and FM+n (1, FM+n (j − 1, `)) = −1.

Theorem 6.9 may be used to efficiently compute images of the final matrix (such
as Image 6.1) by computing one column at a time. Furthermore, from Theorem
6.9, one may conclude that all of the combinatorial complexity of the multigenic
Laver tables (A≤2
n
)+ is contained in the positive entries of the final matrix FM−n .
Proposition 6.10 is proven the same way that Theorem 6.9 is proven.
Proposition 6.10. Suppose that x, y ∈ {1, . . . , 2n}, y ≤ On(x), x+ y = x ∗n y, and
FM−n (x + y, `) = −(x + i) for some i ∈ {1, . . . , y}. Then FM−n (x, `) > 0, and
FM−n (y, FM
−
N (x, `)) = −i.
Proposition 6.11. Suppose that M is a multigenic Laver table and a1 . . . ax, b1 . . . by ∈
M where y > 1. Suppose also that |a1 . . . ax ∗M b1 . . . by| = `. Then
(1) a1 . . . ax ∗M b1 . . . by[`− 1] = ax whenever crit(a1 . . . ax) ≤ crit(b1 . . . by−1),
and
(2) a1 . . . ax∗M b1 . . . by[`−1] = by−1 whenever crit(a1 . . . ax) > crit(b1 . . . by−1).
Proof. I claim that the last letter of tn(a1 . . . ax, b1 . . . by−1) is by−1 whenever n is
odd and the last letter of tn(a1 . . . ax, b1 . . . by−1) is ax whenever n is even. We shall
prove this claim by induction on n.
If n = 1, then tn(a1 . . . ax, b1 . . . by−1) = b1 . . . by−1 which has by−1 as its last
letter. If n = 2, then tn(a1 . . . ax, b1 . . . by−1) = a1 . . . ax whose last letter is ax. If
n > 2, then
tn(a1 . . . ax, b1 . . . by−1) = tn−1(a1 . . . ax, b1 . . . by−1) ∗ tn−2(a1 . . . ax, b1 . . . by−1).
If n is odd, then since tn−2(a1 . . . ax, b1 . . . by−1) has by−1 as its last letter, tn(a1 . . . ax, b1 . . . by−1)
also has by−1 as its last letter. If n is even, then since ax is the last letter of
tn−2(a1 . . . ax, b1 . . . by−1), we conclude that ax is also the last letter of tn(a1 . . . ax, b1 . . . by−1).
Now take note that a1 . . . ax ∗M b1 . . . by[` − 1] is the last letter of a1 . . . aMx ◦
b1 . . . by−1.
If crit(a1 . . . ax) ≤ crit(b1 . . . by−1), then a1 . . . ax◦b1 . . . by−1 = tn(a1 . . . ax, b1 . . . by−1)
for some even n. Therefore, the last letter of a1 . . . ax ◦ b1 . . . by−1 is ax. If
crit(a1 . . . ax) > crit(b1 . . . by−1), then
a1 . . . ax ◦ b1 . . . by−1 = tn(a1 . . . ax, b1 . . . by−1)
for some odd n, so the last letter of a1 . . . ax ◦ b1 . . . by−1 is by−1 in this case. 
Corollary 6.12. Suppose that x ∈ An and 1 < y ≤ On(x).
(1) If gcd(2n, x) > gcd(2n, y − 1), then
FM−n (x, (x ∗n y)− 1) = y − 1.
(2) If gcd(2n, x) ≤ gcd(2n, y − 1), then
FM−n (x, (x ∗n y)− 1) = −x,
and
FM−n (x− 1, (x ∗n y)− 1) > 0,
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and
FM+n (1, FM
+
n (x− 1, (x ∗n y)− 1)) = −1.
Proof. Suppose that x ∈ An and 1 < y ≤ On(x). Then let a1, . . . , ax, b1, . . . , by be
letters.
(1) If gcd(2n, x) > gcd(2n, y − 1), then crit(a1 . . . ax) > crit(b1 . . . by−1), so by
Proposition 6.11, we have a1 . . . ax ∗ b1 . . . by[x ∗ y − 1] = by−1. Therefore,
FM−n (x, (x ∗n y)− 1) = y − 1.
(2) If gcd(2n, x) ≤ gcd(2n, y − 1), then crit(a1 . . . ax) ≤ crit(b1 . . . by−1), so by
Proposition 6.11, we have a1 . . . ax ∗ b1 . . . by[x ∗ y − 1] = ax. Therefore, we
conclude that FM−n (x, (x ∗n y) − 1) = −x. The other conclusions follow
from Lemma 6.7.

We shall now give counterexamples to conjectures that one may make when
observing the final matrices.
Example 6.13. For n < 7, if FM+n (x, y) > 0 and y ≤ 2n−1, then FM+n (x, y +
2n−1) > 0 as well. However, we have FM+7 (8, 16) = 1 but FM
+
7 (8, 16 + 2
6) = −4.
Example 6.14. If n < 9 and FM−n (i, j) > 0, FM
−
n (i, j + 1) > 0, then
FM−n (i, j + 1) = FM
−
n (i, j) + 1.
On the other hand,
FM−9 (8, 175) = 1, FM
−
9 (8, 176) = 3, FM
−
9 (8, 191) = 1, FM
−
9 (8, 192) = 4,
FM−9 (8, 143) = FM
−
9 (8, 144) = 1.
Example 6.15. If n < 11 and FM−n (i, j) > 0, FM
−
n (i, j + 1) > 0, then
FM−n (i, j + 1) ≥ FM−n (i, j)− 1.
To the contrary, FM−11(8, 255) = 3 and FM
−
11(8, 256) = 1.
Example 6.16. For n < 4, we have gcd(2n, x, y) ≤ gcd(2n, |FM−n (x, y)|), but
FM−4 (2, 4) = 1.
Example 6.17. For n < 7, if FM−n (x, y) > 0, then
gcd(2n, x, y) ≤ gcd(2n, FM−n (x, y)),
yet FM−7 (8, 16) = 1.
Let X be a permutative LD-system. Then if x, y ∈ X, then let x ≤ST y if and
only if x/ ≡α y/ ≡α for all critical points α ∈ crit[X].
Example 6.18. Suppose that a1 . . . ax, b1 . . . by ∈ (A≤2n)+ are words where the
letters a1, . . . , ax, b1, . . . , by are distinct. Let a1 . . . ax ∗n b1 . . . by = c1 . . . cz, and
suppose that a1 . . . ax ∗n b1 . . . by[`] = bj .
If n ∈ {0, . . . , 6}, then a1 . . . ax ∗n b1 . . . bj ≤ST c1 . . . c`. However, if n = 7, x =
1, y = 4, then a1 ∗7 b1b2b3b4[32] = b1, but a1b1 = a1 ∗7 b1 6≤ST c1 . . . c32. Let
φ : (A≤32)+ → (A≤4)+ be the canonical homomorphism. Then φ(a1 ∗ b1) = a1b1 6
a1b3a1b1 = φ(c1 . . . c32) which implies that a1 ∗ b1 6≤ST c1 . . . c32.
Example 6.19. Suppose a1 . . . ax, b1 . . . by ∈ (A≤2n)+ and all the letters a1, . . . , ax, b1, . . . , by
are distinct. Let a1 . . . ax ∗ b1 . . . by = c1 . . . cz, and let a1 . . . ax ∗ b1 . . . by[`] = ai.
If n ≤ 3, then a1 . . . ai ≤ST c1 . . . c`. However, if n = 4 and x = 2, y = 4, then
a1a2 ∗ b1b2b3b4[4] = a1, but a1 6≤ST c1c2c3c4.
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6.2. Applications of induction to multigenic Laver tables.
Theorem 6.20. Suppose that M is a multigenic Laver table over an alphabet A,
a1, . . . , ax, b1, . . . , by are all distinct letters in A, a1 . . . ax ∗M b1 . . . by = c1 . . . cz,
and 1 ≤ l ≤ z.
(1) If cl = ai, then crit(a1 . . . ai) ≤ crit(c1 . . . cl).
(2) If cl = bi, then crit(b1 . . . bi) ≤ crit(c1 . . . cl).
Proof. Without loss of generality, assume that N is a generalized Laver table over
an alphabet B, f : A→ B is a function where f−1[{b}] is infinite for each b ∈ B, and
M = M((f(a))a∈A, N). Let φ : M → N be the unique homomorphism that extends
f , and let ' be the congruence on M where x ' y if and only if φ(x) = φ(y). The
motivation behind our use of M is that all of the letters in the set f−1[{b}] are
simply isomorphic copies of one another and that in this proof we will need to
replace letters with these copies.
We shall prove this result by our usual double induction which is descending on
a1 . . . ax but which is ascending on b1 . . . by with respect to .
Case 1: a1 . . . ax ∈ Li(M). We have a1 . . . ax ∗ b1 . . . by = b1 . . . by. If cl = bi, then
l = i, so b1 . . . bi = c1 . . . cl, hence
crit(b1 . . . bi) ≤ crit(c1 . . . cl).
Case 2: a1 . . . ax 6∈ Li(M), y = 1. We have c1 . . . cz = a1 . . . axb1. If ` ≤ x, then
c1 . . . c` = a1 . . . a`, so c` = a` and
crit(a1 . . . a`) ≤ crit(c1 . . . c`).
Now assume that ` = x+ 1. Then c` = b1, but
crit(b1) ≤ crit(a1 . . . axb1) = crit(c1 . . . c`).
Case 3: a1 . . . ax 6∈ Li(M), y > 1. We have
a1 . . . ax ∗ b1 . . . by = (a1 . . . ax ∗ b1 . . . by−1) ∗ a1 . . . axby.
Suppose now that
d1 . . . dr ' a1 . . . ax ∗ b1 . . . by−1
where the letters d1 . . . dr are all distinct and distinct from a1 . . . ax, b1 . . . by. Sup-
pose now that d1 . . . dr ∗ a1 . . . axby = e1 . . . ez.
Case 3a: e` = dj . If e` = dj , then
crit(c1 . . . cj) = crit(d1 . . . dj) ≤ crit(e1 . . . e`) = crit(c1 . . . c`).
Take note that cj = c`. Now, if cj = ai, then
crit(a1 . . . ai) ≤ crit(c1 . . . cj) ≤ crit(c1 . . . c`).
If cj = bi, then
crit(b1 . . . bi) ≤ crit(c1 . . . cj) ≤ crit(c1 . . . c`).
Case 3b: e` = by. ` = z, so
crit(b1 . . . by) ≤ crit(a1 . . . ax ∗ b1 . . . by) = crit(c1 . . . cz).
Case 3c: e` = ai for some i ∈ {1, . . . , x}.
crit(a1 . . . ai) ≤ crit(e1 . . . e`) = crit(c1 . . . c`).

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Theorem 6.21. Suppose that M is a multigenic Laver table over an alphabet A,
xi = ai,1 . . . ai,ni for 1 ≤ i ≤ n, and all the letters a1,1, . . . , a1,n1 , . . . , an,1, . . . , an,nn
are distinct. Let t be an n-ary term in the language of LD-systems, t(x1, . . . ,xn) =
c1 . . . cz, and c` = ai,j. Then crit(ai,1 . . . ai,j) ≤ crit(c1 . . . c`).
Proof. For this proof, assume that M,N, f, φ,' are the same as in Theorem 6.20.
We shall prove this result by induction on the complexity of the term t. If
t(x) = x, then this result is trivial. Now assume that
t(x1, . . . ,xn) = t1(x1, . . . ,xn) ∗ t2(x1, . . . ,xn).
Let t1(x1, . . . ,xn) ' r1 . . . rp and t2(x1, . . . ,xn) ' s1 . . . sq where all the letters
in x1, . . . ,xn, r1 . . . rp, s1 . . . sq are distinct.
Suppose that t1(x1, . . . ,xn) = e1 . . . ep and t2(x1, . . . ,xn) = f1 . . . fq.
Then suppose that
r1 . . . rp ∗ s1 . . . sq = d1 . . . dz.
Suppose that d` = rk. Then ek = ai,j and
crit(ai,1 . . . ai,j) ≤ crit(e1 . . . ek) = crit(r1 . . . rk) ≤ crit(d1 . . . d`) = crit(c1 . . . c`).
Now suppose that d` = sk. Then fk = ai,j and
crit(ai,1 . . . ai,j) ≤ crit(f1 . . . fk) = crit(s1 . . . sk) ≤ crit(d1 . . . d`) = crit(c1 . . . c`).

Theorem 6.22. Let M be a multigenic Laver table. Suppose that a1 . . . ax, b1 . . . by ∈
M , the letters a1, . . . , ax, b1, . . . , by are all distinct, and a1 . . . ax∗b1 . . . by = c1 . . . cz.
If c` = bi, then crit(a1 . . . ax ∗ b1 . . . bi) ≤ crit(c1 . . . c`).
Proof. For this proof, assume that M,N, f, φ,' are the same as in Theorem 6.20.
Suppose now that a1 . . . ax ∗ b1 . . . bi ' d1 . . . dv and the letters
d1, . . . , dv, a1, . . . , ax, b1, . . . , bi
are all distinct. Then suppose that
d1 . . . dv ∗ a1 . . . axbi+1 ∗ . . . ∗ a1 . . . axby = e1 . . . ez.
Then e` = dv, so
crit(a1 . . . ax ∗ b1 . . . bi) = crit(d1 . . . dv) ≤ crit(e1 . . . e`).

Corollary 6.23. We have gcd(2n, `) ≥ gcd(2n, |Mn(x, y, `)|). In particular,
gcd(2n, y) ≥ gcd(2n, |FM−n (x, y)|).
Corollary 6.24. Suppose that Mn(x, y, `) > 0. Then
gcd(2n, x ∗Mn(x, y, `)) ≤ gcd(2n, `).
Corollary 6.25. If x < 2n and Mn(x, y, `) > 0, then gcd(2
n, x+ 1) ≤ gcd(2n, `).
Definition 6.26. Let X be a locally Laver-like LD-system. Let M be the set
of all sequences (x1, . . . , xn) of elements in X where there is no m < n where
x1 ∗ . . . ∗ xm ∈ Li(X). Then M is a multigenic Laver table. Define a mapping
Φ : M → X∗ by letting
Φ(x1, . . . , xn) = (x1, x1 ∗ x2, . . . , x1 ∗ . . . ∗ xn).
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Define an equivalence relation ' on M by letting (x1, . . . , xm) ' (y1, . . . , yn) if and
only if Φ(x1, . . . , xm) = Φ(y1, . . . , ym).
Theorem 6.27. The equivalence relation ' in Definition 6.26 is a congruence on
M .
Proof. We shall show that
A: (x1, . . . , xm) ' (y1, . . . , ym) implies that
(x1, . . . , xm) ∗ (z1, . . . , zn) ' (y1, . . . , ym) ∗ (z1, . . . , zn)
and
B: (y1, . . . , yn) ' (z1, . . . , zn) implies that
(x1, . . . , xm) ∗ (y1, . . . , yn) ' (x1, . . . , xm) ∗ (z1, . . . , zn)
by a double induction which is descending on m but ascending on n using our usual
cases.
Case 1: x1 ∗ . . . ∗ xm ∈ Li(X).
A: Suppose that (x1, . . . , xm) ' (y1, . . . , ym). We have
(x1, . . . , xm) ∗ (z1, . . . , zn) = (z1, . . . , zn)
and
(y1, . . . , ym) ∗ (z1, . . . , zn) = (z1, . . . , zn),
so
(x1, . . . , xm) ∗ (z1, . . . , zn) ' (y1, . . . , ym) ∗ (z1, . . . , zn).
B: Suppose now that (y1, . . . , yn) ' (z1, . . . , zn). Then
(x1, . . . , xm)∗(y1, . . . , yn) = (y1, . . . , yn) ' (z1, . . . , zn) = (x1, . . . , xm)∗(z1, . . . , zn).
Case 2: x1 ∗ . . . ∗ xm 6∈ Li(X) and n = 1.
A: Suppose that (x1, . . . , xm) ' (y1, . . . , ym). Since
x1 ∗ . . . ∗ xm = y1 ∗ . . . ∗ ym,
we have
x1 ∗ . . . ∗ xm ∗ z1 = y1 ∗ . . . ∗ ym ∗ z1.
Since
x1 ∗ . . . ∗ xi = y1 ∗ . . . ∗ yi
for 1 ≤ i ≤ m as well, we conclude that
(x1, . . . , xm) ∗ (z1) = (x1, . . . , xm, z1) ' (y1, . . . , ym, z1) = (y1, . . . , ym) ∗ (z1).
B: Suppose that (y1) ' (z1). Then y1 = z1, so
(x1, . . . , xm) ∗ (y1) = (x1, . . . , xm, y1) = (x1, . . . , xm, z1) = (x1, . . . , xm) ∗ (z1).
Case 3: x1 ∗ . . . ∗ xm 6∈ Li(X) and n > 1.
A: Suppose that (x1, . . . , xm) ' (y1, . . . , ym). Then since (x1, . . . , xm) ' (y1, . . . , ym),
we have
(x1, . . . , xm) ∗ (z1, . . . , zn−1) ' (y1, . . . , ym) ∗ (z1, . . . , zn−1)
by the inductive hypothesis.
Therefore, by applying the inductive hypotheses two more times, we obtain
(x1, . . . , xm) ∗ (z1, . . . , zn)
= (x1, . . . , xm) ∗ (z1, . . . , zn−1) ∗ (x1, . . . , xm, zn)
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' (y1, . . . , ym) ∗ (z1, . . . , zn−1) ∗ (x1, . . . , xm, zn)
' (y1, . . . , ym) ∗ (z1, . . . , zn−1) ∗ (y1, . . . , ym, zn)
= (y1, . . . , ym) ∗ (z1, . . . , zn).
B: Suppose that (y1, . . . , yn) ' (z1, . . . , zn). Then
(x1, . . . , xm) ∗ (y1, . . . , yn−1) ' (x1, . . . , xm) ∗ (z1, . . . , zn−1).
Therefore,
(x1, . . . , xm) ∗ (y1, . . . , yn−1) ∗ (x1, . . . , xm, yn)
' (x1, . . . , xm) ∗ (z1, . . . , zn−1) ∗ (x1, . . . , xm, yn).
I now claim that
(x1, . . . , xm) ∗ (z1, . . . , zn−1) ∗ (x1, . . . , xm, yn)
' (x1, . . . , xm) ∗ (z1, . . . , zn−1) ∗ (x1, . . . , xm, zn).
Let x = x1 ∗ . . . ∗ xm, r = z1 ∗ . . . ∗ zn−1. Then since (y1, . . . , yn) ' (z1, . . . , zn),
we have r ∗ yn = r ∗ zn, so
(x ◦ r) ∗ yn = x ∗ (r ∗ yn) = x ∗ (r ∗ zn) = (x ◦ r) ∗ zn.
Let
(x1, . . . , xm) ∗ (z1, . . . , zn−1) ∗ (x1, . . . , xm, yn) = (t1, . . . , tl, yn).
Then t1 ∗ . . . ∗ tl = x ◦ r, so
t1 ∗ . . . ∗ tl ∗ yn = (x ◦ r) ∗ yn = (x ◦ r) ∗ zn = t1 ∗ . . . ∗ tl ∗ zn.
Therefore,
(x1, . . . , xm) ∗ (z1, . . . , zn−1) ∗ (x1, . . . , xm, yn) = (t1, . . . , tl, yn)
' (t1, . . . , tl, zn) = (x1, . . . , xm) ∗ (z1, . . . , zn−1) ∗ (x1, . . . , xm, zn).
We therefore, conclude that
(x1, . . . , xm) ∗ (y1, . . . , yn)
= (x1, . . . , xm) ∗ (y1, . . . , yn−1) ∗ (x1, . . . , xm, yn)
' (x1, . . . , xm) ∗ (z1, . . . , zn−1) ∗ (x1, . . . , xm, yn)
' (x1, . . . , xm) ∗ (z1, . . . , zn−1) ∗ (x1, . . . , xm, zn)
= (x1, . . . xm) ∗ (z1, . . . , zn).

Theorem 6.26 also extends to endomorphic Laver tables.
Theorem 6.28. Suppose the following:
(1) V = (V,E, F ) is a locally Laver-like partially endomorphic algebra.
(2) X is a set of variables.
(3) vx ∈ V for each x ∈ X.
(4) L = L((vx)x∈X ,V).
(5) Φ : L→ V is the canonical endomorphic algebra homomorphism.
(6) I : L→ TE∪F ({e}) is the mapping where
(a) I(vx) = e for all x ∈ X,
(b) I(g(`1, . . . , `n)) = g(I(`1), . . . , I(`n)) for each g ∈ F , and
(c) I(fx(`1, . . . , `n)) = f(I(`1), . . . , I(`n)).
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(7) ' is the equivalence relation on L where l ' m if and only if I(l) = I(m)
and
(a) if l = vx,m = vy, then l = m if and only if I(l) = I(m),
(b) if l = g(u1, . . . , un),m = g(v1, . . . , vn), then l ' m if and only if u1 '
v1, . . . , un ' vn, and
(c) if l = fx(u1, . . . , un),m = fy(v1, . . . , vn), then l ' m if and only if
u1 ' v1, . . . , un ' vn and Φ(fx(u1, . . . , un)) = Φ(fy(v1, . . . , vn)).
Then ' is a congruence on the partially endomorphic Laver table L((vx)x∈X ,V).
Definition 6.29. Let X be a locally Laver-like LD-system. A chain is a sequence
(r1, . . . , rn) where each for all i ∈ {2, . . . , n} there is some x with ri = ri−1 ∗ x and
where rm 6∈ Li(X) whenever m < n. In other words, a chain is an element in the
image of the mapping Φ. Let Chain(X) denote the set of all chains in X. The
chain algebra over (X, ∗) is the algebra (Chain(X),⊗) where
Φ(x)⊗ Φ(y) = Φ(x ∗ y).
Definition 6.30. Define a partial mapping  by
Φ(x) Φ(y) = Φ(x ◦ y)
whenever x ◦ y is defined.
Proposition 6.31. Let (X, ∗) be a locally Laver-like LD-system, and suppose that
(r1, . . . , rm), (s1, . . . , sn) ∈ Chain(X).
(1) If rm ∈ Li(X), then
(r1, . . . , rm)⊗ (s1, . . . , sn) = (s1, . . . , sn).
(2) If n = 1, rm 6∈ Li(X), then
(r1, . . . , rm)⊗ (s1) = (r1, . . . , rm, rm ∗ s1).
(3) If rm 6∈ Li(X) and n > 1, then
(r1, . . . , rm)⊗ (s1, . . . , sn) = ((r1, . . . , rm) (s1, . . . , sn−1), rm ∗ sn).
Proof. Suppose that Φ(x1, . . . , xm) = (r1, . . . , rm) and Φ(y1, . . . , yn) = (s1, . . . , sn).
(1) If rm ∈ Li(X), then
(r1, . . . , rm)⊗ (s1, . . . , sn) = φ((x1, . . . , xm)) ∗ φ((y1, . . . , yn))
= Φ((x1, . . . , xm) ∗ (y1, . . . , yn)) = Φ(y1, . . . , yn) = (s1, . . . , sn).
(2) If n = 1, rm 6∈ Li(X), then
(r1, . . . , rm)⊗ (s1) = Φ((x1, . . . , xm) ∗ (y1)) = Φ(x1, . . . , xm, y1)
= (x1, . . . , x1 ∗ . . . ∗ xm, x1 ∗ . . . ∗ xm ∗ y1) = (r1, . . . , rm, rm ∗ s1).
(3)
(r1, . . . , rm)⊗ (s1, . . . , sn)
= Φ((x1, . . . , xm) ∗ (y1, . . . , yn)) = Φ((x1, . . . , xm) ∗ ((y1, . . . , yn−1) ∗ (yn)))
= Φ((x1, . . . , xm) ◦ (y1, . . . , yn−1)) ∗ yn))
= ((r1, . . . , rm) (s1, . . . , sn−1))⊗ (yn)
= (((r1, . . . , rm) (s1, . . . , sn−1)), (rm ◦ sn−1) ∗ yn)
= ((r1, . . . , rm) (s1, . . . , sn−1), rm ∗ (sn−1 ∗ yn))
= ((r1, . . . , rm) (s1, . . . , sn−1), rm ∗ sn).
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
Theorem 6.32. If ` > 1 and Mn(x, y, `) > 1, then
on(`− 1) ≤ on(|Mn(x, y, `)| − 1).
Proof. We have
1x ' (1, 1 +On(1), . . . , 1 +On(x− 1)),
and
1y ' (1, 1 +On(1), . . . , 1 +On(y − 1)).
Therefore,
1x∗y = 1x ∗1y ' (1, 1 +On(1), . . . , 1 +On(x−1))∗ (1, 1 +On(1), . . . , 1 +On(y−1)).
If |Mn(x, y, `)| = i > 1, then
(1, 1+On(1), . . . , 1+On(x−1))∗(1, 1+On(1), . . . , 1+On(y−1))[`] = 1+On(i−1).
Therefore, we have (`−1)∗1 = (`−1)∗(1+On(i−1)), so on(`−1) ≤ on(i−1). 
Corollary 6.33. If |FM−n (x, y)| > 1, then
on(y − 1) ≤ on(|FM−n (x, y)| − 1).
Conjecture 6.34. If |FM−n (x, y)| > 1, then
gcd(2n, (|FM−n (x, y)| − 1) ∗n a) ≤ gcd(2n, (y − 1) ∗n a).
Conjecture 6.35. Suppose M is a multigenic Laver table, t is an n-ary term in the
language of LD-systems, xi = ai,1 . . . ai,ni for 1 ≤ i ≤ n, t(x1, . . . ,xn) = c1 . . . cz,
and each symbol ai,j is distinct. If c` = ai,j and j > 1, ` > 1, then
(ai,1 . . . ai,j−1)](α) ≤ (c1 . . . c`−1)](α).
Proposition 6.36. Suppose that X is a locally Laver-like LD-system and ' is the
congruence found in Definition 6.26. If
(x1 ∗ . . . ∗ xm ∗ y1, . . . , x1 ∗ . . . ∗ xm ∗ yn) ' (x1 ∗ . . . ∗ xm ∗ z1, . . . , x1 ∗ . . . ∗ xm ∗ zn),
then
(x1, . . . , xm) ∗ (y1, . . . , yn) ' (x1, . . . , xm) ∗ (z1, . . . , zn).
Proposition 6.37. If FM−n (x, y) > 0, then
on(y − 1) ≤ on((x ∗ FM−n (x, y))− 1).
Proof. Suppose that FM−n (x, y) > 0 and m is the least natural number with x ∗
2m = 2n. Then by Proposition 6.36,
(1, . . . , 1)︸ ︷︷ ︸
2n−times
= (1, . . . , 1)︸ ︷︷ ︸
x−times
∗ (1, . . . , 1)︸ ︷︷ ︸
2m−times
' (1, . . . , 1)︸ ︷︷ ︸
x−times
∗(1 +On(x ∗ 1), . . . , 1 +On(x ∗ 2m)).
Therefore, since
(1, . . . , 1)︸ ︷︷ ︸
2n−times
[y] = 1,
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and
(1, . . . , 1)︸ ︷︷ ︸
x−times
∗(1 +On(x ∗ 1), . . . , 1 +On(x ∗ 2m))[y] = 1 +On(x ∗ FM−n (x, y)),
we conclude that
on(y − 1) ≤ on((x ∗ FM−n (x, y))− 1).

6.3. Nightmare Laver tables. We shall now give an example of a finite multi-
genic Laver table M such that there do not exist rank-into-rank embeddings (ja)a∈A
in Eλ and some γ < λ such that M(([ja])a∈A, Eλ/ ≡γ) = M . The following lemma
gives a condition as to which Laver-like LD-systems embed into Eλ/ ≡γ .
Lemma 6.38. Suppose that j : Vλ → Vλ is an elementary embedding. Then
(j ∗ j)(α) ≤ j(α)
for each α < λ.
Proof. Suppose that α < λ. Then let β be the least ordinal with j(β) > α. Then
Vλ |= ∀x < β, j(x) ≤ α.
Therefore, by applying the elementary embedding j, we have
Vλ |= ∀x < j(β), (j ∗ j)(x) ≤ j(α).
Therefore, since α < j(β), we conclude that
(j ∗ j)(α) ≤ j(α).

Definition 6.39. A multigenic Laver table M is said to be a nightmare Laver table
if there exists some x ∈M and some critical point α such that (x ∗x)](α) > x](α).
By Lemma 6.38, if M is a nightmare Laver table over an alphabet A, then there
do not exist elementary embeddings ja ∈ Eλ for a ∈ A and some γ < λ such that
M(([ja])a∈A, Eλ/ ≡γ) = M .
We chose the term “nightmare” mainly because the nightmare Laver tables seem
to suggest that there may be an inconsistency around the level I3-I0 on the large
cardinal hierarchy. If one were to ever produce from a large cardinal axiom rank-
into-rank embeddings (ja)a∈A and some γ < λ such that M(([ja])a∈A, Eλ/ ≡γ) were
a nightmare Laver table, then such a large cardinal axiom would be inconsistent.
Example 6.40. The following set is one of the two nightmare Laver tables over the
alphabet 0,1 of cardinality 64. The other nightmare Laver table over the alphabet
0,1 of cardinality 64 is obtained from the following table by replacing each instance
of a 0 with an instance of a 1. There does not exist a nightmare Laver table
cardinality less than 64.
{ 0, 1, 00, 10, 01, 000, 100, 010, 011, 1000, 0000, 0100, 0110, 00000, 00001,
01000, 01100, 000000, 000010, 011000, 010000, 0000000, 0000100, 0100000, 0100001,
00001000, 01000000, 01000010, 010000000, 010000100, 0100001000, 11, 001, 101,
0001, 1001, 0101, 0111, 10000, 10001, 01001, 01101, 000001, 000011, 010001,
011001, 0000001, 0000101, 0110000, 0110001, 00000000, 00000001, 00001001, 01000001,
01000011, 000010000, 000010001, 010000001, 010000101, 0100000000, 0100000001,
0100001001, 01000010000, 01000010001 }
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6.4. Computing in multigenic Laver tables. In this section, we shall present
efficient algorithms for computing FM−n (x, y) and x ∗n y. The limiting factor
in these algorithms is computing the application in the classical Laver table An.
Since A48 is the largest classical Laver table computed [17], we shall only be able
to compute FM−n (x, y) and x ∗n y if n ≤ 48.
Even though the double recursive algorithm for computing the application opera-
tion in a multigenic Laver table M is extremely inefficient, if one can easily compute
whether x ∗ y ∈ Li(M) or not, then by Theorem 6.44 and Corollary 6.45, a slight
improvement of this double recursion algorithm can compute x ∗ y in precisely
2(|x ∗ y| − |x|)− 1 steps.
Definition 6.41. LetM be a pre-multigenic Laver table. Suppose that x1, . . . ,xn ∈
M . Then we say that (x1, . . . ,xn) is a forward sequence if whenever 1 ≤ m < n,
(1) x1 ∗ . . . ∗ xm 6∈ Li(M), and
(2) if z is a non-empty proper prefix of xm+1 then x1 ∗ . . . ∗ xm ∗ z 6∈ Li(M).
Let FS(M) denote the set of all forward sequences in the pre-multigenic Laver table
M .
Definition 6.42. Let Red(x,y) denote the shortest nonempty string where for
some string z we have y = zRed(x,y) and either x ∗ z ∈ Li(M) or |z| = 0.
Definition 6.43. Let Eval : FS(M)→ FS(M) by the mapping where
(1)
Eval(x) = x,
(2)
Eval(x, a,x1, . . . ,xn) = (xa,x1, . . . ,xn),
and
(3)
Eval(x,ya,x1, . . . ,xn) = (x,y,Red(x ∗ y,xa),x1, . . . ,xn)
whenever these equations make sense.
Take note that if
Evalk(x1, . . . ,xm) = (y1, . . . ,yn),
then
x1 ∗ . . . ∗ xm = y1 ∗ . . . ∗ yn.
Therefore, if Evalk(x1, . . . ,xm) = (x), then x = x1 ∗ . . . ∗ xm. One could thus
compute the application x ∗ y whenever x 6∈ Li(M) by iteratively evaluating
Evalk(x,Red(x,y)) until one obtains Evalk(x,Red(x,y)) = (z) for some z.
Proposition 6.44. Let (x1, . . . ,xn) ∈ FS(M), and suppose that
m = 2 · (|x1 ∗ . . . ∗ xn| − |x1|)− (n− 1).
Then m is the least natural number such that Evalm(x1, . . . ,xn) has length 1.
Proof. I first claim that m = 0 if and only if n = 1. If n = 1, then
m = 2(|x1 ∗ . . . ∗ xn| − |x1|)− (n− 1) = 0− 0 = 0.
Now if n > 1, then
m = 2(|x1 ∗ . . . ∗ xn| − |x1|)− (n− 1) ≥ 2(n− 1)− (n− 1) = n− 1 > 0.
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Therefore, m = 0 iff n = 1.
We shall now prove this result by induction on m. The case where m = 0 follows
from the above remarks. Now assume that m > 0. Then n > 1, and we perform
the inductive step in two cases.
Case 1: |x2| = 1. We have
Eval(x1, . . . ,xn) = (x1x2,x3, . . . ,xn).
Let
m1 = 2(|x1x2 ∗ x3 ∗ . . . ∗ xn| − |x1x2|)− ((n− 1)− 1).
Then m1 = m−1, so by the induction hypothesis, m1 is the least natural number
where Evalm1(x1x2,x3, . . . ,xn) has length 1. Therefore, m = m1 + 1 is the least
natural number where Evalm(x1, . . . ,xn) has length 1.
Case 2: |x2| > 1. In this case, suppose that x2 = ya. Then
Eval(x1, . . . ,xn) = (x1,y,Red(x1 ∗ y,x1a),x3, . . . ,xn).
Suppose now that
m1 = 2(|x1 ∗ y ∗ Red(x1 ∗ y,x1a) ∗ x3 ∗ . . . ∗ xn| − |x1|)− (n+ 1− 1).
Then
m1 = 2(|x1 ∗ . . . ∗ xn| − |x1|)− (n− 1)− 1 = m− 1.
Therefore, by the induction hypothesis, m1 is the least natural number such that
Evalm1(Eval(x1, . . . ,xn)) = Eval
m1(x1,y,Red(x1 ∗ y,x1a),x3, . . . ,xn)
has length 1. Thus, m is the least natural number such that Evalm(x1, . . . ,xn) has
length 1. 
Corollary 6.45. Let x ∈ M \ Li(M),y ∈ M and let m = 2(|x ∗ y| − |x|) − 1.
Then m is the least natural number such that Evalm(x,Red(x,y)) has length 1.
Furthermore, if Evalm(x,Red(x,y)) = (z), then x ∗ y = z.
In some cases, one is able to compute Evalk without having to apply k-times the
operation Eval; if (x,y,x1, . . . ,xn) is a forward sequence and |x ∗ y| = |x| + |y|,
then x ∗ y = xy. It follows from Theorem 6.44 that if |x ∗ y| = |x|+ |y|, then
Evalk(x,y,x1, . . . ,xn) = (xy,x1, . . . ,xn)
where k = 2 · |y|−1. The following algorithm is based on this technique for quickly
computing Evalk.
We shall write (x)r for the unique non-empty string such that |(x)r| ≤ r and
x = z(x)r for some z with |z| = 0 mod r.
Algorithm 6.46. The following steps may be used to evaluate the operation ∗n
in (A≤2
n
)+.
(1) Evaluate x ∗n y to y whenever |x| = 2n.
(2) Evaluate x ∗n y to x ∗n Red(x,y) whenever y 6= Red(x,y), |x| < 2n.
(3) Evaluate x ∗n y to xy whenever |x| ∗n |y| = |x|+ |y| and |y| ≤ On(|x|).
(4) Evaluate x ∗n ya to x ∗n y ∗n (xa)On(|x|∗n|y|) whenever the above steps are
not applicable.
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Using Algorithm 6.46 to compute in (A≤2
n
)+ (where Dougherty’s algorithm is
used to compute in An), we have been able to compute a∗27 a1 . . . a16 in 66 seconds
on a standard laptop computer in the language GAP even though |a∗27a1 . . . a16| =
227.
The following few results are needed to refine Algorithm 6.46 for computing ∗n
in (A≤2
n
)+.
Theorem 6.47. Assume that 0 < s ≤ n. Then the mapping L : An−s → An
defined by L(x) = x · 2s is a homomorphism if and only if n− s ≤ gcd(2n, 2s).
Proof. See [19]. 
Corollary 6.48. Assume that 0 < s ≤ n, n − s ≤ gcd(2n, 2s). Then 2sx ∗n y =
2sx+ y whenever 1 ≤ y ≤ 2s.
Lemma 6.49. Suppose that
0 < s ≤ n, n− s ≤ gcd(2n, 2s)
and
|xy| < 2n, |x| 6= 0, 0 < |y| < 2s, |x| = 0 mod 2s.
Then
xy = x ◦n y.
Proof. By Corollary 6.48, we have |x| ∗n |ya| = |x| + |ya| and |ya| ≤ On(|x|).
Therefore,
(x ◦n y)a = x ∗n ya = xya.
We conclude that
x ◦n y = xy.

Lemma 6.50. Suppose that 0 < s ≤ n, n− s ≤ gcd(2n, 2s). Define a mapping
ι : ((A2
s
)≤2
n−s
)+ → (A≤2n)+
by letting
ι(〈a1,1, . . . , a1,2s〉 . . . 〈ar,1, . . . , ar,2s〉) = a1,1 . . . a1,2s . . . ar,1 . . . ar,2s .
Then ι is a homomorphism between multigenic Laver tables.
Proof. Take note that if |x| is a multiple of 2s with |x| < 2n, and |y| = 2s, then
since |x| ∗n |y| = |x|+ |y| and |y| ≤ On(|x|) we have x ∗n y = xy.
Therefore, by induction, we have
(a1,1 . . . a2s,1) ∗n . . . ∗n (a1,r . . . a2s,r) = (a1,1 . . . a2s,1) . . . (a1,r . . . a2s,r)
whenever 1 ≤ r ≤ 2n−s. Therefore, we have
(a1,1 . . . a2s,1) ∗n . . . ∗n (a1,2n−s . . . a2s,2n−s) ∗n (a1 . . . a2s)
= (a1,1 . . . a2s,1) . . . (a1,2n−s . . . a2s,2n−s) ∗n (a1 . . . a2s)
= a1 . . . a2s .
By Theorem 3.10, we may therefore conclude that the mapping ι is a homomor-
phism between LD-systems. 
98 JOSEPH VAN NAME
Lemma 6.51. Suppose that 0 < s ≤ n, n − s ≤ gcd(2n, 2s). Suppose furthermore
that u, v ∈ {1, . . . , 2n−s}, w ∈ {1, . . . , 2s}, and
x = (x1,1 . . . x1,2s) . . . (xu,1 . . . xu,2s),
and
y = (y1,1 . . . y1,2s) . . . (yv−1,1 . . . yv−1,2s)(yv,1 . . . yv,w),
and
〈x1,1, . . . , x1,2s〉 . . . 〈xu,1, . . . , xu,2s〉
∗n−s〈y1,1, . . . , y1,2s〉 . . . 〈yv−1,1, . . . , yv−1,2s〉〈yv,1, . . . , yv,w〉
= 〈z1,1, . . . , z1,2s〉 . . . 〈zp−1,1, . . . , zp−1,2s〉〈zp,1, . . . , zp,w〉.
Then
x ∗n y = (z1,1 . . . z1,2s) . . . (zp−1,1 . . . zp−1,2s)(zp,1 . . . zp,w).
Proof. If w = 2s, the the result follows directly from Proposition 6.50.
If w = 1, then by Proposition 6.50, we have
x ∗n y = (x ◦n (y1,1 . . . y1,2s) . . . (yv−1,1 . . . yv−1,2s))yv,1
= ι(〈x1,1, . . . , x1,2s〉 . . . 〈xu,1, . . . , xu,2s〉◦n−s〈y1,1, . . . , y1,2s〉 . . . 〈yv−1,1, . . . , yv−1,2s〉)zp,1
= ι(〈z1,1, . . . , z1,2s〉 . . . 〈zp−1,1, . . . , zp−1,2s〉)zp,1
= (z1,1 . . . z1,2s) . . . (zp−1,1 . . . zp−1,2s)zp,1.
We shall now prove the general case of this result. Since on(|x|) ≥ s, we conclude
that
x ∗n (y1,1 . . . y1,2s) . . . (yv−1,1 . . . yv−1,2s)(yv,1 . . . yv,w)
is a proper extension of the string
x ∗n (y1,1 . . . y1,2s) . . . (yv−1,1 . . . yv−1,2s)(yv,1 . . . yv,w−1)
whenever 1 < w ≤ 2s, and the last symbol of
x ∗n (y1,1 . . . y1,2s) . . . (yv−1,1 . . . yv−1,2s)(yv,1 . . . yv,w)
is yv,w, and since
x ∗n (y1,1 . . . y1,2s) . . . (yv−1,1 . . . yv−1,2s)yv,1
= (z1,1 . . . z1,2s) . . . (zp−1,1 . . . zp−1,2s)yv,1
and
x ∗n (y1,1 . . . y1,2s) . . . (yv−1,1 . . . yv−1,2s)(yv,1 . . . yv,2s)
= (z1,1 . . . z1,2s) . . . (zp−1,1 . . . zp−1,2s)(yv,1 . . . yv,2s),
we conclude that
x ∗n (y1,1 . . . y1,2s) . . . (yv−1,1 . . . yv−1,2s)(yv,1 . . . yv,w)
= (z1,1 . . . z1,2s) . . . (zp−1,1 . . . zp−1,2s)(yv,1 . . . yv,w)
for 1 ≤ w ≤ 2s. 
The following algorithm uses the above lemmas to quickly compute the applica-
tion operation in (A≤2
n
)+ often more quickly than Algorithm 6.46.
GENERALIZATIONS OF LAVER TABLES 99
Algorithm 6.52. The below algorithm may be used to evaluate x∗ny in (A≤2n)+.
We first select some s with 0 < s ≤ n, n − s ≤ gcd(2∞, 2s). We then evaluate the
following conditional statement.
(1) If |y| > On(|x|), then evaluate x ∗n y to x ∗n (y)On(|x|),
(2) else if |x| = 2n, then evaluate x ∗n y to y,
(3) else if |x| ∗n |y| = |x|+ |y|, then evaluate x ∗n y to xy,
(4) else if |x| < 2s then let y = za and evaluate x ∗n y to
(x ∗n z) ∗n (xa)On(|x|∗n|z|),
(5) else if |x| is a multiple of 2s, then let
x = (x1,1 . . . x1,2s) . . . (xu,1 . . . xu,2s),
and let
y = (y1,1 . . . y1,2s) . . . (yv−1,1 . . . yv−1,2s)(yv,1 . . . yv,w),
and suppose that
〈x1,1, . . . , x1,2s〉 . . . 〈xu,1, . . . , xu,2s〉
∗n−s〈y1,1 . . . y1,2s〉 . . . 〈yv−1,1 . . . yv−1,2s〉〈yv,1 . . . yv,w〉
= 〈z1,1, . . . , z1,2s〉 . . . 〈zp−1,1, . . . , zp−1,2s〉〈zp,1, . . . , zp,w〉,
and evaluate x ∗n y to
(z1,1 . . . z1,2s) . . . (zp−1,1 . . . zp−1,2s)(zp,1 . . . zp,w),
(6) else let x = x1x2 where |x1| is a necessarily non-zero multiple of 2s and
|x2| < 2s, and then evaluate x ∗n y to x1 ∗n ((x2)2m ∗m (y)2m) where
m = on(|x1|). This last step is valid since x = x1 ◦n x2 and hence
x ∗n y = (x1 ◦n x2) ∗n y = x1 ∗n (x2 ∗n y) = x1 ∗n ((x2)2m ∗m (y)2m).
In the language GAP, we were able to compute a ∗24 a1 . . . a16 in 1203 ms using
Algorithm 6.52. In comparison, it took 8672 ms to compute a ∗24 a1 . . . a16 using
Algorithm 6.46. However, using Algorithm 6.52, we took 17563 ms to compute
a ∗25 a1 . . . a16.
We shall now give algorithms corresponding to 6.46 and 6.52 to quickly compute
Mn(x, y, `) and FM
−
n (x, y) whenever n ≤ 48.
Algorithm 6.53. The following recursive conditional statement may be used to
quickly compute Mn(x, y, `) whenever one can efficiently compute in An. Let s be
a natural number with 0 < s ≤ n, n− s ≤ gcd(2∞, 2s).
(1) If y > On(x) and Mn(x, (y)On(x), `) < 0, then return Mn(x, (y)On(x), `),
(2) else if y > On(x) and Mn(x, (y)On(x), `) > 0, then return
Mn(x, (y)On(x), `) + y − (y)On(x),
(3) else let y′ be the least natural number with ` ≤ x ∗n y′, and if y′ < y, then
return Mn(x, y
′, `),
(4) else if x = 2n, then return `,
(5) else if ` ≤ x, then return −`,
(6) else if ` = x ∗n y, then return y,
(7) else let q = Mn(x ∗n (y − 1), x+ 1, `), and
(a) if q = x+ 1, then return y,
(b) else if q > 0 then return −q,
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(c) else return Mn(x, y − 1,−q).
Algorithm 6.54. The following recursive conditional statement may be used to
quickly compute Mn(x, y, `).
Let s be a natural number with 0 < s ≤ n, n− s ≤ gcd(2∞, 2s).
(1) If ` > On(x) and Mn(x, (y)On(x), `) < 0, then return Mn(x, (y)On(x), `),
(2) else if ` > On(x) and Mn(x, (y)On(x), `) > 0, then return
Mn(x, (y)On(x), `) + y − (y)On(x),
(3) else if x = 2n, then return `,
(4) else if ` ≤ x, then return −`,
(5) else if ` = x ∗n y, then return y,
(6) else if x < 2s, then let q = Mn(x ∗n (y − 1), x+ 1, `), and
(a) if q = x+ 1, then return y,
(b) else if q > 0, then return −q,
(c) else return Mn(x, y − 1,−q),
(7) else if x = 0 mod 2s, then let
j = (l)2s , i = (l − j) · 2−s + 1, v = Mn−s(x · 2−s, 2on(x)−s, i),
and
(a) if v > 0 then return j + (v − 1) ∗ 2s,
(b) else return −j + (v + 1) ∗ 2s,
(8) else let j = (x)2s , i = x− j, q = Mn(i, j ∗n y, `), and
(a) if q < 0 then return q,
(b) else if Mn(j, y, q) > 0 then return Mn(j, y, q),
(c) else return Mn(j, y, q)− i.
Algorithm 6.54 when implemented in GAP computes a random entry FM−48(x, y)
in 1 ms on average. Algorithm 6.54 is about 20 times faster at computing random
entries in FM−48(x, y) than Algorithm 6.53. By comparison, we were able to compute
approximately 1200000 random values x ∗48 y in A48 in a minute.
7. Vastness and free algebras
In this section, we shall investigate inverse limits of permutative LD-systems. We
shall show that if one assumes large cardinal hypotheses, then free left-distributive
algebras on an arbitrary number of generators embed into inverse limits of multi-
genic Laver tables. Furthermore, we shall define a class of algebraic structures that
model the algebra Eλ in the same way that the permutative LD-systems model the
quotient algebra Eλ/ ≡γ .
Definition 7.1. Suppose that (Xn)n∈ω is an inverse system of permutative LD-
systems with transitional mappings φn : Xn+1 → Xn. Then we shall say that
((Xn)n∈ω, (φn)n∈ω) is vast if
(1) for each n, there is some αn ∈ crit[Xn+1] such that ker(φn) is equal to ≡α,
and
(2) for each x, y ∈ Xn, there is some m ≥ n and x′, y′ ∈ Xm such that
φm,n(x
′) = x, φm,n(y′) = y and x′ ∗ y′ 6∈ Li(Xm) where φm,n is the transi-
tional mapping between Xm to Xn.
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If (Xn)n∈ω is an inverse system of permutative LD-systems that satisfies (1) in
Definition 7.1, then we shall hold to the conventions that crit[Xn] ⊆ crit[Xn+1],
crit(φn(x)) = crit(x) whenever φn(x) 6∈ Li(Xn), and crit[Xn] is an initial segment
of crit[Xn]. We shall also define
crit[(Xn)n∈ω] =
⋃
n∈ω
crit[Xn].
An inverse system ((Xn)n∈ω, (φn)n∈ω) that satisfies (1) in Definition 7.1 is vast
precisely when
(1) for all x ∈ Xn, α ∈ crit[Xn], there exists some m > n and y ∈ Xm with
φm,n(y) = x but where y
](α) < max(crit[Xn]), and
(2) for all x ∈ Xn there is some m > n and some y ∈ Xm with φm,n(y) = x
and where y 6∈ Li(Xm).
Example 7.2. The motivation behind the notion of vastness comes from the fact
that the inverse system (Eλ/ ≡κn)n∈ω of quotient algebras of elementary embed-
dings is vast whenever κn = j
n(crit(j)) for some non-trivial j ∈ Eλ.
Proposition 7.3. (1) An inverse system of permutative LD-systems
((Xn)n∈ω, (φn)n∈ω)
is vast if and only if for each r-ary term t in the language of LD-systems,
if x1, . . . , xr ∈ Xm, then there is some l ≥ m and z1, . . . , zr ∈ Xl where
φl,m(z1) = x1, . . . , φl,m(zr) = xr
but where t(z1, . . . , zr) 6∈ Li(Xl).
(2) An inverse system of permutative LD-monoids ((Xn)n∈ω, (φn)n∈ω) is vast
if and only if for each r-ary term t in the language of LD-monoids that does
not include the constant symbol 1, if x1, . . . , xr ∈ Xm, then there is some
l and z1, . . . , zr ∈ Xl where φl,m(z1) = x1, . . . , φl,m(zr) = xr but where
t(z1, . . . , zr) 6∈ Li(Xl).
Proof. (1) The direction ← is trivial, so we only need to prove the direction
→. Suppose that (Xn)n∈ω is vast. We define the complexity C(t) of a term
t by letting C(x) = 1 for each variable x, and C(t1 ∗ t2) = C(t1) + C(t2).
We shall now prove → by induction on C(t) in three cases.
(a) Case 1: t is a variable. Suppose that x ∈ Xm. Then there is some
l ≥ m and y1, y2 ∈ Xl with φl,m(y1) = φl,m(y2) = x, y1 ∗ y2 6∈ Li(Xl).
Therefore, y2 6∈ Li(Xl) as well.
(b) Case 2: t = t′ ∗ v for some variable v. Suppose that
t(x1, . . . , xr, x) = t
′(x1, . . . , xr) ∗ x, x1, . . . , xr, x ∈ Xm,
and
t′(x1, . . . , xr) = t1(x1, . . . , xr) ∗ t2(x1, . . . , xr).
Then, by the induction hypothesis, there is some n ≥ m along with
y1, . . . , yr, y ∈ Xn such that
φn,m(y1) = x1, . . . , φn,m(yr) = xr, φn,m(y) = x
and t2(y1, . . . , yr) ∗ y 6∈ Li(Xn).
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Now let c = t2(y1, . . . , yr) ∗ y. Then by applying the induction hy-
pothesis again, we conclude that there is some l ≥ n along with
d, z1, . . . , zr ∈ Xl with
φl,n(d) = c, φl,n(z1) = y1, . . . , φl,n(zr) = yr
and t1(z1, . . . , zr)∗d 6∈ Li(Xl). Let z ∈ Xl be an element with φl,n(z) =
y. However, we have
crit(t(z1, . . . , zr, z)) = crit(t1(z1, . . . , zr) ∗ t2(z1, . . . , zr) ∗ z)
≤ crit((t1(z1, . . . , zr) ∗ t2(z1, . . . , zr)) ∗ (t1(z1, . . . , zr) ∗ z))
= crit(t1(z1, . . . , zr) ∗ (t2(z1, . . . , zr) ∗ z))
= crit(t1(z1, . . . , zr) ∗ d) < max(crit[Xl]).
(c) Case 3: t = t1 ∗ t2 and t2 is not a term. Suppose that x1, . . . , xr ∈ Xm.
Then there is some n ≥ m along with y1, . . . , yr ∈ Xn with
φn,m(y1) = x1, . . . , φn,m(yr) = xr
and where t2(y1, . . . , yr) 6∈ Li(Xn). Let y = t2(y1, . . . , yr). Then, by
Case 2 of the induction hypothesis, there is some l ≥ n along with
z1, . . . , zr, z ∈ Xl with
φl,n(z1) = y1, . . . , φl,n(zr) = yr, φl,n(z) = y
and where t1(z1, . . . , zr) ∗ z 6∈ Li(Xl). Therefore,
crit(t(z1, . . . , zr)) = crit(t1(z1, . . . , zr) ∗ t2(z1, . . . , zr))
= crit(t1(z1, . . . , zr) ∗ z) < max(crit[Xl]).
(2) The direction ← is trivial. For the direction →, suppose that t is a term
in the language of LD-monoids and x1, . . . , xr ∈ Xm. Then there exists
terms t1, . . . , tk in the language of LD-systems such that t is equivalent to
t1 ◦ . . . ◦ tk. Therefore, there is some l and z1, . . . , zr ∈ Xl such that
φl,m(z1) = x1, . . . , φl,m(zr) = xr
and where t1(z1, . . . , zr) 6∈ Li(Xl). Therefore,
t(z1, . . . , zr) = t1(z1, . . . , zr) ◦ . . . ◦ tk(z1, . . . , zr) 6∈ Li(Xl)
and
φl,m(z1) = x1, . . . , φl,m(zr) = xr.

Proposition 7.4. An inverse system ((Xn)n, (φn)n) of permutative LD-systems is
vast if and only if for each x ∈ Xm and natural number r there exists some n ≥ m
and y ∈ Xn with φn,m(y) = x and where yr ∗ y 6∈ Li(Xn).
Proof. →. This direction follows from Proposition 7.3.
←. First observe that if x ∈ Xm, then there is some n ≥ m and y ∈ Xn with
φn,m(y) = x and where y = y
0 ∗ y 6∈ Li(Xn).
Suppose that x ∈ Xm and α = max(crit[Xm]). Then let r be a natural number
with xr ∗ x ∈ Li(Xm). Then there is some n > m and y ∈ Xn with φn,m(y) = x
and where yr+1 ∗ y 6∈ Li(Xn). Therefore,
max(crit[Xn]) > crit(y
r+1 ∗ y) = y](crit(yr ∗ y)) ≥ y](α).

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All results mentioned in this section about free LD-monoids and free LD-systems
that do not directly refer to any sort of permutative LD-systems can be found in
[9].
Theorem 7.5. Suppose that (X, ∗, ◦, 1) is an LD-monoid freely generated by a set
A. Then the set A freely generates a sub-LD-system of (X, ∗).
Definition 7.6. An LD-system X is said to be acyclic if there do not exist
x, x1, . . . , xn ∈ X with x ∗ x1 ∗ . . . ∗ xn = x.
Theorem 7.7. (1) An LD-system (X, ∗) generated by an element x is freely
generated by x if and only if X is acyclic.
(2) An LD-monoid (X, ∗, ◦, 1) generated by an element x is freely generated by
x if and only if X \ {1} is closed under ∗ and (X \ {1}, ∗) is acyclic.
Definition 7.8. Suppose that ((Xn)n∈ω, (φn)n∈ω) is vast. Then let
EE((Xn)n∈ω) ⊆ lim←−
n∈ω
Xn
be the set of all threads (xn)n∈ω such that for all α ∈ crit[X ] there is some m with
α ∈ crit[Xm] and where x]m(α) < max(crit[Xm]). Let EE((Xn)n∈ω)+ be the set of
all threads (xn)n∈ω ∈ EE((Xn)n∈ω) where xn 6∈ Li(Xn) for some n ∈ ω.
The letters EE stand for elementary embedding since we shall soon see that
EE(X ) algebraizes (Eλ, ∗, ◦).
Proposition 7.9. Suppose that X = ((Xn)n∈ω, (φn)n∈ω) is a vast system of per-
mutative LD-systems.
(1) EE(X ) is a dense Gδ subset of lim←−n∈ωXn, and EE(X )
+ is a dense open
subset of EE(X ).
(2) EE(X ) and EE(X )+ are closed under ∗. If each Xn is reduced, then EE(X )
and EE(X )+ are closed under ◦.
(3) (EE(X )+, ∗) is an acyclic LD-system.
(4) Every element in EE(X )+ freely generates a sub-LD-system of (EE(X )+, ∗).
Furthermore, if X is a vast system of permutative LD-monoids, then every
element in EE(X )\{1} freely generates a sub-LD-monoid of (EE(X ), ∗, ◦, 1).
Proof. (1) We shall first show that EE(X ) is a Gδ-set. For each α ∈ crit[X ],
let Uα be the set of all (xn)n∈ω ∈ lim←−Xn such that there is some n with
x]n(α) < max(crit[Xn]). Let A be a countable cofinal subset of crit[X ].
Then EE(X ) = ⋂α∈A Uα, but each Uα is open. Therefore, EE(X ) is a
Gδ-set.
To show that EE(X ) is dense, it suffices to show that each Uα is dense and
apply the Baire category theorem. Suppose that V is a non-empty open sub-
set of lim←−Xn and α ∈ crit[X ]. Then there is some n with max(crit[Xn]) > α
and some x ∈ Xn where {(xn)n∈ω ∈ lim←−Xn | xn = x} ⊆ V . Therefore, by
vastness, there exists some l > n and z ∈ Xl where φl,n(z) = x and where
z](α) < max(crit[Xl]). Therefore, let (xn)n∈ω ∈ lim←−Xn be a thread where
xl = z, xn = x. Then (xn)n∈ω ∈ V ∩ Uα. Therefore, each Uα is dense,
hence EE(X ) is dense as well.
It is clear that the set EE+(X ) is open in EE(X ). To show that EE+(X )
is dense in EE(X ), assume that U is a non-empty open subset of lim←−nXn.
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Then there is some n along with some x ∈ Xn where if xn = x, then
(xn)n∈ω ∈ U . If x 6∈ Li(Xn), then
∅ 6= {(xn)n∈ω | xn = x} ∩ EE(X ) ⊆ EE+(X ) ∩ U.
If x ∈ Li(Xn), then by vastness, there is some l > n and some y ∈ Xl\Li(Xl)
with φl,n(y) = x. Therefore,
∅ 6= {(xn)n∈ω | xl = y} ∩ EE(X ) ⊆ EE+(X ) ∩ U.
(2) Suppose that (xn)n∈ω, (yn)n∈ω ∈ EE(X ). Then for each α, there is some
n where y]n(α) < max(crit[Xn]). Now if m ≥ n, then y]n(α) = y]m(α).
Therefore, there is some β ∈ crit[X ] with y]m(α) = β for all m ≥ n. Now,
there is some m ≥ n such that x]m(β) < max(crit[Xm]). Therefore, we have
max(crit[Xm]) > x
]
m(β) = x
]
m(y
]
m(α))
= (xm ∗ ym)](x]m(α)) ≥ (xm ∗ ym)](α).
Therefore, (xn ∗ yn)n∈ω ∈ EE(X ). If each Xn is reduced, then
(xm ◦ ym)](α) = x]m(y]m(α)) = x]m(β) < max(crit[Xm]),
so (xn)n∈ω ◦ (yn)n∈ω ∈ EE(X ) as well. Thus, EE(X ) is closed under ∗ and
if each Xn is an LD-monoid, then EE(X ) is also closed under ◦.
I now claim that EE+(X ) is closed under ∗. Suppose that
(xn)n∈ω, (yn)n∈ω ∈ EE+(X ).
Then there is some n where yn 6∈ Li(Xn). In particular, there exists some
α such that for all m ≥ n, we have crit(ym) = crit(yn) = α.
Now, since (xn)n∈ω ∈ EE(X ), there is some m where x]m(α) 6∈ Li(Xm).
Therefore, we have crit(xm ∗ ym) = x]m(α) < max(crit[Xm]), so xm ∗ ym 6∈
Li(Xm), hence (xn)n∈ω ∗ (yn)n∈ω ∈ EE+(X ). We conclude that EE+(X ) is
closed under ∗.
Now suppose that (xn)n∈ω, (yn)n∈ω ∈ EE+(X ) and each Xn is an LD-
monoid. Then there is some n where xn 6= 1. Therefore, xn ◦ yn 6= 1,
so (xn)n∈ω ◦ (yn)n∈ω ∈ EE+(X ). Therefore, EE+(X ) is closed under ◦
whenever each Xn is an LD-monoid.
(3) Suppose to the contrary that EE+(X ) is not acyclic. Then there are
(xn,1)n, . . . , (xn,k)n with (xn,1)n∗. . .∗(xn,k)n = (xn,1)n. Thus, there is some
n with xn,1∗. . .∗xn,j 6∈ Li(Xn) for 1 ≤ j ≤ k and where xn,1∗. . .∗xn,k = xn,1
which is a contradiction. Therefore, EE+(X ) is acyclic.
(4) This follows from the fact that EE+(X ) is acyclic and from Theorem 7.7.

We shall give every permutative LD-system the discrete topology and the inverse
limit lim←−n∈ωXn the inverse limit topology. A subspace Y of a complete metric space
X is a Gδ-set if and only if Y can be endowed with a complete metric that induces
the subspace topology on Y . Therefore, since EE(X ) is a Gδ-subset of lim←−Xn, the
space EE(X ) can be endowed with a compatible complete metric.
Suppose that Eλ contains a non-trivial elementary embedding. Then give Eλ the
topology where we let a set U ⊆ Eλ be open if whenever j ∈ U there is some γ < λ
such that if k ∈ Eλ and j|Vγ = k|Vγ then k ∈ U as well. The mappings application
∗ and composition ◦ are both continuous operations on Eλ.
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The topological space Eλ is metrizable by the following metric d. Suppose
that (κn)n∈ω\{0} is an increasing cofinal sequence of cardinals in Vλ. Then de-
fine d(j, k) = 0 if j = k and otherwise define d(j, k) = 1n where n is the smallest
natural number with j|Vκn 6= k|Vκn .
While the metric d on Eλ depends on the choice of the sequence of cardinals
(κn)n∈ω\{0}, the topology and also the uniformity generated by the metric space
(Eλ, d) does not depend on the choice of cardinals. Furthermore, since the notions
of a Cauchy sequence and completeness only depend on the uniformity generated
by d, the collection of all Cauchy sequences on (Eλ, d) does not depend on the
choice of the sequence of cardinals (κn)n∈ω\{0}. The metric (Eλ, d) is complete and
d satisfies the strong triangle inequality d(j, l) ≤ max(d(j, k), d(k, l))
Proposition 7.10. Suppose that j, k ∈ Eλ and γ is a limit ordinal.
(1) If j|Vγ = k|Vγ , then j ≡γ k
(2) If j ≡j(γ) k then j|Vγ = k|Vγ
Corollary 7.11. A subset U ⊆ Eλ is open if and only if whenever j ∈ U there is
some γ < λ so that if k ∈ Eλ and j ≡γ k then k ∈ U as well.
Suppose that (κn)n∈ω\{0} is a cofinal sequence of limit ordinals in λ. Consider
the metric ρ on Eλ defined by letting ρ(j, k) = 1n where j 6= k and n is the least
natural number with j 6≡κn k and ρ(j, k) = 0 if j = k. Then, from the above
corollary, we conclude that the metrics d and ρ generate the same topology on Eλ.
However, the metrics d and ρ generate different uniformities on Eλ, and the metric
ρ is inadequate since the metric space (Eλ, ρ) is not complete.
Theorem 7.12. Suppose that (κn)n∈ω is an increasing sequence of cardinals cofinal
in λ such that κn = crit(jn) for some jn ∈ Eλ whenever n ∈ ω. Define a mapping
Γ : Eλ → EE((Eλ/ ≡κn)n∈ω) by letting Γ(j) = ([j]κn)n∈ω. Then the mapping Γ
is a homeomorphism between topological spaces and an isomorphism between LD-
monoids.
Proof. The mapping Γ is clearly a homomorphism between LD-monoids. Further-
more, the mapping Γ is injective since if j 6= k then j(x) 6= k(x) for some x, hence
j(x) ∩ Vκn 6= k(x) ∩ Vκn for some n, so j 6≡κn k, thus [j]n 6= [k]n. Therefore, we
conclude that Γ(j) 6= Γ(k).
We shall now prove that the mapping Γ is surjective. Suppose therefore that
([jn]n)n∈ω ∈ EE((Eλ/ ≡κn)n∈ω).
I now claim that the sequence ([jn]n)n∈ω is Cauchy in the metric space (Eλ, d).
Suppose that γ < λ. Then since ([jn]n)n∈ω ∈ EE((Eλ/ ≡κn)n∈ω), there is some
N where jN (γ) < κN . Therefore, we have jn(γ) < κN for all n ≥ N . Thus, for
m,n ≥ N and x ∈ Vγ , we have
jm(x) = jm(x) ∩ VκN = jn(x) ∩ VκN = jn(x).
Thus, since jm|Vγ = jn|Vγ for all m,n ≥ N , the sequence (jn)n is Cauchy. By the
completeness of Eλ, there is some j ∈ Eλ with jn → j in Eλ.
Now, since jn → j, for all n there is some N ≥ n where if m ≥ N , then
jm|Vκn = j|Vκn which implies that
[j]κn = [jm]κn = [jn]κn .
Therefore, Γ(j) = ([jn])n∈ω.
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I now claim that Γ is a homeomorphism. If jr → j, then [jr]n → [j]n for all n,
so
Γ(jr) = ([jr]n)n → ([j]n)n = Γ(j),
and thus Γ is continuous.
Now suppose that Γ(jr) → Γ(j). Then let γ < λ and let κn > j(γ). Then
[jr]n → [j]n, so there is some r where for all s ≥ r, we have
js(x) ∩ Vκn = j(x) ∩ Vκn .
However, since j(γ) < κn, if x ∈ Vγ , then
js(x) = js(x ∩ Vγ) = js(x) ∩ js(Vγ) = js(x) ∩ Vjs(γ) = js(x) ∩ Vj(γ)
= j(x) ∩ Vj(γ) = j(x) ∩ j(Vγ) = j(x ∩ Vγ) = j(x).
Therefore, jr → j, so Γ−1 is continuous as well. 
By Theorem 7.12, we conclude that the algebras of the form EE(X ) where X is
a vast system of permutative LD-systems forms an algebraic model of the algebra
of elementary embeddings Eλ.
The following development works to embed the free LD-systems and free LD-
monoids into the algebras of the form EE(X ).
Theorem 7.13. (1) The free LD-monoid on one generator does not contain a
free LD-system on two generators.
(2) The free LD-system on two generators contains a free LD-subsystem on
infinitely many generators.
(3) The free LD-monoid on two generators contains a free LD-monoid on in-
finitely many generators.
The free LD-system on multiple generators computably embeds into the charged
braid group and also the Larue group [13],[32]. Since the word problem for the
Larue group is solvable, the word problem for the free LD-systems on multiple
generators is also solvable. Likewise, the word problem for the free LD-monoid on
an arbitrary number of generators is solvable. It is unknown whether the variety
generated by the free LD-system on one generator is the variety of all LD-systems.
We have a characterization of the free LD-monoids on multiple generators.
Theorem 7.14. Suppose that X is an LD-monoid generated by a set A. Then X
is freely generated by A if and only if (X \ {1}, ∗) is a cyclic sub-LD-system of X
and where
c ∗ a ∗ a1 ∗ . . . ∗ am 6= c ∗ b ∗ b1 ∗ . . . ∗ bn
whenever a, b ∈ A, a 6= b, c ∈ X and
a1, . . . , am, b1, . . . , bn ∈ X \ {1}.
Definition 7.15. Let ε denote the empty string. Suppose that M is a multigenic
Laver table over an alphabet A with L = M \ Li(M). Then define a mapping
φ : M/Li(M) → L ∪ {ε} by letting φ(Li(M)) = ε and φ([x]) = x for each x ∈ L.
Then φ is a bijection. Define an operation · on L ∪ {ε} by letting
x · y = φ(φ−1(x) ∗ φ−1(y)).
In other words, · is the operation on L ∪ {ε} where
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(1) x · y = x ∗ y whenever x,y,x ∗ y ∈ L
(2) x · ε = ε whenever x ∈ L ∪ {ε}
(3) ε · x = x whenever x ∈ L ∪ {ε}
(4) x · y = ε whenever x ∗ y ∈ Li(M).
The algebra (L ∪ {ε}, ·) is a reduced locally Laver-like LD-system which we shall
call a reduced multigenic Laver table over the alphabet A.
Definition 7.16. Let λ be a linearly ordered set of cofinality ω. Let A be a set.
Let X denote an inverse system ((Lα)α∈λ, (φβ,α)α≤β) of reduced multigenic Laver
tables such that
(1) whenever α, β ∈ λ, α ≤ β there is some r ∈ crit[Xβ ] where ≡r is equal to
ker(φβ,α),
(2) (vastness) for each x, y ∈ Xα there is some β ≥ α and x′, y′ ∈ Xβ where
x′ ∗ y′ 6∈ Li(Xβ) and where φβ,α(x′) = x, φβ,α(y′) = y,
(3) If β ∈ λ and r ∈ crit[Xβ ] then there is some α ≤ β where ≡r is equal to
ker(φβ,α),
(4)
⋃
α∈λ Lα =
⋃
n∈ω A
n, and
(5) if a ∈ Lα, then φβ,α(a) = a.
Then we say that X is a vast system of reduced multigenic Laver tables. Define
EE(X ) to be the set of all (xα)α∈λ such that (xαn)n∈ω ∈ EE((Lαn)n∈ω). EE+(X )
is defined analogously.
We say that
(xα)α∈λ, (yα)α∈λ ∈ EE(X )+
are eventually initially distinguishable if there is some α such that for all β ≥ α,
the strings xβ ,yβ are incomparable by the prefix ordering .
Proposition 7.17. Suppose that X is a vast system of reduced multigenic Laver
tables. If
(xα)α∈λ, (yα)α∈λ ∈ EE(X )+
are eventually initially distinguishable, then so are
(cα)α∈λ ∗ (xα)α∈λ ∗ (aα,1)α∈λ ∗ . . . ∗ (aα,p)α∈λ
and
(cα)α∈λ ∗ (yα)α∈λ ∗ (bα,1)α∈λ ∗ . . . ∗ (bα,q)α∈λ
whenever (cα)α∈λ ∈ EE(X ) and
(aα,1)α∈λ, . . . , (aα,p)α∈λ, (bα,1)α∈λ, . . . , (bα,q)α∈λ ∈ EE+(X ).
Proof. Suppose that
(xα)α∈λ, (yα)α∈λ ∈ EE(X )+
are eventually initially distinguishable. Then I claim that
(cα)α∈λ ∗ (xα)α∈λ, (cα)α∈λ ∗ (yα)α∈λ
are also eventually initially distinguishable whenever
(cα)α∈λ ∈ EE(X ).
Since
(xα)α∈λ, (yα)α∈λ ∈ EE(X )+
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are eventually initially distinguishable, there is some α where xβ and yβ are in-
comparable with respect to  for all β ≥ α. Now there is some γ where c]γ(α) < γ,
and hence c]δ(α) < δ for each δ ≥ γ.
Suppose that δ ≥ γ. Then let β be the least ordinal where c]δ(β) ≥ δ. Then
cδ ∗δ xδ = cδ ∗δ xβ = cδx1 ∗δ . . . ∗δ cδxr
where xβ = x1 . . . xr. Similarly,
cδ ∗δ yδ = cδy1 ∗δ . . . ∗δ cδys
where yβ = y1 . . . ys. Now there is some t ≤ min(r, s) where xt 6= yt but where
xu = yu for each u ∈ {1, . . . , t− 1}.
Therefore, we have
(cδ ◦δ x1 . . . xt−1)xt = cδ ∗δ x1 . . . xt  cδ ∗δ xδ
and
(cδ ◦δ x1 . . . xt−1)yt = (cδ ◦δ y1 . . . yt−1)yt
= cδ ∗δ y1 . . . yt  cδ ∗δ yδ.
Therefore, the elements cδ ∗δ xδ and cδ ∗δ yδ are incomparable.
We therefore conclude that (cα)α∈λ ∗ (xα)α∈λ, (cα)α∈λ ∗ (yα)α∈λ are also even-
tually initially distinguishable whenever (cα)α∈λ ∈ EE(X ).
Now, since (cα)α∈λ ∗ (xα)α∈λ, (cα)α∈λ ∗ (yα)α∈λ are eventually initially distin-
guishable, cα ∗ xα is a prefix of cα ∗ xα ∗ aα,1 ∗ . . . ∗ aα,p for large enough α, and
cα ∗ xα is a prefix of cα ∗ xα ∗bα,1 ∗ . . . ∗bα,q for large enough α, we conclude that
(cα)α∈λ ∗ (xα)α∈λ ∗ (aα,1)α∈λ ∗ . . . ∗ (aα,p)α∈λ
and
(cα)α∈λ ∗ (yα)α∈λ ∗ (bα,1)α∈λ ∗ . . . ∗ (bα,q)α∈λ
are eventually initially distinguishable for sufficiently large α. 
Proposition 7.18. Suppose that ((xi,α)α∈λ)i∈I ∈ (EE(X )+)I is pairwise eventu-
ally initially distinguishable. Then ((xi,α)α∈λ)i∈I freely generates a sub-LD-monoid
of EE(X ).
Proof. Suppose that ((xi,α)α∈λ)i∈I ∈ (EE(X )+)I is pairwise eventually initially
distinguishable. Then for each i, j ∈ I with i 6= j, and each (cα)α∈λ ∈ EE(X ), and
each
(aα,1)α∈λ, . . . , (aα,r)α∈λ, (bα,1)α∈λ, . . . , (bα,s)α∈λ ∈ EE+(X ),
we have
(cα)α∈λ ∗ (xi,α)α∈λ ∗ (aα,1)α∈λ ∗ . . . ∗ (aα,r)α∈λ
6= (cα)α∈λ ∗ (xj,α)α∈λ ∗ (bα,1)α∈λ ∗ . . . ∗ (bα,s)α∈λ
since
(cα)α∈λ ∗ (xi,α)α∈λ ∗ (aα,1)α∈λ ∗ . . . ∗ (aα,r)α∈λ
and
(cα)α∈λ ∗ (xj,α)α∈λ ∗ (bα,1)α∈λ ∗ . . . ∗ (bα,s)α∈λ
are eventually initially indistinguishable. We therefore conclude that ((xi,α)α∈λ)i∈I
freely generates a subalgebra of EE(X )+ by Theorem 7.9 and Theorem 7.14. 
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Theorem 7.19. Suppose that (Lα)α∈λ is a vast system of reduced multigenic Laver
tables over an alphabet A. Let ra,β = a whenever a ∈ Lβ and ra,β = ε otherwise.
Then {(ra,β)β∈λ | a ∈ A} freely generates a sub-LD-monoid lim←−α∈λ Lα.
Theorem 7.20. Suppose that (Lα)α∈λ is a vast system of reduced multigenic Laver
tables over an alphabet A. Let I be a finite or countable set.
(1) Let U be the set of all objects (xi)i∈I ∈ (lim←−α∈λ Lα)
I such that (xi)i∈I
freely generates a sub-LD-system of lim←−α∈λ Lα. Then U is a dense Gδ set
in (lim←−α∈λ Lα)
I .
(2) Let V be the set of all objects (xi)i∈I ∈ (lim←−α∈λ Lα)
I such that (xi)i∈I
freely generates a sub-LD-monoid of lim←−α∈λ Lα. Then V is a dense Gδ set
in (lim←−α∈λ Lα)
I .
Proof. We shall only prove 2 since the proof of 1 is similar. Let S be the set of
all pairs (s, t) of terms in the language of LD-monoids which are not LD-monoid
equivalent to each other. Then S is countable. However,
V =
⋂
(s,t)∈S
{(xi)i∈I ∈ (lim←−
α∈λ
Lα)
I | s(xi)i∈I 6= t(xi)i∈I}
which is the intersection of countably many open sets. Therefore, V is a Gδ-set.
To prove that V is dense, suppose thatO is a non-empty open set in (lim←−α∈λ Lα)
I .
Then there are i1, . . . , iq ∈ I along with some β ∈ λ and
v1, . . . ,vq ∈ Lβ
such that if
((xα,i)α∈λ)i∈I ∈ (lim←−
α∈λ
Lα)
I
and
xβ,i1 = v1, . . . ,xβ,iq = vq,
then
((xα,i)α∈λ)i∈I ∈ O.
Suppose now that γ > β and w1, . . . ,wq are pairwise -incomparable strings
in Lγ with crit(w1) ≥ β, . . . , crit(wq) ≥ β. Then w1v1, . . . ,wqvq ∈ Lγ . Let
((xα,i)α∈λ)i∈I be a system of threads in (lim←−α∈λ Lα)
I where
xδ,i1 = w1v1, . . . ,xδ,iq = wqvq
whenever δ ≥ γ. Then ((xα,i)α∈λ)i∈I ∈ O ∩ V . 
Theorem 7.21. Suppose that for all n there exists an n-huge cardinal. Let A be a
set with |A| > 1.
(1) {(a)n∈ω | a ∈ A} freely generates a sub-LD-monoid of the inverse limit of
reduced multigenic Laver tables lim←−n∈ω A
<2n .
(2) Suppose that I is a countable or finite set. Then the set of all (xi)i∈I ∈
(lim←−n∈ω A
<2n)I that freely generate a sub-LD-system of lim←−n∈ω A
<2n is a
dense Gδ-set.
(3) Suppose that I is a countable or finite set. Then the set of all (xi)i∈I ∈
(lim←−n∈ω A
<2n)I that freely generate a sub-LD-monoid of lim←−n∈ω A
<2n is a
dense Gδ-set.
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Theorem 7.21 is remarkable since the conclusion is a result of fundamental im-
portance about finite algebras but the result relies upon the very largest cardinals.
It is unknown as to whether the large cardinal hypothesis can be removed from the
above theorem, and this problem is likely intractable.
Proposition 7.22. In ZFC, the following are equivalent.
(1) The thread (1)n freely generates a subalgebra of the inverse limit lim←−nAn
of classical Laver tables.
(2) limn→∞ on(1)→∞.
(3) There exists a vast system of Laver-like LD-systems.
(4) If A is a set with |A| > 1 and I is a countable or finite set, then the
set of all (xi)i∈I ∈ lim←−n∈ω A
<2n that freely generate a sub-LD-monoid of
lim←−n∈ω A
<2n is a dense Gδ-set.
(5) For each set A, the set of threads {(a)n | a ∈ A} freely generates a sub-LD-
monoid of lim←−n∈ω A
<2n .
8. Extensions of Laver-like LD-systems
In this section, we shall develop methods for producing new Laver-like LD-
systems from old ones.
Definition 8.1. Let M be a multigenic Laver table. Let α be the largest critical
point in crit[M ] \ {max(crit[M ])}. Then we say that the multigenic Laver table M
covers M  α.
Recall that if M is a multigenic Laver table that covers N , then there is some
unique non-empty set J ⊆ Li(N) where M = N ∪ {xy | x ∈ J,y ∈ N}, and clearly
J = Li(N) \ Li(M).
Proposition 8.2. Suppose that N is a multigenic Laver table over an alphabet
A, N ′ is a multigenic Laver table that covers N , J = Li(N) \ Li(N ′), a0 ∈ A,
Ja0 = {x ∈ J : x[1] = a0}, and M = N ∪ {xy : x ∈ Ja0 ,y ∈ N}. Then M is a
multigenic Laver table that covers N whenever Ja0 6= ∅.
Proof. Let v ∈ J, γ = crit(v), xa = va for each a ∈ A \ {a0}, and let xa0 = a0.
Then I claim that M = M((xa)a∈A, N ′).
If x ∈ N ′ \ Li(N ′), then
x ∗N ′ (va) = (x ∗N ′ v) ∗N ′ xa = xa.
Therefore, x ∗N ′ xa = xa whenever x ∈ N ′ \ Li(N ′).
Suppose now that a1 . . . an ∈M and 1 ≤ m < n. If a1 . . . am ∈ N , then
xa1 ∗N
′
. . . ∗N ′ xam ≡γ a1 . . . am.
Therefore,
critN
′
(xa1 ∗N
′
. . . ∗N ′ xam) = critN
′
(a1 . . . am) < γ.
We conclude that
xa1 ∗N
′
. . . ∗N ′ xam 6∈ Li(N ′).
Now assume that 1 ≤ r < m and a1 . . . ar ∈ Ja0 . Then
xa1 ∗N
′
. . . ∗N ′ xam ≡γ a1 . . . ar ∗N
′
xar+1 ∗N
′
. . . ∗N ′ xam
≡γ xar+1 ∗N
′
. . . ∗N ′ xam ≡γ ar+1 . . . am.
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Therefore, since
crit(xa1 ∗N
′
. . . ∗N ′ xam) = crit(ar+1 . . . am) < γ,
we conclude that
xa1 ∗N
′
. . . ∗N ′ xam 6∈ Li(N ′).
Now assume that a1 . . . am ∈ Ja0 . Then I claim that for 1 ≤ s ≤ m, we have
xa1 ∗N
′
. . . ∗N ′ xas = a1 . . . as and this result shall be proven by induction on s.
The case where s = 1 is trivial. Now assume that s > 1. Then xa1 ∗N
′
. . . ∗N ′
xas = a1 . . . as−1 ∗N
′
xas = a1 . . . as−1as since xas ≡γ as and (a1 . . . as−1)](γ) =
max(crit[N ′]). Therefore
xa1 ∗N
′
. . . ∗N ′ xam = a1 . . . am 6∈ Li(N ′).
We conclude that if a1 . . . an ∈M and 1 ≤ m < n, then a1∗N ′ . . .∗N ′am 6∈ Li(N ′).
Therefore M ⊆M((xa)a∈A, N ′).
Suppose now that a1 . . . an 6∈ M . Then a1 . . . an 6∈ N , so there is some m < n
where a1 . . . am ∈ Li(N). Furthermore, a1 . . . am 6∈ Ja0 or am+1 . . . an 6∈ N .
Suppose that a1 . . . am 6∈ Ja0 and a1 6= a0. Then I claim that xa1 ∗N
′
. . .∗N ′ xar =
va1 . . . ar whenever 1 ≤ r ≤ m.
Clearly xa1 = va1. Now, if 1 ≤ r < m, then
xa1 ∗N
′
. . . ∗N ′ xar+1 = va1 . . . ar ∗N
′
xar+1 = va1 . . . ar+1
since xar+1 ≡γ ar+1 and (va1 . . . ar)](γ) = max(crit[N ′]).
Therefore, we have xa1 ∗N
′
. . . ∗N ′ xam = va1 . . . am 6∈ Li(N ′). Therefore, since
m < n, we conclude that a1 . . . an 6∈M((xa)a∈A, N ′).
Now suppose that a1 . . . am 6∈ J, a1 = a0. Then I claim that
xa1 ∗N
′
. . . ∗N ′ xar = a1 . . . ar
for 1 ≤ r ≤ m. We have xa1 = a1 since a1 = a0. Now assume that
xa1 ∗N
′
. . . ∗N ′ xar = a1 . . . ar
and 1 ≤ r < m. Then
xa1 ∗N
′
. . . ∗N ′ xar ∗N
′
xar+1 = a1 . . . ar ∗N
′
xar+1 = a1 . . . ar+1
since a1 . . . ar 6∈ Li(N ′) and xar+1 ≡γ ar+1. Therefore, we have
xa1 ∗N
′
. . . ∗N ′ xam = a1 . . . am ∈ Li(N ′),
so a1 . . . an 6∈M((xa)a∈A, N ′).
Now suppose that a1 . . . am ∈ Ja0 but am+1 . . . an 6∈ N . Then there is some
r < n where am+1 . . . ar ∈ Li(N). Then using our usual induction, it follows that
xa1 ∗N
′
. . .∗N ′ xas = a1 . . . as whenever 1 ≤ s ≤ r, and, in particular, xa1 ∗N
′
. . .∗N ′
xar = a1 . . . ar ∈ Li(N ′), so since r < n, we have a1 . . . an 6∈M((xa)a∈A, N ′).
We conclude that M((xa)a∈A, N ′) = M , and hence M is a multigenic Laver
table. 
Proposition 8.3. Let M be a multigenic Laver table over an alphabet A. Further-
more, suppose that for each a ∈ A, Ma = M or Ma is a multigenic Laver table
that covers M and where if x ∈ Li(M) \Li(Ma), then x[1] = a. Let V =
⋃
a∈AMa.
Then V is a multigenic Laver table that covers M . Let S : V →M be the mapping
where S(x) = x for x ∈M and where S(vx) = x whenever v ∈ Li(M),vx ∈ V \M .
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Then x ∗V y = x ∗Ma S(y) whenever x 6∈ Li(V ),x[1] = a and x ∗V y = y whenever
x ∈ Li(V ).
Proof. Define an operation • on V by letting x • y = x ∗Ma S(y) whenever x 6∈
Li(V ),x[1] = a and where x • y = y whenever x ∈ Li(V ).
Suppose that x 6∈ Li(V ), b ∈ A,x[1] = a. Then x•b = x∗Ma S(b) = x∗Ma b = xb.
We have
x • (y • z) = y • z = (x • y) • (x • z)
whenever x ∈ Li(V ).
Now suppose that x 6∈ Li(V ),y ∈ Li(V ),x[1] = a. Then S(y) ∈ Li(M), so
x • y = x ∗Ma S(y) ∈ Li(Ma).
Since x • y ∈ Li(Ma) and (x • y)[1] = a, we conclude that x • y ∈ Li(M) as well.
Therefore, we have x • (y • z) = x • z and (x • y) • (x • z) = x • z.
Now assume that x 6∈ Li(V ) and y 6∈ Li(V ) and x[1] = a,y[1] = b. Then
x • (y • z) = x ∗Ma S(y • z) = x ∗Ma S(y ∗Mb z)
= x ∗Ma (S(y) ∗M S(z)) = x ∗Ma (S(y) ∗Ma S(z))
= (x ∗Ma S(y)) ∗Ma (x ∗Ma S(z))
= (x • y) ∗Ma (x • z)
= (x • y) • (x • z).
Therefore, since • is self-distributive, and x • a = xa for x 6∈ Li(V ), a ∈ A, the
algebra (V, •) is a multigenic Laver table. 
Lemma 8.4. Let M be a multigenic Laver table that covers N , and suppose that
J = Li(N) \ Li(M).
(1) If xa,xb ∈ Li(N), |x| 6= 0 and critN (a) = critN (b), then xa ∈ J if and only
if xb ∈ J .
(2) Let c ∈ IN . If x,y are non-empty strings, cx, cy ∈ Li(N) and critN (c) =
critN (x) = critN (y), then cx ∈ J if and only if cy ∈ J .
(3) If xa,xb ∈ Li(N) and critN (a) < critN (b), then xb 6∈ J .
Proof. (1) Suppose
critN (a) = critN (b) < max(crit[N ]).
Then critM (a) = critM (b), so
critM (xa) = critM (x ∗ a) = critM (x ∗ b) = critM (xb),
so xa ∈ J iff xa 6∈ Li(M) iff xb 6∈ Li(M) iff xb ∈ J .
Suppose now that critN (a) = critN (b) = max(crit[N ]). Since xa ∈ N ,
we have critN (x) < critN (a). If a ∈ Li(M), then xa ∈ Li(M) as well. If
a 6∈ Li(M), then
critM (x) < critM (a) < critM (xa),
so xa ∈ Li(M). Therefore, xa ∈ Li(M), so xa 6∈ J . For a similar reason,
xb 6∈ J as well.
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(2) I claim that if z is a proper prefix of x, then crit(z) < crit(c). Suppose to
the contrary that z is the shortest proper prefix of x with crit(z) ≥ crit(c).
Then by Lemma 2.66, cz = c ∗M z ∈ Li(N) which is a contradiction.
Therefore if z is a proper prefix of x or y, then crit(z) < crit(c). Since
critN (c) = critN (x) = critN (y),
we have
critM (c) = critM (x) = critM (y),
hence by Theorem 2.57, we have
critM (cx) = critM (c ∗M x) = critM (c ∗M y) = critM (cy).
(3) Suppose that xa,xb ∈ Li(N), critN (a) < critN (b). Then
critM (a) < critM (b),
so
max(crit[N ]) ≤ critM (xa) < critM (xb).
Therefore, critM (xb) = max(crit[M ]), so xb 6∈ J .

Let A be a set, and let a ∈ A. We say that a multigenic Laver table M over an
alphabet A that covers N is an irreducible cover of N of type a if x[1] = a whenever
x ∈M \N .
Suppose that N is a multigenic Laver table over an alphabet A and Aa is the
set of all irreducible covers of N of type a for each a ∈ A. Then by propositions
8.2 and 8.3, the set {⋃a∈AMa | Ma ∈ Aa ∪ {N} for a ∈ A} \ {N} is precisely the
set of all multigenic Laver tables that cover N .
Algorithm 8.5. (sketch) Suppose that M is a finite multigenic Laver table over
the alphabet {0, 1}. Then the following construction produces the set of all irre-
ducible covers of M of type 0.
Let L be the set of all x ∈ Li(M) such that x[1] = 0 and if x = yc and
yb,yc ∈ Li(M), then critM (b) ≥ critM (c).
Let ' be the smallest equivalence relation on L where
(1) cx ' cy whenever c ∈ IM and x,y are non-empty strings with cx, cy ∈ L
and critM (c) = critM (x) = critM (y), and
(2) xb ' xc whenever xb,xc ∈ L, |x| 6= 0 and critM (b) = critM (c).
For each subset V ⊆ L/ ', let JV = {x ∈ L : [x]' ∈ V }, and let NV = M ∪ {xy :
x ∈ JV ,y ∈ M}. Then let A be the set of all objects of the form NV where
NV is a multigenic Laver table. Then A \ {N} is the set of all multigenic Laver
tables that cover M irreducibly for 0. All the steps used to obtain A are effective.
In this algorithm, there are 2|L/'| − 1 pre-multigenic Laver tables NV to test for
self-distributivity.
We do not believe that Algorithm 8.5 is optimal since we predict that there are
unknown techniques that could be used to improve upon Algorithm 8.5.
While Algorithm 8.5 still runs for multigenic Laver tables over alphabets A
with |A| > 2, Algorithm 8.5 can be optimized when |A| > 2 using the following
observation. Suppose that N is a multigenic Laver table over A and a ∈ A. Suppose
also that M covers N irreducibly of type a. Then whenever a ∈ B ⊆ A, either
M ∩ B+ = N ∩ B+ or M ∩ B+ covers N ∩ B+ irreducibly of type a. Therefore,
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to find an irreducible cover of N of type a, one first searches for multigenic Laver
tables Nb for b ∈ A \ {a} where
(1) Nb = N ∩ (A \ {b})+ or Nb is an irreducible cover N ∩ (A \ {b})+ of type a
and
(2) for all b, c ∈ A \ {a}, we have Nb ∩ (A \ {b, c})+ = Nc ∩ (A \ {b, c})+.
One then uses the technique outlined in Algorithm 8.5 to search for some multigenic
Laver table M that covers N irreducibly of type a where M ∩ (A \ {b})+ = Nb for
all b ∈ A \ {a}.
Observe that if X is a finite permutative LD-system, then whenever U is an
upwards closed subset of (X,), the set U is a subalgebra of (X, ∗). Therefore,
if |X| = n, there is a sequence of subalgebras X1 ⊆ X2 ⊆ . . . ⊆ Xn = X where
|Xi| = i for 1 ≤ i ≤ n. Therefore, any finite permutative LD-system can be built
by starting with a one element algebra and then extending the algebra to a larger
finite permutative LD-system one point at a time. We shall now give a method for
obtaining one-point extensions of finite permutative LD-systems.
Definition 8.6. Let X be a finite Laver-like algebra. Let γ be the largest critical
point in crit[X] \ {max(crit[X])}. Let a ∈ X/ ≡γ . Let a′ ∈ a. Then we say
that a homomorphism φ : X/ ≡γ→ X is an extension homomorphism for a if
φ([x]γ) ≡γ a′ ∗ x for each x ∈ X.
Theorem 8.7. Suppose that φ : X/ ≡γ→ X is an extension homomorphism for a.
Let a 6∈ X. Then extend (X, ∗) to an algebra (X ∪ {a}, ∗) defined by
(1) x ∗ a = x ∗ a′ for x 6∈ Li(X),
(2) x ∗ a = a for x ∈ Li(X),
(3) a ∗ a = φ([a′]γ), and
(4) a ∗ x = φ([x]γ) for x ∈ X.
Then (X ∪ {a}, ∗) is a permutative LD-system.
Proof. Suppose r ∈ {a, x}, s ∈ {a, y}, t ∈ {a, z} and x, y, z ∈ X. Then we shall
show that r ∗ (s∗ t) = (r ∗s)∗ (r ∗ t) in 8 different cases depending on whether r = a
or r = x, s = a or s = x, t = a or t = x.
(1) x ∗ (y ∗ z) = (x ∗ y) ∗ (x ∗ z).
This follows from the self-distributivity of (X, ∗).
(2) x ∗ (y ∗ a) = (x ∗ y) ∗ (x ∗ a).
If y ∈ Li(X), then x ∗ y ∈ Li(X) and x ∗ (y ∗ a) = x ∗ a and
(x ∗ y) ∗ (x ∗ a) = x ∗ a.
If x ∈ Li(X), then
x ∗ (y ∗ a) = y ∗ a = (x ∗ y) ∗ (x ∗ a).
If x 6∈ Li(X), y 6∈ Li(X), then
x ∗ (y ∗ a) = x ∗ (y ∗ a′) = (x ∗ y) ∗ (x ∗ a′) = (x ∗ y) ∗ (x ∗ a).
(3) x ∗ (a ∗ z) = (x ∗ a) ∗ (x ∗ z)
If x ∈ Li(X), then x ∗ (a ∗ z) = a ∗ z = (x ∗ a) ∗ (x ∗ z).
Now suppose that x 6∈ Li(X). Then
x ∗ (a ∗ z) = x ∗ φ([z]γ)
= x ∗ (a′ ∗ z) = (x ∗ a′) ∗ (x ∗ z) = (x ∗ a) ∗ (x ∗ z).
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(4) x ∗ (a ∗ a) = (x ∗ a) ∗ (x ∗ a).
If x ∈ Li(X), then x ∗ (a ∗ a) = a ∗ a = (x ∗ a) ∗ (x ∗ a).
If x 6∈ Li(X), then
x ∗ (a ∗ a) = x ∗ φ([a′]γ)
= x ∗ (a′ ∗ a′) = (x ∗ a′) ∗ (x ∗ a′) = (x ∗ a) ∗ (x ∗ a).
(5) a ∗ (y ∗ z) = (a ∗ y) ∗ (a ∗ z)
a ∗ (y ∗ z) = φ([x ∗ y]γ)
= φ([x]γ) ∗ φ([y]γ) = (a ∗ x) ∗ (a ∗ y).
(6) a ∗ (y ∗ a) = (a ∗ y) ∗ (a ∗ a).
If y ∈ Li(X), then a ∗ y = φ([y]γ) ∈ Li(X). Therefore,
a ∗ (y ∗ a) = a ∗ a = (a ∗ y) ∗ (a ∗ a).
Now assume that y 6∈ Li(X). Then
a ∗ (y ∗ a) = a ∗ (y ∗ a′) = φ([y ∗ a′]γ)
= φ([y]γ) ∗ φ([a′]γ) = (a ∗ y) ∗ (a ∗ a).
(7) a ∗ (a ∗ z) = (a ∗ a) ∗ (a ∗ z).
a ∗ (a ∗ z) = a ∗ φ([z]γ) = φ([φ([z]γ)]γ) = φ([a′ ∗ z]γ)
= φ([a′]γ) ∗ φ([z]γ) = (a ∗ a) ∗ (a ∗ z).
(8) a ∗ (a ∗ a) = (a ∗ a) ∗ (a ∗ a).
a ∗ (a ∗ a) = a ∗ φ([a′]γ) = φ([φ([a′]γ)]γ)
= φ([a′ ∗ a′]γ) = φ([a′]γ) ∗ φ([a′]γ) = (a ∗ a) ∗ (a ∗ a).
We therefore conclude that (X ∪ {a}, ∗) is an LD-system.
It is easy to see that Li(X∪{a}) = Li(X). Furthermore, if x ∈ Li(X∪{a}), then
a ∗ x = φ([x]γ) ∈ Li(X) = Li(X ∪ {a}) as well since φ is a homomorphism between
permutative LD-systems. Therefore, Li(X ∪ {a}) is a left-ideal in (X ∪ {a}, ∗). We
shall now establish that (X ∪ {a}, ∗) is permutative by two cases.
Claim 1: For all x ∈ X, there is some n with tn(x, a) ∈ Li(X ∪ {a}).
Proof: If x ∈ Li(X), then our claim is satisfied when n = 2. Now assume that
x 6∈ Li(X). Then x ∗ a = x ∗ a′ ∈ X. Therefore, since X is permutative, there is
some N with tN+1(x, a) = tN (x ∗ a, x) ∈ Li(X).
Claim 2: For all y ∈ X ∪ {a}, there is some n with tn(a, y) ∈ Li(X ∪ {a}).
Proof: We have a ∗ y ∈ X. Therefore, by Claim 1, there is some N where
tN+1(a, y) = tN (a ∗ y, a) ∈ Li(X ∪ {a}).
We therefore conclude that (X ∪ {a}, ∗) is permutative. 
Definition 8.8. Suppose the following:
(1) X is a finite permutative LD-system.
(2) γ is the largest critical point in crit[X] \ {max(crit[X])},
(3) a ∈ X/ ≡γ .
(4) δ is the least critical point such that (a′)](δ) ≥ γ (the critical point δ only
depends on a and not the particular choice of representative a′).
(5)  is the least critical point greater than δ.
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Then we say that a homomorphism φ : X/ ≡→ X is a reduced extension homo-
morphism for a if φ([x]) ≡γ a′ ∗ x for each x ∈ X and where if  = max(crit[X]),
then φ([x]) = φ([y]) whenever x ≡γ y.
Proposition 8.9. Let pi : X/ ≡γ→ X/ ≡ be the projection mapping. Then
φ 7→ φpi is a one-to-one correspondence between the extension homomorphisms for
a and the reduced extension homomorphisms for a.
Definition 8.10. Suppose that (X, ∗) is a finite reduced Laver-like LD-system.
Define
AX,n = {(x ∗ x1, . . . , x ∗ xn) | x 6= 1, x1, . . . , xn ∈ X},
and let BX,n = X
n \AX,n.
Definition 8.11. Suppose that (X, ∗) is a finite reduced Laver-like LD-system.
Let α be the largest critical point in crit[X] \ {max(crit[X])}. We say that a map
t : (X/ ≡α)n → X/ ≡α is consistent for X if whenever x, y ∈ X \ {1} and
(x ∗ x1, . . . , x ∗ xn) = (y ∗ y1, . . . , y ∗ yn),
then
x ∗ t([x1]α, . . . , [xn]α) = y ∗ t([y1]α, . . . , [yn]α).
Every consistent mapping t : (X/ ≡α)n → X/ ≡α satisfies the identity
[x] ∗ t([x1]α, . . . , [xn]α) = t([x]α ∗ [x1]α, . . . , [x]α ∗ [xn]α).
Definition 8.12. Define T nX for all finite reduced Laver-like LD-systems by induc-
tion on the number of critical points of X. If X has only one member, then let
T nX = {t} where t is the unique function from Xn to X. Now suppose that X has
multiple elements. Let α be the largest critical point in crit[X] \ {max(crit[X])}.
If s ∈ T nX/≡α is not consistent, then let Qs = ∅. If s ∈ T nX/≡α is consistent, then let
s+ : AX,n → X be the mapping where if x 6= 1, then
s+(x ∗ x1, . . . , x ∗ xn) = x ∗ s([x1]α, . . . , [xn]α).
Let Vs be the set of all functions t : BX,n → X such that t(x1, . . . , xn) ∈ s([x1], . . . , [xn]).
Let Qs = {s+ ∪ t | t ∈ Vs}. Then define
T nX =
⋃
s∈T n
X/≡α
Qs.
Proposition 8.13. Let X be a finite reduced Laver-like LD-system. Then T nX is
the set of all functions t : Xn → X that satisfy the identity
t(x ∗ x1, . . . , x ∗ xn) = x ∗ t(x1, . . . , xn).
9. Miscellaneous topics
In this chapter, we shall cover several miscellaneous topics.
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9.1. Algebras of elementary embeddings. We shall now establish results about
finite Laver-like LD-systems using large cardinal hypotheses where it is unknown
whether the large cardinal hypotheses can be removed or not.
Definition 9.1. If j : Vλ → Vλ, then define j+ : Vλ+1 → Vλ+1 by letting
j+(A) =
⋃
α<λ
j(A ∩ Vα).
Lemma 9.2. Let j : Vλ → Vλ be elementary. Then whenever A ⊆ Vλ, the mapping
j is also an elementary embedding from (Vλ,∈, A) to (Vλ,∈, j+(A)).
Lemma 9.3. Let j ∈ E+λ , and let crit(j) = κ, and suppose that A ⊆ Vκ. Then
jn(A) ∩ Vjm(κ) = jm(A) whenever 0 ≤ m ≤ n.
Proof. It suffices to show that jn+1(A) ∩ Vjn(κ) = jn(A) for all n ∈ ω.
If n = 0, then since crit(j) = κ, we have j(A) ∩ Vκ = A ∩ Vκ = A. Now suppose
that n > 0. Then
jn+1(A) ∩ Vjn(κ) = ((jn ∗ j) ◦ jn)(A) ∩ Vjn(κ)
= (jn ∗ j)(jn(A)) ∩ Vjn(κ) = jn(A) ∩ Vjn(κ)
= jn(A ∩ Vκ) = jn(A).

Lemma 9.4. Suppose that j : Vλ → Vλ, crit(j) = κ, and A ⊆ Vκ.
(1) There is a unique B ⊆ Vλ where A = B ∩ Vκ and j+(B) = B.
(2) B ∩ Vjn(κ) = jn(A) for all n ∈ ω.
(3) B =
⋃
n j
n(A).
(4) j is an elementary embedding from (Vλ, B,∈) to (Vλ, B,∈).
(5) (Vκ, A,∈) is an elementary substructure of (Vλ, B,∈).
Definition 9.5. If λ is a cardinal and A ⊆ Vλ, then define Eλ[A] to be the set of
all elementary embeddings j : Vλ → Vλ such that j+(A) = A for each γ < λ.
Proposition 9.6. Eλ[A] is a closed subset of Eλ and Eλ[A] is closed under the
operations ∗, ◦.
The motivation behind Eλ[A] is that structure on A induces structure on the
algebra Eλ[A] and even on the locally finite algebras Eλ[A]/ ≡γ .
The following lemma illustrates a method for producing new rank-into-rank em-
beddings from old ones.
Lemma 9.7. (Square-Root Lemma) Suppose that j ∈ Eλ is an I1-embedding. Then
there exists a k ∈ Eλ with k ∗ k = j
Proof. Suppose that j ∈ Eλ is an I1-embedding. Then by elementarity,
Vλ+1 |= ∃k ∈ Eλ : k ∗ k = j
if and only if
Vλ+1 |= ∃k ∈ Eλ : k ∗ k = j ∗ j
which is true when k = j. Therefore, there exists some k ∈ Eλ with k ∗ k = j. 
We shall now extend the idea in the proof of the Square-Root Lemma to more
general setting.
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Definition 9.8. If j1, . . . , jn ∈ Eλ, then let
critr(j1, . . . , jn)
be the r-th element in the set
{crit(j) | j ∈ 〈j1, . . . , jn〉}
where we set
crit0(j1, . . . , jn) = min(crit(j1), . . . , crit(jn)).
Definition 9.9. Suppose that j ∈ Eλ and γ < λ is a limit ordinal. Then let
j γ : Vγ → Vγ+1 be the mapping where j γ (x) = j(x) ∩ Vγ for each x ∈ Vγ .
Take note that j γ= k γ if and only if j ≡γ k. Furthermore, there is a formula
φ such that (Vλ,∈) |= φ(j γ , k γ , `) if and only if ` = (j ∗ k) γ .
Definition 9.10. Let Eλ γ= {j γ : j ∈ Eλ} and let Eλ[A] γ= {j γ : j ∈ Eλ[A]}.
Then Eλ γ may be endowed with operations ∗, ◦ defined by j γ ∗k γ= (j ∗ k) γ
and j γ ◦k γ= (j ◦ k) γ .
Let T : E<ωλ → Vω·2 be a function where
(1) T is a definable function in (Vλ+1,∈), and
(2) T (j1, . . . , jm) = T (k1, . . . , kn) if and only if m = n and for all r ∈ ω there
is an isomorphism
ι : 〈j1, . . . , jm〉 → 〈k1, . . . , kn〉
where ι(jv) = kv for 1 ≤ v ≤ m.
Theorem 9.11. Suppose the following:
(1) λ is a cardinal.
(2) R ⊆ Vλ.
(3) `1, . . . , `p, j1, . . . , jm ∈ Eλ[R] and (kr,s)1≤r≤n,1≤s≤p ∈ Eλ[R]n·p.
(4) `1, . . . , `p are I1 embeddings.
(5) T (`s ∗ j1, . . . , `s ∗ jm, k1,s, . . . , kn,s) = xs whenever 1 ≤ s ≤ p.
(6) v is a natural number.
(7) there is some µ < λ where µ = critv(k1,1, . . . , kn,1) = . . . = critv(k1,p, . . . , kn,p).
(8) kr,1 ≡µ . . . ≡µ kr,p for 1 ≤ r ≤ n.
(9) `1 ≡µ+ω . . . ≡µ+ω `p.
Then there are (wr,s)1≤r≤n,1≤s≤p in Eλ[R] where
(1) T (j1, . . . , jm, w1,s, . . . , wn,s) = xs for 1 ≤ s ≤ p,
(2) there is some α < λ where critv(w1,s, . . . , wn,s) = α for 1 ≤ s ≤ p, and
(3) wr,1 ≡α . . . ≡α wr,p for 1 ≤ r ≤ n.
Proof. For 1 ≤ s ≤ p, let
As = {(w1 critv(w1,...,wn), . . . , wn critv(w1,...,wn))
: w1, . . . , wn ∈ Eλ[R], T (j1, . . . , jm, w1, . . . , wn) = xs}.
Then
`s(As) = {(w1 critv(w1,...,wn), . . . , wn critv(w1,...,wn))
: w1, . . . , wn ∈ Eλ[R], T (`s ∗ j1, . . . , `s ∗ jm, w1, . . . , wn) = xs}.
Therefore,
(k1,s µ, . . . , kn,s µ) ∈ `s(As)
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for 1 ≤ s ≤ p. Since kr,1 µ= . . . = kr,p µ, we have
(k1,1 µ, . . . , kn,1 µ) = . . . = (k1,p µ, . . . , kn,p µ).
Thus, let
(k1, . . . , kn) = (k1,1 µ, . . . , kn,1 µ).
Then
(k1, . . . , kn) ∈ `1(A1) ∩ . . . `p(Ap) ∩ Vµ+ω
= `1(A1) ∩ . . . ∩ `1(Ap) ∩ Vµ+ω ⊆ `1(A1 ∩ . . . ∩Ap).
Therefore, A1 ∩ . . . ∩Ap 6= ∅.
Let (w1, . . . ,wn) ∈ A1 ∩ . . . ∩ Ap. Then there are (wr,s)1≤r≤n,1≤s≤p in Eλ[R]
where
(w1, . . . ,wn) = (w1,s critv(w1,s,...,wn,s), . . . , wn,s critv(w1,s,...,wn,s))
and
T (j1, . . . , jm, w1,s, . . . , wn,s) = xs
for 1 ≤ s ≤ p. Therefore, there is some α < λ with critv(w1,s, . . . , wn,s) = α for
1 ≤ s ≤ p and wr = wr,1 α= . . . = wr,p α for 1 ≤ r ≤ n. Thus, we have
wr,1 ≡α . . . ≡α wr,p for 1 ≤ r ≤ n as well. 
Definition 9.12. Let ≤ be a linear ordering of an LD-system (X, ∗). Then we say
that ≤ is compatible with (X, ∗) if y ≤ z implies that x ∗ y ≤ x ∗ z.
Definition 9.13. Suppose that A ⊆ Vλ. Every linear ordering of Vλ definable in
(Vλ,∈, A) induces a compatible linear ordering of Eλ[A]. Suppose that < is a linear
ordering of Vλ definable in (Vλ,∈, A). Then define a linear ordering /< on Eλ[A]
by letting j /< k if there exists some limit ordinal α with j α< k α but where
j β= k β for all limit ordinals β < α. Then /< is a linear ordering on Eλ. If the
ordering < is unambiguous, then we shall write / for /<. If α is a limit ordinal,
then define j α /k α if and only if there is some limit ordinal β with β ≤ α and
where j β< k β but where for all limit ordinals γ with γ < β, we have j γ= k γ .
By elementarity, the ordering / on Eλ[A] or on Eλ[A] γ is compatible with ∗.
From Theorem 9.11, we deduce the following purely algebraic result about finite
permutative LD-systems.
Theorem 9.14. Suppose that there exists an I1 cardinal. Suppose furthermore that
(1) U1, . . . , Up, V1, . . . , Vm and (Wr,s)1≤r≤n,1≤s≤p are unary terms in the lan-
guage with function symbols ∗, ◦,
(2) L is an np+ 1-ary term in the language with function symbols ∗, ◦,
(3) v is a natural number,
(4) There is some classical Laver table AN where in AN , we have
µ = critv(W1,1(1), . . . ,Wn,1(1)) = . . . = critv(W1,p(1), . . . ,Wn,p(1)) < crit(2
N ).
(5) Wr,1(1) ≡µ . . . ≡µ Wr,p(1) for 1 ≤ r ≤ n in the classical Laver table AN ,
and
(6) U1(1) ≡µ+ . . . ≡µ+ Up(1) where µ+ denotes the least critical point in AN
greater than µ.
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If Y is a finite reduced permutative LD-system, then let ≈ be the relation on Y <ω
where (x1, . . . , xm) ≈ (y1, . . . , yn) if and only if m = n and whenever 〈x1, . . . , xm〉
and 〈y1, . . . , yn〉 both have more than v+ 1 critical points, then there is an isomor-
phism
ι : 〈x1, . . . , xm〉/ ≡critv(x1,...,xm)→ 〈y1, . . . , yn〉/ ≡critv(y1,...,yn)
where ι([xi]) = [yi] for 1 ≤ i ≤ n.
Then there is some finite permutative LD-monoid X along with
x, (yr,s)1≤r≤n,1≤s≤p ∈ X
such that
(1) X has a compatible linear ordering,
(2) (z ∗ z)](α) ≤ z](α) whenever z ∈ X,α ∈ crit[X],
(3) if 1 ≤ s ≤ p, then
(Us(x) ∗ V1(x), . . . , Us(x) ∗ Vm(x),W1,s(x), . . . ,Wn,s(x))
≈ (V1(x), . . . , Vm(x), y1,s, . . . , yn,s),
(4) there is some critical point α where critv(y1,s, . . . , yn,s) = α for all s,
(5) yr,1 ≡α . . . ≡α yr,p, and
(6) L(x, (yr,s)1≤r≤n,1≤s≤p) 6= 1.
Proof. Suppose that there exists some I1-embedding j : Vλ → Vλ. Let κ = crit(j)
and let A be a linear ordering of Vκ. Then let R be the unique subset of Vλ such
that R ∩ Vκ = A and j+(R) = R.
Then let
`1 = U1(j), . . . , `p = Up(`p), j1 = V1(j), . . . , jm = Vm(j)
and kr,s = Wr,s(j) for 1 ≤ r ≤ n, 1 ≤ s ≤ p. Apply Theorem 9.11 to obtain the
elementary embeddings (wr,s)1≤r≤n,1≤s≤p in Eλ[R]. Then let γ be a sufficiently
large limit ordinal subject to the condition that γ < λ. Let
X] = Eλ/ ≡γ , x = [j]γ , yr,s = [wr,s]γ
for 1 ≤ r ≤ n, 1 ≤ s ≤ p and let X be the subalgebra of X] generated by
x, (yr,s)1≤r≤n,1≤s≤p. Let ≤ be the linear ordering of X induced by /R. Then
(X,x,≤, (yr,s)1≤r≤n,1≤s≤p)
satisfies all the requirements for this result. 
Theorems 9.11 and 9.14 can be generalized to stronger but more complex results
by using the large cardinal axioms En(λ) which were studied by Laver in [35] and
whose consistency strength lies between I3 and I1.
Example 9.15. Suppose that s, t are unary terms in the language with function
symbols ∗, ◦ and u is a binary term in the language with function symbols ∗, ◦.
Suppose furthermore that suppose that crit(x) = crit(s(x)) = crit(t(x)) whenever
X is a permutative LD-system and x ∈ X. Then from Theorem 9.14, there exists
a finite permutative LD-monoid (X, ◦, ∗) with a compatible linear ordering along
with x, y, z ∈ X such that
(1) s(x) ∗ x = z,
(2) t(y) ∗ y = z,
(3) u(y, z) 6= 1,
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(4) (r ∗ r)](α) ≤ r](α) for all r ∈ X,α ∈ crit[X], and
(5) crit(x) = crit(y).
The conclusion of Example 9.15 is a rather strong statement since from Example
9.15, we may deduce the following results which are not known to be provable in
ZFC:
(1) (1)n∈ω generates a free subalgebra of lim←−nAn.
(2) on(1) ≤ on(2) for all n ∈ N.
9.2. Algebras of elementary embeddings between extendible and rank-
into-rank cardinals. In this section, we shall briefly outline without proofs the
basic theory of the algebras of elementary embeddings around n-hugeness.
Suppose that γ is a limit ordinal and f : Vγ+1 → Vγ+1 is a mapping. Then f is
said to be an extendibility mapping for γ if for all α > γ there is an ordinal β and
elementary embedding j : Vα → Vβ with f = j γ+1.
Proposition 9.16. Suppose that f, g are extendibility mappings for γ. Then f ◦ g
is also an extendibility mapping for γ.
Proposition 9.17. Suppose that f, g are extendibility mappings for γ. Suppose
now that α1, α2, β1, β2 > γ and j : Vα1 → Vβ1 , k : Vα2 → Vβ2 are elementary
embeddings with j γ+1= k γ+1. Then j(g) γ+1= k(g) γ+1 and j(g) γ+1 is an
extendibility mapping for γ.
If γ is an inaccessible cardinal, then let EEγ be the set of all extendibility
mappings for γ. Then EEγ can be endowed with operations ∗, ◦ such that ◦ denotes
composition and ∗ is the mapping where f ∗ g = j(g) γ+1 for some elementary
embedding j : Vα → Vβ with j γ+1= f .
Theorem 9.18. If γ is inaccessible, then EEγ is a Laver-like LD-monoid.
9.3. Computing in endomorphic Laver tables. The following example illus-
trates that the output of the fundamental operations on endomorphic Laver table
operations is often too large for modern computers to handle.
Example 9.19. Suppose the following.
(1) T : A2n → An is a mapping where x∗T (y, z) = T (x∗y, x∗z) and T (x, x) = x
for all x, y, z ∈ An
(2) t : A3n → An is the mapping where t(x, y, z) = T (x, y)∗z for all x, y, z ∈ An.
(3) L = L((1)r∈{e}, An, t).
(4) `1 = e and `s+1 = t(`s, `s) for 1 ≤ s < 2n.
Then each term `s has 2
s−1 instances of the varible e. However, t](`r, `r, `s) = `r∗ns
which has 2r∗ns instances of the variable e. Therefore, in this case, it is infeasible
to print the entire term t](`r, `r, `s) except when r ∗n s is small.
Example 9.20. Let t• : A2 → A2 be the mapping where t•(x, y, z) = y ∗ z. Define
(L, t]) = L((1)r∈{e}, A2, t•) and define terms `n for all n ∈ ω by letting `0 = e and
`i+1 = t(`i, e) for i ∈ ω. Then t](e, e, `n) has 6 · 2n − 4 instances of the term e.
We shall now develop a method for gathering information from the output of
endomorphic Laver table operations even if the entire output of the endomorphic
Laver table operations is very large. For notational simplicity, in the following
development, we shall only work with endomorphic algebras with one fundamental
operation.
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Definition 9.21. Let t be a function symbol. Then define
sub : T{t}[X]× {1, . . . , n}∗ → T{t}[X]
inductively according to the following rules.
(1) sub(`, ε) = `.
(2) sub(`,xa) = # whenever sub(`,x) = # or sub(`,x) is a variable.
(3) sub(`,xi) = `i whenever sub(`,x) = t(`1, . . . , `n).
Definition 9.22. Suppose the following.
(1) X = (X, t•) is an n+ 1-ary endomorphic Laver-like algebra.
(2) x′ is a variable for each x ∈ X.
(3) X ′ = {x′|x ∈ X}
(4) L = L((x)x′∈X′ , (X, t•)).
(5) φ : L→ (X, t•) is the canonical homomorphism where φ(x′) = x for x ∈ X.
(6) # is a symbol.
Let treeX (`) : {0, 1}∗ → X ∪ {#} be the mapping where treeX (`)(x) = #
whenever sub(`,x) = # and treeX (`)(x) = φ(sub(`,x)) otherwise.
Let ♦(X ) = {treeX (`) | ` ∈ L}.
Define an operation t] on ♦(X ) by letting
t](treeX (`1), . . . , treeX (`n), treeX (`))
= treeX (t](`1, . . . , `n)).
Since the kernel of the function treeX is the equivalence relation ' in Theorem
6.28, we conclude that the operation t] on ♦(X ) is well-defined.
Definition 9.23. If l ∈ ♦(X ) and l 6= treeX (x′) for all x ∈ X, then let l i∈ ♦(X )
be defined by l i (x) = l(xi).
Definition 9.24. If l1, . . . , ln ∈ ♦(X ) and (t, l1, . . . , ln) 6∈ Li(♦(X )), then let
tx(l1, . . . , ln) ∈ ♦(X ) be defined by
tx(l1, . . . , ln)(ε) = t
•(l1(ε), . . . , ln(ε), x)
and tx(l1, . . . , ln)(xi) = li(x).
Algorithm 9.25. t](l1, . . . , ln, l)(x) can be calculated recursively using the follow-
ing conditional statement and dynamic programming.
(1) If x = ε, then return t•(l1(ε), . . . , ln(ε), l(ε)),
(2) else if (t, l1(ε), . . . , ln(ε)) ∈ Li(Γ(X )), then return l(x),
(3) else if l(i) = # for 1 ≤ i ≤ n, then set l(ε) = x and return tx(l1, . . . , ln)(x),
(4) else if l(ε) = x, then return
t](t](l1, . . . , ln, l 1), . . . , t](l1, . . . , ln, l n), tx(l1, . . . , ln)).
If t•(x, y, z) : A3n → An is the mapping defined by (x∧y)∗z WHAT IS WEDGE,
then Algorithm 9.25 can usually calculate t](l1, l2, l)(x) in a couple of seconds even
when x is a randomly generated string of bits with |x| = 100. We usually run out
of memory when attempting to compute t](l1, l2, l)(x) if t
](l1, l2, l)(x) 6= # and if
|x| > 1000.
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9.4. Selectors. In this section, we shall use the notion of a selector to easily pro-
duce various operations t : Xn → X such that x∗t(x1, . . . , xn) = t(x∗x1, . . . , x∗xn).
Suppose that k is a natural number. A classical Laver table selector is a function
T with domain {(n, x1, . . . , xk) : n ∈ ω, x1, . . . , xk ∈ An} and with range {0, 1}
where T (m,x1, . . . , xk) = T (n, y1, . . . , yk) whenever there is an isomorphism
ι : 〈x1, . . . , xk〉Am → 〈y1, . . . , yk〉An
preserving the linear ordering ≤] (there can only be one such isomorphism) and
where ι(xi) = yi for 1 ≤ i ≤ k.
Suppose that T is a classical Laver table selector. Then the n-th selector function
for T is the function defined inductively according to the following rules:
(1) The 0-th selector function is the unique function tn : A
k
0 → A0.
(2) Suppose that the n−1-th selector function tn−1 : Akn−1 → An−1 has already
been defined. Suppose that x1, . . . , xk ∈ An. Let r = tn−1((x1)2n−1 , . . . , (xk)2n−1).
If |{r, r + 2n−1} ∩ 〈x1, . . . , xk〉| = 1, then let tn(x1, . . . , xk) be the unique
element in {r, r + 2n−1} ∩ 〈x1, . . . , xk〉. Otherwise, define
tn(x1, . . . , xk) = tn−1((x1)2n−1 , . . . , (xk)2n−1) + 2n−1 · T (n, x1, . . . , xk).
Proposition 9.26. If tn is the n-th selector function for T , then tn satisfies the
identity x ∗ tn(x1, . . . , xk) = tn(x ∗ x1, . . . , x ∗ xk).
9.5. Possible applications to cryptography. In this section, we shall propose
several public key cryptosystems that use endomorphic Laver tables as their plat-
forms. If these cryptosystems are successful, then the endomorphic Laver tables
will offer the first practical application of modern set theory!
The public key cryptosystems in practical use today withstand all attacks against
classical computers. However, these same cryptosystems can be broken by quantum
computers. We therefore need to develop cryptosystems which can withstand the
attacks from quantum computers but are also efficient enough to apply in practice
[3]. We do not believe that quantum computers would be any more effective at
breaking endomorphic Laver table based cryptosystems than classical computers
are since the current quantum algorithms generally use only a limited number
of techniques (such as the quantum Fourier transform) to solve specific classes
of problems [37]. It is unknown as to how well endomorphic Laver table based
cryptosystems fare against attacks from even classical computers though.
We observe that the public key cryptosystems that use LD-systems as platforms
are analogous to non-abelian group based cryptosystems. In this section, we shall
modify these cryptosystems so that the endomorphic Laver tables may be used as
a platform for these cryptosystems.
The classical Laver tables are currently an insecure platform for all cryptosystems
mainly since A48 is the largest classical Laver table ever computed (which gives at
most 48 bits of security) and because in practice x ∗n y is either close to 2n or
close to x. The multigenic Laver tables are not secure platforms for any known
cryptosystem either since the factorization problem for multigenic Laver tables is
easily solvable.
Cryptographic problem 9.27. (Factorization problem for magmas)
Input: A magma (X, ∗), a subset R ⊆ X2, and x ∈ X.
Objective: Find some (r, s) ∈ R such that r ∗ s = x or determine that no such
pair (r, s) exists.
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Algorithm 9.28. Suppose that M is a multigenic Laver table over the alphabet A
and z ∈M . Then the following algorithm can be used to find all factorizations of z
into a product x ∗y. We shall call a factorization x ∗y of z a minimal factorization
if (x,y) is a forward sequence.
Let S := {(z′, a)} where z = z′a.
(1) For 1 ≤ i ≤ n− 2, let zi be the prefix of z of length i, and
(a) for j ≥ 1 do
(i) if j = 1 then let aj = z[i+ 1],
(ii) else if (zi ∗ a1 . . . aj−1) ◦ zi is a proper substring of z then let
aj be the letter so that ((zi ∗ a1 . . . aj−1) ◦ zi)aj is a prefix of
z and if z = zi ∗ a1 . . . aj then let S := S ∪ {(zi, a1 . . . aj)} and
terminate the loop for j,
(iii) else terminate the loop for j.
Then S is the set of all minimal factorizations of z. The factorizations of z are
precisely the factorizations x∗z where x ∈ Li(M), along with x∗ry where (x,y) ∈ S
and r = ε or x ∗ r ∈ Li(M).
Unlike the classical and multigenic Laver tables, the endomorphic Laver tables
could be used as platforms for public key cryptosystems.
The following key-establishment cryptosystem is a simplified version of the cryp-
tosystem in [31] for semigroups.
Cryptosystem 9.29. A semigroup (X, ◦) and an element x ∈ X are known to the
public.
(1) Alice selects an a ∈ X and publicly sends r = a ◦ x to Bob.
(2) Bob selects an element b ∈ X and then publicly sends s = x ◦ b to Alice.
The shared key is the element K = a ◦ x ◦ b.
(3) Alice computes K. Alice is able to compute K since K = a ◦ s.
(4) Bob computes K. Bob is able to compute K since K = r ◦ b.
While Alice and Bob can compute K, an eavesdropper will, in principle, not be
able to compute K even when knowing x and the communications r, s.
The security of cryptosystem 9.29 depends on the difficulty of the following two
problems.
Cryptographic problem 9.30. (finding left factor)
Input: A semigroup (X, ◦) and r, x ∈ X such that r = a ◦ x for some a ∈ X.
Problem: Find an a′ ∈ X such that r = a′ ◦ x.
Cryptographic problem 9.31. (finding right factor)
Input: A semigroup (X, ◦) and s, x ∈ X such that s = x ◦ b for some b ∈ X.
Problem: Find an b′ ∈ X such that s = x ◦ b′.
The following key-establishment cryptosystem is a reformulation of cryptosystem
9.29 for left-distributivity.
Cryptosystem 9.32. An LD-system X and some x ∈ X are public.
(1) Alice chooses some a ∈ X and n > 1 and sends r1 = tn+1(a, x), r2 = tn(a, x)
to Bob.
(2) Bob chooses some b ∈ X and sends s = x ∗ b to Alice.
The shared key is K = a ∗ (x ∗ b).
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(3) Alice computes the shared key K. Alice is able to compute K since
K = a ∗ s.
(4) Bob computes the shared key K. Bob is able to compute K since
K = r1 ∗ (r2 ∗ b).
Cryptosystem 9.33. Suppose that X is a Laver-like endomorphic algebra with
only one fundamental operation t• of arity n + 1. Then the public informa-
tion consists of some algorithms for computing elements l1, . . . , ln ∈ ♦(X ) where
(t, l1, . . . , ln) 6∈ Li(Γ(♦(X ))) along with a string x ∈ {1, . . . , n}∗ and an element
i ∈ {1, . . . , n}.
(1) Alice selects algorithms for computing some u1, . . . , un ∈ ♦(X ) and then
sets (t, j1, . . . , jn) = (t, u1, . . . , un) ◦ (t, l1, . . . , ln).
(2) Bob selects some algorithm for computing some v1, . . . , vn ∈ ♦(X ) and then
sets (t, k1, . . . , kn) = (t, l1, . . . , ln) ◦ (t, v1, . . . , vn).
Define
(t,w1, . . . ,wn) = (t, u1, . . . , un) ◦ (t, l1, . . . , ln) ◦ (t, v1, . . . , vn).
Let K = wi(x) be the common key.
(3) Alice computes the common key K using her private algorithm for com-
puting u1, . . . , un and by inquiring Bob about specific values of the form
kj(y).
(4) Bob computes the common key K using his private algorithm for computing
v1, . . . , vn and by inquiring Alice about specific values of the form jj(y).
The following authentication scheme (Cryptosystem 9.35) is a modification of the
authentication system found in [8] so that any permutative partially endomorphic
algebra could be used as a platform.
Definition 9.34. Let (X,E, F ) be a permutative partially endomorphic algebra
and suppose α ∈ crit(Γ(X,E)). Let (t, x1, . . . , xnt) ∈ Γ(X,E) be an involutive
element with crit(t, x1, . . . , xnt) = α. Then define the congruence ≡α on (X,E, F )
by letting x ≡α y if and only if t(x1, . . . , xnt , x) = t(x1, . . . , xnt , y). The congruence
≡α does not depend on the choice of (t, x1, . . . , xnt). We shall write [x]α for the
equivalence class of x with respect to ≡α.
Cryptosystem 9.35. Let (X,E, F ) be an efficiently computable permutative par-
tially endomorphic algebra. Let α ∈ crit(Γ(X,E)). Alice’s public key consists of
elements [a1]α, . . . , [am]α ∈ X/ ≡α along with m+n-ary terms s1, . . . , sk, t1, . . . , tk.
Alice’s private key consists of [x1]α, . . . , [xn]α ∈ X/ ≡α where
si([a1]α, . . . , [am]α, [x1]α, . . . , [xn]α) = ti([a1]α, . . . , [am]α, [x1]α, . . . , [xn]α)
for 1 ≤ i ≤ k. In the following exchange, Alice proves to Bob that she knows
elements x′1, . . . , x
′
n so that
si([a1]α, . . . , [am]α, [x
′
1]α, . . . , [x
′
n]α) = ti([a1]α, . . . , [am]α, [x
′
1]α, . . . , [x
′
n]α)
for 1 ≤ i ≤ k without revealing to Bob the elements x′1, . . . , x′n themselves. The
following steps are repeated as many times as Bob desires.
(1) Alice selects some inner endomorphism L where (g, L(v1), . . . , L(vng )) ∈
Li(Γ(X,E)) if and only if crit(g, v1, . . . , vng ) ≥ α. Alice then sends the
information y1 = L(x1), . . . , yn = L(xn) to Bob.
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(2) Bob randomly selects a bit e ∈ {0, 1} and sends e to Alice.
(3) If e = 0, then Alice sends L to Bob. Bob then verifies that (g, L(v1), . . . , L(vng )) ∈
Li(Γ(X,E)) if and only if crit(g, v1, . . . , vng ) ≥ α and
y1 = L(x1), . . . , yn = L(xn).
(4) If e = 1, then Alice sends b1 = L(a1), . . . , bm = L(am) to Bob. Bob then
verifies that
si(b1, . . . , bm, y1, . . . , yn) = ti(b1, . . . , bm, y1, . . . , yn).
One can modify Cryptosystem 9.35 in the same way that we have modified
Cryptosystem 9.29 to obtain Cryptosystem 9.33 to use the endomorphic Laver
tables as a platform.
In [42], the authors have constructed a key exchange protocol which could use
any LD-system as a platform, and this key exchange could be considered as a
distributive version of the Anshel-Anshel Goldfeld Key Exchange [1]. We shall now
present a slight generalization of the key exchange protocol in [42] so that one can
use any partially endomorphic algebra as a platform instead of an LD-system.
Cryptosystem 9.36. In this key exchange, a partially endomorphic algebra (X,E, F )
and subalgebras A = 〈x1, . . . , xm〉, B = 〈y1, . . . , yn〉 are public.
(1) Alice’s private key is an element a ∈ A and a term t with t(x1, . . . , xm) = a
along with some f ∈ E,a = (a1, . . . , anf ) ∈ Xnf . Bob’s private key is
some g ∈ E,b = (b1, . . . , bng ) ∈ Bng along with terms t1, . . . , tng where
ti(y1, . . . , yn) = bi for 1 ≤ i ≤ ng.
(2) Alice sends u1 = f(a, y1), . . . , un = f(a, yn), p0 = f(a, a) to Bob. Bob
sends the elements v1 = g(b, x1), . . . , vm = g(b, xm) to Alice.
Let K = f(a, g(b, a)).
(3) Alice computes K. Alice can compute K since K = f(a, g(b, a)), Alice
knows f,a and
g(b, a) = g(b, t(x1, . . . , xm))
= t(g(b, x1), . . . , g(b, xm)) = t(v1, . . . , vm)
and Alice knows v1, . . . , vm and the function t.
(4) Bob computes K. Bob can compute K as well since
K = f(a, g(b, a))
= g(f(a, b1), . . . , f(a, bng ), f(a, a))
= g(f(a, t1(y1, . . . , yn)), . . . , f(a, tnf (y1, . . . , yn)), f(a, a))
= g(t1(f(a, y1), . . . , f(a, yn)), . . . , tnf (f(a, y1), . . . , f(a, yn)), f(a, a))
= g(t1(u1, . . . , un), . . . , tnf (u1, . . . , un), p0),
and Bob knows g, t1, . . . , tnf , u1, . . . , un, p0.
No other party can compute K. Therefore K is the common key between Bob and
Alice.
The security of Cryptosystem 9.36 depends on the difficulty of the following
problem.
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Cryptographic problem 9.37. (multiple endomorphism search problem)
Input: A partially endomorphic algebra (X,E, F ) along with x1, . . . , xn, y1, . . . , yn ∈
X such that there is an inner endomorphism L with
L(x1) = y1, . . . , L(xn) = yn.
Problem: Find some inner endomorphism L′ such that
L′(x1) = y1, . . . , L′(xn) = yn.
As with cryptosystems 9.35 and 9.29, one can easily modify cryptosystem 9.36
to obtain an endomorphic Laver table based cryptosystems.
The following proposition may be used to factorize elements in endomorphic
Laver tables.
Proposition 9.38. Suppose that X is an n + 1-ary Laver-like algebra. Suppose
that j ∈ ♦(L) and j = f ](l1, . . . , ln, l). If j(a) = #, then there is some suffix b of a
such that li(c) = j(cib) for 1 ≤ i ≤ n and for all strings c.
Even though Proposition 9.38 allows one to factorize in endomorphic Laver ta-
bles, Proposition 9.38 does not easily break endomorphic Laver table based cryp-
tosystems since the enemy will only know a handful of specific values of elements
j ∈ ♦(X ).
We remark that the braid based cryptosystems are the closest cryptosystems to
functional endomorphic Laver table based cryptosystems, but braid based cryptog-
raphy is now considered to be insecure. We believe that if there is an insecurity
with functional endomorphic Laver table based cryptosystems, then such an inse-
curity will come from a heuristic attack rather than a mathematically proven break
simply due to the relentless complexity of functional endomorphic Laver tables.
The functional endomorphic Laver table based cryptosystems are highly interac-
tive since Alice and Bob will probably have to exchange information several times
before establishing a common key. This interactivity may be considered to be an
efficiency weakness since such a key exchange will require many interactions among
possibly very distant parties. An adversary could also use the time the information
is inquired in order to attack the cryptosystems. However, one could modify the
functional endomorphic based cryptosystems so that Alice and Bob make up their
secret keys as they interact with each other. Since Alice and Bob could use their
interactions to further develop their secret functions, Alice and Bob can use this
information to increase the security and efficiency of these cryptosystems.
10. Conclusion and further research
10.1. Philosophy on generalizations of Laver tables. Before we have started
investigating generalizations of Laver tables, most of the interesting results about
the classical Laver tables have been proven in the early to mid 1990’s. In fact, no
research on Laver tables has been published from around 1997 to around 2012 when
Matthew Smedberg published [40] and when Patrick Dehornoy and Victoria Lebed
calculated groups of cocycles in Laver tables in [15],[36]. However, the calculations
of the cocycle groups of the classical Laver tables follow from the fact that the
classical Laver tables are retractive than from the more non-trivial properties of the
classical Laver tables. On the other hand, the theory of the generalizations of Laver
tables provides many more opportunities for investigation than we have simply by
using the classical Laver tables. For instance, the multigenic Laver tables (A≤2
n
)+
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have much more combinatorial complexity to study than the classical Laver tables
have.
Although little has been published recently on Laver tables, the Laver tables and
their generalizations have very noteworthy properties and they are unlike any other
mathematical structure for both mathematical and philosophical reasons. On one
hand, these algebraic structures are usually either finite or recursive and they are
structures that mathematicians would naturally study for purely algebraic reasons.
One could even argue that self-distributivity is fundamental to our understanding
of algebraic structures and that the bulk of our understanding and interest in self-
distributivity arises from knots and braids and from Laver-like LD-systems. On
the other hand, some of these structures arise from rank-into-rank cardinals, and
we have proven results about the generalizations of Laver tables which have no
known proof that does not involve large cardinal axioms. These algebras are also
the only objects which occur in modern set theory that have been studied through
extensive computer calculations and which produce intricate fractal images. The
classical Laver tables also produce functions which if total are known grow faster
than any primitive recursive function and which possibly eventually dominate every
function that ZFC proves recursive. Finally, the endomorphic Laver tables may be
applicable to public key cryptography (though it is too early to judge the security
of these cryptosystems) and give the first practical application of large cardinals.
It should not be too much of a surprise that large cardinals axioms can be used
to prove elegant combinatorial theorems that cannot be proven otherwise. If P is
a large cardinal axiom, then Con(ZFC + P ) can be thought of as a rather com-
plicated finite combinatorial statement that cannot be proven in ZFC by Godel’s
second incompleteness theorem but which can be proven from stronger large car-
dinal axioms. Furthermore, the large cardinal axioms are natural statements that
by their definitions encompass ideas in logic, measure theory, Ramsey theory, com-
binatorics, category theory, and other areas of mathematics. Therefore since the
large cardinal axioms are elegant statements that already prove finitary combinato-
rial statements independent of ZFC (such as Con(ZFC)), it is plausible that large
cardinal axioms would prove elegant finitary combinatorial statements (such as the
fact that the finite self-distributive algebras do not satisfy any more identities than
self-distributive algebras in general do).
Harvey Friedman has done much work on formulating combinatorial statements
about finite or countable objects that require large cardinal to prove including
[24],[25],[26],[27]. These statements by Harvey Friedman currently do not have any
relation with self-distributive algebras and these statements about finite or count-
able objects use various levels of the large cardinal hierarchy. There is currently
some debate as to whether these statements by Harvey Friedman about finite or
countable objects should truly be considered natural statements of independent
mathematical interest outside set theory. Harvey Friedman stated “We believe
that Concrete Mathematical Incompleteness - where large cardinals are shown to
be sufficient, and weaker large cardinals are shown to be insufficient - will ulti-
mately become commonplace” in [27][p. 62] (here Friedman is referring to results
about finite structures proven using large cardinals). It seems like in the near fu-
ture mathematicians will prove using large cardinal hypotheses many statements
about finite or recursive generalizations of Laver tables that cannot be proven in
ZFC (though it is currently unclear how one could show that such statements about
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generalizations of Laver tables are independent of ZFC). We also believe that in the
future mathematicians would prove results using the algebras of elementary embed-
dings in various areas of mathematics (such as algebraic topology) which cannot
be established in ZFC. The mathematical community should therefore embrace the
algebras of elementary embeddings as an irreplacable technique that goes beyond
ZFC that can be used to prove results about finite or countable objects.
Set theorists generally believe that the large cardinal axioms below the Kunen
inconsistency are consistent, and the author mostly agrees with this position. Nev-
ertheless, if there were an inconsistency in the large cardinal hierarchy, then it seems
like such an inconsistency is most likely to be first appear in the very large cardi-
nals (beyond the cardinals in which one has canonical inner models and possibly
beyond the huge cardinals). If someone doubts the existence or the consistency of
large cardinals, then the author recommends for any such doubter to investigate
these large cardinals and to investigate whether such a doubt of the consistency of
large cardinals is warranted. We recommend algebras of elementary embeddings as
a place to search for possible inconsistencies in the upper levels of the large car-
dinal hierarchy. The nightmare Laver tables seem like a good avenue to test the
consistency of very large cardinals since if a nightmare Laver table appears in an
algebra of elementary embeddings, then the large cardinal axiom that allows one
to construct that nightmare Laver table in an algebra of elementary embeddings is
inconsistent.
However, if after time the study of algebras of elementary embeddings continue
to prove many results about finite or countable combinatorial objects that have
no proof or much more difficult proofs otherwise, then these results suggest that
these large cardinals are consistent and that they actually exist. A proof that
such combinatorial statements have large cardinal consistency strength will further
support the consistency and even the existence of these large cardinals.
10.2. Open problems. In this paper, we have only scratched the surface of the
investigations on generalizations of Laver tables, so there are many questions not
answered in this paper in which the author simply has not had the time to investi-
gate. In this subsection, we shall list a collection of problems which we believe are
tractible or important to the theory of generalizations of Laver tables.
Problem 10.1. A48 is currently the largest classical Laver table ever computed in
the sense that in A48, x ∗ y can be computed quickly from pre-computed data. A48
was originally computed in the 1990’s by Randall Dougherty [17]. We believe that
it is feasible to compute A96 with today’s technology. Once one is able to compute
A96, one should be able to compute entries in the final matrices FM
−
n (x, y) for
n ≤ 96 and x, y ∈ {1, . . . , 2n}.
The pre-computed data for A96 shall consist of a 2
32 × 96 matrix whose entries
are in {1, . . . , 296}. However, the 232 × 96 matrix should be highly compressible.
Therefore, after one computes and compresses the 232 × 96 matrix, we expect to
for A96 to be easily computable by making minor calculations and looking up
information from the pre-computed data.
Problem 10.2. Hugeness calibration project: We propose a sequence of new
large cardinal axioms which shall refine the n-hugeness hierarchy. We shall say
a cardinal κ is n-tremendous if there is some γ > κ and some f ∈ EEγ with
crit(f) = κ and where 〈f〉 ' An. The goal of the Hugeness calibration project is
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to fit the n-tremendous cardinals and similar cardinals among the large cardinal
hierarchy and to compare their sizes and consistency strengths.
Problem 10.3. Assuming large cardinal hypotheses, which finite Laver-like LD-
systems X embed into some EV [G]λ / ≡γ for some cardinal λ and ordinal γ < λ
and forcing extension V [G]? Which finite Laver-like LD-systems embed into some
EEV [G]γ ?
Problem 10.4. Our techniques for computing new multigenic Laver tables and
new finite Laver-like LD-systems are still quite limited. Suppose that M is a finite
multigenic Laver table. Then is there a much more efficient algorithm than Algo-
rithm 8.5 that enumerates all multigenic Laver tables M ′ that cover M? We also
need to refine our techniques for finding one-point extensions of finite permutative
LD-systems since one-point extensions give us another method of producing new
finite permutative LD-systems from old ones. We would like to also obtain recursive
constructions of new infinite families of finite Laver-like LD-systems with intricate
combinatorial structure like the classical Laver tables.
Problem 10.5. Suppose that M is a multigenic Laver table. Then does there
necessarily exist a multigenic Laver table M ′ that covers M .
Problem 10.6. Are the permutative LD-systems precisely the locally Laver-like
LD-systems? We conjecture that there exists permutative LD-systems which are
not locally Laver-like.
Problem 10.7. Very little is known about the free endomorphic algebras. Assume
that for all n, there exists an n-huge cardinal. Do the free (partially, twistedly) en-
domorphic algebras embed into inverse limits of (partially, twistedly) endomorphic
Laver tables? Are there any other natural examples of free (partially, twistedly)
endomorphic algebras? Is the word problem for these free (partially, twistedly)
endomorphic algebras solvable?
In the same way that the braid groups produce free left-distributive algebras,
one can generalize the braid groups to groups which we shall call the hyperbraid
groups which produce endomorphic algebras. Let G be the group with presentation
given by the generators (τn)n≥1 and relations τnτn+2τn+2τn = τn+2τnτn+1τn+2
and τiτj = τjτi whenever |i − j| > 2. Let sh : G → G be the homomorphism
where sh(τi) = τi+1. Define a ternary operation t on G by letting t(x, y, z) =
x · sh(y) · sh2(z)τ1 · sh(x · sh(y))−1. Then t is a ternary self-distributive operation.
This self-distributive algebra (G, t) can be generalized in a straightforward way
to other signatures of endomorphic algebras. We conjecture that each element in
(G, t) generates a free endomorphic algebra. It is unclear how much of the theory
of braid groups extends to the theory of hyperbraid groups.
10.3. Unexplained phenomena in the final matrices. The Sierpinski triangle
structure is the most prominent feature of the final matrices. However, we have
not been able to prove that the set of all pairs (x, y) where FM−n (x, y) > 0 is a
subset of the Sierpinski triangle. The following conjecture states that the set of
all pairs (x, y) where FM−n (x, y) > 0 is truly a subset of the Sierpinski triangle.
This conjecture is the most important conjecture regarding multigenic Laver tables
since all of the combinatorial complexity of the multigenic Laver tables of the form
(A≤2
n
)+ is contained in the corresponding final matrices.
GENERALIZATIONS OF LAVER TABLES 131
Definition 10.8. Let ST0 = (1, 1). Let (x, y) ∈ STn+1 if and only if ((x)2n , (y)2n) ∈
STn and either x ≤ 2n or y > 2n.
Conjecture 10.9. Suppose n ≥ 0 and ` ≤ x ∗ y in An. Then
(1) if Mn(x, y, `) > 0, then (x ∗Mn(x, y, `), `) ∈ STn, and
(2) if Mn(x, y, `) < 0, then (−Mn(x, y, `), `) ∈ STn.
Let A = {0, 1, 2, 3, 4, 5, 7, 8, 9, 15, 16, 17, 31, 32, 47, 48}. Then A is the set of all
natural numbers k with k ≤ 48 and such that |FM−k (2x, 2y)| is a power of 2
whenever 0 ≤ x ≤ k and 0 ≤ y ≤ k.
Conjecture 10.10. Suppose that k = 2n. Then |FM−k (2x, 2y)| is a power of 2
whenever 0 ≤ x ≤ k and 0 ≤ y ≤ k.
Let k = 16. The (x, y)-th entry in the following diagram is log2(FM
−
k (2
x, 2y))
whenever FM−k (2
x, 2y) is positive, and log2(−FM−k (2x, 2y)) whenever FM−k (2x, 2y)
is negative. If FMk(2
x, 2y) = 1, then the (x, y)-th entry is +0 and if FMk(2
x, 2y) =
−1, then the (x, y)-th entry is −0.
∗ 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
0 −0 +0 −0 +0 −0 +0 −0 +0 −0 +0 −0 +0 −0 +0 −0 +0 4
1 −0 −1 −0 −1 −0 −1 −0 −1 −0 −1 −0 −1 −0 −1 −0 −1 4
2 −0 −1 −2 2 −0 −1 −2 2 −0 −1 −2 2 −0 −1 −2 2 4
3 −0 −1 −2 −3 −0 −1 −2 −3 −0 −1 −2 −3 −0 −1 −2 −3 4
4 −0 −1 −2 −3 −4 4 −4 4 −0 −1 −2 −3 −4 4 −4 4 7
5 −0 −1 −2 −3 −4 −5 −4 −5 −0 −1 −2 −3 −4 −5 −4 −5 8
6 −0 −1 −2 −3 −4 −5 −6 6 −0 −1 −2 −3 −4 −5 −6 6 8
7 −0 −1 −2 −3 −4 −5 −6 −7 −0 −1 −2 −3 −4 −5 −6 −7 8
8 −0 −1 −2 −3 −4 −5 −6 −7 −8 8 −8 8 −8 8 −8 8 11
9 −0 −1 −2 −3 −4 −5 −6 −7 −8 −9 −8 −9 −8 −9 −8 −9 12
10 −0 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 10 −8 −9 −10 10 12
11 −0 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −8 −9 −10 −11 12
12 −0 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 12 −12 12 14
13 −0 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −12 −13 14
14 −0 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −14 14 15
15 −0 −1 −2 −3 −4 −5 −6 −7 −8 −9 −10 −11 −12 −13 −14 −15 15
16 +0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
The following conjecture has been experimentally verified for n ≤ 5.
Conjecture 10.11. (SEn)
Suppose that i, j ∈ {0, . . . , 2n − 1}. Then
(1) FM−2n(2
i, 2j) > 0 if and only if i is even, j is odd, and (i+ 1, j) ∈ STn.
(2) If FM−2n(2
i, 2j) > 0, then FM−2n(2
i, 2j) = 2i.
(3) Suppose that FM−2n(2
i, 2j) < 0. Then FM−2n(2
i, 2j) = −2k for some k.
Furthermore,
(a) if j is odd, then 0 < k ≤ i, and
FM−2n(2
i′ , 2j) = −2k
for k ≤ i′ ≤ i, and
FM−2n(2
k−1, 2j) = 2k−1.
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(b) if j is even and FM−2n(2
i, 2j+1) > 0, then
FM−2n(2
i, 2j) = −FM−2n(2i, 2j+1).
(c) if j is even and FM−2n(2
i, 2j+1) < 0, then
2 · FM−2n(2i, 2j) = FM−2n(2i, 2j+1).
Proposition 10.12. Suppose that there exists a rank-into-rank cardinal. Then for
all x, y ≥ 1 with y > x + 1 there exists an N such that FM−n (x, y) = −1 for all
n ≥ N .
Proof. We shall prove this result in the case that x > 1. The case where x = 1 is
similar. For extremely large n, we have
a1 . . . ax ∗ b1b2 = a1 . . . axb1 ∗ a1 . . . axb2
 a1 . . . axb1 ∗ a1a2 = a1 . . . axb1a1 ∗ a1 . . . axb1a2
 a1 . . . axb1a1 ∗ a1a2 = a1 . . . axb1a1a1 ∗ a1 . . . axb1a1a2
 a1 . . . axb1a1a1 ∗ a1a2
 . . .  a1 . . . axb1a1 . . . a1.
Thus,
(a1 . . . ax ∗ b1b2)[y] = a1 . . . axb1a1 . . . a1[y] = a1,
so FM−n (x, y) = −1. 
Proposition 10.13. Suppose that there exists a rank-into-rank cardinal. Then
there exists a natural number n where conjecture SEn is false.
Proof. Proposition 10.12 contradicts the statement ∀n ∈ ω, SEn. 
We expect that the first natural number n where SEn fails to be an extremely
large natural number.
Conjecture 10.14. (EPn). Suppose that r is a natural number and x < 2
2r − 1.
Then FM−n (x, 2
y) = FM−n (x, 2
z) whenever y = z mod 2r and max(y, z) < j ·2r <
n for some j.
Proposition 10.15. If there exists a rank-into-rank cardinal, then there is a nat-
ural number n where the conjecture EPn is false.
Proof. Proposition 10.12 contradicts the statement ∀n ∈ ω, SEn. 
11. Appendix: other computed data
In this section, we shall show some computed data on multigenic Laver tables.
1.
1At the author’s website, one can find much more computed data on classical, multigenic, and
endomorphic Laver tables along with the code and algorithms that allow one to compute such
data
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Computation 11.1. The n-th entry in the following 48 element list is the sam-
ple probability (with sample size 100000) that FM−n (x, y) > 0 given that x, y ∈
{1, . . . , 2n} and ((x + 1)2n , y) ∈ STn. The list starts with the 1st element instead
of the 0th element. For readability, we shall group the 48 elements in 6 sequences
of length 8.
(1.0000, 1.00000, 1.00000, 0.96394, 0.93958, 0.87997, 0.82056, 0.74388;
0.68904, 0.62298, 0.56396, 0.50157, 0.45788, 0.40679, 0.36146, 0.31913;
0.28988, 0.26055, 0.23090, 0.20321, 0.18422, 0.16128, 0.14627, 0.12733;
0.11542, 0.10156, 0.09137, 0.08083, 0.07270, 0.06393, 0.05771, 0.05028;
0.04613, 0.03936, 0.03665, 0.03203, 0.02917, 0.02506, 0.02264, 0.02026;
0.01854, 0.01604, 0.01355, 0.01242, 0.01097, 0.01023, 0.00843, 0.00790)
We informally estimate for the fractal dimension of {(x, y) : FM−n (x, y) > 0} ⊆
{1, . . . , 2n}2 to be 1.42.
Computation 11.2. The following function F is the function where F (x) is the
number of multigenic Laver tables with alphabet 0, 1 of cardinality x. The domain
of the function F is the set of all natural numbers x from 1 to 128 such that there
exists a multigenic Laver table with alphabet 0, 1 of cardinality x. Extensions of
the domain of this function beyond 128 have not been computed.
F={ ( 2, 1 ), ( 4, 2 ), ( 6, 1 ), ( 8, 4 ), ( 12, 2 ), ( 16, 8 ), ( 18, 2 ), ( 24, 4 ), ( 30, 1
), ( 32, 16 ), ( 36, 2 ), ( 48, 12 ), ( 54, 4 ), ( 64, 36 ), ( 72, 6 ), ( 90, 2 ), ( 96, 38 ),
( 108, 2 ), ( 120, 4 ), ( 128, 102 ) }
The function F+ is the function where Dom(F+) = Dom(F ) and F+(x) is the
number of multigenic Laver tables with alphabet {0, 1} of cardinality at most x.
F+= ( 2, 1 ), ( 4, 3 ), ( 6, 4 ), ( 8, 8 ), ( 12, 10 ), ( 16, 18 ), ( 18, 20 ), ( 24, 24 ), (
30, 25 ), ( 32, 41 ), ( 36, 43 ), ( 48, 55 ), ( 54, 59 ), ( 64, 95 ), ( 72, 101 ), ( 90, 103
), ( 96, 141 ), ( 108, 143 ), ( 120, 147 ), ( 128, 249 )
24 out of these 249 multigenic Laver tables with alphabet {0, 1} are nightmare
Laver tables. There are 2 nightmare Laver tables over 0,1 of cardinality 64. There
are 6 nightmare Laver tables over 0,1 of cardinality 96. There are 16 nightmare
Laver tables over 0,1 of cardinality 128.
Computation 11.3. The function G is the function where G(x) is the number
of multigenic Laver tables with a three element alphabet 0, 1, 2 of cardinality x.
The domain of the function G is the set of all natural numbers x ≤ 108 such that
there exists a multigenic Laver table on a three element alphabet of cardinality x.
Extensions of the domain of this function past 108 have not been computed.
G={ ( 3, 1 ), ( 6, 3 ), ( 9, 3 ), ( 12, 10 ), ( 18, 12 ), ( 24, 30 ), ( 27, 6 ), ( 36, 45 ),
( 45, 3 ), ( 48, 93 ), ( 54, 27 ), ( 72, 153 ), ( 81, 12 ), ( 84, 3 ), ( 90, 15 ), ( 96, 294
), ( 108, 123 ) }
Computation 11.4.
{|M((i, j), A5) |: i, j ∈ {1, . . . , 32}}
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= {2, 4, 6, 8, 12, 16, 18, 24, 30, 32, 36, 48, 54, 64, 72, 90, 96, 108, 120, 144,
162, 192, 216, 240, 252, 270, 288, 336, 360, 432, 450, 486, 504, 510, 576, 720, 756,
810, 864, 936, 1080, 1152, 1350, 1440, 1890, 1920, 2016, 2250, 2400, 2430, 2520,
2688, 2970, 3360, 3528, 4050, 5712, 5850, 7650, 9576, 12096, 12600, 15120, 17010,
17550, 19710, 20250, 36450, 41184, 45864, 65790, 86112, 131070, 157950, 313470,
8486910, 9003150, 9143550, 11372670, 11530350, 22883310, 539017470, 547438590,
4295032830, 8589934590}
Computation 11.5.
{ M((i, j), A6)
M(((i)32, (j)32), A5)
| i, j ∈ {1, . . . , 64}} =
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 19, 20, 21, 23, 24, 25, 26,
27, 30, 31, 37, 39, 41, 44, 45, 49, 51, 65, 73, 76, 79, 91, 92, 100, 108, 121, 129, 153,
172, 201, 225, 257, 289, 309, 324, 441, 513, 521, 529, 577, 585, 617, 665, 785, 828,
969, 1161, 1289, 1473, 2761, 4161, 8193, 8321, 16385, 32769, 65537, 262145, 262153,
266241, 270401, 295425, 296009, 300105, 300681, 532481, 594433, 595017, 1189449,
16777217, 16777345, 17039361, 17571841, 1073741825, 1073774593, 2147483649,
4294967297.}
Computation 11.6. The following set is the set of all multigenic Laver tables over
the alphabet {0, 1} of cardinality at most 16.
{ { 0, 1 }, { 0, 1, 00, 01 }, { 1, 0, 10, 11 }, { 0, 1, 00, 01, 10, 11 },
{ 0, 00, 000, 1, 01, 001, 0000, 0001 }, { 0, 1, 10, 00, 01, 11, 100, 101 },
{ 1, 11, 111, 0, 10, 110, 1110, 1111 }, { 1, 0, 01, 10, 11, 00, 010, 011 },
{ 0, 1, 00, 10, 000, 01, 11, 001, 100, 101, 0000, 0001 }, { 1, 0, 11, 01, 111, 10, 00,
010, 011, 110, 1110, 1111 },
{ 0, 1, 00, 10, 000, 100, 1000, 01, 11, 001, 101, 0000, 0001, 1001, 10000, 10001 },
{ 0, 1, 10, 00, 000, 001, 0010, 01, 11, 100, 101, 0000, 0001, 0011, 00100, 00101 },
{ 0, 1, 10, 11, 110, 111, 1110, 00, 01, 100, 101, 1100, 1101, 1111, 11100, 11101 },
{ 1, 0, 01, 00, 001, 000, 0001, 10, 11, 010, 011, 0010, 0011, 0000, 00010, 00011 },
{ 1, 0, 01, 11, 111, 110, 1101, 00, 10, 010, 011, 1110, 1111, 1100, 11010, 11011 },
{ 1, 0, 11, 01, 111, 011, 0111, 10, 00, 110, 010, 1110, 1111, 0110, 01110, 01111 },
{ 0, 00, 000, 0000, 00000, 000000, 0000000, 1, 01, 001, 0001, 00001, 000001,
0000001, 00000000, 00000001 },
{ 1, 11, 111, 1111, 11111, 111111, 1111111, 0, 10, 110, 1110, 11110, 111110,
1111110, 11111110, 11111111 } }
Computation 11.7. The n-th position in the following sequence denotes the num-
ber of multigenic Laver tables M whose alphabet is of the form {1, . . . , r} and such
that |M | = n. To improve readability, blocks of 10 elements are grouped together
by semicolons. Only the first 80 terms of this sequence are given. As expected, due
to Lagrange’s theorem for multigenic Laver tables, the count of multigenic Laver
tables of highly composite cardinalities is much higher than the count of multigenic
Laver tables whose cardinalities have few prime factors.
( 1, 2, 1, 4, 1, 5, 1, 10, 4, 6; 1, 25, 1, 8, 11, 38, 1, 39, 1, 47; 22, 12, 1, 167, 6, 14, 43,
99, 1, 158; 1, 238, 56, 18, 36, 471, 1, 20, 79, 510; 1, 387, 1, 309, 285, 24, 1, 1650, 8,
266; 137, 482, 1, 1034, 331, 1346, 172, 30, 1, 3171; 1, 32, 547, 2486, 716, 1827, 1,
1004, 254, 1597; 1, 7912, 1, 38, 1736, 1369, 463, 3524, 1, 8474 )
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Computation 11.8. For n ∈ {0, . . . , 13}, the function fn is the function with
domain {1, . . . , 2n} such that fn(x) = |{(r, s) ∈ {1, . . . , 2n}2 | FM−n (r, s) = x}| for
x ∈ {1, . . . , 2n}. Here χR denotes the characteristic function for R. More specifi-
cally, χR has domain R and χR(x) = 1 for all x ∈ R.
f0 =
⋃{χ{1} · 1}
f1 =
⋃{χ{2} · 1, χ{1} · 2}
f2 =
⋃{χ{3,4} · 1, χ{2} · 3, χ{1} · 4}
f3 =
⋃{χ{5,...,8} · 1, χ{3,4} · 4, χ{2} · 7, χ{1} · 8}
f4 =
⋃{χ{9,...,16} · 1, χ{5,...,8} · 3, χ{3,4} · 11, χ{2} · 15, χ{1} · 21}
f5 =
⋃{χ{17,...,32}·1, χ{9,...,16}·4, χ{6,...,8}·10, χ{5}·15, χ{3,4}·26, χ{2}·31, χ{1}·52}
f6 =
⋃{χ{33,...,64} · 1, χ{17,...,32} · 3, χ{9,...,16} · 12, χ{6,...,8} · 24, χ{5} · 39, χ{4} ·
62, χ{3} · 67, χ{2} · 72, χ{1} · 153}
f7 =
⋃{χ{65,...,128} · 1, χ{33,...,64} · 4, χ{17,...,32} · 7, χ{12,14,15,16} · 31, χ{10,11,13} ·
33, χ{9} · 39, χ{6,...,8} · 53, χ{5} · 88, χ{4} · 149, χ{3} · 182, χ{2} · 185, χ{1} · 463}
f8 =
⋃{χ{129,...,256} ·1, χ{65,...,128} ·3, χ{33,...,64} ·11, χ{17,...,32} ·15, χ{12,14,15,16} ·
77, χ{10,11,13} ·83, χ{9} ·101, χ{8} ·116, χ{6,7} ·118, χ{5} ·197, χ{4} ·373, χ{2} ·503, χ{3} ·
505, χ{1} · 1381}
f9 =
⋃{χ{257,...,512} · 1, χ{129,...,256} · 4, χ{81,...,128} · 10, χ{65,...,80} · 15, χ{33,...,64} ·
26, χ{17,...,32} · 32, χ{12,14,15,16} · 181, χ{13} · 204, χ{10,11} · 221, χ{8} · 251, χ{6,7} ·
259, χ{9} · 339, χ{5} · 449, χ{4} · 943, χ{3} · 1388, χ{2} · 1409, χ{1} · 4064}
f10 =
⋃{χ{513,...,1024}·1, χ{257,...,512}·3, χ{129,...,256}·12, χ{81,...,128}·24, χ{65,...,80}·
39, χ{49,...,64} ·63, χ{33,...,48} ·68, χ{17,...,32} ·75, χ{12,14,15,16} ·432, χ{13} ·489, χ{10,11} ·
540, χ{8} ·560, χ{6} ·591, χ{7} ·592, χ{9} ·858, χ{5} ·1027, χ{4} ·2417, χ{3} ·3824, χ{2} ·
3958, χ{1} · 11746}
f11 =
⋃{χ{1025,...,2048} · 1, χ{513,...,1024} · 4, χ{257,...,512} · 7, χ{177,...,192,209,...,256} ·
31, χ{145,...,176,193,...,208}·33, χ{129,...,144}·39, χ{81,...,128}·54, χ{65,...,80}·89, χ{49,...,64}·
153, χ{33,...,48}·186, χ{17,...,32}·192, χ{12,14,15,16}·1048, χ{13}·1177, χ{8}·1287, χ{10,11}·
1296, χ{6} · 1391, χ{7} · 1394, χ{9} · 2026, χ{5} · 2377, χ{4} · 6312, χ{3} · 10615, χ{2} ·
11180, χ{1} · 33750}
f12 =
⋃{χ{2049,...,4096}·1, χ{1025,...,2048}·3, χ{513,...,1024}·11, χ{257,...,512}·15, χ{177,...,192,209,...,256}·
78, χ{145,...,176,193,...,208}·84, χ{129,...,144}·102, χ{113,...,128}·119, χ{81,...,112}·121, χ{65,...,80}·
200, χ{49,...,64}·384, χ{33,...,48}·516, χ{17,...,32}·518, χ{12,14,15,16}·2588, χ{13}·2861, χ{8}·
3044, χ{10,11} ·3116, χ{6} ·3361, χ{7} ·3369, χ{9} ·4670, χ{5} ·5599, χ{4} ·16433, χ{3} ·
28882, χ{2} · 30821, χ{1} · 93933}
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f13 =
⋃{χ{4097,...,8192} · 1, χ{2049,...,4096} · 4, χ{1281,...,2048} · 10, χ{1025,...,1280} ·
15, χ{513,...,1024}·26, χ{257,...,512}·31, χ{177,...,192,209,...,256}·184, χ{193,...,208}·204, χ{145,...,176}·
209, χ{113,...,128} · 260, χ{81,...,112} · 268, χ{129,...,144} · 279, χ{65,...,80} · 449, χ{49,...,64} ·
966, χ{17,...,32} ·1450, χ{33,...,48} ·1459, χ{16} ·6580, χ{12,14} ·6612, χ{15} ·6613, χ{13} ·
7199, χ{8} ·7493, χ{10,11} ·7736, χ{6} ·8414, χ{7} ·8430, χ{9} ·11204, χ{5} ·13562, χ{4} ·
43958, χ{3} · 80121, χ{2} · 86449, χ{1} · 264699}
Computation 11.9. The following functions g0, . . . , g13 are the functions where for
each n ∈ {0, . . . , 13}, the domain of gn is {1, . . . , 2n} and where gn(x) = |{(r, s) ∈
{1, . . . , 2n}2 | FM+n (r, s) = x}|.
g0 =
⋃{χ{1} · 1}
g1 =
⋃{χ{1} · 1, χ{2} · 2}
g2 =
⋃{χ{1,2} · 1, χ{3} · 3, χ{4} · 4}
g3 =
⋃{χ{1,...,4} · 1, χ{5,6} · 4, χ{7} · 7, χ{8} · 8}
g4 =
⋃{χ{1,...,8} · 1, χ{9,...,12} · 3, χ{14} · 11, χ{15} · 15, χ{13,16} · 16}
g5 =
⋃{χ{1,...,16} · 1, χ{17,...,24} · 4, χ{26,...,28} · 10, χ{25} · 15, χ{30} · 26, χ{31} ·
31, χ{32} · 32, χ{29} · 46}
g6 =
⋃{χ{1,...,32} · 1, χ{33,...,48} · 3, χ{53,...,56} · 12, χ{49,...,52} · 17, χ{60} · 24, χ{58} ·
28, χ{59} · 29, χ{57} · 53, χ{62} · 57, χ{63} · 63, χ{64} · 64, χ{61} · 127}
g7 =
⋃{χ{1,...,64} ·1, χ{65,...,96} ·4, χ{97,...,112} ·7, χ{118,...,120} ·31, χ{117} ·33, χ{124} ·
53, χ{116}·60, χ{114}·70, χ{115}·71, χ{122}·74, χ{113}·76, χ{123}·77, χ{126}·120, χ{127}·
127, χ{128} · 128, χ{121} · 161, χ{125} · 345}
g8 =
⋃{χ{1,...,128} ·1, χ{129,...,192} ·3, χ{209,...,224} ·11, χ{225,...,240} ·15, χ{193,...,208} ·
16, χ{248} · 72, χ{246,247} · 74, χ{245} · 84, χ{252} · 111, χ{250} · 188, χ{244} · 193, χ{251} ·
196, χ{242} ·244, χ{243} ·246, χ{254} ·247, χ{255} ·255, χ{256} ·256, χ{241} ·274, χ{249} ·
461, χ{253} · 914}
g9 =
⋃{χ{1,...,256} ·1, χ{257,...,384} ·4, χ{401,...,448} ·10, χ{385,...,400} ·15, χ{465,...,480} ·
26, χ{481,...,496} · 32, χ{449,...,464} · 46, χ{504} · 161, χ{502,503} · 169, χ{501} · 208, χ{508} ·
231, χ{506} ·462, χ{507} ·478, χ{510} ·502, χ{511} ·511, χ{512} ·512, χ{500} ·582, χ{499} ·
820, χ{498} · 848, χ{497} · 1067, χ{505} · 1239, χ{509} · 2452}
g10 =
⋃{χ{1,...,512}·1, χ{513,...,768}·3, χ{833,...,896}·12, χ{769,...,832}·17, χ{945,...,960}·
24, χ{913,...,928} · 28, χ{929,...,944} · 29, χ{897,...,912} · 53, χ{977,...,992} · 58, χ{993,...,1008} ·
66, χ{961,...,976} · 128, χ{1016} · 343, χ{1014} · 374, χ{1015} · 375, χ{1020} · 471, χ{1013} ·
495, χ{1022} ·1013, χ{1023} ·1023, χ{1024} ·1024, χ{1018} ·1119, χ{1019} ·1153, χ{1012} ·
1658, χ{1011} · 2491, χ{1010} · 2649, χ{1017} · 3244, χ{1009} · 3555, χ{1021} · 6459}
g11 =
⋃{χ{1,...,1024}·1, χ{1025,...,1536}·4, χ{1537,...,1792}·7, χ{1873,...,1920}·31, χ{1857,...,1872}·
33, χ{1969,...,1984}·54, χ{1841,...,1856}·60, χ{1809,...,1824}·70, χ{1825,...,1840}·71, χ{1937,...,1952}·
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75, χ{1793,...,1808}·76, χ{1953,...,1968}·78, χ{2001,...,2016}·124, χ{2017,...,2032}·134, χ{1921,...,1936}·
162, χ{1985,...,2000} ·349, χ{2040} ·713, χ{2038} ·817, χ{2039} ·820, χ{2044} ·952, χ{2037} ·
1164, χ{2046} ·2036, χ{2047} ·2047, χ{2048} ·2048, χ{2042} ·2736, χ{2043} ·2806, χ{2036} ·
4654, χ{2035} · 7351, χ{2034} · 7975, χ{2041} · 8506, χ{2033} · 11183, χ{2045} · 17125}
g12 =
⋃{χ{1,...,2048}·1, χ{2049,...,3072}·3, χ{3329,...,3584}·11, χ{3585,...,3840}·15, χ{3073,...,3328}·
16, χ{3953,...,3968}·73, χ{3921,...,3952}·75, χ{3905,...,3920}·85, χ{4017,...,4032}·114, χ{3985,...,4000}·
191, χ{3889,...,3904}·194, χ{4001,...,4016}·199, χ{3857,...,3872}·245, χ{3873,...,3888}·247, χ{4049,...,4064}·
258, χ{4065,...,4080}·270, χ{3841,...,3856}·275, χ{3969,...,3984}·464, χ{4033,...,4048}·930, χ{4088}·
1458, χ{4086} ·1775, χ{4087} ·1783, χ{4092} ·1914, χ{4085} ·2726, χ{4094} ·4083, χ{4095} ·
4095, χ{4096}·4096, χ{4090}·6688, χ{4091}·6832, χ{4084}·12678, χ{4083}·20737, χ{4089}·
22027, χ{4082} · 22808, χ{4081} · 32930, χ{4093} · 44847}
g13 =
⋃{χ{1,...,4096}·1, χ{4097,...,6144}·4, χ{6401,...,7168}·10, χ{6145,...,6400}·15, χ{7425,...,7680}·
26, χ{7681,...,7936}·31, χ{7169,...,7424}·46, χ{8049,...,8064}·164, χ{8017,...,8048}·172, χ{8001,...,8016}·
208, χ{8113,...,8128}·240, χ{8081,...,8096}·487, χ{8097,...,8112}·503, χ{8145,...,8160}·528, χ{8161,...,8176}·
543, χ{7985,...,8000}·582, χ{7953,...,7968}·829, χ{7969,...,7984}·837, χ{7952}·984, χ{7937,...,7950}·
1016, χ{7951} · 1017, χ{8065,...,8080} · 1303, χ{8129,...,8144} · 2505, χ{8184} · 2960, χ{8188} ·
3841, χ{8182} ·3881, χ{8183} ·3897, χ{8181} ·6467, χ{8190} ·8178, χ{8191} ·8191, χ{8192} ·
8192, χ{8186}·16809, χ{8187}·17097, χ{8180}·35088, χ{8185}·58160, χ{8179}·59119, χ{8178}·
65722, χ{8177} · 97065, χ{8189} · 120350}
Computation 11.10. The following table lists all classical Laver table periods for
A5.
[ [ 2, 12, 14, 16, 18, 28, 30, 32 ], [ 3, 12, 15, 16, 19, 28, 31, 32 ], [ 4, 8, 12, 16, 20,
24, 28, 32 ], [ 5, 6, 7, 8, 13, 14, 15, 16, 21, 22, 23, 24, 29, 30, 31, 32 ], [ 6, 24, 30, 32
], [ 7, 24, 31, 32 ], [ 8, 16, 24, 32 ], [ 9, 10, 11, 12, 13, 14, 15, 16, 25, 26, 27, 28, 29,
30, 31, 32 ], [ 10, 28, 30, 32 ], [ 11, 28, 31, 32 ], [ 12, 16, 28, 32 ], [ 13, 14, 15, 16,
29, 30, 31, 32 ], [ 14, 16, 30, 32 ], [ 15, 16, 31, 32 ], [ 16, 32 ], [ 17, 18, 19, 20, 21,
22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32 ], [ 18, 28, 30, 32 ], [ 19, 28, 31, 32 ], [ 20,
24, 28, 32 ], [ 21, 22, 23, 24, 29, 30, 31, 32 ], [ 22, 24, 30, 32 ], [ 23, 24, 31, 32 ], [
24, 32 ], [ 25, 26, 27, 28, 29, 30, 31, 32 ], [ 26, 28, 30, 32 ], [ 27, 28, 31, 32 ], [ 28,
32 ], [ 29, 30, 31, 32 ], [ 30, 32 ], [ 31, 32 ], [ 32 ],[ 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12,
13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32 ] ]
Computation 11.11. The following table lists all classical Laver table periods for
A6.
[ [ 2, 12, 14, 48, 50, 60, 62, 64 ], [ 3, 12, 15, 48, 51, 60, 63, 64 ], [ 4, 8, 12, 16, 20,
24, 28, 32, 36, 40, 44, 48, 52, 56, 60, 64 ], [ 5, 6, 7, 8, 45, 46, 47, 48, 53, 54, 55, 56,
61, 62, 63, 64 ], [ 6, 56, 62, 64 ], [ 7, 56, 63, 64 ], [ 8, 48, 56, 64 ], [ 9, 10, 11, 12, 45,
46, 47, 48, 57, 58, 59, 60, 61, 62, 63, 64 ], [ 10, 60, 62, 64 ], [ 11, 60, 63, 64 ], [ 12,
48, 60, 64 ], [ 13, 14, 15, 16, 29, 30, 31, 32, 45, 46, 47, 48, 61, 62, 63, 64 ], [ 14, 48,
62, 64 ], [ 15, 48, 63, 64 ], [ 16, 32, 48, 64 ], [ 17, 18, 19, 20, 21, 22, 23, 24, 25, 26,
27, 28, 29, 30, 31, 32, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64 ], [
18, 28, 30, 32, 50, 60, 62, 64 ], [ 19, 28, 31, 32, 51, 60, 63, 64 ], [ 20, 24, 28, 32, 52,
56, 60, 64 ], [ 21, 22, 23, 24, 29, 30, 31, 32, 53, 54, 55, 56, 61, 62, 63, 64 ], [ 22, 56,
62, 64 ], [ 23, 56, 63, 64 ], [ 24, 32, 56, 64 ], [ 25, 26, 27, 28, 29, 30, 31, 32, 57, 58,
59, 60, 61, 62, 63, 64 ], [ 26, 60, 62, 64 ], [ 27, 60, 63, 64 ], [ 28, 32, 60, 64 ], [ 29,
30, 31, 32, 61, 62, 63, 64 ], [ 30, 32, 62, 64 ], [ 31, 32, 63, 64 ], [ 32, 64 ], [ 33, 34,
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35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56,
57, 58, 59, 60, 61, 62, 63, 64 ], [ 34, 44, 46, 48, 50, 60, 62, 64 ], [ 35, 44, 47, 48, 51,
60, 63, 64 ], [ 36, 40, 44, 48, 52, 56, 60, 64 ], [ 37, 38, 39, 40, 45, 46, 47, 48, 53, 54,
55, 56, 61, 62, 63, 64 ], [ 38, 56, 62, 64 ], [ 39, 56, 63, 64 ], [ 40, 48, 56, 64 ], [ 41,
42, 43, 44, 45, 46, 47, 48, 57, 58, 59, 60, 61, 62, 63, 64 ], [ 42, 60, 62, 64 ], [ 43, 60,
63, 64 ], [ 44, 48, 60, 64 ], [ 45, 46, 47, 48, 61, 62, 63, 64 ], [ 46, 48, 62, 64 ], [ 47,
48, 63, 64 ], [ 48, 64 ], [ 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64
], [ 50, 60, 62, 64 ], [ 51, 60, 63, 64 ], [ 52, 56, 60, 64 ], [ 53, 54, 55, 56, 61, 62, 63,
64 ], [ 54, 56, 62, 64 ], [ 55, 56, 63, 64 ], [ 56, 64 ], [ 57, 58, 59, 60, 61, 62, 63, 64 ], [
58, 60, 62, 64 ], [ 59, 60, 63, 64 ], [ 60, 64 ], [ 61, 62, 63, 64 ], [ 62, 64 ], [ 63, 64 ],
[ 64 ], [ 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23,
24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45,
46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64 ] ]
Computation 11.12. The following table gives the period data for ({1, . . . , 25},#5).
[ [ [ 1 ], 17, 18, 23, 24, 27, 28, 31, 32 ], [ [ 2 ], 18, 24, 28, 32 ], [ [ 3 ], 19, 24, 28,
32 ], [ [ 4 ], 20, 24, 28, 32 ], [ [ 5 ], 21, 24, 30, 32 ], [ [ 6 ], 22, 24, 30, 32 ], [ [ 7 ], 23,
24, 31, 32 ], [ [ 8 ], 24, 32 ], [ [ 9 ], 25, 26, 27, 28, 29, 30, 31, 32 ], [ [ 10 ], 26, 28, 30,
32 ], [ [ 11 ], 27, 28, 31, 32 ], [ [ 12 ], 28, 32 ], [ [ 13 ], 29, 30, 31, 32 ], [ [ 14 ], 30,
32 ], [ [ 15 ], 31, 32 ], [ [ 16 ], 32 ], [ [ 17 ], 9, 10, 15, 16, 27, 28, 31, 32 ], [ [ 18 ], 10,
16, 28, 32 ], [ [ 19 ], 11, 16, 28, 32 ], [ [ 20 ], 12, 16, 28, 32 ], [ [ 21 ], 13, 16, 30, 32
], [ [ 22 ], 14, 16, 30, 32 ], [ [ 23 ], 15, 16, 31, 32 ], [ [ 24 ], 16, 32 ], [ [ 25 ], 5, 6, 7,
8, 13, 14, 15, 16, 21, 22, 23, 24, 29, 30, 31, 32 ], [ [ 26 ], 6, 8, 14, 16, 22, 24, 30, 32
], [ [ 27 ], 7, 8, 15, 16, 23, 24, 31, 32 ], [ [ 28 ], 8, 16, 24, 32 ], [ [ 29 ], 3, 4, 7, 8, 11,
12, 15, 16, 19, 20, 23, 24, 27, 28, 31, 32 ], [ [ 30 ], 4, 8, 12, 16, 20, 24, 28, 32 ], [ [
31 ], 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32 ], [ [ 32 ], 1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29,
30, 31, 32 ] ]
Computation 11.13. The following table gives the period data for ({1, . . . , 26},#6).
[ [ [ 1 ], 33, 36, 45, 48, 53, 56, 62, 64 ], [ [ 2 ], 34, 36, 46, 48, 54, 56, 62, 64 ], [ [ 3
], 35, 36, 47, 48, 55, 56, 63, 64 ], [ [ 4 ], 36, 48, 56, 64 ], [ [ 5 ], 37, 48, 56, 64 ], [ [ 6
], 38, 48, 56, 64 ], [ [ 7 ], 39, 48, 56, 64 ], [ [ 8 ], 40, 48, 56, 64 ], [ [ 9 ], 41, 48, 60,
64 ], [ [ 10 ], 42, 48, 60, 64 ], [ [ 11 ], 43, 48, 60, 64 ], [ [ 12 ], 44, 48, 60, 64 ], [ [ 13
], 45, 48, 62, 64 ], [ [ 14 ], 46, 48, 62, 64 ], [ [ 15 ], 47, 48, 63, 64 ], [ [ 16 ], 48, 64 ], [
[ 17 ], 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64 ], [ [ 18 ], 50, 52,
54, 56, 58, 60, 62, 64 ], [ [ 19 ], 51, 52, 55, 56, 59, 60, 63, 64 ], [ [ 20 ], 52, 56, 60,
64 ], [ [ 21 ], 53, 56, 62, 64 ], [ [ 22 ], 54, 56, 62, 64 ], [ [ 23 ], 55, 56, 63, 64 ], [ [ 24
], 56, 64 ], [ [ 25 ], 57, 60, 62, 64 ], [ [ 26 ], 58, 60, 62, 64 ], [ [ 27 ], 59, 60, 63, 64 ], [
[ 28 ], 60, 64 ], [ [ 29 ], 61, 62, 63, 64 ], [ [ 30 ], 62, 64 ], [ [ 31 ], 63, 64 ], [ [ 32 ], 64
], [ [ 33 ], 17, 20, 29, 32, 53, 56, 62, 64 ], [ [ 34 ], 18, 20, 30, 32, 54, 56, 62, 64 ], [ [
35 ], 19, 20, 31, 32, 55, 56, 63, 64 ], [ [ 36 ], 20, 32, 56, 64 ], [ [ 37 ], 21, 32, 56, 64 ],
[ [ 38 ], 22, 32, 56, 64 ], [ [ 39 ], 23, 32, 56, 64 ], [ [ 40 ], 24, 32, 56, 64 ], [ [ 41 ], 25,
32, 60, 64 ], [ [ 42 ], 26, 32, 60, 64 ], [ [ 43 ], 27, 32, 60, 64 ], [ [ 44 ], 28, 32, 60, 64
], [ [ 45 ], 29, 32, 62, 64 ], [ [ 46 ], 30, 32, 62, 64 ], [ [ 47 ], 31, 32, 63, 64 ], [ [ 48 ],
32, 64 ], [ [ 49 ], 9, 12, 14, 16, 25, 28, 30, 32, 41, 44, 46, 48, 57, 60, 62, 64 ], [ [ 50 ],
10, 12, 14, 16, 26, 28, 30, 32, 42, 44, 46, 48, 58, 60, 62, 64 ], [ [ 51 ], 11, 12, 15, 16,
27, 28, 31, 32, 43, 44, 47, 48, 59, 60, 63, 64 ], [ [ 52 ], 12, 16, 28, 32, 44, 48, 60, 64
], [ [ 53 ], 13, 14, 15, 16, 29, 30, 31, 32, 45, 46, 47, 48, 61, 62, 63, 64 ], [ [ 54 ], 14,
16, 30, 32, 46, 48, 62, 64 ], [ [ 55 ], 15, 16, 31, 32, 47, 48, 63, 64 ], [ [ 56 ], 16, 32,
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48, 64 ], [ [ 57 ], 5, 8, 14, 16, 21, 24, 30, 32, 37, 40, 46, 48, 53, 56, 62, 64 ], [ [ 58 ],
6, 8, 14, 16, 22, 24, 30, 32, 38, 40, 46, 48, 54, 56, 62, 64 ], [ [ 59 ], 7, 8, 15, 16, 23,
24, 31, 32, 39, 40, 47, 48, 55, 56, 63, 64 ], [ [ 60 ], 8, 16, 24, 32, 40, 48, 56, 64 ], [ [
61 ], 3, 4, 7, 8, 11, 12, 15, 16, 19, 20, 23, 24, 27, 28, 31, 32, 35, 36, 39, 40, 43, 44,
47, 48, 51, 52, 55, 56, 59, 60, 63, 64 ], [ [ 62 ], 4, 8, 12, 16, 20, 24, 28, 32, 36, 40, 44,
48, 52, 56, 60, 64 ], [ [ 63 ], 2, 4, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 28, 30, 32,
34, 36, 38, 40, 42, 44, 46, 48, 50, 52, 54, 56, 58, 60, 62, 64 ], [ [ 64 ], 1, 2, 3, 4, 5, 6,
7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29,
30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51,
52, 53, 54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64 ] ]
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