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focusing on the possibility to incorporate manifest explanatory variables for the latent variable in the model. In particular, two methods for estimating the parameters associated with the covariates will be studied by analyzing simulated data.
Derivation of the Rasch Model for Speed Tests
In general, Rasch models can be characterized as two-parameter models with one parameter referring to the ability of the person and the second with the difficulty of the task. Adopting Poisson process assumptions, Rasch derived a gamma distribution for reading time, with a known shape parameter, depending on the test length, and a scale parameter depending on examinee "ability" and test "difficulty" parameters (see Lord & Novick, 1969) . Assuming a set of k tests, for each test j (j = 1, . . . , k) with length m j , T ij , the response time of examinee i, is a random variable with a probability density function that can be written as 
For the rate parameter λ ij , Rasch assumed the following multiplicative decomposition:
where θ i refers to the ability of the examinee and ε j to the easiness of the test. Higher values of θ i and ε j correspond to shorter expected response times. The usual assumptions of local independence and equal test parameters in all subpopulations are supposed to hold. Although the speed model is a latent trait model for a set of tests measuring a common latent ability, the model can also be used at the item level. A similar item-level model, but with an additive instead of a multiplicative decomposition in person and item parameters, has been proposed by Scheiblechner (1979) (see also Fischer & Kisser, 1981) .
Incorporating Explanatory Variables
Considering θ as a random variable, the Rasch model for speed tests can be conceptualized as a combination of a conditional test response model p (t; ε|θ) , and a population model f (θ; α), where t is a vector of observed response times on the set of k tests and α represents the set of parameters characterizing the distribution of the latent abilities. The population model describes the betweenpersons variation on the latent trait of interest. In this case, the latent trait can be assumed to be gamma distributed with shape parameter c and mean µ:
f (θ; c, µ) = (c/µ) c θ c−1 exp (− (c/µ) θ) / (c) .
The marginal likelihood is a closed expression, and so marginal maximum likelihood estimators for the test difficulties and the parameters of the latent person distribution can be easily derived (Jansen, 1997a) . When differences in reading performance between persons are to be explained, the person parameter values are required as the dependent variable. A possible approach would be to estimate the person parameters and to fit a structural model to the estimates. Abilities can be estimated by calculating posterior means. The joint posterior density of the θ s is a product of independent gamma distributions with parameters (c + m j ) and (c/µ + ε j t ij ). Substituting the maximum marginal likelihood estimators gives
This approach is straightforward but not optimal. By using estimates instead of true values, sampling errors are introduced. Moreover, person parameter estimates will usually be biased. Another possible approach involves the simultaneous estimation of the parameters of the structural model and the other parameters without the intermediate step of estimating the ability parameters. The assumption that θ is sampled from a gamma distribution with mean µ and shape parameter c implies that the following multiplicative model for the variation between persons can be written:
where E i is also gamma distributed but with shape parameter c and mean 1. A natural extension is to replace µ by µ i and to introduce some type of regression model that links the µ i 's to explanatory variables. Now, writing x i for a q-vector of fixed manifest categorical and/or continuous covariates for subject i and assuming the shape parameter c to be constant over subjects, the following log-linear model for the mean,
might be specified (Jansen, 1997b) . Alternatively, the structural model for explaining betweensubject variation in θ can be written as
where log E i follows a log gamma distribution with mean equal to (ψ(c)−log(c)) and variance ψ (c).
Using some standard approximations, it can be shown that for large c, log E i will be approximately normal distributed, with mean equal to zero and variance (c − 0.5) −1 . Modeling the subject parameters in this way can be seen as formulating a GLIM-type model for a gamma distributed dependent variable (Aitkin, Anderson, Francis, & Hinde, 1990) , which is now latent instead of manifest. A similar approach has been used by Zwinderman (1991) for incorporating manifest covariates in the one-parameter logistic Rasch model. Now, although representing an essentially positive random variable, the gamma distribution will closely mimic a normal distribution as the index (or shape) parameter becomes large. This is even more the case for the distribution of the logarithmic transformation of a gamma distributed variable. Therefore, there is reason to expect that in practice, it might be difficult to discriminate between a gamma theory multiplicative model for θ i and a normal theory linear model for log θ i .
Model Estimation and Testing of Fit
In this section, a brief outline will be presented for the estimation of the model parameters by marginal maximum likelihood (MML) methods. Treating the subject parameters θ 1 , . . . , θ N as missing data (Little & Rubin, 1987) , the estimation procedure makes use of the expectation maximization (EM) algorithm, which in this case is simple to implement.
Starting with some initial estimate (β (0) , c (0) , ε (0) ) for β, c and ε, the following steps are repeated for p = 0, 1, . . . , until a specified criterion of convergence is met. In the first step θ i and log θ i are estimated by their posterior expectations. For given t, c and ε, 
In the second step, θ 
Because the model is not identified, arbitrary restrictions on the parameters are needed to fix the scale.
Methods for assessing the goodness of fit have been proposed by Jansen (1997b 
Assuming the test parameters are known, the correlations in Equation 10 can be used to evaluate the model fit. Hypotheses with respect to β can be tested with likelihood ratio statistics (Jansen, 1997b) .
Test Lengths Unknown
In Rasch's original formulation, the response times are supposed to be gamma distributed with known integer valued shape parameters corresponding to the length of the tests. This is a serious drawback. In many instances, the definition of the test length is more or less arbitrary. For instance, the length of a reading text can be defined in terms of paragraphs, words, syllables, and so on. More flexibility can be achieved by a slight modification, which consists of assuming that the shape parameters are not known; only their ratios are known. If the ratio of the shape parameters of test j and test l is equal to the ratio m j /m l , for any j and l, it is implied that the shape parameters are known up to a common scaling factor, ρ, which has to be estimated (Jansen, 1997a) .
Empirical Examples
In the first example, an application of these methods to empirical data obtained in a reading test calibration study is discussed. An incomplete data collection design was used (Visser, 1997) in this study. The examinees were assigned to the subsets of tests which were supposed to match their trait level, assessed on the basis of external information. Here only a subset of the data is used. The test material is composed of reading texts of increasing difficulty. The tests are individually administered, and the test performance is scored by registering the total reading time per text. Each subtest had two versions, A and B, which were meant to be equivalent. The total sample consisted of 501 cases divided into two subgroups. In the first group of 200 examinees, the A and B versions of Tests 1, 2, and 3 were given; and in the second group of 301 examinees, versions A and B of Tests 2, 3, and 4 were given. Tests 1A and 1B are considered the least and 4A and 4B the most difficult. The data were analyzed using Rasch's extended model, assuming test lengths known. Estimates for the test parameters and the parameters of the examinee distribution were obtained, first without introducing covariates and then again with group membership as a covariate. In the first analysis (see Table 1 for the results), it was found that the difficulty estimates did not completely conform to the a priori ordering in difficulty specified by the test constructors. Also, the A and B versions differed slightly. Note that the tests are very long, and therefore the assumed gamma distributions will approach normality in this case. Introducing group membership, coded as a dummy variable, as a covariate reveals that the two groups differ in trait level. The persons in the first group are on average less able, or have lower "mental speed," than the persons in the second group. The main results are given in Table 2 . The likelihood ratio statistic for testing the H 0 that the regression coefficient of group membership is zero is significant (X 2 = 82.0, with df = 1). In the second example, response times on tests that were administered by computer were used where response times on individual items were available. There were two sets of 10 items each. The items in both sets consisted of a "letter series" type of problem. Five four-letter groups were presented on the screen, for example, QPPQ, HGHH, TTTU, DDDE, MLMM; and the task was to identify the "odd" group of the five. For each of the items, the latencies in seconds, that is, the time from the presentation of the problem on the screen to the final response, were recorded. Each examinee had the 20 items presented in a random sequence (Johnsen, 1995) . Apart from the item latencies, there was also information on the correctness of the item answers and some background information on the examinees such as their sex. The data set contained 97 complete cases. Now, the test can be seen as a typical example of a "pure" speed test where items are such that every examinee who spends sufficient time may solve them. Nevertheless, it is clear that the examinees made errors, although the error rate was very low on average. The analysis assumed test lengths of 1 and test indices equal to a common but unknown scale factor.
In the first analysis without covariates, the correlations between the relative response times were calculated to check the model. Assuming asymptotic normality with approximate standard errors (
−1 , about 8% of the correlations were significant, which is somewhat above the nominal level of 5%. Table 3 contains the results with respect to the explanatory variables, sex, and the numbercorrect score on the 20 items. The negative weight for sex indicates that the females have, on average, slightly lower (speed) ability and therefore longer response times than the males. In case of the number-correct scores, higher scores correspond to lower (speed) ability and thus longer response times. However, comparing the intercept model with the model with two covariates, the increase in fit (deviance of 5.0, on 2 degrees of freedom) is only significant at the 10% level. The data used in the third example are part of a larger set of tests administered to a sample of about 100 pupils in special education (Van den Bos & lutje Spelberg, 1997) . Among several other measurements, data were collected for four single-word reading tests. The tests were individually administered, and timing per item was not feasible. The first two tests, the EMT and the KLEPEL, were administered in a time-limit format. In addition, the time needed to finish the first 50 items was registered. The EMT and the KLEPEL both consist of a list of stimulus words of increasing difficulty. The difference between the EMT and KLEPEL is that the stimulus words of the KLEPEL are pseudo-words. The third test, the AARON (AAR) consists of short real words, and the fourth consists of blocks of five different color names in random order (CLN). Both were 50-item tests. Because the test stimuli differ in type as well as presentation, it is possible that the four tests tap different abilities. The data were analyzed assuming a test length of 1 and test indices equal to a common but unknown scale factor. In the first analysis, the extended Rasch model was fit without covariates, and the correlations between the U s were calculated. The predicted correlations are r = −.333. The observed correlations between the EMT and the KLE and the AAR and the CLN were found to be positive, whereas the other correlations were (strongly) negative and therefore not in accordance with the model predictions. Leaving out the CLN test resulted in a matrix of correlations for the remaining three tests more in line with the predicted value, which is now −.50. All three are covered by the asymptotic 95% confidence interval. So there is reasonable confidence that the EMT, KLEPEL, and AARON measure the same latent trait. Then three covariates were used in the analysis: a classification into poor and normal readers, the age in months of the students, and the sex of the students. The results of the subsequent fitting of these three can be found in Table 5 . Comparing the intercept model with the model with all three covariates, the increase in fit (deviance of 97.6, on 3 degrees of freedom) is significant. Pupils classified as poor readers are, not surprisingly, also slow readers. Older students are better readers than younger students. The (nonsignificant) negative effect of sex indicates that boys are slower readers than girls.
In a following analysis, the results of the direct analysis are compared with the so-called indirect approach, where a (log) linear model is fitted to the subject parameter estimates obtained in the no-covariate case. The results of fitting a regression model to the logarithmic transformation of the estimated θ s, using ordinary least squares regression, were similar. The regression weights of age and sex were more or less the same; the weight of "poor reader," however, is (considerably) smaller. With the indirect method, the estimated proportion of explained variance is also slightly smaller (66% against 71%), which is in accordance with the expectations.
Simulations Study 1
Method
The aim of the first simulation study is to obtain an insight in the possible differences in accuracy between the simultaneous or direct estimation method and what will be called the indirect method for small to moderate sample sizes. In the foregoing it has been suggested that on theoretical grounds, the simultaneous estimation method is to be preferred to the indirect method, where the person parameters are estimated as a first step, and a structural model is fitted to the estimates of the person parameters. This difference was also addressed in the third empirical example.
It is possible to fit generalized linear models using a variety of error distributions, including the gamma distribution, in standard computer software (the GLIM package, for instance). Although full maximum likelihood is only available if the shape parameter is known, the maximum likelihood estimate (MLE) of β does not depend on c, only the standard errors (Aitkin et al., 1990, p. 278) . In this approach, it is assumed that the error distribution has zero mean, which is true only asymptotically. It was expected that this misspecification of the error distribution will not greatly affect the results, with the exception of the intercept estimates.
The data were generated to conform to the generalized linear model for the person parameters described in Equations 3 and 5. The test lengths were assumed to be known. The parameter specifications were loosely based on the results of the first empirical example; namely, a small number (five) of long tests and a single dichotomous predictor variable were used. Values for the test length m, the test difficulty parameters ε, and for the regression parameters β 0 and β 1 were specified as m j = 50, ε j = ε j −1 × 1.5, rescaled to sum to 1, β 0 = 1.5 and β 1 = 0.35.
The error term was obtained by sampling from a standard gamma distribution with shape parameter c, followed by a suitable rescaling. Values of 10, and two other values, a relatively small value of 2.5 and a moderate value of 5, were used for c. Given the other specifications, values of c = 2.5, 5, and 10 correspond to correlations of .224, .349, and .475 between the predictor variable and log θ , if 50% of the sample falls into either category of the predictor variable. Sample sizes of n = 50, n = 200 were taken, representing the small and moderate sample sizes often found in practical applications.
Each cell in the simulation design contained 100 replications. Each replication involved fitting the model by the direct method, where model parameters and regression parameters were estimated simultaneously. For the indirect method, estimating the parameters of the model without covariates was followed by fitting a linear regression model to a logarithmic transformation of the estimated subject parameters, using an ordinary least squares approach.
In a second series of analyses, the explained variance (R 2 ) estimates resulting from regressing predicted values of log θ on X using the estimates of θ that came from the analysis without covariates were compared with the results from regressing estimates based on the estimator for log θ suggested by Rasch:
Although estimates based on a random effects model for θ were substituted for the εs, the resulting estimates can be called maximum likelihood (ML) estimates. Previous analyses, not reported here, suggest that the characteristics, and the eventual misspecification, of the person parameter distribution have very little influence on the test parameter estimates.
Results
To assess the accuracy of both estimation procedures, two different criteria were used, namely, the average over the estimated values and the root of the mean squared differences between the estimated and the true values. The main results are given in Table 7 . Because the parameters of the regression model were of main interest, results with regard to the test parameters are not given. The intercept estimates produced by the indirect method (not shown in the table) were biased as expected.
From the results in Table 7 , it can be inferred that the true values of the regression weight parameters are on average reasonably well recovered despite the small sample sizes of n = 50 and n = 200. In terms of the root mean square error (RMSE), recovery is better the larger the sample size. The indirect method estimates were systematically lower than the direct estimates. The indirect method performs almost as well as the direct method, especially for the larger value of c. For a moderate sample size, the differences are negligible. Table 8 contains the results on the difference in explained variance (R 2 ) resulting from regressing predicted values of log θ on X using two different estimates of θ based on 50 replications. The Note. Generating values: β 0 = 1.5; β 1 = 0.35. RMSE = root mean square error.
estimates of R 2 based on the random effects estimates for θ are slightly higher then for the ML estimates. Especially for the smallest generating value and smallest sample size, the first value gives an overestimate and the second an underestimate of the generating value. 
Study 2
Method
Data were generated in almost the same way as in the first study, with the exception of the specification of the predictors and some other minor differences. In this second study, the twopredictor case is considered, with two continuous explanatory variables. Scores on two predictors, X 1 and X 2 , were independently sampled from a standard normal distribution. For β 1 and β 2 , values of 1/2 and −1/2 were used. The same procedure as before was used for obtaining the error term. For c, two different values were used, a relatively small value of c = 2.5 and a moderate value of c = 5. The specifications imply multiple correlations of about .71 and .83 of the predictors and log θ, which are considerably higher than in the one-predictor case in the first study. Values for the test length m, the test easiness parameters ε, and the intercept β 0 were specified as m j = 50, ε j = ε j −1 × 1.25, rescaled to sum to 1, and β 0 = log(1.5). Again, sample sizes of n = 50 and n = 200 were taken to represent small and moderate samples.
Results
The simulated data sets were subjected to an analysis where all the parameters concerned were estimated simultaneously. The main results are given in Table 9 . Each cell is based on 50 replications. The intercept estimates produced by the indirect method were biased as expected, but because only the regression weights were considered of interest, results with regard to the intercepts are not given in the table. Note. RMSE = root mean square error.
From the results in Table 9 , it can be inferred that the true values of the regression weight parameters are very well recovered on average despite the small sample sizes of n = 50 and n = 200. In terms of the RMSE, the recovery is better the larger the sample size. Furthermore, the indirect method performs almost as well as the direct method, especially for the larger value of c. For the larger of the two sample sizes, the differences are negligible.
The values for c, however, are overestimated. The averages were 5.61 and 5.19 in case of the generating value of 5.0 and sample sizes of n = 0 and n = 200. For the generating value of 2.5 and sample sizes of n = 50 and n = 200, the averages of the estimates were 2.78 and 2.56. So the larger the sample size, the smaller the bias.
Study 3
Method
The aim of this study was to assess the accuracy of direct method for estimating the regression parameters for a greater variety of sample sizes. Another difference is that a larger set of shorter tests were considered. The parameter specifications were based on the results of a reanalysis of the second empirical example, where the two sets of 10 "letter series" items were treated as one set. Here, only one of the two 10-item sets was used, with the number-correct score as a covariate. The number-correct scores were rescaled to a mean of 0 and a standard deviation of 1. The numbercorrect score explains a relatively moderate to small, but significant, proportion of variance in the latent speed. See also Table 10 for the parameters estimates. In the simulations, a value of 1 was used for the length parameters as generating values, a value of 3.17 for the common scaling factor ρ, and a value of 9.06 for c. Sample sizes were 100, 200, and 400 to represent small to moderately large sample sizes. Scores were generated on 10 items with easiness parameters specified as the estimated values found in the example.
Results
The generated data sets were analyzed in the same way as before. A summary of the results, based on 50 replications per cell, can be found in Tables 11 and 12 . Note. RMSE = root mean square error.
For the two smallest sample sizes, the estimates of c, the index parameter of the ability distribution, are biased. On average, the values of c and the scaling factor are overestimated. The proportion of explained variance is also overestimated for all three sample sizes. The estimates of the other regression parameters are on average very close to their true values. The same applies to the "item" easiness estimates. The estimates are also fairly accurate with regard to the RSME criterion. Note. RMSE = root mean square error.
Discussion
Response speed is a neglected area in educational measurement. In some domains such as oral reading, however, response speed can be considered as an important aspect of the performance. Rasch's model for speed tests can be expanded by a structural model for the explanation of the subject parameters.
In general, ability parameters in latent trait models are not estimated consistently and should not be used as dependent variables in regression models. Direct estimation of the regression parameters, if possible, is preferable, at least in theory. In the first two small-scale simulation studies described here, the recovery of the parameters of a structural (regression) model for the abilities was studied, using a direct and an indirect method. The results indicated that some extra error was introduced by using a two-step procedure, where subject parameters were estimated in a no-covariate situation and then regressed on the covariate using ordinary least squares, but the differences in recovery of the regression weights were small. However, because compared to other latent trait models, the computational burden of simultaneous estimation in the Rasch model for speed tests is not particularly heavy, there seems not much point in using an indirect procedure.
Only a few of the possible variations in parameter values that might be of practical interest were considered in the simulation design. The test lengths, for instance, were large in all cases where the tests length were assumed to be known. Also, only small to moderate samples and a small set of predictor variables were considered.
In the third simulation study, the results of the analysis of real data were used as the starting point for generating data. In this case, the extended version of the Rasch model was used, where an extra parameter is introduced in the test response time distribution by assuming that the test length is known up to a common scaling factor. Although the regression parameters were on average recovered accurately, the estimates of the scaling factor, ρ, and the index parameter of the ability distribution, c, showed some bias, especially for the smaller sample size.
This article has argued that Rasch's extended multiplicative gamma model, if reasonably descriptive, allows for a simple and elegant analysis of test and/or item response times (Jansen, 1997a (Jansen, , 1997b . In the simulation study, the data were generated in accordance with a true model. A logical next step would be to look at the recovery of the regression parameters in a situation where one or more of the assumptions of the model are violated.
