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TOPOLOGICAL ENTROPY, ENTROPY POINTS AND SHADOWING
S.A. AHMADI
Abstract. In this note we study some properties of topological entropy for non-
compact non-metrizable spaces. We prove that if a uniformly continuous self-map
f of a uniform space has topological shadowing property then the map f has
positive uniform entropy, which extends the similar known result for homeomor-
phisms on compact metric spaces having shadowing property.
The notion of entropy, as a measure of information content, was first introduced
in 1948 by Shannon. The roots of this issue can be traced back to statistical me-
chanics, which is originated in the work of Boltzmann who studied the relation
between entropy and probability in physical systems in 1870’s. Entropy has also
generalized around 1932 to quantum mechanics by von Neumann. Topological
entropy is a non-negative real number that measures the complexity of systems on
topological spaces and it is the greatest type of entropy of a system. A dynamical
system is called deterministic if its topological entropy vanishes. One may argue
that the future of a deterministic dynamical system can be predicted if its past is
known. In a similar way positive entropymaybe related to randomness and chaos.
Topological entropy is introduced in 1965 by Adler, Konheim and McAndrew [1],
and subsequently studied by many researchers, see for instance. For a system
given by an iterated function, the topological entropy represents the exponential
growth rate of the number of distinguishable orbits of the iterates[2][3][5].
1. Introduction and terminologies
Uniform Spaces. A uniform space is a set with a uniform structure defined on it.
A uniform structureU on a space X is defined by the specification of a system of
subsets of the product X × X. The familyU must satisfy the following axioms:
U1) for any E1,E2 the intersection E1 ∩ E2 is also contained inU, and if E1 ⊂ E2
and E1 ∈ U, then E2 ∈ U),
U2) every set E ∈ U contains the diagonal ∆X = {(x, x) | x ∈ X};
U3) if E ∈ U, then ET = {(y, x) | (x, y) ∈ E} ∈ U;
U4) for any E ∈ U there is a Ê ∈ U such that Ê ◦ Ê ⊂ E, where Ê ◦ Ê =
{(x, y) | there is a z ∈ X with (x, z) ∈ Ê, (z, y) ∈ Ê}.
The elements ofU are called entourages of the uniformity defined byU. If (X,U)
is a uniform space, then the uniform topology on X is the topology in which a
neighborhood base at a point x ∈ X is formed by the family of sets E[x] where E
runs through the entourages of X and E[x] = {y ∈ X|(x, y) ∈ E} is called the cross
section of E at x ∈ X.
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Topological Entropy. By a cover α we mean a family of open sets whose union is
X. A cover β is a refinement of another cover α, which we write as β < α, provided
that any element of β is contained in an element of α. Unlike for partitions, it no
longer holds that each element of α is then a union of some elements of β. A join
of two covers α∨ β is defined by α∨ β = {U ∩V : U ∈ α, V ∈ β}. Clearly, α∨ β < α
and α ∨ β < β. A sub-cover of a cover U is any subfamily β
subsetα which is also a cover. For a cover α we let N(α) denote the minimal
cardinality of a sub-cover. A sub-cover of this cardinality will be referred to as
optimal. Let f : X → X be a continuous transformation.,If α is an open cover, then
f−1(α) = { f−1(U) : U ∈ α} is also a cover and N( f−1(α)) ≤ N(α). We will denote
α ∨ f−1(α) ∨ · · · ∨ f−(n−1)(α) by
∨n−1
i=0 f
−i(α).
Fact 1.1. If α is an open cover of X and f : X → X is a continuous map then the limit
limn→∞
1
n logN(
∨n−1
i=0 f
−i(α)) exists.
Then the entropy of f with respect to α is defined to be
h( f , α) = lim
n→∞
1
n
logN(
n−1∨
i=0
f−i(α))
and the topological entropy of f is given by
htop( f ) = sup{h( f , α) : α is an open cover of X}.
Metric Entropy. Let (X, d) be a compact metric space and f : X → X be a homeo-
morphism. Let dn(x, y) = max0≤i≤n−1 d( f
i(x), f i(y)) for all n ∈N. Each dn is a metric
on X and the dn’s are all equivalent metrics in the sense that they induce the same
topology on X. Fix ǫ > 0 and let n ∈ N. A set A in X is (n, ǫ)-spanning if for every
point x ∈ X there exists a point y ∈ A such that dn(x, y) < ǫ. By compactness,
there are finite (n, ǫ)-spanning sets. Let rn(ǫ, f ) be the minimum cardinality of the
(n, ǫ)-spanning sets. A set A ⊂ X is (n, ǫ)-separated if the dn-distance between any
two distinct points in A is at least ǫ. Let sn(ǫ, f ) be the maximum cardinality of
(n, ǫ)-separated sets. Then
htop( f ) = lim
ǫ→0
lim
n→∞
1
n
log sn(ǫ, f ) = lim
ǫ→0
lim
n→∞
1
n
log rn(ǫ, f )
is called the metric entropy of f [4].
Uniform Covering Entropy. LetX,U be a uniform space and let f be a uniformly
continuous self-map. For each U ∈ U, we define
cov(n,U, f ) = N(
n−1∨
i=0
f−1(C(U))),
where C(U) = {U[x] : x ∈ X} is called a uniform cover.
Fact 1.2. If U is an entourage in U and f : X → X is a continuous map then the limit
limn→∞
1
n log cov(n,U, f ) exists.
This gives the notion of uniform covering entropy:
huc( f ) = sup{huc( f ,K) : K ∈ K (X)}
where huc( f ,K) = sup{cov(U,K, f ) : U ∈ U}.
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Uniform Entropy. In continue we give the definition of topological entropy using
separating and spanning sets in uniform space (X,U). Given an entourage E and
natural number n, a subset A ⊆ X is called an (n,E, f )-spanning set provided that
X ⊆
⋃
x∈A

n−1⋂
i=0
F−i(E)
 [x],
Or equivalently if for every x ∈ X there exists y ∈ A such that ( f i(x), f i(y)) ∈ E for
all i = 0, 1, 2, . . . , n − 1. By compactness, there are finite (n,E, f )-spanning sets. Let
span(n,E, f ) be the minimum cardinality of an (n,E, f )-spanning set.
A subset A ⊆ X is called an (n,E, f )-separated set provided that
A × A ∩ ∆c ⊂
n−1⋃
i=0
F−i(Ec),
Or equivalently if for eachpair of distinct points x and y inA there exists 0 ≤ i ≤ n−1
such that ( f i(x), f i(y)) < E.Again by compactness any (n,E, f )-separated set is finite.
Let sep(n,E, f ) be the maximum cardinality of an (n,E, f )-separated set.
Fact 1.3. Let f be a uniformly continuous self-map on the uniform space (X,U). If U and
V be two entourages inU with U ⊆ V, then
(1) sep(n,V, f ) ≤ sep(n,U, f ) for all n ≥ 0
(2) span(n,V, f ) ≤ span(n,U, f ) for all n ≥ 0
(3) span(n,V, f ) ≤ sep(n,U, f ) for all n ≥ 0
Given U ∈ U, define
span(U, f ) = lim sup
n→∞
1/n log span(n,U, f );
sep(U, f ) = lim sup
n→∞
1/n log sep(n,U, f ).
And we define the following quantities for uniformly continuous map f :
hspan( f ) = sup{span(U, f ) : U ∈ U};
hsep( f ) = sup{sep(U, f ) : U ∈ U}.
Fact 1.4. Let f be a uniformly continuous self-map on the uniform space (X,U). Then
hspan( f ) = hsep( f ).
This gives the notion of uniform entropy:
hu( f ) = hspan( f ) = hsep( f )
Fact 1.5. Let (X,U) be a uniform space. If f : X → X is a uniformly continuous map,
then huc( f ) = hu( f ).
Fact 1.6. Let (X,U) be a compact uniform space. If f : X→ X is a continuous map, then
huc( f ) = hu( f ) = htop( f ).
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Expansivemaps: To simplify we introduce the following notation. If f : X→ X is
a map of a uniform space (X,U) and D is an entourage of X, then we define
Γ
+(x,D, f ) =

⋂
i∈N
F−i(D)
 [x]; Γ(x,D, f ) =

⋂
i∈Z
F−i(D)
 [x].
We say that a map f : X → X of a uniform space (X,U) is a positively expan-
sive (resp. expansive) if there is an entourage D such that Γ+(x,D, f ) = {x} (resp
Γ(x,D, f ) = {x} ) for all x ∈ X. We shall call such a D a positive expansivity neigh-
borhood (resp. expansivity neighborhood) of f . As one of notions that are weaker
than expansivity we capture the notion which is called sensitive dependence on
initial conditions, This is defined by the property that if there is an entourage D
such that for each x ∈ X and each entourageU,we obtainU[x]∩(X\Γ(x,D, f )) , ∅[7].
2. Main Results
we say that a map f : X → X of a uniform space (X,U) is a contraction if for
every entourage D of X there is an entourage U ⊂ D of X satisfying
f (U[x]) ⊂ U[ f (x)], ∀x ∈ X
Theorem2.1. Let (X,U) be a totally bounded uniform space. If f : X→ X is a contraction
then hu( f ) = huc( f ) = 0
Proof. Assume thatD be any entourage ofX. Then there exists an entourageU ⊂ D
such that f (U[x]) ⊂ U[ f (x)] for all x ∈ X. Since X is totally bounded there exists a
finite set A such that U[F] = X. We shall show that for any n ∈ N, the set A is an
(n,D, f )-spanning set. For each x ∈ X there exists a point y ∈ A such that (x, y) ∈ U.
Hence y ∈ U[x] andwe obtain f (y) ∈ f (U[x]) ⊂ U[ f (x)]. Hence ( f (x), f (y)) ∈ U ⊂ D
and f 2(x) ∈ f (U[ f (x)]) ⊂ U[ f 2(x)], so ( f 2(x), f 2(y)) ∈ U ⊂ D. Inductively we
obtain ∪n
i=1
( f i(x), f i(y)) ∈ D. This implies that A is an (n,D, f )-spanning set. Thus
huc( f ) = hu( f ) = hspan( f ) = 0 
Definition 2.2. Let (X,U) be a compact uniform space and letU be an entourage of
X. A finite uniform cover C(U) = {U[x] : x ∈ X} is called a uniform generator for f ,
provided that for any bi-sequence {An}i∈Z ⊂ C(U), the intersection∩
∞
n=−∞ f
−n(cl(An))
contains at most one point.
Lemma 2.3. Let α be an open covering of the compact uniform space (X,D). Then there
exists a symmetric entourage D such that each member of C(D) is contained in some
member of α.
Proposition 2.4. Let (X,U) be a totally bounded uniform space and let f : X → X be a
continuous map. Then f is expansive if and only if f has a uniform generator.
Proof. Assume that f is expansive with expansivity neighborhood D. Choosing
an entourage D̂ with D̂6 ⊂ D, since X is totally bounded, there exists a finite set
F = {x1, . . . , xm} such that D̂[F] = X. Let {An}n∈Z ⊂ C(D̂) = {D̂[xi] : i = 1, 2, . . . ,m}
and x, y ∈ ∩∞n=−∞ f
−n(cl(Ai)). Then f n(x), f n(y) ∈ cl(An) for all n ∈ Z. In other
hand, for each n ∈ Z there exists xn such that cl(An) ⊂ cl(D̂[xn]) ⊂ D̂3[xn]. Thus
( f n(x), f n(y)) ∈ D̂6 ⊂ D. This implies that y ∈ Γ(x,D, f ), that is y = x.
Conversely suppose thatC(U) is a generator for f . LetD be the entourage given by
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Lemma 2.3 and choose an entourage D̂ such that D̂2 ⊂ D. We shall show that D̂ is an
expansivity neighborhood for f . Assume that y ∈ Γ(x, D̂, f ), then f n(x) ∈ D̂[ f n(y)].
Hence there exists a member An in α such that D̂[ f
n(y)] ⊂ D[ f n(y)] ⊂ An. Thus
f n(y) ∈ D̂[ f n(x)] ⊂ D̂2[ f n(y)] ⊂ D[ f n(y)] ⊂ An. Therefore
x, y ∈
∞⋂
n=−∞
f−n(cl(An)).
Since C(U) is a uniform generator y = x. This complete the proof. 
A sequentially compact uniform space is totally bounded. Therefore a sequen-
tially compact, non-compact uniform space is sequentially complete, non-complete
(totally bounded). The first ordinal space is an example of one such uniform space
[8].
Theorem 2.5. Let (X,U) be a sequentially compact uniform space and let f : X → X be
a homeomorphism. Let α be a uniform generator for f . Then for each entourage E of X
there exists n > 0 so that for each element A of
∨n
i=−n f
−i(α) there is a point x ∈ A such
that A ⊆ E[x].
Proof. For contracting a contradiction suppose that there exists an entourage E ofX
so that for all j > 0 there exist A j,i ∈ α, − j ≤ i ≤ j and there exist B j ∈
⋂ j
i=− j
f−i(A j,i)
such that for each x j ∈ B j there exists y j ∈ B j with (y j, x j) < E. By sequentially
compactness there exists a subsequence { jk} of natural numbers such that x jk → x
and y jk → y for some x and y in X. Then x , y. Since α is finite, infinitely
many A jk,0 coincide. Then x jk , y jk ∈ A for infinitely many K and hence x, y ∈ cl(A0).
Similarly for each m, infinitely many A jk ,m coincide and we obtain Am ∈ α with
x, y ∈ T−m(cl(Am)). Thus x, y ∈
⋂
+∞
−∞ f
−n(cl(An)) which is a contradiction. 
Theorem 2.6. Let (X,U) be a sequentially compact uniform space and let f : X → X be
a homeomorphism. If D is an expansivity entourage for f , then sep( f ,D) = hu( f ).
Proof. Assume that K ⊂ X is compact. Choose two entourages U and E of X
such that U2 ⊂ E ⊂ E3 ⊂ D, then cl(E) ⊂ D. We shall show that hu( f ,K,U2) =
hu( f ,K,E). The inequality hu( f ,K,U
2) ≥ hu( f ,K,E) is immediate. Consider x, y ∈ X,
by positively expansiveness there exists i ∈ N such that ( f i(x), f i(y)) < D. Then
( f i(x), f i(y)) < cl(E). Since K × K \U is compact and
K × K \U ⊂
⋃
i∈N
F−i(K × K \ cl(E)),
there exists k ∈N such that
K × K \U ⊂
k⋃
i=1
F−i(K × K \ cl(E)).
Suppose that A is an (n,U, f )-separated set for K, then f−k(A) ∩ K is an (n2k,E, f )-
separated set for K. Indeed x, y ∈ f−k(A) implies that f k(x), f k(y) ∈ A. Hence
there exists 0 ≤ n − 1 such that ( f i+k(x), f i+k(y)) < U. Thus there exists 1 ≤ j ≤ k
such that ( f i+k+ j(x), f i+ j+k(y)) ∈ X × X \ cl(E) ⊂ X × X \ E. Therefore by Lemma ???
hu( f ,K,U
2) ≤ hu( f ,K,E). This implies that sep( f ,D) ≥ hu( f ).

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Theorem 2.7. Let (X,U) be a compact uniform space and let f : X→ X be a homeomor-
phism. If C(U) is a uniform generator for f , then htop( f ) = hu( f ) = huc( f ) = cov( f ,U).
Proof. By the Fact 1.6 it is enough to show that huc( f ) = huc( f , α). Let V be any
entourage of X and D be the entourage as Lemma 2.3 for the uniform cover C(V).
By Theorem 2.5 there exists n ∈ N such that for each A ∈
∨n
i=−n f
−i(C(U)) there
exists x ∈ A with A ⊂ D[x]. Thus C(V) 4
∨n
i=−n f
−i(C(U). Hence we obtain
cov( f ,V) = lim
k→∞
1
k
logN(
k−1∨
j=0
f− j(
n∨
i=−n
f−i(C(U)))
= lim
k→∞
1
k
logN(
n+k−1∨
j=−n
f− j(C(U))
= lim
k→∞
1
k
cov(2n + k − 1,U, f )
= cov( f ,U).
Since cov( f ,V) ≤ cov( f ,U) for all entourages V of X, we conclude that
huc( f ) = sup{cov( f ,V) : V ∈ U} = cov( f ,U)
. 
Proposition 2.8. Let (X,U) be a compact uniform space and let f : X → X be a
continuous map. Then
(1) Ent(X, f ) is closed;
(2) Ent(X, f ) is forward invariant
(3) φ(Ent(X, f )) = Ent(Y, 1)
Proposition 2.9. Let (X,U) be a compact uniform space and let f : X → X be a
continuous map and K ⊆ X a closed subset. If hu( f ,K) > 0,then K ∩ Ent(X, f ) , ∅.
Theorem 2.10. Let (X,U) be a compact uniform space and let f : X→ X be a continuous
map. Then hu(Ent(X, f ), f ) = hu( f )
we say that a uniform space (X,U) is uniformly locally compact if there is an
entourage U of X, such that for each x ∈ X, U[x] is compact[?].
A uniformity on the set X is separated if the diagonal ∆ coincides with the inter-
section ∩ of the entourages. The uniformity is separated if and only if the uniform
topology has the Hausdorff property. Therefore in a locally compact separated
uniform space for every point x in X and every entourage U of X there exists an
entourage C such that C[x] is compact and C[x] ⊆ U[x].
Theorem2.11. Let (X,U) be a locally compact separated uniform space and let f : X→ X
be a continuous map with shadowing property. Let Y ⊂ X be an f -invariant closed set. Let
1 = f |Y and G = 1×1. If there is x ∈ sen(1) and (x, x) ∈ int(cl(R(G))), then x ∈ Ent(X, f )
and so hu( f ) > 0.
Proof. Since x ∈ sen(1), there exists V ∈ V such that x ∈ senV(1). Let U be any
entourage ofX. Then there exists an entourageC such thatC[x] is a compact subset
of X and C[x] ⊆ U[x]. Choose an entourage E such that E3 ⊂ V ∩ C. By shadowing
property there exists an entourage D ⊂ E such that every D-pseudo-orbit can be
E-shadowed by some point in X. Since x ∈ int(cl(R(G))), there exists an entourage
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WwithW2 ⊂ D such thatW∩Y×Y ⊂ int(cl(R(G))). Let (y, z) ∈W∩R(G), then there
exists k ∈ N such that Gk(y, z) < E3. By choosing an entourage D̂ with D̂2 ⊂ D,
since (y, z) ∈ R(G), there exists l > k such that (1l(y), y), (1l(z), z) ∈ D̂. We shall
show that sep(nl,H, cl(C[x])) ≥ 2n for every entourage H ⊂ E and every n ∈ N.Let
ξ = { f i(y)}l−1
i=0
and η = { f i(z)}l−1
i=0
. Since (y, z), (y, f l(y)), (z, f l(z)) ∈ D̂, we conclude
that (z, f l(y)), (y, f l(z)) ∈ D. Hence any sequence σ{ξ, η}n is an D-pseudo-orbit.
Therefore there exists a point wσ ∈ X which E-shadows the sequence σ. Assume
that the starting point of σ is y, then (x,wσ) ∈ D ◦ E ⊂ E
2 ⊂ C. Thus wσ ∈ C[x] (we
obtain the same result if the starting point of σ is z).
Claim: If α, β ∈ {ξ, η}n are distinct, then there exists 0 ≤ i ≤ nl − 1 such that
f i(wα), f
i(wβ) < E.
Proof of claim: Since α and β are distinct, they differ in some block, say ( j + 1)-th
block. Assume that the ( j + 1)-th block of α is ξ and the ( j + 1)-th block of β
is η. Since ( f k(y), f k(z)) < E3, there exists i ∈ {n j, n j + 1, . . . , n j + l − 1} such that
(αi, βi) < E
3. Suppose by contradiction that f i(wα), f
i(wβ) ∈ E. Since f
i(wα), αi) < E
and f i(wβ), βi) ∈ E, we obtain (αi, βi) ∈ E
3 which is a contradiction. This complete
the proof of the claim.
Therefore the set A = {wσ : σ ∈ {ξ, η}
n} is an (nl,E, cl(C[x]))-separated set. Thus
the set A is an (nl,H, cl(C[x]))-separated set for all entourages H ⊂ E. Therefore
sep(nl,H, cl(C[x])) ≥ card(A) = 2n. This implies that
htop( f , cl(C[x])) = hu( f , cl(C[x])) ≥ log 2/l
. That is x ∈ Ent( f ,X). 
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