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ABSTRACT 
Denote the rank ( = bilinear multiplicative complexity) of an associative k-algebra 
A by R(A). It is well known that R(A) > 2dim A - t, where t is the number of 
maximal two-sided ideals of A. A is said to be of minimal rank iff R(A) = 2dim A - t. 
This paper is concerned with the structure of primary algebras (t = 1) of minimal 
rank. We show that a primary k-algebra is of minimal rank if there exists a pair 
(I, a a,“‘, x,), (LY,,..., y,) of k-bases of A such that for all i, j, xiyj E kxi + kyj. At 
least for local algebras, this sufficient condition is also necessary and leads to a 
complete description of the structure of local algebras of minimal rank. As an 
application we investigate the ranks of the 5dimensional local algebras. Furthermore 
it turns out that kzx2 is the only primary, nonlocal algebra satisfying the abovemen- 
tioned sufficient condition. 
1. INTRODUCTION 
Let k be an infinite field. By a k-algebra A we shall always understand a 
finite-dimensional, associative, unitary algebra over k. A* denotes the k-dual 
of A. The rank of A, i.e. the bilinear complexity of the multiplication in A, is 
the natural number 
R(A)=min ~EN+,,v,EA*, w,EAVa,bEA: 
ab= 6 u,(u)v,(b)w, . 
p=l 
(For further details see [6,11].) 
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The Alder-Strassen theorem [l] yields a lower bound for the rank of 
k-algebras 
R(A)aedimA-t, 
where t is the number of maximal twosided ideals of A. Following de Groote 
[7], A is said to be of minimal rank iff 
R(A) = 2dim A - t. 
The next theorem summarizes most of the facts known about algebras of 
minimal rank. 
THEOREM 1. 
(1) A kdivision algebra D is of minimal rank iff D is a simple field 
extension of k (de Groote [7]). 
(2) A local commutative k-algebra A is of minimal rank iff A is simply 
generated or A is a generalized null-algebra, i.e., A is generated by nilpotent 
elements which annihilate each other (de Groote and Heintz [8], de Groote 
PI). 
(3) The direct product of local k-algebras A i, . . . , A, is of minimal rank iff 
all Ai are (de Groote and Heintz [8], de Groote [S]). 
Since every commutative k-algebra is isomorphic to a direct product of 
local ones [2], (2) and (3) lead to a complete description of the commutative 
k-algebras of minimal rank [8,6]. 
This paper continues the study of k-algebras of minimal rank. Our 
investigations are restricted to primary k-algebras, i.e. algebras A with a 
unique maximal ideal ( = rad A): thus A is either local, i.e. A/rad A is a 
k-division algebra, or A is-in our terminology- quasilocal, i.e., A/rad A is 
simple but not a k-division algebra. 
In order to motivate the next definition let (1, x2,. . . , x,) and (1, ya, . . . , y,) 
be k-bases of A. The multiplication in A is completely determined by the 
products xiyi. It is to be expected (compare [6,8]) that the rank of A is 
“rather small” if all xi yj can be replaced by a linear expression: 
xiyj E kxi + kyj. 
In fact, it is easily shown (see Section 2) that every k-algebra A with the 
abovementioned property is at most of rank 2n - 1. With the Alder-Strassen 
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theorem in mind, we make the following 
DEFINITION. By &, we denote the class of all primary k-algebras A 
sharing the following multiplication property: There exist k-bases (1 
=: xi, x2,. . . , xn), (1 =:yi, y, ,..., y,) of A such that 
Vi, j xiyj E kx, + kyj. 
We call such a pair of bases an J&pair of A. 
By the above remark, Ak is a class of algebras of minimal rank. More 
precisely: 
THEOREM 2. 
(1) A local k-algebra A is in J?~ ifiA is of minimal rank. 
(2) A qua&local k-algebra A is in JYk iff A = k2 x2. 
For proofs see Sections 2 and 3, respectively. Furthermore, several char- 
acterizations of local k-algebras of minimal rank are given in Section 2. These 
results are applied in Section 4 to investigate the ranks of the 5dimensional 
local algebras over an algebraically closed field k of characteristic different 
from 2. 
It still remains an open question whether k2 x2 is the only quasilocal 
k-algebra of minimal rank. 
2. LOCAL ALGEBRAS OF MINIMAL BANK 
In this section we show that dk is indeed a class of k-algebras of minimal 
rank and describe the structure of the local algebras in Jk. 
LEMMA 3. If the k-algebra A has an &&pair, then 
R(A) < 2dimA - 1. 
proof. Let (1 =:x1, x2,.. ., x,), (1=: y,, y2,..., Y,) be an &pair of -4 
thus 
XiYj = Sijxi + ‘lijYj 
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for suitable tij, vii E k. Define up, up E A*, wp E A as flows: 
Wl 
W2 
w, := 
___-- 
W n+l 
WZn-1 
[ up(xi)] ‘= 
[ U,(Yj)] ‘= 
1 
x2 
X” 
Y2 
j” 
1 
1 ______--------- 
1 7722 ... 9nz 
. . . . . . 
1 9& ..* 7”” 
1 0 ... 0 
1 522 ... 52n 
. . 
. . 
i t;, ‘. ’ t,, 
0 1 0 
0 0 1 
Then for d xi, Yj (1 < i, j G n) 
2n - 1 
xiYj= C up(xi)vp(Yj)wp; 
p=l 
hence R(A)< 2n - 1. 
COROLLARY 4. dZk is a class of k-algebras of minimal rank. 
1 
n 
Proof. This follows immediately from Lemma 3 and the Alder-Strassen 
theorem. W 
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After introducing some notation we proceed with the main result of this 
section. 
AX denotes the group of units in the k-algebra A. For a subalgebra B of 
A we always assume la = 1,. The smahest k-subalgebra of A containing 
a,,...,a,E A is denoted by 
k{a l,...,ap} 
or, if a,,..., up mutuahy commute, by 
k[a l,...,a,l. 
In the sequel, L and R denote the left and right annihilators of rad A, 
respectively. 
THEOREM 5. For a local k-algebra A the following statements are equiv- 
alent: 
(1) A is of minimal rank. 
(2) There exists an J&pair of A, i.e. A E A,. 
(3) A is simply generated or A = k { b,, . . . , b4, a 1,. . . , up} where 
Vi # j bib, = 0, (a> 
Vi 31i>2 bfi+‘=()#bbfi t I 7 @I 
Qu,v Vi auao = 0 = a,b,, (4 
Vi Vu biau E kbfi. (4 
(4) There exists a commutative local subalgebra B c A of minimal rank 
such that 
L+B=A=R+B. 
Proof. (1) =z. (2): See [6]. 
(2) a (1): See Corollary 4. 
(2) * (3): Assume that A is not simply generated, and let (1, x2,. . . , x,,), 
(l,Y,>..., y,) be an _&pair of A E Mk. Then 
xiyj = SijXi + Tjijyj. 
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(i) Without loss of generality we may assume that xi, yj E rad A: First we 
note that 
vi q(i) (‘i - Vij(i))(Yj(i)- Sij(i,) = Eij(ijqij(i) ’ 0. 
(Otherwise 
Hence 
so A = k[ xi], contradicting our assumption.) The same argument yields 
vj 3(j) Cxi(j)- qi(j)j)(Yj - ti(j)j> = O’ 
Now let 
zi:=xi - qij(i)’ gj:=yj - .&(j)j. 
Then (l,?, ,..., a,), (1, Ys ,..., ij,) is an &pair of A: On the one hand both 
sequences are k-bases of A; on the other hand 
aiPj = (xi - Vij(i))(Yj - Sj(i)j) 
E kxiyj + kx, + kyj + k = kxi + kyj + k = Wi + kOj + k, 
but fi,ijjEradA,so fi.ijjEkZi+kijj. 
(ii) Let (6, ,..., S,), (6, ,..., S,, A,,..., A,), and (h..., ad, pl,..., P,) be 
k-bases of L n R, L, and R, respectively. By exchanging and renumbering 
we get a new _&pair of A: 
( 1,X 2,...YX,-(d+z)? l,“‘, 6 &,A l,...J,), 
(l,y,,...,Yn_(d+r),S1,...,~d,P1,...,P,). 
Define 
X:={X2,...,Xn-(d+l)}, Y:={Yz,...,Yn-(d+r)}. 
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Then XnL=0 andYnR=a;hence 
VXEX 3YEY xy # 0 
and 
VYEY 3XEX xyz 0. 
(iii) Vx E X, Vy E Y, xy = 0 or k[x] = k[y]: Let xy = [x + rjy # 0. Then 
(x - q)(y - 5) = 577 # 0. [Otherwise, if 5 = 0, then 11 f 0, but (x - ~)y = 0, 
contrary to x - 9 E AX.] Hence k[x] = k[x - r~] = k[y - [] = k[y]. Conse- 
quently, 
(iv) For all x, X’E X, either xx’= x’x = 0 or k[x] = k[x’]: Given x, X’E X, 
take y, y’ E Y such that xy # 0 and x’y’ # 0. Hence, by (iii), k[x] = k[ y] and 
k[x’] = k[y’]. Now either k[x] # k[y’] or k[x] = k[y’]. 
Case 1. k[x] # k[y’]. Then we also have k[x’] # k[y], and therefore xy’= 
0 and x’y = 0. Since k[x’] = k[y’], x’ is a polynomial in y’ without constant 
term: 
x’=qy’+(y2y~2+ . . . . 
hence xx’= x(aiy; + . . . ) = 0. Similarly, k [ x] = k [ y] and x’y = 0 imply that 
x’x = 0. 
Case 2. k[ x] = k [ y’]. Then obviously, k[ x] = k[ x’]. It remains to show 
that xx’ # 0. Assume the contrary. Then for all y E Y, xy = 0, as can be easily 
checked. Hence x is a left annihilator of rad A, a contradiction. (In particular 
x E X implies x2 # 0.) 
(v) Define an equivalence relation on X as follows: 
x-x’ :a k[x]=k[x’] (- xx’#O), 
and let {b,,..., b, } be a system of representatives of this equivalence 
relation. Furthermore, let p : = d + 1 and 
{a I,..., a,}:={6, ,...) S&X, )...) A,}. 
Then 
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A=k{b, ,..., b,,a, ,..., u,} 
and 
Vi # j b,b, = 0, 
Qu,v Vi a,a, = 0 = a,b,. 
(4 
(4 
Recalling case 2, we also see that (b) holds. To prove (d), let (x) c A denote 
the twosided ideal generated by x E A. We claim [notation of (b)]: 
(vi) Vi, ( bi) = kbi + kb; + . . . + kb: =: Bi. Using the J&pair of A [see 
(ii)], one easily shows that 
Abi=Bi and biA=Bi. 
(vii) Vi, (bi)n L = kbfg. Clearly, the right-hand side is contained in the 
left; for the other inclusion let 
b = ,&bi + . . . + /?,,bfg E L; 
then 
O=b.bi=&b;+ 0.3 +&,_,bft, 
and thus 
pl= . . . =pI,-l=o. 
Now we have 
biauE(bi)-Lc(b,)nL=kbji, 
and (d) follows. 
(3) j (4): If A is simply generated, B:=A. If A= 
k{b r,...,b,,e,,..., a,,}, the following facts are easily verified: 
(i) B:=k[b,,..., b,] is a generalized null algebra, 
(ii) ku,+ ... +ka,cL, 
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(iii) ku; + . . . + lcu’, c R, where 
a’ .=a U’ 11 - cyi,b;-’ 
and 
yiubfl:=biau [see (41 y 
(iv) ka,+ ... + ka, + B = A = B + ka; + . *. + ka’,. 
Hence L + B = A = B + R, and B is of minimal rank (see Theorem 1). 
(4)*(2): Since L+B=A and B+R=A, every&-pair of B can be 
extended to an J&pair of A. n 
The reader is referred to [3], where local k-algebras of minimal rank are 
also characterized by generators and relations as well as by their multipli- 
cation tensors. 
COROLLARY 6. Let A be a local k-algebra of minimal rank. 
(1) Zf A is not simply generated, then A/rad A z k. 
(2) dimL=dimR>l. 
(3) Zf A is not commutative, then L # R. 
Proof. (1): This follows from Theorem 5(3). 
(2): As in Theorem 5, let L + B= A = B -t R, BE J%~ commutative. 
Since 
radB+L=radA=radB+R, 
B is commutative, and L2 = R2 = 0, we have 
BnL=BnR. 
Now 
dimA=dimB+dimL-dimBnL 
=dimB+dimR-dimBnR 
yields dim L = dim R. Furthermore, R and L are the right and left socles of 
A, respectively (cf. [4, p. 3951); hence L f 0 and R # 0. 
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(3): Without loss of generality we can assume that 
LnRcB; 
otherwise we replace B by B + (L n R). Since A # B for noncommutative A, 
we have L # R, as required. n 
Using the fact that L always equals R for quasi-Frobenius algebras (cf. [4, 
p. 401]), it is seen that noncommutative local quasi-Frobenius algebras cannot 
be of minimal rank. We illustrate this remark by the following 
EXAMPLE. If chark = p > 0 and G is a finite nonabelian p-group, then 
the group algebra kG is not of minimal rank. 
3. THE QUASILOCAL CASE 
We complete our discussion of the class J?, by describing all quasilocal 
k-algebras in .Xk. 
THEOREM 7. A quasilocal k-algebra A is in _/if, iff A z k2x2, 
Proof. 
(1, x2, x3, x4) := ([t Jr: :I& ;I,[: -:ijp 
o>Y24d:=([! J [: J [t !]a [ _: :]j 
is an &-pair of k2x2; hence k2x2 E A,. (Dots indicate zeros.) 
The proof of the converse proceeds in several steps. 
Since A, is obviously closed under epimorphic images, it is only natural 
to start with the simple, quasilocal algebras A in Ak. Hence we are to 
determine all k-division algebras D and all numbers m >, 2 such that the 
k-algebra 
is in JZ,. 
The following lemma, suggested by V. Strassen, reduces the range of 
possible D and m substantially. 
PRIMARY ALGEBRAS OF MINIMAL BANK 259 
LEMMA 8. If (1, xs,.. ., x,,), (1, y, ,..., y,) is an J.+Uir ofthe k-algebra 
A, then 
Vi, j [xi, xi] A c kxi + kxj + kxixj + kxjri, 
Vi, j A[Yi, Yj] C ‘Yi + kYj + ‘YiYj + ‘YjYi* 
(Here [x, y] : = xy - yx denotes the commutator of x, y E A.) 
Proof. Let 
Then 
Lri, XjlYv=Ejvxi”j + 4jvEivXi-SivXjXi - 7iu5jvxj’ 
The second assertion follows analogously. n 
Now let A= DmXm, D a k-division algebra, m >, 2. Then A is not 
commutative; consequently, if A E _/I, and (1, x2,. . . , xn), (1, y,, . . . , y,) is 
an &-pair of A, then [xi, xi] # 0 for suitable i, j. According to Lemma 8, 
[xi, x j] A is a right ideal in A, whose k-dimension is at most 4. By complete 
reducibility of right A-modules, 
[~,,x~]A~D’~“cB ... @DIXm (r times). 
This leads to the following necessary condition: 
rn. [D: k].r < 4. 
All possible solutions are shown in the following table: 
Case m [D:k] r dim[x,, xj]A A 
1 2 1 1 2 k2X2 
2 2 1 2 4 kaX2 
3 2 2 1 4 D2X2 
4 3 1 1 3 ksX3 
5 4 1 1 4 k4X4 
We have to exclude cases 3,4, and 5. 
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LEMMA 9. Case 3 and case 5 cannot occur. 
Proof. In both cases the simple right A-modules have k-dimension 4. 
Hence if A E M,, then (notation as above) for some i, j 
Oz [x,,~~]A=kx,+kx~+kr~x~+k~x~ 
= xiA 
= xjA 
is a simple right A-module. Fix i, j. Now 
[xi,x,]#O implies [xi,xp]A= [ri,xj]A; 
hence for all ‘p 
xpxi = xixp - [xi, x,] E [xi, xj]A, 
i.e., xiA is a nontrivial twosided ideal in A, contradicting the simplicity of 
A. n 
We are left with case 4. 
PROPOSITION 10. k3x3 P .Mk. 
Proof. Suppose (1, xs ,..., x,), (1, y, ,..., ya) is an &pair of k3x3. We 
divide the proof into steps. Step 1 (2) will show that none of the xi (i 2 2) 
and none of the yj (j 2 2) have rank 1 (2). Granting this to be true, all xi, y. 
are units in k3x3. But then, according to the following general remark, k 3x4 
would be commutative, which is absurd. 
REMARK 11. Let A be a k-algebra and r, y E A such that 
Then: 
(1) XEA~, yek - q#O, andyEAX, x@k - 520. 
(2) x,yEAX\k - [q#O. 
(3) .$r/ # 0 - xy = yx. 
(4) Zf(1,X2,...,Tn),(1,Y2,..., y,) is an d&pair of A such that all xi and 
all yj are units in A, then A is commutative. 
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Proof. Note that 
In the proof of step 1 and step 2 we can assume without loss of generality 
that k is an algebraically closed field. Regarding the transposed &pair 
(l,y,‘,..., y~),(l,&..J;)~ 
we see that it is sufficient to prove the claims in step 1 and step 2 only for all 
xi, i > 2. 
step 1. Assume that x2 is of rank 1: 
rk( x2) = 1. 
By conjugating all xi and yj with a fixed a E GL,(k), we can assume x2 in 
Jordan canonical form, i.e., together with a suitable scaling, the following 
cases are to be considered: 
Now, if [x2, xi] # 0, then by Lemma 8 
hence 
rk[x,, xi] = 1. 
In both cases (looking more closely at the matrix [x,, xi] and taking into 
account that rk[x,, x j] = 1) one can easily verify that 
kx,rj c kx, or kxjxz c kx,. 
By Lemma 8 this yields 
[X27 xj]A = kx, + kx, + kx,xj 
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or 
b2. xj]A = kx, + kxj + kxjx2. 
Nevertheless, in all cases we get 
[X2* xj]#O = [x,,xj]A=x2A=xjA. 
Hence x,A is a nontrivial twosided ideal in A (cf. proof of Lemma 9), 
contradiction. 
Step 2. Assume rk(xa) = 2. Then 
9 
x,A = h, + C k(qzjYj) 
j=2 
is 6dimensional. Hence 
5 < #{ jlq,j f O} G 6, 
and naj # 0 implies yj E x,A. Since rk(yj) 2 2, we get 
V2jfo * yiA = x,A. 
Analogously, starting with yj of rank 2, we see that there are at least five xi 
which are of rank 2. So without loss of generality we can assume that 
6 
x,A = kx, + c kyj 
j=2 
and (at least) xa,. . ., x6 and y,,. .., ys are all of rank 2. Furthermore we have 
rk(xi)=2 - xiA=x,A, 
rk( yj) = 2 =, Ayj = Ay,. 
Combining these facts, we get 
x,A n Ay, 1 ky, + . . . + ky,; 
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however, the left-hand side is 4dimensionaL whereas y2,. . . , y6 are h=wly 
independent. This contradiction completes the proof of Proposition 10. W 
let 
Now we can finish the proof of Theorem 7. 
L&(1=:x1,x2 ,..., x,),(l=:y,,y, ,..., y,)bean Jpairof A~&~,and 
a cf ti denote the natural projection A -+ A, A: = A/rad A z k2x2. 
We have to prove that rad A = 0. 
Step 1. If xs,. . ., xn; y, ,... , y, E rad A, then rad A = 0. 
Recall that R denotes the right annihilator of rad A, and let 
D:=R nrad A. 
Since the highest nonzero power of rad A is contained in D, we have 
radA=O iff D=O; 
hence it is sufficient to prove that D = 0. 
Suppose D f 0, and let 
0 # d = i Sjyj E D 
j=5 
such that its support 
J= supp(d):= { jlS, # 0} 
is of minimal cardinality, i.e., 
kfO#y~D 
Since 
Vi<4 Vj2.5 
#supp(d) <#SUPP(Y). 
xiYj = VijYj 
and D is an ideal in A, we get 
Vi < 4 xid = c qijGjyj E D. 
jGJ 
Moreover, 
Vi 2 5 xid = 0; 
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in particular we have 
We claim that 
Vi > 1 xid E kd. 
Otherwise 0 # xid CZ kd. By minimality of J the supports of rid and d are 
equal. Since D is an ideal, we have for fixed 9 E J 
0 z xid - qi,d E D, 
but 
9 4 supp( xid - vied) C 1, 
contradicting the minima&y of J. 
Hence Ad = kd is a simple left A-module, which can also be viewed as a 
simple A-module. But A= k2x2 is simple, and all simple A-modules are 
isomorphic to k2, a contradiction. 
According to step 1 it suffices to prove the existence of an &&pair of A 
satisfying the hypotheses of step 1. To this end we start with an arbitrary 
J&pair of A and manipulate it suitably. These manipulations are based on a 
result of de Groote, stating that there is essentially one and only one optimal 
bilinear computation for the multiplication in k2x2. This result will be used in 
the following special form: 
THEOREM 12 (de Groote [5]). Up to conjugation, scaling, and reordering 
there exists exactly one ./&pair of k2x2. 
COROLLARY 13. If (1, x2, xs, x4), (1, y2, Y,, y4) is an M+ir of k2x2, 
then, after a suitable scaling, the following is valid: 
(i) Under conjugation all xi, yj (i, j 2 2) are equivalent to [ f 
these xi, yj are idempotents of trace 1. 
: 1, i.e. all 
(ii) {y2,y3,y4}={1-x2,1-x3,1-x4}; inparticuZurthesetofyj(j> 
2) is completely determined by the set of xi (i 2 2), and vice versa. 
Step 2. There exists an &&pair of A such that x5,. . . , x,, 
ys,..., y,EradA. 
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If (1, x2,..., XJ, (1, Y,,.. ., y,) is any &pair of A, then after scaling and 
reordering we can assume that 
is an J&pair of A satisfying 
V2<i,j<4 trace Xi = trace yj = 1. 
Now, if x,, G rad A, p > 5, then 
where (.$i,. . . , Ed) E k 4 is uniquely determined by XP. If (E2, 5s’ t4) = 0, then 
[i # 0 and w.1.o.g. Xp_=I. Otherwise & # 0 for some 2 < i < 4. Say, t4 + 0. 
Then (i, X2, X3, ?x,), (1, ij2, ijgr ij4) is an &pair of A= k2x2. According to 
Corollary 13, xP E kf,; thus we can assume that TX, = X4. 
This remark generalizes to all i, 2 < i < 4, and also to all j, Yj 4 rad A. 
MoreoverweareledtodecomposeX:={~~,...,x,} andY:={y,,...,y,} as 
follows: X,:={XEX~T=?,}, Y,:={y~YIg=Y~},O~p~4,where x0= 
ya:=o, xi=yi=1. 
Note that X, U Y,, c rad A and (U indicates disjoint union) 
x=x,ux,u ... ux4, Y=Y,UY,U . . * UY,. 
For i, j 2 5 let 
xt*=x.--_x 
I. t 
p (if xiEXp) 
and 
yi*:=yj-y4 (if yjEYq). 
Then it is an easy exercise to prove that 
is an .&pair of A such that for all i, j > 5 we have XT, y: E rad A. 
This completes the proof of Theorem 7. 
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4. ON THE RANK OF 5DIMENSIONAL LOCAL ALGEBRAS 
We are going to investigate the ranks of the 5dimensional local algebras 
over an algebraically closed field k, char(k) + 2. We refer to the work of 
Mazzola [9], who classified all 5dimensional algebras over such fields. A list of 
the isomorphism classes can be found in [9, pp. 88-911. In the sequel we shall 
stick to this list and its notation. As we restrict our discussion to local algebras, 
we are only interested in those isomorphism types whose quiversymbols 
contain exactly one vertex. These are the algebras with serial numbers n = 23, 
24, 30-37, 42-45, 48-51, 53, 54, 56, 57, or 59 in that list. (Note that 32, 35, 
49, and 53 actually represent one-parameter families of local k-algebras.) 
THEOREM 13. Let A be a local 5dimensional algebra over an algebra- 
ically closed field k, char(k) f 2, and let n be the serial number of A as given 
in [9, pp. 88-911. 
(1) Zf n E {23,33,34,35 (X = m), 43,44,45,51,53 ((I = 0, l), 57,59}, 
then R(A)= 9. 
(2) Zf nE {24,30,31,35(A#~),37,42,48,49,50,53(a#0,1),54,56}, 
then R(A) = 10. 
(3) Zf n E {32,36}, then R(A)E (10, ll}. 
Proof. If n E {23,33,43,44,51,53(a = 1),57,59}, then A is simply gen- 
erated (n = 23) or A is a generalized null algebra; hence R(A) = 9, by 
Theorem 1. The remaining cases of (1) are settled by Theorem 5(4): If B is 
the k-subalgebra of A generated by 
X [n = 341, 
x 2 [n=35 (X=J-l)], 
x+y,x-2 [n = 451, 
x+y [n=53 (a=O)], 
then BE&~, B commutative, and B+L=A=B+R; hence R(A)=9. 
This proves (1). 
If A is one of the algebras listed in (2) and (3)-except the types 32 
(cl = 1) and 49 (a = 0)-then A is not commutative, whereas L = R; hence 
R(A) > 10, by Corollary 6. If A has type 32 (r_l = l), then dim L # dim R; 
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hence R(A) 2 10. The case 49 ((Y = 0) is more delicate. Here, A is isomorphic 
to the polynomial ring k[ X, Y ] module the ideal 
We claim that R(A) > 10. Otherwise, A is of minimal rank. Let N: = rad A. 
Since 
dim N/N2 = 2, 
A is not simply generated; hence A has to be a generalized null algebra, i.e. 
A=k[al,...,us], 
where the a, E A are nilpotent and annihilate each other. By Nakayama’s 
lemma we can assume that 
s=dimN/N2 (=2). 
Then both 
(X:=X+Z,r:=Y+Z) and (a,,~,) 
are linearly independent mod N 2; hence there exist p, 9 E N 2 and oi, pi E k 
such that 
a,=a,X+&Y+p, 
u,=a,X+&Y+q, 
and 
But then 
-- 
0 = u1u2 = (alp2 + /3ra,)X.Y + /3,/3,Y” mod N3. 
Since N3 = 0, we get 
42 + BP2 = 0 = PJ32. 
268 WERNER BiiCHI AND MICHAEL CLAUSEN 
This forces CX~& - j31~B = 0, a contradiction. So R(A) > 10 for all algebras 
listed in (2) and (3). 
Finally it is an easy task to construct bilinear computations (for the 
multiplication in A), which are of length 10 or 11. For further details the 
reader is referred to [3]. n 
We would like to thank Professor Volker Strassen for helpful discussions 
and suggestions. 
REFERENCES 
1 A. Alder and V. Strassen, On the algorithmic complexity of associative algebras, 
Theoret. Cornput. Sci. 15:201-211 (1981). 
2 M. F. Atiyah and I. G. Macdonald, Introduction to Commutative Algebra, 
Addison-Wesley, London, 1969. 
3 W. Biichi, Ueber eine Klasse von Algebren minimalen Ranges, Dissertation, Univ. 
Ziirich, Switzerland, 1984. 
4 Ch. W. Curtis and I. Reiner, Representation Z’hory of Finite Groups and 
Associative Algebras, Wiley-Interscience, New York, 1962. 
5 H. F. de Groote, On varieties of optimal algorithms for the computation of 
bilinear mappings. II. Optimal algorithms for 2 x e-matrix multiplication, Theuret. 
Camput. Sci. 7:127-148 (1978). 
6 H. F. de Groote, Lectures on the complexity of bilinear problems, to appear. 
7 H. F. de Groote, Characterization of division algebras of minimal rank and the 
structure of their algorithm varieties, SIAM J. Cumput. 12:101-117 (1983). 
8 H. F. de Groote and J. Heintz, Commutative algebras of minimal rank, Linear 
Algebra Appl. 55:37-68 (1983). 
9 G. Mazzola, The algebraic and geometric classification of associative algebras of 
dimension five, Manuscripta Math. 27:81-101 (1979). 
10 R. S. Pierce, Associative Algebras, GTM 88, Springer, New York, 1982. 
11 V. Strassen, Vermeidung von Divisionen, Crelles 1. Reine Angew. Math. 
264: 184-202 (1973). 
Received 22 March 1984; revised 6 July 1984 
