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Resumen.- La tomografia es un sistema de obtenci6n de imágenes internas de s6li-
dos a los que no se tiene acceso directo. ·Esta técnica ha sido ya de enorme fecun-
didad en el campo del diagnostico médico. Hoy d!a el sistema sigue perfeccionan-
dose y el presente trabajo se enmarca dentro de esta linea, con aplicaciones en 
el campo de la Ingeniería Civil, utilizando técnicas de diseretizaci6n del medio 
investigado, as! como la teoría de rayos. Los resultados obtenidos son esperanza-
dores, y es posible que en un corto espacio de tiempo esta técnica goce de la fia-
bilidad necesaria en el campo de la Ingeniería. 
1.- INTRODUCCION. 
La aplicaci6n de la tomograf!a al proble-
ma geofísico, es relativamente reciente, y 
aunque aparentemente el método resulte id6-
neo para la determinaci6n de estructuras del 
subsuelo, tropieza con muchas dific~ltades 
a la hora de su aplicación a este· tipo de 
problemas. 
En primer lugar, hay que destacar que 
mientras en los equipos de diagnosis médica 
la geometría del sistema de medida es fija, 
en las aplicaciones geofísicas la geometr!a 
varía de una exploraci6n a la siguiente, ya 
que es funci6n del problema a resolver. 
La segunda, y gran desventaja, es que 
si utilizamos en la exploraci6n del medio 
ondas sísmicas, estas han de ser de baja fre-
cuencia, o sea gran longitud de onda, para 
de este modo evitar la rápida atenuaci6n con 
la distancia, ya que el terreno se comporta 
como un fi 1 tro para las altas frecuencias. 
Como consecuencia la resoluci6n baja, ya que 
los objetos detectados serán mayores que la 
longitud de onda empleada. 
El tercer problema a resolver es que 
mientras que en los 11 scaner 11 de diagnosis 
médica las trayectorias de los rayos son rec-
tas, en la aplicaci6n geofísica, aplicando 
ondas sísmicas, esto no ocurre con lo cual 
4 problema se hace de difícil soluci6n. 
Partiendo de anteriores investigaciones, 
se ha desarrollado un sistema de cálculo me-
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diente la técnica de elementos discretos, que 
intenta simplificar los anteriores métodos 
utilizados hasta la fecha. 
2.- DISCRETIZACION. 
Supongamos un dominio O , con una fronte-
ra r , de tal forma que sobre una parte de 
la misma Yo , se aplican una serie de excita-
ciones que son detectadas sobre Y, , despues 
de haber transcurrido un tiempo Ti en el reco-




El problema que se plantea, es para una 
frontera conocida r , y con unas zonas Yo y 
y1 , asimismo conocidas, determinar el campo 
de velocidades V en el interior de Q , a par-
tir de una funci6n de datos de tiempos de re-
corrido 'f • De este modo el problema en un 
principio se podría plantear como: 
V= A • 'f (2.1) 
donde V es la funci6n de velocidades extendi-
da al dominio o , A un operador y 'f una 
funci6n de los tiempos de recorrido. 
Es prácticamente imposible obtener un 
método general que nos de una función conti-
nua V, con lo cual hemos de ir indefectible-
mente a buscar un método mediante el cual 
obtengamos una aproximación suficiente de 
v. 
Fi¡. 2,2 
La discretizaci6n del dominio, se reali-
za con elementos triangulares, sobre los cua-
les se define una función Vn , como aproxima-
ción de V. Las funciones utilizadas son li-
neales, lo cual presenta una serie de venta-
jas en cuanto a la tipolo¡la de trayectorias 
así como en el c6lculo de loa tiempos de re-
corrido elementales, tal como puede observar-
se en la tabla 2.1. 
Tabla 2.1 
I<J&O 6,~0 coa· 6 1 X= 1q) ! V ~- (~ + z)a 
1 -l 1 -1 1 
t• k (coa h - - coa h -v> pVo p z 
kJ&O 6,=0 X .., (Z-N)/M t= Ln(V1 /V1 }/K 
k=O X • (~-N)/t-1 t= As/V 
3.- INVERSION CINEMATICA 
El objetivo propuesto, era la obtención 
de la· distribución de velocidades en el me-
dio sometido a examen, de modo que obtenga-
mos un modelo visualizado, de forma gráfica, 
del mismo denominado imagen. 
Si aplicamos la ecuación que nos da el 
tiempo consumido por un rayo al viajar de 
un punto a otro de un medio no homogéneo, 
tendremos; 
l ds (3.1) 
v (x,y) 
En la anterior formulación, K nos indica 
el número de rayo en cuestión, y será uno 
de los que nos una una fuente con un detec-
tor, y siguiendo a JEFREY-OINES 1 1 1 realiza-
mos el sigui~nte cambio de variable: 
(3.2) 
En este cambio de variable, e representa 
la velocidad de las ondas en el medio circun-
dante. 
La fórmula ( 3 .1) , quedará por lo tanto 
transformada en la siguiente, (3.3), en donde 
n(x,y) • c/v(x,y), se entiende como un índice 
de refracción relativo. 
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LK = J n(x,y) ds 
RK 
(3.3) 
El objetivo ser6, por lo tanto, lineali-
zar la formulación (3,3), de forma que obten-
gamos un sistema de ecuaciones fácilmente so-
lucionable mediante algún método clásico. 
Dado que el camino del rayo depende del 
modelo de velocidades, o sea del modelo de 
indicas de refracción, la solución no es inme-
diata, y únicamente será posible localizarla 
mediante aproximaciones sucesivas, esquema 
este típico en la solución de problemas no 
lineales. 
Normalmente se inician las pruebas con 
modelos de velocidad constante (n=cte), para 
ir en cada ciclo de cilculo modificando este 
modelo hasta conse¡uir una respuesta igual 
a la obtenida en el caso real. 
El sistema de ecuaciones se deducirá de 
discretizar la formulación {3.3), la cual pue-
de ser eacri ta en forma incremental corno: 
(3.4) 
Nuestro objetivo será expresar LK , como 
una ecuación del tipo (3.5), donde los coefi-
cientes a k 1 , representan la globalización 
de loa efectos de la linealización de (3.4), 
y n 1 los parámetros del modelo. 
(3.5} 
Si aplicamos el método de los elementos 
discretos en el trazado del camino del rayo, 
tendremos que para un elemento genérico I ,J, 
K, tal como el de la figura ( 3.1} , con una 
trayectoria genérica, pero que dentro de esa 
generalidad estA fort:ada por la propia siste-
m6tica del método a ser un arco de c!rculo 




donde los coeficientes Al, A2 y A3 tienen los 
siguientes valores: 
Al = a (1 - .!!).) 
iK 
A2 • b (1 _ JPa 
.fK 
A3 • a ::' + b ~ 
. IK IK 
donde los coeficientes a y b son: 
np - f\ 
a=-~----
b • 
f\ - np, 
Para el trozo de rayo considerado, supon-
gamos identificado con el elemento 1-6simo, 
tendremos una expresi6n para L1 tal como: 
Li • (Al n + A2 n + A3 n) •s1 
(3.7) 
donde 8¡ • representa el camino recorrido 
dentro del elemento, que ea conocido del tra-
zado del rayo. 
En definitiva nos queda para un elemento 
¡en6rico: 
(3.8) 
Dado que el Lit ser6 la suma de todos 
los L i de ese rayo, obtenemos f6cilmente 
la relaci6n de LK con todos los "m' 
De acuerdo con el procedimiento seguido 
hasta este punto, conocemos loa coeficientes 
de los n 1 , conocemos los n 1 , por ser los propuestos, luego tenemos los Lit • La ecua-
ci6n expresada en notaci6n matricial ser6: 
(3.9) 
Con esta matriz A, así obtenida, realiza-
remos la estimaci6n del nuevo modelo, en ba-
se a las diferencias observadas entre el vec-
tor "' obtenido y el L.· de datos, para lo 
cual para un paso gen6rico en la i teraci6n 
tendremos: 
(3.10) 
Una vez obtenido el vector n, tendremos 
la estimaci6n para el pr6ximo modelo a ensa-
yar: 
n(p+ll n (p~ n (p) 
m m 
Se define de esta forma un proceso itera-
tivo que nos debe conducir a la obtenci6n 
del verdadero vector imagen n, aunque ya ve-
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remos en un apartado posterior que el proceso 
no ea tan sencillo y que tenemos que operar 
con una t6cnica muy cuidadosa para poder lle-
gar a un resultado suficientemente aproximado, 
4.- BUSQUEDA DE UN MODELO POR APROXIMACION 
DE MININOS CUADRADOS. 
La ecuaci6n planteada, que relaciona el 
vector error de datos y An, es del tipo: 
A'Y • A , AX (4.1) 
.. .. 
Dado que el objetivo propuesto ea averi-
guar A X, la soluci6n parece simple, ya que 
invirtiendo la matriz A, tendríamos el vector 
incremento estimado. 
(4.2) 
El problema comienza cuando observamos 
que la matriz A no es, normalmente, cuadrada. 
La inver116n no puede realizarse pues de un 
modo simple, en el sentido extricto de la pa-
labra, y hemos ele recurrir al empleo de la 
t6cnica de mínimos cuadrados para conseauir 
un operador que nos permita obtener un A'"x 
estimado con suficientes aarantlaa. .. 
Sea 4,.X el vector incremento a obtener, 
con lo cual ae pueden plantear las siguientes 
traneformaciones: 
A AX • AY 
.. 
AT 
. ~ ~ • ':_T AY 
... .. 
Definiremos un vector estimado de A ... x. 
como: 
~ • (~T ~)-' ~T A._ Y (4.3) 
Con el objeto de hallar un inverso apro-
piado, aplicamos la descomposici6n singular 
para la matriz A propuesta por MENKE 1 2 1 
A U ~ YT ....... (4.4) 
Si definimos como paeudoinverso para la 
ecuaci6n (4.15), la matriz H, definida como: 
(4.5) 
y operando adecuadamente podemos deducir para 
H, una estructura de descomposici6n similar 
a la obtenida para A, con lo cual obtenemos: 
(4.6) 
De esta forma obtenemos lo que se suele 
denominar un inverso generalizado para la ecua 
ci6n propuesta. 
Veamos algunas características a tener 
en cuenta en esta inversión. 
En primer lugar si en la ecuaci6n (4.2), 
premul tiplicamos por H · ambos t6rminos y a 
continuac16n comparamoa~con la ecuaci6n (14), 
podemos qeducir la si¡uiente relaci6n entre 
A~ y A!-
(4.7) 
Por lo tanto la matriz H, ser' un inver-
so generalizado m's apropiado en la medida 
que H.A se aproxime más a la matriz unidad. 
Este ... producto se suele denominar como matriz 
B. de resoluci6n o de loa Kernels de resolu-
ci6n: 
~ • ~·~ • (~ ~- 1 ~T) • (~ ~yT) • ~·~T 
(4.8) 
Vemos que R representa en realidad el 
grado de unicidad de la aoluci6n en el espa-
cio parametrizado, mientras que el producto 
de A,H, representa la aproximac16n consegui-
da en .. cuanto a los datos del modelo, y se 
expresa mediante una matriz N tal como se 
mues~ra a continuaoi6n: ~ 
~ • ~ ~ • ( 2 ~ v.:) (y ~- ' E T) • E u..T 
(4.9) 
Este proceso de inversi6n que hemos des-
crito, puede tener al¡unos problemas de ines-
tabilidad, a causa de la mayor o menor singu-
laridad del producto Al • A, de donde se ex-
traen los autovalores ... cuyas raices aparecen 
en A • Un autovalor excesivamente pequeflo, 
puede dar lu¡ar a una vartaci6n excesiva del 
vector estimaci6n ~· 
Ya hemos visto, en la formulaci6n ante-
rior, que el principal problema con el que 
nos enfrentamos para realizar una estimaci6n 
adecuada del vector AX, es la incertidumbre 
que se produce para ei caso de encontrar au-
tovalores pr6ximos a cero. 
Loa valorea pr6ximoa a cero de loa auto-
valorea, se pueden producir por defectos en 
los. cllculos o.bie~ por una inforataci6n esca-
sa sobre el¡uno de los parametros del modelo. 
Hay dos formas b'sicas de evitar loa pro-
blemas de inestabilidad, derivados de la uti-
lizaci6n de estos autovalores, como es ficil 
deducir de la observaci6n de la formulaci6n 
(4.6). 
Supongamos un espectro de autovalores 









El procedimiento mls directo para evitar 
el problema, serl eliminar aquellos autovalo-
res que sean menores que un valor prefijado, 
con lo cual a la vez que eliminamos el proble-
ma eliminamos tambien parte de la informaci6n, 
que si bien con menor importancia que la res-
tante, podría tener cierto valor que facilita-
se el hallazgo de la soluci6n verdadera. 
El segundo procedimiento que se ha escogi-
do ea el se¡undo de loa anteriormente enuncia-
dos, y realizareoa a continuaci6n una breve 
s!ntesia del mismo. 
El problema se plantea en forma de minimi-
zaci6n de un funcional de error tal que: 
(~ 4_X - ~Y) + 8 1 A .. XT. A .. X 
(4.10) 
En la formulaci6n anterior, e es un coefi-
ciente ponderador que en este caso se puede 
asociar a la inversa de la varianza de las 
observaciones. 
La condici6n de m!nimo para el funcional 
!• ser6: 
(4.11) 
De donde podemos deducir una nueva paeu-
doinversa ¡eneralizada H, que tendría ahora 
la siguiente expresión: 
(4.12) 
Si aplicamos la descomposici6n singular 
de ~en la ecuac16n (4.11), obtenemos: 
(V A 1 V + e'l) AX • V A UT AY (4.13) 
- ~ ~ - ~ ~ - ~ ~ 
De donde podemos obtener ya la expresi6n 
del estimador: 
A"X =- V (A 1 + 8 1 1)- 'A ) U T AY ( 4.14) 
... . - .... .. ... ,.... 
_, 
Si denominamos como matriz !. la parte 
de la expresi6n (4.1~), interior a los corche-
tes, podremos expresar la ecuaci6n en forma 
m6s compacta: 
(4.15) 
Vemos, por lo tanto, que la matri~ H toma 
ahora la siguiente expresi6n, en la cual la 




Hay que hacer resaltar que dada la estruc-
tura de los t6rminoa de la matriz ~l , se con-
si¡ue plenamente el efecto deseado,"" ya que pa-
ra pequei\os autovalores, los ei no se hacen 
extremadamente grandes, y para autovalores 
grandea los tirminos ei tienden a ser los de 
la matriz t" que tentamos inicialmente. 
El efecto de este procedimiento, puede 
observarse comparativamente con el de simple 
anulaci6n en la figura ( 4) , vi endose que su 




, 't--/ ..... _ 
/ --
Fig. 4.2 
S.- ESTUDIO DEL CAMPO DE VELOCIDADES DE UNA 
ZONA DE UN ESTRATO. 
Se presenta la reaoluci6n del problema de 
averiguaci6n de un campo de velocidades 
correspondiente a una mayor compactaoi6n del 
medio o bien a una mezcla gradual de distin-
tos materiales. 
Se tom6 como modelo de simulaci6n un cam-
po de velocidades tal como el mostrado en la 
figura S.1, con velocidades extremas de 2 y 
2.4-Km/seg. Una vez realizada la simulac16n y 
obtenidos los registros de tiempos, damos 
comienzo al proceso ~e 1nversi6n. 
Se han utilizado 6 fuentes de emia16n y 6 
receptores, lo que hacen un total de 36 
rayos. 
La discretizaci6n 
la figura S.2, con 18 
en ella se aprecia 
emisores y receptores. 
propuesta se muestra en 
elementos y 16 nodos, y 
la aituaci6n de los 
La imagen obtenida, figura 5.3, ea apro-
ximada respecto de la real, aunque es de re-
saltar el buen grado de aproximaci6n conse-
guido, ya que en el 8S% de loe puntos el e-
rror está por debajo del 6% y ónicamente en 
el 1S% de los puntos supera este valor, es-
tando de todas formas acotado por debajo del 
lC:)% 1 figura S. 4. 
6.- CONCLUSIONES. 
El uso de la t6cnica de elementos discre-
tos facilita la resoluci6n de problemas tomo-
gráficos y abre un campo de trabajo del que 
se pueden esperar muy buenos resultados. La 
simplificaci6n conseguida para las tl'ayecto-
rias 1 que son convertidas en segmentos de 
curvas y puesta en funci6n de los valores no-
dales, consigue la linealizaci6n y tratamien-























=.,mm • .==::::::::::::::::::.:=..T .... ':::!::!" .......... -~ 
WJJII llltllttlllllllttttttiiiiU ............... ttttllltlllttllllltttttttttlttltttt 
lttllttlttttlttlllllllttllllllltllltllutlllllllllttlllllllllltlllllllllllllt PQSD 
lnl ............................................................................... )»¡»1))1) 
lllllllll111114111111tllttttttllllllllltllllll41111ttlllllttlltlllllllllllllll WUJJIJ»J 
llllllttllltttlttlllllllllllltll11 .............. 111t14114111ttttttltllttlllllt4 ))UJSJ 
lllllttllllltlllttttlltllltlllttllltltttlttllttllttlllllllt SWJJIIJJJ 
M444444444U4444MU111tUU114tU'UttUUIItl1111ttt14tttlttUUII1111114 JISUU· 
.............. """"""""""'""'''""""""""''"'""""""'' mmamun mu tltllltiiMIIIIIIIIIIIIIIIIIU1111tt1411411t11111111114114 )UJS 





















11111111111111 ~ ........................................................................................ , ...... . 























,,;,.,.¡¡,¡;¡;,mti .... lti'IOi~lliiiiííiilluun -· -------uñmJUJ222nJ 
:::::::::····..... llllll:::~:::::~n:==~= 
• 111111111111 mmuun 
1111111111 IUUIImDJmUUUIUJlJJ 






1111111 ~UliDl ltltlllllllllti11111111UIIIItlllltllttlttii1UIM4411tt-IU 
muuu U44M44f 




















desde 2.00 a 3,00 con incrementos 
de .1000 
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DISTRIBUCION DE ERRORES 
desde 1.00 a 15.00 con incrementos 
de 1 • .!\00Q 
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