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Abstract
We study Henstock-type integrals for functions deﬁned in a Radon measure space and taking
values in a Banach lattice X. Both the single-valued case and the multivalued one are considered (in
the last case mainly cwk(X)-valued mappings are discussed). The main tool to handle the multivalued
case is a R˚adstro¨m-type embedding theorem established in [50]: in this way we reduce the norm-
integral to that of a single-valued function taking values in an M -space and we easily obtain new
proofs for some decomposition results recently stated in [33, 36], based on the existence of integrable
selections. Also the order-type integral has been studied: for the single-valued case some basic results
from [21] have been recalled, enlightning the diﬀerences with the norm-type integral, specially in the
case of L-space-valued functions; as to multivalued mappings, a previous deﬁnition ([6]) is restated
in an equivalent way, some selection theorems are obtained, a comparison with the Aumann integral
is given, and decompositions of the previous type are deduced also in this setting. Finally, some
existence results are also obtained, for functions deﬁned in the real interval [0, 1].
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1 Introduction
After the pioneering works of Aumann and Debreu, several notions of integral for multivalued functions
in Banach and other vector spaces have been developed. These notions have shown to be useful when
modelling some theories in different fields as optimal control and mathematical economics. The Bochner
and the Pettis integral for multifunctions were first considered for example in [27, 28, 40, 55, 56, 64, 65,
3, 4, 5, 32, 25, 24, 26].
Moreover, in the last two decades a large number of papers in measure theory and integration are centered
in the study of the properties of Pettis, Henstock, Mc Shane, Perron and Birkhoff integrability and their
relations (see for example [22, 41, 42, 43, 19, 54, 66, 39, 16, 8, 30, 31, 38, 3, 12, 11, 61, 62, 63, 2, 15, 9, 21]).
This intense work had a return also in multivalued integration (as in [47, 4, 23, 32, 33, 34, 37, 14, 6, 35,
36, 46, 58]). The choice to deal with these types of integration is motivated by the fact that Bochner
integrability of selections is a strong condition and selection theorems for the Auman–Bochner integral
are given in the separable context. In order to overcome this problem contributions are given also in
[24, 25, 26, 30, 38].
Our work starts by the papers [13, 14, 6] in which multivalued Mc Shane integrals are given not only in
Banach separable spaces but also in vector lattices. Moreover in [6] the multivalued integral and selections
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are obtained taking in consideration the order structure of the space; this fact was also deeply examined in
[21] where the comparison between norm and order-integration is examined in Banach lattices. Another
fundamental tool of this paper is the embedding theorem given by Labuschagne, Pinchuck and Van
Alten in [50], in which a vector lattice version of the R˚adstro¨m embedding theorem ([59]) is given. In
fact (cwk(X),+, ·) is a near vector space with respect to the operations deduced by those in cfb(X)
and is an ordered near vector space with respect to inclusion. So there exist a compact space Ω and
a map i : cwk(X) → C(Ω) which allows to embed cwk(X) in C(Ω) and to consider cwk(X)-valued
multifunctions as single valued functions. As far as we know a first result which uses an embedding
theorem was given in [1] and then by Debreu, Castaing and his school (see for example [28]) and later
on by many other authors as, for example, [55, 56, 64, 65, 13, 23, 25, 24, 53, 35, 36]. With this paper we
aim to a double target:
- to find some Banach spaces X for which the Henstock–Mc Shane integrability with respect to the
order and to the norm of cwk(X)-valued multifunction F are equivalent;
- to provide a comparison between different types of multivalued integration, in Banach lattices.
Throughout this paper (T, d) is a compact metric Hausdorff topological space, Σ its Borel σ-algebra and
µ : Σ → R+0 a regular, non atomic measure, X a Banach (lattice) space and cwk(X) the family of all
convex weakly compact non-empty subsets of X .
In Section 2 we give the definitions of Henstock and Mc Shane integrals for single valued function and
we observe that if µ is non atomic they are the same (Proposition 2.3), we introduce the Henstock
multivalued integral (H-integral for multifunctions) using the norm structure of the space and we give a
selection theorem for cwk(X)-valued, H-integrable multifunctions.
In Section 3 we consider the structure of near vector space of cwk(X) and we prove that the H-integrability
of F is equivalent to the H-integrability of its embedded function i(F ) and we prove that the multivalued
integral given in [13] coincides with it. In particular one of the results obtained in this section is Theorem
3.5 which states that for cwk(X)-valued multifunctions the following conditions are equivalent:
a) F is H-integrable (in the sense of Definition 2.6) with integral J(F );
b) the embedded function i(F ) : T → C(Ω) is H-integrable, and in that case (H)-
∫
i(F )dµ = i(J(F ));
c) for every E ∈ Σ and ε > 0 there exists a gage γ such that ‖σ(i(F ),Π1) − σ(i(F ),Π2)‖∞ ≤ ε for
every γ-fine partitions Π1,Π2 of E.
d) F is the sum of a non-negative H-integrable multifunction G with values in cwk(X) and an H-
integrable single-valued function f : T → X .
Moreover, if X is reflexive then the previous statements are equivalent to:
e) the family WF = {s(x∗, F ) : x∗ ∈ BX∗} is uniformly integrable.
Using this fact we obtain that the H-integral of F and its norm-integral of Φ(F, ·) given in [13] are
countably additive multimeasures.
Furthermore, since the Hausdorff metric dH in cwk(X) has the property (Md) (see [50, Corollary 4.8
(2)]), the integral of i(F ) can be equivalently obtained also considering cwk(X) as an ordered near vector
space (with respect to inclusion) and using the corresponding notion of order convergence in the space
C(Ω). However, if the target space is a general Banach lattice (not necessarily an M -space), considering
order convergence gives rise to a new concept of integral. This has been already discussed in [6] and is
the object of Section 4 of this paper.
In Section 4, indeed, the order structure is considered, since vector lattices play an important role
(see for example [6, 18, 17, 20, 10, 57, 7, 51, 52]) also in applications, and an H-(multivalued) integral
with respect the order is given.
The oH-integral is different from the norm-integral in general and some examples are given in this sense,
see Example 4.4 and Remark 4.20. While in weakly σ-distributive Banach lattices with an order contin-
uous norm it is stronger than H-(norm) integral they coincide for example in M spaces.
For this kind of multivalued integral we prove in Proposition 4.9 that if F : T → cwk(X) is oH-integrable
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then its integral J is unique and coincides with Φo(F ) ∈ cwk(X) (Proposition 4.10). Moreover, if F is
order bounded a decomposition result is given in Theorem 4.13. Finally other relations are examinated
in some particular cases such L and M spaces.
The Section 5 ends the paper with a brief examination of the case T = [0, 1] and µ the Lebesgue measure
and with some examples which explain the relations among oH integrability with respect to Bochner,
Birkhoff and Mc Shane integrability.
2 Preliminaries
Given a compact metric Hausdorff topological space (T, d) and its Borel σ-algebra Σ, let µ : Σ→ R+0 be
a regular σ-additive (bounded) regular measure, so that (T, d,Σ, µ) is a Radon measure space. Let X be
a Banach space. We denote by:
• P0(X) the set of all nonempty subsets of X ,
• bf(X) the set of all nonempty, bounded, closed subsets of X ,
• cbf(X) the set of all nonempty, bounded, closed, convex subsets of X ,
• cwk(X) the set of all nonempty, weakly compact, convex subsets of X ,
• ck(X) the set of all nonempty, compact, convex subsets of X .
For all A,B ∈ P0(X) and λ ∈ R we can define the Minkowski addition and scalar multiplication as
A+B = {a+ b : a ∈ A, b ∈ B}, and λA = {λa : a ∈ A} (2.1)
The space P0(X) does not, in general, form a vector space with the above operations given in (2.1). There
are some hyperpaces that can be embedded in a vector space preserving addition and scalar multiplication.
As in [28, 50] we define ⊕ on bf(X) by A⊕ B := cl(A + B). If Ai ∈ bf(X), i = 1, . . . , n, we denote by∑n
i=1Ai the set
n∑
i=1
Ai := cl(A1 + · · ·+An). (2.2)
Observe that if A,B ∈ bf(X) then A⊕B ∈ bf(X). In case A and B are in cwk(X) (or in ck(X)), then
the Minkowski addition in (2.1) is already closed, so in these cases the closure in (2.2) is not needed. For
all unexplained terminology on multifunctions we refer to [28].
The following concept of Henstock integrability was presented in [41] in the Banach space context for
bounded measures. We refer also to [6] for the following definitions and investigations.
A gage is any map γ : T → R+. A decomposition Π of T is a finite family Π = {(Ei, ti) : i = 1, . . . , k}
of pairs such that ti ∈ Ei, Ei ∈ Σ and µ(Ei ∩ Ej) = 0 for i 6= j. The points ti, i = 1, . . . , k, are called
tags. If moreover
⋃k
i=1 Ei = T , Π is called a partition. Given a gage γ, we say that Π is γ-fine (Π ≺ γ)
if d(w, ti) < γ(ti) for every w ∈ Ei and i = 1, . . . , k.
Clearly, a gage γ can be also defined as a mapping associating with each point t ∈ T an open ball centered
at t: sometimes this concept will be used, without risk of confusion.
Definition 2.1 A function f : T → X is H-integrable if there exists I ∈ X such that, for every ε > 0
there is a gage γ : T → R+ such that for every γ-fine partition of T , Π = {(Ei, ti), i = 1, . . . , q}, we have:
‖σ(f,Π)− I‖ ≤ ε.
We set I = (H)
∫
T
fdµ. Moreover the symbol σ(f,Π) means
∑q
i=1 f(ti)µ(Ei).
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Remark 2.2 It is not difficult to deduce, in case f is H-integrable in the set T , that also the restrictions
f 1E are, for every measurable set E, thanks to the Cousin Lemma (see [60, Proposition 1.7]).
We also remind that, when considering the Henstock integral in [0, 1], the partitions allowed are only
those for which each tag belongs to the corresponding sub-interval, while this restriction is removed when
the McShane integral is introduced. As it is well-known, in this case H-integrability is different from Mc-
Shane integrability and also from Pettis integrability. However, we recall that McShane integrability of a
mapping f : [0, 1]→ X (here X is any Banach space) is equivalent to Henstock and Pettis simultaneous
integrabilities to hold (see [41, Theorem 8]).
In the papers [62, 63, 29] one can find an interesting discussion of the cases in which Henstock, Pettis
and McShane integrability are equivalent, and also counterexamples in some related problems.
Moreover, we shall see now that our notion of Henstock integrability essentially coincides with the
Mc Shane one.
Proposition 2.3 Let us assume, in the previous setting, that µ is nonatomic, i.e. µ({t}) = 0 for all
t ∈ T . If f : T → X is H-integrable in T , then it is also Mc Shane-integrable.
Proof: Let us denote by J the H-integral of f , and fix a positive number ε; then let γ be a corresponding
gage such that, as soon as Π := {(Ei, ti) : i = 1, ..., k} is a γ-fine H-partition it holds ||σ(f,Π)− J || ≤ ε.
Now, pick any γ-fine Mc Shane partition Π0 := {(Bi, ti) : i = 1..., k}. Without loss of generality, we can
assume that all the tags ti are distinct, otherwise it will be sufficient for each tag to take the union of all
the sets Bi paired with it. Now, set A := {ti, i = 1, ..., k} and define, for each j:
B′j := (Bj \A) ∪ {tj}
Of course, each B′j is measurable and is contained in γ(tj). Moreover, the sets B
′
j are pairwise disjoint,
and µ(B′j) = µ(Bj) for all j, so σ(f,Π
0)−σ(f,Π′) = 0, where Π′ denotes the partition obtained with the
sets B′j , j = 1, ..., k. Since Π
′ is an H-type partition, then we have
||σ(f,Π0)− J || = ||σ(f,Π′)− J || ≤ ε.
This concludes the proof. ✷
From now on, we shall always assume that µ is nonatomic, and therefore all concepts in the
Henstock sense will turn out to be equivalent to the same concepts in the Mc Shane sense; however we
shall keep the Henstock terminology and notations.
Definition 2.4 For a multifunction F : T → P0(X) let S1F,H be the set of all H-integrable selections of
F in the sense of Definition 2.1, namely:
S1F,H = {f : f(t) ∈ F (t) µ− a.e. and f is H-integrable.}
Definition 2.5 If S1F,H is non-empty, then for every E ∈ Σ we define the Aumann-Henstock inte-
gral (AH-integral ) of F as the set
(AH)
∫
E
Fdµ =
{∫
E
fdµ, f ∈ S1F,H
}
.
In order to prove existence of the previous selections, we shall also consider the following concept of
integrability, for a multifunction F : T → cwk(X).
Definition 2.6 Given a multifunction F : T → cwk(X), F is H-integrable if there exists an element
J ∈ cwk(X), such that for every ε > 0 there exists a gage γ such that, for every γ-fine partition Π, the
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following holds: dH(
∑
Π F, J) ≤ ε, where dH is the Hausdorff distance in cwk(X). In this case we shall
write
J := (H)
∫
T
Fdµ.
Also in this case, existence of the integral in T implies existence in all measurable subsets E of T (which
will be denoted by JE(F )) analogously to Remark 2.2.
Indeed, as we shall see later, the last definition of integrability reduces to H-integrability for a corre-
sponding single-valued function F taking values in the space C(Ω), where Ω is a suitable compact space:
see Theorems 3.3 and 3.5 below.
For the definitions of Mc Shane and Pettis integrals for multifunctions see for example [14, Definition
3.1] omitting the ”limsup” in the first definition since here T is compact and µ is bounded.
We also point out here that, in case a multifunction F : T → cwk(X) is H-integrable, then there exist
H-integrable selections. This result has been proved in [25, Theorem 2.5] for Pettis integrable selections
and in [36, Theorem 3.1], but for Henstock integrable multivalued mappings defined in the real interval
[0, 1]. However, the same technique can be used to prove the result in our more abstract setting: we shall
just outline the proof.
Theorem 2.7 If F : T → cwk(X) is H-integrable, then S1F,H 6= ∅.
Proof: We first observe that, thanks to the well-known Ho¨rmander equality (see e.g. [36, formula (3)]),
the function F is scalarly H-integrable, i.e. the support mappings t 7→ s(x∗, F (t)) are H-integrable, for
all x∗ ∈ X∗.
Let us set K := (H)
∫
T
Fdµ, and choose any strongly exposed point x0 ∈ K: such a point exists, since K
is in cwk(X). Then there exists a functional x∗0 ∈ X
∗ such that x∗0(x) < x
∗
0(x0) for every x ∈ K, x 6= x0.
Let us define, for every t ∈ T ,
G(t) := {x ∈ F (t) : x∗0(x) = s(x
∗
0, F (t))}.
Proceeding like in the proof of [25, Theorem 2.5], we see that G is Pettis integrable in the sense of
[25] (i.e. the support mappings s(x∗, G) are integrable for every x∗ ∈ X∗ and for every measurable
subset E ⊂ T there exists an element PE(G) ∈ cwk(X) (denoted also by (P )
∫
E
Gdµ) such that
s(x∗, PE(F )) =
∫
E
s(x∗, G)dµ), and has a Pettis integrable selector g (which is also therefore a selec-
tor of F ), for which x∗0(x0) =
∫
T
x∗0g(t)dµ. We also have that (P )−
∫
T
Gdµ = {x0}, and x∗(g) = s(x∗, G)
µ-a.e. for all x∗, and every selector g of G. So, for each x∗, the mapping x∗(g) is Lebesgue-integrable, and
therefore McShane-integrable (see [45, Theorem 1O]), which in our setting means Henstock integrability.
Then, proceeding as in the proof of [36, Theorem 3.1], we reach the conclusion, i.e. g is H-integrable. ✷
We also consider here the multivalued norm integral given in [6, Definition 3.13] in the Banach lattice
context. Later a corresponding notion for the order-type multivalued integral will be introduced and
compared with this.
Definition 2.8 [6, Definition 3.13] Let F : T → P0(X) be a multifunction, and E ∈ Σ. We call (‖ · ‖)-
integral of F on E the set
Φ(F,E) = { z ∈ X : for every ε ∈ R+ there is a gage γ : T → R+ : inf
c∈
∑
Πγ
F
‖z − c‖ ≤ ε
for every γ-fine partition Πγ := {(Ei, ti) : i = 1, . . . , k} of E.}
Alternatively, one can write ( [6, Proposition 3.7])
Φ(F,E) =
⋂
n
⋃
γ
⋂
Pγ,E
[
ΣΠ F +
BX
n
]
, (2.3)
where Pγ,E is the family of all Henstock γ-fine partitions of E.
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Remark 2.9 We collect here some relations between the previous definitions of integral, and also with
the Aumann integral.
2.9.1) In case F is cwk(X)-valued and H-integrable on E there exists an element JE(F ) ∈ cwk(X) such
that, for every n ∈ N it is possible to find a gage γn such that
∑
Π
F ⊂ JE(F ) +
BX
n
and JE(F ) ⊂
∑
Π
F +
BX
n
hold true, for every γn-fine partition Π, where BX is the unit ball in X . So, in this case we have
clearly JE(F ) ⊂ Φ(F,E). Later we shall prove also the converse inclusion (see Proposition 3.7).
2.9.2) We can observe that, for every E ∈ Σ, the following inclusion holds:
(AH)
∫
E
Fdµ ⊂ Φ(F,E)
since, if f ∈ S1F,H , then its H-integral belongs by definition to the right member of (2.3). However,
in case F is H-integrable, then
(AH)
∫
E
Fdµ ⊂ JE(F ) :
indeed, if f ∈ S1F,H , for each n there exists a gage γ
′
n such that (H)−
∫
E
fdµ ∈ ΣΠ F + n−1BX for
all γ′n-fine partitions Π; then, if Π is (γn ∧ γ
′
n)-fine, (H) −
∫
E
fdµ ∈ JE(F ) + 2n−1BX . (here γn is
the gage corresponding to n in the definition of Φ). By arbitrariness of n and closedness of JE(F ),
we get that (H)−
∫
E
fdµ ∈ JE(F ); and, by arbitrariness of f , the announced inclusion follows.
2.9.3) Moreover we know that if f is H-integrable for every E ∈ Σ ([41]), then f is McShane integrable
and so Definition 2.6 is equivalent to the (⋆)-integral given in [13, Definition 2]. Of course, thanks to
Proposition 2.3, it is clear that Definition 2.6 is equivalent to the (⋆)-integral given in [13, Definition
2].
2.9.4) If we suppose that X is a separable Banach space and that there exists a countable family (x′n)n
in X ′ which separates points of X then, thanks to [13, Theorem 1] the following equalities follow,
for any measurable and integrably bounded multifunction F with values in cwk(X):
JE(F ) = (AH)
∫
E
Fdµ = Φ(F,E).
3 Near Vector Lattices
We remember that set inclusion is a natural ordering on P0(X) which is compatible with (2.1). In [50] a
Radstro¨m embedding is extended for near vector spaces. We recall here some definitions for the sake of
completeness.
Definition 3.1 Let S be a nonempty set. The set S is said to be a near vector space provided that
an addition + : S × S → S is defined, such that (S,+) is a cancellative commutative semigroup, and
endowed with a multiplication by non-negative scalars satisfying usual properties. If S is a near vector
space and d : S × S → R+0 is a metric on S, then d is said to be an invariant metric on S, provided that
- addition and multiplication by positive scalars are continuous operations in the topology defined
by d,
- d(αx, αy) = αd(x, y) for every α ∈ R+ and x, y ∈ S,
- d(x + z, y + z) = d(x, y) for all x, y, z ∈ S.
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Definition 3.2 If (S,≤) is a partially ordered set such that ≤ is compatible with addition and multipli-
cation by positive scalars which verifies:
3.2.1) x ∨ y exists for all x, y ∈ S; (joint-semilattice)
3.2.2) (x ∨ y) + z = (x+ z) ∨ (y + z) for all x, y, z ∈ S
then S is called a near vector lattice.
The space S = cbf(X) endowed with ⊕ (with norm closure) is an Archimedean near vector lattice with
the unit ball BX as a vector unit. By [50, Corollary 5.4, Theorem 5.6] something similar can be done for
cwk(X) ⊂ cbf(X). In fact, since l∞(BX∗) is a norm complete M -normed vector lattice with an order
unit, by the Kakutani M -space theorem (see [48]), there exist a compact Stonian Hausdorff space Ω and
an isometric and lattice isomorphism i : l∞(BX∗)→ C(Ω) such that i(cwk(X)) is norm closed in C(Ω).
Summarizing, we have:
Theorem 3.3 ([50, Theorem 5.6]) Let X be any Banach space. Then there exists a compact Hausdorff
space Ω and a positively linear map i : cwk(X)→ C(Ω) such that
3.3.1) dH(A,C) = ‖i(A)− i(C)‖∞, A, C ∈ cwk(X);
3.3.2) i(cwk(X)) = cl(i(cwk(X))) (norm closure).
3.3.3) i(co(A ∪B)) = max{i(A), i(B)} for all A,C in cwk(X).
More generally, in the hyperspace cbf(X) we can set:
d(A,C) = inf{α > 0 : A ⊂ αBX + C and C ⊂ αBX +A};
then d is nothing but the Hausdorff distance dH(A,C) (see [50]).
Using Theorem 3.3, according to [23, Definition 2.1], [13, Definition 3], we can formulate our main
result which is analogous to [25, Proposition 4.4] (given for the Pettis integrability) and we give a decom-
position result that can be compared with previous ones obtained in [34, Theorem 1] and in [36, Corollary
3.2]. A definition is needed, however.
Definition 3.4 If F : T → cwk(X) is a multivalued mapping and X any Banach space, we say that F
is non-negative if i(F ) : T → C(Ω) is.
Theorem 3.5 Let F : T → cwk(X) be a multifunction. The following are equivalent:
3.5.1) F is H-integrable (in the sense of Definition 2.6);
3.5.2) the embedded function i(F ) : T → C(Ω) is H-integrable, and in that case (H)-
∫
i(F )dµ =
i(JT (F ));
3.5.3) for every E ∈ Σ and ε > 0 there exists a gage γ such that ‖σ(i(F ),Π1) − σ(i(F ),Π2)‖∞ ≤ ε for
every γ-fine partitions Π1,Π2 of E;
3.5.4) F is the sum of a non-negative H-integrable multifunction G with values in cwk(X) and an
H-integrable single-valued function f : T → X.
Moreover, if X is reflexive then the previous statements are equivalent to:
3.5.5) the family WF = {s(x∗, F ) : x∗ ∈ BX∗} is uniformly integrable.
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Proof: We prove first that 3.5.1) is equivalent to 3.5.2). Let us assume that F is H-integrable as a
multifunction. Then JT (F ) is in cwk(X). For the sake of simplicity, let us write J := JT (F ). We must
prove that i(F ) is H-integrable as single-valued function and i(J) is its integral. Since F is H-integrable,
there exists a sequence (γn)n of gages, such that dH(ΣΠ F, J) ≤ n−1 for every n and every γn-fine
partition Π. This implies that ‖i(ΣΠ F −J)‖ ≤ n−1 for the same partitions, and in turn this leads to the
conclusion that i(F ) is H-integrable, with integral i(F ). The converse implication is perfectly similar.
The implication 3.5.1) implies 3.5.3) is obvious. We now prove that 3.5.3) implies 3.5.2). We prove
now that if the Cauchy-Bolzano condition is true, then i(F ) is H-integrable. If we take ε = n−1, then
there exists a gage γn such that, for every pair (Π
n
1 ,Π
n
2 ) of γn-fine partitions of E, we have ‖σ(i(F ),Π
n
1 )−
σ(i(F ),Πn2 )‖∞ ≤ n
−1. Without loss of generality we can assume that (γn)n is decreasing in n. Since
C(Ω) is Dedekind complete ([57, Proposition 1.2.4]), then
∧
Π∈Pγn
σ(i(F ),Π),
∨
Π∈Pγn
σ(i(F ),Π) are in
C(Ω) and for every n ∈ N it is obvious that
∧
Π∈Pγn
σ(i(F ),Π) ≤
∨
Π∈Pγn
σ(i(F ),Π).
Let z =
∨
n
∧
Π∈Pγn
σ(i(F ),Π). Then it is easy to see that z verifies the definition of integrability. In
order to prove 3.5.2) implies 3.5.5) we observe that the single valued function i(F ) is H-integrable and
then Mc Shane integrable since in our setting (µ non atomic) the two definitions coincide. So i(F ) is
Pettis integrable and then, by [25, Proposition 4.4] F is Pettis integrable and so the assertion follows
from [25, Theorem 4.1]. Observe that in this implication no extra hyphothesis on X are required.
It is obvious that 3.5.4) implies 3.5.1). Let us prove now that 3.5.1) implies 3.5.4).
To this aim, let f be any H-integrable selection of F (see Theorem 2.7), and let us define G by trans-
lation: F (t) = f(t) + G(t). This implies that 0 ∈ G(t) for all t, and therefore s(x∗, G) ≥ 0 for all t.
So the R˚adstro¨m embedding of G is a non-negative element of l∞(BX∗); and, since the Kakutani iso-
morphism preserves order, also i(G(t)) is non-negative, and therefore G(t) is a non-negative cwk-valued
mapping. Integrability of G follows immediately from the fact that i(F ) = i(f) + i(G), and linearity of
H-integrability.
For the implication 3.5.5) implies 3.5.1) we observe that if WF is uniformly integrable then, by [25,
Corollary 4.3, Proposition 4.5], F and i(F ) are Pettis integrable since the space X has both µ-SMSP
and PIP (for their definitions see the quoted article). Since X is reflexive, then X is Hilbert generated:
namely there exist a Hilbert space Y and an operator T : Y → X such that its range T (Y ) is dense in
X . So by [29, Theorem 3.7] i(F ) is also Mc Shane integrable and so the assertion follows. ✷
We remember that the possible equivalence between Pettis and McShane norm integrability has also
been deeply investigated in the papers [42, 2, 38, 62].
Thanks to well-known results concerning the H-integral of single-valued functions (see [45, Corollary
2F and Proposition 1C(a)]), we also have
Proposition 3.6 If F is H-integrable, then for every A,B ∈ Σ with A ∩B = ∅ it holds
(H)
∫
A∪B
i(F ) dµ = (H)
∫
A
i(F ) dµ+ (H)
∫
B
i(F ) dµ.
Proof: Let A,B ∈ Σ be such that A ∩ B = ∅ and ε > 0. Let γA, γB, γA∪B be the gages obtained
according to the definition of integrability and let γ = γA ∧ γB ∧ γA∪B.
Let Π be a γ-fine partition of A ∪B such that Π = ΠA ∪ ΠB , where ΠA is a partition of A and ΠB is a
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partition of B. By definition∥∥∥∥(H)
∫
A∪B
i(F )dµ−
(
(H)
∫
A
i(F )dµ+ (H)
∫
B
i(F )dµ
)∥∥∥∥
∞
≤
≤
∥∥∥∥(H)
∫
A∪B
i(F )dµ− σ(i(F ),Π)
∥∥∥∥
∞
+
∥∥∥∥σ(i(F ),ΠA)− (H)
∫
A
i(F )dµ
∥∥∥∥
∞
+
+
∥∥∥∥σ(i(F ),ΠB)− (H)
∫
B
i(F )dµ
∥∥∥∥
∞
≤ 3ε.
By arbitrariness of ε the assertion follows. ✷
The following Proposition compares the integral JE(F ) (when it exists) with the integral Φ(F,E) of
Definition 2.8.
Proposition 3.7 Let F be H-integrable. Then, for every E ∈ Σ we have JE(F ) = Φ(F,E).
Proof: From the hypothesis we see that, for every integer n, a gage γn exists, such that
‖i(ΣΠF )− i(JE(F ))‖∞ ≤
1
n
(3.1)
whenever Π is a γn-fine partition of E, and so, thanks to Theorem 3.3, JE(F ) ⊂ ΣΠF + n−1BX : indeed,
from Theorem 3.3 we deduce that dH(ΣΠF, JE(F )) ≤ n−1. This clearly implies that
JE(F ) ⊂
⋂
n
⋃
γ
⋂
Pγ,E
[
ΣΠF +
BX
n
]
= Φ(F,E).
(This was also proved in 2.9.1)). On the other hand, from the formula (3.1) we also deduce ΣΠF ⊂
JE(F ) + n
−1BX . Now, if z ∈ Φ(F,E), for the same integer n a gage γ′n exists, such that z ∈ ΣΠF +
BX
n
for every γ′n-fine partition Π of E. So, if we take γ
∗
n := γn ∩ γ
′
n, we have, for every γ
∗
n-fine partition Π of
E: ΣΠF ⊂ JE(F ) + n−1BX , z ∈ ΣΠF + n−1BX , and therefore z ∈ JE(F ) + 2n−1BX . Since this must
be true for all n, and JE(F ) is closed, we obtain z ∈ JE(F ), and so the converse inclusion is proved. ✷
Due to this fact we can consider Φ(F,E) as a multivalued set function, as soon as F : T → cwk(X)
is H-integrable, and for any Banach space X . In particular we say that
Definition 3.8 [25, Definition 3.1] A multivalued set function M : Σ → cwk(X) is a finitely additive
(respectively countably additive) multimeasure if M(∅) = 0 and M(A ∪ B) = M(A) ⊕M(B) for every
A,B ∈ Σ , with A ∩ B = ∅ (respectively if for every disjoint sequence (En) in Σ the serie
∑
nM(En) is
unconditionally convergent and M(∪n(En)) =
∑
nM(En)).
So we obtain that:
Corollary 3.9 Let F : T → cwk(X) be any H-integrable multifunction. Then, for every E ∈ Σ,M(E) :=
Φ(F,E) is a countably additive multimeasure. Moreover, in the topology of C(Ω), M is σ-additive and
µ-absolutely continuous.
Proof: The first part is an immediate consequence of Propositions 3.7, 3.5 and [25, Theorem 4.1] since
F is Pettis integrable as we can see in the proof of 3.5.5) implies 3.5.1) (reflexivity of the space X it is
not necessary for this).
As to the second part, thanks to Proposition 2.3, we see that i(F ) is McShane integrable. So, thanks to
[43, Theorem 1Q], we have that i(F ) is Pettis integrable and therefore M turns out to be σ-additive and
µ-continuous, thanks to well-known properties of the Pettis integral. ✷
Finally we have that
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Proposition 3.10 If F : T → cwk(X) is H-integrable then, for every E ∈ Σ it is:
(H)
∫
E
Fdµ =
{∫
E
fdµ, f ∈ S1Pe
}
,
while, if X is reflexive
(H)
∫
E
Fdµ = (AH)
{∫
E
fdµ, f ∈ S1F,H
}
Proof: Observe that the Aumann integrals involved are non empty thanks to [25, Theorem 2.5] and
Theorem 2.7 respectively. So the assertion is an obvious consequence of [14, Theorem 4.3] since µ is non
atomic and reflexivity of the space avoids the hypothesis on free cardinals. ✷
4 Order multivalued integrals
In the context of vector lattices a different notion of (multi)valued integrability was given in [6] taking
into account of the order structure of the space. This kind of integrability can be compared with that
given in Definition 2.6. For all the notation used in this section we refer to [6]. In this section we suppose
that X is a Banach lattice, X+ is its positive cone and X++ is the subset of strictly positive elements of
X . The symbols | |, ‖ ‖ refer to modulus and norm of X ; for the relation between them see for example
[17, 18, 44, 6]. From now on we shall always assume that:
(H0) X is a weakly σ-distributive Banach lattice with an order continuous norm, ‖ · ‖.
Definition 4.1 ( [11, Definition 3.1],[6, Definition 2.6],[21, Definition 3]) f : T → X is oH-integrable if
and only if there exist an element J ∈ X , an (o)-sequence (bn)n and a corresponding sequence (γn)n of
gages, such that
|σ(f,Π)− J | ≤ bn
holds, for every γn-fine partition Π (existence of this integral implies also integrability of fχE , for each
measurable set E: see also [21]).
Of course, this notion of integral is related to the order structure in X , while the norm one is obviously
related to the strong topology of X .
Since the norm of X is order continuous, the next Proposition is obvious.
Proposition 4.2 Let f :→ X be any oH-integrable mapping. Then f is also H-integrable, and the two
integrals agree.
The converse implication holds when X is an M -space (for the definition see [44, Section 354]), but not
in general: see Example 4.20. As we shall see later, this will be the case also for multivalued mappings.
We recall now some technical results, that have been obtained in [21] for the order-type Henstock
(McShane) integral and that will be useful in the sequel.
Theorem 4.3 ([21, Theorem 5]) A necessary and sufficient condition that f : T → X is is oH-integrable
is that there exist an (o)-sequence (bn)n in X and a corresponding sequence (γn)n of gages, such that, for
each n and every γn-fine partitions Π,Π
′ it holds
|σ(f,Π)− σ(f,Π′)| ≤ bn.
Order-type integrals in general differ from the norm-type ones. A first reason is that order-type
integrability does not respect almost everywhere equality, as shown in the following example.
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Example 4.4 ([6, Example 2.8]) Let X = c00 be the space of eventually null real-valued sequences. For
n ∈ N, let un := (0, . . . , 0, 1, 0, . . .), where the value 1 is assumed at the n-th coordinate. The function
f : [0, 1]→ R, defined by
f(x) =
{
un if x = 1/n
0 otherwise
(4.1)
vanishes almost everywhere (with respect to the Lebesgue measure), so its Bochner integral is null, but
we claim that f is not oH-integrable on [0, 1]. Indeed, fix arbitrarily δ : [0, 1] → R+ and n ∈ N, n ≥ 2.
For every i = 1, . . . , n − 1, let ξi = (n+ 1− i)
−1 and choose an interval ]yi, xi[ such that ξi ∈]yi, xi[,
xi − yi < δ(ξi), [yi, xi] ∩ [yj, xj ] = ∅ for all i 6= j, 0 < y1 and xn−1 < 1. We have:
0 < y1 < x1 < y2 < x2 < . . . < yn−1 < xn−1 < 1.
Let x0 = 0, yn = 1, and let us divide each of the intervals [xi−1, yi], i = 1, . . . , n, into tagged subintervals,
in such a way to obtain, together with the elements ([yi, xi], ξi), i = 1, . . . , n− 1, a δ-fine partition: this
is possible, by virtue of the Cousin Lemma ([54, Theorem 2.3.1]). Since f = 0 on each of the intervals
[xi−1, yi], i = 1, . . . , n, we have:
p∑
j=1
(tj − tj−1) f(ηj) =
n−1∑
i=1
(xi − yi) f(ξi).
Let λ
(n)
i = xn+1−i − yn+1−i, i = 2, . . . , n: then we get
p∑
j=1
(tj − tj−1) f(ηj) =
n−1∑
i=1
λ
(n)
n+1−i f(ξi) =
n−1∑
i=1
λ
(n)
n+1−i un+1−i ≥ λ
(n)
n un.
Since λ
(n)
n is strictly positive for every n, the sequence
(∑
Πn
f
)
n
is unbounded in X .
If f was oH-integrable on [0, 1], then there would exist a gage δ0 : [0, 1]→ R
+ such that
∨{∑
Π
f : Π is a δ0−fine partition of [0, 1]
}
∈ X :
this is a contradiction. Hence, f is not oH-integrable on [0, 1].
The previous example shows that, as announced, oH-integrability does not respect a.e. equality: in-
deed, the function f defined there is a.e. equal to 0, but fails to be oH-integrable. We have seen that
this is caused by unboundedness of f . In fact, for bounded functions the positive result is contained in
[21, Proposition 4].
Another case in which oH-integrability does not imply H-integrability is shown in Example 4.20.
A further difference consists in the validity of the so-called Henstock Lemma: this result holds for the
McShane order-type integral, while it fails to hold for the norm one, in general. This is stated in the next
two results, which in turn are inspired at similar theorems found in [19].
Theorem 4.5 [21, Proposition 6] Let f : T → X be any oH-integrable function. Then there exist an
(o)-sequence (bn)n and a corresponding sequence (γn)n of gages, such that:
4.5.1) for every n and every γn-fine partition Π it holds
∑
I∈Π
∣∣f(tI)µ(I)− (H) ∫I fdµ∣∣ ≤ bn.
4.5.2) for every n and every γn-fine partition Π it holds
∑
I∈Π |f(tI)µ(I) − f(t
′
I)µ(I)| ≤ bn, as soon as
the tags t′I satisfy the condition I ⊂ γn(t
′
I) for all I.
Theorem 4.6 [21, Theorem 11] If f : T → X is oH-integrable, then also |f | is.
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Now, we turn to the multivalued integral in the order sense.
Definition 4.7 ([6, Definition 3.6]) Let F : T → 2X be a multifunction with non-empty values, and
E ∈ Σ. We call (o)-integral of F on E the set
Φo(F,E) = { z ∈ X : there exists an (o)-sequence (bn)n : for all n ∈ N there is a gage
γ : T → R+such that for every γ-fine partition Pγ := {(Ei, ti) : i = 1, . . . , k}
of E there exists c ∈
∑
i≤k
F (ti)µ(Ei) with |z − c| ≤ bn }.
Moreover, in [6, Proposition 3.7] a formally different (but equivalent) notion of integral has been given,
namely
Φo(F,E) :=
⋃
(bn)n
⋂
n
⋃
γn
⋂
Pγn
U (ΣΠ(F ), bn) ,
where (bn)n denotes any (o)-sequence, γn any gage, Pγn the family of γn-fine partitions of E, and the
symbol U(C, b) (for any set C ∈ X and any positive element b ∈ X) denotes the set of all elements z ∈ X
such that |z − y| ≤ b for some y ∈ C (see [6, Proposition 3.7].)
Of course, when F is single-valued, F = {f}, the integral Φo(F,E) ≡ (oH)
∫
E
fdµ, if non-empty, is a
singleton, and in this case f is oH-integrable.
Moreover, for multivalued mappings F : T → cwk(X) and for any measurable set E the following
inclusion holds: Φo(F,E) ⊂ Φ(F,E).
We remind that, in our setting, Henstock and McShane integrability are the same, both in the norm
case and in the order one. We can also define the oH-integral of a multifunction F : T → cwk(X), in the
following way:
Definition 4.8 Let F : T → cwk(X) be any multifunction. F is oH-integrable if, for every measurable
E ⊂ T there exist an element JE ∈ cwk(X), an (o)-sequence (bn)n in X and a corresponding sequence
(γn)n of gages in T , such that, for every n and every γn-fine partition Π of E, we have
ΣΠ(F ) ⊂ U (JE , bn) , and JE ⊂ U (ΣΠ(F ), bn) .
This in turn implies that ΣΠ(F ) ⊂ V (JE , bn) , and JE ⊂ V (ΣΠ(F ), bn), where V (A, b) = {z ∈ X :
∃ a0 ∈ A with z ≤ a0 + b}, for every (A, b) ∈ (cwk(X), X++).
Proposition 4.9 If F : T → cwk(X) is oH-integrable, then its integral JE is unique.
Proof: Without loss of generality, we assume E = T , and suppose that J := JT and J
′ := J ′T are two
elements of cwk(X) satisfying the condition in Definition 4.8. Let (bn)n and (b
′
n)n be the (o)-sequences
relative to J and J ′ respectively, and (γn)n, (γ
′
n)n be the corresponding gages. Then, if we fix n, and
take any (γn ∧ γ′n)-fine partition Π, we get
J ⊂ U (ΣΠ(F ), bn) ⊂ U (J
′, bn + b
′
n) ,
and also
J ′ ⊂ U (ΣΠ(F ), b
′
n) ⊂ U (J, bn + b
′
n) .
So, for every element a ∈ J and every integer n, there exists an element a′n ∈ J
′ such that |a−a′n| ≤ bn+b
′
n.
This clearly means that the sequence (a′n)n is (o)-convergent to a, and so also norm-convergent to a. Since
J ′ is closed, this implies a ∈ J ′. So, J ⊂ J ′. Reversing the role of J and J ′, we also find the converse
inclusion, and then J = J ′. ✷
This type of integral is related to the Φo one, in the following sense.
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Theorem 4.10 Let F be as above, and assume it is oH-integrable. Then, for every measurable E ⊂ T ,
Φo(F,E) = JE ,
and so Φo(F,E) is in cwk(X).
Proof: Again, we shall give the proof only when E = T . Let (bn)n and (γn)n be the (o)-sequence and
the corresponding sequence of gages regulating oH-integrability of F .
Let w be any arbitrary element of JT , and fix n. Then, if Π is any γn-fine partition, we clearly have
w ∈ U (ΣΠ(F ), bn) . But this is precisely the condition that w ∈ Φo(F, T ). By arbitrariness of w, we
obtain the inclusion JT ⊂ Φo(F, T ) (and also that Φo(F, T ) 6= ∅).
Now, in order to prove the converse inclusion, take any element z ∈ Φo(F, T ), and let (b′n)n and (γ
′
n)n be
the (o)-sequence and the corresponding sequence of gages related to the definition of Φo(F, T ). Now, if Π
is any (γn∧γ′n)-fine partition, we have z ∈ U (ΣΠ(F ), b
′
n) ⊂ U (JT , b
′
n + bn) . As above, this implies that z
is in the norm-closure of JT , which is closed: then z ∈ JT . By arbitrariness of z, this gives Φo(F, T ) ⊂ JT .
This proves the reverse inclusion, and therefore the announced equality. ✷
From now on, we shall always assume for our multivalued mappings, that the sets F (t)
are order-bounded for every t ∈ T .
Remark 4.11 Observe that thanks to [6, Theorem 3.12] if F is a simple function with values in cwk(X)
(namely F = ⊕i≤nCi1Ei , Ci ∈ cwk(X), Ei ∩ Ej = ∅, i 6= j, i ≤ n) then Φ
o(F,E) is in cwk(X) and
Φo(F,E) =
∑
i≤n
Ciµ(Ei) = {(oH)
∫
E
fdµ : f(t) ∈ F (t) µ− a.e.}
In fact, in the quoted result the equivalence is stated among the Φo-integral and the order-closure of
the Aumann-Henstock integral, when Ci are in cfb(X). But since we assume Ci ∈ cwk(X) we obtain
direct coincidence with the Aumann integral.
We shall now state a kind of selection theorem.
Theorem 4.12 Let F : T → cwk(X) be any oH-integrable mapping, with integral J , and define
g(t) := supF (t), S := sup J.
Then, g is oH-integrable, and its integral is S.
Proof: Let (bn)n and (γn)n be the sequences introduced in the Definition 4.8, and fix any γn-fine partition
Π. Then we claim that
σ(g,Π) ∈ V (S, bn) . (4.2)
Indeed, as Π ≡ (ti, Ii) is γn-fine, we have
∑
αiµ(Ii) ≤ S + bn, for every choice of the points αi ∈ F (ti).
Hence α1µ(I1) ≤ S + bn −
∑
i>1 αiµ(Ii), and, by varying just α1 we get
g(t1)µ(I1) ≤ S + bn −
∑
i>1
αiµ(Ii),
from which
∑
i>1 αiµ(Ii) ≤ −g(t1)µ(I1) + S + bn. Now, isolating α2 and proceeding in the same fashion,
we get
∑
i>2 αiµ(Ii) ≤ −g(t1)µ(I1)− g(t2)µ(I2)+S + bn; then it is clear that, continuing in this way, we
deduce (4.2).
On the other hand, we also have easily J ⊂ V (ΣΠ(F ), bn) ⊂ V (σ(g,Π), bn) , hence S ≤ σ(g,Π) + bn. So,
we have proved that there exist an (o)-sequence (bn)n and a sequence (γn)n of gages such that, for every
n and every γn-fine partition Π we have σ(g,Π) ≤ S + bn, and S ≤ σ(g,Π) + bn i.e. |σ(g,Π) − S| ≤ bn,
from which the assertion follows. ✷
In some cases, we can obtain a decomposition similar to Theorem 3.5(4), for oH-integrable multifunc-
tions (see also Theorem 5.3)
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Theorem 4.13 Let F : T → cwk(X) be any oH-integrable function, such that
(4.13.1) supF (t) ∈ F (t) for each t ∈ T .
Then F is the sum of an oH-integrable single-valued mapping g : T → X and an oH-integrable mapping
G : T → cwk(X) such that s(x∗, G(t)) ≥ 0 for all elements x∗ ∈ X∗ and s(x∗, G(t)) = 0 for all positive
elements x∗ ∈ X∗.
Proof: Let g(t) = supF (t) for all t, and define G(t) = F (t) − g(t) by translation. Then clearly
supG(t) = 0. Moreover, thanks to (4.13.1), we also see that 0 ∈ G(t), by a translation argument. Now,
for every fixed t and any element x∗ ∈ X∗, clearly s(x∗, G(t)) ≥ 0.
In case x∗ is positive, we also have 0 = x∗(0) ≥ x∗(u) for all u ∈ G(t), so 0 ≥ s(x∗, G(t)). Combining
this result with the previous one, we get s(x∗, G(t)) = 0 for all positive x∗.
It only remains to show that G is oH-integrable. We shall prove that indeed its integral is J − sup{J},
where J = (oH)
∫
T
Fdµ. By integrability of F and g, there exist an (o)-sequence (bn)n in X and a
corresponding sequence (γn)n of gages, such that, as soon as Π is any γn-fine partition, we have
ΣΠ(F ) ⊂ U(J, bn), J ⊂ U(ΣΠ(F ), bn), |σ(g,Π)− sup J | ≤ bn.
From this, it is easy to see that
ΣΠ(G) ⊂ U(J − sup J, 2bn), J − sup J ⊂ U(ΣΠ(G), 2bn).
This suffices to prove integrability of G. ✷
We observe here that condition (4.13.1) is fulfilled, for example, if F (t) is upwards directed for every
t: in this case supF (t) ∈ F (t) thanks to [44, Proposition 354 E].
We give now some conditions ensuring oH-integrability of a multivalued function. We begin with a
Lemma of the Cauchy-type.
Lemma 4.14 Let F : T → cwk(X) be any set-valued mapping. Assume that there exists an (o)-sequence
(bn)n in X and a corresponding sequence of gages (γn)n such that for every n, and every pair Π, Π
′ of
γn-fine partitions of T one has ΣΠ(F ) ⊂ U(ΣΠ′(F ), bn). Then F is oH-integrable.
Proof: We first observe that U(C, b) = C + [−b, b] for all sets C ⊂ X and all b ∈ X++. Since
[−b, b] ⊂ ‖b‖BX for all b ∈ X++, and (bn)n is an (o)-sequence, the condition above implies that
dH(ΣΠ(F ),ΣΠ′(F )) ≤ ‖bn‖ (and limn ‖bn‖ = 0). This is precisely the Cauchy condition for the (H)-
integral of F , and this implies that J := (H)
∫
T
Fdµ exists, thanks to Theorem 3.5. Now, we must prove
that J is also the (oH)-integral of F . To this aim, fix n and let Π be any γn-fine partition. Moreover, for
each ε > 0 there exists a gauge γ′ such that dH(ΣΠ′(F ), J) ≤ ε for any γ′-fine partition Π′. In particular,
if Π′ is γ′ ∧ γn-fine, we have
ΣΠ(F ) ⊂ ΣΠ′(F ) + [−bn, bn] ⊂ J + [−bn, bn] + εBX .
Now, we observe that [−bn, bn] is closed (see [44, Lemma 354B(c)]): so J + [−bn, bn] is closed too since
J is weakly compact. So, by letting ε tend to 0, we obtain easily ΣΠ(F ) ⊂ J + [−bn, bn] for any γn-fine
partition Π. A perfectly symmetric reasoning proves also the reverse inclusion: J ⊂ ΣΠ(F ) + [−bn, bn]
i.e. J = (oH)
∫
Fdµ. ✷
The next result is inspired at [49, Lemma 5.35], and will be applied later.
Lemma 4.15 Let F : T → cwk(X) be any set-valued mapping. Let us assume that there exists an (o)-
sequence (bn)n in X such that, for every n a couple of oH-integrable mappings G1, G2 exist, from T to
cwk(X), such that G1(t) ⊂ F (t) ⊂ G2(t) for every t ∈ T , and (oH)-
∫
T
G2dµ ⊂ U(
∫
T
G1dµ, bn). Then F
is oH-integrable.
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Proof: Let (bn)n be an (o)-sequence as in the hypothesis. Let also (βn)n and (γn)n be an (o)-sequence and
its corresponding sequence of gages regulating oH-integrability of G1 and G2 (without loss of generality
they can be taken the same for both multifunctions). Now, fix n ∈ N and take two γn-fine partitions Π
and Π′ of T . Then, denoting by J1 and J2 the integrals of G1 and G2 respectively, we obtain
ΣΠ(F ) ⊂ ΣΠ(G2) ⊂ J2 + [−βn, βn] ⊂ J1 + [−bn − βn, bn + βn]
and
J1 + [−bn − βn, bn + βn] ⊂ ΣΠ′(G1) + [−bn − 2βn, bn + 2βn] ⊂ ΣΠ′(F ) + [−bn − 2βn, bn + 2βn].
So, comparing the last two formulas, and taking cn := bn + 2βn, we have ΣΠ(F ) ⊂ U(ΣΠ′(F ), cn) for all
γn-fine partitions Π,Π
′. Integrability now follows from Lemma 4.14. ✷
Now we shall consider integrability for (multivalued) functions taking values in some particular types
of Banach lattices. We first remind that, in general, when f is oH-integrable, then it is also H-integrable:
see Proposition 4.2.
The first case we consider is when X is an L-space: for the definition and properties of L-spaces see [44,
Definition 354M]. When this is the case, we shall write L rather than X to intend that it is an L-space.
The next theorem is a consequence of theorem 4.5 and 4.6.
Theorem 4.16 (see [21, Theorem 15]). Let f : T → L be oH-integrable. Then f is Bochner integrable.
For results on this setting, with respect to variational H-integrability, see also [30, 31, 58].
So, we see that, at least in L-spaces, oH-integrability implies Bochner integrability (with the same inte-
gral). We remark that the last result is somewhat similar to [46, Theorem 5.12]. This is apparently in
contrast with the common situation in general Banach spaces (where only norm integrals are involved);
moreover, in some Banach lattices, Bochner (norm) integrability does not imply oH-integrability: we
remind here the example ([6, Example 2.8]) already presented at the beginning of the section 4.
A consequence of Theorem 4.16 is the following result, which can be viewed as a particular version of
Theorem 4.13.
Theorem 4.17 Let F : T → cwk(L) be an oH-integrable mapping. Let’s also assume that supF (t) ∈
F (t) for all t. Then F is the sum of a Bochner integrable single-valued mapping f : T → X and
an oH-integrable mapping G : T → cwk(X) such that s(x∗, G(t)) ≥ 0 for all elements x∗ ∈ X∗ and
s(x∗, G(t)) = 0 for all positive elements x∗.
Proof: It is enough to combine Theorem 4.13 with Theorem 4.16. ✷
We now come to case of M -spaces (see [44, Definitions 354G]). In this case, the space X will be denoted
by the symbol M . It is well-known that in M an order unit e exists, and an equivalent norm ‖ · ‖e can be
introduced, as follows: ‖ · ‖e(x) := inf{α > 0 : |x| ≤ αe} for all x ∈M (see [57, Corollary 1.2.24]). With
this norm, Definition 2.6 can be applied, and this gives rise to the integral Φe.
Remark 4.18 The equivalence: f : T →M is oH-integrable iff f is H-integrable is given in [6, Proposi-
tion 3.14]: in fact ‖ · ‖e gives a stronger notion of convergence than (o)-convergence, but is equivalent to
‖ · ‖ which is order-continuous, hence order and norm-integrability of f are equivalent.
Proposition 4.19 [6, Proposition 3.14] Given F : T → cwk(M), for every E ∈ Σ we have that
(4.19.1) Φo(F,E) = Φ(F,E) = Φe(F,E),
(4.19.2) IE = Φ(F,E) = Φ
o(F,E) whenever F is oH-integrable.
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Proof: Indeed, in M order and norm convergence are the same (see Remark 4.18): so, also for multi-
functions, H- and oH-integrability coincide. ✷
Observe that [6, Proposition 3.14] is obtained for cfb(X)-valued multifunctions.
We conclude this subsection with some remarks and examples, concerning single-valued maps, with
values in M - or L-spaces.
Example 4.20 Here we give another example in order to show that, in general, H-integrability is not
equivalent to oH-integrability. Let X be any L1 space of infinite dimension, and f : [a, b] → X be the
function defined in the proof of [66, Theorem 3]. The function f is McShane integrable (i.e. H-integrable
in our setting), but not Bochner integrable. Since f takes values in an L-space, it cannot be oH-integrable,
in view of Theorem 4.16.
Remark 4.21 A well-known example given by J. Rodr´ıguez, in [63, Example 2.1], shows that, in general,
(H)-integrable mappings are not Birkhoff (neither, a fortiori, Bochner) integrable. The example is the
mapping f : [0, 1]→ l∞([0, 1]) defined as follows:
f(t)(s) =
{
1, if t− s is a dyadic rational,
0, otherwise.
This function is (McShane) H-integrable, with integral 0. Since l∞([0, 1]) is an M-space, then f is also
oH-integrable, with integral 0. Now, since l∞([0, 1]) ⊂ L1([0, 1]), we can also see that f is oH-integrable
in this space, and therefore Bochner integrable thanks to Theorem 4.16. So, the same mapping f is
Bochner integrable with respect to the ‖ · ‖1 norm but not even Birkhoff integrable with respect to ‖ · ‖∞.
Moreover, as we have seen above, f is an example of oH-integrable map (with values in an M -space)
that is not Birkhoff integrable in that space.
5 The [0, 1] interval case
In this section, we deal with functions defined on the unit interval [0, 1], endowed with the Lebesgue
measure λ, and taking values in an arbitrary Banach lattice with order-continuous norm. We first deduce
that, in this case, monotonicity implies oH-integrability: the following result is inspired at [49, Example
5.36].
Theorem 5.1 Assume that F : [0, 1]→ cwk(X) is an increasing mapping, with respect to the inclusion.
Then F is oH-integrable.
Proof: Since F (t) is order-bounded for all t, we can set K := sup{|x| : x ∈ F (1)} and we have that
F (t) ⊂ [−K,K] for all t. Now, for each integer n let ti :=
i
n
, i = 0, ..., n, and define two multivalued
mappings, G1 and G2, in the following way:
G1(t) =
{
F (ti), t ∈ [ti, ti+1[, i = 0, 1, ..., n− 1
F (tn−1), if t = 1;
G2(t) =
{
F (ti+1), t ∈]ti, ti+1], i = 0, 1, ..., n− 1
F (0), if t = 0.
Clearly G1 and G2 are oH-integrable since they are simple (see Remark 4.11), and it is obvious that
G1(t) ⊂ F (t) ⊂ G2(t) for all t. Now, we shall prove that∫
G2dλ ⊂
∫
G1dλ+ [−
2K
n
,
2K
n
] :
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thanks to Lemma 4.15 this will yield integrability of F . Of course, we have
∫
G2dλ =
1
n
n∑
i=1
F (ti),
∫
G1dλ =
1
n
n∑
i=1
F (ti−1).
Now, take any element z ∈
∫
G2dλ: we have z = n
−1(x1 + x2 + ... + xn), for suitable elements zi ∈
F (ti), i = 1, ..., n. Let us choose arbitrarily x0 ∈ F (0) and define w := n−1(x0 + x1 + x2 + ...+ xn−1). Of
course, w ∈
∫
G1dλ and |z −w| = n−1(|xn − x0|) ≤ n−12K. In conclusion, for every element z ∈
∫
G2dλ
there exists an element w ∈
∫
G1dλ such that |z − w| ≤ 2Kn
−1, i.e.∫
G2dλ ⊂
∫
G1dλ+ [−
2K
n
,
2K
n
]
as announced. The proof is now complete. ✷
In what follows, only norm integrals are considered. Moreover, in order to define Henstock integrability
(and integral), the only partitions allowed consist of (pairwise non-overlapping) subintervals of [0, 1]. This
produces the well-known distinction between Henstock and McShane integrability: indeed, in the latter
type, the partitions allowed still consist of subintervals, but the tags need not belong to the corresponding
subintervals. However, if f is McShane-integrable in this sense, then the integral can be equivalently
defined by allowing also partitions consisting of general measurable subsets: see [43, Proposition 1F].
Considering cwk(X)-valued mappings F defined on [0, 1], we can deduce the following result, related to
[36, Corollary 3.2] and [34, Lemma 1]: we just give a different proof.
Theorem 5.2 Let F : [0, 1] → cwk(X) be Henstock integrable (in cwk(X)). If s(x∗, F ) ≥ 0 a.e. for all
x∗ ∈ X∗, then F is McShane integrable in the sense of [36, Definition 1.3] ( see also [43, 13]).
Proof: Let i be the embedding of cwk(X) into C(Ω) of Theorem 3.3. We see that i(F (t)) is non-negative
for almost all t ∈ [0, 1], and, for every y∗ ∈ C(Ω)∗ we claim that qy∗ := t 7→ 〈y∗, i(F (t))〉 is a Lebesgue
integrable mapping: indeed, Henstock integrability of F implies that qy∗ is Henstock integrable, and, at
least when y∗ is positive, that qy∗ is non-negative, hence also Lebesgue integrable; but every element y
∗
can be written as the difference of two positive functionals (see e.g. [44, Theorem 356.B]) and this clearly
proves our claim. So, i(F ) is Henstock integrable and scalarly Lebesgue integrable, therefore it is Pettis
integrable and, thanks to [41, Theorem 8], also McShane integrable. ✷
Combining Theorem 5.2 and Theorem 3.5 we deduce easily (see also [34, Theorem 1] and [36, Theorem
3.3]):
Theorem 5.3 If F : [0, 1]→ X is H-integrable, then it is the sum of a Henstock-integrable single-valued
mapping f : [0, 1]→ X and a McShane integrable mapping G : [0, 1]→ cwk(X).
Remark 5.4 We remark that the Henstock-Kurzweil-Pettis integral (see e.g. [32, 33]) is essentially
unchanged, if defined in the order sense: indeed, Henstock (or McShane) integral for real-valued functions
(such as the supports s(x∗, F )) is the same also in the order sense.
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