Abstract-Ultrasound imaging relies heavily on the skills of the sonographer, requiring extensive hands-on training. The Interactive Training System for Medical Ultrasound is an inexpensive, software-based training system, in which the trainee scans a lifelike manikin using a sham transducer, containing a 6 degree of freedom (DoF) tracking sensor. The observed ultrasound image is generated from a pre-stored 3D image volume and is controlled by the tracking sensor's position and orientation. Based on the selected 3D volume, the manikin may represent normal anatomy, exhibit a specific trauma or present a given physical condition.
INTRODUCTION AND BACKGROUND
Medical ultrasound imaging is an interactive, real-time imaging modality, which relies heavily on the skills of the sonographer and requires extensive hands-on training, primarily using healthy humans as subjects. The limited availability of training courses and programs restricts the number of sonographers. In addition, few will have opportunities during training to learn to recognize pathologies, abnormalities and trauma conditions even within their specialty. The Interactive Training System for Medical Ultrasound is designed to overcome these limitations. It is an inexpensive, PC-based training system, in which the trainee scans a lifelike manikin using a sham transducer. The observed 2D ultrasound image is generated as a slice through a pre-stored 3D image volume and is determined by the sham transducer's position and orientation. Based on the selected 3D volume, the manikin may represent normal anatomy, exhibit a specific trauma or present a given physical condition or abnormality.
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Other ultrasound simulation systems have been developed. A system developed at the University of Leeds [1] , is focused on needle guidance and uses simulated ultrasound data generated from CT scans. VOLUS [2] uses similar data capture techniques, but focuses on 3D surface mapping of the heart. The UltraSim [3] system has a fullsize mock ultrasound imaging system and uses mechanically-controlled acquisition of ultrasound data.
II. SIMULATION SYSTEM
The purpose of this simulation system is to provide an interactive environment in which the user can perform simulated ultrasound scans in a realistic manner. Figure 1 shows a block diagram of the system. The user scans a manikin containing an embedded Ascension Technology Corporation trakSTAR transmitter using a sham transducer containing the 6 degree of freedom (DoF) tracking sensor [4] . Based on the sensor's position and orientation, a 2D slice is generated from a 3D image volume in real time and displayed on the computer screen. A touch screen is provided for additional interactive features. 
A. 2D Image Generation
The generation of 2D ultrasound B-scans is an important part of the simulation system. The image data for this system are stored as 3D volumes, but must be displayed as 2D slices with proper interpolation. This is accomplished by rendering the 3D volume in a manner such that it appears to be a 2D scan plane.
The first step toward 2D image generation was to implement basic 3D volume rendering capabilities. Volume rendering is accomplished using a C++ library by Jason Bryan called gear, which provides functions for the rendering of voxel-based medical image volumes using OpenGL. The basic functionality was modified to display only a thin slice, giving the appearance of a 2D image. Additionally, orthographic projection is used, rather than perspective, to avoid distortion and changes in size when the view of the image is changed. Figure 2 shows a comparison of a rendered 3D volume and a 2D slice.
In order to cause slices of larger volumes to appear as though they are single ultrasound image frames, it is necessary to display them in the shape of the selected transducer's image field. This is done by using stencil buffer operations, which limit the area of rendering to the shape of the image field of a given transducer. Only pixels within the region defined by the stencil are displayed and all pixels lying outside of this area are set to black. Figure 3 shows a screen capture of the simulation system, and provides an example of applying a stencil for a convex array transducer. 
B. Interactive Control
Interactive control is the key feature of this system, as it provides changes to the displayed image in accordance with the transducer movement. Control is accomplished through the use of an Ascension Technology Corporation trakSTAR 6 DoF tracking system [4] . The trakSTAR is an accurate DC magnetic tracking system, designed to be relatively immune to interference from nearby metal structures.
The position and orientation coordinates from the tracking system are read into the software. These coordinates are in the form of three translations and three angular rotations. The coordinates are continuously applied as transformations to the image volume being displayed. To properly display the scan image, the view is held constant while the volume is translated and rotated in the opposite direction of the transducer movement.
A navigational display can be seen in the upper-left corner of Figure 3 . The navigational display is a useful secondary display, which informs the trainee of the current location of the scan plane with respect to the complete data volume. The position and orientation of this scan plane are continuously updated with the main display.
C. Ultrasound Scanning Features
To make the simulation system more realistic and to enhance the overall experience, ultrasound scanning features were added.
1) Probe Geometry Selection
Ultrasound transducers exist in a number of different geometries including convex array, linear array and phased array, and can be strategically selected to provide a better view for a given situation. This feature provides the option to select probe types relevant to the imaging application. This is accomplished by physically selecting a different sham transducer, which in turn alters the shape of the stencil that determines the visible portion of the current image plane. Currently, the image volume is not modified by this operation, so it is not possible to make a data set captured with one transducer geometry look exactly like it was taken with another. However, this feature does provide the opportunity for the user to work with the viewing area corresponding to the chosen transducer.
2) Scan Depth Selection
Scan depth is an essential feature for medical ultrasound and is thus made adjustable. This adjustment appropriately scales the image to show the selected depth. When a linear array transducer is chosen, the aspect ratio of the scan is also altered. For convex array geometries, as scan depth is increased, the aspect ratio of the scan remains the same because the array angle is maintained regardless of depth.
D. Hardware User Interface
The hardware user interface plays a major role in developing a realistic simulation system. Intelligent hardware design and component selection allow training to closely emulate the experience of performing an actual ultrasound scan. To conceal the tracking transmitter, it is mounted inside of the manikin. A rigid strut is mounted to a backboard to raise the tracking transmitter closer to the scanning surface, as the tracking system performs best when the transmitter and receiver are in close proximity. A section is cut from the manikin's back to make space for the transmitter and the manikin is placed onto the board, covering and completely concealing the transmitter.
1) Manikin With Embedded Tracking Transmitter
2) Sham Transducers To create the sham transducers, the tracking receivers were mounted into empty transducer shells. Linear and convex array plastic shells were provided by Sound Technology, Inc. The tracking sensors are mounted inside the shells using plumber's putty, which is also added into the tip to create a proper weight distribution. Specific care was taken to ensure that the weight, balance and feel are very similar to real transducers. The contact surfaces are cut from sheets of silicone rubber and are similar to those used in real transducers. Figure 5 shows both of the sham transducers. 
3) Touch Screen Interface
To provide a higher level of interactivity and permit additional training features, a touch screen was added to the system. A Surface Acoustic Wave (SAW) touch screen by Planar Systems, Inc. was selected because SAW technology has very high light transmission and does not require skin contact, which permits use of the system while wearing gloves. The touch screen acts as a monitor and a USB mouse, providing both input and output for the system.
III. 3D IMAGE VOLUME GENERATION
The simulation system can only be effective with good image data. Therefore, capture of high-quality image data is important.
The block diagram in Figure 6 shows an overview of the capture process. Multiple 3D ultrasound sweeps are captured, along with 6 DoF position data for each scan plane. These individual sweeps are then stitched together into a large contiguous image volume, which can be stored as part of a database of image volumes. 
A. Ultrasound Data Capture
The ultrasound 3D image volumes should be captured in a manner such that they can easily be stitched together in post processing, i.e., the image data must be captured along with position and orientation information. A program called Stradwin developed at the University of Cambridge is used for data capture [5] . This software is designed for 3D ultrasound capture and interfaces with various position sensors including the Flock of Birds (Ascension Technology, Inc.), which provides a larger operating range than the trakSTAR. Image data can be provided to Stradwin either directly from a Terason computer-based ultrasound system [6] or as a video feed from most standard ultrasound scanners, provided that the position tracking system is used.
B. 3D Image Volume Stitching
Users presented with data consisting of only a single ultrasound sweep would be very limited in their scanning and would effectively be constrained to the scan taken by the clinician who acquired the data. To solve this problem, multiple individual scans are acquired and stitched together in the post-processing phase.
Stradwin provides a feature to easily combine multiple sweeps based on their position and orientation data [7] . The sweeps are lined up solely based on the sensor coordinates and no image comparison is performed. Figure 7 shows the results of a multi-sweep stitching operation. Three separate 3D volume scans were taken of a CIRS Model 057 anthropomorphic phantom and then stitched together using the aforementioned methods. The top three images in the figure are single scan planes taken from each of these three volumes. The bottom image is a scan plane taken from the stitched composite of all three volumes. It is clear that the composite volume includes a larger portion of the anatomy than any single scan.
While scanning phantoms has produced useful image material, capturing data from human subjects has proven to be a more substantial challenge. Cardiac and respiratory motion within the body cause non-trivial movement of organs, making it difficult to accurately reconstruct the anatomy. Bodily structures can also be pushed into different locations by the pressure applied to the transducer. As a result, some portions of the stitched volume may not line up properly. To improve upon these shortcomings, non-rigid registration methods are being studied to properly align volumes based on similar shapes. 
C. Calibration
For accurate data capture, it is essential that the image data be properly calibrated to the coordinate system of the tracking sensor. Stradwin provides a built-in calibration mode that automatically determines this calibration based on a series on motions captured by the user [8] . This consists of scanning a fixed surface and capturing a series of views that involve motions in all 6 DoF.
In theory the calibration process is fairly simple; however, it proves to be much more difficult in practice. It requires a water bath with a proper scan surface and much care is necessary in performing the motions so as to only alter one axis at a time. To remedy this, the designers of Stradwin developed a calibration fixture to provide a controlled surface to be scanned and constrain the calibration motions [8] . Based on their design, a similar calibration fixture, shown in Figure 8 , was manufactured in-house. It consists of an adjustable transducer bracket that moves on a brass bar with 2 wheels and permits movement in all six DoF while providing some additional constraints on movements. 
D. Clinical Capture Considerations
In order for clinical capture of data to be effective, the capture method must be simple and unobtrusive. Scanning should not take significantly longer than an equivalent set of normal ultrasound scans and should not require much additional work by the sonographer. Using one of the hospital's ultrasound scanners for image capture avoids any complications related to the sonographer having to learn a new system. Overall, the process is fairly unobtrusive because most work is done in postprocessing.
A significant limitation of the current capture process is that capturing multiple-sweep volumes from patients with diseases or trauma conditions is not practical because of the extra time required to capture the large area. Options are being explored for overcoming this limitation.
E. Volume Registration and Data Preparation
After the composite image volume has been created, additional processing is necessary. The volume must be appropriately scaled to and aligned with the manikin so that the represented anatomical features are positioned correctly.
The first step in data preparation involves creating a proper header which includes volume dimensions, image data file and data type, volume position offsets, volume scaling factors and feature objects. The use of these feature objects for training purposes is described further in section IV.A.
Since the registration process need only be performed once for a given volume, the alignment is performed manually. Through a series of trial-and-error measurements, the scaling and alignment can be determined to an adequate degree of accuracy with minimal effort.
IV. LEARNING OUTCOMES ASSESSMENT
Learning outcomes assessment features are what make a training system more effective than a simulation system. While a simulation system can be a very useful tool for learning the mechanics of scanning, it does not provide any means of evaluating skills or improvement, so features have been added that can assess the effectiveness of the training.
A. Region of Interest Selection
An important training feature is verification of the trainee's ability to identify specific anatomical features or abnormalities and select them. This tool provides both the interface for localizing specific traumas or pathologies using the touch screen and the ability to determine if features were correctly selected.
Regions of interest can be specified in each data set by feature objects containing a series of points that make up the outline of the features. During a training session, trainees may circle specified features using the touch screen. The system is being developed to provide feedback to the user as to whether he or she has correctly identified one of the predefined anatomical features.
B. Scan Path Recording and Display
Another valuable skill for a sonographer is the ability to scan efficiently, so that a diagnosis is reached in a short time, yet without missing important features. This is especially relevant in emergency ultrasound, where it is critical that internal trauma be identified quickly. By recording the scan path of the transducer, the opportunity exists for the trainee and instructor to later view the scan path and discuss the trainee's scanning methods.
C. Still Image Capture
The ability to capture still images can be a very useful tool for training and evaluation. While performing ultrasound scans, it is common for a sonographer to capture still images of scan planes for documentation and further analysis. The simulation system provides this functionality to increase the realism of the system and provide an additional means of learning assessment.
V. RESULTS
Initial results have been obtained, including a preliminary clinical evaluation.
A. Simulation System
The simulation system is in a demonstrable state and is quite effective. The hardware interface is realistic with two convincing sham transducers. The 6 DoF sensor is very sensitive and can detect movements as small as 0.5 mm and 0.1°. Scan planes are typically updated at a rate of approximately 20 frames per second on a standard laptop computer, giving a smooth real-time appearance.
Currently, the scan format for each transducer type and selectable scan depth has been implemented. Gain compensation has not yet been developed.
B. 3D Image Volume Generation
Generation of 3D image volumes is currently where the most unresolved issues lie. Multi-sweep data have been successfully generated from scans of a phantom, but difficulties have been encountered in effectively capturing and stitching multi-sweep scans using human subjects. Further work is required to develop a consistent method for generating accurate data.
C. Learning Assessment
Simple learning assessment features have been implemented. Still image capture and scan path recording are both functional, but do not yet have viewing interfaces within the software. Identification of anatomical structures using the touch screen has been implemented; however, automatic assessment is still a work in progress. With the current system, the learning assessment tools are valuable for use in conjunction with a course led by a human instructor. Capturing images and scan paths from within the training system can facilitate the training process and require less time with an instructor. Eventually, the system could be more automated, providing immediate and automatic feedback.
D. Initial Clinical Evaluation
An initial clinical evaluation of system performance and images was performed by two sonographers at UMass Memorial Medical Center. They were given the opportunity to test the system and asked to provide feedback. They found the resolution of the tracking system to be realistic and felt that the frame rate was adequate. They liked the idea of an ultrasound training system and pointed out the value of an ultrasound training system for studying a variety of conditions in a hands-on environment. One observed shortcoming was the low quality of the current image data. This observation is quite understandable, as the available image data set was derived from a single sweep of a prostate scaled up to cover a larger area. Overall their reaction was positive.
VI. CONCLUSIONS
In its current state, the Interactive Training System for Medical Ultrasound is a significant step toward a viable training system for a broad range of users of diagnostic ultrasound, from medical students to EMT personnel to sonographers. Despite a few unresolved issues, preliminary testing has proven it to be quite effective. Initial clinical evaluation has been positive and provided encouragement that this can be a truly useful tool. This training system is expected to become a valuable part of the curriculum for the training of sonographers.
