For high-rate maximum distance separable (MDS) codes, most early constructions can only optimally repair all the systematic nodes but not for all the parity nodes initially. Fortunately, this issue was firstly solved by Li et al. in (IEEE Trans. Inform. Theory, 64(9), 6257-6267, 2018), where a very powerful transformation that can convert any nonbinary MDS code into another MDS code with desired properties was proposed. However, the transformation does not work for binary MDS codes. In this note, we address this issue by proposing another generic transformation that can convert any (n, k) binary MDS code into a new binary MDS code, which endows any r = n − k chosen nodes with the optimal repair bandwidth and the optimal rebuilding access properties, and at the same time, preserves the normalized repair bandwidth and the normalized rebuilding access for the remaining k nodes under some conditions. As two immediate algorithms of this transformation, we show that 1) by applying the transformation multiple times, any (n, k) binary MDS code can be converted into an (n, k) binary MDS code with the optimal repair bandwidth and the optimal rebuilding access for all nodes, 2) any binary MDS code with the optimal repair bandwidth or the optimal rebuilding access for the systematic nodes only can be converted into an MDS code with the corresponding repair optimality for all nodes.
I. INTRODUCTION
In the distributed storage systems, one of the major concerns is the reliability. A common way to fulfill reliability is by introducing redundancy. Normally, MDS codes such as Reed-Solomon (RS) codes [1] , can offer maximum reliability for a given storage overhead, thus they have been used extensively as the basis for RAID systems and distributed storage systems [1] - [5] .
Upon failure of a single storage node, a self-sustaining distributed storage system must possess the ability to repair the failed node. A naive way to accomplish this task, for example the repair process of the classical RS codes, is to first reconstruct the original file by downloading an amount of data equals to the size of the original file, and then repair the failed node. However, such repair is rather excessive, and poses the question that can we minimize the repair bandwidth, i.e., the amount of data that needs to be downloaded to repair a failed node.
The seminal work in [6] gave a positive answer to the above question, where the optimal repair bandwidth of an MDS code was established. Subsequently, the optimal rebuilding access was also established in [7] , [8] . Particularly, for an (n, k) MDS code with sub-packetization level N , it is said to have the optimal repair bandwidth if the repair bandwidth is γ * (d) discussed in Section IV. Finally, Section V provides some concluding remarks.
II. PRELIMINARIES
Note that we only focus on binary MDS codes in this paper, therefore, all the scalars, vectors, and matrices are binary. First of all, we fix some notations, which will be used throughout this note.
• "a + b" is computed modulo 2 if a, b ∈ F 2 , i.e., "+" is just the XOR operation in this case.
• A lowercase letter in bold (for example, a) denotes a binary column vector.
• For any two binary column vectors a = (a 0 , · · · , a n−1 )⊤ and b = (b 0 , · · · , b n−1 )⊤ of length n, a + b is defined as
• [i, j] and [i, j) respectively denote the sets {i, i + 1, · · · , j} and {i, i + 1, · · · , j − 1} for any two integers i < j.
Assuming that a source data file comprising of M = kα symbols over F 2 is encoded by an (n = k+r, k) MDS code, and then dispersed across n storage nodes, with each storing α symbols. The contents in these n nodes are usually viewed as n column vectors of length α, i.e., f 0 , f 1 , · · · , f n−1 , respectively. In practice, a code in systematic form is more preferred. In the systematic form, the k nodes storing the original file are named systematic nodes while the remaining nodes are referred to as parity nodes, whose contents are linear combinations of the data in the systematic nodes. Without loss of generality, the first k nodes are assumed as the systematic nodes, then the data in the parity nodes can be expressed as f k+i = A i,0 f 0 + · · · + A i,k−1 f k−1 1 for i ∈ [0, r), where A i,j (j ∈ [0, k)) is an α × α binary matrix, termed the coding matrix of systematic node j for parity node i. Systematic node j and parity node i are also respectively termed node j and node k + i for convenience. The structure of an (n = k + r, k) systematic binary MDS code can be specified by the following equations,
An (n, k) MDS code has the MDS property that the source data file can be reconstructed by connecting any k out of the n nodes, and is preferred to have the optimal repair bandwidth, i.e., any failed node i can be repaired by downloading α/r symbols from each surviving node j, j ∈ [0, n)\{i}. Generally, the data downloaded from node j can be represented by S i,j f j , where S i,j is an α × α matrix with its rank indicating the amount of data that should be downloaded, and S i,j is usually referred as repair matrix. In addition to the optimal repair bandwidth, it is also desirable if an MDS code have the optimal rebuilding access. That is, when repairing a failed node, only α/r symbols are accessed at each surviving node, i.e., the minimum amount of data is accessed at each surviving node [25] . This appealing property enhances the repair bandwidth requirement, and codes with this property are capable of substantially reducing the disk I/O overhead during the repair process.
III. A GENERIC TRANSFORMATION FOR BINARY MDS CODES
In this section, we propose a generic method that can transform any known (n, k) binary MDS code into a new (n, k) MDS code with the optimal rebuilding access for an arbitrary set of r = n − k nodes, where the given binary MDS code is assumed to have even sub-packetization level. Note that such assumption makes sense since most known binary MDS codes have even sub-packetization level in the literature [2] - [5] , [11] , [32] , if the sub-packetization level of some binary MDS code is odd, then one can space-sharing two instances of such code in advance so that the sub-packetization level of the resultant code is even. Choosing some (n, k) binary MDS code as the base code, the r nodes which we wish to endow with the optimal repair bandwidth and the optimal rebuilding access are called the target nodes, while the other k nodes are named the remainder nodes. Without loss of generality, we always assume that the last r nodes are the target nodes unless otherwise stated. For simplicity, sometimes we also denote by TN the target node and RN the remainder node in the sequel. Before presenting this transformation, an example is provided to illustrate the core idea behind it. 1 In fact, for an (n = k + r, k) MDS code, any r nodes can be linearly represented by the other k nodes.
A. An Example (9, 6) MDS Code Given a known (9, 6) MDS code C 1 over F 2 , let N denote its sub-packetization level, where 2|N . We first generate 3 instances of the given code, let (f
2 ) be a codeword/instance of the base code C 1 , where l ∈ [0, 3) and the nodes storing g
2 are designated as the target nodes. For each code-symbol, we divide it into two equal parts. That is, rewrite f
Then through the generic transformation, we can obtain a (9, 6) MDS code with the optimal rebuilding access for the target nodes, as given in Table I , where the target nodes of the new code are denoted as 
1,0 + g
1,1 + g
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Reconstruction: Let us focus on the reconstruction of the original file by using data stored at nodes 2 to 7; other cases can be addressed similarly. In Table I , we can get the components of g
0 and g
1 in the following manner.
Together with the other data in rows 1, 2 at nodes 2 to 7, we now have
5 ) can be reconstructed, respectively, because the base code is an MDS code. Next, with these available data, g
2 and g (1) 2 can now be computed, and together with h 1 , we can obtain g (2) 0 and g (2) 1 since
Finally, together with the other data in the last row at nodes 2 to 5, we now also have
0 , g
2 ), from which we can reconstruct (f
5 ). Thus the original file can indeed be reconstructed using data at nodes 2 to 7. Optimal rebuilding access for the target nodes: Let us focus on the repair of target node 0, for which the following data are downloaded
i.e., the data in row 1 of Table I . Clearly, g (0) 0 can be computed using f
that was stored at target node 0, observe firstly that g
can also be computed using f
5 , this implies that from the downloaded data h
0 , we can recover g
as well, and subsequently obtain h
0 . The other piece of coded data h (2) 0 stored at target node 0 can be computed similarly. Thus target node 0 can indeed be repaired optimally and has the optimal rebuilding access. Other cases can be addressed similarly.
B. A Key Pairing
In this subsection, we introduce a pairing technique of two column vectors and analysis its properties, which will be crucial for the generic transformation.
From now on, the integer N is always assumed to be an even constant. For any two column vectors a[i] and b[i] of length N , we divide them into two equal parts, which can be represented as
Then we define a linear operation ⊞ between two column vectors a[i] and b[i] of length N as
For any two column vectors a and b of length tN , where t, N ≥ 1 and N is even, we divide them into t segments, i.e., rewrite a and b as
. . .
. . . Based on (1), we further define a linear operation ⊞ N between two column vectors a and b of length tN as
i.e., performing the linear operation ⊞ defined in (1) on the each segment of a and b.
Then, the following fact is obvious. 
with L being any positive integer.
C. A Generic Transformation
In this subsection, we present the generic transformation, which utilizes a known (n = k + r, k) binary MDS code C 1 with sub-packetization level δN as the base code, where δ ≥ 1. The generic transformation is then carried out through the following three steps.
Step 1: An intermediate MDS code C 2 by SPACE SHARING r instances of the base code
j respectively be the data stored at remainder node i and target node j of an instance of the code C 1 , where i ∈ [0, k) and l, j ∈ [0, r). We can thus construct an intermediate MDS code C 2 with sub-packetization level rδN by space sharing r instances of the base code C 1 .
Step 2: An intermediate MDS code C 3 by PERMUTING the data in the target nodes of C 2
From C 2 , we construct another intermediate MDS code C 3 by permuting the data in the target nodes while keeping the remainder nodes intact. Let h j denote the data stored at target node j of code C 3 . For convenience, we write h j as
is a column vector of length δN . Let π 0 , π 1 , · · · , π r−1 be r permutations on [0, r), which should satisfy some specific requirements (the requirements are given more precisely in Theorem 3). Then h
Step 3: The resultant code C 4 by PAIRING the data in the target nodes of C 3
From the code C 3 , we construct the desired storage code C 4 by modifying only the data at the target nodes while keeping the remainder nodes intact. Let h ′ j denote the data stored at target node j of code C 4 . For convenience, we write h ′ j as
, are column vectors of length δN that defined by
where the linear operation ⊞ N is defined in (3).
The new code C 4 is depicted in Table II .
In the following, we show that the new code C 4 maintains the MDS property of the base code. The proof is similar as that in [28] , nervelessly, we include it for completeness. 
Theorem 1. Code C 4 has the MDS property.
Proof. The code C 4 possesses the MDS property if any k out of the n nodes can reconstruct the original file, which is equivalent to reconstructing the data f (l)
i , i ∈ [0, k) and l ∈ [0, r) at the remainder nodes according to the MDS property of the base code. We discuss the reconstruction in two cases.
(i) When connecting to all the k remainder nodes: there is nothing to prove.
(ii) When connecting to k − t remainder nodes and t target nodes where 1 ≤ t ≤ min{r, k}: we assume that I = {i 0 , i 1 , · · · , i t−1 } is the set of the indices of the remainder nodes which are not connected and J = {j 0 , j 1 , · · · , j t−1 } is the set of the indices of the target nodes which are connected, where
Firstly, given the data in Table III from the target nodes connected, we can obtain the data h u (l, u ∈ J) according to Fact 1-(i) (specifically for t = 1, no equation needs to be solved). Secondly, for each l ∈ J, combining the data h (l) u (u ∈ J) at the target nodes with the data f
u , u ∈ [0, r)\J, by means of the MDS property of the code C 1 and (4). Thirdly, from the data in Table IV at the target nodes connected, we then are able to obtain the data h i , i ∈ [0, k − 1]\I at the k − t remainder nodes connected, we can recover the remaining data f
it−1 by means of the MDS property of the code C 1 for each l ∈ [0, r). 
Next, we verify that the target nodes of code C 4 have the optimal repair bandwidth and the optimal rebuilding access.
Theorem 2. The target nodes of code C 4 has the optimal repair bandwidth and the optimal rebuilding access.
Proof. We show that for any j ∈ [0, r), target node j can be repaired by accessing and downloading h
Firstly, using f
s , s ∈ [0, r), and then obtain h (j)
s , s ∈ [0, r) according to (4) . Next, for any 0 ≤ l = j < r, from the downloaded data h
according to Fact 1-(ii), and thus get h
j , which has already been computed in the first step, target node j can indeed be repaired optimally and has the optimal rebuilding access.
Finally, we examine the repair of the remainder nodes of code C 4 , which is almost the same as that of the base code under some conditions. 
where S i,j,m is an Proof. If the repair strategy for remainder node i of the base code is naive, then so does for that of the new code C 4 . Herein we only now focus on the non-naive case.
According to R1, for any i
can be repaired by downloading the data S i,s,m
, j ∈ [0, r) from the surviving nodes, where m ∈ [0, δ).
By R2, we have
for all j, l ∈ [0, r) with j = l and m ∈ [0, δ). Then, the repair process for remainder node i of code C 4 can be proceeded according to the following three steps:
and m ∈ [0, δ),
(b) For all j, l ∈ [0, r) with j = l, according to Fact 1 and (7), from
and
we can get
Together with the data
the previous step, the data S i,k+j,m
j ), is available now for all j, l ∈ [0, r) by (4).
(c) For each l ∈ [0, r), invoke the repair procedure of the base MDS code to regenerate f
by the data obtained in the previous two steps.
Note that Requirement R2 of Theorem 3 can always be satisfied. For any given m ∈ [0, δ), if there does not exist a matrix S i,m such that S i,m = S i,k+j,m for all j ∈ [0, r), then one can always employ permutations π 0 , · · · , π r−1 such that π l (j) = π j (l) for l, j ∈ [0, r). For example, set π l (j) = l + j (modr), for l, j ∈ [0, r). Therefore, we only need to verify R1 when apply Theorem 3 in the subsequent sections.
D. An Alternative Pairing Technique for Step 3 -Target Nodes Unchanged
Note that in step 3 of the generic transformation in Section III-C, we modified the data at the r target nodes of code C 3 to endow them with the optimal repair bandwidth. However, the resultant code C 4 is no longer of systematic form if some r systematic nodes are chosen as the target nodes. In fact, we can provide an alternative pairing technique similarly as that in Section IV-C in [28] , which attains any r target nodes with the optimal repair bandwidth, but keeping the systematic form of the code. This alternative approach allows us to modify the data at some r remainder nodes by pairing the target nodes' data components at these nodes, essentially substituting the original pairing operation on the target nodes. The detail is very similarly to that in [28] , here we provide the substitution technique for completeness.
Without loss of generality, we choose the last r nodes as target nodes and modify the data at the first r nodes. Recall that the base code C 1 is an MDS code, which implies that f
r−1 for any l ∈ [0, r). That is,
for some nonsingular matrices A j,0 , · · · , A j,k−1 of order N . Then, we define a new storage code C ′ 4 (given in Table V) as
where
is a column vector of length N defined by 
Note from (9) that for t, l ∈ [0, r) with t > l, we have
which together with (3) we further have
In this sense, the new code C ′ 4 can be obtained by pairing the data at the target nodes of the storage code C ′ 3 in Table VI , i.e., by applying step 3 to the code C ′ 3 , where f
r−1 is an instance of the base code C 1 according to (8) .
Similarly to that in [28] , we immediately have the following result. 
IV. APPLICATIONS OF THE GENERIC TRANSFORMATION: BUILDING ALL-NODE-REPAIR BINARY MDS CODES
In the previous section, we provided a generic method that can transform any known (n, k) binary MDS codes into a new (n, k) binary MDS code with the optimal rebuilding access for an arbitrary set of r nodes while preserving the normalized repair bandwidth and the normalized rebuilding access of the other k nodes if some conditions are met. In this section, we discuss two specific algorithms based on the transformation, which can lead to binary MDS codes with the optimal repair bandwidth/optimal rebuilding access for all nodes.
A. Building Binary MDS Codes with the Optimal Rebuilding Access for All Nodes from Any Binary MDS Codes
Choosing any (n, k) binary MDS code with even sub-packetization level N as the base code Q 0 , for example, one can choose the EVENODD code [2] or its generalizations in [3] , [4] , or the STAR code [5] as the base code. We can build a binary MDS code with the optimal repair bandwidth and the optimal rebuilding access for all nodes through the following Algorithm 1. Fig. 1 . The first application of our generic transformation, where T denotes our generic transformation and a white (resp. gray) rectangle denotes a storage node without (resp. with) the optimal rebuilding access Theorem 3 is satisfied during each round of the transformation in Algorithm 1. Indeed, it can be checked by the induction as follows.
Inductive hypothesis: For t ∈ [1, m − 1), the first tr nodes of the code Q t can be optimally repaired and the r t N × r t N repair matrix S (t) i,j of node i (i ∈ [0, tr)) is of the form
for all j ∈ [0, n)\{i} and w ∈ [0, r t ) with (w t−1 , · · · , w 1 , w 0 ) denoting its r-ary expansion, where l is a nonnegative integer such that lr ≤ i < (l + 1)r, I N/2 and 0 N/2 respectively denote the identity matrix and zero matrix of order N/2.
In the t-th round, the MDS code Q t is set as the base code, and nodes
are designated as target nodes. Clearly, the repair matrices of the first min{tr, k − r} nodes of the base code Q t satisfy the requirement R1 of Theorem 3 by (10) and (11) . Further, the inductive hypothesis is true for all the r t+1 N × r t+1 N repair matrices S (t+1) i,j of the first min{(t + 1)r, k} nodes of the MDS code Q t+1 since
In the following, we provide an example of the application. Table VII [2] . 
according to (9) , which lead to the code Q 1 in Table IX . 
B. Constructing All-Node-Repair Binary MDS Codes from existing one with the optimal repair bandwidth for all the systematic nodes
In the literature, there are some binary MDS codes with the optimal repair bandwidth for all the systematic nodes but not for all the parity nodes. For example, in [9] , an (n = k + 2, k) binary MDS code named MDR code was presented with the optimal repair bandwidth and the optimal rebuilding access for the first k + 1 nodes but not for the last node. Later, two modified versions of MDR code decrease the sub-packetization level from α = 2 k to α = 2 k−1 were presented in [10] . In this subsection, we first present an algorithm to build a binary MDS code with the optimal repair bandwidth for all nodes from any (n, k) binary MDS code with the optimal repair bandwidth for all the systematic nodes but not for all the parity nodes, then as an example, demonstrate a new binary MDS code with the optimal rebuilding access for all nodes by performing the algorithm to the first version of the modified MDR (MDR-1 for short) code in [10] , where the two parity nodes of the code are designated as the target nodes.
Actually, in Algorithm 2, R1 of Theorem 3 is alway satisfied for the binary MDS code C 2 . If R1 of Theorem 3 is not true for C 1 , then for i ∈ [0, k) and j ∈ [0, n)\{i}, the repair matrix S C2 i,j of systematic node i of C 2 have the form and then satisfies (6) , where S C1 i,j is the repair matrix of systematic node i of C 1 . Thus, Algorithm 2 generates an (n = k + r, k) binary MDS code with the optimal repair bandwidth for all nodes by Theorems 1-3, while the sub-packetization level is 4α
In the following, we provide an example of such algorithm. Let us first recall the repair strategy of the systematic nodes of the (n = k + 2, k) MDR-1 code in [10] , which has a sub-packetization level α = 2 k−1 , where we focus on k ≥ 4 in general.
For an integer j, where j ∈ [0, 2 k−1 ), let (j k−2 , · · · , j 1 , j 0 ) be its binary expansion, i.e., j = j 0 + 2j 1 + · · · + 2 k−2 j k−2 . When repairing node i (i ∈ [0, k)) of the MDR-1 code in [10] , one accesses and downloads the j-th element from each surviving node for all j ∈ J i , where 
Example 2. For the (6, 4) MDR-1 code C 1 in [10] , it is binary and has a sub-packetization level of 8, the structure of C 1 can be depicted as in Table XII . 
1 denote an instance of the (6, 4) MDR-1 code C 1 for l ∈ [0, 4) with g 
0 + g a 4 , a 3 , a 2 , a 1 , a 0 )|a 0 + a 1 = 1}, if i = 3
.
While parity nodes 0, 1 are respectively optimally repaired by accessing and downloading the j-th element from each surviving node for all j ∈ J 4 and J 5 , where J 4 = {a = (a 4 , a 3 , a 2 , a 1 , a 0 )|a 4 = 0}, and J 5 = {a = (a 4 , a 3 , a 2 , a 1 , a 0 )|a 4 = 1}.
V. CONCLUDING REMARKS
In this paper, a generic transformation that can be applied to any existing binary MDS code was proposed, which produces new MDS codes with some arbitrarily chosen r nodes having the optimal repair bandwidth and the optimal rebuilding access.
Furthermore, we provided two important algorithms of this transformation to yield binary MDS codes with the optimal repair bandwidth for all nodes. The computation complexity of the new binary MDS codes obtained by our generic transformation is very low, where only XOR operation is needed to perform on the base code to complete the encoding, decoding, and repairing process.
