Abstract. A real matrix is said to be totally positive if all its minors are nonnegative. In this paper it is shown that properties of totally positive matrices can be applied to graph theory, and conversely. In fact, some properties of undirected and directed graphs (digraphs) are characterized in terms of the associated totally positive matrices. Some results on the existence of nonintersecting paths in a digraph are also provided.
1. Introduction. The relations between graph theory and matrix theory constitute a well-established area of research (see [7] ). This paper explores some connections between theoretic properties of totally positive matrices and graph theoretic properties of certain graphs naturally associated with the matrices. Section 2 deals with undirected graphs. Given a symmetric matrix A = (a ij ) 1≤i,j≤n , the undirected graph G(A) is the usual graph in which there is an edge {i, j} if and only if i = j and a ij = 0. We call a clique of a graph a vertex-induced subgraph of G that is complete (i.e., all possible pairs of different vertices are edges). The maximum cardinality of a clique in G will be denoted by c(G). If c(G) = 2, we shall say that the graph is triangle-free. There are many examples of triangle-free graphs. Obviously, trees and cycles are triangle-free. Since a cycle of a bipartite graph has even length, bipartite graphs are also triangle-free. A graph without simple cycles of length greater than or equal to four is usually said to be chordal. We say that a graph is quadrilateral-free if it has no cycles of length four.
Let us introduce now some of the classes of matrices that will be used in this paper. An n × n matrix A is TP k if all r × r minors of A are nonnegative for all r = 1, . . . , k. If A is TP n , then it is called totally positive. This class of matrices has many applications in mathematics, statistics, economics, etc. (see [14] , [1] ). Some recent characterizations of totally positive matrices can be found in [9] , [10] , [11] . In Proposition 2.1 we prove that a symmetric TP 2 matrix A with nonzero rows is p-banded if and only if c(G(A)) ≤ p; so, in particular, G(A) is triangle-free if and only if A is tridiagonal. The corresponding characterization of the symmetric TP 2 matrices A such that G(A) is quadrilateral-free is given in Proposition 2.4.
A square matrix A is called M -matrix if A = αI − P , where I is the identity matrix, P is a nonnegative matrix, and α ≥ ρ(P ) (the spectral radius of P ) is a positive real number. M -matrices have many equivalent definitions (see [5, Chapter 6] ). Mmatrices have important applications, for instance, in iterative methods in numerical analysis, in the analysis of dynamical systems, in economics, and in mathematical programming. Given a matrix A = (a ij ) 1≤i,j≤n , its comparison matrix is defined by M(A) = (m ij ) 1≤i,j≤n (with m ii := |a ii | and
An n × n matrix A is completely positive if it can be written as A = BB T , where B is an n × m nonnegative matrix. Completely positive matrices are positive semidefinite matrices and, for any graph G, there exists a completely positive matrix A such that G(A) = G. Some recent results on graphs which are associated with completely positive matrices can be found in [3] and [4] , and [2] surveys many results on completely positive matrices. [8, Theorem 5] characterizes completely positive matrices A with G(A) triangle-free and [13, Theorem 1] characterizes M -matrices A with G(A) triangle-free. In Proposition 2.5 we characterize the corresponding case of totally positive matrices. At the end of section 2 some results on the convergence of iterative methods to solve tridiagonal totally positive linear systems are given.
Section 3 deals with directed graphs (digraphs). The existence of nonintersecting paths in a digraph is a topic of wide interest in combinatorics. We give several results on this topic. Our fundamental tools to obtain these results are provided by an interpretation of the totally positive matrices in terms of digraphs (which was given in [6, Theorem 3.1]) and some properties of the totally positive matrices obtained in [9] , [10] , and [12] .
2. Undirected graphs and totally positive matrices. In this section we shall deal with undirected graphs on vertices {1, 2, . . . , n}. Now let us introduce some matricial notation. An n × n matrix is p-banded if all its entries are zero except within the band |i − j| < p. A tridiagonal matrix is a 2-banded matrix. Given k, n ∈ N,
is by definition the k × k submatrix of A containing rows numbered by α and columns numbered by β.
In the next result we shall use the condition that the matrix has no zero rows because we are interested in graphs with no isolated vertices. PROPOSITION 2.1. Let A be a symmetric TP 2 matrix with nonzero rows. Then c(G(A)) ≤ p if and only if A is p-banded.
Proof. As every n × n matrix is n-banded, we assume p ≤ n − 1. If A is pbanded, then c(G(A)) ≤ p since A has no (p + 1) × (p + 1) principal submatrices whose off-diagonal entries are nonzero.
Let us assume now that A is an n × n matrix with c(G(A)) ≤ p and let us see by induction on n that A is p-banded. If n = 2 and c(G(A)) = 1, then A has a zero off-diagonal entry and, by symmetry, A is a diagonal matrix. Let us suppose that the result holds for n − 1 and let us prove it for n. By the induction hypothesis, the matrices A[1, . . . , n − 1] and A[2, . . . , n] are already p-banded. Thus, it remains to see a 1n = 0 (and so, by symmetry, a n1 = 0). Let us assume that a 1n = 0 and we shall get a contradiction.
If p < n − 1, we have that a 1,n−1 = 0. Since by symmetry A has no zero columns, there exists k ∈ {2, . . . , n} such that a k,n−1 > 0. Thus, det A[1, k|n − 1, n] = −a 1n a k,n−1 < 0, which contradicts that A is TP 2 .
Finally, let us consider the case of p = n − 1. Let us observe that arguments similar to those of the previous case show that a 1k = 0 for all k and that a kn = 0 for all k. Since c(G(A)) ≤ p, p = n − 1, and A is symmetric, there exists a ij = 0 for some i ≤ j < n. So then det A[1, i|1, j] = −a i1 a 1j < 0, which gives us the final contradiction.
Applying the previous result to p = 2, we derive the following characterization of symmetric TP 2 matrices A with G(A) triangle-free. COROLLARY 2.2. Let A be a symmetric TP 2 matrix with nonzero rows. Then G(A) is triangle-free if and only if A is tridiagonal.
We have already mentioned that the condition of dealing with matrices without zero rows is natural in the framework of graphs. Let us observe that without this restriction the previous result does not hold because, for instance, the symmetric matrix
is totally positive and G(A) is triangle-free, but A is not tridiagonal. Now we can easily deduce from Corollary 2.2 a characterization of the TP 2 symmetric matrices A such that G(A) is a tree. COROLLARY 2.3. Let A be a symmetric TP 2 matrix. Then the following conditions are equivalent:
(ii) A is tridiagonal and irreducible. 
Proof. Let us assume first that G(A) is quadrilateral-free. Since c(G(A)) ≤ 3, A is 3-banded by Proposition 2.1. Let us suppose now that there exists an index i such that a i,i+2 = 0 and a i+1,i+3 = 0 and we shall obtain a contradiction. By symmetry, a i+2,i = 0 and a i+3,i+1 = 0, and these four numbers are positive since A is TP 2 . If a i,i+1 = 0, we would have detA[i, i + 3|i + 1, i + 2] = −a i,i+2 a i+3,i+1 < 0, which contradicts that A is TP 2 . Analogously, if a i+2,i+3 = 0, we would have detA[i + 1, i + 2|i, i + 3] = −a i+1,i+3 a i+2,i < 0, which contradicts again that A is TP 2 . In conclusion, the elements a i,i+2 , a i+1,i+3 , a i,i+1 , and a i+2,i+3 are nonzero and so they are associated with a cycle of length four in G(A), which again gives a contradiction.
Let us prove now the converse. Let us assume that A is 3-banded and that G(A) has a cycle of length four. Let i(≤ n − 3) be the least index associated with the vertices of this cycle. Since A is 3-banded, the other two vertices of the cycle adjacent to i must be associated with the indices i + 1 and i + 2, and i + 3 must correspond to the fourth vertex, which is adjacent to i + 1 and i + 2. But then we have that a i,i+2 = 0 and a i+1,i+3 = 0, which proves the converse of the proposition.
In [8, Theorem 5] completely positive matrices A with G(A) triangle-free were characterized, and a characterization of nonsingular M -matrices with G(A) trianglefree was obtained in [13, Theorem 1] . The next result gives the corresponding characterization for the case of symmetric totally positive matrices. PROPOSITION 2.5. Let A be a nonsingular, nonnegative, and symmetric matrix with G(A) triangle-free. Then the following conditions are equivalent:
(i) A is totally positive.
(ii) A is tridiagonal completely positive.
If A is totally positive and G(A) is triangle-free, then A is tridiagonal by Corollary 2.2. On the other hand, a totally positive matrix admits an LU factorization with L and U totally positive (cf. [1, Theorem 3.5] ) and since A is symmetric we can deduce that it is completely positive. In fact, the factors in the unique LDU factorization of A are nonnegative (see, for instance, the second part of Theorem 4.1 ′ of [11] ) and therefore the factors in the Cholesky factorization of A are nonnegative matrices.
(ii) =⇒ (i) If A is completely positive, it is in particular a positive semidefinite symmetric matrix and so its principal minors are nonnegative. Now (i) follows from [1, Theorem 2.3] since A is a nonnegative tridiagonal matrix.
(ii) ⇐⇒ (iii) It is a consequence of [8, Theorem 5] . REMARK 2.6. In contrast with the previous results, condition (i) of Proposition 2.5 imposes the total positivity of the matrix A instead of the property of being TP 2 . The following matrix A shows that a TP 2 tridiagonal matrix is not necessarily totally positive:
On the other hand, Proposition 2.5 cannot be extended in a natural way to matrices A with G(A) quadrilateral-free. For instance, the matrix
is a completely positive 3-banded symmetric matrix with nonzero rows, but B is not totally positive (it is not even TP 2 ).
In the next result we see that the equivalence between (i) and (iii) of Proposition 2.5 also holds for nonsymmetric matrices. PROPOSITION 2.7. Let A be a tridiagonal nonnegative matrix. Then A is totally positive if and only if its comparison matrix M(A) is an M -matrix.
Proof. Let us consider the diagonal matrix K n = diag{1, −1, 1, . . . , (−1) n+1 }. The matrix K n AK n has nonnegative diagonal elements and nonpositive off-diagonal elements because A is tridiagonal and nonnegative. Therefore, K n AK n is the comparison matrix M(A) of A. Furthermore, the principal minors of K n AK n coincide with the principal minors of A because they only differ in the fact that in K n AK n the even rows and even columns of A have been multiplied by (−1).
If A is totally positive, then K n AK n has nonnegative principal minors and, by Theorem (4.6) of Chapter 6 of [5] 
is an M -matrix, then it has nonnegative principal minors by Theorem (4.6) of Chapter 6 of [5] . Consequently, the nonnegative matrix A is totally positive by [1, Theorem 2.3].
As a consequence of the previous result we may obtain from Theorem (5.14) of Chapter 7 of [5] a result on the convergence of iterative methods for tridiagonal totally positive matrices. As usual, let D = diag(a 11 , . . . , a nn ) and −L and −U be the strictly lower and strictly upper triangular parts of A, respectively. Thus, A = D − L − U . The iteration matrices for the Jacobi and successive over relaxation (SOR) methods are
, respectively. COROLLARY 2.8. Let A be a tridiagonal nonsingular totally positive matrix. Then the Jacobi method is convergent and the SOR method converges whenever
3. On the existence of nonintersecting paths in digraphs. In this section we shall deal with digraphs. We shall show how some properties of the totally positive matrices follow easily from their interpretation in terms of digraphs and, conversely, we shall see that information on the existence of nonintersecting paths with positive weight in a digraph can be obtained from the properties of the totally positive matrices.
Following the notations of [6] , let D = (V, A) be a digraph. We shall assume that D has no loops or multiple edges. So, the elements of A (i.e., the edges) can be identified with ordered pairs (u,
Let D = (V, A, w) be a locally finite, weighted digraph. For a path
where w(π 1 , . . . , π r ) := r i=1 w(π i ) and where the sum is over all r-tuples (π 1 , . . . , π r ) of paths from u to v (i.e., π i is a path from u i to v i , for i = 1, . . . , r) that are nonintersecting (i.e., π i and π j have no vertices in common if i = j). Most classes of plane partitions that are of interest (either by association with the representation theory of the classical groups, or for purely combinatorial reasons) can be interpreted as configurations of nonintersecting paths in a digraph. We say that u and v are compatible if, for every σ ∈ S r \{Id} (where S r is the group of permutations of a set of r elements), there are no r-tuples of paths from (u 1 , . . . , u r ) to (v σ(1) , . . . , v σ(r) ) that are nonintersecting. The proof of the following result can be found in [16 
The previous result gives no information about which sets of the vertices are compatible. However, if D is planar it is often possible to take advantage of the underlying topology, as shown in [16] . For example, suppose that one may pass a Jordan curve C through two sets of vertices I and J so that all paths from I to J are contained in the interior of C. If the vertices of I and J are arranged along two distinct segments of C, then I must be compatible with J. [16, Proposition 1.4] gives an algebraic method for identifying compatible sets of vertices.
Proposition 3.1 implies that if D is a locally finite, nonnegative digraph and (u 1 , . . . , u n ), (v 1 , . . . , v n ) ∈ V n are compatible, then the matrix (P D (u i , v j )) 1≤i,j≤n has a nonnegative determinant. The following concept leads to totally positive matrices. We say that u = (u 1 , . . . , u n ), v = (v 1 , . . . , v n ) ∈ V n are fully compatible if (u i1 , . . . , u ir ) and (v j1 , . . . , v jr ) are compatible for all (i 1 , . . . , i r ), (j 1 , . . . , j r ) ∈ Q r,n and 1 ≤ r ≤ n. The following characterization of totally positive matrices corresponds to [6, Theorem 3.1]. THEOREM 3.2. Let U be an n × n matrix. Then U is totally positive if and only if there exists a planar, locally finite, nonnegative digraph D = (V, A, w) and
n are compatible and (3.1) is strictly positive (and so there exists an n-tuple of nonintersecting paths with positive weight from each u i to each v i ), we say that u and v are strictly compatible.
The following result follows immediately from the previous definitions. LEMMA 3.3 . Let D = (V, A, w) be a locally finite, nonnegative digraph and
n be strictly compatible and such that for all
n such that they are fully compatible and The next result illustrates how Theorem 3.2 can be used to obtain properties of totally positive matrices. In fact, we shall show that the well-known strict positivity of the principal minors of a nonsingular totally positive matrix (see for instance [1, Corollary 3.8] ) is a straightforward consequence of Theorem 3.2.
PROPOSITION 3.5. If an n × n totally positive matrix B is nonsingular, then det B[α] > 0 for every k ∈ {1, . . . , n} and α ∈ Q k,n .
Proof. By Theorem 3.2 there exists a planar, locally finite, nonnegative digraph D = (V, A, w) and u = (u 1 , . . . , u n ), v = (v 1 , . . . , v n ) ∈ V n fully compatible satisfying that B = (P D (u i , v j )) 1≤i,j≤n . Since B is nonsingular, we have that u and v are in fact strictly compatible. By Lemma 3.3 we have that (u i1 , . . . , u ir ) and (v i1 , . . . , v ir ) are strictly compatible for all (i 1 , . . . , i r ) ∈ Q r,n and 1 ≤ r ≤ n, and then the result follows. Now we shall apply some results of the theory of totally positive matrices to know the existence of nonintersecting paths with positive weight in a digraph. We say that
n are strictly fully compatible if (u i1 , . . . , u ir ) and (v j1 , . . . , v jr ) are strictly compatible for all (i 1 , . . . , i r ), (j 1 , . . . , j r ) ∈ Q r,n and 1 ≤ r ≤ n (and so there will be nonintersecting paths with positive weight from (u i1 , . . . , u ir ) to (v j1 , . . . , v jr )). In the next result we shall deduce the existence of r-tuples of paths with positive weight from all sets of vertices (u i1 , . . . , u ir ) to all sets (v j1 , . . . , v jr ) ((i 1 , . . . , i r ), (j 1 , . . . , j r ) ∈ Q r,n and 1 ≤ r ≤ n) from the existence of nonintersecting paths with positive weight between some special sets of vertices. PROPOSITION 3.6. Let D = (V, A, w) be a locally finite, nonnegative digraph and u = (u 1 , . . . , u n ), v = (v 1 , . . . , v n ) ∈ V n be fully compatible. If for k = 1, 2, . . . , n we have that (u 1 , u 2 , . . . , u k ) is strictly compatible with (v n−k+1 , v n−k+2 , . . . , v n ) and also that (u n−k+1 , u n−k+2 , . . . , u n ) is strictly compatible with (v 1 , v 2 , . . . , v k ), then u and v are strictly fully compatible.
Proof. By Proposition 3.1 the matrix B := (P D (u i , v j )) 1≤i,j≤n is totally positive. By hypothesis, for k = 1, 2, . . . , n det B [1, 2, . . . , k|n − k + 1, n − k + 2, . . . , n] > 0 and det B [n − k + 1, n − k + 2, . . . , n|1, 2, . . . , k] > 0. Now the result follows from [9, Theorem 4.3] .
In the previous result we have proved that u and v are strictly fully compatible assuming previously that u and v are fully compatible. In the next result we remove this assumption and we obtain a result of a similar nature to Proposition 3.4. PROPOSITION 3.7. Let D = (V, A, w) be a locally finite, nonnegative digraph and u = (u 1 , . . . , u n ), v = (v 1 , . . . , v n ) ∈ V n be fully compatible. Let us assume that, for k = 1, 2, . . . , n, (u 1 , u 2 , . . . , u k ) is strictly compatible with (v n−k+1 , v n−k+2 , . . . , v n ) and also that (u n−k+1 , u n−k+2 , . . . , u n ) is strictly compatible with (v 1 , v 2 , . . . , v k ), and that for all d ∈ {1, 2, . .
n such that they are strictly fully compatible and Given u = (u 1 , . . . , u n ), v = (v 1 , . . . , v n ) ∈ V n , a (trivial) necessary condition for the existence of nonintersecting paths with positive weight from (u i1 , . . . , u ir ) to (v j1 , . . . , v jr ) is that there exist paths with positive weight from u i l to v j l for l = 1, . . . , r. Two compatible u,v are called almost strictly fully compatible if this necessary condition is also sufficient, i.e., (u i1 , . . . , u ir ) is strictly compatible with (v j1 , . . . , v jr ) if and only if there exist paths with positive weight from u i l to v j l for l = 1, . . . , r. Let us remark that if u,v are almost strictly fully compatible (respectively, strictly fully compatible), then the corresponding matrices B = (P D (u i , v j )) 1≤i,j≤n are almost strictly totally positive (respectively, strictly totally positive). These matrix definitions can be found in [9] and [12] .
The next result will provide a sufficient condition to prove that u,v are almost strictly fully compatible. Previously, we have to recall some well-known facts on the zero pattern of a nonsingular totally positive matrix A = (a ij ) 1≤i,j≤n . Taking into account that by Proposition 3.5 it cannot have a zero as a diagonal entry and that all its 2 × 2 minors are nonnegative, one can deduce that its entries satisfy
Thus, the patterns of zeros of these matrices are determined by the following indices. For an n × n matrix A let us denote i 0 = 1, j 0 = 1; for t = 1, . . . , l :
where l is given in this recurrent definition by i l = n + 1. Analogously we denotê j 0 = 1,î 0 = 1; for t = 1, . . . , r :
whereĵ r = n + 1. In other words, the entries below the places (i 1 − 1, j) with j 0 ≤ j < j 1 , (i 2 − 1, j) with j 1 ≤ j < j 2 , . . . , (i l−1 − 1, j) with j l−2 ≤ j < j l−1 are zero. So are the entries to the right of the places (i,ĵ 1 − 1) withî 0 ≤ i <î 1 , (i,ĵ 2 − 1) withî 1 ≤ i <î 2 , . . . , (i,ĵ r−1 − 1) withî r−2 ≤ i <î r−1 . On the other hand, the entries of both lists, those above the first list and those to the left of the last list, are nonzero. We shall say that the matrix A has a zero pattern given by
Only matrices with these patterns of zeros and all the other entries positive can be nonsingular totally positive. Besides, we have that
Let us consider an example of a 10 × 10 matrix with l = r = 3 and {i . . . , v n ) ∈ V n be fully compatible and strictly compatible. Let B := (P D (u i , v j )) 1≤i,j≤n , with a zero pattern given by I, J,Î,Ĵ as above. Let us assume also that for 1 ≤ t ≤ l and j t−1 ≤ h < j t , (u it−1−h+j k , . . . , u it−1 ) is strictly compatible with (v j k , v j k +1 , . . . , v h ) (where j k = max{j s |s ≤ t − 1, h − j s < i t − i s }) and that for 1 ≤ t ≤ r andî t−1 ≤ h <î t , (uî ) (whereî k = max{î s |s ≤ t − 1, h −î s <ĵ t −ĵ s }). Then u and v are almost strictly fully compatible.
Proof. Since u and v are fully compatible, the matrix B is totally positive by Theorem 3.2. B is also nonsingular because u and v are strictly compatible. Thus, B has a zero pattern given by I, J,Î,Ĵ as above. Now the result follows easily from the equivalence of (1) and (3) in [12, Theorem 3.3] .
Finally, let us mention that [9, Theorem 4.3 (ii)] (respectively, [12, Theorem 3.3 (2) ]) provides an algorithmic way to check that fully compatible sets of vertices u = (u 1 , . . . , u n ), v = (v 1 , . . . , v n ) are strictly fully compatible (respectively, almost strictly fully compatible): we have to check the positivity of the pivots (respectively, of the pivots corresponding to the nonzero elements) when we perform the Neville elimination of the matrix (P D (u i , v j ) ) 1≤i,j≤n . Roughly speaking, Neville elimination is a procedure to create zeros in a matrix by means of adding to a given row a suitable multiple of the previous one. In [9] there appears a detailed exposition of this elimination procedure.
