We study the anti-commuting variety which consists of pairs of anti-commuting n × n matrices. We provide an explicit description of its irreducible components and their dimensions. The GIT quotient of the anti-commuting variety with respect to the conjugation action of GL n is shown to be of pure dimension n. We also show the semi-nilpotent anticommuting variety (in which one matrix is required to be nilpotent) is of pure dimension n 2 and describe its irreducible components.
Introduction
1.1. The commuting varieties. The variety of pairs of commuting n × n matrices, known as the commuting variety, was shown by Motzkin and Taussky [MT55] and Gerstenhaber [Ger61] to be irreducible. The notion of commuting varieties has been extended since then to semisimple Lie algebras and variants of nilpotent commuting varieties have been studied, in characteristic zero as well as in positive characteristic; for samples see [Ri79, Ba01, Pr03] and references therein.
1.2. The goal. In this paper we introduce the anti-commuting variety which consists of pairs of n × n matrices over C by
The general linear group GL n acts on Z n by diagonal conjugation. Our main goal is to understand the geometric structures of Z n , the GIT quotient Z n //GL n , and a so-called semi-nilpotent anti-commuting variety N n ; see (1.1) below.
By an analogy with the rational Cherednik algebras and Calogero-Moser spaces [EG02] , the representation theory of the odd rational Cherednik algebras introduced in [KW09] could lead to some "odd Calogero-Moser" spaces. The anti-commuting variety is motivated in part by such considerations, and it can also be informally regarded as a queer Lie superalgebra counterpart of the commuting varieties (which is associated to general linear Lie algebras). For further motivation and related questions, see §1.5 below.
1.3. The main results. In contrast to the commuting variety case, the variety Z n turns out to be reducible. A closed subvariety Z p,m,r of Z n is defined in Definition 3.1, where the triples (p, m, r) of nonnegative integers in the indexing set T P n given in (3.3) satisfy 2p + m + r = n. Our first main result is the following structure theorem for Z n .
Theorem 1.1 (Theorem 5.7). The variety Z n has irreducible components Z p,m,r for all (p, m, r) ∈ T P n . Moreover, we have dim Z p,m,r = n 2 + p.
A simple count of (3.3) shows that the number of the irreducible components in Z n is (k + 1) 2 if n = 2k, and k(k + 1) if n = 2k − 1.
We also study the GIT quotient Z n //GL n .
Theorem 1.2 (Theorem 5.5). The variety Z n //GL n is of pure dimension n; that is, every irreducible component Z p,m,r //GL n has the same dimension n, for (p, m, r) ∈ T P n .
Introduce the following semi-nilpotent subvariety of Z n :
(1.1) N n = {(A, B) ∈ M n (C) × M n (C) | AB + BA = 0, for A nilpotent}.
For a partition λ of n, let J λ (0) be the associated Jordan normal form of eigenvalue 0. We denote by N λ the Zariski closure of the union of G-orbits of (J λ (0), B) in N n .
Theorem 1.3 (Lemma 6.2, Theorem 6.3). The variety N n has irreducible components N λ for all partitions of n. Moreover, N λ for all λ have the same dimension n 2 .
For quivers with loops, a certain variety was first studied by Yiqiang Li [Li16] and then in [Boz16] , and it provides a suitable generalization of Lusztig's nilpotent variety for quivers without loops [Lu91] . For the Jordan quiver, Li's variety reduces to the semi-nilpotent subvariety in the commuting variety setting, and Li proved the counterpart of Theorem 6.3. It is interesting to note that the moment map used by Lusztig for quivers without loops can be formulated via either commutators or anti-commutators. From this view, the anticommutator considered in this paper is also a natural extension to the Jordan quiver (and it might be interesting to explore this further for more general quivers with loops).
1.4. The proofs. When computing the matrices which anti-commute (and respectively, commute) with Jordan normal forms, we are reduced to dealing with Jordan blocks with opposite (and respectively, same) eigenvalues. On one hand, this brings some similarities (while major differences remain) between the anti-commuting and commuting cases when the Jordan forms involved are nilpotent. On the other hand, the anti-commuting setting is much more involved and richer than the commuting setting when it comes to the Jordan blocks of nonzero eigenvalues.
Two general properties for the varieties Z p,m,r turn out to be useful. A "direct sum" property (see Lemma 3.8) states that for (A 1 , B 1 ) ∈ Z p 1 ,m 1 ,r 1 and (A 2 , B 2 ) ∈ Z p 2 ,m 2 ,r 2 , A = diag(A 1 , A 2 ) and B = diag(B 1 , B 2 ), we have (A, B) ∈ Z p 1 +p 2 ,m 1 +m 2 ,r 1 +r 2 . A flipping symmetry Z p,m,r ∼ = Z p,r,m by sending (A, B) → (B, A) is established in Lemma 3.9.
Toward the proof of Theorem 1.1, a major step is to show that Z n = (p,m,r)∈T Pn Z p,m,r . By a reduction via the "direct sum" property, we only need to figure out which Z p,m,r contains a given (A, B) ∈ Z n , where either A has eigenvalues ±a for a fixed a ∈ C * or A is nilpotent (see Propositions 4.5 and 4.9). Each case requires quite different approaches, using only elementary algebraic geometry and linear algebra arguments. There are often natural (and simpler) commutative counterparts to our statements in our anti-commuting setting, some of which could be new and applicable in other circumstances.
It is standard to show Z p,m,r is irreducible. To complete the proof of Theorem 1.1, it remains to show that there is no inclusion relation among the varieties Z p,m,r . We derive this by using Theorem 1.
2.
A distinguished open subset U p,m,r of Z p,m,r which is a union of closed GL n -orbits is introduced explicitly. This is used effectively in the computation of the dimensions of Z p,m,r and Z p,m,r //GL n , and hence in the proof of Theorem 1.2. The proof of Theorem 1.3 is rather straightforward.
1.5. Further questions. Let us make a remark on the ground field, which we have assumed to be C. Results in Sections 2, 3, 4 and 6 are valid over an algebraically closed field K of characteristic not equal to 2. We expect that Theorem 1.1 is valid over K too. While our current proof uses the GIT quotients to show that the varieties Z p,r,m have no inclusion relation, likely a different argument valid over K which bypasses GIT can be found.
The commuting variety (and respectively, anti-commuting variety) can be interpreted as the variety of representations of dimension n of the algebra P 2 of polynomials (and respectively, algebra P − 2 of skew-polynomials) in 2 variables. Both these algebras can be regarded as the specializations at q = ±1 of the q-Weyl algebra xy = qyx.
This leads to the natural question of understanding the variety of representations of dimension n of the q-Weyl algebra, with q being an arbitrary root of 1. The approach developed in this paper is well suited for addressing such a generalization, and this will be treated elsewhere.
It will be interesting to understand the stratification of the varieties Z p,m,r . The anti-commuting and commuting varieties can also be related directly in different ways. See §5.5 for some suggestions.
1.6. The organization. The paper is organized as follows. We describe in Section 2 the matrices which anti-commute (and respectively, commute) with a Jordan normal form. The similarities and differences between anti-commuting and commuting cases are made clear. In Section 3, we prove that the variety Z p,m,r is irreducible and compute its dimension. A flipping symmetry between Z p,m,r and Z p,r,m is formulated. A useful "direct sum" property for these varieties is also established.
In Section 4, we prove that Z n is the union of Z p,m,r for all (p, m, r) ∈ T P n . The "direct sum" property allows us to reduce to the cases when the anti-commuting pairs (A, B) when A is a Jordan normal form with fixed eigenvalues ±a ∈ C * or when A is nilpotent. We show in Section 5 that the GIT quotient Z n //GL n is of pure dimension n. This is in turn used to show that there is no inclusion relation between Z p,m,r for different triples (p, m, r), completing the proof that Z p,m,r are irreducible components of Z n .
Section 6 is devoted to the proof of Theorem 1.3 on the semi-nilpotent anti-commuting variety.
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Matrices (anti-)commuting with Jordan normal forms
In this section, we describe the matrices which anti-commute or commute with a matrix in Jordan normal form.
2.1. Anti-layered matrices. Consider m × n matrices over C of the form:
where v = (b 1 , . . . , b min(m,n) ). We call matrices of the form AL(m, n, v) anti-layered matrices.
Let J m (α) denote the m × m Jordan block of eigenvalue α.
The proof is divided into two cases. First, assume that α 1 = −α 2 . Then b m,1 = 0 since (α 1 + α 2 )b m,1 = 0. An inspection of the above matrix shows all elements in the first row and the last column of B are zeros. Repeating the process for the second row and second last column, we see that all elements of the second row and the second last column of B are zeros. Continuing the same process, we conclude that B = 0.
From now on assume α 1 = −α 2 . Then
We shall now assume m ≤ n, while the case for m > n is entirely similar. We obtain
These conditions can be rewritten as b
Hence B is an anti-layered matrix. The lemma is proved.
Proposition 2.2. Let A = diag(J m 1 (α 1 ), J m 2 (α 2 ), ..., J mr (α r )). Then a matrix B satisfies AB = −BA if and only if B = (B ij ) is an r × r block matrix with its m i × m j -submatrix , where I n is the n × n identity matrix. Note J 1,n (0) is the n × n zero matrix. For any α ∈ C, we let J s,n (α) = αI sn + J s,n (0). We introduce a shorthand notation
Note J n s (α) = αI sn + J n s (0). Lemma 2.3. The matrix J n s (α) is similar to the matrix J s,n (α). Proof. It suffices to show the lemma for α = 0, which follows by comparing the ranks of (J n s (0)) k and (J s,n (0)) k , for all k ≥ 1. Consider the following s × t block matrices
where V = (B 1 , . . . , B min(s,t) ). Note that the B i 's are matrices of the same size. We call the block matrices of the form ALB(s, t, V ) anti-layered block matrices.
The following lemma and proposition are natural generalizations of Lemma 2.1 and Proposition 2.2. We skip their almost identical proofs.
for V = (B 1 , . . . , B min(s,t) ) with n s × n t matrices B i for all i; see (2.3)-(2.4).
Proposition 2.5. Let A = diag(J 1,n 1 (α 1 ), J 2,n 2 (α 2 ), ..., J r,nr (α r )). Then a matrix B satisfies AB = −BA if and only if B = (B ij ) is an r × r block matrix with its in i × jn j -submatrix
note ALB(i, j, B ij ) is an i × j block matrix (whose block size is n i × n j ) for every i and j; see (2.3)-(2.4).
2.3. Layered matrices. Consider m × n matrices over C of the form:
where v = (b 1 , . . . , b min(m,n) ). We call matrices of the form L(m, n, v) layered matrices.
The proofs of the following lemma and proposition are completely analogous to the proofs of Lemma 2.1 and Proposition 2.2, and hence will be skipped.
for some vector v; see (2.5)-(2.6).
The proposition now follows by Lemma 2.6.
Remark 2.8. There is a natural block matrix generalization of Lemma 2.6 regarding solutions for B to the equation J s,ns (α 1 )B = BJ t,nt (α 2 ), which is a commutative counterpart of Lemma 2.4. There is also a commutative counterpart for Proposition 2.5. We shall skip the detail.
Irreducibility and dimension of the variety Z p,m,r
In this section, we shall prove that the variety Z p,m,r introduced in Definition 3.1, is irreducible and compute its dimension.
3.1. Definitions of Z n , Z p,m,r and R A . Denote by M n×n (C) the space of n × n matrices over C. The anti-commuting variety is define to be
The group G = GL n acts on Z n by g.(A, B) = (gAg −1 , gBg −1 ). For an n × n matrix A, denote the set of matrices which anti-commutate with A by
Introduce the indexing set
Recall Z n denotes the variety of anticommuting pairs of n × n matrices.
with a i = ±a j and a i ∈ C * for any 1 ≤ i = j ≤ p + m. The variety Z p,m,r is defined to be the Zariski closure of Z • p,m,r . 3.2. A quick review of resultants. In order to describe some properties of the roots of a polynomial, we review the technique of resultants and subresultants, originated by Sylvester and generalized by Habicht. Our basic reference is the book [BPR] . We shall frequently use the resultants in later sections. Even though we formulate on the ground field C, the results are valid for more general fields.
Let
be two nonzero polynomials of degree p and q in C[X], where C is a field. The Sylvester matrix associated to P and Q, denoted by Syl(P, Q), is the (
More explicitly, the rows of Syl(P, Q) are X q−1 P, . . . , P, X p−1 Q, . . . , Q regarded as vectors in the basis {X p+q−1 , . . . , X, 1}. The resultant of P and Q, denoted by Res(P, Q), is defined to be the determinant of Syl(P, Q). Denote by gcd(P, Q) the greatest common factor of P and Q. In the following, we introduce the Sylvester-Habicht matrices and the signed subresultant coefficients of P and Q, assuming p ≥ q.
The j-th Sylvester-Habicht matrix of P and Q, denoted by SyHa j (P, Q), is the
The j-th signed subresultant coefficient, denoted by sRes j (P, Q), is the determinant of the square submatrix SyHa j,j (P, Q) obtained by taking the first p+q−2j columns of SyHa j (P, Q).
Proposition 3.4 (Sylvester, Habicht). Let P and Q be two polynomials in C[X] of degree p, q, respectively, with p ≥ q. Let 0 ≤ j ≤ q if p > q and 0 ≤ j ≤ p − 1 if p = q. Then,
(1) deg(gcd(P, Q)) ≥ j if and only if sRes 0 (P, Q) = · · · = sRes j−1 (P, Q) = 0.
(2) deg(gcd(P, Q)) = j if and only if sRes 0 (P, Q) = · · · = sRes j−1 (P, Q) = 0, sRes j (P, Q) = 0.
Thus, it is clear form the definition that sRes 0 (P, Q) = ±Res(P, Q).
where A = diag(a 1 , −a 1 , . . . , a p , −a p , a p+1 , . . . , a p+m , 0, . . . , 0 r ), and
Then φ p,m,r is a morphism of algebraic varieties.
Proposition 3.5. The variety Z p,m,r is irreducible, for all (p, m, r) ∈ T P n . 
In particular, rank(A 2 ) ≤ 2p + m and
Hence, for (A, B) ∈ Z p,m,r = Im(φ p,m,r ), the properties (3.6) also hold.
Let U p,m,r be the subset of Z p,m,r which consists of the pairs (A, B) satisfying
Res
It follows by the definition of resultants and subresultants that U p,m,r is open in Z p,m,r .
Lemma 3.6. The following properties hold for U p,m,r :
(1) U p,m,r ⊆ Im(φ p,m,r ) and U p,m,r = Z p,m,r ;
(2) for any (A, B) ∈ U p,m,r , both A and B are diagonalizable;
(3) for any (A, B) ∈ U p,m,r , rank(A) = 2p + m, and rank(B) = 2p + r.
Proof. For any (A, B) ∈ U p,m,r , it follows by Proposition 3.4 that
Let (A, B) ∈ U p,m,r . It follows by Proposition 3.2 that A has 2p + m distinct nonzero characteristic roots. Together with deg gcd(χ A 2 (X)/X r , (χ A 2 (X)/X r ) ′ ) = p, the nonzero characteristic roots of A are a 1 , −a 1 , . . . , a p , −a p , a p+1 , . . . , a p+m for some a 1 , . . . , a p+m such that a i = ±a j for i = j. Similarly, B has 2p + r distinct nonzero characteristic roots. Using (3.5) we see that both A and B are diagonalizable, that is, there exists g 1 ∈ G such that g 1 Ag −1 1 = diag(a 1 , −a 1 , . . . , a p , −a p , a p+1 , . . . , a p+m 0, . . . , 0 r ). It follows by Lemma 2.2 that
and D is arbitrary. As we know B has 2p + r distinct nonzero characteristic roots, we have b i c i = 0 and D has r distinct nonzero characteristic roots. Thus there exists P ∈ GL r (C) such that P DP −1 = diag(b p+1 , . . . , b p+r ). Letting g = diag(I 2p+m , P ) · g 1 , we have
Proposition 3.7. For (p, m, r) ∈ T P n , we have dim Z p,m,r = n 2 + p.
Proof. It suffices to show that dim U p,m,r = n 2 + p, since Z p,m,r is irreducible.
, an open subset in G×C p+m ×C 2p+r , and then the restriction of φ p,m,r to V is also a regular map, which is also denoted by φ p,m,r . Clearly, U p,m,r and V are irreducible varieties, and dim V = n 2 + 3p + m + r = n 2 + n + p.
Below we shall freely use the notations in the proof of Lemma 3.6 above.
For any (A, B) ∈ U p,m,r , we have (A ′ , B ′ ) ∈ U p,m,r , where A ′ = gAg −1 , B ′ = gBg −1 are given in (3.10)-(3.11). Let W p = Z p 2 ⋊ S p . By definition, up to a permutation action by the finite group W p × S m × S r , a point in φ −1 p,m,r ((A ′ , B ′ )) is of the form h, (a 1 , . . . , a p , a p+1 , . . . , a p+m ), (d 1 , e 1 , . . . , d p , e p , d p+1 , . . . , d p+r ) ∈ G × C p+m × C p+r , such that h diag(a 1 , −a 1 , . . . , a p , −a p , a p+1 , . . . , a p+m , 0, · · · , 0
So from (3.12) and (3.13), we have d p+i = b p+i , for 1 ≤ i ≤ r, and h = diag(h 1 , . . . , h 2p , h 2p+1 , . . . , h 2p+r , h 2p+r+1 , . . . , h n ) for any nonzero h i for 1 ≤ i ≤ n. Furthermore, it follows from (3.13) that
By a standard result in algebraic geometry, we have dim U p,m,r = dim V − dim φ −1 p,m,r ((A ′ , B ′ )) = n 2 + p. 3.5. Some useful lemmas. The following two lemmas will be useful in later sections.
Lemma 3.8. For (A 1 , B 1 ) ∈ Z p 1 ,m 1 ,r 1 and (A 2 , B 2 ) ∈ Z p 2 ,m 2 ,r 2 , we denote A = diag(A 1 , A 2 ), and B = diag(B 1 , B 2 ). Then we have (A, B) ∈ Z p 1 +p 2 ,m 1 +m 2 ,r 1 +r 2 .
Proof. Set p = p 1 + p 2 , m = m 1 + m 2 , r = r 1 + r 2 . Recall the characteristic polynomial
Let U 1 (and respectively, U 2 , U) be the subset of Z p 1 ,m 1 ,r 1 (and respectively, Z p 2 ,m 2 ,r 2 , Z p,m,r ) consisting of (A, B) such that
and respectively, Res χ A (X)/X r 2 −1 , (χ A (X)/X r 2 −1 ) ′ = 0 sRes p 2 χ A 2 (X)/X r 2 −1 , (χ A 2 (X)/X r 2 −1 ) ′ = 0;
There is a natural embedding θ : Z p 1 ,m 1 ,r 1 × Z p 2 ,m 2 ,r 2 ֒→ Z 2p+m+r given by
without loss of generality, we assume A i (i = 1, 2) are diagonal matrices, i.e., A 1 = diag(a 1 , −a 1 , a 2 , −a 2 , . . . , a p 1 , −a p 1 , a p 1 +1 , . . . , a p 1 +m 1 , 0, . . . , 0 r 1 ),
). Then ((A 1 , B 1 ), (A 2 (t), B 2 )) ∈ U ′ for t ∈ C * close to 0. And when t approaches 0, the limit
Therefore, by a standard fact in topology we have θ(
The lemma is proved.
Lemma 3.9. Let (p, m, r) ∈ T P n . We have an isomorphism of varieties Z p,m,r → Z p,r,m , which sends (A, B) to (B, A) .
Proof. For any (A, B) ∈ Z p,m,r , we see that rank(A) ≤ 2p + m, and rank(B) ≤ 2p + r. Let U m,r be the subset of Z p,m,r consisting of (A, B) such that
Let U ′ be the subset of Z p,m,r consisting of (A, B) where A satisfies (3.14).
We claim that U m,r = U ′ = Z p,m,r . (By switching the indices, we obtain U r,m = Z p,r,m .) Obviously, U m,r ⊆ U ′ and U ′ = Z p,m,r . For any A satisfying (3.14), the set
Define an injective morphism θ : Z p,m,r → Z 2p+m+r by θ(A, B) = (B, A). Clearly we have U r,m = θ(U m,r ). Therefore, we obtain a morphism θ : Z p,m,r → Z p,r,m , (A, B) → (B, A). By switching m and r, we obtain a morphism θ ′ : Z p,r,m → Z p,m,r , inverse to θ.
4.
The variety Z n is covered by the subvarieties Z p,m,r
In this section, we shall prove that Z n is the union of its subvarieties Z p,m,r , where the triples (p, m, r) run over the indexing set T P n (3.3).
R A for
A with eigenvalues ±a ∈ C * . We start with A being diagonalizable.
Lemma 4.1. Let A = diag(a, . . . , a s , −a . . . , −a t ) with a ∈ C * and n = s + t. Then for any B ∈ R A , the following hold:
(1) The rank of B is at most 2t;
(2) (A, B) ∈ Z min(s,t),|s−t|,0 .
Proof. Without loss of generality, we assume that s ≥ t.
(1). For any B ∈ R A , B can be written as following:
for some matrices B ′ ∈ M s×t (C) and B ′′ ∈ M t×s (C) of the form as in Lemma 2.2. Then the rank of B is at most 2t for t ≤ s.
(2). There exists an invertible matrix P such that A ′ = P −1 AP = diag(a, −a, a, −a, . . . , a, −a t , a, . . . , a s−t ).
It suffices to show (A
Then U is an open set of R A ′ , and any matrix B ∈ U has 2t distinct nonzero eigenvalues. Note that U is nonempty since
(Actually, one can further show that (A ′ , B) for any B ∈ U is similar to (A ′ , B ′ ) for some B ′ ∈ U ′ . We will not use this fact below.) Assume α is a nonzero eigenvalue of B ∈ U with an eigenvector ξ such that Bξ = αξ.
. Hence α is a nonzero eigenvalue of B if and only if so is −α, i.e., the eigenvalues of B appears in pairs. Hence, we have (B, A ′ ) ∈ Z t,0,s−t . by Lemma 3.9 we have (A ′ , B) ∈ Z t,s−t,0 for any B ∈ U, and then for any B ∈ U = R A ′ . The proof is completed.
For any vector a = (a 1 , . . . , a n ), let J n ( a) denote the following matrix
In particular, if a = (a, . . . , a n ), then J n ( a) = J n (a) is the n × n Jordan block of eigenvalue a.
The next two lemmas, Lemmas 4.2 and 4.3, are generalizations of Lemma 2.1. They will be used (only) in the proof of Proposition 4.5 below.
Lemma 4.2. For any m, n ≥ 1, let a 1 , . . . , a m , a m+1 , . . . , a m+n ∈ C * with a j = −a i for any i = j. For any a = (a 1 , . . . , a m ) and b = (a m+1 , . . . , a m+n ), the matrix B = (b ij ) m×n satisfies that J m ( a)B + BJ n ( b) = 0 if and only if B = 0.
Proof. Let B = (B ij ) be an arbitrary m × n matrix such that Since a i = −a j for all i, j, the same argument as for Lemma 2.1 implies that B = 0.
Lemma 4.3. Let m, n ≥ 1. Let a 1 , . . . , a max(m,n) ∈ C * with a j = ±a i for all i = j, a = (a 1 , . . . , a m ) and a ′ = (−a 1 , . . . , −a n ). Then an m × n matrix B = (b ij ) satisfies J m ( a)B + BJ n ( a ′ ) = 0 if and only if B is one of the two forms (4.1)-(4.2):
Proof. Let B = (B ij ) be an arbitrary m × n matrix such that
The lemma follows. For a partition ν = (ν 1 , ν 2 , . . .), we denote by ν ′ = (ν ′ 1 , ν ′ 2 , . . .) the transposed partition. We also denote by J ν (a) the Jordan normal form of eigenvalue a and of block sizes ν 1 , ν 2 , · · · . The following result generalizes Lemma 4.1.
Proposition 4.5. Let A = diag(J ν (a), J µ (−a)), for a ∈ C * , a partition ν of n and a partition µ of m. Denote p = i≥1 min(ν ′ i , µ ′ i ). Then we have (A, B) ∈ Z p,n+m−2p,0 , for all B ∈ R A . Proof. Let us write the partitions in parts as ν = (n 1 , . . . , n r ) and µ = (m 1 , . . . , m s ).
By Lemma 2.1, any B ∈ R A can be written in the same block shape as for A, B = (B ij ), such that B ij = 0, for 1 ≤ i, j ≤ r or r + 1 ≤ i, j ≤ r + s, while B ij and B ji are anti-layered matrices, for all 1 ≤ i ≤ r < j ≤ r + s.
Set N = max(n 1 , . . . , n r , m 1 , . . . , m s ). Let a 1 , . . . , a N ∈ C * such that a i = ±a j for any j = i. Consider the diagonalizable matrix
and α i = (a 1 , . . . , a n i ), β j = (−a 1 , . . . , −a m j−r ). Let B ′ = (B ij ) be of the same block shape as for A ′ . Then B ′ ∈ R A ′ if and only if 
as a i → a (e.g., by taking a i = a + it with t → 0). This reduces the proof of the proposition to the following.
Let us prove the Claim. Since A ′ is similar to the matrix diag(a 1 , . . . , a n 1 , . . . , a 1 , . . . , a nr , −a 1 , . . . , −a m 1 , . . . , −a 1 , . . . , −a ms ), there exists g ∈ GL n+m such that
. So from Lemma 4.1 and Lemma 3.8, we conclude that (g −1 A ′ g, g −1 B ′ g) is in Z p,n+m−2p,0 , and then so is (A ′ , B ′ ). The proposition is proved.
R A for nilpotent
A with Jordan blocks of same size. Recall the floor (resp., ceil) function ⌊x⌋ (resp., ⌈x⌉) which denotes the largest (resp., least) integer ≤ x (resp., ≥ x) for x ∈ R. 
The case for s = 1 is clear with J 1,n (0) being the n × n zero matrix.
We shall now assume s ≥ 2. Setting B = ALB(s, s, B 1 , . . . , B s ), we introduce the following variety
Let us denote B i = (b i;k,ℓ ) k,ℓ , for each i. Then F := det(λI n − B 1 ) det(λI n + B 1 ) is a polynomial in the b 1;k,ℓ 's. Let C sn,1 be the matrix obtained from λI sn − B with the first column and the last row deleted, and denote G = det C sn,1 (which is an (sn − 1) × (sn − 1)minor of λI sn − B). Observe that the product of the diagonal entries of C sn,1 gives us (up to a sign) a monomial b s−1 2;n,1
, which is of highest degree in b 2;n,1 and is not equal to any other monomials from the expansion of G = det C sn,1 . It follows that (F, G) is a regular sequence.
Then 
, for all i. This proves the second statement in Proposition 4.6. The first statement follows from Lemma 3.9, the second statement, Proposition 4.5, and that U Js,n(0) = R Js,n(0) .
Remark 4.7. If one could show that Im(ψ) is closed, then U Js,n(0) would be equal to the RHS of (4.3) (and this would be the optimal choice). 4.3. R A for A nilpotent. Let A = diag(J 1,n 1 (0), J 2,n 2 (0), . . . , J s,ns (0)), and n = s i=1 in i . Then each B ∈ R A is of block matrix form B = (B ij ) s×s such that J i,n i (0)B ij = −B ij J j,n j (0), for 1 ≤ i, j ≤ s. By Lemma 2.4, we have (4.4) B ij = ALB i, j, B
(1) ij , B
(2) ij , . . . , B
(min(i,j)) ij for n i × n j matrices B
(min(i,j)) ij , and 1 ≤ i, j ≤ s. We shall also view B as a 1 2 s(s + 1) × 1 2 s(s + 1) block matrix with diagonal blocks being ±B
(1)
ii (of multiplicities ⌈ i 2 ⌉ and ⌊ i 2 ⌋, respectively) for 1 ≤ i ≤ s.
Lemma 4.8. Let A = diag(J 1,n 1 (0), J 2,n 2 (0), . . . , J s,ns (0)), and retain the notation above for B ∈ R A ; see (4.4). Then
(1) B is similar to a 1 2 s(s + 1) × 1 2 s(s + 1) block upper-diagonal matrix with diagonals being a rearrangement of the diagonal blocks of B; see (4.7) and (4.8) below;
Proof. Parts (2)-(3) follow by (1) immediately. It remains to prove (1). Let us write down the detail for s = 3 to illustrate the general idea. We start with a simple linear algebra fact, which will be applied repeatedly. Consider a distinguished block matrix (in 4 blocks) of the form
Assume the block size of C is r|s|t|u. The by conjugation a block permutation matrix P 1 transforms C to a block upper-triangular matrix as follows: Note the first row of B ′ 1 is 0 except the block B
(1) 11 . We view B ′ as a degenerate case of (4.5) with C 11 being a 0 × 0 matrix, and identify B
(1) 11 with C 22 , and C 44 with −B
(1) 22
⋆ B
(1) 33
.
Applying the general discussion leading to (4.6) shows that B is similar to
where B ′′ 1 is obtained from B ′ 1 with the first row/column deleted. Repeating the above process, we conclude that B is similar to
(1) 33 * * * * * B
(1) 22 * * * * −B
(1) 33 * * * B
(1) 11 * * −B
(1) 22 * B
The argument for general s is entirely similar but involves messy notations. we skip the detail, except noting that the diagonal entries in the resulting block upper-triangular matrix similar to B are (4.8) diag B (1) ss ; B
ss . The lemma is proved.
We have the following generalization of Proposition 4.6. Recall from Lemma 2.3 that an arbitrary nilpotent Jordan normal form diag(J n 1 1 (0), J n 2 2 (0), . . . , J ns s (0)) is similar to the matrix diag(J 1,n 1 (0), . . . , J s,ns (0)). Proposition 4.9. Let A = diag(J 1,n 1 (0), . . . , J s,ns (0)), n = s i=1 in i , and p = s i=1 n i ⌊ i 2 ⌋. Then for any B ∈ R A , we have (A, B) ∈ Z p,0,n−2p .
Proof. Any B ∈ R A is a block matrix B = (B ij ) such that J i,n i (0)B ij + B ij J j,n j (0) = 0 for any 1 ≤ i, j ≤ s. It follows by Lemma 2.4 that each B ij is an anti-layered block matrix, i.e., of the form (2.3) or (2.4). Introduce the following dense open subset U of R A (and so R A = U):
is a dense open subset of R J i,n i (0) for each i as given in Proposition 4.6. Note the first condition in U implies that all eigenvalues in B ii are distinct for each i, and the second condition in U implies that B ii and B jj for j = i do not share the same or the opposite eigenvalue. Clearly U is a dense open subset of R A .
By Lemma 4.8, B is similar to a block upper-triangular matrix. Following the argument for Proposition 4.6 (see (4.3)), we see there exists a dense open subset U D of U such that there exists a unique Jordan block for B ∈ U D associated to each eigenvalue.
Let B ∈ U D , and let {b ij | 1 ≤ j ≤ n i } be the set of eigenvalues of B ii , for each i. It follows by the above discussion and by Lemma 4.8 that there exists P ∈ GL n such that l) . It follows by Proposition 2.2 that any C ∈ R P −1 BP is of the form diag(C 11 , . . . , C 1n 1 , C 21 , . . . , C 2n 1 . . . , C s1 , . . . , C sns )
By Lemma 3.9 and Proposition 4.5 we have Proof. Let (A, B) ∈ Z n . The Jordan normal form of A is similar to diag(A 0 , A 1 , . . . , A s ), where A 0 is nilpotent as in Proposition 4.9, and A i for i ≥ 1 consists of Jordan blocks of nonzero eigenvalues ±a i (with Jordan blocks of eigenvalues ±a i arranged as in Proposition 4.5) such that a i = ±a j for i = j. By Proposition 4.9, we have A 0 ∈ Z p 0 ,0,n 0 −2p 0 , and by Proposition 4.5, we have A i ∈ Z p i ,n i −2p i ,0 , for i ≥ 1, for suitable p 0 , n 0 and p i , n i . By applying Lemma 3.8 repeatedly, we obtain (A, B) ∈ Z p,m,r , for p = s i=0 p i , r = n 0 − 2p 0 and m = n − 2p − r.
Equal dimensionality of Z n //GL n
In this section we shall study the GIT quotient Z n //GL n , and show that it is of pure dimension n. Then we use this to complete the proof that Z p,m,r are the irreducible components of Z n .
5.1.
Generalities of GIT quotients. The group G = GL n acts on
Denote by C[D n ] the coordinate ring of D n , and by C[D n ] G ⊆ C[D n ] the subring of invariants. By a theorem of Hilbert and Nagata, C[D n ] G is a finitely generated C-algebra since G is reductive. The following result was due to Gurevich, Procesi and Sibirskii; see [Sch07, Theorem 2.7.9].
Proposition 5.1. The invariant ring C[D n ] G is generated by Trace(A i B j ), for all i, j ≥ 0.
We consider the GIT quotient of D n with respect to the action of G. A standard reference of geometric invariant theory (GIT) is the book [MFK94] . Define
Some fundamental results of GIT in our setting are summarized below (see [MFK94] ).
Theorem 5.2. The following statements hold.
(1) If W 1 and W 2 are two disjoint non-empty G-invariant closed subsets of D n , then there is a G-invariant function f ∈ C[D n ] G such that f | W 1 ≡ 1 and f | W 2 ≡ 0. In particular, the images of W 1 and W 2 under π are disjoint. (2) Let v ∈ D n . Then the orbit closure G · v contains a unique closed orbit.
(3) The map π : D n → D n //G induces a bijection between the set of closed orbits in D n and the points of D n //G.
We also recall some basic notions which will be used below.
where a 1 , . . . , a p+m ∈ C * satisfy a i = ±a j (for i = j), C i = 0 b i c i 0 with b i c i = 0 for 1 ≤ i ≤ p, and b p+1 , . . . , b p+r are distinct nonzero scalars. · (A, B) . Since both A and B are diagonalizable, the orbits of G · A and G·B under conjugation action are closed, and hence G · (A, B) ⊆ (G·A)×(G·B). Therefore there exists h ∈ G such that hXh −1 = gAg −1 = diag(a 1 , −a 1 , . . . , a p , −a p , a p+1 , . . . , a p+m , 0, . . . , 0 r ).
It follows that hY h −1 ∈ R hXh −1 must be of the form
where D i = 0 d i e i 0 , and D ∈ M r (C). Since hY h −1 is similar to the diagonalizable matrix B, the matrix D is diagonalizable and there exists H ∈ GL r (C) such that
Let us prove the Claim. Since (X, Y ) ∈ G · (A, B) , we have by Proposition 5.1 that
for i, j ≥ 0. In particular, for j = 2, a i 1 b 1 c 1 + (−a 1 ) i b 1 c 1 + · · · a i p b p c p + (−a p ) i b p c p = a i 1 d 1 e 1 + (−a 1 ) i d 1 e 1 + · · · a i p d p e p + (−a p ) i d p e p , for 0 ≤ i ≤ 2p − 1. Since the Vandermonde determinant of 
Then we have h ′ hXh −1 (h ′ ) −1 = hXh −1 = gAg −1 , and
Therefore (X, Y ) ∈ G · (A, B) , and the orbit G · (A, B) is closed. The lemma is proved.
For (p, m, r) ∈ T P n , we denote by π p,m,r : Z p,m,r → Z p,m,r //G the natural map induced by C[Z p,m,r ] G ⊆ C[Z p,m,r ]. Since the polynomials appearing in the inequalities (3.7)-(3.9) are G-invariant, these inequalities define an open subset of Z p,m,r //G, which will be denoted by U p,m,r .
Theorem 5.5. The variety Z n //G is of pure dimension n; that is, every irreducible component Z p,m,r //G has the same dimension n, for any (p, m, r) ∈ T P n .
Proof. By definition we have π p,m,r (U p,m,r ) = U p,m,r , where U p,m,r is the open subset of Z p,m,r defined by (3.7)-(3.9). Then π p,m,r : U p,m,r −→ U p,m,r is a surjective regular map between irreducible varieties. Since every point (A, B) ∈ U p,m,r are polystable by Lemma 5.4 and Z p,m,r //G parameterizes the orbits of (0, 0) and of polystable points, Theorem 5.2(1) shows that for any point v ∈ U p,m,r , its fiber π −1 p,m,r (v) is isomorphic to the G-orbit in U p,m,r corresponding to v.
For (A, B) ∈ U p,m,r , there exists g ∈ G such that gAg −1 = diag(a 1 , −a 1 , . . . , a p , −a p , a p+1 , . . . , a p+m , 0, . . . , 0 r ), with distinct nonzero a 1 , . . . , a p+m such that a i = ±a j for i = j, and Proposition 5.6. There is no inclusion relation between any two varieties Z p,m,r , where (p, m, r) ∈ T P n .
Proof. Since Z p,m,r are irreducible subvarieties of Z n (see Proposition 3.5), Z p,m,r //G are irreducible. We shall prove by contradiction. Suppose we have an inclusion relation between Z p,m,r and Z p ′ ,m ′ ,r ′ for some (p ′ , m ′ , r ′ ) = (p, m, r) ∈ T P n . Then we have an inclusion relation between Z p,m,r //G and Z p ′ ,m ′ ,r ′ //G. Since Z p,m,r //G and Z p ′ ,m ′ ,r ′ //G are irreducible and have the same dimension by Theorem 5.5, we must have Z p,m,r //G = Z p ′ ,m ′ ,r ′ //G.
As we have either 2p + m = 2p ′ + m ′ or 2p + r = 2p ′ + r ′ , we separate in two cases (i)-(ii). Case The proposition is proved.
Theorem 5.7 below now follows from Propositions 3.5, 4.10 and 5.6.
Theorem 5.7. The variety Z n has irreducible components Z p,m,r , for (p, m, r) ∈ T P n . Moreover, we have dim Z p,m,r = n 2 + p.
A simple counting of the cardinality of the finite set T P n gives us the following.
Corollary 5.8. The number of irreducible components in Z n is (k + 1) 2 if n = 2k, and k(k + 1) if n = 2k − 1.
5.4.
Lagrangian. There exists a natural action of the symmetric group S n on (C 2 ) n . Define a bilinear map Ω : (C 2 ) n × (C 2 ) n → C by Ω ((x 1 , y 1 ), . . . , (x n , y n )), ((x ′ 1 , y ′ 1 ), . . . , (x ′ n , y ′ n )) = x 1 y ′ 1 − x ′ 1 y 1 + . . . + x n y ′ n − x ′ n y n . Then Ω is a symplectic bilinear form.
Let (C 2 ) n gen be the subset of (C 2 ) n consisting of ordered n-tuples of distinct points in C 2 . Then (C 2 ) n gen is clearly a S n -invariant subvariety of (C 2 ) n , and the restriction of Ω to (C 2 ) n gen is also a symplectic bilinear form. For (C 2 ) n gen , the S n -action is free and preserves the symplectic form too. Hence the quotient ((C 2 ) n gen /S n , Ω) is a smooth symplectic variety. Recall U p,m,r is the open set of Z p,m,r defined as (3.7)-(3.9), and π p,m,r : U p,m,r → U p,m,r the natural projection. We define a morphism η : U p,m,r −→ (C 2 ) n gen /S n by letting η (diag(a 1 , −a 1 , . . . , a p , −a p , a p+1 , . . . , a p+m , 0, . . . , 0 r ), diag( 0 b 1 c 1 0 , . . . , 0 b p c p 0 , 0, . . . , 0 m ), b p+1 , . . . , b p+r , = (a 1 , b 1 c 1 ), (−a 1 , b 1 c 1 ), . . . , (a p , b p c p ), (−a p , b p c p ), (a p+1 , 0), . . . , (a p+m , 0), (0, b p+1 ), . . . , (0, b p+r ) .
One sees that Ω| Im(η)×Im(η) = 0.
Proposition 5.9. The morphism η is injective (and we identify U p,m,r with the image Im(η)). Then U p,m,r is a lagrangian subvariety of (C 2 ) n gen /S n .
Proof. Let A = diag(a, −a), B = 0 b c 0 . Then there exists an inverse matrix g = diag(1, c)
such that g −1 Ag = A and g −1 Bg = 0 bc 1 0 for any a, b, c ∈ C * . Therefore η is injective.
Together with Ω| Imη×Imη = 0, we see that η * (Ω)| Up,m,r× Up,m,r = 0. Since the dimension of U p,m,r is n, U p,m,r is lagrangian.
5.5.
Commuting vs anti-commuting varieties. Denote by Z + n the commuting variety Z + n = {(A, B) ∈ M n×n (C) × M n×n (C) | AB = BA}. The anti-commuting and commuting varieties can be related directly. We mention two possible such connections.
On one hand, there is a natural morphism Z n → Z + n , which sends (A, B) → (A 2 , B), or (A, B) → (A 2 , B 2 ).
On the other hand, the skew-polynomial algebra P − 2 is Morita super-equivalent to a polynomial-Clifford algebra PC 2 (cf. [KW09] ); that is, there exists a superalgebra isomorphism between the tensor product superalgebra P − 2 ⊗C 2 and PC 2 (Here we recall the Clifford algebra C 2 is isomorphic to the simple matrix algebra M 2×2 (C)). Thus Z n or the variety of representations of dimension n of the algebra P − 2 , is isomorphic to the variety of representations of dimension 2n of the algebra PC 2 . By restriction the representations of PC 2 to P 2 , we obtain a morphism Z n → Z + 2n . It might be interesting to explore these constructions further.
The semi-nilpotent anti-commuting variety
Recall G = GL n . Introduce the following semi-nilpotent anti-commuting variety, a Gsubvariety of Z n : N n = {(A, B) ∈ M n (C) × M n (C) | AB + BA = 0, for A nilpotent}.
Let λ = (λ 1 , λ 2 , . . .) be a partition of n. We denote by N λ the Zariski closure of the union of G-orbits of (J λ (0), B) ∈ N n . Lemma 6.1. For each partition λ of n, the variety N λ is irreducible.
Proof. Define the morphism of varieties φ λ : GL n × R J λ −→ N n to be φ λ (g, B) := (gJ λ g −1 , gBg −1 ).
Since GL n × R J λ is an irreducible affine variety and Im(φ λ ) = N λ , N λ is irreducible. Lemma 6.2. We have dim N λ = n 2 , for each partition λ of n.
Proof. By the definition, there is a projection map
which is a surjective morphism of varieties. Introduce the following subvariety of N λ :
Since G · J λ is open in G · J λ , we see that U λ = π −1 1 (G · J λ ) is open in N λ , and U λ = N λ by Lemma 6.1.
Write λ = (λ 1 , λ 2 , . . . , λ ℓ ) of length ℓ. From Proposition 2.2, the fibre of π 1 over any point in G · J λ is a linear space of dimension d λ := λ 1 + 3λ 2 + . . . + (2ℓ − 1)λ ℓ , which coincides with the dimension of the stabilizer G J λ by Proposition 2.7. Hence, dim U λ = dim(G · J λ ) + d λ = dim(G · J λ ) + dim G J λ = dim G = n 2 .
The lemma follows now from U λ = N λ .
