Locating a bioenergy facility using a hybrid optimization method by Rentizelas, Athanasios A. & Tatsiopoulos, Ilias P.
Strathprints Institutional Repository
Rentizelas, Athanasios A. and Tatsiopoulos, Ilias P. (2010) Locating a bioenergy facility using a
hybrid optimization method. International Journal of Production Economics, 123 (1). pp. 196-209.
ISSN 0925-5273
Strathprints is designed to allow users to access the research output of the University of Strathclyde.
Copyright c© and Moral Rights for the papers on this site are retained by the individual authors
and/or other copyright owners. You may not engage in further distribution of the material for any
profitmaking activities or any commercial gain. You may freely distribute both the url (http://
strathprints.strath.ac.uk/) and the content of this paper for research or study, educational, or
not-for-profit purposes without prior permission or charge.
Any correspondence concerning this service should be sent to Strathprints administrator:
mailto:strathprints@strath.ac.uk
http://strathprints.strath.ac.uk/
Locating a bioenergy facility using a hybrid optimization method
Athanasios A. Rentizelas , Ilias P. Tatsiopoulos
Department of Mechanical Engineering, Sector of Industrial Management & Operational Research, National Technical University of Athens,
9 Iroon Polytechniou Str., Zografou, 15780 Athens, Greece
a r t i c l e i n f o
Article history:
Received 15 July 2008
Accepted 8 August 2009
Available online 21 August 2009
Keywords:
Facility location
OR in energy
Hybrid optimization
Bioenergy facility
Supply chain
a b s t r a c t
In this paper, the optimum location of a bioenergy generation facility for district energy
applications is sought. A bioenergy facility usually belongs to a wider system, therefore
a holistic approach is adopted to deﬁne the location that optimizes the system-wide
operational and investment costs. A hybrid optimization method is employed to
overcome the limitations posed by the complexity of the optimization problem. The
efﬁciency of the hybrid method is compared to a stochastic (genetic algorithms) and an
exact optimization method (Sequential Quadratic Programming). The results conﬁrm
that the hybrid optimization method proposed is the most efﬁcient for the speciﬁc
problem.
& 2009 Elsevier B.V. All rights reserved.
1. Introduction
Facility location has been a challenging ﬁeld of
research for many decades. Locating a facility is usually
a long-term investment, since it is associated with high
investment costs. Furthermore, the location decision may
have a great impact on the operational cost of the entire
system associated with the facility, as upstream and
downstream logistical costs have to be taken into account
for the operational lifetime of the facility. These issues
make facility location a critical aspect of strategic
planning for a broad spectrum of public and private ﬁrms
(Owen and Daskin, 1998).
A large number of mathematical programming models
have been developed to deal with a wide range of location
problems and applications encountered in the business
world and the public sector. Continuous models, network
location models and mixed-integer programming models
are extensively reviewed in Klose and Drexl (2005). A
branch and bound algorithm has also been applied to deal
with a non-linear uncapacitated facility location problem
(UFLP) with integer variables and concave site dependent
costs (Dupont, 2008).
Heuristic models such as tabu search, simulated
annealing and genetic algorithms have been also widely
applied (Arostegui et al., 2006). Heuristics were ﬁrst put
forward in the context of location models by Cooper
(1964) and Teitz and Bart (1968). Their usage has
proliferated tremendously since then and the most
prominent among them, according to ReVelle et al.
(2008), are genetic algorithms and tabu search. Neural
networks have also been used to deal with plant location
problems (Vaithyanathan et al., 1996).
Methods required to deal with multiple objectives have
also been developed, especially in case of semi-desirable
(or semi-obnoxious) facilities, such as landﬁlls. Those
methods include stochastic multicriteria acceptability
analysis with ordinal criteria (Lahdelma et al., 2002) and
hub location problems (Eiselt, 2007). In addition, Yang
et al. (2007) used a combination of a fuzzy multi-objective
programming and a genetic algorithm to locate ﬁre
stations, whereas Yapicioglu et al. (2006) applied bi-
objective particle swarm optimization to deal with
the semi-desirable location problem. A combination of
the analytic hierarchy process (AHP) with Goal Program-
ming has been presented to tackle the global facility
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location-allocation problem (Badri, 1999). The interested
reader may refer to Sahin and Sural (2007) for a thorough
review on hierarchical facility location models and on
ReVelle et al. (2008) for an annotated bibliography of
recent papers in discrete location theory and modeling,
related to: (1) the median and plant location models and
(2) the center and covering models.
The various facility location models developed may
be broadly classiﬁed, according to Owen and Daskin
(1998) in:
 static and deterministic,
 dynamic, and
 stochastic.
The work presented here may be considered to lay in the
static and deterministic category of facility location
models. This type of problems can generally be further
categorized to the most common fundamental areas of:
 median problems, where minimization of the average
travel distance to or from the facility is the objective,
 covering problems, where minimum cost for a speciﬁc
coverage level or maximum coverage for ﬁxed number
of facilities is required, and
 center problems (minimax), where minimization of the
maximum distance between any demand and its
nearest facility is sought.
2. The biomass energy exploitation supply chain
A typical biomass supply chain is comprised of several
discrete processes. These processes may include ground
preparation and planting, cultivation, harvesting, hand-
ling, storage, in-ﬁeld/forest transportation, road transpor-
tation and utilization of the fuel at the power station.
Considering the typical locations of biomass fuel
sources (i.e. in farms or forests) the transport infrastruc-
ture is usually such that road transport will be the only
potential mode for collection of the fuel. Other factors that
favor the use of road transport include the relatively short
distances over which the fuel is transported and the
greater ﬂexibility that road transport can offer in
comparison with other modes. Other transportation
means, such as ship or train may be considered when
long distance biomass transport is examined. However,
this is not the case in this work, where emphasis is placed
on locally existing biomass types.
In the present work, a relatively simple but typical
biomass supply chain design has been adopted. The
requirement of developing a generic supply chain model
for examining several biomass types and also the multi-
biomass approach, including any combination of biomass
types, led to the generic modeling of the supply chain
design that is shown in Fig. 1.
The point of reference in the biomass-to-energy supply
chain is the power plant. The upstream supply chain,
concerns the biomass collection from the ﬁelds, its
loading on to the transportation vehicles and its sub-
sequent transportation to the storage space. The storage
facility is considered to lay by the power plant, in order to
remove a second transportation link that would be
required in case of intermediate storage locations as well
as to free the ﬁelds for the potential farming operations
and land preparation, which would be obstructed if on-
ﬁeld biomass storage was chosen. The transportation
vehicles unload the biomass at the storage yard and
loaders undertake the handling and positioning of the
biomass for storage. Then, biomass is fed into the power
plant as required. The power plant usually generates
electricity and heat.
The downstream supply chain concerns the two energy
products. Electricity is transferred via the electricity
transfer line to the grid connection point, where measur-
ing devices for the electricity fed to the grid are installed.
The heat generated is transferred via the main district
heating pipeline to a location close to the district energy
consumers, where a terminal point is installed. The
terminal point contains heat exchangers and absorption
chillers to convert heat into cooling when required, using
heat as primary energy source, therefore enabling trigen-
eration. Trigeneration concerns the generation of three
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Fig. 1. The biomass energy exploitation supply chain.
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types of energy from the same facility, namely electricity,
heat and cooling. The concept of trigeneration may be a
solution for promoting district energy in relatively warm
regions, like Greece and other south-European countries,
as the operational time may be more than doubled. The
same distribution network is used for district heating and
cooling.
3. The bioenergy facility location problem
The bioenergy facility location problem is affected by a
number of competing forces. As far as the upstream
supply chain is concerned, the biomass availability and
geographical dispersion are major factors affecting the
potential location of the facility, due to their immediate
effect on the mean travel distance, which determines the
biomass transportation cost. However, mean travel dis-
tance is not the only parameter affecting the biomass
supply chain cost. The time aspect has also an important
effect, as the duration of the biomass collection period
determines the number of collection, transportation and
handling vehicles and equipment, the storage space as
well as the labor requirements, thus ultimately affecting
the biomass supply chain cost.
Moreover, a number of factors related to the down-
stream supply chain impact the total system cost. For
example, the geographical positioning of the district
heating and cooling consumers determines the length of
the district energy transfer and distribution network. The
length of the network does not only affect the investment
cost, but the heat losses as well. Heat losses can be very
signiﬁcant in district energy systems of the size of a
typical bioenergy facility, and can even render such an
investment infeasible. Another factor affecting the facility
location is the geographical positioning of the locally
available grid connection points. The electricity transfer
line length is thus determined, having a direct effect on
the investment cost as well as the related electricity
losses.
The typical decision concerning district heating facil-
ities’ location is to select a location as close as possible to
the ﬁnal district energy consumers in order to minimize
the district heating network investment cost and heat
losses. However, in the case of biomass-fueled district
heating facilities, the abovementioned parameters of
biomass geographical dispersion as well as the availability
of electricity connection points need to be taken into
account. Therefore, the decision problem is far more
complicated when locally collected biomass is the
primary fuel of the district energy facility compared to
fossil-fueled facilities, thus requiring the application of
optimization methods to determine the optimum facility
location.
It should be mentioned that there are even more
challenges connected to the biomass facility location
problem. A crucial factor is the local communities’
acceptance to the project, as the local opposition could
prevent the construction of such a semi-desirable facility
(Sinclair and Lofstedt, 2001; Upreti, 2004; Upreti and Van
Der Horst, 2004). For this reason, it could be considered
that the proximity of the facility to inhabited areas or
areas of particular sensitivity is a factor determining the
projects’ acceptance.
It is apparent that the bioenergy facility location
problem is a very particular case of the general facility
location problem and is usually characterised by different
objectives.
3.1. Literature review on bioenergy facility location models
The majority of models concerned with biomass
energy exploitation are simulation models that investigate
cases or scenarios of interest, assuming the location of the
facility is pre-determined (Gallis, 1996; Nilsson and
Hansson, 2001). However, a signiﬁcant amount of research
has also been devoted to optimization models that focus
on the bioenergy facility location problem.
A linear programming (LP) optimization model has
been utilized (Cundiff et al., 1997) to optimize a cost
function including the biomass logistics activities bet-
ween the on-farm storage locations and the centrally
located power plant, construction and expansion costs of
storage facilities, as well as the cost of violating storage
capacity or lost revenue in case of biomass deﬁcit. The
authors consider the bioenergy facility location ﬁxed and
the LP model serves in choosing which farms among the
existing ones will be chosen to supply biomass. A very
detailed review concerning modeling tools for biomass
supply chain and bioenergy conversion up to the year
1999 can be found in Mitchell (2000), where the author
acknowledges the fact that most models tend to deal with
only one aspect of the bioenergy system. However, most of
the existing models are not concerned with sitting the
facility, but with other aspects of the bioenergy system,
such as technical issues on biomass conversion, techno-
logy selection, cost assessment, biomass potential estima-
tion and logistics issues.
Several authors have also included the biomass-to-
energy conversion facility in their biomass supply chain
modeling efforts, examining the generation of electricity
and/or heat. In the work of Tatsiopoulos and Tolis (2003) a
detailed cotton-stalk supply chain model that employs
linear programming (LP) optimization for the biomass
delivery scheduling was presented. This model was
applied for centralized (electricity only) and decentralized
combined heat and power (CHP) power plant scenarios.
The bioenergy facility is located in the center of the region
examined for the centralized electricity scenario and LP is
used to optimize the locations from which biomass is
procured. For the decentralized scenario, the location of
bioenergy facilities is determined indirectly, by calculat-
ing the optimum number of facilities and locating them
uniformly on a grid. A GIS-based model to locate a
bioenergy conversion facility based on optimum exploita-
tion of available biomass potential was developed by
Voivontas et al. (2001). In Papadopoulos and Katsigiannis
(2002), the focus is mainly on sitting the bioenergy facility
to reduce the biomass logistics costs, and more speciﬁ-
cally, on eliminating biomass warehousing needs by
performing a two-stage optimization: ﬁrstly, the CHP
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power plant location is determined to minimize the
transportation distance and secondly, dynamic program-
ming optimization is employed to identify the optimum
biomass fuel mix.
None of the abovementioned models is designed to
tackle the most practical problem, which concerns
satisfying a currently existing energy demand (electricity
and/or heat). Rather, these models mostly aim at deter-
mining (and some of them optimizing) the cost of biomass
logistics and its energy conversion, while at the same time
assuming that the energy generated will be exploited.
Nevertheless, this assumption is very optimistic in real life
conditions, where it is extremely difﬁcult to ﬁnd an
existing heat or electricity demand that would perfectly
match the economically interesting biomass potential
calculated by these models.
Few models that focus on satisfying speciﬁc energy
requirements have been developed, one of them pre-
sented in Nilsson (1999), where a biomass supply chain of
two fuels (straw and reed canary grass) is simulated for
use in district heating applications. The bioenergy facility
location is deﬁned by the model user; however, the
intermediate storage locations are calculated by the
simulation model. A similar approach, but only for one
biomass type, was adopted in Nagel (2000) to determine
an economic energy supply structure, covering existing
heating demand with district heating network. The
problem was formulated as a MILP optimization using a
dynamic evaluation of economic efﬁciency, and binary
operators to determine whether to construct or not a
district heating network, a heating plant or a co-genera-
tion plant. The locations of heating plants were chosen
among four pre-deﬁned potential locations. Finally, a
combination of GIS, mathematical modeling and optimi-
zation for energy supply at a regional level from forest
biomass was presented by Freppaz et al. (2004). The
system in question attempts to partially satisfy locally
existing heat and electricity needs. The model developed
employs GIS to calculate the transportation cost from all
potential biomass collection points to all potential
identiﬁed CHP plant locations. Then, optimization is
performed regarding the optimal sizing of the power
plant (deﬁning which kind of energy to produce for the
speciﬁc area), and biomass collection and harvesting
scheduling.
It is therefore apparent that the biomass energy
exploitation literature usually determines the location of
the facility by various means other than optimization
methods. In some cases optimization is employed to
choose the ﬁnal location among candidate identiﬁed
locations. In this work, a wide geographical region around
the energy consumers’ location has been considered for
the facility establishment, excluding regions deﬁned by
the constraints of the problem. A major difference
between this work and the models presented in the
literature is that the model developed aims at maximizing
the total system ﬁnancial yield while at the same time
deﬁning design and operational characteristics of the
system including the facility location in question. There-
fore, locating the facility is only one of the tasks the model
has to perform. As a matter of fact, the model is intended
to constitute a decision support system (DSS) for a
potential investor, providing him with insightful informa-
tion as well as suggestions on key issues such as the
optimum size of the facility, the fuel source(s), the amount
of each fuel type to be procured and last but not least the
location of the facility. The suggested values for the
variables of the model are derived by applying the concept
of total system ﬁnancial yield maximization. Conse-
quently, a holistic optimization approach has been
adopted for the entire system. It is obvious that in the
case examined, the ultimate target is not the minimiza-
tion of travel distance or time, nor the accomplishment of
a speciﬁc coverage level, the maximum possible coverage
level or the minimization of the maximum distance,
which are usually the aims in facility location problems.
On the contrary, a wider perspective of maximizing the
total system yield is espoused.
4. Optimization model
The model presented in this work simulates and
optimizes the operation of a system comprising of the
biomass supply chain, the bioenergy conversion plant and
the district heating and cooling (DHC) network that will
supply the ﬁnal customers with the energy products they
require. The decision maker may decide which of the
locally available biomass types will be included for
consideration, as the model is parametric. The ultimate
objective of the whole system simulation and optimiza-
tion is to fully satisfy the thermal and cooling demand in
the ﬁnancially most efﬁcient manner. Therefore, the
system will operate at a heat-match mode. The facility
comprises of a base-load co-generation module (CHP) and
a biomass boiler for peak-load heat generation. Heat
generated by the CHP unit and the biomass boiler may be
used for heating purposes or it may be transformed to
cooling using absorption chillers. The electricity generated
will be sold at the national grid at prices that are
determined by the Greek Regulatory Authority for Energy
(RAE). The technology used for biomass-to-energy con-
version may also vary, according to the decision makers’
choice, as long as it is suitable for the biomass types
selected and for CHP generation. In the case study,
biomass gasiﬁcation has been examined. The following
notations are used for the mathematical formulation of
the model (Table 1).
4.1. Objective function
The objective function to be maximized is the Net
Present Value (NPV) of the investment for the project’s
lifetime. All the elements of the system are included in the
investment analysis, i.e. the power plant, the supply chain
of the biomass, the district heating and cooling (district
energy) network with the connection to the customers, as
well as the electricity transmission line and connection to
the grid. All operational costs are also taken into account.
NPV was chosen not only because it is the most frequently
used investment appraisal criterion in co-generation plant
investments (Biezma and San Cristobal, 2006), but also as
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Table 1
Notations.
Sets and indices Description
i i=1yn Biomass type
t t=1yT Time period
l l=1yL Distance class from power plant
Variables Units Description
Bil tnwet biom. Annual amount of the ith biomass type to be procured from distance class l
Pmh kW Thermal capacity of the base-load CHP plant
Pp kW Thermal capacity of the peak-load biomass boiler
V0 m
3 Initial annual biomass inventory
Vt m
3 Biomass inventory in period t
Xp Km Longitude of bioenergy facility (geographical coordinate)
Yp Km Latitude of bioenergy facility (geographical coordinate)
Parameters Units Description
Ac h Chilling equipment O&M annual cost
Ad h District heating O&M annual cost
Aet h Electricity transmission line O&M annual cost
Cbi h/tn wet Purchasing and loading cost of biomass type i
Cc h/MWh Selling price of cooling
Cch h/kW Chiller speciﬁc investment cost
CCO2 h/tnCO2 eq. Market price of a ton CO2 equivalent
Cd h/m Main district heating pipeline speciﬁc investment cost
Cdn h Distribution network & connection cost per district energy customer
Ce h/MWhel Selling price of electrical energy
Cetf h Fixed investment cost of electricity transmission line
Cetv h/km Variable investment cost of electricity transmission line
Ch h/MWh Selling price of heat
Cm h/kWel Speciﬁc investment cost of base-load unit
Cp h/kW Speciﬁc investment cost of peak-load unit
Ctdi h/(kmtn) Distance-speciﬁc transportation cost of biomass i
Ctti h/(h tn) Time-speciﬁc transportation cost of biomass i
Cvw h Annual variable warehousing cost (e.g. salaries, handling)
Cw h/m2 Warehouse speciﬁc investment cost
Df – Discounting coefﬁcient
Dl km Biomass transportation trip distance for class l
dm kg/m3 Mean biomass density
Ect MWh Cooling generated in period t
Eec MWhel Electricity consumed in absorption chilling annually
Eet MWhel Electricity generated in period t
Eht MWh Heat generated in period t
Emht MWh Heat generated from the base-load CHP plant in period t
Epht MWh Heat generated from the peak-load biomass boiler in period t
Gc tn CO2 eq. Greenhouse gas (GHG) emissions reduction due to renewable cooling generation
Ge tn CO2 eq. GHG emissions reduction due to renewable electricity generation
Gt tn CO2 eq. GHG emissions reduction due to renewable heat generation
H m Height of warehouse
i % Interest rate
Il h Warehousing equipment and loaders investment cost
Ld m Length of the main district heating pipeline
Le km Length of the electricity transmission line
LHVm kJ/kg Mean lower heating value of biomass
Ls km Safety distance from heat & cooling consumers
N years Investment lifetime
Nd – Number of district energy customers
ne % Electricity transmission losses
nm % Total efﬁciency factor of base-load unit
np % Total efﬁciency factor of peak-load unit
Om % Base-load unit annual O&M cost (% of investment cost)
Op % Peak-load unit annual O&M cost (% of investment cost)
Ow h/m2 Warehouse annual operation & maintenance (O&M) cost
Pch kW Chillers installed capacity
PHR – Power-to-Heat ratio
Pme kWel Electrical capacity of the base-load CHP unit (=Pmh*PHR)
Phdt kW Mean monthly equivalent thermal demand of customers
Sc % Public subsidy on investment for chilling equipment
Set % Public subsidy on investment for electricity transmission
Sp % Public subsidy on investment for power plant
T20 days 20-day period
Tl h return trip time for distance class l
W m2 Warehouse area
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it is considered theoretically superior to other criteria
(Zimmerman, 1997). The NPV function to be maximized is
MaxNPV ¼ ½Ceð1 neÞð
X
t
Eet  EecÞ þ Ch
X
t
Eht
þCc
X
t
Ect þ Cco2ðGeþ Ghþ GcÞDf
½ðCwW þ IlÞ þ ðCmPmhPHRþ CpPpÞð1 SpÞ
þðCetvLeþ Cetf Þð1 SetÞ þ CdLd
þCdnNdþ CchPchð1 ScÞ

X
i
X
l
BilCbi
"
þ
X
i
X
l
BilðCtdiDl þ CttiTlÞ þ OwW
þCvwþ OmCmPmhPHRþ OpCpPpþ Aet
þAdþ Ac

Df ð1aÞ
Le ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðXp XeÞ2 þ ðYp YeÞ2
q
ð1bÞ
Ld ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðXp XdÞ2 þ ðYp YdÞ2
q
ð1cÞ
Dl ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2½ðXp XblÞ2 þ ðYp YblÞ2
q
ð1dÞ
W ¼ 1;1
H
maxVt ð1eÞ
where in (1a) the ﬁrst group of terms in brackets refers to
the revenue streams of the investment, the second group to
the investment costs and the third group to the operational
costs. All the annual monetary amounts are multiplied by
an appropriate discounting coefﬁcient Df, which turns them
into present values, assuming that the annual amounts will
follow the inﬂation rate and that the inﬂation rate will
remain ﬁxed for the investment’s lifetime:
Df ¼
1 1þ ði rÞð1þ rÞ
 N
i r ð2Þ
It should be noted that the objective function calculates the
NPV before taxes.
4.2. Optimization variables
Two of the optimization problem variables are the
longitude and latitude of the facility location, which
determine the exact location of the power plant. However,
there are several more independent variables that de-
scribe the system and are determined by the optimization
method. The independent variables of the optimization
problem are the following:
 Xp&Yp: The optimum location (geographical coordi-
nates) to construct the bioenergy facility.
 Pmh: The thermal capacity of the base-load CHP plant.
The electrical capacity of the plant (Pme) is assumed to
be proportional to the thermal capacity.
 Pp: The thermal capacity of the peak-load biomass boiler.
 Bi: The total amount of the ith biomass type to be
procured each year.
 V0: The initial annual biomass inventory. This variable
is necessary, as the calculations are based on a rolling
horizon framework, similarly to Cundiff et al. (1997).
 Vt: Monthly biomass inventory.
4.3. Constraints
Several constraints have been introduced in the
mathematical formulation of the problem.
4.3.1. Energy demand constraints
The biomass power plant must have enough capacity
installed to satisfy the thermal or cooling peak loads of the
consumers:
Pmhþ PpZmaxPhdt ð3Þ
where max Phdt is deﬁned as the maximum thermal
(or cooling) demand of the customers for a predeﬁned
conﬁdence level, converted into equivalent heat demand.
This constraint ensures that the heat produced each time
period by the base-load CHP unit and the peak-load boiler
will satisfy the thermal or cooling energy demand of the
DHC customers.
4.3.2. Warehousing constraints
There should be a biomass safety stock in the ware-
house at any time to meet the energy needs of the
customers for a certain timeframe. This is here assumed as
the amount of biomass adequate for at least twenty days
of full-load operation for both base- and peak-load units:
VtdmLHVmZ
Pmhð1þ PHRÞ
nm
þ Pp
np
 
T208t ð4Þ
Another constraint is introduced, due to the rolling
horizon of the model: The ﬁnishing season stock (VT)
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Table 1 (continued )
Sets and indices Description
Xbl km Longitude of biomass ﬁelds belonging to l distance class
Xd km Longitude of heat & cooling consumers
Xe km Longitude of electricity connection point to grid
Ybl km Latitude of biomass ﬁelds belonging to l distance class
Yd km Latitude of heat & cooling consumers
Ye km Latitude of electricity connection point to grid
r % Inﬂation rate
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must be at least as much as the starting season stock (V0).
A case where VT would be larger that V0 could be
acceptable and have a physical meaning, as the difference
could be interpreted as material loss. However, the
application of optimization leads practically always to
equal starting and ending period inventory:
VTZV0 ð5Þ
4.3.3. Legislation constraints
There is a legislation requirement that a co-generation
project may receive subsidy on investment only if at least
a certain percent (presently 65%) of the heat generated is
actually exploited:X
t
EhtZ65%
X
t
ðEmht þ EphtÞ ð6Þ
where Eht, equivalent heat demand of district energy
consumers during a speciﬁc time period t (MWhth);
Emht, heat generated from the CHP unit during a speciﬁc
time period t (MWhth); Epht, heat generated from the
biomass peak-load boiler during a speciﬁc time period
t (MWhth).
This constraint is active when the operational mode of
the power plant is not heat-match. In the application
examined here, the assumption of heat-match mode
operation ensures that this constraint is always met, since
the heat generated equals the heat demand.
4.3.4. Social constraints
Certain social or environmental conditions may prohi-
bit the installation of the bioenergy conversion facility in
some regions. More speciﬁcally, the biomass power plant
should not be located very close to the DHC customers’
location, which will probably be an inhabited area, due to
potential local opposition (Upreti and Van der Horst,
2004; Upreti, 2004). In facility location literature there
exists a speciﬁc problem category, named semi-obnoxious
or semi-desirable facility location, for facilities such as
garbage dump sites, airports and power plants (Brimberg
and Juel, 1998), where usually a bi-objective or multi-
objective problem has to be solved. In semi-obnoxious
problems the two contradictious objectives of maximizing
the distance from communities negatively affected and
minimizing operational costs have to be met (Yapicioglu
et al., 2006). In this case study the disservice generated by
the biomass power plant has been treated as a constraint
rather than developing a bi-objective model. It is therefore
assumed that the bioenergy conversion facility must be
located at least a safety distance (Ls) away from the
customers’ location (Xd, Yd), to avoid potential local
opposition.
ðXp XdÞ2 þ ðYp YdÞ2ZLs2 ð7Þ
4.3.5. Logical constraints
Certain logical constraints are introduced in the
optimization problem. The independent variables are
required to be non-negative and upper bounds are also
deﬁned for many of them. For example, the annual
amount of each biomass type is bounded by the
maximum available biomass quantity of this type (maxBil)
in the distance class l under examination.
0rBilrmaxBil8i; l ð8Þ
The biomass boiler size has a lower bound equal to the
minimum monthly heating and cooling demand of the
ﬁnal consumers, multiplied by a safety factor (equal here
to 120%). The rationale behind this bound is that the boiler
should be able to serve fully the heat and cooling demand
at least for the month with the minimum demand, in
order to allow maintenance of the main CHP unit without
disrupting the energy supply to the consumers:
120%minPhdtrPp ð9Þ
where Phdt, monthly equivalent heat demand of district
energy consumers (kWth).
The longitude and latitude of the biomass power plant
location have user-deﬁned upper and lower bounds, as
long distance district heating and cooling is inefﬁcient:
minXprXprmaxXp ð10Þ
minYprYprmaxYp ð11Þ
4.4. Optimization
Numerous optimization methods exist, as optimization
is a huge ﬁeld of operational research. Some of them are
applicable only to speciﬁc types of problems, whereas
others are generally applicable. However, even those
‘‘generic’’ optimization methods are usually more efﬁcient
when applied to speciﬁc kinds of optimization problems.
In the bioenergy supply chain literature, several
optimization methods have been applied. Linear program-
ming (LP), a method that has the advantage of simplicity
and assurance of identifying the global optimum has been
used in Cundiff et al. (1997) and Tatsiopoulos and Tolis
(2003). These two models managed to retain linearity of
the model by optimizing only the biomass supply chain
and not the entire system. MILP has been used in one
instance (Nagel, 2000) to include binary operators for
investment decisions in the variables. Furthermore,
dynamic programming has been used in Papadopoulos
and Katsigiannis (2002) to identify the optimum fuel mix
for a biomass CHP unit.
In the general facility location literature, various
optimization methods have been widely applied. In many
cases linear models are used (Appa and Giannikos, 1994).
In some cases non-linear objective functions are approxi-
mated by piecewise linear functions to transform a non-
linear problem to linear, as in Aboolian et al. (2007).
Lately, heuristics such as tabu search (TS), simulated
annealing (SA) and genetic algorithms (GA) have been
applied to the facility location problem (FLP) with good
results (Arostegui et al., 2006).
4.4.1. Optimization problem
The optimization problem arising from the model
presented in this paper is non-linear, as it aims at modeling
and optimizing the entire bioenergy system, thus excluding
LP from the candidate optimization methods. Non-linearity
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is introduced due to the modeling of economies of scale.
Apart from non-linearity, the objective function of the
optimization problem in question presents another chal-
lenge for the optimization method: it has several disconti-
nuities, which are introduced by the analytical modeling of
the biomass supply chain. The objective function is a
piecewise continuous function, similar to the case of
Nilsson (1999). For example, it is possible that for a very
small difference in incoming biomass, one more loader will
be required to handle the extra amount of biomass.
Therefore the cost function will make a step. The number
of the potential non-linearities has been found to be
relatively small and their impact is also judged as mild.
However, no one can ensure that this feature may not
present a problem for an exact optimization method, if the
region of a discontinuity happens to be evaluated. The
speciﬁc characteristics of the optimization problem com-
plicate the decision for selection of an optimization
method that will be able to cope with the abovementioned
challenges. Furthermore, the inherent inability of most of
the currently existing non-linear optimization methods to
ensure the identiﬁcation of the global optimum of the
problem has been a major concern.
In order to overcome the limitations of using a speciﬁc
non-linear optimization method, a hybrid method is
applied in the model. This means that ﬁrstly, one
optimization method is employed to deﬁne a good solution
to the problem. This solution is used as the starting point of
the second optimization method that bears the task to
enhance further the solution found at the ﬁrst step.
4.4.2. Optimization method
The optimization method employed as the ﬁrst step of
the hybrid method is the genetic algorithms (GA). The GA
method has been applied for a great variety of optimiza-
tion problems and is based on the principles of genetics
and natural selection. A GA allows a population composed
of many individuals to evolve under speciﬁed selection
rules to a state that maximizes the selected criteria (Haupt
and Haupt, 2004). Some of the advantages of a GA include
that it optimizes even non-linear, non-continuous and
non-differentiable functions with continuous or discrete
variables, it does not require derivative information, it
simultaneously searches from a wide sampling of the cost
surface, it deals with a large number of variables and it
can ﬁnd a relatively good solution in short time. Even
more importantly, a GA may succeed in ﬁnding the global
optimum due to the fact that the method evaluates
simultaneously a large population instead of a single point
for most non-heuristic optimization methods. Finally, a
GA does not require a user-deﬁned starting point for an
efﬁcient operation. These advantages are intriguing and
can produce stunning results when traditional optimiza-
tion approaches fall miserably (Haupt and Haupt, 2004).
A disadvantage of a GA is that, despite the fact that there
is a good chance of ﬁnding a solution close to the global
optimum, the method progresses very slowly after a certain
point, especially for complex problems. Therefore, this
method is not particularly efﬁcient for local search.
The characteristics of GA have been conﬁrmed by
Arostegui et al. (2006), who compared the results of
applying the heuristic optimization methods of TS, SA and
GA for a number of typical FLP. The authors have
concluded that GA outperform the other methods in some
cases, but most importantly they provide a very good
result at a shorter computational time compared to the
other two methods in all problems examined. The authors
also acknowledge that GA can extract more information
from fewer solutions, and that their application in FLP
results in an initially steep descent, which is slowed down
signiﬁcantly at the last stages of the optimization
procedure. The hybrid method presented in this work
aims at exploiting the initial steep descent of the GA
method, while at the same time eliminating its disadvan-
tage of slow progress at the last stages of optimization.
For this reason, an exact quasi-Newton optimization
method is applied as the second step to deﬁne the
optimum. This method was chosen to be Sequential
Quadratic Programming (SQP), which solves a quadratic
programming subproblem at each step. This type of
continuous optimization method presents the advantage
of very fast convergence with accuracy in optimum
solution identiﬁcation. Its disadvantage is mainly the fact
that it may identify a local optimum instead of the global,
and that the results may be disappointing if one does not
use a good starting point. In many practical cases, as well
as in the case described in this paper, ﬁnding a good
starting point is actually impossible. Furthermore, this
method requires continuous objective function, its ﬁrst
and second derivatives and constraints.
The hybrid optimization method applied in this model
aims at retaining the advantages of each method while at
the same time eliminating or signiﬁcantly reducing their
disadvantages and limitations. Having deﬁned a good
solution in the vicinity of the global optimum using the
GA, the application of the SQPmethodwith the GA optimum
as its starting point may lead to identiﬁcation of the global
optimum with high accuracy in a signiﬁcantly reduced
computational time. The possibility of SQP hitting a
discontinuity point of the objective function is dramatically
reduced, since this method is used for local search. The
proposed hybrid optimization method utilizes each optimi-
zation method for the tasks it can perform most efﬁciently.
4.4.3. Optimization method parameters
The parameters of the genetic algorithms have been
selected with the main objective of widely searching the
solution space. Accordingly, a rather large population size
has been selected (200 genomes), to facilitate the identi-
ﬁcation of the global optimum region. The initial popula-
tion is created randomly, subject to a range which is
determined by the constraints of the problem. The
constraints have been modeled as linearly increasing
penalty functions, as it has been found more efﬁcient than
any other type of penalty function. The scaling of the
chromosomes is performed using a simple ranking func-
tion, which scales the raw scores based only on the rank of
each individual, instead of its score, therefore removing the
effects of the spread of the raw scores. The 5 best
chromosomes of each generation are considered as elite
and pass to the next generation intact. The parents are
selected using a stochastic uniform function. The algorithm
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of the selection function moves along a line, which consists
of sections proportional to each parents’ scaled value, in
steps of equal sizes. The sections on which the algorithm
lands denote the parents selected. An adaptive feasible
mutation function has been employed, which randomly
generates directions that are adaptive with respect to the
last successful or unsuccessful generation. A step length is
chosen along each direction so that the constraints and
bounds are satisﬁed. A high value for the mutation factor
(0.35) has been chosen to examine a signiﬁcant number of
new solutions in each generation and to deter early
convergence of the ﬁrst step of the hybrid optimization
method. Finally, a scattered crossover function has been
chosen, which creates a random binary vector and selects
the genes where the vector has a value of 1 from the ﬁrst
parent, and the genes where the vector has a value of 0
from the second parent, and combines the genes to form
the child. The high mutation factor results in a relatively
low crossover factor of 0.65.
The SQP method employed does not use penalty func-
tions, but models the optimization problem as a constrai-
ned non-linear optimization problem. The optimum solution
is reached when ﬁrst order optimality conditions are satisﬁed
to a speciﬁed tolerance level. There is also a limit of
maximum iterations and function evaluations number, for
the case that the method fails to converge to a solution.
5. Case study—system description
The case study concerns the potential establishment of
a biomass trigeneration plant in the district of Thessaly,
Greece. Thessaly is the largest plain in Greece, and there
exist many types of cultivations, therefore making the
region an ideal candidate to apply the concept of multiple
biomass exploitation. The types of biomass examined
include several types of agricultural residues, such as
wheat straw, maize, cotton stalks and prunings from olive
trees and almond trees. These biomass types have been
characterized as dominant in the region, using Pareto
analysis, and all of them are considered as potential fuel
sources for the power plant. The basic characteristics of
the biomass sources considered in the analysis are
presented in Table A1 of Appendix A. A local community
is considered to be the heat and cooling customer. A total
of 500 households, currently using heating oil for space
heating and electrical heat pumps for cooling, are
assumed to be connected to the district energy network.
The facility will operate on heat-match mode. Real
statistical biomass availability data has been used, and
the amount of biomass existing in the region has been
found to be signiﬁcantly larger compared to the needs of
the small to medium-size bioenergy facility under
investigation. The investor could either be a private entity
or a regional authority. The main case study input data are
presented in Table A2 of Appendix A.
The main revenue sources of the power plant under
consideration are electricity sales to the national grid,
heat and cooling supply to the customers via a district
heating network as well as emissions reduction units’
(ERU’s) trading. The electricity produced will be sold
directly to the national grid, at prices determined by the
Greek energy authority. The price of heat is assumed to be
a ﬁxed percentage of the cost of heat obtained by using oil
whereas the price of cooling is a ﬁxed percentage of the
cost of cooling obtained by electrical compression chillers.
6. Results
The bioenergy facility location is of crucial importance
for the ﬁnancial yield of the investment. A map of the
geographical region around the location of the district
energy consumers is shown in Fig. 2. The contour lines
represent the potential facility locations with the same
value of NPV for the investment. The values of the contour
lines are in million Euros. Cost contour lines are an
interesting method of obtaining insight to the behavior of
the objective function and to alternative facility locations
(Nanthavanij and Asadathorn, 1999). This map was
created by eliminating the bioenergy facilities’ longitude
and latitude variables from the optimization model and by
forcing the model to optimize the rest of the variables for
the geographical coordinates of each potential location on
a grid. The shaded circle around the energy consumers’
location signiﬁes the proximity constraint, denoting the
area around the village where the facility should not be
established to avoid potential public opposition. The red
‘‘x’’ sign shows the bioenergy facility location suggested
by the hybrid optimization model and the blue solid lines
show the geographical coordinates of this location.
Some interesting comments may be made on Fig. 2.
First of all, it can be seen that the hybrid optimization
method proposes a location on the borders of the
proximity constraint, which means an effort has been
made to minimize the district energy network investment
cost, heat losses and operational cost. Furthermore, the
proposed location facility is at the south-west of the
village, where the NPV value is higher due to the higher
biomass availability. The map of Fig. 2 may be very useful
to the potential investors, as it reveals alternative
locations for the facility, with only a minor effect on the
ﬁnancial yield of the project. This fact may signiﬁcantly
reduce the risk inherent with site selection, as an
alternative location may be easily chosen, thus over-
coming any problems encountered with the location
originally selected by the optimization method.
As far as the operation of the hybrid optimization
method is concerned, a snapshot of the operation of the
GA step is shown in Fig. 3. The blue colored crosses
represent the mean value of the objective function and the
black points the best value for each generation.
It should be noted here that the objective function is
expressed in such a way that the optimum value
(maximum NPV) is obtained by minimizing the objective
function. Fig. 3 shows that the mean value of the objective
function increases at the ﬁrst generations, while at the
same time the best value signiﬁcantly reduces. This fact
reveals the GA tendency to search widely in the search
space. It could also be inferred that the wide search leads
ultimately to identiﬁcation of improved genomes, despite
the increase in the mean value of the population.
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It is interesting to note that the mean value of the
population increases in several instances, when the mean
value is approximating its best value. This phenomenon is
due to the large mutation factor used for the speciﬁc
application. As generations pass by, the periodical in-
creases of the mean value tend to have smaller intensity.
An attempt has been made to verify the merits of the
hybrid optimization method applied for the speciﬁc
problem, by comparing the results with the two optimiza-
tion methods that are actually its constituents: SQP and
GA. The three methods have been applied independently
for the same optimization problem and the optimum
solution determined by each one is presented in Table 2.
The solution presented is the best determined after ten
runs with different starting points/populations, in order to
avoid a single potential case where the algorithm may
diverge and provide meaningless results.
It can be inferred from Table 2 that the result of the
hybrid optimization method is better than the one of the GA
or SQP methods. The SQP method converges to a solution
with an objective function value 0.13% less than to the one
determined by the hybrid method, while the GAmethod falls
short by 0.61%. The SQP method requires signiﬁcantly less
computational time compared to the other two methods.
However, the time required is reasonable in all cases.
It is impressive that the solutions determined by the
hybrid and the GA methods present many similarities,
whereas the SQP method converges to a solution with
major differences in the energy generation modules’
nominal power and the geographical location of the
power plant. This fact implies potential trapping of the
SQP method to a local optimum, which is a major
argument for the development of the hybrid method. On
the other hand, it is obvious that the GA method is unable
to perform local search, as it identiﬁes the global optimum
neighborhood, but not with high accuracy.
A very critical characteristic of an optimization method
is its robustness. Since the optimization problem entails a
piecewise continuous objective function, it is very im-
portant to examine the methods’ robustness, namely how
often the optimum solution is identiﬁed for a large number
of applications and how far lie the solutions found from the
real optimum of the problem. For this reason, each
optimization method has been applied a hundred times
with different starting points/ populations. The results are
shown in Fig. 4, where the solutions are classiﬁed
according to their deviation from the optimum solution
found. It should be noted that in Fig. 4, the scale of the X
axis is custom and not linear, focusing mainly on solutions
very close to the real optimum.
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The global optimum solution found with the hybrid
method for a slightly simpliﬁed problem has been
compared to the real optimum of the problem, which
has been calculated using the complete enumeration
method, with very signiﬁcant computational time cost.
It has been found that the hybrid method can achieve a
solution with a difference of about 0,01% to the real
optimum found by the complete enumeration.
In Fig. 4 one may notice that the solutions of the hybrid
method have a larger concentration around the real
optimum, as compared to GA or SQP methods. More
speciﬁcally, 71% of the solutions found by the hybrid
method have an objective function value more than 99% of
the real optimum one, whereas SQP achieves this only in
44% of the cases and GA in 33%. Similarly, when referring
to objective function values over 98% of the real optimum
solution, the hybrid method has passed the threshold in
87% of the cases, SQP in 54% and GA in 40%.
Despite the high concentration of the solutions found
around the real optimum for the hybrid method, it is
interesting to note that the mean solution found by the SQP
is slightly better than the hybrid method, and the standard
deviation of the solutions found is surprisingly smaller
(Table 3). The hybrid method is affected by the GA
application as a ﬁrst step, and GA diverge in almost 5% of
the runs, where the term ‘‘divergence’’ is used here to
signify a solution found with objective function value less
than 60% of the real optimum. The hybrid method performs
slightly better, but still it diverges in 4% of the runs. These
few cases of divergence lead to the increased standard
deviation of the hybrid method. In order to indulge further
in this issue, the mean and standard deviation have been
calculated again for the best 95% of the solutions found, in
an attempt to remove the outliers (Table 4).
It is apparent from Table 4 that the hybrid method
determines solutions with increased mean value and
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Fig. 3. GA operation snapshot.
Table 2
Optimum solution for various optimization methods.
Hybrid method GA SQP
NPV (Mh) 11,461 11,392 11,446
Computational time 15min 14min 15 s
Optimization variables
CHP thermal power (MWth) 4126.7 4187.6 3677.6
Biomass boiler thermal power (MWth) 500 507.8 952.4
Biomass 1 Wheat straw (t yr1) 2013.7 2375.1 2345.2
Biomass 2 Corn stalks (t yr1) – 102.6 –
Biomass 3 Cotton stalks (t yr1) 4424.2 4000.1 3736
Biomass 4 Olive tree prun. (t yr1) – 13.1 –
Biomass 5 Almond tree prun. (t yr1) 4387.5 4469.3 4617.9
Initial biomass inventory (m3) 4225 4359.5 4106.2
Plant longitude (km) 331.57 330.74 334.24
Plant latitude (km) 4380.46 4379.73 4380.41
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signiﬁcantly reduced standard deviation compared to the
SQP method, when only the best 95% of the solutions are
taken into account. Furthermore, GA performance is
poorer than that of the SQP method, having more than
twice the standard deviation of the SQP.
7. Conclusions
In this work, a biomass energy exploitation facility
location model has been presented. The methodology has
been applied to a case study, in order to optimize the
location as well as design and operational parameters of a
biomass trigeneration plant in Greece, serving speciﬁc
energy needs. The bioenergy facility location problem has
been modeled as a non-linear optimization problem with
the investment yield serving as the objective function.
Furthermore, a number of constraints have been intro-
duced. The concept of system-wide optimization when
selecting the location of such a facility is innovative for
the speciﬁc ﬁeld of applications. The optimization con-
cerns a number of decision variables for the investor, apart
from the location of the facility, such as the size of the
facility and the annual amount of each biomass type
available to use for energy generation.
A hybrid optimization method has been developed to
allow the application of this concept, which is a novelty
for the biomass supply chain energy exploitation research.
The optimization method proposed appears to be compe-
tent in handling the complexity and the peculiarities of
the bioenergy facility location problem. More speciﬁcally,
the hybrid optimization method not only provides solu-
tions of higher quality compared to the GA and SQP, but it
also provides them with increased reliability for the
speciﬁc problem, which is a very signiﬁcant characteristic
for an optimization method. This method actually appears
to retain the virtues of both its constituent methods, while
signiﬁcantly mitigating their limitations. However, one
should perform more than one runs of the hybrid method,
to avoid the small possibility of the method diverging. A
proposed number of ten runs will provide a solution very
close to the real optimum one with very high reliability,
and within reasonable computational time.
Furthermore, the NPV contour map presented for the
case study constitutes a major decision support tool for
the potential investors, as it provides information on
alternative locations for establishing the facility with only
a minor effect on the investment yield. The information
provided may signiﬁcantly reduce the risk of inhibiting
the investment due to unexpected problems or implica-
tions encountered for the optimum location deﬁned by
the hybrid optimization model. In practical cases, this
kind of information is invaluable for the investors,
especially when a semi-desirable facility is concerned.
Finally, it should be noted that the future plans of the
authors include a number of different case study applica-
tions of the hybrid optimization method to come up with
even more detailed information on the performance of
this method.
Appendix A
The basic characteristics of the biomass sources
considered in the analysis are presented in Table A1. The
main case study input data are presented in Table A2.
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Table 3
Mean and standard deviation for 100 runs.
Method Mean (103) Standard deviation (103)
Hybrid 10663.0 3072.2
SQP 10783.8 1369.1
GA 10127.9 3274.6
Table 4
Mean and Standard Deviation for the best 95% of the solutions found.
Method Mean (103) Standard deviation (103)
Hybrid 11361.1 299.0
SQP 11026.0 681.9
GA 10798.1 1488.1
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Fig. 4. Robustness of the GA, SQP and hybrid optimization methods.
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Table A2
Main case study input data.
Interest rate (%) 8
Inﬂation (%) 3
Investment lifetime (yr) 20
Transportation & handling equipment lifetime (yr) 7
Subsidy on bioenergy facility investment (%) 40
Subsidy on DHC network & equipment (%) 40
Subsidy on electricity transmission line (%) 0
Electricity selling price (h/MWh) 68.42
Heat selling price (h/MWh) 47.8
Cooling selling price (h/MWh) 36
Oil price (h/kg) 0.5
Electrical efﬁciency of CHP unit (%) 29
Total efﬁciency of CHP unit (%) 85
Thermal efﬁciency of biomass boiler (%) 80
COP of absorption chillers 0.7
O&M of CHP unit (%inv. cost yr1) 7
O&M of biomass boiler (%inv. cost yr1) 3
Number of DHC customers 500
Average length of distrib. Network per customer (m) 10
Table A1
Characteristics of ﬁve dominant biomass types in the case study area considered.
1. Wheat straw 2. Corn stalks 3. Cotton stalks 4. Olive tree prunings 5. Almond tree prunings
Residue yield (t/ha)a 2.97 7.17 5.47 2.82 6.21
Residue availability factor (%)a,b 15 30 70 90 90
Exploitable residue (t/ha) 0.45 2.15 3.83 2.54 5.59
Moisture wet (%)a 20 50 30 35 40
Higher heating value (MJ/dry kg)a,b 17.9 18.4 18.1 18.1 18.4
Availability period July–August November–December Octobter–November December–February December–February
Residue price (h/tonwet)c 50 20 20 30 30
a Source: Voivontas et al. (2001).
b Source: Papadopoulos and Katsigiannis (2002).
c Residue price includes purchasing and loading cost, prices assumed.
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