Multi-Resolution Techniques Based on Shape-Optimization for the Solution of Inverse-Scattering Problems by Benedetti, Manuel
Ph.D. Dissertation
International Dotorate Shool in Information and
Communiation Tehnologies
DIT - University of Trento
Multi-Resolution Tehniques based on
Shape-Optimization for the Solution of Inverse
Sattering Problems
Manuel Benedetti
Thesis in o-tutelle between University of Trento (Italy)
and Université Paris Sud XI (Frane).
Thesis with European Label.
Advisor:
Andrea Massa, Professor
Università degli Studi di Trento
Co-Advisor:
Dominique Lesselier, Direteur de Reherhe
Laboratoire des Signaux et Systèmes (Supéle-CNRS-UPS)
Deember 2008
Thèse de Dotorat
SPECIALITE: PHYSIQUE
Eole Dotorale Sienes et Tehnologies
de l'Information des Téléommuniations
et des Systèmes
Présentée par Manuel Benedetti
Sujet:
Tehniques Multi-Résolution basées sur l'Optimisation
de Forme pour la Résolution de Problèmes Inverses
de Diration
Thèse en o-tutelle entre Université de Paris Sud 11 (Frane)
et University of Trento (Italie). Thèse ave le label européen.
Soutenue le 1
er
Deembre 2008 devant les membres du jury:
M. LESSELIER Dominique
M. MASSA Andrea
M. DORN Oliver
M. PICHOT Christian
M. PICHON Lionel
M. AZARO Renzo
Aknowledgements
Arriving at the end of my Ph.D., I would like to express my
gratitude to all those who gave me the possibility of arrying
out suh a wonderful professional experiene. First of all, I
want to thank my thesis advisors Andrea Massa, Professor of
Eletromagneti Fields at the University of Trento and Dire-
tor of the Eletromagneti Diagnosti Laboratory (ELEDIA
Lab.), and Dominique Lesselier, Direteur de Reherhe at the
Laboratoire des Signaux et Systèmes (L2S) of Supéle, who had
ondene in my abilities as well as in the o-tutelle program
in whih I was involved.
My speial thanks also go to my tutors Mar Labert, re-
searher at L2S, and Massimo Donelli, researher at the Uni-
versity of Trento and member of the ELEDIA group. Certainly,
I will never forget their helpfulness in providing me with so
many theoretial suggestions as well as with useful tips at a
more pratial level.
Moreover, I want to thank all my dear olleagues and friends
of the ELEDIA Researh Group, whose skills and kindness on-
tribute to make the Ph.D. a great professional experiene and
a wonderful life experiene at the same time. I am deeply in-
debted to all of them, stritly in alphabetial order by name
(I hope not to forget anybody), Andrea Rosani, Anna Mar-
tini, Aronne Casagranda, Davide Franeshini, Edoardo Zeni,
Federio Caramania, Federio Viani, Gabriele Franeshini,
Giaomo Oliveri, Leonardo Lizzi, Lua Ioriatti, Lua Mania,
Mauro Martinelli, Paolo Roa, Renzo Azaro, and Riardo
Aramini.
I also have to thank for the kindness the olleagues and
friends that I met during my stays at L2S, to be more pre-
ise Andrea Cozza, Anthony Bourges, Arnaud Breard, Bernard
Duhene, Chin Yuan Chong, Christophe Conessa, Cyril Dahon,
Frédéri Brigui, Frédéri Nouguier, Houmam Moussa, Jean-
Philippe Groby, Juan Felipe Abasal, Karim Louertani, Nio-
las Ribiere-Tharaud, Tommy Gunnarsson, and Rami Kassab.
A speial thank goes to the administrative sta of the lab as
well, namely Daniel Rouet and Maryvonne Giron.
Finally, I am innitely grateful to my family, Stefano, Pie-
rina, Susanna, and Miòl, whose patient love and eourage-
ments enabled me to nish this work.
Abstrat
In the framework of inverse eletromagneti sattering teh-
niques, the thesis fouses on the development and the analysis
of the integration between a multi-resolution imaging proedure
and a shape-optimization-based tehnique. The arising method-
ology allows, on one hand, to fully exploit the limited amount of
information olletable from sattering measurements by means
of the iterative multi-saling approah (IMSA) whih enables
a detailed reonstrution only where needed without inreas-
ing the number of unknowns. On the other hand, the use of
shape-optimization, suh as the level-set-based minimization,
provide an eetive desription of the lass of targets to be re-
trieved by using a-priori information about the homogeneity
of the satterers. In order to assess strong points and draw-
baks of suh an hybrid approah when dealing with one or
multiple satterers, a numerial validation of the proposed im-
plementations is arried out by proessing both syntheti and
laboratory-ontrolled sattering data.
Keywords
Mirowave Imaging, Inverse Sattering, Level Sets, Iterative
Multi-Saling Approah, Homogeneous Dieletri Satterers.
Résumé
La reonstrution non invasive de la position et de la forme
d'objets inonnus onstitue un thème de grand intérêt dans
nombre d'appliations, et on itera en partiulier l'évaluation et
le ontrle non destrutif (généralement référés par les abrévi-
ations END et CND) pour la surveillane et le ontrle indus-
triel et le diagnosti de sous-surfae [1℄. Dans un tel adre in-
téressant, beauoup de méthodologies ont été proposées, prin-
ipalement basées sur les rayons X [2℄, les ultrasons [3℄, et les
ourants de Fouault [4℄. Cependant, des approhes dans le do-
maine miroonde (par lequel on entend de 300 MHz à 300 GHz )
ont été réemment reonnues omme orant des méthodologies
d'imagerie eaes, grâe aux points lés suivants [1℄[5℄[8℄ :
• les ondes életromagnétiques aux fréquenes miroondes
peuvent pénétrer matériaux naturels et artiiels sous
réserve qu'ils ne soient pas des onduteurs idéaux ;
• les hamps diratés par le ou les objets ibles sont repré-
sentatifs non seulement des frontières de elui-i ou eux-
i, mais aussi de la ou des strutures intérieures ;
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• les miroondes montrent une grande sensibilité au on-
tenu en eau de la struture que l'on entreprend d'imager ;
• les sondes de e domaine peuvent être employées sans
auun ontat méanique ave le spéimen testé .
De plus, en omparaison aux rayons X voire aux approhes
basées sur la résonane magnétique, les méthodes miroondes
minimisent (ou évitent) des eets ollatéraux dans le spéimen
testé. Don, elles peuvent par exemple être mises en ÷uvre
de manière plus sûre en imagerie biomédiale, en limitant en-
tre autre le stress du patient dans la mesure où le ontat
physique ave le système d'imagerie peut être évité (e.g., le
dépistage de aners du sein [9℄), ou dans d'autres appliations
ritiques, telles que l'imagerie à travers les murs (dite Through-
Wall Imaging ou TWI) [10℄.
Une avanée supplémentaire de l'inspetion non invasive
miroonde est représentée par des approhes de diration in-
verse qui sont destinées à onstruire une image de la région sous
test qui ontiennent de l'information quantitative bien dénie
[11℄. La formulation mathématique du problème de diration
inverse est présentée au hapitre 2 en se onentrant sur le as
où des informations a priori sur la géométrie sont eetive-
ment disponibles. Puisque les problèmes de diration inverse
n'ont généralement pas une solution sous une forme analytique,
une résolution numérique basée sur la méthode des moments
(MoM) est adoptée et les inonvénients prinipaux du modèle
qui apparaissent, tels que la non linéarité, le mauvais ondi-
tionnement et la mauvaise loalisation, sont disutés [12℄[13℄.
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En partiulier, la mauvaise loalisation est ausée par la perte
d'information entre le problème inverse et le problème diret,
alors que la non linéarité est due au fait que la solution ne
peut pas être exprimée omme une somme linéaire d'éléments
indépendants. Par suite de la mauvaise loalisation, le prob-
lème inverse soure également de mauvais onditionnement,
puisque la solution ne dépend pas en ontinuité des données.
An de disuter les stratégies de résolution qui ont été
développées pour surmonter de tels inonvénients, le hapitre 3
se onentre sur la situation atuelle dans le adre de la dira-
tion inverse. En partiulier, les solutions régularisées [38℄ on-
sistent à exprimer quelques propriétés physiques prévues des
dirateurs au moyen de paramètres de régularisation, de e
fait onstruisant une famille de solutions approhées. Mal-
heureusement, le hoix du ou des paramètres de régularisation
devient alors le thème prinipal, partiulièrement dans le as
des problèmes non linéaires pour lesquels la littérature ne four-
nit auun ritère. De façon analogue, l'utilisation des approx-
imations, telles que Born, Rayleigh et Rytov [13℄, est limitée
à une lasse spéique des problèmes de diration inverse,
'est-à-dire traitant les dirateurs de faibles ontrastes.
À la diérene des tehniques et approximations de régular-
isation, les tehniques de minimisation tentent de faire fae à la
non-linéarité du problème de diration inverse. Ces méthodolo-
gies reformulent le problème omme une proédure d'optimisation
visant à la minimisation de l'éart entre les hamps mesurés et
la solution d'essai numériquement alulée. À et eet, une
fontion de oût appropriée est dénie et l'espae de reherhe
est exploré au moyen de stratégies adaptées au problème ef-
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fetif. Par onséquent, l'exatitude de la solution dépend de
l'eaité de la stratégie de solution, puisque le problème peut
posséder des solutions erronées de par sa non-linéarité. Dans le
adre de stratégies de minimisation, la thèse dérit stratégies
déterministes et heuristiques de minimisation. Les plus large-
ment onnues pour la première atégorie sont les méthodologies
basées sur des minimisations par desente selon le gradient ainsi
que présentées par Kleinman et al. [54℄. Ces méthodologies
sont basées sur la dénition d'une série de solutions d'essai as-
soiées à des valeurs stritement déroissantes de la fontion de
oût et elles sont aratérisées par la mise à jour du hamp éle-
trique inonnu ainsi que des valeurs des propriétés életromag-
nétiques (i.e., permittivité diéletrique et ondutivité) dans
le domaine de reherhe. Malheureusement, la onvergene de
la minimisation déterministe dépend du point d'initialisation,
puisque la solution peut être bloquée à des minima loaux par
suite de la non-linéarité du problème. Au ontraire, les teh-
niques heuristiques peuvent limiter le probléme de minima lo-
aux grâe à leur apaité d'explorer l'espae de reherhe en
totalité ainsi que à la possibilité d'inlure de l'information a pri-
ori dans la solution. Une telle lasse de stratégies de minimi-
sation se ompose généralement d'algo-rithmes stohastiques
inspirés du omportement d'insetes pour la mise à jour des
inonnues.
Sans élaborer au delà du néessaire à e stade, le ara-
tère mal posé est fortement lié à la quantité d'information que
l'on peut olleter lors d'une expériene de diration à but
d'imagerie, et habituellement le nombre de données indépen-
dantes est plus faible que la dimension de l'espae des solutions;
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des systèmes à vue multiple (on ollete le hamp diraté dans
plusieurs diretions ou sur plusieurs surfaes de l'espae en-
vironnant la zone étudiée) ou/et à illumination multiple (on
élaire ette zone d'étude de plusieurs diretions ou à partir de
soures réparties dans plusieurs domaines) sont don générale-
ment adoptés. Cependant, il est bien onnu que l'information
qui est eetivement aessible par e ou es moyens est une
quantité qui onnaît une limite supérieure [14℄[15℄. En on-
séquene, il est néessaire d'exploiter de manière eae toute
l'information ontenue dans les éhantillons reueillis du hamp
diraté an d'atteindre une reonstrution (d'obtenir une im-
age) qui soit satisfaisante. Comme disuté dans le hapitre
3, an d'exploiter eetivement toute l'information olletée
à partir des mesures de diration eetuées, des stratégies
dites de multi-résolution ont été réemment proposées. L'idée
est de viser une résolution spatiale performante ('est-à-dire
améliorée par rapport à elle ouramment hoisie ou assurée
dans la zone d'étude) seulement dans les régions d'intérêt (Re-
gions of Interest dites RoIs) de l'espae oû les dirateurs in-
onnus sont loalisés (plus préisément, oû ils sont estimés être
par le proessus d'imagerie qui est mis en ÷uvre) [16℄ et/oû
des disontinuités entre matériaux apparaissent être présentes
[17℄[18℄. Quant aux réalisations pratiques, des stratégies déter-
ministes ou impliquant des analyses statistiques des données
ont été proposées an de déterminer le niveau de résolution
optimal, tandis que des approhes impliquant des fontions
splines de degrés variés ont été employées an d'améliorer le
niveau de résolution. Par ailleurs, des approhes multi-étapes
ont été implémentées dans le but d'aroître de manière itéra-
v
tive la résolution spatiale au moyen d'une proédure analogue
à elle d'un zoom [19℄ en gardant le rapport entre le nombre
d'inonnues (e.g., les paramètres életromagnétiques de ellules
ave lesquelles on onsidère que la zone d'étude est divisée) et
le nombre de données (e.g., les éhantillons reueillis du ou
des hamps diratés) susamment faible et onstant de telle
façon que le risque de la survenue de minima loaux d'une fon-
tionnelle oût (qui traduit de manière usuelle l'éart entre les
données et elles que l'on pourrait assoier par la simulation
numérique aux objets modélisés par la proédure d'inversion,
et qui orrespond au moins indiretement à la diérene entre
les objets réels et eux qui nous apparaissent reonstruits) dans
le problème d'optimisation tel que onsidéré [15℄.
Par ailleurs, l'absene d'information aetant la bonne ré-
solution du problème inverse a été onsidérée, partiulièrement
en END-CND, à travers l'exploitation de la onnaissane a pri-
ori que l'on peut avoir sur la sène de test, et du sénario
de l'interation életromagnétique mis en jeu, au moyen d'une
représentation eae des inonnues de elle-i. En eet, dans
beauoup d'appliations, le ou les objets inonnus sont ara-
térisés par des propriétés életromagnétiques onnues (i.e., per-
mittivité diéletrique et ondutivité) et ils sont loalisés dans
une région hte onnue au moins à un ertain degré (des iner-
titudes peuvent l'aeter, ei menant à une omplexité addi-
tionnelle qui pourrait être signiative). De plus, ela dépen-
dant de la préision reherhée, des sénarii plus omplexes
peuvent être approhés via l'introdution d'un ensemble de ré-
gions homogènes aratérisées par des paramètres géométriques
(de forme) et életromagnétiques diérents [20℄. Sous de telles
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hypothèses, un problème d'imagerie se réduit à un problème
de reonstrution de forme, plus préisément un problème pour
lequel e sont les supports de es régions homogènes qui doivent
être reonstruits. An d'atteindre un tel but, des tehniques
paramétriques qui sont destinées à représenter l'objet inonnu
en terme de paramètres desriptifs de formes de référene [21℄
[22℄, des approhes plus sophistiquées telles que l'évolution on-
trlée de ourbes de type splines [23℄[25℄, des gradients de
forme [26℄[28℄, ou des méthodes d'évolution d'ensembles de
niveaux [31℄[32℄, ont été proposées. Plus en détail, quant aux
stratégies d'optimisation de forme les plus importantes dans
la formation d'images en miroonde (le hapitre 4), des ap-
prohes paramétriques sont basées sur la desription des objets
au moyen de formes de base qui sont orretement paramétrées.
Pour e qui onerne les méthodes d'ensembles de niveaux, le
ontour zéro d'un tel ensemble dénit la frontière du ou des
objets homogènes reherhés, e qui, en ontraste aux straté-
gies qui impliquent une desription en pixels ou paramétriques,
permet de représenter des formes omplexes ou des régions
d'une manière relativement simple (on parlera de méthodes
d'inversion libres de ontraintes topologie). De plus, à la dif-
férene des approhes paramétriques, les ensembles de niveau
permettent de ontrler la fusion et la division des objets d'une
manière naturelle.
Dans le adre brossé i-dessus, la thèse se foalise sur le
développement et l'analyse de l'intégration d'une stratégie multi-
éhelle itérative (dite Iterative Multi-Saling Approah ou IMSA)
[19℄ et de la représentation en ensembles de niveaux (Level-
Sets ou LS) [33℄. L'implémentation qui en résulte a pour but
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d'exploiter de manière protable tant la onnaissane a pri-
ori disponible sur le sénario joué (e.g., l'homogé-néité du ou
des dirateurs en est le point lé) que le ontenu informatif
des mesures eetuées. Par raison de simpliité, et sans pré-
tention à exhaustivité, la formulation du problème inverse est
réduite au as bidimensionnel de polarisation transverse mag-
nétique (TM) quand on traitera d'une ou de plusieurs régions
d'intérêt.
En partiulier, l'arhiteture de la stratégie proposée est
présentée au hapitre 4. La formulation mathématique de
l'approhe itérative multi-résolution ave la minimisation basée
sur l'ensemble de niveaux (notée IMSA-LS) est onentrée sur
l'arhiteture multi-étape. L'algorithme est basé sur des étapes
où la résolution spatiale est itérativement augmentée en on-
entrant la région d'intérêt sur le seteur où l'objet est loalisé.
À la première étape, le domaine de reherhe est disrétisé et
une solution brute est reherhée. Puis, à partir de la première
évaluation, la première région d'intérêt est estimée et le niveau
de résolution est augmenté seulement à l'intérieur de la région
d'intérêt. À et eet, une nouvelle fontion multi-résolution
d'ensemble des niveaux est dénie et son évolution est menée
en résolvant un problème adjoint qui orrespond à la dérivation
de la fontion de oût.
L'évaluation des possibilités de reonstrution d'IMSA-LS
est eetuée premièrement en onsidérant des géométries sim-
ples, telles qu'un ylindre irulaire ave un rayon de la demi-
longueur d'onde, et des données synthétiques. L'algorithme est
initialisé ave la solution vraie an de réaliser un essai de stabil-
ité, puis des reonstrutions sans et ave bruit sont eetuées.
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Pendant de telles expérienes, le omportement de la fon-
tion multi-résolution d'ensemble des niveaux est également dis-
uté. En outre, l'exéution proposée est omparée à l'approhe
dite "bare", 'est-à-dire la méthode standard. Généralement,
l'IMSA-LS semble être plus préis partiulièrement ave de
faibles rapports signal à bruit. Les mêmes onlusions tien-
nent également en onsidérant des formes plus omplexes, telles
que le ylindre retangulaire ou le ylindre reux. Pour mieux
investiguer l'évaluation, des données aquises en situation on-
trlée de laboratoire pour quelques géométries d'essai ont été
aussi onsidérées. Dans de telles expérienes, IMSA-LS et
l'approhe "bare" fournissent des résultats similaires en termes
d'exatitude, puisque es données sont probablement aetées
par un faible niveau du bruit.
Le hapitre 5 se onentre sur un développement ultérieur
de l'IMSA-LS, aratérisé par la possibilité de traiter des ré-
gions d'intérêt multiples, partiulièrement pour reonstruire
plusieurs objets de façon plus eae en termes d'attribution
des inonnues. Plus en détail, une telle stratégie, appelée
IMSMRA-LS, est aratérisée par une arhiteture multi-étape,
où à haque niveau de résolution diérentes régions d'intérêt
sont prises en onsidération simultanément. À la première
étape, un problème "bare" est résolu en hoisissant le nom-
bre de domaines selon la quantité d'information indépendante
dans les données diratées [14℄. Puis, à partir des évaluations
brutes des objets, les régions d'intérêt sont dénies au moyen
d'une stratégie adaptée à nos besoins, basée sur l'identiation
des ontours des formes reonstruites. La résolution spatiale
est augmentée dans es régions en les disrétisant ave une fra-
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tion des ellules qui ont été onsidérées à la premiére étape, an
de maintenir le nombre d'inonnues limité pendant la proé-
dure d'inversion. La reonstrution multi-résolution est réitérée
jusqu'à e que les paramétres des régions d'intérêt, 'est-à-dire
leurs baryentres et leurs dimensions, deviennent onstants.
Le hapitre 5 disute également la performane de reon-
strution de l'implémentation multi-région. An de omparer
l'exatitude de la reonstrution fournie par IMSMRA-LS aux
résultats de l'approhe ave une seule région, une validation
préliminaire prend en onsidération un dirateur simple, tel
qu'un ylindre irulaire ave un rayon de la demi-longueur
d'onde, situé dans un domaine arré de té deux longueurs
d'onde. Dans une telle expériene, l'IMSMRA-LS s'avère plus
eae que l'IMSA-LS, partiulièrement en raison de l'utilisation
d'une stratégie de mise à jour de l'ensemble de niveaux plus
appropriée. Après la disussion du hoix des paramètres pour
le ritère d'arrêt, e hapitre 5 propose quelques expérienes
numériques aratérisées par des dirateurs multiples, tels que
deux ylindres irulaires, deux retangles, ou trois objets de
diérentes formes. Dans toutes es expérienes, l'IMSMRA-LS
fournit une reonstrution légèrement plus préise que l'approhe
"bare", alors que l'exatitude des résultats de l'IMSA-LS est
raisonnablement inférieure en raison de la résolution spatiale
plus élevée. Cependant, en onsidérant des formes plus om-
plexes, telles que les ylindres reux et des roix, aussi bien
que des données bruitées, l'IMSMRA-LS surpasse l'approhe
"bare". La dernière illustration onsidérée a trait à la reon-
strution réalisée en traitant des données expérimentales de
laboratoire. La géométrie de référene se ompose de deux
x
ylindres irulaires diéletriques. Comme dans la dernière ex-
périene du hapitre 4, l'exéution proposée semble fournir des
résultats tout à fait similaires à eux de la méthode ave une
seule région, puisque les données expérimentales sont ara-
térisées par des rapports signal à bruit élevés. Cependant, en
e qui onerne le dernier as du hapitre 4, l'IMSMRA-LS
semble être plus préis en estimant la forme des ibles.
En onlusion, e travail propose l'intégration entre l'appro-
he multi-éhelle et une méthode d'ensemble de niveaux an
d'exploiter de manière protable la quantité d'information ob-
tenue via les mesures de la diration aussi bien que l'informa-
tion disponible a priori sur le problème onsidéré. Deux réali-
sations sont présentées an de traiter eetivement des ong-
urations aratérisées par un ou plusieurs objets. Les éléments
prinipaux de l'approhe peuvent être réapitulés omme suit
:
• représentation innovatrie multi-niveau des inonnues du
problème dans la tehnique de reonstrution basée sur
les ensembles de niveaux ;
• limitation du risque de bloage en des solutions erronées
grâe au rapport réduit entre données et inonnues ;
• exploitation utile d'informations a priori (i.e., homogénéité
d'objets) sur le sénario à l'essai ;
• résolution spatiale augmentée seulement dans les régions
d'intérêt .
xi
En outre, de la validation numérique et expérimentale pro-
posée, les onlusions suivantes peuvent être tirées :
• l'IMSA-LS s'est habituellement avéré plus eae que
l'approhe "bare", partiulièrement en traitant des don-
nées bruitées diratées par un objet de géométrie simple
aussi bien que omplexe ;
• l'IMSMRA-LS a semblé être aussi eae que l'approhe
"bare" en traitant des géométries simples, alors qu'une
arhiteture multi-région appropriée a amélioré l'exati-
tude de la reonstrution ave les diuseurs multiples ;
• les stratégies intégrées (i.e., IMSA-LS et IMSMRA-LS)
ont semblé néessiter moins de aluls que l'approhe
standard, en atteignant une reonstrution possédant le
même niveau de rêsolution spatiale dans la desription
de l'objet .
xii
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A Two-Step Inverse Scattering Procedure for the
Qualitative Imaging of Homogeneous Cracks in
Known Host Media—Preliminary Results
Manuel Benedetti, Massimo Donelli, Dominique Lesselier, and Andrea Massa, Member, IEEE
Abstract—In the framework of nondestructive evaluation and
testing, microwave inverse scattering approaches demonstrated
their effectiveness and the feasibility of detecting unknown anom-
alies in dielectric materials. In this letter, an innovative technique
is proposed in order to enhance their reconstruction accuracy. The
approach is aimed at ﬁrst estimating the region-of-interest (RoI)
where the defect is supposed to be located and then at improving
the qualitative imaging of the crack through a level-set-based
shaping procedure. In order to assess the effectiveness of the pro-
posed approach, representative numerical results concerned with
different scenarios and blurred data are presented and discussed.
Index Terms—Genetic algorithms, level set, microwave imaging,
nondestructive testing and nondestructive evaluation (NDT/NDE).
I. INTRODUCTION
NONDESTRUCTIVE testing and nondestructive evaluation(NDT/NDE) techniques are aimed at detecting unknown
defects and other anomalies buried in known host objects by
means of noninvasive methodologies [1]–[3]. In such a frame-
work, electromagnetic inverse scattering approaches can play an
important role. As an example, some approaches that approxi-
mate defective regions with rectangular shapes have been pro-
posed [4], [5]. Despite the satisfactory results, such techniques
are adequate when facing NDE/NDT problems where the re-
trieval of the positions and the rough estimation of the sizes of
the defects are enough, but they cannot be reliably used when an
accurate knowledge of the shapes of the defects is needed as in
some industrial processes and usually in biomedical diagnosis.
Notwithstanding, they are useful for providing a “ﬁrst-step” in-
formation concerned with a rough localization of the defects to
be further improved by means of a successive reﬁnement recon-
struction carried out with suitable contour detection methods.
Towards this end, this letter presents a two-step procedure
aimed at improving the reconstruction of [4], [5]. More in de-
tail, starting from the knowledge of the scattered ﬁeld with and
without the defect, the approximate problem in which the defect
Manuscript received July 16, 2007; revised October 9, 2007.
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is assumed of simple shape (e.g., a rectangle) is reformulated in
terms of an inverse scattering one and successively solved by
means of the minimization of a suitably deﬁned cost function
[6]. After such a step, the region-of-interest (RoI) where the de-
fect is supposed to be located is determined and the second re-
trieval phase takes place by applying a shape-based optimization
technique based on the numerical evolution of a level-set func-
tion [7].
The outline of this letter is as follows. The mathematical for-
mulation of the proposed approach is presented in Section II
by focusing on the second step of the reconstruction procedure.
Then, the effectiveness of the approach is discussed with refer-
ence to a set of representative numerical results in dealing with
blurred measurement data (Section III). Finally, some conclu-
sions follow (Section IV).
II. MATHEMATICAL FORMULATION
Let us consider a 2-D scenario where a homogeneous defect
(or crack) characterized of unknown position and
shape lies in a cylindrical host region characterized by
known relative permittivity and conductivity . The de-
fective host medium is probed by electromagnetic transverse
magnetic (TM) plane waves with an incident ﬁeld
, and the induced electromagnetic ﬁeld is given
by
(1)
where is the free-space Green’s function and
is the object function ( being the working
frequency), or analogously, in a more “practical” expression [8]
(2)
by considering the inhomogeneous Green’s function
and the total electric ﬁeld in the scenario without defects
deﬁned as follows:
(3)
where is the differential object given by
if
if
(4)
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With reference to the “differential formulation,” the ﬁrst step
of the approach considers the partitioning of in and the
only one computation of the inhomogeneous Green’s matrix
of entries according to the procedure detailed
in [8]. Then, the RoI is modeled with a rectangular homo-
geneous shape described through the coordinates of the center
, its length , its side , and the relative ori-
entation . Accordingly, turns out to be fully described by
means of the following object function proﬁle:
if
and
otherwise
(5)
where and
. Under these assumptions, the
unknown array
(6)
is determined by solving the inverse scattering problem formu-
lated in terms of an optimization one.
In detail, starting from the knowledge of the data samples
collected in the observation domain (i.e., the total ﬁeld
with the defect and without the defect ,
) and in the investigation domain (i.e.,
, ), is obtained by minimizing the
mismatching between estimated and measured scattering data
evaluated through the computation of , as shown in (7)
at the bottom of the page. As far as the minimization process
is concerned, trial solutions
are randomly initialized ( , being the iteration
index) and an iterative procedure takes place until a stop-
ping criterion holds true ( or ,
). At each
iteration, the following operations are performed:
1) the iteration index is updated ;
2) a set of genetic operators described in [5] is applied to
in order to generate the th ;
3) the best trial solution achieved so far,
being
, is stored and its ﬁtness
evaluated in order to check the threshold
condition for the stopping criterion.
At the end of the ﬁrst step, the genetic algorithm (GA)-based
optimization returns the array that deﬁnes the RoI
(8)
where the superscript denotes the estimated values.
The second step of the approach is aimed at reﬁning the esti-
mate of the defect starting from the knowledge coming from the
ﬁrst step (i.e., the homogeneous defect lies in ). Towards this
purpose, a level-set-based strategy is employed. The algorithm
is initialized by deﬁning an elliptic trial shape centered at
, with axes equal to and , respectively, and ro-
tated by . Then, the level set is deﬁned in according
to the rule based on the oriented distance function [9]. In par-
ticular, is equal to if ,
and otherwise, being a point be-
longing to the contour of [7], [9]. Concerning the numerical
implementation, is discretized in cells and the following
sequence is iteratively applied.
1) The accuracy of the current trial shape in retrieving the
actual shape of the defect is evaluated by computing the
value of the metric shown in (9) at the bottom of the page,
where is the differential object function equal to
if and 0
(7)
(9)
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otherwise. Furthermore, is the solution of the
following equation:
(10)
2) The level-set-based process ends if a ﬁxed number of it-
eration is performed or and
is assumed as the crack proﬁle. Otherwise, the level
set function is updated by solving a
Hamilton–Jacobi equation
(11)
where stands for the numerical counter-
part of the Hamiltonian operator [9], [10] and is the
time-step parameter chosen according to the Courant–
Friedrich–Leroy condition [11]. Moreover, is
the velocity function determined by solving the adjoint
problem as detailed in [7] and [9].
III. NUMERICAL ANALYSIS
This section is devoted to a numerical analysis of the pro-
posed approach. A set of selected and representative numerical
results related to a couple of experiments are reported and dis-
cussed for pointing out the improvement in the crack detection
and shaping.
The ﬁrst experiment (indicated as the “experiment A”) con-
siders an unknown void defect of elliptical cross section that lies
in a square lossless host medium of side and charac-
terized by a dielectric permittivity equal to . The defect
is located at and rotated by with
axes equal to and , respectively. The scenario has
been probed by orthogonal and equally spaced angular
directions and the ﬁeld has been measured at points.
Moreover, the scattering data have been blurred with an additive
noise of Gaussian-type characterized by a ﬁxed signal-to-noise
ratio (SNR).
Concerning the numerical procedure, has been discretized
in and in subdomains.
As an example, Fig. 1(a) shows the reconstruction result from
the two-step procedure in correspondence with SNR 10 dB.
As it can be observed, the support of the defect (whose actual
perimeter is evidenced by the dotted line) belongs to the RoI
(dashed–dotted line) estimated at the end of the ﬁrst step. How-
ever, the crack dimension is largely overestimated. On the con-
trary, the shape of the crack is more faithfully retrieved, despite
the nonfavorable SNR. Such an event is quantitatively quanti-
ﬁed by the value of the localization error 1.2% [12] that
improves by 30% with respect to the single-step inversion. For
comparison purposes, Fig. 1(b) shows the reconstruction ob-
tained by the “bare” level-set method setting and dis-
cretizing the domain such that the spatial resolution is equal
to that of Fig. 1(a). As it can be noticed, the reconstruction
worsens.
As far as the area error [12] is concerned, Fig. 2 shows
the behavior of the error ﬁgure versus the SNR. As it can be
noticed, the two-step approach turns out to be more robust than
Fig. 1. Experiment A: (a) reconstruction after the ﬁrst step (i.e., the RoI )
and dielectric distribution estimated at the end of the two-step procedure;
(b) dielectric distribution estimated by means of the “bare” level set approach
(i.e., ).
Fig. 2. Experiment A: area error versus SNR.
the blurring on data and the resulting performances are better in
an amount between 150% and 100%.
The “experiment B” deals with a more complex cross-sec-
tion shape of defect indicated by the dotted line in Fig. 3(a).
As an example, let us analyze the case of SNR 20 dB, when
the proﬁle reconstructed by the proposed method is shown in
Fig. 3(a), while Fig. 3(b) gives the dielectric distribution esti-
mated by the “bare” level set. Starting from the estimation of the
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Fig. 3. Experiment B: (a) reconstruction after the ﬁrst step (i.e., the RoI )
and dielectric distribution estimated at the end of the two-step procedure;
(b) dielectric distribution estimated by means of the “bare” level-set approach
(i.e., ).
RoI, the two-step approach provides a satisfactory reconstruc-
tion improving both the localization error and the area error with
respect to the ﬁrst step ( 1.5%, 0.5%; 3.7%,
1.5%). Similar considerations hold true when smaller
SNRs are considered, as pointed out by the values of the area
error pictorially reported in Fig. 4.
IV. CONCLUSION
In this letter, an innovative two-steps procedure for NDE/
NDT applications has been proposed and preliminarily as-
sessed. The method consists of a ﬁrst step aimed at determining
the region of interest where the defect is supposed to be located
and a successive shaping process for enhancing the qualitative
imaging. The approach has been evaluated by considering
Fig. 4. Experiment B: area error versus SNR.
blurred synthetic data and different crack cross sections. The
achieved results have pointed out the effectiveness of the ap-
proach, thus suggesting its future employment in biomedical
imaging.
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Field Distribution Updating
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Level Set Update
Problem Unknown Representation
FALSE
TRUE
TRUE
Stop
Initialization
FALSE
IMSA
Stopping Criterion
Stopping Criteria
LS
Compute E˜vki
(
rni
)
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x˜cs,y˜
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Determine ξ˜vks
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γτ , γΘ, γth, K
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 !"#$% &' 52(6 '347,48 '$9,3%&3() (0 &:$  +,-./, ;((83)7 %,($'1,$<
 "#$"% &' ($&)"* +,- +../ 0&* #1)234$3&' 3'  !"#$%# &$'()#*% ,5
x
y λ
λ
−0.25 0.25
0.25
−0.25
0.50
−0.50
−0.50
0.50
x
y λ
λ
−0.25 0.25
0.25
−0.25
0.50
−0.50
−0.50
0.50
R(2)
1 τ (x, y) 0 1 τ (x, y) 0
6+7 6(7
x
y λ
λ
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0.25
−0.25
0.50
−0.50
−0.50
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IMSA− LS Bare− LS
s = 1 s = 2
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 !" #$ %&'&(!"!') γΘ γτ γx˜c, γy˜c γL˜
Γ1 0.5 0.05 0.01 0.05
Γ2 0.2 0.02 0.01 0.05
Γ3 0.2 0.02 0.1 0.5
Γ4 0.02 0.002 0.01 0.05
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f = 1GHz f = 2GHz
IMSA− LS Bare− LS IMSA− LS Bare− LS
ktot 506 69 532 200
fpos 4.88× 109 1.22× 1011 5.14× 109 3.55× 1011
f = 3GHz f = 4GHz
IMSA− LS Bare− LS IMSA− LS Bare− LS
ktot 678 198 621 200
fpos 6.55× 109 3.51× 1011 5.99× 109 3.55× 1011
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Struture of the Thesis
The thesis is strutured in hapters aording to the organiza-
tion detailed in the following.
The rst hapter deals with an introdution to the thesis,
fousing on the main motivations and on the subjet of this
work.
Then, Chapter 2 presents the mathematial formulation of
the inverse sattering problem, pointing out the main draw-
baks suh as non-linearity, ill-ondition, and ill-posedness.
Chapter 3 is onerned with the state-of-the-art. The ex-
ploitation of regularized solutions and approximations to ope
with the ill-posedness of the inverse problem is disussed. More-
over, both deterministi and heuristi minimization tehniques
are presented. Finally, a brief overage of the literature on
multi-resolution tehniques and shape-optimization is given.
The iterative multi-saling approah with level-set-based
xxxi
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optimization is disussed in Chapter 4. The mathematial
formulation is foused on the multi-step arhiteture and the
proposed numerial validation, arried out when onsidering
both numerially-synthesized and laboratory-ontrolled data,
assesses the reonstrution apabilities of the proposed method-
ology by onsidering targets haraterized by simple and om-
plex shape.
Chapter 5 deals with the iterative multi-salingmulti-region
approah with level-set-based minimization, ustomized for ge-
ometries haraterized by multiple objets. After presenting
the mathematial formulation by fousing on the main dier-
enes with respet to the single-region version, the eetiveness
of the approah is evaluated by means of the disussion of a
seleted set of results, when dealing with both numerial and
laboratory-ontrolled data.
Conlusions, further developments, and open problems are
presented in Chapter 6. Finally, two appendies gives more
detail on the adjoint problem (whose solution allows to om-
pute the gradient of the ost funtion) and on two imaging
algorithms (the edge detetion operator and a tehnique for
ounting the number of obstales in an image).
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Chapter 1
Introdution
In the introdution, the motivation of the thesis is pointed out
starting from a brief overview about the framework of teh-
niques for non-destrutive evaluation and testing.
1
The non-invasive reonstrution of position and shape of
unknown targets is a topi of great interest in many applia-
tions, suh as non-destrutive evaluation and testing (usually
referred to with the aronyms NDE and NDT) for industrial
monitoring and subsurfae sensing [1℄. In suh an interesting
framework, many methodologies have been proposed, mainly
based on x-rays [2℄, ultrasonis [3℄, and eddy urrents [4℄. How-
ever, mirowave approahes have been reently reognized as
eetive imaging methodologies beause of the following key
points [1℄ [5℄-[8℄:
(a) eletromagneti elds at mirowave frequenies an
penetrate non-ideal ondutor materials;
(b) the eld sattered by the target is representative
not only of its boundary, but also of its inner stru-
ture;
() mirowaves show a high sensivity to the water on-
tent of the struture under test;
(d) mirowave sensors an be employed without me-
hanial ontats with the speimen.
In addition, ompared to x-ray and magneti resonane, miro-
wave-based approahes minimize (or avoid) ollateral eets in
the speimen under test. Therefore, they an be safely em-
ployed in biomedial imaging, limiting the stress for the pa-
tient sine the physial ontat with the imaging system an
be avoided (e.g., the breast sreening [9℄), or in other ritial
appliations, suh as through-wall imaging (TWI) [10℄.
2
CHAPTER 1. INTRODUCTION
A further advane in mirowave non-invasive inspetion is
represented by inverse sattering approahes aimed at reon-
struting the image of the region under test in a quantita-
tive fashion [11℄. Unfortunately, the underlying mathemati-
al model is haraterized by several drawbaks that urrently
limit their massive employment, espeially in the NDE/NDT's
framework. More in detail, the inverse sattering problems are
intrinsially ill-posed [12℄ as well as non-linear [13℄.
Sine the ill-posedness is strongly related to the amount
of olletable information and usually the number of indepen-
dent data is lower than the dimension of the solution spae,
multi-view/multi-illumination systems are generally adopted.
However, it is well known that the olletable information is
an upper-bounded quantity [14℄[15℄. Consequently, it is nees-
sary to eetively exploit the overall information ontained in
the sattered eld samples for ahieving a satisfatory reon-
strution.
In order to exploit the whole amount of information ol-
leted from sattering measurements, multi-resolution strate-
gies have been reently proposed. The idea is that of using
an enhaned spatial resolution only in those regions of interest
(RoI s) where the unknown satterers are found to be loated
[16℄ and/or where disontinuities our [17℄[18℄. As for the
proposed implementations, deterministi or statistially-based
data proessing strategies have been proposed to determine
the optimal resolution level, and spline-based approahes have
been employed to improve the resolution level. Furthermore,
multi-step approahes have been implemented to iteratively in-
rease the spatial resolution by means of a so-alled zooming
3
proedure [19℄ by keeping the ratio between unknowns and data
suitably low and onstant, thus reduing the risk of ourrene
of loal minima [15℄ in the arising optimization problem.
On the other hand, the lak of information aeting the
inverse problem has been addressed, espeially in NDE/NDT,
through the exploitation of the a-priori knowledge on the se-
nario under test by means of an eetive representation of the
unknowns. In many appliations, the unknown defet is har-
aterized by known eletromagneti properties (i.e., dieletri
permittivity and ondutivity) and it lies within a known host
region. Moreover, depending on the desired degree of au-
ray, more omplex senarios an be approximated by a set
of homogeneous regions haraterized by dierent shape and
eletromagneti parameters [20℄. Under these assumptions, an
imaging problem redues to a shape reonstrution problem,
namely to a problem where the support of the homogeneous
regions needs to be retrieved. Towards this end, parametri
tehniques aimed at representing the unknown objet in terms
of desriptive parameters of referene shapes [21℄-[22℄ and more
sophistiated approahes suh as evolutionary-ontrolled spline
urves [23℄-[25℄, shape gradients [26℄-[28℄ or level-sets [31℄-[32℄
have been proposed. As far as level-set-based methods are on-
erned, the homogeneous objet is dened as the zero level of
a ontinuous funtion and, unlike pixel-based or parametri-
based strategies, suh a desription enables one to represent
omplex shapes or regions in a simple way.
Within suh a framework, the thesis fouses on the develop-
ment and the analysis of the integration of the iterative multi-
saling strategy (IMSA) [19℄ and the level-set (LS ) representa-
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tion [33℄. The implementation is aimed at protably exploiting
both the available a-priori knowledge on the senario under
test (e.g., the homogeneity of the satterer) and the informa-
tion ontent from the sattering measurements. For the sake of
simpliity and with no laim of exhaustivity, the inverse prob-
lem formulation is restrited to the two-dimensional transverse-
magneti (TM ) ase when dealing with one and with multiple
RoI s. As for the assessment of the proposed strategy, the nu-
merial validation deals with dieletri lossless satterers, by
onsidering both syntheti and experimental (i.e., laboratory-
ontrolled) data.
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Chapter 2
The Inverse Sattering
Problem
The eletromagneti inverse sattering problem is presented in
this hapter, fousing on its mathematial formulation as well
as on the main drawbaks, suh as non-linearity, ill-onditioning,
and ill-posedness.
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2.1 Mathematial Formulation
2.1.1 Field Sattered by
Inhomogeneous Objets
Let us onsider a region, alled investigation domain DI , har-
aterized by a relative permittivity ǫ(r) and ondutivity σ(r).
As shown in Fig. 2.1, suh a region is probed by a set of V
transverse-magneti (TM) plane waves soures, with eletri
eld ζv(r) = ζv(r)zˆ (v = 1, . . . , V ), r = (x, y), and the sat-
tered eld, ξv(r) = ξv(r)zˆ, is olleted at M(v), v = 1, ..., V ,
measurement points rm(v) distributed in the observation do-
main DO.
In order to eletromagnetially desribe the investigation
domain DI , let us dene the ontrast funtion
τ(r) = [ǫ(r)− 1]− j σ(r)
2πfε0
r ∈ DI ,
(2.1)
where f is the frequeny of operation (the time dependene
ej2πft being implied). Under the hypothesis of a linear, isotropi
and non-magneti propagation medium, the sattered eld dis-
tribution ξv(r) is the solution of the following Helmholtz equa-
tion (see [13℄[35℄[36℄ for a more detailed explanation)
∇2ξv(r)−
(
2π
λ
)2
ξv(r) = −j2πfµ0Jv(r) . (2.2)
where λ is the bakground wavelength. Moreover, Jv(r) is the
8
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xO
(ǫ0, µ0, σ = 0)
M (v)
(ǫr, µr, σ)
DO
DI
rm(v)
(ǫr, µr, σ)
1
m (v)
r
EM Source
v = 1, ..., V
Figure 2.1: Geometry of an inverse sattering problem.
equivalent urrent density radiating in free-spae, dened in
DI as follows
Jv(r) = j2πfε0τ (r)E
v (r) (2.3)
Ev being the total eletri eld. By imposing that ξv(r) satis-
es the Sommerfeld radiation ondition, namely
lim|r|→+∞
√
|r|
(
∂ξv(r)
∂ |r| − jκ(r)ξ
v(r)
)
= 0 , (2.4)
the solution of (2.2) is given by the following pair of Lippmann-
9
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Shwinger integral equations
ξv
(
rm(v)
)
=
(
2π
λ
)2 ∫
DI
τ (r′)Ev (r′)G2D
(
rm(v)/r
′
)
dr′
rm(v) ∈ DO ,
(2.5)
ζv (r) = Ev (r)− (2π
λ
)2 ∫
DI
τ (r′)Ev (r′)G2D (r/r
′) dr′
r ∈ DI .
(2.6)
Moreover, G2D (r/r
′) is the free-spae two-dimensional Green's
funtion dened as follows
G2D (r/r
′) = −j
4
H
(2)
0
(
2π
λ
‖r − r′‖
)
, (2.7)
H
(2)
0 being the seond-kind zeroth-order Hankel funtion.
The aim of an inverse sattering tehnique is the reonstru-
tion of both the eletromagneti properties τ(r) and the total
eld distribution Ev (r), with r belonging to DI [i.e., the equiv-
alent urrent density Jv(r)℄, starting from the knowledge of the
measurements ξv
(
rm(v)
)
, rm(v) ∈ DO, and of the inident eld
ζv (r) radiated by the known soure. Unfortunately, a losed
form solution of integral equations (2.5) and (2.6) does not
generally exist. Consequently, the inverse sattering problem
has to be reformulated and eetive inversion methodologies
have to be employed in order to retrieve the solution. Chap-
ter 3 will fous on the state-of-the-art of the inverse sattering
approahes.
10
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y
xO
M (v)
DO
DI
rm(v)
(ǫC, µC, σ = 0)
1
m (v)
(ǫC, µC, σ = 0)
(ǫ0, µ0, σ = 0)
τ0 = 0
r
τC
Figure 2.2: Geometry of an inverse sattering problem when
a-priori information about the satterer is available.
2.1.2 Exploitation of the a-priori
Information about the Satterers
Let us now assume that a ylindrial homogeneous non-magneti
objet with known relative permittivity ǫC and ondutivity σC
oupies a non-homogeneous region Υ belonging to an inves-
tigation domain DI . How ould suh an amount of a-priori
information be protably exploited? A possible solution on-
sists in re-dening the ontrast funtion τ(r) as follows
τ(r) =
{
τC
0
r ∈ Υ
otherwise
(2.8)
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letting
τC = (ǫC − 1)− j σC
2πfε0
. (2.9)
Sine the dieletri properties of the obstales are a-priori known
and homogeneous, the shape of Υ, or its ontour, beomes a
suient parameter for the haraterization of the domain un-
der test. Consequently, suitable inversion tehniques an be
applied in order to retrieve the boundaries of Υ by solving
equations (2.5) and (2.6). Suh tehniques, usually known as
shape-optimization methods [37℄, are dealt with in Set. 3.4.
Although the hypothesis of homogeneous objets and a-
priori known permittivity and ondutivity appears to be strong
and restritive, many inverse problems an be redued to the
searh of homogeneous obstales inside homogeneous or a-priori
known bakgrounds [32℄[33℄.
2.2 Numerial Solution of
the Inverse Sattering Problem
In order to allow a numerial solution of the inverse sattering
problem, equations (2.5) and (2.6) an be disretized aording
to a point-mathing version of the Method of Moments (MoM)
[39℄. More in detail, the investigation domain DI is partitioned
in N square sub-domains Dn with baryentres rn, n = 1, ..., N .
In eah sub-domain, a pulse basis funtion is dened as
B (rn) =
{
1 if rn ∈ Dn
0 if rn /∈ Dn , (2.10)
12
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while the disrete ontrast funtion is given by the following
relationship
τ (r) =
∑N
n=1 τnB (rn)
r, rn ∈ DI .
(2.11)
Consequently, by assuming that the inident eld ζv and
the total eld Ev are onstant inside eah sub-domain Dn, the
disrete form of the Lippmann-Shwinger integral equations is
given by the following relationships
ξvm(v)
(
rm(v)
)
=
∑N
n=1 τnE
v
n (rn)G2D
(
rm(v)/rn
)
rm(v) ∈ DO ,
(2.12)
ζvn (rn) = E
v
n (rn)−
∑N
p=1 τpE
v
p
(
rp
)
G2D
(
rn/rp
)
rn ∈ DI ,
(2.13)
where G2D (rm/rn) is the two-dimensional disrete Green op-
erator given by
G2D (rm/rn) =
=
{
− j
2
[
πκoAH
(2)
1 (κoA)− 2j
]
ifm = n
− jπκoA
2
J1 (κoA)H
(2)
0 (κo ‖rm − rn‖) ifm 6= n
(2.14)
where A is the area of the square sub-domain, κo =
2π
λ
is
the free-spae wavenumber, H
(2)
1 is the seond kind rst order
Hankel funtion, and J1 is the rst kind Bessel funtion.
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2.3 Drawbaks of the Inverse
Sattering Problem
Unlike the forward sattering problem, whih is aimed at de-
termining the elds ξv and Ev (i.e., the eets) starting from
ζv and the τ (i.e., the ause), the inverse sattering prob-
lem should reonstrut the ause starting from the observation
of the measurable eets. It is also well known (see [13℄ and
[38℄ for an exhaustive and detailed overview) that the inverse
problems are intrinsially haraterized by several drawbaks,
whih are detailed in the following:
• Ill-posedness - The forward problem is haraterized
by a loss of information, sine its solution represents a
transformation from a physial quantity (i.e., the om-
plete desription of the satterer τ and the knowledge of
the eletromagneti soure ζv) with a ertain information
ontent to the sattered eld, whih is haraterized by
a lower information ontent. In addition, the sattered
eld provided by a band-limited system is smoother than
the one provided by the atual objet. As a onsequene,
the orresponding inverse sattering problem requires a
gain of information in order to retrieve a solution as lose
as possible to the ause. Suh a loss of information is
known as ill-posedness of the inverse problem. To ope
with the ill-posedness, the golden rule onsists in adding
some additional information to ompensate the loss of in-
formation of the imaging proess. Suh a information is
dened as additional sine it annot be derived neither
14
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from the sattered eld nor from the properties of the
mapping between the data and the spae of unknowns,
whih desribes the imaging proess. It omes from other
informative soures or from previous information gained
on the objet [40℄ and it is usually referred to as a-priori
information.
• Non-linearity - With referene to equations (2.12) and
(2.13), the inverse problem is non-linear beause the vari-
able τ to be solved an not be written as a linear sum
of independent omponents. As a matter of fat, the to-
tal eld Ev depends on the dieletri properties of the
domain under test. On the other hand, the inverse sat-
tering problem is linear with respet to the equivalent
urrent density Jv(r) = τ(r)Ev(r), aording to a on-
trast soure formulation [41℄[42℄.
• Ill-onditioning - As a onsequene of the ill-posedness
and due to the band-limited nature of the system as well,
the numerial ounterpart of the inverse sattering prob-
lem appears to be ill-onditioned, sine the solution does
not depend ontinuously on the data. As a matter of
fat, the numerial solution may suer from numerial
instability and a small error in the initial data an result
in muh larger errors in the answers.
These drawbaks have to be taken into aount when solving
an inverse sattering problem. In Ch. 3, a brief overview on
the state-of-the-art of the inversion methodologies will be pre-
15
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sented, fousing on the multi-resolution approahes and the
shape-optimization methods.
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An Overview on Inverse
Sattering Tehniques
This hapter deals with an overview on the inverse sattering
tehniques. The exploitation of regularized solutions and ap-
proximations to ope with the ill-posedness of the inverse prob-
lem will be disussed. Then, both deterministi and heuristi
minimization tehniques will be presented. Finally, the hapter
fouses on the state-of-the-art on multi-resolution tehniques
and shape-optimization.
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APPROXIMATIONS
3.1 Regularized Solutions and
Approximations
As pointed out in Set. 2.3, the inverse problem is hara-
terized by ill-posedness, whih is a onsequene of the loss of
information between ause and eet in the forward prob-
lem. A possible solution onsists in mathematially expressing
some expeted physial properties of the satterer and to ex-
pliitly use suh a knowledge to build families of approximate
solutions. For instane, A. N. Tikhonov and V. Y. Arsenin [38℄
introdued a family of approximate solutions depending on a
regularization parameter. For noise-free data, the approximate
solutions onverge to the true solution when the regularization
parameter tends to zero. Otherwise, an optimal approxima-
tion of the exat solution exists for a non-zero value of the
regularization parameter. However, the hoie of the value of
the regularization parameter beomes the main issue, sine it
ould depend on the geometry under test. Furthermore, while
mathematial methods and eient numerial algorithms are
already available for linear inverse sattering problems, the si-
enti literature does not provide any simple rule for the op-
timal hoie of the regularization oeient when nonlinear
problems are dealt with [43℄. Looking for riteria, in [44℄ and
[45℄ the authors onsidered this parameter an additional un-
known whih has to be ontrolled by the optimization proess.
On the other hand, the improvement of the robustness with
respet to false solutions and the onvergene rate as well as the
non-uniqueness and ill-onditioning inherent to inverse satter-
18
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ing problems has been dealt with as well [46℄-[50℄. As far as
non-linearity is onerned, some attempts have been devoted
to the problem linearization by using suitable approximations.
However, the use of Born, Rayleigh and Rytov approximations
[13℄ is suitable only for dealing with weakly sattering objets
[51℄. The iterative Born method [52℄ and its modied form [53℄
ould extend their availability, but they still remain tehniques
that an be applied only to dieletri satterers.
3.2 An Overview on
Minimization Tehniques
In order to ope with the non-linearity, the inverse sattering
problem an be reast as an optimization proedure, where
a suitable ost funtion depending on the mismath between
the measured elds and the numerially evaluated one is min-
imized. Suh a ost funtion is omputed on the basis of the
trial solution τ˜ = {τ˜n; n = 1, ..., N} and it is usually expressed
in matrix form as follows [13℄
Φ {τ˜} = α‖ξ−GEXT eτ eE‖
2
‖ξ‖2
+β
‖ζ− eE+G
INT
eτ eE‖2
‖ζ‖2
(3.1)
where G
EXT
and G
INT
are the M×N external Green's matrix
and the N ×N internal Green's matrix, respetively, and α, β
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are two user-dened regularization parameters. Furthermore,
ζ is the N × 1 inident eld array, ξ is the M × 1 measured
eld, and E˜ is the N × 1 estimated total eletri eld.
The optimal solution τ opt is found as the N × 1 array that
minimizes the relationship (3.1), namely
τ opt = arg {mink=1,...,K [Φ {τ˜k}]} (3.2)
where τ˜ k is the trial solution ahieved at the step k by the iter-
ative updating proedure. As a onsequene, the quality of the
nal solution depends mostly on the searh strategy, sine the
problem may have false solutions due to its non-linearity. The
next two subsetions disuss both deterministi and heuristi
approahes.
3.2.1 Deterministi Approahes
As far as deterministi approahes are onerned, the most
widely used are the gradient-based tehniques introdued by
Kleinman et al. in [54℄. Suh methodologies are based on a
simultaneous update of the unknown eld E˜k and satterers
ontrast τ˜ k in order to avoid the full solution of the forward
problem at eah iteration. Towards this end, a sequene of trial
solutions χ˜
k
=
[
τ˜k, E˜k
]
, k = 1, ..., K, is dened with stritly
dereasing ost funtion values. At eah iteration k, the trial
solution is updated as follows
χ˜
k+1
= χ˜
k
+ νk · Uk (3.3)
20
CHAPTER 3. AN OVERVIEW ON INVERSE
SCATTERING TECHNIQUES
where Uk is the value of the updating funtion at the iteration
k, k = 1, ..., K, and
νk = arg
{
minp
[
Φ
{
χ˜
k
+ νp · Uk
}]}
. (3.4)
The iterative proedure is iterated until the value of (3.1) is
smaller than a xed threshold or a stationary ondition is
reahed.
The updating of the unknowns Uk onsists in the evalu-
ation of the steepest desent Γk = −∇τk
(
Φ
{
χ˜
k
})
. Several
updating strategies have been developed, but one of the most
eetive arhiteture in terms of onvergene rate is the Polak-
Ribiere proedure [55℄. Suh an algorithm denes the following
update term
Uk = Γk −
ΓTk
(
Γk − Γk−1
)
ΓTk−1Γk−1
Uk−1 (3.5)
where the supersript T indiates the transpose operator.
As for some examples of other updating strategies, the bi-
onjugate gradient method (see [56℄ and [57℄ for more details),
or its development alled the bi-onjugate gradient stabilized
method (see [58℄ for more details), have been implemented to
solve nonsymmetri systems. Moreover, the generalized min-
imum residual (GM-RES ) method (see [59℄ for more details)
and the quasi minimal residual method (see [60℄ for more de-
tails) have a dierent approah based on the reation of proper
basis funtions to represent the solution spae. However, suh
strategies are often more demanding, even though a faster on-
vergene rate is reported. Moreover, at the best of the author's
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knowledge, these updating approahes are generally used to
solve linear problems.
3.2.2 Heuristi Minimization Methodologies
Unfortunately, the onvergene of the deterministi minimiza-
tion strategies is stritly dependent on the initialization point.
As a matter of fat, sine the problem at hand is non-linear,
the solution an be easily trapped in loal minima representing
false reonstrutions if the initialization is not appropriate.
Sine false solutions are physially unaeptable solutions,
the minimization methods should meet the following require-
ments to avoid loal minima:
(a) the possibility of easily inluding the whole amount
of available a-priori information on the unknown
solution;
(b) on-line ontrol of the solution quality in order to as-
sure that trial solutions, estimated during the sam-
pling of the searh spae, are physially admissible
solutions;
() suitable operators able to fully exploit the informa-
tion on the solution gained during the minimization
and/or arising from the a-priori information;
(d) operators able to easily replae non-feasible solu-
tions by newly feasible ones, without introduing
user-dened penalty funtions.
22
CHAPTER 3. AN OVERVIEW ON INVERSE
SCATTERING TECHNIQUES
Suh properties are usually owned by the heuristi optimization
tehniques based on evolutionary algorithms. These strategies
are haraterized by the denition of a set of W trial solution
χ˜
k
=
{
χ˜w
k
; w = 1, ...,W
}
, ommonly alled population, that is
iteratively updated aording to the following general relation-
ship
χ˜
k+1
= χ˜
k
+ U
k
{
χ˜
ℓ
; ℓ = 1, ..., k
}
(3.6)
where the updating operator U
k
{·} depends on the urrent
solution and on the previous k−1 trial solution. Consequently,
the optimal solution is found as the one minimizing the ost
funtion (3.1), namely
χ
opt
= arg
{
mink=1,...,K
[
minw=1,...,W
(
Φ
{
χ˜w
k
})]}
. (3.7)
where τ˜ k is the trial solution ahieved at the step k by the
iterative updating proedure.
As far as the updating strategies are onerned, many ap-
proahes have been developed. Simulated Annealing [61℄ is
one of the rst and most ommon single agent algorithm (i.e.,
W = 1). The basis idea is to dene U
k
aording to a temper-
ature parameter that inrementally dereases at eah iteration
onverging to a stable ondition. However, the smaller the up-
date beomes, the lesser the hill-limbing
1
apability is.
In order to inrease the hill-limbing apabilities, multiple
agent tehniques (i.e., W > 1) have been also adopted. Some
1
The hill-limbing apability refers to the possibility of dealing with
multi-minima ost funtion, without the solution being trapped in a loal
minima.
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well known examples are the Geneti-Algorithms (GA) [62℄-
[64℄ [21℄ and the Partile Swarm Optimizer (PSO) [65℄. In
GA, a population of trial solution is dened and it is evolved
by mimiing Darwin's evolution theory by means of a set of
updated operators, known as seletion, rossover, andmutation
[66℄. The proedure is based on a ompetitive proess aimed at
extrating the best individual among the population. On the
ontrary, the PSO is based on a ooperative logi inspired by
the behavior of oks of birds looking for food [67℄[68℄. Eah
partile (i.e., trial solution) ollets information and makes it
available to the whole swarm in order to ooperate in searhing
the global minimum. As a matter of fat, the update term U
k
is haraterized by a personal term and a soial term.
Evolutionary tehniques are muh more demanding than
the deterministi proedures in terms of omputational resour-
es, but they provide a suitable exploitation of the a-priori
information together with an eient representation of the so-
lution spae.
3.3 State-of-the-Art on
Multi-Resolution Approahes
In order to deal with the ill-posedness of the inverse satter-
ing problems, many approahes to ollet a greater amount
of information have been onsidered. More in detail, multi-
illumination [69℄ and/or multi-view [70℄ and/or multi-soure
[71℄ and/or multi-frequeny systems [72℄ are generally used,
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but the information olletable from the sattering experiments
still remains limited [13℄ to an upper bound that depends on
the geometrial harateristis of the imaging system and on
the working frequeny [12℄. In order to redue the dimension
of the spae of unknowns, some a-priori information (when
available) on the senario under test [73℄[40℄ an be added by
imposing a set of onstraints [15℄ on the retrievable dieletri
prole.
In order to restore the well-position of the inverse prob-
lem, a dierent approah onsists in fully exploiting all avail-
able information on the senario under test. In more detail, the
representation of the unknown satterer belongs to a nite di-
mensional spae, whose dimension is smaller than the essential
dimension of data (i.e., the number of retrievable unknowns
should be lower than the amount of information in data). Be-
ause of the analytial nature of the sattering operator, suh
an optimal dimension is a known quantity sine it depends on
the extension of the investigation domain with respet to the
wavelength [74℄ and on the harateristis of the aquisition
system [12℄. Starting from these onsiderations and sine the
sattered eld is a spatial band-limited funtion, the optimal
numbers of views V and of measurement points M depend on
the size of the investigation domain. As a matter of fat, the
degrees of freedom of the eld sattered by an obstale loated
in free spae is [15℄
Rf = 2κ0α (3.8)
where α is the radius of the minimum irle enlosing the sat-
terer. Moreover, the number I of independent measurements
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that an be olleted, starting from the number of total mea-
surement (i.e., M × V ), is I = R2f/2. Consequently, when
M × V measurements are available, the optimal number Nopt
of unknowns (i.e., independent equations) to be alloated is
given as
Nopt = min {I, M × V/2} . (3.9)
Unfortunately, the optimal numberNopt of retrievable unknowns
(equal to the essential dimension of the sattered data) does
not usually meet the riterion given in [39℄ for a suitable repre-
sentation (in terms of spatial resolution) for both the dieletri
prole of the satterer and the indued eletri eld.
In order to suitably represent the unknowns and keep the
ratio between unknown and data, namely Nopt/(M×V ), small
and onstant during the inversion proedure, a more eetive
representation of the problem unknown should be adopted. A
possible solution onsists in the use of multi-resolution meshes,
by dereasing the size of the sub-domains where the targets
are loated and using a oarse resolution level otherwise [75℄.
Aording to suh a basi idea, various strategies based on
a multi-resolution expansion of the unknowns have been pro-
posed. These methods dene disretization shemes and orre-
sponding tailored basis funtions to better represent the geom-
etry under test (i.e., higher resolution level near the disontinu-
ities and oarse grid in the external homogeneous bakground).
Taking advantage of suh a kind of expansion, it is possible to
distribute in a non-uniform fashion the unknowns inside the
sattering domain (for more details see [76℄[77℄).
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3.3.1 Wavelet-based
multi-resolution approahes
In order to better alloate the number of unknowns of the in-
verse problem, a statistial model is employed in [17℄ to gather
information on the suitable resolution levels to be adopted in
a linear inverse problem. In pratie, the relative error ovari-
ane matrix (RECM ) provides a rational basis for dealing with
resolution/auray trade-os and to identify the optimal spa-
tial resolution. As a matter of fat, suh an approah is able
to identify those regions in spae where the information pro-
vided by data is higher, thus inreasing the spatial resolution
by means of wavelet deomposition of the signals. The arising
inverse sattering problem is then reast into the minimization
of a two-term ost funtion enforing delity to sattering data
and mathing with the statistial prior model for the ontrast,
respetively. As a onsequene, the inverse problem is regular-
ized through the multisale approah that allows the olletion
of a-priori information.
A similar approah has been onsidered in [16℄. Starting
from a-priori onsiderations on the mathematial nature of
the problem and from the intrinsi features exhibited by the
lass of retrievable funtions, suh a multi-resolution strategy
assoiates part of the optimal number of unknowns Nopt to a
oarse representation of the whole domain. Then, it onen-
trates the remaining ones in those parts of the region under
test where a better resolution an be ahieved. Mathemati-
ally, the arising problem is solved through the minimization
(only one) of a ost funtion related to the sattering equa-
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tions. Furthermore, the unknowns are represented with the
a-priori multi-resolution expansion by onsidering a suitable
wavelet transformation.
3.3.2 Adaptive Multisale Tehniques
A dierent approah based on a step-wise renement proe-
dure is developed [78℄ for a nonlinear sattering model. A se-
quene of dierent tests based on a-priori hypotheses (i.e., a
olletion of anomaly ongurations) are employed rst to lo-
alize anomalous behaviors in large areas and then to rene
these initial estimates in order to better haraterize the a-
tual strutures. The proposed stable oarse-to-ne loalization
method denes a deomposition proedure (able to zoom on
strong satterers before rening other strutures) and a prun-
ing step to remove unreliable andidate anomalies. In further
works (for details see [18℄ and referred works), a dierent ap-
proah based on an adaptive iterative strategy is proposed to
improve spatial resolution by means of spline pyramids. Fi-
nally, the multisale distribution of the ontrast is determined
by adding detail lose to the surfae and dening a oarse sale
deeper into the the material, pruning away unneessary degrees
of freedom.
3.3.3 The Iterative Multi-Saling Approah
In the framework of adaptive multi-resolution approahes, Caorsi
et al. developed an iterative tehnique, alled iterative multi-
saling approah (IMSA), where the distribution of the un-
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knowns is a-posteriori determined by exploiting the informa-
tion gathered during the multi-step proedure [79℄. Taking ad-
vantage of a onstant multi-saling piee-wise pulse representa-
tion able to deal with all possible multi-resolution ombinations
(unlike wavelet expansion), suh an approah is aimed at de-
termining rstly the regions-of-interest (RoIs) where the sat-
terers are loated, thus inreasing the spatial resolution only
where needed. The amount of information olleted through
the eld measurements is suitably exploited by allowing an
enhaned spatial resolution only in the RoIs and keeping the
ratio Nopt/(M × V ) low aording to the riterion previously
disussed. As a onsequene, the risk for the solution of being
trapped in a loal minima is sensibly redued [15℄, even though
it annot be fully removed.
At eah step of the iterative proedure, the reonstrution
is performed through the minimization of a suitable multi-
resolution ost funtion. The proess is iterated until the un-
knowns' distribution reahes a stationary ondition. The op-
erations haraterizing eah step s, s = 1, ..., S, of the IMSA
an be summarized as follows (for more details, see [79℄):
• Multi-Resolution Expansion - The representation of
the unknowns is updated aording to the new resolution
level s, s = 1, ..., S, by means of the following multi-
resolution expansion
τ˜ (r) =
s∑
i=1
N∑
ni=1
τ˜niB
(
rni
)
, r ∈ DI (3.10)
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where B (rni) is a retangular basis funtion whose sup-
port is the ni-th sub-domain of the region of interest Ri
at the i-th resolution level, i = 1, ..., S.
• Multi-Resolution Prole Retrieval - Minimize the
multi-resolution ost funtion at the resolution level s,
given as
Φ
{
χ˜
s
}
= α
‖ξ−Psi=1GiEXT eτ i eEi‖2
‖ξ‖2
+β
‖Psi=1[ζi− eEi+GiINT eτ i eEi]‖2
‖Psi=1 ζi‖2
(3.11)
by onsidering the multi-resolution representation for the
unknowns, namely χ˜
s
=
{[
τ˜
(
rns
)
, Ev
(
rns
)]
; ns =
1, ..., N ; i = 1, ..., s}. At eah resolution level, the Green's
funtions Gi
EXT
and Gi
INT
, i = 1, ..., s, need to be reom-
puted (for more detail see [79℄).
• Update of the Resolution Level - The resolution level
is updated (s← s+ 1).
• RoIs Estimation - The loation (x˜cs, y˜cs) and the exten-
sion (L˜cs) of the RoI is dened aording to the lustering
proedure desribed in [19℄, by using the previous step
reonstrution image and performing a noise ltering to
eliminate some artifats in the reonstruted image [79℄.
• Termination Proedure - Go to Multi-Resolution Ex-
pansion until a stationary ondition on the qualitative
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reonstrution parameters{ |Ωs−1 − Ωs|
|Ωs−1| × 100
}
< γΩ, Ω = x˜
c, y˜c, L˜ (3.12)
is reahed (s = sopt), where γΩ are xed thresholds ex-
perimentally determined.
The multi-saling proedure has shown to be eetive also
when dealing with multiple satterers [19℄[80℄[81℄. The pro-
posed lustering proedure is able to manage dierent non-
onneted RoI s with a satisfatory auray.
3.4 Shape-Optimization Algorithms
In order to properly address the ill-posedness of the inverse
sattering problem, the full exploitation of whole amount of
information ontent appears as a key issue. That an be pro-
vided though multi-resolution methodologies whih allows to
keep the ratio between unknowns and data low during the in-
version proess. In addition, several approahes, suh as IMSA
(Set. 3.3.3), inrease the information ontent step-by-step,
providing an iteratively-inreasing amount of a-priori infor-
mation about the proper spatial resolution to be employed.
However, multi-resolution tehniques are not generally aimed
at taking into aount the a-priori information about the ge-
ometry at hand. As a matter of fat, many pratial imaging
problems an be redued to the searh of homogeneous objets
inside known host media (Set. 2.1.2), by assuming that the
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eletromagneti properties of the targets are a-priori known
[5℄-[8℄. In suh a ase, the inverse sattering problem is limited
to a qualitative imaging problem, where only the searh of lo-
ation and shape of the targets is arried out, unlike standard
quantitative imaging problems [11℄, where the estimation of the
eletrial ondutivity and permittivity values is required.
To protably exploit the a-priori information about the
satterers, shape-optimization algorithms an be onsidered as
eetive strategies to solve qualitative imaging problems. In
the following, a brief state-of-the-art about these methodolo-
gies is provided, fousing basially on two lasses: the paramet-
ri approahes [21℄-[25℄, where the target is represented by a set
of parameters, and the level-set-based strategies [31℄-[32℄ [82℄,
where the shape of the satterer is identied by the zero-level
of a ontinuous funtion.
3.4.1 Parametri Approahes
Starting from the knowledge of the unperturbed geometry and
of the eletromagneti properties of the media, the targets to
be retrieved an be protably dened as inlusions in a known
struture and approximated with a limited set of essential pa-
rameters [21℄. Suh a parametrization and the use of a suitable
Green's funtion [73℄ allow a redution of the number of un-
knowns and onsequently a non-negligible omputational sav-
ing during the reonstrution proess arried out in terms of
the optimization of a suitable ost funtion.
In general, these shape-optimization strategies desribe the
targets as basi shapes, suh as retangular domains, to be
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properly parametrized. More in detail, by onsidering some a-
priori assumptions, the satterer is dened by the oordinates
of its enter (xc, yc), its length L, its sideW , and the orientation
θ. Therefore, the value of the ontrast funtion in the n-th
sub-domain, n = 1, ..., N , an be re-dened aording to the
following relationship
τn =
{
τC ifP ∈
[−L
2
, L
2
]
andQ ∈ [−W
2
, W
2
]
0 otherwise
(3.13)
where
P = (xn − xc) osθ + (yn − yc) sinθ (3.14)
and
Q = (xn − xc) sinθ + (yn − yc) osθ . (3.15)
Aordingly, the set of parameters to be retrieved during the
reonstrution proess is
χ = {(xc, yc) , L, W, θ; Ev (rn) , n = 1, ..., N} (3.16)
where the total eletri eld Ev (rn) an be updated by means
of eetive forward solvers [83℄ or estimated during the opti-
mization proess.
In order to determine the optimal solution χ
opt
of the re-
onstrution problem, the problem at hand is reast as an op-
timization one via the denition of a suitable ost funtion
Φ
{
χ
}
= α
‖ξ−G
EXT
ℵ(χ)‖2
‖ξ‖2
+β
‖ζ− eE+G
INT
ℵ(χ)‖2
‖ζ‖2
(3.17)
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where ℵ (χ) = τ˜ (χ) E˜ (χ) is the equivalent urrent density
omputed starting from χ. Due to the disrete nature of the ar-
ray of unknowns, the resulting minimization proedure is usu-
ally solved by means of evolutionary optimization approahes,
suh as GA. As for the use of more omplex parametriza-
tion shemes, suh as spline funtions, it usually requires us-
tomized strategies [23℄[24℄.
3.4.2 Level-Set-based Shape Optimization
Sine 1988 when the paper of Osher and Sethian [29℄ appeared
in the literature, level set methods are onsidered eetive teh-
niques for dealing with propagating fronts and interfaes [32℄.
Suh methodologies have been suessfully exploited in many
frameworks, suh as modelling and simulation [84℄ and inverse
problems [85℄-[87℄, or more speially in imaging [88℄-[90℄,
medial appliations [91℄-[94℄, and geology [95℄.
More in detail, one the eetiveness of these optimiza-
tion strategies has been proved for the retrieval of position and
shape of unknowns targets [31℄, they have been also used in
eletromagnetis, for inverse sattering problems [33℄[34℄ [97℄-
[98℄. In suh a framework, the rst works were mainly foused
on binary geometries, where the permittivity and ondu-
tivity of targets and bakground were assumed to be a-priori
known, thus turning the inverse sattering problem into a qual-
itative imaging problem, where only the shape of the satterer
has to be reonstruted. However, reent advanes deal with
more omplex problems, suh as the retrieval of the values of
the binary ontrast funtion, the reovery of the support of
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several targets, or more omplex geometries [20℄[99℄.
As for the main aspet of level-set-based optimization, the
ontrast funtion is dened with respet to the shape Υ of the
satterer as follows
τ (r) =
{
τC φ (r) ≤ 0 and r ∈ Υ
0 φ (r) > 0 and r /∈ Υ (3.18)
where φ is a ontinuous funtion, alled level set, and the on-
tour of Υ is identied by φ = 0. In order to retrieve the
optimal shape Υopt of the reonstrution problem, the level set
algorithm starts from an initial guess Υk=1 and iteratively per-
forms the following sequene of operations (k = 1, ..., K being
the iteration index):
• Update of the Field Distribution - The values of the
sattered eld ξ
k
(rm), m = 1, ...,M with rm ∈ DO, and
of the total eld Ek (r), r ∈ DI , are omputed start-
ing from φk (r) and τk (r) by solving a forward sattering
problem.
• Gradient Computation - The shape derivative∇ΥΘ {φk}
of the ost funtion
Θ {φk} =
∥∥∥ξ −G
EXT
τ k (φk)Ek (φk)
∥∥∥2 (3.19)
is omputed in order to get a veloity funtion Vk (r)
for the update of the level set funtion. Vk (r) an be
obtained by alulating the Eulerian derivative of (3.19)
[32℄ or similarly by solving an adjoint problem [33℄. More
details about the adjoint problem for the two-dimensional
TM ase are given in Appendix A.
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• Iteration Update - The iteration index is updated (k ←
k + 1).
• Level Set Update - The level set funtion φk is updated
aording to the following relationship
φk (r) = φk−1 (r) + νk−1Uk−1 (r) (3.20)
where Uk−1 is the update term and νk−1 is the step size
whih an be determined by a line-searh strategy. When
Uk−1 (r) is hosen as
Uk−1 = |∇φk−1| Vk−1 · nˆ , (3.21)
with nˆ = ∇φk−1/ |∇φk−1|, relationship (3.20) is a Hamilton-
Jaobi-type equation.
Sine the updates Uk ould provide rough boundaries of the
trial shape Υk, k = 1, ..., K, regularization strategies for shape
inversion are often onsidered [32℄[87℄. Suh tehniques onsist
in employing smoothing operators (e.g., by assuming that the
solution belongs to a partiular funtion spae onsisting of
smooth funtions) or penalization terms based on the desired
geometri properties of the trial solutions. These onstraints
an be determined through the analysis of the data at hand
and of the ahievable resolution.
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The Multi-Resolution
Level Set Approah
In this hapter, the iterative multi-saling approah with level-
set-based optimization is presented. The mathematial for-
mulation is foused on the multi-step arhiteture and the
proposed numerial validation, arried out both with numeri-
al synthesized data and laboratory-ontrolled data, disusses
the reonstrution apabilities of the proposed multi-resolution
methodology by onsidering simple and omplex targets.
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4.1 Mathematial Formulation
With referene to Ch. 2 where the inverse sattering problem
has been mathematially formulated, this setion is aimed at
presenting the integration of the iterative multi-saling strategy
(IMSA) and the level-set (LS ) representation. Let us onsider
a ylindrial homogeneous non-magneti objet with relative
permittivity ǫC and ondutivity σC that oupies a region Υ
belonging to an investigation domain DI . Suh a satterer is
probed by a set of V transverse-magneti (TM) plane waves,
with eletri eld ζv(r) = ζv(r)zˆ (v = 1, . . . , V ), r = (x, y),
and the sattered eld, ξv(r) = ξv(r)zˆ, is olleted at M(v),
v = 1, ..., V , measurement points rm(v) distributed in the ob-
servation domain DO.
In order to retrieve the unknown position and shape of the
target Υ by step-by-step enhaning the spatial resolution only
in that region, alled region-of-interest (RoI), R ∈ DI , where
the satterer is loated [19℄, the following iterative proedure
of Smax steps is arried out.
With referene to Fig. 4.1(a) and to the blok diagram
displayed in Fig. 4.2, at the rst step (s = 1, s being the step
number) a trial shape Υs = Υ1, belonging to DI , is hosen
and the region of interest Rs [ Rs=1 = DI ℄ is partitioned into
NIMSA equal square sub-domains, NIMSA being the number of
degrees of freedom of the problem at hand [14℄. In addition,
the level set funtion φs is initialized as follows [33℄[97℄:
φs
(
rns
)
=
{ −minb=1,...,Bs {dnsb} if τ (rns) = τC
minb=1,...,Bs {dnsb} if τ
(
rns
)
= 0
(4.1)
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a(   )
b(   )
c(   )
Actual Scatterer
Υ1
(x˜cs=1, y˜
c
s=1)
rns=1
rns=1
Rs=2
φkopts=1
φks=1
s = 1 - k = 1
s = 1 - k = kopt
s = 2 - k = 1
DI
DI
DI
L˜s=1
rns=2
φks=2
Figure 4.1: Graphial representation of the IMSA-LS zooming
proedure. (a) First step (k = 1): the investigation domain is
disretized in N sub-domains and a oarse solution is looked
for. (b) First step (k = kopt): the region of interest that on-
tains the rst estimate of the objet is dened. () Seond step
(k = 1): an enhaned resolution level is used only inside the
region of interest.
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where dns,b =
√
(xns − xb)2 + (yns − yb)2, rns = (xns , yns) and
rb = (xb, yb) are the enter of the ns-th pixel and the b-th
border-ell (b = 1, . . . , Bs) of Υ1, respetively.
Then, at eah step s of the proess (s = 1, ..., Smax), the
following optimization proedure is repeated (Fig. 4.2):
• Problem Unknown Representation - The ontrast
funtion is represented in terms of the level set funtion
as follows
τ˜ks (r) =
s∑
i=1
NIMSA∑
ni=1
τkiB
(
rni
)
r ∈ DI (4.2)
where the index ks indiates the k-th iteration at the s-
th step [ks = 1, ..., k
opt
s ℄, B
(
rni
)
is a retangular basis
funtion whose support is the n-th sub-domain at the i-
th resolution level [ni = 1, ..., NIMSA, i = 1, ..., s℄, and
the oeient τki is given by
τki =
{
τC ifΨki
(
rni
) ≤ 0
0 otherwise
(4.3)
letting
Ψki
(
rni
)
=
{
φki
(
rni
)
if i = s
φkopti
(
rni
)
if (i < s) and
(
rni ∈ Ri
)
(4.4)
with i = 1, ..., s as in (4.2).
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Field Distribution Updating
Determine
Cost Function Evaluation
Level Set Update
Problem Unknown Representation
FALSE
TRUE
TRUE
Stop
Initialization
FALSE
IMSA
Stopping Criterion
Stopping Criteria
LS
Compute E˜vki
(
rni
)
rni ∈ DI
x˜cs,y˜
c
s,L˜s
Determine ξ˜vks
(
rmv
)
and compute Θ {φks}
rmv ∈ DO
Compute φks from φks−1
τ˜ks (r) =
∑s
i=1
∑NIMSA
ni=1
τkiB
(
rni
)
rni ∈ DI
s-th resolution level
ks = ks + 1
Υsopt
Υs = Υ1
ks = 0
s = s+ 1
γx˜c,γy˜c,γL˜
γτ , γΘ, γth, K
max
Figure 4.2: Blok diagram desription of the IMSA-LS zoom-
ing proedure.
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• Field Distribution Updating - One τ˜ks (r) has been
estimated, the eletri eld Evks (r) is numerially om-
puted aording to a point-mathing version of the Method
of Moments (MoM) [39℄ as
E˜vki
(
rni
)
=
∑NIMSA
pi=1
ζv
(
rpi
) [
1− τ˜ki
(
rpi
)
G2D
(
rni/rpi
)]−1
,
rni , rpi ∈ DI
ni = 1, ..., NIMSA .
(4.5)
• Cost Funtion Evaluation - Starting from the total
eletri eld distribution (4.5), the reonstruted sat-
tered eld ξ˜vks
(
rm(v)
)
at the m(v)-th measurement point,
m(v) = 1, ...,M(v), is updated by solving the following
equation
ξ˜vks
(
rm(v)
)
=
s∑
i=1
NIMSA∑
ni=1
τ˜ki
(
rni
)
E˜vki
(
rni
)
G2D
(
rm(v)/rni
)
(4.6)
and the t between measured and reonstruted data is
evaluated by the multi-resolution ost funtion Θ dened
as
Θ {φks} =
∑V
v=1
∑M(v)
m(v)=1
∣∣∣ξ˜vks (rm(v))− ξvks (rm(v))∣∣∣2∑V
v=1
∑M(v)
m(v)=1
∣∣ξvks (rm(v))∣∣2 .
(4.7)
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• Minimization Stopping - The iterative proess stops
[i.e., kopts = ks and τ˜
opt
s = τ˜ks ℄ when: (a) a set of ondi-
tions on the stability of the reonstrution holds true or
(b) when the maximum number of iterations is reahed
[ks = Kmax℄, or () when the value of the ost funtion is
smaller than a xed threshold γth. As far as the stabil-
ity of the reonstrution is onerned [ondition (a)℄, the
rst orresponding stopping riterion is satised when,
for a xed number of iterations, Kτ , the maximum num-
ber of pixels, the value of whih has hanged, beomes
smaller than a user-dened threshold γτ aording to the
relationship
maxj=1,...,Kτ
{
NIMSA∑
ns=1
∣∣τ˜ks (rns)− τ˜ks−j (rns)∣∣
τC
}
< γτ ·NIMSA.
(4.8)
The seond riterion, about the stability of the reon-
strution, is satised when the ost funtion beomes
stationary within a window of KΘ iterations as follows:
1
KΘ
KΘ∑
j=1
Θ {φks} −Θ {φks−j}
Θ {φks}
< γΘ. (4.9)
KΘ being a xed number of iterations and γΘ being user-
dened thresholds;. When the iterative proess stops,
the solution τ˜ opts at the s-th step is seleted as the one
represented by the best level set funtion φopts dened
as
φopts = arg
[
minh=1,...,kopts
(Θ {φh})
]
. (4.10)
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• Iteration Update - The iteration index is updated [ks →
ks + 1℄;
• Level Set Update - The level set is updated aording
to the following Hamilton-Jaobi relationship
φks
(
rns
)
= φks−1
(
rns
)−∆tsVks−1 (rns)H {φks−1 (rns)}
(4.11)
where H{·} is the Hamiltonian operator [29℄[30℄ given as
H2 {φks (rns)} =

max
2
{Dx−ks ; 0}+min2 {Dx+ks ; 0}+
+max2
{Dy−ks ; 0}+min2 {Dy+ks ; 0}
if Vks
(
rns
) ≥ 0
min
2
{Dx−ks ; 0}+max2 {Dx+ks ; 0}+
+min2
{Dy−ks ; 0}+max2 {Dy+ks ; 0}
otherwise
(4.12)
with
• Dx±ks =
±φks(xns±1,yns)∓φks(xns ,yns)
ls
,
• Dy±ks = ±φks(xns ,yns±1)∓φks (xns ,yns)ls .
∆ts is the time-step hosen as∆ts = ∆t1
ls
l1
with∆t1 to be
set heuristially aording to the literature [33℄, ls being
the ell-side at the s-th resolution level. Vks is the veloity
funtion omputed following the guidelines suggested in
[33℄ by solving the adjoint problem of (4.5) in order to
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determine the adjoint eld F vks (for more details, please
refer to the Appendix A). Aordingly,
Vks
(
rns
)
= −ℜ
{ PV
v=1 τCE
v
ks
(rns)F
v
ks
(rns)PV
v=1
PM(v)
m(v)=1|ξvks(rm(v))|2
}
,
ns = 1, ..., NIMSA
(4.13)
where ℜ stands for the real part.
When the s-th minimization proess terminates, the ontrast
funtion is updated [τ˜ opts (r)= τ˜ks−1 (r), r ∈ DI (4.2)℄ as well as
the RoI [Rs → Rs−1℄. To do so, the enter of Rs of oordinates
(x˜cs, y˜
c
s) is determined as follows [19℄ [Fig. 4.1(b)℄:
x˜cs =
∑s
i=1
∑NIMSA
ni=1
xni τ˜
opt
s
(
rni
)B (rni)∑s
i=1
∑NIMSA
ni=1
τ˜ opts
(
rni
)B (rni) (4.14)
y˜cs =
∑s
i=1
∑NIMSA
ni=1
yni τ˜
opt
s
(
rni
)B (rni)∑s
i=1
∑NIMSA
ni=1
τ˜ opts
(
rni
)B (rni) . (4.15)
The estimated side Ls of Rs is omputed as
L˜s = 2
∑s
i=1
∑NIMSA
ni=1
[
dni,cs τ˜
opt
s
(
rni
)B (rni)]∑s
i=1
∑NIMSA
ni=1
[
τ˜ opts
(
rni
)B (rns)] (4.16)
where dni,cs =
√
(xni − x˜cs)2 + (yni − y˜cs)2.
One the RoI has been identied, the level of resolution is
enhaned [ks → ks−1℄ only in this region by disretizing Rs into
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NIMSA sub-domains [Fig. 4.1()℄ and by repeating the mini-
mization proess until the syntheti zoom beomes stationary
(s = sopt), i.e.,{ |Ωs−1 − Ωs|
|Ωs−1| × 100
}
< γΩ, Ω = x˜
c, y˜c, L˜ (4.17)
γQ being a threshold set as in [19℄, or until a maximum num-
ber of steps (sopt = Smax) is reahed. As far as the regions
outside Rs are onerned, the spatial resolution is left un-
hanged as dened in the previous steps (rni, ni = 1, ..., NIMSA,
i = 1, ..., s − 1) and the values of the problem unknowns are
omputed aording to equation (4.4).
At the end of the multi-step proess (s = sopt), the problem
solution is obtained as τ˜ opt
(
rni
)
= τ˜ opts
(
rni
)
, ni = 1, ..., NIMSA,
i = 1, ..., sopt.
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4.2 Numerial Validation:
Syntheti Data
In order to assess the eetiveness of the IMSA-LS approah, a
seleted set of representative results onerned with syntheti
data is presented herein. The performanes ahieved are eval-
uated by means of the following error gures:
• Loalization Error δ
δ|p =
√(
x˜cs|p − xc|p
)2
−
(
y˜cs|p − yc|p
)2
λ
× 100 (4.18)
where rc|p =
(
xc|p , yc|p
)
is the enter of the p-th true
satterer, p = 1, ..., P , P being the number of objets.
The average loalization error < δ > is dened as
< δ >=
1
P
P∑
p=1
δ|p . (4.19)
• Area Estimation Error ∆
∆ =
[
I∑
i=1
1
NIMSA
NIMSA∑
ni=1
Nni
]
× 100 (4.20)
where Nni is equal to 1 if τ˜ opt
(
rni
)
= τ
(
rni
)
and 0 oth-
erwise.
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As far as the numerial experiments are onerned, the reon-
strutions have been performed by blurring the sattering data
with an additive Gaussian noise haraterized by a signal-to-
noise-ratio (SNR)
SNR = 10log
∑V
v=1
∑M(v)
m(v)=1
∣∣ξv (rm(v))∣∣2∑V
v=1
∑M(v)
m(v)=1 |µv,m(v)|2
(4.21)
µv,m(v) being a omplex Gaussian random variable with zero
mean value.
4.2.1 Initializing with the True Solution
In the rst experiment, a lossless irular satterer of known
permittivity ǫC = 1.8 and radius ρ = λ/4 is entered at x
c =
yc = λ/6 [33℄ in a square investigation domain of side LD = λ.
V = 10 TM plane waves are impinging from the diretions θv =
2π (v − 1)/V , v = 1, ..., V , and the sattering measurements
are olleted at M(v) = 10 reeivers uniformly distributed on
a irle of radius ρO = λ.
As far as the initialization of the IMSA-LS algorithm is
onerned, the initial trial objet Υ1 is the true solution sam-
pled at the resolution level s = 1. The initial value of the time
step is set to ∆t1 = 10
−2
as in [33℄. The RoI is disretized
in NIMSA = 15 × 15 sub-domains at eah step of the itera-
tive multi-resolution proess. Conerning the stopping riteria,
the following onguration of parameters has been seleted a-
ording to a preliminary alibration dealing with simple known
satterers and noiseless data: Smax = 4 (maximum number of
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Figure 4.3: Numerial Data. Cirular ylinder (ǫC = 1.8, LD =
λ, Noiseless Case). Reonstrutions when initializing IMSA-
LS with the true solution [(a) s = 1, (b) s = 2, and ()
s = sopt = 3℄ .
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Figure 4.4: Numerial Data. Cirular ylinder (ǫC = 1.8,
LD = λ, Noiseless Case). Behavior of the ost funtion when
initializing IMSA-LS with the true solution.
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steps), γex
c
= γey
c
= 0.01 and γ
eL = 0.05 (multi-step proess
thresholds), Kmax = 500 (maximum number of optimization
iterations), γΘ = 0.2 and γτ = 0.02 (optimization thresholds),
KΘ = Kτ = 0.15Kmax (stability ounters), and γth = 10
−5
(threshold on the ost funtion).
Figure 4.3 shows the reonstrution ahieved at the end of
the iterative steps of the multi-resolution proedure [(a) s = 1
- k = kopt, (b) s = 2 - k = kopt, and () s = sopt = 3 - k = kopt℄
while the behavior of the ost funtion is reported in Fig. 4.4.
The regions of interest determined at steps s = 2 and s = 3
are reported on the reonstruted prole by the dashed/dotted
ontour [Figs. 4.3(b) and ()℄.
As for the quality of the reonstrutions, it is worth noting
that Fig. 4.3(a) is the true objet sampled at the level s = 1
(i.e., it is equal to the the initial guess). Then, as the resolu-
tion inreases, the reonstrution improves as expeted. As a
matter of fat, the shape of the objet reonstruted at the end
of the proess [Fig. 4.3()℄ appears to be better retrieved than
in Figs. 4.3(a) and (b). Suh an improvement is obvious also
in the behavior of the ost funtion, sine the error jumps to
a lower value as the spatial resolution improves. For the sake
of ompleteness, let us emphasize that the spikes of the ost
funtion between two adjaent steps are due to the updating of
the eld distribution in orrespondene with the new resolution
level.
When dealing with noisy data, the method still onverges to
the exat solution, even though the quality of the reonstru-
tions gets worse with respet to the noiseless ase. Figure 4.5
shows the solutions ahieved with dierent levels of additive
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Figure 4.5: Numerial Data. Cirular ylinder (ǫC = 1.8, LD =
λ, Noisy Case). Reonstrutions when initializing IMSA-LS
with the true solution [(a) SNR = 20 dB, (b) SNR = 10 dB,
and () SNR = 5 dB℄ .
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noise on sattered data [(a) SNR = 20 dB; (b) SNR = 10 dB;
() SNR = 5 dB℄. The reonstrutions are similar to the a-
tual objet sampled at the highest resolution level. More in
detail, the symmetry of the atual objet appears to be better
retrieved as the noise on the data dereases. As for the be-
havior of the ost funtion (Fig. 4.6), the nal error inreases
as the SNR inreases, as expeted. Moreover, the jump of
the ost funtion due to the inrease of the spatial resolution
is less visible than in the noiseless ase, and it disappears with
the lowest SNR.
4.2.2 Initializing with Exat Data
For the sake of ompleteness, this subsetion deals with the
behavior of IMSA−LS when the initial guess is the true objet
sampled at the same resolution level used to solve the forward
problem that generates the data (i.e., the inverse rime ours).
In order to perform the inversion, the number of sub-domains
has been fored to NIMSA = Ndirect = 51 × 51, while the
remaining parameters are the same of the previous setion. As
expeted, the inversion algorithm stops immediately (sopt = 1
- kopt = 0), sine the stopping riterion on the value of the
ost funtion holds true. As a onsequene, the reonstrution
ahieved is equal to the initial trial shape (Fig. 4.7).
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Figure 4.6: Numerial Data. Cirular ylinder (ǫC = 1.8, LD =
λ, Noisy Case). Behavior of the ost funtion when initializing
IMSA-LS with the true solution.
4.2.3 Inversion of Data sattered by a Ciru-
lar Cylinder
The rst test ase with an initial guess dierent from the true
solution deals with the inversion of data sattered by the iru-
lar dieletri ylinder desribed in Set. 4.2.1. In suh a ase,
the initial trial objet Υ1 is a disk with radius λ/4 and entered
in DI while the other parameters are those seleted previously.
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Figure 4.7: Cirular ylinder (ǫC = 1.8, LD = λ, Noisy Case).
Cirular ylinder (ǫC = 1.8, LD = λ, Noiseless Case). Reon-
strutions when initializing IMSA-LS with the exat data.
Figure 4.8 shows samples of reonstrutions with the IMSA-
LS. At the rst step [Fig. 4.8(a) - s = 1℄, the satterer is or-
retly loated, but its shape is only roughly estimated. Thanks
to the multi-resolution representation, the qualitative imaging
of the satterer is improved in the next step [Fig. 4.8(b) -
s = sopt = 2℄ as onrmed by the error indexes in Tab. 4.1.
For omparison purposes, the prole retrieved by the single-
resolution method [33℄ (indiated in the following as Bare-LS ),
when DI has been disretized in NBare = 31 × 31 equal sub-
domains, is shown [Fig. 4.8()℄. In general, the disretiza-
tion of the Bare-LS has been hosen in order to ahieve in
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Figure 4.8: Numerial Data. Cirular ylinder (ǫC = 1.8, LD =
λ, Noiseless Case). Reonstrutions with IMSA-LS at (a) s =
1, (b) s = sopt = 2, () Bare-LS . Optimal inversion (d).
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IMSA− LS Bare− LS
s = 1 s = 2
δ 6.58× 10−6 2.19× 10−6 5.21× 10−1
∆ 2.36 0.48 0.64
Table 4.1: Numerial Data. Cirular ylinder (ǫC = 1.8, Noise-
less Case). Error gures.
the whole investigation domain a reonstrution with the same
level of spatial resolution obtained by the IMSA-LS in the RoI
at s = sopt.
Although the nal reonstrutions [Figs. 4.8(b)()℄ ahieved
by the two approahes are similar and quite lose to the true
satterer sampled at the spatial resolution of Bare-LS [Fig.
4.8(d)℄ and IMSA-LS [Fig. 4.8(b)℄, the IMSA-LS more faith-
fully retrieves the symmetry of the atual objet, even though
the reonstrution error appears to be larger than the one
of the Bare-LS (Fig. 4.9). During the iterative proedure,
the ost funtion Θopt = Θ {φopts } is initially haraterized by
a monotonially dereasing behavior. Then, Θopt⌋IMSA be-
omes stationary until the stopping riterion dened by re-
lationships (4.8) and (4.9) is satised (Fig. 4.9 - s = 1). Then,
after the update of the eld distribution induing the error
spike when s = sopt = 2 and ks = 1, Θopt⌋IMSA settles to a
value of 6.28 × 10−4 whih is of the order of the Bare-LS er-
ror (Θopt⌋Bare = 1.42 × 10−4). The slight dierene between
Θopt⌋IMSA and Θopt⌋Bare depends on the dierent disretiza-
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Figure 4.9: Numerial Data. Cirular ylinder (ǫC = 1.8, LD =
λ, Noiseless Case). Behavior of the ost funtion.
tion [i.e., the basis funtions B (rn(i=2)), n(i) = 1, ..., NIMSA are
not the same as those of Bare-LS ℄, but it does not aet the re-
onstrution in terms of both loalization and area estimation,
sine δ⌋IMSA−LS < δ⌋Bare−LS and ∆⌋IMSA−LS < ∆⌋Bare−LS
(Tab. 4.1).
Fig. 4.9 also shows that the multi-step multi-resolution
strategy is haraterized by a lower omputational burden be-
ause of the smaller number of iterations for reahing the on-
vergene (Fig. 4.9 - ktot⌋IMSA = 125 vs. ktot⌋Bare = 177,
letting ktot the total number of iterations dened as ktot =
58
CHAPTER 4. THE MULTI-RESOLUTION
LEVEL SET APPROACH
∑sopt
s=1 k
opt
s for the IMSA-LS ), and espeially of the redued
number of oating-point operations. As a matter of fat, sine
the omplexity of the LS -based algorithms is of the order of
O (2× η3), η = NIMSA, NBare (i.e., the solution of two diret
problems is neessary for omputing an estimate of the sat-
tered eld and for updating the veloity vetor), the omputa-
tional ost of the IMSA-LS at eah iteration is two orders in
magnitude smaller than the one of the Bare-LS.
The behavior of the multi-resolution level set funtion Ψks
during the inversion proedure is shown in Figs. 4.10 and 4.11.
At iteration k = 1 of the step s = 1, the level set is initialized
aording to the oriented distane funtion (4.1) by onsidering
the initial guess Υ1. As it an be notied from Fig. 4.10(a), the
level set funtion is dened on the resolution level s = 1 and
its value is lower than zero in the enter of the investigation
domain, namely inside the objet dened by the trial solution.
Then, the update of Ψks is arried out by means of the veloity
funtion Vks, whose behavior in the investigation domain at
iteration k = 1 and at step s = 1 is reported in Fig. 4.12(a).
After k = 20 iterations, the trial solution appears to be similar
to the atual objet, sine the region where φks=1 < 0 is en-
tered on the baryentre of the atual objet [Fig. 4.10(b)℄, and
the values of the veloity funtion are lower than at iteration
k = 1 [Fig. 4.12(b)℄, espeially in the region where the true
satterer is loated. At the next step (i.e., s = sopt = 2), Ψks at
resolution level s = 2 is dened in the new RoI, while the level
set at the previous resolution level, φkopts=1
, is onsidered outside
Rs=2. As for the update of the multi-resolution level set, the
veloity funtion is omputed only in Rs=2 [Fig. 4.13(a)℄ and,
59
4.2. NUMERICAL VALIDATION:
SYNTHETIC DATA
-0.005
 0
 0.005
 0.01
-1/2
-1/4
0
1/4
1/2
-1/2
-1/4
0
1/4
0.01
0
-0.01
φ(x,y)
x/λ
y/λ
(a)
-0.005
 0
 0.005
 0.01
-1/2
-1/4
0
1/4
1/2
-1/2
-1/4
0
1/4
0.01
0
-0.01
φ(x,y)
x/λ
y/λ
(b)
Figure 4.10: Numerial Data. Cirular ylinder (ǫC = 1.8,
LD = λ, Noiseless Case). Behavior of the level set φks at s = 1
[(a) k = 1, (b) k = 20℄.
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Figure 4.11: Numerial Data. Cirular ylinder (ǫC = 1.8,
LD = λ, Noiseless Case). Behavior of the level set φks at
s = sopt = 2 [(a) k = 1, (b) k = kopt℄.
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Figure 4.12: Numerial Data. Cirular ylinder (ǫC = 1.8,
LD = λ, Noiseless Case). Behavior of the veloity Vks at s = 1
[(a) k = 1, (b) k = 20℄.
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Figure 4.13: Numerial Data. Cirular ylinder (ǫC = 1.8,
LD = λ, Noiseless Case). Behavior of the veloity Vks at s =
sopt = 2 [(a) k = 1, (b) k = kopt℄.
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Figure 4.14: Numerial Data. Cirular ylinder (ǫC = 1.8,
LD = λ, Noisy Case). Reonstrutions with IMSA-LS (a) and
Bare-LS (b) for SNR = 20 dB.
as expeted, its ontribution beomes more and more negligible
as the iteration index ks=2 inreases [Fig. 4.13(b)℄.
As for the stability of the proposed approah, Figures 4.14-
4.16 show the reonstrutions with the IMSA-LS [Figs. 4.14-
4.16(a)℄ ompared to those of the Bare-LS [Figs. 4.14-4.16(b)℄
with dierent levels of additive noise on the sattered data
[Fig. 4.14 - SNR = 20 dB; Fig. 4.15 - SNR = 10 dB; Fig.
4.16 - SNR = 5 dB (bottom)℄. As expeted, when the SNR
dereases, the performanes worsen. However, as outlined by
the behavior of the error gures in Tab. 2, blurred data and/or
noisy onditions aet more evidently the Bare implementation
than the multi-resolution approah.
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Figure 4.15: Cirular ylinder (ǫC = 1.8, LD = λ, Noisy Case).
Reonstrutions with IMSA-LS (left olumn) and Bare-LS
(right olumn) for SNR = 10 dB.
In the seond experiment, the same irular satterer, but
entered at xc = −yc = 7λ/15 within a larger investigation
square of side LD = 2λ (ρO = 2λ), has been reonstruted. A-
ording to [15℄, M(v) = 20; v = 1, ..., V reeivers and V = 20
views are onsidered and DI is disretized in NIMSA = 13× 13
pixels. Figure 4.17(a) shows the reonstrution obtained at
the onvergene (sopt = 3) by IMSA-LS when SNR = 5 dB.
The result reahed by the Bare-LS (NBARE = 47 × 47) is
reported in Fig. 4.17(b) as well. As it an be notied, the
multi-resolution inversion is haraterized by a better estima-
tion of the objet enter and shape as onrmed by the values
of δ and ∆ (δ⌋IMSA−LS = 0.59 vs. δ⌋Bare−LS = 2.72 and
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Figure 4.16: Numerial Data. Cirular ylinder (ǫC = 1.8,
LD = λ, Noisy Case). Reonstrutions with IMSA-LS (left
olumn) and Bare-LS (right olumn) for SNR = 5 dB.
∆⌋IMSA−LS = 0.48 vs. ∆⌋Bare−LS = 0.64). As for the ompu-
tational load, the same onlusions from previous experiments
hold true.
As far as the behavior of the level set in this seond exper-
iment is onerned, Figure 4.18 shows that the funtion φks=1
at the iteration k = 2 presents some irregularities. The level
set is haraterized in the entre of the investigation domain
by several spikes due to the update proedure at the previous
iteration [Fig. 4.18(a)℄. Unfortunately, these peaks ompro-
mise the omputation of the update term at k = 3, although
the behavior of the veloity funtion is regular [Fig. 4.18(b)℄.
As a matter of fat, the level set at k = 3 appears to be even
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IMSA− LS Bare − LS
SNR = 20 dB
δ 5.91× 10−1 2.72
∆ 0.98 1.28
SNR = 10 dB
δ 2.28 2.45
∆ 1.07 1.80
SNR = 5 dB
δ 6.78× 10−1 1.63
∆ 1.50 2.07
Table 4.2: Numerial Data. Cirular ylinder (ǫC = 1.8, Noisy
Case). Values of the error indexes for dierent values of SNR.
more irregular than at iteration k = 2.
4.2.4 Retangular Satterer
The seond test ase deals with a more omplex sattering
onguration. A retangular satterer (L = 0.27λ and W =
0.13λ) haraterized by a dieletri permittivity ǫC = 1.8 is
entered at xc = −2
3
λ, yc = λ within an investigation domain
of LD = 3λ as indiated by the red dashed line in Fig. 4.19. In
suh a ase, the imaging setup is made up of V = 30 soures
and M = 30 measurement points for eah view v [15℄. DI is
partitioned into NIMSA = 19×19 sub-domains (while NBare =
33× 33) and ∆t1 is set to 0.06.
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Figure 4.17: Numerial Data. Cirular ylinder (ǫC = 1.8,
LD = 2λ, Noisy Case). Reonstrutions with IMSA-LS (a)
and Bare-LS (b) when SNR = 5 dB.
Before disussing the reonstrution apabilities, let us show
a result onerned with the behavior of the proposed approah
when varying the user-dened thresholds (γΘ, γτ , γexc, γeyc , γeL)
of the stopping riteria. Figure 4.19 displays the reonstru-
tions ahieved by using the sets of parameters given in Tab. 4.3
[Γ1 - Fig. 4.19(a); Γ2 - Fig. 4.19(b); Γ3 - Fig. 4.19(); Γ4 - Fig.
4.19(d)℄ while the behaviors of the ost funtion are depited
in Fig. 4.20. As it an be notied, the total number of iter-
ations ktot inreases as the values of the thresholds γΘ and γτ
derease. However, in spite of a larger ktot, using lower thresh-
old values does not provide better results, as shown by the
omparison between settings Γ2 and Γ4 [Figs. 4.19(b)-(d), and
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Figure 4.18: Numerial Data. Cirular ylinder (ǫC = 1.8,
LD = 2λ, SNR = 5 dB). Behavior of the level set φks and the
veloity Vks. (a) φks at k = 2, (b) Vks at k = 2, and () φks at
k = 3.
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Figure 4.19: Numerial Data. Retangular ylinder (ǫC = 1.8,
LD = 3λ, Noiseless Case). Reonstrutions with IMSA-LS for
the dierent settings of Tab. 4.3 [(a) Γ1, (b) Γ2, () Γ3, (d)
Γ4℄.
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Set of Parameters γΘ γτ γexc , γeyc γeL
Γ1 0.5 0.05 0.01 0.05
Γ2 0.2 0.02 0.01 0.05
Γ3 0.2 0.02 0.1 0.5
Γ4 0.02 0.002 0.01 0.05
Table 4.3: Numerial Data. Retangular ylinder (ǫC = 1.8,
LD = 3λ, Noiseless Case). Dierent settings for the parame-
ters of the stopping riteria.
Fig. 4.20℄. The sets of parameters haraterized by γΘ = 0.2
and γτ = 0.02 provide a good trade-o between the arising
omputational burden and the quality of the reonstrutions.
As far as the stopping riterion of the multi-resolution proe-
dure is onerned, gure 9 also shows two dierent behaviors
of the ost funtion when using Γ2 and Γ3 (letting γΘ = 0.2
and γτ = 0.02). In partiular, the proposed approah stops
at sopt = 3, instead of sopt = 4, when inreasing by a degree
of magnitude the values of γexc , γeyc , and γeL. Although with a
heavier omputational burden, the hoie γexc = γeyc = 0.01 and
γeL = 0.05 appears to be more eetive [see Fig. 4.19(b) vs.
Fig. 4.19()℄.
Figures 4.21-4.24 and Table 4.4 show the results from the
omparative study arried out in orrespondene with dierent
values of signal-to-noise ratio [SNR = 20 dB - Fig. 4.21(a) vs.
Fig. 4.21(b); SNR = 10 dB - Fig. 4.22(a) vs. Fig. 4.22(b);
SNR = 5 dB - Fig. 4.23(a) vs. Fig. 4.23(b)℄. They fur-
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Figure 4.20: Numerial Data. Retangular ylinder (ǫC = 1.8,
LD = 3λ, Noiseless Case). Behavior of the ost funtion of
IMSA-LS for the dierent settings of Tab. 4.3.
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IMSA− LS Bare− LS
SNR = 20 dB
ktot 1089 41
N 361 1089
fpos 1.02× 1011 1.02× 1011
SNR = 10 dB
ktot 393 53
N 361 1089
fpos 3.70× 1010 1.37× 1011
SNR = 5 dB
ktot 410 28
N 361 1089
fpos 3.86× 1010 7.23× 1010
Table 4.4: Numerial Data. Retangular ylinder (ǫC = 1.8,
LD = 3λ, Noisy Case). Computational indexes for dierent
values of SNR.
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ther onrm the reliability and eieny of the multi-resolution
strategy in terms of qualitative reonstrution errors (Fig. 4.24),
espeially when the noise level grows. In partiular, the Bare
implementation does not yield either the position or the shape
of the retangular satterer when SNR = 5 dB, whereas the
IMSA-LS properly retrieves both the baryenter and the on-
tour of the target. As for the omputational ost, it should be
notied that although the IMSA-LS requires a greater number
of iterations for reahing the onvergene (Figs. 4.21-4.23(),
and Tab. 4.4), the total amount of omplex oating-point op-
erations, fpos = O (2× η3)× ktot, usually results smaller (Tab.
4.4).
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Figure 4.21: Numerial Data. Retangular ylinder (ǫC = 1.8,
LD = 3λ, Noisy Case). Reonstrutions with IMSA-LS (a)
and Bare-LS (b) for SNR = 20 dB. () Behavior of the ost
funtion versus the iteration index.
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Figure 4.22: Numerial Data. Retangular ylinder (ǫC = 1.8,
LD = 3λ, Noisy Case). Reonstrutions with IMSA-LS (a)
and Bare-LS (b) for SNR = 10 dB. () Behavior of the ost
funtion versus the iteration index.
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Figure 4.23: Numerial Data. Retangular ylinder (ǫC = 1.8,
LD = 3λ, Noisy Case). Reonstrutions with IMSA-LS (a)
and Bare-LS (b) for SNR = 5 dB. () Behavior of the ost
funtion versus the iteration index.
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Figure 4.24: Numerial Data. Retangular ylinder (ǫC = 1.8,
LD = 3λ, Noisy Case). Values of the error gures versus SNR.
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4.2.5 Hollow Cylinder
The third test ase is onerned with the inversion of the data
sattered by a higher-permittivity (ǫC = 2.5) ylindrial ring
entered at xc = yc = 3
4
λ, letting LD = 3λ. The outer radius
of the ring is ρext =
2
3
λ, and the inner one is ρint =
λ
3
. By
assuming the same arrangement of emitters and reeivers as
in Setion 4.2.4, the investigation domain is disretized with
NIMSA = 19×19 andNBare = 35×35 square ells for the IMSA-
LS and the Bare-LS, respetively. Moreover, ∆t1 is initialized
to 0.003.
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Figure 4.25: Numerial Data. Hollow ylinder (ǫC = 2.5, LD =
3λ, Noisy Case). Reonstrutions with IMSA-LS (left olumn)
and Bare-LS (right olumn) for SNR = 20 dB .
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Figure 4.26: Numerial Data. Hollow ylinder (ǫC = 2.5, LD =
3λ, Noisy Case). Reonstrutions with IMSA-LS (left olumn)
and Bare-LS (right olumn) for SNR = 10 dB .
As it an be observed from Figs. 4.25-4.26, where the pro-
les when SNR = 20 dB [Figs. 4.25(a)(b)℄ and SNR = 10 dB
[Figs. 4.26(a)(b)℄ reonstruted by means of the IMSA-LS
[Figs. 4.25-4.26(a)℄ and the Bare-LS [Figs. 4.25-4.26(b)℄ are
shown, the integrated strategy overomes the standard one
both in loating the objet and in estimating the shape. In par-
tiular, when SNR = 20 dB, the distribution in Fig. 4.25(a)
is a faithful estimate of the satterer under test (δ⌋IMSA−LS =
1.25 and ∆⌋IMSA−LS = 3.13). On the ontrary, the reon-
strution with the Bare-LS is very poor (δ⌋Bare−LS = 65.2
and ∆⌋Bare−LS = 34.39). Certainly, a smaller SNR value
impairs the inversion as shown in Fig. 4.26(a) [ompared
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to Fig. 4.25(a)℄. However, in this ase, the IMSA-LS is
still able to properly loate the objet (δ⌋IMSA−LS = 1.7 vs.
δ⌋Bare−LS = 65.9) giving rough but useful indiations about
its shape (∆⌋IMSA−LS = 7.6 vs. ∆⌋Bare−LS = 34.55).
4.3 Numerial Validation by means of
Laboratory-Controlled Data
In order to further assess the eetiveness of the IMSA-LS
also in dealing with experimental data, the multiple-frequeny
angular-diversity bi-stati benhmark provided by Institut Fres-
nel in Marseille (Frane) has been onsidered. With refer-
ene to the experimental setup desribed in [100℄, the dataset
dielTM_de8f.exp has been proessed. The eld samples
[M(v) = 49, V = 36℄ are related to an o-entered homo-
geneous irular ylinder ρ = 15mm in diameter, harater-
ized by a nominal value of the objet funtion equal to τ(r) =
2.0 ± 0.3, and loated at xc = 0.0, yc = −30mm within an
investigation domain assumed in the following of square geom-
etry and extension 30× 30 m2.
By setting ǫC = 3.0, the reonstrutions ahieved are shown
in Figs. 4.27-4.28 (left olumn) ompared to those from the
standard LS (right olumn) at F = 4 dierent operation fre-
quenies. Whatever the frequeny, the unknown satterer is
aurately loalized and both algorithms yield, at onvergene,
strutures that oupy a large subset of the true objet. Suh
a similarity of performanes, usually veried in syntheti ex-
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f = 1GHz f = 2GHz
IMSA− LS Bare− LS IMSA− LS Bare− LS
ktot 506 69 532 200
fpos 4.88× 109 1.22× 1011 5.14 × 109 3.55× 1011
f = 3GHz f = 4GHz
IMSA− LS Bare− LS IMSA− LS Bare− LS
ktot 678 198 621 200
fpos 6.55× 109 3.51× 1011 5.99 × 109 3.55× 1011
Table 4.5: Experimental Data (Dataset Marseille [100℄). Cir-
ular ylinder (dielTM_de8f.exp). Computational indexes.
periments when the value of SNR is greater than 20 dB, seems
to onrm the hypothesis of a low-noise environment as it was
already evidened in [101℄.
Finally, also in dealing with experimental datasets, the IMSA-
LS proves its eieny sine the overall amount of omplex
oating point operations still remains two orders in magnitude
lower than the one of the Bare-LS (Tab. 5 - Figs. 4.30-4.29).
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Figure 4.27: Experimental Data (Dataset Marseille [100℄).
Cirular ylinder (dielTM_de8f.exp). Reonstrutions with
IMSA-LS (left olumn) and Bare-LS (right olumn) at dier-
ent frequenies f [f = 1GHz (a)(b); f = 2GHz ()(d)℄.
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Figure 4.28: Experimental Data (Dataset Marseille [100℄).
Cirular ylinder (dielTM_de8f.exp). Reonstrutions with
IMSA-LS (left olumn) and Bare-LS (right olumn) at dier-
ent frequenies f [f = 3GHz (a)(b); f = 4GHz ()(d)℄.
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Figure 4.29: Experimental Data (Dataset Marseille [100℄).
Cirular ylinder (dielTM_de8f.exp). Behavior of the ost
funtion versus the number of iterations when (a) f = 3GHz,
and (b) f = 4GHz.
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Figure 4.30: Experimental Data (Dataset Marseille [100℄).
Cirular ylinder (dielTM_de8f.exp). Behavior of the ost
funtion versus the number of iterations when (a) f = 1GHz,
and (b) f = 2GHz.
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Chapter 5
The Multi-Region
Approah
This hapter deals with the iterative multi-region multi-saling
approah with level-set-based minimization, ustomized for ge-
ometries haraterized by multiple objets. After presenting
the mathematial formulation by fousing onto the main dif-
ferenes with respet to the single-region version, the eetive-
ness of the approah is evaluated by means of the disussion
of a seleted set of results, when dealing both with numerial
data and with laboratory-ontrolled data.
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5.1 Mathematial Formulation
This setion is aimed at presenting the multi-saling multi-
region approah (IMSMRA) integrated with level-set-based op-
timization (LS ). Let us onsider a set of P homogeneous ob-
stales with relative permittivity ǫC and ondutivity σC that
oupy the regions Υp, p = 1, ..., P , belonging to an investiga-
tion domain DI . As in the previous hapter, suh a senario is
probed by a set of V transverse-magneti (TM) plane waves,
with eletri eld ζv(r) = ζv(r)zˆ (v = 1, . . . , V ), r = (x, y).
The sattered eld, ξv(r) = ξv(r)zˆ, is olleted at M(v), v =
1, ..., V , measurement points distributed in a region, alled ob-
servation domain DO, external to the investigation domain.
In order to retrieve the unknown position and shape of the
target Υp, p = 1, ..., P , a multi-step proedure aimed at suit-
ably inreasing the spatial resolution only in a set of regions of
interest (RoIs) ontaining the satterers is onsidered [80℄[81℄.
With respet to the IMSA-LS disussed in Set. 4.1, the strat-
egy presented herein is able to deal with a set of q = 1, ..., Qmax
regions to better alloate the unknowns when the senario is
haraterized by several objets distaned from one another.
With referene to Fig. 5.1, at the rst step (s = 1, s being
the step index) an initial guess shape Υs=1 belonging to DI
is hosen. Sine no a-priori information on the senario under
test is assumed, the region of interest R
(qs)
s , qs = 1, ..., Qs, at
s = 1 (i.e., R
(qs)
s=1 = DI , Qs=1 = 1) is partitioned into NMR
equal square sub-domains, NMR being the number of degrees
of freedom of the problem at hand [14℄. The initialization of
the level set funtion φ
(qs)
s , with s = 1 and qs = 1, is arried
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out by means of the oriented distane funtion (4.1) as in Set.
4.1. Then, at eah step s of the proess (s = 1, ..., Smax), the
following optimization proedure is repeated:
• Problem Unknown Representation - The problem
unknown is represented at the ks-th iteration, ks = 1, ..., k
opt
s ,
as follows
τ˜ks (r)|qs =
s∑
i=1
Qi∑
qi=1
N(qi)⌋MR∑
n(qi)=1
τki |qi B
(
rn(qi)
)
r ∈ DI
(5.1)
where N(qi)⌋MR is the number of sub-domains used to
disretize R
(qi)
i and B
(
rn(qi)
)
is a retangular basis fun-
tion whose support is the n-th sub-domain of the qi-th
region of interest at the i-th resolution level. Moreover,
the oeient τ
(qi)
ki
is given by
τki|qi =
{
τC ifΨki
(
rn(qi)
) ≤ 0
0 otherwise
(5.2)
letting
Ψki
(
rn(qi)
)
=
{
φki
(
rn(qi)
)
if i = s
φkopti
(
rn(qi)
)
if i < s and rn(qi) ∈ R(qi)i
.
(5.3)
• Field Distribution Updating - After updating the prob-
lem unknown τ
(qi)
ki
, the value of the eletri eld Evks (r) in
the n(qi)-th sub-domains of the qi-th region of interest is
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Problem Unknown Representation
Initialization
Field Distribution Updating
Cost Function Evaluation
FALSE
TRUE
Stopping Criteria
LS
Determine
FALSE
TRUE
Stop
IMSA
Stopping Criterion
Level Set Update
qi = 1, ..., Qi
qs = 1, ..., Qs
qs = 1, ..., Qs
τ˜ks (r) |qs =
∑s
i=1
∑Qi
qi=1
∑N(qi)⌋MR
n(qi)=1
τki|qiB
(
rn(qi)
)
rn(qi) ∈ DI
s-th resolution level
Υs|qs = Υ1 Qs=1 = 1
Compute E˜vki
(
rn(qi)
)
rn(qi) ∈ DI
Determine ξ˜vks
(
rmv
)
and Θ {φks} rmv ∈ DO
ks ← ks + 1
γH, γΘ, γth, K
max
x˜cs|qs,y˜cs|qs,L˜s|qs,W˜s|qs
ks ← 0
s← s+ 1
Υsopt|qs
γx˜cs|qs ,γy˜cs|qs ,γL˜s|qs ,γW˜s|qs
Compute φks|qs
Figure 5.1: Blok diagram desription of the IMSMRA-LS
zooming proedure.
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omputed by means of a ustomized numerial tehnique
based on the point-mathing version of the Method of
Moments (MoM) [39℄ aording to the following relation-
ship
E˜vki
(
rn(qi)
)
=
=
∑Qi
qi=1
∑N(qi)⌋MR
n(qi)=1
ζv
(
rpi
)×
× [1− τ˜ki (rp(qi))G2D (rn(qi)/rp(qi))]−1 ,
rn(qi), rp(qi) ∈ DI
n(qi) = 1, ..., N(qi)⌋MR .
(5.4)
• Cost Funtion Evaluation - The reonstruted sat-
tered eld ξ˜vks
(
rm(v)
)
at the m(v)-th measurement point,
m(v) = 1, ...,M(v), is updated by the following relation-
ship
ξ˜vks
(
rm(v)
)
=
∑s
i=1
∑Qi
qi=1
∑N(qi)⌋MR
n(qi)=1
τ˜ki
(
rn(qi)
)×
×E˜vki
(
rn(qi)
)
G2D
(
rm(v)/rn(qi)
)
(5.5)
where the total eletri eld distribution E˜vki
(
rn(qi)
)
is
given by (5.4). Then, the ost funtion is evaluated at
the iteration ks by onsidering the relationship (4.7).
• Minimization Stopping - The iterative proess stops
(i.e., kopts = ks and τ˜
opt
s = τ˜ks) when a set of onditions
onerned with the stability of the reonstrution be-
omes true or when the maximum number of iterations is
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reahed (ks = Kmax) or when the value of the ost fun-
tion is smaller than a xed threshold γth. As far as the
stability of the reonstrutions is onerned, the following
double riterion is onsidered:
 The rst ondition is aimed at assessing if the shape
of the trial solution does not hange during the iter-
ative proess. In order to overome the limitations
haraterizing the standard riterion (4.8) when the
iterative solution is haraterized by a blinking be-
havior
1
, a new strategy based on the Hausdor dis-
tane L [102℄-[105℄ is adopted. More in detail, suh
a riterion is satised when in the region of interest
R
(qs)
s , qs = 1, ..., Qs, for a xed number of iterations,
KL, the value of the Hausdor distane omputed
between the ontour of the (ks − j)-th trial solution,
j = 1, ..., KL, and the ontour of the urrent trial so-
lution is smaller than a user dened threshold γL.
Aordingly, the following relationship is evaluated
maxj=1,...,KL
L
{
∂
(
τ˜ks|qs
)
, ∂
(
τ˜ks−j|qs
)}
ls|qs
< γL
(5.6)
where the operator ∂ (·) (Set. B.1) performs the
edge detetion, providing the Bks|qs ontour sub-
1
The iterative solution is haraterized by a blinking behavior when
a small amount of pixels of the reonstrution turns up intermittently (i.e.,
the level set emerges intermittently), without signiantly modifying the
estimated shapes.
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domains of the reonstruted shapes, and ls|qs is
the average value of the ell-sides in the region qs at
the step s, omputed as follows
ls|qs =
∆xs|qs + ∆ys|qs
2
(5.7)
∆xs and ∆ys being the ell-side along xˆ and yˆ, re-
spetively. For the sake of ompleteness, the Haus-
dor distane L is dened as
L
{
∂
(
τ˜ks |qs
)
, ∂
(
τ˜ks−j |qs
)}
=
= max
{
maxrb(qs)
minrp(qs)
dks,qs,j,b,p ,
maxrp(qs)
minrb(qs)
dks,qs,j,b,p
}
b(qs) = 1, ..., Bks|qs
p(qs) = 1, ..., Bks−j|qs
(5.8)
where
dks,qs,j,b,p =
[(
xBks
∣∣
b(qs)
− xBks−j
∣∣
p(qs)
)2
+
+
(
yBks
∣∣
b(qs)
− yBks−j
∣∣
p(qs)
)2] 12
,
(5.9)(
xBks
∣∣
b(qs)
, yBks
∣∣
b(qs)
)
and
(
xBks−j
∣∣
p(qs)
, yBks−j
∣∣
p(qs)
)
be-
ing the oordinates of the Bks |qs ontour sub-domains
deteted by ∂ (·).
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 The seond riterion, about the stability of the re-
onstrution, is satised when the ost funtion be-
omes stationary within a window of KΘ iterations
as in (4.9).
• Iteration Update - The iteration index is updated (ks →
ks + 1).
• Level Set Update - As for IMSA-LS, the level set in the
region qs at the step s is updated by solving the following
Hamilton-Jaobi equation
φks
(
rn(qs)
)
= φks−1
(
rn(qs)
)−
− ∆ts|qs Vks−1
(
rn(qs)
)H {φks−1 (rn(qs))}
(5.10)
where H{·} is the Hamiltonian operator given as
H2 {φks (rn(qs))} =
=

max
2
{
Dx−ks
∣∣
qs
; 0
}
+min2
{
Dx+ks
∣∣
qs
; 0
}
+
+max2
{
Dy−ks
∣∣
qs
; 0
}
+min2
{
Dy+ks
∣∣
qs
; 0
}
if Vks
(
rn(qs)
) ≥ 0
min
2
{
Dx−ks
∣∣
qs
; 0
}
+max2
{
Dx+ks
∣∣
qs
; 0
}
+
+min2
{
Dy−ks
∣∣
qs
; 0
}
+max2
{
Dy+ks
∣∣
qs
; 0
}
otherwise
(5.11)
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with
• Dx±ks
∣∣
qs
=
±φks(xn(qs)±1,yn(qs))∓φks(xn(qs),yn(qs))
∆xs|qs
,
• Dy±ks
∣∣
qs
=
±φks(xn(qs),yn(qs)±1)∓φks(xn(qs),yn(qs))
∆ys|qs
.
Furthermore, Vks
(
rn(qs)
)
is the value of the veloity fun-
tion in the n(qs)-th sub-domains of the qs-th region of in-
terest at the step s and∆tks |qs is the time-step hosen by
means of the Courant-Friedrih-Leroy onstraint [29℄[30℄
as follows
∆tks |qs =
min
{
∆xs|qs , ∆ys|qs
}
maxn(qs)Vks
(
rn(qs)
) . (5.12)
In order to get the veloity funtion in the qs-th region of
interest, the adjoint problem of (5.4) is solved and start-
ing from the adjoint eld F vks
∣∣
qs
the following relationship
is evaluated
Vks
(
rn(qs)
)
= −ℜ
{PV
v=1 τC
eEv
ks
(rn(qs))F
v
ks
(rn(qs))PV
v=1
PM(v)
m(v)=1|ξvks(rm(v))|2
}
,
n(qi) = 1, ..., N(qi)⌋MR .
(5.13)
• Level Set Re-Initialization - Unfortunately, the re-
sult of the update proedure on the level set is not a
distane funtion, and, in general, the level set repre-
sentation is not unique [32℄[106℄. To restore the ori-
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ented distane funtion thus reduing numerial prob-
lems onerned with the omputations of the nite dif-
ferenes Dks, a funtional approah is onsidered herein.
In partiular, if H {φks (rn(qs))}, whih is an approxima-
tion of
∣∣∇φks (rn(qs))∣∣, is greater than a ertain threshold
γφ, n(qs) = 1, ..., N(qi), then the level-set funtion is re-
initialized as
φks
(
rn(qs)
)
=

−minb=1,...,Bqs
{
dn(qs),b
}
if τ
(
rn(qs)
)
= τC
minb=1,...,Bqs
{
dn(qs),b
}
if τ
(
rn(qs)
)
= 0 ,
(5.14)
where dn(qs),b is the distane between rn(qs) and rb, rb
being b-th border-ell (b = 1, . . . , Bqs) of the trial shape
reonstruted in the region qs, qs = 1, ..., Qs.
At the end of the s-th minimization proess, the ontrast fun-
tion is updated [ τ˜ opts |qs= τ˜ks |qs, r ∈ DI and qs = 1, ..., Qs℄
by means of (5.1) and the new regions of interest R
(qs)
s , qs =
1, ..., Qs, are dened. To do so, the following set of operations
is repeated for all the regions determined at the step s (Fig.
5.2):
• Find the Number of Seeds - Sine the reonstru-
tions provided by the level-set-based strategies are bi-
nary, the rst step of the morphologial proessing
2
is
2
The term morphologial refers to the study of the shapes of the re-
onstruted satterers in order to get the most suitable regions of interest.
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aimed at ounting the number of targets whih have been
reonstruted. Suh a proedure, alled erosion [80℄, on-
sists in reating a new image τ˜Es
∣∣
qs
of the shapes reon-
struted in the qs-th region, qs = 1, ..., Qs, as follows
τ˜Es
(
xn(qs), yn(qs)
)
=
=

τC if τ˜
opt
s
(
xn(qs), yn(qs)
)
= τC and∑1
p=−1
∑1
j=−1 τ˜
opt
s
(
xn(qs)−p, yn(qs)−j
)
< 9 · τC
0 otherwise .
(5.15)
The qs-th arising image ontains at least one pixel for
eah objet [Fig. 5.2(b)℄. Unfortunately, these pixels,
alled seeds, bring no information about the atual num-
ber of targets (e.g., a hollow dis has two seeds, the rst
on the inner ontour and the seond on the outer on-
tour).
• Count the Number of Objets - Sine the seeds are
neessarily loated on the ontours of the reonstruted
shapes, the number of objets is ounted by exploiting
both the information provided by the previous step and
the edge detetion operator ∂ (·). That is, the ontour
∂
(
τ˜ opts |qs
)
of the shapes reonstruted in the qs-th re-
gion of interest at the step s is found [Fig. 5.2()℄ and
the boundaries of the reonstruted satterers
3
are de-
teted by walking along the arising edges starting from
3
The term boundary refers to a ontour of one objet (e.g., the
hollow ylinder has two boundaries).
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rn
τ (rn) = 0
τ (rn) = τC
Seeds
(a) (b)
Contour of the shapes
RoI 1
RoI 2
Boundary of object 2
Boundary of object 1
A
A
() (d)
Figure 5.2: Graphial representation of the morphologial
proessing: (a) prole reonstruted at step s (Qs = 1), (b)
detetion of the seeds by means of the erosion proedure,
() walking around the edges, and (d) detetion of objet's
boundaries and of the regions of interest for the resolution level
s + 1.
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the seeds (more details about the algorithm are given
in Set. B.2). As a onsequene, the atual number of
objets is determined by ounting the number of bound-
aries, negleting those that are inluded within other on-
tours [Fig. 5.2(d)℄.
• Dene the Parameters of the Region of Interest -
Qs+1 regions of interest are dened at the step s + 1 by
evaluating the maximum size of the boundaries deteted
in the previous step. In order to prevent the RoIs to be
inluded in the objets or overlapping between adjaent
regions, the oordinates of the enter x˜cs+1
∣∣
qs+1
, y˜cs+1
∣∣
qs+1
and the sides L˜s+1
∣∣∣
qs+1
, W˜s+1
∣∣∣
qs+1
are omputed by in-
reasing the atual size of the regions by an allowane
value As+1, s = 1, ..., Smax − 1. Moreover, L˜s+1
∣∣∣
qs+1
,
W˜s+1
∣∣∣
qs+1
have to be hosen suh that
min
(
L˜s+1
∣∣∣
qs+1
, W˜s+1
∣∣∣
qs+1
)
max
(
L˜s+1
∣∣∣
qs+1
, W˜s+1
∣∣∣
qs+1
) > 3
4
(5.16)
in order to allow an aurate solution of the forward prob-
lem aording to the point-mathing version of the MoM
[39℄, sine the sides of the RoIs are disretized using the
same number of sub-domains.
After the denition of the parameter of the RoIs, the step index
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is inreased (s← s+ 1) and a onvergene hek of the multi-
saling proedure is performed. The reonstrution algorithm
is stopped if both loation and sides of the region of interest
beome stationary (sopt = s) [19℄, i.e.,
{ |Ωs−1 − Ωs|
|Ωs−1| × 100
}
< γΩ, Ω = x˜
c
s|qs , y˜cs|qs , L˜cs
∣∣∣
qs
, W˜ cs
∣∣∣
qs
(5.17)
γΩ being a user dened threshold, or when a maximum number
of steps (sopt = Smax) is reahed.
If the onvergene hek does not hold true, the total amount
NMR of available basis funtions is split in the Qs regions to
keep the ratio between data and unknown onstant, aording
to the following relationship
N(qs)⌋MR = L
{
NMR
eLs|
qs
×fWs|
qsPQs
ps=1
eLs|
ps
×fWs|
ps
}
qs = 1, ..., Qs
(5.18)
where the operator L returns the smaller integer part of its
argument.
Finally, at the end of the multi-step proess (s = sopt),
the problem solution is obtained as τ˜ opt
(
rn(qi)
)
= τ˜ opts
(
rn(qi)
)
,
n(qi) = 1, ..., N(qi)⌋MR, qi = 1, ..., Qi, i = 1, ..., sopt.
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5.2 Preliminary Validation
5.2.1 The IMSMRA-LS when dealing
with Simple Geometries
In order to preliminary test the multi-region approah, this test
ase deals with the geometry onsidered in the seond experi-
ment of setion 4.2.3, namely with the ylinder having radius
λ/4 and entered at xc = −yc = 7λ/15 in an investigation
square of side LD = 2λ. The purpose of this setion is twofold:
on one hand, to assess the reonstrution apabilities of the
multi-region approah when the geometry is haraterized by
a single objet. On the other hand, to disuss the behavior
of the multi-resolution level set during the iterative proess,
pointing out benets and drawbaks of the update strategy
adopted in the multi-region approah.
As for the initialization of the IMSMRA-LS tehnique, the
initial guess is a irular satterer of radius λ/4 entered in the
investigation domain and sampled at the resolution level s = 1.
The RoI is disretized in NMR = 13× 13 sub-domains at eah
step of the iterative multi-region multi-resolution proedure,
while the maximum number of RoI is set to Qmax = 10. The
stopping riterion has been ongured as follows: γφ =
√
2
(maximum value for the numerial Hamiltonian), Smax = 5
(maximum number of steps), γex
c
= γey
c
= 0.01 and γ
eL = 0.05
(multi-step proess thresholds), Kmax = 500 (maximum num-
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Figure 5.3: Numerial Data. Cirular ylinder (ǫC = 1.8, LD =
2λ, Noisy Case). Reonstrutions with IMSMRA-LS at (a)
s = 1, (b) s = 2, and () s = sopt = 3.
102
CHAPTER 5. THE MULTI-REGION APPROACH
ber of optimization iterations), γΘ = 0.2 and γL = 1.5 (opti-
mization thresholds), KΘ = KL = 0.10Kmax (stability oun-
ters), and γth = 10
−5
(threshold on the ost funtion). In ad-
dition, at the s-th step and in the q-th region the value ∆tks |qs
of the time-step, with s = 1, ..., sopt and qs = 1, ..., Qmax, is
hosen aording to the CFL-based relationship, while the
values of the allowane As for estimating the size of the re-
gions of interest are set to As=2 = 40%, As=3 = 30%, and
As=4 = As=5 = 20%.
Figure 5.3 shows the reonstrution ahieved when onsid-
ering syntheti data blurred by noise haraterized by SNR =
5 dB. Beause of the low SNR and of the oarse resolution
level, the result obtained at the end of step s = 1 [Fig. 5.3(a)℄
appears to be inaurate in terms of shape estimation, while
the baryentre of the satterer is quite aurately estimated.
However, in spite of the inaurate reonstrution at the rst
step, the behavior of the level set φks|qs, qs = 1, appears to
be quite regular [Fig. 5.4(a)℄, espeially if ompared with the
behavior of the level set at the rst iterations of the seond ex-
periment of Set. 4.2.3. Suh a regular shape, even at the last
iteration of the step, is mainly due to the re-initialization pro-
edure desribed in Set. 5.1 and to the CFL-based proedure
for hoosing ∆tks|qs.
Thanks to the inrease of the spatial resolution ahieved in
the RoI at s = 2, the shape of the atual satterer is better
estimated [Fig. 5.3(b)℄. Then, at the nal step, s = sopt =
3, the RoI is further foused on the area that ontains the
true objet and the auray of the reonstrution is further
improved [Fig. 5.3()℄. Furthermore, Figs. 5.4(b) and () show
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Figure 5.4: Numerial Data. Cirular ylinder (ǫC = 1.8, LD =
2λ, Noisy Case). Behavior of the level set φks at the end of the
step (a) s = 1, (b) s = 2, and () s = sopt = 3.
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Figure 5.5: Numerial Data. Cirular ylinder (ǫC = 1.8, LD =
2λ, SNR = 5 dB). Behavior of the ost funtion when using
IMSMRA-LS .
that the solving shape of φopts,qs, when s = 2 and s = sopt = 3
respetively, is quite symmetrial with respet to the enter of
the satterer. As for the quality of the nal reonstrution [Fig.
5.3()℄, the loalization error is slightly higher than the one
ahieved in the reonstrution of Fig. 4.17(a) (δ⌋IMSMRA−LS =
0.73 vs. δ⌋IMSA−LS = 0.59), while the shape of the objet is
better retrieved (∆⌋IMSMRA−LS = 0.45 vs. ∆⌋IMSA−LS = 0.48
).
Finally, Figure 5.5 shows the behavior of the multi-resolution
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Figure 5.6: Numerial Data. Retangular ylinder (ǫC = 1.8,
LD = 3λ, Noiseless Case). Behavior of the ost funtion of
IMSMRA-LS when varying γL.
ost funtion Θopt when Q = 1. It is worth noting that the
spikes between two adjaent steps haraterizing IMSA-LS 's
error urves have disappeared for IMSMRA-LS, sine the eld
distribution is updated before the evaluation of Θ
{
∆tks |qs
}
,
with ks = 1. Furthermore, as the spatial resolution improves,
the ost funtion is haraterized by a jump whose amplitude
is higher between s = 1 and s = 2 than between s = 2 and
s = sopt = 3.
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5.2.2 Calibration of the Stopping Criterion
With referene to the mathematial formulation presented in
Set. 5.1, this setion is aimed at disussing the alibration of
the stopping riterion of IMSMRA-LS. More in detail, the fol-
lowing onsiderations will fous on the hoie of the threshold
γH, sine the values of the other parameters have already been
disussed in Set. 4.2.4.
In order to hoose the proper value of γH, the sattering
onguration is the same as in Set. 4.2.4, namely a retan-
gular satterer (L = 0.27λ and W = 0.13λ) haraterized by
a dieletri permittivity ǫC = 1.8 and entered at x
c = −2
3
λ,
yc = λ within an investigation domain of side LD = 3λ. Figure
5.6 shows the behavior of the ost funtion, while the reon-
strutions ahieved by using dierent numerial values of γL
are depited in Fig. 5.7 [γL = 5.0 - Fig. 5.7(a), γL = 1.5 - Fig.
5.7(b), γL = 0.7 - Fig. 5.7()℄. As previously disussed (Set.
4.2.4), the number of total iterations ktot dereases as the value
of the threshold dereases. As a matter of fat, γL represents
the maximum Hausdor distane (expressed in terms of ls|qs)
between the trial solution at iterations ks and the one at ks+1.
Therefore, the smaller the value of γL is, the fewer the dier-
enes between two trial solutions should be in order to meet
the requirements of the stopping riterion. Suh more strit
ondition usually ours when the iteration index inreases.
However, a good trade-o between the arising omputational
burden and the auray of the reonstrution an be ahieved
when setting γL = 1.5 (i.e., the Hausdor distane between
two trial solutions an be 1.5× ls|qs at most).
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Figure 5.7: Numerial Data. Retangular ylinder (ǫC = 1.8,
LD = 3λ, Noiseless Case). Reonstrutions obtained at the
end of the iterative proedure with IMSMRA-LS when varying
γL [(a) γL = 5.0, (b) γL = 1.5, () γL = 0.7℄.
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5.3 Numerial Validation: Syntheti
Data
In order to assess the eetiveness of the IMSMRA-LS teh-
nique, some representative results onerned with geometries
haraterized by more than one objet are presented in this
setion. In order to assess the auray of the reonstrutions,
the error gures desribed in Set. 4.2 will be onsidered.
5.3.1 Inversion of Data sattered by Two Di-
eletri Cylinders
The rst syntheti test ase is haraterized by two dieletri
ylinders plaed inside a square investigation domain of side
LD = 3λ. In the rst experiment, P = 2 irular satterers
haraterized by a radius ρ = 7λ/15 and a dieletri permit-
tivity ǫC = 1.8 are entered at (x
c|1 = 5λ/6, yc|1 = 5λ/6)
and (xc|2 = −5λ/6, yc|2 = −5λ/6). Aording to the guide-
lines pointed out in [15℄, the imaging setup is made up of
V = 30 soures and M = 30 measurement points for eah view
v. Consequently, in order to fully exploit the multi-resolution
approah, DI is partitioned into NMR = 19× 19 sub-domains.
Figure 5.8 shows the reonstrutions ahieved at the end of
the steps of the multi-resolution proess [Figs. 5.8(a)-()℄ and
the optimal inversion (i.e., the true satterer sampled at the
spatial resolution used to generate data) [Fig. 5.8(d)℄. The
regions of interest dened at the resolution levels s = 2 and
s = sopt = 3 are traed by the green dashed line in Fig. 5.8(b)
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and in Fig. 5.8(), respetively. At step s = 2, only one RoI is
deteted (Qs=2 = 1), although two satterers are found at the
previous step. Suh a behavior is due to the riterion used for
the denition of the region of interest, whose size is omputed
with a variable allowane A in order to inrease gradually the
spatial resolution during the multi-step proedure. At step
s = 3, when the allowane on the size of the RoIs dereases,
the number of regions of interest inreases as expeted up to
the number of satterers (Qs=3 = 2). As for the quality of
the reonstrution, the inrement of the spatial resolution is
obvious espeially between the steps s = 2 and s = sopt =
3. Both satterers are better loalized at sopt, as onrmed
by the loalization errors: δ|1, s=2 = 1.30 vs. δ|1, s=3 = 1.26,
δ|2, s=2 = 1.72 vs. δ|2, s=3 = 0.26. Moreover, the area error
dereases when the spatial resolution inreases: ∆|s=2 = 1.65
vs. ∆|s=3 = 1.09.
The improvement of the quality of the reonstrutions dur-
ing the multi-saling proedure is also learly visible in the
behavior of the ost funtion, whih is haraterized by two
jumps at the beginning of both steps s = 2 and s = sopt = 3.
For the sake of ompleteness, both regions of interest are dis-
retized in N(qs)⌋MR = 13× 13 sub-domains at s = sopt = 3,
aording to the multi-region proedure explained in Set. 5.1.
As a onsequene, sine the omplexity of the algorithm is of
the order of O (2× η3s), ηs =
∑Qs
qs=1
N(qs)⌋MR, the omputa-
tional ost at eah iteration of the step sopt is lower than the
ost at s2, sine ηs=2 = 361 and ηs=3 = 338.
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Figure 5.8: Numerial Data. Two diss (ǫC = 1.8, LD = 3λ,
Noiseless Case). Reonstrutions with IMSMRA-LS at (a)
s = 1 and (b) s = 2, () s = sopt = 3. Optimal inversion (d).
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Figure 5.9: Numerial Data. Two diss (ǫC = 1.8, LD = 3λ,
Noiseless Case). Behavior of the ost funtion when using
IMSMRA-LS .
In order to further analyze the proposed approah, Fig-
ures 5.10-5.12 shows the reonstrutions when dealing with
noisy data [SNR = 20 dB - Figs. 5.10(a), SNR = 10 dB
- 5.11(a), and SNR = 10 dB - 5.12(a)℄. The multi-region
tehnique is ompared with IMSA-LS [SNR = 20 dB - Figs.
5.10(b), SNR = 10 dB - 5.11(b), and SNR = 10 dB - 5.12(b)℄
as well as the Bare-LS approah [SNR = 20 dB - Figs. 5.10(),
SNR = 10 dB - 5.11(), and SNR = 10 dB - 5.12()℄. As pre-
viously disussed in Ch. 4, the multi-saling approah usually
appears to ahieve better reonstrutions than the Bare-LS
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strategy when data are aeted by a high level of noise. As ex-
peted, the quality of the reonstrutions of IMSMRA-LS does
not worsen when the SNR dereases, while the performane of
the IMSA-LS is limited by the distane between the satterers,
sine only a region of interest is exploited. Suh a behavior is
further onrmed by the reonstrution errors versus the SNR
shown in Fig. 5.13. While the area error of IMSA-LS is about
three times higher than the one of IMSMRA-LS, the loaliza-
tion errors of the multi-saling tehniques appears to be similar
when SNR = 5 dB. As for the Bare approah, baryentre and
shape of the satterers are usually aurately estimated and
the reonstrution at SNR = 20 dB appears to be better than
the one of IMSMRA-LS. As a matter of fat, the multi-saling
proedure of IMSMRA-LS stops at s = 2 when SNR = 20 dB
and only one region of interest is deteted (Qs=2 = 1). As a
result, the spatial resolution is not inreased, sine the zooming
on the regions of interest is not arried out. Suh a situation
is a onsequene of the high value of the allowane A at s = 2
(As=2 = 40% vs. As=3 = 30%). As a matter of fat, A has
to be large enough to inlude orretly the estimated shapes
in the regions of interest, but at the same time it should be as
small as possible to enhane the spatial resolution.
In order to disuss the omputational eetiveness of IMS-
MRA-LS, let us onsider the behavior of the ost funtion when
SNR = 5 dB (Fig. 5.14).
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Figure 5.10: Numerial Data. Two diss (ǫC = 1.8, LD =
3λ, SNR = 20 dB). Reonstrutions with IMSMRA-LS (a),
IMSA-LS (b), and Bare-LS ().
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Figure 5.11: Numerial Data. Two diss (ǫC = 1.8, LD =
3λ, SNR = 10 dB). Reonstrutions with IMSMRA-LS (a),
IMSA-LS (b), and Bare-LS ().
115
5.3. NUMERICAL VALIDATION: SYNTHETIC DATA
x
y λ
λ
−0.75 0.75
0.75
−0.75
1.50
−1.50
−1.50
1.50
R
R
R
(2)
q=1
q=1
(3)
q=2
(3)
x
y λ
λ
−0.75 0.75
0.75
−0.75
1.50
−1.50
−1.50
1.50
R(2)
1 τ (x, y) 0 1 τ (x, y) 0
(a) (b)
x
y λ
λ
−0.75 0.75
0.75
−0.75
1.50
−1.50
−1.50
1.50
1 τ (x, y) 0
()
Figure 5.12: Numerial Data. Two diss (ǫC = 1.8, LD = 3λ,
SNR = 5 dB). Reonstrutions with IMSMRA-LS (a), IMSA-
LS (b), and Bare-LS ().
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Figure 5.13: Numerial Data. Two diss (ǫC = 1.8, LD = 3λ,
SNR = 5 dB). Values of the error gures versus SNR.
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Figure 5.14: Numerial Data. Two diss (ǫC = 1.8, LD = 3λ,
SNR = 5 dB). Behavior of the ost funtion.
In agreement with the quality of the reonstrutions and
the error gures at the lowest SNR, the nal value of the
ost funtion of the multi-region approah is haraterized by
a lower value than those of the Bare-LS and IMSA-LS. More-
over, IMSMRA-LS requires less iterations to ahieve the opti-
mal solution (ktot⌋IMSMRA−LS = 198 vs. ktot⌋IMSA−LS = 212).
On the other hand, IMSMRA-LS is not haraterized by a
faster onvergene with respet to the Bare approah. How-
ever, the multi-region methodology appears to be, as expeted,
more omputational eetive than the other approahes. That
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IMSMRA− LS IMSA− LS Bare− LS
SNR = 5 dB
k
opt
s=1 95 84 101
Ns=1 361 361 900
k
opt
s=2 53 84 −
Ns=2 361 361 −
k
opt
s=3 50 − −
Ns=3 338 − −
fpos 8.89 × 109 9.97× 109 7.36× 1010
Table 5.1: Numerial Data. Two diss (ǫC = 1.8, LD = 3λ,
SNR = 5 dB). Computational indexes.
is, the total number of omplex oating point operations fpos =∑sopt
s=1O (2× η3s)×kopts , ηs =
∑Qs
qs=1
N(qs)⌋MR, NIMSA, NBare−LS,
of IMSMRA-LS is lower than the ones of the other methods
(Tab. 5.1).
In the seond experiment, P = 2 retangular satterers
(L|1 = λ/2, W |1 = 5λ/6, L|2 = 5λ/6, and W |2 = λ/2) are
loated inside a square investigation domain (LD = 3λ) with
baryentres (xc|1 = 2λ/3, yc|1 = 2λ/3) and (xc|2 = −2λ/3,
yc|2 = −2λ/3). The reonstrutions ahieved by IMSMRA-LS,
IMSA-LS, and Bare-LS when SNR = 20 dB are shown in Fig.
5.15. The result obtained in this experiment further onrms
the eetiveness of the multi-region methodology, sine both
positions and shapes of the retangular satterers appear to
be aurately estimated [Fig. 5.15(a)℄. As a onrmation, the
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Figure 5.15: Numerial Data. Two retangular satterers
(ǫC = 1.8, LD = 3λ, SNR = 20 dB). Reonstrutions with
IMSMRA-LS (a), IMSA-LS (b), and Bare-LS ().
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IMSMRA− LS IMSA− LS Bare− LS
SNR = 20 dB
< δ > 2.98 3.40 2.43
∆ 0.34 0.61 0.57
Table 5.2: Numerial Data. Two retangular satterers (ǫC =
1.8, LD = 3λ, SNR = 20 dB).Values of the error indexes.
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Figure 5.16: Numerial Data. Two retangular satterers (ǫC =
1.8, LD = 3λ, SNR = 20 dB). Behavior of the ost funtion.
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reonstrution errors of IMSMRA-LS are lower than those of
the other methods, exept for the average loalization error
whih is of the same order of magnitude as the one of Bare-LS.
The behavior of the ost funtions of IMSMRA-LS, IMSA-
LS, and Bare-LS is depited in Fig. 5.16. As just indiated,
the nal value of the error is lower than the ones of the other
methods. As for the omputational burden, the IMSMRA-LS
is haraterized by a faster onvergene with respet to IMSA-
LS. Furthermore, the arising total number of omplex oating
point operations appears to be the lowest (fpos⌋IMSMRA−LS =
6.24× 109 vs. fpos⌋Bare−LS = 4.52× 1010).
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5.3.2 Experiment with Three Objets
This experiment is aimed at illustrating the behavior of the
IMSA-LS when dealing with P = 3 satterers (ǫC = 2.0)
haraterized by simple shapes but distaned from one an-
other. The test geometry is haraterized by an ellipti ylin-
der (xc|1 = −45λ, yc|1 = −45λ, and α|1 = 12λ, β|1 = 0.43λ as
axes), a irular satterer (xc|2 = 0, yc|2 = 45λ, ρ|2 = 14λ),
and a square objet (xc|3 = 45λ, yc|3 = 45λ, L|3 = 0.83λ and
W |3 = 12λ) loated in a square investigation domain hara-
terized by LD = 3λ. By adopting the same arrangement of
emitters and reeivers as in Setion 5.2.2, the investigation do-
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Figure 5.17: Numerial Data. Three satterers (ǫC = 1.8,
LD = 3λ, SNR = 20 dB). Reonstrutions with IMSMRA-
LS (a) and Bare-LS (b).
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Figure 5.18: Numerial Data. Three satterers (ǫC = 1.8,
LD = 3λ, SNR = 10 dB). Reonstrutions with IMSMRA-
LS (a) and Bare-LS (b).
main is disretized with NMR = 23×23 and NBare−LS = 31×31
square ells for the IMSMRA-LS and the Bare-LS, respetively.
Moreover, ∆t1 is set to 0.03.
Figures 5.17-5.20 show the results from the omparative
study arried out in orrespondene with dierent values of
signal-to-noise ratio. As shown by the reonstrutions (Figs.
5.17-5.19) and as expeted, the multi-resolution approah pro-
vides more aurate results and appears to be more reliable
than the Bare-LS espeially with low SNR. This onlusion is
further onrmed by the behavior of the reonstrution errors
(Fig. 5.20), for whih the IMSMRA-LS ahieves a lower loal-
ization error as well as a lower area error than those of Bare-LS,
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espeially for SNR = 5 dB (N(qs)⌋MR = 16×16, qs = 1, ..., Qs,
with s = sopt = 3 and Qs=3 = 3). On the other hand, both
algorithms provide good estimates of the satterer under test
when inverting data aeted by low noise [SNR = 20 dB - Fig.
5.17(a) vs. Fig. 5.17(b); Fig. 5.20(a) and (b)℄.
5.3.3 Experiments with Complex Shapes
The third test ase with syntheti data is onerned with sat-
terers haraterized by omplex shapes. In the rst experi-
ment, two higher permittivity (ǫC = 2.5) ylindrial rings are
entered at (xc|1 = λ/4, yc|1 = 3λ/4) and (xc|2 = λ, yc|2 = λ)
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Figure 5.19: Numerial Data. Three satterers (ǫC = 1.8,
LD = 3λ, SNR = 5 dB). Reonstrutions with IMSMRA-LS
(a) and Bare-LS (b).
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in a square investigation domain of side LD = 5λ. The exter-
nal radius of the rings is ρext = λ/3 and the internal one is
ρint = λ/6, so that the satterer are not joined. The imaging
setup is made up of V = 40 soures and M = 40 measure-
ment points for eah view v, while the investigation domain
is disretized in NMR = 29 × 29 and NBare−LS = 50 × 50 for
IMSMRA-LS and Bare-LS, respetively.
Figures 5.21 and 5.22 show the reonstrution ahieved
when onsidering SNR = 20 dB and SNR = 10 dB, respe-
tively. The multi-region approah obtains the nal result at
the end of the step s = sopt = 2, with Qs=2 = 1. The RoI is
haraterized by a retangular shape, in order to better repre-
sent the area where the satterer are loated. The reonstru-
tion is haraterized by a orret estimation of position and
shape of the irular satterer, even though the objets are
not separated [Fig. 5.21(a)℄. On the other hand, the result of
Bare-LS is notieably less aurate, sine the symmetry of the
true shapes is not retrieved [Fig. 5.21(b)℄. However, the ost
funtion of Bare ends up with an error lower than the value
ahieved by IMSMRA-LS.
The same onlusions hold true when inreasing the level of
noise on the data (SNR = 10 dB - Fig. 5.22). In suh a ase,
the reonstrution obtained by the multi-region [Fig. 5.22(a)℄
appears to be as aurate as the result in Fig. 5.21(a). On the
other hand, the Bare approah is not able to reonstrut the
satterer, even though the artifats are mainly loated on the
diss. This result is further onrmed by the behavior of the
error funtions, sine the nal value of IMSMRA-LS is lower
than that of Bare-LS.
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Figure 5.20: Numerial Data. Three satterers (ǫC = 1.8,
LD = 3λ, Noisy Case). Values of the error gures versus SNR.
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Figure 5.21: Numerial Data. Two hollow ylinders (ǫC = 2.5,
LD = 5λ, SNR = 20 dB). Reonstrutions with (a) IMSMRA-
LS and (b) Bare-LS . Behavior of the ost funtion ().
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The seond experiment deals with three satterers har-
aterized by the omplex shapes depited by the red dashed
line in Figs. 5.23(a) and 5.23(b). The objets are entered
at (xc|1 = −5λ/4, yc|1 = 6λ/5), (xc|2 = λ, yc|2 = λ), and
(xc|2 = λ, yc|2 = λ), letting LD = 5λ. The measurement
setup is the same as the one in the rst experiment and the
investigation domain is disretized in NMR = 29 × 29 and
NBare−LS = 50 × 50 for IMSMRA-LS and Bare-LS, respe-
tively.
The reonstrutions ahieved when SNR = 20 dB are har-
aterized by an aurate estimation of loation and shape of the
satterer, both for IMSMRA-LS and Bare-LS. More in detail,
the multi-region approah retrieves the shape of ross-shaped
satterer better than Bare, while the irular obstale is sligthly
overestimated (N(qs = 1)⌋MR = 13 × 13, N(qs = 2)⌋MR =
13 × 13, N(qs = 3)⌋MR = 21 × 21, with s = sopt = 3 and
Qs=3 = 3). As for the retangular satterer, the reonstru-
tions ahieved by IMSMRA-LS and Bare-LS are similar. For
what onerns the behavior of the ost funtion [Fig. 5.23()℄,
the nal error of IMSMRA-LS appears to be lower than that of
Bare-LS. Furthermore, the total number of oating point op-
erations required by the multi-region strategy is lower with re-
spet to the single-region's ase (fpos⌋IMSMRA−LS = 5.78×1011
vs. fpos⌋Bare−LS = 2.52×1012). Finally, the error gures [< δ >
- Fig. 5.24(a), ∆ - Fig. 5.24(b)℄ onrm that in general the
multi-region approah is more eetive in the estimation of the
shape, espeially with noisy data.
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Figure 5.22: Numerial Data. Two hollow ylinders (ǫC = 2.5,
LD = 5λ, SNR = 10 dB). Reonstrutions with (a) IMSMRA-
LS and (b) Bare-LS . Behavior of the ost funtion ().
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Figure 5.23: Numerial Data. Three objets haraterized by
omplex shapes (ǫC = 1.8, LD = 5λ, SNR = 20 dB). Reon-
strutions with (a) IMSMRA-LS and (b) Bare-LS . Behavior
of the ost funtion ().
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Figure 5.24: Numerial Data. Three objets haraterized by
omplex shapes (ǫC = 1.8, LD = 5λ, Noisy Case). Values of
the error gures versus SNR.
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5.4 Validation by using
Laboratory-Controlled Data
The last experiment of this thesis deals with the data olleted
at the laboratories of the Institut Fresnel in Marseille (Frane)
in 1999 [100℄. The multiple-frequeny angular-diversity bi-
stati dataset twodielTM_4f.exp onsists of the eld samples
sattered by two o-entered homogeneous irular ylinders
(ρ = 15mm) haraterized by a nominal value of the objet
funtion equal to τ(r) = 2.0 ± 0.3 and loated in an inves-
tigation domain assumed in the following of square geometry
and extension 30 × 30 m2. The eld samples are olleted
in M(v) = 49 measurement points, aording to the V = 36
dierent angular diretion of the soure (v = 1, ..., V ).
In Fig. 5.25, the reonstrutions ahieved by IMSMRA-LS
[Figs. 5.25(a) and ()℄ are ompared with those of Bare-LS
[Figs. 5.25(b) and (d)℄ at F = 2 dierent frequenies. By set-
ting ǫC = 3.0, the satterers are always aurately loalized.
On the other hand, the estimation of the shape of the targets
appears to be less aurate, espeially for the Bare-LS and
at the highest frequeny (f = 4GHz). However, the reon-
struted strutures over in all ases a large part of the true
objet, depited by the red dashed line in Fig. 5.25. These
onlusions are further onrmed by the behavior of ost fun-
tions, reported in Fig. 5.26.
Suh a good performane of both the reonstrution al-
gorithms when dealing with laboratory-ontrolled data ould
depend on to the low level of noise haraterizing the measure-
133
5.4. VALIDATION BY USING
LABORATORY-CONTROLLED DATA
−0.05
0.05
−0.05
−0.10
−0.10
0.10
x [m]
y [m]
0.05 0.10 −0.05
0.05
−0.05
−0.10
−0.10
0.10
x [m]
y [m]
0.05 0.10
2 τ (x, y) 0 2 τ (x, y) 0
(a) (b)
−0.05
0.05
−0.05
−0.10
−0.10
0.10
x [m]
y [m]
0.05 0.10 −0.05
0.05
−0.05
−0.10
−0.10
0.10
x [m]
y [m]
0.05 0.10
2 τ (x, y) 0 2 τ (x, y) 0
() (d)
Figure 5.25: Experimental Data (Dataset Marseille [100℄).
Two irular ylinders (twodielTM_4f.exp). Reonstrutions
with IMSMRA-LS (left olumn) and Bare-LS (right olumn)
at dierent frequenies f [f = 2GHz (a)(b); f = 4GHz
()(d)℄.
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ments, thus further onrming the hypothesis of a low-noise
environment as already evidened in [101℄.
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Chapter 6
Conlusions and Open
Problems
In this hapter, some onlusions are drawn and further ad-
vanes are envisaged in order to address the open problems.
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In this thesis, a multi-resolution approah for qualitative
imaging purposes based on shape optimization has been pre-
sented. The proposed strategy integrates the multi-sale method
and the level set representation of the problem unknowns in or-
der to protably exploit the amount of information olletable
from the sattering experiments as well as the available a-priori
information on the satterer under test. Two implementations
have been presented in order to eetively deal with ongu-
rations haraterized by one or multiple objets.
In general, the main key features of the multi-resolution
level set approah an be summarized as follows:
• innovative multi-level representation of the problem un-
knowns in the shape-deformation-based reonstrution
tehnique;
• eetive exploitation of the sattering data through the
iterative multi-step strategy;
• limitation of the risk of being trapped in false solutions
thanks to the redued ratio between data and unknowns;
• useful exploitation of the a-priori information (i.e., ob-
jet homogeneity) about the senario under test;
• enhaned spatial resolution limited to the region of inter-
est.
From the validation onerned with dierent senarios and
both syntheti and experimental data, the following onlu-
sions an be drawn:
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• the IMSA-LS usually proved more eetive than the single-
resolution implementation, espeially when dealing with
orrupted data sattered from simple as well as omplex
geometries haraterized by one target;
• the IMSMRA-LS appeared to be as eetive as the single-
region implementation when dealing with simple geome-
tries, while the eetive multi-region arhitetures im-
proved the reonstrution auray when onsidering mul-
tiple satterers;
• the integrated strategy (i.e., IMSA-LS and IMSMRA-
LS ) appeared less omputationally-expensive than the
standard approah in reahing a reonstrution with the
same level of spatial resolution within the support of the
objet.
However, the atual implementation is still haraterized by
open problems. For instane, the regularity of the level set
funtion needs to be preserved during the level set update a-
ording to the distane-funtion-based initialization. Further-
more, dierent veloity funtions should be onsidered in order
to nd the optimal ompromise between the reonstrution a-
uray and the numerial stability. These and other related
aspets will have to be further investigated, espeially to deal
with the more attrative but also more numerially ompliated
three-dimensional inverse sattering problem.
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Appendix A
The Adjoint Problem
The adjoint eld F v (r) is dened by the following relationship

∇2F v (r)− κ2C(r)F v (r) = −
[
ξ˜vks
(
rm(v)
)− ξvks (rm(v))]∗ δm(v)
r ∈ Υ
∇2F v (r)− κ20(r)F v (r) = 0
r /∈ Υ
(A.1)
where κC(r) = 2πf
√
µoǫo [τC + 1] is the wavenumber in the
region inside the satterer haraterized by a ontrast funtion
τC , κ0(r) = 2πf
√
µoǫo is the free-spae wavenumber, and δm(v)
is the Kroneker delta, m(v) = 1, ...,M(v), v = 1, ..., V . In
order to determine F v (r), let us onsider the adjoint inident
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eld Iv (r) whih is the solution of
∇2Iv (r)− κ20(r)Iv (r) = −
[
ξ˜vks
(
rm(v)
)− ξvks (rm(v))]∗ δm(v)
(A.2)
with rn ∈ DI . By assuming that Iv (r) satises the Sommerfeld
radiation ondition, namely
lim|r|→+∞
√
|r|
(
∂Iv (r)
∂ |r| − jκ0(r)I
v (r)
)
= 0 , (A.3)
it an be determined by solving the following equation
Iv (r) =∑M(v)
m(v)=1
[
ξ˜vks
(
rm(v)
)− ξvks (rm(v))]∗G2D (rm(v)/r)
rm(v) ∈ DO ,
(A.4)
that an be ahieved by replaing ξv (r) with Iv (r) and
jωµ0J
v (r) with the right member of (A.2) in equation (2.5).
Consequently, F v (r) is obtained by solving the following rela-
tionship
Iv (r) = F v (r)− (2π
λ
)2 ∫
DI
τ (r′)F v (r′)G2D (r/r′) dr′
r ∈ DI ,
(A.5)
for a given τ (r), r ∈ DI .
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Algorithms
B.1 The Edge Detetion Operator ∂(·)
Let us onsider a ontrast funtion τ dened in the investiga-
tion domain DI by the following relationship
τ (rn) =
{
(ǫC − 1)− j σC2πfε0
0
rn ∈ Υ
otherwise
n = 1, ..., N
(B.1)
where Υ is the shape of a satterer loated inDI and harater-
ized by the permettivity ǫC and the ondutivity σC . In order
to retrieve the ontour of the shape Υ, the funtion τB (rn) is
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omputed as follows
τB (rn) = ∂ [τ (rn)] =
=

⌈
1−
Pn+1
p=n−1
Pn+1
b=n−1 τ(xp, yb)
9τC
⌉
τ (xn, yn) = τC
0 otherwise
(B.2)
where ⌈·⌉ is the eiling funtion
⌈υ⌉ = min {ς ∈ Z | υ ≤ ς} (B.3)
and
τC = (ǫC − 1)− j σC
2πfε0
(B.4)
More in detail, τB (rn) = 1 only when rn is a border sub-
domain of Υ. Suh pixels are then grouped in a set Π dened
as
Π :=
{
rBn =
(
xBn , y
B
n
) | τB (rBn ) = 1} . (B.5)
B.2 How to Count
the Number of Objets
Let us onsider a ontrast funtion τ , the set of ontour sub-
domains, Π :=
{
rBn =
(
xBn , y
B
n
) | τB (rBn ) = 1}, and the Nseeds
seeds rEi , i = 1, ...,Nseeds. τB and τE an be ahieved by
means of the operators ∂(·) and erosion, respetively. The
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number of objets in the reonstrution an be estimated a-
ording to the pseudo-ode lines reported in Alg. 1 and in Alg.
2. More in detail, the program desribed in Alg. 1 returns the
number of regions Q in the ontrast funtion τ . If the objets
are separated enough from eah other, then Q is equal to the
number of objets.
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Algorithm 1 Pseudo-ode lines desribing how the number of
objets in a reonstrution τ is ounted.
function Q = ount-the-number-of-objets
(
τB, τE
)
i = 1
M = N seeds
while i <M
Σi = walk-along-τ
B
-starting-from
(
rEi
)
if there are other seeds rEj
j = 1, ..., i− 1, i+ 1, ...,Nseeds, in the set Σi then
remove those seeds from the set Σi
update M
endif
nd the region Ri that holds Σi
i = i+ 1
end
while i <M
if Ri is overlapping other regions then
redene Ri
update M
endif
i = i+ 1
end
returnM
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Algorithm 2 Pseudo-ode lines desribing the funtion walk-
along-τB-starting-from
(
rEi
)
.
function Σ = walk-along-τB-starting-from
(
rE
)
nd the seed rE in the set Π
dene the rst pixel rΣi=1 of the boundary Σ as r
Σ
i=1 = r
E
i = 2
while T = TRUE
nd the adjaent pixel rΣi suh that τ
B
(
rΣi
)
= 1
if rΣi /∈ Σ then
add rΣi to Σ
else
T = FALSE
endif
i = i+ 1
end
return Σ
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