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Abstract
We survey a few concentration inequalities for submodular and fractionally subadditive func-
tions of independent random variables, implied by the entropy method for self-bounding func-
tions. The power of these concentration bounds is that they are dimension-free, in particular
implying standard deviation O(
√
E[f ]) rather than O(
√
n) which can be obtained for any 1-
Lipschitz function of n variables.
1 Introduction
In this note, we survey several concentration bounds for submodular and fractionally subadditive
functions of independent random variables. These bounds are obtained by the entropy method for
self-bounding functions [2, 3, 10, 4]. This is a powerful technique developed over the last decade,
which in particular recovers Talagrand’s inequality [4]. We also recommend the lecture notes by
Ga´bor Lugosi [9]. The connection between self-bounding and submodular functions is quite simple
but perhaps not widely known. To our knowledge, the first application of self-bounding functions
in computer science appeared in [7]. Similar concentration bounds for submodular functions have
been proved recently by two sets of authors [1, 5], unaware of the connection with self-bounding
functions. Hence this note, which might be useful in applications involving submodular functions.
Let us start with the definitions.
Definition 1.1. A set function f : 2N → R is
• monotone, if f(A) ≤ f(B) for all A ⊆ B ⊆ N .
• submodular, if f(A ∪B) + f(A ∩B) ≤ f(A) + f(B) for all A,B ⊆ N .
• fractionally subadditive, if f(A) ≤∑ βif(Bi) whenever βi ≥ 0 and ∑i:a∈Bi βi ≥ 1 ∀a ∈ A.
• subadditive, if f(A ∪B) ≤ f(A) + f(B) for all A ⊆ B ⊆ N .
Observe that the definition of fractional subadditivity implies that f(∅) = 0 (by taking A =
B1 = ∅ and β1 = 0 or β1 = 2). It also implies monotonicity (by taking A ⊆ B1 and β1 = 1), and
hence nonnegativity. The definition of subadditivity implies nonnegativity (by taking A = B), but
not monotonicity. Submodularity implies neither non-negativity nor monotonicity. The property of
being submodular is relevant for non-monotone functions (the cut function in a graph is an example).
We also use the notions of marginal values and Lipschitz functions.
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Definition 1.2. For a function f : 2N → R, the marginal value of j ∈ N with respect to A ⊂ N
is fA(j) = f(A ∪ {j}) − f(A). f is called c-Lipschitz, if its marginal values are bounded by c in
absolute value.
A function is monotone if and only if its marginal values are always non-negative. Submodularity
can be expressed equivalently by saying that marginal values fA(j) are non-increasing with respect
to A. Furthermore, the following relationships are known [8].
Lemma 1.3. If f is non-negative monotone submodular, then it is fractionally subadditive. If f is
fractionally subadditive, then it is also subadditive.
These inclusions are strict, and there are simple examples separating the three classes [6]. Con-
sider f : 2[3] → R+ such that f(∅) = 0 and f(S) = 1 whenever |S| = 1 or 2. Then if f is submodular,
we must have f([3]) ≤ 1. If we define f([3]) = 3/2, f is not submodular but it is fractionally subad-
ditive. If we define f([3]) = 2, f is not fractionally subadditive but it is still subadditive. Defining
f([3]) > 2 would not make the function even subadditive.
2 Self-bounding functions
Self-bounding functions were introduced by Boucheron, Lugosi and Massart [2]. Self-bounding func-
tions are defined more generally on product spaces; here we restrict our attention to the hypercube
{0, 1}n. We identify functions on {0, 1}n with set functions on N = [n] in a natural way.
Definition 2.1. A function f : {0, 1}n → R is self-bounding, if there are functions fi : {0, 1}n−1 →
R such that if we denote x(i) = (x1, . . . , xi−1, xi+1, . . . , xn), then for all x and i,
0 ≤ f(x)− fi(x(i)) ≤ 1
and
n∑
i=1
(f(x)− fi(x(i))) ≤ f(x).
A typical choice of fi is fi(x
(i)) = minxi f(x), which for monotone functions means fi(x
(i)) =
f(x1, . . . , xi−1, 0, xi+1, . . . , xn). First, we show that fractionally subadditive functions are self-
bounding. Hence, every non-negative monotone submodular function is also self-bounding.
Lemma 2.2. Every fractionally subadditive function f : 2N → R+ with marginal values in [0, 1] is
self-bounding.
Proof. We use fi(x
(i)) = f(x1, . . . , xi−1, 0, xi+1, . . . , xn), which means that f(x) − fi(x(i)) is the
marginal value of i with respect to x(i). Thus the condition 0 ≤ f(x) − fi(x(i)) ≤ 1 is satisfied by
assumption.
For a given x ∈ {0, 1}n, define A = {j : xj = 1}, Bi = A \ {i} and βi = 1n−1 . Slightly abusing
notation, we have f(x) = f(A) and fi(x
(i)) = f(Bi). We also have
∑
i:j∈Bi
βi = (n− 1) 1n−1 = 1 for
each j ∈ A. Therefore, the definition of fractional subadditivity implies that
f(x) = f(A) ≤
n∑
i=1
βif(Bi) =
1
n− 1
n∑
i=1
fi(x
(i)).
This proves the condition
∑n
i=1(f(x)− fi(x(i))) ≤ f(x).
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McDiarmid and Reed [10] further refined the notion of self-bounding functions as follows.
Definition 2.3. A function f : {0, 1}n → R is (a, b)-self-bounding, if there are a, b ≥ 0 and functions
fi : {0, 1}n−1 → R such that if we denote x(i) = (x1, . . . , xi−1, xi+1, . . . , xn), then for all x and i,
0 ≤ f(x)− fi(x(i)) ≤ 1
and
n∑
i=1
(f(x)− fi(x(i))) ≤ af(x) + b.
We remark that subadditive functions are not always self-bounding, or even (a, b)-self-bounding
for any constant a, b. (See the example at the end of Section 3.) However, the notion of (a, b)-
self-bounding functions is useful for us, because non-monotone submodular functions turn out to be
(2, 0)-self-bounding.
Lemma 2.4. Every 1-Lipschitz submodular function f : 2N → R+ is (2, 0)-self-bounding.
Proof. We consider f as a function on {0, 1}n, and define fi(x(i)) = minxi f(x). Note that here, it is
not always the case that fi(x
(i)) is obtained by setting xi = 0. Denote by A the indices i where the
minimum is attained for xi = 0, and by B the indices i where the minimum is attained for xi = 1.
(In case of equality, say we assign the index to A.) In both cases, we have 0 ≤ f(x) − fi(x(i)) ≤ 1
since the marginal values of f are bounded by 1 in absolute value.
We bound the sum of the marginal values in two steps. First, let us add up over all indices in
A = {a1, . . . , ak}. We denote by x0(A′) the point where the coordinates on A′ have been set to zero.
By submodularity, we have
∑
i∈A
(f(x)− fi(x(i))) =
k∑
j=1
(f(x)− f(x0({aj})))
≤
k∑
j=1
(f(x0({a1, . . . , aj−1}))− f(x0({a1, . . . , aj})))
= f(x)− f(x0(A)) ≤ f(x)
using f(x0(A)) ≥ 0. Similarly, we add up over the indices B = {b1, . . . , bℓ} where the minimum is
attained by setting xi = 1. We denote by x
1(B′) the point where the coordinates on B′ have been
set to 1. By submodularity, we have
∑
i∈B
(f(x)− fi(x(i))) =
ℓ∑
j=1
(f(x)− f(x1({bj})))
≤
ℓ∑
j=1
(f(x1({b1, . . . , bj−1}))− f(x1({b1, . . . , bj})))
= f(x)− f(x1(B)) ≤ f(x).
Since (A,B) is a partition of [n], we conclude:
n∑
i=1
(f(x)− fi(x(i))) =
∑
i∈A
(f(x)− fi(x(i))) +
∑
i∈B
(f(x)− fi(x(i))) ≤ 2f(x).
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We remark that the factor of 2 is necessary. For example, if n = 2 and f(x1, x2) = x1(1 − x2)
(the cut function of one directed edge), we have f(1, 0) = 1 but flipping each coordinate decreases
the value by 1, which means
∑n
i=1(f(x)− fi(x(i))) = 2.
3 Concentration of submodular and fractionally subadditive
functions
Boucheron, Lugosi and Massart proved that self-bounding functions of independent random variables
are strongly concentrated, using the entropy method [2]. They proved the following bound on the
exponential moment of a self-bounding function.
Theorem 3.1. If Z = f(X1, . . . , Xn) where Xi ∈ {0, 1} are independently random and f is self-
bounding, then for any λ ∈ R
logE[eλ(Z−E[Z])] ≤ (eλ − λ− 1)E[Z].
By Lemma 2.2 and Lemma 1.3, this bound also holds for any non-negative monotone submodular
or fractionally subadditive function with marginal values in [0, 1]. Positive and negative choices of λ
yield Chernoff-type bounds for the upper and lower tails. We pick λ = ln(1 + δ) for the upper tail,
and λ = ln(1 − δ) for the lower tail. Applying Markov’s inequality to the exponential moment, we
obtain tail estimates similar to Chernoff-Hoeffding bounds.
Corollary 3.2. If Z = f(X1, . . . , Xn) where Xi ∈ {0, 1} are independently random and f is self-
bounding (or in particular, non-negative submodular or fractionally subadditive with marginal values
in [0, 1]), then for any δ > 0,
• Pr[Z ≥ (1 + δ)E[Z]] ≤
(
eδ
(1+δ)1+δ
)E[Z]
.
• Pr[Z ≤ (1− δ)E[Z]] ≤ e−δ2E[Z]/2.
The power of these concentration bounds is that they are dimension-free, i.e. independent of n.
In particular, they imply that Z is concentrated around E[Z] with standard deviation O(
√
E[Z]).
Weaker bounds with standard deviation O(
√
n) can be obtained by martingale arguments for any
1-Lipschitz function.
We remark that the tail estimates are often presented in a somewhat different form. In particular,
[4] presents the upper-tail bound as follows: Pr[Z ≥ E[Z] + t] ≤ e−t2/(2E[Z]+2t/3). This bound is
easier to work with, but it becomes weaker for large t. In particular, if E[Z] = 1, then it would seem
that we need t = Ω(logn) to make the probability polynomially small in n, while Corollary 3.2 implies
that t = δ = Ω(log n/ log logn) is sufficient. The difference can be crucial in some applications.
For non-monotone submodular functions, we need to use more general bounds for (a, b)-self-
bounding functions, which were proved in [10] and strengthened in [4].
Theorem 3.3. If Z = f(X1, . . . , Xn) where Xi ∈ {0, 1} are independently random and f is (a, b)-
self-bounding, a ≥ 1/3 and c = (3a− 1)/6, then
• for any t > 0, Pr[Z ≥ E[Z] + t] ≤ e− 12 t2/(aE[Z]+b+ct),
• for any 0 < t ≤ E[Z], Pr[Z ≤ E[Z]− t] ≤ e− 12 t2/(aE[Z]+b).
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Since non-monotone submodular functions are (2, 0)-self-bounding (Lemma 2.4), we use this
bound with a = 2 and b = 0, i.e. c = 5/6. We also substitute t = δE[Z].
Corollary 3.4. If Z = f(X1, . . . , Xn) where Xi ∈ {0, 1} are independently random and f is non-
negative submodular with marginal values in [−1, 1], then for any δ > 0,
• Pr[Z ≥ (1 + δ)E[Z]] ≤ e−δ2E[Z]/(4+5δ/3).
• Pr[Z ≤ (1− δ)E[Z]] ≤ e−δ2E[Z]/4.
Observe that here, the upper tail decays only as a simple exponential for δ →∞, i.e. it is slightly
weaker than the Chernoff-type bound in Corollary 3.2. We do not know whether this is necessary.
4 Subadditive functions
Finally, we show that subadditive functions are not (a, b)-self-bounding for any fixed a, b > 0 and in
fact do not enjoy concentration properties similar to Corollaries 3.2, 3.4.
A counterexample.
• f(S) = |S| for |S| < √n,
• f(S) = √n for √n ≤ |S| ≤ (n−√n)/2,
• f(S) = √n+ |S| − (n−√n)/2 for (n−√n)/2 < |S| < (n+√n)/2,
• f(S) = 2√n for |S| ≥ (n+√n)/2.
Clearly, the marginal values are in [0, 1]. We claim that this function is subadditive. Consider
f(A) + f(B): If both |A|, |B| ≥ √n, then we have f(A) + f(B) ≥ 2√n ≥ f(A ∪ B). So assume
|A| < √n. Then f(A) + f(B) = |A|+ f(B) ≥ f(A ∪B), because the marginal values are at most 1
and hence f(A ∪B)− f(B) cannot be more than |A|.
This function is not (a, b)-self-bounding for any constant a, b: f(S) = 32
√
n for |S| = n/2 (assum-
ing n even), and we get f(S)−f(S\{i}) = 1 for all i ∈ S. Therefore,∑ni=1(f(S)−f(S\{i})) = n/2.
Indeed, this function is not sharply concentrated. Consider a uniformly random set R (corre-
sponding to independent random unbiased variables Xi ∈ {0, 1}). We have |R| ≤ (n−
√
n)/2 with
constant probability (roughly 1/
√
2pie ≃ 0.24, from the central limit theorem), and the same holds
for |R| ≥ (n + √n)/2. Therefore, with constant probabilities, f(R) is either √n or 2√n, and the
expectation is roughly 32
√
n. The standard deviation is on the order of
√
n - such a bound can be
obtained for any 1-Lipschitz function.
Still, subadditive functions satisfy some concentration properties that do not hold for arbitrary
1-Lipschitz functions. In particular, it is very improbable that a subadditive function attains a value
significantly above 3 times its median. The following more general inequality is shown in [11] (see
Corollary 12, which applies more generally to product spaces).
Theorem 4.1. Let Z = f(X1, . . . , Xn) where f is non-negative subadditive with marginal values in
[0, 1], and Xi ∈ {0, 1} are independently random. Then for any a > 0, 1 ≤ k ≤ n and integer q ≥ 18,
Pr[Z ≥ (q + 1)a+ k] ≤ Pr[Z ≤ a]−qq−k.
In particular, if a is the median of Z and q = 2, we get Pr[Z ≥ 3a+ k] ≤ 22−k. Of course this
is not true for an arbitrary non-negative monotone 1-Lipschitz function. Let for example f(S) =
max{0, |S| − n/2}, and Z = f(R) where R is uniformly random. Then the median of Z is 0, but
Z ≥ √n with constant probability.
5
Acknowledgment. We are indebted to Mohammad Taghi Hajiaghayi for pointing out the con-
nection which prompted us to write up this short survey. Thanks are also due to Chandra Chekuri,
Rico Zenklusen and Nick Harvey for useful comments.
References
[1] M.F. Balcan and N. Harvey. Learning submodular functions. Technical report GT-CS-09-14,
Georgia Institute of Technology, 2009.
[2] S. Boucheron, G. Lugosi and P. Massart. A sharp concentration inequality with applications.
Random structures and algorithms, 16:277–292, 2000.
[3] S. Boucheron, G. Lugosi and P. Massart. Concentration inequalities using the entropy method.
Annals of probability, 31:1583–1614, 2003.
[4] S. Boucheron, G. Lugosi, and P. Massart. On concentration of self-bounding functions. Electronic
Journal of Probability, 14:1884–1899, 2009.
[5] C. Chekuri and J. Vondra´k. Randomized pipage rounding for matroid polytopes and applications.
Manuscript, http://arxiv.org/abs/0909.4348v1, 2009.
[6] U. Feige. On maximizing welfare when utility functions are subadditive. Proc. of ACM STOC,
41–50, 2006.
[7] M.T. Hajiaghayi, J.H. Kim, T. Leighton and H. Rcke. Oblivious routing in directed graphs with
random demands. ACM STOC, 193–201, 2005.
[8] B. Lehmann, D. J. Lehmann, and N. Nisan. Combinatorial auctions with decreasing marginal
utilities. Games and Economic Behavior 55:270–296, 2006.
[9] G. Lugosi. Concentration-of-measure inequalities. Lecture notes, 2009.
[10] C. McDiarmid and B. Reed. Concentration for self-bounding functions and an inequality of
Talagrand. Random structures and algorithms, 29:549–557, 2006.
[11] G. Schechtman. Concentration, results and applications. Handbook of the geometry of Banach
spaces, Vol. 2, Chapter 37, 1603–1634. Elsevier, 2003.
6
