Introduction
Extensive records of simulated hurricane wind speeds for 16 azimuth directions are available at, for example, the NIST web site http://www.nist.gov/wind. These records cover time periods of the order 2,000 years so that may not be sufficient for estimating wind speeds with average return periods of the order 1,000 years. Probabilistic models are needed to predict extreme wind speeds corresponding to such return periods.
Our objectives are to (1) develop probabilistic models for hurricane wind speeds recorded irrespective of direction, referred to here as directionless wind speeds, (2) calibrate these models to wind records, and (3) provide a Monte Carlo algorithm for generating data sets over long time periods that are consistent with a site statistics. Four models are considered for extreme wind speeds, the Gumbel, the shifted Gamma, the reverse Weibull, and the Pareto distributions. The study uses extreme wind speeds irrespective of direction, referred to as directionless wind speeds.
Probabilistic models for hurricanes
Hurricanes arrive at a site at random times and are characterized by random extreme wind speeds. Records can be used to estimate the mean number ν of hurricanes per year at a site. Records can also be used to construct the distribution F of extreme wind speeds under the assumption that wind speeds recorded in different hurricanes belong to the same statistical population, that is, they are independent samples of F .
Hurricane time model and design wind speeds
Let T 1 < T 2 < · · · be a random sequence denoting the arrival times of hurricanes at a site, and let X 1 , X 2 , . . . be hurricane wind speeds irrespective of direction.
It is assumed that (1) the random sequences T 1 , T 2 , . . . and X 1 , X 2 , . . . are mutually independent, (2) the random variables X 1 , X 2 , . . . are independent and have the same distribution F , (3) the hurricane season begins on June 1 and ends November 30, and (3) the random variables T 1 , T 2 − T 1 , . . . are independent and follow an exponential distribution with 
since the probability of n hurricanes occurring in [0, τ ] is P N (τ ) = n = (ν τ ) n exp(−ν τ )/n! and the probability that the conditional random variable max 1≤i≤N (τ ) {X i } | N (τ ) = n does not exceed x is equal to F (x) n . Suppose we retain from the sequence X 1 , X 2 , . . . of wind speeds at a site only those values exceeding a threshold x, so that the resulting process describes hurricanes with wind speeds larger than x. The mean arrival rate of these hurricanes is ν(x) = ν 1 − F (x) , so that 1/ν(x) gives the average time between consecutive wind speeds larger than x. Hence, the design wind speed that is exceeded on average once in r years, that is, the r-year wind speed, results by setting 1/ν(x) equal to r and is
We consider four models for F , the Gumbel, the shifted Gamma, the reverse Weibull, and the generalized Pareto distributions. The method of moments and other methods are used in the following two subsections to estimate the parameters of these models from wind records. The uncertainty in the estimates of the parameters of F and the corresponding r-year wind speeds is quantified in a subsequent section.
Hurricane intensity. Gumbel distribution
A random variable X is said to a Gumbel or extreme type 1 variable with parameters (α, u) if it has the distribution
and density
We use the notation X ∼ EX1(α, u) to indicate that X is a Gumbel variable with parameters (α, u). The parameters (α, u) are denoted by (al gumbel, u gumbel) in the MATLAB code hurr nd mc.m. The mean µ and standard deviation σ of X are related to the parameters (α, u) by
These relationships with µ and σ replaced by their estimatesμ andσ are used in hurr nd mc.m to obtain estimates of (α, u).
Hurricane intensity. Shifted Gamma distribution
LetX be a Gamma random variable with parameters (k, λ), k > 0, λ > 0, and density
where Γ(·) denotes the Gamma function. The distribution ofX is
and is given by, for example, the MATLAB function cdf('Gamma',x, k, 1/λ). The solution
, that is, the p-fractile of F can be obtained from the MATLAB function icdf('Gamma',p, k, 1/λ). Consider the random variable X = a +X, where a is a real constant. Since P X ≤ x = P X ≤ x − a , the density and distribution of X are given by Eqs. 6 and 7 with x − a in place of x, and are valid for x ≥ a. The mean µ, variance σ 2 , skewness γ 3 , and kurtosis γ 4 of X are
Suppose that the sequence of extreme wind speeds X 1 , X 2 , . . . follows a shifted Gamma distribution and that a record (x 1 , . . . , x n ) of this sequence is available. Our objective is to estimate the parameters (a, k, λ) of this distribution. The maximum likelihood method and the method of moments are commonly used to calculate estimates (â,k,λ) of (a, k, λ). Maximum likelihood estimates have smaller variance that those obtained by the method of moments but can be unstable for some values of k ( [3] , Section 7.1). To avoid such difficulties, the method of moments is used to estimate (a, k, λ). Suppose that estimates (μ,σ,γ 3 ,γ 4 ) of the moments (µ, σ, γ 3 , γ 4 ) of X 1 , X 2 , . . . have been calculated from the available record (x 1 , . . . , x n ). Then k can be estimated from the expression of the coefficient of skewness or kurtosis and the estimates of these coefficients. For example,k = 4/γ 3 2 if the relationship between k and γ 3 is used. Alternatively, k can be determined from the relationship between k and γ 4 . The MATLAB code hurr nd mc.m uses the relationshipŝ
to find estimates of k and λ, and calculates estimatesâ of the shift a by two options. The first option setsâ = min 1≤i≤n {x i }. The second option calculatesâ fromâ =μ−k/λ. If the resulting estimate of a is such thatâ > min 1≤i≤n {x i }, we setâ = min 1≤i≤n {x i }. The parameters (a, k, λ) are denoted in hurr nd mc.m by (shift1, kq1, lamq1) and (shift2, kq2, lamq2) for options 1 and 2, respectively.
Hurricane intensity. Reverse Weibull distribution
Let Y be a Weibull random variable with parameters α > 0, ξ ∈ R, and c > 0, distribution
and density 
The properties of the random variable
Suppose that the sequence of extreme wind speeds X 1 , X 2 , . . . follows a reverse Weibull distribution and that a record (x 1 , . . . , x n ) of this sequence is available. Our objective is to estimate the parameters (α, η = −ξ, c) of the reverse Weibull distribution. The method of moments, the method of maximum likelihood, the method of probability-weighted moments, and other methods can be used to estimate the parameters of this distribution ( [4] , Chapter 22). Extensive numerical studies suggest that the method of moments delivers satisfactory estimators for the unknown parameters of F , in contrast to, for example, the maximum likelihood method that can produce unstable estimators [6] . These features of the method of moments and its simplicity are the reasons for selecting the method for our analysis. The following 3 step algorithm can be used to estimate the parameters (α, η = −ξ, c) by the method of moments.
Step 1. Construct the record (y 1 = −x 1 , . . . , y n = −x n ). Since the record (x 1 , . . . , x n ) is assumed to consist of independent samples of a reverse Weibull distribution with parameters (α, η = −ξ, c), the record (y 1 , . . . , y n ) consists of independent samples of a Weibull distribution with parameters (α, ξ, c).
Step 2. Calculate estimatesμ y ,σ Step 3. Estimates the parameters (α, ξ, c) from Eq. 12. First, find an estimateĉ for c from the last equality in Eq. 12 withγ y,3 in place of γ y, 3 . This nonlinear equation needs to be solved by iterations. Second, find an estimateα for α from the second equality in Eq. 12 with (σ 2 y , c) replaced by (σ 2 y ,ĉ). Third, find an estimateξ for ξ from the first equality in Eq. 12 with (µ y , α, c) replaced by (μ y ,α,ĉ). Ifξ > min 1≤i≤n {y i }, then setξ = min 1≤i≤n {y i } and calculate (α,ĉ) from the first equalities in Eq. 12 with (μ y ,σ 2 y ) in place of (µ y , σ 2 y ).
The estimates (α,ξ,ĉ) of the parameters (α, ξ, c) delivered by the above algorithm are denoted in hurr nd mc.m by (alw, xiw, cw).
Hurricane intensity. Generalized Pareto distribution
Let X be a (maximal) generalized Pareto variable with distribution
The p-fractile x p of F ∼ GP D (α, k) , that is, the solution of F (x p ) = p, has the expression
A notable property of generalized Pareto random variables is that, if
This invariance property simplify significantly the construction and analysis of peaks over threshold sequences associated with generalized Pareto series.
Suppose that a record (x 1 , . . . , x n ) of independent values of X with distribution F in Eq. 13 is available. Our objective is to estimate the parameters (α, k) of F from the record (x 1 , . . . , x n ). The maximum likelihood, probability-weighted moments, moments, and other methods can be used to estimate the parameters of F ([1], Section 10.3 and 10.8). Extensive simulation studies indicate that estimates of (α, k) delivered by the method of moments are generally reliable unless k < −0.2 and that the method of probability-weighted moments is adequate for k < 0 [2] . Other studies found the method of moments to be satisfactory for a broader range of values of k [5] . The MATLAB code hurr nd mc.m uses three methods for estimating the parameters (α, k) from data, the method of moments, the method of probability weighted moments, and the method of DEHAAN.
The method of moments
Estimates of the parameters (α, k) can be calculated from
x i −x /n denote the sample mean and variance of (x 1 , . . . , x n ), respectively.
Suppose we construct from the original record (x 1 , . . . , x n ) a new record (y 1 , . . . , y m ), m ≤ n, consisting only of those readings x i exceeding a specified threshold a. The relationships in Eq. 17 with m, {z j = y j − a} in place of n, {x i } can be used to estimate the parameters of the Pareto variable Y − a.
The method of probability weighted moments
Let {x i:n } be the data set {x i } sorted in increasing order, that is, 
Similar estimates can be constructed for a record (y 1 , . . . , y m ), m ≤ n, consisting of values of (x 1 , . . . , x n ) above a threshold a. 
for some q ≤ n. The DEHAAN estimates of α and k are defined in the NIST web site http://www.nist.gov/wind and are given bŷ
where ρ = 1 fork ≤ 0 and ρ = 1/(1 −k) fork > 0. The estimates of the parameters (α, k) delivered by the methods of moments, probability weighted moments, and DEHAAN are denoted in hurr nd mc.m by (al pareto1, k pareto1), (al pareto2, k pareto2), and (al pareto3, k pareto3), respectively. The threshold below which wind speed readings are disregarded is denoted by a pareto for all estimation methods.
Monte Carlo algorithm
The hurricane hazard at a site during a time interval [0, τ ] is completely specified by -The arrival times 0 = T 0 < T 1 < T 2 < · · · < T N (τ ) of hurricanes and -The extreme speeds X 1 , X 2 , . . . , X N (τ ) recorded during each hurricane.
We have assumed that (1) the sequences {T i } and {X i } are independent of each other, (2) the arrival times {T i } define a Poisson process N with intensity ν hurricanes/year, and (3) the random variables X 1 , X 2 , . . . are independent and follow either a reverse Weibull distribution or a shifted Gamma distribution.
A two-step Monte Carlo algorithm has been developed to generate samples of extreme wind speeds recorded during hurricane at a site. The input to the algorithm consists of a reference time interval [0, τ ], the hurricane mean arrival rate ν, the distribution shape F of wind speeds X 1 , X 2 , . . ., and the parameters of this distribution.
Step 1. Generate a sample 0 = T 0 < T 1 < T 2 < · · · < T N (τ ) of hurricane arrival times in [0, τ ]. As previously stated, it is assumed that hurricane can only occur from June 1 to November 30. Denote this time interval by τ y . The generation of hurricane arrival times can be based on the observation that the inter-arrival times
. . , N (τ ) are independent exponential random variables with mean 1/ν. Hence, the time intervals T k − T k−1 are equal in distribution with the random variables − ln(U k )/ν, where U k are independent random variables uniformly distributed in [0, 1]. The MATLAB function rand can be used to generate samples of U k . First, we generate a sample of T 1 = − ln(U 1 )/ν. If this sample is larger than τ y , there will be no hurricane at the site in this sample during a yearly hurricane season so that N (τ y ) = 0. Otherwise, the sample of T 1 gives the time of the first hurricane and N (τ y ) ≥ 1. Second, we generate a sample of T 2 − T 1 = − ln(U 2 )/ν. If the sample of T 2 = (T 2 − T 1 ) + T 1 is larger than τ y then N (τ y ) = 1. Otherwise, N (τ y ) ≥ 2 and we generate a sample of the following inter-arrival time. This process ends when an arrival time exceeds τ y for the first time. A hurricane sample in [0, τ ] consists of the sequence of hurricanes generated in each hurricane season of [0, τ ]. Denote by N (τ ) the number of hurricanes in [0, τ ]. A similar procedure applies for the arrival times of hurricanes with wind speeds larger than a threshold a thr . The only difference is that the mean rate ν is replaced with the mean rate ν p equal to ν scaled by the ratio #{hurricanes with speed ≥ a thr }/#{all hurricanes}.
Step 2. Generate a sample x = (x 1 , x 2 , . . . , x N (τ ) ) of the wind speeds X 1 , X 2 , . . . , X N (τ ) corresponding to the sample of 0 = T 0 < T 1 < T 2 < · · · < T N (τ ) generated in the previous step. Let u = (u 1 , u 2 , . . . , u N (τ ) ) be independent samples of a uniformly distributed random variable in [0, 1], which can be produced by, for example, the MATLAB function u = rand (1, N (τ ) ). MATLAB functions have also been used to generate samples x of directionless hurricane wind speeds from u under various assumptions on the distribution of wind speed. For example, the sample x is given by x = − ξ + icdf ( wbl , u, α, c) for the reverse Weibull distribution.
MATLAB function
A MATLAB function hurr nd mc.m has been developed for estimating the parameters of the Gumbel, shifted Gamma, reverse Weibull, and generalized Pareto distribution from hurricane wind speed records.
The input consists of:
(1) A record at a specified milepost (see lines 50-56), The output consists of:
(1) A vector thurr with entries counting the number of hurricane in nyr years, (2) Vectors of simulated hurricane wind speeds: x gumbel mc corresponding to the Gumbel distribution; x shg1 mc and x shg2 mc corresponding to the shifted Gamma distribution under option 1 and option 2; x rw mc corresponding to the reverse Weibull distribution; and x par1 mc, x par2 mc, and x par2 mc corresponding to the generalized Pareto distribution with parameters estimated by the methods of moments, probability weighted moments, and DEHAAN. 
(cmin,cmax) = selected range for parameter c>0 of % the reverse Weibull dsitribution % nc = # of intervals in (cmin,cmax) % cws = a slected value for the tail parameter of the % reverse Weibull distribution % a_pareto = threshold used to define Pareto model % nyr = # of years considered for MC simulation 
OUTPUT: % thurr = a vector with entries counting the number % of hurricane in nyr years % % x_gumbel_mc, x_shg1_mc, x_shg2_mc, x_rw_mc, x_par1_mc, % x_par2_mc, x_par3_mc = hurricane wind speeds generated % by Gumbel, shifted Gamma (two options), reverse % Weibull, and generalized Pareto ( 
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