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Abstract
This dissertation describes the role of land surface processes in shaping semi-arid climates,
namely those of Southwest Asia and Northwest Africa. The interactions between dust emis-
sions, irrigation, and climate processes are studied and quantified using a regional climate
model to perform a series of carefully designed numerical experiments. The performance
of the numerical model is tested by comparing simulation results against observations from
satellites and other standard platforms.
Modeling results indicate significant improvements in simulating mineral aerosols over
Southwest Asia. Results suggest that including representations for sub-grid scale wind gusti-
ness as well as mineral aerosols at the boundaries, improve the model skill in simulating the
spatial distribution and magnitude of suspended dust. Over Southwest Asia, a large bias
in original simulations of surface temperature is eliminated by improving surface albedo,
and including mineral aerosols and irrigation. These modifications reduced other biases as-
sociated with simulated surface shortwave incident radiation, surface absorbed radiation,
and surface vapor pressure. As a result of these improvements, the model now successfully
reproduces the climate of Southwest Asia.
Another set of numerical experiments is performed over West Africa focusing on the
same processes of dust emissions and irrigation. Over the Sahel region, it is found that both
mineral aerosols and irrigation have similar effects on the surrounding climate: cooling of
surface temperature, increased surface humidity, but no change in rainfall. With dust, a
shallower boundary layer redistributes moisture closer to the surface thus offsetting negative
temperature effects on the boundary layer moist static energy. With irrigation, a large
reduction of the boundary layer height results in less triggering of convective activity and
hence mitigates any increase in convective rainfall efficiency due to irrigation.
Lastly, a numerical simulation over West Africa that includes simultaneous represen-
tations of dust emissions and irrigation is analyzed. Increased soil moisture, vegetation
coverage, and dry deposition due to irrigation result in decreased emissions and suspension
of dust. This experiment revealed an additional feedback due to irrigation: warming of the
surface temperature due to a reduction in mineral aerosols concentration.
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Chapter 1
Introduction
Since the beginning of civilization, natural resources, particularly freshwater, have been of
great concern in semi-arid regions of the world. In these fringe climate zones, humans have
greatly altered the natural landscape to make such lands habitable. As a result, areas once
blanketed by natural shrubs have now transitioned into sparse deserts. Conversely, regions
once covered by grasslands have now been converted into lush, irrigated crop fields. Both
shifts in land cover have the potential to dramatically alter climate. While the former
introduces an increase of mineral aerosols (dust) into the atmosphere, the latter increases
available water vapor to the atmosphere.
Blanketed by the Saharan Desert in the west and the Arabian Desert in the east, the
regions known as West Africa and Southwest Asia are well known for their diverse cultures,
rich history, and distinct semi-arid climates. From forest fires to dust storms, the two regions
have particularly remarkable climate systems which are inextricably linked via biosphere-
atmosphere interactions (see Figurel-1). As a result, the two regions mark unique places on
Earth not only where climate change via land cover change is a distinct possibility, but also
where an interesting study on the effects of natural and anthropogenic land surface forcings
on regional climates can be performed.
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Figure 1-1: Moderate Resolution Imaging Spectroradiometer (MODIS) series of captured
images showing a large dust storm blowing from the Saharan Desert off the Atlantic Coast
while agricultural and forest fires seen further south contribute to the haze off the Gulf of
Guinea. The second MODIS image captures a dust storm moving through Kuwait and the
Arabian Peninsula due to a frontal storm system passage off the Persian Gulf.
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1.1 Motivation
In attempts to make the Earth's surface more inhabitable, practical, and beneficial, humans
have, throughout history, modified their surrounding landscape. However, much of these
anthropogenic changes have had dramatic effects on the environment and societies them-
selves. In fact, the impacts of such human activity can be far-reaching. For example, live
stock overgrazing in Kuwait has led to rapid deterioration of the natural landscape leading
to further land erosion and a barren vegetated state. Interestingly, overgrazing in the area
has actually been linked to the extinction of the Arabian and Saudi Gazelle in Kuwait [East
et al., 1988]. Such events are of course not limited to Kuwait. Similarly, in Oman, the
government has recently implemented measures to mitigate overgrazing caused by camels in
the Dhofar region by reducing camel populations by nearly 95% [Chatty, 1996].
The degradation feedback behind overgrazing is quite simple. As livestock consume veg-
etation at a rate faster than it can naturally re-grow, the land surface is significantly altered.
With land erosion, increased runoff, and decreased surface radiation, comes soil unsuitable
for plant life, less available water for plants, and a reduction in energy for precipitation. As
a result, less rainfall occurs and the vegetation cover continues to decrease. The resulting
process has been coined desertification and is an example of a positive land-atmosphere feed-
back. Shown by the modeling work of Charney (1975), desertification is a potential serious
problem resulting in droughts and desert formation in the Sahel of Africa. In fact, reports
indicate that from 1950 to 1975, the Saharan desert had crept 100 km southwards infringing
on the semi-arid Sahel region of West Africa [Timberlake, 1986]. Even more alarming are
estimates that nearly twelve million hectares of arable land per year are lost due to this
process.
An important process sometimes lost in the discussion of desertification is the mineral
aerosol feedback. With drier conditions and less friction at the surface, the suspension or
saltation of mineral aerosols greatly increases. Mineral aerosols have profound impacts on the
energy and water budget of a region. Through absorption and scattering of shortwave energy
aloft, net radiation at the surface further decreases, which in turn reduces the amount of
energy available for rainfall formation. Acting in the same manner, dust, as a cloud conden-
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sation nuclei, keeps warm-cloud droplets smaller, dispersed, and uniform in size, inhibiting
coalescence within clouds-an important process in fueling rainfall formation. As a result,
less rainfall induces drier conditions and additional dust suspension. Hence, dust, through
the suppression of rainfall, may help perpetuate or enhance the desertification process.
On the other hand, irrigation practices are an example of human activity that results in
the greening rather than browning of the natural landscape. The practice of drawing water
from rivers or groundwater to grow crops can be dated back more than five thousand years
in the region termed the Fertile Crescent-the land flanked by the Euphrates river to the
west and the Tigris River to the east. Much of the biophysical feedbacks relating overgrazing
to desertification can be inverted to relate irrigation to greening. As vegetation increases,
the surface albedo decreases, and while water supply increases, so does evapotranspiration.
The result is increased energy and water input to the atmosphere, the opposite effect of
mineral aerosols. Therefore, irrigation has the potential to enhance rainfall in nearby regions
subsequently watering and promoting the growth of surrounding vegetation.
With a better understanding of how the perturbed system behaves, it will be possible
to determine whether a dynamic equilibrium exists between dust emissions and vegetation
dynamics. In other words, by introducing a certain amount of irrigated land, is it possible
to reduce dust emissions to a level where the increase in precipitation due to irrigation
negates the decrease in rainfall due to dust loading? Or rather, is the system at an unstable
equilibrium, one at which any increase in irrigation will significantly reduce dust emissions
throughout the landscape? From land management to economic regulations, the implications
of these topics are broad in scope.
Coined "ground zero" for climate change due to its extreme climatic conditions and
highly susceptible population, West Africa has faced massive population growth, pervasive
poverty, and chronic food insecurity for decades. With nearly 80% of the population di-
rectly dependent on natural resources for their livelihood, the predicted impacts of climate
change or climate hazards on resource availability as well food security in the region could
be dramatic [Halle, 2011]. To this point, the region has been experiencing a long-standing
dry period since the early 1970's (see Figure 1-2). Consequently, West Africa has faced sig-
nificant vegetative droughts over the past twenty years, causing migration and social conflict
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Figure 1-2: Climate Research Unit normalized annual rainfall anomalies showing the long-
term trend in rainfall over West Africa (20-10'N, 20W-10E') highlighting the long current
drought in the region beginning in the 1970's.
across the region (Figure 1-3). In fact, some regions of Mauritania, Mali, Niger, and Chad
have experienced seasonal droughts more than 30% of the time over the past twenty years.
As a result, a concerted and multi-collaborative effort has recently developed in attempts to
curb these climatic-socio-economic conflicts.
Likewise, over Southwest Asia, low annual rainfall combined with long, hot, dry, summers
results in a scarcity of natural freshwater resources over the region [Rogers and Lydon, 1994].
For example, Bahrain, Kuwait, Saudi Arabia, and Qatar all consume more than 500% of their
natural freshwater resources (Figure 1-4). As a result of climate and over-consumption, the
region is not only blatantly water strained but also vulnerable to further changes in rainfall
and temperature, both of which will further effect water resources and consumption.
Both vegetative droughts over West Africa and freshwater strains in Southwest Asia
provide strong motivation for studying these climates and the effects of land surface forcings
on them. Given their particular fragile environments, the climate-dust-vegetation coupling
seems particularly pertinent for climate change over both regions. For example, over West
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Figure 1-3: Map taken from the United Nations Environmental Protection (UNEP)'s report
"Climate Change, Migration and Conflict in the Sahel" [2011] illustrating areas of West
Africa affected by vegetation drought and social conflict over the past twenty years.
Africa, the Niger River offers a freshwater source that to date has not been used for irrigation
extensively due to recent drought conditions in the region. However, in an FAO report
detailing irrigation potential in Africa, nearly 3 million hectares are suitable for irrigation
from the Niger River [FAO, 1997]. In contrast, the land between the Tigris and Euphrates
has been irrigated for thousands of years; the FAO estimates that nearly 5.5 million hectares
are used for irrigation in the country of Iraq. Conversely, dust storms originating from West
Africa are known to affect Atlantic basin hurricane activity as well as rainfall as far away as
the continental United States. Likewise, dust episodes over Southwest Asia cause major air
travel disruptions and have large economic impact on countries in the region.
From the above discussion comes the motivation for this work. How do dust emissions
and irrigation impact regional climates and how do they interact with each other? Since
both mineral aerosols and irrigation are commonly found in semiarid regions, it is logical to
assume this interaction is fundamental in understanding the biosphere-atmosphere coupling
in these water-limited, yet highly populated climate zones. Are there certain regions where
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Figure 1-4: Human Rights Development Report 2000 figure highlighting the stress on fresh-
water resources for Middle East countries. Blue bars indicate the actual freshwater with-
drawn compared to what is naturally available (in percentage).
irrigation significantly influences rainfall? What are the atmospheric controls that dictate
this feedback? Do dust emissions curtail such a feedback? Or conversely, does irrigation
mitigate dust emissions in surrounding regions?
To answer such inquiries, the use of a numerical climate model becomes paramount.
Physical modeling allows for the sensitivity of the climate-vegetation-dust system to be tested
under different lower boundary conditions. Therefore, one can decipher the perturbation to
climate caused by natural (dust emissions) versus anthropogenic (irrigation) surface forcings
over West Africa and Southwest Asia. Essentially, regional climate modeling can isolate and
then combine the effects of mineral aerosols and irrigation on these local climates.
1.2 Background
Considered a semi-arid and tropical region, rainfall over West Africa is largely influenced by
the northward monsoonal march of the Intertropical Convergence Zone. Shown in Figure
1-5 are zonally averaged observations for daily rainfall, temperature, aerosol loading, and
potential natural vegetation distribution across West Africa. Clearly seen is the northward
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progression of the monsoon during the summer months and its procession south by October
and November. Likewise, dust loading (AOD) reaches its maximum during the same season
further north over the Saharan Desert. Lastly, a marked, sharp gradient in vegetation occurs
from the rain forest of the Gulf of Guinea in the south, to the Sahelian savanna, and the
shrublands/deserts of the Sahara in the north.
In contrast, annual rainfall over Southwest Asia is remarkably less than that over West
Africa (200mm versus 2000mm). Yet, the dusty season also peaks through the summers
months similar to West Africa. For a detailed description of rainfall and dust emissions over
Southwest Asia, please see Marcella and Eltahir [2008a, 2012].
Vegetation, Temperature, Rainfall, and Aerosols over West Africa (15*E - 10 W)
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Figure 1-5: Climatology of two-meter temperature, rainfall, and dust loading over West
Africa (zonally averaged from 15'W-100E) with vegetation cover shaded from Foley et al.
[1996] natural vegetation dataset. Temperature (0C) and rainfall (mm/d) contours are taken
from the Climate Research Unit ground observations and dust loading (aerosol optical depth)
from Multi-angle Imaging SpectroRadiometer (MISR).
Much work examining the effects of land cover change and biosphere-atmosphere inter-
actions has been completed over West Africa. Following the aforementioned hypothesis of
Charney [1975] and Eltahir [1998]'s theoretical framework for a soil-moisture rainfall feed-
back, many studies have examined the impact of vegetation dynamics on the hydroclima-
tology of West Africa [Wang and Eltahir, 1999, 2000c; Irizarry-Ortiz et al., 2003; Liu, 2007;
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Patricola and Cook, 2008]. More recently, regional modeling studies such as the West Africa
Monsoon Modeling and Evaluation initiative (WAMME) have focused on the performance
of RCM's in simulating the current climate of West Africa [Druyan et al., 2009]. Similarly,
Steiner et al. [2009] found a strong coupling between modeled land surface induced energy
gradients and the resulting simulated atmospheric dynamics over West Africa. These results
confirmed the important study of Koster et al. [2004] which identified West Africa as one
of the three regions where a strong land-atmosphere coupling exist in general circulation
models via soil moisture-rainfall feedbacks (see Figure 1-6).
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Figure 1-6: Land-atmosphere coupling strength diagnostic from Koster et al. [2004] The
diagnostic examines boreal summer coupling of soil moisture and precipitation from twelve
general circulation models (GCM's).
While theoretical and modeling research in the region has been ongoing for many years,
the inclusion of mineral aerosols (and their effects on climate) over West Africa has only
recently been explored [Yoshioka et al., 2007]. For example, Konare et al. [2008] found
that including dust emissions reduces rainfall over the Sahel by altering moist static energy
gradients and altering the African Easterly Jet's strength and position. However, no work
to date has been completed in the three-way interactive coupling of vegetation, dust, and
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climate. That is, while studies have investigated climate-vegetation dynamics or mineral
aerosol-climate interactions, little work has shown how changes in vegetation or changes in
dust emissions affect each other and then ultimately regional climates. This thesis looks to
examine this three way coupling via a numerical modeling framework over West Africa.
In contrast to research over West Africa, little work has been completed in studying the
climate of Southwest Asia. Some prior studies include Walters [1988], which provides a thor-
ough description of circulation patterns over Southwest Asia, and Al Kulaib [1984a] which
describes some of the major climatic features of the country of Kuwait and the surrounding
area. Other analysis investigated the effects of mineral aerosols on the synoptic regimes over
the Middle East [Mohalfi et al., 1998]. Moreover, little work using regional climate models
(RCMs) to simulate the climate of this area has been performed. For example, Evans et al.
[2004] use Regional Climate Model version 2 (RegCM2) to study rainfall simulation over the
Middle East, while Marcella and Eltahir [2008b] improve RegCM3's performance of rainfall
prediction over the Arabian Peninsula. However, most regional modeling has focused either
on the Eastern Mediterranean or solely precipitation processes [Reddaway and Bigg, 1996;
Saaroni and Ziv, 2000; Zaitchik et al., 2007; Nazemosadat and Cordery, 2000; Evans, 2010].
This work provides a more thorough analysis of the summertime climate of Southwest Asia
and the role of certain land surface processes in shaping the region's surface climatology.
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1.3 Problem Statement
Climate change due to land cover perturbations is not fully understood over semi-arid regions,
those of which are also highly sensitive to both rainfall and temperature changes. In these
regions, vegetation, mineral aerosols, and climate are dynamically linked. In particular, the
West African climate system is strongly responsive to land surface processes. If irrigation
is introduced via the Niger River, rainfall patterns may change. Increases in rainfall may
lead to an increase in the surrounding vegetation and subsequent decrease in dust emissions
(Figure 1-7). Such a result could lead to a dramatic improvement in the quality of life over
West Africa. Conversely, it is possible that dust emissions may act to curb any changes in
the climate system caused by irrigation or any other land cover perturbation.
Dust Emissions-Irrigation Feedback
shortwave reflectedD
net longwaveD
#ens . dust laYe sensibl patDdug epension
wisho w orbedD If en heatD
shortw e incident,
shortwave abs ed
latent heat
sensible
fnet on aVe1
-I-
changes in vegetation
dry deposition
wind erosion and saltation
changes in rainfall
wet deposition
soil moisture
Figure 1-7: Schematic illustrating the important radiative and hydrological components over
desert and cropland regions as well as processes in potential feedbacks between dust emissions
and irrigation.
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1.4 Thesis Structure
Chapter two both introduces RegCM3, BATSle, IBIS, and the desert dust model, as well as
the coupling of IBIS to the dust module. Chapter 3 highlights the improvements made to
the dust model via incorporating sub-grid wind variability and lateral boundary conditions
for mineral aerosols while Chapter 4 summarizes the important land surface features in
simulating the summertime climate of Southwest Asia. Chapter 5 details RegCM3-IBIS
simulations of the West African climate system. Next, Chapter 6 explores the effects of dust
emissions on the West African monsoon where Chapter 7 examines the effects of irrigation
on the regional climate of West Africa. Finally, Chapter 8 summarizes the results, compares
the effects of dust and irrigation over Southwest Asia and West Africa, and provides insight
for future work.
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Chapter 2
Model Description and Development
The following chapter provides a detailed overview of the physics and features of Regional Cli-
mate Model version 3 (RegCM3) as well as the land surface schemes Biosphere-Atmosphere
Transfer Scheme le (BATS1e), Integrated Biosphere Simulator (IBIS), and the dust and
aerosol tracer-transfer model. Lastly, the coupling of IBIS to the dust and aerosol tracer
model is discussed.
2.1 Regional Climate Model Version 3
In an ideal numerical and computational environment, climate model simulations would ex-
tend globally as well as compute atmospheric and surface physics at the finest horizontal,
vertical, and temporal resolutions. However, in reality, such a scenario is computationally
infeasible. Therefore, regional climate models (RCMs) attempt to find accord between tem-
poral resolution and domain size while maintaining realistic computational times.
A limited area regional climate model is driven by time-dependent lateral boundary con-
ditions and initial conditions derived from a general circulation model (GCM) simulation
or reanalysis product [Elguindi et al., 2004]. Such high resolution models utilize one-way
nesting, where the RCM has no feedback on the coarse meteorological forcings at the bound-
aries. Rather, these forcings simply provide initial and boundary conditions for the regional
model. As a result, regional climate models, like RegCM3, are able to perform at resolutions
on the order of kilometers (10 km for RegCM3, where some numerical weather prediction
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models can reach even finer resolutions than this), while GCMs have spatial resolutions on
the order of hundreds of kilometers (approximately 10). The ability to simulate climates at
high spatial resolution offers significant advantages for studying regional weather and climate
patterns [Giorgi et al., 1998]. For example, with finer spatial resolutions, topography as well
as mesoscale meteorological features are better represented, both which can markedly affect
local climates.
Originally developed at the National Center for Atmospheric Research (NCAR), but now
maintained at the International Center for Theoretical Physics (ICTP), RegCM3 is a three-
dimensional, hydrostatic, compressible, primitive equation, sigma-coordinate (Figure 2-1),
RCM. RegCM3 traces its ancestry from NCAR's RegCM, which was developed from the
work of Dickinson et al. [1989], Giorgi and Bates [1989], and Giorgi [1990]. The model main-
tains much of the dynamical core of NCAR/Pennsylvania State University's (PSU/NCAR)
mesoscale model, MM4 [Anthes et al., 1987].
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Figure 2-1: Diagram showing terrain-following vertical structure of RegCM3. Example given
for a 16 vertical layer sigma-coordinate model (RegCM3 offers 18 levels). Dashed lines
denote half-sigma levels, solid lines denote full-sigma levels. (Adapted from the PSU/NCAR
Mesoscale Modeling System Tutorial Class Notes and User's Guide).
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2.1.1 Atmospheric Model Description
Model Dynamics
RegCM3 works on the basic governing equations of atmospheric motions. Essentially, RegCM3
implements conservation of mass, energy, momentum, and water vapor while assuming air
behaves as an ideal gas. The model's dynamic equations and numerical discretizations are
best described by Grell et al. [1994]. Below are the relative equations that describe the
atmospheric dynamics in RegCM3:
Horizontal Momentum Equations
Op*u (Op*u/m OP*vn/ m p*u& , RT1 Op* +#
at Ox Oy 0- _(p* + pt/o-) Ox Ox]
+ fp*v + FHu + Fvu (2.1)
and,
Op*v _ 2 (Op*uv/m + Op*vVu/rm Op*Vu8 *, RT-, Op* + 1#
at Ox Oy 8cr (p* + p±/o-) Oy Oy
+ fp*u + FHv + FVv (2.2)
where, u and v are, respectively, the east-west and north-south components of velocity, T,
is the virtual temperature, # is the geopotential height, f is the coriolis parameter, R is the
gas constant for dry air, m is the map scale factor for Lambert Conformal, Stereographic, or
Mercator map projections, & = d, FH and Fv represent the horizontal and vertical diffusion,
respectively and lastly, p* = p, - pt, where p, is the surface pressure and pt is the top of
atmosphere pressure, which is specified as 5 mb in RegCM3.
Continuity Equation
Vertical integration of Equation 2.3 yields the temporal variation of the surface pressure in
RegCM3. Therefore, after calculating the surface pressure tendency, -u, the vertical velocity
41
in sigma coordinates, &, can be computed at each level in the model as such 2.3:
OP* _M2 Op*u/rm
at _ Ox
1
p*
S p*
0 
.a 
t
+ Op*v/m
/Op* u/rn
+m O2
ax
+ do-
19y 
_
where o-' is a dummy variable of integration and r(or = 0) = 0 [Elguindi et al., 2004]
Thermodynamic and Omega (w) Equation
The thermodynamic equation can be written as follows:
m2 (Op* uT/m
ax
Op*vT/m)
+ 0
Op*T&
OCT
+ RTw
Cpm(0 + Pt /past)
+ + FHT + FvT
Com
where, Cpm is the specific heat for moist air (at constant pressure) and is defined as
(2.5)
Cpm = Cp(1 + 0.8qv), Q is the diabatic heating term, FHT represents horizontal diffusion
while FVT represents the effect of vertical mixing and the dry convective adjustment [El-
guindi et al., 2004] w is defined as:
dp*
dt
and, by definition, the total derivative for p*:
dp* OP*
dt Ot Op*x
Op*
+v V0)
(2.6)
(2.7)
Hydrostatic Equation
Geopotential heights are calculated from the hydrostatic equation using the virtual temper-
ature, Tv = T(1 + 0.608 q,) where, q, qc, and q, are the water vapor, cloud water/ice, and
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(2.3)
(2.4)
Op*T
at
rain water/snow mixing ratios.
= -RTv 1 + qc+qr
d1n(-+ pt /p*) [ 1 + q, I (2.8)
Radiation Scheme
RegCM3 employs the radiation scheme of NCAR's Community Climate Model version 3
(CCM3) [Hack et al., 1993]. The radiation package is called at intervals of 30 minutes
regardless of the temporal or spatial resolution of the simulation [Elguindi et al., 2004].
Fluxes for longwave, shortwave, and surface radiative energy components are held constant
between intervals [Kiehl et al., 1996].
With a top down approach, insolation at the top of atmosphere (TOA), S1 , can be
expressed as:
S = Soe cos ( (2.9)
where So is the solar constant, e is the eccentricity factor, and ( is the solar zenith angle [Kiehl
et al., 1996]. Within RegCM3, the diurnal cycle is calculated as exactly 24 hours long, while
the calendar year contains exactly 365 days. These are calculated by the following equations:
cos ( = sin # sin 6 - cos # cos o cos(27rtiocai)
cos E =1.000110 + 0.034221 cos 00 + 0.001280 sin 00 + 0.000719 cos 200
+ 0.000077 sin 200
(2.10)
(2.11)
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6 =0.006918 - 0.399912 cos 0o + 0.070257 sin 0 - 0.006758 cos 200
+ 0.000907 sin 200 - 0.002697 cos 300 + 0.001480 sin 300 (2.12)
where 0 represents the mean orbit angle, c is the latitude in radians, 6 symbolizes the solar
declination in radians, and tlocal is the calendar day in local time [Kiehl et al., 1996]. The
formulation of cos ( is taken from Sellers [1965] and equations for E and 6 are drawn from
Paltridge and Platt [1976].
Once TOA solar insolation is calculated, RegCM3's radiation scheme determines the
fraction of TOA energy that reaches the surface. From this value and surface characteristics,
RegCM3 determines the portion of that energy which is reflected by the surface, the albedo.
This calculation is performed using the 6-Eddington approximation, originally attributed to
both Joseph et al. [1976] and Coakley Jr. et al. [1983], but fully documented in Briegleb
[1992].
The scheme divides the solar spectrum into 18 spectral intervals, each spectral interval
covers wavelengths important for radiatively relevant interactions with atmospheric chem-
istry (7 for 03, 1 for visible, 7 for H20, 3 for C0 2) [Kiehl et al., 1996]. Each layer of the
atmosphere in RegCM3 (Figure 2-1) is modeled as a well-mixed (homogeneous) blend of all
radiatively significant elements. From here, reflectivity and transmissivity are calculated for
each layer, and then combined together allowing scattering between layers [Kiehl et al., 1996].
This calculation produces the spectral fluxes (upward and downward) at each layer interface,
which then accumulate over multiple spectral intervals which yields broad band fluxes. Sub-
sequently, these broad band fluxes are used to determine the radiative heating rate and the
cosine of the solar zenith angle, both key inputs to other schemes [e.g. Dickinson's BATSle,
Zeng's ocean flux parameterization] found in RegCM3.
Based on Ramanathan and Downey's [1986] absorptivity and emissivity formulation,
fluxes of longwave radiation (FI&FT) are calculated as follows:
F1(p) = B(0)(0, p) + oz(p, p')dB(p') (2.13)
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and,
PSFT (p) =:B (Ts) - jp a (p, p') dB (p') (2.14)
where B is the Stefan-Boltzmann relation
B(T) = o-T 4  (2.15)
T is temperature, T, is surface temperature, a is the Stefan-Boltzmann constant, a is the
absorptivity, F is the emissivity, p, is surface pressure, and p, p' are pressures [Kiehl et al.,
1996].
While the 6-Eddington approximation calculates absorption of radiative energy for mul-
tiple atmospheric gases [i.e. C0 2 , 03, etc.], the effect of clouds on solar radiation is parame-
terized by the work of Slingo [1989] and Ebert and Curry [1992]. More specifically, for cloud
droplets that are in the form of liquid water, optical properties of clouds [e.g. single scatter-
ing albedo, asymmetry parameter, extinction optical depth, forward scattering parameter]
are calculated based on the cloud water path and droplet effective radius. The cloud water
path (CWP) is inputed into the radiation package from both the convective and large-scale
precipitation schemes [Kiehl et al., 1996]. It is important to note that the cloud radiative
properties depend on the phase of water [i.e. liquid water (warm) cloud or ice (cold) cloud]
and calculated at each individual spectral interval [Kiehl et al., 1996]. However, when partial
cloudiness occurs or clouds overlap, a simplified parameterization which complies with the
random overlap assumption, benchmarked by Briegleb [1992], is implemented by RegCM3.
For a full description of the radiation package within RegCM3, please refer to Kiehl et al.
[1996].
Boundary Layer Physics
Holtslag's [1990] non-local planetary boundary layer (PBL) scheme, developed for NCAR's
CCM3, is used to parameterize boundary layer physics in RegCM3. The local diffusion
scheme assumes that the flux of any variable (e.g. momentum, water vapor, latent heat)
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maintained by turbulence can be determined by the local gradient of that given quantity
[Kiehl et al., 1996]. This assumption holds true when the height of the PBL is larger than
the length scale of the largest turbulent eddies. However, the assumption breaks down for
relatively large turbulent eddies where the flux can actually run opposite to the local gradient
[Kiehl et al., 1996; Deardorff, 1972; Holtslag and Moeng, 1991]. Large eddies, which are
often associated with unstable or convective atmospheric conditions, are, in general, poorly
represented by local diffusion schemes as that used prior to RegCM3. Therefore, it becomes
necessary to employ a non-local PBL parameterization [Kiehl et al., 1996]. In a non-local
PBL scheme, the diffusion is modified in such a way that the vertical eddy flux of a substance
C [e.g. momentum, water vapor, latent heat], w'C', at a given height z is described by:
w'C' = -K Ke - '-e ( 2.16 )OZ
and, Kc is calculated from:
z2
Ke=kwtz 1- - (2.17)
h
where, wt is the turbulent velocity scale (~ 40 m in RegCM3), k is the von Karman constant,
and h is the PBL height solved iteratively using:
Ricr,[u(h)2 + v(h) 2]
(g/6O)(O6(h) - Os)
in Equation 2.18, the critical bulk Richardson number for the PBL is represented by Ric,
u(h) and v(h) are the horizontal velocity components at height, h, g is the acceleration
due to gravity, O6(h) is the virtual temperature at h, and Os is a measure of the surface air
temperature.
Convection Schemes
Since atmospheric convection occurs at horizontal resolutions on the order of 1 kilometer or
less, most models are required to parameterize this process by assuming that the statistical
properties of convection can be deduced from large resolvable scale processes. RegCM3 offers
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a total of three such convection schemes: the Kuo scheme [Anthes, 1977]; the Grell scheme
[Grell, 1993]; and the Emmanuel scheme [Emanuel, 1991]. The Grell scheme offers two
different closure assumptions: the Arakawa & Schubert closure (AS74) [Grell et al., 1994] or
the Fritsch & Chappell closure (FC80) [Fritsch and Chappell, 1980]. In this study, the Kuo
scheme is used in simulations over Southwest Asia and Grell scheme (AS closure) over West
Africa. Therefore a detailed description of these two schemes follows.
Kuo Scheme
Developed by Anthes [1977], and later simplified by Anthes et al. [1987] to be included in
PSU/NCAR's MM4, the Kuo scheme, named for the work of Kuo [1974], is triggered when
the total horizontal moisture convergence exceeds a critical threshold value [Anthes, 1977].
Figure 2-2 depicts a simple diagram of the fundamental processes that are modeled in the
Kuo scheme.
The vertically integrated moisture convergence, Mt, is calculated as:
Mt = Vp vdo- (2.19)
9 / Jo m
where m is the mass flux, g is acceleration due to gravity, Vp* is a function of surface and
top of model pressure, V is dependent on horizontal velocity, q, is the mixing ratio of water
vapor, and o is the vertical sigma level. The vertically integrated moisture convergence term,
Mt, only includes the advective tendencies for water vapor. However, a potential feedback
between rainfall in a prior time step and current moisture convergence can occur. That is,
evapotranspiration from a prior time step is indirectly included in the moisture convergence
since it will moisten the lower atmosphere. As a result, as evapotranspiration increases, more
and more of it can be recycled into rainfall, assuming that the column remains convectively
unstable [Pal, 2001].
As shown in Figure 2-2, a fraction of the total moisture convergence in the cumulus
convection is converted to precipitation, R:
R = Mt(1 - 3) (2.20)
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Figure 2-2: Diagram showing the major components of the Kuo convection scheme [Anthes,
1977].
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where 3 is the precipitation efficiency factor which is a function of the average relative
humidity RH as follows:
S=-2(1 - RH) RH > 0.5
-1 otherwise (2.21)
The remaining fraction, /, moistens the column [Anthes, 1977]. In theory, the latent heat re-
leased by condensed water (that is subsequently reevaporated before escaping from the cloud)
should be distributed as a function of both the height of condensation and reevaporation
[Anthes, 1977]. However, this process is parameterized in the Kuo scheme by distributing
the latent heat from condensation along the cloud using a parabolic heating profile, which
allocates the maximum heating to the upper part of the cloud [Pal, 1997].
Moreover, over semi-arid regions, neglecting sub-cloud layer evaporation from convective
rainfall leads to an overestimation of simulated precipitation [Marcella and Eltahir, 2008b].
As a result, rainfall evaporation is added to the scheme via the work completed in Marcella
and Eltahir [2008b] and similar to the large-scale precipitation evaporation scheme detailed
below.
Grell Scheme
Similar in structure to the Arakawa & Schubert convective scheme [1974], the Grell scheme
offers a basic representation of cumulus convection. Triggered when a lifted parcel of air
becomes positively buoyant, the Grell scheme has been most successfully and widely used
over domains of the Midwest United States of America. As shown in Figure 2-3, the scheme
simply models clouds as two steady-state circulations: an updraft and a downdraft [Grell
et al., 1994]. It is important to note that no mixing is allowed between the cloudy air and
the environmental air along the length of the column, rather it is allowed only at the top
and bottom of the circulations [Grell et al., 1994]. Therefore, entrainment or detrainment
from the sides of a cloud is prohibited. In arid regions, this may be an important process
that is ignored in the Grell scheme. In addition, mass flux, md is held constant with height,
z, and since no entrainment or detrainment occurs along the edges of the cloud, this can be
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Figure 2-3: Conceptual diagram of the Grell convection scheme adapted from Grell et al.
[1994].
represented numerically as:
for the updraft:
mU(z) = mu(zb) - mb (2.22)
and, for the downdraft:
md(z) = md(zo) = Mo (2.23)
where m, and md represent the updraft and downdraft mass flux, respectively, Zb the origi-
nating level of the updraft mass flux, and zo is the originating level of the downdraft mass
flux. Also, mb and mo are the mass fluxes of the updraft and downdraft at their originating
levels [Grell et al., 1994]. Maximum and minimum moist static energy values dictate the
originating levels, h, for both the updraft and downdraft, respectively. Mathematically, this
is expressed as:
h(z) = CpT(z) + gz + Lvq(z) (2.24)
where z is the height, C, being the specific heat of air, T(z) the temperature of air at height
z, g the acceleration due to gravity, L, the latent heat of vaporization of water, and q(z) the
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specific humidity at height z.
Given boundary condition values, the downdraft's originating mass flux can be defined
as a function of the updraft mass flux at the originating level and the precipitation efficiency
Winter [2006]:
MO = (2.25)
12
I1 represents the normalized updraft condensation, 12 the normalized downdraft evaporation,
and 3 the fraction of the updraft condensation that reevaporates in the downdraft [Pal, 1997].
In addition, (1 - #), the precipitation efficiency, is dependent on wind shear. Therefore, the
Grell scheme simulates rainfall, R, as:
R = Jimb( 1 - 0) (2.26)
Heating and moistening in the Grell scheme is calculated from mass fluxes as well as de-
trainment at the top and bottom of the cloud [Pal, 1997]. Moreover, both the cooling effects
of moist convective downdrafts as well as an upper limit on lateral mixing are included to
avoid zero-order sources of error [Grell et al., 1994].
As mentioned prior, due to the simplistic nature of the Grell scheme, two closure as-
sumptions for the parameterization are available in RegCM3. Although in this study results
presented are from the Grell scheme closed with the Arakawa & Schubert method (AS74)
technique, simulations were performed with both closures.
The quasi-equilibrium AS74 closure is the default technique used in RegCM3. The AS74
closure models tropical, persistent, convection while assuming that the environment is stabi-
lized by clouds at the same rate that it is destabilized by non-convective processes [Elguindi
et al., 2004]. This expression can be mathematically described as:
dABE dABELS dABEcu
dt - dt + dt
where ABE is the available buoyant energy, LS is the subscript for large-scale, and CU is the
subscript for cumulus convection [Pal, 1997]. Expressed as a mass flux, mb, the relationship
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is:
ABE" - ABE
mb NAAt (2.28)
where, ABE" is the buoyant energy generated by non-convective processes available for
convection over the time period At and NA is the rate of change of ABE per unit mb.
On the other hand, the Fritsch and Chappell closure better models mid-latitude, explosive
convection events. The technique assumes that convection removes the available buoyant
energy, ABE, over a given time scale as follows:
ABE
mb = (2.29)NAT
where T is the ABE removal time scale
Large-Scale Precipitation Scheme
Large, resolvable-scale clouds and precipitation are calculated using the Subgrid Explicit
Moisture Scheme (SUBEX) of Pal [2001]. Drawing from the work of Sundqvist et al. [1989],
SUBEX relates the average grid cell relative humidity, rh, to the cloud fraction and cloud
water found in the grid cell using the following relationship:
Frh - rh
FCLS __ min (2.30)
rhmax - rhmin
where FCLS is the fractional cloud cover, rhmin is the relative humidity threshold in which
clouds begin to form, and rhmax is the relative humidity threshold at which the fractional
cloud cover reaches unity [Pal, 2001]. If rh < rhmin, then FCLS is assumed to be zero, and
when rh > rhmax, FCLS is assumed to be unity.
When cloud water QLS content breaches the autoconversion threshold Qch, precipitation
pLS forms as such:
PLS = Cppt (QLS/FCLS - Qth)FCLS (2.31)
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where, Cpt is the autoconversion rate. Conceptually, 1/C,,t can be thought of as the char-
acteristic time required for cloud droplets to convert into rain droplets. Once precipitation
forms, it is assumed to fall instantaneously. Qth is empirically derived from:
Qth = Cacs 10 -o.49+O.013T (2.32)
with, T, temperature in degrees Celsius and Cacs is the autoconversion scale factor, which
accounts for the land or ocean based threshold that results from differences in density between
land and ocean-based clouds due to differences in cloud condensation nuclei's over land and
ocean. In addition, SUBEX includes calculations for physically important precipitation
processes such as raindrop accretion and evaporation. The representation of accreted cloud
water from falling rain droplets follows the work of Beheng [1994], where the amount of
accreted water, Pacc, is expressed as:
Pacc - CaccQLSpsum (2.33)
with Cacc being the accretion rate coefficient and Pum the accumulated large-scale precipi-
tation from above falling through the cloud grid cell. In addition, evaporation from falling
raindrops, a function of the ambient relative humidity, temperature, and pressure, is ac-
counted for using the formulation of Sundqvist et al. [1989] and improved upon by the work
of Marcella and Eltahir [2008b] by introducing the effects of water diffusivity:
Pevap = C'vap(1 - RH) P12 (2.34)
Here, Pevap and is the amount of evaporation, RH is the layer's relative humidity, and C' yap
is defined as:
C-a = Cevap T 4P (2.35)
where Cevap is a rate coefficient, To and P are the temperature and pressure, respectively at
a given atmospheric level, and T* and P* take reference values of 273.15K and 1013.25 mb.
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Ocean Flux Parameterization
For all simulations in this study, the Zeng ocean surface scheme is used within RegCM3.
Therefore, for ocean cover in model runs, sensible heat SH, latent heat LH, and momentum
T fluxes are all approximated by the following bulk aerodynamic algorithms:
SH =-PaCaU,,O (2.36)
LH -paLvu*q* (2.37)
T PaU(U + U) (2.38)
where pa is the air density, Cpa the specific heat of air, u, is the frictional wind velocity, O, is
the temperature scaling parameter, Lv is the latent heat of vaporization of water, q, is the
specific humidity scaling parameter, ux is the mean zonal wind component, uY is the mean
meridional wind component, and u is wind speed [Elguindi et al., 2004]. For a more rigorous
description of the Zeng ocean scheme please refer to Zeng et al. [1998].
2.1.2 RegCM3 Datasets
Four different reanalysis datasets are available for use as initial and boundary conditions in
RegCM3: the National Centers for Environmental Prediction (NCEP) reanalysis 1 dataset
(NNRP1) [Kalnay et al., 1996], the NCEP reanalysis 2 dataset (NNRP2) [Ebisuzaki, 2005],
the European Centre for Medium-Range Weather Forecasting (ECMWF) reanalysis dataset
[European Centre for Medium-Range Weather Forecasts, 1995], and the ECMWF 40-year
reanalysis (ERA40) dataset [Uppala et al., 2005]. In addition, output from a number of
GCMs may also be used to drive the boundaries of RegCM3. For simulations performed over
Southwest Asia in this study NNRP2 (Chapter 3) & ERA40 (Chapter 4) lateral boundary
conditions (LBCs) are used. However, West African simulations were forced with ERA40
LBCs in Chapters 5-7.
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Since RegCM3 lacks an interactive ocean model, sea surface temperatures, (SSTs) are
prescribed by the National Oceanic and Atmospheric Administration (NOAA) Optimum
Interpolation Sea Surface Temperature (OISST) dataset [Reynolds, 2002] or the Hadley
Centre Meteorological Office Global Sea Surface Temperature (GISST) dataset [Rayner et al.,
1996]. Depending on the simulations' start year, both datasets are used in the following
experiments and both have a one degree by one degree resolution.
Finally, two land surface datasets are used to initialize RegCM3. The first dataset de-
scribing topography, is derived from elevations provided in the United States Geological
Survey's (USGS) Global 30 arc second elevation dataset (GTOPO30) [United States Ge-
ological Survey, 1996]. Land cover is given by the USGS GLCC dataset [United States
Geological Survey, 1997] for BATS1e simulations, and by Foley et al. [1996]'s potential nat-
ural vegetation dataset for IBIS experiments. While GTOPO30 and GLCC have spatial
resolutions of 30 arc seconds and 1 km respectively, both are used in 2, 3, 5, 10, 30, or 60
minute resolutions.
2.2 Biosphere-Atmosphere Transfer Scheme le
Dickinson et al. [1993]'s land surface model, Biosphere-Atmosphere Transfer Scheme le
(BATS le), offers a representation of the physics of land surface processes coupled to RegCM3's
atmospheric model. For simulations performed over Southwest Asia, RegCM3-BATS1e was
used. The overall structure of BATS1e is shown in Figure 2-4. Seven primary tasks are
performed by the land surface scheme.
To begin with, BATS1e assigns both vegetation and soil characteristics for each grid cell in
the model. Available in different resolutions, the United States Geological Survey's (USGS)
Global Land Cover Characterization (GLCC) dataset is used to assign the vegetation type
for each grid cell [United States Geological Survey, 1997] (see Table 2.1). It is important to
note that vegetation type dictates the soil characteristics for a given grid cell in BATSle.
For example, a desert grid point would be assigned a coarse, sandy, soil texture.
Next, the scheme calculates albedo over sea ice, bare soil ,and vegetated land. The albedo
is a a function of multiple surface characteristics [e.g. soil type, soil moisture, and sun angle].
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calculate draq coefficient and momentum draq
test vegetated land, sea
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test convere ence
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and snow cover
compute sensible and latent heat fluxes to
atmosphere and daily average diagnostics
Figure 2-4: Flow chart for Biosphere-Atmosphere Transfer Scheme version le (BATSle)
[Dickinson et al., 1993].
The albedo of a vegetated surface is determined by the vegetation type, with albedos for
each vegetation drawn from multiple studies, but mainly Monteith [1976].
Calculation of the surface drag coefficient CD, is the third major set of computations
that BATS1e must perform. The fourth set of tasks performed by BATS1e includes all plant
water budget calculations [e.g. foliage and stem water fluxes, resistance (stomatal and water
induced) limited transpiration, and precipitation interception].
Next, transpiration, Etr, is determined using a similar scheme to the one-layer formulation
credited to Monteith [Thom and Oliver, 1977]. Major differences between Dickinson et al.'s
formulation and Monteith's include having a partially wetted canopy, as well as explicitly
separate equations/resistances for energy fluxes between foliage and air within the canopy,
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Land Cover Vegetation
Crop/Mixed Farming 1
Short Grass 2
Evergreen Needleleaf Tree 3
Deciduous Needleleaf Tree 4
Deciduous Broadleaf Tree 5
Evergreen Broadleaf Tree 6
Tall Grass 7
Desert 8
Tundra 9
Irrigated Crop 10
Semi-Desert 11
Ice Cap/Glacier 12
Bog/Marsh 13
Inland Water 14
Ocean 15
Evergreen Shrub 16
Deciduous Shrub 17
Mixed Woodland 18
Forest/Field Mosaic 19
Water and Land Mixture 20
Table 2.1: BATS1e
lass Vegetation albedo V
wavelengths < 0.7pm wa
0.10
0.10
0.05
0.05
0.08
0.04
0.08
0.20
0.10
0.08
0.17
0.80
0.06
0.07
0.07
0.05
0.08
0.06
0.06
0.06
vegetation types [Winter, 2006].
or between air within the canopy and air above the canopy [Winter, 2006].
Once transpiration is calculated, the foliage temperature is solved for iteratively and
mainly a function of heat and moisture transport within the canopy [Dickinson et al., 1993].
Task six involves computing soil, snow, or sea ice surface temperatures dependent on radia-
tion inputs, soil/snow heat capacity, and thermal conductivity [Dickinson et al., 1993].
Lastly, soil moisture is determined through a water balance formulation including evapo-
ration as well as surface and groundwater runoff. In BATSle, the soil profile contains three
layers: a 10 cm surface soil layer, a I to 2 m root layer, and a 3 m deep soil layer [Pal et al.,
2000]. Once water is applied to the soil surface through either snowmelt or rainfall, it is
partitioned to either runoff or infiltration, and then permitted to move between the three
layers based mainly on vegetation and soil properties [Dickinson et al., 1993]. In addition,
evaporation from the soil is modeled as function of the aerodynamic characteristics of both
the soil surface and the soil conductivity [Dickinson et al., 1993]. The partitioning of runoff
and infiltration is primarily a function of soil moisture where little runoff will occur from soils
at field capacity. Therefore, nearly all water is sent to runoff from saturated soils [Dickinson
et al., 1993].
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velengths < 0.7pm
0.30
0.30
0.23
0.23
0.28
0.20
0.30
0.40
0.30
0.28
0.34
0.60
0.18
0.20
0.20
0.23
0.28
0.24
0.18
0.18
2.3 Integrated Biosphere Simulator
Developed at the University of Wisconsin-Madison by Foley et al. [1996], Integrated Bio-
sphere Simulator (IBIS), is a dynamic vegetation biosphere model that simulates water,
energy, and carbon fluxes. A thorough description of the biophysical processes of IBIS can
be found in Foley et al. [1996] and Thompson and Pollard [1995]. Due to its greater com-
plexity and representation of vegetation dynamics, experiments carried over West Africa use
RegCM3-IBIS as detailed in Winter [2010].
Organized with respect to temporal scales, IBIS contains four modules for modeling
different land processes: 1) land surface processes (water, energy, momentum, and carbon
balances), 2) soil biogeochemistry (carbon and nitrogen cycling between plants and soil), 3)
vegetation dynamics, and 4) vegetation phenology (see Fig. 2-5).
IBIS Structure
Atmosphere
(prescribed atmospheric datasets)
'I
temperature,
photosynthesis
-mmm- lbudburst
I daily LAI
Isenscence !dormancy |
gross photosynthesis
& foliage respiration
vegetation
structure &
photosynthesis
A==
Vegetation Dynamics Module
gross primary leaf net primary
production respiration production
'I
allocation and growth of leaves, mortality and
turnover roots & stems disturbance
litter fall I nitrogen supply
Below Ground Carbon and
Nitrogen Cycling Module
carbon cycling
decomposition of litter & soil
organic soil matter respiration
I t
nitrogen cycling
nitrogen nitrification denitrification
minerlization
t ~ minutes, hours t ~ days to weeks
Figure 2-5: Adapted from Winter [2010], flow
of IBIS with varying timescales.
t ~ years
chart illustrating the four different modules
2.3.1 Land Surface Physics
Derived from Thompson and Pollard [1995]'s Land Surface Transfer Model, the land sur-
face module of IBIS simulates water, energy, momentum, and carbon balances for the soil-
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vegetation system. The land surface model features two vegetation canopies (layers), up
to six soil layers and three snow layers. Thus, the land surface model can resolve changes
in state variables both within the lower and upper vegetation canopies (grasses and trees,
respectively,) as well as each soil/snow layer [Kucharik et al., 2000]. Accordingly, in all
formulae presented in the following section, the subscripts u, s, and 1 refer to upper canopy
leaves, upper canopy stems, and lower canopy vegetation, respectively, and the subscripts a,
1, 12, 2, 3, 34, 4 are heights that reference the atmospheric forcing height, top of the upper
canopy, middle of the upper canopy, bottom of the upper canopy, top of the lower canopy,
middle of the lower canopy, bottom of the lower canopy [Pollard and Thompson, 1995].
Radiation
Separate calculations for solar and infrared radiation for each vegetation canopy are used by
IBIS with solar radiation split into two wavelengths, one for visible (0.4pm to 0.7pm) and
one for near infrared (0.7pum to 4.0pm). The amount of infrared radiation (IR) reflected,
absorbed, and transmitted by a plant is a function of both its foliage density and Ib, the net
upward flux of IR from the surface:
Ib = (1 - fM)IT + f,[(1 - Ce)(1 - Ec)It + e-uuT4 + e(1 - U)o-T 4 (2.39)
where fu is fractional cover, I is the upward IR flux between the upper and lower canopies, C"
and c, are emissivities, o- is the Stefan-Boltzmann constant, and Tu and T, are temperatures
[Foley et al., 1996].
Wind speed and Turbulent Fluxes
Using a diffusive model, the turbulent fluxes and wind speeds are computed within each
canopy layer, with a general solution as follows:
V(z)2 = Ae^z + Be-Az (2.40)
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here, v(z) is mean meridional wind speed at height z, A is a function of the effective drag
coefficient and effective diffusion coefficient within the canopy, and A and B are arbitrary
constants determined by boundary conditions [Thompson and Pollard, 1995].
The wind speed, above and between layers, is modeled using mixing-length logarithmic
profiles [Foley et al., 1996]. For Za, zi:
z)n (z -d) Fn/ 2  (2.41)
and between z2 , z3
v (z) = 1 1n z - d, Fm_ 1/2 (2.42)
where r is the horizontal wind stress, p the air density neglecting height variation; k is the
von Karman constant, dv, d, are zero-plane displacement heights, zov and zo0 are roughness
lengths, and Fmo and Fmi are non-neutral stratification corrections [Thompson and Pollard,
1995]. Below the lowest canopy layer an empirically derived linear function is used to describe
wind speed [Kucharik et al., 2000].
Evapotranspiration
Calculated as the sum of evaporation from the soil surface, evaporation from water inter-
cepted by the canopy, and transpiration from plants, evapotranspiration is computed by IBIS
via the three equations below. Evaporation from the soil surface is a function of wind speed
and the relative humidity at the surface, which is a function of soil temperature and soil
moisture [Foley et al., 1996]. Next, evaporation from canopy interception is simulated using
a parameterization that describes cascading of rain and snowfall through the canopy. Lastly,
transpiration is calculated independently for each plant functional type (PFT) depending
primarily on stomatal conductance:
E, = psf,"t(qsat (T,) - q1 2 ) (2.43)
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[fwt (1 - fwet)f sto ( L AIE = psi fiJet + - 1 + rs1  LAIS ) (qsat(T) - q3 4) (2.44)
~1 + risi (L AI, + S AIi _I
E. = psu fuet + (1 f "W)f (qsat(Tu) - q12) (2.45)
where p is the density of near surface air; se, se, si are transfer coefficients; f we, fswt,
f 1Wet are wetted fractions; f"to, fsto are 0.5 for leaves with stomata on one side, and 1 for
leaves with stomata on both sides; rs, ri are stomatal resistances; qsat(Tu), qsat(Ts), qsat(Ti)
are saturation specific humidities at the temperatures Tu, Ts, T, respectively; q12, q34 are
specific humidities; LAI is the leaf area index; and SAl1 is the stem area index [Pollard and
Thompson, 1995].
Each soil layer in IBIS is independently resolved and defined by its temperature, fractional
liquid water content relative to ice-free pore space (soil moisture), and fractional ice content
relative to total pore space (soil ice) in order to capture the diurnal and seasonal cycles of
moisture and temperature in the soil [Foley et al., 1996]. The Richard's equation is used to
compute time dependent changes in soil moisture while Darcy's law is used to calculate the
vertical flux of water. The soil water budget contains calculations for the rate of infiltration,
evaporation of water from the surface, transpiration, and redistribution of water within the
soil profile [Kucharik et al., 2000]. It is important to note that the lower boundary of the
soil allows no heat or water diffusion, and drainage is a user-defined value between 0 (no
drainage) and 1 (free drainage) with 0 used in these experiments. Lastly, all processes within
the land surface model operate on timescales of one hour.
Canopy physiology, which regulates water vapor and carbon dioxide fluxes between the
vegetation and atmosphere, is also represented in the land surface module of IBIS. IBIS
employs a mechanistically based approach for photosynthesis [Farquhar et al., 1980; Far-
quhar and Sharkey, 1982] and stomatal conductance [Ball et al., 1986; Lloyd, 1991; Lloyd
and Farquhar, 1994; Friend, 1995; Leuning, 1995] which differs from most surface physics
models which use empirical relationships between light, temperature, and water vapor pres-
sure. That is, photosynthesis in IBIS is a function of absorbed light, leaf temperature,
CO 2 concentration in the leaf, and the Rubisco enzyme capacity for photosynthesis, while
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stomatal conductance is dependent on photosynthetic rate, CO 2 concentration, and water
concentration [Winter, 2010].
2.3.2 Vegetation Phenology
Run daily, the vegetation phenology module contains a set of rule-based formulations that
describe the relationship between seasonal changes in vegetation and seasonal climatic condi-
tions [Winter, 2010]. Such phenological processes include the annual leaf cycle of deciduous
trees, the response of trees to drought, and changes in physiological activity in evergreens.
For example, the leaves of winter-deciduous plants fall when the daily average tempera-
ture drops below a critical threshold and repopulated when the temperature rises in spring
[Foley et al., 1996]. The equation for senescence, Ldip, assuming that the average 10-day
temperature is less than the temperature threshold ,Tthresh, can be expressed:
L -i, =max(0.0, Tthresh -dfrac) (2.46)
where, Tthe.cs is defined as,
Tthres h= max(0, Tc + 50C) (2.47)
where Ldip is a fraction used to update leaf area index (LAI) and canopy fractions, dfrac is
the inverse of the number of days to affect phenology change, and Tc is the coldest average
monthly temperature [Winter, 2010].
For this study, it is important to note that the leaves of drought-deciduous plants (tropical
deciduous trees) are removed during the least two productive months of the year as dictated
by the previous year's carbon cycle.
2.3.3 Vegetation Dynamics
When the model is initialized, one of sixteen biomes is specified for each land grid cell in
an IBIS simulation using the natural vegetation input dataset of Foley et al. [1996]. Then,
based on specific climate variables, contained in input datasets, vegetation cover for both
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the upper and lower canopies is assigned using a distribution of one or more of the thirteen
PFTs (table 2.2).
Biome
Tropical Evergreen Forest
Tropical Deciduous Forest
Temperate Evergreen Broadleaf Forest
Temperate Evergreen Conifer Forest
Temperate Deciduous Forest
Boreal Evergreen Forest
Boreal Deciduous Forest
Mixed Forest / Woodland
Savanna
Grassland / Steppe
Dense Shrubland
Open Shrubland
Irrigated Cropland
Desert
Cropland
Polar Desert / Rock / Ice
Ocean
Inland Water
Plant Functional Type
Tropical Broadleaf Evergreen Trees
Tropical Broadleaf Drought-Deciduous Trees
Warm-Temperate Broadleaf Evergreen Trees
Temperate Conifer Evergreen Trees
Temperate Broadleaf Cold-Deciduous Trees
Boreal Conifer Evergreen Trees
Boreal Broadleaf Cold-Deciduous Trees
Boreal Conifer Cold-Deciduous Trees
Evergreen Shrubs
Cold-Deciduous Shrubs
Warm (C4) Grasses
Cool (C3 ) Grasses
Crop
Vegetation Index
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
Table 2.2: Biomes and plant functional types in IBIS.
Identified by LAI and the amount of carbon in the leaves, roots, and stems, PFTs
are assigned key characteristics, including basic classification (trees, shrubs, grasses), leaf
cycle (deciduous, evergreen), leaf type (broadleaf, needleleaf), and physiology (C3 pathway,
C4 pathway) [Winter, 2010]. Geographic bounds exist for each PFT and are defined by
climatic constraints [Kucharik et al., 2000]. Any number of PFT's may exist in each grid
cell where IBIS explicitly allows for the competition between these PFT's for resources such
as light, water, and nutrients. When running in dynamic vegetation mode, IBIS updates the
assignment of biomes annually for each grid cell based on the distribution of LAI among
each of the PFTs in that grid cell. For example, in a grid cell where the dominant plant type
is temperate broadleaf deciduous tree, given an LAI allocated to trees as high, medium, or
low, then the area will be designated as a temperate deciduous forest, savanna, or grassland,
respectively.
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2.3.4 Biogeochemistry
Lastly, IBIS contains representations for both carbon and nitrogen cycling through soil and
plants. Summing hourly fluxes of carbon (gross photosynthesis and respiration rates) yields
the annual carbon balance, which is calculated for each PFT [Winter, 2010]. In addition,
gross primary productivity GPP and net primary productivity NPP are calculated for each
PFT:
GPP = Ag,idt (2.48)
NPP = (1 - 7) (A,i - Rleaf,i - Rstem,j - Rroot,j)dt (2.49)
where q is the fraction of carbon lost in the construction of net plant material because of
growth respiration [Amthor, 1984] and Reaf , Rstem, and Root are the leaf, stem, and root
maintenance respiration, respectively [Foley et al., 1996].
Carbon may reside in any of three basic biomass pools: the leaf, transport tissue, and
fine roots. Biomass pool changes are calculated and mortality/tissue turnover are simulated
by assigning residence times to each biomass compartment. Then, the LAI is derived by
dividing the carbon in the leaf biomass pool by the specific leaf area [Foley et al., 1996].
2.3.5 IBIS Datasets
Soil types in RegCM3-IBIS are defined by reading in two files from the Global Soil Data
Task of the International Geopshere-Biosphere Programme, one containing the percentage of
clay and the other the percentage of sand [Global Soil Data Task, International Geosphere-
Biosphere Programme, Data and Information System, 2000]. Once interpolated onto the
RegCM3 grid, physical properties such as porosity, albedo, field capacity, etc. are computed
given the sand-clay percentages. In addition, the natural vegetation dataset of Foley et al.
[1996] is used to initialize biome distribution in IBIS.
Following the work of Kucharik et al. [2000], a new PFT for crop and a cropland biome
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was added to RegCM3-IBIS [Winter, 2010]. The new scheme overlays Ramankutty's global
cropland dataset onto the natural potential vegetation dataset where any grid cell in the
cropland dataset has at least 50% cropland. It is important to note that cropland biome
remains static and is considered monoculture. Therefore a cropland grid cell is exclusively
covered with the crop PFT and does not change in an IBIS simulation that includes dynamic
vegetation. A similar approach was followed when an irrigation scheme is added to IBIS;
the scheme will be discussed in greater detail in Chapter 7.
2.4 Desert Dust Module and Aerosol Chemistry Model
RegCM3-BATS1c features a fully coupled aerosol chemistry model including a radiatively-
active dust module for semi-desert and desert model grid-cells [Zakey et al., 2006]. This
work used an updated version of the Zakey et al. [2006] dust module. In this scheme, dust
emissions are strongly dependent on wind speed, surface characteristics, and soil particle size.
Following the work of Marticorena and Bergametti [1995] and Alfaro and Gomes [2001], the
dust emissions calculation is based on empirical parameterizations for both soil aggregate
saltation as well as sandblasting processes. Dust emissions within the scheme follow four
basic steps: 1) Specification of soil aggregate size (Dp) based on a three-mode lognormal
distribution determined by the soil texture class; 2) Calculation of a minimum threshold
friction velocity based on the empirical parameterizations of Marticorena and Bergametti
[1995]; 3) Calculation of the horizontal saltating soil aggregate flux; And, 4) Calculation of
the vertical transportable dust particle mass flux.
2.4.1 Description of Dust Emission Scheme
Soil Aggregate Distribution
Soil aggregate distributions are specified to characterize the erodible fraction of different
types of soils. The distributions are a function of the soil texture as provided by the USDA
textural classification according to a clay-sand-silt triangle for texture composition (HILLEL
1992, see Table 2-6) and the global soil textural class dataset. From here, a three-mode
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Mode 1 Mode 2 Mode 3
n MMD a n MMD o n MMD a
Sand 0.90 1000 1.6 0.10 100 1.7 0.00 10 1.8
Loamy Sand 0.60 690 1.6 0.30 100 1.7 0.10 10 1.8
Sandy Loam 0.60 520 1.6 0.30 100 1.7 0.10 5 1.8
Silt Loam 0.50 520 1.6 0.35 100 1.7 0.15 5 1.8
Silt 0.45 520 1.6 0.40 75 1.7 0.15 2.5 1.8
Loam 0.35 520 1.6 0.50 75 1.7 0.15 2.5 1.8
Sandy Clay Loam 0.30 210 1.7 0.50 75 1.7 0.20 2.5 1.8
Silty Clay Loam 0.30 210 1.7 0.50 50 1.7 0.20 2.5 1.8
Clay Loam 0.20 125 1.7 0.50 50 1.7 0.30 1 1.8
Sandy Clay 0.65 100 1.8 0.00 10 1.8 0.35 1 1.8
Silty Clay 0.60 100 1.8 0.00 10 1.8 0.40 0.5 1.8
Clay 0.50 100 1.8 0.00 10 1.8 0.50 0.5 1.8
Figure 2-6: The twelve USD
tion parameter values.
A soil texture types with corresponding soil aggregate distribu-
lognormal soil aggregate diameter distibution n(Dp), is given to each texture class based on
geometric mass mean diameter (MMD,pm) and standard deviation (a):
dn(D,) 3 n_ -(log(Dp/MMDs)) 2
d==og(Dp) Ei logu2  2exp 2(logoD32  Jd(log(Dp)) i1log Gi v2 2 (logor,)2 (2.50)
where, n(D,) is the cummulative aggregate number distribution (in cm3), ni is the relative
weight of each mode, and log u2 is a measure of the aggregate polydispersity.
The global soil texture index dataset is at 10-minute resolution and aggregated over the
domain according to dominant soil texture type at a given grid cell.
Minimum Threshold Friction Velocity and Horizontal Saltating Mass Flux
Soil aggregates can be mobilized (saltate) if wind shear at the surface is sufficiently strong.
This condition is represented by calculating a minimum wind friction velocity, the minimum
threshold friction velocity, u*(Dp):
u* = uts * fe5 f ff (2.51)
where, u* (D,) is an ideal minimum threshold friction velocity, calculated empirically based
on the Reynolds number which is determined via both soil and atmospheric properties (see
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Marticorena and Bergametti [1995]).
The feff and f, terms are correction factors accounting for surface roughness and soil mois-
ture, respectively, as follows:
feff 1- zo (252)
In 35 10
and,
1W I+ A* (w w)B for w >w' (2.53)
1 for w < w'
where Zo, is a roughness length characteristic of a smooth surface (assumed to be 10--
cm) and Zm is the grid-cell effective roughness length,where w is the prognostic surface
volumetric soil moisture, while A, B, and w' are based on measurements of the threshold
friction velocity for different soil textures and varying soil moisture levels. The values for A,
B, and w' are taken from Fecan et al. [1999] and are A=1.21, B=0.68 while w' is a function
of soil composition as follows:
w' = 0.0015(%clay)2 + 0.17(%clay) (2.54)
Horizontal Saltating Aggregate Flax
Once the threshold friction velocity is calculated, its value is used to compute the horizontal
flux of saltating aggregates, accounting for selective mobilization, according to particle size.
The horizontal flux associated with a given saltating aggregate of size D, is expressed as:
dHF(Dp) = E * " * u*3 * (1 + R(Dp)) * (1 - R2 (Dp)) * dSrei(Dp) * (1 - feg) (2.55)
g
where, E is the ratio of the erodible to total surface, Pa is the density of air, g, gravity, u*
is the wind friction velocity, R(Dp) is the ratio of the minimum threshold friction velocity
to the actual friction velocity, dSrei (D,) is the relative surface of soil aggregate of diameter
D,, and feg is the fraction of the grid cell that does not contain vegetation.
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Therefore, based on the highly non-linear dependence of dust emissions on friction veloc-
ity, wind speeds, to a large degree, determine suspension in the module (see Equation 2.55).
Additionally, surface roughness lengths influence not only the friction velocity values but
also provide a correction factor for the minimum threshold velocity, itself. Thus, accounting
for sub-grid variability of both wind speeds and roughness lengths may significantly affect
emissions in the dust module of RegCM3. Both of these surface features and their effects on
dust emissions are detailed in Chapter 3.
Vertical Mass Flux of Dust Transportable Particles
Transportable dust particles are released from either saltating soil aggregate disintegration
or surface bombardment by aggregates in a process aptly called sandblasting. Following the
work of Alfaro and Gomes [2001], the emitted dust distribution is fixed according to a three
mode log-normal emission distribution with the corresponding parameters given in Table 2-7
and based on Saharan mineral aerosols.
Mode 1 Mode 2 Mode 3
Di (pm) 1.5 6.7 14.2
ai 1.7 1.6 1.5
ei(gcm-2 s-1) 3.61 3.52 3.46
Figure 2-7: Dust emission log-normal size distribution parameters and binding energy (e2 )
for each mode.
Then, the dust emission flux corresponding to each mode is calculated via the kinetic
energy for a given soil aggregate of diameter D,. The corresponding kinetic energy flux,
dFki,(D,), is proportional to the horizontal saltation flux, dHF(D,), described above (eqn.
2.55):
dFin(Dv) = * dHF(Dp) (2.56)
where /3=16300 cm s-
From here, the vertical dust particle number flux for each emission mode i can be ex-
pressed as:
dNi(Dp) = dFkin(Dp) * ( i(D) (2.57)
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where p1 (Dp) is the fraction of the kinetic energy used to release the dust particle in the ith
emission mode, and ej, the binding energy, is given by Table 2-7.
Lastly, the mass emission flux can be calculated by:
Fdust,i(D,) = ( p !) Di * N, (2.58)
where, p, is the aggregate bulk density, Ni is computed by integrating equation 2.57, and
Di is the median diameter associated for each ith mode.
2.4.2 Aerosol Tracer Scheme
Lastly, transport bins for discrete dust particle sizes are used for advection and deposition
(both wet and dry) of dust particulates following the chemical tracer model in RegCM3.
The four bin sizes for transport/removal and their respective parameters are shown in Table
2-8.
Transport bin sizes (srm) 0.01-1 1-2.5 2.5-5 5-20
fc 0.3 0.15 0.05 0.05
aext (m2 g 1) 2.85 0.86 0.37 0.13
Figure 2-8: Bin sizes and their corresponding pararemeters for transport in the aerosol
tracer model. Bin sizes are in pm where fc is the fraction of the aerosol incorporated in
cloud droplets, and aeyt is bin specific extinction coefficient from Mie calculations in the
350-640nm model spectral band.
Furthermore, the tendency of any tracer, X is modeled as:
d -V -Vx + FH + Fv + Tcum+ SX - Rw, - Rw Z - Da + (Q, - Qj) (2.59)
where, -- 7. Vx is the advection of the tracer in the horizontal and vertical, FH and Fv
are diffusion in the horizontal and vertical (a function of wind speed and horizontal/vertical
concentration gradient), Tcum is cumulus (convective) transport, S. is the source/emission
term, RWS, Rwc are wet removal from large scale and convective precipitation, respectively,
Dd is dry deposition and Z (Q, - Qj) is the physio-chemical production and loss of the
tracer. For this study the last term may be neglected since we only include mineral aerosols.
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Therefore, the key processes in determining the tendency of dust are advection, diffusion,
sources, and wet/dry deposition.
Wet deposition from large-scale and convective precipitation (RWis, Rwc) is a function of:
1) the cloudwater to rainwater conversion rate, which is explicitly calculated for large-scale
precipitation but specified for convective rainfall 2) the grid cell cloud fraction, and 3) the
fraction of the tracer contained in cloud water, given as fc in Table 2-8.
Conversely, dry deposition (Dd) is largely determined via size-dependent particle grav-
itational settling terms as well turbulent transfer and interception in the surface layer due
to land cover characteristics. Then, dry deposition velocities are calculated as a function of
particle size/density, turbulent transfer, Brownian diffusion, impaction, interception, gravi-
tational settling and particle rebound [Solmon et al., 2006].
Calculation of Aerosol Optical Depth and Direct Radiative Forcing of Dust
Currently in the RegCM3 aerosol model, only the direct effects of mineral aerosols are
modeled. That is, the effects of dust on the radiative forcing caused by aerosol reflection
and absorption of solar radiation are considered. Indirect effects, such as changes in cloud
microphysical and optical properties when mineral aerosols act as cloud condensation nuclei,
are neglected.
Aerosol forcing calculations use eight (from 0.2 to 0.7 pm) of RegCM3's eighteen wave-
length bands (0.2 to 4.5 pm) but only in RegCM's one visible band (0.35-.7pm), at the
mid-band (550nm), are the optical values outputted for computational efficiency. Never-
theless, the dust radiative forcing is described via three optical parameters: the asymmetry
factor, the single scattering albedo, and the specific extinction coefficient [Zhang et al., 2008].
These values, dependent on wavelength and particle size, are obtained via Mie calculations.
The refractive indices of mineral dust (both real and imaginary parts) for each wavelength
are taken from the work of Balkanski et al. [2007] and the Optical Properties of Aerosols
and Clouds (OPAC) database of Hess et al. [1998].
To calculate the dust radiative forcing, the dust aerosol optical depth (AOD) is first
computed. The dust extinction optical depth, r, can be related to its mass loading per unit
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area, M, as shown below:
T (3= tM (2.60)
Apre
where azext is the extinction coefficient as a function of dust tracer bin size (Table 2-8), p is
the dust particle density, and re is the effective radius. It is important to note that both 7
and aext are wavelength dependent. Linking the dust optical depth to its dry mass, md, can
be completed using
T = #md (2.61)
where,
(pzet = (2.62)ApremaI
2.4.3 Coupling to IBIS
In its native state, RegCM3's dust and chemistry models are only coupled to the BATS1e
land surface scheme. For simulations over West Africa, work was completed in coupling both
modules to IBIS. The following nine land surface scheme calculated values are needed by the
dust and/or aerosol module for emissions and/or deposition: 1) land cover type, 2) vegetation
fraction, 3) roughness length, 4) two-meter windspeed, 5) soil moisture, 6) air density, 7)
two-meter temperature, 8) surface temperature, and 9) ten-meter relative humidity.
Due to the differences in BATS1e and IBIS, slight modifications in the passing of a few
of these variables to the dust emissions code were completed:
1) Biomes and Vegetation Fraction
In the RegCM3-BATS1e version of the dust module, dust emissions can only occur from
semi-desert or desert grid cells. In RegCM3-IBIS-DUST, we relax this condition and allow
dust emissions from six different biomes ranging from savanna to croplands which include
multiple shrublands, grassland, and desert land covers. It is important to note that unlike
BATSle, which assigns vegetation fraction based on land cover type, IBIS allows for vegeta-
tion fraction of a grid cell to evolve based on climatic conditions. Additionally, IBIS features
two vegetation canopies (lower and upper.) Here we use the lower canopy for emission based
calculations. Since emissions are dependent on vegetation fraction (see eqn. 2.55), it is as-
sumed that biomes with more vegetation (larger vegetation fractions), such as savannas and
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dense shrublands, will not contribute to overall dust emissions as much as a desert grid-cell.
For example, a grassland's vegetation fraction in the lower canopy varies from 0.25-0.85 while
a desert's vegetation cover is 0.05-0.25. As a result the percent of bare ground is significantly
larger over a desert than a grassland. Therefore, less emissions from bare-ground soil will
occur over the grassland. Likewise, in order to derive vegetation cover dependent dry de-
position parameters, IBIS biomes were matched as closely as possible to BATS land cover
types for these parameter values.
2) Roughness Length
Similar to vegetation fraction, BATS1e assigns effective grid cell roughness length values
based on land cover type. In IBIS, roughness length is calculated for both canopies based
on vegetation growth and height. Here, again, we take the effective roughness length value
from the lower canopy in performing dust emission calculations. It is important to note that
differences between roughness length values in IBIS and BATS1e are not significant.
3) Dynamic Vegetation
Lastly, unlike BATSle, where vegetation cover is static and therefore many of the variables
in determining dust emissions remain constant, IBIS-DUST allows for a dynamic coupling
between vegetation and dust. RegCM3-IBIS-DUST allows for the dynamic vegetation feature
of IBIS to work interactively with the dust module. That is, as IBIS biomes are updated
each year, the dust module uses these new vegetation types in its calculations for emissions.
Likewise, as PFTs change within a grid cell throughout the year, dust emissions will be
effected. Conversely, the effects of dust on local climate will also help determine which
PFT's and ultimately biomes survive. As a result, it will be possible to examine the two-
way interaction between vegetation and mineral aerosols within the coupled model.
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Chapter 3
Dust Model Development: The
Effects of Mineral Aerosols on
Southwest Asia's Climate
Over West Africa and Southwest Asia, the summer months bring dust storms that dramat-
ically impact the regional landscape, climate, and lives of many of its inhabitants. This
chapter details improvements (i.e. incorporating sub-grid surface variability and lateral
boundary conditions for mineral aerosol concentrations) made to the dust model of RegCM3
which result in more accurate simulations of dust emissions. From here, analysis is com-
pleted to examine the effects of dust emissions on Southwest Asia's surface climate. It is
important to note that all simulations in this chapter use RegCM3-BATS1e and the standard
configuration coupled dust/tracer model.
3.1 Incorporating Sub-grid Variability in a Dust Emis-
sion Scheme
3.1.1 Introduction
Mineral aerosols, dust, are known to have important implications in shaping the global cli-
mate via effects on radiation and clouds, and thus temperature and precipitation [Miller and
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Tegen, 1998; Sokolik et al., 2001]. Yet, the role dust plays on regional climates has only
recently been examined in the literature [Solmon et al., 2008; Zhang et al., 2009]. Although
these models, both global and regional, perform satisfactorily in simulating dust episodes,
many past studies have constrained dust emissions based on observations of dust loading
[Cakmur et al., 2004]. Moreover, most models assume dust emissions, and the processes
leading to such, occur at horizontal scales on the order of the model's grid-cell resolution,
which range, typically, from one-half to two degrees. However, research, as well as obser-
vations, have shown that the sub-grid variability of surface meteorological variables, such
as wind, may be important in accurately simulating dust emissions within global circula-
tions models [Cakmur et al., 2004; Engelstaedter and Washington, 2007]. Here we develop
similar schemes that quantify wind and roughness length variability at sub-grid scales and
implement them in a regional climate model's (RCM) dust emission scheme. As a result,
this chapter provides some insight into how sensitive regional dust models are to the spatial
variability of certain surface features.
3.1.2 Methodology and Datasets
University of Delaware (Willmott & Matsuura) V2.02 Global Air Temperature
Dataset
The Willmott & Matsuura high resolution gridded dataset (V2.02) hereafter referenced as
UDEL, consists of a monthly time series of global surface air temperature covering the
period 1900 to 2002. Surface temperature measurements from available station data are
interpolated onto a global 0.50 x 0.5' resolution grid [Legates and Willmott, 1990]. The
UDEL temperature data available for the years of 2000-2004 are used in this study. It is
important to note that due to the low density of observational network in this region, some
smoothing may occur in UDEL estimates for temperature. The exact construction and
description of the interpolation scheme used for each variable can be found in Willmott and
Matsuura [1995].
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NASA's Moderate Resolution Imaging Spectroradiometer and Multiple-angle
Imaging Spectroradiometer
Launched onboard NASA's Terra satellite Earth Observing System (EOS) mission in late
1999, the Moderate Resolution Imaging Spectroradiometer (MODIS) exploits a multispectral
retrieval algorithm strategy to estimate aerosol optical depth (AOD) over both land and
water. Here, level-3 MODIS global Aerosol Optical Depth (AOD) product, averaged monthly,
at 1.00 x 1.0' gridded resolution data, centered at 550nm, is used to compare to model
simulations of AOD. Summertime MODIS data from the years 2000 through 2004 are used
in this analysis. A more detailed description of the retrieval and measurement of MODIS
values can be found in Kaufman et al. [1997].
Similarly launched on NASA's Terra satellite EOS mission, the Multi-angle Imaging
Spectroradiometer (MISR) is also used to compare model simulations of aerosol optical
depth values. Rather than measuring at multi-bands, as MODIS does, MISR contains nine
cameras that observe the Earth at nine different viewing angles. In this study, MISR Level
3 Component Global Aerosol Product, at 0.5' x 0.5' resolution, is used for AOD values at
555nm. The temporal coverage used in this analysis follows that of MODIS, from 2000-2004.
For further information on the MISR dataset, the authors refer the reader to Martonchik
et al. [1998].
NASA-Langley Research Center Surface Radiation Budget
In order to assess the performance of RegCM3 in simulating incoming surface solar radi-
ation, NASA-Langley's Surface Radiation Budget (NASA-SRB) is compared to RegCM3
values of incident shortwave radiation. NASA's SRB data is based on International Satellite
Cloud Climatology Project (ISCCP) products as well as meteorological data from the Global
Modeling and Assimilation Office's (GMAO) reanalysis datasets. Using radiative transfer
algorithms, the NASA-SRB dataset provides both surface shortwave and longwave radiation,
monthly averaged, and on a global grid [Darnell et al., 1996; Gupta et al., 1999]. In this
study, summertime values of surface shortwave incident radiation from July 2000 through
August 2004 are compared to model output. It is important to note that the SRB estimates
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are reanalysis (modeled) data where root square mean errors are around 25 W/m 2 compared
to ground-measured fluxes. Lastly, NASA-SRB data during this time period are available
at 1' x 1' resolution.
Wind variability
Based on the highly non-linear dependence of wind friction velocity on windspeed, wind
velocity largely determines dust emissions. Since the dust emissions scheme is driven by
resolvable winds given at the resolution of RegCM3's land surface grid-cell, "gustiness" that
may occur at the sub-grid scale is not accounted for currently within the dust model. Fol-
lowing the work of Cakmur et al. [2004], it is assumed surface wind speeds follow a Gaussian
distribution which can be described with a mean value (gridcell resolved), y, and a standard
deviation, a. Research has shown that strong surface solar heating can result in dry con-
vection that mixes dust from the surface layer up to the atmosphere [Schulz et al., 1998].
Here we assume that wind speed variability, or a, within a grid-cell, is driven by these dry
convective eddies-the dry convective velocity scale [Miller et al., 1992; Lunt and Valdes,
2002; Cakmur et al., 2004]. Thus, the dry convective scale, wd, strongly dependent on the
kinematic heat flux within the boundary layer, can be written as:
W ( Qh= H = ( (3.1)
PaCTa)
where, Qh is the surface sensible heat flux, H, the boundary layer height, g, gravity, Pa the
density of air, Ta, surface temperature and Cp, the specific heat of air at constant pressure.
Previous work has concluded that these dry convective eddies represent reasonably well the
horizontal fluctuations in wind speeds at the surface [Deardorff, 1974; Willis and Deardorff,
1974; Wyngaard, 1985]. Typical mean wind values over the region range from 4-8 m/s where
the kinematic heat flux ranges from 2-4 rn/s.
Given values for y and a, we then calculate the 95% range for wind values, w, as follows:
(wi = pI - (2 * o-)) < w < (p + (2 * o-) = wio) (3.2)
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Figure 3-1: Schematic illustrating how sub-grid wind variability is implemented within the
dust module of RegCM3. The authors refer the readers to the text for definitions of all
symbols.
where the number of bins, b, is user-defined and set to 10 for computational efficiency
in our simulations. Given the bounds, a distribution for wind speed is constructed by
linearly incrementing wind bin values, Wb, from wi up to w1o. From here, the corresponding
probability for each Wb is calculated:
1_(_I (Wb - A) 2  (w 1 0 _ w 1 )
p(wb) exp - * (3.3)& 22 9
The dust module then performs all calculations involving wind speeds for each Wb value.
These computations essentially amount to a distribution for the wind friction velocity, u*.
Finally, the total dust emissions, FDP, is integrated over all wind speed bin values with
their corresponding probability:
10
FDP = P(wb) f (wb) (3.4)
b=1
where, f(wb) represents dust emissions for a given wind bin value and p(wb) being the
corresponding probability of that Wb given a normal distribution with model calculated P
and o. Figure 3-1 shows a schematic of the new sub-grid wind variability module.
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Roughness length variability
In addition to accounting for variability of wind speed at the sub-grid level, the dust module is
also improved by including the variability of vegetation cover, namely via surface roughness
lengths. Surface roughness lengths help determine not only the friction velocity but also
provide a correction factor for the minimum threshold friction velocity. Within RegCM3,
roughness length values are assigned based on vegetation type, which is derived from the
United States Geological Survey's (USGS) Global Land Cover Characterization (GLCC)
dataset [United States Geological Survey, 1997]. Since vegetation cover varies over scales
significantly smaller than the typical regional climate model horizontal resolution (i.e. 30
kilometer as used in this study), including the variability of land cover may affect dust
emissions.
Here we introduce an empirical distribution for land cover and hence roughness length
values for each grid-cell based on the USGS's GLCC 4 kilometer resolution dataset. In
this scheme, each RegCM3 grid-cell contains a percentage covered by all fifteen land covers
based on the vegetation types present in the four kilometer USGS GLCC grid-cells that
corresponds to the RegCM3 grid-cell (see Figure 3-2). From here, all calculations in the dust
model are performed with the given specified roughness length values of each land cover
type. These calculations essentially result in new values for both wind threshold velocity
and wind friction velocity. Once completed, dust emissions for a given land cover, i, FDP,
are multiplied by the percent of the grid-cell covered with said land cover i, pcenti. The
following formulation results:
15
FDP = S (pcents * FDPd) + (pcentdes * FDPdes) + (pcenti * FDP)+... (3.5)
i=1
where, the subscripts sd and des are semi-desert and desert land cover, respectively. It is
important to note that although the dust scheme is only activated for grid-cells designated
as desert or semi-desert at 30 kilometers, it is possible for these cells to have a percentage
of their total land cover type not composed of semi-desert or desert at the finer 4 kilometer
resolution.
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Figure 3-2: Figure showing vegetation types of a) RegCM3 simulation at 30km resolution
and b) USGS GLCC dataset at 4km resolution. The resulting fraction of each 30km gridcell
in RegCM3 simulation covered with semi-desert based on USGS GLCC 4km data is shown as
c) and is an example of the grids used for the empirical distribution in the sub-grid roughness
length variability.
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3.1.3 Experimental Design
Domain Setup
Simulations using RegCM3 were completed spanning the period from 2000 to 2004. The
domain, centered at 31'N, 44.5'E at 30 km resolution, has 88 points in the zonal and 74
points in the meridional direction using a Lambert Conformal projection. The domain covers
most of Southwest Asia from the Mediterranean and Caspian Seas in the North to the Red Sea
and Oman in the south. Figure 3-3 represents the model domain as well as topography and
land use in all simulations. As examples of two different scales, areal averages are calculated
over Kuwait (46.5 0E-48.5 0E, 28.4 0N-30.2 0 N) and a boxed region (23.5 0 E-33.50 E, 400 N-50'N)
in Figure 3-3. Initial and boundary conditions are implemented from the National Center
for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR)
Reanalysis Project 2-NNRP2 of Kalnay et al. [1996]. Lateral boundary conditions (LBC's)
were enforced by applying the exponential relaxation of Davies and Turner [1977a]. To
account for the effects of boundary conditions, six points (approximately 2 degrees) across
the lateral boundaries are stripped from model results presented. SST's are prescribed
to RegCM3 from the National Oceanic and Atmospheric Administration (NOAA) optimally
interpolated SST (OISST) dataset of Reynolds [2002]. The SST datasets are 1' x 1 monthly
resolution and are based on in situ and satellite observations.
Simulations Description
A total of four different RegCM3 simulations are performed with varying configurations of the
model. The control simulation, CONT, provides a baseline simulation using the components
of the model listed above but without RegCM3's aerosol model. DUST contains the same
setup as CONT but includes the current, standard dust model in RegCM3. WIND improves
on the dust model by including the scheme for sub-grid wind variability, while ROU includes
variability of roughness length at the sub-grid scale. To discern the effects of wind and
roughness variability on dust emissions, initial comparisons are made between DUST and
WIND/ROU simulations. Then, to identify the impacts of dust on the regional climate of
Southwest Asia, CONT is compared to WIND. Table 3.1 provides a complete summary of
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Table 3.1: Summary of simulations performed for the period of 2000-2004. All simulations
use NNRP2 lateral boundary conditions and OISST prescribed sea surface temperatures.
These names will be used to reference each simulation in the text.
Simiulation Description of processes included
CONT
DUST dust module of Zakey et al. [2006] included
WIND dust module with sub-grid variability of wind included
ROU dust module with sub-grid variability of roughness length included
3.1.4 Results
Aerosol Optical Depth and the Effects of Sub-grid Variability
Using estimates from both MODIS and MISR data, a short-term climatology of dust loading
over Southwest Asia is constructed. Shown in Figure 3-4 are the average annual daily AOD
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values over Southwest Asia for MODIS, MISR, and RegCM3's DUST simulation. Both
satellite datasets show local maxima in aerosols over the Mesopotamian Valley of Iraq and
central Iran, south of the Caspian Sea. More specifically, in the MODIS dataset, one can
clearly see locally high dust loading over central Iraq where values range from 0.50 to 0.70
(Figure 3-4a). Similarly, in the MISR dataset, a distinct positive gradient in AOD occurs
when moving from the Syrian Desert in the north, to the Arabian Peninsula further south
(Figure 3-4b). Consequently, the spatial correlation between the two datasets is quite high
with values ranging from 0.6 to 0.9 over most of the domain (not shown). Noticeable,
however, in the MODIS estimates is the overall larger retrieval values across the domain
(AOD values of 0.41 versus 0.31 in MISR). This bias has been well documented in the
literature-Abdou et al. [2005] found that MODIS AOD estimates over land can be nearly
35% larger than those of MISR. The differences are attributed to MODIS's inability to
properly detect surface reflectance over bright surfaces such as deserts. As a result, this
shortcoming also explains the lack of AOD values in MODIS estimates (white regions in
Figure 3-4a) over the entire desert of the Arabian Peninsula.
Comparisons of MODIS and MISR estimates of annual mean daily AOD to RegCM3
simulations reveal a significant underestimation in AOD by the model. As shown in Figure
3-4, AOD observations over the region (0.31-0.41) are significantly higher than RegCM3
simulated values which are closer to 0.15; as a result, RegCM3 under-predicts observations
by a factor of two over Southwest Asia. Spatially, RegCM3 performs well in simulating an
increase in AOD values from the north (Turkey) to the south (Saudi Arabia), including the
locally dusty areas east and south of the Caspian Sea, which are similarly seen in MODIS &
MISR (compare Figure 3-4a & 3-4b to 3-4c). However, in all of these areas, RegCM3 values
are significantly lower. Some of this underestimation in AOD values may be a result of large
differences in sampling time/sizes between RegCM3 and MODIS/MISR. Where RegCM3
dust output is calculated every three hours, MODIS and MISR retrievals occur once a day
or once every other day. Therefore, it is possible that some of the discrepancy may come from
a rather coarse sampling size by the two satellites. Nevertheless, visible in the MODIS/MISR
data, and well documented in the literature the dust source of central Iraq is not properly
initiated in RegCM3 (e.g. Prospero et al. [2002]; Engelstaedter and Washington [2007]).
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Consequently, AOD values in this region and further south are largely underestimated. It
is suggested that the inclusion of sub-grid variability in surface properties, such as gustiness
and land cover, may help increase emissions over this area [Engelstaedter and Washington,
2007]. Similarly, assuming no dust emissions at the boundary may lead to underestimations
in AOD caused by overestimation of advection of dust out of the boundary; this feature will
be discussed further in section 3.2.
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Figure 3-4: Average annual daily aerosol optical depth (AOD) as estimated by a) MODIS
b) MISR and c) RegCM3 DUST simulation from 2000-2004. Note areal averages over both
Kuwait and boxed region are also shown. White gridboxes are regions where satellite data
is unavailable.
Given the disparity between MODIS and MISR values over Southwest Asia, we compare
both retrievals to ground observations from the Aerosol Robotic Network (AERONET) in
four desert sites over Southwest Asia, including Karachi, Pakistan; Nes Ziona, Israel; Kuwait
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Figure 3-5: Scatter of MODIS and MISR AOD values against AERONET measurements over
Karachi, Kuwait City, Nes Ziona, and Bahrain. Also shown are slope (M) and y-intercept
(B) of the best fit line as well as the bias and root mean square error (RMSE).
City, Kuwait; and Bahrain. AERONET stations use ground-based measurements from sun
photometers that measure AOD values across the globe (see Holben et al. [1998]). At lower
AOD values (<0.40), both MODIS and MISR retrievals do well compared to AERONET
estimates. However at higher values, MODIS overestimates values 57% of time whereas MISR
underestimates about 42% of this time (see Figure 3-5). In any event, similar to Prasad and
Singh [2006] and Abdou et al. [2005], we find that MISR performs better than MODIS in
estimating the mean as well as variability of dust emissions with a lower bias and root mean
square error (Figure 3-5). Moreover, Martonchik et al. [2004], finds that MISR adequately
retrieves AOD over bright surfaces such as desert regions. Therefore, when comparing model
results to observations, we place more confidence in MISR's estimates of AOD.
Wind Variability
The effects of including sub-grid wind variability are highlighted in Figure 3-6 which shows
summertime AOD values in RegCM3 DUST, ROU, and WIND simulations. Looking at
Figure 3-6a, one can clearly see the two main emission sites simulated by the model over
Iraq's southern borders with Iran and Kuwait. Here, local AOD values are in the range
84
of 0.20-0.30 with plumes stretching southeasterly highlighting the common northwesterly
winds which occur over the region-the shamals. As seen when comparing Figure 3-6a to
Figure 3-6c, including wind variability significantly increases AOD values over most of the
region, particularly over the emission sites already present in southern Iraq & Kuwait and the
plumes down the Gulf Coast. In these regions, aerosol optical depth increases by more than
0.05 with Kuwait's AOD up to 0.26 and the regional average 0.23 (see Table 3.2). Moreover,
the plumes stretching down the coast of the Arabian Gulf experience large increases, on the
order of 0.10 in dust loading (see Figure 3-6d). This result is expected as the emissions are a
function of the third power of total winds, which now include the mean and the fluctuation or
gustiness. Therefore, gusts (above the average wind value) dominate and cause a significant
increase in emissions. In fact, emission rates for all four dust tracer bin sizes do increase
between 25-50% as shown in Figure 3-7; specifically, across the Arabian Peninsula, there
is a pronounced increase on the order of 40-60%. As a result, including wind variability
yields an approximately 35% increase in AOD values across the entire region. Likewise, the
WIND simulation exhibits increased emissions over central Iraq which are absent in DUST.
Yet, including wind variability makes a less pronounced difference across the Caspian Sea
region. Given that variability (the standard deviation) is quantified by the kinematic heat
flux (i.e. sensible heat, temperature, and boundary layer growth) this result is logical across
the relatively cooler lands of northern Iran where the kinematic heat flux is significantly
smaller.
Table 3.2: Summary of average monthly AOD values for summertime (JJA) in MISR and
RegCM3 simulations DUST, ROU, and WIND. Note values are shown for the areal averages
over Kuwait and the boxed region.
Observation/ Simulation Kuwait Region
JJA AOD (46.5 0E-48.5 0 E, 28.4 0N-30.2 0 N) (40 0E-500E, 23.5 0 N-33.5 0N)
MISR 0.35 0.37
DUST 0.20 0.17
ROU 0.20 0.17
WIND 0.26 0.23
Nevertheless, dust emissions over the Mesopotamian Valley are still smaller than obser-
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Figure 3-6: RegCM3 simulated average daily summertime (JJA) AOD in a) DUST b) ROU
c) WIND and d) WIND-DUST simulations for the period of 2000-2004. Also contoured in
d) are the percent differences in WIND-DUST AOD. Note areal averages over both Kuwait
and boxed region are also shown.
vations and might be attributed to soil types or soil aggregate size distributions specified
in the model across central and northern Iraq. For example, soils in RegCM3 are at thirty
kilometer resolution where actual emissions can occur at scales significantly smaller. To this
point, in this region, RegCM3 assumes a large, mostly clay area; the lack of sandy soils may
reduce potential saltation and eventually dust emissions over the Mesopotamian Valley. To
this point, it is important to note that soil texture types over this region are not well known.
Moreover, it is possible that variability or error in the dust model may arise from the for-
mulation of soil aggregate size distributions, not soil texture itself. For example, the work of
Laruent et al. [2008] use a markedly different distribution for soil aggregate sizes and found
86
DUST JJA Emission Rate JJA WIND JJA Emission Rate
500
450
400
350
300
250
200
150
100
50
0
WIND-DUST JJA Emission Rate
00
30
20
70
60
-50
-20
-30
-10
-70
-30
-0
500
450
400
350
300
250
200
150
100
50
WIND-DUST JJA Percent Difference
100
40
80
70
10
50
-10
-20
-30
-40
-70
-20
-90
-00
Figure 3-7: RegCM3 simulated average daily summertime (JJA) emission rate for dust tracer
in a) DUST b) WIND c) WIND-DUST and d) percent difference of WIND-DUST for the
period of 2000-2004.
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strong sensitivity to aggregate distribution. As a result, it is possible that given a certain
texture class, a specific aggregate mode may not breach (or breach minimally) the threshold
friction velocity resulting in no or small dust emissions. Further work should be performed
in examining the sensitivity of the dust module to soil aggregate distributions. Additionally,
as mentioned prior, large differences in sampling times between MISR and RegCM3 may
also contribute to the AOD bias.
Roughness Length Variability
Unlike the effects from wind variability, including an empirical distribution for roughness
length values does not remarkably affect dust emissions over the domain (compare Figure
3-6a to Figure 3-6b). Simulated values of AOD remain the same across Kuwait and the
boxed region as in the DUST simulation (0.2 and 0.17, respectively). Insignificant differ-
ences are most likely due to the homogenous land cover over the region (see Figure 3-2).
That is, most areas of active dust emissions are completely covered in semi-desert or desert
land cover, therefore little variability in surface roughness lengths is introduced. Likewise,
assigned BATS values of roughness length for desert and semi-desert are 5 and 10 centime-
ters, respectively and are the dominant land types even at the finer (4km) resolution; hence,
with a small difference in values to begin with, little change is expected. In addition, given
that the dust module is only activated over grid-cells designated at the model resolution as
desert or semi-desert, further muting of potential variability occurs. It is important to note
that experiments varying the dust model's roughness values revealed a strong sensitivity of
the module to roughness length. Lastly, simulations including both wind and roughness vari-
ability were completed with results similar to WIND simulation. Additionally, simulations
with both variability schemes are computationally expensive.
Comparison of RegCM3 and MISR Summertime Aerosol Optical Depth
Next, RegCM3's summertime AOD values are compared to MISR's JJA estimates of AOD.
As seen prior in the annual figures, MISR's values over the entire region are significantly
higher than RegCM3 DUST (Figure 3-8). This pattern is particularly noticeable over the
valley of central Iraq. Table 3.2 lists JJA values for MISR as well as RegCM3 simulations.
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Here, MISR values range from 0.30 to 0.50 whereas DUST values are around 0.15. More
specifically, over Kuwait, JJA AOD DUST estimates are approximately 0.20 and underes-
timate MISR values by nearly 40%. This trend is also seen over the boxed region where
observations are nearly double RegCM3's simulated AOD. In fact, initial RegCM3 values lie
outside one standard deviation of both MISR retrievals for Kuwait and the boxed region. As
described prior, including representation for wind variability increases dust emissions across
the entire domain. As a result, WIND simulation values for AOD more closely resemble
MISR (see Figure 3-8). For example, along the Arabian Gulf Coast, WIND AOD values
are now within 0.05 of MISR estimates. Over Kuwait, in WIND, the nearly 35% increase
in dust emissions (compared to DUST) results in AOD values of 0.26, which are within one
standard deviation of MISR's AOD estimate at 0.35 (see Table 3.2). Nevertheless, with wind
variability included, RegCM3 still underestimates dust emissions across most of the domain.
Effects of Dust Emissions on Mean Summertime Climate
Since dust emissions of the WIND simulation are closer to observations, here we compare
WIND results to a RegCM3 simulation without the dust module implemented, CONT. Such
a comparison will allow us to discern some of the effects of dust loading on the regional
climate of Southwest Asia.
Surface Shortwave Incident Radiation
It is well known that as dust particulates are suspended into the atmosphere, incoming
shortwave radiation is either scattered or absorbed depending on the particulate size [Tegen
and Lacis, 1996; Miller and Tegen, 1998]. With RegCM3, it is possible to quantify theses
effects on mean summertime incident shortwave radiation (SWI) over Southwest Asia. First,
using SRB estimates of SWI, we compare RegCM3's simulated values to observations (Figure
3-9). The attenuation of incident shortwave is plainly seen in Figure 3-9. Clearly visible is the
large overestimation and fairly homogenous distribution of SWI values in RegCM3's CONT
simulation. More specifically, RegCM3 estimates SWI values over most of the region close to
367 W/m 2, whereas SRB values are approximately 315 W/m 2 (see Figure 3-9a and Figure
3-9b). However, including mineral aerosols in RegCM3 simulations does improve the model's
89
MISR JJA AOD
ROU JJA AOD
DUST JJA AOD
0.95
0.9
0.85
0.8
0.75
0.7
0.65
0.2
0.55
0.5
0,45
.7
0.35
0,3
0.25
0.2
0.15
0.1
0.05
0
1
0,95
0.9
0.85
0.A
0.75
0.7
0.6
0,55
0.5
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
WIND JJA AOD
1
0.95
0.9
0.45
0.8
0,75
0.7
0.65
0.2
0.5
0.45
0.45
0.4
0.3
0.25
0.2
0.15
0.1
0.05
1
0.95
0.9
0.85
o.a
0.75
0.7
0.85
0.6
0.55
0.5
0.45
0.4
0.35
0.3
0.25
0.2
0.15
0.1
0.05
Figure 3-8: RegCM3 simulated average summertime (JJA) aerosol optical depth (AOD) in
a) MISR b) DUST c) ROU and d) WIND simulations for the period of 2000-2004. Note
areal averages over both Kuwait and boxed region are also shown.
ability to reproduce average SWI. For example, visible in Figure 3-9c, dust emissions cause
reductions in SWI across Iraq, Iran, and Saudi Arabia. Over Kuwait, simulated SWI values
(349 W/m 2 ) are now within 28 W/m 2 of observations. Likewise, the spatial distribution
of SWI now more closely follows that of SRB-with maximum values over Jordan, western
Saudi Arabia and the Zagros Mountains of western Iran. Likewise, including wind variability
causes a further reduction of shortwave incident across the entire domain notably across
Kuwait and coastal Saudi Arabia (Figure 3-9d). More specifically, additional attenuation
of nearly 5-10 W/m 2 occurs over Kuwait and further south where AOD values increased by
0.05-0.10 due to wind variability.
The overall effect of dust emissions on surface shortwave can be seen in Figure 3-9e.
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Figure 3-9:
c) DUST d)
Average JJA monthly incident shortwave energy
WIND e) WIND-CONT and f) WIND-DUST for
areal averages over both Kuwait and boxed region are also shown.
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Again, regions of significant dust loading in southern Iraq and Saudi Arabia see the largest
reductions in average shortwave radiation reaching the surface (on the order of 20 W/m 2 ).
Similar results are documented in Zhang et al. [2009], where attenuation of surface shortwave
radiation over East Asia due to mineral aerosols is between 10 to 25 W/m 2. The work of
Konare et al. [2008] found larger decreases in surface shortwave radiation over West Africa (in
some regions nearly -90 W/m 2 ); however, significantly larger dust loading (AOD values closer
to 1.0) are simulated by RegCM3 over West Africa. Nonetheless, RegCM3 still overestimates
SWI by approximately 20-30 W/m 2 throughout the domain. Undoubtedly, some of this bias
is due to the underestimation in dust over the region. Moreover, since cloud cover over this
region in the summertime is nearly zero and modeled total column water vapor matches
reanalysis data, it is believed that the radiative physics package within RegCM may not
properly absorb radiation aloft as alluded to in Zhang and Lin [1998]. In any case, further
work is necessary in addressing this bias.
As including wind variability increases dust emissions, a further decrease in surface short-
wave radiation occurs across most of the domain (see Figure 3-9f). In particular, the in-
creased dust loading over Kuwait and coastal Saudi Arabia causes further reduction in the
incident shortwave radiation over this region. More specifically, the increased dust loading
results in shortwave reductions from 340 to 330 W/m 2 over this region. As will be discussed,
these decreases in surface energy fluxes have further effects on the summertime climate of
Southwest Asia.
Summertime Two Meter Temperatures
Figure 3-10 displays the JJA mean daily surface temperatures for UDEL observations as well
as RegCM3's CONT, DUST, and WIND simulations. From the cool, mountainous regions
of Turkey and Iran in the north, to the warm desert regions of Iraq and Saudi Arabia in
the south, RegCM3 does generally well in simulating the spatial distribution of temperature
over the region. However, average simulated temperatures are approximately 1-4 'C warmer
than UDEL values across the entire Mesopotamian Valley stretching down the Arabian
Peninsula (compare Figure 3-10a to Figure 3-10b). As expected, including dust emissions
impacts surface temperatures across the domain (Figure 3-10c). That is, with a substantial
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attenuation of incident shortwave radiation, average JJA temperatures over Kuwait drop by
0.5'C from 38.3 to 37.8 0C and over the boxed region by 0.4 0C (Figure 3-10d). In fact, as
expected, cooling across the entire domain occurs when dust is introduced into the model (see
Figure 3-10e). However, over regions of large dust loading, the effects on temperature are
more profound; some areas of coastal Saudi Arabia experience average temperature cooling
by nearly 10C . This reduction continues throughout most of the Arabian Gulf demonstrating
the importance of including dust emissions in accurately simulating the mean summertime
climate over the region. Results in this study are consistent with Zhang et al. [2009] where
dust emissions cause surface cooling on the order of 0.5 to 1.00C. In another study, Konare
et al. [2008], dust emissions caused more significant cooling (nearly 20C) over West Africa,
but did not include the effects of dust on longwave energy. Hence, neglecting such feedback
may result in too much cooling. Nevertheless, including wind variability has only a small
effect on temperature over the region, particularly when compared to the overall effect of
dust (Figure 3-10e) on cooling. That is, the increased dust emissions from wind variability
results in about a tenth of a degree cooling (see Figure 3-10f).
Given the large attenuation of shortwave radiation at the surface, one would perhaps
expect a larger temperature reduction at the surface. However, it should be noted, again, that
dust absorbs shortwave radiation as well as traps upwelling longwave radiation, depending
on particle size [Tegen and Lacis, 1996]; consequently, dust causes some heating aloft in the
dust layer [Miller and Tegen, 1998]. These processes are noticeable in RegCM3 and most
likely help mute the cooling signal at the surface. As a result, average surface temperatures
are still 1-20C warmer over the boxed region and Kuwait. Likewise, although shortwave
radiation reaching the surface decreases by nearly 25 W/m 2, the decrease in the amount of
shortwave absorbed at the surface is less (by about 30%) due to the large surface albedo
over the region. This factor may explain why the increased shortwave incident attenuation
caused by wind variability does not result in much cooling. Regardless, further work in
addressing the residual warm bias of RegCM3 is completed in Chapter 4; it is believed that
surface albedo over desert regions in RegCM3 is significantly underestimated, resulting in
excess shortwave absorption and hence excess warmth. However, further dust emissions
would further cool the entire domain, particularly the Mesopotamian Valley of Iraq.
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Figure 3-10:
b) CONT c)
Monthly average summertime two meter temperature (in Celsius) for a)UDEL
DUST d) WIND e) WIND-CONT and f) WIND-DUST for the summers of
2000-2004. Also shown are the areal averages over both Kuwait and boxed region.
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3.1.5 Conclusions
Improvements over Southwest Asia are made to a regional climate model's dust scheme by
including modules that help quantify sub-grid variability of certain surface features, namely
wind speed and roughness length [Marcella and Eltahir, 2010]. Using model calculated
values for average wind speed and the dry convective velocity scale, the distribution of
wind variability at the sub-grid scale is computed assuming wind speeds follow a normal
distribution. The dust module's calculations are then performed for all wind bin values and
integrated based upon the corresponding probability. Results indicate that the dust model
is quite sensitive to wind variability over this region as AOD values increase by nearly 40%.
Consequently, a once large underestimation in AOD values compared to MODIS and MISR
estimations, is now reduced. It is important to note that other studies have examined the
performance of this model over different regions with varying results [e.g. Zakey et al. [2006],
Zhang et al. [2009], and Konare et al. [2008]]. For example, while Zakey et al. [2006] did
not find underestimations over West Africa, their study only examined one summer period
(June, July, and August of 2000.) In fact, some underestimations in AOD were found over
East Asia in Zhang et al. [2009] as well as Eastern Africa in Konare et al. [2008]. Yet it is
unclear whether industrial aerosols, poorly modeled transport of dust, or insufficient surface
emissions contributes to these biases. Therefore, further testing of the wind variability model
over other regions should be performed. Nevertheless, these results are similar to those of
Morcrette et al. [2008] which found a 30-40% increase in AOD from dust emissions caused
by wind gustiness in the ECMWF model over the Arabian Peninsula. Lastly, the work of
Cakmur et al. [2004] found more than a 50% increase in summertime AOD over this region,
but their results include multiple sub-grid parameterizations for gustiness including moist
convection and turbulent kinetic energy. Here, we examine only the effects of dry convection.
In any event, the additional dust emissions lead to further attenuation of shortwave
incident by 5 to 10 W/m 2 . However, additional temperature differences are negligible and
on the order of 0.1-0.2'C (Figure 4-2f). Nevertheless, additional work in simulating the dust
source of central Iraq needs to be completed; with this dust source properly initiated, the
remaining AOD bias over the region should be eliminated resulting in further reductions in
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temperature and shortwave radiation biases. As mentioned, it is believed that the specified
soil type over Iraq may curb dust saltation and ultimately dust emissions.
In addition to sub-grid wind variability, work is completed to represent the variability
of land cover or roughness length over a grid-cell. Here, an empirical distribution is cal-
culated based on the USGS's GLCC 4 kilometer dataset. Again, the dust model performs
all calculations based on the corresponding roughness length value and the percent of the
grid-cell covered by that vegetation type (i.e. roughness length). Unlike wind variability, the
dust module does not show a strong response to roughness length variability over Southwest
Asia. This result is most likely due to the fairly homogeneous land cover over the Arabian
Peninsula.
Given the new model including sub-grid wind variability, analysis is completed in quan-
tifying the effects of dust emissions on the summertime surface climate of Southwest Asia.
Model results indicate that dust events over this region have significant impacts on both
surface shortwave radiation and temperature. More specifically, average temperatures over
the Arabian Peninsula cool between 0.5 and 1.0 'C while shortwave incident energy decreases
between 20 and 30 W/m 2. Yet, RegCM3 still simulates a significant warm temperature bias
and excessive incoming shortwave radiation bias. Future work should examine RegCM3's
performance in modeling year to year fluctuations in temperature, dust loading, and short-
wave energy as well as the effects of dust on surface temperature variability. Nevertheless,
this work demonstrates the importance of dust emissions in shaping the summertime climate
over Southwest Asia. Therefore, to simulate accurately the summertime climate of this re-
gion, it is necessary to include dust emissions with representation for the variability of wind
speed at the sub-grid scale.
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3.2 Including Lateral Boundary Conditions for Min-
eral Aerosols
3.2.1 Introduction
The importance of specifying dust concentrations at the lateral boundaries in regional model-
ing has not been examined in the literature. In Regional Climate Model version 3 (RegCM3),
the dust scheme does not simulate dust emissions over the outermost point in both lateral
directions. Although, dust and other aerosols may be transported to these strips, dust origi-
nating from these regions, and those outside, are unaccounted for. Essentially, it is assumed
that air at the boundaries is "clean". Here we specify dust concentrations at the bound-
aries of a RegCM3 simulation covering most of Southwest Asia provided by a larger domain
simulation that spans from the Atlantic Ocean in the west to the Indian Ocean in the east.
Therefore, this section provides insight into how sensitive regional dust and climate models
are to the specification of mineral aerosols at the boundaries.
3.2.2 Methodology and Datasets
Please refer to section 3.1.2 for a description of observational datasets used.
Implementation of Dust Boundary Conditions
First, a five year simulation with RegCM3 over a large domain covering most of Africa in
the west, Europe in the north, Pakistan in the east, and the Indian Ocean in the south, is
completed at 30km horizontal resolution using the dust and aerosol modules of RegCM3 with
matching physics of the control simulation (Figure 3-11). The resulting dust mixing ratios
from this simulation for all four dust tracer bin sizes are imposed at the boundaries of the
smaller domain. The concentrations are two-dimensional (X-Z or Y-Z), averaged values (tg
dust kg- 1 air) for each month of each corresponding simulation year (see Figure 3-11). The
values are set at the outermost point of the domain for the corresponding boundary (north,
south, east, west) in each vertical level (eighteen levels in total). There is no relaxation
used for the boundary values; that is, the dust concentration is placed only at the boundary
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point and does not directly influence adjacent points. Similarly, a "climatology" boundary
dataset is constructed by using the average value for each month calculated from the five
values of each month in the five year period. For example, the August climatology value is
constructed by taking the value of August from each year (2000, 2001, 2002, 2003, and 2004)
and then calculating the mean value for August.
SW Asia Domain Total Dust Concentration
Large Dornain Total Dust Conce ration
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Figure 3-11: Schematic illustrating how boundary conditions are taken from large simulation
in a one-way nesting manner and imposed at the boundary of the SW Asia domain. Plotted
is total summer dust concentration (pg kg- 1 ) in both simulations as well as an example cross
section (Y-Z) of tracer1 boundary conditions.
3.2.3 Experimental Design
Domain Setup
Simulations using RegCM3 were completed for five years spanning from 2000 through 2004
with a one year model spin-up time. The domain, centered at 31'N, 44.5'E at 30 km reso-
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lution, has 88 points in the zonal and 74 points in the meridional direction using a Lambert
Conformal projection. The domain covers most of Southwest Asia from the Mediterranean
and Caspian Seas in the north to the Red Sea and Oman in the south. Figure 3-3 rep-
resents the model domain, topography, and land use in all simulations. As examples of
three different scales, areal averages are calculated over the country of Kuwait (46.5 0 E-
48.50 E, 28.4 0N-30.2 0 N), a boxed region (23.5 0E-33.50 E, 40 0N-50 0 N) and the entire domain,
as shown in Figure 3-11. Initial and boundary conditions to drive the atmospheric model
are implemented from the National Center for Environmental Prediction/National Center
for Atmospheric Research (NCEP/NCAR) Reanalysis Project 2-NNRP2 of Kalnay et al.
[1996]. LBCs are enforced by applying the exponential relaxation of Davies and Turner
[1977a]. As mentioned prior, SST's are prescribed to RegCM3 from the National Oceanic
and Atmospheric Administration (NOAA) optimally interpolated SST (OISST) dataset of
Reynolds [2002]. The SST datasets are 10 x 10 monthly resolution and are based on in situ
and satellite observations.
Simulations Description
A total of three different RegCM3 simulations are performed with two configurations of
dust boundary conditions in RegCM3. The control, CONT, provides a baseline simulation
using the components of the model listed above with RegCM3's aerosol and dust emission
model but without representation of dust at the boundaries. BC contains the same setup
as CONT but includes monthly averaged mixing ratios for each dust tracer imposed at the
boundaries. Lastly, the CLIMABC simulation uses a "climatology" (averaged across the five
years of boundary condition data) for monthly values of dust concentrations. To discern the
effects of boundary conditions on dust loading, initial comparisons are made between CONT
and BC simulations. Then, to determine if using a climatology for boundary conditions
is sufficient, results from BC are compared to CLIMABC. Table 3.3 provides a complete
summary of simulations performed.
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Table 3.3: Summary of simulations performed for the period of 2000-2004. All simulations
use NNRP2 lateral boundary conditions and OISST prescribed sea surface temperatures.
These names will be used to reference each simulation in the text.
Simiulation Description of processes included
CONT no boundary conditions for dust
BC monthly averaged dust mixing ratio at boundaries
CLIMABC climatology of dust boundary conditions
3.2.4 Results
Effects of Boundary Conditions on Aerosol Optical Depth
The effects of including mineral aerosols at the boundaries are presented in Figure 3-12.
Shown is the mean summertime (June, July, August) aerosol optical depth (AOD) for CONT,
BC, and CLIMABC. As seen in Figure 3-12, large increases in dust loading occur throughout
the domain, particularly over the southern and eastern portions of the domain. For example,
AOD values across eastern Iran nearly double from 0.1 to 0.2 (compare Figure 3-12a to Figure
3-12b). Likewise, across the United Arab Emirates, AOD values increase by over 65% when
including boundary conditions. However, changes over the western and northern boundaries
are nearly negligible. These results are consistent with the fact that dust concentrations at
the south and east boundaries are significantly larger than those in the north and west in
the large domain (see Figure 3-11). Larger values are found in the east and south since these
areas contain dust sources at or just outside the smaller domain's boundaries. As documented
in Prospero et al. [2002], Oman and the Arabian Peninsula are well known, pronounced dust
sources as is the basin between Iran and Afghanistan. These sources are not captured
within the dust model but are now represented via dust concentrations transported at the
boundaries. Nevertheless, the resulting increase in JJA AOD averaged across the domain is
nearly 30% and has a distinct positive northwest to southeast gradient as shown in Figure
3-13. Significant increases in dust loading (AOD difference >0.1) occur across the eastern
and southeastern portions of the domain resulting in values 50% to 100% larger in BC than
CONT (see Figure 3-13a and Figure 3-13b). However, as expected, in the interior of the
domain, the effects of dust boundary conditions are diminished. For example, over Kuwait,
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AOD increases are closer to 15% with smaller increases throughout Iraq and northern central
Saudi Arabia (Figure 3-13b). It is important to note that large percent increases across the
Mediterranean are a result of exceedingly small values of AOD there to begin with (<0.05),
therefore results from this region are not significant. Lastly, in the large domain, which
provides the boundary conditions, domain averaged AOD is approximately 20% higher than
that in the BC simulation (0.20 versus 0.15, respectively). However, windspeeds in the
larger domain are higher causing the remaining differences in dust loading between the two
simulations.
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Figure 3-12: Simulated average daily summertime (JJA) AOD in a) CONT b) BC c) CLIMA
and d) MISR observations for the period of 2000-2004. Note areal averages over Kuwait, the
boxed region, and the domain are also shown.
Examining the seasonal effects of dust over Southwest Asia yields similar findings to
spatial differences (see Figure 3-14). In general, strong seasonality in AOD occurs over
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Southwest Asia where a maximum in optical depth is reached in April and maintained
throughout the dry summer months before subsiding in mid-fall (October). That is, values
of AOD in summertime are nearly 70% larger than those found during the region's wet
winter season (DJF). These model results are validated by the findings of Prospero et al.
[2002] which used the observational Total Ozone Mapping Spectrometer Aerosol Index to
delineate seasonality in dust emissions globally. Nevertheless, including boundary conditions
results in a twenty to thirty percent increase in AOD during the entire dusty season of April
through September (Figure 3-14b). Hence, including boundary conditions causes an increase
in seasonality as shown in Figure 3-14a. That is, percent increases in September of only 7%
and a slight decrease in October, lead to a more defined peak in dust loading. As expected,
changes from November through February are nearly negligible as dust emissions are small
during the relatively wet season of this region.
Consequently, including dust at the boundaries improves model performance against
observations. Here we compare simulated mean daily summertime AOD to MISR measure-
ments. NASA's MISR product is superior in capturing optical depths over desert regions
compared to other instruments such as the Moderate Resolution Imaging Spectroradiometer
[Abdou et al., 2005; Prasad and Singh, 2006; Marcella and Eltahir, 2010]. As seen in Figure
3-12, aerosol optical depth values from CONT are significantly smaller than those from MISR
(more than 60% less in domain average). Likewise, CONT does not adequately capture the
spatial variability of AOD as seen in MISR. For example, CONT lacks the pronounced in-
crease in AOD from northwest to southeast across the region as seen in MISR observations
(Figure 3-12d). Although not completely accounting for the large bias in aerosol optical
depth, BC does reduce the underestimation in optical depth by 10%. More importantly,
RegCM3 now has a more distinct gradient in AOD matching that of MISR observations
with the domain maximum located over the U.A.E. and southeastern Saudi Arabia. We
refer the readers to Chapter 3.1 for a more thorough examination of the performance of
RegCM3's dust model over this region. This work finds that a large remainder in AOD
differences (between thirty and forty percent) can be resolved by including wind variability,
or gustiness, in the dust emission scheme.
Lastly, it should be noted that the importance of including realistic boundary conditions
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Figure 3-13: Differences in RegCM3 simulated average summer AOD between a) BC-CONT
c) CLJMABC-CONT and d) CLJMABC-BC. Also shown in b) is the percent difference
between BC-CONT AOD. Note areal averages over both Kuwait, the boxed region, and the
domain are also shown.
is a function of both model domain setup and physical region. For example, including
values of dust at the boundaries for the large domain would most likely have a negligible
effect on dust loading in the interior since most dust sources would be captured. Likewise,
including prescribed dust mixing ratios for a domain that includes all of Australia, where
most dust sources are internal, would also result in minimal dust loading changes. However,
over regions where dust is transported into the domain, such as Southwest Asia, or in cases
where including the entire domain is computationally onerous, (e.g. including all of Africa)
supplying boundary conditions for dust values may be an acceptable alternative.
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Figure 3-14: Seasonal cycle and percent change in seasonal cycle of aerosol optical depth
averaged over Southwest Asia for CONT, BC, and CLIMABC simulations.
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Changes in Tracer Concentrations and Emission Rates
Further work is completed in examining changes of actual dust tracer concentrations when
including boundary conditions. As mentioned prior, dust is broken up into four bins based
on particle size for transport and removal via equation (2.52): 0.01-1.0pum, 1.0-2.5pm, 2.5-
5.0pum, 5.0-20.0pum [Zakey et al., 2006]. Therefore, boundary conditions are implemented for
each suspended mineral aerosol bin. Here we investigate changes in the smallest (tracerl)
and the largest (tracer4) dust bins.
Shown in Figure 3-15 are the mixing ratios for tracer1 (0.01-1.0pm) and tracer4 (5.0-
20.0pm) in both CONT and BC simulations. It is clear from comparing Figure 3-15a to
Figure 3-16e, that tracer1 is transported significantly downwind from where it is emitted.
In contrast, tracer4, which is larger and therefore heavier, has a higher concentration in the
atmosphere (compare Figure 3-15a to Figure 3-15e). Consequently, tracer4 is not advected
nearly as far from its emission sites due to larger dry deposition or gravitational settling out
of the atmosphere (compare Figure 3-15e to Figure 3-16e). Also apparent is the similarity
between changes in tracer1 concentrations and changes in AOD (see Figure 3-13a and Figure
3-15c). In both fields, a pronounced increase in values occurs from west to east with a
maximum over the southeastern corner of the domain. For example, including tracer1 at
the boundaries results in a nearly 20% increase of its concentration over the domain with
significantly larger values over eastern Iran and the southern Arabian Gulf (Figure 3-15d).
Nevertheless, this high correlation between changes in tracer1 and changes in AOD patterns
is expected given the first bin size is the most optically active of all the bins at 0.55 microns.
In contrast, little change in tracer4's mixing ratio occurs when imposing boundary conditions
(compare Figure 3-15e to Figure 3-15f and Figure 3-15g to Figure 3-15c). This result follows
the spatial dispersion of the tracer. That is, given tracer4 is not easily advected, all marked
changes occur in close proximity to the actual boundaries (Figure 3-15h). This result is
further confirmed by comparing the ratio of dry deposition to column mass loading for each
tracer (not shown). Throughout the year, values of the ratio range from 1-10 for tracer 4
whereas tracer 1 values are two orders of magnitude smaller (0-.01). That is, the amount
of tracer4 that falls out normalized by the mass that is in the column of air, is nearly one
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hundred times larger than tracer 1. This result further solidifies the greater importance of
tracer 1 than tracer 4 in boundary condition representation. As a result, it can be inferred
that heavier dust particles are significantly less affected by boundary specification.
Lastly, comparisons of emission rates and wind fields are completed between CONT
and BC simulations. As expected, differences in wind speeds and directions between the
two simulations are negligible (see Figure 3-16). Consequently, differences in emission rates
between CONT and BC for both tracer1 and tracer4 are small (see Figure 3-16). It is
important to note that although 10 meter winds are plotted, wind fields for the lowest five
layers of the atmospheric model (where highest dust concentrations exist in the boundary
conditions) are similar to those at 10 meters. Nevertheless, the lack of difference in emission
rates at the surface confirms that changes in boundary conditions are causing increases
in dust concentrations and ultimately changes in AOD values throughout the domain. In
addition, a closer inspection of the wind fields reveals that the west, north, and east are
inflow boundaries where the south has wind vectors blowing out of the domain-an outflow
boundary (see Figure3-16b). Small dust concentrations at the west and north boundaries
make these insignificant dust inflow sources (see Figure 3-11). However, large concentrations
along the eastern boundary combined with winds blowing into the domain make this an
important boundary for dust advection. As seen in plots of AOD and tracer1 concentrations,
this region does experience dust blowing in from northern boundary in Iran down to the
U.A.E. Unlike the eastern boundary, the southern boundary is an outflow region yet still
has a significant increase in dust loading. The increase can be attributed to an increase in
the horizontal gradient of dust close to the boundary resulting in increased diffusion into the
domain. As shown in eqn. 2.60, the tendency of a tracer is a function of both advection and
diffusion, both which are a function of the concentration gradient. With a larger gradient
over this region, more dust is diffused from the boundaries into the domain. Therefore, dust
is transported further north as seen in Figure 3-13a and Figure 3-15c.
Effects on Shortwave Radiation and Two Meter Temperature
As dust particulates are suspended into the atmosphere, incoming shortwave radiation is
either scattered or absorbed depending on the particulate size. In a dust-radiation model,
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CONT JJA TR1 Mixing Ratio [ug/kg]
BCs-CONT JJA TRI Mixing Ratio [ug/kg]
CONT JJA TR4 Mixing Ratio [ug/kg]
I
BCs-CONT JJA TR4 Mixing Ratio [ug/kg]
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,BCs JJA TR4 Mixing Ratio lug/kg]
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Figure 3-15: Vertically integrated mean summertime concentrations (pg kg-1) of tracer1
and tracer4 in CONT (a,c,e,g) and BC (b,d,f,h).
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Figure 3-16: Average summertime wind speed (m s- 1) and direction in a) CONT and b)
BC. Also shown are summertime surface emission rates (pg m-2 S-') for tracer1 (c,d) and
tracer4 (e,f) in CONT and BC simulations. White values are those larger than the color
scale
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the nature of shortwave absorption versus shortwave reflection is strongly dependent on the
refractive index used (see Zakey et al. [2006]). In this model, it is found that dust particles
reflect more than absorb shortwave radiation. For example, Zhang et al. [2009] found a
nearly 5 to 10 /m 2 negative top of atmosphere radiative forcing caused by dust loading
over East Asia. Therefore, given that including boundary conditions increases dust loading
over the domain of Southwest Asia, it is expected that shortwave incident values may be
reduced by further reflection or absorption. This attenuation of surface shortwave is clearly
noticeable in Figure 3-17a. Similar to the spatial signature of aerosol optical depth and dust
concentration increases, a decrease in shortwave radiation on the order of 5 to 10 W/m 2 is
visible across the eastern and southern boundary of the domain. However, across the entire
region, the overall effect is significantly less at only 2 W/m 2.
Nevertheless, with decreased shortwave radiation reaching the surface, two meter tem-
peratures may be reduced. Shown in Figure 3-17b is the difference between two meter
temperatures in CONT and BC simulations. As seen, there is very little reduction in tem-
peratures. A slight cooling is evident over the United Arab Emirates, southeastern Saudi
Arabia and central Iran, but these values are on the order of only 0.1-0.2'C. It should be
noted, again, that dust also absorbs shortwave radiation and traps upwelling longwave ra-
diation, depending on particle size [Tegen and Lacis, 1996]; consequently, dust causes some
heating aloft in the dust layer. These processes are noticeable in RegCM3 and most likely
help mute the cooling signal at the surface. Likewise, although shortwave radiation reaching
the surface decreases by nearly 10 W/m 2 in some regions, the difference (or decrease) in the
amount absorbed at the surface is less (by about 30%) due to large surface albedo over this
bright desert region. This factor may help explain why the increased shortwave attenuation
does not result in much cooling over the eastern portion of the domain.
Using a Climatology for Boundary Conditions
After examining the fluctuation in dust concentration at the boundaries, it is found that the
dust mixing ratios do not vary significantly from year to year (see Figure 3-18). For exam-
ple, at the eastern boundary, the differences between maximum and minimum JJA tracer1
concentrations in both the control simulation and the actual boundary conditions are less
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Figure 3-17: Differences in mean summertime a) shortwave incident radiation (W m- 2) and
b) two meter temperature ('C) in BC and CONT simulations.
than 15% of the mean value (Figure 3-18). Therefore, additional simulations were performed
using a "climatology" of dust concentrations instead of actual values for each month. That
is, the five year monthly mean values were averaged across all years for each month and
then used for each specific month. For example, an average August dust concentration (for
each tracer bin) was calculated based on the 2000-2004 data and then used for each year's
August from 2000 to 2004. Figure 3-18 illustrates what these concentrations look like in
comparison to the BC method. Results from such an experiment highlight the importance
of using a nesting technique (as performed above) or whether a climatology dataset such as
that from Luo et al. [2003] is sufficient in representing mineral aerosols at the boundaries.
Comparing Figure 3-12b to Figure 3-12c reveals that CLIMABC's mean summertime AOD
is nearly identical to that of BC. This result is further seen in Figure 3-13c where a similar
west to east and north to south increase in AOD occurs when using the climatology dataset.
The actual difference between CLIMABC and BC's mean AOD values are plotted in Figure
3-13d. Across the entire domain, differences in optical depth are insignificant (less than 1%).
As expected, the results are similar when examining changes in actual tracer concentrations
as well (not shown). Lastly, a closer look at the seasonality of AOD (Figure 3-14a) confirms
that using a climatology for dust concentrations is satisfactory; nearly no difference occurs
between BC and CLIMBC monthly optical depth values across the entire year. Likewise,
Figure 3-14b shows that the percent difference between BC and CLIMABC in domain av-
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Figure 3-18: Vertically integrated tracer1 dust concentration (pg kg- ) for the eastern bound-
ary (averaged in the Y, north-south, direction) for CONT, BC, and CLIMABC simulations.
eraged AOD is less than three percent for any given month. Therefore it is concluded that
using a climatology dataset of mineral aerosols suffices in representing dust concentrations
at the boundaries.
3.2.5 Conclusions
Using RegCM3, the importance of including dust boundary conditions for simulating mineral
aerosols in a regional climate model is investigated over Southwest Asia. Currently, RegCM3
allows mineral aerosols to be transported to the boundaries, but neglects dust emissions
at these locations or sources located just outside the domain. Omission of dust at these
points has pronounced effects on dust loading in the domain due to inflow at the boundaries
or diffusion into the domain. Here dust concentrations simulated from a larger domain
covering most of Africa, southern Europe, and west Asia are imposed at the boundaries of
a smaller domain over Southwest Asia. The boundary condition dataset is comprised of
monthly, averaged mixing ratios (kg dust/ kg air) for the four dust bin sizes currently used
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in RegCM3's aerosol and dust modules.
Results indicate that specification of dust concentrations at the boundaries significantly
affects dust loading over most of Southwest Asia. For example, including dust at the bound-
aries results in nearly a 30% increase in mean AOD values across the domain with some
regions in eastern Iran and the U.A.E seeing nearly a 75% increase in AOD. Similarly, the
spatial pattern of dust loading is affected as a more pronounced northwest to southeast gra-
dient in both AOD and tracer mixing ratios occurs. As a result, both of these patterns bring
model simulations closer to MISR observations over this region. Nevertheless, a significant
underestimation in dust loading over Southwest Asia still occurs in RegCM3. Additional
work completed indicates that including variability in wind speed (i.e. gustiness) helps fur-
ther reduce this bias [Marcella and Eltahir, 2010]. Moreover, including boundary conditions
causes a more pronounced seasonality (larger increases of summer AOD than winter AOD)
in RegCM3 simulations. This result is consistent given the lack of much dust emissions
surrounding this region during the winter months.
Additionally, it appears that lighter, or smaller, dust particles at the boundaries have a
more profound effect on dust loading within the domain. That is, changes in AOD paral-
lel changes in tracer1's concentration whereas larger particles (i.e. tracer4) fall out of the
atmosphere quicker; therefore, tracer4 is not advected or transported as far as tracer1. Nev-
ertheless, the largest changes in dust loading occur in the eastern and southern boundaries,
where larger boundary concentrations can be found. However, the changes are the result of
two different processes. In the east, over Iran, large increases are the result of this bound-
ary's inflow properties-winds blowing into the domain cause dust at the boundary to be
blown over eastern and central Iran, dust advection. In contrast, the southern boundary
has winds blowing out of the domain yet boundary condition simulations have larger aerosol
optical depths over this region. Here, an increase in the dust close to the boundary causes
diffusion into the domain. Thus, a buildup in mineral aerosols occurs across central Saudi
Arabia. Further work was completed in examining changes in model meteorology and sur-
face dust emission rates. It is found that wind fields (both speed and direction) remain
nearly identical when including boundary conditions. Likewise, two meter temperatures are
only cooled slightly (on the order of 0.1'C) due to decreases of incoming surface shortwave
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radiation which is scattered/absorbed aloft due to dust increases. Lastly, to confirm that
dust, itself, at the boundaries causes these changes, we examine the dust emission rates for
all four tracers in both CONT and BC simulations. Given that wind fields remain similar,
it is expected, and found, that the emission rates for all tracers are nearly identical between
CONT and BC.
Additional work is completed in examining whether using a dust "climatology" is suffi-
cient in representing mineral aerosols at the boundaries. That is, averaged monthly values
are constructed from the five year data and then used to impose dust concentration values
at the boundaries, identical to the nesting technique. Essentially, five year's worth of dust
concentrations are averaged for each month to make one seasonal cycle of tracer mixing
ratios. Results reveal that there is little difference in using actual mixing ratios compared to
the climatology dataset. For example, similar increases in AOD (spatially and in magnitude)
occur as well as changes in seasonality and tracer concentrations. Therefore, a climatology
of dust concentrations (via observations or a global model) should yield results similar to the
nesting technique described above. Although, it should be mentioned that five years worth
of dust concentration values may not be enough to define an actual climatology; however,
as shown, our results indicate that there are little fluctuations in year to year values in the
boundary conditions themselves.
Lastly, it is important to note that our results can only confirm that over Southwest Asia,
given our domain size, including dust concentrations at the boundaries improves RegCM3's
performance in simulating dust loading. It is possible that over other regions this process is
either not as important or that domain configuration sufficiently captures all dust sources.
Nevertheless, this work highlights that dust at the boundaries of a regional climate model
may be necessary in accurately simulating the dust loading over different regions. Like-
wise, including mineral aerosol boundary conditions may be an adequate substitute instead
of increasing domain size to include dust sources far from the intended study region. Ad-
ditionally, longer simulations should be performed to fully discern the effects of boundary
conditions on the climatology of dust within the domain itself. In any case, it is confirmed
that including mineral aerosols at the boundaries can have profound effects on dust loading
over Southwest Asia.
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Chapter 4
Simulating the Summertime Climate
of Southwest Asia
4.1 Introduction
Few prior studies using regional models have simulated the climate of Southwest Asia. For
example, more recently, Evans et al. [2002] use Regional Climate Model version 2 (RegCM2)
to study rainfall simulation over the Middle East while Marcella and Eltahir [2008b] im-
proved RegCM3's performance of rainfall prediction over the Arabian Peninsula. While
some research has been performed using General Circulation Models or looking at general
circulation patterns, most regional modeling has focused either on the Eastern Mediterranean
or precipitation processes [Reddaway and Bigg, 1996; Saaroni and Ziv, 2000; Zaitchik et al.,
2007; Nazemosadat and Cordery, 2000]. Conversely, Small et al. [1999] performed regional
analysis over Central Asia, but their domain did not include the complete Arabian Penin-
sula. More notable studies include that of Evans et al. [2004] which used a regional climate
model to examine dominant precipitation patterns over the Middle East and Marcella and
Eltahir [2008a] which examined the seasonal and inter annual variability of rainfall over
Kuwait. Likewise, Al Kulaib [1984b] compiled'observations and synoptic charts to describe
the regional synoptic-scale meteorology phenomenon over Kuwait and the surrounding re-
gion. However, to date, very little work has been completed in specifically modeling the
surface summertime climate over Southwest Asia. This chapter focuses on accurately mod-
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eling surface air temperatures as well as other surface climate variables over portions of this
region.
Identifying the surface features that dictate the climate over Southwest Asia or, in general,
over semi-arid regions around the world remains an outstanding research area in climate
modeling. Particularly, the role of two common surface processes in semi-arid climates,
dust emissions and irrigation, are examined in this work. Both of these land processes are
influenced by human behavior and can have profound effects on regional climates [Miller
and Tegen, 1998; Kueppers et al., 2006]. During the 1970's the irrigation and marshlands
of Iraq were completely in tact and hence this period is used to discern the effects of these
land processes on the surrounding region's climate. Moreover, model biases for other land
characteristics, such as surface albedo, are addressed and therefore provide insight into the
sensitivity of regional models to certain land parameters. Consequently, to allow for the
future assessment of climate variability and climate change over Southwest Asia, this work
presents a modified regional climate model that more accurately simulates the summertime
climate over semi-arid regions.
4.2 Methodology and Datasets
Observational Datasets
Climate Research Unit (CRU) TS 2.1 High Resolution Temperature Dataset
The CRU fine resolution gridded dataset, TS 2.1, consists of a monthly time series of var-
ious climate variables covering the period 1900 to 2002. Such variables include surface air
temperature, precipitation, and vapor pressure-all interpolated from surface observations
onto a global 0.50 x 0.5' resolution grid [Mitchell and Jones, 2005]. The goal of the CRU
database is to provide the best estimate of the spatial pattern of climate variables at any
moment of time [New et al., 1999]. The weight placed on each station's value for a given
gridbox is a function of the station's distance from the gridbox assuming an exponential
correlation decay with distance. Therefore, the measurement does not need to come from
within the gridbox to contribute to the gridbox's value. If there is insufficient data for a
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grid-cell, the 1960-1990 average value is used to compute the value. The exact construction
and description of the interpolation scheme used for each variable can be found in Mitchell
and Jones [2005]. Station data comes from a wide variety of sources (from WMO stations
to government agencies) however, exact station information (i.e. location and record) is not
available to the public domain. Over our boxed region between 4 and 9 stations are used for
the CRU monthly values. Moreover, it is important to note that the CRU dataset is sensitive
to the details of the observational network in a certain region. Therefore, CRU values over
mountainous or uninhabited regions, where station coverage is scarce, may be somewhat in-
accurate. Nevertheless, many studies [e.g., Yiao and Caya [2006] and Syed et al. [2006]] have
used the CRU dataset for climate analysis and model validation. The CRU data available
for the years of 1969-1979 is used in this study. However, due to the lack of observations in
this region, some smoothing may occur in CRU estimates for temperature. For approximate
locations of the mean climatology stations, the authors refer the reader to New et al. [1999].
NASA-Langley Research Center Surface Radiation Budget
In order to assess the performance of RegCM3 in simulating incoming surface solar radiation,
SRB satellite observations are compared to RegCM3 values of incident shortwave radiation.
Please refer to Chapter 3.1.2 for a description of the SRB data. To ensure the accuracy
of SRB values for shortwave radiation and albedo over the region, analysis of station data
from the Baseline Surface Radiation Network (BSRN) is completed. With a station in Saudi
Arabia (Solar Village 29.4 0N, 46.4'E), the BSRN data provides four years (1999-2002) of in-
situ measurements for incoming and reflected shortwave radiation and thus, surface albedo.
As shown in Table 4.1, it is found that current SRB data compares very well to the Solar
Village data. More specifically, shortwave incident values (SWI) are within 5% of the BSRN
values (307W/m 2 versus 322 W/m 2). Likewise, SRB shortwave reflected is within 3 W/m 2
of BSRN. As a result, SRB estimates an albedo value of 0.319 while BSRN's value is 0.314.
Moreover, SRB values for SWI and albedo during this time period (1999-2002, 307 W/m2 ,
0.31) are very similar to those SRB values in the time period used in this study (1969-1980,
318 W/m 2, 0.30). Therefore, it is concluded that the SRB estimates are satisfactory for this
analysis.
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Table 4.1: Summary (mean (p), standard deviation (a), and difference (b)) of BSRN obser-
vations and SRB measurements for shortwave incident (SWI, W m-2), shortwave reflected
(SWU, W m-2), and calculated surface albedo (a) over Solar Village, Saudi Arabia (29.4'N,
46.4'E) from 1999-2002. Note values shown are averaged daily values for June, July, August.
SWI SWU Calculated a
t a b a b y a b
BSRN 322 18 101 6 - 0.314 .01
SRB 307 18 -15 98 11 -3 0.319 .02 .005
4.3 Experimental Design
Experimental Setup
Simulations using RegCM3 were completed spanning the period from 1969 to 1979. The
domain, centered at 31'N, 44.5'E at 30 km resolution, has 88 points in the zonal and 74 points
in the meridional direction using a Lambert Conformal projection. It is important to note
that some of the simulations use the sub-grid BATS1e scheme of Giorgi et al. [2003] which
allows for surface physics to be calculated at finer resolutions (here at 5km grid spacing) based
on finer topography and landuse cover. The domain covers most of the Southwest Asia from
the Mediterranean and Caspian Seas in the North to the Red Sea in the southwest and Oman
in the southeast. Figure 4-la represents the model domain as well as topography and land
use in the control, CONT, simulation. As examples of two different scales, areal averages are
calculated over Kuwait (46.5 0E-48.5 0E, 28.4 0 N-30.2 0 N) and a boxed region (23.5 0 N-33.5 0 N,
40'E-50'E) (see Figure 4-1). Initial and boundary conditions are implemented from the
European Centre for Medium Range Forecasting (ECMWF) Reanalysis Project-ERA40 of
Uppala et al. [2005]. Lateral boundary conditions (LBC's) were enforced by applying the
exponential relaxation of Davies and Turner [1977a]. To account for the local effects of LBCs
on model results, output from a strip with a width of 3' along each boundary is not displayed.
As mentioned prior, SST's are prescribed to RegCM3 from the Hadley Center Met Office's
Global Ice and Sea Surface Temperatures dataset (GISST) which has a temporal coverage
from 1871 to 2003 [Rayner et al., 2006]. The SST datasets are 1 x 1' monthly resolution
and are based on in situ and satellite observations.
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Domain Topography & Vegetation Sub-grid BATS Altered Vegetation (IRRMRSH)
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Figure 4-1: Shown in a) is domain implemented for all simulations with topography contoured
(200m intervals) and vegetation shaded. A significant portion of the domain is classified by
semi-desert and desert landcover at 30km. And, b) vegetation cover of IRR (sub-grid BATS1e
at 5km resolution) derived from 2 minute GLCC Landcover dataset. Modified landuse over
Iraq and Iran reflects the irrigation and marshlands of the region.
Albedo Simulation Description
Comparing RegCM3's prescribed (by land cover type) surface albedo to values from the
NASA-SRB dataset reveals an underestimation in land surface reflectivity. More specifically,
RegCM3's surface albedo over the Arabian and Syrian deserts (areal average over our boxed
region) is estimated at 0.27 whereas SRB values are closer to 0.31. The underestimated
values are most likely due to BATSle's prescribed desert albedo values which were measured
over the deserts of North America where soils are significantly darker [Dickinson et al.,
1993]. As a result, we increase the surface albedo in all of RegCM3's semi-desert and desert
grid-cells by 4% to match that of SRB. This modification is accomplished by increasing the
soil color reflectance for semi-desert and desert grid cells. From here, RegCM3 is allowed
to calculate the actual surface albedo based on sun angle, soil moisture, etc. for bare soil
albedo. Moreoever, this change is also accomplished by increasing the vegetation albedo;
however, over semi-desert and desert regions these values contribute significantly less than
the bare soil albedo. BATS1e then calculates a total grid cell surface albedo based on these
values, soil moisture and solar angles. The simulation with this change is referenced as ALB
throughout the chapter. It is important to note that these albedo changes are also contained
in all other simulations except CONT.
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Dust Simulation Description
A simulation of RegCM3 including the dust module of Zakey et al. [2006 is performed
including the scheme for sub-grid wind variability described in Chapter 3. Please refer to
Chapter 2.4 for a detailed description of the dust module and Chapter 3.1 for information
on the representation for sub-grid wind variability in the scheme. Results indicate that
RegCM3's dust model is sensitive to the inclusion of this wind variability with a nearly
35% increase in emissions which leads to simulated aerosol optical depth values significantly
closer to observations. The simulation including the dust scheme with wind variability is
referenced as WIND throughout this chapter.
Irrigation and Marshlands Simulation Description
To reflect the substantial irrigation and marshlands of the Mesopotamian valley, land cover
is altered in another simulation labeled IRR. The spatial as well as the areal coverage is
determined from two different datasets. First, the Food and Agriculture Organization (FAO)
of the United Nations and the University of Frankfurt's joint collaboration Global Map
of Irrigation Areas [Siebert et al., 2005. This data provides irrigation intensity at 10 km
resolution as well as magnitudes of total area equipped for irrigation, as reported by country.
For Iraq, this dataset approximates 35,000 km 2 of land equipped for irrigation with high
intensity values between the Tigris and Euphrates. Additionally, the International Water
Management Institute's (IWMI) Global Irrigated Area Map (GIAM) at 10 km resolution
is used for spatial distribution of irrigated land in the region. The IWMI's constructs its
GIAM based on AVHRR data, SPOT satellite vegetation, ground truth, and a variety of
other observations [Thenkabail et al., 2006].
To reflect the information from both datasets, RegCM3 land cover is altered to include
irrigated cropland and marshlands between the Tigris and Euphrates Rivers (see Figure 4-
1b). As a result, surface properties such as soil texture, roughness length, soil moisture, and
albedo are significantly changed. To simulate the effects of irrigation, RegCM forces soil
moisture values in the root zone to field capacity at every time step of the year. However,
this representation requires unrealistic amounts of water to be supplied to the system. In
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Table 4.2: Summary of simulations performed for the period of 1969-1979. All simulations
use ERA40 lateral boundary conditions and GISST prescribed sea surface temperatures.
These names will be used to reference each simulation in the text.
Simulation Description of processes included
CONT
ALB surface albedo, a, increased by 4%
WIND dust module (sub-grid variability for wind) with a increase
IRR modified sub-grid land cover (irrigation and marshlands) with a increase
FULL includes albedo increase, dust, and irrigation/marshlands
fact, both the Tigris and Euphrates combined annual flow, approximately 80 km 3 , could not
supply this amount of water (over 100 km 3 ). Therefore, the irrigation scheme is altered to
saturate the root zone only in the first week of June, July, and August-a form of irrigation
scheduling. This modification mimics actual irrigation practices more closely and reduces
water requirements to nearly 40 cubic kilometers per year.
FULL Simulation Description
Lastly, a simulation including the albedo changes, dust emissions, and irrigation/marshlands
land cover is performed. This simulation represents the most realistic representation of both
land surface cover and processes in the region. It will be referred to as FULL throughout
the chapter (see Table 4.2 for a complete summary of the simulations performed).
4.4 Results and Discussion
When comparing CONT to CRU and SRB measurements, several biases at the surface are
found over the summertime period. Most striking is the excessive warm bias for summertime
(JJA) two meter surface temperatures. Nevertheless, from the cool, mountainous regions
of Turkey and Iran in the north, to the warm, desert regions of Iraq and Saudi Arabia
in the south, RegCM3 generally does well in capturing the spatial distribution of average
temperature over the region (see Figure 4-2a and Figure 4-2b). However, comparing Figures
4-2a and 4-2b, CONT clearly over-predicts surface air temperatures by over 4C in many
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parts of Iraq, Iran, and Saudi Arabia. For example, Kuwait's average daily JJA temperature
is 3.5'C warmer than CRU's estimated value of 350C (see Figure 4-4a). Further biases were
found in surface albedo (underestimation by 4%), shortwave radiation (overestimation by 40
w/m 2), and vapor pressure (by nearly 5mb). These biases will be discussed further in sections
to follow. RegCM3 total column water vapor is compared to ERA40 data, however the fields
simulated by the model and ECMWF reanalysis data do not differ significantly. Therefore, it
is not believed that an underestimation of atmospheric water vapor is contributing to much
of these biases.
4.4.1 Effects of Surface Albedo Increase
As discussed prior, a 4% increase in surface albedo is implemented across all semi-desert
and desert grid-cells in RegCM3 by modifying vegetation and bare soil albedo values. This
modification results in surface albedo values that are closer to SRB estimates of 0.30 to
0.35 across the desert portion of the domain. The increased albedo results in a reduction of
about 15 W/m 2 of shortwave radiation absorbed at the surface. However, model values of
shortwave absorbed are still nearly 30 W/m 2 larger than SRB values. The larger values are
attributable to the large overestimation of shortwave incident reaching the surface and will
be discussed later. As a result of the reduced shortwave absorption, cooling on the order
of 1C occurs across the entire Arabian Peninsula and the large warm tongue across the
Mesopotamian Valley is reduced (see Figure 4-2c and Figure 4-3a). Consequently, biases
(comparing to CRU estimates) for surface air temperature are reduced to 1.8'C over the
boxed region (see Figure 4-4b). Likewise, as shown in Table 4.3, increasing the surface
albedo decreases both the maximum and minimum surface air temperatures by about 1'C
(Tmax, Tmin, respectively) over the boxed region. As a result, biases with CRU are reduced
to between 1.5-2'C for both Tmax and Tmin. It is important to note that, increasing the
surface albedo does not dramatically affect other model biases or meteorology.
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ALB 2m JJA Temperature [C]
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Figure 4-2:
observations
Average two
b) CONT c)
meter June, July, August (JJA) temperature ('C) in a) CRU
ALB d) WIND e) IRR and f) FULL. Also shown are the values
for the country of Kuwait and the boxed region.
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Figure 4-3: Difference in RegCM3 simulations of two meter JJA temperature (0C) for a)
ALB-CONT b) WIND-ALB c) IRR-ALB d) FULL-CONT. Also shown are the values for
the country of Kuwait and the boxed region.
4.4.2 Effects of Including Dust Emissions
In addition to a large warm bias, a significant overestimation in shortwave radiation reaching
the surface is observed. As shown in Figure 4-5a, SRB estimates of incident shortwave
radiation (SWI) are around 315 W/m 2; however, CONT and ALB values are closer to 360
W/m 2 (see Figure 4-5b and Figure 4-5c). In addition, while the spatial distribution of SWI
within RegCM3 is fairly homogeneous, SRB features a maximum over Syria and lower values
over the Arabian Gulf. Although temporal coverage is different between SRB and RegCM3,
it is believed that incoming shortwave radiation is fairly consistent over this desert climate
in summertime months.
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Figure 4-4: RegCM3 bias of average two meter JJA temperature ('C) against CRU obser-
vations in a) CONT b) ALB c) WIND d) IRR and e) FULL. Also shown are the values for
the country of Kuwait and the boxed region.
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ALB - CRU JJA Avg. Temp. [C]
CONT JJA Shortwave Incident [W/m-2]
ALB JJA Shortwave Incident [W/m-2]
IRR JJA Shortwave Incident [W/m-2]
WIND JJA Shortwave Incident [W/m-2]
I 'L
FULL JJA Shortwave Incident [W/m-2]
Figure 4-5: Average daily JJA incident shortwave radiation (W m-2) for a) SRB observations
b) CONT c) ALB d) WIND e) IRR and f) FULL. Also shown are the values for the country
of Kuwait and the boxed region. Note all values are for 1969-1979 except SRB which has a
temporal coverage of 1983-1992.
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Table 4.3: Summary of CRU observations and RegCM3 simulation values for maximum sur-
face air temperature, minimum surface air temperature and the diurnal range of temperature
(in degrees Celsius) over the boxed region (23.5 0N-33.5 0 N, 40'E-50'E).
Temperatures
Tmin Tatg Diurnal Range
CRU Bias
Tmax Tmin Tavg Diurnal Range
CRU 41.1 24.5 33 16.6 - -
CONT 44.1 26.8 35.8 17.3 3 2.3 2.8 0.7
ALB 43.2 25.9 34.9 17.3 2.1 1.4 1.9 0.7
WIND 42.8 25.6 34.4 17.2 1.7 1.1 1.4 0.6
IRR 42.4 25.8 34.4 16.6 1.3 1.3 1.4 0.0
FULL 42 25.1 33.8 16.9 0.9 0.6 0.8 -0.3
As detailed in Chapter 3, the attenuation of incident shortwave is plainly seen when
including the simulation with dust emissions. Some of the dust sources of southern Iraq re-
ceive incoming shortwave radiation nearly 30 W/m 2 less than the surrounding region (Figure
4-5d). In fact, as expected, dust emissions cause a dramatic reduction in SWI throughout
the entire Arabian Peninsula. For example, in regions of intense dust loading along the
Arabian Gulf coast, large reductions in average SWI (on the order of 30-40 W/m 2 ) spread
southeasterly following the northwesterly shamal winds common in this region's summer
climate (see Figure 4-8a). Regardless, RegCM3 still overestimates SWI by approximately
20 W/m 2 throughout the domain. Since cloud cover over this region in the summertime is
nearly zero and modeled total column water vapor matches reanalysis data, it is believed
that the radiative physics package within RegCM may not properly absorb radiation aloft as
alluded to in Zhang and Lin [1998] and Winter and Eltahir [2010]. Further work is necessary
in addressing this bias. Additionally, as seen in Chapter 3, the dust loading over this region
is underestimated by RegCM3. Increased mineral aerosols would also reduce the shortwave
bias at the surface via scattering and absorption aloft.
As expected, including dust emissions significantly impacts surface temperatures as well
as SWI across the domain therefore reducing surface biases (Figure 4-4c). The reduction
occurs throughout most of the Arabian Gulf demonstrating the importance of including dust
emissions in simulating the mean summertime climate over the region. Moreover, Table 4.4
displays maximum and minimum temperatures over Kuwait for each RegCM3 simulation.
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Tmax
Similar to average temperature values, including dust emissions decreases Tma, and Twin0 C
values by about 0.5 0C. This reduction helps bring the diurnal temperature range to within
0.30 C of CRU's value (see Table 4.4). Nonetheless, with average temperatures still 1-2'C
warmer than CRU over the region, the occurrence of dust and albedo differences alone cannot
fully account for the bias.
4.4.3 Effects of Mesopotamian Irrigation and Marshlands
Known as the cradle of civilization, the Mesopotamian Valley of Iraq has been irrigated for
thousands of years from the flow of the Tigris and Euphrates Rivers. As mentioned prior,
the spatial coverage of Iraqi irrigation and the Mesopotamian marshlands is quite extensive.
For example, in their peak coverage (in the 1970's) the marshlands covered nearly 15,000
km 2, roughly the size of the country of Kuwait or the state of Connecticut-Iraqi irrigation
coverage was nearly double this size. Therefore, it seems likely that these land processes and
ecosystems may have profound effects on the regional climate.
With the marshlands and irrigation of Mesopotamia included in RegCM3 simulations, sig-
nificant reductions in surface temperature and increases in surface humidity occur. For exam-
ple, in areas covered with irrigation, average daily JJA temperatures decrease by more than
4'C (see Figure 4-3c). This cooling results in RegCM3 temperatures in the Mesopotamian
Valley nearly matching CRU observations (Figure 4-4d). Excessive cooling over the south-
ern Iraq/Iran border is most likely due to the representation of marshlands in RegCM3.
Unlike irrigation, this land is kept constantly saturated, most likely resulting in unrealistic
overcooling. Yet, cooling is not limited to just those regions covered with irrigated crops or
marshlands. Further downwind, along the Arabian Gulf coast, cooling of over a half degree
also occurs in average summertime two meter temperatures (Figure 4-3c). For example,
average daily summertime temperatures over Kuwait cool from 37.5 'C in ALB to 36.9'C in
the IRR simulation (see Figure 4-2c and Figure 4-2e). However, over the boxed region, the
effects of irrigation/marshlands occur only with Tma, not Tmin values, with 0.8'C cooling for
Tmax, but only -0. 10C change in Tmin (see Table 4.3). This change actually eliminates the
diurnal temperature range bias completely.
Due to an increase in surface water available, evaporation leads to an increase in the latent
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Table 4.4: Summary of CRU observations and RegCM3 simulation values for maximum sur-
face air temperature, minimum surface air temperature and the diurnal range of temperature
(in degrees Celsius) over Kuwait (28.4 0 N-30.2 0 N, 46.5 0E-48.5 0 E).
Temperatures
Tmin Tavg Diurnal Range
CRU Bias
Tmax Tmin Tavg Diurnal Range
CRU 42.9 27.0 35 16
CONT 47.1 30.6 38.5 16.5 4.2 3.6 3.5 0.5
ALB 46.1 29.6 37.5 16.5 3.2 2.6 2.5 0.5
WIND 45.5 29.2 37 16.3 2.6 2.2 2 0.3
IRR 45.6 29 36.9 16.6 2.7 2.0 1.9 0.6
FULL 45 28.5 36.3 16.5 2.1 1.5 1.3 0.5
heat flux, a reduction in the sensible heat flux, and thus surface cooling in this area. With
this added evaporation, vapor pressure values also become significantly larger, helping reduce
the dry bias observed in RegCM3. For example, Figure 4-6 shows the surface vapor pressure
for CRU observations as well as all RegCM3 simulations. Clearly seen in the observations
is a moist tongue stretching from the southern Iraq-Iran border, further north through the
Mesopotamian Valley. In some regions, average surface vapor pressure values are close to
20 millibars. However, this signature is lacking in RegCM3's ALB simulation (Figure 4-
6b). That is, throughout central and southern Iraq, a large dry bias is found with vapor
pressure values closer to 10mb. More specifically, by Iraq and Iran's coastal regions, where
the marshlands exist, a nearly 10mb underestimation in vapor pressure is present (Figure
4-7a) in ALB. As expected, this dry signature is also found in the CONT experiment (not
shown). Since predominant wind patterns during this time of the year are from the northwest
and RegCM3 accurately simulates these wind directions, it is not the absence of an onshore
wind flow in the model that is causing a dry bias. Nevertheless, including irrigation and
the marshlands, as expected, increases the vapor pressure in this area. For example, vapor
pressure over Kuwait increase to nearly 12mb (Figure 4-6c). As a result, the bias over Kuwait
is reduced to 2mb and nearly zero over central Iraq due to a nearly 50% increase in vapor
pressure over this region (see Figure 4-7b and Figure 4-7d). Lastly, the inclusion of irrigation
and the marshlands does not significantly impact other model dynamics. For example, no
additional rainfall is observed over the region and increased cloudiness is rather minimal
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CRU 2m JJA Vapor Pressure
KW ave =13,7 mb region ave 9.4 mb
IRR 2m JJA Vapor Pressure
KW ave =8.82 Mb region ave = 8.59 mb
FULL 2m JJA Vapor Pressure
Figure 4-6: Average daily surface JJA vapor pressure (mb) in a) CRU observations b) ALB
c) IRR and d) FULL. Also shown are the values for the country of Kuwait and the boxed
region.
(less than 5%). The lack of change is most likely attributable to strong subsidence over this
region caused by the Indian Monsoon during the summer months. However, the increased
evaporation and hence water vapor (which absorbs shortwave radiation), in the lower levels
of the atmosphere, also results in a small reduction in shortwave incident radiation over the
Mesopotamian Valley (on the order of 5 W/m 2 ). This signature can be seen when looking
at shortwave radiation reaching the surface (Figure 4-5e).
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Figure 4-7: Difference of average daily surface vapor pressure (mb) for a) ALB-CRU b)
IRR-CRU c) FULL-CRU d) IRR-ALB and e) FULL-ALB. Also shown are the values for the
country of Kuwait and the boxed region.
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4.4.4 Combining Surface Processes
By combining the processes of increased surface albedo, dust emissions, and irrigation/marshlands,
a more accurate representation of the land surface of Southwest Asia is completed. Thus,
a simulation of RegCM3 with all these processes included, FULL, is performed. This sim-
ulation has the regional surface air temperature at now 33.8 C and more closely resembles
the spatial distribution of CRU's temperature in the region (see Figure 4-2f). For example,
a once 3.5'C warm bias over Kuwait has been reduced to 1.2'C (see Figure 4-4e). Likewise,
the boxed region is now within 0.8'C of observations. More specifically, areas in CONT
which had excessive warms biases such as most of central and coastal Saudi Arabia, the
Mesopotamian Valley, and western Iran, are now regions within a degree of observations (see
Figure 4-4e). By combining all of these processes, the most profound temperature reductions
occur over the Mesopotamian Valley-some areas of central Iraq cool by over 6'C. In fact,
some regions farther south from the Mesopotamian Valley, experience nearly 2.5 C cooler
temperatures due to albedo increases, dust emissions, and irrigation (see Figure 4-3d). In
addition, these effects are further seen in maximum and minimum temperatures. For exam-
ple, over both the boxed region and Kuwait, both warm Tma, and Tmin biases are reduced by
about 2'C. As a result, the diurnal temperature range is now within 0.5'C of observations
for both the boxed region and Kuwait (see Table 4.3 & Table 4.4).
In addition to strides made in surface air temperatures, the excessive overestimation of
shortwave incident is also addressed with the modifications made to RegCM3. Mostly at-
tributable to including dust emissions with sub-grid wind variability, the amount of incoming
shortwave radiation is reduced between 20 and 40 W/m 2 over Southwest Asia (Figure 4-8b).
As a result, a bias of once nearly 45 W/m 2 over Kuwait, has been reduced to 17 W/m 2
(Figure 4-5f). Additionally, RegCM3 now performs better in simulating the spatial distribu-
tion of incoming shortwave radiation with maxima over Jordan, western Iraq, and Syria and
minima down the Arabian Gulf coast. However, over the boxed region, and in general across
the domain, RegCM3 still has a significant overestimation (by approximately 20 W/m 2 ).
Although compared to ground observations, SRB root mean square errors are ± 24 W/m 2,
further work is necessary in addressing this bias in RegCM3.
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Figure 4-8: Difference in RegCM3 simulations of incident shortwave radiation (W m-2) for
a) WIND-ALB and b) FULL-CONT. Also shown are the values for the country of Kuwait
and the boxed region.
Also noticeable in the FULL simulation is a strong reduction in the dry bias that RegCM3
once simulated. As shown in Figure 4-7a, the difference between vapor pressure values in
CRU and ALB ranged from 0-10mb in the boxed region. With all three processes included,
this dry bias is nearly completely corrected as new differences range from -3mb to 3mb across
Kuwait and the boxed domain (see Figure 4-6d and Figure 4-7c). These changes amount to
approximately a 20% increase in vapor pressure over the region (Figure 4-7e). The new wet
biases in some of the marshlands and irrigation is most likely due to the constant saturation
provided in the model. Further work may need to be completed in reducing this wet bias.
Lastly, work was completed in examining the changes in dust emissions between FULL
and WIND due to the inclusion of irrigation and marshlands. Only a small reduction in
dust loading was observed in the dust emission sites near the Iran/Iraq border. The lower
dust loading is most likely due to the increased soil moisture over this region which decreases
saltation and ultimately dust suspension. Nevertheless, the increase in lower level moisture
over the region does not impact dust emissions throughout the rest of the domain.
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4.5 Conclusions
Improvements are made to simulations of RegCM3 over Southwest Asia which help correct
a warm bias in simulated two meter temperatures. To begin with, comparing model surface
albedo to NASA-SRB satellite measurements revealed a large underestimation in RegCM3's
surface albedo. As a result, the surface absorbs approximately 40 W/m 2 of shortwave ra-
diation more than SRB, leading to excessive warming at the surface. Adjusting RegCM3's
surface albedo to match those of observations helps reduce the amount of shortwave absorbed
at the surface by nearly 15 W/m 2 therefore resulting in cooling on the order of 1C across
the entire Arabian desert.
In addition to the surface albedo bias, RegCM3's simulated shortwave incident radiation
is significantly larger than SRB estimates (by nearly 45 W/m 2). As a result, a simulation of
RegCM3, including the dust module of RegCM3 with sub-grid wind variability is performed
over Southwest Asia. Results indicate that dust emissions do have a significant impact on
the surface climate over the region. That is, mineral aerosols reduce shortwave radiation
reaching the surface by about 15 W/m 2 across the region. Consequently, dust cools the
surface by 0.5 to 10 C. Interestingly, although the reduction in surface shortwave absorbed
caused by dust is comparable to the amount of shortwave absorbed reduced by the albedo
increase, cooling from dust is about 0.25 to 0.50'C less than that of the albedo changes. It is
important to note that dust absorbs shortwave radiation as well as traps upwelling longwave
radiation, depending on particle size; as a result, dust causes some heating aloft, in the dust
layer. These processes are noticeable in RegCM3 and most likely help mute the cooling signal
at the surface. Still, an underestimation in RegCM3 aerosol optical depth indicates that dust
loading over this region is not adequately modeled[Marcella and Eltahir, 2010]. With more
suspended desert dust, shortwave radiation at the surface would be further reduced.
Surface features not initially represented in RegCM3, the irrigated croplands and marsh-
lands of the Mesopotamian Valley, are also included by using two satellite and state-provided
datasets. To offer a more realistic and feasible representation of irrigation scheduling, the
irrigation scheme of RegCM3 is modified to only supply water during the first week of June,
July, and August. By including irrigation scheduling, the amount of water supplied to the
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system (approximately 40 km 3 ) can realistically be supported by the combined annual flow
of the Tigris and Euphrates River, which was approximately 85 km 3 /yr during the 1970's
[Murakami, 1995]. When including these surface features, average daily summertime temper-
atures in the Mesopotamian Valley cool by over 5C and areas downwind of the region also
experience significant cooling. Likewise, increased surface evaporation from the marshlands
and irrigation reduces a dry bias of nearly 10mb once present over the region.
However, it is important to note that over the domain, a cool, wet, bias occurs in some
regions-namely over the Zagros Mountains of Iran and the mountainous Alborz region (the
southern portion of the Caspian Sea over Iran). Over both regions, a cool, wet bias occurs
in CONT (see Figures 3e and 8a) but little changes in temperature and moisture occur with
changes in albedo, irrigation, and dust (see Figures 4d and 8e). These contrasting results are
most likely caused by topographical and land cover differences between the valley region of
Iraq and Saudi Arabia and the mountain regions of Iran. More specifically, little differences
occur because the Iranian mountainous region is neither semi-desert nor desert; thus, albedo
values are not effected nor does much dust advect over the area. Moreover, the cool, wet bias
is most likely caused by excessive cloudiness and rainfall along the mountainous coastline of
the Caspian Sea which RegCM does not properly simulate. Nevertheless, neither this region
nor this modeling feature is not the focus of these experiments. However, future work with
RegCM3 should address these problems.
Lastly, a bias in actual CRU observations for surface air temperatures may exist over
the desert regions of western Iraq and northern Saudi Arabia. Due to harsh, hot, conditions
this region experiences during the summertime months, few observations occur across the
uninhabited desert area. As a result, most measurements are taken in the cooler, populated,
valley of central Iraq. A comparison of CRU observations to ERA40 reanalysis data illus-
trates this phenomena. It is found that ERA40 values are nearly one degree warmer than
CRU observations throughout this region (see Figure 4-9a). Likewise, we compare CRU
and ERA40 estimates to the World Meteorological Organization (WMO) observations over
Kuwait City Airport, a desert region (29.1 0N, 47.6 0E, from 1960-1990 (Figure 4-10a). Results
indicate that CRU and WMO averaged JJA 2m temperatures correlate very well (correla-
tion coefficient of 0.95); this result is somewhat expected since the WMO station most likely
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ERA40-CRU 2m JJA Temperature [C] FULL-CRU w/bias correction 2m JJA Temp. [C]
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Figure 4-9: Difference between a) ERA40 and CRU observation of two meter JJA average
temperatures (0 C) and b) FULL - CRU observations of two meter JJA average temperatures
when accounting for CRU bias. Also shown are the values for the country of Kuwait and
the boxed region. Note scales are different.
contributes to CRU's grid-cell value. However, the WMO and ERA40 2m temperatures are
consistently warmer than CRU, by about 0.5-1.30 C, respectively (see Figure 4-lob). It is
important to note that ERA40's spatial resolution is quite coarse (2.50 for ERA40 versus
0.50 for CRU and point observations at Kuwait Airport). Nevertheless, CRU's cool bias is
consistent when spatially comparing CRU measurements to ERA40 estimates again shown
in Figure 4-9a. Therefore, it is believed that over these desert regions, CRU may contain a
cool bias in estimating surface air temperature.
When accounting for this bias in observations, RegCM3's surface air temperatures are
within a half degree of CRU observations (see Figure 4-9b). Any residual warm bias, like
that observed over western Iraq, is most likely attributable to a conservative increase in
surface albedo made within the model. That is, the increase to surface albedo was performed
based on box aereal averages in RegCM3 compared to SRB values. Therefore, the spatial
distribution of these values was neglected and only the magnitude was considered over the
entire boxed area. As a result, some locations in western Iraq still have simulated surface
albedo values lower than SRB, which may explain the residual warm bias over the region.
In short, by combining all these processes, a once 3-60 C warm bias over Southwest Asia
has been corrected while, albedo, shortwave energy, and surface humidity biases have been
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Figure 4-10: Comparison of average daily JJA 2m temperature (0C) at Kuwait City Airport
(29.1 0N, 47.6 0E) for ERA40, WMO, and CRU observations from 1960-1989. Differences
between ERA40 and CRU and WMO and CRU are also plotted.
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greatly improved (Figure 4-9b). Given a model that can more accurately simulate the current
climate over this region, climate sensitivity studies can now be performed. For example, work
should be completed in examining the effects of dust emissions and irrigation on the inter-
annual variability and extremes of temperatures and humidity across the region. Similarly,
future studies in discerning the effects of human impact (such as irrigation) on the regional
climate can be achieved. In any case, most importantly, this work uncovers the critical
role that certain land surface processes common in semi-arid zones have in determining the
summertime climate of these regions.
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Chapter 5
Simulating the Climate of West Africa
In this chapter, simulations by RegCM3-IBIS are compared to observations in an effort to
measure the model's ability to simulate the current climate over West Africa, particularly
surface fluxes and atmospheric dynamics related to the West African Monsoon (WAM). This
simulation, referred to hereafter as the control (CONT), features RegCM3-IBIS completed
with a prescribed, constant vegetation field (static mode) for a thirty year period (1972-2001).
5.1 Literature Review
Much empirical, theoretical, and modeling work has been completed in respect to West
Africa's climate system. To begin with, many studies based on instrumental records have
analyzed the last century of rainfall records over West Africa [Hulme, 1995]. For example, the
work of Farmer and Wigley [1985] examined rainfall decline in the Sahel during the 1980's
characterizing the decade as an unprecedented time of decreased rainfall duration, intensity,
and seasonal expression. Similarly, Nicholson [1993] used observations to determine 1980
through 1990 as the driest decade on record over the last century. For example, it was
determined via observations that the tropical easterly jet is stronger in dry years over the
Sahel whereas the analogous easterly jet to the south of the equator exhibits greater vertical
shear in the wet period [Newell and Kidson, 1984]. More recently, international collaborative
projects such as the African Monsoon Multidisciplinary Analysis (AMMA) have been started
to improve the knowledge and understanding of the West African Monsoon via large field
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campaigns to collect and process data, as well as model the impacts of the WAM on the
climate and people of West Africa [Druyan et al., 2009; Hourdin et al., 2010].
To explain the physical processes behind the WAM, its northward progression, and its
strong inter annual variability, much theoretical, modeling and data analysis has been com-
pleted [Emanuel, 1995; Thorncroft and Blackburn, 1999; Cook and Vizy, 2006]. To begin
with, Walker and Rowntree [1977] analyzed the effects of soil moisture on the circulation
and rainfall patterns while Lamb [1983] found that the sub-Saharan drought does not seem
to be a result of anomalously dry surface air from the tropical Atlantic Ocean. Further work
by Powell and Blondin [1990] examined the role of soil wetness distribution in short-range
rainfall forecasting over West Africa. Similarly, Gong and Eltahir [1996] identified sources
of moisture for rainfall in West Africa and concluded that the large-scale monsoon circula-
tion is not only the main forcing of rainfall over West Africa. Rather, the dynamics of this
circulation exert significant control on where the moisture comes from, namely from evap-
oration over the tropical Atlantic Ocean and West Africa. Meanwhile, Zheng and Eltahir
[1997] modeled the role of the meridional distribution of vegetation over West Africa on
the WAM; it was found that coastal deforestation could cause the monsoon circulation to
collapse. Likewise, Eltahir and Gong [1996] provided a theoretical framework for describing
inter annual climatic variability over West Africa caused by the meridional distribution of
boundary-layer entropy and absolute vorticity. All of these studies stress the importance of
land surface fluxes in influencing the dynamics of the West African monsoon.
Moreover, much work has been completed in examining the impact of sea surface tem-
peratures and their anomalies on the West African monsoon circulation [Hastenrath, 1984;
Rowell et al., 1992; Ginanni et al., 2003]. For example, Folland et al. [1986]'s work con-
cluded that persistent wet and dry years in the Sahel region of Africa are strongly related
to contrasting patterns of sea surface temperature anomalies on a near-global scale. Eleven
GCM's supported this claim showing that these SST anomalies modulate changes in Sahel
rainfall via changes in tropical atmospheric circulation. Likewise, Druyan [1991], via general
circulation modeling, concluded that it may be possible to predict Sahel rainfall based on
spring SST patterns across the region. To this point, Zheng et al. [1999] found that a warm
spring anomaly in SST's results in a wet monsoon that propagates onshore and persists for
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two to three months after the SST anomaly vanishes, suggesting that while SST anomalies
may drive the monsoon and its strength, persistence of the result is due to land-atmosphere
or soil moisture-rainfall feedbacks over the continent.
The idea of climate persistence as a result of bio-geophysical interactions at the land
surface was first introduced by the work of Charney [1975] in his pioneering study on the
desert albedo feedback on the climate system. This hypothesis was further confirmed via the
work of Claussen [1997, 1998]. In this research, Claussen assessed the dynamics of deserts and
droughts in the Sahel, Saudi Arabia, and the Indian sub-continent. The GCM presented two
solutions: 1) present-day distribution of vegetation and deserts and 2) a northward spread of
savanna across the southwest Sahara. Both of these solutions corroborate Charney [1975]'s
theory of a self-induced desert through albedo enhancements over the Sahara.
Since prior work examined only a static vegetation cover, further research was completed
in examining these feedbacks with a dynamic ecosystem or vegetation interactions [Wang and
Eltahir, 2000a,b,c]. To begin with, Wang and Eltahir [2000a] used a zonally symmetric cou-
pled biosphere-atmosphere model with a fully dynamic ecosystem model to examine rainfall
variability during the twentieth century over the Sahel. This work confirmed that vegetation
dynamics enhance the low-frequency variability of Sahelian rainfall while suppressing high-
frequency variability. Therefore, the authors conclude that in order to accurately reproduce
the full spectrum of Sahelian rainfall variance, vegetation dynamics are necessary. Building
on the work of Claussen [1998] which found that two distinct climate-land regimes exist in
the Sahel, Wang and Eltahir [2000b] found that multiple climate equilibria existed across
the region. Furthermore, Wang et al. [2004] realized that the use of GCM's, may not capture
the main characteristics of the long-term rainfall variability due to exaggerated atmospheric
internal variability caused by coarse model resolution.
As a result, multiple regional climate modeling studies have been performed over the
region with mixed success in capturing the spatial distribution and interannual variability
of rainfall across West Africa [Diedhiou and Mahfouf, 1996; Gall6e, 2004; Afiesimama et al.,
2006]. Most of this research confirmed GCM studies that the land surface plays a significant
role in shaping the atmospheric dynamics and climate over West Africa. For example, Steiner
et al. [2009] found a strong sensitivity to the choice of land surface scheme within a given
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regional climate model. More specifically, the authors concluded that the seasonal timing
and monsoon magnitude can be improved when a more realistic representation of soil texture
distribution is used over the Sahara, Sahel, and Gulf of Guinea. The improvements are
triggered by drier soil conditions and an increase in evapotranspiration per unit precipitation.
Therefore, their results indicate that atmosphere-land surface coupling has the ability to
impact regional-scale circulation and precipitation in regions exhibiting strong gradients in
climatology. As mentioned prior, even given feedbacks with SST's and vegetation dynamics,
models cannot accurately simulate the persistence of the twentieth century drought over the
region. This result indicates that the importance of anthropogenic land use change over the
Sahel may have contributed to the persistence of the drought [Wang et al., 2004; Abiodun
et al., 2008]. In this thesis, we will build on prior work within the field by examining the
potential impact of anthropogenic land use change (e.g. irrigation) via a regional climate
model.
5.2 Model Modifications
Deficiencies were diagnosed in some of RegCM3 and IBIS's parameterizations for bare ground
soil albedo, boundary layer height minimum, and cloud radiative effects. Listed below are
changes completed to the model to address these biases.
5.2.1 Statistical Correction for Bare Ground Albedo
Bare ground soil albedo is calculated in IBIS via the following equation which is further
adjusted for soil dryness:
asat= a * fsand + b *fsit + C * fciay (5.1)
where, asat is the minimum (saturated) soil albedo, and fsand, fLit, fcay are the fractions of
sand, silt, and clay, respectively, given by the input soil texture datasets. The coefficients
a, b, c are based on observations from the deserts of southwest North America and are 0.12,
0.085, and 0.50, respectively [Pollard and Thompson, 1995].
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Figure 5-1: Seasonal surface albedo averaged from 100W-100 E for 60N-30'N in SRB1.0 mea-
surements, IBIS, and with corrected coefficients.
However, using the above formulation results in surface albedo values over the Saharan
desert (15'N-30'N), significantly lower than SRB (1.0) observations (see Figure 5-1). As a
result, surface temperature, shortwave radiation, and rainfall biases were present throughout
the Sahara. Since the coefficients a, b, c are taken from observations over darker deserts in
North America, new values for these coefficients are needed for the bright Saharan soils.
Hence, a linear regression is performed using the sand, silt, and clay IBIS input datasets and
the SRB surface albedo values. The regression (with corrected coefficients) possessed an r2
of 0.96 and increased coefficient values of 0.16, 0.12, and 0.18 for a, b, c, respectively.
As a result, the corrected bare ground albedo now matches well with SRB (1.0) obser-
vations over the Sahel and Saharan regions (Figure 5-1). Likewise, a once significant wet
bias over the southern Sahara and Sahel is removed and temperatures decrease in the north-
ern Sahara as expected. However, with the decreased rainfall and lower cloud cover in the
southern region, more surface shortwave radiation is absorbed and subsequently a significant
increase in surface temperatures occur from 15'N-20'N. Nevertheless, all of these effects from
the albedo increase result in model values closer to CRU and SRB observations for temper-
ature, rainfall, and shortwave absorbed, throughout the domain. In addition to corrections
made for bare ground soil albedo, an increase of 30% in leaf reflectance in RegCM3-IBIS is
also included to correct an underestimation of surface albedo over the forested regions of the
Gulf of Guinea.
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5.2.2 Other Model Adjustments
In addition to corrections for soil albedo, changes were made to the radiative effects of
low-level clouds, boundary layer height minimum, and boundary condition relaxation. To
begin with, it is observed that low level clouds in the model that persist along the Gulf
of Guinea coastline tend to inhibit convection in this region. Therefore, the parameter
'ncld', which determines the number of layers (from the surface) that the radiative effects
from clouds are not included, is increased from the lowest three model levels to the lowest
five levels. More specifically, this change implies that the radiative effects of clouds below
900mb are neglected in the model. The resulting effect causes an increase in shortwave
radiation reaching the surface, particularly along the coastline and a subsequent increase
in rainfall by approximately 50%. Although this change improves rainfall prediction over
the region, it lacks any physically real, fundamental process that occurs in the lower levels
of the atmosphere and needs to be addressed in further research. In addition, boundary
layer heights are now allowed to collapse to the lowest 100m, regardless of a location's
latitude. This modification increases rainfall on the order of 10% across much of the rainforest
from Ghana to Nigeria. Lastly, the sponge boundary relaxation technique is chosen for
the treatment of lateral boundary conditions. In this method, long- and medium-length
interior advective and gravity waves are transformed into short waves which can then be
removed by a low pass filter thereby giving the appearance that the exiting waves simply
passed through the boundary [Perkey and Kreitzberg, 1976]. Likewise, inflow waves enter
the domain with little degradation. In contrast, the exponential relaxation technique uses a
weighted exponential decay to blend boundary conditions to model simulated values within a
buffer zone close to the boundary [Davies and Turner, 1977b]. The sponge technique results
in a stronger monsoon circulation cell across the ocean and larger rainfall values than those
simulated using the exponential relaxation technique .
5.3 Methodology
A thirty year, static vegetation, simulation of RegCM3-IBIS, centered at 14N and 3'E at 30
km resolution, with 180 points in the zonal and 200 points in the meridional direction using
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Figure 5-2: Domain implemented for control simulation. Vegetation biomes are shaded
and topography (in meters) contoured. Boxed region shows area where spatial averages are
computed from in this chapter's analysis (10 0W-100 E, 60 N-250 N).
a Mercator projection is performed to evaluate the performance of RegCM3 in simulating
the West African climate. The first year of simulation is used as model spin-up and therefore
not used in analysis. The domain covers most of West Africa from the Mediterranean Sea in
the north, to the Congo and Atlantic Ocean in the south. Figure 5-2 represents the model
domain as well as topography and vegetation biomes. The prescribed vegetation biomes are
taken from the potential natural vegetation dataset of Foley et al. [1996] with cropland added
from the work of Ramankutty and Foley [1998]. The Grell scheme is chosen to model moist
convection within RegCM3-IBIS with the Fritsch and Chappell closure employed [Grell et al.,
1994]. All other physics packages used in these simulations are of the standard configuration
of RegCM3 and can be found in Chapter 2. Seasonal analysis of surface and atmospheric
fluxes are performed on a zonally averaged (10 W-10 E) box from 6 N-25N also shown in
Figure 5-2. Initial and boundary conditions are implemented from the ERA4o reanalysis
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dataset [Uppala et al., 2005]. Lateral boundary conditions (LBC's) were forced by applying
the sponge relaxation of Perkey and Kreitzberg [1976]. SST's are prescribed to RegCM3
from the Hadley Centre Met Office's Global Ice and Sea Surface Temperature optimally
interpolated dataset (GISST) [Rayner et al., 2006]. The SST datasets are 1' x 1 monthly
resolution and are based on in situ and satellite observations.
5.4 Results and Discussion
Presented below are results from the control's (CONT) thirty year simulation. First, surface
(two meter) temperature and precipitation are presented and compared to seasonal and
annual observations in latitude-longitude plots. Then, zonally averaged, monthly, model
results are measured against a suite of different observational datasets for temperature,
precipitation, short and longwave radiation, and humidity. Lastly, model circulation and
dynamics are compared to ECMWF Interim (ERAI) reanalysis data [Simmons et al., 2007]
to discern how well RegCM3-IBIS does in simulating the WAM. The ERAI data is at a finer
resolution than ERA40 (0.750 versus 2.5'), has improved representation of the hydrologic
cycle over the tropics, and is not used to drive the model thus resulting in a more unbiased
dataset than ERA40.
5.4.1 Two Meter Surface Temperature and Precipitation
Seasonally Averaged Results
Shown in Figure 5-3 and Figure 5-4 are boreal summer (JJA) and winter (DJF), respectively,
seasonally averaged two meter temperatures for CRU observations and the CONT simula-
tion. As seen in Figure 5-3, RegCM3 does well in simulating the JJA reverse meridional
temperature gradient, with maximum temperatures close to 40'C found in northern Mali
and the Sahara Desert in both observations and model output. Conversely, by the Gulf of
Guinea, local minimum temperatures of about 22'C are both present in CRU and CONT. As
a result, temperatures are within 2'C throughout most of the domain and therefore within an
acceptable range. However, a notable exception occurs over Nigeria where JJA temperatures
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Figure 5-3: Average two meter JJA temperature (in 0C) for CRU observations and CONT
simulations. Also plotted is model bias (CONT-CRU)
are 2-4 C cooler than observations.
By DJF, the WAM has retreated south and a more typical northward decrease in tem-
perature occurs over West Africa (see Figure 5-4). RegCM3 does well in simulating the
local maximum temperatures (of nearly 32'C) across southern Nigeria, Ghana, and Guinea.
Likewise, CONT simulates temperatures within 1-2'C across the entire northern Sahara.
However, a slight cool bias exists over Mauritania and portions of the southern Sahara.
An over-correction to wintertime surface albedo most likely causes temperatures 2-3 C be-
low CRU observations. Nevertheless, RegCM3-IBIS adequately simulates DJF temperatures
across the region.
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Figure 5-4: Same as Figure 5-3 but for boreal winter (DJF).
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Next, an examination of simulated rainfall totals is completed at the annual timescale
and for the peak of the monsoon season-JJAS (Figure 5-5 and Figure 5-6). RegCM3 does
well in capturing the tight rainfall gradient across the Sahel region with yearly simulated
rainfall less than 50mm in northern Mali and Niger, yet nearly one meter in the southern
portions of both countries (see Figure 5-5). Moreover, CONT sufficiently models the wet
region of the Gulf of Guinea with rainfall totals close to observations of two meters. However,
RegCM3 exhibits a strong dry bias by Guinea, Sierra Leone, and the Ivory Coast. Similarly,
in the eastern portion of the domain, a pronounced dry bias occurs across Cameroon and
the Congo region. Both features are well documented in many RCMs simulations over the
region [Druyan et al., 2009]. Both areas have strong topographical gradients that are not
completely captured at 30km resolution. As a result, it is believed that orographic lifting
and the resulting enhanced rainfall is not sufficiently modeled. In any event, overall annual
rainfall biases are within 25% of observations across most of the Sahara, Sahel, and Gulf of
Guinea.
Similarly, RegCM3-IBIS sufficiently simulates the monsoon peak (JJAS) rainfall totals
over most of West Africa (see Figure 5-6). More specifically, across much of the Sahel,
CONT satisfactorily captures the 50mm to 500mm gradient of rainfall from central Mali,
south to Burkina Faso. Moreover, present in the annual rainfall as well, a noticeable dry
bias across the coastal mountain regions of Guinea and Cameroon is plainly seen and on the
order of 500mm. Since these two locations receive nearly 2m during this time of the year,
the bias is about 35% across these highlands. Overall, it is shown that RegCM3-IBIS is able
to reproduce adequately both spatial patterns as well as magnitudes of West African rainfall
and temperature.
Zonally Averaged Monthly Results
Given the zonally symmetric nature of vegetation, temperature, and rainfall distributions
over West Africa, analysis is completed looking at zonally averaged (from 100W to 10'E)
monthly values for surface temperature and rainfall.
To begin with, the control simulation compares quite favorably to both CRU and UDEL
observations of two meter temperatures (Figure 5-7). RegCM3 is able to reproduce the
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Figure 5-5: Average annual rainfall (in mm) for CRU observations
Also shown is model bias (CONT-CRU) and percent bias.
and CONT simitlations.
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Figure 5-6: Same as Figure 5-5 but for the monsoon peak season (JJAS).
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Figure 5-7: Zonally averaged, (100W-10'E) monthly average surface temperatures in CRU
and UDEL observations and CONT simulation from 60N-25 0 N. Also shown are model bias
with CRU and UDEL and difference between CRU and UDEL.
spatial signature of the monsoon during JJA with its associated local minimum of tempera-
tures by the coastline up to 12'N. During the same season, CONT also simulates the local
maximum temperature of 340C around 20'N, indicative of the surface of heat low that forms
during the monsoon over the Sahara, which is clearly visible in both observation datasets. In
addition, the model captures the strong seasonal gradient over the Sahara as temperatures
increase from 16'C to 320C from December to August. Although the model performs very
well from 15'N to 250N, it does contain some biases from the coastline up to the Sahel, partic-
ularly in the boreal spring and summer seasons. In particular,. a warm tongue appears from
February through May from the Gulf of Guinea to the Sahelian region. Some of this warm
bias in the dry season may be attributed to biomass burning that occurs here this time of
the year. Representation of these aerosols are not included in CONT and may cause cooling
of more than 2 C [Davidi et al., 20091. Similarly, dry biases in rainfall and humidity (to be
discussed later) also contribute to the overestimation of temperatures during this period as
sensible heat fluxes are found to be larger than ERA-Interim values. Conversely, a cool bias
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of 2'C exists during JJAS from 10'N to 15'N. These cooler temperatures can be attributed
to the overestimation of the latent heat flux in the region over the summer when compared
to ERA-Interim and AMMA Land surface Model Intercomparison Project estimates. Lastly,
it is important to note that considerable differences in observational datasets are also found;
CRU temperatures appear nearly 10C warmer than UDEL across the Gulf of Guinea, Sahel
and southern Sahara. As a result, it is concluded that RegCM3 can successfully simulate
the temperature distribution over West Africa.
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Figure 5-8: Same as Figure 5-7 but for average daily rainfall (mm/day) in CRU, GPCP,
and CONT. Note that regions where daily rainfall are less than 1mm/day are masked out
of percent difference plot.
Analysis of RegCM3's monthly rainfall reveals that the model satisfactorily simulates
the West African monsoon's rainfall progression. Here the Global Precipitation Climatology
Project's rainfall product (GPCP) is used alongside CRU for rainfall measurements. Since
GPCP combines satellite observations and station gauge measurements to provide rainfall
estimates [Adler et al., 2003], it is preferred over UDEL to offer an alternative to CRU's
station gauge data. As seen in Figure 5-8, CONT is able to reproduce the onset of the
monsoon by April, its northward migration through August, and finally its retreat in Octo-
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ber. More specifically, the model simulates rainfall beginning along the Gulf of Guinea by
March and reaching a maximum of 6 mm/day over the coastline by June before receding
to the Atlantic Ocean by November. This pattern compares favorably to both CRU and
GPCP measurements over the region. Likewise, RegCM3-IBIS properly models a maximum
in rainfall intensity during JJA from 10'N-12'N, which corresponds to observations. How-
ever, it should be noted that the model has difficulty in simulating the strength of the onset
during MAM as a 1 mm/day dry bias exists when comparing to both CRU and GPCP es-
timates. These findings may be a result of the temporal coarseness in the prescribed SSTs;
at monthly resolution, it is possible that RegCM3 does not experience quickly enough the
increase in SSTs over the Atlantic to begin the progression of the monsoon inland. Nev-
ertheless, RegCM3's simulated field of rainfall falls within 30% of either CRU or GPCP
observations throughout the monsoon season. Therefore it is concluded that RegCM3-IBIS
performs well in simulation of the WAM rainfall field.
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Figure 5-9: Same as Figure 5-7 but for average monthly surface incoming shortwave radiation
(Wm- 2 ) in SRB3.0, SRB1.0, and CONT. Also plotted are CONT differences with SRB
datasets and difference between SRB3.0 and SRB1.0.
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5.4.2 Zonally Averaged Monthly Surface Fluxes
Surface Radiation Fluxes
Another principal input to the land-atmosphere system and equally as significant as temper-
ature and rainfall, surface incoming shortwave radiation is evaluated in RegCM3 simulations.
Model results are compared to both SRB3.0 and SRB1.0 satellite observations. The SRB
release 3.0 product differs substantially from earlier SRB releases arising from numerous im-
provements of the algorithms and input data sets as well as the horizontal resolution (from
2.5 degrees to 1 degree) and temporal period (1983-2005 versus 1983-1991). As seen in Figure
5-9, CONT reasonably reproduces the spatial and temporal patterns of SRB observations
for incoming shortwave radiation, with maximum values during boreal summer over the
Sahara Desert and minimum values along the Gulf of Guinea during the monsoon season.
Noticeable however, is an overestimation of shortwave radiation during JJA over the Sahara
of 20-40 Wm-2. This overestimation is attributable to dust loading over the region that is
not represented in CONT; simulations including dust emissions in Chapter 6 address this
bias. Similarly, a positive bias along the coastline and during the monsoon season is most
likely attributed to the increase in the NCLD parameter which allows for more incoming
shortwave radiation to reach the surface. However, differences between SRB3.0 and SRBl.0
measurements for incoming surface radiation in this region are nearly 20 Wm- 2 (see Figure
5-9). Overall,the control simulation does well in simulating the seasonality and magnitude
of shortwave radiation over West Africa.
As a result of changes made to surface albedo parameters, simulated surface albedo val-
ues now fall in between SRB3.0 and SRB1.0 measurements with values of 0.35-0.40 over the
bare Sahara desert and 0.15-0.20 over the vegetated Gulf of Guinea forests (Figure 5-10). It
is important to note that RegCM3 fails to capture the seasonality of Saharan surface albedo
shown by SRB3.0; however, this seasonality is absent in SRB1.0 measurements. Lastly, the
large difference between observations themselves, leaves us satisfied with CONT's predic-
tions, since they lie between SRB3.0 and SRB1.0 values.
Next, examining CONT's simulated net radiation reveals the model does well in captur-
ing the seasonality and gradient of net radiation across West Africa (see Figure 5-11). For
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Figure 5-10: Same as Figure 5-9 but for average monthly surface albedo.
example, the model simulates a peak during JJA across the Sahel and, as expected, minimum
values across the desert in the north. Overestimations (against SRB3.0) across the coastline
and during boreal fall can be attributed to overestimations of incoming shortwave during
the season over this region. RegCM3's net radiation does compare favorably to SRB1.0 esti-
mates but this is due to SRB1.0 containing significantly larger values of downward longwave
radiation than SRB3.0 (Figure 5-12). Moreover, CONT's simulated net longwave radiation
matches well to SRB3.0 except for a rather pronounced underestimation during the spring
season from 10'N-20'N (see Figure 5-13). This underestimation is a direct result of an
underestimation of downward longwave radiation during the spring season and can be con-
tributed to the dry bias over that region (Figure 5-12). With less rainfall and subsequently
less water vapor in the air, there is a decrease in the downward longwave emitted by wa-
ter vapor. Nonetheless, RegCM3-IBIS adequately reproduces the surface energy fluxes over
West Africa.
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Figure 5-11: Same as Figure 5-9 but for average monthly net radiation (Wm-2).
Surface Moisture Fluxes
Similar to incoming shortwave radiation, surface humidity is as an important variable in the
coupling of the biosphere-atmosphere system. Therefore, shown in Figure 5-14 are CRU,
ERA40, and RegCM3-IBIS values for specific humidity (g kg-1). The model successfully
reproduces the northward influx of surface moisture from the Atlantic Ocean as the mon-
soon progresses inland during JJA. However, as seen in the downward longwave radiation,
RegCM3 has a significant dry bias during the early onset of the monsoon from 10'N-20'N.
This feature appears to be an amplification of the boundary condition influences as ERA40
also simulates a similar dry bias in spatial and temporal signature. Using the resulting sur-
face temperatures and moisture fields, the moist static energy, MSE can be calculated as
follows:
MSE = C,* T + L, * w + g * z (5.2)
where, C, is the specific heat of air at constant pressure, T the temperature, L. the latent
heat of vaporization, w the mixing ratio, g gravity, and z is the elevation above sea level.
Moist static energy (and its gradient) is an important variable in determining convection
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Figure 5-12: Same as Figure 5-9 but for average downward longwave radiation (Wm2).
SRB NEW Net Longwave
25
20
15
10
SRB1.0 Net Longwave
Feb Apr Jun Aug uct uec
CONT-SRB3.0 LWN
25
20
15
10
Feb Apr Jun Aug uct Dec
CONT-SRB1.0 LWN
Feb Apr Jun Aug Oct Dec
Month
CONT Net Longwave
-20
-40
-60
-80
-100
-120
-140
Feb Apr Jun Aug Oct Dec -160 z
SRB3.0-SRB1.0 LWN
50
0
Feb Apr Jun Aug Oct Dec -50
Figure 5-13: Same as Figure 5-9 but for average monthly net longwave (Wm- 2).
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Figure 5-14: Same as Figure 5-7 but for average monthly specific humidity (g kg-1) in CRU,
ERA40 and CONT. Also plotted are CONT-CRU, CONT-ERA40, and ERA40-CRU.
strength and subsequent rainfall, particularly over West Africa during the monsoon season.
Eltahir and Gong [1996] were able to explain that the progression northward of the WAM
depends on the meridional gradient of the boundary layer entropy between the ocean and the
continent. In general, CONT simulates the spatial signature of MSE satisfactorily with a few
noticeable biases (Figure 5-15). Given RegCM3's underestimation of specific humidity across
the Sahara, it is expected that the MSE values over the region will be lower than observations
and this pattern is observed in Figure 5-15. Likewise, given the underestimation and delayed
onset of the monsoon rainfall, it is not surprising that RegCM3 underestimates MSE values
and its gradient during the onset across the entire region. Lastly, it appears that the humidity
(dry) bias dominates the underestimation of MSE and hence rainfall over the spring season
from 5N-15'N. In this region, temperatures are larger than CRU measurements, yet MSE
values are lower than CRU; hence, it appears that a lack of surface moisture reduces the
available moist static energy for rainfall. Most likely, a positive feedback then occurs where
less rainfall leads to less evaporation and subsequent less available moisture.
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5.4.3 Atmospheric Profiles
Next attention is shifted to the peak of the monsoon season (JJAS) and the vertical profile
of temperature, humidity, and wind patterns simulated by RegCM3-IBIS.
Temperature and Humidity
As shown in Figure 5-16 and Figure 5-17, RegCM3-IBIS successfully simulates the vertical
profile of both temperature and humidity. Clearly seen is the northward increase in temper-
ature during the season and the associated vertical thickness of warm air over the Sahara
in the north. Likewise, the model compares favorably to ERAI in simulating the maximum
in moisture along the coast and its sharp northward decrease. As expected, biases seen in
the surface data also appear in both these fields with ERAI data. For example, tempera-
tures along the Gulf of Guinea appear slightly colder in CONT than ERAI while the specific
humidity is approximately 2 g kg-1 drier in RegCM3. Both of these surface biases persist
vertically until around 750mb, where large scale dynamics dominate and ERAI and RegCM3
match very closely.
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Figure 5-16: Vertical profile of zonally averaged (100W-100 E) JJAS averaged temperature
(in Kelvin) for ERA-Interim and CONT simulation from 60N-250 N.
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Next, analysis is completed in comparing RegCM3's wind circulation to ERA Interim. Shown
in Figure 5-18 are ERAI's JJAS zonal (u) and meridional (v) component wind speeds and
the corresponding RegCM3-IBIS values. The model is able to properly simulate a common
feature of the WAM, the African Easterly Jet (AEJ), a strong mid-level easterly jet that
forms in response to the reverse meridional temperature gradient at the surface [Thorncroft
and Blackburn, 1999; Cook, 1999]. The ability to simulate accurately the location and
strength of the AEJ has been shown to be highly correlated to accurate rainfall simulations
in RCMs [Hourdin et al., 2010; Sylla et al., 2010]. CONT does well in simulating the
location of the AEJ core (at 600mb and 14'N) but its intensity is slightly weaker than
ERAI; this result is expected since the surface temperature gradient in RegCM3 is weaker
than ERAI as discussed prior. Similarly, the model captures another common feature of
the WAM-the Tropical Easterly Jet. Located higher aloft than the AEJ, the simulated
TEJ of RegCM3 appears stronger than ERAI but simulated at a reasonable location and
height (7.5'N and 200mb). Finally, the model successfully reproduces the surface southerly
winds which transport moisture from the Atlantic Ocean to the coastline of West Africa
and the Sahel region during the monsoon season. CONT accurately simulates southerly
winds reaching as far north as 15'N, which matches well with ERAI values. The weaker
simulated southerly winds by the coast result in a lack of moisture advection which most
likely contributes to the model's underestimation of rainfall along the coastline during the
season.
Lastly, Figure 5-19 confirms RegCM3-IBIS's ability to successfully simulate the West
African monsoon system. Shown in the figure are monthly averaged vertical profiles of the
vertical velocity from the Atlantic Ocean northward to the Sahara Desert. Where blue shad-
ing signifies rising air, positive vertical velocities and thus convection, red shading represents
subsidence, sinking air, and negative vertical velocities. Clearly seen is the northward pro-
gression of both shallow and deep convection as the monsoon moves onshore during June,
July and August (Figure 5-19). At the same time, strong subsidence also begins to move
equator-ward from the south and the model is able to accurately simulate the Hadley Cell
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Figure 5-18: Same as Figure 5-16 but for zonal and meridional windspeed in in/s from
50S-303N.
circulation. Moreover, it appears by late June and early July, the deep convection from the
Atlantic reaches and merges with the shallow convection over the Sahel. At this time the
height of the monsoon occurs and maximum rainfall values begin to take place from 120N
to 150N. In contrast, the model is able to properly simulate the strong subsidence over the
Sahara that occurs throughout the season especially aloft which helps cutoff any deep con-
vection across the southern Sahara, and thus any substantial rainfall totals over the region.
By September and October it is visible that the entire cell begins receding southward again
and the strength of both the subsidence and convection begin to diminish.
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Figure 5-19: RegCM3-IBIS zonally averaged pressure velocity (in hPa/s) for the months
of May-Oct from 5S to 30'N. Blue shading signifies negative pressure velocity or positive
vertical velocity (rising air) where red regions signify regions of subsidence, sinking air and
positive pressure velocities.
5.5 Summary
A control simulation of RegCM3-IBIS is compared to a suite of ground, satellite, and reanal-
ysis data to examine the ability of the model to simulate accurately both the surface fluxes
and atmospheric dynamics of the West African monsoon. It is found the RegCM3 is able
to satisfactorily model these important fluxes and dynamics over the region. For example,
simulated rainfall totals are within 25% over much of the Sahel and West Africa and surface
temperatures compare favorably to observations (within 2 C). Likewise, the control simula-
tion is able to adequately reproduce the radiation and surface moisture fluxes associated with
the progression of the WAM onshore during boreal summer. Similarly, RegCM3 does well
in modeling the AEJ, TEJ, and the Hadley cell circulation and its movement. All of these
metrics confirm that the model successfully simulates the West African Monsoon. There-
fore, it is concluded that RegCM3-IBIS is a suitable model to further study the interaction
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between vegetation, mineral aerosols and climate over West Africa.
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Chapter 6
The Role of Mineral Aerosols on the
Climate of West Africa
This chapter examines the role of mineral aerosols or dust suspension on the regional climate
of West Africa. Analysis is completed by comparing two thirty-year simulations of RegCM3-
IBIS. The two simulations are identical except that one includes the desert dust emission
module and aerosol tracer model. Comparisons are made between the two simulations surface
climatology as well as atmospheric dynamics.
6.1 Literature Review
Mineral aerosols are known to have important implications in shaping the global climate via
effects on radiation, temperature, and precipitation [Tegen et al., 1996; Sokolik et al., 2001].
However, alternatively, atmospheric processes such as rainfall and wind are also known to
affect dust emissions. For example, Brooks and Legrand [2000] use an infrared difference dust
index based on atmospheric brightness temperatures to conclude that spatial and temporal
patterns of North African deflation in spring and summertime dust production is associated
with the passage of convective disturbances across the Sahel during that time period. They
found further evidence that wet-season rainfall totals have an impact on dust production
in the latter part of the following dry season. Similarly, the Saharan Dust Experiment
(SHADE) of 2000 suggested that Saharan dust aerosol exerts the largest local and global
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direct radiative effect of all aerosol species and should be considered explicitly in global
radiation budget studies [Haywood et al., 2003]. Likewise, the AMMA project included a
special observing field campaign to focus on aerosol and radiation methods in January and
February 2006 [Haywood et al., 2008]. In these observations, they find that while biomass
aerosols are significantly absorbing of radiation, mineral dust aerosols are less absorbing and
more scattering.They found that the influence of both mineral dust and biomass burning
on the radiation is budget is significant throughout the observing period, implying that
meteorological models should include their radiative effects for accurate forecasts and climate
simulations.
To this point, many studies have examined the mineral aerosol effect on climate via GCMs
[Miller and Tegen, 1998; Mahowald et al., 1999; Woodward, 2001]. Focusing over West Africa,
Yoshioka et al. [2007] used a GCM coupled to a slab ocean model to find reduced precipitation
over the Intertropical Convergence Zone ( ITCZ) including the Sahel region and increased
precipitation south of the ITCZ when the dust radiative forcing is included. However, in SST-
forced simulations, significant precipitation changes are restricted only over North Africa.
These changes are considered to be due to the cooling of global tropical oceans as well as
the cooling of the troposphere over North Africa in response to dust radiative forcing.
Yet, the role dust plays on local climates via regional modeling has only recently been
examined in the literature. For example, Zhang et al. [2009] used a regional climate model
coupled to a dust model to examine regional feedbacks over East Asia; their results found a
near 1C cooling across dust sources in China. Likewise, Konare et al. [2008] examined the
shortwave radiative forcing of Saharan dust on the West African Monsoon using RegCM3-
BATS. Their results indicated a decrease in rainfall over the region 0.5-1.5 mm/d across some
portions of the Sahel with surface cooling on the order of 1-20C across the heavy dust loaded
regions. With some regions in their simulations reaching an AOD value of well over 1.0, the
surface shortwave incident radiation is attenuated by more than 90 W/m 2 over these areas.
As a result, the authors conclude that the surface cooling across the Sahara decreases the
meridional gradient of moist static energy and results in a weakening of the monsoon energy
pump. A further study completed by Solmon et al. [2008] investigates the dust aerosol impact
on regional precipitation over West Africa and the sensitivity to absorption properties. In
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this work, a ten year simulation found only a slight decrease in rainfall (0.4 mm/day) over the
Sahel with an actual slight increase across the northern Sahel and southern Sahara region.
The contrasting findings may be due to a dust loading which is significantly smaller than
Konare et al. [2008] with AOD values varying from 0.4-0.8 across the Sahara in Solmon et al.
[2008]. As a result, surface shortwave radiation attenuation (-30 to -50 W/m 2) is significantly
smaller in Solmon et al. [2008]. Another important finding in this work is the sensitivity
of mineral aerosol parameters to the effects that dust has on the regional climate. Solmon
et al. find that the single scattering albedo (SSA) and its magnitude largely determines the
intensity of precipitation decrease versus increase as well as the latitudinal limit between
these two responses. In any event, these studies failed to provide a thorough analysis on the
effects of dust on the surface climate. That is, both studies only examined mean summertime
changes in temperature, shortwave incident radiation, and rainfall. Neither study examined
changes in the surface heat flux, boundary layer height, the diurnal cycle of temperature, or
seasons other than summer. Here we aim to offer a more comprehensive analysis of the role
of mineral aerosols on the climate of West Africa.
6.2 Dust Emissions
A thirty-year simulation with RegCM3-IBIS coupled to the dust emission scheme of Zakey
et al. [2006] and the aerosol tracer model of Solmon et al. [2006] is completed over West
Africa, hereafter referred to as DCONT. First, DCONT's performance in simulating dust
suspension (AOD) is evaluated against MISR observations and the simulated seasonality
of dust emissions over the region is discussed. From here, a comparison is made between
DCONT and CONT, a similar RegCM3-IBIS simulation that does not include dust emissions.
From this analysis, it will be possible to discern the effects of mineral aerosols on the climate
of West Africa.
6.2.1 Mineral aerosol model performance
Figure 6-1 displays the zonally averaged (100W-100 E) seasonality of AOD or aerosol suspen-
sion over the Sahel and Sahara in MISR observations and RegCM3. As seen in the figure,
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Figure 6-1: Zonally averaged (100W-10 0E) monthly averaged aerosol optical depth (AOD) in
MISR observations and DCONT simulation from 60N-250 N. Also shown is model bias with
MISR.
RegCM3-IBIS does well in capturing the seasonality of AOD across the Sahara and Sahel.
Namely, the model successfully simulates a daily AOD maxima during the summer months
of JJA from 15'N-20'N of 0.5-0.6. Likewise, RegCM3-IBIS properly reproduces the south-
north gradient of aerosol suspension as seen in MISR observations, reflecting the monsoon
and rainy season in the south, the dry "dust belt" of the Sahel and Sahara, and the less dusty
region of North Africa. However, noticeable in Figure 6-1 is the the large underestimation of
RegCM3's modeled AOD in DJFM from the coastline to 120N. It is important to note that
over this region during this time of the year large biomass burning occurs due to cropland
clearing and dry lightning strikes. While these organic carbon aerosols are apparent in AOD
observations, only mineral aerosols are included in the DCONT simulation; hence, it is to
be expected that the model would show a bias over the Gulf of Guinea during the winter
months. Further work should address including the effects of anthropogenic and natural
organic carbon aerosols over this region.
DCONT's spatial performance in modeled seasonal (JJAS and DJFM) dust suspension is
examined in Figures 6-2 and 6-3. Shown in Figure 6-2, R egCM3's dust emission and aerosol
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tracer model accurately captures the summer dust "hot spots" of the Bodelle Depression,
Niger, Mali, and Mauritania as seen in MISR observations and described in Prospero et al.
[2002]. These results are similar to the work of Konare et al. [2008] who also find RegCM3
adequately reproduces the mineral aerosol climatology of the region and aforementioned
"dust belt" of West Africa. However, these results are slightly less than Konare et al. [2008]
which see average JJA AOD values well over 1.0 across the entire region, but match very
closely to Solmon et al. [2008] estimates of AOD values ranging from 0.4-0.8. Nevertheless,
overestimations do appear in the dust loading regions of west Niger and Maruitania as seen in
Figure 6-2. This bias may be a result of MISR sampling error as the satellite has known issues
in retrieving AOD values in the lowest 1km of the atmosphere over heavy dust loading regions
[Konare et al., 2008]. In contrast, the model underestimates AOD across the north and at
the boundaries. This is most likely a result of imposing zero boundary conditions which
may lead to excessive diffusion out of the domain [Marcella and Eltahir, 2010]. Likewise,
DCONT does not include sub-grid wind variability which is shown in Chapter 3 to be an
important process in dust emissions over desert regions.
Unlike boreal summer, winter months signal a southern shift in the maxima of aerosol
suspension as biomass burning becomes prevalent along the Gulf of Guinea coastline (see
Figure 6-3). As mentioned prior, only mineral aerosols are represented in DCONT, therefore
the model does not capture this spatial signature. However, RegCM3 is able to reproduce
the more southern progression of dust suspension across southern Chad, northern Nigeria,
and Burkina Faso. With the recession of the monsoon, these regions now experience some
dust events. However, the model significantly overestimates AOD across Mauritania which
is most likely caused by an overestimation of the surface winds close to the boundaries in
this region.
Another important parameter in accurately modeling a region's aerosol climatology is
the single scattering albedo (SSA). The parameter quantifies the ratio of the amount of light
scattered to the total light extinction caused by an aerosol. Higher values signify aerosols
that scatter more than absorb shortwave radiation, and in the case of mineral aerosols, a
large SSA represents smaller particle sizes. Shown in Figure 6-4 are RegCM3's modeled SSA
values for summer and wintertime months. As expected, largest values occur over regions
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Figure 6-2: Average JJAS daily AOD for MISR observations and DCONT simulation. Also
plotted is model bias (DCONT-MISR).
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Figure 6-3: Same as Figure 6-2 but for DJFM.
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Figure 6-4: Average JJA and DJF single scattering albedo (SSA) values for DCONT simu-
lation.
where there is significant dust loading such as Mali, Niger, and Chad. JJA values of 0.8-0.9
match well with the satellite observations of Kaufman et al. [2001] and Hsu et al. [2004] and
the modeling work of Konare et al. [2008]; Solmon et al. [2008] yet smaller than the single
scattering 0.99 values from the AMMA field campaign [Haywood et al., 2008]. Overall, these
results suggest that the model does well in capturing the size distribution and scattering
versus absorptive properties of dust particles over West Africa. Such high values over dust
loading regions indicate that the most optically active particles are smaller mineral aerosols
which scatter more than absorb shortwave energy. These implications on the energy balance
over the region will be discussed later in the chapter. By wintertime, as indicative in the
AOD patterns, the SSA values decrease in the north with the decrease in dust emissions yet
increase further south which represent some larger dust particles that absorb more shortwave
radiation.
Next, examining the mean JJA vertical profile of dust concentration (in the meridional
and zonal directions) reveals that mineral aerosols extend vertically to about 500mb implying
that vertical transport from convection and a deep boundary layer is not only important but
also suggesting that the effects of dust may not just occur in the surface climatology (Figure
6-5). As expected, the largest concentrations aloft occur where dust loading at the surface is
greatest- at 10'W and 10'E between 15-20'N. Also noticeable is the effect of the AEJ and
atmospheric circulations on the distribution of dust. That is, dust aloft is spread south as
seen in the latitudinal cross section caused by northerly winds at 700mb discussed in Chapter
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Figure 6-5: Vertical cross sections of JJA averaged dust concentration (pg/kg) in both the
latitude (S-N) and longitude (W-E) directions.
5. Likewise, the effect of the AEJ on mineral aerosol distribution in the zonal is clearly seen
as dust concentrations aloft are spread westward from 20'E to 20'W. More specifically, the
Saharan Air Layer (SAL) around 650mb is clearly evident in the longitude cross section of
dust concentration. The SAL is characterized as a warm dusty layer aloft around 600-700mb
that is known to transport dust across the Atlantic Ocean and critical in the formation
of Atlantic hurricanes [Carlson and Prospero, 19721. RegCM3 does well in simulating this
mid-level feature indicating the model adequately represents the vertical distribution of dust
over West Africa.
Daily Hovmoller plots for the year of 1991(15'N to 20'N) reveal the movement of modeled
dust storms and the relationship between emissions and soil moisture (Figures 6-6 and 6-
7). As seen in Figure 6-6, the beginning of the year (JF) features few dust events over
the region; however, as the spring season approaches, the Bodelle Depression in the eastern
portion of West Africa (Chad) begins to become intensely active with lighter events in the
western region of Mali and Niger. Storms from the Bodelle traverse westward, normally
last 3-5 days, and span about 1,000km in the E-W direction. By late summer (JA), the
entire region becomes dusty with background AOD levels fluctuating between 0.5 and 1.0.
Likewise, the Mali-Niger source area (around 20E-20W) becomes very active producing dust
events with AOD values on the order of 1.5-3.0. These storms appear longer in duration
than those occurring further east and in the spring, lasting in some cases as long as 6-7 days.
Nevertheless, in both regions, the frequency of events during the summer months is about
3-5 days. Once the monsoon has passed, rainfall increases the soil moisture enough to curb
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emissions resulting in a drop off in the frequency and strength of dust events during October
and November.
Noticeable in Figure 6-6 is the local minimum in AOD values located from 20E-100 E.
Although dust events occur over the region, it appears that there are no dust sources as
storms diminish over the area during the summer months. This is confirmed by examining
Figure 6-7 which shows daily values of dust emission fluxes (pg/s) and soil moisture for
the monsoon months of JJAS. Clearly visible in the Hovmoller plot is the lack of any dust
emissions during the season in this belt from 20E-100 E. This spatial feature is also evident
in MISR observations for AOD as shown in Figure 6-2. The soil properties of this area
feature locally high clay and silt amounts (25-40%) compared to the rest of the region
which is dominated by sandy soils. As a result, when rainfall events move through this
region, these soils are able to retain more precipitated water resulting in locally higher soil
moisture values (see Figure 6-8). Succinctly, regions with relatively high clay values possess
significantly larger soil moistures, where sandy soils appear largely drier. Combining the
effects of larger soil moisture and soils which are less conducive to saltation, dust emissions
are strongly curbed and this phenomena becomes clearly visible in Figure 6-7. By the end
of August, the entire region has soil moisture values ranging from 0.3-0.5 and the amount of
emissions decreases uniformly.
6.2.2 Effects of dust on seasonal surface climatology
Given RegCM3's adequate performance in simulating the dust climatology of West Africa, a
comparison between DCONT and CONT can be completed to discern the effects of mineral
aerosols on the climate of West Africa.
As discussed prior, mineral aerosols both scatter and absorb shortwave energy aloft.
Over West Africa, it is found that smaller dust particles are significantly more prevalent
than larger particulates (large SSA values). Thus, it is expected that most attenuation of
shortwave radiation will be a result of scattering aloft. Figure 6-9 quantifies the effect of
dust suspension on the JJAS mean clear sky attenuated shortwave surface, top of atmosphere
(TOA), and absorbed radiation. Clearly visible in the figure is the large impact at the surface
across the entire Sahara and Sahel region. Background surface attenuation of 5-10 w/m 2
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occurs across all of West Africa with reductions of 20-40 W/m2 across the Sahara and Sahel
dust belt with the highest values being by the dust source regions of Chad, Niger, Mali, and
Mauritania. The surface shortwave reduction is indicative of surface cooling. Moreover, as
expected, the radiative forcing at the surface follows the spatial distribution of AOD with
the magnitude of attenuation following the estimates of Liao and Seinfeld [1998] which range
from 30-40W/m 2 per unit AOD. Likewise, these results lie within other modeled results of
Konare et al. [2008] (30-90 W/m 2 ) and Solmon et al. [2008] (20-60 W/m 2 ).
Conversely, the TOA net shortwave radiative forcing is significantly smaller than that
at the surface with maximum attenuation of 10 W/m 2. Due to the high surface albedo
over the Sahara and the large scattering caused by dust over this region (SSA values), it
is expected that the TOA radiative forcing would be small over the desert region. In fact,
nearly no TOA radiative forcing occurs over the Sahara. In contrast, the darker albedos of
the Sahel and the Atlantic Ocean result in a larger TOA radiative forcing (5-10 W/m 2) over
the Sahel and 10-15 W/m 2 over the Atlantic Ocean). These findings are similar to modeling
study of Miller and et al [2004]. Across the Sahel and Sahara, the combined scattering at
the surface and TOA forcing results in 10-30 W/m 2 absorbed in the atmospheric column
and is proportional to the diabatic heating of the atmosphere. This should result in some
heating or temperature increase in the column and will be discussed further in the chapter.
Nevertheless, these results are similar to the findings of other RCM aerosol studies over this
region (e.g. Zakey et al. [2006]; Yoshioka et al. [2007]; Konare et al. [2008]).
6.2.3 Seasonal surface climatology
Two meter temperature
With a reduction of shortwave incident radiation on the order of 20-40 W/m 2 , a mean
surface cooling of 10C occurs throughout the Sahara Desert (see Figure 6-10). As expected,
maximum cooling occurs in the regions of maximum dust loading (highest AOD values)
where average JJA temperatures cool by more than 1.5'C over Niger, Mali, and Mauritania
(Figure 6-10). Given SSTs are prescribed in the model, no change in temperature is expected
over the Atlantic Ocean and Gulf of Guinea. As winter approaches, a southern shift occurs
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Figure 6-9: Same as Figure 6-2 but for DCONT's attenuated clear sky (cloud effects removed)
surface shortwave radiation, top of atmosphere (TOA) net shortwave radiation, and column
absorbed shortwave radiation (W/m 2) caused by mineral aerosols.
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Figure 6-10: Average JJA daily two meter temperature ('C) for CONT and DCONT simu-
lations. Also plotted is difference as a result of dust emissions (DCONT-CONT).
in the maximum cooling as the dust burden increases across Nigeria, Burkina Faso, and
southern Mali. Given this region is more vegetated and hence has a darker surface albedo,
the dust radiative forcing at the surface and at the TOA are negative resulting in sizable net
cooling throughout the atmosphere, despite higher SSA values (Figure 6-11). Essentially,
mineral aerosols are able to significantly increase the planetary albedo across these regions.
For example, some regions of Nigeria and Ghana experience a degree cooling from mineral
aerosols that can now penetrate further south since the monsoon has receded to the Atlantic.
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Figure 6-12: Same as Figure 6-10 but for annual rainfall (mm/yr). Also plotted is percent
difference in annual rainfall between DCONT and CONT.
Annual rainfall
Figure 6-12 shows the average annual rainfall in both CONT and DCONT simulations.
As seen in the figure, very little change in magnitude or spatial distribution results from
including dust emissions; the well documented tight gradient in rainfall from the Guinean
coastline to the Saharan desert is still apparent. A slight decrease in rainfall does occur
across the Ivory Coast, but it is less than 10% of the annual rainfall over that region. An
explanation for this lack of rainfall change is provided later in the chapter. Similar results
are found during the height of the monsoon in JJAS.
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Atmospheric dynamical effects
Given the deep vertical transport of mineral aerosols (Figure 6-5), it is possible that changes
in the atmospheric profile of temperature, humidity, and circulation patterns may occur due
to the radiative forcing of dust. Therefore, it is necessary to examine changes in temperature,
specific humidity, zonal and meridional wind speeds and the moist static energy profiles as
these atmospheric features help dictate the evolution of the West African monsoon.
Shown in Figure 6-13 is the mean JJAS vertical profile of temperature difference between
DCONT and CONT simulations zonally averaged from 100W-100 E. Clearly seen in the figure
is cooling that extends vertically to 700mb. With a maximum dust burden from 15-20'N, it is
expected that this region would have the most cooling on the order of 0.5 C which decreases
vertically with decreasing aerosol concentrations. Conversely, around the SAL there is slight
warming from the absorption aloft between 600-700mb. This warming is muted due to
the high scattering (SSA) of the dust particles. With cooling of the lower atmosphere and
warming aloft, mineral aerosols appear to stabilize the atmospheric temperature profile. The
implications of these temperature changes will be discussed later in the chapter. Nevertheless,
these results match closely with other studies that examine changes in the vertical profile of
temperature due to dust emissions [Konare et al., 2008].
In addition to changes in the temperature profile, differences are found in the JJAS zonally
averaged circulation patterns over West Africa as a result of dust emissions (Figure 6-14). At
12'N and 700mb, the approximate location of the AEJ, differences are found in zonal wind
speed and direction. From 800mb to 600mb, an increase in easterlies appears from 15-20'N
where further south (5-10'N) the winds become more westerly (weaker easterlies). Hence
the AEJ is elongated northward. Also noticeable is a slight strengthening of the TEJ at
200mb. Closer to the surface, a slight increase in westerlies from 15 N- to 20N and decrease
in westerlies from 0-10'N occurs due to dust emissions. Similar to the zonal wind patterns, a
dipole in meridional wind speed changes exists from 10 to150 5N from the surface to 600mb.
From the surface to 800mb, southerly winds decrease while aloft northerlies decrease and
the winds are more southerly until about 600mb. The resulting changes and their vertical
locations are most likely attributed to the vertical change in temperature caused by mineral
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Figure 6-13: Vertical profile of difference in JJAS temperature between DCONT and CONT
from 6-25N, zonally averaged from 10W-10E.
aerosols (Figure 6-13). That is, the sign of temperature change reverses around 700mb; more
specifically, closer to the surface temperatures cool but they begin to warm from 700mb to
500mb. It is important to note that changes in the mean daily windspeed values are rather
small, on the order of 0.2-0.5m/s. Some of this may be attributed to using daily average
values and sampling over four months.
Figure 6-15 examines the changes in the vertical distribution of temperature and humidity
and the resulting moist static energy profile. As expected, the decrease in temperature leads
to a decrease in moist static energy from 5-15'N. Across this land-ocean border, a decrease
in moist static energy across a well-mixed region should result in a decrease in rainfall. As
seen in Figure 6-12, a decrease in rainfall does occur but the magnitude is small, which
is consistent with only slight reductions in moist static energy values across the region.
However, an increase in moist static energy (surface to 700mb) is observed from 17-25'N
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Figure 6-14: Same as Figure 6-13 but for differences in meridional and zonal wind components
(m/s).
despite cooling over this region. Given the equation for moist static energy,
MSE -C,* T + L, * w + g * z (6.1)
where, C, is the specific heat of air at constant pressure, T temperature, L, the latent
heat of vaporization, w the mixing ratio, g gravity, and z is the elevation above sea level,
it can be deduced that if temperatures decrease, an increase in moist static energy can
only occur if the mixing ratio (humidity) over the region increases. This intensification is
confirmed in Figure 6-15 where specific humidity values increase 0.2-0.5 g/kg from 15-25'N.
The increase in humidity more than compensates for the decrease in temperature and slight
increases in moist static energy occur. The increase in humidity from the surface to 800mb
can be attributed to a weakening of the vertical motion or mixing in that layer caused by
dust. Essentially, there appears to be a redistribution of moisture in the DCONT simulation
as the mid-atmosphere becomes drier while the surface become more humid. The vertical
redistribution of humidity is a result of decreased mixing from a shallower boundary layer,
which will be further discussed later in the chapter. With smaller MSE values from 5-15'N
and larger values from 17-25'N, a slight strengthening in the moist static energy gradient
(+0.5kJ/kg) occurs across the Sahel-Sahara border region. Over this area, changes in the
MSE gradient dictate the progression of the monsoon and consequently rainfall. An increase
in the MSE gradient would result in the monsoon progressing further northward; however,
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Figure 6-15: Same as Figure 6-13 but for temperature (C), specific humidity (g/kg), and
moist static energy (kJ/kg).
the relative magnitude of this change in gradient can explain the lack of significant changes
in monsoon placement over the border region. That is, the change in gradient is less than
5% of the background gradient across the Sahel-Sahara. Hence, no significant change in the
monsoon progression is observed. It is important to note, that under different dust loading
conditions, the results discussed above would change accordingly. For example, with dustier
conditions, it is possible that rainfall across the ocean-land border would decrease and a
more northerly progression of the monsoon would occur.
6.2.4 Effects on Surface Energy Fluxes and Hydrologic Cycle
Next, work is completed in examining the effects of mineral aerosols on monthly, zonally
averaged surface fluxes over West Africa.
The largest impact on the surface climatology of West Africa is observed in the shortwave
incident radiation (Figure 6-16). The reduction of shortwave at the surface ranges from 20-40
W/m 2 and strongly follows the spatial and temporal distribution of dust loading shown in
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Figure 6-16: Zonally averaged, (100W-10'E), monthly average incident shortwave radiation
(W/m 2) in DCONT and CONT simulations from 60N-250 N. Also shown is difference between
DCONT and CONT highlighting the effects of dust emission.
Figure 6-1. More specifically, maximum reductions are found along a swath from 15-20'N
with the peak extending from May through August. However, an approximate 10 W/m 2
attenuation still reaches to the Gulf of Guinea during the dry months of DJF, when dust
events are able to advance southward. The scattering and ultimate attenuation across the
region reduces the SRB shortwave bias mentioned in Chapter 5 (Figure 5-9) and values are
now within 5-10 W/m 2 of observations.
With reductions in shortwave incident, net surface cooling is experienced across the
entire domain (Figure 6-17). As expected, maximum cooling (of 10C for mean daily two
meter temperatures) occurs over the same region with maximum dust loading and shortwave
attenuation- 15-20'N during JJA. It appears that surface temperature reductions follow the
onset of the monsoon, which essentially eliminates the suspension and emissions of dust
particles over a region. However, the spatial and temporal signature in cooling does not
completely follow the AOD or shortwave attenuation patterns. For example, a reduction
of 0.6-0.8'C in mean daily temperature occurs from 8-15'N during the winter and spring
seasons even though surface shortwave is only attenuated by 10 W/nm2 . Over this region,
189
CONT Shortwave Incident DCONT Shortwave Incident
the surface as well as the TOA net dust radiative forcing is negative; hence, cooling is more
pronounced even with a smaller shortwave attenuation at the surface. This result can be
explained by the highly scattering properties of dust particles over dark vegetated regions.
Even though the surface radiative forcing is not as substantial as that over the Sahara, the
TOA radiative forcing is actually significantly larger from 8-12 'N (Figure 6-18). In fact, it
can be seen that from 6-15'N the cooling signature of Figure 6-17 follows the negative TOA
radiative forcing while further north the TOA forcing is negligible due to the surface already
being quite bright (see Figure 5-10). This phenomena is confirmed when examining changes
in the shortwave upward flux at the top of the atmosphere (Figure 6-19). Consistent with the
net radiation and temperature changes, there is an increase in the shortwave reflected over
the savanna and forested regions from 10-15'N. The increased upward flux helps reduce the
underestimation seen when compared to SRB over the area by 5 W/m 2. Over this region,
shortwave that would have been absorbed by the darker surface is now reflected by suspended
dust particles. Conversely, across the bright desert regions from 15-25'N, shortwave radiation
which is scattered by the dust is simply reflected by the bright surface, hence little change is
seen in the TOA shortwave upward flux. These results are consistent with high SSA values
over the region. Essentially, the scattering effects of these aerosols increase the planetary
albedo over darker lands such as the forested regions across Nigeria, Benin, and Guinea,
and thus a reduction in the surface temperature still occurs while the planetary albedo over
desert regions remains unchanged. It is important to note that the overall bias seen in the
region, particularly across the southern portion during the monsoon is due to the increase in
the 'ncld' parameter (i.e. decreasing the radiative effects of low-level clouds). With less of
a radiative effect by clouds, the shortwave upward flux is largely underestimated across the
domain. Future work should examine the effects and parameterization of low level clouds in
RegCM3.
Figure 6-20 confirms the results presented in Figure 6-12-rainfall patterns over the
region are left largely unchanged by dust emissions. A slight decrease in rainfall occurs
along the monsoon onset front but these values are on the order of <5% of the daily rainfall
rates (Figure 6-20). These results are somewhat different than Konare et al. [2008] and
Solmon et al. [2008], which find slight decreases in rainfall over the region. In these studies,
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Figure 6-18: Same as Figure 6-16, but for DCONT's daily mean attenuated clear sky top of
atmosphere dust shortwave radiative forcing (W/m 2).
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Figure 6-19: Same as Figure 6-16, but for TOA shortwave radiation upward flux (W/m 2 )
including SRB and differences with SRB.
the simulations show a decrease in the moist static energy gradient and a weakening in the
monsoon energy pump.
In contrast, our results find that the moist static energy (MSE) gradient is left largely
unaltered by dust emissions across the Sahel region (Figure 6-21). A slight decrease in MSE
is found along the coastline in DJF and this reduction does appear to cause slight drying in
the region during MAM. As mentioned when discussing changes in the atmospheric vertical
profiles caused by dust emissions, the lack of change in MSE or its meridional gradient, can
be explained by an increase in humidity that occurs across the Sahel and southern Sahara
from June through October (Figure 6-22). Over the Sahel and Sahara, mean daily ten meter
specific humidity values increase from 0.25-0.5 g/kg. This slight increase in humidity can
be attributed to moisture redistribution over this region due to a shallower boundary layer.
With a shallower boundary layer, less mixing occurs aloft and moisture is confined to the
lower atmosphere and not advected out of the region via the AEJ. Therefore, the cooling of
temperature is counteracted by the increase in moisture and MSE values remain similar and
rainfall patterns nearly identical.
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Figure 6-20: Same as Figure 6-16, but for daily rainfall (mm/d)
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Figure 6-21: Same as Figure 6-16, but for moist static energy (kJ/kg).
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Figure 6-22: Same as Figure 6-16, but for specific humidity (g/kg).
A full examination into the effects of dust emissions on the surface energy flux is com-
pleted in Figures 6-23 through 6-26. With the reduction in shortwave incident it is expected
that the entire surface energy balance will respond to the mineral aerosol radiative forcing.
To begin with, a reduction in the net radiation is experienced across the entire domain par-
ticularly across the Sahel region from April through August where a decrease of 10-15 W/m 2
occurs (Figure 6-23). The reduction is consistent with the shortwave attenuation as well as
the reduction in net long wave radiation (5-10 W/m 2) as shown in Figure 6-24. Given very
slight decreases in the downward long wave radiation (Figure 6-25), it can be inferred that
the reduction in net long wave is a result of less upward longwave caused by surface cooling.
Nevertheless, the resulting reduction in net radiation must be balanced by the latent
and sensible heat fluxes at the surface. Shown in Figures 6-26 and 6-27 are the latent and
sensible heat fluxes, respectively, for both the CONT and DCONT simulations. Overall,
little change in the latent heat flux is found across the region (2-4W/m 2) and is consistent
with the lack of rainfall changes. In contrast, it is evident when comparing Figures 6-
23 and 6-27 that the reduction in net radiation is compensated with a reduction in the
sensible heat flux. For example, a 10-14 W/m 2 reduction in net radiation from 15-20'N
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of dust emission.
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Figure 6-25: Same as Figure 6-16, but for downward long wave radiation (W/m 2 ) in DCONT
and CONT simulations. Also shown is difference between DCONT and CONT highlighting
the effects of dust emission.
during the spring and summer is met with an identical reduction in the sensible heat flux.
Moreover, the difference in net radiation's temporal and spatial signature nearly matches
that of the sensible heat. These results are consistent with the aforementioned reduction in
surface temperature. However, from 6-10'N a reduction in the latent heat flux appears to
account for the reduction of net radiation from August through December. In this region,
during the monsoon retreat (August through November), a maxima of latent heat occurs
when evaporative fluxes increase due to saturated soils. As a result, the sensible heat is
constrained. Therefore, it is expected that changes in the net radiation would be accounted
for via the latent heat flux rather than sensible heat. In any case, net radiation differences
are rather small and thus so are the latent heat reductions. This is confirmed when looking
at changes in specific humidity, which are negligible over the area from August-November.
Lastly, as alluded to prior, it is necessary to analyze changes in the planetary boundary
layer (PBL) due to dust emissions. Given the reduction in surface temperature and sensible
heat, it is expected that a decrease in mechanical mixing from reductions in sensible heat
fluxes would limit the growth of the boundary layer, particularly in regions with strong
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Figure 6-27: Same as Figure 6-16, but for the sensible heat flux (W/m 2).
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responses to mineral aerosols. These results are confirmed in Figure 6-28. Over the Sahel
region average daily boundary layer heights decrease by approximately 100-150 meters which
is a nearly 15% reduction. These results follow the same temporal and spatial signature of
the sensible heat flux reduction and two-meter temperature cooling. However the use of
daily-averaged, monthly values can smooth the signal when examining a diurnally strong
atmospheric feature such as boundary layer height. Thus examining the three hourly data
indicates that dust emissions can reduce the boundary layer height by more than 1km during
it's peak in late afternoon. This feature is shown in Figures 6-29 and 6-30 which plot the
differences between boundary layers heights in DCONT and CONT every three hours for the
months of JJA in the simulated year of 1994, and the JJA diurnal cycle of boundary layer
height and temperature differences, respectively. It can be seen that dust can reduce the
peak of the PBL by 1000-2000m in some afternoons and evenings (15Z and 18Z, respectively)
across the region where monthly daily average decreases are on the order of 100m. Likewise,
examining the JJA diurnal cycle in temperature reveals that maximum cooling occurs in
the morning (09Z) with a 1.5'C reduction in temperature while maximum boundary layer
height decreases occur later in the day, (750m at 18Z). The maximum in cooling coincides, as
expected, with maximum dust loading which occurs from 06Z-09Z over this region. Cooling
earlier in the day most likely prohibits boundary layer growth later in the day by reducing
mechanical mixing from sensible heat flux reductions. These results have large implications
on the moisture distribution in the atmosphere. Given a significantly shallower boundary
layer, moisture that normally would mix upward and then advect out of the region, is now
constrained closer to the surface. This result explains the increased surface and low-level
atmospheric moisture as well as the lack of change in moist static energy and its gradient
across the desert border region.
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Figure 6-28: Same as Figure 6-16, but for boundary layer height (m).
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Figure 6-29: Difference between DCONT and CONT planetary boundary layer height (in
m) every 3 hours for the months of June-August for the year 1994. Note these results are
averaged from 15-20'N and 100W-10'E.
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6.3 Summary of Results and Future Work
Chapter 6 highlights the effects of dust emissions on the climate of West Africa. First, it is
found that RegCM3-IBIS does well in simulating the mineral aerosol climatology over the
region. That is, the model is able to reproduce successfully the temporal trends and spatial
patterns of dust suspension over the Sahel and Sahara. It is found that the particulate size
and the underlying surface brightness dictate the net radiative forcing of mineral aerosols.
In any event, dust emissions overall cool not only the surface of West Africa but also aloft to
700mb. Most of this cooling is a result of scattering and therefore attenuation of shortwave
incident radiation on the order of 20-40 W/m 2 . Very slight changes are found in rainfall
patterns which are consistent with a lack of any significant change in moist static energy
or its gradient across West Africa. More specifically from the coast to 15 N, very small
reductions in the moist static energy result in small changes in rainfall whereas, across the
Sahel-Sahara border, the increase in the moist static energy gradient is negligible compared
to the background gradient. Across the Sahara itself, cooling by mineral aerosols is compen-
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sated by moistening found over the region during the summertime months; as a result, no
sizable change in moist static energy occurs. Lastly, no change is found in the inter-annual
variability of rainfall across the region; that is, there is no significant correlation between
dusty and wet/dry years across the Sahel. Table 6.1 summarizes the changes in daily average
summertime surface climate variables across the dust belt of 100W-100 E and 15'N-20'N as
a result of dust emissions.
SWI TA PBL QA PRE LH SH
CONT 319 31.8 1048 10.2 23.7 20.4 70.4
DCONT 288 30.8 919 10.6 24.7 20.5 57.9
DCONT-CONT -31 -1.0 -129 0.4 1.0 0.1 -12.5
Table 6.1: Summary of JJA average daily shortwave incident radiation (SWI, W/m 2), tem-
perature (TA, 0C), boundary layer height (PBL, m), specific humidity (QA, g/kg), rainfall
(PRE, mm/mon), latent heat (LH, W/m 2 ), and sensible heat (SH, W/m 2 ), in CONT and
DCONT simulations for the period of 1973-2002 averaged over 100W-100 E and 15'N-200 N.
Also shown is the difference between the two simulations.
The increase in humidity across the desert border region can be explained by a decrease
in vertical mixing caused by a stratification (cooling near surface, warming aloft) of the at-
mosphere by suspended dust. Essentially, mineral aerosols cause a redistribution of moisture
closer to the surface due to a decrease in boundary layer height. As a result, regions that
cool because of dust suspension also become more humid, due to a shallower boundary layer.
Therefore, no change in precipitation is found as the moist static energy and its gradient
over the region remains largely unchanged. Figure 6-31 presents a schematic highlighting
the mechanisms behind this process across the desert border region.
Many opportunities still exist in examining the effects of mineral aerosols over West
Africa. Namely, as alluded to prior with boundary layer depths, extensive analysis at the
diurnal timescale should be completed and will most likely yield larger effects caused by
dust. That is, the daily averaging completed above most likely mutes the dust forcing on
temperature, humidity, and circulation patterns. Likewise, including the effects of dust on
the longwave radiation spectrum may be useful. Prior work of Solmon et al. [2008] suggests
that the effects of dust on the longwave are negligible compared to those on the shortwave,
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Figure 6-31: Schematic highlighting the effects of dust on the humidity, temperature and
moist static energy over West Africa's desert border region (13-17'N).
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especially over West Africa. More to the point, as shown above, most active dust particulates
over this region are small in diameter; studies have shown smaller particulates are more active
in the shortwave spectrum [Tegen and Lacis, 1996]. Nevertheless, including these effects
would make the results above more robust. Likewise, the effects of other aerosols such as
anthropogenic (biomass burning) and natural (lightning strikes) black carbon on the region's
climate, particularly over the Gulf of Guinea should be examined. Given the results above,
it is possible that these aerosols could greatly affect the West African Monsoon. Lastly, the
effects of suspended dust on surface temperatures over the ocean has not yet been carefully
examined in the literature. As seen over vegetated regions, high SSA particulates, such
as Saharan dust, have large impacts on the radiative forcing and temperature response over
dark regions. Given that most regional models use prescribed SST's, inherently these models
are accounting for changes in surface temperature caused by dust emissions. Further work
should look to quantify the temperature change caused by dust on sea surface temperatures
and experiments performed with these adjusted "non-dust" SST's.
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Chapter 7
The Effects of Potential Irrigation on
the Climate of West Africa
Chapter 7 describes the potential impacts of irrigation (of the Niger River) on the local
climate of West Africa, specifically Mali and Niger-the regions where portions of the Niger
River could be irrigated. To this date, there has been no research performed in simulating
the effects of irrigating the Niger River on the climate of West Africa. First, the chapter
describes a new irrigation scheme and land cover added to IBIS. Then, results are discussed
showing the new scheme implemented over parts of Niger and Mali. Further results showing
the effects of irrigation scheduling in comparison to continuous irrigation are discussed. And
finally, a simulation including the effects of both dust and irrigation is analyzed to examine
the interactions between dust and irrigation over West Africa.
7.1 Adding an Irrigation Scheme to IBIS
7.1.1 Biome Description
In its current state, IBIS has sixteen biomes-fifteen natural land covers and one anthro-
pogenic land cover, cropland [Foley et al., 1996; Winter, 2010]. Respectively, there are thir-
teen naturally occurring plant functional types (PFTs) that can occupy the natural biomes
and one human-grown plant type, crop that can live in the cropland biome. The crop plant
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parameters (e.g. phenology thresholds, photosynthesis rates, etc.) are based on the proper-
ties of corn and are taken from the work of Kucharik et al. [2000]. Over West Africa, the
use of corn may not be the most adequate plant type to use as millet and sorghum are the
widespread crops grown. Nevertheless, the sensitivity of these parameters can and should
be tested over the region. While any PFT can compete in any natural biome, only the crop
PFT can exist in a cropland. Following this work, a new anthropogenic biome is added to
RegCM3-IBIS: irrigated cropland. The only PFT allowed in the new biome is crop (of which
the corn physiology and phenology parameters can be modified according to the crop grown
in specific regions). Given its anthropogenic characteristics, irrigated cropland (like crop-
land) will remain an irrigated cropland even when RegCM3-IBIS is run in dynamic vegetation
mode. Similarly, the crop PFT is allowed to grow all year with seeds planted in January;
however, given its high water needs, over the Sahel and Sahara, crops are largely constrained
during non-irrigated periods of the year. In addition, irrigation scheduling (i.e. applying
water at certain times of the day, week, month, or year) is also allowed and the effects of
such will be discussed later in the chapter. Here irrigation occurs from May-September (at
every time step) since this is the growing season of most crops in Mali and Niger.
7.1.2 Water Applied and Water Balance
Presented in Figure 7-1 is a schematic illustrating the principal hydrological components and
fluxes for an irrigated cropland. Essentially, the change in storage, AS, or the soil moisture
of a layer, is calculated based on the amount of precipitation, P, that falls and subsequently
infiltrates a given layer, minus that which runs off, R, and that which evaporates from the
bare ground/canopy or transpires through plants, ET. Therefore, when specifying a set
value for the root zone soil moisture, in terms of its relative saturation, SrZ, (volumetric soil
moisture divided by porosity), one can calculate the amount of water needed, I, to irrigate
a region to a set soil moisture value.
This set soil moisture value, s, the relative soil saturation, is calculated as the relative
field capacity, which is the field capacity, Oc, divided by the porosity (#) of a soil layer. Both
Ofc and # for the four layers which constitute the root zone (the top one meter of soil) are
given based on the observational soil texture input datasets of IBIS. From these four layers,
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P+I-R-ET =AS
where, I = -R'
Figure 7-1: Schematic showing the principle components of the irrigation scheme in RegCM3-
IBIS, where P is precipitation, ET is evapotranspiration, R is runoff, I is irrigated water
supplied, S is storage, s,2 is the relative soil saturation in the root zone (1m), 0 fc; is the
root zone's volumetric soil moisture at field capacity, and 0rz the root zone porosity.
a weighted, (based on the depth of each of the four layers) average root zone relative field
capacity is computed. For each time step in which irrigation is active, the root zone is then
forced to this relative soil saturation value by adding I or -R', irrigation water (i.e. negative
runoff) to the root zone. The negative runoff value is important not only to conserve the
water balance of the column but also as a diagnostic to calculate the total water needed for
irrigation.
The step by step computations for the irrigation scheme are as follows: (Please refer to
Figure 7-2 for a schematic explanation of the required variables and calculated values.)
1.) Calculate the actual water in the root zone, Irz, (i.e. the top one meter-root-wat) where
207
0 is the volumetric soil water content:
rz
root-wat = 0O* h
z=.1
2.) Determine the maximum water that can exist in the root zone (gwmax):
gwmax = #rz * hrz
(7.1)
(7.2)
where,
rz
SOz * hz
#rz 
- hr 
(
3.) Find the weighted average root zone
saturation at field capacity, svelic:
relative field capacity (relfc) or the relative soil
(7.4)rel-fc - _/c__ =_
Orz
where,
OfCrz =
rz
OfcS * hz
hrz
(7.5)
4.) Compute the fraction of water already in the root zone (frac-wat), which is the relative
soil saturation of the root zone, srz:
root-watfrac-wat = rotwat = Srz
gwmax
(7.6)
5.) If frac-wat is less than rel-fc (i.e. Srz < Srelfc), then irrigated water is required and the
amount of water needed to bring to the relative field capacity is calculated (got-wat):
gotwat = rootwat - (relfc * gwmax) (7.7)
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(7.3)
6.) Add water relative to each soil layer's depth, (h/hrz), to update the relative soil satu-
ration from s' to s", for each layer:
hz/h,,) gotwat]
8 1 hz *z +z
7.) Add got-wat as (negative) runoff:
R = R + got-wat
8.) Repeat for each time step (or scheduling time step).
(7.8)
(7.9)
Figure 7-2: Schematic illustrating the important soil depths and soil moisture/water values
needed to transition from a dry soil to an irrigated soil column. Note that z is the reference
value of each specific soil layer depth in the column (0.10m, 0.25m, 0.75m, 1.00m, and
2.00m) and h is the depth of each of the soil layers (0.10m, 0.15m, 0.50m, 0.25m, 1.00m,
respectively).
It is important to note that the scheme does not result in each layer's soil moisture being at
the layer's actual relative field capacity. Rather, the entire root zone is at the root zone's
weighted average relative field capacity. As a result, this difference causes soil moisture
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values to be larger in the top two layers and smaller in the bottom two layers of the root
zone as more water is now applied in these top two zones. This finding is more consistent
with flood irrigation where water is applied to the surface.
Figure 7-3 illustrates this phenomena. Plotted is the vertical profile (depth) of relative
soil saturation, s, for an irrigated grid-cell in a simulation that has no irrigation (CONT),
has irrigation where each layer is forced to its respective relative field capacity (IRR), and
has irrigation where each layer is forced to the weighted average total root zone relative
field capacity, as described by the method above (IRRRFC). Also plotted is the vertical
distribution (i.e. the fraction) of the root that resides in each soil layer for a crop PFT
(froot). As can be seen, including irrigation, in either case, greatly increases the soil moisture
throughout the column, as expected. However, how the water is applied greatly affects the
soil moisture profile. Although the total root zone relative saturation value is the same in
IRR and IRRRFC (s,,=0.55), the distribution is significantly different. When using the
method detailed above (IRRRFC), the top half meter of the root zone has a volumetric
soil moisture value of 0.55 while the other method's value is only 0.41. The discrepancy is
due to lower soil layers having higher relative field capacities. Thus, more water is applied
deeper in the soil column. Interestingly, the lower one meter, below the root zone, is effected
in the opposite manner. Here, sIRRRFC is significantly less than SIRR. In fact, the total
soil moisture in IRR is significantly larger than IRRRFC (0.77 versus 0.49). The result
is due to increase drainage in the IRR case from the layer 0.5m-1.0m. With more water
closer to the surface in IRRRFC, there is an increase in evapotranspiration, as the crop's
roots can access this water. This phenomena is confirmed when examining differences in
evapotranspiration between the two irrigation simulations; IRRRFC's irrigated grid points
have nearly 1-2 mm/d larger evapotranspiration fluxes. Essentially in the IRR method the
water is applied too deep for the plant to access and hence most of it drains to the bottom
1.0m-2.0m layer.
210
IBIS Soil Moisture and Rooting Profile
0.10 ' crop-
-m-CONT0.25 -WON
-0-Inn
IRRRFC
0.50-
( L 1.0
C,,
2.0 0.1 0.2 0.3 04 0.5 0.6 0.7 0.8 0.9 1
relative soil saturation (s)/fractional root coverage
Figure 7-3: Vertical profile of soil moisture for an irrigated grid cell that has water distributed
in two different manners (IRR & IRRRFC) as well as a simulation where there is no water
supplied (CONT). Also shown is the fraction of root that occupies each layer for a crop
(froot).
7.2 Irrigation of the Niger River
According to a 1997 FAO report analyzing irrigation potential in Africa, nearly 30,000 km 2
of land in the Niger River basin can be irrigated (see Figure 7-4). Based on the arable land
over the region of Mali and Niger, a RegCM3 simulation where 33 grid-cells (approximately
29,700 km 2 ) are altered to irrigated cropland. This region is located along the bend of the
Niger River in the countries of Mali and Niger (shown in Figure 7-5).
In addition to land constraints, irrigation is limited by the actual flow of the Niger River.
Figure 7-6 quantifies the total annual water required by the irrigation scheme for each grid-
cell as well as highlighting the effect of soil texture on the water requirements. With each
30km x 30km grid cell requiring between 0.5-0.8 km 3/yr, the total water needed to irrigate
over this region is 23 km 3/yr; this value is significantly less than the total of annual flow
of approximately 70 km 3 /yr. Moreover, it can be seen in the further north region, which is
drier,more water needs to be supplied. In addition, the amount of water required is largely
a function of the soil texture. That is, in regions with higher clay and silt values, the water
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Figure 7-4: Map showing the Niger River and its basin. The river begins in the wet high-
lands of Guinea before traversing northward to the dry Sahel in Mali and Niger before
boomeranging back southward, reaching its outlet in the Gulf of Guinea in Nigeria.
requirements are larger. The larger water requirements are a direct result of clay and silt
having larger field capacities. With larger porosity values, these texture types can hold more
water and therefore the soil moisture values at field capacity are larger.
7.2.1 Baseline Effects of Irrigation
Further analysis on the monthly timescale is carried out for a grid cell (centered at 3'W,
16.5'N) which is modified from an open shrubland to an irrigated cropland (Figure 7-7).
With irrigation beginning in May and ending in September, the figure shows that supplied
water ranges from 3-8mm/d depending on the month. Early in the season (May), when the
ground is dry, the irrigation scheme must add the most water to bring the soil moisture
level to field capacity. After this initial supply, the amount of water needed to maintain
this soil moisture value decreases as the monsoon rainfall progresses further northward. By
August, the amount of irrigation reaches its minimum at about 3mm/d, corresponding with
the maximum rainfall rates of 2mm/d. Another clear feature from Figure 7-7 is the effect of
dry and wet years on the water supply for irrigation. For example, 1987 represents a dry year
over this grid-cell and hence significantly more water is required via irrigation. Conversely,
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Figure 7-5: RegCM3-IBIS modified vegetation domain, ICONT, reflecting altered land cover
(to irrigated cropland-orange grid-cells) over the Niger River basin region of Mali and Niger.
the following year is relatively wet as the monsoon reaches the region earlier in the season
and is somewhat stronger. Thus, the average July, August, and September water applied in
1988 is only 3 mm/d where in 1987 the value is closer to 5 mm/d; therefore, the amount
of irrigation required can vary by more than 150mm during the season, depending on the
climatic conditions.
Now, given ample water from May-September, it is expected that significant plant growth,
or greening, would occur over the shrubland turned irrigated field during these summer
months. This result is observed when examining the lower canopy leaf area index (LAIL)
over the grid-cell in ICONT versus CONT (Figure 7-7). The LAIL, a direct measure of the
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Figure 7-6: Total annual water (km 3 /yr) required to irrigate each grid cell. Also plotted
are the soil texture types (percent clay, sand, and silt) over the region. Note that the black
outlined boxes represent those which are irrigated cropland in ICONT.
leaf area of a crop, shrub, or grass, is a good proxy for plant growth and vegetation cover
in the lower vegetation canopy and will be used as an indicator of greening (increase in
LAIL) or browning (decrease in LAIL) in RegCM3-IBIS simulations. With copious sunlight
and sufficient water the LAIL of ICONT reaches nearly 3 times the value of CONT (3.1
mn2/M2 versus 1.1 m 2 /m 2 ). Succinctly, crops grow with plentiful water while shrubs and
grasses struggle in the dry conditions. Also noticeable is the crop's delayed onset or growing
period, as maximum LAI occurs in June even though irrigation begins in May. Likewise, the
maximum LAIL continues through October even though irrigation has ceased. By November,
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Figure 7-7: Monthly point analysis (3'W, 16.5'N) of a grid cell that transitions from a
shrubland (CONT) to an irrigated cropland (ICONT) for the simulated years of 1985-1990.
Plotted is the irrigated water supplied (mni/d), rainfall (mm/d), lower canopy leaf area
index (m 2 /m 2 ), and volumetric soil moisture for the top and root zone layers in both CONT
and ICONT.
the crop begins to die off as the soil moisture greatly decreases and the LAI drops to zero.
Unlike the cropland, the shrubland's LAI (CONT) is strorgly dependent on the monsoon
rains of JJAS and responds as such. Although the shrubs and grasses never reach the height
and coverage of the crop, it is interesting to note that in the dry season, the LAIL of CONT is
larger than ICONT (0.3 versus 0.0). Where the crop PFT is quite water-sensitive and ceases
to live in the dry months, the shrubs and grasses are able to adapt to lower soil moisture
and thus persist, in some capacity, during the winter and spring seasons. Lastly, Figure 7-7
shows the effects of irrigation on the soil moisture of the top soil layer (first 10cm) and the
root zone (top 1m). As discussed above, both the top layer and the root zone essentially have
the same soil moisture value of 0.46 in an irrigated grid-cell depending on the soil texture
type. Where CONT's soil moisture exhibits seasonality based on the monsoon, ICONT's soil
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moisture is a function of the irrigation scheduling-from May-September, and it responds as
quickly as the water is applied (i.e. at 0.46 in May). However, the top 10cm sometimes does
breach the relative field capacity during the rainy season as the soil becomes saturated at the
surface; this is not experienced, however, throughout the root zone layer. By October, the
soils dry rather quickly and values match closely to CONT's. Nevertheless, the increase in
volumetric soil moisture ranges from 50-130% with the most dramatic changes, as expected,
in the drier, tail months of May and September. These results imply a strong sensitivity
of plant growth to soil moisture values. That is, for a 50% increase in soil moisture, a
nearly two-fold increase in LAI can occur. As a result, it is clear that the region is largely
water-limited for plant development.
7.2.2 Effects on West African Climate
As alluded to prior, a thirty-year simulation is performed where the open shrubland, grasses,
and desert grid cells of the upper Niger River in Mali and Niger are converted to irrigated
cropland (Figure 7-5). Other than the irrigated croplands, the domain setup and configura-
tion is exactly identical to CONT. As seen in Figure 7-5, the scale of this land cover change
is quite small compared to the overall size of the domain: 33 grid-cells versus 36,000 total
grid-cells, which is less than a 1% change in the domain's land cover. Therefore, analysis
focuses on local, surrounding climate change effects. The discussion that follows details the
effects on the local surface energy, hydrology, and climate features caused by irrigation of the
upper Niger. Analysis is kept to boreal summer (JJA) as irrigation only occurs two months
outside of this period (May and September). Likewise, during these months the monsoon
rarely reaches these regions. Thus, when examining September through May, little change
was found in any of the climatic fields.
Surface Energy Fluxes and Hydrologic Cycle
Figure 7-8 shows the effects of irrigation on the summertime daily two meter temperatures.
Clearly seen is the northward increase in temperatures (from 24-40 C) over the region with
the Saharan Heat Low residing in the north. When including irrigation, the resulting drop
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in daily temperature over the irrigated croplands is quite dramatic; an average cooling of
nearly 50C occurs throughout all the irrigated grid cells. However, the temperature decrease
is not just felt in the irrigated fields. Seen in Figure 7-8 is the 0.5-1'C cooling that occurs to
the north and east of the irrigated fields in Mali and Niger. With prevailing southwesterly
winds, advection of the cooler air over the irrigated fields occurs across this region. However,
there is no significant change in temperature in the surrounding region.
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Figure 7-8: Average JJA daily two meter temperature ('C) for CONT and ICONT simula-
tions. Also plotted is the difference as a result of irrigation (ICONT-CONT). Note that the
boxed grid-cells represent irrigated croplands in the ICONT simulation.
With increased water available in the root zone, a large increase in evapotranspiration
(ET) accounts for the decrease in two-meter temperatures. That is, the latent heat flux
increases over the irrigated croplands by 50-140 W/m 2 (Figure 7-9). To compensate for
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the increase in latent heat, the partitioning of the net radiation to the sensible heat flux
decreases by 50-100 W/m 2 (Figure 7-10), and surface temperatures significantly decrease.
The remaining 20-40 W/m 2 increase in latent heat is a result of an increase of the same
magnitude in net radiation due to a darker surface albedo over the croplands absorbing
more shortwave radiation.
Examining the change in evaporation and transpiration in the increased ET field indicates
that additional transpiration via crops contributes more than increased evaporation (Figure
7-11). As can be seen in the figure, evapotranspiration increases nearly 2-4 mm/day from
May through September and nearly 2-3 mm/day can be attributed to increased transpiration.
Without irrigation, the breakdown between evaporation and transpiration is nearly split
equally. These results are consistent with significantly larger LAI values in ICONT than
CONT. Interestingly, the largest increase in evaporation (-mm/d) occurs early in the
irrigation season-May through June-while crops are still growing some of the additionally
supplied water can evaporate from the soil.
An increase in evapotranspiration, as expected, leads to an increase in the surface specific
humidity over the irrigated region (Figure 7-12). The moistening over the irrigated region
is quite substantial with values increasing on average from 13 g/kg to 18 g/kg. The change
in the southern irrigated field (in Niger) is quite less (1-2 g/kg); this region is already quite
humid and wetter than the region further north. However, as seen with the temperature,
the more humid air is not just experienced over the irrigation. Further north and to the east
of the fields, specific humidity values increase by 0.5-1 g/kg. As seen in Figure 7-12, the
percent change of such increase is not significantly large (less than 10%) but the change in
relative humidity is significant in some of those regions (Figure 7-13). Surface daily relative
humidity across the irrigated fields increases by over 30% as cooler temperatures combined
with more water vapor results in values as high as 80-90% across western Mali. Just outside
the irrigated area, the advection of cooler and more humid air does cause the range in relative
humidity values to rise from 40-45% to 50-55%.
Changes in the surface temperature and humidity should have implications for the moist
static energy near the surface across Mali and Niger where irrigation is added. This result is
confirmed via Figure 7-14 which plots the moist static energy (MSE) field for both simulations
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Figure 7-9: Same as Figure 7-8 but for latent heat flux (W/m 2).
and the difference between the two. In the irrigated crop fields, the strong cooling signal is
significantly overpowered by the increased surface moisture and moist static energy values
increase by 5-10 kJ/kg. Likewise, to the north and east of the region where some cooling
and increased humidity occurs, an increase in the MSE (~1 kJ/kg) clearly illustrates the
advection of the air mass across the crop fields into this region. These results are similar to
those of the dust emissions. That is, although both regions cool, the reduction in temperature
is compensated by the increase in specific humidity. Here, however, the moistening signal is
significantly stronger and slight increases in the MSE field occur.
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Figure 7-10: Same as Figure 7-8 but for sensible heat flux (W/m 2)
Effects on West African Monsoon
Given significant changes in temperature, humidity, and moist static energy across the Sahe-
lian region, it is expected that changes in rainfall patterns may occur over and surrounding
the irrigation croplands.
The annual rainfall of both simulations and the difference between the two are shown
in Figure 7-15. As can be seen, the overall magnitude and spatial distribution of rainfall
over the region remains largely unchanged, with a sharp gradient of less than 50mm north
of 18'N to more than 1000mm in southern Mali (100N). However, it is clearly seen that
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Figure 7-11: Monthly values for evapotranspiration, evaporation, and transpiration (mm/d)
over the irrigated region in ICONT and the same (non-irrigated) region in CONT. Differences
are also plotted.
rainfall over the irrigated land, itself, largely decreases. For example, across the western
and southern portion of the irrigation, annual rainfall totals decrease by 50-100mm which is
nearly a 25-50% reduction in the annual rainfall (Figure 7-15) for these regions. Examining
the seasonal changes in rainfall yields that 90% of this drying occurs during JJA (see Figure
7-16) when most rainfall occurs over the Sahel. Figure 7-16 quantifies this reduction during
the summertime as nearly 20-40% of the seasonal rainfall. As alluded to prior, no change in
rainfall occurs in DJF or MAM. These results are expected since this period is the region's
dry season and irrigation does not occur during this timeframe either. In September, slight
decreases (on the order of 10-20%) in rainfall just to the west of the Mali crop fields occur
but the overall magnitude is less than 20mm.
An increase in the moist static energy and relative humidity would theoretically lead
to an increase in the convective efficiency or rainfall; however, the results presented show
otherwise. The decrease in rainfall here, however, is not a result of decreased convective
efficiency but rather a decrease in the triggering of convection (i.e. a reduction in the
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Figure 7-12: Same as Figure 7-8 but for specific humidity (g/kg).
number of convective events). This phenomena can be seen when examining changes in the
planetary boundary layer height (Figure 7-17). Large reductions in the surface temperature
and the sensible heat flux reduce the average daily boundary layer height by more than
700m; this reduction is 50% of the total height. Therefore the PBL does not grow enough
to trigger convection. Essentially, the irrigation causes the lower atmosphere to be too cold.
As a result, the convective inhibition, or the negative buoyant energy needed to overcome
for free ascent of an air parcel, is never breached and convection does not occur.
Examining the JJA diurnal cycle of temperature and PBL reveals that the PBL never
grows more than 1km in the irrigated croplands (Figure 7-18). Whereas, in CONT over
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Figure 7-13: Same as Figure 7-8 but for daily surface relative humidity.
this region, the boundary layer can grow to more than 2.5kmi in the late afternoon and
early evening. Likewise, temperature values decrease by more than 6C by 3PM local time
and the resulting decrease by 6PM of the boundary layer is more than 2000 meters. As a
result, convection is rarely triggered and rainfall values decrease. These results suggest that
constant irrigation from May-September results in a signal that is too strong in temperature
cooling and boundary layer growth inhibition.
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Figure 7-14: Same as Figure 7-8 but for surface moist static energy (kJ/kg).
Vertical Profiles of Atmospheric Variables
Considering the substantial changes in temperature and humidity at the surface, it is neces-
sary to analyze the change in vertical profiles of these atmospheric quantities (Figure 7-19).
Doing such reveals that these perturbations made to the land surface do not penetrate aloft.
For example, temperature cooling is only experienced to about 900mb, with a sharp drop off
in the signal aloft. However, as seen at the surface, the temperature reduction does extend
vertically outside of the actual irrigated region as well. Likewise, the increase in humidity
is strongly constrained to the lowest 50-100mb (Figure 7-19). Drying aloft in the mid to
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Figure 7-15: Same as Figure 7-8 but for annual rainfall [mm/yr].
and percent difference between ICONT and CONT.
Also plotted is difference
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Figure 7-17: Same as Figure 7-8 but for planetary boundary layer height (m).
lower atmosphere (700-800mb) is consistent with less convection and vertical transport of
moisture as seen with the reduction of rainfall over the western portion of the cropland.
Both of these results are caused by the severe collapse of the boundary layer as mentioned
prior. Given intense surface cooling and significantly reduced boundary layer heights, the
increased moisture and decreased temperature is largely constrained to the surface and low
atmosphere. As a result, the change in moist static energy, albeit very large, is extremely
close to the surface (1-2 kJ/kg in only the lowest 50 mb of the atmosphere), and thus not
experienced by the surrounding atmosphere or aloft. These differences contrast to those
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Figure 7-18: Boreal summer (JJA) diurnal cycle of boundary layer height and two-meter
temperature for irrigated grid cells in ICONT and corresponding non-irrigated grid cells in
CONT. Also plotted are the differences in boundary layer height and temperature between
the two simulations.
of dust, as changes in the dust vertical profiles occur up into the middle of the atmosphere
(Figure 6-15). The difference is a result of two distinctions between mineral aerosols and irri-
gation: 1) mineral aerosols are able to disperse up into the middle atmosphere and therefore
have a radiative forcing aloft where water vapor from irrigation does not penetrate vertically,
and 2) the decrease in the boundary layer height is significantly larger in the irrigation case
than the mineral aerosols (Figure 7-21). Noticeable in the figure is the two-fold decrease of
PBL height in ICONT opposed to DCONT. More specifically, maximum drops in height are
700m in DCONT whereas they are 2000m in ICONT. The larger decrease in boundary layer
height is consistent with larger surface cooling observed over irrigated fields than over dusty
regions. That is, average daily surface temperatures decrease only on the order of 1-2 C
in DCONT while decreasing 5-7'C in ICONT. In any event, these changes in the vertical
profiles are consistent with observing no change in the surrounding rainfall and a reduction
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of rainfall over the actual irrigated region.
Lastly, circulation patterns are altered by the irrigation as the anomalous cool region
causes significant divergence at the surface over the croplands. As a result, increased west-
erlies form to the east of the irrigated region while easterlies increase to the west (Figure
7-20). Aloft, the strong surface temperature contrast causes an increase of the AEJ over
the irrigated land, which is consistent with an increased surface temperature gradient over
this region. Similarly, southerlies increase to the west of the irrigated fields and northerlies
increase to east. Given a prevailing southwesterly surface flow during the monsoon season,
these results do lead to increased convergence outside of the irrigation-to the east due to
increase northerlies and to the west due to the increase easterlies-but the magnitude is
quite small and only a small increase in cloud coverage occurs.
7.2.3 Effects of Irrigation Scheduling
Given the strong response via irrigation at every time step from May through September,
a fifteen-year simulation (1972-1987) is performed where irrigation is only applied for the
first week of each of these months (IWEEK). As a result of less watering, the total water
needed for this irrigation scheme is only 15 km 3/yr, compared to 23 km 3 /yr required in the
continuous irrigation simulation. To study the effects of scheduling on the surface climate
IWEEK is compared to both CONT and ICONT.
To begin with, water applied in only the first week of every irrigated month results in
drier conditions over the irrigated fields (Figure 7-22) as evapotranspiration over the region
is reduced. Decreases on the order of 15-20% in the specific humidity values are found across
the irrigation. The resulting decrease in the latent heat flux causes an increase in the surface
temperatures. As shown in Figure 7-22, cooling via irrigation is reduced to 2.5-3.5'C across
the irrigated fields, a much more realistic temperature drop. Therefore, irrigation in only
the first week of each month, increases average daily temperatures by 1-2'C.
With warmer, drier conditions, a strong response is found in the boundary layer height
growth/decay. As shown in Figure 7-23, PBL values do not collapse nearly as severely as they
do in the ICONT simulation. Now, on average, daily boundary layer heights are 200-300m
larger in IWEEK than ICONT (FIgure 7-23), which is a nearly 50% increase in the PBL over
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Figure 7-19: Vertical longitudinal cross section differences (averaged from 16-17 0 N) between
ICONT and CONT's average daily JJA temperature (0C), specific humidity (g/kg) and
moist static energy (kJ/kg) profiles. The blue line underneath each x-axis represents the
zonal extent of the irrigated cropland.
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ICONT and CONT's average daily JJA zonal and meridional wind vector values (m/s). The
blue line underneath each x-axis represents the zonal extent of the irrigated cropland.
most of the croplands. These effects via scheduling are better seen when examining the JJA
diurnal cycle of boundary layer height and temperature (Figure 7-24). The figure illustrates
the muting effect of irrigation scheduling. For example, by afternoon (15Z), when the largest
collapse of the PBL occurs, IWEEK's boundary layer height is nearly 400m higher than that
of ICONT. Regardless, a significant reduction in the PBL is still observed in IWEEK with a
daily maximum height of only 1400m where a grid-cell with no irrigation is nearly to 2000m.
Consisten with the changes in boundary layer height, two-meter temperature response show
a similar muted signal in IWEEK (Figure 7-24). That is, significant cooling still occurs
across the irrigated fields throughout the day (2-4'C) but by 15Z temperatures are nearly
1.25'C warmer than ICONT.
Due to deeper boundary layer growth and a reduction in the cooling signal at the surface,
it is expected that summertime rainfall in IWEEK would be larger than ICONT . Figure
7-25 confirms these results with rainfall totals in IWEEK 15-25% larger than ICONT. For
example, summertime rainfall across the western portion of the irrigated fields increases 10-
25mm from June through August. Therefore, IWEEK decreases the drying signal across
most of the irrigated fields of Mali (Figure 7-25). Table 7.1 summarizes the aforementioned
results of CONT, ICONT, and IWEEK for JJA over the irrigated cropland grid-cells in
ICONT and IWEEK and the corresponding grid-cells in CONT.
To investigate the effects at a finer temporal scale, Figure 7-26 plots the daily rainfall and
changes to the boundary layer height for June through August in a representatively average
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Figure 7-21: Same as Figure 7-17 but for a point (3'W, 16.5 0N) in CONT, DCONT, and
ICONT where dust and irrigation are active.
simulated year (1985) over the western irrigated fields of Mali. In the figure, the green boxes
highlight days in which rainfall occurs in IWEEK and CONT but not in ICONT-essentially
days in which convection is not triggered in ICONT. As can be seen, no observable changes
occur early in the month since IWEEK is also applying water during this period. However,
fifteen times in the ninety day period, convection is triggered in IWEEK and not ICONT,
all during the last three weeks of each month. To be specific, convective events occur in 44
out of the 92 day period in IWEEK (48% of the time). In contrast, only 29 days (32%) in
ICONT experience rainfall via convection (Figure 7-26). This change can be quantified as
a 16% increase in the triggering of convection due to irrigation scheduling. Examining the
changes in boundary layer height during these days in which convection occurs in IWEEK
but not ICONT, reveals that IWEEK possesses a significantly larger (200-800m) boundary
layer height than ICONT, particularly earlier in the season where IWEEK's boundary layer
heights are 500-1000m larger than ICONT (Figure 7-26). Interestingly, once the monsoon
reaches the region, the differences in PBL between the three simulations begins to decrease
and all three simulations consistently have daily rainfall events.
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Figure 7-23: Same as Figure 7-22 but for planetary boundary layer height (m).
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CONT ICONT IWEEK ICONT-CONT IWEEK-CONT IWEEK-ICONT
TA 31.5 27.3 28.6 -4.2 -2.9 1.3
QA
PRE
LH
SH
PBL
MSE
12.1
36
31
79
1027
335
16.5
30
146
8
486
341
14.8
31
110
32
685
338
4.4
-6
115
-71
-541
6
2.7
-5
79
-47
-342
3
-1.7
1
-36
24
199
-3
Table 7.1: Summary of JJA average daily temperature (TA, C), specific humidity (QA,
g/kg), rainfall (PRE, mi/mon), latent heat (LH, W/m 2 ), sensible heat (SH, W/m 2 ), bound-
ary layer height (PBL, in), and moist static energy (MSE, kJ/kg) in CONT, ICONT, and
IWEEK simulations for the period of 1973-1987 over all irrigated cropland grid-cells. Also
shown are differences between the three simulations.
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Figure 7-2 5: Same as Figure 7-22 but for rainfall (mm).
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Figure 7-26: A sample simulated year's (1985) JJA daily rainfall (mm/d) for CONT, ICONT,
and IWEEK over irrigated grid-cells. Also plotted is the difference between boundary layer
heights in all three simulations. Note that the green boxes represent periods where a rain
event occurs in IWEEK but not ICONT.
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7.3 Interaction Between Irrigation and Dust Emissions
A final, thirty year simulation (DICONT) with RegCM3-IBIS is performed including both
mineral aerosols and the above irrigation of the Niger River. The effects of irrigation on
dust emissions are examined by comparing DICONT to DCONT results. In addition, the
subsequent changes on the local climate caused by changes to dust suspension are examined
by comparing the differences of DCONT-CONT (dust effects with no irrigation) to DICONT-
ICONT (dust effects with irrigation).
Effects of Irrigation on Dust Emissions
Implementing irrigation over Mali and Niger significantly alters land surface characteristics
over a region of high dust emissions and mineral aerosol suspension as shown in Chapter 6.
Three important surface characteristics for dust emissions and suspension are affected over
the region: soil moisture, vegetation cover, and canopy (plant) height (Figure 7-27). While
the first two affect dust emissions, the latter affects fall out, or dust settling.
As can be seen in Figure 7-27, irrigation, as expected, causes a wetting and greening of
the region now covered with crops. For example, volumetric soil moisture values increase by
0.1-0.3 while vegetation fraction increases by 25-50% over much of the region. Subsequently,
the canopy height becomes taller (0.50-0.75m) as plants (crops) are now able to grow in what
once was a water-starved region.
As a result of increased soil moisture, vegetation coverage, and plant height, summertime
dust suspension (AOD) in DICONT is reduced by 20-35% across much of central and eastern
Mali (Figure 7-28); actual reductions in dust suspension are on the order 0.1-0.2 across most
of the region. The decreased dust suspension can be attributed to both decreased emissions
as well as increased fall out. These processes are shown in Figure 7-29 which plots the
change in dust emission rate, dry deposition, and the dry deposition normalized by the
total dust suspended in the column of air. As seen in Figure 7-29, large reductions on the
order of 50% occur in dust emissions across the central portion of the irrigated region. A
significant portion of this reduced emissions can be attributed to the increase in soil moisture
as volumetric soil moisture values increase by 0.1-0.2 over some of these grid-cells. However,
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Figure 7-27: Same as Figure 7-8 but for differences in DCONT and DICONT's upper layer
soil moisture, vegetation fractional coverage, and canopy height (m).
a sizable contribution of reduced emissions can be linked to large increases in the vegetation
coverage over the region. With less erodible, bare-ground surface, less saltation and dust
suspension occurs; this feature is clear when comparing emission changes to changes in soil
moisture and vegetation fraction across the eastern portion of the irrigated region (Figure 7-
27 and Figure 7-29). Across this area, a large decrease in emissions occurs in a region where
fractional vegetation largely increases yet soil moisture remains the same. Moreover, taller
canopy heights also increase the dry deposition or fall out across the eastern and western
portion of the irrigated fields. Although emissions do not change in some of these regions,
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Figure 7-28: Same as Figure 7-8 but for aerosol optical depth in DCONT and DICONT.
The difference and percent difference between the two simulations is also shown.
AOD values do decrease. By examining the change in dry deposition it is possible to see
the effects of the increased canopy height. It it important to note that the dust burden
overall decreases in DICONT; therefore, it is necessary to analyze both the change in the
dry deposition's absolute value and its normalized (by the total dust in the column) value.
By examining both, it is clear that dry deposition increases across the entire irrigated region
by 50-200%. In fact, fall out (even normalized by dust burden) decreases just north and east
of the irrigated region as a result of increased interception over the crop fields. Moreover, the
spatial change in canopy height correlates well with increased (normalized) fall out over much
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of the eastern and western portions of the irrigation, where AOD values decrease (Figures
7-29, 7-27, and 7-28). These results suggest that soil moisture is not necessarily the most
important feature for dust suspension across semi-arid region. In short, a significant coupling
between vegetation and mineral aerosols exist via erodible surface and plant interception of
dust particulates.
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Figure 7-29: Same as Figure 7-28 but for differences between dust emission rates (EMRAT,
pg/m 2s), percent difference of EMRAT, dry deposition (mg/m 2), and the percent difference
of the normalized (by total dust suspended) dry deposition.
Lastly, given the decrease in rainfall caused by irrigation, work is completed in examining
the contribution of wet (from rainfall) versus dry deposition. As seen in Figure 7-30, over
the region, the process of wet deposition is less important than its counterpart, as wet
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deposition is an order of magnitude less than that from dry fall out. However, as expected,
given the reduction in rainfall from irrigation, the amount of mineral aerosols removed via
wet deposition is reduced but by nearly two orders of magnitude less than the increase of
dry deposition caused by changes in vegetation.
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Figure 7-30: Same as Figure 7-28 but for dry and wet deposition (mg/m 2s) in DCONT.
Also plotted is the difference between DICONT and DCONT normalized (by total dust
suspended) dry and wet deposition.
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Effects on Surface Climate
With a sizable decrease in dust suspension caused by including irrigation, it is necessary to
analyze what effects this reduction has on the surface climate over the surrounding region.
Following the results of just including dust emissions, which exhibited no change to the
rainfall over West Africa, the reduction in dust suspension via irrigation likewise shows no
temporal or spatial effects on rainfall magnitude over Mali and Niger (Figure 7-31). How-
ever, with decreased dust suspension across the area, there is an expected warming over
the irrigated fields and the surrounding region. Prior results over West Africa (Chapter 6)
indicate a 0.2'C temperature change for every 0.1 unit of AOD. Therefore, it is expected
that average temperature warming on the order of 0.15-0.40'C would occur across the re-
gion with less suspended dust. Figure 7-32 actually quantifies this warming by examining
the differences in temperature differences between DCONT-CONT and DICONT-ICONT.
Essentially, a comparison is drawn between the cooling caused by dust with no irrigation
and the cooling caused by dust with irrigation. Ultimately, this shows the climatic effects
of irrigation-induced changes in dust emissions over the region. With less dust suspension,
the irrigated region and the land north and east see warming on the order of 0.25-0.50'C,
close to the expected values from Chapter 6. That is, cooling (caused by dust emissions) on
the order of 1.5 0 C across central and eastern Mali, is now reduced to only 10 C (Figure 7-32)
given the lower values of AOD over the area. As expected, the increase in temperature is
caused by the decrease in attenuation of incident shortwave radiation (Figure 7-33). That
is, with less mineral aerosols, more shortwave radiation reaches the surface (on the order
of 7-15 W/m 2 ) and temperatures subsequently increase. This effect is not just experienced
over the irrigated fields, but also downwind, north and east of the irrigation where short-
wave radiation increases by 10 W/m 2 and temperatures by 0.5'C (Figure 7-33). Therefore,
these results are consistent with those from Chapter 6, which show that dust emissions do
not influence rainfall patterns but do have large impacts on surface energy and temperature
distribution.
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Figure 7-31: Boreal summer rainfall differences between DCONT and CONT [mm total] and
DICONT and ICONT. Also plotted is IRR-DUST change, which is the effects on rainfall
caused by the change in (irrigation-induced) dust emissions.
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Figure 7-32: Same as Figure 7-31 but for two-meter temperature (OC).
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Figure 7-33: Same as Figure 7-31 but for shortwave incident radiation (W/m 2).
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7.4 Summary of Results and Future Work
A new biome is added to RegCM3-IBIS-irrigated cropland. The new vegetation cover
allows only for the PFT crop to exist in a grid-cell and supplies water to the root zone until
the top one meter of the soil column reaches relative field capacity. The new scheme allows
for irrigation scheduling (i.e. when to apply water) and for the user to determine the crop
to be grown. Initial results show a large sensitivity of the scheme to soil texture types, how
the water is applied, and the climatic conditions over the region.
The new irrigation scheme is tested over West Africa, specifically in Mali and Niger. A
realistic representation of irrigation of the Niger River is performed by constraining the land
irrigated by the annual flow of the Niger River and the amount of arable land in the region
as reported by the FAO. A thirty-year simulation including irrigation is compared to a thirty
year simulation that is identical but with no irrigation of the Niger.
Results show significant greening of the irrigated land as evapotranspiration over the area
largely increases, namely via increases in transpiration from plant growth. The increase in
the evapotranspiration, or latent heat flux (by 50-100 W/m 2 ), causes a significant decrease
in the sensible heat flux and thus surface temperatures cool on average by nearly 5YC. This
cooling is felt downwind where temperatures outside the irrigation are reduced by 0.5-1.0'C.
Likewise, large increases in specific humidity are experienced across the irrigated cropland
(on the order of 5 g/kg) but also extend further north and east, reflecting the prevailing
surface southwesterlies.
In addition, despite increases in surface moisture and moist static energy over the crop-
lands, rainfall decreases over irrigated lands. The decrease in rainfall can be explained by the
large surface cooling and collapse of the boundary layer (by more than 2km in late afternoon
and early evening). With significantly lower boundary layer heights, the triggering of con-
vection is largely hampered as the convective inhibition, or negative buoyant energy is never
breached. Outside of the irrigation, no significant change in rainfall occurs. These results
can be explained by the lack of change in vertical profiles of atmospheric quantities with
irrigation. That is, although humidity and moist static energy values increase greatly at the
surface, these changes do not extend further than the lowest 50-100mb of the atmosphere
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on a daily average basis. Therefore, the atmosphere is more or less completely disconnected
from the surface changes, most likely due to the large reduction in the boundary layer height.
Moreover, another simulation with RegCM3-IBIS is performed with irrigation only oc-
curring in the first week of each month from May through September. The results confirm
that convective triggering is inhibited in the ICONT simulation via the large decrease in
boundary layer height. That is, when only applying water in the first week, the boundary
layer is able to grow significantly higher (by 500-700m on some days) due to less cooling
and moistening at the surface. As a result, rainfall totals increase (compared to ICONT)
by approximately 20% over much of the irrigation in Mali and convection is triggered 15%
more often in the irrigation scheduling simulation.
Lastly, a simulation is performed that includes both irrigation and dust emissions. Anal-
ysis suggests that irrigation has a large impact on dust suspension as AOD values over the
irrigated fields and to the north and east decrease by 20-30%. A combination of increased
soil moisture and vegetation cover causes dust emission rates over some portions of the crop-
lands to decrease by approximately 25-50%. However, reduction in AOD is also a result
of increased dry deposition over the area, as canopy height increases by nearly one meter
over some portions of the irrigated land. Figure 7-34 summarizes the processes leading to
decreased mineral aerosol suspension across irrigated fields and the surrounding areas. The
resulting impact on the surface climate is felt mostly in changes to incoming shortwave
radiation and surface temperatures. With decreased dust suspension, incident shortwave
radiation increases by 5-15 W/m 2, resulting in temperatures that are 0.25-0.50'C warmer.
No change is observed in rainfall patterns and is consistent with the lack of change in rainfall
caused by mineral aerosols over the region in general.
Given a new anthropogenic biome in IBIS, several opportunities present themselves for
future study. For example, the use of different crop types and scheduling techniques should be
examined across West Africa as well as the Middle East. Different crops, and their associated
phenology, would respond differently in certain climate zones and therefore may alter the
cropland's effect on local climate. Likewise, as shown in these results, irrigation scheduling
and how water is applied to the soil column, largely impacts the hydrology of the irrigated
fields. Similarly, adding a harvesting and land clearing module to irrigated croplands would
248
irrigated cropland
I________________I_________I______
decrease in dust
emissions
a
4I
Figure 7-34: Schematic highlighting the effects of irrigation on the land surface and subse-
quent effect on dust emissions and suspension.
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be effective in making the scheme more realistic. Lastly, sensitivity experiments should
be performed moving the irrigated croplands to different climate zones over West Africa;
such experiments would shed light on the effects of altering different biomes to irrigated
croplands as well as highlight the effects of the large-scale climate forcing on small-scale
surface perturbations.
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Chapter 8
Summary of Results, Conclusions,
and Future Work
8.1 Summary of Results
8.1.1 Model Development
Several areas of RegCM3's dust module are improved to better simulate dust emissions
and suspension over semi-arid regions. A new scheme that accounts for sub-grid wind (i.e.
gustiness) and land cover variability are implemented over the Middle East. Results indicate
that wind gustiness, driven by the kinematic heat flux (i.e. vertical convective eddies,)
is an important meteorological phenomena in shaping dust emissions over desert regions.
Specifically, accounting for wind variability leads to increased dust suspension of 30-40%
across most of the Arabian Peninsula. The increased mineral aerosols bring simulated values
significantly closer to satellite observations. In contrast, empirically quantifying land cover
variability does not have a substantial effect on dust emissions over Southwest Asia. This
finding is consistent with a relative homogenous land cover over most desert and semi-desert
regions where dust emissions take place.
Additional modeling work is completed in constructing lateral boundary conditions for
dust tracer mixing ratios. In its current state, the aerosol tracer model assumes that the
air is completely clean at the border (i.e. concentrations are zero). Such an assumption has
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large implications on advection and diffusion of mineral aerosols into and out of the domain.
Lateral boundary conditions for dust concentrations are constructed from a larger RegCM3
domain's output and imposed at the boundaries of a smaller domain. The results suggest
that including boundary conditions for dust are important in simulating the regional spatial
distribution of dust suspension. Including boundary conditions increased dust suspension
via both increased advection into Southwest Asia, as well as decreasing diffusion out of the
domain over the Arabian Peninsula. Results bring the spatial pattern and magnitude of
AOD closer to satellite observations over the region.
In addition, RegCM3's desert dust emission module and aerosol tracer model are coupled
to the land surface module of IBIS. This coupling of a dynamic vegetation model to a dust
emission and transport model is one of the first of its kind in the field of regional modeling.
Further improvements are completed in IBIS as a new biome representing irrigated crop fields
is added to the dynamic vegetation surface model. The new vegetation classification builds
on the cropland work of Winter and Eltahir [2010] by including an irrigation watering scheme
that forces the root zone to relative field capacity at every time step in which irrigation is
specified or scheduled.
8.1.2 Simulating the Climate of Southwest Asia
Analysis on the role of certain land surface processes in determining the summertime climate
over the semi-arid region of Southwest Asia is completed. Over this region, a warm JJA sur-
face temperature bias of 3.5'C is simulated using the standard configuration of RegCM3.
Likewise, biases are found in surface albedo (underestimation), incident shortwave radiation
(overestimation), and vapor pressure (underestimation). Based on satellite measurements
documented in NASA's SRB dataset, an increase in surface albedo by 4% is introduced in
RegCM3 to match the observed SRB data. Increasing albedo values results in a nearly 1'C
cooling over the region. In addition, by incorporating RegCM3's dust module and including
sub-grid variability for surface wind, incident shortwave radiation bias originally of about
45 W/m 2 is reduced by 30 W/m 2 . As a result, the reduction of incident shortwave cools
the surface by 0.6'C. Lastly, including a representation for the irrigation and marshlands of
Mesopotamia results in surface relative humidity values closer to observations, thus elimi-
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nating a nearly 5 millibar vapor pressure dry bias over some of the region. Consequently, the
representation of irrigation and marshlands results in cooling of nearly 1C in areas down-
wind of the actual land cover change. Along with identified biases in observational datasets,
these combined processes explain the 3.5'C warm bias in RegCM3 simulations. Therefore,
it is found that accurate representations of surface albedo, dust emissions, and irrigation are
important in correctly modeling summertime climates of semi-arid regions.
8.1.3 Simulating the Climate of West Africa
Over West Africa, a simulation of RegCM3-IBIS is compared to a variety of observational
datasets to examine the ability of the model to simulate accurately both the surface fluxes
and atmospheric dynamics of the West African monsoon (WAM). Similar to results over
Southwest Asia, a large underestimation in surface albedo is observed over the Sahara. Us-
ing a linear regression model to fit the soil texture data to the SRB calculated surface albedo,
new coefficients are derived for the bare-ground soil albedo. The resulting adjustments sig-
nificantly improved the model's ability to simulate the WAM (decrease in warm bias over the
Sahara and wet bias over the Sahel). Other modifications to the standard model configura-
tion are completed (e.g. ncld parameter, boundary layer height minimum, sponge relaxation
at the boundaries). These modifications result in a better reproduction of the monsoon
rainfall in RegCM3-IBIS. Nevertheless, it is found the RegCM3 is able to satisfactorily re-
produce the important surface fluxes and atmospheric dynamics over the region. That is,
simulated rainfall totals are within 25% over much of the Sahel and West Africa and sur-
face temperatures compare favorably to observations (within 1-2 C). Moreover, the control
simulation is able to adequately model the radiation and surface moisture fluxes associated
with the progression of the WAM onshore during boreal summer. Similarly, RegCM3 does
well in simulating the AEJ, TEJ, and the progression northward and subsequent recession
southward of the tropical Hadley cell circulation. All of these metrics confirm that the model
successfully simulates the West African Monsoon.
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8.2 Discussion
This thesis provides the unique opportunity to compare two important land surface processes-
dust emissions and irrigation-over two semi-arid climates. The discussion that follows both
summarizes and compares the effects of dust emissions and irritation on the climates of
Southwest Asia and West Africa.
8.2.1 Effects of Dust on Semi-arid Climates
With maximum dust loading occurring in boreal summer over both Southwest Asia and
West Africa, dust emissions exhibit a strong seasonality in both regions. Over the Arabian
Peninsula, the summer months bring intensely dry and windy conditions while over West
Africa, JJA brings the wet monsoon and stronger wind speeds to the Sahara. Comparatively
speaking, the Sahel/Sahara experiences slightly dustier conditions than the Middle East as
average JJA AOD's reach 1.0-1.5 over the region where Southwest Asia's average summertime
AOD is closer to 0.5-1.0. Moreover, it is found that RegCM3 is able to better reproduce
the mineral aerosol suspension over West Africa than the Arabian Peninsula. Although a
significant portion of this bias has been addressed with improvements made in this thesis,
the model still underestimates dust emissions over the Middle East. Given that most of the
dust emission module's parameters are taken from measurements of soils over West Africa
(e.g. soil binding energies, soil aggregate size distribution, etc.), it is not surprising that the
model performs better over this region [Zakey et al., 2006].
Nevertheless, comparing the effects on the surface climate results in similar findings over
both regions. To begin with, shortwave radiation attenuation over Southwest Asia averages
between 15-35 W/m 2 while over West Africa the values are larger 25-40 W/m 2 given the
larger dust loading. Interestingly, the effects on the TOA net radiation are quite different.
Over Kuwait and the surrounding region, little to no change in the TOA net radiation is
found where over the Sahel a nearly 10 W/m 2 reduction is observed (Figure A-1). The
difference is due to highly scattering particulates and their properties over bright versus
dark surfaces. Over the Middle East, dust blown from Iraq, Kuwait, and northern Saudi
Arabia traverses southward over an already bright surface and net radiation at the top of
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atmosphere is left largely unchanged. However, over West Africa, dust blown southward
reaches the darker shrublands and savannas of the Sahel and Gulf of Guinea. Hence, over
this region, the planetary albedo is increased via the bright suspended dust. In contrast,
over heavily loaded dust regions, particularly where emissions occur (e.g. Mauritania, Mali,
and Niger) an increase in the net radiation is observed (Figure A-1). Here, large amounts of
dust act to darken the surface. Essentially, mineral aerosols add a third type of surface layer
to semi-arid regions one that over vegetated surfaces tends to always brighten the region,
and one over desert that tends to darken the surface when dust loading is high, yet leaves
the brightness largely unchanged otherwise.
In any case, consistent with the shortwave attenuation, average JJA temperature reduc-
tions over Southwest Asia range from 0.5-1.0'C and 1.0-1.25'C over the Sahel and Sahara.
It is also found that the reduction in temperature caused by dust does not exhibit a strong
diurnal cycle over either region. For example, maximum and minimum temperature differ-
ences both decrease by 0.5'C across the Middle East and 1.0'C over West Africa. Lastly,
dust emissions do not cause changes in rainfall patterns over either region. Over Southwest
Asia, due to strong subsidence from the Himalayans (i.e. the Indian Monsoon), JJA marks
the dry season with little to no rainfall occurring across the region. Conversely, boreal sum-
mer over West Africa does experience significant rainfall due to the northward progression
of the WAM. However, it is found that little change occurs in the moist static energy or its
gradient across the region as temperature decreases are compensated via a surface moisture
increase.
8.2.2 Effects of Irrigation on Semi-arid Climates
Comparing the effects of irrigation reveals rather similar impacts on both region's climatol-
ogy. For instance, average surface cooling over the irrigated land in Iraq cools by nearly
5YC which essentially matches the cooling experienced across Mali and Niger. However,
downwind temperature reductions are somewhat different over the two regions. Across the
Arabian Peninsula, the effects of irrigational cooling can be felt over 300km away, as temper-
atures are reduced by 10C across Kuwait and further south. In contrast, cooling outside of
the irrigated fields in Mali and Niger, only extends 100km and is on the order of 0.5'C. The
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difference is due to stronger wind speeds across Iraq, Kuwait, and the surrounding region
than those over the Sahel arid Sahara. In contrast, over both regions, the change in relative
humidity induced by irrigation ranges from 30-40% over the irrigated fields and 5-10% across
the surrounding regions.
Although temperature and humidity responses in both regions are similar, the impact of
irrigation on rainfall across Southwest Asia and West Africa differ. Similar to the effects of
dust on the region, over the Middle East, irrigation does not alter rainfall patterns as the
climate is strongly dictated via the large-scale forcing of the Indian Monsoon. With strong
subsidence, very little rainfall occurs across the entire Middle East during this period. Over
West Africa, the climate forcing is different as this period marks the rainy season. Here, a
decrease in rainfall is observed across the irrigation fields as what once was a moist convection
prone atmosphere is significantly stabilized by the dramatic surface cooling. With the large
reduction in sensible heat flux and temperature, the boundary layer growth is strongly
inhibited. As a result, the convective inhibition (i.e. the negative buoyant energy) needed
for a parcel to reach free convection is never breached and less rainfall events occur. This
phenomena is confirmed when irrigation is applied less often. In this experiment, the cooling
signal is muted, the boundary layer is able to grow deeper, and convection is triggered more
often.
8.3 Conclusions
The results of this thesis both elucidate and confirm the first order climatic physics of dust
emissions and irrigation over semi-arid regions: while mineral aerosols cool a region due to the
scattering of shortwave radiation, irrigation cools due to an increase in evapotranspiration.
To this point, it is found that the second order effects of these processes (i.e. changes in the
surrounding temperature and precipitation) are also similar over both Southwest Asia and
West Africa. That is, regions surrounding dust emissions and irrigated fields also experience
cooler and more humid conditions, yet no change in rainfall.
The mechanisms responsible for the lack of rainfall differences are where dust emissions
and irrigation differ. In the case of dust suspension, the decrease in temperature is equally
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compensated by an increase in moisture at the surface due to a shallower boundary layer;
hence, the moist static energy over the region remains constant. In contrast, over irrigated
lands, the decrease in temperature is overwhelmed by large increases in surface humidity
which results in large increases of the moist static energy. However, the boundary layer
height collapses so drastically that the increase in convective efficiency become irrelevant
due to a decrease in convective triggering. Nevertheless, in these different pathways, a
common theme or meteorological feature is clearly evident: the planetary boundary layer.
Both land surface processes highlight the importance of its growth and decay in shaping the
surface climate over West Africa.
Further work examining the interaction between dust emissions and irrigation evince
the importance of vegetation in determining dust suspension in semi-arid regions. More
succinctly, it is found that canopy interception (of dust) and vegetation cover itself, are as
important as changes in soil moisture for dust emissions. In fact, the irrigation-induced
reduction in mineral aerosols actually causes warming over the region. These findings are
counterintuitive, given that normally one thinks of irrigation as a cooling mechanism. Nev-
ertheless, the irrigation-induced warming is still swamped by the significant cooling caused
by large increases in evapotranspiration.
8.4 Contributions
In short, the work presented in this thesis makes five important contributions to the field of
regional climate modeling:
1.) The creation of physically, statistically, and empirically based schemes that improve
the modeling of surface features in semi-arid climates: wind gustiness, sub-grid land variabil-
ity, mineral aerosol lateral boundary conditions, surface albedo, and an irrigation scheme.
2.) The identification and quantification of the important role of land surface processes
over semi-arid regions: namely, surface albedo, dust emissions, and irrigation.
3.) An improved regional climate model that can successfully reproduce the regional
climate of Southwest Asia.
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4.) A complete and extensive evaluation of a regional climate model's performance over
West Africa by examining a suite of ground, satellite, and reanalysis observations for surface
temperature, precipitation, surface albedo, surface shortwave radiation, surface longwave
radiation, net radiation, specific humidity, vertical temperature profile, vertical humidity
profile, vertical zonal and meridional wind profiles, and aerosol optical depth.
5.) An assessment of the interactions between climate, dust, and irrigation over Southwest
Asia and West Africa with a novel focus on the dust emissions-irrigation feedback over West
Africa.
8.5 Future Work
The work completed in this thesis presents the opportunity for future exploration in many
lines of research in the regional modeling of semi-arid climates.
To begin with, future studies should utilize the dynamic vegetation module of RegCM3-
IBIS. Such work would be able to examine the two way-interaction between dust emissions
and vegetation via the greening and browning of fringe vegetation zones which experience
dust events (such as the Sahel of West Africa). Comparing dust emission simulations that
have dynamic vegetation to the results presented in Chapters 4 & 6 would highlight the effects
of vegetation changes on dust emissions. The dust emissions-irrigation results from Chapter
7 suggest that these interactions may be important. To this point, better understanding the
cause for seasonality in dust emissions (i.e. wind speeds versus soil moisture/rainfall) should
be examined, particularly over Southwest Asia. Likewise, completing a dynamic vegetation
simulation without dust and comparing it to the aforementioned proposed experiment would
quantify the impact of mineral aerosols on the surrounding environment.
Further opportunities lie in representing the role of mineral aerosols as cloud condensa-
tion nuclei (CCN) in climate models. It is known that mineral aerosols are prolific CCNs
causing dense clouds with a uniform size distribution of raindrops. As a result, collision and
coalescence, two important processes for precipitation, are severely hampered in these clouds.
Currently these effects are not included in RegCM3. Parameterization for the cloud micro-
physical properties of dust seems paramount as one of the next steps in modeling mineral
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aerosol meteorology.
To that point, as alluded to in Chapter 5, the simulation of low-level clouds needs to
be addressed in RegCM3. Simulations over West Africa show the model's strong proclivity
for low-level clouds along the Gulf of Guinea (coastline) which inhibit convection across the
region. In its current state, one can adjust the level at which the radiative effects of clouds
occur (i.e. the 'ncld' parameter). However, doing so is physically unrealistic, given clouds
can still exist and precipitate in these layers. Therefore, work should be completed in better
representing low-level clouds and their radiative effects in RegCM3. To this point, this thesis
elucidates the strong control of boundary layer height growth and decay on climate processes
over semi-arid regions. The modification of minimum boundary layer height depth discussed
in Chapter 5 may have implications on the results found in this study and others [O'Brien
et al., 2012].
Lastly, the new irrigation scheme of RegCM3-IBIS could be expanded upon by represent-
ing other realistic features of agricultural practices. For instance, the user should be able
to specify from a group of different crops which will dominate in each grid cell. Similarly,
adding a harvesting and land clearing module to croplands would be useful to better model
the end life of a crop. In addition, sensitivity experiments should be performed moving the
irrigated croplands to different climate zones over West Africa; such experiments would shed
light on the effects of altering different biomes to irrigated croplands as well as highlight the
effects of the large-scale climate forcing on small-scale surface perturbations.
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Appendix A
Supplementary Materials
A copy of all relevant code and input files can be found at:
\afs\athena.mit.edu\user\e\l\eltahir\marcella-code
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Figure A-1: Regional comparison of simulated JJA attenuated clear sky (ACS) top of atmo-
sphere (TOA) net radiation due to mineral aerosols over Southwest Asia and West Africa.
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