In this paper, we propose a vision-based recognition approach to control the posture of a robotic arm with three degrees of freedom (DOF) using static and dynamic human hand gestures. Two different methods are investigated to intuitively control a robotic arm posture in real-time using depth data collected by a Kinect sensor. In the first method, the user's right index fingertip position is mapped to compute the inverse kinematics on the robot. Using the Forward And Backward Reaching Inverse Kinematics (FABRIK) algorithm, the inverse kinematics (IK) solutions are displayed in a graphical interface. Using this interface and his left hand, the user can intuitively browse and select a desired robotic arm posture. In the second method, the user's left index position and direction are respectively used to determine the end-effector position and an attraction point position. The latter enables the control of the robotic arm posture. The performance of these realtime natural human control approaches is evaluated for precision and speed against static and dynamic obstacles.
Introduction
The ability to control complex systems with minimum cognitive strain, physical constraints, and physical effort has been the focus of research for many decades in the field of robotics. While controlling a multiple joint robotic arm is possible without constraints in time and space, it becomes extremely difficult when trying to quickly reach a target while avoiding obstacles (in motion or static). A human user can control the movement of his arm and finger joints with almost no effort within a constrained space. The human capability to interpret arm and finger movement provides an interesting asset in exploring new approaches for the movement control of a robotic arm. While the number of joints and constraints associated to a human arm might not correspond to those of robotic arms, it is nevertheless possible to interpret the human postures or gestures to intuitively provide the intended joint angle commands to the robotic arm.
In the context of master-slave robotic systems involving the human arm in the master role, many solutions exist that differ in their methods and sources of data collection. Haptic devices [1] [2] [3] reproducing the robotic arm motion are used for the robot to imitate the haptic device posture moved by hand by an operator. Alternatively, an exoskeleton [4, 5] is worn around the user's arm to control the robotic arm joints, or a digital glove [6] is used to control the end-effector position. In [7] , a marker system is mounted on the master (human) to map directly his joint movement to the ones of the robotic arm. To control the robot, the Forward And Backward Reaching Inverse Kinematics (FABRIK) method [8] can be used to avoid singularities and speed up calculation, while achieving good performance in the tracking of the target by the end-effector. In [9] [10] [11] , a Kinect-based solution controls the end-effector, but does not consider the robotic arm posture. A markerless approach offers simplicity, low cost to build, and a less physically cumbersome user experience. These reasons motivated the use of a markerless strategy in our initial work, which consisted of recognizing static and dynamic human hand gestures based on depth data collected by a Kinect sensor [12] . Additionally, mimicking the exact movement of the human arm as proposed in [7] might be optimal in term of intuitive control when the robot has a similar configuration (regarding degrees of freedom (DOF), type of joints, etc.) and constraints (joints angle limits) compared to the human arm, but can become cumbersome or plainly impossible to apply otherwise. The work presented in this paper is an extension of our initial work in [12] , which makes use of the recognized gestures captured by a Kinect sensor to naturally control a robotic arm.
One of the main problems in remotely controlling a robotic arm is the avoidance of obstacles, either static or dynamic. The solutions proposed in [13, 14] target pre-known static obstacles in the proximity of a fixed robotic arm, which impose a space of possible movements for the robotic arm. In the work of Ju et al. [15] , a rapidly exploring tree method is used to calculate a trajectory path free of obstacles to reach a designated target. This approach encompasses time-consuming calculations and thus can be difficult to apply in changing environments. In [16] , a multi-tasking approach involves human motion imitation for obstacle avoidance, moving the end-effector along a desired trajectory. It was later improved [7] by replacing human motion imitation by human gesture imitation. In teleoperation, approaches were investigated to control the robot using torque sensors [17] with impedance, admittance, and stiffness control. These methods are more complex, and prone to instability and inaccuracy when compared to a vision-based system with inverse kinematics. This paper investigates an alternative way for resolving the obstacle avoidance problem in conjunction with a given task sent to a remote robotic arm. The proposed approach uses teleoperation based on a natural gesture recognition system that can intuitively and naturally allow the user to control both the end-effector and the overall posture of a given robotic arm in real-time. To avoid singularities and increase the speed of the inverse kinematics calculation in the search of possible postures, the FABRIK method is exploited. A first proposed solution involves a graphical interface containing a visual display of the robotic arm with all possible postures. The user can browse and select the desired new posture in real-time using a dedicated hand, while the other hand positions the end-effector. A second proposed solution tracks a fingertip for providing the position of the endeffector, where the new desired posture is indicated by the fingertip direction. In this case, the direction will correspond to the way the robotic arm joint will bend.
Teleoperation with Dedicated Hand for Posture Control-Browse and Select
In this method, the user relies on a visual display indicating in real-time the available postures (possible inverse kinematics solutions) in the vicinity of the current robotic arm configuration. The user can browse the available postures using his left hand index and select one of them by making a V sign with two fingers to the Kinect sensor. This approach forces to user to constantly shift his attention from the graphical interface displaying the posture to the actual robotic arm to evaluate his next decision. Therefore, it is more appropriate for tasks where posture accuracy is more important than the speed of execution. In Figure 1 , the browse ( Figure 1a ) and select ( Figure 1b ) process is presented with N = four possible postures in a sequence, where the pink lines represent the (nonselected) possible postures of the arm, the red line is the currently selected posture, and the blue line is the current posture.
For our experimentation, we used a simulation of the AL5D robotic arm from Lynxmotion. The AL5D uses a joint at the base that rotates on a perpendicular plane relative to the other revolute joints. This joint is excluded from our simulation; thus, only three DOF are considered. Our algorithm finds a number N of possible posture solutions, each of which are capable of reaching the same target endeffector position. This algorithm works only for the neighboring set or subset of joints that revolute along the same plane (2D). These postures are displayed in a graphical interface allowing the user to browse and select them. To find different solutions, we need to input different initial arm configurations to the FABRIK inverse kinematics algorithm. The FABRIK algorithm starts by geometrically positioning the end-effector (joint i) at the target location, and then moving joint i − 1 at a distance equal to the length of the link between joint i and i − 1 from the target on a vector crossing the new position of joint i and the old position of joint i − 1. It then continues down to the base joint of the robotic arm. When reaching the base joint, this joint will be positioned at a new location following the algorithm logic. However, since the base joint is fixed and cannot be moved, it will be geometrically repositioned at its old location. The algorithm then corrects each joint position accordingly following the same logic it used going down the arm. This process iterates up and down the arm until both the end-effector and the base reach their targeted positions. 
Teleoperation with Posture Control Using a Single Hand-Attraction Point
The second approach leverages the ability of the gesture recognition system to detect the angle between the axis of the finger passing through the fingertip and the reference axis in the Kinect view plane. This angle is directly mapped to the angle between the vector going from the middle point between the end-effector and the base joint to the attraction point (pink line in Figure 2 ) and the vector going from the base joint to the end-effector, as illustrated in Figure 2 . An obvious benefit of this approach is that only one hand is needed by the user to control both the end-effector position and the arm posture, leaving the second hand free to potentially control another robotic arm. The approach can be seen as complementary to the browse and select solution presented in Section 2, as it is less precise, but more intuitive and faster to use. Indeed, this approach can only control a limited number of the possible postures, because only one attraction point is under the finger direction control. In this method, the same finger that is used to position the end-effector also controls the selection of the robotic arm posture by measuring the finger's relative angle in the X-Y plane of the Kinect field of view. Then, the resulting angle is used to position an attraction point around the robotic arm. To change the posture, the attraction point, G, draws each moveable joint, j, (i.e., all joints except the base joint and the end-effector) closer in its direction. The algorithm below (Algorithm 1) was designed to find the posture where the sum of the distances of each of its moveable joints relative to the attraction point is minimal. In the algorithm, each of the calculated distances (Distance (G, j) ) is raised to the power of three to avoid postures with very distant joints. The attraction point is positioned on the perimeter of a circle with a radius equal to the maximum reach of the robotic arm (LMAX) and centered halfway between the end-effector and the base joint (L/2), as illustrated in Figure 3 . No matter the arm configuration (i.e., number of joints, length of links) and its current posture, this solution makes sure the attraction point is always outside the circle containing all the joints. For each posture i in Lp: For each moveable joint j in i:
Return A
Experimental Results

Static Obstacle Avoidance-The Tall Glass Test
In the first experiment, the ability of the browse and select posture control described in Section 2 is tested to reach the bottom of a tall glass without touching the sides. This is an almost impossible task when relying exclusively on moving the end-effector without controlling the posture. For this experiment, the virtual glass is 26 pixels wide by 124 pixels tall (equivalent to 2.6 cm × 12.4 cm), and it is shown in white in Figure 4 . Each test begins by choosing the first posture that goes over the glass, at which point a timer starts to monitor the efficiency of the procedure (Figure 4a ). The first posture that is selected is rarely an adequate posture to allow reaching the bottom of the glass with no arm link touching the sides. Hence, the posture selection choice must be refined with another possible posture near the current robotic arm posture, to achieve a posture allowing the user to move the endeffector toward the bottom of the glass by only controlling the end-effector (Figure 4b For the tall glass experiment, 15 tests were realized where each test was successful in reaching the bottom of the virtual glass without touching the sides of the glass. The shortest test took 10 s while the longest took 67 s. The average time to complete each test was 29.93 s.
Dynamic Obstacle Avoidance-Moving Block
In the second experiment, a virtual block is repeatedly moving vertically and horizontally in a configuration inspired from the experiment realized in [7] , where the authors tested the performance of their solution with moving obstacles while attempting to execute a simple task such as drawing a line and a height figure. For this experiment, the speed of displacement for the obstacle was set to one pixel/100ms, which is equivalent to one cm/s when mapped to real-world units. In this scenario, the goal is to pick an object with the end-effector in recipient A, drop it in recipient B, and return to recipient A without any part of the robotic arm touching the moving obstacle (block), as illustrated in Figure 5 . The obstacle (moving block) starts at the top of the vertical path, moves down the entire length of the vertical path, goes up a little, and then goes left and right on the horizontal path before returning up to its initial position. This movement is then repeated over and over. For this experiment, a maximum number of objects was picked and dropped by the user in a limited time. The time taken between each pick was recorded. This resulted in a total of 49 successful pick and drops with no collision between the arm and the obstacle. On average, it took 10.92 s between picks, with the longest being 23 s while the shortest took 5 s. Longer times were observed when the arm had to go over the obstacle, moving between the recipients, to drop the object. As a comparison, we also performed this test using the first proposed method in Section 2, and with a simple end-effector tracking technique with no posture control. However, in both cases, the obstacle was consistently hitting the robotic arm. The obstacle was moving too fast for the former, and was continuously obstructing the way when using the latter method. 
Conclusions
Two complementary vision-based hand gesture recognition approaches were proposed to control the posture a three DOF robotic arm in a simulation environment using the FABRIK algorithm for IK calculation. The first approach relies on a dedicated hand to browse and select the possible postures of a robot arm. It was revealed to be more appropriate for tasks requiring precision over speed. The second posture control approach addresses problems related to dynamic environments were obstacle position can change over time. Even if this approach has a limited spectrum of postures for control, we can still leverage its speed as presented in the moving block experiment. As we have seen, in such a dynamic environment, the first proposed approach or a simple end-effector control approach would have great difficulty in avoiding the obstacle. Both proposed solutions are applicable to different robotic arm configurations, and applying them on real robotic arms will be part of future research.
