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Abstract
We investigate different concentration-compactness phenomena related
to the Q-curvature in arbitrary even dimension. We first treat the case
of an open domain in R2m, then that of a closed manifold and, finally,
the particular case of the sphere S2m. In all cases we allow the sign of
the Q-curvature to vary, and show that in the case of a closed manifold,
contrary to the case of open domains in R2m, concentration phenomena
can occur only at points of positive Q-curvature. As a consequence, on
a locally conformally flat manifold of non-positive Euler characteristic we
always have compactness.
1 Introduction and statement of the main re-
sults
Before stating our results, we recall a few facts concerning the Paneitz operator
P 2mg and the Q-curvature Q
2m
g on a 2m-dimensional smooth Riemannian mani-
fold (M, g). Introduced in [BO], [Pan], [Bra] and [GJMS], the Paneitz operator
and the Q-curvature are the higher order equivalents of the Laplace-Beltrami
operator and the Gaussian curvature respectively (P 2g = −∆g and Q
2
g = Kg),
and they now play a central role in modern conformal geometry. For their def-
initions and more related information we refer to [Cha]. Here we only recall a
few properties which shall be used later. First of all we have the Gauss formula,
describing how the Q-curvature changes under a conformal change of metric:
P 2mg u+Q
2m
g = Q
2m
gu e
2mu, (1)
where gu := e
2ug, and u ∈ C∞(M) is arbitrary. Then, we have the conformal
invariance of the total Q-curvature, when M is closed:∫
M
Q2mgu dvolgu =
∫
M
Q2mg dvolg. (2)
∗This work was supported by ETH Research Grant no. ETH-02 08-2.
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Finally, assuming (M, g) closed and locally conformally flat , we have the Gauss-
Bonnet-Chern formula (see e.g. [Che], [Cha]):∫
M
Q2mg dvolg =
Λ1
2
χ(M), (3)
where χ(M) is the Euler-Poincare´ characteristic of M and
Λ1 :=
∫
S2m
QgS2mdvolgS2m = (2m− 1)!|S
2m| (4)
is a constant which we shall meet often in the sequel. In the 4-dimensional case,
if (M, g) is not locally conformally flat, we have∫
M
(
Q4g +
|Wg|
2
4
)
dvolg = 8π
2χ(M), (5)
whereWg is the Weyl tensor. Recently S. Alexakis [Ale2] (see also [Ale1]) proved
an analogous to (5) for m ≥ 3:∫
M
(
Q2mg +W
)
dvolg =
Λ1
2
χ(M), (6)
whereW is a local conformal invariant involving the Weyl tensor and its covari-
ant derivatives.
We can now state the main problem treated in this paper. Given a 2m-
dimensional Riemannian manifold (M, g), consider a converging sequence of
functions Qk → Q0 in C0(M), and let gk := e2ukg be conformal metrics satis-
fying Q2mgk = Qk. In view of (1), the uk’s satisfy the following elliptic equation
of order 2m with critical exponential non-linearity
P 2mg uk +Q
2m
g = Qke
2muk . (7)
Assume further that there is a constant C > 0 such that
vol(gk) =
∫
M
e2muk dvolg ≤ C for all k. (8)
What can be said about the compactness properties of the sequence (uk)?
In general non-compactness has to be expected, at least as a consequence
of the non-compactness of the Mo¨bius group on R2m or S2m. For instance,
for every λ > 0 and x0 ∈ R2m, the metric on R2m given by gu := e2ugR2m ,
u(x) := log 2λ1+λ2|x−x0|2 , satisfies Q
2m
gu ≡ (2m− 1)!.
We start by considering the case when (M, g) is an open domain Ω ⊂ R2m
with Euclidean metric gR2m . Since Pg
R2m
= (−∆)m andQg
R2m
≡ 0, Equation (7)
reduces to (−∆)muk = Qke2muk . The compactness properties of this equation
were studied in dimension 2 by Bre´zis and Merle [BM]. They proved that if
Qk ≥ 0, ‖Qk‖L∞ ≤ C and ‖e2uk‖L1 ≤ C, then up to selecting a subsequence,
one of the following is true:
(i) (uk) is bounded in L
∞
loc(Ω).
(ii) uk → −∞ locally uniformly in Ω.
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(iii) There is a finite set S = {x(i); i = 1, . . . , I} ⊂ Ω such that uk → −∞
locally uniformly in Ω\S. Moreover Qke2uk ⇀
∑I
i=1 βiδx(i) weakly in the
sense of measures, where βi ≥ 2π for every 1 ≤ i ≤ I.
Subsequently, Li and Shafrir [LS] proved that in case (iii) βi ∈ 4πN for every
1 ≤ i ≤ I.
Adimurthi, Robert and Struwe [ARS] studied the case of dimension 4 (m =
2). As they showed, the situation is more subtle because the blow-up set (the
set of points x such that uk(x)→∞ as k →∞) can have dimension up to 3 (in
contrast to the finite blow-up set S in dimension 2). Moreover, as a consequence
of a result of Chang and Chen [CC], quantization in the sense of Li-Shafrir does
not hold anymore, see also [Rob1], [Rob2].
In the following theorem we extend the result of [ARS] to arbitrary even di-
mension (see also Proposition 6 below). The function ak in (9) has no geometric
meaning, and one can take ak ≡ 1 at first. On the other hand, one can also
apply Theorem 1 to non-geometric situations, by allowing ak 6≡ 1, see [Mar3].
Theorem 1 Let Ω be a domain in R2m, m > 1, and let (uk)k∈N be a sequence
of functions satisfying
(−∆)muk = Qke
2makuk , (9)
where ak, Q0 ∈ C0(Ω), Q0 is bounded, and Qk → Q0, ak → 1 locally uniformly.
Assume that ∫
Ω
e2makukdx ≤ C, (10)
for all k and define the finite (possibly empty) set
S1 :=
{
x ∈ Ω : lim
r→0+
lim sup
k→∞
∫
Br(x)
|Qk|e
2makukdy ≥
Λ1
2
}
=
{
x(i) : 1 ≤ i ≤ I
}
,
where Λ1 is as in (4). Then one of the following is true.
(i) For every 0 ≤ α < 1, a subsequence converges in C2m−1,αloc (Ω\S1).
(ii) There exist a subsequence, still denoted by (uk), and a closed nowhere
dense set S0 of Hausdorff dimension at most 2m − 1 such that, letting
S = S0 ∪ S1, we have uk → −∞ locally uniformly in Ω\S as k → ∞.
Moreover there is a sequence of numbers βk →∞ such that
uk
βk
→ ϕ in C2m−1,αloc (Ω\S), 0 ≤ α < 1,
where ϕ ∈ C∞(Ω\S1), S0 = {x ∈ Ω : ϕ(x) = 0}, and
(−∆)mϕ ≡ 0, ϕ ≤ 0, ϕ 6≡ 0 in Ω\S1.
If S1 6= ∅ and Q0(x(i)) > 0 for some 1 ≤ i ≤ I, then case (ii) occurs.
We recently proved (see [Mar2]) the existence of solutions to the equation
(−∆)mu = Qe2mu on R2m with Q < 0 constant and e2mu ∈ L1(R2m), form > 1.
Scaling any such solution we find a sequence of solutions uk(x) := u(kx)+ log k
concentrating at a point of negative Q-curvature. Form = 1 that is not possible.
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On a closed manifold things are different in several respects. Under the
assumption (which we always make) that kerP 2mg contains only constant func-
tions, quantization of the total Q-curvature in the sense of Li-Shafrir (see (12)
below) holds, as proved in dimension 4 by Druet and Robert [DR] and Mal-
chiodi [Mal], and in arbitrary dimension by Ndiaye [Ndi]. Moreover the con-
centration set is finite. In [DR], however, it is assumed that the Q-curvatures
are positive, while in [Mal] and [Ndi], a slightly different equation is studied
(P 2mg uk + Qk = hke
2muk , with hk constant and Qk prescribed), for which the
negative case is simpler. With the help of results from our recent work [Mar2]
and a technique of Robert and Struwe [RS], we can allow the prescribed Q-
curvatures to have varying signs and, contrary to the case of an open domain
in R2m, we can rule out concentration at points of negative Q-curvature.
Theorem 2 Let (M, g) be a 2m-dimensional closed Riemannian manifold, such
that kerPg = {constants}, and let (uk) be a sequence of solutions to (7), (8)
where the Qk’s and Q0 are given C
1 functions and Qk → Q0 in C1(M). Let Λ1
be as in (4). Then one of the following is true.
(i) For every 0 ≤ α < 1, a subsequence converges in C2m−1,α(M).
(ii) There exists a finite (possibly empty) set S1 = {x(i) : 1 ≤ i ≤ I} such that
Q0(x
(i)) > 0 for 1 ≤ i ≤ I and, up to taking a subsequence, uk → −∞
locally uniformly on (M\S1). Moreover
Qke
2muk dvolg ⇀
I∑
i=1
Λ1δx(i) (11)
in the sense of measures; then (2) gives∫
M
Qgdvolg = IΛ1. (12)
Finally, S1 = ∅ if and only if vol(gk)→ 0.
An immediate consequence of Theorem 2 (Identity (12) in particular) and
the Gauss-Bonnet-Chern formulas (3) and (5), is the following compactness
result:
Corollary 3 Under the hypothesis of Theorem 2 assume that either
1. χ(M) ≤ 0 and dimM ∈ {2, 4}, or
2. χ(M) ≤ 0, dimM ≥ 6 and (M, g) is locally conformally flat,
and that vol(gk) 6→ 0. Then (i) in Theorem 2 occurs.
It is not clear whether the hypothesis that (M, g) be locally conformally flat
when dimM ≥ 6 is necessary in Corollary 3. For instance, we could drop it if
we knew that W ≥ 0 in (6), in analogy with (5).
Contrary to what happens for the Yamabe equation (see [Dru1], [Dru2], [DH]
and [DHR]), the concentration points of S in Theorem 2 are isolated, as already
proved in [DR] in dimension 4. In fact, a priori one could expect to have
Qke
2muk dvolg ⇀
I∑
i=1
LiΛ1δx(i) , for some Li ∈ N\{0}, (13)
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instead of (11). The compactness ofM is again a crucial ingredient here; indeed
X. Chen [Ch] showed that onR2 (where quantization holds, as already discussed)
one can have (13) with Li > 1.
Theorems 1 and 2 will be proven in Sections 2 and 3 respectively. In Section
4 we also consider the special case when M = S2m. In the proofs of the above
theorems we use techniques and ideas from several of the cited papers, particu-
larly from [ARS], [BM], [DR], [Mal], [MS] and [RS]. In the following, the letter
C denotes a generic positive constant, which may change from line to line and
even within the same line.
I’m grateful to Prof. Michael Struwe for many stimulating discussions.
2 The case of an open domain in R2m
An important tool in the proof of Theorem 1 is the following estimate, proved
by Bre´zis and Merle [BM] in dimension 2. For the proof in arbitrary dimension
see [Mar1]. Notice the role played by the constant γm :=
Λ1
2 , which satisfies
(−∆)m
(
−
1
γm
log |x|
)
= δ0 in R
2m. (14)
Theorem 4 Let f ∈ L1(BR(x0)), BR(x0) ⊂ R2m, and let v solve{
(−∆)mv = f in BR(x0),
v = ∆v = . . . = ∆m−1v = 0 on ∂BR(x0).
Then, for any p ∈
(
0, γm‖f‖L1(BR(x0))
)
, we have e2mp|v| ∈ L1(BR(x0)) and
∫
BR(x0)
e2mp|v|dx ≤ C(p)R2m.
Lemma 5 Let f ∈ L1(Ω) ∩ Lploc(Ω\S1) for some p > 1, where Ω ⊂ R
2m and
S1 ⊂ Ω is a finite set. Assume that{
(−∆)mu = f in Ω
∆ju = 0 on ∂Ω for 0 ≤ j ≤ m− 1.
Then u is bounded in W 2m,ploc (Ω\S1); more precisely, for any B4R(x0) ⊂ (Ω\S1),
there is a constant C independent of f such that
‖u‖W 2m,p(BR(x0)) ≤ C(‖f‖Lp(B4R(x0)) + ‖f‖L1(Ω)). (15)
The proof of Lemma 5 is given in the appendix.
Proof of Theorem 1. We closely follow [ARS]. Let S1 be defined as in the
statement of the Theorem. Clearly (10) implies that S1 = {x(i) ∈ Ω : 1 ≤ i ≤ I}
is finite. Given x0 ∈ Ω\S1, we have, for some 0 < R < dist(x0, ∂Ω),
α := lim sup
k→∞
∫
BR(x0)
|Qk|e
2makukdx < γm. (16)
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For such x0 and R write uk = vk + hk in BR(x0), where{
(−∆)mvk = Qke2makuk in BR(x0)
vk = ∆vk = . . . = ∆
m−1vk = 0 on ∂BR(x0)
and (−∆)mhk = 0. Set h
+
k := χ{hk≥0}hk, h
−
k := hk−h
+
k . Since h
+
k ≤ u
+
k + |vk|,
we have
‖h+k ‖L1(BR(x0)) ≤ ‖u
+
k ‖L1(BR(x0)) + ‖vk‖L1(BR(x0)).
Observe that, for k large enough mu+k ≤ 2maku
+
k ≤ e
2makuk on BR(x0), hence
(10) implies ∫
BR(x0)
u+k dx ≤ C
∫
BR(x0)
e2makukdx ≤ C.
As for vk, observe that 1 <
γm
α , hence by Theorem 4∫
BR(x0)
2m|vk|dx ≤
∫
BR(x0)
e2m|vk|dx ≤ CR2m,
with C depending on α and not on k. Hence
‖h+k ‖L1(BR(x0)) ≤ C. (17)
We distinguish 2 cases.
Case 1. Suppose that ‖hk‖L1(BR/2)(x0) ≤ C uniformly in k. Then by Proposition
11 we have that hk is equibounded in C
ℓ(BR/8(x0)) for every ℓ ≥ 0. Moreover,
by Pizzetti’s formula (Identity (79) in the appendix) and (17),∫
BR(x0)
|hk(x)|dx = 2
∫
BR(x0)
h+k (x)dx −
∫
BR(x0)
hk(x)dx
≤ C −
∫
BR(x0)
hk(x)dx
= C −
m−1∑
i=0
ciR
2i∆ihk(x0) ≤ C.
Hence we can apply Proposition 11 locally on all of BR(x0) and obtain bounds
for (hk) in C
ℓ
loc(BR(x0)) for any ℓ ≥ 0.
Fix p ∈ (1, γm/α). By Theorem 4 ‖e2m|vk|‖Lp(BR(x0)) ≤ C(p), hence, using
that ak → 1 uniformly on BR(x0), we infer
‖(−∆)mvk‖Lp(B) = ‖(Qke
2makhk)e2makvk‖Lp(B) ≤ C(B, p) (18)
for every ballB ⊂⊂ BR(x0) and for k large enough. In addition ‖vk‖L1(BR(x0)) ≤
C, hence by elliptic estimates,
‖vk‖W 2m,p(B) ≤ C(B, p) for every ball B ⊂⊂ BR(x0).
By the immersion W 2m,p →֒ C0,α, (vk), is bounded in C
0,α
loc (BR(x0)), for some
α > 0. Going back to (18), we now see that ∆mvk is uniformly bounded in
L∞loc(BR(x0)), hence
‖vk‖W 2m,p(B) ≤ C(B, p)
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for every p > 1, B ⊂⊂ BR(x0), and by the immersion W 2m,p →֒ C2m−1,α we
obtain that (vk), hence (uk), is bounded in C
2m−1,α
loc (BR(x0)).
Case 2. Assume that ‖hk‖L1(BR/2(x0)) =: βk →∞ as k →∞. Set ϕk :=
hk
βk
, so
that
1. ∆mϕk = 0,
2. ‖ϕk‖L1(BR/2(x0)) = 1,
3. ‖ϕ+k ‖L1(BR(x0)) → 0 by (17).
As above we have that ϕk is bounded in C
ℓ
loc(BR(x0)) for every ℓ ≥ 0, hence a
subsequence converges in C2mloc (BR(x0)) to a function ϕ, with
1. ∆mϕ = 0,
2. ‖ϕ‖L1(BR/2(x0)) = 1,
3. ‖ϕ+‖L1(BR(x0)) = 0, hence ϕ ≤ 0.
Let us define S0 = {x ∈ BR(x0) : ϕ(x) = 0}. Take x ∈ S0; then by (79),
∆ϕ(x), . . . ,∆m−1ϕ(x) cannot all vanish, unless ϕ ≡ 0 on Bρ(x) ⊂ BR(x0) for
some ρ > 0, but then by analyticity, we would have ϕ ≡ 0, contradiction. Hence
there exists j with 1 ≤ j ≤ 2m− 3 such that
Djϕ(x) = 0, Dj+1ϕ(x) 6= 0,
i.e.
S0 ⊂
2m−3⋃
j=1
{x ∈ BR(x0) : D
jϕ(x) = 0, Dj+1ϕ(x) 6= 0}.
Therefore S0 is (2m− 1)-rectifiable. Since ϕ < 0 on BR(x0)\S0, we infer
hk = βkϕk → −∞, e
2makhk → 0
locally uniformly on BR(x0)\S0. Then, as before, from
(−∆)mvk = (Qke
2makhk)(e2makvk),
we have that vk is bounded in C
2m−1,α
loc (Ω\S0). Then uk = hk + vk → −∞
uniformly locally away from S0.
Since Case 1 and Case 2 are mutually exclusive, covering Ω\S1 with balls,
we obtain that either a subsequence uk is bounded in C
2m−1,α
loc (Ω\S1), or a
subsequence uk → −∞ locally uniformly on Ω\(S0∪S1). In this latter case, the
behavior described in case (ii) of the theorem occurs. Indeed fix any BR(x0) ⊂
Ω\S1 and take βk as above. Then, on a ball Bρ(y0) ⊂ Ω\S1, we can wrie
uk = v˜k+h˜k as above, where h˜k → −∞ locally uniformly away from a rectifiable
set S0 of dimension at most (2m − 1),
h˜k
β˜k
→ ϕ˜ , where β˜k = ‖h˜k‖L1(Bρ/2(y)),
and v˜k is bounded in C
2m−1,α
loc (Bρ(y0)). Then
v˜k
βk
→ 0 in C2m−1,αloc (Bρ(y0)), and
we have that either
(a) h˜kβk and
uk
βk
are bounded in C2m−1,αloc (Bρ(y0)), or
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(b) h˜kβk and
uk
βk
go to −∞ locally uniformly away from S0.
Since the 2 cases are mutually exclusive, and on BR(x0) case (a) occurs, upon
covering Ω\S1 with a sequence of balls, we obtain the desired behavior for
uk
βk
.
We now show that if I ≥ 1 and Q0(x(i)) > 0 for some 1 ≤ i ≤ I, then Case
2 occurs. Assume by contradiction that Q0(x0) > 0 for some x0 ∈ S1 and Case
1 occurs, i.e. (uk) is bounded in C
2m−1,α
loc (Ω\S1), so that fk := Qke
2makuk is
bounded in L∞loc(Ω\S1). Then there exists a finite signed measure µ on Ω, with
µ ∈ L∞loc(Ω\S1) such that
fk ⇀ µ as measures
fk ⇀ µ in L
p
loc(Ω\S1) for 1 ≤ p <∞.
Let us take R > 0 such that BR(x0) ⊂ Ω, BR(x0) ∩ S1 = {x0} and Q0 > 0 on
BR(x0). By our assumption,
(−∆)juk ≥ −C, on ∂BR(x0) for 0 ≤ j ≤ m− 1. (19)
Let zk be the solution to{
(−∆)mzk = Qke2makuk in BR(x0)
zk = ∆zk = . . . = ∆
m−1zk = 0 on ∂BR(x0).
By Proposition 13, and (19)
uk ≥ zk − C. (20)
By Lemma 5, up to a subsequence, zk → z in C
2m−1,α
loc (BR(x0)\{x0}), where{
(−∆)mz = µ in BR(x0)
z = ∆z = . . . = ∆m−1z = 0 on ∂BR(x0).
Since Q0(x0) > 0, we have µ ≥ γmδx0 = (−∆)
m ln 1|x−x0| , and Proposition 13
applied to the function z(x)− ln 1|x−x0| implies
z(x) ≥ ln
1
|x− x0|
− C,
hence ∫
BR(x0)
e2mzdx ≥
1
C
∫
BR(x0)
1
|x− x0|2m
dx = +∞.
Then (20) and Fatou’s lemma imply
lim inf
k→∞
∫
BR(x0)
e2makukdx ≥
∫
BR(x0)
lim inf
k→∞
e2makukdx
≥
1
C
∫
BR(x0)
lim inf
k→∞
e2makzkdx (21)
≥
1
C
∫
BR(x0)
e2mzdx = +∞,
contradicting (10). 
The following proposition gives a general procedure to rescale at points where
uk goes to infinity.
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Proposition 6 In the hypothesis of Theorem 1, assume that ak ≡ 1 for every
k and that case (ii) occurs. Then, for every x0 ∈ S such that supBR(x0) uk →∞
for every 0 < R < dist(x0, ∂Ω) as k → ∞, there exist points xk → x0 and
positive numbers rk → 0 such that
vk(x) := uk(xk + rkx) + ln rk ≤ 0 ≤ ln 2 + vk(0), (22)
and as k →∞ either a subsequence vk → v in C
2m−1,α
loc (R
2m), where
(−∆)mv = Q0(x0)e
2mv,
or vk → −∞ almost everywhere and there are positive numbers γk → +∞ such
that
vk
γk
→ p in C2m−1,αloc (R
2m),
where p is a polynomial on even degree at most 2m− 2.
Proof. Following [ARS], take x0 such that supBR(x0) uk → +∞ for every R and
select, for R < dist(x0, ∂Ω), 0 ≤ rk < R and xk ∈ Brk(x0) such that
(R− rk)e
uk(xk) = (R − rk) sup
Brk (x0)
euk = max
0≤r<R
(
(R− r) sup
Br(x0)
euk
)
=: Lk.
Then Lk → +∞ and sk :=
R−rk
2Lk
→ 0 as k →∞, and
vk(x) := uk(xk + skx) + ln sk ≤ 0 in BLk(0)
satisfies
(−∆)mvk = Q˜ke
2mvk , Q˜k(x) := Qk(xk + skx),
and ∫
BLk (0)
Q˜ke
2mvkdx =
∫
B 1
2
(R−rk)
(xk)
Qke
2mukdx ≤ C.
We can now apply the first part of the theorem to the functions vk, observing
that there are no concentration points (S1 = ∅), since vk ≤ 0, and using Theorem
12 to characterize the function p. 
3 The case of a closed manifold
To prove Theorem 2 we assume that supM uk →∞ and we blow up at I suitably
chosen sequences of points xi,k → x(i) with uk(xi,k)→∞ as k →∞, 1 ≤ i ≤ I.
We call the x(i)’s concentration points. Then we show the following:
(i) If x(i) is a concentration point, then Q0(x
(i)) > 0.
(ii) The profile of the uk’s at any concentration point is the function η0 defined
in (27) below, hence it carries the fixed amount of energy Λ1, see (29).
(iii) uk → −∞ locally uniformly in M\{x(i) : 1 ≤ i ≤ I}.
(iv) The neck energy vanishes in the sense of (47) below, hence in the limit
only the energy of the profiles at the concentration points appears.
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Parts (i) and (ii) (Proposition 8) follow from Lemma 7 below and the classi-
fication results of [Mar1] (or [Xu]) and [Mar2]. For parts (iii) and (iv) we adapt
a technique of [DR], see also also [Mal], [Ndi] for a different approach.
The following lemma (compare [Mal, Lemma 2.3]) is important, because
its failure in the non-compact case is responsible for the rich concentration-
compactness behavior in Theorem 1. Its proof relies on the existence and on
basic properties of the Green function for the Paneitz operator P 2mg , as proven
in [Ndi, Lemma 2.1] (here we need the hypothesis kerP 2mg = {constants}).
Lemma 7 Let (uk) be a sequence of functions on (M, g) satisfying (7) and (8).
Then for ℓ = 1, . . . , 2m− 1, we have∫
Br(x)
|∇ℓuk|
p dvolg ≤ C(p)r
2m−ℓp, 1 ≤ p <
2m
ℓ
,
for every x ∈M , 0 < r < rinj and for every k, where rinj is the injectivity radius
of (M, g).
Proof. Set fk := Qke
2muk − Q2mg , which is bounded in L
1(M) thanks to (8).
Let Gξ be the Green’s function for P
2m
g on (M, g) such that
uk(ξ) =
∫
M
uk dvolg +
∫
M
Gξ(y)fk(y) dvolg(y). (23)
For x, ξ ∈M , x 6= ξ, [Ndi, Lemma 2.1] implies
|∇ℓξGξ(x)| ≤
C
dist(x, ξ)ℓ
, 1 ≤ ℓ ≤ 2m− 1. (24)
Then, differentiating (23) and using (24) and Jensen’s inequality, we get
|∇ℓuk(ξ)|
p ≤ C
(∫
M
1
dist(ξ, y)ℓ
|fk(y)| dvolg(y)
)p
≤ C
∫
M
(
‖fk‖L1(M)
dist(ξ, y)ℓ
)p
|fk(y)|
‖fk‖L1(M)
dvolg(y).
From Fubini’s theorem we then conclude∫
Br(x)
|∇ℓuk(ξ)|
p dvolg(ξ) ≤ C‖fk‖
p
L1(M) sup
y∈M
∫
Br(x)
1
dist(ξ, y)ℓp
dvolg(ξ)
≤ Cr2m−ℓp.

Let expx : TxM
∼= R2m →M denote the exponential map at x.
Proposition 8 Let (uk) be a sequence of solutions to (7), (8) with max uk →∞
as k → ∞. Choose points xk → x0 ∈ M (up to a subsequence) such that
uk(xk) = maxM uk. Then Q0(x0) > 0 and, setting
µk := 2
(
(2m− 1)!
Q0(x0)
) 1
2m
e−uk(xk) (25)
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we find that the functions ηk : B rinj
µk
⊂ R2m → R, given by
ηk(y) := uk(expxk(µky)) + logµk −
1
2m
log
(2m− 1)!
Q0(x0)
,
converge up to a subsequence to η0(y) = ln
2
1+|y|2 in C
2m−1,α
loc (R
2m). Moreover
lim
R→+∞
lim
k→∞
∫
BRµk (xk)
Qke
2muk dvolg = Λ1. (26)
Remark. The function
η0(x) := log
2
1 + |x|2
(27)
satisfies (−∆)mη0 = (2m − 1)!e
2mη0 , which is (9) with Qk ≡ (2m − 1)! and
ak ≡ 1. In fact η0 has a remarkable geometric interpretation: If π : S2m → R2m
is the stereographic projection, then
e2η0gR2m = (π
−1)∗gS2m , (28)
where gS2m is the round metric on S
2m. Then (28) implies
(2m− 1)!
∫
R2m
e2mη0dx =
∫
S2m
QS2mdvolgS2m = (2m− 1)!|S
2m| = Λ1. (29)
Proof of Proposition 8. Step 1. Set σk = e
−uk(xk), and consider on B rinj
σk
⊂ R2m
the functions
zk(y) := uk(expxk(σky)) + log(σk) ≤ 0, (30)
and the metrics
g˜k := (expxk ◦Tk)
∗g,
where Tk : R
2m → R2m, Tky = σky. Then, setting Qˆk(y) := Qk(expxk(σky)),
and pulling back (7) via expxk ◦Tk, we get
P 2mg˜k zk +Q
2m
g˜k
= σ−2mk Qˆke
2mzk . (31)
Setting now gˆk := σ
−2
k g˜k, we have P
2m
gˆk
= σ2mk P
2m
g˜k
, Q2mgˆk = σ
2m
k Q
2m
g˜k
, and from
(31) we infer
P 2mgˆk zk +Q
2m
gˆk
= Qˆke
2mzk . (32)
Then, since the principal part of the Paneitz operator is (−∆g)m, we can write
Pgˆk = (−∆gˆk)
m +Ak,
where Ak is a linear differential operator of order at most 2m− 1; moreover the
coefficients of Ak are going to 0 in C
k
loc(R
2m) for all k ≥ 0, since gˆk → gR2m in
Ckloc(R
2m) for all k ≥ 0, and Pg
R2m
= (−∆)m. Then (32) can be written as
(−∆gˆk)
mzk +Akzk +Q
2m
gˆk
= Qˆke
2mzk . (33)
Step 2. We now claim that zk → z0 in C
2m−1,α
loc (R
2m), where
(−∆)mz0 = Q0(x0)e
2mz0 ,
∫
R2m
e2mz0dx <∞. (34)
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We first assume m > 1. Fix R > 0 and write zk = hk + wk on BR = BR(0),
where ∆mgˆkhk = 0 and{
(−∆gˆk)
mwk = (−∆gˆk)
mzk. in BR
wk = ∆wk = . . . = ∆
m−1wk = 0 on ∂BR
(35)
From zk ≤ 0 we infer ‖Qˆke
2mzk‖L∞(BR) ≤ C, and clearly Q
2m
gˆk
= σ2mk Q
2m
g˜k
→ 0
in L∞loc(R
2m). Lemma 7 implies that (Akzk) is bounded in L
p(BR), 1 ≤ p <
2m
2m−1 , hence from (35) and elliptic estimates we get uniform bounds for (wk) in
W 2m,p(BR), 1 ≤ p <
2m
2m−1 , hence in C
0(BR). Again using Lemma 7, we get
‖∆gˆkhk‖L1(BR) ≤ C(‖zk‖W 2,1(BR) + ‖wk‖W 2,1(BR)) ≤ C.
Since ∆m−1gˆk (∆gˆkhk) = 0, elliptic estimates (compare Proposition 11) give
‖∆gˆkhk‖Cℓ(BR/2) ≤ C(ℓ) for every ℓ ∈ N. (36)
This, together with |hk(0)| = |wk(0)| ≤ C, and hk ≤ −wk ≤ C and elliptic
estimates (e.g. [GT, Thm. 8.18]), implies that ‖hk‖L1(BR/2) ≤ C, hence, again
using elliptic estimates,
‖hk‖Cℓ(BR/4) ≤ C(ℓ) for every ℓ ∈ N. (37)
Therefore (zk) is bounded in W
2m,p(BR/4), 1 ≤ p <
2m
2m−1 . We now go back to
(35), replacing R with R/4 and redefining hk and wk accordingly on BR/4. We
now have that (Akzk) is bounded in L
p(BR/4) for 1 ≤ p <
2m
2m−2 by Sobolev’s
embedding, and we infer as above that (wk) is bounded in W
2m,p(BR/4), 1 ≤
p < 2m2m−2 , and hk is bounded in C
ℓ(BR/16), ℓ ≥ 0. Iterating, we find that (zk)
is bounded in W 2m,p(BR/42m ) for every p ∈ [1,∞[. By letting R →∞ and ex-
tracting a diagonal subsequence, we infer that (zk) converges in C
2m−1,α
loc (R
2m).
Then (34) follows from Fatou’s lemma, letting R→∞, and the claim is proven.
When m = 1, since P 2g = −∆g, (32) implies at once that (∆gˆkzk) is locally
bounded in L∞. Then, since zk ≤ 0 and zk(0) = 0, the claim follows from
elliptic estimates (e.g. [GT, Thm. 8.18]).
Step 3. We shall now rule out the possibility that Q0(x0) ≤ 0.
Case Q0(x0) = 0. By the maximum principle one sees that, for m = 1, (34) has
no solution (see e.g. [Mar2, Thm. 3]), contradiction. If m ≥ 2, still by [Mar2,
Thm. 3], any solution z0 to (34) is a non-constant polynomial of degree at most
2m− 2, and there are 1 ≤ j ≤ m− 1 and a < 0 such that ∆jz0 ≡ a. Following
an argument of [RS], see also [Mal], we shall find a contradiction. Indeed we
have
lim
k→∞
∫
BR
|∆jzk|dx =
∫
BR
|∆jz0|dx =
|a|ω2m
2m
R2m + o(R2m), as R→ +∞.
Scaling back to uk, we find
lim
k→∞
(
σ2j−2mk
∫
BRσk (xk)
|∇2juk| dvolg
)
≥ C−1R2m + o(R2m), as R→ +∞,
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while, from Lemma 7,∫
BRσk (xk)
|∇2juk| dvolg ≤ C(Rσk)
2m−2j . (38)
This yields the desired contradiction as k,R→ +∞.
Case Q0(x0) < 0. By [Mar2, Thm. 1] there exists no solution to (34) for
m = 1, a contradiction. If m ≥ 2, from [Mar2, Thm. 2] we infer that there are
a constant a 6= 0 and 1 ≤ j ≤ m− 1 such that
lim
|x|→+∞
x∈C
∆jz0(x) = a,
where C := {tξ ∈ R2m : t ≥ 0, ξ ∈ K} and K ⊂ S2m−1 is a compact set with
H2m−1(K) > 0. Then, as above,
lim
k→∞
(
σ2j−2mk
∫
BRσk (xk)
|∇2juk| dvolg
)
≥ C−1
∫
BR∩C
|∆jz0|dx
≥ C−1R2m + o(R2m),
again contradicting (38). Then we have shown that Q0(x0) > 0.
Step 4. Since Qk(x0) > 0, µk and ηk are well-defined. Repeating the proce-
dure of Step 2, we find a function η ∈ C2m−1,αloc (R
2m) such that ηk → η in
C2m−1,αloc (R
2m), where (compare (34))
(−∆)mη = (2m− 1)!e2mη,
∫
R2m
e2mηdx < +∞.
By [Mar1, Thm. 2], either η is a standard solution, i.e. there are x0 ∈ R2m,
λ > 0 such that
η(y) = log
2λ
1 + λ2|y − y0|2
, (39)
or ∆jη(x)→ a as |x| → ∞ for some constant a < 0 and for some 1 ≤ j ≤ m−1.
In the latter case, as in Step 3, we reach a contradiction. Hence (39) is satisfied.
Since maxM ηk = ηk(0) = log 2 for every k, we have y0 = 0, λ = 1, i.e. η = η0.
Since, by Fatou’s lemma
lim
R→∞
lim
k→∞
∫
Rµk(xk)
Qke
2muk dvolg = (2m− 1)!
∫
R2m
e2mη0dx,
(26) follows from (29). 
Proof of Theorem 2. Assume first that uk ≤ C. Then P 2mg uk is bounded in
L∞(M) and Lemma 7 and by elliptic estimates uk−uk is bounded inW 2m,p(M)
for every 1 ≤ p < ∞, hence in C2m−1,α(M) for every α ∈ [0, 1[, where uk :=∫
–M uk dvolg. Observe that by Jensen’s inequality and (8), uk ≤ C.
If uk remains bounded (up to a subsequence), then by Ascoli-Arzela`’s theo-
rem, for every α ∈ [0, 1[, uk is convergent (up to a subsequence) in C2m−1,α(M),
and we are in case (i) of Theorem 2.
If uk → −∞, we have that uk → −∞ uniformly on M and we are in case
(ii) of the theorem, with S1 = ∅.
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From now on we shall assume that maxM uk → ∞ as k → ∞, and closely
follow the argument of [DR].
Step 1. There are I > 0 converging sequences xi,k → x(i) ∈M with uk(xi,k)→
∞ as k→∞, such that
(A1) Q0(x
(i)) > 0, 1 ≤ i ≤ I.
(A2)
dist(xi,k,xj,k)
µi,k
→ +∞ as k → +∞ for all 1 ≤ i, j ≤ I, i 6= j, where
µi,k := 2
(
(2m− 1)!
Q0(x(i))
) 1
2m
e−uk(xi,k).
(A3) Set ηi,k(y) := uk(expxi,k(µi,ky))− uk(xi,k). Then for 1 ≤ i ≤ I
ηi,k(y)→ η0(y) = log
2
1 + |y|2
in C2mloc (R
2m) (k →∞). (40)
(A4) For 1 ≤ i ≤ I
lim
R→+∞
lim
k→+∞
∫
BRµi,k (xi,k)
Qke
2mukdx→ Λ1. (41)
(A5) There exists C > 0 such that for all k
sup
x∈M
[
euk(x)Rk(x)
]
≤ C, Rk(x) := min
1≤i≤I
dist(x, xi,k).
Step 1 follows from Proposition 8 and induction as follows. Define x1,k = xk
as in Proposition 8. Then (A1), (A3) and (A4) are satisfied with i = 1. If
supx∈M
[
euk(x) dist(x1,k, x)
]
≤ C, then I = 1 and also (A5) is satisfied, so we
are done. Otherwise we choose x2,k such that
R1,k(x2,k)e
uk(x2,k) = max
x∈M
R1,k(x)e
uk(x) →∞, R1,k(x) := dist(x, x1,k). (42)
Then (A2) with i = 2, j = 1 follows at once from (42), while (A2) with i = 1,
j = 2 follows from (A3), as in [DR]. A slight modification of Proposition 8
shows that (x2,k, µ2,k) satisfies (A1), (A3) and (A4), and we continue so, until
also property (A5) is satisfied. The procedure stops after finitely many steps,
thanks to (A2), (A4) and (8).
Step 2. With the same proof as in Step 2 of [DR, Thm. 1]:
sup
x∈M
Rk(x)
ℓ|∇ℓuk(x)| ≤ C, ℓ = 1, 2, . . . , 2m− 1. (43)
Step 3. uk → −∞ locally uniformly in M\S1, S1 := {x(i) : 1 ≤ i ≤ I}. This
follows easily from (43) above and (46) below (which implies that uk → −∞
locally uniformly in Bδν (x
(i))\{x(i)} for any 1 ≤ i ≤ I, ν ∈ [1, 2[ and δν as
in Step 4), but we also sketch an instructive alternative proof, which does not
make use of (46).
Our Theorem 1 can be reproduced on a closed manifold, with a similar proof
and using Proposition 3.1 from [Mal] instead of Theorem 4 above. Then either
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(a) uk is bounded in C
2m−1,α
loc (M\S1), or
(b) uk → −∞ locally uniformly in M\S1, or
(c) There exists a closed set S0 ⊂ M\S1 of Hausdorff dimension at most
2m− 1 and numbers βk → +∞ such that
uk
βk
→ ϕ in C2m−1,αloc (M\(S0 ∪ S)), (44)
where
∆mg ϕ ≡ 0, ϕ ≤ 0, ϕ 6≡ 0 on M\S1, ϕ ≡ 0 on S0. (45)
Case (a) can be ruled out using (8) as in (21) at the end of the proof of Theorem
1. Case (c) contradicts Lemma 7, by considering any ball BR(x0) ⊂⊂ Ω\S1 with∫
BR(x0)
|∇ϕ| dvolg > 0 and using (44). Hence Case (b) occurs, as claimed.
Step 4. We claim that for every 1 ≤ ν < 2, there exist δν > 0 and Cν > 0 such
that for 1 ≤ i ≤ I
dist(x, xi,k)
2mνe2muk(x) ≤ Cνµ
2m(ν−1)
i,k , for x ∈ Bδν (xi,k). (46)
Then on the necks Σi,k := Bδν (xi,k)\BRµi,k (xi,k) we have∫
Σi,k
e2muk dvolg ≤ Cνµ
2m(ν−1)
i,k
∫
Σi,k
dist(x, xi,k)
−2mν dvolg(x)
≤ Cνµ
2m(ν−1)
i,k
∫ δν
Rµi,k
r2m−1−2mνdr
= CνR
2m(1−ν) − Cνµ
2m(ν−1)
i,k δ
2m(1−ν)
ν ,
whence
lim
R→+∞
lim
k→+∞
∫
Σi,k
Qke
2muk dvolg = 0. (47)
This, together with (26) and Step 3 implies (11), assuming that x(i) 6= x(j) for
i 6= j. This we be shown in Step 4c below. Then (12) follows at once from (2).
Let us prove (46). Fix 1 ≤ ν < 2 and set for 1 ≤ i ≤ I
R˜i,k := min
j 6=i
dist(xi,k, xj,k).
Step 4a. Let i ∈ {1, . . . , I} be such that for some θ > 0 we have
R˜i,k ≤ θR˜j,k for 1 ≤ j ≤ I, k ≥ 1. (48)
Set
ϕi,k(r) := r
2mν exp
( ∫
∂Br(xi,k)
2mukdσg
)
, (49)
for 0 < r < rinj, where dσg is the measure on ∂Br(xi,k) induced by g. Observe
that
ϕ′i,k(rµi,k) < 0 if and only if rµi,k < −ν
( ∫
∂Brµi,k (xi,k)
∂uk
∂n
dσg
)−1
. (50)
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From (40) we infer
µi,k
∂uk
∂n
∣∣∣∣
∂Bµi,kr(xi,k)
→
∂
∂r
log
2
1 + r2
=
−2r
1 + r2
,
hence
µi,k
∫
∂Bµi,kr(xi,k)
∂uk
∂n
dσg → −
2r
1 + r2
, for r > 0 as k →∞,
and (50) implies that for any R ≥ 2Rν := 2
√
ν
2−ν , there exists k0(R) such that
ϕ′i,k(rµi,k) < 0 for k ≥ k0(R), r ∈ [2Rν , R]. (51)
Define
ri,k := sup
{
r ∈ [2Rνµi,k, R˜i,k/2] : ϕ
′
i,k(ρ) < 0 for ρ ∈ [2Rνµi,k, r)
}
. (52)
From (51) we infer that
lim
k→+∞
ri,k
µi,k
= +∞. (53)
Let us assume that
lim
k→∞
ri,k = 0. (54)
Consider
vi,k(y) := uk(expxi,k(ri,ky))− Ci,k, Ci,k :=
∫
∂Bri,k (xi,k)
ukdσg , (55)
and let
gˆi,k := r
−2
i,k (expxi,k ◦Ti,k)
∗g, Qˆi,k(y) := Qk(expxi,k(ri,ky)),
where
Ti,k(y) := ri,ky for y ∈ R
2m.
Then
P 2mgˆi,kvi,k + r
2m
i,k Qgˆi,k = r
2m
i,k Qˆi,ke
2m(vi,k+Ci,k)
= r
2m(1−ν)
i,k ϕi,k(ri,k)Qˆi,ke
2mvi,k . (56)
We also set
Ji = {j 6= i : dist(xi,k, xj,k) = O(ri,k) as k →∞}, (57)
and
x˜
(i)
j,k :=
1
ri,k
exp−1xi,k(xj,k), x˜
(i)
j = lim
k→∞
x˜j,k, (58)
after passing to a subsequence, if necessary. Thanks to (48) and (52), we have
that |x˜
(i)
j | ≥ 2 for all j ∈ Ji and that
|x˜
(i)
j − x˜
(i)
ℓ | ≥
2
θ
for all j, ℓ ∈ Ji, j 6= ℓ.
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By (43) and the choice of Ci,k in (55), vi,k is uniformly bounded in
C2m−1loc (R
2m\{0, x˜
(i)
j : j ∈ Ji}).
Thanks to (52) and (53), givenR > 2Rν, there exists k0(R) such that ϕi,k(ri,k) <
ϕi,k(Rµi,k) for all k ≥ k0. From (40), we infer
µ2mi,k exp
( ∫
∂BRµi,k(xi,k)
2mukdσ
)
= exp
( ∫
∂BRµi,k (xi,k)
2m(uk + logµi,k)dσ
)
= C(R) + o(1), as k →∞, (59)
where
C(R)→ 0, as R→∞. (60)
Then, together with (53), letting k → +∞ we get
r
2m(1−ν)
i,k ϕi,k(ri,k) ≤ r
2m(1−ν)
i,k ϕi,k(Rµi,k)
= µ2mi,k exp
( ∫
∂BRµi,k(xi,k)
2mukdσ
)
R2mν
(
µi,k
ri,k
)2m(ν−1)
→ 0. (61)
Therefore the right-hand side of (56) goes to 0 locally uniformly in
R
2m\{0, x˜
(i)
j : j ∈ Ji};
moreover
gˆi,k → gR2m in C
k
loc(R
2m) for every k ≥ 0, r2mi,k Qˆi,k → 0 in C
1
loc(R
2m). (62)
It follows that, up to a subsequence,
vi,k → hi in C
2m−1,α
loc (R
2m\{0, x˜
(i)
j : j ∈ Ji}), (63)
where, taking (43) into account,
∆mhi(x) = 0, x ∈ R
2m\{0, x˜
(i)
j : j ∈ Ji}
and
R˜(x)ℓ|∇ℓhi(x)| ≤ Cℓ, for ℓ = 1, . . . , 2m− 1, x ∈ R
2m\{0, x˜
(i)
j : j ∈ Ji},
with R˜(x) := min{|x|, |x − x˜
(i)
j | : j ∈ Ji}. Then Proposition 15 from the
appendix implies that
hi(x) = −λ log |x| −
∑
j∈Ji
λj log |x− x˜
(i)
j |+ β, (64)
for some λ, β, λj ∈ R. We now recall that the Paneitz operator is in divergence
form, hence we can write
P 2mgˆi,kvi,k = divgˆi,k(Agˆi,kvi,k) (65)
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for some differential operator Agˆi,k of order 2m − 1, with coefficients converg-
ing to the coefficient of (−1)m∇∆m−1 uniformly in B1, thanks to (62). Then
integrating (56), using (62), (63) and (65), we get
lim
k→∞
∫
Bri,k (xi,k)
Qke
2muk dvolg = lim
k→∞
ϕi,k(ri,k)r
2m(1−ν)
i,k
∫
B1
Qˆi,ke
2mvi,k dvolgˆi,k
= lim
k→∞
∫
B1
(
divgˆi,k(Agˆi,kvi,k) + r
2m
i,k Qgˆi,k
)
dvolgˆi,k
= lim
k→∞
∫
∂B1
n · (Agˆi,kvi,k)dσgˆi,k
= (−1)m
∫
∂B1
∂∆m−1hi
∂n
dσ = λ
Λ1
2
, (66)
where here n denotes the exterior unit normal to ∂B1 and the last identity can
be inferred using (14) and the following:
∫
∂B1
∂∆m−1hi
∂n
dσ = λ
∫
∂B1
∂∆m−1 log 1|x|
∂n
dσ
+
∑
j∈Ji
λj
∫
B1
∆m log
1
|x− x˜
(i)
j |︸ ︷︷ ︸
≡0 on B1
dx
From (43) with ℓ = 1, we get
|uk(expxi,k(ri,ky1))− uk(expxi,k(ri,ky2))| ≤ Cri,kr sup
∂Bri,kr(xi,k)
|∇uk| ≤ C, (67)
for 0 ≤ r ≤ 32 , |y1| = |y2| = r. For 2Rνµi,k ≤ Rµi,k ≤ r ≤ ri,k, we infer from
(59)
ϕi,k(r) ≤ ϕi,k(Rµi,k) ≤ C(R)µ
2m(ν−1)
i,k + o(µ
2m(ν−1)
i,k ).
This, (49), (59), (60) and (67) imply that for any η > 0 there exist Rη ≥ 2Rν
and kη ∈ N such that
dist(x, xi,k)
2mνe2muk ≤ ηµ
2m(ν−1)
i,k for x ∈ Bri,k(xi,k)\BRηµi,k(xi,k), k ≥ kη.
(68)
It now follows easily that
lim
R→+∞
lim
k→∞
∫
Bri,k (xi,k)\BRµi,k (xi,k)
Qke
2mukdx = 0,
and from (41)
lim
k→+∞
∫
Bri,k (xi,k)
Qke
2mukdx = Λ1.
That implies that λ = 2. With a similar computation, integrating on Bδ(x˜
(i)
j )
for δ small instead of B1(0), one proves that λj ≥ 2 for all j ∈ Ji. Now set
hi(r) :=
∫
∂Br(0)
hidσ.
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Then
d
dr
(
r2mνe2mhi(r)
)
= 2m
(
ν − 2−
( ∑
j∈Ji
λj
2|x˜
(i)
j |
2
)
r2
)
r2mν−1e2mhi(r),
for 0 < r < 32 . In particular
d
dr
(
r2mνe2mhi(r)
)∣∣
r=1
< 0
hence, for k large enough, ϕ′i,k(ri,k) < 0. This implies that
ri,k =
R˜i,k
2
for k large. (69)
This in turn implies limk→∞ R˜i,k = 0, when i satisfies (48) and limk→∞ ri,k =
0. For i satisfying (48) and lim supk→∞ R˜i,k > 0, we infer, instead, that
lim supk→∞ ri,k > 0. In both cases (68) holds.
Step 4b. Now assume that
lim sup
k→∞
R˜i,k > 0, for every 1 ≤ i ≤ I. (70)
Then (48) is satisfied for every 1 ≤ i ≤ I, hence lim supk→∞ ri,k > 0, 1 ≤ i ≤ I.
Up to selecting a subsequence, we can set
δν := inf
1≤i≤I
1
2
lim
k→∞
ri,k > 0.
Take now η = 1 in (68), and let R1 be the corresponding Rη. Then (46) is true
for x ∈ Bδν (xi,k)\BR1µi,k(xi,k). On the other hand, thanks to (A3), we have
uk(x) ≤ uk(xi,k) + C on BR1µi,k(x). Then, using (25), we get
dist(x, xi,k)
2mνe2muk(x) ≤ C(R1µi,k)
2mνe2muk(xi,k)
≤ CR2mν1 µ
2m(ν−1)
i,k for x ∈ BR1µi,k(xi,k).
This completes the proof of (46), under the assumption that (70) holds.
Step 4c. We now prove that in fact (70) holds true. Choose 1 ≤ i0 ≤ I so that,
up to a subsequence,
R˜i0,k = min
1≤i≤I
R˜i,k for every k ∈ N,
and assume by contradiction that limk→∞ R˜i0,k = 0. Clearly (48) holds for
i = i0, hence also (69) holds for i = i0, by Step 4a. Then, setting Ji0 as is (57),
we claim that, for any i ∈ Ji0 , there exists θ(i) > 0 such that
R˜i,k ≤ θ(i)R˜j,k for 1 ≤ j ≤ I.
Indeed
R˜i,k = O(ri0,k) = O(R˜i0,k) as k →∞.
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It then follows that (48) holds for all i ∈ Ji0 , and that Step 4a applies to them.
Observing that Ji0 6= ∅ thanks to Step 4a (Identity (69) with i0 instead of i),
we can pick i ∈ Ji0 such that, up to a subsequence,
dist(xi,k, xi0,k) ≥ dist(xj,k, xi0,k) for all j ∈ Ji0 , k > 0.
Recalling the definition of x˜
(i)
j for j ∈ Ji, we get |x˜
(i)
i0
| ≥ |x˜
(i)
j − x˜
(i)
i0
| for all
j ∈ Ji. A consequence of this inequality is that the scalar product
x˜
(i)
i0
· x˜
(i)
j > 0 (71)
for all j ∈ Ji. In other words all the x˜
(i)
j ’s with j ∈ Ji lie in the same half space
orthogonal to x˜
(i)
i0
and whose boundary contains 0 = x˜
(i)
i . Multiplying (56) by
∇vi,k and integrating over Bδ = Bδ(0) (δ > 0 small), we get∫
Bδ
P 2mgˆi,kvi,k∇vi,k dvolgˆi,k = −
∫
Bδ
r2mi,k Qˆi,k∇vi,k dvolgˆi,k
+
r
2m(1−ν)
i,k
2m
ϕi,k(ri,k)
∫
Bδ(0)
Qˆi,k∇e
2mvi,k dvolgˆi,k
=: (I)k + (II)k. (72)
Recalling (62) and (63), we see at once that limk→∞(I)k = 0. Integrating by
parts, we also see that
|(II)k| ≤ C
r
2m(1−ν)
i,k
2m
ϕi,k(ri,k)
∫
Bδ(0)
∇Qˆi,k
Qˆi,k
Qˆi,ke
2mvi,kd volgˆi,k
+
r
2m(1−ν)
i,k
2m
ϕi,k(ri,k)
∫
∂Bδ(0)
O(1)dσgˆi,k
→ 0 as k →∞,
where the last term vanishes thanks to (61), and the first term on the right of
(II)k vanishes thanks to (66) and the remark that
∇Qˆi,k
Qˆi,k
→ 0 in L∞(Bδ). (73)
Recalling (63), using (43) and (62), we arrive at∫
Bδ
∇hi(−∆)
mhidx = 0. (74)
Let us assume m even. Then, integrating by parts, we get
0 =
1
2
∫
∂Bδ
((−∆)
m
2 hi)
2ndσ
−
m
2 −1∑
j=0
∫
∂Bδ
(∇(−∆)jhi)
∂(−∆)m−1−jhi
∂n
dσ (75)
+
m
2 −1∑
j=0
∫
∂Bδ
∇
(
∂(−∆)jhi
∂n
)
(−∆)m−1−jhidσ.
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Then, taking the limit as δ → 0, and writing
hi(x) = 2 log
1
|x|
+Gi(x)
we see that all terms in (75) vanish (Gi is regular in a neighborhood of 0 and
the vector function ∇ log 1|x| is anti-symmetric), up to at most
lim
δ→0
∫
∂Bδ
(−∇Gi)∂ν(−∆)
m−1
(
2 log
1
|x|
)
dσ = 2γm∇Gi(0),
see (14). But then (75) gives
2γm∇Gi(0).
Also when m is odd, in a completely analogous way, we get ∇Gi(0) = 0, a
contradiction with (64) and (71). This ends the proof of Step 4.
Step 5. Finally, if case (ii) occurs and S 6= ∅, then (41) implies
lim sup
k→∞
vol(gk) ≥ Q0(x
(1))−1Λ1 > 0.
This justifies the last claim of the theorem. 
4 The case M = S2m
In the case of the 2m-dimensional sphere, the concentration-compactness of
Theorem 2 becomes quite explicit: only one concentration point can appear
and, by composing with suitable Mo¨bius transformations, we have a global
understanding of the concentration behavior. This was already noticed in [Str]
and [MS], in dimension 2 and 4 under the assumption, which we now drop, that
the Q-curvatures are positive.
Theorem 9 Let (S2m, g) be the 2m-dimensional round sphere, and let uk :
M → R be a sequence of solutions of
Pguk + (2m− 1)! = Qke
2muk , (76)
where Qk → Q0 in C0 for a given continuous function Q0. Assume also that
vol(gk) =
∫
S2m
e2mukdvolg = |S
2m|, (77)
where gk := e
2mukg. Then one of the following is true.
(i) For every 0 ≤ α < 1, a subsequence converges in C2m−1,α(S2m).
(ii) There is a point x0 ∈ S2m such that up to a subsequence uk → −∞ locally
uniformly in S2m\{x0}. Moreover Q0(x0) > 0,
Qke
2muk dvolg ⇀ Λ1δx0
and there exist Mo¨bius diffeomorphisms Φk such that the metrics hk :=
Φ∗kgk satisfy
hk → g in H
2m(S2m), Qhk → (2m− 1)! in L
2(S2m). (78)
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Proof. On the round sphere Pg =
∏m−1
i=0 (−∆g + i(2m − i − 1)); moreover
ker∆g = {constants} and the non-zero eigenvalues of −∆g are all positive.
That easily implies that kerP 2mg = {constants}. From Theorem 2, and the
Gauss-Bonnet-Chern theorem, we infer that in case (ii) we have
Λ1 =
∫
M
Qg dvolg = IΛ1,
hence I = 1, and Qke
2muk dvolg ⇀ Λ1δx0 . In fact, in order to apply Theorem 2,
we would need Qk → Q0 in C1(M), but this hypothesis is only used in (73) in
the last part of the proof of Theorem 2, in order to show that the concentration
points are isolated. Since in the case of the sphere only one concentration point
appears, that part of the proof is superfluous, and the assumption Qk → Q0 in
C0(M) suffices.
To prove the second part of the theorem, for every k we define a Mo¨bius
transformation Φk : S
2m → S2m such that the normalized metric hk := Φ∗kgk
satisfies ∫
S2m
xdvolhk = 0.
Then (78) follows by reasoning as in [MS, bottom of Page 16]. 
Appendix
A A few useful results
Here we collect a few results which have been used above. For the proofs of
Lemma 10, Propositions 11 and 13, and Theorem 12, see e.g. [Mar1].
The following Lemma can be considered a generalized mean value identity
for polyharmonic function.
Lemma 10 (Pizzetti [Piz]) Let ∆mh = 0, in BR(x0) ⊂ Rn, for some m,n
positive integers. Then there are positive constants ci = ci(n) such that
∫
BR(x0)
h(z)dz =
m−1∑
i=0
ciR
2i∆ih(x0). (79)
Proposition 11 Let ∆mh = 0 in B2 ⊂ Rn. For every 0 ≤ α < 1, p ∈ [1,∞)
and ℓ ≥ 0 there are constants C(ℓ, p) and C(ℓ, α) independent of h such that
‖h‖W ℓ,p(B1) ≤ C(ℓ, p)‖h‖L1(B2)
‖h‖Cℓ,α(B1) ≤ C(ℓ, α)‖h‖L1(B2).
A simple consequence of Lemma 10 and Proposition 11 is the following
Liouville-type Theorem.
Theorem 12 Consider h : Rn → R with ∆mh = 0 and h(x) ≤ C(1 + |x|ℓ) for
some integer ℓ ≥ 0. Then h is a polynomial of degree at most max{ℓ, 2m− 2}.
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Proposition 13 Let u ∈ C2m−1(B1) such that{
(−∆)mu ≤ C in B1
(−∆)ju ≤ C on ∂B1 for 0 ≤ j < m.
(80)
Then there exists a constant C independent of u such that u ≤ C in B1.
Lemma 14 Let ∆u ∈ L1(Ω) and u = 0 on ∂Ω, where Ω ⊂ Rn is a bounded
domain. Then for every 1 ≤ p < nn−1 we have
‖u‖W 1,p(Ω) ≤ C(p)‖∆u‖L1(Ω)
Proof. Let u ∈ C∞(Ω) and u|∂Ω = 0. If 1 ≤ p <
n
n−1 , then q :=
p
p−1 > n. From
Lp-theory (see e.g. [Sim, Pag. 91]) and the imbedding W 1,q →֒ L∞ we infer
‖∇u‖Lp(Ω) ≤ C sup
ϕ∈W 1,q0 (Ω)
‖∇ϕ‖Lq(Ω)≤1
∫
Ω
∇u · ∇ϕdx = C sup
ϕ∈W 1,q0 (Ω)
‖∇ϕ‖Lq(Ω)≤1
∫
Ω
−∆uϕdx
≤ C sup
ϕ∈L∞(Ω)
‖ϕ‖L∞(Ω)≤1
∫
Ω
−∆uϕdx ≤ C‖∆u‖L1.
To estimate ‖u‖Lp(Ω) we use Poincare´’s inequality. For the general case one can
use a standard mollifying procedure. 
Proof of Lemma 5. By Lemma 14, ‖∆m−1u‖W 1,r(Ω) ≤ C(r)‖f‖L1(Ω) for 1 ≤ r <
2m
2m−1 . Then, by L
p-theory, ‖u‖W 2m−1,r(Ω) ≤ C(r)‖f‖L1(Ω), and by Sobolev’s
embedding,
‖u‖Ls(Ω) ≤ C(s)‖f‖L1(Ω), for all 1 ≤ s <∞. (81)
Now fix B = B4R(x0) ⊂⊂ (Ω\S1) and write u = u1 + u2, where{
(−∆)mu2 = f in B4R(x0)
∆ju2 = 0 on ∂B4R(x0) for 0 ≤ j ≤ m− 1.
By Lp-theory
‖u2‖W 2m,p(B4R(x0)) ≤ C(p,B)‖f‖Lp(B4R(x0)), (82)
with C(p,B) depending on p and the chosen ball B. Together with (81), we
find
‖u1‖L1(B4R(x0)) ≤ C(p,B)(‖f‖Lp(B4R(x0)) + ‖f‖L1(Ω)).
By Proposition 11
‖u1‖W 2m,p(BR(x0)) ≤ C(p,B)(‖f‖Lp(B4R(x0)) + ‖f‖L1(Ω)),
and (15) follows. 
Proposition 15 Let S = {x1, . . . , xI} ⊂ R2m be a finite set and let h ∈
C∞(R2m\S) satisfy ∆mh = 0 and
dist(x, S)|∇h(x)| ≤ C, for x ∈ R2m\S. (83)
Then there are constants β and λi, 1 ≤ i ≤ I, such that
h(x) =
I∑
i=1
λi log
1
|x− xi|
+ β. (84)
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Proof. Thanks to (83), h ∈ L1loc(R
2m), so that ∆mh is well defined in the sense
of distributions and it is supported in S. Therefore
∆mh =
I∑
i=1
βiδxi ,
for some constants βi. Then, recalling (14), if we set
v(x) := h(x)−
I∑
i=1
λi log
1
|x− xi|
, λi := (−1)
m βi
γm
,
we get ∆mv ≡ 0 in R2m in the sense of distributions (hence v is smooth) and
|∇v(x)||x| ≤ C in R2m. (85)
Then |v(x)| ≤ C(log(1+ |x|)+1). By Theorem 12 v is a polynomial, which (85)
forces to be constant, say v ≡ −β. Now (84) follows at once. 
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