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Resumo: Neste artigo determinamos uma condic¸a˜o necessa´ria para a existeˆncia de
uma realizac¸a˜o matricial, sobre um domı´nio local de ideais principais, de um par
(T,K(σ)) de tableaux de Young, onde T e´ um tableau enviesado, no alfabeto [t],
e K(σ) e´ a chave associada a uma permutac¸a˜o σ ∈ St, t ≥ 1, com o peso de T .
Mostramos que o par (T,K(σ)) tem uma realizac¸a˜o matricial so´ se a palavra de
T pertence a` classe de Knuth da chave K(σ). Mostra-se ainda que a palavra de
T pertence a` classe de Knuth da chave K(σ) se e so´ se a palavra formada pelos
conjuntos indexantes de T e´ franca.
1. Introduc¸a˜o
Sejam σ ∈ St, t ≥ 1, e K(σ) uma chave associada. Isto e´, K(σ) e´ um
tableau com colunas compara´veis para a inclusa˜o, que se obte´m tomando
uma sequeˆncia de factores a` esquerda de σ, considerada como palavra no
alfabeto [t], ordenados por ordem decrescente [19]. Dado um par (T,K(σ))
de tableaux de Young, onde T e´ um tableau enviesado, no alfabeto [t], e
K(σ) e´ a chave associada a σ com o peso de T , consideramos o problema
da existeˆncia de uma realizac¸a˜o matricial, sobre um domı´nio local de ideais
principais, para o par (T,K(σ)).
Quando σ e´ a permutac¸a˜o identidade, este problema corresponde a` inter-
pretac¸a˜o matricial do chamado problema de Green-Klein. Mais precisamente,
J. A. Green [12] e T. Klein [14] determinaram um conjunto de condic¸o˜es
necessa´rias e suficientes para a existeˆncia de mo´dulos de torsa˜o finitamente
gerados A,B e C, sobre um domı´nio de ideais principais, com factores in-
variantes prescritos e tais que A ⊂ C e B = C/A. A ana´lise deste problema
reduz-se ao caso local, i.e., ao caso em que apenas um domı´nio local e´ con-
siderado.
Em [2, 6], e´ introduzido o conceito de realizac¸a˜o matricial para o par de
tableaux (T,K(id)), e e´ apresentada uma prova matricial para o problema
de Green-Klein. Mais precisamente, (T,K(id)) tem uma realizac¸a˜o matricial
se e so´ se T e´ um tableau de Littlewood-Richardson. (Em [1] e´ apresentada
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uma outra realizac¸a˜o matricial usando uma definic¸a˜o diferente de tableau
de Littlewood-Richardson.) Isto equivale a dizer que (T,K(id)) tem uma
realizac¸a˜o matricial se e so´ se a palavra de T pertence a` classe de Knuth
da chave K(id) com o peso de T . O conceito de realizac¸a˜o matricial de
pares de tableaux e´ enta˜o generalizado [2, 3, 4] para qualquer permutac¸a˜o
σ ∈ St, t ≥ 1. Em [2, 4], e´ resolvido o problema da existeˆncia de uma
realizac¸a˜o matricial para o par (T,K(σ)), quando σ e´ a permutac¸a˜o reversa˜o
em St, t ≥ 1, e em [8], o problema e´ completamente resolvido para qualquer
permutac¸a˜o σ ∈ S3. Em [3, 20] e´ tratado o problema de uma transposic¸a˜o.
Em todos estes casos, o par (T,K(σ)) possui uma realizac¸a˜o matricial se e
so´ se a palavra do tableau enviesado T pertence a` classe de Knuth da chave
K(σ).
Um tableau enviesado T pode ser descrito quer pela sua palavra w(T ), quer
pelos seus conjuntos indexantes, i.e., os conjuntos formados pelas posic¸o˜es
que as letras de w(T ) ocupam na representac¸a˜o planar de T . A noc¸a˜o de con-
juntos indexantes de um tableau enviesado foi introduzida em [2, 6]. Estes
conjuntos foram caracterizados para algumas permutac¸o˜es σ tais que w(T )
esta´ na classe de Knuth duma chave K(σ) [3, 4, 5, 8, 20]. Utilizando o con-
ceito de palavra franca, introduzido por A. Lascoux e M. P. Schu¨tzenberger
em [19], provamos que a palavra w(T ) pertence a` classe de Knuth da chave
K(σ) com o peso de T se e so´ se a palavra formada pelos conjuntos indexantes
de T e´ franca. Esta dualidade entre a palavra e os conjuntos indexantes do
tableau enviesado, bem como algumas propriedades das palavras francas, sa˜o
utilizadas para generalizar a condic¸a˜o necessa´ria, dos resultados mencionados
acima, a qualquer permutac¸a˜o σ ∈ St, t ≥ 1. Em [9] e´ caracterizada uma
famı´lia de elementos numa classe de Knuth de uma chave para a qual esta
condic¸a˜o tambe´m e´ suficiente.
2. Variac¸o˜es do jeu de taquin e palavras francas
Seja N o conjunto dos inteiros positivos com a ordem usual ”≤”. Dado t ∈
N, denotamos por [t]∗ o mono´ide livre gerado pelo alfabeto [t] := {1, . . . , t},
i.e., o conjunto de todas as palavras finitas sobre o alfabeto [t], munido da
operac¸a˜o concatenac¸a˜o. O elemento neutro e´ a palavra vazia.
Uma palavra v = x1 · · · xk ∈ [t]∗ e´ dita uma coluna se x1 > · · · > xk. Neste
caso, v e´ representada planarmente numa coluna com as letras por ordem




e´ a representac¸a˜o planar
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da coluna 521. Seja Vt o conjunto de todas as colunas de [t]
∗. (Quando
o alfabeto for irrelevante, omitimos o ı´ndice t na notac¸a˜o Vt e escrevemos
apenas V ). Qualquer palavra w ∈ [t]∗ admite uma factorizac¸a˜o u´nica como o
produto de um nu´mero minimal de colunas: w = v1v2 · · · vr, vi ∈ Vt, chamada
factorizac¸a˜o por colunas de w, sendo v1 a coluna esquerda L(w) de w, e vr a
coluna direita R(w) de w. Esta factorizac¸a˜o sera´ representada algumas vezes
por v1·v2·. . .·vr. O formato de w e´ a sequeˆncia ‖w‖ = (|v1|, . . . , |vr|), formada
pelos comprimentos |vi| das colunas de w, sendo o peso de w definido pela
sequeˆncia (|w|1, . . . , |w|t), onde |w|i designa o nu´mero de letras i existentes
em w. Por exemplo, se w = 5214421 ∈ [5]∗, a sua factorizac¸a˜o por colunas






. E´ claro que ‖w‖ = (3, 1, 3), e o peso de w e´ dado
pela sequeˆncia (2, 2, 0, 2, 1). Note que podemos escrever w como um produto
de 4 colunas w =
5
2 1 4 4
2
1
. Mas, neste caso, a sequeˆncia dos comprimentos
das colunas (2, 1, 1, 3) na˜o e´ o formato de w, pois na˜o estamos perante uma
factorizac¸a˜o por colunas. E´ claro que se w = w1 · · ·wq (wi ∈ Vt), enta˜o r ≤ q,
tendo-se igualdade apenas se esta for a factorizac¸a˜o por colunas.
Os conjuntos subjacentes das colunas de Vt definem uma bijecc¸a˜o v → {v}
entre o conjunto Vt das colunas de [t]
∗ e o conjunto poteˆncia 2[t] de [t]. Tendo
em conta esta bijecc¸a˜o, um elemento de 2[t], ordenado por ordem decrescente,
pode ser visto como uma coluna de Vt. Esta bijecc¸a˜o permite-nos estender
a Vt a relac¸a˜o de ordem ≤, definida em 2[t] pondo B ≤ A se e so´ se existe
uma injecc¸a˜o crescente i de B em A tal que b ≤ i(b) para todo b ∈ B. Uma
tal injecc¸a˜o pode ser visualizada dispondo os elementos de A numa coluna,
por ordem decrescente do topo para baixo, e seguidamente colocando os
elementos de B a` esquerda das suas imagens.
Exemplo 2.1. Consideremos as colunas v = 431 ≤ u = 65421 ∈ [6]∗.
Em baixo representamos graficamente treˆs diferentes injecc¸o˜es crescentes de
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Definimos outra relac¸a˜o de ordem ⊲ em 2[t], e estendemo-la a Vt, pondo
B ⊲ A se e so´ se existe uma injecc¸a˜o crescente i de A em B tal que i(a) ≤ a
para todo a ∈ A. Tal como anteriormente, tal injecc¸a˜o pode ser visualizada
dispondo os elementos de B numa coluna, ordenada por ordem decrescente
do topo para baixo, e seguidamente colocando os elementos de A a` direita
das suas imagens.
Exemplo 2.2. Sejam agora v = 54321 ⊲ u = 542. Os diagramas seguintes
representam treˆs injecc¸o˜es crescentes distintas de {u} = {6, 4, 2} em {v} =

















Se A,B ⊆ [t] teˆm o mesmo cardinal, e´ claro que B ≤ A se e so´ se B ⊲ A.
As ordens acabadas de caracterizar permitem-nos apresentar as definic¸o˜es
de tableau e contretableau. Assim, uma palavra w = v1 ·v2 · . . . ·vr ∈ [t]∗ e´ dita
um tableau se v1⊲v2⊲· · ·⊲vr. Se as suas colunas satisfazem v1 ≤ v2 ≤ · · · ≤ vr,























sa˜o contretableaux. Um tableau e´ dito standard se na˜o tiver
letras repetidas.
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Uma partic¸a˜o e´ uma sequeˆncia de inteiros na˜o negativos a = (a1, a2, . . .),
todos nulos a` excepc¸a˜o de um nu´mero finito e tais que a1 ≥ a2 ≥ · · · O
nu´mero |a| =
∑
i ai e´ dito o peso de a e o valor ma´ximo de i para o qual
ai > 0 e´ chamado o comprimento de a. Se o comprimento e o peso de
a sa˜o zero, temos a partic¸a˜o nula a = (0, 0, . . .). Se ai = 0 para i > k,
escreveremos tambe´m a = (a1, . . . , ak). Por vezes, e´ conveniente utilizar
a notac¸a˜o a = (am11 , . . . , a
mk
k ), onde a1 > · · · > ak e a
mi
i , com mi ≥ 0,
significa que ai aparece mi vezes como parte de a. Notemos que toda a
partic¸a˜o se pode escrever na forma a = (tlt, . . . , 2l2, 1l1) para algum inteiro
positivo t. A partic¸a˜o conjugada de a e´ enta˜o definida como sendo a partic¸a˜o
(
∑t
i=1 li, . . . , lt−1 + lt, lt). Por outro lado, sendo σ ∈ St e escrevendo mσ(i) =∑t
k=i lk, i = 1, . . . , t, tem-se (t




Claramente, o formato de um tableau e´ sempre uma partic¸a˜o. No exemplo
acima, o formato do tableau 6431 62 4 e´ a partic¸a˜o (4, 2, 1) = (41, 30, 21, 11) =
(11)+(12)+(13)+(11), sendo a sua partic¸a˜o conjugada dada por (3, 2, 1, 1) =
(31, 21, 12).
Um tableau enviesado, no alfabeto [t], [18] e´ um tableau sobre o alfabeto
[t] ∪ {∅}, onde a letra extra ∅ satisfaz
∅ < ∅ < 1 < 2 · · · < t.
Por exemplo, T = 32∅ 2∅ 31 2 2 e´ um tableau enviesado no alfabeto [3], com
formato (3, 2, 2, 1, 1), e a sua representac¸a˜o planar e´ dada por
3
2 2 3
∅ ∅ 1 2 2
. (3)
A palavra w(T ) de um tableau enviesado T , no alfabeto [t], e´ a palavra em
[t]∗ obtida eliminando de T a letra ∅. O peso de T e´ definido como sendo o
peso da palavra w(T ). Em (3), temos w(T ) = 3223122 e o peso de T e´ dado
por (1, 4, 2). Note-se que toda a palavra pode ser vista como a palavra de
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Dado um tableau enviesado T , seja(
π1 · · · πk
u1 · · · uk
)
(4)
a bi-palavra onde a linha inferior e´ w(T ) = u1 · · · uk, e a linha superior
π1π2 · · ·πk e´ tal que π1 ≤ π2 ≤ · · · ≤ πk com πj o ı´ndice da coluna, contado





significa que a letra uj esta´ situada na coluna πj de T . Para i ∈ {1, . . . , t},
seja Ji = {y
i
1 > · · · > y
i
mi
} o conjunto formado pelos ı´ndices das colunas
das letras i em T . Identificamos Ji com a coluna y
i




J1, . . . , Jt sa˜o ditos os conjuntos indexantes de T , e como acaba´mos de ver,
cada Ji, i = 1, . . . , t, indica as posic¸o˜es, segundo o ı´ndice das colunas, das
letras i de w(T ) na representac¸a˜o planar de T . Reordenando as bi-letras
em (4), por ordem na˜o crescente das letras na segunda linha, obtemos a
bi-palavra (
Jt · · · J2 J1








representa a bi-palavra com linha inferior a palavra imi e linha
superior a coluna Ji.
Um tableau enviesado determina enta˜o um u´nico conjunto de bi-letras, mas
na˜o uma u´nica bi-palavra. Por exemplo, se ordenarmos as bi-letras do tableau
enviesado (3), por ordem na˜o decrescente das letras na primeira linha, ou por
ordem na˜o crescente das letras da segunda linha, obtemos, respectivamente,
as bi-palavras (
1 1 2 3 3 4 5




3 1 5 4 2 1 3
3 3 2 2 2 2 1
)
. (6)
A segunda linha da bi-palavra a` esquerda em (6) indica a palavra do tableau
enviesado (3), enquanto que a primeira linha da bi-palavra a` direita em (6)
indica os conjuntos indexantes desse tableau enviesado.
Dado J ⊆ [t], definimos a func¸a˜o caracter´ıstica de J pondo (χJ)i = 1, se
i ∈ J , e (χJ)i = 0, caso contra´rio. Dado um tableau enviesado T com bi-
palavra (5), podemos associar-lhe uma sequeˆncia de partic¸o˜es (a0, a1, . . . , at)
pondo a0 := (a01, . . . , a
0
n) a partic¸a˜o definida pelo formato da palavra obtida
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eliminando de T as letras de [t], e ai := ai−1 + χ
Ji, i = 1, . . . , t. E´ claro que
cada ai = (ai1, . . . , a
i





k + 1, (7)
para i = 0, 1, . . . , t− 1, e k = 1, . . . , n. Reciprocamente, qualquer sequeˆncia
de partic¸o˜es (a0, a1, . . . , at) satisfazendo (7) origina um tableau enviesado T de
formato at, com bi-palavra definida pelos conjuntos Ji = {k : aik = a
i−1
k +1},
i = 1, . . . , t. Por exemplo, o tableau enviesado (3) e´ definido pela sequeˆncia
de partic¸o˜es T = (a0, . . . , a4), onde a0 = (1, 1, 0, 0, 0), a1 = (1, 1, 1, 0, 0), a2 =
(2, 2, 1, 1, 1) e a3 = (3, 2, 2, 1, 1).
A congrueˆncia de Knuth ≡ [15] sobre palavras no alfabeto [t] e´ a con-
grueˆncia gerada pelas transformac¸o˜es elementares seguintes, onde x, y e z
sa˜o letras em [t]:
xzy ≡ zxy, x ≤ y < z, (8)
yzx ≡ yxz, x < y ≤ z. (9)
Estas relac¸o˜es (8),(9), tambe´m designadas por relac¸o˜es pla´xicas, sa˜o a
versa˜o alge´brica da congrueˆncia pla´xica [11, 15, 17, 16] obtida utilizando
o algoritmo de inserc¸a˜o de Schensted [23].
Teorema 2.1. (a) Cada classe pla´xica conte´m um e um so´ tableau T .
(b) As palavras congruentes com T esta˜o em bijecc¸a˜o com os tableaux stan-
dard com o mesmo formato de T .
Dada w ∈ [t]∗, designamos por P (w) o u´nico tableau congruente com w. Tal
tableau pode ser obtido a partir de w utilizando quer o algoritmo de inserc¸a˜o
de Schensted [23], quer o algoritmo de deslizamento de Schu¨tzenberger [11,
17, 18, 22], tambe´m designado por jeu de taquin.
Teorema 2.2. Sejam T e Q dois tableaux enviesados. Enta˜o, w(T ) ≡ w(Q)
se e so´ se T se obte´m de Q aplicando o jeu de taquin.
Uma palavra w1 diz-se uma sub-palavra de w = x1 · · · xk ∈ [t]∗ se existem
inteiros 1 ≤ i1 < . . . < ir ≤ k tais que w1 = xi1 · · · xir. Dizemos que duas
sub-palavras w1 = xi1 · · ·xir e w2 = xj1 · · ·xjs de w = x1 · · ·xk sa˜o disjuntas
se os conjuntos {i1, . . . , ir} e {j1, . . . , js} sa˜o disjuntos.
Dado w ∈ [t]∗, seja l(w, k) o ma´ximo da soma dos comprimentos de k sub-
palavras decrescentes e disjuntas de w. De forma semelhante, designemos
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por l′(w, k) o ma´ximo da soma dos comprimentos de k sub-palavras na˜o
decrescentes e disjuntas de w. Por exemplo, as sub-palavras na˜o decrescentes
de comprimento ma´ximo de w = 5214421 sa˜o 244 e 144, donde l′(w, 1) = 3.
Claramente, l′(w, 2) = 5, pois a soma dos comprimentos das sub-palavras
244 e 12 representa o ma´ximo da soma dos comprimentos de 2 sub-palavras
na˜o decrescentes de w. Temos l′(w, 3) = 6 e l′(w, 4) = 7. A sub-palavra
decrescente de comprimento ma´ximo de w e´ 5421, pelo que l(w, 1) = 4. E´
fa´cil verificar que l(w, 2) = 6 e l(w, 3) = 7.
Estes nu´meros na˜o sa˜o modificados pelas transformac¸o˜es de Knuth, sendo
designados por invariantes de Greene [13]. Seja a = (a1, . . . , as) o formato de
P (w) e a′ = (a′1, . . . , a
′
l) a partic¸a˜o conjugada. O teorema seguinte, provado
por C. Greene em [13], da´-nos uma interpretac¸a˜o combinato´ria para os com-
primentos das colunas e das linhas de um tableau. (Veja-se tambe´m [11, 16].)
Teorema 2.3. Para k = 1, . . . , s, ak = l(w, k) − l(w, k − 1), e para k =
1, . . . , l, a′k = l
′(w, k)− l′(w, k − 1), com l(w, 0) = l′(w, 0) = 0.
Sejam u, v ∈ Vt tais que v · u e´ um tableau ou contretableau, e fixemos
uma injecc¸a˜o i como anteriormente, mas tal que a sua imagem contenha
{u} ∩ {v}. Consideremos a representac¸a˜o planar de v · u de acordo com a
injecc¸a˜o i, colocando o s´ımbolo  nas posic¸o˜es na˜o numeradas, da coluna das
pre´-imagens, isto e´, nas posic¸o˜es horizontalmente adjacentes aos elementos
que na˜o esta˜o na imagem de i. Por exemplo, consideremos o contretableau
431 ·65421 apresentado no exemplo 2.1, e notemos que a imagem da primeira
injecc¸a˜o definida em (1) na˜o conte´m todos os elementos comuns a`s duas








Designemos por Θ a operac¸a˜o de deslizamento horizontal em v · u, que
consiste em deslizar horizontalmente as letras que na˜o esta˜o na imagem de
i, para as posic¸o˜es com o s´ımbolo , adjacentes, aparecendo, deste modo, o
s´ımbolo  nas posic¸o˜es deixadas vagas. Por exemplo, considerando a injecc¸a˜o
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Algebricamente, considerando v ≤ u e Θ(v · u) = v′ · u′, temos {v′} =
{v} ∪ ({u} \ i(v)) e {u′} = i(v). E´ claro que v′ ⊲ u′, pois a aplicac¸a˜o j,
definida por j(b) = a se e so´ se i(a) = b, e´ uma injecc¸a˜o crescente de u′ em
v′ com i(b) ≤ b para b ∈ {u′}, e, ale´m disso, a sua imagem j(u′) = v conte´m
os elementos comuns a v′ e u′. As colunas v, u podem agora ser recuperadas
efectuando a operac¸a˜o de deslizamento horizontal no sentido oposto, definida



























Se a injecc¸a˜o i considerada para definir a operac¸a˜o Θ for tal que a sua
imagem satisfaz i(v) ≤ ι(v), no caso do contretableau v · u, ou ι(u) ≤ i(u),
no caso do tableau v · u, para qualquer outra injecc¸a˜o crescente ι, denota-
mos esta operac¸a˜o por Θ∗. Graficamente, isto significa, no caso do con-
tretableau [respectivamente, tableau], que as letras de v [respectivamente, u]
esta˜o situadas, o mais baixo [respectivamente, acima] poss´ıvel, a` esquerda da
coluna u [respectivamente, a` direita da coluna v], de tal modo que a condic¸a˜o
“ ≤ “ na horizontal seja preservada. Considerando novamente o contretableau
431 ≤ 65421, facilmente se conclui que a terceira injecc¸a˜o apresentada em
(1) esta´ nas condic¸o˜es requeridas.
E´ fa´cil verificar que a operac¸a˜o Θ∗ aplicada ao tableau ou contretableau v ·u
coincide com a aplicac¸a˜o do jeu de taquin a v ·u. Por exemplo, aplicando Θ∗
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enquanto que os passos sucessivos da aplicac¸a˜o do jeu de taquin ao con-











































Embora as palavras Θ(v · u) e Θ∗(v · u) tenham o mesmo formato, na˜o sa˜o
congruentes. Contudo, ambas sa˜o tableaux ou contretableaux, e satisfazem
L(Θ∗(vu)) ≥ L(Θ(vu)) e R(Θ∗(vu)) ≤ R(Θ(vu)).
Mais geralmente, seja vt ·vt−1 · . . . ·v1 a factorizac¸a˜o por colunas de w ∈ [t]∗.
Para i = 1, . . . , t − 1, definimos Θ∗i (w) como sendo a palavra obtida de w
substituindo as colunas vi+1vi por Θ
∗(vi+1vi), sempre que vi+1vi e´ um tableau
ou um contretableau. Assim, e tendo em conta o teorema 2.2, conclu´ımos
que w ≡ Θ∗i (w). No entanto, Θ
∗
i (w) pode ja´ na˜o ser uma palavra com t
colunas. Por exemplo, Θ∗2(7 ·762 ·4) = 762 ·74. Veremos seguidamente que se
o formato de w = vt · vt−1 · . . . · v1 for uma permutac¸a˜o do formato de P (w),
Θ∗i (w) ainda e´ uma palavra com t colunas.
No conjunto das sequeˆncias finitas de inteiros positivos, podemos definir
uma relac¸a˜o de pre´-ordem, pondo a ≤ b se e so´ se para cada k > 0, a soma
das k maiores entradas de a e´ menor ou igual do que a soma das k maiores
entradas de b. Claro que se a ≤ b e b ≤ a, enta˜o a e´ uma permutac¸a˜o de b.
Dada uma sequeˆncia de inteiros positivos a = (a1, . . . , ar), definimos a
palavra aM := (a1 · · · 1) · (a1+ a2 · · · a1 +1) · · · ((a1+ · · ·+ ar) · · · (a1+ · · ·+
ar−1+1)) com formato a. Por exemplo, (2, 1, 4)M = 21 ·3 ·7654 tem formato
(2, 1, 4).
Lema 2.4. Seja w = v1 · . . . · vr (vi ∈ V ) uma palavra. Enta˜o:
(a) ‖w‖ ≤ ‖P (w)‖;
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(b) ‖w‖ e´ uma permutac¸a˜o de ‖P (w)‖ sse ‖w‖M e´ uma palavra de inserc¸a˜o
de w.
Demonstrac¸a˜o: Veja-se [19]. 



































Como consequeˆncia das al´ıneas (b) do lema anterior e do teorema 2.1,
obtemos
Teorema 2.5 (A. Lascoux, M.P. Schu¨tzenberger, [19]). Seja T um tableau
com formato i = (i1, . . . , ir). Para cada permutac¸a˜o j de i, existe uma e uma
so´ palavra w ≡ T com formato j. Estas palavras designam-se por palavras
francas.
Portanto, uma palavra w ∈ [t]∗ e´ franca se e so´ se o seu formato e´ uma
permutac¸a˜o do formato do tableau P (w). Em particular, todo o tableau e
contretableau sa˜o palavras francas. As palavras francas duma classe pla´xica
esta˜o em bijecc¸a˜o com o conjunto das permutac¸o˜es do formato do tableau
nessa classe. Ou seja, as palavras francas sa˜o completamente determinadas
pelo seu formato.
Pelo lema 2.4 (b), cada factor vi+1·vi de uma palavra franca w = vt·. . .·v2·v1
e´ ainda uma palavra franca. Ale´m disso, visto as operac¸o˜es Θ∗ preservarem
a congrueˆncia pla´xica, por 2.4 (a) conclu´ımos que ‖Θ∗iw‖ e´ uma permutac¸a˜o
de ‖w‖. Portanto, as operac¸o˜es Θ∗ podem ser utilizadas para obter todas as
palavras francas congruentes com um determinado tableau. Por exemplo, a
classe pla´xica do tableau 5321 41 3 conte´m as seis palavras francas seguintes,
as quais correspondem a`s seis permutac¸o˜es do formato (4, 2, 1):







































































































































































































































































































































































Note-se que o hexa´gono fecha porque estas sa˜o todas as palavras francas
congruentes com 5321 41 3.
O pro´ximo teorema permite-nos averiguar se a concatenac¸a˜o de duas pala-
vras francas e´ ainda uma palavra franca.
Teorema 2.6 (A. Lascoux, M. P. Schu¨tzenberger, [19]). A concatenac¸a˜o
de duas palavras francas w,w′ e´ franca se e so´ se R(u).L(u′) e´ franca para
qualquer par de palavras francas u, u′ tal que u ≡ w e u′ ≡ w′.
Note-se que se w,w′ ∈ V , ww′ e´ franca se e so´ se ww′ e´ tableau ou con-
tretableau. Como consequeˆncia do resultado anterior, obtemos o seguinte
crite´rio para o caso em que adicionamos uma coluna a` esquerda de uma
palavra franca.
Corola´rio 2.7. [7] Sejam w = v1 · · · vk uma palavra franca e v ∈ V . Enta˜o,
vw e´ franca se e so´ se as palavras vv1 e v1v2 · · · vk sa˜o francas, onde v v1 =
Θ∗(vv1).
Demonstrac¸a˜o: A condic¸a˜o e´ claramente necessa´ria. Provemos enta˜o a su-
ficieˆncia. Comecemos por notar que vw e´ a concatenac¸a˜o das palavras fran-
cas vv1 e v2 · · · vk. Ale´m disso, as u´nicas palavras francas congruentes com
vv1 sa˜o a pro´pria e v v1 = Θ
∗(vv1). Como v1v2 · · · vk e v1v2 · · · vk sa˜o fran-
cas, o mesmo se passa com v1L(u) e v1L(u), para qualquer palavra franca
u ≡ v2 · · · vk. Pelo teorema anterior, podemos concluir que vw e´ franca. 
O crite´rio dado pelo corola´rio anterior pode ser generalizado para operac¸o˜es
Θ.
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Corola´rio 2.8. [7] Sejam w = v1 · · · vk uma palavra franca e v ∈ V . Enta˜o,
vw e´ franca se e so´ se as palavras vv1 e v˜1v2 · · · vk sa˜o francas, onde v˜ v˜1 =
Θ(vv1) para alguma operac¸a˜o Θ.
Demonstrac¸a˜o: A condic¸a˜o necessa´ria e´ consequeˆncia do teorema anterior.
Suponhamos enta˜o a existeˆncia de uma operac¸a˜o Θ nas condic¸o˜es do enun-
ciado, e seja v v1 = Θ
∗(vv1). E´ claro que v1 ≤ v˜1. Equivalentemente, v1 ⊲ v˜1,
uma vez que |v1| = |v˜1|.
Por hipo´tese, para qualquer palavra franca u ≡ v2 · · · vk, o produto v˜1L(u)
e´ uma palavra franca. Isto significa que v˜1 ≤ L(u) ou v˜1 ⊲ L(u). Por tran-
sitividade, conclu´ımos que tambe´m v1 ≤ L(u) ou v1 ⊲ L(u), i.e., v1L(u) e´
franca. Assim, pelo teorema anterior, v1v2 · · · vk e´ franca e, pelo corola´rio
anterior, a palavra vw e´ franca. 
3. Palavras francas, chaves e palavras de σ-Yamanouchi
Uma chave e´ um tableau cujas colunas sa˜o compara´veis para a inclusa˜o. O





1 1 1 5
. (15)
Enquanto as palavras francas sa˜o completamente determinadas pelo seu
formato, as chaves sa˜o completamente determinadas pelo seu peso.
Dado (m1, . . . , mt), mi ≥ 0, a chave com este peso e´ o tableau (0, (1m1),
(1m1)+(1m2), . . . ,
∑t
i=1(1




e peso (m1, . . . , mt). Ou ainda, a chave de peso (m1, . . . , mt) e´ o tableau com
esse peso e formato o conjugado da partic¸a˜o (mσ(1), · · · , mσ(t)), para algum
σ ∈ St. No exemplo acima, T e´ a u´nica chave com peso (3, 1, 1, 0, 4). Ou
seja, e´ o tableau (0, (13), (13) + (1), (13) + (1) + (1), (13) + (1) + (1) + (14)).
A cada par constitu´ıdo por uma permutac¸a˜o σ ∈ St e por uma sequeˆncia
de inteiros na˜o negativos (lt, lt−1, . . . , l1), Ehresmann [10] associou a chave,
aqui denotada por K(σ, (lt, . . . , l1)), pondo




t−1 · · · v
l1
1 ,
onde vi e´ a coluna formada pelas primeiras i letras de σ, considerando σ como
uma palavra no alfabeto [t], 1 ≤ i ≤ t. Esta chave e´ o tableau com formato
(tlt, . . . , 2l2, 1l1) e peso (m1, . . . , mt) tais que mσ(i) =
∑t
k=i lk, 1 ≤ i ≤ t.
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Por outro lado, a chave com peso (m1, . . . , mt) pode ser escrita na forma
K(σ, (lt, . . . , l1)) para alguma permutac¸a˜o σ ∈ St e sequeˆncia de inteiros
na˜o negativos (lt, . . . , l1), tais que (t
lt, . . . , 2l2, 1l1) e´ o conjugado da partic¸a˜o
(mσ(1), · · · , mσ(t)), i.e., mσ(i) =
∑t
k=i lk, 1 ≤ i ≤ t.
Portanto, a chave com peso (m1, . . . , mt) pode ser parametrizada por uma
sequeˆncia de inteiros na˜o negativos (lt, . . . , l2, l1) e por uma permutac¸a˜o σ ∈
St tais que (t
lt, . . . , 2l2, 1l1) e´ o conjugado da partic¸a˜o (mσ(1), · · · , mσ(t)).
Por exemplo, a chave (15) e´ a chave associada a` permutac¸a˜o σ = 51324 ∈ S5
e a` sequeˆncia (0, 1, 0, 2, 1),
K(σ, (0, 1, 0, 2, 1)) = (54321)0(5321)1(531)0(51)251 = 5321 51 51 5.
Note-se que o formato da chave e´ (4, 2, 2, 1) = (41, 30, 22, 11) a partic¸a˜o conju-
gada de (4, 3, 1, 1), a partic¸a˜o que se obte´m do peso (3, 1, 1, 0, 4) permutando
as entradas segundo σ.
Quando na˜o houver ambiguidade quanto a` multiplicidade das colunas de
uma chave, escreveremos apenas K(σ) para designar uma chave associada a`
permutac¸a˜o σ.
Definic¸a˜o 3.1. Uma palavra w ∈ [t]∗ e´ dita de σ-Yamanouchi se w ≡ K(σ),
para alguma permutac¸a˜o σ ∈ St.
(Note-se que a multiplicidade das colunas de K(σ) e´ determinada pelo peso
de w, que e´ um invariante da sua classe de Knuth.)
Quando σ e´ a identidade, w e´ dita apenas palavra de Yamanouchi. Equiv-
alentemente, w e´ de Yamanouchi se e so´ se todo o factor a` direita v de w
satisfaz |v|1 ≥ |v|2 ≥ · · · ≥ |v|t.
Existe uma relac¸a˜o estreita entre palavras francas e as palavras da classe
de Knuth de uma chave. De facto, a toda a palavra franca de formato
(mt, . . . , m1) corresponde uma palavra na classe de Knuth da chave com
peso (m1, . . . , mt). Seja enta˜o w = Jt · · · J2J1 ∈ [r]∗, (Ji ∈ Vr), uma palavra
franca com formato ‖w‖ = (mt, . . . , m1) e σ ∈ St tal que (mσ(1), . . . , mσ(t))
e´ o formato do tableau P (w). Seja (lt, . . . , l1) uma sequeˆncia de inteiros na˜o
negativos tal que mσ(i) =
∑t
k=i lk, 1 ≤ i ≤ t. O conjugado do formato
de P (w) e´, como sabemos, (tlt, . . . , 2l2, 1l1). Suponhamos ainda que w se
obte´m do seu contretableau congruente aplicando Θ∗i1 · · ·Θ
∗
iq
. Como Θ∗i actua
sobre as colunas i+1, i, a contar da direita para a esquerda, conclu´ımos que
σ := si1 · · · siq ∈ Sr, onde si designa a transposic¸a˜o (i i+ 1).
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Consideremos a bi-palavra(
Jt · · · J2 J1








tem a coluna Jk como primeira linha e a palavra
kmk, constitu´ıda por mk repetic¸o˜es da letra k, como segunda linha. Reorden-
emos as bi-letras de (16), de modo a que na primeira linha as letras cresc¸am,
com repetic¸a˜o permitida, da esquerda para a direita, e tal que em cada factor(
i · · · i
ui
)
, a palavra ui na linha inferior seja uma coluna:(
Jt · · · J2 J1




1 · · · 1 2 · · · 2 · · · r · · · r
u1 u2 · · · ur
)
. (17)
Proposic¸a˜o 3.1. Seja w = Jt · · · J2J1 ∈ [r]∗, (Ji ∈ Vr), uma palavra franca
com formato (mt, . . . , m1) e σ ∈ St tal que (mσ(1), . . . , mσ(t)) e´ uma partic¸a˜o.
A palavra u := u1u2 · · · ur ∈ [t]∗, (ui ∈ Vt), obtida na segunda linha da bi-
palavra a` direita em (17), e´ congruente com a chave K(σ, (lt, . . . , l1)), onde
mσ(i) =
∑t
k=i lk, 1 ≤ i ≤ t.
Demonstrac¸a˜o: Tendo em conta a definic¸a˜o de u, e´ claro que o seu peso e´
dado por (m1, . . . , mt). Provemos que o formato do tableau P (u) e´ a partic¸a˜o
conjugada do formato de P (w), isto e´, (tlt, . . . , 2l2, 1l1) com mσ(i) =
∑t
k=i lk,
1 ≤ i ≤ t.
Para tal, comecemos por observar que se w′ e´ uma sub-palavra na˜o de-
crescente de w, esta e´ necessariamente constitu´ıda por uma so´ letra de cada
coluna de w. Por sua vez, a correspondente sub-palavra u′ formada na se-
gunda linha da bi-palavra a` direita em (17) e´ decrescente, e e´ ainda uma
sub-palavra de u. Reciprocamente, a toda a sub-palavra decrescente de u
corresponde na primeira linha da bi-palavra a` esquerda em (17) uma sub-
palavra na˜o decrescente de w. E´ claro que a transformac¸a˜o em (17) estabelece
uma correspondeˆncia bijectiva entre as sub-palavras na˜o decrescentes de w e
as sub-palavras decrescentes de u. Conclu´ımos assim que l(u, k) = l′(w, k),
para k = 1, . . . , s, e pelo teorema 2.3, ‖P (u)‖ = (tlt, . . . , 2l2, 1l1).
Existe um e um so´ tableau com formato (tlt, . . . , 2l2, 1l1) e peso (m1, . . . , mt),
onde mσ(i) =
∑r
k=i lk, 1 ≤ i ≤ t, para algum σ ∈ St. Esse tableau e´ precisa-
mente a chave K(σ, (lt, . . . , l1)). Logo, u ≡ P (u) = K(σ, (lt, . . . , l1)). 
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Portanto, uma palavra franca de formato (mt, . . . , m1) tal que (mσ(1), . . . ,
mσ(t)) e´ uma partic¸a˜o, da´ origem pela transformac¸a˜o (17) a uma palavra
de σ-Yamanouchi com peso (m1, . . . , mt). Reciprocamente, toda a palavra
congruente com a chave com peso (m1, . . . , mt) da´ origem, pela transformac¸a˜o
(17), a uma palavra franca com formato (mt, . . . , m1).
Proposic¸a˜o 3.2. Seja u = u1 · · ·ur, (ui ∈ Vt), uma palavra na classe de con-
grueˆncia da chave com peso (m1, . . . , mt). Enta˜o, a palavra w = Jt · · · J2J1,
obtida na primeira linha da bi-palavra a` esquerda em (17), e´ franca com
formato (mt, . . . , m1).
Demonstrac¸a˜o: E´ claro que o formato de w e´ (mt, . . . , m1). Ale´m disso,
seguindo a demonstrac¸a˜o do lema anterior, conclu´ımos que o formato de
P (w) e´ (mσ(1), . . . , mσ(t)), o conjugado do formato (t
lt, . . . , 2l2, 1l1) da chave
K(σ, (lt, . . . , l1)). 
No entanto, a factorizac¸a˜o u = u1u2 · · · ut considerada em (17) na˜o e´, nec-
essariamente, a factorizac¸a˜o por colunas de u. Assim, uma palavra u ≡ K(σ)
pode originar va´rias palavras francas, todas com o mesmo formato, depen-











Claro que u := u1u2u3, com u1 = 321, u2 = 3 e u3 = 2, na˜o e´ a factorizac¸a˜o
por colunas de u. Ja´ a factorizac¸a˜o por colunas u = 321.32 da´ origem a`
palavra franca 21.21.1.
Notemos ainda que a transformac¸a˜o (17) foi a transformac¸a˜o utilizada para
obter as bi-palavras (4) e (5) de um tableau enviesado T . Assim, temos
Teorema 3.3. Seja T um tableau enviesado com conjuntos indexantes J1, . . . ,
Jt, e seja σ ∈ St tal que |Jσ(1)| ≥ · · · ≥ |Jσ(t)| e´ uma partic¸a˜o. Enta˜o, w(T )
e´ de σ-Yamanouchi se e so´ se a palavra Jt · · · J1 e´ franca.
Tomemos como exemplo o tableau enviesado (3), com palavra w(T ) =
3223122 e conjuntos indexantes J3 = {3, 1}, J2 = {5, 4, 2, 1} e J1 = {3}.
Sendo (|J2|, |J3|, |J1|) = (4, 2, 1) uma partic¸a˜o, considere-se σ = 231 = s1s2,
l3 = l2 = 1 e l1 = 2. Como vimos em (14), J3J2J1 e´ uma palavra franca com
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formato (2, 4, 1) e Θ∗2Θ
∗







11 2 33 4 5
32 2 31 2 2
)
,
conclu´ımos que w(T ) = 3223122 e´ de s1s2-Yamanouchi com peso (1, 4, 2). De
facto, temos
P (w(T )) = K(s1s2, (1, 1, 2)) =
3
2 3
1 2 2 2
,
com formato (3, 2, 12), o conjugado de (4, 2, 1).
4. Realizac¸o˜es matriciais de pares de tableaux
Seja Rp um domı´nio local de ideais principais com ideal maximal (p). As
matrizes que vamos considerar sa˜o todas na˜o singulares n× n com entradas
sobre Rp; por Un designamos o grupo das matrizes unimodulares sobre Rp.
Dadas matrizes A e B, dizemos que B e´ equivalente a` esquerda a A, (B ∼E
A), se B = UA para alguma matriz U ∈ Un; B e´ equivalente a` direita a A,
(B ∼D A), se B = AV para alguma matriz V ∈ Un; e B e´ equivalente a
A, (B ∼ A), se B = UAV para algumas matrizes U, V ∈ Un. As relac¸o˜es
∼E,∼D e ∼ sa˜o relac¸o˜es de equivaleˆncia no conjunto das matrizes de ordem
n sobre Rp.
Seja A uma matriz n × n na˜o singular. Pela forma normal de Smith [21],
existem inteiros na˜o negativos a1 ≥ . . . ≥ an tais que A e´ equivalente a
diag(pa1, . . . , pan).
A sequeˆncia a = (a1, . . . , an) dos expoentes, por ordem decrescente, da forma
normal de Smith de A e´ uma partic¸a˜o, univocamente determinada pela matriz
A, a que chamaremos partic¸a˜o invariante de A.
Dada uma sequeˆncia de inteiros na˜o negativos f1, . . . , fn, usamos a seguinte
notac¸a˜o para matrizes diagonais de poteˆncias de p:
diagp(f1, . . . , fn) = diag(p
f1, . . . , pfn).
Dado m ∈ [n], designamos por D[m] a matrix diagp(1
m, 0n−m), e dada uma
sequeˆncia (m1, . . . , mt) de inteiros na˜o negativos, pomos
D(m1,...,mt) := (D[m1], . . . , D[mt]).
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A sequeˆncia (0, (1m1), . . . ,
∑t
i=1(1
mi)) das partic¸o˜es invariantes das ma-
trizes I, D[m1], D[m1]D[m2], . . . ,
∏t
i=1D[mi], define o u´nico tableau com formato∑t
i=1(1
mi) e peso (m1, . . . , mt). Ou seja, a chave de peso (m1, . . . , mt).
Definic¸a˜o 4.1. Sejam T = (a0, a1, . . . , at) um tableau enviesado, com com-
primento de at ≤ n e peso (m1, . . . , mt), e σ ∈ St tal que (mσ(1), . . . , mσ(t)) e´
uma partic¸a˜o. Dado U ∈ Un, a sequeˆncia de matrizes na˜o singulares
(diagp(a
0)U,D(m1,...,mt))
e´ dita uma realizac¸a˜o matricial do par (T,K(σ)) se para cada k = 1, . . . , t,
diagp(a)UD[m1] . . .D[mk] ∼ diagp(a
k).
Neste caso, (T,K(σ)) e´ dito um par admiss´ıvel.
O pro´ximo resultado relaciona os conjuntos indexantes dos tableaux enviesa-
dos realizados pelas sequeˆncias (diagp(a)U,D(m1,m2)) e (diagp(a)U,D(m2,m1))
no alfabeto [2].
Proposic¸a˜o 4.1. [3, 8] Sejam m1 ≥ m2 dois inteiros na˜o negativos, a uma
partic¸a˜o de comprimento ≤ n e U ∈ Un. Sejam (T,K(id)) e (T
′, K(s1)), com
s1 = (1 2), os pares de tableaux realizados pelas sequeˆncias
(diagp(a)U,D(m1,m2)) e (diagp(a)U,D(m2,m1)),
respectivamente. Enta˜o, J2 · J1 e´ a palavra dos conjuntos indexantes de T se
e so´ se Θ(J2 · J1) e´ a palavra dos conjuntos indexantes de T ′, para alguma
operac¸a˜o Θ.
Como foi referido na introduc¸a˜o, quando σ e´ a identidade ou a permutac¸a˜o
reversa˜o em St, ou qualquer permutac¸a˜o em S3, o par (T,K(σ)) e´ admiss´ıvel
se e so´ se a palavra de T pertence a` classe pla´xica da chave K(σ). O pro´ximo
teorema generaliza a condic¸a˜o necessa´ria destes resultados para qualquer
permutac¸a˜o σ ∈ St, t ≥ 1.
Teorema 4.2. Seja σ ∈ St, t ≥ 1. O par (T,K(σ)) e´ admiss´ıvel so´ se
w(T ) ≡ K(σ).
Demonstrac¸a˜o: Sejam J1, . . . , Jt os conjuntos indexantes de T . Vamos provar,
por induc¸a˜o sobre t ≥ 1, que a palavra Jt · · · J1 e´ franca. Quando t =
1 o resultado e´ trivial e o caso t = 2 ja´ foi provado [3, 8]. Considere-
mos enta˜o t > 2 e seja (diagp(a)U,D(m1,...,mt)) uma realizac¸a˜o matricial de
(T,K(σ)). Por induc¸a˜o, a palavra Jt−1 · · · J1 e´ franca, pois a sequeˆncia
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(diagp(a)U,D(m1,...,mt−1)) realiza um par (T
′, K ′), onde T ′ tem conjuntos in-
dexantes J1, . . . , Jt−1, e K
′ e´ a chave com peso (m1, . . . , mt−1).
Pela forma normal de Smith, existe uma partic¸a˜o a′ e uma matrix uni-
modular U ′ tais que diagp(a)UD[m1] · · ·D[mt−2] ∼L diagp(a
′)U ′. A sequeˆncia
(diagp(a
′)U ′, D(mt−1,mt)) realiza um par (T ,K), onde T tem conjuntos index-
antes Jt−1, Jt, e K e´ a chave com peso (mt−1, mt). Pelo caso t = 2, a palavra





) e´ o par realizado pela sequeˆncia (diagp(a
′)U,D(mt,mt−1)), os con-
juntos indexantes J t−1, J t de T
′
satisfazem J tJ t−1 = Θ(JtJt−1) para alguma
operac¸a˜o Θ.
Finalmente, notemos que a sequeˆncia (diagp(a)U,D(m1,...,mt−2,mt)) realiza
um par (T˜ , K˜), onde T˜ tem conjuntos indexantes J1, . . . , Jt−2, J t−1, e K˜ e´
a chave com peso (m1, . . . , mt−2, mt). Por induc¸a˜o, a palavra J t−1Jt−2 · · · J1
e´ franca. Assim, pelo corola´rio 2.8, conclu´ımos que Jt · · · J1 e´ franca e, por-
tanto, w(T ) ≡ K(σ). 
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