abstract. Following the definition of Gröbner bases in rings of differential operators given by Insa and Pauer(1998), we discuss some computational properties of Gröbner bases arising when the coefficient set is a ring. First we give examples to show that the generalization of S-polynomials is necessary for computation of Gröbner bases. Then we prove that under certain conditions the G-S-polynomials can be reduced to be simpler than the original one. Especially for some simple case it is enough to consider S-polynomials in the computation of Gröbner bases. The algorithm for computation of Gröbner bases can thus be simplified. Last we discuss the elimination property of Gröbner bases in rings of differential operators and give some examples of solving PDE by elimination using Gröbner bases.
Introduction
Let K be a field of characteristic zero, n a positive integer, K(x 1 , · · · , x n ) the field of rational functions in n variables over K. Let where r i1,··· ,in ∈ R or shortly as i∈N n r i D i , i = (i 1 , · · · , i n ), r i ∈ R.
By a ring of (linear partial) differential operators, one usually means one of the following three rings(cf. Björk (1979) ):
(i) The Weyl algebra, or the ring of differential operators with polynomial coefficients
where K is a field of characteristic 0;
(ii) The ring of differential operators with rational function coefficients
(iii) The ring of differential operators with convergent power series coefficients
We see that (3) and ( 
and M is a subset of K[x 1 , · · · , x n ]\{0} closed under multiplication. In rings of differential operators R[D], the set of "terms" is {D α , α ∈ N n }. Note that in this case the terms do not commute with the coefficients r i ∈ R.
Let ≺ be a term order on N n , i.e. 0 = (0, · · · , 0) ≺ s for all s ∈ N n \{0} and s + u ≺ t + u if s ≺ t. For a differential operator 0 = f = i∈N n r i D i define degree, leading coefficient and initial term as follows: 
An r satisfying the conditions in Theorem 1 is called a remainder of f after division by F .
An
a Gröbner basis of J is defined as follows. Definition 1 Let J be an ideal in R[D] and let G be a finite subset of J\{0}, then G is called a Gröbner basis (or shortly GB) of J with respect to the term order "≺" iff for all f ∈ J,
, G be a Gröbner basis of J.
(i) If f ∈ J, then every remainder of f after division by G is 0.
(ii) f ∈ J iff a remainder of f after division by G is 0. Proof: (i) Let r be a remainder of f after division by G. Then by Theorem 1, f = g∈G h g g + r and
Because r ∈ J and G is a Gröbner basis of J, r must be 0 by Definition 1.
(ii) Let f ∈ J, r be a remainder of f after division by G. Then by (i) we see r = 0.
If a remainder r of f after division by G is 0, then
and let G be a finite subset of J\{0}, then G is a Gröbner basis of J ( with respect to the term order "≺" ) iff for all f ∈ J, a remainder of f after division by G is 0. Proof. If G is a Gröbner basis of J, then by Proposition 1 for all f ∈ J a remainder of f after division by G is 0.
If there is a remainder of f after division by G is 0, then
So, by Definition 1, G is a Gröbner basis of J. Insa and Pauer also describe Buchberger's algorithm for computing Gröbner bases in R [D] . Of course it is more complex than in A n or R n .
Computation of Gröbner bases in R[D] and generalization of S-polynomials
We assume that we can solve linear equations over R, i.e. for all r ∈ R and all finite subsets S ⊆ R, we can decide if r is an element of R S , and if yes we can compute a family (d s ) s∈S in R such that r = s∈S d s s; for all finite subsets S ⊆ R a finite system of generators of the R-module
can be computed. Let J be the left ideal in R[D] generated by a finite set of differential operators G, for E ⊆ G let S E be a finite set of generators of the R-module
Then for s = (c e ) e∈E ∈ S E ,
is called the generalized S-polynomial(G-S-polynomial) with respect to s, where
Then S E = {(c, d)} will be a set of generators of the R-module (6) and the G-S-polynomial with respect to (c, d) will be
It is called S-polynomial and denoted by S(g, h).
The following proposition generalizes Buchberger's Theory to R[D] with coefficients in a commutative noetherian ring R. Proposition 2 (Insa and Pauer (1998)). Let J be an ideal in R [D] . Then G is a Gröbner basis of J ⇐⇒ for all E ⊆ G and for all s = (c e ) e∈E ∈ S E a remainder of f s after division by G is zero.
If R is a PID, then G is a Gröbner basis of J ⇐⇒ for all {g, h} ∈ G a remainder of S(g, h) after division by G is zero.
Therefore, the Buchberger's algorithm is: if there is a remainder r of f s after division by G is not zero, replace G by G {r}.
But in the paper of Insa and Pauer, all examples for GB computation involve S-polynomials only, even when R is not a PID. There is no example to show that G-S-polynomials are necessary for GB computation. The next example shows, even if R is a commutative domain, when G includes at least three elements G-S-polynomials will be necessary for GB computation.
Because the remainder of f s after division by G is not zero, G is not a GB of J. In order to get a GB of J, denote f s by f 4 , we must replace G by
But as we will demonstrate afterwards, we can conclude that G 1 is a GB of J by the fact that S(f i , f 4 ) (i = 1, 2, 3) are zero after division by G 1 .
If G = {g, h} include only two elements and R is a commutative domain then most examples of computing GB in R[D]
show that we can get a GB by computing S-polynomials only. But we find an example in which that is not the case.
Let ≺ be the graded lexicographic order with (1, 0, 0) ≺ (0, 1, 0) ≺ (0, 0, 1). Compute S-polynomials:
. Now g can't be reduced to zero by G 1 .
Let
It is easy to check all G-S-polynomials f s in G 2 are zero after divided by G 2 . Therefore the GB of J is G 2 = {f 1 , f 2 , g} but it can't be computed with Spolynomials only.
Generally we need to compute G-S-polynomials f s for all E ⊆ G and for all s ∈ S E in order to get a GB of J generated by G. And in the process if we replace G by G 1 = G {r}, we must repeat the procedure for G 1 . If we can get the GB by computing S-polynomials only in some conditions then the procedure would be simplified. Now we consider in what conditions we can do so.
Let R be a commutative domain(not necessarily a PID),
is the set of solutions of the equation
Denote s j = lc(f j ), so the equation becomes
LetS E be the finite set of generators of the solutions of (8) .
all G-S-polynomials corresponding to S E can be simplified to S-polynomials. Proof: If some s j is invertible in R, say s k is invertible, then the equation (8) will be
, will be generators of the solutions. The corresponding G-S-polynomials are:
Note that for S-polynomials
Then G-Spolynomials corresponding to S E1 (or S E2 ) are said to be of grade s (or t). If s < t, then G-S-polynomials corresponding to S E1 are said to be of lower grade than G-S-polynomials corresponding to S E2 . Lemma 2 For E = {f 1 , · · · , f k } ⊆ G, if some s i can be divided exactly by s j (j = i) in R, then all G-S-polynomials corresponding to S E can be simplified to G-S-polynomials of lower grade.
Proof: If some s i can be divided exactly by s j (j = i) in R, say s k = h k s k−1 , then the equation (8) will be
Denote c k−1 = c k−1 + c k h k , the equation (9) will be
If
k−1 ) are the generators of solutions of (10), then
will be the generators of solutions of (9) .
In fact, if c = (c 1 , · · · , c k ) is a solution of (9), put
This means {ξ i , α} are the generators of solutions of (9) .
The G-S-polynomials corresponding to α can be simplified to S-polynomials S(f k−1 , f k ), and the G-S-polynomials corresponding to ξ i can be simplified to G-S-polynomials of lower grade.
With Lemma 1 and Lemma 2 we get the following proposition. Proposition 3 Let G = {f 1 , · · · , f m } and J be the left ideal of R[D] generated by G.
(a) If all S-polynomials S(f i , f j ) are reduced to zero by G, then for E = {g 1 , · · · , g k } ⊆ G with some lc(g j ) invertible, all of G-S-polynomials corresponding to E will be reduced to zero by G.
(b) If all G-S-polynomials with grade k are reduced to zero by G, then for E = {g 1 , · · · , g k , g k+1 } ⊆ G with some lc(g j ) divided exactly by another lc(g i ), all of G-S-polynomials corresponding to E will be reduced to zero by G.
The following corollary improves the result of Insa and Pauer (see Proposition 1).
and J be the left ideal of R[D] generated by G. Then G is a Gröbner basis of J ⇐⇒ any G-S-polynomials with lower grade than k (k ≤ m) are reduced to zero by G and in any k elements of G there is an lc(f ) divided exactly by another lc(f ).
Especially, if in G = {f 1 , · · · , f m } all S(f i , f j ) are reduced to zero by G, and for any three elements {f i , f j , f k } ⊆ G there is an lc(f ) divided exactly by another lc(f ), then G is a Gröbner basis of J.
The algorithm to compute GB of J in R[D] will be simplified. The following proposition improves the result of Insa and Pauer (Prop. 4 of [5]). Proposition 4 Let J be an ideal in R[D]
given by a finite set G of generators. In the following way we compute in finitely many steps a Gröbner basis of J: While there are a subset E ⊆ G and a family s = (c e ) e∈E ∈ S E such that the remainder r of G-S-polynomials f s after divided by G is zero, replace G by G {r}. And in the procedure we ignore those subsets E in which there is an lc(f ) divided exactly by another lc(f ).
≺ be the graded lexicographic order with (1, 0) ≺ (0, 1). Example 5 in Insa and Pauer(1998) compute the GB of J with S-polynomials only and get
in which all S-polynomials S(f i , f j ) are reduced to zero by G . Now for any three elements {f i , f j , f k } in G , there is an lc(f ) divided exactly by another lc(f ). So by the Corollary of Proposition 3 or Proposition 4, we ignore all G-S-polynomials with higher grade than 2 and then G is a Gröbner basis of J. Example 4 In Example 1 we get
with all S(f i , f j ) are zero after divided by G 1 . Because lc(f 4 ) = 1 is invertible we ignore any E ⊆ G 1 which include f 4 when we compute G-S-polynomials. So the only G-S-polynomial f s we need to consider is that corresponding to E = {f 1 , f 2 , f 3 }. But we already compute f s = f 4 in Example 1. This means f s is reduced to zero by G 1 . By Proposition 2 G 1 is a Gröbner basis of J.
Note that in Example 2, we get
with all S(f i , f j ) are zero after divided by G 1 . But G 1 is not a Gröbner basis of J. This is because, if we choose 3 elements
None of the three is divided exactly by another and we need to compute the corresponding G-S-polynomials.
Elimination properties of Gröbner bases in rings of differential operators R[D]
Let R[Y ] be a ring of differential operators, Y = {y 1 , · · · , y m } and
, which is called the k-th elimination ideal of I.
In commutative polynomial algebras, the elimination ideal I k of I can be easily obtained if one has a Gröbner basis of I with respect to a term ordering having the "elimination" property. It is well known (cf. [1] ), a term order is an elimination term order on Y at the position k iff for all s ∈ Y k , s < y j when j > k.
In commutative polynomial algebras, lexicographic order is an elimination order, but degree-lexicographic order is not an elimination order. It is easy to see this is also true for rings of differential operators. Definition 4 Let G be a Gröbner basis of an ideal (
Then f ∈ I and since G is a Gröbner basis for
The conclusion is obvious. Note that the definition of Gröbner bases in
is a generalization of the definition of Gröbner bases in the Weyl algebra
and also of the definition of Gröbner bases in This system of linear ordinary differential equations can be written as
where D is the differential operator
, the Weyl algebra with one variable. Note that K[x] is a PID, we compute a Gröbner basis of I = f 1 , f 2 by S-polynomials with respect to lexicographic order: Note that f 4 = x 3 f 5 ,f 2 = xf 5 , f 1 = 2xf 3 , and S(f 3 , f 5 ) = 0, we see that {D 2 , xD − 1} is a Gröbner basis of I = f 1 , f 2 . The system of linear differential equations can be reduced to:
Then it is easy to see that y = cx, c ∈ C, is the general solution of the system. 
