The metamodeling has been widely used for design optimization problems by building surrogate models for compute-intensive simulation models. Among metamodeling methods, the Kriging method has gained significant interest for its accuracy in developing the surrogate model. However, in traditional Kriging methods, the optimization methods that are used to obtain the optimum correlation parameter do not yield the global optimum and the mean structure is constructed using a fixed polynomials basis functions. In this paper a new method called the Dynamic Kriging (DKG) method, is proposed to fit the true model more accurately. In this DKG method, a pattern search algorithm is used to find the global optimum for the correlation parameter, and an optimal mean structure is obtained using 
I. Introduction
he metamodeling has been widely used in engineering applications when a simulation is difficult to obtain due to high computational cost. A surrogate model is used to represent the true model with a limited number of simulations required to be evaluated. Extensive research has been carried out to investigate methods for generating the surrogate model based on limited samples. A number of methods, such as the least square regression, moving least square regression, support vector regression, and radial basis functions, have been developed over the years [1] [2] [3] [4] [5] [6] . Recently, the Kriging method has gained significant attention due to its capability of dealing with a highly nonlinear problems 7, 8 . In the Kriging method, the response is modeled in two parts: the mean structure and the residue. The ordinary Kriging (OKG) assumes that this mean structure part is zero or a constant on the entire domain. The universal Kriging (UKG) considers the mean structure as first-or second-order polynomials 9 . However, during the practical use of these methods, two problems have been discovered. The first problem is that the existing optimization methods used to find the optimal correlation parameter do not provide the global optimum. Usually this correlation parameter is obtained by applying the maximum likelihood estimator (MLE). The popular used DACE toolbox for Kriging method 10 uses modified Hooke and Jeeves algorithm to find the optimum solution. Martin 11 uses Levenberg-Marquardt method by employing the scoring method to calculate the Hessian matrix for optimization. Forrester et al. 12 use the genetic algorithm which is a gradient-free method to find the optimum. However, all these methods have their own advantages and disadvantages. The modified Hooke and Jeeves method is efficient but not able to provide the global optimum. The Levenberg-Marquardt method is a gradient-based method, which often converges to a local optimum, even though it is also efficient, and therefore the obtained optimum is affected by the initial search point. The genetic algorithm is supposed to be able to find the global optimum but it is less efficient and the obtained optimum varies due to the randomness within a genetic algorithm. Therefore, in this paper, a pattern search algorithm is used to find a global optimal correlation parameter for Kriging method based on MLE accurately.
The second problem is that neither the OKG nor the UKG maximally uses the information from the evaluated samples due to the fixed form of the mean structure. It is shown that different basis functions may yield different surrogate models at the same sample profile. Therefore, a new method, that optimally selects basis functions to represent the mean structure by maximally using the information based on current samples, is needed. One method of adjusting the mean structure was proposed by Joseph et al. 13 by using a Bayesian framework to identify the mean structure for the Kriging method. However, this work uses a Bayesian forward variable selection which can be easily trapped into a local optimum and prevents itself from finding a global optimal selection of the basis functions. In this paper, a new method is proposed to find the pseudo-global optimal basis functions by applying a genetic algorithm (GA) for the selection procedure based on a new accuracy criterion.
Another crucial issue of metamodeling is the sampling strategy. The Latin hypercube sampling (LHS) method 14, 15 has been widely used in metamodeling. This method tries to occupy the entire design domain most evenly and gain as much information about the true model as it can. However, it is not a problem-adaptive method, which means that it always gives us a similar sample profile that occupies the entire domain evenly regardless of the distribution of the nonlinearity of the true response. This could be a critical problem if the distribution of the nonlinear area is aggregating in a particular region of the domain. Another sampling technique, importance sampling 16 , samples around the limit state area and predicts the response accurately around the limit state. This importance sampling method also only gives a good local surrogate model around the limit state area and usually does not represent the true model accurately enough in other areas of the domain. Wang 17 used a sequential sampling strategy to achieve optimal design and Xiong et al. 18 used an objective-oriented sequential sampling method to insert sample in a sequential manner. In this paper, we use a sequential sampling strategy based on the prediction interval of the surrogate model and integrates it with the proposed DKG method. By coupling the sampling method with the DKG method, the efficiency 
II. Dynamic Kriging Method using Pattern Search and Basis Selection
In this section, the traditional Kriging method is reviewed first. Two issues in the Kriging models pointed out earlier are solved by the proposed methods, which are using pattern search for correlation parameter estimation and using GA-based basis function selection for the mean structure.
A. Kriging Method
The Kriging method has gained significant interest for constructing the surrogate model in recent years. In the Kriging method, the outcomes are considered as a realization of a stochastic process. Consider n sample points, 
The first part of the right-hand side of Eq. (1), Fβ, is the mean structure of the response, where R θ x x is the correlation function of the stochastic process 10 . Usually in engineering problems the correlation function is set to Gaussian form, expressed as
where , i l x is the l th component of vector i x . The optimal choice of θ is defined as the maximum likelihood estimator (MLE) 19 , which is the maximizer of the likelihood function L, expressed as
where R is the symmetric correlation matrix with i-j th component ( , , ), , 1,..., , 
Under the decomposition of Eq. (1) and the obtained θ from Eq. (4), the objective is to predict the noise-free unbiased response at a new point of interest x 0 . In the Kriging method, this prediction of response is written as a linear predictor as American Institute of Aeronautics and Astronautics 
w Fβ e f β x F w f β (6) where 0
Therefore, the unbiased condition is ensured by imposing the constraint T T 0 0  F w f on the prediction weights for each point of interest.
Under this constraint, w 0 is obtained as
by solving the Lagrangian first-order necessary conditions for minimizing the predicted mean squared error
at the point of interest x 0 , where
is the correlation vector between the prediction location x 0 and all n samples x i , i=1,…,n, and λ is the K×1vector of Lagrange multipliers. Hence the prediction is expressed as
Under the assumption of the Gaussian process, the α-level prediction interval of response is written as . Therefore, the bandwidth of the prediction interval at the point of interest
B. The Correlation Parameter Estimation Using Pattern Search Method
To estimate the global optimum of θ by solving Eq. (4) accurately, it is proposed to use a pattern search method to carry out the optimization problem. The reason of using the pattern search for θ estimation is because the ( )  θ function in Eq. (4) usually contains a highly nonlinear region and a long flat region at the same time. For such a minimization problem, pattern search is able to accurately find a global optimum. The convergence to the global optimum by the pattern search has been proven by Lewis and Torczon 20 . To more clearly demonstrate the challenge in this minimization problem and how the pattern search performs, an illustrative example,  θ plot is shown in Fig. 1b , where it can be seen that ( )  θ has a sharp corner region near the origin and long flat region in the rest of the feasible domain. The initial search point is set to be the center of the feasible domain. As shown in Fig. 1b , the four optimization methods discussed in the Section 1 yield four different optimum points for θ. Among all four methods, the pattern search method finds the best optimum point, which is indeed verified to be the global optimum. To verify the effect of accurate estimation of θ on the accuracy of the Kriging surrogate model, 100×100 testing points are used to calculate the MSE of the surrogate model by using Table 1 .
C. Dynamic Basis Function Selection
For the UKG method, the basis function f k (x) of F used in Eq. (1) is fixed during the entire metamodeling process, and it usually takes up to the second order polynomial. However, it is clear that higher-order terms can predict nonlinear mean structure, which may vary for different problems. Hence, in general, for highly nonlinear problems, fixed lower-order basis functions may not be suitable to describe the nonlinearity of the mean structure. On the other hand, Martin and Simpson 21 pointed out that, in some cases, the accuracy of the surrogate model may not be enhanced by using higher-order terms. That is, the surrogate model may become even worse when some particular higher-order terms are used.
The impact of selection of basis functions can be shown using the following illustrative example, 
where the true function plot is shown in Fig. 2a .
The true function is highly nonlinear in x 1 direction and linear in x 2 direction. The Kriging method with different basis functions are applied to this problem using the 14 samples obtained from LHS as shown in Fig. 2b and the MSE values are compared. As shown in Table 2 , the MSE value decreases from 1 st -order to 3 rd -order. However it increases from 0 th -order to 1 st -order, which is the case that increasing order does not necessarily improve the accuracy of the surrogate model. Moreover, if several unnecessary basis functions are excluded to obtain the customized-order Kriging, the surrogate model becomes more accurate.
Therefore, the problem is how to find the optimal set of the basis functions such that the surrogate model would have the best accuracy. That is, the following discrete optimization problem needs to be solved. 1 Find a set of the basis functions
where S is the number of testing points in the domain and ( ) j d x is the bandwidth of the prediction interval in Eq.
(10). It is obvious that the global optimal selection of these candidate basis functions Ω OPT can be guaranteed only by applying the exhaustive algorithm (EA) which evaluates all possible 2 M selections Ω i , i = 1,2,…,2 M , where M is the number of candidate basis functions. Consequently, the computational expense of EA increases rapidly and becomes unaffordable when M is large. Therefore, an alternative method to solve Eq. (13) 
It is noted that various candidate of basis functions, such as Hermit polynomials, trigonometric functions, and exponential functions, have been considered and tested in this work and it is found that the simply polynomial forms above perform robustly and efficiently.
Before applying the basis selection procedure, one constraint needs to be satisfied first, that is, the total number of possible candidate basis functions cannot be larger than the number of samples. This constraint also determines the highest order P that can be used in candidate basis functions by finding the largest P such that
where n is the number of samples.
After the highest order P is found, the genetic algorithm (GA) is applied to decide which subset of f should be used for the surrogate model. The GA for basis selection is initiated by gene expression. In GA, each possible selection is expressed in gene form, which is in a 0-1 vector. If one basis function is selected, it is denoted as 1; otherwise it is denoted as 0. For example, for a candidate pool of basis functions Fig. 3b . To distinguish the difference between selection of basis function and the selection used in GA method later, the GA representation is defined as Ω g , which is also shown in Fig. 3b .
Step ( , which are complementary to the single basis function selections, will also be considered first. Other than these selections, the full basis function selections of each order (from 0 th order to P th order) will also be included, which will add P+1 solutions into the initial generation. All together, there are 2 1
It is worth mentioning that the single basis function selections and almost-full basis function selections are used to avoid reaching the local optimum for basis selection. Based on numerous examples tested during this study, if the GA starts only at one side, either single basis function selections or almost-full basis function selections, it is found that there is a very good chance that it will converge to a local optimum and fail to find the global optimum.
Step (2) Selection for Next Generation
After the initial generation is made, the selection process is conducted. Parts of the current generation are selected for a new generation. Individuals are selected through the fitness-based process, which is measured by a fitness function, which is defined as ) is the objective function used in Eq. (13) based on the current selection Ω g of the basis function. This fitness function indicates that the smaller the prediction interval bandwidth is, the better the current selection of the basis function can fit the true model, and therefore the larger chance it will be selected for the next generation.
To quantitatively measure the chance of being selected for the next generation, the roulette-wheel selection method 22 is applied. In this selection method, the probability of being selected is proportional to its fitness value, which is defined as
where fit i is the fitness of each selection in the current generation and NC = 2 1 P m P C P    is the number of all candidate selections in the current generation.
Step (3) Reproduction
The next step is to generate the next generation from those selected through the genetic operators known as crossover and mutation.
Crossover: Pair of "parents" from the previous generation are used to generate the "children". As shown in Fig. 4 , a single crossover point on both "parents" is selected randomly. All data beyond that point in each parent are swapped between them. The resulting selections form the "children".
In addition to crossover to reproduce the "children", mutation is also applied to generate a new "child". As shown in Fig. 5 , one bit of the current "parent" will be randomly chosen to flip. The probability that a "parent" mutates is set at 0.5% in this paper. The purpose of mutation in the GA is to allow the algorithm to avoid local minima by preventing the population of selections from becoming too similar to each other, thus slowing or even stopping evolution.
The GA will repeat STEPs (2) and (3) until the C value converges. However, in reality, the selection process may be too slow to converge. Therefore, a maximum generation number is usually decided by the user to limit the computational time. In this paper, the maximum generation number is set to be 5 after number of testing for different examples. After the GA reaches the maximum generation number, the selection Ω GA with the least C value will be chosen out of all tested selections 5 (2 1) 
D. Performance of GA-based Basis Selection
In this section, the GA-based selection Ω GA is compared to the optimal selection Ω opt from the EA for small-scale problems to demonstrate the accuracy and the robustness of the GA-based selection method. The Branin-Hoo testing problem in Eq. (11) is used. Twenty Latin hypercube samples are generated on the entire domain. The EA is first applied to find the true optimal selection Ω opt of the basis function. Since the total number of samples is 20, the highest possible order P is found to be 4. Therefore, the total number of possible candidate basis functions is 4 
] x x x x x x x x x x x x with the MSE of 0.0692 based on 100×100 testing points. When the GA-based basis selection is applied, the Ω GA is 2  3  2  2  3  4  2  1 2  2  1  1 2  1 2  2  2 [1, , , , all 2 15 =32768 selections have to be evaluated to find the best one. Thus, the GA-based selection takes only about 175/32768=0.53% computational time spent by the EA to find a good enough solution for this problem.
To verify whether the GA-based selection algorithm is robust, the robustness study is carried out as follows. possible MSE results, how many times the GA-based DKG method performs better than others. Since the sample profile has an influence on the result, ten consecutive trials with ten different sample profiles from LHS are carried out to see if the GA-based selection method is robust. From Table 3 it is evident that the GA-based selection can find a good set of basis functions that is better than about 97% other selections with less than 0.5% of computational time of the EA. 
III. Comparison Study between Dynamic Kriging and Other Metamodeling Methods

A. Comparison Procedure
To compare the performance of the DKG method against other metamodeling methods, we selected five most widely used metamodeling methods 23 , which are the UKG method, the polynomial response surface (PRS) method, the radial basis function (RBF) method, the support vector regression (SVR) method and the blind Kriging method (BKG). To make a fair comparison, we first need to specify how these methods are optimally used in this paper.
For the UKG method, the mean structure is set to be second-order polynomials. For the PRS method, the response y is considered as the linear combination of regression basis functions. The predicted response is expressed as 
In this comparison study, P is decided by minimizing the cross-validation error. For the RBF method, the response y is considered as a linear combination of basis functions, expressed as (19) where c i is the center of the i th basis function. In this paper, (20) In this paper, the kernel function is The SURROGATES toolbox 24 is used to test the first four methods with the modification of using cross validation to find the best value of the parameter for each method. For the blind Kriging method, the SUMO toolbox 25 which is referred by the authors of blind Kriging 13 is used. The comparison procedure is carried out as follows. First, n samples are generated by the LHS method. Secondly, six surrogate models are generated using the given samples. After constructing the surrogate models using six methods, the function values from the surrogate model at S evenly distributed testing points are predicted and the MSE values are calculated as the error measurement. Then, a rank is determined for these six methods in terms of the accuracy of the generated surrogate model based on the MSE values from each method. To eliminate the effect of the specific sample profile, the comparison is conducted for 50 trials, and the frequency of being identified as the best surrogate model is counted to find the method that performs the best.
For comparison of these methods, one important issue that needs to be pointed out is "at what level of accuracy these surrogate models should be compared?" That is, comparing performance of metamodeling methods when none of the surrogate model achieved an appropriate level of accuracy for the purpose of applications is meaningless. Therefore, one first needs to set the level of accuracy at which the surrogate model will be used for the comparison study. In this paper, the coefficient of determination (R 2 ) is used as the normalized accuracy measurement to check if the surrogate model is acceptable or not. The surrogate model is defined as accurate when median of the R 2 value is larger than 0.99 for 50 trials. The rank of the performance of each metamodeling method is compared at the sample size when at least one method can generate a surrogate model with R 2 larger than 0.99.
B. Benchmark Problems for Comparison Study
The testing problems for the comparison study are selected from Viana et al. 26 , which are widely used for design optimization. The first problem chosen for comparison is the Camelback function, which is expressed as
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As one can see, the true function is a bivariate 6 th order polynomial function. It is obvious that the true function is in favor of the PRS method. A comparison study is carried out with this biased problem to see whether or not the DKG method can achieve the same accuracy as the PRS method does. The comparison started at the 18-sample case and ended at the 22-sample case. From Table 4 , it is found that when the number of sample is 20 the DKG method achieves the accurate surrogate model first. The result can also be confirmed by the MSE values which are shown in Table 5 . It is found that the DKG method can rapidly increases the accuracy and becomes the first one to achieve an accurate surrogate model in the end. Table 6 shows the frequency of being identified as the best surrogate model at 20-sample case. The DKG method has been identified as the best surrogate for 47 times whereas the PRS method has only 3 times even though the true function should be in favor of the PRS method.
The second problem is the Hartman-3 problem, which is expressed as
where the coefficient matrices are 
The Hartman-3 function is a linear combination of exponential functions, which should be in favor of the RBF method. As the preceding example, the comparison started at the 56-sample case and ended at the 60-sample case. From Table 7 , it is found that the DKG method is again the first one to achieve the acceptable surrogate model at 59-sample case. Again, the result can also be confirmed by the MSE values which are shown in Table 8 . Moreover, Table 9 shows that the DKG method was identified as the best for 34 times at the 59-sample case which is significantly larger than any other method. The third problem tested is the Branin-Hoo problem, which is expressed in Eq. (11) . In this problem the true function is a combination of polynomial and cosine function. Therefore it is not in favor any of the six methods and can be viewed as an unbiased problem for all six methods. As shown in Tables 10 and 11 , the comparison started at the 16-sample case and the DKG method again achieved the acceptable surrogate model first at the 18-sample case where the DKG method has been identified as the best for 44 times, as shown in Table 12 .
For this Branin-Hoo example, one more comparison is carried out to demonstrate the performance of different Kriging methods. In the comparison result presented by Forrester and Keane 23 , the MSE value at the 20-sample size was different from the result in this paper due to a different sample profile and a different optimizer for θ. Currently, due to the lack of the computer code from Forrester and Keane, a comprehensive comparison study as conducted above could not be carried out; instead, the comparison is carried out by using the same sample profile with which the MSE values are available in the work of Forrester and Keane 23 . In this case, the same 20 optimized Latin hypercube samples are used. The UKG and BKG methods have been carried out by Forrester and Keane and the MSE values were calculated by 101×101 grid testing points. The UKG by SURROGATES, UKG with the proposed pattern search for θ and the DKG are carried out with the same samples and the MSE values are reported for comparison. Table 13 shows that the DKG again generates the most accurate surrogate model among these four Kriging methods.
From the comparison studies above, one can see that the DKG method can indeed perform well in a variety of cases compared with other metamodeling methods. 23 American Institute of Aeronautics and Astronautics
IV. Sequential Sampling Techniques
A. Sequential Sampling Method
To conduct the DKG method for generating a surrogate model, one crucial problem is the design of experiment (DoE). As shown in the previous section, the performance of the DKG method improves as the number of samples increases. However, it is hard to tell how many samples are enough in the beginning. Moreover, the traditional LHS, grid sampling and Latin Centroidal Voronoi Tessellation (LCVT) 27 are occupying the design domain uniformly and do not account the region of nonlinearity of the true response, which makes hard to use these sampling methods to effectively occupy the highly nonlinear region and achieve accuracy rapidly. Therefore, a technique that can identify the highly nonlinear region; and how many samples should be used to yield an accurate surrogate model is needed. In this paper, a sequential sampling technique is developed using the bandwidth of the prediction interval determined by Eq. (10) . This sampling technique is integrated with the DKG method to find the region where the surrogate model has the least prediction confidence, which means that the region is highly nonlinear. This sampling technique is conducted in a sequential manner. Thus, it can tell whether or not the existing samples are enough by verifying the accuracy of the surrogate model. With the existing samples, the DKG method is conducted first. The sampling insertion criterion IC(x) for finding the next sample position is defined as
where ( ) d x is the prediction interval bandwidth of the surrogate model by the DKG method from Eq. (10) at any
given point x. The next sample point new x is identified by
where D is the design domain. By enforcing new x to be the solution of Eq. (25), the "weakest region" in the domain is identified where it has the least confidence in the prediction.
To demonstrate the process of this sequential sampling method, first consider a 1-D problem expressed as (27) where ( ) d x is the prediction interval bandwidth from Eq. (10), ( ) Std y is stand deviation of the responses y at the truly evaluated sample points, and S is the number of checking points over the entire domain, which takes a larger number, 10 4 in this paper. With this accuracy definition of the surrogate model, the decision of how many samples are needed to generate an accurate surrogate model can be made. The sequential sampling process will be continued until it meets the accuracy tolerance Tol, given as
where Err k is the error at the k th iteration and RErr is the relative error. Overall, the entire process of conducting this sequential-sampling-based DKG (SS-DKG) method is shown in Fig. 8 . 
B. Comparison Between LHS and Sequential Sampling Technique for Dynamic Kriging
To illustrate the fast convergence of the sequential sampling technique, a comparison study between the LHS for DKG (LHS-DKG) and the sequential sampling method for the DKG (SS-DKG) is carried out. As shown in Tables 5,  8 , and 11, 50 trials have been conducted with the LHS. In contrast, we only carried out one trial with the sequential sampling technique applied to the same problems to see the levels of accuracy that the sequential sampling method can achieve compared with the results from the LHS. To apply the sequential sampling technique, the initial samples need to be generated first. In this paper, the initial samples are generated by the grid sampling method with 2m+1 samples, where m is the dimension of the design variables. With the initial 2m+1 samples, the sequential sampling is carried out; and this sampling procedure stops when the number of samples reaches the same numbers used for the LHS. From Table 14 , one can see that the sequential sampling method can achieve a better surrogate model with higher accuracy at the same sample size compared with the LHS in the median sense. Moreover, by counting the number of cases that MSE from SS-DKG is smaller than the MSE from LHS-DKG, it clearly shows that sequential sampling method can yield a better sample profile than the LHS does in more than 90% chance. Therefore, it shows that the DKG method with sequential sampling can generate an accurate surrogate model very efficiently compared with the same metamodeling methods with the LHS method.
V. Conclusion
The metamodeling is widely used for engineering applications to represent the compute-intensive simulation models. The traditional UKG method has some limitations because of the optimization method that are used to obtain the optimum correlation parameter; and the fixed order of regression basis functions for the mean structure. The DKG method is proposed to find a global optimum of the correlation parameter by using the pattern search method; and determine the basis functions dynamically by applying a genetic algorithm to the candidate basis functions. The global optimum of correlation parameter and an adaptive higher-order regression basis subset are obtained to generate a more accurate surrogate model. Comprehensive comparison studies show that the DKG method can generate a more Moreover, by combining the sequential sampling method with the DKG, the SS-DKG method provides the best results for the surrogate models in terms of accuracy and efficiency.
