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Runzhi Wang
In this thesis we focus on two problems. First we propose a numerical method for
generating optimized Wannier functions with desired properties. Second we perform
the state of the art density functional plus dynamical mean-field calculations in py-
rochlore iridates, to investigate the physics induced by the cooperation of spin-orbit
coupling and electron correlation.
We begin with the introduction for maximally localized Wannier functions and
other related extensions. Then we describe the current research in the field of spin-
orbit coupling and its interplay with correlation effects, followed by a brief introduc-
tion of the ‘hot’ materials of iridates. Before the end of the introduction, we discuss
the numerical methods employed in our work, including the density functional the-
ory; dynamical mean-field theory and its combination with the exact diagonalization
impurity solver.
Then we propose our approach for constructing an optimized set of Wannier func-
tions, which is a generalization of the functionality of the classic maximal localization
method put forward by Marzari and Vanderbilt. Our work is motivated by the re-
quirement of the effective description of the local subspace of the Hamiltonian by the
beyond density functional theory methods. In extensions of density functional theory
such as dynamical mean-field theory, one may want highly accurate description of
particular local orbitals, including correct centers and symmetries; while the basis for
the remaining degrees of freedom is unimportant. Therefore, we develop the selec-
tively localized Wannier function approach which allows for a greater localization in
the selected subset of Wannier functions and at the same time allows us to fix the
centers and ensure the point symmetries. Applications in real materials are presented
to demonstrate the power of our approach.
Next we move to the investigation of pyrochlore iridates, focussing on the metal-
insulator transition and material dependence in these compounds. We perform com-
bined density functional plus dynamical mean-field calculations in Lu2Ir2O7, Y2Ir2O7,
Eu2Ir2O7, with spin-orbit coupling included and both single-site and cluster approxi-
mations appiled. A broad range of Weyl metal is predicted as the intervening phase in
the metal-insulator transition. By comparing to experiments, we find that the single-
site approximation fails to predict the gap values and substantial difference between
the Y and Eu-compound, demonstrating the inadequacy of this approximation and
indicating the key role played by the intersite effects.
Finally, we provide a more accurate description of the vicinity of the metal-
insulator and topological transitions implied by density functional plus cluster dy-
namical mean-field calculations of pyrochlore iridates. We find definitive evidence of
the Weyl semimetal phase, the electronic structure of which can be approximately
described as “Weyl rings" with an extremely flat dispersion of one of the Weyl bands.
This Weyl semimetal phase is further investigated by the k · p analysis fitting to the
numerical results. We find that this unusual structure leads to interesting behavior
in the optical conductivity including a Hall effect in the interband component, and
to an enhanced susceptibility.
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In this thesis, we focus on the numerical methods for generating Wannier func-
tions with desired properties and the investigation of spin-orbit coupling and electron
correlation in the playground of pyrochlore iridates. This chapter is an introduction
to the thesis. Sec. 1.2 is a review of the method for constructing maximally localized
Wannier functions and some generalizations in this framwork. In Sec. 1.3, we briefly
describe the current understanding of spin-orbit coupling and its interplay with elec-
tron correlation. Iridates, which are considered as good candidates for this thread,
are introduced in Sec. 1.4. Finally, we introduce the numerical methods used in this
thesis, i.e. density functional theory and dynamical mean-field theory, which are state
of the art for the understanding of real materials.
1.2 Wannier functions and maximally localizedWan-
nier functions
If we have a Hamiltonian H that has a discrete translation invariance, H(r) →
H(r+R) for some set of R, then the solutions ψ satisfying Hψ = Eψ may be written
as ψnk(r) = eik·runk(r) with unk(r + R) = unk(r). The integer n is a discrete “band"
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index and k is defined within a Brillouin zone, i.e. k + G is equivalent to k for all G
such that G ·R = 2mpi (m ∈ Z). The Bloch functions ψ offer a good representation
of the eigenstates as distorted plane waves. On the other hand, in many cases, a
local representation that captures aspects of the atomic wave functions is useful.
This is achieved by the Wannier representation, which is a real-space and atomic-like
representation of the Hamiltonian. The concept of Wannier functions (WFs) was first






where R is the lattice vector and V is the volume of the unit cell. The kets |Rn〉 and
|ψnk〉 are functions of position r.
Although WFs are not the eigenstates of the Hamiltonian, they form a complete
orthonormal set of basis and can provide an atomic-like description of the system,
which is otherwise missing in the extended Bloch functions. However, since invented,
the usage of WFs has been limited to some theoretic derivations for quite a long time.
This is because the strongly non-unique characteristic of WFs, which is originated
from the “gauge freedom" in the Bloch function. In the case of single band, there is a
phase freedom eiφn(k) for ψnk. In the case of multiple bands, the definition of Wannier









In this case, the non-uniqueness problem becomes more complicated because the
“gauge freedom" is a unitary matrix Uk which depends on momentum k.
Only in recent two decades, WFs are widely used in electronic-structure calcula-
tions [Marzari et al. (2012)], especially after the seminal work of Marzari and Van-
derbilt (1997), in which the maximally localized Wannier functions (MLWFs) were
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introduced for the isolated energy bands. In this section, we will present the methods
available for constructing a unique set of WFs, mainly focusing on the most popular
MLWF approach. The key point is essentially to choose subsets of bands to con-
tribute in the construction and to choose unitary transformations to achieve useful
properties.
1.2.1 Maximally localized Wannier functions
The maximally localized Wannier functions (MLWFs) were introduced first for
an isolated group of bands which entangle among themselves but are separated from
others [Marzari and Vanderbilt (1997)]. Within the isolated manifold of J bands, the








Uk is an arbitary J × J unitary matrix which determines the “gauge freedom" in the
Bloch states. The MLWF approach chooses a particular Uk and thus a unique and
optimal set of WFs by applying the “maximal localization" criterion which minimizes
the total spread of the WFs and makes the complete set as localized as possible.
Marzari and Vanderbilt (1997) introduced a measure of the total localization,




[〈r2〉n − r¯2n] (1.4)
with
r¯n ≡ 〈0n|r|0n〉 (1.5)
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which is the center of the WF; and
〈r2〉n ≡ 〈0n|r2|0n〉 (1.6)
which is the second moment. The gradient descent method was then introduced
by Marzari and Vanderbilt (1997) (will be described in Chap. 2) to determine the
optimal Uk that minimizes the target functional defined in Eq. 1.4.
One of the important application of MLWFs is to construct the tight-binding
Hamiltonian corresponding to the first-principles band structure in Wannier repre-






where q is the first-principles k-point, the total number of which is denoted by N , Eq





Eqs. 1.7 and 1.8 are usually used as the start point of the methodologies that go
beyond density functional theory.
1.2.2 Other extensions
Since the seminal work of Marzari and Vanderbilt (1997), various extensions for
more complicated purposes have been proposed. Originally, the maximally localiza-
tion scheme was introduced for the isolated energy bands. Souza et al. (2001) extended
the procedure to deal with entangled bands, e.g. in a metallic system. In that case,
one starts from a larger manifold of the Bloch states and downfold to an optimal
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subspace by an iterative minimization of the gauge invariant part of the spread func-
tional. The conventional Wannier procedure is then performed as a second step in this
optimal subspace, for the minimization of the gauge dependent part. In recent years,
as beyond density functional theory methods have been widely used, the physical
picture of the WFs becomes important for obtaining a correct and effective local de-
scription of the Hamiltonian. For example, in dynamical mean-filed theory, one may
want a good description of the d orbitals or the correlated orbitals only. Therefore,
the maximal localization method which treats all orbitals equally may be suboptimal
for this purpose; and in particular it does not guarantee the correct description of the
centers and symmetries of the orbitals of interest. Motivated by this, Sakuma (2013)
proposed a scheme to generate the symmetry-adapted WFs by using the group the-
ory analysis to constrain the unitary transformation; Wang et al. (2014) introduced
the selective localization approach and introduced Lagrange multipliers to force the
WFs to center at desired positions and preserve desired symmetries (details will be
discussed in Chap. 2).
1.3 Spin-orbit coupling and electron correlation
Spin-orbit coupling (SOC) is the interaction between the spin and the orbital
angular momentum of a particle. It is a relativistic effect originated from the Dirac
equation. In solids, it is well-known as it can lift the degeneracy of the energy bands.
However, since SOC is such a small correction that can be neglected in most cases, the
electronic structure of solids is usually described by the non-relativistic Schrödinger
equation. On the other hand, the effect is not always weak and it increases with
respect to the atomic number Z, proportional to Z4. Therefore, in heavy elements,
on can expect SOC to produce a striking effect and to lead to new physics. Topological
insulators (TIs) [Hasan and Kane (2010); Hasan and Moore (2011); Qi and Zhang
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(2011)], which attracts intensive attentions, is one of the new field induced by SOC.
The observation of TI in real materials [Bernevig and Zhang (2006); Fu and Kane
(2007); König et al. (2007); Hsieh et al. (2008); Xia et al. (2009); Zhang et al. (2009)]
usually occurs with heavy s- and p-elements, in which the band-structure topology is
influenced by SOC. Weyl semimetal (WSM) [Burkov (2016); Yan and Felser (2017)]
is another exotic phase induced by SOC, which has been investigated intensively
[Wan et al. (2011); Yang et al. (2011); Burkov and Balents (2011); Witczak-Krempa
and Kim (2012); Witczak-Krempa et al. (2013); Weng et al. (2015); Burkov et al.
(2011); Huang et al. (2015)]. It comes from the split of the Dirac equation into
two solutions with different chirality, assuming that a massless fermion exists [Weyl
(1929)]. In terms of band theory, the bulk band structure is almost gapped due to
the SOC except for several points (Weyl nodes) where two bands meet linearly at the
fermi level. As a consequence of SOC plus either breaking time-reversal symmetry
or breaking inversion symmetry [Burkov (2016)], an effective Hamiltonian which can
be used to describe this behavior in the vicinity of each Weyl node (k0) takes the
following form (assuming ~ = 1)
H(k) = v0 · (k − k0)σ0 +
3∑
i=1
vi(ki − k0i)σi (1.9)
where σ0 is a 2× 2 unit matrix and σi = (σx, σy, σz) are Pauli matrices. The energy
dispersion is E±(k) = v0 · (k− k0)±
√
v2x(kx − k0,x)2 + v2y(ky − k0,y)2 + v2z(kz − k0,z)2,
which behaves like a cone. It is interesting that this band touching characteristic at
the Weyl node is robust with respect to any perturbations, the only result of which
is to change the location of the touching point. For this band crossing to occur, it
requires that time-reversal symmetry and inversion symmetry cannot present at the
same time (i.e. in the non-centrosymmetric or magnetic systems); otherwise, the
two-fold degeneracy would occur at every k point, according to Kramers (1930). In
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this sense, the Weyl nodes are protected by topology. By defining the tilt parameter
as t ≡ (v0x/vx, v0y/vy, v0z/vz), WSM can be classified into two types [Soluyanov et al.
(2015); Tchoumakov et al. (2016)] according to the magnitude of t. In type-I WSM
(|t| < 1), the fermi surface shrinks to a point at the Weyl nodes, such as in TaAs [Xu
et al. (2015); Lv et al. (2015); Yang et al. (2015)], which is the first WSM observed in
experiments. In type-II WSM (|t| > 1), the Weyl cone is strongly tilted such that the
electron and hole pockets occurs on the fermi surface, such as in MoTe2 [Soluyanov
et al. (2015); Huang et al. (2016)].
On the other hand, electron correlation or strongly correlated electron system has
been investigated since the early 1960s. It is motivated from the observation of low
conductivity in transition metal oxides [de Boer and Verwey (1937)], in which the 3d
bands are incompletely filled. However, according to the band theory [Bethe (1928);
Sommerfeld (1928); Bloch (1929)], which provides a straightforward distinction for
metals and insulators based on the non-interacting (or weekly interacting) model,
they are expected to be metals. To understand this mysterious theory-experiment
discrepancy, Mott and Peierls (1937) proposed that it is due to the neglect of corre-
lations between electrons in band theory. To obtain a correct picture for this class
of solids, which is termed as “Mott insulator", electron-electron interactions must be
included and it is the key to lead to the insulating state in the case of doubly occu-
pied state [Mott (1949, 1956, 1968)]. Subsequently, new ideas like Hubbard model
[Anderson (1959); Hubbard (1963, 1964a,b); Kanamori (1963)] and t-J model [Chao
et al. (1977); Hirsch (1985); Anderson (1987); Spałek (2007)] were introduced to study
the rich physics in strongly correlated electron systems [Imada et al. (1998)], such as
Mott transition and high-temperature superconductivity.
Particularly, the above two effects come together in heavy transition metal com-
pounds [Pesin and Balents (2010); Witczak-Krempa et al. (2014)]. For example, in
5d and some 4d series, although the electron-electron interaction is reduced due to
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the extended nature of 5d (or 4d) orbitals, SOC effectively increases which lifts the
band degeneracy and reduces kinetic energy in most case. As a result, in the 5d
transition metal series, SOC and electron correlation may be comparable and both
may be of the same order of the kinetic energy. It is found in both experiments and
theory [Wan et al. (2011); Witczak-Krempa and Kim (2012); Witczak-Krempa et al.
(2013); Wang et al. (2017b); Burkov and Balents (2011); Go et al. (2012); Pesin and
Balents (2010); Yang and Kim (2010); Kim et al. (2008, 2009); Comin et al. (2012);
Gretarsson et al. (2013); Kargarian et al. (2011); Chen et al. (2015); Kondo et al.
(2015); Nakatsuji et al. (2006); Machida et al. (2010); Singh et al. (2012); Okamoto
et al. (2007)] that various of new phenomena are induced by the interplay of SOC
and electron correlation, which have received intensive investigations in recent years.







iαcjβ + h. c.+λ
∑
i
Li · Si + U
∑
iα
niα (niα − 1) + [. . . ] (1.10)
where c†iα (ciα) is the creation (annihilation) operator for the electron in orbital α
(including both the spin and the orbital degrees of freedom) of site i and niα is the
electron number operator (niα ≡ c†iαciα). tiα;jβ, U denote the hopping from orbital
α of site i to orbital β of site j, the on-site Coulomb interaction, respectively. The
ellipsis in [. . . ] is multiplet interactions. There are two differences compared to the
usual Hubbard model. First, the hopping would in general have terms which are off-
diagonal in the spin-orbit basis. Second, there is an onsite SOC term with the strength
λ. According to the relative strength of λ/t and U/t, the schematic phase diagram is
divided into four regimes [Pesin and Balents (2010); Witczak-Krempa et al. (2014)]:
weak SOC and weak correlation; weak SOC and strong correlation; strong SOC and
weak correlation; strong SOC and strong correlation. When SOC is weak (λ/t 1),
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the conventional metal-insulator transition would occur as long as U is sufficiently
large; when the correlation is weak (U/t 1), the topological insulator phase would
be obtained as long as λ is sufficiently large. It is interesting that there is one
special region where both SOC and correlation come into play. In this correlated SOC
regime, SOC and electron correlation tend to cooperate with each other in generating
the insulating phase. Particularly, in the weak-to-intermediate correlation regime
with strong SOC, novel topological phases are proposed, including Weyl semimetals
(WSMs) [Wan et al. (2011); Witczak-Krempa and Kim (2012); Witczak-Krempa et al.
(2013); Wang et al. (2017b)] with linear band crossing in the bulk band structure and
topological Fermi arcs on the surface; and axion insulators (AIs) [Wan et al. (2011);
Go et al. (2012)] with unusual electromagnetic responses, both of which have been
intensively studied, e.g. in the playground of pyrochlore iridates.
1.4 Iridates
Iridates [Witczak-Krempa et al. (2014); Rau et al. (2016)] are oxides containing
iridium (mostly in Ir4+). They are found to be poor conductors or insulators. Due
to Ir4+, which lies in the 5d series, they are located in the correlated SOC regime
and are conjectured to host various novel phases. The single-particle level structure
of each Ir is presented in Fig. 1.1. The crystal field (arising mainly from the oxygen
octahedra) is of approximate cubic symmetry (OH). It splits the 5d states into the
lower triply degenerate t2g and higher doubly degenerate eg states with a large energy
gap in between. The t2g states are those around the fermi level and are the relevant
ones for the pyrochlore iridates considered in this thesis. Within this manifold, the
orbital angular momentum is equivalent to the spin-one operator with a minus sign.
Therefore, the effect of SOC within the t2g manifold is to split the triplet into a lower
Jeff = 3/2 quartet and higher Jeff = 1/2 doublet. In real materials, the crystal field
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Figure 1.1: Local picture of Ir.
is not exactly cubic, and the distortion of octahedra can further split the Jeff = 3/2
states so that the onsite single-particle spectrum involves three Kramers doublets.
Given that there are 5 electrons in Ir4+, the Jeff = 3/2 states are fully filled and
Jeff = 1/2 states are half filled. The half-filled Jeff = 1/2 manifold is most relevant
to the low-energy physics and is the origin of the exotic states of matter emerging or
proposed in this family of materials.
Special interest in the iridium oxides dates back to the discovery that the single-
layer perovskite Sr2IrO4 [Randall et al. (1957)] is analogous to the high-Tc cuprates
La2CuO4. Instead of the superconducting phase, it was found to be a spin-orbit
coupled Mott insulator with weak ferromagnetism [Crawford et al. (1994); Cao et al.
(1998)] and can be well-described by the correlated Jeff = 1/2 picture [Kim et al.
(2008, 2009)] which has renewed the attentions in the interplay of SOC and electron
correlation. Later on, the iridium oxides such as the Ruddlesden-Popper series of
perovskite iridates Srn+1IrnO3n+1 (n = 1, 2,∞) including Sr2IrO4 [Kim et al. (2008,
2009); Fujiyama et al. (2012b); Kim et al. (2012a,c,b); Fujiyama et al. (2012a); King
et al. (2013)], pyrochlore iridates R2Ir2O7 (R is the rare-earth element or Y) [Yanag-
ishima and Maeno (2001); Matsuhira et al. (2007); Qi et al. (2012); Ueda et al. (2016)],
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honeycomb iridates (Na/Li)2IrO3 [Singh and Gegenwart (2010); Singh et al. (2012);
Gretarsson et al. (2013); Liu et al. (2011); Clancy et al. (2012); Choi et al. (2012);
Modic et al. (2014); Nishimoto et al. (2016)], and some Ir spinel compounds [Okamoto
et al. (2007); Kuriyama et al. (2010)] have been investigated and have been proposed
as promising candidates for exotic phases, such as spin-orbit coupled Mott insulator
[Kim et al. (2008, 2009); Comin et al. (2012); Gretarsson et al. (2013)], topological
insulators [Pesin and Balents (2010); Kargarian et al. (2011); Chen et al. (2015);
Kondo et al. (2015)], superconductors [Kim et al. (2014, 2015); Zhao et al. (2015);
Luo et al. (2013)], Weyl semimetals [Wan et al. (2011); Witczak-Krempa and Kim
(2012); Witczak-Krempa et al. (2013); Wang et al. (2017b)], spin liquids and spin ices
[Nakatsuji et al. (2006); Machida et al. (2010); Singh et al. (2012); Okamoto et al.
(2007)].
In this thesis, we specifically investigate the phase diagram of pyrochlore iridates
as a function of interaction strength and chemical composition, finding the phases of
paramagnetic topologically trivial metal, topologically nontrivial antiferromagnetic
metal (“Weyl metal"), Weyl semimetal and topologically trivial insulator.
1.5 Numerical Methods
Nowadays, many computational techniques have been developed for the under-
standing of the behavior of materials. In terms of molecule orbital theory, we have
the Hartree-Fock method; and a collection of post-Hartree-Fock approaches in which
the electron correlation is treated more accurately by using the multi-electron wave
function. In terms of band theory, one of the most widely used techniques is den-
sity functional theory (DFT) [Hohenberg and Kohn (1964); Kohn and Sham (1965)],
which is a ground-state method based on the functional of electron density and in
many cases is found to be consistent with experiments. However, neither Hartree-Fock
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nor DFT can provide a correct description for systems with strong electron correla-
tion, which are found to exhibit rich exotic and complex properties and become one of
the frontier research areas. In this situation, dynamical mean-field theory (DMFT)
[Metzner and Vollhardt (1989); Georges and Kotliar (1992); Georges et al. (1996);
Georges (2004); Kotliar et al. (2006, 2001); Bolech et al. (2003); Maier et al. (2005)],
which captures the local dynamics through an impurity model and a self-consistent
loop between impurity and lattice, has been developed as a powerful approach to de-
termine the electronic structure of strongly correlated materials where usual methods
break down. In this section, we present the basic ideas of two important numerical
methods for the theoretical understanding of materials: density functional theory
(DFT) and dynamical mean-field theory (DMFT), which are the primary methods
used in this thesis.
1.5.1 Density functional theory
Since 1970s, density functional theory (DFT) has been widely used to describe
the electronic structure of weakly interacting materials. The framework of the theory
was first established by Hohenberg and Kohn (1964) with two fundamental (HK)
theorems and was further developed by Kohn and Sham (1965) who introduced the
Kohn-Sham equations and brought the theory to practice.
Consider the N -electron many-body Hamiltonian

















|ri − rj| (1.14)
where T is the kinetic energy, V is the potential energy from nuclei and U is the
electron interaction. Similar to other many-body methods, the Born-Oppenheimer
approximation [Born and Oppenheimer (1927)] is inherently assumed, leading to a
picture of fixed nuclei and moving electrons. In Eq. 1.11, the term V depends on the
given system while T and U are universal for any system of interacting electrons.
The key quantity in DFT is the electron density
ρ(r) = N
∫
dr2 · · ·
∫
drNΨ
∗(r, r2, ..., rN)Ψ(r, r2, ..., rN) (1.15)
HK theorems demonstrate that
1. the external potential (and hence all the ground-state properties) is a unique
functional of the density
ρ→ H → E0, . . .
2. the energy, which is a functional of density, is minimal if and only if in the true
ground-state density.
According to this, the ground-state energy can be obtained by minimizing the func-
tional




with respect to ρ, which gives the ground-state density and thus all the ground-state
properties.
However, at this point, it is still not computable in practice, since the universal
functionals T [ρ] and U [ρ] are not given [although we know that v(r) depends on the
specific system (i.e. positions of the nuclei)]. Kohn and Sham (1965) showed that one







ψi(r) = iψi(r) (1.17)









and requiring that ρ(r) =
∑
i|ψi(r)|2f(Ei), where f(Ei) is the fermi function. In
Eq. 1.18; the first term is the Hartree term; the middle term is from the nuclei; and
the last term is the so-called exchange-correlation potential, which is all that we do not
know and needs to be approximated. Widely used approximations include the local
density approximation (LDA) and the generalized gradient approximations (GGA).
In practice, to solve the Kohn-Sham equations, a self-consistent calculation has to be
performed, meaning that one starts with some initial guess for the electron density,
computes the resulting effective potential and solves Eq. 1.17 for ψi, with which a
new electron density can be computed. Then this procedure is repeated iteratively
until a converged solution is attained.
1.5.2 Dynamical mean-field theory
Strongly correlated electron systems are a wide range of materials with many
exotic and complex behaviors, and have attracted a large number of attentions in
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both experiments and theory. However, it turns out that the single-electron theories
like Hartree-Fock or DFT cannot well-describe the behaviors of this kind of materials.
On the other hand, the dynamical mean-field theory (DMFT), which captures the
local electron interactions, has advanced the understanding of strong correlation. It
can be employed to investigate model systems, as well as real materials when married
with DFT; and is recognized as a powerful tool to describe the electronic structure
of strongly correlated systems. In this section, we first present the basic framework
of this theory and then discuss how it works with the exact diagonalization (ED)
impurity solver.
Framework of the theory
The basic ideal of DMFT is to map the intractable many-body lattice problem onto
a solvable impurity problem with the local assumption of the lattice self energy. To
















where c†iσ (ciσ) is the creation (annihilation) operator for the electron with spin σ at
site i and niσ is the electron number operator (niσ ≡ c†iσciσ). tij, U and µ denote the
hopping from site i to j, the on-site Coulomb interaction, and the chemical potential,
respectively.
To solve this intractable problem, the strategy is to reduce it to the problem of
a single site or a cluster of sites (impurity) with local interaction by introducing a
non-interacting bath to reproduce the lattice dynamics (interactions with other sites
in the lattice) via its hybridization with the impurity. This effective bath, where the
impurity is embedded, can be self-consistently determined by requiring the impurity
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Green function equal to the lattice Green function.
The only approximation to be made here is that the spatial fluctuation is neglected
in the lattice self-energy by assuming it to be identical to the impurity self-energy,
which is exact in the limit of infinite dimension, and is believed to be reasonable for
many three-dimensional materials, and breaks down in low-dimensional situations.
The approximation of neglect of spatial fluctuation can be corrected by performing
a cluster DMFT which includes more sites in the impurity model as a cluster such
that the spatial fluctuation within the cluster is well treated [see Park et al. (2008);
Gull et al. (2008b) for a discussion in the two-dimensional Hubbard model and Wang
et al. (2017b) for an unusual three-dimensional case pyrochlore iridates].
The self-consistent loop of a DMFT calculation is summarized as follows:
1. One starts with an initial guess for the effective bath (bare Green function)
which defines the quantum impurity model;
2. The impurity Green function and hence the impurity self-energy (via Dyson
equation) is computed using an appropriate solver;
3. With the local assumption of the lattice self-energy, the local (lattice) Green
function is computed by summing over the Brillouin Zone (BZ) in the single-





4. Using the Dyson equation, the bare Green function of the impurity model is
then updated accordingly;
5. Iteratively repeat steps 2 to 4 until convergence.
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The challenging technical task in the procedure defined above is solving the im-
purity model. There are several techniques available, such as exact diagonalization
[Caffarel and Krauth (1994); Capone et al. (2007)], quantum Monte Carlo [Hirsch and
Fye (1986); Rubtsov et al. (2005); Werner et al. (2006); Gull et al. (2008a, 2011)] and
numerical renormalization group theory [Wilson (1975); Sakai and Kuramoto (1994)].
In the next section, we will provide a detailed description for DMFT calculations em-
ploying exact diagonalization as the impurity model, which is the primary method
used in this thesis.
Exact Diagonalization
The basic idea of ED is that one uses a finite number of bath orbitals to approximately
describe the bath environment such that the impurity model can be solved exactly.
This approximation becomes exact when the number of bath orbitals is infinite; while
it is not possible in practice. Therefore, from the practical point of view, there is
always a balance and compromise between the size of the problem and the goodness
of the description.























where Eµν includes the hopping parameters inside the cluster and the chemical po-
tential. µ, ν are the site indices of the impurity running from 1, · · · , Nc. The non-
interacting fermions of the effective bath is described by a†lσ where {l = 1, · · · , Nb;
σ =↑, ↓} labels the bath orbitals with bath energy lσ and hybridization strength
Vµlσ (for hybridization with site µ). When Nc = 1, Eq. 1.21 represents a single-site















Figure 1.2: Sketch of the DMFT+ED procedure.
In this representation, the bare Green function is constructed as follows
[G−10 (iωn; {lσ, Vµlσ})]µν = iωnδµν − Eµν −∑
lσ
V ∗µlσVνlσ
iωn − lσ (1.22)
The last term is the discretized description for the originally continuous hybridization
function, which will become exact with an infinite number of bath sites. The bath
parameters {lσ, Vµlσ} are determined through a minimization of the difference be-
tween the discretized representation and the target continuous hybridization function
(see 7 below).
The sketch of DMFT+ED is illustrated in Fig. 1.2.
1. One starts with a initial guess for a set of bath parameters {lσ, Vµl}. In the-
ory, it can be anything, either some random numbers or determined according
to the physical intuition of the system. Nevertheless, in practice, due to the
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limitation of the bath size, a symmetrization of the bath parameters is helpful
for a good performance of the calculation; and especially in some complicated
cases, it is necessary and essential to get rid of some oscillation in the DMFT
loops and reach the convergence to a physically reasonable solution. The sym-
metry parametrization of the effective bath is determined based on the group
theory analysis of the impurity model [Koch et al. (2008)]. An example for the
pyrochlore lattice is provided in Appendix C.
2. According to Eq. 1.22, one uses the bath parameters to construct the dis-
cretized version of the hybridization function ∆(iωn) and the bare green function
G0 (iωn; {lσ, Vµl}).
3. The impurity model constructed by the bath parameters is then solved exactly
using the ED impurity solver, so the impurity Green function Gimp(iωn) is
obtained.
4. According to Dyson equation, the self-energy Σ(iωn) is computed as follows
Σimp(iωn) = G−10 (iωn; {lσ, Vµl})−G−1imp(iωn) (1.23)
5. The local approximation of the lattice self-energy requires
Σimp(iω) ≈ Σlattice(iωn) ≡ Σ(iωn) (1.24)
The local lattice Green function is then computed by summing over k over the




[iωn + µ− t(k)− Σ(iωn)]−1 (1.25)
where t(k) is the non-interacting Hamiltonian either from a Hubbard (tight-
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binding) model or a projection of the DFT Hamiltonian on the correlated states.
6. The local lattice Green function and the self-energy yield a new bare Green
function G0,new (iωn)
G−10,new (iωn) = G−1loc(iωn) + Σ(iωn) (1.26)
7. The new set of bath parameters {lσ, Vµl}new is then extracted by using a dis-
cretized set of poles to fit the continuous hybridization function corresponding
to the new bare Green function on the Matsubara frequencies. In this thesis,









|[G−10,target(iωn)− G−10 (iωn; {lσ, Vµlσ})]µν |2 (1.27)
where Nmax determines the upper limit of the Matsubara frequency. The precise
definition of the distance functional makes little difference to the results, but
many other choices are available. Due to the finite bath size, some choice turns
out to have a better performance in some particular cases, e.g. Eq. 1.27 with
a pre-factor 1/ωn, which puts more weight on the low-frequency range, usually
works better in the calculations of the metallic state.
As one can see, the limitation of this method is that the number of the bath orbitals
which can be treated by ED is very limited, due to the exponential growth of the
Hilbert space with respect to the bath size. Nevertheless, it works well in most cases,
especially when a reasonable initial state is provided. On the other hand, one of the
advantage of ED is that it can directly generate a real-frequency result for the Green
function with which the density of states and the spectral function can be computed
in a very straightforward way, without further steps of the analytic continuation,
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as required by the continuous-time quantum Monte Carlo solver. Therefore, ED is
believed to be a very powerful method for zero-temperature calculations.





In this chapter, we introduce selectively localized Wannier functions which ex-
tend the method of Marzari and Vanderbilt (1997) in two important ways. First, our
method allows us to focus on localizing a subset of orbitals of interest. Second, our
method allows us to fix centers of these orbitals, and ensure the preservation of the
point-group symmetry. In Sec. 2.2, we review the background (maximal localization
procedure) and discuss the motivation of our work. In Sec. 2.3, we outline our method-
ology. In Sec. 2.4, we illustrate the utility of our method in the one-dimensional chain.
In Sec. 2.5 we present applications to GaAs, SrMnO3, and Co. In Sec. 2.6, we analyze
the Hamiltonian in the Wannier basis for SrMnO3 and Co. Appendix A outlines the
method to fix symmetries for one-dimensional model systems and its application is
presented in Appendix B. This chapter follows Wang et al. (2014).
2.2 Introduction
Solving the Schrödinger equation in crystalline solids typically relies on the use of
the translation group to block-diagonalize the Hamiltonian, yielding Bloch states ψnk,
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where k is a wave vector in the first Brillouin zone of the solid and n ∈ {1, 2 . . . J}
is a band index. However, it is often both physically and computationally desirable
to have a real space, atomic-like representation of the Hamiltonian. An approach
to achieve this was introduced by Wannier in 1937 [Wannier (1937)]. Considering a










where R is any lattice vector and V is the unit cell volume. The function 〈r|Rn〉 is
referred to as a Wannier function.
Because each Bloch function ψnk can be adjusted by an arbitrary phase eiϕnk , the





If Wannier functions are constructed from a set of J bands, there is an even greater
freedom, since at each k-point we may use an arbitrary unitary transformation of
band states. Denoting an arbitrary J × J unitary matrix as Uk, then at a given
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This “gauge freedom” may be exploited to define Wannier functions that are optimized
for particular purposes. One approach, pioneered by Marzari and Vanderbilt [Marzari
and Vanderbilt (1997)], is to choose the Uk such that the complete set of Wannier
functions are as localized as possible in the position representation. Specifically, if we
let
r¯n = 〈0n|r|0n〉 (2.6)
and
〈r2〉n = 〈0n|r2|0n〉 (2.7)




[〈r2〉n − r¯2n] (2.8)
and choose the matrices Uk by minimizing Ω [Marzari and Vanderbilt (1997)]. The
functions resulting from this procedure are termed maximally localized Wannier func-
tions (MLWFs). In addition to introducing the MLWF method, Marzari and Van-
derbilt introduced a gradient descent method for performing the minimization. They
showed that Ω can be decomposed into two terms














2. Selectively localized Wannier functions 25


















As shown by Blount (1962), the formulas for r¯n and 〈r2〉n involve the derivatives
∇k and ∇2k and need some approximations for numerical calculations. According
to Marzari and Vanderbilt (1997), using the simplest possible finite-difference expres-
sions for the derivatives and requiring the translational symmetry in WFs, we arrive
at the following equations













[1− |Mk,bnn |2] + [Im lnMk,bnn ]2
}
(2.13)
where N is the number of points in the discretized k-mesh; b is the vector difference
of k and its neighbor; and wb is the corresponding weight; Mk,bmn ≡ 〈umk|un,k+b〉 is
the overlap matrix of the Bloch states.
Now, one can see that the key information of Ω is simply Mk,bmn , which is com-
pletely determined once the electronic-structure calculation is done. Therefore, the
calculation of the spread functional and the subsequent optimization is entirely an
independent post-process, making this method computationally tractable and attrac-
tive.
Consider a perturbation in Uk: Ukmn = δmn + dW kmn, with which dMk,bnn =
2. Selectively localized Wannier functions 26











]− S [T k,b]) (2.14)





Im lnMk,bnn + b · r¯n
)
. A [O] =
(
O −O†) /2





With all the ingredients above, one can construct a set of WFs with a minimal
total spread using the steepest-descent or conjugate gradient method [Marzari and
Vanderbilt (1997); Klöckner (2004); Mostofi et al. (2008)]. Although the solution
cannot be guaranteed to be the global minimum, it turns out that as long as one
starts from some good initial guess, such as by projection onto Guassian functions or
some atomic orbitals which requires physical intuitions, the algorithm behaves quite
robust.
While MLWFs are now very widely used, the global spread function given in
Eq. 2.8 is not necessarily optimal for all uses. In recent years attention has focussed on
methodologies that go beyond density functional theory (DFT) by more appropriately
treating electronic correlations in some relevant local subspace of the Hamiltonian.
For example, in the DFT+U and DFT plus dynamical mean-field theory (DMFT)
methods one treats beyond DFT correlations in a local subspace corresponding to
atomic-like d (for transition metals or transition metal oxides) or f (for rare earth
or actinide intermetallics) orbitals. In these applications, it is important to have a
correct local description of the local subspace, including both the correct location
of the centers of the correlated orbitals and the correct point symmetry, but the
properties of the other degrees of freedom are irrelevant. The MLWF procedure,
which treats all orbitals on an equal footing, may give a sub-optimal description of
the orbitals of interest and in particular does not guarantee that the centers and
point symmetries of the orbitals of interest are correctly described. It is important
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to note that the method of Wannier functions for entangled energy bands [Souza
et al. (2001)] also does not fulfill these goals. In this chapter we develop a technique
which allows the selective localization of a subset of Wannier orbitals, with specified
Wannier center and point symmetry.
2.3 Method
Here we derive all of the relevant equations for our formalism. For simplicity we
present a construction in which the total number of Wannier functions is equal to the
total number, J, of bands under consideration. We believe that our method can be
extended to incorporate the inner and outer window construction of Souza et al [3]
but this extension is not attempted in this chapter because it does not appear to be
necessary for the applications we consider. We formulate the problem using a “band
window” construction which in principle requires no assumptions about separation of
bands. However, the applications we envisage (for example to DMFT calculations)
require a basis set that faithfully represents the charge density. To obtain a faithful
representation of the charge density, it is essential that the lowest included band is
separated from lower bands by an energy gap, and in what follows we choose windows
such that this is the case.
In the rest of this section we first describe the selective localization of a subset of
J ′ < J orbitals, then we present the procedure for fixing the centers of the localized
orbitals and finally explain how we constrain the symmetry of the localized orbitals.
In the remainder of the chapter we use MLWF to refer to the maximal localization
method [Marzari and Vanderbilt (1997); Marzari et al. (2012)]; SLWF to refer to the
selectively localized Wannier method presented here; SLWF+C refers to the same
method with centers fixed; SLWF+CS refers to the same method with both centers
and symmetries fixed, as described in Appendix A. Our SLWF method produces
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two types of Wannier functions: objective Wannier functions (OWFs) which have a
minimum cumulative spread and remaining Wannier functions to which we assign no
specific name.
2.3.1 Selective localization




[〈r2〉n − r¯2n] (2.15)
where J ′ ≤ J is the number of objective Wannier functions that we choose; recall
that J is the total number of Wannier functions, or equivalently the number of bands
considered. Our method reduces to MLWF when J ′ = J .
Marzari and Vanderbilt showed [Marzari and Vanderbilt (1997)] that in the case
J ′ = J , Ω can be decomposed into the sum of two terms, one of which is invariant
under arbitrary unitary transformations. However, when J ′ < J , this is no longer the
case, but the minimization of the functional can still be accomplished by methods
very similar to those of Marzari and Vanderbilt.














Following Ref. Marzari and Vanderbilt (1997) we recast the expression as a discretized



















nn + b · r¯n)2 (2.19)
where Mk,bmn ≡ 〈umk|unk+b〉, b are vectors which connect a k-point to its near neigh-
bors, wb is a weight for each |b| = b such that
∑
bwbbαbβ = δαβ [see Appendix B of
Ref. Marzari and Vanderbilt (1997) for a detailed explanation].
Under the infinitesimal unitary transformation, Ukmn = δmn+dW kmn, where dW k† =
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m > J ′, n ≤ J ′
0 m > J ′, n > J ′
where A[Rk,bmn] = (Rk,bmn −Rk,b∗nm )/2, S[T k,bmn ] = (T k,bmn + T k,b∗nm )/2i.
Following Ref. Marzari and Vanderbilt (1997), we minimize Ω by updating Uk in





dW k = Gk (2.27)















using the identity G† = −G. Thus, it is guaranteed that dΩ ≤ 0. This allows us
to iteratively update the unitary matrix until a converged solution is attained. In
practice, we fix the step size by choosing  = α/4w, where w =
∑
bwb, and minimize
the spread using a nonlinear conjugate gradient method [Klöckner (2004)]. While
this method finds only local minima, we have found in practice that if a reasonable
starting point is chosen, physically reasonable minima are found and we believe these
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are global minima based on substantial testing.
2.3.2 Fixing centers
To fix the centers of our objectively localized Wannier functions we introduce a




(r¯n − r0n)2 (2.29)
where r0n is the desired center for the nth Wannier function, and λc is a Lagrange
multiplier for this constraint. Here J ′ is chosen to allow for a selective localization.





[〈r2〉n − r¯2n + λc(r¯n − r0n)2] (2.30)
We decompose Ωc in a manner similar to that in the previous subsection, but with
an additional term Ωc,ν that results from the imposed constraint:
Ωc = Ωc,IOD + Ωc,D + Ωc,ν (2.31)





















r0n · r¯n (2.34)










1− |Mk,bnn |2 + λc(Im lnMk,bnn )2
]
(2.35)




































mn)− λc Im lnMk,bnn Im(dW knmR˜k,bmn)]
(2.38)
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m > J ′, n ≤ J ′
0 m > J ′, n > J ′
Minimizing this modified functional, we obtain Wannier functions that are maximally
localized subject to the constraint of fixed centers. Although this constraint is satisfied
at the cost of some delocalization, we can still maintain a high degree of localization
through concurrent selective localization, as we illustrate in the applications below.
2.3.3 Fixing Symmetry
It is further possible to ensure that the Wannier functions obtained preserve not
only the desired centers, but also that they transform as irreducible representations of
the point group, using for example the elegant group-theory based approach recently
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introduced by Sakuma [Sakuma (2013)]. More straightforwardly one may simply
introduce additional Lagrange multipliers, as discussed in Appendix A for the case of
a one-dimensional model system. However, we have found that in all of the realistic
examples studied in this chapter orbitals which are localized to a site with a given
point group symmetry automatically transform as an irreducible representation of the
respective point group. We do not presently have an analytical understanding of this
empirical observation.
2.4 One-dimensional chain
To illustrate the utility of our method, we consider in this section a one-dimensional
periodic lattice with δ potential barriers. In this system, there are an infinite number
of isolated bands. As an example, we choose to construct a manifold of 4 Wannier
functions (ie. 4 bands) with 2 objective Wannier functions. We use a mesh with
100 k-points for MLWF, SLWF, and SLWF+C. While considering examples in which
symmetries are enforced (SLWF+CS), we use a mesh with 20 k-points, due to the
increased computational demands involved in those cases. In this one-dimensional












where a is the lattice constant, β is the dimensionless “strength" for the δ-function.
In practice, we choose a = 5, β = 0.6610. We expect that the Wannier functions are
centered at the δ-barriers (i.e. at x = ja, where j is an integer) or midway between
the δ-barriers [i.e. at x = (j+1/2)a, where j is an integer] and have definite symmetry
properties.
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Figure 2.1(a) shows the Wannier functions resulting from MLWF (i.e. J ′ = J =
4). Three potential drawbacks are apparent. First, the MLWFs are nearly equally
localized, which results in each MLWF having a relatively long tail. Second, we
observe that none of the MLWFs are centered at either x = 0, the location of the
periodic δ-potential, or x = 0.5a, the midpoint between adjacent δ-functions. Third,
we notice that the MLWFs do not transform as irreducible representations of the
order 2 point group at x = 0 nor x = 0.5a.
Panel (b) of Figure 2.1 shows the results of selective localization of two orbitals.
Compared with MLWFs, the OWFs (solid lines, red and green on line) become no-
ticeably more localized (compare the tails of the functions in panels (a) and (b)). The
numerically computed spread 〈(r − 〈r〉)2〉 of the most localized MLWF is 0.2853a2
while the OWF has a spread of 0.0162a2. However, the remaining Wannier functions
in the SLWF procedure, whose localization are ignored in the minimization proce-
dure, become very delocalized. Using SLWF thus allows us to construct more localized
objective Wannier functions at the expense of delocalization of the remaining ones.
Figure 2.1(c) presents the results obtained by fixing the centers of the two selec-
tively localized orbitals to be at x = 0.5a. Fixing the centers increases the spread rela-
tive to the case where the centers were not constrained; however it is still much smaller
than the summation of the two most localized MLWF spreads in the J = J ′ = 4 case.
Furthermore, not only are the centers now located at the chosen sites, but the orbitals
transform as the two possible irreducible representations (even and odd parity) of the
order 2 group, respectively even though we have not forced the symmetry in any way.
In this one-dimensional chain, we can also introduce extra Lagrange multipliers to
make the orbitals transform like particular irreducible representations, as outlined in
Appendix A. For example, we force both objective Wannier functions to transform as
the identity about 0.5a in the case J = 4, J ′ = 2 [see Figure 2.1(d)]. The total spread
has further increased relative to the previous case, with the spread of the second

































































Figure 2.1: Wannier functions for the 1-d chain of δ-function potentials.
Large tick marks denote the δ-function, while small tick marks denote the
midpoint. (a) MLWF for J = J ′ = 4. Ω1 = Ω4 = 0.2853a2,Ω2 = Ω3 =
0.2983a2. (b) SLWF for J = 4, J ′ = 2. Ω1 = 0.0162a2, Ω2 = 0.0162a2. (c)
SLWF+C for J = 4, J ′ = 2. Both are located at x = 0.5a; Ω1 = 0.0154a2,
Ω2 = 0.0605a
2. (d) SLWF+CS for J = 4, J ′ = 2. Both are symmetric about
0.5a; Ω1 = 0.0154a2,Ω2 = 0.1387a2.
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orbital nearly doubling, though now both orbitals are centered at x = 0.5a and both
transform as the identity representation of the order 2 group. Nonetheless, the largest
spread of the OWF is still substantially less than the most compact MLWF. It should
be noted that one must have a sufficient number of bands in the energy window
to ensure that an arbitrary constraint can be fulfilled, and this issue is empirically
addressed further in Appendix B. Further insightful examples in the one dimensional
chain are considered in Appendix B.
2.5 Applications
Having demonstrated the viability of our method in simple scenarios, we now turn
to realistic applications involving relevant materials. Here we study GaAs, SrMnO3,
and Co, as they embody three different prototypical systems. In GaAs, we will
show that our method produces atomic-like orbitals of appropriate local symmetry.
SrMnO3 is a prototypical transition metal oxide with correlated electron properties,
while in elemental Co the transition metal d-orbitals are not well separated from the
less correlated s and p orbitals.
We use the Vienna ab initio Software Package (VASP) [Kresse and Hafner (1993,
1994); Kresse and Furthmüller (1996); Kresse and Furthmüller (1996)] to perform
DFT calculations with projector augmented wave (PAW) potentials [Blöchl (1994);
Kresse and Joubert (1999)]. The exchange-correlation functional is treated within
the generalized gradient approximation (GGA), as parameterized by Perdew, Burke,
and Ernzerfhof (PBE) [Perdew et al. (1996)]. In all calculations, we use experimental
lattice constants, which are 5.653, 3.805 and 3.54Å for GaAs, SrMnO3 and Co, re-
spectively. The mesh of k-points is taken as 8×8×8 with the Γ point included. Spin
polarization is not included in the calculations. All the isosurface figures are plotted
using the XCrySDen program [Kokalj (2003)].
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While false local minima can in principle occur in our minimization procedure,
they do not seem to occur in the applications presented in this section, as long as we
start from reasonable trial projection functions.
2.5.1 GaAs
As shown in Ref. Marzari and Vanderbilt (1997) for the zinc-blende GaAs, MLWF
yields four identically localized Wannier functions (under Td), exhibiting the character
of sp3 hybrids. Here, as a model to test our method, we construct the same number
of Wannier functions but with only one objective Wannier function, and compare
the results in 3 cases: (a) constructing four Wannier functions using MLWF with
J = 4, J ′ = 4; (b) constructing four Wannier function but using SLWF with J =
4, J ′ = 1; (c) constructing four Wannier function using SLWF+C, fixing the center
of the objective Wannier function to be at the position of As, with J = 4, J ′ = 1.
In each case, the minimization is initialized with 4 trial s-orbitals, centered in the
middle of the bonds as the projection functions.
Table 2.1 reports the spreads of all four Wannier functions in each method. As
anticipated, SLWF makes the objective Wannier function (1*) most localized at the
expense of the remaining Wannier functions. SLWF thus localizes the objective Wan-
nier function at the cost of an increased total spread summed over all four Wannier
functions. SLWF also pushes the Wannier center closer to the As ion. Following
Ref. Marzari and Vanderbilt (1997) we consider β, the ratio of the distance between
the Wannier center and the Ga ion, and the length of the Ga-As bond. Using MLWF,
we obtain β = 0.618, whereas using SLWF, we obtain β = 0.706. Of course, when we
force the center to be located at the As site (SLWF+C), we have β = 1. In this case,
fixing the center only causes a mild increase in the spread of the objective Wannier
function.
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(d) Wannier function along the Ga-As bond.
Figure 2.2: Wannier functions for GaAs obtained from different methods.
In panels (a), (b) and (c), Ga ions are indicated by purple spheres on the
lattice corners; As ions are blocked from view by the Wannier function iso-
surfaces. The absolute value of the isosurfaces is 0.5/
√
V , where V is the unit
cell volume. Isosurfaces with positive amplitudes are colored red; those with
negative amplitudes are colored blue. The Wannier functions are all real-
valued. Panel (d) shows a slice of each Wannier function along the Ga-As
bond. The OWF function is plotted for the SLWF and SLWF+C methods.
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Table 2.1: Minimized spreads in GaAs (units are Å2) from different meth-
ods. An asterisk ∗ indicates the objective Wannier function constructed in
the SLWF and SLWF+C method.
MLWF SLWF SLWF+C
1∗ 2.1977 1.4283 1.4764
2 2.1977 3.0330 4.1243
3 2.1977 3.0330 4.1243
4 2.1977 3.0330 4.1243
In Figure 2.2, we present plots showing the objective Wannier function obtained
via the different methods. Interestingly, when we fix the center to locate at the
position of As, the shape of the objective Wannier function naturally changes such
that it transforms like the identity under Td. Figure 2.2(d) further illustrates that
SLWF smooths out the large bumps that arise in solutions obtained using MLWF.
In summary, we have demonstrated that SLWF has functionality that cannot be
achieved using MLWF.
2.5.2 SrMnO3
We next turn to consider the Wannier functions corresponding to the d-orbitals of
Mn and p-orbitals of O in the cubic perovskite SrMnO3. In this material, there is an
isolated manifold of 14 bands, which encompasses the Fermi energy. This manifold
is predominantly composed of Mn d and oxygen p character (see Figure 2.7). MLWF
will localize all 14 Wannier functions weighted equally. However, the physics of this
compound is driven by correlations on the d-orbitals, so we seek a method which
adequately localizes only these orbitals. We therefore apply our SLWF to localize 5
objective Wannier functions out of the total 14. We initialize using 5 trial d-orbitals
centered on Mn and 9 trial p-orbitals centered on O as the projection functions.
2. Selectively localized Wannier functions 41
Table 2.2: Minimized spreads in SrMnO3 and Co (units are Å
2) obtained
via MLWF and SLWF.
SrMnO3 Co
MLWF SLWF MLWF SLWF
3z2 − r2 0.5056 0.5006 0.5144 0.5051
xz 0.5486 0.5467 0.8505 0.5615
yz 0.5486 0.5467 0.8505 0.5615
x2 − y2 0.5056 0.5006 0.5144 0.5051
xy 0.5486 0.5467 0.8505 0.5615
(a) MLWF.
(b) SLWF.
Figure 2.3: Comparison between the MLWF and SLWF method for
SrMnO3. Sr is the light blue sphere in the center, Mn is the blue sphere
on the corner, O is the red sphere. In both panels, the 5 d-like Wannier
functions are in the order of 3z2 − r2, xz, yz, x2 − y2, xy, from left to right.
The absolute value of the isosurfaces is 0.1/
√
V .
In Table 2.2, we compare the spreads of the 5 d-like MLWFs and the OWFs.
Though the differences are very minimal, SLWF constructs d-like Wannier functions
that are slightly more localized. In Figure 2.3, we plot an isosurface of 0.1/
√
V for
both cases, in which the Wannier functions transform like eg and t2g orbitals centered




















Figure 2.4: Wannier function along the z axis for the 3z2− r2-like Wannier
function generated from MLWF and SLWF in SrMnO3.
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(a) MLWF.
(b) SLWF.
Figure 2.5: Comparison between the MLWF and SLWF method for Co. Co
atoms are indicated by blue spheres on the lattice corners. In both panels,
the 5 d-like Wannier functions are in the order of 3z2 − r2, xz, yz, x2 − y2,
xy, from left to right. The absolute value of the isosurfaces is 0.2/
√
V .
at the Mn site. Compared with the MLWFs, the OWFs show noticeably smaller tails.
However, since the value of the isosurface in the plot is quite small, the differences
are in fact very minimal. This feature is also apparent in the plot along the z axis
for the 3z2 − r2-like MLWF and OWF shown in Figure 2.4.
In summary, in the high symmetry, separated band case of SrMnO3, our SLWF
procedure has very minimal differences as compared to MLWF in terms of the spread
for this test case. Further analysis will be performed in the next section where we
analyze the Hamiltonian.
2.5.3 Co
The final example considered is Co, a transition metal in which the electronic
structure is less ionic than a transition metal oxide. Additionally, and unlike the cases


















Center axis of each lobe
Co
Figure 2.6: Wannier function along the center axis of each lobe for the
xz-like Wannier function generated from MLWF and SLWF in Co. The
light lines (green online) represent MLWF while the dark lines (red online)
represent SLWF. For a given method, the solid lines are along the lobes with
positive phase while the dashed lines are along the ones with negative phase.
The horizontal axis is in units of the lattice constant.
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considered in the previous two subsections, there is no clear separation between the
highest retained bands and subsequent bands in the electronic structure. Specifically,
we consider Co in the face centered cubic (FCC) structure, and we construct a set of
6 Wannier orbitals by including the lowest 6 bands, which encompasses the narrow
d bands and free-electron-like s band which hybridizes with the d bands. In our
SLWF construction we choose 5 objective Wannier functions (ie. J = 6 and J ′ = 5).
We initialize both cases by using atom-centered trial d-orbitals together with a trial
s-orbital which is centered around one of the tetrahedral-interstitial sites.
The right-hand column of Table 2.2 summarizes the spreads of the 5 d-like Wannier
functions obtained using the two localization methods. As shown, SLWF decreases the
spread relative to MLWF in all 5 orbitals, with strong decreases in the t2g manifold.
It is also worth noting that the OWFs we obtain using SLWF in Co are nearly as
localized as in SrMnO3. In Figure 2.5, we compare the isosurface plots of the d-like
MLWFs and the OWFs. In the MLWF case we still use the same orbital labels for
the three t2g-like orbitals for simplicity although the t2g-like MLWFs have apparently
lost t2g symmetry and there are indications that the s-orbital has been mixed in. In
Figure 2.6, we plot one of the t2g-like MLWFs and OWFs along the center axis of each
lobe, in units of the lattice constant. It is obvious that the 4 lobes in MLWF do not
have the same shape any more while the OWF preserves the t2g symmetry. Therefore,
we conclude that SLWF offers improvements for creating atomic-like d-orbitals for use
in beyond-DFT methods in transition metals.
2.6 Hamiltonian in MLWF and SLWF bases
Thus far we have only examined the spatial properties of the Wannier orbitals,
but another important aspect of the Wannier orbitals is the nature of the Hamilto-
nian in this basis. In order to elucidate this and to understand the differences in
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the Hamiltonians for MLWF and SLWF, we will follow the analysis put forward by
Toropova et al. (2007) in constructing Hamiltonians for SrMnO3 and Co. In general
we will have a k-space Hamiltonian with an objective orbital block and some other
block of states that hybridizes with the objective block. In our test cases the objective
orbitals correspond to a d-block while the hybridizing orbital would be an s-orbital
for Co and p-orbitals for SrMnO3:
H(k) =
 Hd(k) V (k)
V †(k) Hsp(k)
 (2.43)
where the subscript sp simply denotes the block of orbitals that are not d. The effect
of hopping within the d-manifold versus hybridization can easily be seen in the “sliced"
band structure. This simply amounts to setting V (k) .= 0 and then diagonalizing the
separate blocks of the Hamiltonian at each k-point, yielding a set of bands for each
block. This allows one to see the bandwidth generated solely from hopping within the
respective manifold, and the difference with the DFT band structure indicates the
role of hybridization. We consider the case of SrMnO3 and Co, following the Wannier
procedure that was outlined above.
In the case of SrMnO3, we see that the d-bands have several differences (see Figure
2.7). The t2g bands are narrower for SLWF, while the eg bands are narrower for
MLWF. The latter observation is particularly counterintuitive given that one clearly
observes an enhanced localization of the objective eg orbitals in Figure 2.3. However,
these differences are most likely not relevant for actual calculations.
In the case of Co, the differences between SLWF and MLWF are larger (see Figure
2.8). In the case of MLWF, one can see that at the W point the s-band is roughly
3eV away from the DFT band, indicating a strong hybridization between the s-like
and d-like MLWFs must be present. This is a symptom of the character mixture that
we visually observed in Figure 2.5 and quantified via the substantially larger spread of

































Figure 2.7: Sliced Band structures of SrMnO3. In both panels, dashed
gray lines represent the DFT band structure; solid dark lines (red online)
represent bands for the block Hd; solid light lines (green online) represent
bands for the block Hp.





























Figure 2.8: Sliced Band structures of Co. In both panels, dashed gray lines
represent the DFT band structure; solid dark lines (red online) represent
bands for the block Hd; solid light lines (green online) represent bands for
the block Hs.
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the t2g-like orbitals. In contrast, the s-band obtained in the SLWF procedure nicely
tracks the DFT band in the region of the W -point. The complimentary aspect of this
result is that the sliced SLWF d-bands more closely track the relevant DFT bands.
The same points can be made near the K-point. It appears clear in this case that the
SLWF procedure results in a more appropriate set of d-orbitals from the perspective
of the Hamiltonian.
2.7 Conclusions
We have generalized the algorithm introduced by Marzari and Vanderbilt [Marzari
and Vanderbilt (1997)] to allow for the maximal localization of a subset of Wannier
functions, with fixed centers and symmetry. This scheme allows us to achieve greater
localization for the selected subset of Wannier functions. We found that simply fixing
the Wannier center produced orbitals that transformed as appropriate irreducible
representations of the local point group even without specifying the symmetry.
We illustrated our method on GaAs, SrMnO3, and Co. From the study of GaAs
we demonstrate the power of our approach by constructing a single Wannier orbital
which transforms like the identity, in addition to three delocalized orbitals which span
the 4-band s−p manifold. In the case of SrMnO3, we found that our SLWF procedure
yielded results very similar to those found in the MLWF procedure, suggesting that
MLWF may be sufficient for beyond-DFT calculations in transition metal oxides. In
the case of Co, SLWF offer notable improvements and results in a much purer set of
d-orbitals, which could be very important in the context of DFT+DMFT calculations.
Future work should be performed explicitly comparing these two approaches in the
context of DFT+DMFT. Implementing our approach within existing MLWF codes is
straightforward.
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Chapter 3
Electron interactions, spin-orbit
coupling, and intersite correlations in
pyrochlore iridates
3.1 Overview
In this chapter, we present the physics of spin-orbit coupling in geometrically
frustrated strongly correlated materials. In Sec. 3.2, we introduce the background
of pyrochlore iridates (R2Ir2O7) in both theory and experiments. In Sec. 3.3, we
summarize the techniques used in our calculations; In Sec. 3.4, we illustrate the generic
phase diagram obtained by means of cluster DMFT; In Sec. 3.5, we take Eu-, Y- and
Lu-compounds as examples to discuss the R-dependent MIT by comparing the results
within DFT+U+SOC and DFT+single-site/cluster DMFT in both paramagnetic and
magnetic states. Appendix C and D provides technical details of the calculation. This
chapter follows Wang et al. (2017b).
3.2 Introduction
The interplay of electron-electron interactions and spin-orbit coupling (SOC) is a
central topic in quantum materials [Pesin and Balents (2010)]. The combination has
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been predicted to lead to novel phases including chiral spin liquids [Nakatsuji et al.
(2006); Machida et al. (2010)], Weyl semimetals (WSM) [Wan et al. (2011); Witczak-
Krempa and Kim (2012); Witczak-Krempa et al. (2013)], and axion insulators (AI)
[Wan et al. (2011); Go et al. (2012)]. This physics may be particularly relevant to the
iridium oxides, which are characterized by spin orbit and correlation energies that are
comparable to each other and to the conduction bandwidth. The pyrochlore iridates
R2Ir2O7 (R-227, R=rare earth elements or Y) have been intensively studied in this
context.
By means of a “plus U ” extension of density functional theory, Wan et al. predicted
that Y-227 was a Weyl semimetal, with all-in/all-out (AIAO) antiferromagnetic order
[Wan et al. (2011)]. The WSM phase was later found in model system studies applying
the Hartree-Fock [Witczak-Krempa and Kim (2012); Witczak-Krempa et al. (2013)]
and cluster dynamical mean-field [Go et al. (2012)] approximation to a tight binding
model. The possibility of an axion insulator phase was suggested in Ref. Wan et al.
(2011) (although the phase was not predicted by the DFT+U used in this reference)
and the phase was found by Go et al. (2012) who argued that both the insulating
noninteracting phase and the CDMFT method are necessary to realize this phase.
Experimental studies of the R-227 pyrochlore family of compounds reveal a sys-
tematic dependence of properties on R. Pr-227 is a paramagnetic metal with a re-
sistivity that decreases as temperature decreases down to the lowest measured tem-
perature [Nakatsuji et al. (2006)], while as R is changed across the rare earth series
the resistivity increases and a metal insulator transition (MIT) occurs, with a tran-
sition temperature and optical gap that depends systematically on R [Yanagishima
and Maeno (2001); Matsuhira et al. (2007, 2011); Zhao et al. (2011); Ishikawa et al.
(2012); Disseler et al. (2012a); Guo et al. (2013); Ueda et al. (2016)]. The metal-
insulator transitions are accompanied by magnetic transitions, the nature of which
is still under debate. Early work by Taira et al. suggested the magnetism was gen-
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eralically spin-glass-like [Taira et al. (2001)], and this finding was recently confirmed
by Kumar and Pramanik [Kumar and Pramanik (2016)]. Onset of spin precession in
muon spin rotation experiments indicated the presence of long-range magnetic order
in Eu-227, Y-227, Yb-227 and Nd-227 [Zhao et al. (2011); Disseler et al. (2012a);
Guo et al. (2013)], but most neutron scattering measurements did not detect the new
magnetic Brag peaks signalling magnetic order for Nd-227 and Y-227 [Disseler et al.
(2012a,b); Shapiro et al. (2012)]. Interpretation of the neutron results is however
complicated by the relatively small values of the ordered moment and the large neu-
tron absorption cross section of Ir. An intermediate disordered phase between the
magnetic transition and the onset of the long-range order has been reported in Nd-
227, Sm-227 and Y-227 [Disseler et al. (2012a,b); Graf et al. (2014)], but most studies
agree that long-range order appears concomitantly with the magnetic transition in
Eu-227 [ Zhao et al. (2011); Ishikawa et al. (2012)]; Yb-227 [Disseler et al. (2012a)]
and Nd-227 [Guo et al. (2013)]. Strong evidence of AIAO magnetic order was reported
in recent studies [Tomiyasu et al. (2012); Sagayama et al. (2013); Disseler (2014)] and
for Nd-227 a direct determination of the AIAO magnetic structure was reported by
the neutron scattering measurement [Guo et al. (2016)]. An AIAO-type structure,
which breaks the time-reversal symmetry while preserving the inversion symmetry,
is essential for the realization of the theoretically predicted Weyl semimetal phase in
pyrochlore iridates, but whether or not this phase occurs remains unclear. A recent
optical experiment gave indications for a WSM in Eu-227 [Sushkov et al. (2015)] and
in Ref. Ueda et al. (2016) optical data were interpreted as indicating to the pres-
ence of a Weyl semimetal state in Sm-227 and perhaps Eu-227, while angle-resolved
photoemission spectroscopy (ARPES) measurements in Nd-227 failed to observe the
Weyl points [Nakayama et al. (2016)].
Motivated by the theoretical predictions of novel phases and discrepancies between
experimental reports, two density functional plus single-site dynamical mean-field
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(DFT+sDMFT) studies of pyrochlore iridates were recently carried out. In Ref. Shi-
naoka et al. (2015), Shinaoka et al. obtained a phase diagram for Y-227 in correlation
strength (U)-temperature (T ) plane. As U was varied they found a crossover be-
tween a paramagnetic metallic phase and paramagnetic insulating phase at high T ,
and a coupled MIT and magnetic transition to an AIAO insulator at lower T . A
WSM phase was not found. Zhang et al. (2017) studied the R-dependence of the MIT
by performing DFT+sDMFT calculations for several members of the family. They
found good agreement with the measured trends of magnetic transition temperature
with R, and reported that for the U value they considered all non-magnetic phases
were metallic. The zero temperature metal-insulator boundary was predicted to be
between Nd-227 and Pr-227 and consistently with Shinaoka et al the magnetic phases
were topologically trivial insulators: a Weyl semimetal phase was not found.
In this work, we go beyond previous work by performing DFT plus cluster DMFT
(DFT+CDMFT) calculations for the pyrochlore iridates. To clarify the direct contri-
bution from the Ir sublattice, we focus on the compounds Lu-227, Y-227 and Eu-227
for which the R ion is nonmagnetic. A key finding of the cluster calculations is a
relatively wide range of stability of a Weyl metal phase with tilted Weyl cones, sug-
gesting a key role played by intersite quantum fluctuations in stabilizing topological
physics.
We also consider the dependence of physical properties on rare earth ion R and
perform a critical comparison of the predictions of single-site and cluster dynamical
mean-field theory. We find that the single-site approximation overpredicts gap values
and fails to account for the substantial difference in observed properties of the Y and
Eu compounds, predicting instead that the behavior of these two materials should
be essentially identical at temperatures greater than the Néel temperature. It also
predicts that the insulating gap in these compounds is much larger than any exper-
imentally reasonable value. Shinaoka et al. (2015) found a paramagnetic insulator
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phase at high T in their sDMFT calculations. Given the differences in methods, this
is in reasonable agreement with our results. These failures of the single-site dynam-
ical mean-field approximation are not expected in electronically three dimensional
materials. On the other hand, our CDMFT calculations yield a reasonable gap range
which is consistent with the transport data, and, when magnetic order is included,
account for a considerable portion of the difference between the Y and Eu materials.
We demonstrate that it is the intersite correlations, most likely of antiferromagnetic
origin, that lead to the material-dependence in the physics of Y-227 and Eu-227.
3.3 Methods
The structure of pyrochlore iridates is presented in Fig. 3.1(a). The Ir atoms
form corner-sharing tetrahedra and each Ir is surrounded by a distorted oxygen oc-
tahedron which determines the local symmetry of the Ir site. The relevant electrons
reside in the Ir 5d shell and are subject to both on-site correlations and strong spin-
orbit coupling. We treat this physics using the density functional plus dynamical
mean-field approximation. As a first step, we employ the Vienna Ab-initio Sim-
ulation Package (VASP) [Kresse and Hafner (1993, 1994); Kresse and Furthmüller
(1996); Kresse and Furthmüller (1996); Kresse and Joubert (1999)], which is based
on projector augmented wave (PAW) method [Blöchl (1994)], to perform fully rela-
tivistic paramagnetic DFT calculations including the on site Coulomb interaction U
(within the DFT+U approximation). In our study, we focus on Lu-227, Y-227 and
Eu-227 in which the rare earth element is non-magnetic and use the experimental
structures [Taira et al. (2001)] in all calculations. The generalized gradient approx-
imation (GGA) in the Perdew, Burke, and Ernzerfhof (PBE) [Perdew et al. (1996)]
parametrization is used as the exchange-correlation functional. In all calculations, we




























Figure 3.1: (a) Crystal structure of pyrochlore iridates. The large dark
sphere (blue online) is the R site; the large light sphere (grey online) is Ir; the
small one (red online) is O. (b) Band structure of Y-227 within paramagnetic
DFT+U+SO. The energy window is chosen to include Ir t2g bands, which
split into the higher-energy Jeff = 1/2 (dark (blue online) solid lines) and
lower-energy Jeff = 3/2 (dark (blue online) dashed lines) manifold in the
presence of SOC. The light (red online) bands are irrelevant non-iridium
d-states. (c) Brillouin zone of the fcc lattice.
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take 8×8×8 k-point mesh and a plane wave energy cut-off of 500eV. For the DFT+U
calculations, U = 2eV is applied on Ir as the effective on site Coulomb interaction.
Representative results are shown in Fig. 3.1(b). The bands near the fermi level
arise mainly from Ir t2g states with some mixture with O p states. The strong spin
orbit coupling splits the Ir t2g states into a lower-lying Jeff = 3/2 manifold and a
higher-energy Jeff = 1/2 manifold. The 4+ Ir formal valence leaves the Jeff = 3/2
manifold fully filled and electrically inert while the Jeff = 1/2-derived bands are half-
filled and most relevant to the low-energy physics. We use the maximally localized
Wannier function (MLWF) methods [Marzari and Vanderbilt (1997)], as implemented
in the Wannier90 code [Mostofi et al. (2014)] with the VASP interface, to project the
Jeff = 1/2 band complex onto a basis of states localized on the Ir atoms. The Wan-
nier bands provide an essentially perfect fit to the calculated DFT bands, as expected
since the bands being fit are isolated from other bands by energy gaps. After the con-
struction, the MLWFs centered on a given site are rotated to an orientation adapted
to the local octahedra. The rotation was determined by comparing the tight-binding
Hamiltonian in Ref. Go et al. (2012) to the corresponding Wannier Hamiltonian so
that nearest neighbor hopping parameters are the same. It is important to note that
the degree to which the Jeff = 1/2 and Jeff = 3/2 band complexes are separated
depends on U . It is also important to note that the low point symmetry of the in-
dividual Ir ion and the fact that the on-site angular momentum quantum number is
not conserved by the intersite terms in the Hamiltonian mean that the bands labelled
as Jeff = 1/2 have contributions also from atomic Jeff = 3/2 states as well as oxygen
atoms. This subtlety is not important for our calculations, which are based on the
Wannier fitting to the calculated bands. In the Wannier projection, the spin-orbit
coupling effects appear as a spin dependence of the hopping terms.
We then take the Wannier projected Hamiltonian, add an on-site U to each Ir site,
and solve the resulting model using either single-site (sDMFT) or cluster (CDMFT)
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approximations [Georges et al. (1996); Kotliar et al. (2001); Bolech et al. (2003); Maier
et al. (2005)]. In sDMFT calculations, we treat each Ir atom independently, assuming
a self energy with only site-local components. In our CDMFT calculations we choose
the real-space cluster as the four Ir ions on the vertices of a tetrahedron. We study
both paramagnetic and antiferromagnetic phases. In the paramagnetic calculations,
bath parameters are constrained in the way determined by the double group analysis
for this system, following the method put forward by Koch et al. (2008). Appendix C
provides details of the symmetrization of bath parameters in paramagnetic sDMFT
and CDMFT calculations.
The CDMFT approximation does not treat all bonds in the physical lattice equally.
The self energy computed in the impurity model includes intersite matrix elements
of the self energy among sites in the cluster, but in the impurity model stage the
self energy matrix elements involving symmetry-equivalent bonds connecting sites in
different clusters are not included. In the literature, the process of restoring transla-
tional symmetry is referred to as ‘periodization’. In our case the tetrahedral cluster
is a primitive unit cell of the pyrochlore lattice, so the impurity model self energy is
periodic, but it does not obey all of the point symmetries of the lattice. Even though
the symmetrization matters for the precise location of the Weyl crossing, it makes
only a very small difference to the quantities of interest in this chapter. Therefore the
results presented here are obtained directly from the computed CDMFT self energy.
Symmetrization and its consequences (particularly for the behavior near the Weyl
points) will be presented in Chap. 4.
We use exact diagonalization (ED) [Caffarel and Krauth (1994)] as the impurity
solver. In the ED method, one approximates the bath by a finite number of orbitals,
and errors due to finite bath size are an issue. We perform cluster DMFT calculations
using four correlated and eight bath orbitals (Nb = 8), which is the largest number
we can access, and discuss convergence in Appendix D. At finite bath size, the DMFT
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self-consistency is not perfect, so that results for local quanities calculated using the
impurity model may differ from those calculated using the lattice Green function.
In this thesis, all the physical properties are computed based on the lattice Green
function.
3.4 Phase diagram, spectral function and magnetic
properties
This section analyses the generic ground-state phase diagram as a function of
interaction strength U . For definiteness we present results obtained using the band
structure computed for the Y compound but note that all compounds yield qualita-
tively similar results, with the only differences being the values of U at which phase
transitions occur and the quantitative values of gaps and magnetic moments. The
material dependence will be considered in more detail in the next section.
We begin with the generic ground state phase diagram obtained from DFT+CDMFT
calculations shown in panel (a) of Fig. 3.2. As U is increased we find a transition from
a paramagnetic metal state to an antiferromagnetic metal state with AIAO order and
Weyl cones, followed by a metal-insulator transition at larger U . The symmetry of
the magnetic state does not change across the metal-insulator transition. Everywhere
that it can be stabilized, the antiferromagnetic phase is the ground state, but the para-
magnetic phase exists as a higher energy metastable phase over the remarkably wide
range of U shown as the shaded region in panel (a).
The sequence of phases shown in Fig. 3.2 (a) was reported in the DFT+U cal-
culations of Wan et al. (2011) and also in the Hartree-Fock phase diagram [Witczak-
Krempa and Kim (2012); Witczak-Krempa et al. (2013)]. The intermediate Weyl
metal phase is not found in recent LDA+single-site DMFT studies [Shinaoka et al.





















Figure 3.2: (a) Generic ground state phase diagram for pyrochlore iridates
obtained with DFT+CDMFT calculations as described in the main text. The
shaded region indicates the interaction strengths for which the paramagnetic
phases are locally stable, but higher in energy compared than the antifer-
romagnetic phases. Abbreviations: PM-M, paramagnetic metal; AF-M, an-
tiferromagnetic metal with AIAO magnetic ordering and Weyl cones; AF-I,
antiferromagnetic insulator with AIAO ordering but without Weyl cones. (b)
Energy as a function of the interaction strength for all the states obtained
with DFT+CDMFT for Y-227. The small filled circles indicate the energy of
the paramagnetic phase. The open squares represent the antiferromagnetic
insulating phase and the open circles represent the antiferromagnetic metal-
lic phase. The precise behavior near U ∼ 0.5− 0.6eV is not resolved due to
finite bath size effects.




























Figure 3.3: 〈S〉 as a function of the interaction strength for both Y-227 and
Eu-227. The results are obtained within CDMFT. The solid lines identifies
the evolution of the ground state while the dashed lines identifies the evolu-
tion of the metastable phases. The open symbols represent the antiferromag-
netic phases which are obtained by decreasing U . The filled symbols represent
the paramagnetic phases which are obtained by increasing U . The inset of
this figure shows the U -dependent behavior of the double occupancy for the













will leave the discussion of the material dependence to the next section.
(2015); Zhang et al. (2017)], which report instead a direct transition from paramag-
netic metal to AIAO antiferromagnetic insulator. The CDMFT calculations predict
a much wider range of Weyl-metal behavior than that in the Hartree-Fock calcula-
tions, indicating the importance of the intersite quantum fluctuations captured by
the CDMFT method.
Panel (b) of Fig. 3.2 presents the evolution with U of the ground state energy
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where H0 is the projection of the DFT Hamiltonian on the Jeff = 1/2 MLWF basis,
G(k, iωn) is the interacting Green function defined as G(k, iωn) = [(iωn + µ)1 −
H0(k)−Σ(iωn)]−1 and G and Σ are matrices in the 8× 8 space of Jeff = 1/2 orbitals
on the tetrahedron. The small discontinuity in energies at the lower U end of the
antiferromagnetic phase is a finite bath size error and is related to first order nature
of the PM-AF transition in our approximation. Where it can be stabilized we also
report the energy of the metastable paramagnetic metallic state.
To further characterize the phase behavior we calculated the expectation value of
the spin operator on each site, 〈~S〉. The magnetic order is found to be of the AIAO
type. We present in Fig. 3.3 the evolution with interaction strength of the size of the
moment
√〈Sx〉2 + 〈Sy〉2 + 〈Sz〉2. The magnetic moment values saturate at large U .






+ 1), reflecting quantum
fluctuations in the pyrchlore lattice, which are captured by the CDMFT methodology.
We see that the paramagnetic metal to antiferromagnetic metal transition is as-
sociated with a large jump in moment size. We therefore identify this transition as
first order, consistent with the wide hysteresis region where both paramagnetic and
antiferromagnetic solutions may be stabilized. The nature of Weyl metal to trivial
insulator transition is less clear. The more detailed discussion in the next chapter
shows that actually two transitions occur: Weyl metal → Weyl semimetal and Weyl
semimetal → insulator.
In Fig. 3.4 we present the DFT+CDMFT electron spectral function (imaginary
part of lattice Green function) for values of interaction strength in the paramagnetic
metal (a), antiferromagnetic metal (b) and antiferromagnetic insulator (c) phases.
3. Electron interactions, spin-orbit coupling, and intersite correlations in pyrochlore iridates62
Figure 3.4: Spectral function for Y-227 in (a) paramagnetic metallic phase
(b) antiferromagnetic metallic phase and (c) antiferromagnetic insulating
phase. The dashed circle in panel (b) highlights the region where the Weyl
crossing occurs. The zero of energy is the chemical potential.
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The circle in panel (b) highlights the band crossing that produces Weyl cones. The
presence of this crossing above the fermi level leads to metallic pockets at the fermi
level. The metal-insulator transition occurring as U is further increased is driven by
the combination of a transition out of the Weyl phase (annihilation of pairs of Weyl
points), so the degeneracy at the Weyl point is lifted and a band gap is opened, and
by a lifting of the bands at Γ point, as shown in Fig. 3.4 (c). The details of the
behavior of the Weyl points are complicated, especially near the large-U end point of
the antiferromagnetic metallic phase, and will be discussed in the next chapter.
3.5 Dependence of properties on rare earth ion
Varying R across the lanthanide rare earth series drives a significant change in
properties of the pyrochlore iridates. Pr2Ir2O7 is metallic down to lowest temperature
[Nakatsuji et al. (2006)] and the materials become progressively more insulating as
Pr is replaced by Sm, Eu, Y and Lu [Yanagishima and Maeno (2001); Matsuhira
et al. (2007, 2011); Zhao et al. (2011); Ishikawa et al. (2012); Disseler et al. (2012a);
Guo et al. (2013); Witczak-Krempa et al. (2014); Ueda et al. (2016)] (While Y is
not a lanthanide rare earth the Y compound fits naturally in this progression). The
change in behavior is manifest both as an R dependence of the magnetic transition
temperature and as a progressive increase in the magnitude of the high temperature
(paramagnetic phase) resistivity (except the Dy compound is reported to be more
resistive than the Ho compound [Matsuhira et al. (2011)]). The DFT+single-site
DMFT methodology was found by Zhang et al. (2017) to account quantitatively for
the variation with R of the magnetic transition temperature. For the materials studied
the variation was traced to a change in bandwidth which was reflected in changes in
the hybridization function. For the interaction strength used by Zhang et al, the
paramagnetic phases were stated to be metals.
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While all experimental papers report similar trends, the details of the reported
resistivities vary, perhaps in part because the properties are very sensitive to the
stoichiometry. The consensus is that the Y compound is a paramagnetic insula-
tor, with high temperature resistivity that is large and increases as T is decreased,
while the reported high temperature behaviors of the Eu compound are inconsistent.
We fit the reported [Yanagishima and Maeno (2001); Matsuhira et al. (2007, 2011);
Ishikawa et al. (2012); Disseler et al. (2012a); Sagayama et al. (2013); Liu et al. (2014);
Takatsu et al. (2014); Kumar and Pramanik (2016)] resistivities to ρ(T ) = ρ0eEg/T .
For Eu-227, the analysis led to estimated gap values Eg = 0 ∼ 26meV; for Y, the
corresponding values were Eg = 13 ∼ 64meV. Optical data [Ueda et al. (2016)] show
a hard gap of 0.2eV (Eu-227) and 0.4eV (Y-227) at low temperatures, and somewhat
smaller and rather broadened gaps in the same materials at room temperature. On
the other hand, the high temperature resistivity reported for Y-227 is about tenfold
higher than Eu-227 [Yanagishima and Maeno (2001); Ueda et al. (2016)].
We first use the single-site dynamical mean-field method to study the U -dependence
of the spectral gap of Lu-227, Y-227 and Eu-227. We constrain the calculation to
the paramagnetic phase. Results are shown in Fig. 3.5. We see an insulating (non-
zero-gap) phase at larger U and a metallic (zero gap) phase at smaller U . As is
typically found in the single-site dynamical mean-field method there is a wide coexis-
tence regime where both insulating and metallic phases are locally stable. As is also
typical, computations of the energy show that the metallic phase has the lower energy
over essentially all of the coexistence region (some uncertainty remains as to the rel-
ative energies of the two phases for U close to the upper boundary of the coexistence
region, where the energy difference is comparable with the fitting error resulting from
finite number of bath orbitals). The minimum gap magnitude ∼ 0.7eV of the glob-
ally stable paramagnetic insulating state is much larger than any gap estimated from
transport or optical Ueda et al. (2016) data. Within the single-site DMFT method-


















Figure 3.5: Gap size as a function of the interaction strength obtained
within paramagnetic sDMFT. For all compounds, the filled symbols repre-
sent the metallic phase which is obtained by increasing U while the open
symbols represent the insulating phase which is obtained by decreasing U .
The solid lines identify the evolution of the ground state while the dashed
lines represent the metastable phases.
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ology, obtaining a globally stable small-gap solution requires antiferromagnetic order
and the consequence is that when the order is melted metallic behavior would occur
[see e.g. Ref. Zhang et al. (2017)]. The moderate gap paramagnetic insulator phase
observed in some pyrochlore iridates is therefore beyond the scope of the single-site
DMFT method. However, it is important to stress that the DFT+single-site DMFT
methodology successfully explains important aspects of the material dependence, as
previously shown by Zhang et al. (2017). In particular, at any U value, Lu-227 exhibits
a noticeably larger gap compared with Y-227 or Eu-227, consistent with experiments.
Interestingly, however, the calculated gaps for Y-227 and Eu-227 are almost identical,
in constrast to the obvious material dependence evidence in the paramagnetic phase
resistivity.
We now turn to the CMDFT calculations, shown in Fig. 3.6. Panel (b) shows
CDMFT calculations restricted to the paramagnetic phase. As in the single-site
approximation we find a small U metallic phase and a larger U insulating phase, with
an intermediate U coexistence region and we find that the Lu material has a noticeably
larger gap than the Y and Eu materials. In contrast to the single-site approximation
it is the insulating state which is stable over the entire coexistence region, thus the
CDMFT critical U for the paramagnetic metal-paramagnetic insulator transition is
about 60% of the single-site DMFT critical U . A similar behavior and similar contrast
in critical U was observed in studies of the two dimensional Hubbard model [Park
et al. (2008); Gull et al. (2008b)]. We have not determined whether the paramagnetic
metal to paramagnetic insulator transition is second order or weakly first order, but
solutions with a very small gap can be sustained. These calculations suggest that
intersite correlations are essential in describing the physics of the pyrochlore iridates.
Panel (b) of Fig. 3.6 shows that even the paramagnetic phase CDMFT calcula-
tions predict essentially no difference between the Y and Eu materials. However,
panel (a) of Fig. 3.6 shows that a moderate material difference does appear if the
























Figure 3.6: Gap size as a function of the interaction strength obtained
within (a) magnetic CDMFT (6 bath orbitals) and (b) paramagnetic CDMFT
(8 bath orbitals). Convergence difficulties related to the finite bath size
prevent us determining the gap size in the vicinity of the metal-insulator
transition; the critical U is estimated using a linear extrapolation (dotted
lines). The two panels share the same ordinate. In panel (a), the insulating
phase is shown by open symbols; in panel (b), the filled symbols represent
the metallic phase which is obtained by increasing U while the open symbols
represent the insulating phase which is obtained by decreasing U . The solid
lines identify the ground state while the dashed lines represent metastable
phases.
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antiferromagnetic phase is considered (a material dependence occurs also in the anti-
ferromagnetic phase single-site DMFT calculations, but these calculations are much
more difficult to stabilize). The ratio of gap sizes is of course largest near the end
point of the insulating phase. The difference, although notable, is rather less than
the factor of two reported by Ueda et al in a recent optical study [Ueda et al. (2016)].
By a direct comparison to the optical gaps, we estimate a correlation strength (U)
of 1.3eV in Y-227 and 1.2eV in Eu-227. Fig. 3.3 shows the material dependence of
the magnetization; again the difference is largest in the range U ∼ 0.9 − 1.1eV near
the metal-insulator transition point. The nearly 10% relative difference in 〈S〉 for
U in this range is consistent with the µSR measurement [Disseler (2014)], in which
the local magnetic field was reported to be ∼ 10% smaller in Eu-227 than in Y-227.
Interestingly, the double occupancy shown in the inset of Fig. 3.3 is the same for
both materials, indicating that the effective correlation strength is the same. Thus
we conclude that in the calculation the difference between the Y and Eu materials
arises from an intersite effect related to magnetic ordering (or correlations) and is not
directly related to bandwidth or effective correlation strength.
As the first step towards understanding the origin of the material differences,
we present in Fig. 3.7 the total density of states in the paramagnetic state for Lu-
227, Y-227 and Eu-227, in an energy window near the fermi level where the states
arise from Ir Jeff = 1/2 orbitals with some admixture of O p orbitals, by means of
DFT+U+SO. We see that Lu-227 has a narrower bandwidth than Y-227 or Eu-227
so that the ratio of correlation strength to bandwidth is larger in the Lu material
than in the Y or Eu materials. We conclude, in agreement with Zhang et al. (2017),
that the more insulating behavior of Lu-227 can be understood as a bandwidth effect
that is captured by the single-site DMFT approximation. However, we see that the
density of states of Y-227 and Eu-227 are very similar, except for a shift of the peak
at E ∼ −0.15eV, supporting the hypothesis that the Y-Eu material difference does





















Figure 3.7: Total density of states in Jeff = 1/2 manifold obtained within
paramagnetic DFT+U+SO calculations for Lu-227, Y-227 and Eu-227. The
dashed line denotes the fermi energy.
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not arise directly from a difference in the ratio of bandwidth to correlation strength.
Further insight is obtained from the bare hybridization function ∆0. This is the
crucial input to the single-site and cluster dynamical mean-field calculations. It is
defined in terms of the bare local Green function G0loc defined as the matrix-elements
of the band theory Green function Gband = [(ω + µ)1−HKohn−Sham]−1 onto the
maximially localized Wannier functions associated with the two Jeff = 1/2 states of
single Ir site (sDMFT) or the 8 states associated with a tetrahedron (CDMFT). Then
∆0(ω) = (ω + µ)1− (G0loc(ω))−1 (3.2)
In the single-site DMFT approximation ∆0 is a 2×2 matrix; in the paramagnetic
state time reversal invariance ensures that it is proportional to the unit matrix, so is
described by one function of frequency, whose imaginary part is shown in Fig. 3.8(a)
for the Y and Eu materials. We see that the single-site DMFT bare hybridization
functions for the two compounds are essentially identical, explaining why the single-
site DMFT approximation predicts the same properties for the two compounds.
We now turn to the CDMFT case, where ∆0 is an 8 × 8 matrix. It is useful to
decompose this matrix into irreducible representations of the double group describing
the point symmetries of the pyrochlore iridate structure (which is a 4-site Ir tetrahe-
dron in our impurity model) in the paramagnetic phase. In the notation of Ref. Koster









Fig. 3.9 shows the imaginary part of the projections of the hybridization function onto
the three irreducible representations. We see that the significant material difference
appears primarily in the Γ7 representation.
The small material-dependence of the bare hybridization function is amplified by





























Figure 3.8: On-site (panel (a)) and intersite (panel (b)) contributions to
the imaginary part of the bare hybridization function ∆(ω) (defined in the
main text). The two panels share the same ordinate. The inset of panel (b)
shows an expanded view of the range −0.3 . ω . 0 highlighting the shift of
the peak.










































Figure 3.9: Projection of the bare hybridization function ∆(ω) onto the
irreducible representations Γ6, Γ7 and Γ8 of the tetrahedral point group.
The three panels share the same horizontal axis. Panel (b) shows that the
material-dependent peak appears only in the Γ7 representation.
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Figure 3.10: Material difference of the hybridization function for Y-227
and Eu-227 in the case of U=1.1eV and ω0=0.001eV in (a) antiferromagnetic
state and (b) paramagnetic state. The color for a given matrix element in a
given solution is defined as ||∆Yij(iω0)| − |∆Euij (iω0)||.
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the many-body physics, leading to the material dependence found in the calculations.
This may be seen in results for the interaction hybridization function, defined by
using the full interacting DFT+DMFT Green function in Eq. 3.2. In Fig. 3.10, we
plot the absolute value of the magnitude difference between Y-227 and Eu-227 in
the hybridization function at the lowest Matsubara frequency ω0 for every matrix
element in the case of antiferromagnetic state and paramagnetic state respectively.
The time-reversal symmetry breaking associated with the antiferromagnetic state
changes the structure of the hybridization function, among other things leading to
mixing between the Γ6 and Γ7. This mixing, as well as a change in the structure of
the diagonal elements of the Γ8 representation, exhibits particularly strong material
dependence.
3.6 Conclusion
This work presents density functional plus dynamical mean-field calculations of
pyrochlore iridates based on a representation in which the important interactions oc-
curred between electrons in the frontier (Jeff = 1/2) orbitals. The downfolding to the
Jeff = 1/2 manifold is an approximation in this work, which is justified by the gap
separating the Jeff = 1/2 and Jeff = 3/2 manifolds. Nevertheless, the investigation of
the effects of the Jeff = 3/2 manifold [Shinaoka et al. (2015); Zhang et al. (2017)] is
an important issue for future research. Important features of our work are the incor-
poration of spin-orbit coupling and the use of cluster dynamical mean-field methods.
An important parameter in the dynamical mean-field calculations is the effective in-
teraction U amongst electrons in the correlated orbitals. Its value is strongly affected
by screening and by the choice of correlated orbitals; at present it should be deter-
mined phenomenologically. We investigated the qualitative behavior as U is varied.
As U is increased from zero our cluster dynamical mean-field calculations reveal a
3. Electron interactions, spin-orbit coupling, and intersite correlations in pyrochlore iridates75
first-order magnetic transition from a paramagnetic metal to antiferromagnetic metal
with AIAO order and Weyl nodes followed by a transition to a topologically trivial
insulator with AIAO order. The prediction of the first-order nature of magnetic tran-
sition could be tested by measurements of the pressure dependence of the staggered
magnetization or of the ordered moment. This sequence of phases was previously
reported in Hartree-Fock [Witczak-Krempa and Kim (2012); Witczak-Krempa et al.
(2013)] calculations. DFT+U calculations [Wan et al. (2011)] found these phases and
also suggested the possibility of an axion insulator phase, which was found in model
system CDMFT [Go et al. (2012)] calculations, but not here. Ref. Wan et al. (2011)
also explained the association between the metal-insulator transition and the change
in topology. Calculations based on the single-site DMFT approximation [Shinaoka
et al. (2015); Zhang et al. (2017)] reported a direct transition from paramagnetic
metal to topologically trivial antiferromagnetic insulator, with the Weyl metal phase
being absent.
We considered mapping the calculated results onto experiment in two ways. First,
we consider the magnitude of the antiferromagnetic and paramagnetic phase gaps, as
determined from the resistivity and optics. We found that the single-site dynami-
cal mean-field theory could not account for the small (but non-vanishing) gaps in-
ferred from paramagnetic phase resistivity measurements on many pyrochlore iridates,
whereas the cluster dynamical mean-field calculations could. These considerations
suggest that the materials are reasonably well described by DFT+CDMFT calcula-
tions with a frontier-orbital interaction U ≈ 1eV. An unresolved difficulty with this
point of view is that there is little experimental support for the relatively wide Weyl
metal regime predicted by our CDMFT results. Instead, experiment seems to favor a
picture more similar to the single-site phase diagram [Shinaoka et al. (2015); Zhang
et al. (2017)], with a direct transition from paramagnetic metal to topologically trivial
insulator, although a few experiments report indications of Weyl semimetal phases
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[Ueda et al. (2016); Sushkov et al. (2015)]. Further study of this issue would be
desirable.
We also investigated the dependence of material properties on the choice of rare
earth ion or Y. Some aspects of the behavior are consistent with the conventional un-
derstanding developed in the context of the ABO3 perovskite family of materials. The
strongly insulating behavior of Lu2Ir2O7 is found to be associated with a narrower
bandwidth arising from the octahedral distortion driven by the smaller size of the Lu
and is well described by both the single-site and cluster DMFT calculations. How-
ever, the pronounced difference in properties between Y2Ir2O7 and Eu2Ir2O7 seems
not to be related to a bandwidth effect. Indeed, the paramagnetic-phase single-site
DMFT approximation predicts almost identical gaps for the materials, because the
bare hybridization functions are almost identical, and it is only when antiferromag-
netism is considered that a significant material difference appears. The noticeable
differences in paramagnetic phase resistivities of the Y and Eu materials then sug-
gests that antiferromagnetic fluctuations play an important role in determining the
physical properties in the paramagnetic phase. This idea is further supported by op-
tical data indicating that raising the temperature above the Néel temperature leads
to a large broadening of the gap but only a modest decrease in the gap magnitude. A
wide fluctuation regime is expected in low dimensional materials, but is remarkable
in three dimensional materials such as the pyrochlore iridates.
The results have interesting implications for the dynamical mean-field method.
One basic implication is that the single-site approximation may not be entirely ade-
quate to describe the paramagnetic phase physics of the pyrochlore iridates. Cluster
DMFT calculations include intersite correlations and procude the requisite small gaps
and may therefore provide a more natural description of the physics. Material dif-
ferences appear in terms of the bare hybridization function associated with intersite
correlations. However, our paramagnetic-phase CDMFT calculations, while produc-
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ing the requisite small gap, still underestimate the Y-Eu material difference. We
believe that this failure is a limitation of the exact diagonalization method that we
have used to solve the dynamical mean-field equations. In the implementation used
here, ED is a ground state method. Since in the relevant parameter range the ac-
tual ground state is antiferromagnetic, an averaging procedure must be employed to
force the hybridization function to have the symmetries required in the paramagnetic
state. We believe that this suppresses the magnetic fluctuations. A continuous time
quantum Monte Carlo calculation that can explicitly address the high-T phase would
be worth performing. However, even at T=0, the factor of two difference in reported
gap values could only be explained via a 10% change of U .
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Chapter 4
Weyl rings and enhanced
susceptibilities in pyrochlore iridates
4.1 Overview
This chapter builds on the numerical study of the system in Chap. 3, providing an
anlaytic view of the Weyl semimetal phase and the transitions connecting it to other
phases. Sec. 4.2 is an introduction of the current research on the Weyl semimetal
phase proposed in pyrochlore iridates. Sec. 4.3 reviews and extends our prior results,
defines terminology and specifies the questions of interest here. Sec. 4.4 presents the
basic formulas of k · p theory that will be used to analyse our numerical data and
their fit to the numerical data, and discusses the transitions between the Weyl metal,
Weyl semimetal and insulator phases. Sec. 4.5 presents the application of the k · p
theory to our data and response functions including the longitudinal and hall terms in
the optical conductivities and the static polarizibilities relevant to the stability of the
Weyl semimetal state. Sec. 4.6 is a summary and conclusion. Appendix E provides
technical details of the calculation. This chapter follows Wang et al. (2017a).
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4.2 Introduction
The Ir-based pyrochlore iridate compounds have been proposed as promising po-
tential hosts for topological phases [Pesin and Balents (2010)]. In particular, Weyl
semimetal, which is identified by topological Fermi arcs on the surface and linear band
touching in the bulk band structure, has expanded the family of exotic topological
states. It requires either broken time-reversal symmetry or broken inversion symme-
try and exhibits chiral magnetic effects. Wan et al. (2011) used density functional plus
U methods to identify a Weyl semimetal regime in the all-in/all-out (AIAO) antrifer-
romagnetic phase of Y2Ir2O7. Clear indirect [Tomiyasu et al. (2012); Sagayama et al.
(2013); Disseler (2014)] and direct [Guo et al. (2016)] experimental evidence of AIAO
ordering has been reported in the Nd, Y and Eu-based pyrochlore iridates but it is not
clear whether the WSM phase exists in any of the experimentally studied compounds.
Angle-resolved photoemission (ARPES) measurements reported the absence of Weyl
points in the Nd compound [Nakayama et al. (2016)] but recent optical studies have
been interpreted as providing at least indirect evidence of Weyl points in the Eu and
Sm compounds [Sushkov et al. (2015); Ueda et al. (2016)].
Following the original theoretical proposals [Pesin and Balents (2010); Wan et al.
(2011)] the WSM phase was subsequently found in Hartree-Fock [Witczak-Krempa
and Kim (2012); Witczak-Krempa et al. (2013)] and cluster dynamical mean-field
calculations [Go et al. (2012)] using tight-binding models representative of the band
structure. However as mentioned in Ref. Witczak-Krempa et al. (2014), the relatively
weak dispersion of the frontier orbitals implies that the Weyl semimetal phase may
exist only in a narrow parameter regime. On the other hand, density functional plus
single-site dynamical mean-field (DFT+sDMFT) studies predicted a direct first-order
transition from paramagnetic metal to topologically trivial AIAO insulator, without
an intervening WSM phase [Shinaoka et al. (2015); Zhang et al. (2017)].
We recently presented density functional plus cluster dynamical mean-field (DFT+
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CDMFT) calculations of the pyrochlore iridate compounds Lu2Ir2O7, Y2Ir2O7 and
Eu2Ir2O7 as a function of the intra-d Ir interaction strength U [Wang et al. (2017b)].
For all of the compounds studied the same generic ground-state phase diagram was
found, with three phases: a low U paramagnetic metallic phase, an intermediate U
topologically nontrivial AIAO antiferromagnetic Weyl metal phase and a higher U
topologically trivial antiferromagnetic insulating phase. This qualitative difference
between cluster and single-site DMFT is interesting because the corrections to the
single-site approximation were expected to be relatively weak in electronically three
dimensional materials. However in this previous work the issue of a Weyl semimetal
phase was not discussed and the transition from the topologically nontrivial antiferro-
magnetic metal phase to the topologically trivial insulating phase was not analysed,
because the numerical solution of the CDMFT equations could not be carried out
with enough accuracy to resolve the WSM phase.
In this chapter we present a detailed analysis of the metal-insulator and topologi-
cal transitions implied by the DFT+CDMFT calculations of Ref. Wang et al. (2017b),
focussing on the vicinity of the antiferromagnetic metal to antiferromagnetic insula-
tor transition. For definiteness, our analysis uses the band parameters derived for
Y2Ir2O7 despite the variation across compounds, but our previous work [Wang et al.
(2017b)] found that the compounds were very similar except for an over-all change
of bandwidth, so we expect that the main conclusions apply to all the pyrochlore
iridates. The behavior in the vicinity of the transition is subtle, involving low energy
scales and sensitive dependence on parameters; numerical issues related to the finite
bath size in the dynamical mean-field solver mean that the results cannot simply be
read off from the CDMFT results. We employ analytical arguments based on the k ·p
theory of Ref. Wan et al. (2011) to fit the results of the CDMFT calculations, ob-
taining a clear picture of the metal-insulator and topological transitions found within
the CDMFT approximation. We find that the Weyl metal phase previously reported
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is separated from the trivial insulator by a Weyl semimetal phase with two unusual
characteristics. First, the anisotropy is very weak, so that while in principle the low
energy electronic structure is described by Weyl points, to a very good approximation
one has a zero energy ring of states. Further, one of the two bands whose crossing
produces the Weyl points is almost perfectly flat (almost no dependence of energy
on momentum), leading to an interesting structure in the optical conductivity and
an enhanced (but still not divergent) susceptibility. We expect the results may be
useful in the ongoing interpretation of experimental data on the pyrochlore iridate
materials.
4.3 WM-WSM transition
In this section we extend and reinterpret our previous [Wang et al. (2017b)] DFT+
CDMFT results, in particular providing a more accurate treatment of the region of
the transition to the topologically trivial insulating phase. The top panel of Fig. 4.1
shows the ground-state phase diagram found for Y2Ir2O7 as the correlation strength
is varied. The range of U is similar to that considered in previous work [Witczak-
Krempa and Kim (2012); Witczak-Krempa et al. (2013); Wang et al. (2017b)]. Weyl
metal (WM) and Weyl semimetal (WSM) states separate a topologically trivial para-
magnetic metal phase from an AIAO topologically trivial insulating phase (the WSM
phase was not noted in our previous work). Qualitatively similar results are found in
DFT+U [Wan et al. (2011)] and tight-binding model-based Hartree-Fock [Witczak-
Krempa and Kim (2012); Witczak-Krempa et al. (2013)] calculations. While the
theoretical results are obtained by varying interaction strength at fixed composition,
it is generally believed that varying the rare earth at fixed U will produce a simi-
lar phase diagram, with paramagnetic Pr2Ir2O7 representing the small-U phase and
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PM-M WM AF-I
WSM
Figure 4.1: Top panel: qualitative phase diagram of Y2Ir2O7 as a function
of on-site interaction strength U (small U at left, large U at right) obtained
by extending the DFT+CDMFT calculations of Ref. Wang et al. (2017b) to
provide a more accurate treatment of the interaction strengths in the vicinity
of the transition to the topologically trivial insulator, indicating paramag-
netic metal (PM-M), antiferromagnetic Weyl metal (WM), Weyl semimetal
(WSM; hatched) and topologically trivial antiferromagnetic insulator (AF-I)
phases. Lower panels: false-color representation of electron spectral func-
tion (Eq. 4.1) as a function of frequncy (y-axis) for momenta along certain
high-symmetry directions in the magnetic Brillouin zone for (a) U=0.85eV
(WM phase) (b) U=0.96eV (WSM phase) and (c) U=1.05eV (AF-I phase),
with the zero of energy defined to be the Fermi level and broadening factor
(Eq. 4.2)  = 0.005eV. For all three U-values the states are magnetic with
the AIAO magnetic ordering.
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strongly insulating Lu2Ir2O7 perhaps corresponding to the topologically trivial insu-
lator. The calculations predict a wide range of U values for which the material is an
antiferromagnetic metal; it remains to be determined whether an antiferromagnetic
metal phase is observed in any pyrochlore iridate.
We have computed the lattice Green’s function (a matrix in the space of nonin-
teracting bands); symmetrization of the CDMFT results is required; see Appendix E
for technical details. We define the spectral function A as the trace of the branch cut
discontinuity




G(R)(k, ω)−G(A)(k, ω)] (4.1)
with the retarded Green function
G(R)(k, ω) =
[
ω + i+ µ−H0(k)− Σ(R)(k, ω)
]−1
(4.2)
defined by letting the frequency approach the real axis from above and the advanced
Green function defined by letting the frequency approach the real axis from below. 
is a broadening factor typically chosen to be 0.005eV .
Quasiparticle bands are evident as regions where the spectral function is strongly
enhanced. Fig. 4.1 presents typical spectral functions for several values of the interac-
tion strength in the magnetic phases. Panel (a) shows results obtained for U=0.85eV.
A band crossing point is apparent along the W -L line, near to the L point. This
crossing point is protected by symmetry and we identify it as a Weyl crossing. The
presence of a protected band crossing is a sign that the material is topologically non-
trivial. A band dispersing upwards from the Γ point is also observed. In panel (a)
the band energy at the Γ point is below the energy of the Weyl crossing point. The
total number of electrons per unit cell is even, so the electrons present in the band
associated with the Γ point must be compensated by holes in the bands below the
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Weyl crossing point; in other words, the Fermi level must lie between the band energy
at the Γ point and the Weyl crossing energy. We therefore identify the U=0.85eV
state as a Weyl metal.
Comparison of panels (a) and (b) shows that as the interaction U increases, the
energy of the band minimum at the Γ point increases relative to the energy of the Weyl
crossing point; at some U -value the energy of the band minimum at Γ becomes greater
than the energy of the Weyl crossing. In this regime straightforward electron counting
implies that the Fermi level must pass through the Weyl point. We identify this phase
as the Weyl semimetal; it exists for a narrow range of U . Panel (c) then shows that
as the interaction strength is increased yet further, the Weyl crossing vanishes: the
phase is a topologically trivial insulator. The key new result of this analysis is that the
DFT+CDMFT method predicts a non-infinitesimal range of parameters over which
the Weyl semimetal phase exists in the pyrochlore iridates. Nevertheless, the Weyl
crossing could vanish before the band at Γ moves through so the Weyl semimetal
phase is not guaranteed.
Fig. 4.2 shows the evolution with correlation strength of the magnitude of the
expectation value of on-site magnetic moment. We see that the transition from para-
magnetic metal to AIAO metal is characterized by a discontinuity in 〈S〉, so we
identify this transition as first order. Around U=0.9eV a qualitative break in the
slope of 〈S〉 vs U is evident; we associate this with the change from Weyl metal to
Weyl semimetal. Finally for U & 1eV the behavior becomes slower; this corresponds
to the AF-I phase.
It is of interest to analyse these results further, determining the evolution with
U of the locations of the Weyl points and of the associated energy scales. However
the CDMFT calculations, while state of the art, are performed with an exact diago-
nalization method that approximates a continuous density of states by a finite set of
delta functions and are subject to uncertainties associated with the finite bath size











Figure 4.2: Expectation value of the on-site magnetic moment 〈S〉 averaged
over the Ir sites as a function of U . All the magnetic states are antiferromag-
netic with the AIAO magnetic ordering. The sudden change of the slope at
around 0.9eV is a sign of the transition from Weyl metal to WSM.
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in the impurity solver and with the need to introduce an artificial broadening to plot
spectral functions. The interesting behavior therefore cannot be read directly off from
the CDMFT results. In the rest of this chapter we fit the numerical results to the
k · p perturbation theory introduced in Ref. Wan et al. (2011) and use the results of
the fit to obtain more detailed insights into the WSM phase.
4.4 k · p theory
The low energy physics of the CDMFT solution is described by quasiparticles mov-
ing in an effective band structure defined by correlations (which affect the real part
of the self energy), crystal structure (which determines the underlying band theory)
and magnetic order (which reconstructs the bands). In this section we interpret the
CDMFT quasiparticle dispersions using the theoretical model presented in Ref. Wan
et al. (2011) based on a combination of symmetry analysis and k ·p perturbation the-
ory. Ref. Wan et al. (2011) shows that one may write the quasiparticle Hamiltonian
near the L point of the pyrochlore Brillouin zone as a 2 × 2 matrix in the space of
relevant bands as
Heff (q) = H01 + ~H · ~τ (4.3)
with τx,y,z the usual Pauli matrices acting in band space and














in sin 3θ = c2
(−q3x + 3q2yqx) (4.5)
Hy = βqz + c1q
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Here q denotes the momentum measured relative to the L point of the Brillouin
zone, expressed in units of 2pi divided by the basic (paramagnetic) pyrochlore lattice
constant a. We denote the L→ Γ direction as zˆ with the positive qz direction running
from L to Γ and the projection in the perpendicular plane (the zone face L-W -K) as
qin, with θ to be the angle between qin and L-K [see Fig. 4.3(a) and 4.3(b)]. In this
coordinate system Γ is (0, 0,
√




6, 0), K is (0, 0.25
√
6, 0) and
the y-axis is θ = 0 and x is θ = pi
2
. We have written the qz-dependence of H0 in terms
of a function that as required by symmetry is quadratic at small qz but constant at
qz larger than a scale q?. The tanh form is an assumption to describe the qualitative
features. As we shall see q? is comparable to the other scales in the problem. The
eigenvalues of Eq. 4.3 are
E±(q) = H0(q)±
√
~H(q) · ~H(q) (4.8)

















The band inversion parameter ∆ is negative in the Weyl metal and semimetal
phases; the transition to a trivial insulator is marked by a sign change in ∆. The
masses m1···4 and the constants c1,2, β are to be determined by fits to the calculated
quasiparticle band structure and are expected to depend weakly on U in the vicinity
of the critical value.
The Hamiltonian involves many parameters but our numerical results indicate















(b) L-W -K zone face
(c) qz=0 (d) qz=0.0038
Figure 4.3: (a) Brillouin zone for the fcc lattice. (b) L-W -K zone face
and definition of angle θ. (c) and (d): False color maps of spectral function
(Eq. 4.1) computed for U=0.96eV and broadening  = 0.005eV at ω = 0 in
the L-W -K plane (c) and the plane qz = 0.0038 containing the Weyl points
(d). The center of the hexagon in panel (c) is L (0.5,0.5,0.5), with L → K
pointing in the upward direction (the orientation of the plane is the same as
that shown in panel (b)). The plane shown in panel (d) is shifted from that
in panel (c) along the L→ Γ direction by an amount of 0.0038. The length
of the sides for both hexagons shown here is half of that of the entire zone
face L-W -K.


















































Figure 4.4: Spectral weight at the Fermi level for U=0.96eV plotted against
in-plane momentum qin for two directions (θ = 0, i.e. upward pointing and
θ = pi i.e. downaward pointing) in the L-W -K plane or the parallel planes
displaced along qz. The inset of this figure shows the spectral function at the
Fermi level as a function of qz for qin = 0.0760 and θ = 0. The peak position
is where one of the Weyl points sits.
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that some simplifications occur in the pyrchlore materials. We first consider the zone
face (L-W -K plane, i.e. qz = 0) and focus on two directions, defined by θ = 0 and
θ = pi/2. In this case we may write the eigenvalues of Heff (Eq. 4.3) as












E±(qz = 0, θ =
pi
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Fig. 4.3(c) shows a false color representation of the CDMFT spectral function
(Eq. 4.1) computed at ω = 0 in the qz = 0 plane. The line of maximum spectral
weight forms an essentially perfect circle around the L point. To analyse the re-
sults more quantitatively we have determined the quasiparticle bands (solutions of
det [G−1(k, ω)] = 0) by locating the peaks in A(k, ω). To find the peaks more precisely
we used the smaller broadening  = 0.001eV . Fig. 4.5 plots the resulting energies as
a function of qin at qz = 0. We see that the difference E(θ = 0) − E(θ = pi/2) is
extremely small, even very near the crossing point. We conclude that we may set
c1 = c2 = c. We also see that the upper band is approximately dispersionless for
small q. This means m3 ≈ m1 (recall ∆ < 0); we set these two masses equal hence-
forth. Next we see that the difference between the two eigenvalues is ∼0.015eV at
qin = 0, from which we conclude that ∆ ≈ −0.0075eV, while the difference between
the two eigenvalues almost vanishes at qin = 0.075, from which we conclude that
1
2m1
≈ 1.3eV. Finally we observe that the minimum energy splitting is about 0.0017
= 2cq3in at qin = 0.075 so that c ≈ 2eV.
We now turn to qz 6= 0. A Weyl crossing occurs when the coefficients of all
three τ operators simultaneously vanish, requiring (in the notations above) that θ =
2mpi/3 with m an integer (the solutions corresponding to odd integer multiples of pi/3






























 0.07  0.075  0.08
Figure 4.5: The CDMFT band structure for the k-points on the L-W -
K plane (qz=0) in the case of U=0.96eV. The red solid line is obtained
for θ = 0 while the blue dashed line is obtained for θ = pi/2. The inset
gives an expanded view of the region of qin = 0.07 ∼ 0.08 to highlight the
approximately θ-independent behavior for the k-points near L on the L-W -K
plane.
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and that qz = − cβ q3in. Fig. 4.3(d) shows a false color representation of the dependence
of the spectral function on in-plane momentum at ω = 0 and qz = 0.0038. A clear
cos 3θ variation is seen around the circle, consistent with the appearance of Weyl
crossings. Fig. 4.4 shows this behavior in more detail. The main panel plots the
ω = 0 spectral weight as a function of qin for several values of qz. We see that the
spectral function is largest at qz=0.0038 and in the θ = 0 (upward-moving) direction.
The inset shows the qz dependence at qin = 0.076 and θ = 0. Again a clear maximum
is evident. These considerations enable us to locate the Weyl nodes for U = 0.96eV
at qz = 0.0038, qin = 0.076 and θ = 0, 2pi/3, 4pi/3. The qz position of the Weyl node
implies β ≈ −0.2 and the factor of twenty ratio between the in-plane and out of plane
wave vectors means that in the vicinity of the Weyl nodes we may neglect q2z/(2m2)
relative to q2in/(2m1).
Using the values of ∆ and β we then set qin equal to its value at the Weyl point and
use the qz dependence of the eigenvalues to estimate m2 and m4. From the difference
in eigenvalues we find that |∆|
m2
. 0.1β2 so that the q2z/(2m2) term can be neglected
for relevant momenta. The qz dependence of the sum of the eigenvalues is very well
fit to the form given in Eq. 4.4 with 1
2m4
= −0.235eV (note the negative sign) and
q? = 0.1.
We have performed analogous fits of our numerical results for several other U -
values. The results are summarized in Table 4.1. We see that within our resolution
∆ evolves smoothly and would change sign between U = 0.98 and 0.99eV while the
other parameters remain non-critical, changing only slowly with U .





















Figure 4.6: The CDMFT band structure as a function of q2z with qin to
be the value of the Weyl point, in the case of U=0.96eV. Solid lines (red
on-line): the top panel plots E¯ = (E+ +E−)/2 while the bottom panel plots
∆E = (E+ − E−)/2. The fitting to Eq. 4.4 is shown in dashed lines (blue
on-line).
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Table 4.1: Quasiparticle band parameters for several U values in the WSM
regime, obtained as described in the text from fits to dispersions calculated
with broadening 0.001eV except for β
c
which is obtained from the coordinates
of the Weyl points at broadening 0.005eV . Note that for U = 0.97eV the very
small value of the gap prevents a direct determination of c, and therefore β
from fits to the quasiparticle bands. U , ∆, 1
2m1
, c and β all have dimension





0.94 -0.01284 1.569 2.375 -0.2469 -0.1040
0.95 -0.01045 1.425 2.178 -0.2378 -0.1092
0.96 -0.00762 1.345 1.947 -0.2239 -0.1150
0.97∗ -0.00430 1.277 -0.1127
4.5 Physical Consequences
4.5.1 Rescaled Hamiltonian
The key result of the previous section is that the low energy physics of the Weyl
semimetal phase may be described as simplification of Eq. 4.3 with one of the two
hybridizing bands being essentially dispersionless in the qz = 0 plane. In this section
we derive some physical consequences of this somewhat unusual Hamiltonian. We
also found that the angular anisotropy was very weak, so that to good approximation
one has Weyl rings rather than Weyl points. A Weyl ring would be a line of zeros
forming a closed loop in momentum space. We emphasize that this is an approximated
representation of our results, mathematically obtained from Eq. 4.3 by neglecting
terms of order qzq3in and q6in relative to q4in and q2z . Finally, the qz dependence of Hz
was found to be irrelevant at the energy scales of interest. In this subsection we derive
a rescaled Hamiltonian which displays the essential physics more clearly and then in
subsequent subsections we present results for the low frequency optical conductivity
and for susceptibilities.
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a momentum scale qW =
√−∆/E0 and impose the equality c1 = c2, obtaining for
the energy eigenvalues (tildes denote energies normalized to E0)








(q2W − q2in)2 + β˜2q2z + 2c˜β˜qzq3in cos 3θ + c˜2q6in
with c˜ ≈ 1.4, a˜ ≈ 0.17 and β˜ ≈ −0.17. Here we have chosen the zero of energy to be
the Weyl crossing energy and we have retained the qzq3in and q6in terms to regularize
a divergence that will be found in the calculation of the susceptibilities.
Eq. 4.13 describes the hybridization of two bands with hybridization strength
proportional to qz and q3in; for small qz one of the bands is nearly flat (dispersionless).
The chemical potential is coincident with the bottom of the flat band. This behavior
is clearly seen in Fig. 4.7, which plots the quasiparticle bands obtained from the
CDMFT calculations, along with our best fits to the k · p expression, for several
different values of qz.
The Weyl points are qin = qW , θ = 0 and qz = −c˜q3W/β˜ (and symmetry-related








smaller by one power of qW than the energy of the band minimum at the L point
measured from the Weyl point. For U = 0.96eV, the maximum ∆W is about 15% of
this energy.
If we are willing to neglect variations on the scale of ∆W and focus on the region
near the Weyl rings we may neglect the q2z and q3in terms in ~H, obtaining







(q2W − q2in)2 + β˜2q2z (4.15)




































Figure 4.7: Solid lines (red on-line): CDMFT band structure as a function
of magnitude of in-plane momentum for several values of qz at U=0.96eV.
Dashed lines (blue on-line): best fits to Eq. 4.3.
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corresponding to the Hamiltonian
Hsimple(q‖, qz) = Hsimple,01 + ~Hsimple · ~τ (4.16)
with τx,y,z the usual Pauli matrices acting in band space and






Hsimple,x = 0 (4.18)
Hsimple,y = β˜qz (4.19)
Hsimple,z = −q2W + q2in (4.20)
4.5.2 Optical Conductivity
Overview
In this subsection we consider the optical conductivity. Our analysis is similar to
that of previous work [Nishine et al. (2010); Ahn et al. (2017); Tabert and Carbotte
(2016); Detassis et al. (2017)]; the main differences arise from our focus on the nearly
flat band and weak rotational symmetry breaking characteristic of the present case.
In the quasiparticle approximation the dissipative part of the conductivity (a
tensor in spatial indices giving the response to a translation-invariant, frequency-




Kab(Ω + i0+)−Kab(Ω− i0+)
2i
(4.21)
with K the analytic continuation of
Kab(iΩ) = −Tr [Ja(k)G(k, iωn + iΩ)Jb(k)G(k, iωn)] (4.22)
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where the current operators Ja=x,y,z are hermitian matrices in band space that can
be written
Ja = ~Ja · ~τ + Ja0 1 (4.23)
and the trace is over momentum k, frequency ω and band indices.
By performing the standard quasiparticle computation and analytically continuing
the result we obtain










δ (ω − δE(k)) (4.24)
with δE(k) = E+(k)− E−(k).
Noting that C± = 12
(
1± ~h · ~τ
)
with ~h a unit vector and using standard Pauli














~Ja × ~J b
)
· ~h (4.25)
Note the appearance of an off-diagonal (Hall) term in the conductivity, arising because
the Weyl point is a monopole in momentum space.
The current operator is obtained from the fundamental quasiparticle Hamiltonian
by making the Peierls substitution ~k → ~k − ~A and differentiating the result with
respect to A. From Eq. 4.3 we find (setting c1 = c2 = c˜, m1 = m3 and using the
rescaled units defined in the previous subsection)
Jx = 2kin sin θ (1 + τz) + 3c˜k
2
in (cos 2θτx − sin 2θτy) (4.26)
Jy = 2kin cos θ (1 + τz) + 3c˜k
2
in (sin 2θτx + cos 2θτy) (4.27)






As a cross-check on Eqs. 4.26, 4.27, 4.28 we calculated the current operator at the
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L point in the standard band theory way (evaluating the matrix elements of ~∇ · ~A
between the Wannier states and projecting the result onto G−1) finding a result in
agreement with Eqs. 4.26, 4.27, 4.28. In particular this calculation confirms that there
is a non-vanishing matrix element between the two bands that become degenerate at
the Weyl points.
Considering the θ dependence of the current operators and noting that ~h has
the full C3 rotational symmetry about the L-Γ axis shows that the only nonzero
components of K are Kzz, Kxx = Kyy and Kxy = (Kyx)?. Further, the δ function
constrains k2in to be of the order of the larger of ω and q2W , we may expand the current
operator in powers of kin.
Longitudinal conductivity
For the diagonal components the leading terms are
~Jx = 2kin sin θzˆ, ~J
y = 2kin cos θzˆ, ~J
z = β˜yˆ (4.29)



























The conductivities may be numerically evaluated by using the δ function to elim-
inate the qz integral and then performing the other two integrals numerically. Here
we examine the two limits ω < ∆W and ω > ∆W where analytical results can be
obtained. In the limit ω < ∆W , the conductivity is dominated by the Weyl points
kin = qW , kz = k?z = ± c˜β˜ q3W , θ = θW = npi3 (n=0...5). Linearizing the Hamiltonian
4. Weyl rings and enhanced susceptibilities in pyrochlore iridates 100
near any of the Weyl points gives
Hx = 3c˜q
3
W cos 3θW (θ − θW ) ≡ δx (4.32)
Hy = β˜ (kz − k?z) ≡ δy (4.33)
Hz = 2qW (kin − qW ) ≡ δz (4.34)
where we have defined local coordinates δx,y,z.
For the diagonal terms in the conductivity we replace the kin in Eqs. 4.29 by qW ,





































We now consider the regime ω > ∆W where we may make the Weyl ring approx-






























(q2W − k2in)2 + β˜2k2z
)
(4.38)
By performing the integration, we obtain the analytic form for the diagonal terms






































Figure 4.8: Optical conductivity for U=0.96eV. The fitting parameters
are chosen as demonstrated in Table 4.1. We display the conductivity for
ω < ∆W and ω > ∆W ; we have not obtained expressions for the crossover
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The main panel of Fig. 4.8 shows the observable conductivity σ¯ ≡ (σxx + σyy +
σzz)/3; the insets plot σ⊥ ≡ (σxx + σyy)/2 and σ‖ ≡ σzz. This structure is related to
that found by Nishine, Kobayashi and Suzumura for a two dimensional system with
a “tilted Weyl cone" [Nishine et al. (2010)]; see also the work of Ahn, Mele and Min
[Ahn et al. (2017)] for a related study of multi-Weyl semimetals, and Detassis et al
for the conductivity associated with a tilted Weyl cone in three dimensions [Detassis
et al. (2017)]. The optical conductivity of three dimensional Weyl semimetals was
also considered by Tabert and Carbotte [Tabert and Carbotte (2016)] [who obtained
a different result because their study focussed on the case of symmetric bands (same
velocity for electron and hole states)]. In the present case, the flat band/Weyl ring
structure means that the conductivity is frequency-independent for ∆W < ω < 2q2W
and has a square root singularity at ω ∼ 2q2W . The nonanalaticity would be smoothed
by terms of higher order in qW which we have neglected here. We see that conductivity
measurements (for our parameters, in the low THz or high GHz regime) can reveal
the basic energy scales of the Weyl semimetal.
Hall conductivity
Working out the cross product needed for the off-diagonal term and noting that the




· ~H = 9c˜2k4in
(−q2W + k2in)− 6c˜2k6in sin2 3θ (4.41)
We now consider the Weyl point-dominated regime ω < ∆W . Inserting Eq. 4.41
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(q2W − k2in)2 + β˜2k2z
)
(4.43)















− Θ(ω − 2q2W )
4
3piq2W





σxy exhibits substantial structure, including a sign change at ω =
√
8/3q2W and
a maximum ∼ q3W at ω ∼ ∆W ∼ q3W , and at ω ∼ ∆W the low and high frequency
expressions are of the same order.
4.5.3 Susceptibility
We present here a qualitative discussion of the static real part of the polarization
functions (written here on the Matsubara axis)
Πab(q, iν) = Tr [τaG(k + q, iω + iν)τbG(k, iω)] (4.45)
with G(k, ω) = (ω −H(k))−1, H is given by Eq. 4.16 and the trace is over k, ω and
band indices. A similar analysis focussing mainly on the two dimensional tilted Weyl
case and emphasizing momentum space anisotropy was presented by Nishine et al.
(2010), while various aspects of the three dimensional case were discussed by Fang
et al. (2015). The focus here is on the consequences of the extreme flatness of one of
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the two bands that cross at the Weyl point and the very weak breaking of in-plane
rotational isotropy. We consider mainly the iν = 0 case, and restrict attention to
in-plane q (qz = 0).
Thus











(iωn + iν − Es(k + q)) (iωn − Es′(k)) (4.46)
Performing the sum over Matsubara frequencies, noting that we are dealing with
one completely full and one completely empty band and that the energy is an even
function of k gives, at ν = 0,















E+(k)− E−(k + q) (4.47)
We analyse Eq. 4.47 by focussing on the singularities associated with regions where
the denominator becomes very small, on the assumption (revisited below) that the
numerator remains non-zero in the relevant range. We assume qz = 0. From Fig. 4.7
we see that for q = 0 the difference E−(k+ q)−E+(k) is of order ∆ except along the
Weyl ring, leading to a non-divergent Π as we have already seen in the case of the
optical conductivity. However for q 6= 0 there is a range of in-plane momementa where
|kin| < qW and |kin + q| > qW so both E+(k) and E−(k + q) are small: in particular




both terms are ∼ k2z and the kz integral diverges as k−1z as kz → 0. For small |q|,
only the small range where |kin| is close to qW and kin and q are in the same direction
exhibits this singular behavior, but as |q| increases, the range of kin where the energy
denominator is very small grows wider and for |q| > 2qW the energy denominator is
very small for the entire range |kin| < qW .
The divergence at kz → 0 is cut off by the k3in terms neglected in our simplified
Hamiltonian Eq. 4.16. A detailed analysis is very involved; here we note that Eq.
4.13 shows that at kz = 0 the denominator in Eq. 4.47 is E+(k) − E−(k + q) ∼







. Combining this and what we get in the previous analysis
for small kz and considering |q| to be large so either |kin| < qW and |kin + q| ∼ |q|

















3piq2|β˜|c˜ ∼ 0.1qW (4.48)
where in the final estimate we assumed |q| = 2qw and used our numerical estimates
for |β˜| and c˜. Thus if the numerator is non-vanishing the susceptibility is of order qW .














Because we are interested in the divergence in Π as kz → 0 and at qz = 0. we may
set ~h(k) in Eq. 4.10 to be ~h(k) = zˆsign(k2in − q2W ). Because this is explicitly even
in the sign of the momentum argument we may use the cyclic property of the trace
and the fact that in the relevant region of integration sign(k2in − q2W ) = −1 while
sign((kin + q)




Tr [τa (1− τ z) τb (1− τ z)] (4.50)
From this we immediately see that
N0,0 = N z,z = 2 (4.51)
N0,z = N z,0 = −2 (4.52)
and all the other components of N vanish at kz = 0 so these terms in the polarizibility
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are much smaller.
Thus the flat bands mean that the susceptibilities are ∼ qW , parametrically larger
than one would expect at a lightly doped three dimensional Dirac/Weyl point but
probably not large enough to drive an instability.
4.6 Conclusion
This chapter has analysed the transition from topologically nontrivial antiferro-
magnetic metal to topologically trivial antiferromagnetic insulator by interpreting
and extending numerical results found in Ref. Wang et al. (2017b) using the clus-
ter dynamical mean-field theory of pyrochlore iridates in terms of a low-energy k · p
approach. The mapping to a low energy theory was needed because the cluster dy-
namical mean-field theory results were obtained using an exact diagonalization solver.
While the exact diagonalization solver has many advantages, including a direct com-
putation of the real-frequency spectrum without recourse to analytic continuation,
issues of bath discretization make it difficult to resolve fine details of the spectrum.
As we found, in the pyrochlore iridates the Weyl semimetal phase is characterized
by very small energy scales. We therefore approach the problem by mapping the
CDMFT results onto an analytic form suggested by k · p perturbation theory, which
we then interpret as a quasiparticle Hamiltonian and study directly.
The DFT+CDMFT results clearly display three ground-state phases as the in-
teraction strength is varied: a small U paramagnetic, topologically trivial metal, an
intermediate U topologically nontrivial antiferromagnetic metal (“Weyl metal”) phase,
and a topologically trivial insulator. The further analysis presented in this chapter
confirms that within the DFT+CDMFT method the Weyl metal and the antiferro-
magnetic insulator phases are separated by a Weyl semimetal phase existing over a
narrow but non-infinitesimal range of U . The transition to the Weyl semimetal state
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is marked by a change in the variation with interaction strength of the total energy
and of the magnetic moment.
The transition from the Weyl metal to Weyl semimetal phase as U is increased
above the critical value UWSM occurs because an electron pocket centered at the Γ
point of the Brillouin zone gradually empties as the difference between the energy
of the Weyl crossing point and the energy of the band minimum at the Γ point
gradually decreases. The transition from the Weyl semimetal to the topologically
trivial insulator as U is increased beyond the critical value UAFI occurs because the
Weyl energy gap parameter ∆ (Eq. 4.7) gradually decreases in magnitude, passing
through zero at the endpoint of the Weyl semimetal phase. In physical terms, as
U is increased the Weyl points move towards high symmetry points (the L-points),
where they annihilate. The existence of the Weyl semimetal phase requires that
UAFI > UWSM ; as far as we can see this condition is not enforced by any symmetry;
the presence of the Weyl semimetal phase in the DFT+CDMFT calculation is from
this point of view a particular feature of this theory of the pyrochlore iridates.
It is also important to note that single-site dynamical mean-field theories find
only the paramagnetic metal and antiferromagnetic insulator phases without the in-
termediate Weyl metal and Weyl semimetal phases. The striking difference between
single-site and cluster dynamical mean-field results is remarkable in an electronically
three dimensional compound. It is not yet clear whether the Weyl metal or Weyl
semimetal phases are observed in pyrochlore iridates; while some indications have
been found that data on the whole are most consistent with the presence only of an-
tiferromagnetic insulator and paramagnetic metal phases in these compounds. This
difference between cluster DMFT and experiment remains to be understood. How-
ever the Weyl semimetal phase is a clear prediction of the DFT+CDMFT theory of
the pyrochlore iridates.
The Weyl semimetal phase found in the CDMFT calculations has two remarkable
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properties, both of which seem to be specific features of the model of the iridates
rather than general consequences of symmetry. The first is the extreme weakness of
anisotropy in the plane of the zone face (c1 ≈ c2 in Eq. 4.3). This, combined with the
symmetry-protected qz-dependence, implies that to a very good approximation the
material exhibits a “Weyl ring” (line in momentum space where the gap between the
upper and lower bands is negligibly small). The second is that one of the two bands
crossing at the Weyl point is essentially dispersionless in the qz = 0 plane. These
two features lead to a nonanalyticity in the optical conductivity and to an enhanced
susceptibility.
Because the susceptibilities we find are finite, although large, the phase we have
found is likely to be stable to beyond-DMFT interaction effects, both arising from a
larger cluster-size analysis of the Hubbard U effects and from explicit consideration
of the long ranged part of the Coulomb interaction. However, further investigation of
interaction effects in the Weyl ring regime would be desirable. We also note that there
is a Hall effect in the interband conductivity of the Weyl semimetal phase, arising
from the topological properties of the Weyl point. Structure in the longitudinal and
Hall conductivities is directly related to the energies of the Weyl semimetal phase,
revealing both the energy parameter ∆ and the scale ∆W that characterizes the weak
angular variation. More detailed investigation of these two features is an important
task for future research.
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Appendix A
Fixing symmetries
In this Appendix we show how we enforce symmetry constraints in one-dimensional
systems. Assuming that the center of symmetry is at x0, the functional we want to
minimize is:











|(1 + σx0)wn(x)|2dx (A.1)
where Js is the number of the objective Wannier functions we would like to be sym-
metric, while the other J ′ − Js would be antisymmetric; λs is a Lagrange multiplier
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Using this method, we can ensure that the objective Wannier functions preserve
arbitrary symmetries in a one-dimensional system in addition to maintaining fixed
centers, all while maintaining a high degree of localization by performing selective
localization.
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Appendix B
One dimension with attractive delta
potential
This Appendix presents results obtained using the SLWF method for a one dimen-
sional chain of δ function potentials with negative values, i.e. the system considered
in Sec. 2.4 but with a change of sign in the potential. In this system a straightforward
tight binding picture would be based on orbitals similar to the isolated delta-function
bound states. We show that the SLWF procedure can be used to recover this pic-
ture, creating OWF that transforms according to the irreducible representations of
the Hamiltonian. We also demonstrate that the SLWF procedure can be used to
generate states with symmetries not actually present in the Hamiltonian, provided
that enough states are retained.
In our analysis, we will consider two bands under a variety of different scenarios.
We begin by comparing MLWF (J = 2, J ′ = 2) with SLWF for the case of J = 2, J ′ =
1, and in Figure B.1(a) we plot the most localized MLWF and the objective Wannier
function. In this case, both procedures naturally center the Wannier functions at
the potential and both orbitals transform like the identity. As expected, the OWF
has a smaller spread than the MLWF. In the second case, we perform SLWF+C for
J = 2, J ′ = 1 [see Figure B.1(b)]. First we center the OWF at the midpoint of the
bond, successfully obtaining a symmetric function, though with a larger spread than







































Figure B.1: Wannier functions for the 1-d chain of negative δ-function
potentials. Large tick marks denote the δ-function, while small tick marks
denote the midpoint. Panels (a) and (b) used 100 k-points while panel (c)
used 20 k-points. (a) Wannier functions obtained for J = 2, J ′ = 2 (MLWF)
and J = 2, J ′ = 1 (SLWF). The spreads are 0.2713a2 and 0.0506a2, respec-
tively. (b) OWF with centers fixed at 0.5a and 0.3a (SLWF+C), in the case
of J = 2, J ′ = 1. The spreads are 0.0596a2 and 0.0637a2, respectively. (c)
OWF with centers and symmetries controlled (SLWF+SC) in the case of
J = 7, J ′ = 1. The spreads are 0.0050a2 and 0.0205a2 for symmetric OWF
and antisymmetric OWF, respectively.
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the OWF which naturally centered itself on the potential. Subsequently, we chose
to center the OWF about a point 1/3 of the way between the potentials, and this
results in a similar spread and the Wannier function is no longer symmetric about
its center [see Figure B.1(b)]. If we perform SLWF+CS and attempt to enforce the
OWF to be symmetric about its center, which is a symmetry that does not exist
in the Hamiltonian, we were not successful (not shown). However, if we perform
the same test using J = 7, J ′ = 1 [see Figure B.1(c)], there is much more freedom
as we are only minimizing 1 out of 7 bands and a nearly symmetric function can
be obtained. Finally, we repeat the preceding case but demand an antisymmetric
function, demonstrating that this is straightforward.
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Appendix C
Bath parameters symmetrization
The calculations of DMFT+ED usually works well in simple systems. However, in
some complicated system, such as pyrochlore iridates, symmetrization is necessary
for obtaining a meta-stable state. Symmetrizing the bath parameters directly can
guarantee a perfect symmetry preserved in the impurity model and result in perfectly
symmetric solutions, which works better than the usual averaging scheme for the
Green function. In this appendix, we provide the details of bath symmetrization
applied in paramagnetic single-site and cluster DMFT calculations.
C.1 Time reversal symmetry
In paramagnetic calculations, time reversal symmetry is preserved and can be
used to constrain the bath parameters. Under time reversal operation, the creation
and annihilation operators are transformed as follows
a†↑ → ia†↓, a†↓ → −ia†↑, a↑ → −ia↓, a↓ → ia↑ (C.1)
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where α and α′ are site indices; σ, σ′, σ¯, σ¯′ are spin indices satisfying σ¯(σ¯′) = −σ(σ′).
This condition also applies to the hybridization function. For cluster DMFT in which
intersite terms are involved, Eq. C.2 only is insufficient and a group theory analysis
is necessary to symmetrize the bath parameters. We will discuss this in the next
section. On the other hand, Eq. C.2 is sufficient to constrain the bath parameters in
single-site calculations, such that the proper symmetry is perfectly guaranteed in the
impurity model.
In single-site DMFT where only the spin index is involved, Eq. C.2 is simplified
as follows
∆↑↑(iω) = ∆∗↓↓(−iω) (C.3)
∆↑↓(iω) = −∆∗↓↑(−iω) (C.4)









iω − σ (C.5)∑
σ
V ∗↑σV↓σ




iω − σ (C.6)
σ represents the spin of the bath orbital. Eqs. C.5 and C.6 should be satisfied for
each bath orbital. Assuming ↑ = ↓, we have
|V↑↑|2 + |V↑↓|2 = |V↓↑|2 + |V↓↓|2 (C.7)
V ∗↑↑V↓↑ = −V ∗↑↓V↓↓ (C.8)
The solution is not unique but one possible choice is V↑↑ = V ∗↓↓, V↑↓ = −V ∗↓↑.
In conclusion, to perfect guarantee the time reversal symmetry in the impurity
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model for single-site calculations, for each bath orbital, we can impose the following
to constrain the bath parameters of spin up and spin down
↑ = ↓V↑↑ = V ∗↓↓, V↑↓ = −V ∗↓↑ (C.9)
C.2 Group theory
In the paramagnetic CDMFT calculations, we encountered the non-convergence
problem. This is because ED is a ground-state method while the paramagnetic phase
in the large-U regime is not the ground state of pyrochlore iridates. In practice,
we find that some slight symmetry broken in the impurity model slightly lifts of
the degeneracy of the ground state, leading to biased ground state and to some
oscillation between two symmetry-related states. Therefore, a symmetrization of the
bath parameters is necessary to perfectly guarantee the symmetry of the impurity
model. According to Koch et al. (2008), we can perform the group theory analysis
for the impurity model and arrange the bath orbitals into groups such that they
transform like different irreducible representations.
In our 4-site cluster model, the Ir atoms form a tetrahedron with Td symmetry.
For a system involving spin-orbit coupling, we need a double group to account for
the rotation property of the electron spin which changes sign under the 2pi rotation.
As illustrated by Fig. C.1, there are 48 symmetry operations in the Td double group,
including the barred operators which are paired with unbarred ones (R¯ = E¯R) as a
result of the electron spin.
1. E and E¯
E is the identity; E¯ is the negative of E due to the electron spin.
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Figure C.1: The 4-site cluster model with Td symmetry. 1, 2, 3 and 4 marks
the Ir site and O is the center of the tetrahedra.
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2. 8C3 and 8C¯3
The four 3-fold rotation axes are O1, O2, O3, O4 and around each axis there





















3. 3C2 and 3C¯2
The three 2-fold rotation axes are in the same direction as x, y and z axes shown
in Fig. C.1 but pass through the O point. Therefore, 3C2 = {Rxpi, Rypi, Rzpi}.
4. 6S4 and 6S¯4
The six S4 operations are rotations of either pi/2 or 3pi/2 about the axes
passing through the O point in the direction of xˆ, yˆ and zˆ, followed by re-















5. 6σd and 6σ¯d
The six reflection planes are defined by the O point and one of the six edges
of the tetrahedra. Therefore, 6σd = {σ14, σ12, σ13, σ23, σ24, σ34}, where the sub-
script of each operation denotes the involved edge.
To work out the representation matrices of the symmetry operations, we start
with the basis functions of site-centered Jeff = 1/2 orbitals, defined in the global
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|yz ↓〉1 + i√
3









|yz ↑〉1 − i√
3










|yz ↓〉2 + i√
3









|yz ↑〉2 − i√
3










|yz ↓〉3 + i√
3









|yz ↑〉3 − i√
3










|yz ↓〉4 + i√
3









|yz ↑〉4 − i√
3
|zx ↑〉4 − 1√
3
|xy ↓〉4 (C.17)
where the subscript of each orbital denotes the site index; |xy, yz, zx〉 are three t2g-
orbitals; |↑, ↓〉 represents the electron spin. Each symmetry operation applies on
the spatial and the spinor parts separately. For the spatial function, the barred
and corresponding unbarred operations act as the same physical rotations. For the




φ) = exp (−i~σ · nˆ
2
φ) =
 cos φ2 − inz sin φ2 (−inx − ny) sin φ2
(−inx + ny) sin φ2 cos φ2 + inz sin φ2

(C.18)
where nˆ and φ define the axis and angle of the rotation. (note that R¯ = E¯R, where
E¯ is a 2pi rotation which has no effect on the spatial part but leads to a negative sign
for the spinor.)
Therefore, we can construct the representation matrix for every symmetry opera-
tion in the Td double group as follows
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E =

1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
















0 0 0 0 0 0

















0 0 0 0

























0 0 0 0 0 0



























0 0 0 0

(C.21)
































0 0 0 0 0 0
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0 0 0 0 0 0

(C.24)
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Rxpi =

0 0 0 −i 0 0 0 0
0 0 −i 0 0 0 0 0
0 −i 0 0 0 0 0 0
−i 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −i
0 0 0 0 0 0 −i 0
0 0 0 0 0 −i 0 0





0 0 0 0 0 −1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 −1
0 0 0 0 0 0 1 0
0 −1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 −1 0 0 0 0





0 0 0 0 0 0 −i 0
0 0 0 0 0 0 0 i
0 0 0 0 −i 0 0 0
0 0 0 0 0 i 0 0
0 0 −i 0 0 0 0 0
0 0 0 i 0 0 0 0
−i 0 0 0 0 0 0 0
0 i 0 0 0 0 0 0

(C.30)
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0 0 0 0 0
0 0 0 −1−i√
2
0 0 0 0
0 0 0 0 0 0 −1+i√
2
0




0 0 0 0 0 0 0
0 −1−i√
2
0 0 0 0 0 0
0 0 0 0 −1+i√
2
0 0 0









0 0 0 0 1−i√
2
0 0 0





0 0 0 0 0 0 0
0 1+i√
2
0 0 0 0 0 0
0 0 0 0 0 0 1−i√
2
0




0 0 0 0 0
0 0 0 1+i√
2
0 0 0 0

(C.36)





0 0 0 0 0 0
1+i√
2
0 0 0 0 0 0 0
0 0 0 0 0 −1−i√
2
0 0
0 0 0 0 1+i√
2
0 0 0
0 0 0 −1−i√
2
0 0 0 0
0 0 1+i√
2
0 0 0 0 0
0 0 0 0 0 0 0 −1−i√
2
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0 0 0 0

(C.39)
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σ23d =

0 0 0 0 0 0 0 1+i√
2
0 0 0 0 0 0 −1−i√
2
0
0 0 0 1+i√
2
0 0 0 0
0 0 −1−i√
2
0 0 0 0 0
0 0 0 0 0 1+i√
2
0 0





0 0 0 0 0 0
−1−i√
2
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Here, only the unbarred operators are presented. For the barred ones, we have
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Table C.1: Character table of Td double group [Koster (1963)].
Td E E¯ 8C3 8C¯3 3C2 3C¯2 6S4 6S¯4 6σd 6σ¯d
Γ1 1 1 1 1 1 1 1 1 1 1
Γ2 1 1 1 1 1 1 -1 -1 -1 -1
Γ3 2 2 -1 -1 2 2 0 0 0 0
Γ4 3 3 0 0 -1 -1 1 1 -1 -1
Γ5 3 3 0 0 -1 -1 -1 -1 1 1










Γ8 4 -4 -1 1 0 0 0 0 0 0
R¯ = −R. Considering that our cluster model uses the Jeff = 1/2 orbitals which
are adapted to the local octahedra of each Ir atom as the basis functions, we need
to perform unitary transformations for each operator shown in Eqs. C.19 to C.42:
R˜ = U †RU , where R˜ is the representation matrix in the local basis; U is a unitary
matrix transforming the global basis to the local one (for the rest of this appendix
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According to the group theory, the site-local Jeff = 1/2 representation can be
decomposed into irreducible representations using the following formula, which com-
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where h is the number of symmetry operations in the point group; χi(R) is the
character of the irreducible representation i for operation R, as shown in Table C.1;
χ(R) is the trace of the (Jeff = 1/2) representation matrix for operation R. According
to Eqs. C.19 to C.42 (or the ones after U -transformation which preserve the trace), we
have χ(E) = 8, χ(E¯) = −8, χ(8C3) = 1, χ(8C¯3) = −1, χ(3C2) = χ(3C¯2) = χ(6S4) =
χ(6S¯4) = χ(6σd) = χ(6σ¯d) = 0. Therefore, Eq. C.44 yields a decomposition to
Γ6 + Γ7 + Γ8, with which the 2 + 2 + 4 degeneracy structure can be expected in the
Hamiltonian. For each irreducible representation, the corresponding symmetrized







where li is the dimension of the irreducible representation i; R is the representation
matrix for operation R (in the site-local basis).
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Note that the above orbitals are not unique and can be linearly combined within the
degenerate subspace.
In conclusion, we can arrange the bath parameters as follows
1. 2 bath sites l1, l2 corresponding to Γ6, such thatl1 = l2 = Γ6Vl1 = vΓ6|φΓ6,1〉, Vl2 = vΓ6|φΓ6,2〉 (C.49)
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2. 2 bath sites l3, l4 corresponding to Γ7, such thatl3 = l4 = Γ7Vl3 = vΓ7|φΓ7,1〉, Vl4 = vΓ7|φΓ7,2〉 (C.50)
3. 4 bath sites l5, l6, l7, l8 corresponding to Γ8, such thatl5 = l6 = l7 = l8 = Γ8Vl5 = vΓ8|φΓ8,1〉, Vl6 = vΓ8|φΓ8,2〉, Vl7 = vΓ8|φΓ8,3〉, Vl8 = vΓ8|φΓ8,4〉. (C.51)
As one can see, it not only perfectly guarantees the symmetry of the impurity model
but also reduces the number of fitting parameters. As a result, the performance of
the calculation is largely improved.
























Figure D.1: Gap size as a function of the interaction strength with (a)
Nb = 6 and (b) Nb = 8. The two panels share the same ordinate.
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Appendix D
Dependence on the number of bath
orbitals
In this appendix, we discuss the dependence of the spectral gap on the number of
bath orbitals (Nb) within CDMFT calculations. Unless there is infinite number of
bath orbitals, how well the fitting of the Gaussian Weiss field is depends on Nb, and
therefore the results exhibits a dependence on Nb and will converge when Nb is large
enough. In our 4-site cluster calculations, there is an upper limit for Nb (Nb 6 8),
therefore, the convergence of Nb is not able to be verified. However, we can get some
trends from the comparison of the spectral gap obtain with Nb = 6 and Nb = 8, even
though Nb = 6 is not considered that good given that there are 4 correlated orbitals
in our calculations. As presented by Fig. D.1, for a given compound, the spectral
gap is reduced as Nb increases and the error due to finite Nb is also decreased as U
increases. Furthermore, it turns out that the material difference obtained with Nb = 8




The CMDFT calculations break lattice symmetries by including self energies for bonds
within a cluster but not for symmetry-equivalent bonds connecting clusters. In the
present case the basic CDMFT cluster is a 4-site tetrahedron which coincides with the
unit cell of the pyrochlore lattice, so the CDMFT symmetry breaking arises because
half of the symmetry-equivalent bonds under inversion operation are not included
in our 4-site cluster. To restore the inversion symmetry, we need to symmetrize
the results. We have carried out 2 symmetrization procedures: 1. symmetrizing the
CDMFT self energy by including all the equivalent bonds; 2. symmetrizing the lattice
green function in the momentum space. We find that both schemes can successfully
restore the inversion symmetry and result only in very small corrections to most phys-
ical properties. However, the precise behavior of the Weyl crossing can be affected.
All the CDMFT results shown in the main text are computed by the first procedure
(symmetrizing the self energy).
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E.1 Symmetrizing Σ(ω)
In our one-orbital (per site) cluster model, the original CDMFT self energy is an
8×8 matrix composed of 2×2 blocks with site indices, which has the following form:
Σ(ω) =

Σ11 Σ12 Σ13 Σ14
Σ21 Σ22 Σ23 Σ24
Σ31 Σ32 Σ33 Σ34
Σ41 Σ42 Σ43 Σ44
 (E.1)
According to this definition, we notice that half of the bonds, which are equivalent
to those within our cluster under inversion, are not involved. To fix this, we apply
the inversion operator to include all the nearest-neighbouring bonds. Therefore, for













































where R is the real-space lattice vector, in the basis of Bravais lattice vectors of the
fcc unit cell. A factor of 1/2 has been introduced to the intersite terms which are
doubly counted in the summation.
Based on our numerical tests, this symmetrization scheme works well in magnetic
cases and paramagnetic metallic cases with small correction to the spectral gap and
negligible correction to 〈S〉 and the energy. The scheme is problematic in the param-
agnetic insulating case, as expected by analogy to the known issues with the standard
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self-energy periodization scheme in CDMFT [Stanescu and Kotliar (2006)].
E.2 Symmetrizing G(k, ω)
Motivated by the fact that the CDMFT Green function periodization can work
for both metallic and insulating cases, we move to the symmetrization of G(k, ω). As
required by the inversion symmetry, we simply replace the onsite blocks of G(k, ω)
by the corresponding ones in [G(k, ω) + G(−k, ω)]/2. This averaging scheme makes
no difference to 〈S〉 and the energy due to a summation of k in the calculations.
For the spectrum, it brings no correction to paramagnetic cases where time reversal
symmetry is respected. On the other hand, in AIAO cases, the correction to the
spectral gap turns out to be negligible according to our numerical tests.
