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Abstract
This paper pursues an investigation on groups equipped with an L-ordered relation, where L is a
fixed complete complete Heyting algebra. First, by the concept of join and meet on an L-ordered set,
the notion of an L-lattice is introduced and some related results are obtained. Then we applied them
to define an L-lattice ordered group. We also introduce convex L-subgroups to construct a quotient
L-ordered group. At last, a relation between the positive cone of an L-ordered group and special type
of elements of LG is found, where G is a group.
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1 Introduction
Fuzzy orders can be divided into two groups. The first group follows Zadeh’s paper [24] and uses an
antisymmetry condition based on a crisp relation of equality (see e.g. [6, 13, 15, 16]), the second one
(see e.g. [2, 3, 4, 7, 8]) involves a fuzzy relation of equivalence or its specific case of fuzzy equality. The
former is more frequent, the latter is younger (it was initiated by Ho¨hle in [11]). Mutual transformations
of some representatives of both groups were described e.g. in [17, 21].
In [26], Zhang and Liu defined a kind of an L-frame by a pair (A, iA), where A is a classical frame and
iA : L→ A is a frame morphism. For a stratified L-topological space (X, δ), the pair (δ, iX) is one of this
kind of L-frames, where iX : L → δ, is a map which sends a ∈ L to the constant map with the value a.
Conversely, a point of an L-frame (A, iA) is a frame morphism p : (A, iA)→ (L, idL) satisfying p◦iA = idL
and Lpt(A) denotes the set of all points of (A, iA). Then {Φx : Lpt(A)→ L| ∀ p ∈ Lpt(A), Φx(p) = p(x)}
is a stratified L-topology on Lpt(A). By these two assignments, Zhang and Liu constructed an adjunction
between SL− Top and L− Loc and consequently they established the Stone representation theorem for
distributive lattices by means of this adjunction. They pointed out that, from the viewpoint of lattice
theory, Rodabaugh’s fuzzy version of the Stone representation theory is just one and it has nothing
different from the classical one. While in our opinion, Zhang-Liu’s L-frames preserve many features and
also seem to have no strong difference from a crisp one.
Recently, based on complete Heyting algebras, Fan and Zhang [9, 25], studied quantitative domains
through fuzzy set theory. Their approach first defines a fuzzy partial order, specifically a degree function,
on a non-empty set. Then they define and study fuzzy directed subsets and (continuous) fuzzy directed
complete posets (dcpos for short). Moreover, Yao [22] and Yao and Shi [23] pursued an investigation on
quantitative domains via fuzzy sets. They defined the notions of fuzzy Scott topology on fuzzy dcpos,
Scott convergence and topological convergence for stratified L-filters and study them. They also, shown
that the category of fuzzy dcpos with fuzzy Scott continuous maps are Cartesian-closed.
In [20], Yao introduced an L-frame by an L-ordered set equipped with some further conditions. It
is a complete L-ordered set with the meet operation having a right fuzzy adjoint. They established
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an adjunction between the category of stratified L-topological spaces and the category of L-locales, the
opposite category of this kind of L-frames. Moreover, Yao and Shi, [19], defined on fuzzy dcpos an
L-topology, called the fuzzy Scott topology, and then they studied its properties. They defined Scott
convergence, topological convergence for stratified L-filters and showed that a fuzzy dcpo is continuous
if and only if, for any stratified L-filter, the fuzzy Scott convergence coincides with convergence with
respect to the fuzzy Scott topology.
The content of this paper is organized as follows. In Section 2, some notions and results about ordered
groups and L-ordered sets are recalled. In Section 3, the concept of an L-lattice introduced and some
related results are obtained. In Section 4, the notions of an L-ordered group, a convex L-subgroup and
positive cone of an L-ordered group are introduced. Then a relation between positive cones and L-ordered
relations of a group is verified and a quotient L-ordered groups is constructed by a convex normal L-
subgroups. Also, we state a general form for Riesz’s decomposition property in L-lattice ordered groups.
2 Preliminaries
Let (L;∨,∧, 0, 1) be a bounded lattice. For a, b ∈ L, we say that c ∈ L is a relative pseudocomplement of
a with respect to b if c is the largest element with a∧ c ≤ b and we denote it by a→ b. A lattice (L;∨,∧)
is said to be a Heyting algebra if the relative pseudocomplement a → b exists for all elements a, b ∈ L.
A frame is a complete lattice (L;∨,∧) satisfying the infinite distributive law a ∧
∨
S =
∨
s∈S(a ∧ s) for
every a ∈ L and S ⊆ L. It is well known that L is a frame if and only if it is a complete Heyting algebra.
In fact, if (L;∨,∧) is a frame, then for each a, b ∈ L, the relative pseudocomplement of a with respect to
b, is the element a → b := ∨{x ∈ L| a ∧ x ≤ b}. In the following we list some important properties of
Heyting algebras, for more details relevant to frames and Heyting algebras we refer to [12] and [5, Section
7]:
(i) (x ∧ y)→ z = x→ (y → z);
(ii) x→ (y ∧ z) = (x→ y) ∧ (x→ z);
(iii) (x ∨ y)→ z = (x→ z) ∧ (y → z).
From now on, in this paper, (L;∨,∧, 0, 1) or simply L always denotes a frame.
Definition 2.1. [3, 4, 25, 27] Let P be a set and e : P × P → L be a map. The pair (P ; e) is called an
L-ordered set if for all x, y, z ∈ P
(E1) e(x, x) = 1;
(E2) e(x, y) ∧ e(y, z) ≤ e(x, z);
(E3) e(x, y) = e(y, x) = 1 implies x = y.
In an L-ordered set (P ; e), the map e is called an L-order relation on P . If (P ;≤) is a classical poset, then
(P ;χ≤) is an L-ordered set, where χ≤ is the characteristic function of ≤. Moreover, for each L-ordered
set (P ; e), the set ≤e= {(x, y) ∈ P × P | e(x, y) = 1} is a crisp partial order on P and (P ;≤e) is a poset.
Assume that (P ; e) is an L-ordered set and φ ∈ LP . Define ↓ φ ∈ LP and ↑ φ ∈ LP [10, 25], as follows:
↓ φ(x) = ∨x′∈P (φ(x
′) ∧ e(x, x′)), ↑ φ(x) = ∨x′∈P (φ(x
′) ∧ e(x′, x)), ∀x ∈ P.
Definition 2.2. [18, 21] A map f : (P ; eP )→ (Q; eQ) between two L-ordered sets is called monotone if
for all x, y ∈ P , eP (x, y) ≤ eQ(f(x), f(y)).
Definition 2.3. [18, 21, 22] Let (P ; eP ) and (Q; eQ) be two L-ordered sets and f : P → Q and g :
Q → P be two monotone maps. The pair (f, g) is called a fuzzy Galois connection between P and Q if
eQ(f(x), y) = eP (x, g(y)) for all x ∈ P and y ∈ Q, where f is called the fuzzy left adjoint of g and dually
g the fuzzy right adjoint of f .
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Definition 2.4. [18, 21] Let (P ; e) be an L-ordered set and S ∈ LP . An element x0 is called a join
(respectively, a meet) of S, in symbols x0 = ⊔S (respectively, x0 = ⊓S), if for all x ∈ P ,
(J1) S(x) ≤ e(x, x0) (respectively, (M1), S(x) ≤ e(x0, x));
(J2) ∧y∈P (S(y)→ e(y, x)) ≤ e(x0, x) (respectively, (M2), ∧y∈P (S(y)→ e(x, y)) ≤ e(x, x0)).
If a join and a meet of S exist, then they are unique (see [25]).
Theorem 2.5. [25, Theorem 2.2] Let (P ; e) be an L-ordered set and S ∈ LP . Then
(i) x0 = ⊔S if and only if e(x0, x) = ∧y∈P (S(y)→ e(y, x));
(ii) x0 = ⊓S if and only if e(x, x0) = ∧y∈P (S(y)→ e(x, y)).
In [28], Zhang et al. introduced a complete L-ordered set. An L-ordered set (P ; e) is called complete
if, for all S ∈ LP , ⊓S and ⊔S exist. If (P ; e) is a complete L-ordered set, then (P ;≤e) is a complete
lattice, where ∨S = ⊔χS and ∧S = ⊓χS , for any S ⊆ P .
Suppose that X and Y are two sets. For each mapping f : X → Y , we have a mapping f→ : LX → LY ,
defined by
(∀y ∈ Y )(∀A ∈ LX)(f→(A)(y) = ∨f(x)=yA(x)).
For simplicity, we use f(A) instead of f→(A) for all A ∈ LX .
Theorem 2.6. [21, Theorem 3.5] Let f : (P, eP )→ (Q, eQ) and g : (Q, eQ)→ (P, eP ) be two maps.
(i) If P is complete, then f is monotone and has a fuzzy right adjoint if and only if f(⊔S) = ⊔f→(S)
for all S ∈ LP .
(ii) If Q is complete, then g is monotone and has a fuzzy left adjoint if and only if g(⊓S) = ⊓g→(S)
for all S ∈ LQ.
Definition 2.7. [20] Let (P ; e) be a complete L-ordered set and ∧ be the meet operation on (P ;≤e)
such that, for any a ∈ P , the map ∧a(), b 7→ a ∧ b, is monotone. We call (P ; e) an L-frame if, for any
a ∈ P , ∧a has a fuzzy right adjoint, or equivalently, the following identity holds:
(FIDL) ∧a ⊔ S = ⊔(∧a)
→(S) for all S ∈ LP and a ∈ P .
Definition 2.8. [5] An ordered group is an structure (G; +, 0,≤) such that (G; +, 0) is a group and (G;≤)
is a poset satisfying the following condition:
• for any x, y, a ∈ G, x ≤ y implies that a+ x ≤ a+ y and x+ a ≤ y + a.
By a lattice ordered group we shall mean an ordered group (G; +, 0,≤) such that (G;≤) is a lattice.
Theorem 2.9. [5] If (G; +, 0,≤) is a lattice ordered group, then for every x ∈ G, the translation maps
x∧− : y 7−→ x∧y, x∨− : y 7−→ x∨y, x+− : y 7−→ x+y and −() : y 7−→ −y are a complete ∨-morphism
and a ∧-morphism, respectively.
Definition 2.10. [14] Let (G; +, 0) be a group. By an L-subgroup of (G; +, 0) we mean an element
S ∈ LG satisfying the following conditions:
(i) S(x) ∧ S(y) ≤ S(x+ y) for all x, y ∈ G;
(ii) S(x) = S(−x) for all x ∈ G.
An L-subgroup S of (G; +, 0) is called normal if S(y) ≤ S(x + y − x) for all x, y ∈ G. Clearly, if S is
normal, then S(y) = S(x+ y−x) for all x, y ∈ G. Moreover, if S1, . . . , Sn ∈ L
G, then S1+ · · ·+Sn define
by (S1 + · · ·+ Sn)(y) = ∨{S(x1) ∧ S(x2) ∧ · · · ∧ S(xn)| x1 + · · ·+ xn = y} for all y ∈ G.
3
Proposition 2.11. [14, Section 1] Let S be a normal L-subgroup of a group (G; +, 0). Then the following
conditions hold:
(i) S(x) ≤ S(0) for all x ∈ G.
(ii) If α = S(0), then S−1(α) is a normal subgroup G and S(x+ y) = S(y + x) for all x, y ∈ G.
(iii) Consider the set G+S = {x+S| x ∈ G}. Define the binary operation ⊕ on G+S by (x+S)⊕(y+S) =
(x+ y) + S. Then (G+ S;⊕, S) is a group, where −(x+ S) = −x+ S for all x ∈ G.
(iv) ( G
S−1(α) ; +, S
−1(α)) and (G+ S;⊕, S) are isomorphic and so a+ S−1(α) = b+ S−1(α) if and only
if a+ S = b+ S for all a, b ∈ G
3 L-lattices
In this section, we use the notions of join and meet on an L-ordered set and define an L-lattice. In fact,
this definition is a generalization of an L-complete lattice definition. Then we find some results related
to L-lattices which will be used in the next section.
From now on, in this paper, LP• denotes the set of all elements of L
P with finite support, where
support S is the set supp(S) := {x ∈ P | 0 < S(x)}.
Definition 3.1. An L-ordered set (P ; e) is called an L-lattice if, for all S ∈ LP• , ⊔S and ⊓S exist.
We must note that any complete L-lattice is an L-lattice.
Proposition 3.2. If (P ; e) is an L-lattice, then (P ;≤e) is a lattice.
Proof. Let x and y be arbitrary elements of P . Then χ{x,y} ∈ L
P
• . Suppose that ⊔χ{x,y} = b and
⊓χ{x,y} = a, for some a, b ∈ P . By Theorem 2.5, for every v ∈ P , we have
e(b, v) = ∧u∈P (χ{x,y}(u)→ e(u, v)) = 1→ e(x, v) ∧ 1→ e(y, v) = e(x, v) ∧ e(y, v)
and so 1 = e(b, b) = e(x, b)∧ e(y, b). Thus, b is an upper bound for {x, y}. Now, let x ≤e c and y ≤e c for
some c ∈ P . Then e(b, c) = e(x, c) ∧ e(y, c) = 1. It follows that b ≤e c, so b = x ∨ y, in the poset (P ;≤e).
In a similar way, we can show that a = x ∧ y. Therefore, (P ;≤e) is a lattice.
Definition 3.3. An L-lattice (P ; e) is called distributive if, for all S ∈ LP• and all a ∈ P , the following
conditions hold:
a ∧ ⊔S = ⊔(a ∧ S) and a ∨ ⊓S = ⊓(a ∨ S), (3.1)
where (a∨ S)(y) = ∨{S(x)| x ∈ P, a∨ x = y} and (a∧ S)(y) = ∨{S(x)| x ∈ P, a∧ x = y} for all y ∈ P .
It is obvious that, if (P ; e) holds on one of the conditions in Definition 3.3, then (P ;≤e) is a distributive
lattice. In the next remark, we want to verify some important properties of an L-lattice.
Remark 3.4. Let (P ; e) be an L-lattice and S ∈ LP• . Then there exist x1, . . . , xn ∈ P such that
supp(S) = {x1, . . . , xn} for some n ∈ N.
(i) Suppose that ⊓S = a and ⊔S = b. Then, for all x ∈ P , by Theorem 2.5,
e(b, x) = ∧y∈P (S(y)→ e(y, x))
= ∧ni=1(S(xi)→ e(xi, x)), since s(y)→ e(y → x) = 1 for all y ∈ P − {x1, . . . , xn}
In a similar way, we have e(x, a) = ∧ni=1(S(xi)→ e(x, xi)) for all x ∈ P .
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(ii) By Proposition 3.2, ∧ni=1xi and ∨
n
i=1xi exist in the lattice (P ;≤e). Also, by (i),
e(∧ni=1xi, a) = ∧
n
i=1(S(xi)→ e(∧
n
i=1xi, xi)) = ∧
n
i=1(S(xi)→ 1) = 1
e(b,∨ni=1xi) = ∧
n
i=1(S(xi)→ e(xi,∨
n
i=1xi)) = ∧
n
i=1(S(xi)→ 1) = 1,
so, ∧ni=1xi ≤e a and b ≤e ∨
n
i=1xi.
(iii) Suppose that S1 : P → L and Sˆ1 : P → L are defined by
S1(x) =
{
S(x) x = x1,
0 otherwise.
Sˆ1(x) =
{
S(x) if x ∈ {x2, x3, . . . , xn},
0 otherwise.
Then S1, Sˆ1 ∈ L
P
• . Let ⊓S1 = a1 and ⊓Sˆ1 = aˆ1, for some a1, aˆ1 ∈ P . We claim that a = a1 ∧ aˆ1.
By ⊓S = a, and (i), we obtain that e(x, a) = ∧ni=1(S(xi) → e(x, xi)), for all x ∈ P . It follows that
e(a1 ∧ aˆ1, a) = ∧
n
i=1(S(xi) → e(a1 ∧ aˆ1, xi)). Since ⊓S1 = a1 and ⊓Sˆ1 = aˆ1, then by (i), S(x1) →
e(a1 ∧ aˆ1, x1) = e(a1 ∧ aˆ1, a1) = 1 and 1 = e(a1 ∧ aˆ1, aˆ1) = ∧
n
i=2(S(xi) → e(a1 ∧ aˆ1, xi)). Hence,
e(a1 ∧ aˆ1, a) = 1 whence a1 ∧ aˆ1 ≤ a. Also, from ⊓S1 = a1, ⊓Sˆ1 = aˆ1 and (i), we conclude that
e(a, a1) = S(x1)→ e(a, x1) and e(a, aˆ1) = ∧
n
i=2(S(xi)→ e(a, xi)), so
e(a, a1)∧e(a, aˆ1) = (S(x1)→ e(a, x1))∧ (∧
n
i=2(S(xi)→ e(a, xi))) = ∧
n
i=1(S(xi)→ e(a, xi)) = e(a, a) = 1.
Thus, a ≤ a1 and a ≤ aˆ1. Therefore, a = a1∧ aˆ1. By a similar way, we can show that if ⊔S = b, ⊔S1 = b1
and ⊔Sˆ1 = bˆ1, for some b, b1, bˆ1 ∈ P , then b = b1 ∨ bˆ1.
(iv) Let a, b, c ∈ P such that a ≤e b. Then by (E2), we get that
e(c, a) = e(c, a ∧ b) = e(c, a ∧ b) ∧ e(a ∧ b, b) ≤ e(c, b).
Proposition 3.5. Let (P ; e) be an L-lattice and S ∈ LP• . Then the following conditions hold:
(i) e(a, x ∧ y) = e(a, x) ∧ e(a, y) for all x, y, a ∈ P ;
(ii) e(x ∨ y, a) = e(x, a) ∧ e(y, a) for all x, y, a ∈ P ;
(iii) if ∨y∈PS(y) = 1, then a ∧ ⊓S = ⊓(a ∧ S);
(iv) if ∨y∈PS(y) = 1, then a ∨ ⊔S = ⊔(a ∨ S).
Proof. (i) Put x, y, a ∈ P . Define T : P → L by T = χ{x,y}. Then by the assumptions, ⊓T exists. Letm =
⊓T . By Theorem 2.5(ii) and Remark 3.4(i), for all t ∈ P , e(t,m) = (T (x)→ e(t, x))∧ (T (y)→ e(t, y)) =
e(t, x) ∧ e(t, y). By Remark 3.4(ii), we know that x ∧ y ≤ m. Also, 1 = e(m,m) = e(m,x) ∧ e(m, y), so
m ≤ x and m ≤ y. It follows that, m = x ∧ y. Hence, for all t ∈ P , e(t, x ∧ y) = e(t, x) ∧ e(t, y). Since x
and y are arbitrary elements of P , we get e(a, x ∧ y) = e(a, x) ∧ e(a, y) for all x, y, a ∈ P .
(ii) The proof of this part is similar to (i).
(iii) Let Supp(S) = {x1, x2, . . . , xn} and ⊓S = m for some m ∈ P . Then by Remark 3.4(i), e(x,m) =
∧ni=1(S(xi)→ e(x, xi)) for all x ∈ P . Let T = a ∧ S. It suffices to show that ⊓T = a ∧m. For all y ∈ P ,
T (y) = ∨{t∈P | a∧t=y}S(t). Since Supp(S) = {x1, x2, . . . , xn}, then Supp(T ) = {a∧x1, a∧x2, . . . , a∧xn},
thus T ∈ LP• and ⊓T exists. Put x ∈ P . ∧y∈P (T (y)→ e(x, y)) = ∧y∈P ((∨{t∈P | a∧t=y}S(t))→ e(x, y)) =
∧y∈P ∧a∧t=y (S(t)→ e(x, y)) = ∧t∈P (S(t)→ e(x, a ∧ t)). Since Supp(S) = {x1, x2, . . . , xn}, we get that
∧y∈P (T (y)→ e(x, y)) = ∧
n
i=1(S(xi)→ e(x, a ∧ xi))
= ∧ni=1(S(xi)→ (e(x, a) ∧ e(x, xi))), by (i),
= (∧ni=1(S(xi)→ e(x, a))) ∧ (∧
n
i=1(S(xi)→ e(x, xi)))
= (∧ni=1(S(xi)→ e(x, a))) ∧ e(x,m), since ⊓S = m,
= [(∨ni=1S(xi))→ e(x, a)] ∧ e(x,m)
= e(x, a) ∧ e(x,m), since ∨y∈PS(y) = 1
= e(x, a ∧m), by (i).
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Therefore, by Theorem 2.5(ii), ⊓T = a ∧m.
(iv) The proof of this part is similar to (iii).
Corollary 3.6. Let (P ; e) be an L-lattice and S ∈ LP• such that ∨y∈PS(y) = 1. Then a ∧ ⊔(a ∨ S) = a
and a ∨ ⊓(a ∧ S) = a for all a ∈ P .
Proposition 3.7. Let (P ; e) be an L-lattice and S, T ∈ LP such that ⊔S, ⊓S, ⊔T and ⊓T exist. Consider
the maps S ∪ T : P → L and S ∩ T : P → L, which are defined by (S ∪ T )(x) = S(x) ∨ T (x) and
(S ∩ T )(x) = S(x) ∧ T (x), respectively. Then ⊔(S ∪ T ) = ⊔S ∨ ⊔T and ⊓(S ∪ T ) = ⊓S ∧ ⊓T .
Proof. Let ⊔S = J1 and ⊔T = J2. For each x ∈ P , e(J1, x) = ∧y∈P (S(y) → e(y, x)) and e(J2, x) =
∧y∈P (T (y)→ e(y, x)). Put x ∈ P . We have
∧y∈P ((S ∪ T )(y)→ e(y, x)) = ∧y∈P ((S(y) ∨ T (y))→ e(y, x))
= ∧y∈P ([S(y)→ e(y, x)] ∧ [T (y)→ e(y, x)])
= (∧y∈P [S(y)→ e(y, x)]) ∧ (∧y∈P [T (y)→ e(y, x)])
= e(J1, x) ∧ e(J2, x)
= e(J1 ∨ J2, x), by Proposition 3.5(ii),
so, Theorem 2.5 implies that ⊔(S∪T ) = J1∨J2. Moreover, for all x ∈ P , e(x,m1) = ∧y∈P (S(y)→ e(x, y))
and e(x,m2) = ∧y∈P (T (y)→ e(x, y)). For all x ∈ P , we have
∧y∈P ((S ∪ T )(y)→ e(x, y)) = ∧y∈P ((S(y) ∨ T (y))→ e(x, y))
= ∧y∈P ([S(y)→ e(x, y)] ∧ [T (y)→ e(x, y)])
= (∧y∈P [S(y)→ e(x, y)]) ∧ (∧y∈P [T (y)→ e(x, y)])
= e(x,m1) ∧ e(x,m2)
= e(x,m1 ∧m2), by Proposition 3.5(i).
Hence, by Theorem 2.5, ⊓(S ∪ T ) = m1 ∧m2.
It follows from Proposition 3.7 that if A = {S ∈ LP | ⊓ S and ⊔ S exist}, then S ∪ T ∈ A. It can be
easily shown that (A;∪) is an upper semilattice. It follows that (LP• ;∪) is an upper semilattice, too.
4 L-ordered groups
In this section, the concept of an L-ordered group is introduced; L stands for a fixed bounded lattice L.
It is an group (G; +, 0) written additively equipped with an L-order relation e : G×G→ L such that the
transition map ( )+a : G→ G and a+( ) : G→ G are monotone for all a ∈ G. Then we give some useful
properties of an L-ordered group and show that each transition maps ( )+a : G→ G and a+( ) : G→ G
preserve both join and meet S for all S ∈ LG (if join and meet S exist). Then the notion of a convex L
subgroup is defined and it is used to construct quotient L-groups. Finally, a relation between a positive
cone of an L-ordered group and special type of elements of LG is obtained.
Definition 4.1. An L-fuzzy ordered group (an L-ordered group for short) is a group (G; +, 0) together
with an L-order relation e : G × G → L on G such that each translation maps ( ) + a : G → G and
a+ ( ) : G→ G are monotone, or equivalently:
(FOG) for each x, y, a, b ∈ G, e(x, y) ≤ e(b+ x+ a, b+ y + a).
We use (G; e,+, 0) to denote G is an L-fuzzy ordered group. An L-lattice ordered group is the structure
(G; e,+, 0), where (G; e,+, 0) is an L-ordered group and (G; e) is an L-lattice. In fact, an L-fuzzy ordered
group (G; e,+, 0) is an L-lattice ordered group if for each S ∈ LG• , ⊔S and ⊓S exist.
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In this section, after we find some results about L-ordered groups, we will propose a procedure to
construct L-ordered groups (see Remark 4.18).
Remark 4.2. (i) Let G be a lattice ordered group. Consider the L-ordered set (G;χ≤). It is easy to
show that L-ordered set (G;χ≤) is a {0, 1}-lattice ordered group. Moreover, if (G; e,+, 0) is an L-lattice
ordered group, then clearly, (G; +, 0,≤e) is a crisp one. Therefore, by [1, Proposition 1.1.7], if (G; e,+, 0)
is an L-ordered group, then it is torsion free.
(ii) Let (P, e) be a L-ordered set and A(P ) be the set of all automorphisms of an L-ordered set
P , that is f : P → P and f−1 : P → P are monotone. Define eˆ : A(P ) × A(P ) → L by eˆ(f, g) =
∧x∈P e(f(x), g(x)) for all f, g ∈ A(P ). Clearly, (A(P ); eˆ) is an L-ordered set. Put f, g, α ∈ A(P ). Since α
is monotone, then e(f(x), g(x)) ≤ e(α(f(x)), α(g(x))) for all x ∈ P , hence eˆ(f, g) = ∧x∈P e(f(x), g(x)) ≤
∧x∈P e(α(f(x)), α(g(x))) = eˆ(α ◦ f, α ◦ g). Also, ∧x∈P e(f(x), g(x)) ≤ ∧x∈P e(f(α(x)), g(α(x))) (since
Im(α) ⊆ P ), so (A(P ); eˆ, ◦, IdP ) is an L-ordered group.
In the next proposition, we will gather some useful properties of L-ordered groups.
Proposition 4.3. Let (G; e,+, 0) be an L-ordered group. Then the following conditions hold:
(i) For each x, y, a, b ∈ G, e(x, y) = e(b+ x+ a, b+ y + a).
(ii) For each x, y ∈ G, e(x, y) = e(−y,−x).
(iii) If S ∈ LG such that ⊔S exists, then for each a ∈ G, a+ ⊔S = ⊔(a+ S) and ⊔S + a = ⊔(S + a).
(iv) If S ∈ LG such that ⊓S exists, then for each a ∈ G, a+ ⊓S = ⊓(a+ S) and ⊓S + a = ⊓(S + a).
(v) If S ∈ LG such that ⊔S (⊓S) exists, then −(⊔S) = (⊓ − S) (−(⊓S) = (⊔ − S)).
(vi) If x, y, a ∈ G such that x ≤ y, then e(y, a) ≤ e(x, a).
(vii) For all a ∈ G, the maps a ∧ − : G→ G and a ∨ − : G→ G are monotone.
Proof. (i) For all x, y, a ∈ G, by (FOG) we have e(x, y) ≤ e(b+x+a, b+y+a) and e(b+x+a, b+y+a) ≤
e(−b+ (b+ x+ a)− a,−b+ (b+ y + a)− a) = e(x, y). So, e(x, y) = e(b+ x+ a, b+ y + a).
(ii) Let x, y ∈ G. Then by (i), e(x, y) = e(x−x, y−x) = e(0, y−x) = e(−y,−y+ y−x) = e(−y,−x).
(iii) Let S ∈ LG, ⊔S = J and a ∈ G. We show that a+ J = ⊔(a+ S). By Theorem 2.5(i), it suffices
to show that e(a+ J, x) = ∧y∈G((a+ S)(y)→ e(y, x)) for all x ∈ G. Take x ∈ G.
∧y∈P ((a+ S)(y)→ e(y, x)) = ∧y∈G[(∨{t∈G| a+t=y}S(t))→ e(y, x)]
= ∧y∈G ∧{t∈G| a+t=y} (S(t)→ e(y, x))
= ∧t∈G(S(t)→ e(a+ t, x))
= ∧t∈G(S(t)→ e(−a+ a+ t,−a+ x)), by (i),
= ∧t∈G(S(t)→ e(t,−a+ x)).
Since ⊔S = J , then by Theorem 2.5(i), e(J,−a + x) = ∧y∈G(S(y) → e(y,−a + x)). Hence by (i), we
obtain that ∧y∈P ((a+ S)(y)→ e(y, x)) = e(J,−a+ x) = e(a+ J, x). Therefore, a+ J = ⊔(a + S). The
proof of the other part is similar.
(iv) The proof of this part is similar to (iii).
(v) Let m = ⊓S. Then for each x ∈ G, e(x,m) = ∧y∈G(S(y)→ e(x, y)). For all x ∈ G, by (ii),
e(−m,−x) = ∧y∈G(S(y)→ e(x, y)) = ∧y∈G(S(y)→ e(−y,−x)).
So, for all u ∈ G, we have e(−m,u) = ∧y∈G(S(y)→ e(−y, u)). It follows that, e(−m,u) = ∧y∈G(S(−y)→
e(y, u)) = ∧y∈G((−S)(y) → e(y, u)) for all u ∈ G. Therefore, by Theorem 2.5(ii), we conclude that
(⊓ − S) = −m = −(⊓S). The proof of the rest is similar.
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(vi) Let x, y, a ∈ G and x ≤e y. Then −y ≤e −x, so by Remark 3.4(iv), e(−a,−y) ≤ e(−a,−x).
Hence by (ii), we get that e(y, a) ≤ e(x, a).
(vii) By Proposition 3.5(iii), e(a∧x, y) ≤ e(a∧x, a∧y) for all x, y, a ∈ G. On the other hand, a∧x ≤ x
and so by (vi), e(x, y) ≤ e(a ∧ x, y), which implies that e(x, y) ≤ e(a ∧ x, a ∧ y). Therefore, a ∧ − is
monotone. In a similar way, we can show that a ∨ − is monotone.
Proposition 4.3(v) entails the following corollary:
Corollary 4.4. An L-ordered group (G; e,+, 0) is an L-lattice ordered group if and only if ⊔S exists for
any S ∈ LG• or equivalently, ⊓S exists for any S ∈ L
G
• .
Corollary 4.5. Suppose that (G; e,+, 0) is an L-lattice ordered group, then for any S ∈ LG• and a ∈ G,
we have
(i) a+ ⊔S = ⊔(a+ S), a+ ⊓S = ⊓(a+ S) −(⊔S) = (⊓ − S) and −(⊓S) = (⊔ − S).
(ii) If (G; e) is complete, then for each a ∈ G, the transition map ( ) + a : G → G has both left and
right adjoint.
Proof. (i) It follows from Proposition 4.3(iii)–(v).
(ii) It follows from Proposition 4.3(iii), (iv) and Theorem 2.6.
Proposition 4.6. Let (G; e,+, 0) be an L-lattice ordered group and S, T ∈ LG• . Then ⊔(S+T ) = ⊔S+⊔T
and ⊓(S + T ) = ⊓S + ⊓T .
Proof. Suppose that j1 = ⊔S and j2 = ⊔T . Then by Proposition 2.5, for each x ∈ G, e(j1, x) =
∧y∈G(S(y)→ e(y, x)) and e(j2, x) = ∧y∈G(T (y)→ e(y, x)). Take x ∈ G.
∧y∈G((S + T )(y)→ e(y, x)) = ∧y∈G((∨y1+y2=y(S(y1) ∧ T (y2)))→ e(y, x))
= ∧y∈G ∧y1+y2=y ((S(y1) ∧ T (y2))→ e(y, x))
= ∧y∈G ∧y1+y2=y (S(y1)→ (T (y2)→ e(y, x)))
= ∧y1,y2∈G(S(y1)→ (T (y2)→ e(y1 + y2, x)))
= ∧y1∈G ∧y2∈G (S(y1)→ (T (y2)→ e(y2,−y2 + x)))
= ∧y1∈G(S(y1)→ (∧y2∈G(T (y2)→ e(y2,−y2 + x))))
= ∧y1∈G(S(y1)→ e(j2,−y1 + x))
= ∧y1∈G(S(y1)→ e(y1, x− j2))
= e(j1, x− j2) = e(j1 + j2, x).
Hence ⊔(S + T ) = ⊔S + ⊔T . By a similar way, we can show that ⊓(S + T ) = ⊓S + ⊓T .
Definition 4.7. Let (P ; e) be an L-ordered set. An element S ∈ LP is called convex if for every
x, y, a ∈ P , S(a) ≥ S(x) ∧ S(y) ∧ e(x, a) ∧ e(a, y).
Example 4.8. Let (P ; e) be an L-ordered set and S ∈ LP . Define S : P → L by S(a) = ∨x,y∈P (S(x) ∧
S(y)∧ e(x, a)∧ e(a, y)). We claim that S is convex. In fact, for each x, y, a ∈ G, S(x) = ∨t1,t2∈G(S(t1)∧
S(t2) ∧ e(t1, x) ∧ e(x, t2)) and S(y) = ∨u1,u2∈G(S(u1) ∧ S(u2) ∧ e(u1, y) ∧ e(y, u2)), so, by
S(x) ∧ S(y) ∧ e(x, a) ∧ e(a, y)
= ∨t1,t2,u1,u2∈P (S(t1)∧S(t2)∧e(t1, x)∧e(x, t2)∧S(u1)∧S(u2)∧e(u1, y)∧e(y, u2)∧e(x, a)∧e(a, y))
≤ ∨t1,t2,u1,u2∈P (S(t1) ∧ S(t2) ∧ e(t1, a) ∧ e(x, t2) ∧ S(u1) ∧ S(u2) ∧ e(u1, y) ∧ e(a, u2))
≤ ∨t1,t2,u1,u2∈P (S(t1) ∧ S(u2) ∧ e(t1, a) ∧ e(a, u2))
= S(a).
we get that S is convex. Moreover, it is clear that if T ∈ LP is convex such that S(x) ≤ T (x), for all
x ∈ P , then S ⊆ T .
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Note that if (P ; e) is an L-ordered set, then S ∈ LG is convex if and only if S(a) = ∨x∈P ∨y∈P [S(x)∧
S(y)∧ e(x, a)∧ e(a, y)] for all a ∈ G. First, we assume that S is convex and a ∈ P , then S(a) is an upper
bound for the set {S(x) ∧ S(y) ∧ e(x, a) ∧ e(a, y)| x, y ∈ P}. Also, S(a) = S(a) ∧ S(a) ∧ e(a, a) ∧ e(a, a)
is an element of this set, so S(a) = ∨x∈P ∨y∈P [S(x)∧ S(y)∧ e(x, a)∧ e(a, y)]. The proof of the converse
is clear.
Proposition 4.9. Let S be a normal L-subgroup of an L-ordered group (G; e,+, 0). Then S is convex if
and only if S(a) ≥ S(x) ∧ e(0, a) ∧ e(a, x) for all x, a ∈ G.
Proof. Let S(a) ≥ S(x) ∧ e(0, a) ∧ e(a, x) for all x, a ∈ G. Put x, y, a ∈ G. By the assumption,
S(a− x) ≥ S(y − x) ∧ e(0, a− x) ∧ e(a− x, y − x). Since (G; e,+, 0) is an L-ordered group and S is its
L-subgroup, we get S(y − x) ≥ S(y)∧ S(x), e(0, a− x) = e(x, a) and e(a− x, y − x) = e(a, y), so S(a) =
S(a−x+x) ≥ S(a−x)∧S(x) ≥ S(y−x)∧e(0, a−x)∧e(a−x, y−x)∧S(x) ≥ S(x)∧S(y)∧e(x, a)∧e(a, y).
Therefore, S is convex. The proof of the converse is clear.
Definition 4.10. Let (G; e,+, 0) be an L-ordered group and S ∈ LG. By a positive cone of S, we mean
a map S+ : G → L defined by S+(x) = S(x) ∧ e(0, x) for all x ∈ G. The positive cone of G is the
positive cone of the map SG : G → L sending each element x ∈ G to e(0, x). So, for each x ∈ G,
(SG)
+(x) = e(0, x) ∧ e(0, x) = e(0, x).
Let (G; e,+, 0) be an L-ordered group. Then there exists an interesting relation between the positive
cone of S and ↓ S for an L-subset S ∈ LG.
Assume that S is a convex L-subgroup of (G; e,+, 0) and a ∈ G. For each x ∈ G, S(x) ∧ e(0, a) ∧
e(a, x) = S(x) ∧ S(0) ∧ e(0, a) ∧ e(a, x) ≤ S(a), so e(0, a)∧ ↓ S(a) = e(0, a) ∧ ∨x∈G(S(x) ∧ e(a, x)) =
∨x∈G(S(x)∧ e(0, a)∧ e(a, x)) ≤ S(a). It is easy to see that e(0, a)∧∨x∈G(S(x)∧ e(a, x)) = e(0, a)∧S(a),
hence (↓ S)+(a) = e(0, a)∧ ↓ S(a) = S(a) ∧ e(0, a) = S+(a), whence (↓ S)+ = S+. Moreover, if T is an
L-subgroup of (G; e,+, 0) such that (↓ T )+ = T+, then for each a ∈ G, ∨x∈G(T (x) ∧ e(a, x) ∧ e(0, a)) ≤
T (a) ∧ e(0, a) ≤ T (a), and so by Proposition 4.9, T is convex.
Proposition 4.11. Let (G; e,+, 0) and (H ; e,+, 0) be two L-ordered groups and f : G → H be a group
homomorphism. Then the following are equivalent:
(i) e(0, x) ≤ e(0, f(x)) for all x ∈ G.
(ii) f is monotone.
(iii) f(SG) ⊆ SH (that is f(SG)(y) ≤ SH(y) for all y ∈ H).
Proof. (i)⇒ (ii) Put x, y ∈ G. By (i) and Proposition 3.4(i), we have e(x, y) = e(0, y − x) ≤ e(0, f(y −
x)) = e(0, f(y)− f(x)) = e(f(x), f(y)). Hence, f is monotone.
(ii)⇒ (iii) Let y ∈ H . Then f(SG)(y) = ∨{x∈G| f(x)=y}SG(x) = ∨{x∈G| f(x)=y}e(0, x). Since f
is monotone, then e(0, x) ≤ e(0, f(x)) = e(0, y) for all x ∈ {x ∈ G| f(x) = y}. It follows that
∨{x∈G| f(x)=y}SG(x) ≤ e(0, y) = SH(y).
(iii)⇒ (i) For any x ∈ G, e(0, x) ≤ ∨{a∈G| f(a)=f(x)}e(0, a) = f(SG)(f(x)) ≤ SH(f(x)) = e(0, f(x)).
Proposition 4.12. Let S be a normal L-subgroup of an L-ordered group (G; e,+, 0). Then S is a normal
convex L-subgroup.
Proof. By Example 4.8, we know that S is convex. Choose a, b ∈ G.
S(a) ∧ S(b) = ∨x,x′∈G(S(x) ∧ S(x
′) ∧ e(x, a) ∧ e(a, x′)) ∧ ∨y,y′∈G(S(y) ∧ S(y
′) ∧ e(y, b) ∧ e(b, y′))
= ∨x,y,x′,y′∈G(S(x) ∧ S(y) ∧ e(x, a) ∧ e(y, b) ∧ S(x
′) ∧ S(y′) ∧ e(a, x′) ∧ e(b, y′)).
By (E2), for each u, v ∈ G, e(0, u+v) = e(−v, u) ≥ e(−v, 0)∧e(0, u) = e(0, v)∧e(0, u), so by Proposition
4.3(i), e(x, a) ∧ e(y, b) = e(0,−x+ a) ∧ e(0, b− y) ≤ e(0,−x+ a + b − y) = e(x + y, a+ b). In a similar
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way, e(a, x′)∧ e(b, y′) ≤ e(a+ b, x′+ y′), whence S(a)∧S(b) ≤ ∨x,y,x′,y′∈G(S(x)∧S(y)∧ e(x+ y, a+ b)∧
S(x′)∧S(y′)∧e(a+b, x′+y′)). By the assumption, S(x)∧S(y) ≤ S(x+y) and S(x′)∧S(y′) ≤ S(x′+y′),
hence
S(a) ∧ S(b) ≤ ∨x,y,x′,y′∈G(S(x+ y) ∧ e(x+ y, a+ b) ∧ S(x
′ + y′) ∧ e(a+ b, x′ + y′))
= ∨u,v∈G(S(u) ∧ e(u, a+ b) ∧ S(v) ∧ e(a+ b, v)), since G is a group,
= S(a+ b).
Also by Propositione 4.3(i) we have, S(−a) = ∨x,x′∈G(S(x)∧S(x
′)∧e(x,−a)∧e(−a, x′)) = ∨x,x′∈G(S(x)∧
S(x′)∧e(a,−x)∧e(−x′, a)). SinceG is a group ∨x,x′∈G(S(x)∧S(x
′)∧e(a,−x)∧e(−x′, a)) = ∨x,x′∈G(S(−x)∧
S(−x′)∧e(a, x)∧e(x′ , a)) = ∨x,x′∈G(S(x)∧S(x
′)∧e(a, x)∧e(x′, a)) = S(a). Therefore, S is an L-subgroup
of (G; e,+, 0).
Definition 4.13. A normal convex L-subgroup of an L-ordered group (G; e,+, 0) is called an L-filter.
Theorem 4.14. Let S be an L-filter of an L-ordered group (G; e,+, 0) and S(0) = α.
(i) (G+S; e˜,⊕, S) is an L-ordered group, where the map e˜ : G+S×G+S → L sending every element
(a+ S, b+ S) of G+ S ×G+ S to ∨x∈S−1(α)e(a− b, x).
(ii) S˜ : G+S → L, defined by S˜(a+S) = S(a) for all a ∈ G, is an L-filter of (G+S; e˜,⊕, S) such that
(S˜)−1(α) has exactly one element.
Proof. (i) First, we show that e˜ is well defined. Let a+S = a′+S and b+S = b′+S, for some a, a′, b, b′ ∈ G.
The a+S−1(α) = a′+S−1(α) and b+S−1(α) = b′+S−1(α), so there exist s, t ∈ S−1(α) such that a−a′ = s
and b− b′ = t. Take x ∈ S−1(α). Then by Proposition 4.3(i), e(a− b, x) = e(−s+ a− b+ t,−s+ x+ t) =
e((−s + a) − (−t + b),−s + x + t) = e(a′ − b′,−s + x + t). Since S−1(α) is a subgroup of (G; +, 0),
then −s+ x + t ∈ S−1(α). It follows that e(a− b, x) = e(a′ − b′,−s+ x + t) ≤ ∨y∈S−1(α)e(a
′ − b′, y) =
e˜(a′+S, b′+S). Since x is an arbitrary element of S−1(α), then we get e˜(a+S, b+S) ≤ e˜(a′+S, b′+S).
In a similar way, we can show that e˜(a′+S, b′+S) ≤ e˜(a+S, b+S). So, e˜ is well defined. Now, we show
that (G+ S; e˜), is an L-ordered set.
(1) Let a ∈ G. e˜(a+ S, a+ S) = ∨x∈S−1(α)e(a− a, x) = ∨x∈S−1(α)e(0, x). From 0 ∈ S
−1(α) it follows
that e(0, 0) ≤ ∨x∈S−1(α)e(0, x) = e˜(a+ S, a+ S).
(2) Let a, b, c ∈ G. Then by Proposition 4.3,
e˜(a+ S, b+ S) ∧ e˜(b+ S, c+ S) = ∨x∈S−1(α)e(a− b, x) ∧ ∨t∈S−1(α)e(b− c, t)
= ∨x∈S−1(α)e(−x+ a, b) ∧ ∨t∈S−1(α)e(b, t+ c)
= ∨t∈S−1(α)[(∨x∈S−1(α)e(−x+ a, b)) ∧ e(b, t+ c)]
= ∨t∈S−1(α) ∨x∈S−1(α) [e(−x+ a, b) ∧ e(b, t+ c)]
≤ ∨t∈S−1(α) ∨x∈S−1(α) e(−x+ a, t+ c)
= ∨t∈S−1(α) ∨x∈S−1(α) e(a− c, x+ t)
= ∨x,t∈S−1(α)e(a− c, x+ t).
Since S−1(α) is a subgroup of G, then {e(a−c, x+t)| x, t ∈ S−1(α)} = {e(a−c, x)| x ∈ S−1(α)}. It follows
that e˜(a+S, b+S)∧e˜(b+S, c+S) ≤ ∨x,t∈S−1(α)e(a−c, x+t) = ∨{e(a−c, x)| x ∈ S
−1(α)} = e˜(a+S, c+S).
(3) Let a, b ∈ G such that e˜(a+ S, b+ S) = e˜(b+ S, a+ S) = 1. Then
∨x∈S−1(α)e(a− b, x) = 1 = ∨x∈S−1(α)e(b− a, x).
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Since S is convex, then S(b− a) ≥ S(x) ∧ S(t) ∧ e(x, a− b) ∧ e(a− b, t) = α ∧ e(x, a− b) ∧ e(a− b, t) for
all x, t ∈ S−1(α). Thus,
S(a− b) ≥ ∨x,t∈S−1(α)[α ∧ e(x, a− b) ∧ e(a− b, t)]
= α ∧ (∨x,t∈S−1(α)[e(x, a− b) ∧ e(a− b, t)])
= α ∧ (∨x∈S−1(α)e(x, a− b) ∧ ∨t∈S−1(α)e(a− b, t))
= α ∧ (∨x∈S−1(α)e(b− a,−x) ∧ ∨t∈S−1(α)e(a− b, t)).
Since S−1(α) is a subgroup of G, then ∨x∈S−1(α)e(b− a,−x) = ∨x∈S−1(α)e(b− a, x) and so
S(a− b) ≥ α ∧ (∨x∈S−1(α)e(b− a, x) ∧ ∨t∈S−1(α)e(a− b, t))
= α ∧ 1 ∧ 1 = α.
Hence a− b ∈ S−1(α), which implies that a+ S−1(α) = b+ S−1(α) and a+ S = b+ S.
Now, let a, b, c ∈ G. e˜((a+S)⊕ (c+S), (b+S)⊕ (c+S)) = e˜((a+c+S), (b+c+S)) = ∨x∈S−1(α)e(a+
c−(b+c), x) = ∨x∈S−1(α)e(−x+a+c−(b+c), 0) = ∨x∈S−1(α)e(−x+a+c, b+c) = ∨x∈S−1(α)e(−x+a, b) =
∨x∈S−1(α)e(a− b, x) = e˜((a+ S), (b+ S)). Therefore, (G+ S; e˜,⊕, S) is an L-ordered group.
(ii) Clearly, S˜ is well defined. In fact, if a+ S = b+ S, then S(a− b) = S(0), so a− b = x, for some
x ∈ S−1(α). It follows that, S(a) = S(x + b) ≥ S(x) ∧ S(b) = α ∧ S(b) = S(b). In a similar way, we can
show that S(b) ≥ S(a), whence S˜ is well defined. Choose a, b ∈ G. S˜(−(a+S)) = S˜(−a+S) = S(−a) =
S(a) = S˜(a+S). Clearly, S˜((a+S)⊕(b+S)) = S˜((a+b)+S) = S(a+b) ≥ S(a)∧S(b) = S˜(a+S)∧S˜(b+S).
If x ∈ G, then S˜(x+S)∧ e˜(0+S, a+S)∧ e˜(a+S, x+S) = S(x)∧∨t∈S−1(α)e(a−x, t)∧∨t′∈S−1(α)e(t
′, a).
For each t ∈ S−1(α), S(x) = S(x + t − t) ≥ S(x + t) ∧ S(t) = S(x + t), so S˜(x + S) ∧ e˜(0 + S, a +
S) ∧ e˜(a+ S, x+ S) = ∨t,t′∈S−1(α)(S(x+ t) ∧ e(a− x, t) ∧ e(t
′, a)) = ∨t,t′∈S−1(α)(S(x+ t) ∧ e(a, t+ x) ∧
e(t′, a)) = ∨t,t′∈S−1(α)(S(x + t) ∧ S(t) ∧ e(a, t+ x) ∧ e(t
′, a)) ≤ S(a) (since S is convex). It follows that
S˜(x+S)∧ e˜(0+S, a+S)∧ e˜(a+S, x+S) ≤ S(a) = S˜(a+S). By Proposition 4.9, S˜ is convex. Moreover,
S˜ satisfies the normal condition (S˜((a+ S)⊕ (b+ S)⊕ (−a+ S)) = S˜((a+ b− a) + S) = S(a+ b− a) =
S(b) = S˜(b+ S)). In addition, for each a ∈ G, S˜(a+ S) = α implies that S(a) = α, hence a+ S = 0+ S
(see the note before Theorem 4.14). Therefore, (S˜)−1(α) has exactly one element.
Corollary 4.15. Let S be an L-filter of an L-ordered group (G; e,+, 0). Then the map piS : G→ G+S,
sending g to g + S, is both a group homomorphism and monotone.
By the above corollary, if S is an L-filter of (G; e,+, 0), then there exists an L-order relation on
(G+ S;⊕, 0+ S) such that the natural map piS : G→ G+ S is a group homomorphism and a monotone
map. Moreover, S˜ is normal and convex. Now, let S be an L-subgroup of (G; e,+, 0) such that there
exists an L-order relation f on G+S that make (G+S;⊕, 0+S) an L-ordered group, piS : (G; e,+, 0)→
(G + S; f,⊕, 0 + S) is monotone and in (G + S; f,⊕, 0 + S) S˜ is normal and convex. We claim that
S is normal and convex, too. Let x, a ∈ G. Since S˜ is an L ideal of (G + S; f,⊕, 0 + S), then by
Proposition 2.11(ii), S(a+ x− a) = S˜((a+S)⊕ (x+S)⊕ (−a+S)) = S˜((x+S)⊕ (a+S)⊕ (−a+S)) =
S˜(x + S) = S(x), so S is normal. By Proposition 4.9, it suffices to show that S(x) ∧ e(0, a) ∧ e(a, x) ≤
S(a). Since piS : (G; e,+, 0) → (G + S; f,⊕, 0 + S) is monotone, then S(x) ∧ e(0, a) ∧ e(a, x) ≤ S(x) ∧
f(0 + S, a + S) ∧ f(a + S, x + S) = S˜(x + S) ∧ f(0 + S, a + S) ∧ f(a + S, x + S). By the assumption,
S˜(x+ S) ∧ f(0 + S, a+ S) ∧ f(a+ S, x+ S) ≤ S˜(a) = S(a). Therefore, S is convex.
Theorem 4.16. Let (G; eG,+, 0) and (H ; eH ,+, 0) be two L-ordered groups, f :(G; eG,+, 0)→(H ; eH ,+, 0)
be both a group homomorphism and a monotone map. Then the map K(f) : G → L defined by
K(f)(x) = eH(0, f(x)) ∧ eH(f(x), 0) is an L-filter of G and f˜ : G + K(f) → H is a one-to-one group
homomorphism and monotone.
Proof. Since f is a group homomorphism, by Proposition 4.3(ii), for any x ∈ G,K(f)(−x) = eH(0, f(−x))∧
eH(f(−x), 0) = eH(0,−f(x)) ∧ eH(−f(x), 0) = eH(f(x), 0) ∧ eH(0, f(x)) = K(f)(x). Also, K(f)(x +
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y) = eH(0, f(x + y)) ∧ eH(f(x + y), 0) = eH(0, f(x) + f(y)) ∧ eH(f(x) + f(y), 0) = eH(−f(y), f(x)) ∧
eH(f(y),−f(x)) ≥ eH(−f(y), 0)∧ eH(0, f(x))∧ eH(f(y), 0)∧ eH(0,−f(x)) = eH(0, f(y))∧ eH(0, f(x))∧
eH(f(y), 0) ∧ eH(f(x), 0) = K(f)(x) ∧ K(f)(y), so K(f) is an L-subgroup of G. On the other hand,
for all x, y, a ∈ G, we have K(f)(x) ∧ K(f)(y) ∧ eG(x, a) ∧ eG(a, y) = eH(0, f(x)) ∧ eH(f(x), 0) ∧
eH(0, f(y))∧eH(f(y), 0)∧eG(x, a)∧eG(a, y). Since f is a monotone map, then eG(x, a) ≤ eH(f(x), f(a))
and eG(a, y) ≤ eH(f(a), f(y)). It follows that K(f)(x) ∧K(f)(y) ∧ eG(x, a) ∧ eG(a, y) ≤ eH(0, f(x)) ∧
eH(f(x), 0) ∧ eH(0, f(y)) ∧ eH(f(y), 0) ∧ eH(f(x), f(a)) ∧ eH(f(a), f(y)) ≤ eH(0, f(a)) ∧ eH(f(a), 0) ∧
eH(f(x), 0)eH(0, f(y)) ≤ K(f)(a), so K(f) is convex. It can be easily shown that K(f)(a + x −
a) = K(f)(x) for all a, x ∈ G. Thus K(f) is an L-filter of (G; eG,+, 0). By Theorem 4.14, (G +
K(f), e˜G,⊕,K(f)) is an L-ordered group. Consider the map ϕ : G +K(f) → H sending each element
a+K(f) ∈ G+K(f) to f(a). If a+K(f) = b+K(f), then eH(f(a), f(b))∧eH(f(b), f(a)) = K(f)(a−b) =
K(f)(0) = 1, whence by (E2), f(a) = f(b). Clearly f˜ is a one-to-one group homomorphism. Moreover,
if f(a) = f(b), then for each x ∈ G, aK(f)(x) = K(f)(x − a) = eH(0, f(x − a)) ∧ eH(f(x − a), 0) =
eH(0, f(x) − f(a)) ∧ eH(f(x) − f(a), 0) = eH(0, f(x) − f(b)) ∧ eH(f(x) − f(b), 0) = eH(0, f(x − b)) ∧
eH(f(x − b), 0) = bK(f)(x), thus f˜ is one-to-one. It is easy to prove that K(f)(x) = 1 if and only if
x ∈ ker(f) = f−1(0). Finally, we show that f˜ is monotone. Take a, b ∈ G. Since f is monotone, for
each t ∈ ker(f), we have eG(a − b, t) ≤ eH(f(a − b), f(t)) = eH(f(a − b), 0) = eH(f(a), f(b)) and so
e˜(a+K(f), b+K(f)) = ∨t∈ker(f)eG(a− b, t) ≤ eH(f(a), f(b)). Therefore, f˜ is monotone.
In the next theorem, we show that the positive cone of an L-ordered group (G; e,+, 0) has particular
properties and each map S : G→ L satisfying these properties is the positive cone of a suitable L-order
relation on G.
Theorem 4.17. Let S be the positive cone of (G; e,+, 0). Then S has the following properties:
(i) S(x) ∧ S(y) ≤ S(x+ y) for all x, y ∈ G.
(ii) S(x) = S(−x) = 1 implies that x = 0 for all x ∈ G.
(iii) S(0) = 1, and S(x+ y − x) = S(y) for all x, y ∈ G.
(iv) S is convex.
Moreover, if (G; +, 0) is a group and S : G→ L is a map satisfying the properties (i), (ii) and (iii), then
there exists a map f : G × G → L such that (G; f,+, 0) is an L-ordered group and S is convex in this
L-ordered group.
Proof. Let S be the positive cone of (G; e,+, 0). Choose x, y ∈ G. Clearly, S(0) = 1. S(x + y) =
e(0, x + y) = e(−y, x) ≥ e(−y, 0) ∧ e(0, x) = e(0, y) ∧ e(0, x) = S(y) ∧ S(x). Moreover, if S(x) =
S(−x) = 1, then e(0, x) = 1 = e(0,−x) = e(x, 0), whence by (E3), x = 0. Now, let a ∈ G. Then
S(x)∧S(y)∧e(x, a)∧e(a, y) = e(0, x)∧e(0, y)∧e(x, a)∧e(a, y) ≤ e(0, a)∧e(0, y)∧e(a, y) ≤ S(a). Hence,
S is convex and S(x+ y− x) = e(0, x+ y− x) = e(x, x+ y) = e(0, y) = S(y) for all x, y ∈ G. Conversely,
let S : G→ L be a map with properties (i)–(iii). For each a, b ∈ G, define f(a, b) = S(b−a). From (iii) it
follows that (E1) holds. Let a, b, c ∈ G. If f(a, b) = f(b, a) = 1, then S(b−a) = S(−(b−a)) = 1 and so by
(ii), b = a. Also, for any x ∈ G, we have f(x+a, x+b) = S(x+b−a−x) = S(b−a) = f(a, b) (by (iii)) and
by (i) and (iii), f(a, b)∧f(b, c) = S(b−a)∧S(c− b) ≤ S(b−a+ c− b) = S(c−a) = f(a, c), so (G; f,+, 0)
is an L-ordered group. Moreover, S(x) ∧ S(y) ∧ f(x, a) ∧ f(a, y) = S(x) ∧ S(y) ∧ S(a− x) ∧ S(y − a) ≤
S(x+ a− x) ∧ S(y) ∧ S(y − a) ≤ S(a). Therefore, S is convex.
Let (G; e,+, 0) be an L-ordered group and T ∈ LG be a normal L-subgroup of G such that T (0) = 1.
Suppose that T is not convex. Define f : G×G→ L by f(x, y) = T+(y−x). We claim that (G; f,+, 0) is
an L-ordered group. Put x, y, z ∈ G. Then f(x, x) = T (x− x)∧ e(0, x− x) = T (0)∧ 1 = 1 and f(x, y) =
f(y, x) = 1 implies that T (y − x) ∧ e(0, y − x) = T (x− y) ∧ e(0, x− y) = 1 and so by Proposition 4.3(i),
e(x, y) = e(y, x) = 1, whence x = y. Also, f(x, y)∧f(y, z) = T (y−x)∧ e(0, y−x)∧T (z− y)∧ e(0, z− y).
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Since T is a normal L-subgroup of (G; e,+, 0), then we get f(x, y)∧ f(y, z) ≤ T (y− x+ z − y)∧ e(0, y−
x) ∧ e(0, z − y) ≤ T (−x + z) ∧ e(x, y) ∧ e(y, z) ≤ T (z − x) ∧ e(x, z) = T (z − x) ∧ e(0, z − x) = f(x, z).
Moreover, f(x+ z, y+ z) = T (y+ z− z−x)∧ e(0, y+ z− z−x) = f(x, z). So, (G; f,+, 0) is an L-ordered
group. Now, we show that T is a convex L-subgroup of (G; f,+, 0). Clearly, T is an L-subgroup. For
any a, x ∈ G, we have T (x)∧ f(0, a)∧ f(a, x) = T (x)∧ T (a)∧ T (x− a)∧ T (a), hence by Proposition 4.9,
T is convex in (G; f,+, 0) (note that T is also, normal in (G; f,+, 0)).
Theorem 4.17 is very useful. We can use it to make many L-order relations on a group (specially an
Abelian group), by applying the following remark.
Remark 4.18. Let (G; +, 0) be a group and S : G→ L be an arbitrary map such that S(0) = 1 and for
each x ∈ G, S(x) = 1 implies that x = 0.
(i) If there exists α ∈ L − {1} such that S(x) ≤ α for all x ∈ G − {0}, then define S : G → L, by
S(x) = ∨a∈GS(a+x−a). It is clear that S(x) = S(a+x−a) for all a ∈ G. Consider that map, T : G→ L,
define by T (x) = ∨{x1,x2,...,xn∈G| x1+x2+···+xn=x, ∃n∈N}S(x1)∧S(x2)∧· · · ∧S(xn). Clearly, T (0) = 1 and
for each x ∈ G, T (x) = T (−x) = 1, implies that x = 0. It is easy to show that T (x) ∧ T (y) ≤ T (x+ y),
for each x, y ∈ G. Let x, y ∈ G. Then T (x+ y − x) = ∨{x1,x2,...,xn∈G| x1+x2+···+xn=x+y−x, ∃n∈N}S(x1) ∧
S(x2)∧· · ·∧S(xn). If x1+x2+ · · ·+xn = x+y−x, then −x+x1+x−x+x2+x−x · · ·+x−x+xn+x =
−x+ x1+ x2+ · · ·+ xn+ x = y and so T (y) ≥ S(−x+ x1+ x)∧S(−x+ x2+ x)∧ · · · ∧S(−x+ xn+ x) =
S(x1) ∧ S(x2) ∧ · · · ∧ S(xn). It follows that T (x + y − x) ≤ T (y). In a similar way, we can show that
T (y) ≤ T (x+ y−x). Hence T satisfies the conditions (i)–(iii) of Theorem 4.17. So by applying Theorem
4.17, we can make an L-order relation on G.
(ii) Let α ∈ L− {1} and A be a subset of G such that A is closed under +, 0 /∈ A and x ∈ A implies
that −x ∈ G − A for all x ∈ G. If S(x) = α for all x ∈ A, S(x) ≤ α, for all x ∈ G − (A ∪ {0}) and T
is the map which is defined in (i), then by (i), T satisfies on conditions (i)–(iii) of Theorem 4.17. Now,
we define H : G → L by H(x) = T (x) for all x ∈ G − A and T (x) = 1, for all x ∈ A. For each x ∈ G,
H(x) = H(−x) = 1 implies that x = 0 and H(0) = 1. Put x, y ∈ G.
(1) If x, y ∈ G−A, then H(x) ∧H(y) = T (x) ∧ T (y) ≤ T (x+ y) ≤ H(x+ y).
(2) If x ∈ G−A and y ∈ A, then T (x)∧T (y) = T (x)∧α = T (x) = H(x)∧α = H(x)∧1 = H(x)∧H(y)
and T (x) ∧ T (y) ≤ T (x+ y) ≤ H(x+ y), so H(x) ∧H(y) ≤ H(x+ y).
(3) If x ∈ A and y ∈ G−A, then similarly to (2), we can show that H(x) ∧H(y) ≤ H(x+ y).
(4) If x ∈ A and y ∈ A, by assumption x+ y ∈ A, and so H(x) ∧H(y) ≤ 1 = H(x+ y).
From (1)-(4), it follows that H satisfies the conditions (i)–(iii) of Theorem 4.17. Applying Theorem 4.17,
we can make an L-order relation on G. We must note that G with this L-order relation is an L-ordered
group.
In the sequel, two results about distributivity in L-lattice ordered groups are verified. First, we show
that if (G; e,+, 0) is an L-lattice, then one of the conditions in (3.1) implies that G is distributive. Then
we find a condition under which G must be distributive.
Lemma 4.19. Let (G; e,+, 0) be an L-lattice ordered group. Then the following are equivalent:
(i) (G; e,+, 0) is distributive.
(ii) a ∧ ⊔S = ⊔(a ∧ S) for all a ∈ G and S ∈ LG• .
(iii) a ∨ ⊓S = ⊓(a ∨ S) for all a ∈ G and S ∈ LG• .
Proof. (i) ⇒ (ii) Clearly, if (G; e,+, 0) is distributive, then (ii) and (iii) hold.
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(ii) ⇒ (iii) Let a ∈ G and S be an arbitrary element of LG• . Then there exist x1, x2, . . . , xn ∈ G such
that Supp(S) = {x1, x2, . . . , xn}. Clearly, Supp(−S) = {−x1,−x2, . . . ,−xn}, so (−S) ∈ L
G
• . Hence, we
have
a ∨ ⊓S = a ∨ ⊓ − (−S)
= −(−a) ∨ (− ⊔ (−S)), by Proposition 4.3(v),
= −(−a ∧ (⊔(−S))), by Remark 4.2(i) and Theorem 2.9,
= −(⊔(−a) ∧ (−S)), by (ii),
= ⊓ − ((−a) ∧ (−S)), by (ii).
Now we show that −((−a) ∧ (−S)) = a ∨ S. Put y ∈ G.
−((−a) ∧ (−S))(y) = ((−a) ∧ (−S))(−y)
= ∨{t∈G| (−a)∧t=−y}(−S)(t)
= ∨{t∈G| (−a)∧−(−t)=−y}S(−t)
= ∨{t∈G| −(a∨(−t))=−y}S(−t), by Remark 4.2(i) and Theorem 2.9,
= ∨{t∈G| a∨(−t)=y}S(−t)
= ∨{u∈G| a∨u=y}S(u)
= (a ∨ S)(y).
(iii) ⇒ (i) It suffices to show that a∧⊔S = ⊔(a∧S), for all a ∈ G and S ∈ LG• . The proof of this part is
similar to the proof of ((ii) ⇒ (iii)).
Theorem 4.20. Let (G; e,+, 0) be an L-ordered group, a ∈ G and S ∈ LG• such that J = ⊔S. Then
a∧⊔S = ⊔(a∧ S) if and only if ∧y∈G[S(y)→ e(x, (a ∧ J)− (a∧ y))] ≤ ∧y∈G(S(y)→ e(x, J − y)) for all
x ∈ G.
Proof. Suppose that a ∧ ⊔S = ⊔(a ∧ S). By Theorem 2.6, for all x ∈ G, we have
e(a ∧ J, x) = ∧y∈G[(a ∧ S(y))→ e(y, x)]
= ∧y∈G[(∨t∈G, a∧t=yS(t))→ e(y, x)]
= ∧y∈G ∧{t∈G| a∧t=y} [S(t)→ e(y, x)]
= ∧y∈G[S(y)→ e(a ∧ y, x)].
It follows from Proposition 4.3(i) that
e(x, 0) = e(a∧J,−x+(a∧J)) = ∧y∈G[S(y)→ e(a∧y,−x+(a∧J))] = ∧y∈G[S(y)→ e(x, (a∧J)−(a∧y))].
Also, by Theorem 2.5(i), e(J, x) = ∧y∈G(S(y)→ e(y, x)) for all x ∈ G, so
e(x, 0) = e(0,−x) = e(J,−x+ J) = ∧y∈G(S(y)→ e(y,−x+ J)) = ∧y∈G(S(y)→ e(x, J − y)). (4.1)
Therefore, ∧y∈G(S(y) → e(x, J − y)) = ∧y∈G[S(y) → e(x, (a ∧ J) − (a ∧ y))] for all x ∈ G. Conversely,
let ∧y∈G[S(y) → e(x, (a ∧ J) − (a ∧ y))] ≤ ∧y∈G(S(y) → e(x, J − y)) for all x ∈ G. By Proposition 4.3,
it suffices to show that ⊓T = 0, where T = (a ∧ J) + (−(a ∧ S)) (By Proposition 4.3(iv) and (v), ⊓T
exists). For each y ∈ G, we have
T (y) = ∨{t∈G| (a∧J)+t=y}(−(a ∧ S)(t)) = (−(a ∧ S))(−(a ∧ J) + y)
= (a ∧ S)(−y + (a ∧ J))
= ∨{t∈G| a∧t=−y+(a∧J)}S(t)
= ∨{t∈G| y=(a∧J)−(a∧t)}S(t).
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It follows that
∧y∈GT (y)→ e(x, y) = ∧y∈G[(∨t∈G, y=(a∧J)−(a∧t)S(t))→ e(x, y)]
= ∧y∈G ∧t∈G, y=(a∧J)−(a∧t) (S(t)→ e(x, y))
= ∧y∈G[S(y)→ e(x, (a ∧ J)− (a ∧ y))]
≤ ∧y∈G(S(y)→ e(x, J − y)), by assumption,
= e(x, 0), by (4.1).
Now we show that T (x) ≤ e(0, x) for all x ∈ G. For all x ∈ G, T (x) = ∨t∈G, x=(a∧J)−(a∧t)S(t). It
suffices to prove that if x = (a ∧ J) − (a ∧ t), then S(t) ≤ e(0, x) for all t ∈ G, or equivalently, S(t) ≤
e(0, (a∧J)−(a∧t)) = e(a∧t, a∧J) for all t ∈ G. Since ⊔S = J , then 1 = e(J, J) = ∧t∈G(S(t)→ e(t, J)),
so S(t) ≤ e(t, J) for all t ∈ G. Hence, by Proposition 3.5(iii), we have S(t) ≤ e(t, J) ≤ e(a ∧ t, a ∧ J).
Therefore, ⊓T = 0.
There is a well known result on lattice ordered group, which prove that if x, y are elements of lattice
ordered group (G; ., 1) such that xn ≤ yn, for some n ∈ N, then x ≤ y (see [5, Theorem 9.11]). In the
next theorem we try to extend this result for L-lattice ordered groups.
Theorem 4.21. Let (G; e,+, 0) be an L-lattice ordered group.
(i) For each z ∈ G and n ∈ N, e(z, 0) = e(nz ∨ 0, (n− 1)(z ∨ 0)).
(ii) If x, y ∈ G such that x+ y = y + x and n ∈ N, then e(x, y) = e(nx ∨ ny, (n− 1)(x ∨ y) + y).
Proof. (i) Put z ∈ G. By Remark 4.2, (G;≤e) is a lattice ordered group. Since 0 + z = z + 0, it is easy
to see that m(z ∨ 0) = mz ∨ (m− 1)z ∨ (m− 2)z ∨ · · · ∨ z ∨ 0 for all m ∈ N.
e(z, 0) = e(z, 0) ∧ e(0, 0)
= e(0 ∨ z, 0), by Proposition 3.5(ii),
= e(n(z ∨ 0), (n− 1)(z ∨ 0)), by Proposition 4.3(i)
= e(nz ∨ (n− 1)z ∨ · · · ∨ z ∨ 0, (n− 1)(z ∨ 0))
= e(nz ∨ (n− 1)z ∨ · · · ∨ z ∨ 0 ∨ 0, (n− 1)(z ∨ 0))
= e((nz ∨ 0) ∨ (n− 1)(z ∨ 0), (n− 1)(z ∨ 0))
= e(nz ∨ 0, (n− 1)(z ∨ 0)) ∧ e((n− 1)(z ∨ 0), (n− 1)(z ∨ 0)), by Proposition 3.5(ii),
= e(nz ∨ 0, (n− 1)(z ∨ 0)).
(ii) Let x, y ∈ G. Then by (i), we have
e(x, y) = e(x− y, 0) = e(n(x− y) ∨ 0, (n− 1)((x− y) ∨ 0)) = e(nx− ny ∨ 0, (n− 1)((x ∨ y)− y))
= e((nx ∨ ny)− ny, (n− 1)(x ∨ y)− (n− 1)y) = e(nx ∨ ny, (n− 1)(x ∨ y) + y).
Note that, the stated result before Theorem 4.21 can be easily obtained from Theorem 4.21. In fact,
if xn ≤ yn, for some n ∈ N, then by Theorem 4.21(i), e(x, y) = e(nx ∨ ny, (n − 1)(x ∨ y) + y) =
e(ny, (n− 1)(x ∨ y)− y) = e((n− 1)y, (n− 1)(x ∨ y)) = 1 and so x ≤ y
Theorem 4.22. (Riesz’s theorem for L-lattice ordered groups) Let (G; e,+, 0) be an L-lattice ordered
group and t ∈ L. If a, b1, b2, . . . , bn ∈ G such that t ≤ e(0, a) ∧ e(0, bi) ∧ e(a, b1 + b2 + · · · + bn) for all
i ∈ {1, 2, . . . , n}, then there exist a1, a2, . . . , an ∈ G such that a = a1+a2+· · ·+an and t ≤ e(0, ai)∧e(ai, bi)
for all i ∈ {1, 2, . . . , n}.
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Proof. The result is established by induction. If n = 1, the result is clear (in fact, a1 = a). Let 1 ≤ n
and the result is true for n. Suppose that b1, b2, . . . , bn+1 ∈ G such that t ≤ e(0, a) ∧ e(0, bi) ∧ e(a, b1 +
b2+ · · ·+ bn+1) for all i ∈ {1, 2, . . . , n+1}. From (E2) and t ≤ e(0, b1)∧ e(0, b2) = e(0, b1)∧ e(b1, b1+ b2)
it follows that t ≤ e(0, b1 + b2). In a similar way, we can show that
t ≤ e(0, b1 + b2 + · · ·+ bn) (4.2)
So by assumption, for all i ∈ {1, 2, . . . , n} we have
t ≤ e(0, a) ∧ e(0, bi) ∧ e(a, b1 + b2 + · · ·+ bn+1)
= e(0, a) ∧ e(0, bi) ∧ e(a− bn+1, b1 + b2 + · · ·+ bn), by Proposition 4.3(i)
= e(0, a) ∧ e(0, bi) ∧ e(a− bn+1, b1 + b2 + · · ·+ bn) ∧ e(0, b1 + b2 + · · ·+ bn), by (4.2)
= e(0, a) ∧ e(0, bi) ∧ e(0 ∨ a− bn+1, b1 + b2 + · · ·+ bn), by Proposition 3.5(ii).
Since (G; e,+, 0) is an L-lattice ordered group, by Remark 4.2, (G;≤e) is a crisp one and so 0∨a−bn+1 =
a − (a ∧ bn+1). Set u := 0 ∨ a − bn+1. Then t ≤ e(0, u) ∧ e(0, bi) ∧ e(u, b1 + b2 + · · · + bn), for all
i ∈ {1, 2, . . . , n} (since e(0, u) = 1), hence by the induction hypothesis there are a1, a2, . . . , an ∈ G
such that u = a1 + a2 + · · · + an and t ≤ e(0, ai) ∧ e(ai, bi) for all i ∈ {1, 2, . . . , n}. Thus a = a1 +
a2 + · · · + an + (a ∧ bn+1), set an+1 = a ∧ bn+1. Then e(an+1, bn+1) = 1 and by Proposition 3.5(i),
e(0, an+1) = e(0, a ∧ bn+1) = e(0, a) ∧ e(0, bn+1) ≥ t. Therefore, the result is obtained.
Corollary 4.23. Let (G; e,+, 0) be an L-lattice ordered group and a, b, c ∈ G. Then for each t ∈ L, with
t ≤ e(0, a) ∧ e(0, b) ∧ e(0, c) ∧ e(0, a ∧ (b + c)), we have t ≤ e(a ∧ (b+ c), (a ∧ b) + (a ∧ c)).
Proof. Let t ≤ e(0, a) ∧ e(0, b) ∧ e(0, c). By Proposition 3.5(i), e(0, a ∧ (b + c)) = e(0, a) ∧ e(0, b + c) ≥
e(0, a) ∧ e(0, b) ∧ e(b, b+ c) = e(0, a) ∧ e(0, b) ∧ e(0, c) ≥ t. Also, e(a ∧ (b + c), b+ c) = 1, so by Theorem
4.22, there exist x1, x2 ∈ G such that a∧(b+c) = x1+x2, t ≤ e(0, x1)∧e(x1, b) and t ≤ e(0, x2)∧e(x2, b).
Hence, e(0, x1) ∧ e(x1, a) = e(0, x1) ∧ e(x1, x1 + x2) = e(0, x1) ∧ e(0, x2) ≥ t, whence t ≤ e(x1, a) and by
Proposition 3.5(i), t ≤ e(x1, a)∧e(x1, b) = e(x1, a∧b). In a similar way, we can show that t ≤ e(x2, a∧c).
Therefore,
e(a ∧ (b+ c), (a ∧ b) + (a ∧ c)) = e(x1 + x2, (a ∧ b) + (a ∧ c))
≥ e(x1 + x2, (a ∧ b) + x2) ∧ e((a ∧ b) + x2, (a ∧ b) + (a ∧ c))
= e(x1, a ∧ b) ∧ e(x2, a ∧ c) ≥ t, by Proposition 4.3(i).
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