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Prediction is very difficult, especially about the future. 
Niels Bohr (1885 - 1962) 
Abstract 
Finite-difference models have been used for nearly 40 years to solve elec­
tromagnetic problems of heterogeneous nature. Further, these techniques 
are well known for being computationally expensive, as well as subject 
to various numerical artifacts. However, little is yet understood about 
the errors arising in the simulation of wideband sources with the finite­
difference time-domain (FDTD) method. Within this context, the fo­
cus of this thesis is on two different problems. On the one hand, the 
speed and accuracy of current FDTD implementations is analysed and 
increased. On the other hand, the distortion of numerical pulses is char­
acterised and mitigation techniques proposed. 
In addition, recent developments in general-purpose computing on graph­
ics processing units (GPGPU) have unveiled new methods for the effi­
cient implementation of FDTD algorithms. Therefore, this thesis pro­
poses specific GPl:-based guidelines for the implementation of the stan­
dard FDTD. Then, metaheuristics are used for the calibration of a 
FDTD-based narrowband simulator. Regarding the simulation of wide­
band sources, this thesis uses first Lagrange multipliers to characterise 
the extrema of the numerical group velocity. Then, the spread of numer­
ical Gaussian pulses is characterised analytically in terms of the FDTD 
grid parameters. 
The usefulness of the proposed solutions to the previously described 
problems is illustrated in this thesis using coverage and wideband pre­
dictions in large-scale scenarios. In particular, the indoor-to-outdoor 
radio channel in residential areas is studied. Furthermore, coverage and 
wideband measurements have also been used to validate the predictions. 
As a result of all the above, this thesis introduces first an efficient and ac­
curate FDTD simulator. Then, it characterises analytically the propaga­
tion of numerical pulses. Finally, the narrowband and wideband indoor­
to-outdoor channels are modeled using the developed techniques. 
To Yahel, 
for being there all along 
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Introduction 
The work presented in this thesis studies and discuses different considerations related 
to the utilisation of FDTD for the study of the radio channel in mobile communica­
tion systems. In particular, the indoor-to-outdoor channel in residential femtocells 
is considered although the techniques introduced here are also scalable to larger sce­
narios. Thus, this chapter presents an overview of radio propagation modelling in 
cellular networks with emphasis on the femtocell channel. 
1.1 Wireless networks planning & optimisation 
In the beginning of the twenty first century, and due to the exceptional growth of 
mobile telecommunications in the last two decades, radio resources are more scarce 
than ever before. For instance, it is common that the network infrastructures of 
distinct mobile network operators (MN Os) have to coexist in order to provide ubiq­
uitous coverage and service to users. As a result, governmental spectrum regulations, 
investments in installation renewal, regulation of radiation limits and further eco­
nomic and legislative measures have to be put in place. All of this adds up to the 
bills of the MNOs, who compete with each other in order to keep or increase their 
market shares. Nevertheless and despite the large size of the required investments, 
mobile telecommunications is still one of the more buoyant industries on the global 
stage. 
Prior to the installation of a mobile cellular network in a given area, viability 
studies need to be performed to guarantee that the final network fulfils the requisites 
1 
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for which it was first conceived. This is called the network planning process and 
it is necessary because deploying mobile cellular networks is expensive. MNOs can 
thus not risk the failure nor deprecation of their multimillion pounds investment. 
Network planning involves, among others, calculations of the required number of 
base stations (BSs), the achievable user data rates or estimations of quality of st>rvicc 
(QoS). The main objective is thus the increase of revenue, which usually implies the 
maximisation of throughput and QoS as well as the minimisation of intcrfc•n·1H·c and 
outage. In general, the network planning process can be seen as the means of solving 
a multi-objective optimisation problem, for which there exist count kss alµ,oritlnns 
and approaches. It does not only involve the design and deployment of the radio 
access network (RAN), but also that of the core network and tlic links in liet\\'('('Il. ln 
particular, the RAN can be seen as the wireless last mile of the conrn•ctiou to/from 
the user and it is usually the most expensive part of the network i11frastruct11re. 
The planning of wireless networks is usually linked to network optin1isation, thus 
coining the term wireless networks planning and optimisatiou (\VNPO). This set of 
techniques tries to achieve the best possible network for a given scenario. Initially, 
a set of constraints and network parameters, such as the minimmn throughput per 
user or the maximum backhaul signalling, must be specified. Then, a cost function 
can be defined that considers the network objectives so that an opthnhmtinn algo­
rithm can be applied to minimise it. This procedure is utilised not only prior to 
the commercial network deployment, but also during the lifetime of tlw network dm~ 
to the dynamic and evolving nature of communication needs. For instm1u\ data. 
traffic is growing fast as a result of the increasing users demirnd for mobile Inter­
net connectivity, and mobile data traffic increased 193<7<) duriug 2009 in t lw U.S.A. 
only [l]. However, service revenues grew by only 29% in the same p<'riud, thus be­
ing difficult for MNOs to keep up with the pace of continuous network expansiou. 
Therefore, the improvement and optimisation of the existing 1wtworks nmst take 
place continuously, rapidly and efficiently. 
A common starting point to the wireless networks plamiing and {)ptimisatio11 
process is the layout of the candidate sites. These are i-;trah•gic k>tations wlwre 
the MNO has already deployed BSs in the past, or \vl:wn• it is nim•ntly a!k>w<·d 
(e.g. by the city hall) to install them. The decisions to he\ nmd<· nt tlii:- stagP are, 
among others, the final locations of the BSs as well as tlwir radin frt'<IUew·~, (RF) 
2 
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Input 
Define Define network 
candidate sites requirements 
RF 
Optimise power Select sites & frequency 
Are RF 
coverage and capacity 
satisfactory? 
Yes 
System 
System-level 
simulation 
Commercial 
launch 
Neighboring cell 
list optimisation 
Figure 1.1: Overview of a generic pre-launch wireless networks planning and 
optimisation (WNPO) process from an engineering viewpoint. 
settings, for which several solutions may exist ( e.g. a given area may be covered by 
more than one BS). This can be treated as an independent problem, or together 
with the optimisation of other system parameters. After the RF specifications have 
been agreed upon, it is necessary to verify that the selected configuration suffices 
for the coverage and capacity requirements established beforehand. This validation 
1s accomplished through the performance of RF coverage predictions. Moreover, 
it is well known that the accuracy of coverage predictions is critical for the whole 
WNPO process [2], as errors at this stage have long term impacts on both network 
3 
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performance and capacity. The accuracy of these forecasts is usually validated via 
empirical measurements of radio propagation, although these are not always avail­
able. Thus, the propagation models used for this purpose must be reliable from the 
beginning, being their validity accepted and supported by the community. 
After the RF planning has been performed, the optimisation of system para­
meters takes place. These vary among different technologies ( e.g. GSM, UMTS or 
LTE), thus requiring specific approaches and techniques in each case. Then, the 
validation stage can be based, for instance, on system-level simulators that eval­
uate the performance of the network design in real-life scenarios. For instance, a 
dynamic system-level network simulator implementing the Wireless Interoperability 
for Microwave Access (WiMAX) standard could simulate mobile users in the street 
as they move through areas of distinct coverages. Subsequently, the achievable data 
rates and QoSs could be predicted based on the RF conditions ( e.g. received signal 
strength indication (RSSI), interference, Doppler shift, etc) at a given moment. To 
illustrate this, Figure 1.1 shows an overview of a generic network planning and op­
timisation process to be considered ahead of the first network deployment. Further, 
post-launch optimisation is also necessary for network improvement and adaptation. 
1.2 Two-tier networks 
Even though mobile terminals were initially conceived as a portable communications 
system for outdoor usage, recent surveys [3] show that approximately 76% of mobile 
data access takes place indoors (home, work, etc). Consequently, the provision of 
indoor coverage and capacity must be thoroughly considered during the vVNPO 
process. 
During the first years of mobile cellular systems, macrocell networks were de­
signed and deployed without much consideration to the indoor coverage problem. 
However as demand grew, it became clear that indoor communications were in dis­
advantage with respect to outdoors due to the lack of coverage. This is because 
the walls of houses and buildings attenuate the signal coming in from the outside, 
thus increasing the probabilities for outage and diminishing the RSSI and the signal 
quality. Then, during the first decade of the twenty first century, femtocell access 
4 
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points (FAPs) were pointed out as a promissing means of, not only solving the in­
door coverage problem, but also of reducing network costs and improving capacity 
[4]. FAPs are basically low-power base stations that have been designed for indoor 
usage and their objective is to allow MNOs to extend indoor coverage where it is 
limited or unavailable. 
Through the air interface, femtocells provide radio coverage of an specific cellular 
standard (e.g. High Speed Packet Access (HSPA) or Long Term Evolution (LTE)), 
while backhaul connectivity to the core network is achieved via a broadband con­
nection such as, for example, cable or digital subscriber line (DSL). In addition, 
femtocells offer other advantages to the users such as new applications, high indoor 
data rates, reduced indoor call costs and savings of phone battery thanks to the 
proximity to the BS. 
Femtocells aim to provide coverage in small indoor areas such as private homes. 
Thus, a large area like a city can accommodate up to several thousands of this 
low-power base stations. The topology of a network with femtocells is hence funda­
mentally different from that of more traditional networks with macrocells. For this 
reason, a cellular network in which femtocells have been deployed is usually called 
a two-tier network, highlighting the fact that two overlapping stratums or tiers co­
exist geographically (the macrocell tier and the femtocell tier). With regard to the 
frequency assignment, two basic types of femtocell deployments can be defined: 
• Co-channel: Femtocells operate in the same frequency band as the macrocells. 
• Orthogonal channel: Femtocells and macrocells operate in separate frequency 
bands. 
In addition, variations over these schemes are also possible. For instance, partial 
frequency reuse could also be applied, thus using the femtocells only a fraction of 
the whole band available to the macrocells. 
In general, the deployment of femtocells has an important impact over the macro­
cell network. In fact, femtocells are deployed randomly from the standpoint of the 
MNO, i.e. it is not possible to know where the users will place their FAPs. Some 
may even be deployed outdoors. Thus in a co-channel frequency assignment, fem­
tocells will most likely interfere with the macrocell network. As a result, serious 
5 
1.3 Propagation models for mobile radio channels 
signal degradation can occur if no interference avoidance techniques are put in place. 
Therefore, a detailed analysis of the interference between both tiers, as well as self­
configuring and self-healing algorithms for femtocell networks are necessary. 
In order to cope with interference, several techniques for the optimisation of 
the MAC layer in two-tier networks have also been proposed. For instance, dis­
tributed spectrum allocation [5] or the use of intracell handovers (IHOs) [6] have 
been suggested for femtocells based on orthogonal frequency division multiple access 
(OFDMA). In general, these studies focus on improving performance by exploiting 
specific features of the network and MAC layers. Thus, most of the time the analysis 
of common femtocell problems with views to obtaining realistic models of the net­
work performance requires the use of link-level as well as of system-level simulators. 
Similarly to the WNPO process, these simulators need to make use of RF cover­
age predictions as well as of more sophisticated channel models. In addition, the 
characterisation of radio channels is not only used by simulation-based network de­
signs that are commercially oriented but also by theoretical and analytical studies of 
network problems. Therefore, radio propagation models constitute the solid pillars 
upon which heterogeneous wireless network problems can be studied and eventually 
solved. 
1.3 Propagation models for mobile radio channels 
Many of the network optimisation tools being used in the mobile industry today 
make use of empirical or semi-empirical models due to its quick implementability 
and short running time. Nevertheless, these models generally suffer from a lack of 
precission in complex environments such as dense urban or indoor scenarios, where 
the abundance of obstacles requires a more detailed geometrical description. In 
such cases, deterministic models are capable of taking more naturally the scenario 
geometry into account. This way, the prediction of most propagation phenomena 
(reflections, diffractions, refractions, transmissions and the scattering on obstacles) 
can be analysed in more detail throughout different locations. For this reason, most 
commercial network planning tools tend towards the use of deterministic models 
such as ray tracing, while still supporting empirical models for locations in which 
no topological data is available. In the following, a brief description of the two most 
6 
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common types of radio propagation models for the planning of wireless networks is 
provided. 
1.3.1 Empirical 
Empirical propagation models are based on large sets of measurements data co­
llected over one or several scenarios. In general, this corresponds to measurements 
of continuous wave (CW) channel power, which are later used to derive the path loss 
and/or narrowband fading introduced by the channel. The transmitted power, the 
frequency band, antenna gains, radiation patterns and further setup parameters are 
thus necessary to calculate the path loss from the data. If positioning information 
is available for all data values, then certain characteristics of the scenario can also 
be considered in the model. For instance, it is common to model the dependence 
of the path loss with the distance between transmitter and receiver. Similarly, 
if the geometry of the measurements site is known ( e.g. terrain height, building 
distribution, etc), the model can be also designed to take some of these features into 
account. For instance, the COST-Walfisch-Ikegami model for outdoor prediction 
includes, among others, the street width, antenna heights and tilts in its formulation. 
This way, more detailed predictions can be performed than if only the distance 
between antennas was considered. 
However, it is practically infeasible to obtain measurements in all possible sce­
narios. Not only it is hard to perform measurement campaigns across different sites, 
but also different frequencies and antenna heights need to be evaluated. Hence, the 
predictions provided by empirical models should not be taken as the unequivocal be­
haviour of the channel, but as the most probable comportment. In general, a fitting 
of measurements data is applied and average curves obtained. The fit residuals can 
then be used to model the statistical or non-deterministic behaviour of the channel. 
It is for this reason that empirical models are usually referred to as non-deterministic 
models, in opposition to deterministic ones. 
The accuracy of the model is an important property that indicates how reliable 
the model is in scenarios akin to the one in which the measurements were obtained. 
First, the error of the model is defined as the difference between the model pre­
dictions and the observed measurements. Then, the accuracy can be characterised 
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through the root mean square error (RMSE), which is the square root of the second 
central moment of the error. Furthermore, it is important to evaluate each propaga­
tion model in several sites and under different setups so that its accuracy boundaries 
can be defined. 
1.3.2 Ray-based 
Ray-based models fall in the category of deterministic propagation models. In con­
trast to empirical models with statistical fading formulations, deterministic models 
always provide the same (i.e. deterministic) result for a constant set of configura­
tion parameters. Nevertheless, they can also be used in combination with statistical 
models for the characterisation of random phenomena. Ray-based models derive 
from geometry and use basic mathematics to compute propagation trajectories. To­
day, there are two main ray-based techniques for radio coverage prediction. These 
are ray tracing and ray launching, which are summarised in the following. 
Ray tracing: Ray tracing is a point to point technique that consists on finding 
paths between the transmitter and the receiver. The receiver location must thus be 
known beforehand. Rays fl.owing from the source are then geometrically reflected 
on the faces of obstacles, refracted when traversing different materials, diffracted 
at corners, etc. Electromagnetics-based attenuation formulas are then applied to 
each path to calculate the losses. For instance, when a coverage prediction is to be 
performed in a wide area, the site is first subdivided into cells (squares in 2D, and 
cubes in 3D) to create a grid. Then, ray-tracing is applied to each cell individually 
in order to compute the coverage prediction. The computation time is thus directly 
dependent on the grid size. Moreover, there are countless algorithms to trace a 
ray between two locations, being their complexity highly dependent on the data 
structure ( e.g. matrices, linked lists, octrees, etc) used to store the surfaces of 
obstacles. 
Ray Launching: Contrarily to ray tracing, ray launching is a point to multipoint 
technique which consists on sending off rays from the transmitter along a reduced 
set of angular directions. Just as in ray tracing, these rays interact with the en­
vironment, thus being subject to the common propagation phenomena. Then, the 
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received power at a given location is calculated as a function of the density of rays 
on that precise position. In this case, the number of angular increments are directly 
related to the computational load of the algorithm. 
Most ray-based approaches assume specular reflections on every surface. How­
ever, the complex structure of modern constructions makes this assumption some­
what unrealistic. For instance, windows with double glazing and walls made of 
several layers of different materials do not behave physically as perfectly specular 
mirrors. With regard to diffractive effects, ray-based algorithms usually treat each 
diffraction point as a new source of rays. For instance, when a ray hits a corner or 
an edge, additional rays will be launched from this corner/edge and throughout a 
defined angular range. Although diffraction is a much more complex phenomena, 
this approach obtains, in general, acceptable results in the computation of the atte­
nuation due to diffraction. In addition, the running time of these models depends 
highly on the detail with which the scenario geometry is defined. Hence, predictions 
in complex scenarios such as indoors or highly dense urban locations ( e.g. Lon­
don centre) are computationally expensive. Such problem is common to both ray 
launching and ray tracing and it is usually solved by limiting the quantity of prop­
agation phenomena that can be computed per path. For example, each ray may be 
allowed to reflect up to n times, assuming that its energy after n reflections can be 
disregarded. The same is true for other propagation phenomena to be modelled and 
there is thus a limit in the precision with which these can be resolved. 
As seen, each propagation model has its advantages as well as disadvantages and 
it is hard to find one that is fast, reliable and accurate in all possible scenarios. 
Furthermore, since femtocells are a fairly new technology, only a handful of propa­
gation models exist that characterise indoor-to-outdoor scenarios at the frequencies 
of mobile cellular systems. For instance in 2007, the WINNER project studied the 
indoor-to-outdoor channel [7] via measurements in a university campus. The fre­
quency range was between 2 and 6 GHz with an indoor antenna and at heights 
between 2 and 2.5 m. Then, the measurements were used to adapt the COST­
Walfisch-Ikegami formula to the measured frequency range. Thanks to these, initial 
empirical results on the behaviour of indoor micro cells were revealed. However, lower 
frequencies such as 900 MHz (which are of interest for femtocells based on the Global 
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System for Mobile Communications ( GSM)) were left out of the model. Further in 
[8], an analytical expression for the additional losses at the indoor/ outdoor interface 
was also developed and intended to be used with separate propagation models for the 
prediction of the full path loss. However, this was based on statistics extracted from 
ray tracing simulations and it has not been validated by measurements. According 
to its authors, it must thus be considered as a preliminary model. 
In view of the previous works discussed above, propagation models that deal with 
the hybrid indoor/outdoor interface are still needed. One interesting solution lies 
in finite-difference algorithms, which are not commonly applied to the performance 
of coverage prediction in large areas. These models solve Maxwell's equations on 
a well-defined scenario, thus implicitely considering all interfaces between different 
regions. There is thus no need for separate formulations in indoors and outdoors, as 
the propagation of waves between environments is evolved naturally. These models 
are hence introduced in the following section. 
1.4 Finite-difference models 
Maxwell's equations, published for the first time in 1861 in his paper On Physical 
Lines of Force [9] are one of the two most important scientific achievements of the 
nineteenth century1. Today, almost 150 years after Maxwell's work was published, 
the catalogue of radio propagation models with application to channel modelling for 
wireless communications is large and heterogeneous. However, Maxwell's equations 
still remain as the most accurate and detailed description of how electromagnetic 
waves propagate. It is thus fair to say that Maxwell's equations constitute the finest 
radio propagation model known to mankind. 
In differential form, assuming only sources of electric current and lack of free 
charges, Oliver Heaviside's reformulation of Maxwell's equations is 
8B
Faraday's law of induction: -=-VxEat 
8D
Ampere's circuital law: - = V xH-Jr (1.2)at 
1 On the Origin of Species [10], published by Charles Darwin in 1859 is the other work disputing 
such honour. 
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Gauss's law: 'v-D=O (1.3) 
Gauss's law for magnetism: 'v · B = 0, (1.4) 
where Bis the magnetic flux density (Wb/m2), Eis the electric field (V/m), Dis 
the electric flux density (C/m2) and JT is the total electric current density (A/m2). 
Also note that 'vx is the curl operator and 'v- the divergence operator. Further, 
the relationships between the fields are 
D=cE (1.5) 
B=µH, (1.6) 
with H the magnetic field (in A/m), Ethe electric permittivity (in F/m) andµ, the 
magnetic permeability (in H/m). 
Most construction materials introduce isotropic, non-dispersive electric losses, 
thus converting part of the energy of the electric field into an electric current that 
dissipates heat. It is hence common to separate the total electric current density in 
two terms: one for the source electric current density J8 and another for the current 
density generated through Ohm's law. Thus, 
JT = Js +uE (1.7) 
with u being the electrical conductivity (S/m), which is responsible for losses within 
the modelled material. 
The number of practical applications of Maxwell's equations has been growing 
since in 1966 Kane Yee published his seminal paper Numerical Solution of Initial 
Boundary Value Problems Involving Maxwell's Equations in Isotropic Media [11]. 
Based on the fact that Maxwell's equations are differential, Yee introduced a nu­
merical solution through an explicit finite-difference formulation. This technique 
calculates the values of the vector electric and magnetic fields on an space-time grid. 
Thus, in order to perform an electromagnetics prediction, the simulation scenario is 
first discretised (both in space and time) and a numerical source is used to excite 
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the grid. The simulation is then evolved by progressively computing the electric and 
magnetic fields, which depend on values from the previous iteration. This is known as 
time-stepping. Further, the field values from the previous iteration to be used in the 
computation of the current iteration are those of adjacent grid cells. This technique 
for spatial differentiation is known as spatial stepping. \,Vith this method, different 
materials can be easily modelled through different values of their electric permittiv­
ity, magnetic permeability and electrical conductivity. Hence, this approach is able 
of computing electromagnetic fields in a wide variety of complex scenarios. Finally, 
the technique was consolidated in 1980 on Allen Taflove's paper Application of the 
Finite-Difference Time-Domain Method to Sinusoidal Steady-State Electromagnetic­
Penetration Problems [12], who coined the term FDTD. Since then, contributions 
from various authors have explained some of the observed behaviours, enhanced 
the method through different formulations and implementations, and applied it to 
a miscellanea of electromagnetic problems. As a consequence of nearly 45 years 
of research on these techniques, the current state of the art is thus a full range of 
finite-difference methods with different properties and applications. 
1.4.1 Traditional applications 
The technique introduced by Yee is easy to implement on hardware as well as on 
software. For instance, there are today several commercial and non-commercial 
FDTD solvers with applications to a wide range of subject areas. To illustrate this, 
some common applications of FDTD (as of 2010) are: 
• Ground penetrating radar (GPR): FDTD can be used to simulate electromag­
netic waves penetrating through different materials which are then reflected 
back to the transmitter. This procedure is then used for the calibration of 
ground penetrating radar (GPR) systems [13]. 
• Photonics: Since FDTD is a time-domain technique able of computing arbi­
trarily large frequency ranges, it also has application to optical and infrared 
frequency bands. For instance, the distribution of the electric and magnetic 
fields in crystals can be studied with FDTD for the design of photonic switches 
[14]. 
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• Antenna design: Due to their reduced size, the computational requirements for 
the simulation of antennas are easily met today by most personal computers. 
Thus, the design of antennas is an important field of application of finite­
difference methods [15] and one of the most commercially successful. 
• Microwave circuit design: Microwave circuits can also be described through 
computational domains of reduced size. Therefore, various CAD tools exist 
today [16] for their simulation, test and design [17]. 
1.4. 2 Attempts of application to radio channel modelling 
As seen before, radio propagation models like ray tracing have been used during 
nearly twenty years. They have shown to be accurate and computationally efficient, 
except perhaps in environments like indoors where too many reflections need to be 
computed. Since FDTD is an electromagnetics model itself, it can also be consid­
ered as a feasible alternative for the purpose or radio channel modelling. FDTD is 
attractive because all the propagation phenomena are implicitly taken into account 
throughout its formulation. As a result, the last decade has seen several uses of 
FDTD in this area, though mainly for the purpose of radio coverage prediction. 
For instance, in [18] a hybridisation of FDTD with a geometric model was pro­
posed. In such an approach, FDTD is applied only in small complex areas and 
then combined with ray tracing for the more open space regions. Yet, the running 
time of this technique is too large to consider it for the daily planning and opti­
misation of wireless networks. A similar hybrid technique using uniform theory of 
diffraction (UTD) instead of ray tracing was proposed in [19], in which results for 
bit error rate (BER) prediction in one room were presented. 
Further, a matrix formulation was suggested in [20] as a means for reducing the 
memory requirements of the standard FDTD. Then, predictions of power delay 
profiles (PDPs) in an urban environment were shown for a parallel implementation 
on a large computer cluster and at carrier frequencies below 950 MHz. This illus­
trated the fact that FDTD is an useful tool also for proof of concept and design 
validation in large scenarios, as long as efficient implementations are used. However, 
the execution times of this implementation were still too far from those required by 
WNPO techniques. 
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All in all, the method introduced by Yee is accurate and simple, yet subject 
to limitations with regard to its implementation. This is the main reason why 
it is not common to see commercial FDTD tools for coverage prediction nor for 
wideband channel modelling in large scenarios. Thus, the main challenges facing 
the application of FDTD to the modelling of radio channels can be summarised in 
the following: 
• FDTD is a computationally demanding algorithm: A total of three 
(six) field vector components must be computed in 2D (3D) simulations. The 
computational domain is discretised in a grid and thus each of these compo­
nents is stored as a large matrix, giving rise to large memory requirements. 
In addition, the spatial sampling step must be several times smaller than the 
physical wavelength, thus requiring intense numerical computations for high 
carrier frequencies. 
• Numerical results depend on the validity of the scenario model: Even 
though FDTD approximates well Maxwell's equations, this is done for a given 
problem description. Therefore in order to perform an FDTD computation, 
a numerical model of the scenario must be obtained first. The accuracy of 
the prediction is thus usually as good as the scenario description. This is also 
true for other propagation models, although the treatment of radio propaga­
tion phenomena is more naturally characterised in FDTD. Furthermore real 
scenarios are always subject to random phenomena such as the opening of 
windows, cars passing by, random construction materials or even the move­
ment of tree leaves. These phenomena can not be built into deterministic 
scenarios. Therefore, additional procedures, such as calibration must usually 
be considered to overcome uncertainties in the scenario description. 
• FDTD grids are subject to non-physical dispersion artifacts: Gridding 
the simulation scenario is not done at a free cost. This appears in the form of 
numerical dispersion, which is the dependence of the numerical wave vector 
-+ 
k 
with the frequency w. Dispersion is a common phenomenon in the real world, 
but the physical relationship between 
-+ 
k and w is different from that in the 
FDTD domain. As a consequence of this, the propagation of numerical pulses 
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is subject to uncertainties, thus limiting the accuracy of wideband simulations 
unless high grid resolutions are used. 
1.5 Focus of this thesis 
The previous section has introduced some of the problems that deter FDTD from 
being more used by the community of RF engineers that deal with radio propagation 
models for large scenarios. Those engineers get usually very excited when they learn 
that FDTD predictions can model implicitely all propagation phenomena. The fact 
that, in contrast to ray-based methods, the number of reflections and diffractions in 
FDTD does not have to be limited, attracts also the attention of many. However, as 
soon as they realise that, due to the need for large grid resolutions, such predictions 
require supercomputers or computer clusters, and that they last for days or even 
weeks, the interest for this technique decays quickly. The analysis and quantification 
of these impediments is hence the main focus of this thesis, being the specific targets 
described in the following. 
1.5.1 Aims & objectives 
The planning and optimisation of wireless networks is a dynamic process that takes 
place during the whole life of the network and on a daily basis. In order to test 
and analyse different solutions to a given network configuration problem, computer 
simulations at the link and system levels have to be performed. Furthermore, it 
is common that hundreds of different solutions may exist to a certain problem, 
thus leading to different network performances and solution costs. For example, in 
order to provide a minium service in a given area, potential solutions could involve 
installing new antennas or even reorienting some of the existing ones. The validation 
of such solutions would require the performance of several new coverage predictions. 
Since decisions must be taken fast to avoid high operational expenditure (OPEX), 
propagation models with calculation times on the order of days are simply not 
acceptable. Thus, in order for FDTD to become a common and feasible alternative 
to other more popular approaches, speed in the computation is a decisive factor 
for most RF engineers. To overcome this barrier, part of the work presented in this 
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dissertation advances the subject area of propagation modelling by introducing a new 
implementation that enhances the speed of FDTD simulations while guaranteeing 
the accuracy in the predictions. These contributions are presented in chapters 3 and 
4. 
Attenuation is one of the most important signal degradations introduced by the 
wireless channel, since it determines the power level collected by the receiver. As a 
consequence of this, the necessary signal amplification is defined, thus having also 
an impact on the whole link budget. The prediction of path loss is hence the main 
purpose of radio coverage predictions obtained throughout radio propagation mod­
els. However, the wireless channel introduces other distortions that are not fully 
described just by the path loss. For instance, the in-phase and out-of-phase addi­
tion of multipath components (MCs) that reach the receiver with slightly different 
delays gives rise to fading. Furthermore, the time separation between the arrival 
of the first MC and the last MC imposes a limit to the speed with which pulses 
can be transmitted through the channel. This type of wideband characterisation 
is of outmost importance in several communication systems such as, for instance, 
ultra-wideband (UWB). 
The time-domain formulation of FDTD is thus an attractive feature to be ex­
ploited for the performance of wideband studies, since arbitrary waveforms can be 
modelled. However, the non-physical dispersive properties of FDTD are an impor­
tant source of error in wideband simulations. The effects of numerical dispersion are 
insignificant when the grid is discretised using small spatial and time steps. Though, 
the computational requirements grow with the grid resolution. Therefore, the quan­
tification of the non-physical error introduced in the simulation by low resolutions 
must be considered. If this error could be predicted analytically, then custom FDTD 
grids could be designed so that the error bounds were known for a given set of com­
putational requirements. However, even though some work has been already done 
(e.g. [21] or [22]) on the simulation of pulsed sources with FDTD, none of these stud­
ies uses low spatial and time resolutions, thus being the computation times usually 
far too long ( days or even weeks). 
Due to all of the above, the most significant contributions of this dissertation 
are related to wideband FDTD simulations. These are presented in chapter 5 and 
comprise two analytical models of the behaviour of numerical wavepackets in FDTD 
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grids. More specifically, these models describe in detail the uncertainties introduced 
by the grid in the propagation of numerical pulses: the anisotropy of the numerical 
group velocity, and the time spread of numerical pulses. Thanks to these results, 
future users of the FDTD method can, from now on, configure their simulations to 
achieve a desired level of accuracy, while minimising the computational costs. 
To summarise all of the above, the main aims of this dissertation are: 
• To characterise theoretically the error due to numerical dispersion in wideband 
FDTD simulations. 
• To establish a methodical procedure for the evaluation of wideband FDTD 
simulations. 
• To design and build an FDTD simulator which is fast enough for studies of 
large-scale radio channels, including: 
- Narrowband coverage predictions for the purpose of WNPO 
- Wideband channel impulse response (CIR) predictions 
1.5.2 Motivation & thesis organisation 
The implementation and calibration techniques of chapters 3 and 4, as well as 
the wideband studies of chapters 5 and 6 are general, and can thus be applied to 
electromagnetic problems of arbitrary size. However, I did not obtain my inspiration 
to research these very specific FDTD problems from abstract discussions on the 
general applicability of the model, but from the specific objectives determined by 
the project that supported my research. It must then be indicated that the work 
presented in this thesis has been funded by the EU FP6 RANPLAN-HEC project 
on Automatic 3G/4G Radio Access Network Planning and Optimisation - A High 
End Computing Approach under grant number MC-EST-2005-020958. The main 
objective being seeked was from the outset the obtainment of novel planning and 
optimisation methods for wireless networks, both at the RF as well as at the system 
level. With this target in mind, my PhD advisor put together a team of researchers 
to work on tasks such as propagation modelling, network planning, simulation and 
optimisation. 
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Since I had experience in the design of empirical radio propagation models [23], 
I started to look into innovative approaches to coverage prediction for WNPO. 
That is how, when I started my PhD in 2007, I met Dr. Guillaume De La Roche 
who was writing his PhD thesis [24] about the multiresolution frequency domain 
ParFlow (MRFDPF) [25]. This is a frequency reformulation of ParFlow, a method 
based on lattice Boltzmann techniques that had been previously applied to the 
performance of radio coverage predictions [26]. Because of computational reasons, 
ray-based models are well known for limiting the amount of reflective and diffrac­
tive phenomena that can be accounted for. Thus, I found promissing the idea of 
using finite-difference methods for coverage prediction, as propagation phenomena 
were implicitely considered by the formulation. Further, I learned that there had 
been attempts to use FDTD for radio coverage prediction as early as of 1993 [27] in 
very small indoor rooms. In addition, some CIR predictions were even done in 1995 
[28], although within the computational limits of that time and obviating the errors 
introduced by the grid. 
Since FDTD is a natural parallel algorithm, a parallel implementation seemed 
a reasonable approach. Fortunately, when I started my PhD in 2007, NVIDIA 
also released the Compute Unified Device Architecture (CUDA), which is a set of 
C libraries that interface with the computing power of graphics processing units 
(GPUs). With this, the necessary tools for a parallel implementation were only 
a computer with a graphics card and knowledge of the C language. After some 
quick calculations, it soon became obvious that the memory requirements for 3D 
simulations were too high even for some GPU clusters. Thus, efforts were put 
on designing an efficient 2D implementation that could later be calibrated using 
empirical measurements of radio propagation. This is described in detail in chapter 
3. 
Furthermore, around 2007 femtocells started to become a realistic solution to the 
indoor mobile coverage problem and several research challenges on this topic arose. 
The coverage area of a femtocell is not limited to the house that hosts it. Thus, open 
access was proposed as a solution to the interference problem [29], hence creating a 
scenario in which outdoor users need to connect to the indoor FAP. This scenario 
was not common before the appearance of femtocells and there was thus a lack of 
radio propagation models for such a channel. Since FDTD is formulated coherently 
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and without distinction between the indoors and the outdoors, its application to 
femtocell scenarios is straightforward. Furthermore, my research group, the Cen­
tre for Wireless Network Design (CWiND), began to work intensively on femtocell 
related problems and hence, the need for accurate and fast coverage predictions to 
do these studies was imperative. Therefore, chapter 4 describes a novel FDTD 
calibration method, as well as coverage predictions in femtocell scenarios. 
In addition, next generation cellular technologies such as LTE will use large 
frequency bands (up to 100 MHz in LTE-Advanced). Further, the LTE standard 
introduces, for the first time, support for home eNodeBs (femtocells). This reinforces 
the need for wideband channel models in indoor-to-outdoor scenarios. Hence, the 
applicability of the work on FDTD presented here is exemplified with femtocells. In 
particular and without loss of generality, residential indoor-to-outdoor sites are used 
throughout this thesis to demonstrate the use and performance of the developed 
techniques. For the reasons expressed above, chapter 5 introduces a theoretical 
framework for the configuration of wideband FDTD simulations. Then, chapter 6 
uses the developed theory for the wideband characterisation of the femtocell radio 
channel. 
Finally and to ease the understanding of the formulation and methodology used 
throughout this thesis, the following chapter introduces and describes the employed 
mathematical and hardware tools. Chapter 2 is thus intended to be read as a 
summarised tutorial on the fundamentals of FDTD, GPU computing and electro­
magnetic measurements equipment. 
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Taking Maxwell's equations as an starting point, section 2.1 in this chapter in­
troduces the theoretical background of the finite-difference time-domain (FDTD) 
method for electromagnetics computation. First, the 2D discrete field update equa­
tions are presented, and then, the main algorithm parameters affecting the dispersive 
properties of the grid are explained. Abundant literature already exists about this 
topic (e.g. [30] or [31]). Nevertheless, the concepts described here are intended 
to support the understanding and comprehension of the research results presented 
in chapters 4 and 6, thus making this thesis self-contained. Hence, note that the 
theory found in the following is summarised with respect to what can be found in 
specialised texts. 
Thereafter, additional tools used during the development of this thesis are also 
described. In section 2.2, the perfectly matched layer (PML) for the absorption of 
outgoing waves is introduced. The use of this technique is necessary to avoid that re­
flections on the border of the computational domain introduce errors during the sim­
ulation of unbounded regions. Further, the necessary equations for an efficient im­
plementation of the PML called the convolutional perfectly matched layer (CPML) 
are also presented. 
Then in section 2.3, the Compute Unified Device Architecture (CUDA), which 
is the computing platform used for implementing the FDTD algorithm, is described. 
The parallel processing flow, as well as the different memory access schemes of CUDA 
are explained here. These concepts will be then used in section 3.3 to describe the 
implementation guidelines proposed in this thesis. 
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Finally, the hardware equipment used for the recording of coverage measurements 
is presented in section 2.4. This includes descriptions of the antennas, the signal 
generator and an spectrum analyser. 
2.1 The finite-difference time-domain method 
The electric and magnetic field are vector magnitudes. Let us then in the follow­
ing, denote the vector electric field by E = (Ex, Ey, Ez) and the vector magnetic 
field by H = (Hx, Hy, Hz)- When the structure to be modelled is constant along 
an arbitrary dimension ( E {x,y,z}, i.e. it extends to infinity along(, the electro­
magnetic formulation can then be reduced to one of two possible two-dimensional 
cases. There is thus a transverse magnetic mode (TMc,) and a transverse electric 
mode (TE,), depending on the field that is orthogonal to (. This can be used 
to approximate, for instance, a residential area, in which the walls of the houses 
along the street are large along the vertical dimension from the viewpoint of az­
imuthal wave propagation. Furthermore, since in the specific case of femtocells, the 
transmitter is indoors, rooftop-to-street propagation is negligible, being reflections, 
transmissions and diffractions through doors and windows the main propagation 
phenomena. Next, let z denote the vertical dimension and consider the T Mz mode 
(akin to vertically polarised fields) and Maxwell's equations, which were introduced 
already in equations (1.1) to (1.4). The TMz formulation in Cartesian coordinates 
is then 
(2.1) 
What Kane Yee proposed in his seminal paper [11] of 1966 was to calculate the 
partial derivatives of Maxwell's equations using a finite-difference approximation 
which is second-order accurate in space and time. To illustrate this, let us in the 
following denote the discrete coordinates of an arbitrary point in a 2D spatial grid 
by (i,j), which corresponds to the physical coordinates (i.6:..x,j.D..y), with .D..x and .D..y 
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Figure 2.1: Staggered Yee grid for the TMz mode. 
the spatial steps in the x and y directions. Similarly, let n denote the discrete time 
step corresponding to the time moment nl::i.t with l::i.t the time increment. Then, an 
arbitrary magnitude f, which is a function of space and time (e.g. the electric or 
the magnetic field) and is evaluated at (il::i.x, jl::i.y, n!::i.t) in a 2D discrete space-time 
grid is to be denoted in the following by f lr,j. 
Furthermore, Yee disposed the field components in an interleaved manner through­
out the grid. For instance in this case, if a given H component is located at coordi­
nate i, then two adjacent E cells will be located at i-1::i.x/2 and i+!::i.x/2 respectively. 
This spatial arrangement is illustrated on Figure 2.1 and is called an staggered Yee 
grid. This approach allows the second-order approximation of the spatial derivative 
of E to be computed at the location of H. In addition, the E and H fields are also 
interleaved in time in such a way that the H field is calculated at time n, then E at 
time n + 0.5, then again Hat n + l, Eat n + l.5, etc. This time layout is called a 
leap-frog discretisation. 
According to this arrangement, the equations of (2.1) are approximated as fol­
lows: 
E ln+0.5 _ E ln+0.5l z i-0.5,j+l.5 z i-0.5,j+0.5 (2.2) 
µi-0.5,j+l f::i.y 
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Ez \n+0.5. - Ez \n+0.5.Hy\f;~o.s - Hy\fj+o.s 1 i+0.5,J+0.5 i-0.5,J+0.5
---- (2.3)b.t .6.x 
E \n+0.5 - E \n-0.5 [H In H In 
z i-0.5,j+0.5 z i-0.5,j+0.5 = _ 1 . y i,j+0.5 - y i-1,j+0.5 
b.t ~-0.5J+~5 ax (2.4) 
Hx\f-o.5,j+l - Hx\f-o.5,j ( In - In ] 
- .6.y - ls i-0.5,j+0.5 + O"i-0.5,j+O sEz i-0.5,j+05) · 
Note that, in these equations, the tilde - identifies variables with significance only in 
the numerical domain. For instance c, µ and er represent physical properties of ma­
terials ( electrical conductivity, magnetic permeability and electrical conductivity), 
while l, µ and a- represent their numerical equivalents which do not, in general, have 
the same values. 
Also, it is observed from equation (2.4), that the term E 2 \f-o.s,j+o.s on the right 
hand side has not yet been evaluated at the time of computing the left hand side 
term Ezlfio~s~j+o.s· This is because only the value of E2 from the previous time step 
(Ezlf~0~5~j+o.5 ) is known. This equation can thus not be solved directly. Nevertheless, 
this term can be well approximated using a semi-implicit approximation [31], which 
consists on calculating it through its temporal average: 
E \n+0.5 + E \n-0.5E In _ z i-0.5,j+0.5 z i-0.5,j+0.5 (2.5)z i-0.5,j+0.5 - 2 
Rearranging now the terms and following the notation of Taflove in [31], the fully 
explicit formulation of the FDTD equations for the T M 2 mode is 
E 11:+o.s . - E 11:+o.s .
H \n+l _ H \n _ D I· . . z i-0.5,J+l.5 z i-0.5,J+0.5 (2.6)
x i-0.5,j+l - x i-0.5,j+l b i-0.5,J+l _6.y 
E 11.1+0.s. - Ez\1:+o.s. 
H \n+l _ H \n + D I· . . z i+0.5,J+0.5 i-0.5,J+0.5 (2.7)y i,j+0.5 - y i,j+0.5 b i,J+0.5 ax 
E ln+0.5 C \ E 1n-0.5 + C \z i-0.5,j+0.5 = a i-0.5,j+0.5 . z i-0.5,j+0.5 b i-0.5,j+0.5" 
(2.8)Hy\fj+0.5 - Hy\~1,j+0.5 _ Hx\~o.5,j+l - Hx\r-o.5,j _ J.\n . ][ b.x b.y s i-0.5,J+0.5 
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where Db, Ca, and Cb are the update coefficients that depend on the properties of 
the different numerical materials: 
(2.9) 
l _ D.t-iri,i 
2·€·.CI·.= i,J (2.10)a t,J D.t-ir · . 
1 + 2-€ i,J ':J 
(2.11) 
It is seen from these equations that the fields at each iteration are calculated 
from the values they had on the previous iteration. Thus, starting with an initial 
state in which all fields are zero and there is a source, these can be then sequentially 
updated in a time stepping manner. The propagation of physical waves is then 
simulated through the advancement of the numerical fields. 
Then, at the end of the simulation, the power density PD across the computa­
tional domain can be obtained as the module of the Poynting vector Sp, which is 
obtained from the final values of the electric and magnetic fields as 
Sp= EX H. (2.12) 
Then, the power P captured by a given antenna is P = Ae · PD where Ae is its 
effective area. Receiving antennas with different effective areas can thus be modelled 
by simply considering their gain and adding it to the power result. 
2.1.0.1 Numerical dispersion 
Although dispersion is commonly used as synonym of spread, in physics dispersion 
has a more restrictive definition. In the case of concern in this thesis, dispersion 
makes reference to the fact that the properties of a wave ( e.g. phase velocity, wave­
length, etc) depend on its frequency. 
The relationships between these parameters and the frequency of an electromag­
netic wave are well known by physicists and vary between different materials. The 
most representative of these relationships is the dispersion relation, which relates 
the wave vector to the frequency of the wave. For instance, the analytical dispersion 
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relation of a physical plane wave propagating within a homogeneous lossless material 
is 
(2.13) 
where w is the angular frequency, c the speed of light in that medium and kc with 
( E {x, y, z} are the Cartesian components of the wave vector. 
In addition, numerical waves propagating in a Yee grid according to the FDTD 
equations presented earlier, are also subject to dispersion. Further, the numerical 
dispersion relationship [31] in FDTD is 
""" 1 . 2 (kcb.() 1 . 2 (wb.t) (2.14)~ (b.()2sm -2- = (cb.t)2sm 2 
with b.( the cell size along the ( dimension, and ( E {x, y, z} in 3D or ( E {x, y} 
in 2D. This relation is clearly different from the physical one of equation (2.13) and 
hence, waves in numerical grids do not propagate in the same way that physical 
waves do. 
The dispersive behaviour of the FDTD grid for narrowband simulations is also 
well known [31]. In particular, Zhao [32] characterised in 2003 the extrema of the 
numerical phase velocity, thus quantifying the anisotropy error in the propagation 
of numerical CW signals. This error can be reduced by making the spatial step 
small compared to the physical wavelength (in exchange for larger computational 
requirements). However, when simulations are performed at low spatial resolutions, 
the impact of dispersion grows and several numerical artifacts appear. The results 
of such a phenomenon are particularly disruptive in wideband simulations, which 
are the subject of study in chapter 6. 
Finally, let us also define further grid parameters with influence in the dispersive 
behaviour of the grid. First, the cell aspect ratios are defined as 
(2.15) 
(2.16) 
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Also, let the spatial grid resolution be defined with respect to the wavelength 
corresponding to the carrier frequency: 
>-o 
N>..o = 6.x. (2.17) 
And finally, let the normalised Courant stability factor (aka Courant number) be 
S= (2.18) 
with ( E {x,y,z} in 3D or ( E {x,y} in 2D. Further, let SE [0,1] to guarantee 
the numerical stability of the algorithm, which is known as the Courant stability 
condition [31]. 
2.2 The convolutional perfectly matched layer 
Residential scenarios and urban environments are "open" regions, i.e. they are not 
enclosed within a solid structure. However, their numerical representation in the 
FDTD computation is limited, thus inherently having a border. This boundary 
around the scenario acts as a perfect electrical conductor (PEC), hence reflecting 
outgoing energy back into the computational domain. Such an effect is undesired, as 
it introduces an artificial source of reflections in the simulation. Hence, an absorbing 
boundary condition (ABC) is necessary around the computational domain to avoid 
simulation errors due to reflections on the border. 
In 1994, a major breakthrough in this problem took place when Berenger in­
troduced the perfectly matched layer (PML) [33], an efficient numerical absorbing 
material with an impedance that is matched to waves of whatever polarisation, fre­
quency and angle of incidence. This way, a special material can be placed around the 
computational domain (see Figure 2.2) such that it attenuates the energy leaving the 
scenario. Then in 2000, Roden and Gedney presented an efficient implementation 
of Berenger's PML called the CPML [34], which has since been the choice for this 
purpose. 
The original PML formulation is rather tedious. Thus, in [35] a more elegant for­
mulation was introduced that consisted on mapping Maxwell's equations into a com­
plex stretched-coordinate space by making use of a complex frequency shifted (CFS) 
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Figure 2.2: PML regions. 
tensor. The formulation of this tensor was further generalised by Roden and Gedney 
in [34], thus leading to the one currently used in their CPML implementation: 
Sw = K,w + 
CTw 
. wE{x,y} (2.19)
aw+ JWEo 
with "'w ~ 1 and aw > 0. Also note that CTw is equivalent to the electric conductivity 
of the PML and is thus responsible for the losses within it. Then from [31] and 
assuming that the Sw tensors are continuous functions along the axial directions, 
the mapping from the standard coordinates x, y and z into the CFS coordinates x, 
fj and .z is 
(2.20) 
The main idea beneath this approach is that any coordinate transformation of 
Maxwell's equations is equivalent to expressing them in traditional Cartesian co­
ordinates with transformed materials that do not necessarily exist in the physical 
world. However, such materials are still useful in computer simulations for the ab­
sorption of outgoing energy. 
In order to avoid reflections between the computational domain and the CPML 
boundary due to the discontinuity of Sw, the losses of the CPML must be zero at the 
interface with the computational domain. These losses are then gradually increased 
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in an orthogonal direction from the interface towards the outer PEC boundary. A 
polynomial grading of aw, Kw and CTw has been shown [31] to be optimal for this 
task: 
( d )maaw(w)=aw,max· ~w (2.21) 
(2.22) 
"'w(w) = 1 + (1,;w,max - 1) · (:)m (2.23) 
where dis the depth of the CPML, ma and mare the scaling orders and O:::; w:::; d. 
In order to guarantee high attenuation of low frequencies by the CPML, it has been 
shown [31] that the largest aw value must be aw,max < < 2nJaco with fa the lowest 
significant frequency of the transmitted signal. 
Further, when polynomial grading of aw is used, the optimal aw,max can be 
determined for a given reflection error R(O) as 
(m + l)ln[R(O)] (2.24) 
O"w,opt = - 2rJd 
where rJ is the impedance of the background material. Regarding, Kw,max, it has 
been seen [31] that values between 7 and 20 reach reflection errors below -70 dB, 
which is more than sufficient for the applications under consideration. 
Finally and following the notation of [31], the FDTD equations (2.6) to (2.8) can 
be modified for the implementation of the CPML, thus leading to 
ln+l In \Hx i-0.5,j+l = Hx i-0.5,j+l - Db i-0.5,j+I · 
w n+o.5 ]
1+ Hx,y i-0.5,j+l 
(2.25) 
(2.26) 
ln+0.5 ]+ WHy,x i,j+0.5 
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E ln+0.5 C I E in-0.5 C I [ In z i-0.5,j+0.5 = a i-0.5,j+0.5 · z i-0.5,j+0.5 + b i-0.5,j+0.5 · \JrEz,x i-0.5,j+0.5 
_ W In + Hyl~j+0.5 - Hyl:1,j+0.5 
Ez,y i-0.5,j+0.5 .6.x . J<i, (2.27)
Xi-0.5 
_ Hxl:o.5,j+l - Hxl~-0.5,jl . 
,6.y . f'i,Yj+o.s 
Here, W Hx,y, WHy,x, W Ez,x and W Ez,y are discrete variables with nonzero values only 
in their corresponding PML regions. According to the scenario partition of Figure 
2.2, such regions are: 
• WHx,y and WEz,y: Nonzero only in the north and south regions of the PML. 
• W Hy,x and \JrEz,x: Nonzero only in the east and west regions of the PML. 
And the update equations of the auxiliary variables are: 
Ezln+0.5. - Ezln+0.5. )
W 1n+0.5 b W in-0.5 + ( i-0.5,J+l.5.6.y i-0.5,J+0.5 
Hx,y i-0.5,j+l = YHl . Hx,y i-0.5,j+l Cyj+o.s . 
(2.28) 
Ezl~+0.5. - Ezl~+0.5. )W ln+0.5 _ b . W in-0.5 + . i+0.5,J+0.5 i-0.5,J+0.5( (2.29)Hy,x i,j+0.5 - Xi Hy,x i,j+0.5 Cx; .6.x 
In 1n-l ( Hy I:+1,;+o.5,;:xHy I:-1,;+o.5)\JrEz,x i-0.5,j+0.5 = bXi-0.5 • \JrEz,x i-0.5,j+0.5 + Cxi-0.5 · 
(2.30) 
l 
(H,1:-osJ+~~ H,1:-o,J)In 1n-l\JrEz,y i-0.5,j+0.5 = bYj+0.5 · WEz,y i-0.5,j+0.5 + Cyj+0.5 · 
(2.31) 
where 
(2.32) 
Cw= O"w · (bw - 1). (2.33)2 
O"wf'i,w + "'waw 
These are the final equations used in section 3.3 to describe the implementation of 
the FDTD algorithm with CPML on a parallel computing platform. 
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2.3 General purpose computing on graphics processing 
units 
In FDTD, the information within each grid cell is updated every time step. In ad­
dition, this algorithm does not require different computational flows for the update 
of field values at different locations. Hence, each parallel thread can be designed for 
the calculation of one single field cell. This way, all threads follow the same compu­
tational flow, which can be simultaneously applied over different cells. This makes 
of the FDTD algorithm a suitable candidate for implementation on parallel com­
puting architectures [36]. For this reason, distributed computing approaches such 
as volunteer computing were also evaluated in the beginning of this research work. 
However, the spatial differentiation process of a given FDTD cell requires the use of 
information contained in the adjacent cells. Hence, distributed implementations of 
this algorithm have communication requirements that are proportional to the matrix 
size. Further, the homologous calculation process across cells removes the need for 
asynchronous thread execution provided by distributed approaches. Due to this, a 
non-distributed parallel computing model also satisfies the requirements for FDTD 
implementation. 
Because of the reasons expressed above, two parallel hardware acceleration tech­
niques have received most of the attention in recent years from the FDTD commu­
nity. These are field-programmable gate-arrays (FPGAs) and graphics processing 
units (GPUs). For instance, [37] claimed in 2004 speeds of 75 Mcps1 for a 2D im­
plementation on an FPGA. However due to market demands, FPGAs tend to be 
more costly devices than GPUs, which exist nowadays in every personal computer, 
thus being more readily accessible for testing. In addition, graphics chipsets are 
becoming cheap and powerful, and their architecture is also well adapted to parallel 
algorithms. Hence, with the development of programmable graphics hardware, fur­
ther solutions to compute electromagnetics on GPUs have arisen in the last years. 
For example, [38] makes use of a multi-resolution FDTD implementation on a GPU 
as a tool to model a microwave wireless channel. Another example of computational 
velocity is that of [39], which in 2009 achieved speeds of 450 Mcps on a Quadro 
1 Mega cells per second. 
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FX 5600 graphics card for a 3D implementation. Since GPU technology advances 
quickly, one attractive feature of this platform for scientific computing is that higher 
speeds can be easily achieved by simply replacing old platforms without redesigning 
the software. This is interesting for most companies, since it reduces their needs for 
continuous development. 
Finally, the main advantages of CPUs for scientific computing can be summarised 
as follows: 
• GPUs are usually cheaper than other platforms (e.g. computer clusters), 
for the same computational power. 
• GPUs are more accessible than other devices such as for instance, FPGAs. 
In fact, there is usually one GPU in almost every PC. 
• The learning curve is usually softer for RF engineers. This usually trans­
lates in a shorter development cycle, thus also saving costs. 
For all these reasons, the work presented in this thesis focused on a GPU implemen­
tation of the FDTD algorithm, which led in 2008 to the publication one of the first 
FDTD implementations in a GPU using CUDA. 
2.3.1 The Compute Unified Device Architecture 
In 2007, the Compute Unified Device Architecture (CUDA) [40] was first released, 
thus providing a C-based interface to the programming of CPUs. Due to this, the 
learning curve for C programmers is softer than with specialised hardware such as 
FPGAs, which require specific architecture knowledge. Furthermore, the CUDA 
driver deals directly with the data transfer between GPU and CPU, thus releasing 
the programmer from having to implement low-level data transfer routines, which 
are prone to errors. Moreover, if the memory accesses can be coalesced, as it is the 
case with FDTD, memory reads with CUDA are capable of recovering several words 
in only one memory access, thus substantially increasing the speed of data transfer. 
Hence for all these reasons, a decision was made in the beginning of this research 
project to use GPU computing with CUDA for the implementation of the standard 
FDTD algorithm. 
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Figure 2.3: Threads hierarchy in CUDA. 
Table 2.1: CUDA terminology 
Thread Sequence of executable instructions 
Block Arrangement of threads 
Grid Arrangement of blocks 
Warp Group of 32 consecutive threads from the same block 
Half-warp Either the first or the second half of a warp 
Kernel Programs that are parallelly executed 
Similarly to other parallel programming platforms, the GPU is a device capable 
of executing several threads in a multithreading fashion. Further, a GPU contains 
several multiprocessors, each being responsible for executing threads parallely. This 
is done by the eight scalar processor cores contained within each multiprocessor. 
The memory model offered by CUDA is shared and the developer is responsible 
for writting kernels, which are the pieces of C code that each thread executes. 
The compiler then translates the kernels into the instruction set of the device for 
execution. Different threads are always bundled together into a thread block in a 
way that allows them to cooperate by exchanging data through shared memory. 
This is illustrated on Figure 2.3. Since one block contains only a limited number of 
threads, blocks can also be grouped together into a block grid, thus increasing the 
total number of threads that can be executed. 
The multiprocessors within the GPU are then responsible for executing the dif­
ferent thread blocks. After receiving a block, the multiprocessor divides it into 
groups of 32 threads named warps. Then, warps are executed one common instruc­
tion at a time. Thus if some threads within a warp diverge, i.e. if they have to 
execute different instructions, their execution must then be serialised and the ex­
ecution time of the warp grows. Hence, the maximum efficiency is obtained when 
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all threads within the same warp follow the same execution path. This is achieved 
through careful programming that avoids divergence within the sarne warp when 
conditional statements like if are evaluated. The ratio between the number of ac­
tive warps to the maximum amount of warps that can be active simultaneously is 
called the multiprocessor occupancy and it is the responsability of the programmer 
to maximise it in order to exploit the hardware resources. It must be noted that 
the maximum number of warps that can be executed simultaneously depends on 
the device being used. Standard off-the-shelf GPUs have the necessary number of 
multiprocessors to support the requirements of most common users. However, pro­
fessional graphic cards for scientific computing have more powerful GPUs with more 
and faster multiprocessors. 
Graphics card 
GPU 
I 
Multiprocessor M 
... 
I Multiprocessor 2 
Multiprocessor 1 
Shared memory 
A 
IRegistersli IRegisters I Registersli 
Processor 1 Processor 2 ... Processor N 
'~ i I i I t 
-
Constant memory 
-
' ' " 
Global memory 
Figure 2.4: Device architecture. 
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This computational scheme is akin to the one found in single instruction - multi­
ple data (SIMD) architectures. However, in CUDA terminology, this scheme is called 
single instruction - multiple thread (SIMT). According to [40], the difference lies in 
that, in SIMD arrangements, the programmer must choose the SIMD width for a 
group of parallel threads, regardless of wether the computing platform can parallelise 
them. However in SIMT, the width is fixed (32 threads per warp), thus allowing the 
programmer to write thread-level code and achieving higher parallelisation based on 
the knowledge of the warp size. 
As seen, SIMD and SIMT schemes execute instructions parallely over several data 
words. Thus, the handling of large portions of data also represents an important 
burden to the computation. Nevertheless with CUDA, there are different types 
of memory spaces with different access patterns. It is thus important to design the 
memory access carefully in order not to slow down the transfer of data. The memory 
schemes and the general hardware structure are explained in the following and are 
also illustrated on Figure 2.4. 
Each thread has its own memory space, which is termed as local memory and is 
only accessible by the tread itself for some automatic variables. Further, each block 
can also make use of registers for the storage of the variables defined in the kernels. 
The access to registers does not add extra clock cycles per instruction. However, 
some accesses may have to be put on hold in order to wait for previous reads or 
writes. In addition, there is a limited number of registers per multiprocessor. Hence 
the programmer must be careful not to use an excessive number of auxiliary variables 
per kernel. Otherwise, the number of blocks that can be executed simultaneously 
will be reduced. 
Global memory represents the largest memory space on the graphics card and 
so it commonly deals with the largest portions of data transfer to/from the GPU. 
In the following, global memory is considered to be divided into logical segments of 
length 32, 64 and 128 bytes. Usually, the GPU reads 4, 8 and 16 byte words from 
global memory in only one instruction. However, the most efficient access method 
is by means of coalesced access. This is only possible for certain memory accesses 
and it means that the retrieval/storage of several byte words is grouped into a single 
and contiguous memory access. Coalesced reads/writes from/to global memory are 
possible in CUDA when the memory accesses by the threads in a half-warp fulfil 
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certain requirements. As long as these requisites are met and even if the threads 
within a warp diverge, memory accesses can be coalesced. These requirements vary 
slightly across computing platforms an are explained in depth in [40]. However, for 
the most common devices, these can be summarised as: 
• Each thread must access words of 4, 8 or 16 bytes in length. 
• All words must reside in the same memory segment. 
• The access to each word by the threads must be sequential, i.e. the nth thread 
accesses the n th word. 
Another memory space is constant memory, which is backed by an on-chip cache. 
Thanks to this, a read from constant memory accesses the global memory only on 
a cache miss. For all threads within a half-warp, this type of access is as fast as 
accessing a register. 
Shared memory, which also resides on-chip, is another fast memory space. It is 
called shared because all the threads within the same block can use it to exchange 
information throughout synchronised reads and writes. The registers that make up 
the shared memory space are grouped in modules called banks and the access to 
different banks is done in parallel. However, if two different threads try to access 
the same bank, the accesses have to be serialised. It is thus important to design the 
shared memory accesses so as to avoid bank conflicts. Finally, there is also a tex­
ture memory space. However, CUDA does not currently support texture rendering 
(writing to texture memory) and hence, this memory space has not been used in the 
current work. 
2.4 Measurements equipment 
During the development of this thesis, a series of coverage measurements have been 
performed. These are necessary for the calibration and evaluation of the coverage 
prediction methodology to be introduced in chapter 4. Thus in this section, the 
different pieces of equipment that have been used for the obtainment of the empirical 
measurements are described. 
35 
2.4 Measurements equipment 
SVD2 - 2500/869 
SVD2 - 915/432 
(/)6.40 
[0.25 
SVD2 - 3450/426 
7.0 
(0.28) 
,,--,r--·J-::1_==l§) 
~-1 I 
-i 
Figure 2.5: Dimensions of antennas with units in mm (inches). Diagrams extracted 
from Cobham data sheets. 
Table 2.2: Antenna characteristics 
Frequency range Model Max. Gain Vert. HPBW Max. VSWR 
870 - 960 MHz 
2.38 - 2.61 GHz 
3.40 - 3.65 GHz 
SVD2 - 915/432 
SVD2 - 2500/869 
SVD2 - 3450 / 426 
2 dBi 
2 dBi 
2 dBi 
80° 
80° 
80° 
2: 1 
2: 1 
2:1 
2.4.1 Antennas 
The employed antennas were dipoles similar to those used in WiFi access points 
and FAPs. More specifically, they were slim flexible dipoles of the SVD2 series 
from Cobham [41] (previously European Antennas). They have semi-rigid covers 
and their structures and dimensions are illustrated on Figure 2.5. They all have om­
niazimuthal radiation patterns with a wide vertical beamwidth, i.e. the half-power 
beamwidth (HPBW) is 80°. The radiation patterns are also illustrated on Figure 
2.6. In addition, these antennas are all vertically polarised and have a maximum 
gain of 2 dBi in the horizontal direction. These and other characteristics as well as 
the antenna model names are summarised in Table 2.2. 
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(a) Elevation. (b) Azimuth 
Figure 2.6: Antenna patterns. 
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Figure 2.7: Vector signal generator MG3700A from Anritsu. 
2 .4 .2 Vector signal generator 
The radia ted power emanates from a vector signal generator. The specific model 
is the MG3700A from Anritsu [42] (see F igure 2.7), which supports a frequency 
modulation range between 250 kHz and 6 GHz. Then, for the performance of t he 
coverage measurements, unmodulated G'vV signals were generated at the carrier 
frequencies of interes t. 
2 .4.3 Spectrum analyser 
The measurements equipment used for the recording of the received power was a 
digital spectrum analyser. The sequence of processes applied by such a device to an 
inpu t signal is as follows: 
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Figure 2.8: Spectrum analyser MS2721B from Anritsu. 
1. The frequency of the input signal is first shifted to an intermediate frequency 
(IF) using a tunable oscillator. 
2. Then , a tunable bandpass filter selects the band of interest. 
3. The resulting signal is sampled using an analog-to-digital converter. 
4. Finally, a discrete Fourier transform (DFT) of the resulting digital signal 1s 
computed. 
The re::;ult of this process is thus an spectral power density which depends on the 
part icular implementation of t he DFT computation. 
Different approaches for the fin a l step of the spectrum ana ly::;is are necessary 
because the Fourier transform does not exist for all types of signals . For instance, 
not all wide sense stationary (vVSS) processes have Fourier transforms. However , 
according to t he Wiener-Khinchin t heorem [43], the Fourier transform of a time­
averaged autocorrelat ion function equals the power spectral density (P SD) for WSS 
processes. In fact , most non-vector spectrum analysers divi de first a long signal 
into several segments , t hu ::; assuming time stationarity within each segment. The::;e 
are next used as different reali sations of the process. Autocorrelations can then be 
calculated a nd the power spectrum is obtained, although no phase informat ion is 
displayed on screen. 
The model used du ring the development of this work was the portable ana lyser 
MS2721B from Anritsu , which is illustrated on Figure 2.8. This device is small and 
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battery powered, which is convenient in order to perform handheld measurements 
while walking in order to average small-scale fading. Also, it contains a global 
positioning system (GPS) module, which can be used to record the location of each 
measurement. 
2.5 Conclusions 
This chapter has summarised the main tools used during the development of the re­
search work presented in this thesis. These included the mathematical foundations 
of the finite-difference time-domain (FDTD) method for electromagnetic computa­
tion, as well as descriptions of its most important parameters. Then, the perfectly 
matched layer (PML) for FDTD simulations was introduced with the purpose of 
avoiding errors in the simulation of unbounded regions. 
Further, a GPU-based parallel computing platform named the Compute Unified 
Device Architecture (CUDA) was also described. The concepts and terminology 
associated with this technology are important because they will be used to describe 
the implementation of a 2D FDTD simulator in the following chapter. Also, a set of 
hardware resources for the performance of empirical radio coverage measurements 
has been described. These included passive elements such as antennas, as well as a 
vector signal generator and an spectrum analyser. 
All the concepts described in this chapter are intensely used in the following 
two chapters, where the scientific contributions of this dissertation are presented. 
To start with, chapter 4 studies first the increasingly common approach of low­
frequency FDTD simulations, thus exposing its accuracy limitations for the purpose 
of coverage prediction. Then, a GPU implementation of the TMz mode is described 
as a means of achieving fast execution times for the purpose of real-time wireless 
networks planning and optimisation (WNPO). Finally, the errors in the predictions 
of the described FDTD simulator will be assessed through a measurements-based 
calibration process. 
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This chapter introduces a new approach to the coverage prediction of cellular base 
stations based on the finite-difference time-domain method for electromagnetic com­
putation. Hence, an alternative to more traditionally used techniques such as ray 
tracing or empirical modelling is considered. As indicated in chapter 1, there have 
been previous attempts to use FDTD for such a purpose. However, the imple­
mentation techniques presented here allow for a substantially faster approach than 
previously reported. 
For example, let us consider a problem related to the location and configuration 
of open access FAPs in an airport terminal with several candidate sites. To test 
different locations with various FAP setups, thousands of coverage predictions need 
to be performed. Hence, considering that network planning and optimisation is a 
dynamic process running along the lifetime of the network, coverage computation 
times measured on the order of hours or more are not acceptable. In addition, alter­
native existing ray-based solutions are already able of computing coverages in less 
than one minute [44]. As will be seen, the hardware-based implementation intro­
duced in section 3.3 is capable of computing electrically large areas (i.e. residential 
femtocell scenarios) in seconds. This implementation is hence of interest, not only 
for the RF engineering community, but also for other areas of science seeking fast 
implementations of numerical FDTD solvers. 
In the following, an overview of the computational complexity of the standard 
2D FDTD is first presented. Then, an analysis of FDTD simulations at frequencies 
lower than the physical one is performed. This approach is used in the literature ( e.g. 
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[45] or [46]) as a means to reduce the computation time. The reasons leading to such 
a technique are clarified in section 3.1 of this chapter. However, the implications 
of this method are not yet fully comprehended and they are thus studied in-depth 
in section 3.2 using a geometry-based analysis. Finally, an implementation of the 
algorithm that exploits its parallel properties and provides reasonable running times 
for radio channel modelling in large scenarios is introduced. 
3.1 Complexity analysis 
The complexity of the 2D FDTD is studied next in terms of the number of operations 
(time complexity) that this algorithm requires to solve an electromagnetic problem 
of a given size. Similarly, the memory requirements (spatial complexity) are also 
given. To do this, the number of field cells that must be computed to perform an 
electromagnetics simulation in a given area are calculated in the following. However, 
it is first necessary to define the input parameters of the algorithm. 
Let the simulation scenario be of dimensions Dx and Dy. Further, let the simu­
lated propagation duration be defined by the distance Dp that a phase of the wave 
is required to travel, i.e. a number Nt of time steps will be computed such that a 
phase of the wave covers the required distance Dp. The simulation frequency is Jo, 
the grid resolution along the x axis is N>,.0 and the normalised Courant number is S. 
The cell sizes are then .6.x = c/(foN>,.0 ) and .6..y = c/(RyfoN>,.0 ), and the scenario 
size in number of cells is given by Nx = Dx/ .6.x and Ny = Dy/.6..y. Without loss 
of generality, Ry ~ 1 is assumed. Then, the total number of cells of one field 
component that are updated during one time step is 
(3.1) 
which, obviating the constants and using big-('.) notation, points out to the following 
spatial complexity: 
(3.2) 
with A= Dx · Dy the area of the scenario. Note however that, in a 2D simulation, 
there are three field components and hence, 3 ·Ne cells must be updated during each 
time iteration. 
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The time it takes for a phase of the wave to travel a distance Dp depends on 
its numerical phase velocity which, due to numerical dispersion, is different along 
different propagation directions. Considering the worst case, propagation along the 
direction with minimum numerical phase velocity vp is assumed. Then, a time period 
of duration T = Dp/vp is to be simulated. Further, the time step is given by 
" S6.xut=-- (3.3)
cR5 
with Rs = J1 + R~. Then, the total number Nt of time steps that need to be 
computed is 
T DpRs
Nt = A= -::- foN:\o· (3.4)8ut Vp 
Thus, the total number Nr of cells from each field component to be computed for 
the solution of this problem is given by the product of (3.1) and (3.4), which is 
NT= DxDy2I}_p:Rs . (foN>.0)3. (3.5) 
C Vp 
It is seen from this equation that the computational load depends only linearly on 
the area of the scenario. Further, it is well known [31] that the numerical phase 
velocity tends to c, regardless of other parameters, as the spatial grid discretisation 
grows. Hence, Vp can be merged with the c2 factor in equation (3.5) to study the time 
complexity. In addition, the product RyR8 can be rewritten as Ry · J1 + R~ which, 
using big-('.) notation, has a growth of O(Ri). Finally and obviating the constants, 
this algorithm runs in 
(3.6) 
time. This expression highlights that N;..0 and Jo are the parameters with more 
significant influence over the time complexity of the algorithm. The cells aspect ratio 
is secondary in weight over the complexity, altough in most FDTD implementations 
square grid cells are used (Ry = l). 
It is thus interesting, in order to save computational resources and lower the 
running time, to perform these simulations at the lowest frequency and spatial res­
olution possible. However, if N>. 0 is too low, the anisotropy error of the numerical 
phase velocity increases, thus undermining the simulation reliability. The conse­
quences of FDTD simulations at low spatial resolutions are well understood [31]. 
Therefore, the following section investigates the accuracy of propagation modelling 
done with FDTD simulations at a frequency lower than the physical one. 
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Figure 3.1: Plan view of a non-line-of-sight scenario. 
3.2 Lower frequency simulations 
A common approach to reducing the computational cost of finite-difference simula­
tions is to perform them at a frequency lower than that of the original system. This 
procedure was applied, for instance, in [47]. As long as the spatial resolution remains 
constant, the spatial step in the simulation is then larger than at the original fre­
quency. As a consequence of this, the matrix representing the computational domain 
contains less cells, thus occupying less memory. However, not only are memory sav­
ings achieved but also a cubic reduction in the number of necessary operations (see 
equation (3.6)). Then, a measurements-based calibration of the material parameters 
can be used to tune their electrical properties at the simulation frequency. Since the 
main propagation phenomena are approximated when the frequency is reduced, the 
calibration is imperative to reduce errors in the prediction. However, the geometry 
of the scenario still plays an important role on the radio propagation at different 
frequencies, in particular for diffractive effects. This consideration was never fully 
explored and its effect on the simulation results is thus studied in the following. 
3.2.1 Theoretical attenuation due to knife-edge diffraction 
In the most common scenarios of cellular communications, the receiver does not 
have a line-of-sight (LOS) to the transmitter. In such a case diffraction on the edges 
of buildings and at the indoor/outdoor interface is one of the main propagation 
phenomena. 
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Figure 3.2: Theoretical attenuation due to diffraction when Jo = 3.5 GHz. The 
obstacle is midway between transmitter and receiver, which are 20 meters apart. 
When CW simulations are performed at a frequency lower than that of the 
physical carrier, the path loss varies. In particular, this is more notable for the 
losses due to energy absorption within materials as well as losses due to reflections. 
Nevertheless, these can be compensated throughout calibration of the properties 
of the different materials. However, diffractive effects are not so easily overcome 
due to the geometrical nature of diffraction itself. This means that the simulations 
performed at lower frequencies will be subject to an error because of diffractive 
effects. In order to estimate such an error, a prediction of the attenuation due 
to diffraction at lower frequencies is necessary. Recommendation ITU-R P.526-10 
[48] provides already an empirical model for the evaluation of attenuation due to 
knife-edge diffraction and it is therefore taken as a reference for its calculation at 
different frequencies. In the following, the theoretical attenuation according to [48] 
will be characterised and compared to that measured from FDTD results at different 
simulation frequencies. 
The simplest case is the study of the attenuation due to diffraction on the single 
edge of one obstacle (see Figure 3.1). In [48] his deffoed as the size of the obstruction 
above the straight line linking transmitter and receiver. Since the formulas for the 
calculation of the attenuation are based on the Fresnel integrals, it is possible that 
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attenuation exists even if h < 0 due to the obstruction of the Fresnel zones. 
To study the effect of using a lower frequency in finite-difference simulations on 
knife-edge diffraction over the edge of an obstacle, the frequency reduction factor 
(FRF) is defined as 
FRF = Jsim (3.7)Jo 
where Jsim is the frequency of the simulation and Jo is the physical carrier frequency. 
Further, k is defined here as the ratio between the obstruction of the first Fresnel 
zone to its radius at the location of the obstacle: 
h (3.8)k = R1· 
As mentioned earlier, the main purpose of using a lower frequency for FDTD sim­
ulations is to reduce the spatial step and the size of the matrix representing the 
computational domain. That is why usually Jsim s; Jo and this study is thus re­
stricted to the values within the range O< FRF S: l. 
According to [48], the attenuation J due to diffraction on a knife edge at a given 
frequency is calculated with 
J(11) = 6.9 + 20log ( j(v -0.1) 2 + 1 + v - 0.1) (3.9) 
where 
v= h (3.10)~ (:1 + :2), 
,\ is the wavelength and d1 and d2 are the distances to the edge as defined in Fig­
ure 3.1. Applying (3.10) and (3.9) to different values of FRF and calculating the 
attenuation for an obstacle with different k when FRF = 1, the attenuation values 
of Figure 3.2 are obtained. This highlights three different cases of diffractive effects: 
l. If k < 0, there is a line-of-sight between transmitter and receiver but, de­
pending on the simulation frequency, the obstacle can still obstruct the first 
Fresnel zone, thus introducing attenuation due to diffraction. To understand 
this phenomenon, let us consider the radius Rn in meters of the nth Fresnel 
zone [48]: 
Rn= 550 (3.11) 
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3. k > 0 is a non-LOS case in which half of the Fresnel zone is always obstructed. 
The remaining half of the ellipsoid will be more or less obstructed depending 
on R,-" i.e. the larger the radius, the lower the obstruction. The attenuation J 
due to knife-edge diffraction hence decreases at lower frequencies in agreement 
with Figure 3.2. 
All of the above indicates that a reduction of the simulation frequency in FDTD 
can potentially lead to incorrect values of the field prediction due to unaccounted 
diffractive effects. Moreover, the error varies for different relative positions of trans­
mitter and receiver, thus leading to anisotropic distortion: 
• In line-of-sight cases with obstacles such as edges of houses, the predicted 
attenuation would be overestimated by the numerical simulation. 
• In non-line-of-sight cases (more common) the attenuation due to diffraction 
would be underestimated by the numerical simulation. 
3.2.2 Numerical attenuation due to knife-edge diffraction 
To verif~, the previous theoretical results, the test scenario of Figure 3.4 has been 
designed. The dark gray square represents an obstacle with an edge that introduces 
diffractive effects. The size of this scenario is a= 5 m and the radius of the Fresnel 
zm1P midway between transmitter and receiver at Jo = 3.5 GHz is R1 ~ 24.6 cm. 
S('Veral FDTD simulations have been performed for values s of the side of the 
obstacle that result in the same degree k of obstruction as in Figure 3.2. The 
transmitter was a sinusoidal single point soft source, the grid resolution was N>,.0 = 10 
all(l the normalised Courant number S = l. This leads to a 584x584 matrix at 
Jo = 3.5 GHz and smaller matrices at lower frequencies (FRF < 1). To simulate 
a reliable unbounded environment, the CPML introduced in section 2.2 has been 
used. 
The attenuation due to knife-edge diffraction at the edge of the obstacle in the 
n11nwricaJ simulation is then computed as follows: 
1. Au empty environment is first simulated and the attenuation Aempty at the 
position of the receiver is recorded. This attenuation is only due to free space 
propagation in the numerical grid. 
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Figure 3.5: Numerical and theoretical diffraction predictions in the scenario shown in 
Figure 3.4 and described in section 3.2.2. 
2. The simulation is repeated with the obstacle placed according to Figure 3.4 
and the overall attenuation Aobsta.cle is recorded. 
3. The receiver location is chosen at a position where the main propagation phe­
nomena are free-space and knife-edge diffraction. The attenuation in this case 
is then estimated with J = Aobsta.cle - Aempty• 
In figure 3.5 the attenuation due to diffraction from the numerical simulations is 
displayed against the attenuation predicted by (3.9). The simulated obstructions in 
this case were k = 80% and k = -50% at the original frequency and it is observed 
that the numerical results show the same tendency as the theoretical ones. 
It is also noticed that there exists a constant difference between the attenuation 
J measured from FDTD and the theoretical one for non-line-of-sight (NLOS) cases 
(k = 80%). This is because the measured Aobsta.de does not account for the losses 
due to energy absorption. Since the size of the obstacle remains constant at all 
frequency reduction factors, the attenuation it introduces is approximately equal for 
all simulations. On the other hand, there is not such difference in the LOS cases, 
mainly because the LOS component is already strong enough. Despite of this, knife­
edge diffraction is still the dominant propagation phenomena for the given scenario 
and the tendency of the nurr1erical attenuation clearly agrees with the theoretical 
results. 
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3.2.3 Quantification of the error 
An analytical evaluation of the error due to simulations with FRF < 1 can be de­
duced from the formulas given in [48]. Let us suppose for instance that simulation 
results are required for the physical carrier frequency Jo = 3.5 GHz. Under the 
same settings used for the results of Figure 3.2, the attenuation due to diffraction on 
an isolated obstacle edge would be Jo ;:::: 14.72 dB when the obstacle is obstructing 
k = 80% of the first Fresnel zone. If lower-frequency simulations with for exam­
ple FRF = 0.1 were to be performed, the attenuation due to diffraction would be 
Isim ;:::: 9.11 dB, thus giving rise to an absolute error of E = Jo - Isim = 5.62 dB. 
The physical attenuation due to diffraction is thus, in this case, underestimated by 
the numerical simulation. This error might not seem significant compared to other 
sources of attenuation such as free space propagation, reflection losses and/or build­
ing penetration. However, this may gain importance in more complex environments 
with several knife-edges. 
By merging equation (3.7) with (3.10) and (3.9) a formula can be obtained for 
the evaluation of the error due to finite-difference simulations with FRF < 1: 
(3.12) 
Vsim = ✓FRF · Vo (3.13) 
Vo - 0.1)2 + 1 + VO - 0.1 )
E = 20log ( ✓( FRF E (0, l]. (3.14) 
J(vsim - 0.1)2 + 1 + llsim - 0.1 
A positive error indicates that the attenuation due to diffraction has been under-
estimated in the numerical simulation, while a negative error indicates an overesti­
mation. 
In Figure 3.6 the dependence of the error (3.14) with the frequency reduction 
factor and the obstruction k is presented. An interesting observation is that, in the 
worst case, i.e. when the FRF is the lowest possible (FRF = 0), the error in the 
prediction is limited and it depends only on the geometrical parameter vo at the 
original frequency. This maximum value of the error could also be suspected from 
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Figure 3.6: Attenuation error due to diffraction in the scenario shown in Figure 3.4 
and described in section 3.2.2, when a lower frequency FDTD simulation is used. Note 
that the values for FRF =0 are meaningless since there are no simulations at fsim = 0. 
Figure 3.2, where it is observed that the attenuation due to diffraction tends to a 
finite value as FRF decreases. Such value can be calculated by replacing v = 0 in 
(3.9) and its value is J IFRF=O ~ 6.03dB. This value arises from the formulation 
given in [48] and it is then straightforward to confirm from Figure 3.5 that the 
magnitude of the error will always be limited by JEI S: !Jo - 6.03I with Jo in dB. 
In order to keep this error low, FRF must be as close to one as possible. However, 
the FRF is constrained by the size of the scenario to be simulated and the amount 
of memory available in the simulation platform. It is thus important to implement 
the algorithm in an efficient manner, such that its parallel nature is exploited for 
a fast execution time and the memory requirements are as low as possible. This 
allows the performance of simulations with high FRFs, thus keeping the error due 
to diffraction as low as possible. To achieve this purpose, the following section 
describes an efficient irnplementation of this algorithm. 
3.3 Parallel implementation 
As explained in the previous chapter and based on the existing literature, a parallel 
computing architecture is more appropriate for implementing the FDTD algorithm 
than u:,;ing a traditional linear programming paradigm. Therefore this section de­
scribes a,n implementation of the 2D FDTD scheme on a GPU. The architecture 
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to be used is the Compute Unified Device Architecture (CUDA), which provides a 
shared memory parallel computing model and whose fundamentals were already in­
troduced in section 2.3.1. In this scheme, memory management plays an important 
role in the efficiency with which data is loaded from and into the device's memory. 
In addition and to avoid instructions branching when evaluating conditional state­
ments, separate kernels have to be designed for the evaluation of different regions 
within the computational domain. Hence, these and other implementation decisions 
are explained in the following. 
The tool here presented is to be used in the rest of this thesis for the study of 
wireless channels and the FDTD model. Hence, the objectives to be fulfilled are 
• To design and construct an FDTD simulator for the modelling of radio channels 
in femtocell scenarios. 
• The running time of such simulator must be on the order of seconds for sce­
narios of the size of a femtocell coverage area and for a maximum physical 
carrier frequency of 3.5 GHz1. This is to allow network engineers to evalu­
ate thousands of system-level simulations during the network planning and 
optimisation process. 
• The frequency reduction factor must be as close to one as possible to avoid 
diffraction errors as explained in the previous section. 
3.3.1 Kernels 
One of the advantages of using a convolutional perfectly matched layer (CPML) for 
the simulation of unbounded scenarios is that it can be computed independently from 
the computational domain. This facilitates its implementation on an SIMT architec­
ture because it eliminates the need for having to decide in each kernel, whether the 
current cell belongs to the absorbing layer or to the computational domain. Kernels 
are executed faster when all of the threads within a warp follow the same execution 
path. If the deciding condition evaluates differently for two or more threads within 
the same warp, the execution of the threads will have to be serialised, thus loosing 
the advantage of parallelisation. The parallel execution of threads that perform the 
1 3.5 GHz is the frequency of WiMAX in Europe. 
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Figure 3.7: Division of the computational domain for kernel specialisation. 
same task can be exploited by dividing the computation into different kernels for 
distinct parts of the scenario. According to this, five regions have been identified as 
illustrated on Figure 3.7. Furthermore, there are three types of fields (Ez, Hx and 
Hy) to be updated within each region, apart from the CPML auxiliary variables. 
Following then the notation of equations (2.25) to (2.31) for the field and CPML 
variables, the kernels that have been designed, compute the following variables: 
l. iJ!Hr,y and Hx update in X-bottom (plus the corners for iJ!Hy,x). 
2. iJ!Hx,y and Hx update in X-top (plus the corners for iJ!Hy,x). 
3. iJ!Hy,x and Hy update in Y-bottom. 
4. iJ!Hy,x and Hy update in Y-top. 
5. Hx and Hy field update in the computational domain. 
6. iJ!Ez,x and Ez update in X-bottom (plus the corners for iJ!Ez,y). 
7. iJ!E,,x and Ez update in X-top (plus the corners for iJ!E,,y). 
8. iJ!E.
•,!/ and Ez update in Y bottom. 
9. iJ!E,,y and Ez update in Y top. 
10. Ez field update in the computational domain. 
The tasks that each kernel performs to update the FDTD fields, are: 
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l. Loading of the field values from the previous time iteration. 
2. Computation of the new field values. 
3. Storage of the result to memory. 
In order to exploit the SIMT architecture, the workload is divided between all 
of the threads within each block. This is done by having each thread updating a 
single cell using the content of its neighbors. The source is updated on the host and 
copied to the corresponding grid cell in the card's global memory at each time step. 
It is thus not computed within the kernels. As an example, the pseudocode of the 
kernel that implements the electrical field update is shown in Algorithm 1. 
Calculate the coordinates i - 0.5 and j + 0.5 of the current thread; 
Load Hxln_0 5 . into shared memory;i . ,J 
if thread!dx. y = 0 then 
\ Load Hxl:~o.5,H1 into shared memory; 
end 
Load Hvl~j+0.5 into shared memory; 
if thread!dx.x = 0 then 
\ Load Hvl~-l,j+0.5 into shared memory; 
end 
Synchronise threads; 
Load material index; 
Compute Ez 1;:-0\~j+O.s according to (2.8); 
Store result to global memory; 
Algorithm 1: Electrical field update where threadidx is a variable containing 
the thread indices (x and y) within the current block. Note that this is the code 
executed by one thread only. 
3.3.2 Block and scenario size 
The block size is also an important design parameter since larger blocks contain 
more threads. In this implementation, each thread loads one field value into shared 
memory (except for the Ez upda,te kernel, in which Hx and Hy are loaded). There 
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Figure 3.8: Multiprocessor occupancy 
is thus a direct relationship between the block size and the amount of shared mem­
ory that a kernel needs. However, the amount of shared memory that each block 
can use is finite (see Table 3.1), so this imposes an upper limit to the block size. 
Furthermore, shared memory is shared between all the blocks that are executed on 
a multiprocessor. Considering these limitations, several numerical experiments in­
dicated that a block size of (Bx, By) = (16, 8) is optimal for this implementation in 
terms of data transfer speed. These are illustrated on Figure 3.8, which shows the 
effect on multiprocessor occupancy of various block sizes. The triangle indicates the 
multiprocessor occupancy reached with this block design, which corresponds to the 
highest multiprocessor occupancy. This configuration yields 128 threads per block 
and a multiprocessor occupancy of 100% for all kernels. 
In order to maximise the instruction throughput by reducing divergence within 
warps, an efficient design is to match the block size to the geometry of the matrices. 
Ten cells are usually enough for the CPML to avoid waves reflecting back into 
the simulation scenario. However, since the maximum dimension of the block is 
16, a CPML with thickness NpML = 16 has been used, thus reducing instruction 
branching within warps and providing lower reflection coefficients. Therefore, the 
necessary number of cells along dimension ( E {x,y} for the discretisation of a 2D 
scenario of size (Dx, Dy) and with spatial steps b..x = b..y = 6. is 
(3.15)Nr; = I~(· ~J Br;+ 2NPML· 
Then, assuming that Nb bytes are necessary to store each cell, the memory require-
ments Mm in MB of one field matrix for such a sin:mlation is 
(3.16) 
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Table 3.1: Graphics cards used for computation 
GF 8600M GT TESLA C870 
Global Memory 256 MB 1.5 GB 
Constant Memory 64 KB 64KB 
Shared Memory per Block 16 KB 16 KB 
Clock Rate 337.5 MHz 1.35 GHz 
Memory Bandwidth 9.6 GB/s 76.8 GB/s 
Number of Multiprocessors 4 32 
Considering that four field matrices must be read (Ez, Hx, Hy and the matrix 
containing the materials index) and three field matrices must be written (Ez, Hx 
and Hy) into global memory in each iteration, memory space for a total of seven 
matrices is necessary. Hence, the memory requirement MI to store the field matrices 
is 
(3.17) 
In addition, memory is also needed for the auxiliary CPML variables in the PML 
regions. Following the previous approach, the amount of memory McPML in MB 
for these variables is: 
McPML = 2 · 4 · (Nx +Ny)· NPML · 1;~2 (MB). (3.18) 
And finally, the total amount of memory required by this implementation is 
Mr= A1t + McPML (MB). (3.19) 
As mentioned above, each thread is responsible for computing one cell of the 
field matrices. The grid and block sizes must be therefore defined accordingly so 
that the total number of threads matches the total number of FDTD cells. In 
the cases where the size of the scenario is not a multiple of the block size, there 
will hence inevitably be some threads that do not need to compute anything, thus 
decreasing the total instructions throughput. That is why it is recommendable that 
the dimensions (Nx, Ny) in number of cells of the simulation scenario are as close 
as possible to a multiple of the block size. This can be easily done by adjusting 
the spatial step 6.. CUDA uses the Floating-Point Standard and the float type for 
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the representation of real numbers. Since the electrical and magnetic fields are real 
physical magnitudes, the value of a field corresponding to one cell can be stored as 
a float type in 4 bytes of memory. Therefore, this and the spatial step determine 
the memory requirements for the simulation of an scenario of a given size. 
3.3.3 Memory access scheme 
As seen above, the computation of each field consists mainly of some multiplica­
tions and additions, usually combined together by the compiler into a single fused 
multiply-add (FMAD) instruction. However, the other main tasks that kernels need 
to perform are the reading and writing of large matrices from/to global memory. 
This is the main bottleneck of the FDTD implementation so it is crucial to use an 
appropriate memory access scheme to obtain the maximum memory bandwidth. 
Since it is not possible with CUDA to synchronise the execution of different 
thread blocks or to exchange information between them, each individual block has 
to load the update coefficients (material properties) from memory itself. Since there 
are usually 5 to 10 different materials in a simulation and 8 • 16 = 128 threads in a 
block, one block is enough to load this information. However, all blocks contain the 
same instructions sequence. Thus, having all blocks loading the material parameters 
is redundant. The impact of this redundancy in the memory access can be reduced 
by making use of the constant memory space. Furthermore and because this cache 
is physically located on each multiprocessor, almost all thread blocks will read from 
the cache once the parameters have been loaded ( usually by the first block to be 
executed). 
As seen in the previous chapter, another fast memory space is shared memory, 
which also resides on-chip. Since the update of each cell in an FDTD algorithm is 
based on the previous values of the fields in its neighbourhood, each cell needs to 
be accessed at least twice in each iteration. In order to minimise access to global 
memory, the threads of a block first load the corresponding submatrix into shared 
memory (see Algorithm 1), and later use these values to perform the computation. 
This way, the access to each cell in the global memory space is performed only once 
per time iteration. 
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As explained in section 2.3.1, some accesses to global memory can be coalesced 
into a single and contiguous memory access, as long as certain requirements are met. 
For instance, it was seen that each memory segment can have sizes of 8, 16 or 32 
words of 4 bytes each and that coalesced access takes place when all threads access 
the same memory segment. Since in this design each thread is mapped to a matrix 
cell, the access to 2D matrices stored in global memory can be coalesced when the 
block width is a multiple of 8, 16 or 32. Further, from Figure 3.8, it is seen that 
the multiprocessor occupancy is maximum when the block size is (Bx, By) = (16, 8) 
(128 threads), thus supporting the simulation of scenarios with widths that are a 
multiple of 16. 
3.3.4 Algorithm performance 
To illustrate the performance of the described implementation, a femtocell coverage 
prediction has been performed. For benchmarking reasons, two different graph­
ics cards have been used to perform the computation: an off-the-shelf and non­
expensive laptop graphics card (GF 8600M GT) and a high-performance computing 
card (TESLA C870). Their characteristics are summarised on Table 3.1. 
The scenario is a residential area in a medium-size British town and with a size 
of approximately (Dx, Dy) = (188, 199) meters. Using a spatial step of b.. = 12 cm 
the scenario can be sampled into a matrix of size (Nx,Ny) = (992, 1568) (roughly 
1.5 million cells). However, the original scenario was slightly smaller. Since the 
width and height of a block of threads are 16 and 8 respectively, the environment 
was extended by adding some extra cells containing air in both dimensions. This 
way, the final matrix size is obtained. After adding the CPML cells, the total size of 
the matrix to simulate turns into (Nx, Ny) = (1056, 1632). Thus, since each cell is 
stored as a floating point number in 4 bytes, each matrix occupies 4 · Nx · Ny ~ 6.7 
MB. 
Since FDTD is a memory-intensive algorithm, memory bandwidth is an impor­
tant feature to seek in a GPU for this purpose. As said earlier, seven large matrices 
must be read/written from/to global memory in each iteration. This amounts, in 
this simulation, to approximately 46 MB of data to be allocated in each time step. 
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Matlab Standard GPU 
Figure 3.9: The bars represent the running time (left axis) of the algorithm with the 
setup described in section 3.3.4. The linear plots (right axis) represent the simulation 
speed in Megacells per second for the global scenario (including the PML) and for the 
computational domain only (usable part without the PML). 
From equation (3.6) it is easily tested that this number grows quickly for larger 
scenarios or grid resolutions. 
In order to measure the running time of this implementation for a matrix size of 
(Nx, Ny)= (1056, 1632), a total of Nt = 4000 FDTD iterations have been performed. 
This is sufficient for the fields to propagate through the whole scenario after several 
reflections. However, the importance of simulating a large Nt lies on the increased 
statistical significance in the calculated computation time per cell. Using then the 
first GPU in Table 3.1, the total computation time has been of 46 seconds, which 
compares favourably with other existing propagation models. This algorithm has 
also been implemented in Matlab, which makes use of the AMD Core Math Library 
(ACML) for efficient matrix operations. The Matlab code was run on a computer 
equipped with an AMD Athlon 64 X2 Dual Core Processor 4600+ at 2.41 GHz and 
3.25 GB of RAM. Applying the same configuration parameters as with the GPU 
simulation, the total computation time in Matlab was of approximately 78 minutes. 
This indicates that for the implementation of FDTD-based algorithms a standard off­
the-shelf graphics card for laptops like the GeForce 86001\1 GT provides an speedup 
of around 100 times over highly optimised Linear Algebra libraries. Furthermore, 
when the computation is run on the high-performance computing card (TESLA 
C870), the simulation time is reduced to 8.6 seconds. With respect to the Matlab 
computation the speedup of TESLA is of 540. Figure 3.9 compares the measured 
running times as well as the performance of this FDTD implementation. 
As seen, this implementation reaches speeds on the order of 800 Mcps on a 
58 
3.4 Conclusions 
TESLA C870, which is sufficient for the purposes of channel modelling and WNPO 
initially described. However, during the last year this card has been superseeded 
by others with more memory, higher memory bandwidths and with more multipro­
cessors. It is thus expected that the running time of FDTD simulations with this 
implementation can be further reduced on more modern graphics cards. 
3.4 Conclusions 
This chapter has introduced the design considerations that must be taken into ac­
count when using CUDA for the implementation of finite-difference algorithms. An 
efficient memory access scheme has been introduced that matches the execution 
threads to the cells within the Yee lattice. Furthermore, the applicability of each 
memory space to the implementation of an FDTD algorithm to minimise memory 
accesses and increase simulation speed has been introduced. Besides and in order 
to minimise threads serialisation and exploit the parallel capabilities of the GPU, a 
subdivision of the computational domain and the absorbing boundaries to minimise 
instructions branching within threads of the same warp has been presented. Further, 
the tasks assigned to each execution thread have been explained and the dimensions 
of each thread block have been carefully shaped. 
In addition to this, the reduction of the simulation frequency in finite-difference 
simulations has been studied through a novel geometric analysis based on Fresnel 
ellipsoids. It has been shown that this approach is subject to errors in the prediction 
of the attenuation due to diffraction at knife-edges. Further, it has been confirmed 
that knife-edge diffraction can model the effects suffered by the numerical wave when 
it encounters the edge of an obstacle, and the value of such attenuation has been 
evaluated. Additionally, it was shown that the attenuation values due to this phe­
nomenon can be predicted using recommendation ITU-R P.526-10 on "Propagation 
by Diffraction" [48]. As a consequence of this, it can be said that the reduction of 
the simulation frequency is subject to a diffraction error due to the increase of the 
electrical size of the wave and of the radius of the Fresnel zone. This error can not 
be easily overcome through the calibration of materials because it depends on the 
geometry of the simulated scenario. 
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3.4.1 Contributions 
The main contributions of this chapter made by the author to the scientific com­
munity are summarised in the following. In addition, numerical examples are also 
included for illustration purposes. 
1. Characterisation of the error due to lower-frequency simulations: 
The analysis introduced here has highlighted that a measurements-based cal­
ibration is not enough to cope with diffraction errors due to finite-difference 
simulations at a lower frequency. Furthermore, such an error has been quan­
tified and a formula has been devised to predict it. 
For instance, let us consider an FDTD coverage prediction at Jo = 3.5 GHz. 
Due to limitations in the computational platform, a simulation frequency of 
fsim = 350 MHz will be used (FRF = fsim/fo = 0.1). As previously ex­
plained, lower-frequency simulations predict wrong attenuation values due to 
knife-edge diffraction. For example, consider an obstacle midway from trans­
mitter and receiver that obstructs 50% of the first Fresnel zone at the physical 
carrier frequency fo- Then, equation (3.14) showed that FDTD predicts an 
attenuation due to knife-edge diffraction 3.9 dB below the physical one. Con­
sequently, diffraction predictions are unreliable. 
2. Efficient GPU-based implementation: The parallel nature of the FDTD 
algorithm has been exploited for its implementation on a parallel hardware 
architecture. A novel execution flow and memory management scheme for 
such a design have been introduced. Besides and since the GPU market is 
large and heterogeneous, the guidelines provided here facilitate the selection 
of a proper GPU architecture for the solution of electrical problems of a given 
size. 
For instance, let us consider a scenario of size 100 x 50 meters to be simulated at 
fsim = 900 MHz. Let us use a sampling step ten times smaller than the physical 
wavelength (N>--,im = 10) and a Courant number of S = 0.9. Furthermore, let 
us perform the computation in the TESLA C870 card described in Table 3.1. 
Since the implementation described in this chapter reaches a computational 
speed of about 800 Mcps, it is then seen that the described scenario is computed 
in approximately 9.4 seconds. 
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The analyses introduced in this chapter deal mainly with the reduction of the 
computation time of FDTD implementations. However, such FDTD predictions are 
not necessarily certain. To assess this question, the following chapter introduces a 
set of techniques that improves the accuracy of the predictions. 
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Coverage prediction with the 
finite-difference time-domain 
FDTD algorithms are well-known for being computationally demanding. Today, 
they are commonly used in simulation scenarios of reduced size for applications 
such as the design of antennas [49] and microwave circuits as well as in studies of 
photonics [50]. However, even in such electrically small scenarios, the demands for 
a higher performance and a reduction of the computation time are regular. Thus, in 
order to apply this type of algorithms to the modelling of larger problems such as a 
street or an indoor environment for femtocells, efficient implementations are crucial. 
This was the main focus of the previous chapter, which introduced a novel parallel 
implementation of the standard FDTD. 
Nevertheless, deterministic numerical simulations should be considered as mere 
approximations to reality. Furthermore, they are based on scenario descriptions that 
do not necessarily capture all the details of a physical site. Therefore, the reliability 
on these coverage predictions is only guaranteed through comparison with on-site 
measurements of radio propagation. Therefore, received power measurements have 
been performed. These have been used for the calibration and evaluation of the 
FDTD simulator described in chapter 3 and are described in section 4.1. Then, 
section 4.2 introduces a calibration methodology to configure the material properties 
such that the simulation result resembles the reality as faithfully as possible. Then, 
the model predictions are validated by comparison with additional measurements 
on a different site. 
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Table 4.1: Measurements settings 
Parameter Value 
Carrier frequencies 0.9, 2.5, 3.5 GHz 
Transmitter power output 19 dBm 
Transmitter height 77 cm 
Tilt oo 
Receiver height ,:::j 120 cm 
4.1 Measurements of received power 
In order to evaluate the accuracy with which the previously described FDTD im­
plementation can model radio propagation in the physical world, empirical mea­
surements are necessary. These can then be used both for performance evaluation 
as well as inputs of the measurements-based calibration process to be described in 
section 4.2. Hence in the following, the set of measurements performed during the 
development of this thesis is presented. These consist of the recording of the received 
power in two femtocell-like scenarios and at three different carrier frequencies. 
4.1.1 Equipment 
The transmitter, with an output power of Ptx = 19 dBm, is the vector signal gen­
erator MG3700A from Anritsu, which was described in section 2.4.2. Even though 
FAPs radiate between 10 and 15 dBm, this higher power level allows the recording 
of measurements at further locations from the transmitter. This way, the received 
signal is most of the times well above the noise floor, hence also increasing the re­
liability of the measurements at shorter distances. In order to perform CW power 
measurements, a continuously oscillating signal at the surveyed frequencies (900 
MHz, 2.5 GHz and 3.5 GHz) was used. In addition, the antenna models used for 
the measurements were those described in section 2.4.1. Finally, the parameters of 
the measurements setup are summarised on Table 4.1. 
4.1.2 Locations 
The measurement sites were two residential neighbourhoods in a medium-size British 
town (see Figure 4.1). Femtocells leak power outdoors mainly through the premises 
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Figure 4.1: Indoors-to-outdoors power measurements at 2.5 GHz. 
front facade (doors and windows), thus causing interference to nearby macrocells in 
the adjacent street-canyon of the residential area. Hence, the indoor-to-outdoor mea­
surements have been performed in the street immediately adjacent to the premises 
and until distances from the outer wall at which the received power drops below 
-92 dBm (3 dB security margin from the noise floor at -95 dBm). 
4.1.3 Measurements procedure 
The measurements consisted, for each location, on the frequency sweep of a 1 kHz 
band centred at the previously described frequencies. This was done with a portable 
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spectrum analyser MS2721B from Anritsu, described also in section 2.4.3. The 
resolution and video bandwidths were 9 Hz, which is the minimum allowed by the 
device. Then, the received power Prx is obtained as the largest power value within 
the scanned frequency band. The measurements device was carried by hand and the 
data was recorded while walking to reduce small-scale fading effects. Further, the 
locations of the measurements were resolved using a GPS receiver. 
Finally, Figure 4.1 illustrates the surveyed areas along with some of the mea­
surements. 
4.1.4 Measurements postprocessing 
Raw power measurements are subject to random fading phenomena and in particular 
to small-scale fading. Therefore in order to use the measurements for the calibration 
of this model, the data must first undergo a postprocessing phase during which 
outliers and fading effects are removed. Such postprocessing is detailed next: 
Removal of location outliers: The location of the outdoor measurement points 
has been obtained using GPS coordinates, which are eventually subject to 
errors. Therefore, any measurement subject to the following location errors is 
to be removed: Out of range GPS coordinates, coordinates inside of a building, 
no GPS coverage or coordinates outside of the scenario. 
Removal of noise bins: In areas of low coverage, it is possible that the measured 
signal becomes indistinguishable from the background noise. Those measure­
ments are thus also classified as outliers. In order to clearly distinguish signal 
from noise, a large recording of the noise in the examined frequency band and 
location area has been performed. This way, the mean noise level has been 
found to be N = -95 dBm. Then, any power measurement below -92 dBm 
(security margin of 3 dB from N) is considered an outlier. 
Small-scale fading removal: An averaging filter has been applied to the mea­
surements for the removal of small-scale fading effects. This is done using an 
spatial filter that computes the average between all points within a distance 
of 40 •>-o, i.e. the so-called 40-Lambda averaging criterion [51]. 
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Table 4.2: Properties of materials commonly used in propagation predictions in the 
range (0.9 - 3.5) GHz. 
Material er µr n vp (rn/s) 
Air@ STP 1.00058986 [54] 1 1.000295 299,704,079 
Plaster 2.5 [55] 1 1.581139 189,605,399 
Glass 6.38 [53] 1 2.525866 118,688,971 
Wood 2.07 [53] 1 1.438750 208,370,162 
Concrete 2.14 [53] 1 1.462874 204,933,905 
After applying all the above described processes, the data can be then used for the 
purpose of calibration of propagation models. 
4.2 Calibration of materials 
In FDTD, the parameters characterising each material and thus playing an active 
role in the final simulation result are: 
• The numerical relative electric permittivity fr. 
• The numerical relative magnetic permeability /1,r· 
• The numerical electrical conductivity&. 
Just as before, the tilde~ identifies variables with significance only in the numerical 
domain. On the other hand, er, µr and <, represent the properties of physical 
materials. For instance, Table 4.2 lists common values for some materials to be used 
in coverage predictions at radio frequencies. Since all of these are non-magnetic 
materials, µr = 1 is generally assumed [52] [53]. 
However, due to the inherent uncertainties of the FDTD model under discussion 
(2D approximation, scenario description, etc), it should not be expected that the 
physical values of these parameters perform realistically in numerical simulations. 
This is particularly true when simulations are performed at a frequency lower than 
the physical one. These must thus be chosen carefully in order for the simulation 
result to resemble faithfully the reality. As advanced earlier, this can be achieved by 
using measurements of received power to find the combination of parameters that 
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Table 4.3: Physical constants 
Constant Value 
co 8.85418781762 • 10-12 F /m 
µo 4ri · 10-7 N/A2 
c 299,792,458 m/s 
better match the prediction to the measurements. In the following, the process to 
decide on the values of fr and fLr is described. 
The parameters Er and µr of a material, define its refractive index 
n = ✓Er· µr (4.1) 
which is related to the phase velocity Vp of a monochromatic wave travelling through 
that material according to 
Vp = -
C (4.2)
n 
where c = l/-JEo · µo is the speed of light in a vacuum (see Table 4.3 for the values 
of these physical constants). In the physical world (i.e. in nature) different values 
of Er and µr give rise to different phase velocities, being the same true for numerical 
simulations. In addition, the phase velocity of a monochromatic wave (both physical 
and numerical) can also be defined in terms of its angular frequency w and wave 
number k as 
(4.3) 
The FDTD scheme under study does not model dispersive materials, i.e. the 
refractive index is not frequency dependent. This may lead to the incorrect assump­
tion that the numerical phase velocity Vp is constant and fully defined by fr and fLr 
through the numerical equivalents of equations (4.1) and (4.2). However, as seen in 
section 2.1.0.1, the standard FDTD grid is dispersive and thus, Vp varies for differ­
ent propagation directions. This well understood phenomenon [31] gives rise to the 
physical phase-velocity error 
~ii = max{liip - vpl} (4.4)
Pphysical V ' p 
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which according to [31], quantifies "the phase lead or lag that numerical modes 
suffer relative to physical modes propagating at vp". Furthermore, since {,. and µ,. 
do not contribute extensively to the path loss, their values can be chosen prior to 
simulation so that the physical phase-velocity error is minimised. 
For the purpose of coverage prediction, only monochromatic (single-frequency) 
simulations are to be performed. Then, for a given grid resolution, it is straight­
forward to adjust ii for each material such that ( 4.4) is minimised. This is done 
applying the strategy of [56] for centring a specific numerical phase velocity curve 
about a physical phase velocity Vp· To do that, the maximum, minimum and average 
values of Vp with ii= 1 are necessary. From [57], these are 
where 
(4.5) 
(4.6) 
(4.7) 
(4.8) 
For the FDTD scheme under study in 2D (Rz = 0) and with square grid cells 
(Ry= 1) it results that Rs= ./2. Furthermore, the Courant number is chosen close 
to the stability limit ( S = 0.95) to minimise the number of time steps. The numerical 
phase velocity Vp is plotted on Figure 4.2, where it is seen that the average is far from 
being centred at vp, thus being the physical phase-velocity error not optimum. Then, 
f,. and µ,. can be adjusted to minimise L:i.vPphysicaL. Since the materials involved in 
these simulations are not magnetisable,µ,.= 1 is chosen. Then, the fr that produces 
an average Vp equal to the physical phase velocity Vp of the material is 
(4.9) 
Taking these criteria into account, the final values of the parameters (€,. and iir) 
used in the coverage predictions of the following sections are those displayed on 
Table 4.4. 
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Figure 4.2: Normalised numerical phase velocity in 2D FDTD with square grid cells, 
S = 0.95 and n = 1. Normalisation is calculated with respect to the phase velocity 
through air: Vp,,;r = c/nair with nair from Table 4.2. 
Table 4.4: Material parameters for numerical coverage simulation with S = 0.95 to 
mimic the behaviour of the materials described in Table 4.2 
Material E:r µr
N>-o = 6 NAO = 10 
Air 0.971 0.991 1 
Plaster 2.425 2.475 1 
Glass 6.190 6.315 1 
Wood 2.008 2.049 1 
Concrete 2.076 2.118 1 
The refractive indices of the materials play a crucial role in wideband CIR sim­
ulations. This is because the time of arrival (ToA) of the received multipath pulses 
is determined by the numerical group velocity v9 , which is affected by ii. Such an 
issue will be studied in depth in chapter 6. However, for the current case of cov­
erage prediction, the values of Er and /J,r are responsible only for the phase delays 
and thus for the resulting fading patterns. Meanwhile, the power distribution over 
the scenario ( coverage prediction) is given by the scenario description itself and the 
attenuation introduced by each material, which is given by the numerical electrical 
conductivity er. This is the remaining parameter to be tuned in order to guarantee 
the accuracy of the coverage prediction and is thus dealt with in the following. 
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4.2.1 Formulation of the optimisation problem 
This section introduces a metaheuristics-based calibration approach that finds near­
optimal values for the numerical electrical conductivity ij of each material, such that 
the difference between power measurements and numerical predictions is minimised. 
These values can be later reused for further simulations in similar scenarios and 
under the same simulation conditions (grid resolution, time step, etc). 
4.2.1.1 The materials error function 
If O"m represents the electrical conductivity of material m, the sth solution1 to a 
problem involving Nm materials can be defined as 
Nm-1 
ffNm = U O"m,s• (4.10) 
m=O 
To evaluate the accuracy of a prediction using this solution, let us consider the 
measured power value Pmesp in dBm at each measurement point p, with p E [O, Np -
1] and Np the number of points. Similarly, for an FDTD simulation using the 
conductivity values of D'Jvm the same point is assigned a predicted power value 
Ptredp. It is common [44] to define the error of the prediction at point p using 
logarithmic units as 
(4.11) 
being M E 8 = EP the mean error of the solution O.J.,rm and considering all Np points, 
which can also be interpreted as the offset between the measurements and the pre­
dictions. 
The root mean square error (RMSE), is also a common metric of the accuracy of 
a propagation model. It has thus been selected as the error function to be subject to 
the minimisation process. Then, for a given solution D.J.,rm, the RMSE is calculated 
as 
Np-1 
RMSE(D,'Jvm) = ~ L \Epl2• (4.12) 
p p=O 
The objective of the calibration process is thus the minimisation of the RMSE subject 
to ME= 0. 
1A solution is defined here as the set of numerical conductivities of the simulation materials. 
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4.2. 1.2 Metaheuristics-based calibration 
Once the error function has been defined, a brute-force approach to find an optimal 
solution to the problem could be used to test all possible solutions rt.Nm and then 
choose the one that minimises the cost function ( 4.12). However, since the electrical 
conductivity takes values in the set of the real numbers, the space of solutions for 
rt.Nm is infinite and a smarter approach is needed. Hence, a metaheuristics optimisa­
tion algorithm is proposed as a feasible way of searching the space of solutions. The 
algorithm used here is simulated annealing (SA), although the same concept also 
applies to other metaheuristic algorithms such as Taboo Search, Genetic Algorithm, 
etc. 
SA [58] is an optimisation algorithm based on the physical technique of annealing, 
widely used in metallurgy. From the point of view of the minimisation of an error 
function for a given system, SA works by setting first the state of the system to a 
solution rt.Nm. Then, neighboring solutions ntm are tested and the error function is 
evaluated in order to try to find a better solution, i.e. one such that RMSE(ntm) < 
RMSE(f!Nm). If a better solution is found, then the current state of the system is 
updated to the new solution ntm. However, if a worst solution is found, the state of 
the system is set to this new neighbour solution with probability P. P is also called 
the acceptance probability function (APF) and it is a real function of RMSE(0.1vm), 
RMSE(ntrJ and a variable T called the temperature that is progressively decreased 
as the calibration progresses. When the temperature is high (i.e. at the beginning 
of the calibration process), worst solutions are very likely to be accepted ( P close to 
one). However, when the temperature is low (i.e. towards the end of the calibration 
process), the acceptance probability of worst solutions decreases. According to these 
requirements, an appropriate APP has been designed. This is illustrated on Figure 
4.3 and it is defined as 
I RMSE(ON . )- RM SE(O~ ) 
P(f28 n,s T) = e T (4.13)Nm' Nm, 
Nevertheless, it must be remarked that the SA algorithm does not specify an APF. 
Thus, other calibration approaches may use a different one to their convenience. 
The way the temperature T decreases between iterations of the calibration pro­
cess is also subject to various implementations. For similarity with the physical 
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Figure 4.3: Acceptance probability function of equation ( 4.13) for the calibration 
process based on simulated annealing. 
Table 4.5: Parameters of simulated annealing for calibration 
Parameter Value 
AF 0.8286 
To 10 
Lr 50 
Ny 10 
annealing process, an exponential decrease of T has been used. Then, the value of 
the temperature at each iteration k of the calibration process is obtained with 
(4.14) 
where k E [l, Lr - 1] and Lr is the number of different temperature levels. AF is 
called the annealing factor and it is related to the rate at which the temperature 
decreases from one iteration to the next. The calibration procedure starts at an 
initial temperature To, which is then decreased Lr times according to (4.14). On 
each temperature level, the system tests Nr different neighboring solutions, thus 
giving rise to a total of Neal = Lr · Ny solutions being tested. The idea behind 
this, is to perform a deeper search on each temperature level before decreasing the 
chances of escaping local minima. 
The way neighboring solutions are chosen in SA is also not specified by the 
algorithm ant it depends on the specifics of each application. Since the purpose here 
is to find the optimal values of the numerical electrical conductivity for a given set 
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of materials, only one material is modified at each stage. This guarantees a local 
search in the very neighbourhood of the current state. 
Each of the solutions tested during calibration requires the evaluation of the cost 
function of equation ( 4.12), which implies the performance of an FDTD simulation. 
This is thus the most time-consuming part of the calibration process, whose total 
number of iterations Neal must be considered in order to obtain results within an 
adequate time period. In general, Neal depends not only on the number of materials 
involved in the simulation, but also on their accumulated presence throughout the 
scenario. For example, if 0.5% of all cells represented plaster and 99.5% represented 
air, finding a finer value of &plaster would not change significantly the resulting power 
distribution. Hence, an increased number of calibration iterations to better optimise 
a-plaster looses significance. Considering then the execution time of a coverage simu­
lation with N)l.0 = 10 at Jo = 3.5 GHz and in the simulation sites described in section 
4.1.2, Neal = 500 calibration iterations have been performed. Previous calibrations 
using a substantially larger number of iterations (Neal = 2250) were also performed. 
However, the resulting solutions were always the same as with Neal = 500. When 
calibrations with Neal < 500 were performed, the same solution was eventually found 
but some calibrations converged to worst solutions. Thus, Neal ~ 500 represents a 
good compromise between the execution time of the calibration and the goodness 
of the obtained results. The remaining parameters of the calibration procedure are 
summarised on Table 4.5. 
4.2.2 Small-scale fading removal filter 
In a similar way to what happens with CW power measurements, narrowband FDTD 
simulations are also subject to small-scale fading. This is due to the fact that 
FDTD describes the propagation of numerical waves, which interfere each other in 
a similar way to the physical phenomenon of wave interference. Since the objective 
is to model the path loss, fading can be removed from these simulations using a 
spatial filter similar to the one described in section 4.1.4 for the processing of power 
measurements. However, the output of an FDTD simulation contains samples at 
a very fine spatial resolution across the simulation site. Thus, contrarily to the 
scattered nature of empirical power measurements, numerical simulations provide 
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a large quantity of uniformly distributed power samples. Therefore, using a large 
spatial filter of radius 40 · .\o as in section 4.1.4 is not necessary, as it would use up 
an unnecessarily large amount of power samples. Instead, a filter of size 4,\0 x 4.\o 
is enough to average most of the effects that take place over distances on the order 
of a wavelength (e.g. small-scale fading). The size of such a filter is 576 cells when 
N>..0 = 6 and 1600 cells when N>,0 = 10, which suffices for the estimation of the 
power average. The effect of such a fading removal filter is illustrated on Figure 4.4. 
4.2.3 Accuracy validation 
The measurements-based calibration procedure can also be seen as the interpolation 
of the output of a system with several degrees of freedom. In this case, such sys­
tem is the FDTD algorithm and the parameters to tune are the numerical electrical 
conductivities of the materials involved in the simulation. In addition, this calibra­
tion process could also be applied to lower-frequency FDTD simulations. This is 
particularly interesting because the simulation running time would be reduced as a 
consequence of the smaller grid size. However, although the path loss can be well 
modelled through calibration, the phase behaviour and the fading patterns vary at 
different frequencies. Furthermore, it was the purpose of section 3.2 to highlight 
that the behaviour of diffractive phenomena varies with the simulation frequency. 
Thus, in order to assess the accuracy with which coverage predictions are performed 
at the original (FRF = 1) and lower (FRF < 1) frequencies, several calibrations 
at different frequency reduction factors (FRFs) have been performed. Furthermore, 
to analyse the global validity of the calibrated conductivities, results obtained from 
two different simulation sites are presented. First, the calibration is performed on 
one site and then the calibrated material parameters are reused for simulation on a 
different site. The simulation sites under consideration here are those described in 
section 4.1. 
To present the results, Tables 4.6 to 4.8 contain the RMSE values resulting from 
the calibration process on Site 1. These Tables also present the RMSE of simulations 
performed on Site 2 using the material parameters resulting from the calibration on 
Site l. The shaded columns highlight the results that correspond to simulations 
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Figure 4.4: Coverage prediction with N>.o = 10 at Jo = 3.5 GHz and 10 dBm trans­
mitter power. 
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Table 4.6: RMSE. Calibration on Site 1. J = 0.9 GHz 
Site N>-.o 
FRF 
0.031 0.062 0.124 0.249 0.499 
6 
1 
13.15 5.22 
10 3.64 7.45 6.21 
6 5.37 6.58 
2 
10 6.31 7.03 6.53 
Table 4.7: RMSE. Calibration on Site 1. f = 2.5 GHz 
Site N>-.o 
FRF 
0.031 0.062 0.124 0.249 0.499 
6 7.25 7.1 5.45 
1 
10 8.64 6.04 6.07 6.56 
2 
6 7.99 8.17 7.53 
10 7.69 7.89 6.84 6.37 
at the original frequency (FRF = 1). Then, Tables 4.9 to 4.11 contain the RMSE 
resulting from the calibration process on Site 2, as well as the RMSE evaluated on 
Site l. These results reveal that the RMSE on one site does not necessarily match 
the RMSE on the other. This difference in the RMSE across sites has an average 
absolute value of 1.6 dB and, from these results, it takes negative and positive values 
with equal probability. Hence, the error on the calibrated site is not always lower 
than on the evaluation site, thus increasing the reliability of the calibration method. 
Finally, the RMSE at the original frequency and calculated across all frequencies 
and sites is 5.2 dB. 
Reducing the simulation frequency decreases also the spatial step. Therefore, 
the precision with which the simulation scenario can be described diminishes for 
lower FRF values. In order to avoid errors in the numerical simulations due to a 
coarse spatial discretisation, a minimum spatial step at which to simulate has been 
imposed. This is chosen in terms of the smallest architectural detail modelled in the 
current simulation sites, which corresponds to a small window in one of the houses 
that is 30 centimeter wide. Therefore, in Tables 4.6 to 4.17 no results are shown for 
FRF values corresponding to spatial steps smaller than 30 centimeter. 
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Table 4.8: RMSE. Calibration on Site 1. f = 3.5 GHz 
Site N»o 
FRF 
0.031 0.062 0.124 0.249 0.499 
6 5.27 
1 
6.8 7.32 7.37 
10 3.66 4.68 8.05 8.06 6.97 
6 7.44 
2 
8.11 8.54 6.95 
10 8.83 6.75 7.35 5.9 6.22 
Table 4.9: RMSE. Calibration on Site 2. f = 0.9 GHz 
FRF 
Site N>..o 0.031 0.062 0.124 0.249 0.499 
6 7.72 2.8 
1 
10 3.15 6.91 3.4 
6 6.14 5.13 
2 
10 6.04 4.9 5.13 
Table 4.10: RMSE. Calibration on Site 2. f = 2.5 GHz 
FR.F 
Site N»o 0.031 0.062 0.124 0.249 0.499 
6 7.31 7.11 7.57 
1 
10 11.44 5.97 6.59 6.96 
6 6.91 6.66 5.71 
2 
10 5.95 6.66 6.84 5.98 
Table 4.11: RMSE. Calibration on Site 2. f = 3.5 GHz 
FRF 
Site N»o 0.031 0.062 0.124 0.249 0.499 
6 7.75 6.13 6.17 7.31 
1 
10 3.86 5.90 7.58 8.64 6.49 
6 9.44 7.5 7.32 7.14 
2 
10 6.17 8.07 7.38 7.7 7.60 
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Figure 4.5: Example of calibration process on Site 2 with N>.0 = 10 at Jo = 2.5 GHz 
and FRF = 1. 
From the RMSE results, it is also observed that N>..0 = 10 only performs, on 
average, slightly better than N>..0 = 6. Thus, N>..0 = 6 may be a wiser choice for 
the performance of path-loss predictions that are less computationally expensive. 
However and as will be seen in chapter 6, the grid resolution requirements are 
stronger when wideband simulations are considered. 
4.2.4 Outcome of the calibration process 
As an example of the sounding of the space of solutions that the calibration process 
performs, Figure 4.5(a) shows the evolution of the cost function as the temperature 
decreases. This illustrates how, when the temperature is high, the system eventually 
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Table 4.12: Calibrated electrical conductivity ij on Site l. f = 0.9 GHz 
N>..o Material 
FRF 
0.031 0.062 0.124 0.249 0.499 
Air l.0E-4 9.5E-5 
Plaster 3.lE-1 3.SE-1 
6 Glass 9.9E-1 4.7E-2 
Wood l.0E-1 6.8E-1 
Concrete l.3E0 l.lE0 
Air 9.7E-5 9.6E-5 8.6E-5 
Plaster 2.SE0 l.0E0 1.SE0 
10 Glass 2.6E-2 7.4E-1 2.lE-1 
Wood 1.0E-3 2.3E-1 2.lE-1 
Concrete l.SE0 l.6E-1 3.4E-1 
selects worst solutions to escape local minima. However, as T decreases, only better 
solutions are allowed. Furthermore, Figure 4.5(b) illustrates the behaviour of the 
cost function across the five-dimensional space of solutions. This shows that some 
a values perform substantially better than others (lower RMSE), thus highlighting 
the need for the calibration process. 
Finally, Tables 4.12 to 4.14 contain the obtained values of the numerical electri­
cal conductivity when the calibration is performed on Site 1. Similarly the values 
obtained when calibrating on Site 2 are displayed on Tables 4.15 to 4.17. Further, 
it is observed from these that the conductivity values from different sites do not, in 
general, differ more than one order of magnitude. It must also be remarked that, 
since cells characterising air represent approximately 92% of the whole scenario, the 
uncertainty in the value of the numerical electrical conductivity of air is responsible 
for most of the simulation error. Furthermore, &air is responsible for the power de­
cay with distance. It is hence this parameter that hinders the non-quadratic spatial 
decay of cylindrical waves in 2D FDTD simulations. 
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Table 4.13: Calibrated electrical conductivity 8- on Site 1. f = 2.5 GHz 
N>..o Material 
FRF 
0.031 0.062 0.124 0.249 0.499 
Air 7.9E-5 8.7E-5 5.4E-7 
Plaster 2.9E0 8.lE-1 6.5E-2 
6 Glass 2.4E0 7.lE-1 9.2E-l 
Wood l.7EO 9.7E-l 2.7E-1 
Concrete l.9E0 l.3E0 2.6E-1 
Air 9.SE-5 2.6E-5 7.lE-5 3.7E-5 
Plaster 4.2E-l 3.7E-2 3.SE-1 3.6E-l 
10 Glass 7.5E-l 2.2E-l 2.2E-l l.7E-2 
Wood 4.2E-4 4.9E-1 3.2E-1 3.SE-1 
Concrete 8.6E-2 7.lE-2 l.5E-1 3.SE-2 
Table 4.14: Calibrated electrical conductivity a on Site 1. f = 3.5 GHz 
FRF 
N>..o Material 0.031 0.062 0.124 0.249 0.499 
Air 9.5E-5 7.8E-6 9.6E-5 9.6E-5 
Plaster l.4E-l 2.9E0 4.6E-1 3.lE-1 
6 Glass 9.5E-l l.3E-l 2.9E-l 7.lE-1 
Wood 5.0E-2 8.SE-1 4.0E-1 7.9E-l 
Concrete 5.7E-3 2.0E0 l.SE-2 8.0E-1 
Air 7.2E-5 l.0E-4 9.8E-5 9.4E-5 9.7E-5 
Plaster 2.9E0 3.lE-1 5.3E-2 2.3E-3 2.7E0 
10 Glass 6.lE-1 3.lE-1 3.9E-l 3.SE-1 9.8E-1 
Wood 7.2E-2 8.lE-2 l.7E-2 6.SE-1 3.0E-1 
Concrete 4.7E-2 1.5E0 7.8E-l 9.lE-2 l.7E-2 
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Table 4.15: Calibrated electrical conductivity & on Site 2. f = 0.9 GHz 
N>.o Material 
FRF 
0.031 0.062 0.124 0.249 0.499 
Air 7.7E-5 4.lE-4 
Plaster 2.7EO 3.4E-1 
6 Glass 9.9E-2 l.7E-2 
Wood 9.7E-1 8.lE-1 
Concrete 5.6E-2 3.SE-1 
Air 9E-5 6.0E-4 2.2E-4 
Plaster 2.0E-2 2.0E-2 3.SE-1 
10 Glass l.2E-l l.2E-1 4.SE-3 
Wood 3.SE-1 3.8E-l 2.7E-1 
Concrete l.3E-l l.3E-l 2.7E-2 
Table 4.16: Calibrated electrical conductivity er on Site 2. f = 2.5 GHz 
FRF 
N>.o Material 0.031 0.062 0.124 0.249 0.499 
Air 2.0E-4 l.6E-4 3.7E-4 
Plaster 4.7E-l 7.lE-1 4.6E-2 
6 Glass 1.2E-l 1.4E-1 3.6EO 
Wood 4.lE-1 9.3E-2 6.3E-l 
Concrete 9.3E-2 2.2E-1 5.0E-2 
Air 4.IE-4 2.2E-4 2.2E-4 2.lE-4 
Plaster 9.2E-2 4.2E-l 2.0EO 2.2EO 
10 Glass 4.6E-1 5.lE-2 l.9E-2 4.0E-1 
Wood 3.7E-l 9.3E-l 4.7E-2 l.7E-l 
Concrete 7.0E-2 2.4E-1 I.SEO 4.4E-2 
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Table 4.17: Calibrated electrical conductivity ij on Site 2. f = 3.5 GHz 
N>-.o Material 
FRF 
0.031 0.062 0.124 0.249 0.499 
Air 3.6E-4 2.6E-4 3.2E-4 l.6E-4 
Plaster l.3E-1 3.7E-1 2.9E0 3.0E0 
6 Glass 2.2E-1 8.9E-l 9.3E-1 2.2E-1 
Wood 2.lE-1 l.9E-2 6.4E-2 9.9E-1 
Concrete l.2E-l l.SE-2 l.2E0 4.SE-1 
Air 3.1E-4 l.lE-5 l.5E-4 4.5E-5 3.3E-4 
Plaster 1.9E-l l.7E-1 2.6E0 3.9E-1 l.lE-1 
10 Glass 4.0E-1 l.0E-1 6.lE-2 9.lE-1 9.9E-1 
Wood l.9E-1 5.9E-1 8.0E-1 3.2E-l 5.lE-1 
Concrete 7.2E-3 2.6E-1 1.lE0 5.4E-2 l.9E0 
4.3 Conclusions 
This chapter has dealt with a measurements-based methodology for the calibration 
of the materials involved in coverage predictions with FDTD. The purpose of this 
model tuning approach, based on the metaheuristics of simulated annealing, is to 
map the propagation predictions to the reality. Then, the method has been vali­
dated by reusing the calibrated material properties for the coverage prediction of 
a different but similar simulation site. Finally, calibration results were presented 
in both scenarios at different RF frequencies and at different frequency reduction 
factors. 
4.3.1 Contributions 
To summarise, the main contributions of this chapter made by the author to the sci­
entific community are described in the following. Furthermore, these are illustrated 
through concrete numerical examples: 
l. Novel calibration approach based on simulated annealing (SA) for 
FDTD: The calibration procedure described in this chapter adds on to the 
existing literature on the use of rnetaheuristics for the calibration of radio 
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propagation models. Further, it shows that SA is an appropriate tool for 
this purpose and that it finds near-optimal solutions of the problem under 
consideration in some hundred iterations. 
To illustrate the calibration speed, let us recall the example used in section 
3.4.1, which considered a scenario of size 100 x 50 meters to be calibrated 
at f sim = 900 MHz. Let us also use a sampling step ten times smaller than 
the physical wavelength (N>,.sim = 10) and a Courant number of S = 0.9. 
Furthermore, let us perform the calibration simulations in the TESLA C870 
card described in Table 3.1. Using then the implementation described in the 
previous chapter, a computational speed of approximately 800 Mcps is reached. 
Then, 500 calibration iterations can be performed in about one hour and 18 
minutes. As can be seen in Tables 4.6 and 4.9, this calibration technique 
improves the prediction accuracy by bringing the RMSE to values well below 
6 dB. 
2. Characterisation of path loss in indoor-to-outdoor residential sce­
narios: The power measurements obtained during this thesis describe the 
coverage area of femtocells over a wide range of frequencies. Furthermore, the 
material parameters obtained from the calibration process using these mea­
surements allow any individual to further recreate and study the femtocell 
radio channel. 
For instance, Figure 4.4 showed that house-to-house interference is, in general, 
negligible. However, it is also seen that the street immediately adjacent to the 
transmitter premises suffers from large interference levels. Finally, the numer­
ical conductivity values of Tables 4.12 to 4.17 can be directly reused in similar 
simulation scenarios by third parties. 
The importance of reliable coverage prediction methods for the planning and 
optimisation of wireless networks is well known [2]. However, these are not enough 
to study the additional distortions that the propagation channel causes to wideband 
systems. For instance, future LTE-Advanced systems with bandwidths of up to 
100 MHz will be subject to frequency selective fading. The modelling of such phe­
nomena is usually based on CIR predictions, which could be obtained from FDTD 
simulations of pulsed sources. However, the use of FDTD for wideband simulations 
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in large areas is not yet consolidated due to the large computational requirements. 
Furthermore, the inherent dispersive properties of the FDTD grid introduce errors 
in the simulation of wideband pulsed sources that are not fully understood. Hence 
the next chapter investigates in depth and achieves to explain two of the main prob­
lems of this type of simulations, thus opening the door for error-bounded wideband 
FDTD simulations of low computational load. 
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Pulse propagation with the 
finite-difference time-domain 
method 
Yee grids have numerical dispersive properties that lead to the anisotropy of the 
numerical phase velocity, which is a source of error in CW simulations. As a result, 
the behaviour of the grid is frequency dependant, which affects the simulation of 
sources with energy content over wide spectral regions. \Vithin this context, the 
main contribution of this chapter is the introduction of several analytical formulae 
for the quantification of errors in the simulation of wideband pulses. These errors 
are: 
• The spatial anisotropy of the numerical group velocity. 
• The time spread of numerical pulses. 
Wideband FDTD simulations in large scale scenarios have been performed al­
ready in the past. In particular for the purpose of UWB [59] [60} and channel 
impulse response (CIR) prediction [22]. However, these studies have normally used 
large spatial sampling resolutions (N>-.0 2: 30), thus giving rise to huge computa­
tional requirements. Most of these simulations take weeks to run and consume large 
amounts of computer memory. Fortunately, the effects of numerical dispersion are 
negligible at such large spatial resolutions and are usually unaccounted for. 
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In the interest of performance in the computation of wideband FDTD simula­
tions, large spatial and time steps are preferred. However in this case, the effects 
of numerical dispersion can not be disregarded. If the accuracy requirements for 
a given prediction were known a priori, it would then be possible to configure the 
simulation such that errors due to numerical dispersion would be bounded to the de­
sired limits while also reducing the computational load. In this chapter, the above 
dcscrihed sources of error have been researched and quantified. As a result, the 
formulae developed here describe fundamental properties of the standard Yee algo­
rithm. From a practical standpoint, these results open the door to the design of 
FDTD grids for wideband simulation with bounded numerical dispersion errors and 
large spatial and time steps. 
5.1 Fundamentals 
Let .6.x, .6.y and .6.z be the cell sizes along the x, y and z dimensions in a 3D 
staggered Yee grid, and let the cell aspect ratios be those defined by equations (2.15) 
and (2.16). Further, let the numerical dispersion relationship be that of equation 
(2.14) which, for readability, is expanded next as 
1 . 2 (kx.0.X) 1 . 2 (kyb..y) + 1 . 2 (kzb..Z)(.6.x)2sm -2- + (b..y)2sin -2- (.6.z)2sm -2- (5.1) 
1 . 2 (wb..t)
= (cb..t)2 sin -2-
where c is the speed of light in the medium being modelled, .6.t the time step and 
w the angular frequency. Let also ¢ and 0 be respectively the azimuth and elevation 
angles of the propagation direction. Then, the Cartesian projections (kx, ky and kz) 
of the numerical wave vector and its module k are 
(5.2)kx = ksin(0)cos(¢) 
ky = ksin(0)sin(¢) (5.3) 
(5.4)kz = kcos(0) 
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(5.5) 
Finally, let the Courant number be the one defined by equation (2.18), which is also 
expanded next for readability: 
S= (c!:::.t) 2 + (c!:::.t) 2 + (cf::::..t) 2 (5.6)!:::.x f::::.y !:::.z 
5.2 Optimisation of the numerical group velocity 
As mentioned above, FDTD simulations have already been used for the study of the 
propagation conditions that wideband radio communication systems are subject to. 
However, it must be remarked that the propagation characteristics of wavepackets 
and that of monochromatic signals in an FDTD grid are fundamentally different. 
On the one hand single-frequency fields propagate through the grid at a speed given 
by the numerical phase velocity vp. On the other hand, the speed of propagation of 
pulsed signals is governed by the numerical group velocity v9 . Since the dispersion 
relationship of Yee's grid is not linear, these velocities are not necessarily equal 
and they vary along different spatial directions. As a result, numerical electric and 
magnetic wavepackets propagate with different speeds depending on the propagation 
direction under consideration. The anisotropy suffered by the phase and group 
velocity in Yee's FDTD is thus a fundamental source of error in computational 
electromagnetic simulations. 
The extrema of the numerical phase velocity vp were found by Zhao [32] in 
2003, thus also characterising its anisotropy. However, the numerical group velocity 
09 has received little attention from the scientific community. This is odd, as the 
quantification of the anisotropy error suffered by 09 is an essential tool for the 
evaluation of the accuracy achieved by pulsed-source simulations based on FDTD. If 
this error is too high, it can lead to incorrect estimations of the time of arrival (ToA) 
of multipath components (MCs) in simulations with pulsed-sources. The anisotropy 
error of 09 is defined by its extrema throughout the grid and hence, their knowledge 
is fundamental for its characterisation. 
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In order to quantify uncertainties in the propagation of wavepackets due to the 
anisotropy of v9 , the numerical group velocity anisotropy error is defined as 
~ ~ _ VM -Vm 
Vganiso - Vm (5.7) 
where VM = max{v9 } and Vm = min{v9 }. To evaluate this expression, it is thus 
necessary to obtain first the extrema of the numerical group velocity, i.e. to optimise 
v9 . This was attempted in 2007 [57] but, due to errors in the derivation process, the 
maximum was not found. Instead, a conservative upper bound to VM was provided. 
In this section, the problem of the optimisation of v9 is reformulated and the resulting 
equations solved rigorously using the method of Lagrange multipliers. This way, 
tight values for the minimum and maximum of the numerical group velocity are 
obtained. Based on this, (5. 7) can be fully characterised, thus assessing the errors 
to which the propagation of numerical wavepackets in staggered FDTD grids are 
subject to. 
5.2.1 Extrema in 3D 
The overall shape of an electromagnetic wave moves at the group velocity, which is 
defined as v9 = aw/8k, where k is the wave number1. In a Yee grid, the numerical 
wave number k varies with the angular direction, hence causing the anisotropy of 
the numerical phase and group velocities. Therefore, by clearing w in the disper­
sion relationship of ( 5.1) and differentiating with respect to k, the numerical group 
velocity v9 in 3D FDTD can be expressed as 
_ A (kxsin(kx~x)
Vg = . -
k~X 
kysin(ky6y)+ -
k6.y 
k2 sin(k2 6z))+ ---=---'----
k6.z 
(5.8) 
where the auxiliary variable is 
c2 
A=----­
wsinc(w~t) (5.9) 
and sine(x) = sin(x) / x is the unnormalised sine function. Due to the symmetry of 
the FDTD grid, the following analysis is presented only in the interval ¢ E [O, n /2] 
and 0 E [O, 7r /2]. The results can thus be extrapolated to other directions by simply 
rotating the grid. 
1The wave number is the module of the wave vector. 
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Theorem 1. The maximum and minimum values of the numerical group velocity 
in standard 3D FDTD are 
, 
VM = 
C 
cos(w~t) 1 -
1 .
-sin2 S2 
(wfi.t)
--2 (5.10) 
,Vm .= m,in(E{x,y,z} 
{ C 
cos(wtt) 1 - ( 
ti.( ) 2 cb.t .sm2 (wb.t)}-2- (5.11) 
being the maximum achieved for the propagation direction 
¢vM = arctan(Ry) (5.12) 
0vM ~ arctan ( ✓l;. ~) (5.13) 
and being the minimum achieved for the propagation direction 
0, if X = (M 
A,, 
'f'Vm 
-
-
( 7r2' if Y = (M (5.14) 
[O, 1r/2], if Z = (M 
0v 
rn 
= {o, 7r 
2' 
if Z = (M 
if X,Y = (M 
(5.15) 
where 
(M = argmax{ ti.(}. (5.16) 
(E{x,y,z} 
Proof Finding the extrema of v9 relies on optimising (5.8) under the constraint 
given by (5.1). Formulating this problem using Lagrange multipliers leads to the 
following Lagrangian: 
(5.17) 
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where 'l}g is a Lagrange multiplier determined by the solution to the system that 
arises from differentiating (5.17) and equalling to zero. Differentiating (5.17) with 
respect to 179 and equalling to zero returns the dispersion relationship ( 5.1). Then, 
the other partial derivatives are 
(5.18) 
(5.19) 
(5.20) 
In the following analysis, let k( and .6..( with ( E {x, y, z} denote the different 
components of the wave vector and the spatial steps. Then, by equalling (5.18), 
(5.19) and (5.20) to zero, it can be seen that the extrema of v9 in 3D occur under 
three different conditions: 
Only one kc; is nonzero: Let kv with v E {x, y, z} be the nonzero wave vector 
component. In this case kv is directly obtained from (5.1). By replacing it in (5.8), 
the following extrernum of the numerical group velocity is obtained: 
~ C ( .6..v) 2 (wilt) (5.21)Vg = 1 - c.6..t sin2 -2- .
cos( wft) 
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Two k( are nonzero: \:Vhen only one component of the wave vector is zero, the 
problem is reduced to one of three possible 2D cases: 
• If kz = 0, equations (5.18), (5.19) and (5.20) reduce to 
a;:_, A k2 - k2 - k -
-=2- = A - x sin(kx6.x) + A-;:.cos(kx6.x)
8kx ux k3 k (5.22)
A kxky - T/g -
- 6.y k3 sin(ky6.y) - 26.x sin(kxb.x) 
fJJ:., A k2 - k2 - k -
-=2- = " - Y sin(ky6.y) + A-J!-cos(ky6.y)
oky uy k3 k (5.23) 
A kykx - T/g -
- 6.x k3 sin(kx6.x) - 26.y sin(kyb.y). 
The system that arises from equalling these to zero is solved in Appendix A, 
where it is seen that the unique solution is 6.x • kx = 6.y • ky, thus leading to 
the following extremum: 
V- _ c 1 ( b.x )2 1 8,;n2 (wb.t)g - (wxt) - c"t l+R2 " -2- (5.24)cos -2- ,.., "'11 
• If ky = 0 and following the same 2D approach as in the previous case, the 
following extremum arises: 
- _ c ✓ (.6.x)2 1 · 2(w6.t) (5.25)Vg - cos(*)l - ct::.t i+R~sin -2-
• Similarly, if kx =0 then 
v _ c l ( 6.x ) 2 1 siri2 (w.6.t) (5.26)g - cos( w~t) - cti.t Ri+R~ ' -2-
All k( are nonzero: In this case, the system formed by equalling equations (5.18), 
(5.19) and (5.20) to zero must be solved, which is done in Appendix B. The unique 
solution is then found to be 6.xkx = 6.yky = 6.zkz. This implies that this extremum 
of the numerical group velocity occurs in the same direction as the maximum of the 
numerical phase velocity (see [321), being its value 
~ C 1 . 2 (wb.t) (5.27)V ---- 1- 52sin -2- . g - cos(wft) 
Equations (5.21), (5.24), (5.25), (5.26) and (5.27) are the extrema of 09 in 3D. 
However, it still remains to be determined which one is the maximum and which 
one is the minimum. A comparison is thus made in the following: 
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Comparing (5.27) with (5.21): If k11 is the nonzero component in (5.21), and 8 
is given by (5.6), then 
82 _]:_(c6t) 2 (6..v) 2 (5.28)> 6.v => c6t > s2 · 
And therefore (5.27) is larger than (5.21). 
Comparing (5.27) with (5.24): 
32 > (c6t) 2 (c6t) 2 = (c6t) 2 . ( 2) (5.29)6x + fly D..x 1 + Ry · 
Hence 
( 6x) 2 1 1 (5.30)cflt . 1 + Rt > S2 . 
And thus (5.27) is larger than (5.24). 
Comparing (5.27) with (5.25): Applying the same approach as in the previous 
case, it results that 
( 6.x ) 2 1 1 (5.31)
c6t . 1 + R~ > 32. 
And thus (5.27) is larger than (5.25). 
Comparing (5.27) with (5.26): Applying the same approach once again, it results 
that 
( 6.x) 2 1 1 (5.32)
cflt . Ri +R~ > S2 . 
And thus (5.27) is larger than (5.26). 
Since (5.27) is larger than any of the other extrema in 3D, it is thus clear that 
(5.27) is the maximum of the numerical group velocity. Then, the minimum of v9 
is determined by the minimum of equations (5.21), (5.24), (5.25) and (5.26). It 
then results that the minimum occurs only when one k( is nonzero (i.e. along the 
axis with largest spatial step), Thus equation (5.21) is the minium. Furthermore, 
since these extrema are achieved for the same k( as the numerical phase velocity, 
the propagation directions (¢, 0) of the extrema are the same as those presented in 
~~- D 
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Note that, for cubic grid cells (M = x, y, z and so the minimum is achieved 
V</> E [O, 7T /2] when 0 = 0 and also for ¢ = 0 and ¢ = 7T /2 when 0 = 7T /2. On 
the other hand, the maximum occurs only for the propagation direction (¢, 0) -
( 7T / 4, arctan (v'2)). 
5.2.2 Extrema in 2D 
As will be seen in the following, the solution in 2D results from a simplification of 
the 3D case. However, the resulting 2D formulas and their proofs are described next 
for the sake of completeness. 
In 2D, the reduced equation for the numerical dispersion is 
1 . 2 kxt:..x 1 . 2 kyb..y l . 2 w/:).t
- ) (- ) (5.33)(!:).x)2sm (-2- + (t:..y)2sin ~ = (cb..t)2sin (-2-) 
and the Cartesian projections of the numerical wave vector and its module k are 
(5.34) 
(5.35) 
(5.36) 
with ¢ the propagation angle with respect to the positive x direction. Similarly, the 
2D Courant stability factor is 
(5.37)S= ( ~:) 2 + ( ~:) 2 
with S E [O, l] for numerical stability. Further, the expression for the numerical 
group velocity in 2D is 
_ (kxsin(kxb..x) kysin(kyb..y))
Vg =A. - + - . (5.38)kb..x kJ:j..y 
Theorem 2. The maximum and minimitm values of the numerical group velocity 
in standard 2D FDTD are 
A 1 , (wb..t)
'UM= 
C 1 - -sin2 -- (5.39)82 " 2cos(wft) 
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' . { C (.6.() 2 . (w6.t)}Vm = min 1 - c.6.t sin2 -2- (5.40)(E{x,y} cos(w~t) 
which are achieved respectively for the propagation directions 
(5.41) 
if Ry~ 1 (5.42) 
if Ry :'.S 1 
Proof. Similarly to the 3D case, the Lagrangian is 
(5.43) 
The derivatives with respect to kx and ky in this case are those shown in equations 
(5.22) and (5.23). In the following and just as in the 3D case, let kc; and .6.( with 
( E { x, y} denote the different components of the wave vector and the spatial steps. 
Then, this system of equations has solutions under two different conditions: 
Only one kc; is nonzero: In this case, let kv with v E {x, y} be the nonzero 
component of the wave vector, which can be directly obtained from the 2D dispersion 
relationship. Then, by plugging it into (5.38), this extremum of the numerical group 
velocity is the one shown in equation (5.21). 
All kc; are nonzero: In this case, the system formed by equalling (5.22) and (5.23) 
to zero must be solved. This is done in Appendix A, where it is seen that the unique 
solution is .6.x·kx = .6.y ·ky, thus leading to the value of the numerical group velocity 
shown in equation (5.27). 
The results of (5.21) and (5.27) identify the extrema of v9 in 2D. Then, in order 
to find out whether these are maximums or minimums, they must be compared. 
From (5.37), it is clear that equation (5.28) holds Vv E {x,y}, in view of which, 
(5.27) is the maximum of the numerical group velocity and (5.21) is the minimum. 
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Figure 5.1: Normalised numerical group velocity in 3D FDTD with N>.11 = >.o/Ax, 
Ry = 1 and Rz = 1. 
................... !"'"'" ·-- •.. • 
: -·-···-·-•=-=1::.-·····-···-·······-···-·-· 
···.....••.. 
-. ,._, •'-'.Cl,S=I 
,.,.,N,._, -0 20, S = 0.5 
0 ••• ,'\',._, ·,. 10,S = 1 
• N,., =10 . .s '" o.r, 
......,N,., ,, o,:,,. 1 
◄ N,.,H ..:..: (j~ .~· '..".:' 0.5 
IC ~ ' • • 
40 
If,(") 
....................... 
0.95 · 
20 
- >.o= '= 
,.,.,N>-o = 20, S = 0.5 
·••N>.,,=10,S=l 
•Ni,,,= 10,S=0.5 
.. ,.... Ni,,, =6,S=l 
◄ N>.,, =O,S=0.50 . . 
40 60 80 
0.9 
20 
-•••"' l,,::cl
.•.• N,., ,, 20,S = o.r, 
•••.\',. =- ltl,S = l 
• ·'•."1,,, = 10, S = 0,5 
,..... JV,,,,. U • .S = I 
• N,., ""li.S=-0.5
.. ' .. 
40 eo 
¢,(°) it>(") 
(a) 0 = arctan(Jl + RBfR,,) (b) 0 = 90" 
Figure 5.2: Normalised numerical group velocity in 3D FDTD with N>.., = >.o/Ax, 
Ry = 2 and Rz = 3. 
Furthermore, these values are achieved for the same k< as the numerical phase 
velocity (see [32] and [57]) and thus also for the san:1e propagation angle¢. D 
Also note that, for square grid cells, the minimum of tl1t• numerical group velocity 
is achieved at both angles Oand 1r /2. On the other hand tlw ma.ximum o<:curs only 
at¢= 1r/4. 
5.2.3 Numerical validation 
The solution k of the numerical dispersion relationship can he approximat.r.d nu­
merically ( e.g. using the Newton-Raphson method). Then, by subi-;t.it.uting the 
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Table 5.1: Theoretical extrema of v9 in 3D 
20 0.9917 1.0000 0.8374 
1 10 0.9658 1.0000 3.5432 
6 0.8975 1.0000 11.4218 
1 1 
20 
0.5 
0.9886 0.9969 0.8392 
10 0.9534 0.9875 3.5751 
6 0.8630 0.9646 11.7666 
20 0.9885 1.0000 1.1670 
1 10 0.9528 1.0000 4.9484 
6 0.8614 1.0000 16.0857 
2 3 
20 0.9878 0.9993 1.1676 
0.5 10 0.9502 0.9973 4.9579 
6 0.8543 0.9926 16.1869 
obtained k into (5.8) for 3D or into (5.38) for 2D, a good approximation to Vg can 
be computed. Next, the theoretical extrema of v9 obtained in the previous sections 
are validated. This is done by showing that the numerically computed v9 is always 
bounded by these theoretical extrema. 
In the 3D case, Figures 5.1 and 5.2 show numerically computed values of v9 for 
different grid parameters, as well as the theoretical extrema according to Theorem 
l. The angle resolution is l:l</> = 0.09° and k is approximated using the Newton­
Raphson method to an accuracy of 10-9 . In these examples Ry 2'.: 1, Rz 2'.: 1 and 
all magnitudes are expressed with respect to the wavelength corresponding to the 
carrier frequency fo- Then, without loss of generality the grid resolution is defined 
as N>-.0 = >..o/l:lx. For convenience, the sine argument wol:lt/2 is expressed next in 
terms of the FDTD grid parameters: 
wol:lt 21rc/:lt 1r c/:lt TL s (5.44)2 = ~ = N>-.0 /:lx = N>-.0 J1 +Ri +R~ 
This highlights that the extrema of v9 and its anisotropy error in 3D depend mainly 
on Ry, Rz, S, and N>-.a· Table 5.1 illustrates the theoretical values of the anisotropy 
error and the extrema. It can be seen that these match well the numerical results on 
Figures 5.1 and 5.2. The dependence of ¢i,M with the cells aspect ratios is further 
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Figure 5.3: Anisotropy error of the numerical group velocity when S = l and calcu­
lated with the theoretical formulas introduced in Theorems 1 and 2. 
illustrated in Figure 5.2, where non-cubic cells are used. In addition, the anisotropy 
error in 3D and its dependence with the grid resolution is also illustrated in Figure 
5.3(a). Finally and to give a global and clearer geometrical view of the behaviour of 
vg, Figure 5.4 shows the numerically computed normalised group velocity values for 
a wider range of angular directions in the case of cubic cells with angle resolutions 
l:i..c/> = 0.09° and l:i..0 = 0.09°. 
For the 2D case, Figure 5.5 shows numerically computed values of the normalised 
numerical group velocity v9 / c in relationship with the propagation angle </>. For 
comparison purposes, the theoretical extrema of vg/c according to Theorem 2 are 
also plotted in this Figure. The angle resolution is t:i..¢ = 0.09° and k is approximated 
using the Newton-Raphson method to an accuracy of 10-9 . Also, Ry ~ l and again 
without loss of generality the grid resolution is N>., 0 = Ao/l:i..x. This way, the sine 
argument wo6.t/2 can be expressed as 
7f s (5.45) ✓l+Rt 
to highlight the main parameters that influence the anisotropy of v9 . In addition, 
Table 5.2 illustrates the theoretical values of the extrema and of the anisotropy error 
l:i..iiganiso· Then, simple visual inspection of Figure 5.5 and Table 5.2 reveals that the 
numerical results agree with the presented theory. This Figure also illustrates the 
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Figure 5.4: Normalised numerical group velocity in 3D FDTD with N>-." = >. 0 / 6:.r: = 
20, S = 1 and Ry = 1 and R 2 = 1. 
dependency of ¢vM with the cell aspect ratio Ry (see equation (5.41)) and, finally, 
the dependence of the anisotropy error with the grid resolution in 2D is illustrated 
in Figure 5.3(b). 
5.3 Spread of numerical pulses 
As seen in the previous section, the propagation of numerical wideband pulses is 
subject to various numerical artifacts. In particular and as a result of the anisotropy 
of the numerical group velocity, pulses propagate wi.th different speeds along different 
propagation directions. F\irthermore, pulses also spread in the time domain, thus 
reaching the receiving ends with a different amplitude shape than that of the source. 
This way, the pulse duration imposes a limit to the accuracy with which multipath 
components (lVICs) in complex environments can be resolved. This phenomenon 
must hence be carefully considered when using pulsed sources to excite Yee grids 
for the purpose of channel impulse response prediction. In particular, for a fine 
resolution of the MCs, the duration of the received pulses must be much shorter 
than the expected delay spread. Hence, the quantification of this phenomenon is 
important for the configuration of the source and the grid properties. If the pulse 
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Table 5.2: Theoretical extrema of v9 in 2D 
1 
1.5 
20 0.9938 
1 10 0.9742 
6 0.9216 
20 0.9891 
0.5 10 0.9555 
6 0.8686 
20 0.9914 
1 10 0.9645 
6 0.8939 
20 0.9885 
0.5 10 0.9531 
6 0.8622 
1.0000 
1.0000 
1.0000 
0.9954 
0.9812 
0.9459 
1.0000 
1.0000 
1.0000 
0.9971 
0.9885 
0.9674 
9ani8o 
0.6278 
2.6529 
8.5069 
0.628 
2.653 
8.8994 
0.8697 
3.6804 
11.8739 
0.8713 
3.7110 
12.2038 
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spread could be predicted, wideband FDTD simulations could be properly set up to 
keep computational resources under control and the pulse spread bounded. 
As a consequence of numerical dispersion, the numerical phase velocity of a given 
spectral component varies for different propagation directions. Such anisotropy has 
been already characterised for a wide range of finite-difference schemes, and several 
alternative methods have been proposed for its reduction [61]. However, the object 
of study here is different: this section focuses on the characterisation of the spread 
of numerical pulses due to the variation with frequency of the numerical phase 
velocity along a given propagation direction. For this, the phenomenon of Gaussian 
pulse spread due to numerical dispersion in Yee grids is first described and then 
quantified. Later, an analytical tool for the design of pulsed sources and Yee grids 
for wideband pulsed simulations is presented. Then and as will be shown, this helps 
to evaluate the accuracy with which multipath components from channel impulse 
response predictions can be resolved. 
5.3.1 Spectral limit of wideband simulations 
It can be seen from the dispersion equation of (5.1) that the relationship between 
k and the angular frequency w is non-linear. Hence, the numerical wave number k 
of wideband signals propagating through the grid has a frequency spectrum. From 
[31], it is known that complex wave numbers give rise to exponential spatial decay 
of the propagated fields. This phenomenon is undesired and it can be reduced by 
controlling the spectral content of the source signal. It is thus important to realise 
that the source should not contain arbitrarily large frequency components in order 
to avoid complex k values. The condition over the values of w that lead to a complex 
wave number can be obtained from the extrema of k. From [57], these are 
- 2S (wt:.t))( 1(k)m = c6.t · arcsin 3sin - 2- (5.46) 
- { 2 ( 6.( (wllt)) }(k)M = max ",,. · arcsin ~sin - 2- . (5.47)(E{x,y,z} u-, cut 
In order for these not to be complex, the argument of the arcsin(-) functions must 
be less or equal to l. Hence from (5.46) 
f < ]_. arcsin(S) (S.4S) 
- 6.t 7i 
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and from (5.47) 
1 arcsin (c!:,.t)
f :::; !:::,,t · 7l' b.v (5.49) 
where f is the linear frequency and II E {x, Y: z} is the dimension along which k 
is maximum, which can be obtained by evaluating (5.47). Since (5.49) is more 
restrictive than (5.48), then (5.49) gives the maximum linear frequency component 
fM that is not subject to spatial exponential decay in an FDTD simulation. Hence 
1 arcsin (cb.t)fM = - . b.v . (5.50)!:::,,t 7l' 
From this result, it can be seen that the spectral content of the source must be care­
fully considered when designing a wideband simulation. If this limit is not respected, 
the amplitude shape of the propagated wavepackets will be severely distorted due 
to the exponential spatial decay of over-the-limit spectral components. 
5.3.2 The numerical phase delay 
The speed of propagation of continuous wave ( CW) signals of a given angular fre­
quency w is given by their phase velocity (see equation (4.3)) and this is true for 
both physical as well as for numerical waves. Since CW signals are nearly monochro­
matic, the calculation of vp(w) is then straightforward from the knowledge of wand 
the numerical dispersion equation. 
However, when bandpass wideband signals such as modulated pulses are used to 
excite the grid, the propagation speed of such pulses or wavepackets is not ruled by 
vp any more. In these cases, the numerical group velocity v9 , studied in the previous 
section, gives the speed with which pulses propagate through the grid. Further, 
the group velocity is a magnitude that makes only sense if the transmitted pulse 
maintains its shape approximately throughout the grid. Yet, it can be seen from 
the definition of phase velocity in equation ( 4.3) that each of the different frequency 
components that build the wideband pulse do not necessarily propagate with the 
same phase velocity. The result of this is an spread of the pulse in the time domain, 
which is akin to the phenomenon of chromatic dispersion in fibre optics. This effect 
is better understood by defining the numerical phase delay as 
- d k(w)T,(w)=-==d·- (5.51) 
P vp(w) w 
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which gives the time that a spectral component with angular frequency w takes to 
propagate a distance d through the grid. Then, for a pulse modulated at a carrier 
frequency wo and with bandwidth 6..w, the difference in the arriving time of the 
farmost frequency components is 
6..T = d · 1 1 - 1 (5.52)
P vp(wo - 6..w/2) iip(wo + 6..w/2) I · 
If vp (w) was constant over all frequencies, or at least in the spectral region of width 
6..w and centred on wo, then 6..Tp = 0 and the pulse would retain its shape. However 
this is not necessarily true and the duration of the received pulse suffers an increase 
of 6..Tp· Furthermore, it is seen from (5.51) that the numerical phase delay of a given 
spectral component achieves its extrema along the same direction as the extrema of 
k. A characterisation of such extrema is thus important and is hence developed in 
the following. 
Theorem 3. The extrema of the numerical phase delay Tp(w) are monotonically 
increasing functions of w. 
Proof. From (5.51), the definition of this theorem is equivalent to saying that the 
extrema of vp(w) are monotonically decreasing functions of w, which is proven next. 
In the following and without loss of generality let Ry 2 1 and Rz 2 1. Note that, 
due to the symmetry and periodicity of vp [32], other cell ratios are also considered 
by simply rotating the grid. The extrema of Vp for an arbitrary spectral component 
are known and given by equations (4.5) and (4.6). Further, such expressions can be 
rewritten as 
_ C1·C (5.53)(vp)max = 6 (a) 
and 
_ C2·C (5.54)(Vp) min = 6 (a) 
with 
1 (5.55)C1=S21, 
(5.56)C2 = SRs > 1, 
w!::i..t 
a=-- (5.57)2 
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and 
~i(a) = arcsin(Ci • sin(a)). (5.58)a 
It can be seen from (5.57) that a increases with the angular frequency w. More-
over, ~i(a) is a monotonically increasing function of a (see appendix C). Therefore, 
both (f"7p)max and (vr;)min are monotonically decreasing functions of frequency. As a 
consequence, the extrema of the numerical phase delay are monotonically increasing 
functions of w. □ 
Corollary 1. Since C2 > 1, then the maximum of the numerical phase delay is an 
strictly increasing function of frequency. 
Pmof. If C2 > 1 and following the process explained in Appendix C, 6(a) is an 
strictly increasing function of a. Thus, (vp)min is an strictly decreasing function 
of frequency and hence, the maximum of Tp is an strictly increasing function of 
frequency. □ 
Figure 5.6 illustrates the behaviour of Tp described by this theorem. Note that, 
in this Figure and in the following, the grid's spatial resolution is expressed with 
respect to Ao, the physical wavelength corresponding to the carrier frequency f 0 . 
Therefore, 
(5.59) 
Since the focus of this chapter is on wideband simulations, the grid resolution N>, 
could also be expressed with respect to an arbitrary spectral component of frequency 
f. Thus, N>.. is frequency-dependent and its value depends on the spectral component 
that it is referred to. However, the carrier frequency is used here for simplicity. 
5.3.3 Linear approximation to the numerical phase delay 
In order to obtain the numerical phase delay at a given frequency, the dispersion 
relationship (5.1) must be solved for k. Since (5.1) is a transcendental equation, 
an algebraic analysis of the dispersion suffered by a numerical pulse is not feasible. 
To make this task easier, a linear approximation to the phase delay is proposed 
next for an spectral band delimited by f1 and f2. This facilitates the analysis of 
the time Rpread of Gaussian pulses to be carried out in section 5.3.4. Then the 
accuracy of such an approximation will be evaluated in section 5.3.6. To highlight 
th(! applicability of this study to physical wideband signals, the linear frequency 
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Figure 5.6: Frequency dependence of the numerical phase delay in 2D FDTD with 
square cells (Ry = 1) and Jo = 3.5 GHz in a vacuum. 
f instead of w will be used in the following. The proposed approximation to the 
numerical phase delay of an spectral component with linear frequency f and after a 
propagated distance d from the source is thus 
(5.60) 
with d · T1 the numerical phase delay at f = 0 and d ·mT the slope of 'I'p(f). Thus, 
in order to fully characterise Tp(f), it is only necessary to determine T1 and mr. 
Although Tp(f) is undefined at f = 0, it can be proven (see Appendix D and 
Figure 5.6) that 
~ dlim Tp(f) = -. (5.61) f-.0 C 
Thus T1 = 1 / c can be used when .f1 =0. 
On the other hand, and as will be seen in section 5.3.4, mr is the sole parameter 
responsible for the spread of a numerical pulse in an FDTD grid. Since d · mT is 
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the slope of Tp(J), it is then reasonable, under the linear approximation of (5.60), 
to defined· mr also as the slope of Tp(f) at the carrier frequency. Thus 
I:!,. 1 atp
mr=-·- (5.62)d of 
!=Jo 
However, due to the well-known anisotropy of the phase velocity (see [31)), mr is 
also subject to anisotropy and it thus varies with the propagation direction. Since 
mr is the main responsible for the spread of numerical pulses, it is thus important 
to characterise its bounds. 
From the definition of numerical phase delay in (5.51) and from (5.62), mr can 
be written as 
mr = w ~ Vg · ( 1 - !;) . (5.63) 
In [57], it was shown that v9 /vp is maximum for the direction (c/>k- . , 0k . ), and 
m'ln min 
that it is minimum for (¢k- , 0k- ). Furthermore, it was proven in section 5.2 that 
max max 
v9 is maximum for (c/>k-:. . , 0k- . ), and that it is minimum for (cpk- , 0k- ). Thus,
min min max max 
it can be inferred from (5.63) that mr achieves its extrema on the same direction 
as the numerical wave number k. 
The implications of this result is that the pulse spread is maximum along ( cpk- , 
mo.x 
0k- ) . Thus, the analysis of the source design can be simplified by considering only 
max 
such direction. 
5.3.4 Time-spread of a Gaussian pulse under linear phase delay 
If the numerical phase delay were linearly dependent on frequency, the analytical 
study of the temporal spread of pulses could be simplified. To study this, let us first 
define the Gaussian source in the time-frequency domain as 
(5.64) 
where A is the amplitude of the pulse, to the instant of maximum amplitude and 
tw the pulse duration measured at a power1 drop of -20 · log10(e-(1/ 2l2 ) ~ 2.17 
1The power of a pulse p(t) in logarithmic units is P(t) = 20 · log10(p(t)). 
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dB below the maximum. Then, the spectral components of the received pulse Prx 
undergo frequency-dependent phase delay. Hence 
Prx(i, J) = Ptx(t - Tp(f), f) (5.65) 
with Tp(f) the linear approximation of (5.60) to the numerical phase delay. In order 
to charn.cterise the effect of this delay on the pulse in the time-domain, Prx(t, J) is 
projected onto the time dimension by integrating over the frequency. Thus 
(5.66) 
This yields 
Prx(t) = --;===A=== •e-( (5.67) 
Ir. [t~ + (~~-d)2] 
The duration of the received pulse in this expression is given by the denominator 
in the exponent of e. Therefore, for a source Gaussian pulse of duration iw, the 
duration t~ of the received numerical pulse at a distance d is 
(5.68) 
This expression highlights that the slope mr ·d of the numerical phase delay is the 
rnain parameter that affects the time spread of numerical pulses. For illustration, 
the relationship between the source duration and the received pulse duration is 
presented in Figure 5.7. From this, it may seem counterintuitive that two different 
sources (e.g. one with duration iw1 and another with duration iw2) produce a pulse 
of the same duration t'w at a distance d. However, this can be explained in terms 
of their frequency contents: Sources with large bandwidths (i.e. low tw) suffer more 
dispersion than sources with lower. bandwidths. That is why t'w tends to infinity as 
iw tends to zero. On the other hand, as the bandwidth of the source diminishes (i.e. 
larger tw ), f::i.Tp also decreases. Ideally, as the bandwidth tends to zero (tw tends to 
infinity), all spectral components within such a narrow band arrive with the same 
delay and the pulse does not spread. Hence, for long pulses (large tw), it results 
that t;0 ~ fw. 
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Figure 5. 7: Relationship between the duration t~ of a received pulse and the duration 
tw of the source. The values of tw that bound the interval where t~ < (t~)max (see 
equation (5.73)) are indicated with dots. The asymptote t~ = tw is shown for reference. 
5.3.5 Source design for controlling the spread of numerical pulses 
The objective here is to design a Gaussian source, such that the temporal spread 
of the received pulses is bounded. This way and given a set of time and power 
constraints, adjacent pulses do not overlap in time and can thus be resolved. To do 
this, the shape parameter tw of the source that matches these conditions must be 
carefully chosen. Let us then define a modulated Gaussian pulse as 
-(!::.!ll.)2Ptx(t)=A·e tw -sin(21rfot) (5.69) 
where fo is the carrier frequency and A is the amplitude. Just as before, tw is 
the duration of the pulse measured 2.17 dB below the power ma..ximum. Figure 5.8 
shows an example of a Gaussian pulse in which the duration tw,., measured at an 
amplitude decay factor of x with respect to the maximum, is also indicated. For 
pulse design considerations, the relationship between tw,, and tw is 
(5.70) 
with 
(5.71)n(x) = 2- ✓-ln G) 
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Figure 5.8: Non-modulated Gaussian pulse (!0 = 0) in the time domain. 
When a Gaussian pulse in an FDTD simulation is received far from the source, 
equation (5.68) showed that the duration of the pulse is larger than that of the origi­
nally transmitted pulse. Hence, a numerical Gaussian pulse received after travelling 
over a straight line of length d from the source reaches an amplitude x times lower 
than the maximum only after a period of duration t'w,, /2 after the peak. Therefore, 
replacing tw by ( 5.68) in ( 5. 70) yields 
t~"' = O(x) · 2 (my. d)2t + --
w tw 
(5.72) 
which is the duration of the received numerical pulse measured X = 20 · log(x) dB 
below the power maximum (see Figure 5.8). 
The target source must thus give rise to the maximum desired temporal duration 
t'w"' of the received pulse after a travelled distance d and for a custom attenuation 
x. The maximum allowed t'w is hence given in terms of the required minimum time 
separation ~T (see Figure 5.9) between pulses and the amplitude decay factor x. 
Thus, 
( , ) _ (t'wJmax _ 2 · b.T (5.73)tw max - O(x) - D(x) . 
Hence, in order to resolve adjacent pulses under these conditions, the source param­
eter tw must comply with the following inequation: 
(5.74) 
or equivalently, using (5.68) and (5.73): 
(5.75) 
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Figure 5.9: The solid line represents the strongest received pulse. The dash-dotted 
line is a resolvable pulse within a power range of X dB from the maximum. The dotted 
line represents a non-resolvable pulse. 
Note that in order for the time separation b..r between resolvable pulses to be valid in 
all the scenario with the source designed according to (5. 75), the expected maximum 
travel distance d of a pulse must be given. This method is thus capable of predicting 
the maximum spread of pulses after propagating over a distance smaller than d. 
There is a full range of tw values that meet inequation (5.75). To find them, 
the corresponding equation is defined by replacing :s; with =. Then, a polynomial 
equation of degree four results. There are thus four different solutions. Neglecting 
the two negative solutions, there are still two positive values of tw that satisfy it, 
thus defining the range of solutions of (5.75). These are 
(5.76) 
✓ B + ✓B2 - (2 · mr · d) 2 
iw2 = (5.77)2 
with 
(5.78) 
However, these only exist if the conditions over (t~)max are not too strong. This is 
clearly illustrated on Figure 5.7, which shows that mr defines the minimum duration 
t~ that can be achieved by a pulse received at a distanced. Hence, solutions to (5. 75) 
exist if and only if 
2 · f::... T ,----- (5.79)D(x) 2-:: ✓2-mr·d. 
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Therefore, any source with tw E (tw1, tw2) is guaranteed to meet the time and power 
resolution requirements of (5.7 4), as long as (5.79) is respected. If the minimum oft~ 
as shown in Figure 5. 7 is not enough for a given application, mr as defined in (5.62) 
can be tuned by adjusting the grid properties. This usually involves augmenting the 
grid resolution and thus the computational cost. 
Finally, note that the objective in this section is to obtain the source duration 
tw for a given time resolution of pulses. The procedure for the design of Gaussian 
sources that guarantee maximum levels of pulse spread is then summarised in the 
following steps: 
1. Specification of time resolution requirements: Two pulses are resolvable if 
the peak of the faintest one is above the level of the strongest one. This is 
illustrated in Figure 5.9, in which 6-T is the minimum time delay necessary to 
resolve pulses with amplitudes that differ by a factor of x. 
2. Estimation of the maximum distance d to be travelled by the pulses: Since 
multipath is to be considered, this can be done by calculating the necessary 
distance for an attenuation factor x in the background medium. 
3. If Jo and S are given: 
(a) Calculate mT with (5.62). 
(b) If (5.79) is true: 
1. Calculate the bounds of the required source duration tw with (5.76) 
and (5.77). 
ii. Choose tw E [tw1, tw2]. 
(c) If (5.79) is false, there is no source satisfying the conditions. 
4. If Jo and/or Sare unknown: 
(a) Calculate the maximum required mT with (5.79). 
(b) Adjust Jo and/or S with (5.62) so that mr is below or equal to the limit 
of (5.79). 
(c) Recalculate mr with the chosen Jo and S. 
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(d) Calculate the bounds of the required source duration tw with (5.76) and 
(5.77). 
(e) Choose tw E [tw1, tw2]. 
5.3.6 Numerical validation 
The application of interest for the theory just presented is the modelling of radio 
channels in electrically large areas. More specifically, in femtocell scenarios (indoors­
to-outdoors). At the frequencies used by current mobile telecommunication systems 
(e.g. 0.9 - 3.5 GHz), this is feasible using 2D simulators such as the one described 
in section 3.3. Hence, the purpose of this section is to evaluate the degree of accu­
racy with which the duration t'w of a received pulse can be predicted in 2D using 
expression (5.68). Note that this formula results as a consequence of applying the 
linear approximation (5.60) to the numerical phase delay. Therefore, the predicted 
t'w is subject to an error that depends on the validity of such a linear approxima­
tion. From Figure 5.6(a), it can be seen that 'I'p presents a more linear behaviour at 
higher N>,.0 and S values. It is thus expected that the accuracy with which t'w can 
be predicted will also be higher for larger grid resolutions. 
Furthermore, it has been shown in section 5.3.3 that the time spread of a pulse 
is maximum along the direction on which k is maximum. Such direction is <P(i;)M in 
2D or (<P(k)M'e(k)M) in 3D. The assessment performed here is thus restricted to this 
direction, as the pulse duration along any other direction is always lower. Therefore, 
from (5.62) and for the case of square (Ry= 1) and/or cubic (Ry= land Rz = 1) 
grid cells, (<P(k)M = 0°,e(k)M = 0°) (see [32]) and thus the largest slope my of the 
linear approximation to the numerical phase delay is 
(mr )M = --:1--- • [ ✓ ro,(¥) - N,, -arcsin (4' -sin("","') )l- (5.80)1CO l-(1¥-)2•sin2(wa2l>t) 7r 
In the following, FDTD simulations are performed in order to compare the the­
oretical pulse duration t'w Ith as predicted by (5.68) with (5.80) against the pulse 
duration t'wlsim measured from the simulated numerical pulses. Once t'w\sim is mea­
sured and t'wlth calculated, the relative error in the theoretical prediction can be 
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Figure 5.10: Relationship between the slope mr of the linear approximation Tp as 
defined in (5.80) with other grid parameters. 
defined as 
E = jt~lsim - t~lthl (5.81)t~ith . 
Hence this quantifies the precission with which (5.68) and (5.80) can predict the 
pulse spread in 2D FDTD simulations with square grid cells. 
5.3.6.1 Measuring the duration of a numerical pulse 
In order to compare the computed pulse duration against the theoretical predictions, 
it is necessary to measure t~ lsim from the FDTD simulations. This is however not 
a trivial task and different methods can be applied. For instance, the extraction of 
power delay profiles (PDPs) from simulation results has been used [59], as well as 
non-coherent demodulation techniques [22]. 
Since the objective here is to design bandpass sources, the duration of a numerical 
pulse p is measured from its amplitude envelope, which is equivalent to the square 
root of its power delay profile. The amplitude envelope Penv of a real bandpass signal 
pis that of the complex analytic signal (also called the pre-envelope of p), which is 
defined as 
Pa = P+ j · PH (5.82) 
where j is the imaginary unit and PH is the Hilbert transform of p [62]. Thus 
(5.83) 
Then, the process for the measurement of the duration t~lsim of a numerical pulse 
p received at a given location in the grid is: 
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Figure 5.11: Scenario configuration for numerical validation. 
1. Computation of the Discrete Hilbert transform PH of p. 
2. Extraction of the amplitude envelope Penv with (5.83). 
3. Measurement of the peak amplitude of Penv. 
4. Measurement of t:»Jsim as the time difference between the samples at which 
the amplitude of Penv is e-(l/2)2 times lower than the peak ( equivalent to 
measuring tw in Figure 5.8). 
5.3.6.2 Simulation settings 
To assess the presented theory, a series of scenarios have been designed to evaluate 
the corresponding error as defined in (5.81). The grid is an staggered 2D Yee lattice 
and the scheme is the standard FDTD in TMz mode. The cells are square (Ry= 1) 
and there is a soft source exciting the grid through the generation of a numerical 
electric current J8 , which is a modulated Gaussian pulse 
-(!::..'..o.)2J8 (t) = e tw • sin(27rJot). (5.84) 
The simulation scenario is illustrated in Figure 5.11, where the transmitter is 
indicated by Tx and the furthest measurement location at a distance Dmax from the 
source is marked by Rx. Since the pulses travel the grid at the numerical group 
velocity v9 which is known (see section 5.2), the scenario dimensions (Dx, Dy) for 
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a given Dmax can be adjusted to avoid the time-domain overlapping of pulses at 
receiving points at any distance d < Dmax along the line ¢ =0°. 
Overlapping is avoided by guaranteeing a minimum time separation .6.r on re­
ception between the pulse that travels along ¢ = 0° and the reflections on the bound­
aries. Pulses reflected on the left and right borders travel always along ¢ = 0°, while 
pulses reflected on the upper/lower boundaries travel with constant group velocity 
along an arbitrary direction ¢ (Vg (¢) has a period of 90°). In the case of square 
grid cells, the group velocity is minimum on ¢ = 0°. Using then basic geometry for 
the case when the pulse along¢= 0° arrives first, the scenario size must satisfy the 
following conditions: 
(5.85) 
(5.86) 
If the maximum distance Dmax to be measured is known, then a conservative limit 
on (5.86) can be obtained by substituting d by Dmax and fig(¢) by VM- Then, the 
grid size (Nx, Ny) in number of cells can be calculated from the knowledge of the 
spatial step. Finally, the minimum number Nt of necessary time steps for the arrival 
of the pulse at the furthest measurement location can be estimated by 
(5.87) 
where flt is the simulation time step and t'w,,, is the expected received pulse duration 
that depends on the amplitude drop to be measured. Since the objective in this case 
is to measure t~ for comparison purposes, then t'w,, = t~ was used. 
The numerical pulses are then measured along a straight line on the propagation 
direction ¢ = 0° and the measurement locations are spaced tld. As explained 
in chapter 4, the FDTD simulator is implemented on a graphics processing unit 
with memory limitations. Therefore, the largest simulated grid was (Nx, Ny) = 
(2368, 1968) and the furthest measurement location Dmax = 19 m. Table 5.3 collects 
the range of other simulation parameters that have been tested. 
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Table 5.3: Simulation settings for t'w prediction 
I Parameter I Tested values \ 
Jo 
to 
s 
N>,.o 
tw 
d 
Dmax 
b..d 
1.2 GHz 
6 ns 
0.1, 0.5, 0.9 
6, ... , 15 
1.5, 2, 2.5 ns 
[5, 19] m 
19 m 
5cm 
5.3.6.3 Simulation results 
As explained above, the pulse duration measurement procedure of section 5.3.6.1 is 
not perfect. Hence, due to inaccuracies in the measurement oft~ from the received 
numerical pulses, the error (5.81) is subject to random variations among different 
locations. For this reason, Figure 5.12 shows the percentage errors as a standard 
box-and-whisker diagram. This way, each box represents the distribution of the 
error along all measurement points for a given simulation settings. 
One immediate conclusion of these results is that the prediction oft~ obtained 
with (5.68) is more accurate for higher grid resolutions. This was expected, as Tp 
tends to linearity for increasing N>,.0 • Furthermore, increasing Courant numbers also 
reduce the prediction error. However, it can be observed from Figure 5.12 that Eis 
weakly dependent on S. 
Finally, it is also seen that the prediction is more accurate for longer pulses 
(sources with larger tw)- Since longer pulses have narrower bandwidths, this effect 
is also explained in terms of the frequency content of the source. Tp (f) is not a 
linear function of f. However, the error of the slope of the linear approximation of 
Tp(f) is zero at J = Jo- This is because mT is defined as the derivative of Tp(f) 
at f = Jo (see (5.62)). Furthermore, this error increases as frequencies depart from 
Jo. Hence, narrower bandwidths reduce the error in the estimation of mT and thus, 
also of the pulse spread. 
Equation (5.68) predicts the existence of a source that causes a pulse received at 
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Figure 5.12: Box-and-whisker diagram representing the percentage error E of the t~ 
predictions under different simulation conditions. The box length is the interquartile 
range and the median is indicated by a black dot in a white circle. The whiskers 
maximum length is 1.5 times the interquartile range and any E value beyond the end 
of the whiskers is marked by a circle (outliers). 
a distanced to have a minimum duration ✓2 · mT · d. By using sources of different 
durations tw and measuring t'w at different distances, this behaviour has been ob­
served and thus confirmed in the numerical simulations. This is illustrated in Figure 
5.13 where the higher accuracy of the prediction at larger N;._ 0 values is also evident. 
5.3.7 Pulse propagation in complex scenarios 
For simplicity, the concepts and analysis presented in this section are restricted to 
pulses propagating in one medium only. Hence, these results can be used to control 
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Figure 5.13: Simulated and predicted pulse durations at different distances d from 
the source. The simulation parameters are S = 0.1 and Jo= 1.2 GHz. 
the spread of numerical pulses propagating in the background material. However, if 
the simulation environment contains several materials, additional phenomena need 
to be considered: 
• Reflections: When a pulse propagating in the background medium encoun­
ters an obstacle, a fraction of its energy is reflected back into the same medium. 
Hence, the time spread suffered by pulses that undergo multipath reflections 
can still be controlled by considering the spread along the direction with largest 
my. 
• Refractions: After encountering an obstacle, not only is a fraction of the 
energy reflected but some is also transmitted to the new medium. If the 
refraction index of the obstacle is different from that of the first medium, 
the numerical phase velocity changes and so does the numerical phase delay. 
Materials with larger refraction indices are thus subject to larger numerical 
phase delays. Furthermore, Tp is proportional to the refraction index and 
thus, so is mr. Hence, the spread of numerical pulses is larger in materials 
with larger refraction indices. This can also be quantified with the model 
presented here as long as the material properties are known. 
117 
5.4 Conclusions 
5.4 Conclusions 
This chapter has characterised, for the first time, the two main sources of error in 
FDTD simulations of wideband pulsed sources. Because of these studies, Yee grids 
can now be configured such that a minimum level of accuracy is guaranteed when 
the computational resources are limited. 
In section 5.2, analytical expressions for the extrema of the numerical group ve­
locity in 3D and 2D Yee grids of arbitrary cell sizes were obtained. Further, it was 
shown that the extrema of v9 occur along the same directions as the extrema of vp. 
Based on this, the term special direction used by Zhao in [32] acquires higher signif­
icance, as these directions present indeed special properties for both wideband and 
CW signals. In addition, these results have fully characterised the anisotropy error 
of the numerical group velocity. Then, equations (5.10) and (5.39) also revealed that 
v9 can be faster than c (faster-than-light or superluminal numerical pulse propaga­
tion) when S > l. However, such solutions are known to be numerically unstable 
[31]. 
Further, it was also revealed that the anisotropy error depends not only on the 
grid properties but also on the speed of propagation c in the medium being modelled. 
Thus, if simulations containing different media are considered, i:l.09aniso will be larger 
within those materials that have a lower propagation speed (i.e. a higher refractive 
index). Nevertheless, the general formulation of the derived equations can be applied 
to predict the anisotropy error in all media involved in the simulation, given that the 
values of c for each material are known. The grid parameters can then be adjusted to 
guarantee a maximum anisotropy error in the medium with the lowest propagation 
speed. 
Then, in section 5.3, a theory on the anisotropy of the spectral variation of the 
numerical phase delay was presented. This characterised several aspects related to 
the numerical dispersion of wideband pulses when propagating through Yee grids. 
Specifically, formulas for the prediction of the pulse spread and based on a lin­
ear approximation to Tp were introduced and validated through simulations. The 
propagation directions along which the pulse spread reaches its maximum were also 
identified. This result simplifies the source design process, because only those direc­
tions along which the spread is maximum need to be evaluated for spread control. 
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Then, the necessary steps that must be followed to keep the pulse spread bounded 
and the resolution of pulses high have been properly described and summarised. 
Finally, it was shown that the time-domain spread of numerical pulses in FDTD 
is due to the variation of the numerical phase delay with frequency. In addition, an 
upper boundary to the spectral content of wideband sources was also introduced. 
If this limit is not respected, the amplitude shape of the numerical pulses will be 
severely distorted due to exponential spatial decay of high frequency spectral com­
ponents. 
5.4.1 Contributions 
Finally and to summarise, the main contributions of this chapter made by the au­
thor to the scientific community are summated next and illustrated with numerical 
examples: 
1. Analytical formulae to predict the propagation directions and va­
lues of the extrema of the numerical group velocity: Thanks to this, 
the anisotropy error of v9 in wideband simulations in non-lossy media is now 
fully characterised. Furthermore and with view to channel impulse response 
prediction, a bound to the relative error with which the time of arrival of mul­
tipath components is predicted using FDTD simulations of pulsed sources can 
now be established. 
To illustrate this, Figure 5.3 showed that 2D wideband simulations with square 
grid cells are subject to an anisotropy of the numerical group velocity close 
to 11% when N>,0 = 6 and S = 1. This anisotropy error also measures the 
uncertainty in the predicted ToA of MCs in a multipath scenario. Thus, let 
such a FDTD simulation predict that a multipath component reaches the re­
ceiver after 100 ns of propagation. Then, it can only be guaranteed that the 
corresponding physical multipath component will reach the receiver at some 
moment between 100/1.11::::;; 90 ns or 100 *1.11 ::::;; 111 ns of propagation time. 
2. Analytical formulae to approximate the time spread of numerical 
pulses: These can be used to design wideband simulations in which the dura­
tion of the received numerical pulses is bounded. This means that the designer 
of the simulation can choose a duration for the received pulse according to its 
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own needs. Hence, the resolution of multipath components that are separated 
by a minimum time of arrival is guaranteed and wideband parameters of radio 
channels can be predicted with the desired level of accuracy. 
The applicability of this result is best illustrated in Figure 5.13. This shows 
that every grid defines a pulsed source that results in the minimum pulse du­
ration on the receiver end. For instance, let the furthest receiver be located 
14 meters from the transmitter and the grid be configured as N>,.0 = 10 and 
S = 0.1. It is then seen from Figure 5.13 that it does not make sense to 
use a source pulse shorter than 1 ns, because the received pulse would be far 
longer than the one achieved with a 1 ns source pulse. The received pulse here 
lasts approximately 1.8 ns. If a shorter pulse is needed ( e.g. in femtosecond 
laser applications), there is no other choice (with this FDTD scheme) than 
increasing the grid resolution. 
The practical application of the theoretical results introduced here is illustrated 
in the next chapter for the characterisation of the indoor-to-outdoor radio channel. 
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Wideband channel modelling of 
femtocell scenarios with the 
finite-difference time-domain 
method 
This chapter illustrates the applicability of the FDTD method to the prediction of 
wideband parameters in radio channels. The theory presented in sections 5.2 and 
5.3 of the previous chapter is used next to guarantee the validity of the predictions 
in terms of the time of arrival (ToA) and the resolvability of multipath components 
(MCs). For this, the grid will be excited with a Gaussian pulse designed to achieve 
a specific degree of accuracy in the resolution of MCs. Then, the channel impulse 
response (CIR) is recorded on several locations under different setups and at a 
variety of carrier frequencies: 2.36 GHz in an indoor scenario, and 0.9, 2.5 and 
3.5 GHz in two indoor-to-outdoor scenarios. The size of the largest scenario is 
(Dx, Dy) = (77, 47) meters (see Figures 6.2 and 6.3), needing this to be considered 
when sampling the spatial grid. 
6.1 Simulation Setup 
As previously seen and due to numerical dispersion, FDTD simulations of wideband 
pulses are subject to two fundamental distortions: 
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1. Anisotropy of the numerical group velocity. 
2. Temporal spread of pulses. 
Hence, the settings of the simulations to be performed in this section are based on 
the previously presented theory with the objective of monitoring and controlling the 
errors arising from these phenomena. These settings are explained in the following. 
6.1.1 Control over the numerical group velocity 
In order to minimise Liv9a.niso' a proper spatial sampling N>,.0 has to be chosen. For 
this, it was seen in section 5.2 that Liiii,.,,.iso can be reduced by increasing N>,.0 • 
Furthermore, it can be observed from Table 5.2 and Figure 5.5 that, for a constant 
grid resolution, square grid cells (Ry = 1) give rise to a lower anisotropy of the 
numerical group velocity than cells with Ry=/: 1. Hence, square cells are to be used. 
However, the simulation platform has limited memory and thus, arbitrarily large 
N>,.0 are computationally expensive. The FDTD simulator described in section 3.3 
is subject to the memory requirements given by equations (3.15) and (3.19). Thus, 
it can be seen that N>,.0 = 10 requires 1.3 GB for an scenario of size (D:c, Dy) = 
(77, 47) meters at Jo = 3.5 GHz. If the grid resolution was N>,.0 = 11, the memory 
requirements would be 1.6 GB. These simulations were performed on the TESLA 
C870 card (see Table 3.1) which has 1.5 GB of global memory. Thus, N>,.0 = 10 
corresponds to the largest spatial resolution that can be simulated on such a platform 
for this scenario. Hence with these simulation parameters (Ry = 1 and N>,.0 = 10) 
and as seen from Table 5.2, the anisotropy error of the numerical group velocity 
is Liv9 . ~ 2.65%. Further, this corresponds to the maximum relative error ina.niso 
the prediction of the time of arrival of multipath components in CIR simulations. 
To better comprehend the significance of this error in relationship with the results 
from FDTD simulations let us suppose, for instance, that two multipath components 
(MCs) are predicted to reach a given location at times 11 and r2. Consider also that 
physical propagation is exempt of anisotropy of the group velocity. Hence, it can be 
said that the time separation 72 - r 1 between those MCs mirrors the reality within 
a maximum error of Liv9a.niso· 
What about the accuracy with which the time of arrivals (ToAs) are predicted 
by the simulation? In other words, how sure can we be that an MC predicted to 
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arrive at time T1 will actually arrive at that time in the physical world? To &'1swer 
this question and in a similar manner to the physical phase-velocity error described 
by equation ( 4.4), the physical group velocity error can also be defined as 
.6ii _ max{lii9 - v9 !} 
9physical - • (6.1)
Vg 
It i8 this variable that quantifies the fidelity in the prediction of ToAs. Furthermore, 
a quantity called the group index that relates the group velocity to c can also be 
defined as 
C 
n9 = -. (6.2)
Vg 
In addition and since ii9 varies for different propagation directions, the numerical 
group index ii9 is also anisotropic and the simulation settings must be such that the 
average numerical group velocity (ii9 )avg equals the physical group velocity in order 
to reduce .6v9 physicaL· Further, the group index can also be expressed in terms of the 
refractive index as 
(6.3) 
However, at the radio frequencies under consideration (non-optical frequencies), n 
is approximately constant (see Table 4.2) in common construction materials. Thus 
an/ f)).._ ~ 0, ng ~ n and Vg ~ Vp. Therefore, in order to minimise Livgphysical' the 
properties of the numerical materials involved in the simulation must be such that 
the average numerical group velocity equals the physical phase velocity. Following 
then the same approach as in section 4.2 for the minimisation of the physical phase 
velocity error, the material properties to use are 
(6.4) 
Er = CVgl:vg) 2 (6.5) 
This results in the material parameters presented on Table 6.1, which will then be 
used in the simulations to be performed in this section. In addition, equations (5.27), 
(5.21) and (5.44) revealed that the minimum, maximum and thus also the average 
value of v9 depend mainly on N;., 0 and S. Hence, as long as N;.,0 and S remain 
constant, the same ilr and Er values can be used for CIR simulations at different 
carrier frequencies. Finally and in order to reduce the duration of the simulations, 
the Courant number is chosen close to the stability limit as S =0.95. 
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Table 6.1: Material parameters for 2D CIR simulation with N>.o = 10 and s = 0.95 
to mimic the behaviour of the materials described in Table 4.2 
Material Er µr 
Air 0.970 1 
Plaster 2.424 1 
Glass 6.185 1 
Wood 2.007 1 
Concrete 2.075 1 
6.1.2 Control over the spread of numerical pulses 
According to Goldsmith [63], 
We say that two multipath components with delay T1 and T2 are re­
solvable if their delay difference significantly exceeds the inverse signal 
bandwidth. 
This is equivalent to saying that two multipath pulses from a CIR prediction are 
resolvable if their delay difference significantly exceeds their duration. Since the 
duration of pulses increases due to numerical dispersion, care must be put in the 
source design to avoid numerical pulses overlapping each other. 
MCs that contribute significantly to the CIR power content have usually powers 
within a dynamic range of 30 dB (see for instance [64] or [22]). Simulations have 
shown that such multipath components reach the receiving locations within 200 ns 
from emission in indoor-to-outdoor scenarios, and much sooner in indoors. Other 
MCs arriving later suffer more attenuation and do not contribute significantly to 
the power delay profile. At the speed of light in a vacuum, the distance covered by 
these pulses is approximately 60 meters. Therefore, the Gaussian source is designed 
according to the criteria introduced in section 5.3 such that the duration of the 
received pulses after propagating d = 60 meters is as low as possible. Using then the 
results from section 5.3, the optimum source duration is tw = ✓mr ·d, with mr the 
slope of the linear approximation to the numerical phase delay per unit of distance. 
For a constant grid resolution, mr varies between different carrier frequencies. 
Therefore, the received pulses also have different durations for different values of 
fo. Furthermore, lower carrier frequencies suffer larger pulse spreads due to larger 
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Figure 6.1: Maximum pulse duration after propagating d = 60 meters in a 2D stag­
gered Yee grid with the simulation parameters of Table 6.2. 
spatial steps. Hence, the source parameter tw to be used in the wideband simulation 
at the spectral bands under study is selected in terms of the simulation with a 
lower carrier frequency. From Figure 6.1 it can be seen that the optimum source at 
Jo = 0.9 GHz has tw ~ 2 ns. This source produces a maximum pulse duration of 
t~,, ~ 10.9 ns when measured 30 dB below the power maximum (x = 1030120 ~ 32) 
and after propagating d = 60 meters. For the remaining carrier frequencies to be 
simulated, the pulse spread is lower. Since the time span of 200 ns for the arrival of 
significant MCs is much larger, 10.9 ns is sufficient for the resolution of multipath 
components. Then, all simulated sources have been designed with tw = 2 ns for 
consistency. 
Regarding the conductivity values to be used in the simulations, those resulting 
from the calibration process at FRF = 1 in chapter 4 for each of the carrier frequen­
cies have been used. Nevertheless, a calibration procedure like the one described in 
[64], in which the calibration is performed in terms of the power of the multipath 
components, could also be applied. 
6.2 Sites 
In the following, the simulation areas are dc~cribed. 
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Table 6.2: Simulation settings for 2D CIR simulations. 
I Parameter I Value 
N>..o 
s 
Ry 
tw 
Jo 
10 
0.95 
1 
2 ns 
0.9, 2.5, 3.5 GHz 
6.2.1 Indoor site: 
To illustrate the accuracy with which MCs are identified using the current wideband 
simulation method, an indoor CIR prediction has been performed. This has been 
done at a carrier frequency of Jo = 2.36 GHz and the indoor site is a floor of the 
Centre of Innovation in Telecommunications and Integration of services (CITI) at 
the Institut National des Sciences Appliquees (INSA) in Lyon (France). This sce­
nario is illustrated on Figure 6.2 and has been chosen due to the availability of CIR 
measurements data and to the existing research collaboration between CWiND and 
the Smart Wireless Networking (SWING) research group at CITI. In the following, 
this simulation site is referred to as Site 0. The transmitter is located in the ap­
proximate centre of the floor and the measurements have been recorded in a variety 
of rooms as well as the corridor. 
6.2.2 Indoor-to-outdoor sites: 
For the sake of generality in the wideband characterisation of femtocells, CIR pre­
dictions have been also performed in two residential femtocell sites. These are the 
same sites used in chapter 4 and are illustrated here on Figure 6.3 together with 
the mobility routes used for CIR prediction. In addition, Figure 6.4 shows a street 
view photograph of one of the measurement sites. In both cases, the transmitter 
has been located in the outermost room to resemble the case of maximum outdoor 
coverage. Thus, the number of walls Nw between the transmitter and the street 
is Ntr: = 1. As previously mentioned, a total of three different carrier frequencies 
Jo arc to be analysed (sec Table 6.2). Also, following the same naming scheme of 
chapter 4, these simulation sit.os are referred to as Site 1 and Site 2. 
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(a) Aerial view of the CITI building and its surroundings. 
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(b) Indoor scenario. The transmitter location is marked with a dark cross, and the 
measurement locations are indicated with capital letters. 
Figure 6.2: Indoor site 
6.2.3 J\;lobility model 
The following mobility model is intended to emulate the movement of pedestrians. 
It has been used to design the routes followed by outdoor mobile receivers, thus 
defining the locations where the CIR is to be recorded during simulations in the 
indoor-to-outdoor sites. Then, in order to simulate a time-varying channel, the 
receiver is modelled such that it moves at pedestrian pace along an outdoor route 
in the indoor-to-outdoor simulation sites described above. The average speed of the 
pedestrians is ii = 1.5 m/s and the speed standard deviation is CJv = 0.2 m/s [65]. 
The routes are then designed according to the criteria described in the following 
paragraphs. 
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Figure 6.3: Indoor-to-outdoor sites, pedestrian routes with walking direction and 
indoor sounding points. 
First of all, several waypoints ( typically four or five) are manually selected along 
the street sidewalk. These include the starting and finishing route points. Then, 
starting from the first one, the pedestrian moves sequentially from the current way­
point towards the next one in a cubic spline trajectory. However, the direction of 
movement is noisy and it changes randomly according to a Poisson distribution in 
which the average time between direction changes is µd = 2 seconds. The new di­
rection is then modelled as an angular deviation from the original trajectory and 
following a Gaussian distribution N(O, 1r/l0) in radians. When the pedestrian re­
alises that it is going in the wrong direction, it self-corrects the trajectory towards 
the next waypoint. This occurs after a reaction time of RT = 200 ms. 
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Figure 6.4: Street-level view of site 1. 
Table 6.3: Parameters of mobil ity model 
Parameter Value 
f; 1.5 m/s 
O"v 0.2 m/s 
µ5 4 s 
µd 2 s 
ai'VJ 0.571 · g 
RT 200 ms 
6..t 20 ms 
Furthermore, the pedestrian does not walk at a constant speed . The speed varies 
according to a Poisson distribution with an average time between speed changes of 
µ 5 = 4 seconds. The new speed is then chosen randomly from a Gaussian distribution 
N(v ,u;). In addition, the changes in speed do not happen stepwise, but grad ua lly. 
To do that, an acceleration/ deceleration rate is chosen from a uniform dis tribution 
11(0, aM) with aM = 0.571 -g and g = 9.81 m / s2 the acceleration of gravity on Earth. 
Such an approach is inspired by [66] and all parameters a re summarised on Table 
6.3. 
Finally, the sampling period of the mobility route is 6..t = 20 ms . According 
to t he Nyquist sampling theorem , the maximum Doppler frequency that can be 
modelled with such a temporal step is fv ,max ~ 1/(2 · 6..t) = 25 Ilz. At the highest 
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frequency to be analysed (Jo = 3.5 GHz), such a Doppler shift is only achieved 
for speeds of Vmax = Ao * f D,max = 2.14 m/s, which is equivalent to walking fast. 
However, since only pedestrian routes are being considered, t:..t = 20 ms is enough 
for a proper characterisation of the Doppler spectrum. 
6.3 Simulation results 
The channel impulse response predictions and wideband channel parameters ob­
tained with the FDTD setup explained in the previous sections are presented next. 
6.3.1 Indoor site 
Figure 6.5 presents the CIR measurements made at CITI in comparison with the 
resulting FDTD predictions. The power levels have been normalised to OdBm for 
an easier visual inspection. It must be pointed out that the empirical measurements 
are subject to a high noise level (the noise floor is easily identified in Figure 6.5), 
while the FDTD simulations are noise free. This highlights the fact that low-power 
MCs are more easily identifiable from numerical computations, as the noise floor 
does not impose any limit to their detection. 
Multipath components are usually the result of large groups of reflectors and 
scatterers called clusters. This can also be observed in Figure 6.5, where the CIR 
peaks of the empirical measurements correspond to several independent MCs in the 
FDTD simulation. Such a fine identification of the multipath components within 
each cluster could be of help, for instance, in the obtainment of the exponential 
decay curves of the Saleh-Valenzuela model as in [59]. However, if the identification 
of clusters was the main objective, simulations with longer pulses (lower bandwidth) 
could also be performed at a reduced computational cost by applying the theory of 
sections 5.2 and 5.3. 
From Figure 6.5, it can also be observed that some multipath components have 
been measured with excess delays longer than 500 ns. These have been associated 
with reflections on nearby buildings (see Figure 6.2(a) ), which are not modelled in the 
numerical domain and are hence not present in the FDTD simulation. Similarly and 
since the current finite-difference model is based on a 2D formulation, the reflections 
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Figure 6.5: Measured CIR (solid line) and FDTD simulations (shaded area) on Site 
0 (see Figure 6.2). The delay spread 'Trms values extracted from simulations and mea­
surements are also indicated in ns for validation. 
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on floors and ceilings have not been modelled. This causes a lack of clusters in the 
FDTD simulation results. 
In general, the ToA of the most significant MCs has been accurately predicted. 
However, some disagreement in the power levels can also be observed (see for ex­
ample the second largest MC at location F). This is due to the use of narrowband­
calibrated conductivity values in simulation, which can be adjusted through an ex­
plicit power calibration of the received pulses [64]. Nevertheless, most high-power 
MCs (within a range of 30 dBm) have been properly predicted both in time of arrival 
as well as in power. 
6.3.2 Indoor-to-outdoor site 
Due to the lack of physical wideband measurements on Sites 1 and 2, the results 
presented in this section must be handled with prudence. This is due to the current 
absence of wideband measurements in indoor-to-outdoor scenarios, which require 
complicated setups for high-power pulsed emissions. However and as will be seen, the 
results are coherent with the existing literature in indoor scenarios. Thus, they still 
serve as a reference for future empirical studies of UWB indoor-to-outdoor transmis­
sion, as well as wideband femtocell systems such as LTE-Advanced. The wideband 
channel parameters to be extracted from the CIR predictions are those, that are 
useful for system design: delay spread, coherence bandwidth, Doppler spread and 
coherence time. These are calculated from the numerical channel functions of the 
following propagation scenarios in both sites: 
• Outdoor pedestrian walking along the sidewalk next to the transmitter premises. 
This is referred to as Pedestrian A on Figure 6.3. 
• Outdoor pedestrian walking along the sidewalk across the street from the trans­
mitter premises. This is referred to as Pedestrian B on Figure 6.3. 
• Indoor static receivers. These are indicated by circles on Figure 6.3. 
6.3.2.1 Channel functions 
A mobile channel is fully described by its time-variant channel impulse response 
(CIR). However, different channel functions can also be defined to extract further 
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Figure 6.6: Bello functions for a deterministic channel. The time-variant channel 
impulse response h(T, t) is the output electrical field of the FDTD simulation. 
parameters and to analyse the channel behaviour on other domains. The channel 
functions were first introduced by Bello [67] for wide-sense stationary channels with 
uncorrelated scattering (WSSUS) and are currently widely used to describe time 
varying mobile channels. Following the notation of [68], the Bello functions that can 
be obtained from a deterministic channel model are illustrated on Figure 6.6. These 
relationships also indicate the procedure that must be followed to extract wideband 
channel parameters from deterministic CIR predictions. Since the focus is in the 
obtainment of four wideband parameters, simulation examples of channel functions 
that lead to those parameters are presented in the following. 
Time-variant power delay profile (PDP): The PDP Ph(T) provides the power 
of MCs associated with their respective delays. It is usually computed as the average 
of several measurements of the physical CIR to compensate for time-varying fading. 
However, in a deterministic channel model such as FDTD, no averaging is necessary. 
Thus, the PDP is in this case the same as the instantaneous power [69] (see Figure 
6.6). Obtained in this way from the FDTD simulations, Figure 6.7 illustrates a time--
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Figure 6.7: Normalised time-variant power delay profile for pedestrian A in Figure 
6.3(a) at 3.5 GHz. 
variant PDP for a pedestrian user. From this figure, the most meaningful clusters 
can be visually identified: 
• In indoor-to-outdoor residential scenarios, there are two main multipath com­
ponents: The line-of-sight (LOS) component, plus a reflection on the houses 
across the street from the transmitter premises. The LOS component corre­
sponds, in this case, to the straight line between the receiver and the outer 
wall of the transmitter premises. 
• In this example, at t ~ 33 seconds, the LOS component vanishes due to the 
pedestrian turning on a curve (see Figure 6.3(a)). When this happens, a de­
crease in the root mean square (RMS) delay spread is to be expected. There 
is thus a fundamental difference between the CIR in LOS and non-LOS con­
ditions. 
• The LOS component has a long tail of MCs. This is due to sequential reflec­
tions of the first pulse within the house hosting the transmitter. 
Doppler power spectral density (DPSD): The DPSD Pu(fv) frorn one FDTD 
simulation is displayed on Figure 6.8. From this, it can be seen tlmt most of t;hc 
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Figure 6.8: Normalised Doppler power spectral density for pedestrian A in Figure 
6.3(a) at 3.5 GHz. 
power is concentrated around f v = 0, giving rise to a Gaussian DPSD. This spec­
trum is common in sites with anisotropic scattering [70], i.e. those in which the 
multipath components are not uniformly distributed with respect to the angle of 
arrival. Since in this case there is a strong LOS component, the MCs are clearly not 
uniformly distributed. Hence, such a DPSD could already be suspected from the 
time-variant PDP on Figure 6.7, in which two strong MCs could be easily identified. 
Time-variant frequency autocorrelation function (FAF): This is useful to 
estimate the coherence bandwidth along the pedestrian route. For instance, Figure 
6.9 shows the instantaneous FAF at a given time instant, which is directly map­
pable to a position on the route. Further, this function varies as the user moves, 
giving thus rise to lower coherence bandwidths in regions of more intense multipath. 
A recorrelation of spectral components can also be observed for certain frequency 
separations. However, the coherence bandwidth is defined for a contiguous set of 
frequencies in order to bound the areas of the spectrum in which the channel is 
stationary. Thus, the shaded region applies only to a contiguous frequency range. 
Time autocorrelation function (TAF): This function can be calculated to as­
sess the channel coherence time, and it is estimated as the inverse Fourier transform 
of the DPSD. In Figure 6.10, the time autocorrelation function (TAF) is illustrated 
together with the region that defines the coherence time of the channel. 
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Figure 6.9: Normalised frequency autocorrelation function for pedestrian A in Figure 
6.3(a) at 3.5 GHz and t = 20 s. The shaded area indicates the coherence bandwidth 
defined as the range in which Ry(f:...J) > 0.99. 
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Figure 6.10: Normalised time autocorrelation function for pedestrian A in Figure 
6.3(a) at 3.5 GHz. The shaded area indicates the coherence time defined as the range 
in which Rr(l:!..t) > 0.99. 
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6.3.2.2 Channel parameters 
Next, different wideband parameters are extracted from the previously defined chan­
nel functions. This helps to illustrate a practical application of CIR simulations with 
FDTD: the prediction of wideband channel behaviour for the purpose of system de­
sign and calibration. 
Delay spread: The RMS delay spread Trms is a measure of the multipath richness 
of a wireless channel and is defined as the second central moment of the power delay 
profile Ph (T): 
(6.6) 
fa°°(T - f) 2 · Ph(T)dT
Trms = (6.7)fa°° Ph(T)dT 
with f the average multipath delay. 
Following this definition, Trms values have been obtained from the FDTD sim­
ulations. Figure 6.11 shows the delay spread predictions for pedestrian receivers, 
from which it can be seen that the delay spread is approximately the same for both 
pedestrians. Hence the specific location of the receiver within the street does not 
seem to affect greatly the value of the delay spread. In addition, an average differ­
ence of 9.3 ns in the delay spread predictions between both sites is observed due to 
topological differences. 
Further, Figure 6.12 shows the delay spread inside of houses that are near the 
transmitter premises (in the same street). From these results, no significant differ­
ence has been observed in the delay spread between houses of different sides of the 
street. Besides, no significant difference is discerned either between inner rooms and 
outer rooms. However, the RMS delay spread is found to be, on average, 4.9 ns 
larger indoors than outdoors. This is attributed to the richer reflective environment 
inside of the houses, thus giving rise to more multipath. Finally, it is concluded that 
the RMS delay spread in femtocell links takes values as low as 10 ns and as high as 
90 ns. However on average, the range (27, 59) ns is representative enough for these 
scenarios. 
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Figure 6.11: Boxplot of the delay spread due to indoor-to-outdoor propagation. The 
dot marks the median delay spread along a route and the box length equals the in­
terquartile range (IQR). The whiskers extend to a maximum length of 1.5-IQR. 
One final conspicuous observation of these figures is that Trms seems to decrease 
with frequency. However, this is identified more clearly in the decrease from 0.9 
GHz to 2.5 GHz than from 2.5 GHz to 3.5 GHz. There is thus not enough evidence 
to identify such a trend. Still, these observations are in good agreement with the 
empirical indoor measurements of delay spread presented in [71], which also showed 
a minor decrease with frequency for NLOS conditions. Furthermore, the obtained 
dday spread values also fall within the range of the indoor measurements described 
i11 [72]. Finally, the ITU channel model for indoor office environments [73] also 
describes RMS delay spreads around 35 and 100 ns under different circumstances. 
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Figure 6.12: Delay spread in neighboring houses. 
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Coherence bandwidth: The coherence bandwidth Be is a metric of the frequency 
separation between two correlated spectral components of a multipath channel. It 
can thus be defined as the frequency Be where the FAF of the channel is above a 
certain threshold. Following this definition, time-variant frequency autocorrelation 
functions (TVFAFs) have been obtained from the numerical simulations and Be 
has been calculated as the frequency separation at which the normalised TVF AF 
drops below 0.99. These results are illustrated on Figures 6.13 and 6.14. It must 
be hi~hlighted that the coherence bandwidth and the delay spread are well known 
to be inversely proportional [63]. Thus, the behaviour of Be in relation to the site 
topology can be explained through the previously presented results of Trms· 
From the numerical simulations, the average value of the coherence band·width 
for pedestrian receivers across both sites and for all frequencies has been found to 
be 77 4 kHz. Similarly the average coherence bandwidth for indoor receivers was 602 
kHz and, as seen from Figures 6.13 and 6.14, the dynamic range is approximately 
[0.2, 10] MHz. From these results it is also seen that there is an average difference 
of 172 kHz between the Be values indoors and outdoors. Finally and obviating 
dissimilarities in the scenarios, these results are comparable to those presented in 
[72] at 2.4 GHz. 
Doppler spread: When a given spectral component is transmitted through a 
moving multipath channel, the frequency sensed at the receiver is different from the 
one originally transmitted. This well-known phenomenon is the Doppler effect. In 
addition, the various angles of arrival of all received multipath components cause 
different Doppler shits to the same spectral component. As a consequence of this 
and in general, an spectrum of frequencies is received around the original frequency, 
thus giving rise to the DPSD previously explained. The Doppler spread Ev of a 
channel is a metric of the spectral broadening of the original signal and it is defined 
M the second central moment of the DPSD: 
- fa°° fv. PH(fv)dfo (6.8)
JD= fa°° PH(fv)dfv 
Ja°°Uv - fv) 2 • PH(fo)dfv (6.9)Bv= ft PH(fv)dfv 
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Figure 6.13: Coherence band,vidth due to indoor-to-outdoor propagation. 
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Figure 6.14: Coherence bandwidth in neighboring houses. 
with JD the Doppler frequency and fv the average Doppler shift. 
Since the FDTD model is deterministic, the CIR predictions for the indoor re-
ceivers of Figure 6.3 are static, i.e. there is no time variation. Therefore, the sim­
ulated Doppler effect is negligible for these receivers and no predictions of Doppler 
spread have been performed at these locations. However, applying the above defini­
tion of Bn to the simulations of pedestrian routes, Figure 6.15 shows the resulting 
Doppler spread values. Considering that the average speed of the pedestrians is 
v = 1.5 m/s, it can be seen that the presented values are well below the average 
Doppler shift fD,max = v/).. Further, a higher BD is also observed at higher fre­
quencies, which is due to a more intense Doppler effect as a result of the shorter 
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Figure 6.15: Doppler spread due to indoor-to-outdoor propagation. 
wavelength. For validation, indoor measurements of Doppler spread at 910 MHz 
[74] have been used. These report an RMS Doppler bandwidth (i.e. Doppler spread 
according to equation (6.9)) of 0.87 Hz, which is akin to the outcome of the FDTD 
simulations. 
Coherence time: The coherence time Tc is a measure of the time period during 
which a time-varying channel can be considered stationary, i.e. the time it takes for 
the channel to decorrelate. It is thus defined as the time instant Tc at which the time 
autocorrelation function drops below a given threshold. In FDTD simulations, the 
wireless channel varies from the point of view of the pedestrian receivers. Hence, Tc 
can also be extracted from these simulations for the purpose of channel description. 
To do that, Tc is calculated as the b..t at which Rr(llt) drops below 99% of its 
maximum value. The resulting Tc values are then illustrated on Figure 6.16, which 
are akin to those presented in [75] for the ISM band indoors. These results are useful, 
for instance, to balance the rate with which the channel quality indicator (CQI) is 
sent back to the transmitter and across the channel in femtocell links. Feedback 
periods below the coherence time may be unnecessary due to the channel remaining 
stationary. Thus, the knowledge of this channel parameter can help to increase the 
performance of the network. 
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Figure 6.16: Coherence time due to indoor-to-outdoor propagation. 
6.4 Conclusions 
This chapter has illustrated how the theory developed in the previous chapter can be 
used for the wideband characterisation of large scale radio channels. Then, results 
of CIR predictions have been presented in indoor and indoor-to-outdoor scenarios at 
different carrier frequencies. Further, bibliographic references have been given that 
validate the presented wideband parameters by placing them into an appropriate 
context. 
6.4.1 Contributions 
Finally, the main contribution of this chapter made by the author to the scien­
tific community is the wideband characterisation of the indoor-to-outdoor 
channel. These results describe the behaviour of UWB systems with a transmis­
sion range beyond the transmitter premises. Furthermore, fundamental wideband 
channel parameters have been presented and compared to the existing literature. 
These are of help in the evaluation of future femtocell wideband technologies such 
as WiMAX or LTE. 
For instance, Figure 6.11 showed that the delay spread in these scenarios is always 
below 90 ns. This is useful in the selection of, for instance, the cyclic prefix of OFDM 
systems, which must be longer than Trms· Similarly, Figure 6.13 showed that the 
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coherence bandwidth is higher than 200 kHz. This aids also in the design of the 
subcarrier spacing in OFDM systems, which must be lower than Be to guarantee flat 
fading within each subcarrier. Figure 6.15 showed a maximum Doppler spread of 1.5 
Hz, thus also showing how much orthogonality loss are OFDM subcarriers subject 
to. Finally, Figure 6.16 showed a minimum coherence time of approximately 15 ms. 
Considering this, the scheduler of any wireless system would only need to allocate 
resources to users every 15 ms, as the channel stationarity lasts always longer. 
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As a whole, this thesis pursued two global aims. The first one was to explore the 
potential applicability of the FDTD algorithm to the modelling of large-scale radio 
channels with emphasis on wideband. The second one, was to propose techniques 
for coverage prediction that facilitate and enhance the use of this method for the 
purpose of wireless networks planning and optimisation. To summarise the resulting 
accomplishments, the scientific contributions of this work are thus highlighted in the 
following section. Then, their implications are analysed and summated to situate 
the achievements in a broader context. Ultimately, a list of future research topics in 
this area is presented. 
7.1 Scientific contributions 
The previous chapters have presented the contributions to science after an in-depth 
and detailed description of the techniques involved. These achievements are ab­
breviated next to recapitulate and to give an encompassing view of the research 
undertaken: 
• Characterisation of the diffraction error due to lower-frequency FDTD 
simulations: In order to save computational resources, calculations at fre­
quencies lower than that of the physical carrier have been previously at­
tempted. However, this thesis has shown that the attenuation due to diffractive 
phenomena is frequency dependent and that a measurements-based calibration 
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does not solve these errors. Furthermore, such an error has been quantified 
and an analytical formula has been devised to predict it. 
• Parallel implementation of FDTD on a graphics processing unit: 
Taking advantage of the parallel nature of FDTD, this algorithm has been 
implemented on a GPU, thus profiting from its single instruction - multiple 
thread architecture. Then, this thesis has introduced and described a novel 
execution flow and memory management scheme for this purpose. 
• Measurements-based calibration approach of FDTD implementa­
tions using simulated annealing: Even if a given FDTD simulator is able 
of running fa.st, this does not guarantee the accuracy of the results. This thesis 
has shown that metaheuristics can be of aid in the calibration of this model 
for the purpose of coverage prediction. Furthermore, this calibration approach 
has been validated through the evaluation of simulation results in different 
sites. 
• Characterisation of the path loss in indoor-to-outdoor residential 
scenarios: In 2010, femtocells are commencing their worldwide deployment 
by part of mobile network operators. This technology has been used through­
out. this thesis to illustrate the applicability of FDTD to the performance of 
coverage predictions. Thus, the calibration and coverage results presented here 
help to comprehend the extent to which ferntocells interfere to each other or 
to overlaying macrocclls. 
• Optimisation of the numerical group velocity: The speed of pulses prop­
agating throughout the grid is determined by the numerical group velocity. 
Prior to the work done in this thesis, v9 could only be approximated through 
numerical analysis of the dispersion relationship, which is subject to uncer­
tainties. Now, tight bounds to v9 have been unveiled, thus giving rise to one 
of the maill scientific contributions of this research. In addition, this has fully 
charactcris<·d the anisotropy error of ·v9 in simulations with pulsed sources in 
arbitrary nwdia. 
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• Analytical characterisation of the spread of numerical pulses: Due 
to the frequency dependence of the numerical phase delay, numerical pulses 
in FDTD spread over the time domain. This deteriorates CIR predictions, 
since there is a risk that long pulses may overlap each other, thus diminishing 
the resolvability of multipath components. To cope with this problem. this 
thesis has introduced a formula that approximates the duration of Gaussian 
pulses after a given propagation distance and for arbitrary directions. This 
way, wideband FDTD simulations can be designed to assure a given degree of 
accuracy in the resolution of multipath components. 
• Characterisation of wideband channel parameters in indoor-to-outdoor 
residential scenarios: Using the developed theory, this thesis has presented 
values of delay spread, coherence bandwidth, Doppler spread and coherence 
time at different frequencies in indoor-to-outdoor sites. These are of aid in the 
evaluation of wideband femtocells as well as high-power UWB systems. 
7.2 The significance of this research 
This section is intended to address the questions of why my work is important and 
where it fits in the larger field of computational electromagnetics. 
Regarding the application of FDTD to the performance of CW simulations, this 
t lwsis is important for the following reasons. First of all, it has explained the conse­
q,wnces of using lower simulation frequencies in finite-difference models, which is an 
increasingly common approach within the propagation modelling community. Then, 
it has highlighted the parallel nature of finite-difference algorithms by showing that 
tremendous computational speeds can be achieved when the programming paradigm 
is shifted from traditional CPU-based approaches. Lastly, it has shown that empir­
ical radio propagation measurements play a crucial role in the improvement of the 
prediction results, no matter how accurate the underlying site description and prop-
agation models are. 
Chapters 5 and 6 on wideband modelling holds the bulk of this work's relevance. 
In relation to this, I believe that this research is meaningful because of the following 
three reasons. First of all, it introduces the first analytical characterisation of the 
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propagation of numerical wavepackets in staggered Yee grids. In particular, two fun­
damental properties that describe the natural behaviour of FDTD and that had not 
been quantified before, have been presented. The second reason is that the formu­
lation that I have introduced is generic and independent from the final application 
of the FDTD simulation. Because of this, the results presented here have a purpose 
not only for the prediction of channel impulse responses, but also for countless ap­
plications of computational electromagnetics. These include the study of photonic 
impulses, UWB systems, wideband antenna design, electromagnetic solitons, etc. 
Finally, these results explain many of the errors observed during erstwhile evalua­
tions of wideband FDTD simulations. These minor uncertainties might have been 
previously disregarded by scientists and engineers using large grid discretisations. 
However, the mathematical tools introduced by this thesis shed light over why do 
these errors occur, how can they be quantified and whether or not is it worth it to 
relax the accuracy constraints in exchange for lower computational requirements. 
7.3 Future work 
Although fully coherent and practical on its own, there is still room for improvement 
in the techniques presented in chapters 3 and 4. To the discretion of the author, the 
following is a list of the more immediate research topics in this area. However, this 
list is not exhaustive: 
1. Effects of lower-frequency simulations on the knife-edge diffraction 
over multiple obstacles: Several methods exist for the prediction of diffrac­
tion over multiple edges: Deygout, Epstein-Petersen, Giovanelli, etc. These 
can be compared with the results from numerical simulations for the evaluation 
of the simulation error in more complex scenarios. 
2. Alternative GPU-based implementations: As this is a matter of design, 
this algorithm is subject to countless implementations. A promising approach 
lies in the use of the texture memory within the GPU for the handling of large 
matrices. At the time of writing this thesis, texture rendering is not supported 
by CUDA so this feature may be exploited using alternative platforms. 
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3. Comparison of the efficiency of different calibration procedures us­
ing metaheuristics: Although most methods reach similar solutions, some 
may converge faster than others. A comparative study of these would add 
significant value to the calibration process. 
4. Coverage prediction using 3D FDTD: Computational advances allow to­
day the performance of full 3D FDTD simulations at high frequencies in small 
indoor scenarios such as residential houses. Furthermore, larger coverage ar­
eas such as those of femtocells (the size of one street) could even be simulated 
on large GPU clusters. However, it is unclear whether such computationally 
expensive simulations increase the prediction accuracy in a significant manner 
with respect to calibrated 2D simulations. A proper comparative analysis of 
such techniques would thus be useful, specially with views to the commercial­
isation of GPU-based FDTD simulators. 
5. Impact of the scenario description on the accuracy of coverage pre­
dictions: The outcome of FDTD coverage simulations depends mainly on the 
scenario topology. However, this can be defined roughly (e.g. assuming flat 
surfaces for large structures and obviating small obstacles such as paper bins), 
or finely ( e.g. modelling minor details such as brick junctures). Thus and as 
suggested already in [76], it would be useful to study the impact of different 
degrees of scenario detail on the final coverage result. 
Similarly, the following is a non-exhaustive list of research topics related to wide­
band FDTD simulations using finite-difference methods: 
1. Optimisation of the numerical group velocity in alternative finite­
difference schemes: The Lagrangian methodology introduced in section 
5.2 has proven successful in the optimisation of v9 for the standard FDTD. 
This highlighted that numerical dispersion is the main source of error in wide­
band simulations. However, there currently exist several low-dispersion FDTD 
schemes [61] that could prove more appropriate for this purpose. Nevertheless, 
the extrema of the numerical group velocity in such schemes is not yet known. 
Hence, further research on the application of the Lagrangian method to these 
schemes is promissing. 
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2. Analytical formulae for the exact prediction of the spread of numeri­
cal pulses: In section 5.3, an approximation to the spread of numerical pulses 
was introduced. This was approximated because the exact value of T'p is the 
solution of a transcendental equation. Thus, the exact integrand in equation 
(5.66) is not analytically computable. Therefore, further research on how to 
model analytically the numerical phase delay for the prediction of pulse spread 
is necessary. 
3. Study of different calibration procedures for wideband simulations: 
For this purpose, calibration targets (ToA, power of MCs, etc) must first be 
defined. Then, different calibration methods such as the one in [64] could be 
tested and compared. 
4. Impact of the scenario description on the prediction of wideband 
parameters: It is well known that uncertainties in the scenario description 
lead to inaccuracies in the numerical simulation when compared to empirical 
measurements. However, the impact of these uncertainties in the extraction of 
wideband parameters ( e.g. delay spread, ... ) from pulsed FDTD simulations 
is unknown. Thus, an evaluation of physical scenarios with varying degrees of 
detail would be of interest. 
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Appendix A 
Lagrangian of the numerical 
group velocity in 2D 
The system that arises from equalling equations (5.22) and (5.23) to zero can be 
rewritten as 
6-x kxky sin(ky.6.y) T/g 
- ti.y k3 sin(kr:.ti.x) = 2A (A.l) 
6-y kxky sin(kx.ti.x) T/g 
- .ti.x 'f,;3 sin( ky.6.y) = 2A · 
For simplification, the following variables are defined: 
CJx = 6-x · kx 
<:Jy = ti.y . ky (A.2) 
a= b,.x •k 
which are all strictly positive. Furthermore, Yee grids have at least two cells per 
wavelength and therefore 
(A.3) 
Hence CJx, ay E (0, 71]. Then, equalling the left hand side terms in the equations of 
(A.1) gives rise to the following equation: 
(A.4) 
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where r = '!'1 + '¥2 + '!'3 and the auxiliary variables are 
(A.5) 
(A.6) 
'1!3 = ClxCfy sin(ay) _ (a-y) 2 (A.7)/32 sin(ax) /3 
It can be easily tested that ax = a-y is a solution of (A.4). Therefore it is necessary 
to test whether this is the only solution or not. This is done in the following by 
studying the sign of r: 
Case crx > ay: Let us first analyse '!'1. Since x/tan(x) is a monotonically decreas­
ing function, ax > ay yields \JI 1 > 0. 
Let us now look into W2. Equation (A.6) can be rewritten as 
(A.8) 
and it can then be seen that the sign of W2 only depends on the terms in parenthesis, 
since ax/ (a 2sin (a-y)) is strictly positive in the interval under consideration. To 
analyse this, consider the following function: 
F = ax· sin(ay) = si.nc(ay). (A.9) 
a-y · sin(ax) sinc(Cfx) 
Since sinc(x) is monotonically decreasing in (0, 1r], it is clear that F > 1 when 
Cfx > ay and thus ax· sin(Cfy) >cry· sin(<ix)- Hence '!'2 > 0 for CTx > <Ty, 
In a similar way, W3 can be rewritten as 
(A.10) 
Using the previous result, it turns out that W3 > 0 when Cfx > ay. 
Therefore, r > 0 when ax > ay. 
Case crx < a-y: Using the results from the previous case, it is straightforward to 
prove that '1' 1 < 0, '¥2 < 0 and '11:-i < 0 when a:x: < ay. Therefore r < 0 in this case. 
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Case Ux = Uy: In this case, r =o. 
Thus, the sign of r is constant when <J'x > ay and <J'x < ay. Furthermore, r is 
a continuous function in the domains of Ux and <J'y- Therefore, Ux = ay is the only 
solution of (A.4), which yields 
(A.11) 
162 
Appendix B 
Lagrangian of the numerical 
group velocity in 3D 
By equalling to zero equations (5.18), (5.19) and (5.20), the following system of 
equations arises: 
k2 - k';; kx6.x _ 6.x kxky sin(ky6.y) 
k3 + k · tan(kx6.x) 6.y k3 sin(kx6.x) 
6.x kxf.,z sin(kz6.z) f/g 
- 6.z f3 kx6.x = 2A 
~2 - -
k -:: ki + _ ky.6._,Y _ 6.y kykx sin(kx6.x) 
k 3 k - tan(ky6.y) 6.x k3 sin(ky6.y) (B.l)
6.y kykz sin(kz6.z) 'f]g 
- 6.z k3 sin(ky6.y) = 2A 
k2 - k2 k 6.z 6.z kzkx sin(kx6.x) 
- z + - z - - ---------
k3 k · tan(kz6.z) 6.x k3 sin(kz6.z) 
6.z kzky sin(ky6.y) ry9 
- 6.y k3 sin(kz6.z) = 2A" 
To simplify the notation, the following variables are defined in addition to those of 
(A.2): 
(B.2) 
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Then, by equalling the terms in the left hand side of (B.l) the following equations 
are obtained: 
(B.3) 
(B.4) 
where the auxiliary variables in addition to those defined in Appendix A are 
(B.5) 
(B.6) 
(B.7) 
(B.8) 
(B.9) 
Applying then a similar analysis as in Appendix A, it is easy to see that W4 =0 
only when crx = cry. Furthermore, W4 > 0 when crx > cry, and W4 < 0 when crx < cry, 
thus denoting ax = cry as the only solution of (B.3). Similarly Ws = 0 only if 
cry = 0-2 , W's > 0 when ay > 0-2 , and Ws < 0 when cry < Clz. Equations (B.6), (B.7) 
and (B.8) have respectively the same form as (A.5), (A.6) and (A.7) and hence their 
analysis is equivalent. As a consequence of this, the unique solution of (B.l) is 
(B.10) 
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Appendix C 
Monotonicity of function 
Theorem 4. The function 
e(x) = arcsin(k · sin(x)) (C.l)
X 
with k 2: 1 and defined in x E (0, arcsin(l/k)] is a monotonically increasing function 
in its domain of definition. 
Proof. Let us first define 
g(y) = arcsin(y) (C.2) 
and 
f(y) = g(ky) = arcsin(ky). (C.3)
g(y) arcsin(y) 
Then e(x) can be rewritten as 
(C.4)
~(x) = f(y)ly=sin(x)· 
The derivative of f(y) is 
J'( ) = k · g'(ky) · g(y) - g(ky) · g'(y). (C.5) 
y g(y)2 
Then, f (y) is monotonically increasing only if the numerator N of J' (y) is zero or 
positive. N can be rewritten as 
1 1 (C.6)N = k •arcsin(y) • --;::==::::;: - arcsin(ky) · ~-✓1 - (ky )2 V 1 - y-
Since both terms in (C.6) are positive, then N is zero or positive if the quotient Q 
between them is equal to or larger than one. Q can then be written as 
Q = k · arcsin(y) · ~ . (C.7) 
arcsin(ky). ✓1 - (ky) 2 
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Multiplying then the numerator and denominator of the above expression by y yields 
Q = ky . arcsin(y) · ./17 (C.8)
arcsin(ky) • ✓1 - (ky)2 y 
Then, Q can be expressed as 
Q = h(y) (C.9)h(ky) 
with 
h(y) = arcsin(y) · ./17. (C.10) 
y 
Substituting now y = sin(x) into h(y), it results that 
h( ) _ h( )\ . _ arcsin(sin(x)) • ✓1 - sin2(x) 
X - Y y=sin(x) - . ( ) (C.11)
sin x 
which simplifies to 
h(x) = X ( ) (C.12)tan x 
The derivative of h(x) is 
h'(x) = (sin(x) · cos(x)) - x (C.13)
sin2(x) 
Using now the fact that sin(x) < x Vx > 0, the upper bound of h'(x) is 
1 ( X · COS (X) ) - X X 
h (x) < . 2 ( ) = . 2 , ) · (cos (x) - 1). (C.14)sin x sin ~x 
Since cos(x) < 1, the right hand side term in the above equation is negative. There­
fore 
h'(x)<O. (C.15) 
Hence, h(x) is an strictly decreasing function. Using this result, it can be seen from 
(C.9) that Q 2: 1 because k 2: 1. Thus N 2: 0 and also f'(y) 2: 0. Therefore, ~(x) is 
a monotonically increasing function. □ 
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Appendix D 
Numerical phase delay at low 
frequencies 
From (5.51) it is seen that the extrema of the numerical phase delay Tp occur along 
the same directions as the extrema of the numerical wave number k. Hence 
(,:;;) _ max{k} 1 p max - (D.l) 
w 
and 
(,:;;) . _ min{k} 1 p min - . (D.2) 
w 
The extrema of k are known from [32] and rewritten in equations (5.46) and (5.47). 
Hence Tp E [(Tp)min, (Tp)max]-
Since Tp(w) is undefined for w = 0, its behaviour at low frequencies is charac­
terised by the limit of Tp(w) as w approaches zero. Let us in the following calculate 
this limit for (D.l): 
arcsin (A£· sin (wt,,t))
- 2d c~t 2 
lim (Tp)max = lim A;- · -------..c------. (D.3) 
w->O w-+O .w.-,, W 
Applying L'Hopital's rule yields 
1. (,:;; ) 2d 1. lill .Lp max = A;- lill (D.4) 
w-.O .w.-,, w---+0 
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Similarly for (D.2) 
(,-;;) . _ . 2Sd arcsin (½·sin(~))li 1m J.p mm - 1m • 
w-,.o w->O c6..t w 
2Sd leas (wt:,.t) Llt d (D.5)
= __ lim s 2 2 = 
c!lt w->0 ✓l 1 • 2 (wt:,.t) c
- s'Zsin - 2-
Since these limits are equal, it results that 
- dlim Tp = -. (D.6)
w---+0 C 
For illustration, this behaviour of the numerical phase delay can also be verified 
from Figure 5.6. 
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research 
Book chapters: 
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[2] Alvaro Valcarce and David Lopez-Perez. Interference in the presence of fem­
tocells. In Femtocells: Technologies and Deployment, pages 145-178. Wiley, 
January 2010. 
[3] Guillaume De La Roche and Alvaro Valcarce. Further femtocell issues. In Fem­
tocells: Technologies and Deployment, pages 261-291. Wiley, January 2010. 
Journal papers & letters: 
[l] Alvaro Valcarce, Hui Song, and Jie Zhang. On the design of pulsed sources 
and spread compensation in finite-difference time-domain electromagnetic sim­
ulations. IEEE Transactions on Microwave Theory and Techniques (to appear 
in). 
[2] Alvaro Valcarce and Jie Zhang. Empirical Indoor-to-Outdoor propagation model 
for residential areas at (0.9 - 3.5) GHz. IEEE Antennas and WiTeless Propagation 
Letters (to appear in). 
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[3] Alvaro Valcarce, Hui Song, and Jie Zhang. Characterization of the Numerical 
Group Velocity in Yee's FDTD Grid. IEEE Transactions on Antennas and 
Propagation (to appear in), 2010. 
[6] David Lopez-Perez, Alvaro Valcarce, Akos Ladanyi, Guillaume De La Roche, 
and Jie Zhang. Intracell Handover for Interference and Handover Mitigation in 
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[5] Guillaume De La Roche, Alvaro Valcarce, David Lopez-Perez, and Jie Zhang. 
Access Control Mechanisms for Femtocells. IEEE Communications Magazine, 
January 2010. 
[6] David Lopez-Perez, Alvaro Valcarce, Guillaume De La Roche, and Jie Zhang. 
OFDMA Femtocells: A Roadmap on Interference Avoidance. IEEE Communi­
cations Magazine, 47(9):41-48, September 2009. 
[7] Alvaro Valcarce et al. Applying FDTD to the coverage prediction of WiMAX 
femtocells. EURASIP Journal on Wireless Communications and Networking, 
March 2009. 
Conference papers: 
[l] Alvaro Valcarce (invited speaker) and Jie Zhang. Implementing a 2D FDTD 
scheme with CPML on a GPU using CUDA. In The 26th International Re­
view of Progress in Applied Computational Electromagnetics, Tampere, Finland, 
April 2010. The Applied Computational Electrornagnetics Society (ACES). 
[2] Alvaro Valcarce (invited speaker). Indoor-outdoor radio propagation for ra­
dio access network planning and optimisation. In NPL Workshop on Ad­
vances, Challenges, and Opportunities in Wireless Communications, Tedding­
ton (U.K.), September 2009. National Physical Laboratory (NPL). 
[3] Alvaro Valcarce, David Lopez-Perez, Guillaume De La Roche, and Jie Zhang. 
Limited Access to OFDMA femtocells. In IEEE PIMRC {Personal, Indoor and 
Mobile Radio Communi,ca,tions Symposfom), Tokyo (Japan), September 2009. 
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in Indoor-to-Outdoor scenarios. In IEEE Vehicular Technology Conference 
(VTC), Barcelona (Spain), April 2009. 
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Braunschweig (Germany), February 2009. 
[6] Alvaro Valcarce, Guillaume De La Roche, and Jie Zhang. A GPU approach to 
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on Communication Systems, pages 1585-1590, Guangzhou (China), November 
2008. 
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Jie Zhang. Access Methods to WiMAX Femtocells: A downlink system-level 
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Index 
µr, see magnetic permeability 
O', see electrical conductivity 
Er, see electric permittivity 
analytic signal, 112 
Bello functions, 133, 133 
channel impulse response, 124, 131, 132 
coherence bandwidth, 136, 138-140, 141, 
142 
coherence time, 136, 143, 144 
complex frequency-shifted (CFS) tensor, 
27 
Courant number, 26, 41, 87, 93, 115 
Courant stability condition, 26 
CPML, 26-29, 51, 54 
CUDA 
block, 32, 34, 35, 53-57 
coalesced memory access, 31, 34, 57 
constant memory, 33, 35, 55, 56 
global memory, 33, 34, 53, 55, 56 
grid, 32, 55 
half-warp, 32, 34, 35 
kernel, 32, 34, 51-53, 56 
multiprocessor occupancy, 33, 54, 54 
register, 34, 35 
shared memory, 32, 33, 35, 53, 55, 
56 
texture memory, 35, 149 
thread, 30, 32, 32 
warp, 32, 34, 35, 51 
cylindrical waves, 79 
delay spread, 131, 138, 137-138, 139 
diffraction, knife-edge, 43, 44, 48 
attenuation, 44, 45, 48 
error, 49, 50 
dispersion, numerical, 14, 16, 24-26, 85, 
100, 121 
relationship, 25 
2D, 93 
3D, 86 
Doppler power spectral density, 133, 134, 
135, 140 
Doppler spread, 143, 140-143 
electric permittivity, 11, 66-69, 123, 124 
electrical conductivity, 11, 66, 69, 78, 
79, 125, 132 
FDTD, 12-15, 21-26 
applications, 12-13 
complexity, 41-42 
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INDEX 
fading removal, 73-74 
grid, 11, 17, 21, 22, 25, 67, 85, 88, 
96, 98, 104, 118 
lower frequency simulation, 43, 45 
spatial resolution, 25, 26, 42, 43, 85, 
96, 97, 103 
femtocell, 5, 18 
field-programmable gate-array (FPGA), 
30, 31 
Fourier transform, 38, 135 
frequency autocorrelation function 
' 
133 
) 
135, 136, 140 
frequency reduction factor, 45, 49, 74 
Fresnel radius, 45-47, 49, 59 
Fresnel zone, see Fresnel radius 
FRF, see frequency reduction factor 
Gaussian pulse 
received duration, 106, 107, 117 
source duration, 105, 108 
time formulation, 107 
time-frequency formulation, 105 
GeForce 8600M GT, see GF 8600M GT 
GF 8600M GT, 55, 57 
graphics card, 33 
ground penetrating radar (GPR), 12 
group index, 123 
group velocity 
numerical, 85, 87-98, 101, 122-123 
2D behaviour, 9 9 
2D extrema, 99 
3D behaviour, 95, 98 
3D extrema, 96 
anisotropy error, 88, 97 
Lagrangian, 89, 94 
physical, 88, 101, 122 
error, 123 
Hilbert transform, 112 
ITU-R, 44, 59, 138 
mr, 105, 106, 109-111, 112, 115, 124 
magnetic permeability, 66-69, 123, 124 
Maxwell's equations, 10, 11, 27 
T Mz formulation, 21 
multipath component, 16, 87, 100, 121, 
122, 124, 130, 131, 135, 140 
pedestrian 
acceleration, 129 
reaction time, 128 
speed, 127 
phase delay, numerical, 101-106, 117, 
167-168 
linear approximation, 104 
spectral variation, 104, 105, 111, 112, 
124 
phase velocity 
numerical, 25, 42, 67, 68, 87, 100, 
117 
2D behaviour, 69 
anisotropy, 87, 105 
physical, 67, 68, 101, 123 
error, 68 
photonics, 12, 62 
PML, 26, 27 
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INDEX 
power delay profile, 13, 133, 134, 133-
134 
power measurements, 4, 7, 35, 63-66 
antennas, 36 
fading removal, 65 
outliers, 65 
postprocessing, 65-66 
signal generator, 37 
spectrum analyser, 37-39 
Poynting vector, 24 
propagation model, 4, 6, 10, 15 
deterministic, 6, 8 
empirical, 7-8, 44 
indoor-to-outdoor, 9-10 
ray launching, 8-9, 13 
ray tracing, 6, 8 
refractive index, 66, 67, 123 
semi-implicit approximation, 23 
simulated annealing, 71, 72, 82 
acceptance probability function, 71, 
72 
annealing factor, 72 
superluminal propagation, 118 
TESLA C870, 55, 57, 58, 122 
time autocorrelation function, 133, 135, 
136, 143 
time of arrival, 69, 87, 121-123 
wave number, 88, 100, 105, 167 
wave vector, 14, 24, 25, 86, 90, 93 
Yee grid, see FDTD grid 
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