The work is concerned with efficient computation of statistical moments of solutions to Burgers' equation with random initial conditions. When the Lax-Wendroff scheme is expanded using the Wiener chaos expansion (WCE), it introduces an infinite system of deterministic equations with respect to non-random Hermite-Fourier coefficients. One of important properties of the system is that all the statistical moments of the solution can be computed using simple formulae that involve only the solution of the system. The stability, accuracy, and efficiency of the WCE approach to computing statistical moments have been numerically tested and compared to those for the Monte Carlo (MC) method. Strong evidence has been given that the WCE approach is as accurate as but substantially faster than the MC method, at least for certain classes of initial conditions.
Introduction
Uncertainty is observed in many and various phenomena in engineering, physics, biology, and finance. For example, small scale effects in multi-phase flow [1, 2] may not be completely known, but subject to some random environmental effects. Then, the governing equation including such uncertainty is expressed in the form of a stochastic partial differential equation (SPDE) . Since its solution is random, it is important to know the statistical properties of the solution.
Wiener chaos expansion (WCE) is a Fourier expansion with respect to the randomness [3] [4] [5] [6] . In this work, it is expanded with respect to the Gaussian random variable. The WCE of a solution to Burgers' equation, written by v(x, t, ξ ), is given by
E-mail address: hongjoong@korea.ac.kr. 2 }dx. As every Fourier expansion will do, WCE separates variables. More specifically, it separates non-random variables (x, t) from the random one ξ . Then non-random Hermite-Fourier coefficients {v n } satisfy an infinite system of deterministic equations with nonlinearity similar to that in Burgers' equation. This system for the Hermite-Fourier coefficients is usually referred to as a propagator, because it governs the propagation of randomness by the deterministic dynamics of the equation. Since all the statistical moments of the solution to Burgers' equation depend on only the solution of the propagator, WCE presents an alternative to computing moments by the Monte Carlo method.
This polynomial chaos expansion has been used by many authors. Chorin [7] improves the efficiency of Monte Carlo calculations by using truncated orthogonal polynomial expansions. The spectral formulation of the deterministic finite element method has been extended to the space of random functions in [8] . Jardak et al. [9] present a new algorithm based on WCE for solving the advection equation with stochastic transport velocity. Hou et al. [10] develop numerical methods for randomly forced equations in fluid dynamics using WCE.
Numerical algorithm
The inner product of two real-valued functions F(x) and G(x) is defined by F,
, are called the Hermite and Wick polynomials of order n, respectively. [3, 4] show that {ξ n (x)} is a complete orthonormal set in L 2 (−∞, ∞) with respect to w(x). Let us consider the following Burgers' equation with a random initial condition:
where f (v) = 
, where
w is called the Hermite-Fourier coefficient of order n. The Lax-Wendroff scheme for the deterministic conservation laws,
where
Thus, when v j,i in (3) is expanded using WCE, the propagator system for each Hermite-Fourier coefficient v n j,i ≡ v n (x j , t i ) can be solved by the following modified version of the Lax-Wendroff scheme:
where saves computation. Notice also that since {w α j,i } is independent of n, it can be computed prior to the nth loop. Due to numerical limitations, algorithms with only a finite number of {v n } will be implemented. The number of {v n } used in the computation is called the length of the WCE.
Note that E[ξ 0 ] = 1 and E[ξ n ] = 0 for n > 0, where E is the expectation symbol. Thus, the first moment is obtained from E[v(x, t, ξ )] = v 0 (x, t). From Parseval's identity, the second moment can be derived from E[v 2 (x, t, ξ )] = ∞ n=0 1 n! |v n (x, t)| 2 and higher order moments are obtained in a similar way. For general systems of equations with arbitrary initial data, no numerical method has been proved to be stable or convergent in general, although convergence results have been obtained in some special cases. The stability of (4) is obtained by analyzing the stability of the scheme when the Jacobian of (2) is assumed to be a constant. Each v n j,i then satisfies
where a is the constant Jacobian, so that the stability condition is
where ν = ( t/ x) max v is the Courant number.
Numerical results

Stability
The modified Lax-Wendroff scheme has shown stability in various test problems when (5) is satisfied, while the scheme shows numerical instability when it is violated. The reduction of ν has been achieved by reducing time steps. Fig. 1 shows the first two moments for (2) over x ∈ [−1, 1] when the initial and boundary conditions are given by v(x, 0, ξ ) = 1, x < 0 sin(xξ ), x > 0 and v(−1, t, ξ ) = 1, respectively, and the Courant number is 0.6 or 1.0. Both solutions are stable, but the one obtained with 0.6 is much less accurate due to the known deficiency of the Lax-Wendroff scheme near discontinuities. More analytical study on stability and error analysis will follow in future research.
Accuracy
When (2) with a discontinuous initial condition in 3.1 is solved, the accuracy of the analysis is limited due to dispersions. Thus, let us consider Burgers' equation with v(x, 0, ξ ) = x sin(2π x) + x−1 4 sin(2ξ x) for x ∈ [0, 1] in this section. Due to the nonlinearity, the statistical moments cannot be obtained analytically. When the MC method is applied to this problem, the convergence of statistical moments is obtained when the number of realizations exceeds 10 6 . Thus, the results from the MC with 10 6 samples will be considered as exact values in the present problem. For the error comparison, a relative error is used, which is defined by u(x, t) −ũ(x, t) / u(x, t) , where u(x, t) is a statistical moment from the exact solution andũ(x, t) is its approximation.
Figs. 2 and 3 compare statistical moments of up to order 4 between the exact solution and approximations from the modified Lax-Wendroff scheme and show that good accuracy for WCE can be obtained even with small lengths. As the length increases, more Hermite-Fourier coefficients are introduced and better accuracy is obtained as in Fig. 4 (left). Fig. 4 (right) shows that performing calculations at ν much lower than the stability condition is not optimal.
Efficiency
In order to evaluate the efficiency, let us compare computation times of these numerical schemes for the same relative error. For example, when the length of WCE is 6 and ν = 1.0, the modified Lax-Wendroff scheme results in 0.06% relative error as seen in Fig. 4 (left) . In order to obtain 0.06% accuracy, the MC simulation requires more than 50 000 realizations, which takes 8.94 s of CPU time. On the other hand, the modified Lax-Wendroff scheme with the length 6 takes 0.67 s, which is only 7.49%, compared to the MC. Table 1 summarizes the efficiency of the modified Lax-Wendroff scheme over the MC method. The table shows that the modified Lax-Wendroff scheme saves up to 90% of computational time in the given test problem.
Conclusions
A version of the Lax-Wendroff scheme for the propagator of Burgers' equation has been developed using WCE.
