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1. INTRODUCTION 
Cellular automata (CA) was first introduced by VonNeumann [l] for modeling biological self- 
reproduction. Wolfram [2] pioneered the investigation of CA as mathematical models for self- 
organizing statistical systems and suggested the use of a simple two-state, three-neighbourhood 
CA with cells arranged linearly in one dimension. Das et al. [3,4] developed a matrix algebraic 
tool capable of characterizing CA. CA have been employed in several applications [3,5-g]. 
Analytical study of three-neighbourhood two-state per cell CA behavior is a comparatively 
recent phenomenon [lo]. An analysis of the state-transition behavior of group CA was studied 
by many researchers [3,5,11-13). The characteristic matrix of group CA is nonsingular. But 
the characteristic matrix of nongroup CA is singular. Although the study of nonsingular linear 
machines has received considerable attention from researchers, the study of the class of machines 
with singular characteristic matrix has not received due attention. Cho et al. [14], Choi et 
al. [15], and others [16,17] studied nonsingular linear machines. Some properties of nonsingular 
CA have been employed in several applications [4,13,17,18]. Especially a multiple-attractor CA 
has been established to be an efficient hashing function generator and a single-attractor CA with 
two-predecessor has been used for generating CA-based perfect hashing functions. In [10,17], 
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they gave characterizations of two predecessor single attractor CA (TPSACA) and they obtained 
the state-transition diagram of complemented CA @’ derived from a TPSACA @ such that the 
complement vector is a nonzero state of C. 
In this paper, by using basic paths in the O-tree of a linear TPMACA @, we obtain the state- 
transition diagram of complemented CA C’ derived from @ such that the complement vector is 
a nonzero attractor of @. Also, we analyze the behavior of UJ’. We call Cc’ the CA corresponding 
to @. Especially we investigate the behavior of the complemented CA which the complement 
vector F is taken as a nonzero attractor of Q1. 
2. DEFINITIONS AND PRELIMINARIES 
A CA consists of a number of interconnected cells arranged spatially in a regular manner [2], 
where the state-transitions of each cell depends on the states of its neighbors. The CA structure 
investigated by Wolfram can be viewed as a discrete lattice of sites (cells), where each cell can 
assume either the value 0 or 1. The next state of a cell is assumed to depend on itself and 
on its two neighbors (three-neighbourhood dependency). The cells evolve in discrete time steps 
according to some deterministic rule that depends only on logical neighbourhood. In effect, 
each cell consists of a storage element (D flip-flop) and a combinatorial logic implementing the 
next-state function. 
If the next-state function of a cell is expressed in the form of a truth table, then the decimal 
equivalent of the output is conventionally called the rule number for the cell [2]. 
Neighbourhood state 111 110 101 100 011 010 001 000 
Next state 0 1 0 1 1 0 1 0 (Rule 90) 
Next state 1 0 0 1 0 1 1 0 (Rule 150) 
The top row gives all eight possible states of the three neighboring cells (the left neighbor of 
the i th cell, the i th cell itself, and its right neighbor) at the time instant t. The second and third 
rows give the corresponding states of the ith cell at time instant t + 1 for two illustrative CA 
rules. On minimization, the truth tables for the rules 60, 90, 102, 150, 204, and 240 result in the 
following logic functions, where @ denotes XOR logic and qi(t) denotes the state of the i th CA 
cell at the i th time instant, q+l(t) and qi+l(t) refer to the state of its left and right neighbors. 
Rule 60: 4i(t + 1) = %-lo) 69 G(t), 
Rule 90: q& + 1) = %-l(t) @%+1(t), 
Rule 102: qi(t + 1) = Q(t) @%+1(t), 
Rule 150: q2(t + 1) = G-l(t) @4i(Q @42+1(t), 
Rule 204: 4i(t + 1) = q&), 
Rule 240: qi(t + 1) = %1(t). 
DEFINITION 2.1. (See [17].) 
(9 
(2; 
(iv) 
(v) 
Linear CA: If the next-state generating logic employs only XOR logic, then the 5’A is 
called an linear CA; otherwise, it is called a nonlinear CA. 
Complemented CA: Complemented CA employ XNOR logic for one or more CA cells. 
Group CA: A CA is called a group CA if all the states in its state-transition diagram lie 
on cycles, otherwise, it is referred to as a nongroup CA. 
Reachable State: In the state-transition diagram of a nongroup CA, a state having at 
least one in-degree is called a reachable state, while a state with no in-degree is called a 
nonreachable state. 
Cyclic State: Reachable states which lie on cycles are called cyclic states. 
(4 
(vii) 
Attractor: A state having a self-loop is referred to as an attractor. An attractor can be 
viewed as a cyclic state with unit cycle length. 
Depth: The maximum number of state transitions required to reach the nearest cyclic 
state from any nomeachable state in the CA state-transition diagram is defined as the 
depth of the nongroup CA. 
(viii) 
(xi) 
Level and Predecessor: Level of a state Si is defined as the minimum number of time steps 
required to reach a cyclic state starting from S,. 
Multiple-Attractor CA (MACA): The nongroup CA for which the state-transition diagram 
consists of a set of disjoint components forming (inverted) tree-like structures rooted at 
attractors are referred to as multiple-attractor CA. In case the number of attractors is one, 
we call the CA single-attractor CA(SACA). 
(4 TPMACA: TPMACA is a MACA such that every reachable state in the state-transition 
diagram has only two predecessors. TPSACA is a SACA such that every reachable state 
in the state-transition diagram has only two predecessors. The rank of T is n - 1 where T 
is the characteristic matrix of the TPSACA. 
(xi) a-tree: The tree rooted at a cyclic state o. is called the o-tree. 
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Figure 1 displays the state-transition diagram of a TPMACA. 
10000 . n=4 . r=rank=4 . depth=4 
10000 
T=01000  1 ?? minimal polynomial : In) =x%+1) - attractor : 0. 31 
00100 - No, of predecessors : 2 
00010 . nonreachable : state 8, 9. 22, 23 , 
Figure 1. Displays the state-transition diagram of a TPMACA 
Since the O-tree and another tree rooted at a nonzero cyclic state have very interesting rela- 
tionships, the study of the O-tree is necessary and very important. 
THEOREM 2.2. (See [15].) Th e number of predecessors of a reachable state and the number of 
predecessors of the state 0 in a linear nongroup CA are equal. 
LEMMA 2.3. (See [18].) Let TP denote p times application of the complemented CA operator T. 
Then 
Tpf(e) = [I &s T @ T2 @. . . @ Tp-‘1 [F(z)] $ [Tp] [f(z)], 
where T is the characteristic matrix of the corresponding noncomplemented rule vector and [F(x)] 
is an n-dimensional vector (n = number of cells) responsible for inversion after XiVORing. F(x) 
has ‘1’ entries (i.e., nonzero entries) for CA cell positions where XAJOR function is employed 
and f(x) is the current state assignment of the cells. 
3. THE BEHAVIOR OF COMPLEMENTED 
CA DERIVED FROM A LINEAR TPMACA 
By using basic paths in the O-tree of a linear TPMACA @, we obtain the state-transition 
diagram of complemented CA C’ derived from Cc such that the complement vector is a nonzero 
attractor of @. Also, we analyze the behavior of @‘. 
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LEMMA 3.1. Let C be a linear TPMACA with depth d and let F be a nonzero attractor in 
@ as a complement vector. Then the states 0 and F he on the same two-length cycle in thr 
complemented CA Cc’ corresponding to @. 
PROOF. Since F is an attractor of C, TF = F. Now 
TO=TOCBF by Lemma 2.3 
=F 
# 0, (because F # 0). 
But 
??O = T20 @ (T @ I)F by Lemma 2.3 
=TF@F 
=F@F 
= 0. 
Hence, the state 0 is a cyclic state of @’ and the cycle length is two. I 
THEOREM 3.2. Let Cc be a linear TPMACA and F be a nonzero attractor in Cc as a complement 
vector. Then the following hold. 
(1) If p is an attractor of Cc, then p $ F is also an attractor of C. 
(2) If p is an attractor of Cc, then ,0 and ,0 @ F are coalesced to form a two-length cycle, 
and thus, p and /3 $ F lie on the same two-length cycle in the complemented CA C’ 
corresponding to Cc. 
PROOF. 
(1) Since TF = F and TP = p, T(P @ F) = ,B $ F. Therefore, p @ F is an attractor of @. 
(2) T~=T~cJ~F 
=P@F 
# A (because F # 0) 
and 
T2p = T2p @ (T $ I)F 
=p@TF@F 
= P, (because TF = F). 
Hence, ,0 and p @ F lie on the same two-length cycle in the complemented CA @’ corresponding 
to cc. I 
THEOREM 3.3. Let Cc be a linear TPMACA. Let F be a nonzero attractor in Cc as a complement 
vector. If x is a state at the level 2m in the p-tree of Cc, then x is a state at the level 2m in the 
p-tree of @’ corresponding to @. 
PROOF. 
Tamx = T2mx $ (T- $ . . . $1) F 
=p$T2”-1F~T2m-2F~...~F 
=P@F@...@F (the number of Fs is 2m) 
=P 
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T2m-1x = T2m-1x $ (572”-2 @ . . @ 1) F 
= Bl,o @ F . . @ F (the number of Fs is 2m - 1) 
= B1.o @ F, 
where Bl,o is a level 1 state of the P-tree. But Bl,o # 0, Bl,o # F. and Bl,o # p. Thus, Bl.0 @F 
is not a cyclic state of @’ by Theorem 3.2. Hence, z is a state at the level 2m in the P-tree. 1 
THEOREM 3.4. Let @ be a linear TPMACA and F be a nonzero attractor in @ as a complement 
vector. If y is a state at the level 2m - 1 in the /?-tree of @, then y is rearranged at the level 2m - 1 
in the (/3 @ F)-tree of C’ corresponding to C. 
PROOF. 
T2m-ly = T2m-ly $ (T2”-2 $ $ I)F 
=,b@F@...@F (the number of Fs is 2m - 1) 
=4@F 
and 
j=72m-2 Y=T~~-~~$(T~~-~$...~~)F 
= Bl,o $ F $ . @ F (the number of Fs is 2m - 2) 
= qo, 
where Bl,o is a level 1 state of the P-tree of Cc. Since TB l,~=TBl,o~B==PFandBl,o#F, 
Bl,o is not a cyclic state of Cc’ by Theorem 3.2. Hence, y is a state at the level 2m - 1 in the 
(p @ F)-tree of Cc’. I 
EXAMPLE 3.5. Let Cc be a five-cell linear TPMACA with the rule (102,102,60,240,60), Then 
1 1 0 0 0 
0 1 1 0 0 
0 0 1 0 0 
0 0 0 1 1 
Now the characteristic polynomial of T is C(Z) = x3(1 + Z)~ and the minimal polynomial of T 
is m(z) = x3(1 + z). The state-transition diagram of @ as in Figure 2. 
For the case F = (00001) ’ is the complement vector, the state-transition diagram of C’ is as 
in Figure 3. 
The O-tree and the l-tree of 6: are coalesced in C’. Also, the states at the even levels of the 
O-tree and the l-tree of C remain unaltered in @‘, whereas the states at the odd levels of @ get 
interchanged between trees in Cc’. 
Now we construct the state-transition diagram of the complemented CA corresponding to a 
linear TPMACA. 
DEFINITION 3.6. Let Cc be a linear TPMACA and the depth of Cc be d. Let p be a nonreachable 
state of the a-tree of C. Then we call the path ,D + TP ---t . --) LY an o-basic path of the cr-tree 
of@. 
REMARK 3.7. Let C be a linear TPMACX with depth d. Then S~,O + Sd-l,o + . --f Sl,o ---f 0 
is a O-basic path of the O-tree of @, where TS,+l,o = Si,o (1 5 i 5 d - 1) and St,0 is the left-most 
state of level i of the O-tree of Cc. 
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Figure 2. The state-transition diagram of C 
Figure 3. The state-transition diagram of C’ 
THEOREM 3.8. (See [15].) Let c be a linear TPMACA. Given a O-basic path of the O-tree of @’ 
corresponding to @, we can construct the state-transition diagram of the O-tree of @’ as the 
following. If the states of the state-transition diagram of Cc (respectively, @‘) are labeled such 
that Sl,k (respectively, $,k) be the (k + l)th state in the Ith level, then 
where bl-lbl-a.. bl is the binary representation of k and the maximum value of k is 2l-l - 1 
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The following theorems deal with rearrangements of the tree-structures between a linear TP- 
MACA Cc and its complemented CA @‘. 
THEOREM 3.9. Let Cc be a linear TPMACA and the depth of @ be d. Let F be a nonzero 
attractor in @ as a complement vector. Given a O-basic path 
of the O-tree of C, we can construct a O-basic path 
_ 
s,,, -+ S&_l,O + . . --) 0 
of the O-tree of the complemented CA @’ corresponding to Cc as the following: 
Sr,o = 
$0, if 1 is even, 
S~,O @ F, if 1 is odd. 
PROOF. We first consider the case where d is odd. Since F is an attractor of Cc, TdF = Td-‘F = 
= TF = F. Now 
Td&,o = ?+d(&,O @F) 
= Td(Sd,o $ F) CD (Td-’ 63.. . $ T @ I) F 
=O$TdF$Td-lF@...@TF$F 
=O@F@F@...@F@F (the number of Fs is d + 1) 
= 0. 
But, 
Td-l$Q, = ~d-l(Sd,o @F) 
= Td-l(Sd,o C?3 F) @ (Td-2 @. $ I)F 
= Td-‘Sd,o @ F @ . . @ F (the number of Fs is d) 
= SI,O @ F. 
Since Sl,c # 0 and Sl,o # F, Sl,o @ F is not a cyclic state of Cc’ by Lemma 3.1. Therefore, 
&,O @ F is a state at level d of the O-tree of c’. Hence, S&c &I F is a nonreachable state of the 
O-tree of Cc’. Next, we consider the case where d is even. 
-d - T Sd,,, = ??dSd,o 
= TdSd,o @3 (Td-’ $ @ T $ I) F 
=O@F@...@F (the number of Fs is d) 
zz 0. 
But, 
,d-13, o = j-d-IS 
40 
= Td-‘&o @ (Td-2 @. @ 1) F 
= Sl,o @ F $ . . $ F (the number of Fs is d - 1) 
= Sr,o @ F. 
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Since Sl,o # 0 and &,o # F, &,o @F is not a cyclic state of Cc’ by Lemma 3.1. Therefore, S~,O 
is a state at the level d of the O-tree of @‘. Hence, SQ is a nonreachable state of the O-tree of @‘. 
Finally, we must prove that T&c = Si- r,e. 
For the case i is odd. 
TS,,o = qsi,o CEI F) 
= T(S,,o @ F) CD F 
= &-1,o 
= s&l (because i - 1 is even). 
For the case i is even, 
_- 
57 $,O = TSi,o 
= T&,0 @ F 
= S,-l,o @ F 
= Si_l,O (because i - 1 is odd). 
Hence, T&,0 = $_l,o for all i. I 
EXAMPLE 3.10. Since F = (0001) ’ in Figure 2, Sa,s = Ss,e@ F = lo@1 = 11, Sz,o = S2,o = 29, 
and Sr,e = Sl,o CO F = 3 @ 1 = 2. Th erefore, the basic path of the O-tree in the complemented 
CA @’ corresponding to Cc is 
11-+29--t2+0 
as shown in Figure 3. 
Also, s,,, = &,. @ Sl,o = 11 @ 3 = 8 and Saqa = &,a $ Sr,s $5’2~ = 11~ 29 @ 3 = 21 as shown 
in Figure 3. 
LEMMA 3.11. Let Cc be a linear TPMACA. The states lying at the i th level of the P-tree of Cc’ 
corresponding to Cc satisfy the following: 
&,k = Si,k BP (k = 0,. ,2i-l - 1) ) (*I 
where &,k is the (k + l)th state in the i th level of the ,Ctree of Cc’ and Si,k is in Theorem 3.8. 
PROOF. We will show (*) by induction on i. For i = 1, B 1,s is the only state lying at level 1 of 
the p-tree of Cc’. Now 
T(Sr,o@P) =T($,o@P)@F 
-_ 
= TSl,o @ P (because T,8 = ,6) 
= p. 
Since Sr,o @ ,S # ,S, Sr,a @ p is a state at Level 1 of the P-tree of C’. Hence, the statement is 
true for i = 1. Now assume that the statement is true for i = k. Since 
Sk+r,j @ S is an immediate predecessor of Bk,j. Therefore, jik+r,j @ fl = Bk+r,3. Hence, the 
statement is true for i = k + 1. This completes the proof. I 
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THEOREM 3.12. Let @ be a linear TPMACA with depth d. A P-basic path of the P-tree of @’ 
corresponding to Cc is 
&,O + B&1,0 + . ” --f P, 
where Bl,o is the state in Lemma 3.11 and .$,o is in Theorem 3.8 (1 5 1 5 d). 
PROOF. For 1 such that 1 < 1 5 d. 
T%l,O = T-l ($0 e/3) by Lemma 3.11 
= T1 (sl,o $ p) $ (T’-1 @. $ I) F 
= TL,?l,o $ (T1-l @. @s I) F @ T”P 
= T5$$ @ T’P 
=O@P 
=P 
and 
TBl,O = T (Is,,, cl3 P) by Lemma 3.11 
= T ($,o @ P) @ F’ 
= (T&,0 @F) @TP 
-- 
= T&,o @ P 
= SL-1,o e+ P by Theorem 3.9 
= kl,O. 
THEOREM 3.13. Let Cc be a linear TPMACA. The (k + l)th state lying at the Ith level of the 
P-tree of Cc’ corresponding to Cc satisfies the following. If B l,k is the state in Lemma 3.11, then 
l-1 
&,k = &,a @ c b,S,,o, 
i=l 
where bl_ 1 bl_2 . . bl is the binary representation of k and the maximum value of k is 2l-l - 1. 
PROOF. 
&,k = S,k BP by Lemma 3.11 
= ($,~@~b+S’~,~) @P byTheorem3.8 
l-l 
i=l 
l-l 
= 8,o CE c biS,,o. 
i=l 
I 
EXAMPLE 3.14. The basic path 27 -+ 13 -+ 18 --f 16 of the 18tree in Figure 3 is obtained by 
adding 16 to each state of the basic path 11 --t 29 + 2 --+ 0 of the O-tree in Figure 3. 
Also, the other states of the 16-tree are obtained by using the basic path of the 16-tree and 
the basic path of the O-tree in Figure 2. For example, 
and 
B3,3 = B3,o ~3 &,,I @ S2,o = 27 @ 3 @ 29 = 5 
B2,J = Bz,o CB Sl,O = 13 @ 3 = 14. 
4. CONCLUSIONS 
In this paper, by using basic paths in the O-tree of a linear TPMACA @, we obtained the state- 
transition diagram of complemented CA Cc’ derived from @ such that the complement vector 
is a nonzero attractor of C. Also, we analyzed the behavior of C’. In the generation of CA- 
based (perfect) hashing functions, the behavior of states is very important. So this work will be 
helpful for the generation of CA-based (perfect) hashing functions by using a linear (TPSACA) 
TPMACA. 
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