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EXTENSION TO INFINITE DIMENSIONS OF A STOCHASTIC SECOND-ORDER
MODEL ASSOCIATED WITH THE SHAPE SPLINES
FRANÇOIS-XAVIER VIALARD
Abstract. We introduce a second-order stochastic model to explore the variability in growth of biological
shapes with applications to medical imaging. Our model is a perturbation with a random force of the
Hamiltonian formulation of the geodesics. Starting with the finite-dimensional case of landmarks, we
prove that the random solutions do not blow up in finite time. We then prove the consistency of the
model by demonstrating a strong convergence result from the finite-dimensional approximations to the
infinite-dimensional setting of shapes. To this end we introduce a suitable Hilbert space close to a Besov
space that leads to our result being valid in any dimension of the ambient space and for a wide range of
shapes.
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1. Introduction
A new problem has emerged very recently in computational anatomy: the mathematical modeling and
the statistical study of biological shape changes. Medical applications are of great interest such as the early
detection of disease: for instance, Alzheimer’s disease induces hyppocampal atrophy. Current approaches
study the shape evolution through indicators (such as the volume or the length of characteristic patterns)
or through the parameters of objects with simple geometries (such as ellipsoids) used to describe the more
complex biological shape of interest. Therefore there is still room for a more quantitative analysis of the
variability of longitudinal data.
Although the analysis of shape evolution is quite a new question, the analysis of the variability of static
shapes has motivated tremendous research in recent years with broad applications in medical imaging.
Most of the efforts has been on developing tools to compare two static shapes. This problem is also
refered to as the registration problem. Numerous attempts to answer this problem introduce a metric
on the space of shape [20, 21] and the geodesic flow [22] on this space provides a powerful framework to
statistically study the variability of biological organs among a population [30]. Hence it seems reasonable
to build out of this framework proper tools to analyse the growth of shapes.
Our work contributes to the field of large deformation by diffeomorphisms that emerged twenty years ago
with the idea of studying shapes under the action of a group of transformations of the ambient space [15].
Thus the distance on the space of shapes is induced by the distance on a group of diffeomorphisms through
its action on shapes [27]. This framework has been widely applied to computational anatomy in the recent
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years [32, 5] and important contributions have been made even on numerical issues [8]. Different ways of
representing shapes have been introduced to fit in this framework, such as points of interest (also refered
to as landmarks), measures or currents for surfaces [13]. The application of the theory to images is also
important since it can avoid pre-segmentation operations that erase information. The approach of large
deformation by diffeomorphisms has therefore proven to be adaptable and powerful.
In attempting to describe the growth of biological organs, non-diffeomorphic evolutions should be taken
into account at some point. The so-called metamorphoses framework [28, 17] can deal with such evolutions.
However we will focus on the diffeomorphic case which is the first step to be understood.
The initial registration problem on images aims at minimizing a functional (see formula (1)) which is
the sum of two terms: the first being the cost of the transformation and the second being a similarity
measure between the transformed shape φ1.S0 and the target Starget.
(1) J(u) =
∫ 1
0
‖ut‖2V dt+ d(φ1.S0, Starget) ,
In this equation, ut ∈ L2([0, 1], V ) is a time-dependent vector field where V is a reproducing kernel
Hilbert space of vector fields and d is a distance on the space of shapes. The group of diffeomorphisms is
generated by the flow at time 1 of such time dependent vector fields and an action of this group on the
space of shapes. We have denoted the action of φ1 on S0 by φ1.S0. If there then exists a minimum to
this functional, this minimum will provide a balance between a good matching of the target shape and
the cost of the transformation.
The first term on the right-hand side in (1) should reflect the likelihood of the deformation φ1. Therefore
this matching procedure is motivated by a Bayesian approach as presented in [12]: the starting point is to
interpret the minimization of the functional (1) as a maximum a posteriori. Although in [12] no rigorous
results were established to make the connection between the MAP interpretation and the minimisation
problem, a rigorous asymptotic theory of the problem was developed recently in [7]. The author prove
a large deviation principle for which the rate is the first term of (1). The probabilistic foundations for
their work are given by the study of stochastic flows of diffeomorphisms developed in [18] and the random
object associated with the prior on the diffeomorphism in (1) is the stochastic flow defined by,
(2)
φt(x) =
∫ t
0
Ws(◦ds, φs(x)) ,
Wt =
∞∑
i=0
Bi(t)ei .
In these equations (Bi)i∈N are i.i.d Brownian motions, (ei)i∈N is an orthonormal basis of V and the
symbol ◦ stands for the Stratonovich integral. If the space of vector fields is smooth enough (regularity
assumptions on the kernel), the proof of the existence of the stochastic flow can be found in Theorem 4.6.5
of [18]. Through the action of the random diffeomorphisms, this approach gives evolutions of the shape
that are non- smooth in time due to the Brownian motions. However, at each time the transformation is
smooth in space as we can see in figures Fig. 1 and Fig. 2. In these two figures, we present the time evolution
(z-axis) of 40 points on the unit circle under the transformation of a Kunita flow of diffeomorphisms for
a Gaussian kernel of width 0.9.
Figure 1. Simulation of Kunita
flow - 40 points on the white unit cir-
cle as initial shape.
Figure 2. Simulation of Kunita flow - the
time axis is z, the blue arrow.
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We would definitely prefer a probabilistic framework for smooth evolutions of shapes that we think
are closer to biological growth evolutions (note that this hypothesis is heuristic). In addition, the large
deviation result in [7] does not lead to a generative model for diffeomorphic evolutions in this context.
One important property of the model would be the smoothness (i.e. not as rough as a standard path of
the Brownian motion) of trajectories.
To build a second-order model coherent with the framework developed for diffeomorphic matching is a
natural way to overcome this issue.
Let us discuss the finite-dimensional case of particles. In the landmark case, the minimization of (1)
reduces to the calculation of the geodesic flow on a Riemannian manifold. The Hamiltonian formulation
of this geodesic flow is often used in practical applications [3] and seems appealing as well to build
this second-order model. To describe time dependent evolutions we can introduce a control term in the
equation of the momentum that would guide the trajectory to match the evolution. Minimizing an energy
term on the control variable would lead to a generalized version of the splines on a Riemannian manifold
pioneered in [23]. We have recently studied this model that we called splines on shape spaces in [29]
focusing on the finite-dimensional case. The new evolution equations on the Riemannian manifold M of
landmarks (i.e. q ∈M stands for a group of points) are then
(3)
{
q˙ = −∂qH
p˙ = ∂pH + u ,
and we aim at minimizing
(4) E(u) =
∫ T
0
g(ut, ut) dt+
n∑
i=1
|qti − xti |2 ,
where g is a metric that measures the cost of the forcing term ut ∈ T ∗M . The random object associated
with this model is obtained by replacing ut with a standard white noise. Hence it can give a reasonable
stochastic model to generate C1 trajectories in M . This stochastic model seems promising to study since
we expect to keep the numerical tractability allowed by the Hamiltonian formulation.
However the main interesting feature concerning the modeling aspect of our work is the physical inter-
pretation of these equations. If we consider the evolution of landmarks as a physical system of particles,
it seems natural to introduce a random force to their evolution: an additive white noise is added to
the evolution equation of the momentum. This idea of perturbing the evolution equations with a ran-
dom force has been introduced for a long time in the stochastic fluid dynamics community ([6]). Our
stochastic system is a stochastic perturbation of Euler-Poincaré equation coding for the geodesics on a
group of diffeomorphisms (also refered to as EPDiff equation, [9]). From this point of view, this work
may have some relations with the study of stochastic perturbations of the vortex model ([4] and [2] for
a brief survey). We do not develop these links in this work but instead we will focus on this model of
growth of shape. However, to turn this model into a tractable candidate to deal with a collection of shape
evolutions at different times and to perform statistical studies on real data, we would need to introduce a
drift term (i.e. a deterministic forcing term) in the momentum equation. Finally, if the stochastic model
is well-posed when there is no forcing term, it will not be difficult to extend it.
By well-posed, we mean it possesses the following two features:
• the existence for all time of the solutions of the stochastic equations (since the Hamiltonian system
does not have linear growth),
• the extension of the model to infinite dimensions (on shape spaces) and associated convergence
results.
In this work, we answer both questions in the affirmative and the strategies followed are the classical ones:
for the non-blow-up result, the application of the Itô formula gives a linear control on the expectation of
the energy of the system measured by the Hamiltonian. The extension to infinite dimensions relies on
the construction of a new Hilbert space that is close to Besov space. This Hilbert space is much more
tractable than the classical Sobolev or Besov spaces and it suits perfectly our convergence result that is
somehow disconnected from the chosen Hilbert space for the approximation.
The paper is organized as follows: after an introduction to the deterministic case in Section 2 in which
we present the convergence to the infinite-dimensional case of curves, we prove in Section 3 that the SDE
in the finite-dimensional case of landmarks has solutions for all time. In Subsection 3.1, we prove the
property that the shape space should fulfill in order that the SDE in infinite dimensions is well defined.
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To give an example of such a space, we introduce in Section 4 a new Hilbert space Fs which has interesting
properties of stability under composition with smooth functions, product stability and which also contains
smooth functions.
We define the cylindrical Brownian motion in Section 5.1 and the Itô integral in a useful way for the
convergence results developed in Section 6. These results rely on approximation lemmas detailed in
Section 7 that are somehow disconnected from the finite-dimensional approximations. Section 8 draws on
the previous sections to illustrate applications of this convergence results. We also show some numerical
simulations. Finally Section 9 tries to open research directions around this stochastic second-order model
essentially motivated by applications.
2. Overview of the deterministic case
2.1. Optimal control heuristic. In this section we present an optimal control heuristic to derive the
Hamiltonian equations that can be formally applied in the finite or infinite-dimensional case. These results
are proven in [31] for the case of landmarks and in [14] in the case of curves.
Let G be the group of diffeomorphisms of Rd (d is the dimension of the ambient space) generated by
the flows of time dependent vector fields in L2([0, 1], V ) where V is a Reproducing Kernel Hilbert Space
(RKHS) of C1 vector fields on Rd with the additional hypothesis:
Assumption 1. There exists a continuous injection of the Hilbert space V of vector fields into C1, i.e.
there exists a positive constant K such that |v|1,∞ ≤ K|v|V for any v ∈ V .
We also say that V is 1−admissible. It is more demanding than the RKHS condition, namely that the
pointwise evaluation is a continuous form on V . In what follows, k : Rd ×Rd → L(T ∗Rd) will denote the
kernel of the RKHS.
Then the minimization problem (1) can be recast into an optimal control problem: if the space of shapes
is a Banach space E endowed with an action of the group G that we assume to be differentiable in the
following sense: There exists a linear map
V × E 7→ E
(v, q) 7→ v.q
such that for any v ∈ L2([0, 1], V ) we have
d
dt
[φ0,t.q] = vt.[φ0,t.q] a.e.,
φ0,1.q = q +
∫ 1
0
vt.[φ0,t.q] dt ∀t ∈ [0, 1].
The existence of a minimizer for the functional (1) in situations of interest is usually proven via standard
arguments of lower semi-continuity for the weak topology on L2([0, 1], V ). Let us assume that there exists
a minimizer v0 for the functional (1), then it also minimizes the energy
1
2
∫ 1
0 |vt|2V dt with fixed endpoint
φv0,1.q0 = φ
v0
0,1.q0. The optimal control theory enables us to be a little more general by assuming that we
are interested in the solutions of the minimization of:
(5)


inf 12
∫ 1
0 |vt|2dt
q(0) ∈M0
q(1) ∈M1
with M0,M1 two subsets of Q with tangent spaces at a point qi ∈Mi denoted by TqiMi for i = 0, 1. The
case ofM0 andM1 can be found in the case of curves considered up to reparameterization as demonstrated
in [10]: the two subsetsMi for i ∈ {0, 1} are generated by the action of the group of diffeomorphisms of S1
and the functional (1) may be invariant for this action. In that case, the Pontryagin Maximum Principle
(PMP, [1, 26]) provides orthogonality relations for the momentum. With E∗ the dual of E, the control
on q ∈ E is v ∈ V with an instantaneous cost function 12 |v|2V and we have q˙ = v.q. Then, the Hamiltonian
system associated with this minimization problem is
(6) H(p, q, v) = (p, v.q)E∗, E − 1
2
〈v, v〉V .
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Before minimizing in v, we need to assume that
V 7→ R
v 7→ (p, v.q)E∗, E
is a continuous linear form on V for any p, q ∈ E∗ × E (hypothesis (H1)).
For example in the case of landmarks the hypothesis (H1) just says that the pointwise evaluation on V is
continuous, i.e. V is a RKHS of vector fields. Then, by the Riesz theorem there exists p ⋄ q ∈ V ∗ defined
by the equation:
(p, v.q)E∗, E = −(p ⋄ q, v)V ∗,V .
This notation is taken from [17] and it is also known as the momentum map in geometric mechanics.
The second term of equation (6) can be rewritten as (Lv, v)V ∗×V . Then, at a minimum we can
differentiate in v to obtain
Lv + p ⋄ q = 0
or equivalently, v +K(p ⋄ q) = 0.
Therefore the ’minimized’ Hamiltonian is,
(7) H(p, q) = (p ⋄ q,Kp ⋄ q)V ∗,V − 1
2
〈v, v〉V = 1
2
(p ⋄ q,Kp ⋄ q)V ∗,V .
The Pontryagin maximum principle says that a minimizer of the problem (5) verifies the following Hamil-
tonian system {
p˙ = −∂qH(p, q)
q˙ = ∂pH(p, q) ,
with orthogonality conditions
p(0) ⊥ Tq(0) ,
p(1) ⊥ Tq(1) .
At this point, we need to give a sense to ∂qH(p, q) in (8). Assuming that q 7→ (p, v.q) is differentiable for
every q ∈ E, we write δq 7→ ∂q(p, v.q)(δq). In addition, we assume that ∂q(p, v.q)(δq) is a linear form on
V (hypothesis (H2)) that we denote
∂q(p, v.q)(δq) = −(∂q(p ⋄ q)(δq), v)V ∗×V .
The differentiation of H(p, q) reads,
∂qH(p, q) = (∂q(p ⋄ q),K(p ⋄ q)) .
In the landmark case, the second hypothesis (H2) says that the pointwise evaluation for the first derivative
of the vector fields is continuous on V . In particular, if V is 1−admissible, this condition is fulfilled.
We now present the case of landmarks that will be the cornerstone of this work. The Hamiltonian
system reads, if q
.
= (qi)i∈[1,n] are the particles in Rd and p
.
= (pi)i∈[1,n] are the associated momentums
(8)
{
p˙i = −
∑n
j=1 ∂1k(qi, qj)〈pi, pj〉Rd ,
q˙i =
∑n
j=1 k(qi, qj)pj .
This is the Hamiltonian system that will be perturbed in Section 3.
Let us discuss the case of curves following the point of view adopted in [14]. We consider generalized
closed curves, which means that we will work on Q = L2(S1,R
2). Of course, this framework can be
extended to Q = L2(M,Rd, µ) with M a compact Riemannian manifold and µ its associated measure,
for instance M = Sn the n-dimensional sphere or M = Tn the n-dimensional torus. The action by GV
is simply the left composition on Q. The map on V × Q induced by the action of GV is also the left
composition with v ∈ V : (v, q) 7→ v ◦ q and the hypothesis (H1) is verified if V is an admissible space of
vector fields since: ∫
M
〈v(q(s)), p(s)〉dµ(s) ≤ |p|L2 |v ◦ q|L2 ≤ |p|L2 |v|∞
√
µ(M) .
The second hypothesis (H2) is verified in this case too replacing v by dv. Remark that [∂qv ◦ q].δq =
[dv ◦ q](δq) ∈ L2(M,Rd, µ).
The transversality conditions are interesting in the case of curves considered up to reparameterization. If
the initial curve c0 and the final one c1 are smooth enough, the action of the diffeomorphism group of S1
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generates a large subspace of tangent vectors at ci for i = 0, 1: let w be a smooth vector field on S1, if ψt
is the flow generated by w, we have ddt t=0φt(x) = w(x) then,
{s 7→ w(s)c′i(s) |w ∈ X∞(S1)} ⊂ Tci .
The orthogonality condition says that pi ⊥ Tci and considering all the choices for w (any smooth vector
field on S1) we obtain that
〈pi(s), c′i(s)〉 = 0 a.e. s ∈ S1 .
2.2. Convergence to the infinite-dimensional case. We develop a consequence of the Hamiltonian
formulation of the equations originally written in [14], not written in this article. This paper presents a
rigorous proof of the existence in all time of the solutions to the Hamiltonian equations when the space
of closed curves is the Hilbert space H = L2(S1,R
2) and the momentum variable lies in the dual space
of H, identified to H. The structure of the momentum variable is determined by the differentiation of
the attachment term in (1) and the situation p ∈ H arises for a large class of attachment term. The
Hamiltonian system
∂qH(pt, qt) = −pt(.)
∫
S1
∂1k(qt(.), qt(s))pt(s)ds ,(9a)
∂pH(pt, qt) =
∫
S1
k(qt(.), qt(s))pt(s)ds ,(9b)
has solutions for all time for any initial conditions (p0, q0) ∈ H2.
A simple though important remark is
Remark 1. The ODE (9) conserves the common structure of p and q: i.e. if p and q are both constant
(in space) on an interval (resp. a measurable set on S1) then the solution (p, q) will be constant on this
interval (resp. on this measurable set).
The consequence of this remark is that the landmark case is a special case of the ODE (9). Consider the
n-dimensional subspace of H for n ≥ 1, Hn = Spani∈[0,n−1](1[ i
n
, i+1
n
[), then Hn is one candidate to describe
the trajectories of n landmarks, taking initial conditions (p0, q0) ∈ Hn ×Hn. It gives also a convergence
property by the continuity of solutions of a Lipschitz ODE system. With stronger assumptions on the
convergence of qn but still the same assumption on the convergence for pn, we obtain strong convergence
of qn.
Proposition 1. Let (pn0 , q
n
0 ) ∈ Hn ×Hn be initial conditions for the system (9) with limn 7→∞(pn0 , qn0 ) =
(p, q) then, the solutions (pnt , q
n
t ) converge in H × H to (pt, qt) uniformly for t in a compact set. If we
assume in addition that limn 7→∞ ‖qn− q‖∞ = 0 then limn 7→∞ ‖qnt − qt‖∞ = 0 uniformly for t in a compact
set.
Proof. The first point is the direct application of the continuity theorem for the Banach fixed point
theorem with parameter. The second point is a consequence of the first one: since
(10) |v ◦ qn − v ◦ q|L2 ≤ |dv|L∞ |qn − q|L2 ≤ K|v|V |qn − q|L2 ,
it implies that pn ⋄ qn is bounded in V and it is weakly convergent to p ⋄ q. Then the convergence in V
and Assumption 1 implies the convergence in L∞ uniformly for t in a compact set. 
3. The stochastic model for landmarks
The simplest perturbation of the deterministic Hamiltonian equations to obtain a second-order stochas-
tic model is the addition of a white noise in the momentum equation. Closely related to splines on shape
spaces introduced in [29], this stochastic model is also presented but only in the finite-dimensional case.
dpt = −∂qH(pt, qt) dt+ εdBt ,(11a)
dqt = ∂pH(pt, qt) dt .(11b)
Here, ε is a positive real parameter and Bt is a Brownian motion on R
dn and we can think of the kernel
as a diagonal kernel, for instance the Gaussian kernel or the Cauchy kernel (which verify hypothesis (H1)
and (H2)). To study this SDE, we will use the Itô stochastic integral. From the theorem of existence and
uniqueness of solutions of stochastic differential equation under the condition of linear growth, we can
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work on the solutions of such equations for a large range of kernels. However in our case the Hamiltonian
is quadratic, and the classical results for existence and uniqueness of stochastic differential equations only
prove that the solution is locally defined. In the deterministic case, the Hamiltonian which represents the
energy of the system remains constant along the geodesic paths. By controlling the Hamiltonian of the
stochastic system, we will prove that the solutions are defined for all time.
First remark that if x ∈ Rd and α ∈ Rd then
(12) 〈α, k(x, x)α〉Rd ≤ K2|α|2Rd .
Now we introduce the stopping times defined as follows: let M > 0 be a constant and
(13) τM = {t ≥ 0 | max(|qt|, |pt|) ≥M} ,
let also τ∞ = limM→∞ ↑ τM be the explosion time.
Differentiating H(pt∧τM , qt∧τM ) with respect to t, we get on (t < τM ):
dH(t) = ∂qH(pt, qt)dqt + ∂pH(pt, qt)dpt +
ε2
2
n∑
i=1
tr(k(qi(t), qi(t)))dt .
In the deterministic case the Hamiltonian is constant, whereas the stochastic perturbation gives
∂qH(pt, qt)dqt + ∂pH(pt, qt)dpt = ε∂pH(pt, qt)dBt .∫ T∧τM
0
dH(t) =
∫ T∧τM
0
ε〈∂pH(pt, qt), dBt〉+
∫ T∧τM
0
ε2
2
n∑
i=1
tr(k(qi(t), qi(t)))dt ,
E[H(pT∧τM , qT∧τM )] ≤ H(0) + E(
ε2
2
dnT ∧ τM) ≤ H(0) + (Kε)2dnT .
Now, we aim at controlling qt∧τM using the control on dqt given by |∂pH(pt, qt)|∞ ≤ K
√
H(pt, qt):
(14) |qτM∧t| ≤ |q0|+
∫ τM∧t
0
KH(ps, qs)
1/2ds ≤ |q0|+
∫ τM∧t
0
KH(ps∧τM , qs∧τM )
1/2ds
≤ At .= |q0|+
∫ τ∞∧t
0
KH(ps∧τ∞ , qs∧τ∞)
1/2ds .
However, 0 ≤ At P a.s. and by monotone convergence theorem (recall that H is non-negative),
E(At) = lim
M→∞
(|q0|+ E
(∫ t∧τM
0
KH(ps∧τM , qs∧τM )
1/2ds
)
.
Also,
(15) E
(∫ t∧τM
0
H(ps∧τM , qs∧τM )
1/2ds
)
≤ E
(∫ t
0
H(ps∧τM , qs∧τM )
1/2ds
)
Fub.
=
∫ t
0
E
(
H(ps∧τM , qs∧τM )
1/2
)
ds
Jen.≤
∫ t
0
E (H(ps∧τM , qs∧τM ))
1/2 ds
CS+(14)
≤
√
t
(∫ t
0
(H(0) + (Kε)2nds) ds
)1/2
.
We deduce
E(At) ≤ |q0|+K
√
t
(∫ t
0
(H(0) + (Kε)2nds) ds
)1/2
<∞ and At <∞ P a.s.
and as a consequence
lim sup
M→∞
|qt∧τM | < +∞P a.s.
We also control the evolution equation of the momentum as follows,
(16) |pt∧τM | ≤
∫ t∧τM
0
|∂qH(ps, qs)| ds+ |p0 +
∫ t∧τM
0
εdBs | .
Now we use the assumption 1 to control ∂qH(p, q):
|∂qH(p, q)| ≤ |p||dv(q)| ≤ K|p|H1/2 .
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We rewrite inequality (16) and we use Gronwall’s Lemma to get:
|pt∧τM | ≤
∫ t∧τM
0
K|ps|H(ps, qs)1/2 ds+ |p0 +
∫ t∧τM
0
εdBs | ,
|pt∧τM | ≤
(
|p0|+ sup
u≤t
|
∫ u∧τM
0
εdBs |
)
e
∫ t∧τM
0 KH(ps,qs)
1/2ds ,
|pt∧τM | ≤
(
|p0|+ sup
u≤t∧τ∞
|
∫ u
0
εdBs |
)
e
∫ t∧τ∞
0 KH(ps,qs)
1/2ds .
The first term on the right-hand side |p0|+supu≤t∧τ∞ |
∫ u
0 εdBs | is bounded by |p0|+supu≤t |
∫ u
0 εdBs | <∞P a.s. and with inequality (15) we have that
e
∫ t∧τ∞
0 KH(ps,qs)
1/2ds <∞P a.s.
Since on (τ∞ ≤ t) one has
lim
M→∞
max(|qt∧τM |, |pt∧τM |) = lim
M→∞
|pt| =∞ ,
we deduce P (τ∞ ≤ t) = 0 and τ∞ = +∞ almost surely.
We have proven for the case ε(p, q) = εId,
Proposition 2. Under assumption 1 and if ε : Rnd×Rnd 7→ L(Rnd) is a Lipschitz and bounded function,
the solutions of the stochastic differential equation defined by
dpt = −∂qH(pt, qt)dt+ ε(pt, qt)dBt
dqt = ∂pH(pt, qt)dt.
do not blow up in finite time a.s.
Proof. To extend the proof to the case when ε is a Lipschitz and bounded function of p and q, we just
prove that the preceding inequalities are still valid.
First, thanks to the Lipschitz property of ε the solutions are still defined locally. The Itô formula now
reads, on (t < τM)
dH(t) = ∂xH(pt, xt)dxt + ∂pH(pt, xt)dpt +
1
2
tr(εT (pt, xt)Kxtε(pt, xt))dt .
where kx is block matrix defined by kx
.
= [k(xi, xj)]1≤i,j≤n.
We still have the inequality (14) with
tr(εT (pt, xt)kxtε(pt, xt)) ≤ (Knd|ε|∞)2
if |ε(p, x)w|2 ≤ |ε|2∞|w|2∞ where |ε|∞ denotes the supremum norm. Indeed, if (ei)i∈[1,nd] the canonical
basis of Rnd, denoting ε
.
= ε(x, p), we have
tr(εtkxε) =
nd∑
i=1
〈ε(ei), kxε(ei)〉 ≤ λ∗kx
nd∑
i=1
〈ε(ei), ε(ei)〉 ,
where λ∗kx is the largest eigenvalue of kx. We have λ
∗
kx
≤ tr(kx) =
∑n
i=1 tr(k(xi, xi)) and using (12) we
get tr(k(xi, xi)) ≤ dλ∗k(xi,xi) ≤ dK2 so that λ∗kx ≤ K2nd. Hence,
tr(εtkxε) ≤ K2nd
nd∑
i=1
|ε|2∞ ≤ (Knd|ε|∞)2 .
Thus we get, ∫ T∧τM
0
dH(t) ≤
∫ T∧τM
0
〈∂pH(pt, xt), ε(pt, xt)dBt〉+
∫ T∧τM
0
(Knd|ε|∞)2
2
dt ,
E[H(T ∧ τM )] ≤ H(0) + E((Knd|ε|∞)
2
2
T ∧ τM ) ≤ H(0) + (Knd|ε|∞)2 T ,
and all the remaining inequalities follow easily with the control on H and the bound on ε. 
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The first comment is that this model perturbs as expected the trajectories of the deterministic system
and the model provides realistic evolutions for biological shapes contrary to Kunita flows. When ε → 0,
the solutions of the system (17) converge to the corresponding geodesic ε = 0. The first simulation1 in
figure Fig. 3 represents the geodesic evolution of a template (40 equidistributed points on the white unit
circle) to the target (40 points on the white ellipse deduced of the initial points with affine transformation),
the color change from blue to red represents the time evolution from 0 to 1. The kernel is a Gaussian
kernel of width 1.0. The other three simulations are perturbations of this geodesic evolution in which
we progressively increase the standard deviation of the white noise from ǫ = 0.9 to 1.7 and 3.5. Remark
that we have normalized the noise by dividing with the square root of n
.
= 40 as it will be suggested by
extension to the infinite-dimensional case. It means that the total variance of the noise in the system is
equal to dǫ2 where d is the dimension of the ambiant space (d = 2).
The relative smoothness in time is evident in comparison to the simulations of the first order stochastic
model.
Figure 3. Geodesic evolution - 40
points on the unit circle.
Figure 4. White noise perturba-
tion of the geodesic - ǫ = 0.9
Figure 5. Increasing the variance
of the noise - ǫ = 1.7
Figure 6. Increasing the variance
of the noise continued - ǫ = 1.7
3.1. Toward the stochastic extension. Back to the stochastic Hamiltonian system, a natural limit of
the system (11) appears when increasing the number of landmarks: roughly speaking the energy of the
noise should be kept constant. Therefore the Brownian motion in the system (11) could be interpreted
as the projection of a cylindrical Brownian motion on L2(S1,R
2). A white noise on the particles can be
extended to a white noise on the parameterization of the shape. However we would like to deal with more
general noise than the white noise related to that particular parameterization, this is the reason why a
general variance term will be studied.
Let us first discuss this extension from a heuristic point of view.
We give a short definition of the white noise on H = L2(S1, µ,R
2) with µ the Lebesgue measure. We will
come back to this definition later on.
1We used a simple Euler scheme to simulate the SDE
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Definition 1. Let (Bi)+∞i=0 be a family of independent real valued Brownian motions and (ei)
+∞
i=0 an
orthonormal and complete basis of H. The process Bt =
∑+∞
i=0 B
i
tei is called a cylindrical Brownian
motion on H.
Our approach leads to the following equations,
dpt = −[pt
∫
S1
∂1k(qt, qt(s))pt(s)ds]dt+ εdBt ,(17a)
dqt = [
∫
S1
k(qt, qt(s))pt(s)ds]dt .(17b)
There are important issues to be discussed in the structure of this stochastic system. We study these
Hamiltonian equations (17) with q ∈ Q and p ∈ P for P and Q some undefined Hilbert spaces. This
study will provide us with some informations on suitable spaces to develop our approach.
We want Q to contain a large set of piecewise constant functions to account for the landmark case as
described above for any number of particles .
Property 1. Piecewise constant (at least for a large range of partitions of S1 in intervals) functions are
contained in Q such that the case of landmark can be treated within this space.
To properly define the term
∫
S1
k(., qt(s))pt(s)ds in equation (17b), we can add these two following
hypothesis
Property 2. P and Q are dual and we have the injections
Q →֒ L2 →֒ P .
Property 3.
If K is a smooth function, f ∈ Q 7→ K ◦ f ∈ Q is locally Lipschitz.
Now the term
∫
S1
k(., qt(s))pt(s)ds is well defined by kqp(.)
.
= (p, k(., q))P,Q. If kqp(.) is sufficiently
smooth, then the last property gives a sense to (17b):
dqt = kqp ◦ q dt .
Let us study equation (17a) which can be rewritten as
dpt = −pt (dvqp ◦ q) dt+ εdBt ,
with dvqp(.)
.
= (p, ∂1k(., q))P,Q. If this map is smooth enough, dvqp ◦ q ∈ Q thanks to property 3. To give
a sense to p(dvqp ◦ q) ∈ P , we ask for the following
Property 4. Q is an algebra, the multiplication is continuous for the norm on Q.
Indeed if p ∈ Q and q0 ∈ Q, then we can define p.q0 ∈ P defined by:
(p.q0, q)P,Q = (p, q0q)P,Q ,
the right-hand term being continuous w.r.t. q since the product is continuous.
Finally the noise term should belong to P as follows,
Property 5. The paths of the cylindrical Brownian motion t → Bt lie almost surely in C([0, T ], P ) for
all T > 0.
This last property ends to give a sense to equation (17a).
This set of conditions is a guide to get a proper space to prove the results. It is well known that H1(S1)
satisfies all these properties but it does not contain piecewise constant functions. We will present in
the next section a candidate for (P,Q) that fulfills all the previous properties in any dimension (curves,
surfaces, . . .).
Once the system is well-posed, the other issue to be discussed is the existence of solutions to this sto-
chastic system on P,Q and the convergence of the projections (landmark case) to the infinite-dimensional
case. As we want to be slightly more general on the noise term, we will tackle the case when
ε : P ×Q 7→ L(P )
is Lipschitz and bounded which would be a natural extension of proposition 2.
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4. The Hilbert spaces Fs = Q and F−s = P
In this section, we present the spaces P,Q that verify all the properties of 3.1. At first sight, we could
think about a Sobolev space on the Haar basis. Hopefully the properties we need would be verified.
However, it is not convenient to work with Sobolev spaces on the Haar basis to prove the Lipschitz
property of the composition with a smooth function. This is our motivation to slightly modify this space
by defining the space Fs = Q for s > 0 and F−s = P which are well suited to easily obtain the required
properties of subsection 3.1.
Recall that H = L2(S1,R), we consider the Haar orthonormal basis with ψ0(x) = χ[0, 1
2
[ − χ[ 1
2
,1[ and
ψn,k(x) = 2
n
2 ψ0
(
2n(x− k2n )
)
for n ≥ 1 and 0 ≤ k ≤ 2n − 1 and the constant function ψ−1,0 := 1.
We define the Haar coefficients of a function f ∈ H by
fn,k = 〈f, ψn,k〉H ,
for n ∈ [−1,+∞[ and k ∈ An .= [0, 2n − 1] if n ≥ 0 and A−1 = {0}.
Let us start with a simple remark.
Remark 2. Let g ∈ L∞(S1,R) be a function, we have
|gn,k| ≤ |g|∞|ψn,k|L1 = 2−
n
2 |g|∞ .
Definition 2. We define Hs = {f ∈ H; |f |2Hs =
∑∞
n=−1
∑
k∈An 2
ns|fn,k|2 < +∞}, with s ≥ 0 a nonnega-
tive real number. For s < 0, we define Hs as the dual of H−s.
We study some properties of an element in this Hilbert space.
Proposition 3. An element f ∈ Hs for s > 1 is continuous in every x ∈ [0, 1] which is not a dyadic
number, more precisely, if a = 2k+1
2n+1
with an integer k such that 2k + 1 ∈ [0, 2n+1 − 1] and (x, y) ∈
B(a, 12n+1 )
2, then with C2s =
∑+∞
i=0 2
−i(s−1) = 2
s−1
2s−1−1
(18) |f(x)− f(y)| ≤ Cs 2
2n
(s−1)
2
|f |Hs .
Proof. We define for x ∈ [0, 1] and n ≥ −1,
Ax,n = {k ∈ An |x ∈ Supp(ψn,k)} .
Remark that for each n there exists one and only one k in Ax,n. We will use this remark in the next
inequalities. Also, the difference |f(x) − f(y)| does not involve terms in the sequence that are constant
on the ball B(a, 1
2n+1
), thus we have with Cauchy-Schwarz inequality and using the remark (2),
|f(x)− f(y)| ≤
∑
l≥n

 ∑
k∈Ax,l
|fl,k|2
l
2 +
∑
k∈Ay,l
|fl,k|2
l
2

 ,
|f(x)− f(y)| ≤ 2|f |Hs
√∑
l≥n
2−l(s−1) ,
|f(x)− f(y)| ≤ Cs 2
2n
(s−1)
2
|f |Hs ,
which is the result. 
Remark 3. This proof gives also that the sup norm is bounded by the Hs norm for s > 1:
|f |∞ ≤ Cs|f |Hs .
Now, we introduce the suitable Hilbert space Fs.
Definition 3. We define the Hilbert space for s ≥ 0,
Fs = {f ∈ H ||f |2 =
∫ 1
0
f2 dx +
∑
n,k
2ns−1
∫
In,k
|f(x+ 1
2n+1
)− f(x)|2dx <∞},
with In,k = [
k
2n ,
k
2n +
1
2n+1 ]. Its dual is denoted by H−s.
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We have the following inclusion
Proposition 4. We have the inclusion Fs ⊂ Hs and if s > 1 and
|f |Hs ≤ |f |Fs .
Proof. To see this fact, we apply the Cauchy-Schwarz inequality
f2n,k = 2
n(
∫
In,k
f(x+
1
2n+1
)− f(x)dx)2 ,
f2n,k ≤
1
2
∫
In,k
|f(x+ 1
2n+1
)− f(x)|2dx .
Moreover,
(
∫
S1
f(x)dx)2 ≤
∫
S1
f(x)2dx ,
so that we have |f |Hs ≤ |f |Fs . 
We want our space to be big enough to contain usual functions. In the following, we prove that Fs contains
Lipschitz functions for s < 2 and also, if s < 2:
Lipdyad(S1)
.
= {f ∈ L2(S1,R)|∃n, f|In,k ∈ Lip(In,k,R)∀k ∈ [0, 2n − 1]} ⊂ Fs .
This fact is important since it means that we can deal with a wide range of shapes in this space.
Proposition 5. If s < 2, Fs contains piecewise Lipschitz functions,
Lipdyad(S1) ⊂ Fs.
Proof. Let f ∈ Lip(S1,R) be a Lipschitz function and M be its Lipschitz constant. Then we have
2ns−1
∫
In,k
|f(x+ 1
2n+1
)− f(x)|2dx ≤ M2
ns−1
23n+3
so that if s < 2, f ∈ Fs. 
The following proposition is needed to ensure the stability of our stochastic system. For example, if G is
Lipschitz and bounded, the growth of G ◦ f is linear:
Proposition 6. If s > 1, G a real Lipschitz function and f ∈ Fs, then G ◦ f ∈ Fs and also,
(19)
|G ◦ f |Fs ≤ Lip(G)|f |Fs + |G ◦ f |L2 ,
|G ◦ f |Fs ≤ Lip(G)|f |Fs + |G(0)| .
with Lip(G) the Lipschitz constant for G.
Proof. Applying the Lipschitz property we have,∫
In,k
|G ◦ f(x+ 1
2n+1
)−G ◦ f(x)|2 dx ≤
∫
In,k
Lip(G)2|f(x+ 1
2n+1
)− f(x)|2 dx ,
then,
(20) |G ◦ f |2Fs − |G ◦ f |2L2 ≤ Lip(G)2(|f |2Fs − |f |2L2) .
Since for any couple (a, b) of nonnegative real numbers a2 + b2 ≤ (a+ b)2, we have the first inequality.
The second inequality is the application of inequality (20) to the function g = G ◦ f − G(0) using the
inequality |g|L2 ≤ Lip(G)|f |L2 . 
We need to go further by proving that the composition is locally Lipschitz if G′ is Lipschitz.
Proposition 7. If s > 1, G a real C1 function such that G′ is locally Lipschitz then, for any r > 0 there
exists M > 0 such that
|G ◦ f1 −G ◦ f2| ≤M |f1 − f2| ,
if (f1, f2) ∈ B(0, r)2. If G′ and G′′ are bounded then the Lipschitz constant M has linear growth,
M ≤
√
2(|G′|∞ + 3Csr|G′′|∞) .
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Proof. For notation convenience, we will denote by for i = 1, 2 and δ > 0,
∆fi(x) = fi(x+ δ)− fi(x) .
We will control the quantity∫
In,k
|(G ◦ f1 −G ◦ f2)(x+ 1
2n+1
)− (G ◦ f1 −G ◦ f2)(x)|2dx .
We will divide by ∆f1, it is permitted in this situation, since we can extend the definition with the
equation (22). Let a ≤ b be two real valued numbers. We have, with µ the Lebesgue measure∫ b
a
|∆(G ◦ f1 −G ◦ f2)|2dµ ≤ 2
∫ b
a
|∆(G ◦ f1)
∆f1
∆f1 − ∆(G ◦ f2)
∆f2
∆f1|2dµ(21)
+2
∫ b
a
|∆(G ◦ f2)
∆f2
∆f1 − ∆(G ◦ f2)
∆f2
∆f2|2dµ .
Observe that the second term can be bounded easily:∫ b
a
|∆(G ◦ f2)
∆f2
∆f1 − ∆(G ◦ f2)
∆f2
∆f2|2dµ ≤
∫ b
a
( sup
|y|≤Csr
|G′(y)|)2 |∆f1 −∆f2|2dµ ,
and we have the Lipschitz property on this term. Now we bound the first term. Remark that
(22)
∆(G ◦ fi)
∆fi
(x) =
∫ 1
0
G′(t∆fi(x) + fi(x))dt ,
we get,
|∆(G ◦ f1)
∆f1
− ∆(G ◦ f2)
∆f2
|∞ ≤
∫ 1
0
sup
|y|≤3Csr
|G′′(y)||t∆(f1 − f2) + f1 − f2|∞ dt .
Since for |t| ≤ 1, |t∆(f1 − f2) + f1 − f2|∞ ≤ 3|f1 − f2|∞ ≤ 3Cs|f1 − f2|Fs , we obtain,
|∆(G ◦ f1)
∆f1
− ∆(G ◦ f2)
∆f2
|∞ ≤ sup
|y|≤3Csr
|G′′(y)|3Cs|f1 − f2|Fs .
Back to the inequality (21), we obtain∫ b
a
|∆(G ◦ f1 −G ◦ f2)|2dx ≤ 2
∫ b
a
( sup
|y|≤Csr
|G′(y)|)2 |∆(f1 − f2)|2dµ+
2
∫ b
a
(
sup
|y|≤3Csr
|G′′(y)|3Cs|f1 − f2|Fs
)2
|∆f1|2 dµ .
Remark also that on the L2 norm, applying the Lipschitz property,
|G ◦ f1 −G ◦ f2|2L2 ≤ sup|y|≤Csr
|G′(y)|2|f1 − f2|2L2 .
We get the result,
|G ◦ f1 −G ◦ f2|2Fs ≤ 2
(
( sup
|y|≤Csr
|G′(y)|)2 + ( sup
|y|≤3Csr
|G′′(y)|3Cs)2|f1|2Fs
)
|f1 − f2|2Fs .
To be more precise in the proposition, we obtain the following inequality on the Lipschitz constant of the
composition on every Fs ball of radius r > 0:
(23) M ≤
√
2( sup
|y|≤Csr
|G′(y)|)2 + 2( sup
|y|≤3Csr
|G′′(y)|3Csr)2 .
The linear growth of the Lipschitz constant is the direct application of this inequality. 
Proposition 8. Let K : Rj 7→ R be a C1(Rn,R) function with K ′ locally Lipschitz, s > 1, then
(f1, . . . , fj) ∈ (Fs)j 7→ K(f1, . . . , fj) ∈ Fs is Lipschitz on every bounded ball.
We do not give the details of the proof of this proposition since it is a particular case of a generalization
of this proposition which will be stated in proposition 13. A direct consequence of this proposition is that
Fs is an algebra. In the next proposition, we give an explicit bound for the continuity of the multiplication.
Even if it is a direct application of the last proposition, we can give a better bound.
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Proposition 9. The product in Fs is continuous for s > 1 and,
|fg|Fs ≤ 2Cs |f |Fs |g|Fs .
Proof. First we bound the L2 norm
|fg|2L2 ≤ |f |2∞|g|2L2 ,
|fg|2L2 ≤ C2s |f |2Fs|g|2L2 .
Now with the inequality
|∆(fg)|2 ≤ 2(|g|2∞|∆f |2 + |f |2∞|∆g|2) ,
we obtain the result |fg|2Fs ≤ 4C2s |f |2Fs |g|2Fs . 
The first natural generalization in two dimensions of Hs is the tensor product Hs ⊗Hs′. We could do
the same for Fs but we prefer a slightly different definition of a space Fs,s′ (Although it turns to define
exactly the tensor product Fs ⊗Fs′). We will take advantage of this definition to extend the composition
property.
Definition 4. Let (s, s′) be two positive real numbers, the space Fs,s′ ⊂ L2(T2) is defined by
Fs,s′ = Fs(S1, Fs′),
in the following sense with In,k = [
k
2n ,
k
2n +
1
2n+1
],
|f |2Fs,s′ =
∫
S1
|f |2Fs′ dx +
∑
n,k
2ns−1
∫
In,k
|f(x+ 1
2n+1
)(.)− f(x)(.)|2Fs′dx <∞ .
Remark 4. This definition can be rewritten in a more explicit form,
Fs,s′(T ) = {f ∈ L2(T )| |f |2Fs,s′ =
∫
S1
|f(x, .)|2Fs′ dx +
∫
S1
|f(., y)|2Fs dy +∑
n,k,n′,k′
2ns+n
′s′−2
∫
In,k
∫
In′,k′
|∆2,n′(∆1,nf)|2dx dy <∞} ,(24)
with ∆1,nf = f(x+
1
2n+1
, y)− f(x, y) and ∆2,nf = f(x, y + 12n+1 )− f(x, y).
In what follows, we will denote c2(n,k),(n′,k′) :=
∫
In,k
∫
In′,k′
|∆2,n′(∆1,nf)|2dx dy.
As in the one-dimensional case, the injection Fs,s′ →֒ Hs,s′ would be again a straightforward application
of Cauchy-Schwarz inequality. However we provide a different proof using the following proposition:
Proposition 10. As defined in 4, we have
Fs,s′ = Fs ⊗ Fs′ ,
and as a consequence, Fs,s′ →֒ Hs,s′.
Remark that the identification is here allowed since each of the two spaces are L2 subspaces.
Proof. Let (n, k), (n′, k′) be two couples of integers, then (φn,k⊗ψn′,k′)(n,k),(n′,k′) is an orthonormal Hilbert
basis in Fs ⊗ Fs′ by the definition. From the remark 4, this is also true in Fs,s′ .
If u⊗ v ∈ Fs ⊗ Fs′ , then
|u⊗ v|Hs,s′ = |u|Hs |v|Hs′ ≤ |u|Fs |v|Fs′ ,
and the second assertion is verified. 
Now we prove that if f is sufficiently smooth then f belongs to Fs,s′ . It requires to control one more
derivative than in the one-dimensional case.
Proposition 11. Let f be a C1 function such that y → ∂1f(x, y) is Lipschitz uniformly in the first
variable x, then f ∈ Fs,s′ for s < 2 and s′ < 2.
STOCHASTIC SHAPE SPLINES 15
Proof. We will denote by Lip1,2 the Lipschitz constant in the second variable of ∂1f . We need to estimate
the integrals detailed in (24), we will denote by c(n,k),(n′,k′) each integral. Using the Lipschitz property,
we have
|∆2,n′(∆1,nf)| ≤
∫ x+ 1
2n+1
x
|∂1f(u, y + 1
2n′+1
)− ∂1f(u, y)| du ≤ Lip1,22−(n
′+n+2) .
Then, we have
c(n,k),(n′,k′) =
∫
In,k
∫
In′,k′
|∆2,n′(∆1,nf)|2dx dy ≤ Lip21,2 2−3(n
′+n+2).
Summing up on (k, k′), we get that∑
(n,k),(n′,k′)
2ns+n
′s′−2c2(n,k),(n′,k′) ≤
∑
(n,k),(n′,k′)
Lip21,2 2
n(s−3)+n′(s′−3)−8,
≤
∑
n,n′
Lip21,2 2
n(s−2)+n′(s′−2)−8.
In the equation (25), the right-hand side converges if s < 2 and s′ < 2. To conclude the proof, the first
two terms in the Fs,s′ norm according to the formula (24) are well defined thanks to the proposition 5
which requires s < 2 and s′ < 2. 
Remark 5. Again, any function for which there exists a finite dyadic partition of T such that the re-
striction of f on each domain of the partition satisfies the condition in the proposition 11 belongs to
Fs,s′.
Next, we will state the relevant inequalities to prove the needed properties. At this point, it is worthwhile
to generalize a little the spaces we introduced in order to extend our results to any dimension. Observe
that Fs is a Hilbert algebra of functions. A way to generalize our result is to study Fs(S1, F ) where F is
a Hilbert space of functions which is also an algebra. Although we could be more general, we will assume
further that F ⊂ L2(Tn) where Tn is the n-dimensional torus: Tn .= Rn/Zn. As in the previous definition,
Definition 5. Let s > 0 be a positive real number, the space Fs(F ) is by
Fs(F ) = Fs(S1, F ) ,
in the following sense:
with In,k = [
k
2n ,
k
2n +
1
2n+1
], a function f ∈ L2(Tn+1) belongs to Fs(F ) if
|f |2Fs(F ) :=
∫
S1
|f(x)|2F dx +
∑
n,k
2ns−1
∫
In,k
|f(x+ 1
2n+1
)− f(x)|2F dx <∞ .
We have
(25) Fs(F ) = Fs ⊗ F .
The last equation (25) uses the same argument as in proposition 10.
Proposition 12. Let us assume that F is a RKHS on a space X and that there exists a constant CF
such that supx∈X |f(x)| ≤ CF |f |F . If s > 1 then the following inequalities hold for f ∈ Fs(F ) = Fs ⊗ F ,
sup
s∈S1
|f(s)|F ≤ Cs|f |Fs(F )
sup
s∈S1
|∆1f |F ≤ Cs|∆1f |Fs(F )
sup
(s,x)∈S1×X
|f(s, x)|∞ ≤ CsCF |f |Fs(F ) ,
where ∆1 is a difference operator defined for δ > 0 as (∆1g)(x)
.
= g(x + δ) − g(x). Moreover proposition
3 is also verified.
Proof. If u ∈ Fs⊗F , then u =
∑
n,m∈N2 αn,men⊗ fn, with (en)n∈N and (fn)n∈N Hilbert basis respectively
for Fs and F . By definition,
∑
n,m∈N2 α
2
n,m <∞. Hence, we have,
u =
∑
m∈N
(
∑
n∈N
αn,men)⊗ fm =
∑
m∈N
Em ⊗ fm .
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Then, we can apply the evaluation at point z ∈ S1 since Fs is also a RKHS. We denote by Cz the norm
of the evaluation at point z ∈ S1: the sequence
∑N
m=0Em(s)fm is a Cauchy sequence in F since
|
q∑
n=p
En(z)fn|2F =
q∑
n=p
En(z)
2
rkhs prop.
≤ C2z
q∑
n=p
|En|2Fs .
As a consequence, the evaluation at point z ∈ S1 is well defined and it makes the space Fs ⊗ F a RKHS
on S1 with values in F . Furthermore, as Cz ≤ Cs, we have:
sup
z∈S1
|f(z)|H ≤ Cs|f |Fs(F ) .
The second inequality is the application of the first one to ∆1f and the last one just uses the assumption
on the RKHS F . 
Now, we can easily generalize the work done in one dimension.
Proposition 13. Let F ⊂ L2(Tn,Rk) for k ≥ 1 be a RKHS algebra with a continuous injection in
L∞(Tn,Rk). Assume that the left composition with an element H ∈ C l(Rk,Rk)
F ∋ g 7→ H ◦ g ∈ F
is Lipschitz on every ball B(0, r) of constant CH(r). Then,
• if G ∈ C l+1(Rk,Rk), the composition
Fs(F ) ∋ f 7→ G ◦ f ∈ Fs(F ) ,
is Lipschitz on every ball,
• with the additional assumption that the left composition with G′ and G′′ in F are locally Lipschitz
such that there exists a polynomial real function P verifying max(CG′(r), CG(r)) ≤ P (r) for r > 0,
then there exists a constant depending on F and s, a ∈ R+ such that the Lipschitz constant CG,Fs(F )
for the left composition with G on Fs(F )
CG,Fs(F )(r) ≤ arP (r) .
Proof. We first need to prove that if f ∈ Fs(F ) then G ◦ f ∈ Fs(F ). With the proposition 12, we have
that
(26) sup
x∈S1
|f(x)|H ≤ Cs|f |Fs(F ).
Then, we obtain for the first term in the norm,∫
S1
|G ◦ f −G(0)|2F dµ ≤ C2sC2G(Cs|f |Fs(F ))|f |2Fs(F ) .
For the term involving the difference, we need to introduce again the formula,
(27) ∆x(G ◦ f) = (
∫ 1
0
G′(t∆xf + f)(∆xf)dt) ,
which is now allowed since G′ is C l. The formula (27) uses the fact that F ⊂ L2(Tn,Rk) to give a
sense to the composition. As F is an algebra, we have G′(t∆xf + f)∆xf ∈ F . Obviously we have also
t∆xf + f ∈ BF (0, 3r0) for |t| ≤ 1 and r0 = Cs|f |Fs(F ). With the inequality (26), we get
(28) |G′(t∆xf + f)∆xf |F ≤ 3Mr0|∆xf |FCG′(3r0) ,
with M the constant associated with the continuity of the multiplication in F :
∀(f, g) ∈ F 2 , |fg|F ≤M |f |F |g|F .
Remark that G′(t∆xf + f) can be seen as a matrix valued function. We use the matrix norm implied by
the Euclidean norm on Rk. The inequality (28) directly proves that G ◦ f ∈ Fs(F ) with in addition:
|G ◦ f −G(0)|2Fs(F ) ≤ [max(3Mr0CG′(3r0), CsCG(r0))]2 |f |2Fs(F ) .
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We now prove the Lipschitz property:
let f1 and f2 be two elements in Fs(F )
2 with max(|f1|Fs(F ), |f2|Fs(F )) ≤ r1. With the Lipschitz property
of the composition on F we have with r2 = Csr1,
(29)
∫
S1
|G ◦ f1(x)−G ◦ f2(x)|2F dx ≤
∫
S1
C2G(r2)|f1(x)− f2(x)|2F dx .
For the remaining terms, we use again the formula (27):
|∆x(G ◦ f1 −G ◦ f2)|2F ≤ 2M2[|∆x(f1 − f2)|2F (
∫ 1
0
|G′(t∆xf1 + f1)|F dt)2
+ |∆xf2|2F (
∫ 1
0
|G′(t∆xf1 + f1)−G′(t∆xf2 + f2)|F dt)2] .
(30)
The last term of inequality (30) can be bounded as follows,
(31)
∫ 1
0
|G′(t∆xf1 + f1)−G′(t∆xf2 + f2)|F dt ≤ 3Cs|f1 − f2|Fs(F )CG′(3r2) .
We then obtain,
|∆x(G ◦ f1 −G ◦ f2)|2F ≤ 2M2[|∆x(f1 − f2)|2F (3r2CG′(3r2))2
+ |∆xf2|2F (3Cs|f1 − f2|Fs(F )CG′(3r2))2] .
(32)
For notation convenience, we define K(r1) := 3r2CG′(3r2) and we finally get, combining equations (29)
and (32)
(33) |G ◦ f1 −G ◦ f2|2Fs(F ) ≤ max(4M2K2(r1), C2G(r2))|f1 − f2|2Fs(F ) .
This inequality implies directly the last item in the proposition. 
We have presented all the material necessary to generalize easily our results. We generalize Fs in dimension
n ≥ 3 as it is already done in one and two dimensions.
Definition 6. We define by recurrence Fs where s = (s1, . . . , sn) ∈ Rn+ by for n ≥ 3,
Fs1(S1, F(s2,...,sn)) = Fs1 ⊗ . . . ⊗ Fsn .
We denote its dual F−s, s∗ = mini∈[1,n] si and s∗ = maxi∈[1,n] si.
To sum up our work to this point, we have defined a RKHS algebra Fs for a multi-index s which is stable
under the composition with smooth functions. The continuity of the product is detailed in appendix with
proposition 26 (it is also a byproduct of the previous result on the composition with smooth functions in
proposition 13). We will now prove that Fs is big enough. Provided that linear functions are in Fs, the
proposition of the composition 13 answers this question. We can have a better result:
Proposition 14. If s∗ < 2 and f ∈ Cn(Tn,Rk) then f ∈ Hs and |f |Hs ≤ cn|f |n,∞.
Proof. By recurrence, this true for n = 1. With the inequality,
(34)
|f |2Fs ≤
∫
S1
c2n−1|f(x)|2n−1,∞dx+
∑
n,k
2ns−1
∫
In,k
(
∫ x+ 1
2n+1
x
cn−1|∂1f |n−1,∞dx)2 ,
|f |2Fs ≤ c2n−1|f |2n,∞(1 +
∞∑
n=0
2n(s−2)−4) .
We have the result with c2n = c
2
n−1(1 +
∑∞
n=0 2
n(s−2)−4). 
As a direct application of this proposition, we get
Definition 7. If n ≥ 2, a dyadic partition of Tn is a product of a dyadic partitions in one dimension.
Proposition 15. If max s < 2 and f ∈ L2(Tn,Rk) such that there exists a dyadic partition on which the
restriction of f is Cn then f ∈ Hs.
The space of functions such that the restriction is Cp on a dyadic will be denoted Cpdyad(Tn,R
k). In the
next section, we will present the cylindrical Brownian motion and we will prove that almost surely its
trajectories are continuous paths in H−s, therefore in F−s. To sum up the properties of Fs,
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Theorem 1. The Hilbert space Fs ⊂ L2(Tn,Rk) satisfies the following properties
• the left composition with a function G ∈ Cn+1(Rk,Rk) is locally Lipschitz,
• if s∗ > 1 then Fs is an algebra with continuous product,
• the cylindrical Brownian motion defines a continuous random process in F−s,
• if s∗ < 2 then Cpdyad(Tn,Rk) ⊂ Fs.
We can now deduce an important property to prove the existence for all time of the SDE solutions.
Proposition 16. If the kernel k has continuous derivatives,
∂l+nk(x, y)
∂lx∂ny
l, n ∈ [1,m+ 2] ,
a couple (p, q) ∈ F−s × Fs defines an element of V by kqp(x) = 〈k(x, q), p〉Fs×F−s, with s = (s1, . . . , sm).
Moreover, the following mappings are Lipschitz
F−s × Fs ∋ (p, q) 7→ kqp ◦ q ∈ Fs ,(35)
F−s × Fs ∋ (p, q) 7→ 〈p, (∂xkqp) ◦ q〉F−s×Fs ∈ F−s .(36)
Proof. First, for any x, kqp(x) is well defined: since y 7→ k(x, y) is Cm+2, we apply the Theorem 1 to get
k(x, q) ∈ Fs. Hence, kqp(x) is well defined. Our goal is to prove that kqp(x) is Cm+2 and ∂xkqp is Cm+1.
Thus we would obtain that kqp ∈ V . The composition with a Cm+1 function being locally Lipschitz on
Fs, the results will follow.
To prove the continuity of x 7→ kqp(x), we just need the weak convergence in Fs:
k(xn, q(.)) ⇀n 7→∞ k(x, q(.))
when limn 7→∞ xn = x.
We first prove that k(xn, q(.)) →L∞ k(x, q(.)): thanks to the injection Fs →֒ L∞(Tm,Rd), |q|∞ ≤ r0.
Since k is continuous, it is uniformly continuous on W ×B(0, r0) with W a compact neighborhood of x.
Then, for any ε > 0, there exists δ > 0 such that if |xn − x| ≤ δ, we have |k(xn, y)− k(x, y)| ≤ ε and as a
consequence |k(xn, q)− k(x, q)|∞ ≤ ε.
We now prove that k(xn, q) is bounded in Fs: as ∂
n
y k(x, y) for n ∈ [1,m+1] is bounded on any compact
set, we get that k(xn, q(.)) ∈ Fs is bounded in Fs.
Since L1 ⊂ L∞(Tm)′ ⊂ F−s (thanks to Fs →֒ L∞(Tm)) every weak subsequence of k(xn, q(.)) converges
to k(x, q(.)). Then, limn 7→∞ kqp(xn) = kqp(x). Therefore kqp is continuous. By the same proof, kqp is a
C1 function:
as k is Cm+1, we apply the same argument to
kqp(x+tnv)−kqp(x)
tn
− ∂1kqp(x)(v) for v ∈ Rd and t 6= 0. We
have,
kqp(x+ tnv)− kqp(x)
tn
− ∂1kqp(x)(v) =
∫ 1
0
∂1kqp(x+ stnv, q)(v)p − ∂1kqp(x)(v)ds .
The sequence
∫ 1
0 ∂1kqp(x+ stnv, q(.))(v) − ∂1k(x, q(.))(v)ds converges in L∞ to 0 by uniform continuity
of ∂1k on every compact set. It is also bounded in Fs since ∂1k is C
m+1 in the second variable. We get
the same conclusion as above.
Since the pointwise derivative ∂1kqp(v) is continuous (by the same argument than for kqp we have that
∂1kqp(v) is continuous) d[kqp] = (∂1k)qp.
By recurrence the result is extended to ∂nxkqp for n ∈ [1, n + 2]: we obtain that H = 12〈p, kqp〉 < ∞ and
kqp ∈ V .
To prove that the mapping (p, q) 7→ kqp is Lipschitz on every compact, the composition is Lipschitz on
every bounded ball if ∂1k is C
m+1 in the second variable. Hence we deduce that for each x0, the maps
q ∈ Fs 7→ k(x0, q) ∈ Fs and q ∈ Fs 7→ ∂1k(x0, q) ∈ Fs are Lipschitz. The Lipschitz constant can be
bounded for x0 ∈ K by continuity of the kernel derivatives.
As the dual pairing is Lipschitz we obtain the result. Then by triangular inequality we also obtain that
kqp ◦ q is Lipschitz in both variables and so is 〈p, (∂xkqp) ◦ q〉. 
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5. Cylindrical Brownian motion and stochastic integral
The goal of this section is to define the stochastic integral
∫ T
0 u(x)dBx for u a suitable random variable
with values in Fs. We will give a self-contained presentation inspired by [11] provided basic knowledge
of the Itô stochastic integral. However we aim at presenting it in order to keep up the finite-dimensional
approximations for landmarks.
First we provide an elementary and self-contained introduction to the cylindrical Brownian motion in H.
The construction here puts the emphasis on the finite-dimensional approximations obtained by projection
on finite-dimensional subspaces which are the counterpart in the noise model of the finite-dimensional
approach with landmarks. We will then present in 46 the stochastic integral.
5.1. Cylindrical Brownian motion in L2(S1,R). We start with the simplest situation where the un-
derlying space in the one dimensional torus S1 and H = L
2(S1,R).
Let (Bn,k)n≥0,k∈An be a collection of continuous independent standard one-dimensional Brownian mo-
tions (BM) on (Ω,F, P ) a probability space. For any n ≥ 0, and consider the H valued random process
W nt
.
=
n−1∑
l=−1
∑
k∈Al
Bl,kt ψl,k .
At a given time, the coefficients of W nt in the orthonormal basis of H are i.i.d. Gaussian variables with
variance t (truncated at rank n). Moreover, since
(37) Hn
.
= Span{ψl,k,−1 ≤ l < n, k ∈ An }
is the 2n-dimensional space of piecewise constant on the dyadic partition of S1 at scale 2−n, W nt ∈ Hn
is obviously a random piecewise constant function. Moreover, for any f ∈ Hn f .=∑n−1l=−1∑k∈Al fl,kψl,k,
we get
(38) 〈f,W nt 〉H =
n−1∑
l=−1
∑
k∈Al
fl,kB
l,k
t ∼ N(0, |f |2H ) .
More generally, for any f1, f2 ∈ Hn, (〈f1,W nt 〉H , 〈f2,W nt 〉H) are jointly Gaussian, centred with covariance
(39) Γi,j
.
= E(〈fi,W nt 〉H〈fj ,W nt 〉H) = 〈fi, fj〉H .
In particular, if we introduce φn,k
.
= 2n/21[k2−n,(k+1)2−n[ for any 0 ≤ k ≤ 2n − 1, the φn,k’s define an
orthonormal basis of Hn. Denoting γn,kt
.
= 〈φn,k,W nt 〉H , we get from (38) and (39) that
(40) W nt = 2
n/2
2n−1∑
k=0
γn,kt 1[k2−n,(k+1)2−n[
where (γn,kt )t≥0 is a i.i.d. family of 2
n standard Brownian motions indexed by k.
A cylindrical Brownian motion on H is the limit of W nt when n → ∞. A well known but important
fact is that this limit is not defined in H since E(|W n+j′t |2n) = t2n → +∞ but in any H−s for s > 1.
Indeed, |W n+jt −W n+j
′
t |2H−s ≤ R2n,t
.
=
∑∞
m=n+1 2
−ms∑
k∈Am |B
m,k
t |2 so that
E( sup
j,j′≥0
|W n+jt −W n+j
′
t |2H−s) ≤ E(R2n,t) = Cn,st
with Cn,s
.
= 2(n+1)(1−s)/(1 − 21−s). Therefore a.s., W nt is a Cauchy sequence in H−s and one can define
Wt as the limit in H−s of W nt . In fact, it will be helpful to do a little more. Since the process t → W nt
has continuous trajectories in Hs, one can look for a limit in C(R+,Hs) for the uniform topology.
For any T > 0, we have
sup
j,j′≥0
sup
0≤t≤T
|W n+jt −W n+j
′
t |2H−s ≤ R2n
.
=
∞∑
l=n+1
2−ls
∑
k∈Al
sup
0≤t≤T
|Bl,kt |2
so that using the Doob inequality E(sup0≤t≤T B2t ) ≤ 4E(B2t ) for the standard Brownian motion, we get
E
(
sup
j≥0
sup
0≤t≤T
|W n+jt −W nt |2H−s
)
≤ 4Cn,sT .
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Hence a.s. t → W nt is a Cauchy sequence in C([0, T ],H−s). Since T > 0 is arbitrary, we can define a
limit process W living in C(R+,H−s) such that for any T ≥ 0
E( sup
0≤t≤T
|Wt −W nt |2H−s) ≤ 4Cn,sT .
5.2. Cylindrical Brownian motion in L2(Tm,R). For a general m ≥ 1, since L2(Tm,R) = L2(T1,R)⊗
· · ·⊗L2(T1,R), the construction of the W n is built from the Hilbert basis obtained by usual tensorisation.
To be more explicit, we denote by
ψml,k
.
= ⊗mi=1ψl(i),k(i)
for any l = (l(i))1≤i≤m and k = (k(i))1≤i≤m such that l(i) ≥ −1 and k(i) ∈ Al(i) for l(i) ≥ −1. Now, if
In
.
= { (l, k) | l(i) ≤ n, 1 ≤ i ≤ m}
Hn = span{ψml,k | (l, k) ∈ In}
and I∞ = ∪n≥0In, we define from a family (Bl,k)(l,k)∈I∞ of i.i.d. standard BM
(41) W nt
.
=
∑
(l,k)∈In
Bl,kt ψ
m
l,k .
As previously, if f ∈ Hn, we have t→ |f |−1/2H 〈f,W nt 〉 is a standard BM and for any f, g ∈ Hn,
(42) (〈f,W nt 〉〈g,W nt 〉) = t〈f, g〉H .
In particular, if
φmn,k
.
= 2mn/21∏m
i=1[k
(i)2−n,(k(i)+1)2−n[, k
(i) ∈ J0, 2nJ
the family (φmn,k)k∈J0,2nJm is an orthonormal basis of H
n based on a dyadic partition of Tm in cells of size
2−n × · · · × 2−n. As previously, we have
(43) W nt =
∑
k∈{0,···2n−1}m
〈W nt , φmn,k〉φmn,k = 2nm/2
∑
k∈{0,···2n−1}m
γn,kt 1
∏m
i=1[k
(i)2−n,(k(i)+1)2−n[
where (γn,k) is a family of i.i.d. BM.
For Hs = ⊗mi=1H−si, with s = (s1, · · · , sm), we get immediately that W nt is a Cauchy sequence in Hs as
soon as s∗
.
= mini si > 1 converging uniformly on any time interval [0, T ] to a process W ∈ C(R+,H−s).
More precisely,
(44) E( sup
0≤t≤T
|Wt −W nt |H−s) ≤ 4Cn,sT
with Cn,s∗ = (
∑∞
l=n+1 2
−l(s∗−1))m.
5.3. Cylindrical Brownian motion in H = L2(Tm,R
d). For a general d ≥ 1, the previous definition on
cylindrical Brownian motion can be extended easily in the more general situation where H = L2(Tm,R
d).
Indeed, we define W
.
= (W (1), · · · ,W (d)) where (W (i))1≤i≤d is a family of i.i.d. cylindrical Brownian
motions in L2(Tm,R) as defined previously. The finite dimension approximations are defined accordingly
on
(45) Hn
.
= span{(ψml1,k1 , · · · , ψmld,kd) | (lj , kj) ∈ In 1 ≤ j ≤ d } .
In this case, there is an analog of inequality (45), with the constant
Cn,s∗ = d(
∞∑
l=n+1
2−l(s∗−1))m.
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5.4. Stochastic integral. We assume basic knowledge of the Itô integral and we directly deal with the
general case on H = L2(Tm,R
d). We recall that Fs →֒ H →֒ F−s. Having in mind applications that we
will develop later, we need to introduce the space of integrands.
Let us denote by L(F−s) the space of continuous endomorphisms of F−s. If u ∈ L(F−s), then there exists
a constant denoted by |u| such that
|u(e)|F−s ≤ |u||e|F−s .
Definition 8. The set LT contains all random variables u : [0, T ] × Ω 7→ L(F−s) verifying,
• (t, ω)→ u(t, ω) is B[0, T ]⊗A measurable,
• ω → u(t, ω) is Ft−measurable for t ∈ [0, T ],
• ∫ T0 E[|u(t)|2] dt <∞ .
Now, we want to give a sense to
(46)
∫ T
0
u(t)dWt ,
for u ∈ LT . To this end, we first define
(47)
∫ T
0
u(t)dW nt =
∑
l′∈N
(
∫ T
0
l<n∑
l,k
ul
′
l,kdB
l,k
t )el′ ,
with (el′)l′∈N an orthonormal basis of F−s. Each term
∫ T
0
∑l<n
l,k u
l′
l,kdB
l,k
t are well-defined since it is a
finite sum of Itô integrals and we have with the Doob inequality
(48) E[ sup
t∈[0,T ]
|
∫ t
0
l<n∑
l,k
ul
′,k′
l,k dB
l,k
t |2] ≤ 4
l<n∑
l,k
∫ T
0
E[(ul
′
l,k)
2]ds .
Therefore we get,
(49) E[ sup
i′≥i≥0
sup
t∈[0,T ]
|
∫ t
0
u(t)dW n+i
′
t −
∫ T
0
u(t)dW n+it |2F−s ] ≤ 4
∑
l′∈N
n+i′−1∑
l=n+i
∑
k∈Al
(
∫ T
0
E[(ul
′
l,k)
2]ds)|el′ |2F−s
≤ (
n+i′−1∑
l=n+i
∑
k∈Al
|ψn,k|2F−s)
∫ T
0
E[|u(s)|2]ds ,
since ∑
l′∈N
(
∫ T
0
E[(ul
′
l,k)
2]ds)|el′ |2F−s =
∫ T
0
E[|u(s)(ψl,k)|2]ds .
We also have |ψn,k|F−s ≤ |ψn,k|H−s , and then
n+i′−1∑
l=n+i
∑
k∈Al
|ψn,k|2F−s ≤
n+i′−1∑
l=n+i
∑
k∈Al
|ψn,k|2H−s ≤ (Cn+i,s∗ − Cn+i′,s∗) .
Hence,
∫ T
0 u(t)dW
n
t is a Cauchy sequence in C([0, T ], F−s, |.|∞).
The next property is the application of the previous Doob inequality (49) when σ is bounded.
Proposition 17. Assume that σ ∈ LT is bounded by |σ|∞ then we have,
E[ sup
t∈[0,T ]
(∫ t
0
σ(s)(dW n+ls − dW ns )
)2
] ≤ 4|σ|2∞T (Cn+i,s∗ − Cn+i′,s∗) .(50)
6. Solutions to the SDE on P ×Q
Recall that P = F−s and Q = Fs. Let E = P × Q be the phase space equipped with the product
Hilbert structure. Considering the injection i : F−s → E defined by w 7→ (w, 0) and identifying W with
i ◦W and W n with i ◦W n, we can assume that W and the projections W n are C(R, E)-valued. Now, for
any n ≥ 0, we introduce the finite-dimensional subspace En .= Hn ×Hn ⊂ E where Hn is given by (37).
We denote also E∞
.
= ∪n≥0En which defines a dense subspace of E. The space En is finite-dimensional
and the restriction of the Hamiltonian H on En is well defined. Moreover, if the kernel K(a, b) is C
2 on
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each variable, then H(x) = H(p, q) is C2 in the variable x ∈ En. We can define the C1 function f on En
as
(51) x 7→ f(x) .= (−∂qH(x), ∂pH(x))T ∈ En, x ∈ En .
Let σ : E∞ → lE be a Lipschitz map on any ball of E∞ and let (Xn)0≤t<τ be the pathwise continuous
solution of the SDE
(52) dYt = f(Yt)dt+ σ(Yt)dW
n
t , Y0 = x
n
0
defined until explosion time τn. We need to consider the following hypothesis.
H0: The space V can be continuously embedded in Cm+1b (R
d,Rd) ie there exists C > 0 such that
|v|m+1,∞ ≤ C|v|V for any v ∈ V .
H0’: The trace of the operator induced by on Hn by ∂
2
pH(X
n
s ) can be controlled as
(53) tr(σT k(Qn, Qn)σ) ≤ c .
Note that if H0 holds, then for any b, b′ ∈ Rd, K(., b)b′ ∈ V and K is Cm+1 in each variable. Moreover,
the second hypothesis H0’ will be verified (in lemma 1) for σ a Lipschitz mapping in L(Fs) with the
additional assumption that for every X ∈ E, σX(L1) ⊂ L1 and the norm of this restriction (with the
L1 norm) is bounded uniformly in X. However it can be interesting to keep this hypothesis for slightly
different models.
Proposition 18. Under assumption H0, the explosion time of the SDE (52) is almost surely infinite ie
Xn is defined for t ≥ 0 a.s.
Proof. Let R > 0 be a positive real number and τnR = inf{ t ≥ 0 | |Xnt | ≥ R } (which is well defined since
Xn exists and is continuous until explosion time). We denote by τn = limR→∞ τnR, so that on the event
(τn < ∞) the solution Xnt blows up for t → τn. Using Itô formula for the process H(Xnt∧τnR) we get for
Xnt = (P
n
t , Q
n
t )
H(Xnt∧τnR) = H(x
n
0 ) +
∫ t∧τnR
0
(∂qH(X
n
s )dQ
n
s + ∂pH(X
n
s )dP
n
s )
+
1
2
〈(σ(Xns )dW n)T (∂2pH(Xns )σ(Xns )dW n〉s .
Since we have
• ∂qH(Xnt )dQnt + ∂pH(Xnt )dPnt = ∂Hp(Xnt )σ(Xnt )dW nt
• from H0’, we have that almost surely, for all t∫ t
0
〈(σ(Xns )dW n)T∂2pH(Xns )σ(Xns )dW n〉s ≤ ct .
we get
H(Xnt∧τnR) ≤ H(x
n
0 ) +Mt∧τnR +
∫ t∧τnR
0
1
2
c ds
where Mt∧τnR is a bounded continuous martingale. So that with the hypothesis H0’ we have,
E(H(Xnt∧τnR )) ≤ H(x
n
0 ) +
1
2
c (t ∧ τnR) .
In particular, E(
∫ t∧τnR
0 H(X
n
s )ds) ≤ tH(xn0 ) + c4 t2 <∞ and using Fatou Lemma
(54) E(
∫ t∧τn
0
H(Xns )ds) ≤ tH(xn0 ) +
c
4
t2 <∞
so that almost surely
(55)
∫ t∧τnR
0
H(Xns )ds <∞ .
Now, for x = (p, q) ∈ En, we consider
vx(z)
.
=
∫
Tm
K(z, q(z′))p(z′)dz′ ∈ V
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for which
(56)
1
2
|vx|2V =
1
2
∫
Tm×Tm
p(z)TK(q(z), q(z′))p(z′)dzdz′ = H(x) .
From (55) and (56), we can define by pathwise integration a continuous random process
Φn
.
= (Φnt )0≤t<τnR
solution of the flow equation,
(57)
∂
∂t
Φnt = vXnt (Φ
n
t ) .
Assuming a continuous embedding V →֒ Cm+1(Rd,Rd), Φnt∧τnR is almost surely a C
m+1 diffeomorphism
and there exists a constant D such that almost surely
(58) |Φnt∧τnR |m+1,∞ ≤ C exp(C
√
t(
∫ t∧τnR
0
H(Xns )ds)
1/2) .
In the sequel, we denote by C a generic constant non depending on n, t and R possibly changing from line
to line. Thus, since Qnt∧τnR = Φ
n
t∧τnR(q
n
0 ) and supn≥0 |qn0 |Fs < ∞, we get from Theorem 1 and proposition
16 that, uniformly in n, we have almost surely (for maybe a different but still universal constant C, see
above)
(59) Knt
.
= lim sup
R→+∞
|Qnt∧τnR |Fs ≤ C exp(C
√
t(
∫ t∧τn
0
H(Xns )ds)
1/2) < +∞ .
In particular, Qnt does not blow up for t→ τn on τn <∞. Therefore it is sufficient to show that Pnt does
not blow up as well to get by contradiction that τ =∞ almost surely.
As from the continuous embedding on V in Cm+1, |dvx|m,∞ ≤ C|vx|V , we get from proposition 16
|dvXt∧τn
R
(Qnt∧τn)|Fs ≤ C|H(Xt∧τnR)|1/2Knt and using the continuity of the product in Fs (i.e. there exists
M > 0 such that |ff ′|Fs ≤M |f |Fs |f ′|Fs for any f, f ′ ∈ Fs) we obtain for any δq ∈ Fs
|dvXt∧τn
R
(Qnt∧τn)δq|Fs ≤ C|H(Xt∧τnR)|1/2Knt |δq|Fs .
Therefore,
(60)
∣∣∣∣
∫
Tm
〈dvXt∧τn
R
(Qnt∧τn(z))
∗Pns∧τnR(z), δq(z)〉Rddz
∣∣∣∣
=
∣∣∣∣
∫
Tm
〈Pns∧τnR(z), dvXt∧τnR (Q
n
t∧τn(z))δq(z)〉Rddz
∣∣∣∣ ≤ C|H(Xt∧τnR)|1/2Knt |Pnt∧τnR |F−s |δq|Fs
and
|∂qH(Xnt∧τnR)|F−s ≤ C|H(Xt∧τnR)|
1/2Knt |Pnt∧τnR |F−s
since ∂qH(X
n
t∧τnR) = dvXt∧τnR (Q
n
t∧τn)∗Pns∧τnR . We deduce that
|Pnt∧τnR |F−s ≤ |p
n
0 |F−s +CKnt
∫ t∧τnR
0
H(Xs∧τnR)
1/2|Pns∧τnR |F−s + |
∫ t∧τnR
0
σ(Xns )dW
n
s |F−s
and from Gronwall’s Lemma
(61) |Pnt∧τnR |F−s ≤
(
|pn0 |F−s + sup
u≤t∧τnR
|
∫ u∧τnR
0
σ(Xns )dW
n
s |F−s
)
e
MCKnt
√
t(
∫ t∧τnR
0 H(Xs∧τnR
)ds)1/2
.
Since from the Doob inequality we have for s∗ = inf1≤i≤m si
(62) E( sup
u≤t∧τnR
|
∫ u∧τnR
0
σ(Xns )dW
n
s |2H−s) ≤ 4|σ|2∞tC−1,s∗
with a right-hand side independent of R, we deduce that almost surely
(63) sup
u≤t∧τ
|
∫ u∧τnR
0
σ(Xnu )dW
n
u |F−s ≤ sup
u≤t∧τ
|
∫ u∧τnR
0
σ(Xnu )dW
n
u |H−s < +∞ .
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and from (55), (59) and (63), we get almost surely
sup
R→∞
|Pnt∧τnR |F−s < +∞ and τ
n > t .

Proposition 19. Let f be defined by (51) and assume that H0-H’1-H2 hold. Then for any n ≥ 0 there
exists a unique strong solution Xn = (Pn, Qn) : Ω→ C(R+, E) to
(64) Xnt = X
n
0 +
∫ t
0
f(Xns )ds +
∫ t
0
σ(Xns )dW
n
s , X
n
0 ≡ xn0 ∈ En
and a random solution X = (P,Q) : Ω→ C(R+, E) to
(65) Xt = X0 +
∫ t
0
f(Xs)ds+
∫ t
0
σ(Xs)dWs, X0 ≡ x0 ∈ E
such that almost surely:
sup
0≤t≤T
|Xt −Xnt | → 0 .
Proof. From proposition 19, we know the existence of the finite-dimensional approximation solution
(Xnt )t≥0 for t ≥ 0. Moreover, we know from proposition 21 the existence of maximal solution (Xt)0≤t<τ
of the SDE (65) (Xt)0≤t<τ up to a possibly finite explosion stopping time τ . Moreover, for any T > 0 and
any r > 0 we have almost surely
(66) sup
t≤T
|Xnt∧τr −Xt∧τr | → 0 and sup
0≤t≤T
|
∫ t∧τr
0
σ(Xns )dW
n
s −
∫ t∧τr
0
σ(Xs)dWs| → 0
where τr = inf{t ≥ 0 | |Xt| ≥ r}. What we need to prove is that there is no explosion ie P (τ < +∞) = 0
or equivalently, τr → +∞ almost surely. We start from inequality (54) in the proof of proposition (18).
Using the uniform convergence (66) and Fatou’s lemma, we get
(67) E(
∫ t∧τ
0
H(Xs)ds) ≤ tH(x0) + c
4
t2 <∞ .
Similarly starting from (59), we get that
(68) Kt
.
= lim sup
R→+∞
|Qt∧τR |Fs ≤ C exp(C
√
t(
∫ t∧τ
0
H(Xs)ds)
1/2) < +∞ .
Moreover, from (61), we get for n→∞,
(69) |Pt∧τr |F−s ≤
(
|p0|F−s + sup
u≤t∧τr
|
∫ u∧τr
0
σ(Xs)dWs|F−s
)
eMCKt
√
t(
∫ t∧τr
0
H(Xs∧τr )ds)
1/2
.
Since as in (62) Doob inequality gives for s∗ = inf1≤i≤m si
E( sup
u≤t∧τr
|
∫ u∧τr
0
σ(Xs)dWs|2F−s) ≤ 4|σ|2∞tC−1,s∗
there exists a random constant At > 0 independent of r such that almost surely
|Pt∧τr |F−s ≤ At .
In particular (τ ≤ t) ⊂ (τr ≤ t) ⊂ (max{Kt, At} ≥ r) and considering the limit r → ∞, we get
P (τ ≤ t) = 0. 
6.1. A trace Lemma. We now present a sufficient condition to fulfill the hypothesis H0’. With ad-
ditional assumptions on the kernel and on the variance term, we give a bound for the bracket of the
stochastic term of the SDE on finite-dimensional subspaces Hn.
Lemma 1. Let k be a kernel bounded on the diagonal i.e. there exists c > 0 such that bTk(a, a)b ≤
c|b|2 for any a, b ∈ Rd or equivalently k(a, a) ≤ cIdd as a symmetric non-negative bilinear form on Rd.
We assume also that σ(L1) ⊂ L1 and this restriction is continuous i.e. there exists M > 0 such that
|σ(f)|L1 ≤M |f |L1. Then we have, with H the usual Hamiltonian∫ t
0
〈(σdW ns )T∂2pHσdW ns 〉s ≤ c2M2 t .
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Proof. We consider the orthonormal basis (φn,k)k∈[0,2n−1]r with An = [0, 2n−1]r to write the Hamiltonian
as:
H =
1
22nr+1
∑
(i,j)∈A2n
pTi k(qi, qj)pj ,
with q =
∑
i∈An qi2
−nr/2φn,i and p =
∑
i∈An pi2
−nr/2φn,i. In this basis, the L2 scalar product can
be written as 〈p, q〉 = 2−nr∑i∈An piqi. We can write σdW n = ∑i∈An(∑j∈An αi,jdW j)2nr/2φn,i with
αi,j ∈ L(Rd) and (W j)j∈An i.i.d. standard BM with values in Rd. Then we have,
〈(σdW ns )T∂2pHσdW ns 〉s =
1
22nr
[
∑
i,j∈A2n
∑
h∈An
(αTi,hk(qi, qj)αi,h)]ds .
Thanks to the hypothesis on the kernel, we have for any x, y ∈ Rd that
|aT k(x, y)b| ≤
√
aTk(x, x)a
√
bTk(y, y)b ≤ c2|a||b|
and then,
|αTi,hk(qi, qj)αi,h| ≤ c2|αi,h||αj,h |.
Now, we can write with Cauchy Schwarz inequality
(70) d〈(σdW ns )T∂2pHσdW ns 〉s ≤ c2
1
22nr
∑
h∈An
(
∑
i∈An
|αi,h|)2ds ≤
∑
h∈An
c2|σ(φn,h)|2L1 ds ,
≤ c2M2(
∑
h∈An
|φn,h|2L1) ds ≤ c2M2 ds ,
since for any h ∈ An, |φn,h|2L1 = 2−nr. Note that the inequality 70 is a little abusive but it is to be
understood as an inequality on measures with density w.r.t. the Lebesgue measure. 
Remark that we do not need to assume that σ : P ×Q 7→ LT is bounded by |σ|∞, σ(Hn) ⊂ Hn. This
hypothesis is only required for the existence and uniqueness in all time but not to bound the trace of the
operator.
The assumption on the kernel is not restrictive in our range of applications with kernels such as Gaussian
kernel or Cauchy kernel. However, the assumption on σ is much more demanding. However a wide range
of linear maps can be reached. For instance, the convolution with a smooth function is a continuous
operator on Fs then by duality it gives a continuous operator on F−s. This operator has a continuous
restriction to L1.
An important point is that this Lemma covers the case where σ is the multiplication by an element of Fs.
7. Approximation Lemmas
Let f : E∞ → E be a function on E∞ such that f(En) ⊂ En for any n ≥ 0. Let also σ : P ×Q 7→ L(P )
be a Lipschitz function. Assume that for any n ≥ 0, we have a random variable Xn : Ω → C(R+, E)
solution of the stochastic integral equation
(71) Xnt = X
n
0 +
∫ t
0
f(Xns )ds+
∫ t
0
σ(Xns )dW
n
s , X
n
0 ≡ xn0 ∈ En .
H1: The functions f and σ are Lipschitz on E∞ and can be uniquely extended as Lipschitz functions
on E. Moreover σ is bounded.
H2: For some α > 1, we have
∑
n≥0 n
2α|xn+10 − xn0 |2 <∞.
Proposition 20. Let s > 1 be a real number. Under hypothesis (H1−H2), there exists a random
solution X : Ω→ C(R+, E) to
Xt = X0 +
∫ t
0
f(Xs)ds +
∫ t
0
σ(Xs)dWs, X0 ≡ x0 ∈ E
such that for any T > 0, we have almost surely:
(72)


sup0≤t≤T |Xnt −Xt| → 0 ,
sup0≤t≤T |
∫ t
0 σ(X
n
s )dW
n
s −
∫ t
0 σ(Xs)dWs| → 0 .
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Proof. Let n ≥ 0 be a positive integer and K be an upper bound of the Lipschitz constant for f and σ.
We have
(73) |Xn+1t −Xnt | ≤ |xn+10 − xn0 |+K
∫ t
0
|Xn+1s −Xns |ds+ |Mn+1t −Mnt |
with Mnt =
∫ t
0 σ(X
n
s )dW
n
s . Let us consider the last right-hand martingale term. We have
Mn+1t −Mnt =
∫ t
0
(σ(Xn+1s )− σ(Xns ))dW n+1s +
∫ t
0
σ(Xns )d(W
n+1 −W n)s .
Using the Doob inequality, we get
(74) E(sup
u≤t
|
∫ u
0
(σ(Xn+1s )− σ(Xns ))dW n+1s |2F−s) ≤ E(sup
u≤t
|
∫ u
0
(σ(Xn+1s )− σ(Xns ))dW n+1s |2H−s)
≤ 4C−1,s∗K2E(
∫ u
0
|Xn+1s −Xns |2ds)
and with δn,s∗ = Cn,s∗ − Cn+1,s∗
E(sup
u≤t
|
∫ u
0
σ(Xns )d(W
n+1 −W n)s|2F−s) ≤ E(sup
u≤t
|
∫ u
0
σ(Xns )d(W
n+1 −W n)s|2H−s)
≤ 4|σ|2∞δn,s∗ .
(75)
Thus, for Znt
.
= supu≤t |Xn+1u −Xnu |2, we have
(76) E(sup
u≤t
|Mn+1u −Mnu |2) ≤ 8(K2Cs
∫ u
0
E(Zns )ds+ |σ|2∞δn,s∗)
and using the inequality (a+ b+ c)2 ≤ 3(a2 + b2 + c2) and (73), we get
(77) E(Znt ) ≤ 3(|xn+10 − xn0 |2 + 8|σ|2∞δn,s∗ +K2(8C−1,s∗ + 1)
∫ t
0
E(Zns )ds) .
Applying Gronwall’s Lemma, we get for a sufficiently large constant A
(78) E(Znt ) ≤ A(|xn+10 − xn0 |2 + |σ|2∞δn,s∗) exp(At)
and from H2 ∑
n≥0
P (sup
s≤t
|Xn+1s −Xns | ≥ n−α) ≤
∑
n≥0
n2αE(Znt ) <∞ .
Borel-Cantelli Lemma gives a.s. sups≤t |Xn+1s − Xns | < n−α for n large enough so that Xn converges
uniformly on any compact interval [0, t] to a C(R+, E)-valued process X. Similarly from (76), (78) and
H2 we get ∑
n≥0
P (sup
s≤t
|Mn+1s −Mns | ≥ n−α) ≤
∑
n≥0
n2αE(sup
s≤t
|Mn+1s −Mns |2) <∞
and Mn converges uniformly on any compact interval [0, t] to a limit C(R+, E)-valued process M for
which
Xt = x0 +
∫ t
0
f(Xs)ds+Mt .
Let us check that
Mt =
∫ t
0
σ(Xs)dWs .
Indeed, since
E(sup
u≤t
|
∫ u
0
σ(Xs)dW
s −Mnu |2) ≤ 8(E(
∫ t
0
K2|Xs −Xns |2ds) + |σ|2∞Cn,s∗
we get for n→ 0, E(supu≤t |
∫ u
0 σ(Xs)dW
s −Mnu |2) = 0. 
We extend now the previous result to locally Lipschitz drift f and diffusion σ.
H1’: The functions f and σ are Lipschitz on any ball of E∞ and can be uniquely extended as locally
Lipschitz functions on E.
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Proposition 21. Let s > 1 be a positive real number. Under the hypothesis (H1′ −H2), there exists a
stopping time τ and a continuous adapted process (Xt)0≤t<τ with values in E such that
(1) lim supt→τ− |Xt| = +∞ on (τ <∞) (τ is the explosion time) ;
(2) for any r > 0 and any T > 0, we have almost surely
(79)


sup0≤t≤T |Xnt∧τr −Xt∧τr | → 0
sup0≤t≤T |
∫ t∧τr
0 σ(X
n
s )dW
n
s −
∫ t∧τr
0 σ(Xs)dWs| → 0
where τr
.
= inf{t ≥ 0 | |Xt| ≥ r}.
Moreover, for any t ≥ 0
(80) Xt∧τr = x0 +
∫ t∧τr
0
f(Xs)ds+
∫ t∧τr
0
σ(Xs)dWs a.s.
Proof. Let R > r > 0 be two positive real numbers and
g(x)
.
= max(min(1, R − |x|), 0)
be a Lipschitz function such that gR(x) = 1 if |x| ≤ R and gR(x) = 0 if |x| ≥ R + 1. We introduce
also fR = gRf and σR = gRσ. From H1’ fR and σR are Lipschitz and we get from standard results
on existence of finite-dimensional SDE a solution XR,n ∈ C(R+, En) of dYt = fR(Ys)ds + σR(Ys)dW ns
and Y0 = x
n
0 . From Proposition 20 applied to f
R and σR, there exists a C(R+, E)-valued process X
R
solution of dYt = f
R(Ys)ds + σ
R(Ys)dWs and Y0 = x0 such that P (sups≤t |XRs − XR,ns | → 0) = 1 and
P (sups≤t |
∫ s
0 σ(X
R
u )dWu −
∫ s
0 σ(X
R,n
u )dW nu | → 0) = 1. Since fR and f (resp. σR and σ) coincide on
|x| ≤ R, we get for any n ≥ 0 that
XR,n
t∧τR,nR
= Xn
t∧τR,nR
a.s.
where τR,nR = inf{t ≥ 0 | |XR,nt | ≥ R}. In particular τR,nR = τnR
.
= inf{t ≥ 0 | |Xnt | ≥ R} almost surely
and for any T ≥ 0, P (sup0≤t≤T |Xnt∧τRr − X
R
t∧τRr | → 0) = 1 with τ
R
r
.
= inf{t ≥ 0 | |XRt | ≥ R} since the
uniform convergence of XR,n to XR on compact set implies that a.s. τnR > τ
R
r for n large enough. As a
consequence, for two solutions XR and XR
′
for R′ > r, we have τRr = τR
′
r a.s. and the trajectories before
the common value τRr are equal. Let Rk be an increasing sequence converging to +∞ and τ = limk→∞ τRkRk .
If Xt =
∑∞
k=0X
Rk+1
t 1τ
Rk
Rk
≤t<τRk+1Rk+1
for t ≤ τ , the process (Xt)0≤t<τ verifies (1), (2) and (80). 
8. Applications and numerical simulations
This section will present a direct application of the SDE we have studied. In this simplest model, we
suppose a shape to be given with an initial momentum and we model the perturbation term with a white
noise on the initial shape. Therefore the variance of the noise term is constant in time.
Let (q0, p0) be respectively the initial shape and the initial momentum of the system. As in the determin-
istic matching with a sufficiently smoothing attachment term, the momentum is a normal L2 vector field
on the shape, it is relevant enough for applications to consider q0 ∈ Fs and p0 ∈ F−s. To assume q0 ∈ Fs
means that we chose a parameterization of the shape by Tm. We would like our stochastic system to be
independent of this initial parameterization. Then we need to understand what is the reparameterization
transformation on the deterministic system and on the white noise.
Assume that φ is a diffeomorphism of Tm, then we give the correspondence between the solution (pt, qt)
from initial conditions (p0, q0) and (p˜t, q˜t) with the initial position variable q0 ◦ φ.
Tm
φ
//
q0◦φ !!CC
C
C
C
C
C
C
Tm
q0

R
d
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As the trajectory is entirely determined by the vector field vpt,qt, the change of variable by φ gives the
correspondence:
q˜t = qt ◦ φ ,
p˜t = Jac(φ) pt ◦ φ .
We will denote by φ∗(p) the pull-back of p under φ.
The stochastic system verifies the same transformation and the pull-back of the cylindrical Brownian
motion is given by
B˜
.
= Jac(φ)B ◦ φ .
We need the following proposition,
Proposition 22. If B is a cylindrical Brownian motion on L2(Tn, ν) with ν ≪ µ (µ is the Lebesgue
measure) then φ∗(Bt) = Jac(φ)Bt(φ(s)) is a cylindrical Brownian motion on L2(Tn, ν ′) with dν
′
dν =
1
Jac(φ) .
Moreover if f ∈ L2 with f 6= 0 a.e., f B is a cylindrical Brownian motion for the measure 1f2 dν.
Proof. If (ei)i∈N is an orthonormal basis of L2(Tn, ν), then
√
Jac(φ)ei ◦φ is also an orthonormal basis for
L2(Tn, ν) by a change of variable with φ. As a result, Jac(φ)ei ◦ φ is an orthonormal basis for L2(Tn, ν ′)
with dν
′
dν =
1
Jac(φ) .
The second part of the proposition is also straightforward: if (ei)i∈N is an orthonormal basis for L2(Tm,Rd),
then (fei)i∈N is an orthonormal basis for L2(Tm, 1f2 dν). 
Corollary 1. The random process φ∗(Bt) is equal to
√
Jac(φ)Wt with Wt a cylindrical Brownian motion
on L2(Tm,R
d).
Back to our framework with Fs × F−s, we remark that the space Fs is not invariant under a change
of coordinates: let φ be a diffeomorphism of Tn then a priori, if q ∈ Fs then q ◦ φ may not belong to
Fs. However if q and φ are sufficiently smooth then T (q) := q ◦ φ belongs to Fs. Hence there exist large
subspaces in Fs invariant under this transformation. To go further we could prove that if s < s
′ then
T (Fs′) ⊂ Fs. We would have the same result for the dual spaces: T (F−s) ⊂ F−s′ . Furthermore we would
like to deal with piecewise diffeomorphisms, this is why the formulation of the following proposition is a
little more general.
Proposition 23. Let q ∈ Fs(Tn,Rk) and φ : Tn 7→ Tn be a measurable invertible mapping (i.e. there
exists φ−1 : Tn 7→ Tn measurable such that φ ◦φ−1 = Id a.e.). We assume also that q ◦φ ∈ Fs, p ◦φ ∈ F−s
and J := dφ
−1
∗ µ
dµ ∈ Fs(Tn,R) such that J > ε > 0 a.e. Finally, let B be a cylindrical Brownian motion. If
(pt, qt) is the solution of the system
(81)
{
dpt = −∂qH(pt, qt) + εdBt
dqt = ∂pH(pt, qt) ,
(with ε a constant parameter) for initial data (p0, q0) and for the path of the white noise B then (φ
∗(pt), qt◦
φ) is the solution of the system
(82)
{
dpt = −∂qH(pt, qt) + ε
√
Jac(φ)dB˜t
dqt = ∂pH(pt, qt) ,
for initial data (Jφ∗(p0), q0 ◦φ) and for the random process
√
JB˜, with B˜ a cylindrical Brownian motion.
The random process
√
JB˜ can be treated in our framework with the map σ : En 7→ L(Fs) given by the
multiplication with pn(
√
J): As J > ε we have that
√
J ∈ Fs by smoothness of the square root outside 0.
Thus σ is a Lipschitz map such that σ(Hn) ⊂ Hn since the projection is Lipschitz and the multiplication
in F−s by an element of Fs is Lipschitz too. It leads to
Theorem 2. Under assumption H0, let f ∈ Fs and (p0, q0) ∈ F−s×Fs be initial conditions verifying that
there exists s′′ < s and s′ > s such that q0 ∈ Fs′ and p0 ∈ Fs′′ . Then random solutions of the following
system with initial conditions (p0, q0)
(83)
{
dpt = −∂qH(pt, qt) + fdBt
dqt = ∂pH(pt, qt) ,
STOCHASTIC SHAPE SPLINES 29
are defined for all time and there is an almost sure convergence of the approximations (also defined for all
time)
(84)
{
dpnt = −∂qH(pnt , qnt ) + fndBt
dqnt = ∂pH(p
n
t , q
n
t ) ,
to the previous random solution with initial conditions (pn0 , q
n
0 ) the projection on En of (p0, q0).
Proof. This is the application of proposition 19. We verify hypothesis H0’ and control the trace of the
operator. Remark that we need to control the Hilbert-Schmidt norm of the operator σTk(q, q)σ with σ
the multiplication by an element of Fs. This is a consequence of Lemma 1, but we give here a simpler
proof, since the multiplication is a diagonal operator. We have
|fn|∞ ≤ Cs|fn|Fs ≤ Cs|f |Fs ,
then we get for any q ∈ Fs,
0 ≤
∫
Tm
fn(s)T k(q(s), q(s))fn(s)ds ≤ C2s |k|∞|f |2FsVol(Tm) .
Thus hypothesis H0’ is verified.
From the assumption on the initial conditions, if q0 ∈ Fs′ with s′ > s we have
|q0|2Fs′ =
∞∑
n=0
2n(s
′−s)|qn+10 − qn0 |2Fs < +∞ .
Moreover, if p0 ∈ Fs′′ then
|p0|2Fs′ =
∞∑
n=0
2n(s−s
′′)|pn+10 − pn0 |2Fs < +∞ .
Hence H2 is verified. 
Remark that H2 is not so demanding as proved in this theorem.
Now we can discuss some basic situations to simulate the stochastic system (81). The preceding result
will enable us to deal with a wide family of shapes and noises. We first develop the case of curves.
Proposition 24. Let 1 < s < 2 a real number and f : S1 7→ R2 be a piecewise C2 mapping such that
|f ′| > ε > 0 with ε a real positive number. If we denote by α the arc-length parameterization of f then
there exists a piecewise affine homeomorphism φ : S1 7→ S1 such that φ ∈ Fs and α ◦ φ is in Fs.
Proof. Let us assume that the arc-length parameterization α has p singularities at points x1 < . . . < xn ∈
S1. Then, we define φ as the linear interpolation on n dyadic points in S1, d1 < . . . < dn with for images
respectively x1 < . . . < xn. As φ is piecewise affine it belongs to Fs thanks to proposition 6. With the
same argument we conclude that α ◦ φ ∈ Fs. 
The previous proposition tells us that we can consider our stochastic system on an initial shape with a
white noise which is white with respect to the arc length. Hereunder are some simulations to illustrate the
convergence of the landmark simulation and the kind of trajectories generated by this model. The figure
Fig. 7 presents the convergence of the image of the unit circle under the flow generated by the system
with an increasing number of landmarks. We chose to illustrate this convergence since in some sense it
just shows the convergence of the vector fields generated by the stochastic system.
We may also want to see how the shapes are distributed around the target shape, or to learn something
about a neighborhood of a shape in this stochastic model. We plotted few simulations of the model for
the unit circle as initial shape and an initial momentum which is null to see how the neighborhood of the
circle looks like. In the figure Fig. 8 the red curve is the unit circle and the other curves from green to
blue are random deformations of the unit circle for 200 landmarks. The kernel size is 0.7 and the standard
deviation of the noise (normalised with the number of particles) is relatively high at ε = 3.
The last simulation shows again the convergence of the landmark discretization as in figure Fig. 7 but
with a structure of noise which is null on the particles qi initially such that px(qi) < 0 (i.e. with negative
abscissa). It illustrates the locality of the noise and we can remark the size (variance) of the kernel in this
simulation. In this case the kernel size is smaller at 0.25 and the standard deviation of the noise is 1.5.
Theorem 2 enables us to deal with a white noise with respect to the induced measure of a manifold
embedded in Rk.
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Figure 7. The convergence when increasing the number of landmarks. From 32 landmarks to 512
landmarks for q0 the unit circle and p0 = 0, the curves from green to blue show the image of the unit circle
under the flow for the 2i particles for i ∈ [5, 9]. The width of the Gaussian kernel is 0.5 and the intensity
of the noise is ε = 1.5.
Figure 8. 5 simulations of random
deformations of the circle. Figure 9. Local noise.
Proposition 25. There exists φ : T2 7→ S2 verifying the assumptions of proposition 23. If Bt is the
cylindrical Brownian motion for the measure associated with the induced metric of S2 in R
3, then φ∗(Bt)
can be written as
√
Jac(φ)dWt with Wt a cylindrical Brownian motion.
Proof. Consider a dyadic partition of T2 in 6 squares. The radial projection of the cube on the sphere
gives the desired result. The map φ is given by the mapping of the dyadic partition on the six faces of
the cube, which is piecewise smooth and the Jacobian is bounded below. Then we have the desired result
thanks to the corollary 1. 
As said above, following such kind of decomposition we can get a wide range of embedded manifolds
in the euclidean space. To illustrate the model in 3 dimensions, we give some examples of the stochastic
shooting between an initial hippocampus2 (the so called part of the brain located in the medial temporal
lobe) and a target one. The figure Fig. 10 represents the initial hippocampus and the figure Fig. 11 shows
in the same figure 3 simulations (red, green and blue) of the SDE with an initial momentum that solves
the boundary value problem between the initial hippocampus and a target hippocampus not showed here.
In the simulations we observed that a statistical study of the stochastic model requires to control
carefully the invariance of the system with respect to a change of time coordinates and the understanding
of the relation between the kernel size and the variance term of the model.
9. Conclusion and open perspectives
The original motivation of this work was to prove an extension of the stochastic model in the case of
landmarks to the infinite-dimensional case of shapes. In Section 3 we proved that the solutions of the SDE
on landmarks are defined for all time by controlling the energy of the system with the help of Itô formula
2data courtesy of G. Gerig (University of Utah) used in [16] from a study on autism disease
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Figure 10. The initial hippocampus
Figure 11. 3 perturbations of the geo-
desic shooting
on the Hamiltonian. Hence it gives a stochastic shape evolution model in the case of landmarks. We then
developed in Subsection 3.1 a strategy to extend the SDE in infinite dimension to a well chosen Hilbert
space. We discussed in Section 4 an example of such a well chosen Hilbert space by introducing the spaces
Fs in any dimension. As we aimed to prove a convergence of the finite-dimensional case of landmarks
to the case of shapes, we also gave a presentation of the cylindrical Brownian motion and the related
Itô integral that really suits our needs. Apart from our particular choice for the spaces Fs, we proved in
Section 6 under general hypothesis (Section 7) on the finite-dimensional approximation subspaces that
the solutions of the SDE on these subspaces converge almost surely to the solutions of the SDE in infinite
dimension. Finally, we dealt with a general variance term to account for a possible reparameterization of
the shape as detailed in Section 8, where some simulations in 2D and 3D are showed.
On the mathematical aspects of this work, we did not explore yet all the possibilities for the structure
of noise in our framework. At this point an operator σ ∈ L(P,P ) (with the L1 condition) seemed to
be sufficient for practical applications. But for instance we would like to know if the situation where
the noise is supported by a finite sum of Dirac measures belongs to our framework for a white noise on
L2(Tn, µ) with µ the Lebesgue measure. Moreover we guess that our work can be extended to any Radon
measure on Tn instead of the Lebesgue measure, which would extend the structures of the noise that can
be attained.
Another mathematical perspective opened with this work is to study stochastic perturbations of the
EPDiff equation:
(85)
{
dm+ ad∗umdt = σdBt ,
u = K ⋆m ,
where K is the chosen kernel. However, we face the problem of the definition of the noise on the space of
momentum which is the dual of the Hilbert space of vector fields V . As a consequence the choice on the
noise is really broad and we underline that in our case the manifold on which the diffeomorphism group
acts gives the structure of the noise.
Our central motivation with these stochastic second-order model is to design growth model on shape
spaces. Enhancements of this model are at hand at least in two directions: the first one is to incorporate
a deterministic control variable (absolutely continuous) on the evolution of the momentum to fit in the
splines framework presented in the introduction section. The other direction is to incorporate in the
random noise a jump process to account for sudden transformations of the shape. Therefore the enhanced
model could be written as:
(86)
{
dpt = −∂qH(pt, qt) + ut + εdBt + dJt
dqt = ∂pH(pt, qt) ,
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with Jt for instance a compound Poisson process Jt =
∑N(t)
i=1 j(i) with j(i) independent and identically
distributed random variables on P = F−s independent of the Poisson process. This jump process gives
the opportunity to introduce discontinuities in the momentum evolution.
The parameterization of the noise is a crucial issue, since the main issue in this model is a certain
redundancy between the kernel and the choice of the noise. Also this parameterization is strongly related
to the observed data. For instance, if evolutions of surfaces are considered, the corresponding momentums
are always orthogonal to the current shape. Therefore the noise introduced needs to keep this structure
unchanged. More generally, the effect of the noise should keep the symmetries of the deterministic
solutions.
Last, the role of the time variable is also crucial in the estimation of the time variability of a biological
organ. That’s why we should study stochastic models able to retrieve the information on the speed of
the evolution. Although the speed is encoded in the stochastic model, the model could be able to learn a
time reparameterization. It is a first step in the direction of designing a realistic growth model for shapes
within the framework of large deformation diffeomorphisms and it underlines the efficiency of second-order
models as good candidates.
Being aware of some developments for the estimation of the diffusion parameters for second-order models
in [25] or in [24], our main research efforts will be focused on consistent statistical schemes to be applied
on biomedical data.
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10. Appendix
Proposition 26. Let (Ei)1≤i≤2 be two separable RKHS of real valued functions defined respectively on
X1 and X2. Then we have :
(1) The tensor space E1 ⊗ E2 is a separable RKHS on X1 × X2.
(2) If for any i ∈ {1, 2}, there exists Mi > 0 such that for any f, f ′ ∈ Ei, ff ′ ∈ Ei and |ff ′|Ei ≤
Mi|f |Ei |f ′|Ei (we say that Ei is an algebra of functions with continuous product), then the same
result is true for E1 ⊗ E2. More precisely, for any g, g′ ∈ E1 ⊗ E2, we have gg′ ∈ E1 ⊗ E2 and
|gg′|E1⊗E2 ≤M1M2|g|E1⊗E2 |g′|E1⊗E2
Proof. Proof of 1) : If (an)n≥0 and (bn)n≥0 are Hilbert basis of E1 and E2, then (am ⊗ bn)m,n≥0 is
an Hilbert basis for E1 ⊗ E2. Now for any (x1, x2) ∈ X1 × X2, there exists a unique continuous map
δx1,x2 : E1 ⊗ E2 → R defined by the values δx1,x2(am ⊗ bn) .= am(x1)bn(x2) on the Hilbert basis. Indeed,
for any finite linear combination g =
∑
(m,n)∈I λm,nam ⊗ bn, one has
|δx1,x2(g)|2 =
∣∣∣∣∣∣

∑
n≥0

 ∑
m s.t.(m,n)∈I
λm,nam(x1)

 bn

 (x2)
∣∣∣∣∣∣
2
.
Since E1 and E2 are two RKHS, there exist C1(x1) and C2(x2) (depending on x1 and x2) such that
|a(x1)| ≤ C1(x1)|a|E1 and b(x2) ≤ C2(x2)|b|E2 for any a, b ∈ E1 × E2. Therefore,
|δx1,x2(g)|2 ≤ C2(x2)2
∑
n≥0

 ∑
m s.t.(m,n)∈I
λm,nam(x1)


2
≤ C2(x2)2C1(x1)2
∑
(m,n)∈I
λ2m,n ≤ (C1(x1)C2(x2))|g|2E1⊗E2 .
In particular, we have
‖δx1,x2‖ ≤ ‖δ1x1‖‖δ2x2‖
where δixi : Ei → R such that δixi(f) = f(xi) for any f ∈ Ei.
Note finally that for any g ∈ E1 ⊗ E2, if δx1,x2(g) = 0 for any (x1, x2) ∈ E1 × E2, then g = 0. Indeed, if
g =
∑
m,n λm,nam⊗bn then g =
∑
n≥An⊗bn where An =
∑
m≥0 λm,nam so that for any (x1, x2) ∈ X1×X2,
we have
∑
n≥0An(x1)bn(x2) = δ
2
x2(
∑
n≥0An(x1)bn) = 0. For fixed x1 ∈ X1, and b
.
=
∑
n≥0An(x1)bn, we
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have b(x2) for any x2 ∈ X2 so that b = 0 and An(x1) = 0 for any n ≥ 0. Considering now arbitrary x1, we
get that
∑
m≥0 λm,nam = 0 so that λm,n = 0 and g = 0. Hereafter, we will denote (without ambiguity)
g(x1, x2)
.
= δx1,x2(g) .
Proof of 2) : If gN =
∑
0≤m,n≥N λm,nam ⊗ bn and g′N =
∑
0≤m,n≤N λ
′
m,nam ⊗ bn, then
(gNg
′
N ) =
∑
0≤m,n,p,q≤N
λm,nλ
′
p,q(am ⊗ fn)(ap ⊗ bq) .
Since amap ∈ E1 and bnbq ∈ E2 and
(am ⊗ fn)(x1, x2)(ap ⊗ bq)(x1, x2) = am(x1)ap(x1)bn(x2)bq(x2) = (amap)(x1)(bnbq)(x2)
we get (am ⊗ fn)(ap ⊗ bq) = (amap)⊗ (bnbq) and
|(amap)⊗ (bnbq)|E1⊗E2 = |amap|E1 |bnbq|E2 ≤M1M2 .
Hence |gNg′N |E1⊗E2 ≤M1M2
∑
0≤m,n,p,q≤N |λm,nλ′p,q|
C.S.≤ M1M2|g|E1⊗E2 |g|E1⊗E2 and the sequence gNg′N
is bounded in E1 ⊗ E2. Since for any weak limit, we have gNkg′Nk(x1, x2) → (gg′)(x1, x2) we get that
gg′ ∈ E1 ⊗ E2 and by lower semi-continuity of the norm for the weak convergence :
|gg′|E1⊗E2 ≤M1M2|g|E1⊗E2 |g′|E1⊗E2 .

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