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Abstract
Most of the presently available data regarding the structure and the properties of
the Universe are well described within the standard LCDM cosmological scenario.
However, the underlying assumptions on which the standard framework is based
on have been tested only over a restricted range of cosmic scales and cosmic epochs,
and extremely severe fine-tuning problems still affect the rather peculiar choice of
its parameters. Therefore, a wide range of extended cosmological models have
been proposed in the literature to overcome these obstacles. Given the expected
excellent high-precision data that will be available in the Precision Cosmology era,
it will be possible to test such extensions of the standard cosmological model sys-
tematically, to constrain them or rule them out. This will require the theoretical
predictions of observable quantities to achieve the same outstanding quality for
many competing non-standard cosmologies. In order to obtain such accuracy over
a wide range of scales and epochs, the use of large and complex numerical simula-
tions will represent an essential tool. In this thesis, we present the research activity
carried out during three years of Ph.D., focused on the implementation and ap-
plication of alternative cosmological models beyond-LCDM in the cosmological
hydrodynamical code P-GADGET3. In particular, our work concerned the devel-
opment of refined numerical routines to perform and improve simulations of two
classes of strongly and non-linearly interacting dark matter scenarios: Fuzzy Dark
Matter and Growing Neutrino Quintessence models.
Fuzzy Dark Matter (FDM) represents an alternative and intriguing description
of the standard Cold DarkMatter (CDM) fluid, able to explain the lack of direct de-
tection of darkmatter particles in the GeV sector and to alleviate some of the small-
scale tensions that still plague LCDM. In these models, the mass of the dark matter
particle is so tiny that it exhibits quantum behaviour at cosmological scales. The
typical decoherence and interference features, a peculiar characteristic of quantum
systems, are encoded by an additional Quantum Potential (QP) in the dark matter
dynamics. Given the strong non-linearity of the QP, full numerical simulations
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of FDM models at high resolution have been limited so far to the investigation of
individual objects with grid-based codes. Alternatively, when turning to cosmo-
logically representative volumes, important approximations had to be introduced
in N-body algorithms, due to the otherwise prohibitive computational cost of the
simulations. In this thesis, we present the AX-GADGET module that we specif-
ically developed for cosmological simulations of FDM, which is able to achieve
high scalability and good performance by computing the QP-induced acceleration
through refined Smoothed Particle Hydrodynamics (SPH) routines, with improved
schemes to ensure precise and stable derivatives, thereby strongly alleviating the
total computational load. Along with an overview of the algorithm, we show the
comparison between theoretical predictions and numerical results, both for analyt-
ical and cosmological test cases, for which AX-GADGET proves to be a reliable tool
for numerical simulations of FDM systems. As an extension of the P-GADGET3
code, AX-GADGET inherits all the additional physics modules implemented up to
date, opening a wide range of possibilities to constrain FDMmodels and to explore
degeneracies with other physical phenomena. We then present the results of one
major application of the AX-GADGET code, obtained from a simulation suite de-
signed to constrain the FDM mass through Lyman-a forest observations and to
characterise the statistical properties of collapsed objects. Both the Lyman-a con-
straints and the characterisation of structure properties are obtained for the first
time in the literature in anN-body set-upwithout approximating the FDMdynam-
ics. Given the large halo sample available, we extract valuable information about
how FDM affects the mass function, the shape and density distribution of dark
matter haloes, showing for the first time that massive haloes become even more
massive in FDMmodels by accreting matter at the expenses of smaller haloes.
Moving to the second class of models, we present a independent – and still ongo-
ing – project involving a generalised implementation of strongly coupled scenarios
in the P-GADGET3 code. The approach of this new technique is very general and
accounts for a wide range of models – like Coupled Dark Energy and Modified
Gravity – that involve the solution of a non-linear Poisson equation. We extended
to these models the implementation of the so-called Newton-Gauss-Seidel scheme,
which is a tree-based iterative solver of differential equations, previously limited
to the f (R) gravity case. We apply our generalised method to the case of Grow-
ing Neutrino Quintessence (GNQ) models, where the neutrinos are coupled with
a dark energy scalar field, that could not be successfully tested so far due to the
numerical complexity of the problem. Our implementation improves numerical
scalability and is flexible enough to accommodate custom specifications, covering
a wide spectrum of models for future investigations.
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Part I
Introduction
2
Scientific revolutions are inaugurated by a growing sense,
[...] often restricted to a narrow subdivision of the scientific
community, that an existing paradigm has ceased to func-
tion adequately in the exploration of an aspect of nature to
which that paradigm itself had previously led the way.
Thomas Kuhn
The Structure of Scientific Revolutions (1962)
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Modern Cosmology
In the introduction of the controversial and irreverent essay Against Method (Fey-
erabend, 1975), the Austrian philosopher Paul Feyerabend claims that “the history
of science, after all, does not just consists of facts and conclusions drawn from facts. It also
contains ideas, interpretations of facts, problems created by conflicting interpretations, mis-
takes, and so on. On closer analysis, we even find that science knows no bare facts at all,
but that the facts that enter our knowledge are already viewed in a certain way and are,
therefore, essentially ideational”. Even if he criticized his contemporary fellow epis-
temologist Thomas Kuhn for retreating from the more radical implications of his
theory about the structure of scientific revolutions, they were both deeply inspired
by the astonishing paradigm shift occurred in the first decades of the twentieth cen-
tury, with the rise of the probabilistic quantum theories by Schrödinger and Planck
in the micro-world and Einstein’s relativity theories of gravity in the macro-world.
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Indeed, Einstein’s work completely re-framed the Newtonian notion of space
and time, paving the way for the development of modern scientific cosmology.
More than a hundred years later, our understanding of the origin, the evolution,
and the eventual fate of the Universe has profoundly expanded. Nevertheless, the
current cosmological paradigm has posed even more unanswered questions, em-
phasizing the lack of a complete picture of the physical nature of the Universe.
In this chapter we will cover the main – in Feyerabend’s words – “facts” and “con-
clusions drawn from facts”, as well as the “interpretations of facts”, that led to the devel-
opment of the current standard cosmological model.
1.1 The Homogeneous Universe
In Einstein’s theory of gravity, space and time constitute two complementary as-
pects of the same geometrical identity so that any event takes place on a four di-
mensional space-time manifold. The distance between two events (t;x;y;z) and
(t + dt;x+ dx;y+ dy;z+ dz) in Special Relativity (Einstein, 1905) is given by the
line element
ds2 = c2dt2+dx2+dy2+dz2 (1.1)
and it is invariant under coordinate transformation. The properties of the flat
space-time of Eq. 1.1 are then extended in General Relativity (Einstein, 1916) to
a more generic case, to account for curved geometries that incorporate the geo-
metrical interpretation of the gravity sourced by a massive body
ds2 = gi jdxidx j (1.2)
where gi j is themetric of space-time and dx=(ct;x;y;z) is the position quadri-vector*.
The two Relativity theories are described through a complex but elegant tensor
formalism and have interesting geometrical interpretations. In particular, General
Relativity characterises howmass is able to curve space-time, influencing light and
particle trajectories in its surroundings.
*The subscripts and superscripts indicate the coordinate index, as in Einstein’s formalism.
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On curved manifolds, two vectors that are mutually parallel at a given point will
not remain necessarily parallel when they are moved apart, in the same way in
which the Eiffel Tower in Paris and its replica in Tokyo are nearly perpendicular
to each other, despite both being safely perpendicular to the ground. The distortion
of the l coordinate of vector A, that is parallel transported along the m component
of the basis, is quantified through the covariant derivative
ÑmAl = ¶mAl +Glmn An (1.3)
where the Glmn coefficients are defined as
Glmn =
1
2
gls
 
¶mgsn +¶ngsm  ¶sgmn

(1.4)
and are called the Christoffel symbols.
Therefore, if the two parallel vectors are transported along closed circuits, they
may point in different directions when they meet again at the origin. Imag-
ine, for example, a closed circuit generated by two vectors X and Y with sides
[tX ; tY; tX ; tY ] regulated by a generic size parameter t. In the limit of t! 0, the
transformation R(X ;Y ) experienced by the vector Z transported along such loop is
described by the so-called Riemann curvature tensor Rlmns
RlmnsX
mY nZs = (R(X ;Y )Z)l = (ÑXÑYZ ÑYÑXZ ÑXY YXZ)l (1.5)
that can be expressed as
Rlmns = ¶nGlms  ¶sGlmn +GlntGtms  GlstGtmn (1.6)
in terms of the Christoffel symbols. The transformation generated by such geomet-
rical effect is connected with the Ricci curvature tensor
Rms = Rnmns (1.7)
whose trace R= gmnRmn is the Ricci curvature scalar.
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In Einstein’s theory, the geometry of space-time is entirely described by the Ricci
tensor and it is modified by the presence of energy and matter, as elegantly con-
densed in the Einstein equation
Rmn   12gmnR=
8pG
c4
Tmn (1.8)
where G is Newton’s constant and the mass and energy distribution sourcing the
gravitational potential are enclosed in the stess-energy tensor Tmn .
Within a general space-time framework, the analytic solutions of Einstein equa-
tion are extremely complex to be derived and, in the first attempts to describe the
Universe, two assumptions were introduced. In particular, our role as Earth-based
observers was assumed to be unprivileged with respect to other possible observers
in the Universe, and combined with the isotropy hypothesis, considering the Uni-
verse statistically similar in every direction. The union of the two constitutes the
so-called Cosmological principle, which implies the homogeneity of the Universe at
sufficiently large scales.
The translational and rotational symmetries implied by the Cosmological Prin-
ciple can be used to rewrite the spatial part of the metric d~r= (dx;dy;dz) of Eq. 1.2
in spherical coordinates (dr;dq ;df) as
ds2 = c2dt2+a2(t)

dr2
1 Kr2 + r
2  dq 2+ sinq 2df2 (1.9)
named Friedmann–Lemaître–Robertson–Walker (FLRW) metric. The curvature
parameter K has units [L 2] and is related to the topological geometry of the space-
time, that can be either flat (K = 0), closed (K > 0) or open (K < 0): in this three
geometries, two rays of light that are locally parallel will remain parallel, converge
or diverge, respectively. The dimensionless parameter a(t) is the scale factor and
accounts for the time-dependence of distances, allowing the fabric of space-time
to contract or expand.
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In fact, we can define the physical distance between two points as
~r = a(t) rˆ
Z drp
1 Kr2 = a(t) rˆ
8>>><>>>:
arcsinh r for K < 0
r for K = 0
arcsin r for K > 0
(1.10)
and the comoving distance as
~x=
a0
a(t)
~r (1.11)
where the 0 subscript refers to the value at present time.
Depending on the specific case, physical processes are more elegantly described
in the physical or the comoving frame: in order to recover one from the other it
is useful to recall the definition of total derivative of a generic function f with n
arguments fa1;a1; :::ang
d
dt
f (a1;a1; :::an) =
n
å
i=1
dai
dt
¶tf (1.12)
where ¶t is the partial derivative. Since total derivative is invariant under coordi-
nate transformation, we have that8><>:
¶tf (~r; t) = ¶tf (a~x; t)  a˙a

~x ~Ñx

f (a~x; t)
~Ñr =
1
a
~Ñx
(1.13)
where we adopt the conventional dot operator a˙ to represent the total time deriva-
tive.
The velocities in comoving and physical coordinates are
~u= ~˙x (1.14)
~v=~˙r = a˙~x+a~u (1.15)
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respectively, where the factor
H(t) a˙
a
(1.16)
is the Hubble function, named after the American physicist Edwin Hubble, whose
value at present time – the Hubble parameter H0 – is often conveniently reduced to
the dimensionless variable h= H0=(100 km=s=Mpc).
In 1929, Hubble was able to estimate the value of H0 using the observations
of several Cepheid variables collected together with Milton Humason, using the
Hooker Telescope located at the Mount Wilson Observatory (Hubble, 1929; Hub-
ble and Humason, 1931). Combining distance measures resulting from the intrin-
sic Cepheid variabilitywith the velocities, obtained from theDoppler redshift effect
of their emission, he was able to prove not only that the objects observed belonged
to extra-galactic systems – called nebulae at that time – but also that such systems
were all moving away from Earth, with velocities proportional to their distance
independently from their position in the sky.
The Doppler effect is the observed shift in the wavelength l of signals emitted
by a moving source, that exhibit smaller (blueshift) or larger (redshift) wavelength
with respect to the original one if the source is approaching or receding from the
observer, respectively. In cosmology, the signals emitted by a source are redshifted
by the expansion of space-time
z=
dl
l
=
dv
v
' H dr
v
= Hdt =
da
a
(1.17)
and this can be directly related to the scale factor
1+ z=
a0
a
(1.18)
as the redshift is de facto commonly used as a substitute for the scale factor itself.
In Hubble’s work, the statistical estimate ofH0 was derived from the liner regres-
sion between the physical velocity and the distance
~v H~r (1.19)
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exhibited by objects in nearby galaxies under the assumption of constantH(t) =H0.
This is considered the first observation of the expansion of the Universe: in fact, it
is possible to describe the velocity of each object as
~v= H~r+a~u' H~r (1.20)
where the contribution of the comoving velocity ~u is considered to be negligible
with respect to the cosmic drift and statistically irrelevant since it should be ran-
domly distributed in the sample.
With the assumptions of the Cosmological Principle, the general metric of the
space-time on the left-hand side of Einstein equation Eq. 1.8 can be reduced to a
more symmetric and simple form that involves two main components: a curva-
ture K and a scale factor a(t) describing the geometry of the space and its intrinsic
expansion rate, respectively.
In order to have a complete picture of evolution of the Universe, let us now
turn to the right-hand side of Einstein equation: the stress-energy tensor Tmn . It
is useful to describe – at first – the energy and matter content of the Universe as
a single and perfect fluid, which does not experience conduction (T0;n = Tm;0 = 0)
nor shear stresses (Tmn = 0 : m 6= n), such that the stress-energy tensor reads
Tmn = diag
 
rc2;P;P;P

(1.21)
where r and P are the density and pressure of the fluid, respectively.
Solving Eq. 1.8 for the T00 component ant for its trace trT , we obtain the two
Friedmann Equations (Friedmann, 1924)
H2 =
8pG
3
r  Kc
2
a2
(1.22)
H˙ = 4pG

r+
P
c2

+
Kc2
a2
(1.23)
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from which we can derive
a¨
a
= 4p
3
G

r+3
P
c2

(1.24)
to explicit the second derivative of the scalar factor.
Taking the derivative of Eq. 1.22 and substituting it in Eq. 1.23 we find
¶tr+3H

r+
P
c2

= 0 (1.25)
which exemplifies an interesting property of the Universe under study. In fact, the
previous equation can be rewritten as the definition of adiabatic expansion
dU+PdV = 0 (1.26)
where we recognize the internal energyU = rc2a3 and the volume V = a3, mean-
ing that – in this framework – the Universe is a closed system: matter and energy
cannot be lost to or gained from an external source.
Let us note from Eq. 1.23 that a static solution of the two Friedmann equations
exists, but it requires
H = 0, P= rc2 (1.27)
H˙ = 0, r = 3Kc
2
8pGa2
(1.28)
meaning that the density r or the pressure P should be negative, even if both are
expected to be positive for a standard fluid. This was one of the reasons – among
others – that led Einstein to introduce a cosmological constant L and the relative
density component rL = Lc2=8pG through the invariant transformation of coor-
dinates (Einstein, 1917)
P! P˜+PL (1.29)
r ! r˜ rl (1.30)
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that would effectively resemble a fluid with negative pressure PL = rLc2.
In order to divide the single fluid in several fluid species i, we define each equa-
tion of state Pi = Pi(ri) in the form of
Pi = wi ri c2 (1.31)
where wi is a parameter describing the nature of the fluid component that can be
related to the sound velocity cs;i
wi =
c2s;i
c2
=
¶riPi
c2
(1.32)
and to the time evolution of each species density
ri = ri;0 a 3(1+wi) (1.33)
as obtained from Eq. 1.25. Rearranging Eq. 1.26, it is also possible to see that the
parameterwi determines how the internal energy changes with respect to a volume
variation
dUi
dV
= Pi = wi ri c2 (1.34)
in the case of adiabatic expansion. Therefore, it is possible to identify three main
different behaviours:
• Non-relativistic matter wmat = 0) rmat µ a 3:
the internal energy is dominated by mass contribution Ui ' mic2, which is
constant in time, implying that the fluid is pressure-less and its density scales
as the inverse of the volume;
• Relativistic matter and radiation wrad = 1=3) rrad µ a 4:
the redshift effect contributeswith an additional a 1 factor to the volume scal-
ing, identifying this case as radiation and ultra-relativistic particles in thermal
equilibrium;
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• Cosmological constant wL = 1) rL µ 1:
this behaviour is consistent with the properties of the cosmological constant
of negative pressure and of constant density as previously described.
Since matter, radiation and the cosmological constant density evolutions scale
differently with respect to the cosmic expansion, the Universe lifetime can be di-
vided into three eras with respect to the dominant component at each time. Given
a non-zero value for rmat;0, rrad;0 and rL;0, there exist three crossover moments in
which the densities of a pair of the species equate. These are identified with the
three equality redshifts
• Matter–Radiation equality 1+ zeq = rmat;0=rrad;0
• Radiation–L equality 1+ zrad;L =
 
rL;0=rrad;0
1=4
• Matter–L equality 1+ zmat;L =
 
rL;0=rmat;0
1=3
where matter–radiation equality is referred as equality conventionally when not
specified otherwise. In the degenerate case for which the three redshifts are equal
– i.e. zeq = zrad;L = zmat;L) r4mat;0 = r3rad;0 rL;0 –, there is a transition from radia-
tion to cosmological constant dominated era. A matter dominated era can break
through between the two if r4mat;0  r3rad;0 rL;0, so that the first era during cosmic
evolution is characterised by radiation, followed by matter and later on by the cos-
mological constant.
To better analyse the relative contribution of the different species to the cosmic
evolution let us switch to dimensionless coordinates, in particular defining the use-
ful dimensionless density parameters Wmat , Wrad and WL as
Wi =
ri
rc
(1.35)
and total density parameter as
Wtot =
1
rcåi
ri =å
i
Wi (1.36)
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where we defined also
rc =
3H2
8pG
(1.37)
as the critical density.
The Friedmann equations can be rewritten as
1+
Kc2
a2H2
=å
i
Wi (1.38)
a¨
a
= H
2
2 åi
Wi (1+3wi) (1.39)
where is underlined the dependence of the curvature K and the scale factor accel-
eration a¨ on the content of the Universe.
It appears clearly from the previous equations that, in a Universe with only mat-
ter and radiation – treated as perfect fluids –, the acceleration of the scale factor is
always negative. In fact, three scenarios can be outlined for the expansion dynam-
ics – keeping inmind that Hubble’s result confirmed the cosmic expansionH0 > 0 –,
in particular studying how the cosmic acceleration a¨ changes with respect to the
relative weight of the cosmological constant in the total energy-matter content of
the Universe:
• a¨ < 0 for WL < 12Wmat +Wrad : for all the cosmic eras when the cosmological
constant is (still) irrelevant, matter and radiation decelerate cosmic expan-
sion.
• a¨= 0 forWL = 12Wmat+Wrad : this case represents the flex point of the acceler-
ated expansion onset and it is eventually reached if a non-zero cosmological
constant component exists.
• a¨ > 0 for WL > 12Wmat +Wrad : when the cosmological constant becomes the
dominant component in the Universe, the Universe expands at an exponen-
tially accelerated pace without end.
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It is also possible to link the three different values for the curvature K at each
time to the total density parameter Wtot:
• Wtot < 1) K < 0:
the curvature of space-time geometry induced by the content of the Universe
is not enough to compensate the one deriving from cosmic expansion, and it
results in an open geometry and ever-expanding Universe.
• Wtot = 1) K = 0:
in this case, all species contributions sum up to the critical density, exactly
balancing the expansion and recovering a flat Euclidean geometry.
• Wtot > 1) K > 0:
if the critical density is surpassed, the curvature induced on the space-time
overtake the expansion of theUniverse and the geometry is closed. A turning
point is eventually reached in the case of null cosmological constant WL = 0
and the Universe starts to shrink towards a singularity – often referred to as
Big Crunch –.
To summarize, the symmetries assumed for the metric of the space-time of Gen-
eral Relativity are combinedwith the perfect fluid description of the energy-matter
content of the Universe into the Friedmann equations, that represent the master
equations for the dynamics of an expanding Universe and provide several predic-
tions for the past, present and future evolution of the Universe as well as its in-
trinsic geometrical properties. The description of the Universe is crucially related
to the present value of the Hubble parameter H0 and the three density parameters
Wi;0, in order to solve
H
H0
2
=Wrad;0 (1+ z)4+Wmat;0 (1+ z)3+
 
1 å
i
Wi;0
!
(1+ z)2+WL;0 (1.40)
and get a defined description of cosmic evolution at the background level.
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1.2 The Inhomogeneous Universe:
Linear growth of perturbations
As detailed in the previous Section, the results obtained through the Friedmann
equations are valid as long as the Cosmic principle holds – i.e. if the homogeneous
assumption is legitimate – so that the evolution of matter and energy densities can
be described through their mean value.
In 1964, Arno Penzias and Robert Wilson, with the Holmdel horn antenna at
the Bell Labs in Holmdel Township, serendipitously discovered an electromag-
netic emission in the microwave band, isotropically distributed as a micro-wave
background (Penzias and Wilson, 1965): it was the first observation of the Cosmic
Microwave Background (CMB) already hypothesized by Alpher et al. (1948); Alpher
and Herman (1948).
After the discovery of the expansion of the Universe by Hubble, it was still de-
bated whether this result suggested that the Universe was smaller in earlier times,
thus implying a singularity for a! 0 – i.e. the Big Bang or, in Lemaître’s words, the
Cosmic Egg (Lemaître, 1933) –, or that the expansion was not an adiabatic process
as stated by Eq. 1.26 and matter and energy were constantly input to reach a Steady
State (Bondi and Gold, 1948).
It was already evident at the time that, if the Universe was smaller throughout
its history, it should also be hotter and denser. Therefore, it exists a moment in
the past when the protons and electrons were so energetic to be unable to bound
and form atoms, continuously scattering with photons in a hot state called plasma,
thus effectively impeding light transmission and making the Universe an opaque
medium. When the temperature and the density of the plasma lowered enough due
to the cosmic expansion, electrons and protons combined into atoms in a process
identified as recombination, suddenly clearing the path to the photons that eventu-
ally were detected by Penzias and Wilson billions of years later and still permeate
the Universe.
The observed emission had the characteristic Planckian shape of a perfect black
body thermal emission with a peak temperature of 2:7K, as measured by the NASA
COBE experiment in 1992 (Smoot et al., 1992). Knowing the temperature required
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for the recombination process (T  3000 K) and the evolution of radiation tem-
perature during cosmic expansion (T = T0(1+ z)), the CMB was identified as the
relic radiation emitted during the recombination era when the Universe was ap-
proximately 379;000 years old, at redshift z  1100, that contributes today to the
total energy-matter content with Wrad;0 = 9:210 5. Therefore, the discovery of
the CMB confirmed that the homogeneity approximation was correct and that the
Universe has expanded from a Hot Big Bang state, contradicting the Steady State
hypothesis.
The homogeneity of the CMB, however, was expected to break down by tiny
fluctuations derived from the dynamical equilibrium of the plasma, since a per-
fectly homogeneous Universe would not feature the inhomogeneities that eventu-
ally turn into planets, galaxies and the structures surrounded by empty space we see
today. The presence of acoustic oscillations was predicted as a possible effect in the
CMB in the late 1960s (Sakharov, 1966) and further studies (Bond and Efstathiou,
1984; Efstathiou and Bond, 1986; Hu andWhite, 1996) investigated possible meth-
ods to use the scale of inhomogeneities as a standard ruler as we will describe be-
low(Kamionkowski et al., 1994; Jungman et al., 1996).
Since it is possible to relate the temperature fluctuations with the density ones,
in order to study the deviations of T and r from the homogeneous background
solutions Tb and rb(a) = rb;0 a 3, we define the temperature contrast
D(~x) =
T (~x) Tb
Tb
(1.41)
and the density contrast
d (~x;a) =
r(~x;a) rb(a)
rb(a)
(1.42)
in each point~x of the space. Moreover, since fluctuations of the early Universe dis-
tribution are nearly acoustic, it is more convenient to perform perturbation analy-
sis in Fourier space, where the density contrast reads
dk =
1
(2p)3
Z
d~x d (~x) ei~k~x (1.43)
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and its 2-point correlation function is
P(k) hd 2k i= h
Z
d
 
~x ~x0 d (~x) d  ~x0 ei~k(~x ~x0)i (1.44)
often referred as Power Spectrum (PS)†, where the angle brackets<> indicate ensem-
ble average over smaller patches of the Universe volume. The 2-point correlation
function related to temperature perturbations is more conveniently represented in
spherical coordinates, thus called Angular Power Spectrum, where the polar and az-
imuthal angles (q ;f) are expressed through the multiple moment and order (l;m)
of the spherical harmonic
Cl = h 12l+1
l
å
m= l
jDlmj2i (1.45)
and the angular scale can be derived through 180=l.
In Fig. 1.1 the projected sky map of the dT fluctuations as seen by the Planck
experiment – upper panel, red and blue for positive and negative values, respec-
tively – and the relative Angular PS are represented, the latter plotted in terms
of T 20 l(l+ 1) Cl as function of both l and the angular scale of separation – bottom
panel –.
The Angular PS has very distinctive features, mainly represented by an initial
slope, several peaks of different heights and a damping tail. These features, called
Barionic Acoustic Oscillations (BAO), can be described within a single theoretical pic-
ture in which baryonic matter and radiation acoustically oscillate in the primordial
plasma, driven by the opposite influence of gravity and radiation pressure. Odd and
even peaks represent the maximal compression and rarefaction states due to gravi-
tational attraction and pressure repulsion, respectively‡. The CMB photons, once
recombination occurs, freely stream through the Universe retaining information
on this oscillatory pattern.
The correlation between two points of the CMBmap is a function of their angu-
†Note that P(k) = P(j~kj) because of isotropy.
‡Compression and rarefaction states have positive and negative temperature fluctuations, but
their correlation is always a positive quantity.
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Figure 1.1: The Cosmic Microwave Baground: a map of the temperature deviations from the mean
value (top panel) and the Angular Power Spectrum of such fluctuations (bottom panel). Credit: ESA
and PLANCK Collaboration (Planck Collaboration, 2018)
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lar separation compared to the size of the Universe at the time of recombination,
approximately corresponding to l  50 at z 1100: for example, points with small
angular separation – l 50 – experienced several oscillation cycles while very dis-
tant points – l 50 – did not even start to oscillate.
In this sense, the shape at lowmultipoles still holds information of the primordial
spectrum of the early Universe, which is well described by a (nearly) scale invariant
relation
Cl = Al (l=l0)
ns 1 (1.46)
that translates into a primordial matter PS
P(k) = As (k=k0)
ns (1.47)
where the parameters As (Al) and ns representing the scalar (angular) amplitude and
the scalar spectral index, respectively, can be fitted to the data.
The first peak represents the leading compressed state given by matter gravita-
tional in-fall andwas observed for the first time by the high-altitude balloon experi-
ment BOOMERanG flying around the Antarctic South Pole in the years 1998-2003
(de Bernardis et al., 2000; Masi et al., 2002). Given the size of the Universe, its age,
matter and radiation content, it is possible to calculate the expected moment lexpfirst
of this first peak at recombination and use it as a standard ruler. Therefore, any dis-
crepancy between the observed value lobsfirst and the theoretical one would indicate
a curvature of the space-time K that modified the path of CMB photons, either
shrinking – lobsfirst < l
exp
first – or expanding – lobsfirst > l
exp
first – the projected size of such sig-
nal. Hence, with the use of the first peak only it was possible to fix the curvature K
to good precision; however, it was impossible to break down the contribution of
each species represented by the density parametersWi, for which exploiting higher
order peaks is required.
The second peak denotes the first bounce induced by radiative pressure and was
captured by the WMAP satellite in 2001 (Bennett et al., 2013). In a plasma where
the electrons and protons contribution is negligible with respect to radiation, the
first and the second peak would have the same height in an almost symmetric state,
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but this is not the case: the symmetry, in fact, is broken by gravity, that enhances
the collapse (first peak) with respect to the rarefaction (second peak). Therefore,
the ratio between the first two peaks is sensitive to the relative abundance of the
species belonging to the plasma.
If the Universe at recombination consisted only in plasma, the other acoustic
peaks would be a sequence of exponentially decaying higher order harmonics of the
first and the second peak, where the damping originates from the photon random-
walk diffusion in the recombination process that effectively suppresses tempera-
ture correlation above lS & 800 – called Silk damping, after the British astrophysicist
Joseph Silk (Silk, 1968) –.
The measurement of higher order peaks, performed by the Planck satellite from
2009 to 2018, highlighted an excess power in the third peak and a lack of power
in the tail with respect to the primary and secondary peaks. Since the third peak is
related to the matter re-collapse after the first acoustic oscillation, a higher power
in this peak suggests that the gravitational well originated with the first collapse
was not entirely restored by radiation pressure bounce. Such asymmetry can be
explained with the addition of another fluid that is coupled gravitationally with the
plasma but does not experience radiative pressure, enhancing consecutive matter
in-falls, which can be associated with a form of darkmatter.
While – at the turn of the third millennium – the CMB was providing an im-
pressive amount of crucial information about the early and present Universe, two
independent projects were able to prove that the rate of expansion of the Universe
is not constant and is indeed accelerated. In 1998 the Supernova Cosmology Project
(Perlmutter et al., 1999; Schmidt et al., 1998) at Lawrence Berkeley National Labo-
ratory and the High-Z Supernova Search Team (Riess et al., 1998) at the Australian
National University both used Supernovae of type Ia to extend Hubble’s diagram
to more considerable distances, observing a deviation at high redshifts from the
linear law that implied a variation of the rate of expansion. Supernovae Ia, as the
Cepheid variables, are considered standard candles as their distance can be inferred
through their luminosity properties and the hydrogen and silicon lines of the emit-
ted spectrum can be used to determine their redshift. The distance-redshift relation
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obtained by the high-z Supernovae was consistent with an accelerating expansion
and was best fitted by the combination of the density parameters Wmat  0:3 and
WL  0:7 when combined with CMB results.
By the time of this measurement, other observations spanning through many
orders of magnitude in scale were compatible with the presence of a cold and dark
form of matter (CDM) – a not-strongly electromagnetically interacting particle or
a gravitational quid that mirrors the effect of such fluid –. These are related to dy-
namical properties of systems, as e.g. the inner dynamics of galaxy clusters (Zwicky,
1937; Clowe et al., 2006) and the rotation curves of spiral galaxies (Rubin et al., 1980;
Bosma, 1981; Persic et al., 1996), to the gravitational impact on the underlying ge-
ometry of space-time, as strong gravitational lensing of individual massive objects
(Koopmans and Treu, 2003) and the weak gravitational lensing arising from the
large-scale matter distribution (Mateo, 1998; Heymans et al., 2013; Planck Collabo-
ration et al., 2015; Hildebrandt et al., 2017), as well as on the clustering of luminous
galaxies (see e.g. Bel et al., 2014; Alam et al., 2017), on the abundance ofmassive clus-
ters (Kashlinsky, 1998) and their large-scale velocity field (Bahcall and Fan, 1998).
To summarise, the CMB Angular PS and the Supernovae Ia projects provided
an incredible source of information regarding the past and present Universe. It
allowed to estimate the density parameters Wrad , Wmat – in its components Wbar
and Wcdm –, the curvature K, the cosmological constant density contribution WL
and equation of state wL, as well as the present value of the Hubble parameter H0,
the age of the universe and the primordial PS scalar parameters As and ns. The
parameters mentioned above are reported in Tab. 1.1 as measured by the 2018
release of the Planck collaboration results.
The theoretical cosmological framework originated by these results is called L-
CDM, and describe the Universe as composed of radiation and standard baryonic
matter, together with cold and dark matter – that enhances the gravitational col-
lapse and drives structure formation – and a non-zero cosmological constant L
with equation of state wL =  1, generally called dark energy, prompting the late-
time cosmic expansion acceleration.
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As seen in the previous paragraphs, the CMB Angular PS is consistent with a
primordial density PS in the form of
P(k) = As kns (1.48)
where the exponent ns estimated by Planck (Planck Collaboration, 2018) is very
close, even if not equal, to unity. A value of ns = 1 is characteristic of a perfect scale-
invariant system, where the perturbations are equally likely to arise irrespectively
of the scale considered. The scale-invariance of the primordial PS and the possible
deviations from it are intimately connected with the properties of the Universe at
early times.
The flatness of the space-time, the overall temperature homogeneity of the CMB
and the near scale invariance of its perturbations could all be considered curious and
peculiar properties from an a priori point of view. Since they require a particular
set of cosmological parameters that in principle could have any value, such coinci-
dence poses a fine-tuning problem to the standard cosmological model. Due to the
cosmic expansion, progressively more and more regions of the Universe are casu-
ally connected: it is natural to wonder how previously separated regions shared the
same temperature and were characterised by energy-matter content that adds up
exactly to the critical density preserving the Universe flatness.
It is now commonly accepted that approximately between 10 36 and 10 32 sec-
onds after the Big Bang the Universe experienced a remarkably rapid exponential
expansion by a factor 1026. A similarmechanismwould have put in causal contact
– thus in thermal equilibrium, given enough time – very distant regions in the Uni-
verse and would have also stretched any given initial curvature to an almost flat ge-
Table 1.1: Cosmological parameters as measured (or derived) by the Planck Collaboration in com-
bination with BAO and Supernovae Ia measurements (see Planck Collaboration, 2018, for detail).
Wrad;0 Wbar;0 Wcdm;0 WL;0 wL
(9:20:2)10 5 0:04900:0007 0:2610:004 0:6890:006  1:030:03
Kc2=a˙20 h Age [Gyr] As109 ns
0:0010:002 0:6770:004 13:780:02 2:100:03 0:9670:004
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ometry. The idea of such cosmic inflationwas proposed by AlanGuth (Guth, 1981),
Andrei Linde (Linde, 1982) and Alexei Starobinsky (Starobinsky, 1982) among oth-
ers. In thesemodels, the Universe faced a phase transition, described by the dynam-
ical evolution of a scalar field – called inflaton – under the influence of a potential
with multiple minima. In this picture, inflation is the exponential expansion of the
Universe induced by the shift of the field from a local minimum of the potential
to another one. However, despite being commonly accepted and consistent with
data, experimental confirmation of the particular physical mechanism have yet to
be found, and many inflationary models are still competing.
The set of equations that defines the density and velocity evolution in comoving
coordinates of the matter fluid after recombination is8>>>>>>><>>>>>>>:
r˙+3Hr+~Ñ  (r~u) = 0 Continuity Equation
~˙u+2H~u+

~u ~Ñ

~u= 
~ÑP
a2r
 
~ÑF
a2
Euler Equation
P= P(r) Equation of state
Ñ2F= 4pGa2 (r rb) Poisson Equation
(1.49)
which is closed by the background evolution of the Hubble function of Eq. 1.40;
the variableF represents the gravitational potential that satisfies the usual Poisson
equation (Peebles, 1980).
The stationary – but unstable – solution of this system is a perfectly homoge-
neous density distribution 8>>>>><>>>>>:
r(~x) = rb = rb;0 a 3
u(~x) = 0
P= const
F= 0
(1.50)
which is exactly what defines our background solution.
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Weare interested now in perturbing such background solution, in order to study
the linearised evolution of the density contrast d (a) defined in Eq. 1.42, which will
be valid only in the regime of small perturbations jd j<< 1 (for a complete review
on the growth of linear density perturbation see e.g. Peebles, 1993; Peacock, 1999,
towhichwe refer for details). If we take the time derivative of the Continuity Equa-
tion, apply the divergence of the Euler Equation and combine the two, substituting
the pressure and gravitational potential, we obtain
d¨ +2Hd˙ +
c2s
a2
Ñ2d  4pGrbd = 0 (1.51)
that, expressed in Fourier space using the definition in Eq. 1.43, reads
d¨k+2Hd˙k+dk

k2c2s
a2
 4pGrb

= 0 (1.52)
that describes the linear evolution of density perturbation.
This equation features a stationary solution, identified by a periodic density per-
turbation characterized by
2p
kJ
= lJ =
cs
a
r
p
Grb
=
2pcs
aH
r
2
3Wm
(1.53)
called Jeans length, that represents the scale at which the collapse induced by gravity
is balanced by the fluid pressure.
As a reference, let us focus on the case of a pressure-less matter fluid, for which
c2s;mat = c
2wmat = 0. It is interesting to notice that for a static Universe – i.e. H = 0 –,
Eq. 1.52 reduces to
d¨k = 4pGrb;0 dk (1.54)
whose solution is given by the linear combination of
D+(k; t) = dk;0 e+ t
p
4pGrb;0 (1.55)
D (k; t) = dk;0 e  t
p
4pGrb;0 (1.56)
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where D+(k;a) and D (k;a) are the density perturbation growing and decaying
mode, respectively. In this case, the growth of perturbation is exponential in time.
Instead, in the case of an expanding Universe and – in particular – in the matter
dominated era Wmat ' 1, we have that the Hubble function obtained from Eq. 1.40
satisfies
H = H0(a=a0) 3=2) a= a0 (t=t0)2=3 (1.57)
and the solution of Eq. 1.52 is a linear combination of
D+(k;a) = dk;0 a(t) (1.58)
D (k;a) = dk;0 a(t) 3=2 (1.59)
where the growth of perturbation is now proportional to the scale factor a. The
growth is slower with respect to the exponential one of the static Universe, since
the gravitational collapse of structures has to overcome the expansion of space-time
and the two mechanisms have opposite effect on structure formation§.
It is useful to recall that the CMB temperature fluctuations are of the order 10 5
and can be mapped into baryonic density fluctuations of comparable intensity. If
the total matter content of the Universe consisted in baryons exclusively, the den-
sity perturbation would have grown from d  10 5 at recombination – happened
at z  1100 – to d  10 2 at the present day, thus implying the complete linear
evolution of perturbations and the absence of non-linear structures in the present
Universe.
Such estimation is quite heuristic, but it well illustrates the need of a gravitational
mechanism that is able to accelerate baryonicmatter collapse into the complex struc-
tures that we observe and are part of today: this is one of the primary motivation
supporting the existence of non-baryonic dark matter.
§For this reason, the friction term 2Hdk is sometimes referred as Hubble drag.
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1.3 The Inhomogeneous Universe:
Non-linear growth of perturbations
On an analytical level, it is quite difficult to venture beyond the linear approxima-
tion and solve exactly the evolution of density perturbations when these become
comparable, or exceed, the background density value. Nevertheless, it exists a sim-
ple and integrable model that describes the formation of bounded gravitational
structures, called Spherical collapse model (Gunn and Gott, 1972). For a detailed
description of the model we are here going to review see e.g. Peebles (1993); Coles
and Lucchin (2002).
Imagine to carve an over-dense spherical region in a spatially flat and matter-
dominated universe – i.e. Wmat;0 ' 1 –: the growth of the spherical density is in-
dependent from the background solution and effectively evolves as if it was a sub-
Universe with its own density parameter W˜mat;0 > 1 and, consequently, positive
curvature. In this framework, the background evolution of such sub-Universe is
described by Eq. 1.40 and it reads
H = H0

W˜mat;0 R 3+
 
1  W˜mat;0

R 2
1=2 (1.60)
where R is the analogue of the scale factor a for the sub-Universe and t is character-
istic time of the collapse. It is possible to express Eq. 1.60 in the parametric form8<:R(q) = A(1  cosq)t (q) = B(q   sinq) (1.61)
through the dimensionless development angle parameter q 2 [0;2p] and two factors8>>>>>><>>>>>>:
A= R0
W˜mat;0
2
 
W˜mat;0 1

B=
W˜mat;0
2H0
 
W˜mat;0 1
3=2
(1.62)
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that are defined by the boundary condition at R= R0 and H = H0.
It is clear from Eq. 1.61 that the over-density expands until it reaches a turn-
around point, defined by
Rmax = 2 A (1.63)
tmax = p B (1.64)
corresponding to the scale factor
Rmax =

3
2
H0tmax
2=3
=

3p
4
W˜mat;0
2=3  
W˜mat;0 1
 1 (1.65)
After tmax, it starts to fold back and eventually ends at the final collapsed
Rcol = 0 (1.66)
tcol = 2p B (1.67)
singularity state.
The density ratio between the collapsing object and the background evolves as
r
rb
=
W˜mat;0rc=R 3
rc=a 3
= W˜mat;0
 a
R
3
(1.68)
that for the turn-around point is
rmax
rb
=
9p2
16
' 5:55 (1.69)
meaning that a spherical perturbation is 555% more dense than the background
when it enters the collapsing phase.
In this simple model there is no pressure to prevent the final singularity state.
However, the singular state is not physically reached and the collapse stops once
the virial condition
2 K = U (1.70)
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is satisfied, where K and U are the kinetic and potential energy of the system, re-
spectively. Therefore, after virialization,R(t > tvir) simply saturates to the constant
value Rvir. For a spherical configuration, the potential energy is
U (R) = 3GM
2
5R2
(1.71)
that accounts for the total energy E = U+K at t = tmax, since at the turn-around
point the sphere stands still – i.e. R˙max = 0 ) K (Rmax) = 0 –. In this process
the total energy is conserved, thus we can easily retrieve the kinetic energy of the
virialized state to obtain the scale relation
Rvir : 2K (Rvir) = 2 [U (Rmax) U (Rvir)] != U (Rvir) ) Rvir = Rmax2 (1.72)
that characterizes such state.
Using the definition of Eq. 1.61, virialization happens at
qvir : A(1  cosqvir) = A ^ (qvir > p) ) qvir = 3p2 (1.73)
that correspond to a time interval of
tvir
tmax
=

avir
amax
3=2
=

3
2
+
1
p

' 1:81 (1.74)
The density contrast with the background is
r (t = tvir)
rb
=
rvir
rb
=
rmax
rb

Rvir
Rmax
3 avir
amax
3
=
9p
4
(3p+2)' 145 (1.75)
in the virialized state and
r (t = tcol)
rb
=
rcol
rb
=
rmax
rb

Rvir
Rmax
3 acol
amax
3
= 18p2 ' 178 (1.76)
at the collapse time.
The physical consequence that can be drawn from this simple but useful model is
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that perturbations can be considered gravitationally bound in non-linear structures
when they become 150 180 times denser with respect to the background density.
The extent of the failure of linear extrapolation can be appreciated if we contrast
the exact non-linear density ratio with the one obtained by linearisation
r
rb

lin
= 1+
3
20

6p
t
tmax
2=3
(1.77)
that for the turn-around and final times are
rmax
rb

lin
= 1+
3
20
(6p)2=3 ' 2:06 (1.78)
rcol
rb

lin
= 1+
3
20
(12p)2=3 ' 2:686 (1.79)
meaning that the linear break down is already significant at the time of turn-
around.
To summarise, the spherical collapse represents a valuable analytical result that
describes how collapsed systems form in an expanding Universe. Even if the scal-
ing relations obtained as well as the timings and the order of magnitude of density
and size as compared to the background can be used in observable estimations, this
solution refers to a highly idealised set-up. A physical cosmological system features
multiple perturbations at various scales with no particular symmetry, thus hinder-
ing the possibility to solve the density evolution analytically. Moreover, we showed
that the linear approximationmight deviate seriously from the exact non-linear so-
lution, hence representing a valid alternative only at early times and on large scales.
For this reasons, starting from the ‘60s, the exploration of the non-linear regime
relied more and more on a different tool that has proven to be essential in the in-
vestigation of the Universe evolution: numerical simulations.
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2
The Simulated Universe
The dramatic improvements of our understanding of the Cosmos have prompted
by the comparison between ground-breaking observational data – e.g. the Hubble
Cepheids observation, theCMBand the results of the Supernovae Ia projects –with
the forecast of the theoretical models of the Universe. However, in order to fully
exploit the tremendous increment of the quantity and quality of observational data
that new technologies allow for, it is required to have equally reliable and precise
theoretical predictions of the key observables of interest.
The impossibility to rely on robust and general analytical results in the non-
linear regime led to the implementation of numerical simulations that, with the
thriving of computational power, now play a crucial role in the estimation of cos-
mological observables regarding the formation and evolution of collapsed systems
and the expected forecast related to future experiments design.
In particular, numerical simulations significantly contributed to the establish-
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Figure 2.1: The most important cosmological simulations from 1970 to 2010 are plotted year-wise
against their particle number. The numerical strategies related to the gravitational potential evalu-
ation are represented by the different marker as described in the legend. Credit: Debora Sijacki
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ment of LCDM as the standard cosmological scenario, providing decisive predic-
tions on the non-linear structure formation driven by the presence of CDM and
on the role of dark energy in the late-time accelerated expansion of the Universe.
The combined effects of the development of advanced numerical methods and
the availability of increasing technological resources have induced the exponential
evolution of simulation complexity and predictive power. The accuracy of numer-
ical simulations of collapsed objects dynamics and large-scale structures formation
has experienced a striking improvement during the years, as schematically por-
trayed in Fig. 2.1, where the most important simulations milestones in a 40-year
lapse of time are plotted against their number of particles – i.e. the smallest singu-
lar components resolved in the system –.
Consistently with the resolution obtainable at the time, several systems have
been the target of N-body simulations in the literature. First were investigated
the formation and the dynamics of galaxy clusters (see e.g. Aarseth, 1963; Peebles,
1970; White, 1976; Aarseth et al., 1979; Frenk et al., 1983; Davis et al., 1985; White
et al., 1987) as well as their density and velocity statistical analysis (see e.g. Miyoshi
and Kihara, 1975; Efstathiou and Eastwood, 1981; Davis et al., 1985; Carlberg and
Couchman, 1989; Zurek et al., 1994). In the early ‘90s, the comparison between the
large-scale correlation of galaxies simulated with the observations available already
suggested a tension if no cosmological constant was taken into account (Maddox
et al., 1990; Efstathiou et al., 1990; Suginohara and Suto, 1991), well before the cos-
mic acceleration had been observed and confirmed by the Supernovae Ia projects
(Riess et al., 1998; Perlmutter et al., 1999). The internal structure of haloes and its
substructures were the object of investigation in the next decade (Warren et al.,
1992; Gelb and Bertschinger, 1994; Navarro et al., 1996, 1997; Klypin et al., 1999;
Moore et al., 1999) and the establishment ofLCDMwas then confirmedwith large-
scale and high-resolution simulations (Jenkins et al., 1998; Governato et al., 1999;
Colberg et al., 2000; Bode et al., 2001a;Wambsganss et al., 2004; Springel et al., 2005,
2008).
The overview we presented on role of N-body simulations in the establishment
of the LCDMmodel is far from being an exhaustive review, but it well represents
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how numerical simulations have accompanied – and in some cases even antici-
pated – the outstanding theoretical progress that the available technologies have
been able to stimulate with new observations and computational resources.
2.1 Computing the gravitational potential
The numerical simulations divide into two main categories with respect to the es-
sential elements that are used to represent the system: the Lagrangian or N-body
simulations are particle-based, with each particle having a position~x and a velocity
~v, while the Eulerian grid-based codes are based on cells, that posses a density r and
a set of boundary fluxes ffg. These two approaches have somewhat complemen-
tary strengths and weaknesses, as we will detail below, and it is not uncommon
for them to coexist in different forms within the same simulation, connected by
particle–cell mapping routines.
As amatter of fact, the particle-based approach ismore suitable for fine-structure
systems driven by local physical mechanisms as it focuses the computational re-
sources automatically in the most needed regions and adjusts the resolution accord-
ingly – i.e. the densest regions are the most crowded with particles – while having
problems in shocks and high entropy situations. On the contrary, the Eulerian cell-
based approach is best performing in the circumstances where N-body codes do
not excel since it does not suffer from divergence problems – e.g. arising in µ 1=r
potentials when two particles overlap –, at the cost of having an a priori fixed reso-
lution set by the initial number of essential elements*. Since this work is related to
the implementation and application of physical modules within the N-body code
P-GADGET3, a non-public extension of the GADGET2 code (Springel, 2005), we
will mainly focus on the properties of particle-based codes.
N-body simulations follow the evolution of a gravitational system composed of
N particles, whose positions and velocities are evolved according to the gravita-
tional force originated by the density field represented by the particle configura-
tion. While CDM is collisionless, thus not requiring any additional physical imple-
*In fact, adaptive schemes for grid refinement can be devised, but these inevitably increase the
number of essential elements – i.e. cells , with consequential memory and computational costs.
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mentation, the baryonic matter needs to be treated with hydrodynamical equations
that have to be properly taken into account. Astrophysical processes as gas cooling,
star formation and feedback mechanisms can be implemented in the effort of sim-
ulating a system which is the most realistic and consequently relevant for scientific
study. However, we have to consider that the development of rich andmultifaceted
numerical simulations has to be adequately related to the time and memory com-
putational resources available, in order to be feasible and useful.
In N-body simulations, it is assumed that the underlying matter fluid evolution
can be analogously described with a set of discrete bodies – i.e. the simulation par-
ticles, each with its position ~x and velocity ~u – that collectively represent a coarse-
grained gauge for the full continuous density distribution. In the collisionless case,
the dynamics of particle i is governed by the linearized Euler equation of Eq. 1.49
~˙ui+2H~ui = 
~ÑF
a2
(2.1)
that can be simplified applying the coordinates transformation
~pi = a2 ~ui (2.2)
that leads to
~˙pi =
~Fi
mi
(2.3)
where we defined ~Fi is the total force experienced by particle i. In terms of algo-
rithm design, the recasting of comoving velocity ~u into a new velocity ~p – which
has no direct physical meaning – is rather useful since the friction term 2H~ui is now
implicit.
The simplest approach to evaluate the gravitational force applied to particles –
i.e. the only contribution to the total force for collisionless fluids – is called Particle-
Particle, where ~Fi is computed by the direct summation of each particle pair contri-
bution
~Fi = Gmi
N
å
j 6=i
m j~xi ~x j2+ e2 ~xi ~x j~xi ~x j (2.4)
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where the sum runs over N  1 particles and e is the gravitational softening length
that prevents divergence and can be physically interpreted as the incompressible
dimension of the particles. This method is accurate and, not less importantly, easy
to implement; however, the numerical operations required scale as the square of
the particle number  N(N  1)=2  N2 that, compared to the resolution scaling
 N 1, rapidly overturn the algorithm performance when the number of particles
becomes too large.
In order to reduce the computational cost of the Particle-Particle direct sum-
mation, we can group particles in a smart coarse-grained fashion and only then
compute the gravitational force. One possibility is to build a grid and use it as
to approximate the underlying particle distribution: this is called Particle-Mesh ap-
proach. First, one needs to estimate the density field on the mesh-nodes through
particle interpolation, then to calculate the gravitational potential solving the Pois-
son equation in the Fourier space, and finally obtain the gravitational force field
with Fourier anti-transformation. There are several schemes to map the particle
masses to the grid cells, some examples are presented and discussed in Section 2.3
focused on the construction of density fields.
Using the Particle-Mesh strategy, the number of operations reduce toM logM
with a M point mesh. Nevertheless, the decreasing computational cost is conve-
nient only if we are not interested in the close encounters between particles or if
we analyse weakly correlated systems, cases in which the mesh-based approach is
not optimal.
The natural evolution of the previous two algorithms presented, given their
complementary properties, is the combination of the two schemes in order to ex-
ploit each one at its best: the so-called Particle-Particle/Particle-Mesh or P3Mmethod
consists in a Particle-Particle summation in a spherical domain enclosing the par-
ticle of interest and a Particle-Mesh in the outer regions. The choice of the char-
acteristic radius of the connection has to be chosen wisely to have a good balance
between the computational cost and the accuracy at small scales.
Another widely used strategy is the hierarchical multipole expansion, commonly
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called Tree algorithm. It represents a variant of the Particle-Particle approach and
can be combined with Particle-Mesh in a TreePM setting. It is based on the flexible
construction and exploration of a spatial tree that, starting from the coarsest level –
i.e. thewhole simulation domain –, is recursively subdivided into 2dim sub-domains
until all cells are either empty or containing just one particle. In this way, each non-
empty node of the tree represents either a single particle in the most refined level,
a group of particles in the intermediate ones or the totality of particles in the root
level. For each particle, the force is then calculated through direct summation on
the macro particle represented by the tree nodes and the depth reached in the tree
exploration can be tuned requiring a given accuracy in the force evaluation. It is
clear that the full exploration of the tree to the most refined level coincides with
the Particle-Particle approach with  N2 operations, while the use of the single
root level corresponds to a puremean-field approach scaling as N. Tree codes do
not waste time to process void regions, they are not confined to a fixed grid and
the number of operations they require – in a balanced set-up – scales as  NlogN.
However, the computational cost of tree construction and a considerable amount
of additional memory usage to store the tree variables are required; therefore, an
efficient update scheme for the tree has to be devised.
The algorithms presented have been developed during the years to fully exploit
the computational resources available at the time. As we can see in Fig. 2.1, sev-
eral schemes characterised by growing complexity, a hybrid design and parallelised
computational approach have been used in the literature.
2.2 Evolving in time: Time-integration schemes
Along with the method used to compute the gravitational potential, another as-
pect that identifies a numerical simulation is the time integration scheme adopted
to discretise time and update the relevant quantities of the system, namely posi-
tions and velocities in the case of a N-body simulation. It exists a long list of time
integration schemes, from first-order – as e.g. the Forward Euler and Backward
Euler – to second-order or higher order – as e.g. Velocity Verlet, Leapfrog and
Runge-Kutta – methods. However, a detailed review of such schemes is beyond
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the scope of this thesis, and we will focus on the method used in the P-GADGET3
code: the Leapfrog scheme, as described in Quinn et al. (1997) and Springel (2005).
The Leapfrog integration is a second order method consisting in two different
phases devoted to update the variables~xi and ~pi and expressed by the operators D
and K. The former is called Drift
D(Dt) :
8><>:~xi!~xi+~pi
Z t+Dt
t
dt 0
a2
~pi! ~pi
(2.5)
and is related to the position update while the latter, called Kick,
K (Dt) :
8><>:
~xi!~xi
~pi! ~pi+
~Fi
mi
Z t+Dt
t
dt 0
a
(2.6)
corresponds to the velocity update. The two phases are combined into the com-
plete Kick-Drift-Kick – or equivalently in the Drift-Kick-Drift – time propagator~xi~pi
(t+Dt) = K

Dt
2

D(Dt) K

Dt
2
~xi~pi
(t) (2.7)
which results in a symplectic and time-reversible algorithm (Saha and Tremaine,
1992). These properties are particularly helpful to resolve astrophysical and cos-
mological systems – as e.g. the Kepler problem of orbitating objects (Kinoshita
et al., 1991) –, in which long-term stability is crucially dependent on energy conser-
vation(for a comparison between different time integration schemes, see Springel,
2005).
The peculiar symmetric form of the Leapfrog update scheme, that involve half
step updates, can be explained with the following argument. On a very general
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level, the transformation S that, for a finite timestep Dt, evolves
~xi (t) ! ~xi (t+Dt) (2.8)
~pi (t) ! ~pi (t+Dt) (2.9)
can be expressed in exponential terms
~q(t+Dt) = eDtS ~q(t) (2.10)
where~q= f~x;~pg are the generalized coordinates of the system. If we split the total
transformation in the two sequential steps A and B
~q(t+Dt) = eDtAeDtB ~q(t) (2.11)
the two transformations are related by the Baker–Campbell–Hausdorff formula
DtS = ln

eDtA eDtB

=Dt (A+B)+
Dt2
2
[A;B]+
Dt3
12
([A; [A;B]]  [B; [B;A]])+O Dt4
(2.12)
where the operator [A;B] =AB BA is the commutator Lie bracket, which evidently
satisfies the anti-symmetric property [A;B]+[B;A] = 0. With a peculiar symmetric
combination it is possible to cancel the Dt2 term
DtS =
1
2
ln

eDtA eDtB

+
1
2
ln

eDtB eDtA

=
= ln

e
Dt
2 A eDtB e
Dt
2 A

= Dt (A+B)+O
 
Dt3
 (2.13)
so that we can rewrite the total transformation of Eq. 2.10 as
~q(t+Dt) =
h
eDtA eDtB +O
 
Dt2
i
~q(t) =
h
e
Dt
2 A eDtB e
Dt
2 A +O
 
Dt3
i
~q(t) (2.14)
which reduces the error on the time integration with respect to the direct applica-
tion ofA and B. This is the argument backing the symmetric nature of the Leapfrog
method: since it is needed to update positions and velocities separately, the updates
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are not applied sequentially but symmetrically arranged as above to reduce the fi-
nal error (a more rigorous derivation of the algorithm in the astrophysical N-body
context can be found in Yoshida, 1993; Duncan et al., 1998, and references therein).
Yoshida (1990) paved the way towards the optimization of the Leapfrog scheme
to higher order by noticing that the fourth order scheme previously found by Forest
(1989) – that symmetrically cancelled the Dt3 and Dt4 terms – was a composition of
the fundamental operator
S2 (Dt) eDt2 A eDtB eDt2 A (2.15)
and it could be expressed as
S4 (Dt) = S2 (w0Dt) S2 (w1Dt) S2 (w0Dt) (2.16)
with weights w0 = 1=(2 21=3) and w1 = 21=3w0. Suzuki (1992) later generalized
this result to a n-th arbitrary order, where the force has to be computed n 1 times
in-between steps.
The typical large dynamic range of time-scales of cosmological systems allows
us to further improve performances in a similar way to what it is done for the
evaluation of the gravitational potential. In fact, it is evident that in low-density
regions, like the intergalactic medium, the time-step required to detail particle dy-
namics is much larger than the one needed to characterise the high-density regions
with the same accuracy, thus making the “one size fits all” approach a suboptimal
choice for the time-step Dt (Quinn et al., 1997). Therefore, we can devise an in-
tegration scheme that supports individual time-steps, in order not to waste the
computational resources that using uniquely the smallest time-step would imply.
The evolution of the system with individual particle time-steps does not retain the
symplectic nature of the Leapfrog time integration scheme; however, due to the
collisionless nature of the fluid, in the limit of single particle-particle interaction
being much smaller than the total force given by the collective potential, the two-
body collisions are negligible and the energy conservation is only negligibly affected
(Springel, 2005).
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The choice of the individual time-step can be computed as function of the soft-
ening length e and the particle acceleration ~˙ui
Dti =min
(
Dtmax;
s
2e
j~˙uij
)
(2.17)
and binned in a power of two hierarchy, where all time-steps are a power of two
subdivision of a global time-step Dtmax (see Power et al., 2003, for a detailed conver-
gence study of different time-stepping strategies).
2.3 From particle to fields: Smoothed Particle Hydrodynamics
In N-body simulations, whether it is to calculate the gravitational potential or to
derive hydrodynamical quantities – as e.g. the gas pressure –, it is necessary to map
the particle ensemble into a continuous density distribution. In fact, fluid particles
are a discrete representation of an underlying physical density distribution r phys
that is required to solve the dynamical equations (for an extensive review on the
topic see e.g. Hockney and Eastwood, 1981). The problem is then to relate r phys
with the numerical density distribution rnum of particles
rnum (~x) =
1
V
N
å
i
mid (~x ~xi) ? ! r phys (2.18)
given by the sum of d Dirac delta functions.
The strategies that are used to compute the density have different forms accord-
ing to the Eulerian or Lagrangian nature of the problem. In the former, the density
is represented with a single value for each cell, in which the volume is given by con-
struction but the corresponding mass has to be estimated.
The interpolation scheme to assign the particle masses to the grid cells can have
different forms (Harlow, 1988), and the most used ones are:
• Nearest Grid Point (NGP):
each particle is assigned to nearest cell, whose mass is then the bare sum of
the nearest particle masses;
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• Cloud In Cell (CIC):
the mass of each particle is divided between its 2dim nearest cells, weighted
with respect to the position of the particle within the cell, where dim is the
system dimensionality;
• Triangular Shape Cloud (TSC):
similar to the CIC scheme but with higher order interpolation, the cells in-
volved are 3dim.
The density reconstruction on a lattice has the appealing property of being eval-
uated at evenly distributed points in the simulation box – i.e. the grid centres –
and the volume associated with each value is given by definition – i.e. the grid vol-
ume –. Furthermore, density derivatives are easily obtained with finite-difference
methods. However, once the observables of interest are calculated on the grid, the
interpolation scheme must be applied backwards from cells to particles compro-
mising the accuracy of the physical representation of dynamics that are near the
resolution scale. Moreover, density calculated in cells admits a zero-value – i.e. if
there are no particle near the cell –, propagating numerical errors in low-dense re-
gions whenever the computation involves density factors with negative exponent.
In the Lagrangian approach, instead, density is evaluated at the particle positions
thus requiring a systematic method to assign a volume of integration to each one.
The most used scheme in astrophysics is called Smoothed Particle Hydrodynamics
(SPH), initially developed by Gingold and Monaghan (1977) and (Lucy, 1977) and
later improved during the years by many contributors, as thoroughly reported in
the review by Monaghan (1992) on the topic, followed by a second one twenty
years later (Monaghan, 2012).
The general SPH approach relies on the concept that the density field can be
approximated at particle i position with the weighted sum of the mass m of neigh-
bouring particles NN(i)
ri = å
j2NN(i)
m jWi j; (2.19)
41
where the mass is convolved with a kernel functionWi j of choice, characterized by
a particle-specific smoothing length hi, and whose extent is fixed imposing
4
3
ph3i ri = å
j2NN(i)
m j (2.20)
so that only a given number of neighbours – or a given mass, equivalently – is
enclosed within it.
Once the density field is reconstructed, every observable is locally computed
through weighted sums as
Oi = å
j2NN(i)
m j
O j
r j
Wi j (2.21)
and its derivatives are iteratively obtained with
~ÑOi = å
j2NN(i)
m j
O j
r j
~ÑWi j (2.22)
where the derivative is applied on the window function.
Within the SPH framework, the density calculated at particle positions cannot
be zero and the varying smoothing length allows for a dynamical adaptivity of res-
olution, but the algorithm tends to over-smooth sharp density discontinuities and
accumulate numerical error for higher order derivatives. Nevertheless, the exact
scheme of the SPH algorithm is not fixed, since each observable can be expressed
in many analytically equivalent forms that, however, translate into different oper-
ative summations. The important consequence of such flexibility is that different
but analytically equivalent expressions will map into operative sums that carry dif-
ferent numerical errors. We will discuss in the next chapters which strategy is the
most suitable for our problem among the several ones that have been employed
in the literature to reduce the residual numerical errors (see e.g. Brookshaw, 1985;
Cleary and Monaghan, 1999; Colin et al., 2006).
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2.4 P-GADGET3
In this thesis, we will discuss the implementation of physical models regarding the
dark sector in the P-GADGET3 code. Therefore, in this Section, we will review
the basic properties of P-GADGET3 in view of the different numerical approaches
described in this Chapter (as we said earlier, P-GADGET3 is a non-public extension
of the GADGET2 code, see Springel, 2005, for the comprehensive code characteri-
sation).
P-GADGET3 is an N-body TreePM code written in C programming language
(Kernighan and Ritchie, 1978), in which the gravitational potential is solved with
a combination of the Hierarchical 3D Tree and the Particle-Mesh methods for the
short- and long-range evaluations, respectively. The time integration scheme is a
Kick-Drift-Kick second-order Leapfrog, where the individual time-steps depend
on the particle acceleration as in Eq. 2.17.
In order to have fluids governed by different dynamics simultaneously, particles
are divided into types that correspond toC classes retaining all the relevant informa-
tion. For example, particles of type 0 and type 1 are usually considered as baryonic
and dark matter particles, respectively.
While for dark matter particles it needs to compute only the gravitational po-
tential and the relative gravitational acceleration, due their collision-less dynamics,
for baryonic particles – often referred simply as gas particles for historical reasons –
a complete description of the thermodynamic state of the fluid (Springel and Hern-
quist, 2002) is required. To this end, an SPH routine is devoted to extrapolate the
underlying density of the gas distribution used to estimate the pressure gradient
that enters the Euler Equation of Eq. 1.49.
The evaluation of the density values is performed through consecutive iterations
on each particle: starting with an initial guess for the smoothing length hi, a fixed
desideratum number of neighbours N and a tolerance e , the following scheme is
repeated until the condition at point (iv) is satisfied for all particles
i. set the temporary variables h i = h+i = 0
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ii. define the nearest neighbours ensemble NN(i) =

j :
~ri j hi	
iii. using Eq. 4.12, calculate the quantity r=m which is used to represent the
weighted number of neigbours
Ni =
4
3
ph3i å
j2NN(i)
Wi j (2.23)
iv. if jN Nij< e stop and keep hi as the smoothing length for particle i
v. update the values of h i and h+i as8<:h i =max
 
h i ;hi

if Ni  N
h+i =min
 
h+i ;hi

if Ni  N
(2.24)
vi. calculate 8>>>>><>>>>>:
hi =
3
p
2 h i if h+i = 0
hi = h+i =
3
p
2 if h i = 0
hi =
3
s
(h i )
3+(h+i )
3
2
otherwise
(2.25)
which will be used as the new smoothing length guess, starting again from
point (ii).
Once the smoothing length for each particle is defined, the corresponding den-
sity is computed through the standard SPH summation on the neighbouring parti-
cles.
Based on gas particle densities, the pressure contribution to the acceleration of
particle i is
~˙ui

P =  å
j2NN(i)
m j
"
Pj
r2j
~ÑWi j+
Pi
r2i
~ÑWi j
#
(2.26)
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as obtained applying the SPH derivative formula Eq. 2.22 to the pressure gradient
 
~ÑP
r
= ~Ñ

P
r

  P
r2
~Ñr (2.27)
conveniently split in two terms. Provided the absence of shocks or external sources
of heat, the equations above are entropy conserving – i.e. describe a reversible pro-
cess –. However, flows of ideal gases are characterized by discontinuities, where
entropy is generated by (unresolved) micro-physics. To take into account the ther-
modynamic production of entropy, the evolution of pressure and density is medi-
ated by a function A defined as
A= P=rg (2.28)
where g is the gas adiabatic index. The function A is called entropic function, since
A= A(S) is only a function of entropy in the case of an ideal gas.
The loss of kinetic energy in favour of temperature is introduced in the dynamics
of gas particles as an artificial viscosity (in the version of Monaghan, 1997), that
enters the Euler equation as
~˙ui

visc =  å
j2NN(i)
m jPi j~ÑWi j (2.29)
where the positive-defined function P
Pi j =
a
ri+r j
~ui j ~ri jri j
 
cs;i+ cs; j
2
 3~ui j ~ri jri j
!
Q
  ~ui j ~ri j (2.30)
depends on the velocity of the particles and the sound speed cs of the two, multi-
plied by a free parameter a and a Theta function Q that applies viscosity only to
converging particles (see e.g. Monaghan and Gingold, 1983; Balsara, 1995, for dif-
ferent forms of the artificial viscosities). The viscosity generates a variation in the
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entropic function
dAi
dt
=
g 1
2rg 1i
å
j2NN(i)
m jPi j ~ui ~ÑWi j (2.31)
that accounts for the heating of the gas and regulates the equation of state Pi = Airgi
(Springel and Hernquist, 2002). Due to the introduction of the artificial viscosity,
the sound speed is taken into account to estimate the individual time-step chosen
for the gas particles. In particular, the time-step used corresponds to the minimum
between the usual acceleration dependent one and
Dtgasi =C hi
"
max
j2NN(i)
 
cs;i+ cs; j 3~ui j ~ri jri j
!# 1
(2.32)
whereC is the Courant number of choice (Courant et al., 1928, see).
Finally, P-GADGET3 is a massively parallel simulation code, containing instruc-
tions for communication encoded with the standardizedMessage Passing Interface
(MPI). Moreover, it exploits the parallelised routines of the open-source libraries
GNUScientific Library (GSL) (Galassi, 2018), and Fastest Fourier Transform in theWest
(FFTW) (Frigo and Johnson, 2005), resulting in a very high degree of portability.
The total memory and computational load are distributed among processors using
a space-filling fractal, the Peano–Hilbert curve, to map 3D space on to a 1D curve (as
first suggested byWarren and Salmon, 1993, 1995). The latter is then divided into
intervals that define the individual domains, identifying the particles and tree leaves
to be committed to every processor (see Springel, 2005, for the details on space de-
composition). The parallelisation algorithms of the code are flexible enough to
allow its use on an arbitrary number of processors. As a result, P-GADGET3 can
be run on a large variety of machines, ranging from a laptop to High-Performance
Computing (HPC) clusters.
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2.5 Beyond Cold DarkMatter
As we said in the previous Sections, according to the currently accepted standard
cosmological scenario – known as the LCDM model – about 80% of the matter
content of the present universe is in the form of cold and collisionless dark mat-
ter particles, whose contribution to the gravitational instability of density pertur-
bations drives the formation of present cosmic structures stemmed from the tiny
primordial fluctuations observed in the CMB (Planck Collaboration, 2018).
The success of the LCDMmodel has been significantly supported over the past
decades by the development and continuous improvement of numerical techniques,
that allowed us to simulate the evolution of cosmic structures in an expanding uni-
verse from the well understood linear domain, constrained by CMB observations,
down to the highly non-linear regime that characterises the present-day density
field at small scales. In this respect, large and sophisticated cosmological N-body
simulations – as well as their hydrodynamical extensions accounting for the com-
plex astrophysical processes, related to the subdominant baryonic matter compo-
nent – have undeniably become an essential tool in contemporary astrophysics and
cosmology.
Whether dark matter consists indeed of a yet undetected fundamental particle
or it represents an indirect effect of some modification of Einstein’s General Rel-
ativity theory of gravity is still widely debated. Nevertheless, it has been possible
to exclude some of the proposed dark matter effective models, such as e.g. the
Modified Newtonian Dynamics and its variants (MOND see e.g. Milgrom, 1983;
Sanders and McGaugh, 2002; Bekenstein, 2004), recently ruled out (Chesler and
Loeb, 2017) by the implications of the gravitational wave event GW170817 (Ab-
bott et al., 2017). The lack of detection of dark matter particles in the GeV mass
range through neither of indirect astronomical observations (see e.g. Albert et al.,
2017), direct laboratory detections (see e.g. Danninger, 2017), nor artificial pro-
duction in high-energy collisions experiments (see e.g. Buonaura, 2018) has been
undermining the appeal of the most massive dark matter particle candidates, as e.g.
the Weakly Interactive Massive Particles (WIMPs), and it is presently shifting the
scientific community efforts in the hunt of direct observations from such highmass
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ranges towards lower ones (see e.g. Bertone et al., 2005).
A good starting point where to focus research and to clarify such long-standing
uncertainties would be the apparent failures of theLCDMmodel at scales. 10Kpc
– as given e.g. by the cusp-core problem (Oh et al., 2011), the missing satellite prob-
lem (Klypin et al., 1999), the too-big-to-fail problem (Boylan-Kolchin et al., 2012),
all arising as an apparent inconsistency between simulations and observations, the
latter being more in line with less pronounced density fluctuations at those scales
than predicted by the former. However, the nature of such apparent failures has
been subject of debate in the astrophysics community. It is still unclear, in fact,
whether they should be ascribed to an imperfect baryonic physics implementation
in numerical simulations (see e.g. Macció et al., 2012; Brooks et al., 2013), to an
intrinsic diversity of properties related to the formation history and local environ-
ment of each individual dark matter halo (Oman et al., 2015), to the fundamental
nature of the dark matter particle (see e.g. Spergel and Steinhardt, 2000; Rocha
et al., 2013; Kaplinghat et al., 2000; Medvedev, 2014) or even to a combination of
all these possible causes.
With the next generation of cosmological surveys (as e.g. Euclid, LSST, SKA, see
Laureijs et al., 2011; Ivezic et al., 2008; Blake et al., 2004, respectively) starting to take
data in the near future, holding the promise to pinpoint with unprecedented pre-
cision the parameters involved in the LCDM model and to detect even extremely
feeble signals of deviations from the standard cosmology, the urge for more accu-
rate predictions on the expected signatures of alternative scenarios is now a high
priority for the community. In this respect, developing numerical tools for cos-
mological simulations of alternative dark matter candidates represents a necessary
step to provide such predictions.
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Part II
Fuzzy DarkMatter
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3
Ultralight bosonic dark matter
One intriguing solution to the CDM problems might involve an extremely light
non-thermal boson acting as dark matter, whose de-Broglie wavelength arising
from its fundamental quantum nature would be relevant at cosmological scales
(see e.g. Marsh and Ferreira, 2010; Hui et al., 2017). The lightness and quantum
behaviour of such bosonic dark matter particles could simultaneously explain its
elusiveness and alleviate tensions at small scales (see e.g. Marsh and Pop, 2015).
This type of darkmatter has been generically termed Fuzzy DarkMatter (FDMhere-
after, see Hu et al., 2000) and several particles that fit in this description have been
proposed in the literature, the most popular class being Ultra Light Axions (ULAs,
Marsh, 2016a).
The typical wave-like quantum effects effectively add to the standard CDM dy-
namics a repulsive behaviour while creating oscillating interference patterns. This
requires a description of dark matter dynamics in terms of the Schrödinger equa-
tion, in order to take into account quantum corrections, and can be mapped in a
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fluid-like descriptionwhere a quantum potential (QP) enters the classical Euler equa-
tion (Hu et al., 2000).
Such interaction actively smoothes matter overdensities below a redshift depen-
dent scale that decreases with the cosmic evolution, as confirmed by FDM linear
simulations (see e.g. Marsh and Ferreira, 2010; Hlozek et al., 2015), thus potentially
easing some of the previously mentioned small-scale inconsistencies of the CDM
model.
The lack of density perturbations at small scales induced by theQP is represented,
in Fourier space, by a sharp suppression of the matter power spectrum, that per-
sists at any given scale until the action range of the QP shrinks below such scale
and cannot balance any longer the effect of the gravitational potential (see e.g. the
reviews on the topic Marsh, 2016a; Hui et al., 2017).
As a matter of fact, while linear theory predicts that perturbations at scales
smaller than the cutoff scale never catch up with those at larger scales – untouched
by FDM peculiar dynamics –, non-linear cosmological simulations have shown
that gravity is indeed able to restore intermediate scales to the unsuppressed level,
in a sort of healing process (Marsh, 2016b; Nori and Baldi, 2018).
Given that gravity, as mentioned above, can restore the suppressed power at
intermediate scales in the non-linear regime, major observables related to the LSS
at such scales may appear similar in both FDM and CDM picture cosmologies at
sufficiently low redshifts. For this reason, Lyman-a forest observations could play
a crucial role in distinguishing such radically different models of darkmatter, being
one of the most far-reaching direct astrophysical probes in terms of redshift of the
LSS observables, sampling the redshift range z  2  5 (see e.g. Iršič et al., 2017c,
for Lyman-a forest analysis in N-body simulations, with neglected QP dynamical
effects).
In this chapter, we present a modification of the cosmological N-Body and hy-
drodynamical code P-GADGET3– a non-public extension of the public GADGET2
code (Springel, 2005) – to simulate the non-linear evolution of FDM scenarios fea-
turing light boson fields as dark matter particles.
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3.1 Theory and perturbation evolution
Let fˆ be a bosonic field evolving accordingly to the Gross-Pitaevskii-Poisson equa-
tion (Gross, 1961; Pitaevskii, 1961)
ih¯ ¶t fˆ =  h¯
2
m2c
Ñ2fˆ +mcFfˆ +l

fˆ†fˆ

fˆ (3.1)
where F is the Newtonian gravitational potential, l and mc represent the self-
interaction coupling constant and typical mass of the field, respectively.
In order to describe the dynamics of such field in terms of fluid equations, we
use the Madelung form (Madelung, 1927)
fˆ =
r
r
mc
ei
q
h¯ (3.2)
where r is the fluid density and q is related to the fluid velocity as~u=~Ñq=mc . Ex-
tending this approach to the case of an expanding universe – in a comoving frame
with a and H = a˙=a being the usual cosmological scale factor and Hubble function,
respectively – we recover the well known Madelung equations, consisting in the
continuity equation
r˙+3Hr+~Ñ  (r~u) = 0 (3.3)
and a modified Euler equation
~˙u+2H~u+

~u ~Ñ

~u= 
~ÑF
a2
 
~ÑP
a2r
+
~ÑQ
a4
(3.4)
where three distinct sources of particle acceleration appear: the gravitational po-
tentialF, a pressure-like term P accounting for the self-interaction of the field, and
an additional potential Q.
The gravitational potential F satisfies the usual Poisson equation
Ñ2F= 4pGa2rb d (3.5)
where d = (r rb)=rb is the density contrast with respect to the background field
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density rb (Peebles, 1980).
The self-interaction term P can be regarded as a pressure and, in principle, can
be generalised with a parametric equation of state P = P(r) to take into account
self-interactions of different forms. In the case of quartic self-interaction, as in
Eq. 3.1, it reads P= lr2=2mc .
The potential Q has the form of
Q=
h¯2
2m2c
Ñ2prpr =
h¯2
2m2c
 
Ñ2r
2r
  j
~Ñrj2
4r2
!
(3.6)
and we acknowledge its use in the literature since the 50s as Quantum Potential (QP)
(Bohm, 1952). In recent applications in cosmology, it has been expressed some-
times as a pressure tensor
~ÑQ=
1
r
~ÑPQ =
h¯2
2m2c
1
r
~Ñ 
r
4
~Ñ
~Ñ lnr

(3.7)
thus addressed as Quantum Pressure (see e.g. Mocz and Succi, 2015). In this work
we prefer the former potential terminology, given its uninvolvement with classical
thermal interactions. We find necessary, indeed, to stress that this potential has
neither links with temperature nor any classical thermodynamics origin. Its math-
ematical form and physical behaviour are related to a self-organizing process and
are connected to basic principles of quantum information and occupation of states
(Boehmer and Harko, 2007).
The set of Eq. 3.3-3.5 has a stable solution for d =F= j~vj= 0 which can be lin-
earised assuming small perturbations in order to end upwith a new set of equations.
The resulting equations can be combined in the density contrast time evolution
reading
d¨ +2Hd˙ +
 
h¯2k4
4m2ca4
+
c2sk
2
a2
  4pGrb
a3
!
d = 0 (3.8)
where d (~x; t) has been decomposed in Fourier modes dkei~k~x and c2s = ¶rP(r)jrb is
the sound speed of the fluid (Chavanis, 2012).
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Our implementation (see below) is able to simulate models with any given self-
interaction encoded in P(r) as a parametrised input. However, in this work we
restrict our focus only on the effects of the QP and leave the exploration of self-
interacting models for future work. We therefore consider l = 0, thus P= cs = 0,
hereafter.
A perturbed stable solution of Eq. 3.8, is given by a density contrast with mode
kQ(a) =
 
16pGrba3m2c
h¯2
!1=4
a1=4 (3.9)
and correspondingwavelength lQ = 2p=kQ, representing a quantum version of the
Jeans wavenumber and Jean length, respectively.
Given the cosmological scale factors a(t) at each time t, the wavelengths lQ rep-
resent the scale at which the QP perfectly balances gravity, dividing a region of
gravitational collapsing instability – l > lQ – from a region of expansion – for
l < lQ – due to the net repulsive effect of the QP (Chavanis, 2012; Woo and Chi-
ueh, 2009).
In the matter dominated era of an expanding Universe, the general solution of
Eq. 3.8 can be expressed as the linear combination of a growing mode D+(k;a) and
a decaying mode D (k;a) – as for the CDM case of Eq. 1.58 – that have the form
D+(x) =
 
3  x2cosx+3 xsinx=x2
D (x) =
 
3  x2sinx 3 xcosx=x2 (3.10)
where we defined the parameter x(k;a) =
p
6 k2=k2Q(a). The linear solution, there-
fore, predicts a suppression of structures in the density field on small scales – i.e.
for k kQ – in which both the growing and decaying mode oscillate in time, ef-
fectively halting density perturbation evolution. At large scales – i.e. for k kQ
– the standard linear evolution D+ µ a and D  µ a 2=3 of CDM is recovered thus
allowing density perturbation growth (Hu et al., 2000).
The presence of an oscillating regime gives rise to a cutoff of the small-scale
density power spectrum similarly to what happens forWarmDarkMatter particle
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candidates (Bode et al., 2001b). However, the mechanisms generating such effects
in the two cases have a completely different origin – i.e. in FDM perturbations are
not washed out by free streaming, but are not allowed to grow in the first place –,
resulting in a different shape of the respective transfer functions.
Since the quantum Jeans wavenumber kQ(a) µ a1=4 increases with time as from
Eq. 3.9, we expect oscillating modes to start growing eventually, each at a different
redshift, as the quantum Jeans scale passes them. While, in the linear approxima-
tion, the fastest possible growth for density perturbation of Eq. 3.10 is the one that
characterizes the largest scales D+ µ a – making it impossible for the intermediate
suppressed scales to catch upwith the largest ones – in the non-linear regimewe ex-
pect a faster growth for the intermediate and small scales at low redshift, allowing
such restoring effect.
Therefore, it is necessary to resort on numerical techniques to investigate the
detailed integrated effects of these scenarios, and to develop suitable codes to per-
form N-Body hydrodynamical simulations that could follow their evolution deep
into the fully non-linear regime.
3.2 Simulation approach in the literature
FDM non-linear cosmological simulations have been performed over the years
either with highly numerically intensive high-resolution Adaptive Mesh Refine-
ment (AMR) algorithms able to solve the Schrödinger-Poisson equations over a
grid (see e.g. Schive et al., 2010, 2017) or with standard N-Body codes. However,
these include the (linear) suppression only in the initial conditions but neglect the
integrated effect of the FDM interaction during the subsequent dynamical evolu-
tion, basically treating FDM as standard dark matter with a suppressed primordial
power spectrum (see e.g. Schive et al., 2016; Iršič et al., 2017c; Armengaud et al.,
2017), similarly to what is routinely done inWarmDarkMatter simulations (Bode
et al., 2001b).
The former approach led to impressive results in terms of resolution (Woo and
Chiueh, 2009; Schive et al., 2014) but required high computational resources that
hindered the possibility of adding a full hydrodynamical description of gas and star
formation for cosmologically representative simulation domains. On the other
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hand, the latter allows for such possibility because of its reduced computational
cost which is, however, gained at the price of the substantial approximation of ne-
glecting QP effects during the simulation (see e.g. Schive et al., 2014).
In these models the dynamics of FDM particles is influenced – besides gravity
– by an additional Quantum Potential that we are able to compute exploiting the
Smoothed Particle Hydrodynamic routines (as suggested by e.g. Mocz and Succi,
2015; Marsh, 2015) already implemented in P-GADGET3 for standard hydrody-
namical simulations.
Our implementation is flexible enough to easily include models with dark mat-
ter self-interaction and allows multiple dark matter species, either fuzzy or not.
However, in the present work we focus on the case of a single FDM component
accounting for the total dark matter budget. We discuss and compare the results of
our algorithm to analytical solutions and the recent results of other similar codes, in
order to point out the reliability of our algorithm, its overall performance, as well
as the predicted effect of the Quantum Potential on the statistical and structural
properties of cosmic structures.
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4
AX-Gadget
In this chapter, we present theAX-GADGET code (Nori andBaldi, 2018)we devised
following the approach first proposed in Mocz and Succi (2015). AX-GADGET is
a modified version of the N-body hydrodynamical cosmological code P-GADGET3
(Springel et al., 2005) that includes the dynamical effect of QP through SPH nu-
merical methods. The explicit approximation of the dependence on neighbouring
particles results in a less numerically demanding code with respect to full-wave
adaptive grid-based solvers, without compromising cosmological results, with the
additional ability to exploit the gas and star physics already implemented in P-
GADGET3, along with its more advanced and exotic beyond-LCDM extensions
such as Modified Gravity (Puchwein et al., 2013) or Coupled Dark Energy models
(Baldi et al., 2010).
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4.1 The algorithm
The AX-GADGET code (Nori and Baldi, 2018) we developed relies on SPH tech-
niques – already partly implemented in P-GADGET3 – to solve for theQP of Eq. 3.6,
computed for each fluid particle through local summation algorithms using Eq. 3.6,
and adopt it as an additional source of acceleration in the Euler equation, as sug-
gested by Mocz and Succi (2015); Marsh (2015). To this end, we have equipped
dark matter particles in AX-GADGETwith an additional data structure to store the
necessary quantities that are relevant for the fluid representation of the FDM and
similar to the one already in place for gas particles. As for the native SPH imple-
mentation of P-GADGET3, the exchange between CPUs of such additional layer
of data for local particles is optimised to guarantee high memory efficiency in the
domain decomposition.
As described in Section 2.3, SPH provides us with a numerical strategy to ap-
proximate continuous fields with sums over neighbouring particles. In such ap-
proximations, the deviation of numerical results from the exact solution depends
on several factors, related in particular to the intrinsic limitations of a Lagrangian
particle description of fluids, where shocks and strong interface interactions tend to
be smoothed out or underestimated. However, the flexibility of the method allows
rearranging the specific form of the SPHmachinery such that equivalent analytical
problems can be implemented into flavours of the basic algorithms with different
levels of numerical accuracy, as detailed below.
The basic concept behind the SPH approach resides in expressing the value of a
given observable O at the position of particle i as the sums of its value over NN(i)
neighbouring particles
Oi = å
j2NN(i)
m j
O j
r j
Wi j (4.1)
weighted on mass m j, density r j and a window functionWi j – sometimes referred
as the kernel function –, which can take many possible functional forms. Conse-
quently, in the standard SPH implementation of P-GADGET3, the derivative of the
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observable can be applied to the window function as
~ÑOi = å
j2NN(i)
m j
O j
r j
~ÑWi j (4.2)
which, however, does not guarantee that ~ÑO vanishes for constant values of O.
Therefore, to overcome this problem and to ensure that the overall derivative
vanishes in the case of O j ! Oi 8 j 2 NN(i), in our implementation we consider a
differentiable function Q such that
~ÑO=
1
Q
h
~Ñ(Q O) O ~Ñ Q
i
(4.3)
that is translated in the SPH algorithm as
~ÑOi = å
j2NN(i)
m j
O j Oi
r j
Q j
Qi
~ÑWi j (4.4)
where the difference of Eq. 4.4 with respect to Eq. 4.2 fulfills the condition of null
derivative in the case of a constant field, regardless the form of the function Q. In
the literature, Q = 1, Q = r and Q = pr are the most common choices (see e.g
Monaghan, 2005). For the different forms of Q, the derivative of the density field
then takes the form
~Ñri = å
j2NN(i)
m j~ÑWi j
 
r j ri

8>>><>>>:
1=ri for Q= 1
1=r j for Q= r
1=prir j for Q=pr
(4.5)
We noticed that Q = pr performs better with respect to the other two
possibilities in cosmological simulations of FDM, where it is not uncommon to
find fluid particles with neighbours with quite different density, for example in
collapsing regions. Indeed, Q= 1 or Q= r may lead to high and non-symmetrical
i
 j correction factors that are more sensitive to noise and less likely to disappear
in the sum, while Q = pr translates in a more stable algorithm, which makes it
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our preferred choice. Nevertheless, the Q functional forms can be selected upon
compilation in our code, so that the final choice is left open.
Even if the first derivative in the formof Eq. 4.2 is quite common in the literature,
there is no consensus about the SPH form of the Laplacian.
A straightforward and standard approach consists in applying directly the oper-
ator to the window function
Ñ2Oi = å
j2NN(i)
m j
O j
r j
Ñ2Wi j; (4.6)
but, in general, such simple implementation leads to unstable results that are very
sensitive to irregularities in the particle distribution, mainly due to the steepness
of the second derivative of the kernel function.
For the cases under investigation in the present work, results obtained with this
implementation for the computation of the QP led us to unsatisfactory results. In
fact, without resorting to any functional correction, the contribution of the Lapla-
cian termÑ2r=r to the QP in Eq. 3.6 was negligible compared to j~Ñ logrj2 and thus
positive contributions to the QP were underestimated.
A solution to this problem can be derived employing the same approach de-
scribed above for the first derivative to improve Eq. 4.6, expanding through prod-
uct derivatives the Laplacian operator as
Ñ2O=
1
Q
h
Ñ2(Q O) O Ñ2Q 2 ~ÑO ~ÑQ
i
(4.7)
thereby obtaining the correction
Ñ2Oi = å
j2NN(i)
m j
O j Oi
r j
Q j
Qi
Ñ2Wi j  2Qi
~ÑOi ~ÑQi (4.8)
where Q was chosen coherently with the density correction – i.e. Q=pr – (for a
comparison between different algorithms see Colin et al., 2006).
A widely used alternative to approximate the Laplacian relies on the symmetry
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properties of the window function and was first described in Brookshaw (1985)
Ñ2Oi = 2 å
j2NN(i)
m j
O j Oi
r j
~ri j ~ÑWi j
jri jj2 (4.9)
being one of themost common strategy due to its computational efficiency deriving
from the direct dependence on the first derivative of the kernel (see e.g. Cleary and
Monaghan, 1999; Jubelgas et al., 2004; Szewc et al., 2012). It is easy to see that, using
Eq. 4.7, an improved version of such scheme reads
Ñ2Oi = 2 å
j2NN(i)
m j
O j Oi
r j
Q j
Qi
~ri j ~ÑWi j
jri jj2  
2
Qi
~ÑOi ~ÑQi (4.10)
that, apart from the window function dependence, shares a similar structure and
the same computational cost with Eq. 4.8.
The numerical errors of each specific algorithm are linked to the numerical in-
stabilities that may arise from the consecutive derivatives of the window function
and the compensation of derivative residuals. To determine which scheme was the
most suitable for our work, we investigated different representations of the density
gradient and Laplacian.
In Fig. 4.1 we show the QP residuals with respect to the analytical results ob-
tained for a 3D Gaussian density distribution – described in detail in Section 4.2.2
below – using different schemes. Both the standard and corrected version of the
Laplacian implementation (LSPH and in the Figure) of Eq. 4.6–4.8 and of à laBrook-
shaw implementation (BSPH in the Figure) of Eq. 4.9–4.10 are shown. The im-
provement provided by the correction of the derivatives appears clearly for both
methods. Once corrected, the two approaches produce a similar result – due to
their analogous structure – that follow well the analytic result, in particular the
Laplacian algorithm approaches it from below while the other tends to overesti-
mate it.
We hereafter adopt as our preferred algorithm the corrected Laplacian version of
Eq. 4.8 as it statistically performs better and, as for theQ function, the other scheme
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Figure 4.1: Quantum Potential residuals obtained with different algorithms for a 3D Gaussian den-
sity distribution. The results displayed are derived with the Laplacian scheme (LSPH) of Eq. 4.6–
4.8 and with the à la Brookshaw (BSPH) scheme of Eq. 4.9–4.10, both presented with and without
derivative corrections.
can be selected upon compilation of the code. We further discuss and motivate our
choices, providing some comparisons and analytical tests, in Section 4.2.
The window function used in the code is the cubic B-Spline routinely employed
in P-GADGET3 SPH simulations:
W (r;h) =
8
ph3
8>>><>>>:
1 6(r=h)2+6(r=h)3 if 0< r=h 1=2
2 (1  r=h)3 if 1=2< r=h< 1
0 otherwise
(4.11)
with r and h being the distance between particles and the smoothing length, respec-
tively. We denote Wi j =W (ri j = j~r j ~rij;hi). Other higher order functionals are
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implemented in P-GADGET3 as the quintic B-Splines, or theC4 andC6Wendland
functions (Wendland, 1995) which, however, require a higher number of neigh-
bours to be taken into account (see e.g. Dehnen and Aly, 2012, for comparison
between window functions). We find no critical variation in accuracy for the cal-
culation of the QP and its derivative when different window functions are used.
Following the standard SPH approach, the value of the single particle smoothing
length hi is varied at each timestep to satisfy the condition
4
3
ph3i ri = å
j2NN(i)
m j =M (4.12)
such that its corresponding sphere encloses enough neighbours NN(i) to match a
given amount of massM. With h free to vary, the condition above can be enforced
through a Lagrangian multiplier and h-derivatives enter the equations.
In order to preserve energy and entropy conservation of the algorithms – at least
in the appropriate limits –, it is imperative to take into account the terms arising
from the variation of the smoothing length h required to satisfy Eq. 4.12. To do
so, we follow the approach described in Springel and Hernquist (2002), where La-
grangian multipliers are introduced to keep track of h-derivative terms.
Let us consider a generic Lagrangian for a FDMN-body ensemble with the form
L (~q;~˙q) =
N
å
i=0
1
2
mij~˙rij2 mi Piri2
+
h¯2
2m2c
mi
Ñ2pripri +li(Viri M)
(4.13)
expressed in terms of the variables~qi = (~ri;hi) and where the different terms repre-
sent the kinetic energy, the self-interaction between particles – described through
a pressure function P – and the QP contribution. The last term enforces Eq. 4.12
through N Lagrangian multipliers l .
The set of equations of motion linked to the multipliers, one for every j particle
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in the ensemble, results in
l j = (1  1f j )
m j
Vj
"
Pj
r2j
  h¯
2
m2c
¶r j
 
Ñ2pr jpr j
!#
(4.14)
where we defined the parameters f as
f j =

1+
h
3r j
¶hr j

(4.15)
that we use in the text (notice that our definition of f the inverse with respect to
the one in Springel and Hernquist, 2002). Substituting the Lagrangian multipliers,
the set of equations of motion related to the positions~r can be expressed as
mi~¨ri = 
N
å
j=0
"
m j
f j
Pj
r2j
~Ñr j+
h¯2
2m2c
m j
f j
~Ñ
 
Ñ2pr jpr j
!#
(4.16)
which then can be implemented through SPH algorithms. To summarise, the adap-
tive adjustment of the smoothing lengths of every single particle contributes to par-
ticle accelerations through terms involving h-derivatives that can be expressed as
f factors in the SPH neighbours summation.
Given that the quantum acceleration ~ÑQ is proportional to a third order deriva-
tive of the density field, it is impossible to build an iterative SPH algorithmwith less
than three cycles over all particles. Therefore, our implementation can be schemat-
ically summarised by three cycles of computation. The first one for the density:
ri = å
j2NN(i)
m jWi j; (4.17)
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the second one for its gradient and Laplacian:
~Ñri = å
j2NN(i)
m j~ÑWi j
r j riprir j (4.18)
Ñ2ri = å
j2NN(i)
m jÑ2Wi j
r j riprir j  
j~Ñrij2
ri
; (4.19)
and the third one to build, using Eq. 3.6, the QP contribution to acceleration:
~ÑQi =
h¯2
2m2c
å
j2NN(i)
m j
f jr j
~ÑWi j
 
Ñ2r j
2r j
  j
~Ñr jj2
4r2j
!
: (4.20)
It would be legitimate, however, to choose different ways to break down the
derivatives into lower order sums on neighbouring particles following the SPH
prescriptions. Regardless of the specific formulation chosen, the algorithm should
always be tested against known analytical solutions, in order not to trade better
performance off for less accurate results. In the next Section, we present a series of
basic tests of our FDM implementation showing that the original SPH formulation
results in a very poor accuracy of the numerical solution for the QP, while our
improved strategy provides much better results.
4.2 Analytical tests
In this Section, we test the accuracy of the algorithm described in the previous
Section by comparing, for some particular density distributions, the solution of
the QP obtained from our implementation to the analytic one. We also compare
our improved SPH scheme for spatial derivatives with the results obtained through
the standard SPH implementation of P-GADGET3.
To this end, we have tailored the matter density distribution in our tests –
through inverse transformation sampling –, both in one and three dimensions, to
match some specific analytical forms by rearranging the spatial distribution of par-
ticles while keeping their individual mass constant. This implies a local variation of
the SPH smoothing length from particle to particle as it usually happens in standard
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astrophysical and cosmological application of the SPHmethod. The spatial degrees
of freedom not relevant for the test distributions are uniformly randomised in or-
der to average out their contribution to Q. In Fig. 4.2 we display four maps repre-
senting the matter density distribution and the QP spatial distribution for the first
two analytical test considered – a 1D hyperbolic tangent front and a 3D Gaussian
matter distribution – which are described in detail in the following Subsections.
The results obtained using a standard SPH algorithm through the original for-
mulation of Eq. 4.6 and our modified implementation of Eq. 4.8 are presented to
emphasise the importance of derivative corrections in the algorithm.
To be thorough, and to assess the impact of variable smoothing length on the
accuracy of the solution, we also show a comparison with results obtained from a
homogeneous distribution of particles with spatially variable mass that reproduce
the same overall density distribution.
The test simulations feature 2563 particles in a L = 10 Mpc non-periodic box.
Initial conditions, built accordingly to each test, are read by the code, and a snapshot
with QP information is instantly produced.
Finally, our last test focuses on the dynamical evolution of a self-gravitating sys-
tem, in which the balance between the opposite effects of the gravitational and
quantum potentials lead to a stable solution and the formation of a solitonic core.
4.2.1 1D Density Front
As a first analytical test, we consider the case of a 1D density front described by a
hyperbolic tangent in the form of
r(x;s ;c) = r0

c+1  tanh x
s

(4.21)
where s defines the sharpness of the front while c is used to parametrize the the
density contrast at the left of the front with respect to a background density on its
right.
For such density profile, the QP has the analytical form
Q(x;s ;c) =  h¯
2
8m2s2
1  t2
(c+1  t)2

1 4t (c+1)+3t2 (4.22)
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Figure 4.2: Matter density and Quantum Potential maps obtained for the two analytical density
distributions considered for code validation: a 1D hyperbolic tangent front along the x-axis (top
panels) and a 3D Gaussian (bottom panels) distribution.
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expressed in terms of t(x;s) = tanh xs .
In Fig. 4.3 we show the profile for the density, its gradient, and the QP as com-
puted for such density distribution in different setups: a regular grid configuration
of particles with variable mass (left panels) and a spatial rearrangement of constant
mass particles, the latter analysed with and without the derivative corrections (cen-
tre and right panels, respectively). In particular, the distribution used has the form
of Eq. 4.21 centered at 5Mpc, with s = 500 kpc and a background parameter c= 1.
First of all, we notice how the idealised setup with a regular grid of particles
with variable mass provides the most accurate solution for all quantities. This is
not surprising and reflects an intrinsic limitation of the SPH algorithm in the com-
putation of spatial derivatives for situations where the density distribution features
steep gradients and consequently neighbouring particles have significantly differ-
ent smoothing lengths. By keeping particles on a fixed grid and changing their
mass – still basing the computation of the SPH smoothing length on the desired
number of neighbour particles – we obtained identical smoothing lengths for all
particles.
Secondly, it is easy to see that our correction of the derivative scheme signifi-
cantly improves the QP computation whose accuracy gets closer to the idealised
variable mass case.
As one can see in the plots, the QP resulting from a 1D hyperbolic tangent front
features a negative peak on the densest side and a positive one towards the less
dense region. This corresponds to positive and negative accelerations on the two
sides, respectively, implying that the QP tends to pushmatter towards the region of
steep density variation. Such behaviour has interesting consequences, in particular
for cosmological structure formation. More specifically, this modulation of the QP
may show up in cosmic walls and filaments, where a 1D density front – Cartesian
or radial, respectively – can represent the local matter distribution. In order to pro-
vide a direct evidence of such effect, we show in Fig. 4.4 a map of the QP contrast
– i.e. the relative difference of the QP to the average QP – at redshift z= 1 from a
cosmological simulation of Axion Dark Matter performed with AX-GADGET for
an FDMmass ofmc = 10 22 eV=c2, where negative and positive regions for the QP
aremarked in blue and red, respectively. As one can see from the Figure, theQP fol-
68
0.4
0.6
0.8
1.0
[1
01
0 M
h3
/K
pc
3 ]
1e 8
Regular grid with variable mass
1e 8
Standard SPH
1e 8
Our improved scheme
1.0
0.8
0.6
0.4
0.2
0.0
/
[h
/M
pc
]
2 4 6 8
r [Mpc/h]
0.5
0.0
0.5
1.0
2m
2 /
2
Q
[h
2 /M
pc
2 ]
2 4 6 8
r [Mpc/h]
2 4 6 8
r [Mpc/h]
analytical numerical
Figure 4.3: Density profile (top row), Density gradient (mid row), and Quantum Potential (bottom
row) obtained for the same hyperbolic tangent front density distribution along the x axis. On the
left column we show results obtained when the density distribution is built by changing the mass
of particles set on a regular grid, while in the center and right columns we show the case of keeping
the mass constant and rearranging the spatial distribution of particles, using either the original
P-GADGET3 SPH scheme or our improved implementation, respectively.
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Figure 4.4: Quantum Potential map at z = 1 of a FDM cosmological simulation with mc =
10 22 eV=c2 in 750 kpc=h slice of a 15 Mpc=h side box. The potential is contrasted with its mean
value to emphasize spatial distribution, therefore expressed in dimensionless units.
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lows the underlying cosmic web of collapsed structures, and shows negative wells
corresponding to the densest regions while approaches zero in voids, as expected.
It is also clearly visible how positive regions surround structures – filaments and
walls in particular – that separate voids, confirming the analytical result obtained
above.
4.2.2 3D Gaussian distribution
To idealize a spherical collapsed system we used as pivotal test a 3D Gaussian over-
density, that we parametrized as
r(r;s ;c) = r0

c+ e r
2=2s2

(4.23)
where s is the standard deviation of the distribution and c is linked to the relative
density of the Gaussian perturbation with respect to the background average.
For c ! 0, representing the Gaussian density distribution in vacuum space,
Q(x;s ;0) collapses into a parabolic function that diverges at infinite distance. This
implies an unphysical limit in which distant particles have infinite acceleration
(proportional to ~ÑQ).
In fact, using Eq. 3.6 the QP functional form is
Q(r;s ;c) =
h¯2
4m2s2
c

 3+ r
2
2s2
(2 c)

(4.24)
where we introduced the dimensionless variable c(r;s) = (1+ c exp(r2=2s2)) 1.
As soon as c becomes different from zero, the divergence of the QP is cured and
a positive peak appears outside the central negative well, similarly to the previous
case, before the function decays to zero at larger distances. The resulting accelera-
tion
~ÑQ(r;s ;c) =
h¯2
4m2s3
c

5 4c  r
2
s2
(1 c)2

~r
s
(4.25)
is therefore pointing outwards in the central overdensity region and inwards in a
small spherical shell in the outskirts of the overdensity.
This non-linear behaviour in a simple Gaussian distribution is emblematic of
how the QP is hardly representable with other effective functionals such, for exam-
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ple, a polytropic function Q µ rg typical of pressure-like components that would
feature a monotonic behaviour (i.e. with an acceleration with fixed sign) whatever
its specific form.
In Fig. 4.5we display the density profile, its gradient, and the resultingQP for the
3D Gaussian distribution of Eq. 4.23 around the center of a 10 Mpc non-periodic
box, with s = 500 kpc and a background parameter c= 1.
As the Figure shows, the role of our derivative correction is relevant, since the
standard SPH approach results in an overestimation of the depth of the central
well lacking positive peaks surrounding it. From the numerical point of view, our
analysis suggests that the primary source of error comes from a substantial under-
estimation of the Laplacian since it is the only term bearing a positive contribution.
4.2.3 Solitonic core
The last test we present features the dynamical evolution of an analytical distribu-
tion, in order to test the correctness of our implementation of FDM dynamics over
time. The starting point is again a 3D Gaussian distribution
r(r;s) = r0 e r
2=2s2 (4.26)
which is left free to evolve under the influence of both gravitational and quantum
potential, in static space set-up.
The stable solution of the density distribution for this system – representing a
solitonic solution – has no analytical form but can be expressed in an approximated
form as
r(r;s) t!¥   ! r(r;rc) = rc

1+ar2=r2c
 8 (4.27)
where the parameter a = 8
p
2 1 is defined such that the the radius rc is the radius
at which the density is halved with respect to the central peak rc satisfying r(r =
rc) = rc=2 (see e.g. Guzman and Urena-Lopez, 2006; Schive et al., 2014; Marsh and
Pop, 2015).
We choose a non-periodic box of 10 Mpc side length, with a Gaussian distribu-
tion with s = 500 kpc and a mass mc = 10 26 eV=c2 for the FDM bosonic field.
In Fig. 4.6 is shown the relaxed radial density distribution obtained for such
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dashed line.
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setup, which is consistent with the approximated solitonic functional form of
Eq. 4.27 with rc represented by the vertical dashed line. In this idealised test, we
added an artificial velocity–dependent friction – i.e. a g ~v term with g < 0 – in the
Euler equation in order to let the system settle in its ground state more gracefully
and achieve stability.
This last test is in line with the theoretical predictions and numerical results in
the literature, assessing that the QP can indeed support the formation of stable
and cored structures (Schive et al., 2014; Marsh and Pop, 2015) and that our imple-
mentation is capable of capturing such relaxation process. In a cosmological setup,
since the scale of equivalence between the two potentials lQ evolves in time, such
solitonic cores are expected to be found only at the centre of small and dense dark
matter haloes which had enough time to relax dynamically.
Therefore, by comparing our results with both analytical predictions and numer-
ical results in the literature (see e.g. Woo and Chiueh, 2009; Mocz et al., 2018) for
static and evolving systems, we feel confident that the algorithm implemented in
AX-GADGET can be considered accurate and robust, and we now move on to test
the effects of FDM with our modified code on more realistic cosmological setups.
4.3 Cosmological tests
In this Section, we discuss the results of a series of cosmological test simulations,
to understand the effects of the QP on the overall dynamics of FDM and its role in
the evolution of the large-scale structures of the universe.
Even though AX-GADGET allows for any possible mixture of CDM and FDM
particles sharing the overall matter budget of the universe, as well as for different
possible self-interaction mechanisms, we restrict our tests to the effects of the QP
alone for a single FDM component accounting for the total dark matter density
and leave the exploration of more complex models for future work.
The dynamical effect induced by the QP during cosmic evolution is investigated
and compared to the result of the widely-adopted approximation (see e.g. Schive
et al., 2016; Kobayashi et al., 2017; Iršič et al., 2017c) consisting in imposing the pre-
dicted suppression of small-scale perturbations – as computed by linear codes such
as e.g. axion-CAMB (Hlozek et al., 2015) – in the initial conditions only. The details
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Table 4.1: Summary of the simulations presented in this work and their properties.
Model IC QP mc Npart
Boxsize Mpart zstart  zend Time[Mpc3] [106M] [h on 1024 CPU]
CIC1000 standard  - 2563 10 5:110 999 0:5 -
CIC+QP1000 standard X 1=
p
2 2563 10 5:110 999 0:5 -
CIC standard  - 5123 15 2:156 99 3 6.98
CIC+QP standard X 1 5123 15 2:156 99 3 38.09
FIC suppressed  - 5123 15 2:156 99 3 7.29
FIC+QP suppressed X 1 5123 15 2:156 99 3 38.27
regarding each simulation are listed in Table 5.1. The cosmological parameters
used are the one of Ade et al. (2016).
In order to highlight the effects of the QP on structure formation and –more im-
portantly – the ability of AX-Gadget to correctly follow FDMdynamics, we choose
a mass of the FDM boson field mc  10 22 eV=c2. A single FDM component with
such lowmass is disfavoured by linear studies Hlozek et al. (2015) and by numerical
simulations based on a suppressed initial density power (Iršič et al., 2017c). How-
ever, in the present work we are mostly interested in testing our code in the case
of a strong QP effect in order to emphasise observable consequences of FDM on
cosmological evolution and numerically stress the code.
In these simulations, we are not able to see the formation of interference pat-
terns or solitonic cores – as in Section 4.2.3 – since we are not able to probe such
high-resolution effects. With much higher resolution future simulations we plan
to investigate the ability of our SPH scheme to capture such small-scales character-
istic FDM footprints and large-scale structures at the same time, as has been done
with other grid-based codes in the literature (Schive et al., 2014; Mocz et al., 2018).
4.3.1 Quantum Potential effects on dynamics
To isolate the impact of the QP on the dynamics and on the evolution of large-
scale structures, we first performed two simulations – termed CIC1000 and
CIC+QP1000 in Table 5.1 – evolved with CDM and FDM dynamics – i.e. with
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standard P-GADGET3 and AX-GADGET, respectively – but starting from the same
initial conditions. Therefore, any difference in the dynamical evolution between
the two runs is the result of the QP acceleration contribution exclusively. The
power spectrum used for the initial particle configuration is that of LCDM, specif-
ically the Eisenstein and Hu spectrum (Eisenstein and Hu, 1998), in order to avoid
additional effects arising from the suppression that a light non-thermal boson field
would imply (Hu et al., 2000).
Since the initial conditions that we adopt feature a higher amplitude of density
perturbations at small scales than FDM would allow, we set the starting time of
the simulation at a very high redshift z = 999 in order to allow sufficient time for
the system to adjust. Such approach has been already employed to quantify the QP
effects on structure formation for full-wave solver codes (see e.g.Woo and Chiueh,
2009), and our tests, therefore, allow for a direct comparison with these previous
works.
In Fig. 4.7 we display maps of the density field (left column), the QP (central col-
umn) and the gravitational potential (right column) of the CIC+QP1000 simulation
at different redshifts. At high redshift, the density contrast is still smaller, and the
QP is strongly affecting scales k. 1 h=Mpc throughout the simulation box – thereby
counteracting gravitational instability at these scales – while the gravitational po-
tential wells start to induce matter collapse on larger scales. As the system evolves,
dark matter starts to accrete on seed overdensities under the effect of gravity and
eventually collapses into structures while drifting away from low-density regions,
thus inducing the QP to intensify in the infalling regions – actively counteracting
matter accretion – and to weaken its action elsewhere. At lower redshifts, the scale
at which the QP is still able to contrast the gravitational potential reduces – because
of the redshift dependence of the associated Jeans scale of Eq. 3.9 – and its distribu-
tion follows the dark matter structures shaped by the gravitational potential.
In Fig. 4.8 we show the matter power spectra of both simulations (in the upper
panel) and their ratio (in the lower panel). It appears clear from the evolution of
the power spectra that the QP dynamically suppresses the power at small scales, as
expected. Both the intensity and the scale of this suppression are redshift depen-
dent, and the evolution of the system can be split into three main phases. In the
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first phase, at high redshifts – up to z  19 –, the QP fluctuations dominate over
the gravitational potential at small scales, resulting in a strong suppression of the
initial power spectrum.
As the system evolves, it enters a second phase (from z 19 to z 3 in our plots)
where the action range of the QP gets smaller and smaller (as described by its char-
acteristic length kQ in Eq. 3.9) and it is no longer able to counteract the gravitational
potential on larger scales. Structures begin to form at scales larger than kQ as the
gravitational instability induces matter collapse, thereby increasing density gradi-
ents in the collapsing regions and consequently intensifying the repulsive action of
the QP in the central parts of the forming halos.
Such first dramatic rearrangement of the initial conditions followed by a
smoother evolution, in line with what is found in Woo and Chiueh (2009), is due
to the fact that the CDM initial conditions are not an equilibrium solution in the
presence of QP, so that the system suddenly rearranges to recover an equilibrium
setup. Unfortunately, the significant difference in resolution between our runs and
those ofWoo and Chiueh prevents a detailed quantitative comparison of this sharp
transition between the two studies.
Finally, at even lower redshifts (from z 3 onward) gravity has shaped the large-
scale structures and both potentials - effectively acting one against the other - fol-
low the matter distribution and relax to an equilibrium state.
The suppression of the power spectrum – displayed in Fig. 4.8 – shows no dra-
matic change in slope while it shifts towards lower and lower scales, suggesting
that the evolution of perturbations is mostly due to the dynamical balance at all
scales of the two potentials as the universe expands and the quantum Jeans length
shrinks.
As a test of the dynamical evolution of the system in the N-body simulation, we
can compare our results with the linear prediction for k1=2, which is defined as the
scale satisfying PFDM(k1=2)=PCDM(k1=2)  1 =  0:5 (see e.g. Hu et al., 2000). In the
bottom panel of Fig. 4.8 the vertical dashed lines represent k1=2 for each redshift.
In the first phases of the simulation – when the system quickly shocks from the
non-equilibrium configuration of the initial conditions – the linear prediction is far
from being realised, while in the last phase, when sufficient time has been allowed
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for the system to settle to the new equilibrium configuration, we progressively ap-
proach the linear result as the universe evolves to the present epoch. Such asymp-
totic recovery of the linear predictions at low redshifts represents a successful test
for our QP implementation: given enough time, the QP is able to prevent structure
formation at small scales – even when CDM initial conditions are used – effectively
suppressing thematter power spectrum as wewould expect from theory. Nonethe-
less, we stress here that we do not expect to recover precisely the predicted value
of k1=2 at low redshift as the latter was computed within a linear approximation
while our implementation is able to follow the evolution of structures under the
joint effects of gravity and the QP down to the fully non-linear regime.
4.3.2 Quantum Potential and initial conditions
As we showed in the previous Subsection, comparing the evolution of CDM ini-
tial conditions with and without accounting for the QP in the dynamics provides
a clear example of the QP effect on structure formation and evolution, namely a
repulsive contribution to acceleration within collapsed structures that counteracts
the attractive pull of gravity. However, such setup is not a realistic representation
of structure formation within the FDM framework, for which a suppression of
the density perturbations power at small scales would already be in place at arbi-
trarily high redshifts, and therefore should be already accounted for in the initial
conditions setup (see again Hu et al., 2000).
A lower small-scale power translates automatically into a late-time shortage of
low-mass structures, so different works (see e.g. Schive et al., 2016; Armengaud
et al., 2017; Iršič et al., 2017c) have been suggesting that itmight be appropriate – un-
der some circumstances – to completely neglect the effects of the QP in the dynam-
ics of the simulations and simply account for the FDM phenomenology through a
cutoff in the initial conditions power spectrum, similarly to what happens for the
case ofWarmDarkMatter scenarios (see e.g. Bode et al., 2001b). However, proper
validation of such approach has not yet been performed in sufficient detail, and a
quantitative assessment of the impact of the QP in the dynamics of structure forma-
tion on top of a cutoff in the primordial power spectrum has to be made in order
to allow fully accurate predictions of the non-linear FDM footprints.
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To this end, in order to investigate the relative impact on structure formation
of the two approaches, we performed a second set of four simulations – termed
CIC, CIC+QP, FIC, FIC+QP – representing four combinations obtained from
both suppressed (FIC) and non-suppressed (CIC) initial conditions evolved either
with (+QP) or without the QP in the dynamics, as listed in Tab. 5.1.
Obviously, the CIC run corresponds to a standard LCDM simulation while
FIC+QP represents the closest setup to the real FDM model, including the effects
of the QP both in the initial conditions and in the subsequent dynamical evolution
of structures.
As already pointed out in Section 3.1, the matter power spectrum to be taken
into account in building the initial conditions for FDM simulations features amass-
and redshift-dependent cutoff, at a scale given by Eq. 3.9. In order to set up the FIC
initial conditions, we resorted on the publicly available and widely used code axion-
CAMB (Hlozek et al., 2015), a modified version of the public code CAMB (Lewis
et al., 2000), to compute the suppressed power spectrum at the starting redshift of
our simulations, z= 99.
In Fig. 4.9 we display the relative difference of the matter power spectrum in the
four simulations with respect to the reference CIC run. As one can see from the
plots, the four simulations are paired at the starting time in the two different initial
conditions FIC and CIC (top-left pane), and immediately decouple under the effect
of the QP (top-right panel). The small-scale overdensities are either disrupted (for
the CIC+QP case) or frozen (for the FIC+QP case) by the QP, and this results in a
drop of the power spectrum compared to the corresponding runs without QP. At
lower redshifts, the maximum suppression with respect to the reference CIC run
is obtained for the FIC+QP simulation, which features an additional  5  10%
suppression (depending on the redshifts) at small scales compared to the FIC case
where the suppression is only imprinted in the initial conditions. This result seems
to suggest that the approximate treatment of neglecting the QP in the dynamical
evolution of a suppressed primordialmatter power spectrum– that has beenwidely
employed in the literature (see e.g. Schive et al., 2016; Armengaud et al., 2017; Iršič
et al., 2017c) – may not be sufficient for precise quantitative assessments of the
observational features of FDM and generalised Axion Dark Matter models.
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Figure 4.9: Relative difference between matter power spectra between CIC, CIC+QP, FIC and
FIC+QP simulations and the reference CIC setup, corresponding to standard LCDM.
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Figure 4.10: Density distribution of four simulations starting from standard initial conditions (top)
or suppressed with AxionCAMB (bottom) and evolved with (right) or without (left) Quantum Po-
tential effects.
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Since the range of action of the QP is characterised by a typical scale kQ(z;m) (see
Eq. 3.9), we do expect that for some range of redshifts and masses the overall linear
effect of QP can indeed be accurately encoded in the initial conditions. However,
our results suggest that the QP induce a suppression at redshift-dependent scales
whose integrated effect cannot be overlooked, at least for scales . 1 Mpc=h. Ne-
glecting the QP action in the dynamics may result in an overestimation of power as
large as 10% at scales 300 kpc at z= 3. Therefore, we do conclude that accurate
simulations consistently including the QP in the dynamical evolution of cosmic
structures are necessary to place fully reliable constraints on the parameter space
of FDM and Axion Dark Matter models.
Our results are in stark contrast with the previous findings of Veltmaat and
Niemeyer (2016), who found that the matter power spectrum obtained from sim-
ulations with suppressed initial conditions (performed with an adaptive mesh re-
finement code for FDM cosmology) is enhanced at small scales by the action of the
QP rather than being further suppressed. Even if the QP can indeed be attractive
in small regions of space around overdensities – as discussed in Section 4.2 – we
find that the overall integrated effect on the density field is always opposite to grav-
ity – therefore to matter gravitational collapse – thus resulting in a suppression of
small-scale power whose intensity may be amplified by using already suppressed
initial conditions rather than being overturned by it.
In Fig. 4.10 we provide a visual comparison of the large-scale matter distribution
in our four test simulations by showing maps of the density field at redshift z = 3
for the four runs. It is evident how most of the low-mass structures that appear in
the CIC setup are absent in the other simulations. Both the suppression imprinted
in the initial conditions and the one resulting from the QP effect alone are able
to wipe out inhomogeneities and prevent dark matter from accrete on small-scale
structures, the former being more effective than the latter in this regard. However,
the combined effect of suppressed initial conditions and of QP acting on the dy-
namics of dark matter particles in the simulation FIC+QP – which corresponds to
the most realistic and self-consistent setup for FDM – is found to provide the most
substantial impact on the abundance of low-mass objects.
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4.3.3 Performance
In this Section, we briefly describe the overall performance of AX-GADGET for the
cosmological runs described above, and we compare it to a standard CDM simula-
tion performed with the unmodified version of P-GADGET3.
The SPH implementation that computes the QP and its contribution to particle
acceleration with three cycles on all the FDM particles has been built analogously
to the extremely optimised baryonic one, in order to spread the computation and
memory load across the CPUs. Therefore, AX-GADGET should perform in a simi-
lar way to a hydrodynamical simulation with no CDM particles. As a consequence,
the overhead compared to a collisionless CDM-only simulation is still significant,
but definitely much weaker compared to grid-based FDM full-wave solvers (such
as e.g. Schive et al., 2010).
In Fig. 4.11 we show the CPU time and the overhead for the CIC, CIC+QP,
FIC and FIC+QP simulations, paired with respect to initial conditions to highlight
the additional computational load of the QP computation. Contributions of the
routines of gravity solver are presented, along with SPH routines devolved to the
bare computation of the density derivatives, the QP acceleration acting on particles
and the respective imbalance between CPUs.
As we can see, starting fromCDM initial conditions (top panel) results in an over-
head of a factor of 3 right from the beginning of the simulation in the case when
the QP is included. This is due to extra work –needed to compute the QP– arising
from the reaction to the non-equilibrium configuration provided in the initial con-
ditions. As one can see from the Figure, this overhead only weakly grows during
the remainder of the simulation up to a total factor of  5 at z = 3. When FDM
initial conditions are used (bottom panel), the overburden is indeed less pronounced
in the early phases of the evolution whereas the final computational time is a factor
 5 larger than the case without QP also in this case.
We find that the major contribution to CPU time is the one associated to the
imbalance between CPUs in the SPH calculation –namely SPH density imbalance
and SPH acceleration imbalance–, while the time spent for the bare SPH calculation
– SPH density and SPH acceleration – make up for less than 20% of the total time of
the simulation.
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Figure 4.11: CPU time spent as a function of the scale factor a for the simulation with QP (solid
lines) and without it (dashed lines) starting from CDM (top) and FDM (bottom) initial conditions.
The total CPU time is plotted together with the tree-gravity and SPH routines for density and QP
acceleration contributions –and relative imbalance between CPUs–. The bottom panels show the
overhead for each contribution, as defined by timesolid=timedashed.
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Therefore, we conclude that given the relatively low overhead obtained for sim-
ulations starting from suppressed initial conditions, the inclusion of the QP in the
dynamics implemented in AX-GADGET– as would be required from theory – does
not affect the performance and the feasibility of large cosmological simulations dra-
matically while contributing with important physical information.
4.4 Summary of the AX-GADGET implementation
Wehave presented an extension of themassively parallel N-body code P-GADGET3
for non-linear simulations of Fuzzy and Axion dark matter cosmologies based on
the solution of the dynamic Schrödinger equation in the Madelung formulation
through Smoothed Particle Hydrodynamics techniques. Our code, that we called
AX-GADGET, shares the same general structure of P-GADGET3 thereby inherit-
ing its scalability and load-balance efficiency, as well as the wealth of additional
implementations – ranging from sophisticated algorithms for gas physics to Dark
Energy (see e.g. Baldi et al., 2010) and Modified Gravity (see e.g. Puchwein et al.,
2013) modules – that have been included in P-GADGET3 over the past years.
More specifically, our implementation of Fuzzy Dark Matter is based on the so-
lution of the associatedQuantumPotential (see Eq. 3.6) via a series of spatial deriva-
tives of the density field computed from each simulation particle through the stan-
dard SPH kernel. Nonetheless, the higher order of spatial derivatives compared
to standard SPH simulations that is required to compute the Quantum Potential
acceleration (third order derivatives of the density field compared to the first or-
der derivatives required for standard hydrodynamical forces) results in a very poor
accuracy of the solver if the standard approach of P-GADGET3 for the computa-
tion of spatial gradients is recursively employed. To overcome this problem, we
have explored alternative methods to compute higher-order derivatives based on a
regularisation of each first-order derivative in regions of constant density (Eq. 4.4).
This improved scheme provides much more accurate and stable results for
the computation of the Quantum Potential and its associated acceleration, as we
demonstrated through a series of tests for density distributionswith a knownQuan-
tum Potential analytical solution.
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First of all, we investigated a one-dimensional density front described by a hy-
perbolic tangent shape in a three-dimensional box, realised either by changing the
mass of tracer particles set on a regular Cartesian grid or bymoving particles of con-
stantmass to reproduce the desired density distribution. In both cases, the standard
SPH approach recovers with excellent accuracy the input density, but for the latter
it fails in capturing the shape of the associatedQuantumPotential faithfully. On the
contrary, our improved scheme provides a much more accurate solution thereby
giving rise to a better representation of the resulting acceleration.
Secondly, we tested the code on a density distribution that more closely resem-
bles the situation of a collapsing dark matter halo in cosmological simulations,
namely a three-dimensional Gaussian density profile, placed at the center of a non-
periodic box, again realised both by an individual mass change for a regular grid
of particles and by moving around particles of equal mass. Also in this case, the
standard SPH approach correctly recovers the input density but fails to reproduce
theQuantumPotential accurately for an inhomogeneous distribution of equalmass
particles. Again, our improved scheme shows much better convergence to the ex-
pected analytical solution. The evolution of a three-dimensional Gaussian density
profile in time reveals that our approach is correct also from the dynamical point
of view, accurately recovering the formation of the characteristic solitonic core
sustained by the QP.
Based on the success of these analytical tests, we moved to apply our algorithm
to more realistic cosmological setups. As a first test, we investigated the impact
of the Quantum Potential by running two simulations with identical initial con-
ditions, generated for a standard Cold Dark Matter power spectrum, at very high
redshift (zi = 999), with and without the contribution of the Quantum Potential.
This test showed a sudden re-arrangement of particles right at the start of the sim-
ulation when the Quantum Potential is included, resulting in a strong suppression
of the density power spectrum at the smallest scales probed by our box compared
to the standard case. This is due to having set the system – in the case with Quan-
tum Potential – out of its equilibrium configuration by using a Cold Dark Matter
power spectrum to generate the initial conditions. After this first phase of dramatic
evolution, however, the system finds its new equilibrium configuration and starts
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evolving in a more relaxed way, slowly restoring small-scale perturbations during
the cosmological evolution. Most importantly, the evolution is found to recover
the theoretically expected linear suppression of the matter power spectrum at in-
termediate and low redshifts, thereby providing a positive test for the stability and
the accuracy of our algorithm.
Then, wemoved to compare the impact of theQuantumPotential to the effect of
introducing its associated small-scale power suppression in the initial conditions,
which has been claimed in the literature to be a sufficient and much cheaper ap-
proach to structure formation in Fuzzy Dark Matter cosmologies. To this end,
we ran four cosmological simulations starting from a lower initial redshift zi = 99,
two of which starting from standard Cold DarkMatter initial conditions, while the
other two starting from a random realisation of a suppressed matter power spec-
trum according to the linear predictions for a given Fuzzy Dark Matter particle
mass. For each of these two initial setups, we then evolved the simulations either
with or without including the Quantum Potential.
This further test showed that indeed including the Quantum Potential in the dy-
namics provides a qualitatively similar suppression of the matter power spectrum
as one would get from just evolving linearly suppressed initial conditions. How-
ever, when both are included in the same simulation – which represents the most
consistent setup for the evolution of the system – the resulting matter power spec-
trum at low redshifts shows an additional suppression of about 5 10% compared
to the case with no Quantum Potential. This result demonstrates that a proper
implementation of the Quantum Potential in the dynamics can be relevant for pre-
cision cosmology, and in particular concerning to the more pronounced effects at
the level of the structural properties of dark matter halos. Furthermore, one can
expect that such additional suppression would result in tighter constraints on the
Fuzzy Dark Matter particle mass, that will be discussed in the next Chapter.
Finally, we have shown that the overall performance of AX-GADGET does
not make high-resolution cosmological simulations prohibitive, with an overhead
compared to standard collisionless simulations of a factor of 5 6, thereby having
a moderate increase of the computational cost compared to standard SPH simula-
tions.
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5
Lyman-a forest constraint and
structure characterisation
The Lyman-a forest is the main manifestation of the intergalactic medium (IGM),
the diffuse filamentary matter filling the space between galaxies, and it constitutes
a very powerful method for constraining the properties of DM in the small-scale
– 0:5 Mpc=h;. l . 20 Mpc=h – and high redshift – 2. z. 5 – regime (see e.g. Viel
et al., 2005, 2013a). The physical observable for Lyman-a experiments is the flux
power spectrum PF(k;z) of the photons emitted by Lyman-a bright distant sources
as quasars. Constraints on thematter power spectrum fromLyman-a forest data at
small cosmological scales are only limited by the thermal cut-off in the flux power
spectrum, introduced by pressure and thermal motions of baryons in the photo-
ionised IGM. This is why this astrophysical observable has provided some of the
tightest constraints to date on DM scenarios featuring a small-scale power sup-
pression (Boyarsky et al., 2009; Iršič et al., 2017a; Viel et al., 2013b; Iršič et al., 2017b;
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Murgia et al., 2018), including FDMmodels, both in the case where they constitute
the entire DM (Iršič et al., 2017c; Armengaud et al., 2017), and in the case in which
they are a fraction of the total DM amount (Kobayashi et al., 2017).
Ultra-light scalar DM candidates are indeed expected to behave differently with
respect to standard CDM on scales of the order of their de Broglie wavelength,
where they induce a suppression of the structure formation, due to their wave-like
nature. In particular, for FDM particles with masses  10 22 eV=c2, such sup-
pression occurs on (sub)galactic scales, being thereby the ideal target for Lyman-a
forest observations. Moreover, Lyman-a forest observations probe a redshift and
scales range in which the difference between LCDM and FDM models – for the
masses considered – is highly significant.
All the limits on the properties of FDM presented in Iršič et al. (2017c); Ar-
mengaud et al. (2017); Kobayashi et al. (2017) have been computed by assuming
that ultra-light scalars behave as standard pressure-less CDM, i.e. by comparing
Lyman-a data with flux power spectra obtained from standard SPH cosmological
simulations, which completely neglect the QP effects during the non-linear struc-
ture evolution. In other words, the non-standard nature of the DM candidate was
simply encoded in the suppressed initial conditions used as inputs for performing
the hydrodynamical simulations.
One of the main goals of this thesis work is to use AX-GADGET in order to pro-
vide the first fully accurate constraints on the FDM mass, by going beyond the
standard dynamical approximation of ignoring the time-integrated QP effect. In-
cluding such effect in our numerical simulations is thereby expected to tighten the
limits published so far in the literature, since it introduces a repulsive effect at small
scales throughout the simulation evolution that contributes to the matter power
spectrum suppression. Besides presenting the new constraints, we will also carry
out a meticulous comparison with the bounds determined under the approxima-
tion mentioned above, in order to exactly quantify its validity.
5.1 Simulation suite
In this work, we performed two sets of simulations, for a total number of fourteen
cosmological runs. The first set consists in DM-only simulations used to character-
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ize the small-scale structures at low redshift – i.e. down to z= 0 –, while the second
one is evolved to z= 2 and includes gas particles and a simplified hydrodynamical
treatment, as described in Section 4.1, specifically developed for Lyman-a forest
analyses (the so-called QLYA, or Quick-Lyman-alpha method, see Viel et al., 2004).
Both sets consist in three pairs of simulations, one pair for each considered FDM
mass, evolved either including or neglecting the effect of the QP in the dynamics
– labelling these two cases as FDM and FDMnoQP, respectively –, in order to assess
and quantify the entity of such approximation often employed in the literature. In
addition, there is a standard LCDM simulation as reference.
Both sets of simulations follow the evolution of 5123 dark matter particles in
a comoving periodic box with side length of 15 Mpc=h, using 1 kpc=h as gravi-
tational softening. The mass resolution for the dark-matter-only simulations is
2:2124106M. In all caseswe generate initial conditions at z= 99 using the 2LPTic
code (Crocce et al., 2006), which provides initial conditions for cosmological simula-
tions by displacing particles from a cubic Cartesian grid following a second-order
Lagrangian Perturbation Theory based approach, according to a random realisa-
tion of the suppressed linear power spectrum as calculated by axionCAMB (Hlozek
et al., 2015) for the different FDM masses under investigation. To ensure a con-
sistent comparison between simulations, we used the same random phases to set
up the initial conditions. In particular, the FDM masses mc considered here are
2:510 22, 510 22 and 2:510 21eV=c2, in order to sample the mass range pre-
ferred by the first Lyman-a constraints in the literature (see in particular Iršič et al.,
2017c; Armengaud et al., 2017; Kobayashi et al., 2017), obtained through N-body
simulations with approximated dynamics.
Cosmological parameter used are Wm = 0:317, WL = 0:683, Wb = 0:0492 and
H0 = 67:27 km/s/Mpc, As = 2:20652 10 9 and ns = 0:9645. A summary of the
simulation specifications can be found in Tab. 5.1.
5.1.1 Lyman-a forest simulations
The Lyman-a flux power spectrum PF(k;z) is affected both by astrophysical and
cosmological parameters. It is, therefore, crucial to accurately quantify their impact
in any investigation involving the flux power as a cosmological observable. To this
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Table 5.1: Summary of the properties of the simulations set used for structure characterization.
Model QP in dynamics m22 N haloes N genuine haloes Mcut [1010M]
LCDM  - 57666 56842 -
FDM-25 X 25 25051 13387 0:04056
FDM-5 X 5 10058 2736 0:1645
FDM-2.5 X 2.5 8504 1301 0:3151
FDMnoQP-25  25 25432 13571 0:04056
FDMnoQP-5  5 10376 2856 0:1645
FDMnoQP-2.5  2.5 8819 1374 0:3151
end, our analysis is based on a set of full hydrodynamical simulationswhich provide
a reliable template of mock flux power spectra to be compared with observations.
In particular, the observation performed with the Keck High Resolution Echelle
Spectrometer (HIRES) (Vogt et al., 1994), the Magellan Inamori Kyocera Echelle
(MIKE) (Bernstein et al., 2002) and the VLT/XSHOOTER (XQ100) (López, S. et al.,
2016) are considered.
To take into account the mean Lyman-a forest flux variation, F(z), we have
explored models up to 20% different than the mean evolution given by Viel et al.
(2013a). We have varied the thermal history of the IGM in the form of the am-
plitude T0 and the slope g of its temperature-density relation, generally parameter-
ized as T = T0(1+ d )g 1, with d being the IGM over-density (Hui and Gnedin,
1997). We have then considered a set of three different temperatures at mean
density, T0(z = 4:2) = 7200;11000;14800 K, which evolve with redshift, as well
as a set of three values for the slope of the temperature-density relation, g(z =
4:2) = 1:0;1:3;1:5. The reference thermal history has been chosen to be defined
by T0(z = 4:2) = 11000 and g(z = 4:2) = 1:5, providing a good fit to observations
(Bolton et al., 2017). Following the conservative approach of Iršič et al. (2017c), we
have modelled the redshift evolution of g as a power law
g(z) = gA[(1+ z)=(1+ zp)]g
S (5.1)
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where gA and gS are free paramenters describing the amplitude and exponent of
the power law, respectively. The pivot redshift zp is the one at which most of the
Lyman-a forest pixels are coming from – i.e. at zp = 4:2 for MIKE/HIRES+XQ-
100 –. However, in order to be agnostic about the thermal history evolution, we
let the amplitude T0(z) free to vary in each redshift bin, only forbidding differences
greater than 5000 K between adjacent bins (Iršič et al., 2017a).
Furthermore, we have also explored several values for the cosmological param-
eters s8, i.e. the normalisation of the matter power spectrum, and neff, namely the
slope of the matter power spectrum at the scale of Lyman-a forest (0.009 s/km),
in order to account for the effect on the matter power spectrum due to changes in
its initial slope and amplitude (Seljak et al., 2006; McDonald et al., 2006; Arinyo-i
Prats et al., 2015). We have therefore considered five different values for s8 (in the
interval [0:754;0:904]) and neff (in the range [ 2:3474; 2:2674]).
We have also varied the re-ionization redshift zrei, for which we have consid-
ered the three different values zrei = 7;9;15, with zrei = 9 being the reference value
and, finally, we have considered ultraviolet (UV) fluctuations of the ionizing back-
ground, thatmay have non-negligible effects at high redshift. The amplitude of this
phenomenon is parameterised by the parameter fUV: the corresponding template
is built from a set of three models with fUV = 0;0:5;1, where fUV = 0 is associated
with a spatially uniform UV background.
Based on such grid of simulations, we have performed a linear interpolation be-
tween the grid points in such multidimensional parameter space, to obtain predic-
tions of flux power for the desired models.
We have to note that the thermal history implementation of the grid of simula-
tions presented in Iršič et al. (2017c) are slightly different from the one used in the
simulations described in the previous Section. For this reason, since those simu-
lations were performed without the introduction of the QP in the dynamics, we
mapped our results into the grid of simulations of Iršič et al. (2017c) using the ratio
between FDM and FDMnoQP simulations. This is, of course, not an exact proce-
dure but we assume that the ratio of flux power spectrum with and without quan-
tum potential is relatively insensitive to the thermal history (Murgia et al., 2018).
In order to constrain the various parameters, we have used a dataset given by
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the combination of intermediate and high-resolution Lyman-a forest data from
the XQ-100 and the HIRES/MIKE samples of QSO spectra, respectively. The
XQ-100 data are constituted by a sample of medium resolution and intermediate
signal-to-noise QSO spectra, obtained by the XQ-100 survey, with emission red-
shifts 3:5 z 4:5 (López, S. et al., 2016). The spectral resolution of the X-shooter
spectrograph is 30 50km=s, depending on the wavelength. The flux power spec-
trum PF(k;z) has been calculated for a total of 133 (k;z) data points in the ranges
z= 3;3:2;3:4;3:6;3:8;4;4:2 and 19 bins in k-space in the range 0:003 0:057 s/km
(see Iršič et al., 2017b, for a more detailed description). MIKE/HIRES data are in-
stead obtained with the HIRES/KECK and the MIKE/Magellan spectrographs, at
redshift bins z = 4:2;4:6;5:0;5:4 and in 10 k-bins in the interval 0:001  0:08s=km,
with spectral resolution of 13:6 and 6:7 km/s, for HIRES and MIKE, respectively
(Viel et al., 2013a). As in the analyses by Viel et al. (2013a) and Iršič et al. (2017a),
we have imposed a conservative cut on the flux power spectra obtained from
MIKE/HIRES data, and only themeasurementswith k> 0:005s=kmhave been used,
in order to avoid possible systematic uncertainties on large scales due to continuum
fitting. Furthermore, we do not consider the highest redshift bin for MIKE data,
for which the error bars on the flux power spectra are very large (see Viel et al.,
2013a, for more details). We have thus used a total of 182 (k;z) data points. Param-
eter constraints are finally obtained with a Monte Carlo Markov Chain (MCMC)
sampler which samples the likelihood space until convergence is reached.
5.2 Matter and Lyman-a power spectrum
In this Section, we present the results obtained from our simulations in decreasing
order of scale involved, starting from the matter power spectrum, to the simulated
Lyman-a forest observations, to the statistical characterisation of halo properties
and their density profiles.
5.2.1 Matter Power spectrum
The relative difference of the matter power spectrum of the various FDM models
with respect to LCDM at four different redshifts is displayed in Fig. 5.1.
As already found in the literature (see e.g. Marsh, 2016b; Nori and Baldi, 2018),
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Figure 5.1: Matter power spectrum of FDMmodels contrasted with LCDM at different redshifts.
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Figure 5.2: Matter power spectrum percentage differences between FDM simulation and their
FDMnoQP counterpart at different redshifts. The difference in power spectrum suppression of
having the QP in the dynamics result in a multiplication of  115% factor of the suppression with
respect to LCDM of Fig. 5.1 at scales k  10 hMpc 1.
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the evolution of thematter power spectrum shows that the initial suppression – en-
coded in the transfer functions used to build up the initial conditions – is restored
at intermediate scales to the unsuppressed level, eventually, by the non-linear grav-
itational evolution.
At the redshifts and scales that are relevant for Lyman-a forest observations,
however, the relative suppression with respect to LCDM is still important and
ranges from 5 20% for the lowest FDM mass considered.
The relative difference of the matter power spectrum, displayed in Fig. 5.2,
shows an additional suppression with respect LCDM – by a factor  1:15 – when
the QP is included in the dynamical evolution (i.e. in the comparison between
the FDM and the FDMnoQP simulations). This is consistent with the QP full dy-
namical treatment contributing as an integrated smoothing force that contrasts the
gravitational collapse of the otherwise purely collisionless dynamics.
5.2.2 Lyman-a forest flux statistics
In order to build our simulated Lyman-a observations, we extracted 5000 mock
forest spectra from random line-of-sights within the simulated volume. The spec-
tra are extracted according to SPH interpolation, and the ingredients necessary to
build up the transmitted flux are the HI-weighted peculiar velocity, temperature
and neutral fraction. Among the different flux statistics that can be considered, we
focus on the flux probability distribution function (PDF) and flux power spectrum.
Unless otherwise stated we normalise the extracted flux arrays in order to have the
same observed mean flux over the whole sample considered and for all the simu-
lations. In any case, we do find that the scaling factor for the optical depth arrays
over thewhole simulated volume is 1.6, 1.4 and 1.1 times higher than in theLCDM
case in order to achieve the same mean flux for the m22 = 2:5, 5 and 25 FDM cases
with negligible – between 1 2% – differences between the FDMs and FDMnoQP
cases.
In Fig. 5.3 we show the flux (left panel) and gas (right panel) PDF ratios between
the simulations that include the QP and those that do not include it – FDM and
FDMnoQP, respectively– at z = 5:4, one of the highest redshift bins in which
Lyman-a data are available.
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Figure 5.3: Relative differences of the flux PDF (left panel) and gas PDF (right panel) for FDMmodels
with respect to their corresponding FDMnoQP counterparts, at redshift z= 5:4.
It is possible to see that there is a 2 6% peak at flux  0:6 0:8, i.e. in regions
of low transmissivity that are expected to trace voids. The fact that FDM simula-
tions display a more peaked PDF compared to FDMnoQP ones for this range of
fluxes means that in those models, on average, it is more likely to sample such void
environments. In fact, the different PDFs should reflect the underlying different
gas PDFs at the same redshifts and along the same lines-of-sight. In the bottom
panel of Fig. 5.3, showing the corresponding gas PDF, it is indeed apparent that in
models with FDMs the gas PDF is more skewed towards less dense regions, that
are typically associated to high transmission. The effect due to the QP is thus to
increase the volume filling factor of regions below the mean density with respect
to the corresponding FDMnoQP case.
In Fig. 5.4 we plot the percentage difference in terms of flux power spectrum at
three different redshifts and for the three FDMmodels, both compared to LCDM
(right panels) and to the corresponding FDMnoQP case (left panels). The increase
of power at z = 5:4 in the largest scales – compared to the LCDM case – is due to
the imposed normalisation at the same mean flux, while the evident suppression at
small scales is related to the lack of structures at those scales. The comparison with
the FDMnoQP set-ups, instead, reveals an additional suppression which is always
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Figure 5.4: Flux power spectrum comparison between all simulations and LCDM (left panels), and
between FDM simulation and their FDMnoQP counterparts (right panels) at different redshifts.
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Figure 5.5: Here we plot the marginalised posterior distribution of 1/mc from both the analyses
performed by Iršič et al. (2017c) (green lines, without QP) and ours (red lines, with QP). The vertical
lines stand for the 2s C.L. limits.
below the 5% level for all the masses considered. Since the flux power spectrum
is an exponentially suppressed proxy of the underlying density field, these results
are consistent with thematter power spectrum results previously shown in Fig. 5.1
and Fig. 5.2.
Since the Lyman-a constraints are calculated by weighting the contribution
from all the scales, we expect the bound onm22 found in Iršič et al. (2017c) to change
accordingly to the additional suppression introduced, that in our case is 2 3%.
This is exactly what can be seen in Fig. 5.5, where the marginalised posterior
distribution of mc obtained in the present work is plotted and compared with the
results presented in Iršič et al. (2017c). The red line refers to our MCMC analysis,
whereas the green line corresponds to the results obtained by Iršič et al. (2017c).
The corresponding vertical lines show the 2s bounds on the FDM mass. The 2s
bound on the FDMmass changes from 20:4510 22eV=c2 to 21:0810 22eV=c2,
which matches with our expectation and confirm that the approximation of ne-
glecting the QP dynamical effects in Iršič et al. (2017c) was legitimate to investigate
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the Lyman-a typical scales. The agreement between the sets of results obtained
with and without the dynamical QP implementation is evident and is not sensibly
affected by varying the assumptions on the IGM thermal history.
This result represents – to our knowledge – the first FDM mass constraint de-
rived from Lyman-a forest observations that accounts for the full non-linear treat-
ment of the QP, which introduces an additional – albeit not big – suppression of
the matter power spectrum in the redshift range and comoving scales probed by
the Lyman-a forest. The agreement with previous results implies that the non-
linear evolution of the large-scale structure and the non-linear mapping between
flux and density effectively make up for the additional suppression introduced.
5.3 Structure characterization
For cosmological models whose LSS properties depart sensibly from LCDM only
at small scales – as FDM models – , the thorough analysis of the overall statistical
properties and the specific inner structures of haloes represents the most relevant
and often largely unexploited source of information. In N-body simulations, this
implies the use of a suitable clustering algorithm to build a halo catalogue in order
to identify gravitationally bound structures that can then be studied in their inner
structural properties.
In this work, we rely on the SUBFIND routine already implemented in P-
GADGET3, a two-step halo-finder which combines a Friends-Of-Friends (FoF) al-
gorithm (Davis et al., 1985) to find particle clusters – that defines the primary struc-
tures of our halo sample – with an unbinding procedure to identify gravitationally
bound substructures within the primary haloes (Springel et al., 2001). Hereafter,
we use the terms primary structures to identify the substructures of each FoF group
containing the most gravitationally bound particle, subhaloes for the non-primary
structures and haloeswhenwe generally consider the whole collection of structures
found – i.e. including both primary structures and subhaloes –.
5.3.1 Numerical Fragmentation
A long-standing problem that affects N-body simulations, when characterised by
a sharp and resolved cut-off of the matter power spectrum, has to be taken into
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account in the process of building a reliable halo sample. This is the so-called nu-
merical fragmentation, i.e. the formation of artificial small-mass spurious clumps
within filaments (see e.g. Wang and White, 2007; Schneider et al., 2012; Lovell
et al., 2014; Angulo et al., 2013; Schive et al., 2016).
While it has been initially debatedwhether the nature of such fragmentationwas
to be considered physical or numerical, the detailed analysis by Wang and White
(2007) showed that in Warm and Hot Dark Matter simulations (as e.g. Bode et al.,
2001b) – which are characterised by a highly suppressed matter power spectrum –
the formation of small mass subhaloes was resolution dependent and related to the
significant difference between force resolution and mean particle separation (as
already suggested by Melott and Shandarin, 1989).
To identify spurious haloes in simulations and select a clean sample to study and
characterize the structures of FDM haloes in each simulation, we take cue from
the procedure outlined in Lovell et al. (2014): in particular, we use the mass at
low redshift and the spatial distribution of particles as traced back in the initial
conditions as proxies for the artificial nature of haloes as described below.
In fact, the more the initial power spectrum is suppressed at small scales, the
more neighbouring particles are coherently homogeneously distributed, thus facil-
itating the onset of artificially bounded and small ensembles that eventually out-
number the physical ones. As already shown by Wang and White (2007), the di-
mensionless power spectrum peak scale kpeak and the resolution of the simulation
– i.e. described through the mean inter-particle distance d – can be related together
to get the empirical estimate
Mlim = 10:1 rb d = k2peak (5.2)
describing the mass at which most of the haloes have a numerical rather than a
physical origin. In Lovell et al. (2014), this mass is used as a pivotal value for the
mass MCUT used to discriminate genuine and spurious haloes – lying above and
below such threshold, respectively – which is set asMCUT = 0:5Mlim.
In addition to the mass discriminating criterion, Lovell et al. (2014) showed that
particles that generate spurious haloes belong to degenerate regions in the initial
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conditions and aremore likely to liewithin filaments, stating that the reconstructed
shape of the halo particles ensemble in the initial conditions can be used to iden-
tify spurious structures. N-Body initial conditions are generally designed as reg-
ularly distributed particles on a grid from which are displaced in order to match
the desired initial power spectrum. Hence, numerical fragmentation originates
mostly from particles lying in small planar configurations, belonging to the same
row/column domain or a few adjacent ones.
Therefore, we need a method to quantitatively describe the shape of subhaloes
and the distribution of their member particles once traced back to the initial condi-
tions of the simulation. To this end, we resort to the inertia tensor of the particle
ensemble
Ii j = å
particles
m (eˆi  eˆ j) jrj2  (~r  eˆi) (~r  eˆ j) (5.3)
where m and~r are the particle mass and position respectively, and eˆ are the unit
vectors of the reference orthonormal base. The eigenvalues and the eigenvectors
of the inertia tensor represent the square moduli and unitary vectors of the three
axes of the equivalent triaxial ellipsoid with uniform mass distribution. We define
a b c themoduli of the three axes and the sphericity s= c=a as the ratio between
the minor and the major ones: a very low sphericity will characterise the typical
degenerate domains of numerical fragmentation.
For these reasons, we use the combined information carried by the mass and the
sphericity in the initial condition to clean the halo catalogues from spurious ones
by applying independent cuts on both quantities as will be detailed below.
In Fig. 5.6 the mass-sphericity distributions of the different simulations are plot-
ted at z = 0 (upper left panel) and at z = 99 (upper right panel) where each point
represents a halo identified by SUBFIND, without applying any selection. Solid and
dash-dotted lines denote the median and the 99th percentile of the distribution; in
the side panels, we display the cumulative distributions, where the contribution of
spurious haloes – identifiedwith the procedure thatwe detail below – is highlighted
in black.
By looking at the two panels, it is possible to notice that the total cumulative
sphericity distribution at low redshift is fairly model independent, so that distin-
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Figure 5.6: Sphericities of haloes (black-dots) found by SUBFIND as function of their mass (up-
per panels) at redshifts z = 0 and z = 99 (left and right panels, respectively). The grey-shaded areas
represent the discarded region below the specific mass cut MCUT of each model. The solid (dot-
dashed) lines describe the median (99th percentile) of the total distribution, which are all gathered
and contrasted withLCDM in the lower panels. The total sphericity distribution integrated inmass
is represented in the side panels with the discarded sample contribution portrayed in black. Lower
panels feature the median of the mass-sphericity distributions contrasted with LCDM. The shaded
areas, corresponding to the 1s of the distribution, are colour-coded as in the upper panels. The
blackened median and grey-shaded areas represent the excluded portion belowMCUT .
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guishing spurious haloes from genuine ones is impossible. However, if we trace
the particle ensembles of each halo found at z = 0 back to the initial conditions
at redshift z = 99, using particles ID, and we study the resulting reconstructed
mass-sphericity relation, the anomalous component of the distribution associated
with spurious haloes clearly emerges as a low-sphericity peak, which is more pro-
nounced for smaller values of the FDM particle mass.
In fact, when the mass mc decreases, the smoothing action of the QP becomes
more efficient, inducing homogeneity at larger and larger scales in the initial condi-
tions and increasing, consequently, the contamination of numerical fragmentation.
It clearly appears that the population of haloes in the initial conditions is homo-
geneously distributed in LCDM while a bimodal structure emerges at lower and
lower FDM mass. In particular, an increasing number of haloes are located in a
small region characterized by low mass (M . 109M) and low sphericity (s. 0:20).
As there is no theoretical reasonwhy theQP should favour the collapse of ensem-
bles with very low sphericities in the initial conditions with respect to the LCDM
case, we consider this second population as the result of numerical fragmentation.
As in Lovell et al. (2014), we choose to compute MCUT = 0:5Mlim using Eq. 5.2
– one MCUT for each value of the FDM mass, as reported in Tab. 5.1 –, that define
the upper bound of the discarded mass regions, i.e. the grey-shaded areas in all
panels of Fig. 5.6.
It is interesting to notice that the masses MCUT appear to be very close to the
values at which the sphericity medians of the simulation sample – in the initial
conditions – depart from the ones ofLCDM, as can be seen in the lower-right panel
of Fig. 5.6. As the MCUT values we obtain are slightly larger compared to these
departing values, we confirm the choice of the former over the latter, as a more
conservative option for themass thresholds dividing spurious from genuine haloes.
In Lovell et al. (2014), the selection in terms of initial sphericity was operationally
performed discarding every halo with sphericity lower than sCUT = 0:16, equal to
the 99th percentile of the distribution of haloes with more than 100 particles in
the LCDM simulation. In our set of simulations, a similar value denotes the 99th
percentile as measured at the MCUT mass in each simulation, so we adopt it as our
own threshold in sphericity. Let us stress that the haloes that are discarded through
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Table 5.2: The total and genuine number of haloes, presented as the ratio between the simulations
neglecting and considering the QP dynamical effects.
m22 N haloes N genuine haloes
25 101.6% 101.4%
5 103.5% 104.4%
2.5 103.1% 105.6%
sphericity selection in the initial conditions have sphericities at z= 0 that are statis-
tically consistent with the genuine sample, making their numerical origin impossi-
ble to notice based only on the sphericity distribution at z= 0. However, the mass
constraint is far more rigid than the sphericity one in all models butLCDM, where
no mass limit is imposed.
Finally, in Tab. 5.2 we have summarised the comparison of the number of haloes
in the FDMnoQP set-up with respect to the corresponding FDM set-up, presented
as the ratio of the total number of haloes found by SUBFIND and the number of
genuine haloes remaining after the exclusion of spurious ones. It is possible to see
that in the FDMnoQP simulations, for the three FDMmasses considered, the total
number of haloes is overestimated by a factor 2:5% on average while the genuine
haloes excess becomes more important as the FDMmass decreases, up to 5:6% for
m22 = 2:5. This means that neglecting the effects of the QP during the simulation
leads to the formation of haloes which are not present when the full QP dynamics
is taken into account and that, using our à la Lovell et al. (2014) spurious detection
selection, such haloes pass the numerical fragmentation test and contaminate any
halo statistical property characterization.
5.3.2 Inter-simulations halo matching
In FDMmodels, as we said in the previous Sections, not only the initial power spec-
trum of matter perturbation is suppressed at small scales, thereby preventing the
formation of small mass structures, but the dynamical evolution of density pertur-
bations changes due to the effect of the QP, intimately affecting the development of
structures during the whole cosmological evolution by opposing gravitational col-
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lapse. The implementation of such effect in AX-GADGET breaks the one-to-one
correspondence of the spatial position of collapsed structures in simulations with
different FDM masses – especially for smaller objects –, despite the same random
phases used to set up the initial conditions.
We indeed expect bigger haloes not to change their position dramatically at low
redshift across different simulation, while this is not the case for lighter subhaloes
which are more affected by the evolving local non-linear balance between gravity
and the QP of the environment.
This makes it more difficult to identify matching collapsed objects of common
origin across the simulations, to study how FDMmodels affect the inner structure
of haloes on a halo-to-halo basis.
To this end, we devise an iterative matching procedure, to be repeated until no
more couples are found, as the following: given a halo i at position~ri and total mass
mi in simulation A,
i. select all haloes j belonging to simulation B as potential counterparts if
j~ri ~r jj=(ai+a j)< R˜ (5.4)
where ai and a j are themajor axes of the haloes computed through the inertia
tensor of all their member particles.
ii. within the ensemble selected at the previous point, retain only the haloes
k  j whose masses satisfy the condition
jmi mkj=(mi+mk)< M˜ (5.5)
iii. if more than one halo l  k is left, then choose the one for which
j~ri ~rlj=(ai+al) (5.6)
is minimum.
iv. after having considered all the haloes in A, if more than one are linked to the
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same halo l belonging to B, choose the couple (i; l) that minimizes
[j~ri ~rlj=(ai+al)]2+[jmi mlj=(mi+ml)]2 (5.7)
in order give the same weight to the two criteria.
This method is flexible enough to account for the shift in mass and position
we expect from simulations with different FDM mass models, but conservative
enough to ensure the common origin of the subhalo couples. Moreover, using the
combination of position and mass filters, we are able to discriminate couples in all
mass ranges: position filtering is a weaker constraint in the case of bigger haloes
– since they occupy a large volume – while the mass filter is very strict; vice-versa,
the former criterion is more powerful for smaller haloes for which the mass filter
select a large number of candidates.
Operatively, we use the previous procedure to match haloes in each simulation
with the LCDM one, and we refer to the subset of haloes that share the same
LCDM companion across all the simulations as the common sample.
For geometrical reasons, we set the limit value for R˜ to be 0:5: this represents the
case in which two haloes with the same major axis a have centres separated exactly
by the same amount a. The configurations that are selected by point (i) are the
ones for which the distance between the halo centres is less or equal the smallest
major axis between the two. A higher value for R˜ would include genuine small
haloes that have been more subject to dynamical QP drifting but would also result
in a spurious match of bigger haloes. For these reasons, we adopt R˜= 0:5, checking
that the selected sample gains or loses  5% of components if values 0:45 and 0:55
are used, without modifying the overall statistical properties of the sample itself.
With respect to M˜ at point (ii), instead, we applied thematching algorithm using
several values, each denoting a specific threshold of theminimumvalue allowed for
the mass ratio of halo couples in order to be considered as a match. As reported
in Tab. 5.3, more than 60% of all the matching haloes across LCDM and FDMs
simulations without mass selection – M˜ = 1 case – have a mass ratio in the 100 
85% ratio range and almost 80% in the 100 75% range. In order not to spoil our
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Table 5.3: Number of commonmatches across LCDMand FDMs simulations, using different values
of the parameter M˜ representing the minimum allowed ratio between the minimum andmaximum
masses of each candidate couple.
M˜ mmin=mmax N matches
1/39 95% 53
1/19 90% 162
3/37 85% 234
1/9 80% 279
1/7 75% 304
1/3 50% 346
3/5 25% 361
1 0% 389
matching catalogue, especially with very close but highly different in mass halo
couples, we choose the limiting value of M˜ = 1=7.
The statistical properties of the genuine haloes belonging to each simulation are
summarised in Fig. 5.7, where we display the cumulative halo mass function (top
right panel), the halo mass outside R200 (top left panel) – where R200 identifies the
distance from the halo centre where the density is 200 times the critical density of
theUniverse andM200 themass containedwithin aR200 radius sphere –, the subhalo
mass function (bottom left panel), and the subhalo radial distribution (bottom right
panel). In order to highlight the impact of numerical fragmentation and simplify
the comparison of the different models to LCDM, relative ratios are displayed in
the bottompanels and shaded lines represent the distribution of the full halo sample
– i.e. including also spurious haloes –.
The analytical fit used by Schive et al. (2016) to parameterize the cumulativeHMF
drop of the FDMmodels with respect to LCDM
N(>M)FDM =
Z +¥
M
¶MNCDM
"
1+

M
M0
 1:1# 2:2
dM (5.8)
withM0 = 1:61010m 4=322 M, are plotted as reference – one for each FDMmass –
111
101
102
103
104
N
ha
lo
(>
M
ha
lo
)
LCDM
Schive16-25
FDM-25
Schive16-5
FDM-5
Schive16-2.5
FDM-2.5
10 2 10 1 100 101 102 103
Mhalo [1010M ]
  0%
 25%
 50%
 75%
100%
125%
N
/N
LC
D
M
101
102
103
104
N
ha
lo
(>
M
ha
lo
M
20
0) LCDMFDM-25
FDM-5
FDM-2.5
10 3 10 2 10 1 100 101 102
Mhalo M200 [1010M ]
  0%
100%
200%
N
/N
LC
D
M
100
101
102
103
104
N
su
bh
al
o(
>
M
su
bh
al
o/M
20
0)
LCDM
FDM-25
FDM-5
FDM-2.5
10 5 10 4 10 3 10 2 10 1 100
Msubhalo/M200
  0%
 20%
 40%
 60%
 80%
100%
N
/N
LC
D
M
100
101
102
103
104
N
su
bh
al
o(
>
R s
ub
ha
lo
/R
20
0) LCDM
FDM-25
FDM-5
FDM-2.5
10 1 100
Rsubhalo/R200
  0%
 20%
 40%
 60%
 80%
100%
N
/N
LC
D
M
Figure 5.7: Properties of the halo and subhalo samples at z = 0, with (dashed lines) and without
(solid lines) including the haloes marked as spurious as described in Sec. 5.3.1. In particular, the
cumulative distributions of halo mass (top left panel), the halo mass outside R200 (top right panel), the
subhalo-halo relative mass (bottom left panel) and the subhalo-halo distance (bottom right panel) are
displayed. The fitting functions of the cumulative halo mass distribution of (Schive et al., 2016) of
Eq. 5.8 are plotted for reference – dotted line in the top left panel –.
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in the top left panel of Fig. 5.7 (dotted lines).
As expected, we find that the number of small mass subhaloes is drastically re-
duced in the FDMmodels and the cumulative distributions depart from LCDM at
higher and higher masses as the mc mass decreases. The values at which the drop
occurs are approximately 5 1010M, 2:5 1010M and 5 109M for values of
m22 of 2:5, 5 and 25, respectively: this suggests a linear trend of the threshold mass
Mt ' 51010M

2:5
m22

(5.9)
describing the approximate mass below which the number of haloes starts decreas-
ing with respect to LCDM.
Looking at the distribution of subhaloes masses as compared to their associated
primary haloM200 and the radial distribution to R200, it is evident how the numer-
ous small subhaloes in LCDM, far from the gravitational centre of the main halo,
are the ones that were not able to form in an FDM universe.
The haloes that have masses above Mt not only have been able to survive the
disrupting QP action up to redshift z = 0, but the cumulative distribution shows
how they also gained extra mass, at the smallest (sub)halo expenses. This is con-
firmed by the cumulative distribution of the primary structures N(>Mtot M200),
representing the mass accumulated outside the R200 radius, which is systematically
higher with respect to LCDM case as the FDMmass lowers – up to peaks of 200%
ratio for the lowest m22 –: this is consistent with the picture of bigger primary
haloes accreting the mass of un-collapsed smaller subhaloes that did not form.
The fitting function of Eq. 5.8 is consistent with the scale of the drop of the
HFM, which is indeed expected to be almost redshift independent since it is pre-
dominantly given by the initial PS cut-off (Hu et al., 2000). However, it fails to
reproduce the data on two levels: on the one hand it does not recover the slope
of the cumulative distribution – especially in the mass range close toMt where the
Halo Mass Function (HMF) departs from LCDM – and, on the other hand, does
not account for the mass transfer from smaller haloes to bigger ones, that accrete
the more abundant available matter from their surroundings. The discrepancies
between the Schive et al. (2016) fitting function and our results are probably due to
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the fact that the former is based on simulations with approximated FDM dynam-
ics and evolved only to redshifts z = 4, thus representing a different collection of
haloes that are, moreover, in an earlier stage of evolution.
Therefore, the analysis of the aggregated data of cumulative distributions of gen-
uine haloes in each simulation leads us to conclude that the formation, the evolu-
tion and the properties of an FDM halo subject to the real effect of the QP – as
compared to the FDMnoQP approximation – can follow three general paths de-
pending on its own mass and on the mass of the FDM boson: if the halo mass is
MMt , there is a high chance that the halo does not form at all since gravitational
collapse is prevented by the QP; ifM &Mt , the halo can be massive enough to form
but its properties will be affected by the QP – especially on its internal structure, as
we will see below –, while for MMt the halo is not severely affected by the QP,
and will simply accrete more easily un-collapsed mass available in its surroundings.
In order to study in more detail the impact of FDM on the halo properties and
structures, we divided our common sample, that by construction collects the haloes
across all the simulations that share the same LCDMmatch (as described in detail
in Section 5.3.2), in three contiguous mass ranges. Let us remind that matching
haloes have similar but not necessarily equal mass, so mass intervals are to be re-
ferred to the LCDM halo mass; the other matching haloes belonging to the FDM
simulations are free to have lower and higher mass, in accordance with the limit
imposed by the M˜ parameter of the common sample selection procedure. The com-
mon sample low mass end is clearly limited by the FDM-2.5 model, since it is the
one with higher Mt , below which haloes have statistically lower chance to form.
The three mass ranges are [0:5 4]; [4 100]; [100 4000]1010M, in order to be
compatible with the three halo categories described in the previous paragraph for
the FDM-2.5 model, beingMt(m22 = 2:5) 51010M
For all thematching haloes considered, we have tested the sphericity distribution,
the halo volume and the total halo mass with respect toLCDM, as well as the radial
density profiles.
Properties of inter-simulation matching haloes are gathered in Fig. 5.8, where
the total sample is divided column-wise in the three mass ranges. The sphericity,
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Figure 5.8: Properties of inter-simulation matching haloes, divided column-wise in three mass
ranges. The sphericity, the volume occupied and the total mass of FDM haloes contrasted with
their LCDMmatch are shown in the first row (left panels), together with related distribution func-
tions (right panels). The second and the third row represent the density profiles, stacked in fractional
spherical shells of R200 and ellipsoidal shells of the major axis a (vertical dashed lines), respectively.
Densities are divided by its value calculated within R200 and a, respectively, and are shown both in
absolute value (top panels) and relatively to LCDM. (bottom panels)
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the volume occupied and the total mass of the haloes – contrasted with the corre-
sponding LCDM match – are shown in the first row (left panels), together with
related distribution functions (right panels). The second and the third row repre-
sent the overall density profiles, stacked in fractional spherical shells of R200 and
ellipsoidal shells of the major axis a – identified with the vertical dashed lines –, re-
spectively. Density profiles are divided by the value of the density calculated within
the R200 and a shells and are shown both in absolute value (top panels) and relatively
to LCDM (bottom panels).
In themass range considered, the sphericity distributions confirm that there is no
statistical deviation fromLCDM, except for a mild deviation towards less spherical
configurations of the less massive haloes, especially in the m22 = 2:5model. This is
consistent with the analysis of the sphericity distributions of the genuine samples
(see lower panels in Fig. 5.6) that reveals that haloes appear to be statistically less
spherical with respect to LCDM at z= 0 when lower FDMmasses are considered,
down to a maximum of  10% decrease in sphericity for m22 = 2:5 and halo mass
of  5109M.
For all the FDM models the volume occupied by the haloes is systematically
larger, consistently with a delayed dynamical collapse of the haloes. All mass ranges
show such property and it is emphasized by lower m22 mass – i.e. stronger QP
force –; however, while bigger haloes occupy almost systematically 20%more vol-
ume for m22 = 2:5, smaller haloes can reach even twice the volume occupied by
their LCDM counterparts when the same model is considered.
Comparing the mass of the haloes in the various models with the one in LCDM,
it is possible to see that small haloes are less massive and big ones, on the contrary,
become even more massive, confirming our hypothesis of mass transfer from sub-
structures towards main structures.
The stacked density profiles provide even more insight on the different underly-
ing behaviour between the chosenmass ranges. Starting from the less massive one,
the stacked profiles look very differently if plotted using the spherical R200-based
or the ellipsoidal a-based binning. This is due to two concurrent reasons related to
the properties of this mass range: first of all, as we said before, the sphericity is mc
dependent and thus it is not constant with respect to LCDM, so the geometrical
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difference in the bin shape becomes important when different models are consid-
ered; secondly, since the FDM haloes have lower mass but occupy larger volumes,
the two lengths are different from each other – being R200 related to density and a
purely to geometry – so that the actual volume sampled is different. Nevertheless,
it is possible to see that in FDM models there is an excess of mass in the outskirts
of the halo – seemingly peaking exactly at distance a – and less mass in the inner
part.
The intermediate mass range shows also a suppression in the innermost regions
but a less pronounced over-density around a as expected, since the effectiveness of
the repulsive force induced by the QP in tilting the density distribution decreases
as its typical scale becomes a smaller fraction of the size of the considered objects.
In fact, stacked density profiles of the most massive haloes are very similar in the
two binning strategies, being R200  a and sphericity constant among the various
models, and consistent with no major deviation from LCDM, except for a central
over-density. It is our opinion, however, that such feature in the very centre of
most massive haloes could be a numerical artefact since its extension is comparable
with the spatial resolution achievable in our simulation.
The results presented in this Section have been obtained through the detailed
analysis of the statistical properties of haloes found at z = 0 in the FDM simula-
tions. The same analysis, repeated at z = 0, of the FDMnoQP simulations, shows
very similar results which are, therefore, not shown in the present work. Such
consistency suggests that the properties of haloes at low redshift are – at the inves-
tigated scales – not sensible tomodifications induced by the dynamical QP repulsive
effect, which are expected to appear more prominently at scales of 1 kpc with the
formation solitonic cores.
5.4 Summary on Lyman-a and structure characterisation
In this Chapter, we have presented the results obtained from two sets of numerical
simulations performed with the AX-GADGET, described in Section 4.1, for vari-
ous FDM particle masses regarding Lyman-a forest observations and the detailed
statistical characterisation of the haloes.
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More specifically, our main aim was to design a set of simulations covering the
typical scales and redshifts involved in Lyman-a forest analyses, in order to extract
synthetic observations, compare them with available Lyman-a data, and finally
to place a constraint on the mass of the FDM particle. In the literature, Lyman-
a forest was already used for this purpose but only in approximated set-ups, in
which the quantum dynamical evolution of FDM was only encoded in the initial
conditions transfer function, and neglected during the simulation (Iršič et al., 2017c;
Armengaud et al., 2017; Kobayashi et al., 2017), while the AX-GADGET code allows
us to drop such approximation and take into account the non-linear effects of full
FDM dynamics.
The constraint we find on the FDM particle mass is mc  21:08  10 22 eV=c2,
which is 3% higher with respect to what was found in Iršič et al. (2017c) adopting
the approximated simulation approach. The fact that these two bounds are similar,
despite the different dynamical evolution considered in these different works, im-
plies that the additional suppression deriving from the Quantum Potential dynami-
cal contribution, at the scales and redshifts probed by Lyman-a , is compensated by
the gravitational growth of perturbations when these enter the non-linear regime,
implying also that – even if the QP does play a role in the Large Scale Structure
evolution – the approximation of Iršič et al. (2017c) (also adopted by Armengaud
et al., 2017; Kobayashi et al., 2017) is valid and sufficient at these scales.
Secondly, we studied in detail the statistical properties of the Large Scale Struc-
tures through the analysis of the aggregated data on haloes regarding their mass,
volumes and shapes, as well as their individual inner structure.
The main results regarding the effects of FDM on LSS that we found can be
summarised as follows:
• the FDM particle mass m22 defines a typical mass scale Mt ' 1:25 
1011=m22 M characterising the halo distribution of different FDM models;
all halo properties can be interpreted within the framework of having two
families of haloes: the small ones withM.Mt , and the big ones withMMt
(since the very small onesMMt do not form at all);
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• small haloes, according to the above definition, show outward tilted profiles
and a lower total mass, are less spherical and more voluminous, so less dense
overall;
• big haloes instead are almost unaffected in their internal structure – apart
from the expected solitonic inner cores that we cannot resolve with our sim-
ulations –, they occupy a larger volume and they also have higher total mass,
mostly accreted outside R200, compatible with the collection of the mass of
subhaloes that were not able to form
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Part III
Generalised Strongly Coupled models
120
6
Coupled Dark Energy and
Modified Gravity
In this chapter, we are going to present a separate project as part of my PhD work
concerning the simulation of generalised dark energy and dark matter models that
is still in progress. The project consists in the implementation of strongly coupled
models into the P-GADGET3 code in a generalized approach, exploiting the tree
representation as an adaptive mesh to solve the dark energy non-linear perturba-
tion equation. We will see how various models that involve a modification of Ein-
stein’s General Relativity or one or more couplings between dark energy and other
species in the Universe can be all described within a single analytical framework,
which is the one used in our implementation. Our final goal is to apply such flexi-
ble tool that, provided with the particular variables and functions of the model of
interest, could probe a vast number of Coupled Dark Energy andModified Gravity
models beyond LCDM at scales and regimes unexplored so far, thereby extending,
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combining, and optimizing previous independent implementations targeted to spe-
cific Coupled Dark Energy (Baldi et al., 2010) or Modified Gravity (Puchwein et al.,
2013) models.
6.1 Beyond the Cosmological Constant
The discovery of the accelerated expansion of the Universe played a major role
in shaping the field of modern cosmology, supporting the need for some form of
dark energy able to trigger and sustain the acceleration of cosmic expansion that
eventually dominates the energy-matter content of the late-time Universe. In the
LCDM framework, this contribution is encoded by a cosmological constant, but
there are no particular assumptions with respect to its originating mechanism or
its fundamental nature.
Given the negative pressure P =  rc2 of the cosmological constant, dark en-
ergy was thought to be the macroscopic representation of the vacuum energy as
described by quantum field theory, whichwas known to exhibit such peculiar prop-
erty. However, the dark energy mean density required to comply with the obser-
vations is rL;0  7 10 30g=cm3 that is  120 orders of magnitude smaller than
the Planck scale, which could be taken as the natural scale for quantum vacuum en-
ergy (for a review on the cosmological constant problem see e.g. Weinberg, 1989;
Rugh and Zinkernagel, 2002). Moreover, one may find rather curious that our
Universe entered the phase dominated by the cosmological constant quite recently
– the equivalence rL= rmat happened around z 0:55 in theLCDMpicture –, thus
raising some additional coincidence problems (Zlatev et al., 1999).
For these reasons, the term dark energy now generically refers to a physicalmech-
anism that is at the origin of the acceleration of the cosmic expansion, including
the simplest concept of the cosmological constant as well as other more elaborate
alternatives. These may involve, for example, new interacting fields or fluids in
the Universe, scale-dependent deviations from General Relativity, additional fun-
damental forces or extra-dimensions (for a comprehensive review on the topic, see
e.g. Amendola et al., 2018).
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In order to generalize the dark energy description, one can assume that the cos-
mic expansion is driven by a fluid with a generic time-dependent equation of state
PDE = wDE rDEc2 so that the background evolution of Eq. 1.40 reads
H
H0
2
= Wrad;0 (1+ z)4+Wmat;0 (1+ z)3+
 
1 å
i
Wi;0
!
(1+ z)2
+WDE;0 exp

3
Z z
0
dz0
1+wDE(z0)
1+ z0
 (6.1)
where the dark energy scaling in redshift may vary over cosmic time. In thematter-
dominated era, the evolution of matter density perturbations becomes
d¨ +2Hd˙  4pGrb

d +
WDE
Wmat
dDE

= 0 (6.2)
where dDE is the density contrast related to the dark energy fluid.
The simplest alternative to a cosmological constant is that of a second epoch of
inflation, different in energy scale but driven by a similar mechanism: a scalar field
slowly rolling down its self-interaction potential. In the so-calledQuintessencemod-
els (Wetterich, 1988; Ratra and Peebles, 1988), the dark energy fluid is described
in terms of a homogeneous scalar field f called the cosmon, having8<:rDE c2 = f˙2=2a2+V (f)PDE = f˙2=2a2 V (f) (6.3)
so that the continuity equation of the dark energy fluid
r˙DE +3H (rDE +PDE) = 0 (6.4)
is linked to the cosmon dynamical evolution described by the Klein–Gordon (KG)
equation
f¨ +3Hf˙ +a2¶fV (f) = 0 (6.5)
where V (f) is a generic potential and the field f is expressed in units of the
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Planck mass Mp =
p
h¯c=8pG. Given the fluid–field transformation frDE ;PDEg $
ff˙ ;V (f)g the two descriptions are completely equivalent, so it is possible to choose
the one that is more suitable to the problem on a case by case basis. The analytic
form of the potential V (f) affects the evolution of the dark energy density and its
equation of state, which behaves consistently with a cosmological constant when-
ever the slow-roll condition
f˙2=2a2V (f) ) PDE ' rDE (6.6)
is satisfied. The most used forms of the potential in the literature are parametrized
as 8>>><>>>:
V = Af a Power-law (see e.g. Ratra and Peebles, 1988)
V = Ae af Exponential (see e.g. Wetterich, 1988)
V = Af a e f2=2 Super gravity (see e.g. Brax and Martin, 1999)
(6.7)
since they allow for slow-rolling solutions and exhibit scaling relations that make
the cosmological evolution almost independent from the initial condition of the
field (Ferreira and Joyce, 1998).
If one assumes that the dark energy is homogeneously distributed, the dDE con-
tribution to the gravitational potential in Eq. 6.1 vanishes. In this case, the dark
energy impacts only on the expansion history, and the evolution of matter density
perturbations is modified only through the Hubble friction term 2Hd˙ . Therefore,
the formation of large-scale structures is indirectly influenced by the background
evolution of the Hubble functionH(z) that will set the cosmic time at whichmatter
collapse occurs (see e.g.Wetterich, 1988; Ratra and Peebles, 1988). The homogene-
ity of the dark energy can be either assumed or arise as a dynamical property if the
sound speed of the fluid cDEs  c prevents it from clustering on scales smaller than
the size of the cosmic horizon (see e.g. Ma et al., 1999; Bartolo et al., 2004; Alimi
et al., 2010).
When the assumption of the homogeneity of the cosmon field is dropped, clus-
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tering can occur since the dDE contribution is restored. For example, in the Clus-
tering Dark Energy models (see e.g. Creminelli et al., 2009; Sefusatti and Vernizzi,
2011), the combination of fluid parameters wDE = 1 and 0< cDEs < c allows dark
energy to simultaneously source an additional gravitational potential and promote
space-time expansion.
In the case that dark energy is the manifestation of a hidden field, it is legitimate
to suppose that this field could also interact through a Fifth fundamental force with
the other components of the Universe. The potential associatedwith the new force
fieldFV , characterized by a set of coupling functions bi(f) regulating the interaction
between different species, would obey a non-linear Poisson equation
Ñ2FV = a2F(f)+8pGa2
interacting
å
i
bi (f)ridi (6.8)
where ri is the background density of the species i and F is a generic function of
the cosmon (Baldi, 2012). Instead, the standard Newtonian potential FN satisfies
the usual linear Poisson equation
Ñ2FN = 4pGa2
clustering
å
i
ridi (6.9)
and is sourced by all the clustering species.
Therefore, the acceleration of a particle of the species i can be expressed by
Eq. 2.3 as
~˙u+2H~u= 
~ÑFN
a2
 bi (f)
~ÑFV
a2
(6.10)
where the fifth force is added to the standard gravitational one (Baldi, 2012). The
introduction of a coupling effectively allows the particle mass of the species to de-
pend on the cosmon field mi(f), often parametrized as
mi (f) = mie bi(f)f (6.11)
without loss of generality, where mi is the constant bare mass of the particles of
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that species (Amendola et al., 2008). The form of Eq. 6.10 and of the potentials of
Eq. 6.8 and Eq. 6.9 is rather general and encompasses a wide range of coupled dark
energy models.
It can be shown that it is possible to describe equivalently the interactions be-
tween dark energy and other species in terms of a modification of the standard
space-time metric, consistent with assuming aModified version of Einstein’s Grav-
ity (Pettorino and Baccigalupi, 2008). Therefore, coupled dark energy and Mod-
ified Gravity models are generally considered to be a unique class of theoretical
extensions of the LCDM scenario, involving the variation of both background ex-
pansion history and clustering mechanisms of the different species (see e.g. the
reviews Tsujikawa, 2011; Amendola et al., 2018).
In the case of a universal coupling bi (f) = b (f)8i, dark energy equally interacts
through the fifth force with all the species in the Universe and it is possible to
rewrite the total force in the right-hand side of Eq. 6.10 as
 ~Ñ(FN +FV) = ~Ñ

a2F (f)+
 
1+2b 2 (f)

FN

(6.12)
thus translating it into an effective description of a modified theory of gravity –
i.e. maximally coupled by nature –. In this class of models, there are the Extended
Quintessence models (see e.g. Perrotta et al., 1999; Baccigalupi et al., 2000; Pettorino
and Baccigalupi, 2008), higher-dimensional theories of gravity as e.g. the DGP
(Dvali et al., 2000), the Dilaton (Gasperini et al., 2001), the Galileon (see e.g. Nico-
lis et al., 2009) or the Symmetron (Hinterbichler and Khoury, 2010) and the family
of f (R)modified gravity models (see e.g. Hu and Sawicki, 2007; De Felice and Tsu-
jikawa, 2010).
The deviation of these models from Einstein’s theory of gravity has to be neg-
ligible at small scales, in order to be consistent with solar system constraints on
General Relativity (Bertotti et al., 2003;Will, 2006), thus requiring a screening mech-
anism to mask the effects of the fifth force in high-density regions – as e.g. the
Chameleon (Khoury and Weltman, 2004), the Veinshtein (Vainshtein, 1972) or the
Symmetron (Hinterbichler and Khoury, 2010) mechanisms –.
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A screening mechanisms is needed to comply with the solar system constraints
in the case of a universal coupling, but it is not necessary if we assume that the
cosmon coupling with baryons is negligible (Damour et al., 1990). This possibility
is allowed in the context of Coupled Dark Energy models in which every species is
characterised by its own couplingwith dark energy. In particular, the single species
interaction of dark energy–dark matter (see e.g.Wetterich, 1995; Amendola, 2000,
2004) and dark energy–massive neutrinos (Amendola et al., 2008) have beenwidely
investigated.
Whenever a matter species i interacts with the scalar field, the energy budget is
conserved for the two species combined since they can exchange energy. Therefore,
the continuity equation of species i and the non-linear Klein–Gordon equation of
the field become 8<:r˙i+3Hri (1+wi) = f˙ b (f)ri (1 3wi)f¨ +3Hf˙ +a2¶fV (f) = a2b (f)ri (1 3wi) (6.13)
which decouple in the case of a relativistic species characterized by equation of
state w! 1=3 – e.g. as it happens at high redshifts for the relativistic neutrinos in
Growing Neutrino Quintessence models –.
In the case of a single coupling, the function F is related to a derivative of the
potential ¶fV and, in the slow-rolling approximation required for the cosmic ac-
celerated expansion, is negligible with respect to the fluid interaction, resulting in
Ñ2FV ' 8pGa2bi (f)ridi = 2bi (f)Ñ2FN;i (6.14)
where FN;i is the contribution of the species i to the total gravitational potential.
The modified Euler equation of Eq. 6.10 can be then expressed as
~˙ui+
 
2H  f˙bi (f)

~ui = 
~ÑFN
a2
 2bi (f)
~ÑFN;i
a2
(6.15)
where the additional friction term f˙bi(f) comes from momentum conservation
– in particular, from the time derivative of the mass of Eq. 6.11 – that has to be
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imposed when the coupling is not universal (see e.g. Amendola, 2000; Macció et al.,
2004; Baldi et al., 2010). This argument has been also extended to two (Baldi, 2012;
Huey and Wandelt, 2006; Bonometto et al., 2012) or multiple (Brookfield et al.,
2008; Cai et al., 2016) interactionsmodels, in which it is required to separately solve
for the gravitational potential of each coupled matter component.
While a coupling bbar between dark energy and baryons is severely constrained
by solar system tests (Bertotti et al., 2003), one between dark energy and dark
matter bcdm is not directly affected by the solar system experiments. However,
since dark matter is the leading player in structure formation, the CDM coupling
is constrained by the combination of CMB and large-scale structures data to be
0< bcdm  0:1 (Amendola et al., 2003; Bean et al., 2008; Pettorino et al., 2012).
The species that allows for themost significant couplingwith dark energy is mas-
sive neutrinos, mainly for two reasons: neutrinos interact exceptionally weakly
with standard matter and their contribution Wn is sub-dominant during struc-
ture formation – though the exact value of the neutrino masses is not known,
Planck Collaboration (2018) sets an upper bound on the sum of neutrino masses
åmn < 0:12 eV=c2 under the assuption of LCDM cosmolgy, thus resulting in
Wn ;0 . 0:002 today –. As a consequence of these two properties, the coupling bn
may have values as large as O(100). Since the coupling vanishes for relativistic
species, and neutrinos are relativistic at high redshift, such interaction can influ-
ence dark energy evolution without violating solar system tests nor impact early
structure formation.
The general picture that encompasses the Coupled Dark Energy and Modified
Gravity models we are interested in can be summarized in the following set of
equations: a global set regarding the sources of the newtonian potential, the fifth
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force potential and the scalar field8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
Ñ2FN = 4pGa2
clustering
å
i
(ri ri) Linear Poisson Eq.
Ñ2FV = a2F(f)+8pGa2
interacting
å
i
bi (f)(ri ri) Non-linear Poisson Eq.
f¨ +3Hf˙ +a2¶fV (f) = a2
interacting
å
i
bi (f)ri (1 3wi) Non-linear KG Eq.
(6.16)
and a set for each species i involved in the system8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
~˙ui+

2H  f˙bi (f)

~ui =
~ÑFN
a2
 bi (f)
~ÑFV
a2
Modified Euler Eq.
r˙i+3Hri (1+wi) = f˙ bi (f)ri (1 3wi) Continuity Equation
bi (f) =  lnmi (f)mi Coupling Equation
Pi = wiric2 Equation of state
(6.17)
concerning its dynamics and interactions with the scalar field. The whole class of
models described in this general way features an additional fifth fundamental force
that mediates the interaction between a scalar field with one or multiple species in
the Universe.
6.2 f (R)-models and the MG-GADGET implementation
In the rest of the chapter, we will discuss two cases that can be interpreted within
this framework. The first one is the family of f (R)modified gravity models, since
it has been already encoded in the MG-GADGET module of the P-GADGET3 code
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(Puchwein et al., 2013) with an ad hoc multi-grid field approach that will be the
base of our generalised implementation. The second one, instead, is a coupled dark
energy model known as the Growing Neutrino Quintessence scenario that has been
simulated in the past both within a Newtonian approach with P-GADGET3 (Baldi
et al., 2011) and within a relativistic one with an independent N-body code (Ayaita
et al., 2012). However, the former could not properly follow the system into the
relativistic regime at low redshifts, and the fixed PM grid of the latter hindered
– both in terms of accuracy and computational cost – the possibility to simulate
cosmologically relevant volumes.
In f (R)-models (Buchdahl, 1970), the Einstein equations of Eq. 1.8 are general-
ized by replacing the Ricci scalar as R! R+ f (R) thus obtaining
Rmn   12gmnR+ fRRmn  
1
2
gmn f (R)+

gmn+ÑmÑn

fR =
8pG
c4
Tmn (6.18)
where fR is conventionally defined as the derivative
fR  ¶R f (R) (6.19)
as detailed e.g. by Tsujikawa (2011).
In these models, the introduction of fR in the Einstein equations is analytically
equivalent to the presence of a scalar field f  fR that is universally coupled – with
a constant coupling b – with all the matter species of the Universe (Pettorino and
Baccigalupi, 2008).
Assuming the peculiar form of the f (R) function as in Hu and Sawicki (2007),
the background evolution of the field is
fR = fR;0

R0
R
2
= fR;0

4WL=Wmat +1
4WL=Wmat +a 3
2
(6.20)
whose perturbations source the fifth force potential
Ñ2FV =
c2a2
2
Ñ2 fR =
a2
p
fR;0
6
 
1p
fR
  1p
fR
!
  4pG
3
(r r)a2 (6.21)
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where we can identify8>><>>:
F ( fR) =
p
fR;0
6
 
1p
fR
  1p
fR
!
b =
1
6
(6.22)
as the mapping with the general picture previously described. The equations pre-
sented above are related to one specific form among many that the function f (R)
can take, but the same mapping argument can be applied in ohter cases (see e.g.
the reviews Berti et al., 2015; Koyama, 2016, on the theoretical models and obser-
vational tests of Modified Gravity).
6.2.1 The multi-grid Newton–Gauss–Seidel solver
The standard Fourier–transform basedmethods, usually applied on a regular lattice
to solve the linear Poisson equation as the one valid for the standard gravitational
potential, are not suitable to solve the non-linear Poisson equation for Ñ2FV . In
fact, the general combination of the F(f) function and the couplings b (f) con-
tribute to the high non-linearity of the problem, whose solution depends on the
complex interplay between matter and the new scalar field of the local environ-
ment.
The implementation of a dedicated solver for a non-linear Poisson equation in
anN-body code calledDGPMwas introduced in the three-prongedwork byOyaizu
(2008); Oyaizu et al. (2008); Schmidt et al. (2009) in the specific case of f (R)–gravity
– later implemented into the P-GADGET3 code by (Puchwein et al., 2013) as the
MG-GADGETmodule–.
A similar approach was also applied in the Eulerian code MLAPM (Li and Zhao,
2009; Zhao et al., 2010; Zhao et al., 2011) that improved the resolution achievable by
the previous Oyaizu (2008) implementation. The porting of the MLAPM routines
into the ECOSMOG module (Li et al., 2012) within the N-body code RAMSES fea-
tured extensive progress in the parallelisation and the multi-grid refinement that
allowed in-depth investigation of the f (R) cosmologies properties (see Winther
et al., 2015, for a comparison between different Modified Gravity codes). The fea-
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tures of f (R) models have been largely studied and compared with observations
(see Berti et al., 2015; Koyama, 2016) in a wide range of systems and physical pro-
cesses: these include e.g., Lyman-a forest constraints from large-scale structures
(see e.g. Arnold et al., 2015), simulations of Milky–way like haloes (see e.g. Arnold
et al., 2016) and dwarf galaxies (see e.g. Jain andVanderPlas, 2011), HaloMass Func-
tions detailed investigation (see e.g. Schmidt et al., 2009; Schmidt, 2010; Li and Hu,
2011; Achitouv et al., 2016; von Braun-Bates et al., 2017), lensing (see e.g. Schmidt,
2008; Peel et al., 2018) and kinematic analysis of galaxy clusters (see e.g. Cataneo
et al., 2015; Pizzuti et al., 2017).
In all the different implementations mentioned above, the scalar field distribu-
tion is iteratively solved on a mesh, where at each iteration the value of the field at
a given cell is only related to its 2dim neighbours. In this way, the problem can be
factorised identifying two domains with antiferromagnetic configuration – i.e. a
dim dimensional red–black chessboard – so that, for a single iteration, the cells be-
longing to one domain are only affected by the cells of the other one. For simplicity,
will hereafter restrict to the cosmological 3D case.
For the mesh grid Wh characterized by a grid spacing h, it is useful to define the
dimensionless field variable identified by the cell indexes fi; j;kg 2Wh as
ui; j;k =
fi; j;k
f
(6.23)
and the field difference between neighbouring cells as
bi;i+1 = ui+1; j;k  ui; j;k (6.24)
so that the local Laplacian, computedwith a second-order finite-differencemethod,
reads
Ñ2
 
ui; j;k

=
1
2h2

bi;i+1  bi 1;i+ b j; j+1  b j 1; j+ bk;k+1  bk 1;k

(6.25)
where b j; j+1 and bk;k+1 are equivalent to bi;i+1 in the other dimensions.
Since negative values are expected for the field in order to comply with observa-
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tions in f (R)–gravity models, Oyaizu (2008) introduced a temporary new dimen-
sionless field
eui; j;k =
fi; j;k
f
(6.26)
for which the finite-difference reads
bi;i+1 = (eui+1; j;k + eui; j;k)
 
ui+1; j;k  ui; j;k

(6.27)
so that solving for Ñ2(eui; j;k) does not allow the field to change its sign, resulting in
a more stable algorithm for that specific case. Nevertheless, the particular form of
the fundamental field variable – i.e. either exponential or not – does not affect the
general implementation of the solver.
The total solution for the level Wh
uh  fui; j;k : 8fi; j;kg 2Whg (6.28)
is found by iteratively computing the Laplacian for the two domains one after the
other – referred as red and black sweeps – and iterating this process until a stable
solution is reached.
The relaxation scheme used for the convergence is the Newton–Gauss–Seidel
(NGS) method (see e.g. Moré, 1971), in which Eq. 6.8 is expressed in the form
L (uh) = fh (6.29)
where the L(uh) function includes all the terms that are field dependent while fh
represents the remainder. The single iteration n! n+1 updates the field according
to
un+1h = u
n
h  
 
d L
 
unh

d unh
! 1  
L (unh)  f nh

(6.30)
and is repeated for both the red and black sweeps until a given level of convergence
e L (uh)  fh< e (6.31)
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Figure 6.1: Schematic representation projected in 2D of the adaptive mesh levels (left panel) with
the Restriction Rˆ and Prolongation Pˆ operators and the flattened tessellation of the levels (right panel).
is reached. The algorithm clearly requires an initial guess uoldh for the first iteration:
at the beginning of the simulation this value has to be manually provided while, at
subsequent time step, the solution at the previous global time-step is used. For
illustrative purposes, we define the solution obtained with such relaxation scheme
as
uh = L 1( fh;uoldh ) (6.32)
where we explicit the dependence on the initial guess.
On a regular and space-filling grid, at each red and black iteration of the NGS
scheme the effect of the field and the mass at a given cell has propagated only by
two cells, requiring at least a number of operations of the order of M2=2 to fully
correlate a mesh level with M cells. For this reason, solving partial differential
equations over the whole domain with relaxation methods is very inefficient and
computationally expensive. Nevertheless, the efficiency can be largely improved
by the use of multi-grid techniques (see e.g. Bramble, 1993, for a review on the
multi-grid class).
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Multi-gridmethods are a class of optimisation algorithms that boost a grid-based
relaxation scheme performance mapping the problem into a hierarchy of coarser
grids in order to reduce the number of steps needed to fully correlate the system
under investigation. In particular, both Oyaizu (2008) and Puchwein et al. (2013)
implementations feature the so-called Full Approximation Scheme (Briggs et al.,
2000).
The Full Approximation Scheme consists in applying theNGS not on the regular
grid with the highest resolution allowed but level by level on a hierarchical grid,
mapping the relaxed solutions to the coarser or finer level with the Prolongation
Pˆ : W2h ! Wh and Restriction Rˆ : Wh ! W2h operators, respectively. The specific
form of the two operators may vary, for example, the mapping to a coarser level
can be performed assigning the mean value of the daughter nodes to their parent
while the value of the latter is assigned back to its daughters in the mapping to a
finer level.
In the P-GADGET3 implementation, this hierarchical grid is already embodied
by the flexible tree built to compute the gravitational potential whose nodes, ade-
quately selected, serve as a space-filling adaptive mesh, as schematically portrayed
in Fig. 6.1. The interpolation of properties from particles to cells – i.e. essentially
particle mass, in the f (R) case – is performed through the CIC scheme as described
in Section 2.3.
In Fig. 6.2 the iterative Full Approximation Scheme is represented in a flowchart,
describing how the NGS relaxation solver is iteratively applied level by level start-
ing from the finest one to the coarsest and back. In these so-called vertical V-cycles
the information retained by a cell is propagated much more efficiently through
the whole box with respect to an horizontal neighbour by neighbour propagation
within the same level.
Once the non-linear Poisson Equation is solved, the fifth force contribution can
be applied to the particles and the simulation proceed normally. The various rou-
tines that are involved in the calculation of the fifth force in MG-GADGET (Puch-
wein et al., 2013) – i.e. the CIC interpolation, the NGS solver, the multi-grid opera-
tors – have been implemented specifically for the particular f (R)–gravity case and
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Figure 6.2: Flowchart of multigrid Full Approximation Scheme of the Newton-Gauss-Siedel solver.
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its variables and functions were simply hard-coded. Our goal is to accommodate a
general description of dark energy and modified gravity models in this implemen-
tation, in which the user can provide the relevant parameters as well as the main
functions that describe the model of interest, namely V (f), F(f) and the set of
couplings bi(f).
6.3 Growing Neutrino Quintessence
In Growing Neutrino Quintessence models, neutrinos and dark energy interact
throughout the cosmic evolution (Amendola et al., 2008). While the background
evolution is influenced by the dark energy at all times, the neutrino dynamics is di-
rectly affected by the coupling with dark energy only in the non-relativistic regime,
due to their relativistic nature in the early Universe. In fact, we can express the den-
sity and the equation of state of neutrinos as8><>:
ri =
migi
Vi
wi = Pn=rnc2 =
1
3

1  1
g2i
 (6.33)
where gi = (1+ j~vij2=c2) 1=2 is the usual Lorentz factor. The background solution
for the neutrino density rn and the cosmon f satisfy8<:r˙n +3Hrn (1+wn) = f˙ b (f)rn (1 3wn)f¨ +3Hf˙ +¶fV (f) = a2b (f)rn (1 3wn) (6.34)
which decouple when the neutrino are in the relativistic regime characterized by
equation of state wn ! 1=3. Therefore, after the decoupling between the radiation
and neutrino species – occurring at a redshift zNR that depends on the present neu-
trinomass and on the coupling b (f) –, the latter interacts heavily with dark energy
with the net effect of losing its kinetic energy in favour of cosmic expansion, thus
collapsing in huge and dense neutrino lumps up to 50 100 Gpc in size: with this
mechanism, the late-time expansion of the Universe is propelled by the energy of
neutrinos at the transition to the non-relativistic regime.
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The fifth force potential sourced by the dark energy perturbation and the cou-
pling with neutrinos is
Ñ2FV = Ñ2f = a2¶ 2fV
 
f

+2FN¶fV
 
f

+a2b (f)rn (1 3wn)
 a2b (f)rn (1 3wn)(1 2FN)
(6.35)
which will strongly affect the physical processes within the neutrino lumps. In
GNQ, perturbations in the neutrino density become non-linear already at z 1 2
on very large scales (Mota et al., 2008).
In this sense, the choice of the potentialV (f) and, even more remarkably, of the
coupling b (f) is of crucial importance in order for the model to be consistent with
observations. The case of constant coupling b (f) = b have been largely investi-
gated at the linear level (see e.g. Afshordi et al., 2005; Mota et al., 2008) and in non-
linear semi-analytical extrapolations (Wintergerst et al., 2010;Wintergerst and Pet-
torino, 2010; Brouzakis et al., 2011). The coupling required for dark energy to domi-
nate the late-timeUniverse is of the order b & 50 100, meaning that the additional
force between neutrinos will be about of the order of O(103  104) times larger
than the gravitational interaction experienced by neutrinos. In turn, the large-scale
lumps develop very quickly as soon as neutrinos become non-relativistic. Due to
neutrino in-fall in the lump potential and the high value of the cosmon within it,
the neutrino mass of Eq. 6.11 inside lumps is substantially smaller than the aver-
age mass of the background (homogeneous) solution. As a consequence, neutrinos
are effectively accelerated again to relativistic velocities (Baldi et al., 2011). These
effects are so powerful, in the constant coupling case, that the evolution of the cos-
mon gets too weak, making it difficult to obtain a realistic cosmology (see Führer
andWetterich, 2015, for a detailed description of back-reaction effects in GNQ).
More complex coupling functions of the field like the inverse power law
b (f) =  1
fc f ) mn (f) =
mn
fc f (6.36)
has proven to be compatible with observations for the case of a present neutrino
massmn ;0 0:07eV=c2 (Ayaita et al., 2016; Casas et al., 2016). In this case, the critical
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value fc is introduced only to create a barrier such that the resulting coupling is not
large in the early Universe and start growing only in recent times.
In general, lumps with size of 100 Mpc or more could lead to observable effects
on the CMB anisotropies in the low multipole tail (Pettorino et al., 2010). At the
present stage, the uncertainties of their estimate make it difficult to constrain the
parameter space of growing neutrino models, also from a numerical point of view
(Watkins et al., 2009; Ayaita et al., 2009). In fact, GNQ numerical implementation
has been either based on a Newtonian approach (see Baldi et al., 2011, implemen-
tation in P-GADGET3), which was not suitable to investigate the low-redshift rela-
tivistic regime, or on a relativistic one (with the independent N-body code Ayaita
et al., 2012) that, however, could not probe the relevant cosmological scales for
the CMB effects, being a fixed-grid based code without inter-nodes parallelisation
strategies.
6.3.1 Our generalised implementation: the GNQ case
Aswe showed in Section 6.1, GNQ can be ascribed to amore general group ofmod-
els, as any model involving an interaction between different species and a scalar
field or scalar-tensor modified gravity models. Therefore, it represents a perfect
target for our generalised implementation.
The massive parallelisation of P-GADGET3 ensures the numerical possibility to
simulate larger portions of the Universe. Thanks to our extension of the NGS
solver, already implemented in the MG-GADGET module for the f (R) case (Puch-
wein et al., 2013), the code is now able to solve very efficiently any given scalar
field non-linear Poisson Equation in the form of Eq. 6.8. As in the f (R) case of
Section 6.2, in our implementation the functions V (f), F(f), and the cosmon–
neutrino coupling b (f) can be provided at compilation time. The mappings be-
tween particles and cells of the grid – built adaptively on the tree nodes – lost their
explicit hard-coded form and were soft-coded in projector functions that can be pro-
vided. In this way, we can use the CIC interpolation tomap the neutrino properties
to the adaptive mesh.
Moreover, to improve the results obtained with the previous implementation of
Baldi et al. (2010), the relativistic nature of neutrinos has been taken into account:
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as we described, the velocity of each neutrino particle modifies its energy balance,
its coupling strength and its mass.
We present the schematic summary of the operations performed at each global
step by our general implementation – in addition to the standard steps of a CDM
simulation – in the specific case of GNQ models.
• Neutrino individual and average properties:
The following quantities are mapped from neutrinos to each grid cells i cal-
culated as 8>>>>>>>>>>>>>><>>>>>>>>>>>>>>:
ri = å
j2C(i)
m j (fi)g j
 
~u j

W
 
~x j

wi = Pi=ric2 =
1
3 åj2C(i)
 
1  1
g j
 
~u j
2
!
W
 
~x j

b (fi)ri (1 3wi) = b (fi) å
j2C(i)
m j (fi)
g j
 
~u j
W  ~x j
(6.37)
where C(i) andW (~xi) represent the particles ensemble and the filter that char-
acterise the interpolation scheme used – e.g. for the NGP case, C(i) contains
only the particle belonging to the cell i andW (~xi) is equal to its volume –. As
the standard approach, we use the CIC scheme described in Section 2.3. The
background average value of these quantities rn , wn and b (f)rn (1 3wn)
are stored in the coarsest level since it represents the whole simulation do-
main.
• Scalar field background:
Using the background observables of neutrino species, the homogeneous
quantities related to the scalar field f˙ and f¨ are derived from8<:r˙n +3Hrn (1+wn) = f˙ b (f)rn (1 3wn)f¨ +3Hf˙ +a2¶fV (f) = a2b (f)rn (1 3wn) (6.38)
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where r˙ is interpolated from the previous r solution. The derivatives of the
homogeneous solution of the field f are then used to update it.
• Solve the scalar field perturbations:
The previous homogeneous quantities are used to compute the solution of
the field ui; j;k  fi; j;k of Eq. 6.35 through the multi-grid NGS solver described
in Section 6.2. The exponential form of the field ui; j;k  efi; j;k can be chosen
as well.
• Mesh to particle mapping:
Once the values of the scalar field f are found for each adaptive mesh cell,
they are used to update particle masses m(f) as in Eq. 6.11 and its spatial
derivative~Ñf , related to the fifth force, is applied to compute the total particle
acceleration as in Eq. 6.10
• Back-reaction:
Using both the new solution of the field and the newmasses of neutrinos, the
back-reaction contribution of the two species to the background H evolution
is calculated, and the total H(a) is calculated on the fly
As we showed, the implementation we presented is based on a generalisation
of coupled dark energy and modified gravity models, that is able to perform accu-
rate and computationally efficient simulations of a very wide range of cosmological
models. GNQ is one of the theoretical models for which this new implementation
of P-GADGET3 could provide precise numerical predictions at the largest scales,
thus verifying or falsifying the model itself.
The flexibility of themulti-grid NGS solver introduced can indeed open the door
to a lot of numerical simulations for models in which the solution of a non-linear
Poisson equation is involved. In the future, we plan to apply this new module to
probe a vast number of CoupledDark Energy andModifiedGravitymodels beyond
LCDM, exploring different scales and regimes. This step was not possible during
the time-frame of the present Ph.D. work due to lack of time, but will be pursued
in the near future.
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Part IV
Conclusions
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7
Discussion & Conclusions
In the LCDM framework, the large-scale structure formation and the late-time
accelerated expansion of the Universe are driven by dark matter and dark energy,
respectively. Despite multiple evidence on a wide range of scales are consistent
with the presence of the two, the fundamental nature of this dark component is
still elusive. Indeed, it is still unknown whether these components of the dark
sector consist of a yet undetected fundamental particle within the Standard Model
of particle physics, an underlying scalar – ormore complex – field, or they represent
an indirect effect of some modification of Einstein’s General Relativity theory of
gravity.
In particular, the failure of detecting heavy darkmatter particle candidates – such
as WIMPs – both indirectly, through decay/annihilation signals from the cores of
massive astrophysical structures (see e.g. Albert et al., 2017), and directly, through
dark matter scattering recoil signals (see e.g. Danninger, 2017) or the signatures of
supersymmetry in high-energy collisions experiments as the LHC at CERN (see e.g.
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Buonaura, 2018), has posed serious challenges to the solution of this enigma. More-
over, the apparent inconsistencies of the standard cosmological model at small-
scales – e.g. the cusp-core problem (Oh et al., 2011), the missing satellite problem
(Klypin et al., 1999) or the too-big-to-fail problem (Boylan-Kolchin et al., 2012) –
could be related to underlying fundamental nature of dark matter.
The new generation of wide-field and high-precision surveys – e.g. Euclid (Lau-
reijs et al., 2011), LSST (Ivezic et al., 2008), and SKA (Blake et al., 2004) – will tackle
this problem, reaching an unprecedented observational accuracy that will demand
theoretical predictions of comparable quality in return. The need for precise and
statistically significant predictions will be supplied by refined cosmological numer-
ical simulations, which should be able to verify theoretical models and disentangle
the possible degeneracies arising between different descriptions. Since this great
amount of data is going to probe also the highly non-linear regime of large-scale
structure evolution, more sophisticated numerical techniques will be required to
improve the description of non-linear systems.
Our main project involved the numerical implementation of an intriguing alter-
native to the standard collision-less dark matter scenario, called Fuzzy Dark Matter
(Hu et al., 2000). In this model, dark matter is represented by an extremely light
non-thermal boson field which, due to its corresponding tiny mass, exhibits quan-
tumbehaviours at cosmological scales. The effective description of this darkmatter
flavour is one of a self-interacting fluid, that experiences the repulsive net effect of
a highly non-linearQuantum Potential, accounting for decoherence and interference
processes.
In this thesis, we presented the AX-GADGET code (Nori and Baldi, 2018) featur-
ing an efficient and accurate implementation of the Quantum Potential that char-
acterises Fuzzy Dark Matter models and in particular Ultra Light Axion particles as
candidates for the cosmological budget of darkmatter. We have described the algo-
rithm implemented in the code, the strategies we adopted to improve its accuracy
compared to standard SPH techniques, and shown tests for analytical density distri-
butions. We recovered the formation of a stable solitonic core within a darkmatter
halo, which is a characteristic aspect of Fuzzy Dark Matter models. We have also
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employed the code for realistic cosmological simulations, showing that a consistent
treatment of theQuantumPotential in the dynamical evolution of the system is nec-
essary to account for the full suppression of power at small scales that represents
the most prominent observational feature of Fuzzy Dark Matter scenarios.
We have also presented the results of a cosmological application of the AX-
GADGET code: for the first time in the literature, we performed a suite of hydrody-
namical simulations of a statistically significant volume of the universe for Fuzzy
Dark Matter models, featuring a fully consistent implementation of the Quantum
Potential effects on the dynamical evolution of the system (Nori et al., 2018). These
simulations allowed to perform for the first time a fully consistent comparison of
mock Lyman-a observations with available data and to update existing constraints
on the allowed FDMmass range. As the new constraints are tighter but not signifi-
cantly different from previous ones, this represents the first direct validation of the
effectiveness of gravitational recovery of the intermediate suppressed scales that
are involved with the Lyman-a observations. Furthermore, our large halo sample
allowed us to perform an extensive characterisation of the properties of darkmatter
haloes in the context of FDM scenarios, highlighting the scaling relations that link
the typical mass scale below which FDM effects start to appear. Moreover, we ob-
served a systematic mass transfer from smaller to bigger collapsed structures, that
has never been noticed before, due to the limited statistical sample of collapsed ob-
jects in FDM simulations in the literature. Higher resolution simulations will soon
allow us to explore even smaller scales where we expect to observe the formation
of solitonic cores. We also plan to expand our halo sample to investigate the mass
transfer mechanism and its possible observational consequences.
Finally, we presented a project regarding a more general simulation approach
to strongly coupled models that is still in progress. In particular, it involves the
combination of particle-based and grid-based approaches to study a wide range
of theoretical models featuring a scalar field coupled with one or more matter
species. Our generalised approach is flexible and adaptable to different Coupled
Dark Energy andModified Gravity models, including for example f (R) and Grow-
ing Neutrino Quintessence. The technical implementation regards the extension
of the multi-grid Newton–Gauss–Seidel scheme encoded in MG-GADGET (Puch-
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wein et al., 2013) to account for different parameters and functions, as well as rel-
ativistic aspects of the fluid involved. This new approach will allow us to probe
unexplored scales and regimes of such strongly coupled models – as e.g. Grow-
ing Neutrino Quintessence to the largest scales –, for which numerical simulations
were numerically prohibitive.
To conclude, we have developed sophisticated numerical tools for highly non-
linear dark matter simulations, that are able to follow accurately the non-linear
dynamics of interacting models. We have mixed and refined particle-based and
grid-based techniques to reduce sensibly the computational cost with respect to
other codes in the literature, allowing simulations of scales that have been so far un-
explored. When applied to cosmological set-ups, accurate theoretical predictions
were achieved and constraints on the model parameters have been set in the com-
parison with observations. In conclusion, we believe that these new simulation
modules could have a valuable and significant role in the era of Precision Cosmol-
ogy.
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7.1 Future Prospects
In the next years, I plan to focus my research activity on the mathematical mod-
elling and numerical implementation of cosmological models beyond the standard
scenario.
With the use of the AX-GADGET code, I intend to explore the Fuzzy Dark Mat-
ter scenario down to smaller and smaller cosmological scales to investigate halo
distribution, abundance and peculiar properties and to characterise the impact of
the wave–like interference features that are expected to appear at galactic scales.
In particular, I will focus on the formation of solitonic cores at the centre of dark
matter haloes and their dynamics, performing high–resolution zoom simulations
of Milky-way-like systems as well as studying configurations of colliding objects
–- i.e. in Bullet–cluster–like systems –. The estimation of observables like galaxy-
galaxy lensing in Fuzzy Dark Matter cosmologies will be also object of investiga-
tion, which can be a powerful tool to constrain the mass of the ultra–light boson.
As an interesting by-product, the small–scales simulations performed with AX-
GADGET can be used to probe the theoretical and numerical limits of the statistical
(and fluid) representation of quantum fields, namely exploring the numerical evo-
lution of many-body quantum systems in the De-Broglie–Bohm interpretation of
quantum mechanics. I intend to study this aspect and use AX-GADGET as an excit-
ing test bench to examine the extent of the theoretical and numerical equivalence
between a particle-based and field-based approaches in the description of quantum
systems.
The use of statistical techniques, that largely characterizes complex systems in
other fields like biophysics, image processing, and econometrics, has raised interest
in the astrophysics field in recent years. I plan to expand the post-process analysis of
cosmological simulations with advanced statistical observables as the one involved
inMachine-Learning algorithms, in order to fully exploit the information encoded.
In fact, the outstanding amount of forthcoming observational and simulated cos-
mological data is going to challenge the community to adopt new procedures to
store it, condense it and extract meaningful information out of it.
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I also intend to expand my research to alternative scenarios of Dark Energy and
Modified Gravity and their interaction with matter species, applying our general-
ized implementation of strongly coupled scenarios in the P-GADGET3 code to sev-
eral cases as GrowingNeutrinoQuintessence, Lorentz violating theories of gravity,
Clustering Dark Energy and other of coupled Dark Energy and Modified Grav-
ity models that can be described through interactions between matter and a scalar
field. In this way, it will be possible to predict the effects of different models on
astrophysical observables using the same code, contributing to the understanding
of the physical mechanisms that originate the accelerated cosmic expansion of the
Universe.
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