An analysis of the zeros of the dispersion function for longitudinal plasma waves is made. In particular, the plasma equilibrium distribution function is assumed to have two relative maxima and is not necessarily an even function. The results of this analysis are used to obtain the Wiener-Hopf factorization of the dispersion function. A brief analysis of the coupled nonlinear integral equations for the Wiener-Hopffactors is also presented.
I. INTRODUCTION
The solution of boundary value problems (fixed frequency waves) as described by the linearized Vlasov equation requires the Wiener-Hopf factorization of the plasma dispersion function A .1.2 For the longitudinal modes which we consider in the present paper, the relevant Vlasov-Maxwell set of equations (in the absence of magnetic fields) can be taken to be ag + u ag + .!!... (EA + E)F '(u) Here, u represents the longitudinal electron velocity, Fis the equilibrium distribution function, g is the deviation of the distribution function from equilibrium, EA is the applied electric field (z component), E is the z component of the selfconsistent electric field, and no is the plasma density. We might note that in the previous analyses, Refs. 1 and 2, it has been customary to use Gauss' Law, instead of Ampere's Law [Eq. (lb) ]. After Fourier-transforming in the time variable, this leads to a set of two coupled equations for !til and E", (!tu (z,u) = f", 00 e; 'u, g(z,u,t) 
dt). Since itis much easier to
work with a one-component equation, we choose to begin our analysis with Ampere's Law. Thus, after the aforementioned Fourier transformation, the equation we study is af +iwKf= _ ~EA F '(u) and is related to the dispersion function A of Refs. 1 and 2 by
-oos-p
In subsequent papers currently in preparation, we consider the uniqueness of solutions to Eq. (2a) and construct explicit solutions. In the present paper we study A.
For the case thatFis isotropic, it is well known l • 2 that A has no zeros if c? < 1; K then has no eigenvalues, and the plasma waves are dissipative. However, we are interested in anisotropic plasmas, for example, the "bump on tail" or "two stream" equilibria,! for which eigenvalues may indeed exist. In Sec. II we discuss the zeros of A. In Sec. III we present the Wiener-Hopf factorization of A by analytic functions X and Y. In Sec. IV we obtain the coupled nonlinear integral equations for these functions and discuss their solutions. Our analysis is then in generalization of the isotropic case considered, for example, in Ref. 3.
II. ZEROS OF A
The zeros of the plasma dispersion function for fixed k (w o = Wo (k» have been studied extensively (cf., for example, Ref. 3, Chap. 7) . Since our interest is in plasma wave boundary value problems rather than the stability of solutions to the initial value problem, we need ko(w), i.e., the zeros for fixed frequency w. In this section we sketch the procedure we have used for locating the half-plane in which these zeros can occur and quote the results for "bump on tail" and "two stream" equilibrium distributions. Our procedures can easily be generalized to more complicated equilibrium distributions if desired.
We observe that the zeros occur in complex conjugate pairs. Thus it is sufficient to consider only the zeros in the upper-half plane and on the real axis. We shall use the argument principle to determine the number and location (left or right half-plane) of these zeros. We adopt the terminology "complex zeros" to mean a zero with non vanishing imaginary part. Case 3: "Two stream"; F(u) has one peak for u <0, and one for u>O.
In each case F' will vanish at three finite points. We call them U o < U 1 < U2 (for Case 1, U2 .;;;0; for Case 2, U o ;;;'0; for Case 3 U o < 0 < u 2 ). Mathematically these three cases could be treated as one, but the above division helps clarify the physics. We need the following results;
Lemma 1: For U > 0, ImA (iu) < 0 in Case 1 and
Proof From Eq. (3), 
thus completing the proof of the Lemma for Case 1. Case 2 is analogous.
We now letM =A (uo)A (ul)A (u 2 ). We then have
Theorem 2: 1. 1 -0'2>0: (a) M>O; then for Case 1, 2 and 3, A has no zeros;
(b) M < 0, then, for Case 1, A has two zeros in the left half-plane; for Case 2, A has two zeros in the right halfplane; for Case 3, A has two zeros.
2,1-0'2<0:
(a) M> 0; for Case 1, A has two zeros in the right halfplane; for Case 2, A has two zeros in the left half-plane; for Case 3, A has two zeros; (b) M < 0, for Cases 1 and 2, A has two zeros in both left and right half-planes; for Case 3, A has either no zeros or four zeros.
Proof We draw the Nyquist diagram for A (u) as u proceeds from -00 to + 00 just above the real axis and closes in a semicircular arc in the upper half plane (along the semicircular arch, A -I -0' 2 = const, so that portion of the contour makes no change in the argument of A ). From Eq.
, sponding to the situations stated in the theorem for Case 1.
Note that from Eq. (6), the contour in theA plane crosses the real axis at ± 00, U I' U 2 , u o , and ° and since A is analytic in the upper half-plane, we must insure that the bounded component of the A plane is to the left as one traverses the contour (otherwise the diagram obtained represents a function that has a pole in the upper half-plane). A brief perusal of these figures verifies the assertions of the theorem for Case 1 insofar as the number of zeros is concerned. To prove that the zeros are located in the stated half-plane, consider Lemma 1 and follow the curve in the A plane as U advances from -00 to ° above the real axis, and from ° to 00 upward along the imaginary axis.
Using Lemma 1 we can draw the contour as in Fig. 2 , showing that the root does indeed occur in the left halfplane, which completes the proof of the theorem.
The other possibilities for Case 1 are treated in an analo- 
III. FACTORIZATION OF A
For anisotropic plasmas, the factorization of Refs. 1 and 2 is not applicable to the equilibrium distribution functions we consider. We require
with X and Yanalytic for Rep < 0. Furthermore, if we let v, and v, represent the zeros of A in the right and left halfplanes respectively, then we also require
If A has no zeros, then the following functions are immediately seen to factor A:
To include the zeros of A, Xo and Yo must be modified
Xl and Y l are still not adequate since A (p)--+1 -(}'2as p----+ 00 and the product Xl (p) Y l ( --p) diverges as pn(n
or 4). Thus, Xl and Y I must be modified to
where El (E 2 ) is either 2 or 0 depending on whether A does or does not have a zero in the right (left) half-plane.
To verify that X and Y have no pole at p = 0, we must determine the behavior of Xo (0) and Yo (0). Since p -0, the largest contribution in Eq. (8) comes from s-O, so that we cut off the range of integration at, say, a> 0. Then a simple calculation shows for p----+o cz, we have
We see, incidentally, that the existence of a zero of A in the right or left half-plane induces a double zero in X o or Yo respectively, so that the notation in Eq. (9) is appropriate. The result, Eq. (12), directly implies the following theorem.
Theorem 3: The functions X and Y defined by Eqs, (8), (9), and (10) constitute a Wiener-Hopffactorization of A given by Eq. (7) and
Without loss of generality, we may set X (0) = Y (0) = 1.
IV. COUPLED NONLINEAR INTEGRAL EQUATIONS
For computational purposes, the explicit representation of X and Yobtained in the previous section may not be so convenient as the iterative solution of coupled integral equations. These may easily be determined from Cauchy's theorem. In particular, from Eq. (7)
Using Eq. (6) and the behavior of X and Yat infinity, Cauchy's theorem yields
These equations can be solved iteratively for the values of X (p) and Y ( -p). A more convenient iteration scheme is defined by taking the limit as p-o in Eqs. (14). Then
and rewriting Eq. (14) as
If we make the following change of dependent variable,
then Eqs. (14) reduce to the bilinear matrix equation
where
The convergence of the iteration scheme to Eq. (18) We now show that the solutions to Eq. (18) lying in S is the "physical" solution. We observe that U I and U 2 obey 
2kTI 
We conclude that, for certain values of ~,{3, Va, and T z , an iteration scheme converges if the initial guess is chosen in S. For values outside this range, it is necessary to evaluate X and Y from the explicit definitions. We now develop these definitions into a form more useful for computation by a procedure similar to one used in Ref. 2, p. 130. From Eqs. (8) , (9), and (10) we have 
A(s)=![A +(s)+A -(s)J. (2Sb)
It is useful to write in Eq. (24) (00 8 (s) 
We have proved that the Eq. (18) has a solution in the ballS = {V: /IV -F/I <!ifIlFIl <!}, which we now assume.
V. DISCUSSION
For computational purposes, we investigated the coupled nonlinear integral equation for X and Y in Sec. IV and found that, under certain restrictive conditions on the equilibrium distribution function, we could prove that an iteration scheme for the solution does converge. It might be possible to remove some of these conditions using other analytical techniques although thus far we have not been able to do so.
In Sec. III we found the Wiener-Hopffactorization of A, which is necessary in solving the half range problem using the Larsen and Habetler technique, 6 as well as using techniques developed in Ref. 2. That is the problem we are currently pursuing.
