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One computationally efficient procedure for obtaining maximum likelihood parameter estimates 
for an ARMA process is based on tkt Gram-Schmidt orthogonalization of the space generated by 
the finite series of observations. This paper shows that the asymptotic distribution af the 
autocorrelations of the resulting residuals coincides with that for least-square residuals. 
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1. Introduction 
Let (xt) be a discrete time series generated by the ARMA( p, 9) process 
4(B)X, = fl(B)a, 0.1) 
where 
BX, =x;_,, 4(B)=l- E 4iB’ and B(B)=l- $ 0iB’ 
i=l i = 1 
and where {a,} is a sequence of independent identically distributed random variables 
with Ea, = 0, Vabr(aJ = (T*, Suppose we observe a finite sequence of random variables 
X’ = (Xl , . . . , Xn) generated by (1.1). Box and Pierce [4] and McLeod [6] have 
studied the distribution of the residual autocorrelations 
4 = i 6,6,-k 
c=k+l I 
t a*:, k =: 1,2,. . . , (1.2) 
r=l 
where the residuals & are obtained by replacing th 
, &) by the lea.st-squares stimates 
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Denoting the covariance matrix of X by a2a = cr2a(#!& 6) we can write a = LL’, 
where L is lower triangular. If we define e = L?K, the Glements of e’ = (el, . . . , e,) 
are uncorrelated with mean 0 and variance c2. The vector e represents the 
Gram-Schmidt orthogon(alization of the space generated by the elements of 
Given the estimates $ and 8, we can write & = Jz(& 6) and obtain the lower 
triangular factorization 162 = it’. We now define a set of residuals i? = (&, . . . 9 &) by 
e^ =&‘X. Replacing a^# by & in (1.2) we obtain residual autocorrelations 
?& = r: &%-k / ,E 6, k=l,2,.... r=k+X = (1.3) 
We will show that for any fixed value of m the asymptotic joint distribution of 
P: = (?& . . . , fern) coincides with that of P’ = (&, a . . , &) arising from (1.2). 
The residuals & are routinely calculated by a recursive formula in the algorithm for 
evaluation of the likelihood function given by Ansley [1] for the case in which the 
disturbances a, in (1.1) are independent normal. In this case, X is multivariate 
normal and the elements of e are independent normal. Ansley and Newbold [2] give 
evidence that maximum likelihood estimation is preferable to least squares in small 
samples, although, as pointed out by Hannan [S], the two procedures are asymp- 
totically equivalent. Further, the small sample properties of the autocorrelations 
(1.3) are shown by Ansley and Newbold [3] to be appreciably closer to the asymptotic 
approximation than are those of the autocorrelations (1.2). This paper demonstrates 
that such a comparison is appropriate. 
2. Asymptotic distribution 
Following Ansley [1], we define the following transformation of X: 
zt = I x9 t=l,...,p, c#J(R)X,, t=p+l,..., n. 
The covariance matrix (r20, of 2’ -= (z,, . . . , &) is a band matrix with zeros above 
and below the @h codiagonal, and $2,: = L,L:, where L, is lower triangular with zeros 
below the qth codiagonal. We now hhve e = L,‘Z, where L,’ is lower triangular but 
not necessarily a band matrix. Our proof rests on the following characterization of 
the properties of the elements of L, and L,‘, denoted {lij) and {ri’} respectively. 
a 2.1. Suppose that the model (1 .l) is stationary and invertible, i.e. that the roots 
of operators 4(B) and 8(B) Jie entidy outside the unit circle, and that the moving 
average operator 8(B) has roots &‘, . . . , S,‘, where 0~. l[il c 1, i = 1,. . . , q. Let 
4‘ = max(l&], . . . 9 IS, I). Then 
6) [r&-k = -6$ + O([‘), k = Op 1, . . . , q, where e. = -1, and 
(ii) P-j = O(&, j = 0, 1, . . . c t - 1 uni’formly in t. 
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roof, Because e is the Gram-Schmidt orthogonalization of we can write 
e, = Xt - E*(X,IX,+ . . . , X& (2.1) 
where E*(X,lX,+. . . , Xl) denotes the projection of X, on the Hilbert space 
generated by X1, . . . , Xt-l. 
By invertibility, Xt has the infinite autoregressive representation 
where wk = O(tk). From (2.1) we have 
e, =Xt - E*(Iu,IX,-1, . . . , Xl) 
(2.2) 
(2.3) 
By definition, we can write 
Multiplying both sides of the last expression by et-k for k = 0, 1, . . . , q and taking 
expectations, we have 
Now from (2.3) 
IkP-(al--jet)1 c IE(at-ial)l+ cyA’2 5 I Tk k=t 
I 1 +O([‘), i = 0, = O(S’), i#O, cw 
where yo = Var(X,). Substitut’ g in (2.4), we see that 
1 t,t-k = -8k + O(&‘). c6) 
We now examine the elements {ri’} of I$. By definition 
f-l 
et = C l”‘-iZt_h 
j=O 
(2.7) 
Multiplying through by &k, 0 s k < t -p, and taking expectations, we ob:ain 
i.e., 
‘2 It't-iE(Z~-&-k)=O, q < k < t-p, 
j=C> 
0(F)8/F-‘)It”-’ = 0, 
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where we use the notation FZfVs =l”‘+’ . The solution of these difference equations has 
the form 
1 r*r-i = i (C&( +D&. 
k=l 
(2.8) 
To determine the order of the C& and &, multiply each side of (2.7) by at-k, 
0 G k < t - p, and take expectations, whence 
where Oj =O for j<O or j>q9 and by (2.5) 
O(F)Y’ = o(g), q s j C t-p. 
Comparing this result with (2.8), we see that Dkt = 0(1&l’) and thus 
We write 8-‘(B) = $(B) = Cz-, (L$#, where $j = c”,=, C&i. It is easy to determine 
from (2.6) that 
I “‘-‘=#j+O(~‘)* j=O, l l l ,q-1 
and using (2.9) that Ctk = Ck +O([‘) (k = 1, . . . , q). l;hre can now deduce that 
I”‘-’ = O@), j = 0, . . . , t - 1 (2.10) 
uniform,ly in t. 
We now turn to the estimated residuals a^, and &. Because the asymptotic 
distribution of ?k in (1.2) does not depend on the particular starting values chosen for 
it (see, for example, Pierce [7]), we can define 
where & and 2t are defined in the natural way from the parameter estimates $ and 
6, so that &3)X, = i(B)& for t > max(p, q). We define e^ = &‘& where the 
elements (11;‘) of tr’ are functions of $ and 6. 
For fixed m 3 1, the asymptotic distributions of ii = ($1, . . . , iem) and 
r 4 = (?I 9.9.9 &) coincide. 
roof. By definition, 
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Thus 
= 5 &I-i(gt-j - a^,-i) + i (l;l_i + h)dt_i 
i=O i=O 
=o, t=l,..., $2. 
Solving these equations, we obtain 
t-l 
^t,t-j ’ &-ii,=- c 2 A c (1 t,t-j-k + ik)(it-j-k* 
i=O k=O 
(2.11) 
Choose & e I< 1. e^ 8 + (see Hannan for 
example), for any 1 - q we have P(is [) 2 1 - q for sufficiently 
large n, where g is the natural estimate of 6. By a result of Pratt [8], we have from 
Lemma 2.1 
I?,t-j = -ii + O,(p), 
+,t-i 1 = O,@) uniformly in t 
and 
We can now rewrite (2.11) in the form 
t-l 
A A 
et-at = c &k&-k, 
k=O 
where & = O,,@) uniformly in k, and thus 
t-l t-k-l 
A A et-at = c dz& c $&--k-j =op(tg); 
k=O j-0 
i.e., 
i?t = 6, -t-O,(t&. (2.12) 
Finally, we substitute (2.12) into (1.3) to obtain 
?& = ik i-O&-‘). (2.13) 
The large sample distribution of i is normal with mean vector 0 aad covariance 
matrix V/n, where V = V(#, 8 j 1~ gi.ven in Eq. (15) of McLeocl [d]. It thus follows 
immediately from (2.13) that th ‘: asymy. qtic distributions of i: and i;b coinci 
that this proof extends directly to seasonal ARMA models discussed 
eod. 
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