Introduction
Equations which may be regarded as extensions of the dual series equations discussed by Noble (1) and the present author (2) are the triple series equations of the first kind C n J n (a,k; p) = gi {p), 0^p<d, 
where/,/!, g, g u h and /?! are all known functions, and J n (a, k; p) = iF^a+n, -n; k; p),
is the Jacobi polynomial (3).
If we write a = a +^+ 1 , k = a+ 1, p = sin 2 0/2, 0 g 9 g n, and use the alternative definition of the Jacobi polynomial (4) Pi'-">(cos 0) = ^r ( g^+ w ) i x J n (a+/? +1, a + 1 ; sin 2 0/2),
r(+i)r(+i)
it can easily be shown that equations (1) to (6) reduce to the equations solved by Srivastava (5) when a = \ and to those solved by Collins (6) when a = /? = 0 and a = \.
In this paper we shall show that when a + l>X><r, 0<CT<1, the solution of the triple series equations can in each case be reduced to the solution of a Fredholm integral equation of the second kind. The method used is a generalisation of that used by Srivastava and is similar to the method employed by Cooke (7) to solve some triple integral equations. The general results are then applied to deduce an alternative form of the solution to that obtained by Collins for his equations. The analysis throughout is formal and in order to simplify the working we shall assume that/ t = g t = h l = 0.
It will now be shown that once the solutions of the equations (1) to (6) are known for a+\>X>a, 0 < c < 1, then it is an easy matter to obtain the solutions of the same equations when a+l + a>X>0, -1 < <x < 0.
Setting p = 1 -p' and using the result r(X + n)r(l + a-X) given in (1), we find that equations (1), (2) and (3) become Equations (11), (12) and (13) are triple series equations of the second kind whose solution can be found when a+l>X'>a', 0<<r'<l, and hence from equation (14) we can obtain the solution of equations (1), (2) and (3) when a+l + a>X>0, -l<a<0. In a similar way equations (4), (5) and (6) can be transformed into equations of the first kind and their solution found when a+l + cr>X>0, -1<<T<0.
We now give two results which will be required in the solution of the equations.
The orthogonality relation for Jacobi polynomials is
where S mn is the Kronecker delta and (16) It is shown in (1) that when a+l + <r>X>a>0,
where m(x) = x / " <7 " 1 (l-x) A~<7~'1 and t = min (r, p).
Equations of the first kind
In order to solve the triple series equations of the first kind (withg^ = h y = 0) we set
and using the orthogonality relation (15) it follows from equations (1), (19) and (3) that
Jd where A 2 n is defined by equation (16). Substituting for C n into equation (2) and interchanging the order of integration and summation, we find
Jd where k(r, p) is defined by equation (17).
Using the notation of equation (18) we can write the above equation in the form
Jd Jp where d<p<e and a+l>A>«r>0.
Inverting the order of integration in equation (22) we get
where Now equations (23) and (24) are Abel-type integral equations which may be solved when 0 < a < 1 to give
where a + l>X>a, 0 < < T < 1 , d<x<e,
is a known function and
It can easily be shown that
and hence equation (26) becomes
Using equation (25) (1), (2) and (3) with g t = h t = 0 when a+\>X>a, 0 < <r < 1, can be obtained from equation (20) . It is perhaps interesting to note that equations (34) and (35) are of the same form as those obtained by Cooke (7, p. 196).
Equations of the second kind
To solve the triple series equations of the second kind (with / t = 0) we introduce two functions ^j(p) and I/' 2 (P) defined by the equations
and using the orthogonality relation (15) we obtain from equations (36), (5) and (37) After substituting for D n in equations (4) and (6) and interchanging the order of summation and integration we obtain the equations 
(r, p) is defined by equation (18).
Inverting the order of integration in the above equations we find that they become r <ŵ When 0 < C T < 1 we can solve the Abel-type integral equations (41), (42) and (43) and obtain, in a similar way to that used to obtain equations (25) and (30), the equations
Jo
Je V C/ dE, ™i_ 9 dr, (45) where e<x<l,
and the known functions G(x) and ff(x) are given by
From equations (44) and (46) we can show that the functions ^( r ) and il/ 2 ( r ) a r e related by the equation
0<r<d .
By a method similar to that used to obtain equation (33) c a n t n e n be found from equation (47) and ij/^r) from equation (50). Finally the coefficients D n which satisfy equations (4), (5) and (6) when a+l>X>a, 0 < a < 1, can be obtained from equation (38).
An application
Putting a = A = 1, <x = i, p = sin 2 0/2, 0 g 0 ^ it, g l = h l -=Q, in equations (1), (2) and (3) and using the relation J n {\, 1; sin 2 0/2) = P n (cos 0), where P n (cos 9) is the Legendre polynomial, we find that they reduce to the equations n,
where (2n+l)A n = 2C n , F{9) =/(sin 2 0/2), rf = sin 2 a/2 and e = sin 2 0/2. These are the equations solved by Collins (6) when considering the electrostatic potential problem for a spherical ring with semi-angles a and j8.
Using the results (20), (25), (34) and (35) of Section 2 it can be shown that a solution of equations (55) and (56) is (55) and (56) in terms of a pair of Fredholm integral equations of the second kind by a different method from that used in this paper. His integral equations however, can be considered to be more useful than equation (59) since they are amenable to iteration for small values of a or n-/?.
