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Al Dr. Alexander Pyshchev, por aceptar ser mi asesor de tesis y por el
apoyo que me ha brindado, a su gran esfuerzo y paciencia para formarme
como matemático.
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Uno de los teoremas más famosos de Topoloǵıa General es el teorema
de Tychonoff sobre la compacidad del producto cartesiano de los espacios
compactos. Este teorema tiene demostraciones cortas y sencillas, como por
ejemplo una que utiliza el lema de Alexander (de subbase). Una demostración
muy famosa fue propuesta por Nicolas Bourbaki ([2], pág. 88); esta demos-
tración utiliza la teoŕıa de filtros y ultrafiltros. El método de ultrafiltros es
muy poderoso; véase, por ejemplo, el teorema de Bourbaki y Froĺık sobre
los productos de las aplicaciones perfectas ([2], pág. 103). Otra demostración
del teorema de Tychonoff fue dada por Abraham Robinson en su monograf́ıa
“Análisis no-estándar” ([11], pág. 95). Esta demostración es muy corta pero
utiliza la teoŕıa complicada de las extensiones no-estándar; en nuestra opi-
nión la demostración de Robinson ofrece una vista más general que el método
de ultrafiltros.
En 1977 Ernest Michael [10] dió una definición de las aplicaciones tri-
cocientes y mostró que el producto finito de las aplicaciones tri-cocientes es
tri-cociente. Michael mencionó que no sabia la respuesta en el caso de los pro-
ductos infinitos. La pregunta estuvo abierta hasta 1995 cuando Vladimir Us-
penskij [12] mostró que el producto arbitrario de las aplicaciones tri-cocientes
es tri-cociente. En 2002 Maria Manuel Clementino y Dirk Hofmann [4, 5] pu-
blicaron una demostración muy profunda del teorema de Uspenskij basada
en el método de ultrafiltros. El objetivo de esta tesis es mostrar que la de-
mostración de Clementino y Hofmann tiene un análogo “no-estándar.” Para





En este caṕıtulo vamos dar una descripción de la construcción de los
universos no-estándar (V (S), V (∗S), ∗) tales que ∗S = S [1].
Definición 1.1 ([3], pág. 263). Sea S un conjunto; definimos
V0(S) = S, Vn(S) = Vn−1(S) ∪P(Vn−1(S)) (n ≥ 1),





se dice que V (S) es la superestructura sobre S. Se dice que S es un
conjunto de base si ∅ 6∈ S y para todo s ∈ S s ∩ V (S) = ∅.
Nota 1.2. Las siguientes afirmaciones se verifican de manera directa. Si S
es conjunto de base, entonces




Además, si X, Y ∈ V (S) \ S y Z ⊆ X, entonces
Z, X ∪ Y, X × Y, P(X) ∈ V (S) \ S.
(Para mostrar que X×Y ∈ V (S)\S, usamos la definición de un par ordenado:
(x, y) = {{x, y}, {x}}.) Si x ∈ X ∈ Vn(S) y x ∈ V (S), entonces n ≥ 1 y
x ∈ Vn−1(S).
6
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Lema 1.3 ([3], pág. 263). Para cada conjunto S existe un conjunto de base
S ′ de la mı́sma cardinalidad.
Demostración. Sea S un conjunto dado. Definimos recursivamente para cada
s ∈ S
P0(s) = s, Pn(s) = {Pm(s) : 0 ≤ m ≤ n− 1} (n ≥ 1).
La sucesión (Pn(s))n≥0 es inyectiva (recordaremos que x /∈ x para cualquier
conjunto x) y |Pn(s)| = n para n ≥ 1. Ahora definimos
N(s) = {Pn(s) : n ≥ 1}
y observemos que la aplicación s 7→ N(s) es inyectiva. (Si N(s1) = N(s2),
entonces P1(s1) = Pn(s2) para algún n ≥ 1; se sigue que n = 1 y s1 = s2.)
Sea
S ′ = {{N(s)} : s ∈ S}.
Claro que |S ′| = |S| y ∅ /∈ S ′. Vamos a mostrar ahora que N(s) /∈ V (S ′) para
cada s ∈ S. Si N(s) ∈ V (S ′), consideremos
µ = min{n ≥ 0 : N(s) ∈ Vn(S ′)}.
Observemos que N(s) es infinito y |t| = 1 para cada t ∈ S ′. Se sigue que
µ ≥ 1 y de
N(s) ∈ Vµ(S ′) = Vµ−1(S ′) ∪P(Vµ−1(S ′))
obtenemos N(s) ⊆ Vµ−1(S ′). Ahora para n ≥ 1 sea
ν(n) = min{m ≥ 0 : Pn(s) ∈ Vm(S ′)} ≤ µ− 1.
Si n ≥ 2, entonces ν(n) ≥ 1 y por eso Pn(s) ∈ P(Vν(n)−1(S ′)); se deduce
que Pn−1(s) ∈ Vν(n)−1(S ′) y ν(n − 1) ≤ ν(n) − 1. Se sigue que la sucesión
(ν(n))n≥1 es estrictamente creciente, lo cual es una contradicción.
Definición 1.4 ([3], pág. 267, y [9]). Vamos a considerar las fórmulas en
lenguaje L = {∈} (las ∈-fórmulas). Se dice que una ∈-fórmula ϕ tiene
cuantificadores acotados si todas las entradas de cuantificadores en ϕ son
de la forma
(∃u ∈ v)χ ó (∀u ∈ v)χ,
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donde (∃u ∈ v)χ es una abreviación para
(∃u)(u ∈ v ∧ χ)
y (∀u ∈ v)χ es una abreviación para
(∀u)(u ∈ v → χ).
Se dice que una familia (Aγ)γ∈Γ es centrada si Γ 6= ∅ y para cada Ω ⊆ Γ
finito y no vaćıo ⋂
γ∈Ω
Aγ 6= ∅.
Sea κ un cardinal no numerable. Se dice que una terna
(V (S), V (S ′), ∗)
es un universo no-estándar κ-saturado si S y S ′ son conjuntos de base in-
finitos, ∗ : V (S)→ V (S ′) y se cumplen las siguentes propiedades (escribimos
∗x para ∗(x)):
(1) ∗S = S ′;
(2) (El principio de transferencia.) Si φ(v1, . . . , vn) es una ∈-fórmula con
cuantificadores acotados y x1, . . . , xn ∈ V (S), entonces
(V (S),∈) |= φ(x1, . . . , xn) ⇔ (V (S ′),∈) |= φ(∗x1, . . . , ∗xn).
(3) (κ-saturación.) Si (Aγ)γ∈Γ es una familia centrada tal que |Γ| < κ y
para cada γ ∈ Γ existe Xγ ∈ V (S) \ S con Aγ ∈ ∗Xγ \ S ′, entonces⋂
γ∈Γ
Aγ 6= ∅.
Definición 1.5. Un ultrafiltro en un conjunto I es un conjunto D de sub-
conjuntos de I que tiene las siguientes propiedades:
(1) I ∈ D y ∅ 6∈ D;
(2) si A, B ∈ D, entonces A ∩B ∈ D;
(3) si A ∈ D y A ⊆ B ⊆ I, entonces B ∈ D;
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(4) para todo A ⊆ I tenemos A ∈ D ó I \ A ∈ D.
Sea D ultrafiltro en I. Se dice que D es numerablemente incompleto
si existe una sucesión
I = I0 ⊇ I1 ⊇ . . .




Sea κ un cardinal; se dice que D es κ-bueno si para cada conjunto Γ tal que
|Γ| < κ y para cada aplicación
F : Pfin(Γ)→ D
tal que para todo Ω1,Ω2 ∈Pfin(Γ)
Ω1 ⊇ Ω2 ⇒ F (Ω1) ⊆ F (Ω2)
existe
G : Pfin(Γ)→ D
tal que para todo Ω1,Ω2 ∈Pfin(Γ)
G(Ω1 ∪ Ω2) = G(Ω1) ∩G(Ω2),
G(Ω1) ⊆ F (Ω1).
(Pfin(Γ) denota la colección de todos subconjuntos finitos de Γ.)
Sea D un ultrafiltro en I y P (i) una propiedad de i ∈ I; vamos a decir
que P (i) se cumple D-c.t.p. (en casi todas partes con respecto a D) si
{i ∈ I : P (i)} ∈ D.
Teorema 1.6 (K. Kunen, [7]). Sea κ un cardinal infinito y I un conjunto
tal que |I| = κ. Existe un ultrafiltro D en I tal que D es numerablemente
incompleto y κ+-bueno. (Aqúı κ+ es el primer cardinal > κ.)
Definición 1.7. Seguimos la construción en [9]. Sea D un ultrafiltro en I y
S un conjunto de base infinito. Definimos
Fm(S,D) = {f ∈ V (S)I : f(i) ∈ Vm(S) D-c.t.p.} (m ≥ 0),





De forma breve vamos a escribir Fm(S) para Fm(S,D) y F (S) para F (S,D).
Notemos que F0(S) ⊆ F1(S) ⊆ . . . .
Consideremos una relación ≈D en SI :
f ≈D g ⇐⇒ f(i) = g(i) D-c.t.p.
Notemos que como D es un ultrafiltro, ≈D es una relación de equivalencia en
SI ; el conjunto cociente SI/ ≈D se llama la ultrapotencia de S con respecto
a D.
Para cada x ∈ V (S) definimos
θx : I → {x};
notemos que para todo x, y ∈ S
θx ≈D θy ⇔ x = y.
Ahora supongamos que
b : SI/ ≈D→ S
es una biyección fija. Definimos recursivamente
jm(S,D, b) : Fm(S)→ Vm(S) (m ≥ 0).
De forma breve vamos a escribir jm para jm(S,D, b). Sea
j0 : F0(S)→ V0(S) = S,
j0(f) = b([f ]),
donde
[ ] : F0(S)→ SI/ ≈D
la aplicación canónica (notemos que para cada f ∈ F0(S) existe g ∈ SI tal
que f(i) = g(i) D-c.t.p.). Si m ≥ 1, para cada f ∈ F0(S) definimos
jm(f) = j0(f) ∈ S
y para cada f ∈ Fm(S) \F0(S) definimos
jm(f) = {jm−1(g) : g ∈ Fm−1(S) y g(i) ∈ f(i) D-c.t.p.} ⊆ Vm−1(S).
Notemos que en ambos casos jm(f) ∈ Vm(S).
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Lema 1.8. Si m ≥ 1 y f0, f1 ∈ Fm(S) \ F0(S) y f0(i) 6= f1(i) D-c.t.p.,
entonces existe h ∈ Fm−1(S) y l ∈ {0, 1} tal que h(i) ∈ fl(i) D-c.t.p. y
h(i) 6∈ f1−l(i) D-c.t.p.
Demostración. Escogemos p ∈ S. Consideremos
A = {i ∈ I : f0(i) ∈ Vm(S) \ S, f1(i) ∈ Vm(S) \ S y f0(i) 6= f1(i)} ∈ D
Definimos
B0 = {i ∈ A : f0(i) \ f1(i) 6= ∅},
B1 = {i ∈ A : f1(i) \ f0(i) 6= ∅}.
Como B0 ∪ B1 = A ∈ D, existe l ∈ {0, 1} tal que Bl ∈ D. Para cada i ∈ Bl
escogemos h(i) ∈ fl(i) \ f1−l(i) ∈ Vm−1(S). Para cada i ∈ I \Bl definimos
h(i) = p ∈ S = V0(S) ⊆ Vm−1(S).
Se deduce que h ∈ Fm−1(S). También
{i ∈ I : h(i) ∈ fl(i)} ⊇ Bl ∈ D,
{i ∈ I : h(i) 6∈ f1−l(i)} ⊇ Bl ∈ D,
y por eso h(i) ∈ fl(i) D-c.t.p. y h(i) 6∈ f1−l(i) D-c.t.p.
Lema 1.9. Para cada m ≥ 0 tenemos
jm = jm+1|Fm(S).
Demostración. Inducción sobre m ≥ 0. Si m = 0, la afirmación es obvia.
Supongamos que m ≥ 1; vamos a mostrar que para todo f ∈ Fm(S)
tenemos
jm(f) = jm+1(f).
Si f ∈ F0(S), entonces
jm(f) = j0(f) = jm+1(f).
Supongamos que
f ∈ Fm(S) \F0(S) ⊆ Fm+1(S) \F0(S).
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Si π ∈ jm(f), entonces existe g ∈ Fm−1(S) tal que g(i) ∈ f(i) D-c.t.p. y
π = jm−1(g); tenemos que g ∈ Fm(S) y π = jm(g) y por eso π ∈ jm+1(f).
Si π ∈ jm+1(f), entonces existe g ∈ Fm(S) tal que g(i) ∈ f(i) D-c.t.p. y
π = jm(g); tenemos
g(i) ∈ f(i) ∈ Vm(S) D-c.t.p.
y por eso g(i) ∈ Vm−1(S) D-c.t.p.; se deduce que g ∈ Fm−1(S) y π = jm−1(g)
y π ∈ jm(f).




Lema 1.11. Para todo m ≥ 0 y para todo f0, f1 ∈ Fm(S) tenemos
jm(f0) = jm(f1) ⇐⇒ f0(i) = f1(i) D-c.t.p.
Demostración. (⇒) : Inducción sobre m.




Por eso f0(i) = f1(i) D-c.t.p.
Supongamos que m ≥ 1, f0, f1 ∈ Fm(S) y jm(f0) = jm(f1).
Si f0, f1 ∈ F0(S), entonces
j0(f0) = jm(f0) = jm(f1) = j0(f1)
y por eso tenemos
f0(i) = f1(i) D-c.t.p.
Ahora supongamos que f0, f1 ∈ Fm(S)\F0(S) y f0(i) = f1(i) D-c.t.p. no
se cumple. Tenemos f0(i) 6= f1(i) D-c.t.p. y por el lema 1.8 existen l ∈ {0, 1}
y h ∈ Fm−1(S) tales que
h(i) ∈ fl(i) D-c.t.p.,
h(i) 6∈ f1−l(i) D-c.t.p.
Tenemos por definición de jm(fl) que
jm−1(h) ∈ jm(fl) = jm(f1−l).
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Por eso existe h′ ∈ Fm−1(S) tal que h′(i) ∈ f1−l(i) D-c.t.p. y jm−1(h′) =
jm−1(h). Por hipótesis de inducción
h′(i) = h(i) D-c.t.p.
Se deduce que h(i) ∈ f1−l(i) D-c.t.p., la contradicción buscada.
Ahora supongamos que fl ∈ F0(S) y f1−l ∈ Fm(S) \F0(S), l ∈ {0, 1}.
Si f1−l(i) = ∅ D-c.t.p., por la definición de jm tenemos
jm(f1−l) = ∅ = j0(fl) ∈ S;
pero como S es conjunto de base, ∅ /∈ S, la contradicción buscada.
Supongamos que f1−l(i) = ∅ D-c.t.p. no se cumple. Como ∅ ∈ V1(S) \ S,
tenemos
θ∅ ∈ Fm(S) \F0(S).
Tenemos f1−l(i) 6= θ∅(i) D-c.t.p. y por el lema 1.8 existe g ∈ Fm−1(S) tal
que g(i) ∈ f1−l(i) D-c.t.p. Tenemos
jm−1(g) ∈ jm(f1−l) = jm(fl) ∈ S,
la contradicción buscada.
(⇐) : Obvio.
Lema 1.12. Para todo m ≥ 0 y para todo f0, f1 ∈ Fm(S) tenemos
jm(f0) ∈ jm(f1) ⇐⇒ f0(i) ∈ f1(i) D-c.t.p.
Demostración. Análoga al lema anterior.
Lema 1.13. Sean ϕ(v1, . . . , vn) una ∈-fórmula con cuantificadores acotados
y f1, . . . , fn ∈ F (S). Entonces
(V (S),∈) |= ϕ(j(f1), . . . , j(fn)) ⇔ (V (S),∈) |= ϕ(f1(i), . . . , fn(i)) D-c.t.p.
Demostración. Inducción sobre la complejidad de ϕ. Si ϕ es una fórmula
atómica, la afirmación sigue de los lemas 1.11 y 1.12. El caso de los conectivos
es sencillo (usamos la definición de un ultrafiltro).
Supongamos que ϕ tiene la forma
(∃u ∈ vk)χ(u, v1, . . . , vn), 1 ≤ k ≤ n.
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Sean f1, . . . , fn ∈ F (S) tales que
(V (S),∈) |= ϕ(j(f1), . . . , j(fn)).
Existe x ∈ j(fk) ∩ V (S) tal que
(V (S),∈) |= χ(x, j(f1), . . . , j(fn)).
Como S es un conjunto de base, tenemos j(fk) /∈ S y por eso fk ∈ F (S) \
F0(S). Existe g ∈ F (S) tal que g(i) ∈ fk(i) D-c.t.p. y x = j(g). Por la
hipotesis de inducción tenemos
A = {i ∈ I : g(i) ∈ fk(i) y (V (S),∈) |= χ(g(i), f1(i), . . . , fn(i))} ∈ D
y para cada i ∈ A tenemos
(V (S),∈) |= ϕ(f1(i), . . . , fn(i)).
Ahora supongamos que existe A ∈ D tal que para todo i ∈ A
(V (S),∈) |= ϕ(f1(i), . . . , fn(i)).
Se deduce que para cada i ∈ A existe g(i) ∈ V (S) ∩ fk(i) tal que
(V (S),∈) |= χ(g(i), f1(i), . . . , fn(i));
para cada i ∈ I \ A definimos g(i) = p, donde p ∈ S un elemento fijo. Sea
m ≥ 0 tal que fk ∈ Fm(S). Como
g(i) ∈ fk(i) ∈ Vm(S) D-c.t.p.,
tenemos m ≥ 1 y g(i) ∈ Vm−1(S) D-c.t.p.; se deduce que g ∈ Fm−1(S). Por
la hipotesis de inducción tenemos
(V (S),∈) |= χ(j(g), j(f1), . . . , j(fn)).
Como j(g) ∈ j(fk), obtenemos
(V (S),∈) |= ϕ(j(f1), . . . , j(fn)).
La demostración está completa.
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Teorema 1.14 (V. Benci, [1]). Sea λ un cardinal infinito y κ un cardinal no
numerable. Existen un universo no-estándar κ-saturado
(V (S), V (∗S), ∗)
y un conjunto S0 ⊆ S tales que |S0| ≥ λ, ∗S = S y ∗s = s para cada s ∈ S0.
Demostración. Por el teorema 1.6 existen un conjunto I y un ultrafiltro D
en I tal que D es numerablemente incompleto y κ-bueno. Por el lema 1.3
existe un conjunto de base S tal que
|S| = |λI | ≥ λ.
Como S es infinito, existe S0 ⊆ S tal que
|S0| = |S \ S0| = |S|.
Notemos que
Θ : S → SI/ ≈D, Θ(x) = [θx],
es una inyección. Tenemos
|S| ≤ |SI/ ≈D | ≤ |SI | = |S|.
Como |SI/ ≈D | = |S|, tenemos
|(SI/ ≈D) \Θ[S0]| = |S| = |S \ S0|
y por eso existe una biyección
ϕ : (SI/ ≈D) \Θ[S0]→ S \ S0.
Definimos ahora
b : SI/ ≈D→ S,
b(q) =
{
Θ−1(q) si q ∈ Θ[S0],
ϕ(q) si q /∈ Θ[S0].
Notemos que b es una biyección tal que para cada s ∈ S0
b([θs]) = s.
Consideremos la aplicación correspondiente
j : F (S)→ V (S).
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Definimos
∗ : V (S)→ V (S), ∗x = j(θx).
Vamos a mostrar ahora que ∗S = S. Notemos que si s ∈ S, entonces para
algún f ∈ SI tenemos b([f ]) = s; se deduce que
s = b([f ]) = j(f) ∈ j(θS) = ∗S.
Ahora supongamos que x ∈ ∗S. Como S /∈ V0(S), tenemos θS /∈ F0(S) y por
eso existe g ∈ F (S) tal que g(i) ∈ θS(i) D-c.t.p. y x = j(g). Obtenemos que
g ∈ F0(S) y por eso
x = j(g) = b([g]) ∈ S.
Notemos que para cada s ∈ S0
∗s = j(θs) = b([θs]) = s.
Vamos a mostrar ahora que se cumple el principio de transferencia. Sea
ϕ(v1, . . . , vn) una ∈-fórmula con cuantificadores acotados y x1, . . . , xn ∈ V (S).
Usando el lema 1.13, obtenemos
(V (S),∈) |= ϕ(x1, . . . , xn) ⇔
(V (S),∈) |= ϕ(θx1(i), . . . , θxn(i)) D-c.t.p. ⇔
(V (S),∈) |= ϕ(j(θx1), . . . , j(θxn)) ⇔
(V (S),∈) |= ϕ(∗x1, . . . , ∗xn).
Vamos a verificar ahora que se cumple el principio de κ-saturación. Sea
Xγ ∈ V (S) \ S (γ ∈ Γ)
y (Aγ)γ∈Γ una familia centrada tal que para cada γ ∈ Γ
Aγ ∈ ∗Xγ \ S
y |Γ| < κ. Vamos a mostrar que ⋂
γ∈Γ
Aγ 6= ∅.
Para cada γ ∈ Γ tenemos
θXγ ∈ F (S) \F0(S);
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se deduce que existe gγ ∈ F (S) tal que
gγ(i) ∈ θXγ (i) D-c.t.p. y j(gγ) = Aγ.
Como D es numerablemente incompleto, existe
I = I0 ⊇ I1 ⊇ . . .





F : Pfin(Γ)→ D,




Vamos a verificar que F esta bien definida. Tenemos F (∅) = I ∈ D. Si





como para todo γ ∈ Γ Aγ ∈ V (S)\S, tenemos b ∈ V (S). Se deduce que para
todo γ ∈ Ω
gγ ∈ F (S) \F0(S)
y por eso existe h ∈ F (S) tal que para todo γ ∈ Ω
h(i) ∈ gγ(i) D-c.t.p., j(h) = b.
Se deduce que
F (Ω) ⊇ I|Ω| ∩
⋂
γ∈Ω
{i ∈ I : h(i) ∈ gγ(i)} ∈ D
y por eso F (Ω) ∈ D.
Ahora notemos que si Ω1,Ω2 ∈ Pfin(Γ) y Ω1 ⊇ Ω2, entonces para cada
i ∈ F (Ω1) tenemos
i ∈ I|Ω1| ⊆ I|Ω2|









y por eso i ∈ F (Ω2); se deduce que
F (Ω1) ⊆ F (Ω2).
Como |Γ| < κ y D es κ-bueno, existe
G : Pfin(Γ)→ D
tal que ∀Ω1,Ω2 ∈Pfin(Γ)
G(Ω1 ∪ Ω2) = G(Ω1) ∩G(Ω2),
G(Ω1) ⊆ F (Ω1).
Ahora para cada i ∈ I definimos
Γi = {γ ∈ Γ : i ∈ G({γ})}
Notemos que para todo i ∈ I y para todo n ≤ |Γi| tenemos i ∈ In, por que




G({γk}) = G({γ1, . . . , γn}) ⊆ F ({γ1, . . . , γn}) ⊆ In
Se deduce que para todo i ∈ I, Γi ∈Pfin(Γ).
Para cada i ∈ I tenemos que i ∈ F (Γi) y por eso existe




Fijamos γ ∈ Γ. Tenemos
{i ∈ I : l(i) ∈ gγ(i)} ⊇ {i ∈ I : γ ∈ Γi} = {i ∈ I : i ∈ G({γ})} = G({γ}) ∈ D
y por eso l(i) ∈ gγ(i) D-c.t.p. Sea m ≥ 0 tal que gγ ∈ Fm(S). Como
l ∈ V (S)I y l(i) ∈ gγ(i) D-c.t.p., tenemos m ≥ 1 y l ∈ Fm−1(S). Se deduce
que j(l) ∈ j(gγ) = Aγ. Se deduce que⋂
γ∈Γ
Aγ 6= ∅.
La demostración está completa.
Caṕıtulo 2
Extensiones no-estándar
En este caṕıtulo vamos a recopilar las propiedades de los universos no-
estándar necesarias para nuestra aplicación. Suponemos que
(V (S), V (∗S), ∗)
es un universo no-estándar arbitrario. (La hipotesis ∗S = S no se utiliza.)
Sea κ un cardinal no numerable tal que (V (S), V (∗S), ∗) es κ-saturado.
Todo el material de este caṕıtulo es estándar, véase [9, 11].
Proposición 2.1. Si X ∈ V (S) \ S, entonces ∗X ∈ V (S ′) \ S ′.
Demostración. Supongamos que nó. Como ∗X ∈ V (S ′), tenemos ∗X ∈ S ′ =
∗S y por eso
(V (S ′),∈) |= ϕ(∗X, ∗S),
donde ϕ(v0, v1) es una ∈-fórmula v0 ∈ v1. Por el principio de transferencia
(V (S),∈) |= ϕ(X,S)
y por eso X ∈ S, la contradicción buscada.
Nota 2.2. Aplicando el principio de transferencia, vamos a sustituir las en-
tradas libres de variables en ∈-fórmulas con las interpretaciones correspon-
dientes.
Proposición 2.3. Sean X, Y ∈ V (S) \ S. Entonces
X ⊆ Y ⇒ ∗X ⊆ ∗Y,
∗(X ∪ Y ) = ∗X ∪ ∗Y, ∗(X ∩ Y ) = ∗X ∩ ∗Y, ∗(X \ Y ) = ∗X \ ∗Y.
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Demostración. Vamos a mostrar la primera implicación. Para cada x ∈ X ∩
V (S) tenemos x ∈ Y . Se deduce que
(V (S),∈) |= (∀v0 ∈ X)(v0 ∈ Y ).
Por el principio de transferenicia
(V (S ′),∈) |= (∀v0 ∈ ∗X)(v0 ∈ ∗Y ).
Por la proposición 2.1 tenemos ∗X ∈ V (S ′) \ S ′ y por eso ∗X ⊆ V (S ′). Se
deduce que para todo y ∈ ∗X ∩ V (S ′) = ∗X tenemos y ∈ ∗Y .
Proposición 2.4. Para cada x ∈ V (S) tenemos {x} ∈ V (S) \ S y
∗{x} = {∗x}.
Demostración. Como x ∈ {x}, por el principio de transferencia ∗x ∈ ∗{x}.
Tenemos
(V (S),∈) |= (∀v0 ∈ {x})(v0 = x)
y por eso
(V (S),∈) |= (∀v0 ∈ ∗{x})(v0 = ∗x).
Como {x} ∩ V (S) 6= ∅, tenemos {x} ∈ V (S) \ S y por eso ∗{x} ∈ V (S ′) \ S ′.
Se deduce que para cada y ∈ ∗{x} tenemos y = ∗x.
Definición 2.5. Las n-tuplas se definen recursivamente:
(x) = x, (x, y) = {{x, y}, {x}},
(x1, . . . , xn) = ((x1, . . . , xn−1), xn) (n ≥ 3).
Proposición 2.6. Si x1, . . . , xn ∈ V (S), n ≥ 1, entonces
(x1, . . . , xn) ∈ V (S)
y
∗(x1, . . . , xn) = (
∗x1, . . . ,
∗xn).
Demostración. Aplicamos las proposiciones 2.3 y 2.4.
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Nota 2.7. Sea (vn)n≥0 la sucesión de variables. Consideremos las siguentes
abreviaciones (i, j, k ≥ 0):
{vi, vj} = vk para
vi ∈ vk ∧ vj ∈ vk ∧ (∀vl ∈ vk)(vl = vi ∨ vl = vj);
(vi, vj) = vk para
(∃vl ∈ vk)(∃vm ∈ vk)({vi, vj} = vl ∧ {vi, vi} = vm ∧ {vl, vm} = vk).
Aqúı l = max(i, j, k)+1 y m = l+1. Se muestra directamente que si i, j, k ≥ 0
son distintos y ϕ(vi, vj, vk) es (vi, vj) = vk, entonces para todo conjunto de
base S y para todo x, y, z ∈ V (S)
(V (S),∈) |= ϕ(x, y, z) ⇔ (x, y) = z.
Proposición 2.8. Sean X, Y ∈ V (S) \ S y f : X → Y . Entonces
X × Y, f ∈ V (S) \ S,
∗(X × Y ) = ∗X × ∗Y,
∗f : ∗X → ∗Y.
Además, para cada x ∈ X
∗(f(x)) = ∗f(∗x).
Si f es inyectiva (resp. sobreyectiva), entonces ∗f es inyectiva (resp. sobre-
yectiva). Para cada A ⊆ X y B ⊆ Y
∗(f [A]) = ∗f [∗A], ∗(f−1[B]) = (∗f)−1[∗B].
Demostración. Aplicamos la nota 2.7 y el principio de transferencia.
Proposición 2.9. Para cada X ∈ V (S) \ S tenemos ∗P(X) ⊆ P(∗X).
Demostración. Tenemos
(V (S),∈) |= (∀v0 ∈ P(X))(∀v1 ∈ v0)(v1 ∈ X).
Por el principio de transferencia
(V (S ′),∈) |= (∀v0 ∈ ∗P(X))(∀v1 ∈ v0)(v1 ∈ ∗X).
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Como P(X) ∈ V (S) \ S, tenemos ∗P(X) ∈ V (S ′) \ S ′ y por eso
∗P(X) ∩ V (S ′) = ∗P(X).
Notemos que P(X) ∩ S = ∅. Por la proposición 2.3
∗P(X) ∩ S ′ = ∗P(X) ∩ ∗S = ∗(P(X) ∩ S) = ∗∅ = ∅.
Si T ∈ ∗P(X), entonces T ∈ V (S ′) \ S ′ y T ∩ V (S ′) = T . Obtenemos que
para cada T ∈ ∗P(X) se cumple T ⊆ ∗X.
Definición 2.10. Sea (X, τX) espacio topológico, X ∈ V (S) \ S. Para cada
x ∈ X definimos
µ(X,τX)(x) :=
⋂
{∗U : x ∈ U ∈ τX}
(la mónada de x con respecto a la topoloǵıa τX). De forma breve vamos a
escribir µX(x) para µ(X,τX)(x). Notemos que si x ∈ U ∈ τX , entonces U ⊆ X
y por eso ∗x ∈ ∗U ⊆ ∗X; se deduce que para cada x ∈ X
∗x ∈ µX(x) ⊆ ∗X.
Proposición 2.11. Sea (X, τX) un espacio topológico tal que X ∈ V (S) \S.
Supongamos que κ > |τX |. Entonces U ⊆ X es abierto en (X, τX) si y sólo
si para cada x ∈ U tenemos µX(x) ⊆ ∗U .
Demostración. (⇒): Obvio.
(⇐): Supongamos que nó; existe x ∈ U tal que para cada V , x ∈ V ∈ τX ,
tenemos V \ U 6= ∅. Notemos que
{∗V \ ∗U : x ∈ V ∈ τX}
es una familia centrada; como
∗V \ ∗U = ∗(V \ U) ∈ ∗P(X)
y |τX | < κ, existe
ζ ∈
⋂
{∗V \ ∗U : x ∈ V ∈ τX}.
Tenemos
ζ ∈ µX(x) ⊆ ∗U,
la contradicción buscada.
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Proposición 2.12. Sean (X, τX) y (Y, τY ) los espacios topológicos tales que
X, Y ∈ V (S) \ S y f : X → Y una aplicación continua. Entonces para todo
x ∈ X tenemos
∗f [µX(x)] ⊆ µY (f(x)).
Demostración. Sea V ∈ τY y f(x) ∈ V . Tenemos que x ∈ f−1[V ] ∈ τX y por
la proposición 2.8
µX(x) ⊆ ∗(f−1[V ]) = (∗f)−1[∗V ];
se deduce que
∗f [µX(x)] ⊆ ∗V.
La demostración está completa.
Proposición 2.13. Sea (X, τX) un espacio topológico, X ∈ V (S)\S, Y ⊆ X
y τY la topoloǵıa en Y inducida por la topoloǵıa τX . Entonces para cada y ∈ Y
tenemos
µY (y) = µX(y) ∩ ∗Y.
Demostración. Para cada y ∈ Y tenemos
µY (y) =
⋂
{∗(U ∩ Y ) : y ∈ U ∈ τX} = µX(y) ∩ ∗Y.
La demostración está completa.
Proposición 2.14. Sean (Xk, τk) (1 ≤ k ≤ m), los espacios topológicos tales
que para todo k ≤ m Xk ∈ V (S) \ S. Consideremos en X1 × · · · × Xm la
topoloǵıa producto τX1×···×Xm. Entonces para cada
(x1, . . . , xm) ∈ X1 × · · · ×Xm
tenemos
µX1×···×Xm(x1, . . . , xm) = µX1(x1)× · · · × µXm(xm).
Demostración. Como para todo k ≤ m Xk ∈ V (S) \ S, obtenemos
X1 × · · · ×Xm ∈ V (S) \ S.
Además, por la proposición 2.8
∗(X1 × · · · ×Xm) = ∗X1 × · · · × ∗Xm.
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Consideremos
(ξ1, . . . , ξm) ∈ µX1×···×Xm(x1, . . . , xm).
Fijamos k ≤ m y U ∈ τk tal que xk ∈ U . Para cada i ≤ m definimos Vi ∈ τi
en la manera siguiente: si i 6= k, definimos Vi = Xi y sea Vk = U . Tenemos
(x1, . . . , xm) ∈ V1 × · · · × Vm ∈ τX1×···×Xm
y por eso
(ξ1, . . . , ξm) ∈ ∗(V1 × · · · × Vm) = ∗V1 × · · · × ∗Vm.
Se deduce que ξk ∈ ∗U . Por eso ξk ∈ µk(xk).
Ahora consideremos
(ξ1, . . . , ξm) ∈ µX1(x1)× · · · × µXm(xm).
Sea
(x1, . . . , xm) ∈ O ∈ τX1×···×Xm .
Para cada k ≤ m existe Uk ∈ τk tal que
(x1, . . . , xm) ∈ U1 × · · · × Um ⊆ O.
Para cada k ≤ m
ξk ∈ µXk(xk) ⊆ ∗Uk
y por eso
(ξ1, . . . , ξm) ∈ ∗U1 × · · · × ∗Um = ∗(U1 × · · · × Um) ⊆ ∗O.
Se deduce que
(ξ1, . . . , ξm) ∈ µX1×···×Xm(x1, . . . , xm).
La demostración está completa.
Proposición 2.15. Sea (Xi, τi) (i ∈ I) una familia de los espacios topológi-
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Entonces X ∈ V (S) \ S y para cada p ∈X tenemos
µX (p) = {ξ ∈ ∗X : ∀i ∈ I ∗prXi(ξ) ∈ µXi(p(i))}.
Demostración. Tenemos
X ⊆P(Vn(S)× Vn(S))
y como Vn(S) ∈ V (S) \ S, tenemos X ∈ V (S) \ S.
Si I = ∅, tenemos X = {∅} y la afirmación es obvia. Supongamos que
I 6= ∅. Fijamos p ∈ X . Si ξ ∈ µX (p), entonces por la proposición 2.12 para
cada i ∈ I tenemos
∗prXi(ξ) ∈ µXi(prXi(p)) = µXi(p(i)).
Ahora supongamos que ξ ∈ ∗X es tal que ∀i ∈ I
∗prXi(ξ) ∈ µXi(p(i)).
Sea O una vecindad abierta de p. Existe J ⊆ I finito y no vaćıo y una familia





pr−1Xj [Vj] ⊆ O.
Para cada j ∈ J tenemos
p(j) ∈ Vj ∈ τj
y por eso
















Se deduce que ξ ∈ µX (p).
Caṕıtulo 3
Aplicaciones tri-cocientes
Fijamos un universo no-estándar (V (S), V (∗S), ∗) tal que ∗S = S y su-
pongamos que N ⊆ S es una copia de los números enteros mayor o igual
que cero tal que para todo n ∈ N ∗n = n (véase el teorema 1.14). Notemos
que N ⊆ ∗N. Sea κ un cardinal no numerable tal que (V (S), V (∗S), ∗) es
κ-saturado. Vamos a denotar con On la clase de todos ordinales.
Definición 3.1. (Seguimos en esta definición a [6].) Sea R ⊆ Nm, donde
m ≥ 1. Para cada ordinal α ∈ On definimos
α∗R ⊆ Sm.
(Sobre la recursión transfinita, véase por ejemplo [8, teorema I.9.2, pág. 45].)
Sea 0∗R = R ⊆ Sm. Supongamos que α > 0 y ∀β < α β∗R ⊆ Sm está
definido. Si α = γ + 1, definimos usando las proposiciones 2.3 y 2.8
α∗R = ∗(γ∗R) ⊆ ∗(Sm) = (∗S)m = Sm.





Lema 3.2. Para cada ordinal α ∈ On y para cada R ⊆ Nm, m ≥ 1, tenemos
α∗R ⊆ (α∗N)m y para cada β < α
β∗R = α∗R ∩ (β∗N)m.
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Demostración. Inducción sobre α.
Si α = 0, las afirmaciones son obvias.
Supongamos que α = γ+ 1. Por la hipotesis de inducción tenemos γ∗R ⊆
(γ∗N)m y por eso
α∗R = ∗(γ∗R) ⊆ ∗((γ∗N)m) = (α∗N)m.
Ahora consideremos β < α.
Supongamos que β = 0. Por la hipotesis de inducción tenemos
R = γ∗R ∩ Nm;
por eso
∗R = ∗(γ∗R ∩ Nm) = α∗R ∩ (∗N)m.
Para cada (n1, . . . , nm) ∈ R por la proposición 2.6
(n1, . . . , nm) = (
∗n1, . . . ,
∗nm) =
∗(n1, . . . , nm) ∈ ∗R
y por eso R ⊆ ∗R ∩ Nm. Además, si
(n1, . . . , nm) ∈ ∗R ∩ Nm,
entonces ∗(n1, . . . , nm) ∈ ∗R y por eso (n1, . . . , nm) ∈ R. Se deduce que
R = ∗R ∩ Nm. Obtenemos
R = α∗R ∩ (∗N)m ∩ Nm = α∗R ∩ Nm.
Supongamos ahora que β = δ + 1. Por la hipotesis de inducción tenemos
δ∗R = γ∗R ∩ (δ∗N)m
y por eso
β∗R = ∗(γ∗R ∩ (δ∗N)m) = α∗R ∩ (β∗N)m.
Supongamos ahora que β es ordinal ĺımite. Para cada δ < β por la hipo-
tesis de inducción
δ∗R = γ∗R ∩ (δ∗N)m;
se deduce que
(δ+1)∗R = ∗(γ∗R ∩ (δ∗N)m) = α∗R ∩ ((δ+1)∗N)m.
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También por la hipotesis de inducción
δ∗R = (δ+1)∗R ∩ (δ∗N)m.
Además, si δ ≤ ε < β, entonces por la hipotesis de inducción (con R = N)





Se deduce que para todo δ < β





δ∗R = α∗R ∩
⋃
δ<β
(δ∗N)m = α∗R ∩ (β∗N)m.
Ahora supongamos que α es ĺımite. Por la hipotesis de inducción para








Fijamos β < α. Como α es ordinal ĺımite, tenemos
β∗R ⊆ α∗R ∩ (β∗N)m.
Ahora consideremos
(N1, . . . , Nm) ∈ α∗R ∩ (β∗N)m.
Existe γ < α tal que
(N1, . . . , Nm) ∈ γ∗R.
Tenemos
(N1, . . . , Nm) ∈ δ∗R,
donde δ = max(β, γ) < α, y por eso
(N1, . . . , Nm) ∈ δ∗R ∩ (β∗N)m = β∗R.
La demostración está completa.
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Nota 3.3. Sea (Xα)α∈On una familia de subconjuntos de un conjunto Y tal
que para todo α, β ∈ On, α < β, tenemos Xα ⊆ Xβ. Entonces existe ξ ∈ On






Como Z es una subclase de Y , Z es un conjunto. Definimos
F = {(z, α) : z ∈ Z, α ∈ On, z ∈ Xα y ∀β < α z 6∈ Xβ}
y notemos que F es una aplicación-clase con dom(F ) = Z. Por el axioma de
reemplazo [8, pág. 10] F [Z] es un conjunto; definimos
ξ =
⋃
{F (z) : z ∈ Z}.
Como F (z) ∈ On para cada z ∈ Z, tenemos ξ ∈ On, véase [8, Exercise I.8.10,
pág. 36]. Sea α ≥ ξ. Tenemos Xξ ⊆ Xα. Para cada x ∈ Xα tenemos x ∈ Z y
por eso x ∈ XF (x); pero F (x) ⊆ ξ y por eso F (x) ≤ ξ; se deduce que x ∈ Xξ.
Aśı obtenemos Xα = Xξ.





Por el lema 3.2 y la nota 3.3, existe un ordinal ξ tal que ∀α ≥ ξ
α∗N = ξ∗N.
Se deduce que ∀α ≥ ξ
α∗N = ∞∗N = ∗(∞∗N).
Además, por el lema 3.2 si R ⊆ Nm, m ≥ 1, entonces ∀α ≥ ξ
α∗R = ∞∗R = ∗(∞∗R).
Definición 3.5. Sea (X,≤) un conjunto totalmente ordenado. Se dice que
A ⊆ X es un segmento inicial en (X,≤) si para todo a ∈ A y para todo
x ∈ X si x ≤ a, entonces x ∈ A.
Se dice que y ∈ X es sucesor de x ∈ X en (X,≤) si x < y y para todo
z ∈ X tal que x < z tenemos y ≤ z.
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Proposición 3.6. Sea ≤ el orden total canónico en N y σ : N→ N, σ(n) =
n+ 1. Para cada α ∈ On tenemos
(1) α∗≤ es un orden total en α∗N;
(2) α∗σ : α∗N → α∗N \ {0} es una biyección tal que α∗σ(N) es sucesor de
N en (α∗N, α∗≤) para cada N ∈ α∗N;
(3) ∀β < α β∗N es un segmento inicial en (α∗N, α∗≤).
Demostración. Inducción sobre α.
Si α = 0, todas las afirmaciones son obvias.
Supongamos que α = γ + 1.
(1) Por la hipotesis de inducción tenemos que γ∗≤ es un orden total en
γ∗N; por el principio de transferencia α∗≤ = ∗(γ∗≤) es un orden total en
α∗N = ∗(γ∗N).
(2) Tenemos que
γ∗σ : γ∗N→ γ∗N \ {0}
es una biyección y por las proposiciones 2.3, 2.4, 2.8
α∗σ = ∗(γ∗σ) : α∗N = ∗(γ∗N)→ ∗(γ∗N \ {0}) = α∗N \ {0}
es una biyección. Aplicando el principio de transferencia a
(∀N ∈ γ∗N)(∀M ∈ γ∗N)((N,M) ∈ γ∗σ → [(N,M) ∈ γ∗≤ ∧N 6= M∧
(∀K ∈ γ∗N)(((N,K) ∈ γ∗≤ ∧N 6= K)→ (M,K) ∈ γ∗≤)]),
obtenemos que α∗σ(N) es sucesor de N en (α∗N, α∗≤) para cada N ∈ α∗N.
(3) Consideremos β < α.
Supongamos que β = 0. Por la hipotesis de inducción N = 0∗N es un
segmento inicial en (γ∗N, γ∗≤). Aplicando el principio de transferencia a
(∀N ∈ γ∗N)(∀M ∈ N)((N,M) ∈ γ∗≤ → N ∈ N),
obtenemos que ∗N es un segmento inicial en (α∗N, α∗≤). Además, por el le-
ma 3.2
∗≤ = α∗≤ ∩ (∗N)2.
Aplicando el principio de transferencia a
(∀N ∈ N)((N, n) ∈≤ → N = 0 ∨ . . . ∨N = n),
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donde n ∈ N número fijo, obtenemos que N es un segmento inicial en (∗N, ∗≤).
Se deduce que N es un segmento inicial en (α∗N, α∗≤).
Supongamos ahora que β = δ + 1. Como δ < β ≤ γ, por la hipotesis
de inducción δ∗N es un segmento inicial en (γ∗N, γ∗≤). Por el principio de
transferencia β∗N es un segmento inicial en (α∗N, α∗≤).
Supongamos ahora que β es ordinal ĺımite. Para cada δ < β tenemos que
δ∗N es un segmento inicial en (γ∗N, γ∗≤) y por el principio de transferencia








es un segmento inicial en (α∗N, α∗≤).
Ahora supongamos que α es ordinal ĺımite.
(1) Vamos a mostrar que α∗≤ ⊆ (α∗N)2 es una relación reflexiva. Sea
N ∈ α∗N; existe β < α tal que N ∈ β∗N y por eso (N,N) ∈ β∗≤ ⊆ α∗≤.
Mostraremos ahora α∗≤ es una relación antisimétrica. Sean N,M ∈ α∗N
tales que (N,M), (M,N) ∈ α∗≤. Existen β < α y γ < α tales que (N,M) ∈
β∗≤ y (M,N) ∈ γ∗≤. Sea δ = max(β, γ) < α; por el lema 3.2 y la hipotesis
de inducción
β∗≤ ∪ γ∗≤ ⊆ δ∗≤
y δ∗≤ es un orden total en δ∗N; se deduce que N = M .
Vamos a mostrar que α∗≤ es transitiva. Sean N,M,K ∈ α∗N tales que
(N,M), (M,K) ∈ α∗≤. Existe β < α tal que (N,M), (M,K) ∈ β∗≤ y como
β∗≤ es transitivo, tenemos (N,K) ∈ β∗≤ ⊆ α∗≤.
Mostraremos ahora que α∗≤ es un orden total en α∗N. Sean N,M ∈ α∗N.
Existen β < α y γ < α tales que N ∈ β∗N y M ∈ γ∗N; tenemos
β∗N ∪ γ∗N ⊆ δ∗N,
donde δ = max(β, γ) < α, y δ∗≤ es un orden total en δ∗N; se deduce que
















(β∗N \ {0}) = α∗N \ {0}.
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Sea N ∈ α∗N. Existe β < α tal que N ∈ β∗N; tenemos
(N, β∗σ(N)) ∈ β∗σ ⊆ α∗σ.
Ahora supongamos que M ∈ α∗N y (N,M) ∈ α∗σ. Existe γ < α tal que
(N,M) ∈ γ∗σ. Por el lema 3.2 y la hipotesis de inducción
β∗σ ∪ γ∗σ ⊆ δ∗σ
y
δ∗σ : δ∗N→ δ∗N \ {0},
donde δ = max(β, γ) < α. Como
(N, β∗σ(N)) ∈ δ∗σ,
(N,M) ∈ δ∗σ,
tenemos M = β∗σ(N). Se deduce que
α∗σ : α∗N→ α∗N \ {0}
es una aplicación sobreyectiva.
Ahora fijamos N ∈ α∗N; existe β < α tal que N ∈ β∗N. Tenemos por la
hipotesis de inducción
(N, β∗σ(N)) ∈ β∗σ ∩ β∗≤ ⊆ α∗σ ∩ α∗≤
y N 6= β∗σ(N); se deduce que
α∗σ(N) = β∗σ(N), (N, α∗σ(N)) ∈ α∗≤, N 6= α∗σ(N).
Supongamos que M ∈ α∗N es tal que
(N,M) ∈ α∗≤, N 6= M.
Existe γ < α tal que (N,M) ∈ γ∗≤. Tenemos (N,M) ∈ δ∗≤, donde δ =
max(β, γ) < α y como N 6= M , tenemos por la hipotesis de inducción
(δ∗σ(N),M) ∈ δ∗≤ ⊆ α∗≤.
Pero como β∗σ ⊆ δ∗σ, tenemos
α∗σ(N) = β∗σ(N) = δ∗σ(N)
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y por eso
(α∗σ(N),M) ∈ α∗≤.
Se deduce que α∗σ(N) es sucesor de N en (α∗N, α∗≤).
(3) Consideremos β < α. Sean N ∈ β∗N y M ∈ α∗N tales que (M,N) ∈
α∗≤. Existe γ < α tal que (M,N) ∈ γ∗≤. Sea δ = max(γ, β). Tenemos
(M,N) ∈ δ∗≤. Como β ≤ δ < α, por la hipotesis de inducción β∗N es un
segmento inicial en (δ∗N, δ∗≤) y por eso M ∈ β∗N. La demostración está
completa.
Definición 3.7. Para cada N ∈ ∞∗N definimos
[0, N ] = {M ∈ ∞∗N : (M,N) ∈ ∞∗≤}.
Lema 3.8. Para cada N ∈ ∞∗N tenemos
∞∗σ[[0, N ]] = [0,∞∗σ(N)] \ {0}
Demostración. Notemos que por la proposición 3.6 N es un segmento inicial
en (∞∗N,∞∗≤) y ∞∗≤ ∩ N2 =≤. Se deduce que 0 es el primer elemento en
(∞∗N,∞∗≤).
Para cada M ∈ [0, N ] tenemos, usando la proposición 3.6,
(∞∗σ(M),∞∗σ(N)) ∈ ∞∗≤.
Además, ∞∗σ(M) 6= 0.
Ahora consideremos
M ∈ [0,∞∗σ(N)] \ {0}.
Como ∞∗σ : ∞∗N → ∞∗N \ {0} es una biyección, existe K ∈ ∞∗N tal que
∞∗σ(K) = M . Vamos a mostrar que K ∈ [0, N ]. Supongamos que no; tene-
mos (∞∗σ(N), K) ∈ ∞∗≤ y por eso ∞∗σ(K) = M 6∈ [0,∞∗σ(N)], la contra-
dicción.
Definición 3.9. Sean X y Y conjuntos; definimos
PFunc(X, Y ) = {ϕ : ϕ : X ⊇ dom(ϕ)→ Y },
la familia de todas las funciónes parciales entre X y Y .
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Para cada n ≥ 0 definimos
Λn = {ϕ ∈ PFunc(∞∗N, Vn(S)) : ∃N ∈ ∞∗N tal que dom(ϕ) = [0, N ]},
ln : Λn → ∞∗N, ln(ϕ) = max(dom(ϕ)).








notemos que l : Λ→ ∞∗N y para todo n ≥ 0 l|Λn = ln.
Lema 3.10. Si X, Y ∈ V (S) \ S, entonces ∗PFunc(X, Y ) ⊆ PFunc(∗X, ∗Y ).
Demostración. Notemos que como PFunc(X, Y ) ⊆P(X × Y ), por las pro-
posiciones 2.3 y 2.9
∗PFunc(X, Y ) ⊆ ∗P(X × Y ) ⊆P(∗X × ∗Y ).
Se deduce que para cada ϕ ∈ ∗PFunc(X, Y ) tenemos ϕ ⊆ ∗X × ∗Y . Ahora
aplicamos el principio de transferencia a
(∀ϕ ∈ PFunc(X, Y ))(∀x ∈ X)(∀y ∈ Y )(∀y′ ∈ Y )
(((x, y) ∈ ϕ ∧ (x, y′) ∈ ϕ)→ y = y′).
Se deduce que cada ϕ ∈ ∗PFunc(X, Y ) es una función parcial entre ∗X y
∗Y .
Lema 3.11. Para cada n ≥ 0 tenemos ∗Vn(S) ⊆ Vn(S).
Demostración. Inducción sobre n ≥ 0. Tenemos
∗V0(S) =
∗S = S = V0(S).
Si n ≥ 1, usando la hipotesis de inducción obtenemos
∗Vn(S) =
∗(Vn−1(S) ∪P(Vn−1(S))) ⊆ ∗Vn−1(S) ∪P(∗Vn−1(S)) ⊆
⊆ Vn−1(S) ∪P(Vn−1(S)) = Vn(S).
La demostración está completa.
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Proposición 3.12. Para cada n ≥ 0 tenemos ∗Λn ⊆ Λn y ∗ln = ln|∗Λn.
Demostración. Notemos que como ∞∗N ∈ V (S) \ S y Vn(S) ∈ V (S) \ S,
PFunc(∞∗N, Vn(S)) ∈ V (S) \ S
y por eso Λn ∈ V (S) \ S. Por los lemas 3.10 y 3.11 tenemos
∗Λn ⊆ ∗PFunc(∞∗N, Vn(S)) ⊆
⊆ PFunc(∗(∞∗N), ∗Vn(S)) ⊆ PFunc(∞∗N, Vn(S)).
Ahora aplicamos el principio de transferencia a
(∀ϕ ∈ Λn)(∃N ∈ ∞∗N)(∀M ∈ ∞∗N)((M,N) ∈ ∞∗≤ ↔
(∃x ∈ Vn(S))(M,x) ∈ ϕ).
Como ∗(∞∗N) = ∞∗N y ∗(∞∗≤) = ∞∗≤, obtenemos que ∗Λn ⊆ Λn.
Como ln : Λn → ∞∗N, tenemos
∗ln :
∗Λn → ∗(∞∗N) = ∞∗N.
Aplicamos el principio de transferencia a
(∀ϕ ∈ Λn)(∀N ∈ ∞∗N)((ϕ,N) ∈ ln → [((∃x ∈ Vn(S))(N, x) ∈ ϕ)∧
(∀M ∈ ∞∗N)(∀y ∈ Vn(S))((M, y) ∈ ϕ→ (M,N) ∈ ∞∗≤)])
y obtenemos que para todo ϕ ∈ ∗Λn
∗ln(ϕ) = max(dom(ϕ)) = ln(ϕ).
La demostración está completa.
Definición 3.13. Para cada ϕ ∈ Λ y para cada x ∈ V (S) definimos
xSϕ = {(0, x)} ∪ (ϕ ◦ (∞∗σ)−1).
Lema 3.14. Sea n ≥ 0. Si x ∈ Vn(S) y ϕ ∈ Λn, entonces xSϕ ∈ Λn y
ln(xSϕ) = ∞∗σ(ln(ϕ)). Si x, y ∈ Vn(S), ϕ, χ ∈ Λn y xSϕ = ySχ, entonces
x = y y ϕ = χ.
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Demostración. Tenemos dom(ϕ) = [0, ln(ϕ)] y por el lema 3.8
dom(ϕ ◦ (∞∗σ)−1) = ∞∗σ[dom(ϕ)] = [0,∞∗σ(ln(ϕ))] \ {0}.
Se deduce que xSϕ ∈ Λn y ln(xSϕ) = ∞∗σ(ln(ϕ)). La segunda afirmación es
obvia.
Definición 3.15. Sea (X, τX) un espacio topológico tal que X ⊆ Vn(S)m
(n ≥ 0 y m ≥ 1). Definimos para cada ordinal α
Σ(α)m (X, τX) ⊆ Λmn .
Sea
Σ(0)m (X, τX) = {(ϕ1, . . . , ϕm) : ∀k ≤ m ϕk : {0} → Vn(S),
(ϕ1(0), . . . , ϕm(0)) ∈ X} ⊆ Λmn .
Supongamos que α > 0 y para todo β < α Σ
(β)
m (X, τX) ⊆ Λmn está definido.
Por la proposición 3.12 para todo β < α tenemos
∗Σ(β)m (X, τX) ⊆ ∗(Λmn ) = (∗Λn)m ⊆ Λmn .
Si α = γ + 1, definimos (usando la definición 2.10 y el lema 3.14)
Σ(α)m (X, τX) = Σ
(0)
m (X, τX) ∪ {(x1Sχ1, . . . , xmSχm) : (x1, . . . , xm) ∈ X,
(χ1, . . . , χm) ∈ ∗Σ(γ)m (X, τX), (χ1(0), . . . , χm(0)) ∈ µX(x1, . . . , xn)} ⊆ Λmn .
Si α es ordinal ĺımite, definimos
Σ(α)m (X, τX) =
⋃
β<α
Σ(β)m (X, τX) ⊆ Λmn .
Notemos que el valor de n se utiliza solamente para verificar que la definición
es correcta. De forma breve vamos a escribir Σ
(α)
m X para Σ
(α)





Proposición 3.16. Sea (X, τX) un espacio topológico tal que X ⊆ Vn(S)m,
donde n ≥ 0 y m ≥ 1. Entonces para todo α, β ∈ On, β < α, tenemos
Σ(β)m X ⊆ Σ(α)m X.
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Demostración. Inducción sobre α.
Si α = 0, la afirmación es obvia.
Si α es ordinal ĺımite, la afirmación tambien es obvia. Supongamos que
α = γ + 1 y consideremos β < α. Si β = 0, la afirmación es obvia.
Supongamos que β = δ + 1. Por la hipotesis de inducción tenemos
Σ(δ)m X ⊆ Σ(γ)m X
y por eso
∗Σ(δ)m X ⊆ ∗Σ(γ)m X;
se deduce que
Σ(β)m X ⊆ Σ(α)m X.
Ahora supongamos que β es ordinal ĺımite. Para cada δ < β tenemos
δ < δ + 1 < β ≤ γ < α
y por la hipotesis de inducción
Σ(δ)m X ⊆ Σ(γ)m X;
por eso
∗Σ(δ)m X ⊆ ∗Σ(γ)m X;
se deduce que
Σ(δ+1)m X ⊆ Σ(α)m X.
También para cada δ < β por la hipotesis de inducción








Σ(δ+1)m X ⊆ Σ(α)m X.
La demostración está completa.
Proposición 3.17. Sean (X, τX) y (Y, τY ) los espacios topológicos, X, Y ∈
V (S)\S, y f : X → Y una aplicación continua. Consideremos en f ⊆ X×Y




2 f : Σ
(α)X → Σ(α)Y
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y es tal que para cada ϕ ∈ Σ(α)X
((Σ
(α)
2 f)(ϕ))(0) = f(ϕ(0)), l((Σ
(α)
2 f)(ϕ)) = l(ϕ).
También para cada α ∈ On y para cada ϕ ∈ Σ(0)X tenemos
ϕ : {0} → X, Σ(α)2 f(ϕ) ∈ Σ(0)Y, Σ
(α)
2 f(ϕ) : {0} → {f(ϕ(0))}.
Si α = γ + 1, entonces para cada ϕ ∈ Σ(α)X \ Σ(0)X existe un único ϕ̂ ∈
∗Σ(γ)X tal que
ϕ = ϕ(0)Sϕ̂, (Σ(α)2 f)(ϕ) = f(ϕ(0))
S∗Σ(γ)2 f(ϕ̂) ∈ Σ(α)Y \ Σ(0)Y,
ϕ̂(0) ∈ µX(φ(0)), (∗Σ(γ)2 f(ϕ̂))(0) ∈ µY (f(ϕ(0))).
Demostración. Notemos que como X, Y ∈ V (S) \ S, existe n ≥ 0 tal que





2 f = {(ϕ1, ϕ2) : ∀k ≤ 2 ϕk : {0} → Vn(S), (ϕ1(0), ϕ2(0)) ∈ f} =




2 f : Σ
(0)X → Σ(0)Y
y para cada ϕ ∈ Σ(0)X tenemos
(Σ
(0)
2 f)(ϕ) = f ◦ ϕ : {0} → {f(ϕ(0))},
ln((Σ
(0)
2 f)(ϕ)) = ln(ϕ) = 0.
Supongamos ahora que α = γ + 1. Por la hipotesis de inducción y el
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Como f es continua, usando las Proposiciones 2.12, 2.13 y 2.14, obtenemos
que para todo (x, y) ∈ f
µf (x, y) = {(ξ, η) ∈ ∗f : ξ ∈ µX(x), η ∈ µY (y)} =




2 f = Σ
(0)
2 f ∪ {(xSχ, ySψ) : (x, y) ∈ f, (χ, ψ) ∈ ∗Σ
(γ)
2 f,
(χ(0), ψ(0)) ∈ µf (x, y)} =
= Σ
(0)
2 f ∪ {(xSχ, ySψ) : x ∈ X, y = f(x), χ ∈ ∗Σ(γ)X, ψ = ∗Σ
(γ)
2 f(χ),
χ(0) ∈ µX(x), ψ(0) = ∗f(χ(0))} =
= Σ
(0)
2 f ∪ {(xSχ, f(x)S∗Σ
(γ)
2 f(χ)) : x ∈ X, χ ∈ ∗Σ(γ)X, χ(0) ∈ µX(x)} ⊆
⊆ Σ(α)X × Σ(α)Y.
Fijamos ϕ ∈ Σ(α)X.
Supongamos que ϕ ∈ Σ(0)X. Tenemos
(ϕ, f ◦ ϕ) ∈ Σ(0)2 f ⊆ Σ
(α)
2 f.
Consideremos ψ ∈ Σ(α)Y tal que (ϕ, ψ) ∈ Σ(α)2 f . Notemos que para todo
x ∈ X y χ ∈ ∗Σ(γ)X tenemos por el lema 3.14
ln(xSχ) =
∞∗σ(ln(χ)) 6= 0 = ln(ϕ)
y por eso xSχ 6= ϕ. Se deduce que (ϕ, ψ) ∈ Σ(0)2 f y por eso ψ = f ◦ ϕ.
Ahora supongamos que ϕ ∈ Σ(α)X \ Σ(0)X. Usando el lema 3.14, obte-
nemos que existen los únicos x ∈ X y ϕ̂ ∈ ∗Σ(γ)X tales que ϕ = xSϕ̂ y
ϕ̂(0) ∈ µX(x). Notemos que x = ϕ(0). Tenemos
(ϕ, f(x)S∗Σ(γ)2 f(ϕ̂)) ∈ Σ
(α)
2 f.
Consideremos ψ ∈ Σ(α)Y tal que (ϕ, ψ) ∈ Σ(α)2 f . Como ϕ /∈ Σ(0)X, tenemos
(ϕ, ψ) /∈ Σ(0)2 f y por eso
ψ = f(x)S∗Σ(γ)2 f(ϕ̂).
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Notemos que ψ(0) = f(x) = f(ϕ(0)). Como
ϕ̂ ∈ ∗Σ(γ)X ⊆ ∗Λn, ∗Σ(γ)2 f(ϕ̂) ∈ ∗Σ(γ)Y ⊆ ∗Λn,




























(Σ(β)X × Σ(β)Y ) ⊆ Σ(α)X × Σ(α)Y.
Fijamos ϕ ∈ Σ(α)X. Existe β < α tal que ϕ ∈ Σ(β)X y por eso
(ϕ,Σ
(β)
2 f(ϕ)) ∈ Σ
(β)
2 f ⊆ Σ
(α)
2 f.
Consideremos ψ ∈ Σ(α)Y tal que (ϕ, ψ) ∈ Σ(α)2 f . Existe γ < α tal que
(ϕ, ψ) ∈ Σ(γ)2 f . Definimos δ = máx(β, γ) < α. Tenemos
(ϕ,Σ
(β)
2 f(ϕ)), (ϕ, ψ) ∈ Σ
(β)
2 f ∪ Σ
(γ)





2 f es una aplicación, tenemos ψ = Σ
(β)
2 f(ϕ). Además, ψ(0) =
f(ϕ(0)) y ln(ψ) = ln(ϕ).
Proposición 3.18. Sean (X, τX), (Y, τY ), (Z, τZ) espacios topológicos, X, Y, Z ∈
V (S) \ S, y f : X → Y , g : Y → Z aplicaciones continuas. Entonces para
cada α ∈ On
Σ
(α)
2 1X = 1Σ(α)X , Σ
(α)
2 (g ◦ f) = Σ
(α)
2 g ◦ Σ
(α)
2 f.
Demostración. Inducción por α.
Para cada ϕ ∈ Σ(0)X tenemos
ϕ = Σ
(0)
2 1X(ϕ) : {0} → {ϕ(0)}, Σ
(0)
2 f(ϕ) : {0} → {f(φ(0))},
(Σ
(0)




2 f(ϕ)) : {0} → {g(f(φ(0)))}.
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Supongamos que α = γ + 1. Fijamos ϕ ∈ Σ(α)X. Si ϕ ∈ Σ(0)X, entonces
Σ
(α)
2 1X(ϕ) = Σ
(0)
2 1X(ϕ) = ϕ,
(Σ
(α)
2 (g ◦ f))(ϕ) = (Σ
(0)









Supongamos ahora que ϕ ∈ Σ(α)X \ Σ(0)X. Tenemos ϕ = ϕ(0)Sϕ̂, donde




2 1X(ϕ̂) = ϕ̂,
∗Σ
(γ)









2 1X(ϕ) = 1X(ϕ(0))




2 f(ϕ) = f(ϕ(0))











= (g ◦ f)(ϕ(0))S∗Σ(γ)2 (g ◦ f)(ϕ̂) = Σ
(α)
2 (g ◦ f)(ϕ).
Ahora supongamos que α es ordinal ĺımite. Fijamos ϕ ∈ Σ(α)X. Existe
β < α tal que ϕ ∈ Σ(β)X. Se deduce que
Σ
(α)
2 1X(ϕ) = Σ
(β)
2 1X(ϕ) = ϕ,
Σ
(α)
2 (g ◦ f)(ϕ) = Σ
(β)









La demostración está completa.
Corolario 3.19. Sean (X, τX) y (Y, τY ) espacios topológicos, X, Y ∈ V (S) \
S, y f : X → Y un homeomorfismo. Entonces para cada α ∈ On
Σ
(α)







−1) ◦ Σ(α)2 f = 1Σ(α)X , Σ
(α)
2 f ◦ Σ
(α)
2 (f
−1) = 1Σ(α)Y .
Se deduce que Σ
(α)
2 (f
−1) es la aplicación inversa para Σ
(α)
2 f .
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Proposición 3.20. Sean (Xk, τk), 1 ≤ k ≤ m, espacios topológicos tales que
para todo k ≤ m Xk ∈ V (S) \ S. Para cada α ∈ On
∆(α) : Σ(α)(X1 × · · · ×Xm)→ Σ(α)X1 × · · · × Σ(α)Xm,
∆(α)(ϕ) = (Σ
(α)
2 pr1(ϕ), . . . ,Σ
(α)
2 prm(ϕ)),
es una inyección con la imagen
I (α) = {(ψ1, . . . , ψm) ∈ Σ(α)X1 × · · · × Σ(α)Xm : l(ψ1) = . . . = l(ψm)}.




2 prk(ϕ)) = l(ϕ);
se deduce que
∆(α) : Σ(α)(X1 × · · · ×Xm)→ I (α).
Inducción sobre α. Si α = 0, la afirmación es obvia.
Supongamos que α = γ + 1.
Vamos a mostrar que ∆(α) es inyectiva. Sean ϕ, χ ∈ Σ(α)(X1 × · · · ×Xm)
tales que ∀k ≤ m
Σ
(α)






2 pr1(ϕ)) = l(Σ
(α)
2 pr1(χ)) = l(χ).
Si l(ϕ) = l(χ) = 0, entonces ϕ, χ ∈ Σ(0)(X1 × · · · ×Xm); por eso ∆(0)(ϕ) =
∆(0)(χ) y ϕ = χ. Supongamos que l(ϕ) = l(χ) 6= 0. Tenemos
ϕ, χ ∈ Σ(α)(X1 × · · · ×Xm) \ Σ(0)(X1 × · · · ×Xm).
y por eso ∀k ≤ m
Σ
(α)
2 prk(ϕ) = prk(ϕ(0))
S∗Σ(γ)2 prk(ϕ̂) = prk(χ(0))
S∗Σ(γ)2 prk(χ̂) = Σ
(α)
2 prk(ϕ).







Usando el principio la transferencia, obtenemos
∗∆(γ)(ϕ̂) = (∗Σ
(γ)
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Por la hipotesis de inducción y el principio de transferencia ∗∆(γ) es inyectiva;
se deduce que ϕ̂ = χ̂ y por eso ϕ = χ.
Ahora consideremos (ψ1, . . . , ψm) ∈ I (α). Claro que si l(ψ1) = 0, entonces
(ψ1, . . . , ψm) = ∆
(α)(ϕ) para algún ϕ ∈ Σ(α)(X1 × · · · × Xm). Supongamos
que l(ψ1) 6= 0. Para cada k ≤ m tenemos
ψk = ψk(0)Sψ̂k, ψ̂k ∈ ∗Σ(γ)Xk, ψ̂k(0) ∈ µXk(ψk(0)).
Notemos que existe n ≥ 0 tal que
X1 ∪ · · · ∪Xm ⊆ Vn(S).
Por el principio de transferencia y la proposición 3.12 tenemos
∗I (γ) = {(χ1, . . . , χm) ∈ ∗Σ(γ)X1×· · ·×∗Σ(γ)Xm : ∗ln(χ1) = . . . = ∗ln(χm)}
= {(χ1, . . . , χm) ∈ ∗Σ(γ)X1 × · · · × ∗Σ(γ)Xm : l(χ1) = . . . = l(χm)}.
Por el lema 3.14 ∀k ≤ m
l(ψ1) = l(ψk) =
∞∗σ(l(ψ̂k))
y como la aplicación ∞∗σ es inyectiva, l(ψ̂k) = l(ψ̂1). Se deduce que
(ψ̂1, . . . , ψ̂m) ∈ ∗I (γ).
Por la hipotesis de inducción y el principio de transferencia existe
χ ∈ ∗Σ(γ)(X1 × · · · ×Xm)
tal que para todo k ≤ m
∗Σ
(γ)
2 prk(χ) = ψ̂k.
Aplicando la proposición 3.17 y el principio de transferencia, obtenemos que
para todo k ≤ m
ψ̂k(0) =
∗prk(χ(0)).
Tambien por el principio de transferencia
χ(0) = (∗pr1(χ(0)), . . . ,
∗prm(χ(0))) = (ψ̂1(0), . . . , ψ̂m(0)).
Por la proposición 2.14
µX1×...×Xm(ψ1(0), . . . , ψm(0)) = µX1(ψ1(0))× · · · × µXm(ψm(0)).
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Como para todo k ≤ m
ψ̂k(0) ∈ µXk(ψk(0)),
tenemos
χ(0) ∈ µX1×···×Xm(ψ1(0), . . . , ψm(0)).
Definimos
ϕ = (ψ1(0), . . . , ψm(0))Sχ ∈ Σ(α)(X1 × · · · ×Xm) \ Σ(0)(X1 × · · · ×Xm)
y notemos que para todo k ≤ m
Σ
(α)
2 prk(ϕ) = prk(ϕ(0))
S∗Σ(γ)2 prk(ϕ̂) = ψk(0)
Sψ̂k = ψk;
se deduce que
∆(α)(ϕ) = (ψ1, . . . , ψm).
Ahora supongamos que α es ordinal ĺımite. Sean
ϕ, χ ∈ Σ(α)(X1 × · · · ×Xm)
tales que ∆(α)(ϕ) = ∆(α)(χ). Existe β < α tal que
ϕ, χ ∈ Σ(β)(X1 × · · · ×Xm);
tenemos ∆(β)(ϕ) = ∆(β)(χ) y por eso ϕ = χ. Ahora consideremos
(ψ1, . . . , ψm) ∈ I (α);
existe β < α tal que
(ψ1, . . . , ψm) ∈ Σ(β)X1 × · · · × Σ(β)Xm
y como
(ψ1, . . . , ψm) ∈ I (β),
por la hipotesis de inducción existe
ϕ ∈ Σ(β)(X1 × · · · ×Xm) ⊆ Σ(α)(X1 × · · · ×Xm)
tal que
∆(α)(ϕ) = ∆(β)(ϕ) = (ψ1, . . . , ψm).
La demostración está completa.
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Definición 3.21. Sean (X, τX) y (Y, τY ) los espacios topológicos y f : X →
Y una aplicación continua. Se dice que f es tri-cociente [10] si existe una
aplicación ( )] : τX → τY tal que
(T1) para todo U ∈ τX U ] ⊆ f [U ];
(T2) X] = Y ;
(T3) para todo U, V ∈ τX tales que U ⊆ V tenemos U ] ⊆ V ];
(T4) para todo U ∈ τX , y ∈ U ], W ⊆ τX tales que f−1(y)∩U ⊆
⋃
W existe
F ⊆ W finito tal que y ∈ (
⋃
F )].
En las siguientes dos proposiciones usamos la esquema de demostración
dada en [4].
Proposición 3.22. Sean (X, τX) y (Y, τY ) los espacios topológicos tales que
X, Y ∈ V (S) \ S y f : X → Y una aplicación tri-cociente. Supongamos
que κ > |τX |. Entonces para todo α ∈ On, U ∈ τX , ϕ ∈ Σ(α)Y tales que
ϕ(0) ∈ U ] existe χ ∈ Σ(α)X tal que χ(0) ∈ U y Σ(α)2 f(χ) = ϕ.
Demostración. Inducción sobre α. Como U ] ⊆ f(U), la afirmación se cumple
para α = 0.
Supongamos que α = γ + 1. Si ϕ ∈ Σ(0)Y , la afirmación es obvia. Consi-
deremos ϕ ∈ Σ(α)Y \ Σ(0)Y . Definimos
W = {W ∈ τX : no existe ψ ∈ ∗Σ(γ)X tal que ψ(0) ∈ ∗W y ∗Σ(γ)2 f(ψ) = ϕ̂}.
Notemos que si W1,W2 ∈ W , entonces W1 ∪W2 ∈ W porque ∗(W1 ∪W2) =
∗W1 ∪ ∗W2.
Vamos a mostrar ahora que para todo W ∈ W tenemos ϕ(0) 6∈ W ].
Supongamos que nó; sea W ∈ W tal que ϕ(0) ∈ W ]. Como ϕ̂(0) ∈ µY (ϕ(0))
y W ] ∈ τY , tenemos
ϕ̂(0) ∈ ∗(W ]).
Por la hipotesis de inducción y el principio de transferencia existe ψ ∈ ∗Σ(γ)X
tal que ψ(0) ∈ ∗W y ∗Σ(γ)2 f(ψ) = ϕ̂, la contradicción.
Como f es tri-cociente,
f−1(ϕ(0)) ∩ U *
⋃
W .
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Sea x ∈ f−1(ϕ(0)) ∩ U tal que x 6∈
⋃
W . Sea Nx la familia de todas las
vecindades abiertas de x en (X, τX). Para cada V ∈ Nx tenemos V 6∈ W y
por eso
TV = {ξ ∈ ∗V : ∃ψ ∈ ∗Σ(γ)X tal que ψ(0) = ξ y ∗Σ(γ)2 f(ψ) = ϕ̂} 6= ∅.
Notemos que por el principio de transferencia TV ∈ ∗P(X) y la familia





Para cada V ∈ Nx tenemos η ∈ ∗V y por eso η ∈ µX(x). Como η ∈ TX ,
existe ψ ∈ ∗Σ(γ)X tal que ψ(0) = η y ∗Σ(γ)2 f(ψ) = ϕ̂. Definimos
χ = xSψ ∈ Σ(α)X \ Σ(0)X.
Tenemos χ(0) = x ∈ U y
Σ
(α)
2 f(χ) = f(x)
S∗Σ(γ)2 f(ψ) = ϕ(0)
Sϕ̂ = ϕ.
Si α es ordinal ĺımite, la demostración es obvia.
Proposición 3.23. Sean (X, τX) y (Y, τY ) espacios topológicos tales que
X, Y ∈ V (S) \ S y f : X → Y una aplicación continua. Supongamos que
κ > |τX ∪ τY |. Sea ρ ∈ On tal que
Σ(ρ+1)Y = Σ(ρ)Y.
Para cada U ∈ τX tenemos
U ] = {y ∈ Y : ∀ϕ ∈ Σ(ρ)Y, ϕ(0) = y, ∃χ ∈ Σ(ρ)X
tal que χ(0) ∈ U y Σ(ρ)2 f(χ) = ϕ} ∈ τY
y la aplicación ( )] : τX → τY es tal que se cumplen las propiedades (T1),
(T3) y (T4).
Demostración. Sea U ∈ τX ; vamos a mostrar que U ] ∈ τY . Por el principio
de transferencia
∗U ] = {η ∈ ∗Y : ∀ψ ∈ ∗Σ(ρ)Y, ψ(0) = η, ∃θ ∈ ∗Σ(ρ)X
tal que θ(0) ∈ ∗U y ∗Σ(ρ)2 f(θ) = ψ}.
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Fijamos y ∈ U ] y η ∈ µY (y); mostraremos que η ∈ ∗U ]. Consideremos
ψ ∈ ∗Σ(ρ)Y tal que ψ(0) = η. Tenemos que
ySψ ∈ Σ(ρ+1)Y = Σ(ρ)Y ;
como y ∈ U ], existe χ ∈ Σ(ρ)X tal que χ(0) ∈ U y Σ(ρ)2 f(χ) = ySψ. Como
Σ
(ρ+1)
2 f ⊇ Σ
(ρ)
2 f y l(χ) = l(y
Sψ) 6= 0, tenemos que
ySψ = Σ(ρ)2 f(χ) = Σ
(ρ+1)
2 f(χ) = f(χ(0))
S∗Σ(ρ)2 (χ̂)
y por el lema 3.14
∗Σ
(ρ)
2 f(χ̂) = ψ
y como χ(0) ∈ U ∈ τX , tenemos
χ̂(0) ∈ µX(χ(0)) ⊆ ∗U.
Se deduce que η ∈ ∗U ]. Como κ > |τY |, por la proposición 2.11 U ] es abierto.
Claro que ( )] : τX → τY es tal que se cumplen las propiedades (T1) y
(T3). Vamos a verificar (T4). Sean U ∈ τX , y ∈ U ] y W ⊆ τX tales que para





F : F ⊆ W es finito} 6= ∅.
Para cada O ∈ O definimos
ΞO = {ϕ ∈ Σ(ρ)Y : ϕ(0) = y y ∀χ ∈ Σ(ρ)X tal que χ(0) ∈ O
tenemos Σ
(ρ)
2 f(χ) 6= ϕ} 6= ∅.
Por el principio de transferencia para cada O ∈ O
∗ΞO = {ψ ∈ ∗Σ(ρ)Y : ψ(0) = ∗y y ∀θ ∈ ∗Σ(ρ)X tal que θ(0) ∈ ∗O
tenemos ∗Σ
(ρ)
2 f(θ) 6= ψ} 6= ∅.
Sean k ≥ 1, O1, . . . , Ok ∈ O; tenemos
∗ΞO1 ∩ . . . ∩ ∗ΞOk ⊇ ∗ΞO1∪...∪Ok 6= ∅.
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Como ψ ∈ ∗Σ(ρ)Y y ψ(0) = ∗y ∈ µY (y) (véase la definición 2.10), tenemos
ySψ ∈ Σ(ρ+1)Y = Σ(ρ)Y.
Como y ∈ U ], existe χ ∈ Σ(ρ)X tal que χ(0) ∈ U y Σ(ρ)2 f(χ) = ySψ. Por la
proposición 3.17 f(χ(0)) = y, l(χ) = l(ySψ) 6= 0 y
ySψ = Σ(ρ)2 f(χ) = Σ
(ρ+1)
2 f(χ) = f(χ(0))
S∗Σ(ρ)2 f(χ̂);
por eso ψ = ∗Σ
(ρ)
2 f(χ̂). Para cada O ∈ O tenemos ψ ∈ ∗ΞO y por eso
χ̂(0) 6∈ ∗O; como χ̂(0) ∈ µX(χ(0)) y O ∈ τX , tenemos χ(0) 6∈ O. Se deduce
que





La demostración está completa.
Teorema 3.24. Sean (X, τX) y (Y, τY ) espacios topológicos, X, Y ∈ V (S)\S,
y f : X → Y una aplicación continua. Supongamos que κ > |τX ∪ τY |.
Entonces f es tri-cociente si y sólo si para cada α ∈ On la aplicación
Σ
(α)
2 f : Σ
(α)X → Σ(α)Y
es sobreyectiva.
Demostración. (⇒): Aplicamos la proposición 3.22 con U = X.
(⇐): Por la proposición 3.16 y la nota 3.3 existe ρ ∈ On tal que
Σ(ρ+1)Y = Σ(ρ)Y.
Por la proposición 3.23 la aplicación ( )] : τX → τY es tal que se cumplen
las propiedades (T1)− (T4).
Teorema 3.25 (V. V. Uspenskij, [12]). Sean (Xi, τXi) y (Yi, τYi) (i ∈ I) es-









F ((xi)i∈I) = (fi(xi))i∈I ,
es tri-cociente.
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Demostración. Supongamos que I 6= ∅. Usamos el teorema 1.14. Tomando




(Xi ∪ Yi) ⊆ Vn(S),
donde (V (S), V (∗S), ∗) es universo no-estándar tal que ∗S = S y ∗n = n para
cada n ∈ N. Se deduce que














Como cada fi es continua, F es continua. Vamos a mostrar que para todo
α ∈ On la aplicación
Σ
(α)
2 F : Σ
(α)X → Σ(α)Y
es sobreyectiva.
Inducción por α. Si α = 0, la afirmación es obvia.
Supongamos que α = γ + 1. Sea
ϕ ∈ Σ(α)Y \ Σ(0)Y .
Como cada fi es tri-cociente, por el teorema 3.24 para cada i ∈ I existe




2 fi(χi) = Σ
(α)
2 prYi(ϕ) ∈ Σ
(α)Yi.
Para cada i ∈ I definimos
Ti = {ψ ∈ ∗Σ(γ)X : ∗Σ(γ)2 F (ψ) = ϕ̂ y ∗Σ
(γ)
2 prXi(ψ) = χ̂i}.
Por el principio de transferencia para cada i ∈ I tenemos
Ti ∈ ∗P(Σ(γ)X ).
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Vamos a mostrar que la familia (Ti)i∈I es centrada. Sean j1, . . . , jm los
elementos distintos de I, m ≥ 1. Definimos







F̂ : X̂ → Ŷ , F̂ ((xi)i∈I\J) = (fi(xi))i∈I\J .
Consideremos un homeomorfismo
hX : X → Xj1 × · · · ×Xjm × X̂ .
(Notemos que si I = J , entonces X̂ = {∅}.) Sean
πXjk : Xj1 × · · · ×Xjm × X̂ → Xjk (k = 1, . . . ,m),
prX̂ : X → X̂ , πX̂ : Xj1 × · · · ×Xjm × X̂ → X̂
las proyecciones canónicas; tenemos
πXjk ◦ hX = prXjk (k = 1, . . . ,m), πX̂ ◦ hX = prX̂ .
Análogamente se definen las aplicaciónes hY , prŶ , πYjk , πŶ . Por la hipotesis





es sobreyectiva y por eso existe ξ ∈ ∗Σ(γ)X tal que
∗Σ
(γ)




2 prX̂ (ξ) ∈
∗Σ(γ)X̂ .
Notemos que para cada i ∈ I
∞∗σ(l(χ̂i)) = l(χi) = l(ϕ) =
∞∗σ(l(ϕ̂)) = ∞∗σ(l(ξ)) = ∞∗σ(l(ζ))
y por eso
l(χ̂i) = l(ζ).
Usando las Proposiciones 3.12, 3.20 y el principio de transferencia, obtenemos
que existe
θ ∈ ∗Σ(γ)(Xj1 × · · · ×Xjm × X̂ )




2 πXjk (θ) = χ̂jk (k = 1, . . . ,m),
∗Σ
(γ)
2 πX̂ (θ) = ζ.





2 hX (ψ) = θ.




(ψ) = χ̂jk (k = 1, . . . ,m),
∗Σ
(γ)
2 prX̂ (ψ) = ζ.




















































Usando el corolario 3.19 y la proposición 3.20, obtenemos
∗Σ
(γ)












p = (χi(0))i∈I ∈X .
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Notemos que
F (p) = (fi(χi(0)))i∈I = (prYi(ϕ(0)))i∈I = ϕ(0).
Por la proposición 3.17 y el principio de transferencia para cada i ∈ I tenemos
∗prXi(η(0)) = χ̂i(0) ∈ µXi(χi(0)) = µXi(prXi(p)).
Por la proposición 2.15 tenemos
η(0) ∈ µX (p).
Se deduce que





Sη) = F (p)S∗Σ(γ)2 F (η) = ϕ(0)
Sϕ̂ = ϕ.
Si α es ordinal ĺımite, la demostración es obvia.
Por el teorema 3.24 F : X → Y es tri-cociente.
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