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Abstract
This work is a continuation of [7]. We consider a continuous-time birth-and-death
process in which the transition rates have an asymptotical power-law dependence upon
the position of the process. We establish rough exponential asymptotic for the prob-
ability that a sample path of a normalized process lies in a neighborhood of a given
nonnegative continuous function. We propose a variety of normalization schemes for
which the large deviation functional preserves its natural integral form.
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1 Introduction
The study of birth-and-death processes provides an interesting topic, both theoretically and
in a number of applications. As examples, we quote the information theory (encoding and
storage of information, see [1]), biology and chemistry (models of growth and extinction
in systems with multiple components, see [2], [3]), and economics (models of competitive
production and pricing, [4], [5]).
We consider a continuous-time Markov process ξ(t), t ≥ 0, with state space Z+ :=
{0} ∪N, and with ξ(0) = 0. The evolution of the process ξ( · ) is governed by the transition
rates λ(x) > 0 for the jump x → x + 1, x ∈ Z+, and µ(x) > 0 for the jump x → x − 1,
x ∈ N. For x = 0 we set µ(x) = 0. We will work with events that exclude an explosion of
the process in a given time-slot 0 ≤ t ≤ T .
A key assumption is that
lim
x→∞
λ(x)
Y (x)
= lim
x→∞
µ(x)
Z(x)
= 1, (1)
here
Y (x) := y(x)xl, Z(x) := z(x)xm, (2)
where l, m ≥ 0, l 6= m (and hence max(l, m) > 0), and y(x), z(x) are the slowly varying
functions at infinity. (A function a(x) is called slowly varying at infinity, if for all β > 0
lim
x→∞
a(βx)
a(x)
= 1; see, for example [9] for more details.)
We study properties of a normalized (scaled) process ξϕ,T where
ξϕ,T (t) =
ξ(tT )
ϕ(T )
, 0 ≤ t ≤ 1. (3)
Here T > 0 is parameter and ϕ a positive function. The conditions upon ϕ is stated as
follows:
lim
T→∞
ϕ(T ) =∞ and lim
T→∞
ϕ(T ) ln
(
ϕ(T )
)
TV (ϕ(T ))
= 0
where V (ϕ(T )) := max
(
Y (ϕ(T )), Z(ϕ(T ))
)
.
(4)
Under conditions (1), (2), (4) we study the local large deviation principle, i.e., the logarithmic
asymptotics for the probability P(ξϕ,T ∈ Uε(f)) that the path of the scaled process lies in
an ε-neighborhood Uε(f) of a given continuous function t ∈ [0, 1] 7→ f(t) with f(0) = 0 and
f(t) > 0 for t > 0. More precisely, we establish the existence of the limit
lim
ε→0
lim sup
T→∞
1
ψ(T )
lnP(ξϕ,T ( · ) ∈ Uε(f))
= lim
ε→0
lim inf
T→∞
1
ψ(T )
lnP(ξϕ,T ( · ) ∈ Uε(f)) = −I(f), where ψ(T ) = TV (T ).
(5)
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The point is that under the above formalism (4), (5) the large deviation functional I(f) does
not depend on the choice of ϕ and has a natural integral form:
I(f) =
∫ 1
0
f l∨m(t)dt, (6)
here and below v ∨ w stands for the maximum of positive numbers v, w. Next, for any
f, g ∈ D[0, 1]
ρ(f, g) = sup
t∈[0,1]
|f(t)− g(t)|, (7)
and D[0, 1] denotes the space of right-continuous functions with left-limit at each t ∈ [0, 1].
In an earlier paper by the authors [7], a similar result was proved for constant functions
y(x), z(x) and ϕ(T ) = T . The present work is an attempt to answer the question to what
extent the result of [7] can be generalized without changing the form of the functional I(f).
The second motivation comes from a comparison with the case of constant values λ(x) = λ
and µ(x) = µ (the latter for x ≥ 1). In our scheme, this happens when l = m = 0.
Here, depending on the choice of the space-scaling factor ϕ(T ), one distinguishes between
moderate (when ϕ(T )/
√
T → ∞ and ϕ(T )/T → 0), large (when ϕ(T )/T → C ∈ (0,∞))
and super-large (when ϕ(T )/T → ∞) deviations, with different forms of I(f). It turns out
that under the conditions introduced in the current paper, the large deviation functional
preserves its form regardless of the choice of function ϕ.
The idea and the method of proof goes back to [4, 7, 8]; this provides certain limitations
for the parameters of the scheme. We would like to note that the case l = m is not covered
by our condition (2) and hence is not considered in this paper, although it was included in
[7] in a more specific situation. (In some sense, l = m it is the most difficult case within
the above formalism.)
The paper is organized as follows: in Section 2 we introduce our main result (Theo-
rem 2.1) and key lemmas: Lemma 2.2 – 2.4. In Section 3 we prove Theorem 2.1 and the
lemmas. In Section 4 we prove the auxiliary results.
2 Basic definitions and the main result
We set
F = {f ∈ C[0, 1] : f(0) = 0 and f(t) > 0, 0 < t ≤ 1}. (8)
Theorem 2.1 Under conditions (1), (2), (4) the family of random processes {ξϕ,T (t), 0 ≤
t ≤ 1} defined by (3) satisfies the LLDP on the set F , with the normalized function ψ(T ) as
3
in (5) and the rate function as in (6):
ψ(T ) = TV (ϕ(T )), I(f) =
∫ 1
0
f l∨m(t)dt.
Note that if l ∨m > 1 and lim
T→∞
ϕ(T ) =∞ the condition (4) obviously holds.
As in [4, 7], we consider an auxiliary Markov process {ζ(t), t ∈ [0, T ]}, on Z, homoge-
neous in time and space Z, with rate 1 and equiprobable (1/2) jumps ±1. Denote by XT
the set of piecewise-constant right-continuous functions on the interval [0, T ] starting at zero
with jumps ±1.
The first auxiliary statement is Lemma 2.2 below; we give it without proof as it is
straightforward.
Lemma 2.2 (Cf. [4, 7].) The distribution of the random process ξ( · ) on XT is absolutely
continuous with respect to that of a process ζ( · ). The corresponding density p = pT on XT
(the Radon-Nikodym derivative) has the form:
p(u) =


2NT (u)
(NT (u)∏
i=1
e−(h(u(ti−1))−1)τiν(u(ti−1), u(ti))
)
×e−(h(u(tNT (u))−1))(T−tNT (u)), if NT (u) ≥ 1,
e−(h(0)−1)T , if NT (u) = 0.
(9)
where h(·) := λ(·)+µ(·). Here the function u(·) has NT (u) jumps at the moments t1, t2, ..., tNT (u)
such that 0 = t0 < t1 < ... < tNT (u) < T < tNT (u)+1, τi = ti − ti−1. Further, ν(u(ti−1), u(ti))
is given by
ν(u(ti−1), u(ti)) =
{
λ(u(ti−1)), if u(ti)− u(ti−1) = 1;
µ(u(ti−1)), if u(ti)− u(ti−1) = −1.
(10)
Let NT (ζ) be the number of jumps of ζ(t) on the interval [0, T ]. The claim of Lemma 2.2
is equivalent to the fact that for any measurable set G ⊆ XT
P(ξ(·) ∈ G) = eTE(e−AT (ζ)eBT (ζ)+NT (ζ) ln 2; ζ(·) ∈ G). (11)
Here
AT (ζ) :=
∫ T
0
h(ζ(t))dt
=


NT (ζ)∑
i=1
h(ζ(ti−1))τi + h(ζ(tNT (ζ)))(T − tNT (ζ)), if NT (ζ) ≥ 1;
h(0)T, if NT (ζ) = 0.
(12)
BT (ζ) :=


NT (ζ)∑
i=1
ln(ν(ζ(ti−1), ζ(ti))), if NT (ζ) ≥ 1;
0, if NT (ζ) = 0.
(13)
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Below we use (11) in the study of asymptotic behavior of lnP(ξϕ,T (·) ∈ Uε(f)).
The proof of Theorem 2.1 shows that in the case l 6= m the main contribution to this
asymptotic comes from AT (ζ).
Consider the sequence of scaled processes
ζϕ,T (t) =
ζ(tT )
ϕ(T )
, t ∈ [0, 1]. (14)
Further on, we write, for brevity, NT , AT , BT instead of NT (ζ), AT (ζ), BT (ζ).
Lemma 2.3 Let the conditions of Theorem 2.1 be fulfilled. Then
lim
ε→0
lim sup
T→∞
1
TV (ϕ(T ))
lnE
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)
) ≤ 0,
where f ∈ F .
Lemma 2.4 Under the conditions of Theorem 2.1, then
lim
ε→0
lim inf
T→∞
1
TV (ϕ(T ))
lnE
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)
) ≥ 0,
where f ∈ F .
3 Proof of Theorem 2.1 and Lemmas 2.3, 2.4
Proof of Theorem 2.1. First, let us estimate the term AT
AT =
∫ T
0
h(ζ(t))dt = T
∫ 1
0
h(ϕ(T )ζϕ,T (s))ds.
We consider a set of trajectories ζ(·) where ζϕ,T ∈ Uε(f).
For fixed ε let δ := δ(ε) = max
0≤t≤1
{t : f(t) < 2ε}. We note that lim
ε→0
δ = 0 for all functions
from the set F . By (1), (2) for any γ0 > 0, s ∈ [δ, 1] and sufficiently large T > 0
1− γ0 ≤ h(ϕ(T )ζϕ,T (s))
V (ϕ(T ))(ζϕ,T (s))l∨m
≤ 1 + γ0. (15)
By (15) for all sufficiently large T
T
∫ 1
δ
(1− γ0)V (ϕ(T ))(f(s)− ε)l∨mds ≤ AT
≤ T
∫ δ
0
h(ϕ(T )ζϕ,T (s))ds+ T
∫ 1
δ
(1 + γ0)V (ϕ(T ))(f(s) + ε)
l∨mds.
(16)
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Thus, we get that
TV (ϕ(T ))
∫ 1
δ
(1− γ0)(f(s)− ε)l∨mds ≤ AT
≤ Tδ(1 + γ0)V (3εϕ(T )) + TV (ϕ(T ))
∫ 1
δ
(1 + γ0)(f(s) + ε)
l∨mds.
(17)
Using (11) and the inequalities (17), we shift to logarithms obtaining that
−
∫ 1
δ
(1− γ0)(f(s)− ε)l∨mds+ lim sup
T→∞
1
TV (ϕ(T ))
lnE
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)
)
≥ lim sup
T→∞
1
TV (ϕ(T ))
lnP(ξϕ,T ∈ Uε(f)) ≥ lim inf
T→∞
1
TV (ϕ(T ))
lnP(ξϕ,T ∈ Uε(f))
≥ −
∫ 1
δ
(1 + γ0)(f(s) + ε)
l∨mds+ lim inf
T→∞
1
TV (ϕ(T ))
lnE
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)
)
− δ(1 + γ0)V (3εϕ(T ))
V (ϕ(T ))
.
(18)
Since (18) is fulfilled for any γ0 > 0 as ε→ 0, γ0 → 0 we receive
−
∫ 1
0
f l∨m(s)ds+ lim
ε→0
lim sup
T→∞
1
TV (ϕ(T ))
lnE
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)
)
≥ lim
ε→0
lim sup
T→∞
1
TV (ϕ(T ))
lnP(ξϕ,T (·) ∈ Uε(f))
≥ lim
ε→0
lim inf
T→∞
1
TV (ϕ(T ))
lnP(ξϕ,T (·) ∈ Uε(f))
≥ −
∫ 1
0
f l∨m(s)ds+ lim
ε→0
lim inf
T→∞
1
TV (ϕ(T ))
lnE
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)
)
.
(19)
Applying Lemmas 2.3 and Lemma 2.4 to inequalities (19) finishes the proof of the
theorem. ✷
Remark 3.1 For the Yule pure birth process (l > 0, µ(x) ≡ 0; see for example [6]) the rate
function has the form
I(f) =
∫ 1
0
f l(t)dt, f ∈ FM .
Here FM is the set of continuous monotone increasing functions on [0, 1] starting from 0.
Proof of Lemma 2.3. In this lemma the goal is to establish the claimed upper bound
for the expected value E
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)
)
. Obviously,
E
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)
)
:= E1 + E2, with
E1 := E
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f);NT ≤ Θ(T )
)
,
E2 := E
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f);NT > Θ(T )
)
,
(20)
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where Θ(T ) :=
√
TV (ϕ(T ))ϕ(T )
ln(ϕ(T ))
. Denote M = max
t∈[0,1]
f(t) ∨ 1. If ζϕ,T ∈ Uε(f) and NT ≤ Θ(T )
then for any γ1 > 0 and for all sufficiently large T
BT =
NT∑
i=1
ln
(
ν(ζ(ti−1), ζ(ti))
)
≤ Θ(T )
(
ln
(
Y (ϕ(T ))(M + ε)l(1 + γ1)
)
+ ln
(
Z(ϕ(T ))(M + ε)m(1 + γ1)
))
.
Denote k1 := (M + ε)
l+m(1 + γ1)
2. As V (ϕ(T )) ≤ y(ϕ(T )) ∨ z(ϕ(T ))ϕl∨m(T ) and for
sufficiently large T y(ϕ(T )) ∨ z(ϕ(T )) ≤ ϕl∨m(T ) we obtain the inequality
E1 ≤ exp
{
Θ(T ) ln
(
k1Y (ϕ(T ))Z(ϕ(T ))
)}
2Θ(T )
≤ exp
{
Θ(T ) ln
(
2k1Y (ϕ(T ))Z(ϕ(T ))
)} ≤ exp{Θ(T ) ln(2k1V 2(ϕ(T )))}
≤ exp
{
Θ(T ) ln
(
2k1ϕ
2(l∨m)(T )
)}
.
(21)
Next, denote by k+ and k− the number of positive and negative jumps of the process
ζϕ,T (·) and let L = k+ − k−. For ζϕ,T (·) ∈ Uε(f) the following inequality holds
f(1)− ε ≤ ζϕ,T (1) ≤ f(1) + ε. (22)
Since the jumps of the process ζϕ,T (·) are ±1/ϕ(T ), by inequality (22) we have
(f(1)− ε)ϕ(T ) ≤ L ≤ (f(1) + ε)ϕ(T ), (23)
and
k+ + k− = NT , k+ =
NT + L
2
, k− =
NT − L
2
. (24)
As ζϕ,T ∈ Uε(f), we obtain from (24) that for any γ1 > 0 and for T large enough,
BT =
NT∑
i=1
ln
(
ν(ζ(ti−1), ζ(ti))
) ≤ NT + L
2
ln
(
Y (ϕ(T ))(M + ε)l(1 + γ1)
)
+
NT − L
2
ln
(
Z(ϕ(T ))(M + ε)m(1 + γ1)
)
.
(25)
Since NT > Θ(T ), we get, by using (23) and the condition (4), that
lim
T→∞
NT
L
=∞. (26)
Thus, by (25) and (26), for any γ1 > 0 and all sufficiently T we obtain
BT ≤ NT
2
ln
(
k1Y (ϕ(T ))Z(ϕ(T ))
)
+
L
2
ln
(
Y (ϕ(T ))
Z(ϕ(T ))
(M + ε)l−m
)
≤ NT
2
(1 + γ1) ln
(
k1Y (ϕ(T ))Z(ϕ(T ))
)
.
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Hence,
E2 ≤ E
(
eBT+NT ln 2;NT ≥ Θ(T ) + 1
)
≤ E exp
{NT
2
(1 + γ1) ln
(
4k1Y (ϕ(T ))Z(ϕ(T ))
)}
.
(27)
Since NT has the Poisson distribution with parameter T ,
EeθNT = eT (e
θ−1).
Therefore, from (27) it follows that
E2 ≤ exp
{
k2T
(
Y (ϕ(T ))Z(ϕ(T ))
)(1+γ1)/2}, (28)
where k2 := (4k1)
(1+γ1)/2.
Now let us choose γ1 <
|l −m|
l +m
. Using inequalities (21), (28), condition (4) and an
obvious inequality ln(c+ d) ≤ ln(2(c ∨ d)), we obtain
lim
ε→0
lim sup
T→∞
1
TV (ϕ(T ))
lnE
(
eBT (ζ)+NT ln 2; ζϕ,T ∈ Uε(f)
)
≤ lim
ε→0
lim sup
T→∞
[
2Θ(T ) ln
(
k1V
2(ϕ(T ))
)] ∨ [k2T (Y (ϕ(T ))Z(ϕ(T )))(1+γ1)/2]
TV (ϕ(T ))
≤ lim
ε→0
lim sup
T→∞
(
2
√
ϕ(T ) ln
(
k1ϕ
2(l∨m)(T )
)
√
TV (ϕ(T )) ln(ϕ(T ))
∨ k2
(
y(ϕ(T ))z(ϕ(T ))ϕl+m(T )
)(1+γ1)/2
V (ϕ(T ))
)
= 0. ✷
Proof of Lemma 2.4. The aim is to lower-bound the term E
(
eBT+NT ln 2; ζϕ,T ∈
Uε(f)
)
. Set k3 := inf
x∈Z+
λ(x) > 0, and k4 := inf
x∈N
µ(x) > 0. We note that k3 > 0 and k4 > 0.
Observe that if ζϕ,T ∈ Uε(f) then BT ≥ NT ln(k3 ∧ k4), where v ∧ w is a minimum of
positive numbers v, w. Thus
E
(
eBT+NT ln 2; ζϕ,T ∈ Uε(f)
) ≥ E(eNT ln(k3∧k4); ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )), (29)
where the constant C > 0 depends on the function f (see Lemma 4.1) from the appendix.
eCϕ(T ) ln(k3∧k4)P(ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )).
Thus, from (29) it follows that
lim inf
T→∞
1
TV (ϕ(T ))
lnE
(
eNT ln(k3∧k4); ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )
)
≥ lim inf
T→∞
1
TV (ϕ(T ))
lnP
(
ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )
)
.
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By Lemma 4.1 from the appendix,
lim inf
T→∞
1
TV (ϕ(T ))
lnP
(
ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )
)
= 0.
This completes the proof of Lemma 2.4. ✷
4 Appendix
Lemma 4.1 Let the condition (1) be fulfilled. Then for any function f ∈ F there exists a
constant C (C = C(ε)) such that for any ε > 0
lim inf
T→∞
1
TV (ϕ(T ))
lnP
(
ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )
)
= 0.
Proof. The process ζ(t) can be represented as
ζ(t) = ζ (1)(t)− ζ (2)(t),
where ζ (1)(t) and ζ (2)(t) are independent Poisson processes with parameter Eζ (1)(t) =
Eζ (2)(t) = t/2.
Since f is continuous there exists a continuous function of finite variation g such that
ρ(f, g) < ε/2, g(0) = 0. Moreover, there exist continuous monotone non-decreasing functions
g+ and g− such that
g(t) = g+(t)− g−(t), g+(0) = g−(0) = 0.
Because of independence of processes ζ (1) and ζ (2) we can write
P
(
ζϕ,T (·) ∈ Uε(f);NT ≤ Cϕ(T )
)
≥ P(ζ (1)ϕ,T (·) ∈ Uε/4(g+);N (1)T ≤ C1ϕ(T ))
×P(ζ (2)ϕ,T (·) ∈ Uε/4(g−);N (2)T ≤ C2ϕ(T )) =: P1P2.
(30)
Here, in analogy to (14),
ζ
(1)
ϕ,T (t) =
ζ (1)(tT )
ϕ(T )
, ζ
(2)
ϕ,T (t) =
ζ (2)(tT )
ϕ(T )
.
Furthermore, N
(i)
T stands for the number of jumps in ζ
(i) on [0, T ], i = 1, 2. Finally,
C1 = g+(1), C2 = g−(1), C = C1 + C2.
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To lower-bound the probability P1, consider a partition of the unit interval by points
0 = t0 < t1 < ... < tK = 1 such that
max
i=1,...,K
(g+(ti)− g+(ti−1)) < ε
8
.
Since ζ (1) is a process with independent increments, we get that for a sufficiently large T
P1 ≥
K∏
i=1
P
(
ζ (1)(T ti)− ζ (1)(T ti−1) = ⌊(g+(ti)− g+(ti−1))ϕ(T )⌋
)
=
K∏
i=1
e−T (ti−ti−1)/2(T (ti − ti−1)/2)⌊(g+(ti)−g+(ti−1))ϕ(T )⌋
⌊(g+(ti)− g+(ti−1))ϕ(T )⌋!
≥
K∏
i=1
exp
{
−T (ti − ti−1)
2
− (g+(ti)− g+(ti−1))ϕ(T ) ln
(
(g+(ti)− g+(ti−1))ϕ(T )
)}
≥
K∏
i=1
exp
{
−T (ti − ti−1)
2
− (g+(ti)− g+(ti−1))ϕ(T ) ln
(
g+(1)ϕ(T )
)}
≥ exp {−T − g+(1)ϕ(T ) ln(g+(1)ϕ(T ))} ,
where ⌊b⌋ is the integer part of the number b.
In the same way we obtain a lower bound for P2:
P2 ≥ exp
{−T − g−(1)ϕ(T ) ln(g−(1)ϕ(T ))} .
Then from (4) it follows that
lim inf
T→∞
lnP
(
ζϕ,T ∈ Uε(f);NT ≤ Cϕ(T )
) ≥ lim inf
T→∞
ln(P1P2)
≥ lim inf
T→∞
−2T − (g−(1) + g+(1))ϕ(T ) ln
(
(g−(1) + g+(1))ϕ(T )
)
TV (ϕ(T ))
= 0.
This completes the proof of Lemma 4.1.✷
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