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INTRODUCTION 
The problem of obtaining sufficient conditions to ensure that all solu- 
tions of certain classes of second order nonlinear differential equations are 
oscillatory has been studied by a number of authors. A large portion of 
these results have been for equations of the form 
(4tb’)’ + 4(f) ./lx) = 0 0%) 
with q(t) 2 0. Although much less is known regarding the oscillatory 
behavior of solutions of (E,) when q(r) is oscillatory, a number of authors 
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have considered this problem. As recent work in this direction we refer the 
reader to the papers of Chen [l], Chen and Yeh [2], Grace and Lalli [4], 
Graef and Spikes [S, 63, Grammatikopoulos [7], Kamenev [lo], 
Kulenovic and Grammatikopoulos [ 111, Kura [ 123, Kusano, ef al. 1131, 
Kwong and Wong [14, 151, Mahfoud and Rankin [16], Philos [17, IS], 
Staikos and Sficas [19], Yan [21], and Yeh [22-24). This is by no means 
a complete list. In particular we have not included papers which study only 
the bounded solutions of (E,) since our interest is in results that apply to 
all solutions. Results on the asymptotic properties of the solutions of (E,) 
have recently been extended to equations of the form 
(a(t) t@)x’) + 4(t) f(x) = 0 (Ed 
with $(x) > 0 for x #O. Such results can be found in the papers of 
Domshlak [3], Jannelli [S], and Johnson and Yan [9], as well as in [4], 
[6], [ll], [16], [19], and [24] listed above. 
Here we obtain such results for the equation 
MC x)x’]’ + 4(t) ./Ix) = df), (E) 
where q(t) is allowed to oscillate. We give sufficient conditions for any solu- 
tion x(t) of (E) either to satisfy lim inf Ix(t)1 = 0 or to be oscillatory. Also, 
we obtain two results which give sufficient conditions for all solutions of 
(E) to be oscillatory when r(t) = 0. Oscilation of q(t), together with the fact 
that (E) reduces to (E,) when g(t, x) =a(t) +(x), makes the results here 
different from those previously obtained. Examples and specific com- 
parisons between the theorems obtained here and previously known results 
are given in the body of the paper. 
ASYMPTOTIC PROPERTIES OF SOLUTIONS 
We consider the equation 
ML xb’l + dt).m) = 4th (1) 
where q, r: [to, co) +R, f:R+R, g: [to, co)xR+R are coninuous and 
g(t, x) > 0 for x # 0. Here we consider only the continuable solutions of (1). 
Such a solution x(t) is said to be oscillatory if it has arbitrarily large zeros 
and is said to be nonoscillatory otherwise. The following conditions will be 
used. Assume that 
xf (xl ’ 0 for x # 0, (2) 
s O” /r(s)1 ds< co, (3) 
r0 
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and there exists a positive continuous function a: [to, co) + R such that for 
any constant M > 0 there is a constant K, > 0 such that 
max{g(t, x): 1x1 SM} sK,a(t) for all tztO. (4) 
For notational purposes we define IV(t) = g(t, x(t)) x’(t)/f(x(t)) for any 
nonoscillatory solution x(t) of ( 1). 
Lemma 2 below is an extension of a recent result of Kwong and Wong 
[14, Lemma 21. In order to prove Lemma 2 we need the following result 
which can be found in [20, p. 141. 
LEMMA 1. Let k( t, s, z) be a real-valued function oft and s in [T, C) and 
z in [T,,C,] such that, for fixed t=t, and s=sO, k(to,so,z) is a non- 
decreasing function of z. Let G(t) be a given function on [T, C); let u and 
u be functions on [T, C) such that u(s) and v(s) are in [ T1, C,] for all s in 
[T, C); let k(t, s, v(s)) and k(t, s, u(s)) be locally integrable in s for fixed t; 
and for all t in [T, C) let 
v(t)=G(t)+{:k(t,s, v(s))ds 
and 
u(t)zG(t)+lik(t , s, u(s)) ds. T 
Then v(t) S u(t) for all t in [T, C). 
LEMMA 2. Suppose that (2) holds and that 
f’(x)20 for x#O. (5) 
Let x(t) be a positive (negative) solution of (1) on [T, , C) for some positive 
T1 satisfying f0 5 T1 c C 5 00. Zf there exist T in [T,, C) and a positive 
constant A, such that 
- VT,) + 1’ [q(s) - r(sMO(s))l ds 7-1 
+ 5 l [f ‘(x(s)) W’(s)/g(s> x(s))1 ds 2 Al (6) 
for all t in CT, C), then g(t,x(t))x’(t)s -A,f(x(T)) (g(t,x(t))x’(t)z 
-A,f(x(T))) for all tE [T, C). 
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Proof Let x(t) be a solution of (1) satisfying the hypotheses of the 
lemma. Since 
V(t) +f’(x(f)) ~2wd~~ x(t)) = r(t)/Y(x(t)) - q(t)2 
on integrating for T, 5 r 5 C and applying (6) we have 
- w(t) 2 A, + j; Cf’(x(s)) W2(d/ds, x(s))1 ds (7) 
for Ts t < C. Now the integral in (7) is nonnegative, so from (2) and the 
definition of W(t) we see that x(t) x’(t) < 0 on [T, C). 
If x(t) > 0, let u(t) = - g(t, x(t)) x’(t); then (7) becomes 
u(t)? A,f(x(t)) + [’ CS~~~~~~f’~~~~~~C-~‘~~~14M2(~(4)l ds. 
T 
Define k(t, s, z) =f(x(t))f’(x(s))[ -x’(s)]zlf2(x(s)) for I and s in [T, C) 
and z in [0, co), and observe that in its domain of definition k(t, s, z) is 
nondecreasing in z for fixed t and s. Therefore, Lemma 1 applies, with 
G(t) = A lf(x(t)), and we have u(t) 2 u(t), where u(t) satisfies 
o(t) = A~f(x(t)) + It W-(t)) f’(x(s))t- -x’(s)1 ~(W’W))ld~, 
T 
provided v(s) is in [0, co) for each s in [T, C). Multiplying by l/‘(x(t)) 
and differentiating, we obtain u’(t)/f(x(t)) = 0 so that u(t) = u(T) = 
A,f(x( T)) > 0 for all t in [T, C). Thus, by Lemma 1, 
g(c x(t)) x’(t) 5 -AJ(x(T)) 
for Tst<C. 
The proof for the case when x(t) is negative follows from a similar 
argument by taking u(t) = q( t, x(t)) x’(t) and G(t) = - A 1 j-(x( t)). 
LEMMA 3. Suppose that (2~(5) hold, 
I 
cc 
q(s) ds converges, 
(0 
If( + 00 as (x1-b co, 
(8) 
(9) 
and 
s m [l/a(s)] ds = co. 10 (10) 
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1f x( t) is a solution of (1) such that lim inf, j ~ 1x( t)l > 0, then 
5 = Cf’bG)) W2(Ms, x(~))l ds < ~0, 
W(t) -+o as t+oO, 
(11) 
(12) 
and 
W(t) = j- [f’(x(s)) W2(4/g(s, -+))I ds t 
+ jm [q(s) - r(sMx(s))l ds I (13) 
for all sufficiently large t. 
Proof. Let x(t) be a nonoscillatory solution of (1) such that 
lim inf, _ o. lx(t)1 > 0. Then there exist A2 > 0, m > 0, and t1 > to such that 
Ix(t)/ 2 m and I f(x(t))l 1 A2 for t 2 t,. This, together with (3), implies that 
there exists a positive constant Ni such that 
Cr(sMx(s))l ds 5 1’ Ir(sWW)N ds S N, 
11 
(14) 
for all tz tl. 
If (11) does not hold, then it follows from (8) that there exist A, > 0 and 
t, > t, such that (6) holds for all t 2 t,. For the case when x(t) > 0 
on [t, , co), it follows from Lemma 2 and its proof that x’(t) -C 0 
and g(t, x(t)) x’(t) s - A, f (x(t2)) for t 2 t2. Since x(t) is positive and 
decreasing it follows from (4) that O<g(t, x(t))/a(t)lA3 on [t2, co) for 
some constant AX. Therefore 
x’(t) 5 - A,f(x(t,))lA,a(t), 
and integrating we have 
x(t) 5 x(b) - (A,f(x(t,))lA,) j’ ClMs)l ds + - ~0 12 
as t -+ co, which contradicts the fact that x(t) > 0 on [ tl , co). The proof 
for the case when x(t) < 0 on [tl , 00) is similar and will be omitted. This 
completes the proof of ( 11). 
Note next that since 
w,(t) +f’(x(t)) W2(t)/g(4 x(t)) = r(t)/!f(x(t)) - 4(t) 
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we have 
w(z)+ j- CS’(x(s)) fJ’2bk(s, x(s))1 ds I 
= w(t) + 1’ Cr(~h!f~~(~)) - q(s 1 & f (15) 
which, together with (8), (ll), and (14), implies that Iim,., m W(z) exists, 
say W(z) -+ A, as z + co. Then from (15) we see that 
r+‘(l) = Az, + Irn [q(s) - r(sMW))l ds 
I 
+ j- Cf’W)) ~‘(s)/g(s~ x(s))1 ds I (16) 
To show that (12) and (13) hold it suffices to show that A4 = 0. First 
suppose that x(t)>0 on [t,, 00). If &<r), then (8), (ll), and (14) imply 
that there exists T1 > tl such that I&, q(s) dsls -A,/8, I&, [r(s)/f(x(s))] d.sl 
2 - AJ8 for t >= T,, and l; [f’(x(s)) W*(s)/g(s, x(s)) J ds < - A,/8. Now 
(16) implies that (6) holds on [ T1, co) with T= T1. But then, by the 
argument given above, Lemma 2 and its proof lead to a contradiction of 
x(t)>0 on [tI, co). On the other hand, if A,>O, then there exists T2>tl 
such that W(t) = g( 1, x(t)) x’( t)/f(x( t)) 2 Ad/2 for t 2 T,. Therefore 
i ’ U-W)) N2W&, x(s))1 ds 
T2 
= s i2 Cf’C4sMW12 g(s> x(M%(~))l ds 
2 (A&) 1’ Cs’(x(s)) x’(sh!f(x(s))l ds T2 
= (Ad2) Mf(WMW2))l. 
The last inequality, together with (9) and (1 l), implies that x(t) is bounded 
from above and, hence, 0 < g(t, x(t)) <= A,a(r) for some positive constant 
A,. Since x’(t) > 0 for t 2 T2, (5) implies that f(x(t)) _2f(x( T2)) for t _Z Tz. 
Therefore 
x’(t) 2 &f(x(t)R(~, x(t)) 2 A,f(x(T,)WA,4~) 
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on [ TZ, co), and integrating we obtain 
which contradicts the boundedness of x(t). This completes the proof that 
A4 = 0 for the case x(t) > 0 on [t, , co). A similar proof handles the case 
when x(t) is negative for t 2 t , . 
Remark. Lemma 3 generalizes Lemma 1 in [ST] and Lemma 3 in [6]. 
For the formulation of our first theorem, we point out that if (3) and (8) 
hold, then the function 
h,(t) =I*‘ [q(s) - P lr(s)l] ds/a”2(t) 
r 
is well defined on [to, co) for every positive constant P in the sense that the 
improper integral converges. As long as the improper integrals involved 
converge we can define 
and 
hn, l(t) = j= ([h,(s) + -%,W”‘(41+ j2 d.y f 
for n = 1, 2, 3, . . . . where L is any positive constant and h,(t)+ = 
max{Mt), O}. 
Our next two theorems make use of the following condition. For every 
constant L > 0 there exists a positive integer N such that 
h, exists for n = 0, 1, 2, . . . . N - 1 and h, does not exist. (17) 
THEOREM 4. Suppose that (2)-(5), (Sk(lO), and (17) hofd, andfor any 
A, > 0 there exists I, > 0 such that 
f’(xM4 x) 2 h214t) for all I4 24. (18) 
Then any solution x(t) of (1) satisfies lim inf, _ o. 1x( t)l = 0. 
Prooj If x(t) is oscillatory, the conclusion obviously holds, so suppose 
that x(l) is a nonoscillatory solution such that lim inf, _ m Ix(t)\ > 0. It then 
follows from (5) that If(x(t))l 2 K for some constant K> 0 and all t >= tl
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for some tl > t,,. Since the hypotheses of Lemma 3 are satisfied, we have 
from (13) and (18) that 
W’(t) 2 ~“~(t) h,(t) + L j-= [ W2(s)/a(s)] ds 
f 
(19) 
for t 2 t, and some constant L > 0. Note that (11) and (18) imply that 
s m [ W2(s)/a(s)] ds < co. (20) fl 
From (19), W(t) 2 a’12( t) h,(t), which implies that 
w’w 2 4t)Cho(t)+ I’ (21) 
If N= 1, then (20) and (21) imply that h,(t) =jT [ho(s),]’ ds< co, 
which contradicts the nonexistence of h,,,(t) = h,(t). If N= 2, then from (19) 
and (21) we have 
so 
w(t)/a”2(t) 2 h,(t) + Lh,(t)/a”‘(t), 
from which it follows that 
~‘(w(~) 2 ([ho(t) + -w0/~“‘w1+ I*. 
Then, in view of (20), an integration of the last inequality leads to a 
contradiction of the nonexistence of h,=h,. Similar arguments lead to 
contradictions for any integer N> 2. 
Results similar to Theorem 4 were obtained by Graef and Spikes in both 
[S] and [6]. However, both these results required h,(t) > 0 for all large t, 
which is not required in Theorem 4. Moreover, the result in [S] required 
g( t, x) z a( t ) and the result in [ 63 required g( t, x) = u(t) $(x). 
As an example of an equation satisfying the hypotheses of Theorem 4 
consider 
[(x2 + 1 + sin t)x’]’ + (2 f cos f + 3t sin t)x3/3t413 
= (2 + cos t)/3t’3’3 + sin t/t’0’3 + 4/t’ + 2( 1 + sin t)/t3 - cos t/t2, f 2 1, 
which has the nonoscillatory solution x(t) = l/t. Here g(t, X) = x2 + 1 + 
sint, so max(g(t,x): Ixl~~}~((M2+2)=K,,,,u(t), where KM=~2+2 
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and a(t) = 1. Note that f’(x)/g(t, x) = 3x2/(x2 f 1 + sin t) 2 3x2/(x2 + 2) = 
3/( 1+ 2x-‘), so J’(x)/g(t, x) 2 3/(1+ 21;‘) for [xl>= 1,. Observe that 
s = g(s) ds = (2 + cos t)/t”3 2 l/t”3 f 
and that /r(t)1 5 11/t*. Therefore h,(t) =/z,(t)+ for sufIiciently large t and 
we have 
jm [ho(s)+ J’ ds_2 ja [lp3 - 1 1P/2s2]’ = co, 
I I 
so N= 1. 
None of the results in [S] or [6] apply to this example. Staikos and 
Sficas [ 191 also obtained results similar to Theorem 4 for Eq. (I), but none 
of the results in [19] apply to the preceding example. 
The following theorems are oscillation results for (1) when r(t) = 0. Note 
that in this case (1) becomes 
and 
(I g(t, xb’l’ + 4(f) f(x) = 0 (22) 
h,(t) = J- q(s) dsp(t). 
I 
THEOREM 5. Suppose that (2), (4), (8)-( IO), and (17) hold and that there 
exists a constant A>0 such that 
f’(x)/g( t, x) 2 A/a(t) for all x # 0. (23) 
Then all solutions of (22) are oscillatory. 
ProoJ Suppose that (22) has a nonoscillatory solution x(t) and let 
t, 2, to be such that ix(t)\ >O for t 2 t,. Since (23) implies thatf’(x)>O for 
x#O, then If(x(t))l >O on [t,, 00). It is not difficult to see that Lemma 2 
holds for Eq. (22) with r(t)rO in (6), i.e., with (6) replaced by 
- WT,) + j’ q(s) ds+ jr [f’b(s)) W2bVg(s> x(s))1 ds 2 A I’ (6’) 
7-1 7-I 
Since (14) clearly holds, we can again obtain (1 1 ), i.e., 
s O” CS’W)) W’(s)/&, x(s))1 ds < 00, (11) 
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by proceeding exactly as in the proof of Lemma 3. Furthermore, using (15) 
with r(t) s 0, a continuation of the proof of Lemma 3 again leads to 
W(t) -+ 0 as t+cc (12) 
and to (13) with r(t) E 0, i.e., 
W(t) = jm u-‘b(s)) w*(4/g(~> x(s))1 h+ sr‘ d4 ds (13’) 
, I 
for all sufficiently large t. The remainder of the proof is similar to the proof 
of Theorem 4 and will not be detailed here. 
We note that obtaining (ll), (12), and (13’) in the proof of Theorem 5 
extends the lemmas in [2, 9, lo] and Corollary 4 and Theorem 1 in [14]. 
Also, Theorem 5 includes Theorem 1 in [2], Theorem 5 in [6], Theorem 1 
in [9], and Theorem 1 in [lo]. 
For the case when g(t, x) = 1 and (23) holds with a(t) = 1, i.e., 
f’(x) 2 i for all x # 0, (23’) 
Kwong and Wong [14, Theorem 33 proved that all solutions of (22) are 
oscillatory under the hypotheses (2), (8), and (23’), 
i 
+a 
Cl/f(s)1 ds < ~0, (24) 
+I 
;;fega;;;+m j:, L-h(s) + h(s)1 d - s - co. While Theorem 5 implies that 
x” + [ (2 + cos t + 3t(sin t))/3t”l’] [x + x113] = 0, t>o 
is oscillatory, this cannot be deduced from [14, Theorem 33 since (24) is 
not satisfied. 
There are numerous other known results related to Theorem 5; see, for 
example, [l, 4, 11, 14-16, 18, 19, 22, 231 and the references contained 
therein. None of these appear to contain Theorem 5. In particular, it 
follows from Theorem 5 that all solutions of 
[(sechtx)x’]‘+~[t-3’4sint’~2+ft-5~4~~~r1~2]~=0, (25) 
t > 0 are oscillatory while none of the results cited above apply to this equa- 
tion. To see that (25) satisfies the hypotheses of Theorem 5, observe that 
0 <g(t, x) = sech zx 5 1, so we may take a(t) = 1. Note that f’(x)/g(t, x) 2 
1 = 1 for all x and that h,(t) = $17 [se314 sin sli2 + $s-5’4 cos s1’2] ds = 
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t-1’4 cos t”*. Thus h,(t)+ = $t-‘14[cos t”‘+ lcos t1i21] and we have for 
k = [t] + 1 
hl(t)=;jla s-1’2[cos2s1’2+coss1’2 /coss~‘~~] ds 
2; f. j 
[(2n + 3)n/212 
n=k C(*n+l)~/212 
{s-1’2[cos2s”2+coss1’2 ~coss~‘~I]} ds 
= .z, jc;;;~l’~2;22 s - li2 cos2 s112 ds 
cos’s ds = co. 
Therefore (17) holds with N = 1. 
The following theorem removes the condition that h, must fail to exist 
for some n = N (see (17)). It is an extension of part (ii) of Theorem 3 in 
[ 211 to nonlinear ordinary equations. 
THEOREM 6. Assume that conditions (2), (4), (8)-(lo), and (23) hold. If 
h, exists for all n = 1,2, . . . and there exists an increasing sequence {s,,,} -+ cc 
as m -+ 00 such that h,(s,) + CC as n -+ GO for each m, then all solutions of 
(22) are oscillatory. 
Proof Suppose that x(t) is a nonoscillatory solution of (22); say 
Ix(t)/ > 0 for t 2 t, for some t, 2 t,. Proceeding as in the proof of Theorem 
5, we again obtain (12) and (13’), so (19) and (21) hold. Since h, exists for 
each n, an argument similar to the one used in Theorem 4 shows that 
W(t) 2 a”*(t) h,(t) + Lb,(t) 
for n 2 1. Hence there exists sM > t, such that 
W(s,) 2 al’*(sM) h,(s,) + Lh,(sM) + co 
as n -+ co, which contradicts (12). 
THEOREM 7. Suppose that (2), (4), (8b(lO) and (23) hold and that there 
exist a function I,!I and a positive constant N such that h, exists for 
n=O, 1, 2, . . . . N, 
At, x)/a(t) 5 IL(x), x #O, (26) 
and 
s O” Cll/(~M~)l du < ~0, and s (27) 1 
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If for every constant B > 0 
h,,(t) + Bh,(t)/a”‘(t) 2 0 
for all sufficient13 large t and 
(28) 
s T[h,(s) + Bh,(s)/a”2(s)]/a”2(s)f ds = co, (29) 
then all solutions of (22) are oscillatory. 
Proof Suppose that (22) has a nonoscillatory solution x(t). Proceeding 
as in the proof of Theorem 5 (noting also (19) in the proof of Theorem 4) 
leads to the inequality 
W(t) 2 a”*(t) h,(t) + Bh,(t) 
for t 2 t, for some tl 1 t,,. Therefore 
g(t, x(t)) x’(t)/f(x(t)) Za”‘(t) b(t) + Bhdt). 
Now (28) implies that there exists t, >= t, such that x’(t)/f(x(t))>=O for 
t 2 t,, which, in view of (26), implies that 
$(x(t)) x’(tbY(x(t)) 2 CMt) + Bh~(t)la1’2(t)lla”2(t) 
for t 2 t,. Integrating the last inequality we have 
fx:::: Ct4uMu)l du 2 it1 { Chds) + ~~~~~>/~“‘~~~1/~“‘C~~~ ds --t CC 
as t -+ co, which contradicts (27). 
Theorem 7 extends Theorem 2 in [2], Theorem 6 in [6], and Theorem 
2 in [lo J, and applies to equations to which Theorem 2 in [ 191 is not 
applicable. 
Note also that in case h,(t)20 for all sufficiently large t, then (28) 
always holds and in case g(t, x) = a(t) $(x), then (28) is not needed in the 
hypotheses of Theorem 7. When the latter case holds, it is easy to see that 
in the proof of the theorem (29) can be relaxed to 
lim sup 1’1 [h,(s) + Bh,(s)/a’/2(s)]/a1/2(s)} ds = co 
r+m 
(297 
and Theorem 7 reduces to Theorem 2 in [9]. When the first case holds and 
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g(t, x) = 1, Theorem 7 reduces to one case of Theorem 3 in [ 143. By 
Theorem 7 we can conclude that all solutions of the equation 
[(x2 + sin t + 1)x’]’ + (6 + 3 cos t + 4t sin t)(x5 + ~)/4t”~ = 0 (30) 
are oscillatory. Here, as in the example following the proof of Theorem 4, 
(4) holds with a(t) = 1, so (10) holds. We then have 
h,(t) = )*a q(s) ds = (2 + cos t)/t3’4 2 l/t3’4 
I 
which implies that (28) and (29) hold with N= 1. Observe that 
f’(x)/g(t, x) 2 (5x4 + 1)/(x* + 2) 2 4 for x > 0 so (23) is satisfied with A = i. 
Since g(t, x)5x2+2, then (26) holds with $(x)=x*+2 which in turn 
implies that (27) holds. Thus all the hypotheses of are satisfied. None of the 
results cited above apply to (30). 
Finally, note that because of (27), Theorem 7 is not applicable when Ic/ 
is bounded from below for x 2 x, 2 1 and f(x) = x whereas Theorems 5 
and 6 may be applicable. 
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