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We develop an operator-based approach to the problem of Luttinger liquid conductor in a non-
equilibrium stationary state. We show that the coherent-state many-body fermionic density matrix
as well as all fermionic correlation functions out of equilibrium are given by one-dimensional func-
tional determinants of the Fredholm type. Thus, the model constitutes a remarkable example of a
many-body problem where all the correlation functions can be evaluated exactly. On the basis of
the general formalism we investigate four-point correlation functions of the fermions coming out of
the Luttinger liquid wire. Obtained correlations in the fermionic distribution functions represent
the combined effect of interaction and non-equilibrium conditions.
I. INTRODUCTION
It was understood long ago1 that conventional description of interacting fermionic systems in the framework of
Landau Fermi-liquid theory is not applicable in one dimension (1D) because of infrared divergences. In particular,
the second order of perturbation theory yields a singularity in the self-energy at the Fermi surface, ℜΣ ∼ ǫ ln ǫ,
implying a vanishing quasi-particle weight. This violates the one-to-one correspondence (which plays the central role
in the construction of the Landau theory) between unperturbed electronic states and elementary excitations of the
interacting system. The lack of correspondence is a hallmark of the emerging strongly correlated electronic state -
Luttinger liquid (LL).
The physics of LL is known to be relevant for many systems available in experiment. The applications of this
concept include carbon nanotubes2–4, semiconducting and metallic nanowires5,6, edge states of the samples in the
quantum Hall regime7–9 and spin ladders10,11
In view of singular infrared behavior, it is hard to access LL by conventional methods of many-body fermion
perturbation theory. To overcome this difficulty, a powerful approach–the bosonization–was developed. It is based
on the fact that in 1D fermionic creation and annihilation operators have simple representations in terms of bosonic
fields describing such observable as charge and spin density. Thus, any 1D fermionic system is equivalent (as long as
considered energies are not too high) to some (generally interacting) bosonic system. This Fermi-Bose equivalence was
first discovered on the level of correspondence between correlation functions in fermionic and bosonic theories12–17.
Later on, underlying operator relations were derived by Haldane18, providing the solid basis for bosonization (for a
recent detailed exposition, see19).
Bosonization has proven to be a very efficient tool for tackling 1D interacting fermions. In some cases it allows to
obtain exact solutions of the problems that are highly non-trivial in the fermionic language. The canonical example
of this is the Tomonaga-Luttinger model equivalent to free bosons. Even in the case when bosonization does not
produce free bosons, it often constitutes a convenient starting point for the development of the theory. Using this
approach, effects of backscattering20,21, impurities22, and underlying periodic potential23 on the LL were explored.
Many particular realizations of the LL states were addressed, both theoretically and experimentally9,24.
Nowadays, there is a growing interest in non-equilibrium phenomena in the LL phase. In particular, in a recent
experiment25, the tunneling spectroscopy of a biased LL was carried out. A similar approach was implemented
to study experimentally carbon nanotubes26 and quantum Hall edges27–29. The experimental advances motivated
theoretical interest to quantum wires out of equilibrium30–39. In a related line of research, non-equilibrium chiral
1D systems have been studied theoretically40–43, mainly in application to experiments on quantum Hall edge-states
interferometry.
In a series of papers by two of the authors and Gefen30,31 the theory of non-equilibrium LL was developed. The
formalism developed in these works combined the bosonization with the non-equilibrium Keldysh action approach.
It was shown that the calculation of single-particle Green function reduces to the evaluation of certain Fredholm
determinants, analogous to those encountered in the context of counting statistics44 and non-equilibrium orthogonality
catastrophe45,46. This allowed to obtain comprehensive results for observables related to the fermionic single-particle
Green function, including the tunneling density of states, electron distribution function, and Aharonov-Bohm signal.
More recently, the counting statistics of the charge transfer in a non-equilibrium LL was studied in32.
2However, a number of fundamental questions have remained open. In particular, it is important to understand
what kind of correlations (if any) are induced by the interaction between the electrons coming out of an interacting
wire. In particular, are the left- and right-movers that have passed through the wire correlated? We will see below
that at equilibrium no such correlations exist. On the contrary, in a non-equilibrium LL electrons experience a specific
type of relaxation. We will show that, in course of this relaxation process, non-trivial correlations in the electronic
distributions are built. To characterize these correlations is the main task of this work.
Our approach to the problem is complementary to the one of Ref. 31. Using the operator formalism, we determine
explicitly the many-body density matrix ρˆ of the LL conductor in a stationary non-equilibrium state. When written
in the bosonic coherent-state basis, this non-equilibrium density matrix ρˆ has a form of a Fredholm determinant.
The density matrix carries full information about many-body correlations in the non-equilibrium LL state. We
find that the calculation of fermionic correlation functions with density matrix ρˆ is greatly simplified by using a
“refermionization” procedure. In this way, we can evaluate all fermionic correlation functions, with results expressed
in terms of Fredholm determinants. Having developed our general formalism, we employ it to study four-point
correlation functions of fermionic fields out of equilibrium and explore the correlations in the occupation numbers of
the outgoing electrons induced by the interaction.
The structure of the paper is as follows. Section II contains a description of a model of a LL conductor out of
equilibrium. In Sec. III we give a short review of bosonization and refermionization and introduce concepts needed in
the main part of the paper. In Sec. IV we obtain the many-body density matrix of a LL. Further, we show how the
bosonization-refermionization allows one to obtain correlation functions of a non-equilibrium LL. We verify that the
results for the single-particle Green function agrees with that obtained previously in Ref. 31. In Sec. V we explore the
four-point correlation functions of fermions that emerged out of the LL wire. Our result reveals non-trivial correlations
in fermionic occupation numbers. Section VI contains a summary of our findings.
II. THE MODEL
Let us specify our model of the non-equilibrium LL conductor. We consider a 1D wire populated by spinless electrons
of two chiralities (labeled by η = R,L) interacting via local density-density interaction. The wire is connected to
non-interacting electrodes. To model the later we will assume that the electron-electron interaction is switched off
outside the central part of the wire (Fig. 1) so that the Hamiltonian of the problem reads
Hee = H0 +
1
2
∫
dxg(x)
(
ρ2R(x) + ρ
2
L(x)
)
. (1)
Here H0 represents the kinetic energy part of the Hamiltonian; ρR(L)(x) is the density of right- (left-) moving electrons
at point x. The function g(x) approaches a constant value deep inside the interval |x| < l/2 (region II of Fig. 1) and
is zero for |x| > l/2 (regions I and III). This way of representing the non-interacting leads was used extensively in the
literature for the analysis of the transport properties of Luttinger liquids47–49.
The non-equilibrium state of the wire is induced by the injection of the electrons from the leads. Following
Refs. 31, we assume that the right- moving electrons coming into the wire from the left lead have a stationary non-
equilibrium distribution function nR(ǫ), while the left-moving electrons coming from the right lead are characterized
by the distribution function nL(ǫ). The simplest non-equilibrium state arises when the leads are held at different
temperatures TR, TL and different chemical potentials µR, µL so that the distribution functions of the incoming
electrons are of the Fermi-Dirac form
nη(ǫ) =
1
1 + e(ǫ−µη)/Tη
. (2)
Such a state was named the “partial equilibrium” in Ref.31. More complicated distribution functions nη, e.g. double-
step distributions, can be generated if one assumes that the leads are diffusive conductors. We refer the reader to
the Ref.31 for the comprehensive discussion of the possible experimental realizations of the non-equilibrium Luttinger
liquids.
Throughout the paper we assume the absence of the electron backscattering in the wire which can be caused e.g.
by impurities. In order to avoid the electronic backscattering also from the boundaries of the interaction region we
suppose that the function g(x) is smooth on the length scale of the Fermi wavelength. Withing this limitation, the
formalism developed in this work can be applied to the case of arbitrary dependence of the interaction constant on
x. However, the most interesting situation arises when boundaries of the interaction region are sharp on the scale
of the typical wavelength lT∗ = VF /T
∗ of the bosonic excitations. Here VF is the Fermi velocity and T
∗ is some
characteristic width of the distribution functions nη (e.g. T
∗ ∼ max(TR, TL) in the case of the partial equilibrium).
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FIG. 1: (Color online). Schematic view a LL conductor driven out of equilibrium by the injection of non-equilibrium elec-
trons (with distribution functions ninη (ǫ)) from non-interacting leads. The leads are modeled via the assumption that the LL
interaction constant g(x) is space dependent and vanishes outside the central part of the wire (|x| < l/2, region II).
Under such circumstance, there is significant scattering of the bosonic excitations on the boundaries of the interaction
region which is the primary source of the effects we are going to discuss in this paper. For this reason we concentrate
bellow on this “sharp boundary” limit and model the x-dependence of the interaction constant by
g(x) = gΘ(l/2− |x|) . (3)
In Ref.31 the single particle correlation functions of the model described above were investigate in great detail.
While within the interacting part of the wire those correlation functions are highly non-trivial due to the combined
effect of interaction and non-equilibrium, outside the interaction region the single particle Green functions are much
simpler, reflecting the free dynamics of the electrons. Specifically, the single particle Green functions of the right
electrons to the right from the interacting region (region III) has a form of the Green functions of free fermions with
some energy distribution noutR (ǫ). In the same way, the left-movers in the region I can be viewed as free particles
with energy distribution noutL (ǫ). The correlation functions of incoming electrons, i.e. right-movers in the region I
and left-movers in the region III, are not affected by the interaction. The distribution functions noutη differ from nη
(except for the case of complete thermal equilibrium), signaling the redistribution of the electrons over energies upon
the passage through the interacting region II.
Now an important question arises. Is this redistribution (which, crudely speaking, can be referred to as relaxation,
although the resulting electronic distribution functions are not of the Fermi-Dirac type) is the only effect of interaction
on the outgoing fermions? In particular, are the left- and right-movers coming out of the wire independent? Note
that energy relaxation in our device is of a rather special character. Due to the strong constraints imposed by the
integrability of the LL model, no energy relaxation can occur in a uniform LL. The relaxation actually takes place at
the boundaries of the interacting wire and involves the scattering of the bosonic excitations from one chiral brunch
to another. Since bosons are crudely speaking electron-hole pairs, we may anticipate that the relaxation should be
accompanied by the buildup of correlations in the distribution functions of left- and right-electrons. We show below
that this is indeed the case and the density matrix of outgoing fermions shows strong correlations. In particular, the
irreducible correlation functions of the form 〈〈nη(x, ǫ)nη′(x′, ǫ′)〉〉 between the occupation numbers of the outgoing
fermions are non-zero. These emerging correlations are in the focus of the present work. We stress that the correlations
in question are specifically non-equilibrium effect absent under the equilibrium conditions.
We are now ready to present the formalism that we use in this work to explore correlations in a non-equilibrium
LL wire. We start with a short review of the standard bosonization approach (in the form of “constructive
bosonization”18,19) in application to equilibrium interacting fermions. We make particular emphasis on construc-
tions that will be subsequently employed in the analysis of the non-equilibrium state.
III. BOSONIZATION AND REFERMIONIZATION
Let us consider the 1D fermionic system with the Hamiltonian
H =
∫
dxψ+(x)
pˆ2 − k2F
2m
ψ(x) + Vint . (4)
Here kF is the Fermi momentum and Vint represents the four-fermion interaction. Within the Luttinger liquid model
one linearizes the spectrum of the fermions near the Fermi points and adds unphysical (but irrelevant at energies
4smaller than the Fermi energy) states below the bottom of the Fermi sea. This way of treating the interacting
fermions is justified for the description of low-energy properties of the system. At high energies effects related to the
curvature of the spectrum (not included in the LL model) may become sizeable, see, in particular Ref. 50.
With the bottom of the Fermi sea pushed down to minus infinity, the Hilbert space of the problem is spanned by
the fermionic creation and annihilation operators a+η,k , aη,k labeled by momentum −∞ < k < +∞ (counted from
kF ) and the chirality η = R,L (in formulas, we will also use the notation η = 1 for right-movers and η = −1 for
left-movers). It is convenient to make the fermionic momenta discrete, assuming that the system is placed on a ring
of large circumference L. The thermodynamic limit L → ∞ is taken at the end. The physical fermionic field is
decomposed into the sum of left- and right-moving parts according to (Λ→∞ stands for the high energy cutoff)
ψ(x) ∼ ψR(x)eikF x + ψL(x)e−ikF x , (5)
ψη(x) =
1√
L
∑
k
ak,ηe
ikx−|k|/Λ . (6)
The Hamiltonian of the LL model acquires the form
H = VF
∑
k,η
ηk
(
a+η,kaη,k − n0η(k)
)
+
1
2
∫
dxg(x)(ρL(x) + ρR(x))
2 . (7)
Here n0η(k) = Θ (−ηk) are occupation numbers of the left- and right-movers in the free-fermion ground state; the
interaction term was taken in the form of local density-density interaction with space-dependent interaction constant
as discussed in the previous section.
The central role in the Luttinger-liquid model is played by the Fourier components of fermionic densties
ρη,q =
∑
k
a+η,k+qaη,k (8)
which can be used to construct the set of bosonic creation and annihilation operators according to (ηq > 0):
b+η,q =
√
2π
L|q|ρη,q , bη,q =
√
2π
L|q|ρη,−q , (9)[
bη,q, b
+
η′,q′
]
= δηη′δqq′ . (10)
Let us denote by |NR, NL〉 the state of the system which is a filled Fermi sea with NR(L) extra particles in the
right (left) brunch, i.e the state characterized by the distribution functions n
Nη
η,k = Θ(−ηk + 2πNη/L). All these
states are annihilated by bη,q and are vacuum states from the point of view of the bosons. Any other state of the
fermions can be generated by the action of the bosonic raising operators onto |NR, NL〉. Thus, the operators bη,q , b+η,q
together with the particle number operators Nη and the Klein factors Fη , F
+
η changing the total number of fermions
of corresponding chirality form the complete operator set. In particular, the free-fermion Hamiltonian H0 can be
reexpressed in terms of bosons as
H0 = VF
∑
η,q
Θ(ηq)|q|b+η,qbη,q +
πVF
L
∑
η
Nη(Nη + 1) , (11)
while the fermionic field operators are given by the famous bosonization identity
ψ+η (x) =
√
Λ
4π
e−iϕη(x)F+η . (12)
The phase ϕη(x) is related to the corresponding density ρη(x) via
ρη(x) =
η
2π
∂xϕη(x) . (13)
Explicitly, in terms of bosonic creation and annihilation operators the density and phase fields read as follows,
ϕη(x) = i
∑
q
Θ(ηq)
√
2π
L|q|
(
e−iqxb+q,η − eiqxbq,η
)
+
2πη
L
Nηx , (14)
ρη(x) =
∑
η,q
Θ(ηq)
√
|q|
2πL
(
e−iqxb+η,q + e
iqxbη,q
)
+
1
L
Nη . (15)
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FIG. 2: (Color online). a), b) Bosonic wave functions of the in- scattering states outside the interacting part of the wire. c),
d) Bosonic wave functions of the out- scattering states.
In Eqs. (11, 14, 15) the last terms involving the total number of fermions are usually referred to as the ”zero mode”
contributions to the energy, bosonic phase and the density. We keep them in the equations above in order to maintain
the completeness of our short presentation of the bosonization technique. On the other hand, this contributions do
not play any significant role in the non-equilibrium effects we are going to discuss below. For this reason, we omit the
zero-mode terms altogether in the subsequent formulas.
The power of the bosonization approach rests upon the fact that the interacting fermionic Hamiltonian (7) can be
reexpressed as a quadratic function of bosonic operators. Thus, H can be diagonalized by linear transformation of
bosons. Bellow we will need explicit expressions for the the bosons diagonalizing H . To derive them, it is convenient
to start with the equations of motion for the density operators ρη(x, t),
∂
∂t
(
ρR(x, t)
ρL(x, t)
)
+
∂
∂x
[(
VF +
g(x)
2π
g(x)
2π
− g(x)2π −VF − g(x)2π
)(
ρR(x, t)
ρL(x, t)
)]
= 0 . (16)
We decompose the solution of the equation above into the normal modes according to
ρη(x, t) =
∑
q,η′
Θ(η′q)
√
|q|
2πL
(
u∗η′,|q|(η, x)˜b
+
η′,qe
i|q|VF t + uη′,|q|(η, x)˜bη′,qe
−i|q|VF t
)
. (17)
Here b˜ and b˜+ are the new bosonic operators, and uη′,|q′|(η, q) are the coefficient functions. It is convenient to organize
the latter into two-component columns uη,q(x) = (uη,q(x,R), uη,q(x, L))
T satisfying the equation
− iVF quη,q(x) + ∂
∂x
[τzh(x)uη,q(x)] = 0 , (18)
where τz is the third Pauli matrix and
h(x) =
(
VF +
g(x)
2π
g(x)
2π
g(x)
2π VF +
g(x)
2π
)
. (19)
Note that in order to construct the densty fields we need only the solutions of Eq. (18) with q > 0. Thus, in the
discussion of the properties of uη,q(x) we will assume that q > 0. On the other hand, for q < 0 one can define uη,q(x)
via the complex conjugate
uη,q<0(x) ≡ u∗η,−q(x). (20)
This choice is consistent with Eq. (18).
Imposing different boundary conditions, one can construct two sets of solutions of the Eq. (18). We denote them
by (q > 0): uinq,η and u
out
q,η . Far from the interacting region the solution u
in
q,R(L) consits of a right (left) incoming
wave and the waves scattered of the interacting region. These are the in-states in the standard terminology of the
6scattering theory. On the other hand uoutq,R and u
out
q,L represent the out- scattering states. They contain the outgoing
wave and the waves incident on the barrier. The asymptotic behavior of of u
in(out)
η,q is summarized on Fig. 2. We
have introduced the bosonic q-dependent scattering coefficients of the interaction region. Due to the time reversal
symmetry the transmission amplitude tq for the right wave u
in
q,R coincides with that of the left wave, whereas reflection
amplitudes for the right and left waves are related via r∗R/rL = −t∗/t. If we assume the boundaries of the interaction
region to be sharp on the scale of the relevant bosonic wavelength and adopt the model of the rectangular-shaped
interaction constant (3) we find:
tq =
T 2e−i(1−K)ql
1−R2e2iKql , (21)
rR,q = rL,q = −2iR e
−i(1−K)ql
1−R2e2iKql sinKql . (22)
Here K is the LL parameter of the interaction region, while R = (1−K)/(1+K) and T = √1−R2 = 2√K/(K +1)
are reflection and transmission amplitudes of a single interaction boundary.
Clearly, outgoing solutions uoutq,η are not independent of u
in
q,η. The two sets of solutions are related by the elements
of the bosonic scattering matrix of the interaction region rq and tq:
uoutR,q = t
∗
qu
in
R,q + r
∗
L,qu
in
L,q , (23)
uoutL,q = r
∗
R,qu
in
R,q + t
∗
qu
in
L,q . (24)
Choosing uinη,q(x) as the coefficient functions in Eq. (17), we obtain the decomposition of the density in terms of
the in- bosons bin and b+in,
ρη(x) =
∑
q′,η′
Θ(η′q′)
√
|q′|
2πL
(
uin∗η′,|q′|(η, x)b
+in
η′,q′ + u
in
η′,|q′|(η, x)b
in
η′,q′
)
. (25)
Comparing (25) to (15), one can read off the relation of the initial and in-bosons:
b+inη,q =
∑
η′,q′
Θ(η′q′)
[
uin|q|,η(q
′, η′)b+η′,q′ − uin|q|,η(−q′, η′)bη′,q′
]
. (26)
Operators binη,q are defined via hermitian conjugation and u
in
q,η(q
′) are the Fourier components of uinq,η(x):
uinq,η(q
′, η′) =
1
L
√
|q′|
|q|
∫
dxe−iq
′xuinq,η(x, η
′) . (27)
By construction, operators binq,η and b
+in
q,η diagonalize the Hamiltonian H :
H = VF
∑
η,q
Θ(ηq)|q|bin+η,q binη,q . (28)
The connection (13) of the phase fields ϕη to the densities can now be used to derive the relation between ϕη and
the incoming bosons,
ϕη(x) =
i
VF
∑
q′,η′
Θ(η′q′)
√
2π
L|q′|
(
vin∗η′,|q′|(η, x)b
+in
η′,q′ − vinη′,|q′|(η, x)binη′,q′
)
. (29)
Here we have introduced the two-component columns vinη,q(x) given by (the matrix h(x) was defined in (19))
vinη′,q′(x) = h(x)u
in
η′,q′(x) . (30)
Since ψ+η (x) ∼ exp [−iϕη(x)], equation (29) connects the fermionic field to the in-bosons.
7For the purposes of this work, it will be convenient to perform refermionization of the in- bosons binη,q by introducing
new fermionic fields ψinη (x) and their Fourier components a
in
η,k according to
ψ+inη (x) =
1√
L
∑
k
a+inη,k e
−ikx =
1√
Lǫ
e−iϕ
in(x)F+η , (31)
ϕinη (x) = i
∑
q
Θ(ηq)
√
2π
L|q|
(
e−iqxb+inq,η − eiqxbinq,η
)
. (32)
The inverse relation reads
b+inη,q =
√
2π
L|q|
∑
k
a+inη,k+qa
in
η,k , b
in
η,q =
√
2π
L|q|
∑
k
a+inη,k−qa
in
η,k . (33)
Since the in- bosons solve the LL Hamiltonian, the in- fermions ainη,k are just free fermions with the time evolution
ainη,k(t) = a
in
η,ke
−iηkvF t . (34)
Comparing Eqs. (29) and (32) and taking into account the boundary conditions imposed on uinη,q, we see that for
ηx→ −∞ (e.g., for right fermions at x→ −∞) the physical fermionic field ψη(x) is identical with ψiη(x) ,
ψη(x) = ψ
in
η (x) , ηx→ −∞ . (35)
So far, we were focussing on the in- solutions uinη,q. The out- solutions u
out
η,q allow us to define the out- bosons b
out
η,q
and fermions aoutη,k by equations analogous to (26), (31), and (32) up to a replacement in → out everywhere. These
out- fermions and bosons also solve the LL Hamiltonian. Just as the solutions uinη,q and u
out
η,q , the bosons b
in
η,q and b
out
η,q
are related by the bosonic transmission and reflection coefficients,
b+outR,q = t
∗
qb
+in
R,q + r
∗
L,qb
+in
L,−q , (36)
b+outL,q = r
∗
R,qb
+in
R,−q + t
∗
qb
+in
L,q . (37)
The out- fermions represent the physical fermions after the crossing of the interaction region in the sense that (cf.
Eq.(35)):
ψη(x) = ψ
out
η (x) , ηx→ +∞ . (38)
The refermionization procedure described above turns out to be the crucial step in the solution of the non-equilibrium
LL model. The in- fermions introduced in (31) will provide us with the starting point for the construction of the
non-equilibrium density matrix of a LL wire. The out- fermions will be useful in our discussion of the correlations
among the electrons leaving the wire.
IV. NON-EQUILIBRIUM LUTTINGER LIQUID
A. Density matrix
In the previous section we have summarized the bosonization representation of the LL Hamiltonian. Let us now
turn to the analysis of the non-equilibrium LL in the setup shown on Fig. 1. First, we need to understand what is the
(many-body) density matrix ρˆ describing the situation of Fig. 1. This density matrix should satisfy two conditions:
a) it should be stationary with respect to the LL Hamiltonian (7);
b) any correlation function of the fermionic fields 〈ψη1 (x1, t1) . . . ψ+ηi(xi, ti) . . .〉 evaluated with the density matrix ρˆ
should be identical to the same correlation function of free fermions with the density matrix
ρˆ0 =
1
Z
exp
−∑
η,k
ǫη(k)
(
a+η,kaη,k − n0η(k)
) (39)
8as soon as all coordinates of the fermionic fields satisfy ηixi < −l/2. In Eq. (39) Z stands for the normalization factor
and the parameters ǫη(k) are determined by the distribution functions of the fermions coming into the wire via
nη(k) =
1
1 + eǫη(k)
. (40)
Both conditions a) and b) are fullfiled by the density matrix
ρˆ =
1
Z
exp
−∑
η,k
ǫη(k)
(
a+inη,k a
in
η,k − n0η(k)
) . (41)
The condition a) is satisfied due to the equation of motion (34) for the incoming fermions. The condition b) is satisfied
due to the fact that the fermionic fields ψηi(xi) are just identical to ψ
in
ηi (xi) as soon as ηixi → −∞.
In equilibrium, ǫη(k) = ηkVF /T , the density matrix in terms of bosons is simply given by
ρˆeq ∼ exp
[
−VF
T
∑
q,η
Θ(ηq)|q|b+inη,q binη,q
]
. (42)
Together with Eq. (29) this implies that the evaluation of the fermionic correlation functions in equilibrium is reduced
to the evaluation of the averages of the type (gη(q) and g
∗
η(q) are c-valued functions)
Z[g∗η, gη] ≡
〈
exp
[∑
η,q
Θ(ηq)gη(q)b
in+
η,q
]
exp
[
−
∑
η,q
Θ(ηq)g∗η(q)b
in
η,q
]〉
(43)
with the gaussian weight (42), which is a straightforward task.
Translating the general non-equilibrium density matrix (41) into the bosonic language is a much more non-trivial
task. As shown in Appendix A, it turns out to be possible to evaluate the matrix elements of ρˆ in the basis of bosonic
coherent state |N, β〉 (eigenstates of the bosonic annihilation operators binη,q) in the form of one-dimensional Fredholm
determinants. Here we state only the final result of this analysis, referring the reader to Appendix A for the precise
definitions and details of the calculation:
〈β∗R, β∗LNR, NL|ρˆ|NR, NL, βR, βL〉 = DR(β∗R, βR)DL(β∗L, βL) , (44)
Dη = det
[
1− eΦη(x)nNηη (k)e−Φη(x)(1− nη(k))− e−Φ
+
η (x)(1− nNηη (k))eΦ
+
η (x)nη(k)
]
. (45)
In the determinants (45) the distribution functions nη(k) and n
Nη
η (k) are considered as operators diagonal in the
momentum space. On the contrary, operators Φη(x) are diagonal with respect to the conjugate variable x and given
by
Φη(k1 − k2) = Θ(η(k1 − k2))
√
2π
L|k1 − k2|βη,k1−k2 . (46)
The density matrix (44), (45), along with the Hamiltonian (28) and the expression for the fermionic operators (29)
contains the whole information about the problem in the language of non-interacting bosons. The natural next step is
to calculate n-point fermionic correlation functions (that determine various physical observables). This will be done
in Sec. IVB
B. Electronic correlation function
Our goal now is to evaluate many-point fermionic Green functions that have the form (43), with the bosonic density
matrix given by Eqs. (44),(45). While this can be done by a direct calculation in the bosonic language, such a way
turns out to be quite tedious. A shorter way is to perform a refermionization of the bosons bin. Indeed, according to
Eq. (33), bin+, bin are quadratic functions of the in-fermions ain+, ain. Further, the density matrix is quadratic in
terms of the in-fermions as well, see Eq. (41) Thus, the average (43) can be expressed as trace of a certain operator,
9which is an exponential of a quadratic form with respect to fermions ain. The evaluation of the trace leads to (see
Appendix B for details):
Z[g∗, g] = ∆R [δR(x)] ∆L [δL(x)] , (47)
∆η[δη(x)] = det
[(
1− n0η(k) + e−iδη(x)n0η(k)
)−1 (
1− nη(k) + e−iδη(x)nη(k)
)]
, (48)
δη(x) = i
∑
q
√
2π
L|q|Θ(ηq)
(
gη,qe
iqx − g∗η,qe−iqx
)
. (49)
In Eq. (48) we can recognize a one-dimensional functional determinant of the type discovered in31 in the context
of a single-particle Green function. The first factor in square brackets of Eq. (48) involves the zero-temperature
distribution function n0η(k) and serves as a regularization. It ensures that at zero temperature Z[g
∗, g], which is an
average of a bosonic normal-ordered expression, is identically equal to unity.
Having derived the general result, we turn to evaluation of many-point fermionic correlation functions. Let us
consider the average of a product of n operators ψηi(xi, ti) , i = 1 . . . n and n operators ψ
+
ηi(xi, ti) , i = n+ 1 . . . 2n,
Mη1...η2n(x1, t1, . . . x2n, t2n) =
〈
ψη1(x1, t1) . . . ψηn(xn, tn)ψ
+
ηn+1(xn+1, tn+1) . . . ψ
+
η2n(x2n, t2n)
〉
. (50)
Representing the fermionic fields by bosonic exponets according to (12, 29) and brining the product of the exponents
into the normal ordered form we get
Mη1...η2n(x1, t1, . . . x2n, t2n) =M
0
η1...η2n(x1, t1, . . . x2n, t2n)Z[g
∗, g] , (51)
gη(q) = − 1
VF
√
2π
L|q|
n∑
i=1
ζiv
in∗
η,|q| (ηi, xi) e
iηqVF ti , g∗η(q) = −
1
VF
√
2π
L|q|
n∑
i=1
ζiv
in
η,|q| (ηi, xi) e
−iηqVF ti . (52)
Here ζi = 1 for i = 1, . . . n, while ζi = −1 for i = n + 1, . . . 2n. In the expression (51) the first factor M0 arises
due to normal ordering of the bosons and is nothing but the corresponding correlation function of ψ-operators in
zero-temperatures LL. This factor depends in particular on the odering of ψ-operators in (50). On the other hand,
the second factor in (51) accumulates the effect of the distribution functions of the incoming electrons nη(ǫ). This
factor equals unity at zero temperature and is the same for all the fermionic correlators which differ only by the
ordering of the Fermi fields. Explicit expression for the factor Z[g∗η, gη] is given by the Fredholm determinants (48)
with the phases δη(x) expressed in terms of the functions vη,q(x, η
′) via [cf. Eqs. (49,52)]
∇xδη(x) = 2πη
VF
∫
dq
2π
n∑
i=1
ζiv
in
η,q (ηi, xi) e
−iqVF ti−iηqx . (53)
Equations (51), (47) and (53) together with (18, 30) provide the full solution of the non-equilibrium LL problem. It
is straightforward to check that the two-point (single-particle) correlation functions found previously in Ref.31 are
correctly reproduced.
Expression for the phases δη(x) acquires particularly simple form in the case when all the fermionic fields in (50)
are taken outside the interacting part of the wire, i.e. |xi| > l/2 for all i = 1, . . . 2n. Taking into account the boundary
conditions imposed on the functions uinη,q we get
∇xδη(x) = 2πη
∫
dq
2π
∑
i
ζie
iq(ηiui−ηx) [Θ (ηixi) (tqδη,ηi + rη,qδη,−ηi) + Θ(−ηixi)δηηi ] . (54)
Here we have introduced the light-cone coordinates ui = xi − ηiVF ti. According to (54), in the case of the electronic
correlations at the input of the central part of the wire (i.e. for all ηixi < −l/2) the phase δη(x) are completely
independent from the properties of the interaction region. This ensures the coincidence of the correlation functions
with that of the free fermions with the density matrix (39). On the other hand, for the correlations of the fermions
at the output of the interacting region (i.e. ηixi > l/2) the phases δη(x) are determined by the bosonic transmition
and reflection amplitudes.
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V. CORRELATIONS IN THE OUTGOING FERMIONS
A. Single-particle Green functions
We are now in a position to turn to the correlations between the electrons going out of the interacting part of wire.
The simplest quantities characterizing this correlations are the four-point correlation functions of the type (50) where
the right fermions are “measured” to the right of the interaction region, while the left electrons are “measured” to the
left, i.e. we consider the behavior of Eq. (50) for ηixi > l/2. Intuitively, the electrons which have left the interaction
region are just free electrons. We can make this statement mathematically precise by recalling Eq. (38) showing that
for ηixi > l/2 physical electronic fields coincide with the fields of out- fermions, having just free dynamics
ψη(x, t) = ψ
out
η (x, t) = ψ
out
η (x− ηVF t) , ηx > l/2 . (55)
Thus, the question arises, if any of the correlation functions (50) are non-trivial. However, apart from the dynamics,
there is another important ingredient of the correlation functions. This is the density matrix.
At equilibrium, the density matrix in terms of the in-bosons is given by (42). Using the interrelation (37) of in-
and out- bosons and refermionizing the out-bosons, one readily finds
ρˆeq =
1
Z
exp
− 1
T
∑
η,k
kVF
(
a+outη,k a
out
η,k − n0η(k)
) . (56)
Thus, at equilibrium the out-electrons have both free dynamics and trivial density matrix. In this situation none of
the correlation functions (50) with ηixi > l/2 bears any trace of the interaction in the central part of the wire. In
particular, the prefactor M0 entering Eq. (51) for the correlation functions at the output of the wire is just the free
fermion zero temperature correlation function.
The situation changes drastically in a non-equilibrium system. The density matrix ρˆ becomes now a complicated
function of the out- fermions, incorporating non-trivial many-particle correlations. It is important to distinguish
between the correlation functions which are determined solely by the dynamics and the correlations also governed by
the electronic distribution. The retarded and the Keldysh single particle Green functions are the simplest examples of
the former and the latter. For the non-interacting electrons GR0η (x, τ) ∼ δ(x− ηVF τ). Thus, for the retarded function
we immediately get
GRη (x, τ) = G
R0
η (x, τ)∆R[δR ≡ 0]∆L[δL ≡ 0] = GR0η (x, τ) . (57)
On the other hand, the Keldysh component of the Green function (say for right electrons) GKR (xR, τR/2;xR,−τR/2) =
−i[ψR(xR, τR/2), ψ+R(xR,−τR/2)] ≡ GK(τR) receives non-trivial contribution from the combined effect of interaction
and non-equilibrium,
GKR (xR, τR/2, xR,−τR/2) = GK0R (0, τR)∆R[δR]∆L[δL] , (58)
where the phases δη are given by
∇xδη(x) = −4πiη
∫
dq
2π
eiq(xR−ηx) sin
qVF τR
2
(tqδη,R + rL,qδη,L) . (59)
Our choice for the arguments of the fermionic fields in the definition of the Keldysh Green function is somewhat over
complicated, since GK is actually independent of xR ( as long as xR > l/2). However we keep xR explicit for the
convenience of the forthcoming disscussion of the four-point correlations.
Exploiting the explicit expression (22) for the transmition and reflection amplitudes in the “sharp boundary” model
we get the phases δη in the characteristic form of sequence of rectangular pulses of length vF τR
31. The amplitudes of
the pulses are shown on Fig. 3. Their positions are given by
xRm = xR − l + (2m+ 1)Kl , m = 0 , 1 , . . . (60)
for δR(x) and
xLm = −xR + l − 2mKl , m = 0 , 1 , . . . (61)
for the left phase. Analytically
δη(x) = 2π
∞∑
m=0
αη,mwτR(x− xη,m) . (62)
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FIG. 3: The phases δR(x) and δL(x) governing the Keldysh Green function of the right-movers. The coordinates xη,0 , xη,1 . . .
are given by Eqs. (60,61).
Here the coefficients
αR,m = T 2R2m , αL,m =
{ R , m = 0
−T 2R2m−1 , m = 1 , 2 , . . . , (63)
and we have introduced
wτ (x) = Θ
( |τ |
2
− |x|
)
sign τ . (64)
Equation (58) can be interpreted in terms of the fermionic occupation numbers at the output of the wire,
1− 2noutη (ǫ) = iVF
∫
dτRe
iǫτRGKη (τR) . (65)
Since the noutη (ǫ) are different from the distribution functions of the incoming electrons nη(ǫ) (except for the equilib-
rium), electrons experience relaxation upon crossing the interaction region31.
B. Two-particle Green functions
Let us now turn to a deeper characterization of the density matrix for the outgoing electrons that is provided by
the four-point correlation functions. Particularly intriguing are interaction-induced correlations between the left- and
right-movers. To reveal them we consider51
MRL(xR, τR;xL, τL) = 〈
[
ψR
(
xR,
τR
2
)
, ψ+R
(
xR,−τR
2
)] [
ψL
(
xL,
τL
2
)
, ψ+L
(
xL,−τL
2
)]
〉+GKR (τR)GKL (τL) . (66)
were xR > l/2 and xL < −l/2; the square brackets [·, ·] stand for the commutator. Note that (66) is the only non-
trivial irreducible correlation function of two right and two left fields. Replacement of one of the commutators in (66)
by anticommutator would immediately lead to the decoupling of left and right fermions under the average. It is easy
to see that the Fourier transform of (66) has the meaning of the irreducible correlator of two fermionic distribution
functions,
〈〈nR(xR, ǫR)nL(xL, ǫL)〉〉 = V
2
F
4
∫
dτRdτLM(xR, τR;xL, τL)e
iǫRτR+iǫLτL . (67)
Each of the phases δη(x) corresponding to (66) is a sum as of a pulse sequence encountered previously in the
discussion of the Keldysh function GKR and an analogous contribution originating from the pair of left operators in
(66). This last contribution consists of pulses of the length VF τL located at
x′Rm = −xL − l + 2mKl , m = 0 , 1 , . . . (68)
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for δR(x) and
x′Lm = xL + l− (2m+ 1)Kl , m = 0 , 1 , . . . (69)
for the left phase.
The dependence of (67) on the coordinates xη and the “optical length” of the wire Kl can be easily understood. We
note that the scale lT∗/VF for the times τη supporting non-zero correlation functions is set by the inverse characteristic
width of the energy distributions of the incoming electrons. Under the assumption that the length of the interacting
wire is large and Kl exceeds lT∗ we can neglect the mutual effect of the non-overlapping pulses in δR(L) and represent
the corresponding determinants ∆η[δη(x)] by a product of determinants for individual pulses. One immediately
concludes that occupation numbers of left- and right- movers are uncorrelated unless the pulses coming from right
and left operators overlap. The overlap happens if XRL = xR+ xL is close to odd multiple of Kl. We can now recast
(67) into the form
〈〈nR(xR, ǫR)nL(xL, ǫL)〉〉 =
∑
m∈odd
fRLm (ǫR, ǫL, XRL −mKl) . (70)
The functions fRLm (ǫR, ǫL, y) are independent of l and decay on the distance lT∗ . They are given by
fRLm (ǫR, ǫL, y) = −
V 2F
4
∫
dτLdτLG
K
R (τR)G
K
L (τL) (ARAL − 1) iǫRτR + iǫLτL , (71)
AR =
∞∏
n=max(0,m˜)
∆R [αR,n−m˜wτR(x) + αL,nwτL(x+ y)]
∆R [αR,n−m˜wτR(x)] ∆R [αL,nwτL(x)]
, (72)
AL =
∞∏
n=max(0,m˜)
∆L [αR,n−m˜wτL(x− y) + αL,nwτR(x)]
∆L [αR,n−m˜wτL(x)] ∆L [αL,nwτR(x)]
. (73)
Here m˜ = (m+ 1)/2, and we use the notations introduced in Eqs. (63, 64).
Similarly to (66, 67), one can define the irreducible correlation function of the occupation numbers of the right-
movers:
〈〈nR(xR, ǫR)nR(x′R, ǫ′R)〉〉 =
V 2F
4
∫
dτRdτ
′
RMRR(xR, τR;x
′
R, τ
′
R)e
iǫRτR+iǫ
′
RτR , (74)
MRR(xR, τR;x
′
R, τ
′
R) = 〈
[
ψR
(
xR,
τR
2
)
, ψ+R
(
xR,−τR
2
)] [
ψR
(
x′R,
τ ′R
2
)
, ψ+R
(
x′R,−
τR
2
)]
〉+GKR (τR)GKR (τ ′R) . (75)
In order to be able to interpret (74) as the correlator of the distribution functions, we assume below that the two pairs
of ψ-operators in (75) are inserted far from each other, so that XRR ≡ xR − x′R ≫ lT∗ . Under this assumption, just
as in the case of R-L correlations, (75) is the only one non-trivial correlation function of four right electronic fields.
Consideration of phases δη(x) corresponding to (75) shows that the (74) is non-zero provided that XRR ≈ 2Klm and
can be decomposed as (we set m˜ = m/2):
〈〈nR(xR, ǫR)nR(x′R, ǫ′R)〉〉 =
∑
m∈even ,m 6=0
fRRm (ǫR, ǫL, XRR −mKl) , (76)
fRRm (ǫR, ǫL, y) = −
V 2F
4
∫
dτRdτ
′
RG
K
R (τR)G
K
L (τL) (ARAL − 1) eiǫRτR+iǫ
′
Rτ
′
R , (77)
AR =
∞∏
n=max(0,m˜)
∆R
[
αR,n−m˜wτR(x) + αR,nwτ ′R(x+ y)
]
∆R [αR,n−m˜wτR(x)] ∆R
[
αR,nwτ ′
R
(x)
] , (78)
AL =
∞∏
n=max(0,m˜)
∆L
[
αL,n−m˜wτR(x) + αL,nwτ ′R(x− y)
]
∆L [αL,n−m˜wτL(x)] ∆L
[
αL,nwτ ′
R
(x)
] . (79)
The term with m = 0 is omitted from the summation due to our assumption that XRR > lT∗ . Again, investigation
of the functions fRRm (ǫR, ǫL, x) requires evaluation of the functional determinants ∆η.
The physics of obtained correlations is discussed in Sec. VC.
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C. Discussion
We assert that the correlations discovered in Sec. VB represent a quantum interference effect. To clarify this point,
we make a digression and consider a very simple case of one right boson with momentum q populating the wire. This
situation is described by the density matrix
ρˆ1b = b
+in
R,q |0〉〈0|binR,q , (80)
where |0〉 is the ground state. Using the connection of the in- and out-bosons and then performing the refermionization
we translate ρ1b into the out-fermions
ρˆ1b =
2π
Lq
∑
k,k′
(
tqa
+out
R,k+qa
out
R,k + rR,qa
+out
L,k−qa
out
L,k
)
|0〉〈0|
(
t∗qa
+out
R,k′−qa
out
R,k + r
∗
R,qa
+out
L,k′+qa
out
L,k
)
. (81)
We can now evaluate the correlation function of the left and right distributions directly in the fermionic language and
get
〈〈nR(xR, ǫR)nL(xL, ǫL)〉〉 = −δnR(ǫR)δnL(ǫL)
+
2π
Lq
(
n0R+ − n0R−
) (
n0L+ − n0L−
)(
r∗R,qtqe
iq(xR+xL) + rR,qt
∗e−iqXRL
)
. (82)
Here ω = qVF is the frequency of the boson in the system; n
0
η± = Θ(−(ǫη ± ω/2)) and
δnR(ǫR) ≡ noutR (ǫR)− n0(ǫR) =
2π
Lq
|tq|2
(
2n0(ǫR)− n0(ǫR + ω)− n0(ǫR − ω)
)
, (83)
δnL(ǫL) ≡ noutL (ǫL)− n0(ǫR) =
2π
Lq
|rR,q|2
(
2n0(ǫL)− n0(ǫL + ω)− n0(ǫL − ω)
)
. (84)
(85)
The two terms in (82) have distinct physical origin. The first one originates from the probabilistic nature of the
boson transmission-reflection process. It would remain unchanged upon the replacement of the density matrix by the
statistical mixture
˜ˆρ1b = |tq|2b+outR,q |0〉〈0|boutR,q + |rR,q|2b+outL,−q|0〉〈0|boutL,−q . (86)
This term favors anti-correlations of electrons at energies of equal signs. This is a typical anti-correlation between
the mutually exclusive events. Indeed, suppose the boson we have injected into the system was transmitted through
the interacting part of the wire. In this case at the output of our device there is a particle-hole excitation in the right
branch, i.e. a right electron at positive energy and a right hole at negative energy. At the same time the left branch
has no excitation. On the contrary, if the boson was reflected there is a left electron at positive energy and a left
hole. The right branch is empty. Thus, in such a probabilistic description there is no way to have an excited electron
both in the left and right branches, which results in anti-correlations between the fermionic occupation numbers at
energies of the same sign.
Note that the probabilistic contribution to the correlator does not depend on the coordinates where the the occu-
pation numbers are measured. This is quite general. Suppose we have some complicated density matrix ρˆ in terms of
in-bosons. We translate it into the out-bosons. It is easy to see that if we now switch to the classical description of
the system by dropping all the non-diagonal elements of the density matrix (cf. transition from (81) to (86)) we will
end up with the correlator of the occupation numbers independent on XRL. Only the matrix elements of ρˆ involving
momentum transfer from left to right branch can provide such a dependence.
The second contribution to the correlator (82) is due to the fact that on the quantum level the scattering of a
boson creates coherent superposition of the state with a boson in the right branch and a state with a boson in the
left branch. Thus, the exited particle-hole pair is (virtually) simultaneously present in both branches. To elucidate
the effect of this quantum term, let us consider a slightly more general density matrix which is a statistical mixture
of (80):
ρˆmix =
∑
q
cqb
+in
R,q |0〉〈0|binR,q ,
∑
q
cq = 1 . (87)
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Now the quantum contribution is modified accordingly,
〈〈nR(xR, ǫR)nL(xL, ǫL)〉〉quantum = −4T 2R
∑
q
cq
2π
Lq
(
n0R+ − n0R−
) (
n0L+ − n0L−
) sinKql sin qXRL
|1−R2e2iKql|2
. (88)
We have used here the explicit expressions (22) for the transmission and reflection amplitudes in the sharp-boundary
model. Let the coefficients cq be peaked at some q = q0. Under the assumption that the peak width is much larger
than 1/Kl and the energies ǫR(L) are not too close to q0VF /2, we can average the expression under the sum over fast
oscillations oscillations on the scale 1/Kl. The result is non-vanishing only if XRL is close to odd multiple of Kl,
XRL = mKl + x, m ∈ odd, in which case
〈〈nR(xR, ǫR)nL(xL, ǫL)〉〉quantum = −4πT
2Rm signm
1 +R2
∑
q
cq
2π
Lq
(
n0R+ − n0R−
) (
n0L+ − n0L−
)
cos qx . (89)
This result is in agreement with the general coordinate dependence (70) of the correlator of fermionic distributions.
The density matrices ρˆ1b and ρˆmix are very simple as they contain just one fermionic excitation. The truly non-
equilibrium density matrix (41), when written in terms of bosons, is much more complicated. It contains infinitely
many terms representing multiple-boson processes. To collect properly their contributions into the correlation function
of left and right occupation numbers is the task accomplished by the functional determinants ∆η[δη(x)]. In general,
both classical noise and quantum interference contribute to the result. The lesson we learnt from the analysis of
simple density matrices allows us to identify clear manifestations of quantum effects. First, this is the dependence of
the correlation functions on the coordinates, see Eq. (70). Second, these are positive correlations between distribution
functions of left and right movers at energies of the same sign. We will see in Sec. VD below that the correlation
functions of a non-equilibrium LL do show both these features.
D. Partial equilibrium
A detailed analysis of the functions fRLm describing the correlations in electronic distributions requires a careful
investigation of the determinants ∆η[δη(x)] with given distributions of the incoming electrons. In general, these
determinants can not be evaluated analytically, except for asymptotic long-time behavior33 (which is not sufficient
for our purposes here). Thus, one has to resort to numerics in order to achieve the comprehensive understanding of
the correlations in the fermionic occupation numbers.
Relegating such a numerical analysis for a future work, we focus below on the case of partial equilibrium that can
be treated analytically. This is the situation when distribution functions of the incoming fermions are of the Fermi-
Dirac form but with different temperatures TR and TL of the left- and right-movers
52. The functional determinants
∆η[δη(x)] become under such circumstance exponentially quadratic functionals of phases
31,
ln∆η = − 1
4π
∫ ∞
0
dq
2π
q (Bη (qVF )− 1) |δη(q)|2 , (90)
where Bη(ω) = cothω/2Tη are the bosonic distribution functions.
One can now use (90) to evaluate the products of the determinants (72,73,78,79) analytically. Alternatively, we
can apply Eq. (90) to the full functional determinants governing the correlations in the electronic distributions. The
Fourier components of the phases δη are easily read off from (59). For example, in the case of of the correlator of left
and right distribution functions we have
|δR(q)|2 = (4π)
2
q2
[
|tq|2 sin2 qVF τR
2
+ |rq|2 sin2 qVF τL
2
+ 2itqr
∗
q sin
qVF τR
2
sin
qVF τL
2
sin q(xR + xL)
]
, (91)
|δL(q)|2 = (4π)
2
q2
[
|tq|2 sin2 qVF τR
2
+ |rq|2 sin2 qVF τL
2
− 2itqr∗q sin
qVF τR
2
sin
qVF τL
2
sin q(xR + xL)
]
. (92)
Plugging this into (90), averaging the expression under the integral over fast oscillations of the bosonic transmition
and reflection amplitudes (which is equivalent to the neglect of the interference of non-overlapping pulses in δη(x)
discussed in the previous section) and using the standard equality
−
∫ +∞
0
dx
x
(1− cosαx)
(
coth
x
2
− 1
)
= ln
πα
shπα
, (93)
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FIG. 4: (Color online). The dependence of the correlator 〈〈nR(xR, 0)nL(xL, 0)〉〉 on the sum of coordinates xR+ xL. Solid line
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right distribution functions at xR + xL = Kl (blue dot) and xR + xL = −Kl (brown dot) is shown on Fig. 5.
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FIG. 5: (Color online). Energy dependence of functions fRL1 (ǫR, ǫL, 0) and f
RL
−1 (ǫR, ǫL, 0) (plots (a) and (b) respectively). All
energies are measured in units of the largest temperature TR = 10TL.
one finds that the correlation function of left and right occupation numbers has indeed the form (70) with
fRLm (ǫR, ǫL, x) = −
V 2F
4
∫
dτRdτLe
iǫLτL+iǫRτRGKR (τR)G
K
L (τL)
[(
1− chπTR(τR+τL)ch 2πTRx
1− chπTL(τR+τL)ch 2πTLx
1− chπTL(τR−τL)ch 2πTLx
1− chπTR(τR−τL)ch 2πTRx
)γm
− 1
]
. (94)
Here the exponents γm are given by γm = signmT 2R|m|/(1 +R2), and the Keldysh Green functions of the outgoing
fermions are31
GKR (τR) =
1
πVF τR
[
πTRτR
shπTRτR
] T 2
1+R2
[
πTLτR
shπTLτR
] 2R2
1+R2
, (95)
GKL (τL) =
1
πVF τL
[
πTLτL
shπTLτL
] T 2
1+R2
[
πTRτL
shπTRτL
] 2R2
1+R2
. (96)
(97)
The Fourier transformation in (94) can be evaluated numerically. The results are exemplified on Fig. 4, 5 and 6. To
produce the graphs we have chosen the LL parameter K = 0.2 such that the transmission and reflection amplitudes
T , R are approximately equal. Figure 4 shows the zero energy correlator 〈〈nR(xR, 0)nL(xL, 0)〉〉 in its dependence
on xR + xL. Solid and dashed lines correspond to strong (TR/TL = 10) and comparatively weak (TR/TL = 2) non-
equilibrium. One observes the characteristic peaks at xR + xL = (2m+ 1)Kl. Occupation numbers of left and right
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FIG. 6: (Color online). Correlator of the distribution functions of left and right electrons integrated over the xR + xL (see Eq.
(98)). The ratio of temperatures was taken to be TR/TL = 10.
movers are anti-correlated for xR + xL > 0 and correlated at xR + xL < 0 (of course, the situation will be reversed if
one assumes that TR < TL).
Figure (5) demonstrates the functions fRL±1 (ǫR, ǫL, 0). The correlations reach maximum near ǫR = ǫL = 0. In the
case of fRL1 the anti-correlations are somewhat more extended in the direction ǫR = −ǫL while the correlations in fRL−1
prefer to develop for ǫR and ǫL of equal sign. This fact leads to a remarkable structure in the “mean correlations” of
the distribution functions of left- and right- movers as given by
h(ǫR, ǫL) ≡ TR
VF
∫
d(xR + xL)〈〈nR(xR, ǫR)nL(xL, ǫL)〉〉 . (98)
(The prefactor was introduced to make h dimensionless.) The function h(ǫR, ǫL) is shown on Fig. 6. We observe
that on average the left- and right- movers are correlated when their energies have equal signs and anti-correlated
in the opposite case. Note that this result is opposite to the one that would be except on the basis of the classical
consideration of the bosonic transmission-reflection process, see Sec. VC.
A similar analysis can be performed for the case of the correlations in the occupation numbers of right electrons
along. One finds the correlation function of right distributions in the form of (76) with
fRRm (ǫR, ǫ
′
R, x) = −
V 2F
4
∫
dτRdτ
′
Re
iǫLτL+iǫRτRGKR (τR)G
K
R (τ
′
R)
1− chπTL(τR+τ ′R)ch 2πTLx
1− chπTR(τR+τ
′
R)
ch 2πTRx
1− chπTR(τR−τ
′
R)
ch 2πTRx
1− chπTL(τR−τ
′
R)
ch 2πTLx
γm − 1
 .
(99)
The exponents γm are given by
γm = T 2R|m|/(1 +R2) . (100)
The analogous correlator of the left distributions can be obtained via simple exchange TR ↔ TL. Provided that
TR > TL all the functions f
RR
m turn out to be positive, while the corresponding functions f
LL
m are negative (cf. Fig.
7 showing fRR2 (ǫR, ǫ
′
R, 0) and f
LL
2 (ǫL, ǫ
′
L, 0)). Thus, the hotter electrons have positive correlations built into their
distribution, while the colder ones are anti-correlated.
VI. CONCLUSIONS
In this paper we have developed an operator approach to the non-equilibrium LL. Using bosonization and refermion-
ization techniques, we have explicitly determined the many-body density matrix of the system and derived the
fermionic correlation functions in terms of Fredholm determinants ∆η. Let us note that usually the correlation
functions of the many-body interacting system can only be found approximately by truncating the Bogoliubov-Born-
Green-Kirkwood-Yvon chain. The model considered in this work constitutes a remarkable example of a many-body
problem where all the correlation functions can be evaluated exactly.
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FIG. 7: (Color online). The energy dependence of the correlators 〈〈nR(ǫR, xR)nR(ǫ
′
R, x
′
R)〉〉 and 〈〈nL(ǫL, xL)nL(ǫ
′
L, x
′
L)〉〉 for
xη−x
′
η = 2Kl. While the occupation numbers of the hotter (right in this case) electrons are correlated, the occupation numbers
of colder electrons are anti-correlated.
We have employed our technique to study the four-point correlation functions of the electrons coming out of the LL
wire. While the dynamics of the outgoing electrons is free, the corresponding density matrix is highly complicated. It
incorporates the correlations 〈〈nη(xη, ǫη)nη′(xη′ , ǫη′)〉〉 in the electronic distribution functions caused by the scattering
of the LL bosons at the boundaries between the LL wire and the non-interacting leads. The spatial dependence of these
correlations can be deduced from the general analysis of the corresponding functional determinants ∆η. It displays
characteristic interference picks (or dips) of the width lT∗ at distance Kl (the “optical length” of the interacting wire)
one from another, see Fig. 4.
For the case of partial equilibrium we have evaluated the Fredholm determinants governing the correlation function
〈〈nη(xη, ǫη)nη′(xη′ , ǫη′)〉〉 analytically. We have found a non-trivial spatial dependence of correlations, both in the
occupation numbers of electrons of the same chirality and between the occupation numbers of left- and right-movers.
Within the “hotter” chiral branch, the positive correlation are developed in the electronic distribution. On the other
hand, anti-correlations are seen in the distribution of colder electrons (see Fig. 7). The sign of the correlation
function 〈〈nR(xR, ǫR)nL(xL, ǫL)〉〉 depends on the sign of xR + xL. On average, the occupation numbers of right-
and left-movers are correlated at energies of the same sign and anti-correlated at energies of opposite signs, see Fig.
6. The obtained results indicate that quantum-interference effects contribute crucially to the correlation functions.
Intrinsically quantum correlations between parts of the system which can not be understood in a classical framework
are referred to as entanglement53. In recent years it was recognized that quantifying the entanglement between
subsystems of a many-body quantum system can provide a clue to many relevant properties of the system, see e.g.
Ref. 54,55. Such quantification for a mixed state of a quantum system is in general a highly complicated task56. It
remains to be seen to what extent the correlations found in this work are relevant in the quantum information context.
We stress once again that the correlations studied are a genuine non-equilibrium effect absent in equilibrium LL.
These correlations are an experimentally relevant quantity and can be measured in a specifically designed tunneling
experiment. For example, to access the correlator of left and right distribution functions, one can imagine the
following setup. Suppose that two tunneling probes are attached to the wire at points xR, xL satisfying ηxη > l/2.
We can also assume for simplicity that the right probe allows only the tunneling of right electrons, while only left
electrons can tunnel through the left one. Then (under the assumption that the tunneling densities states in the
probes are not flat) the correlator of right and left tunneling currents 〈〈IR(VR)IL(VL)〉〉 should be sensitive to the
correlations in the distribution functions. The voltages Vη biasing the probes will control the corresponding energies in
〈〈nR(xR, ǫR)nL(xL, ǫL)〉〉. Clearly, a more sophisticated analysis is needed to extract the information on the correlator
of the distribution functions from the correlation in the tunneling currents in a realistic setup. Our analysis shows,
however, that the correlator of the distribution functions is in principle a measurable quantity.
Concluding the paper, we briefly discuss possible extentions of the present work. First, under the general non-
equilibrium conditions, a numerical analysis of the functional determinants ∆η is needed to fully understand the
correlations in the electronic occupation numbers. Second, the formalism developed here can be extended to cover
some non-stationary states of the LL. For example, in view of the recent experimental developments57, it is very
interesting to investigate a LL wire exposed to on-demand coherent single-electron sources. In particular, in the
context quantum information processing, especially intriguing is the entanglement generated by interaction between
two electrons injected by single-electron sources from the left and right leads. Third, upon a proper modification, our
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technique should also be usefull for the investigation of the fractional quantum Hall edge states out of equilibrium.
In this systems it is very interesting to look for manifestation of the fractionally-charged quasiparticles in the non-
equilibrium correlation functions.
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Appendix A: Density matrix of non-equilibrium fermions in the bosonic representation
In this appendix, we transform the density matrix (41) into bosonic representation. Throughout this Appendix we
will be dealing with the in-fermions ain and in-bosons bin only. In order to simplify notations, we omit the index “in”
for all the operators. Further, we focus on right-moving in-fermions. The contribution of right-movers is obtained
analogously; the total density matrix is the product of contributions of left and right in-particles.
We are thus looking for the bosonic representation of the statistical operator
ρˆ =
1
Z
exp
[
−
∑
k
ǫ(k)
(
a+k ak − n0(k)
)]
. (A1)
Here Z is the normalization factor, n0(k) = Θ(−k) is the ground-state distribution function and ǫ(k) determines the
distribution of the electrons via
n(k) =
1
1 + eǫ(k)
. (A2)
A particularly convenient basis in the Hilbert space of chiral fermions is provided by the bosonic coherent states
which are the eigenstates of the bosonic annihilation operators. Each coherent state is labeled by the total number of
fermions N and the set of eigenvalues βq of the operators bq. Explicitly
|N, β〉 = exp
[∑
q>0
βqb
+
q
]
|N〉 . (A3)
The coherent states (A3) form the overcomplete basis with the resolution of identity given by
1 =
∑
N
∫ [∏
q>0
dβ∗qdβq
]
exp
[
−
∑
q>0
|βq|2
]
|N, β〉 〈N, β∗| . (A4)
The overlap of two coherent states is given by
〈M,β∗| N, β〉 = δM,N exp
[∑
q>0
|βq|2
]
. (A5)
We are interested in the matrix elements of the statistical operator ρˆ in the basis of the coherent states. They are
given by (obviously, ρˆ is diagonal with respect to the total number of fermions)
〈β∗ , N |ρˆ|N , β〉 = 〈N | exp
[∑
q>0
β∗q bq
]
ρˆ exp
[∑
q>0
βqb
+
q
]
|N〉 . (A6)
We remind that the bosons are proportional to the Fourier components of the fermionic density:
b+q =
√
2π
L|q|
∑
k
a+k+qak , bq =
√
2π
L|q|
∑
k
a+k−qak . (A7)
Thus, the operator under the average in (A6) is exponentially quadratic in fermions.
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It is convenient to introduce new fermions:
ck = ak
(
1− nN (k))+ a+k nN (k) , (A8)
c+k = a
+
k
(
1− nN (k))+ aknN (k) . (A9)
Here nN(k) = Θ
(−k + 2πL N) is the distribution function of a Fermi sea with N extra particles. The idea behind the
transformation (A9) is that the state |N〉 is nullified by all the operators ck, which simplifies the derivation. In terms
of the new fermions c we have ∑
q>0
βqb
+
q =
∑
k1 ,k2
c+k1ck2Uk1,k2 +
∑
k1 ,k2
c+k1c
+
k2
Vk1,k2 . (A10)
The matrices Uk1,k2 and Vk1,k2 carring two momentum indices are given by
U = Φ(1− nN )− ΦTnN , (A11)
V =
1
2
[
Φ+ ΦT , nN
]
. (A12)
Here the distribution function nN is considered as a matrix diagonal in momentum space, while the matrix Φ has the
matrix elements
Φk1−k2 = Θ(k1 − k2)
√
2π
L(k1 − k2)βk1−k2 . (A13)
Using the fermionic commutation relations satisfied by ck and the fact that all ck annihilate |N〉, one now finds
exp
[∑
q>0
βqb
+
q
]
|N〉 = exp
[∑
k1k2
c+k1c
+
k2
Wk1k2
]
|N〉 , (A14)
W =
∫ 1
0
ds exp [sU ]V exp
[
sUT
]
. (A15)
Note that the operator Φ preserves the subspace k > 2πL N while the operator Φ
T preserves the subspace k ≤ 2πL N .
On the other hand, on the first of these subspaces 1 − nN = 1, while the other subspace is nullified by 1 − nN . It
follows that
esU = esΦ(1− nN ) + e−sΦT nN . (A16)
Using this relation, the expression for the matrix W can be simplified to the form
W =
1
2
[
e−Φ
T (
1− nN) eΦT − eΦ (1− nN) e−Φ] . (A17)
The matrix element (A6) now reads
〈β∗ , N |ρˆ|N , β〉 = γ
Z
〈N | exp
[∑
k1k2
ck1ck2W
+
k1k2
]
exp
[
−
∑
k1k2
c+k1ck2Ek1k2
]
exp
[∑
k1k2
c+k1c
+
k2
Wk1k2
]
|N〉
≡ γ
Z
〈N | eŴ+eÊeŴ |N〉 , (A18)
where
Ek1,k2 = ǫ(k1)
(
1− 2nN(k1)
)
δk1k2 , γ = exp
[
−
∑
k
ǫ(k)
(
nN (k)− n0(k))] . (A19)
For the evaluation of the average (A18) one can employ the standard technique of the fermionic coherent states. Let
us define the set of the eigenstates of annihilation operators ck with the Grassmann eigenvalues χk (χ stands for the
full set of χk with k = −∞ . . .∞):
ck|χ〉 = χk|χ〉 . (A20)
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The coherent states |χ〉 form an overcomplete basis with the resolution of identity
1 =
∫
Dχ∗Dχ exp
[
−
∑
k
χ∗kχk
]
|χ〉〈χ∗| , (A21)
where
Dχ∗Dχ =
∏
k
dχ∗kdχk . (A22)
Using the resolution of identity (A21) and noting that the state |N〉 is itself a coherent state |χ = 0〉, we get
〈β∗ , N |ρˆ|N , β〉 = γ
Z
∫
Dχ1∗Dχ1Dχ2∗Dχ2 exp
[
−
∑
k
(
χ1∗k χ
1
k + χ
2∗
k χ
2
k
)]
× 〈χ∗ = 0| eŴ+ |χ1〉〈χ1∗|eÊ |χ2〉〈χ2∗|eŴ |χ = 0〉 . (A23)
Finally, since
〈χ∗|eŴ |χ〉 = exp
∑
k
χ∗kχk +
∑
k1,k2
χ∗k1χ
∗
k2Wk1,k2
 , (A24)
〈χ∗|eÊ |χ〉 = exp
∑
k1,k2
χ∗k1χ
∗
k2
[
e−E
]
k1k2
 , (A25)
(A26)
we are left with a simple Gaussian integral over Grassman variables. The result of the integration reads
〈β∗, N |ρˆ|N, β〉 = γ
Z
[
det
(
1 −2e−EWe−E
2W+ 1
)]1/2
. (A27)
Using the explicit form of the matrices W and E, one can reduce the expression above to
〈β∗, N |ρˆ|N, β〉 = γ
Z
det
[
e−ǫeΦ (1− nN ) e−Φeǫ + e−Φ
+
nNe
Φ+
]
. (A28)
Finally, working out the factor in front of the determinant in (A28), we find
〈β∗, N |ρˆ|N, β〉 = det
[
1− eΦnNe−Φ(1− n)− e−Φ
+
(1− nN )eΦ
+
n
]
. (A29)
Equation (A29) gives an explicit expression for the density matrix of non-equilibrium interacting fermions in the
bosonic basis. It has a form of a one-dimensional functional determinant of Fredholm type.
Let us verify that Eq. (A29) reduces to the Boltzmann-Gibbs form at equilibrium, which in present notations
corresponds to ǫ(k) = kVF /T . Indeed, we know that for ǫ(k) ≡ 0 Eq. (A28) should give just the norm of the coherent
|N, β〉 (up to the normalization factor Z)
〈β∗, N |ρˆ|N, β〉|ǫ(k)=0 =
γ
Z
det
[
eΦ (1− nN ) e−Φ + e−Φ
+
nNe
Φ+
]
=
1
Z
exp
[∑
q>0
|βq|2
]
. (A30)
On the other hand for ǫ(k) = kVF /T we can write
〈β∗, N |ρˆeq|N, β〉 = γ
Z
det
[
e−ǫeΦeǫ (1− nN ) e−ǫe−Φeǫ + e−Φ
+
nNe
Φ+
]
=
γ
Z
det
[
eΦ˜ (1− nN ) e−Φ˜ + e−Φ
+
nNe
Φ+
]
,
(A31)
where
Φ˜k1−k2 =
[
e−ǫΦeǫ
]
k1,k2
= Θ(k1 − k2)
√
2π
L(k1 − k2)βk1−k2e
−VF (k1−k2)/T . (A32)
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We see that the matrix elements of the equilibrium density matrix can be obtained from the norm of the coherent
states just by the replacement
βq → βqe−VF q/T , (A33)
with the result
〈β∗, N |ρˆeq|N, β〉 = 1
Z
exp
[∑
q>0
e−qVF /T |βq|2
]
. (A34)
In the operator form, Eq. (A34) reads
ρˆeq =
1
Z
exp
[
−VF
T
∑
q>0
qb+q bq
]
, (A35)
which is the expected equilibrium result.
Away from equilibrium, the bosonic density matrix (A29) is much more complicated. Nevertheless, it can be used
to derive the expressions (47, 48, 49) for the prototypical average (43) required for evaluation of correlation functions.
To do this, one represents the determinant (A29) as an a Gaussian integral over auxiliary Grassmann variables and
performs an expansion in powers of eΦ. At every order, evaluation of the correlator of the bosonic exponents (43) is
then given by a Gaussian integral over bosons and fermions. The crucial point is some specific cancellations between
the fermionic and bosonic integrations, which finally allows us to evaluate all orders of the expansion analytically and
resum the whole series. This brute-force derivation requires, however, rather cumbersome combinatorics, and we do
not present it here. An alternative, considerably simpler, derivation involves refermionization, as explained in the
main text and Appendix B.
Appendix B: Averaging exponential of bosonic fields in a non-equilibrium Luttinger liquid via
refermionization
In this Appendix we evaluate the prototypical correlation function (43) where the average is performed with the
density matrix (41). Since the right-moving in-fermions are completely independent from the left-moving ones (see
Eq. (41)) we ignore the latter for a while and include the left-movers in the final formulas. In our notations we also
suppress the index ”in” since all the operators (bosons and fermions) we will be dealing with in this Appendix are
in-operators and the suppression should not cause any confusion. Thus, we need to evaluate the average
Z[g∗, g] =
〈
exp
[∑
q>0
g(q)b+q
]
exp
[
−
∑
q>0
g∗(q)bq
]〉
(B1)
with the density matrix
ρˆ =
1
Z
exp
[
−
∑
k
ǫ(k)
(
a+k ak − n0(k)
)]
. (B2)
We can now apply the well-known expression for the trace over the fermionic Hilbert space of a product of exponentially
quadratic operators58:
tr eH1 . . . eHn = det
(
1 + eh1 . . . ehn
)
, (B3)
where
Hi =
∑
k1,k2
hk1,k2i a
+
k1
ak2 . (B4)
The right-hand side of (B3) is a determinant of an operator acting in the single-particle Hilbert space. Applying (B3)
to the average in question, we get
Z[g∗, g] = det
(
1− n(k) + e−iδ(x)n(k)
)
, (B5)
δ(x) = i
∑
q>0
√
2π
Lq
(
gqe
iqx − g∗qe−iqx
)
. (B6)
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The determinant in (B5) is in fact not well defined, for the following reason. Strictly speaking, Eq. (B3) assumes
that in the fermionic Hilbert space there is a state nullified by all the operators ak. This is not the case in the present
situation. We can resolve this difficulty by making the transformation from the particle operators ak, a
+
k to particle
and hole operators:
ck = ak
(
1− n0(k))+ a+k n0(k) , (B7)
c+k = a
+
k
(
1− n0(k))+ akn0(k) . (B8)
Then we can evaluate Z[g∗, g] with the technique of fermionic coherent states. The calculation is very similar to that
of Appendix A.
We can make a short-cut, however, if we notice that Z[g∗, g] is an average of an operator normal-ordered in bosons.
Thus, Z[g∗, g] = 1 at zero temperature. This suggests that the regularized version of Eq. (B5) should be
Z[g∗, g] = det
[(
1− n0(k) + e−iδ(x)n0(k)
)−1 (
1− n(k) + e−iδ(x)n(k)
)]
(B9)
A direct calculation along the lines of Appendix A indeed confirms this result.
Incorporating now the left electrons into our consideration, we come to Eqs. (47, 48, 49).
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