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Abstract
The asymptotic state discrimination problem with simple hypotheses is considered
for a cubic lattice of bosons. A complete solution is provided for the problems of
the Chernoff and the Hoeffding bounds and Stein’s lemma in the case when both
hypotheses are gauge-invariant Gaussian states with translation-invariant quasi-free
parts.
1 Introduction
Assume that we know a priori that the state of an infinite lattice system is either ρ1 (null
hypothesis H0) or ρ2 (alternative hypothesis H1), and we want to decide between these two
options, based on the outcome of a binary measurement on a finite part of the system.
Obviously, there are two ways to make an erroneous decision: to accept H0 when it is false
(error of the first kind) and to reject it when it is true (error of the second kind). In general,
one cannot make the corresponding error probabilities to vanish, but they are expected to
vanish in the limit as we increase the size of the local system on which the measurement is
made.
Hypothesis testing results [1, 2, 3, 11, 12, 13, 14, 15, 18, 19, 21] show that, in various
settings, the optimal error probabilities actually decay exponentially, and the exponent of
the optimal decay rate can be expressed as a certain generalized distance of the states ρ1
and ρ2, depending on the concrete setting of the problem. The most studied cases are the
problems of the Chernoff and the Hoeffding bounds and that of Stein’s lemma, and the
corresponding generalized distances are the Chernoff and the Hoeffding distances and the
relative entropy, respectively. Apart from giving computable closed expressions for the error
exponents, the importance of these results lies in providing an operational interpretation
for the corresponding generalized distances, which in turn yield alternative and heuristically
very transparent proofs for their monotonicity under stochastic operations [4, 18].
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The first such result in the quantum setting was obtained by Hiai and Petz [14] and
completed later by Ogawa and Nagaoka [21], solving the problem of Stein’s lemma in an
i.i.d. setting (i.e., when ρ1 =
(
ρ
(1)
1
)⊗∞
and ρ2 =
(
ρ
(1)
2
)⊗∞
are translation-invariant product
states) on a one-dimensional spin lattice. This result was later extended to certain correlated
situations as well as to higher dimensional lattices [3, 15]. The recent findings of Nussbaum
and Szko la [19] and Audenaert et al. [1] created renewed interest in hypothesis testing
problems, and their methods were successfully applied to solve such problems in various
settings [1, 2, 6, 11, 12, 13, 17, 18, 19].
The study of the Chernoff bound for identical copies of one-mode Gaussian states in
bosonic systems was initiated in [6], where an explicit formula for the Re´nyi relative entropies
was provided, which was later generalized for n-mode states in [23]. Stein’s lemma for
identical copies of one-mode gauge-invariant Gaussian states was treated in [10]. Here we will
study the hypothesis testing problem for gauge-invariant Gaussian states with translation-
invariant quasi-free parts on an infinite bosonic lattice, and we give a complete solution for
the problems of the Chernoff and the Hoeffding bounds and Stein’s lemma in this setting.
The structure of the paper is as follows. In Section 2.1 we give a more technical introduc-
tion into hypothesis testing and in Section 2.2 we overview the basic facts about Gaussian
states that we will use in the rest of the paper. In Section 3.1 we prove the existence of
various asymptotic quantites, including the mean Chernoff and Hoeffding distances and the
mean relative entropy, and in Section 3.2 we show that these quantities give the optimal
decay rate of the error probabilities in the corresponding settings. In computations with
Gaussian states, we will need some basic facts about Fock operators that we collect in a
separate Appendix.
2 Preliminaries
2.1 Hypothesis testing on infinite lattice systems
Consider a lattice system on a ν-dimensional cubic lattice Zν . We assume that the observ-
ables of the system span a C∗-algebra A and the shift operations on the physical lattice lift
to an automorphism group γk, k ∈ Zν on A, such that the observable algebra AΛ corre-
sponding to a finite Λ ⊂ Zν is generated by {γk
(A{0}) , k ∈ Λ}. Typical examples are spin
lattices, when A = ⊗k∈ZνB
(
C
d
)
, and fermionic/bosonic lattices, when A is the CAR/CCR
algebra on the anti-symmetric/symmetric Fock space on l2 (Zν). We also assume that for all
finite Λ ⊂ Zν there exists a Hilbert space HΛ such that HΛ ∼= ⊗k∈ΛH0 and AΛ ⊂ B (HΛ),
which is satisfied by all the examples mentioned above. States of the infinite lattice system
are described by positive linear functionals on A that take the value 1 on the unit of A.
Assume that we know a priori that the state of the infinite lattice is either ρ1 (null
hypothesis H0) or ρ2 (alternative hypothesis H1). To decide between these two hypotheses,
we can make binary measurements on finite parts of the system, and for simplicity we assume
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these finite parts to be ν-dimensional cubes Cn := {k ∈ Zν : k1, . . . , kν = 0, . . . , n− 1}. A
test on Cn is an operator T ∈ ACn , 0 ≤ T ≤ In, that determines the binary measurement
with measurement operators T and I − T . If the outcome corresponding to T occurs then
H0 is accepted, otherwise it is rejected. The error probabilities of the first and the second
kind are then expressed as
αn(T ) := ρ1(I − T ) and βn(T ) := ρ2(T ).
As noted in the Introduction, the error probabilities are expected to decay exponentially
if we let n go to infinity and choose the measurements in an optimal way. Here we will be
interested in the exponents
c(ρ1 || ρ2) := sup
{Tn}
{
lim inf
n→∞
− 1
nν
log
(
αn(Tn) + βn(Tn)
)}
,
c(ρ1 || ρ2) := sup
{Tn}
{
lim sup
n→∞
− 1
nν
log
(
αn(Tn) + βn(Tn)
)}
,
c(ρ1 || ρ2) := sup
{Tn}
{
lim
n→∞
− 1
nν
log
(
αn(Tn) + βn(Tn)
)}
,
corresponding to the problem of the Chernoff bound,
h(r| ρ1 || ρ2) := sup
{Tn}
{
lim inf
n→∞
− 1
nν
log βn(Tn)
∣∣∣∣ lim sup
n→∞
1
nν
logαn(Tn) < −r
}
, r ≥ 0,
h(r| ρ1 || ρ2) := sup
{Tn}
{
lim sup
n→∞
− 1
nν
log βn(Tn)
∣∣∣∣ lim sup
n→∞
1
nν
logαn(Tn) < −r
}
, r ≥ 0,
h(r| ρ1 || ρ2) := sup
{Tn}
{
lim
n→∞
− 1
nν
log βn(Tn)
∣∣∣∣ lim sup
n→∞
1
nν
logαn(Tn) < −r
}
, r ≥ 0,
corresponding to the problem of the Hoeffding bound, and
s(ρ1 || ρ2) := sup
{Tn}
{
lim inf
n→∞
− 1
nν
log βn(Tn)
∣∣∣∣ limn→∞αn(Tn) = 0
}
,
s(ρ1 || ρ2) := sup
{Tn}
{
lim sup
n→∞
− 1
nν
log βn(Tn)
∣∣∣∣ limn→∞αn(Tn) = 0
}
s(ρ1 || ρ2) := sup
{Tn}
{
lim
n→∞
− 1
nν
log βn(Tn)
∣∣∣∣ limn→∞αn(Tn) = 0
}
,
corresponding to Stein’s lemma, respectively. The suprema are taken with respect to se-
quences of tests, with Tn ∈ ACn, n ∈ N. Obviously, c(ρ1 || ρ2) ≤ c(ρ1 || ρ2) ≤ c(ρ1 || ρ2),
h(r| ρ1 || ρ2) ≤ h(r| ρ1 || ρ2) ≤ h(r| ρ1 || ρ2), r ≥ 0, and s(ρ1 || ρ2) ≤ s(ρ1 || ρ2) ≤ s(ρ1 || ρ2).
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Assume for the rest that the restrictions ρ
(n)
k onto ACn are given by density operators ρˆ(n)k
on HCn , i.e., there exist trace-class operators ρˆ(n)k on HCn such that ρ(n)k (a) = Tr ρˆ(n)k a, a ∈
ACn . In this case,
αn(T ) = Tr ρˆ
(n)
1 (In − T ) and βn(T ) = Tr ρˆ(n)2 T.
If the supports of ρˆ
(n)
1 and ρˆ
(n)
2 are orthogonal to each other then ρ
(n)
1 and ρ
(n)
2 can be
distinguished perfectly in the sense that there exists a test T for which αn(T ) = βn(T ) = 0,
and hence the hypothesis testing problem becomes trivial. To exclude this case, we will
assume that the supports of ρˆ
(n)
1 and ρˆ
(n)
2 are not orthogonal to each other for any n ∈ N.
Due to Ho¨lder’s inequality, the operators
(
ρˆ
(n)
1
)t(
ρˆ
(n)
2
)1−t
are trace-class for each t ∈ [0, 1],
and hence the functions
ψn(t) := logTr
(
ρˆ
(n)
1
)t(
ρˆ
(n)
2
)1−t
, t ∈ [0, 1] (1)
are well-defined for each n ∈ N, such that −∞ < ψn(t) ≤ 0, t ∈ [0, 1], n ∈ N. It is easy
to see that ψn is convex on [0, 1] for all n ∈ N. All along the paper we use the convention
0t := 0, t ∈ R, i.e., we take powers only on the support of ρˆ(n)k . In particular,
(
ρˆ
(n)
k
)0
denotes
the support projection of ρˆ
(n)
k . For each n ∈ N, the Chernoff disance of ρ(n)1 and ρ(n)2 is
defined by
C(ρ
(n)
1 || ρ(n)2 ) := − inf
0≤t≤1
ψn(t) .
For any r ≥ 0, the Hoeffding distance of ρ(n)1 and ρ(n)2 with parameter r is
H(r| ρ(n)1 || ρ(n)2 ) := sup
0≤t<1
−tr − ψn(t)
1− t .
For the rest we assume that the additional condition(
ρˆ
(n)
k
)t
, k = 1, 2, are trace-class for all t ∈ (0, 1] and n ∈ N (2)
holds. Then, it is not too difficult to see (by using the eigen-decompositions and Lebesgue’s
dominated convergence theorem) that ψn is continuous on [0, 1] and differentiable in (0, 1)
for each n ∈ N. Moreover, if supp ρˆ(n)1 ≤ supp ρˆ(n)2 then ψn(1) = 0, and
H(0| ρ(n)1 || ρ(n)2 ) = ∂−ψn(1) = lim
tր1
ψ′n(t) = Tr ρˆ
(n)
1
(
log ρˆ
(n)
1 − log ρˆ(n)2
)
=: S(ρ
(n)
1 || ρ(n)2 ),
where ∂−ψn(1) is the left derivative of ψn at 1, and S(ρ
(n)
1 || ρ(n)2 ) is the relative entropy of ρ(n)1
and ρ
(n)
2 . Though assumption (2) is quite restrictive in general, it is automatically satisfied
when the local Hilbert spaces are finite-dimensional (which is the case for spin lattices and
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fermionic lattices) and also when ρ1 and ρ2 are Gaussian states of bosonic lattices, as we
will see later.
One can easily see that if the sequence of functions 1
nν
ψn converges uniformly to some
function ψ on [0, 1] then the mean Chernoff distance and the mean Hoeffding distances exist,
and
CM(ρ1 || ρ2) := lim
n→∞
1
nν
C(ρ
(n)
1 || ρ(n)2 ) = − min
0≤t≤1
ψ(t) , (3)
HM(r| ρ1 || ρ2) := lim
n→∞
1
nν
H(nνr| ρ(n)1 || ρ(n)2 ) = sup
0≤t<1
−tr − ψ(t)
1− t , r > 0 . (4)
If, moreover, supp ρˆ
(n)
1 ≤ supp ρˆ(n)2 , n ∈ N, and limn 1nν ∂−ψn(1) = ∂−ψ(1) then the mean
relative entropy SM(ρ1 || ρ2) := limn→∞ 1nν S(ρ
(n)
1 || ρ(n)2 ) and the mean Hoeffding distance
with parameter 0 exist, and
SM(ρ1 || ρ2) = HM(0| ρ1 || ρ2) = ∂−ψ(1) . (5)
A complete solution to the problems of the Chernoff bound, the Hoeffding bound(s) and
to Stein’s lemma is obtained if one can show that the relations (3), (4) and (5) hold, and
c(ρ1 || ρ2) = c(ρ1 || ρ2) = c(ρ1 || ρ2) = CM(ρ1 || ρ2),
h(r| ρ1 || ρ2) = h(r| ρ1 || ρ2) = h(r| ρ1 || ρ2) = HM(r| ρ1 || ρ2), r ≥ 0
s(ρ1 || ρ2) = s(ρ1 || ρ2) = s(ρ1 || ρ2) = SM(ρ1 || ρ2).
This was done, for instance, for i.i.d. states on a spin chain [1, 11, 14, 18, 19, 21], for quasi-
free states on a fermionic lattice [17] and for Gibbs states of translation-invariant finite-range
interactions on a spin chain [12, 13], apart from the identity SM(ρ1 || ρ1) = ∂−ψ(1) (which,
however, seems to follow from the results of [20]). Partial results were also obtained for
finitely correlated states on spin chains in [12, 15]. Stein’s lemma was also proven for the
case when ρ1 is an ergodic state and ρ2 is a translation-invariant product state on a spin
lattice [3].
2.2 Gaussian states on the CCR algebra
Let (H, σ) be a symplectic space, i.e., H is a real vector space and σ is a non-degenerate
antisymmetric bilinear form (a symplectic form) on H , and let κ be a positive real number.
We say that a map W : H → A to a C∗-algebra A is a realization of the (κ, σ)-canonical
commutation relations (CCRs) if A is generated by {W (x) : x ∈ H}, and
W (x)∗ =W (−x), W (x)W (y) = e−iκσ(x,y)W (x+ y), x, y ∈ H.
Obviously, κσ is again a symplectic form, and hence the introduction of κ may seem super-
fluous in the definition. However, we follow this terminology in order to be as compatible
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as possible with the various conventions appearing in the literature. For a more detailed
treatment of the following, we refer the reader to [5, 7, 16, 22].
By Slawny’s theorem, any two realizations W1 : H → A1 and W2 : H → A2 of the
(κ, σ)-CCRs are isomorphic to each other in the sense that there exists a C∗-algebra iso-
morphism α : A1 → A2 such that α ◦ W1 = W2. Moreover, if the symplectic spaces
(H1, κ1σ1) and (H2, κ2σ2) are isomorphic to each other then any two representations of the
corresponding CCRs are also isomorphic to each other. As a consequence, realizations of
the (κ, σ)-CCRs with the same σ and different κ’s are all isomorphic to each other, and we
denote by CCR(H, σ) the C∗-algebra generated by any such realization. Also, since any two
finite-dimensional symplectic spaces of the same dimension are isomorphic to each other,
so are the realizations of the corresponding CCRs. Hence, if H is finite dimensional with
dimH = 2d then one can assume without loss of generality that H = R2d and σ is its
standard symplectic form
σ ((x1, . . . , x2d), (y1, . . . , y2d)) :=
d∑
k=1
(xkyk+d − xk+dyk) ,
which is the usual choice in physical applications, and the parameter κ is usually taken to
be 1/2 or 1/(2~).
Here we will consider the situation when H = H for some complex Hilbert space
(considered with its real vector space structure) and σ is its standard symplectic form
σH(x, y) := Im 〈x, y〉 , x, y ∈ H. Let ∨mH denote the mth antisymmetric tensor power
of H, with ∨0H := C, and let F(H) :=⊕∞m=0 ∨mH be the symmetric Fock space. For each
x ∈ H let xF :=
∑∞
m=0
1√
m!
x⊗m ∈ F(H) denote the corresponding Fock vector (also called
coherent vector or exponential vector). The Fock vectors are linearly independent and their
linear span is dense in F(H). The Weyl unitaries Wκ(x), x ∈ H on F(H) are defined by
Wκ(x)yF := e
− 1
2
κ‖x‖2−√κ〈x,y〉(y +
√
κx)F , y ∈ H,
and they are easily seen to give a realization of the (κ, σH)-CCRs. We denote the generated
C∗-algebra by CCR(H).
A state ρ of CCR(H) is a positive linear functional ρ : CCR(H) → C, that takes
the value 1 on the unit of CCR(H). The characteristic function of a state ρ is Wˆκ[ρ] :
H → C, Wˆκ[ρ](x) := ρ (Wκ(x)) , x ∈ H. For any real inner product (i.e., positive definite
symmetric real bilinear form) α satisfying
σ(x, y)2 ≤ α(x, x)α(y, y), x, y ∈ H, (6)
there exists a unique state ρα on CCR(H) with characteristic function
Wˆκ[ρα](x) = ρα (Wκ(x)) = e
−κ
2
α(x,x), x ∈ H.
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Such states are called quasi-free. Note that (6) is equivalent to the kernel (x, y) 7→ α(x, y)+
iσ(x, y) being positive semidefinite. Obviously,
ρα,y(a) := ρα (Wκ(y)
∗aWκ(y)) , a ∈ CCR(H)
is again a state, with characteristic function
Wˆκ[ρα,y](x) = e
2iκσ(y,x)−κ
2
α(x,x), x ∈ H.
States of this form are called Gaussian, and we will refer to y as the displacement vector.
The gauge group of CCR(H) is the group of quasi-free automorphisms γλ, λ ∈ T :=
{z ∈ C : |z| = 1}, defined by γλ (Wκ(x)) := Wκ(λx), x ∈ H. A state ρ is gauge-invariant
if ρ ◦ γλ = ρ, λ ∈ T. A Gaussian state ρα,y is gauge-invariant if and only if α is gauge-
invariant, i.e., α(λx, λy) = α(x, y), x, y ∈ H, λ ∈ T. Moroever, if H is finite-dimensional
then a Gaussian state ρα,y is gauge-invariant if and only if there exists a complex linear
operator A ≥ I such that
α(x, y) = Re 〈Ax, y〉 , x, y ∈ H. (7)
The operator A is called the symbol of ρα,y. In the general case we say that ρα has a
symbol if there exists a complex linear operator A ≥ I such that (7) holds. Note that
if H is infinite-dimensional then having a symbol is a possibly stronger assumption than
gauge-invariance.
If ρα,y is gauge-invariant and H is finite dimensional then ρα,y has a density operator, i.e.,
there exists a trace-class operator ρˆα,y on F(H) such that ρα,y(a) = Tr ρˆα,ya, a ∈ CCR(H).
Moreover, the density operator can be expressed in terms of the symbol and the displacement
vector in the form
ρˆα,y = Wκ(y) ρˆαWκ(y)
∗, ρˆα =
2dimH
det
(
I + A
) (A− I
A+ I
)
F
,
where XF denotes the Fock operator corresponding to an operator X (see Appendix A). For
a proof, see e.g. [16, Corollary 3.2]. Note that the eigenvalues of A coincide with the sym-
plectic eigenvalues of α, and formula (32) gives essentially the normal mode decomposition
of the state in the above formalism.
Consider now a bosonic lattice system on the ν-dimensional cubic lattice Zν , such that
to each physical site there corresponds one mode of the system. That is, the one-particle
Hilbert space of the system is H := l2 (Zν) and its observable algebra is CCR(H), the
C∗-algebra generated by the Weyl unitaries on F(H). Let {1{k} : k ∈ Zν} denote the
standard basis of l2 (Zν), let Hn := span{1{k} : k1, . . . , kν = 0, . . . , n − 1} and let Pn be
the projection onto Hn. For a bounded operator A on H, let A(n) denote PnAPn, when
considered as an operator on Hn. The Hilbert space of the subsystem corresponding to a
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cube Cn := {k : k1, . . . , kν = 0, . . . , n− 1} is F(Hn) and its observable algebra ACn is the
C∗-algebra generated by {Wκ(x) : x ∈ Hn}, that is, CCR(Hn).
The shift operators are given by Sk : 1{j} 7→ 1{j+k}, j,k ∈ Zν , and they induce the
translation automorphisms of CCR(H), given by γk : Wκ(x) 7→ Wκ (Skx) , x ∈ H, k ∈ Zν .
A state ρ on CCR(H) is translation-invariant if ρ ◦ γk = ρ, k ∈ Zν . Assume that ρα is a
quasi-free state given by a symbol A. Then, ρα is translation-invariant if and only if A is
translation-invariant, i.e., SkAS
−1
k = A, k ∈ Zν .
Translation-invariant operators are diagonalized by the Fourier transformation
F : l2 (Zν)→ L2([0, 2π)ν), (F1j) (x) := eiPνm=1 jmxm , x ∈ [0, 2π)ν , j ∈ Zν .
That is, A is translation-invariant if and only if there exists a bounded measurable function
a : [0, 2π)ν → C such that A = F−1MaF , where Ma denotes the multiplication operator by
a. Let Σ(A) denote the convex hull of the spectra of A. We will make use of the following
multivariate extension of Szego˝’s theorem [9], that was proven in [17]:
2.1 Lemma. Let a1, . . . , ar be bounded measurable functions on [0, 2π)
ν with corresponding
shift-invariant operators A1, . . . , Ar. Then,
lim
n→∞
1
nν
Tr f1
(
A
(n)
1
) · . . . · fr(A(n)r ) = 1(2π)ν
∫
[0,2pi)ν
f1 (a1(x)) · . . . · fr (ar(x)) dx (8)
for any choice of polynomials f1, . . . , fr. If all ak are real-valued then (8) holds when fk is
a continuous function on Σ(Ak) for all 1 ≤ k ≤ r. In this case, the convergence is uniform
on norm-bounded subsets of
∏n
k=1C (Σ(Ak)), where C (Σ(Ak)) denotes the vector space of
continuous functions on Σ(Ak), equipped with the supremum norm.
3 Hypothesis testing for Gaussian states
Consider now the hypothesis testing problem described in Section 2.1. We will assume
that ρ1 = ρα1,y1 and ρ2 = ρα2,y2 are both gauge-invariant Gaussian states, and, moreover,
that their quasi-free parts ραk are translation-invariant and are given by the symbols Ak =
F−1MakF , k = 1, 2. Here, ak : [0, 2π)ν → [1,+∞) are bounded measurable functions.
The restrictions ρ
(n)
αk,yk of ραk ,yk onto CCR(Hn) are again Gaussian states, with symbols
A
(n)
k = PnAkPn and displacements y
(n)
k = Pnyk. Moreover, ρ
(n)
αk ,yk are given by the density
operators ρˆ
(n)
αk ,yk = Wκ(y
(n)
k ) ρˆ
(n)
αk Wκ(y
(n)
k )
∗, where ρˆ(n)αk are the densities of the quasi-free parts,
and
ρˆ(n)αk =
2n
det
(
I + A
(n)
k
)
(
A
(n)
k − I
A
(n)
k + I
)
F
=
1
det
(
I +Q
(n)
k
)
(
Q
(n)
k
Q
(n)
k + I
)
F
= Nk,n (Rk,n)F ,
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where
Qk :=
(
Ak − I
)
/2, Rk,n :=
Q
(n)
k
Q
(n)
k + I
and Nk,n := 1/ det
(
I +Q
(n)
k
)
. (9)
Note that Qk = F−1MqkF , where qk = (ak − 1)/2 are non-negative bounded measurable
functions on [0, 2π)ν, and ραk are uniquely determined by either of the functions ak, qk and
rk := qk/(1 + qk). For later use, we define
Wn,t := R
t/2
n,1R
1−t
n,2 R
t/2
n,1 and wt (x) := r1(x)
tr2(x)
1−t, t ∈ R.
Note that Rk,n 6= R(n)k := (F−1MrkF)(n) and Wn,t 6= W (n)t := (F−1MwtF)(n) in general.
An easy computation yields that for 0 < t < 1,(
ρˆ(n)αk,yk
)t
= Mk,n,t ρˆft(α(n)k ),y
, Mk,n,t := 2
tn/ det
[
ht,−
(
A
(n)
k
)]
,
where
ht,±(s) := (s+ 1)t ± (s− 1)t, ft(s) := ht,+(s)
ht,−(s)
, t ∈ (0, 1), s ≥ 1, (10)
and
ft
(
α
(n)
k
)
(x, y) := Re
〈
ft
(
A
(n)
k
)
x, y
〉
, x, y ∈ H.
That is, the powers
(
ρˆ
(n)
(αk ,yk)
)t
are again the densities of Gaussian states up to a normalization
constant, and hence condition (2) is satisfied.
For some of the statements we will also have to assume that q1 and q2 are strictly
positive in the sense that there exists some η > 0 such that qk(x) ≥ η for almost every x,
or equivalently, that Qk ≥ ηI. This assumption ensures that the local restrictions ρ(n)αk ,yk are
faithful for each n ∈ N, or, in more physical terms, that the vacuum state does not appear in
the normal mode decomposition of ρ
(n)
αk for any n. Note that this notion of strict positivity
is stronger then requiring qk(x) > 0 for almost every x.
3.1 Asymptotic distances
Let A
(n)
k =
∑
j γk,n,j|ek,n,j〉〈ek,n,j| be eigen-decompositions of the symbols, and assume that
the eigenvalues γk,n,j are ordered so that γk,n,j > 1 for j ≤ r(k, n) and γk,n,j = 1 for
j > r(k, n). By (9), this gives the eigen-decompositions Rk,n =
∑r(k,n)
j=1 λ˜k,n,j|ek,n,j〉〈ek,n,j|,
where λ˜k,n,j =
γk,n,j−1
γk,n,j+1
> 0, j = 1, . . . , r(k, n). With the notations of (33), we get the
eigen-decompositions of the densities as
ρˆ(n)αk ,y =
∞∑
m=0
∑
m1+...+mr=m
λk,n,m|Wκ(y)ek,n,m〉〈Wκ(y)ek,n,m|, λk,n,m := Nk,nλ˜k,n,m.
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Following [19], we define
p1,n (m,m
′) := λ1,n,m| 〈e1,n,m, e2,n,m′〉 |2, p2,n (m,m′) := λ2,n,m′ | 〈e1,n,m, e2,n,m′〉 |2, (m,m′) ∈ Jn,
where Jn := {(m,m′) ∈ Nr(1,n) × Nr(2,n) : 〈e1,n,m, e2,n,m〉 6= 0}. Then, pk,n are positive
measures on Jn with pk,n(Jn) ≤ 1, and
Tr
(
ρˆ(n)α1,y1
)t (
ρˆ(n)α2,y2
)1−t
=
∑
(m,m′)∈Jn
λt1,n,mλ
1−t
2,n,m′ | 〈e1,n,m, e2,n,m′〉 |2
=
∑
(m,m′)∈Jn
p1,n (m,m
′)t p2,n (m,m′)
1−t
, t ∈ [0, 1].
Define
ψn(t) := log
∑
(m,m′)∈Jn
p1,n (m,m
′)t p2,n (m,m′)
1−t
, t ∈ R,
using the convention log +∞ := +∞. By Ho¨lder’s inequality, ψn is convex on R for each
n ∈ N.
Our first goal is to express ψn in terms of the symbols and the displacement vectors. To
this end, let
cn,t := exp
(− 2κ〈[ft(A(n)1 )+ f1−t(A(n)2 )]−1y, y〉), t ∈ (0, 1) (11)
with y := y2 − y1 and ft given in (10). Note that ft(s) ≥ 1 for all t ∈ (0, 1), s ≥ 1 and
limtց0 ft(s) = +∞ if s > 1. If A1 6= I then A(n)1 6= In, n ∈ N, and we have limtց0
[
ft
(
A
(n)
1
)
+
f1−t
(
A
(n)
2
)]−1
= 0. If A1 = I (which is the case if and only if ρα1 is the vacuum state) then
A
(n)
1 = In, n ∈ N, and limtց0
[
ft
(
A
(n)
1
)
+ f1−t
(
A
(n)
2
)]
= In +A
(n)
2 . By similar considerations
with A2 and limtր1, we get
cn,0 := lim
tց0
cn,t =
{
1, if A1 6= I,
exp
(− 2κ〈y, [A(n)2 + In]−1y〉), if A1 = I, (12)
cn,1 := lim
tր1
cn,t =
{
1, if A2 6= I,
exp
(
2κ
〈
y,
[
A
(n)
1 + In
]−1
y
〉)
, if A2 = I,
(13)
for all n ∈ N.
3.1 Lemma. For each t ∈ [0, 1],
ψn(t) = log cn,t− tTr log
(
Q
(n)
1 + In
)− (1− t) Tr log (Q(n)2 + In)−Tr log (In−Wn,t). (14)
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Proof. The Parseval formula for the Weyl transform [16] tells that for any two Hilbert-
Schmidt operators T1, T2 on F(Hn),
Tr T ∗1 T2 =
(κ
π
)d ∫
Hn
Tr(Wκ(x)T1) Tr(Wκ(x)T2) dλ(x),
where λ is the Haar-measure on Hn, normalized so that cubes spanned by symplectic bases
have measure 1. The choice T1 :=
(
ρˆ
(n)
(α1,y1)
)t
, T2 :=
(
ρˆ
(n)
(α2,y2)
)1−t
with t ∈ (0, 1) yields, after
some computation,
Tr
(
ρˆ(n)α1,y1
)t (
ρˆ(n)α2,y2
)1−t
= cn,t Tr
(
ρˆ(n)α1
)t (
ρˆ(n)α2
)1−t
=
2dcn,tM1,n,tM2,n,t
det
[
ft
(
A
(n)
1
)
+ f1−t
(
A
(n)
2
)] (15)
=
2dcn,t
det
[(
A
(n)
1 + In
)t(
A
(n)
2 + In
)1−t − (A(n)1 − In)t(A(n)2 − In)1−t]
=
cn,t
det
[(
Q
(n)
1 + In
)t(
Q
(n)
2 + In
)1−t − (Q(n)1 )t(Q(n)2 )1−t] .
From the last formula the assertion follows for t ∈ (0, 1), and the cases t = 0 and t = 1 can
be verified by a direct calculation.
3.2 Remark. Note that the above result gives that for all t ∈ [0, 1],
ψn(t) = logTr
(
ρˆ(n)α1,y1
)t (
ρˆ(n)α2,y2
)1−t
= log cn,t + logTr
(
ρˆ(n)α1
)t (
ρˆ(n)α2
)1−t
,
i.e., the effect of the displacements only appears in the term log cn,t.
The core of the above Lemma, formula (15) was derived in [23] in the general (not
necessarily gauge-invariant) case. If the two states have the same displacement then the
above result might be strengthened and the proof reduces to a straightforward computation,
as shown below:
3.3 Lemma. Assume that y1 = y2 =: y. For all t ∈ R such that Wn,t < In,
ψn(t) = −tTr log
(
Q
(n)
1 + In
)− (1− t) Tr log (Q(n)2 + In)− Tr log (In −Wn,t).
Proof. With the convention 0t := 0, t ∈ R, the powers (ρˆ(n)αk ,y)t are well-defined positive (not
necessarily bounded) operators for any t ∈ R, and
(
ρˆ
(n)
α1,y
)t/2(
ρˆ
(n)
α2,y
)1−t(
ρˆ
(n)
α1,y
)t/2
= N t1,nN
1−t
2,n Wκ(y
(n)) (Wn,t)F Wκ(y
(n))∗.
By (34), the above operator is bounded and trace-class if and only if Wn,t < I.
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Let us define the trace of a positive operator to be +∞ whenever it is not trace-class.
With this convention,
∑
(m,m′)∈Jn
(
p1,n (m,m
′)
)t(
p2,n (m,m
′)
)1−t
= Tr
(
ρˆ
(n)
α1,y
)t/2(
ρˆ
(n)
α2,y
)1−t(
ρˆ
(n)
α1,y
)t/2
= N t1,nN
1−t
2,n Tr (Wn,t)F ,
from which the assertion follows.
3.4 Remark. One can easily see that if q1 and q2 are strictly positive then there exists some
δ > 0 such that Wn,t < In for all t ∈ (−δ, 1 + δ). In this sense, Lemma 3.3 is an extension
of Lemma 3.1 in the case when y1 = y2.
Our next goal is to prove that the limit
ψ(t) := lim
n
1
nν
ψn(t) (16)
exists for all t ∈ [0, 1]. For this, the following simple Lemma will be useful:
3.5 Lemma.
M(q1, q2) := sup{‖Wn,t‖ , ‖wt‖ : t ∈ [0, 1], n ∈ N} < 1.
Proof. Note that ‖Q(n)k ‖ = ‖PnQkPn‖ ≤ ‖Qk‖ = ‖qk‖∞, and hence, ‖Rk,n‖ ≤ ‖qk‖∞ /(1 +
‖qk‖∞) = ‖rk‖∞. Thus for each t ∈ [0, 1],
‖Wn,t‖ ≤ ‖R1,n‖t ‖R2,n‖1−t ≤ ‖r1‖t∞ ‖r2‖1−t∞ ≤ max{‖r1‖∞ , ‖r2‖∞} < 1,
and the same bound holds for ‖wt‖∞, from which the assertion follows.
3.6 Lemma. The sequence 1
nν
ψn converges uniformly on [0, 1] to
ψ(t) = − 1
(2π)ν
∫
[0,2pi)ν
log
[
(1 + q1(x))
t (1 + q2(x))
1−t − (q1(x))t (q2(x))1−t
]
dx. (17)
If q1 and q2 are strictly positive then ψ is twice differentiable in (0, 1), and ψ
′′(t) > 0, t ∈
(0, 1) unless q1(x) = q2(x) for almost every x.
Proof. By lemma 3.1,
ψn(t) = log cn,t − tTr log
(
In +Q
(n)
1
)− (1− t) Tr log (In +Q(n)2 )− Tr log (In −Wn,t) .
Formulas (11), (12) and (13) show that e−κ‖y‖
2 ≤ cn,t ≤ 1, 0 ≤ t ∈ 1, and hence,
lim
n
1
nν
log cn,t = 0, t ∈ [0, 1].
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By Szego˝’s theorem,
lim
n
1
nν
Tr log
(
In +Q
(n)
k
)
=
1
(2π)ν
∫
[0,2pi)ν
log (1 + qk(x)) dx.
By lemma 3.5, 0 ≤ Wn,t ≤ M(q1, q2)In and 0 ≤ wt(x) ≤ M(q1, q2) for all t ∈ [0, 1], n ∈ N,
and almost every x. Consider the power series expansion log(1− x) = −∑+∞m=0 xmm , which is
absolutely and uniformly convergent on [0,M(q1, q2)], and define pN(x) := −
∑N
m=0
xm
m
, N ∈
N. Then,∣∣∣∣ 1nν Tr log (In −Wn,t)− 1nν Tr pN(Wn,t)
∣∣∣∣ ≤ ‖log (In −Wn,t)− pN(Wn,t)‖
≤ max
x∈[0,M(q1,q2)]
{|log(1− x)− pN(x)|} −−−→
N→∞
0.
Hence, it is enough to show that
lim
n
1
nν
Tr pN(Wn,t) =
1
(2π)ν
∫
[0,2pi)ν
pN (wt (x)) dx
for all N ∈ N. This, however, follows immediately from Lemma 2.1.
The assertion about the differentiability follows from (17), and a straightforward com-
putation yields
ψ′′(t) =
1
2π
∫ 2pi
0
(
log r1(x)− log r2(x)
1− r1(x)tr2(x)1−t
)2
dx,
which is strictly positive unless r1(x) = r2(x) for almost every x.
Recall the definitions of the Chernoff and the Hoeffding distances and their mean versions
in Section 2.1. The above Lemma yields the following:
3.7 Proposition. The mean Chernoff distance exists, and
CM(ρα1,y1 || ρα2,y2) = − inf
0≤t≤1
ψ(t).
If supp ρˆ
(n)
α1,y1 ≤ supp ρˆ(n)α2,y2 , n ∈ N, then the mean Hoeffding distances exist, and
HM(r| ρα1,y1 || ρα2,y2) = sup
0≤t<1
−tr − ψ(t)
1− t , r > 0.
Proof. The assertions follow immediately from the uniform convergence established in Lemma
3.6.
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For operators 0 < A,B < I on a finite-dimensional Hilbert space K, define
S2(A ||B) := A (logA− logB) + (I − A) (log (I − A)− log (I − B)) ,
which is a formal generalization of the relative entropy S2(a || b) of the Bernoulli distributions
(a, 1− a) and (b, 1− b) that we get when dimK = 1.
3.8 Lemma. Assume that q1 and q2 are strictly positive. Then,
lim
n
1
nν
∂−ψn(1) =
1
2π
∫ 2pi
0
(1 + q1(x))S2(r1(x) || r2(x)) dx = ∂−ψ(1) (18)
lim
n
1
nν
∂+ψn(0) = − 1
2π
∫ 2pi
0
(1 + q2(x))S2(r2(x) || r1(x)) dx = ∂+ψ(0). (19)
Proof. Define Bn(t) := ft
(
A
(n)
1
)
+ f1−t
(
A
(n)
2
)
and hn(t) := log cn(t) = −2κ
〈
Bn(t)
−1y, y〉. By
a straightforward computation,
h′n(t) = 2κ
〈
Bn(t)
−1B′n(t)Bn(t)
−1y, y
〉
= 4κ
〈
Bn(t)
−1 [X1,n,t logR1,n −X2,n,1−t logR2,n]Bn(t)−1y, y
〉
,
where
Xk,n,t :=
(
A
(n)
k + In
)t(
A
(n)
k − In
)t/ [(
A
(n)
k + In
)t − (A(n)k − In)t]2 ,
and one can easily see that
∂−hn(1) = lim
tր1
h′n(t) = −κ 〈logR2,ny, y〉 .
A somewhat lengthy but otherwise again straightforward computation yields
d
dt
log det ((In −Wn,t) = Tr [logR1,n − logR2,n]
[
In − (In −Wn,t)−1
]
,
which, in the limit tր 1, yields
∂− log det (In −Wn,t)∣∣
t=1
= TrQ
(n)
1 [logR2,n − logR1,n] .
Thus, by (14),
∂−ψn(1) = lim
tր1
ψ′n(t)
= −Tr log (In +Q(n)1 )+ Tr log (In +Q(n)2 )− TrQ(n)1 [logR2,n − logR1,n]
−κ 〈logR2,ny, y〉
= TrQ
(n)
1
[
logQ
(n)
1 − logQ(n)2
]
− Tr (In +Q(n)1 ) [log (In +Q(n)1 )− log (In +Q(n)2 )]
−κ 〈logR2,ny, y〉 (20)
= Tr
(
In +Q
(n)
1
)
S2 (R1,n ||R2,n)− κ 〈logR2,ny, y〉 .
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Since the sequence logR2,n, n ∈ N, is bounded, limn 1nν ∂−hn(1) = 0, and hence, Lemma 2.1
applied to (20) yields
lim
n
1
nν
∂−ψn(1) =
1
2π
∫ 2pi
0
q1(x) [log q1(x)− log q2(x)]
− (1 + q1(x)) [log(1 + q1(x))− log(1 + q2(x))] dx
=
1
2π
∫ 2pi
0
(1 + q1(x))S2(r1(x) || r2(x)) dx
= ∂−ψ(1),
where the last identity follows by a straightforward computation from (17). This proves
(18), and (19) follows by a completely similar computation.
3.9 Proposition. Assume that q1 and q2 are strictly positive. Then, the mean rela-
tive entropies SM(ρα1,y1 || ρα2,y2) and SM(ρα2,y2 || ρα1,y1) and the mean Hoeffding distance
HM(0| ρα1,y1 || ρα2,y2) exist, and
SM(ρα1,y1 || ρα2,y2) =
1
2π
∫ 2pi
0
(1 + q1(x))S2(r1(x) || r2(x)) dx = ∂−ψ(1) = HM(0| ρα1,y1 || ρα2,y2),
SM(ρα2,y2 || ρα1,y1) =
1
2π
∫ 2pi
0
(1 + q2(x))S2(r2(x) || r1(x)) dx = −∂+ψ(0).
Proof. The assertions follow immediately from Lemma 3.8 by the identities S(ρ
(n)
α1,y1 || ρ(n)α2,y2) =
∂−ψn(1) = H(0| ρ(n)α1,y1 || ρ(n)α2,y2) and S(ρ(n)α2,y2 || ρ(n)α1,y1) = −∂+ψn(0).
3.2 Error exponents
By the previous section, ψ(t) = limn
1
nν
ψn(t) exists on [0, 1]. Being the limit of convex
functions, ψ is convex as well, and the uniformity of the convergence ensures that ψ is also
continuous on [0, 1]. Moreover, ψ(t) ≤ 0, t ∈ [0, 1]. The polar function of ψ is
ϕ(a) := sup{ta− ψ(t) : t ∈ [0, 1]}.
For each a ∈ R and n ∈ N, define the functions
en,a(T ) := e
−nνaαn(T )+βn(T ) = e−n
νa−Tr [e−nνaρˆ(n)α1,y − ρˆ(n)α2,y]T, T ∈ T (B (F(Hn))) .
Here we use the notation
T (C) := {T ∈ C : 0 ≤ T ≤ I}
to denote the set of tests in a C∗-algebra C. Let Sn,a :=
{
e−n
νaρˆ
(n)
α1,y − ρˆ(n)α2,y > 0
}
be
the spectral projection corresponding to the positive part of the spectrum of the self-adjoint
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operator e−n
νaρˆ
(n)
α1,y− ρˆ(n)α2,y. Sn,a is usually referred to as the Neyman-Pearson test or Holevo-
Helstro¨m test, and is easily seen to be a minimizer of en,a on T (B (F(Hn))).
Theorem 1 in [1] tells that for positive semidefinite operators A and B on some Hilbert
space K,
1
2
Tr(A +B)− 1
2
Tr |A−B| ≤ TrAtB1−t, t ∈ [0, 1].
Substituting A := e−n
νaρˆ
(n)
α1,y and B := ρˆ
(n)
α2,y, we get
en,a(Sn,a) ≤ e−tnνaTr
(
ρˆ(n)α1,y
)t (
ρˆ(n)α2,y
)1−t
, t ∈ [0, 1],
and hence,
lim sup
n
1
nν
log en,a(Sn,a) ≤ inf
0≤t≤1
{−ta + ψ(t)} = −ϕ(a). (21)
Note that Sn,a is not necessarily in the observable algebra CCR(Hn) of the local system
on the cube Cn. However, we have the following:
3.10 Lemma. For all a ∈ R, there exists a sequence of tests S˜n,a ∈ T (CCR(Hn)), n ∈ N
such that
lim sup
n→∞
1
nν
en,a(S˜n,a) ≤ −ϕ(a), (22)
lim sup
n→∞
1
nν
logαn(S˜n,a) ≤ −{ϕ(a)− a}, (23)
lim sup
n→∞
1
nν
log βn(S˜n,a) ≤ −ϕ(a) . (24)
Proof. We use that the von Neumann algebra generated by CCR(Hn) is equal to B (F(Hn))
[5, Proposition 5.2.4], and hence it contains Sn,a for all a ∈ R. Then, by Kaplansky’s density
theorem, there exist tests S˜n,a ∈ T (CCR(Hn)) such that
en,a(S˜n,a) ≤ en,a(Sn,a) + 1/nnν .
Hence, (22) follows by (21), and the rest is immediate from β(S˜n,a) ≤ en,a(S˜n,a) and
e−n
νaαn(S˜n,a) ≤ en,a(S˜n,a).
For the rest, we will rely on the analysis in the paper [13]. Note that our setting here
is somewhat different from that of [13], as the local algebras are infinite-dimensional and
the scaling in the asymptotics is 1
nν
instead of 1
n
. However, most of the analysis in [13]
carries through whenever the existence and differentiability of ψ on [0, 1] can be established.
Below we show how the results of [13] can be adapted to the present setting. Note that
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there are different sign conventions in the literature in defining the error exponents. Here
we chose a sign convention opposite to the one in [13] and used a different notation in order
to emphasize the equality of the error exponents and the corresponding relative entropy-like
quantities. The correspondence between the notations of this paper and those of [13] is
h (r| ρα1,y1 || ρα2,y2) = −B (r| ~ρ ||~σ) , s (ρα1,y1 || ρα2,y2) = −B (~ρ ||~σ) ,
h (r| ρα1,y1 || ρα2,y2) = −B (r| ~ρ ||~σ) , s (ρα1,y1 || ρα2,y2) = −B (~ρ ||~σ) ,
h (r| ρα1,y1 || ρα2,y2) = −B (r| ~ρ ||~σ) , s (ρα1,y1 || ρα2,y2) = −B (~ρ ||~σ) ,
with ν = 1 omitted from the notations.
3.11 Lemma. Assume that q1 and q2 are strictly positive. For any sequence of tests Tn ∈
T (CCR(Hn)), n ∈ N, and ∂+ψ(0) < a < ∂−ψ(1),
lim inf
n→∞
1
nν
en,a(Tn) ≥ −ϕ(a).
Proof. As Sn,a minimizes en,a over T (B (F(Hn))), it is enough to show that
lim inf
n→∞
1
nν
en,a(Sn,a) ≥ −ϕ(a).
Let
X1,n (m,m
′) :=
1
nν
log
p2,n (m,m
′)
p1,n (m,m′)
, X2,n (m,m
′) :=
1
nν
log
p1,n (m,m
′)
p2,n (m,m′)
be random variables on Jn. As it was shown in [19],
2en,a(Sn,a) ≥ e−nνap1,n ({X1,n ≥ −a}) + p2,n ({X2,n > a}) , (25)
(see also the proof of [13, Theorem 3.1]). The logarithmic moment generating function of
Xn,k with respect to pk,n is
Φk,n(t) := log
∫
R
etx d
(
pk,n ◦X−1k,n
)
= log
∑
(m,m′)∈Jn
etXn,k(m,m
′) pk,n (m,m
′) ,
and one can immediately see that
Φ1,n(n
νt) = log
∑
(m,m′)∈Jn
p1,n (m,m
′)1−t p2,n (m,m′)
t
= ψn(1− t),
Φ2,n(n
νt) = log
∑
(m,m′)∈Jn
p1,n (m,m
′)t p2,n (m,m′)
1−t
= ψn(t).
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By Lemma 3.6, the asymptotic logarithmic moment generating functions Φk(t) := limn
1
nν
Φk,n(n
νt)
exist on [0, 1] and are differentiable in (0, 1), with Φ1(t) = ψ(1− t), Φ2(t) = ψ(t), t ∈ [0, 1].
The Ga¨rtner-Ellis theorem (see, e.g. [8]) then yields
lim inf
n
1
nν
p1,n ({X1,n ≥ −a}) ≥ − sup
0≤t≤1
{−at−Φ1(t)} = − sup
0≤t≤1
{−at−ψ(1−t)} = a−ϕ(a)
and
lim inf
n
1
nν
p2,n ({X2,n ≥ a}) ≥ − sup
0≤t≤1
{at− Φ2(t)} = − sup
0≤t≤1
{at− ψ(t)} = −ϕ(a)
for all ∂+ψ(0) < a < ∂−ψ(1). Thus, by (25), the assertion follows.
3.12 Corollary. Assume that q1 and q2 are strictly positive. For any ∂
+ψ(0) < a < ∂−ψ(1),
there exists a sequence of tests S˜n,a ∈ T (CCR(Hn)), n ∈ N, such that
lim
n
1
nν
en,a(S˜n,a) = −ϕ(a), (26)
lim
n
1
nν
logαn(S˜n,a) = −{ϕ(a)− a}, (27)
lim
n
1
nν
log βn(S˜n,a) = −ϕ(a) . (28)
Proof. The first assertion follows immediately from Lemmas 3.10 and 3.11. Lemma 4.4 in [13]
tells that lim infn
1
nν
log βn(Tn) ≥ −ϕ(a) for any sequence of tests for which lim supn 1nν logαn(Tn)
≤ −{ϕ(a)− a} holds, and hence (28) follows from (23). Similarly, (27) follows from (24) by
Remark 4.6 in [13].
Now we are in a position to prove our main result:
3.13 Theorem. Assume that q1 and q2 are strictly positive and q1 6= q2. Then,
c(ρα1,y1 || ρα2,y2) = c(ρα1,y1 || ρα2,y2) = c(ρα1,y1 || ρα2,y2) = CM(ρα1,y1 || ρα2,y2), (29)
h(r| ρα1,y1 || ρα2,y2) = h(r| ρα1,y1 || ρα2,y2) = h(r| ρα1,y1 || ρα2,y2) = HM(r| ρα1,y1 || ρα2,y2), (30)
s(ρα1,y1 || ρα2,y2) = s(ρα1,y1 || ρα2,y2) = s(ρα1,y1 || ρα2,y2) = SM(ρα1,y1 || ρα2,y2), (31)
where (30) holds for all 0 ≤ r < SM(ρα2,y2 || ρα1,y1).
Proof. The assumptions yield that ψ(0) = ψ(1) = 1 and ∂+ψ(0) < 0 < ∂−ψ(1). Hence, by
choosing a = 0 in Lemma 3.11, we get
c(ρα1,y1 || ρα2,y2) ≤ ϕ(0) = − min
0≤t≤1
ψ(t) = CM(ρα1,y1 || ρα2,y2).
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On the other hand, Corollary 3.12 ensures the existence of a sequence of tests S˜n,0, n ∈ N
such that limn
1
nν
en,0(S˜n,0) = −ϕ(0), and hence, c(ρα1,y1 || ρα2,y2) ≥ ϕ(0), from which (29)
follows.
To prove (30), define ϕˆ(a) := ϕ(a)− a, a ∈ R. By Lemma 4.1 (see also Figure 2) in [13],
ϕ is strictly monotonically increasing on [∂+ψ(0), ∂−ψ(1)], with range [0, ∂−ψ(1)], while ϕˆ
is strictly monotonically decreasing on the same interval, with range [0,−∂+ψ(0)]. Hence,
for any 0 ≤ r < −∂+ψ(0) = SM(ρα2,y2 || ρα1,y1), one can find a unique ar ∈ (∂+ψ(0), ∂−ψ(1)]
such that ϕˆ(ar) = r. By Corollary 3.12, we have for any ∂
+ψ(0) < a ≤ ar,
lim
n
1
nν
logαn(S˜n,a) = −ϕˆ(a) < −ϕˆ(ar) = −r and lim
n
1
nν
log βn(S˜n,a) = −ϕ(a).
Hence,
h(r| ρα1,y1 || ρα2,y2) ≥ sup
∂+ψ(0)<a≤ar
ϕ(a) = ϕ(ar),
and the rest of the proof goes exactly the same way as in the proof of Theorem 4.8 in [13].
The last assertion follows immediately from Propositions 5.1 and 5.2 in [13], by noting
that in our setting, ψ(1) = 0 and ∂−ψ(1) = SM(ρα1,y1 || ρα2,y2).
4 Conclusion
We considered the hypothesis testing problem of discriminating two Gaussian states of an
infinite bosonic lattice, and gave complete solutions to the problems of the Chernoff bound,
the Hoeffding bound and Stein’s lemma under the assumptions that both states are gauge-
invariant with translation-invariant quasi-free parts.
Note that the natural structure underlying the theory of the CCR algebra and Gaussian
states is a real vector space H , equipped with a symplectic form. On the other hand, if H
is finite dimensional then a Gaussian state always defines a canonical complexification of H
in which the state becomes gauge-invariant. Our assumption that both states are gauge-
invariant can heuristically be understood as requiring that the two states yield the same
complexification, which is clearly the strongest technical limitation of our approach. It is an
open question how to extend our results to the state discrimination problem for non-gauge
invariant Gaussian states.
To be able to treat the infinitely extended lattice, we have chosen a C∗-algebraic descrip-
tion of the system. In particular, we defined states of the system as linear functionals on the
observable algebra, as a density operator may not exist in this case. In all computations,
however, we used a concrete representation of the CCR algebra, the Fock representation.
Lemma 3.10 shows that, as far as our asymptotic state discrimination problem is concerned,
it does not matter what representation we use, as the asymptotically optimal performance
can be reached by measurement operators from the CCR algebra.
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Appendix A
If A ∈ B(H) then A⊗m leaves ∨mH invariant, and we denote its restriction to ∨mH by ∨mA.
The Fock operator AF , corresponding to A, is
AF :=
∞⊕
m=0
∨mA with D(AF ) :=
{
⊕∞m=0xm ∈ F(H) :
∞∑
m=0
‖(∨mA)xm‖2 <∞
}
.
Note that the Fock operators are closed, and
Ff(H) :=
{⊕Mm=0xm : xm ∈ ∨mH 0 ≤ m ≤M, M ∈ N}
is a common core for all Fock operators, on which AFBF = (AB)F holds. If A ≥ 0 then we
also have (AF )
t = (At)F on Ff(H) for any t ∈ R, with the convention 0t := 0, t ∈ R. Fock
operators are also characterized by the property AFxF = (Ax)F , x ∈ H.
If A ≥ 0 is a finite-rank operator and A =∑rk=1 λk|ek〉〈ek| is an eigen-decomposition of
A, then
∨mA =
∑
m∈Nr
m1+...+mr=m
λm|em〉〈em| (32)
is an eigen-decomposition of ∨mA, where
λm := λ
m1
1 · . . . · λmrr , em :=
1√
m1! . . .mr!m!
∑
σ∈Sm
U (m)σ e
⊗m1
1 ⊗ . . .⊗ e⊗mrr , (33)
and U
(m)
σ , σ ∈ Sm, denotes the standard unitary representation of the symmetric group Sm
on H⊗m. As a consequence,
∞∑
m=0
Tr∨mA =
r∏
k=1
( ∞∑
m=0
λmk
)
, (34)
which is finite if and only if A < I, in which case AF is trace-class with
TrAF = det (I −A)−1 . (35)
If Γ(B) := ⊕∞m=0Γm(B) is the second-quantized version of a finite-rank operator B ∈ B(H),
where Γm(B) is the restriction of
∑m
k=1 I
⊗(k−1) ⊗B ⊗ Im−k onto ∨mH, then
TrAFΓ(B) =
1
det(I − A) Tr
A
I − AB . (36)
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