In this paper, we introduce the notions of inconsistency p-measure, consistency p-measure and fuzziness p-measure. We discuss various properties of them. We investigate the degree of inconsistency and roughness p-measure in a decision table.
Introduction and preliminaries
Rough set theory was introduced by Pawlak [4] [5] to generalize the classical set theory. There has been a rapid growth in interest in rough set theory in recent years [1, 2, [9] [10] [11] [12] [13] [14] . Its applications are decision system modeling and analysis of complex systems, fuzzy sets, neural networks, evolutionary computing, data mining and knowledge discovery, pattern recognition, etc. Recently, Qian [9] [10] focused on how to measure the consistencies of a decision table and fuzziness of rough set.
In this paper, we introduce the notions of inconsistency p-measure, consistency p-measure and fuzziness pmeasure which is generalized p = 2 in a sense Qian [9] . We discuss various properties of them. We investigate the degree of inconsistency and roughness p-measures in a decision table.
Definition 1.1. [4] [5] [6] [7] [8] The pair (X, AT ) is called an information system if X is a non-empty finite set of objects and AT is a non-empty finite set of attributes. The triple (X, AT, d) is called a decision table if (X, AT ) is an information system and d is a decision attribute set. For a ∈ P ⊂ AT ∪ d, a map a : X → V a , where V a is the value set of a. We define an equivalence relation X/P = {[x] P | x ∈ X} where [x] P = {y ∈ X | a(x) = a(y), ∀a ∈ P }. (
If we modify the condition (3) as
If D is an inclusion degree and satisfies the condition:
Example 1.3. Let X be a finite set. We define functions
as follows:
(1) D 1 is a S 2 -strong inclusion degree but not a S 1 -strong inclusion degree because
where A = {2, 5}, B = {2, 3, 5}, C = {1, 2, 3, 4}.
(2) D 2 is a S 1 -strong inclusion degree but not a S 2 -strong inclusion degree because, X = {1, 2, 3, 4, 5},
where
is a S 1 and S 2 -strong inclusion degree.
Consistency p-measure and fuzzy p-measure in decision tables
Let
Definition 2.1. [9] A function e : F (X) → [0, 1] is called an entropy on F (X) if it satisfies the following conditions:
(1) A inconsistency p-measure of E with respect to d is defined as:
A consistency p-measure of E with respect to d is defined as:
A consistency p-measure of AT with respect to d is defined as:
Let F (X) be the class of all fuzzy sets of X.
Remark 2.3. In above definition, p = 2 we obtain definitions in a sense Quan [9] as follows:
(1) An inconsistency 2-measure of E with respect to d is defined as:
(2) A consistency 2-measure of E with respect to d is defined as:
(3) A consistency 2-measure of AT with respect to d is defined as:
Theorem 2.7. Let (X, AT ) be an information system. Then
, is an inclusion degree on (P (AT ), ≤).
Furthermore, we have we have
(3) We obtain equivalence relations for Price and Mileage,respectively as follows;
We can obtain the inclusion degrees of D(P, M ) and D(P, M ) as follows;
We interpret that the attribute of Mileage does not include that of Price. Similarly, we can obtain the inclusion degrees between attributes.
Definition 2.9. Let (X, AT, d) be a decision table and Y ⊂ X.
(1) A fuzziness p-measure of the rough set Y is defined as:
.., Z n } is an equivalence relation of decision, a fuzziness p-measure of a rough decision is defined as:
.., Z n } is an equivalence relation of decision and χ A a crisp set, a fuzziness p-measure
(3) It is easy from (1).
Theorem 2.11. Let (X, AT ) be a information system. Then
Proof. (1) Let P, Q ∈ P (AT ). We have
Example 2.12. Let (X, AT, d) be a decision table as in Example 2.8. Since
we have
(1) The values of consistency and fuzziness p-measures induced by Price.
(2) The values of consistency and fuzziness p-measures induced by Mileage.
The values of consistency and fuzziness p-measures induced by Size. 
Similarly, we can obtain the inclusion degrees between attributes.
