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Abstrat. We define q-Catalan bases which are a generalization of the
q-polyomials zn(z, q)n. The determination of their dual bases involves
some q-power series termed dual coefficients. We show how these dual
coefficients occur in the solution of some equations with q-commuting
coefficients and solve an abstract q-Segner recursion. We study the
connection between this theory and Garsia’s (1981). The overall flavor
of this work is to show how some properties of q-Catalan numbers are in
fact instances of much more general results on dual coefficients.
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1. Introduction. The purpose of this paper is to revisit the old
problem of determining the dual bases of some bases of power series,
show some new connections with other problems and give a different
perspective on some results pertaining to analytic combinatorics and
the theory of q-series. Numerous papers deal with describing dual
bases, but to broadly fix the ideas, while this work is not properly
on combinatorics, it is inspired by results in that area, especially
the works of Garsia (1981), Krattenthaler (1984) and Fu¨rlinger and
Hofbauer (1985) related to q-Catalan numbers.
In this paper we identify two new objects, a class of formal power
series, which we call q-Catalan bases, and some q-polynomials or
power series, which we call dual coefficients. While these dual
coefficients are instrumental in determining the dual bases of q-
Catalan bases, they are interesting quantities to study for their
own sake, since we will see that they connect different problems,
such as finding power series expansions to the solutions to some
equations with q-commuting coefficients and solving some recursions
or functional equations of q-type. Moreover, in some special cases,
these dual coefficients have a combinatorial interpretation such as
Carlitz’s (1972) q-Catalan numbers, and our result leads to a new
characterization of these numbers in terms of power series solution
of a quadratic equation with q-commuting coefficients.
1
The organization of this paper is as follows. Section 2 contains
the main definitions, in particular that of q-Catalan basis and dual
coefficients, and the main result of this section is a description
of the dual bases of q-Catalan bases. In section 3 we examine
further properties of the dual coefficients. Because the results of
sections 2 and 3 are so intimately related, section 4 gathers their
proofs. In section 5 we consider some particular q-Catalan bases; we
show how some previous results by Garsia (1981) and Krattenthaler
(1988) can be viewed in this setting, and how the Rogers-Ramanujan
continuous fraction (see Flajolet and Sedgewick, 2009; example V.9)
can be extended in this setting. Finally section 6 discusses further
specialization related to the combinatorics of trees and lattice paths.
Notation. Following the custom in q-series (see e.g. Andrews,
Askey, Roy, 2000), we write for any n positive
(z, q)n =
∏
06j<n
(1− zqj) ,
with (z, q)0 = 1 and (z, q)∞ =
∏
j>0(1− zqj).
When indexing quantities by pairs (i, j), such as e(i,j) we tend to
drop the pair notation and write instead ei,j . We write C[[z]] for the
set of all formal power series with complex coefficients.
Throughout the paper, we will consider formal power series.
Conditions under which those formal power series are convergent
ones are usually easy to determine.
2. q-Catalan bases and their dual forms. Our main object
of study is a special type of power series in two variables and some
related bases of the space of power series.
Definition 2.1. A power series P (z, t) is a Catalan power series
if there exists a power series P˜ (z, t) such that
P (z, t) = t− zP˜ (z, t)t2 .
We say that P˜ is associated to P .
While some nontrivial examples are developed in the fifth and
sixth section, we will run a couple of trivial ones through this section
in order to make things more concrete and explain the terminology.
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Examples. a) P (z, t) = t is a Catalan power series with P˜ (z, t) = 0.
b) P (z, t) = t− zt2 is a Catalan power series with P˜ (z, t) = 1.
Viewing P (z, t) as a power series in t with coefficients in C[[z]],
it is a Catalan power series if the coefficient of t is the power series
in z which is constant and equal to 1. If P (z, t) and Q(z, t) are
two Catalan power series, so is αP (z, t) + (1−α)Q(z, t) for any real
number α, and so are P (z, t)Q(z, t)/t and t2/P (z, t).
Next, we define what will turn out to be bases for the space of
power series.
Definition 2.2. A family of power series
(
ek(z, q)
)
k>0
is a q-
Catalan basis if there exists a Catalan power series P such that for
any nonnegative integer k,
ek(qz)
ek(z)
=
P (z, qk)
P (z, 1)
. (2.1)
We then say that P is associated to ek, or also that ek is associated
to P .
Examples. (continued) a) ek(z) = z
k.
b) ek(z) = z
k(z, q)k.
Note that in both examples ek(z) is a polynomial in z, of order
k. Our first lemma shows that if (ek) is a Catalan basis then ek is of
order k, and, consequently, that (ek) is a basis for the space of power
series; hence the terminology.
Lemma 2.3. If (ek) is a q-Catalan basis, then each ek has order
k.
To understand better the relationship between Catalan power
series and q-Catalan bases, we need the following definition.
Definition 2.4. A q-Catalan basis (ek) is normalized if [z
k]ek =
1.
A q-Catalan basis is normalized if its term of lowest degree has
coefficient 1.
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Among other things, our next result asserts that there is a
bijection between Catalan power series and normalized q-Catalan
bases.
Lemma 2.5. (i) If P is a Catalan power series, the unique
normalized q-Catalan basis associated to P is given by
ek(z) = z
k
∏
j∈N
1− qjzP˜ (qjz, 1)
1− qk+jzP˜ (qjz, qk) .
(ii) A q-Catalan basis is associated with a unique Catalan power
series.
Lemma 2.5 makes clear what the difference between q-Catalan
bases and Garsia’s (1981) powers is: with the notation of Lemma
2.5, Garsia’s powers are obtained if P˜ (z, t) is a power series in the
product zt. In general, q-powers of Hofbauer (1984), as extended
by Krattenthaler (1984), are not q-Catalan bases. Krattenthaler’s
(1988) results cover q-Catalan bases, but, not surprisingly, our
less general assumptions entail for a more specific theory which
emphasizes less on the linear algebraic part of the theory and more
on its connection with other problems, and which is perhaps easier
to apply in some cases. Our assumptions should be viewed as in
between those of Garsia (1981) and Krattenthaler (1988), though
closer to Garsia’s (1981).
Having a basis, a natural question is how to decompose functions
in this basis. If (en) is a basis, recall that its dual basis consists of
the linear forms ([en]) such that [en](ek) = δk,n. Thus the question
of decomposing functions in a basis (en) is really that of finding the
dual basis.
Concerning the notation, note that when we consider the basis
of the monomials (zk) then ([zk]) are the corresponding dual forms,
and [zk]f(z) is the coefficient of zk in f . For power series of two
variables (z, t) say, then [(zitj)]f(z, t) is the coefficient of zitj in the
power series f(z, t).
In order for us to describe the dual bases of q-Catalan ones, we
need to define some functions of two variables. For this purpose, let
e1 = (1, 0) and e2 = (0, 1)
be the canonical basis of R2, and let 〈·, ·〉 be the usual inner product
in R2.
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Definition 2.6. Let P be a Catalan power series. Its predual
basis is the array
(
e˜i(z, t)
)
i∈N2
of power series of two variables
e˜i(z, t) = z
〈i,e1〉
∏
06j<〈i,e2〉
P (qjz, t) ,
where it is agreed that a product over an empty index set is 1.
By extension, we also say that (e˜i)i∈N2 is a predual basis for any
Catalan basis associated to P .
While the term predual is convenient and as we will see meaning-
ful, it has no connection with the algebraic notion of predual of a
vector space.
Examples. (continued) a) e˜i(z, t) = z
〈i,e1〉t〈i,e2〉.
b) e˜i(z, t) = z
〈i,e1〉t〈i,e2〉(zt, q)〈i,e2〉 = z
〈i,e1−e2〉e〈i,e2〉(zt).
Given the convention that a product over an empty set is 1, we
have e˜(n,0) = z
n for all nonnegative integers n.
Our next result asserts that a predual basis is indeed a basis.
Lemma 2.7. If (ek)k∈N is a Catalan basis, its predual basis(
e˜i(z, t)
)
i∈N2
is a basis of the vector space of power series in (z, t).
As a consequence of Lemma 2.7, the following definition makes
sense.
Definition 2.8. Given a Catalan power series P , or a Catalan
basis (ek)k∈N associated to a Catalan power series P , its dual
coefficients are the unique (Ti)i∈N2 defined by∑
i∈N2
Tie˜i(z, t) = t . (2.2)
Note that since (e˜k) depends on q, the dual coefficients depend
also on q, but not on z or t. A recursive way of calculating the dual
coefficients is given in Theorem 3.3 in the next section.
Examples. (continued) a)
∑
i∈N2 Tiz
〈i,e1〉t〈i,e2〉 = t forces Ti = 0 if
i 6= (0, 1) and T0,1 = 1.
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b) Multiplying both sides of (2.2) by z, we obtain∑
i∈N2
Tiz
〈i,e1−e2〉+1e〈i,e2〉(zt) = zt . (2.3)
Since (en) is a basis and e0 = 1, there exists a unique sequence (Cn)
such that ∑
n>0
Cnen+1(z) = z . (2.4)
Then, for (2.3) to hold, we need Ti to vanish when 〈i, e1 − e2〉 + 1
does not. Thus, Ti = 0 if i 6∈ { (n, n + 1) : n ∈ N } and for n in
N, Tn,n+1 = Cn. The sequence (Cn)n∈N satisfying (2.4) is known as
Carlitz’s (1972) q-Catalan numbers and does not have a known nice
closed form. It has been studied by Andrews (1975), Fu¨rlinger and
Hofbauer (1985) among others.
While the specific values of the dual coefficients depend on the
Catalan series P , some coefficients are universal, and, in particular,
the following lemma contains the important value T0,1 = 1.
Lemma 2.9. For any dual coefficients (Ti)i∈N2,
(i) Tn,0 = 0 for any n in N;
(ii) Tn,1 =
{
1 if n = 0,
0 otherwise.
The dual coefficients allow us to express the dual basis of a Catalan
basis (ek) associated to the same Catalan power series P . Viewing
P (z, t) as a power series in t, and given that for any nonnegative
integer n the ratio (sn − tn)/(s− t) is a polynomial in (s, t),
∆P (z, s, t) =
P (z, s)− P (z, t)
s− t
is a power series in (z, s, t); we extend this definition to ∂P (z, s)/∂s
on tuples of the form (z, s, s). In the power series ∆P (z, s, t) we
agree to write the monomial in the form zisjtk, with the variables
in this order. If T is an operator then ∆P (z, T, t) makes sense.
Examples. (continued) a) ∆P (z, s, t) = 1.
b) ∆P (z, s, t) = 1− z(s+ t).
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Theorem 2.10. The dual forms of a Catalan basis (ek)k∈N with
dual coefficients (Ti)i∈N2 are given as follows. Let
T (f)(z) =
∑
i∈N2
Tie˜i(z, 1)f(q
〈i,e2〉z) . (2.5)
Then
[en]f = q
n[z0]
(∆P (z, T, qn)f(z)
en(qz)P (z, 1)
)
. (2.6)
Put differently, this result asserts that if one knows how to
decompose the projection (z, t) 7→ t over the predual basis (e˜i)i∈N2 ,
viz. (2.2), then there is an explicit formula for the dual forms [en].
Examples. (continued) a) We have Tf(z) = T0,1e˜0,1(z, 1)f(qz) =
f(qz). Thus,
[en]f = q
n[z0]
f(z)
qnzn
= [zn]f(z) .
b) We have
Tf(z) =
∑
n∈N
Cne˜n,n+1(z, 1)f(qn+1z)
=
∑
n∈N
Cnz−1en+1(z)f(qn+1z) .
Since ∆P (z, T, qn) = 1− z(T + qn), we obtain
[en]f = q
n[z0]
f(z)− zTf(z)− zqnf(z)
en(qz)P (z, 1)
= [z0]
f(z)− zTf(z)− zqnf(z)
zn(z, q)n+1
= [zn]
f(z)
(z, q)n
− [zn−1] Tf(z)
(z, q)n+1
.
In general ∆P (z, T, qn) involves powers of T . Thus, to use (2.6),
we need to be able to calculate powers of T . If an operator can be
diagonalized, then its powers can be calculated very efficiently. In
the present situation, we will see in section 4 that T is diagonal in
the basis (ek) and more precisely that Tek = q
kek. Therefore, to use
a diagonalization method to calculate Tnf requires one to expand f
7
on the basis en, which is in effect to know the dual basis! A more
effective solution is to use the next result. We define the real-valued
maps Bn on (R
2)n by
Bn(u1, . . . , un) =
{∑
16i<j6n〈ui, e2〉〈uj , e1〉 if n > 2,
0 for n = 0, 1.
(2.7)
A simple consideration of B3(u1, u2, u3) shows that this map is not
multilinear in general, and, comparing with B3(u2, u1, u3), is not
symmetric in general.
Proposition 2.11. For any integer n positive,
Tnf(z) =
∑
i1,...,in∈N2
Ti1 . . . Tinq
Bn(i1,...,in)e˜i1+···+in(z, 1)
f(q〈i1+···+in,e2〉z) .
3. Some equations with q-commuting coefficients, generat-
ing functions and recursions. The purpose of this section is
to show that, underpinning Theorem 2.10, there is an interesting
connection between some algebraic equations in some noncommut-
ing variables and some generating functions. In essence, we show
the equivalence between the problem of determining dual bases to
Catalan bases, determining dual coefficients, solving some equations
in q-commuting variables via a q-commuting analogue of Puiseux se-
ries, and solving some recusions which generalize the Segner recursion
for Catalan numbers. In short, for a variety of different problems,
solving one allows one to solve all the others.
We will not be interested in general noncommuting variables, but
in q-commuting ones in the following sense.
Definition 3.1. Two variables (A,M) q-commute if AM =
qMA.
Since we will consider power series of q-commuting variables, we
agree on the following in order to avoid any ambiguity.
Convention. (i) When writing power series in a pair of q-
commuting variable (X,Y ), we always write the monomials in the
form XiY j .
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(ii) If i = (i1, i2) is in N
2, we write (X,Y )i for Xi1Y i2 .
Our next result builds upon Newton’s method for finding Puiseux
series expansion of roots of polyomials (see Walker, 1950) and
its multivariable extension of McDonald (1995). It shows that
solving some equations in q-commuting coefficients is equivalent to
determining dual coefficients.
Theorem 3.2. Let (M,A) be two q-commuting variables. Let P
be a Catalan power series and let (Ti)i∈Z2 be its dual coefficients.
Then
T =
∑
i∈N2
Ti(M,A)
i
is the unique power series in (M,A) solving the equation
A = P (M,T ) .
Stated differently, Theorem 3.2 asserts that if
∑
i∈N2 Ti(M,A)
i
is a solution of A = P (M,T ), then the generating function of the
coefficients (Ti)i∈N2 with respect to the basis
(
e˜i(z, t)
)
i∈N2
is easy to
calculate, for it is exactly t thanks to (2.2).
Examples. (continued) a) Since only T0,1 does not vanish and is
equal to 1, Theorem 3.2 asserts that T0,1(M,A)
(0,1) = A is the only
solution of the equation A = T .
b) Assume that q = 1, and let us switch to lower case symbols to
stress the commutativity. The equation a = t−mt2 has solutions
t+ =
1 +
√
1− 4am
2m
and t− =
1−√1− 4am
2m
.
Of those two solutions only t− is a power series in (a,m) since t+ is
a Laurent series having a term 1/m of degree −1. Recall that the
Catalan numbers
Ci =
(2i)!
i!(i+ 1)!
have the generating function
Ĉ(z) =
∑
i∈N
Ciz
i =
1−√1− 4z
2z
.
9
Since t− = aĈ(am), we have
[(a,m)i]t− = C〈i,e2〉δ〈i,e1−e2〉,1 .
When q is not 1, then Carlitz’s q-Catalan numbers, (Cn), are in-
volved. Since by the discussion following (2.4) the only nonvanishing
dual coefficients are Tn,n+1 = Cn, n > 0, Theorem 3.2 asserts that
T =
∑
n∈N
CnMnAn+1
solves A = T − MT 2. This provides a new characterization of
Carlitz’s q-Catalan numbers in terms of a power series solution of
a quadratic equation with some q-commuting coefficients.
To motivate what follows, recall that the Catalan numbers obey
the Segner recursion
Cn =
∑
06i6n−1
Cn−1−iCi (3.1)
with the initial condition C0 = 1 (see Koshy, 2009). Thus, there is
some form of recursion involving the coefficients of t− in example
b). The question arises as to whether such a recursion exists in the
more general context of Theorem 3.2, or, equivalently, for the dual
coefficients as defined in Definition 2.8. Recall that the maps Bn are
defined in (2.7).
Theorem 3.3. Let P be a Catalan power series, and set R(z, t) =
P˜ (z, t)t. Let Ri,j = [z
itj ]R(z, t). The dual coefficients (Ti)i∈N2
associated to P are the unique solution to the recursion
Tr = 1{ r = (0, 1) }+
∑
(i,j)∈N2
Ri,j
∑
k1,...,kj+1∈N2
Tk1 . . . Tkj+1
qBj+1(k1,...,kj+1)1{ k1 + · · · + kj+1 = r − (i+ 1, 0) } . (3.2)
If this is not clear that (3.2) is indeed a recursion, the proof of
Theorem 3.3 makes it clear.
Examples. (continued) a) Since P (z, t) = t we see that R is the
constant function 0. Thus, (3.2) gives Tr = 1{ r = (0, 1) }. Hence,
T0,1 = 1 and all the other Ti,j vanish.
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b) Since R(z, t) = t, we have
Ri,j =
{
1 if (i, j) = (0, 1)
0 otherwise.
Recursion (3.2) with r = (0,m) becomes
T0,m = 1{m = 1 }+
∑
k1,k2∈N2
Tk1Tk2q
B2(k1,k2)
1{ k1 + k2 = (−1,m) }
= 1{m = 1 } .
Assume now that we proved that Ti,j = 0 for any i < n and any
j 6= i+ 1, which we just did for n = 1. Then, for n > 1, (3.2) yields
Tn,m =
∑
k1,k2∈N2
Tk1Tk2q
B2(k1,k2)
1{ k1 + k2 = (n− 1,m) } .
Using our induction hypothesis
Tn,m =
∑
i,j∈N
Ti,i+1Tj,j+1q
(i+1)j
1{ i+ j = n− 1 ; i+ j + 2 = m }
=
∑
i,j∈N
Ti,i+1Tj,j+1q
(i+1)j
1{ i+ j = n− 1 ; n+ 1 = m }
Thus, Tn,m = 0 if m 6= n+ 1 and
Tn,n+1 =
∑
i,j∈N
Ti,i+1Tj,j+1q
(i+1)j
1{ i+ j = n− 1 } .
Writing Cn for Tn,n+1, we obtain
Cn = 1{n = 0 }+
∑
i,j∈N
CiCjqj(i+1)1{ i+ j = n− 1 } ,
that is C0 = 1 and for r > 1,
Cr =
∑
06i6r−1
CiCr−1−iq(r−1−i)(i+1) . (3.3)
As shown in Fu¨rlinger and Hofbauer (1985; display preceding (2.2)),
this is the recursion for the Carlitz q-Catalan numbers. When q is
1, the Ci are the usual Catalan numbers and (3.3) is the Segner
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recursion (3.1). Therefore, recursion (3.2) may be viewed as an
abstract form of the Segner one.
Note that once we know the result, it is a little easier to calculate
the dual coefficients from Theorems 3.2. Indeed, the equation
corresponding to that in Theorem 3.2 is A = T −MT 2. Knowing
that only the Tn,n+1 may not vanish, we write Cn for Tn,n+1,
T =
∑
i∈N
CiM iAi+1 .
Substituting this form for T into the equation, we should have∑
i∈N
CiM iAi+1 = A+
∑
i,j∈N
CiCjM i+1Ai+1M jAj+1
= A+
∑
i,j∈N
CiCjqj(i+1)M i+j+1Ai+j+2 .
Therefore,
Cr = 1{ r = 0 }+
∑
i,j∈N
CiCjqj(i+1)1{ i+ j = r − 1 } ,
which is (3.1) again.
4. Proofs. This section contains the proofs of the results stated in
sections 2 and 3.
4.1. Proof of Lemma 2.3. Let P be the power series associated
to (ek). Since P is a Catalan power series, P (0, t) = t. Therefore,
(2.1) implies [z0]
(
ek(qz)/ek(z)
)
= qk. Since ek is a power series, this
implies that it is of order k.
4.2. Proof of Lemma 2.5. Let (ek) be a normalized q-Catalan
basis associated to P . Since ek is of order k and is normalized,
there exists a sequence of power series (fk) such that [z
0]fk = 1 and
ek(z) = z
kfk(z). Then
qk
fk(qz)
fk(z)
=
ek(qz)
ek(z)
=
P (z, qk)
P (z, 1)
= qk
1− zP˜ (z, qk)qk
1− zP˜ (z, 1) .
Thus,
fk(z) =
1− zP˜ (z, 1)
1− zP˜ (z, qk)qk fk(qz) .
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By repeated substitution and using that fk(0) = 1, we obtain
fk(z) =
∏
j>0
1− qjzP˜ (qjz, 1)
1− qj+kzP˜ (qjz, qk) .
(ii) Let (ek) be a q-Catalan basis associated to some Catalan power
series P .
If Q is another Catalan power series associated to (ek) then
ek(qz)
ek(z)
=
P (z, qk)
P (z, 1)
=
Q(z, qk)
Q(z, 1)
.
Setting c(z) = Q(z, 1)/P (z, 1), this implies Q(z, t) = c(z)P (z, t).
Since both P and Q are Catalan, their coefficient of t is 1. Therefore,
c(z) = 1 and Q = P .
4.3. Proof of Lemma 2.7. (i) Since P is a Catalan power series,∏
06n<j
P (qnz, t) = tj
∏
06n<j
(
1− qnztP˜ (qnz, t)) .
Therefore, writing (z, t)i for z〈i,e1〉t〈i,e2〉, there exist power series fi,
i ∈ N2, such that fi(0, 0) = 0 and
e˜i(z, t) = (z, t)
i
(
1 + fi(z, t)
)
. (4.3.1)
Since e˜0 = 1 we see that f0 = 0. We then need to show that any
power series
g(z, t) =
∑
i∈N2
gi(z, t)
i (4.3.2)
can be represented in the basis e˜i as
∑
i∈N2 Gie˜i.
We now claim that we can determine the Gi recursively by
traveling through the indices i in N2 in the order indicated in the
following picture.
To make
17 18 19 20 25
10 11 12 16 24
5 6 9 15 23
2 4 8 14 22
1 3 7 13 21
this explicit, considering the
coefficient of (z, t)0, we must have G0 = g0.
For i, j in N2, we write i ≺ j if 〈i, e1〉 is
at most 〈j, e1〉, 〈i, e2〉 is at most 〈j, e2〉, and
i is not j; geometrically, that means that i
is in the rectangle determined by the origin and the point j, with
the vertex j excluded.
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Applying [(z, t)j ] to both sides of (4.3.2),
gj =
∑
i∈N2
Gi[(z, t)
j ]e˜i .
But (4.3.1) implies that for [(z, t)j ]e˜i not to be 0, we must have i ≺ j
or i = j. Therefore, since (4.3.1) also implies that [(z, t)j ]e˜j = 1, we
have
gj =
∑
i≺j
Gi[(z, t)
j ]e˜i +Gj .
In other words, we can express Gj in terms of gj and the Gi with
i ≺ j. The result is then clear.
4.4. Proof of Lemma 2.9. Given definitions 2.1, 2.6 and 2.8, we
have ∑
i∈N2
Tiz
〈i,e1〉t〈i,e2〉
∏
06j<〈i,e2〉
(
1− ztP˜ (qjz, t)) = t . (4.4.1)
We then view both sides of (4.4.1) as power series in t with coefficients
in C[[ z ]].
(i) The coefficient of t0 is obtained when 〈i, e2〉 = 0 and is∑
n∈N Tn,0z
n. Thus, given the right hand side of (4.4.1), we obtain
Tn,0 = 0 for any nonnegative integer n.
(ii) The coefficient of t in the left hand side of (4.4.1) is obtained
when 〈i, e2〉 = 1 and is∑
n∈N
Tn,1z
n[t0]
(
1− ztP˜ (z, t)) = ∑
n∈N
Tn,1z
n .
Given (4.4.1), this series must be 1 and assertion (ii) of the lemma
follows.
4.5. Some equations with q-commuting coefficients and re-
cursions. In order to prove Theorems 2.10, 3.2 and 3.3, we first
prove a form of equivalence between Theorems 3.2 and 3.3.
Theorem 4.5.1. Let (A,M) be some q-commuting variables, and
let P be a Catalan power series and set R(z, t) = P˜ (z, t)t. The equa-
tion A = P (M,S) has a unique power series S =
∑
i∈N2 Si(M,A)
i
solution, which is defined by the recursion
Sr = 1{ r = (0, 1) }+
∑
(i,j)∈N2
Ri,j
∑
k1,...,kj+1∈N2
Sk1 . . . Skj+1
qBj+1(k1,...,kj+1)1{ k1 + · · ·+ kj+1 = r − (i+ 1, 0) } . (4.5.1)
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Proof. The proof consists in considering a generic power series S
in (M,A), and show that the relation A = P (M,S) allows us to
calculate recursively the coefficients of the various powers of (M,A)
in S.
The maps Bn defined in (2.7) come from the following lemma
which shows that it allows us to keep track of the exponent of q
when multiplying monomials in two q-commuting variables.
Lemma 4.5.2. Let (A,M) be some q-commuting variables. For
any k1, . . . , kn in N
2,
(M,A)k1 . . . (M,A)kn = qBn(k1,...,kn)(M,A)k1+···+kn .
Proof. The proof is by induction on n. The statement is obvious if
n is 1. Assume that this identity holds for n. Then
(M,A)k1 . . . (M,A)kn+1 = qBn(k1,...,kn)M 〈k1+···+kn,e1〉
A〈k1+···+kn,e2〉M 〈kn+1,e1〉A〈kn+1,e2〉 .
Since (A,M) q-commute, this is
qBn(k1,...,kn)+〈kn+1,e1〉〈k1+···+kn,e2〉(M,A)k1+···+kn+1 .
The exponent of q in this formula is
Bn(k1, . . . , kn) +
∑
16i<n+1
〈ki, e2〉〈kn+1, e1〉 ,
which is indeed Bn+1(k1, . . . , kn+1).
We can now prove Theorem 4.5.1. We express the equation
A = P (M,S) as
S = A+MR(M,S)S , (4.5.2)
meaning
S = A+
∑
(i,j)∈N2
Ri,jM
i+1Sj+1 .
We substitute our tentative expansion for S, obtaining∑
k∈N2
Sk(M,A)
k = A+
∑
(i,j)∈N2
Ri,j
∑
k1,...,kj+1∈N2
Sk1 . . . Skj+1
M i+1(M,A)k1 . . . (M,A)kj+1 .
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Using Lemma 4.5.2, we rewrite this equation as∑
k∈N2
Sk(M,A)
k = A+
∑
(i,j)∈N2
Ri,j
∑
k1,...,kj+1∈N2
Sk1 . . . Skj+1
qBj+1(k1,...,kj+1)(M,A)k1+···+kj+1+(i+1,0) .
Equating the coefficients of (M,A)r on both sides of the identity, we
should have for any r in N2,
Sr = 1{ r = (0, 1) }+
∑
(i,j)∈N2
Ri,j
∑
k1,...,kj+1∈N2
Sk1 . . . Skj+1
qBj+1(k1,...,kj+1)1{ k1 + · · · + kj+1 = r − (i+ 1, 0) } . (4.5.3)
Think of the Sr as placed on the lattice N
2 with Sr sitting at site r.
The above equality asserts that Sr can be calculated from the various
Sk with 〈k, e1〉 6 〈r, e1〉 − i − 1, and so 〈k, e1〉 < 〈r, e1〉. In other
words, we can calculate these coefficients recursively once we know
all the coefficients Sn,0, n > 0. To show that all those vanish, we
consider r of the form (n, 0). Note that the second indicator function
in (4.5.3) is 0 if n− i − 1 is negative. This is the case in particular
if n = 0. Therefore, (4.5.3) implies S0,0 = 0.
Next, note that if k1 + · · · + kj+1 = (n − i − 1, 0) and all the ki
are in N2, then necessarily 〈ki, e2〉 = 0 for i = 1, . . . , j+1; therefore,
for n positive, (4.5.3) yields
Sn,0 =
∑
06i6n−1
j∈N
Ri,j
∑
n1,...,nj+1∈N
Sn1,0 . . . Snj+1,0
1{n1 + · · · + nj+1 = n− i− 1 } .
This allows us to calculate Sn,0 from Sn−1,0, . . . , S0,0, and, if
Sn−1,0, . . . , S0,0 all vanish, so does Sn,0. Since we have seen that
S0,0 vanishes, all Sn,0 do as well, and this proves Theorem 4.5.1.
4.6. A first expression for the dual forms. The purpose of this
subsection is to prove a form of Theorem 2.10 which is of interest for
theoretical purposes, notably to prove Theorem 2.10, but does not
give yet a computable form of the dual basis.
Theorem 4.6.1. Let (ek)k∈N be a Catalan basis with associated
series P , and let T be the linear operator on power series defined by
Tek = q
kek, k ∈ N. Then
[en]f = q
n[z0]
(∆P (z, T, qn)f(z)
en(qz)P (z, 1)
)
. (4.6.1)
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Note that while this theorem provides the dual basis, it is not
explicit. Indeed, the operator T is defined on the basis (ek), and in
order to calculate Tf for arbitrary power series f , we need a priori
to decompose f on the basis (ek), and, at this stage of the proof, we
do not know how to do such a decomposition since we do not know
the dual forms [ek]. However, comparing (4.6.1) with (2.6), we see
that Theorem 2.10 can be proved by showing that T , as defined in
Theorem 4.6.1, can be represented as in (2.5).
Proof. Define the operator ∆q by
∆qf(z) = f(qz)− f(z) .
This operator has the property that for any power series f ,
[z0]∆qf(z) = 0 .
Following Hofbauer (1984) and Krattenthaler (1984), we consider
∆q
( ek
en
)
(z) =
ek(z)
en(qz)
(ek(qz)
ek(z)
− en(qz)
en(z)
)
.
Therefore, since (ek) is a Catalan basis with associated series P ,
∆q
( ek
en
)
(z) =
ek(z)
en(qz)P (z, 1)
(qk − qn)∆P (z, qk, qn) .
This implies that if k 6= n then
[z0]
( ek(z)
en(qz)P (z, 1)
∆P (z, qk, qn)
)
= 0 ,
while, if k = n,
[z0]
( ek(z)
en(qz)P (z, 1)
∆P (z, qk, qn)
)
= [z0]
( 1
P (z, qk)
∂
∂t
P (z, t)t=qn
)
=
1
P (0, qn)
∂
∂t
P (0, t)|t=qn .
Since P is a Catalan power series,
P (0, qn) = qn and
∂
∂t
P (0, t) = 1 .
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Therefore,
qn[z0]
( ek(z)
en(qz)P (z, 1)
∆P (z, qk, qn)
)
= δk,n .
Since ∆P (z, s, t) is a power series in (z, s, t),
ek(z)∆P (z, q
k, qn) = ∆P (z, T, qn)ek(z) .
This is the result.
4.7. Connecting Theorems 4.5.1 and 4.6.1. The purpose of
this subsection is to show that the operator T involved in Theorem
4.6.1 solves a particular case of the equation involved in Theorem
4.5.1.
Theorem 4.7.1. Let (ek) be a Catalan basis associated to a power
series P , and define a linear operator T by Tek = q
kek. Consider
the operators
Af(z) = P (z, 1)f(qz) and Mf(z) = zf(z) .
Then,
(i) (A,M) q-commute;
(ii) A = P (M,T ).
Proof. Since (i) is trivial, only (ii) needs to be proved. Since (ek) is
a Catalan basis with associated power series P ,
P (z, 1)ek(qz) = P (z, q
k)ek(z) ,
that is
Aek(z) = P (M,T )ek(z) .
Since this equality holds on the basis, the result follows.
4.8. Proof of Theorem 3.3. To explain the spirit of the proof,
consider an equation a = P (m, t) in real or complex variable.
Assume that there is a power series solution
t =
∑
i∈N2
ti(m,a)
i . (4.8.1)
There is a dual viewpoint, which is to consider the array (ti)i∈N2 as
a given. It has a generating function tˆ(u, v) =
∑
i∈N2 ti(u, v)
i. Then,
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this power series satisfies the equation a = P
(
m, tˆ(m,a)
)
. The proof
of Theorem 3.3 is a q-analogue: starting with the definition of the
dual coefficients through their generating function, our goal is to
show that their generating function satisfies a functional equation
which is similar to (4.8.1).
Throughout this subsection, we consider a Catalan power series
with dual coefficients (Ti)i∈N2 , and we set R(z, t) = P˜ (z, t)t. Let
(e˜i)i∈N2 be the corresponding predual basis. For any positive integer
n we consider a map Πn, which maps n power series of two variables
to a single power series in two variables, is n-linear, and is defined
by
Πn(e˜i1 , . . . , e˜in)(z, t)
= e˜i1(z, t)e˜i2(q
〈i1,e2〉z, t) · · · e˜in(q〈i1+i2+···+in−1,e2〉z, t) ;
this map is extended by n-linearity to power series, agreeing that for
f(j)(z, t) =
∑
i∈N2
f(j),ie˜i , 1 6 j 6 n ,
we set
Πn(f(1), . . . , f(n)) =
∑
i1,...,in∈N2
f(1),i1 · · · f(n),inΠn(e˜i1 , . . . , e˜in) .
The following proposition expresses some important properties of
these n-linear maps. If i, j are in N2, we write det(i, j) for the
determinant of the matrix whose first column is the column vector i
and second column is j.
Proposition 4.8.1. (i) Πn(e˜i1 , . . . , e˜in) = q
Bn(i1,...,in)e˜i1+···+in .
(ii) Πn(f1, . . . , fn) = Π2
(
f1,Πn−1(f2, . . . , fn)
)
= Π2
(
Πn−1(f1, . . . , fn−1), fn
)
.
(iii) If f =
∑
i∈N2 fie˜i and g =
∑
i∈N2 gie˜i, then
Π2(f, g) =
∑
i,j∈N2
qB2(i,j)+det(i,j)gifj e˜i+j .
Note that assertion (iii) shows that Π2(f, g) is not Π2(g, f)
because of the terms qdet(i,j).
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Proof. (i) We proceed by induction. For n = 2, the definition of Π2
and the definition of the e˜i we have
Π2(e˜i, e˜j)(z, t) = z
〈i,e1〉
∏
06n<〈i,e2〉
P (qnz, t)
× (zq〈i,e2〉)〈j,e1〉
∏
06n<〈j,e2〉
P (qnzq〈i,e2〉, t)
The right hand side of this identity is
q〈i,e2〉〈j,e1〉z〈i+j,e1〉
∏
06n<〈i+j,e2〉
P (qnz, t) ,
which is indeed qB2(i,j)e˜i+j(z, t). The induction is then immediate.
(ii) It follows by induction from the proof of (i).
(iii) Using (i), we have
Π2(f, g) =
∑
i,j∈N2
qB2(i,j)figj e˜i+j .
Writing i = (i1, i2) and j = (j1, j2), we have
B2(i, j) = 〈i, e2〉〈j, e1〉
= B2(j, i) + i2j1 − j2i1
= B2(j, i)− det(i, j) ,
and the result follows.
Garsia’s (1981) tangled product is defined on power series through
the bilinear mapping
Γ2(z
i, zj) = zi(qiz)j = qijzi+j .
The operator Π2 defines a tangled product by
Π2(e˜i, e˜j) = q
B2(i,j)e˜i+j ,
which is somewhat an analogue of Garsia’s, but at the level of the
predual basis. However, while zi+j relates to zi and zj by a simple
product, e˜i+j does not relate in a simple way to e˜i and e˜j ; this
precludes us from defining an analogue of Garsia’s roofing operator
20
in our setting which would trivialize tangled products into ordinary
ones.
The following result asserts that Πn(t, . . . , t)(z, t) = t
n but ex-
presses this equality in a more readable way.
Proposition 4.8.2. The generating function
T̂ (z, t) =
∑
i∈N2
Tie˜i(z, t) ,
which by Definition 2.8 is t, satisfies Πn(T̂ , . . . , T̂ ) = t
n.
Proof. Given (2.2), we have for any i in N2,∑
j∈N2
Tj e˜j(q
〈i,e2〉z, t) = t .
This identity can be multiplied on both sides by Tie˜i and then
summed over i to obtain
t2 =
∑
i1∈N2
(
Ti1 e˜i1(z, t)
∑
i2∈N2
Ti2 e˜i2(q
〈i1,e2〉z, t)
)
.
More generally, using the same principle, T̂ (z, t)m, that is, tm, is
∑
i1∈N2
(
Ti1 e˜i1(z, t)
∑
i2∈N2
(
Ti2 e˜i2(q
〈i1,e2〉z, t)
∑
i3∈N2
(
Ti3 e˜i3(q
〈i1+i2,e2〉z, t)
. . .
∑
im∈N2
Tim e˜im(q
〈i1+i2+···+im−1,e2〉z, t)
))
. . .
)
=
∑
i1,...,im∈N2
Ti1Ti2 . . . TimΠm(e˜i1 , . . . , e˜im)(z, t) (4.8.2)
= Πm(T̂ , . . . , T̂ )(z, t) .
We can now conclude the proof of Theorem 3.3. Identity (4.8.2)
and Proposition 4.8.1.(i) yield
tm =
∑
i1,...,im
Ti1 . . . Timq
Bm(i1,...,im)e˜i1+···+im(z, t) . (4.8.3)
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Therefore, by uniqueness of the decomposition in the basis (e˜i), for
any r in N2, ∑
i1+···+im=r
Ti1 . . . Timq
Bm(i1,...,im) = [e˜r]t
m .
Referring to the sums involved in (3.2), we then have∑
(i,j)∈N2
Ri,j
∑
k1,···,kj+1∈N2
Tk1 . . . Tkj+1q
Bj+1(k1,...,kj+1)
1{ k1 + · · · + kj+1 = r − (i+ 1, 0) }
=
∑
(i,j)∈N2
Ri,j [e˜r−(i+1,0)]t
j+1 . (4.8.4)
Since zie˜j(z, t) = e˜j+(i,0)(z, t), we have
[e˜r−(i+1,0)]f(z, t) = [e˜r]z
i+1f(z, t) .
Therefore, (4.8.4) is∑
(i,j)∈N2
Ri,j [e˜r](z
i+1tj+1) = [e˜r]
( ∑
(i,j)∈N2
Ri,jz
i+1tj+1
)
= [e˜r]
(
zR(z, t)t
)
= [e˜r]
(−P (z, t) + t)
= −[e˜r]P (z, t) + [e˜r]t .
Now, (2.2) implies [e˜r]t = Tr, and since P (z, t) = e˜0,1(z, t), we also
have [e˜r]P (z, t) = 1{ r = (0, 1) }. Thus, we obtain that∑
(i,j)∈N2
Ri,j
∑
k1,...,kj+1∈N2
Tk1 . . . Tkj+1
qBj+1(k1+···+kj+1)1{ k1 + · · · + kj+1 = r − (i+ 1, 0) }
= −1{ r = (0, 1) }+ Tr ,
which is recursion (3.2). Since the recursion has a unique solution,
this proves Theorem 3.3.
4.9. Proof of Theorem 2.10. Theorem 4.6.1 gives us an
expression for the dual basis in terms of the operator T defined
by Tek = q
kek. Since (4.6.1) and (2.6) are the same expression,
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it suffices to show that this operator T acts on function as indicated
by (2.5).
Theorem 4.7.1 asserts that T satisfies the equation A = P (M,T )
for the specific operators A and M given in that theorem.
Theorem 4.5.1 asserts that a solution of the equationA = P (M,T )
is given by
∑
i∈N2 Ti(M,A)
i where the Ti obey the recursion (3.2).
Theorem 3.3 asserts that those Ti are precisely the dual coefficients.
Therefore, it only remains to prove that the particular solution∑
i∈N2 Ti(M,A)
i of the equation A = P (M,T ) is the one we are
looking for; or, put differently, that the specific T we are interested
in, which is defined a priori by Tek = q
kek, coincides with the power
series
∑
i∈N2 Ti(M,A)
i, and acts on functions according to (2.5).
Thus, we need to prove the following.
Theorem 4.9.1. Let A and M be as in Theorem 4.7.1, and
let (Ti) be defined by (2.2). Furthemore, let T =
∑
i∈N2 Ti(M,A)
i.
Then
(i) Tek = q
kek for any nonnegative integer k;
(ii) Tf(z) =
∑
i∈N2
Tie˜i(z, 1)f(q
〈i,e2〉z).
Proof. (i) An induction shows that
Aif(z) =
∏
06j<i
P (zqj , 1)f(qiz) .
Since (ek) is a Catalan basis with associated series P ,
ek(q
iz) =
P (qi−1z, qk)
P (qi−1z, 1)
ek(q
i−1z)
=
∏
06j<i
P (qjz, qk)∏
06j<i
P (qjz, 1)
ek(z) .
Consequently,
Aiek(z) =
∏
06j<i
P (qjz, qk)ek(z) ,
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and ∑
i∈N2
Ti(M,A)
iek(z) =
∑
i∈N2
Tiz
〈i,e1〉
∏
06j<〈i,e2〉
P (qjz, qk)ek(z)
=
∑
i∈N2
Tie˜i(z, q
k)ek(z) .
Since (Ti)i∈N2 are the dual coefficients,
∑
i∈N2 Tie˜i(z, q
k) = qk.
(ii) We have
Tf(z) =
∑
i∈N2
Tiz
〈i,e1〉A〈i,e2〉f(z)
=
∑
i∈N2
Tiz
〈i,e1〉
∏
06j<〈i,e2〉
P (zqj , 1)f(q〈i,e2〉z)
=
∑
i∈N2
Tie˜i(z, 1)f(q
〈i,e2〉z) . (4.9.1)
This proves Theorem 4.9.1.
Remark. Note that writing t for the power series t(z, t) = t, that
is the projection (z, t) 7→ t, (2.2) asserts that t =∑i∈N2 Tie˜i. Thus,
(4.9.1) could also be rewritten as the simpler looking expression
Tf(z) = Π2(t, f)(z, 1).
4.10. Proof of Theorem 3.2. Consider the dual coefficients
(Ti)i∈N2 . Let (A,M) be, as in Theorem 3.2, arbitrary q-commuting
variables. By Theorem 3.3, (Ti) is the unique solution of the
recursion (3.2). Theorem 4.5.1 then gives that T =
∑
i∈N2 Ti(M,A)
i
is a power series solving A = P (M,T ).
Conversely, Theorem 4.5.1 implies that the only power series
solution in (M,A) of A = P (M,T ) is given by
∑
i∈N2 Si(M,A)
i
where Si satistifies (4.5.1). But the recursion (4.5.1) is (3.2) (just
substitute the letter T for the letter S in (4.5.1)). Therefore, by
Theorem 3.3, (Si)i∈N2 are the dual coefficients, and this proves
Theorem 3.2.
4.11. Proof of Proposition 2.11. For n = 1, this is the definition
of T . We then proceed by induction, assuming that the statement is
correct for n. Then Tn+1f(z) is∑
i2,...,in+1∈N2
Ti2 · · · Tin+1qBn(i2,...,in+1)
T
(
e˜i2+···+in+1(z, 1)f(q
〈i2+···+in+1,e2〉z)
)
. (4.11.1)
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But setting i = i2 + · · ·+ in+1 and using (2.5),
T
(
e˜i(z, 1)f(q
〈i,e2〉z)
)
=
∑
j∈N2
Tj e˜j(z, 1)e˜i(q
〈j,e2〉z, 1)f(q〈j+i,e2〉z)
=
∑
j∈N2
TjΠ2(e˜j, e˜i)(z, 1)f(q
〈j+i,e2〉z) . (4.11.2)
Using the first assertion of Proposition 4.8.1 and substituting i1 for
j, we obtain that (4.11.2) is∑
i1∈N2
Ti1q
B2(i1,i)e˜i1+i(z, 1)f(q
〈i1+i,e2〉z) .
Substituting this expression in (4.11.1), the result follows from the
identity
Bn(i2, . . . , in+1) +B2(i1, i2 + · · · + in+1) = Bn+1(i1, . . . , in+1) .
5. p-ary powers. In general the dual coefficients form a two
dimensional array. However, in example b) of section 2 and 3, it
was in fact one-dimensional, since only the Tn,n+1 could not vanish.
More can be said on this situation and this is related to P (z, t) having
a specific form and ek being similar to Garsia’s (1981) powers, whose
definition we will recall.
Definition 5.1. Let p be an integer at least 2. Given a power
series φ of order 1, its p-ary powers are the power series
φp,k,q(z) = z
k
∏
06j<k(p−1)
(
1− φ(qjz)) , k ∈ N , (5.1)
with φp,0,q = 1.
Garsia (1981) considers powers defined as follows: start with
a power series ψ of order 1, without loss of generality satisfying
[z]ψ(z) = 1; he considers the series
ψ[k,q](z) =
∏
06j<k
ψ(qjz) . (5.2)
Defining φ by ψ(z) = z − zφ(z), we see that ψ[k,q] = q(
k
2)φ2,k,q.
Thus, up to a normalization, Garsia’s powers coincide with 2-ary
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powers. Gessel (1980) deals with the more general p-ary powers (see
his section 12) and his functional α(x1, . . . , xn) for general noncom-
muting variables x1, . . . , xn is the analogue to our Bn(i1, . . . , in) in
his setting.
It is possible to interpret p-ary powers as Garsia’s powers in at
least two different ways. Indeed, if φ is a power series of order 1, we
can consider the series
ψ(z) = z
∏
06j<p−1
(
1− φ(qjz)) .
For this specific ψ,
φp,k,q(z) = q
−(k2)(p−1)ψ[k,qp−1](z) .
However, this interpretation fails if we allow for q to vary, for
q−(
k
2)(p−1)ψ[k,rp−1](z)
= q−(
k
2)(p−1)r(
k
2)zk
∏
06i<k
∏
06j<p−1
(
1− φ(qjri(p−1)z))
is not φp,k,r(z).
A more useful interpretation is obtained as follows. For any
integer p at least 2, define the linear operator Kp by
Kpf(z) = f(z
p−1) .
We then have
Kpφp,k,q(z) = z
k(p−1)
∏
06j<k(p−1)
(
1− φ(qjzp−1))
= (Kpφ)2,k(p−1),q1/(p−1)(z) . (5.3)
Thus, up to a normalizing factor, φp,k,q(z
p−1) is the Garsia power(
Id(1−Kpφ)
)
[k(p−1),q1/(p−1)]
.
Despite these two interpretations of p-ary powers as Garsia pow-
ers, introducing the notion will make our results easier to prove, and
we will see in the next section that the notion occurs naturally while
the interpretation in terms of Garsia power is somewhat contrived.
Our next result shows that p-ary powers are q-Catalan bases
associated to some Catalan power series that have a special form,
and that the dual coefficients have a specific sparsity.
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Proposition 5.2. The p-ary powers φp,k,q form the normalized
q-Catalan basis associated with the Catalan power series P (z, t) =
t− tφ(tp−1z). The dual coefficients are determined by
Ti = 0 if i 6∈
{ (
n, n(p− 1) + 1) : n ∈ N } ,
and ∑
n>0
q−nTn,n(p−1)+1φp,n,q(qz) =
1
1− φ(z) . (5.4)
Proof. Since φ is of order at least 1 and p is at least 2, the power
series P given in the statement is a Catalan one. Since
φp,k,q(qz)
φp,k,q(z)
= qk
1− φ(qk(p−1)z)
1− φ(z) =
P (z, qk)
P (z, 1)
,
the first assertion of the Proposition follows from Lemma 2.5.
The predual basis associated to (φp,k,q) is then
e˜i(z, t) = z
〈i,e1〉t〈i,e2〉
∏
06j<〈i,e2〉
(
1− φ(qjtp−1z)) .
Therefore,
e˜i(z
p−1, t) = z(p−1)〈i,e1〉t〈i,e2〉
∏
06j<〈i,e2〉
(
1− φ(qj(tz)p−1)) .
By definition of the dual coefficients, t =
∑
i∈N2 Tie˜i(z, t); substitut-
ing zp−1 for z in this identity and then multiplying both sides by
z,
zt =
∑
i∈N2
Tize˜i(z
p−1, t)
=
∑
i∈N2
Tiz
(p−1)〈i,e1〉+1−〈i,e2〉(zt)〈i,e2〉
∏
06j<〈i,e2〉
(
1− φ(qj(tz)p−1)) .
(5.5)
Setting τ = zt we see from (5.5) that whenever Ti does not vanish
we must have
(p− 1)〈i, e1〉+ 1− 〈i, e2〉 = 0 .
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Thus, only Tn,n(p−1)+1, n ∈ N, may not vanish. Consequently, (5.5)
yields
τ =
∑
n∈N
Tn,n(p−1)+1τ
n(p−1)+1
∏
06j<n(p−1)+1
(
1− φ(qjτp−1)) ,
that is, after simplifying both sides of this identity by τ and setting
z = τp−1,
1 =
∑
n∈N
Tn,n(p−1)+1z
n
∏
06j<n(p−1)+1
(
1− φ(qjz))
=
(
1− φ(z))∑
n∈N
q−nTn,n(p−1)+1φp,n,q(qz) .
Starting with a power series φ(z) of order 1, we consider the p-ary
powers φp,k,q(z); they induce a linear operator Up,φ,q defined by
Up,φ,qz
k = q(
k(p−1)
2 )/(p−1)φp,k,q(z) .
Following Garsia (1981) and Krattenthaler (1988), extending their
result from Garsia powers to p-ary powers, we will now construct the
inverse of Up,φ,q.
Given Proposition 5.2 the dual coefficients for the basis (φp,n,q)
are defined by (5.4). We define
φ⋄p(z) = −
∑
n>1
Tn,n(p−1)+1q
−(n(p−1)+12 )/(p−1)zn .
Note that the map φ 7→ φ⋄p depends on q, a dependence lost in the
notation φ⋄p. In order to avoid any ambiguity in the notation, we
agree that the mapping φ 7→ φ⋄p has the precedence over φ 7→ φp,k,q,
so that, for instance, φ⋄pp,k,q means (φ
⋄p)p,k,q.
Theorem 5.3. Up,φ,q and Up,φ⋄p,1/q are inverse of each others.
Proof. We will first prove the result when p is 2, which corresponds
to the Garsia powers, and extend this result to arbitrary p via (5.3).
Case p = 2. We assume for the time being that p is 2. The heart of
the proof is identity (4.8.3) and the following lemma.
Lemma 5.4. Let (ui)16i6m be m vectors in N
2 with
〈ui, e2〉 = 〈ui, e1〉+ 1
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for i = 1, . . . ,m. Set v = u1 + · · · + um. Then
Bm(u1, . . . , um)
=
(〈v, e2〉
2
)
−
∑
16i6m
(〈ui, e2〉
2
)
−
∑
16i6m
〈ui, e2〉(m− i) .
Proof. Write ni for 〈ui, e2〉. Since by hypothesis 〈uj , e1〉 = nj − 1,
Bm(u1, . . . , um) =
∑
16i<j6m
ni(nj − 1)
=
1
2
( ∑
16i6m
ni
)2
− 1
2
∑
16i6m
n2i −
∑
16i6m
ni(m− i)
=
1
2
〈v, e2〉2 − 1
2
∑
16i6m
n2i −
∑
16i6m
ni(m− i) .
Note that for any integer n,
n2
2
=
(
n
2
)
+
n
2
.
Therefore, Bm(u1, . . . , um) is(〈v, e2〉
2
)
+
〈v, e2〉
2
−
∑
16i6m
(
ni
2
)
− 1
2
∑
16i6m
ni −
∑
16i6m
ni(m− i) .
This is the result since 〈v, e2〉 =
∑
16i6m ni.
Throughout the proof we will use the q-Catalan basis (ek) =
(φ2,k,q), and switch freely between the notation ek and φ2,k,q ac-
cording to the context. In particular [ek] is the dual form of φ2,k,q.
The predual basis associated to (ek) is
e˜i(z, t) = z
〈i,e1−e2〉e〈i,e2〉(zt) .
Proposition 5.2 shows that the dual coefficients are determined by
∑
n>0
q−nTn,n+1φ2,n,q(qz) =
1
1− φ(z) .
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Identity (4.8.3) is then
tm =
∑
i1,...,im∈N2
Ti1 . . . Timq
Bm(i1,...,im)z〈i1+···+im,e1−e2〉
e〈i1+···+im,e2〉(zt) .
Multiplying both sides by zm and substituting ζ for zt,
ζm =
∑
i1,...,im∈N2
Ti1 . . . Timq
Bm(i1,...,im)z〈i1+···+im,e1−e2〉+m
e〈i1+···+im,e2〉(ζ) . (5.6)
Given Proposition 5.2 with p = 2, only the Ti for which i = (n−1, n),
n > 1, may not vanish. Moreover, writing ij as (nj − 1, nj), we see
that
〈i1 + · · · + im, e1 − e2〉+m = 0 ,
and Lemma 5.4 gives
Bm(i1, . . . , im) =
(
n1 + · · · + nm
2
)
−
∑
16i6m
(
ni
2
)
−
∑
16i6m
ni(m− i) .
Thus, (5.6) gives
ζm =
∑
n1,...,nm>1
Tn1−1,n1 . . . Tnm−1,nm
q
(n1+···+nm2 )−
∑
16i6m
(ni2 )−
∑
16i6m
ni(m−i)en1+···+nm(ζ) .
Substituting z for ζ and applying [ek] to both sides,
[ek]z
m =
∑
n1,...,nm>1
1{n1 + · · ·+ nm = k }Tn1−1,n1 . . . Tnm−1,nm
q
(k2)−
∑
16i6m
(ni2 )−
∑
16i6m
ni(m−i) .
The key of the proof is to multiply both sides of this identity by zk
and notice the nice way to factor the right hand side, obtaining
zk[ek]z
m = q(
k
2)
∑
n1,...,nm>1
1{n1 + · · · + nm = k }∏
16i6m
Tni−1,niq
−(ni2 )
( z
qm−i
)ni
.
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We then multiply both sides by q−(
k
2) and sum over k and use T0,1 = 1
to obtain, with θ(z) = z
(
1− φ⋄2(z)), that
∑
k>0
q−(
k
2)zk[ek]z
m =
∏
16i6m
(∑
n>1
Tn−1,nq
−(n2)
( z
qm−i
)n)
=
∏
16i6m
θ
( z
qm−i
)
= U2,φ⋄2,1/qz
m . (5.7)
We apply U2,φ,q on both sides of the identity and use that ([ek]) is
the dual basis of (φ2,k,q) to get
zm = U2,φ,qU2,φ⋄2,1/qz
m ,
and therefore U2,φ,qU2,φ⋄2,1/q = Id.
To prove that U2,φ⋄2,1/qU2,φ,q = Id, we can either use that since
both U2,φ,q and U2,φ⋄2,1/q map basis to basis they are invertible and
therefore their right and left inverse coincide; or, we can note that
(5.7) asserts that∑
k>0
q−(
k
2)zk[ek](z
ℓ) = q−(
ℓ
2)φ⋄22,ℓ,1/q(z) . (5.8)
We then have
U2,φ⋄2,1/qU2,φ,qz
m = U2,φ⋄2,1/qq
(m2 )
∑
ℓ∈N
[zℓ](φ2,m,q)z
ℓ
= q(
m
2 )
∑
ℓ∈N
[zℓ](φ2,m,q)q
−(ℓ2)φ⋄22,ℓ,1/q(z) . (5.9)
Thus, using (5.8), the right hand side of (5.9) is
q(
m
2 )
∑
k,ℓ∈N
[zℓ](φ2,m,q)q
−(k2)zk[ek](z
ℓ) = q(
m
2 )
∑
k∈N
q−(
k
2)zk[ek]φ2,m,q .
Since φ2,m,q = em, we obtain that the right hand side of (5.9) is
q(
m
2 )
∑
k∈N
q−(
k
2)zkδk,m = z
m ,
and therefore, U2,φ⋄2,1/qU2,φ,qz
m = zm. This proves Theorem 5.3
when p is 2.
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Case p > 3. We assume now that p is at least 3. We set r = q1/(p−1).
The identity (5.3) asserts that
KpUp,φ,qz
k = U2,Kpφ,rKpz
k .
Given its left hand side, this equality shows that the image of
U2,Kpφ,rKp is in the range of Kp. Therefore,
Up,φ,q = K
−1
p U2,Kpφ,rKp ,
and, consequently, using the present theorem with p = 2,
U−1p,φ,q = K
−1
p U
−1
2,Kpφ,r
Kp = K
−1
p U2,(Kpφ)⋄2,1/rKp . (5.10)
For this formula to be useful, we need to calculate (Kpφ)
⋄2. Thus,
we consider the 2-ary powers (Kpφ)2,k,r, and, in order to avoid any
confusion, we write (Si)i∈N2 for their dual coefficients. Applying
Proposition 5.2, these dual coefficients are defined by∑
n∈N
r−nSn,n+1(Kpφ)2,n,r(rz) =
1
1−Kpφ(z) . (5.11)
Since (Kpφ)2,n,r is in z
nC[[zp−1]] and 1/
(
1−Kpφ(z)
)
is in C[[zp−1]],
(5.11) implies that the coefficients Sn,n+1 must vanish if n is not a
multiple of p− 1. Therefore, only Sn(p−1),n(p−1)+1, n ∈ N, may not
vanish. It follows that
(Kpφ)
⋄2(z) = −
∑
n>1
Sn(p−1),n(p−1)+1r
−(n(p−1)+12 )zn(p−1) . (5.12)
Moreover, since only Sn(p−1),n(p−1)+1, n ∈ N, may not vanish, (5.11)
can then be rewritten as∑
n∈N
Sn(p−1),n(p−1)+1z
n(p−1)
∏
06j<n(p−1)
(
1− φ((zrj+1)p−1))
=
1
1− φ(zp−1) .
Substituting z for zp−1, this means∑
n∈N
q−nSn(p−1),n(p−1)+1φp,n,q(qz) =
1
1− φ(z) .
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Consequently, given (5.4), Sn(p−1),n(p−1)+1 = Tn,n(p−1)+1 and (5.12)
becomes
(Kpφ)
⋄2(z) = −
∑
n>1
Tn,n(p−1)+1r
−(n(p−1)+12 )zn(p−1) .
Given how φ⋄p is defined, this means (Kpφ)
⋄2(z) =
(
Kp(φ
⋄p)
)
(z).
Going back to (5.10), this implies
K−1p U2,(Kpφ)⋄2,1/rKpz
m
= K−1p r
−(m(p−1)2 )
(
Kp(φ
⋄p)
)
2,m(p−1),1/r
(z)
= r−(
m(p−1)
2 )K−1p
(
zm(p−1)
∏
06j<m(p−1)
(
1− φ⋄p
( zp−1
r(p−1)j
)))
= r−(
m(p−1)
2 )zm
∏
06j<m(p−1)
(
1− φ⋄p
( z
qj
))
= Up,φ⋄p,1/qz
m .
This proves Theorem 5.3 by (5.10).
Corollary 5.5. For every p at least 2, the map (φ, q) 7→ (φ⋄p, 1/q)
is an involution.
Proof. Theorem 5.3 implies that U−1p,φ,q = Up,φ⋄p,1/q. Substituting
(φ⋄p, 1/q) for (φ, q), we obtain U−1p,φ⋄p,1/q = Up,(φ⋄p)⋄p,q. Therefore,
Up,(φ⋄p)⋄p,q = Up,φ,q, which forces (φ
⋄p)⋄p = φ.
Starting with a power series φ(z) of order 1 and [z]φ(z) = 1, the
power series P (z, t) = φ(zt)/z is a Catalan one. For this specific
type of Catalan power series, define P ⋄p(z, t) = φ⋄p(zt)/z. Corollary
5.5 implies that (P, q) 7→ (P ⋄p, 1/q) is an involution as well.
To make explicit the connection between Theorem 5.3 and the
work of Garsia (1981) and Krattenthaler (1988), let φ be a power
series of order 1 and set ψ(z) = z
(
1 − φ(z)). Krattenthaler’s (1988)
identity (6.11) asserts that the relation∑
k∈N
akz
k =
∑
k∈N
bk
∏
06j<k
ψ(qjz) ,
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that is, ∑
k∈N
akz
k = U2,φ,q
∑
k∈N
bkz
k ,
is equivalent to ∑
k∈N
bkz
k = U2,φ⋄2,1/q
∑
k∈N
akz
k ,
which is clear from Theorem 5.3.
Similarly, Krattenthaler’s (1988) identity (6.10) states that if Fk,ℓ
are defined by
zℓ =
∑
k>ℓ
Fk,ℓ
∏
06j<k
ψ(qjz) = U2,φ,q
∑
k>ℓ
Fk,ℓz
k ,
then, setting Ψ(z) = z
(
1− φ⋄2(z)),
∑
k>ℓ
Fk,ℓz
k = U−12,φ,qz
ℓ = U2,φ⋄2,1/qz
ℓ =
∏
06j<ℓ
Ψ(z/qj) .
Theorems 3.2 and 3.3 can be viewed as different definitions of the
dual coefficients, in which case Definition 2.8 asserts that a form of
generating function of the dual coefficients,
∑
i∈N2 Tie˜i(z, t), has a
particular value. However, this ’form’ of generating function is not
as useful as a proper generating function. While we do not know
how to calculate the generating function of the dual coefficients in
general, our next result shows that in the particular context of p-
ary powers, the generating function of the suitably multiplied dual
coefficients obeys a q-functional relation, and, as this will be clear in
the next paragraph, this is related to Theorem 5.3 and its proof.
Given a power series φ of order 1 and the corresponding p-ary
powers φp,k,q, Proposition 5.2 asserts that only the Tn,n(p−1)+1,
n ∈ N, may not vanish. The generating function of these dual
coefficients is then
∑
n∈N Tn,n(p−1)+1z
n. Instead, it will be easier
to consider the generating function of q−(p−1)(
n
2)Tn,n(p−1)+1,
Tφ,p(z) =
∑
n∈N
q−(p−1)(
n
2)Tn,n(p−1)+1z
n .
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As an indication that this generating function is related to Theorem
5.3, note the identity
Tφ,p(z) = 1 +
∑
n>1
q−(
n(p−1)+1
2 )/(p−1)qnp/2Tn,n(p−1)+1z
n
= 1− φ⋄p(qp/2z) .
For the following result, it is of interest to use Garsia’s roofing
operator, defined on power series f(z) =
∑
n∈N fnz
n by
f̂(z) =
∑
n∈N
q−(
n
2)fnz
n ,
as well as his reciprocal staring operator
∗f(z) =
∏
n∈N
f(z/qn) .
The roofing operator may be itereated, setting f ̂p = ̂f ̂(p−1), or,
more explicitly,
f ̂p(z) = ∑
n∈N
q−p(
n
2)fnz
n .
Theorem 5.6. Let φ(z) =
∑
i>1 φiz
i be a power series of order
1. The generating function Tφ,p obeys the functional relation
Tφ,p(z) = 1 +
∑
i>1
φiz
iq−(p−1)(
i
2)
∏
06j6(p−1)i
Tφ,p(q−jz) . (5.13)
and satisfies the identity
Tφ,p(z) =
(
∗(1− φ))̂ (p−1)(z/q)(
∗(1− φ))̂ (p−1)(z) .
Before proving this result, some remarks and an example may
help to understand its content.
Remark. Defining
Φq(z) =
∏
n∈N
(
1− φ(qnz)) ,
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we see that ∗(1− φ)(z) = Φ1/q(z). Set
g(z) =
∑
n∈N
q−(p−1)(
n
2)zn[zn]Φ1/q(z) ,
that is g(z) = Φ1/q̂(p−1). The second identity in Theorem 5.6 gives
that Tφ,p(z) = g(z/q)/g(z).
Example. Continuing example b) of sections 2 and 3, and given
Proposition 5.2, the Catalan power series P (z, t) = t − t2z corre-
sponds to φ(z) = z and p = 2. In this case, [z]φ(z) = 1, that is,
φ1 = 1, and all the other φi vanish. The assertion of Theorem 5.6 is
then
Tφ,2(z) = 1 + zTφ,2(z/q)Tφ,2(z) .
This implies
Tφ,2(z) = 1
1− zTφ,2(z/q) ,
and, by iterated substitution, we obtain the continued fraction,
Tφ,2(z) = 1
1− z/q
0
1− z/q
1
1− z/q
2
1− z/q
3
. . .
, (5.14)
as indicated in Garsia (1981).
With the notation of the remark preceding this example, we have
here
Φ1/q(z) =
∏
n∈N
(1− z/qn) = (z, 1/q)∞ .
Using Euler’s identity (see Andrews, Askey and Roy, 1999, Corollary
10.2.2),
[zn]Φ1/q(z) = (−1)n
q−(
n
2)
(1/q, 1/q)n
Thus, since p = 2,
g(z) =
∑
n∈N
(−1)n q
−n(n−1)
(1/q, 1/q)n
zn .
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Recall that, following Ismail (2009, formula (21.7.3)) the q-Airy
function is defined by
Aiq(z) =
∑
n>0
(−1)n q
n2zn
(q, q)n
.
Thus g(z) = Ai1/q(qz). Theorem 5.6 and the remark following it
imply that in this case
Tφ,2(z) =
Ai1/q(z)
Ai1/q(z/q)
, (5.15)
the identity between (5.14) and (5.15) being the Rogers-Ramanujan
continuous fraction.
Remark. It is interesting to compare Theorem 5.6 with Gessel’s
(1980) Theorem 12.2. When q is 1, (5.13) is
Tφ,p(z) = 1 + Tφ,p(z)φ
(
zTφ,p(z)p−1
)
. (5.16)
The function Tφ,p can then be obtained by Lagrange inversion.
Setting y = zTφ,p(zp−1) and g(y) = 1/
(
1− φ(y)), substituting zp−1
for z in (5.16), we can rewrite (5.16) as y = zg(yp−1). This is to
compare with (12.1) in Gessel (1980), which, when q is 1, would
be y = g(zyp−1). The second equality in Theorem 5.6 can then be
interpreted as a Lagrange type inversion formula for the functional
equation (5.13).
To further compare Theorem 5.6 with Gessel’s (1980) Theorem
12.2, setting r = 1/q and m = p− 1, and writing now f for Tφ,p and
recalling the notation in (5.2), (5.13) is
f(z) = 1 + f(z)
∑
i>1
φiz
ir(p−1)(
i
2)f[mi,r](rz)
= 1 + f(z)
∑
i>1
r−mi/2φir
mi2/2zif[mi,r](rz) . (5.17)
Setting g(z) = φ(r−m/2z) and gi = [z
i]g(z), (5.17) becomes
f(z) = 1 + f(z)
∑
n>1
gnr
mn2/2znf[mn,r](rz) .
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This expression is to be compared with (12.7) in Gessel (1980) which
is (with Gessel’s g0 set to 1)
f(z) = 1 +
∑
n>1
gnr
mn2/2znf[mn,r](z) .
In our setting, the analogue of Gessel’s (1980) identity (12.7) is
the second assertion of Theorem 5.6, which provides, with H =(
∗(1− φ))̂(p−1),
f[k,r](z) = H(zr
k)/H(z) ,
and the analogue of his (12.4) is that(
∗(1− φ))̂(p−1)(z)(Tφ,p)k,1/q(z) = (∗(1− φ))̂(p−1)(z/qk−1) ,
or, written differently, H(z)f[k,r](z) = H(zr
k). This last identity
implies [zn]
(
H(z)f[k,r](z)
)
= rnk[zn]H(x), which is the analogue of
Gessels’s (1980) identity (12.11) in our setting.
Remark. Identity (5.13) can be put in a fairly compact form using
the operator Up,ψ,q. Indeed, since T0,1 = 1 (see Lemma 2.9), the
power series ψ(z) = 1 − Tφ,p(z) is of order 1. Considering the right
hand side of (5.13), we have
q−(p−1)(
i
2)zi
∏
06j<(p−1)i
Tφ,p(q−jz) = q−(p−1)(
i
2)ψp,i,1/q(z)
= q(p−2)i/2
(
Up,ψ,1/qz
i
)
.
Therefore, since Tφ,p = 1− ψ, (5.13) can be rewritten as
−ψ(z) =
∑
i>1
φiq
(p−2)i/2Up,ψ,1/qz
i
= Up,ψ,1/q
∑
i>1
φiq
(p−2)i/2zi
= Up,ψ,1/qφ(q
(p−2)/2z) .
Writing now g(z) = −φ(qp/2z), we see that ψ is the function f that
solves
f(z) = Up,f,1/qg(z/q) .
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Up to substituting q for 1/q, this is exactly Gessel’s (1980) equation
(12.1), which is f(z) = Uf,p,qg(qz).
Proof. The proof has two parts corresponding to the two assertions.
Part 1. Proof of the functional relation. In order to keep the
subscripting within reason, we will write tn for Tn,n(p−1)+1. As
in Proposition 5.2, consider the Catalan power series P (z, t) =
t − tφ(tp−1z), for which tn are the dual coefficients. Those dual
coefficients obey the recursion given by Theorem 3.3. To write this
recursion, we have, with R(z, t) = P˜ (z, t)t,
R(z, t) = φ(tp−1z)/z =
∑
i>1
φit
(p−1)izi−1 .
Thus, writing Ri,j for the coefficient of z
itj in R(z, t), we have
Ri−1,(p−1)i = φi , i > 1 ,
and Ri,j = 0 if j 6= (p − 1)(i + 1) for nonnegative i. Writing ki for(
ni, ni(p− 1) + 1
)
, recursion (3.2) takes the form
tn = 1{n = 0 }+
∑
i>1
φi
∑
n1,...,n(p−1)i+1∈N
tn1 . . . tn(p−1)i+1
qB(p−1)i+1(k1,...,k(p−1)i+1)1{n1 + · · · + n(p−1)i+1 = n− i } . (5.18)
Arguing as in the proof of Lemma 5.4, Bm(k1, . . . , km) is∑
16i<j6m
(
(p− 1)ni + 1
)
nj
= (p− 1)
(∑
16i6m ni
2
)
− (p− 1)
∑
16i6m
(
ni
2
)
+
∑
16j6m
(j − 1)nj .
Hence, (5.18) yields
tn = 1{n = 0 }+
∑
i>1
φi
∑
n1,...,n(p−1)i+1∈N
tn1 . . . tn(p−1)i+1
q
(p−1)(n−i2 )−(p−1)
∑
16j6(p−1)i+1
(nj2 )+
∑
16j6(p−1)i+1
(j−1)nj
1{n1 + · · · + n(p−1)i+1 = n− i } . (5.19)
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Set t˜n = q
−(p−1)(n2)tn. We see that if n1 + · · · + n(p−1)i+1 = n − i,
then (
n− i
2
)
−
(
n
2
)
= −in+ i(i+ 1)
2
= −
(
i
2
)
− i(n1 + · · · + n(p−1)i+1) .
Multiplying both sides of (5.19) by znq−(p−1)(
n
2), a quantity which
is 1 when n = 0, yields
znt˜n = 1{n = 0 }+
∑
i>1
φiz
iq−(p−1)(
i
2)
∑
n1,...,n(p−1)i+1
t˜n1 . . . t˜n(p−1)i+1
× q
∑
16j6(p−1)i+1
(j−1−(p−1)i)nj
zn1+···+n(p−1)i+1
× 1{n1 + · · · + n(p−1)i+1 = n− i }
= 1{n = 0 }+
∑
i>1
φiz
iq−(p−1)(
i
2)
∑
n1,...,n(p−1)i+1
( ∏
16j6(p−1)i+1
t˜njq
(j−1−(p−1)i)njznj
)
1{n1 + · · · + n(p−1)i+1 = n− i } .
We sum over n to obtain
Tφ,p(z) = 1 +
∑
i>1
φiz
iq−(p−1)(
i
2)
∏
16j6(p−1)i+1
Tφ,p(qj−1−(p−1)iz) ,
that is, after substituting j for (p − 1)i − j + 1 in the product, the
first assertion of Theorem 5.6.
Part 2. Proof of the second assertion. The proof is an abstraction
of some calculations in Prellberg and Brak (1995) — but see also
Gessel (1980, section 12) where simlar ideas are used. Considering
the functional relation, we see that it is nonlinear because of the
product term
∏
06j6(p−1)i Tφ,p(qj−(p−1)iz). As noticed in Prellberg
and Brak (1995) in some special cases, writing Tφ,p(z) as g(z/q)/g(z)
for some power series g to be determined simplifies this product
considerably, and in fact linearizes the functional equation. Repeated
substitutions in the relation g(z) = g(z/q)/Tφ,q(z) shows that g(z) =
1/
∏
j>0 Tφ,q(z/qj) is this function; but this product form is not
useful beyond showing the existence and uniqueness of the power
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series g. This change of power series leads to
∏
06j6(p−1)i
Tφ,p(q−jz) =
∏
06j6(p−1)i
g(q−j−1z)
g(q−jz)
=
g(q−(p−1)i−1z)
g(z)
.
Thus, multiplying both sides of (5.13) by g(z), we obtain
g(z/q) = g(z) +
∑
i>1
φiz
iq−(p−1)(
i
2)g(q−(p−1)i−1z) , (5.20)
an equation which is linear in g. We write g(z) =
∑
n∈N gnz
n for
the power series expansion of g, and set gi = 0 if i is negative.
Considering the coefficient of zn in this equation, we obtain the
identity
q−ngn = gn +
∑
i>1
φiq
−(p−1)(i2)−(n−i)((p−1)i+1)gn−i . (5.21)
To understand where the Garsia roofing operator comes from in this
calculation, note that given the complicated power of q in right hand
side of (5.21), it is quite natural to make a change of variable, setting
gn = q
−αnan, and determine the sequence (αn) which allows us
to rewrite (5.21) in the simplest manner. Making this change of
variable, and multipliying both sides of (5.21) by qαn yields
q−nan = an +
∑
i>1
φiq
−(p−1)(i2)−(n−i)((p−1)i+1)−αn−i+αnan−i .
The exponent of q is
−p− 1
2
(
n2 − (n− i)2)+ p− 1
2
i− n+ i− αn−i + αn .
Therefore, choosing αn = (p − 1)n(n − 1)/2 changes this exponent
into i− n, and yields the recursion
q−nan = an +
∑
i>1
φiq
i−nan−i , (5.22)
41
with ai = 0 if i is negative. Consider the generating function of an,
that is, A(z) =
∑
n>0 anz
n. Identity (5.22) asserts that
[zn]A(z/q) = [zn]A(z) +
∑
i>1
[zi]φ(z)[zn−i]A(z/q)
= [zn]A(z) + [zn]
(
φ(z)A(z/q)
)
.
Thus, A(z/q) = A(z) + φ(z)A(z/q), and therefore, A(z) =
(
1 −
φ(z)
)
A(z/q). By repeated substitutions, A(z) =
∏
i>0
(
1−φ(q−iz)).
This implies
g(z) =
∑
n>0
q−(p−1)n(n−1)/2zn[zn]A(z) .
Given the remark following Theorem 5.6, we see that A is Φ1/q and
that the function g in this proof coincides with that given in the
remark. This proves the result.
As a consequence of Theorem 5.6, we can express the generating
function Tφ,p as a ratio of two constant terms. They involve the
Jacobi style theta function
θ(u, q) =
∑
n∈N
q(
n
2)un .
Proposition 5.7. With the notation of Theorem 5.6,
Tφ,p(z) =
[u0]
(
θ
(
z
uq ,
1
qp−1
)
Φ1/q(u)
)
[u0]
(
θ
(
z
u,
1
qp−1
)
Φ1/q(u)
) .
Proof. Note that
[u−n]θ(z/u, 1/qp−1) = q−(p−1)(
n
2)zn .
Thus, the function g in the remark following Theorem 5.6 can be
written as
g(z) =
∑
n∈N
[u−n]θ(z/u, 1/qp−1) [un]Φ1/q(u)
= [u0]
(
θ(z/u, 1/qp−1)Φ1/q(u)
)
.
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The result follows from Theorem 5.6.
6. q-analogue of the Fuss-Catalan numbers. A p-ary tree is a
tree for which each parent has p children. The Fuss-Catalan number
Cp,n counts the numbers of p-ary trees with np+1 nodes. From this
definition, these numbers obey the recursion
Cp,n = 1{n = 0 }+
∑
r1,...,rp∈N
1{ r1+ · · ·+ rp = n− 1 }Cp,r1 · · ·Cp,rp .
(6.1)
Alternative definition in terms of lattice paths, disections of poly-
gons, or staircase tilings exist, as shown for instance in Hilton and
Perderson’s (1991) and Heubach, Li and Mansour (2008) papers.
They also arise in some probabilistic problems (Bajunaid, Cohen,
Colonna, Singman, 2005; Liggett, 2000). From the recursion (6.1),
the generating function
Ĉp(z) =
∑
n∈N
Cp,nz
n
solves the equation
tpz − t+ 1 = 0 . (6.2)
Lagrange inversion leads to the explicit formula
Cp,n =
1
(p− 1)n+ 1
(
pn
n
)
.
We will now define some q-Fuss-Catalan numbers (Cp,n)n∈N in the
spirit of Carlitz’s (1972) q-Catalan numbers. It is unclear from the
definition that we will use that these numbers have a combinatorial
interpretation in terms of lattice paths; while one may suspect, by
analogy, some connection with (p− 1)-Dyck paths, the results of the
previous sections provide various interpretations for those numbers;
and we will see that one of those interpretations allows us to indeed
derive a combinatorial one in terms of (p− 1)-Dyck paths.
Given (6.2), consider the polynomial P (z, t) = t − tpz. It is a
Catalan power series of the form t − tφ(tp−1z) with φ(z) = z. The
corresponding p-ary powers are
φp,n,q(z) = z
n
∏
06j<n(p−1)
(
1− φ(qjz))
= zn(z, q)n(p−1) .
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Proposition 5.2 asserts that the corresponding dual coefficients
(Ti)i∈N2 can be identified with a sequence (Cp,n)n∈N as follows. De-
fine (Cp,n)n∈N as the unique sequence such that∑
n∈N
Cp,nzn(z, q)n(p−1)+1 = 1 .
We then have
Ti =
{ Cp,n if i = (n, n(p− 1) + 1) for some n ∈ N;
0 otherwise.
Alternatively, using Theorem 5.6, the sequence (Cp,n) may be
defined through the generating function
T (z) = Tφ,p(z) =
∑
n∈N
q−(p−1)(
n
2)Cp,nzn
by T (0) = 1 and the functional relation
T (z) = 1 + z
∏
06j6p−1
T (q−jz) . (6.3)
Comparing this functional relation with display (12) in Bergeron
(2012), we see that q−(p−1)(
n
2)Cp,n has a combinatorial interpretation
for it counts the area of (p− 1)-Dyck paths. This section then yields
new results concerning the area of these path, which are the analogue
of known results on the usual Dyck paths and the analogue of results
on q-Catalan numbers related to the usual Dyck paths.
Theorem 5.6 allows us to express this generating function with a
new form of q-Airy function. Indeed, we saw in the example following
Theorem 5.6 that with φ(z) = z we have
[zn]Φ1/q(z) = (−1)n
q−(
n
2)
(1/q, 1/q)n
.
We have, with the notation of the remark following Theorem 5.6,
g(z) =
∑
n∈N
q−p(
n
2)(−1)nzn
(1/q, 1/q)n
.
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This function g is a new q-analogue of the Airy function, call it
Aip,1/q. Then Theorem 5.6 asserts that
T (z) = Aip,1/q(z/q)
Aip,1/q(z)
.
Theorem 3.2 provides an alternative viewpoint. Let (M,A) be two
q-commuting variables and consider the equation A = T−T pM with
unknown T . The unique power series in (M,A) solving this equation
is
T =
∑
i∈N2
Ti(M,A)
i =
∑
n∈N
Cp,nMnAn(p−1)+1 .
Finally, Theorem 3.3 provides yet another definition. Indeed,
with the notation of that theorem, R(z, t) = tp−1 and therefore
Ri,j = 1{ i = 0 ; j = p− 1 }. Recursion (3.2) asserts that
Cp,n = 1{n = 0 }+
∑
k1,...,kp∈N
Cp,k1 · · · Cp,kp
q
(p−1)
∑
16i<j6p
kikj+
∑
16j6p
(j−1)kj
1{ k1 + · · · + kp = n− 1 } ,
which is a q-analogue of (6.1) and a p-ary analogue of (3.3). Given
this recursion, it appears that these q-Fuss-Catalan numbers are dif-
ferent than those introduced by Haiman (1994), Garsia and Haiman
(1996) or those of type A and B defined by Stump (2008; section
2.4).
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