I. INTRODUCTION
Information and data are being accumulation is increasing never seen in traditional methods of handling those huge amounts are not sufficient. This is true in the healthcare industry. Hospitals, health care organizations, insurance companies and the federal government have huge collections of data about patients, their health care problems, the clinical procedures used, their cost and the outcomes. Understanding relationship in this data is critical for a variety of problems, ranging from determining what procedures and clinical records are most effective to how best to deliver health care to the most people in a period of diminishing resources. Characteristics of health care data, including issues of data availability and complicate representation models, can make health care data mining applications challenging and interesting. The major challenges in health care data mining are huge volume of data, regular update, inconsistent data representation, poor integration, noise, number of variables and missing or incomplete data. One popular approach that is frequently being used in the healthcare industry and that was quite efficient in analyzing data is Data Mining. Today, Data Mining plays a vital role in widely used to understand marketing patterns, customer behavior, examine patient"s data, and detect fraud, etc. Data Mining can be applied to different tasks related to decision-making. Data Mining can potentially improve organizational processes and systems in hospitals, advance medical methods and therapies, provide better patient relationship management practices, and improve ways of working within the healthcare organization.
Thyroid disease diagnosis is one of the very difficult and deadly tasks, because it needs lots of experience and knowledge. Thyroid is one of the largest endocrine gland. It is a small butterfly shaped gland which is located. The traditional ways for diagnosis thyroid disease is doctor"s examination or a number of blood tests. The thyroid releases two principal hormones. The first is called thyroxin (T4) another is triiodothyronine (T3) in blood stream. Data mining is a process of analyzing large data sets to find some patterns. These patterns can be helpful for prediction modelling. Data mining plays a vital role in medical field for disease diagnosis these data provide a basis for the analysis of risk factors for many diseases.Decision trees learning uses a decision trees as a predictive model which maps observations about the items target value.it is one of the predictive modelling approaches used in statistics, data mining and machine learning. Tree models where the target variable can take a finite set of values are called classification trees.in these tree structures, leaves represent class labels and branches that lead to those class labels. By splitting the source set into subsets based on attribute value test is used to learn a tree.
Another issue is random sampling. Sample is a subset of individual is chosen randomly and entirely by chance, such that each individual has the same probability of being chosen at any stages during the sampling process, and every subset of "k" individuals has the same probability of being chosen for the sample as any other subset of k individuals.This
III. EXPERIMENTATION
The proposed system are interested in finding better decision trees for UCI Thyroid disorder data set because the data set is relatively small and has somewhat high error rate, we what to compensate the property of disdaining minor classes in splitting branches, it is highly possible that instances of minor classes are treated in the lower part of the tree. This treatment increase misclassification rate for minor classes so that the system need decision tree algorithms to treat the instances of minor classes more importantly.in order to do this we increase the number of instances of minor classes by duplication. The following is a brief description of the procedure of the method.
INPUT: Thyroid disorder data set. OUTPUT: Decision trees.

Begin
Do random sampling of size of 180, nine times. For each sample data set Do Generate a decision tree for the sample data: Do While the accuracy of decision tree increases:
Duplicate the instances of minor class: Generate a decision tree: End while: End Do; End.
In the algorithm we duplicate the instances of minor class by 100% until the accuracy of generated decision tree decreases. The sample size is half of the data set so that they have large enough data set for testing.
IV. EXPERIMENTATION
Experiments are run using a UCI machine learning repository data set (26)called thyroid Disorder (1) to watch the effect of the method. The number of instances is 365.there are 148 instances 1st class and 217 instances is 2st class 1st class is the minor class because its error rate is 68/148 = 45.9% while the error rate of class 2 is 86/217 = 39.6% based on 10 fold cross validation in CART. The overall error rate is 42.75% six continuous attribute is class attribute that have value of 1 or 2.table 1 for attributes description. CART were used to generate decision trees for twelve random sample sets. Sample sets of size 180 were used. Remaining data were used for test. V. CONCLUSION Thyroid disorder at earlier stage different researchers have proposed different techniques to predict the thyroid disorder and different kinds of accuracy level as per used techniques. So diagnosing thyroid disorder disease is a high interest to researchers of data miners and decision trees have been a good data mining tools with respect to understandability and transformability. But the weakness of decision trees rises due to the fact that their branching criteria provide higher priority for major classes.UCI thyroid disorder data set that is our interest for data mining is relatively small and has high error rate so that it may be vulnerable due to the property of decision trees. In order to overcome the problem of disdaining minority classes of the data set in decision tree generation algorithms, CART, showed very good results so that we may recommend oversampling for the data set to generate decision trees. Future work is to see the effect of the method with smaller percentage of increase in minor class incrementally.
