Dedicated to Gene Golub on the occasion of his 60th birthday, with gratitude for his tradition of fruitful research in linear algebra, inspired by applications.
(n--m)x(n--m) find L 7 (n-m)xm and T Tt (n-m)xn such that
(1) TA-FT LC, (2) TB-O, Sylvester [10] considered the homogeneous version of (1)in an 1884 paper. For this, reason, (1) is often called a matrix Sylvester equation. Liapunov considered (1) with A T F and LC I in an 1892 monograph [6] .
The constrained Sylvester problem (1), (2) , and (3) arises in control theory, in the design of reduced-order observers that achieve precise loop transfer recovery [11] , [7] . Here, the state model of the system is and the observer z E ,/(n-m)xl 5c= Ax + Bu, y Cx, satisfies Fz + (TB)u + Ly. Tsui [11] has shown that the constrained Sylvester problem is the relevant one to consider in the design of L and T.
Received by the editors February 11, 1991 ; accepted for publication (in revised form) June Note that there are (n-m)p equations in (2) and (n-m)n equations in (1). There are (n-m)n unknowns in T and (n-m)m unknowns in L, so there are more equations than unknowns if m < p.
We may assume that B has full column rank; if not, throwing away the redundant columns does not change the problem. Therefore, the number of rows n in B must be greater than the number of columns p; otherwise, the only solution to TB 0 is T 0. (This is an explanation of the fact that loop transfer recovery cannot be accomplished if the circuit is broken at an "output point.") Therefore, we may assume that n > p and rank(B)= p.
We can eliminate the constraint TB 0 by using the QR factorization of B to define an unconstrained matrix Z. 
ZA LC, where A WTAW Tt('-p)p, A. WTAW2 Tt('-p)('-p), C1 CW1
7" P, and C2 CW2 Tt" ('-P).
We now consider two cases, based on the relation between p, the number of controls, and rn, the number of observed variables. We assume in both cases that C1 is full rank. 
We now have a problem in exactly the same form as the original equations (2) and (1), except that the Sylvester equation (10) Step 2. Set A1 W2TAW T(n-p)p, A2 W2TAW2 Tt (n-p)(n-p) C CW Tt"p, and C2 CW2 '(-P).
Step 3. Perform a QR factorization of the rn p matrix C1 as where Q1 E Tmxp, Q2 7mx(m-P), .[::l 7pxp, and/ has rank p.
Step 4. Let QTc2 E2 where E1 7 px(n-p) and E2 T (m-p)x(n-p).
Step 5. Solve the Sylvester matrix equation Z(A2 Al-lE1)
FZ 2E2, where the entries of 2 are chosen randomly.
Step 6. Set L1 ZAI -1 nnd L [L1,L2]QT.
Step 7. Set T ZW.
The software tasks needed to implement the algorithm are matrix multiplication, the QR factorization [3] , and an Mgorithm for solving unconstrained Sylvester problems [1], [5] . The highest-order terms in the operation counts are cubic in n, m, and p, with constants depending on the specific choice of software. There is substantial potential parallelism in the computation, since there are well-known parallel algorithms for each of these basic tasks; see, for example, [9] , [8] , and the references therein.
For examples of applications of this algorithm to loop transfer recovery, see [7] . 5 . Necessary conditions and sufficient conditions for solutions to the full problem. In this section we develop some conditions that are necessary in order to obtain a solution T to the problem (1), (2) , and (3). For ease of reference, we define where T (n-m)xn and C mxn.
Recall that we already assumed, without loss of generality, that n > p and rank(B) p. We will consider the case p < m, since the other case has a solution only under accidental conditions. We also restrict ourselves to the case in which F has no eigenvalues in common with the matrix A A-E1 of (11) . Under these circumstances, (1) and (2) always have a solution, and the only issue is the rank ofT.
Recall that W and Q are n n orthogonal matrices. We note that T is full rank if and only if the matrices and QC E 0 E1 E are full rank, and it is sometimes easier to work with these.
NECESSARY AND SUFFICIENT CONDITION 1. For T to be full rank, it is necessary and su]ficient that QT C1 (or, equivalently, CI) and [ZT, ET2 be full rank.
Our goal is to express such conditions more obviously in terms of the data matrices A, B, C, and F. be used in satisfying the condition that [ZT, ET2] be full rank. In practice, of course, the eigenvalues of any given matrix F will virtually always be distinct from those of A, and thus the algorithm will successfully compute a solution to the constrained problem, although it may not be possible to satisfy the full rank condition.
See [7] for numerical computations using this algorithm in control design of flexible arm, helicopter flight, and aircraft flight dynamics.
