In this paper, we investigate four key issues associated with data-driven approaches for fault classification using the Pratt and Whitney commercial dual-spool turbofan engine data as a test case. The four issues considered here include: (1) Can we characterize, a priori, the difficulty of fault classification via self-organizing maps? (2) Do data reduction techniques improve fault classification performance and enable the implementation of data-driven classification techniques in memory-constrained digital electronic control units (DECUs)?, (3) When does adaptive boosting, an incremental fusion method that successively combines moderately inaccurate classifiers into accurate ones, help improve classification performance?, and (4) How to synthesize classifier fusion architectures to improve the overall diagnostic accuracy? The classifiers studied in this paper are the support vector machine (SVM), probabilistic neural network (PNN), k-nearest neighbor (KNN), principal component analysis (PCA), Gaussian mixture models (GMM), and a physics-based single fault isolator (SFI). As these algorithms operate on large volumes of data and are generally computationally expensive, we reduce the dataset using the multi-way partial least squares (MPLS) method. This has the added benefits of improved diagnostic accuracy and smaller memory requirements. The performance of the moderately inaccurate classifiers is improved using adaptive boosting (AdaBoost). These results are compared to the results of the classifiers alone, as well as different fusion architectures. We show that fusion reduces the variability in diagnostic accuracy, and is most useful when combining moderately inaccurate classifiers.
INTRODUCTION
Safety-critical systems, such as gas turbine engines, demand real-time fault detection and isolation (FDI), and a decision support system to prescribe corrective actions so that the system can continue to function without jeopardizing the safety of the personnel and equipment involved. Owing to a large number of failure modes, substantial number of operating modes and possible occurrence of multiple faults simultaneously, FDI in complex safety-critical systems is a formidable challenge.
Engine health-monitoring methods can be classified as being associated with one or more of the following three approaches: model-based, knowledge-based, or data-driven. The modelbased FDI has progressed significantly over the last four decades. In this approach, a mathematical model for FDI is developed from the underlying physics and dynamics of the mechanical system. The knowledge-based approach, on the other hand, uses qualitative models (e.g., cause-effect graphs) to develop monitoring methods, and is suited in situations where mathematical models are not readily available. What if a mathematical model (model-based) or cause-effect graph model of system failures and their manifestations (knowledge-based) is not available? The Data-driven approach to FDI is an alternative, provided that system monitoring data is available. Due to its simplicity and adaptability, customization of a datadriven approach does not require an in-depth knowledge of the system. In this paper, we will employ SVM, PNN, KNN, PCA, GMM and SFI classifiers to investigate four key issues: visual characterization of the degree of difficulty in fault classification, data reduction for improved classification accuracy and real-time implementation, when to use adaptive boosting, and synthesizing fusion architectures.
Improving the performance of a FDI classifier requires an evaluation of its performance. An a posteriori assessment methodology for classifiers (based on training, validation, and test data sets) was presented in [1] . However, it would be desirable to characterize, a priori, the degree of difficulty in classifying faults. We conduct exploratory data analysis via self-organizing map (SOM) to characterize the classification difficulty. Specifically, we show that a fragmented map is a key indicator of the difficulty of the fault classification task.
One of the problems with high-dimensional datasets (caused by multiple modes of system operation, sensor data over time, and large volumes of data) is that not all the measured variables are salient for understanding the underlying phenomena of interest (in our case nominal and faulty behavior). Thus, it is of interest to reduce the dimension of the original data to minimize uncorrelated information and memory requirements. Minimization of storage space enables the real-time implementation of data-driven classification techniques in memory-constrained DECUs. We show that data reduction techniques improve diagnostic accuracy and enable real-time implementation of data-driven classifiers.
It is generally believed that an ensemble of classifiers improves diagnostic accuracy when compared to individual classifiers. Using AdaBoost and different fusion architectures, we investigate when this assertion is true using the Pratt and Whitney engine data as a test case. We show that fusion reduces the variability in diagnostic accuracy, and is most useful when combining moderately inaccurate classifiers. 
NOMENCLATURE

FDI
DESCRIPTION OF ENGINE DATA
The data set used to illustrate the methods discussed in this paper was developed from a physics-based engine model of a Pratt and Whitney commercial engine. Samples of each of the 31 modeled faults were created for training and testing the classifiers. Gaussian noise was added in accordance with modeled sensor noise levels. Each sample included monitored values from 9 sensors. The engine data is simulated at one operating condition. The 31 modeled faults are shown in Table  I . Additional details on fault types may be found in [1] . In this paper, we assume the fault detection task has been completed and focus on fault isolation only. 
CLASSIFIERS
We briefly describe each of the classifiers used in the study. Mathematical details may be found in the cited references.
Support Vector Machine
Support vector machine (SVM) transforms the data to a higher dimensional feature space, and finds an optimal hyperplane that maximizes the margin between two classes via quadratic programming [2, 3] . There are two distinct advantages of using the SVM for classification. First, the features are often associated with the physical meaning of data making it is easy to interpret. The second advantage is that it requires only a small amount of training data. A kernel function, typically a radial basis function, is used for feature extraction. An optimal hyperplane is found in the feature space to separate the two classes. In the multi-class case, a hyperplane separating each pair of faults (classes) is found, and the final classification decision is made based on a majority vote among the binary classifiers.
Probabilistic Neural Network
The probabilistic neural network (PNN) is a supervised method to estimate the probability distribution function of each class [2, 3] . The likelihood of an input vector being part of a learned category, or class is estimated from these functions. A priori probabilities and misclassification costs can be used to weight the learned patterns to determine the most likely class for a given input vector. If the a priori or relative frequency of the categories is not known, then all the categories can be assumed to be equally likely. In this case, the determination of the category of an input vector is solely based on the closeness to the distribution function of a class. Data reduction methods are essential in real-world applications due to the substantial memory requirements of PNN.
K-Nearest Neighbor
A simple non-parametric algorithm, the k-nearest neighbor classifier performs very well, and is an important benchmark method [4] . The KNN classifier requires a distance metric d and a positive integer k. Classification of the input vector x is accomplished using the subset of k-feature vectors that are closest to x with respect to the given metric d. The class in majority of the k-subset is then assigned to new input vector x. Ties can be avoided by choosing k to be an odd number (e.g., 1, 3, 5) . This process can be viewed as computing a posteriori class probabilities P(c i | x) as follows,
where k i vectors belong to class c i of the total k subset vectors.
A new input vector x is assigned to the class c i with the highest posterior probability P(c i |x). The KNN classifier requires the storage of all training patterns thus data reduction methods are important for real-time implementation.
Principal Component Analysis
By calculating the covariance matrix of the training data and the corresponding eigenvalues and eigenvectors, principal component analysis (PCA) transforms correlated variables into a smaller number of uncorrelated variables, called principal components. These eigenvalues are then sorted, and the vectors (called scores) with the highest values are selected to represent the data in a reduced space. The number of principal components is determined using cross validation [4] . PCA in outer-product form can be expressed as:
Here L is the number of principal components, E is the residual matrix, and {p f } are loading vectors which are orthonormal and provide the directions of maximum variability.
The coordinates of the original data sample in the reduced space are called score vectors (t f ) and are developed from the different principal components. A new test pattern is classified by obtaining its predicted scores and residuals. A small residual between the origin of the reduced space and the score vector characterizes a test pattern which is similar to a specific class in the trained classifier. The distance of test pattern from the origin of the reduced space is developed using the Hotelling statistic [5] .
Gaussian Mixture Models
Gaussian mixture models are widely used for unsupervised and supervised classification. These models represent each class c i as a probability density function (pdf), which is a mixture of K multidimensional Gaussian distributions. Equation 3 shows the pdf of class c i where µ ij is the mean of distribution j and ij ∑ is the corresponding covariance matrix.
The mixing parameters } { ij λ and the density parameters
are learned from the training data via the Expectation-Maximization (EM) algorithm [2] . Given the learned pdf for each class, classification decisions are made via discriminant functions based on Bayesian decision theory [3] .
Physics-based Single Fault Isolator
The single fault isolator, a model-based classifier, uses a bank of Kalman filters, one for each fault condition, to estimate the size of each fault. These estimates are then ranked using normalized measurement error. This technique can only be used on raw data because it is based on measured physical variables.
Consequently, data reduction techniques and AdaBoost methods were not applied to SFI in this paper. In depth treatment of this technique is presented in [6] .
SELF-ORGANIZING MAPS
Kohonen's self-organizing map (SOM), a popular neural network method, is widely used in a variety of applications, including exploratory data analysis and as a preprocessor prior to developing a supervised learning technique. SOM transforms complex, nonlinear relationships between high-dimensional data into topological relationships in a lowdimensional space. Our application of SOM in FDI is in this spirit in that we seek to visually explore the data in a 2-
dimensional space to gain insights into the difficulty of fault classification task prior to developing a relevant FDI scheme.
A prototypical architecture of SOM is shown in Fig.1 . Here, the n-dimensional input space is reduced, via a nonlinear transformation (shown as processing elements k PE ), by grouping the data into clusters in a lower dimensional output space (typically, 2 or 3) for visualization [7] . The reduced space displays important characteristics of the input space, such that the neighboring points in the input space will be closer in the reduced space as well. As stated succinctly in [7] , SOM may be viewed as an ordered decoder array in which one and only one of the decoders respond to a particular domain of the input signals, and that it is the location of the decoder and not the exact magnitude of its response that characterizes the input information. The details of SOM may be found in [7] and references therein.
SOM for the engine data sets in Table II are shown in Figs. 2 and 3. RGB color shading is used to illustrate the cluster groupings. It is evident that data set 1 has much better cluster groupings and spatial continuity for each fault when compared to data set 2; this is consistent with the subjective assessment of the engine expert (see Table II ). This qualitative analysis is validated when we compare the classification rates of each class. The classification accuracy on raw data was 100% for all classifiers on data set 1, while it ranged from 70.3% to 94.52 % on data set 2. Therefore, we can consider the contiguity of clusters in SOM as an a priori degree of difficulty in classifying a particular data set. This simple example illustrates the power of SOM in qualitatively describing the input signal space. In the rest of the paper, we will focus on the more difficult to classify data set 2 only.
DATA REDUCTION
Large engine health monitoring data sets present new challenges in data analysis. Traditional statistical methods break down partly because of the increase in the number of observations (measurements), but mostly due to an increase in the number of variables (increase in dimension) associated with each observation [8] . One of the problems with highdimensional datasets is that not all the measured variables are "important" for understanding the underlying phenomena of interest. Dimension reduction techniques are a good alternative to variable selection in order to overcome the dimensionality problem. Using such techniques, the high-dimensional data is projected onto a lower dimensional space. There exist a number of linear (e.g., independent component analysis, principal component analysis, factor analysis, wavelets, partial least squares) and nonlinear (e.g., locally linear embedding, isomap, multi-dimensional scaling) data reduction techniques [9] [10] [11] [12] .
Of the many widely used dimension reduction techniques available, multi-way partial least squares (MPLS)-based data reduction technique will be applied in this paper. Partial least squares (PLS) is similar to principal component analysis (PCA). In PCA, the scores are calculated to give an optimal summary of X, while in PLS the optimality is relaxed to make scores better predictors of the dependent (response, output) matrix, Y [13] . The PLS algorithm reduces the dimensionality of the input and output spaces to find latent variables which are highly correlated, i.e., those that not only explain the variation in the input X, but their variations that are most predictive of the output Y. Since X is a three-dimensional tensor (data samples x sensors x time), we need to perform multi-way PLS. The three-dimensional tensor X is decomposed into one set of score vectors (latent variables) t and two weight vectors w j and v k in the second and third dimensions, respectively [10, 14] . The output matrix Y (fault type information) is separated into score vectors t and loading vectors q. The input and output matrices X and Y are given by
where L is the number of factors used in the reduced space, j is the number of sensors, the symbol ⊗ denotes the Kronecker product, k is time, and U and E are residuals. The values of t f , w jf , v kf , and q f T are found by using a nonlinear iterative partial least squares (NIPALS) algorithm [15] . This reduced score matrix will be applied to the classifiers in the following section for FDI.
FUSION TECHNIQUES
An efficient method to improve the diagnostic accuracy and make it robust is to fuse several classifiers. The fusion techniques are applied to the output labels or the confidence estimates of multiple classifiers, and a final classification decision is made by combining the results of individual classifiers in a statistically rigorous way.
This allows diagnostic analysts to use the strengths and weaknesses of each classifier to reduce the overall classification error. In this section, we will discuss adaptive boosting (AdaBoost), and several different fusion architectures.
Adaptive Boosting
Adaptive boosting (AdaBoost) creates an ensemble of classifiers called weak learners [3] .
Since the dataset considered in this paper has multiple classes (31 faults), AdaBoost is implemented and applied to improve individual classifier performance [16] . This algorithm uses weights that update on each iteration to increase the likelihood the patterns which are more difficult to classify are included in the final training set.
Overall accuracy is improved when the distribution is controlled such that the weak-learners focus on training patterns which are hardest to correctly classify and the mislabeled patterns most difficult to differentiate. The final 
Evaluation of Fusion Architectures
We can combine classifiers using a variety of fusion architectures [17] [18] [19] . A key issue here is: which architectures will enhance the diagnostic accuracy and under what conditions?
Considering that classifiers have different accuracies on each class, we develop class-dependent fusion architectures based on the diagnostic accuracies of individual classifiers on the training data for each class.
We consider classifiers arranged in the form of a first order dependence tree for each class. For illustrative purposes, consider Fig. 4 , where 5 classifiers are arranged in the form of a tree. Suppose that the classifiers provide class labels
Then, the support for class c i is given by:
Here, the term The architecture shown in Fig 5(b) is arranged in a parallel configuration with the worst classifier at the fusion center (putting the best classifier at the fusion center gave slightly worse results of 95.27% accuracy versus 98.12% for this configuration). Copyright © 2007 by ASME In this configuration, the same procedure is followed for computing the probability of a class. That is, the conditional probabilities are computed using the coincidence matrices, and a probability approximation is developed for each class according to Eq. (5).
The question arises: can we arrange the classifiers to maximize diagnostic accuracy? Using mutual information as a surrogate for diagnostic accuracy, we arranged the classifiers as a dependence tree that maximizes the sum of mutual information between all pairs of classifiers [21] . This problem can be solved via a minimum spanning tree algorithm [22] .
We calculate the mutual information,
classifiers f and g, from the coincidence matrices as follows:
f g CI m n is the cell (m,n) of the coincidence matrix between classifiers f and g (i.e., how often classifier f gives decision m, while classifier g outputs decision n on the training data), j E is the number of training elements from class i, and C is the total number of classes. These mutual information weights for all pairs of classifiers for a given class are negated, and are input to a minimum spanning tree (MST) algorithm [22] . This algorithm outputs a tree configuration with the maximum mutual information. Starting with the pair having the most mutual information, If the classifiers are arranged in parallel and output labels from all classifiers are fused at once, we will be using the architecture shown in Fig. 5(d) . Using this configuration, we given the set of training data Z can be calculated as follows:
where N is the number of training samples, i z is a training sample from class i, and j t is 1 × C target vector with a 1 in location i if it belongs to class i. A priori knowledge of the accuracy of classifier j on class i can be expressed as follows:
where ( ) P c x Z is calculated for each class i and the class with the highest probability is chosen for output.
RESULTS
Experimental results were obtained using the computational setup shown in Fig. 6 on the difficult data set 2. Five by two (5x2)-fold cross validation [23] was used to ensure the validity of results in all cases. In five by two cross validation, the data is split into two equally sized subsets {Ω 1 , Ω 2 }. The classifier is trained and tested twice. First, Ω 1 is used to train the classifier and Ω 2 to test the classifier. Then, the roles of the subsets are reversed. This procedure is repeated five times and results of the 10 tests are averaged to obtain the final results.
To establish a baseline, individual classifiers were evaluated against raw data. The results are shown in Table III .
Data Reduction
As shown in Table III , the Data reduction algorithm yielded a reduction of storage space from 4.31 MB to 118 KB on data set 2, a nearly 40-fold decrease in memory requirements. The reduction yielded an increase in the classification rate of as much as 22.22% (for PCA). Data reduction also increased the accuracy of the PNN classifier from a classification rate of 94.52% to 99.72%, an increase of 5.2%; a very significant result considering that it is difficult to increase the accuracy of a nearly-perfect classifier. Clearly, data transformations can significantly aid in improving the classification accuracy, while substantially reducing memory requirements. This has been observed in automobile engines as well [24] .
KNN, the best classifier, yields an accuracy of 99.85%, which represents one misclassification over all testing patterns. Across all validation subsets, the errors made by this classifier are due to sensor errors simulated with high noise variance and faults which have similar signatures. Consequently, even the best classifier was unable to completely eliminate these misclassifications.
AdaBoost
Next, AdaBoost fusion was performed on the reduced data.
The results are shown in the 4 th column of Table III . Three of the five classifiers remained unchanged, but two classifiers, SVM and GMM, realized an increase in classification accuracy of 4.65% and 5.90%, respectively. These results agree with the theory surrounding AdaBoost, viz., AdaBoost will increase the performance of classifiers that have marginal performance, but may have little effect on classifiers that are already performing very well [3] . Since PCA is basically a data transformation method, AdaBoost did not improve its accuracy beyond what was achieved by the earlier data reduction step. Since AdaBoost is a fusion method, this also suggests that fusion may not help when combining nearly perfect classifiers. Table IV , the SVM, PNN, KNN, GMM, and PCA classifiers are fused using the architectures in Fig. 5 . Noting that KNN achieves a 99.85% isolation rate on the reduced data, the results are within the error of the experiment. Since KNN had almost perfect results, the fusion architectures were unable to yield an increase in classifier performance (the differences are not statistically significant). Once again, it is observed that fusing classifiers that are already performing very well may have little effect. However, fusion has the effect of reducing the variability in diagnostic accuracy, thereby providing consistent diagnostic decisions. 
Fusion Architectures
Classifier Table III Col. 3   Table IV PCA SVM, GMM, and PCA classifiers are shown (the three least accurate classifiers in column 2 of Table III ). The best classifier in this group yielded a diagnostic accuracy of 94.70% before fusion on the reduced data. The fusion architectures yielded increases in diagnostic accuracy ranging from 2.80% to 3.91%, a substantial amount considering that the classifier accuracies ranged from 89.50% to 94.7%. The architecture in Fig. 5(c) , based on maximizing the dependent relationships (mutual information) among classifiers via the minimum spanning tree formalism, yielded the best results. As before, fusion does minimize the variability in diagnostic accuracy. 
Implementation Considerations
In addition to classification accuracy, Tables III, IV , and V display training times, testing times, and the trained network's memory requirements. Training times for the entire training process, measured in seconds, are shown here. Testing times per pattern are shown, and also includes time for data reduction. Training and testing times were computed using MATLAB ® software on a 2 GHz Intel Pentium M processor with 1GB of RAM. We assume times shown could be further reduced by a factor of 10 by implementing the code in the C language. The memory shown in Tables III, IV , and V represents the memory of the trained network plus any additional information required in the testing algorithm in the form of MATLAB ® double precision matrices displayed in bytes. The fusion architectures of Fig. 5(a) , 5(b), and 5(c) have considerable memory requirements, since the architectures require the storage of confusion and coincidence matrices in addition to the trained networks of all classifiers.
Fault detection and isolation can be implemented either in the DECU or in a separate diagnostic module. If the FDI process is implemented within the DECU, memory and processing resources must be considered. If memory in the DECU is constrained, a tradeoff between classifier complexity and processor resources must be found. Under a severely memory constrained DECU, use of the best single classifier may be necessary to minimize the use of processor resources. In Table  III , the KNN classifier operating on reduced data seems to be an obvious choice due to its high accuracy, low testing time, and below average memory requirements. If classifier fusion is needed to reach an acceptable level of classification accuracy, use of the architecture shown in Fig. 5(d) is worth considering. This architecture, implemented using either Eq. (7) or Eq. (8), offers high accuracy, the least memory, and lowest processing times of the fusion architectures considered.
In addition to processor requirements, operating these algorithms on real-time data presents additional challenges not addressed herein. Preprocessing is required to handle missing or corrupted data and to perform the detection and normalization functions. The operating conditions under which the engine data is collected needs to be considered prior to such an algorithm is considered for deployment.
CONCLUSION
In this paper, we have illustrated the usefulness of selforganizing maps as a visualization tool for a priori understanding of the nature of input signal space and of the difficulty of the fault classification task. We have shown the power of data transformations to reduce the storage and processing demands, while offering a substantial increase in classifier performance. Data reduction via MPLS has resized the data to less than 3% of its original size, while increasing the diagnostic accuracy by 5.3%. AdaBoost was able to increase the classification rates of those classifiers which exhibited marginal performance. We have discussed and evaluated several fusion architectures. Again, fusing classifiers that are performing very well had little positive effect. However, we showed that fusing marginal classifiers can increase the diagnostic performance substantially.
Our future work will focus on additional fusion architectures and the fusion of hybrid model-based and data-driven classifiers. In addition, we will explore generalized topography maps [2] to visualize the degree of difficulty of fault classification tasks.
