The operation of switching a graph Γ with respect to a subset X of the vertex set interchanges edges and non-edges between X and its complement, leaving the rest of the graph unchanged. This is an equivalence relation on the set of graphs on a given vertex set, so we can talk about the automorphism group of a switching class of graphs.
Introduction
The purpose of this paper is to prove the following theorem: Theorem 1.1 Let S be a switching class of graphs on n vertices, whose automorphism group is primitive but not the symmetric group. Then, with just six exceptions (up to complementation), there is a graph Γ ∈ S with trivial automorphism group.
The six exceptions are as follows (we give the degree and automorphism group of the switching class in each case): (5, D 10 ), (6, PSL(2, 5)), (9, S 3 wr S 2 ), (10, PΣL (2, 9) ∼ = S 6 ), (14, PSL(2, 13) ), and (16, 2 4 .S 6 ∼ = 2 4 .Sp (4, 2) ).
The next two sections explain the context and give definitions. Then we prove that the list of exceptions is finite, and lastly we find all the exceptions.
Note that the assumption of primitivity is necessary: the switching class containing the complete multipartite graph K r,r,...,r with r ≥ 3 contains no graph with trivial automorphism group. (The switching set X or its complement meets a set of the multipartition in at least two points, and the permutation transposing two such points is an automorphism.)
Primitive permutation groups
One of the most useful consequences of the Classification of the Finite Simple Groups (CFSG) is that primitive permutation groups (other than the symmetric and alternating groups) are "small". In fact, elementary combinatorial arguments due to Babai [1] for uniprimitive groups and Pyber [14] for multiply transitive groups, provide bounds which are good enough for many purposes; but the results can be strengthened by using CFSG. The best result, which we use later, is due to Maróti [12] . (Babai' s bound asserts that if G is primitive but not 2-transitive of degree n, then |G| ≤ n 4 √ n log 2 (n) . This is best possible apart from the logarithm in the exponent, but Maróti's result gives a bound of n 1+log 2 (n) with known exceptions.) We state Maróti's theorem later.
A permutation group is a subgroup of the symmetric group S n of degree n, acting on a domain Ω of size n. It is transitive if it leaves no subset of Ω invariant except for ∅ and Ω, and primitive if, in addition, it leaves no partition of Ω invariant apart from the partition into singletons and the partition into a single part.
The line of research reported here began with a theorem of Cameron, Neumann and Saxl [6] : Theorem 2.1 If G is a primitive group on Ω, other than S n and A n and finitely many exceptions, then there is a subset of Ω whose setwise stabiliser in G is the identity.
This result has been quantified in various ways:
(a) Seress [16] found all the exceptions: there are 43 of them, the largest degree being 32. (We give a slight strengthening of this result in Section 4.) (b) Cameron [5] showed that the proportion of subsets whose stabiliser is the identity tends to 1 as n → ∞ (in primitive groups of degree n other than S n and A n ).
(c) Babai and Cameron [2] showed that we can take the size of the subset to be at most n 1/2+o (1) .
In his paper, Seress gives the numbers of the primitive groups in the GAP computer algebra system. However, the numbers have changed. For the reader's convenience, we repeat the list, with the numbers in the current version 4.7.4 of GAP. Each entry has the form (n, m, G), where G is PrimitiveGroup(n, m) in GAP.
(5, 2, D 10 ), (5, 3, AGL(1, 5)), (6, 1, PSL(2, 5)), (6, 2, PGL(2, 5)), (7, 4 , AGL(1, 7)), (7, 5, PSL(3, 2) ), (8, 2, AΓL(1, 8)), (8, 4 , PSL(2, 7)), (8, 5 , PGL(2, 7)), (8, 3, AGL(3, 2)), (9, 2, 3 2 .D 8 = S 3 wr S 2 ), (9, 5, AΓL (1, 9) ), (9, 6, ASL(2, 3)), (9, 7, AGL(2, 3)), (9, 8, PSL(2, 8) ), (9, 9, PΓL(2, 8) ), (10, 2, S 5 ), (10, 3, PSL(2, 9) ), (10, 5, PΣL(2, 9) ), (10, 4, PGL(2, 9) ), (10, 6, M 10 ), (10, 7, PΓL(2, 9) ), (11, 1, PSL(2, 11)), (11, 2, M 11 ), (12, 4 , PGL(2, 11)), (12, 1, M 11 ), (12, 2, M 12 ), (13, 7, PSL(3, 3) ), (14, 2, PGL(2, 13) ), (15, 4 , PSL(4, 2)), (16, 12 , AΓL(2, 4)), (16, 17, 2 4 .A 6 ), (16, 16, 2 4 .S 6 ), (16, 20, 2 4 .A 7 ), (16, 11 , AGL(4, 2)), (17, 7, PSL(2, 16) .2), (17, 8, PΓL(2, 16) ), (21, 7, PΓL(3, 4)), (22, 1, M 22 ), (22, 2, M 22 .2), (23, 5, M 23 ), (24, 1, M 24 ), (32, 3, AGL(5, 2)).
Switching
This section gives a very brief introduction to graph switching and some of its many applications. See Seidel [15] or Taylor [20] for more details, including connections with equiangular lines, group cohomology, graph spectra, and finite simple groups.
Switching of graphs was introduced by Seidel in connection with equiangular lines in Euclidean space, and later used in his classification of strongly regular graphs with least eigenvalue −2. At about the same time, Higman introduced an equivalent concept, that of a "two-graph" (which we describe below), to give a direct construction of the Conway group Co 3 Let Γ be a graph on the vertex set Ω. For a subset X of Ω, the operation σ X of switching with respect to X replaces edges between X and Ω \ X by non-edges and non-edges by edges, leaving edges and non-edges within or outside X unchanged. Since σ X σ Y = σ X Y , switching is an equivalence relation on the set of all graphs on the vertex set Ω. Since σ X = σ Ω\X , there are 2 n−1 graphs in a switching class, where n = |Ω|.
Example A regular icosahedron has six diagonals, any two making the same angle. Choose one of the two vertices on each diagonal. The corresponding induced subgraph of the skeleton of the icosahedron has one of four possible forms: a pentagon with an isolated vertex; a pentagon with a vertex joined to all others; a triangle with pendant edges at each vertex; and the complement of the preceding. These graphs form a switching class; the numbers of graphs of each type are 6, 6, 10, 10 respectively. (For switching with respect to a subset X of the six diagonals corresponds to changing the choice of vertex on the diagonals in X.) Any switching class can be represented by a set of equiangular lines in this way; see Seidel [15] for a description of this.
Given a graph Γ with vertex set Ω, the 3-uniform hypergraph on Ω whose hyperedges are the 3-subsets of Ω containing an odd number of edges of Γ is unaffected by switching; indeed, two graphs belong to the same switching class if and only if they give the same 3-uniform hypergraph in this way. The hypergraphs which arise are characterised by the property that any 4-subset of Ω contains an even number of hyperedges. Graham Higman, who introduced this notion, called such an object a two-graph. He gave a combinatorial construction and uniqueness proof for a twograph on 276 points whose automorphism group is Conway's third group The automorphism group of a switching class consists of all permutations of the vertex set which map the graphs of the class among themselves. It suffices to assume that a single graph in the switching class is mapped to a graph in the class. The automorphism group of a switching class coincides with the automorphism group of the associated two-graph (as 3-uniform hypergraph). The automorphism group of a switching class contains the automorphism groups of all the graphs in the class as subgroups. Indeed, there is a Frucht-style representation theorem for a group and its subgroups [4] : Proposition 3.1 Given any finite group G, there is a switching class S with the properties:
Switching classes can be divided into two types, which we will call Type I and Type II; the types are distinguished by the vanishing or non-vanishing of a certain cohomology class (see Cameron [3] ).
Type I: A Type I switching class S contains a graph Γ such that Aut(Γ) = Aut(S). For any subset X of the vertex set V of Γ, Aut(σ X (Γ)) is the stabiliser of the partition {X, V \X} in Aut(Γ). Every switching class on an odd number of vertices is of Type I: for such a switching class contains a unique graph Γ in which all vertices have even valency, and the partition {X, V \ X} is the partition of V into vertices of even and odd valency in σ X (Γ). The switching classes of the 5-cycle and the 3 × 3 grid (the line graph of K 3,3 ) are of this type, and provide two of the examples in Theorem 1.1; their automorphism groups are D 10 and S 3 wr S 2 respectively. Type II: The automorphism group of a Type II switching class S properly contains the automorphism group of any graph in S. It can happen that the automorphism group of a switching class is 2-transitive; such a class, if not trivial (i.e. the switching class of the complete or null graph), is necessarily of Type II. Note, however, that no non-trivial switching class can have a 3-transitive automorphism group, since Aut(S) is equal to the automorphism group of the corresponding two-graph.
We now briefly describe the other four examples occurring in our theorem. ( The examples on 5 and 9 points are of Type I and are described above.)
• Let q be a prime power congruent to 1 (mod 4). The group PΣL(2, q), acting on q + 1 points, has two orbits on 3-subsets; each orbit forms a two-graph, which is self-complementary (that is, the two-graphs are isomorphic). The examples with 6, 10 and 14 points are of this type. The example on 6 points corresponds to the six diagonals of the icosahedron, as described earlier. The example on 10 points corresponds to the switching class containing the Petersen graph (or its complement, the line graph of K 5 ). It can also be described as the switching class of the Clebsch graph. Its automorphism group is the semidirect product of the translation group of V by the symplectic group Sp(4, 2) ∼ = S 6 .
Bounding the exceptions
We begin the proof of Theorem 1.1. In this section we show that exceptions have degree at most 32.
Let Ω be a finite set and let g be a permutation on Ω. We denote by Fix Ω (g) the set {ω ∈ Ω | ω g = ω}, by fix Ω (g) the cardinality | Fix Ω (g)| and by orb Ω (g) the number of cycles of g (in its decomposition in disjoint cycles).
Given a subset X of Ω, we denote by G X the set-wise stabiliser {g ∈ G | X g = X}. We denote by 2 Ω the power-set of Ω, that is, the set of subsets of Ω. Moreover, we define
Lemma 4.1 Let g be a permutation of Ω and let p the smallest prime dividing the order of g. Then
In particular,
Proof
The element g has cycles of size 1 on Fix Ω (g) and of size at least p on Ω \ Fix Ω (g). Thus
The rest of the lemma is obvious.
We require a slight strengthening of the result of Seress [16] on primitive groups with no regular orbit on the power set. Proof Let n be the cardinality of Ω. Observe that if there exists X ∈ 2 Ω with G X = 1, then replacing X by Ω \ X if necessary we have |X| ≤ n/2 and we still have
If n is odd, then the proof follows from [16, Theorem 2] . Suppose then that n is even. Let M be a subgroup of Sym(Ω) maximal (with respect to set-inclusion) such that
Replacing G by M if necessary, we assume that G = M. Now, the structure of M is well understood (see for example [10] ):
(a) n = m r for some positive integers m and r with m ≥ 5 and r ≥ 2, and G is permutation isomorphic to S m wr S r with its natural product action;
(b) G is the stabiliser of a diagonal structure, that is, G is a group of "diagonal type";
(c) G is the stabiliser of an affine structure, that is, n = 2 d for some positive integer d, and G is permutation isomorphic to AGL d (2) endowed of its natural "affine" action;
(d) G is almost simple.
We deal with each of these cases in turn. Suppose that Case (a) holds. Then from the proof of [16, Lemma 4] we see that there exists X ∈ 2 Ω with G X = 1 and with |X| = 4m − 5 when r = 2, and |X| = r−1 i=0 (m−2) i m r−1−i +3m−5 when r ≥ 3. An easy calculation gives |X| < n/2 unless (m, r) = (6, 2). When m = 6, we have |X| = 19, |Ω \ X| = 11 < n/2 and G Ω\X = 1.
Suppose that Case (c) holds. Then G ∼ = AGL(d, 2) for some positive integer d. Now, a non-identity element of G fixes at most n/2 points and hence fixes at most 2 3n/4 elements of 2 Ω by Lemma 4.1. Therefore |F (G)| ≤ 2 3n/4 |G|. Now a computation gives 2 3n/4 |G| < 2 n − n n/2 when d ≥ 9. In particular, for d ≥ 9, there exists X ∈ 2 Ω with |X| < n/2 and G X = 1. When d ≤ 8, the proof follows by computation.
Suppose that Case (d) holds. Assume that G = S m in its action on the r-subsets of {1, . . . , m}, with 2 ≤ r < m/2. Then Seress [16, Lemma 9] shows that there exists X ∈ 2 Ω such that G X = 1 and with |X| = m − r + 1 when r ∈ {2, 3} and |X| ≤ 2(m − r + 1) when r ≥ 4. In both cases |X| < 1 2 m r = n/2. When G = M n (where M n is the Mathieu group of degree n) the proof follows from a computation.
Suppose that Case (b) holds, or that Case (d) holds and G is neither S m in its action on the r-subsets of {1, . . . , m} nor the Mathieu group of degree n. Now from [9, Corollary 1] we have fix Ω (g) ≤ 4n/7 for every g ∈ G \ {1}, and from [12] we have |G| ≤ n 1+log 2 (n) . Thus Lemma 4.1 gives |F (G)| ≤ 2 11n/14 n 1+log 2 (n) . Now a computation gives that 2 11n/14 n 1+log 2 (n) < 2 n − n n/2 when n ≥ 386. In particular, for n ≥ 386, there exists X ∈ 2 Ω with X / ∈ F(G) and |X| = n/2, and the proof follows immediately.
Finally the primitive groups of diagonal type and almost simple of degree less than 386 can be easily checked with a computer.
Observe that SO − 4 (2) ∼ = S 5 . There are two non-isomorphic primitive groups of degree 16 and with point stabiliser isomorphic to S 5 : one 2-transitive and the other (namely 2 4 .SO − 4 (2) in the statement of Proposition 4.2) having rank 3. The latter is PrimitiveGroup (16, 18) in the current GAP list.
We now begin the proof of the main theorem. We will show that an exception has degree at most 32.
In the following proof, with a slight abuse of terminology, we say that M is a maximal subgroup of Sym(Ω) if M ≤ Sym(Ω), Alt(Ω) M and either Alt(Ω) or Sym(Ω) is the only subgroup of Sym(Ω) containing M.
Proof of Theorem 1.1: the degree is at most 32.
Let S be a switching class of graphs on n vertices, whose automorphism group G is primitive but not the symmetric group. Let Ω be the domain of G, let F 2 be the finite field of cardinality 2 and let V be the permutation F 2 G-module for the action of G on Ω. Thus V has basis (e ω | ω ∈ Ω) indexed by the elements of Ω. Let e = ω∈Ω e ω and let W be the quotient G-module V / e . The proof is divided into the two parts we called Type I and Type II earlier; recall that a switching class has Type I if its automorphism group is equal to the automorphism group of some graph in the class.
Type I: Thus G = Aut(S) = Aut(Γ 0 ), for some Γ 0 ∈ S.
If there exists X ∈ 2 Ω with |X| < n/2 and G X = 1, then the proof follows immediately: the graph σ X (Γ 0 ) lies in S and has trivial automorphism group. In particular, in view of Proposition 4.2 we may assume that G is one of the groups listed in [16, Theorem 2], or |Ω| = 16 and G = 2 4 .SO − 4 (2). A quick inspection reveals that the groups in [16, Theorem 2] have degree at most 32.
Type II: Assume that no graph in S has trivial automorphism group. Thus G has no regular orbit on S and hence #G-orbits on S ≥ 2 · |S| |G| = 2 n |G| .
A result of Mallows and Sloane [11] asserts that any permutation g which fixes a switching class S fixes a graph Γ ∈ S. Moreover, another graph, Γ ∈ S is fixed by g if and only if the partition {X, Ω \ X} which switches Γ to Γ is fixed by g. It follows that the number of graphs in S fixed by g is equal to the number of vectors of W fixed by g; that is, fix S (g) = fix W (g) for every g ∈ G.
It follows that the permutation characters of G = Aut(S) on the switching class S and on the "switching module" W are equal. Therefore #G-orbits on S = #G-orbits on W.
(2)
The definition of W gives #G-orbits on W = 1 2 ( #G-orbits on 2 Ω +#self-complementary G-orbits on 2 Ω ,
where a G-orbit is self-complementary if it contains the complement of each of its elements. From the Orbit-Stabiliser lemma and Lemma 4.1, the first summand in Equation (3) is g∈G 2 orb Ω (g) /|G|. A subset X of Ω lies in a self-complementary orbit if and only if there is a fixedpoint-free element g ∈ G of 2-power order with Ω = X ∪ X g and X ∩ X g = ∅. The number of such sets X arising from a given element g is 2 orb Ω (g) . Denote by G 2 the set {g ∈ G | |g| = 2 for some > 1 and fix Ω (g) = 0}.
Thus, the second summand in Equation (3) is at most g∈G 2 2 orb Ω (g) . Now from Equations (1), (2) and (3) we obtain
Before dealing with the general case we deal separately with a few special situations. The case division here is dictated by the theorem of Maróti [12] on the orders of primitive groups. For convenience we state Maróti's result here. 
Case (a)(i): the socle of G is A m in its action on the k-subsets of {1, . . . , m} with 2 ≤ k < m/2 and m ≥ 5.
Suppose first that k = 2. Hence n = m 2 and we may identify Ω with the set of 2-subsets of {1, . . . , m}. Let τ be the two-graph induced by the switching class S. Suppose that m ≥ 9. Now, G has rank 3 in its action on Ω and G has five orbits on the set of 3-subsets of Ω: namely b}, {b, c}, {c, d} | a, b, c, d distinct elements of {1, . . . , m}},  O 4 = {{a, b}, {a, c}, {d, e} | a, b, c, d, e distinct elements of {1, . . . , m}},  O 5 = {{a, b}, {c, d}, {e, f } | a, b, c, d , e, f distinct elements of {1, . . . , m}}. Recall that the Kneser graph Γ is the graph with vertex set Ω and where two vertices α and β are declared to be adjacent if they are disjoint, that is, α ∩ β = ∅. It is readily seen that the two-graph afforded by Γ is τ and hence Γ ∈ S. Thus Aut(Γ) ≤ Aut(τ ) = G and hence Aut(Γ) < G because we are dealing with Type II. It is well-known (see for example [10, Theorem and for every g ∈ G \ {1}; the upper bound is achieved when g is a transposition. Observe also that orb Ω (g) ≤ n/2 for every g ∈ G 2 . Therefore from Equation (4) and Lemma 4.1 we deduce
and hence
where we use Pascal's recurrence for binomial coefficients twice to obtain
Using 2 ( m−2 k−1 ) ≥ 2 (m−2)(m−3)/2 and m! ≤ m m−1 , we find that Equation (6) holds true only for m ≤ 21. For m ≤ 21, a careful computation yields that Equation (5) holds true only for m ≤ 8. Finally, when m ≤ 8, we may consider in turn all the possibilities for G and check that Equation (4) is never satisfied.
Case (a)(ii)
Now suppose that the socle of G is A m in its product action on direct copies of {1, . . . , m} with ≥ 2 and m ≥ 5. Suppose first that = 2. Hence n = m 2 and we may identify Ω with the set of ordered pairs of elements of {1, . . . , m}. Let τ be the two-graph induced by the switching class S. Now, G has rank 3 in its action on Ω and G has four orbits on the set of 3-subsets of Ω: namely Recall that the grid graph Γ is the graph with vertex set Ω and where two distinct vertices α and β are declared to be adjacent if α and β are in the same row or in the same column (that is, the first or the second coordinates of α and β are equal). It is readily seen that the two-graph afforded by the complement Γ of Γ is τ and hence Γ ∈ S. Thus Aut(Γ) ≤ Aut(τ ) = G and hence Aut(Γ) < G because we are dealing with Type II. It is well-known (see for example [10, Theorem and Table I ]) that Aut(Γ) ∼ = S m wr S 2 and Aut(Γ) is a maximal subgroup of Sym(Ω). Thus Aut(Γ) = Aut(S), contradicting the assumption of Type II.
Suppose then that ≥ 3. Now fix Ω (g) ≤ m −1 (m − 2) for every g ∈ G \ {1}; the upper bound is achieved when g is a transposition (see for example [8, Lemma 6.13] or the proof of [19, Lemma 4.5] ). Observe also that orb Ω (g) ≤ n/2 for every g ∈ G 2 . Therefore from Equation (4) and Lemma 4.1 we deduce
Thus
Using ≥ 3, m! ≤ m m−1 and ! ≤ −1 , we find that Equation (8) holds true only when = 3. In this case, a careful computation yields that Equation (7) is never satisfied.
Case (a)(iii): the socle of G is A m in its product action on direct copies of the k-subsets of {1, . . . , m} with ≥ 2, m ≥ 5 and 2 ≤ k < m/2.
The argument is similar to the previous two cases. Here n = m k . From [8, Lemma 6.13] (or from an easy computation), we deduce that
for every g ∈ G \ {1}. Moreover, as usual, fix Ω (g) ≤ 2 n/2 for every g ∈ G 2 . Therefore from Equation (4) and Lemma 4.1 we get
Observe that
Now, using k ≥ 2, ≥ 2 and m k ≥ m(m − 1)/2 and arguing as in the previous two cases, we see that Equation (9) is never satisfied.
Case (b):
the group G is the Mathieu group M n with n ∈ {11, 12, 23, 24} and hence n ≤ 32.
Case (c):
We assume that none of the previous cases occurs. From [12, Theorem 1.1], we have |G| ≤ n 1+log 2 (n) . Moreover from [9, Corollary 1], for every g ∈ G \ {1}, we have fix Ω (g) ≤ 4n/7. In particular, for every g ∈ G \ {1}, we get orb Ω (g) ≤ n/2 + 2n/7 = 11n/14 by Lemma 4.1. Observe also that, for every g ∈ G 2 , orb Ω (g) ≤ n/2. Taking these bounds into account, Equation (4) . Hence 2 n ≤ 2 11n/14 |G| + 2 n/2 |G| 2 ≤ 2 11n/14 n 1+log 2 (n) + 2 n/2 n 2+2 log 2 (n) .
A computation yields n ≤ 384.
Observe that G is not 3-homogeneous because it is the automorphism group of a non-trivial two-graph. In particular, we may (and will) assume that G is not 3homogeneous. Now that the degree n is so small we can afford to compute the exact value of Equation (4) . Indeed, a computer calculation using the database of small primitive groups shows that, for n ≤ 384, Equation (4) Using this formula and Equation (2), we check that Equation (1) is satisfied only for primitive groups of degree n ≤ 32.
Groups of small degree
For groups of small degree, including the examples, we adopted a different strategy. We only need to consider even degrees n: as explained earlier, any possible example for odd n will fall under Type I, and will be on Seress' list. A simplified version of the algorithm takes a primitive group G of degree n, and does the following.
(a) Compute the orbits of G on 3-element subsets of {1, . . . , n}.
(b) For each union of orbits, check whether G is the full automorphism group of the corresponding 3-uniform hypergraph, and discard it if not. Then check whether the hypergraph is a two-graph, and discard it if not.
(c) On reaching this point, compute the graphs in the corresponding switching class and their automorphism groups. Stop when either a graph with trivial group is found, or every graph in the switching class has been considered. In the latter case, record that an example has been found.
The computations were done using GAP [7] . We describe each step in more detail.
Step (a) is straightforward; a single line of GAP code does this. In Step (b), we only need one of each complementary pair of two-graphs; this is most easily achieved by omitting the last orbit on triples from the union. Also, we do not have to consider the empty collection of orbits. We compute the automorphism group using nauty [13] , interfaced to GAP via the DESIGN package [17] .
The table shows (up to complementation) one two-graph admitting S 5 , consisting of the P 4 graphs. This is the Paley two-graph with automorphism group PΣL (2, 9) , aka S 6 . But we have two further two-graphs admitting A 5 , each consisting of one orbit on P 4 s together with the K 1,3 s. An element of S 5 \ A 5 induces an isomorphism between these two-graphs; their symmetric difference is the Paley two-graph.
For step (c), we first construct the graph in the switching class which has vertex n isolated: join x and y if and only if {x, y, n} is a triple in the collection. We can then use the fact that switching with respect to a set and its complement are identical, so we need only consider switching sets not containing n. These sets are generated iteratively, the starting graph is switched, and the automorphism group found by calling nauty from the GAP package GRAPE [18] .
