Abstract. We introduce a relation of block conjugacy for irreducible toral automorphism, and prove that block conjugacy is equivalent to weak equivalence of the ideals associated to the automorphisms. We characterize when block conjugate automorphisms are actually conjugate in terms of a group action on invariant and invariantly complemented subtori, and detail the relation of block conjugacy with a Galois group. We also investigate the nature of the relationship between ideals associated to non-block conjugate irreducible automorphisms.
Introduction
Topological conjugacy of irreducible hyperbolic toral automorphisms is easily reduced to an algebraic and number theoretic problem. This reduction, however, does not answer the question of finding a complete set of dynamically significant and computable conjugacy invariants. It seems that results in this direction should result from the study of the connections between the dynamical and the algebraic or number theoretic settings. The relation between algebraic number theory and integer matrices is a classical theme, explored by, among others, Olga Taussky (see [11, 12, 13, 14, 15, 16, 17, 18, 19] ). The study of integer matrices in an algebraic number theoretic setting implies the consideration of objects and problems that are usually not thoroughly studied in the theory, namely, ideals in subrings of the rings of algebraic integers in number fields. An important contribution in this direction was the paper by Dade, Taussky, and Zassenhaus [6] . The present paper is, partly, an attempt to present some of the consequences of the results therein, in a form suitable for its use in the dynamical systems context.
In [4] , a framework was introduced for the study of the actions of hyperbolic automorphisms in the rational torus, i.e., in the set of periodic points. This consists, briefly, in considering the action of the automorphisms on the profinite completion of Z n , which is the dual group of the direct limit of the family of finite invariant groups of periodic orbits in the torus T n . One of the results stated there is that a sufficient condition for conjugacy of the actions of two hyperbolic toral automorphisms on this profinite group, is that the associated ideal classes (see next section) are weakly equivalent. This condition is also necessary, as is proved in a forthcoming paper.
The main result of this paper is the establishment of the equivalence between the weak equivalence of ideals and an equivalence relation called 2-block conjugacy between irreducible automorphisms. The first examples of 2-block conjugacy were produced not many years ago in [7] . For these examples, one of the two irreducible automorphisms was a companion matrice, and sufficient conditions on the associated ideals were given. But the main result of this paper supersedes the earlier sufficient conditions and does not require one of the two automorphisms to be a companion matrix.
The paper is organized as follows. The second section of the paper gathers the basic algebraic concepts and results needed for the sequel. The third section defines and gives the basic theory of the relation of k-block conjugacy for an integer k ≥ 2. The fourth section proves the main result that weak equivalence of ideals is equivalent to 2-block conjugacy of automorphisms. The fifth section gives a characterization of when 2-block conjugate automorphisms are actually conjugate in terms of a group action on invariant and invariantly complemented subtori, and details a connection of 2-block conjugacy with a Galois group. The sixth section investigates the nature of the relationship between ideals associated to automorphisms that are not 2-block conjugate.
Toral automorphisms and Ideal classes
For a fixed canonical basis in R n , an automorphism of the torus T n = R n /Z n is represented by an invertible integer matrix, i.e., an element A ∈ GL n (Z). The automorphism is irreducible if and only if the characteristic polynomial f (t) of the matrix is irreducible over Z; it is hyperbolic if and only if f (t) is hyperbolic, i.e., if it has no roots of absolute value one. Two automorphisms are topologically conjugate if and only if the corresponding matrices A and B are algebraically conjugated in this group, i.e., if and only if there exists P ∈ GL n (Z) such that P A = BP (see [1] ). We denote this relation as A ≈ B. The characteristic polynomial is an obvious conjugacy invariant that determines, and is determined by, the two fundamental invariants of topological entropy and the Artin-Mazur zeta function (see [9] ). We fix an irreducible polynomial f (t) of degree n. This determines an algebraic number field K = Q[t]/(f (t)). The class of t, which we denote from now on by β, is a simple root of f in K and we identify K with the isomorphic field Q(β). The notation O K denotes the ring of all algebraic integers of K. An automorphism A ∈ GL n (Z) with characteristic polynomial f (t) acts on K n and so there exists a right eigenvector u ∈ K n associated to β, namely, Au = βu, where the entries u i of u determine a Z[β]-fractional ideal I = u 1 Z + · · · + u n Z. The action of A, on the right, on Z n , is thus identified with multiplication by β in I, namely, if x = m · u for some m ∈ Z n , then mAu = βx. The fact that the entries of u are a basis of the free Z-module I has the obvious but important consequence that if m · u = 0 then m = 0, and so, if M ∈ M n (Z) (an n × n integer matrix) and M u = 0 then M = 0. Definition 1. Two fractional ideals I and J are arithmetically equivalent if J = αI for some α ∈ K.
Each A ∈ GL n (Z) is in fact associated with a class of ideals. On the other hand, if A and B are conjugate they are associated with the same ideal class, the conjugating matrix P acting as a change of basis of the ideals, taken as Z-modules. This is the the essence of the following result found in [11, 19] .
Theorem 2 (Latimer-MacDuffee-Taussky). There is a bijection between the conjugacy classes of GL n (Z) matrices with irreducible characteristic polynomial f (t) and arithmetic equivalence classes of ideals of Z[β].
For two fractional ideals I and J of Z[β], we define another fractional ideal (J : I) = {x ∈ K : xI ⊂ J}.
The coefficient ring of I is defined to be (I : I), which is always an order of the field, i.e., a subring of O K that has rank n as a Z-module. Obviously (I : I) ⊃ Z [β] . Suppose that A ∈ GL n (Z) represents, as above, multiplication by β in I, with respect to a certain basis over Z; then, if θ ∈ K is given by a polynomial θ = p(β) with rational coefficients, then θ ∈ (I : I) iff p(A) is an integer matrix. An obvious necessary condition for two ideals to be arithmetically equivalent is that they have the same coefficient ring. An ideal X with coefficient ring R is invertible if X(R : X) = R. An invertible ideal may always be generated, as an R-module, by two (or one) elements. The definition of weak equivalence implies that I and J have the same coefficient ring R. A detailed exposition on the weak equivalence relation may be found in [6] . A few facts are immediate consequences of the definition: arithmetically equivalent ideals are always weak equivalent, so the weak equivalence relation contains arithmetic equivalence. On the other hand, two invertible but not arithmetically equivalent ideals, in an order R, are always weakly equivalent. Furthermore, an invertible ideal and a non-invertible ideal, both in the same order R, are not weakly equivalent.
We recall an example found in [6] that gives by a general construction, the existence of non-invertible ideals. Let θ be any algebraic integer of degree n > 2, and set R 0 to be the monogenic order
is a fractional ideal for the suborder R = Z + 2Zθ + 2Zθ 2 + · · · + 2Zθ n−1 of R 0 . Here we have R = (I : I) because 1 ∈ I implies (I : I) ⊂ I, and because θ / ∈ (I : I). On the other hand, for any 0 < k < n − 1, we have
we conclude that I (as well as for each power I k for 0 < k < n − 1) is not invertible, because if IJ = R then we would have
a contradiction.
Semiconjugacy and Block Conjugacy
Semiconjugacy by continuous surjection fails to distinguish two toral automorphisms A and B on T n with the same irreducible characteristic polynomial f (t). The components of right eigenvectors u of A and v of B corresponding to β both form bases of K as a Q-vector space. So there is P ∈ GL n (Q) such that u = P v. Then (AP − P B)v = Au − βu = 0, so that AP = P B. Hence there are integer matrices X and Y given by appropriate integer multiples of P of P −1 respectively, that give continuous surjections of T n that satisfy AX = XB and BY = Y A. These state that B is semiconjugate to A by the continuous surjection X, and that A is semiconjugate to B by the continuous surjection Y .
For an integer k ≥ 2, semiconjugacy by continuous surjection also fails to distinguish k i=1 B from A, and
With Π 1 as the projection of (T n ) k to the first factor, the continuous surjection
B is semiconjugate to A by the continuous surjection X • Π 1 . Similarly we also have
However, semiconjugacy by continuous injection may distinguish A from
• ι implies that the continuously embedded copy of T n given by ι(T n ) is an invariant set for k i=1 B, and that
A by a continuous injection.
More can be said when the continuous injection ι,
• ι, is a linear embedding. In this case, ι is given by a nk × n integer matrix of the block form
where M 1 is n × n and M 3 is n(k − 1) × n, for which the greatest common divisor of the nk integers in each column of the nk × n matrix is 1. The semiconjugacy
By the Hermite Normal Form [5] , the linear embedding can be extended to a GL nk (Z) matrix
gives the equation
This implies thatÂ
and hence there is a conjugacy between k i=1 B andÂ. On the other hand, if there is M ∈ GL nk (Z) and a GL nk (Z) matrix of the formÂ that satisfy
Thus we have proved 
We say A and B are block conjugate if they are k-block conjugate for some k ≥ 2.
The relation of k-block conjugacy of A and B has several properties. It is reflexive. It is also symmetric, but a GL nk (Z) matrix that conjugates
(We will show in the next section that the existence of one of the two conjugacies implies the other.) Furthermore, the irreducibility of characteristic polynomial f (t) of A and B implies that the characteristic polynomial of every one of A 2 , . . . , A k and of B 2 , . . . , B k is also f (t). We will shown that 2-block conjugacy is transitive, and hence an equivalence relation.
The relation of k-block conjugacy is a generalization of conjugacy, which may be seen as 1-block conjugacy, that presents an enlarged stage for distinguishing and comparing the dynamics of A and B. It has a simple interpretation: if A and B are k-block conjugate, for some k, then A is conjugated to the restriction of ⊕ k i=1 B to an embedded n-dimensional torus in T kn and vice-versa. As a special case, it may even happen that, for some k > 1,
B with A and B nonconjugate. We will show in the next section that there exist nonconjugate A and B for which
The relation of k-block conjugacy has the following property.
Proposition 6. If A and B are k-block conjugate for some k ≥ 1, then A and B are (k + 1)-block conjugate.
Proof. Suppose there is M ∈ GL nk (Z) such that
where I n is the n × n identity matrix. It follows that
We could have two automorphisms which are k-block conjugate for some k ≥ 3, but not l-block conjugate for all l = 1, . . . , k − 1. But this can not happen, because we will prove in the next section the remarkable property that if A and B are k-block conjugate for some k ≥ 3, then they are 2-block conjugate. This combined with Proposition 6 implies there are then only three possibilities for two automorphism: conjugate, 2-block conjugate but not conjugate, or not block conjugate.
The existence of a k-block conjugacy for k ≥ 2 imposes necessary conditions on the conjugating matrices. Suppose a GL nk (Z) matrix M satisfies
This says that A i is semiconjugate to B by the endomorphism X. Thus M is built with n × n matrices belonging to the sets
Each of the sets Λ(B, A i ), Λ(A, B i ) is an additive abelian group that has a module structure. We will describe the module structure for Λ(A, B), as the others are similar. Associated to A and B are the Z[β]-fractional ideals I = i u i Z and J = i v i Z generated respectively by the entries of their right eigenvectors u and v corresponding to β. The following then follows directly from the definition of Λ(A, B).
Proposition 7.
For the ring R = (I : I) ∩ (J : J), the abelian group Λ(A, B) is a left and a right R-module with multiplications defined by
,
We show that each endomorphism in Λ(A, B) is either the 0 matrix or surjective. Recall that there is P ∈ GL n (Q) such that u = P v. Combining this with Xv = θu gives P −1 Xu = θu. The determinant of P −1 X is the absolute norm of θ ∈ K, which determinant is equal to zero if and only if θ = 0. This implies Corollary 8. If X ∈ Λ(A, B) then det X = 0 if and only if X = 0.
We will tacitly use Proposition 7 and Corollary 8 in upcoming proofs.
Weak Equivalence and Block Conjugacy
We establish some characterizations of weak equivalence of ideals in terms of kblock conjugacy of the associated irreducible toral automorphisms. We start with Proposition 9. Suppose I and J are ideals associated respectively to A, B ∈ GL n (Z) both having the same irreducible characteristic polynomial f (t). If I and J are weakly equivalent, then A and B are 2-block conjugate.
Proof. Suppose I and J are weakly equivalent ideals. Then they have the same ring of coefficients R, and there exist ideals X and Y such that IX = J, JY = I, and XY = R. Since X and Y are invertible ideals, there exist generators
Let Z-bases of I and J be given by the components of u and v respectively, where Au = βu and Bv = βv. Since a i ∈ Y and JY = I, there exist
The matrices M i1 and W 1j satisfy
and so
Since b i ∈ X and the components of w are in JX, then there are
The matrix M 12 ∈ Λ(B, A ′ ) because
and the matrix M 22 ∈ Λ(B, A ′ ) because
Since a i ∈ Y and the components of w are in JX, the components of a i w are in JXY = JR = J. So there are W 2j ∈ M n (Z) such that
and the matrix W 22 ∈ Λ(A ′ , B) because
The matrices M i2 and W 2j satisfy
(In a similar manner it follows that
Also by construction the matrix
If the starred entries are both 0, then M ∈ GL 2n (Z). To this end we have
so that W 11 M 12 + W 12 M 22 = 0, and we have
Reversing the roles of I and J and of A and B and introducing the ideal IY and a corresponding matrix B ′ , we obtain A ⊕ A ≈ B ⊕ B ′ . Thus A and B are 2-block conjugate.
We can interpret the GL 2n (Z) matrix in the proof of Proposition 9 that conjugates B ⊕ B with A ⊕ A ′ in terms of an R-module isomorphism between direct sums of ideals. On Z n ⊕ Z n , the conjugating matrix is the isomorphism,
The R-module structure on Z ⊕ Z is the right action p(B) · (m, l) = (m p(B), l p(B)) where p(β) ∈ R. In relating Z ⊕ Z to a direct sum of ideals, we have the R-module isomorphism
where the right action of
We also have the R-module isomorphism
where
Example 10. We illustrate the construction of a 2-block conjugacy for the nonconjugate GL 2 (Z) matrices
each having the irreducible f (t) = t 2 − 10t + 1 as its characteristic polynomial. For β the largest real root of f (t), eigenvectors of A and B are respectively
For the order R = Z[β], the ideals associated to A and B are
Here B is conjugate to the companion matrix for f (t). Also the ideal I is invertible in R, so that II −1 = R. The ideals I and J are weakly equivalent because for Y = I and
for some A ′ , we consider the ideal JX = RX = X which has a Z-basis of −(1/3)(β + 1) and β. Set
The characteristic polynomial of A ′ is f (t). The integer matrices M i2 defined by
Each M i2 belongs to Λ(B, A ′ ). The integer matrices W 2j defined by W 21 v = −a 2 w and W 22 v = a 1 w are
Each W 2j belongs to Λ(A ′ , B). The integer matrices M ij and W ij satisfy
′ ) for some B ′ by considering the ideal IY = I 2 = 3R which has a Z-basis of 3 and 3β. From this we get
which is the companion matrix for f (t). The GL 4 (Z) matrix
. Thus A and B are 2-block conjugate. Note that the conjugating matrices M and N are not inverses of each other. In particular, they have different determinants, with det(M ) = 1 and det(N ) = −1.
Remark 11. In the above example, the automorphism A ′ is conjugate to A, and the same thing happens with B and B ′ . Thus A ⊕ A and B ⊕ B are conjugate while A and B are not. The conjugacy of A and A ′ and of B and B ′ will always happen when, as in this case, every element in the group of arithmetic equivalence classes of invertible ideals has order two.
We investigate the consequences of assuming one of the two conjugacies in a k-block conjugacy for some k ≥ 2. Suppose A = A 1 , A 2 , · · · , A k and B are automorphisms such that
If B is associated to a Z[β]-ideal J, generated by the entries of a column eigenvector v and A is associated to a Z[β]-ideal I, generated by the entries of a column eigenvector u, there exist a i ∈ (I : J), i = 1, . . . , k, such that
We show that the coefficent rings (I : I) and (J : J) are the same. For x ∈ (J : J) there exists G ∈ M n (Z) such that xv = Gv. Then
This implies x ∈ (I : I). The other inclusion is proved in a similar way. Thus (I : I) = (J : J), and we set R to be this common order.
We verify that
Then for every i = 1, . . . , k, we have
Hence zb i ∈ (I : I) = R for every i = 1, . . . , k. This implies that
and hence that (I : Consequently, the relations of 2-block conjugacy and k-block conjugacy are equivalent for all k ≥ 3. This means we need only be concerned with 2-block conjugacy when comparing two automorphisms. Because 2-block conjugacy and weak equivalence of ideals are equivalent by Theorem 15, and because weak equivalence of ideals is an equivalence relation, we have Corollary 16. The relation of 2-block conjugacy on GL n (Z) matrices with irreducible characteristic polynomial f (t) is an equivalence relation.
Another consequence of Theorem 15 is the following result, which is analogous to the Latimer-MacDuffee-Taussky Theorem.
Corollary 17. There is a bijection between the 2-block conjugacy classes of GL n (Z) matrices with irreducible characteristic polynomial f (t) and the weak equivalence classes of ideals of Z[β].
Remark 18. For a weak equivalence class of ideals, with ring of coefficients R, there is a bijection between the arithmetic equivalence classes contained in it and the elements of the class group of R, i.e., the arithmetic equivalence classes of invertible R-ideals. So, up to a point, the problem of conjugacy is reduced to the conjugacy of automorphisms associated to invertible ideals plus 2-block conjugacy. 
. These two subtori are given by the images of T n by the n × 2n block columns
of the conjugating M . The dynamics of B ⊕ B on these invariant n-dimensional subtori are precisely the dynamics of A and A ′ respectively. A linearly embedded n-dimensional torus of T 2n is the image of many different linear embeddings. For a linear embedding M 1 M 3 and any P ∈ GL n (Z), the 
Set W = M −1 . Since the two linear embeddings have the same image, for each θ ∈ T n there is Θ ∈ T n such that
The mapping θ → Θ is an automorphism of T n , so there is P ∈ GL n (Z) such that
Hence we have that
We can identify the linearly embedded n-dimensional tori of T 2n which are (B ⊕ B)-invariant in terms of a semiconjugacy. A linearly embedded n-dimensional torus
T n is (B ⊕ B)-invariant when there exists an A ∈ GL n (Z) such that A is semiconjugate to B ⊕ B by the linear embedding
. That is, we have
In this case, we say that B ⊕ B induces A on the (B ⊕ B)-invariant n-dimensional
with the same image as that of
, the action of B ⊕ B induces the conjugate P −1 AP on the (B ⊕ B)-invariant
Each linearly embedded n-dimensional torus of T 2n has a complementary linearly embedded n-dimensional torus. For a linear embedding
, there is by the
The linearly embedded n-dimensional torus M 2 M 4 T n is a complement of the lin-
Certainly, having a conjugacy (B ⊕ B)M = M (A ⊕ A ′ ) for M ∈ GL 2n (Z) and A ′ ∈ GL n (Z) (which follows from A and B being 2-block conjugate) implies that the
However having a conjugacy
is not (B ⊕ B)-invariant. There are B for which a (B ⊕ B)-invariant linearly embedded n-dimensional torus is not invariantly complemented, as illustrated next.
Example 20. Taken from [8] , the GL 3 (Z) matrices
both have the hyperbolic and irreducible f (t) = t 3 − 23t 2 + 7t − 1 as their characteristic polynomial. Associated to A and B are the ideals I and J with Z-bases (2, β + 1, β 2 + 1) and (1, β, (β 2 + 1)/2) respectively where f (β) = 0. The ideal J is actually an order R, lying above Z[β], and hence J is invertible. The ideal I has R as its ring of coefficients, but is not invertible. Thus I and J are not weakly equivalent, and so A and B are not 2-block conjugate by Theorem 15. But there is a semiconjugacy from A to B ⊕ B by the linear embedding
By Proposition 4, there exist M ∈ GL 2n (Z), A ′ ∈ GL n (Z), and S ∈ M n (Z) such that
The matrix S can never be 0 because if it were for some choice of M 2 and M 4 , then by Proposition 12, the ideals I and J would be weakly equivalent. Thus the linearly embedded n-dimensional torus M 1 M 3 T n is not invariantly complemented.
Equivalence of embeddings and conjugacy.
We present a characterization of when two irreducible toral automorphisms A and B that are 2-block conjugate are actually conjugate. The setting for this characterization is the set of (B ⊕ B)-invariant linearly embedded n-dimensional tori of T 2n that are invariantly complemented. We can identify this set with
There is a right action of GL n (Z) × GL n (Z) on I given by (P, Q) · M = M (P ⊕ Q) where P, Q ∈ GL n (Z). This action accounts for all of the different embeddings with the same images.
We consider the automorphisms of T 2n that preserve the set of (B ⊕ B)-invariant linearly embedded n-dimensional tori that are invariantly complemented. Let E be the subset of ξ ∈ GL 2n (Z) such that ξM ∈ I and ξ −1 M ∈ I for all M ∈ I. Note that E is a subset of I. Each M ∈ I has associated to it A, D ∈ GL n (Z) (that
The set E is a group because it contains inverses by definition, and for ξ, η ∈ E we have (ξη)M = ξ(ηM ) ∈ I and (ξ
The group E contains as a subgroup the centralizer
Each U ∈ C maps every (B ⊕ B)-invariant linearly embedding n-dimensional torus and its invariant complement to another such pair with the same induced actions because for M ∈ I we have
Combining the left action of C on I with the right action of GL n (Z) × GL n (Z) on I gives the action of the group C × (GL n (Z) × GL n (Z)) on I defined by
Proposition 21. The set I of (B ⊕ B)-invariant and invariantly complemented linearly embedded n-dimensional tori is partitioned by the conjugacy classes of the induced actions. The group action of C × (GL n (Z) × GL n (Z)) on I preserves this partition and acts transitively in each element of the partition.
Proof. Suppose for M, V ∈ I with first block columns
T n are A and C respectively. If
A and C are not conjugate, then there is no (U, P, Q) ∈ C × (GL n (Z) × GL n (Z)) such that U M (P ⊕ Q) = V because U does not change the induced action, and P conjugates A. If A and C are conjugate, then we can replace V with I 2n V (P ⊕ I n ) for some P ∈ GL n (Z) so that B ⊕ B induces A on
The existence of U ∈ C for which
is implied by the existence of (B ⊕ B)-invariant complements for the two subtori such that the induced actions of B ⊕ B on the complements are the same. Indeed, if there exist
and
Conversely, the existence of U ∈ C for which
implies the existence of (B⊕B)-invariant complements for the two subtori such that the induced actions of B ⊕ B on the complements are the same. Take any
, and because
we have V ∈ I. It remains to show the existence of (B ⊕ B)-invariant complements for the two subtori such that the induced actions of B ⊕ B on the complements are the same.
Since the two (B
These conjugacies imply by Remark 14 the weak equivalence of the ideals J and F associated to B and D respectively, and the weak equivalence of the ideals J and = (u 1 , . . . , u n ) t a Z-basis for the ideal I associated to A, the ideal X = (J : I) does not depend on M or
Thus X and G are arithmetically equivalent ideals. In a similar manner, the ideals X and G ′ are arithmetically equivalent. Then F = JG and F ′ = JG ′ are arithmetically equivalent ideals. Hence D and D ′ are conjugate, so there is
Remark 22. An argument similar to the one above that shows the arithmetic equivalence of the invertible ideals X = (J : I) and G = (F : J), also shows the arithmetic equivalence of the invertible ideals Y = (I : J) and H = (J : F ), where XY = R and GH = R.
One element of the partition of I is the equivalence class represented by the conjugacy class of B. This is because the torus I n 0 T n is (B ⊕ B)-invariant with induced action B, and it has a complement 0 
Remark 24. Each of the n × n blocks in
commutes with B. For the eigenvector v of B corresponding to the eigenvalue β, we have for each i = 1, 2, 3, 4 that U i v = α i v for some α i ∈ R = (J : J). More precisely, we have that α i = p(β) where U i = p(B) because B is irreducible (see [3] ). Thus we have
(see [10] ). Furthermore we have
so that α 1 α 4 − α 2 α 3 is a unit in R if and only if det(U ) = ±1. We may thus identify C with GL 2 (R).
5.2.
Relationship with a Galois Group. We detail additional properties of the elements of E that lead to the relationship of E with the Galois group Gal(K/Q).
Recall that to each M ∈ I there is associated
, and to each ξ ∈ I there is associated
This gives the dependence of A 1 and D 1 on A ξ and D ξ and arbitrary M ∈ I by
because ξ and M are invertible. For the matrix
which belongs to C, and hence to I, we have
This implies that A ξ = D ξ , and hence the dependence of A 1 and D 1 on ξ for arbitrary M ∈ I becomes
For the matrix
These implies that
hence that BA ξ = A ξ B. By the irreducibility of B we have that A ξ = p ξ (B) for a polynomial p ξ (t) with rational coefficients, and so
, the matrix A ξ is similar (over Q) to B, and so the quantity p ξ (β) is also an eigenvalue of B. Hence the polynomial p ξ (t) ∈ Q[t] represents the element p ξ (β) of K = Q(β), as well as a Q-automorphism of K = Q[t]/(f (t)), i.e., an element φ ξ of Gal(K/Q) defined by φ ξ (α) = α • p ξ , where we identify the element α ∈ K with one of its polynomial representations.
We establish that the map ξ → φ ξ from E to Gal(K/Q) is a group antihomomorphism and determine it kernel. An element ξ ∈ E satisfies (B ⊕ B)ξ = ξ(A ξ ⊕ A ξ ) where A ξ = p ξ (B) is similar to B over Q. One of the n × n blocks ξ i in
is invertible and so we have the similarity Bξ i = ξ i A ξ for some i. This implies that w = ξ i v is an eigenvector of B for an eigenvalue γ = p ξ (β) of B because
For ξ, η ∈ E, we have
From this we get A ηξ = ξ 
. A straightforward argument shows that the polynomials p ηξ and p η • p ξ represent the same element of Q[t]/(f (t)). Consequentially, modulo the ideal (f (t)), we have
Finally, for ξ ∈ E, any one of the four conditions p ξ (t) = t, φ ξ = id, A ξ = B, and ξ ∈ C implies the other three. Thus we have proved Proposition 25. The map π : E → Gal(K/Q) given by π(ξ) = φ ξ is a group antihomomorphism with kernel C.
We do not know precisely what the image of π is for a given B. But we do know of one sufficient condition by which C is a proper subgroup of E, and hence the image of π is not trivial.
. Applying inverses to both sides gives
Then for arbitrary M ∈ I we have
This implies that
Hence ξ belongs to E. But ξ does not belong to
The existence of ξ ∈ GL 2n (Z) for some B for which (B ⊕ B)ξ = ξ(B −1 ⊕ B −1 ) is not vacuous, as illustrated next. 
where f (β) = 0, the Galois group Gal(K/Q) is isomorphic to Z 2 , and so the antihomorphism π is surjective with π(φ ξ ) being the nontrivial element of Gal(K/Q).
Remark 28. The matrices B and B −1 in Example 27 are not conjugate (see [2] ). By setting A = B −1 , we have another example of A ⊕ A ≈ B ⊕ B with A and B nonconjugate.
Non-Block Conjugate Automorphisms
We explore what relationship there may be between ideals I and J associated respectively to non-block conjugate irreducible toral automorphisms A and B. By Theorem 15, the ideals I and J are not weakly equivalent. This does not preclude the existence of a semiconjugacy from A to for some integer n × n(k − 1) matrix S and some D ∈ GL n(k−1) (Z). The existence of such a conjugacy may provide the means of constructing an explicit isomorphism between direct summands of ideals involving I and J.
6.1. Semiconjugacy by Linear Embedding. We prove the existence of a semiconjugacy from A to k i=1 B by a linear embedding in a special case. We assume that B is an automorphism C R corresponding to an order J = R containing Z[β], and that A is an automorphism corresponding to an ideal I whose ring of coefficients is R. We set R = w 1 Z + · · · + w n Z for w = (w 1 , . . . , w n )
t that satisfies C R w = βw and I = u 1 Z + · · · + u n Z where u = (u 1 , . . . , u n ) t satisfies Au = βu. As an R-module, the ideal I is finitely generated, which means there are finitely many a 1 , . . . , a k ∈ R such that I = a 1 R + · · · + a k R. Then there exist matrices X i ∈ Λ(C R , A), for i = 1, . . . , k, satisfying
Since u i ∈ I for i = 1, . . . , n and
This implies that
for an n × n(k − 1) integer matrix S, and an n(k − 1) × n(k − 1) matrix D belonging to GL n(k−1) (Z). The conjugacy M may be chosen so that D is, for instance, upper block triangular. However M is chosen, the automorphism A is the action induced by
By Proposition 4, we have proved Proposition 29. If the ring of coefficients of an ideal I associated to A is R, and the number of generators for I as an R-module is k, then there is a semiconjugacy from A to k i=1 C R by a linear embedding. 6.2. Induced Maps on Direct Sums of Ideals. When the ideal I is invertible, it is generated by one or two elements of R, and it is weakly equivalent to R = (I : I). By the implied 2-block conjugacy of C R and A, there exists an R-module isomorphism φ : R ⊕ R → I ⊕ (R : I) that was described in Section 4. This confirms the well known result that an ideal of a commutative ring is invertible if and only if it is a projective module, i.e., a direct summand of a free module. In the general setting, when I is generated by k elements of R, there is an isomorphism, not necessarily an R-module isomorphism, that relates I and R. The k generators a 1 , . . . , a k of I determine a R-module epimorphism ψ :
The R-submodule ker(ψ) is part of the exact sequence
This exact sequence splits, as a sequence of R-modules, if and only if I is an invertible ideal. But this exact sequence always splits as a sequence of abelian groups, giving an isomorphism between k i=1 R and I ⊕ ker(ψ). We give an explicit construction of an isomorphism between k i=1 R and I ⊕ ker(ψ) that is induced by the GL nk (Z) matrix M which conjugates k i=1 C R and A. The conjugating matrix M gives the following commutative diagram.
. . , m k ) of row vectors m i in Z n , and the automorphisms act on the right. We identify the two copies of Z kn in the top row of the commutative diagram with
where each m i w is the scalar product. The right action of the automorphism
R because m i C R w = βm i w for each i = 1, . . . , k. The two copies of (Z n ) k in the bottom row of the commutative diagram we think of as Z n ⊕ (Z n ) k−1 , where the first summand Z n we identify with I by the isomorphism s 1 → s 1 u for s 1 ∈ Z n . The right action of A on Z n represents multiplication by β on I because s 1 Au = βs 1 u. Extending the isomorphism s 1 → s 1 u from Z n to I to an isomorphism from Z n ⊕ (Z n ) k−1 to I ⊕ ker(ψ) requires obtaining an isomorphic copy of ker(ψ).
We explicitly compute ker(ψ), showing its dependence on the conjugating matrix M . Since x i = m i w, X i u = a i w, and M i1 = X i , we have
For (x 1 , x 2 , . . . , x k ) to belong to ker(ψ) requires that k i=1 m i M i1 = 0 since the entries of u are a Z-basis for I. For arbitrary s 1 , s 2 , . . . , s k ∈ Z n , we have
where s 1 = 0 and s 2 , . . . , s k ∈ Z n are arbitrary. By the identification of
kn , the kernel of ψ is then generated over Z by the last (k − 1)n rows of
R :
Now we can extend the isomorphism s 1 → s 1 u from Z n to I to an isomorphism from Z n ⊕ (Z n ) k−1 to I ⊕ ker(ψ). For each (x 1 , x 2 , . . . , x k ) ∈ ker(ψ), the values of x 2 , . . . , x k are determined uniquely by s 2 , . . . , s k ∈ Z n , and so the value of x 1 is uniquely determined by the values of x 2 , . . . , x k . Thus there is an isomorphism from ker(ψ) to the R-module of elements of the form
given by the projection (x 1 , x 2 , . . . , x k ) → (x 2 , . . . , x k ). By abuse of notation we denote by ker(ψ) this isomorphic copy of ker(ψ). We identify the two copies of We show that the GL n(k−1) (Z) matrix D insideÂ represents multiplication by β in ker(ψ). Partition D into n × n blocks D ij for i, j = 2, . . . , k. With (x 2 , . . . , x k ) ∈ ker(ψ) corresponding to (s 2 , . . . , s k ) ∈ (Z n ) k−1 , and using the conjugacy between 
We show that there is only one linear dependence relation on the set v 1 , v 2 , . . . , v k , where
. . . for every j. Because X j u = a j w and X j is nonsingular, we have
for every j. Hence b j /a j is a constant.
Remark 30. In the case k = 2, we may identify the kernel of ψ with a fractional R-ideal, i.e., ker(ψ) = {y(a 2 , −a 1 ) : y ∈ (R : I)}.
The automorphismÂ induces, under the identifications defined above, an automorphismÂ * of I ⊕ ker(ψ), again only as an automorphism of an abelian group, but the relation of its action with the module structure goes far beyond that. we haveÂ * (t, x 2 , . . . , x k ) = (βt, βx 2 + θ β (t), . . . , βx k + θ β (t)), where θ β : I → ker(ψ) is explicitly given by θ β (t) = −(s 1 (A − βI n )Y 1 w).
Each element y ∈ R is written as a polynomial p(β), with rational coefficients, such that p(C R ) ∈ M kn (Z). Hence, each θ β determines a mapping L : R → End Z (I ⊕ ker(ψ)) defined by L(y)(t, x 2 , . . . , x k ) = (yt, yx 2 + θ y (t), . . . , yx k + θ y (t)),
where θ y is the image of y under θ : R → Hom Z (I, ker(ψ)), a homomorphism of abelian groups satisfying, for every y, z ∈ R, θ yz (t) = θ y (zt) + yθ z (t), or, using the symmetry given by commutativity, θ y (zt) − zθ y (t) = θ z (yt) − yθ z (t), ∀y, z ∈ R ∀t ∈ I.
6.3. Another Semiconjugacy by Linear Embedding. We construct a conjugacy between A by a linear embedding. To get the conjugacy we make use of any monogenic order R 0 contained in R. One possibility for R 0 is Z[β]. We refer to the paper [8] for a proof of the results on ideals that follow. We have I(R 0 : I) = (R 0 : R), and so I = ((R 0 : R) : (R 0 : I)).
Because I = a 1 R + · · · + a k R, there is an R-module epimorphism for some N ∈ GL nk (Z).
