We propose covariate adjustment methodology for a situation where one wishes to study the dependency of a generalized response on predictors while both predictors and response are distorted by an observable covariate. The distorting covariate is thought of as a size measurement that affects predictors in a multiplicative fashion. The generalized response is modeled by means of a random threshold, where the subject-specific thresholds are affected by a multiplicative factor that is a func- 
Introduction
Covariate-adjusted regression (CAR) is a recent method to adjust for general multiplicative confounding effects of an observable covariate in the regression setting (Şentürk & Müller 2005 (Şentürk & Müller , 2006 . The main goal is the estimation of the regression coefficients in the latent linear regression model E(Y i |X 1i , . . . , X pi ) = γ 0 + p r=1 γ r X ri , i = 1, . . . , n, where n is the sample size and the only observed variables are the distorted responseỸ i , predictorsX ri and the confounding covariate U i that needs to be adjusted for. The response and the predictors are multiplicatively distorted according to smooth unknown functions ψ(·) and φ r (·) such thatỸ i = ψ(U i )Y i , X ri = φ r (U i )X ri . CAR was motivated by the analysis of health sciences data where adjustments are often needed for the effects of body size measures such as body mass index, body surface area, height or weight. These effects are usually thought of as multiplicative, and common normalization proceeds by dividing both responses and predictors by the covariate U (see, e.g., Kaysen et al., 2002 for an example where U is body surface area). Other examples can be found in studies on environmental contaminants and human health risks: Schisterman et al. (2005) normalized polychlorinated biphenyl (PCB, a lipophilic contaminant) measurements through division by serum lipid levels. Such normalizations via division imply that the effect of the variable to be adjusted for is believed to be multiplicative. CAR provides a more flexible adjustment for such "size confounders" compared to simple division, as the distortion functions ψ(·) and φ r (·) are allowed to be general smooth functions of U. The naive adjustment through division corresponds to the special case where the distorting functions are equal to the identity function.
The purpose of this paper is to extend adjustment for size confounders to generalized linear models (GLM). A difficulty is the modeling of the confounding of the response. For example, in the most important binary response case, it is not feasible to consider the response to be directly altered by additive or multiplicative confounding. Our solution to this basic problem of modeling response confounding in generalized response models is to reinterpret these models as governed by subjectspecific random thresholds such that the size of the linear predictor relative to the threshold determines the (binary) response. These (unobserved) thresholds are then assumed to be subject to multiplicative confounding effects. We demonstrate that this approach gives rise to a GLM with varying coefficients in which the parameters that define the linear predictor of the GLM depend on the observed confounder U.
Adjustment methods for size confounders in GLMs are in demand for data analysis. For example, one goal of the third National Health and Nutrition Examination Survey (NHANES III) is to model hypertension as a response (Hosmer & Lemeshow, 2000) . Numerous covariates, including body height, weight, body mass index (BMI) and serum cholesterol (SC) were measured for 17, 030 individuals.
The response variable hypertension (HP ) is coded as a binary variable. We propose to model the BMI ≡ U adjusted regression relation between the underlying unobserved HP ≡ Y and SC ≡ X by a random threshold model,
where Z is a non-negative random variable, interpreted as a subject-specific random threshold. If the subject-specific linear predictor η i = γ 0 + γ 1 X i exceeds the subject's threshold Z i , then the response Y i = 1 (hypertension is present) is observed, otherwise Y i = 0 (no hypertension). The odds of hypertension for subject i with cholesterol level X i is then µ i /(1 − µ i ). If e.g. Z|X has a standard logistic distribution, µ i /(1 − µ i ) = exp (γ 0 + γ 1 X i ). In this case, the odds ratio of the odds at level X i + 1 over the odds at level X i , i.e., the odds ratio for increasing X i by one unit takes the familiar form exp (γ 1 ). We discuss at the end of Section 4.1 how the odds of hypertension are altered for the covariate-adjusted model.
The main goal is estimation and inference for the regression coefficients γ 0 and γ 1 , based on the observed (and confounded) data consisting of observed hypertension statusỸ i , observed serum cholesterolX i and the BMI measurement U i for each subject. The latent variables (Y and X) are related to their observed counterparts through the equations
is the threshold that is distorted by U. One interpretation of this threshold distortion is that the strength of the "defense mechanism" against developing hypertension depends on the BMI of the patient. For the unknown smooth distortion functions ψ(·) and φ(·) we require that 0 < inf ψ(·) ≤ sup ψ(·) < ∞, 0 < inf φ(·) ≤ sup φ(·) < ∞. In this distortion model, the underlying threshold Z and predictor X are independent of U, while their observed versionsZ andX have been multiplicatively distorted with factors φ(U) and ψ(U).
The distortion problem described here has connections to measurement error models in generalized regression models, since the main model of interest in (1) involves latent variables that cannot be observed directly. The measurement error literature in generalized linear models is by and large limited to additive errors in the predictors (Carroll, Ruppert & Stefanski, 1995; Stefanski & Carroll, 1985; Armstrong, 1985; Stefanski, 1989; Carroll, 1989; Carroll & Stefanski, 1990; Wang, Carroll & Liang, 1996) and ignores distortions in responses. The proposed model is quite different from the models considered in the literature, in that (i) it adjusts for multiplicative error as is adequate for size covariates; (ii) the distortion is a function of an observable covariate; (iii) the distortion affects both predictors and responses, as expected for size confounders and many other confounders; (iv) the underlying model is not a varying-coefficient model and such models are only used as an auxiliary tool to obtain estimation and inference from the observed distorted data.
The above adjustment model, described for binomial regression, can be easily generalized to other GLMs such as Poisson regression or other models with generalized distributions of the responses as they are considered under the GLM or quasi-likelihood framework (see Section 2). Any choice of link function can be accommodated. Consistent estimators for the latent regression coefficients in (1) are proposed in Section 3.1 and the asymptotic distribution of the proposed estimators for the quasi-likelihood framework is derived in Section 3.2, under virtually no distributional assumptions for the responses. Outlines of proofs and additional details are provided in an Appendix. Consistent estimators of the asymptotic variance are used to gain asymptotic inference for the regression parameters. Finite sample performance is investigated through simulations in Section 4, where we also study the effect of serum cholesterol on hypertension in the light of BMI.
Covariate-adjusted random thresholds
Consider the following generalization of random threshold models
for i = 1, . . . , n subjects and p predictors with X 0i = 1, where
Z i is the subject-specific threshold, F Z|X (·) denotes the conditional cumulative distribution function (cdf) of Z given X, which is assumed to be strictly monotone on its domain, and g(·) is a strictly monotone increasing continuous link function.
We do not assume that the conditional distribution of Y is known, but do assume
corresponds to a strictly monotone and continuous transformation, and for example in the case of a binary response is the identity function. In this case, the conditional distribution of Z given X determines the link function g, and when Z|X has a standard normal or standard logistic distribution, the corresponding link functions are probit and logit links, respectively; compare Brockhoff & Müller (1997) .
The choice h(x) = − log(1 − x) is suitable for a Poisson distributed response, as then the inverse link function g
any given link function g, when using the above transformation, one can always find
. To see this, note that combining
which is a valid conditional cdf. For example the log link function g(µ) = log(µ) or the complementary log-log link function g(µ) = log{− log(
respectively. The combination of h and this F Z|X then generates the desired link function g. While the two cases of identity and − log(1 − x) transformations cover all situations of interest, we note that we do not require knowledge of the precise nature of h or F Z|X for our methodology, as long as the link they generate is known.
Our main goal is the estimation of and inference for the regression parameters γ in model (2), based only on the distorted predictorsX ri = φ r (U i )X ri , 1 ≤ r ≤ p, the distorted responseỸ i and the covariate U i that is to be adjusted for. While the latent predictors X r and the latent threshold Z and thus the latent model in (2) are not subject to the distortion effects of U, (i.e. Z⊥U and X r ⊥U), their distorted versionsX r andZ are multiplicatively confounded by U, i.e.X ri = φ r (U i )X ri and
where
and φ 0 (·) ≡ 1. Here,X i = (X 1i , . . . ,X pi ) T , ψ(·) and φ r (·), r = 1, . . . , p, denote the unknown smooth distorting functions of U, and var(
The observed model in (3) that is subject to confounding is seen to correspond to a generalized varying-coefficient model (Cai et al., 2000 , extending Hastie & Tibshirani, 1993 where the observed linear predictorη depends on coefficient functions varying in U and the underlying predictorsX. While we make use of the connection to the generalized varying-coefficient model in the proposed estimation procedure for covariate adjusted generalized linear models, we note that the two models are clearly distinct. In the proposed covariate adjusted generalized linear model, U is viewed as a "nuisance" parameter and the goal is estimation in a model that is free from or adjusted for the effects of U. In contrast, in the varying coefficient model, U is an integral and important predictor for the outcome and one of the main goals is to recover the (nonlinear) effects of U via the varying coefficient functions. To obtain γ from the varying coefficients of the observed model, we need to make the identifiability assumption that there is no mean distortion. This means that E(Z) = E(Z) and E(X r ) = E(X r ), i.e. E{ψ(U)} = 1 and E{φ r (U)} = 1, due to the independence of Z and X r from U. A re-parametrization of the observed model in (3) then lead to the desired estimates for γ.
Estimation and asymptotic properties

Proposed estimation methods
We reparametrizeη i bỹ
,
It is assumed here that the vector of targeted parameters γ = (γ 0 , γ 1 , . . . , γ r ) T has no zero elements. Our estimation procedure therefore includes a first step to check this assumption with a version of the bootstrap test of Şentürk & Müller (2005) .
If a predictor or the intercept is found insignificant in this test, the corresponding parameter is set to zero. The estimation procedure is then only applied to the remaining parameters. We include further details on the implementation of this bootstrap test in Section 4.1.
The new parametrization is useful in that once the functions α(·) are estimated, we will be able to target 1/γ 0 and γ 0 /γ r by simply averaging the estimators of α 0 (·) and α r (·), respectively. This follows from the identifiability conditions, which imply E{α 0 (U)} = 1/γ 0 and E{α r (U)} = γ 0 /γ r . A binning approach is used to obtain the varying coefficient functions α(·). We assume that the covariate U is bounded below and above, −∞ < a ≤ U ≤ b < ∞, for real numbers a < b. The support Denoting the observations falling into bins or quantities within a bin by a prime
we approximate the targeted varying coefficient function values,
U jk denotes the sample average of the U's falling into bin B j . To obtain estimators for α j ≡ (α 0j , . . . , α pj ) T , we maximize the local
If the conditional log likelihood function cannot be fully specified, it may be replaced with the quasi-likelihood function 
Once the bin estimators are obtained, we simply take a weighted average to
The bin estimates are weighted according to the number of points L j that fall into each bin, 1 ≤ j ≤ m. The form of the estimator in (6) is motivated by the identifiability conditions and the relations given in (5).
Asymptotic inference
Our main result (Theorem 1) provides the asymptotic distribution ofθ as n → ∞ and the total number of bins m is such that √ n/m 2 → 0 and m/ √ n → 0 as n → ∞ under the assumption that the vector of targeted parameters γ = (γ 0 , γ 1 , . . . , γ r ) T is different from zero. Under this assumption, the asymptotic distribution of γ follows from Theorem 1 by a straightforward application of the delta method. Theorem 2 gives consistent estimators for the asymptotic variance ofθ, from which consistent estimators can also be obtained for the asymptotic variance of the estimators of γ. Thus, the two following theorems provide the tools for asymptotic inference for γ. The necessary conditions and outlines of the proofs can be found in the Appendix.
Theorem 1. Under the technical conditions given in the Appendix,
where 0 (p+1)×1 denotes the (p + 1) × 1 vector of zeros and Σ is the (p + 1) × (p + 1)
limiting covariance matrix.
The asymptotic normality of √ n(γ − γ) follows from Theorem 1 by a simple application of the delta method when θ does not contain zeros, using the transfor-
Note that θ will not contain zeros since γ does not contain zeros. Even though the explicit form of Σ is not given, the following Theorem demonstrates consistent estimation which is sufficient for asymptotic inference.
Theorem 2. Under the technical conditions given in the Appendix,
where the (r, r
evaluated atα j instead of α j .
Applications
Data analysis
Hypertension (HP ) or high blood pressure, categorized as a cardiovascular disease, occurs when the force of blood passing through blood vessels is above normal. For the NHANES III data set analyzed here, subjects with a systolic blood pressure above 140 are coded as 1, indicating hypertension, and the others as 0, so that the response is binary. Obesity and high cholesterol are well-known risk factors for hypertension and cardiovascular disease. We address the relationship between HP and SC adjusted for body mass BMI in the NHANES III data set with sample size n = 17, 030. NHANES III is a survey conducted between 1988 and 1994, designed to provide national estimates of the health and nutritional status of the U.S. population (National Center for Health Statistics, 1994) . The data can be obtained at http://www.cdc.gov/nchs/about/major/nhanes/nh3data.htm. In our analysis, the clustering and weighting in the design of the study is ignored and this may potentially have an impact on the interpretations drawn from the inference.
The goal is to uncover the underlying relationship
based on the observed presence of hypertension, denoted by HP , observed serum cholesterol SC and the BMI measurements. SC and BMI are both known to correlate with HP . The current analysis will help in understanding this threeway relationship better. A pertinent question is whether SC still has a marginal significant effect on HP , once the effect of BMI on both SC and HP is removed by adjusting for it. We address this question by using the proposed model, which will also include the bootstrap test to check the significance of included predictors.
After removing subjects with missing values and outliers in BMI and SC (such that 15 < BMI < 39 and 100 < SC < 310), the sample size is n = 15, 073, and To establish the validity of the proposed estimates and inference, we carry out a check of the significance of the predictors, testing whether the elements of the parameter vector γ are different from zero. Equation (4) shows that γ r = 0 is equivalent to β r (·) = 0 for r = 0, . . . p, whenever ψ(·) and φ r (·) satisfy the identifiability conditions. Thus, testing H 0 : β r (·) = 0 is equivalent to testing H 0 : γ r = 0, for which we adopt the wild bootstrap as in Şentürk & Müller (2005) and in a first step we obtain raw estimates (β r1 , . . . ,β rm ) by fitting logistic regressions to the observed data {Ỹ jk ,X 1jk , . . . ,X pjk } L j k=1 within each bin. These are plotted against the midpoints of the corresponding bins (B 1 , . . . , B m ) in the top panels of Fig- ure 1 for r = 0, 1, which also contain local linear fits applied to these scatterplots, providing smooth function estimates for functions β 0 and β 1 within the model
The test procedure is then based on a quantification of departures of the smooth fits from zero as the test statistic. The tests for γ 0 = 0 and γ 1 = 0 reject these null hypotheses with a p-value of 0, confirming that the underlying regression parameters are different from zero and the assumptions are met.
Given the raw estimates (β r1 , . . . ,β rm ) of the varying coefficients, equation (4) suggests corresponding raw estimates of the distortion factorsψ j =γ 0 /β 0j and φ j =γ rβ0j /(γ 0β1j ) for j = 1, . . . , m. The scatterplots of these raw distortions against the bin midpoints are included in the lower panels of Figure 1 , along with smoothed versions, targeting the underlying distorting functions ψ and φ.
In all four analyses, the positive association between SC and HP is found significant. Adjusted for BMI, SC has a less significant effect on HP, where adjustment by including BMI as an extra predictor yields a slightly lower slope estimate than no adjustment. The adjusted slope estimate obtained from the proposed method is the lowest among all four methods and it is noteworthy that this estimate is not included in the 90% asymptotic confidence intervals obtained for the other three established types of analysis. Hence it appears that BMI does explain some of the marginal effect of SC, but not to the extent that SC would become insignificant after this adjustment. As shown in Figure 1 , for normal weight subjects (BMI < 25), the effect of SC is clearly declining as BMI increases. This decline starts levelling off for the overweight group (25 < BMI < 30), and the effect is more or less constant for obese subjects (BMI > 30). 
Simulation studies
We carried out two simulation studies for binomial and Poisson distributed responses, choosing the distorting covariate U from Uniform(2, 6) and the distortion functions as ψ(U) = (U + 3)/7, φ 1 (U) = 3(U + 1) 2 /79, satisfying the identifiability conditions for both simulations. The underlying unobserved model is
where in the first study h(x) = x and F Z|X (z) = e z /(1 + e z ), yielding the logit link function g(µ) = log{µ/(1 − µ)}. The predictor is simulated from X ∼ N (1, 1) and the targeted parameters are γ 0 = −3 and γ 1 = 3. In the second study h(x) = − log(1 − x) for Poisson distributed data and F Z|X (z) = 1 − e −e z , hence the link function is g(µ) = log(µ). The predictor is simulated from X ∼ Uniform(1, 4) and the targeted parameters are γ 0 = 3 and γ 1 = 1.
We conducted 1000 Monte Carlo runs for both simulations with sample sizes 200, 500 and 10000. For each run approximate 90% asymptotic confidence intervals were formed for the regression parameters by applying the asymptotic results.
Estimated mean squared errors for the estimators for both simulations are listed in Table 2 . Reported values are obtained after removing (5, 2, 0.5) percent outliers in the first study and (1, 0.4, 0.1) percent outliers in the second study for each sample size n =(200, 500, 10000), respectively. The estimated coverage fractions and mean interval lengths for these confidence intervals are also given in Table 2 found not to decrease with increasing sample size, suggesting that these MSEs are dominated by the bias of these methods. This indicates that these methods indeed do not target the right parameters under the multiplicative distortion setting for which they are not designed for and demonstrates that there is a need for a new adjustment procedure for the type of data distortion we discuss here.
Concluding remarks
Within the framework of generalized linear models, we propose a flexible method to adjust for the effect of "size type" confounders that exercise multiplicative effects on both predictors and responses. Upon rewriting generalized linear models as random threshold models, the response effect can be modeled as a multiplicative effect on the random threshold. Implementation of this method is straightforward by employing varying coefficient generalized linear models as an auxiliary tool. Preliminary estimators for the distorting functions ψ and φ r are developed in Section 4.1;
developing refined estimates and inference procedures for these distorting functions will be interesting topics for future research. We have demonstrated in simulations that the proposed method works well in a variety of situations. In the data example, it leads to insights that classical adjustment methods do not provide. This is especially useful for the complex effects of risk factor levels in the presence of additional influential factors, as demonstrated for the risk of serum cholesterol levels for hypertension in the presence of various levels of body mass index.
Condition 2. The predictors {X r } p r=1 and the threshold Z are independent of U.
is four times continuously differentiable with respect to α j . The same also holds for the link function g −1 (·).
Condition 4. Contamination functions ψ(·) and {φ r (·)} p r=1 are twice continuously differentiable, satisfying Eψ(U) = 1, Eφ r (U) = 1; and are bounded away from zero, i.e. inf 1≤i≤n |ψ(
Condition 5. For the predictors, sup 1≤i≤n,1≤r≤p |X ri | ≤ C for some bound C > 0.
Condition 6. The parameters γ r satisfy min 1≤r≤p |γ r | ≥ ∆ for a ∆ > 0.
Condition 7. The variance function V (·) is continuously differentiable such thatṽ i
is bounded away from zero uniformly in i, i.e. inf 1≤i≤n |ṽ i | ≥ ∆ for a ∆ > 0.
Condition 8. The response variableỸ has a finite fourth moment, i.e. E|Ỹ 4 | < ∞.
Condition 9. The matrices i j defined below satisfy inf 1≤j≤m det(i j ) ≥ ∆ for a ∆ > 0.
A2. Proofs of main results.
Proof of Theorem 1. The equation used for determining the maximum likelihood es- 
Using Conditions 3 and 4 we may replace α j = α(U * j ) in these quantities by α(U ′ jk ), resulting in asymptotically equivalent quantities W j , I j and i j . Specifically, forμ
By Conditions 1 and 5 and E(W j ) = 0 (see also McCullagh, 1983) 
. Note that this result holds uniformly in j, for j = 1, . . . , m, as the relevant bounds hold uniformly over all bins. Hence,
where i j(i) denotes the information matrix of the jth bin such that U i ∈ B j ,
By the Crámer Wold device, in order to show the asymptotic normality of √ n(θ − θ), it is enough to show the asymptotic normality of
for real a 1 , . . . , a p+1 , where (i j(i) ) −1 rr ′ denotes the element of (i j(i) ) −1 in the rth row and r ′ th column and (D i ) r ′ denotes the r ′ th element of the (p + 1) × 1 vector D i . Let
T i and let F t be the σ-field generated by S t . Note that {S t , F t , 1 ≤ t ≤ n} is a mean zero martingale for n ≥ 1, since E(
and Eφ r (U) = 1, r = 1, . . . , p, by the identifiability conditions. Using Lemma 1,
Proof of Theorem 2. By a Taylor expansion and Condition 9, sup for r, r ′ = 1, . . . , p. The limit of the terms A 1 + A 2 + A 3 (defined in (9)) is (a 1 , . . . , a p+1 )Σ 1 (a 1 , . . . , a p+1 ) T by (10). The second term of the estimator given in Theorem 2 is now seen to be asymptotically equivalent to
Using sup j,k |U *
) and Taylor expansions yields the following asymptotically equivalent form of (8),
). Hence if we denote the limit of (8) by Σ 2 , term A 6 given in Lemma 1 converges to (a 1 , . . . , a p+1 )Σ 2 (a 1 , . . . , a p+1 ) T so that Σ 2 is the remaining part of Σ and Theorem 2 follows.
A3. Auxiliary results and proofs. We assume in the following Conditions 1-9.
Lemma 1. The martingale differences T i defined in (7) satisfy
Proof. Part (a.) follows from uniform boundedness of the crucial terms which is implied by the assumptions. For part (b.), consider
By the weak law of large numbers, as n → ∞,
Using bounds implied by the assumptions, A 4 = O p (n −1/2 ) and A 5 = O p (n −1/2 ). By
Lemma 2, using the notation introduced there, and a Taylor expansion,
where the first sum taken over i is over i.i.d random variables with finite variance.
The weak law of large numbers implies A 6 = O p (1) and hence part (b.) follows.
Lemma 2 
Proof. The (r, r ′ )th element of i j for r, r ′ = 1, . . . , p, can be viewed as a Nadaraya-
Uniform consistency of Nadaraya-Watson estimators implies sup a≤u≤b |{ι n (u)} r,r ′ − {ι(u)} r,r ′ | = O p (r n ), where r n = O p { (m log n)/n} and sup j |{ι n (u 
