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1 . 1 . 
CHAPTER I 
INTRODUCTION 
Recently there has been a renewed interest in almost periodic 
solutions of ordinary differential equations and in particular in 
quasi-periodic solutions. The study of such solutions is natural in 
the theory of non-linear oscillations, yet attention had until the 
last decade been largely restricted to periodic solutions. These can 
be considered as quasi-periodic solutions with only one basic 
frequency. However, the investigation of quasi-periodic solutions 
with more than one basic fr equency is plagued by a subtle problem 
which has long been famous in celestial mechanics, the so called 
"small divisor problem". 
This problem arises in particular from the fact that integration 
may lead out of the class of almost periodic functions. If f(t) is 
an almost periodic function then the indefinite integral 
f
t 
f(s)ds 
0 
need not be almost periodic, even if one assumes that f(t) has mean 
value zero. It is well known that boundedness is a necessary and 
1 
sufficient condition for the almost periodicity of this integral but 
in applications such a condition may be very hard to verify. In fact 
the early articles on almost periodic solutions of linear differential 
equations, for example Bohr and Neugebauer [47], contained such an 
assumption. Even in the restricted case of a quasi-periodic function 
the same situation holds. 
Suppose now f(t) is quasi -periodic with Fourier series 
where 
the Fourier series 
+ k w 
mm 
Then the indefinite integral has 
l ak ei(k,w)t 
k:f.O i(k,w) 
and even if f(t) is holomorphic it is possible to find an m-vector 
w whose entries are so close to being rationally dependent that the 
Fourier series diverges . If, however, we suppose that w satisfies 
the inequality 
] (k, w) I > Y j k, -'[ , y > 0, -r > 0 
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for all integral m-vec ors k :f. 0 then the above series converges 
and we can do away with the boundedness condition on the integral. 
Moreover such an irrationality condition is meaningful in the sense 
that provided -r > m-1 such a constant y exists for almost all w. 
It follows that in certain cases the theory of quasi-periodic 
solutions is more tractable then the theory of arbitrary almost 
periodic solutions. Furthermore since quasi-periodic functions 
describe oscillations with just finitely many basic frequencies, this 
should be sufficient for most practical purposes, particularly since 
there is no simple way of characterising those almost periodic 
functions with just finitely many rationally independent frequencies 
which are not quasi-periodic. 
The now famous work of Siegel, Kolmogoroff, Arno I'd and Moser 
introduced many new techniques and provided the first methods of 
overcoming small divisor difficulties after nearly two generations of 
very little progress. At the same time as this was being done 
3 
topological dynamics provided an impetus to the qualitative study of 
non-linear oscillations. Mi Iler, Sel I and others recognised the 
importance of compactness type arguments and considered along with the 
given equation all of the other equations in the closed hull. These 
ideas led to the extension of the concept of a dynamical system to 
cover almost periodic equations, and many of the ideas involved in 
studying continuous flows were applied to almost periodic equations 
and solutions. 
The first half of this thesis concerns such qualitative results 
while the last two chapters examine some small divisor problems. 
1 . 2. 
The next chapter is concerned with restrictions which can be 
placed on an almost periodic solution of the almost periodic 
differential equation 
X 1 = ljJ (X, t) 
where x ERP. In particular, how are the frequencies of the almost 
periodic solution related to the frequencies of the almost periodic 
function lj)(x, t)? 
It is very interesting to find that there can only be a finite 
number (< p) of frequencies additional to those of lj)(x, t) in any 
frequency basis of an almost periodic solution. This was discovered 
by Cartwright, but our proof is shorter and simpler, and constructs a 
whole family of almost periodic solutions related to the given 
solution. 
1 . 3. 
Chapter III examines a result suggested by Cherry nearly fifty 
years ago which asserts that the solutions in a compact p-dimensional 
.... n ... ridn Se o..L. a holorr.orphic autonomous dirferential equation 
with an integral invariant, 
xt = f(x) 
where x E If , are necessarily quasi-periodic. Cherry himself 
expressed doubts about his method and while we have not been able to 
find a counter-example we present some partial counter-examples 
which cast considerable doubt on his results. Cherry also stated 
that in the case of holomorphic Hamiltonian systems, which have the 
integral invariant l , the quasi-periodic solutions had at most 
p/2 basic frequencies. We examine quasi-periodic solutions of 
Hamiltonian systems and show that results s i milar to Cherry ' s are 
true in this case under much weaker assumptions. 
l . 4 . 
We turn to a problem of small divisors in Chapter IV . Here we 
consider the linear system 
x ' = Ax + P(cp)x 
(p I - W 
where P(cp) is holomorphic, the eigenvalues of A are real and 
distinct and 
I (k, w)I > y[k/-T 
for all k # 0 and some y > 0, T > 0 . The problem is to reduce 
this system to a system with constant coefficients for which we can 
write down the fundamental matrix. It turns out that there is a 
quasi-periodic transformation which does this and so gives all of 
-, .e solutions. 7hat is, we have a kind of Floquet theory for such 
systems. 
The eduction is 0btained by an iterative procedure and at each 
step we are ed to consider the partial differential equation 
r3u t 13 , w + VA - AU = l <p ,, P(<p) • 
In estimating bounds for solutions U of this equation we need to 
evaluate sums of the form 
I 1 -o/k/ 
kt-o I Ck ,w) I e . 
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In order to do this we use the fact first noted by Siegel [3&6] and 
subsequently studied by Moser [369] and Russmann [379] that only some 
of the terms in such an expression will have very small denominators. 
This enables us to obtain quite accurate estimates for such sums. 
However it is still necessary to employ a method of accelerated 
convergence to obtain convergence of the iterative procedure. 
By accelerated convergence we mean that at the r-th stage of the 
iteration we require the error to be less than some power x of the 
error at the (r-1)-th stage, where x > l. In this Chapter we take 
- 3 ){ - 2 • 
The above problem was first considered by Mitropol 'sk i1 and 
Samo1lenko [337], [357]. We obtain better estimates for the bounds 
of the series with small divisors and hence explicitly computable 
constants at all stages in our result. 
We then extend the above result to systems where the eigenvalues 
of A satisfy 
for all kt- 0 and some y > O, T > d. 
l . 5. 
In Chapter V we formulate and prove theorems analogous to those 
in Chapter IV but for the case in which P(~) is differentiable, 
rather than holomorphic. In applying the method of accelerated 
6 
convergence to the proof of invariant curves of area preserving annulus 
mappings Moser originally used a smoothing operator which approximated 
00 
functions by functions in C where the error became extremely 
small if Z was large. Later Moser suggested, [369] and [374], that 
similar approximation techniques could be successfully used to reduce 
the differentiable case to the holomorphic one. This makes extensive 
use of the ideas of Bernstein who characterised the differentiable 
functions by their approximation properties by holomorphic functions. 
Russmann [379] used this idea together with the very precise estimates 
for sums of series with small divisors mentioned above to considerably 
improve Moser's result on annulus mappings. 
Mitropol 'ski1 and Samo1lenko [358] first treated this problem in 
the differentiable case. They simply truncated the Fourier series to 
obtain holomorphic approximations to the differentiable functions. We 
use the more precise holomorphic approximations of Moser [369] and 
Russmann [379J and by combining these with precise estimates for the 
sums of series with small divisors obtain a considerable improvement 
over the results of Mitropol 1 skiT and SamoTlenko. As is always the 
case in these kinds of problems there is some loss in derivatives. 
The result of Mitropo l 'skiT and Samo1lenko is considerably wasteful 
in this respect and they require that P(~) be at least Z-times 
differentiable with 
Z > (x-l)~ 2-x) (x(m+T)+2m+2) 
where l < x < 2 with x the exponent used in the method of 
accelerated convergence. In our result by using the methods mentioned 
. 
above we only require 
l > T • 
Moreover using the Bernstein type of approximation enables us to 
formulate and prove the result for non-integral Z , and to obtain 
precise estimates for the constants involved in the reduction to an 
equation with constant coefficients . 
l e 6 • 
The bibliography is divided into three main sections . The first 
section contains general references which are not concerned with 
almost periodic or quasi-periodic solutions or with the method 
of accelerated convergence and its applications. 
The second section contains references to almost periodic 
solutions of ordinary differential equations , although there are 
7 
some notable omissions. Firstly it was not considered appropriate to 
include references to differential equations with retarded arguments. 
Secondly there is no attempt to cover references to integral manifolds 
as there is a very extensive bibliography of these in Palmer [257]. 
Finally differential equations in abstract spaces and functional 
differential equations with almost periodic solutions are not 
included because there are covered by the long bibliography in 
Amerio and Prouse [27]. This second section of our bibliography is 
further subdivided into areas of special interest. 
The final section contains references to writings on the 
method of accelerated convergence and its applications. 
2.1.1. 
CHAPTE I 
THE FREQUENCY BASIS OF ALMOST PERIODIC SOLUTIONS 
OF ALMOST PERIODIC DIFFERENTIAL EQUATIONS 
This chapter is concerned with the frequency basis of an almost 
periodic solution of the differential equation 
(2.1.1.1) 
where x' = dx dt ' 
X 1 = 1j} (X , t ) 
and 1j) (x , t) is almost periodic in t ' 
8 
uniformly for x in any bounded subset of RP. When 1j)(x, t) 
satisfies sufficient conditions for the solutions of (2.1.1.1) to be 
uniquely determined by their initial conditions we show that the 
co-dimension of the frequency basis of 1j)(x, t) with respect to the 
frequency basis of any almost periodic solution of (2.1.1.1) is less 
than p . This includes two special cases of particular interest. 
When equation (2.1.1.1) is autonomous the frequency basis of an almost 
periodic solution contains no more than p - 1 elements and when 
~(x, t) is periodic, and, hence has only one element in its frequency 
basis, then the frequency basis of any almost periodic solution 
contains no more than p elements. 
2.1.2. 
This problem, with equation (2.1.1.1) Lipschitzian, has been 
considered recently by Cartwright [120], [127], [722] and [123]. The 
autonomous and periodic cases are dealt with in [727] while [722] is 
devoted to the general almost periodic case. Cartwright uses the 
techniques of topological dynamics (see [8]) and examines the 
properties of certain almost periodic flows. In [722] the technical 
difficulties encountered in using flows for non-autonomous equations 
as developed by Sel I [79] and [20], and others, are overcome by 
finding a particular flow associated with an almost periodic solution 
of (2 . 1 . 1.1) which allows the general case to be reduced to an 
application of the results of [727] for the autonomous equation. 
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Here by extending a technique due to W.A . Coppel, we are able to 
give a short, direct proof of Cartwright ' s result. Our method has the 
additional advantages of not using topological dynamics or the concept 
of translation numbers of an almost periodic function. Furthermore 
the means by which we avoid considering all equations in the closed 
hull of (2.1.1.1) can be applied to other problems associated with 
almost periodic solutions of equation (2.1.1.1). 
The general result is not proved by reducing it to the autonomous 
case, as in [722]. Nevertheless the simpler autonomous case provides 
a concise introduction to our method and shortens the proof of the 
general result. Therefore we will prove the autonomous case first. 
2.2. 1. 
Since translation numbers play no part in this chapter we adopt 
Bochner ' s criterion as our definition of an almost periodic function. 
A continuous (vector valued) function ~(t) is said to be almost 
periodic if every sequence {hv} of real numbers contains a 
subsequence {kV} such that ~(t+kv) converges uniformly on the whole 
real axis R. 
The set of all almost periodic functions is a Banach space with 
respect to the uniform norm 
11~11 - sup l~<t)I . 
-oo<t<oo 
j 
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The closed hull of an almost periodic function ~Ct) is the set of 
all almost periodic functions yCt) such that ~(t+kv) + y(t) , with 
respect to the above norm, for some real sequence {kV} , that is, 
uniformly on R. 
To an almost periodic function ~Ct) in there corresponds a 
unique Fourier expansion 
(2.2.1.2) ~Ct)~ 
where the Fourier coefficients are non-zero vectors in RP , the 
numbers AV are real and distinct , and the number of terms is finite 
or countably infinite. The numbers Av are called the frequencies. 
A set of real numbers B1 , S2 , ... , is called a basis for the set of 
frequencies {Av} or a frequency basis for the almost periodic 
function ~Ct) , if they form a basis for the vector space generated 
by the frequencies Av over the field of rational numbers. Thus each 
Av can be uniquely expressed in the form 
c2.2.1.2) 
where the r 
vµ 
Pv 
Av= µfl rvµSµ 
are rational and Each member of the 
closed hull of an almost periodic function ~Ct) has the same 
frequencies as ~Ct) . An almost periodic function does not have a 
unique frequency basis, but for definiteness we select a standard 
basis as follows. 
Let ~Ct) be an almost periodic function with Fourier expansion 
(2.2.1.3) 14J(t) "v l 
V=l 
c* e 
V 
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where the frequencies A* are real and distinct and the coefficients 
\) 
c* \) ~re non-zero vectors in Put = 1 and S* = 1 Let 
v2 be the least integer v > 1 such that A* is not a rational V 
multiple of B1* and put S* = A* 2 v2 
In general, having defined 
S* = 1 A* \) ' 1 
. . . ' S* = n , let \) n+l be the least integer V > V n 
such that A* is rationally independent of \) sr, ... ' s~ and put 
s~+1 = A* \) In this way we define a finite or infinite sequence 
n+l 
{Sk} of rationally independent frequencies such that every frequency 
A~ can be uniquely expressed in the form 
(2.2.1.4) + . . . + 
with rational coefficients s* and s* t O . 
V]J VqV That is, we obtain 
a basis for the set of frequencies , each member of the basis being 
itself a frequency. 
We extend the standard frequency basis for 14J(t) to a frequency 
basis for ~Ct) and define the standard additional basis of {Av} 
with respect to as follows. Let v1 be the least integer 
such that AV is rationally independent of Q* Q* and put µl' µ2' ... ' 
Let be the least integer \) > \) 
l 
such that 
rationally independent of 81 , S{, s;, . . . , and put 
A 
\) 
\) 
lS 
In 
general, having defined 
least integer v > v such that 
n 
B1 , 62 , . .. , f35_, B~, . . . , and put 
A 
\) 
n 
let \) 
n+l be the 
is rationally independent of 
A 
\) 
n+l 
In this way we 
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define a finite or infinite sequence {Bk} of rationally independent 
frequencies, which, together with the sequence {Bk} , form a basis for 
{AV}, {A~} . Moreover every frequency 
expressed in the form 
(2.2.1.5) 
with rational coefficients r r* 
Vll' Vll 
p* \) 
A 
\) can be uniquely 
l r* B* 
lJ=l vµ µ 
and r # 0 , for each 
vpv 
which is not rationally dependent on the elements of the set {S*} k 
It should be observed that the standard additional basis {Sk} , 
alone, is not in general a basis for {AV} without the elements of 
the basis {Bk*} for {A*} V • 
All of the above applies without change to almost periodic 
functions depending uniformly on parameters (see, for example, [26] 
Chapter II). We consider the differential equation (2.1.1.1) and 
suppose that ~(x, t) has the Fourier series 
(2.2.1.6) 
where the coefficients 
iA*t 
~(x, t) ~ l c~(x)e v 
V=l 
c* \) are not identically zero. We suppose that 
~(t) is an almost periodic solution of (2.1.1.1) and we prove the 
result by showing that the standard additional basis has less than 
p elements. Thus, without loss of generality we assume that 
in (2.2.1.5) for at least one value of v . 
2.2.2. 
We will need to use Kronecker's Theorem in this chapter and in 
the next. For convenience we will simply quote here the version of 
the theorem which we require. 
If 81 , 82 , ... , ek are linearly independent over the integers~ 
a1 , a2 , ... , ak are arbitrary real nwnbers and T and s are 
positive~ then there is a real nwnber t ~ and integers 
such that 
t > T 
and 
I te -p -a I < s (m - 1, 2 , ... , k) . 
m m m 
(Hardy and Wright [9], Theorem 444, p. 382.) 
2.3.1. 
For the autonomous equation 
X 1 = ~ (X) 
where dx x' = dt ' x ERP , let ~(x) satisfy sufficient conditions 
for the solutions of this equation to be uniquely determined by their 
initial conditions. Let ~(t) be an almost periodic solution with 
Fourier series 
~(t) 'v 
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Then the set {Sk} is empty and the standard additional basis is just 
the standard basis. Thus we need only show that this basis contains 
less than p elements. 
\ 
Since the equation is autonomous,translates of ~Ct) are also 
solutions of the equation. We use this property to show that all of 
the functions ~(t, T1 , T2 , ... ) with Fourier series 
' 
which are in the closed hull of ~(t) , are also solutions. In 
particular, by considering the initial values of these solutions we 
then show that RP contains a homeomorphic image of the "cube" 
C 0 < T k 
< 
for any m < sup Pv . 
\) 
Hence 
that equality cannot hold. 
2.3.2. THEOREM. 
'TT 
s ' k 
k = 1, 
sup Pv < p . 
\) 
2 ' ... ' m ' 
A further argument shows 
Let ~(t) be an almost periodic solution of the autonomous 
differential equation 
(2.3.2.1) X 1 = 1J} (X) 
where x' dx XE RP with Fourier . = dt ., expansi,on ., 
i"). t 
~(t) 'v l V c\Je 
V=l 
Let 1J; (x) satisfy sufficient conditions for the solutions of this 
14 
equation to be uniquely determined by their initial values. Then for 
any sequence of real numbers {Tk} there exists an almost periodic 
function ~(t, T1 , T2 , ... } in the closed hull of ~(t) with Fourier 
expansi,on 
15 
where 
Moreover ~(t , T1 , T2 , ... ) is also a solution of equation (2.3.2.1). 
Proof. For each positive integer N, we write 
max p 
\) \J=l,2, ... ,N 
and f. 
J 
for the lowest common multiple of the 
quotients of the rational numbers r . ' \)J \J = 1, 2, ... , N. The· 
numbers . J = 1, 2, ... , PN are linearly independent over 
the integers. Thus according to Kroneckers ' Theorem , in the form 
given in §2.2.2, to each integer N and any o > 0 there corresponds 
a real number tN and a set of integers k. such that 
J 
2Tr 
-z;- f .k . < o , j = 1, 2, ... , PN • 
f.J• JJ 
J 
That is 
j = 1, 2, ... , PN. 
By selecting o small enough we obtain 
< 1 
N ' \l = 1, 2, ... , N 
Since these inequalities continue to hold when the sequence {tN} 
is replaced by any subsequence we can suppose that ~(t+tN) converges uniformly 
for all real t as N ~ 00 • The limit x(t) , say, is in the closed 
hull of ~(t) and has the Fourier series 
where 
X(t) 1v 
i)\;tN 
= lim eve 
N-+00 
It remains now to prove that 
xCt) = <r(t, 1 1 , 1 2 , •.. ) 
16 
is also a solution of (2.3.2.1). It is sufficient to show, that if 
the real sequence {tN} is such that ~N = <P(tN) ~ ~ as N ~ 00 then 
<P(t+tN) converges uniformly to the solution w(t) of (2.3.2.1) with 
initial value ~ at t = 0 . 
In fact <P(t+tN) is the almost periodic solution of (2.3.2.1) 
which takes the value ~N for t = 0 . Any subsequence of {tN} 
contains a further subsequence {t~} such that <P(t+t~) converges 
uniformly for all real t. Because of the continuous dependence of 
solutions on initial values (Cappel [5], Theorem 3) the limit function 
must be w(t) . Since the limit is independent of the choice of subsequence 
the whole sequence <P(t+tN) must converge uniformly to w(t) . 
2.3.3. 
Thus if we denote by M the closure of the range of <P(t) there 
is a function in the closed hull of <P(t) which is a solution of 
(2.3.2.1) and has as initial value any point of M. The next result 
shows that for integers m < sup Pv 
\) 
there is a local homeomorphism 
between the initial values of the so utions 
I 
... 
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cp(t, T 1 , T2 , ... , tm' O, 0, ... ) and the points (T , T2 , ... , T) . 1 m 
2.3.4. LEMMA. 
For any m < supp\) 
\) 
the set M contains a homeomorphic image of 
the cube 
C 0 < (k = 1, 2, ... , m). 
Proof. If 
then the solutions ... ) and T 11 T 11 l' 2' ... ) of 
(2.3.2 . 1) coincide because they have the same initial value. Therefore 
they have the same Fourier coefficients. That is 
(2.3 . 4.1) J:? S (T '-T") + ... \)1 1 l l (mod 2TI) 
for all \) . Since Sn= A\) is rationally independent of the 
n 
preceding S's we have 
Therefore taking \) = \) 
n 
= 0 for k:f.n. 
in the preceding congruence we obtain 
Let m be a fixed positive integer not exceeding the number of 
elements in the basis s that 
' n 
for k = 1, m and T' = T'I . . . ' k k 
(2.3.4.1) holds we must have 
T' k = T" k ' 
Thus the map 
is m < sup 
-
\) 
= 0 for k 
k = 1, . . . ' 
p\) . 
> m 
m . 
Suppose 
. Then if 
0 < TI T" < TI 
- k' k - B 
k 
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T ( T 1 , ••• , Tm) t-+ (j) ( O , T 1 , ••• , 'Tm , O , O , ••• ) 
of the "cube" 
C 0 < (k = 1, ... , m) 
into RP is one-to-one. That this map is also continuous may be seen 
in the following way. 
For any E > 0 , there exists a trigonometric polynomial (for 
example the Bochner-Fejer polynomial, see Besicovitch [24], 46-51) 
p (t) = 
with ra~ional coefficients pv depending only on E and A's and 
satisfying O < pv S 1 , such that 
l(J)(t)-p(t)I SE: for -oo < t < oo. 
Moreover if we replace (J)(t) by any function X(t) in its closed 
hull and the Fourier coefficients of (J)(t) by the corresponding 
Fourier coefficients of X(t) then this inequality continues to hold. 
We can now choose o = o(E) > 0 , so that if 
the first 
and 
M 
T II 
l' 
(k = 1 , 
Fourier coefficients of 
. . . ' 
'T II Q 
~ ' ' m o, ... ) satisfy 
. . . ' 
, 
'T - ' 
.l. 
m) 
. . . ' 
I I II I < e: cv-cv _ M (v = 1, 2, ... , M) . 
"[ I 
m' 
Then the corresponding trigonometric polynomials satisfy 
IP' (t)-p 11 (t)I Se: , for -oo < t < oo , 
and hence 
0, o, ... ) 
. . . ' 1' m' o, o, ... ) - (j)(t, "[ II l' . . . ' T11 m' 0, 0, . . , ) < 3E 
for - 00 < t < 00 • 
Sin...:.e the "cube" C is compact, the inverse map -1 T is also 
continuous. Therefore the set M contains a homeomorphic image of 
C. 
19 
We can now proceed to the statement and proof of the theorem for 
the autonomous case. 
2.3.5. THEOREM. 
Let ~(t) be an almost periodic solution of the autonomous 
differential equation 
X' = 1j} (x) 
where , d::c X = dt ., p x E R . Let 1j) (x) satisfy sufficient conditions 
for all of the solutions of this equation to be uniquely determined by 
their initial conditions. Then the frequency basis of ~(t) contains 
less than p elements. 
Proof. It follows from Lemma 2.3.4 that the dimensionst of the 
sets C and M satisfy the inequality 
m = dim CS dim M. 
On the other hand dim MS p since Mc RP Therefore m Sp. Thus 
{Sk} , the frequency basis of ~(t) contains at most p elements. 
It remains to show that this basis contains strictly less than 
p elements. Otherwise, if dim C = p , C contains a non-empty open 
subset of RP Therefore M contains a non-empty open subset G of 
RP. Let n be a point on the boundary of the compact set M and 
let x(t) be the solution of (2.3.2.1) which takes the value n for 
t = 0 . Since the range of X(t) is dense in M there is an ~OE G 
t 
For the properties of dimension which we require see Hurewicz 
and Wal Iman [77],in particular Theorems 3.1, 4 .1 and 4.3. 
and some t 0 ER such that x(t0} = ~0 . For any ~ E G let 
~(t; ~) denote the solution of (2.3.2.1) which takes the value ~ 
for t = 0 In particular ~(t : ~0) = x(t+t0) The map 
~ ~ ~(-t0 ; ~) is a homeomorphism of a neighbourhood of , 0 onto a 
20 
nel.ghbourhood of m( t ~) - n But this contradicts our choice of 
'I' - 0' so - . 
n as a boundary point of M. 
This completes the proof of Theorem 2.3.5. 
2.4. l. 
We now proceed to the corresponding result for the non-autonomous 
case 
x' = ~ (x, t) . 
As in §2.3 we consider a whole family of solutions which belong to the 
closed hull of the given almost periodic solution. However, in this 
case these solutions are generated from the additional frequency basis 
of the solution. The following analogue of Theorem 2.3.2, while in 
principle unchanged, becomes more complicated to prove, since only 
particular sequences of translates of the given solution converge to 
solutions of the equation. 
2.4.2. THEOREM. 
Let ~(t) be an almost periodic solution of the almost periodic 
differential equation 
(2.4.2.1) X 1 = ~(X, t) 
where dx x' = dt ., ~(x, t) ~s almost periodic in t ., 
uniformly with respect to x for x in any bounded subset of RP 
and ~(t) and ~(x, t) have Fourier ser~es 
and 
where 
q>(t) 'v 
iA*t 
1jJ (x, t) rv l c~ (x )e v 
V=l 
p* 
V 
., 
r S + l r* S* 
vµ µ µ=l vµ µ., 
A* = 
V 
s* S* 
vµ µ' 
21 
{Sk} is the standard frequency basis of 1-jJ(x, t)., and {Sk} is the 
standard additional basis of q>(t). Let 1-jJ(x, t) satisfy sufficient 
conditions for the solutions of (2.4.2.1) to be uniquely determined by 
their initial values. Then., for any real numbers {tk} there exists 
an almost periodic function (J)(t, t 1 , T 2 , ... ) ~n the closed hull of 
~(t) with Fourier expansion 
Moreover (J)(t, T1 , T2 , ... ) ~s also a solution of (2.4.2.1). 
Proof. Write max p , 
\) 
V=l,2, ... ,N 
P* -
N max V=l,2, ... ,N 
f. for the lowest common multiple of the quotients of the rational 
J 
numbers r . ' \)J \J = 1, 2, ... , N and g. J for the lowest common 
multiple of the quotients of the rational numbers * r . ' \)J s* . ' \)J 
V = 1, 2, ... , N. 
Set 
The numbers 
n = 
a. . = 1., 
q. = 
1., 
PN + p:1. N 
ri' 1., = 1, 2 ' . . . ' PN 
la . PN+l, PN+PN 1., = . . . ' 
' 
27T f 
s. i , i = 1, 2, ... , PN 
1., 
27T 
S1 P 1.,- N 
g. p' 1.,-
N 
-1 
... ' qn are linearly independent over the 
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integers. From Kroneckers' Theorem, in the form given in §2.2.2, 
corresponding to any cS > 0 , there exist integers k1 , ... , kn and a 
real number 
Setting ~ = 
and 
That is, 
and 
~ such that 
I ~-a. .-k .q .1 < cS . 1, 2 ' 1., = . . . ' n . 1., 1., 1., ' 
tN and k'. = k. p we have 1., 1.,+ N 
27T 7.Jf.k. 
µ • 1., 1., 
1., 
< cS , for . 1., - 1, 2, ... , PN, 
21T k' tN - 757 g. . 
µ • 1., 1., 
1., 
< cS ' for i = 1, 2, ... , PN 
. 
1., = 1, 2, ... , PN, 
By coTJlbining these inequ~lities, and by selecting o small enough 
(2.4.2.2) < 1 N 
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for V = 1, 2, ... , N 
and 
(2.4.2.3) < 1 
N 
for V = 1, 2, ... , N • 
Since these inequalities continue to hold when the sequence {tN} 
is replaced by any subsequence we can suppose that both ~(x, t+tN) 
and ~(t+tN) converge uniformly for all real t as N ~ 00 • The 
function ~(x, t+tN) converges to ~(x, t) . For, the Fourier series 
. 
lS 
i'A.*tN iA*t \ \) \) 
L a~(x)e e 
V=l 
and the Fourier series of lim ~(x, t+tN) 
N-w::> 
. 
lS 
therefore, since the Fourier series of an almost periodic function 
uniquely determines the function 
~(x, t+tN) ~ ~(x, t) , uniformly. 
Similarly 
~(t+tN) ~ x(t) , uniformly, 
where x(t) has the Fourier series 
xCt) 'v l 
V=l 
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Evidently we have 
~(t, o, o, ... ) = ~(t) . 
Let {tN} be any real sequence such that ~(x, t+tN} + ~(x, t) 
uniformly as N + 00 • We will show that if ~N = ~(tN) + ~ as N + 00 
then ~(t+tN) converges uniformly on R to w(t) where w(t) is 
the solution of (2.4.2.1) such that w(O) = ~ . 
In fact ~(t+tN) is the almost periodic solution of 
which takes the value ~N for t = 0 It follows from a standard 
theorem (Cappel [5], Theorem 3) that ~(t+tN) converges uniformly on 
every compact interval of R. But any subsequence {t~} of {tN} 
contains a further subsequence {t;} such that ~(t+tkJ converges 
uniformly for all real t and since the limit w(t) is independent 
of the choice of subsequences the whole sequence ~(t+tN) must converge 
to w(t) uniformly on R . 
Hence the functions ~(t, 6 1 , T2 , ... ) are all almost periodic 
solutions of (2.4.2.1). Observe that these functions in general form 
a smaller set than in the autonomous case, since we only admit 
functions obtained from ~(t) by translations by sequences {tN} for 
which ~(x, t+tN) + ~(x, t) uniformly with respect to x , for x . in 
any bounded subset of RP. 
2.4 3. 
As in §2.3.3 we denote by M the closure of the range of ~(t) 
Then the initial values of the solutions ~{t, T1 , T2 , ... } for all 
sequences {11 , T2 , ... } form a subset of M. The statement and 
proof of Lemma 2.3.4 now hold for this situation. 
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We now proceed to the statement and proof of the general theorem. 
2.4. 4. THEOREM. 
Let the differential equation 
X' = "4J (X, t) 
where dx x' = dt , and 1J) (x , t ) is almost periodic in 
uniformly for x in any bounded subset of RP, satisfy conditions 
sufficient for its solutions to be uniquely determined by their 
initial values for all (x, t) ERP x R. Let ~(t) be an almost 
periodic solution of this differential equation. Then the codimension 
of the frequency basis of 1J)(x, t) with respect to the frequency 
basis of ~(t) is at most p - l. 
Proof. It follows from Lemma 2.3 .4 applied to this situation 
that 
m = dim C < dim M. 
On the other hand dim M s p , . since Therefore 
m s p . 
It remains to show that mt p . The argument of Theorem 2.3.5 
applies unchanged. This completes the proof of the Theorem. 
2.4.5. 
If ~(x, t) satisfies a Lipschitz condition with Lipzchitz 
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constant independent of t then every ~(x, t) in the closed hull of 
~(x, t) satisfies a Lipschitz condition and the solutions of each 
differential equation 
(2.4.5.1) x' = ~(x, t) 
are uniquely determined by their initial values . It then follows from 
the proof of Theorem 2.4.4 that if ~Ct) is an almost periodic 
solution of any differential equation (2.4.5.1) then the codimension 
of the frequency basis of ~(x, t) with respect to the frequency 
basis of ~(t) is at most p - l. 
Cartwright's version of Theorem 2.4.4 assumes that ~(x, t) 
Lipschitzian but not in an essential way. 
2.4.6. 
In [727] Cartwright shows that in the_ autonomous case when 
k = p - l the frequency basis is an integral basis. Thus 
\) = 1, 2 , . . . , with integers, 
. 
lS 
and the almost periodic solution ~(t) is quasi-periodic. In other 
words, 
where 
~ ( t') -= ~ ( t' t' ... ' t) 
~ ( tl ' t2 ' ... ' t 1) p- is periodic in t . 1,, with period 2TI f3 • ' 
1,, 
i = 1, 2, ... , p-1 . Since the proof of the result for the almost 
periodic equation (2.3.2.1) is reduced to the autonomous case this 
implies that in [722] when k = p - l the additional frequency basis 
is integral, and we have for the frequencies -of the almost periodic 
solution 
r* S* \)µ µ 
These results follow fr om a theorem of Kodaira and Abe [72] which 
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states that the torus group is the only (p-1) dimensional compact 
connected separable abelian group which can be embedded in RP . Thus 
this proof will apply to our theorems if we can show that M can be 
given the structure of a compact connected separable abelian topological 
group. 
It follows from Theorems 2.4.2 and 2.4.4 that if we restrict our 
attention to sequences of the kind considered in Theorem 2.4.2 then, 
if is any fixed point in M ' X and y any points in M and 
~Ct) the solution of (2.4.2.1) with ~(O) = x
0 
we can suppose that 
X 
y 
We define their product by 
xy 
= lim ~ (s ) 
n 
n-1-00 
= lim ~ ( t ) . 
n 
n-1-00 
= lim ~ (s +t ) 
n n 
To justify the definition we must show that this limit exists, depends 
only on the points x, y and is independent of the particular 
sequences {s , t } . 
n n 
Let ~l(t), ~2(t) be solutions of (2.4.2.1) from the closed hull 
of ~(t) with ~l (0) = X ' ~2(0) = y . Then 
~ [ t+s ) 
- ~l (t) -+ 0 
' n 
~ ( t+t ) 
- ~2(t) -+ 0 
' n 
uniformly in t as n-+ oo Hence 
and therefore 
~(sn+tnJ - ~l(tn) ~ O 
~rs +t) - ~2(s) ~ 0 n n n 
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By restricting attention to suitable subsequences we can suppose that 
~1 (tn) and ~2 (sn) converge. Since their limits must always be the 
same , this shows ·that the sequences themselves converge to the same 
limit , z say, and this is independent of the choice of sequences 
~ (s +t ) ~ z . 
n n 
It follows immediately that multiplication is commutative and 
associative and that 
is an identity element. 
also exists and 
If x = lim ~(s) then by a similar argument 
n~ n 
y = lim ~ (-s ) 
n 
Thus y is the inverse of x . 
For the topology of M we take the topology induced by RP. M 
is obviously compact, connected and separable . Moreover multiplication 
and inversion are continuous operations . Finally by selecting a 
different base point x 0 we obtain another topological group isomorphic 
to the above. 
Now Cartwright's ar gument applies directly to our case (Theorems 
9 and 10 of [727]). 
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2.4 . 7. 
Lerman and Shi 1nikov [74 6] have recently announced some results 
in which they have also discovered the above method of Theorems 2.4.2, 
2.4.4. However they restri ct themselves to the consideration of 
quasi-periodic solutions of (2.4.2.l) and consequently they find an 
r-parameter family of sol uti ons (our functions <P ( t, Tl, T2 , ... , T ) ) m 
forming an integral manifold which is homeomor phic to the tube 
1'1 x R , where 1'1 is the r-dimensional torus. This is precisely 
the result which occurs in our case when the almost periodic solutions 
are quasi-periodic, for example, when m = p - l . 
3.1.1. 
CHAPTER III 
QUASI-PERIODIC SOLUTIONS OF HAMILTONIAN SYSTEMS 
AND CHERRY'S THEOREM 
We consider the conservative (autonomous) Hamiltonian system 
(3.1.1.1) 
where 
Jx ' = 8H 
dX 
H : R2n -+ R and J is an invertible 
real skew-symmetric matrix. Unless stated to the contrary we assume 
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that HE C' (R 2n) . Without loss of generality J can be taken to be 
of the form 
It follows immediately that 
( i) J*J = I 2n ' 
(ii) (J*)-1 = J 
' 
(iii) J2 = - I2n 
' 
(iv) J-l = - J . 
J -
( 0 -I 1 
n 
I 0 
n 
We denote the inner product x*Jy by [x, y] . For all vectors x, y 
[X, y] = [ -y, X] , 
[x, x] = O , 
and for all real or complex numbers a 
[ ax , y J = a[x, y J = [x , ay J • 
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3. 1.2. 
Let the ve ctor-valued function ~(t1 , t 2 , •.. , tk) be continuous 
and periodic with period 2TI/S. in t. for i = 1 , 2, ... , k , where 
-i -i 
the real numbers sl' s2' ... , sk are linearly independent over the 
integers. Then 
cp(t) = ~(t, t, .. . ' t) 
is said to be a quasi-periodic function . 
It follows that cp(t) has the Fourier series 
00 
cp(t) 'v Inf =a i(n, S)t C e n 
where n = (n1 , n2 , ••• , nk) is a vector in Rk with integral 
components, lnl = jn1 1 + ln2 1 + ... + JnkJ , and (n, S) is the 
That lS cp(t) . is an 
almost periodic function with a finite, integral frequency basis. The 
function ~(t1 , t 2 , •.. , tk) is often called the spatial extension 
of cp(t) . See Bes icov itc h [24], p. 36. 
3.1.3 . 
A measurable function M: RP~ R is called an integral 
invariant for the autonomous differential equation 
(3.1.3.1) x' = f(x) 
where x E RP , if, f or any measurable set A c RP and for 
At = { <p (x, t) : x E A} , 
where cp(x, t) is the solution of (3.1 .3. 1) satisfying cp(x, 0) = x , 
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t Md:x; 
for all t ER. 
Liouville's Theorem states that if divf = 0 equation (3.1.3.1) 
has M = 1 as an integral invariant, that is the equation preserves 
Lebesgue measure . In particular, when p = 2n and equation (3.1.3.1) 
is Hamiltonian, and so has the form (3.1.1.1), Liouville's Theorem holds. 
A set D c RP is called invariant for equation (3.1.3.1) whenever 
cp (x, t) E D , 
for all x ED and all t ER , where cp(x, t) is the solution of 
(3.1.3.l) satisfying cp(x, 0) = x . 
3.2.1. 
In [4] Cherry set out to prove the following result . 
Let the differential equation 
(3.2.1.1) X I = f (X) ., 
where x' = 
(i) 
dx 
dt ., x E RP ., satisfy the following conditions: 
f is holomorphic on an open set p X C R ., 
(ii) the differential equation has a non-negative integral 
invariant., 
(iii) the differential equation has a p-dimensional 'cube' 
D c X., as an invariant set. 
Then all of the so lutions of (3.2.1.1) with initial values in D are 
quasi-periodic with less than p basic frequencies., and are of the 
form 
(3.2.1.2) 
where k w, 2 1 E R ., i,s holomorphic 
in each of its arguments and periodic with period . 1.,,n 27T 
t 1 , t 2 , •.• , tk, and the numbers 
1 1 
w' w' 1 2 
. . . ' are integrally 
independent . Further, writing z = (z1 , z2 ) , the Jacobian 
i s not identically zero. 
Moreover , when equation (3.2.1.1) i s Hamiltonian these 
quasi-periodic solutions have no more than E.. 
2 basic frequencies. 
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Cherry admitted that his methods were open to criticism and he 
does not seem to have been aware of Bohr ' s theory of almost periodic 
functions which had just begun to appear . The following sections 
contain the best result we have been able to prove along the lines of 
Cherry's result. These are followed by a detailed discussion and 
comparison of the two results . 
3.3. 1. 
The following result is similar to the standard theorem on the 
differentiability of solutions with respect to parameters and initial 
conditions (see Coppel [5], Theorem 6) . However we need a result 
concerning a one-parameter family of solutions to a single differential 
equation. Such a result, although easy to prove, and probably well 
known , does not appear in the standard texts . 
The assertions of this lemma are local and hence need only be 
proved in the interiors of the sets concerned. 
3.3.2 LEMMA. 
Let x = ~(t, n) where ~ U ~Rn, Uc Rx~, be a solution 
of 
(3.3.2.1) x' = f(t, x) 
for some open (t, n)-set~ V say~ with x
0 
= W(t
0
, n
0
) where 
(t0 , n0) f V. Let f be continuously differentiable on some open 
(t, x)-set containing (t0 , x 0 ) . Let ~n(t, n) exist and be 
continuous at n = n0 . Then ~n(t, n0) is a solution of the 
variational equation 
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Proof. Without loss of generality we can take the sets concerned 
to be convex. Then 
d~ {~Ct, n )-~ ( t, n0)} 
= f [ t , 14J C t , n ) J - f [t , 14J ( t , n 
O
) J 
= {f x [t , 14J ( t , n O) J +o C 1 ) } { ~ C t , n )-~ ( t , n O) } 
= f x [t, 14J ( t, n0) J ~ n ( t, n0) [ n-n0] + o ( I n-n0 I) . 
Furthermore, by the differentiability of Wt(t, n) = f(t, ~) 
= I: 1/Jtn{t, n0+s(n-n0)}ds . (n-n0) 
= ~tn(t, n0) . (n-n0J + o(ln-n0 l) 
= d~(~n(t, n0)) . (n-n0 ) + o(ln-n0 l) . 
A comparison of these two expressions gives the required result . 
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3. 4. 1 LEMMA. 
A finite or in inite set of vectors x 1 , x 2 , • . . is called isotropic 
if [x., X.] = 0 
'Z, J for 
. . 
,z,, J = 1, 2, .... When these vectors are also 
linearly independent the following result is true. 
An isotropic set of linearly independent vectors ,z,n R2n 
contains, at most, n vectors. 
Proof. Suppose that . . . ' X m is the isotropic set of 
linearly independent vectors. Write V = R2n. 
The set S 1 of all vectors y such that [xk, y] = 0 , 
k = 2, ... , m has dimension 2n - m + 1. The set S2 of all vectors 
y such that [xk, y] = 0 , k = 1, ... , m has dimension 2n - m . 
Therefore S 2 is a proper subset of sl and there exists a such 
mult iplying y1 by a scalar we can suppose that 
1x y ] - 1 I: l' 1 - . 
Consider the set of all vectors x such that 
LX l , x] = [y l , x] = 0 . 
This set is a subspace V1 , say, of V and the intersection of V1 
with the subspace W1 spanned by x 1 , y1 is O . 
For any v E V write 
Then 
dimV 
1 = 2n -
2 . 
For any z1 E v1 [zl' z] = 0 Vz E V => zl = 0 because ' l ' 
[zl' z] = 0 Vz E v1 
' ' 
and 
[21 , w] = 0 Vw E w1 ' ' 
imply that 
[zl' xJ = 0 'i/x E V . 
' 
Therefore 2 1 = 0 . 
Repeating the process we get vectors y1 , ... , ym such that 
and X 1' • • • ' X ' m 
Hence m < n . 
3 5.1 LEMMA. 
[x.' y .] = 1 1,, 1,, 
[x.' y .] 0 y -:f. . = 1,, 
' 1,, J 
[y., yJ = 0 
' 1,, J 
... ' y 
m 
are linearly independent. 
The proof of the following lemma is modelled after a similar 
result in Federer [7], p. 229. 
Let ~ be a C' homeomorphism of an open subset D of Rk 
into ~ (m > k) ~ then ~x has rank k at some point of D. 
Proof. Suppose rank~ < k 
X 
at all points of D . Let \) 
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be 
the maximum rank of and let a be a point at which this maximum 
is attained. 
By constant transformations of Rk and ~ we can assume that, 
at X = a 
' 
Iv o' 
q)X = 
0 0 
Let X 
- (xxl2] ' y -- (YY12] be the corresponding partitions of points 
k m -- (:12] . x ER , y E If and similarly write ~ ~ 
g 
Then 
In particular, 
0 I k-\) 
Consider the map 
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Therefore by the inverse function theorem g maps a neighbourhood U 
of a diffeomorphically onto a neighbourhood V of b = (~~:a)] . 
The composite map 
has Jacobian 
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de.pl de.pl ra~f l ra~1r1a~11 I 01 
dXl dX 2 dXl - ~dXl ox2 \) \ 
= , say. dc.p2 dc.p2 
yj rx- 3x2 0 I J X l k-v 
But ~ has rank < V near b, so Y = 0 near b and the value of 
w2 depends only on its first V coordinates. Consider now the map 
h J!rl ~ J!rl defined by 
Then 
In particular 
h = y 
h (c.p[a]) y is invertible and hence h maps a 
neighbourhood of c.p(a) diffeomorphically onto a neighbourhood of 
The composite map 
has Jacobian of the form 
I 
\) 
dw 2 
- dY1 
near b . 
-- [c.plo(a )] h(c.p[a]) 
-1 f=hoc.pog 
0 IV 0 
= 
I 
8w2 0 
m-\J dY1 
Thus the partial derivatives .of 
I\J 0 
0 0 
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vanish near b . Therefore this function is a constant. But at b 
(oo) it value is , hence 
Thus f maps V onto a set of dimension V • But -1 g maps V onto 
U Since <P is a homeomorphism of U onto a subset W of If' and 
h is a diffeomorphism of W into If' 
dimf(V) = dimh(W) 
= dim4>(U) = k . 
This contradicts our initial hypotheses that V < k. 
3. 6.1 THEOREM. 
Let 4>(t) be a quasi-periodic solution of the conservative 
Hamiltonian system 
(3.6.1.1) 
where x' = dx dt , 
Jx' = 8H 
[
O -I l 
J = In on ' x E R
2
n and 
continuously differentiable derivative 8H dX • Let 
H 
the spatial extension of 4>(t), be periodic with period 
has a 
2TI/S. , and 
'l, 
continuously differentiable i,n each t. , 
'l, 
i = 1, 2, ... , k, where 
the numbers sl, s2, ... , sk are linearly independent over the 
integers. Then 4>(t) has a frequency basis containing no more than 
n elements, that is k < n. 
Proof. For any real vector (11 , 12 , ... , Tk) , 
---
is a quasi-periodic function in the closed hull of ~(t) and 
consequently has S1 , S2 , ... , Sk as a frequency basis. Since, by 
Kronecker 's Theorem (§2.2 .2 ) corresponding to any integer V there 
(3 . 6.1.2) 27T \.) - s:- pi 1 i < 6\) , i = 1, 2 , ... , k , 
'l, 
where the p. are integers. Then 
'l, 
(3.6.1.3) 
for In I < v . 
< 1 
\) 
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Taking \) = 1, 2, ... we obtain a sequence {t\)} . Since the 
inequalities continue to hold when {t\)} is replaced by any subsequence 
we can suppose that ~(t+t\)) converges uniformly for all real t as 
\) + 00 • This limit is in the closed hull of ~Ct) and has the 
Fourier series 
00 
(3.6.1.4) 
say. Hence this limit is ~(t, 1) . 
00 
, i(n,S)t 
C e 
n ' 
We now prove that ~(t, 1) also satisfies the differential 
equation (3.6.1.l). We will show that if the real sequence {t\)} is 
such that s\) = ~(t\)) 7 S as \) 7 OO then ~(t+t\)) converges 
uniformly for all real t to X(t) , where X(t) is the solution of 
(3.6.1 . 1) which has the initial value X(O) = s . 
Certainly ~(t+t\)) is a quasi-periodic solution of equation 
(3.6.1.1) with initial value s . \) Any subsequence of contains 
----
a furthers bseq ence {t"} 
'V 
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sucn that ~(t+t~) converges uniformly 
for all t. By the continuous dependence of solutions on initial 
values this limit must be X(t) and since this is independent of the 
choice of subsequence, ~(t+t'V) must converge uniformly to X(t) . 
Hence ~(t, t) is a solution of (3.6.1.1) for any real vector 
t . By hypothesis ~T(t, T) exists and is continuous. Since 
~Ct, o) = ~Ct) it follows immediately from Lemma 3.3.2 that 
is a solution of the variational equation for (3.6.1.1), 
(3.6.1.5) Jy' = H (~(t, t))y . 
xx 
~ (t, T) 
T 
If are any two solutions of the variational equation 
(3.6.1.5) for the conservative Hamiltonian system (3.6.1.1) then 
since 
d 
[yl, y;J 
d (yl_Jy 2) dt = dt 
= *' J + y*Jy' Yi Y2 l 2 
( -1) * + y*H y = YiHxx J Jy2 1 xx 2 
= 0 • 
We show that this constant is zero for the solutions 
This is trivial for . 1,, = J 
y = ~ (t, t) l 1. 
1,, 
Y2 = ~ ( t' t) T , 
J 
For we have 
00 
t Q i(n,S)t 
a n.µ.e , 
n i, i, 
00 
00 
t 
1ml =O 
, Q i (m , f3 ) t] am.µ .e 
m J J 
\ r: , '] ri Q i ( n-m, S) t l Le , c n .m .µ. µ .e lml=o n m i, Ji, J 
Since f31 , ... , Sk are linearly independent over the integers, 
and [y 1 , y 2] is a constant it follows from the uniqueness of the 
Fourier series that 
Thus the set of solutions 
00 
= l [c' , c ~] n. n . S. S . 
lnT=o n n i, Ji, J 
= 0 • 
<P-r (t, 1), <PT (t, 'r), . . . , <P (t, 1:") 
~l 2 1 k 
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of the variational equation is an isotropic set. We will now show that 
it is also a linearly independent set. 
If 
4)(0, 1 1 ) = 4)(0, 1:" 11 ) 
then the solutions (p(t, 1 1 ), (p(t, 1") of (3.6.1.1) coincide because 
they have the same initial values. Thus 
Hence 
•{ = •i(mod %~) , i = 1, ... , k. 
1., 
Suppose ITil, j1il < 2;. , i = 1, ... , k , then the map 
1., 
----
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of the "cube" 
C IT., < + (i = 1, ... , k) 
1,, 2µ. 
1,, 
into is one-to-one. That this map is continuous may be seen in 
the following way. 
For any ~ < 0 , there exists a trigonometric polynomial (for 
example, the Bochner-Fejer polynomial, see Besicovitch [24], pp. 46-51) 
p(t) = p C e Mr iCn,S)t 
In =O n n 
with rational coefficients pn depending only on ~, n and 
sl' ... ' sk and satisfying 0 < p < l, such that 
n 
l~Ct)-pCt)I < e: for -oo < t < oo. 
Moreover if we replace ~Ct) by any function X(t) in its closed 
hull and the Fourier coefficients of ~(t) by the corresponding 
Fourier coefficients of XCt) then this inequality continues to hold. 
We can now choose 6 = o(E) > O , so that if 
1-r'.-T'!I < 6 Ci= 1, ... ' k) 
1,, 1,, 
the first C2M+l)k Fourier coefficients of ~Ct, T 1 ) and ~Ct, -r") 
satisfy 
lc'-c"I < n n 
E.: Cini= o, 1, ... ,M). 
Then the corresponding trigonometric polynomials satisfy 
IP' Ct)-p" Ct) I < e: for -oo < t < oo 
and hence 
,~ct, T 1 )-~Ct, -r")I s 3e for -00 < t < 00 
Since the cube C is compact the inverse map -1 T is also continuous. 
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Therefore the map 1 ~ ~(O, 1) maps C homeomorphically onto a subset 
of Since thi s map is C' , Lemma 3.5.l ensures that ~ (0, 'T) 
'T 
has rank k for some T = T0 , say. Thus 
~'T" ( o, T 0) , ~ ( o, T 0) , .•. , ~ ( o, -r ) 
~l 'T2 1 k O 
satisfy the conditions of Lemma 3.4.1. Hence 
k s n . 
3.7.1. 
In order to compare Theorem 3.6.l with Cherry's result (§3.2.1) 
we will consider the latter to be split up into two parts. The first 
part of the result is that an autonomous holomorphic differential 
equation in RP with a non-negative integral invariant and a 
p-dimensional compact invariant set can have only quasi-periodic 
solutions within this invariant set. Moreover the spatial extension 
of these solutions . holomorphic and the Jacobian is non-zero. lS 
The theorems of Chapter II guarantee that any almost periodic 
solution has at most p - 1 basic frequencies, but only in the case 
p - l basic frequencies do they guarantee that the solution must be 
of 
quasi-periodic. We will in a moment give an example of an autonomous 
equation in R 3 with a positive integral invariant and a 3-dimensional 
compact invariant set which contains an almost periodic but 
non-quasi-periodic solution. This equation is not holomorphic, but its 
existence certainly throws some doubt on this part of Cherry's result. 
The second part of the result indicates that in the case of a 
Hamiltonian system the number of basic frequencies is no more that 
~ Our theorem proves this result under much less stringent 
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hypotheses on the solutions and on the equation. 
3.8.1. 
We now discuss some results related to Cherry's Theorem of §3.2.1 and 
compare them with it. By Poincare's recurrence theorem, it follows 
from conditions {ii) and {iii) of Theorem 3.2.l that solutions of 
(3.2.1.1) with initial values in~ return arbitrarily closely to 
their initial values after a finite time. Cherry calls such solutions 
"quasi-periodic" in [4], p. 47, in contrast with his description of the 
solutions of the form (3.2.1.2) as "quasi-periodic". 
Earlier in [2], Birkhoff had considered a more restrictive class 
of functions. He defined f(t) : R ~ RP to be recurrent if corresponding 
to each s > 0 there is a number T(s) such that, for any t 1 , t 2 
there is a t
3 
E [t1 , t 1+T(e:)J such that 
lt(t 2)-t(t3) I < s. 
Although those recurrent motions which he constructed for holomorphic 
systems were quasi-periodic he did construct a non-holomorphic system 
with "discontinuous" recurrent motions which were not quasi-periodic 
and he conjectured that holomorphic systems with such solutions did 
exist. 
Various authors constructed such systems. Littlewood [76] and 
[77] produced a complicated result which Levinson [74] managed to simplify 
considerably. Levinson showed that the equation 
y" + p(y)y' + y = csint 
with p(y) some polynomial, had discontinuous recurrent solutions 
inside its invariant set . Therefore the autonomous system 
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x' - x2 -1 
x' = - p (xl)x2 - X - cx3 2 l 
x' = x4 3 
x ' = x3 4 
has a 4 dimensional invariant set , and has recurrent non-quasi-
periodic solutions. Furthermore this system is holomorphic. Although 
this equation does not seem to have an integral invariant this example 
also casts some doubt on Cherry's result . 
In Chapter II we saw that an almost periodic solution of 
(3.8.1.1) X 1 = i,µ (X) 
where x ERP and i,µ(x) satisfies sufficient conditions for the 
solutions of (3.8.1.1) to be uniquely determined by their initial 
conditions has less than p elements in its frequency basis. However 
this basis is not necessarily integral, that is the solution is not 
necessarily quasi-periodic. Only when the frequency basis contains 
precisely (p-1) elements is the basis integral and the almost periodic 
solution quasi-periodic. 
For p = 2 the classical Poincare-Bendixon theory (see Hartman 
[70], Chapter 7) asserts that the only recurrent solutions, and hence 
the only almost periodic solutions of (3 . 8.1 . l) are periodic, but the 
proof depends on the Jordan curve theorem, a topological peculiarity 
of the plane. For p = 3 we have the results of Denjoy [6] who 
examined the solutions of (3.8.1.1) on a torus (a 2 dimensional 
manifold without the Jordan curve property). He found that there were 
three types of recurrent motions: 
(i) periodic solutions; 
·------------------------------------------------ ........... 
4.7 
(ii) quasi-periodic solutions with two basic frequencies; 
(iii) non- almost-periodic solutions. 
Oenjoy showed that a sufficiently strong condition of differentiability 
on the right hand side of equation (3.8.1.1) excluded case (iii). 
However this does not suffice for p ~ 4 and it seems unlikely that 
any differentiability condition (even holomorphicity) can exclude 
non-almost periodic solutions in the general case. 
In the next section we give an example of an autonomous equation 
in R 3 satisfying conditions (ii) and (iii) of Cherry's Theorem which 
has periodic solutions with arbitraryly long periods, quasi-periodic 
solutions with two basis frequencies and an almost periodic solution 
with a one term non integral frequency basis (that is , an almost 
periodic solution which is not quasi-periodic) . This example is based 
on a suggestion in Cartwright [727]. 
3. 8 . 2. 
The example mentioned above will be given implicitly by defining 
a continuous flow on a subset of R 3 whose orbits are the above 
mentioned solutions . 
More precisely, let X c RP. Suppose that for each t ER and 
for each x EX 
X = cp (x, t) 
is a homeomorphism of X ~ RP , such that 
( i ) X = cp (X, 0) , 
(iii) cp(x, t) is continuous in x and t. 
Then ~(x, t) defines a continuous flow on X. The set 
t E R} 
is called the orbit of 
3.8.3. 
Let 
consider 
and 
defined 
where 
and 
xl' x2 be coordinates in R2 . In the (xl' x2) 
the sequences of circles 
co cl 1 n n en C2, . . . ' Cl, C2, . . . ' 
' l' n' 2 
so 1 1 n n Sn Sl, S2, . . . ' s1, S2, . . . ' 
' n' 2 
inductively by the following formulae: 
(xi-a;r 2 2 . 2' n + x2 = r 1., = 1, . .. ' 2 n ' 
s~ 1., (xi-a~] 2 + 
d~ = 1., 
2 c:nr . 1, 2, x2 = 1., = 
' 
do 
= 2 
dl 3 
= -1 2 
dl 5 
= 2 2 
n-1., l 
di+l- 2n-l ' odd, 
2 2 
n-1., d. -1., 
2 
1 
2n-l ' 
2 
even, 
n 
. .. ' 2 ' 
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plane we 
J 
and where 
Then it follows that 
r 
n 
ro 
r 
n 
= 
= 
r 
n-1 
22 ' 
1 . 
and that . i, = 1, 2, . . . ' 2n , assumes each of the 
Clearly 
s~ C c~ 
' 
for all n and all 1,, 
' 1,, 1,, 
c~+k s~ for 2k (i 0-1) + 1 < < 2k. C ' 1,, 1,,0 1,, 1,, 0 
and for each n 
. . . ' 
are pairwise disjoint. The circles 
are illustrated in figure 3.8 . 1 . 
' 
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values 
n+l sn+l 
' S 2i-l' 2i 
For each n and a given value of t we define a homeomorphism 
~I(x1 , x2 , t) of the (x 1 , x 2) plane into itself, as follows 
( (a {p ) t 1 
n l n n J d.+pcos l + 8 
i, 2n+ 
' 
----
--------------------------------------------- ----
I 
where 
and 
I I 
-~/ 
__., 
--
Figure 3.8.1 
n d.+p cos8 
i, n 
P sin8 
n 
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( n -2n-l j'l di+2 , 0 
Since the discs 
a (p) = 
n 
( 
1 
p-p 
0 
p-p 
e 1 
0 
. . . ' 
-2n-3 
, ~ < p0 = 7.2 
' 
p < p < p 
0 1 
are pairwise disjoint then the 
composition homeomorphism 
n n 
~n - ~lo ~2 o ... o 
n 
~ n 
2 
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maps the discs inside the circles S~ into themselves with a constant 
1,, 
angular rotation 
between s~ and 
1,, 
t 
2 
c~ 
1,, 
remain unaltered by 
which smoothly decreases to 
for . 1,, = 1, 2 ' . . . ' 2n . 
2n 
u c~ 
i=l 1,, 
~ 
n 
Now consider the composition homeomorphism 
0 over the annulus 
All points outside 
and the homeomorphism of R 3 onto itself engendered by the rotation 
.... , where 
We will next consider the action of .... o ~n on the (x1 , x 2) half 
_l 
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plane X :::: 0 1 for 0 < t < 27T and see that this implicity defines a 
continuous flow. 
We observe immediately that points inside the circles are 
rotated through an angle 
( l l l j tl- + ~ + ... + l = 2 2 2n+ 
00 
and that ~ o ~ is C 
n 
This homeomorphism rotates all points outside and on c0 about 
the axis through an angle t . Hence as t varies from 0 to 
2TI, c0 describes a torus TO and the points on c0 describe circles 
about the axis. Thus this torus will be an invariant set for our 
flow. The points in the annulus between c0 and s0 remain at the 
same distance from the common centre of these circles and, as t 
increases from O to 2TI describe either a periodic or quasi-periodic 
orbit according as to whether a 0 (p) is rational or irrational for 
that radius p. All of the points inside and on s0 but not inside 
C~ or c; , with the exception of do describe periodic orbits with 
period 4 TI • Furthermore the circle ci 
1 d t C
l f is mappe on o 2 , or 
t
. 
= 2TI , which in turn is mapped onto C l f 1 , or t - 2TI , in such a 
way that for t - 4TI the points of C~ are mapped back onto themselves. 
That is, we have an invariant "torus" which "twists" twice around the 
At the n-th stage all of the points in the annulus between 
n-1 C . and S~-l remain at the same distance from the common centre of 
'Z, 'Z, 
) 
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these circles and define a periodic orbit or a quasi-periodic orbit 
with two basic frequencies, depending on whether the angular rotation 
lS a rational multiple of t 
' 
that is, whether 
ao [~o) al (Pl) an-1 (Pn-1) 
2 + 22 
+ . . . + 
2n 
is rational. All of the points inside and on n-1 s. 
'Z, 
but not inside 
or 
n C2i , with the exception of 
n-1 d. , describe periodic 
'Z, 
orbits with period 2n+l Tr • The orbit through n-1 d. has period n 2 Tr • 
'Z, 
n 
mapped onto each circle the c2i-1 is in succession in set 
{c: . 1, 2 ' 2n} although not necessarily . order, and for 'Z, = in . . . ' 
' 
t = 2n+lTI the points on n c2i-l return to their initial positions. 
Thus describes an invariant "torus" 
d th · 2n ti'mes. aroun e x 2-axis 
T 
n 
say which "twists" 
' ' 
Now every point in R 3 is the unique consequent of a point in 
the (x 1 , x2) half plane x 1 > 0 for some t . The group property 
of rotations thus yields a homeomorphism of R 3 into itself (which 
is too complicated to write down explicity) and its action on the 
half plane x 3 = 0 , x 1 ~ 0 is precisely .'.:: 0 '!' n 
Going over to the limit as n ~ 00 it follows that the limit is a 
continuous mapping of the torus TO into itself. We will obtain an 
expression for the orbit of . dn. . . lim , which is the only orbit which 
'Z, 
may be neither periodic nor quasi-periodic. 
For the orbit of do , we have 
00 xl = 2cost x2 = 0 x3 = 2sint . 
' ' 
For the orbit of d' 2 , we have 
01 xl = 2 ( l + l t] 22 cos2 cost 
2 t 
x2 = sin 22 2 
2 (1 l cos ;] sint x3 = +- . 22 
For the orbit of d2 
4 
, we have 
( l t l t'l 
02 xl = 2 l l + 2 cos -+ - cos 2 j cost 2 24 2 2 
( 1 t l . 
:2] x2 = 2 l22 sin -+ - sin 2 24 
( l t l 
cos t2] sint x3 = 2ll + 2 cos + . 2 24 2 2 
For the orbit of dn 
2n 
0 2 ( l l t l __!__)cost xl = + - cos + ... + -- cos n 22 2 22n 2n 
(3.8.3.3) 2 () sin !+ l 2!] x2 = . . . + sin 2 22n 
+ 2( l + l t l .!_) sint x3 - cos -+ . . . + -- cos 22 2 22n 2n 
It follows immediately, as noted above, that the points 
. . . ' dn all lie on the orbit 
2n 
0 
n 
and all of the points on 
this orbit have period 2n+lTI for n = 0, 1, 2, .... 
We will now show that the limit of the set of orbits O as 
n 
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n ~ 00 is almost periodic. This follows from expression (3.8.3.3). 
However we will also show it directly. Corresponding to any € > O 
choose n so -chat 22n-2 < e; • If is the limit of the set 
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. dn and hence the orbit of 
2n 
approximates the orbit of 
When t = 0 , 
boundary en Hence 
2n 
by \!' (x' t) 
sup 
and dn both belong to the disc with 
2n 
denoting the limit hcmeomorphism defined above 
n ) 
< E: 
-oo<t<oo 
\!f(xo, t)-'¥(x0 , t+q2 Tr j 
for all integers q . Hence \!'(xo, t) lS almost periodic. It 
follows immediately that this almost periodic motion cannot have an 
integral frequency basis. 
It remains to show that there is a non-negative integral 
invariant. It follows from (3.8.3.1), (3.8.3.2) and (3.8.3.3) that 
is such an invariant. 
The above example has the three different kinds of almost 
periodic motions allowed by Theorem 2.3.5 and §2.4.6 of Chapter II, 
namely quasi-periodic solutions with one basic frequency (periodic 
solutions), quasi-periodic solutions with two (2 = p - 1) basic 
frequencies and an almost periodic solution with one (1 < p - 1) 
basic frequency which is not quasi-periodic. In this case there are 
no other recurrent solutions but such solutions are not necessarily 
excluded by the compact p-dimensional invariant set and the integral 
invariant. 
4.1.1. 
CHAPTER IV 
REDUCIBILITY AND QUASI-PERIODIC SOLUTIONS 
FOR HOLOMORPHIC QUASI-PERIODIC LINEAR SYSTEMS 
In this chapter we are concerned with the linear differential 
equations 
x' = Ax + P (q> )x 
(4.1.1.1) 
q) I = W 
where n X E- R ' q) E- JfTl ' A is a constant n x n matrix, w lS a 
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constant vector in ~ and the n x n matrix P(cp) is holomorphic and 
periodic in (j) • 
' 1,, 
with period 2TI for . 1,, = 1, . . . ' m . Thus we are 
considering a quasi-periodic system. When A, P(q>) and w satisfy 
certain conditions we prove the existence of quasi-periodic solutions. 
Our proof uses the method of accelerated convergence to overcome the 
so-called "small divisors" difficulty. 
4.1.2 . 
We define the norm of a column vector . . . ' 
lxl = E Ix I a 
a 
We define the norm of a row vector k = (k1 , ... , km) by 
jkj = max 
a 
Then for the scalar product 
we have the obvious inequality 
I k I . a 
k X 
mm 
X ) 
m 
by 
I (k, x)I S lkl · lxl · 
Finally we define the norm of a matrix 
A = 
by 
[A I -
4.1.3. 
max 
s 
a 
nn 
c:..7 
In the course of finding such a reduction of the given system of 
differential equations we will be led to consider, at each step, 
matrix equations of he form 
(4.1.3.1) (~~' w] + UA - AU= C(cp) 
where represents We will do this by trying to find 
a solution with Fourier series 
00 
U(q,) I\J l U ei(k,<P), 
lkf=o k 
and by equating coefficients we obtain equations of the form 
That is we have the general linear matrix equation 
This equa~ion has a unique solution if and only if A1 and B1 do 
not have any common eigenvalues. 
_r. 
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4.2. 1 THEOREM. 
Suppose 
(i) A= diag(A1 , ... , An) is a real diagonal matrix with 
distinct eigenvalues; 
(ii) P(~) is an n x n matrix function of the m-vector ~ 
which is real for real ~,·has period 2TI in each 
coordinate ~ and which is holomorphic and satisfies the 
a 
inequality 
in the strip jrm~I < P; 
{iii) w is a real m-vector such that for all integral 
m-vectors k # o 
where L > m and y > O. 
Then the partial differential equation 
(4.2.1.1) (~i, w) + UA - AU= P(cp) 
has a solution which is real for real ~, has period 2TI in each 
coordinate ~a and which is holomorphic and satisfies the inequality 
1uc~)-uol -1 -L s cy o M , 
. the strip 11~1 < 6 (6 < l) J where -in - p -
l I:IT ... rIT VO = 0 U(~) d~l ... d~ ( 2TI )m m 
. the mean value of U(~) and C (m, L) > 0 • -is C = 
Proof. Let 
- ------------------------------------------~ .......... 
be the Fourier expansion of P(~) , so that 
p = k 
1 I2TI 
(2TI )m 0 
d~ . 
m 
By shifting the lines of integration to Im~ = + p , where 
a a 
\ p < P , we obtain 
"' a 
We look for a solution of (4.2.1.1) with the Fourier expansion 
Substituting in (4.2.1.1) and equating coefficients we obtain 
Thus if we write 
p = (p(k)l 
k as ' U 
= (u(k)l 
k as ' 
then 
= a, S = 1, ... , n. 
Since P_k = pk it follows that u_k - Uk Also for k -f:. 0 -
(k) 
< 
(k) /1<k,wll a, B - 1, uas - Pas ' - ... ' n ., 
and hence 
It follows that for jim~I < p - o 
I uc~ )-uo I l 1 k-f:.O I (k ,w) I 
-oikl e • 
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It remains to establish the convergence of the series on the right and 
obtain a sharp estimate for its sum. 
9 
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Let K. denote the set of all integral vectors k such that 
J 
2 -j-2 < I Ck, w) I S 2 -j-1 (j = 0' 1 , ... ) 
-1 
< I ck, w) I (j 1) 2 = 
Every non-zero integral vector belongs to one and only one set K. . 
J 
Hence 
00 
s = l 1 -oikl = 
k-:f.O I (k,w)j e 
00 
-olkl < l 2j+2 l - e . j=-1 kEK. 
J 
For k E /( • and . 0 ' 1, J = J 
and hence 
I I = (2j v) 1/T . k :::a. I J 
yjk1-k2 1-T < l (k1-k2 , w) I 
< I ( k i , w) I + I ( k2 , w) I 
For any k E Kj let Wk denote the open cube with centre k 
and sides parallel to the axes of length a. . These cubes are disjoint 
J 
since y E Wk n wk implies 
l 2 
< lk1-k2 1 < jy-kll + IY-k2I < 1 1 a. 2a. + 2a. = a. - -J J J J 
Let denote the number of k E K. J 
such that 
la . s I k I < ( l+l )a . ( Z = 1, 2, ... ) . 
J J 
The corresponding cubes 
which has volume 
w k lie in the set 
(l-i)a. < IYI < (l+~)a. 
J J 
[C 2l+3 )m- (2l-l )J a~ . 
J 
Since each cube has volume m a. this gives 
J 
by the mean value theorem. Since 
m m-1 
V jl s 5 ml . 
Therefore 
00 
e-olkl < \ ,1 £. vJ. le 
l=l 
-ala. 
J < 
00 
I 
Z=l 
-8a. 
it follows that 
-ala. 
m-1 J l e 
Put q = e J Since takes its maximum value for 
1 1 
2tlog q = m - l 
and hence 
we have 
00 
l 
l=l 
m-1 l l q 
00 
l 
l=l 
< ( m }m-1 I 
log IJ l=l q 
l/2 q 
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The number of k with . lS 
m-1 s 4m(2r+l) 
m-1 m-1 
s 4.3 m r . 
Therefore, when J = -1 , 
I e-o[kl 
I ck ,w) I >2 
00 
m-1 \ m-1 -or 
s 8m • 3 l r e 
r=l 
It follows from the definition of a. that 
J 
00 • (oa./2 ]-1 
s - s_
1 
s csmr jL 2J+2 (oa) 1 -m e J -1 
00 
= ( 5m )m l 2j +2 ( 2j + 1) ' 
j=O 
where 
g ( t ) = [ 0 ( y t I 2 >1 / TJ 1 -m [e i 8 ( y t I 2 >1 / T - ~ -1 . 
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Since 2j+2 - 4(2j+l_2j) and g is a decreasing function this implies 
_ r. 
s - s 
-1 
since L > m . 
Similarly 
< ~(5m)m ~ g(t)dt 
1 
= 8(5m)m,Y-l6-T ~ v'-m[ev 12-1}-1dv 
0 
r ]m r 1 1-m 
< 161 3m r ij (e c5 / 2 - 1) - l 
S -1 3 \. 2 ~2 
Thus, for c5 < 1 it follows that 
-1 -T S s cy c5 • 
This proves that U(~) is holomorphic and establishes the estimate 
for U(~) - u
0 
• 
4 2. 2. 
Consider now the system of ordinary differential equations 
x' =Ax+ P(~)x 
(4.2 . 2.1) 
~· - w 
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where A, P(~) and w satisfy the hypothesis of Theorem 4.2.1. Thus 
Let D(~) be the diagonal matrix with the same diagonal elements as 
P(~) and let D0 be its mean value. As in Theorem 4.2.l we can find 
a matrix U(~) such that 
( 3~, wj + UA - AU ~ P(4)) - D 
Its mean vale u
0 
must satisfy 
If 
this equation has the solution 
for a f. S , 
O for a= S . 
Thus 
M 
< -
- r 
0 
The remaining Fourier coefficients of U(4)) are unchanged and thus 
we obtain 
The change of variables 
x = [I+U(4))]x 
transforms (4.2.2.1) into a system 
-x , = Ax + Pc 4) )x 
(4.2.2 . 2) 
of the same form, where 
Thus if lvl < i then 
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1 
Moreover if o # B 
I PI < j ( I +U ) - l , j U I ( I PI + I Do I ) 
< 4MI vi . 
IA -A I -a S 
> r - 2M • 
Let E be any number such that 
O < E: < min(l, p, -!r) . 
. 
8 <o < e < 1) so small that if (-~ i e. = e 2 Choos e 
Put 
00 
I j=O 
00 
l j=O 
00 
l 
j=O 
J 
e. < .!.s 4 J 
e~l'r 
J 
e . 
J 
p . = p 
J 
e: 
< - where 
a 
< E:/p where 
(Sl/T a o + 
a = (Bc/y)l/T 
00 
p - n (1+te .) 
j=O J 
el/Tl + . l J - > 0 ' 
. . . + e . 1 ) > o , J-
65 
then 
and suppose that the system (4.2.2.1) satisfies the above conditions 
with M, P, r replaced by 2 e ., p., r .. 
J J J 
We will show that the 
transformed system (4.2 . 2.2) satisfies the same conditions with 
M, p, r replaced by 2 8j+l' pj+l' rj+l. Thus we take 8 = ae~lt . J 
By the definition of a we have for jrm~I s Pj+l , 
. y> • > 88 . Thus ju. ii < .!. and hence since -
- 2 J J J+ 
jP. 11 21 e~ 2 < 48 '48 . = = e . i J+ J J J J+ 
Moreover 
- ~ 
28~ min l\1.-AS[ > y>. :::. y> • 28. = y> • 1 . 
atS J J J J J+ 
It follows that if in the original system (4.2.2.1), M < 82 
then the above transformation can be repeated indefinitely. We will 
now prove the existence of a limit system. We have 
where 
Since 
A. 
J 
I = x. 
J 
A .x . + P . ( 4) )x . 
J J J J 
- A + D(l) 
0 + . . . + 
for < p. it is obvious that as . J -+ 00 ' 
J 
00 
uniformly for 1Im4)j < Poo = P - a l 
< 8~ the existence of the limit 
J 
B = lim A . 
j--w> J 
s=O 
81/1 
s 
Since 
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is also assured and I B-A I < E: • Finally we have x = T. (4) )x. where 
Suppose that for some J 
j-1 
(I +U .) 
J 
IT . , s n ( l +t e ) . 
J s=O 8 
With the convention T0 = I this is certainly true for 
T . l = T . ( I +U . ) J+ J J+l 
J J 
. J = 0 • Since 
1 
it follows that 
J IT, 11 ~ IT,I I (I+U. 1) I < r-T (1+!8) . 
J+ J J+ s=O 8 
Therefore for lrm~I < p
00 
we have 
for all . J • 
Hence 
IT. 1-T .1 < IT .11 u. 1 I < J+ J J J+ 
Thus the series I{T. l(~)-T .(~)} 
J+ J 
converges uniformly for 
The sequence {T.(~)} converges uniformly in the same 
J 
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strip. Its limit T(~) is holomorphic, is real for real ~ , and has 
period 2TI in each coordinate. Moreover, the partial derivatives 
aT. 
_J 
d~ converge uniformly to 
From 
a 
T. l - I= T. - I+ T.U. l J+ J J J+ 
we obtain 
00 00 
IT-II < I I T · 11 u · 1 1 < tP l e · < s · j=O J J+ - j=O J 
Hence the matrix T(~) is invertible and 
-1 
x. + y = T (~)x as 
J 
. J + 00 • 
Differentiating the relation X = T .x. 
J J 
we obtain 
XI = _J_ w X • + T .x '. . [
aT. l 
d~ ' J J J 
Hence, letting J + oo 
Differentiating the relation x = Ty we obtain 
raT ] 
X , = l d (p ' w y + Ty I • 
Comparison of these two expressions for x ' gives y' = By . Thus 
the change of variables x = T(4))y transforms the system (4.2.2.1) 
i nto the autonomous sys tem 
y' = By 
'P' = w 
Summarizing the above we have proved 
THEOR EM 4.2. 2. 
Suppose 
(i) A = L >. 1 , .. . , AJ is a r eal diagonal matrix with 
min 1>-a->-sl > r > 0; 
a;tS 
(ii) P((p) ~s an n x n matrix function of the m-vector 4) 
which is real for real 'P, has period 2TI in each 
coordinate (pa, and which is holomorphic and satisfies 
the inequality 
IP( 'P) I S M for I Im4) I S p ( p > O) ; 
(iii) w is a real m-vector such that for all integral 
m-vectors kt O 
!Ck, w)I::: Ylkl- 1 (T > m, y > O) . 
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Then for any E such that O < € < min(l, p, }r) there exists an 
(explicitly computable) absolute constant M0 = M0 (m, T, Y, ~) with 
the property that if MS M0 the quasi-periodic linear system 
x' = [A+P(wt)]x 
has a fundamental matrix of the form 
tB X(t) = [I+U(wt)]e , 
where 
( ,,· J , B r,- j 
V = Lll l' ... ' µn i.s a real diagonal matrix with 
(ii) , 
IE-A I < E; and hence -
. 
lµa-llsl > r - 2E > 0 . min - ., 
a;tS 
U(c.p) . n x n i.s an matrix function of the m-vector c.p 
which . real for real has period 2TI in each i.s c.p ., 
coordinate c.pa ., and which is ho lomorphic and satisfies 
the inequality 
IV(c.p)I < E for I Imc.pl < p - s . 
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4. 3. l THEOREM. 
Suppose 
(i) A is a real constant n x n matrix with eigenvalues 
A ., a = 1, ... , n ; 
a 
(ii) P(c.p, ~) i.s an n x n matrix function of the m-vector c.p 
and the n x n matrix ~ ., which is real for real c.p and 
~ ., has period 2TI . each coordinate and which 
. 
i.n c.p a 1,. s 
holomorphic i. n c.p and ~ and satisfies the inequality 
IP(c.p, ~)I< M 
. the cylinder i.n 
I Imc.p I < p ., (p > 0 ) ., -
I r,: I s 0 . ., 
(iii) w i.s a real m- vector such that for all integral m-vectors 
k i- 0 
where Td > m and y > O. 
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Then the partial differential equation 
(4 . 3.1.1) (~~' w] + UA - AU = P(<j>, I;) 
has a solution which is real for real ~ and ~ ~ has period 2TI in 
each coordinate ~a and which is holomorphic and satisfies the 
inequality 
in the cylinder 
I Im~ I S P - c5 ~ I ~ I < o 
where 
~s the mean value of U(~, ~) ~ c = c(m, T, A)> O and d is the 
square of the order of the largest block in the Jordan decomposition 
of A . 
To avoid interrupting the proof of this theorem we will prove a 
preliminary lemma . 
4. 3.2 LEMMA . 
Under the hypotheses of Theorem 4 . 3.1~ for 1Im~I < P - c5 ~ 
(4.3.2 . 1) 
where 
and TI. ~ 
J 
ScM 1 
2 
n 
I -olkl -do l e I TI • +i ( k , w ) I j=l I k T ;tO J 
I A - A +i ( k , w ) I < 1 l-l \) 
1 ' I A - A +i ( k , w ) I ::: 1 ~ l-l \) 
j = 1, 2, ... , n2 ~ takes each of the values A l-l A in turn. \) 
Proof. Choose the non-singular n x n matrix C so that 
. 
A' = C- 1AC 
is the Jordan canonical form and write 
U' = c- 1uc 
P' = C- 1PC 
Let 
P' (4)' ~) '\; l Pk(s)ei(k,4)) 
k 
be the Fourier expansion of P' (4), s) so that 
(2~r (TI r2TT s)e-i(k,(f))d(pl Pk(s) = J 0 P' (4)' d(f) . m 
By shifting the lines of integration to lm(p = + Pa where l pa a 
Cl 
we obtain 
we look for a solution of (4.3.1.1) with Fourier expansion 
Substituting in (4.3.1.1) and equating coefficients we obtain 
(4.3.2.2) 
It follows from condition (iii) of Theorem 4.3.1 that the 
eigenvalues [A'+i(k, w)] and A' are distinct . Therefore the 
matrix equation (4.3.2.2) has a unique solution. Thus 
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< p 
-
where Aµ is a multiple eigenvalue of A of order r , ]J I is the r ]J 
r x r µ µ unit matrix and 
z 
r 
z 
µ 
r µ 
= 
nilpotent matrix lS the r x r µ JJ 
0 l 0 0 
. 0 l 
0 
0 
0 . . . ;J 
We obtain, for the corresponding (µ, \))-th block of (4.3.2.2), 
( 4 . 3. 2 . 3 ) U [" I + Z +i ( k , w ) I J µ\) µ r r r µ µ µ [" I +z JU = P v rv r µv µv 
where 
order 
u }l\) 
r µ 
lS the 
X r 
\) and 
(µ, V)-th block of the matrix 
p . the corresponding (µ, lS }J\) 
U' k and is of 
v)-th block of 
matrix P' k and lS of order r 
X yi We write u 
a' Pa for the µ \) 
rows of u and p respectively and }J\) µ\l 
J (A)= AI + Z p p p 
Then (4.3.2.3) reduces to 
(4.3.2.4) 
P + u l ' a a- a = 1, ... , r , V 
This system of equations has the solution 
u = ~ ~- l (A - A +i ( k , w ) )] 8 p 
a ' r µ \) a-s+l · 
s=l µ 
Therefore taking into account 
I Z 
_E_ _E_ p-1 
- "\ - + ... + (-1) 
/\ A 2 
it follows that 
{ -d} < I A - A +i ( k ' w ) I l . I p I µ \) µV 
where 
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I 
t 
the 
a-th 
Hence 
( I A - A +i ( k ' w ) I > 1 1 · ' µ \) -
dl = J lr r 
' 
I A - A +i ( k ' w ) I < 1 . µ \) µ \) 
[u;J s max {IA -Av+i(k, w)[-d0}[Pk[ 
lJ,\) µ 
It follows that for [Im~I ~ p - o 
2 
n 
< CM I 
1 . 1 J= 
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since A - A can only assume a finite number of values, TI. , µ \) J 
j = 1, 2, 2 ... ' n , say. 
4 .3. 3. 
Proof of Theorem 4.3.1. It remains to establish the convergence 
of the series on the right hand side of (4.3.2.1) and to obtain a 
sharp estimate for its sum. It follows from Lemma 4.3.2 that we need 
only estimate 
Let K. (j = -2, -1, O, 1, ... ) denote the set of all integral 
J 
vectors k such that 
-j-2 [n+i(k, w) I -j-1 (j 0 ' 1, . . . ) 2 < < 2 = 
' ' 
-1 
< ln+i(k, w) I (j -1) 2 < l = 
' ' 
1 < jn+i(k, w) I (j = -2) 
' 
Every non-zero integral vec or belongs to one and only one set 
K. . Hence 
J 
s = 
= 
00 
I e-olkl j1r+i(k, w)l-1 + l l -a I k I I · 
1
-a e rr+i(k, w) 
kEK_2 j=-1 kEKj 
< 2 I 
kcK uK 
-2 -1 
e 
-o I k I 
It follows from the proof of Theorem 4.2.1 that for ~he first sum 
(4.3.3.1) -m < C O • 
- 2 
We estimate the second sum in the following way. 
For 
hence 
hence 
k E K. , 
J 
j = o, 1, 
. . . ' 
yjk1-k2 1-T s l{rr+i(k1 , w)}-{rr+i(k2 , w)}j 
< 1 rr+i ( k 1 , w) I - j n+i ( k 2 , w) I 
. 
-J 
< 2 
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For any k E Kj let Wk denote the open cube with centre k and 
sides parallel to the axes of length These cubes are disjoint a . . 
J 
J 
_f 
since y E Wk n wk implies 
1 2 
a. < !k1-k2! < IY-k11 + IY-k2I 1 1 _ - - < 2a. + za. -J J J 
Let 
-vjZ denote the number of k E K. such that J 
Za . < I k I < ( Z + 1 )a . , ( Z = 1, 2 , ... ) . 
J J 
The corresponding cubes Wk lie in the set 
( Z-! )a . < I y I < ( Z+i )a . 
J J 
which has volume 
Since each cube has volume m a. this gives 
J 
"Vjz S (2Z+3)m - (2Z-l)m s 4m(2Z+3)m-l 
a. . 
J 
by the mean value theorem. Since 3 2 + y < 5 it follows that 
m m-1 \) jl s s mZ . 
Therefore 
-cSZa . 
J < 
00 
-6Za. 
m-1 J Z e l 
Z=l 
-ca. 
Put q = e J Since takes the maximum value for 
!t l log - = m - l we have 2 q 
00 00 
l m-1 Z l (zm-lqZ /2} qZ/2 l q = 
Z=l Z=l 
and hence 
.......... 
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_,. 
It follows from the definition of a. that 
J 
where 
Since 
00 l oa 12 . -1 
S - s_
1 
"'.: (Sm)m I 2(J+2 )d(cSaJ.)l-m e j -1 
j=O 
00 
m \ 2 (J+2)dg( 2 (J·+1)d) , = (5m) t 
j=O 
( tl/d)l/T 
[ ( 
tl/d 1/TJl-m[ ioly 2 j 1-l g ( t ) = c5 y 2 j e · - lj . 
22d (2 (j + l )d _2Jd1J 2(j+2)d = ~---~~~~-
22d_l 
and g is a decreasing function 
this implies that 
m 2d F 
< (Sm) 2 J g ( t )dt 
2d-l 1 
(5m)m22d {, [ [ys]l/T]l-m[ !o[y2s]1/1: ~-1 d-1 
< c5 - e -1 s ds 
2d-l l 2 -
[ 
-rd-m r .!v -1-1 s c 1 v Le2 -lJ dv , 0 
< oo, provided -rd> m , 
Thus combining this estimate with (4.3.3.1), it follows for 
8 < l , i:hat 
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_f 
"'-d -td S s cy cS • 
This proves that U(~) is holomorphic and establishes the estimate 
for U(~) - u0 • The fact that U(~) is real for real ~ and s 
follows from the corresponding property for P(~, s) . 
4.3.4. 
Consider now the system of equations 
x' =Ax+ [P(~, s)+s]x 
(4.3.4.l) 
~I = W 
where A, P(~, s) and w satisfy the hypotheses of Theorem 4.3.l. 
Let 
1 r2TI (2TI P 0 (s) = J 0 J 0 P(~, s)d~1 ... d~m ( 2TI )m 
be the mean value of P(~, s) . As in Theorem 4.3.1 we can find a 
matrix U(~, s) such that 
(~~' w] + UA - AU= P(<j), I;) - Po(I;). 
Its mean value Uo(s) lS zero. Thus we obtain 
I I -d -td U ( ~ , s ) < cy cS M 
for I Im~ I S p - cS and I s I S o . 
The change of variables 
X = [I+U(~, s)Jx 
transforms (4. 3. 4.1) into a system 
"' , 
X = Ax+ [P 1 (~' s )+~Jx 
(4.3.4.2) 
~I - w -
of the same form, where 
(4.3.4.3) 
.......... 
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_ ( 
(4.3.4.4) 
"' We will show that (4.3.4.4) can be inverted to obtain ~=~Cs) and 
consequently 
is holomorphic in s. Differentiating (4.3.4.4) 
Isl < a 
and applying Cauchy's estimate 
Then, provided that 
(4.3.4.5) 
Therefore . the mapping 
M 2 
< _!!:_ for 
a 
2 
"' a~ 
~-
a M < --
- 2 
4n 
I < l -
- 2 
"' 
a 
2 
~ -+ ~ is one-to-one I~ I a for By < -- 2 
Theorem 116~ Littlewood [75] the values ~(s) for Isl < ~ fill a 
simply connected domain 6 and there exists an inverse function 
"' 
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s(s) , which is holomorphic and one-to-one and maps 6 onto the disc 
Isl < ~ The circle I t'' - 02 . d h J d s is mappe onto t e or an curve 
"' 
the boundary of 6 . The points s of r satisfy 
"' Isl > a 2 M = R , say. 
r , 
Also the point s(O) lies in the disc D ,~,SM and also in 6 
If the whole disc D did not lie in 6 then the boundary r of 6 
would contain a point of D. At this point 
t The proof carries over to vector or matrix functions . 
0 
2 
MS M, 
which is a contradiction of o > 4M. 
-Therefore ~(~) is holomorphic in 
j ~ I SM , say, 
and in this region 
Isl s 2M 
and 
Thus, if lvl < 1 - 2 l ~, and SM , 
IPI < I CI+u)-1 1- lvl. c /Pl+lsl+l~I) 
< 8M I U / • 
Let E be any number such that 
0 < e; < min(l, p) . 
Suppose o < 1 and choose 8 (o < 8 < 0(2n)- 4) so small that if 
. 
(ii 8. = 8 2 then 
J 
00 
l j=O 
00 
l j=O 
00 
l j=O 
e. 
J 
e~ 
J 
Be: 
< - , where p p 
€: 
< -
a 
, where 
E 
< - , where 2q 
oo r e .1 
=nl1 + tJ 
J=O 
a = (:~r/Td 
00 
q - (!) 2 n (1+e .) 
j=O J 
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Put p. = p _ a(el/Td + 
J 0 
. . . + 8~/Tdl > O , and suppose that the system J-1 
(4.3.4.1) satisfies the above conditions with M, P, o replaced by 
2 2 8 ., p., 8. 1 . We will show that the transformed system satisfies the J J J-
same conditions with M, p, o replaced by 2 e~ 8 
· 1' P · 1' J+ J+ J 
Thus we 
............ 
I 
) 
_l 
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take Then, by the u [<P ' F,: • ( F,: • 1) J . J J+ Put 
definition of a , we have for 
Thus 1uj+1I < 
1 
- 2 
Moreover . this in 
and 
Is: . 1 1 s e~ , J+ J 
I uj+1I < 1e-1e2 = ie. - 8 • • J J J 
and hence 
I Pj+i 1 
. 
region 
88~i8. e~ < = = -
J J J 
e~ ls-I< 2e~ < J-l 
J J 2 
Is- i-s:.1 s e~. J+ J J 
2 
e . l J+ 
It follows that if in the original system (4.3.4.1) MS 82 the 
above transformation can be repeated indefinitely. We will now prove 
the existence of a limit system. We have 
X 
1
, - Ax , + [ P • ( <P , S , ) +s .J X • 
J J J J J J 
<P' - w 
Since jP.(<P, s .) j < 8~ 
J J J 
for Is: .1 2 < e . i J- it is obvious 
that as . J -+ 00 ' P.(<P, s .)-+ 0 
J J 
00 
IIm<PI < P00 = P - a I 81/Td s 
s=O 
J 
uniformly for 
It remains to find the value of 
is transformed into the origin and to examine the cor responding x 
transformation. 
We have 
(4.3.4.6) f.(s.) 'say, 
J J 
(s.) ... )) = 
J 
which 
(4.3.4.7) x = [!+u
1
(cp, l;(~
1
))] ... 1I-t-U.(cp, s. 1 (r,.))lx. L: J J- J - J 
= T .x. , say, 
J J 
and we can rewrite the transformation 
. 
T. as 
J 
J 
T . ( <P, ~ ·) = n [! +U ( <P, s 1 ( s ( · · · ( s ·) · · ·)) )l J J s s- s J -s=l 
(with the convention s = E, 0 ) · 
Rewriting equation (4.3.4.4) as 
(4.3.4.8) ~. - s. i(~.) + P. i(s. i(s.)) J J- J J- J- J 
and differentiating 
8s. 1 I = J-
8s. 
J 
8P. 
1 
8s. 1 J- J-
i- _..;..__ -------8 s . 1 8[; . J- J 
That is 
8~. l 8P. l 8s. 1 a<:j-1 { 8P. l I = J- + J- J- .> J-8[; . 8l; . 1 3l; . - 3s. 1 - 8s. 1 J J- J J J-
. 
applying Cauchy's estimate since, 
2 2 2n 8. 1 
< J- =2n28. 2 <!8. <~ 8~ J- J-3 ,._ 
J-2 
for Is., < 8~ l. Therefore J J-
dS. 1 J- < 
'\C- 1 + 8 . 3 0~. J-
J 
and 
3f. 3E; 
J = 
8[,j dt,l 
= q . 
} 
' 
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Therefore by the mean value theorem 
If. 1 Co)-f.(o)j = jf.(~.(o))-f.(o)j J+ J J J J 
That is 
qjs.Co)I 
J 
[f. k(O)-f.(O)[ 
J+ J 
k-1 
< 2q l e~ 
J +s s=O 
and f. (0) 
J 
converges to 0 s , say, and 
If .co)-~ol < E: • 
J 
In order to examine the convergence of 
consider the functions 
T.(<+>, s.) J J 
f .k ( sk) = s . ( s . 1 (. .. ( sk) ... ) ) J . J J+ 
which are holomorphic and satisfy the inequality 
2 2q8 .. 
J 
we need to 
< 8~ 
J-1 
for Rewriting (4.3.4.8) we obtain in this region 
Hence setting 
Moreover 
Put 
sk - 0 and going over to the limit -
no 
- lim fk(O) - so + Po (so) - -
k..:;o:) 
n1 = lim f 2k(O) = no+ Pl(no) k..:;o:) 
n . = lim f. 1 k ( o) - n . 1 + P. ( n . 1) J k..:;o:) J + ' J - J J -
8~ ln,I < 2e~s J-l 
J J 2 
we obtain 
............ 
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Suppose that for some . J 
j-1 
[T.(<p)[ Sn (1+ie) 
J s=O 8 
in the strip 1Im<pl < p
8 
with the convention that T0 =I; this is 
certainly true for j = 0 • Since 
it follows that 
J 
[ T , l ( <p ) [ S I T , ( <p ) 11 I +U · l l <p , n . ) I S n ( l +i 8 ) . 
J+ J J+ J s=O 8 
Therefore for !Im<pj < p we have 00 
Hence 
jT.(<p)I s p 
J 
for all . J • 
I T . 1 C <p )-T . C <p) I s I T . ( 4> ) I . I u . 1 ( <p , n . ) I · s l8p e . . J+ J J J+ J J 
Thus the series I{T. l(<p)-T.(<p)} converges uniformly for 
J+ J 
The sequence {T.(<p)} converges uniformly in the same 
J 
strip. Its limit T(<p) is holomorphic, is real for real <p and ha s 
period 2TI in each coordinate . Moreover the partial derivatives 
8T. 
_J__ 
d<p converge uniformly to 
a 
Tj+l -
we obtain 
00 
IT-II < l -
j=O 
From 
I= T. - I + T .U. 
J J J+l 
00 
IT .j ju. 1 1 < iP 1 e . < e: - . J J+ j=O J 
............... 
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Hence the matrix T(~) is invertible and 
-1 
x.-+ y = T (~)x as 
J 
. J -+ CX) 
Differentiating the relation X = T .x. 
J J 
we obtain 
(
3T. l 
XI = ~' w X • + T .x '. . 
a~ J J J 
Hence, letting . J -+ CX) 
x' [dT w)y + TAy . = a~' 
Differentiating the relation X = Ty we obtain 
x' (dT = a~' w]y + Ty' . 
Comparison of these two expressions for x' . y' = Ay gives . Thus the 
change of variables x = T(~)y transforms the system (4.3.4.1) into 
the autonomous system 
y' = Ay 
~I = W • 
Summarizing the above we have proved: 
THEOREM 4.3.4 . 
Suppose 
(i) A is a real~ constant n x n matrix with eigenvalues 
A ~ a= 1, ... , n ~ and d is the square of the order 
a 
of the largest block in the Jordon decomposition of A; 
(ii) P(~, s) is an n x n matrix function of the m-vector ~ 
and the n x n matrix s ~ which is real for real ~ and 
s ~ has period 27T in each coordinate and which i,s 
holomorphic in ~ and s and satisfies the inequality 
IP<~, s)I < M 
............. 
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. 
the cylinder i.n 
jrrn<Pl < p (p > 0) -
1, I < 0 < l . - ., 
(iii) w . a real m-vector such that for all integral i.s 
m-vectors k 'j: 0 
where Td > m and y > O. 
Then for any E such that O < E < rnin(l, p) there exists an 
(explicitly computable) absolute constant M
0 
= M
0
(m, n, T, y, E, 0, A) 
with the property that if M < M0 there exists a constant n x n 
matrix ~0 with 1~ 0 1 s 0 such that the quasi-periodic linear system 
has a fundamental matrix of the form 
At X(t) = [I+U(wt)Je ., 
where U(<f>) is an n x n matrix function of the m-vector <P which 
is real for real <P., has period 2TI in each coordinate <Pa and 
which is holomorphic and satisfies the inequality 
in the strip 
l Irn(j) I < p - E: • 
4.3.5. 
The condition 
I (k, w)j > yjkj-T 
of §4.2.l is a necessary condition for 
and in the particular case when the eigenvalues of A are real then 
it is also sufficien·t. When the eigenvalues of A are real and 
distinct then A may be transformed into diagonal form. However 
Theorem 4.3.4 applies, with d = l , to any diagonal matrix A . 
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5. l l . 
CHAPTER V 
REDUCIBI ITY AND QUASI-PERIODIC SOLUTIONS FOR 
SMOOTH QUASI-PERIODIC LINEAR SYSTEMS 
In this chapter we will again be concerned with reducing the 
equations 
x ' = Ax + P ( <P )x 
to a constant system. Now we assume that P(q>) possesses only a 
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certain number of derivatives. We will use a technique suggested by 
Moser [370], [375] where instead of truncating the Fourier series for 
P(q>) we approximate P(q>) by a sequence of holomorphic functions. This 
method has been refined considerably by Russmann [380] and we will use 
some of his techniques. 
5. 1.2. 
A (matrix or vector-valued) function P(x) is said to be of class 
i PMK if it satisfies the following conditions: 
( i) p defined for all E If1 has period 2TI . each lS X 
' 
ln 
. 1, and satisfies the inequality x. 1,, - m 
' 
-
. . . ' 1,, 
IP(x) I S M 
' 
X E If1 . 
(ii) p lS [Z]-times differentiable with respect to x. 
' 1,, 
i = 1, . .. , m , and satisfies the inequalities 
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(5.1.2.1) (x, y E If', xj = yj, j t- i), l > [l] , 
V~l]P(x) :::: K , l = [l] 1-, 
for . 1-, = l , 2 , ... , m . 
In this case we have the following theorem based on Russmann's 
Theorem 3. The proof will follow Russmann directly, since his article 
is not readily accessible. 
5.1 .3. THEOREM. 
z Let f E PMK and {pK} be a monotone sequence of positive real 
numbers decreasing to zero, with p0< l. Then there exists a 
sequence of functions fk in the m complex variables x 1 , ... , xm 
with the properties 
( ') f · h 1 h' · th · lrmxl < pkl/l. -i's "Vlea 1 1-, k 1-,s Ovomorp 1-,c 1-,n e reg1.,on J v ~· v 
valued for real x and has period . 2Tf -in X , , 
-i 
. 
-i = 1, . .. , m • 
(ii) fk satisfies the following inequalities 
(5.1.3.1) I Imxl k = o, 1, 
(5 . 1.3.2) lfk(x)-fk-l (x)I :::: 34m+ 3 . mKpk-l , 
jrmxj < pl/l , k = 1, 2, ... 
[ I m+2 (5.1.3.3) f(x)-fk(x) :::: 3 . mKpk x E If1 , k = o, 1, 
(5.1.3.4) V8 fk(x) S (2pkl /ll 8 34mM, x E If', k = 0, 1, .. .. 
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5.1.4. 
If f is any continuous function with period 2TI in each of the 
m real variables x1 , ... , xm , corresponding to any integer 
can form the n.-th 
J 
,,, 
Fejer sum with respec~ to x. ' 
J 
n. we 
J 
r:J f (x) 
n. J
TI/2 
= ~
1
- f(x 1 , ... , xJ.-l, x.+2t, x. 1 , rrn j - TI/ 2 J J + lr sinn .t] 
2 
• , • , X ) . ~ dt 
m sin 
J 
ow o f(x) is a trigonometric polynomial of 
n. 
J 
(n.-1)-th order whose 
J 
coefficients are continuous functions with period 2TI in each of 
Xl , , , . , X , l , X , l , ... , X J- J+ m Since 
it follows that 
(5.1.4 . 1) o f(x) 
n. 
J 
1 (TI /2 
rrnj J_rr /2 
< sup lf(s)I =M' 
s crf 
(x E If, J = 1 , ... , m) . 
We now form the ,,, . n .- th de la Vallee-Poussin sum with respect to x. , 
J J 
(5.1.4.2) T f(x) = 202 f(x) - o f(x). n. n. n. J J J 
It is a trigonometric polynomial in x. 
J 
with order no greater than 
(2n .-1) . Thus 
J 
(5.1.4.3) T f (x ) < 3M , ( x E If , J = 1 , .•• , m) . 
n. 
J 
We define 
1 f(x) = t (1 lr· .. (1 f(x))j .. ·)J)J , J = 1, 2, ... , n-1 . 
n.n. 1 .. . n n. n. n J J+ m J J+l m 
Therefore it follows from ~.l.4.3)that 
(5.1.4.4) 
'Y]ll------------- ------------------ -------------- ~ ............... 
5.1.5. LEMMA. 
z If f E PMK then for any positive integers n1 , n2, ... , nm 
(5.1 . 5.1) 
Pr oof. 
(5 . 1.5 . 2) 
f(x)-t f(x) 
nl ... nm 
-Z 
n. 
J ' 
(x E Ff') . 
,,. . 
From a theorem of de la Vallee-Poussin we have 
< 4E (f) , 
nl 
where E (f) is the best approximation of f by a trigonometric 
nl 
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polynomial of order no greater than n1 . On the other hand it follows 
from Jackson ' s Theorem (see Achieser [1]) that 
where z f E PMK is a function of one variable and 
then that 
(5.1.5.3) 
thus the lemma is true for 1 x E R 
C = 3 , 
.-m-1 We suppose now that the lemma is true for x EH 
It follows 
where 
m-1 ~ 1. Because f E P!K, a function defined on ~ , is for any 
fixed value of a function which maps then 
it follows from the induction hypothesis that 
(5 . 1.5 . 4) f(x)-T f(x) 
n ... n 
2 m 
-Z 
n. 
J 
On the other hand for fixed (x 2 , . .. , xm) , f(x) is a function which 
maps x1 t-+ f(x) and therefore (5.1.5.3) holds. Since the operator 
J 
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-r Is linear· ( ::.i . l . 4 . 3) g 1 ves 
nl 
(5.1.5 . 5) t f(x)-T f(x) 
n n ... n 1 1 m 
-l 
n. 
J 
Combining (5.1.5.5) and (5.1.5.3) we obtain (5.1.5.1) and the induction 
is proved. 
5.1.6. 
Proof of Theorem 5.1.3. For the given sequence p0 , p1 , ... we define 
integers mk by the inequalities 
(5.1.6.1) -1 / Z 1 < Pk < mk , ( k - o, 1, ... ) . 
Since pk< p0 < 1 it follows that 
(5.1.6.2) 
.> 2 • 
Define 
f k(x) (k = 0, 1, ... ) . 
Then fk(x) is a trigonometric polynomial in the m variables 
• • • ' X m 
of order no greater than 
Now it follows from (5.1.4.4) that 
(5.1 . 6.3) 
and from (5.1.5 . 1) that 
(2m .-1) 
J 
in each variable. 
(5.1 . 6.4) lf(x)-fk(x)I::: 3m+2mKpk, (x E Ifl, k = 0 , 1, ... ) . 
Since P P it follows that k-1 ::: k 
m+3 
< 3 mKpk , 
-1 (x E If1 , k - 0, 1, ... ) . 
I 
) 
Now we apply Bernstein's inequality to the trigonometric 
polynomials fk and fk - fk-l. It follows from (5.1.6.3) that 
where 
m s. 
< 3mM fT (2mk-1) J 
J-1 
for any non-negative integers s 1 , ... , sm and from (5.1.6.2) 
(5 . 1.6 . 5) 
Similarly 
(5.1.6.6) 
m+s 1 + ... +sm m s . 
< 3 mKpk-l fT (mk-1) J 
J=l 
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We now use Taylor's Theorem to extend these estimates for real x 
to the strip 
that is, by (5.1.6.1), to the strip 
We obtain 
00 
< lsf =o 
Substituting (5.1.6.5) we obtain 
l 
s! 
m -s. fT (mk-1) J 
J=l 
I I n • e3m < 34m • M . f k (x) ::: 3 • M 
Similarly from the Taylor series for (fk-fk_ 1 ) (Rex+ilmx) we obtain 
l 
) 
34m+3 K m pk-1 · 
Thus Theorem 5.1 . 3 is proved. 
We now prove the converse theorem. 
5. 1.7. THEOREM. 
Let {pk} be a monotone sequence of positive real numbers 
decreasing towards zero such that the series 
00 
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converges for at least one q > 0 • Let be the least upper bound 
of such q. For each k = o, 1, 
function, fk(x) which is defined for 
let there be given a holomorphic 
-is real for real X 
(5.1.7.l) 
l 
h I Imx I < pk ' 
and has period 2Tr 
for positive constants, L
0 
and L1 . 
Then 
f (x) = lim f k (x) 
k..::,00 
j Imx/ 
/rmx/ 
• • . ' X m 
l 
< Ph 
0 ' 
l 
< Ph 
k ' 
such that 
is a real function with period 2rr . -in X , • , , , X l m which possesses 
continuous partial derivatives Vsf(x) of all orders s = (s 1 , ... , sm) 
with 
(5.1.7.2) Is I = 
Furthermore, for such s 
(5 . 1.7.3) 
where s! = s1 ! ... 
(5 . 1.7.4) 
when 
(5.1.7.5) 
s ! 
m 
and 
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m 
l s . < hq O • 
j=l J 
00 
Vs f(x) is Holder continuous in each variable x. 
J 
with exponent ~ and 
Holder constant 
Proof. It follows from (5.1.7.1) and Cauchy's estimates that 
_ _ltl 
V8 f
0
(x) < s! L
0
P
0 
h , (x E If') 
(5.1.7.7) 
k = 1, 2, .... 
For arbitrary integral m-vectors s . Then from (5.1.7.2) it follows 
that 
converges uniformly for x E If' . Therefore Vs f(x) exists and is 
continuous for all s satisfying (5.1.7.2) and we have 
(5.1.7.8) V8 f(x) = lim Vsfk(x) . 
k-¥X> 
J 
J 
!t . . . . - . . ·~ ; ... , ' . .. . . - . 
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Similarly, the estimdte (5.1.7.3) follows from (5.1.7.7) and (5.1.7.4). 
For the second half of the theorem put 
... , x. l' y., x. l' J- J J+ • .. ' X j • m 
Then we apply the mean value theorem to (5.1.7.7) to obtain 
and 
and therefore for 
Ix .-y · l J J 
respectively, we obtain 
-~(l+jsj) 
< s! [s .+l)L0p0 Ix .-y .j J J J 
l 
h 
< i;:>o ' [x .-y. j J J 
_!ca+I s I ) 
< s ! (s .+2)10p0h [x .-y. [ ~ J J J (5.1.7.9) 
x E If, y. ER . 
J 
When 
l 
-h Ix .-y. j > Po 
J J 
l 
IX .-y . [ > gkh ' J J 
respectively, the estimates (5.1.7.9) follow directly from (5.1.7.7) 
and the triangle inequality. 
Thus (5.1.7.9) is true for k = 1, 2, ... and together with 
(5.1.7.5) and (5.1.7.7) gives the Holder constant (5.1.7.6) for 
s V f(x) . 
_l 
lt . . . . . :.:::-.;:!,,, ... 
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5.1.8. 
Theorem 5.1.3 seems to draw no distinction between functions 
belonging to z PMK which possess mixed derivatives and those which do 
not. However , in view of Hartog's Theorem (Bochner and Mar tin [3]) 
which guarantees that a function which is holomorphic in each variable 
x1 , ... , xm separately, is holomorphic, the result is not surprising. 
5.2.l. 
In Theorem 5.1.3 we set 
-k pk= 2 . 
Then the estimates in the statement of the theorem become 
( k 
I Imx I < 2 -y , 
(5.2.1.1) 
If k (x )-f k-1 (x) I 
I f(x )-f k (x) I 
For integral vectors 
for 
k 
2.3 4m+ 3mK. -k I Imxj 2 z < 2 ' < -
' 
< 3m+2mK2-k , XEifl, 
-
ks 
< 28 34m. M. 2 z, x E Rm. 
r, Z we will use the abbreviation 
z 
m 
l 
r =O 
m 
For convenience we recall in this section, that if 
and 
z 
I 
r=O 
(!] 
l 
) 
i ., . . . . . . . . : . . : r-. .: : ! . J.. f • • • 
97 
jgj s M , 
then 
a 
I Vag I 7T (KJ k s f1 M , a= o, 1, .. . , k. 
5.2 . 2. 
Consider now the system of ordinary differential equations 
(5 . 2 . 2 . 1) 
where A, w 
x ' = Ax + P ( <P )x 
4) I = W 
satisfy the hypotheses of Theorem 4 . 2.l and z P(cp) EP MK. 
From Theorem 5 . 1.3 there is a holomorphic function fk(<p) satisfying 
the estimates (5.2.1.1). Therefore Theorem 4 . 2.l guarantees that the 
partial differential equation 
(5 . 2.2 . 2) rau ) l cl<p , w - AU + UA -
where 
with Pas , the (a, S)-th entry of the matrix 
l r2rr r21r P(<p) = j 0 . . . j O P(<p)d<p ' ( 27T )m 
has a unique solution u ( 4)) 
This solution jU(<p)! is holomorphic in the strip 
(5 . 2 . 2.3) 
and satisfies there 
From the construction of fk in Theorem 5.1.3 
l 
i 
then the equation 
has the solution 
pas 
for a "# S 
.\ -A ' 
Thus 
_k -1 
Take cS = 2 z 
0 
uaS = 
0 
Then 
s Ci, 
' 
for a = 
-rk 
I I ( -1 -1 4m -r TJ U(cp) < r +cy 3 .2 2 
-~ -1 
for [Imcp[ < 2 Z 
The change of variables 
x = [I+U(cp)]x 
transforms (5.2.2.1) into a system 
(5.2.2.4) 
x , = Ax + pc <p )x 
cp' = w 
of the same form, where 
"' A = A + D 
(5.2.2.5) 
s 
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' 
. 
• M ' 
It also follows from the proof of Theorem 5.1.3 that fk(cp) , and hence 
U(cp) are trigonometric polynomials of order no greater than 
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Therefore from Bernstein's ineq ality 
(5.2.2.6) 
...., 
From the second of (5.2.2.5) it follows that P has the same order of 
differentiability as P. In particular z-v P exists and we have 
Therefore 
z 
< ~ 
r=O 
that is, 
z 
< l 
r=O 
(5.2.2.7) 
with the convention that inside the summation Z = [ZJ , r = [r] and 
s = [s J . 
Now if I uj s ! 
1oreover if ~ # S 
> r - 2M • 
We put 
c2 = 4m3m+
2 
i (;J 22r+l{~£ + 2Z-r(1+34m) c3 = 64 ~ 
r=O 
where 
L = max(K, l) 
and write 
k 
-
2l iJ) e -B = = iJ) 
' 
Then provided that 0 < e < 1 
' 
l < X < 2 
we can choose 8 so small that 
(5.2.2.8) 
82- X < !.__ 
- 16 ' 
1 
x--
e B 
i ( X-1 )- - X 
e B 
1 
es < ! 
- 2 ' and 
e x-1 -1 s c
3 
• 
It follows that for M s 8 
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l (ztt/-r-s} + }: 
s=O 
J 
s > 1 and l > xs -
' X X-1 
-----------------------------------------------
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x-1 
lvl [r - 1 +cl lJ.i t] e e - for I Im(j) I < llJ.i-1 < < - - 8 
!Pl ex -l ex <-+ c 2Ki.J; < - 2 -
and 
Let ~ be any number such that O < ~ < min(l, !r) . Choose 
8 ( 0 < 8 < l) so small that all of (5.2.2.8) are satisfied and that, 
if 
and 
. 
XJ 
e . = e 
J 
where 
' 
00 
l j=O e 
< lc:-
• s"'" J 
00 
~ j=O 
e~-1 < t: 
J p ' 
p = n (1+1eJ~-11 
j=O 
Put ( 2-x rj = r - 2 80 + ... 2-xJ + ej-1 > 0 and suppose that the above 
system satisfies the above conditions with M, K, r replaced by 
l 8.,i.J;.
1
,r. 
J J- J 
k 
then we will show if we set w. = 2z 
J 
the transformed 
equation satisfies the same conditions with M, K, r replaced by 
Since r. > 168~-x 
J J 
I u. ii J+ 
x.-1 8 . 
< J 
8 
--------------------------------- -
Thus 
and 
Moreover 
< 1 
2 and hence 
jP. 1 1 J+ 
- -
min [ \:t-AS[ > 
a;tS 
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Z X-1 ,,,z. c 3i,µ.8. s II" J J J 
It follows that if in the original system (5.2.2.1), M se the 
above transformation can be repeated indefinitely. We will now prove 
the existence of a limit system . We have 
where 
Since [P.(cp)I s 8. 
J J 
x '. = A .x . + P. (cp )x . J J J J J 
cp ' = w 
A . 
J 
for all real cp it is obvious that P.(cp) ~ 0 
J 
uniformly for real <p. Since D. < 8. the existence of the limit 
J J 
is also assured and 
Suppose that for some 
with the convention 
B = lim A. 
j-KX' J 
I B-A I < E; • Finally we have 
. 
J 
X = T .x. where 
J J 
T0 = I this is certainly true for 
. J = 0 • 
T . l - T . ( I +U . 1 ) J+ J J+ 
Since 
! 
it follows that 
IT. 11 J+ 
Therefore for I Imcp I ::: iiµ~ 1 
J 
Hence 
IT. 1-T •I 1 x-1 s aPe. J+ J J for 
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I Imcp I 1 -1 < 21.JJ. J 
1 
= 
les 2 . 
' J 
that is, for Thus we can apply Theorem 5.1.7 with 
x-1 
obtain iP p. = e. and we LO = 1 L = and J J ' l 
follows from a consideration of the convergence 
1 
q 0 = x, (see Theorem 5.1.7). Hence 
T ( cp) = lim T . ( cp) 
j-¥:1:) J 
h l. X(X-1) S = It 2 
of l -1 that pk-lpk 
is a real function with period 2TI in cp1 , ... , cpm which possesses 
continuous partial derivatives of all orders s = (s1 , ... , sm) with 
m 
Isl = l 
j=l 
s. = !Cx-1)S . 
J 
Moreover the estimates (5.1.7.3), (5.1.7.4), (5.1.7.5) and (5.1.7.6) 
also hold. 
From 
T. - I= T. - I+ T.U. l 
J+l J J J+ 
we obtain 
J 
-00 00 
IT-II l IT· 11 u. I iP l x-1 < < e . - -j=O J J+l j=O J 
Hence the matrix T(cp) lS invertible and 
- 1 
X, -+ y = T (cp )x as J -+ 00 J 
The partial derivatives 
'aT. 
_J 
d<p converge to 
a 
real 4) • Differentiating the relation X = T .x. 
J J 
Hence letting J-+ oo 
x' 
r'aT w]y = l 8cp' + TBy . 
Differentiating the relation X = Ty we obtain 
r'aT "\ 
x' = la;, wJy + Ty' . 
Comparison of these two expressions for xt 
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< E: . 
uniformly for 
we obtain 
gives y' = By . 
Thus the change of variables x = T(cp)y transforms the system (5.2.2.1) 
into the autonomous system 
y' = By 
cp' = w . 
Summarizing the above we have proved. 
THEOREM. 
Suppose 
(i) A - [A1 , ... , An] is a real diagonal matrix with 
. 
min 
atS 
I A -A I > r > o · a S - ., 
(ii) P(cp) ~s a n x n real matrix function of the real 
m-vector cp of class l PMK; 
(iii) w ~s a real m-vector such that for all integral 
m-vectors k-;:. o 
I (k, w)I::: Ylkl- 1 , (1 > m, y > O) • 
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Then provided that l > t, for any £ such that o < £ < min(l, fr) 
there exists an absolute constant M0 = M0 (m, t, y, ~, K) with the 
property that if M ~ M
0 
the quasi-periodic linear system 
x ' = [A + P (wt ) ]x 
has a fundamental matrix of the form 
where, 
X(t) = [I+U(wt)]etB 
(i) B = [µ 1 , ... , µn] is a real diagonal matrix with 
IE-Al < s and hence 
min jµ -µal ~ r - 2E > 0; [j4S a µ 
(ii) U(~) is an n x n real matrix function of the m-vector 
~ which has period 2~ in each coordinate ~ , and which 
a 
satisfies the inequality 
luc~)I ~ s for all ~ . 
Moreov er U(~) possesses continuous partial derivatives of 
all orders s = (s1 , ... , sm) with 
2 ls J < f ( x~ 1 ) l , 
where x is the exponent chosen for the accelerated 
convergence. 
Furthermore, for such s , we note that 
I Vs U ( ~ ) I ~ s ! L ( 2 l sj j'\ 
x(x-l)S 
! 
where L(q) is de ined by (5.1.7 . 4). When 
26 < l 
O < x(x-l)S x 
_2~1 ~s .:._I _ < 2 
x(x-l)S x(x-l)S ' 
VsU(~) is Holder continuous in each variable ~a with exponent cS 
and Holder constant 
5. 3.1. 
s! (sa+2)i(16+JsJ 1 . 
- x(x-l)S 2 
The proof of Theorem 5.2.2 can easily be extended to give the 
result corresponding to Theorem 4.3.2 for the equation 
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Although the proof is quite lengthy there are no new complications and 
the loss of derivatives is precisely that found in Theorem 5.2.2. We 
obtain the following result. 
THEOREM. 
Suppose 
{i) A is a real, constant, n x n matrix with eigenvalues 
A , a= 1 , ... , n and d is the square of the order of 
a 
the order of the largest block in the Jordan decomposition 
of A ; 
{ii) P(~, ~) ~s an n x n matrix function of the m-vector ~ 
and the n x n matrix ~, which is real for real ~ and 
~, has period 2TI in each coordinate ~a and is of 
class l PMK in the cylinder 
l Im~ I < P , ( P > 0) 
,~, <CJ< l; 
J 
(iii) w is a real m-vector such that for all integral 
m-vectors kt- o 
where Td > m and y > o. 
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Then provided that l > Td for any s, such that O < s < min(l, p) 
there exists an absolute constant M0 = M0 (m, n, T, y, s, 0, A, K) 
with the property that if Ms M0 there exists a constant n x n 
matrix t" with so !sol S 0 such that the quasi-periodic linear system 
has a fundamental matrix of the form 
X(t) = [I+U(wt)]e At 
where U(~) is an n x n matrix function of the m-vector ~ which 
is real for real ~, has period 2TI in each coordinate ~a and 
which satisfies the inequality 
for all real ~ . Moreover U(~) possesses continuous partial 
derivatives of all orders s = (s1 , . .. , sm) with 
2 
I
s I < l (x-1) l 
2 X , 
where x is the exponent chosen for the accelerated convergence. 
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