The upscaling by homogenisation or volume averaging of advection-diffusion processes in the presence of dominant bulk or surface reactions is often deemed unfeasible [1, 2] due to the coupling between the scales that naturally appears. In this paper we show how this problem can be circumvented by applying and extending the methods presented in Allaire and Raphael [3], Mauri [4] . Such process gives rise to a set of cell problems that we solve using the open source finite volume library OpenFOAM ® . Details of the numerical implementation and results for two-dimensional periodic arrays of spheres are presented, for different Péclet and surface Damköhler numbers, and compared to fully resolved microscale simulations.
Introduction
One of the greatest difficulties in the study of transport phenomena in porous media is the inherent multiscale nature of the vast majority of processes of interest. A precise model or simulation describing the local, pore-scale, phenomena would be needed but it is of little practical applicability, hence the need for an upscaled model, equivalent to the first one but able to treat the problem at the macro-scale. A variety of methods can be employed to perform this upscaling procedure: asymptotic homogenisation is a powerful and versatile tool for the upscaling of transport and reaction equations in porous and heterogeneous media. For example, Taylor dispersion in porous media has been approached in this way [5] , and a recent example in the literature deals with the problem of heterogeneous (surface) reaction [6] .
Problem statement and dimensionless governing equations
Consider a porous medium occupying a region of spaceΩ associated with a characteristic length L. We also assume thatΩ can be thought as composed of spatially repeating unit cellsŶ with characteristic length: = εL 1. Each unit cellŶ is then given by the unionŶ =Ŷ f ∪Ŷ s , whereŶ f andŶ s are the fluid and solid regions ofŶ respectively, separated by an interfaceΓ. Clearly,Ŷ f is generally not simply connected, whileŶ s is a disconnected domain (for example, it may represent grains inside the porous medium). Furthermore, we consider a fluid flow inŶ f . In the particular case in which such flow is well described by the Stokes equations (i.e., incompressible, low Reynolds number), it has been shown that the homogenisation procedure leads to the Darcy equation. Therefore, in this work we will only concern with scalar transport, and assume that the velocity field is prescribed.
We consider a generic (dimensional) scalar fieldĉ (x, t) defined in the fluid regionΩ f given by theŶ f of each cell (we will not consider the case of conjuate transport in both regions) that obeys the advection-diffusion equation:
where D is a diffusion coefficient,v(x) a solenoidal velocity field andĝ(x) is a known forcing term in the boundary conditions. The mixed boundary condition on the solid surfaceΓ Ω (the union of the interfacesΓ of all the unit cells) is, for the limit κ → ∞, equivalent to a homogeneous Dirichlet condition. Furthermore, equation 1 should be provided with a proper set of external boundary conditions (e.g., inlet/outlet). Since such boundary conditions are specific for each problem and should not concern the homogenisation procedure, we will not explicitly state them. However, it is important to notice that homogenisation fails in case the external boundary conditions play a significant role at the scale since the model with periodic unit cellsŶ would fail to be a realistic and mathematically consistent description of the porous medium.
We now introduce a set of dimensionless quantities:
When the dimensionless quantities are substituted into equation 1, two dimensionless number arise:
• The Péclet number:
Which represents the ratio between inertial and diffusion time scales the microscale.
• The second Damköhler number:
Which gives the ratio between the reaction and diffusion time scales at the microscale.
Thus, recalling that ε = /L, can write the advection-diffusion problem in dimensionless form:
Homogenisation via two-scale asymptotics
Following the standard two-scale asymptotic homogenisation method, we introduce a "fast" spatial variable y defined as follows:
Then, c is represented as c (x, t) = c (x, y, t) and expanded into an asymptotic series of ε
Using 6 we obtain the following differentiation rule:
Furthermore, we consider the case of equally important advection and diffusion at large scales Pe = Pe L = O(1) without any loss of generality.
Substituting into equation 5 and collecting terms of the same order ε we obtain:
We apply the same expansion to the boundary condition in Γ Ω for the homogeneous case g = 0:
The failure of two-scale asymptotics
Collecting terms of order O(ε −2 ) in equation 9 and (9), and considering that for an incompressible fluid ∇ y · v = 0, we obtain a problem in the unit cell:
Generally, homogenisation works if the equation for the lowest order gives that the first term of the asymptotic expansion is independent of y, i.e., c 0 = c 0 (x, t). This allows the subsequent order equations to simplify and allows to perform volume averaging to obtain a well defined effective concentration. For example, in the case of Da II = 0 (impremeable non reactive walls), the resulting homogeneous Neumann boundary condition would ensure that no dependence on y is retained in c 0 . Due to the geometry of the unit cell (periodicity and internal boundary), equation 10 is satisfied (without any dependence on the microscale coordinate y) only for the trivial case c 0 = 0 everywhere, thus removing the leading order term from the asymptotic expansion. This phenomenon is essentially triggered by a lack of separation of scales, i.e. the leading order of the asymptotic expansion directly depends upon the boundary conditions on Γ. Therefore, the problem can not be homogenised anymore using this technique.
Goals and outline
In this work we show how homogenised equations can be derived in the case of reactive transport by mean of the technique developed by Allaire and Raphael [3] in the case of homogeneous reactions and we generalised it to include some simple non-homogeneous boundary conditions often find in engineering applications. This work is structured as follows: in Section 2 we present the approach of Allaire and Raphael and its extension. In section 4 we show how the method compares against numerical predictions. Finally, we present conclusions and outlook in section ??.
Upscaling via scale decomposition
In order to upscale the advection-diffusion equation with reactive boundary conditions, we apply a decomposition method where the scalar field is appropriately separated into terms that account for exchange processes at different scales.
In order to shorten our notation, we introduce the steady advection-diffusion operator:
Thad allows to rewrite equation (5) in the more succint way:
Again, we do not consider other "external" boundary conditions, as if we were considering a "bulk" region where the dynamics is completely determined by the boundary conditions in Γ Ω .
Problem decomposition
We employ the geometrical periodicity of the system to separate c (x, t) into a function φ (x, t) periodic in Y and another function ω (x, t), which is not necessarily periodic. Therefore we write:
The aim of decomposition 13 is to separate that part of c (x, t) that operates the exchange between Ω and Γ Ω from the part that operates the transport over long distances. We therefore choose φ as eigenfunction of L in Y, which satisfies:
Therefore, ω (x, t) can be thought as a reduced concentration, which compensates for the arbitrariness of our choice of φ.
Substituting back Equation (13) into
Lc (dropping the dependence on x and t) we obtain:
While the term ωλφ can be removed by mean of an appropriate transformation, last term on the right-hand-side of Equation (15) involving the dot product of ∇φ and ∇ω requires particular care. In order to recast the problem in a more familiar way, we introduce the adjoint problem: Figure ?? shows the φ and φ † for a two dimensional FCC cell. We therefore employ the adjoint function φ † to obtain an equation for ω:
Where v + is the original velocity field plus the additional pseudo velocities arising from the spectral decomposition.
Remark 1. The new velocity field v is divergence-free:
Therefore, we can define a new advection-diffusion operator:
and the equation for ω then reads:
It is clear that Equation (21) can be further simplified by mean of one additional transformation which takes into account the fast time scale related to λ:
Where the exponential takes into account the fast change in c due to the reaction.
Furthermore, we apply Equation (22) to the boundary condition in Γ. It is easy to verify that due to our choice of φ, the Robin boundary condition reduces to:
Finally, we can write an equation for the reduced concentration w together with a proper set of boundary conditions:
Therefore, using decomposition 13 we were able to obtain an equation for the reduced concentration that has zero flux through Γ and that can be upscaled using standard two-scale asymptotics.
Two-scales asymptotics with drift
Decomposition (22) introduced an auxiliary problem in the cell Y f and clearly, the eigenfunction φ and the adjoint φ † , by construction, can only depend on the small scale spatial variable y, while w can vary on both scales. Therefore, it is meaningful to write:
Therefore, the two-scale expansion of c turns out to be fully determined by considering the two scale expansion of w only. Furthermore, the governing equation for w does not satisfy a Robin boundary condition, therefore circumventing the limitations of standard homogenisation we addressed in Section 1.
We thus expand w into an asymptotic series of ε introducing a drift in w that accounts for the fast advective transport at the microscale:
Where the velocity V is obtained during the homogenisation procedure. Moreover, we can carry on the same procedure we adopted in Section 1 on equation 24 to obtain:
The internal boundary condition is also expanded:
which corresponds to an homogeneous Neumann boundary condition for all the terms in the series.
Terms of order O(ε −2 )
We can now collect the leading order terms of Equation (27) and (9), which correspond to terms of order O(ε −2 )
This problem allows the trivial solution w 0 = w 0 (x, t) since the homogeneous Neumann boundary condition ensures that no terms from "fast" scales appear in Equations (29).
Terms of order O(ε −1 )
Moving on to collect terms of order O(ε −1 ), we obtain the following partial differential equation:
This equation can be integrated over the unit cell to give:
Which can be simplified by assuming that the velocity field v is solenoidal at the microscopic scale:
Where we defined the Favre average ov the velocity field v + and the effective porosity as:
Therefore V is the upscaled effective velocity field for the advection-diffusion-reaction problem.
We now notice that when substituting (32) into Equation (30), we can express the solution w 1 as:
Where χ is called first order corrector and f 1 is an arbitrary function of the macroscopic coordinate.
Substituting Equation (34) into Equations (30) we obtain:
Equations (35) are often refferred as the first order cell corrector problem, since χ appears in the expressions for the effective diffusion coefficient. Notice that the first order correctonr only depends on y and therefore, its governing equation can be defined in the unit cell Y alone.
Terms of order O(1)
Finally, we collect the terms of order O(1) from Equation (27):
Equation (36) can be integrated over Y f to obtain:
Without loss of generality, we can take β such that:
Furthermore, we can express an effective diffusivity tensor D eff as:
However, it was shown [7] that the symmetric part of D eff can be also expressed as:
In fact, the full form of the effective diffusion tensor is irrelevant since its effect on the homogenised solution is defined by its product with the Hessian matrix ∇ 2 x w 0 , so that only its symmetric part contributes. It is thus more convenient to express it in symmetric form. Physically this means that all the correction due to the microscale velocity is concealed in χ, and it does not require to be accounted for further in D eff Finally, we include the effect of the exponential term in the decomposition of w, we transform back the drifted spatial coordinate, and we let ε → 0 to obtain the homogenised equation for ω (x, t) = ω 0 (x, t) + O(ε):
Where we introduced the macroscopic Péclet number Pe L = UL/D = Pe/ε, which is evaluated at the macroscale. It should be noted that Equation (41) is not immediately equivalent to the equation for the average concentration c . In fact:
However, employing expansion (26) and letting ε → 0, as we did to obtain the macroscopic equation (41) and ω (x, t), we obtain:
Finally, taking a φ normalised over the fluid volume we can write the asymptotic limit:
And we rewrite the macroscopic equation for the first order approximation of c :
Remark 2. The fact that we took the limit ε → 0 is equivalent to state that we employed a local perturbation analysis in this work. This has the consequence that equation 45 is expected to be valid only in the case in which the microscopic and macroscopic scales are totally separated and L.
Alternatively, one can retain terms up to O(ε 2 ) and merely consider Equation (41) as the equation for w 0 , i.e. the leading order term. The average concentration can be corrected introducing a first order term:
Equation 46 is often referred as the "first corrector equation".
Extension to inhomogeneous boundary conditions
In Section 2.1, we employed the homogeneity of the Robin boundary condition to define an eigenvaue problem for φ, which allows to evaluate the Nusselt number λ. Thus, our approach, in the present formulation, fails when considering generic inhomogeneous boundary conditions, i.e. when g = g (x, y, t). However, the method can be exploited when the inhomogeneous term is in the form:
Secifially, one can write the boundary condition on Γ in the more familiar form:
Which gives the inhomogneous Dirichlet boundary condition:
In case the inhomogeneous term is in the form given in equation 47, the linearity of advection-diffusion allows to define a new dimensionless concentration:
Which satisfies our inital homogeneous problem. Thus, the analysis remains valid when the inhomogeneity can be expressed as an additive constant to the field c.
Notice that this method fails in case of inhomogeneous Neumann boundary conditions or in case of more general expressions for g.
However, c Γ can still be a function of the macroscopic coordinate alone and vary only at large scales
Numerical implementation of the upscaling method
We employ the C++ opensource finite volume library OpenFOAM ® [8] for implementing a numerical solver to performs the upscaling procedure in general geometries. We motivate our choice of OpenFOAM ® over other libraries with its wide diffusion in both academic and industry, and with the wide range of classes already available in the library and structured in an consistent object-oriented programming approach. 3.1. Overall structure of the algorithm Figure 1 illustrates the overall algorithms, which consists on two main sequential operations:
i Solving the spectral cell problem for the Eigenvalue and ajoint problems.
ii Solving the cell corrector problem for the first order corrector χ.
As input, the algorithm requires an appropriate velocity field which can be obtained from native OpenFOAM ® solver such as simpleFoam.
Power method for the spectral problem
Solving the spectral problems poses an additional complication with respect to standard power methods: the Eigenvalue and adjoint problems are coupled through λ.
We propose an iterative segregated algorithm for coupling the two problems which makes use of an average eigenvalue to ensure both the problems converge to the same λ. At each iteration n, the values of fields and eigenvalues at iteration n + 1 are calculated following a series of steps:
1. Compute φ n+1 and φ †,n+1 from:
This operation may consist in two set of iterations: solution of the linear systems and corrections for the nonorthogonal fluxes. Notice that we introduced the adjoint eigenvalue λ † , which should tend to lambda for n → ∞.
2. Update the eigenvalues using the Rayleigh quotient:
The coupling is enforced by imposing:
When λ n+1 is calculated using equation 54, the two eigenvalues converge to the same value at a faster rate than just using equations 53. In most cases, the use of equation 53 alone does not provide convergence. However, this was not necessarily the case in the limit of Dirichlet boundary conditions (Da II → ∞). Finally, notice that our choice is arbitrary and by no means unique as we could have computed λ †,n+1 similarly.
3. Normalise φ n+1 and φ †,n+1 :
Notice that this normalisation is arbitrary and we will later re-normalise φ †,n+1 to be consistent with equation 38. 4 . Check convergence against a number of norms with user-defined tolerances. We choose to test both the residuals for φ and φ † defined as:
Where max is the maximum and the operator |·| denotes the absolute value. Clearly, the error on the eigenvalues is also a critical metrics to assess convergence:
When all the metrics pass the convergence test ( generally their value should be smaller than 10 −5 ), the spectral solver exits the loop.
After convergence, the eigenfunctions need to be re-normalised to satisfy φ = 1 and β = 1 to be consistent with our formulations. While no action needs to be taken for φ, φ † is finally re-scaled simply dividing it by φ † φ .
Numerical solution of the corrector problem
Finally, the corrector problem is also solved iteratively to correct for non-orthogonal fluxes. Furthermore, χ is gaugeinvariant, in the sense that is defined up to a constant. From equation 44, we notice that our approximation of c is of order O ε 2 when φχ = 0. Thus, at each iteration n we impose:
where χ n+ 1 2 is calculated from the solution of the corrector problem before the gauge scaling.
Numerical results

Verification
We verify both our code and the upscaling methodology by direct comparison with spatial averaged data from fully resolved pore-scale simulations. Flow and scalar transport are solved in two dimnesions for an array of 26 facecentred-cubic (FCC) cells (see Fig. 2 ) using the OpenFOAM ® native solvers simpleFoam (classic Navier-Stokes solver employing the SIMPLE algorithm for pressure-velocity coupling ) and scalarTransportFoam (standard advectiondiffusion equation corresponding to equation 1). When solving equation 1 at the pore-scale, we provide the following external boundary conditions:
where x is the axial direction of the cell array and L is the domain length. We ensure the flow is in Stokes (viscous) regime by imposing a value of the Reynolds number Re < 10 −3 everywhere.
Steady-state results are then averaged over each cell and compared against prediction from the ordinary differential equation (ODE):
where V x is the effective velocity in x and D eff xx is the axial component of the effective diffusivity tensor. Choosing appropriate boundary conditions for equation 60 is not trivial, since we do not know the value of c at x = 0. However, since our only objective is to evaluate the accuracy of this method, we just impose:
and compare the results against fully developed (i.e., far from the inlet) pore-scale simulations with an appropriate rescaling. Therefore, all comparisons will be made dividing all values of c obtained from pore-scale simulations with the value of c at the 10 th FCC cell, where the profile of c is well developed for all the simulations.
Equation 60 is solved to spectral accuracy using the MATLAB ® package Chebfun. We compute the coefficients in equation 60 using our novel solver from a single FCC cell. Fig. 3 shows the relevant fields arising from the solution of the cell problem. Notice that the eigenfunction φ is Fig. 3a and the adjoint φ † in Fig. 3b only differ for the direction of the advective component as expected from inspection of their governing equation.
Results from two pore-scale simulations are compared with solutions of equation 60 in Fig 4. Overall, the upscaling method provides excellent results, with little deviations from the pore-scale simulations. Notice that such agreement was obtained by rescaling the cell average concentration from the pore-scale simulations by an appropriate reference value (i.e., the value of an FCC cell in the asymptotic regime). Using this approach, we were able to test the accuracy of the method without an a complete knowledge of the external boundary conditions.
Parametric study -homogenisation of flow through reactive FCC array of spheres
We illustrate how the present method can be applied to large scale studies by studying the effect of Pe and Da II on the effective parameters of the homogenised transport equation. Results are presented in Figures 5, 6 and 7 for different porosities ε. We probe the range Da II ∈ 10 −2 , 10 5 in order to capture both the limits tending to Neumann and (a) (b) (c) (d) Figure 3 : Results from the spectral and first order corrector solver for the FCC cell in the case Pe = 100, = 0.7 and Da II = 962. u + is the magnitude of u + and χ is the magnitude of χ.
Dirichlet boundary conditions. Effective parameters are scaled based on such limits, defining the 'primed' effective parameters as:
where the subscripts N and D indicate that the effective parameter has been calculated using Neumann or Dirichlet boundary conditions respectively. Thus, we notice that obviously λ D = 0 since it does represent the non-reactive case. 
