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Abstract
Measurement-based quantum computing (MBQC) is a universal model for quan-
tum computation. The combinatorial characterisation of determinism in this model,
powered by measurements, and hence, fundamentally probabilistic, is the cornerstone
of most of the breakthrough results in this field. The most general known sufficient
condition for a deterministic MBQC to be driven is that the underlying graph of the
computation has a particular kind of flow called Pauli flow. The necessity of the Pauli
flow was an open question. We show that Pauli flow is not necessary, providing several
counter examples. We prove however that Pauli flow is necessary for determinism in
the real MBQC model, an interesting and useful fragment of MBQC.
We explore the consequences of this result for real MBQC and its applications.
Real MBQC and more generally real quantum computing is known to be universal for
quantum computing. Real MBQC has been used for interactive proofs by McKague.
The two-prover case corresponds to real-MBQC on bipartite graphs. While (complex)
MBQC on bipartite graphs are universal, the universality of real MBQC on bipartite
graphs was an open question. We show that real bipartite MBQC is not universal
proving that all measurements of real bipartite MBQC can be parallelised leading to
constant depth computations. As a consequence, McKague’s techniques cannot lead to
two-prover interactive proofs.
1 Introduction
Measurement-based quantum computing [18, 19] (MBQC for short) is a universal model for
quantum computation. This model is not only very promising in terms of the physical real-
isations of the quantum computer [16, 21], MBQC has also several theoretical advantages,
e.g. parallelisation of quantum operations [5, 3] (logarithmic separation with the traditional
model of quantum circuits), blind quantum computing [2] (a protocol for delegated quan-
tum computing), fault tolerant quantum computing [20], simulation [9], contextuality [17],
interactive proofs [12, 2].
In MBQC, a computation consists of performing local quantum measurements over a
large entangled resource state. The resource state is described by a graph – using the
so-called graph state formalism [11]. The tour de force of this model is to tame the funda-
mental non-determinism of the quantum measurements: the number of possible outputs of
a measurement-based computation on a given input is exponential in the number of mea-
surements, and each of these branches of the computation is produced with an exponentially
small probability. The only known technique to make such a fundamentally probabilistic
∗simon.perdrix@loria.fr
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computation exploitable is to implement a correction strategy which makes the overall com-
putation deterministic: it does not affect the probability for each branch of the computation
to occur, but it guarantees that all the branches produce the same output.
The existence of a correction strategy relies on the structures of the entanglement of
the quantum state on which the measurements are performed. Deciding whether a given
resource state allows determinism is a central question in MBQC. Several sufficient condi-
tions for determinism have been introduced. First in [6] the notion of causal flow has been
introduced: if the graph describing the entangled resource state has a causal flow then a
deterministic MBQC can be driven on this resource. Causal flow has been generalized to
a weaker condition called Generalized flow (Gflow) which is also sufficient for determinism.
Gflow has been proved to be necessary for a robust variant of determinism and when roughly
speaking there is no Pauli measurement, a special class of quantum measurements (see sec-
tion 2 for details) [4]. In the same paper, the authors have introduced a weaker notion of
flow called Pauli Flow, allowing some measurements to be Pauli measurements. Pauli flow is
the weakest known sufficient condition for determinism and its necessity was a crucial open
question as the characterisation of determinism in MBQC is the cornerstone of most of the
applications of MBQC.
In section 2, we present the MBQC model, and the tools that come with it. Our first con-
tribution is to provide a simpler characterisation of the Pauli flow (Proposition 1), with three
instead of nine conditions to satisfy for the existence of a Pauli flow. Our main contribution
is to prove in section 3 that the Pauli flow is not necessary in general – by pointing out several
counter examples – but is actually necessary for real MBQC (Theorem 4). Real MBQC is a
restriction of MBQC where only real observables are used, i.e. observables which eigenstates
are quantum states that can be described using real numbers. Quantum mechanics, and
hence models of quantum computation, are traditionally based on complex numbers. Real
quantum computing is universal for quantum computation [1] and has been crucially used
recently in the study of contextuality and simulation by means of quantum computing by
state injection [9]. Real MBQC [14] may lead to several other applications. One of them is
an interactive proof protocol built by McKague [12]. McKague introduced a protocol where
a verifier using a polynomial number of quantum provers can perform a computation, with
the guaranty that, if a prover has cheated, it will be able to detect it. An open question
left in [12] by McKague is to know whether this model can bring to an interactive proof
protocol with only two quantum provers. We answer negatively to this question in section
4.2. Our third contribution is to point out the existence of a kind of supernormal-form for
Pauli flow in real MBQC on bipartite graphs (Lemma 6). This result enables us to prove
in Theorem 5 that real MBQC on bipartite graphs is not very powerful: all measurements
of a real bipartite MBQC can be parallelised. As a consequence, only problems that can be
solved in constant depth can be solved using real bipartite MBQC.
2 Measurement-based quantum computation, General-
ized Flow and Pauli Flow
Notations. We assume the reader familiar with quantum computing notations, otherwise
one can refer to Appendix A or to [15]. We will use the following set/graph notations: First
of all, the symmetric difference of two sets A and B will be denoted A∆B := (A∪B)\(A∩B).
We will use intensively the open and closed neighbourhood. Given a simple undirected graph
G = (V,E), for any u ∈ V , N(u) := {v ∈ V | (u, v) ∈ E} is the (open) neighbourhood
of u, and N [u] := N(u) ∪ {u} is the closed neighbourhood of u. For any subset A of
V , Odd(A) := ∆v∈AN(v) (resp. Odd[A] := ∆v∈AN [u]) is the odd (resp. odd closed)
neighbourhood of A. Also, we will use the notion of extensive maps. A map f : A → 2B,
with A ⊆ B is extensive if the transitive closure of {(u, v) : v ∈ f(u)} is a strict partial order.
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We say that f is extensive with respect to a strict partial order ≺ if (v ∈ f(u)⇒ u ≺ v).
2.1 MBQC, concretely, abstractly
In this section, a brief description of the measurement-based quantum computation is given,
a more detailed introduction can be found in [7, 8]. Starting from a low-level description of
measurement-based quantum computation using the so-called patterns of the Measurement-
Calculus – an assembly language composed of 4 kinds of commands: creation of ancillary
qubits, entangling operation, measurement and correction – we end up with a graph theo-
retical description of the computation and in particular of the underlying entangled resource
of the computation.
2.2 Measurement-Calculus patterns: an assembly language
An assembly language for MBQC is the Measurement-Calculus [7, 8]: a pattern is a sequence
of commands, each command is either:
– Nu: initialisation of a fresh qubit u in the state |+〉 = |0〉+|1〉√2 ;
– Eu,v entangling two qubits u and v by applying Control-Z operation ΛZ : |x, y〉 7→
(−1)xy |x, y〉 to the qubits u and v;
– Mλu,αuu measurement of qubit u according to the observable Oλu,αu described below;
– Xsvu (resp. Z
sv
u ), a correction which consists of applying Pauli X : |x〉 7→ |1− x〉 (resp.
Z : |x〉 7→ (−1)x |x〉) to qubit u iff sv (the classical outcome of the measurement of qubit v)
is 1.
A pattern is subject to some basic well-formedness conditions like: no operation can be
applied on a qubit u after u being measured; a correction cannot depend on a signal su if
qubit u is not yet measured.
The qubits which are not initialised using the N command are the input qubits, and
those which are not measured are the output qubits. The measurement of a qubit u is
characterized by λu ⊂ {X,Y, Z} a subset of one or two Pauli operators, and an angle
αu ∈ [0, 2π):
– when λu = {M} is a singleton, u is measured according to Oλu,αu := M if αu = 0 or
Oλu,αu := −M if αu = π.
– when |λu| = 2, u is measured in the λu-plane of the Bloch sphere with an angle αu,
i.e. according to the observable:
Oλu,αu :=





cos(αu)Xu + sin(αu)Yu if λu = {X,Y }
cos(αu)Yu + sin(αu)Zu if λu = {Y, Z}
cos(αu)Zu + sin(αu)Xu if λu = {Z,X}
Measurement of qubit u produces a classical outcome (−1)su where su ∈ {0, 1} is called
signal, or simply classical outcome with a slight abuse of notation.
2.3 A graph-based representation
In the Measurement-Calculus, the patterns are equipped with an equational theory which
captures some basic invariant properties, e.g. two operations acting on distinct qubits
commute, or Eu,v is equivalent to Ev,u. It is easy to show using the equations of the
Measurement-Calculus that any pattern can be transformed into an equivalent pattern of
the form:
( ≺
∏
u∈Oc
Zsu
z(u)X
su
x(u)M
λu,αu
u
)


∏
(u,v)∈G
Eu,v


(
∏
u∈Ic
Nu
)
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where G = (V,E) is a simple undirected graph, I, O ⊆ V are respectively the input and
output qubits, and x, z : Oc → 2V are two extensive maps, i.e. the relation ≺ defined as
the transitive closure of {(u, v) : v ∈ x(u) ∪ z(u)} is a strict partial order. Notice that
Oc := V \ O and Xsu
x(u) :=
∏
v∈x(u)X
su
v . Moreover the product
∏
(u,v)∈G means that the
indices are the edges of the G, in particular each edge is taken once.
The septuple (G, I,O, λ, α, x, z) is a graph-based representation which captures entirely
the semantics of the corresponding pattern. We simply call an MBQC such a septuple.
2.4 Semantics and Determinism
An MBQC (G, I,O, λ, α, x, z) has a fundamentally probabilistic evolution with potentially
2|O
c| possible branches as the computation consists of |Oc| measurements. For any s ∈
{0, 1}|Oc|, let As : C{0,1}
I → C{0,1}O be
As(|ϕ〉) =
( ≺
∏
u∈Oc
Zsu
z(u)X
su
x(u)
〈
ϕλu,αusu
∣
∣
u
)


∏
(u,v)∈G
ΛZu,v


(
|ϕ〉 ⊗
∑
x∈{0,1}Ic |x〉√
2|Ic|
)
where
∣
∣ϕλu,αusu
〉
is the eigenvalue of Oλu,αu associated with the eigenvalue (−1)su .
Given an initial state |ϕ〉 ∈ C{0,1}I and s ∈ {0, 1}Oc , the outcome of the computation
is the state As |Ψ〉 (up to a normalisation factor), with probability 〈ϕ|A†sAs |ϕ〉. In other
words the MBQC implements the cptp-map1 ρ 7→∑s∈{0,1}Oc AsρA†s.
Among all the possible measurement-based quantum computations, those which are de-
terministic are of peculiar importance. In particular, deterministic MBQC are those which
are used to simulate quantum circuits (cornerstone of the proof that MBQC is a univer-
sal model of quantum computation), or to implement a quantum algorithm. An MBQC
(G, I,O, λ, α, x, z) is deterministic if the output of the computation does not depend on
the classical outcomes obtained during the computation: for any input state |ϕ〉 ∈ C{0,1}I
and branches s, s′ ∈ {0, 1}Oc, As |ϕ〉 and As′ |ϕ〉 are proportional.
Notice that the semantics of a deterministic MBQC (G, I,O, λ, α, x, z) is entirely defined
by a single branch, e.g. the branch A0|Oc | . Moreover, this particular branch A0|Oc | is
correction-free by construction (indeed all corrections are controlled by a signal, which is 0
in this particular branch). As a consequence, intuitively, when the evolution is deterministic,
the corrections are only used to make the overall evolution deterministic but have no effect on
the actual semantics of the evolution. Thus the correction can be abstracted away leading to
the notion of abstract MBQC (G, I,O, λ, α). There is however a caveat when the branch
A0|Oc | is 0: for instance M
X,π
1 N1N2 and Z
s1
2 M
X,π
1 N1N2 are both deterministic
2 and share
the same abstract open graph, however they do not have the same semantics: the outcome
of the former pattern is |0〉+|1〉√
2
, whereas the outcome of the latter is |0〉−|1〉√
2
.
To avoid these pathological cases and guarantee that the corrections can be abstracted
away, a stronger notion of determinism has been introduced in [4]: an MBQC is strongly
deterministic when all the branches are not only proportional but equal up to a global
phase. The strongness assumption guarantees that for any input state |ϕ〉, A0|Oc | |ϕ〉 is non
zero, and thus guarantees that the overall evolution is entirely described by the correction-
free branch, or in other words by the knowledge of the abstract MBQC (G, I,O, λ, α).
Whereas deterministic MBQC are not necessarily invertible (e.g. M
(X,0)
1 N2 which maps
any state |ϕ〉 to the state |+〉), strongly deterministic MBQC correspond to the invertible
1A completely positive trace-preserving map describes the evolution of a quantum system which state is
represented by a density matrix. See for instance [15] for details.
2In both cases the unique measurement consists of measuring a qubit in state |+〉 according to the
observable −X which produces the signal s1 = 1 with probability 1.
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deterministic quantum evolutions: they implement isometries (∃U : C{0,1}I → C{0,1}O s.t.
U †U = I and ∀s ∈ {0, 1}|Oc|, ∃θ s.t. As = 2−|O
c|eiθU).
We consider a variant of strong determinism which is robust to variation of the angles
of measurements (which is a continuous parameter, so a priori subject to small variations
in an experimental setting for instance), and to partial computation i.e., roughly speaking
if one aborts the computation, the partial outcome does not depend on the branch of the
computation.
Definition 1 (Robust Determinism). (G, I,O, λ, α, x, z) is robustly deterministic if for any
lowerset S ⊆ Oc and for any β : S → [0, 2π), (G, I,O ∪ Sc, λ|S , β, x|S , z|S) is strongly
deterministic, where S is a lowerset for the partial order induced by x and z: ∀v ∈ S, ∀u ∈ Oc,
v ∈ x(u) ∪ z(u)⇒ u ∈ S.
The notion of robust determinism we introduce is actually a short cut for uniformly
strong and stepwise determinism which has been already extensively studied in the context
of measurement-based quantum computing [4, 8, 13].
A central question in measurement-based quantum computation is to decide whether
an abstract MBQC can be implemented deterministically: given (G, I,O, λ, α), does there
exist correction strategies x, z such that (G, I,O, λ, α, x, z) is (robustly) deterministic? This
question is related to the power of postselection in quantum computing: allowing postse-
lection one can select the correction-free branch and thus implement any abstract MBQC
(G, I,O, λ, α). Post-selection is a priori a non physical evolution, but in the presence of a
correction strategy, postselection can be simulated using measurements and corrections.
The robustness assumption allows one to abstract away the angles and focus on the
so-called open graph (G, I,O, λ) i.e. essentially the initial entanglement. For which initial
entanglement – or in other words for which resource state – a deterministic evolution can
be performed? This is a fundamental question about the structures and the computational
power of entanglement.
Several graphical conditions for determinism have been introduced: causal flow, Gener-
alized flow (Gflow) and Pauli Flow [6, 4, 8]. These are graphical conditions on open graphs
which are sufficient to guarantee the existence of a robust deterministic evolution. Gflow
has been proved to be a necessary condition for Pauli-free MBQC (i.e. for any open graph
(G, I,O, λ) s.t. ∀u ∈ Oc, |λu| = 2). The necessity of Pauli flow was an open question3. In
this paper we show that Pauli flow fails to be necessary in general, but is however neces-
sary for real MBQC, i.e. when ∀u ∈ Oc, λu ⊆ {X,Z}. In the next section, we review the
graphical sufficient conditions for determinism.
2.5 Graphical Conditions for Determinism
Several flow conditions for determinism have been introduced to guarantee robust determin-
ism. Causal flow has been the first sufficient condition for determinism [6]. This condition
has been extended to Generalized flow (Gflow) and Pauli flow [4]. Our first contribution is to
provide a simpler description of the Pauli flow, equivalent to the original one (see appendix
B):
Property 1. (G, I,O, λ) has a Pauli flow iff there exist a strict partial order < over Oc
3In [4], an example of deterministic MBQC with no Pauli flow is given. This is however not a counter
example to the necessity of the Pauli flow as the example is not robustly deterministic. More precisely
not all the branches of computation occur with the same probability: with the notation of Figure 8 in [4]
if measurements of qubits 4,6,8 produce the outcome 0, then the measurement of qubit 10 produces the
outcome 0 with probability 1.
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and p : Oc → 2Ic s.t. ∀u ∈ Oc,
(cX) X ∈ λu ⇒ u ∈ Odd(p(u)) \




⋃
v≥u
v/∈O∪{u}
Odd(p(v))




(cY ) Y ∈ λu ⇒ u ∈ Odd[p(u)] \




⋃
v≥u
v/∈O∪{u}
Odd[p(v)]




(cZ) Z ∈ λu ⇒ u ∈ p(u) \




⋃
v≥u
v/∈O∪{u}
p(v)




where v ≥ u iff ¬(v < u)
Remark. Notice that the existence of a Pauli flow forces the input qubits to be measured in
the {X,Y }-plane: If (G, I,O, λ) has a Pauli flow then for any u ∈ I ∩ Oc, u /∈ p(u) since
p(u) ⊆ Ic. It implies, according to condition (cZ), that Z /∈ λu.
Gflow and Causal flows are special instances of Pauli flow: A Pauli flow is a Gflow when
all measurements are performed in a plane (i.e. ∀u, |λu| = 2); a Causal flow [6] is nothing
but a Gflow (p,<) such that ∀u, |p(u)| = 1. GFlow has been proved to be a necessary and
sufficient condition for robust determinism:
Theorem 2 ([4]). Given an abstract MBQC (G, I,O, λ, α) such that ∀u ∈ Oc, |λu| = 2,
(G, I,O, λ) has a GFlow (p,<) if and only if there exists x, z extensive with respect to < s.t.
(G, I,O, λ, α, x, z) is robustly deterministic.
Pauli flow is the most general known sufficient condition for determinism for robust
determinism:
Theorem 3 ([4]). If (G, I,O, λ) has a Pauli flow (p,<), then for any α : Oc → [0, 2π),
(G, I,O, λ, α, x, z) is robustly deterministic where ∀u ∈ Oc,
x(u) = {v ∈ p(u) | u < v}
z(u) = {v ∈ Odd(p(u)) | u < v}
Is there a converse? This is the purpose of next section.
3 Characterising Robust Determinism
In this section, we show the main result of the paper: Pauli flow is necessary for ro-
bust determinism in the real case, i.e. when all the measurements are in the {X,Z}-plane
(∀u, λu ⊆ {X,Z}).
We investigate in the subsequent sections the consequences of this result for real MBQC
which is a universal model of quantum computation with several crucial applications.
A real open graph (G, I,O, λ) is an open graph such that ∀u ∈ Oc, λu ⊆ {X,Z}. We
define similarly real abstract MBQC and real MBQC. Pauli flow conditions on real
open graphs can be simplified as follows:
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Property 2. A real open graph (G, I,O, λ) has a Pauli flow iff there exist a strict partial
order < over Oc and p : Oc → 2Ic s.t. ∀u ∈ Oc,
(i) X ∈ λu ⇒ u ∈ Odd(p(u)) \




⋃
v≥u
v/∈O∪{u}
Odd(p(v))




(ii) Z ∈ λu ⇒ u ∈ p(u) \




⋃
v≥u
v/∈O∪{u}
p(v)




Theorem 4. Given a real abstract MBQC (G, I,O, λ, α), (G, I,O, λ) has a Pauli flow (p,≺)
if and only if there exist x, z extensive with respect to ≺ s.t. (G, I,O, λ, α, x, z) is robustly
deterministic.
The proof of Theorem 4 is given in appendix. The proof is fundamentally different from
the proof that Gflow is necessary for Pauli-free robust determinism (Theorem 2 in [4]).
Roughly speaking, the proof that Pauli flow is necessary goes as follows: first we fix the
inputs to be either |0〉 or |+〉 and all the measurements to be Pauli measurements (i.e. if
λu = {X,Z} we fix the measurement of u to be either X or Z). For each of these choices
the computation can be described in the so-called stabilizer formalism which allows one to
point out the constraints the corrections should satisfy for each of these particular choices of
inputs and measurements. Then, as the corrections of a robust deterministic MBQC should
not depend on the choice of the inputs and the angles of measurements, one can combine
the constraints the corrections should satisfy and show that they coincide with the Pauli
flow conditions.
Remark. We consider in this paper a notion of real MBQC which corresponds to a constraint
on the measurements (∀u ∈ Oc, λu ∈ {X,Z}), it can also be understood as an additional
constraint on the inputs: the input of the computation is in RI instead of CI . This dis-
tinction might be important, for instance the pattern MY1 N2 is strongly deterministic on
real inputs but not on arbitrary complex inputs. It turns out that the proof of Theorem
4 only consider real inputs, and as a consequence is valid in both cases (i.e. when both
inputs and measurements are real ; or when inputs are complex and measurements are in
the {X,Z}-plane).
Pauli flow is necessary for real robust determinism. This property is specific to real
measurements: Pauli flow is not necessary in general even when the measurements are
restricted to one of the other two planes of measurements. In the following {X,Y }-MBQC
(resp. {Y, Z}-MBQC) refers to MBQC where all measurements are performed in the {X,Y }-
plane (resp. {Y, Z}-plane).
Property 3. There exists robustly deterministic {X,Y }-MBQC (resp. {Y, Z}-MBQC)
(G, I,O, λ, α, x, z) such that (G, I,O, λ) has no Pauli flow (p,≺) where x and z are extensive
with respect to ≺.
Proof. We consider the pattern P = Zs23 MX,02 Xs12 M
{X,Y },α
1 E1,2E1,3N1N2N3 which is an
implementation of the {X,Y }-MBQC given in Fig 1 (the other example is similar). Notice
that the correction Xs12 is useless as qubit 2 is going to be measured according to M
X .
Thus P has the same semantics as P ′ = Zs23 MX,02 M
{X,Y },α
1 E1,2E1,3N1N2N3. Notice in P ′
that the two measurements commute since there is no dependency between them, leading
to the pattern P ′′ = M{X,Y },α1 Zs23 MX,02 E1,2E1,3N1N2N3. It is easy to check that P ′′ has
a Pauli flow so is robustly deterministic. All but the stepwise property are transported
7
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by the transformations from P ′′ to P . Notice that P ′ is not stepwise deterministic as
M
{X,Y },α
1 E1,2E1,3N1N2N3 is not deterministic. However, P enjoys the stepwise property
since Xs12 M
{X,Y },α
1 E1,2E1,3N1N2N3 has a Pauli flow so is robustly deterministic. Finally,
it is easy to show that the open graph has no Pauli flow (p,≺) such that 1 ≺ 2, which is
necessary to guarantee that x is extensive with respect to ≺.
(X,Y ), α
1
3
X
2
(Y, Z), α
1
3
Z
2
x(1) = {2}, z(1) = ∅, x(2) = ∅, z(2) = {3} x(1) = ∅, z(1) = {2}, x(2) = ∅, z(2) = {3}
Zs23 M
X,0
2 X
s1
2 M
{X,Y },α
1 E1,2E1,3N1N2N3 Z
s2
3 M
Z,0
2 Z
s1
2 M
{Y,Z},α
1 E1,2E2,3N1N2N3
Figure 1: Robustly deterministic {X,Y }-MBQC and {Y, Z}-MBQC with no compatible
Pauli flow. The two MBQC are described by means of there abstract MBQC (G, I,O, α)
and the corrective maps x and z. In both cases there is no input and the output is located on
qubit 3. A description using the measurement-pattern formalism is also provided (commands
should be read from right to left). Notice that the only order that makes x and z extensive
has to verify 1 ≺ 2, and there is no Pauli flow for this order.
Remark. This is the last step of the proof of Theorem 4 which fails with the examples of
Figure 1. For instance in the {X,Y }-MBQC example, in both cases of Pauli measurements
of qubit 1 (according to X or according to Y ), a Pauli flow exists, sharing the same partial
order 1 ≺ 2. However the two Pauli flows are distinct and none of them is a Pauli flow when
qubit 1 is measured in the {X,Y }-plane.
Remark. The examples given in figure 1 do have a Pauli flow but with a partial order not
compatible with the order of measurements. It is important that the orders of the flow and
the measurements coincide for guaranteeing that the depth of the flow (longest increasing
sequence) corresponds to the depth of the MBQC. Because of the logarithmic separation
between the quantum circuit model and MBQC in terms of depth (e.g. PARITY can be
computed with a constant quantum depth MBQC but requires a logarithmic depth quantum
circuit) [5], it is also important that Pauli flow characterises not only the ability to perform
a robust deterministic evolution, but characterizes also the depth of such evolution. There
exists an efficient polynomial time which, given an open graph, compute a Gflow of optimal
depth (when it exists) [13], the existence of such an algorithm in the Pauli case is an open
question.
4 Applications: Computational Power of Real Bipartite
MBQC
In this section we focus on the real MBQC which underlying graph are bipartite (real bi-
partite MBQC for short). Bipartite graphs (or equivalently 2-colorable graphs) play an
important role in MBQC, the square grid is universal for quantum computing: any quan-
tum circuit can be simulated by an MBQC whose underlying graph is a square grid. The
brickwork graph [2] is bipartite and universal for {X,Y }-MBQC. Regarding real MBQC,
the (non bipartite) triangular grid is universal for real MBQC [14] but there is no known
universal family of bipartite graphs. We show in this section that there is no universal family
of bipartite graphs for real MBQC, by showing that any real bipartite MBQC can be done
in constant depth.
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4.1 Real bipartite MBQC in constant depth
In this section we show that real bipartite MBQC can always be parallelized:
Theorem 5. All measurements of a robustly deterministic real bipartite MBQC can be
performed in parallel.
The rest of the section is dedicated to the proof of Theorem 5. According to Theorem
4, a real MBQC is robustly deterministic if and only if the underlying open graph has a
Pauli flow. To prove that all the measurements can be performed in parallel in the bipartite
case we point out the existence of a particular correction strategy which ensures that each
measurement is corrected using output qubits only.
Lemma 6. Given a bipartite graph G, I, O ⊆ V (G) and λ : Oc → {{X}, {Z}, {X,Z}}, if
(G, I,O, λ) has a Pauli flow then there exists p : Oc → 2Ic s.t.:
Odd(p(u)) \ (O ∪ λ−1({Z})) = {u} \ λ−1({Z})
p(u) \ (O ∪ λ−1({X})) = {u} \ λ−1({X})
Proof. See appendix D
This particular correction strategy corresponds to a king of super-normal form. Indeed
it is known that Gflow can be put into the so called Z- or X-normal form but not both at
the same time (see [10] for details). Lemma 6 shows, roughly speaking, that the Pauli flow
in the real bipartite case can be put in both normal forms at the same time.
Proof of Theorem 5. Given a robustly deterministic real bipartite MBQC (G, I,O, λ, α, x, z),
according to Theorem 4, (G, I,O, λ) has a Pauli flow, so according to Lemma 6 there exists
p s.t. Odd(p(u)) \ (O ∪ λ−1({Z})) = {u} \ λ−1({Z}) and p(u) \ (O ∪ λ−1({X})) = {u} \
λ−1({X}). Notice that (p, ∅) is a Pauli flow for (G, I,O, λ), thus according to Theorem 3,
(G, I,O, λ, α, x′, z′) is robustly deterministic where x′ = u 7→ p(u) \ (λ−1({X}) ∪ {u}) and
z
′ = u 7→ Odd(p(u)) \ (λ−1({Z}) ∪ {u}). Both (G, I,O, λ, α, x, z) and (G, I,O, λ, α, x′, z′)
implement the same computation, and ∀u ∈ Oc x′(u) ⊆ O and z′(u) ⊆ O which implies that
all measurements of the latter MBQC can be performed in parallel.
4.2 Interactive proofs
The starting point of our work has been a sentence of McKague in [12]. In the future work
section, McKague wonders how his work could be used to build an interactive prover with
only two provers. The problem that McKaque wants to solve is the following. We imagine
a classical verifier, which is a computer with classical resources, who wants to perform
a computation using some non-communicating quantum provers. The quantum provers
are computers with quantum resources. In fact, the classical verifier wants to achieve his
computation using the quantum power of quantum provers. In this model, the hard point to
breakthrough is that we want the verifier to detect cheating behavior of some provers. The
model should guarantee the verifier that the result of the computation made by the provers
is correct: if a prover has cheated and not computed what he was asked, the verifier should
be able to detect it. We specify that the provers, in this model, cannot communicate one
with the others: each prover can try to cheat on his own but he does not have the power to
do it by exchanging information with the others. McKague, in [12], proves that it is possible
to imagine a protocol in which the computation can be performed by the classical verifier
using a polynomial number of quantum provers. To achieve this goal, McKague uses two
main tools, one of them being Measurement Based Quantum Computation in the (X,Z)
plane. Mhalla and Perdrix, in [14], prove that there exists a grid that enables to perform
a universal computing in the (X,Z) plane. Usually, the (X,Y ) plane, first known to allow
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universal computation is preferred. In his work, McKague needs the (X,Z) plane: to be
able to detect cheating behavior, McKague needs to compute in the reals. The conjugation
operation that can be performed in other planes is a problem to detect some cheatings.
In his future work section, McKague argues that most his work could be used to improve
his result to the use of only two provers. The main difficulty he points out is to build a
bipartite graph to compute with. His self-testing skill, which is the second important tool
of his work, can be applied only if the graph does not have any odd cycle. Therefore, the
question we wanted to answer was whether one could build a universal bipartite grid for
the (X,Z)-plane. Our Theorem 5 shows that in the real case a bipartite graph is not very
powerful to compute: it is far from being universal. Therefore, at best, new skills will be
needed to adapt McKague’s method to interactive proofs with two provers.
5 Conclusion and future work
In this paper, we made substantial steps in understanding MBQC world. The first important
one is this equivalence between being robustly deterministic and having a Pauli flow for a
real-MBQC. Since it does not hold for {X,Y }- and {Y, Z}-planes, a natural question is how
one can modify the Pauli flow definition to obtain a characterisation of determinism in these
cases? A bi-product of the characterisation of robust determinism for real MBQC is the
low comutational power of real bipartite MBQC. It would be interesting to compare the
computational power of real bipartite MBQC and of commuting quantum circuits. There
are some good reasons to think that the power of real bipartite MBQC is exactly the same
as those commuting quantum circuits. Taking a global view of the MBQC domain, some
advances we make in this paper, and a good direction for further research should be to
better understand the specificity of each plane in the power of the MBQC model and how
the ability to perform a deterministic computation is linked to this power. Finally, another
open question is the existence of an efficient algorithm for deciding whether a given open
graph has a Pauli flow, and which produces a Pauli flow of optimal depth when it exists.
Such an algorithm exists for Gflow [13].
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A Quantum Computing in a Nutshell
The state of a given a finite set (or register)A of qubits is a unit vector |ϕ〉 ∈ C{0,1}A . The so-
called classical states {|x〉 : x ∈ {0, 1}A} of the register A form an orthonormal basis C{0,1}A ,
thus any state |ϕ〉 of A can be described as |ϕ〉 =∑x∈{0,1}A αx |x〉 s.t.
∑
x∈{0,1}A |αx|2 = 1.
Given two distinct registers A and B, if the state of A is |ϕ〉 = ∑x∈{0,1}A αx |x〉 and
the state of B is |ψ〉 = ∑y∈{0,1}B βy |y〉, then the state of the overall register A ∪ B is
|ϕ〉 ⊗ |ψ〉 =∑x∈{0,1}A,y∈{0,1}B αxβy |xy〉, where xy is the concatenation of x and y.
The adjoint of a state |ϕ〉 =∑x∈{0,1}A αx |x〉 ∈ C{0,1}
A
is 〈ϕ| = (|ϕ〉)† =∑x∈{0,1}A α∗x 〈x| ∈
C{0,1}
A → 1, where ∀x, y ∈ {0, 1}A, 〈x| |y〉 = δx,y.
Any quantum evolution can be decomposed into a sequence of isometries and mea-
surements : An isometry U : C{0,1}
A → C{0,1}B is a linear map s.t. U †U = I, (i.e. ∀x ∈
{0, 1}A, (U |x〉)†(U |x〉) = 1), which transforms the state |ϕ〉 into U |ϕ〉. Famous examples of
isometries are the unitary evolutions which correspond to the case |A| = |B|. The simplest
example of unitary transformations are the so-called one-qubit Pauli operators X , Y , Z:
X = |x〉 7→ |1− x〉, Z = |x〉 7→ (−1)x |x〉 and Y = iXZ. An example of an isometry which
is not a unitary evolution is, given a one-qubit state |ψ〉 ∈ {0, 1}{u} and a register A s.t.
u /∈ A, the map |ψ〉u : C{0,1}
A → C{0,1}A∪{u} = |ϕ〉 7→ |ϕ〉 ⊗ |ψ〉 which consists of adding a
qubit u in the state |ψ〉 to the register A.
A measurement is a fundamentally probabilistic evolution which produces a classical
outcome and transforms the state of the quantum system. We consider in this paper only
destructive measurements which means that the measured qubit is consumed by the mea-
surement: measuring a qubit u of a register A transforms the state |ϕ〉 ∈ {0, 1}A into a state
|ψ〉 ∈ {0, 1}A\{u}. Moreover, we will consider only one-qubit measurements, also called local
measurements. A 1-qubit measurement is characterised by an observable O, i.e. an hermi-
tian operator acting on one qubit. We assume O has two distinct eigenvalues 1 and −1.
Let |ϕ0〉 and |ϕ1〉 be the corresponding eigenvectors. A measurement according to O of a
qubit u of a register A in the state |ψ〉 ∈ C{0,1}A produces the classical outcome 0 (resp. 1)
and the state
〈ϕ0|u|ψ〉√
〈ϕ||ϕ0〉u〈ϕ0|u|ψ〉
(resp.
〈ϕ1|u|ψ〉√
〈ϕ||ϕ1〉u〈ϕ0|u|ψ〉
) with probability 〈ϕ| |ϕ0〉u 〈ϕ0|u |ψ〉
(resp. 〈ϕ| |ϕ1〉u 〈ϕ1|u |ψ〉), where 〈ϕ1|u : C{0,1}
A∪{u} → C{0,1}A is the adjoint of |ϕ1〉u.
A quantum evolution composed of k 1-qubit measurements and n isometries (in any
order) has 2k possible evolutions and is hence represented by 2k linear maps Ls indexed
by the possible sequences of classical outcomes. The quantum evolution should satisfy the
condition
∑
s∈{0,1}k L
†
sLs = I. It can be obtained as the composition of isometries and
measurements as follows: a measurement is a pair {〈ϕ0| , 〈ϕ1|}, an isometry U is a singleton
{U} and the composition of two quantum evolutions is {Ls : s ∈ {0, 1}k} ◦ {Mt : t ∈
{0, 1}m} = {LsMt : s ∈ {0, 1}k, t ∈ {0, 1}m}.
A probability distribution of quantum states, say {(|ϕi〉 , pi)}i can be represented as a
density matrix ρ =
∑
i pi |ϕi〉 〈ϕi|. Two probability distributions of quantum states leading
to the same density matrix are indistinguishable. A quantum evolution {Ls : s ∈ {0, 1}k}
transforms ρ into
∑
s∈{0,1}k LsρL
†
s.
B Proof of property 1
Pauli flow has been introduced in [4], as follows:
Definition 7 (Pauli Flow [4]). An open graph state (G, I,O, λ) has Pauli flow if there
exists a map p : Oc → 2Ic and a strict partial order < over Oc such that ∀u, v ∈ Oc,
—(P1) if v ∈ p(u), u 6= v, and λv /∈ {{X}, {Y }} then u < v,
—(P2) if v ≤ u, u 6= v, and λv /∈ {{Y }, {Z}} then v /∈ Odd(p(u)),
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—(P3) if v ≤ u, u 6= v, and λv = {Y } then v ∈ p(u)⇔ v ∈ Odd(p(u)),
—(P4) if λu = {X,Y } then u /∈ p(u) and u ∈ Odd(p(u)),
—(P5) if λu = {X,Z} then u ∈ p(u) and u ∈ Odd(p(u)),
—(P6) if λu = {Y, Z} then u ∈ p(u) and u /∈ Odd(p(u)),
—(P7) if λu = {X} then u ∈ Odd(p(u)),
—(P8) if λu = {Z} then u ∈ p(u),
—(P9) if λu = {Y } then either: u /∈ p(u) & u ∈ Odd(p(u)) or u ∈ p(u) & u /∈
Odd(p(u)).
where u ≤ v iff ¬(v < u).
First of all, (P9) can be simplified to: if λu = {Y } then u ∈ Odd[p(u)]. Let’s now begin
to rewrite the block (P4) to (P9). Using (P4), (P5) and (P7), we can say that X ∈ λu ⇒
u ∈ Odd(p(u). Also, (P4), (P6) and (P9) enable us to show that Y ∈ λu ⇒ u ∈ Odd[p(u)]
and (P5), (P6) and (P8) that Z ∈ λu ⇒ u ∈ p(u) is correct. Conversely, we can go back as
easily to property (P4) to (P9) from X ∈ λu ⇒ u ∈ Odd(p(u)), Y ∈ λu ⇒ u ∈ Odd[p(u)]
and Z ∈ λu ⇒ u ∈ p(u).
To achieve the proof, we need to show that given a u ∈ Oc, for all v ∈ Oc, (P1), (P2)
and (P3) are equivalent to the fact that if v ≤ u and v 6= u, then:
—(Q1) X ∈ λv ⇒ v /∈ Odd(p(u)),
—(Q2) Y ∈ λv ⇒ v /∈ Odd[p(u)],
—(Q3) Z ∈ λv ⇒ v /∈ p(u).
This equivalence is easier to prove once (P1), (P2) and (P3) are simplified to:
—(P1’) for v ≤ u and v 6= u, λv /∈ {{X}, {Y }} ⇒ v /∈ p(u),
—(P2’) for v ≤ u and v 6= u, λv /∈ {{Y }, {Z}} ⇒ v /∈ Odd(p(u)),
—(P3’) for v ≤ u and v 6= u, λv = {Y }, v ∈ p(u)⇔ v ∈ Odd(p(u)).
The end of the proof is a proof by exhaustion. To prove (Q1) from (P1’), (P2’) and (P3’),
let’s say that if X ∈ λv, then λv is {X}, {X,Y } or {X,Z}. (P2’) enables us to conclude.
To prove (Q2), let’s say that if Y ∈ λv, then λv is {Y }, {X,Y } or {Y, Z}. In the first case,
we can conclude from (P3’), in the other two, the combination of (P1’) and (P2’) do the
trick. The third case goes the same way.
Conversely, let’s show that we can prove (P1’) from (Q1), (Q2) and (Q3). The proof of
(P2’) and (P3’) will follow the same sketch. If λv /∈ {{X}, {Y }}, then λv is {Z} or one of
the three planes. If λv is {Z}, {X,Z} or {Y, Z}, then we get the result from (Q3). If λv
is {X,Y }, then we know from (Q1) that v /∈ Odd[p(u)] and from (Q2) that v /∈ Odd(p(u)):
that sufficient to assure that v /∈ p(u). That ends the proof.
C Proof of Theorem 4
[⇒]: Theorem 3. [⇐]: We order the vertices ofG according to the order of the measurements:
V = {v0, . . . , vn−1} s.t. vi ≺ vj ⇒ i < j. For any k ∈ [0, n), let Vk = {vk, . . . , vn−1}. For
any S ⊆ I, let the input in S be |0〉 and those in I \ S be |+〉. Moreover for any u ∈ Oc,
let Mu be a Pauli measurement of qubit u with M ∈ λu. The initial state – before the
first measurement – is |ϕ0〉 = |0〉S ⊗ (
∏
u,v∈Scs.t.(u,v)∈G ΛZu,v) |+〉Sc . We are going to use
some technical claims to build the proof, for which the proofs are given in appendix C.
The following claims exhibit Pauli operators which depend on the measurements performed
during the computation, and which stabilize the intermediate states obtained during the
computation:
Claim 1. There exists n independent4 Pauli operators P (0), . . . , P (n−1) : C{0,1}
V → C{0,1}V
s.t. ∀i ∈ [0, n), P (i) |ϕ0〉 = |ϕ0〉 and ∀j < i, Mvj and P (i) commute.
4P (0), . . . , P (n−1) are independent if none of these Pauli operators can be obtained as the product of the
other ones, even up to a global phase.
13
Determinism and Computational Power of Real MBQC S. Perdrix & L. Sanselme
[Proof of Claim 1] For all u ∈ V , let R(u) =
{
Zu if u ∈ S
XuZNG(u) otherwise
. The initial state
|ϕ0〉 is stabilized by S = 〈Ru〉u∈V , i.e. |ϕ0〉 is the unique state (up to an irrelevant global
phase) such that ∀u ∈ V (G), Ru |ϕ0〉 = |ϕ0〉.
We use the following Gauss-elimination-like algorithm to produce some new generators
(P (u))u∈V of S which satisfy that ∀vi ∈ Oc, ∀vj ∈ V , if i < j then Mvi and P (vj) commute:
For all u ∈ V, P (u) ← R(u).
For all i ∈ [0, |V | − 1]:
let A = {j | i ≤ j and Mvi and P (vj) anticommute}.
If A 6= ∅, let i0 ∈ A
for all j ∈ A \ {i0}, P (vj) ← P (vj).P (vi0 )
Pvi ↔ Pvi0 . 2
Claim 2. After k measurements and the corresponding corrections, the state |ϕk〉 of the
system5 satisfies: ∀i < k, Mvi |ϕk〉 = ± |ϕk〉 and ∀i ≥ k, P (i) |ϕk〉 = |ϕk〉.
[Proof of Claim 2.] Since the first k qubits of |ϕk〉 have been measured according to
Mv0 , ..., Mvk−1 , for any i < k, Mvi |ϕk〉 = (−1)si |ϕk〉 where si ∈ {0, 1} is the classical
outcome of measurement of qubit vi. To prove that ∀i ≥ k, P (i) |ϕk〉 = |ϕk〉, notice that if a
quantum state is the fixpoint of some operator P , the measurement of this state according
to an observable which commute with P produces, whatever the classical outcome is, a
quantum state which is also a fixpoint of P . Thus, since P (i) stabilizes the initial state |ϕ0〉
and commutes with the first k measurements, it stabilizes |ϕk〉. 2
Claim 3. For any k, and any n-qubit Pauli operator P s.t. P |ϕk〉 = ± |ϕk〉, ∃BS ⊆ Sc,
∃DS ⊆ S, ∃FS ⊆ V ck s.t. P = ±XBSZOdd(BS)∆DS
∏
u∈FS Mu.
[Proof of Claim 3.] Claim 2 provides n independent Pauli operators which stabilize
|ϕk〉 thus P must be a product of these operators: ∃FS ⊆ V ck , ∃Q ⊆ [k, n), s.t. P =
±∏u∈FS Mu
∏
i∈QS P
(i). Since each P (i) is, according to Claim 1, a product
∏
u∈Γi Ru
where ofRu =
{
Zu if u ∈ S
XuZNG(u) otherwise
. As a consequence, P = ±XBSZOdd(BS)∆DS
∏
u∈FS Mu,
where DS = (Γk∆ . . .∆Γn−1) ∩ S and BS = (Γk∆ . . .∆Γn−1) ∩ Sc. 2
At some step k of the computation, by the strongness hypothesis, the two possible
outcomes of the measurement according to Mvk occur with probability 1/2. Thus, thanks
to the stepwise determinism hypothesis, there exists a real state |ψ〉 on qubits V \ {vk} and
θ ∈ [0, 2π) s.t.
|ϕk〉 =
1√
2
(|↑〉vk ⊗ |ϕ〉V \{vk} + e
iθ |↓〉vk ⊗Xx(vk)Zz(vk) |ϕ〉V \{vk})
where |↑〉 ∈ {|0〉 , |0〉+|1〉√
2
} and |↓〉 ∈ {|1〉 , |0〉−|1〉√
2
} are the eigenvectors of Mvk . Since |ϕk〉,
|↑〉, |↓〉 and |ϕ〉 are real states, eiθ = (−1)r for some r ∈ {0, 1}. Let T be the Pauli operator
s.t. T |↑〉 = − |↓〉 and T |↓〉 = (−1)|x(vk+1)∩z(vk+1)| |↑〉.
Since (−1)rMvkTvkXx(vk)Zz(vk) |ϕk〉 = |ϕk〉, according to claim 3, ∃BS ⊆ Sc, DS ⊆
S, FS ⊆ V ck s.t. MvkTvkXx(vk)Zz(vk) = ±XBSZOdd(BS)∆DS
∏
u∈FS Mu. Thus,
5To simplify the proof we assume that the measurements are non destructive, which means that after,
say, a Z-measurement the measured qubit remains and is either in state |0〉 of |1〉 depending on the outcome
of the measurement. As a consequence, for any k, |ϕk〉 is a n-qubit state.
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TvkXx(vk)Zz(vk) = ±XBSZOdd(BS)∆DS
∏
u∈F ′S
Mu
with BS ⊆ Sc, DS ⊆ S, F ′S ⊆ V ck+1.
The equation above, involving x(vk) and z(vk), is the main ingredient to recover the Pauli
flow conditions. However, this equation depends a priori on the choice of the measurements
and the initial sates. The following claims, proved in appendix, show how to get rid of this
dependency.
Claim 4. BS , DS , and F
′
S do not depend on S. Therefore, using the notation F , B and D
respectively, we can notice that D = D∅ = ∅, and B = BI ⊆ Ic.
[Proof of Claim 4.] For any S, S′ ⊆ I,
XBS∆BS′ZOdd(BS∆BS′)∆DS∆DS′
∏
u∈F ′
S
∆F ′
S′
Mu = ±I, so
∏
u∈F ′
S
∆F ′
S′
Mu =
±XBS∆BS′ZOdd(BS∆BS′)∆DS∆DS′ .
Since all Mu∈{X,Z}, the product in the RHS of the latter equation should only produce X
and Z (but no XZ), thus (BS∆BS′)∩(Odd(BS∆BS′)∆DS∆DS′) = ∅ which is equivalent to
(BS∆BS′) ∩ (DS∆DS′) = (BS∆BS′) ∩ (Odd(BS∆BS′)). Thus |(BS∆BS′) ∩ (DS∆DS′)| =
0 mod 2, since for any set A, |A ∩Odd(A)| = 0 mod 2.
To prove that F ′S = F
′
S′ we exhibit a particular input state such that the initial state
is an eigenvector of
∏
u∈F ′
S
∆F ′
S′
Mu. It implies that when the measurements are performed,
the last measurement of F ′S∆F
′
S′ is going to be deterministic and thus contradicts the
strongness assumption. As a consequence F ′S∆F
′
S′ must be empty. The input state is
constructed as follows: The qubits in (BS∆BS′) ∩ I are initialised in |+〉, the others in
|0〉. Since |(BS∆BS′) ∩ (DS∆DS′)| = 0 mod 2 there exists a partition of (BS∆BS′) ∩
(DS∆DS′) into pairs of qubits P = {(ui, vi)}i. For each pair in P , ΛZ is applied on the
corresponding qubits. The input state is then a fixpoint of X(BS∆BS′)∩IZDS∆DS′ , thus
after the entangling stage the overall state (including input and non input qubits) is an
eigenstate of XBS∆BS′ZOdd(BS∆BS′)∆DS∆DS′ which implies that the measurement according
to
∏
u∈F ′S∆F ′S′
Mu is not strong. As a consequence, FS = FS′ which implies BS = BS′ and
DS = DS′ . 2
Claim 5. F and B do not depend on the choice of Pauli measurements.
[Proof of Claim 5.] If F and B depend on the choice of the Pauli measurements then
there exists two choices which differ on a single measurement and differ on at least one of
the sets F , B. Let (Mu)u∈Oc and (M ′u)u∈Oc these two choices and u0 ∈ Oc s.t. ∀u 6= u0,
Mu =M
′
u andMu0 6=M ′u0 . Let B, F and B′, F ′ the sets associated with these two choices of
measurements. We have XB∆B′ZOdd(B∆B′) =
∏
u∈F\F ′ Mu
∏
u∈F ′\F M
′
u
∏
u∈F∩F ′ MuM
′
u.
Notice that
∏
u∈F∩F ′ MuM
′
u =
{
I if u0 /∈ F ∩ F ′
Xu0Zu0 if u0 ∈ F ∩ F ′
. Since |(B∆B′)∩Odd(B∆B′)| =
0 mod 2, we know that
∏
u∈F∩F ′ MuM
′
u = I.
As a consequence, XB∆B′ZOdd(B∆B′) =
∏
u∈F∆F ′ Mu. Using similar arguments that has
been used above, one can provide a particular input such that the state is a fixpoint of
∏
u∈F∆F ′ Mu which implies that, if F∆F
′ 6= ∅ the last measurement of F∆F ′ is determin-
istic, contradicting the strongness hypothesis. Thus F = F ′, as a consequence B = B′.
2
We are now able to build a Pauli flow. Since F does not depend on the choice of
the measurements, the basis of measurement of the qubits in F must not vary, i.e. F ⊆
λ−1({X}) ∪ λ−1({Z}). As a consequence, defining FX = F ∩ λ−1({X})) and FZ = F ∩
λ−1({Z})), we have TvkXx(vk)Zz(vk) = ±XB∆FXZOdd(B)∆FZ . Defining p(vk) := B one can
double check that for any partial order ≺ with respect to which x and z are extensive, (p,≺)
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is a Pauli flow. Indeed, if X ∈ λvk , T anti-commutes with X , thus u ∈ Odd(p(vk)). Similarly
if Z ∈ λu, u ∈ p(vk).
Let u ≤ vk, u 6= vk. Since x and z are extensive, it implies that u /∈ x(vk) ∪ z(vk). If
u ∈ Odd(p(vk)), u ∈ FZ so u ∈ λ−1({Z}) which implies that X /∈ λu. So X ∈ λu ⇒ u /∈
Odd(p(vk)). Similarly Z ∈ λu ⇒ u /∈ p(vk) 2
D Proof of Lemma 6
Since (G, I,O, λ) has a Pauli flow, there exists an order < and g : Oc → 2Ic s.t. X ∈
λu ⇒ u ∈ Odd(g(u)) \




⋃
v≥u
v 6=u
Odd(g(v))




and Z ∈ λu ⇒ u ∈ g(u) \




⋃
v≥u
v 6=u
g(v)




. Since G
is bipartite, let V0, V1 be a bipartition of V (G) s.t. V0 and V1 are independent sets, and let
Ri = Vi \O and p : Oc → 2I
c
be defined as follows: ∀i ∈ {0, 1}, and ∀u ∈ Ri,
p(u) := g(u)⊕




⊕
v∈Odd(g(u))\{u}
s.t.X∈λv
pZ(v)




⊕




⊕
v∈g(u)\{u}
s.t.Z∈λv
pX(v)




where ∀i ∈ {0, 1}∀v ∈ Ri, pX(v) = p(v) ∩ Vi, and pZ(v) = p(v) ∩ V1−i.
The inductive definition of p is well founded as the definition of p(u) only depends on
p(v) with u < v.
Let u be maximal for <, Odd(p(u)) = Odd(g(u)). For any v < u, v ∈ (O ∪ λ−1({Z}))c
implies X ∈ λv, so according to the Pauli flow condition, v /∈ Odd(p(u)). Moreover, u /∈
λ−1({Z})⇔ X ∈ λu ⇒ u ∈ Odd(p(u)), thus Odd(p(u))\ ((O∪λ−1({Z})) = {u}\λ−1({Z}).
Similarly p(u) \ (O ∪ λ−1({X})) = {u} \ λ−1({X}).
By induction, for a given u ∈ Oc, assume the property is satisfied for all v ∈ Oc s.t.
u < v which implies:
Odd(pX(v)) \ (O ∪ λ−1({Z})) = ∅
Odd(pZ(v)) \ (O ∪ λ−1({Z})) = {v} \ λ−1({Z})
pX(v) \ (O ∪ λ−1({X})) = {v} \ λ−1({X})
pZ(v) \ (O ∪ λ−1({X})) = ∅
p(u) \ (O ∪ λ−1({Z})) = g(u) \ (O ∪ λ−1({Z}))⊕




⊕
v∈Odd(g(u))\{u}
s.t.X∈λv
pZ(v) \ (O ∪ λ−1({Z}))




⊕




⊕
v∈g(u)\{u}
s.t.Z∈λv
pX(v) \ (O ∪ λ−1({Z}))




= g(u) \ (O ∪ λ−1({Z}))⊕




⊕
v∈g(u)\{u}
s.t.Z∈λv
{v} \ (O ∪ λ−1({Z}))




= g(u) \ (O ∪ λ−1({Z}))⊕ (g(u) \ {u}) \ (O ∪ λ−1({Z})
= {u} \ (O ∪ λ−1({Z})) = {u} \ λ−1({Z})
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Similarly,
Odd(p(u)) \ (O ∪ λ−1({Z})) = Odd(g(u)) \ (O ∪ λ−1({Z}))⊕




⊕
v∈Odd(g(u))\{u}
s.t.X∈λv
Odd(pZ(v)) \ (O ∪ λ−1({Z}))




⊕




⊕
v∈g(u)\{u}
s.t.Z∈λv
Odd(pX(v)) \ (O ∪ λ−1({Z}))




= Odd(g(u)) \ (O ∪ λ−1({Z}))⊕




⊕
v∈Odd(g(u))\{u}
s.t.X∈λv
{v} \ (O ∪ λ−1({Z}))




= Odd(g(u)) \ (O ∪ λ−1({Z}))⊕ (Odd(g(u)) \ {u}) \ (O ∪ λ−1({Z})
= {u} \ (O ∪ λ−1({Z})) = {u} \ λ−1({Z})
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