Abstract. Acyclic phase-type distributions are phase-type distributions with triangular matrix representations. They constitute a versatile modelling tool, since they (1) can serve as approximations to any continuous distributions, and (2) exhibit special properties and characteristics, which usually result in some ease in analysis. The size of the matrix representation has a strong influence on computational efforts needed when analyzing these distributions. This representation, however, is not unique, and two representations of the same distribution can differ drastically in size. This paper proposes an effective procedure to aggregate the size of the matrix representation without altering the distribution.
Introduction
Phase-type (PH) distributions are enjoying increasing attention in various fields of computer and engineering sciences. They are frequently used as stochastic modelling aids in areas such as queueing theory [23, 2] , computer network design [9, 21] , and reliability analysis [8] , for instance in the analysis of dynamic fault trees [22, 5] .
In this paper, we deal with continuous-time PH distributions. They are a versatile and tractable class of probability distributions, retaining the principal analytical tractability of exponential distributions in a more general setting: the class of PH distributions is topologically dense [20] on the support set [0, ∞). Therefore they can be used to approximate other probability distributions or the trace of empirical distributions obtained from experimental observations. Any PH distribution agrees with the distribution of the absorption time in some Markov chain with an absorbing state [23] . Such a Markov chain is usually the basis of numerical or analytical analysis for models involving that PH distribution, and it is therefore called the representation of that distribution. These representations are not unique: distinct absorbing Markov chains may represent the same distribution, and any PH distribution is represented by infinitely many distinct absorbing Markov chains. The representations differ in particular with respect to their size, i.e. the number of states and transitions. Thus, for a given PH distribution, an obvious question to pose is what the minimal-size representation of that distribution may be-and how to construct it.
The nowadays standard approach for aggregating a Markov chain without altering its stochastic properties is based on lumpability, in various flavors [7, 19, 12, 4] . This aggregation is equally applicable to absorbing Markov chains, but the computed fix-point is not guaranteed to be the minimal representation in the above sense.
Therefore, the problem of identifying and constructing smaller-sized representations remains one of the most interesting theoretical research questions in the field of PH distributions. In this paper, we focus on the class of acyclic PH (APH) distributions, namely distributions with upper triangular matrix representations. Like PH distributions, also APH distributions are topologically dense on the support set [0, ∞) [20] .
Practically, identifying smaller representations of APH distributions can have compelling computational impact. This is especially apparent in modelling formalisms that support compositionality, like PEPA [19] , IMC [18] , or dynamic fault trees [5] . In such formalisms, complex models are built from smaller and simpler components. The size of some complex model is roughly the product of the individual components' sizes. In this setting, using smaller representations for the components can significantly alleviate the blow-up of the state space during composition. In some cases, this may turn an otherwise intractable model into one with tractable model size.
The systematic study of APH representations was pioneered by Cumani [11], and later by O'Cinneide [26, 27] , who identified minimality conditions, but without algorithmic considerations. In fact, the quest for an algorithm to construct the minimal representation of any APH distribution has recently seen considerable advances: He and Zhang provided an algorithm for computing minimal representations of APH distributions [16] . This algorithm involves converting the given APH distribution to a representation that only contains the poles of the distribution. This representation is not necessarily an APH distribution, but a matrix-exponential distribution [14] . If this is the case, another state and its total outgoing rate are determined and added to the representation. This is performed one by one until an APH representation is obtained. This results in a representation of provably minimal size. This algorithm involves solving a system of nonlinear equations for each additional state. Since nonlinear programming is difficult, the practicality of this method for large models is not obvious, and has not been investigated so far.
The algorithm developed in this paper addresses the very same problem, but in the opposite way. Instead of adding states to a representation until it
