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Abstract
Controlling the shape and position of moving and pinned droplets on a solid surface is
an important feature often found in microfluidic applications. In this work, we consider a
well investigated phase field model including contact line dynamics as the state system for an
(open-loop) optimal control problem. Here the spatially and temporally changeable contact
angles between droplet and solid are considered as the control variables. We consider a suitable,
energy stable, time discrete version of the state equation in our optimal control problem. We
discuss regularity of the solution to the time discrete state equation and its continuity and
differentiability properties. Furthermore, we show existence of solutions and state first order
optimality conditions to the optimal control problem. We illustrate our results by actively
pushing a droplet uphill against gravity in an optimal way.
1 Introduction
Controlling the shape and position of moving and pinned droplets on a solid surface is an important
feature often found in microfluidics applications. On a lab-on-a-chip droplets can be transported
across the solid surface by a contact angle gradient, and merged, split or mixed in a controlled
fashion [51]. Thereby, the shape of the droplets influences the heat and mass exchanged with the
solid surface and the surrounding fluid phase [6]. Furthermore, the distribution of nutritiens and
the direction of growth of bio-films and cell cultures depends on the shape and the surface structure,
too [23]. In optical applications, liquid droplets can act as flexible lenses with continuous refraction
index ranges. The curvature and hence their focal length can be tuned by adjusting their shape
through the contact angle distribution [44].
∗The first author acknowledges the German Research Foundation (DFG) for the financial support within the
project RE 1705/16-1.
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In all these processes and applications the shape and position of the droplet (or gas-liquid
interface) plays a significant role. However, automating them, e.g., for high-throughput applications,
does rarely involve model-based optimal control strategies. The potential of optimal control for
microfluidics is for example shown in the following publications. In [47] the control of the footprint
and shape of a static droplet is presented. The position of a moving droplet and its shape without
the influence of gravity is considered in [13]. Results on the position of the gas-liquid interface of
rising liquid in a capillary are provided in [25].
In this work, we are concerned with the optimal control of droplets where the static contact
angle between solid surface and droplet serves as the control variable. In Figure 1, a general physical
setting of the problem is illustrated. Initially, a liquid droplet is placed on an inclined solid surface
(dark gray). Due to gravity g, the droplet slides down the surface. However, with the help of the
patches u1 to u4 we control the contact angles θ1 and θ2 between droplet and solid. Depending
on the actual objective, we use this control e.g. to track a desired shape (dashed) over a given
time horizon. In this way, we are able to impose the desired shape and position at a specific time
(light gray). As observed in the very famous experiments by Chaudhury and Whitesides [18], we
are even able to push the droplet uphill against gravity. Note, that in practical applications, the
control patches represent electrodes and the contact angle is varied using an electric potential (so-
called electrowetting, see [49]). For details on the physical background as well as the technical
implementation in devices we refer to [49].
desired shape/position
initial shape/position
u1(t)
u2(t)
u3(t)
u4(t)
g
θ1 θ2
Figure 1: Physical setting of the optimal control problem.
This paper is organized as follows. In Section 2 we introduce the model for the moving contact
line dynamics and review some properties. Thereafter we introduce a time discrete approximation
of this model in Section 3 and investigate the regularity properties of the resulting equations.
Moreover, we show continuity and differentiability properties that are necessary in the subsequent
section. In Section 4 we introduce an optimization problem, that models the control of a droplet by
the contact angle distribution. Using the results from Section 3 we show existence of solutions and
derive first order optimality conditions. Finally, in Section 5 we illustrate our results by optimally
pushing a droplet uphill.
2 The model for moving contact line dynamics
In this section we introduce the mathematical model under consideration. It is a Cahn–Hilliard
Navier–Stokes system with a moving contact line model for the Cahn–Hilliard system and no-slip
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boundary data for the Navier–Stokes system, see for example [1, 4, 33, 52].
The model consists of a velocity field v(t) and a pressure field p(t) that satisfy the Navier–
Stokes-type equation (1)–(2) and a phase field ϕ(t) and a chemical potential µ(t) that satisfy the
advective Cahn–Hilliard equation (3)–(4). In continuous and strong setting the model reads as
follows.
Let Ω ⊂ Rn, n ∈ {2, 3} denote a polynomially/polygonally bounded Lipschitz domain with
boundary ∂Ω and with unit outer normal νΩ. Let (0, T ) denote a time interval. Given sufficient
smooth initial data v0, and ϕ0 find v(t, x), p(t, x), ϕ(t, x), and µ(t, x) such that for almost all
t ∈ (0, I] it holds
ρ∂tv + ((ρv + J) · ∇)v +Rv
2
− div (2ηDv) +∇p = −ϕ∇µ+ ρg in Ω, (1)
−div(v) = 0 in Ω, (2)
∂tϕ+ v · ∇ϕ− b∆µ = 0 in Ω, (3)
−cWσlgǫ∆ϕ+ cWσlgǫ−1W ′(ϕ) = µ in Ω, (4)
v = 0 on ∂Ω, (5)
r∂tϕ+ L(ϕ) = 0 on ∂Ω, (6)
∇µ · νΩ = 0 on ∂Ω, (7)
where we set J := −b dρdϕ∇µ, R := −b∇ dρdϕ ·∇µ, 2Dv := ∇v+(∇v)t, and L := cWσlgǫ∇ϕ·νΩ+γ′u(ϕ).
The (nonlinear) functions ρ(ϕ) and η(ϕ) denote the density and the viscosity of the fluid,
respectively. See Remark 1 for further discussion of ρ and η. We note, that the additional term R
in (1) appears from the nonlinearity of ρ and vanishes in case of a linear function ρ(ϕ), see [1]. The
gravitational acceleration is denoted by g, while b > 0 denotes the mobility of the fluid, that for
simplicity is taken as constant. The constant σlg denotes the surface tension at the fluidic interface
between the two phases. The interface is considered as diffuse with a width proportional to ǫ. The
function W (ϕ) denotes a dimensionless potential of double-well type, with two strict minima at ±1
that define the pure phases. See Remark 2 for further discussion of W . The constant cW is also
defined in Remark 2. In the following it is convenient to call the phase that is defined by ϕ ≡ −1
as gas and the phase that is defined by ϕ ≡ 1 as liquid. The material outside of Ω is called solid.
Finally, γu(ϕ) denotes the contact line energy and is further explained in Remark 3. The constant
r ≥ 0 denotes a phenomenological parameter allowing for nonequilibrium contact angles at the
contact line.
Existence of a solution to (1)–(7) without the additional term R is shown in [33] and several
numerical schemes are tested. Concerning further analytical results for the bulk model with ho-
mogeneous boundary data we refer to [1–4, 32]. For results on phase field models, that contain a
contact line model, we refer to [20, 26, 60].
Concerning numerical schemes for (1)–(7) and submodels thereof, we refer to [7, 8, 19, 27, 28, 33–
37, 53, 54, 59, 61, 62].
For results on control and boundary control of the Cahn–Hilliard and Cahn–Hilliard Navier–
Stokes equation we refer to [21, 24, 29, 30, 39, 41, 42, 46].
Remark 1 (Nonlinear density and viscosity). Note that in general there is no quantitative upper
bound available for ϕ and thus in particular |ϕ| > 1 is commonly observed. Thus a linear relation
between ϕ and ρ might lead to negative densities and viscosities in practice. This especially appears
3
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σsg − σsl = σgl cos θeq
Figure 2: Definition of parameters in Young’s law.
for large density ratios, compare, e.g., [33, Rem. 4.1]. Therefore we use the modification proposed in
[1] and add the term R in (1) that compensates for a nonlinear density. We also refer to, e.g., [32,
Rem. 2.1], [17, Rem. 1], and [28, Rem. 6] for further discussions of this topic. In the following we
assume that ρ and η are bounded, strictly positive, continuously differentiable and globally Lipschitz
continuous. Additionally we require ρ ∈ C2(R) and define ρmin := mint∈R ρ(t). Moreover ρ(1) = ρl,
ρ(−1) = ρg, η(1) = ηl, and η(−1) = ηg is satisfied, where ρl/g denotes the density of the gas and
liquid phase, while ηl/g denote the corresponding viscosity.
We note, that with a nonlinear density function, while
∫
Ω
ϕ dx is a conserved quantity, the total
mass
∫
Ω ρ(ϕ) dx is only conserved if ρ(ϕ) is a linear function on the (a-priori unknown) image of
ϕ, see e.g., [28, Rem. 1].
Remark 2 (The free energy potential). The free energy potential W is a function with exactly two
minima at ±1 with W (±1) = 0. Additonally we assume, that W ∈ C2,1(R) and that there exists a
constant C > 0 such that
W (ϕ) ≤ C(1 + |ϕ|4), |W ′(ϕ)| ≤ C(1 + |ϕ|3), |W ′′(ϕ)| ≤ C(1 + |ϕ|2). (8)
The function W further admitts a convex-concave splitting W = W++W− such that W+ is a convex
function with W ′+(0) = 0 and W− is a concave function. The assumption (8) also holds for W+
and W− individually.
The parameter cW is defined as c
−1
W :=
∫∞
−∞ 2W (Φ0(z)) dz, where Φ0(z) denotes the first order
approximation of ϕ that satisfies Φ0(z)zz = W
′(Φ0(z)) see [4, Sec. 4.3.4].
We refer to, e.g., [17, Rem. 2] for further discussion of free energy potentials.
Remark 3 (The contact line energy). The contact line energy γu is given by
γu(ϕ) :=
σsl + σsg
2
+ σlg (cos(θeq) +Bu)ϑ(ϕ).
Here σsl denotes the physical surface tension between solid and liquid, σsg denotes the physical
surface tension between solid and gas, and σlg, as before, denotes the physical surface tension
between liquid and gas. The equilibrium contact angle θeq between the interface and the solid is
measured in the liquid phase. These variables satisfy Young’s law, namely
σsl − σsg = σlg cos θeq,
see Figure 2.
The function ϑ satisfies ϑ ∈ C1,1(R)∩C2(R) and there exists L <∞ such that maxs∈R |γ′′(s)| ≤
L. Further it holds ϑ(t) = − 12 for t ≤ −1 and ϑ(t) = 12 for t ≥ 1. A typical choice is ϑ(ϕ) =
1
2 sin(
π
2 min(1,max(−1, ϕ))). We refer to [17, Rem. 3] and the references therein for a discussion.
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The function u ∈ U denotes a given control from some control space U , while B : U →
L2(0, T ;L2(∂Ω)) denotes a linear, continuous and injective control operator. The contact line model
implies natural bounds for Bu and we thus define the convex and closed subset
U0ad := {u ∈ U | − 1 ≤ cos(θeq) +Bu ≤ 1} ⊂ U (9)
as largest set of admissable controls. Note that, since B is injective, in fact U0ad is a bounded subset.
Notation 4. We use the common notation for Sobolev and Hilbert spaces, see e.g. [5]. Especially
by L2(Ω) we denote the Hilbert space of square integrable functions on a domain Ω. The norm
and inner product in L2(Ω) are denoted by ‖ · ‖ and (·, ·). The space L∞(Ω) denotes the space of
essentially bounded functions, and the space H1(Ω) denotes the space of square integrable functions,
that admit a weak derivative that is square integrable.
Additionally to the standard notation, we introduce the space of weakly solenoidal functions
Hσ(Ω) := {v ∈ H10 (Ω)n | (div v, q) = 0 ∀q ∈ L2(Ω),
∫
Ω
q dx = 0}.
Moreover, in the following we restrict to solenoidal velocity fields from Hσ(Ω) and thus skip the
pressure in the equations.
For notational convenience in the following we set σ = cWσlg.
3 Analysis of the time discrete model
For a practical implementation we introduce a time grid 0 = t0 < t1 < . . . < tm−1 < tm < . . . <
tM = T . For the sake of notational simplicity let the time grid be equidistant with step size τ > 0.
We consider the following time discrete version of (1)–(7) in weak form.
Given ϕ0 ∈ H1(Ω) ∩ L∞(Ω), v0 ∈ Hσ(Ω), and u ∈ U0ad. Find sequences vτ = (vm)Mm=1 ∈
(Hσ(Ω))
M , ϕτ = (ϕ
m)Mm=1 ∈ (H1(Ω) ∩ L∞(Ω))M , µτ = (µm)Mm=1 ∈ (W 1,q(Ω))M , q > n, such that
for m = 1, . . . ,M and for all wm ∈ Hσ(Ω), Φm ∈ H1(Ω), and Ψm ∈ H1(Ω) the following equations
1
τ
(
ρm + ρm−1
2
vm − ρm−1vm−1, wm
)
+ a(ρm−1vm−1 + Jm, vm, wm) + (2ηmDvm, Dwm)
+(ϕm−1∇µm, wm)− (gρm, wm) = 0,
(10)
1
τ
(ϕm − ϕm−1,Ψm)− (ϕm−1vm−1,∇Ψm) + τ
ρmin
(|ϕm−1|2∇µm,∇Ψm) + b(∇µm,∇Ψm) = 0,
(11)
σǫ(∇ϕm,∇Φm) + σ
ǫ
(W ′+(ϕ
m) +W ′−(ϕ
m−1),Φm)− (µm,Φm)
+r (Bm,Φm)∂Ω +
(
Sγ
2
(ϕm − ϕm−1) + γ′u(ϕm−1),Φm
)
∂Ω
= 0,
(12)
with Jm := −bρ′(ϕm)∇µm, Bm :=
(
ϕm−ϕm−1
τ
)
, ρm := ρ(ϕm), ρm−1 := ρ(ϕm−1), ηm := η(ϕm),
and ηm−1 := η(ϕm−1). For some q > n (if n = 2) or q ≥ n (if n = 3) the trilinear form
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a : (Lq(Ω))n ×H1(Ω)n ×H1(Ω)n is defined by
a(u, v, w) :=
1
2
∫
Ω
((u · ∇)v) · w − 1
2
∫
Ω
((u · ∇)w) · v.
The contact line energy γ′u(ϕ
m−1) is given by γ′u(ϕ
m−1) = σlg(cos(θeq) + Bmu)ϑ′(ϕm−1), with
Bmu :=
1
τ
∫ tm
tm−1
(Bu)(t) dt. The parameter Sγ is a stabilization parameter and satisfies Sγ ≥
1
2 maxs |γ′′(s)|, see e.g. [8, 17].
We note, that if necessary we consider vτ , ϕτ , and µτ as piecewise constant functions in time
to evaluate time depending norms. Here we set ϕτ (t) ≡ ϕm for t ∈ (tm−1, tm], and correspondingly
for vτ and µτ .
Assumption 5. The regularity µm ∈W 1,q(Ω) with q > n is required for the trilinear form a(·, ·, ·)
to be well defined, since ∇µm appears in the first argument of the trilinear form a. For n = 3 this
can be reduced to µ ∈W 1,3(Ω) and in the following we assume n = 3.
Remark 6 (On the time discretizations of W and γ). For the time discretization of γ we use a
linear stabilization scheme, to guarantee energy stability of the scheme, see Theorem 7. However,
in the bulk domain, we use a convex-concave splitting for W to guarantee energy stability.
We note, that the proposed linearization scheme for γu might also be applied for W . Typically
we obtain broader interfaces and a severe effect on the interface dynamic with this approach and
therefor refrain from using this scheme for the bulk energy.
In [17] we use the convex-concave splitting scheme also for the contact line energy γu. In
Section 4 we consider the term Bmu in γu as control variable and thus γ
′
u in general does not have
a uniform sign. Therefor we can not use a similar convex-concave splitting for the discretization of
γu in this work.
For further discretization schemes, we also refer to [17, 37, 53, 59, 61] and note, that typically
the convex-concave splitting seems to be a very good compromise between stable interfaces and the
validity of an energy inequality in the time discrete setting.
Theorem 7 (Energy inequality). Assume, that there exists a solution to (10)–(12). Then the
following energy inequality holds on one time instance m.
1
2
∫
Ω
ρm|vm|2 + σ
∫
Ω
ǫ
2
|∇ϕm|2 + 1
ǫ
W (ϕm) +
∫
∂Ω
γ(ϕm)
+ τ
(∫
Ω
2ηm|Dvm|2 + b
∫
Ω
|∇µm|2 + r
∫
∂Ω
|Bm|2
)
≤ 1
2
∫
Ω
ρm−1|vm−1|2 + σ
∫
Ω
ǫ
2
|∇ϕm−1|2 + 1
ǫ
W (ϕm−1) +
∫
∂Ω
γ(ϕm−1) + τ
∫
Ω
ρmg · vm.
(13)
Moreover, by summing over (13) we obtain
1
2
∫
Ω
ρm|vm|2 + σ
∫
Ω
ǫ
2
|∇ϕm|2 + 1
ǫ
W (ϕm) +
∫
∂Ω
γ(ϕm)
+ τ
m∑
k=1
(∫
Ω
2ηk|Dvk|2 + b
∫
Ω
|∇µk|2 + r
∫
∂Ω
|Bk|2
)
≤ 1
2
∫
Ω
ρ0|v0|2 + σ
∫
Ω
ǫ
2
|∇ϕ0|2 + 1
ǫ
W (ϕ0) +
∫
∂Ω
γ(ϕ0) +
m∑
k=1
∫
Ω
ρkg · vk.
(14)
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Proof. The proof follows standard arguments and we refer to, e.g., [8, 17, 33].
Lemma 8. Let ϕm−1 ∈ H1(Ω) ∩ L∞(Ω) and vm−1 ∈ Hσ(Ω) be given. Moreover, let u ∈ Uad
be satisfied. For every m, there exists exactly one solution to (10)–(12). Moreover, the following
stability estimate holds:
‖vm‖H1(Ω) + ‖ϕm‖H1(Ω) + ‖ϕm‖C(Ω) + ‖µm‖W 1,3(Ω)
≤ C (‖ϕm−1‖H1(Ω), ‖ϕm−1‖L∞(Ω), ‖vm−1‖H1(Ω)) ,
where the right hand side is a polynomial of its arguments. The result is not stable with respect to
τ → 0 or ǫ→ 0.
Proof. As systems (10) and (11)–(12) are decoupled, we first argue the existence for the latter
system. The existence of a solution ϕm ∈ H1(Ω), µm ∈ H1(Ω) to (11)–(12) can be shown by
considering a suitable minimization problem, compare, e.g., [38, 40]. This solution satisfies
‖ϕm‖H1(Ω) + ‖µm‖H1(Ω) ≤ C
(‖ϕm−1‖H1(Ω), ‖ϕm−1‖L∞(Ω), ‖vm−1‖H1(Ω)) , (15)
where the right hand side is a polynomial of its arguments. The uniqueness then follows from
assuming the existence of two solutions, and exploiting the monotonicity of W ′+, see [28, Thm. 4].
Next we deduce the higher regularity for ϕm. Since ϕm ∈ H1(Ω) →֒ L6(Ω) together with (8) it
holds W ′+(ϕ
m) ∈ L2(Ω). Further, since γ′u is Lipschitz continuous, we have from ϕm−1 ∈ H1/2(∂Ω)
that γ′u(ϕ
m−1) ∈ H1/2(∂Ω). Now we employ [56, Thm. 4.8] to observe that ϕm is continuous and
that
‖ϕm‖H1(Ω) + ‖ϕm‖C(Ω) ≤ C
(‖µm +W ′−(ϕm−1)‖L2(Ω) + ‖γ′u(ϕm−1)‖H1/2(∂Ω)) (16)
≤ C (‖µm‖L2(Ω) + ‖ϕm−1‖H1(Ω)) , (17)
where in the last line we use the properties of W ′− and the Lipschitz continuity of γ
′
u.
Now we deduce the higher regularity for µm. Since vm−1 ∈ Hσ(Ω) →֒ L6(Ω)n, we have
div (ϕm−1vm−1) ∈ L3/2(Ω) and from [22, Thm. 1.9, Thm. 5.3] we thus have µm ∈ W 1,3(Ω).
Additionally we obtain
‖µm‖W 1,3(Ω) ≤ C
(‖ϕm‖L2(Ω), ‖ϕm−1‖H1(Ω), ‖ϕm−1‖L∞(Ω), ‖vm−1‖H1(Ω)) , (18)
where the right hand side is a polynomial of its arguments.
Finally, the existence of a unique solution vm ∈ Hσ(Ω) to (10) readily follows by Lax–Milgram’s
theorem, and leads to
‖vm‖H1(Ω) ≤ C
(‖ϕm−1‖H1(Ω), ‖ϕm−1‖L∞(Ω), ‖µm‖W 1,3(Ω), ‖vm−1‖H1(Ω)) , (19)
where the right hand side is a polynomial of its arguments. Here we used that ρ and η are bounded
independent of their arguments.
Summing over (16),(18), and (19) and using (15) leads to the desired result.
Corollary 9. By iterating the result from Lemma 8 we bound the solution at any time instance by
the initial data, namely
‖vm‖H1(Ω) + ‖ϕm‖H1(Ω) + ‖ϕm‖C(Ω) + ‖µm‖W 1,3(Ω) ≤ C(‖ϕ0‖H1(Ω), ‖ϕ0‖L∞(Ω), ‖v0‖H1(Ω)), (20)
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for m = 1, . . . ,M , or equivalently
‖vτ‖l∞(H1(Ω)) + ‖ϕτ‖l∞(H1(Ω)) + ‖ϕτ‖l∞(C(Ω)) + ‖µτ‖l∞(W 1,3(Ω)) ≤ C(‖ϕ0‖H1(Ω), ‖ϕ0‖L∞(Ω), ‖v0‖H1(Ω)).
(21)
Here the constant depends polynomially on its arguments.
Remark 10. We stress that the stability result from Lemma 8 is independent of the control u
and the static contact angle because we already use the stated bounds −1 ≤ cos(θeq) + Bu ≤ 1 for
u ∈ U0ad. Moreover, the unique solution from Lemma 8 can be found by Newton’s method in function
space, see Corollary 22.
3.1 Results on higher regularity
To prepare for the analysis of the optimal control problem in Section 4 we next show results on
higher regularity for the solution to (10)–(12). This requires additional assumptions on the data.
Assumption 11.
• The boundary ∂Ω of Ω is of class C1,1.
• The initial data ϕ0 satisfies ϕ0 ∈ C0,1(Ω), i.e. ϕ0 is Lipschitz continuous.
Remark 12. In fact, the higher regularity is only required to show continuity of the trilinear
form a(·, ·, ·) under weak convergence, see Lemma 19. We show this by using sufficient regularity
of ∇µm, namely µm ∈ H2. To achieve this regularity we in turn require C0,1(Ω) regularity for
ϕm−1, appearing as a diffusion parameter in (11). Assumption 11 guarantees this regularity by
guaranteeing W 2,p(Ω) →֒ C0,1(Ω) regularity for ϕm.
We start with showing Lipschitz continuity for ϕm in Lemma 13 and show H2(Ω)-regularity for
µm in Lemma 14.
Lemma 13. Let Assumption 11 hold and let ϕm−1 ∈ H1(Ω)∩C0,1(Ω) and µm ∈W 1,3(Ω) be given.
Then ϕm, the solution to (12), satisfies ϕm ∈ C0,1(Ω) and
‖ϕm‖C0,1(Ω) ≤ C
(
‖vm−1‖H1(Ω), ‖ϕm−1‖H1(Ω), ‖ϕm−1‖C0,1(Ω),
)
,
where the latter is a polynomial of its arguments.
Proof. From Lemma 8 we have ϕm ∈ C(Ω) →֒ L∞(Ω). Thus we obtainW ′+(ϕm) ∈ L∞(Ω). Further
µm ∈ Lp(Ω) for any p <∞ by Sobolev embedding and W ′−(ϕm−1) ∈ L∞(Ω) since ϕm−1 ∈ C0,1(Ω).
Finally, as ϕm−1 ∈ C0,1(Ω) it holds ϕm−1|∂Ω ∈ C0,1(∂Ω) →֒W 1,∞(∂Ω) →֒ W 1−1/p,p(∂Ω) for p > n.
Combining these terms lead to ϕm ∈W 2,p(Ω) by [31, Thm. 2.4.2.7] with p > n.
The stability estimate now follows from [31, Thm. 2.3.3.6] and the continuous embedding
W 2,p(Ω) →֒ C0,1(Ω), namely
‖ϕm‖C0,1(Ω) ≤ C‖ϕm‖W 2,p(Ω)
≤ C
(
‖µm + σ
ǫ
W ′+(ϕ
m) +
σ
ǫ
W ′−(ϕ
m−1)‖Lp(Ω) + ‖ −
(
r
τ
+
Sγ
2
)
ϕm−1 + γ′(ϕm−1)‖
W
1−
1
p
,p
(∂Ω)
)
≤ C
(
‖µm‖W 1,3(Ω) + ‖ϕm‖C(Ω) + ‖ϕm−1‖C(Ω) + ‖ϕm−1‖C0,1(Ω)
)
.
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In the last estimate we used the Lipschitz continuity of γ′u. Using Lemma 8 leads to the final
result.
With the results from Lemma 13 we can now show higher regularity for µm.
Lemma 14. Let Assumption 11 hold and let ϕm−1 ∈ H1(Ω)∩C0,1(Ω) and vm−1 ∈ Hσ(Ω) be given.
Then µm ∈ H2(Ω) and
‖µm‖H2(Ω) ≤ C(‖vm−1‖H1(Ω), ‖ϕm−1‖H1(Ω), ‖ϕm−1‖L∞(Ω)),
where the latter denotes a polynomial of its arguments.
Proof. Since ϕm−1 is uniformly bounded, we can cut off |ϕm−1|2 at some some large positive value
M und extend it linearly without changing the actually taken values. We denote this modified
function |ϕm−1|2M . Then for ϕm−1 ∈ C0,1(Ω) we have that |ϕm−1|2M ∈ C0,1(Ω) is satisfied.
We have ∇ϕm−1vm−1 ∈ L2(Ω) since ϕm−1 ∈ H1(Ω) →֒ L4(Ω) and vm−1 ∈ Hσ(Ω) →֒ L4(Ω)n.
Now the regularity result follows from [31, Thm. 2.4.2.7], while for the stability result [31, Thm.
2.3.3.6] is taken and provides
‖µm‖H2(Ω) ≤ C‖τ−1(ϕm − ϕm−1) +∇ϕm−1 · vm−1‖L2(Ω).
The final result again follows from applying Lemma 8.
We can summarize Lemma 13 and Lemma 14 and state the following corollary.
Corollary 15. Let Ω and ϕ0 satisfy Assumption 11. Then the solution to (10)–(12) satisfies for
m = 1, . . . ,M
vm ∈ Hσ(Ω), ϕm ∈ H1(Ω) ∩ C0,1(Ω), µm ∈ H2(Ω).
It further holds
‖vm‖H1(Ω) + ‖ϕm‖H1(Ω) + ‖ϕm‖C0,1(Ω) + ‖µm‖H2(Ω) ≤ C(‖ϕ0‖H1(Ω), ‖ϕ0‖C0,1(Ω), ‖v0‖H1(Ω)),
or equivalently
‖vτ‖l∞(H1(Ω)) + ‖ϕτ‖l∞(H1(Ω)) + ‖ϕτ‖l∞(C0,1(Ω)) + ‖µτ‖l∞(H2(Ω)) ≤ C(‖ϕ0‖H1(Ω), ‖ϕ0‖C0,1(Ω), ‖v0‖H1(Ω))
where the constant depends polynomially on its arguments.
Remark 16. Lemma 13 and Lemma 14 stay true, if in Assumption 11 the regularity
Ω is of class C1,1
is substituted by
n = 2 and Ω is convex and polygonally bounded.
In the latter case the reference [31, Thm. 2.4.2.7] has to be changed to [31, Thm. 4.3.2.4, Thm.
4.4.3.7].
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Notation 17. Lemma 8 guarantees the existence of a solution operator for (10)–(12). For a further
investigation, we introduce the spaces
Y =
(
Hσ(Ω)×
(
H1(Ω) ∩ L∞(Ω))×W 1,3(Ω))M , y = (vτ , ϕτ , µτ ),
Z =
(
(Hσ(Ω)×H1(Ω)×H1(Ω))⋆
)M
.
The norm of y ∈ Y is defined by
‖y‖Y = ‖(vτ , ϕτ , µτ )‖Y = ‖vτ‖l∞(H1(Ω)) + ‖ϕτ‖l∞(H1(Ω)) + ‖ϕτ‖l∞(L∞(Ω)) + ‖µτ‖l∞(W 1,3(Ω))
With the above spaces we introduce an operator e : Y × U → Z to abbreviate (10)–(12) for
m = 1, . . . ,M as
〈z, e(y, u)〉Z⋆,Z =
M∑
m=1
[(
ρm + ρm−1
2
vm − ρm−1vm−1, wm
)
+ τa(ρm−1vm−1 + Jm, vm, wm)
+ τ(2ηmDvm, Dwm) + τ(ϕm−1∇µm, wm)− τ(gρm, wm)
]
+
[
(ϕm − ϕm−1,Ψm)− τ(ϕm−1vm−1,∇Ψm)
+
τ2
ρmin
(|ϕm−1|2∇µm,∇Ψm) + τb(∇µm,∇Ψm)
]
+
[
τσǫ(∇ϕm,∇Φm) + τ σ
ǫ
(W ′+(ϕ
m) +W ′−(ϕ
m−1),Φm)− τ(µm,Φm)
+r(ϕm − ϕm−1,Φm)∂Ω + τ
(
Sγ
2
(ϕm − ϕm−1) + γ′u(ϕm−1),Φm
)
∂Ω
]
with z = ((wm)Mm=1, (Ψ
m)Mm=1), (Φ
m)Mm=1). With this notation (10)–(12) for m = 1, . . . ,M reduces
to
e(y, u) = 0 ∈ Z (22)
and Lemma 8 ensures, that for any u ∈ U0ad there exists a unique y ∈ Y such that e(y, u) = 0 and
‖y‖Y ≤ C, where C > 0 is independent of u ∈ U0ad.
3.2 Continuity under weak convergence
Here we show that the solution operator for (10)–(12) is continuous under weak convergence and
start with a preparatory lemma.
Lemma 18. Let (gi)i∈N denote a sequence that converges strongly to g in Lp(Ω) for some p ≥ 1.
Further there exists C > 0 such that |gi| ≤ C independent of i. Let Ψ ∈ Lq(Ω) denote a fixed
function with q <∞.
Then ‖giΨ− gΨ‖Lq(Ω) → 0, i.e. (giΨ)→ gΨ strongly in Lq(Ω).
Proof. This is a direct result from Lebesgue’s general convergence theorem, see e.g. [10, Thm.
3.25]. Since (gi)i∈N converges strongly in some Lp(Ω) a subsequence converges pointwise almost
everywhere, and the same holds for (giΨ)i∈N. Further |giΨ|q ≤ C|Ψ|q ∈ L1(Ω).
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From [10, Thm. 3.25] in this situation we obtain giΨ ∈ Lq(Ω) and (giΨ) → gΨ strongly in
Lq(Ω).
Lemma 19. Let Assumption 11 hold. Let (ui)i∈N ⊂ U0ad denote a weakly converging sequence to
some u ∈ U0ad and let (yi)i∈N ∈ Y denote a weakly converging subsequence to some y ∈ Y with
e(yi, ui) = 0 for all i ∈ N. Then e(y, u) = 0, i.e. e is continuous under weak convergence.
Proof. We discuss the operator e for a fixed m ∈ {1, . . . ,M} and denote subsequences by the same
index i. All results hold for certain subsequences. We only discuss the convergence of the nonlinear
terms. The linear terms directly converge by definition of weak convergence. Unless explicitly
mentioned, all results are valid without the higher regularity that Assumption 11 guarantees.
Convergence in equation (11):
• It holds (ϕm−1i vm−1i ,∇Ψ) → (ϕm−1vm−1,∇Ψ) by the compact embedding H1(Ω) →֒ L4(Ω)
that we use for ϕm−1i and v
m−1
i .
• Further, we have ϕm−1i → ϕm−1 strongly in L2(Ω) by compact embedding H1(Ω) →֒ L2(Ω)
and thus pointwise almost everywhere for a subsequence. Further ϕm−1i is uniformly bounded
in L∞(Ω). From Lemma 18 we observe |ϕm−1i |2∇Ψ → |ϕm−1|2∇Ψ strongly in L2(Ω) and
thus (|ϕm−1i |2∇µmi ,∇Ψ)→ (|ϕm−1|2∇µm,∇Ψ).
Convergence in equation (12):
• The term (W ′+(ϕmi ) +W ′−(ϕm−1i ),Φ) converges to (W ′+(ϕm) +W ′−(ϕm−1),Φ) by Lebesgues’s
general convergence theorem, using the bounds |W ′+(ϕm)| ≤ C(1+ |ϕm|3) and |W ′−(ϕm−1)| ≤
C(1+ |ϕm−1|3) and the compact embedding H1(Ω) →֒ L5(Ω) to obtain a strongly converging
subsequence.
• Further the trace operator Tr : H1(Ω)→ L2(∂Ω) is compact, thus ϕmi |∂Ω is strongly converg-
ing in L2(∂Ω), see [50, Thm. 6.2].
• Using the structure of γ′u(ϕm−1i ) = σlg(cos(θeq)+Bmui)ϑ′(ϕm−1i ) we next show that ϑ′(ϕm−1i )Φ
is strongly converging with respect to L2(∂Ω) and thus γ′u(ϕ
m−1
i )Φ → γ′u(ϕm−1)Φ. The se-
quence ϑ′(ϕm−1i ) converges pointwise almost everywhere and is uniformly bounded in L
∞(∂Ω)
by construction. Thus by Lemma 18 ϑ′(ϕm−1i )Φ → ϑ′(ϕm−1)Φ strongly in L2(∂Ω) which
yields (Bmuiϑ
′(ϕm−1i ),Φ)∂Ω → (Bmuϑ′(ϕm−1),Φ)∂Ω, where we use that B is linear and thus
continuous under weak convergence.
Convergence in equation (10): Besides the trilinear form a(ρm−1i v
m−1
i +J
m
i , v
m
i , w) the conver-
gence follows straightforwardly with the arguments mentioned so far.
• We first consider ((ρm−1i vm−1i ∇)vmi , w). By Lemma (18) we have ρm−1i w→ ρm−1w strongly in
(L4(Ω))n. Together with the compact embedding (H1(Ω))n →֒ (L4(Ω))n we obtain ((ρm−1i vm−1i ∇)vmi , w)→
((ρm−1vm−1∇)vm, w).
• Similarly we obtain ((ρm−1i vm−1i ∇)w, vmi )→ ((ρm−1vm−1∇)w, vm) using strong convergence
ρm−1i ∇w→ ρm−1∇w in (L2(Ω))n.
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Finally we consider the terms including Jm = −bρ′(ϕm)∇µm. Since (yi) solves (10)–(12) and due
to Assumption 11 Corollary 15 applies. We stress that this is the only term, that requires the
results on higher regularity.
• We start with ((ρ′(ϕmi )∇µmi ∇)w · vmi ) → ((ρ′(ϕmi )∇µmi ∇)w · vm). Here we use Lemma 18
to obtain ρ′(ϕmi )∇w → ρ′(ϕm)∇w strongly in (L2(Ω))n. By compact embedding we have
vmi → vm strongly in (L4(Ω))n, and further from the compact embedding H2(Ω) →֒W 1,4(Ω)
we have strong convergence ∇µmi → ∇µm in (L4(Ω))n. This yields the desired convergence.
• For the convergence ((ρ′(ϕmi )∇µmi ∇)vmi · w) → ((ρ′(ϕmi )∇µmi ∇)vmi · w) we first note, that
ρ′(ϕmi )w → ρ′(ϕm)w strongly in (L6(Ω))n by the continuous embedding (H1(Ω))n →֒ (L6(Ω))n
and Lemma 18. Further we have ∇µmi → ∇µm strongly in (L3(Ω))n by the compact embed-
ding H2(Ω) →֒ W 1,3(Ω). Together with the convergence vmi → vm weakly in (L2(Ω))n the
result follows.
3.3 Fréchet differentiability of the forward model
By a straightforward calculation we observe that for given u ∈ U0ad, the operator e(·, u) is Gateaux
differentiable with respect to the first component. The Gateaux derivative at y = ((vm)Mm=1, (ϕ
m)Mm=1, (µ
m)Mm=1) ∈
Y in direction dy = ((d
m
v )
M
m=1, (d
m
ϕ )
M
m=1, (d
m
µ )
M
m=1) is given by
〈ey(y, u)dy, z〉Z⋆,Z =
M∑
m=1
[
1
2
(ρ′(ϕm)dmϕ , v
mwm + vm+1wm+1) +
1
2
((ρm + ρm−1)dmv , w
m)
−(ρ′(ϕm)dmϕ vm + ρmdmv , wm+1)
+ τa(ρ′(ϕm)dmϕ v
m + ρmdmv , v
m+1, wm+1)
+τa(−bρ′′(ϕm)dmϕ∇µm − bρ′(ϕm)∇dmµ , vm, wm)
+τa(ρm−1vm−1 + Jm, dmv , w
m)
+τ(2η′(ϕm)dmϕDv
m, Dwm) + τ(2ηmDdmv , Dw
m)
+τ(dmϕ∇µm+1, wm+1) + τ(ϕm−1∇dmµ , wm)
− τ(gρ′(ϕm)dmϕ , wm)
]
+
[
(dmϕ ,Ψ
m −Ψm+1)− τ(dmϕ vm + ϕmdmv ,∇Ψm+1)
+
τ2
ρmin
(2dmϕ∇µm+1,∇Ψm+1) +
τ2
ρmin
(|ϕm−1|2∇dmµ ,∇Ψm) + τb(∇dmµ ,∇Ψm)
]
+
[
τσǫ(∇dmϕ ,∇Φm) +
τσ
ǫ
(W ′′+(ϕ
m)dmϕ ,Φ
m) +
τσ
ǫ
(W ′′−(ϕ
m)dmϕ ,Φ
m+1)− τ(dmµ ,Φm)
+r(dmϕ ,Φ
m − Φm+1)∂Ω + τ
(
Sγ
2
(dmϕ ,Φ
m − Φm+1)∂Ω + (γ′′u(ϕm)dmϕ ,Φm+1)∂Ω
)]
.
(23)
The square brackets [·] indicate, that the included terms stem from differentiating the same equation.
Moreover, we use the convention, that functions with index M + 1 are defined as zero.
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Theorem 20. Let u ∈ U0ad be given. The operator e(·, u) : Y → Z is Fréchet differentiable.
Proof. As (22) describes a time stepping scheme, it is sufficient to consider only one time instance as
the derivative has a lower block triangular structure. Moreover, the systems on every time instance
are sequentially coupled that leads to a triangular structure also of the diagonal blocks. Therefor
we start with discussing (11)–(12) and discuss (10) afterwards.
The Fréchet-differentiability of (11)–(12) without the additional terms from transport and trans-
port decoupling directly follows as e.g. in [40]. The additional terms from the derivative with respect
to ϕm−1 are in a lower diagonal block. Note that here it is required, that we use variations in L∞(Ω).
Since (10) is a linear system it is Fréchet differentiable.
Theorem 21. Let u ∈ U0ad and y ∈ Y be given. Then there exists a unique solution dy to the linear
system of equations given by (23). This solution satisfies
‖dy‖Y ≤ C
(‖ϕ0‖H1(Ω), ‖ϕ0‖L∞(Ω), ‖v0‖H1(Ω))
Thus the linear operator ey(·, u) is uniformly invertible.
Proof. Equation (23) is a time stepping scheme and on every time step we have to solve the following
linear system of equations (
ρ′(ϕm)dmϕ + ρ
′(ϕm−1)dm−1ϕ
2
vm +
ρm + ρm−1
2
dmv , w
m
)
−(ρ′(ϕm−1)dm−1ϕ vm−1 + ρm−1dm−1v , wm)
+τa(ρ′(ϕm−1)dm−1ϕ v
m−1 + ρm−1dm−1v , v
m, wm)
+τa(−bρ′(ϕm)∇dmµ − bρ′′(ϕm)dmϕ∇µm, vm, wm) + τa(ρm−1vm−1 + Jm, dmv , wm)
+τ(2ηmDdmv , Dw
m) + τ(2η′(ϕm)dmϕDv
m, Dwm)
+τ(ϕm−1∇dmµ , wm)− τ(gρ′(ϕm)dmϕ , wm) + τ(dm−1ϕ ∇µm, wm) = 0, (24)
(dmϕ − dm−1ϕ ,Ψm)− τ(dm−1ϕ vm−1 + ϕm−1dm−1v ,∇Ψm)
+
τ2
ρmin
(2dm−1ϕ ∇µm,∇Ψm) +
τ2
ρmin
(|ϕm−1|2∇dmµ ,∇Ψm) + τb(∇dmµ ,∇Ψm) = 0, (25)
τσǫ(∇dmϕ ,∇Φm) +
τσ
ǫ
(W ′′+(ϕ
m)dmϕ ,Φ
m) +
τσ
ǫ
(W ′′−(ϕ
m−1)dm−1ϕ ,Φ
m)− τ(dmµ ,Φm)
+r(dmϕ − dm−1ϕ ,Φm)∂Ω + τ
(
Sγ
2
(dmϕ − dm−1ϕ ,Φm)∂Ω + (γ′′u(ϕm−1)dm−1ϕ ,Φm)∂Ω
)
= 0. (26)
It is sufficient to show the results for one time step only. Further we note, that (24) is decoupled
from (25)–(26) and we first discuss (25)–(26).
The existence for (25)–(26) follows from a Galerkin approach. Since (25)–(26) is a linear system
in dmϕ , d
m
µ , the existence of a finite dimensional approximation follows from its uniqueness that can
be shown by considering the difference between two solutions and using these differences at test
functions in (25)–(26).
We next show the a-priori bound for this solution, the existence and uniqueness for (25)–(26)
then follows immediately by using a Galerkin approach. For given ϕm−1 ∈ L∞(Ω), ϕm ∈ L∞(Ω),
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µm ∈ W 1,3(Ω), vm−1 ∈ H1(Ω), dm−1ϕ ∈ L∞(Ω) ∩ H1Ω, dm−1v ∈ H1(Ω) we use Ψm ≡ dmµ in (25)
and Φm ≡ 1τ (dmϕ − dm−1ϕ ) in (26) and add these equations to obtain
τb‖∇dmµ ‖2 +
τ2
ρmin
(|ϕm−1|2∇dmµ , dmµ ) +
τ2
ρmin
(2dm−1ϕ ∇µm,∇dmµ )− τ(dm−1ϕ vm−1 + ϕm−1dm−1v ,∇dmµ )
σǫ(∇dmϕ ,∇(dmϕ − dm−1ϕ )) +
σ
ǫ
(W ′′+(ϕ
m)dmϕ , d
m
ϕ − dm−1ϕ ) +
σ
ǫ
(W ′′−(ϕ
m−1)dm−1ϕ , d
m
ϕ − dm−1ϕ )
+
r
τ
‖dmϕ − dm−1ϕ ‖2∂Ω +
Sγ
2
‖dmϕ − dm−1ϕ ‖2∂Ω + (γ′′u(ϕm−1)dm−1ϕ , dmϕ − dm−1ϕ )∂Ω = 0.
Using 2a(a− b) = a2 + (a− b)2 − b2, and |ϕm−1|2 ≥ 0 we proceed
τb‖∇dmµ ‖2 +
σǫ
2
‖∇dmϕ ‖2 +
σǫ
2
‖∇(dmϕ − dm−1ϕ )‖2 −
σǫ
2
‖∇dm−1ϕ ‖2
+
σ
ǫ
(W ′′+(ϕ
m), (dmϕ − dm−1ϕ )2) +
(
r
τ
+
Sγ
2
)
‖dmϕ − dm−1ϕ ‖2∂Ω
≤ − τ
2
ρmin
(2dm−1ϕ ∇µm,∇dmµ ) + τ(dm−1ϕ vm−1 + ϕm−1dm−1v ,∇dmµ )
−σ
ǫ
(W ′′+(ϕ
m)dm−1ϕ , d
m
ϕ − dm−1ϕ )−
σ
ǫ
(W ′′−(ϕ
m−1)dm−1ϕ , d
m
ϕ − dm−1ϕ )− (γ′′u(ϕm−1)dm−1ϕ , dmϕ − dm−1ϕ )∂Ω.
From testing (25) with Ψ ≡ 1 we observe (dmϕ − dm−1ϕ , 1) = 0 and thus we enjoy mass conservation
for dmϕ , m = 1, . . . ,M and especially we can use the inequality of Poincaré–Friedrichs to estimate
‖dmϕ − dm−1ϕ ‖ ≤ C‖∇(dmϕ − dm−1ϕ )‖.
Using the inequalities of Hölder and Young we can thus obtain, that it holds
‖∇dmµ ‖+ ‖∇dmϕ ‖ ≤ C(‖ϕm‖L∞(Ω), ‖ϕm−1‖L∞(Ω), ‖∇µm‖L2(Ω), ‖vm−1‖L2(Ω), ‖dm−1ϕ ‖L∞(Ω), ‖dm−1v ‖L2(Ω)),
(27)
where C is a polynomial of its arguments. Note that we only have W ′′+(ϕ
m) ≥ 0.
Using the mass conservation of dmϕ we in fact can bound ‖dmϕ ‖H1(Ω) by the right hand side.
Finally we use Φm ≡ 1 in (26) together with this bound for ‖dmϕ ‖H1(Ω) to obtain, that (dmµ , 1) is
uniformly bounded from which we conclude by Poincaré–Friedrichs inequality that ‖dmµ ‖H1(Ω) is
also bounded and we obtain
‖dmµ ‖H1(Ω) + ‖dmϕ ‖H1(Ω) (28)
≤ C (‖ϕm‖L∞(Ω), ‖ϕm−1‖L∞(Ω), ‖∇µm‖L2(Ω), ‖vm−1‖L2(Ω), (29)
‖dm−1ϕ ‖L∞(Ω), ‖dm−1v ‖L2(Ω)
)
, (30)
Again by using [56, Thm. 4.8] we obtain that additionally ‖dmϕ ‖C(Ω) is bounded and the bounded-
ness of ‖dmµ ‖W 1,3(Ω) follows from [22, Thm. 1.9, Thm. 5.3].
‖dmϕ ‖H1(Ω) + ‖dmϕ ‖C(Ω) + ‖dmµ ‖W 1,3(Ω) (31)
≤ C (‖ϕm−1‖L∞(Ω), ‖ϕm‖L∞(Ω), ‖∇µm‖L3(Ω), ‖vm−1‖L2(Ω), ‖vm‖H1(Ω), (32)
‖dm−1ϕ ‖L∞(Ω), ‖∇dm−1µ ‖L3(Ω), ‖dm−1v ‖L2(Ω)
)
. (33)
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Having the unique solution to (25)–(26) at hand, in (24) we solve the same system for dmv
as we solve in (10) for vm. The existence of a unique solution again follows immediately from
Lax–Milgram’s theorem, together with the bound
‖dmv ‖H1(Ω) ≤C(‖vm−1‖L2(Ω), ‖vm‖H1(Ω), ‖ϕm−1‖L∞(Ω), ‖∇µm‖L3(Ω), (34)
‖dmϕ ‖L∞(Ω), ‖dm−1ϕ ‖L∞(Ω), ‖dm−1v ‖L2(Ω), ‖∇dmµ ‖L3(Ω)). (35)
Iterating these estimates yields the desired result.
Corollary 22. Given u ∈ U0ad, Newton’s method in function space can be used to find the unique
solution y ∈ Y for e(y, u) = 0 that is guaranteed by Lemma 8 and yields local superlinear conver-
gence.
4 The optimization problem
In this section we introduce and discuss the optimization problem under investigation. We assume,
that we can influence the contact angle at the contact line by using a suitable control mechanism.
For this we introduce a general normed and reflexive control space U and an injective, linear and
continuous control operator B : U → L2(0, T ;L2(∂Ω)), that maps given controls u to suitable
control actions, see Remark 3. The space U and the operator B encapsulate the model for the
actual control action.
We consider the following optimal control problem
min
u∈U,y∈Y
J(y, u) =
1
2
∫ T
0
∫
Ω
|ϕτ − ϕd|2 dx dt+α
2
‖Bu‖2L2(0,T ;L2(∂Ω))
subject to e(y, u) = 0,
cos(θmin) ≤ Bu+ cos(θeq) ≤ cos(θmax).
(P)
for a constant α > 0, where ϕd denotes a given distribution of the phases, that we want to obtain.
Here 0 < θmin < θmax < π are given minimum and maximum static contact angles that can be
achieved and we define
Uad := {u ∈ U | cos(θmin) ≤ Bu+ cos(θeq) ≤ cos(θmax)} ⊂ U0ad.
Since B is injective, Uad is a bounded set. Here we use ‖Bu‖2L2(0,T ;L2(∂Ω)) as regularization in (P),
because its understanding as deviation from the equilibrium angle makes it easier to interprete than
the common regularization ‖u‖2U . Finally we note, that ϕτ is piecewise constant with repect to time
and thus it holds
1
2
∫ T
0
∫
Ω
|ϕτ − ϕd|2 dx dt = 1
2
M∑
m=1
τ
∫
Ω
|ϕm − ϕmd |2 dx,
where ϕmd :=
1
τ
∫ tm
tm−1
ϕd(t) dt.
We can now use the results from Section 3.2 and Section 3.3 to show the existence of at least
one optimal control to (P) and to state first order optimality conditions.
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Theorem 23 (Existence of an optimal solution). There exists at least one optimal solution (u⋆, y⋆)
to (P).
Proof. This follows from the direct method by considering an infimizing sequence and using Lemma 19.
We refer to [43, Ass. 1.44, Thm. 1.45].
Theorem 24 (First order optimality conditions). Let (y, u) denote a solution to (P). Then it
satisfies the following first order optimality conditions with some adjoint variable p ∈ Z⋆.
e(y, u) = 0,
ey(y, u)
⋆p = −(ϕτ − ϕd)
u ∈ Uad, 〈αB⋆Bu(u) + eu(y, u)⋆p, u− u〉U⋆,U ≥ 0 ∀u ∈ Uad.
Here ey(y, u)
⋆ denotes the adjoint operator of ey(y, u) and correspondingly for eu(y, u)
⋆.
Proof. See [43, Cor. 1.3].
For a practical implementation, we state the optimality system from Theorem 24 explicitly
in our situation and start with the adjoint equation ey(y, u)
⋆p = −(ϕτ − ϕd). This equation
abbreviates a time stepping scheme, which steps backwards in time. On every time instance the
adjoint Navier–Stokes and the adjoint Cahn–Hilliard equation are sequentially coupled, where the
adjoint Navier–Stokes equation can be solved independently of the adjoint Cahn–Hilliard equation.
As the adjoint equation encodes a time stepping scheme, we just state one step and note the
convention, that terms with index M + 1 are defined as zero. We denote the adjoint velocity field
by pv, the adjoint phase field by pϕ and the adjoint chemical potential as pµ. The test functions
are again denoted by w, Ψ, and Φ. On time instance m = M, . . . , 1 the adjoint system is given by
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the following time stepping scheme, backwards in time(
ρm + ρm−1
2
pmv − ρmpm+1v , wm
)
(36)
+τa(ρmwm, vm+1, pm+1v ) + τa(ρ
m−1vm−1 + Jm, wm, pmv ) (37)
+τ(2ηmDwm, Dpmv )− τ(ϕmwm,∇pm+1µ ) = 0, (38)
τa(−bρ′(ϕm)∇Ψm, vm, pmv ) + τ(ϕm−1∇Ψm, pmv ) (39)
+
τ2
ρmin
(|ϕm−1|2∇Ψm,∇pmµ ) + τb(∇Ψm,∇pmµ )− τ(Ψm, pmϕ ) = 0, (40)
1
2
(ρ′(ϕm)Φm, vmpmv + v
m+1pm+1v )− (ρ′(ϕm)Φmvm, pm+1v ) (41)
+τa(−bρ′′(ϕm)Φm∇µm, vm, pmv ) + τa(ρ′(ϕm)Φmvm, vm+1, pm+1v ) (42)
+τ(2η′(ϕm)ΦmDvm, Dpmv ) (43)
+τ(Φm∇µm+1, pm+1v )− τ(gρ′(ϕm)Φm, pmv ) (44)
+(Φm, pmµ − pm+1µ )− τ(Φmvm,∇pm+1µ ) +
τ2
ρmin
(2Φm∇µm+1,∇pm+1µ ) (45)
+τσǫ(∇Φm,∇pmϕ ) +
τσ
ǫ
(W ′′+(ϕ
m)Φm, pmϕ ) +
τσ
ǫ
(W ′′−(ϕ
m)Φm, pm+1ϕ ) (46)
+r(Φm, pmϕ − pm+1ϕ )∂Ω (47)
+τ
(
Sγ
2
(Φm, pmϕ − pm+1ϕ )∂Ω + (γ′′u(ϕm)Φm, pm+1ϕ )∂Ω
)
= −τ(ϕm − ϕmd ,Φm), (48)
where ϕmd :=
1
τ
∫ tm
tm−1
ϕd(t) dt.
For the optimality condition 〈αB⋆B(u) + eu(y, u)⋆p, u− u〉U⋆,U ≥ 0 ∀u ∈ Uad we obtain the
following equation
α 〈B⋆Bu, u− u〉U⋆,U +
M∑
m=1
〈
B⋆m(τσlgϑ
′(ϕm−1)pmϕ ), u− u
〉
U⋆,U
=α 〈B⋆Bu, u− u〉U⋆,U +
〈
B⋆
(
M∑
m=1
σlgϑ
′(ϕm−1)pmϕ χm
)
, u− u
〉
U⋆,U
≥ 0,
where χm denotes the characteristic function of the interval (tm−1, tm).
5 Numerical Experiment: How to Make Water Run Uphill
In this section we demonstrate the general applicability of our approach and framework. As a
test example, we consider the setup illustrated in Figure 1 in the introduction. As observed in
very famous experiments by Chaudhury and Whitesides [18], it is possible to push the droplet
uphill against gravity by choosing a specific contact angle distribution between solid, droplet and
surrounding fluid. In addition, this example is inspired by the work reported in [6], where the heat
transfer into a sliding and pinned droplet is characterised, and [55], where drops are trapped due to
steep changes in the contact angle. The pinning of a sliding droplet at a specific position on a solid
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surface while maintaining a desired shape has interesting implications for technical applications. At
the same time, this is a challenging task. Note, that in practical applications, the control patches
can represent electrodes. Again we refer to [49] for details on the technical implementation.
5.0.1 Implementation
For the spatial discretization of (10)–(12), we consider the standard finite element concept and
start with considering a subdivision of Ω into triangles. On this triangulation we use piecewise
linear and globally continuous functions for ϕ and µ. To deal with the constraint of solenoidal
velocity fields, we add the pressure p as an additional variable. To discretize pressure and velocity,
we use piecewise linear and globally continuous functions for p respectively piecewise quadratic and
globally continuous functions for v (i.e., we use Taylor–Hood elements for the solution of the Navier–
Stokes part). We refer to [17] for more information on the implementation. The finite elements
are provided by the toolbox FEniCS 2019.1.0 [9, 48]. For the solution of the arising nonlinear
and linear systems and subsystems the software suite PETSc 3.8.4 [14–16] together with the direct
linear solver MUMPS 5.1.1 [11, 12] are utilized. Note, that we do not apply any preconditioning or
subiterations except for the Newton iterations, appearing from the nonlinearity W+(ϕ
m). To solve
the optimization problem, we use IPOPT 3.12 [57, 58] with options set to default values.
5.1 Setup
A single droplet (solid line in Figure 1) is placed on an inclined surface. If no control action is taken,
the droplet slides down the surface driven by gravity. Using given contact angle distributions, we
control the advancing and receding contact angles θ1 and θ2 while the droplet slides along the
surface. In this way, we impose the desired shape and position of the droplet at any time (dashed
line) over a time horizon I = (0, T ) with T = 5.
We model this setup as follows. In a rectangular domain Ω = (0, 1) × (0, 0.5), a liquid, cap-
shaped droplet ϕ0 with radius r0 = 0.25 is placed at m = (0.375,0) on a smooth, solid surface
(represented by the boundary (0, 1) × {0}) with an equilibrium contact angle of θeq = 90◦. The
explicit definition of ϕ0 is stated below. The inclination angle of the plate to the horizontal is
α = −15◦, which is modelled by a corresponding inclination angle of the gravitational force.
We have no-slip boundary conditions for the velocity on the left and right side and free-slip on
the top side. The condition (6) is applied on the bottom boundary, i.e. (0, 1)× {0}.
Table 1 lists the applied parameter values (the values are taken from [17, 45]) for the physical
and numerical parameters in model (1)–(7). The density of the droplet is greater than the density
of the surrounding fluid and since the inclination is negative gravity pulls the droplet down.
σlg ρl ρg ηl ηg g α r ǫ b
24.5 1000 100 10 1 0.98 −0.15◦ 0.35 2× 10−2 2× 10−5
Table 1: Physical and numerical parameters of droplet, surrounding fluid and solid surface.
Note, that σlg denotes the physical surface tension that has to be scaled by the constant cW in
(4) that depends on the free energy potential W . Here we use
W (ϕ) :=
{
1
4 (1− ϕ2)2 if |ϕ| ≤ 1,
(|ϕ| − 1)2 if |ϕ| > 1, (49)
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together with the convex-concave splitting
W+(ϕ) :=
{
1
4ϕ
4 − 14 if |ϕ| ≤ 1,
1
2 (3ϕ
2 − 4|ϕ|+ 1) if |ϕ| > 1, W−(ϕ) :=
1
2
(1− ϕ2) (50)
This choice leads to cW =
3
2
√
2
and Φ0(z) = tanh(z/
√
2), see Remark 2 and [17, Rem. 2]. Using Φ0
we define ϕ0(x) := Φ0((‖x−m‖ − r0)/ǫ).
Exemplarily, we use the dashed line in Figure 3 as the desired and constant shape ϕd. It is
created by placing a liquid, cap-shaped droplet with radius rd = 0.25 at md = (0.625,0) and initial
contact angle of 90◦ on a perfectly horizontal surface (no inclination with α = 0◦). Thus we have
ϕd(x) = Φ0((‖x−md‖− rd)/ǫ). Then the static contact angle is set to θeq = 135◦ and the forward
model is simulated until the droplet reaches its equilibrium shape. In absence of any inclination the
droplet does not slide along the surface. Note, that setting θeq = 135
◦ is equivalent to simulating
with the constant control Bu = Bu + cos(90◦) = cos(135◦). The bounds for the optimizer are set
to cos(θmin) = −0.9 and cos(θmax) = 0.9.
5.2 The control space U
We model the control by a linear combination of fixed controls. Subsequently, we optimize the
coefficients in this linear combination, compare [29]. These fixed controls either depend on time
or on space. We note, that we can describe controls that only depend on time, controls that only
depend on space and controls that depend on both space and time by such a model.
Let gr ∈ L2(0, T ), r = 1, . . . , R, denote R given time depending functions, and let fs ∈ L2(∂Ω),
s = 1, . . . , S, denote S given spatially depending functions. We define U = RRS and B : U →
L2(0, T ;L2(∂Ω)) by
Bu =
R∑
r=1
S∑
s=1
ursgr(t)fs(x),
where urs denote the entries of u ∈ RRS in a suitable ordering. The adjoint operator B⋆ :
L2(0, T ;L2(∂Ω))→ U is for an arbitrary p ∈ L2(0, T ;L2(∂Ω)) given by
(B⋆p)rs = (p, gr(t)fs(x))L2(0,T ;L2(∂Ω)).
Note that we can set R = 1 and g1(t) = 1 to model controls, that only depend on space and
S = 1 and fs(x) = 1 to model controls, that only depend on time.
In the following we use S = 10, i.e., ten equally sized control patches, and R = 5 to allow the
control to switch at five equally distributed instances in time. Thus we use fs(x) = χ( 110 s,
1
10
(s+1))(x),
s = 0, . . . , 9 and gr(t) = χ(r,r+1)(t), r = 0, . . . , 4, where χJ denotes the characteristic function of
the interval J .
5.3 Results
In Figure 3 we show numerical results that indicate that our approach is successful in the present
situation. We present phase fields by their zero-level isoline. At first we demonstrate what happens
to the droplet on the inclined surface without any control at all (Bu = 0 for all times), see the
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first column in Figure 3. Secondly, one might naively set the control to the finally desired contact
angle of 135◦. This is displayed in the second column. As expected in both cases the droplet
starts running downhill. Subsequently, the droplets are far from the desired shape as well as the
desired position at the specified time. Certainly, finding the right control actions by trial-and-error
is cumbersome. Furthermore, we are not interested in gaining any control but one control that is
optimal with respect to the cost functional.
Finally, in the third column of Figure 3 the droplet’s evolution is shown, if an optimal control
is applied. We notice, that the droplet runs uphill and it matches the desired shape at the desired
position very well for t = 5. Comparing this to the naive approaches with Bu = 0 and Bu = −0.7071
the improvement is tremendous. During the sliding and pinning the droplet exhibits multiple
unusual shapes due to the strong impact of the control actions on the droplet. The control actions
Bu in each time interval are shown in the last column of Figure 3. It is striking how complex these
optimal controls Bu are. While pulled by gravity, the droplet’s contact points are forced to recede
and spread multiple times. See for example the stripe between 0.8 to 0.9 at the time intervals 3 to
4 and 4 to 5. The control action jumps from large positive values (spreading, so the droplet moves
uphill) to negative values (receding, so the droplet meets the desired shape).
6 Conclusion
In this work we considered an optimal control problem for the shape and position of droplets sliding
on solid surfaces. Based on our studies in [17] on numerical schemes for two-phase flows involving
moving contact line dynamics, we chose a detailed phase field model as the physical constraint. We
showed higher regularity for the unique solution to this time discretization scheme for this highly
nonlinear system and were able to proof existence of solutions to the corresponding optimal control
problem. Further we derived first order optimality conditions that we used in the quasi-Newton
algorithm of the interior-point solver IPOPT.
To demonstrate our approach we considered the active control of a sliding droplet using tempo-
rally and spatially varying contact angle distributions. In this basic example common for droplet-
based microfluidics the droplet slides on an inclined surface uphill against gravity. The final droplet
matched the desired shape and position almost perfectly. To our knowledge the simultaneous con-
trol of the optimal shape and position of sliding droplets on solid surfaces has not been previously
demonstrated. Our work indicates that the active control of contact angles is a powerful approach
towards controlled transport of droplets in microfluidic applications. In future work, we investi-
gate the particular optimization problem and the whole control process and incorporate additional
constraints that might stem from manufacturing or practical application.
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