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Abstract. An initial-boundary value problem with a Caputo time derivative of fractional order
α ∈ (0, 1) is considered, solutions of which typically exhibit a singular behaviour at an initial time.
For this problem, we give a simple and general numerical-stability analysis using barrier functions,
which yields sharp pointwise-in-time error bounds on quasi-graded temporal meshes with arbitrary
degree of grading. L1-type and Alikhanov-type discretization in time are considered. In particular,
those results imply that milder (compared to the optimal) grading yields optimal convergence rates
in positive time. Semi-discretizations in time and full discretizations are addressed. The theoretical
findings are illustrated by numerical experiments.
1. Introduction. In this paper we give a simple and general numerical-stability
analysis for an initial-boundary value problem with a Caputo time derivative of frac-
tional order.
• The subtle and sharp stability property (1.2), that we obtain, easily yields sharp
pointwise-in-time error bounds for quasi-graded termporal meshes with arbitrary
degree of grading. We are not aware of any such general results in the literature.
• The simplicity of our approach is due to the usage of versatile barrier functions,
which can be used in the analysis of any discrete fractional-derivative operator
that satisfies the discrete maximum principle (or, more generally, is associated
with an inverse-monotone matrix).
• Here this approach is employed in the error analysis of the L1 and Alikhanov
L2-1σ fractional-derivative operators, while in [9] it is used in the analysis of an
L2-type discretization of order 3− α in time.
The Caputo fractional derivative in time, denoted here by Dαt , is defined [3] by
Dαt u(·, t) :=
1
Γ(1− α)
∫ t
0
(t− s)−α ∂su(·, s) ds for 0 < t ≤ T, (1.1)
where Γ(·) is the Gamma function, and ∂s denotes the partial derivative in s.
Our main stability result is that given an inverse-monotone fractional-derivative
operator δαt , associated with a temporal mesh {tj}Mj=0 on [0, T ] with τ := t1, and
γ ∈ R, under certain conditions on the mesh, the following is true for {V j}Mj=0:
|δαt V j | . (τ/tj)γ+1
∀j ≥ 1, V 0 = 0
}
⇒ |V j | . Vj := τtα−1j
 1 if γ > 01 + ln(tj/τ) if γ = 0
(τ/tj)
γ if γ < 0
∀j ≥ 1.
(1.2)
This result is sharp in the sense that it is consistent with the analogous property for
the continuous Caputo operator Dαt ; see Remark 1.1. The immediate usefulness of
this property is due to the fact that truncation errors in time are typically bounded
by negative powers of tj .
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It should be noted that while the explicit inverse of Dαt is easily available, the
proof of (1.2) for any discrete operator is quite non-trivial. As an alternative, dis-
crete Gro¨nwall inequalities were recently employed in the error analysis of L1- and
Alikhanov-type schemes [10, 11, 12]. However, this approach involves intricate eval-
uations and, furthermore, yields less sharp error bounds (see Remarks 3.2 and 4.11
for a more detailed discussion). Our approach is entirely different and is substantially
more concise as we obtain (1.2) using clever barrier functions (building on the ideas
from [8, Appendix A]), while the numerical results indicate that our error bounds are
sharp in the poitwise-in-time sense.
The following fractional-order parabolic problem is considered:
Dαt u+ Lu = f(x, t) for (x, t) ∈ Ω× (0, T ],
u(x, t) = 0 for (x, t) ∈ ∂Ω× (0, T ], u(x, 0) = u0(x) for x ∈ Ω.
(1.3)
This problem is posed in a bounded Lipschitz domain Ω ⊂ Rd (where d ∈ {1, 2, 3}).
The spatial operator L here is a linear second-order elliptic operator:
Lu :=
d∑
k=1
{
−∂xk(ak(x, t) ∂xku) + bk(x, t) ∂xku
}
+ c(x, t)u, (1.4)
with sufficiently smooth coefficients {ak}, {bk} and c in C(Ω¯), for which we assume
that ak > 0 in Ω¯, and also either c ≥ 0 or c− 12
∑d
k=1 ∂xkbk ≥ 0.
The first part of the paper is devoted to L1-type schemes for problem (1.3), which
employ the discetization of Dαt u defined, for m = 1, . . . ,M , by
δαt U
m :=
1
Γ(1− α)
m∑
j=1
δtU
j
∫ tj
tj−1
(tm − s)−α ds, δtU j := U
j − U j−1
tj − tj−1 , (1.5)
when associated with the temporal mesh 0 = t0 < t1 < . . . < tM = T on [0, T ].
The generality of our approach is demonstrated in the second part of the paper by
extending the stability and error analysis to higher-order Alikhanov-type schemes [1].
Similarly to [14, 8, 2], our main interest will be in graded temporal meshes as
they offer an efficient way of computing reliable numerical approximations of solutions
singular at t = 0, which is typical for (1.3). It should be noted that these three papers
are concerned with global-in-time error bounds on graded meshes. There is also a
lot of interest in the literature in optimal error bounds in positive time on uniform
meshes; see, e.g. [4, 6, 7, 8].
• By contrast, here, as well as in the related paper [9], pointwise-in-time error
bounds will be obtained, while an arbitrary degree of mesh grading (with uniform
meshes included as a particular case) is allowed.
• For both considered discretizations, when the optimal grading parameter r =
(p−α)/α is used, we recover the optimal global convergence rates of p−α, where
p = 2 for the L1 scheme and p = 3 for the Alikhanov scheme, as particular cases
of our more general error bounds; see Remarks 3.3 and 4.6.
• Furthermore, another straightforward particular case of our error bounds indi-
cates that the optimal convergence rates p−α in positive time t & 1 are attained
using much milder grading with r > p− α; see Remarks 3.2 and 4.5.
• When dealing with the parabolic case, for L1-type schemes we follow [8], while
for Alikhanov-type schemes, our approach substantially differs from [1, 2] (as we
aim at pointwise-in-time error bounds), so we build on some ideas from [9], which
may be of independent interest.
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• In the latter case, a much milder grading with r = 2 (compared to the optimal
r = 2/α) yields the optimal convergence order 2; see Remark 4.11.
Throughout the paper, it is assumed that there exists a unique solution of this
problem such that ‖∂ltu(·, t)‖L2(Ω) . 1 + tα−l for l ≤ 3. This is a realistic assumption,
satisfied by typical solutions of problem (1.3), in contrast to stronger assumptions
of type ‖∂lu(·, t)‖L2(Ω) . 1 frequently made in the literature (see, e.g., references in
[5, Table 1.1]). Indeed, [13, Theorem 2.1] shows that if a solution u of (1.3) is less
singular than we assume, then the initial condition u0 is uniquely defined by the other
data of the problem, which is clearly too restrictive. At the same time, our results
can be easily applied to the case of u having no singularities or exhibiting a somewhat
different singular behaviour at t = 0.
Remark 1.1. The stability result (1.2) is sharp in the sense that it is consistent
with the analogous property for the continuous Caputo operator Dαt . Indeed, a cal-
culation shows that if v(0) = 0 and Dαt v(t) = F (t) := min{1, (τ/t)γ+1} for t > 0,
then the explicit representation v(t) = Jαt F (t) = {Γ(α)}−1
∫ t
0
(t − s)α−1F (s) ds yields
v(t) ' V(t) for t ≥ τ , where V(t) is a continuous version of Vj from (1.2).
Outline. §2 is devoted to the proof of the stability result (1.2) for the L1 discrete
fractional-derivative operator. This result is then employed in §3 to obtain pointwise-
in-time error bounds for L1-type discretizations of the initial-value problem in §3.1,
as well as semi-discretizations and full discretizations of the initial-boundary-value
problems in §3.2 and §3.3. The above error analysis is extended to the Alikhanov-
type discretizations in §4. Finally, our theoretical findings are illustrated by numerical
experiments in §5.
Notation. We write a ' b when a . b and a & b, and a . b when a ≤ Cb with
a generic constant C depending on Ω, T , u0 and f , but not on the total numbers of
degrees of freedom in space or time. Also, for 1 ≤ p ≤ ∞, and k ≥ 0, we shall use
the standard norms in the spaces Lp(Ω) and the related Sobolev spaces W
k
p (Ω), while
H10 (Ω) is the standard space of functions in W
1
2 (Ω) vanishing on ∂Ω.
2. Stability properties of the L1 discrete fractional-derivative operator.
2.1. Quasi-graded temproral meshes. Main stability result. Throughout
the paper, we shall assume that the temporal mesh is quasi-graded in the sense that,
with some r ≥ 1,
τ := t1 'M−r, tj ' τjr, τj := tj − tj−1 ' τ1/rt1−1/rj ∀ j = 1, . . . ,M. (2.1)
For example, the standard graded temporal mesh {tj = T (j/M)r}Mj=0 with some
r ≥ 1 (while r = 1 generates a uniform mesh) satisfies (2.1), in view of τj 'M−1 t1−1/rj−1
and tj ≤ 2rtj−1 for j ≥ 2.
The key in our error analysis for L1-type discretizations is the following stability
property.
Theorem 2.1 (Stability). (i) Let the temporal mesh satisfy (2.1) with 1 ≤ r ≤
(2− α)/α. Given γ ∈ R and {V j}Mj=0, the stability property (1.2) holds true.
(ii) If γ ≤ α− 1, then (1.2) holds true on an arbitrary temporal mesh {tj}Mj=0.
(iii) The above results remain valid if |δαt V j | . (τ/tj)γ+1 in (1.2) is replaced by
δαt |V j | . (τ/tj)γ+1.
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Proof. (i) It suffices to prove part (i) only for γ ≥ α− 1 (as the result of part (ii)
applies to the case γ ≤ α − 1). The proof of the latter is split into a few cases and
presented in Sections 2.2 and 2.3.
(ii) This result is easily obtained from [8, Lemma 2.1(i)]. The latter implies that
|V m| . maxj≤m
{
tαj |δαt V j |
}
on an arbitrary mesh. The assumptions on {V j} yield
tαj |δαt V j | . tαj (τ/tj)γ+1 = τγ+1tα−γ−1j , which, combined with γ ≤ α − 1, implies
tαj |δαt V j | . τγ+1tα−γ−1m ∀ j ≤ m. The desired assertion |V m| . τγ+1tα−γ−1m follows.
(iii) Imitate the proof of [8, Lemma 2.1(ii)]. To be more precise, let W 0 = 0 and
δαt W
j = max
{
0, δαt |V j |
} ≥ δαt |V j | ∀ j ≥ 1. Then 0 ≤ |V j | ≤ W j ∀ j ≥ 1 (as δαt is
associated with an M -matrix), while the results of parts (i) and (ii) apply to {W j}.
Remark 2.2. To a large degree, the proof of Theorem 2.1 builds on the stability
analysis in [8]. In particular, for part (i), we generalize the proof of [8, Lemma 2.1∗]
from uniform meshes to considerably more general quasi-graded meshes.
2.2. Proof of Theorem 2.1(i) for γ ≥ α. In this case (τ/tj)γ+1 ≤ (τ/tj)α+1,
so it suffices to consider only γ = α. For the latter case, as the operator δαt is
associated with an M -matrix, it suffices to prove the following lemma.
Lemma 2.3. Let the temporal mesh satisfy (2.1) with 1 ≤ r ≤ (2 − α)/α. Then
there exists a discrete barrier function {Bj}Mj=0 such that
B0 = 0, 0 ≤ Bj . tα−1j , δαt Bj & ταt−α−1j ∀j ≥ 1. (2.2)
Proof. Fix a sufficiently large number 2 ≤ p . 1, and then set
β := 1− α, B(s) := min{(s/tp)t−βp , s−β}, Bj := B(tj). (2.3)
Note that, when using the notation of type ., the dependence on p will be shown
explicitly.
For j ≤ p, a straightforward calculation shows that δαt Bj = Dαt B(tj) ' tβj t−β−1p '
p−r(2−α)tβj τ
−β−1, where we also used tp ' τpr (in view of (2.1)). As tj ≥ τ , we then
get δαt B
j & p−r(2−α)τ−βtβ−1j ≥ p−r(2−α)τγt−γ−1j ∀γ ≥ α− 1 including γ = α.
Next, for Dαt B(t) with t > tp one has
Γ(1− α)Dαt B(t) =
∫ tp
0
t−β−1p (t− s)−α ds︸ ︷︷ ︸
≥t−βp t−α
−β
∫ t
tp
s−β−1(t− s)−α ds︸ ︷︷ ︸
=:t−1I
.
Here, using sˆ := s/t and tˆp := tp/t, and noting that α+ β = 1, one gets
I = β
∫ 1
tˆp
sˆ−β−1(1− sˆ)−α dsˆ = tˆ−βp (1− tˆp)β ≤ tˆ−βp (1− βtˆp).
Now, using t−1tˆ−βp = t
−β
p t
−α, one concludes that
Γ(1− α)Dαt B(t) ≥ t−βp t−α (βtp/t) = βtαp t−α−1 for t > tp. (2.4)
So, to complete the proof, it remains to show that |δαt Bm −Dαt B(tm)| ≤ 12Dαt B(tm)
for any m > p.
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For the latter, note that Γ(1 − α)[δαt Bm − Dαt B(tm)] =
∑m
j=1 µ
j , where, using
the standard piecewise-linear interpolant BI of B,
µj :=
∫ tj
tj−1
(BI −B)′(s) (tm − s)−αds = α
∫ tj
tj−1
(B −BI)(s) (tm − s)−α−1ds. (2.5)
Clearly, µj = 0 for j ≤ p. For p+ 1 ≤ j ≤ m− 1, one gets |B − BI | . τ2j |B′′(tj−1)|.
For j = m, we shall use a similar, but sharper bound |B−BI | . τj(tm−s)|B′′(tj−1)|.
Combining these yields |B − BI | ≤ τ2j min
{
(1, (tm − s)/τm
}|B′′(tj−1)| for j > p,
where |B′′(tj−1)| . |B′′(s)| ' s−β−2 (in view of tj−1 ' tj). Also noting that, in view
of (2.1), τj ' τ1/rt1−1/rj ' τ1/rs1−1/r, we arrive at
|µj | . τ2/r
∫ tj
tj−1
s−β−2/r (tm − s)−α−1 min
{
(1, (tm − s)/τm
}
ds ∀ p > m.
This immediately yields the bound
|δαt Bm −Dαt B(tm)| . τ2/r
∫ tm
tp
s−β−2/r (tm− s)−α−1 min
{
(1, (tm− s)/τm
}
ds. (2.6)
For the latter, using the substitution s = tmsˆ and the notation tˆj := tj/tm, τˆj :=
τj/tm, one gets
|δαt Bm −Dαt B(tm)| . τ2/rt−2/r−1m
∫ 1
tˆp
sˆ−β−2/r(1− sˆ)−α−1 min{(1, (1− sˆ)/τˆm} dsˆ︸ ︷︷ ︸
. tˆα−2/rp +τˆ−αm
.
Here, when bounding the integral, it is convenient to separately consider the intervals
(tˆp,max{ 12 , tˆp}), (max{ 12 , tˆp}, 1− τˆm) and (1− τˆm, 1), where τˆm ≤ 12 if p is sufficiently
large (as, in view of (2.1), τˆm ' 1/m ≤ 1/p). On these three intervals, the integrand is
respectively . s−β−2/r, . (tm − s)−α−1 and . (tm − s)−α/τm, so the corresponding
integrals are respectively . tˆα−2/rp , . τˆ−αm and . τˆ−αm . Finally, note that τˆm =
τm/tm ' (τ/tm)1/r, while, in view of r ≤ (2−α)/α, one has (τ/tm)(2−α)/r . (τ/tm)α.
Now, a calculation shows that
|δαt Bm −Dαt B(tm)| . τ2/rt−2/r−1m
[
(tp/tm)
α−2/r + (τ/tm)−α/r
]
. (τ/tp)2/rtαp t−α−1m + t−1m (τ/tm)(2−α)/r︸ ︷︷ ︸
.ταt−α−1m
.
[
(τ/tp)
2/r + (τ/tp)
α
]
tαp t
−α−1
m . (2.7)
Combining this with (2.4) and choosing p sufficiently large yields the desired assertion
δαt B
m & tαp t−α−1m ∀m > p, and hence ∀m ≥ 1.
2.3. Proof of Theorem 2.1(i) for γ < α. We shall use the notation and some
findings from the proof of Lemma 2.3. In particular, β = 1 − α, while p ' 1 was
chosen sufficiently large in the proof of Lemma 2.3. When using the notation of type
., the dependence on γ and m, but not on p, will be shown explicitly.
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For m ≥ 0 and γ < α, set
pm := 2
mp, Bjm := min
{
tjt
−β−1
pm , t
−β
j
}
, cm := 2
−mγr ⇒ cmtγpm ' τγ .
(2.8)
Here the final observation follows from (2.1) (which yields tpm ' τprm).
Note that Bj0 = Bj , and, more generally, B
j
m = Bj
∣∣
p:=pm
, where Bj is from (2.3).
Conveniently, in the proof of Lemma 2.3, the dependance on any sufficiently large p
was shown explicitly. In particular, we recall that δαt B
j
m ≥ 0 for j ≥ 0. Furthermore,
δαt B
j
0 & τγt
−γ−1
j for 1 ≤ j ≤ p0, cm(δαt Bjm) & τγt−γ−1j for pm < j ≤ pm+1.
(2.9)
The first relation for Bj0 = B
j can be found in the above-mentioned proof for γ ≥ α−1
(but is, in fact, valid for any fixed γ now that the dependence on p is inessential).
The second relation in (2.9) follows from the bound of type (2.4) also obtained there:
δαt B
j
m & tαpmt
−α−1
j . The latter, indeed, implies cm(δ
α
t B
j
m) & cmtγpmt
−γ−1
j ' τγt−γ−1j
for pm < j ≤ pm+1 (also using the final bound in (2.8)).
Now we are prepared to prove the following two lemmas, which are sufficient for
establishing Theorem 2.1(i) for γ ∈ (0, α) and γ ≤ 0 respectively.
Lemma 2.4. Under the conditions of Theorem 2.1(i), suppose that γ ∈ (0, α).
Then there exists a discrete barrier function {B¯j}Mj=0 such that B¯0 = 0, while 0 ≤
B¯j . tα−1j and δαt B¯j & τγt
−γ−1
j for j ≥ 1.
Proof. Using (2.8), let B¯j :=
∑∞
m=0 cmB
j
m. Then δ
α
t B¯
j & τγt−γ−1j ∀j ≥ 1 follows
from (2.9), while
∑∞
m=0 cm = Cγ := (1 − 2−γr)−1, so B¯j ≤ Cγt−βj = Cγtα−1j , which
completes the proof.
Lemma 2.5. Under conditions of Theorem 2.1(i), suppose that γ ∈ [α− 1, 0]. If
V 0 = 0 and |δαt V j | . τγt−γ−1j for j = 1, . . . , n ≤ M , then |V n| . tα−1n [1 + ln(tn/τ)]
if γ = 0, and |V n| . tα−1n (τ/tn)γ if γ ≤ 0.
Proof. Using (2.8), let B¯j :=
∑N
m=0 cmB
j
m, where N = 0 if n ≤ p, and N :=
dlog2(n/p)−1e otherwise, so that pN < n ≤ pN+1. Note also that N . lnn ' ln(tn/τ)
(as tn/τ ' nr in view of (2.1)). Then δαt B¯j & τγt−γ−1j for 1 ≤ j ≤ n follows from
(2.9). Hence |V j | . B¯j ∀j ≤ n, in particular |V n| . B¯n.
On the other hand, B¯n ≤ tα−1n
∑N
m=0 cm. When γ = 0, each cm = 1, so∑N
m=0 cm = 1 + N ' 1 + ln(tn/τ), so, indeed, B¯n ≤ tα−1n [1 + ln(tn/τ)]. When
γ ∈ [α − 1, 0), we get ∑Nm=0 cm = (cN+1 − 1)/(c1 − 1), where cN+1 ' (τ/tpN+1)γ '
(τ/tn)
γ , while Cγ := (c1−1)−1 = (2|γ|r−1)−1, so finally |V n| . B¯n . Cγtα−1n (τ/tn)γ .
3. Error analysis for L1-type discretizations.
3.1. Error estimation for a simplest example (without spatial deriva-
tives). It is convenient to illustrate our approach to the estimation of the temporal-
discretization error using a very simple example. Consider a fractional-derivative
problem without spatial derivatives together with its discretization:
Dαt u(t) = f(t) for t ∈ (0, T ], u(0) = u0, (3.1a)
δαt U
m = f(tm) for m = 1, . . . ,M, U
0 = u0. (3.1b)
Throughout this subsection, with slight abuse of notation, ∂t will be used for
d
dt , while
δtu(tj) := τ
−1
j [u(tj)− u(tj−1)].
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The main result here is the following error estimate, to the proof of which we
shall devote the remainder of the subsection.
Theorem 3.1. Let the temporal mesh satisfy (2.1) with r ≥ 1. Suppose that u
and {Um} satisfy (3.1), and |∂ltu| . 1+ tα−l for l = 1, 2 and t ∈ (0, T ]. Then ∀m ≥ 1
|u(tm)− Um| . Em :=

M−r tα−1m if 1 ≤ r < 2− α,
Mα−2 tα−1m [1 + ln(tm/t1)] if r = 2− α,
Mα−2 tα−(2−α)/rm if r > 2− α.
(3.2)
Remark 3.2 (Convergence in positive time). Consider tm & 1. Then Em ' M−r
for r < 2 − α and Em ' Mα−2 for r > 2 − α, i.e. in the latter case the optimal
convergence rate is attained. For r = 2 − α one gets an almost optimal convergence
rate as now Em 'Mα−2 lnM .
By contrast, [10, Theorem 3.1] (obtained by means of a discrete Gro¨nwall inequal-
ity) gives a somewhat similar, but less sharp error bound for graded meshes, as (in
our notation) it involves the term O(τα) = O(M−αr), so, e.g., [10, (3.17)] requires
(in our notation) r = (2 − α)/α to attain the optimal convergence rate in positive
time. Note that for r = 1, we have Em 'M−1, so our error bound is consistent with
[4, 6, 8] and is sharper than [10, (3.17)].
Remark 3.3 (Global convergence). Note that maxm≥1 Em ' E1 ' τα1 ' M−αr
for α ≤ (2 − α)/r, while maxm≥1 Em ' EM ' Mα−2 otherwise. Consequently,
Theorem 3.1 yields the global error bound |u(tm) − Um| . M−min{αr,2−α}. This
implies that the optimal grading parameter for global accuracy is r = (2−α)/α. Note
that similar global error bounds were obtained in [10, 8, 14].
We first prove an auxiliary result.
Lemma 3.4 (Truncation error). For a sufficiently smooth u, let rm := δαt u(tm)−
Dαt u(tm) ∀m ≥ 1, and
ψ1 := sup
s∈(0,t1)
(
s1−α|δtu(t1)− ∂su(s)|
)
, (3.3a)
ψj := t2−αj sup
s∈(tj−1,tj)
|∂2su(s)| ∀ j ≥ 2. (3.3b)
Then, under conditions (2.1) on the temporal mesh,
|rm| . (τ/tm)min{α+1, (2−α)/r} max
j=1,...,m
{
ψj
}
. (3.4)
Proof. To a large degree we shall follow the proofs of [8, Lemmas 2.3 and 2.3∗],
so some details will be skipped. First, recalling the definitions (1.1) and (1.5) of Dαt
and δαt and using the auxiliary function χ := u− uI , we arrive at
Γ(1− α) rm=
m∑
j=1
∫ tj
tj−1
(tm − s)−α[δtu(tj)− ∂su(s)]︸ ︷︷ ︸
=−χ′(s)
ds = α
∫ tm
0
(tm − s)−α−1χ(s) ds.
On (0, t1) note that χ(s) = −
∫ t1
s
χ′(ζ)dζ, so |χ(s)| . sα−1(t1 − s)ψ1 (see [8, (2.7b)]
for details). Otherwise, |χ| . τ2j tα−2j ψj on (tj−1, tj) for 1 < j < m and |χ| .
τm(tm − s)tα−2m ψm on on (tm−1, tm). Consequently, a calculation shows that
|rm| . J˚m (τ1/tm)α+1 ψ1 + Jm max
j=2,...,m
{
νm,j(τj/tj)
2−α(tj/tm)α+1 ψj
}
. (3.5)
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Note that in various places here we also used tj−1 ' tj ' s for s ∈ (tj−1, tj), j > 1.
The notation in (3.5) is as follows:
J˚m := (tm/τ1)α+1
∫ t1
0
sα−1(t1 − s) (tm − s)−α−1ds . 1,
Jm := ταm tα/r+1m
∫ tm
t1
s−α/r−1 (tm − s)−α−1 min{1, (tm − s)/τm} ds . 1,
νm,j := (τj/τm)
α (tj/tm)
−α(1−1/r) ' 1.
Here the bound on νm,j follows from τj/τm ' (tj/tm)1−1/r (in view of (2.1)).
For the estimation of quantities of type J˚m and Jm, we refer the reader to [8].
In particular, for J˚m, we first use the observation that (t1 − s)/(tm − s) ≤ t1/tm for
s ∈ (0, t1). Then for J˚m and Jm, it is helpful to respectively use the substitutions
sˆ = s/t1 and sˆ = s/tm, while for Jm we also employ (t1/tm)−α/r ' (τm/tm)−α (also
in view of (2.1)).
Combining the above observations with (3.5) yields
|rm| . max
j=1,...,m
{
(τj/tj)
2−α︸ ︷︷ ︸
'(τ/tj)(2−α)/r
(tj/tm)
α+1 ψj
}
,
where we also used τj/tj ' (τ/tj)1/r (in view of (2.1)). The desired bound (3.4)
follows as τ ≤ tj ≤ tm.
Proof of Theorem 3.1. Consider the error em := u(tm) − Um, for which (3.1)
implies e0 = 0 and δαt e
m = rm ∀m ≥ 1, where the truncation error rm is from
Lemma 3.4 and hence satisfies (3.4). Furthermore, under the conditions (2.1) on the
temporal mesh, one has ψ1 . 1 (in view of |δtu(t1)| ≤ τ−11
∫ t1
0
|∂su| ds . τα−11 ) and
ψj . 1 for j ≥ 2 (in view of s ' tj for s ∈ (tj−1, tj) for this case). Consequently, we
arrive at
|rm| . (τ/tm)γ+1 ∀m ≥ 1, where γ + 1 := min{α+ 1, (2− α)/r}.
Next consider three cases.
Case 1 ≤ r < 2 − α. Then both (2 − α)/r > 1 and α + 1 > 1, so γ > 0. An
application of Theorem 2.1(i) for this case yields |em| . τ tα−1m , where τ 'M−r.
Case r = 2 − α. Then (2− α)/r = 1, while α + 1 > 1, so γ = 0. An application
of Theorem 2.1(i) yields |em| . τ tα−1m [1 + ln(tm/t1)], where τ 'M−r = Mα−2.
Case r > 2−α. Then (2−α)/r < 1, while α+1 > 1, so γ+1 = (2−α)/r < 1. An
application of Theorem 2.1(where part (i) of this theorem is used if r ≤ (2−α)/α and
part (ii) is used otherwise) yields |em| . τ tα−1m (τ/tm)(2−α)/r−1 ' τ (2−α)/rtα−(2−α)/rm ,
where τ (2−α)/r 'Mα−2.
3.2. Error analysis for the L1 semidiscretization in time. Consider the
semidiscretization of our problem (1.3) in time using the L1 method:
δαt U
m +LUm = f(·, tm) in Ω, Um = 0 on ∂Ω ∀m = 1, . . . ,M ; U0 = u0. (3.6)
Theorem 3.5. Let the temporal mesh satisfy (2.1) with r ≥ 1. Given p ∈
{2,∞}, suppose that u is from (1.3),(1.4), where c− p−1∑dk=1∂xkbk ≥ 0, and it satis-
fies ‖∂ltu(·, t)‖Lp(Ω) . 1 + tα−l for l = 1, 2 and t ∈ (0, T ]. Then for {Um} from (3.6),
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one has
‖u(·, tm)− Um‖Lp(Ω) . Em ∀m = 1, . . . ,M, (3.7)
where Em is from (3.2).
Proof. For the error em := u(·, tm)−Um, using (1.3) and (3.6), and imitating the
proof of [8, Theorem 3.1], one gets a version of [8, (3.4)]:
δαt ‖em‖Lp(Ω) ≤ ‖rm‖Lp(Ω) ∀m = 1, . . . ,M. (3.8)
Here the truncation error rm := δαt u(·, tm) − Dαt u(·, tm) is estimated in Lemma 3.4
and hence satisfies (3.4). The desired error bound is obtained by closely imitating the
proof of Theorem 3.1. Importantly, parts (i) and (ii) of Theorem 2.1 remain applicable
to (3.8) in view of Theorem 2.1(iii).
3.3. Error analysis for full L1-type discretizations. Similarly to §3.2, one
can easily combine the analysis of §3.1 with [8, §§4-5] to obtain error bounds of
type (3.2) for full discretizations of problem (1.3), whether finite differences or finite
elements are employed as spatial discreziations. We shall give a flavour of such results.
3.3.1. Finite difference discretizations. Consider our problem (1.3)–(1.4) in
the spatial domain Ω = (0, 1)d ⊂ Rd. Suppose that the standard finite difference
operator Lh from [8, §4] is employed as a spatial discretization on a uniform tensor-
product mesh Ωh of size h. We shall assume that h is sufficiently small so that Lh
satisfies the discrete maximum principle. Then, under the conditions of Theorem 3.5
with p = ∞, and additionally assuming that ‖∂lxku(·, t)‖L∞(Ω) . 1 for l = 3, 4,
k = 1, . . . , d and t ∈ (0, T ], one easily gets the following version of [8, Theorem 4.1]:
‖u(·, tm)− Um‖∞ ;Ωh . Em + tαm h2 ∀m = 1, . . . ,M,
where ‖ · ‖∞ ;Ωh := maxΩh | · | denotes the spatial nodal maximum norm, while Em is
from (3.2).
3.3.2. Finite element discretizations. Discretize (1.3)–(1.4), posed in a gen-
eral bounded Lipschitz domain Ω ⊂ Rd, by applying a standard Galerkin finite element
spatial approximation to the temporal semidiscretization (3.6). A Lagrange finite el-
ement space Sh ⊂ H10 (Ω) ∩ C(Ω¯) of fixed degree ` ≥ 1, relative to a quasiuniform
simplicial triangulation of Ω, is employed, as in [8, §5]. Then, under the conditions of
Theorem 3.5, one easily gets the following version of [8, Theorem 5.1]:
‖u(·, tm)− umh ‖Lp(Ω) . ‖u0 − u0h‖Lp(Ω) + Em + max
t∈{0,tm}
‖ρ(·, t)‖Lp(Ω)
+
∫ tm
0
‖∂tρ(·, t)‖Lp(Ω) dt ∀m = 1, . . . ,M. (3.9)
Here umh ∈ Sh is the finite element solution at time tm, Em is from (3.2), and ρ(·, t) :=
Rhu(t) − u(·, t) is the error of the standard Ritz projection Rhu(t) ∈ Sh of u(·, t).
Under additional realistic assumptions on u, the final two terms in the above error
estimate can be bounded by O(h`+1), where h is the triangulation diameter [8, §5].
4. Generalization for the Alikhanov discrete fractional-derivative op-
erator. In this section we shall show that the above error analysis is not restricted
to L1 discretizations, but may be extended, without major modifications, to other
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discretizations. Here we shall focus on a higher-order discrete fractional-derivative
operator proposed by Alikhanov [1], while in a forthcoming paper a similar analysis
will be generalized for another higher-order scheme [9].
A stability property of type (1.2) will be established in §4.2. Next, in §4.3, the
truncation error will be estimated and the error for the simplest problem without
spatial derivatives will be bounded by a quantity similar to Em in (3.2). A stability
property of type (1.2) for Alikhanov-type semi-discretizations will be obtained in §4.4,
which will allow to extend our error analysis to this case. Finally, error bounds for
full discretizations will be briefly discussed in §4.5.
4.1. Alikhanov discrete fractional-derivative operator. Discrete maxi-
mum principle. The discrete fractional-derivative operator proposed by Alikhanov
is associated with the point
t∗m := tm−α/2 = tm − 12ατm. (4.1a)
In the definition of this operator, as well as in its analysis, we shall employ three
standard Lagrange interpolation operators with the following interpolation points:
Π1,j : {tj−1, tj}, Π2,j : {tj−1, tj , tj+1}, Π∗2,j : {tj−1, t∗j , tj}
Now, applying Π2,j to the computed solution values {U j} on (tj−1, tj) for j < m
and Π1,m on on (tm−1, t∗m), we define an alternative discretization for the fractional
operator Dαt ∀m = 1, . . . ,M :
δα,∗t U
m := Dαt (Π
mU)(t∗m), Π
m :=
{
Π2,j on (tj−1, tj) ∀j < m,
Π1,m on (tm−1, t∗m).
(4.1b)
Note that the interpolation operator Π∗2,j is not used in the definition of δ
α,∗
t , but
will be useful in the estimation of the truncation error. In particular, for the final
interval (tm−1, t∗m) it will occasionally be convenient to employ the representation
Π1,m = Π
∗
2,m+ (Π1,m−Π∗2,m), as the choice (4.1a) ensures for any sufficiently smooth
function v that ∫ t∗m
tm−1
(Π1,mv −Π∗2,mv)′(s) (t∗m − s)−αds = 0. (4.2)
Indeed, here Π1,mv − Π∗2,mv = C(s − tm−1)(tm − s), with some constant C, so one
has (Π1,mv −Π∗2,mv)′ = 2C(s− tm−1/2) and, consequently, (4.1a) yields (4.2).
Remark 4.1 (Discrete maximum principle). Sufficient conditions for the operator
δα,∗t to be associated with an M-matrix, and, hence, satisfy the discrete maximum
principle, are given by [2, Lemma 4]; see also [2, Remark 3]. In particular, throughout
this section we shall assume that 0.618ρj ≤ ρj−1 ∀ j ≥ 2, where ρj := τj+1/τj. The
latter is sufficient for the discrete maximum principle, and it is satisfied, for example,
by the standard graded mesh {tj = T (j/M)r}Mj=0 with any r ≥ 1.
4.2. Stability theorem for the Alikhanov scheme. To generalize the above
error analysis to the Alikhanov scheme, we need to extend the stability result given
by Theorem 2.1 to the operator δα,∗t .
Theorem 4.2 (Stability). Let the temporal mesh {tj}Mj=0 satisfy the condition
from Remark 4.1.
(i) Let the temporal mesh additionally satisfy (2.1) with 1 ≤ r ≤ (3 − α)/α. Given
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γ ∈ R and {V j}Mj=0, the stability property (1.2) holds true with δαt replaced by δα,∗t .
(ii) If γ ≤ α− 1, then, without further restrictions on the mesh, (1.2) holds true with
δαt replaced by δ
α,∗
t .
(iii) The above results remain valid if |δα,∗t V j | . (τ/tj)γ+1 in (1.2) is replaced by
δα,∗t |V j | . (τ/tj)γ+1.
Proof. (i) This part is obtained similarly to the proof of Theorem 2.1(i), only with
a few changes in obtaining a version of Lemma 2.3 for δα,∗t ; see Lemma 4.3 below.
(ii) This part is obtained exactly as in the proof of Theorem 2.1, only instead of
[8, Lemma 2.1(i)] we now employ a similar [2, Lemma 5] for δα,∗t .
(iii) This part is obtained exactly as in the proof of Theorem 2.1.
Lemma 4.3 (Lemma 2.3 for Alikhanov scheme). Under the conditions of The-
orem 4.2(i) on the temporal mesh, the discrete barrier function {Bj}Mj=0 from (2.3)
satisfies (2.2) with δαt replaced by δ
α,∗
t .
Proof. As t∗j ' tj (in view of (4.1a)), it suffices to prove that δα,∗t Bj ≥ τα(t∗j )−α−1
∀j ≥ 1. For the latter, we closely imitate the proof of Lemma 2.3. In particular, for
j ≤ p one gets δα,∗t Bj = Dαt B(t∗j ). When estimating δα,∗t Bm for m > p, a few
modifications are required that we now describe.
For Dαt B(t
∗
m) we have (2.4), while, in view of (4.2), δ
α,∗
t B
m = Dαt (I2B)(t
∗
m),
where I2B := Π2,jB on (tj−1, tj) for j < m and I2B := Π∗2,jB on (tm−1, t
∗
m) (with
interpolation points {tm−1, t∗m, tm}), i.e. I2B is a piecewise quadratic interpolant.
Now Γ(1− α)[δα,∗t Bm −Dαt B(t∗m)] =
∑m
j=p µ
j , where (compare with (2.5))
µj := α
∫ min{tj ,t∗m}
tj−1
(B − I2B)(s) (t∗m − s)−α−1ds.
The estimation of µj for j > p is similar to the case of the L1 scheme, only now we
use a sharper bound |B − I2B| . τ3j min{1, (t∗m − s)/(t∗m − tm−1)}|B′′′(tj−1)|, where
|B′′′(tj−1)| . s−β−3. So now we get the following version of (2.6), in which the factors
that differ from the proof of Lemma 2.3 are framed:
m∑
p+1
|µj | . τ 3 /r
∫ t∗m
tp
s−β− 3 /r (tm − s)−α−1 min
{
(1, (t∗m − s)/(t∗m − tm−1)
}
ds.
This leads to the following version of (2.7):
m∑
p+1
|µj | . τ 3 /r(t∗m)− 3 /r−1
[
(tp/t
∗
m)
α− 3 /r + (τ/t∗m)
−α/r
]
. (τ/tp) 3 /r tαp (t∗m)−α−1 + (t∗m)−1(τ/t∗m)( 3 −α)/r︸ ︷︷ ︸
.τα(t∗m)−α−1
.
[
(τ/tp)
3 /r + (τ/tp)
α
]
tαp (t
∗
m)
−α−1, (4.3)
where in the second line we employed (τ/t∗m)
(3−α)/r . (τ/t∗m)α (in view of r ≤
(3− α)/α).
It remains to get a similar bound on |µp| (where p < m). As B′ abruptly changes
at tp, we now employ |B−I2B| = |B−Π2,jB| . max[tp−1,tp+1] |B−B(tp)| . τpt−β−1p .
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(Note that when using the latter bound, we rely on the property τj ' τj+1 for the
stability of the interpolating operator Π2,j in the sense that max[tj−1,tj ] |Π2,jv| .
max[tj−1,tj+1] |v| for any continuous v.) Now a calculation shows that
|µp| . τpt−β−1p
∫ tp
tp−1
(t∗m − s)−α−1ds . τpt−β−1p (t∗p+1/t∗m)α+1
∫ tp
tp−1
(t∗p+1 − s)−α−1ds︸ ︷︷ ︸
.τ−αp
,
where, in the second relation, we employed the observation (t∗p+1 − s)/(t∗m − s) ≤
t∗p+1/t
∗
m ∀s ∈ (0, t∗p+1) (in view of t∗p+1 ≤ t∗m). Next, |µp| . (τp/tp)β tαp t−α−1m , and, in
view of τp/tp = (τ/tp)
1/r (by (2.1) ), one gets |µp| . (τ/tp)β/r tαp t−α−1m .
Finally, combining the latter bound with (4.3), we conclude that |δα,∗t Bm −
Dαt B(t
∗
m)| .
∑m
j=p |µj | will be dominated by 12Dαt B(t∗m) from (2.4) if p is chosen
sufficiently large.
4.3. Error analysis of the Alikhanov scheme for a simplest example
(without spatial derivatives). Consider a fractional-derivative problem without
spatial derivatives together with its discretization using δα,∗t from (4.1):
Dαt u(t) = f(t) for t ∈ (0, T ], u(0) = u0, (4.4a)
δα,∗t U
m = f(t∗m) for m = 1, . . . ,M, U
0 = u0. (4.4b)
Then for the error we have a version of Theorem 3.1.
Theorem 4.4. Let the temporal mesh satisfy the condition from Remark 4.1 and
(2.1) with r ≥ 1. Suppose that u and {Um} satisfy (3.1), and |∂ltu| . 1 + tα−l for
l = 1, 3 and t ∈ (0, T ]. Then ∀m ≥ 1
|u(tm)− Um| . Em,∗ :=

M−r tα−1m if 1 ≤ r < 3− α,
Mα−3 tα−1m [1 + ln(tm/t1)] if r = 3− α,
Mα−3 tα−(3−α)/rm if r > 3− α.
(4.5)
Remark 4.5 (Convergence in positive time). Consider tm & 1. Then Em,∗ 'M−r
for r < 3 − α and Em,∗ ' Mα−3 for r > 3 − α, i.e. in the latter case the optimal
convergence rate is attained. For r = 3 − α one gets an almost optimal convergence
rate as now Em,∗ 'Mα−3 lnM .
Remark 4.6 (Global convergence). Note that maxm≥1 Em,∗ . E1,∗ ' τα1 'M−αr
for α ≤ (3 − α)/r, while maxm≥1 Em,∗ ' EM,∗ ' Mα−3 otherwise. Consequently,
Theorem 4.4 yields the global error bound |u(tm) − Um| . M−min{αr,3−α}. This
implies that the optimal grading parameter for global accuracy is r = (3−α)/α. Note
that a similar global error bound was obtained in [2].
The proof is, to a large degree, similar to the arguments in §3.1, with slight
modifications in the truncation error estimation.
Lemma 4.7 (Truncation error). For a sufficiently smooth u, let rm := δα,∗t u(tm)−
Dαt u(t
∗
m) ∀m ≥ 1, and
ψ1 := sup
s∈(0,t2)
(
s1−α|∂su(s)|
)
+ t−α2 osc
(
u, [0, t2]
)
, (4.6a)
ψj := t3−αj sup
s∈(tj−1,tj+1)
|∂3su(s)| ∀ 2 ≤ j ≤M − 1, ψM := ψM−1. (4.6b)
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Then, under conditions (2.1) on the temporal mesh, one has
|rm| . (τ1/tm)min{α+1, (3−α)/r} max
j=1,...,m
{
ψj
} ∀m ≥ 1. (4.7)
Proof. We imitate the proof of Lemma 3.4, and also use the notation I2 and some
observations from the proof of Lemma 4.3. Recall that, in view of (4.2), δα,∗t u(tm) =
Dαt (I2u)(t
∗
m) where I2 = Π2,j on (tj−1, tj) for j < m and I2 := Π
∗
2,j on (tm−1, t
∗
m).
Next, recalling the definition (1.1) of Dαt and using the auxiliary function χ :=
u− I2u, which satisfies χ(t∗m) = 0, we arrive at
Γ(1− α) rm=
∫ t∗m
0
(t∗m − s)−α ∂s[I2u(s)− u(s)]︸ ︷︷ ︸
=−χ′(s)
ds = α
∫ t∗m
0
(t∗m − s)−α−1χ(s) ds.
Let t∗∗1 := min{t1, t∗m} and consider the intervals (0, t∗∗1 ) and (t∗∗1 , t∗m) separately.
On (0, t∗∗1 ) note that χ(t
∗∗
1 ) = 0 implies χ(s) = −
∫ t∗∗1
s
χ′(ζ)dζ, where |χ′| ≤ |∂su| +
|∂s(I2u)|, while |∂s(I2u)| . t−12 osc(u, [0, t2]) ≤ sα−1t−α2 osc(u, [0, t2]) (in view of s ≤
τ1 ' τ2), so |χ(s)| . sα−1(t∗∗1 − s)ψ1. Note also that |χ| . τ3j tα−3j ψj on (tj−1, tj) for
1 < j < m and |χ| . τ2m(t∗m − s)tα−3m ψm on (tm−1, t∗m) if m > 1. Consequently, a
calculation shows that we get a version of (3.5):
|rm| . J˚m (τ1/tm)α+1 ψ1 + Jm max
j=2,...,m
{
νm,j(τj/tj)
3 −α(tj/tm)α+1 ψj
}
, (4.8)
where for convenience, the factors that differ from the proof of Lemma 3.4 are framed.
Note that in various places we also use t∗j ' tj ' tj+1 for j ≥ 1 and s ' tj on (tj−1, tj).
The notation in (4.8) is as follows:
J˚m := (tm/τ1)α+1
∫ t∗∗1
0
sα−1(t∗∗1 − s) (t∗m − s)−α−1ds . 1,
Jm := ταm tα/r+1m
∫ t∗m
t∗∗1
s−α/r−1 (t∗m − s)−α−1 min{1, (t∗m − s)/τm} ds . 1,
νm,j := (τj/τm)
α (tj/tm)
−α(1−1/r) ' 1.
Here the bound on νm,j follows from τj/τm ' (tj/tm)1−1/r (in view of (2.1)). For the
estimation of quantities of type J˚m and Jm, we refer the reader to [8]. In particular,
for J˚m, we first use the observation that (t∗∗1 − s)/(t∗m − s) ≤ t∗∗1 /t∗m ' t1/tm for
s ∈ (0, t∗∗1 ). Then for J˚m and Jm, it is helpful to respectively use the substitutions
sˆ = s/t∗∗1 and sˆ = s/t
∗
m, while for Jm we also employ (t∗∗1 /t∗m)−α/r ' (t1/tm)−α/r '
(τm/tm)
−α (also in view of (2.1)).
Combining the above observations with (4.8) yields
|rm| . max
j=1,...,m
{
(τj/tj)
3 −α︸ ︷︷ ︸
'(τ/tj)(3−α)/r
(tj/tm)
α+1 ψj
}
,
where we also used τj/tj ' (τ/tj)1/r (in view of (2.1)). The desired bound (4.7)
follows as τ ≤ tj ≤ tm.
Proof of Theorem 4.4. Consider the error em := u(tm) − Um, for which (4.4)
implies e0 = 0 and δα,∗t e
m = rm ∀m ≥ 1, where the truncation error rm is from
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Lemma 4.7 and hence satisfies (4.7). Furthermore, under the conditions (2.1) on the
temporal mesh, one has ψ1 . 1 (in view of osc
(
u, [0, t2]
) ≤ ∫ t2
0
|∂su| ds . tα2 ) and
ψj . 1 for j ≥ 2 (in view of s ' tj for s ∈ (tj−1, tj) for this case). Consequently, we
arrive at
|rm| . (τ/tm)γ+1 ∀m ≥ 1, where γ + 1 := min{α+ 1, (3− α)/r}.
The remainder of the proof employs Theorem 4.2 and closely follows the proof of
Theorem 3.1. In particular, the three cases 1 ≤ r < 3 − α, r = 3 − α and r > 3 − α
are considered separately, while τ 'M−r now implies τ (3−α)/r 'Mα−3.
4.4. Error analysis for the Alikhanov-type semidiscretization in time.
Consider the semidiscretization of our problem (1.3) in time using δα,∗t from (4.1):
δα,∗t U
m + LUm,∗ = f(·, t∗m) in Ω, Um = 0 on ∂Ω ∀m = 1, . . . ,M ; U0 = u0.
(4.9a)
where, in view of (4.1a), we use a second-order discretization for Lu(·, t∗m) with
Um,∗ := 12αU
m−1 +
(
1− 12α
)
Um. (4.9b)
To simplify the presentation, here we shall consider only standard graded temporal
meshes, which clearly satisfy both the condition from Remark 4.1 and (2.1). We shall
also make some simplifying assumptions of L.
Lemma 4.8 (Stability for parabolic case). Given γ ∈ R, let {tj = T (j/M)r}Mj=0
for some 1 ≤ r ≤ (3− α)/α if γ > α− 1 or for some r ≥ 1 if γ ≤ α− 1. Also, let L
of (1.4) be independent of t with bk = 0 ∀ k. Then for {U j}Mj=0 from (4.9) one has
‖f(·, t∗j )‖L2(Ω) . (τ/tj)γ+1
∀j ≥ 1, U0 = 0 in Ω¯
}
⇒ ‖U j‖L2(Ω) . Vj(τ ; γ) ∀ j ≥ 1, (4.10)
where Vj = Vj(τ ; γ) is defined in (1.2).
Proof. (i) Throughout the proof, we shall use the notation
δα,∗t U
m =
m∑
j=0
κm,jU
j , f j := f(·, t∗j ), ρj := τj+1/τj ,
where, in view of Remark 4.1, κm,m > 0, while κm,j ≤ 0 ∀ j < m. An inspection
of some arguments in [2] shows (see Remark 4.9 below for further details) that there
exists a constant c0 = c0(α, r) ∈ (0, 1) such that 12ακm,m < c0(1 − 12α)|κm,m−1|∀m ≥ 2. Next, we claim that there is a sufficiently large 1 ≤ K . 1 (where K =
K(α, r) is independent of M) such that
1
2α ≤ κ−1/2m,m κ−1/2m−1,m−1
(
1− 12α
)|κm,m−1| ∀m ≥ K + 1. (4.11)
Indeed, it suffices to check that c20 ≤ κm,m/κm−1,m−1, while, in view of ρj ≤ ρj−1
∀ j ≥ 2 a calculation shows that ταm−1κm−1,m−1 ≤ ταmκm,m, hence it suffices to check
that c
2/α
0 ≤ τm−1/τm, which can be ensured by choosing K = K(α, r) sufficiently
large (see the proof of [9, Corollary 3.3] for further details).
We shall consider the cases K = 1 and K > 1 separately in parts (ii) and (iii).
14
(ii) Suppose K = 1 in (4.11). Then
δα,∗t w
m ≤ ‖fm‖L2(Ω), wm :=
√
‖Um‖2L2(Ω) + κ−1m,m
(
1− 12α
)〈LUm, Um〉 . (4.12)
Indeed, in view of (4.11), taking the inner product of the equation from (4.9a) with
Um, one gets
κm,m(w
m)2 ≤ |κm,m−1|wmwm−1 +
m−2∑
j=1
|κm,j | 〈Um, U j〉︸ ︷︷ ︸
≤wmwj
+ 〈Um, fm〉︸ ︷︷ ︸
≤wm‖fm‖L2(Ω)
.
Dividing by wm, we arrive at (4.12). Now an application of Theorem 4.2(iii) yields
wj . Vj , and hence the desired result.
(iii) Suppose that 1 < K . 1. We imitate part (ii) in the proof of [9, Theorem 3.2].
First, for m ≤ K, using τm ' τ1 and (4.9), one gets wm . wm−1 +
∑m−2
j=0 ‖U j‖L2(Ω) +
τα1 ‖fm‖L2(Ω). Here ‖fm‖L2(Ω) . 1, so ‖Um‖L2(Ω) . τα1 ' Vm ∀m ≤ K.
It remains to estimate the values of {U˚ j}Mj=0 := {0, . . . , 0, UK+1, . . . , UM} (i.e.
U˚ j is set to 0 for j ≤ K and to U j otherwise). Note that δα,∗t U˚m = 0 for m ≤ K
and |δα,∗t U˚K+1| . 1. Consider m ≥ K + 2. Then, by (4.1b), one has δα,∗t U˚m =
δα,∗t U
m − Dαt Πm[U − U˚ ](t∗m). As Πm[U − U˚ ] has support on (0, tK+1), vanishes at
0 and tK+1 ≤ t∗m, while its absolute value . τα1 , so, recalling (1.1) and applying
an integration by parts yields |Dαt Πm[U − U˚ ](tm)| . τα1
∫ tK+1
0
(t∗m − s)−α−1ds .
(τ1/tm)
α+1 (where we also used tK+1 ' τ1). Consequently, for m ≥ K + 2 one
concludes that |δα,∗t U˚m| is . (τ1/tm)γ+1 if γ ≤ α and . (τ1/tm)α+1 otherwise.
Finally, we restrict the problem for {U˚ j}Mj=K−1 to the mesh {tj}Mj=K−1 and note
that for the Alikhanov-type operator δ˚α,∗t associated with the latter mesh one gets
δ˚α,∗t U˚
K = 0 and δ˚α,∗t U˚
m = δα,∗t U˚
m for m ≥ K + 1. Now, in view of (4.11), an
application of the result of part (ii) yields ‖U˚ j‖L2(Ω) . Vj , which leads to the desired
bound on ‖U˚ j‖L2(Ω).
Remark 4.9. Comparing our notation {κm,j} with [2, (7)], the relation [2, (15)]
can be rewritten as σ|κm,m−1|− (1−σ)κm,m > 0, where σ = 1− 12α, while a sufficient
condition for the latter is given by [2, (17)] and is satisfied by our mesh. Furthermore,
an inspection of the proof of [2, Lemma 4] shows such that in the second relation in [2,
(41)], one can include a constant factor c1(α, σρ¯) ∈ (0, 1) in the right-hand side, where
ρ¯ := max ρj = ρ1 on our mesh. (The latter observation can be shown by inspecting
the proof of [2, Lemma 2] and replacing the the piecewise-constant approximation of
(tk+σ − η)−α by a piecewise-linear one.) Then (under the same sufficient condition)
one obtains a stronger version of [2, (15)]: σ∗|κm,m−1| − (1 − σ∗)κm,m > 0 with
(2σ∗ − 1)/σ∗ := c1(2− σ)/σ, i.e. σ∗ = σ∗(α, σρ¯) < σ. Consequently, (1− σ)κm,m <
c0σ|κm,m−1|, where c0 := σ∗1−σ∗ 1−σσ ∈ (0, 1). Recalling that σ = 1 − 12α, we conclude
that ∀m ≥ 2 one has 12ακm,m < c0(1− 12α)|κm,m−1|.
Theorem 4.10. Let {tj = T (j/M)r}Mj=0 for some r ≥ 1. Suppose that u is
from (1.3),(1.4), where L of (1.4) is independent of t with bk = 0 ∀ k. Also, let
‖∂ltu(·, t)‖L2(Ω) . 1 + tα−l for l = 1, 3 and ‖∂2tLu(·, t)‖L2(Ω) . 1 + tα−2 ∀ t ∈ (0, T ].
Then for {Um} from (4.9), one has
‖u(·, tm)− Um‖L2(Ω) . Em,∗∗ := Em,∗ +M−2
{
t
2α−2/r
m if 2/r < α+ 1
0 otherwise
∀m ≥ 1,
15
where Em,∗ is from (4.5).
Proof. For the error em := u(·, tm)− Um, using (1.3) and (4.9), one immediately
gets e0 = 0 and ∀m ≥ 1
δα,∗t e
m + Lem,∗ = rm +Rm, where Rm := Lum,∗ − Lu(·, t∗m) (4.13)
with the notation um,∗ := 12αu(·, tm−1) +
(
1− 12α
)
u(·, tm), and the truncation error
rm from Lemma 4.7 that satisfies (4.7). So under our assumptions of u one has
‖Rm‖L2(Ω) . τ2mtα−2m ' τ2/rtα−2/rm in view of (2.1), and also ‖rm‖L2(Ω) . (τ/tm)γ+1,
where γ + 1 := min{α+ 1, (3− α)/r} (see the proof of Theorem 4.4).
If 2/r ≥ α+ 1 ≥ γ + 1, then ‖Rm‖L2(Ω) . (τ/tm)2/r ≤ (τ/tm)γ+1, so Lemma 4.8
yields ‖em‖L2(Ω) . Vm(τ ; γ). Otherwise, Lemma 4.8 yields ‖em‖L2(Ω) . Vm(τ ; γ) +
ταVm(τ ; γ′), where γ′ := 2/r − α − 1 < 0 implies ταVm(τ ; γ′) = τ2/rt2α−2/rm , where
τ2/r ' M−2. Finally, imitating the proof of Theorem 4.4, one gets Vm(τ ; γ) . Em,∗,
so combining our findings we arrive at the desired error bound.
Remark 4.11 (Convergence in positive time). Consider tm & 1. Then, in view of
Remark 4.5, Em,∗∗ ' M−r for r ≤ 2. Otherwise, 2/r < 1 < α + 1 so Em,∗∗ ' M−2.
In summary, Em,∗∗ 'M−min{r,2}, and r = 2 yields the optimal convergence rate.
By contrast, [11, Theorem 3.9] (obtained by means of a discrete Gro¨nwall in-
equality [12]) gives a somewhat similar, but less sharp error bound for graded meshes,
as (in our notation) it involves the term O(τα) = O(M−αr), so, e.g., it requires
r = 2/α to attain the optimal convergence rate in positive time. For r = 1, we have
Em,∗∗ 'M−1, so our error bound is also sharper than those in [11, Theorem 3.9].
Remark 4.12 (Global convergence). In view of Remark 4.6, maxm≥1 Em,∗ '
M−min{αr,3−α}. If αr ≥ 1, then 2/r ≤ 2α < α+1 so maxm≥1 Em,∗∗ ' maxm≥1 Em,∗+
M−2 ' M−min{αr,2}. Otherwise, αr < 1 implies maxm≥1 Em,∗ ' M−αr, while
maxm≥1M−2t
2α−2/r
m is attained at m = 1 and is ' τ2α 'M−2αr, so maxm≥1 Em,∗∗ '
M−αr. Consequently, Theorem 4.10 yields the global error bound |u(tm) − Um| .
M−min{αr,2}. This implies that the optimal grading parameter for global accuracy is
r = 2/α. Note that a similar global error bound was obtained in [2].
4.5. Alikhanov-type finite element discretizations. Discretize (1.3)–(1.4),
posed in a general bounded Lipschitz domain Ω ⊂ Rd, by applying a standard Galerkin
finite element spatial approximation, described in §3.3.2, to the temporal semidis-
cretization (4.9). Then for the full discretization one can easily generalize the stabil-
ity result given by Lemma 4.8. Furthermore, for emh := Rhu(tm) − umh ∈ Sh, where
umh ∈ Sh is the finite element solution at time tm, and Rhu(t) ∈ Sh is the Ritz
projection of u(·, t), a standard calculation (see, e.g., [8, Theorem 5.1]) yields
〈δα,∗t emh , vh〉+A(em,∗h , vh) = 〈δα,∗t ρ+ rm +Rm, vh〉 ∀vh ∈ Sh.
Here A(·, ·) is the standard bilinear form associated with L, and ρ(·, t) := Rhu(t) −
u(·, t). So, under the conditions of Theorem 4.10 and assuming that u0h = Rhu(0),
one gets the following version of [9, Theorem 5.5]:
‖u(·, tm)− umh ‖L2(Ω) . Em,∗∗ + ‖ρ(·, tm)‖L2(Ω) + tαm sup
t∈(0,tm)
{
t1−α‖∂tρ(·, t)‖L2(Ω)
}
∀m ≥ 1, where Em,∗∗ is from Theorem 4.10. Under additional realistic assumptions
on u, the final two terms in the above error estimate can be bounded by O(h`+1),
where h is the triangulation diameter [8, §5].
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5. Numerical results.
5.1. Parabolic case. Our fractional-order parabolic test problem is (1.3) with
L = −(∂2x1 + ∂2x2), posed in the domain Ω × [0, 1] from [8, §7] with ∂Ω parame-
terized by x1(l) :=
2
3R cos θ and x2(l) := R sin θ, where R(l) := 0.8 + cos
2l and
θ(l) := l + e(l−5)/2 sin(l/2) sin l for l ∈ [0, 2pi]. We choose f , as well as the ini-
tial and non-homogeneous boundary conditions, so that the unique exact solution
u = tα[1 + ln(x − y/3 + 7)]. This problem is discretized in space (with an obvious
modification for the case of non-homogeneous boundary conditions) using lumped-
mass linear finite elements on quasiuniform Delaunay triangulations of Ω (with DOF
denoting the number of degrees of freedom in space). The errors will be computed
in the approximate L2(Ω) norm as ‖uh − uI‖L2(Ω), where uI ∈ Sh is the piecewise-
linear interpolant in Ω. All numerical experiments will use the graded temporal mesh
{tj = T (j/M)r}Mj=0.
For the L1 method, we have the error bounds (3.7) and (3.9). These error bounds
are consistent with the numerical rates of convergence given in [4] for errors in positive
time and r = 1, as well as those in [14, 8] for errors in the maximum norm in time
and various r. Additionally, consider the case r > 2− α, for which our error bounds
predict the optimal convergence rate of 2 − α with respect to time at t & 1 (see
Remark 3.2). This agrees with the numerical convergence rates given in Table 5.1 for
the L1 method with r = (2− α)/0.9.
For the Alikhanov method, we have the error bounds of Theorem 4.10 and §4.5.
Note that they are consistent with the numerical rates of convergence given in [2] for
errors in the maximum norm in time and various r. Additionally, here we numerically
investigate the case r = 2, for which our error bounds predict the optimal convergence
rate 2 with respect to time at t & 1 (see Remark 4.11). This clearly agrees with the
numerical convergence rates given in Table 5.1 for the the Alikhanov method.
5.2. L1 method: pointwise sharpness of the error estimate for the
initial-value problem. Here, to demonstrate the sharpness of the error estimate
(3.2) given by Theorem 3.1 for the L1 method, we consider the simplest initial-
value fractional-derivative test problem (3.1) with the simplest typical exact solution
u(t) := tα. Table 5.2 shows the errors and the corresponding convergence rates at
t = 1, which agree with (3.2), in view of Remark 3.2. In particular, the latter implies
that the errors are .M−min{r,2−α} for r 6= 2−α and .M−(2−α) lnM for r = 2−α.
The maximum errors and corresponding convergence rates for various α and r are
given in [14, 8], and they confirm the conclusions of Remark 3.3, which predicts from
Table 5.1
Fractional-order parabolic test problem: L2(Ω) errors at t = 1 (odd rows) and computational
rates q in M−q (even rows) for the L1 method with r = (2− α)/.9 and the Alikhanov method with
r = 2, spatial DOF=398410
L1 method, r = 2−α
.9
Alikhanov method, r = 2
M = 26 M = 27 M = 28 M = 29 M = 26 M = 27 M = 28 M = 29
α = 0.3 8.35e-5 2.58e-5 7.98e-6 2.48e-6 5.79e-6 1.25e-6 2.83e-7 7.04e-8
1.69 1.69 1.69 2.21 2.15 2.01
α = 0.5 2.66e-4 9.47e-5 3.38e-5 1.20e-5 7.10e-6 1.58e-6 3.67e-7 9.15e-8
1.49 1.49 1.49 2.16 2.11 2.00
α = 0.7 5.61e-4 2.30e-4 9.44e-5 3.88e-5 7.38e-6 1.72e-6 4.09e-7 1.03e-7
1.29 1.28 1.28 2.10 2.07 1.99
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Table 5.2
L1 method applied to the initial-value test problem: errors at t = 1 (odd rows) and computa-
tional rates q in M−q (even rows) for r = 1, r = 2− α and r = (2− α)/.95
M = 27 M = 29 M = 211 M = 213 M = 215 M = 217
r = 1 α = 0.3 1.182e-3 2.939e-4 7.333e-5 1.832e-5 4.578e-6 1.144e-6
1.004 1.001 1.001 1.000 1.000
α = 0.5 1.953e-3 4.883e-4 1.221e-4 3.052e-5 7.629e-6 1.907e-6
1.000 1.000 1.000 1.000 1.000
α = 0.7 2.489e-3 6.433e-4 1.642e-4 4.163e-5 1.050e-5 2.640e-6
0.976 0.985 0.990 0.994 0.996
r = 2− α α = 0.3 1.201e-4 1.310e-5 1.401e-6 1.477e-7 1.540e-8 1.592e-9
1.598 1.612 1.623 1.631 1.637
α = 0.5 5.039e-4 7.407e-5 1.063e-5 1.500e-6 2.089e-7 2.878e-8
1.383 1.400 1.413 1.422 1.430
α = 0.7 1.267e-3 2.495e-4 4.782e-5 8.986e-6 1.663e-6 3.042e-7
1.172 1.192 1.206 1.217 1.225
r = 2−α
.95
α = 0.3 1.035e-4 1.074e-5 1.094e-6 1.098e-7 1.092e-8 1.076e-9
1.634 1.648 1.658 1.665 1.671
α = 0.5 4.469e-4 6.276e-5 8.609e-6 1.161e-6 1.546e-7 2.039e-8
1.416 1.433 1.445 1.454 1.461
α = 0.7 1.143e-3 2.164e-4 3.984e-5 7.192e-6 1.279e-6 2.250e-7
1.201 1.221 1.235 1.245 1.254
10-3 10-2 10-1 100
tm
10-4
10-3
10-2
10-1
error, r = 1
E
m from (3.2)
10-4 10-2 100
tm
10-5
10-4
10-3
10-2
error, r = 2−α0.9
E
m from (3.2)
10-8 10-6 10-4 10-2 100
tm
10-6
10-5
10-4
error, r = 2−α
α
E
m from (3.2)
10-10 10-5 100
tm
10-7
10-6
10-5
10-4
error, r = 2−α0.4
E
m from (3.2)
Fig. 5.1. L1 method applied to the initial-value test problem: pointwise errors for α = 0.5
and M = 1024, cases r = 1, r = (2− α)/0.9, r = (2− α)/α and r = (2− α)/0.4.
the pointwise bound (3.2) that the global errors are .M−min{αr,2−α}. Furthermore,
in Fig. 5.1, the pointwise errors for various r are compared with the pointwise theo-
retical error bound (3.2), and again, with the exception of a few initial mesh nodes,
we observe remarkably good agreement. Note that Fig. 5.1 only addresses the case
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Table 5.3
Alikhanov method applied to the initial-value test problem: errors at t = 1 (odd rows) and
computational rates q in M−q (even rows) for r = 1, r = 2 and r = (3− α)/.95
M = 26 M = 28 M = 210 M = 212 M = 214 M = 216
r = 1 α = 0.3 1.325e-3 3.306e-4 8.260e-5 2.065e-5 5.162e-6 1.290e-6
1.002 1.000 1.000 1.000 1.000
α = 0.5 1.530e-3 3.819e-4 9.543e-5 2.386e-5 5.964e-6 1.491e-6
1.001 1.000 1.000 1.000 1.000
α = 0.7 1.236e-3 3.087e-4 7.715e-5 1.929e-5 4.821e-6 1.205e-6
1.001 1.000 1.000 1.000 1.000
r = 2 α = 0.3 3.891e-5 2.446e-6 1.530e-7 9.560e-9 5.975e-10 3.734e-11
1.996 1.999 2.000 2.000 2.000
α = 0.5 6.079e-5 3.940e-6 2.502e-7 1.576e-8 9.885e-10 6.190e-11
1.974 1.988 1.995 1.997 1.999
α = 0.7 6.450e-5 4.436e-6 2.936e-7 1.902e-8 1.216e-09 7.720e-11
1.931 1.959 1.974 1.984 1.989
r = 3−α
.95
α = 0.3 1.085e-5 3.241e-7 8.953e-9 2.363e-10 6.058e-12 1.509e-13
2.532 2.589 2.622 2.643 2.664
α = 0.5 2.710e-5 1.057e-6 3.839e-8 1.337e-9 4.529e-11 1.517e-12
2.340 2.392 2.422 2.442 2.450
α = 0.7 3.962e-5 2.017e-6 9.638e-8 4.431e-9 1.986e-10 8.791e-12
2.148 2.194 2.221 2.240 2.249
Table 5.4
Alikhanov method applied to the initial-value test problem: maximum nodal errors (odd rows)
and computational rates q in M−q (even rows) for r = 1, r = 2/α and r = (3− α)/α
M = 26 M = 28 M = 210 M = 212 M = 214 M = 216
r = 1 α = 0.3 2.477e-2 1.634e-2 1.078e-2 7.115e-3 4.694e-3 3.097e-3
0.300 0.300 0.300 0.300 0.300
α = 0.5 1.164e-2 5.819e-3 2.909e-3 1.455e-3 7.273e-4 3.637e-4
0.500 0.500 0.500 0.500 0.500
α = 0.7 3.919e-3 1.485e-3 5.627e-4 2.132e-4 8.079e-5 3.061e-5
0.700 0.700 0.700 0.700 0.700
r = 2
α
α = 0.3 5.865e-5 3.665e-6 2.291e-7 1.432e-8 8.949e-10 5.593e-11
2.000 2.000 2.000 2.000 2.000
α = 0.5 5.250e-5 3.281e-6 2.051e-7 1.282e-8 8.011e-10 5.007e-11
2.000 2.000 2.000 2.000 2.000
α = 0.7 4.232e-5 2.645e-6 1.653e-7 1.033e-8 6.458e-10 4.036e-11
2.000 2.000 2.000 2.000 2.000
r = 3−α
α
α = 0.3 5.505e-5 1.659e-6 4.472e-8 1.142e-9 2.833e-11 6.923e-13
2.526 2.607 2.646 2.667 2.677
α = 0.5 3.976e-5 1.379e-6 4.508e-8 1.439e-9 4.542e-11 1.425e-12
2.425 2.467 2.485 2.493 2.497
α = 0.7 3.425e-5 1.498e-6 6.307e-8 2.619e-9 1.083e-10 4.469e-12
2.257 2.285 2.295 2.298 2.299
α = 0.5, but for other values of α we observed similar consistency of (3.2) with the
actual pointwise errors.
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5.3. Alikhanov method: pointwise sharpness of the error estimate for
the initial-value problem. Next, we turn to the Alikhanov method and, to demon-
strate the sharpness of the error estimate (4.5) given by Theorem 4.4, consider the
simplest initial-value fractional-derivative test problem (4.4) with the same simplest
typical exact solution u(t) := tα. Table 5.3 shows the errors and the corresponding
convergence rates at t = 1, which agree with (4.5), in view of Remark 4.5. In par-
ticular, the latter implies that the errors are . M−min{r,3−α} for r 6= 3 − α. The
maximum errors and corresponding convergence rates given in Table 5.4 clearly con-
firm the conclusions of Remark 4.6, which predicts from the pointwise bound (4.5)
that the global errors are . M−min{αr,3−α}. Note that, similarly to Fig. 5.1, we ob-
served the pointwise behaviour of the errors consistent with (4.5); see also [9, Fig. 6.2]
for similar graphs of poitwise errors of an L2-type method.
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