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Abstract
A general version of the commutant lifting theorem for operators between different spaces is
proved. It includes as special cases the lifting theorems of Ball–Trent–Vinnikov and Volberg–
Treil. A multivariable variant of the Volberg–Treil theorem is obtained as a corollary. A certain
factorization property of reproducing kernels is shown to be a sufﬁcient condition for the lifting.
Another factorization property is shown to be a necessary condition.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction
Let X1 and X2 be Hilbert spaces of functions (in general, vector-valued) deﬁned
in the unit disk D of the complex plane C. We assume that both Xi , i = 1, 2, are
invariant with respect to the shift operator S:
S : f (z) → zf (z), f ∈ Xi, i = 1, 2.
If Ji , i = 1, 2 are S∗i -invariant subspaces of Xi (∗i means that the adjoint is taken in
Xi) and T ∈ B(J1, J2) is a bounded operator intertwining S∗1 and S∗2 , i.e.
T S∗1 = S∗2T ,
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then the commutant lifting problem consists in ﬁnding an operator R ∈ B(X1, X2)
extending T (i.e. such that T = R|J1 ), still intertwining S∗1 and S∗2 and having ‖R‖ =‖T ‖. (For Hilbert spaces X and Y the notation B(X, Y ) stands for the set of bounded
linear operators from X to Y). The problem can be visualized by the following com-
mutative diagram (see also [9, p. 105], where a dual diagram is presented):
(1.1)
Here, ji , i = 1, 2 are natural embeddings operators from Ji into Xi .
Deﬁnition 1.1. We shall say that the commutant lifting theorem (CLT) holds for the
pair of spaces (X1, X2) if the above commutant lifting problem can be solved for
arbitrary J1, J2 and T.
The following are two examples of pairs (X1, X2) satisfying the CLT.
Example 1. Xi = H 2 ⊗ Ei , i = 1, 2, where Ei are arbitrary Hilbert spaces and
H 2 ⊗ Ei are to be interpreted as Hardy spaces of Ei-valued functions in D. In this
case we have the classical CLT of Sz.-Nagy and Foias¸ (see, e.g. [9, Section 2.4]).
Example 2. X1 and X2 are Hilbert spaces of analytic functions such that the shift
operator S is contracting in X1 and expanding in X2, i.e.
‖Sf ‖X1‖f ‖X1 for any f ∈ X1
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and
‖Sg‖X2‖g‖X2 for any g ∈ X2.
The CLT in this situation was proved by Volberg and Treil [13] (in fact, they proved
the CLT for abstract contraction S1 and expanding operator S2, but in the present paper
we are most interested in operators which can be modelled by shifts).
A more abstract setup of the commutant lifting problem is as follows. Now, X1 and
X2 are Hilbert spaces of functions (in general, vector-valued) deﬁned on a common
abstract set X . Saying this, we mean as usual that the evaluation operators
f → f (x), x ∈ X
are bounded in both X1 and X2. We are given also a setM of common scalar multipliers
of X1 and X2. As usual, a scalar function  deﬁned on X is called a multiplier of
Xi , if the multiplication operator
M : f (x) → (x)f (x)
is bounded in Xi . Let Ji , i = 1, 2 be subspaces of Xi invariant with respect to the
operators M∗i for any  ∈ M (M∗-invariant in what follows) and let T ∈ B(J1, J2)
be an operator intertwining M∗i :
TM∗1 = M∗2 T for any  ∈M.
The commutant lifting problem then consists in extending T to an operator R ∈
B(X1, X2) intertwining M∗i for any  ∈ M and satisfying ‖R‖ = ‖T ‖ (in the above
diagram (1.1) one has to replace S∗i by M∗i ).
Deﬁnition 1.2. We say that the CLT holds for the pair (X1, X2) and the set M of
their common scalar multipliers if the above commutant lifting problem can be solved
for arbitrary J1, J2 and T.
An example of the CLT in this setup is given by the recent theorem of Ball, Trent
and Vinnikov [7] (see also [4]). We recall ﬁrst that a scalar positive-deﬁnite kernel
k(x, y), x, y ∈ X is called an (irreducible) complete Nevanlinna–Pick (complete NP)
kernel if it is non-vanishing and it satisﬁes
k(x, y)− k(x,)k(, y)
k(,)
= U(x, y)k(x, y), x, y ∈ X (1.2)
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for some  ∈ X , where U(x, y) is some positive-deﬁnite kernel, i.e., it can be de-
composed as
U(x, y) =
∑

u

 (x)u

 (y). (1.3)
It is known that (1.2) (with positive-deﬁnite U) is then valid for any  ∈ X (see [8]).
We write as usual H(k) for the Hilbert space of functions whose reproducing kernel
is k.
Example 3. [Ball et al. [7]]. If k is a complete NP kernel, Xi = H(k)⊗ Ei , i = 1, 2,
where Ei are arbitrary Hilbert spaces, and M is the set of all multipliers of H(k), then
the CLT holds for the pair (X1, X2) and the set M.
Obviously, Example 1 is a special case of this, since the Szegö kernel s(z, ) =
(1− z¯)−1, z,  ∈ D is a complete NP kernel.
In the present paper, we prove several theorems which show that there is a close con-
nection between commutant lifting theorems and factorization properties of reproducing
kernels.
Our ﬁrst three theorems give sufﬁcient conditions for the CLT.
Theorem 1.1. Let E1,E2 be arbitrary Hilbert spaces and let the scalar kernel k(x, y),
x, y ∈ X be a complete NP kernel. Assume that Xi , i = 1, 2 are Hilbert spaces of
Ei-valued functions deﬁned on X with (B(Ei)-valued) reproducing kernels ki(x, y)
satisfying the following conditions:
(A)
k1(x, y) = L(x, y)k(x, y), (1.4)
where L(x, y) is a B(E1)-valued positive deﬁnite kernel;
(B) k2(x, x) = 0 for any x ∈ X and
k2(x, y) = (I2 − B(x, y))k(x, y), (1.5)
where I2 is the identity operator in E2 and B(x, y) is a B(E2)-valued positive deﬁnite
kernel.
We assume also that the following “regularity condition” holds:
(R) There is a subset Y ⊂ X with the properties:
(i) The linear combinations of the functions k2(·,)e,  ∈ Y , e ∈ E2, are
dense in X2.
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(ii) For any  ∈ Y , the functions u (x) deﬁned by (1.2) and (1.3) are scalar
multipliers of X2, and moreover, the operator
∑

Mu (Mu


)∗2
is bounded in X2.
Finally, let M be the set of all scalar multipliers of X2.
Then, ﬁrst, any scalar multiplier of X2 is a multiplier of X1 and second, the CLT
holds for the pair (X1, X2) and the set M.
This theorem includes both Examples 2 and 3 as special cases. Indeed, taking
B(x, y) = 0 and L(x, y) = I1, we obtain the theorem of Ball et al. from Exam-
ple 3. To obtain the theorem of Volberg and Treil from Example 2, we take X = D,
k(z, ) = s(z, ) = (1− z¯)−1, z,  ∈ D, and we observe that the contractivity of S in
X1 is equivalent to the factorization
k1(z, ) = L(z, )
1− z¯
and the expansiveness of S in X2, in the special case where k2(·, 0) = I2 and f ∈ X2,
f (0) = 0 implies f ∈ SX2, is equivalent to the factorization
k2(z, ) = I2 − B(z, )
1− z¯
with B(·, 0) = 0, the general case being reducible to this one (see Section 3 for more
details).
Another interesting special case of Theorem 1.1 is the following multivariable version
of the theorem of Volberg and Treil. Let X be Bd , the unit ball in Cd , and let
k(z, ) = (1− 〈z, 〉)−1, z,  ∈ Bd .
This kernel is the reproducing kernel for a space H 2d which is in many respects a “true
analog” of the Hardy space in the multivariable setting (see, e.g. [6]). An application
of Theorem 1.1 with this kernel k(z, ) leads to the following result.
Theorem 1.2. Let Ei , i = 1, 2 be Hilbert spaces, Xi be spaces of Ei-valued functions
analytic in Bd , such that:
(i) the shift operators S : f (z) → zf (z),  = 1, . . . , d are bounded in both Xi ,
i = 1, 2;
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(ii) the d-tuple (S1, . . . , Sd) is a d-contraction in X1, which means that
∣∣∣∣∣
∣∣∣∣∣
d∑
=1
Sf
∣∣∣∣∣
∣∣∣∣∣
2
X1

d∑
=1
‖f‖2X1 (1.6)
for any f ∈ X1,  = 1, . . . , d;
(iii) any f ∈ X2 with f (0) = 0 admits a representation
f (z) =
d∑
=1
zf(z)
with
d∑
=1
‖f‖2X2‖f ‖2X2 .
Let ﬁnally M be the set of polynomials in z1, . . . , zd .
Then the CLT holds for the pair (X1, X2) and the set M.
The regularity condition (R) of Theorem 1.1 means in a sense that X2 has sufﬁciently
many scalar multipliers. It is fulﬁlled in the case where the scalar multiplier algebras
of H(k) and X2 coincide. This is because the functions u are multipliers of H(k)
and, moreover, the operator
∑

Mu (Mu


)∗
is bounded in H(k) (see, e.g. [8]). The positive deﬁniteness of the kernel B(x, y) in
representation (1.5) means that it admits a factorization
B(x, y) = b(x)b(y)∗,
where b(·) is a B(K,E2)-valued function deﬁned on X and K is a Hilbert space. A
sufﬁcient condition which guarantees the coincidence of the scalar multiplier algebras
of X2 and H(k) is ‖Mb‖ < 1, where Mb is considered as a multiplier from H(k)⊗K
into H(k)⊗ E2 (in general, positive deﬁniteness of k2 garantees only ‖Mb‖1).
We do not know whether this regularity condition (R) can be omitted or replaced
by some easier condition.
An important modiﬁcation of the commutant lifting problem is as follows. Xi , i =
1, 2 are Hilbert spaces of Ei-valued functions deﬁned on a common set X ; J1 is a
closed subspace of X1 generated by some family of functions of the form kX1(·, y)e,
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with y ∈ X , e ∈ E1, and an operator T ∈ B(J1, X2) is an operator of the type “adjoint
to a multiplier”, i.e. if kX1(·, y)e ∈ J1, then
T [kX1(·, y)e] = kX2(·, y)e′
for some e′ ∈ E2. The commutant lifting problem then consists of ﬁnding an operator
R ∈ B(X1, X2) extending T, satisfying again the “adjoint to a multiplier” property
R[kX1(·, y)e] = kX2(·, y)e′, y ∈ X , e ∈ E1
and having ‖R‖ = ‖T ‖. We shall call such a setup a problem of Nevanlinna–Pick type.
Deﬁnition 1.3. We shall say that the CLT of Nevanlinna–Pick type holds for the pair
(X1, X2) if the above problem of Nevanlinna–Pick type can be solved for arbitrary J1
and T.
The next theorem is a variant of Theorem 1.1 for the CLT of Nevanlinna–Pick type.
Theorem 1.3. In the context of Theorem 1.1, the CLT of Nevanlinna–Pick type holds
for the pair (X1, X2) even without the regularity assumption (R).
Our last theorem gives a necessary condition for the CLT.
Theorem 1.4. Let X1 be a Hilbert space of E1-valued functions and X2 be a Hilbert
space of scalar functions deﬁned on a set X , and let ki(x, y), i = 1, 2 be the repro-
ducing kernel for Xi . Assume that the kernel k2 is non-vanishing everywhere on the
diagonal: k2(x, x) = 0, x ∈ X .
If the CLT of Nevanlinna–Pick type holds for any pair (X1, X2 ⊗ E2), where E2 is
an arbitrary Hilbert space, then k1 can be factorized as
k1(x, y) = L(x, y)k2(x, y),
where L is a positive deﬁnite kernel.
In what follows, for two B(E)-valued kernels l1(x, y) and l2(x, y) deﬁned on X×X ,
we shall write
l1(x, y) l2(x, y)
if the difference l2(x, y)− l1(x, y) is a positive deﬁnite kernel.
S. Shimorin / Journal of Functional Analysis 224 (2005) 134–159 141
2. Sufﬁcient condition
In this section, we prove Theorems 1.1 and 1.3.
We recall ﬁrst that if X is a Hilbert space of E-valued functions deﬁned on a set X ,
then the reproducing kernel k(x, y), x, y ∈ X for the space X is a B(E)-valued function
uniquely determined by the properties that k(·, y)e ∈ X and (f (y), e)E = (f, k(·, y)e)X
for any f ∈ X, y ∈ X , and e ∈ E.
Lemma 2.1. For  ∈ X , let I be the subspace of X consisting of the functions
vanishing at :
I := {f ∈ X : f () = 0}.
Let P  be the orthogonal projection to I. Then for each f ∈ X
P f = lim
ε→0+[f − k(·,)(k(,)+ εI)
−1f ()] (2.1)
Proof. For each ε > 0, we deﬁne an operator P ,ε as
P ,εf := f − k(·,)(k(,)+ εI)−1f ().
We claim ﬁrst that for each ε > 0
0I − P ,εI − P .
Indeed, we observe ﬁrst that the orthogonal complement to I is the closure of the
linear subspace of functions of the form k(·,)e, e ∈ E. Then, for any function f =
k(·,)e + g with g() = 0, we have
([I − P ,ε]f, f )X = (k(·,)(k(,)+ εI)−1k(,)e, k(·,)e + g)X
= (k(,)(k(,)+ εI)−1k(,)e, e)E.
Obviously, this quantity is positive and less or equal to
(k(,)e, e)E = ([I − P ]f, f )X.
Consequently, the operators P ,ε have uniformly bounded norms. Now, a routine cal-
culation shows that for any f of the form f = k(·,)e + g with g() = 0 we have
lim
ε→0+ P
,εf = g = P f
and since such f are dense in X, this proves (2.1). 
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Remark. In the case where k(,) is invertible, we have simply
P f = f − k(·,)k(,)−1f ().
We assume now that k(x, y), x, y ∈ X , is a scalar complete NP kernel, positive
deﬁnite functions U and their decompositions are deﬁned by (1.2) and (1.3) and Xi ,
i = 1, 2 are Hilbert spaces of Ei-valued functions deﬁned on X with reproducing
kernels ki satisfying factorization conditions (A) and (B) of Theorem 1.1. The positive
deﬁniteness of the kernels L and B appearing in the factorizations of k1 and k2 implies
that they can be represented in the form
L(x, y) = l(x)l(y)∗ (2.2)
and
B(x, y) = b(x)b(y)∗, (2.3)
where l(·) (respectively, b(·)) is a certain B(K1, E1)-valued (respectively, B(K2, E2)-
valued) function deﬁned on X and Ki , i = 1, 2, are certain Hilbert spaces.
The positive deﬁniteness of k2 implies that B(x, x)I2 for any x, and hence all
operators b(x)∗ are contractions. At the same time, they are not isometries, because of
the condition k2(x, x) = 0. Let now F be an arbitrary ﬁnite subset of X . Clearly, there
exists a vector e0 ∈ E2 of unit length such that for each y ∈ F we have ‖b(y)∗e0‖ < 1.
Let (x, y) := (b(x)b(y)∗e0, e0)E2 . Obviously, |(x, y)| < 1 for any x, y ∈ F .
Now, if m is a scalar multiplier of X2 with multiplier norm less or equal to 1, then
the kernel
(1−m(x)m(y))k2(x, y)
is positive deﬁnite. Hence we get another positive deﬁnite (scalar) kernel
((1−m(x)m(y))k2(x, y)e0, e0)E2 = (1−m(x)m(y))(1− (x, y))k(x, y).
Multiplication by the positive deﬁnite kernel
(1− (x, y))−1, x, y ∈ F
implies that the kernel
(1−m(x)m(y))k(x, y), x, y ∈ F
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is positive deﬁnite. Since F was arbitrary, this implies that m is a contractive multiplier
of H(k). Clearly, this implies (via factorization (1.4)) that m is also a contractive
multiplier of X1.
We turn now to the proof of the “essential part” of Theorems 1.1 and 1.3. For each
 ∈ X , let Ii , i = 1, 2, be the subspace of Xi consisting of the functions vanishing at
:
I

i := {f ∈ Xi : f () = 0}
and let P i be the orthogonal projection to Ii in Xi . We deﬁne also B(Ei)-valued
kernels ki (x, y), i = 1, 2 by relations
k

i (·, y)ei := P i [ki(·, y)ei], y ∈ X , ei ∈ Ei.
Proposition 2.1. For any  ∈ X ,
k

2 (x, y) U(x, y)k2(x, y).
Proof. For ε > 0, let P ,ε2 be deﬁned by
P
,ε
2 [f ] := f − k2(·,)(k2(,)+ εI2)−1f (), f ∈ X2.
Let also a kernel k,ε2 (x, y) be deﬁned by the relation
k
,ε
2 (·, y)e := P ,ε2 [k2(·, y)e], y ∈ X , e ∈ E2.
We have by Lemma 2.1
k

2 (x, y) = lim
ε→0+ k
,ε
2 (x, y)
(pointwise in x, y in the SOT of B(E2)) and
k
,ε
2 (x, y) = k2(x, y)− k2(x,)(k2(,)+ εI2)−1k2(, y).
We let now ε′ = εk(,) and we obtain using representation (1.5) together with (2.3)
k
,ε′
2 (x, y)= (I2 − b(x)b(y)∗)k(x, y)
−(I2−b(x)b()∗)((1+ε)I2−b()b()∗)−1(I2−b()b(y)∗)k(x,)k(, y)
k(,)
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and hence
U(x, y)k2(x, y)− k,ε
′
2 (x, y) =
k(x,)k(, y)
k(,)
·Z(x, y),
where
Z(x, y)= (I2 − b(x)b()∗)((1+ ε)I2 − b()b()∗)−1(I2 − b()b(y)∗)
−(I2 − b(x)b(y)∗)
= [((1+ ε)I2 − b()b()∗)−1 − I2]
−b(x)b()∗((1+ ε)I2 − b()b()∗)−1
−((1+ ε)I2 − b()b()∗)−1b()b(y)∗
+[b(x)b()∗((1+ ε)I2 − b()b()∗)−1b()b(y)∗ + b(x)b(y)∗]
=Z1(x, y)+Z2(x, y)+Z3(x, y)+Z4(x, y).
We have now
Z1(x, y) = (1+ ε)−2b()(IK2 − (1+ ε)−1b()∗b())−1b()∗ − ε(1+ ε)−1I2;
Z2(x, y) = −(1+ ε)−1b(x)(IK2 − (1+ ε)−1b()∗b())−1b()∗;
Z3(x, y) = −(1+ ε)−1b()(IK2 − (1+ ε)−1b()∗b())−1b(y)∗;
Z4(x, y) = b(x)(IK2 − (1+ ε)−1b()∗b())−1b(y)∗
so that
Z(x, y)
= (b(x)− (1+ ε)−1b())(IK2 − (1+ ε)−1b()∗b())−1(b(y)∗ − (1+ ε)−1b()∗)
−ε(1+ ε)−1I2
 −ε(1+ ε)−1I2.
Hence, we have
U(x, y)k2(x, y)− k,ε
′
2 (x, y) −ε(1+ ε)−1
k(x,)k(, y)
k(,)
I2.
Letting ε → 0, we are done. 
S. Shimorin / Journal of Functional Analysis 224 (2005) 134–159 145
Corollary 2.1. In the context of Theorem 1.1, if  ∈ Y , then
P

2 
∑

Mu (Mu


)∗2 .
Proposition 2.2. For any  ∈ X ,
U(x, y)k1(x, y) k1 (x, y).
Proof. As in the proof of Proposition 2.1, we consider for ε > 0 operators P ,ε1 :
P
,ε
1 f := f − k1(·,)(k1(,)+ εI1)−1f (), f ∈ X1
and deﬁne a kernel k,ε1 by the relation
k
,ε
1 (·, y)e = P ,ε1 [k1(·, y)e], y ∈ X , e ∈ E1.
We have by Lemma 2.1
k

1 (x, y) = lim
ε→0+ k
,ε
1 (x, y)
pointwise in x, y in the SOT of B(E1). We have also for ε′ = εk(,)
k
,ε′
1 (x, y)= k1(x, y)− k1(x,)(k1(,)+ ε′I1)−1k1(, y)
= l(x)l(y)∗k(x, y)− l(x)l()∗(l()l()∗ + εI1)−1l()l(y)∗ k(x,)k(, y)
k(,)
which implies
k
,ε′
1 (x, y)− U(x, y)k1(x, y)
= l(x)(IK1 − l()∗(l()l()∗ + εI1)−1l())l(y)∗
k(x,)k(, y)
k(,)
.
It remains to show that
l()∗(l()l()∗ + εI1)−1l()IK1 . (2.4)
Let
Z := (l()l()∗ + εI1)−1/2l().
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Then
ZZ∗ = (l()l()∗ + εI1)−1/2l()l()∗(l()l()∗ + εI1)−1/2I1,
which implies that Z is a contraction and gives (2.4). 
Corollary 2.2. For any  ∈ X ,
∑

Mu (Mu


)∗1P 1 .
Now, we get down to the lifting of the commutant. We employ one-step extension
process much as it was used in [10]. Let Ji , i = 1, 2 and T ∈ B(J1, J2) be as in
the formulation of the commutant lifting problem (in the context of the problem of
Nevanlinna–Pick type, one may choose J2 to be the whole space X2). We pick some
 ∈ X and vectors e01, . . . , e0m ∈ E1 such that functions k1(·,)e0r , r = 1, . . . , m are
linearly independent and their linear span has trivial intersection with J1. Let J ′1 be
the linear subspace of X1 consisting of functions of the form
f1 = g1 +
m∑
r=1
crk1(·,)e0r , with g1 ∈ J1.
Let also J 2 ⊂ X2 be the closure of the linear subspace of functions of the form
f2 = g2 +
n∑
p=1
k2(·,)ep, with g2 ∈ J2, ep ∈ E2.
Clearly, J ′1 and J

2 are M
∗
-invariant in the context of Theorem 1.1 and generated by
reproducing kernels in the context of Theorem 1.3.
We want to extend T to an operator T ′ ∈ B(J ′1, J 2 ) by letting
T ′[k1(·,)e0r ] = k2(·,)e˜0r , r = 1, . . . , m (2.5)
with an appropriate choice of e˜0r ∈ E2. Obviously, any such an extension satisﬁes the
intertwining relation T ′M∗1 = M∗2 T ′ in the context of Theorem 1.1 or has “adjoit to
a multiplier” type in the context of Theorem 1.3.
In order to ﬁnd T ′ satisfying ‖T ′‖ = ‖T ‖, we decompose J ′1 as a direct sum J ′1 =
J1 ⊕ (J ′1J1) and J 2 as a direct sum J 2 =
o
J

2 ⊕(J 2
o
J

2 ), where
o
J

2 = J 2 ∩ I2 =
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{f ∈ J 2 : f () = 0}. Let
T ′ =
(
A B
C D
)
with respect to these decompositions. Then the part
(
A
C
)
of T ′ coincides with T ′|J1 =
T and it is uniquely determined by T and has the norm ‖T ‖. The part (A B ) coincides
with P 2 T
′ and hence it is also uniquely determined by T. Moreover, it is clear that
there is a one-to-one correspondence between the choice of the part D and the choice
of vectors e˜0r in (2.5). Hence, by Parrot’s lemma ([2],p. 277), the existence of T ′ with
‖T ′‖ = ‖T ‖ is equivalent to the inequality ‖P 2 T ′‖‖T ‖ or to
‖P 2 T g‖X2‖T ‖ ‖g +
∑
r
crk1(·,)e0r ‖X1 , g ∈ J1,
which, in turn, will be fulﬁlled if one has
‖P 2 T g‖X2‖T ‖ ‖P 1 g‖X1 , g ∈ J1. (2.6)
This crucial inequality is fulﬁlled in the context of Theorem 1.1 for  ∈ Y , since by
Corollaries 2.1 and 2.2
‖P 2 T g‖2X2 
∑

‖(Mu )∗2T g‖2X2 =
∑

‖T (Mu )∗1g‖2X2
 ‖T ‖2 ·
∑

‖(Mu )∗1g‖2X1‖T ‖2 ‖P

1 g‖2X1 .
To prove (2.6) in the context of Theorem 1.3 (for arbitrary  ∈ X ), let g ∈ J1 be of
the form
g =
∑
p
k1(·, yp)ep, ep ∈ E1, yp ∈ X
so that
T g =
∑
p
k2(·, yp)e′p.
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We obtain, using Proposition 2.1 and Corollary 2.2,
‖P 2 T g‖2X2 = (P

2 T g, T g)X2 =
(∑
p
k

2 (·, yp)e′p,
∑
r
k2(·, yr )e′r
)
X2
=
∑
p,r
(k

2 (yr , yp)e
′
p, e
′
r )E2

∑
p,r
U(yr , yp)(k2(yr , yp)e
′
p, e
′
r )E2
=
∑

∑
p,r
(k2(yr , yp)u

 (yp)e
′
p, u

 (yr)e
′
r )E2
=
∑

∑
p,r
(k2(·, yp)u (yp)e′p, k2(·, yr )u (yr)e′r )X2
=
∑

∣∣∣∣∣
∣∣∣∣∣T
(∑
p
k1(·, yp)u (yp)ep
)∣∣∣∣∣
∣∣∣∣∣
2
X2
 ‖T ‖2 ·
∑

∣∣∣∣∣
∣∣∣∣∣
∑
p
u

 (yp)k1(·, yp)ep
∣∣∣∣∣
∣∣∣∣∣
2
X1
= ‖T ‖2
∑

(Mu (Mu


)∗1g, g)X1
 ‖T ‖2 ‖P 1 g‖2X1 .
This accomplishes the process of extension of T from J1 to J ′1. An obvious limiting
process in the case of inﬁnite-dimensional E1 then gives an extension of T to the
subspace J 1 ⊂ X1 which is the closure of the linear subspace of vectors of the form
g + k1(·,)e, g ∈ J1, e ∈ E1.
This accomplishes the “one step” extension of T.
Iterating this process, we can ﬁnd for each ﬁnite subset F ⊂ Y in the context of
Theorem 1.1 (or each F ⊂ X in the context of Theorem 1.3) an extension T F of T
to the subspace JF1 ⊂ X1 which is the closure of the linear subspace of functions of
the form
g +
∑
p
k1(·,p)ep, g ∈ J1,p ∈ F, ep ∈ E1
S. Shimorin / Journal of Functional Analysis 224 (2005) 134–159 149
so that T F has the desired intertwining (or “adjoint to a multiplier”) property and
‖T F‖ = ‖T ‖. Again a more or less obvious passage to the limit (performed accurately,
for example, in [10]), leads to the desired extension R of T to the whole X1.
This accomplishes the proof of Theorems 1.1 and 1.3.
The next corollary is a version of Leech’s factorization theorem (see [11, p. 107]).
In the special case L(x, y) = I and B(x, y) = 0, it is contained in [2] (see Theorem
8.57 there).
Corollary 2.3. Assume that all conditions of Theorem 1.1 except the regularity con-
dition (R) are fulﬁlled. Let also Y ⊂ X, E be a Hilbert space, and i , i = 1, 2, be
B(Ei, E)-valued function deﬁned on Y such that the kernel
[1(x)L(x, y)1(y)∗ − 2(x)(1− B(x, y))2(y)∗]k(x, y) x, y ∈ Y (2.7)
is positive deﬁnite. Assume ﬁnally that
ker k2(y, y) = 0 f or any y ∈ Y . (2.8)
Then there exists a function  deﬁned on X such that
(i) 2(y) = 1(y)(y) for any y ∈ Y;
(ii)  is a contractive multiplier from X2 to X1.
Proof. We consider the subspace J1 ⊂ X1 which is the closure of the linear subspace
of functions of the form
f =
∑
p
k1(·, yp)∗1(yp)ep, yp ∈ Y, ep ∈ E.
We deﬁne an operator T ∈ B(J1, X2) by letting
T [k1(·, y)∗1(y)e] := k2(·, y)∗2(y)e, y ∈ Y, e ∈ E. (2.9)
Condition (2.7) implies then that T is a contraction. Since the CLT of Nevanlinna–Pick
type holds for the pair (X1, X2), there exists a contractive multiplier  from X2 to X1
such that T = (M)∗|J1 . This means that
k2(·, y)∗2(y)e = k2(·, y)∗(y)∗1(y)e, y ∈ Y, e ∈ E
which implies in view of assumption (2.8)
2(y) = 1(y)(y), y ∈ Y . 
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3. Multivariable Volberg–Treil’s theorem
In this section we prove Theorem 1.2.
Let ki(z, ), z,  ∈ Bd , i = 1, 2, be reproducing kernels for Xi . The ﬁrst observation
is that the condition that (S1, . . . , Sd) is a d-contraction in X1 is equivalent to the
representation
k1(z, ) = L(z, )1− 〈z, 〉 , (3.1)
with L(z, ) 0. Indeed, by the classical Aronszajn theory [5], the kernel
〈z, 〉k1(z, ) = z1¯1k1(z, )+ · · · + zd ¯dk1(z, )
is the reproducing kernel for the space S1X1 + · · · + SdX1 supplied with the range
norm
‖f ‖2∗ = inf
{
d∑
=1
‖f‖2X1 : f =
d∑
=1
Sf
}
(3.2)
and by (1.6) we have
‖f ‖2X1‖f ‖2∗
for any f ∈ S1X1 + · · · SdX1. This leads again by Aronszajn’s theory to
〈z, 〉k1(z, ) k1(z, )
which is equivalent to (3.1).
As to the kernel k2, we consider ﬁrst a special case where k2(z, 0) = I2. This implies
that k2(z, )− I2 is the reproducing kernel for the subspace
I 02 = {f ∈ X2 : f (0) = 0}
and condition (iii) of Theorem 1.2 implies by the same reproducing kernel arguments
as before that
k2(z, )− I2  〈z, 〉k2(z, ).
This means that
〈z, 〉k2(z, ) = k2(z, )− I2 + B(z, )
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with some positive deﬁnite B(z, ) satisfying B(z, 0) = 0 and hence
k2(z, ) = I2 − B(z, )1− 〈z, 〉 .
In order to apply Theorem 1.1 with k(z, ) = (1− 〈z, 〉)−1, we have to check the
regularity condition (R). An explicit calculation shows that for  = 0
U(z, ) =
(
k(z, )− k(z,)k(, )
k(,)
)
k(z, )−1 = 〈(z),()〉 =
d∑
=1
 (z)

 (),
where
(z) = 1
1− 〈z,〉
(
− 〈z,〉||2 − (1− ||
2)1/2
(
z− 〈z,〉||2
))
is the standard automorphism of Bd and  ,  = 1, . . . , d are coordinate functions of
. Clearly, boundedness of all shift operators S in X2 implies that the multiplication
operators M are bounded in X2 if || is sufﬁciently small. Hence condition (R) is
fulﬁlled if we choose the subset Y ⊂ Bd to be a sufﬁciently small ball centured at the
origin.
This accomplishes the proof of Theorem 1.2 in the case where k2(z, 0) = I2.
In general situation, the d-tuple (S1, . . . , Sd) is unitarily equivalent to the d-tuple of
shift operators (M1 , . . . ,Md ) acting in some other space X˜2 of E˜2-valued functions
analytic in Bd such that the reproducing kernel k˜2(z, ) for X˜2 satisﬁes k˜2(z, 0) = I .
In the special case where k2(0, 0) is invertible (and hence k2(z, 0) is also invertible
for z close enough to the origin), it is enough to consider the space X˜2 = k2(·, 0)−1X2
consisting of the functions of the form
f (z) = k2(z, 0)−1g(z), g ∈ X2
(deﬁned for z sufﬁciently close to the origin) and to supply this space with the natural
range-norm induced from X2 (the space X˜2 is contractively embedded in H 2d ⊗ E2,
which gives analytic continuations of the functions f (z) to the whole Bd ).
In the general case, the construction of the desired unitary equivalence is based on
the same idea, employed more carefully. We shall use standard multiindex notations:
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for a multiindex  = (1, . . . , d) ∈ Zd+ we write
|| = 1 + · · · + d;
! = 1! · · · · · d !;
z = 1z1 · · · 
d
zd
;
z = z11 · · · zdd
and S = Mz = S11 · · · Sdd .
For each n1, we shall denote by Hol(n)d the family of functions f analytic in z =
(z1, . . . zd) near the origin and satisfying the condition
zf (0) = 0 for any ||n− 1.
In other words, for f ∈ Hol(n)d , the decomposition
f (z) =
+∞∑
k=0
pk(z), with pk(tz) = tkpk(z)
of f into a sum of homogeneous polynomials starts with k = n. Obviously, if f ∈ Hol(n)d ,
then zf ∈ Hol(n+||)d for any  ∈ Zd+.
Lemma 3.1. Let n be a positive integer and f(z) be functions analytic in Bd indexed
by multiindexes  with |a| = n. If
∑
||=n
zf(z) ∈ Hol(n+1)d , (3.3)
then f(0) = 0 for any  with || = n.
Proof. We decompose each function f(z) as
f(z) = f(0)+ f ′(z), where f ′(0) = 0.
Clearly, zf ′(z) ∈ Hol(n+1)d if || = n. This means that (3.3) is equivalent to
∑
||=n
zf(0) ∈ Hol(n+1)d .
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The assertion is obvious now, since the left-hand side is a homogeneous polynomial
of degree n. 
Now, let
I 02 = {f ∈ X2 : f (0) = 0} = S1X2 + · · · + SdX2
(equality follows from the assumption (iii) of Theorem 1.2) and
E˜2 := X2I 02 .
For each n ∈ Z+, we consider also the subspace X(n)2 of X2 deﬁned by
X
(n)
2 := X2 ∩ Hol(n)d
(so that I 02 = X(1)2 ). Obviously, SX(n)2 ⊂ X(n+||)2 for any  ∈ Zd+.
Lemma 3.2. Let n1. Then any f ∈ X(n)2 can be represented as
f (z) =
∑
||=n
zf(z),
where f ∈ X2.
Proof. We use induction on n. The case n = 1 follows from assumption (iii) of The-
orem 1.2. Let now n2 and f ∈ X(n)2 . Then f ∈ X(n−1)2 and by induction hypothesis
f (z) =
∑
||=n−1
zf(z) (3.4)
with f ∈ X2. Further, Lemma 3.1 implies that f(0) = 0 and hence all f can be
decomposed as
f(z) =
d∑
=1
zf

 (z)
with f  ∈ X2. It remains to substitute this into (3.4). 
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Proposition 3.1. For any f ∈ X2, there exists a unique family {f}∈Zd+ of functions
from E˜2 such that for any n ∈ Z+,
f (z) =
∑
||n
zf(z)+ hn(z), where hn ∈ X(n+1)2 . (3.5)
Moreover,
∑
∈Zd+
!
||! ‖f‖
2‖f ‖2 (3.6)
(here, ‖ · ‖ stands for the norm in X2).
Proof. We prove ﬁrst uniqueness of the functions f. Indeed, assume that for some
functions g ∈ E˜2 (which are not all zero functions)∑
||n
zg(z) ∈ X(n+1)2
for some n ∈ Z+. Let m be the mininal integer such that there exists g = 0 with
|| = m. Then
∑
||=m
zg(z) ∈ X(m+1)2 .
By Lemma 3.1, g(0) = 0 (i.e., g ∈ I 02 ) for all  with || = m. But at the same time
g ∈ E˜2 = X2I 02 which implies g = 0 and gives a contradiction.
Existence of f can be proved by induction on n. Indeed, assuming that (3.5) holds
already for some n ∈ Z+, we represent hn by Lemma 3.2 as
hn(z) =
∑
||=n+1
zhn(z)
with hn ∈ X2 and then decompose
hn(z) = f(z)+ l(z)
with f ∈ E˜2 and l ∈ I 02 , which gives
hn(z) =
∑
||=n+1
zf(z)+ hn+1(z)
with hn+1 ∈ X(n+2)2 .
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To obtain inequality (3.6), we prove that for any n ∈ Z+,
∑
||n
!
||! ‖f‖
2‖f ‖2
using induction on n. The case n = 0 is obvious. In the case n1, we have ﬁrst
f (z) = f0(z)+ h0(z)
so that
‖f ‖2 = ‖f0‖2 + ‖h0‖2
and then by assumption (iii) of Theorem 1.2
h0(z) =
d∑
=1
zh
(z)
with
d∑
=1
‖h‖2‖h0‖2.
Now, each h can be decomposed as
h(z) =
∑
||n−1
zg(z)+ hn−1(z), g ∈ E˜2, hn−1 ∈ X(n)2 ,
with the estimate
∑
||n−1
!
||! ‖g

‖2‖h‖2
which holds by the induction assumption. Hence, each f with ||1 in (3.5) decom-
poses as
f(z) =
∑
(,):zz=z
g(z)
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and we obtain
∑
1 ||n
!
||! ‖f‖
2
∑
1 ||n
!
||!

 ∑
(,):zz=z
!
||! ‖g

‖2

 ·

 ∑
(,):zz=z
||!
!

 .
In view of the combinatorial identity
∑
(,):zz=z
||!
! =
||!
!
corresponding simply to the multiplication rule
(z1 + · · · zd) · (z1 + · · · zd)||−1 = (z1 + · · · zd)||,
the last sum reduces to
∑
1 ||n
∑
(,):zz=z
!
||! ‖g

‖2 =
d∑
=1
∑
||n−1
!
||! ‖g

‖2
d∑
=1
‖h‖2‖f ‖2 − ‖f0‖2.
This accomplishes the proof of (3.6). 
Now, we can construct the desired space X˜2 and unitary operator U : X2 → X˜2.
Given a function f ∈ X2, we associate with it the family of functions {f}∈Zd+ from
Proposition 3.1, and we deﬁne then an E˜2-valued function Uf (),  = (1, . . . , d) ∈
Bd by
Uf () :=
∑
∈Zd+
f
. (3.7)
We let ﬁnally X˜2 be the space of all functions Uf () with the norm induced from X2
so that U becomes a unitary operator. Inequality (3.6) then guarantees that series (3.7)
converges for all  ∈ Bd and, moreover, the space X˜2 is contractively embedded in
H 2d ⊗ E˜2. The construction of the functions f shows also that we have
U [Sf ]() =  Uf (),
i.e. S is unitarily equivalent to the operator M in X˜2, and ﬁnally that kX˜2(, 0) = IE˜2 .
Since the CLT has been already proved for the pair (X1, X˜2), it holds for the pair
(X1, X2) as well and this accomplishes the proof of Theorem 1.2.
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The subspace E˜2 ⊂ X2 from the last construction can be thought of as a “wandering
subspace” for the d-tuple (S1, . . . , Sd), since it satisﬁes the property
SE˜2 ⊥ E˜2 for any  = 0.
In the one-dimensional situation, such subspaces play an important role in the theory
of holomorphic spaces (see, e.g., [3] or [12]). Our construction of the space X˜2 is a
multivariable counterpart of the functional model studied in [12].
4. Necessary condition
In this section, we prove Theorem 1.4. Our arguments are similar to those used in
[1] for the characterization of complete Nevanlinna–Pick kernels. The proof is based
on the following Proposition. An almost obvious deduction of Theorem 1.4 from it is
left to the reader.
Proposition 4.1. Assume that all conditions of Theorem 1.4 are fulﬁlled. Then for
any ﬁnite subset F = {1, . . . ,n} ⊂ X there is a positive deﬁnite kernel L(p,r ),
p, r = 1, . . . , n such that
k1(p,r ) = L(p,r )k2(p,r ), p, r = 1, . . . , n.
Proof. We use induction on n. The case n = 1 is obvious. Let now n2 and consider
an arbitrary F = {1, . . . ,n} ⊂ X . By the induction hypothesis, there is a positive
deﬁnite B(E1)-valued kernel L(p,r ), p, r = 1, . . . , n− 1 such that
k1(p,r ) = L(p,r )k2(p,r ), p, r = 1, . . . , n− 1.
The positive deﬁniteness of L implies that there exists a Hilbert space E2 and operators
v1, . . . , vn−1 ∈ B(E2, E1) such that L(p,r ) = vpv∗r , p, r = 1, . . . , n−1. We let now
J1 ⊂ X1 be the closure of the linear subspace of functions f of the form
f =
n−1∑
r=1
k1(·,r )er , er ∈ E1 (4.1)
and we deﬁne an operator T ∈ B(J1, X2 ⊗ E2) by letting
T [k1(·,r )er ] := k2(·,r )v∗r er , r = 1, . . . , n− 1.
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We have now for a function f of form (4.1)
‖Tf ‖2X2⊗E2 =
n−1∑
p,r=1
(k2(·,r )v∗r er , k2(·,p)v∗pep)X2⊗E2
=
n−1∑
p,r=1
(k2(p,r )vpv
∗
r er , ep)E1 =
n−1∑
p,r=1
(k1(p,r )er , ep)E1 = ‖f ‖2X1
which shows that T is an isometry and, in particular, a contraction. By the assumption on
the CLT of Nevanlinna–Pick type, the operator T can then be extended to a contractive
operator R ∈ B(X1, X2 ⊗ E2) of the type “adjoint to a multiplier”. We deﬁne then
vn ∈ B(E2, E1) by the relation
R[k1(·,n)e] = k2(·,n)v∗ne, e ∈ E1.
The contractivity of R implies that for any f of the form
f =
n∑
r=1
k1(·,r )er , er ∈ E1
one has
∣∣∣∣∣
∣∣∣∣∣
n∑
r=1
k2(·,r )v∗r er
∣∣∣∣∣
∣∣∣∣∣
2
= ‖Rf ‖2‖f ‖2.
After an obvious calculation, this gives us a positive deﬁnite kernel
G(p,r ) = k1(p,r )− vpv∗r k2(p,r ), p, r = 1, . . . , n.
But we have G(p,r ) = 0 for p, r = 1, . . . , n − 1, which implies that the only
non-vanishing element of G(p,r ) can be G(n,n). This gives
k1(p,r ) = (vpv∗r + k2(n,n)−1G(p,r ))k2(p,r ), p, r = 1, . . . , n,
which accomplishes the proof. 
Combining Theorems 1.4 and 1.3, we obtain the following
Corollary 4.1. Let X1 be a Hilbert space of E1-valued functions and X2 be a Hilbert
space of scalar functions deﬁned on a set X , and let ki(x, y), i = 1, 2, be reproducing
kernels for Xi . Assume that k2 is a complete NP kernel.
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Then the CLT of Nevanlinna–Pick type holds for any pair (X1, X2⊗E2) if and only
if
k1(x, y) = L(x, y)k2(x, y)
with positive deﬁnite L.
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