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Abstract
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1 Introduction
In 1914 Bohr discovered that there exists a radius r ∈ (0, 1) such that if a power
series of a holomorphic function converges in the unit disk and its sum has a
modulus less than 1, then for |z| < r the sum of the absolute values of its terms
is again less than 1. This radius does not depend on the function.
Theorem 1.1 (Bohr, 1914) Let f be a bounded analytic function in the open
unit disk, with Taylor expansion f(z) =
∞∑
n=0
an z
n convergent in the unit disk
and with modulus less than 1. Then
∞∑
n=0
|an| rn < 1 for 0 ≤ r < 13 .
This inequality known as Bohr’s inequality is true for 0 ≤ r < 13 and the constant
1
3 cannot be improved.
Originally, this theorem was proved for 0 ≤ r < 16 but soon improved to the
sharp result. In Bohr’s paper [20] his own proof was published as well as a proof
by Wiener based on function theory methods. Later, S. Sidon gave a different
proof (see [22]).
Recently, several papers were published, generalizing Bohr’s theorem to func-
tions of n complex variables (see [8], [21], [1]). Using the standard multi-index
notations α := (α1, α2, ..., αn) ∈ Nn0 with |α| = α1 + ... + αn, z := (z1, ..., zn),
zi ∈ C, zα := zα11 zα22 . . . zαnn , it is shown in [21] that if a power series
∑
α cα z
α
has a modulus less than 1 in the unit polydisc {(z1, ..., zn) : max1≤j≤n |zj| < 1},
then the sum of the moduli of the terms is less than 1 in the polydisc of radius
1
3
√
n
.
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In [15], the result shows the possibility to obtain a Bohr type theorem for
monogenic functions in the ball in the Euclidean space R3 with the additionally
condition f(0) = 0. It is shown that for r < 0.047, the inequality is satisfied.
The main purpose of this paper is to check if this theorem can be extended to
all monogenic functions with |f(x)| < 1 in B1(0).
Having in mind the analogy to the one-dimensional complex function theory
we want to know if the result can be proved for a ball in the Euclidean space
and not for a polydisc. It is not the goal here to find a sharp estimate for the
most general class of functions.
2 Preliminaries
Let {e0, e1, e2, e3} be an orthonormal basis of the Euclidean vector space R4.
The vector e0 is the scalar unit while the generalized imaginary units e1, e2, e3
satisfy the following multiplication rules
eiej + ejei = −2 δi,j e0 , i, j = 1, 2, 3
e0ei = eie0 = ei , i = 0, 1, 2, 3.
This non-commutative product generates the algebra of real quaternions de-
noted by H. The real vector space R4 will be embedded in H by identifying
a := (a0, a1, a2, a3) ∈ R4 with the element
a = a0e0 + a1e1 + a2e2 + a3e3 ∈ H,
where ai (i = 0, 1, 2, 3) are real numbers. Remark that e0 = (1, 0, 0, 0)
T is the
multiplicative unit element of H and by identifying e0 with 1, it will therefore
neglected in the following notation.
The real number Sca := a0 is called the scalar part of a and Veca :=
a1e1 + a2e2 + a3e3 is the vector part of a. Analogously to the complex case,
the conjugate of a is the quaternion a := a0− a1e1− a2e2 − a3e3. The norm of
a is given by |a| = (a20 + a21 + a22 + a23)1/2 and coincides with the corresponding
Euclidean norm of a, as a vector in R4. Considering the subset
A := spanR{1, e1, e2}
of H, the real vector space R3 can be embedded in A by the identification of
each element x = (x0, x1, x2) ∈ R3 with the reduced quaternion
x = x0 + x1e1 + x2e2 ∈ A .
As a consequence, we will often use the same symbol x to represent a point in
R3 as well as to represent the corresponding reduced quaternion. Note that the
set A is only a real vector space but not a sub-algebra of H.
Let us consider an open set Ω ⊂ R3 with a piecewise smooth boundary. An
H-valued function is a mapping f : Ω −→ H such that
f(x) = f0(x) + f1(x)e1 + f2(x)e2 + f3(x)e3,
where the coordinates fi are real-valued functions defined in Ω. For continuously
real-differentiable functions f : Ω −→ H, the operator
D = ∂x0 + e1∂x1 + e2∂x2 (1)
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is called the generalized Cauchy-Riemann operator. We define the conjugate
generalized Cauchy-Riemann operator by
D = ∂x0 − e1∂x1 − e2∂x2 . (2)
A function f : Ω ⊂ R3 −→ H is called left (resp. right) monogenic in Ω if
Df = 0 in Ω (resp., fD = 0 in Ω).
From now on we only use left monogenic functions. For simplicity, we will
call them monogenic. The generalized Cauchy-Riemann operator (1) and its
conjugate (2) factorize the Laplace operator in R3. In fact, it holds
∆3 = DD = DD
and implies that any monogenic function is also a harmonic function.
From now on, we will consider the following notations: B := B1(0) is the unit
ball in R3 centered at the origin, S = ∂B its boundary and dσ is the Lebesgue
measure on S. In what follows, we will denote by L2(S;X;F) (resp. L2(B;X;F))
the F-linear Hilbert space of square integrable functions on S (resp. B) with
values in X ( X = R or A or H), where F = H or R. For any f, g ∈ L2(S;A;R)
the real-valued inner product is given by
〈f, g〉L2(S) =
∫
S
Sc(fg)dσ. (3)
Each homogeneous harmonic polynomial Pn of order n can be written in
spherical coordinates as
Pn(x) = r
nPn(ω), ω ∈ S, (4)
its restriction, Pn(ω), to the boundary of the unit ball is called spherical
harmonic of degree n. From (4), it is clear that a homogeneous polynomial
is determined by its restriction to S. Denoting by Hn(S) the space of real-
valued spherical harmonics of degree n in S, it is well-known (see [3] and [16])
that
dimHn(S) = 2n+ 1.
It is also known (see [3] and [16]) that if n 6= m, the spaces Hn(S) and Hm(S)
are orthogonal in L2(S;R;R).
Homogeneous monogenic polynomial of degree n will be denoted in general
by Hn. In an analogously way to the spherical harmonics, the restriction of Hn
to the boundary of the unit ball is called spherical monogenic of degree n. We
denote byMn(H;F) the subspace of L2(B;H;F)∩kerD(B) of all homogeneous
monogenic polynomials of degree n. Sudbery proved in [17] that the dimension
of Mn(H;H) is n + 1. In [5], it is proved that the dimension of Mn(H;R) is
4n+ 4.
Consider, for each n ∈ N0, a basis {Hνn : ν = 1, ..., dimMn(H;F)} of
Mn(H;F), F = H or F = R. Taking into account that the coordinates of
Hνn are harmonic, for arbitrary n, k = 0, 1, ..., we have
〈Hνn , Hµk 〉L2(B;H;F) = δn,k
1
n+ k + 3
〈Hνn , Hµk 〉L2(S;H;F) . (5)
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3 Homogeneous Monogenic Polynomials
Based on the Fueter variables z1 = x1−e1x0 and z2 = x2−e2x0, several systems
of homogeneous monogenic polynomials are constructed and used for different
purposes (see, e.g., [4, 9, 7, 10, 12, 17]). Following [12], being γ = (γ1, γ2) a
multi-index with γ1+γ2 = n, the generalized powers (or also Fueter polynomials)
of degree n are defined by
zγ11 × zγ22 = z1 × z1 × · · · × z1︸ ︷︷ ︸
γ1 times
×z2 × z2 × · · · × z2︸ ︷︷ ︸
γ2 times
=
1
n!
∑
pi(i1,...,in)
zi1 · · · zin ,
where the sum is taken over all permutations pi(i1, . . . , in) of (1, · · · , 1︸ ︷︷ ︸
γ1
, 2, · · · , 2︸ ︷︷ ︸
γ2
).
The general form of the Taylor series of a monogenic function f : Ω ⊂ R3 −→ H
in the neighborhood of the origin (see, e.g., [4, 12]) is given by
f =
∞∑
n=0
∑
|γ|=n
(zγ11 × zγ22 ) cγ , (6)
where cγ =
1
γ1!γ2!
∂γ1x1∂
γ2
x2f(x)
∣∣∣
x=0
∈ H are the Taylor coefficients.
In order to prove a collection of inequalities related to Bohr’s inequality, we
need also the Fourier expansion of monogenic functions.
In ([5] and [6]) R-linear and H-linear complete orthonormal systems of H-
valued homogeneous monogenic polynomials in the unit ball of R3 are con-
structed. The main idea of these constructions is based on the factorization of
the Laplace operator. We take a system of real-valued homogeneous harmonic
polynomials and apply the D operator to get systems of H-valued homogeneous
monogenic polynomials. To be precise, we introduce the spherical coordinates,
x0 = r cos θ, x1 = r sin θ cosϕ, x2 = r sin θ sinϕ,
where 0 < r <∞, 0 < θ ≤ pi, 0 < ϕ ≤ 2pi. Each point x = (x0, x1, x2) ∈ R3\{0}
admits a unique representation x = rw, where for each i = 0, 1, 2 wi =
xi
r and
|w| = 1. Now, we apply for each n ∈ N0, the operator 12D to the homogeneous
harmonic polynomials,
{rn+1U0n+1, rn+1Umn+1, rn+1Vmn+1,m = 1, ..., n+ 1}n∈N0 (7)
formed by the extensions in the ball of the spherical harmonics (considered, e.g.,
in [18]),
U0n+1(θ, ϕ) = Pn+1(cos θ)
Umn+1(θ, ϕ) = P
m
n+1(cos θ) cosmϕ (8)
V mn+1(θ, ϕ) = P
m
n+1(cos θ) sinmϕ,m = 1, ..., n+ 1.
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Here, Pn+1 stands for the Legendre polynomial of degree n+ 1, given by
 Pn+1(t) =
[n+12 ]∑
k=0
an+1,k t
n+1−2k
P0(t) = 1, t ∈ (−1, 1),
with
an+1,k = (−1)k 1
2n+1
(2n+ 2− 2k)!
k!(n+ 1− k)!(n+ 1− 2k)! ,
where [s] denotes the integer part of s ∈ R. Also, we stipulate this sum to be
zero whenever the upper index is less then the lower one.
The functions Pmn+1 are called the associated Legendre functions,
Pmn+1(t) := (1− t2)m/2
dm
dtm
Pn+1(t), m = 1, ..., n+ 1. (9)
We remark that if m = 0, the corresponding associated Legendre function P 0n+1
coincides with the Legendre polynomial Pn+1.
Notice that the Legendre polynomials together with the associated Legendre
functions satisfy several recurrence formulae. We point out only some of them,
which will be used several times in the next section. Following [2], Legendre
polynomials and associated Legendre functions are solutions of a second order
differential equation, called Legendre differential equation, given by
(1− t2)(Pmn+1(t))′′ − 2t(Pmn+1(t))′ +
(
(n+ 1)(n+ 2)−m2 1
1− t2
)
Pmn+1(t) = 0,
m = 0, ..., n+ 1. They also satisfy the recurrence formula
(1 − t2)(Pmn+1(t))′ = (n+m+ 1)Pmn (t)− (n+ 1)tPmn+1(t), (10)
m = 0, ..., n+ 1. An additional and useful identity is given by
Pmm (t) = (2m− 1)!!(1− t2)m/2, (11)
m = 1, ..., n+ 1.
These functions are mutually orthogonal in L2([−1, 1]),∫ 1
−1
Pmn+1(t)P
m
k+1(t)dt = 0 , n 6= k
and their norms are∫ 1
−1
(Pmn+1(t))
2dt =
2
2n+ 3
(n+ 1 +m)!
(n+ 1−m)! ,m = 0, ..., n+ 1.
For a detailed study of Legendre polynomials and associated Legendre func-
tions we refer, for example, [2] and [18].
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Restricting the functions of the set (7) to the sphere, we obtain the spherical
monogenics
X0n :=
(
1
2
D
)
(rn+1U0n+1)
∣∣∣∣
r=1
Xmn :=
(
1
2
D
)
(rn+1Umn+1)
∣∣∣∣
r=1
(12)
Y mn :=
(
1
2
D
)
(rn+1V mn+1)
∣∣∣∣
r=1
, m = 1, ..., n+ 1.
For each n ∈ N0, taking the monogenic extensions of the spherical monogenics
into the ball, we obtain the set of homogeneous monogenic polynomials
{rnX0n, rnXmn , rnY mn : m = 1, ..., n+ 1}. (13)
We need norm estimates of our functions in terms of its Taylor and Fourier
expansion are needed. In this way, we begin now to write the homogeneous
monogenic polynomials in Cartesian coordinates. In parts, these results were
already obtained in [13] and [14], without proof.
Lemma 3.1 The homogeneous monogenic polynomials rnX ln(l = 0, 1, ..., n+1)
in terms of Cartesian coordinates can be written as:
rnX ln(x) = [r
nX ln(x)]0 + [r
nX ln(x)]1 e1 + [r
nX ln(x)]2 e2,
where
[rnX ln(x)]0 =
[n−l2 ]∑
k=0
βn+1,l,k(n+ 1− 2k − l)xn−2k−l0 r2k
[ l2 ]∑
j=0
(−1)j
(
l
2j
)
x
l−2j
1 x
2j
2
+
[n+1−l2 ]∑
k=1
βn+1,l,k (2k)x
n+2−2k−l
0 r
2(k−1)
[ l2 ]∑
j=0
(−1)j
(
l
2j
)
x
l−2j
1 x
2j
2
[rnX ln(x)]1 =
[n+1−l2 ]∑
k=1
βn+1,l,k(2k)x
n+1−2k−l
0 r
2(k−1)
[ l2 ]∑
j=0
(−1)j+1
(
l
2j
)
x
l−2j+1
1 x
2j
2
+
[n+1−l2 ]∑
k=0
βn+1,l,k x
n+1−2k−l
0 r
2k
[ l−12 ]∑
j=0
(−1)j+1
(
l
2j
)
(l − 2j)xl−2j−11 x2j2
[rnX ln(x)]2 =
[n+1−l2 ]∑
k=1
βn+1,l,k(2k)x
n+1−2k−l
0 r
2(k−1)
[ l2 ]∑
j=0
(−1)j+1
(
l
2j
)
x
l−2j
1 x
2j+1
2
+
[n+1−l2 ]∑
k=0
βn+1,l,k x
n+1−2k−l
0 r
2k
[ l2 ]∑
j=1
(−1)j+1
(
l
2j
)
(2j)xl−2j1 x
2j−1
2 ,
being
βn+1,l,k = (−1)k 1
2n+2
(
2n+ 2− 2k
n+ 1− k
)(
n+ 1− k
k
)
(n+ 1− 2k)l−1
and (n+ 1− 2k)l−1 stands for the Pochhammer symbol.
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Proof. Let us consider the spherical monogenics given by (12), explicitly de-
scribed in (8). By the definition of the Legendre polynomials we have
P
(1)
n+1(t) =
d
dt
[n+12 ]∑
k=0
an+1,k t
n+1−2k =
[ (n+1)−12 ]∑
k=0
an+1,k(n+ 1− 2k) t(n+1−2k)−1.
Now, derivating recursively in order to t (l − 1) times,
∂lt Pn+1(t) = P
(l)
n+1(t)
=
[ (n+1)−l2 ]∑
k=0
an+1,k(n+ 1− 2k)(n+ 1− 2k − 1) · · · (n+ 1− 2k − (l − 1)) t(n+1−2k)−l.
By simplicity, we set
βn+1,l,k = 2(n+ 1− 2k)(n+ 1− 2k − 1) · · · (n+ 1− 2k − (l − 1)),
so that, finally we get for (9) the expression
P ln+1(cos θ) =
[n+1−l2 ]∑
k=0
2βn+1,l,k (sinθ)
l (cos θ)n+1−2k−l .
In order to express the set {X ln : l = 0, 1, ..., n+ 1} in cartesian coordinates, we
consider the coordinate’s relation:
cos θ =
x0
r
cosϕ =
x1√
x21 + x
2
2
sin θ =
√
x21 + x
2
2
r
sinϕ =
x2√
x21 + x
2
2
.
Now, using
cos(mϕ) =
[ l2 ]∑
j=0
(−1)j
(
l
2j
)
(cosϕ)l−2j (sinϕ)2j
and substituting in (12) we obtain
rn+1U ln+1(x) = 2
[n+1−l2 ]∑
k=0
[ l2 ]∑
j=0
βn+1,l,k x
n+1−2k−l
0 r
2k(−1)j
(
l
2j
)
x
l−2j
1 x
2j
2 .
Applying the hypercomplex derivative (12D) to this expression carries our poly-
nomials in Cartesian coordinates, respectively.
Similar results holds for rnY mn m = 1, ..., n + 1). Let us consider now the
following function:
Definition 3.1 Let i, j ∈ N0. The function gi,j is given by
gi,j =
{
1, if i and j have the same parity
0 , if i and j have different parity
.
7
Proposition 3.1 The Taylor coefficients of the homogeneous monogenic poly-
nomials rnX ln(l = 0, 1, ..., n+ 1) are given by
[alα]0 = gl,n gα1,l gα2,0 βn+1,l,n−l2
[ l2 ]∑
j=0
(−1)j
(
l
2j
)(
n−l
2
α1−l
2
+ j
)
[alα]1 = gl−1,n gl−1,α1 gα2,0
[
n−l+1
2 ]∑
p=1
βn+1,l,p(2p)
(
p− 1
l−n−1
2
+ p
) [ l2 ]∑
j=0
(−1)j+1
(
l
2j
)(
n−l−1
2
α1−l−1
2
+ j
)
+
[n−l+12 ]∑
p=0
βn+1,l,p
(
p
l−n−1
2
+ p
) [ l−12 ]∑
j=0
(−1)j+1
(
l
2j
)
(l − 2j)
(
n−l+1
2
α1−l+1
2
+ j
)
[alα]2 = gl−1,n gl,α1 gα2,1
[
n−l+1
2 ]∑
p=1
βn+1,l,p(2p)
(
p− 1
l−n−1
2
+ p
) [ l2 ]∑
j=0
(−1)j+1
(
l
2j
)(
n−l−1
2
α1−l
2
+ j
)
+
[n−l+12 ]∑
p=0
βn+1,l,p
(
p
l−n−1
2
+ p
) [ l2 ]∑
j=1
(−1)j+1
(
l
2j
)
(2j)
(
n−l+1
2
α1−l
2
+ j
)
Proof. The proof follows directly from Lemma 3.1 by applying the partial
derivatives ∂α1x1 ∂
α2
x2 .
Again, we obtain analogous formulae for the Taylor coefficients of rnY mn (m =
1, ..., n+ 1).
Corollary 3.1 Let γ = (γ1, γ2) be a multi-index with |γ| = n. The Taylor
coefficients a0γ, a
m
γ and b
m
γ of the homogeneous monogenic polynomials r
nX0n,
rnXmn and r
n Y mn satisfy the following inequalities:
|a0γ | ≤
1
γ!
(n+ 1)!
√
pi(n+ 1)
2n+ 3
|amγ | ≤
1
γ!
(n+ 1)!
√
pi(n+ 1)(n+ 1 +m)!
2(2n+ 3)(n+ 1−m)!
|bmγ | ≤
1
γ!
(n+ 1)!
√
pi(n+ 1)(n+ 1 +m)!
2(2n+ 3)(n+ 1−m)! , m = 1, ..., n+ 1.
Proof. Let Br(x) ⊂ R3 be a ball of radius r centered at x. From [11] we know
the Cauchy integral formula for the ball B1(x),
f(x) =
1
4pi
∫
S
x− y
|x− y|3 n(y)f(y)dSy, (14)
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where n stands for the outward pointing normal unit vector to S at y. For
simplicity we just present the proof for the homogeneous monogenic polynomi-
als rnXmn (m = 1, ..., n + 1). Applying the Cauchy integral formula to these
polynomials in the ball B and taking partial derivatives with respect to x1 and
x2, we get
am,∗γ =
1
γ!
∂γ1x1∂
γ2
x2X
m
n (x)
∣∣
x=0 =
1
γ!
1
4pi
∫
S
∂γ1x1∂
γ2
x2
x− y
|x− y|3
∣∣∣∣
x=0
n(y)Xmn (y)dSy
taking the modulus and applying the Schwarz inequality we finally obtain
|am,∗γ | ≤
1
γ!
(n+ 1)!
√
pi
2
(n+ 1)
(n+ 1 +m)!
(n+ 1−m)! ,
where am,∗γ denotes the Taylor coefficients associated to the functions X
m
n . The
previous inequality is based on [5] where the following relation is proved
‖ Xmn ‖L2(S) = ‖ Y mn ‖L2(S) =
√
pi
2
(n+ 1)
(n+ 1 +m)!
(n+ 1−m)! , m = 1, ..., n+ 1
and on the paper [26] where it was obtained that∥∥∥∥∂γ1x1∂γ2x2 x− y|x− y|3
∣∣∣∣
x=0
∥∥∥∥
L2(S)
≤ (n+ 1)!|y|n+2 .
Using the relation (5) we get the Taylor coefficients associated to the homoge-
neous monogenic polynomials rnXmn . The casem = 0 is proved analogously.
Besides norm estimates we also need pointwise estimates of our basis poly-
nomials.
Proposition 3.2 For n ∈ N the homogeneous monogenic polynomials satisfy
the following inequalities:
|rnX0n(x)| ≤ rn(n+ 1)2n
√
pi(n+ 1)
2n+ 3
|rnXmn (x)| ≤ rn(n+ 1)2n
√
pi
2
(n+ 1)
(2n+ 3)
(n+ 1 +m)!
(n+ 1−m)!
|rn Y mn (x)| ≤ rn(n+ 1)2n
√
pi
2
(n+ 1)
(2n+ 3)
(n+ 1 +m)!
(n+ 1−m)! , m = 1, ..., n+ 1.
Proof. Again, we prove only the case of the polynomials rnXmn (m = 1, ..., n+
1), the proof for rn Y mn being similar. We write these polynomials as a Taylor
expansion (6)
rnXmn (x) =
∑
|γ|=n
(zγ11 × zγ22 ) amγ .
Consequently, modulus of rnXmn leads to
|rnXmn (x)| ≤ rn(n+ 1)!
√
pi
2
(n+ 1)
(2n+ 3)
(n+ 1 +m)!
(n+ 1−m)!
2n
n!
.
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Having in mind [12] we have
|zγ11 × zγ22 | ≤ rn
for every multi-index γ = (γ1, γ2) with |γ| = n.
For future use in this paper we will need estimates for the real part of the
spherical monogenics described in (12).
Theorem 3.1 Given a fixed n ∈ N0, the spherical harmonics{
Sc{X0n},Sc{Xmn },Sc{Y mn } : m = 1, ..., n
}
are orthogonal to each other with respect to the inner product (3).
Proposition 3.3 Given a fixed n ∈ N0 , the moduli of the spherical harmonics
Sc(X0n), Sc(X
m
n ) and Sc(Y
m
n ) satisfy the following inequalities
|Sc{X ln}| ≤
1
2
(n+ 1 + l)!
n!
, l = 0, ..., n
|Sc{Y mn }| ≤
1
2
(n+ 1 +m)!
n!
, m = 1, ..., n.
Proof. According to the results from [5], the real parts of the spherical mono-
genics are given by
Sc{X0n} = A0,n(θ)
Sc{Xmn } = Am,n(θ) cos(mϕ)
Sc{Y mn } = Am,n(θ) sin(mϕ),
where
Al,n(θ) =
1
2
(
sin2θ
d
dt
[
P ln+1(t)
]
t=cosθ
+ (n+ 1)cosθP ln+1(cosθ)
)
, l = 0, ..., n.
For simplicity sake we only present the proof for the spherical harmonics Sc(Xmn )
(m = 1, ..., n + 1). Making the change of variable t = cosθ and using the
recurrence formula (10), it follows that
Sc{Xmn } =
1
2
(n+ 1 +m)Pmn (t).
Applying the modulus in the previous expression and using the inequality proved
in [19]
|Pmn (t)| ≤
(n+m)!
n!
,
for −1 ≤ t ≤ 1 and n ≥ m, we finally obtain the estimate
|Sc{Xmn }| ≤
1
2
(n+ 1 +m)!
n!
.
Some of the basis polynomials described in (13) play a special role. Applying
results from ([5], Proposition 3.4.3) we get:
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Proposition 3.4 For n ∈ N0, the spherical monogenics Xn+1n and Y n+1n are
given by
Xn+1n = −Cn+1,ncosnϕe1 + Cn+1,nsinnϕe2 (15)
Y n+1n = −Cn+1,nsinnϕe1 − Cn+1,ncosnϕe2
where
Cn+1,n =
n+ 1
2
1
sinθ
Pn+1n+1 (cosθ),
and their monogenic extensions into the ball belong to kerD(B) ∩ kerD(B).
Remark 3.1 The spherical monogenics Xn+1n and Y
n+1
n are monogenic con-
stants, i.e, monogenic functions which depend only on x1 and x2. Moreover,
they play the role of constants with respect to the hypercomplex differentiation
(12D).
Proposition 3.5 Given a fixed n ∈ N0 , the spherical harmonics Sc(Xn+1n e1)
and Sc(Y n+1n e1) are orthogonal to each other with respect to the inner product
(3) and their moduli satisfy the following inequalities
|Sc{Xn+1n e1}| ≤
1
2
(n+ 1)(2n+ 1)!
2nn!
|Sc{Y n+1n e1}| ≤
1
2
(n+ 1)(2n+ 1)!
2nn!
.
Proof. Again, we present the proof for the spherical harmonics Sc{Xn+1n e1},
the one for Sc{Y n+1n e1} being similar. According to (15), the real part of the
spherical harmonic Xn+1n e1 is given by
Sc{Xn+1n e1} = Cn+1,n cosnϕ.
Making the change of variable t = cosθ and applying the modulus in the previous
expression, we get
|Sc{Xn+1n e1}| =
n+ 1
2
∣∣∣∣ 1√1− t2Pn+1n+1 (t)
∣∣∣∣ ,
and due to the recurrence formula (11) we finally obtain
|Sc{Xn+1n e1}| =
n+ 1
2
∣∣∣∣ 1√1− t2 (2n+ 1)!!(1− t2)n+12
∣∣∣∣ ≤ 12(n+ 1)(2n+ 1)!!.
Proposition 3.6 Given a fixed n ∈ N0 , the norms of the spherical harmonics
Sc(X0n), Sc(X
m
n ) and Sc(Y
m
n ) are given by
‖Sc(X0n)‖L2(S) = (n+ 1)
√
pi
2n+ 1
and
‖Sc(Xmn )‖L2(S) = ‖Sc(Y mn )‖L2(S) =
√
pi
2
(n+ 1 +m)
(2n+ 1)
(n+ 1 +m)!
(n−m)! , m = 1, ..., n.
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Proposition 3.7 Given a fixed n ∈ N0 , the spherical harmonics Sc(Xn+1n e1)
and Sc(Y n+1n e1) are orthogonal to each other with respect to the inner product
(3) and their norms are given by
‖Sc(Xn+1n e1)‖L2(S) = ‖Sc(Y n+1n e1)‖L2(S) =
1
2
√
pi(n+ 1)(2n+ 2)!.
4 Bohr’s Theorem
We will denote by X0,∗n , ... the normalized basis functions in L2(S;H;H).
Theorem 4.1 (see [5]) Let Mn(R
3;A) be the space of A-valued homogeneous
monogenic polynomials of degree n in R3. For each n, the set of 2n+ 3 homo-
geneous monogenic polynomials{√
2n+ 3rnX0,∗n ,
√
2n+ 3rnXm,∗n ,
√
2n+ 3rn Y m,∗n , m = 1, ..., n+ 1
}
(16)
forms an orthonormal basis in Mn(R
3;A).
In [15], a first version of a quaternionic Bohr’s theorem was considered,
therein we restricted ourselves to the case of functions with f(0) = 0 and we
obtained an estimate in terms of a radius of r = 0.047.
Here, we extend our result to all monogenic functions with |f(x)| < 1 in B,
estimating a value for the radius.
Theorem 4.2 Let f be a square integrable A-valued monogenic function with
|f(x)| < 1 in B, Sc{f} be positive and let
∞∑
n=0
√
2n+ 3 rn
{
X0,∗n α
0
n +
n+1∑
m=1
[Xm,∗n α
m
n + Y
m,∗
n β
m
n ]
}
be its Fourier expansion. Then
∞∑
n=0
√
2n+ 3 rn
∣∣∣∣∣
{
X0,∗n α
0
n +
n+1∑
m=1
[Xm,∗n α
m
n + Y
m,∗
n β
m
n ]
}∣∣∣∣∣ < 1
holds in the ball of radius r, with 0 ≤ r < 0.05.
Proof. According to Theorem 4.1, a monogenic L2-function f : Ω ⊂ R3 −→ A
can be written as Fourier series
f =
∞∑
n=0
√
2n+ 3 rn
{
X0,∗n α
0
n +
n+1∑
m=1
[Xm,∗n α
m
n + Y
m,∗
n β
m
n ]
}
,
where α0n, α
m
n and β
m
n (m = 1, ..., n + 1) are the associated Fourier coefficients.
Let us denote by Sc{f} the real part of f . Then,
Sc{f} = f + f
2
=
∞∑
n=0
√
2n+ 3 rn
{
Sc{X0,∗n }α0n +
n∑
m=1
[Sc{Xm,∗n }αmn + Sc{Y m,∗n }βmn ]
}
.
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Due to Remark 3.1, we split the function f in the following way
f =
√
3α00X
0,∗
0 +
√
3α10X
1,∗
0 +
√
3β10Y
1,∗
0
+
∞∑
n=1
√
2n+ 3 rn
{
X0,∗n α
0
n +
n∑
m=1
[Xm,∗n α
m
n + Y
m,∗
n nβ
m
n ]
}
+
∞∑
n=1
√
2n+ 3 rn
[
Xn+1,∗n α
n+1
n + Y
n+1,∗
n β
n+1
n
]
.
Based in this spliting, we introduce
f1 =
1
2
√
3
pi
α00 +
∞∑
n=1
√
2n+ 3 rn
{
X0,∗n α
0
n +
n∑
m=1
[Xm,∗n α
m
n + Y
m,∗
n β
m
n ]
}
f2 = −1
2
√
3
pi
α10e1 −
1
2
√
3
pi
β10e2 +
∞∑
n=1
√
2n+ 3 rn
[
Xn+1,∗n α
n+1
n + Y
n+1,∗
n β
n+1
n
]
,
so that f = f1 + f2. Then, we have
f(0) = f1(0) + f2(0)
where
f1(0) =
1
2
√
3
pi
α00
f2(0) = −1
2
√
3
pi
α10e1 −
1
2
√
3
pi
β10e2.
Let us assume that there exists 0 < δ < 1 such that |f1| < δ and |f2| < 1−δ.
In this way, the modulus of f is preserved. We start now to study the function
f1. The main idea is to compare each Fourier coefficient with the coefficient α
0
0.
In fact, multiplying both sides of the expression
Sc{δ − f1} = δ − Sc{f1} (17)
by each real part of the homogeneous monogenic polynomials described in (13)
and integrating over the sphere, we get these relations. For simplicity we just
present the idea applied to the coefficients of X0,∗n , i.e, α
0
n. Multiplying both
sides of the expression (17) by Sc{X0k} and integrating, we obtain
−
√
2k + 3 α0k =
∫
S
Sc{δ − f1}Sc{X0k}dσ
with 0 < δ < 1. Now, applying the modulus we obtain finally
|α0k|
√
2k + 3 ≤ 2√pi |Sc{X
0
k}|
‖Sc{X0k}‖2L2(S)
(
δ − 1
2
√
3
pi
α00
)
. (18)
In an analogous way, we can state the following results:
|αpk|
√
2k + 3 ≤ 2√pi |Sc{X
p
k}|
‖Sc{Xpk}‖2L2(S)
(
δ − 1
2
√
3
pi
α00
)
.
|βpk |
√
2k + 3 ≤ 2√pi |Sc{Y
p
k }|
‖Sc{Y pk }‖2L2(S)
(
δ − 1
2
√
3
pi
α00
)
, p = 1, ..., k.
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With some calculations and, using the Propositions 3.6 and 3.3 we finally obtain
|Sc{X0k}|
‖Sc{X0k}‖2L2(S)
≤ 1
2pi
(2k + 1)
k + 1
|Sc{Xpk}|
‖Sc{Xpk}‖2L2(S)
=
|Sc{Y pk }|
‖Sc{Y pk }‖2L2(S)
≤ 1
pi
(2k + 1)(k − p)!
(k + 1 + p)k!
, p = 1, ..., k.
Finally, the previous expressions can be rewritten
|α0k|
√
2k + 3 ≤ 1√
pi
(2k + 1)
k + 1
(
δ − 1
2
√
3
pi
α00
)
|αpk|
√
2k + 3 ≤ 2√
pi
(2k + 1)(k − p)!
(k + 1 + p)k!
(
δ − 1
2
√
3
pi
α00
)
|βpk |
√
2k + 3 ≤ 2√
pi
(2k + 1)(k − p)!
(k + 1 + p)k!
(
δ − 1
2
√
3
pi
α00
)
.
Consequently, we can state the following inequalities:
|X0,∗k ||α0k|
√
2k + 3 ≤ 1√
pi
(2r)k(2k + 1)
(
δ − 1
2
√
3
pi
α00
)
k∑
p=1
|Xp,∗k ||αpk|
√
2k + 3 ≤ 2√
pi
(2r)k(2k + 1)
(
δ − 1
2
√
3
pi
α00
)
k∑
p=1
|Y p,∗k ||βpk |
√
2k + 3 ≤ 2√
pi
(2r)k(2k + 1)
(
δ − 1
2
√
3
pi
α00
)
.
Now, using the previous inequalities we end with
|f1| ≤ 1
2
√
3
pi
α00 +
∞∑
n=1
√
2n+ 3 rn
[
|X0,∗n ||α0n|+
n∑
m=1
(|Xm,∗n ||αmn |+ |Y m,∗n ||βmn |)
]
≤ 1
2
√
3
pi
α00 +
5√
pi
(
δ − 1
2
√
3
pi
α00
) ∞∑
n=1
(2r)n(2n+ 1).
Thus, we have that
|f1| ≤ δ =⇒ 5√
pi
∞∑
n=1
(2r)n(2n+ 1) ≤ 1,
and, the last series is convergent for r < 0.05. In the same way, we can study
the function f2. Let
f2 =
√
3α10r
0X
1,∗
0 +
√
3β10r
0Y
1,∗
0 +
∞∑
n=1
√
2n+ 3 rn
[
Xn+1,∗n α
n+1
n + Y
n+1,∗
n β
n+1
n
]
.
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Multiplying f2 in the right side by e1 we get
f˜2 := f2e1
=
√
3α10(r
0X
1,∗
0 e1) +
√
3β10(r
0Y
1,∗
0 e1)
+
∞∑
n=1
√
2n+ 3 rn
[
(Xn+1,∗n e1)α
n+1
n + (Y
n+1,∗
n e1)β
n+1
n
]
.
We want to apply the same idea previously used for f1. Taking in consideration
that f is an A-valued function, we obtain an estimate for the coefficient α10. In
a similar way, we obtain an estimate for β10 if we multiply f2 at right by e2.
This leads to the inequalities
|αk+1k |
√
2k + 3 ≤ 2
√
pi
3
|Sc{Xk+1k e1}|
‖Sc{Xk+1k e1}‖2L2(S)
(
(1− δ)− 1
2
√
3
pi
α10
)
|βk+1k |
√
2k + 3 ≤ 2
√
pi
3
|Sc{Y k+1k e1}|
‖Sc{Y k+1k e1}‖2L2(S)
(
(1− δ)− 1
2
√
3
pi
α10
)
.
being
|Sc{Xk+1k e1}|
‖Sc{Xk+1k e1}‖2L2(S)
=
|Sc{Y k+1k e1}|
‖Sc{Y k+1k e1}‖2L2(S)
≤ 2
pi
1
2n(n+ 1)!
.
Consequently, we have proved:
|Xk+1,∗k e1||αk+1k |
√
2k + 3 ≤ 2√
3pi
rk
k!
(
(1− δ)− 1
2
√
3
pi
α10
)
|Y k+1,∗k e1||βk+1k |
√
2k + 3 ≤ 2√
3pi
rk
k!
(
(1− δ)− 1
2
√
3
pi
α10
)
.
With the previous inequalities we get
|f˜2| = |f2| ≤ 1
2
√
3
pi
α10 +
4√
3pi
(
(1− δ)− 1
2
√
3
pi
α10
) ∞∑
n=1
rn
n!
.
Finally, we end with
|f2| ≤ 1− δ =⇒ 4√
3pi
∞∑
n=1
rn
n!
≤ 1,
and, the last series is convergent for r < 0.56. Finally,
∞∑
n=0
√
2n+ 3 rn
∣∣∣∣∣
{
X0,∗n α
0
n +
n+1∑
m=1
[Xm,∗n α
m
n + Y
m,∗
n β
m
n ]
}∣∣∣∣∣ < 1
converges for 0 ≤ r < 0.05.
15
References
[1] L. Aizenberg Multidimensional analogues of Bohr’s theorem on power se-
ries. Proc. Amer. Math. Soc. 128 (2000), 1147-1155.
[2] L. C. Andrews. Special Functions of Mathematics for Engineers. SPIE Opti-
cal Engineering Press, Bellingham, Oxford University Press, Oxford, 1998.
[3] S. Axler, P. Bourdon, andW. Ramey. Harmonic Function Theory. Springer-
Verlag, New York, 1992.
[4] F. Brackx, R. Delanghe, and F. Sommen. Clifford Analysis. Pitman Pub-
lishing, Boston-London-Melbourne, 1982.
[5] I. Cacao. Constructive Approximation by Monogenic polynomials. Ph.D.
thesis, Universidade de Aveiro, Departamento de Matema´tica, Dissertation,
2004.
[6] I. Cacao, K. Gu¨rlebeck and S. Bock. On Derivatives of Spherical Monogen-
ics, Complex Var. Elliptic Equ. 51, No. 8-11, 847-869 (2006).
[7] R. Delanghe.On regular-analytic functions with values in a Clifford-algebra.
Math. Ann. 185, 91-111 (1970).
[8] S. Dineen and R. M. Timoney. On a problem of H. Bohr. Bull. Soc. Roy.
Sci. Lie`ge 60 (1991) 401-404.
[9] R. Fueter. Die Funktionentheorie der Differentialgleichungen ∆u = 0 und
∆∆u = 0 mit vier reellen Variablen. Comm. Math. Helv. 7: 307–330 (1935).
[10] K. Gu¨rlebeck. U¨ber Interpolation und Approximation verallgemeinert ana-
lytischer Funktionen. Wiss. Inf. 34, 21 S. (1982).
[11] K. Gu¨rlebeck and W. Spro¨ssig. Quaternionic and Clifford Calculus for
Physicists and Engineers. John Wiley and Sons, Chichester, 1997.
[12] H. Malonek. Power series representation for monogenic functions in Rm+1
based on a permutational product. Complex Variables Theory Appl., 15
(1990) 181-191.
[13] K. Gu¨rlebeck and J. Morais. On monogenic primitives of Fueter polyno-
mials, in : T.E. Simos, G.Psihoyios, Ch. Tsitouras, Special Vol-ume of
Wiley-VCH, ICNAAM 2006, 600-605.
[14] K. Gu¨rlebeck and J. Morais. On the calculation of monogenic primitives,
Advances in Applied Clifford Algebras, Vol. 17, No. 3, 2007.
[15] K. Gu¨rlebeck and J. Morais. Bohr’s Theorem for monogenic functions.
AIP Conf. Proc. 936, 750 (2007).
[16] C. Mu¨ller. Spherical Harmonics. Lecture Notes in Mathematics, 17.
Springer-Verlag, Berlin, 1966.
[17] A. Sudbery. Quaternionic analysis. Math. Proc. Cambridge Phil. Soc. 85:
199–225 (1979).
16
[18] G. Sansone. Orthogonal Functions. Pure and Applied Mathematics, vol.
IX. Interscience Publishers, New York, 1959.
[19] R. T. Seeley. Spherical harmonics. Amer. Math. Monthly, 73, No.4, Part
II:115 121, 1966.
[20] H. Bohr. A theorem concerning power series. Proc. London Math. Soc. (2)
13 (1914) 1-5.
[21] Harold P.Boas and Dmitry Khavinson. Bohr’s Power Series Theorem in
several variables. Proceedings of the American Mathematical Society, vol-
ume 125, Number 10, October 1997, Pages 2975-2979.
[22] S. Sidon. U¨ber einen Satz von Herrn Bohr. Math. Z. 26 (1927), 731-732.
[23] M. Tomic´. Sur un the´ore`me de H. Bohr. Math. Scand. 11 (1962), 103-106.
MR 31:316.
[24] Vern I. Paulsen, Gelu Popescu and Dinesh Singh. On Bohr’s Inequality.
London Mathematical Society, volume 85, 2002, Pages 493-512.
[25] Catherine Beneteau, Anders Dahlner and Dmitry Khavinson. Remarks on
the Bohr Theorem. Computational Methods and Function Theory, volume
4, Number 1, 2004, Pages 1-19.
[26] Kraußhar, R.S. Automorphic forms and functions in Clifford analysis and
their applications. Frontiers in Mathematics. Birkha¨user: Basel (2004).
17
