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Resumen—Este artı´culo tiene como objetivo presentar la
implementacio´n en lenguaje de alto nivel de tres te´cnicas de
codificacio´n de ima´genes basadas en: 1) la transformada del
coseno discreta (DCT, de sus siglas en ingle´s), que se implementa
en la norma JPEG, 2) la transformada wavelet discreta (DWT,
de sus siglas en ingle´s), en donde se utilizan varias bases
como la de Haar y algunas biortogonales, entre otras, este
codificador se implementa en la norma JPEG 2000, y 3) la
transformada ridgelet discreta (DRT, de sus siglas en ingle´s)
que forma parte de las herramientas ma´s recientes de ana´lisis
multiresolucio´n direccional para mejorar au´n ma´s la capacidad
de reconstruccio´n de las ima´genes desde el punto de vista
cualitativo (mejor calidad visual). La interfaz implementada
tiene un conjunto de funciones que conforman un ambiente
gra´fico abierto para la inclusio´n de ma´s herramientas de
procesamiento de ima´genes con otras finalidades adicionales
a la codificacio´n, como lo son el filtrado y la restauracio´n de
ima´genes utilizando algunas de las te´cnicas de transformacio´n
presentadas en este trabajo.1
Temas Clave— Codificacio´n de ima´genes, Transformada del
coseno discreta, Transformada wavelet, Transformada ridgelet,
Ana´lisis multi-resolucio´n y direccional.
I. INTRODUCCIO´N
LA compresio´n de ima´genes se define como el proce-so de reducir la cantidad de datos necesarios para la
representacio´n de las mismas [17]. La compresio´n de datos
nace en la etapa temprana de la computacio´n, cuando era
necesario el uso de me´todos para la reduccio´n del espacio
necesario para almacenar o transmitir la informacio´n, ya
fuera e´sta en la forma de textos, programas, ima´genes o
cualquier otro tipo de informacio´n [31], [34]. La evolucio´n
en este sentido ha sido tal, que en este momento en el que
los medios de almacenamiento se han vuelto econo´micos a
comparacio´n con los costos de almacenamiento en las primeras
etapas de la computacio´n, es necesario el aprovechamiento
de todo el espacio disponible ya que ahora se desea tener
sistemas que manejen video (ima´genes en movimiento), por
ello la mejora en los me´todos de compresio´n es una lı´nea
de trabajo con un futuro muy prometedor desde el punto de
vista tecnolo´gico y de investigacio´n [6], [7], sobre todo con la
reciente introduccio´n del ana´lisis multi-resolucio´n direccional
[2], [3], [4], [8], [9], [10], [12], [13], [14], [18] en donde
tenemos te´cnicas como la transformada ridgelet, que veremos
implementada en este trabajo, la transformada curvelet, la
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transformada contourlet [11], bandlets [19], brushlets [25],
entre algunas de las hoy denominadas X-lets.
La norma ma´s reciente establecida por la ISO/ITU-T en
lo referente a la codificacio´n y compresio´n de ima´genes fijas
es la JPEG 2000 (compresio´n con pe´rdidas y sin pe´rdidas).
Dicha norma supera por mucho en calidad a la norma esta´ndar
durante los 90’s JPEG [35]. Otros esta´ndares recientemente
actualizados son JPEG-LS, MPEG-4 VTC (Visual Texture
Coding) y MPEG-4/7/21. Estas u´ltimas utilizan el nu´cleo
de la norma JPEG [39] (pero u´nicamente para el caso de
la transmisio´n/recepcio´n de video), es decir, la transformada
discreta del coseno (DCT). En el trabajo de D. Santa-Cruz [35]
se introducen de manera un poco ma´s detallada los esquemas
para JPEG y JPEG2000, en donde adema´s se lleva a cabo
una comparacio´n con respecto a otros esquemas importantes,
sobre todo en el caso de compresio´n sin pe´rdidas. El nu´cleo
de la norma JPEG 2000 [37], [38], es la transformada wavelet
discreta (DWT) [22], [23]. Esta norma utiliza adema´s otras
etapas como: la cuantizacio´n escalar, un modelado contextual,
codificacio´n aritme´tica y post-compresio´n.
Uno de los casos que habı´a preocupado bastante hasta hace
poco ma´s de diez an˜os era la inconsistencia de la DWT para el
ana´lisis de sen˜ales bidimensionales (2-D), pues la DWT no es
capaz de mapear adecuadamente discontinuidades a lo largo
de una lı´nea o curva en un espacio bidimensional, como el
caso de los contornos (cerrados o abiertos) presentes en una
imagen. Con la finalidad de atacar este problema D. Donoho
y E. Cande`s [2] de la universidad de Stanford se han dado a la
tarea de proponer nuevas transformaciones que recurren al uso
mismo de la teorı´a de wavelets. Estas nuevas herramientas de
ana´lisis son conocidas como ridgelets y curvelets. Las ridgelets
tratan de manera ma´s efectiva las singularidades que se presen-
tan en dos dimensiones (2-D). La idea principal es mapear las
lı´neas de singularidades en singularidades puntuales utilizando
para ello la transformada de Rado´n [16], [26]. Enseguida,
se aplica la transformada wavelet (unidimensional) la cual si
puede manipular de forma eficaz las singularidades puntuales
que se encuentran en el dominio de Rado´n. La propuesta
inicial se plasma en forma continua para funciones definidas
en L2(R). La versio´n discreta de la transformada ridgelet
implementada en este trabajo, es similar a la transformada
finita ridgelet introducida por M. Do [8], y el esquema del
codificador ridgelet se inspiro´ en el esquema utilizado para la
transformada wavelet 2-D.
La aportacio´n principal de este trabajo, es la construccio´n
de toda una serie de funciones programadas en lenguaje
C y empleadas para el disen˜o de los tres codificadores de
ima´genes fijas [15], [20], [29], en donde se emplearon las
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transformadas del coseno, la wavelet y la ridgelet (en forma
discreta) como se describe en la seccio´n II. Despue´s, se
presenta la interfaz ANAI mostrando algunos resultados de
los codificadores programados y comparados en la seccio´n
III, donde los resultados obtenidos son consistentes con los
reportados en la literatura existente referente a los esquemas
de codificacio´n. En la seccio´n IV brindamos algunos puntos
de conclusio´n sobre la implementacio´n realizada y posibles
trabajos a futuro.
II. CODIFICADORES BASADOS EN TRANSFORMACIO´N
En las dos u´ltimas de´cadas se han propuesto diferentes
metodologı´as para la codificacio´n y compresio´n de ima´genes.
En este trabajo se rescatan dos esquemas que forman parte
importante de las dos normas ma´s recientes a nivel mundial
para la compresio´n de ima´genes fijas. Tambie´n se presenta una
metodologı´a adicional que au´n se encuentra en investigacio´n y
que se basa en el principio de mejorado de la calidad visual a
partir de un modelado geome´trico direccional. A continuacio´n
se presentan de manera breve las tres metodologı´as abordadas
y comparadas en el presente trabajo, las cuales forman parte
de las te´cnicas de codificacio´n por transformacio´n [30], [31].
II-A. Codificador de ima´genes DCT
El esquema de compresio´n que se obtiene utilizando la DCT
se implementa mediante los siguientes pasos [1], [17], [39]:
1. Se divide la imagen en bloques (el taman˜o recomendado
es 8× 8).
2. Se resta 27 = 128 a cada uno de los valores de la
imagen.
3. A cada bloque se le aplica la DCT en 2 dimensiones.
4. Se divide cada elemento del bloque con su correspon-
diente elemento de una matriz de cuantificacio´n. La
mejor calidad de la imagen reconstruida se ve reducida
de acuerdo al nivel de cuantizacio´n. A menor nivel
de cuantizacio´n mayor calidad y viceversa. El nivel de
cuantizacio´n se controla multiplicando por una constante
la matriz de cuantizacio´n.
5. Se comprime la informacio´n utilizando algu´n me´todo
de compresio´n cla´sico (Shannon- Fano, Huffman, o
codificacio´n Aritme´tica) [17].
6. Transmitir o guardar la informacio´n.
Para el caso de la decodificacio´n, en donde se tiene que
recuperar la imagen original, so´lo es necesario aplicar los
pasos en orden inverso:
El primer paso es reconstruir la matriz cuantizada uti-
lizando la lista obtenida al aplicar la DCT, ası´ como
cuantizacio´n y diezmado.
Se multiplica por la matriz cuantizada.
Se aplica la transformada inversa del coseno discreto.
Se redondean los valores y se les suma a cada uno 27.
Finalmente, se obtiene la imagen reconstruida.
Al aumentar el nivel de compresio´n se tendra´ una pe´rdida de
calidad. Debido a esto, es importante cuantificar la cantidad
de pe´rdida, a trave´s de la medicio´n del error, en donde se
usara´ la relacio´n sen˜al a ruido pico (PSNR). Tambie´n, es va´lido
mencionar que en los codificadores que se implementaron se
dejo´ la posibilidad para ana´lisis por bloques de 16×16 y 32×
32, lo cual nos permite ver lo que sucede cuando cambia solo
este para´metro dentro de la construcco´n de los codificadores
por transformacio´n.
II-B. Codificador de ima´genes DWT
La transformada wavelet en dos dimensiones se obtiene
utilizando la transformada wavelet en una dimensio´n [5], [24].
Los pasos para calcular la transformada wavelet se observan
en la figura 1 y a continuacio´n se explica el algoritmo [17],
[23].
1. La imagen se divide en renglones.
2. Se calcula la transformada wavelet para cada renglo´n
(Aproximacio´n y detalles), obtenie´ndose dos ima´genes
de N2 ×N .
3. Los bloques de N2 ×N , resultado del paso anterior, se
organizan en columnas.
4. Se calcula la transformada wavelet para cada colum-
na (Aproximacio´n y detalles), obtenie´ndose cuatro
ima´genes de N2 × N2 .
5. Las ima´genes obtenidas se organizan como se muestra
en la figura 1.
Figura 1. Transformada wavelet en dos dimensiones.
La transformada wavelet inversa en 2-D se calcula de manera
similar; se hace uso de la transformada wavelet inversa en una
dimensio´n. En la figura 2 se muestra el algoritmo utilizado. La
descomposicio´n en sub-bandas se lleva a cabo de izquierda a
derecha. Luego, a la sub-banda LL se le aplica la transformada
wavelet, con lo que se compacta au´n ma´s la energı´a en la
banda de baja frecuencia. De igual manera, se obtiene el
mismo resultado para una descomposicio´n a tres niveles y
ası´ es posible seguir descomponiendo la imagen hasta el nivel
ma´ximo de descomposio´n que permita la imagen.
La transformada wavelet so´lo compacta la energı´a. El
diezmado y cuantizado realizan el trabajo de compactar la
informacio´n (la informacio´n despue´s de la compresio´n debe
ser la misma o lo mas semejante posible). Para ello se
definira´ a “Sn” como la descomposicio´n “n-e´sima” dentro de
la imagen y a “S” como el nu´mero o nivel de descomposicio´n
y el nu´mero de descomposiciones “SMax” se calculara´ con la
siguiente ecuacio´n
SMax = 3S + 1. (1)
II-C. Codificador de ima´genes FRIT
Las transformadas ridgelet y curvelet son dos alternativas
recientes utilizadas para las representaciones de sistemas mul-
tiescala. Se pueden emplear tanto para filtrado de sen˜ales,
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Figura 2. Transformada wavelet inversa en dos dimensiones.
Figura 3. Transformada Ridgelet por medio de la transformada de Rado´n.
como para la compresio´n de e´stas. La transformada ridgelet
fue´ introducida en el trabajo de tesis de E. Cande`s en 1998
[2] bajo la supervisio´n del profesor D. Donoho. Dicha trans-
formada fue introducida como una expansio´n de funciones
esparcidas en espacios continuos que son lo suficientemente
regulares (smoothness condition), lo cual permite alejarse de
posibles discontinuidades [3], [4], [8], [9]. La transformada
ridgelet discreta se obtiene para sen˜ales de taman˜o finito y
tiene un vı´nculo especial con la transformada de Rado´n finita
(FRAT) [9]. La transformada ridgelet finita (FRIT por sus
siglas en ingle´s) se obtendra´ por medio del ca´lculo de la
transformada discreta o finita de Rado´n (FRAT), a la cual se
le aplicara´ la transformada wavelet discreta (DWT) en todas
sus columnas. En la figura 3 se muestra el algoritmo, el cual
queda descrito en los siguientes pasos:
1. Se restringe a la condicio´n de que i = j.
2. Para que sea posible la aplicacio´n de la transformada
discreta de Rado´n se extiende la imagen al taman˜o P ×
P , donde P es un nu´mero primo.
3. Se aplica la transformada discreta de Rado´n a la imagen
extendida.
4. Para la aplicacio´n a las columnas de la transformada
wavelet discreta se calcula el valor de m utilizando el
algoritmo mostrado en la figura 4.
5. Se extienden las columnas al taman˜o m.
6. A cada una de las columnas se les aplica la transformada
wavelet discreta.
Para la codificacio´n y cuantizacio´n, se aplicara´ el algoritmo
de a´rboles de ceros (EZW) [36] a cada una de las columnas
resultado de la transformada ridgelet, para lo cual se debera´n
re-organizar los coeficientes como se muestra en la figura 5.
A cada columna re-organizada se le aplicara´ el algoritmo de
a´rboles de ceros. Los coeficientes obtenidos se truncan de
acuerdo al nivel de compresio´n deseado, con lo que se tiene el
Figura 4. Transformada wavelet con nu´mero de muestras que no esta´n en
potencias de dos.
Figura 5. Re-organizacio´n de coeficientes y aplicacio´n del algoritmo EZW.
esquema de compresio´n ridgelet completo (de manera similar
que para la DWT).
III. INTERFAZ IMPLEMENTADA Y COMPARATIVA DE
ALGUNOS RESULTADOS
Las funciones de los codificadores se agruparon en una
biblioteca de enlace dina´mico (DLL) denominada ANAI.DLL,
la cual se utiliza para probar los diferentes me´todos progra-
mados para la construccio´n de los codificadores. Adema´s, se
construyo´ una interfaz gra´fica programada en Visual Basic que
hace uso de los codificadores presentados en este trabajo como
se puede ver en las figuras 6, 7, 8, y 9. En la figura 6 se lleva
a cabo la codificacio´n por bloques, utilizando un bloque de
32 × 32 y procesando la imagen de prueba Camera man con
los tres codificadores. En el menu´ principal podemos desplazar
cuatro sub-menu´s que contienen operaciones propias de cada
uno de los codificadores, cada uno de los botones se utilizan
para desplegar diferentes ima´genes que van desde la imagen
error, hasta la imagen reconsturida. Al igual que para la figura
6, en la figura 7 se prtesentan los resultados de codificacio´n
por bloques de la imagen Gold Hill, donde se puede apreciar
el resultado de la reconstuccio´n del bloque perteneciente a la
puerta de la segunda casa hacı´a abajo. Cabe mencionar, que
tambie´n en los sub-menu´s podemos desplegar los PSNR de
reconstruccio´n y seleccionar la tasa de compresio´n deseada.
Por otro lado, en el primer sub-menu´ tenemos la posibilidad
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Figura 6. Interfaz ANAI procesando la imagen de prueba Camera man con
los tres codificadores.
Figura 7. Interfaz ANAI procesando la imagen de prueba Gold Hill con los
tres codificadores.
de cargar la imagen que vamos a procesar que debe de estar
en formato BMP de 256 colores, tambie´n podemos desplegar
histograma, tablas de valores de los codificadores Shannon-
Fano (SF), Huffman (H), o codificacio´n Aritme´tica (A). En la
figura 8, podemos ver la codificacio´n de una sub imagen de
Lena, donde se muestra la reconstuccio´n del ojo izquierdo
al centro, de arriba hacı´a abajo tenemos la reconstruccio´n
con la DCT, luego la DWT, y finalmente la FRIT. Luego,
al extremo derecho de la figura se muestran dos ima´genes,
arriba se tiene el ojo donde a cada pixel se le asocian los
valores obtenidos de la codificacio´n Huffman, y la imagen de
abajo es la del ojo “original”. Finalmente, en la figura 9 se
presentan algunos resultados visuales (en este caso el bloque
de 32 × 32 corresponde a un segmento de la cara), que se
detallan ma´s adelante para toda la imagen completa obj4 5
(que corresponde a la estatuilla de un gato) para el caso de
los tres codificadores implementados y para cuatro diferentes
tasas de compresio´n.
Las pruebas se realizaron con un total de 8 ima´genes
esta´ndar como: baboon, camera man, barbara, lenaojo,
obj1 66, obj2 32, obj4 5, y 1.1.03 [27], [28]. Las
ima´genes fueron comprimidas a diferentes tasas para comparar
Figura 8. Interfaz ANAI procesando la imagen de prueba Lena con los tres
codificadores.
Figura 9. Interfaz ANAI procesando la imagen de prueba obj4 5 (Gato)
con los tres codificadores.
los algoritmos entre sı´. Se realizo´ una comparacio´n objetiva y
subjetiva de cada una de las ima´genes, presentando en cada
prueba, primeramente la compresio´n basada en la transformada
del coseno discreto (DCT), enseguida la transformada wavelet
(DWT) y finalmente la compresio´n basada en transformada
ridgelet (FRIT). La informacio´n en las pruebas de la Tabla I
esta´ descrita de la siguiente forma:
a) Nivel de compresio´n logrado por la transformada del
coseno discreto.
b) PSNR de la imagen recuperada.
c) Nivel de compresio´n logrado por la transformada
wavelet.
d) PSNR de la imagen recuperada.
e) Nivel de compresio´n logrado por la transformada
ridgelet.
f) PSNR de la imagen recuperada.
La primera imagen mostrada de la transformada del coseno
discreto corresponde a la compresio´n obtenida sin aplicar el
diezmado de coeficientes a la imagen (primera columna a
la izquierda, primera fila en la Tabla I). La segunda imagen
corresponde al valor ma´s cercano a una compresio´n de 20:1
con una cuantizacio´n entera. Ası´mismo, la tercera y cuarta
ima´genes corresponden a una cuantizacio´n con un nivel de
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40:1 y 80:1 respectivamente. Para la compresio´n basada en la
transformada wavelet, se muestran los niveles de compresio´n
de 10:1, 20:1, 40:1 y 80:1, respectivamente. Finalmente la
transformada ridglet se probo´ con niveles de compresio´n de
1:1, 2:1, 5:1 y 10:1, obtenie´ndose resultados interesantes en
su aplicacio´n a cada una de las ima´genes. A continuacio´n,
presentamos algunos resultados obtenidos para la imagen
obj4 5 (ver tabla I), el punto ma´s interesante a resaltar es la
imagen de la transformada ridgelet a una tasa de compresio´n
de 1:1, en la cual se observa que el contorno del objeto se
ha definido con bastante precisio´n, y se observa co´mo la
transformada wavelet tiene un rendimiento pobre cuando se
encuentran dentro de la imagen demasiadas discontinuidades,
aunque el PSNR se mantenga similar al de la DCT.
Tabla I
PRUEBAS REALIZADAS A LA IMAGEN OBJ4 5.
a) 3.2:1 21.8:1 41.2:1 81.3:1
b) 141.84 64.38 54.36 44.23
c) 10:1 20:1 40:1 80:1
d) 72.8 61.3 54.1 46.8
e) 1:1 2:1 5:1 10:1
f) 84.19 54.66 37.66 27.00
Los codificadores por transformacio´n analizados en esta
seccio´n muestran ventajas y desventajas propias de las te´cnicas
y me´todos utilizados tanto para llevar a cabo la transformacio´n
(adema´s se confirman algunas conclusiones establecidas en
trabajos de J. Rolo´n [32] y en el trabajo reciente de J. Ma [21]),
como las utilizadas para diezmar y cuantificar los coeficientes
obtenidos mediante la tranformacio´n. Como se muestra a lo
largo de las ima´genes de prueba, el uso de un me´todo u
otro depende del tipo de imagen y el nivel de pe´rdida de
informacio´n que sea permitido. En an˜os recientes incluso, se
ha demostrado que para el caso de la codificacio´n de ima´genes
se pueden proponer te´cnicas eficientes como se muestra en
[33], las cuales tambie´n se basan en el ana´lisis wavelet.
IV. CONCLUSIONES
Existen ima´genes que por su composicio´n sacan ventaja de
ciertos modelos de algoritmos ma´s que de otros y es posible
lograr una cantidad de compresio´n mayor. Es interesante re-
calcar que algunos feno´menos indeseables para la compresio´n
pueden ser aprovechados en el campo de filtrado de sen˜ales,
bu´squeda de contornos, segmentacio´n de ima´genes, etc.
La contribucio´n principal de este trabajo es la implantacio´n
de los algoritmos mencionados dentro de este documento, en
una biblioteca de enlace dina´mico (DLL) llamada ANAI.DLL,
la cual puede ser utilizada para probar los diferentes me´to-
dos desarrollados. Adema´s, se construyo´ una interfaz gra´fica
(ver por ejemplo figura 6) que hace uso de los algoritmos
introducidos en el presente trabajo, lo cual permite interactuar
con los 3 esquemas de compresio´n utilizados para corroborar
los resultados del comparativo llevado a cabo. Como trabajo
a futuro se plantea implementar las transformadas ridgelet y
curvelet utilizando la transformada de Rado´n con recorrido
o´ptimo de coeficientes, sobre todo para su implementacio´n
en tareas de filtrado y restauracio´n de ima´genes, permitiendo
la propuesta de nuevos algoritmos. La implementacio´n de
estos me´todos ta´mbien podrı´a llevarse a cabo mediante el
uso de DSPs y FPGAs. Otra tarea pendiente concierne a
la implementacio´n de otras transformadas direccionales tales
como la transformada contourlet para el mejor modelado de
discontinuidades.
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