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Tato pra´ce navazuje na vy´sledky studi´ı v oblasti verifikace nekonecˇneˇ stavovy´ch syste´mu˚.
Konkre´tneˇ se jedna´ o oblast abstraktn´ıho model checkingu. Sezna´mili jsme se s metodou
zalozˇenou na abstrakci pameˇt’ove´ konfigurace pomoc´ı pameˇt’ovy´ch vzor˚u. Tato metoda
byla navrzˇena pro verifikaci programu˚ pracuj´ıc´ıch s dynamicky´mi pameˇt’ovy´mi strukturami
jako naprˇ´ıklad seznamy. Na dynamicke´ pameˇt’ove´ struktury je nahl´ızˇeno jako na oriento-
vane´ grafy. Verifikace na za´kladeˇ pameˇt’ovy´ch vzor˚u abstrahuje obecneˇ libovolne´ mnozˇstv´ı
vytvorˇeny´ch uzl˚u do jednoho sumarizovane´ho uzlu. T´ım se dosa´hne reprezentace obecneˇ
neukoncˇene´ho grafu konecˇny´m za´pisem. Pote´ je mozˇno efektivneˇ prove´st verifikaci nad t´ımto
abstrahovany´m grafem. V nasˇ´ı pra´ci se zaby´va´me tvorbou modelu pro na´stroj implemen-
tuj´ıc´ı verifikaci na za´kladeˇ pameˇt’ovy´ch vzor˚u. Model programu je vytvorˇen z podmnozˇiny
jazyka C. Hlavn´ım prˇ´ınosem pra´ce je automatizace tvorby modelu pro verifikaci a t´ım
dosa´hnut´ı u´plne´ automatizovanosti procesu verifikace. Je tak mozˇne´ verifikovat programy
napsane´ v beˇzˇne´m programovac´ım jazyce. V te´to pra´ci je diskutova´na syntaxe vstupn´ıho
jazyka i implementacˇn´ı detaily prˇekladu.
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Abstract
This paper presents our results in study of verifiaction of infinite state space systems.
We deal more concretely with abstract model checking. As main part of study we learned
about pattern-based verification. This method is supposed to verify programs with dynamic
memory structures like lists. Those structures are presented as directed graph. Pattern-
based verifiaction abstracts any number of nodes by replacing them with summarized node.
This way we achieve bounded presentation of unbounded memory structure. Afterwards,
verification is very effective due to low number of possible memory configurations. In our
own work we deal with making model of a program for a tool that implements pattern-
based verification. This model is constructed from a subset of the C language. The main
contribution of work is making the verification of simple programs written in C language
completely self-acting by automation of constructing input model. In this paper we present
the grammar of created subset of the C language and implementation details of translation.
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Programy jsou tvorˇeny, aby slouzˇily lidem. Kazˇdy´ program mus´ı cˇelit dveˇma za´kladn´ım
test˚um. Validace je proces zjiˇst’ova´n´ı, zdali program deˇla´ to, co bychom od neˇj ocˇeka´vali.
O validiteˇ mohou rozhodovat pouze lide´. Verifikace naproti tomu zjiˇst’uje, jestli program
deˇla´ spra´vneˇ to, co deˇla´. Vlastn´ı verifikace se deˇje dveˇmi za´kladn´ımi metodami. Manua´lneˇ,
k cˇemuzˇ docha´z´ı te´meˇrˇ vzˇdy prˇi implementaci nove´ho programu. Programa´tor, nebo specia´l-
neˇ urcˇeny´ cˇloveˇk, se snazˇ´ı odhalit rozd´ıly v ocˇeka´vane´m chova´n´ı a skutecˇny´m chova´n´ım pro-
gramu. Podrob´ı program se´rii zkousˇek, ktere´ by mohly nastat v rea´lne´m sveˇteˇ. Prˇitom se
snazˇ´ı dba´t na vyzkousˇen´ı vsˇech mozˇny´ch nepravdeˇpodobny´ch situac´ı, na ktere´ mohlo by´t prˇi
implementaci zapomenuto. Nen´ı ale mozˇne´, aby se otestovaly vsˇechny mozˇne´
vstupy, cˇasova´n´ı proces˚u, konfigurace pameˇti a spousta jiny´ch veˇc´ı, ktere´ se meˇn´ı s kazˇdy´m
spusˇteˇn´ım pocˇ´ıtacˇe. Druhou metodou je automatizovana´ verifikace. I tento prˇ´ıstup se v sou-
cˇasne´ dobeˇ jizˇ cˇasto pouzˇ´ıva´. Automatizovana´ metoda nab´ız´ı mozˇnost vyuzˇ´ıt pocˇ´ıtacˇovy´
vy´kon k oveˇrˇova´n´ı bezchybovosti programu. Mu˚zˇe se jednat o navy´sˇen´ı pocˇtu test˚u, nebo
o jiny´ pohled na vlastn´ı verifikaci. Tento pohled ma´ velice cˇasto matematicky´ za´klad,
a pokousˇ´ı se doka´zat, zˇe je splneˇna podmı´nka spra´vnosti definovana´ uzˇivatelem.
Proble´m u´plne´ho doka´za´n´ı spra´vnosti programu (verifikace) je obecneˇ nerozhodnutelny´.
Neˇktere´ trˇ´ıdy vlastnost´ı se doka´zat daj´ı, ale jen pro urcˇite´ trˇ´ıdy programu˚. Prˇitom nalezen´ı
chyby azˇ za beˇhu programu ve skutecˇne´m sveˇteˇ by mohlo mı´t katastrofa´ln´ı na´sledky.
Vzpomenˇme naprˇ´ıklad vy´buch rakety Ariane 5 pouhy´ch pa´r des´ıtek vterˇin po startu rakety
kv˚uli prˇetecˇen´ı osmibitove´ho cˇ´ıtacˇe. Proto je trˇeba vytvorˇit a aplikovat co nejlepsˇ´ı postup
verifikace, aby se podobny´m nesˇteˇst´ım zabra´nilo. Tento silny´ tlak se da´ dokumentovat
naprˇ´ıklad t´ım, zˇe te´meˇrˇ kazˇda´ velka´ firma zaby´vaj´ıc´ı se vy´vojem softwaru ma´ vytvorˇen ty´m
zaby´vaj´ıc´ı se vy´zkumem v oblasti verifikace.
Forma´ln´ı verifikace je jeden z mnoha prˇ´ıstup˚u k automatizaci verifikace. Forma´ln´ı ve-
rifikace podle [3] je soubor metod zalozˇeny´ch na matematicke´m za´kladu, ktere´ jsou po-
tencia´lneˇ schopny rozhodnout, zda verifikovana´ podmı´nka o programu plat´ı nebo neplat´ı.
Metody verifikace se daj´ı rozdeˇlit na trˇi za´kladn´ı prˇ´ıstupy. Z teˇchto trˇ´ı prˇ´ıstup˚u se budeme
podrobneˇji zaby´vat prˇ´ıstupem zvany´ model checking. Tato metoda podle [7] obecneˇ zjiˇst’uje,
jestli model syste´mu splnˇuje danou podmı´nku. Vlastn´ıho oveˇrˇen´ı je cˇasto doc´ıleno system-
aticky´m pr˚uchodem stavovy´m prostorem. Jedn´ım z prˇ´ıstup˚u, jak se vyrovnat s nekonecˇny´m
stavovy´m prostorem je verifikace na za´kladeˇ pameˇt’ovy´ch vzor˚u. Nekonecˇneˇ stavove´ syste´my
rozumı´me ty syste´my, ktere´ nejsou omezeny mnozˇstv´ım pouzˇity´ch stavovy´ch promeˇnny´ch
pro vytva´rˇen´ı novy´ch stav˚u syste´mu. Verifikace na za´kladeˇ pameˇt’ovy´ch vzor˚u pouzˇ´ıva´
jakozˇto za´kladn´ı mysˇlenku abstrahova´n´ı nekonecˇneˇ stavovy´ch syste´mu˚ pameˇt’ove´ho vzoru.
Tento vzor pote´ abstrahuje obecneˇ libovolne´ mnozˇstv´ı stav˚u syste´mu. Hlavn´ım te´matem
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te´to pra´ce je tvorba vstupn´ıho modelu pro prototypovou implementaci podle [1, 2]. C´ılem
je vytvorˇen´ı automaticke´ verifikace jednoduchy´ch programu˚.
Model je tvorˇen ze vstupn´ıho jazyka, ktery´m je podmnozˇina jazyka C. Konstrukce jazyka
jsou zde systematicky rozebra´ny a je vysveˇtlena prˇ´ıslusˇna´ gramatika vznikle´ho jazyka. Take´
je diskutova´na ztra´tovost modelu v˚ucˇi p˚uvodn´ımu programu.
Kapitola 2 pojedna´va´ o r˚uzny´ch prˇ´ıstupech k automatizovane´ forma´ln´ı verifikaci. V kapi-
tole 3 je bl´ızˇe prˇedstavena metoda verifikace zalozˇene´ na pameˇt’ovy´ch vzorech podle [1].
Zp˚usobem tvorby modelu se zaby´va´ kapitola 4. V kapitole 5 je pote´ vysveˇtlen postup





Forma´ln´ı verifikace je prˇ´ıstup zalozˇeny´ na matematicke´, nebo alesponˇ forma´ln´ı ba´zi. Za
pouzˇit´ı formalismu˚ je dokazova´no, zda dany´ program splnˇuje, nebo nesplnˇuje podmı´nku,
kterou verifikujeme. Oblast prˇ´ıstup˚u k verifikaci mu˚zˇeme rozdeˇlit na trˇi za´kladn´ı celky. Tyto
celky ale nejsou cˇasto takto ostrˇe oddeˇlova´ny. V jednotlivy´ch implementac´ıch lze veˇtsˇinou
nale´zt spojen´ı neˇkolika metod, nebo inspiraci mysˇlenkami z jiny´ch oblast´ı.
2.1 Model checking
Model checking je podle [7] metoda verifikace zalozˇena´ na oveˇrˇova´n´ı podmı´nky nad vstup-
n´ım modelem. Tento model mu˚zˇe, ale nemus´ı, by´t identicky´ s p˚uvodn´ım syste´mem. Tato
metoda byla v prvotn´ı fa´zi navrzˇena pro konecˇneˇ stavove´ syste´my. Vlastn´ı d˚ukaz je prove-
den u´plny´m prohleda´n´ım stavove´ho prostoru modelu. Je potrˇeba dodat, zˇe stavovy´ pros-
tor je cˇasto obrovsky´, a obcˇas i nekonecˇny´, cozˇ nen´ı tato metoda schopna zvla´dnout bez
prˇidany´ch abstrakc´ı. Kazˇdopa´dneˇ je prˇi te´to metodeˇ trˇeba vytvorˇit optimalizace, zmensˇuj´ıc´ı
stavovy´ prostor. Teˇchto heuristik jizˇ bylo navrzˇeno spousta a jsou zalozˇeny naprˇ´ıklad na
symetrii. Pomoc´ı teˇchto heuristik je zabra´neˇno zbytecˇne´mu generova´n´ı stav˚u, ktere´ ne-
jsou d˚ulezˇite´ pro verifikovanou vlastnost, a nebo je jejich dopad pokryt jiny´m zp˚usobem.
Model verifikovane´ho syste´mu je zapsa´n ve zdrojove´m jazyce, ktery´ mu˚zˇe mı´t formu beˇzˇneˇ
pouzˇ´ıvany´ch programovac´ıch jazyk˚u, nebo specia´ln´ıho jazyka navrzˇene´ho prˇ´ımo pro u´cˇel
verifikace. Tento model je pote´ naz´ıra´n jako orientovany´ graf. Uzly grafu jsou tvorˇeny stavy
programu, a hrany jsou prˇechody mezi stavy programu. Nad t´ımto grafem je provedeno
vlastn´ı prohleda´n´ı stavove´ho prostoru a je rozhodnuto o platnosti oveˇrˇovane´ podmı´nky.
Vy´hoda te´to metody spocˇ´ıva´ v jej´ı jednoduchosti. Postupneˇ je mozˇne´ prˇida´vat dalˇs´ı heuris-
tiky zmensˇuj´ıc´ı stavovy´ prostor a snizˇovat t´ım vy´pocˇetn´ı na´rocˇnost. Tato metoda je plneˇ
automaticka´. Nevy´hodou te´to metody je proble´m stavove´ exploze. Pocˇet stav˚u totizˇ roste
exponencia´lneˇ s velikost´ı verifikovane´ho syste´mu. Proto je tato metoda cˇasto vy´pocˇetneˇ
velice slozˇita´ a cˇasove´ na´rocˇna´.
2.2 Theorem proving
Tento zp˚usob verifikace je zalozˇeny´ na matematicke´m odvozova´n´ı. Program je reprezen-
tova´n jako mnozˇina formul´ı. K te´to znalostn´ı mnozˇineˇ je prˇida´na jako dalˇs´ı formule ne-
gace vlastnosti, kterou chceme verifikovat. Na´sledneˇ je pomoc´ı logicke´ dedukce zjiˇst’ova´na
bezrozpornost te´to databa´ze. Je-li tato databa´ze v rozporu, pak je prˇidana´ formule neprav-
8
diva´, z cˇehozˇ se da´ usoudit, zˇe vlastnost, kterou jsme zkoumali je dodrzˇena v cele´m pro-
gramu. Tato zda´nliveˇ jednoducha´ metoda nara´zˇ´ı opeˇt na spoustu proble´mu˚. Prvn´ım a
nejd˚ulezˇiteˇjˇs´ım je, zˇe program mus´ıme prˇeve´st na mnozˇinu formul´ı v neˇjake´ podporovane´
formeˇ. Jizˇ bylo vyvinuto neˇkolik na´stroj˚u, pracuj´ıc´ıch nad naprˇ´ıklad HOL. Toto prˇeveden´ı
nen´ı jednoduche´ a je mozˇny´m zdrojem chyb. Druhy´m proble´mem je nejednoduchost odvozen´ı
rozporu v databa´zi. Tento postup by se dal prˇirovnat k matematicky´m d˚ukaz˚um. Zde je
podle [4] te´meˇrˇ vzˇdy potrˇeba vysˇkoleny´ odborn´ık, ktery´ vede d˚ukaz. I prˇes tento proble´m je
ovsˇem na poli automatizace te´to metody dosazˇeno velke´ho pokroku. Cˇaste´ je pouzˇit´ı te´to
metody jako podp˚urne´ pro jine´ verifikacˇn´ı zp˚usoby.
2.3 Staticka´ analy´za
Tato metoda je zalozˇena na prˇ´ıme´ pra´ci s ko´dem. Prˇi prova´deˇn´ı staticke´ analy´zy jsou
o zdrojove´m ko´du sb´ıra´ny informace. Tyto informace jsou pak analyzova´ny a prˇ´ıpadne´
nalezene´ chyby jsou hla´sˇeny. Existuje cela´ rˇada r˚uzneˇ vyspeˇly´ch forem verifikace statickou
analy´zou. Od pouzˇit´ı jednoduchy´ch syntakticky´ch pravidel, prˇes promysˇlene´ gramatiky azˇ
po vytva´rˇen´ı a verifikova´n´ı graf˚u toku rˇ´ızen´ı. Nejza´kladneˇjˇs´ım staticky´m analyza´torem je
vlastn´ı prˇekladacˇ jazyka, protozˇe jizˇ ten je schopen odmı´tnout neˇktere´ konstrukce. Jine´
konstrukce jsou povazˇova´ny za necˇiste´, a prˇekladacˇ reaguje naprˇ´ıklad varovny´m hla´sˇen´ım.
Podle [6] jsou pokrocˇile´ metody schopny prova´deˇt naprˇ´ıklad analy´zu zˇivosti programu,
nebo verifikovat spra´vne´ pouzˇit´ı ukazatel˚u. Staticka´ analy´za procha´z´ı bourˇlivy´m vy´vojem a
neˇktere´ integrovane´ vy´vojove´ prostrˇed´ı, naprˇ´ıklad [5] ji jizˇ nab´ızej´ı jako standardn´ı soucˇa´st.
Vy´hodou te´to metody je schopnost zvla´dnout rozsa´hle´ u´seky ko´du. Oproti jiny´m zp˚usob˚um
verifikace ma´ take´ vy´hodu v nepotrˇebnosti vstupn´ıho modelu syste´mu, protozˇe pracuje
prˇ´ımo nad zdrojovy´m ko´dem. Nevy´hodou tohoto prˇ´ıstupu je generova´n´ı velke´ho mnozˇstv´ı
falesˇny´ch protiprˇ´ıklad˚u. Neˇktere´ prˇ´ıstupy pak toto mnozˇstv´ı redukuj´ı, cozˇ ale vede i k tomu,
zˇe neˇktere´ chyby z˚ustanou neodhaleny. To na´sledneˇ vede ke ztra´teˇ d˚uveˇryhodnosti.
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Kapitola 3
Verifikace na za´kladeˇ pameˇt’ovy´ch
vzor˚u
Pra´ce s dynamicky´mi strukturami je jednou z nejobt´ızˇneˇjˇs´ıch oblast´ı programova´n´ı. Take´ je
jednou z nejveˇtsˇ´ım vy´skytem chyb. Proto by bylo velice zˇa´douc´ı poskytnout programa´tor˚um
pra´veˇ v te´to oblasti program, ktery´ by jej informoval o mozˇny´ch chyba´ch. Bylo jizˇ vyvi-
nuto neˇkolik r˚uzny´ch na´stroj˚u verifikuj´ıc´ı pra´ci s ukazately, sta´le je vsˇak mı´sto pro jejich
automatizaci, a sˇiroke´ nasazen´ı.
PBV (Pattern based verification - Verifikace na za´kladeˇ vzor˚u) patrˇ´ı do skupiny metod
Model checking. Konkre´tneˇ se jedna´ o jednu z mnoha metod symbolicke´ho Model checkingu.
Tato metoda byla navrzˇena v [8] na verifikaci model˚u, ktere´ pracuj´ı s dynamicky´mi struktu-
rami. Dynamicke´ struktury obecneˇ vytva´rˇ´ı neomezene´ grafy a t´ım vznika´ nekonecˇny´ stavovy´
prostor teˇchto model˚u. Proble´m verifikace teˇchto model˚u je vzhledem k nekonecˇne´mu stavo-
ve´mu prostoru obecneˇ nerozhodnutelny´. Jakozˇto mozˇne´ rˇesˇen´ı je reprezentovat nekonecˇny´
stavovy´ prostor konecˇny´m zp˚usobem pouzˇit´ım abstrakce. V grafu je vyhleda´n opakuj´ıc´ı se
podgraf a ten je prohla´sˇen za vzor. Podle tohoto vzoru je pak provedeno abstrahova´n´ı cˇa´sti
stavove´ho do sumarizovane´ho uzlu. T´ım je dosazˇeno konecˇne´ reprezentace libovolneˇ velke´ho
stavove´ho prostoru.
V soucˇasne´ implementaci podle [1] se PBV zaby´va´ pameˇt’ovy´mi strukturami s linea´rn´ı
pa´terˇ´ı jako jsou naprˇ´ıklad SLL (jednosmeˇrneˇ va´zany´ linea´rn´ı seznam) nebo DLL (obousmeˇr-
neˇ va´zany´ linea´rn´ı seznam).
3.1 Vzor
Pameˇt’ova´ konfigurace je mnozˇina dynamicky vytvorˇeny´ch struktur. Tyto struktury mohou
by´t r˚uzneˇ definovane´ a mohou obsahovat r˚uzny´ pocˇet vnitrˇn´ıch polozˇek. Polozˇky mohou
by´t datove´, ktere´ nadaproximujeme, nebo ukazatelove´. Ukazatelove´ polozˇky tvorˇ´ı propo-
jen´ı mezi jednotlivy´mi strukturami. Tato konfigurace se tedy da´ prˇirovnat k orientovane´mu
grafu, kdy struktury tvorˇ´ı uzly grafu, a ukazatele tvorˇ´ı hrany. Prˇi abstrakci pameˇt’ovy´ch
konfigurac´ı se vyhleda´va´ opakovany´ pameˇt’ovy´ vzor. Jak jizˇ bylo rˇecˇeno, uvazˇujeme konfig-
urace s linea´rn´ı pa´terˇ´ı. Proto vzor, jakozˇto podgraf, bude mı´t pra´veˇ jeden vstupn´ı uzel a
jeden vy´stupn´ı uzel a neˇkolik vnitrˇn´ıch uzl˚u. V grafu se jesˇteˇ daj´ı naj´ıt tak zvane´ sd´ılene´
uzly. Do teˇchto uzl˚u je mozˇno prˇistoupit z vnitrˇn´ıch uzl˚u vzoru prˇes sekvenci ukazatel˚u. Ty-
picky´m prˇ´ıkladem sd´ılene´ho uzlu je prvn´ı uzel u jednosmeˇrneˇ va´zane´ho linea´rn´ıho seznamu
s prˇidany´mi ukazateli na prvn´ı prvek.
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Vnitrˇn´ı uzly vzoru mohou obsahovat ukazatele pouze mezi sebou, na vstupn´ı a vy´stupn´ı
uzel, a na sd´ılene´ uzly. Pameˇt’ova´ konfigurace je abstrahova´na nahrazen´ım alesponˇ dvou
vy´skyt˚u pameˇt’ove´ho vzoru s jejich vstupn´ımi a vy´stupn´ımi uzly sumarizacˇn´ım uzlem s vy´-
stupn´ım uzlem, ktery´ nen´ı sumarizova´n, aby na neˇj mohl navazovat dalˇs´ı vzor.
Postup hleda´n´ı vzoru v grafu je jizˇ plneˇ automatizova´n. Projdeme krok po kroku kazˇdy´
uzel konkre´tn´ıho grafu, ktery´ jesˇteˇ nebyl sumarizova´n, a povazˇujeme jej za vstupn´ı uzel.
Od neˇj procha´z´ıme grafem a hleda´me uzel se stejny´m ukazatelovy´m okol´ım jako ma´ vstup-
n´ı uzel. Ten bychom mohli povazˇovat za vy´stupn´ı uzel. Da´le zjist´ıme, jestli vsˇechny uzly
tohoto vzoru maj´ı stejny´ prˇ´ıstup ke sd´ıleny´m uzl˚um a zdali se dany´ vzor v grafu opakuje
v´ıcekra´t. Zde prˇicha´z´ı na rˇadu test, zda-li se da´ vy´stupn´ı uzel prvn´ıho vy´skytu vzoru sjed-
notit s vstupn´ım uzlem druhe´ho vy´skytu. Najdou-li se alesponˇ dva navazuj´ıc´ı vy´skyty, je
nalezeny´ vzor povazˇova´n za uzˇitecˇny´.
3.2 Sumarizace a materializace
Vstupem do proces˚u sumarizace a materializace je nalezeny´ uzˇitecˇny´ vzor a pameˇt’ova´
konfigurace. Sumarizace je proces abstrahova´n´ı dane´ pameˇt’ove´ konfigurace t´ım, zˇe opakuj´ıc´ı
se pameˇt’ove´ vzory jsou nahrazeny jedn´ım sumarizovany´m uzlem. Materializace je proces
opacˇny´, kdy se ze sumarizovane´ho uzlu vydeˇl´ı konkre´tn´ı uzel, ktery´ ma´ podobu prˇesneˇ vzoru,
ze ktere´ho byl vydeˇlen. S t´ımto vydeˇleny´m uzlem pak pracuj´ı programove´ promeˇnne´.
Obra´zek 3.1: Pr˚ubeˇh sumarizace
Ma´me-li graf a uzˇitecˇny´ vzor, pak sumarizace prob´ıha´ na´sledovneˇ: Pro kazˇdy´ uzel grafu
zkontrolujeme, zdali nemu˚zˇe by´t vstupn´ım uzlem podgrafu izomorfn´ıho s pouzˇity´m vzorem,
a jestli ukazatelove´ okol´ı vstupn´ıho uzlu je shodne´ s ukazatelovy´m okol´ım vstupn´ıho uzlu
vzoru. Dalˇs´ı podmı´nkou je, zˇe zˇa´dna´ programova´ promeˇnna´ neukazuje na tento uzel, ani
uzly, ktere´ by v prˇ´ıpadeˇ nahrazen´ı byly soucˇa´st´ı sumarizovane´ho uzlu. To proto, zˇe kdyby-
chom sumarizovali uzel na ktery´ je ukazova´no, tento ukazatel by posle´ze ukazoval na neurcˇite´
mnozˇstv´ı uzl˚u abstrahovany´ch sumarizovany´m uzlem, cozˇ nen´ı prˇ´ıpustne´. Pote´ vyzkousˇ´ıme,
jestli vy´stupn´ı uzel nemu˚zˇe by´t vstupn´ım uzlem dalˇs´ıho opakova´n´ı vzoru. Jestlizˇe ano, pak
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jej prˇida´me do mnozˇiny uzl˚u k sumarizaci. Tento proces prˇida´va´n´ı se opakuje, dokud exis-
tuj´ı uzly, ktere´ by se dali prˇidat. Jestlizˇe nasˇe mnozˇina po tomto testu obsahuje alesponˇ dva
vy´skyty vzoru, pak je vytvorˇen sumarizovany´ uzel. T´ımto uzlem nahrad´ıme sumarizovanou
mnozˇinu tak, zˇe vstupn´ı uzel mnozˇiny bude nahrazen sumarizovany´m uzlem, a vy´stupn´ı
uzel mnozˇiny bude vy´stupn´ım uzlem sumarizovane´ho uzlu. Vsˇechny spolecˇne´ ukazatele na
sd´ılene´ uzly jsou nahrazeny jedn´ım ukazatelem sumarizovane´ho uzlu. Tato sumarizace se
prova´d´ı, dokud je neˇjaka´ sumarizace mozˇna´. Jako optimalizaci je mozˇno zave´st mozˇnost
sumarizace zpeˇtny´m pr˚uchodem. To se sta´va´ naprˇ´ıklad tehdy, kdyzˇ jediny´ prˇ´ıstup k seznamu
je prˇes ukazatel na posledn´ı prvek. Izomorfismus se pote´ testuje mezi podgrafy zacˇ´ınaj´ıc´ımi
vy´stupn´ım uzlem pouzˇite´ho vzoru a vstupn´ım uzlem konkre´tn´ı datove´ struktury.
Obra´zek 3.2: Dva mozˇne´ vy´sledky materializace
Nyn´ı se pod´ıva´me na materializaci. Tato operace je pouzˇ´ıva´na, kdyzˇ ma´ probeˇhnout o-
perace, vedouc´ı k tomu, zˇe by neˇjaka´ promeˇnna´ meˇla ukazovat na sumarizovany´ uzel, a t´ım
pa´dem vlastneˇ na prˇedem neurcˇite´ mnozˇstv´ı uzl˚u za´rovenˇ. Typicky´m prˇ´ıkladem takove´to
operace v jazyce C je y = y -> next kde y je ukazatel na prvky seznamu a next je ukazatel,
ukazuj´ıc´ı pra´veˇ na sumarizovany´ uzel. Za´kladn´ı mysˇlenkou tohoto prˇ´ıstupu je, zˇe sumarizo-
vany´ uzel by meˇl by´t vzˇdy obklopen nesumarizovany´mi uzly. Materializace ma´ prˇitom dva
mozˇne´ vy´sledky, kde oba jsou povazˇova´ny za prˇ´ıpustne´. Prvn´ım z nich je, zˇe sumarizovany´
uzel je nahrazen dveˇma uzly s t´ım, zˇe sumarizovany´ uzel u´plneˇ zanikne. Toto je prˇ´ıpad, kdy
sumarizovany´ uzel byl vytvorˇen z dvou vzor˚u a za´nikem sumarizovane´ho uzlu jizˇ nen´ı mozˇna´
zˇa´dna´ dalˇs´ı sumarizace. Druhy´ vy´sledek je vznik konkre´tn´ıho uzlu prˇed, nebo za sumari-
zovany´m uzlem. Sumarizovany´ uzel prˇitom z˚ustane nezmeˇneˇn. Tento prˇ´ıpad nasta´va´, kdyzˇ
sumarizovany´ uzel byl vytvorˇen z v´ıce, nezˇ dvou vzor˚u. Zde je potrˇeba respektovat prˇipojen´ı
noveˇ vznikle´ho uzlu do struktury. Prova´d´ı se tak, zˇe vy´stupn´ı uzel noveˇ vznikle´ho uzlu je
vstupn´ım uzlem sumarizovane´ho uzlu (prˇi materializaci zeprˇedu).
3.3 Pr˚ubeˇh verifikace
Prˇi analy´ze programu se prˇ´ıkazy aplikuj´ı postupneˇ. Prˇitom se vypocˇ´ıta´vaj´ı vsˇechny pameˇt’ove´
konfigurace, ktere´ jizˇ mohly vzniknout. Je prˇedpokla´da´no, zˇe na zacˇa´tku programu je
obsazˇen u´vod, ktery´ slouzˇ´ı jako konstruktor pameˇt’ove´ konfigurace s nedeterministicky zvo-
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lenou velikost´ı. Kdyzˇ na tuto abstraktn´ı pameˇt’ovou konfiguraci aplikujeme prˇ´ıkaz, mu˚zˇe
doj´ıt k materializaci. Tento proces byl jizˇ zmı´neˇn drˇ´ıve, proto jen doda´me, zˇe se tak provede
v prˇ´ıpadeˇ, kdy by programova´ promeˇnna´ meˇla ukazovat na sumarizovany´ uzel. Tato operace
vede ke vzniku v´ıce r˚uzny´ch pameˇt’ovy´ch konfigurac´ı najednou. Po proveden´ı materializace
je prˇ´ıkaz proveden nad noveˇ vznikly´m uzlem. Nad touto vzniklou konkre´tn´ı pameˇt’ovou
konfigurac´ı se provede abstrakce pomoc´ı sumarizace. Byla-li nalezena prˇi prova´deˇn´ı prˇ´ıkazu
nevalidn´ı pameˇt’ova´ operace (naprˇ´ıklad prˇ´ıstup prˇes NULL ukazatel), nebo byla porusˇena
verifikovana´ vlastnost, je vytvorˇena posloupnost prˇ´ıkaz˚u vedouc´ıch k te´to chybeˇ. Tuto
posloupnost nazveˇme protiprˇ´ıklad. Vzhledem k tomu, zˇe prˇi tvorbeˇ modelu z p˚uvodn´ıho
programu mohlo doj´ıt ke ztra´teˇ neˇktery´ch informac´ı, je mozˇne´, zˇe nalezeny´ protiprˇ´ıklad ne-
mus´ı by´t proveditelny´ nad p˚uvodn´ım programem. Typicky´m prˇ´ıkladem je tvorba seznamu
o pra´veˇ deseti prvc´ıch. Prˇi tvorbeˇ modelu se informace o prˇesne´m pocˇtu uzl˚u nadabstrahuje.
Jestlizˇe se program spole´ha´ na tento prˇesny´ pocˇet, pak cˇasto dojde k nevalidn´ım operac´ım.
Proto je nutno tento protiprˇ´ıklad vyzkousˇet prˇ´ımo nad p˚uvodn´ım programem. Je-li pro-
tiprˇ´ıklad shleda´n relevantn´ım, pak je prˇeda´na zpra´va o nalezen´ı chyby.
Vy´sˇe popsany´ postup se opakuje, dokud existuj´ı nezpracovane´ pameˇt’ove´ struktury, a
dokud existuje prˇ´ıkaz programu, ktery´ by vedl na vznik novy´ch pameˇt’ovy´ch struktur. Dojde-
li se na konec programu, a zˇa´dna´ ze sledovany´ch vlastnost´ı nebyla porusˇena, pak je program
prohla´sˇen za korektn´ı vzhledem k sledovane´ vlastnosti.
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Kapitola 4
Vstupn´ı jazyk pro tvorbu modelu
do PBV
Jakozˇto vstupn´ı jazyk vytvorˇ´ıme podmnozˇinu jazyka C. Jazyk C je velice cˇasto pouzˇit
prˇi implementaci kriticky´ch programu˚. Je take´ naprˇ´ıklad pouzˇit pro implementaci ja´dra
operacˇn´ıho syste´mu linux. Vzhledem k masove´mu nasazen´ı tohoto operacˇn´ıho syste´mu
pro servery prˇestavuje pa´d ja´dra syste´mu pa´d cele´ho pocˇ´ıtacˇe a tedy nedostupnost apli-
kace, pro kterou byl tento server urcˇen. Jazyk C pracuje s dynamicky´mi strukturami
pomoc´ı ukazatel˚u. Dynamicke´ struktury jsou jednou z mozˇnost´ı jak ukla´dat teoreticky
neomezene´ mnozˇstv´ı dat. Proto jsou tyto struktury velice pouzˇ´ıvane´. Operace nad dyna-
micky´mi strukturami jsou typicky velice slozˇite´, a jsou cˇasty´m zdrojem teˇzˇko odhalitelny´ch
chyb. Proto je potrˇeba verifikovat pouzˇ´ıva´n´ı dynamicky´ch struktur v jazyce C. Vytvorˇ´ıme
tedy podmnozˇinu jazyka C tak, aby bylo mozˇno ji prˇelozˇit standardn´ım prˇekladacˇem jazy-
ka C. T´ım bude pouzˇitelna´ pro verifikaci jednoduchy´ch rea´lny´ch prˇ´ıpad˚u. Nada´le se bude
prˇedpokla´dat, zˇe uzˇivatel pouzˇije prˇekladacˇe jazyka C pro kontrolu syntakticke´ spra´vnosti
verifikovane´ho programu.
Verifikace na za´kladeˇ pameˇt’ovy´ch vzor˚u byla prototypoveˇ implementova´na ing. Pavlem
Erlebachem. Tato implementace (da´le jen PBVI) je napsa´na v jazyce Prolog. Vstupn´ı model
je zapsa´n jako mnozˇina klauzul´ı, prˇedstavuj´ıc´ıch graf toku rˇ´ızen´ı programu. Tento vstupn´ı
model nepodporuje vsˇechny konstrukce jazyka C. Naprˇ´ıklad zde chyb´ı podpora pro pra´ci
s datovy´mi slozˇkami. Ani vstupn´ı podmnozˇina jazyka C proto nebude obsahovat vsˇechny
konstrukce jazyka C. Neˇktere´ z nich kv˚uli chyb´ıc´ı podporˇe v PBVI, jine´ kv˚uli prˇ´ıliˇsne´
slozˇitosti. Mnozˇina podporovany´ch konstrukc´ı by se dala rozsˇ´ıˇrit za podmı´nky prˇida´n´ı pod-
pory teˇchto konstrukc´ı v PBVI.
Nyn´ı se pod´ıvejme na rozdeˇlen´ı jazykovy´ch konstrukc´ı jazyka C. Tyto konstrukce jsou
rozdeˇleny podle neˇkolika hledisek. Prvn´ım hlediskem je relevantnost vzhledem k funkci
modelu pro PBVI. Model je tvorˇen tak, aby obsahoval pouze prˇ´ıkazy tvorˇ´ıc´ı, nebo meˇn´ıc´ı
pameˇt’ovou konfiguraci. Protozˇe PBVI nepodporuje pra´ci s datovy´mi slozˇkami, budou prˇ´ıka-
zy pracuj´ıc´ı s datovy´mi slozˇkami nadaproximova´ny. Pojem nadaproximace pro dalˇs´ı pra´ci
znamena´, zˇe dany´ prˇ´ıkaz v jazyce C nen´ı podporova´n v PBVI. Je ovsˇem mozˇno s jistotou
rˇ´ıci, zˇe tento prˇ´ıkaz nema´ zˇa´dny´ vliv na zmeˇnu pameˇt’ove´ struktury. Proto se tento prˇ´ıkaz
neobjev´ı ve vytvorˇene´m modelu. V prˇ´ıpadeˇ pouzˇit´ı nadaproximovane´ho prˇ´ıkazu v podmı´nce
bude nahrazen nedeterminismem. Dalˇs´ım krite´riem je linea´rnost vytva´rˇene´ho grafu toku
rˇ´ızen´ı. Podle toho se da´ zbytek prˇ´ıkaz˚u rozdeˇlit na rˇ´ıd´ıc´ı konstrukce a jednoduche´ prˇ´ıkazy.
Rˇ´ıd´ıc´ı konstrukce lze poznat podle toho, zˇe prˇi tvorbeˇ grafu toku rˇ´ızen´ı je tato konstrukce
14
deˇl´ıc´ım prvkem na v´ıce veˇtv´ı, zat´ımco jednoduche´ prˇ´ıkazy vytva´rˇ´ı linea´rn´ı posloupnost
prˇ´ıkaz˚u. Posledn´ı skupinou jsou prˇ´ıkazy, ktere´ nejsou nasˇ´ım prˇekladacˇem podporova´ny.
Tyto prˇ´ıkazy nejsou obsazˇeny v navrhovane´ gramatice podmnozˇiny jazyka C, a proto je
nejsme schopni prˇelozˇit.
4.1 Prˇ´ıkazy prˇekla´dane´ prˇ´ımo
Prˇ´ıkazy prˇekla´dane´ prˇ´ımo jsou v podstateˇ prˇiˇrazen´ı, ktere´ mu˚zˇe naby´t r˚uzny´ch podob.




Rozdeˇlen´ı na prˇiˇrazen´ı bez strˇedn´ıku jakozˇto ukoncˇovac´ıho znaku bylo zvoleno proto,
zˇe prˇiˇrazen´ı bez ukoncˇovac´ıho znaku se mu˚zˇe vyskytovat v podmı´nce prˇi testu na jeho
na´vratovou hodnotu. Prˇ´ıkladem konstrukce pouzˇ´ıvaj´ıc´ı na´vratovou hodnotu prˇiˇrazen´ı je
v jazyce C while((c=getc(stdin))!=’\n’){}. Druha´ soucˇa´st nazvana´ unarni_op je disku-
tova´na v sekci nadaproximovany´ch prˇ´ıkaz˚u. Jedna´ se o inkrementaci datovy´ch slozˇek, nebo
ukazatelovou aritmetiku. Prˇ´ıkladem je prˇ´ıkaz c++;.
prirazeni_bez_stredniku: promenna ’=’ vyraz
| RETURN vyraz
| promenna operatory vyraz
;
Zde jsou videˇt vlastn´ı zp˚usoby prˇiˇrazen´ı. Netermina´l promenna zastupuje L-hodnotu.
Vy´raz L-hodnota v jazyce C znamena´ hodnotu, ke ktere´ je zna´ma adresa jej´ıho ulozˇen´ı a toto
mı´sto mu˚zˇe by´t adresova´no pro za´pis. Prˇipomenˇme, zˇe na´mi vytva´rˇena´ podmnozˇina jazyka
C mus´ı by´t prˇelozˇitelna´ standardn´ım prˇekladacˇem jazyka C, nen´ı trˇeba se u
L-hodnoty zaby´vat modifika´torem const. Netermina´l vyraz prˇedstavuje mnozˇinu vsˇech
na´mi podporovany´ch zp˚usob˚u tvorby R-hodnoty. R-hodnota je obecneˇjˇs´ı pojem nezˇ
L-hodnota. R-hodnota nemus´ı obsahovat adresu mı´sta pro zapsa´n´ı, ale pouze hodnotu
vy´razu. Prˇiˇrazen´ı return je tu zahrnuto z toho d˚uvodu, zˇe jde vlastneˇ o prˇiˇrazen´ı na´vratove´
hodnoty. K tomuto kroku je prˇistoupeno vzhledem k tomu, zˇe PBVI nepodporuje prˇeda´n´ı
na´vratove´ hodnoty jiny´m zp˚usobem, nezˇ prˇiˇrazen´ım. Posledn´ı rˇa´dek je pouzˇit´ı prˇiˇrazovac´ıch
opera´tor˚u. Tyto opera´tory patrˇ´ı jednoznacˇneˇ do nadaproximovany´ch prˇ´ıkaz˚u, protozˇe se
jedna´ o pra´ci s datovy´mi slozˇkami. Pouzˇit´ı prˇiˇrazovac´ıch opera´tor˚u je zde uvedeno pouze









| ’(’ vyraz ’)’
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| ’(’ prirazeni_bez_stredniku ’)’
;
Prvn´ım netermina´lem je volani_funkce. Ten je diskutova´n v sekci rˇ´ıd´ıc´ıch konstrukc´ı.
Poznamenejme zˇe se jedna´ o vola´n´ı funkce. Dalˇs´ı polozˇkou je pouzˇit´ı una´rn´ıch opera´tor˚u
inkrementace a dekrementace. Du˚lezˇitou slozˇkou je pak L-hodnota, neboli netermina´l
promenna, nebot’ kazˇda´ L-hodnota je take´ R-hodnotou. Ostatn´ı rˇa´dky jsou r˚uzne´ zp˚usoby
prˇ´ıstup˚u prˇes ukazatele (reference a derference). Rˇa´dek obsahuj´ıc´ı netermina´l aritmetika
vyjadrˇuje zjednodusˇene´ mozˇnosti ukazatelove´ aritmetiky. V nasˇ´ı podmnozˇineˇ jazyka C je
zaka´za´no prˇetypova´n´ı. Proto je mozˇne´ cˇa´stecˇneˇ pouzˇ´ıvat ukazatelovou aritmetiku, ovsˇem
pouze s ukazateli na datove´ slozˇky. Tato ukazatelova´ aritmetika je nicme´neˇ nadaproxi-
mova´na, protozˇe se jedna´ o pra´ci s daty. Nyn´ı se pod´ıvejme na tvorbu L-hodnoty v ra´mci
nasˇ´ı podmnozˇiny jazyka C.
promenna: IDENTIFIER
| CONSTANT
| promenna ’.’ IDENTIFIER
| promenna PTR_OP IDENTIFIER
| promenna pristup_pole
;
Zde docha´z´ı k pomeˇrneˇ velke´ nadaproximaci jazyka C. Termina´l CONSTANT znacˇ´ı kon-
stantn´ı hodnotu jake´hokoliv tvaru. Naprˇ´ıklad rˇeteˇzcovy´ litera´l (‘‘prˇı´klad litera´lu’’),
nebo rea´lne´ cˇ´ıslo (1250.2e-3). Do konstantn´ı hodnoty se neda´ prˇiˇradit. Nicme´neˇ na´mi
tvorˇena´ podmnozˇina jazyka C mus´ı by´t prˇelozˇitelna´ standardn´ım prˇekladacˇem jazyka C, a
proto bude tato nadaproximace pohl´ıda´na standardn´ım prˇekladacˇem jazyka C. Pak jsou zde
dva rˇa´dky rekurzivneˇ umozˇnˇuj´ıc´ı dereference ukazatel˚u do libovolne´ hloubky. Posledn´ı rˇa´dek
je mozˇnost prˇistoupit do pole pomoc´ı indexace. Vzhledem k neomezene´mu pocˇtu rozmeˇr˚u
pole je mozˇnost indexace rozmeˇr˚u take´ neomezena´ pomoc´ı netermina´lu pristup_pole.
Nicme´neˇ jaky´koliv prˇ´ıstup do pole je nadaproximova´n, protozˇe pole je cˇisteˇ datova´ struk-
tura. Zde docha´z´ı k pomeˇrneˇ velke´mu omezen´ı, protozˇe v rea´lne´m sveˇteˇ je mozˇne´ vytvorˇit
pole struktur, ktere´ je t´ımto implicitneˇ zrˇeteˇzeno, a pak jej jesˇteˇ explicitneˇ zrˇeteˇzit. Nicme´neˇ
na´sˇ prˇekladacˇ odmı´tne pokus o prˇistoupen´ı do pole struktur jaky´mkoliv zp˚usobem.
definice_promenne_prirazeni: definice_promenne ’;’
| definice_promenne ’=’ vyraz ’;’
;
Posledn´ı mozˇnost´ı prˇiˇrazen´ı je inicializace po definici. Zde docha´z´ı k odchylce oproti
jazyku C, kdy pouze posledn´ı definovana´ promeˇnna´ mu˚zˇe obsahovat inicializaci hodnoty.
V jazyce C je mozˇnost inicializovat kazˇdou definovanou promeˇnnou zvla´sˇt’. To nen´ı v na´mi
definovane´ podmnozˇineˇ jazyka mozˇne´.
4.2 Rˇı´d´ıc´ı konstrukce jazyka C
Rˇ´ıd´ıc´ı konstrukce jazyka C typicky vytva´rˇ´ı v´ıce mozˇny´ch pr˚uchod˚u grafem toku rˇ´ızen´ı.
Veˇtven´ı se deˇje na za´kladeˇ podmı´nky. Protozˇe deˇlen´ı bez podmı´nky je v jazyce C neprˇ´ıpustne´,
je potrˇeba se bl´ızˇe zaby´vat tvorbou podmı´nky.
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podminka: vyraz ’>’ vyraz
| vyraz ’<’ vyraz
| vyraz LE_OP vyraz
| vyraz GE_OP vyraz
| vyraz EQ_OP vyraz
| vyraz NE_OP vyraz
| vyraz AND_OP vyraz
| vyraz OR_OP vyraz
;
Zde je potrˇeba opeˇt zmı´nit, zˇe neˇktere´ konstrukce zahrnute´ v gramatice nasˇ´ı podmnozˇiny
jazyka C budou nadaproximova´ny. Jsou zde uvedeny nejen kv˚uli u´plnosti, ale i proto, zˇe
neˇktere´ informace z´ıskane´ z teˇchto konstrukc´ı budou vyuzˇity jiny´m zp˚usobem. Prvn´ı cˇtyrˇi
podmı´nky jsou aritmeticke´ porovna´n´ı. Tyto podmı´nky budou nahrazeny nedeterminismem.
Pojmem nedeterministicke´ podmı´nky se mysl´ı, zˇe v grafu toku rˇ´ızen´ı vzniknou dveˇ cesty.
Obeˇ tyto cesty jsou stejneˇ pravdeˇpodobne´, proto nejde urcˇit kterou se program vyda´.
V modelu se nedeterminismu dosa´hne vypusˇteˇn´ım podmı´nky. Dalˇs´ı dveˇ podmı´nky jsou
porovna´n´ı na rovnost a nerovnost. U teˇchto podmı´nek je potrˇeba zjistit, jak relevantn´ı
jsou jednotlive´ operandy, a podle toho tuto podmı´nku prˇelozˇit bud’ jako norma´ln´ı, nebo
nedeterministickou. Tyto podmı´nky vytvorˇ´ı vzˇdy dva mozˇne´ pr˚uchody grafem toku rˇ´ızen´ı.
Prˇitom jeden z nich bude zacˇ´ınat touto podmı´nkou, a druhy´ pr˚uchod bude zacˇ´ınat ne-
gac´ı te´to podmı´nky. Posledn´ı dveˇ podmı´nky pouzˇ´ıvaj´ı logicke´ spojky ke spojen´ı podmı´nek.
Rekurzivn´ıho zanorˇen´ı podmı´nek je dosa´hnuto pouzˇit´ım netermina´lu vyraz, ktery´ umozˇnˇuje
jak pouzˇit´ı za´vorek, tak pouzˇit´ı dalˇs´ıch podmı´nek, jako soucˇa´st´ı podmı´nky.
while_cykl: WHILE ’(’ vyraz ’)’ prikaz
;
Prvn´ı rˇ´ıd´ıc´ı konstrukce je while cyklus. Jako podmı´nka je pouzˇit netermina´l vyraz,
ktery´ tvorˇ´ı R-hodnotu. Mu˚zˇe take´ obsahovat podmı´nky. Pouzˇite´ podmı´nky jsou prˇelozˇeny
zp˚usobem diskutovany´m vy´sˇe, zat´ımco vesˇkere´ ostatn´ı mozˇnosti tvorby R-hodnoty jsou
nahrazeny nedeterminismem. Netermina´l prikaz obsahuje velke´ mnozˇstv´ı mozˇnost´ı (naprˇ´ı-
klad vola´n´ı funkce, vsˇechny typy cykl˚u, podmı´nky . . . ) a proto jej tu nebudeme uva´deˇt.
Kompletn´ı gramatika je k nahle´dnut´ı v prˇ´ıloze. Jen poznamenejme, zˇe netermina´l prikaz
mu˚zˇe obsahovat jak jeden prˇ´ıkaz ukoncˇeny´ strˇedn´ıkem, tak i blok prˇ´ıkaz˚u, uzavrˇeny´ do
slozˇeny´ch za´vorek.
if_podminka: IF ’(’ vyraz ’)’ prikaz
;
if_else_podminka: if_podminka ELSE prikaz
;
do_while_cykl: DO blok_prikazu WHILE ’(’ vyraz ’)’ ’;’
;
Zde jsou uvedeny dalˇs´ı zp˚usoby pouzˇit´ı rˇ´ıd´ıc´ıch konstrukc´ı. Za zmı´nku stoj´ı rˇ´ıci, zˇe zde
docha´z´ı ke gramaticke´ nejednoznacˇnosti u prˇ´ıkaz˚u if a if-else. Tato nejednoznacˇnost je
pomeˇrneˇ zna´my´m proble´mem. Oznacˇuje se neˇkdy jako volne´ else (z anglicke´ho dangling
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if a then if a then




Tabulka 4.1: Dva mozˇne´ vy´klady konstrukce if-else.
else). Ukazˇme si na prˇ´ıkladeˇ, co to znamena´. Meˇjme prˇ´ıkaz, ktery´ se da´ vylozˇit dveˇma
zp˚usoby.
if a then if b then s1 else s2
Oba prezentovane´ prˇ´ıstupy jsou mozˇne´, a nelze jednoznacˇneˇ urcˇit jednu z nich jako
spra´vnou. Nicme´neˇ mus´ıme respektovat zvyklosti jazyka C, ktery´ rˇesˇ´ı tuto nejednoznacˇnost
zp˚usobem uvedeny´m vlevo. To znamena´, zˇe else konstrukce se prˇipoj´ı k nejposledneˇjˇs´ı if
konstrukci. Toto rozhodnut´ı je potrˇeba mı´t v u´vahu prˇi stavbeˇ gramatiky. Rˇesˇen´ım tohoto
proble´mu je pouzˇit´ı direktivy pro genera´tor prˇekladacˇe %nonassoc.
for_cykl: FOR ’(’ definice_promenne_prirazeni vyraz ’;’
prirazeni_bez_stredniku ’)’ prikaz
| FOR ’(’ prirazeni vyraz ’;’ prirazeni_bez_stredniku ’)’ prikaz
;
Posledn´ı mozˇnost´ı pro vytvorˇen´ı cyklu je for konstrukce. Je potrˇeba rˇ´ıci, zˇe tato kon-
strukce byla navrzˇena tak, aby odpov´ıdala normeˇ ISO C99, ktera´ povoluje definici promeˇnne´
v prvn´ı cˇa´sti konstrukce jesˇteˇ prˇed definova´n´ım vlastn´ı podmı´nkou. To je doc´ıleno neter-
mina´lem definice_promenne_prirazeni ktery´ je sa´m o sobeˇ ukoncˇen strˇedn´ıkem, a proto
zde nen´ı termina´l ’;’ uveden dvakra´t, jak bychom mohli ocˇeka´vat. Druhou mozˇnost´ı je
pouzˇit´ı prˇiˇrazen´ı mı´sto definice promeˇnne´, cozˇ je standardn´ı prˇ´ıstup podporovany´ te´meˇrˇ
vsˇemi prˇekladacˇi. Opeˇt je pouzˇit netermina´l vyraz pro tvorbu podmı´nky. Zvla´sˇtnost´ı te´to
konstrukce obecneˇ je proble´m trˇet´ıho pole mezi za´vorkami. Jedna´ se o prˇ´ıkaz, ktery´ je
proveden azˇ po proveden´ı vlastn´ıho teˇla cyklu.
definice_funkce: zacatek_definice_funkce parametry ’)’ zacatek_bloku
vice_prikazu konec_bloku
;
zacatek_definice_funkce: typ_ukazatel_prefix IDENTIFIER ’(’
| STRUKTURA hvezdicky IDENTIFIER ’(’
| STRUCT STRUKTURA hvezdicky IDENTIFIER ’(’
;
Definice funkce nen´ı beˇzˇna´ rˇ´ıd´ıc´ı konstrukce, protozˇe nevede na vytva´rˇen´ı v´ıce cest v toku
rˇ´ızen´ı. Byla sem zarˇazena z toho d˚uvodu, zˇe prˇ´ıstup k te´to konstrukci je podobny´, jako je
u ostatn´ıch rˇ´ıd´ıc´ıch konstrukc´ı. Rozdeˇlen´ı definice na dveˇ cˇa´sti plyne z nutnosti zakry´va´n´ı
promeˇnny´ch. Promeˇnne´ je potrˇeba zakry´vat vsˇechny proti vsˇem. Tento proble´m pramen´ı
z prˇechodu z blokoveˇ strukturovane´ho jazyka C na nestrukturovany´ jazyk c´ılove´ho ko´du.
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Je potrˇeba zakry´vat i parametry, ktere´ nejsou soucˇa´st´ı zˇa´dne´ho bloku sevrˇene´ho slozˇeny´mi
za´vorkami. Netermina´ly zacatek_bloku a konec_bloku jsou vlastneˇ termina´ly ’{’ a ’}’.
Zakry´va´n´ı promeˇnny´ch je trˇeba rˇesˇit jizˇ prˇi se´manticke´ analy´ze, a proto je trˇeba prˇiˇradit
teˇmto termina´l˚um funkcˇnost co nejdrˇ´ıve. Proto jsou vytvorˇeny tyto netermina´ly, aby jim
bylo mozˇno prˇidat pozˇadovanou funkcˇnost jizˇ prˇi se´manticke´ analy´ze. Touto funkcˇnost´ı je
tvorba rekurzivneˇ zanorˇeny´ch blok˚u pro zakry´va´n´ı promeˇnny´ch. Prˇeda´va´n´ı parametr˚u je
podrobneˇ rˇesˇeno v kapitole o tvorbeˇ modelu.
case_statement: SWITCH ’(’ promenna ’)’ zacatek_bloku case
;
case: CASE CONSTANT ’:’ vice_prikazu case
| DEFAULT ’:’ vice_prikazu case
| konec_bloku
;
Posledn´ı podporovanou rˇ´ıd´ıc´ı konstrukc´ı nasˇ´ı podmnozˇiny jazyka C je case konstrukce,
ktera´ umozˇnˇuje uzˇivateli pouzˇ´ıt ordina´ln´ı hodnoty k ovlivneˇn´ı toku rˇ´ızen´ı. Jaka´koliv promeˇn-
na´, ktera´ mu˚zˇe naby´vat ordina´ln´ıch hodnot je datove´ho typu. Proto bude nadaproximova´na
a dojde k nahrazen´ı vsˇech podmı´nek nedeterminismem. Tato konstrukce mu˚zˇe obsahovat
libovolne´ mnozˇstv´ı veˇtv´ı toku rˇ´ızen´ı. Tyto veˇtve jsou uvozeny termina´lem CASE. Specia´ln´ım
prˇ´ıpadem je veˇtev obsahuj´ıc´ı kl´ıcˇove´ slovo default. Prˇi nahrazen´ı podmı´nky nedeterminis-
mem ma´ tato veˇtev pouze ten vy´znam, zˇe alesponˇ jedna veˇtev mus´ı by´t provedena. Prˇi ab-
senci te´to veˇtve existuje mozˇnost, zˇe zˇa´dna´ z veˇtv´ı se neprovede. Netermina´l vice_prikazu
mu˚zˇe obsahovat kl´ıcˇove´ slovo break, ktere´ znacˇ´ı konec prova´deˇne´ho bloku. Obecneˇ mu˚zˇe
jedna veˇtev obsahovat v´ıce prˇ´ıkaz˚u break, nebo take´ zˇa´dny´.
4.3 Nadaproximovane´ prˇ´ıkazy
Jak jizˇ bylo zmı´neˇno, pojem nadaproximace znamena´, zˇe dany´ prˇ´ıkaz v nasˇ´ı podmnozˇineˇ
jazyka C nebude prˇelozˇen do c´ılove´ho jazyka. Tyto prˇ´ıkazy nemaj´ı vliv na tvorbu vy´sledne´ho
modelu pro PBVI. Prˇ´ıkladem je pra´ce s datovy´mi promeˇnny´mi. Vzhledem k tomu, zˇe tyto
prˇ´ıkazy nemaj´ı zˇa´dny´ vliv na zmeˇnu pameˇt’ove´ struktury, je mozˇne´ je bezpecˇneˇ prohla´sit
za nepotrˇebne´ ve vytva´rˇene´m modelu programu. Proto nejsou tyto prˇ´ıkazy prˇekla´da´ny do
c´ılove´ho jazyka. Specia´ln´ım prˇ´ıpadem, je nahrazen´ı vy´raz˚u pouzˇity´ch v podmı´nce nede-
terminismem. Zde docha´z´ı k pomeˇrneˇ vysoke´ ztra´teˇ prˇesnosti modelu, protozˇe podmı´nky
veˇtven´ı programu jsou velice d˚ulezˇite´ pro tok rˇ´ızen´ı programu.
Neˇktere´ z teˇchto konstrukc´ı sice nejsou prˇekla´da´ny, ale informace z nich z´ıskane´ jsou
uchova´ny pro pozdeˇjˇs´ı pouzˇit´ı prˇi rozhodova´n´ı o tvorbeˇ modelu. Za´kladn´ı potrˇebou je
rozdeˇlit promeˇnne´ na datove´ promeˇnne´ a ukazatele na dynamicke´ struktury. K tomu je
potrˇeba mı´t k dispozici informace o uzˇivatelem definovany´ch struktura´ch.
definice_struktury: STRUCT IDENTIFIER zacatek_bloku vice_promennych
konec_bloku ’;’





| definice_promenne ’;’ vice_promennych
;
Definice struktury je za´kladn´ı blok obsahuj´ıc´ı d˚ulezˇite´ informace. Je mozˇne´ pomoc´ı
kl´ıcˇove´ho slova typedef prohla´sit vytvorˇenou strukturu za norma´ln´ı datovy´ typ. Vlastn´ı
definice mu˚zˇe obsahovat definice v´ıce slozˇek. Informace o teˇchto slozˇka´ch je potrˇeba ucho-
vat pro potrˇeby pozdeˇjˇs´ıho prˇekladu, protozˇe je potrˇeba prˇi prˇ´ıstupu do struktury rozliˇsit
pouzˇit´ı datovy´ch polozˇek od pouzˇit´ı ukazatel˚u na dalˇs´ı struktury. Informace o nalezene´
strukturˇe je uchova´na v tabulce struktur, a prˇ´ıpadneˇ by po rozsˇ´ıˇren´ı PBVI mohla by´t
prˇeda´na na zacˇa´tku vlastn´ı verifikace jako vstupn´ı informace.
definice_promenne: typ_ukazatel_prefix IDENTIFIER seznam_promennych
| STRUKTURA hvezdicky IDENTIFIER seznam_promennych
| STRUCT STRUKTURA hvezdicky IDENTIFIER typ_pole
| STRUCT IDENTIFIER ’*’ hvezdicky IDENTIFIER typ_pole
| ENUM IDENTIFIER zacatek_bloku argumenty konec_bloku
;
Vlastn´ı definice promeˇnne´ ma´ neˇkolik mozˇnost´ı. Podporovane´ datove´ typy jsou char,
int, float, double, bool a void. Podporovane´ modifika´tory promeˇnny´ch jsou signed,
unsigned, const, short, long a static. Prˇitom je mozˇnost vytvorˇen´ı ukazatel˚u nebo
pol´ı vsˇech zminˇovany´ch typ˚u. Staticka´ velikost pole mu˚zˇe by´t zada´na konstantou nebo
promeˇnnou. Vsˇechny tyto typy jsou povazˇova´ny za datove´ a pra´ce s nimi je nadaproxi-
mova´na. Dalˇs´ı mozˇnost uvozena´ termina´lem STRUKTURA je definice promeˇnne´ nebo ukaza-
tele na uzˇivatelem definovanou strukturu. I zde je mozˇno vytvorˇit pole, nicme´neˇ prˇ´ıstup do









Ve druhe´ strukturˇe jsou dva ukazatele. Ukazatel a je ukazatel na jizˇ definovanou struk-
turu. O te´to strukturˇe jsou jizˇ k dispozici potrˇebne´ u´daje a struktura je ulozˇena v tabulce
struktur. Proto je prˇi jej´ım nalezen´ı vra´cen termina´l STRUCTURA. Zat´ımco druhy´ ukazatel je
ukazatel na pra´veˇ definovanou strukturu. Tato definice jesˇteˇ nen´ı dokoncˇena a proto jesˇteˇ
nen´ı ulozˇena v tabulce struktur. Dojde zde k vra´cen´ı termina´lu IDENTIFIER. Prˇi tvorbeˇ
slozˇky struktury, ktera´ je typu pra´veˇ definovane´ struktury je vyzˇadova´no definova´n´ı ukaza-
tele. Pouzˇit´ı ukazatele je vyzˇadova´no kv˚uli tomu, zˇe sledovana´ struktura ma´ mı´t dynamicky
tvorˇeny´ charakter. Posledn´ı rˇa´dek obsahuj´ıc´ı kl´ıcˇove´ slovo enum je definice vy´cˇtove´ho typu.
Vy´cˇtovy´ typ je datova´ polozˇka, a proto bude vesˇkera´ pra´ce s n´ı nadaproximova´na. Zˇa´dna´
zde uvedena´ definice nebude prˇelozˇena do c´ılove´ho modelu. Prˇesto budou informace z nich







Dalˇs´ım nadaproximovany´m prˇ´ıkazem je pouzˇit´ı una´rn´ıch opera´tor˚u. Pu˚soben´ı teˇchto
opera´tor˚u je dvoj´ıho charakteru. Prvn´ı mozˇnost´ı je inkrementace, nebo dekrementace, da-
tovy´ch slozˇek ordina´ln´ıho typu. Toto je cˇisteˇ pra´ce s daty. Druhou mozˇnost´ı je ukaza-
telova´ aritmetika. Jak jizˇ bylo zmı´neˇno drˇ´ıve, je ukazatelova´ aritmetika cˇa´stecˇneˇ povolena.
V nasˇ´ı podmnozˇineˇ jazyka C to znamena´, zˇe lze prova´deˇt neˇktere´ operace s ukazateli, ale
pouze pokud neukazuj´ı na uzˇivatelem definovanou strukturu. Ukazatelova´ aritmetika je
velice slozˇitou oblast´ı a take´ je cˇasty´m zdrojem chyb. V nasˇ´ı podmnozˇineˇ jazyka C proto
zaka´zˇeme prˇetypova´n´ı. T´ım je mozˇne´ rozdeˇlit ukazatele na dveˇ velke´ skupiny. Prvn´ı jsou
ukazatele´ na uzˇivatelem definovane´ struktury. Vesˇkere´ operace ukazatelove´ aritmetiky nad
touto skupinou ukazatel˚u jsou zaka´za´ny, protozˇe PBVI neobsahuje podporu pro tyto ope-
race. Druhou skupinou jsou ukazatele na datove´ promeˇnne´. Operace s teˇmito ukazateli lze
prohla´sit za nesouvisej´ıc´ı s nasˇ´ı prac´ı a proto je mozˇne´ je bezpecˇneˇ nadaproximovat.
Neˇktere´ funkce standardn´ıch knihoven jsou podporova´ny. Tyto funkce jsou malloc()
a free(). PBVI totizˇ disponuje ekvivalentem teˇchto prˇ´ıkaz˚u. Ostatn´ı funkce, ktere´ nejsou
podle pravidel jazyka C zna´my v dobeˇ prˇekladu, jsou povazˇova´ny za funkce standardn´ıch
knihoven. Tyto funkce jsou nadaproximova´ny. Obecneˇ nen´ı mozˇno pracovat nad uzˇivatelem
definovanou strukturou pomoc´ı standardn´ıch funkc´ı. Dynamicke´ struktury obecneˇ nemaj´ı
zˇa´dny´ usta´leny´ tvar, a proto nelze pouzˇ´ıt standardn´ı funkci pro zmeˇnu pameˇt’ove´ struktury
tvorˇene´ teˇmito strukturami.
4.4 Neprˇelozˇitelne´ prˇ´ıkazy
Neprˇelozˇitelne´ prˇ´ıkazy jsou prˇ´ıkazy, ktere´ nejsou doimplementova´ny v prˇekladacˇi. Neˇktere´
z nich nejsou prˇ´ıtomny kv˚uli nedostatecˇne´ podporˇe v PBVI. Jine´ nejsou naimplemen-
tova´ny v d˚usledku prˇ´ıliˇs slozˇite´ gramatiky. Du˚lezˇitou mysˇlenkou prˇi na´vrhu gramatiky bylo
vytvorˇen´ı jednoznacˇne´ gramatiky. To znamena´, zˇe v dane´ gramatice nebude docha´zet ke
gramaticke´ nejednoznacˇnosti. Co prˇesneˇ znamena´ nejednoznacˇnost si uka´zˇeme na prˇ´ıkladeˇ.
a+a-a
Matematicky´ vy´klad tohoto prˇ´ıkazu je jasny´. Zacˇneme vlevo a budeme postupovat do-
prava. Nejdrˇ´ıve secˇteme a azˇ pote´ odecˇteme. Je ovsˇem mozˇne´ take´ nejdrˇ´ıve odcˇ´ıtat a azˇ
pote´ secˇ´ıst.
Matematicky jsou prˇ´ıpustne´ oba prˇ´ıpady. Prˇi stejne´ prioriteˇ opera´tor˚u totizˇ docha´z´ı
k asociativnosti. Nicme´neˇ v prˇ´ıpadeˇ spra´vnosti obou mozˇnost´ı zde docha´z´ı ke gramaticke´
nejednoznacˇnosti. Je totizˇ mozˇno vytvorˇit syntakticky´ strom dveˇma zp˚usoby. Oba zp˚usoby
jsou prezentova´ny na obra´zku 4.1. Tuto nejednoznacˇnost je potrˇeba rˇesˇit. Rˇesˇen´ım te´to
situace je nastaven´ı spra´vne´ asociativity opera´tor˚u. Ovsˇem neˇktere´ prˇ´ıpady jsou mnohem
slozˇiteˇjˇs´ı. Rˇesˇen´ı teˇchto proble´mu˚ nejednoznacˇnosti je potom netrivia´ln´ı a vyzˇaduje prˇ´ıstup
na globa´ln´ı u´rovni. Proto jsou neˇktere´ oblasti jazyka C vynecha´ny. Teˇmito velky´mi oblastmi
jsou
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Obra´zek 4.1: Dveˇ mozˇnosti tvorby syntakticke´ho stromu
• Bitova´ pole a pra´ce s promeˇnny´mi na bitove´ u´rovni. Tato oblast by s jistotou patrˇila
do skupiny nadaproximovany´ch prˇ´ıkaz˚u, protozˇe se jedna´ o pra´ci s datovy´mi slozˇkami.
Prˇ´ıkladem te´to pra´ce je prˇ´ıkaz int a=(a>>4)&7;
• Uniony a pra´ce s nimi. U te´to oblasti uzˇ se neda´ jednoznacˇneˇ rˇ´ıci, zdali by se dala
bezpecˇneˇ nadaproximovat. V te´to oblasti cˇasto docha´z´ı k prˇetypova´n´ı. Vzhledem
k tomu, zˇe prˇetypova´n´ı je v nasˇ´ı podmnozˇineˇ jazyka C zaka´za´no, je i pra´ce s uniony
zaka´za´na.
• Terna´rn´ı vy´razy nejsou podporova´ny. Jedna´ se o specia´ln´ı prˇ´ıpad if-else podmı´nky.
Tato funkcˇnost je sice jizˇ naimplementova´na, nicme´neˇ gramatika terna´rn´ıch opera´tor˚u
je pomeˇrneˇ odliˇsna´ od navrzˇene´ho sche´matu hlavneˇ kv˚uli nepouzˇ´ıva´n´ı koncove´ho
znaku ; . Prˇ´ıkladem terna´rn´ıho vy´razu je prˇ´ıkaz return a<5?1:0;
• Vı´cena´sobne´ prˇiˇrazen´ı je velice slozˇite´, protozˇe je potrˇeba zna´t na´vratovou hodnotu
prˇiˇrazen´ı. Gramatika by vedla k nejednoznacˇnosti, ktere´ bychom se chteˇli pokud
mozˇno co nejv´ıce vyhnout. Prˇ´ıkladem takove´ho prˇiˇrazen´ı je prˇ´ıkaz a=b=c=NULL;
• Inicializace promeˇnny´ch po definici a to vy´cˇtem hodnot. Takove´to prˇiˇrazen´ı mu˚zˇe by´t
pouzˇito prˇi inicializaci struktur, a slozˇitost toho prˇiˇrazen´ı je velka´. Prˇ´ıkladem takove´
inicializace je prˇ´ıkaz *char[]={‘‘prvni’’,‘‘druha’’};
Neˇktere´ oblasti jazyka C nejsou zahrnuty do nasˇ´ı podmnozˇiny jazyka C z d˚uvodu
prˇ´ıliˇsne´ slozˇitosti prˇekladu. Tyto konstrukce cˇasto vytva´rˇej´ı velice slozˇity´ tok rˇ´ızen´ı pro-
gramu. Kromeˇ toho pro veˇtsˇinu zde uvedeny´ch konstrukc´ı nen´ı podpora v PBVI. Mezi tyto
konstrukce patrˇ´ı
• Ukazatele na funkce. Tato konstrukce je pouzˇ´ıva´na pro dynamicky´ vy´beˇr volane´ funkce
azˇ za beˇhu programu. Kromeˇ ukazatel˚u jesˇteˇ nen´ı mozˇne´ pouzˇ´ıt deklarace funkce a
struktury. Nasˇe podmnozˇina jazyka C se prˇekla´da´ do nestrukturovane´ho jazyka, a
proto je potrˇeba omezit vza´jemneˇ rekurzivn´ı vola´n´ı funkc´ı.
• Rekurze. Vzhledem k nemozˇnosti pojmenova´vat cˇa´sti ko´du v PBVI, nen´ı mozˇne´
vytvorˇit v modelu rekurzi. Je zaka´za´na jak norma´ln´ı rekurze, tak i vza´jemneˇ rekurzivn´ı
vola´va´n´ı funkc´ı.
• Konverze. Zaka´za´n´ı vesˇkere´ho prˇetypova´n´ı vede na zjednodusˇen´ı typove´ kontroly,
protozˇe tu za na´s provede standardn´ı prˇekladacˇ jazyka C. Dı´ky tomuto omezen´ı
je na´sledneˇ mozˇno bezpecˇneˇ nadaproximovat ukazatelovou aritmetiku pro datove´
promeˇnne´.
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• Pouzˇ´ıva´n´ı na´veˇsˇt´ı a prˇ´ıkazu goto. Tento prˇ´ıkaz vede k necˇiste´mu programova´n´ı. Jeho
pouzˇit´ı nen´ı doporucˇova´no, a proto bylo rozhodnuto jej nepodporovat ani v nasˇem
prˇekladacˇi.
• Pouzˇ´ıva´n´ı funkc´ı s promeˇnny´m pocˇtem parametr˚u. Prˇi pouzˇit´ı parametru ‘‘...’’ se
prˇeda´n´ı parametr˚u neodehra´va´ norma´ln´ım zp˚usobem. Na cˇten´ı prˇedany´ch argument˚u
jsou k dispozici specia´ln´ı promeˇnne´ a funkce. Nen´ı pak mozˇno prˇedem rozeznat, jak
a ktere´ parametry budou prˇeda´ny do ktery´ch promeˇnny´ch. Na prˇeda´va´n´ı parametr˚u
azˇ za beˇhu programu nejsou v PBVI prostrˇedky.
• Nepodporovane´ jsou take´ direktivy prˇekladacˇe a podmı´neˇny´ prˇeklad. Jakozˇto direk-
tiva pro prˇekladacˇ je bra´n take´ modifika´tor promeˇnne´ register. Proto ani tento
modifika´tor nen´ı podporova´n.
• Nen´ı podporova´no modula´rn´ı programova´n´ı. Direktivy #include jsou nadaproxi-
mova´ny. To souvis´ı s pouzˇit´ım podmı´neˇne´ho prˇekladu, protozˇe veˇtsˇina hlavicˇkovy´ch





Podle navrhovane´ gramatiky je potrˇeba vytvorˇit prˇekladacˇ. Tento prˇekladacˇ se bude muset
vyrovnat s proble´my prˇechodu z vysˇsˇ´ıho programovac´ıho jazyka do nizˇsˇ´ıho. Vstupn´ı jazyk je
modula´rn´ı a strukturovany´, zat´ımco c´ılovy´ jazyk je nestrukturovany´. Tento prˇechod vytva´rˇ´ı
dva za´kladn´ı proble´my. T´ım prvn´ım je zakry´va´n´ı promeˇnny´ch. Ve strukturovane´m jazyce je
mozˇnost ve vnorˇene´m bloku definovat novou promeˇnnou stejne´ho jme´na jako v nadrˇazene´m
bloku. T´ım dojde k zakryt´ı promeˇnne´ a da´le je pracova´no s noveˇ definovanou promeˇnnou.
Platnost zakryt´ı je pouze do konce bloku, kdy noveˇ definovana´ promeˇnna´ zanika´. Vy´stupn´ı
jazyk zakry´va´n´ı promeˇnny´ch nepodporuje, a proto je potrˇeba se s t´ım vyrovnat zmeˇnou
jme´na po definici promeˇnne´ ve vnorˇene´m bloku. Druhy´m proble´mem je vola´n´ı funkc´ı. Struk-
turovany´ jazyk umozˇnˇuje pojmenova´vat cˇa´sti ko´du a volat je t´ımto jme´nem. Ve vy´stupn´ım
jazyce tato mozˇnost nen´ı, a proto jediny´m mozˇny´m rˇesˇen´ım je textove´ nahrazen´ı vola´n´ı
funkce. Nen´ı mozˇne´, aby byla pouzˇita rekurze, protozˇe by vedla k nekonecˇne´mu mnozˇstv´ı
nahrazen´ı. Vlastn´ı prˇekladacˇ navrhneme podle standardn´ıho sche´matu.
Lexika´ln´ı analyza´tor je prvn´ı jednotka prˇekladacˇe, ktera´ ma´ za u´kol relativneˇ jednodu-
chy´m zp˚usobem z´ıskat ze vstupn´ıho zdrojove´ho textu tzv. lexe´mu (neˇktery´ za´kladn´ı prvek
prˇ´ıslusˇne´ho jazyka, naprˇ. kl´ıcˇove´ slovo if) a tu pak zas´ıla´ syntakticke´mu analyza´toru.
Vsˇechny mozˇne´ lexe´my jsou ve vstupn´ım jazyce popsa´ny pomoc´ı regula´rn´ıch vy´raz˚u. Lexi-
ka´ln´ı analyza´tor mus´ı mı´t prˇ´ıstup do tabulek definovany´ch identifika´tor˚u a struktur, aby
mohl rozezna´vat jednotlive´ typy termina´l˚u.
Syntakticky´ analyza´tor prˇi rozpozna´va´n´ı vstupn´ıho jazyka vytva´rˇ´ı obecneˇ n-a´rn´ı syn-
takticky´ strom. Tento strom je v nasˇem poda´n´ı bina´rn´ım stromem ktery´ ma´ dva typy uzl˚u.
Rˇ´ıd´ıc´ı uzly, ktere´ oznacˇuj´ı, co se ma´ s podstromem zacˇ´ınaj´ıc´ım t´ımto uzlem udeˇlat, a nerˇ´ıd´ıc´ı
uzly, ktere´ obsahuj´ı vlastn´ı informace. Prˇ´ıkazy, ktere´ maj´ı pouze jeden parametr, naprˇ´ıklad
na´vrat z funkce, maj´ı jeden rˇ´ıd´ıc´ı uzel, ktery´ oznacˇuje funkci tohoto podstromu, a jeden
podstrom, ktery´ nese informaci. Pro nadaproximovane´ prˇ´ıkazy je vytvorˇen specia´ln´ı nerˇ´ıd´ıc´ı
uzel, ktery´ funguje jako nerˇ´ıd´ıc´ı uzel bez vlastn´ı hodnoty.
Posledn´ı cˇa´st´ı je generova´n´ı c´ılove´ho ko´du z tohoto syntakticke´ho stromu. Generova´n´ı
c´ılove´ho ko´du je potrˇeba prˇizp˚usobit c´ılove´mu jazyku. Ten je da´n specifikac´ı vstupu do
PBVI. Proto je po u´plne´m vytvorˇen´ı syntakticke´ho stromu vola´na rekurzivn´ı funkce, ktera´
prova´d´ı pre-order pr˚uchod. T´ımto pr˚uchodem doc´ıl´ıme generace prˇ´ıkaz˚u v posloupnosti,
jake´ byli rozpozna´ny ze zdrojove´ho jazyka. Prˇi pr˚uchodu syntakticky´m stromem jsou ge-
nerova´ny predika´ty c´ılove´ho ko´du. Ty jsou rˇazeny do linea´rn´ı posloupnosti, a jejich stavy
jsou implicitneˇ zrˇeteˇzeny do linea´rn´ı posloupnosti. Rˇ´ıd´ıc´ı konstrukce disponuj´ı na´stroji pro
vytvorˇen´ı nelinea´rn´ı posloupnosti.
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Predika´t v Prologu Vy´znam
stat(s0, skip, s1). skip();
stat(s0, (setNull,x), s1). x = NULL;
stat(s0, (set,x,y), s1). x = y;
stat(s0, (setFieldNull,x,s), s1). x->s = NULL;
stat(s0, (setField,x,s,y), s1). x->s = y;
stat(s0, (setToField,x,s,y), s1). x = y->s;
stat(s0, (new,x), s1). new();
stat(s0, (free,x), s1). free();
stat(s0, (isEq,x,y), s1). x == y;
stat(s0, (isNotEq,x,y), s1). x != y;
stat(s0, (isNull,x), s1). x == NULL;
stat(s0, (isNotNull,x), s1). x != NULL;
stat(s0, (isNullField,x,s), s1). x->s == NULL;
stat(s0, (isNotNullField,x,s), s1). x->s != NULL;
stat(s0, (isEqField,x,s,y), s1). x->s == y;
stat(s0, (isNotEqField,x,s,y), s1). x->s != y;
Tabulka 5.1: Vy´cˇet predika´t˚u v c´ılove´m jazyce.
5.1 C´ılovy´ ko´d
Program je prˇekla´da´n na mnozˇinu predika´t˚u stat vytva´rˇej´ıc´ıch graf toku rˇ´ızen´ı programu.
Kazˇdy´ predika´t ma´ 3 cˇa´sti. Prvn´ı cˇa´st vyjadrˇuje vy´choz´ı stav toku rˇ´ızen´ı, druha´ cˇa´st je
akce rˇ´ızen´ı programu, a trˇet´ı cˇa´st je konecˇny´ stav po prˇechodu. Vsˇechny mozˇne´ prˇechody a
jejich se´mantika jsou videˇt v tabulce 5.1.
Jak je videˇt, je zde podpora pro neˇktere´ funkce standardn´ıch knihoven, konkre´tneˇ
pro malloc() a free(). Prvn´ıch 6 predika´t˚u je vyuzˇ´ıva´no konstrukcemi, ktere´ prova´d´ı
prˇiˇrazen´ı. Ostatn´ı predika´ty jsou vyuzˇ´ıva´ny prˇedevsˇ´ım rˇ´ıd´ıc´ımi konstrukcemi pro tvorbu
nelinea´rn´ıho toku rˇ´ızen´ı programu.
5.2 Lexika´ln´ı analyza´tor
V kompila´toru se pro rozpozna´va´n´ı lexe´mu˚ pouzˇ´ıva´ konecˇny´ automat. Kromeˇ samotne´
lexe´my se do syntakticke´ho analyza´toru pos´ılaj´ı dalˇs´ı souvisej´ıc´ı u´daje, naprˇ. jake´ho druhu
je dana´ lexe´ma (opera´tor, kl´ıcˇove´ slovo, identifika´tor, . . . ). Cely´ soubor u´daj˚u prˇeda´vany´
z lexika´ln´ıho do syntakticke´ho analyza´toru se oznacˇuje anglicky´m termı´nem token (zna´mka,
odznak, symbol).
Vzhledem k tomu, zˇe lexika´ln´ı analyza´tor by meˇl by´t napsa´n pokud mozˇno co neje-
fektivneˇji, bude pouzˇito genera´toru lexika´ln´ıho analyza´toru. Konkre´tneˇ se jedna´ o program
Flex (Fast Lexical Analyzer). Tento program generuje parser napsany´ v jazyce C. Vzhledem
k tomu, zˇe c´ılova´ implementace je v jazyce C, je tato volba vhodna´. Pro vytvorˇen´ı parseru
je trˇeba zadat lexika´ln´ı pravidla. Tyto pravidla se deˇl´ı do neˇkolika sekc´ı.
• Prvn´ı sekc´ı jsou kl´ıcˇova´ slova. Kl´ıcˇova´ slova nemohou by´t pouzˇita jakozˇto identi-
fika´tory. Maj´ı pevny´ se´manticky´ vy´znam a vytva´rˇej´ı tak se´mantickou strukturu pro-
gramu. Neˇktere´ jazyky sice povoluj´ı prˇedefinovat vy´znam teˇchto slov, nicme´neˇ jazyk
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C k nim nepatrˇ´ı. Jak jizˇ bylo zmı´neˇno, uzˇivatel ma´ prˇed vlastn´ı verifikac´ı prove´st
syntaktickou kontrolu pouzˇit´ım standardn´ıho prˇekladacˇe jazyka C. Proto nen´ı trˇeba
tuto vlastnost implementovat do nasˇeho prˇekladacˇe. Seznam na´mi rozpozna´vany´ch
kl´ıcˇovy´ch slov je: auto, bool, case, char, const, default, do, double, else, enum,
extern, false, true, float, for, goto, if, int, long, register, return, short,
signed, static, struct, switch, typedef, union, unsigned, void, volatile, while.
• Dalˇs´ı sekc´ı jsou identifika´tory. Identifika´tory jsou vsˇechna nekl´ıcˇova´ slova. Tyto slova
je tedy trˇeba porovnat s tabulkou jizˇ zna´my´ch identifika´tor˚u a zjistit, jestli jizˇ takovy´to
identifika´tor existuje. Jestlizˇe ano, pak je vra´cen posledn´ı zna´my´ vy´skyt tohoto iden-
tifika´toru. Proto je potrˇeba implementovat do prˇekladacˇe tabulku symbol˚u tak, aby
neˇjaky´m zp˚usobem kop´ırovala blokovou strukturu jazyka C a aby mohlo doj´ıt k zakry´-
va´n´ı symbol˚u. Nejjednodusˇsˇ´ı zp˚usob, jak tohoto dosa´hnout je da´t kazˇde´mu tokenu
k dispozici dveˇ r˚uzna´ jme´na - jedno pro skutecˇne´ jme´no, ktere´ mu dal programa´tor,
a jedno, ktere´ je k dispozici pro tvorbu vy´stupn´ıho modelu. Pouzˇit´ım dvou jmen se
vyrˇesˇ´ı proble´my typu prˇ´ıstup do struktury (nebot’ i slozˇka struktury by prˇi zakry´va´n´ı
vsˇech promeˇnny´ch vsˇemi meˇla podle´hat zakry´van´ı). Prˇi prˇ´ıstupu do struktury je
pouzˇito skutecˇne´ jme´no. Vlastn´ı rozhodova´n´ı o zakry´va´n´ı promeˇnny´ch se deˇje na
za´kladeˇ porovna´n´ı skutecˇny´ch jmen. Jme´na identifika´tor˚u a struktur zapsany´ch po-
moc´ı regula´rn´ıho vy´razu vypadaj´ı takto : {[a-zA-Z_]}({[a-zA-Z_]}|{[0-9]})*
• Dalˇs´ı sekc´ı jsou struktury a jejich slozˇky. Je potrˇeba jizˇ prˇi lexika´ln´ı analy´ze zjis-
tit, zdali se jedna´ o pouhy´ identifika´tor promeˇnne´, nebo o strukturu. Je tedy potrˇeba
vytvorˇit tabulku struktur, ve ktere´ budou jednotlive´ struktury ulozˇeny, a to vcˇetneˇ je-
jich slozˇek a informac´ı ohledneˇ jejich d˚ulezˇitosti. Lexika´ln´ı definice prˇ´ıpustny´ch na´zv˚u
je stejna´, jako u identifika´tor˚u.
• Posledn´ı sekc´ı jsou jedno- azˇ dvou- znakove´ opera´tory. Mezi tyto opera´tory patrˇ´ı
matematicke´ a logicke´ opera´tory, opera´tor inkrementace a dekrementace, prˇ´ıstup do
struktury, nebo naprˇ´ıklad zacˇa´tek a konec bloku.
Pro kazˇdou tuto sekci disponuje Flex pomeˇrneˇ dobrou podporou. Jediny´ proble´m je
vlastn´ı spojen´ı tabulek struktur a identifika´tor˚u. Tyto tabulky jsou totizˇ plneˇny prˇi syntak-
ticke´ analy´ze, ale je potrˇeba je mı´t k dispozici i prˇi lexika´ln´ı analy´ze. Proto jsou tyto tabulky
implementova´ny jako globa´ln´ı promeˇnne´, aby bylo mozˇno k nim prˇistoupit jak v lexika´ln´ım,
tak i syntakticke´m analyza´toru.
5.3 Syntakticky´ anlayza´tor
Syntakticky´ analyza´tor (v anglicˇtineˇ oznacˇovany´ jako parser, z to parse - rozebrat, oddeˇlovat,
udeˇlat veˇtny´ rozbor) se da´ povazˇovat za mozek prˇekladacˇe, protozˇe prova´d´ı samotnou
analy´zu vstupn´ıho jazyka. U´kolem syntakticke´ho analyza´toru je rozpoznat, zda je program
zapsa´n spra´vny´m zp˚usobem, naprˇ. zda na u´vodn´ı { bude navazovat neˇkde koncove´ }, ale
take´ urcˇuje, v jake´m porˇad´ı se budou prova´deˇt jednotlive´ cˇa´sti prˇ´ıkaz˚u, naprˇ. u x + y*z
rozpozna´ a urcˇ´ı, zˇe nejdrˇ´ıve se bude na´sobit a pak azˇ scˇ´ıtat, nebo u vnorˇeny´ch prˇ´ıkaz˚u
zajist´ı, zˇe nejdrˇ´ıve se vyhodnot´ı parametr funkce a teprve pak se dana´ funkce zavola´.
U´loha syntakticke´ho analyza´toru je o neˇco slozˇiteˇjˇs´ı nezˇ u´loha lexika´ln´ıho analyza´toru,
nebot’ na rozd´ıl od regula´rn´ıho jazyka lexe´m mus´ı syntakticky´ analyza´tor rozpozna´vat
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slozˇiteˇjˇs´ı bezkontextovy´ jazyk (typicky LL(1) cˇi LR(1)). Syntakticky´ analyza´tor k tomu
mus´ı vyhodnocovat vstup v delˇs´ım za´beˇru.
Pro generova´n´ı syntakticky´ch analyza´tor˚u jsou vytvorˇeny pokrocˇile´ metody. Standardn´ı
volbou v te´to oblasti je program YACC (Yet Another Compiler-Compiler). Tento genera´tor
generuje syntakticky´ analyza´tor v jazyce C, cozˇ je i na´sˇ c´ılovy´ jazyk. YACC podporuje
za´pis syntaxe programu v podobeˇ velice podobne´ BNF (Backus-Naurova forma). Ja´dro
prˇekladacˇe je pak souhrn gramaticky´ch pravidel zapsany´ch v te´to podobeˇ. Na´mi navrhovana´
gramatika se dopln´ı o pravidla zastrˇesˇuj´ıc´ı celou gramatiku. Ke kazˇde´mu pravidlu je trˇeba
vytvorˇit funkci, ktera´ bude vyvola´na po rozpozna´n´ı tohoto pravidla. Zde docha´z´ı k tvorbeˇ
syntakticke´ho stromu.
5.4 Generova´n´ı c´ılove´ho ko´du
Nyn´ı se pod´ıvejme na konstrukce v nasˇ´ı podmnozˇineˇ jazyka C jesˇteˇ jednou, a ukazˇme si,
jaky´m zp˚usobem se prˇekla´daj´ı do c´ılove´ho ko´du. Nadaproximovane´ prˇ´ıkazy jsou v te´to fa´zi
dvoj´ıho druhu. Prvn´ı jsou jizˇ nadaproximovane´, ktere´ nejsou ani obsazˇeny v syntakticke´m
stromeˇ, protozˇe bylo mozˇno jizˇ podle gramatiky rozhodnout, zˇe tyto pravidla nemohou
by´t pouzˇita v konstrukc´ıch prˇelozˇitelny´ch do c´ılove´ho jazyka. Mezi tyto patrˇ´ı podmı´nky,
ktere´ maj´ı by´t nahrazeny nedeterminismem, inkrementace nebo dekrementace datovy´ch
promeˇnny´ch, definice struktur a promeˇnny´ch. Druhou skupinou jsou prˇ´ıkazy, u ktery´ch
je jesˇteˇ potrˇeba rozhodnout. Tyto prˇ´ıkazy jsou veˇtsˇinou prˇiˇrazen´ı. U nich je potrˇeba na
za´kladeˇ promeˇnny´ch obsazˇeny´ch ve vy´razu jesˇteˇ rozhodnout, zda by meˇl by´t tento prˇ´ıkaz
nadaproximova´n, nebo prˇelozˇen. Toto rozhodova´n´ı se deˇje na za´kladeˇ tabulek promeˇnny´ch
a struktur.
5.4.1 Prˇ´ıkazy prˇekla´dane´ prˇ´ımo
U teˇchto prˇ´ıkaz˚u je potrˇeba jesˇteˇ rozhodnout, zdali jsou relevantn´ı pro tvorbu modelu pro
PBVI. Jedna´ se prˇeva´zˇneˇ o r˚uzne´ formy prˇiˇrazen´ı. Obecneˇ by se dalo rˇ´ıci, zˇe v prˇiˇrazen´ı
stacˇ´ı jeden nerelevantn´ı podstrom k tomu, abychom prohla´sili celou konstrukci za nadapro-
ximovanou. K tomu je ale potrˇeba rˇ´ıci, zˇe pouhe´ prohla´sˇen´ı konstrukce za nerelevantn´ı nen´ı
d˚uvodem k tomu, aby se jednotlive´ podstromy neprocha´zeli. Naprˇ´ıklad prˇi nadaproximova´n´ı




prirazeni_bez_stredniku: promenna ’=’ vyraz
| RETURN vyraz
| promenna operatory vyraz
;
Pouzˇit´ı una´rn´ıch opera´tor˚u patrˇ´ı do nadaproximovany´ch prˇ´ıkaz˚u. Dalˇs´ı mozˇnosti prˇiˇra-
zen´ı obsahuj´ı na prave´ straneˇ netermina´l vyraz. Vzhledem k tomu, zˇe prˇi prˇiˇrazen´ı je nejprve
potrˇeba vyhodnotit pravou stranu a teprve pote´ prˇiˇradit, pod´ıvejme se bl´ızˇe na mozˇnosti,








| ’(’ vyraz ’)’
| ’(’ prirazeni_bez_stredniku ’)’
;
Je-li pouzˇito vola´n´ı funkce, pak je provedena prˇ´ıslusˇna´ procedura pro vyhodnocen´ı vola´n´ı
funkce. V za´vislosti na na´vratove´ hodnoteˇ funkce je pote´ bud’ prˇiˇrazeno, nebo je tento prˇ´ıkaz
nadaproximova´n. Toto te´ma bude bl´ızˇe vysveˇtleno v kapitole o rˇ´ıd´ıc´ıch konstrukc´ıch. Dalˇs´ı
cˇa´st je spolecˇna´ pro L-hodnotu. Pouzˇit´ı ukazatelove´ aritmetiky je zde hl´ıda´no na prˇ´ıstup
pouze prˇes ukazatele na datove´ polozˇky. Prˇi pouzˇit´ı ukazatele na strukturu skoncˇ´ı prˇeklad
chybovou zpra´vou. Netermina´l podminka je podrobneˇ diskutova´n v sekci o rˇ´ıd´ıc´ıch struk-
tura´ch. Dalˇs´ı mozˇnosti jsou pouzˇit´ı za´vorek pro tvorbu hierarchicke´ struktury programu.
promenna: IDENTIFIER
| CONSTANT
| promenna ’.’ IDENTIFIER
| promenna PTR_OP IDENTIFIER
| promenna pristup_pole
;
Prˇi pouzˇit´ı termina´lu IDENTIFIER je podle informac´ı o jeho typu rozhodnuto, zda-li se
jedna´ o strukturu, do ktere´ je mozˇne´ prˇiˇradit, nebo zda-li se jedna´ o datovou promeˇnnou a
cely´ prˇ´ıkaz se nadaproximuje. Pouzˇit´ı termina´lu CONSTANT je bezpecˇneˇ nadaproximova´no.
Prˇi prˇ´ıstupu do struktury prˇes ukazatel je potrˇeba zkontrolovat datovy´ typ polozˇky, ke
ktere´ je prˇistupova´no. Je potrˇeba rozhodnout, zdali se prˇiˇrazuje do datove´ slozˇky, nebo do
ukazatele na strukturu. Informace o datovy´ch typech slozˇek jsou ulozˇeny do tabulky struk-
tur. Byly z´ıska´ny z definice struktury. Vı´cena´sobny´ prˇ´ıstup je rozvinut pomoc´ı predika´tu
setToField. Prˇ´ıkladem by mohl by´t prˇ´ıstup do struktury
Struktura->leva->prava->leva




Na konci rozvinut´ı ma´me pomocnou promeˇnnou tmp_ID_XX, kde XX znacˇ´ı porˇadove´ cˇ´ıslo
te´to pomocne´ promeˇnne´. Tato promeˇnna´ vznika´ jako za´stupna´ hodnota, a da´ se pouzˇ´ıt jak
R-hodnota. Kdyby bylo zapotrˇeb´ı z´ıskat L-hodnotu, pak je rozvinut´ı ukoncˇeno o jeden
predika´t drˇ´ıve, a vlastn´ı L-hodnota by pak byla tmp_ID_00->leva.
Nyn´ı se mu˚zˇeme opeˇt pod´ıvat na syntaxi prˇiˇrazen´ı, ktera´ je
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prirazeni_bez_stredniku: promenna ’=’ vyraz
| RETURN vyraz
| promenna operatory vyraz
;
Je potrˇeba rˇ´ıci, zˇe k rozvinut´ı v´ıcena´sobne´ho prˇ´ıstupu prˇes ukazatel docha´z´ı i u rozvoj˚u,
kde posledn´ı ukazatel ukazuje na datovou slozˇku. Tento rozvoj je potrˇeba prove´st kv˚uli
oveˇrˇen´ı, zˇe tato struktura existuje a lze do n´ı prˇistoupit. Po vyhodnocen´ı obou stran, a
zjiˇsteˇn´ı relevantnosti vzhledem k tvorbeˇ, se rozhodne, zdali dojde k vlastn´ımu prˇiˇrazen´ı.
Jestlizˇe ano, pak je pouzˇito vzhledem k vy´razu na leve´ straneˇ jedne´ z mozˇnosti prˇiˇrazen´ı
predika´ty set, nebo setField. Tyto predika´ty maj´ı svoji specia´ln´ı podobu v podobeˇ
predika´t˚u setNull a setFieldNull, kdy R-hodnota naby´va´ specia´ln´ıho prˇ´ıpadu, a tou
je NULL ukazatel. Jako prˇ´ıklad se da´ uve´st:
prvni->dalsi->dalsi->dalsi=NULL;




Posledn´ım diskutovany´m vy´razem je prˇiˇrazen´ı po definici promeˇnne´.
definice_promenne_prirazeni: definice_promenne ’;’
| definice_promenne ’=’ vyraz ’;’
;
Toto prˇiˇrazen´ı prob´ıha´ stejny´m zp˚usobem jako obycˇejne´ prˇiˇrazen´ı. Jediny´ rozd´ıl je v tom,
zˇe vlastn´ı definice probeˇhne jesˇteˇ prˇed prˇiˇrazen´ım, aby pak bylo mozˇno podle tabulky
identifika´tor˚u rozhodnout o relevantnosti.
Prˇ´ıkladem tohoto prˇiˇrazen´ı po definici si uved’me prˇ´ıkaz
Struktura* nova=stara;
Ktera´ se prˇelozˇ´ı jako
stat(a1,(set,nova,stara),a2).
5.4.2 Rˇı´d´ıc´ı konstrukce jazyka C
Prˇeklad rˇ´ıd´ıc´ıch konstrukc´ı jazyka C nen´ı trivia´ln´ı za´lezˇitost´ı. Nejdrˇ´ıve se pod´ıvejme, jak se
prˇelozˇ´ı podmı´nky.
podminka: vyraz ’>’ vyraz
| vyraz ’<’ vyraz
| vyraz LE_OP vyraz
| vyraz GE_OP vyraz
| vyraz EQ_OP vyraz
| vyraz NE_OP vyraz
| vyraz AND_OP vyraz
| vyraz OR_OP vyraz
;
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Podmı´nky mohou by´t rekurzivneˇ zanorˇeny do sebe. Proto se nejprve pod´ıva´me, jak se
vyhodnot´ı jednoduche´ podmı´nky, ktere´ obsahuj´ı pouze jedno porovna´n´ı. Nejjednodusˇsˇ´ım
prˇ´ıpadem te´to podmı´nky je podmı´nka nahrazena´ nedeterminismem. C´ılem prˇekladu je
vytvorˇen´ı dvou r˚uzny´ch cest toku rˇ´ızen´ı programu tak, aby byly rovnocenne´. Pouzˇije se
k tomu dvou predika´t˚u skip, jejichzˇ pocˇa´tecˇn´ı stav bude totozˇny´, zat´ımco koncove´ stavy
budou r˚uzne´. Prˇ´ıkladem takto prˇelozˇene´ podmı´nky mu˚zˇe by´t podmı´nka
(c<5)
Ktera´ se prˇelozˇ´ı jako posloupnost predika´t˚u
stat(a1,skip,a2).
stat(a1,skip,a3).
Druhou mozˇnost´ı jednoduche´ podmı´nky je test dvou ukazatel˚u na vza´jemnou rovnost,
nebo nerovnost. Tyto podmı´nky jsou z hlediska tvorby modelu te´meˇrˇ stejne´, protozˇe je
potrˇeba vytvorˇit obeˇ veˇtve programu, a proto je i tato podmı´nka prˇekla´da´na na dva
predika´ty. Rozd´ıl mezi testem na rovnost a nerovnost je v tom, zˇe jsou koncove´ stavy
podmı´nek prohozeny. Pouzˇij´ı se prˇitom predika´ty isEq a isNotEq. Tyto predika´ty maj´ı svou






Prˇi testu na rovnost prvni==druha by se pouze prohodily vy´stupn´ı stavy obou podmı´nek.
Nyn´ı se pod´ıvejme na rˇesˇen´ı podmı´nek spojeny´ch logicky´mi spojkami. Nazveˇme prav-
divy´m stavem podmı´nky pra´veˇ ten vstupn´ı stav vy´pocˇetn´ı veˇtve, ktere´ho ma´ by´t dosa´hnuto
po splneˇn´ı podmı´nky. Nepravdivy´m stavem potom nazveˇme vstupn´ı stav druhe´ vy´pocˇetn´ı
veˇtve. Jako prˇ´ıklad mu˚zˇe poslouzˇit podmı´nka prvni!=druha, kde pravdivy´m stavem je
koncovy´ stav predika´tu (isNotEq,prvni,druha), a nepravdivy´m stavem koncovy´ stav
predika´tu (isEq,prvni,druha). Pak prˇeklad logicky spojeny´ch podmı´nek probeˇhne tak,
zˇe se prˇelozˇ´ı jednotlive´ podmı´nky, ze ktery´ch je cela´ podmı´nka slozˇena. Mus´ıme respektovat
respektovat pravidlo zkra´cene´ho vyhodnocova´n´ı, proto je potrˇeba prˇekla´dat podmı´nky zleva
doprava. Pote´ jsou podle logicke´ spojky sva´za´ny stavy teˇchto podmı´nek. Prˇi logicke´m and
je pravdivy´ stav prvn´ı podmı´nky sloucˇen se vstupn´ım stavem druhe´ podmı´nky. Pravdivy´
stav druhe´ podmı´nky je sloucˇen se stavem zacˇa´tku rˇ´ızene´ho bloku. Pote´ jsou nepravdive´
stavy obou podmı´nek sloucˇeny se stavem bezprostrˇedneˇ na´sleduj´ıc´ım po skoncˇen´ı rˇ´ızene´ho
bloku.
Tento postup se mu˚zˇe liˇsit v za´vislosti na pouzˇite´ rˇ´ıd´ıc´ı konstrukci, protozˇe prˇi pouzˇit´ı
if-else konstrukce se nepravdive´ stavy podmı´nek sloucˇ´ı s pocˇa´tecˇn´ım stavem druhe´ho
bloku. Prˇi pouzˇit´ı logicke´ spojky or se oba pravdive´ stavy sloucˇ´ı se vstupn´ım stavem
rˇ´ızene´ho bloku. Nepravdivy´ stav prvn´ı podmı´nky se sloucˇ´ı se vstupn´ım stavem druhe´
podmı´nky, a teprve nepravdivy´ stav druhe´ podmı´nky je sloucˇen s vy´stupn´ım stavem rˇ´ızene´ho
bloku.








ne-podminka je negace podmı´nky, ktera´ je prˇekla´da´na. Obdobneˇ by byla vytvorˇena
posloupnost predika´t˚u pro spojen´ı logickou spojkou or. Nyn´ı se pod´ıvejme na prakticky´
prˇ´ıklad







Tento prˇ´ıklad je zvolen za´rovenˇ jako demonstrace prˇekladu prvn´ı z rˇ´ıd´ıc´ıch konstrukc´ı
a sice if konstrukce.
if_podminka: IF ’(’ vyraz ’)’ prikaz
;
Tvorba te´to konstrukce je jednoducha´ v tom, zˇe neobsahuje cyklus, a obsahuje pouze
jeden rˇ´ızeny´ blok ko´du. Prˇesny´ postup tvorby tohoto prˇ´ıkazu je takovy´, zˇe jako prvn´ı se
vy´sˇe popsany´m zp˚usobem vyhodnot´ı podmı´nka. Prˇi prˇekladu z˚ustane nenaplneˇn nepravdivy´
stav te´to podmı´nky. Pote´ je vyhodnocen netermina´l prikaz. Vy´stupn´ı stav vytvorˇene´ho
bloku predika´t˚u je potom ztotozˇneˇn s nepravdivy´m stavem podmı´nky. Situace je o neˇco
komplikovaneˇjˇs´ı u konstrukce if-else.
if_else_podminka: if_podminka ELSE prikaz
;
Tato konstrukce jizˇ obsahuje dva rˇ´ızene´ bloky ko´du. Obecny´ za´pis prˇekladu if-else
konstrukce rˇ´ızeny´ jednduchou podmı´nkou je na´sleduj´ıc´ı.
stat(s0, ne-podminka1 ,s(n+1)).
stat(s0, podminka1 ,s2).
stat(s2, ... prˇı´kazy bloku1 ... ,sn).
stat(sn, skip,sm).
stat(s(n+1), ... prˇı´kazy bloku2 ... ,sm).
stat(sm, ...
Je zde videˇt, zˇe je potrˇeba po prvn´ım bloku prˇidat predika´t skip, aby byl druhy´ blok
ko´du prˇeskocˇen. Prˇesny´ postup prˇekladu te´to konstrukce je takovy´, zˇe jako prvn´ı se vy-
hodnot´ı rˇ´ıd´ıc´ı podmı´nka. Pote´ je vytvorˇen prvn´ı blok ko´du. Na konec tohoto bloku se
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prˇida´ predika´t skip, ktery´ jesˇteˇ v te´ dobeˇ nema´ naplneˇny´ koncovy´ stav. Pote´ je k dispozici
u´daj o vstupn´ım stavu do druhe´ho bloku. Tento stav je ztotozˇneˇn s nepravdivy´m stavem
podmı´nky a na´sledneˇ je vyhodnocen druhy´ blok. Na u´plne´m konci je naplneˇn koncovy´ stav
predika´tu skip, prˇidane´ho mezi prvn´ı a druhy´ rˇ´ızeny´ blok.
while_cykl: WHILE ’(’ vyraz ’)’ prikaz
;
Prˇeklad cyklu while ma´ velice podobne´ rysy s prˇekladem konstrukce if. Postup tvorby
je stejny´ jako prˇi konstrukci if, ale prˇed naplneˇn´ım nepravdive´ho stavu podmı´nky je jesˇteˇ za
vytvorˇeny´ blok ko´du doda´n predika´t skip, ktery´ ma´ konecˇny´ stav sjednoceny´ s pocˇa´tecˇn´ım
stavem podmı´nek. Pak teprve dojde k naplneˇn´ı vy´stupn´ıch stav˚u podmı´nky. Obecneˇ by se
prˇeklad te´to konstrukce zapsat takto:
stat(s0, ne-podminka,s(n+1)).
stat(s0, podminka,s2).
stat(s2, ... prˇı´kazy bloku .. ,sn).
stat(sn, skip,s0).
Velice podobny´ zp˚usob prˇekladu ma´ konstrukce cyklu do-while.
do_while_cykl: DO blok_prikazu WHILE ’(’ vyraz ’)’ ’;’
;
Nejveˇtsˇ´ı rozd´ıl je v posloupnosti proveden´ı. Nejdrˇ´ıve se provede vyhodnocen´ı rˇ´ızene´ho
bloku. Pak teprve se vytva´rˇ´ı podmı´nka, a jej´ı vy´stupn´ı stavy jsou hned naplneˇny.
for_cykl: FOR ’(’ definice_promenne_prirazeni vyraz ’;’
prirazeni_bez_stredniku ’)’ prikaz
| FOR ’(’ prirazeni vyraz ’;’ prirazeni_bez_stredniku ’)’ prikaz
;
Posledn´ı mozˇnost tvorby cyklu v nasˇ´ı podmnozˇineˇ jazyka C je cyklus for. Postup tvorby
tohoto cyklu je trosˇku slozˇiteˇjˇs´ı. Proto si prˇepiˇsme syntaxi tak, aby byla trosˇku srozu-
mitelneˇjˇs´ı.
for_cykl: FOR ’(’ blok1 ’;’ podminka ’;’ blok2 ’)’ blok3
Pak tedy postup tvorby tohoto cyklu je ten, zˇe nejdrˇ´ıve se prˇelozˇ´ı prˇ´ıkazy blok1. Pote´
se prˇelozˇ´ı podmı´nky, a na´sledneˇ se vyhodnot´ı prˇ´ıkazy bloku3. Azˇ pote´ je vytvorˇen blok2,
protozˇe tento blok prˇ´ıkaz˚u se ma´ podle se´mantiky prova´deˇt azˇ teˇsneˇ prˇed opeˇtovny´m vy-
hodnocen´ım podmı´nky. Tyto prˇ´ıkazy jsou sva´za´ny do linea´rn´ı posloupnosti. Pro vytvorˇen´ı
cyklu je za blok2 prˇida´n predika´t skip, jehozˇ koncovy´ stav je sjednocen s vstupn´ım stavem
rˇ´ıd´ıc´ı podmı´nky. Nepravdivy´ stav rˇ´ıd´ıc´ı podmı´nky je naplneˇn azˇ jako posledn´ı.
Vzhledem k tomu, zˇe nasˇe podmnozˇina jazyka C disponuje kl´ıcˇovy´mi slovy continue
a break k rˇ´ızen´ı cyklu, vysveˇtl´ıme si, jak jsou tyto prˇ´ıkazy prˇelozˇeny. Prˇi tvorˇen´ı kazˇde´ho
cyklu je potrˇeba si zapamatovat 2 stavy, a to vstupn´ı stav podmı´nky, a vy´stupn´ı stav cele´
konstrukce. Prˇ´ıkazy continue a break jsou potom prˇelozˇeny jako predika´t skip, jehozˇ kon-
covy´ stav je sjednocen pra´veˇ s jedn´ım z teˇchto stav˚u. Jedinou vy´jimku tvorˇ´ı prˇ´ıkaz continue
u cyklu for, kde stav nen´ı sjednocen s vstupn´ım stavem podmı´nky, ale se vstupn´ım stavem
bloku2.
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volani_funkce: IDENTIFIER ’(’ argumenty ’)’
;
Specia´ln´ım prˇ´ıpadem rˇ´ıd´ıc´ı konstrukce je vola´n´ı funkce. Prˇi definici funkce jsou zazna-
mena´ny informace o argumentech funkce. Je trˇeba zachovat informaci o porˇad´ı argument˚u,
v jake´m byli definova´ny. Za´rovenˇ je rozhodnuto o jejich relevantnosti v˚ucˇi vytva´rˇene´mu
modelu. Podle teˇchto u´daj˚u pak probeˇhne prˇeda´n´ı parametr˚u. Pokud je prˇeda´vany´m parame-
trem datova´ polozˇka, pak je toto prˇeda´n´ı vynecha´no. Jestlizˇe se ovsˇem jedna´ o prˇeda´n´ı
ukazatele na struktury, pak probeˇhne prˇiˇrazen´ı argumentu pomoc´ı predika´tu set. Druhy´m
proble´mem se ktery´m je potrˇeba se vyrovnat je prˇeda´n´ı na´vratove´ hodnoty. Je-li tato
na´vratova´ hodnota shleda´na relevantn´ı pro tvorbu nasˇeho modelu, pak je prˇiˇrazena do
pomocne´ promeˇnne´ navratova_hodnota. Tato promeˇnna´ vznika´ proto, zˇe obecneˇ mu˚zˇe
by´t kl´ıcˇove´ slovo return pouzˇito na v´ıce mı´stech s r˚uzny´mi na´vratovy´mi hodnotami. Proto
nen´ı mozˇne´ prove´st prˇ´ıme´ prˇiˇrazen´ı z funkce. Koncovy´ stav prˇiˇrazen´ı na´vratove´ hodnoty do
pomocne´ promeˇnne´ je sjednocen s koncem bloku vola´n´ı funkce. Pokud je ovsˇem shleda´na
na´vratova´ hodnota nerelevantn´ı, pak je prˇ´ıkaz return nahrazen predika´tem skip, ktery´
pouze prˇeskocˇ´ı prˇ´ıpadny´ zbytek funkce. Uved’me si prˇ´ıklad, kde docha´z´ı k prˇeda´n´ı dvou
relevantn´ıch parametr˚u, a na konci funkce je jeden prˇ´ıkaz return s relevantn´ı na´vratovou
hodnotou. Obecny´ prˇeklad by pak meˇl podobu
stat(s0,(set, promena_funkce1,argument1),s1).
stat(s0,(set, promena_funkce2,argument2),s2).
stat(s2, dots prˇı´kazy funkce .. ,sn).
stat(sn,(set,navratova_hodnota, hodnota_z_funkce),sm).
S vytvorˇenou na´vratovou hodnotou se pak pracuje jako s jakoukoliv jinou R-hodnotou.
Pokud jizˇ pomocna´ promeˇnna´ vznikne, pak je na´vratovy´ ko´d relevantn´ı v˚ucˇi vytva´rˇene´mu
modelu a promeˇnna´ nemu˚zˇe by´t nadaproximova´na.
case_statement: SWITCH ’(’ promenna ’)’ zacatek_bloku case
;
case: CASE CONSTANT ’:’ vice_prikazu case
| DEFAULT ’:’ vice_prikazu case
| konec_bloku
;
Posledn´ı d˚ulezˇitou rˇ´ıd´ıc´ı konstrukc´ı v nasˇ´ı podmnozˇineˇ jazyka C je case konstrukce.
Tato konstrukce vytva´rˇ´ı v´ıce veˇtv´ı najednou. Vsˇechny veˇtve zacˇ´ınaj´ı ve stejne´m pocˇa´tecˇn´ım
stavu. Koncovy´ stav ma´ neˇkolik mozˇnost´ı. Prvn´ım je, zˇe prˇ´ıslusˇna´ case veˇtev neobsahuje
kl´ıcˇove´ slovo break a proto je koncovy´ stav sjednocen s pocˇa´tecˇn´ım stavem dalˇs´ı veˇtve. Zde
je d˚ulezˇite´ zachovat porˇad´ı jednotlivy´ch veˇtv´ı. Druhou mozˇnost´ı je prˇeskocˇen´ı kl´ıcˇovy´m
slovem break azˇ za celou konstrukci. V prˇ´ıpadeˇ, zˇe konstrukce obsahuje veˇtev default,
pak alesponˇ jedna veˇtev mus´ı by´t provedena. V prˇ´ıpadeˇ, zˇe tato veˇtev nen´ı prˇ´ıtomna, pak
je potrˇeba dodat predika´t skip, jehozˇ vy´stupn´ı stav sjednot´ıme s vy´stupn´ım stavem cele´
konstrukce. Tento predika´t vytva´rˇ´ı mozˇnost, zˇe ani jedna z dany´ch veˇtv´ı nebude provedena.
Zde docha´z´ı k pomeˇrneˇ vysoke´ ztra´tovosti v˚ucˇi p˚uvodn´ımu programu. Tato konstrukce je
totizˇ cˇasto pouzˇ´ıva´na tak, zˇe je ovlivnˇova´na vy´cˇtovou hodnotou. Proto v prˇ´ıpadeˇ, zˇe jsou
vycˇerpa´ny vsˇechny hodnoty, ktery´ch mu˚zˇe dany´ vy´cˇtovy´ typ teoreticky naby´vat, mus´ı by´t
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alesponˇ jedna veˇtev provedena. To lze jen velice teˇzˇko kontrolovat staticky, a proto je od

















Posledn´ı predika´t je vy´sˇe diskutovany´ predika´t obsahuj´ıc´ı skip, ktery´ vytva´rˇ´ı mozˇnost,




Pro testova´n´ı projektu byl navrzˇen program pocˇ´ıtaj´ıc´ı cˇetnost slov ve vstupn´ım rˇeteˇzci.
Tento program byl naimplementova´n neˇkolikra´t za pouzˇit´ı r˚uzny´ch dynamicky´ch struktur
pro ukla´da´n´ı teˇchto za´znamu˚. Tyto programy byly u´speˇsˇneˇ prˇelozˇeny naimplementovany´m
prˇekladacˇem. Prˇ´ıklad prˇekladu jednoho z testovany´ch programu˚ i s vy´sledkem prˇekladu je
k nahle´dnut´ı v prˇ´ıloze .
Prˇi pokusu o prˇeklad teˇchto programu˚ bylo zjiˇsteˇno neˇkolik nedostatk˚u prˇi implementaci
prˇekladacˇe. Vsˇechny zjiˇsteˇne´ chyby byly vcˇas a v plne´ mı´ˇre odstraneˇny. Za´rovenˇ bylo
pouka´za´no na chybne´ chova´n´ı PBVI prˇi verifikaci neˇktery´ch prˇelozˇeny´ch programu˚. Neˇktere´
chyby jizˇ byly opraveny prˇ´ımo po jejich identifikaci.
6.1 Jednosmeˇrneˇ va´zane´ seznamy
Program byl testova´n na rozsa´hle´ mnozˇineˇ jednosmeˇrneˇ va´zany´ch seznamu˚ (da´le jen SLL).
Byly pouzˇity r˚uzne´ varianty prˇ´ıstupu k tvorbeˇ SLL. Testovany´mi prˇ´ıklady jsou jednoduchy´
SLL, SLL s prˇidany´mi ukazateli na prvn´ı uzel, SLL s prˇidany´mi uzly datove´ho charakteru a
cyklicky´ SLL. Vsˇechny naimplementovane´ prˇ´ıklady byly prˇelozˇeny a verifikova´ny. Prˇi vlastn´ı
verifikaci bylo zjiˇst’ova´no jak nalezen´ı za´meˇrneˇ zaneseny´ch chyb, tak schopnost prohla´sit
verifikovany´ program za validn´ı.
Programy byly naprogramova´ny s ohledem na vyuzˇit´ı vlastnost´ı prˇekladacˇe. Prˇi prˇekladu
bylo nalezeno neˇkolik nedostatk˚u. Prvn´ım je vznik oblastn´ı, ktere´ nejsou dostupne´. Stan-
dardn´ı prˇekladacˇ jazyka C ma´ k dispozici optimaliza´tor na vysoke´ u´rovni, ktery´ odhal´ı ne-
dostupne´ cˇa´sti ko´du a ty nejsou prˇelozˇeny. Prˇ´ıstup na tak vysoke´ u´rovni optimalizace ovsˇem
nebyl navrzˇen, a proto, udeˇla´-li programa´tor chybu ve vytvorˇen´ı nedostupne´ cˇa´sti ko´du, je
tato nedokonalost prˇenesena i do modelu. Dalˇs´ım proble´mem je vznik prˇ´ıliˇs dlouhe´ho ko´du.
Prˇi blizˇsˇ´ım prozkouma´n´ı bylo zjiˇsteˇno, zˇe te´meˇrˇ vsˇechny predika´ty skip by mohly by´t
odstraneˇny prˇi lepsˇ´ı optimalizaci.
Prˇi verifikaci validn´ıch programu˚ (tyto programy byly naprogramova´ny tak, aby byly
pokud mozˇno bezpecˇne´) byly tyto programy prˇedem otestova´ny pomoc´ı na´stroje valgrind.
Pote´ byly tyto programy prˇelozˇeny a verifikova´ny pomoc´ı PBVI. Ve veˇtsˇineˇ prˇ´ıpad˚u byla
v teˇchto prˇ´ıkladech nalezena chyba, poprˇ´ıpadeˇ memory leak. Bohuzˇel PBVI negeneruje
dostatecˇne´ informace o protiprˇ´ıkladech aby mohly by´t vsˇechny vyzkousˇeny. Prˇesto bylo
experimenta´lneˇ zjiˇsteˇno, zˇe nejveˇtsˇ´ım proble´mem jsou nedeterministicke´ podmı´nky, ktere´
umozˇnˇuj´ı prˇeskocˇit cele´ bloky ko´du. Cˇasto se ztra´c´ı naprˇ´ıklad informace, zˇe cyklus tvorby
pameˇt’ove´ konfigurace mus´ı alesponˇ jednou probeˇhnout a t´ım dojde k vytvorˇen´ı alesponˇ
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jednoho uzlu.
Testy s u´myslneˇ zaneseny´mi chybami uka´zali, zˇe PBVI je schopna odhalit vsˇechny me-
mory leaky, ktere´ byly vytvorˇeny. Dalˇs´ım vy´sledkem teˇchto test˚u je zjiˇsteˇn´ı, zˇe je v PBVI
potrˇeba rozliˇsovat mezi neinicializovany´m ukazatelem a ukazatelem na NULL. Kv˚uli neexis-
tenci tohoto rozd´ılu z˚ustalo neodhaleno spousta u´myslny´ch chyb, protozˇe veˇtsˇina podmı´nek
prˇi pra´ci s dynamicky´mi strukturami pracuje pra´veˇ s NULL hodnotou jako zara´zˇkou. Prˇi
neexistenci popisovane´ho rozd´ılu se tato zara´zˇka v podstateˇ tvorˇ´ı automaticky.
6.2 Dalˇs´ı struktury
Program byl otestova´n na neˇkolika programech pracuj´ıc´ıch se slozˇiteˇjˇs´ımi strukturami. Tyto
struktury byly obousmeˇrneˇ va´zany´ seznam (DLL) a bina´rn´ı strom. Prˇeklad teˇchto prˇ´ıklad˚u
probeˇhl v porˇa´dku i prˇes znacˇnou rozsa´hlost zdrojove´ho ko´du. Prˇi verifikaci ovsˇem vzˇdy




C´ılem pra´ce bylo prˇispeˇt k automatizaci verifikace programu˚. Byl navrzˇen program, ktery´
z podmnozˇiny jazyka C vytvorˇ´ı potrˇebnou abstrakci tak, aby ji bylo mozˇne´ pouzˇ´ıt pro
verifikaci. Tento program byl u´speˇsˇneˇ a vcˇas naimplementova´n. Gramatika navrzˇene´ho
jazyka byla po drobny´ch u´prava´ch naimplementova´na tak, aby byla jednoznacˇnou. Prˇeklad
a tvorbu modelu se podarˇilo zvla´dnout v dostatecˇne´ mı´ˇre. Tvorba modelu a verifikace teˇchto
model˚u byla u´speˇsˇneˇ automatizova´na. Pro automatickou tvorbu modelu z p˚uvodn´ıho pro-
gramu bylo prˇedstaveno neˇkolik novy´ch mysˇlenek. Pomoc´ı skript˚u napsany´ch pro operacˇn´ı
syste´m linux se podarˇilo prova´zat tvorbu modelu s vlastn´ı verifikac´ı. T´ım jsme dosa´hli stavu,
kdy forma´ln´ı verifikaci je mozˇno automatizovaneˇ pouzˇ´ıt na jednoduche´ programy napsane´
v podmnozˇineˇ jazyka C.
V dalˇs´ım vy´voji je potrˇeba odstranit nedostatky, na ktere´ bylo pouka´za´no v prototypove´
implementaci verifikace na za´kladeˇ pameˇt’ovy´ch vzor˚u. Prˇ´ıklady teˇchto chyb byly prˇeda´ny
autor˚um formou prˇ´ıklad˚u, vedouc´ıch k chybne´mu chova´n´ı. Jakozˇto dalˇs´ı rozvoj tvorby mo-
delu je potrˇeba se zameˇrˇit na propracovaneˇjˇs´ı typovou kontrolu. Dı´ky te´to kontrole pak
bude mozˇne´ rozsˇ´ıˇrit podporovanou podmnozˇinu jazyka C. Dalˇs´ım c´ılem do budoucna je
vytvorˇen´ı optimalizac´ı, zkracuj´ıc´ıch za´pis vytvorˇene´ho modelu. Jinak je potrˇeba zmı´nit, zˇe
vsˇechny za´sadn´ı proble´my prˇekladu pro podporovanou mnozˇinu jazyka C byly jizˇ vyrˇesˇeny.
Take´ gramatika byla navrzˇena s ohledem na mozˇne´ rozsˇ´ıˇren´ı v budoucnu.
Jakozˇto nejveˇtsˇ´ı vlastn´ı prˇ´ınos povazˇuji to, zˇe PBV je plneˇ automatizova´na do te´ mı´ry,
zˇe je mozˇne´ ji pouzˇ´ıt i na jednoduche´ programy napsane´ v podmnozˇineˇ beˇzˇne´ho pro-
gramovac´ıho jazyka. Program byl u´speˇsˇneˇ otestova´n na neˇkolika prˇedprˇipraveny´ch prˇ´ıkladech




B Uka´zka testovac´ıho programu a jeho prˇeklad
C Kompletn´ı syntaxe navrzˇene´ho jazyka
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V te´to prˇ´ırucˇce se kra´tce sezna´mı´me s instalac´ı a pouzˇ´ıva´n´ım na´mi vytvorˇene´ho programu
(da´le oznacˇovany´ jako modela´rˇ). Na´sˇ program je pouzˇit jako filtr, aplikovany´ na vstupn´ı
program, aby vytvorˇil vstupn´ı model pro na´stroj vytvorˇeny´ ing.Pavlem Erlebachem podle
[1] (da´le oznacˇovany´ jako verifika´tor). Tento na´stroj pro verifikaci je take´ prˇilozˇen na
datove´m nosicˇi.
A.2 Instalace
Na u´speˇsˇny´ prˇeklad a pouzˇit´ı programu modela´rˇ je trˇeba mı´t:
• Zdrojove´ soubory programu modela´rˇ
• gcc prˇekladacˇ (tesova´no na verz´ıch 3.4.6 a 4.1.1),
• na´stroj make,
• na´stroj Flex (http://flex.sourceforge.net/) ve verzi 2.5.4 nebo vysˇsˇ´ı,
• na´stroj Yacc (http://dinosaur.compilertools.net/#yacc), doporucˇovana´ verze GNU
Bison 2.2
Pro potrˇeby na´stroje verifika´tor je potrˇeba mı´t:
• Zdrojove´ soubory verifikacˇn´ıho na´stroje verifika´tor vytvorˇene´ podle [1],
• na´stroj SWI-Prolog (http://www.swi-prolog.org), verzi 5.4.x nebo vysˇsˇ´ı
Pro vytvorˇen´ı spustitelne´ho souboru je trˇeba mı´t spra´vneˇ nainstalova´ny na´stroje Flex,
Yacc, a SWI-Prolog. Tyto na´stroje mus´ı by´t k dispozici z prˇ´ıkazove´ho rˇa´dku. Pro zobrazen´ı
graficke´ho vy´stupu z verifikace je potrˇeba mı´t prohl´ızˇecˇ forma´tu *.dot Dobry´m na´strojem
je Dotty (http://www.graphviz.org).
1. Na prˇilozˇene´m CD je vytvorˇen adresa´rˇ model/ Tento adresa´rˇ zkop´ırujeme do c´ılove´ho
mı´sta.
2. V tomto adresa´rˇi provedeme prˇ´ıkaz ./make
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A.3 Spusˇteˇn´ı
Pro vyuzˇit´ı automatizovany´ch skript˚u je trˇeba zkop´ırovat zdrojovy´ soubor v jazyce C do
souboru model/centralni_sklad/main.c.
• Vytvorˇen´ı modelu ze vstupn´ıho souboru lze pote´ prove´st pomoc´ı skriptu preklad
ktery´ se nacha´z´ı v adresa´rˇi model/.
• Dalˇs´ım skriptem je skript pro automatizovanou verifikaci, ktery´ se jmenuje verifikuj.
Tento skript vytvorˇ´ı model z vstupn´ıho souboru a prˇeda´ jej na´stroji verifika´tor.
• Posledn´ım skriptem je automatizovane´ vykreslen´ı graficke´ho vy´stupu z na´stroje
verifika´tor. Tento skript se jmenuje vykresli a nacha´z´ı v adresa´rˇi model.
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Prˇ´ıloha B
































typedef struct nova {
char * slovo;
int cetnost;
struct nova * dalsi;
//ciste jednosmerne vazano
} nova;



















































definice_struktury: STRUCT IDENTIFIER zacatek_bloku
vice_promennych konec_bloku ’;’




| definice_promenne ’;’ vice_promennych
;
definice_promenne_prirazeni: definice_promenne ’;’





| definice_jedne_promenne ’,’ parametry
;
definice_jedne_promenne: typ_ukazatel_prefix IDENTIFIER typ_pole
| STRUKTURA hvezdicky IDENTIFIER typ_pole
| STRUCT STRUKTURA hvezdicky IDENTIFIER typ_pole
| STRUCT IDENTIFIER ’*’ hvezdicky IDENTIFIER typ_pole
;
definice_promenne: typ_ukazatel_prefix IDENTIFIER seznam_promennych
| STRUKTURA hvezdicky IDENTIFIER seznam_promennych
| STRUCT STRUKTURA hvezdicky IDENTIFIER typ_pole
| STRUCT IDENTIFIER ’*’ hvezdicky IDENTIFIER typ_pole










| typ_pole ’,’ hvezdicky IDENTIFIER seznam_promennych
;
typ_pole:
| ’[’ ’]’ typ_pole

















zacatek_definice_funkce: typ_ukazatel_prefix IDENTIFIER ’(’
| STRUKTURA hvezdicky IDENTIFIER ’(’
| STRUCT STRUKTURA hvezdicky IDENTIFIER ’(’
;
definice_funkce: zacatek_definice_funkce parametry ’)’ zacatek_bloku
vice_prikazu konec_bloku
;

















while_cykl: WHILE ’(’ vyraz ’)’ prikaz
;
for_cykl: FOR ’(’ definice_promenne_prirazeni vyraz ’;’
prirazeni_bez_stredniku ’)’ prikaz




do_while_cykl: DO blok_prikazu WHILE ’(’ vyraz ’)’ ’;’
;
if_podminka: IF ’(’ vyraz ’)’ prikaz %prec IFX
| IF ’(’ vyraz ’)’ prikaz ELSE prikaz
;
case: CASE CONSTANT ’:’ vice_prikazu case
| DEFAULT ’:’ vice_prikazu case
| konec_bloku
;





prirazeni_bez_stredniku: promenna ’=’ vyraz
| RETURN vyraz
































| ’(’ vyraz ’)’










| promenna ’.’ IDENTIFIER
| promenna PTR_OP IDENTIFIER
| promenna ’[’ vyraz ’]’
| promenna ’[’ prirazeni_bez_stredniku ’]’
| CONSTANT
;
podminka: vyraz ’>’ vyraz
| vyraz ’<’ vyraz
| vyraz LE_OP vyraz
| vyraz GE_OP vyraz
| vyraz EQ_OP vyraz
| vyraz NE_OP vyraz
| vyraz AND_OP vyraz
| vyraz OR_OP vyraz
;
zacatek_bloku: ’{’
;
konec_bloku: ’}’
;
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