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An inductive construction of minimal codes
Daniele Bartoli, Matteo Bonini, and Burc¸in Gu¨nes¸
Abstract—We provide new families of minimal codes in any
characteristic. Also, an inductive construction of minimal codes
is presented.
Index Terms—Minimal codes; linear codes; secret sharing
schemes.
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I. INTRODUCTION
LET C be a linear code. A codeword c ∈ C is calledminimal if its support (i.e., the set of nonzero coordinates
of c) does not contain the support of any other independent
codeword. That is, c is determined by its support up to a scalar
factor.
Minimal codewords can be used to describe access struc-
tures in linear code-based secret sharing schemes (SSS), see
[19], [20]. A secret sharing scheme is a method to distribute
shares of a secret to each of the participants P in such a way
that only the authorized subsets of P (access structure Γ) could
reconstruct the secret, see [21], [4]. A set of participants A is
said to be a minimal authorized subset if A ∈ Γ and no proper
subset of A belongs to Γ.
In [19], [20] Massey considered the use of linear codes
for realizing a perfect (i.e. all authorized sets of participants
can recover the secret while unauthorized sets of participants
cannot determine any shares of the secret) and ideal (i.e. the
shares of all participants are of the same size as that of the
secret) SSS. It turns out that the access structure of the secret-
sharing scheme corresponding to an [n, k]q-code C is specified
by the support of minimal codewords in C⊥ having 1 as the
first component.
On one hand, minimal codewords are useful for constructing
SSS, but on the other, given an arbitrary linear code C
determining the set of its minimal codewords is a challenging
task, see [3], [10]. Therefore, obtaining the access structures
of SSS that are based on general linear codes is also difficult
and it has been achieved only for specific classes of linear
codes. This lead to the study of linear codes for which every
codeword is minimal; see for instance [8], [22].
These problems gave rise to a new type of linear code,
which has been introduced and investigated in order to utilize
linear codes in SSS. A linear code is said to be minimal if
all its nonzero codewords are minimal. Most of the known
families of minimal codes are in characteristic two. Due
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to their application to secret sharing schemes, the study of
minimal codes has drawn immense attention in recent years.
A useful criterion for a linear code to be minimal is given
by Ashikhmin and Barg in [1].
Lemma I.1. A linear code C over Fq is minimal if
wmin
wmax
>
q − 1
q
, (1)
where wmin and wmax denote the minimum and maximum
nonzero Hamming weights in C, respectively.
Families of minimal linear codes satisfying Condition (1)
have been considered in several papers, e.g. see [7], [12], [14],
[23]. However, Condition (1) does not necessarily hold for
each minimal code. To this end, examples of minimal codes
violating Condition (1) have been constructed in [11], whereas
in [9] the first infinite family of minimal binary codes has
been presented by means of Boolean functions arising from
simplicial complexes. Families of minimal binary and ternary
codes have been constructed; see [16], [13]. Moreover, in [2]
the authors provided examples of minimal codes for each field
of odd characteristic. After that, in [5] minimal codes arising
from cutting blocking sets were presented.
In this paper we construct examples of minimal linear codes
in any characteristic; see Section III. An interesting problem is
to provide constructions of new minimal linear codes from old
ones. In this direction, an example is given by the following
result; see [11, Proposition 5].
Proposition I.2. The product C1 ⊗ C2 of a minimal
[n1, k1, d1]q-code C1 and of a minimal [n2, k2, d2]q-code C2
is a minimal [n1 × n2, k1 × k2, d1 × d2]q-code.
In this paper we also provide inductive construction of
minimal linear codes which satisfy an extra condition.
The weight distribution of a code allows the computation
of the error probability of error detection and correction with
respect to some error detection and error correction algorithms;
see [18] for more details.
II. MINIMAL CODES AND SECRET SHARING SCHEMES
Let C be an [n, k]q-code, that is a k-dimensional linear
subspace of Fnq . The support Supp(c) of a codeword c =
(c1, . . . , cn) ∈ C is the set {i ∈ {1, . . . , n} : ci 6= 0}.
Clearly, the Hamming weight w(c) equals |Supp(c)| for any
codeword c ∈ C.
Definition II.1. [19] A codeword c ∈ C is minimal if it only
covers the codewords λc, with λ ∈ F∗q , that is p
∀ c′ ∈ C =⇒ (Supp(c) ⊂ Supp(c′) =⇒ ∃λ ∈ Fq : c
′ = λc) .
Definition II.2. [15] The code C is minimal if every nonzero
codeword c ∈ C is minimal.
2Let G ∈ Fk×nq be the generator matrix of C with columns
G1, . . . , Gn and suppose that no Gi is the 0-vector. The code
C can be used to construct secret sharing schemes in the
following way. The secret is an element of Fq and the set of
participants P = {P2, . . . , Pn}. The dealer chooses randomly
u = (u1, . . . , uk) ∈ Fkq such that s = u · G1 and computes
the corresponding codeword v = (v1, . . . , vn) = uG. Each
participant Pi, i ≥ 2, receives the share vi. A set of participants
{Pi1 , . . . , Piℓ} determines the secret if and only if G1 is a
linear combination ofGi1 , . . . , Giℓ ; see [19]. There is a one-to-
one correspondence between minimal authorized subsets and
the set of minimal codewords of the dual code C⊥.
III. FIRST CONSTRUCTION
Let q be prime power. Fix an integer t ≥ 2 and consider
the following matrix.
At,q =
 It Bt,q
 , (2)
where It is the identity matrix and Bt,q ∈ Mt×(t
2
)(q−1)(Fq)
is a matrix whose columns are ei+λej , where 1 ≤ i < j ≤ t
and λ ∈ F∗q .
Proposition III.1. Let q ≥ t − 2. Then the lin-
ear code C whose generator matrix is At,q is a[(
t
2
)
(q − 1) + t, t, (t− 1)(q − 1) + 1
]
q
-code.
Proof. Clearly, the length is
(
t
2
)
(q−1)+t and the dimension is
t. Let us consider a codeword ω which is a linear combination
of 1 ≤ s ≤ t rows, say ri1 , . . . , ris , of At,q . Without loss of
generality we may assume that ω has exactly s nonzero entries
among the first t.
Suppose that i < j and i, j ∈ {i1, . . . , is}. Thus, among
the (q− 1) entries corresponding to columns ei +λej exactly
q − 2 are nonvanishing.
Consider now an index i ∈ {i1, . . . , is} and an index j /∈
{i1, . . . , is}. Therefore, all the (q − 1) entries corresponding
to columns ei + λej (or ej + λei) are nonzero. Summing up,
the weight of ω is
w(ω) = ws = s+
(
s
2
)
(q − 2) + s(t− s)(q − 1).
By direct computations we have that
ws − ws−1 = −t+ (t− s)q + 2.
Then the minimum and the maximum are taken for s = 1 and
s = t− 1.
Thus,
wmin = 1 + (t− 1)(q − 1),
wmax = t− 1 +
(
t− 1
2
)
(q − 2) + (t− 1)(q − 1).
Also, the codewords of weight ws are exactly (q − 1)s.
Proposition III.2. The linear code C whose generator matrix
is At,q is a minimal code for which wmin/wmax < (q−1)/q.
Proof. We already saw in Proposition III.1 that minimum and
maximum weight are
wmin = 1 + (t− 1)(q − 1),
wmax = t− 1 +
(
t− 1
2
)
(q − 2) + (t− 1)(q − 1).
and then
wmin
wmax
=
1 + (t− 1)(q − 1)
t− 1 +
(
t−1
2
)
(q − 2) + (t− 1)(q − 1)
=
2
t− 1
×
1 + (t− 1)(q − 1)
(t− 2)(q − 2) + 2q
.
Now we prove that C is minimal. Suppose that Supp(ω) ⊂
Supp(ω′) for some ω, ω′ ∈ C∗ and that ω and ω′ are linear
combinations of ∅ 6= Iω ⊂ {1, . . . , t} and ∅ 6= Iω′ ⊂
{1, . . . , t} rows of At,q . Looking at the first t coordinates of
ω and ω′ one sees immediately that Iω ⊂ Iω′ .
Consider now two rows i ∈ Iω and j ∈ Iω′\Iω. There exists
precisely one entry corresponding to ei + λej (or ej + λei)
for which ω has a nonzero entry whereas ω′ has a zero entry.
This contradicts Supp(ω) ⊂ Supp(ω′). So Iω = Iω′ .
Therefore,
ω = α1ri1 + · · ·+ αsris , ω
′ = β1ri1 + · · ·+ βsris ,
for some αi, βi ∈ F∗q , where rij denotes the ij-th row of
At,q . If s = 1, there is nothing to prove since ω and ω
′ are
proportional.
Suppose s ≥ 2 and consider 1 ≤ n < m ≤ s such that
αn/βn 6= αm/βm.
Among the entries corresponding to ei + λej , the unique
zero in ω and ω′ appears respectively when αn + λαm = 0
and βn + µβm = 0. Since αn/βn 6= αm/βm, λ 6= µ and
therefore Supp(ω) 6⊂ Supp(ω′) and Supp(ω′) 6⊂ Supp(ω), a
contradiction.
This shows that
αi/βi = αj/βj ∀i, j ∈ {1, . . . , s}
and ω, ω′ are proportional. Thus, C is minimal.
Remark III.3. Clearly, if C′ is an [n′ > n, t]q-code whose
generator matrix G′ contains At,q , then C′ is also minimal.
IV. SECOND CONSTRUCTION
Let q be prime power. Fix two integers t ≥ 2 and 2 ≤ k ≤
t− 1 and consider the following matrix.
A˜t,q =
 It B˜t,q
 , (3)
3where It is the identity matrix and B˜t,q ∈ Mt×(tk)(q−1)k−1
(Fq)
is a matrix whose columns are ei1 +
k∑
j=2
λij eij , where 1 ≤
ij < il ≤ t for 1 ≤ j < l ≤ k and λij ∈ F
∗
q .
Proposition IV.1. Let q ≥ t−2. Then the linear codeD whose
generator matrix is A˜t,q is a
[(
t
k
)
(q − 1)k−1 + t, t, d˜
]
q
-code,
where d˜ ≤ 1 +
(
t−1
k−1
)
(q − 1)k−1.
Proof. Clearly, the length is
(
t
k
)
(q − 1)k−1 + t and the
dimension is t. It is readily seen that the first row of the
generator matrix has weight exactly
1 +
(
t− 1
k − 1
)
(q − 1)k−1.
Proposition IV.2. The linear code D whose generator matrix
is A˜t,q is a minimal code.
Proof. Suppose that ω, ω′ ∈ D∗ with Supp(ω) ⊂ Supp(ω′)
and that ω and ω′ are linear combinations of ∅ 6= Iω ⊂
{1, . . . , t} and ∅ 6= Iω′ ⊂ {1, . . . , t} rows of A˜t,q . Looking at
the first t coordinates of ω and ω′ one sees immediately that
Iω ⊂ Iω′ .
Suppose that Iω 6= Iω′ and consider the rows rℓ1 and rℓ2 ,
where ℓ1 ∈ Iω and ℓ2 ∈ Iω′ \ Iω . There exists at least one
entry corresponding to one of the following:
1) eℓ1 + λℓ2eℓ2 +
k∑
j=3
λij eij ,
2) eℓ2 + λℓ1eℓ1 +
k∑
j=3
λij eij ,
3) ei1 + λℓ1eℓ1 + λℓ2eℓ2 +
k∑
j=4
λij eij ,
for some λij ∈ F
∗
q , for which ω has a nonzero entry whereas
ω′ has a zero entry. This contradicts Supp(ω) ⊂ Supp(ω′).
Thus, Iω = Iω′ .
If |Iω| = 1, there is nothing to prove since ω and ω′
are proportional. From now on we consider the case |Iω| =
|Iω′ | = s ≥ 2 and
ω = (α1, . . . , αt)A˜t,q
ω′ = (β1, . . . , βt)A˜t,q,
where αi 6= 0 and βi 6= 0 if and only if i ∈ Iω = Iω′ .
Consider a set J = {i1, . . . , ik} ⊂ {1, . . . , t} such that
|J ∩ Iω | ≥ 2.
The entries corresponding to ei1 +
k∑
j=2
λij eij are
αi1 +
k∑
j=2
λjαij and βi1 +
k∑
j=2
λjβij ,
respectively. Since the vanishing entries of ω and ω′ are at the
same positions, the solutions (in λi) of αi1 +
k∑
j=2
λjαij = 0
and βi1 +
k∑
j=2
λjβij = 0 are the same. This happens only if
(αi)i∈J∩Iω and (βi)i∈J∩Iω are proportional.
Since the above argument holds for any choice of the set J ,
(αi)i∈Iω and (βi)i∈Iω are proportional, that is ω and ω
′ are
proportional. Thus, D is minimal.
The weight distribution of D seems hard to be computed.
Open problem 1. Determine the weight distribution of D.
Now we investigate another class of minimal codes and we
determine its weight distribution.
Theorem IV.3. Let D′ be the code generated by the matrix
As,t = (It|Bs,t),
where Bs,t is a matrix whose columns are all the possible
vectors of Ftq of weight s ≤ t. Let N = t +
(
t
s
)
(q − 1)s.
Denote by ψ(r)
r∑
z=2
(
r
z
)(
t− r
s− z
)
(q − 1)s−z
z−1∑
i=1
(q − 1)i(−1)z−1+i.
Then D′ is minimal and the weight distribution of D′ is
{
N − t+ r − ψ(r) −
(
t− r
s
)
(q − 1)s : r = 0, . . . , s
}
.
Proof. First note that D′ is minimal since As,t contains A˜t,q .
To determine the weight distribution, consider a codeword
w of type (α1, . . . , αt)As,t with (α1, . . . , αt) of weight r.
Among the first t coordinates of w, exactly r are nonzero.
Consider now all the coordinates J of w corresponding to
vectors in 〈ei1 , . . . , eis〉. These vectors are in total (q − 1)
s.
Let z be the size of
I = {ij | αij 6= 0.}
If z = 0, then for each i1, . . . , is we have that αij = 0 and
all the coordinates of w in J are 0. There are precisely
(
t−r
s
)
choices for {i1, . . . , is} in this case.
Consider now the case z > 0. The number of zero
coordinates in J is (q− 1)s−z
z−1∑
i=1
(q− 1)i(−1)z−1+i. In fact,
these zeros correspond to the number of solutions of the linear
homogeneous equation∑
i/∈I
0Xi +
∑
i∈I
αiXi = 0
not satisfying any Xi = 0.
(Clearly, z = 1 gives 0 for
∑z−1
i=1 (q − 1)
i(−1)z−1+i)
Note that for a fixed z > 0, then number of possibilities for
{i1, . . . , is} is
(
r
z
)(
t−r
s−z
)
.
Summing up, we have that the number of zero coordinates
is
t− r + ψ(r) +
(
t− r
s
)
(q − 1)s.
and the claim follows.
4Remark IV.4. Suppose s2 ≤ 3t. Then
(
r+1
z
)(
t−r−1
s−z
)
≥(
r
z
)(
t−r
s−z
)
and so ψ(r + 1) > ψ(r). Therefore, the minimum
weight of D′ is obtained for r = s.
V. A GENERAL CONSTRUCTION
Theorem V.1. Let C be an [n, k]q minimal code with generator
matrix G such that
∀w = (w1, . . . , wn) ∈ C
∗ =⇒ |{wi : i ∈ {1, . . . , n}}| = q.
(4)
Then for any integer s ≥ 1 there exists an [(s + 1)n, s+ k]q
minimal code D satisfying Property (4).
Proof. Without loss of generality we can suppose that G is of
the type (Ik|A) for some A ∈ Mk×n(Fq). Consider the code
D whose generator matrix is G = (G0|G1| · · · |Gs), where
G0 =

0 0 · · · 0 0
0 0 · · · 0 0
...
...
...
...
0 0 · · · 0 0
0 0 · · · 0 0
G

∈ M(s+k)×n(Fq), (5)
Gi =

0 0 · · · 0 0
...
...
...
...
0 0 · · · 0 0
1 1 · · · 1 1
0 0 · · · 0 0
...
...
...
...
0 0 · · · 0 0
G

∈ M(s+k)×n(Fq), (6)
that is the i-th row is 1 and the remaining of the first s rows
of Gi are 0. The dimension and the length of D are s + k
and (s+ 1)n, respectively. It is straightforward to check that
D satisfies Property (4).
We prove now that D is a minimal code. For a codeword
ω = (ω0, ω1, . . . , ωs) ∈ D,
denote by ωj , j = 0, . . . , s, the vector
ωj = (aj,1, . . . , aj,n).
Consider another codeword
ω′ = (ω′0, ω
′
1, . . . , ω
′
s)
with ω′j = (bj,1, . . . , bj,n), j = 0, . . . , s, such that Supp(ω) ⊂
Supp(ω′). Also, let
ω =
s∑
i=1
αiRi +
s+k∑
i=s+1
βiRi,
ω′ =
s∑
i=1
α′iRi +
s+k∑
i=s+1
β′iRi,
where Ri denotes the i-th row of G. Since Supp(ω0) ⊂
Supp(ω′0) and C is minimal, there exists µ ∈ F
∗
q such that
µβi = β
′
i for each i = s+ 1, . . . , s+ k.
Since C satisfies Property (4), there are q distinct coordinates
in ω0. Let i1, . . . , iq ∈ {1, . . . , n} be such that
|{a0,iℓ : 1 ≤ ℓ ≤ q}| = q.
Now for i = 1, . . . , s, we consider
Supp(ω0 + αi1) = Supp(ωi) ⊂ Supp(ω
′
i)
= Supp(ω′0 + α
′
i1)
= Supp(µω0 + α
′
i1).
In particular, there exists a unique ℓ ∈ {1, . . . , q} such that
a0,i
ℓ
+ αi = 0. Since
|{a0,iℓ+αi : 1 ≤ ℓ ≤ q}| = q = |{µa0,iℓ+α
′
i : 1 ≤ ℓ ≤ q}|,
the unique zero among µa0,iℓ + α
′
i, ℓ = 1, . . . , q, must be at
the same position as a0,i
ℓ
+ αi. That is, µa0,i
ℓ
+ α′i = 0 and
therefore α′i = −µa0,iℓ = µαi. This means that ω
′ = µω and
D is minimal.
Corollary V.2. Let q be prime power. Consider F∗q = 〈ξ〉. Fix
an integer t ≥ 2 and consider the following matrix.
A′t,q =

ξ ξ2 · · · ξq−3 ξq−2
0 0 · · · 0 0
At,q 0 0 · · · 0 0
0 0 · · · 0 0
0 0 · · · 0 0
 ,
(7)
where At,q is the matrix defined in (2). The code C′ gener-
ated by A′t,q is a minimal
[(
t
2
)
(q − 1) + t+ q − 2, t
]
q
-code
satisfying Property (4).
Proof. Since the code C generated by At,q is minimal and it is
a subcode of C′, this is also minimal. We only have to check
that Property (4) is satisfied. Let us denote by Ri, i = 1, . . . , t,
the rows of A′t,q .
• Let ω = α1R1. Then
ω = (α1, 0, . . . , 0, ξα1, ξ
2α1, . . . , ξ
q−3α1, ξ
q−2α1)
and Property (4) holds for ω.
• Let ω = αiRi, i > 1. Then the entries corresponding to
e1 + λei are λαi and, therefore, they are all distinct and
nonzero.
• Let ω =
∑
i αiRi, where at least two αi’s are nonzero,
say αℓ and αj . Then the entries corresponding to eℓ+λej
are αℓ+λαj . Combined with the ℓ-th entry of ω (which
is αℓ) all such entries are distinct and Property (4) holds
for ω.
The claim follows from Theorem V.1. Let ω be a codeword
of C′. If it is spanned from s rows of A′t,q distinct from the
first one, its weight is
w(ω) = ws = s+
(
s
2
)
(q − 2) + s(t− s)(q − 1)
5for 1 ≤ s ≤ t − 1. On the other hand, if ω is the linear
combination of the first row and other (s−1) rows, its weight
is
w(ω) = ws = s+
(
s
2
)
(q − 2) + s(t− s)(q − 1) + (q − 1)
for 1 ≤ s ≤ t.
Example V.3. For q odd, let f : Fnq → Fq be the function
introduced in [2], that is,
f(x) =
{
αi, wt(x) = i ≤ k,
0, wt(x) > k,
where n > 3 is an integer, k ∈ {2, . . . , n − 2}, and
{αi}i∈{1,...,k} are (not necessarily distinct) elements of F
∗
q .
Let Cf be the linear code defined as
Cf := {(uf(x) + v · x)x∈Fnq \{0} | u ∈ Fq, v ∈ F
n
q }, (8)
where v · x is the Euclidean inner product between v and x.
For any pair (u, v) ∈ Fq × Fnq , let us denote
c(u, v) := (uf(x) + v · x)x∈Fnq \{0}.
If k ≥ q and {αi : i = 1, . . . , k} = Fq, then Property (4)
is satisfied.
• if u = 0, then c(u, v) = (v · x)x∈Fnq has as components
all the elements of Fq since the scalar product is a linear
function;
• if v = 0, then c(u, v) = (uf(x))x∈Fnq has as components
all the elements of Fq (e.g. they come from the standard
basis of Fnq over Fq);
• otherwise, we show that c(u, v) = (uf(x) + v · x)x∈Fnq
has as components all the elements of Fq: take i such that
vi 6= 0 and consider the vectors βei, where β ∈ Fq. The
components of c(u, v) corresponding to these components
will be uαi+βvi, which will arise all the possible values
of Fq.
Example V.4. Let n = rk, where r, k ∈ N and r, k ≥ 2, be a
positive integer and consider the function, introduced in [5],
gr,k : F
n
q → Fq
gr,k(x1, . . . , xn) :=
k−1∑
j=0
xjr+1xjr+2 · · ·xjr+r .
The code Cgr,k defined in Example V.3 satisfies Property (4).
• if u = 0, then the codeword c(u, v) = (v · x)x∈Fnq has
as components all the elements of Fq since the scalar
product is a linear function.
• if v = 0, then in the codeword c(u, v) = (uf(x))x∈Fnq ,
the entries corresponding to vectors (x1 = 1, . . . , xr−1 =
1, xr ∈ Fq, xr+1 = 0, . . . , xn = 0) assume all the
possible values of Fq.
• if u 6= 0 and v 6= 0, let i be such that vi 6= 0 and consider
the vectors βei, where β ∈ Fq . The components of c(u, v)
corresponding to these vectors are {βvi|β ∈ Fq} = Fq .
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