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1 INTRODUCTION 
 
Recent applications in Human-Computer Interaction 
(HCI) and Computer Vision (CV) are raising a great 
opportunity to improve human life. 
Nowadays, the keyboard, the mouse and remote con-
trols are used as the main interfaces for transferring 
information and commands to computerized equip-
ment (Hassanpour and Shahbahrami 2010). In some 
applications involving three-dimensional informa-
tion, such as visualization, computer games and con-
trol of robots, other interfaces based on trackballs, 
joysticks and data gloves (Garg, Aggarwal et al. 
2009) (Murthy and Jadon 2009) (Chen, Georganas et 
al. 2007) are being used. In our daily life, however, 
humans use vision and hearing as main sources of 
information in an environment. Therefore, one may 
ask to what extent it would be possible to develop 
computerized equipment able to communicate with 
humans in a similar way, by understanding visual 
input. 
Main advantages of using visual input in this context 
are that visual information makes it possible to 
communicate with computerized equipment at a dis-
tance, without the need for physical contact with the 
equipment to be controlled. 
The purpose of this project is to develop a user inter-
face able of extracting user hands position and orien-
tation on each frame, and use that information to 
communicate remotely with a robot. 
Several human-computer applications use skin-color 
as one of the basic features to detect and analyze 
human hands for human-computer or human-robot 
interaction. These applications have different aims 
and different constraints under which the human 
hands must be analyzed. One crucial point, which is 
common to most of these applications, is the accu-
racy of hand segmentation. Due to this important 
fact, it was decided to use a Kinect camera, and take 
advantage of the depth camera module to acquire the 
hand blobs for further processing, eliminating this 
way, one constant problem faced in this kind of ap-
plications being the illumination variation. The blob 
centroid and hand orientation are calculated to take 
control of linear velocity and direction as well as the 
heading direction for the robot. The method has the 
advantage of being robust and easy to use. 
This paper describes the method implemented to 
solve the problem of hand recognition in order to 
achieve remote robot control and presents the soft-
ware developed to prove its feasibility. 
The paper is organized as follows: state of the art on 
related work in section 2, this new approach describ-
ing hand segmentation and detection of orientation 
in section 3, experiments and results of this method 
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are presented in section 4. The discussion of the pro-
posed method is given in section 5, and conclusions 
are given in section 6.  
2 RELATED WORK 
Nowadays, human computer and human robot inter-
action using technology like Microsoft Kinect is giv-
ing its first steps. The solutions are starting to appear 
in many areas, and some examples of it are the work 
carried out at JAHIR - Joint-Action for Humans and 
Industrial Robots - in which a human co-worker is 
tracked using a Microsoft Kinect in a human-robot 
collaborative scenario (Robots)1.  The solution that 
uses a kinect with OpenNI2, is able to track a human 
and automatically send this tracking data to an inter-
face between the Kinect and an industrial robot so 
that it will dynamically avoid contact with that hu-
man being. 
During Health and Wellness Innovation 2011, the 
Microsoft Kinect was also used by Jin Joo Lee (Per-
sonal Robots group at the MIT Media Lab) to ad-
vance her research in modelling the dynamics of so-
cial interaction. The goal is to better understand the 
subtle cues in human-human communication in or-
der to improve human-robot interactions. This pro-
ject applies machine learning and gesture recognition 
algorithms to the motion capture data from the Ki-
nect in order to detect nonverbal cues including 
mimicry and synchronous movement3. 
Another example of hand gesture detection using 
kinect is the work being done at the MIT Computer 
Science and Artificial Intelligence Lab (CSAIL) 
(MIT)4. The project uses ROS (Robot Operating 
System), a set of tools that help software developers 
create robot applications, libfreenect driver and MIT 
developed gesture recognition. 
 
Hand segmentation for gesture recognition is a diffi-
cult task to solve, mainly because of different light-
ing conditions that normal cameras have to adapt to. 
In the proposed approach this kind of problem is 
not a concern, since the kinect depth sensor, that 
consists of an infrared laser projector combined with 
a monochrome CMOS sensor and which captures 
video data in 3D, is not dependent on light and 
therefore works under any light conditions. 
Our focus in the proposed method is to segment 
the obtained depth image to extract the hand coordi-
nates, and calculate movement and heading to re-
motely control a robot.  
                                                 
1  http://www6.in.tum.de/Main/ResearchJahir 
2  OpenNI is available from http://www.openni.org/ 
3    
http://newmed.media.mit.edu/blog/jom/2011/03/29/modeli
ng-dynamics-social-interactions-kinect-better-healthcare 
4  http://www.ros.org/wiki/mit-ros-
pkg/KinectDemos/MinorityReport 
3 OUR APPROACH 
The proposed approach uses the kinect sensor 
system to gather depth information. The depth in-
formation will be used to detect and segment hands 
using two planes that define the minimum and max-
imum thresholds. These thresholds are calculated 
taking into account the closest point to the camera. 
The extracted hand centroid (relative position) is 
then used to control the robot movement as indicated 
in Figure 1and Figure 2. 
. 
 
 
 
Figure 1. Hand movement used to control robot displacement. 
 
 
 
Figure 2. Robot movement relative to hand movement. 
 
Hand rotation is used to control robot heading as 
illustrated in Figure 3 
 
  
 
Figure 3.  Robot heading dependent on hand rotation. 
 
3.1 Hand Segmentation 
In order to segment the hand region, the nearest 
point to the camera is calculated on each frame. For 
each time t, the closest point on the depth image I is 
calculated according to the formula: 
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Using this value, two parallel planes are defined to 
extract the hand binary mask and hand contours 
from the depth image.  
 
  
Algorithm 1 -  Nearest Point  
Given the frame depth array (depth) and the image that is 
going to store the resulting binary mask (thImage) calcu-
late: 
 
Initialize minDistance = depth[0]; 
Initialize nrPixels = imageWidth * imageHeight; 
for i = 0, …, nrPixels 
 if minDistance = 0 and depth[i] > 0 
  minDistance = depth[i]; 
 else if depth[i] > 0 and depth[i] < minDistance 
  minDistance = depth[i]; 
 endif 
end for 
 
Initialize nearThreshold = minDistance – 5; 
Initialize farThreshold = minDistance + 5; 
for i = 0, … , nrPixels 
 if depth[i] > nearThreshold and  
depth[i] < farThreshold 
thImage[i] = 255; 
 else 
thImage[i] = 0; 
 endif 
end for 
  
 
The hand centroid (Equation 1 and 2) is then calcu-
lated, using the OpenCV method findcontours, being 
this value used for the relative hand position. 
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Using this centroid values ( )yx, , an estimated 
value for the new position is calculated using a kal-
man filter (Welch and Bishop 2001) (Press 1979), 
thereby enabling a smoother centroid movement, and 
respectively a smoother robot movement. This 
smoother robot movement not only makes it more 
visibly attractive but also increases the life expec-
tancy of the robot motors. 
The robot direction of movement is calculated ac-
cording to the hand vector angle related to the image 
centre as illustrated in Figure 4 
 
 
Figure 4.  Direction of movement. 
 
 
),(atan2 dydxdirection =  (4) 
 
The vector length represented by the distance be-
tween the image centre and the hand centroid, is then 
used to calculate the robot linear velocity, which is 
proportional to that value according to Equation 5. 
 
6/22 dydxlinearV +=  (5) 
 
where linearV is the linear velocity transmitted to 
the robot and the constant value 6 was learned from 
the experiments to avoid sudden accelerations.  
These values used to control the robot are then sent 
to the robot via a wireless client-server application. 
3.2 Orientation 
Hand orientation (θ) is calculated taking into account 
two vectors: one formed between the hand centroid 
and the farthest point from it, and another, a vector 
parallel to a horizontal line that passes through the 
centre of the image  (Figure 5).  The angle θ is then 
obtained by using the dot product5 between the two 
vectors according to equation 6. 
 
                                                 
5 http://en.wikipedia.org/wiki/Dot_product 
 
 
Figure 5.  Vectors used for robot heading calculation. 
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being ba • the dot product between the two vectors 
and a  the norm of the vector. 
The angle θ is used to control robot heading (left or 
right). 
 
  
Algorithm 2 - Orientation  
Given the hand blob (blob) in the current frame and the 
center of the image (center) do: 
 
Initialize distance = 0.0; 
for i = 0,…,  blob.nrPoints 
If blob.point[i].y < center.y 
v = (blob.point[i].x – center.x, blob.point[i].y – 
center .y); 
endif 
if distance < length(v) 
distance = length(v); 
maxPoint = (blob.point[i].x, blob.point[i].y); 
endif 
end for 
 
a = (maxPoint.x – center.x, maxPoint.y – center.y); 
b = (imageWidth- center.x, 0); 
normalize(a); 
normalize(b); 
theta = angle(a, b); 
 
if theta < 80 
orientation = “Turn right”; 
else if theta > 100 
orientation = “Turn left”; 
else 
orientation = “Forward”; 
endif 
  
4 EXPERIMENTS AND RESULTS 
In order to validate the method, a soccer MSL robot 
from the Minho team was used to carry out a series 
of experiments. 
A computer connected to a Kinect camera grabs 
hand movements and communicates that information 
through Wifi 802.11b to the robot on-board com-
puter (Figure 6). The robot motion speed transmitted 
to the robot is proportional to the vector length that 
connects the hand centroid to the image centre point, 
and hand orientation gives us robot heading direc-
tion. 
 
 
Figure 6. Computer with kinect for remote robot control. 
 
 
The human-robot interface (Figure 7 ) was devel-
oped using the C++ language, Code::Blocks6 IDE 
and the Openframeworks7 toolkit with 
OpenCV8(Bradski and Kaehler 2008) and libfree-
nect9 under Ubuntu. OpenCV is used for vision, and 
libfreenect is used to interface with the kinect sensor 
unit. The computer used was a conventional note-
book, with a 2GHz Core 2 Duo Processor. 
The vision system operates at approximately 30 fps. 
It takes 4 ms to calculate the near point for segmen-
tation, and takes around about 1 ms to detect the 
hand blob (Figure 7) 
The communication with the robot is carried out 
through WiFi, and transmission speed is dependent 
on the network conditions. 
Several scenarios were tried, with and without ob-
stacles to test the easiness of robot driving. The loca-
tions chosen were all indoor environments since 
hand segmentation was not a problem with the use 
of a kinect depth sensor system. The obtained results 
were very good for the problem in hands. 
The first contact with the software was a little bit 
strange, since all the users trying the system had no 
previous experience with this kind of situation – 
driving a robot with the hand – which led to comic 
results. After a while, everyone who has experienced 
it became confident, and everything started becom-
ing more natural. 
                                                 
6  Code::Blocks is available from http://www.codeblocks.org/ 
7  Openframeworks is available from 
http://www.openframeworks.cc/ 
8  OpenCV is available from 
http://opencv.willowgarage.com/wiki/ 
9  libfreenect is available from http://www.openkinect.org 
5 DISCUSSION 
The proposed method consists of a new way to 
control a robot with a non contact method using the 
user hand, based on a Kinect sensor system to facili-
tate the extraction of useful information. It uses hand 
blobs and its centroids to calculate displacement, di-
rection of movement from a starting point, and robot 
heading direction is given by the hand rotation rela-
tive to the vertical position. 
One major advantage of this method consists on 
its simplicity of learning and usage, and proves to be 
very user friendly. Also, the use of inexpensive 
hardware makes it a solution that can easily be ap-
plied to many other applications where human-
computer interface can improve the quality of human 
life. 
6 CONCLUSIONS 
This paper presented a method able of remotely con-
trol the navigation of a robot using a kinect sensor 
system.  One of the main advantages of the method 
is its robustness to light variations, since with the 
depth camera model there is no need to worry about. 
Another advantage is the ability to control the robot 
without wearing any kind of device, using only hand 
movements and a kinect sensor system which stands 
still on top of a table. The kind of hardware used is 
accessible, making this solution very attractive. 
The availability of open source tools to develop 
applications for this type of hardware is a very im-
portant aspect to take into account. These open 
source tools are quickly becoming widely used. 
This type of solution is easily adapted to robotics 
in general and is very useful in most kinds of situa-
tions. The implemented solution leads to a very fast 
algorithm, being able to be used in real-time sys-
tems. 
There is however one disadvantage with the ki-
nect sensor system, that has to do with the minimum 
distance required to operate with (approximately 0.5 
m). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Camera image with user hand being detected. 
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