The Composite Grid Atomistic Continuum Method (CACM), a method to couple continuum and atomistic models is proposed in a three dimensional setting. In this method, atomistic analysis is used only at places where it is needed in order to capture the intrinsically non-linear/non-local behavior of the material at the atomic scale, while continuum analysis is used elsewhere for efficiency. The atomistic model is defined on a separate grid that overlaps the continuum in selected regions. The atomistic and the smallest scale continuum model are connected by appropriately defined operators. The continuum model provides boundary conditions to the discrete model while the atomistic model returns correcting eigenstrains. The adaptive selection of the spatial regions where the atomistic correction is needed is made based on error indicators developed to capture the non-linearity and non-locality modeling errors. The method is applied to represent dislocation nucleation from crack tips and nanoindentation in aluminum.
Introduction
The macroscopic scale behavior of a material is governed by processes that occur on finer length and time scales. Therefore, accurate representation of larger scale behavior requires capturing the multiphysics behavior on multiple intermediate scales, from the atomic to the system level.
This endeavor faces several barriers. The macro-scale deformation which is typically represented by continuum models, is usually incompatible with the deformation modes of a discrete system. The interactions at the atomic scale are defined by interatomic potentials, functions that express the energy of an atom in terms of the local system structure. All material properties follow from the potential used. At the atomic scale the mechanical behavior is non-linear and intrinsically non-local. Non-linear continuum models are used on a regular basis and non-local models may be defined and used in the continuum sense [1] . However, the calibration of these higher order continuum models on the lattice response is not always straightforward or possible [2] . This complexity can be avoided by directly using discrete models over portions of the domain where the lower order constitutive models are not acceptable [3] - [4] .
One of the important features of discrete models which is difficult to be captured by continuum models stems from the non-convexity of the potential of the system of atoms. This function has a complicated shape in the 3N dimensional space, where N is the number of atoms in the system. The potential surface has numerous minima which renders the solution of the discrete model nonunique. An example is the recovery of the geometry and energy of the lattice after a dislocation swipes across the model. By contrast, the energy of the continuum is usually a convex function of the degrees of freedom of the model with a unique minimum.
Fully fine scale modeling of deformation processes is not practical because of the massive computational resources that would be required. An alternative is to perform fine scale modeling only where needed, at those places where the continuum does not represent the mechanical behavior properly, for instance, close to dislocation cores, at crack tips, surfaces and interfaces, etc. The enhancement of the continuum solution with information from underlying discrete models may be performed by using embedded and sequential schemes. In sequential schemes, the gross output (statistical averages) of a scale is input into the upper scale, while in embedded schemes, the various scales are coupled explicitly in a single multiscale model.
The most used methods to couple discrete and continuum models are sequential. An example from this class is the calibration of various continuum model parameters, such as stiffness, diffusion coefficient, thermal conductivity, etc, based on the discrete model response determined in separate discrete simulations [5] . Another example is the calibration of crystal plasticity phenomenological rules based on discrete dislocation dynamics simulations [6] . Various representative volume element-based techniques belong to this class. In these methods, the constitutive behavior of the continuum is defined by the response of an underlying discrete simulation performed with the boundary conditions imposed by the continuum. This method is similar to the multiscale continuum models commonly used to represent the behavior of heterogeneous materials [7] . However, the definition of a representative volume element (RVE) may be difficult in some situations, while prescribing boundary conditions for the RVE is often ambiguous.
The embedded schemes relieve some of these difficulties. In embedded schemes, the system is represented as a whole, with both continuum and discrete models being used simultaneously. The discrete model is used at sites where higher accuracy is desired or where the continuum is unable to capture the actual physics. This type of coupling removes the ambiguity regarding the boundary conditions to be used for the discrete model, as they are naturally derived from the continuum coarser scale. All methods belonging to this category face the problem of matching the two scales in the transition zone where the finer scale meets (or overlaps) the coarse scale. In the transition zone it is usually required that the discretization on the coarse grid is refined down to the atomic scale [3] , [8] - [10] . Another drawback of these methods is that the continuum is not simply connected, as "cuts" are introduced in those zones where a discrete model is used. This limitation is important if adaptivity is sought (see [4] , [9] - [10] and the references therein).
To optimize the simulation process it is essential that the atomistic analysis is used only at the places where required for accuracy of the solution while, at the same time, the atomistic region remains as small as possible for efficiency. This requires the development of adaptive methods based on error indicators to automatically select the sites and size of the atomistic regions within the domain [4] .
A new method, the Composite Grid Atomistic Continuum Method, is proposed here to couple the atomistic analysis with the continuum analysis in a 3-dimensional setting. In this method atomistic regions are overlaid on the continuum region at the places of high field gradients or where the non-linear and non-local behavior of the lattice is important. Since this method uses an overlaid grid, it eases the difficulty of matching atomistic and continuum grids and the implementation of an adaptive procedure. This method can be generalized to a multiscale environment in which the discrete scales are coupled with multiple continuum scales. In the current implementation the continuum is discretized using finite elements. The necessity of correcting the solution by including a discrete grid is determined based on appropriate error indicators. In these regions a discrete model is used on a finer grid with the discrete and smallest scale continuum grids connected using appropriate operators. The discrete grid receives displacement boundary conditions from the continuum grid and returns corrective eigenstrains. The adaptive selection of the spatial regions where the atomistic correction is needed is made based on error indicators developed to detect modeling errors.
In the next Section the Composite Grid Atomistic Continuum Method is described. In Section 3 numerical examples that illustrate the method are presented. The method is then extended to an adaptive setting in Section 4. The modeling error indicators on which the adaptivity is based are described in Section 4 and the adaptive algorithm for automated selection of the atomisitic region within the domain is presented. In Section 5 numerical examples that demonstrate the adaptivity capability are discussed.
The methodology
A general methodology for coupling atomic and continuum levels based on an embedded scheme is introduced in this section. In the proposed method the system of interest is subdivided into various levels which are embedded into each other as shown in Figure 1 . In general the levels may have different models and/or levels of discretization. A fine scale model or the same model with a finer resolution is used while going down the cycle therefore enriching the representation. To link two successive levels, a proper linking operator has to be designed. The operator linking a coarse level with a fine level is referred to as the Coarse To Fine Scale linking operator (C2F), while the operator performing the reverse operation is referred to as the Fine To Coarse Scale linking operator (F2C).
In Composite Grid Atomistic Continuum Method the finer level is overlapped on the coarser level only at places where the finer level is required. This approach has the following advantages:
(a) Accuracy: The finer scale improves the accuracy of the obtained solution.
(b) Overlaid grids: This approach removes the requirement of matching refinement levels on the coarse and fine grids. Furthermore, the coarse grid does not need to be artificially made multiply connected in order to include the finer model (no "cut-out" is necessary). This leads to more effective applications of adaptive modifications of the grids at various levels.
(c) Not completely a new setting: This method has the advantage of utilizing already developed and well established procedures for solving the atomistic and continuum level problems, respectively. The new method integrates these procedures in a modular code.
In this work the focus is on linking continuum and discrete models. Linking all other continuum levels that represent larger scales may be performed using various available techniques, e.g. [11] . In the following sub-sections, the general setting is introduced followed by the description of the Composite Grid Atomistic Continuum Method, and the definition of the operators used. For the present discussion it is assumed that the lattice is in equilibrium, at zero Kelvin. Since the atomic vibrations are not included in the model, only the spatial scale linking between the continuum and discrete levels is performed. Atomic vibrations (finite temperatures) may be included in the model in a statistical sense as in [12] , with no significant modifications to the basic procedure described below (Section 6).
The setting
Let the system consist of multiple spatial levels with the finer levels occupying smaller domains then the coarser levels, such that, G 0 < G 1 < ... < G l−1 < G l < ..., as shown in Figure 1 , where G l denotes the grid at level l with l = 0 corresponding to the finest model, i.e. G 0 = A. The objective is to solve the problem at level l = l max . The solution at the highest level l max depends on the solution at a lower level l max − 1, which in turn depends on the solution at l max − 2, and so forth. Hence, to reach the desired solution, all the lower levels l < l max must be linked.
To connect the different levels l = 0, 1, 2..., while going down from the coarse to the fine level, the Coarse To Fine Scale linking (C2F) operator is defined as follows,
The C2F operator is a mapping from the coarse grid G l into the fine grid G l−1 . The Fine To Coarse Scale linking (F2C) operator which maps the fine grid G l−1 functions into the coarse grid G l functions is described as:
To link two successive levels, the C2F and the F2C operators needs to be defined.
The Composite Grid Atomistic Continuum Method (CACM)
In this section the two operators, C2F and F2C, that link the smallest scale continuum level with the atomistic level are given, followed by a description of the continuum and the atomistic models considered. Let G 1 denote the continuum level of interest and A ≡ G 0 denote the atomistic level, as shown in Figure 2 . Let u
i be the solution of the problem on the continuum grid G 1 , which is the actual domain of interest, and u A i be the solution on the underlying atomistic grid A. The atomistic grid is overlaid in regions, e.g. at the crack tip, where the continuum model does not accurately represent the solution of the actual problem of interest. Let Ω I be the region occupied by a cluster of atoms C I which is refered to as the interior atoms, Ω B be the region surrounding Ω I , and let C B be the cluster of atoms in Ω B which is refered to as the pad atoms as shown in Figure 2 . Ω I , and Ω B is the region of grid B where Ω I , and Ω B of grid A overlaps the continuum grid. The C2F operator for the proposed method CACM which maps the continuum level G 1 solution to the atomistic level A is then defined as:
is the displacement field obtained from the solution at the level G 1 . This operation sets up the boundary condition based on the continuum solution for the atomistic analysis by prescribing the displacement for the pad atoms C B . In the case where the solution at the continuum level is obtained using the pth order finite element method, the operator used here is the pth order
Pad atoms Interior atoms piecewise interpolation over the finite element(s) containing point x. The F2C operator for CACM maps the atomic level A solution to the continuum level G 1 , and is defined as
whereũ A i is the displacement field obtained by post-processing the displacements u A,p i (x p ) of the atoms. This sets up the correction of the continuum solution in region Ω I . Since the solution at the atomistic level is discrete, i.e. the displacements obtained from the atomistic solution are defined only at the locations of the atoms, a continuous representationũ A i (x) of the field is created by post-processing the displacements of the atoms.
In the present implementation the post-processing is performed using a weighted average scheme. Let R c be the cut-off radius of the interatomic potential, and C Rc be the cluster of atoms within the distance R c from the point x where the displacement is computed. The post-processed displacement u A i (x) at point x within region Ω I is then given bỹ
where w(r p ) is a weighting function defined by
with r p being the distance between point x and the position x p of an atom p. Various other postprocessing schemes may be used, such as interpolation, least-squares fitting etc. Such operators may be found in the literature related to data fitting through a large set of scattered data points (see [13] - [14] and the references therein).
For the purpose of illustration of the proposed method, an anisotropic linear elasticity model was used for the continuum. This model is solved using the finite elment method. The discrete model is represented in the atomistic sense using an interatomic potential. The details of the two models are discussed next.
The continuum model: Let the governing equations for the continuum model be
where σ ij = C ijkl kl are the components of the stress tensor; kl = (u
l,k )/2 are the components of the strain tensor (small deformations), and C ijkl is the stiffness tensor. With prescribed displacementsū i on Γ D , and tractions
The variational formulation of (7)- (8) is given by Find u
where B(u
is the bilinear form and
is the linear form. Let u
be the finite element solution of u
obtained by solving the following discrete variational problem:
Here
is the space of the finite element functions spanned by piecewise polynomials of degree p defined over a spatial discretization of G 1 by conforming finite elements. Details of the variational formulation and its finite element approximation are given in [15] .
Remark: The selection of the method used for the solution of the continuum level is independent of the proposed CACM.
be the total energy of all N atoms in the discrete region(s), with Π p being the energy of atom p. x p denotes the atomic positions. Solving the discrete model reduces to finding the minimum of the internal energy (13) with respect to the position of the atoms (the degrees of freedom of the discrete system), Π min = min
with the condition u
where u A,q i (x q ) denotes the displacement of atom q, andū q i (x q ) is the prescibed displacement of atom q ∈ C B at position x q .
Remark: The selection of the method to solve the atomistic problem is independent of the proposed CACM. The minimum energy configuration may be found, for instance, by molecular statics (functional minimization) or by a Monte Carlo procedure [16] .
Based on the description of the continuum model, the atomistic model and the operators, the algorithm for the Composite Grid Atomistic Continuum Method is stated as follows:
Step 1. Solve the continuum model problem (12) on G 1 .
Step 2. P G 1 A : G 1 → A (C2F: Sets up the boundary condition for the atomistic analysis)
Step 3. Solve the atomistic model problem (14)- (15) on A with the condition
Step 4. R AG 1 : A → G 1 (F2C: Sets up the correction of the continuum solution)
Step 5. Re-solve the continuum model problem (12) on G 1 with the additional condition
Hence, in CACM, the continuum model is solved first, then the C2F operator sets the displacement boundary condition for the atomistic analysis (i.e the displacement for the pads atoms) based on the continuum level solution. The atomistic model is then solved, and its solution is imposed through the F2C operation as a correction to the continuum in region Ω I , i.e where the interior atoms overlaps the continuum region. The continuum is solved again with the corrective eigenstrains imposed.
Remark: It is noted that in the proposed method, rather than minimizing a single functional for the coupled scale system [3] - [4] , the solution at each level is obtained separately with meaningful boundary conditions derived from the other level. This alternative is selected for efficiency. The small scale model is intrinsically non-linear. In regions where fields and their gradients are small, a linearized approximation is usually considered satisfactory. By solving the two problems separately, the non-linearity of the small scales does not pollute the whole problem allowing for an efficient solution of the large scale problem. The uniqueness of the global solution is insured by the scale linking operators. Similar ideas are used in other numerical schemes (see [17] - [19] and references therein).
Numerical examples for CACM
In this section two numerical examples are presented in order to demonstrate the coupling of the continuum with the atomistic model using CACM. The computations are performed in a 3D setting, however, for the purpose of illustration and verification, the problems chosen are self-similar in loading and geometry in one of the directions and therefore 2D-like.
The material considered in these examples is aluminium. The elastic constants for aluminium areC 11 = 1.181M bar,C 12 = 0.623M bar, andC 44 = 0.367M bar in the principal crystallographic axes. All symmetries of the cubic crystal apply.C pq are the elastic constants C ijkl written in the reduced indicial notation taking into account of the symmetries of C ijkl [15] .
An embedded-atom potential is used to represent the energetics of the material in the atomistic region. The total internal energy of all the atoms p ∈ C I is given by
where r pq is the distance between atoms p with position vector r p and q with position vector r q
ρ p is the electron density at atom p U p is the embedding energy representing the interaction of atom p ∈ C I with the electron cloud of density ρ p (r pq ), Φ p (r pq ) is the pair interaction energy for atoms p and q Φ p (r pq ) is modelled as a pairwise interaction over all nuclei
where p are the interior atoms, and q are the atoms within the cut-off radius from the position of atom p, φ pq is a pairwise interaction potential between atoms p, and q. The electron density at atom p is approximated as the superposition of the electron densities due to the surrounding atoms at the location of p
where f q is the electron density generated by atom q at a distance r pq . The embedded atom potential used here was developed by Ercolessi and Adams [20] by fitting to a large database of ab-initio interatomic forces and measured material properties. Note that the width of the pad region should be at least twice the cut-off radius R c of the potential in order to provide a complete set of neighbors for the atoms in C I . The minimization of the total internal energy with respect to the positions of atoms, x 1 , x 2 , ..., x N , is performed using a conjugate gradient minimizer from the Harwell library [21] .
Example 3.1: Figure 3a shows an aluminium block under uniaxial tensile load discretized using finite elements and overlaid with an atomic grid in the middle. Figure 3b shows the plot of the displacement in the loading direction obtained using continuum analysis, and the coupled analysis. It also shows the solution for the case where the coupling is deliberately blocked. The atomic region in the middle of the block acts as a rigid body in the case when there is no information transfer between the continuum and atomistic levels and the displacement in that region is zero. On the other hand, when the coupling is effective, the solution obtained by CACM closely matches the linear elasticity solution. (b) Plots of solutions of the continuum analysis, the coupled analysis using CACM, and the case in which there is no coupling between the two models. Figure 4a shows an aluminum plate containing a crack discretized using finite elements and overlaid with an atomistic grid at the crack tip. The crystallographic orientation is shown in Figure 4a . The crack orientation is selected to favor dislocation nucleation from the tip rather than brittle crack propagation. The Mode I crack solution
Example 3.2:
where k = 3 − 4ν, ν being the Poisson ratio, was imposed as displacement boundary condition for the continuum problem, u
K is the ratio of stress-intensity factor and shear modulus. The plate is loaded by incrementally increasing K. Figures 4b and c show the zoomed-in view of the atomistic region near the crack tip as obtained with CACM for the steps corresponding to K = 1.0 √Å , and K = 1.5 √Å , respectively. In Figure 4b , dislocations are seen to nucleate from the tip and glide along their glide planes, as expected. This solution is compared with that obtained from a fully atomistic model of size four times larger than that of the atomistic grid in Figure 4 . The same Mode I crack solution was imposed as the boundary condition for the fully atomistic simulation
Figures 4d and e show the atomic configuration obtained from this model at the same spatial region near the crack as in Figures 4b and c and corresponding to the same load increment. The comparison of the two sets of data shows that the results obtained using CACM and from the fully atomistic simulation are similar. Defects nucleate from the tip at the same load level (K = 1.0 √Å ) and propagate in a similar manner, which demonstrates the effectiveness of the coupling.
In this simulation, for testing and visualization purposes, the model is kept thin and periodic boundary conditions are used in the direction along the crack tip. Therefore, the dislocations nucleating from the tip are forced to have straight dislocation lines parallel to the crack tip. This leads to an anomaly in the dislocation pattern forming in front of the tip: Lomer locks are created by the reaction of the trailing partials of two edge dislocations moving on radial glide planes away from the tip. This structure is sessile and, due to the symmetry of the field, would not move or break as the stress increases. At higher levels of stress, other dislocations moving in the backward direction nucleate. It is expected that if the model size increases in the third direction, dislocation loops would nucleate from the tip allowing for the formation of a realistic defect structure.
Adaptive CACM (ACACM)
To optimize the method it is essential that the atomistic analysis is used only at those places where required for accuracy of the solution. At the same time the atomistic region should remain as small as possible for efficiency. The location and the size of the atomistic region must change during a simulation as defects nucleate and propagate. It is essential to automate the process of selecting the sites and size of the atomistic region(s) within the domain. In this section an adaptive version of the CACM (ACACM) is described. The adaptive process is driven by error indicators designed to capture the modeling error introduced by the use of the continuum model. These indicators control the size of the atomistic region. The modeling error indicators reflect the following three characteristics of the solution:
(a) Non linearity (η N on−Lin ): The non-linearity error originates from the fact that the material behavior of the discrete system in the elastic domain is intrinsically non-linear, while linear elasticity is used as the constitutive model for the continuum. The error is related to the magnitude of the strain. The indicator used here is based on comparing the first order (quadratic) term in the strain energy expansion with the higher order terms of the expansion. Let E be the strain energy, which is expanded in series with respect to the strains ij as
where C ij , C ijkl ≡ C ijkl , and C ijklmn are the zeroth, first, and second order elastic constants. By definition, for the continuum C ij ≡ 0, which represents the condition of vanishing stress in a undeformed perfect lattice. Neglecting the third and higher order terms, the error in strain energy due to the consideration of the first order term only is given by
and the relative error can then be written as
Since the exact strain energy E is not known it is approximated by
[001]
[112] -S l i p P l a n e ( 1 1 1 ) [110] - with which the non-linearity error indicator over a sub-domain τ is defined as
The higher order elastic constants used in the error indicator are determined such that they are compatible with the potential used. To this end, a series of separate atomistic simulations are performed in which a block of atoms is deformed homogeneously uniaxially and multiaxially. The stresses derived from (25) is fitted (first 3 terms only) to the stress-strain curves obtained from these separate atomistic simulations. The second order constants that need to be determined for a cubic lattice are [22] :
whereC pqr are the elastic constants C ijklmn written in the reduced index notation. To evaluate the constantC 111 , for example, the lattice is deformed by imposing a strain 11 and the stress is computed using the virial formula [5] and based on the potential employed for the atomistic analysis. Since all other strains are zero, the stress σ 11 is given by
which provides an equation forC 111 . The other second order constants may be determined in a similar manner by applying different strain states.
(b) Non locality (η N on−Loc ): Stress production in the lattice is intrinsically non-local. The stress tensor at the location of an atom (e.g. computed using the virial formula) depends on the position (and displacement) of neighboring atoms located at some distance from the representative atom. Therefore, the stress at the location of that atom is determined by the strain in a spherical neighborhood of it of radius R c . On the other hand, the continuum constitutive description is, in most cases, local. The stress at a point depends on the strain at that point only. Although non-local constitutive formulations may be used in the continuum which, if calibrated based on the atomistic response, would eliminate in part this error, they add a computational burden that may not be always worthy of consideration. In the present formulation in which the simplest possible model is selected for the continuum, the non-local nature of the stress in the discrete region leads to a discrepancy with respect to the continuum which must be corrected. If the stress field has no gradients, the non-local stress becomes equal to the local one. The non-locality error is important only where the field varies significantly on a length scale comparable with R c . Such situations are encountered, for example, close to crystal defect cores, at interfaces and crack tips. A constant stress field corresponds to a displacement field with zero second derivatives. For the purpose of evaluating the non-local influence, one could consider estimates of the local second derivatives or consider the difference in the first derivatives of the displacement field over the local length scale, R c as an approximation to the second derivative. Although this appears to be a reasonable straightforward process, there is an inherent assumption that the displacement field being examined is sufficiently smooth. Since the finite element field is only C 0 between elements, the first derivatives have finite jumps and the second derivatives are undefined on element boundaries. There are a number of alternatives available to increase the order of continuity of the displacement fields or evaluate specific order derivatives of the displacements. A number of procedures have been developed to determine C 0 derivative fields (see [23] for a summary of several of them). One such procedure that has been found highly effective in discretization error estimation is the patch recovery technique [24] . Methods to calculate estimates of the second derivatives have been developed and range from variational-based methods [25] to Green's identity-based methods [26] .
Since the patch recovery technique is already being used as part of the adaptive mesh discretization error control process, a first estimate of the influence of non-locality is based on looking how much the recovered C 0 derivative fields vary over the length scale associated with R c . One of the main objectives of the present method is to avoid mesh refinement in the continuum down to the scale of the interatomic spacing. Therefore, the field gradients where the continuum mesh is used must be small enough such that the fields do not vary over the volume of an element more than a certain threshold. If the same tolerance is used as in the non-locality error indicator, the mesh discretization criterion supersedes the non-locality criterion. Hence, assuming that the mesh is not fully refined it is sufficient to use just the mesh discretization criterion to determine the non-locality. A similar non-locality error indicator was used in [4] .
(c) Non-convexity (η N on−Con ): The energy of the lattice is a non-convex function in the 3N dimensional space of the degrees of freedom of all N atoms in the system. Therefore, stable lattice equilibrium may be reached in numerous configurations. The most frequently encountered non-convexity problem in lattices is associated with the motion of atoms (displacements) by multiples of the lattice spacing. In such cases, the energy of the discrete system does not change. A continuum model on the other hand, would lead in general to a non-zero strain energy density for a non-vanishing displacement field. In embedded methods in which the discrete and continuum descriptions are used simultaneously, the continuum needs to be informed about this discrepancy and its strain energy should be brought in agreement with that of the discrete system. An example in which such correction is needed is the recovery of the lattice (structure and energy) after a dislocation glides by along a glide plane. If the dislocation motion were represented in the continuum sense, this operation would leave behind a narrow region of thickness equal to the interplanar distance d in which a large strain energy corresponding to a residual shear strain of magnitude b/d is stored (b is the Burgers vector). Specialized indicators are needed to instruct the continuum model to treat such deformation as an eigenstrain. In the examples discussed in this article the defects that nucleate from stress concentration sites do not leave the discrete region and therefore, the correction for non-convexity is not required. This indicator is currently being developed and will be reported in an upcoming article.
Let Λ N on−Lin denote the region where the non-linearity error is higher than a user defined tolerance T ol N on−Lin : where T ol N on−Loc , and T ol N on−Con are user defined tolerances for the non-locality and nonconvexity criterion. The atomistic region Ω I is then determined as the union of the three domains:
Remark: When the continuum model is solved using the finite element method, the indicators are computed for each finite element. Hence, the sub-domains τ in (29) are the volumes of the finite elements. In that case Λ N on−Lin , Λ N on−Loc , and Λ N on−Con denote groups of finite elements for which (32) and (33) are fulfilled.
Based on the CACM and the error indicators described above the Adaptive Composite Grid Atomistic Continuum Method (ACACM) which automates the process of determining the atomistic region within the continuum can then be described as follows:
Step 1. Solve the continuum model problem on G 1 .
Step 2: Compute the indicators η N on−Lin , η N on−Loc , and η N on−Con for all the elements in the mesh. Determine the atomistic region Ω I based on (32)-(34).
Step 3.
Step 4. Solve the atomistic model problem
Step 5. R AG 1 : A → G 1
Step 6. Resolve the continuum model problem on G 1
Numerical examples for ACACM
In this section numerical examples are given to demonstrate the adaptive version of the proposed method. As in the case discussed in Section 3, aluminium is the material of choice for these examples. The simulations are performed in a 3-dimensional setting, but the problem has a 2D character.
Example 5.1: A setting similar to that in Example 3.2 is considered here. However, in this case the location and size of the atomistic region are not pre-defined, rather are selected adaptively. At the beginning of the simulation, the model is purely continuum. As the crack is loaded, large strains and field gradients appear at the crack tip. The model is adaptively updated by overlaying an atomistic region at locations determined by the error indicators. The indicators are computed in each finite element based on the continuum field quantities. As stated above, the non-convexity error indicator is not used in these simulations.
Figures 5a, b and c show the deformed continuum model and atomistic grid at several load increments defined by K = 0.2, 1.4, and 2.0 √Å , respectively. Figures 5d, e and f show the enlarged view of the atomistic region at the crack tip. The size of the discrete region is small at small loads and increases with increasing K. Note that the characteristic dimension of the continuum mesh is much larger than the interatomic distance. The discrete region in Figure 5a is mandated by the large strains and strain gradients at the crack tip. In Figure 5b and c, the nucleation of dislocations from the crack tip as well as a more intense crack tip field require a larger discrete region. The discrete region extends in the direction in which dislocations move on their respective glide planes, as expected. Dislocation nucleation is observed at exactly the same value of K = 1.0 √Å , as in Example 3.2 and in the purely atomistic larger scale simulation.
Example 5.2:
The simulation of a nano-indentation process is considered next. The model consists of a block of Al indented by a rigid indenter. The effect of the indenter is imposed as a displacement boundary condition on the body. The crystallographic orientation of the sample is chosen such to favor dislocation nucleation from the stress concentration sites at the corners of the indenter. The <111> direction is horizontal in the figures, while the indentation direction is <110>. Figure 6 shows the model at various stages of indentation. The atomistic region is adaptively overlayed on the continuum. Figure 6a , b, and c correspond to 1.0, 8.0 and 15.0Å indentation depth, respectively. The displacement in the indentation direction is uniform across the indenter front. Figures 6e, f and g show the magnified views of the atomistic region corresponding to each step. As the indenter is pushed in, edge dislocations nucleate from the edges of the indenter, as expected in this geometric configuration. The defects propagate into the material and the adaptive procedure extends the atomistic region accordingly. At large indentation levels, incipient twinning is observed right under the indenter.
The adaptive procedure overlays the atomistic region on the continuum only where needed and reduces the computational cost compared to a fully atomistic simulation. In Example 5.1, in the adaptive simulation, the initial model had only 2996 degrees of freedom, which increased as the atomistic region grew in size due to the nucleation of dislocations as the simulation progressed (14710 dofs for K = 1.0 √Å , 115242 for K = 2.6 √Å ). If the adaptive procedure is not used, a fully discrete model for the entire domain (shown in Figure 5a ) have to be used for every step of the simulation even though a fully discrete representation of the entire domain is not required at every step. A fully discrete model of the entire domain shown in Figure 5a has 216750 degrees of freedom. Since the atomistic model is non-linear, this dramatically increase the computational cost. For example, the fully atomistic simulation in Example 3.2 was 12 times computationally more expensive than the simulation performed using ACACM in Example 5.1.
Summary and conclusions
A composite grid method for coupling atomistic and continuum models was presented. The continuum is represented by finite elements, while the atomistic problem is solved by lattice statics. The discrete region overlays the continuum in regions where higher accuracy is needed. Operators to couple the two levels were defined. The coarse to fine scale operator transfers the continuum displacement to the discrete grid and imposes the boundary conditions for the solution of the atomistic problem. The fine to coarse operator returns corrective eigenstrains to the continuum. The solution is searched over two separate phase spaces, one corresponding to the discrete and one to the continuum problem, and uniqueness of the solution is insured by the scale linking operators and the iterative procedure. The method was shown to provide results similar with those obtained from large scale purely atomistic simulations of the same problem.
An adaptive version of the method was developed in which the size and location of the discrete region are selected based on error indicators. These correct the non-linearity error, associated with the magnitude of the strains, and the non-locality error, associated with the magnitude of the strain gradients. A further error indicator correcting the non-convexity error is defined without being used in the examples discussed. The adaptive method was applied to the analysis of defect nucleation from a crack tip and that of nanoindentation with substantial reductions of the number of degree of freedom required. The advantages of the present method are: the atomistic model is used where needed to correct the continuum solution therefore improving its accuracy, the procedure is adaptive, the discrete grid is an overlay to the continuum model which eliminates the need of cuts being made in the continuum in order to accommodate the atomistic patch, the continuum mesh does need to be refined down to the interatomic length scale, and the implementation makes use of existing established techniques for solving the continuum and the atomistic regions and allows for their integration in a selfconsistent framework.
The current method and implementation allow for lattice statics calculations only, corresponding to a temperature of 0K, represent only a single physical phenomenon, i.e. the deformation field, and are still to be proved on the simulation of a large number of defects and discrete regions evolving simultaneously. Work on extending the method to finite temperatures and to multiple physical phenomena as well as on considering fully 3D large scale models is underway.
