



Чи можуть комп’ютери, що виконують вiдповiдну програму, ми-
слити, мати суб’єктивнi переживання, усвiдомлювати тощо? Аргумен-
тацiя, що проливає свiтло на це питання, важлива як з точки зору фi-
лософського осмислення сучасних проблем штучного iнтелекту, так i з
точки зору загальної, вiчної фiлософської проблеми розумiння приро-
ди свiдомостi, її вiдношення до фiзичної реальностi (матерiї). В ака-
демiчнiй фiлософiї аналiтичної традицiї (що переважає в англомов-
них країнах), де фiлософiя свiдомостi в останнi десятилiття стала цен-
тральною, «комп’ютерний» аспект проблеми широко обговорюється. З
одного боку, багато прибiчникiв матерiалiстичних напрямкiв, особливо
функцiоналiзму, пiдтримують точку зору про можливiсть «сильного
штучного iнтелекту» (strong Artificial Intelligence) — реалiзацiї справ-
жнього мислення через виконання комп’ютером вiдповiдної програ-
ми. Цю можливiсть допускають також деякi прибiчники «слабких»
версiй психофiзичного дуалiзму (наприклад, Девiд Чалмерс у своїй
головнiй працi «The Conscious Mind»1 [3]). Бiльшiсть опонентiв ма-
терiалiзму заперечують таку можливiсть, як правило, на основi за-
гальних аргументiв проти матерiалiзму. Iснує також дуже впливовий
i широко обговорюваний спецiальний аргумент — уявний експеримент
Китайської кiмнати, запропонований Джоном Сьорлем, — який, на пе-
реконання автора, доводить принципову нездоланну вiдмiннiсть мiж
комп’ютерною алгоритмiчною обробкою iнформацiї та мисленням, за-
снованим на розумiннi [4]. Наявний стан дискусiї залишає простiр для
1На мiй погляд, найбiльш точним перекладом назви цього твору українською
буде «Свiдома психiка».
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нових аргументiв, що проливають певне свiтло на проблему як в за-
гальнотеоретичнiй, так i в етичнiй перспективi.
Iсторiя Мерi
Уявiть собi комп’ютерну програму пiд назвою «Мозок». Вона на
входi отримує потоки сигналiв, бiльш-менш аналогiчнi тим, якi люд-
ський мозок отримує вiд нервової системи. Програма обробляє цi пото-
ки за дуже складним алгоритмом, класифiкує сигнали на зоровi, слу-
ховi, нюховi, смаковi, дотиковi, больовi i на виходi формує iншi потоки
сигналiв, аналогiчнi тим, якi з людського мозку надходять до м’язiв.
Програма подiлена на багато пiдпрограм, якi iмiтують рiзнi функцiо-
нальнi блоки мозку. Цi пiдпрограми частину вхiдних даних отримують
з входу програми «Мозок», а частину— вiд iнших пiдпрограм, i, в свою
чергу, формують потiк даних на виходi, частина якого йде на вхiд до
iнших пiдпрограм, а частина — на вихiд програми «Мозок». Серед цих
пiдпрограм функцiональних блокiв є пiдпрограми з назвами «Зоровi
вiдчуття», «Бiль», «Радiсть», «Сум», «Бажання» тощо.
Рiзнi пiдпрограми програми «Мозок» час вiд часу зчитують данi
з бази даних «Пам’ять» i записують в неї новi данi. Перед запуском
програми початковi данi в базу даних «Пам’ять» може завантажити
програмiст.
Програма «Мозок» обмiнюється даними з програмою «Тiло»: отри-
мує вiд неї потоки даних, що iмiтують сигнали вiд нервової системи,
обробляє їх i передає результат — потоки даних, що iмiтують сигнали,
якi надходять вiд мозку до рухових нервiв, — до програми «Тiло».
Програма «Тiло» iмiтує функцiонування всього тiла, крiм мозку.
Вона мiстить у собi багато пiдпрограм, таких як «Чуттєвi нерви», «Ру-
ховi нерви», «М’язи», «Лiва рука», «Голова», «Серце» тощо, мiж яки-
ми вiдбувається складний обмiн даними, що iмiтує вiдповiднi процеси
у тiлi людини. (У спрощеному варiантi можна обiйтися без бiльшостi
внутрiшнiх органiв.)
Зрештою, остання програма— «Зовнiшнє середовище»— iмiтацiя
фiзичного свiту, в якому ми живемо. Програма формує рiзноманiтнi
данi, якi передає на вхiд до програми «Тiло», i, у свою чергу, отримує
вiд неї данi про рухи рiзних зовнiшнiх частин тiла людини (або тiл
кiлькох людей). Зрозумiло, що програма «Зовнiшнє середовище» буде
мiстити в собi пiдпрограми «Земля», «Небо», «Трава», «Дерево»,
«Будинок», «Стiл», «Борщ» тощо для створення програмних моделей
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об’єктiв вiдповiдних типiв, а також з одного чи кiлькох програмних
об’єктiв типу «Людина», якi мiститимуть iнформацiю про вiртуальне
розташування у просторi вiртуального людського тiла (усiєї його
зовнiшньої поверхнi) i будуть обмiнюватися даними з програмою «Тi-
ло». Зокрема, програма «Зовнiшнє середовище» буде розраховувати
(згiдно з законами фiзики) усi взаємодiї мiж фiзичними тiлами, якi
вона моделює, динамiчно формувати та змiнювати зображення на
монiторi людини та усього, що вiдбувається навколо неї i з нею.
Практично, створити таку модель (програму) так, щоб вона вигля-
дала реалiстично (вiдтворювала достатньо близько до дiйсностi до-
статньо складнi моделi поведiнки людини у рiзних ситуацiях) дуже
важко. Хоча примiтивнi реалiзацiї такої моделi цiлком здiйсненнi. На-
певно, в наукових центрах, якi працюють над проблемами штучного
iнтелекту, вони вже є, — але поки що вони дуже далекi вiд реалiсти-
чного вiдтворення складної людської поведiнки. Проте якими б недо-
сконалими не були цi реалiзацiї, вони можуть вдосконалюватись i все
краще моделювати функцiонування людського мозку та людську по-
ведiнку. Здається, що для такого вдосконалення немає принципових
меж. Якщо матерiалiзм або епiфеноменалiзм (теорiя про те, що хоча
свiдомiсть i є чимось нематерiальним, вона є пасивним продуктом моз-
ку i не впливає на жоден фiзичний процес) є iстинним, то в принципi
можливо створити програмну модель, яка iмiтуватиме людську пове-
дiнку настiльки добре, що ми не зможемо вiдрiзнити цю iмiтацiю вiд
поведiнки реальної людини.
Навряд чи нам, людям, колись вдасться створити таку модель. Але
уявiть, що десь на далекiй планетi Зет живуть розумнi iстоти, iнте-
лектуальнi здiбностi яких набагато вищi за нашi людськi. З якогось
спостережного пункту вони вивчають поведiнку людей i розробляють
вiдповiднi комп’ютернi моделi. Уявiть, що ви— вчений, який працює
над проблемами штучного iнтелекту. Одного чудового ранку зетiан-
ський космiчний корабель забрав вас на свою планету, i ось зетiани
показують вам свої видатнi науковi досягнення. Особливо вони пи-
шаються своєю новою комп’ютерною моделлю людської психiки. На
екранi монiтора ви бачите нiби кiнофiльм, в якому людина в цiлком
звичайних ситуацiях поводиться цiлком звичайним чином. Але вам по-
яснюють, що це — не кiнофiльм, а програма, органiзована за описаним
вище принципом. Вам пояснюють, що ви можете змiнювати пам’ять та
риси характеру вiртуальної людини, завантажуючи рiзнi шаблони. Ви
можете манiпулювати оточенням багатьма рiзними способами, можете
ставити людину, яку ви бачите на монiторi, у рiзноманiтнi життєвi си-
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туацiї i спостерiгати, як вона поводитиметься. Наприклад, ви можете
поставити цiй людинi пiднiжку, i подивитися, як вона вiдреагує, якщо
впаде. Ви побачите вираз болю на її обличчi; можливо, ви почуєте
лайку або стогiн (до комп’ютера пiдключений динамiк). Ви можете
через мiкрофон звернутися до людини i побачити, як вона здивується
чи злякається, почувши це звертання i не побачивши нiкого.
Поведiнка людини, яку ви бачите на монiторi, виглядає цiлком при-
родною. Але чи Ви вважатимете (знаючи, як це зроблено), що в ком-
п’ютерi справдi мiститься людська особа, яка вiдчуває бiль, здивува-
ння, страх, справдi розумiє зверненi до неї слова? Питання не про те,
чи це справжня людина в смислi справжностi її тiла (зрозумiло, що
комп’ютерне зображення людського тiла i людське тiло — це зовсiм
рiзнi речi). Питання про те, чи ви маєте справу зi справжньою свiдо-
мiстю, справжнiм людським Я, яке справдi вiдчуває, бажає, мислить.
Чи вважатимете ви, що в момент запуску програми починає iснувати
нове людське Я, i що воно припиняє своє iснування (помирає) в мо-
мент зупинки програми? Навряд чи. Скорiше, Ви вважатимете, що це
неймовiрно добра iмiтацiя, але не справжнє людське Я.
Мiж iншим, зетiани розповiли вам, що реально працює не один
комп’ютер, а система з трьох комп’ютерiв, якi обмiнюються даними
через спецiальний «iнтерфейс» (спрощено можете уявити це як вели-
ку кiлькiсть дротiв (волокон), якими сигнали передаються з одного
комп’ютера на iнший): на одному з них працює модель зовнiшнього
середовища (програма «Зовнiшнє середовище»), що включає в себе i
зовнiшнi обриси тiла, яке ви бачите на монiторi, на другому—модель
тiла (крiм мозку), на третьому—модель мозку з пам’яттю. Зетиани
сказали, що цей подiл має значення для подальшої розробки їхнього
проекту.
Минуло п’ять рокiв. Вас знову забрали на планету Зет. Цього разу
вам не показували комп’ютерiв. Але ви мали змогу познайомитися з
новим дивом зетiанської технiки — роботом Робi. Робi за поведiнкою
дуже схожий на людину. Вiн спiлкується з вами як розумна iстота,
яка вас цiлком розумiє; вiн каже, що вiдчуває бiль, радiсть, сум, го-
лод. Правда, оскiльки вiн зроблений з металу й пластмаси, i внутрiшнi
структури його тiла вiдрiзняються вiд людських, то й зовнiшнi прояви
його «вiдчуттiв» дещо вiдрiзняються. Так, вiн не «вiдчуває» болю в
деяких iз тих ситуацiй, в яких його вiдчуваєте ви, оскiльки вони не
завдають пошкодження i не несуть загрози його тiлу. Але якщо його
вдарити кувалдою по руцi, вiн закричить нiби вiд болю й побiжить
«лiкуватися» у ремонтну майстерню. «Голод» для нього настає, коли
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виснажується електроенергiя, i вiн «харчується», вставивши пальцi в
розетку.
Як зетiанам вдалося створити таке диво? Вони пояснили, що прин-
цип— той самий, що й з вiртуальними людьми, яких ви бачили мину-
лого разу. Тiльки зовнiшнє середовище i тiло, крiм мозку, цього разу
реальнi. Поки що тiло не людське, а штучне; але його взаємодiї з зовнi-
шнiм середовищем та «мозком» здiйснюються за тими ж принципами,
що й у людини (i за тими ж, що й у вiртуальнiй версiї минулого ра-
зу). А от «мозок»— це комп’ютер, помiщений в голову робота, на яко-
му працює програма «Мозок», дещо модифiкована порiвняно з мину-
лим разом— пристосована до особливостей тiлесної органiзацiї робота
(зокрема, дещо змiненi пiдпрограми «Бiль» та «Голод»).
Розглянемо питання: чи цей робот справдi вiдчуває бiль, здиву-
вання, страх, справдi розумiє зверненi до нього слова? Чи є в нього
справжня свiдомiсть, справжнє Я, яке справдi вiдчуває, бажає, ми-
слить. Ви знаєте, що його «мозок», це, по-сутi, такий самий комп’ютер
з такою самою (несуттєво модифiкованою) програмою, як i у випадку
вiртуальної людини, яку ви бачили на монiторi комп’ютера минулого
разу. Очевидно, що якщо та вiртуальна людина не мала справжньо-
го Я, насправдi не вiдчувала й не розумiла, а лише була неймовiрно
доброю iмiтацiєю, то у випадку робота ситуацiя та сама. Це —феноме-
нальний зомбi — iстота, що поводиться так, нiби вiдчуває й розумiє, а
проте насправдi не має нiяких суб’єктивних переживань i розумiння,
а лише дуже добре їх iмiтує.
Минуло ще п’ять рокiв. Ви знову на планетi Зет. Цього разу вам
не показують анi комп’ютерiв, анi роботiв — нiякої нової технiки. Вас
познайомили з жiнкою з Землi на iм’я Мерi, яка є вiдомим вченим-ней-
рофiзиком i вже п’ять рокiв перебуває на планетi Зет, де бере участь
у зетiанських наукових експериментах. Ви мило з нею поспiлкувалися
про нашi земнi справи та зетiанську науку. Але, на жаль, в усьому то-
му, що вона розповiла про свою участь в зетiанських експериментах,
ви не знайшли нiчого справдi нового, важливого й цiкавого. Зрештою,
простирчавши на Зет тиждень i так i не побачивши нiяких нових див
технiки, ви з розчаруванням звернулися до зетiан: «Нащо ви мене сюди
привезли?!». Зетiани самовдоволено похiхiкали i розповiли вам iсторiю
Мерi.
Виявляється, Мерi сама не знає головного про тi експерименти, в
яких вона брала участь. Головне — це напрочуд вдалий експеримент
з пересадки людинi мозку —штучного замiсть органiчного. Штучний
мозок — це той самий комп’ютер, на якому працює програма «Мозок».
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Зетiанам вдалося створити дуже компактну версiю такого комп’юте-
ра — за розмiрами значно меншу, нiж справжнiй людський мозок. Їм
вдалося створити також мiкроскопiчнi «перехiдники», якi поєднують
нервовi закiнчення (звичайно поєднанi з нейронами мозку) зi штучним
мозком i здiйснюють потрiбнi перетворення сигналiв. Їм також вдало-
ся створити мiкроскопiчнi трансформатори енергiї, якi перетворюють
ту енергiю, яка надходить до людського мозку, на електроенергiю, на
якiй працює комп’ютер. Коротше кажучи, все обладнання, необхiдне
для замiни органiчного мозку на штучний, з такими розмiрами, що
усе це справдi вмiщується на мiсцi органiчного мозку. Їм вдалося та-
кож зчитати всю пам’ять людини i записати її в комп’ютерну пам’ять
штучного мозку. I перша ж операцiя дала чудовий результат. Люди-
на, над якою її здiйснили, має такi самi спогади, звички, характер, її
розумовi здiбностi навiть трошки покращилися (зетiани зробили вели-
кий резерв пам’ятi та деякi iншi вдосконалення). Минулого року вона
лiтала на Землю, спiлкувалася з рiдними, друзями. Нiхто, навiть рi-
дна мати, не запiдозрили, що з нею щось сталося. Ця людина—Мерi.
Операцiю зробили вночi пiд час сну; сама Мерi про це не знає i нi про
що не здогадується.
—Не буду вiд вас приховувати, — сказав зетiанин, — цього разу ми
привезли вас не для того, щоб похвалитися своїми новими науковими
досягненнями. Ми вирiшили зробити ще одну пересадку комп’ютерно-
го мозку людинi, i обрали вас для цiєї почесної мiсiї. Не бiйтеся, ви
навiть нiчого не вiдчуєте, просто заснете i прокинетеся з iншим моз-
ком. Спогади, звички, характер — усе залишиться як i ранiше. Iнтеле-
ктуальнi здiбностi стануть навiть кращими. Гарантiя — 100 вiдсоткiв.
—Але ж це вбивство! Якщо все, що ви сказали, правда, то Мерi
вже немає, а є лише її дуже точна зомбi-iмiтацiя. Я вiдмовляюся.
—Нiяких «але». Годi з нас цих дурних земних розмов про суб’єктив-
нiсть, «я» i т. п. Здавалося б, освiчена людина, науковець, а вiрить у
такi дурницi! Ви б ще душу й Бога сюди приплели. А вашої згоди нiхто
не питає. Науковий прогрес понад усе.
Емерджентистська фiлософiя свiдомостi
Д.Чалмерса та Дж.Сьорля
В цiй перспективi розглянемо погляди двох вiдомих сучасних фi-
лософiв, яких можна вiднести до напрямку емерджентизму—Девiда
Чалмерса та Джона Сьорля. Емерджентизм— це теорiя про те, що
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свiдомiсть виникає (emerges), коли людина народжується (або дещо
ранiше, ще в утробi) i зникає-знищується (перетворюється на нiщо) за
iнших. Вона не є тотожною з фiзичними станами i процесами, якi її
породжують i визначають її стани, а є чимось новим, якiсно вiдмiн-
ним вiд них. Загальна слабкiсть цiєї теорiї полягає в тому, що оскiльки
свiдомiсть не утворюється з чогось уже iснуючого, а виникає, то вона
виявляється якоюсь дуже дивною рiччю, яка виникає в буквальному
смислi з нiчого i перетворюється на нiщо. Деякi прибiчники цiєї те-
орiї (зокрема, Дж.Сьорль) вважають, що емерджентнi якостi —щось
звичайне у природi. Натомiсть, Д.Чалмерс доводить, що, наскiльки
можливо судити з того, що ми знаємо про природу, свiдомiсть є унi-
кальною: в природi немає нiчого iншого справдi емерджентного (по
вiдношенню до мiкрофiзичного базису).
Якi ж умови вiдповiдають за виникнення свiдомостi? Чалмерс i
Сьорль представляють двi основнi альтернативнi версiї, якi можна на-
звати функцiоналiстською та субстратною.
Чалмерс вiдстоює думку про те, що «свiдомiсть є “органiзацiйний
iнварiант”: тобто, що будь-яка система з правильною функцiональною
органiзацiєю буде мати той самий свiдомий досвiд, незалежно вiд того,
з чого вона зроблена» [3, c. xv].
Це означає, що вiртуальнi люди з комп’ютерної програми зетiан
(якщо вона достатньо точно iмiтує усi важливi функцiї мозку людини)
мають повноцiнне людське Я, свiдомiсть, суб’єктивно переживають та
усвiдомлюють. Запускаючи програму, ви даєте життя новiй людинi,
припиняючи її роботу — ви вбиваєте людину. Правда, здається, що ви
завжди можете її воскресити, запустивши програму.
Але тут виникають проблеми. Ось ви дали життя вiртуальнiй лю-
динi на iм’я «Джон». Коли вам набридло з ним бавитися, ви зберегли
його пам’ять i закрили програму, тим самим вбивши Джона. Наступно-
го дня ви вирiшили воскресити Джона: включили комп’ютер, обрали
потрiбну базу пам’ятi, яка зберiгала пам’ять Джона, i запустили про-
граму. Але випадково ви натиснули кнопку запуску програми двiчi. I
ось на комп’ютерi вiдкрилося двi копiї програми, в кожнiй з який—
свiй власний Джон. Є два Джона, з однаковими спогадами й характе-
ром. Або кнопку, яка запускає програму, заїло i Джони почали пло-
дитися один за одним. Хто з них— той Джон, якого ви вчора вбили?
Чи жоден з них не є тим Джоном, а усi вони є новими людьми? Джон,
якого ви вчора вбили, помер назавжди. Ви— вбивця Джона. А якщо
ви позакриваєте цi програми, то станете серiйним вбивцею.
Якщо припустити, що засаднича iдея програми «сильного штучно-
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го iнтелекту»—що комп’ютернi моделi можуть не лише iмiтувати, але
й реалiзувати свiдомiсть — є iстинною, то робота з реалiзацiї цiєї про-
грами має бути заборонена!
Iнший цiкавий варiант (запропонований Недом Блоком): уявiмо, що
цiла нацiя чи мешканцi цiлої планети почнуть iмiтувати-вiдтворювати
структуру й динамiку взаємодiй, що мають мiсце у людському мозку
(кожна особа грає роль одного нейрона) [2]. На думку Чалмерса, i в
цiй системi виникне нова людська свiдомiсть «Я» [3, c. 252-253].
На цьому фонi бiльш правдоподiбною може видатися позицiя Джо-
на Сьорля, який вважає, що свiдомiсть iснує завдяки певним власти-
востям того матерiалу, з якого утворюється мозок, разом з його стру-
ктурною органiзацiєю; що свiдомiсть не лише не можна створити на
основi комп’ютерної функцiоналiстської моделi, але що вона навiть не
може утворитися на основi iншого матерiалу, анiж той, з якого утво-
рюється мозок (припустимо, що структурну органiзацiю та функцiо-
нальну динамiку мозку можливо реалiзувати не на вуглеводневiй, а на
якiйсь iншiй хiмiчнiй основi, — хоча сумнiвно, що це є фiзично можли-
вим).
Проте, Сьорль надто спрощує проблему i по сутi iгнорує те, що
власне породжує психофiзичну проблему. Сьорль стверджує:
Мозок причинно зумовлює певнi «психiчнi» феномени, такi як свiдо-
мi психiчнi стани, i цi стани просто є властивостями мозку на вищому
рiвнi. Свiдомiсть є властивiстю мозку вищого рiвня (або емерджен-
тною властивiстю) у цiлком нешкiдливому смислi слiв «вищий рiвень»
та «емерджентний», подiбному до того, як твердiсть є вищого рiвня
емерджентною властивiстю молекул H20, коли вони мають решiтча-
сту структуру (крига), а рiдкий стан схожим чином є вищого рiвня
емерджентною властивiстю молекул H20, коли вони, грубо кажучи,
катаються одна навколо одної (вода). Свiдомiсть є психiчною i тому
фiзичною властивiстю мозку в тому смислi, в якому рiдкий стан є
властивiстю системи молекул [5, с. 14].
Але ж ця аналогiя хибна! Справдi, мозок причинно зумовлює психi-
чнi стани, а от молекули води та утворювана ними структура не зумов-
люють причинно твердiсть чи рiдкiсть. «Твердiсть» чи «рiдкiсть» —
це поняття, якi описують на макрорiвнi тi самi структурно-динамiчнi
властивостi, якi на мiкрорiвнi описуються фразами «решiтчаста стру-
ктура молекул» та «молекули, якi катаються одна навколо одної». В
першому випадку маємо причинний зв’язок двох рiзних речей —фi-
зичних станiв мозку та психiчних станiв свiдомостi. У другому— два
рiзнi описи одного й того ж— сукупностi молекул H20.
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Джон Белоф так коментує твердження Сьорля, що свiдомiсть є
емерджентною властивiстю мозку «так само, як твердiсть та рiдкiсть
є емерджентними властивостями систем молекул» [5, c. 112]:
Ця аналогiя [. . . ] сама себе зраджує. Ми маємо, зрештою, логiчно по-
слiдовну теорiю, яка пов’язує рух молекул з такими макровластиво-
стями як твердiсть, рiдкiсть, теплота тощо. [. . . ] не iснує жодної ми-
слимої теорiї, яка пов’язувала б змiст нашого особистого феноменаль-
ного досвiду з тими процесами, якi можливо спостерiгати в нашому
мозку з застосуванням вiдповiдної апаратури. Сьорль, тим не менше,
наполягає на своєму. Так, вiн пише: «Той факт, що психiчнi структури
вiдповiдають на вищому рiвнi2 нейронним властивостям, жодною мi-
рою не применшує їх причинної дiєвостi. Твердiсть клапана є причин-
но вiдповiдною на вищому рiвнi щодо його молекулярної структури».
Знову ж таки, аналогiя розвалюється. Фiзична хiмiя може поясни-
ти чому «твердiсть клапана є причинно вiдповiдною на вищому рiвнi
щодо його молекулярної структури»; не iснує аналогiчної теорiї, яка
пояснювала б, чому досвiд болю має вiдповiдати на вищому рiвнi «мi-
кроподiям в мозку». Цi мiкроподiї могли б мати мiсце i в разi, якби
досвiду болю не iснувало. Коротше кажучи, Сьорль iгнорує вiдмiн-
нiсть мiж високорiвневими властивостями, з якими може впоратися
фiзикалiстський аналiз, та [. . . ] суб’єктивними переживаннями, чиє
iснування ми мусимо визнати, але якi явно не пiддаються нiякому
подiбному поясненню [1, c. 515-516].
У випадку з твердiстю клапана у вiдношеннi до його молекуляр-
ної структури Сьорль робить ту ж саму помилку, що й у випадку
з водою та молекулами H2O: вiн не вiдрiзняє причинний зв’язок вiд
тотожностi, змiшує їх пiд одним поняттям— вiдповiдностi на вищому
рiвнi (надвiдповiдностi, супервентностi).
Щоб позбутися цiєї — досить звичайної у фiлософiї свiдомостi —
плутанини, Девiд Чалмерс запропонував розрiзняти природну (при-
чинну, каузальну) надвiдповiднiсть i логiчну надвiдповiднiсть.
Логiчна надвiдповiднiсть подiї (множини подiй) A щодо множини
подiй B— це таке вiдношення, коли B (нижчий рiвень) утворюють A
(вищий рiвень); B без A логiчно неможливе; немає логiчно можливих
свiтiв з B, але без A. Логiчна надвiдповiднiсть означає тотожнiсть, а не
причинний зв’язок. Це — випадки води i молекул H2O, твердостi кла-
пана та його молекулярної структури. Взагалi, усi матерiальнi (фiзичнi
в широкому смислi) факти та властивостi є логiчно надвiдповiдними
щодо мiкрофiзичних фактiв та властивостей. Свiдомiсть (психiка) не
2«Вiдповiдають на вищому рiвнi» — в оригiналi — supervene — поняття, якому
немає прямого вiдповiдника в українськiй мовi. Детальнiше про «вiдповiднiсть на
вищому рiвнi» (або «супервентнiсть») див. далi.
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є такою; саме тому вона не належить до царини фiзичного (матерiаль-
ного); i це означає, що матерiалiзм хибний.
Природна (причинна, каузальна) надвiдповiднiсть A вiдносно B—
це таке вiдношення у дiйсному свiтi, що завжди, коли має мiсце B, то
має мiсце i A; але немає логiчної надвiдповiдностi; логiчно можливе
B без A; логiчно можливi свiти, у яких при наявностi B вiдсутня A.
Природна (причинна) надвiдповiднiсть означає, що немає тотожностi;
є причинне вiдношення, зумовлене законами природи, що дiють у на-
шому свiтi: A не тотожне B; A i B— рiзнi речi (подiї); B не утворює, а
спричинює A.
Якби свiдомiсть була логiчно надвiдповiдною щодо мозку, то це
означало б, що матерiалiзм iстинний. Але свiдомiсть не є логiчно на-
двiдповiдною щодо мозку. Чалмерс припускає, що свiдомiсть є приро-
дно (причинно) надвiдповiдною щодо мозку; це означало б, що слабкий
дуалiзм (епiфеноменалiзм) iстинний.
Я вважаю бiльш правдоподiбним, що причиннi вiдношення мiж
свiдомiстю та мозком бiльш складнi, двонаправленi; немає логiчної
надвiдповiдностi, а причинна надвiдповiднiсть неповна, так що свiдо-
мiсть частково автономна, i є причинно-наслiдковi зв’язки не тiльки
вiд мозку до свiдомостi, але й вiд свiдомостi до мозку. Якщо це так,
то сильний дуалiзм (iнтеракцiонiзм) iстинний.
А ось ще одне цiкаве мiркування Сьорля— про iнтенцiональнiсть:
чим би вона не була, вона є «так само каузально залежною вiд спе-
цифiчної бiохiмiї свого походження, як лактацiя, фотосинтез чи будь-
якi iншi бiологiчнi явища» [4, с. 147]. Це дуже нагадує знамениту за-
яву матерiалiста ХIХ ст. Карла Вогта: «мозок виробляє думки так
само, як печiнка —жовч». Не помiчено лише однiєї «дрiбнички»: ми
можемо взяти бiохiмiчнi продукти лактацiї, фотосинтезу чи продуку-
вання жовчi, пiддати їх хiмiчному аналiзу, з’ясувати, з яких молекул
та атомiв вони складаються. А як щодо хiмiчного аналiзу й складу
iнтенцiональностi та думок? Процеси лактацiї, фотосинтезу, продуку-
вання жовчу— як i будь-якi фiзичнi (у широкому смислi) процеси —
це лише велика множина фiзичних рухiв, змiни взаємного розташува-
ння рiзних фiзичних тiл (атомiв, iонiв, електронiв тощо) i утворення
ними нових структур. Але як би ми не групували атоми та iншi мi-
крочастинки i як би ми не описували їх структури, ми не отримаємо
свiдомостi й iнтенцiональностi. Цi атоми та iншi мiкрочастинки могли
б рухатися точно так само i утворювати такi самi структури без нiякої
свiдомостi. Таку можливiсть драматично представляє аргумент зомбi,
який захищає Девiд Чалмерс.
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Ми можемо уявити собi феноменального зомбi — людиноподiбне тi-
ло, яке зовнi поводить себе (у вiдповiдних ситуацiях здiйснює вiдпо-
вiднi рухи вiдповiдних частин тiла) точно так само, як i людина; яке
утворюється з атомiв i молекул з точно такими ж фiзичними власти-
востями, упорядкованими в точно такi ж просторовi структури, як
i в людському тiлi; всерединi якого вiдбуваються точно такi ж рухи
атомiв i молекул, як i всерединi людського тiла, — i яке при цьому аб-
солютно нiчого не вiдчуває й не усвiдомлює, — усi його внутрiшнi й
зовнiшнi рухи здiйснюються чисто автоматично, як результат фiзи-
чних взаємодiй. Адже в фiзичних взаємодiях немає нiчого, що перед-
бачало б суб’єктивнi переживання й усвiдомлення; вони здiйснюються
автоматично за законами фiзики. (Саме це, власне, й роздiляє фiзичнi
процеси та свiдомiсть.)
Звичайно, можливiсть реального iснування таких зомбi видається
дуже малоправдоподiбною, — але лише тому, що кожний з нас знає,
з власного досвiду, наскiльки його поведiнка залежить вiд його свi-
домостi (суб’єктивних переживань та мислення) i наскiльки тiлеснi
процеси впливають на його свiдомiсть. Але з точки зору матерiалiзму
усе це — лише iлюзiя — дуже дивна, нiчия iлюзiя. Усе, що реально вiд-
бувається — це фiзичнi взаємодiї рiзноманiтних часточок нашого тiла,
якi здiйснюються автоматично за законами фiзики, — точно так само,
як i в уявленому нами випадку зомбi. А це означає, що насправдi ми
i є такими зомбi.
Але ми знаємо, що це не так. Кожен з нас (навiть тi матерiалiсти,
якi це заперечують) знає, що крiм того, що рiзнi частини його тiла
здiйснюють рiзноманiтнi рухи, що атоми й молекули всерединi його
тiла взаємодiють i рухаються (автоматично) за фiзичними законами,
вiдбувається ще дещо: вiн суб’єктивно вiдчуває бiль, тепло, холод, ра-
дiсть, сум, любов, ненависть, вiн бажає чогось, вiн мислить про щось,
i вiн усвiдомлює, що вiн вiдчуває, бажає й мислить. I, зрештою, вiн
iснує не лише як фiзичне тiло, але й як iстота, що суб’єктивно вiдчу-
ває, бажає, мислить та усвiдомлює.
Загалом, у свiтлi запропонованого уявного експерименту, припу-
щення про те, що виконання комп’ютером вiдповiдної програми мо-
же бути реалiзацiєю справжнього мислення, заснованого на розумiн-
нi, справжньої свiдомостi, виглядає малоправдоподiбним. Бiльш того,
науковi дослiдження, спрямованi на створення «штучного iнтелекту»,
є етично неприпустимими, оскiльки (в разi їх успiшностi) вони вклю-
чають регулярнi вбивства людських осiб. Хоча фiлософiя свiдомостi
Девiда Чалмерса (близький до функцiоналiзму епiфеноменалiзм) по-
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дiляє зазначенi недолiки, вона мiстить важливi аргументи проти ма-
терiалiзму. Бiльш правдоподiбна в частинi заперечення функцiона-
лiстського пiдходу до свiдомостi фiлософiя свiдомостi Джона Сьор-
ля, але натомiсть вiн тлумачить свiдомiсть на основi хибних аналогiй,
що не враховують належним чином унiкального характеру свiдомо-
стi як особистого «суб’єктивного вимiру», який (як показують, зокре-
ма, аргументи Д.Чалмерса) неможливо зрозумiти в термiнах фiзи-
чних процесiв. Таким чином, врахування переваг i недолiкiв теорiй
Чалмерса i Сьорля вказує в напрямку до бiльш «сильної» — iнтера-
кцiонiстської — версiї дуалiзму. Потребує окремого обговорення запро-
понований Дж.Сьорлем уявний експеримент Китайської кiмнати та
дискусiя, що розгорнулася довкола нього в аналiтичнiй фiлософiї. В
фiлософiї Д.Чалмерса бiльш детального розгляду заслуговують його
аргументи на пiдтримку епiфеноменалiзму, а також расселiанського
монiзму, до якого вiн схилявся у перiод пiсля «The Conscious Mind».
Загалом, в «захiднiй» фiлософiї свiдомостi кiлькох останнiх десятилiть
запропоновано чимало цiкавих пiдходiв та нової аргументацiї, з якими
український читач, на жаль, мало знайомий; їх дослiдження та спроби
розвитку сприятимуть поглибленню й збагаченню розумiння природи
свiдомостi, її вiдношення до мозку i загалом до фiзичної реальностi.
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