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Abstract 
In this thesis we investigate mathematical models for a number of topics in the field of 
nonlinear diffusion, using similarity, asymptotic and numerical methods and focussing 
on the time-asymptotic behaviour in most cases. 
Firstly, we consider `fast' diffusion in the vicinity of a mask-edge, with application 
to dopant diffusion into a semiconductor. A variety of approaches are used to determine 
concentration contours and aspect ratios. 
Next we consider flow by curvature. Using group analysis, we determine a number of 
new symmetries for the governing equations in two and three dimensions. By tracking a 
moving front numerically, we also construct single and double spiral patterns (reminis- 
cent of those observed in the Belousov-Zhabotinskii chemical reaction), and classify the 
types of behaviour that can occur. Finally, we analyse travelling wave solutions and the 
behaviour near to extinction for closed loops. 
We next consider relaxation waves in a system that can be used to model target 
patterns, also observed in the Belousov-Zhabotinskii reaction. Numerical and asymptotic 
results are presented, and a number of new cases of front behaviour are obtained. 
Finally, we investigate a number of systems using an approach based on the WKB 
method, analysing the motion of invasive fronts and also the form of the pattern left 
behind. For Fisher's equation, we demonstrate how modulated travelling waves can be 
obtained by prescribing an oscillatory initial profile. The method is then extended, firstly 
to Turing systems and then to oscillatory systems, for which we use an additional periodic 
plane wave argument to determine the unequal front and pattern speeds, as well as the 
periodicity. Finally, we illustrate how these methods apply to a recently-used `chaotic' 
model from ecology. 
Chapter 1 
Introduction 
In this thesis we investigate a number of related topics in the field of nonlinear diffusion. 
In each case, we present mathematical models of a physical situation generally involving 
reaction and diffusion terms, and demonstrate new solutions using a variety of methods 
summarised below. In obtaining solution forms, we have usually concentrated on the 
time-asymptotic (large time or extinction time) behaviour in each case. 
The first problem, in Chapter 2, centres on so-called `fast' diffusion of impurity atoms 
into a semiconductor substrate in the vicinity of the edge of a mask. Our aim is to track 
dopant concentration contours; in other models this is achieved by studying a moving 
interface, which is a case common to all of the problems studied in this thesis. We 
firstly show how the nonlinear model can be derived, and then consider a number of 
solution methods, including similarity formulations, asymptotic expansions and numeri- 
cal approximations; these approaches form the basis of the whole thesis. In this particular 
case, we use a well-known model where the diffusivity of the dopant is given by Cm, where 
c is the concentration of dopant in the substrate and m is some constant. Behaviour for 
m>0 is already well documented [31,55,45], so we look at m<0 which introduces an 
extra problem in that there is no c=0 interface (the diffusivity becomes infinite). 
Chapters 3 and 4 also consider a travelling interface; here we look at an eikonal- 
curvature equation, which models the normal velocity of wave fronts as a linear speed with- 
a curvature correction term and is often used as an approximation in reaction-diffusion 
problems. Chapter 3 investigates the case in which the wave speed is zero, in both 
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two and three dimensions, using similarity methods. This model also has applications 
in the theory of crystal growth [39]. In Chapter 4, we consider non-zero wave speeds, 
and demonstrate numerical solutions for spiral waves, which have been observed in a 
number of different contexts, in particular the Belousov-Zhabotinskii (BZ) reaction (58]. 
As well as the generation of single spirals, we also model numerically how symmetric 
`double' spirals can form from an initially straight interface fixed at both ends, and how 
non-symmetric double spirals propagate from a single spiral whose `free end' is clamped. 
How these spirals then interact when they collide with each other is examined in both 
cases to study the large-time behaviour. 
Chapter 5 continues the flow-by-curvature theme, but this time we consider front 
motion governed by a more general function of curvature. Similarity forms and 
travelling wave forms are demonstrated, and behaviour near extinction is considered for 
a particular class of closed curves, which in particular gives rise to new shape-preserving 
solutions which can exist alongside the already-established collapsing circular [14) and 
ellipsoidal [441 solutions. 
In Chapter 6 we consider a different approach to travelling fronts, this time 
working from the original partial differential equation system. For this chapter, we 
look at oscillatory solutions to the well-known two-variable system of FitzHugh [12] 
and Nagumo [41], which can be used when modelling target pattern formation, also 
observed in the BZ reaction [56] mentioned above. Other authors have previously 
considered these oscillatory patterns using different models [10,49,53,50,51,52]; there 
has also been much general discussion of nonlinear wave propagation in one-dimensional 
oscillatory systems [35,22,42], although this has tended to consider the periodic 
behaviour behind the initial front 
- 
we will aim to consider the full problem, from the 
initial perturbation which creates the first front until the whole pattern is formed. As 
well as a one-dimensional model, we also briefly investigate the two-dimensional radial 
problem, and our main method of approach will be matched asymptotic expansions. 
We will show how the speed of the front can be calculated, and also demonstrate new 
behaviour where the form of the initial front can change. All of these results are confirmed 
by numerical calculations. 
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Chapter 7 introduces our final method, based on WKB theory. Using Fisher's 
equation 111] with a cubic reaction term (identical to the rescaled nonlinear kinetics 
in the FitzHugh-Nagumo model above), we show how we can predict new travelling 
wave behaviour for this well-known equation by prescribing a decaying oscillatory initial 
profile. Once again, we determine the wave speed of the front and the behaviour behind 
the front, and demonstrate that in a certain parameter range, modulated travelling waves 
are observed. 
Chapter 8 extends the WKB-based method of the previous chapter to two-variable 
systems. In particular, we focus on Turing systems [48], showing how wave speeds and 
pattern type can be predicted in an analogous way to that for the Fisher equation above. 
These results agree with existing theory on Turing systems, although our method has 
a better foundation. It is can also be applied to non-Turing. systems, and this is also 
demonstrated by discussing both non-oscillatory and oscillatory behaviour at the front 
and in the following `pattern', together with an example of irregular wakes, recently 
obtained for two-variable systems with small perturbation initial conditions [46,47]. 
We finish in Chapter 9 with some brief conclusions. 
Chapter 2 
Fast Diffusion Beneath a 
Mask-Edge 
2.1 Introduction 
Diffusion of an impurity into a semiconductor in the vicinity of a mask edge (see 
Figure 2.1) can, under appropriate simplifying assumptions, be described by the porous 
medium equation 
Cc = V. (cmVc), (2.1) 
subject to initial and boundary conditions dependent on the method by which the dopant 
is introduced; this can be (for example) by ion-implantation (where the total amount of 
dopant is fixed), or by diffusion from a surface source which can be modelled by imposing 
constant dopant concentration at the semiconductor surface (see Ghandhi [15]). 
IMPURITY 
I I!! IiiiiI 
X surface masy 
Figure 2.1: Mask-edge geometry. 
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udtc uAluc 
Figure 2.2: The source and drain of a MOSFET. 
Solution of (2.1) can give a very reasonable model of, for example, the impurity 
distribution in creating both the source and the drain in a MOSFET (see Figure 2.2), a 
common device in VLSI circuits. It can be seen that dopant diffuses laterally under the 
mask in both the source and the drain; this is crucial in the design of the device, as it 
greatly affects the electrical behaviour, with current flowing from the source to the drain 
and passing under the masked region. Hence, the effective `channel' length is of great 
interest to engineers. 
Power-law diffusion falls into three categories, namely m=0 (linear diffusion), m>0 
(`slow' diffusion) and m<0 ('fast' diffusion). The first two cases are already fairly 
well documented in two dimensions; for linear diffusion, see (for example) Kennedy and 
O'Brien [31], and for slow diffusion, see Warner and Wilson [55] and Schwendeman [45]. 
We will consider the fast diffusion case, which is applicable to at least two different 
atomic mechanisms of semiconductor diffusion, which are detailed below. 
2.1.1 Kick-out models 
Substitutional-interstitial diffusion models, first proposed by Frank and Turnbull [13), 
suggest that a diffusing impurity atom can exist as either a substitutional atom s, oc- 
cupying a lattice site, or as an interstitial atom i, occupying the `gaps' between lattice 
sites. Diffusion occurs by the impurity atom becoming interstitial, and rapidly diffusing 
into the lattice until such a situation occurs as it can become substitutional. Several 
methods for this changeover have been suggested; initially a dissociative mechanism was 
used [13], but we will be interested in the later `kick-out' model, proposed by Gösele 
Source Gate Drain 
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and Morehead [16], which suggests that the interstitial impurity atoms force host lat- 
tice atoms into interstitial sites to create self-interstitials I, the impurity atom thereby 
becoming substitutional. This can be represented by the equilibrium reaction 
i t= s+ It (2.2) 
assuming that all species are electrically neutral, and hence we have the algebraic 
equation 
i=ksI, (2.3) 
which is the equilibrium condition; k is simply a rate constant. As the substitutional 
impurity atoms are immobile, diffusion is represented by the equations 
ýt(s+i) 
= 
D"V2i (2.4) 
cýt(I - s) = 
D1V2I, (2.5) 
where D; and DI represent the relevant diffusivities. However, it is typically found in 
practice that s»i, I, so that (2.4) and (2.5) become 
as 
at = D; V2i 
as 
-at = DjV2I. 
By adding the above, we can thus produce the equation 
V2(D; i + DII) = 0. (2.6) 
The boundary conditions are shown in the diagram below. The conditions for the 
X mask 
Figure 2.3: Boundary conditions for the kick-out model (surface source case). 
impurity interstitials are those usually adopted, but the supposition that I, =0 is only 
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true if the mask is impervious to defects (this can be achieved using a nitride rather than 
an oxide mask); this condition is required if we are to solve (2.6) as a decoupled problem. 
We then obtain 
D; i+DII=D; i*+DII` 
and thus, substituting for (2.3) and rearranging, we have 
D; i*+DjP 
DI+kD`s 
Substituting this into (2.5) (with s» I) implies that 
c 9s 
-D, (D; i'+DI1 )V2 
(DI 
-}-kDa"s) 
and by defining 
C= D1/(k Di) 
D=ý (Di i` + DI I*) 
s= u-E 
we obtain 
öu 
at =DV. 
(u'2Vu) (2.7) 
which is of the required form; D is a constant and e can be interpreted as the background 
concentration 
- 
this is useful in later work. Equation (2.7) was derived assuming no 
electrical effects; by including these the power-law exponent (-2) is altered (usually being 
of smaller magnitude), but the equation remains of the same form. 
2.1.2 Clustering models 
At high concentrations of dopant in silicon, the diffusivity tends to level off as the con- 
centration increases; this can be interpreted as being due to the formation of clusters of 
dopant atoms, which are immobile (see King (33]). A duster (C) can be defined as a 
group of m dopant atoms (A), and thus the clustering reaction is, 
mA;: -- C. (2.8) 
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We define u= [A] and uc = [C], with the square brackets denoting concentrations in 
the usual way; the equilibrium condition is then 
uc=kum, 
where m>1 and the diffusion is governed by 
ýi(u+ kuT) = DV2u, (2.9) 
where D is again the diffusivity. However, we are only concerned here with high concen- 
trations, and so 
(UM) 
"D V2u 
0 
ä-t 
and thus by defining u= wl/"', and rescaling, we obtain 
äw 
_ 
V. (w(l_m)/-Vw), ýt (2.10) 
which is again a power-law diffusion equation; this time we can see that 
-1<1 
m<0. 
m 
To determine new results for (2.1), we will consider a separable similarity formulation 
(instantaneous and constant source cases), a power series solution (instantaneous source), 
full numerical solutions on a finite domain (both cases), and asymptotic behaviour as 
some background concentration tends to Zero (constant source). 
2.2 Similarity Solutions 
2.2.1 Radially Symmetric Solution (instantaneous source) 
Before considering the mask-edge problem, we illustrate some relevant features of fast 
nonlinear diffusion by noting similarity solutions to the radially symmetric problem. 
The radially symmetric form of (2.1) is 
N-1 mc/ 
at - rN i Fr 
(r Or) 
12.11 
and, for an instantaneous source, the total mass Q given by 
00 
0rN-1cdr 
(2.12) Q 
=10 
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is constant. In terms of the mask-edge problem, the solution for N=1 will give the 
behaviour as x 
--º 
+oo in the implant case. Looking for a solution of the form (see 
King [34]) 
t-N/(mN+2) An), (2.13) 
where 
_r 77 r tl/(mN+2) 
then we have 
1Q=0 
ýN-1} dry (2.14) Jo 
and 
(mN + 2), q N-1 fm f' + 77N f= constant (2.15) 
on substituting (2.13) into (2.11) and (2.12). Imposing the boundary conditions 
f 
-+ 0 as lJ --g oo (2.16) 
ý)N-1 fm ft =0 at 17 = 0, (2.17) 
we arrive at either f=0 or 
f_, ye-o'14 m0 (2.18) 
M (ry ý2) 1/m 
f= (2 (mN + 2)) m 0, (2.19) 
where y is a constant determined from the mass integral (2.14). This tells us that we 
require mN +2>0 and the solution relevant to the fast diffusion case is 
t-N/(mNt2) _ 2 (mN 
-I- 2) az 
+ 
(tl/(N42))2] 
- 
2/N <m<0, 
(2.20) 
where 
-a2. As we shall see, the mask-edge problem also requires that m be 
sufficiently large in order for a solution to the zero background concentration problem 
to exist. The mask-edge problem has some one-dimensional and some two-dimensional 
features, so we may expect the critical value of m to satisfy 
-2<m<-1. 
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2.2.2 Far-field Behaviour 
The first similarity approach we apply to the mask-edge problem describes the far-field. It 
is applicable to both the implant and surface source problems (not just the instantaneous 
source problem in (2.20)), provided that a solution exists. 
If we rewrite (2.1) by introducing 
vI /m' 
so that 
vt =V 
-I- 
, 
i- (Vv(z, 
and seek a solution of the form 
t2 G(9), (2.21) 
we obtain 
GG"-i--LG12+4(1+m)G2+G=O. (2.22) 
The boundary conditions on (2.22) are determined by considering 0 
-+ 0+, where we 
must match into the one-dimensional behaviour 
in yz i/m 
cN 
[2 
(m + 2) Ti as y -' +00, x- +00. 
which in radial co-ordinates reads 
N(m 
(r sin 9)211/'° 
l2(m+2) tJ as r--*+oo, 0-+ 0. (2.23) 
This implies boundary conditions of 
m 02 G 
2(m + 2) 
G'=0 
as B--->0, (2.24) 
on 0=0. (2.25) 
In the second of these conditions ¢ denotes the angle between the open semiconductor 
surface and the surface under the mask (ý =a in practice but it is -instructive to consider 
the behaviour for arbitrary angle ¢). We start with a special case in which (2.22) is readily 
solved exactly. 
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For m= 
-1, equation (2.22) reads 
GG"-G'2+G=0. (2.26) 
Substituting G= eH, (2.26) becomes 
H"+CH 
=0 
which can be integrated to give 
H12=2e-"-K2 I, 
where Kl is a constant. Reverting back to G(B) and integrating, we obtain 
G 
KZ(1-cosKl(K2-0)), i 
where K2 is another constant. Applying G(O) =0 and G'(. O) =0 implies 
1(1 
= 
(2ni + n2) 
) 
LZ 
= 2n1 + n2 
' 
2n1 
where n1, n2 = 0,1,2 
.... 
For the correct behaviour as G 
--+ 0, we must have K2 = 0, 
so that n1 = 0. We also require G(B) to be monotone increasing in the range (0,0), and 
this fixes n2 = 1. Our solution for G is thus 
G= (cS)2 L1- cos 
() 91 
. 
(2.27) 
For 0=r this is simply 
G=1 
-cos 0, 
which will be useful later to compare with the numerical results. 
More generally, (2.22) can be rewritten as 
G m+')/ý z ()+4 (mm 11 G(^++1)I^i + (mm 1) G11' = 0, (2.28) 
which can be integrated to give 
dG 1/2 
To- = 
(k G_Zlm 
- 2+m G- 4G2) , (2.29) 
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where k- is an arbitrary constant of integration. 
There is a further special case where we can integrate (2.29) a second time. For 
m= 
-4/3, the substitution F= G1'2 transforms (2.29) to 
1/2 
To = 
(1+4F-F2) 
, 
which has the solution 
F=8- 
[(k)2 
+1i! 
z 
sin(k2 
- 
B), 
where k2 is a second constant of integration. The boundary conditions (2.24) and (2.25) 
give us 
k 
8= 
[(i) 
-i- 1 sin k2 
and 
8 
=-coto 
and hence we arrive at the solution 
G= [sin 0- cot 4(1 
- 
cos 0)]2. (2.30) 
This solution holds for all values of 0< it ; it first fails to exist at 0, = 7r , which is 
the critical angle for m= 
-4/3. This also suggests that for _ 7', we can only find 
separable (similarity) solutions of this form for 
-4/3 <m<0; we will expand upon this 
later. 
2.2.2.1 The numerical solution 
To produce a general numerical solution, we return to equation (2.29). By satisfying the 
boundary condition G'(q5) = 0, we can obtain 
k=2 Gl+2/m(o) (2G(O) + 
-E- 2 +m) 
and we now have a two-point boundary value problem for G(O), which we can solve 
numerically using a shooting method for values of m in the range 
-4/3 < in < 0. We 
find that the numerical result for m= 
-1 shows good agreement with the analytical 
result given earlier, and that G(7r) -* oo as m 
-º -4/3, as expected. Sample results are 
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Figure 2.4: Numerical solutions for G(O), and a comparison with the analytical result 
form=-1. 
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shown below in Figure 2.4, with the analytical result obtained earlier for m= 
-1 shown 
to indicate their accuracy. 
From these results, we can evaluate the concentration c in the far-field, and produce 
contour plots of the dopant diffusion at particular times for various values of m; these 
are illustrated in Figure 2.5. 
2.2.2.2 Asymptotic Analysis 
We can also proceed with an asymptotic analysis of (2.29) with G'(0) =0 for some 
general angle q, and try to determine the critical angle O= '0, where a solution first fails 
to exist. 
From the numerical solutions to (2.29), it is found that 
G(O)--+ oo as ¢-º¢, if and onlyifm<-1. 
Thus, to apply G'(¢) =0 near 0=0,, we obtain the asymptotic balance 
kG TM N G2, 
which implies that k 
--r oo, so that 
dG 
= 
(k G- 2/'n 
- 
4G2) 
1/2 
To- 
On substituting 
(i c um/(2(m+1)) 
we obtain 
m du 
_ 
i/z 112 
2 (m + 1) dB -u (lý -4 u) , 
which can be integrated to give 
_1 
Vm 
2(m+l)tVk-4u=°°°' 
where 0o is an arbitrary constant. Substituting back for G, and noting that G=0 on 
0=0 requires 00 = 0, we obtain 
/ m/2(m 1) 
m/(m+l) 2 G=(4ý sin (2(m{-1)Bý, (2.31) 
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Figure 2.5: Similarity solution contour plots for m= 
-0.3 (top), m= -0.8 (centre) and 
m= 
-1.3 (bottom). 
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Applying the no-flux boundary condition on 0 we have 
m/s(M+l) 22 
0=2 
(4k) 
cos 
ýma+ 
1)q')sin-11("'+1) im(m+ 1)c5) 
and hence, to avoid G(O) = 0, we must have 
cos (m(m+ 1)ý) =0 
and thus the critical value of 0 is given by 
oc 
= 
m' 
4(m+1)" (2.32) 
This expression is valid for m< 
-8/7, since we require 0<0, <2r for a meaningful 
solution. It is worth noting that for m= 
-2 we have 0, = ir/2, which corresponds to 1"D 
diffusion. These solutions can also be obtained from the numerical integration of (2.29); 
once again, we find that the results obtained are in good agreement. 
2.3 Power Series Solutions 
2.3.1 Formulation 
For this type of solution to the instantaneous source problem, we will initially follow the 
method of Schwendeman [45], and adapt it for the fast diffusion case. 
If we look to solve (2.1) with the co-ordinate system shown in Figure 2.1 using the 
similarity variables 
x/tl/(m+2) 77 = y/tl/(m}2), 
where 
C- t_1/(m+2) f (C, 77), 
then we have, on substitution, 
-ý+s(f +Ef( +nfo) = 0. (ftvf). (2.33) 
For-2<m<0, we let 
_ 
m+2r (2.34) 
-m 
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to give 
muV2u + IVul2 = mu + ýu{ + 77u, l. (2.35) 
From the similarity solutions obtained earlier (see 2.20), we have (with a =-1) 
1/(m+2) 
_ 
1/m 
Ct 
ý2(m+2)(1 
+ 772)] as +oo, 
which gives us our first boundary condition for (2.35) : 
uNZ (1 + ? 72) as 
-º +oo. 
(2.36) 
As we can have no diffusion at the semiconductor surface (cy =0 on y=0 in x-y 
co-ordinates), then we have 
uq=0 on 11 =0. (2.37) 
The concentration of dopant underneath the mask will be negligible far away from the 
semiconductor surface; this implies that 
u-+00 asE-->-oo, q--*+oo. (2.38) 
2.3.2 The Power Series 
We now seek a power series solution to (2.35) of the form 
00 
u= At (ý) rl2k (2.39) 
k=0 
with the odd powers of rl excluded in order to satisfy (2.37). (2.36) implies that 
1 ifk=0 1 AL. 
--) 2 as -º +00 (2.40) 
0 otherwise 
whilst (2.38) tells us that 
Ao(-oo) 
--º 
+oo. (2.41) 
To interpret this with regards to a numerical solution of (2.35), we note from the separable 
solution that 
qý m m2 t3 r2 G(O) = m+ -2 (ý +1l ^ý lJ 2-{-7J2) G 
(7r 
- 
tari-1 
Ej 
_M 
G 
mm2 (S2 + 7]2) 
(G(? 
C) + 
IZG"(7r) 
f+... ) as e 
--+ -oo =` 
CHAPTER 2. FAST DIFFUSION BENEATH A MASK-EDGE 23 
so that 
Ao ti '"m2 G(r) ý2 as oo (2.42) 
and thus we take 
Ao (ýo) 
=a ý0 
Aö(ý0) 
= 
2a ýo as ýo 
--+ -oo (2.43) 
Ai(fo) 
=0 
as our boundary conditions, with a being an unknown parameter. 
Substituting (2.39) into (2.35), and comparing the coefficients of the powers of t 2, 
we have 
' 
Aö 
=m 
A° (e-Aö)-2A1+1, (2.44) 
Ai 
=m [(2+m)A1-mA'Al-2(2+m)Ai-i-(ý-2A')A', ]-12A2. 
(2.45) 
To solve for a finite number of terms, we suppose that At = Ak(+oo) for some k=1 to 
give k coupled second order ordinary differential equations. We will only be concerned 
here with one- and two-term expansions. 
2.3.3 Solutions 
For a one-term solution, we have Al = A1(+oo) = 2, and thus solve 
Aö 
= 
mA0 
(ý 
- 
AO) (2.46) 
in the range [-Co, +Col Where Co is a constant taken sufficiently large. This is again 
achieved numerically using a shooting method, and an example plot of the solution for 
A0(ß) is shown in Figure 2.6. 
. 
We can similarly solve (2.44) and (2.45) for a two-term expansion with A2 = 0; this 
tends to be more awkward, as the boundary conditions now contain very large and very 
small numbers (see (2.43)). Nevertheless, we obtain the results shown in Figure 2.6, 
and find that solutions can be obtained in the range 
-1.3 <m<0, which is roughly 
the same range as for the similarity solution; we would expect the lower critical value to 
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Figure 2.6: One and two-term solutions for Ao(e) and Al(e) (rn = 
-0.9). 
20 15 10 50 
-5 -10 -15 -20 
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approach 
-4/3 as we included more terms in the power series expansion. It can be seen 
that Al is constant as ý 
--+ -oo and fairly constant as ý --º +oo (numerical difficulties 
prevented solving on an increased range of ý; this would be expected to give a more 
constant behaviour for A1(e) as ý 
-º +oo). There is a sharp change in value of A1(ß) 
around ý=0, but this is still small in comparison with the change in A0. We can also 
compare values of a obtained from the numerical solution with those of G(7r), noting 
that 
m+2 G(r) aN 
-m 
from (2.42) and (2.43); this shown in Table 2.1, and it can be seen that we have fairly 
m 'G(er) a 
1-term 2-term 
-0.1 0.528 0.527 0.530 
-0.3 0.606 0.589 0.614 
-0.5 0.735 0.668 0.755 
-0.7 0.965 0.771 1.060 
-0.9 1.523 0.910 1.860 
-1.1 3.080 1.115 5.586 
-1.3 36.56 1.432 - 
Table 2.1: Comparison of values of G(r) and a. 
good agreement for small negative m; the values for more negative m can be seen to 
diverge from the G(a) value, but the two-term solution is closer. 
If we use these results to produce contour plots for the concentration c, we see that a 
kink develops in the contours at large 17 for the two-term expansion (see Figure 2.8 and 
especially Figure 2.10) which is more pronounced as in becomes more negative - this 
does not feature in the plots for the one-term solution (Figures 2.7 and 2.9). However, 
the two-term results should be expected to be more accurate than the one-term solutions 
at least close to the surface. This will be borne out when we consider aspect ratios in 
the following section; we thus conclude that this method is more suited to analysis of 
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the region just beneath the semiconductor surface, preferably with small negative m. 
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Figure 2.7: One-term solution for c; m= 
-0.1. 
10. S. 
-S. -! 0, 
OE12 1 
. 
0E 1. 8 
GES 1. 
100 
6 0.1 
0.005 
1E-1 1.0E-I 
OE-6 S 
10 
SE-9 
. 
12 
Figure 2.8: Two-term solution for c; m= 
-0.1. 
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2 
Figure 2.9: One-term solution for c; m= 
-0.9. 
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Figure 2.10: Two-term solution for c; m= 
-0.9. 
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2.4 A Numerical Model 
We note that we can rewrite the porous medium equation as 
ct = l+m v2CI+m, (2.47) 
which is easier to discretize. We now consider the problem for the two sets of initial 
and boundary conditions mentioned above, according to the co-ordinate system shown 
in Figure 2.1. 
2.4.1 Constant Source Solutions 
If we consider the constant source case first, then our boundary conditions are 
c= 0 at t=0 
c=co on y=0 x>0 
cy= 0 on y=0 x<0 (2.48) 
cx= 0 as x 
-º+oo 
c-->0 as y-+ oo x 
-+ -oo 
with the mask located along y=0 for the section x<0, where we impose a no-flux 
condition. 
We solve this system using a finite difference method' on a uniform mesh; this gives 
the classical scheme 
c! ±i 
_ ce j+i At (b2 + bz )(ct 1+m xy (2.49) 'a ' =a 
Setting Ax = Ay, we expect (by analogy with the linear case) the method to be stable 
if 
T 
At 
Z< 
(Ct`'4 
for all i, j. (2.50) 
'There is no real benefit in using an implicit scheme such as an ADI method; although this can offer 
'improved' stability criteria, it is not the major factor in achieving accurate results. It is easier to keep 
the numerical scheme as simple as possible. 
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We thus require c>0 for all time, and hence we must introduce a background concen- 
tration of c=e, where e is small in comparison to co; the stability criterion is thus 
At < dE-m(Ox)2. (2.51) 
This is a fundamental difference from the similarity and power series formulations, where 
the background concentration was zero. 
Finally, we note that we must also artificially truncate our domain for numerical 
purposes; no-flux conditions are imposed on its boundary. The discretized boundary 
conditions thus become 
c = at t=0 ;i 
c, = ca if j=0i>0 a 
ci-Ij = ci+Ij if i=N (2.52) 
cQ-1 = cýj+l if 0i<0 
c; +lj _ c; 
_1j if i= -N 
c; ý+i = c; j-i if j=N 
for the difference equations (2.49) specified on 
0<j<N 
-N<i<0 (2.53) 
1<j<N O<i<N, 
where N denotes the size' of the mesh; we will take NAx =1 (so that the -solution 
is computed for the region 
-1 <x<1,0 <y< 1). It is found that with the non- 
zero background concentration, we are not now restricted to the range 
-4/3 <m<0; 
example results are shown in Figures 2.11-2.14 for m= 
-0.3, m= -0.9, m= -1.5 and 
m= 
-2.5. The value of co is in fact arbitrary, as we can adjust it to any value we like by 
simply altering the timescale; we thus choose co =1 throughout. We fix our background 
concentration at C= 10'4, and alter N accordingly depending on the value of m; for 
more negative values, it is more computationally efficient to use fewer grid points. It 
can be seen, especially in Figures (2.13) and (2.14), that in the far-field, where c ks E, 
diffusion becomes approximately linear since the concentration (and hence D(c) = cm) 
tends to a constant (this will be shown later in the asymptotic analysis). As one of 
our main interests in studying mask-edge diffusion is to determine the ratio of lateral to 
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Figure 2.11: Surface source numerical solution, with rn = -0.3, co 
N= 50,500 time-steps. 
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Figure 2.12: Surface source numerical solution, with m= 
-0.9, co = 1, e= 10"4, * 
N= 50,4000 time-steps. 
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1 0.5 0 
0 
0.5 
Figure 2.13: Surface source numerical solution, with in = 
-1.5, co = 1, e= 10-4, 
N= 20,105 time-steps. 
0 
0.5 
1 0.5 0 
Figure 2.14: Surface source numerical solution, with m= 
-2.5, co = 1,6 = 10-4, 
N= 15,5 x 106 time-steps. 
CHAPTER 2. FAST DIFFUSION BENEATH A MASK-EDGE 32 
vertical diffusion (the aspect ratio), this again implies that we need computations over 
long periods of time in order to gain information on the behaviour in the vicinity of the 
mask-edge for larger negative in. 
As a check on our results we can compare the contours at x=1, say, with the solution 
of the 1-D equation 
Ct = (Cm). 
Seeking a solution of the form 
(2.54) 
c= c(ij) 17 = ylt'/Z (2.55) 
we have 
c,,,, = 
-2c(2mc,, +r7cl ') (2.56) 
subject to the boundary conditions 
c= co at q=0 (2.57) 
c 
--º e as 77 --+ oo. 
We can solve (2.56) with (2.57) numerically; Figure 2.15 shows that there is excellent 
agreement between the two solutions. 
2.4.2 Fixed Total Dopant 
This time, the boundary conditions are 
c=Q ö(y) H(x) at t=0 
cy =0 on Y=O (2.58) 
ct 
--> 0 as x 
-+ +oo 
c 
-º e as x 
-º -oo and y --+ +oo 
and so we are applying our source instantaneously, with a fixed amount of dopant (Q) 
diffusing inwards. The numerical solution is obtained in a similar way to that used 
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Figure 2.15: 2-D solution at x= 
-1 and 1-D solution for a constant source, m= -0.5. 
The solutions actually lie on top of each other. 
previously; the discretized boundary conditions are 
c; j = if i<0 j>O att=O 
c; ý = co if j-0 i>0 att=0 
c! ä-i = cßä+i if 7=0 
(2.59) 
ct = cf+i, 1 if i=N 
c;, ý = if i= -N or j=N 
with the difference equations specified this time on the range 
-N -1<i<N, 
0<j< N-1 and 
N 
n0 
i-0 
Example results are shown in Figures 2.16-2.19 with the same parameter settings as 
used in the constant source plots (Figures 2.11-2.14). It is observed that for the lower 
concentration contours, there is very little difference between the plots for the two cases 
(surface source and instantaneous source) for any value of (negative) m; we deduce that 
the initial condition on x>0, y=0 is not seen away from the surface. 
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Figure 2.16: Instantaneous source numerical solution, with m= -0.3, co = 1, e= 10-4, 
N= 50,500 time-steps. 
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Figure 2.17: Instantaneous source numerical solution, with m= 
-0.9, co = 1, = 10'9, " 
N= 50,4000 time-steps. 
CHAPTER 2. FAST DIFFUSION BENEATH A MASK-EDGE 35 
0.5 0 
0 
0.5 
Figure 2.18: Instantaneous source numerical solution, with m. = 
-1.5, co = 1,6 = 10-4, 
1V 
= 
20,10' time-steps. 
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0.5 
1 
I 0.5 0 
Figure 2.19: Instantaneous source numerical solution, with m= 
-2.5, co = 1, e= 10-4, 
1V' = 15,5 x 106 time-steps. 
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The 1-D solution as x 
--> +oo cannot be obtained from (2.56), as the necessary 
boundary condition on q=0 is of the wrong form. Instead, we seek a solution to (2.54) 
of the form 
= 
1/(m+2) (77), (2.60) 
where 
n=y t- 
(i. e. this is of the form discussed in section 2.2.1). We obtain for e=0 the ordinary 
differential equation 
(m + 2) f'f' + ,qf= constant = 0, 
which for m> 
-2 has a solution relevant to our problem of 
{2(m (a2 + (yt1m+2))2] 1 °(2.61) 
m+ 2) lf 
where a is a constant. Comparing (2.61) with the full solution at x=1 again gives very 
good agreement, similar to Figure 2.15. 
2.5 Aspect Ratios 
A useful parameter for describing mask-edge diffusion in the far-field is the aspect ratio - 
the ratio of lateral diffusion under the mask to vertical diffusion for a given concentration 
(given by b/a in Figure 2.20). This can be used to provide an estimate of how far the 
impurity has diffused under the mask, and thus provides information as to the effective 
channel length (for a MOSFET). 
X mask 
8 
Y 
Figure 2.20: Aspect ratio definition. The curve represents a concentration contour. 
. 
For the (separable) similarity solution, which is applicable at low concentrations, this 
can initially be tackled analytically. In the 1-D region far away from the mask-edge, we 
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have 
-m a2\ 
i/m 
cN 
ý2(2+m) 
tJ 
whilst in the 2-D region 
by 1/m 
c G(r) 
Thus, on the same concentration contour, 
and thus 
(2(2+m)2)1"2 
a 
-m 
1 'f2 
v CG(7r)t) 
1/2 
=m (2 + m) G(ir)) 
r (2.62) 
a 
is the aspect ratio. This can also be verified by comparing with measurements taken 
directly from the contour plots in Figure 2.5. 
For the power series solutions, we calculate the aspect ratio simply by measuring 
the appropriate distances on the contour plots. In Figure 2.21 we compare the ratios of 
the one- and two-term solutions with those of the (separable) similarity solution, and it 
can be seen that the two-term power series and the similarity solution are fairly similar, 
especially at small negative values of m. The divergence as m becomes more negative may 
well be due to the large kink appearing in the power series contour plots (see -previous 
section). 
The aspect ratios obtained from the full numerical solutions cannot be expected to be 
as accurate as those for the above results. We have to bear in mind that we were required 
to include a background concentration e in this case, which has already been shown to 
have an effect the solution. For more negative values of m, we also have to contend with 
diffusion becoming approximately linear in the far-field, as mentioned previously. This 
causes particular difficulty for the instantaneous source case, as the contours tend to 
reach y=0 with x>0, so that no aspect ratio can be obtained. However, the numerical 
solution does provide the only means of estimating the ratio for m< -4/3 so far noted. 
In Figure 2.21, we show the aspect ratios calculated for all instantaneous source 
solutions. It can be seen that the two-term power series solution is closer than the 
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one-term result to the similarity solution (which is in some sense an exact solution, 
requiring only the integration of a single ordinary differential equation), whilst the 
numerical solution shows less agreement, especially when m is not small and back- 
ground concentration effects are crucial; it does have the advantage however of being 
the only method to give us values for m< 
-4/3. It can be seen that the ratio tails off 
towards a constant as m 
--º -oo. We note that the aspect ratios obtained from both 
numerical solutions (constant and instantaneous source) are virtually the same, for the 
reason mentioned earlier; the initial condition is not `seen' in the far-field. 
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Figure 2.21: A comparison of aspect ratios for all solutions, taken at concentration 
contour c=0.005; e= 10'4 where appropriate. 
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2.6 Comparison with Asymptotic Results 
We can compare the full numerical solutions (constant source case) with asymptotic 
results obtained for the region in the vicinity of the mask edge. There are three cases 
to look at; 
-4/3 <m<0, -2 <m< -4/3 and m< -2. We consider here the surface 
source case, the behaviour in the instantaneous source case being similar. 
2.6.1 
-4/3 <m<0 
Here, the analysis is fairly straightforward. We have 
Ct = (CmCX) + (CmCY)Y 
with boundary conditions 
c=1 ony=0, x>0 
c, =0 ony=0, x<0 
c 
--ºe asx--+-oo, y-º+oo, 
where c represents the concentration and e is again the background concentration. We 
introduce an outer scaling 
C 
=-1 c 
-m/2 
ýt 
_ 
-m/2 y 
and expand in the form 
C=Co+CC, +..., 
which gives us the one-term outer expansion 
öCo 
_0 
8Cö 
m 
äC° 2.63 8t 5 
(CO_ 
+ äY 
(CO 
ay 
) 
with 
Co 
-ºoo as Y-ºO+, X>0 
aC° 
=0 on Y= O, X<0 (2.64) aY 
CO 
-º1 asX. 
-ý-oo, Y--º±oo. 
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It can now easily be seen that diffusion will become linear at infinity. 
The one-term inner expansion is 
8c0 
_ä 
(CO 
m 
äco ä 
cm 
äc0 (2.65) 
8t 8xax)+ay(c ay 
with 
co=1 ony=0, x>0 
ac0 
=0 on y= 0, x< 0 (2.66) 8y 
co 
--> 0 as x --º -oo, y --* +oo. 
In the one-dimensional region X 
-º +co we find that 
-17t y2 Co as Y 
--º 
0+1 (2.67) 
2(2+m) 
)lIm 
wh ich matches with the inner solution. 
mark 
Inner region 
Separable solution Outer region 
Figure 2.22: Inner and outer layers for 
-4/3 <m<0. 
Elsewhere, we can infer that the separable solution holds in the matching region, and 
hence 
Z 1/rn 
Co N (G(o) t)as r -+ +00,0 >0 (2.68) 
1/ 
Co ^i 
(a(o)_-. ) 
as R 
--> 0+, 0>0, (2.69) 
where R2 = X2 + Y2. 
2.6.2 
--2 <m< -4/3 
In this range, we no longer have a separable solution; however, we- can obtain an asymp- 
totic solution with three inner layers, as shown in Figure 2.23. The leading order outer 
solution is again given by (2.63) and (2.64). 
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Figure 2.23: Inner and outer layers for 
-2 <m< -4/3. 
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Region (1) 
From the previous formulation, we have 
-m 
YZ 1/m 
' 
Co ^ý 
ý2(2+ ) 
t 
which implies that c= 0(1) for X= 0(1), y= O(e'm/Z). Thus, for the inner region 
(1), we have 
ac° am ac° (2.70) at I -\`°äy/ 
and 
c°=1 ony=0 (2.71) 
Z 1/m 
c° N -m 
y 
as y- +oo. (2.72) 2(2+m) t 
Region (2) 
As R 
--º 
0 we find that a full balance is not possible in the outer region; assuming. 
Co < i+m V2Cö+m as R -- 0, we obtain Laplace's equation, and a solution of 
the form 
Co ^ . (A(t) R112 sin 2 0)1/(m+i) as R 
-+ 0 (2.73) 
is required in order to give the correct behaviour as 0 
--> 0 and 0 -+ n: - A(t) is in principle 
determined by (2.63) and (2.64). For the inner variable, we set 
p= E2(1{m)R 
so that Co = 0(E_1) and c= 0(1). This gives us 
Ct = b4+3 m 
(1(A 
CmCV )P +ä (Cm COOl 1\A A 
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and thus at leading order we have 
p(PCoco v)v + ; TI(CO Cos)e =0 
with 
co=1 ono=0 
ac0 
=0 on 0=r. 00 
Looking for a solution which matches with the outer solution, we find that 
co = (1 + A(t) pl1Z sin 2 9)1/("`+1). (2.74) 
Region (3) 
From the previous result for the outer region, we can see that for R0 
--> 0, we 
have 
Co N 
(A(t) R"2 (2 e))1/(m+1) 
that is 
c0 N 
(2 A(t) Y/X1/2)1/(m+1) 
" 
(2.75) 
Once again, we require that C= O(e-1), c= 0(1), and so we set 
X=E"x' 
Y 
=COY ". 
From (2.75), we require 
so that 
The inner equation now reads 
6P 
1/(m+l) 
_ 
i°/2 
= £_1 
9=2 
-(1+m). 
at 
(E) 
EC, ox* 
[(E)m 
E 
I-L 
ax* \E/J 
+y 
[(gy)m 
y' \E/! 
and thus to balance we require 
a=2+m, 
ß= 
-m/2, 
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so that to leading order we have 
at y* 
(ýö 
ay, 
) (2.76) 
with 
co =1 on y* = 0, (2.77) 
1 
co ^ ' 
(A(t) 
y*/x*l/3) as y* - +oo. (2.78) 
2.6.3 m< 
-2 
Here, the asymptotic solution is simpler than for the case above; our solution now only 
requires two inner layers, as shown in Figure 2.24. The leading order outer solution is 
again given by (2.63) and (2.64). 
1-D inner (1) 
Rädial' inner (2) 
Outer 
Figure 2.24: Inner and outer layers for m< 
-2. 
Region (1) 
Noting that the solution is quasi-steady, then we obtain the behaviour 
Co 
,,, 
(B(X, t) Y)II(m+i) as Y 
-, 
0+. 
This suggests the inner scaling 
y= Em+ly 
which gives 
a (m"CO 
and hence 
CO = (1 + B(X, t) y)1/(m+1) 
(2.79)' 
(2.80) 
(2.81) 
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in order to match with the outer solution. The behaviour in Region (2) is as given for 
Region (2) in the previous case. 
These expressions can be compared to results from the numerical solutions; plotting 
In co against In r for the radial region (2) should give straight lines for a particular in, 
whose gradient should be 2/m for m> 
-4/3 (corresponding to the separable solution), 
and 1/2(m + 1) for nz < 
-4/3. An example log-log plot is shown in Figure 2.25 to give 
an indication of how straight these lines are for in much less than zero; the gradients 
for the full range of nz considered are shown in Figure 2.26 below, with the relevant 
portions of the curves 2/m and 1/2(m + 1) shown for 
-comparison. Agreement is fairly 
good, bearing in mind that the full numerical solutions are only approximate at best. 
The deviation as m 
-} 0- is due to the almost linear behaviour - diffused profiles for 
m=0 are exponential in form and hence the log-log plots do not give straight lines, 
making the calculation of their (supposedly constant) gradient difficult. 
-4.5 
-5 
-5.5-- 
-6 
-6.5 
-7 
-7.5 
-8 
-8.5 
-9 
-9.5 
-4 -3.5 
. 
-3 -2.5 -2 -1.5 -1 -0.5 Inr 
Figure 2.25: Plot of In co against In r for m= 
-1.5. 
0 
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Valoe of m 
M 
C 
" 
0 
ü 
Figure 2.26: Gradient plots. 
2.7 Summary 
We now summarise the solutions in this chapter: 
Separable similarity solution This is applicable in the far field to both the implant 
and surface source cases when the mask condition is replaced by (2.25), and gives 
a solution to the zero background concentration problem where it exists. Non- 
existence of a solution (where applicable) is due to the singularity in the diffusivity 
Cm as c 
-+ 
O. 
Power series solution This is applicable to the instantaneous source case, and pro- 
vides accurate solutions for small negative m near to the semiconductor surface. 
Numerical solution This provides solutions in both implant and surface source cases 
where we impose a small background concentration to overcome the non-existence 
criterion; for m< 4/3, it is our only method for calculating solutions. 
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Asymptotic analysis We have shown the asymptotic behaviour as the background 
concentration e 
--º 
0 for the constant source case; the analysis for the implant 
case is similar. For 
-4/3 <m<0, the structure is deduced from the seperable 
similarity solution results. In the range 
-2 <m< 4/3, the separable solution does 
not exist, although the one-dimensional solution applicable as x 
-, 
+oo still does. 
The results suggest that the high concentration contours bunch up for m< -4/3, 
which is backed up by the numerical calculations. 
Chapter 3 
Flow By Curvature: N= 
-ic 
3.1 Introduction 
It has been shown previously by Keener [27,28] that when considering the motion of 
wavefronts, the single bistable reaction-diffusion equation 
Cut 
_ 
EZOZU 
-}- f (U), (3.1) 
with f (u), for example, a cubic function of u and 6 small, can be asymptotically 
represented by the eikonal-curvature equation 
N=c 
- 
arc, 
. 
(3.2) 
where N is the normal outward velocity of the wavefront, c is the planar wave speed of 
(3.1) and x is the curvature of the front. 
In two dimensions, equations similar to (3.2) have previously been derived in the 
. 
theory of flame propagation [38] and crystal growth [5]. The latter case considered the 
modelling of growth due to single and double screw dislocations, which produced rotating 
spiral `pyramids' in the crystal. Mullins [39] independently considered (3.2) for c=0 
in a similar context, and produced three shape-preserving solutions (including a spiral 
solution). It is the c=0 case of (3.2) that we shall consider in this chapter, i. e. 
N= 
-k, (3.3) 
with E scaled out of the equation. Rubinstein et al. [43] have considered the front motion 
governed by (3.3) in a domain 11 with the end points of the interface (a curve in the 
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plane) normal to the boundary of 1. They found that fronts can shrink to a point in a 
finite time, or tend to the shortest (local) diameter of 1 (which demonstrates why (3.3) 
is often referred to as a curve shortening equation); this ties in with Gage [14], who 
demonstrated that any convex curve becomes circular under curve shortening. 
In three dimensions, there a number of well-documented solutions to (3.3), including 
shrinking cylinders, spheres and torii [23,18]; these will be expanded upon later. Keener 
has also used (3.3) to model the motion of the filaments of linear and toroidal scroll 
waves [30] that can occur, for example, in the Belousov-Zhabotinskii reaction [29]; there 
has also been interest shown in the motion by mean curvature of dumbbell-shaped 
regions, which develop singularities in finite time [2,8,26]. 
We shall now find solutions to (3.3) using a number of similarity formulations, 
generally seeking to extend the work of Mullins [39]. The more general curvature 
equation (3.2) will be considered in the following chapter. 
3.2 Formulation of One-Parameter Groups 
First of all, we need to determine our similarity variables. To achieve this, we need to find 
the group which leaves (3.3) invariant, as described in Bluman and Cole [4]. Working in 
Cartesian co-ordinates, we note that (3.3) can be written as 
{_ fts (3.4) 1t- 1{ 
" 
noting that f above is different from that in (3.1). Assuming that (3.4) admits a one- 
parameter (e) Lie group of point transformations 
f' f (z, t) + FF(x, t, f) 
^' x+ EX (x, t, f) (3.5) 
t' 
"", t 
-}- ET(x, t, f) 
with infinitesimals (F, X, T) leaving invariant (3.4), we require 
R.. 
". 
fr" 
= 
(3.6) 
t1+ Js T9 
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Calculating the various derivatives of f* in (3.6) and substituting in (3.4), we obtain (at 
0(e)) 
(Fxx-Ft)+(2Ff 
-Xxx+Xc)fx+(Tt-Txz-2X., )fc+ 
(F! >-Ft-2X1)f, -2(X, +Fx+Tf)ffc+(Xt-Xtt)fx+ 
(Tt 
-Tjf-2Fi)fift -2Tfyf2 { 2Tjfx f2 -2Tf t-2Tjf tf0, (3.7) 
where we have eliminated fx, using (3.4). Equating to zero the coefficients of like 
derivatives of f in the usual way, we obtain a series of partial differential equations 
for F, X, T, which, on solution, give us 
T= cti + 2, ßt 
X= y+, Qx 
- 
Sf (3.8) 
F=A+ Sx + ß, f, 
where a, S and A are five arbitrary parameters-(3.8) is a five-parameter Lie group 
of transformations leaving invariant (3.4). The global forms are obtained by solving the 
characteristic equations 
dt` 
a+2/3t* 
dx 
_ y+Rx. 
_S f* 
df += 
A+Sx*+ßf* 
ds 
together with the condition 
t'=t x$=x f`= f at-=0, 
which gives us the five one-parameter groups 
«i4 0: t" =t+e xw_x f" =f, 
7 0: - t- =t x`=x+e f* =. f+ 
a: O 0: t* =t X* =X f' 
, 
f+£) 
Y 54 
0: t* 
=t e2£ x* =x eE ff =f of 
ßj4 0: t' =t x'=xcos6- fsine f* =xsine+fcose. 
(3.9) 
(3.10) 
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The first three groups of (3.10) represent translations, the fourth a rescaling and 
the fifth a rotation. As primarily we shall be interested in rotating solutions, and 
particularly in spiral solutions, we note that a Cartesian co-ordinate system is not 
suitable, as multivaluedness can occur. We thus switch to polar co-ordinates; our 
curvature equation (3.3) can be written as 
Or 
_ 
r2 + 2re 
- 
Tree 
öt r(r2 + re) 
(3.11) 
and, assuming that (3.11) admits the one-parameter Lie group of point transformations 
r` N f(6, t) + eR(9, t, r) 
9" N0+ E0(0, t, r) (3.12) 
t' Nt+ ET(9, t, r), 
we can obtain the five-parameter group 
t* = t+e(a+2ßt) 
r' = r+c(ßr-ösinO+AcosO) (3.13) 
0* 
= 
9+e(y-[Scos9+AsinB]/r), 
so that a represents a translation in t, ya translation in 0 (i. e. a rotation), 0a rescaling 
and ö, 
.\ the translations in x, y. 
We are now in a position to find our similarity variables; neglecting O(e2) terms, we 
have 
r(e+c0(0, t, r), t+ET(O, t r» = r(e, t)+ER(e, t, r) . (3.14) 
due to invariance. The O(e) term of the above functional equation leads to the first-order 
partial differential equation 
Or (3.15) 
which is known as the invariant surface condition (see, for example, Bluman and 
Cole [4]). We can solve (3.15) using characteristic methods (since we have already 
obtained (R, 0, T)), so that 
dt 
_ a+2ßt ds 
d8 
_ ds 7 (3.16) 
dr 
-ßr. d3 
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We have imposed ö=A=0, as these parameters are not being used; the similarity forms 
obtained are thus: 
Poo: r= (±t)1IZF(9) (3.17) 
p' 
-Y 54 0: r= (±t)'12F(O - ßln(±t)) (3.18) 
a17 # 0: r= F(O 
- 
t/a). (3.19) 
The solutions resulting from these will be detailed in the following section. 
3.3 Reduction to Second-Order O. D. E. s 
In this section, we will reduce (3.3) to a second-order ordinary differential equation, using 
the three similarity formulations (3.17)-(3.19), which we will then solve numerically; later 
we will show how we can further reduce (3.3) to first-order ordinary differential equations, 
and again produce solutions. 
3.3.1 Separable Solutions 
First of all, we use (3.17) and make the substitution 
r= (±t) I F(O) 
into (3.11), which gives us the ordinary differential equation 
F" 22)x- (F f 2)F12. 
We can now integrate and investigate the two sets of solutions. 
r= (-t)1/2F(9) 
Before integrating, we shall consider the phase plane. Setting 
and substituting this into (3.21), we have 
P=G 
(3.20) 
(3.21) 
Gt. 
= F 
(1- 1 F2)+(ý-F)G 2, 
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To remove the 2/F term in the second equation, we write 
dF dý dF 
dO - To dý 
and let 
so that our equations read 
dý 1 
dB F' 
F' 
=FG 
G' 
= 
F2 (1 
-2 F2) + 
(2- 1F 2) G2 
52 
with primes now denoting derivatives with respect to ý. We observe that there are three 
critical points-(±J, 0) and (0,0); however, negative values of F are meaningless, as 
they imply a negative radial co-ordinate value, so we will not consider (-V, 0). 
To analyse the behaviour around (', 0) we set P=F- V2-. Linearising, we have 
F' N ýG 
G` N 
-2N/2-P. 
Looking for solutions of the form Fa ef, Ga eaF, we require 
. 
12+4=0 
and hence we have a centre at (f 
, 
0). Since the system is invariant under G -º -G, 
--ý --ý the phase plane is symmetric about the F-axis and this centre is thus maintained 
under the perturbations due to the nonlinear terms. To study the critical point at (010)9 
we cannot use a linear approximation, as this will result in F= G' = 0. We thus look 
at quadratic terms; this gives us 
PN FG 
G' N F2-f2G2 
i. e. 
dG 1+ 2(G/F)2 
dF (G/F) . 
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Writing u= G/F, this becomes 
F, 
du1+uz 
dF u 
which we can integrate to give 
FNk 1+u2 
and hence 
GNfk Fz-k2, (3.22) 
where k is the constant of integration. We can thus deduce from (3.22) that the trajectory 
coming into the origin has F=0, whilst for F»k, we have GN F2/k; from 
this we arrive at the phase plane shown in Figure 3.1. We thus expect our solution 
dF 
F 
Figure 3.1: Diagram of the phase plane dF/d£ vs F for the r= (-t)iF(O) solution. 
Note that dF/dý =F dF/dG, so that the dF/d8 vs F phase plane would simply be a 
stretched version of the above; the trajectories are of the same form. 
curves to be confined to an annulus with an inner radius ro </ and an outer radius 
r1 >f. In Figure 3.2, we show some numerical solutions which completely agree with 
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this; these solutions are analogous to those of Mullins [39] showing `invariance under 
magnification'-they shrink and disappear at the origin whilst retaining shape. For 
special trajectories they are closed curves. It may at this point seem that these solutions 
will have no practical use, since they are self-intersecting, but this is not necessarily 
so. We are quite free to select individual `sections' of the plots shown in Figure 3.2, 
by setting a finite range for values of 0. If we consider Figure 3.3, then we can observe 
three different types of behaviour for solution curves shrinking on a wedge, depending 
on whether or not they disconnect from the wedge boundary. In all cases shown, the 
curves eventually become circular and collapse to a point either in free space, at the 
vertex of the wedge (exactly as predicted by Gage [14] and Rubinstein et al. [43] for a 
curve which does not intersect the boundaries) or on the sides of the wedge. It can be 
inferred (King [32]) that there must be some dividing line between these cases, and that 
the similarity solutions above describe it. To assess this, we set up a simple time-stepping 
finite-difference scheme for (3.11), with 
r, i, t ri, t)/At 
r. t, t = (rt+i, t - r, 
-i, s)/208 
(3.23) 
r.. =, t = (ri+l, t - 2r,,: + ri-i, t)/(e O)2" 
If we set the initial front to resemble one `loop' in the lower plot in Figure 3.2, and 
constrain its end points to move normally, then by following its evolution, 'we produce 
a solution as shown in Figure 3.4; it can be seen that its shape is fairly well preserved, 
and that our similarity solutions are viable, although unstable. 
r= t1I2F(B) 
The analysis here follows exactly the same method as above; this time our equations 
read 
FG 
G' 
= FZ(1+2F2)+(2+2F)Gs 
and hence we have only the single critical point at (0,0). To compute the phase plane, 
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Figure 3.2: Typical solutions for F(6) for the r= (-t)IF(8) solution; F(O) = 0.1, 
F'(0) 
=0 (top), F(0) = 1.0, F'(0) =0 (bottom). 
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(1) j 0 
b/ 
\ý/ 
(c) 
10 
56 
Figure 3.3: Possible evolution of curves on a wedge-shaped boundary. In (a), the curve 
leaves the wedge, and collapses as a circle in the usual fashion. In (b), the curve evolves 
to an arc of a circle as it collapses, and shrinks to a point at the vertex. In (c), the curve 
hits the vertex of the wedge before it has collapsed, resulting in two separate curves 
which collapse to a point on either side of the vertex. 
we use the analysis from the previous solution together with the isoclines 
dF -G(, + i 
1F 2) + (7; +iG 
to obtain the plot shown in Figure 3.5. We thus expect our solutions to move quickly in 
towards the origin, and then quickly turn away again. This is confirmed by the numerical 
solution shown in. Figure 3.6; it can be seen that the plot is symmetric about the (chosen) 
axis 0=0. These solutions, which correspond to initial data containing a corner, also 
appear in Mullins [39]. 
In this subsection, we have essentially demonstrated results that have been obtained 
by earlier workers (albeit using a different method). However, they will prove useful 
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Figure 3.4: Example of front evolution in a wedge-shaped region. We would expect the 
curve to separate into two regions as the evolution continues (as shown in the inset, and 
in Figure 3.3); our. radial formulation is not suitable for dealing with this, and we do not 
consider it further. 
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dF 
7 
Figure 3.5: Diagram of the phase plane dFf dý vs F for the r= tlF(O) solution. 
z. 
a. 
16 
96 
58 
Figure 3.6: Typical solution for F(O) for the r= 6F(O) formulation; F(O) 
.=0.5, 
F'(0) 
= 
0. 
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for comparisons in the next section, when we will show how (3.21) can be integrated 
analytically, which does not appear to have been achieved previously. Before this, though, 
we will extend our `second-order' similarity solutions (i. e. numerical solutions of second- 
order ordinary differential equations) by introducing a new class of symmetries. 
3.3.2 A second family of similarity solutions 
The method of analysis in this subsection is similar to that above. Returning to (3.11), 
we now use (3.18) and substitute 
r= (±t) I F(7), (3.24) 
where 
r? =B-it ln(±t) 
(we have exchanged ß in (3.18) for µ) to obtain 
F 
_F 
(1 
± 
2) 
+ 
(3± 2) 
F'2 FL(F2 + F'2)F'. (3.25) 
It can be seen that u=0 corresponds to the previous formulation. Again, we need to 
consider the two cases separately. 
r= (-t)1/2F(ii) 
If we investigate the phase plane, then the required equations are 
F' 
= 
FG 
G' 
= 
F2 (1-2F)+(2-iF)G 22 Z+p(F2+G2)FG 
and we have the same critical points as previously (i. e. (0,0) and (f 
, 
0)). At (0,0) we 
have the same behaviour as we had for the previous formulation; however, linearising 
about F =, V2-, G=0, we obtain 
F'' N fG 
G' N 
-2V2(F - µG) 
and thus, looking for exponential solutions as before, we find 
A= 
-vf2-(µ µ2 
- 
2), (3.26) 
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which gives us the following cases for the critical point : 
µ< 
--V-2 = stable node 
µ= 
-/2- = stable degenerate node 
-\ <µ<0 = stable spiral 
it =0 = centre (3.27) 
0<µ< unstable spiral 
µ= = unstable degenerate node 
µ>V = unstable node. 
Thus, for µ<0, we expect solutions to move towards a critical point at F(ry) = A/2-, 
whilst for p>0, the trajectories move away. This is the only difference between the 
solutions for positive and negative values of a particular p, and hence we shall only 
consider µ>0. Example phase planes in Figures 3.7 and 3.8 show the behaviour 
Figure 3.7: Numerical solution for the phase plane for µ=0.2. 
it = 0.2 and µ=2.5. For it > v*f2-, the solution curve spirals away from the critical point 
as shown in Figure 3.9; for small 11, our critical point becomes an unstable spiral, and the 
self-intersection solutions of the type seen previously become apparent as we move away 
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Figure 3.8: Numerical solution for the phase plane for µ=2.5. 
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from the critical point, until F' 
--3- +oo (see Figure 3.7) shortly after the trajectory's 
nearest approach to the origin (as can be observed in the solution curve in Figure 3.10). 
r= t1/2F'(*1) 
This time, analysis of the phase plane proves more difficult, as the techniques applied 
above glean no more information than was available for µ=0; hence, our method of 
progress is to solve the equation 
dG 
:E WT G 
(1+ 
2 
F2) + (F + 
2) G p(F 2 +G2) (3.28) 
numerically for G in terms of F. As IpI increases above zero, the phase plane changes 
from that shown in Figure 3.5 to that of Figure 3.11. Once again, we find that the 
solutions for positive and negative p differ only in the direction of their' trajectories and 
so we again restrict our investigation to µ>0; for p=0, the solution will represent half 
of a `corner' solution, mentioned earlier. 
We choose to look at trajectories with initial point F=0.5, F=0. to see the effect 
of increasing µ. This point is chosen as representative because the effect of the `hump' 
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96 
Figure 3.9: Plot of F(q) for y=2.5; (a) corresponds to the trajectory in Figure 3.8 
leaving the critical point going to the left, and (b) corresponds to the trajectory going to 
the right. The initial approximately circular solution is due to F' 
.:. 0 near to the critical 
point. Note in (a) that the trajectory does not go into the origin; however F(q) 
-+ oo 
here and the trajectory terminates. 
i. 
3. 
36 
96 
Figure 3.10: Plot of F(ti) for µ=0.05. The solution curve is terminated near F=0 due 
to the slope becoming infinite. 
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Figure 3.11: Diagram of the phase plane for r=t2 F(ry); It > 0. The top curve represents 
a trajectory where F -4 0 as F' -4 +oo. 
in the phase plane (Figure 3.11) will be shown; we shall not need to investigate the 
behaviour for F<0, as the phase plane is not significantly different from the y=0 case 
discussed earlier. The results of this investigation are shown in Figure 3.12. 
It can be seen that increasing µ causes the solution curve to `bend' back on itself, 
eventually resulting in a spiral which becomes more compact as it is further increased. 
If we solve along two trajectories, initiating from F -+ 0, F' -+ ±oo, and plot them 
together, we obtain a `closed' spiral, as shown in Figures 3.13 and 3.14, with both a 
wave `front' and a wave `back' being produced, as described in Keener [28] in a different 
context. The two series of plots show how the spirals compact as p. increases, and the 
snapshots taken as-time increases for each case show how they expand as well as rotate as 
they evolve. The `curve-shortening' feature of (3.3) is evident in the way such solutions 
evolve. 
Finally, we note an initial-value problem satisfied by this solution. F, does not appear 
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Figure 3.12: Plot of F(q) for F' >0 only (chosen for display purposes); (a) µ=0, (b) 
it = 0.1 and (c) it = 1.0. (a) represents the top half of the corner solution as shown in 
Figure 3.6. In (b) and (c), it can be observed how this corner solution bends back into 
a spiral as µ is increased. 
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Figure 3.13: Evolving spirals for µ=2. 
to be defined at t=0; however, if we suppose that 
F(i7) 
-CeM as il 
-+ oo, 
then we have for fixed 0 
rN Ct3eýý-1°a as t 
-> 0 
i. e. 
65 
r= Cc 0/2, u at t=0. (3.29) 
This also implies that we should see Archimedian spirals in the far-field (i. e. In Fa 77); 
Figure 3.15 shows that this is indeed the case. We note that the initial condition (3.29) 
determines the required value of it. 
3.3.3 Rotating waves 
Finally, we use (3.19) to make the substitution 
r. F(ý) (3.30) 
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Figure 3.14: Evolving spirals for µ= 10. 
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Figure 3.15: Behaviour as t7 
-* -boo; µ= 10. 
with 
77 =B 
- 
qt 
(which corresponds to a rigidly rotating solution) to give us 
67 
FF"+gFF'(F'2+F2)-2Fi2-F2=0. (3.31) 
The phase plane equations are 
FG 
G' 
= 
F2 +2G2 
- 
qFG (F2 +G2), 
and once again we have a single critical point at (0,0), with the local behaviour again 
being given by (3.22). The resulting phase plane is shown in Figure 3.16; it can be seen 
to be very similar to the r= t1/2F(O -µ In t) plot (Figure 3.11), with the main difference 
being the behaviour in the far-field-here, F' 
-> 0 as F -+ oo, whereas F' -> oo as 
F 
-+ oo in the previous case. Thus, we can expect our spiral solutions here to move closer 
and closer together in the far-field; this is backed up by the example solution shown in 
Figure 3.17 for q=1 (the parameter q represents a simple rescaling, with no effect on the 
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Figure 3.16: Diagram of the phase plane for r= F(6 
- 
qt). 
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shape of the solution-this is apparent from the group definition (3.19), since q= 1/a). 
The spiral in Figure 3.17 is the same as that produced by Mullins [39], corresponding 
to initial conditions F(O) = 0, F'(0) = 0; the full `enclosed' spiral (Figure 3.18) can 
be obtained in the same way as for the previous similarity solution-solving along two 
trajectories emanating from F(O) = 0, F' (0) 
-4 +oo and F(0) = 0, F' (0) --} -oo; for 
numerical purposes we in fact start from some small value of F(O). 
3.4 Reduction to First Order Equations 
In this section, we shall demonstrate methods of integrating the second order equations 
of the previous section analytically, and investigate the solutions. 
Writing our curvature equation as 
__ 
ysx (3.32)- yc 1+ yý2 
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Figure 3.17: Spiral plot for q=1, F(0) = 0.001, F'(0) = 0. 
and making the transformation 
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u=x- iy (= re-'a ) (3.33) 
z= x+iy (= re" ) 
then we obtain 
uzs 
Ut=-. 
UZ 
3.4.1 Spiral waves 
(3.34) 
We start by giving a different approach to the solutions of section 3.3.3. We will now 
seek a rigidly-rotating spiral wave solution (using (3.19)) by setting 
0=gt+F(r) 
so that, from (3.33), we obtain 
U=r e''(9t Ffr)) 
z= re`(vt+F(*)) 
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Figure 3.18: Spiral plot for q=1, F(O) = 0.001, F'(0) = ±100 (this is essentially two 
rotated versions of Figure 3.17). 
Thus, we have 
U=e '9t J(r) 
r= G(ze_iQt) 
giving 
(3.35) 
u= e-i tg(ze-`9t). (3.36) 
Letting 
77= ze `qt 
and substituting (3.36) into (3.34), we obtain 
goo + L99v(9 + ijgn) = 0. (3.37) 
We can easily confirm that (3.37) is equivalent to (3.31); defining 
0 
=B-qt (3.38) 
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and recalling (3.33) and (3.35), it can be seen that 
g= re-"P (3.39) 
ýý = re"'. 
The derivatives transform to 
gn ^ 
r,, 
- 
ire_2;, p ; 7, 
p + it , 
(3.40) 
z_2 
g, 7,1 = 2i 
rr, p, p - 2r,, r 
e-siiP (3.41) (r 
,p+ 
ir)3 
and (3.37) becomes 
rýý _2 r' +r- q(r2 + r2)r, ý, (3.42) 
which is exactly the same as (3.31), as expected. 
We can now return to (3.37). Noting that it can be written in the form 
(Ingn), 7 +(igig)? =0, 
we can thus integrate to give 
9n = Ae-'en9, (3.43) 
where A is the constant of integration. This is a complex first-order ordinary differential 
equation, and again needs to be converted back into the real plane. We can use (3.38)- 
(3.41) together with (3.43) to eliminate gn to give 
1+A e`(2t4-9r2) 
r, ý=it (3.44) 
which can Ibe written in the form 
1 
ro = 
-r cot(1i -1 qr2 - ý1), (3.45) 
where the constant 
ilnA 
4 
must be real to generate a real solution; by choice of the origin of & we take, without 
loss of generality, 01 = 0. 
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We are now in a position to construct the phase plane. Rewriting (3.45) in the form 
-r cos(tfi - . 1gr2) (3.46) 
= sin( i- Zgl. 2) 
we can see that the critical points occur at 
re =0 
, 
Oý 
=n ir for n integer. 
We find that these are all saddle points, with incoming trajectories in r>0 for even 
values of n, and outgoing trajectories for odd n. The phase plane is periodic, with period 
2ir. If we now consider isoclines of (3.45), we obtain 
r, p =0 on rjý = Zgr2 + (n + D7r 
r, p= oo on '=2 qr2 + n7r 
r, ý =1 on =2 qr2 - tan-' r+ n7r 
ro _ 
-1 on )= Zgr2+tan-'r+n7r, 
from which we can construct the phase plane shown in Figure 3.19. 
0 
Figure 3.19: Phase plot for r against 7k. 
0 
To construct solutions, we integrate the parametric equations (3.46) numerically. 
Choosing any point in (r, b) space as our initial point, we can generate the full curve 
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by integrating along its trajectory in both directions (see phase plot). Some resulting 
spirals are shown below in Figures 3.20 and 3.21, and can be seen to be the same as those 
obtained previously from numerically solving the second-order system (see Figure 3.17). 
Figure 3.20: Spiral plot for q=1, ro = Oo = 0.05. 
3.4.2 Separable solutions 
This time, we substitute 
C= U. 
into (3.34) and differentiate with respect to z to obtain 
Ct = (c 1 c, )x, (3.47) 
By setting c= g(q), we can now look for two different similarity solutions with 
'7 = z/(±t)1/2. (3.48) 
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These are equivalent to the two solutions r= (±t)1/2F(O) from the previous section, and 
once again we shall consider the two cases separately. 
17 = z/t1/2 
Substituting (3.48) into (3.47), we obtain 
1 
-2 77 g? = (9-19,7), 7" 
Letting g= eh, we subsequently see that 
17 e h,, ^ (3.49) 
We now set about finding an invariant group for this equation. The balance is 
he h, h 
77 2 
and hence 
u. 21nri+h (3.50) 
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is our first invariant. Choosing 
77, =a 71, 
we require 
hi 
=h+2lna 
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(3.51) 
(3.52) 
for (3.50) to read the same in these new co-ordinates. Differentiating (3.51) and (3.52) 
with respect to rml, we obtain 
1= adq 
dl = h" 
di7 
and thus 
v= ýI hT) (3.53) 
is our second invariant (alternatively it is apparent that the invariants can be derived by 
explicitly using the rescaling invariant of (3.49)). We can now recast (3.49) in terms of 
u and v; after some manipulation, we obtain 
dv v (1- ; e") (3.54) du 2+ v 
which is a separable first-order ordinary differential equation; integrating, we find that 
2 In v+v=u- 
2e" 
+ constant. 
Expressing this in the (, q, g) co-ordinate system (remembering that h= In g), this reads 
719- 'g, 7 + 21n(g-'g,, ) = In g- 71 2g + constant. (3.55) 
We now need to return to our u(z, t) formulation. Since c= g(zt-), if we choose 
u= t' f (zt"') =t'- 
then c= us holds as long as fý = g. Using (3.34), we can see that 
1 
_fnn n 2 
(f 
_' ýf n) 
g 
fn 9 
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and hence (3.55) becomes 
2 ý1(f - ? Ifn) +2 1n 
(f 
2? 
if° )= ln(fn) 
-1 rý2 fn + constant, 
which, in terms of u, reads 
2t u+ 
2In(u 
- 
zu2) 
- 
In u2 
- 
In t= constant. (3.56) 
Finally, we are required to express this in (r, 0) co-ordinates; using (3.33) and noting 
that 
re 
- 
jr 
_')a u: =rB+ire 
we obtain 
FATr2tý-e 
r1 
- 
1, (3.57) 
where A is a constant. We can at this stage check this result with the second-order 
equation from the previous section; setting 
r= tI F(O), 
substituting this into (3.57) and differentiating, we obtain 
F'=FI1+ 2)+(2+ 2)F'2ý 
which is the same as (3.21). 
To solve (3.57) we substitute 
r2 
p 2t' 
where we are assuming t>0 so that p>0, into (3.57) to give 
pe = ±2p Apep 
-1. (3.58) 
It can be seen that we require A> 1/pep for real solutions; thus A>0 is required and 
each value of A defines a unique minimum `radius' po. Integrating (3.58) numerically, 
we obtain the results as shown in Figure 3.23. These solutions can be thought of as 
the flow from a corner, as mentioned in the previous section, and demonstrated by the 
Figure 3.22. This is also shown more precisely in Figure 3.24, where we show the full 
solution evolving from an initial wedge shape. 
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We can also determine 0, the angle of the corner from (3.58); we find that in particular 
0-+0 as A-+ 0 (large po) 
--ý 2w as A -+ oo (small po) 
and hence the full range of positive A is covered. 
77 = zl(_t)i f2 
This follows exactly the same method as above, and the only difference in the various 
equations obtained is the occasional change of sign. Eventually, we obtain 
z 
re = ±r 12 ter212t - 
1, (3.59) 
where A is a constant; not surprisingly, it can be seen on comparing (3.59) with (3.57) 
that the two equations are the same, with A= 
-A. Substituting r= (-t)1/ZF(O) again 
gives us (3.21) as a check; by setting 
r2 p_ 72t 
where we now take t<0, (3.59) becomes 
Pe = ±2p Ape-P 
- 
1. (3.60) 
CHAPTER 3. FLOW BY CURVATURE: N= 
-i 78 
Figure 3.23: `Corner' solutions for p(O) (rotated through 7r/2 for display purposes) of the 
form shown in Figure 3.22; A=4.5 x 10-6 (top), A=1.21 (centre), A= 99.0 (bottom). 
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Figure 3.24: A demonstration of how the full solution for r(O, t) evolves from a corner 
(A 
= 1.3 x 10-3). 
We thus require A> eP/p to maintain real solutions, which means that we must have 
A>e for a solution to exist at all; A=e will give us the solution p=1 (i. e. a circle) 
and A>e implies a solution confined to an annulus, with inner radius po <1 and outer 
radius pi > 1. This is equivalent to the result obtained for the second-order equation, 
and the solutions to (3.60) are, not surprisingly, of the same type, as shown in Figure 
3.25. 
We can also investigate the behaviour of these solutions using an asymptotic analysis. 
Noting that as we approach the circular solution we have A 
--ý e and p -+ 1, then by 
setting 
Ä= e(1-{-ý2+... ) (3.61) 
and substituting (3.61) into (3.59), we obtain 
2 
dB ß'f2 1- 2. 
This can be integrated to give 
¢ ^ý fvsin(/B) (3.62) 
and hence the period N 
V2-7r in the limit A 
-4 e; this agrees well with numerical results; 
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Figure 3.25: Self-intersecting solutions; (a) po = 0.01 (A = 101.005), (b) po = 0.5- 
(A 
= 
3.2974). The straight dashed lines show the period of the solution, here 1.41r; 
note that curves will only join up for discrete values. 
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even in Figure 3.25b, where A is not particularly close to the critical value, the period is 
still approximately /7r. 
3.5 Similarity Forms for the 3-D Equation 
We will now consider (3.3) in three dimensions. If we have a general surface 
yý(x, Y, z, t) = 0, 
then (3.3) can be expressed as 
V` (3.63) loýl - v. 
ýloýlý 
Setting z=f (x, y, t), so that yp =z-f, then 
Of 
__ 
ll + fy )fix "'F (1 '}' fs )fyy - 2ffyfxy (3.64) at 1-F fz2 + fy 
which is our required Cartesian form. We now suppose that (3.64) admits a one- 
parameter (s) Lie group of point transformations 
f" ^' f(x, y, t) + EF(x, y, t, f) 
x' Nx+ 
-c 
X(x, y, t, f) (3.65) 
y' ^, y+ eY(x, y, t, f) 
t' "t+ sT(x, y, t, f) 
with the infinitesimals (F, X, Y, T) leaving (3.64) invariant; omitting details, it is found 
that this requires 
T 
=a 
-} 2(t 
Cx 
Ax 
F 
=b 
-ý- yx 
- 
Ay 
-pf 
+cy 
-- 
vf 
+ vy + Cf 
(3.66) 
and we thus have an eight-parameter group made up of four translations, three 
rotations and a stretching. We will now classify the similarity reductions that can be 
made using (3.66). 
CHAPTER 3. FLOW BY CURVATURE: N= 
-' 
3.6 (: 0 
82 
If we set all of the parameters in (3.66) to zero except (, then from the invariant surface 
condition we obtain 
f= (±t)"2 G(xl (±t)1/2, 
/(±t)IJ2) 
(3.67) 
_ 
(±t)1/2G(e, ii)" 
Substituting this into (3.64) gives us 
±! (G-HGF--rjG, r)(1+G2+G211 ) (3.68) 
(1+G; )G(t+ (1+G2)G,, 
n -2GCGnG£n. 
In order to determine a further similarity reduction, we now set 
Gý ^' G(C, rl) +e H(S, il, G) 
V+eE 77, G) (3.69) 
71* 77 +EN (e, 77, G) 
" 
For (3.68) to remain invariant, it is found that we require 
_- alit 
- 
PIG 
N= alb 
- 
y1G (3.70) 
H= ßiß + yr! 
and we recover the three rotations from (3.66). To reduce (3.68) to an ordinary differential 
equation, we take al , -f 0, ßl = yl =0 in (3.70) so that the invariant surface condition 
gives 
G= 9( ý) = 9(P), (3.71) . 
which, on substitution into (3.68), gives us 
dP2 ý2 1+ dPl 
Z 
Lg dP 
(P± 
P)j . 
(3.72) 
We can now consider solutions to (3.72) for the two different cases. 
3.6.1 f= (-t)1129([(x2 + y2)/(-t)]'12) 
This case has two well established analytical solutions for (3.64), which can be seen in. 
(for example) [2] namely, the sphere 
x2-f-y2+ f2=4(-t), (3.73) 
CHAPTER 3. FLOW BY CURVATURE: N= 
-r, 
and the cylinder 
83 
x2 + y2 =2 (-t), f arbitrary, (3.74) 
which both shrink to the origin at time t=0. The latter is a limiting case of this class of 
similarity solutions. If we solve for g(p) from (3.72) numerically (using the lower signs) 
with the boundary conditions 
9 (po) =0 
9' (Po) 
-3 Co 
(3.75) 
in order to have symmetry about g=0 and hence maintain a smooth surface (po is 
a constant which we vary to obtain different solutions), then we obtain the solutions 
as shown in Figure 3.26 (we only show solutions for g(p) >0 due to the symmetry 
about g= 0). It can be seen that as well as the sphere and cylinder solutions, there 
is also a shrinking torus solution (as detailed in Angenent [2]), which has inner radius 
ro = 0.4329... and outer radius rl = 3.3148...; it is unique, since this describes the 
only curve which has dg/dp -4 oo at both ends. This torus is shown more clearly in 
Figure 3.27. 
The other curves shown in Figure 3.26 do not in fact terminate in `mid-air'; they loop 
back on themselves to produce meandering solutions as shown in Figure 3.28; this type 
of solution completes the set of solutions available for g(p); some of these patterns can 
be quite ordered (see Angenent [2]), but it is unclear whether they have any application. 
3.6.2 f= t1/29([(x2 + y2)/t]1/2) 
We have three interesting solutions for this case. If we impose the boundary 
conditions (3.75) as we did above, then we can obtain the solutions as shown in 
Figure 3.29. These correspond to the so-called `necking cylinder', as shown in Figure 3.30. 
If instead of (3.75) we impose 
g(O) = go (3.76) 
g'(0) =0 
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Figure 3.27: Shrinking torus solution; po = 0.4392, pl = 3.31478. The axes shown are 
z= 9(p), p2 = x2 + y2. 
Figure 3.26: Solutions for g(p); (-t)1/2 case. 
CHAPTER 3. FLOW BY CURVATURE: N= 
-rr. 
S(P) 
-1 
-7 
-3 
Figure 3.28: `Meandering' solution 
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Figure 3.29: Solutions for different g(p); tl/2 case. 
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Figure 3.30: Necking cylinder solution. The axes shown are z= g(p), p2 = x2 + y2. 
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where go is a constant, then numerical solution of (3.72) gives us profiles as shown in 
Figure 3.31; these correspond to the behaviour of the cylinder after the neck has been 
g (p) 
I 
0 
Figure 3.31: Solutions for g(p); 0/2 case. 
P 
pinched off; we have two separate `cones' with rounded ends. An example is shown in 
Figure 3.32. It is useful at this point to consider the initial configurations of these two 
similarity solutions, as it is not immediately clear what they are. If we look at the far- 
field behaviour in our ordinary differential equation formulation (i. e. as p 
-+ oo), we 
can see that in both cases g(p) is constant (see Figure 3.29 and Figure 3.31), and thus 
g(p) 
-+ A p, as p -+ oo, where A is a constant. This implies that 
f 
-FAr as t-+0 
so that we lose the time dependence at t_0; our initial configuration. thus appears as 
two cones which meet at the origin, and it is unclear which type of flow should occur 
(see Figure 3.33). 
Finally, we can consider solutions which do not intersect perpendicularly with either 
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Figure 3.32: Cone solution. The axes shown are z= g(p), P2 = x2 + y2. 
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Figure 3.33: The evolution of the necking and necked cylinders from the same initial 
configuration. 
of the p- or g-axes; we choose the boundary conditions 
9 (Po) = 9o 
9'(Po) 
-4 00 
(3.77) 
for ease of integration. Instead of the selection of patterns that we obtained in the 
previous formulation (Figure 3.26), we have only one type of solution this' time, as 
illustrated in Figure 3.34. If we consider the 3-D plot (Figure 3.35), we can see we have 
two bowl-type shapes, with a central hole at r=0. Such solutions correspond to initial 
conditions of the type illustrated in Figure 3.36, i. e. to non-symmetric versions of Fig- 
ure 3.33. We can also obtain the cone (necked cylinder) solutions from this configuration, 
similar to those shown in Figure 3.32. 
3.7 cx, b54 0 
Returning to (3.66), if we choose a, 8 
, -E 0 (without loss of generality by rescaling we can. 
take a= b), but take the other parameters to be zero, then writing 
f t-F'G(x, y) 
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Figure 3.34: Solution for `arbitrary' boundary conditions. 
we obtain 
90 
a 
1+ Gi + Gy = (1 + Gy)Gzx + (1 + Gx)Gyy 
- 
2GxGYG=y (3.78) 
from (3.64). This in turn admits the group 
E (al + biy) 
y' =V+ (ýi 
- 
sý x) (3.79) 
G* 
=G+ý yý 
which gives us a rotation and three translation groups (although 71 does not give 
similarity reductions). The rotation group will be covered below in a polar co-ordinate 
formulation (the algebra is easier); taking al and ßl in (3.79) to be non-zero but setting 
,yj, bl = 0, we obtain the second similarity reduction 
G=G(), 4=y-9'x, 
where q is a constant, which, on substitution into (3.78), gives 
d2G 
_ 
dGl2 1 
d-02=(TO ) +1+q2* 
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Figure 3.35: The `bowl with a hole' solution. The axes shown are z= 9(p), P2 = x2 + y2. 
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Figure 3.36: Non-symmetric initial configuration for `bowl with hole' and cone solutions. 
This can be integrated twice, to give a final solution of 
f (x, y, t) =t- In cos I yl qx (3.80) 
which has become known as the `Grim Reaper' 
solution 
(see, for example, [2]); this will 
be discussed further in Chapter 5. We note that since it depends on x and y only through 
the combination y- qx, it is effectively only two-dimensional. 
3.8 Reductions in cylindrical polar co-ordinates 
In order to simplify the algebra, we will now express formulations in cylindrical polar 
co-ordinates (although we will still use (3.66) in to obtain them). We note that (3.64) 
becomes 
Of (r2 
'+' JB 
)frr + (1 + fr) (fee +rf,. ) +r frfB - 2frfBfrB 3.81) 
at r2(1+fr)-f'fe 
If we take a and A to be non-zero in (3.66) (i. e. a translation in t and a rotation), 
but the other parameters to be zero, then we can look for a reduction of the form 
qt) = f(r, 0), 
which, on substitution into (3.81), gives us 
Qrf, [r2(1+fr)+. f ]+r(r2+fý)frr+ (3.82) 
r(1+fr)(fpe r. frý-I-frf 
-2r frfpfr0 =0. 
This admits the group 
r' =r 
'0" =+ al 
(3.83) 
f" =f+ ß1, 
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which, on taking al and ßl to be non-zero, allows us the second reduction 
f= pV) + R(r) 
for some constant p and hence 
_P2R'+(Pqr+R')(PZ+r2(1+R'2)) 
r(p2 + r2) 
(3.84) 
We can solve (3.84) numerically; we obtain the rigidly-rotating helical surface as shown 
in Figure 3.37 for p=1. 
I 
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5 
Figure 3.37: Helical solution for p=1; f= f(r, &). The axes shown have r2 = x2 + y2. 
While other similarity reductions are possible, we shall conclude our discussion of 
(3.3) here. 
Chapter 4 
Flow By Curvature: N=c- er, 
4.1 Introduction 
In this chapter, we will be considering numerical solutions to N=c- en with c00; as 
already noted, this equation has been proposed as a model for front motion in reaction 
diffusion problems and also arises in other contexts. Two sets of initial conditions for 
the front will be investigated 
(1) The semi-infinite line 0<x< oo, y=0 fixed at x=0, y=0 and 
(2) A line of length 2L, with both end points fixed. 
We will also consider another configuration which in some sense is a generalisation of the 
above; this will be explained later. 
It can immediately be seen that a trivial solution would result for the above if c=0, 
as n will always equal zero, and the front would not move. We thus require a non-zero 
value of c to initialize the motion. 
To examine the above problems, we choose to work in Cartesian" co-ordinates, and 
thus (3.2) reads: 
yc =e 
Jxx 
-1- c (1-ý y2)1/2 (4.1) 1 y2 x 
CHAPTER 4. FLOW BY CURVATURE: N=c- Erg 
We non-dimensionalize (4.1) by rescaling with 
95 
x 
. -> ex/c 
y 
--, e y/c (4.2) 
t 
-4 E t/c2 
to obtain 
Y2 
(4.3) yt = 
Yrr 
12+ 
(1 + 
-- 
ys)l, Z. ý- 
Thus, we need not be concerned with the values of c and e and solution of the equation 
N=1-rc 
will be sufficient. 
4.2 Case 1: The `Single' Spiral 
(4.4) 
We will start by looking at the first problem mentioned above. Before embarking on the 
numerical methods, we briefly investigate some analytical attempts at solution. 
4.2.1 Similarity Forms and Asymptotic Analysis 
Here, we hope to provide some motivation for the numerical analysis, by showing the 
difficulties encountered when searching for exact or asymptotic solutions. 
If we look for a similarity solution to (4.3) of the form 
y= t°F(r7), where r7 = x/tß, 
then we find that 
t"-l(aF 
- 
QiJF') 
=1+ t2("-ß)F 2+ (1 + t2("-a)Fi2)1/2. 
(4.5) 
It can be seen that we cannot eliminate t from (4.5) for any non-trivial values of a and 
Q; we can, however, produce some asymptotic simplifications: 
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" a=1, ß=1/2 
In this case, (4.5) reduces to 
1" F- 
271 
F'ß 
1fF +(1+tF'z)1/2 t F12 
and thus for t small, 
F-2-71F'- F"+ 1, 
i. e. 
96 
yi 
-, yxx-1 as t-+0. (4.6) 
If we solve (4.6) (numerically, using a simple time-stepping finite differences scheme) 
with boundary conditions 
y(x, 0) =0 
y(0, t) = 0, 
we obtain a profile as shown in Figure 4.1, which is as might be expected. 
Alternatively, the similarity solution can be constructed analytically. However, this 
y 
« 
LI 0 
Figure 4.1: Diagram of the small time behaviour. 
x 
small time behaviour is not particularly useful in determining the spatial structure 
for general t. 
. a=l, ß=1 
This time, (4.5) becomes 
F-'q F'= + F12 + (1 +F'2)1/2 
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and thus for t large, we have 
97 
F- 77 P- (1 + F'2)1/2 
i. e. 
yt ^ý (1 + y; 1)1I2 as t- oo. (4.7) 
We note that the order of the equation has been reduced by one; there are two 
solutions of this self-similar form, the general (plane wave) solution 
ax+ (1 + a2)1/2t, (4.8) 
where a is an arbitrary constant, and the envelope (circular wave) solution 
2+ y2 = t2" (4.9) 
We can immediately see that neither (4.8) nor (4.9) satisfy the boundary condition 
that y(O, t) = 0. However they can be used (King [32]) as the basis for an asymp- 
totic approach to determine the large time behaviour. 
In what follows we shall restrict ourselves primarily to numerical approaches. 
4.2.2 A Full Time-Dependent Model-The Equations 
To compute the full time-dependent behaviour, we note that a simple time-stepping 
discretization of (4.3) will not suffice; intuitively, we expect the initially horizontal `front' 
to wrap itself around the fixed point at the origin in a spiral, giving a multi-valued' 
solution. To overcome this difficulty, we express the position of the front in terms of an 
arc-length co-ordinate s (as demonstrated in Hyman's surface tracking methods [24]); 
(4.4) now becomes the system 
(X, + Y2)3/2) (X, + Y2)1/21 (4.10) 
(X, + Ya)3/2) (X ;+Y, a)1I2' 
where x=X (s, t) and y= Y(s, t). The speed of propagation of the wavefront tangential 
to itself is given by 
X, Xt+11 
a= (., Y,; ' + Y, 2)1/2' 
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and a=0 since the t-tangent vector and s-tangent vector are orthogonal. We could now 
attempt to discretize (4.10) using a standard finite-differences scheme. However, with a 
little thought it is soon realised that this will fail; no matter how we initially space the 
points on our mesh, they will move apart as the front evolves and `stretches. This is 
illustrated in Figure 4.2. We thus deduce that the distance between any two points is 
b+ 
i-1 
i+1 
Figure 4.2: The motion of points on the front. 
not constant, but a function of the shape of the front. To show how we deal with this, 
we consider three successive grid points i-1, i and i+1 on the front (see Figure 4.2). 
By Taylor expansion, we have 
X1 =X (s) = Xi 
Xi_I 
=X (s 
- 
S_) 
« X; 
- 
S_X,; + 1J2 X..; 
- 
... 
(4.11) 
X; +ý =X (s + b+) 
and similarly for Y(s). Taking up to second order terms in b_ and S+, and with a little 
manipulation, (4.11) implies 
Xý' 
= 
b? X, +1 + (b+ - 52)X i- b+Xs-, +Q(bs)(4.12) b+b-(b++b-) 
X. 
lý =2 
(b-X'+, 
- 
(5+ + 6-)Xi + 5+X'-11 
+ p(ss), (4.13) 
a+a- (b+ + 5-) 
where 8E (S+, L). We approximate S_ and b+ by the straight line distance between the 
relevent grid-points; we obtain 
,, 
2 
-I- Y -YT 
a+ 
_ 
(Xi+i 
- 
Xc)2 + (Yt+i Y)2, 
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and thus, using the equivalent versions of (4.12) and (4.13) for Y; and Y,;, we can 
produce the explicit numerical scheme 
Zi, t Y i, t (4.14) 
Y, t+i = 
-Y-,, e + Zi, t X.;, t (4.15) 
where 
Zf t= 
At 
1- . 11'. i, tY . i, t -Yi, t'.. i, t (4.16) (X, 28., 
t 
y) 1/2 ('l 2i, 
t 
+ ý, 2, 
t)3/2 + 
. 
f, tfti 
and the derivatives are given as above. The boundary conditions are 
X(s, o)=s Y(s, o)=o, 
X(O, t) =0 Y(O, t) = o, 
which read 
X;, o=i0R Y1, o=0 
Xo, t=0 Y0L=0 
in numerical form, where OR is the initial mesh spacing. 
4.2.3 Difficulties with the mesh spacing 
If we now set an initial mesh of 30 equally spaced points, ranging from (say) 0<X; < 1, 
we soon encounter a new problem. As the front evolves, the mesh points near the origin 
become very sparse (see Figure 4.3) due to the high curvature, and thus the core of the 
`spiral' is incorrectly modelled. Unfortunately, simply adding extra points at the spiral 
core (i. e. between the first two grid points) is not sufficient, as we then observe similar 
problems in the region just away from the core; also we have to ensure that any method 
of adding grid points does not have any significant effect on the final solution. 
In considering our grid-point addition method, we look first of all at the form of the 
original mesh, and the `boundary' condition imposed at the final point. So far, we have 
used a uniform mesh in the range 0<X; < 1, which obviously will not calculate a semi- 
infinite front particularly well; we need the majority of grid points to be in the vicinity 
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Figure 4.3: Difficulty at the origin. 
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of the spiral core. As x -+ oo, the front remains approximately horizontal, effectively 
moving with speed N=1; thus we propose an initial mesh consisting of two parts: 
"A uniformly spaced mesh of no points in the range 0<x<1, where 1 is some 0(1) 
constant. 
"A non-uniform mesh of nj points in the range l<x< 01, where ß is again a 
constant which is chosen large enough that the far end of the front remains away 
from the spiralling region. We require the points to be biased towards the left-hand 
end of the region, so that there is a smooth transition between the two meshes. 
To initialize the x-values of the second part of the mesh, we use the scaling 
xi 
= 
10f (')1 at t=0, (4.17) 
where i represents the number of the grid point (as in the formulation of the equations 
earlier). This means that we require 
f (no) 
=0 (4.18) 
f(no+ni) 
= 
loginQ. 
We now choose f (i) to be a polynomial of degree m (it is found that a linear f will not 
bias the point spacing sufficiently); to satisfy (4.18), we take 
f(t) 
_ 
(i 
- 
no 
m 
109100 
nl 
) 
and hence the X; by (4.17). We still need to choose a value for m; to do so, we insist 
that Xo+l 
-X0 should be equal to the space-step in the uniform mesh, which we 
have 
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denoted LYR. Thus we require 
X, 4 = AR =1 no-1 
and hence, using (4.17), we require 
/SON)"` 
-i= 
1 
// 
no 
- 
1' 
i. e. 
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Z In 0 
m In nl 
In 
(In(no/(no 
- 
1))) . 4.19 
We can consider now the grid-point addition method. First of all we note that the 
scheme must remain stable; linear analysis implies that we require 
At < 
20R2. 
We must ensure therefore that when adding points they are greater than 20t apart. To 
demonstrate our addition method, we consider three consecutive points on the mesh, as 
shown before in Figure 4.2. Looking to add points between i-1 and i (for example), we 
compare the distance b_, with some reference minimum spacing bref, " We do not choose 
AR as our minimum spacing, as this will result in many extra grid points being inserted 
away from the spiral core, where they are not required; instead, we choose a weighted 
reference spacing 
Sref; 
=1+ n) AR, 
where a is a constant and n is the total number of points in the mesh at time t. A value 
of a=5 was found to be suitable. The number of points to add is then chosen to be 
nP; = max int 
a-' 
- 
1, o 
aref, 
In order to determine where these new points should be inserted, we approximate the 
curve through points i-1, i and i+1 by an arc of a circle and space these additional 
points equally along that part of the arc between points i-1 and i; this requires simple 
but lengthy geometrical calculations, which have been omitted for brevity. We eventually 
find that the X-values of the new points are given by 
Xh; = ai t 
(rU [i+ ( (nn. + 1)(Y-i 
- 
b, ) + h1(1 
- 
Y-i) 2 (4.20) (nn. + 1)(Xi-i 
- 
ai) +hi (Xi 
- 
Xs-1) 
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where (a;, b; ) are the coordinates of the centre of the fitted circle, r is its radius and 
h; 
= 
1,2 
... 
np, denotes the number of the additional point. The sign of the root is 
dependent on the position in the (spiral) mesh; we choose the sign 'which maintains a 
smooth curve. The Y-values are then given by the equation of our fitted circle- 
I h. G; + r; 
- 
(Xh, 
- 
a)2. (4.21) 
This completes the grid-point addition method, which we employ for all values of i from 
i=1 through to i=n- nl (the `tail' region can be excluded) at regular intervals 
so as to maintain the correct spiral shape (this can be checked by solving for different 
frequencies of addition over the same length of time, and ensuring that there is little 
difference between results). 
4.2.4 Results 
In Figure 4.4, we have an example of the type of spiral that is produced. For our 
calculations, we have taken no = 30, nj = 10,1 =2 Ox = 0.069, At = 0.002 and 
extra grid points have been added every 5000 iterations. It can be seen that away from 
the core, the distance between the coils of the spiral is virtually constant, indicating that 
the front motion is approximately planar. This is due to the curvature term being very 
small. 
We have now completed our numerical work for the first problem; however, by con- 
sidering a similarity formulation, we can obtain the speed of rotation of the spiral wave 
without solving the time-dependent problem. 
4.2.5 A Similarity Method 
Keener [28] and Grindrod [19] have previously shown that (4.1) can be reduced to a 
second order system of first-order ordinary differential equations if the spiral region only 
(and not the `tail') is considered. We will now demonstrate a different formulation which 
clearly shows how a unique rotation speed can be determined. 
Writing (4.4) in polar co-ordinates, we have 
. 11 
Dr 
_ 
rr9B 
- 
2r0 
- 
r2 
+ 
(rB + r2)'/2 (4.22) 
at r(re + r2) r 
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-r, 
To seek a rigidly rotating spiral solution, we set 
r= F(9 
- 
qt) = F(rj) 
103 
so that, on substitution into (4.22), we obtain the second-order ordinary differential 
equation 
FFn,? +(F', ä+F2)3/2+gFF, 7(F+F2)-2Fn-FZ=0. (4.23) 
We can now study the phase plane; we write 
F' 
=F Gs (4.24) 
G'=F2+2Gz-(Fz+GZ)3/z-=gFG(F2+Gz), 
Figure 4.4: Shape of front at time t= 200. 
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where G=F. It can be seen immediately that we have four critical points (remembering 
that r= F(rj) must not be negative)-(0,0), (1,0), (0,2) and (0, 
-2). At the origin, the 
behaviour is the same as in (3.22), that is 
GN ±F (F/k)2 
- 
1, 
where k is a constant. Around (1,0), linear analysis shows that we have a spiral for 
1qj < 2, and a node for jql > 2; at (0, ±2), we have saddle points. We can thus obtain 
the phase planes as shown in Figure 4.5 and Figure 4.6. 
Figure 4.5: Numerical solution for the phase plane for the second-order system; q=1. 
We must now consider which trajectory we require. It is apparent that in view of 
the boundary conditions it must reach F=0; this immediately limits us to the two 
trajectories emanating from (0,2) and (0, 
-2). If we look at the local behaviour around 
F=0, (4.23) gives 
(F, )3/2 2Fn2 
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LL 
-3 
105 
Figure 4.6: Numerical solution for the phase plane for the second-order system; q=3. 
and thus 
F(ry) 
, 
-2q as 77 -+ 0+ 
for q>0. Thus we require the trajectory entering (0, 
-2) in the phase plane. 
In the far-field, the curvature term in (4.4) is negligible, and the equation is NN1; 
the velocity of the front is therefore constant and hence 
um Fn=F., (4.25) 
where F,,. is a (negative) constant. This in turn implies that in the far-field we have 
outgoing spherical `waves' with a separation of 
A= 
-27rF,,.. 
Since the whole spiral has a period of 2ir/q, and it moves a distance A in this time, we 
have plane periodic waves with 
Fý 
= 
-1/q; (4.26) 
the result follows because the dominant balance in (4.23) is 
F3ý-gF3F,. 
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The required trajectory is defined completely; it must come in from F -* oo with 
F, 7 . -1/q and enter F=0, F, 1(0) = -2. It can be seen that no such trajectory 
exists in Figures 4.5 and 4.6; indeed, it is only possible for a unique value of q, given by 
q= q' = 0.33096..., and in Figure 4.7 we show a phase plane with two trajectories just 
below and just above q'. We note that this rotation speed is the same as that found by 
Figure 4.7: Phase plane for the second-order system; q ; z-, q*; (a) q> q`, (b) q< q` 
Keener [28] using a slightly different formulation. Instead of (4.4), Keener solved 
c(T) 
-, -r, 
on an annulus' (ro, r1), where T is the periodicity of the solution; a dispersion relation 
is then required to fix the speed and frequency of the solution spiral. As we can scale c 
and e out of our formulation, a dispersion relation is not necessary in our problem. 
If we plot out a spiral solution to our ordinary differential equation (4.23) with 
q= q`, the agreement with our previous numerical solution in Figure 4.4 is excellent 
(see Figure 4.8). As a further check, we can estimate the rotation speed q for Figure 4.4 
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Figure 4.8: Spiral solution for the ordinarry differential equation formulation; q= q'. 
by measuring the distance between the outer loops of the spiral; since N-1 away from 
the core, this will also be the period of rotation and hence we have q- 27r/gap. It is 
found that q=0.33 to two decimal places. However, we note that this rotating wave 
solution gives the large-time behaviour only in the spiral core; a full description of the 
large-time behaviour requires a fairly complicated asymptotic structure (King [32]). 
4.3 Case 2: The `Double' Spiral 
We now look at our second problem, with the initially horizontal front now fixed at both 
ends. From above, it is expected that spirals will form around both fixed points; it is the 
manner in which this is achieved by the front which is of interest. 
The first point to consider is the equation to be solved. For the previous problem, 
we scaled out both c and e by non-dimensionalising; this time, however, we have a third 
constant (the initial length of the front from the boundary conditions), which means that 
we will have to compute a range of solutions for different values of a single parameter 
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(since we can only scale a maximum of two constants out of the problem). We choose 
the scalings 
x 
--ý x/L 
y 
-ý y/L 
t 
--p E t/L' 
so that the problem becomes 
N=a-rc 
with boundary conditions 
(4.27) 
y=0 atx=f1, (4.28) 
where 
cL 
a= (4.29) 
Before embarking on the full problem, we first consider the steady-state problem. 
4.3.1 The Steady-State Problem 
Our steady-state equation (from 4.27) reads 
yxx-(1-+ 
-ys)3/2 (4.30) 
with boundary conditions (4.28) above. Setting z= yx and integrating, we have 
(1 + 
z2)1/2 
=x- x0), 
where xo is a constant; integrating a second time, and imposing (4.28), we obtain 
y= 1- (ax)2 
-1- a2 J (4.31) 
and thus, for a real solution, we require 
/ 
0<«<1. (4.32) 
As expected, the solution in this range is a minor arc of a circle, tending to a semi-circle 
as a 
--+ 1 (a major arc solution is also possible, but it is unstable). From this, we deduce 
that we require a>1 for spiral solutions to be generated. 
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4.3.2 The Full Problem 
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To solve (4.4) numerically, we (initially) use the same scheme as for the first problem. By 
noting that the solution will be symmetrical (about x= 0), we need solve only for one 
side of the spiral; we choose the left hand side. As no tail region is involved this time, we 
initialize the front with a simple uniformly-spaced mesh in the range 
-1 <x<0, with 
an extra `mirror' point at x>0 to ensure that the full double spiral joins up correctly 
(i. e. that dy/dx =0 at x= 0). Our discretized boundary conditions are thus 
xo, t = -1 
Iöt 
=0 (4.33) 
Xn, t =0 
Yn, t ^- Yn-2, ti 
where once again we have n mesh points at time t (we are applying the grid-point 
addition technique used previously). We can now solve (4.27), and observe how the front 
evolves; for a= 1+b with 5«1 (i. e. just above the critical value), we obtain the results 
shown in Figure 4.9. It can be seen that the front holds the steady-state shape (the 
semi-circle) for a reasonable length of time before spiralling round and enlarging much 
more quickly until there is a collision between two portions of the front at time t= 45.9 
(which will be discussed below). In Figure 4.10, we show results for three larger values 
of a; we observe that increasing a increases the number of spiral turns before this front 
collision, but decreases the time required for it to occur (which is to be expected, since 
we are increasing the wave speed). It is also worth remembering in Figure 4.10 that the 
end points of each front are the same distance apart (two units); the top spiral is thus 
occupying a considerably larger area than the one at the bottom. 
The most interesting occurrence, however, is the collision of the two spiral loops. At 
this point, we would expect the two colliding portions of the front to annihilate each 
other, resulting in two new, separate fronts; an outer closed loop, and an inner line 
segment (the `seagull' shape in Figure 4.9). Modelling the behaviour past this collision 
time thus presents a further numerical problem, which we consider next. 
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Figure 4.9: Progression of front for a=1.01. 
4.3.3 Modelling the Post-Collision Behaviour 
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In our numerical model for symmetric spirals, we state that the collision of the two spiral 
arms occurs on the first occasion when Xj, t >0 for some j<n, as shown in. the right- 
hand diagram in Figure 4.11. At this time, we split the mesh into the inner and outer 
regions by firstly adding two new mesh points at the intersections of the spiral with the 
line x=0; to achieve this, we approximate the spiral in this region by an arc of a circle 
(as we did with the grid-point addition method-this is a very accurate representation on 
this small scale) so that the two y-values are given by 
yf =b r2 
- 
a2, 
where (a, b) are the co-ordinates of the centre of the approximating circle and r is its 
radius, as before. We set up two extra `mirror' points, as shown in Figure 4.11, and thus- 
by renumbering the grid points, we can treat the two regions (inner double spiral core 
and outer loop) separately (noting that we now have three extra points to consider). 
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Figure 4.10: Shapes of front for a=3 at t=2.01 (top), a= 10 at t=0.264 (centre) 
and a= 50 at t=0.0273 (bottom). 
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Figure 4.11: Collision of the spiral arms (not to scale). 
If we now try to continue with our solutions, we soon find that the cusps which are 
formed (see the right-hand diagram in Figure 4.11) create a new numerical problem (since 
the curvature is very large). Simply reducing the time-step on its own will not remedy 
the situation; grid-points around x=0 will still move closer together, thus forcing the 
distance between adjacent points to become too small (so that At < Ax2/2 no longer 
holds in this region). The difficulty on this occasion is having too many grid-points in the 
cusp regions, and so we propose that the best solution is simply to remove points that 
are less than 23t away from x=0. This is shown in Figure 4.12; it can be seen that 
the omission of the original point j-1 has virtually no effect on the front itself. We then 
renumber the grid accordingly, and continue our time-stepping routine. This process 
is repeated again and again to generate further outer loops for subsequent collisions of 
the spiral arms; for an example of the results obtained, see Figure 4.13. We note the 
similarity of these results with the experimental spiral plots in Winfree [57]. 
We are now in a position to examine the patterns which occur in the behaviour of 
these double spirals for different values of a. Before doing so, however, we note that the 
outer closed loop(s) generated are not of great interest-they simply propagate outwards, 
and tend to a circle as t --º oo. We will therefore retain only the inner region in further 
computations. 
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Figure 4.12: Convergence of grid points around x=0, and the remedy. 
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Figure 4.13: Front position at t=0.445 fora = 10. 
x=0 
CHAPTER 4. FLOW BY CURVATURE: N=c- erg 
4.3.4 Results and Observations 
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In order to quantify the behaviour of the front for different values of a, we choose to 
measure the time taken between the collisions of the spiral loops. If we refer back to the 
plot for a= 50 in Figure 4.10, we can see that the time taken for the first collision to 
occur will be very different (in this case larger) from that of the second collision, as the 
front will not have so far to move for the latter. However, we can also see that we may 
expect the time gap between the second and third collisions to be almost equal to the 
gap between first and second, as the wave motion is approximately planar (consider the 
distances between the spiral loops; they are roughly equal). Indeed such proves to be 
the case (and was checked by observing the collision period up to the eighth collision-it 
remains almost constant after the second collision) for all values of a; in Figure 4.14 we 
plot the frequency of collision (i. e. 1/period) against a for both the first collision and the 
subsequent collisions. It can be seen that away from a=1, the plot for the later collisions 
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Figure 4.14: Plot of 1/period vs. a for the first and subsequent collisions. 
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gives an almost straight line (on logarithmic scales); its equation is approximated by 
loglo(period-1) ^_- 21oglo a-1.3 
and thus 
1 a2 
ti 
- period - 20 
(4.34) 
In addition we can look at trends with regard to the time taken to the first collision. If 
a Collision period 
1st 2nd+ 
1.5 7.696 7.854 
3 2.004 2.007 
10 0.2637 0.1905 
20 0.0929 0.0478 
50 0.0273 0.0077 
100 0.0119 0.0020 
200 0.00551 0.00050 
500 0.00209 0.00008 
Table 4.1: First and subsequent collision periods. 
we look at the data used in Figure 4.14, we can obtain Table 4.1, from which, we can 
postulate that for large values of a (i. e. a> 50), 
time taken for first collision, T+ second collision period, 
which, using (4.34), implies that 
a 
T"1 ^_- 
a for a» 1. (4.35) 
a +20 
This is demonstrated in Figure 4.15. 
As a final point of interest, we can count the number of spiral loops just before' 
a collision for a range of values of a; this will not be completely accurate (especially 
for small values of a), as it can be awkward when considering the core since there 
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Figure 4.15: An approximation to the first collision time for a 
-+ oo; for a .:: 1, we do 
not obtain complete spiral loops at the time of collision, and thus the approximation is 
not valid. 
will typically be an incomplete loop. Nevertheless, we can produce a plot as. shown in 
Figure 4.16, and it can be seen that it approximates to a straight line for values of a» 1 
with the equation 
n`P ^ j 1+ 20* 
obtained by linear regression. The behaviour as a -+ oo and as a -4 1+ can also be 
analysed by asymptotic methods (King [32]), but we shall not pursue this here. 
4.4 `Uneven' Double Spirals 
It can be observed in experimental plots (e. g. Winfree [57]) that double spirals sometimes 
appear to be biased towards one side of the spiral, i. e. one of the *spirals is larger than 
the other. We can produce a model of this situation by combining bothof the above two 
lo° )0' 102 a 
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Figure 4.16: Number of spiral turns vs. a. 
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cases: first of all, we generate a single spiral, which we truncate at a point away from 
the spiral core where the wave motion is planar. We note that this time we must use the 
formulation including the parameter a to allow a particular double spiral to be specified. 
We then fix both end points, and generate a double spiral using a modification öf the 
method above; this time, however, we cannot impose any symmetry conditions, and thus 
we have to compute the whole spiral instead of just half of it. We note that the value 
of a can be changed for this second part of the numerical scheme-the values of c and e 
are fixed in (4.29), but the distance between the two end points of the front (L) depends 
on when we choose to stop generating a single spiral; a cannot therefore be determined 
until we initiate the double spiral. The point of collision between the two spiral loops 
also has to be tracked more carefully, since the x-position where this occurs is no longer 
necessarily fixed. With these issues in mind, we can generate fronts as before, with the 
outer loops (formed after front collision) again being discarded; an example of the type 
of behaviour observed is shown in Figure 4.17 with a value of a= 55.9 during spiral 
0 50 100 150 200 a 
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It can be seen from Figure 4.17 that once the double spiral has been generated, the 
inner region does not appear to change. This is not quite the case, however; although the 
shape of the inner front remains virtually the same after the second spiral collision, the 
point of collision does change slightly. This is more clearly shown if we consider smaller 
initial values of a; Figure 4.18 shows profiles for the inner region for a=9.971 at the 
times of the first and thirty-eighth collisions; it can clearly be seen how the front tries to 
'even itself out', i. e. the point of collision moves towards the mid-point of the two fixed 
ends. We demonstrate this using our numerical results obtained for the spirals generated 
in Figure 4.18 for a=9.971; Figure 4.19 shows how the x-position of the point of collision 
moves. It can be shown (King [32]) that the evolution towards symmetry for a >> 1 in fact 
happens on an exponentially long timescale. This is consistent with experimental results 
(and the numerical results given here) which suggest the persistence of non-symmetric 
spirals after very long timescales. 
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Figure 4.17: Generation of an uneven double spiral for a= 55.90: (a) The initial profile* 
for the double spiral. (b) The first collision of the spiral regions. (c) The tenth collision 
(inner front only). 
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Figure 4.18: Uneven double spirals for a=9.971 at the times of the first and thirty-eighth 
collisions. 
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Figure 4.19: The x co-ordinate of the point of collision between the two spiral regions 
for a=9.971. The mid-point between the two fixed ends is at x=1.994. 
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Chapter 5 
Time-Asymptotic Behaviour for 
Generalized Flow-by-Curvature 
5.1 Introduction 
We now investigate the behaviour in R2 of a closed curve evolving according to the 
equation 
N= (5.1) 
where n is a positive constant. The form (5.1) is one of the special forms of the general 
curvature equation N= G(-r. ) which is discussed in Section 5.6. For closed curves, 
there are already some well-established results: 
(1) If n=1, then we have the classic curve-shortening equation, which has been 
considered by many authors [39,43]; it has been shown that all convex curves 
become circular in this case [14]. 
(2) For n= 1/3, curves can shrink to an ellipse in finite time. In particular, elliptic 
initial profiles will presere their shape until extinction [44]. 
Here, we focus on the behaviour for 0<n<1, and demonstrate both a travelling wave 
solution to (5.1), and a similarity formulation which can be applied to curves shortening 
with `slender' initial profiles. We will also consider the behaviour near extinction. 
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5.2 Travelling Wave Solutions 
In R2, (5.1) can be written for f, <0 as 
n 
f: 
-(1 -1 fx)1/2 
((1 
+fß)3/2/ (5.2) 
To seek a travelling wave solution, we write 
f=f(x-qt)=f(Z), 
which, on substitution into (5.2), gives us 
n 
Off =(1+f f)1"2 (1-f-fE)3/2 (5.3) 
Integrating, we obtain 
_t -1/2 fF= yam 
('(e)) 
-1 (5.4) 
Thus we can see that 
,. / w_1 
1- nn 
-1 1 2. fq L(
n% 
(2n_1) 
n<1/2, as oo (5.5) 
and 
fN constant, n> 1/2, as 
--ý 00. (5.6) 
This implies that for n> 1/2, we should expect the travelling wave profile to be horizontal 
as ý becomes large, i. e. to be of the same type as the `Grim Reaper' solution for n= 1' 
(see equation (3.80)). This is confirmed by numerical integrations of (5.4), as shown 
in Figure 5.1. We can determine the maximum value of the `Grim Reaper' solution by 
considering the infinite integral 
fm+x 
=f 
dý 
1/2 
( 
f (5.7) ([g1I"(l 
- 
n)(S 
- So)/ný2n/(i 
n) 
- 
1) 
which is obtained from (5.4); without loss of generality, we choose ýo so that f'(0) =0 
as 
-, 
0, which requires 
n ýo= 
n-lq-1/n 7 
1/2<n<1. 
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Figure 5.1: Travelling wave solutions for n= 1/5 (top) and n= 4/5 (bottom). 
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We then find 
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Fr r (i 
- 
Zn) 
n> 1/2, fmax =2 ql/n r (3 1) 
2-2n 
which agrees with the numerical results; this result also holds for is =1 (where 
fmax 
= ir/(2q)). 
5.3 Slender Initial Conditions 
To demonstrate what is meant by slender initial conditions, we solve (5.2) numerically 
using an explicit time-stepping routine, with the initial profile being an ellipse of aspect 
ratio 4; Figure 5.2 shows the evolving profiles for n= 1/5 and n= 2/5 (only the top 
right quadrant of the ellipse is shown for clarity). We can see that for n= 1/5, the profile 
1.0 
0.5 
0.0 
0 
Figure 5.2: Progression of a slender initial profile for n= 1/5 (top) and n= 2/5 (bottom). 
becomes more and more slender, whereas for n= 2/5, the reverse is the case. It can be 
shown numerically that n .:. 1/3 gives the critical value where the change between the 
two cases occurs; below we shall demonstrate analytically why this is true. 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 
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With the above numerical result in mind, we will now set about our asymptotic 
investigations; we must consider the cases n< 1/2 and n> 1/2 separately. 
5.3.1 n< 1/2 
Since our initial conditions imply that fx «1 in (5.2) away from xma%, we first of all 
make the rescaling 
f= h(X, r) 
X= ex 
r= EZn tv 
where -«1 determines the aspect ratio of the initial data, so that (5.2) becomes 
_n h, 
= 
-(1+c2hX)112 
((1+E2h2)3/2) (5.8) 
and thus to leading order we have 
l1T 
- 
-k-"RX)n. 
We now seek a similarity solution by posing 
(5.9) 
h (r 
- 
7) a 9(XI (7, 
- 
r) )= (Tc 
- 
T)« 9(rl)+ 5.10) 
where r, is the time at extinction and the exponent a remains to be determined (i. e. we 
have a similarity solution of the second kind). Substituting (5.10) into (5.9), we find that 
1-2n, 3 
a= (5.11) 1-n 
and 
1- 2nß (5.12) (-9nn n 
1-n 71 g,. 
Our initial conditions for (5.12) are 
g=1 
at 77 = 0; 
90=0 
the first condition may be made without loss of generality in view , of the rescaling 
invariance of (5.12), and will fix rho, the end-point of the curve. The second condition is 
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due to symmetry. We solve (5.12) numerically, varying ,ß until g,, --* oo at 77 -+ rho where 
g=0, then we can obtain values for a and p for 0<n< 1/2 by using (5.11) also, as 
shown in Figure 5.3. We can see that a>3 for n< 1/3 and a< /Q for n> 1/3. 
For n> 1/2, there are no solutions of this form which fit the boundary conditions (as 
n 
--* 
1/2, then 0 
-+ 1/2 and we obtain a `corner'-type solution curve, until at n= 1/2 
the solution to (5.12) is g=1; see Figure 5.4). 
1.0 
0.8 
0.6 
0.4 
0.2 
0.0 
Figure 5.3: Values of a and /3 for 0<n< 1/2. 
To complete the analysis, we need to consider what happens at the end points of 
our curve (i. e. where fx «1 does not hold). By analogy with the travelling wave 
solution (5.5), we can see that 
gNA 
ý1- jm asll-*t7o, (5.13) 
? o/ 
where rjo is the end-point of our curve as mentioned before, and A 
. 
and m are constants- 
(to be determined). This is essentially our matching condition between the two regions. 
0.0 0.1 0.2 n 0.3 0.4 0.5 
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Figure 5.4: Behaviour as n 
-4 1/2. 
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Substituting (5.13) into (5.12), the leading order balance gives us 
2n 
-1 M_n-1 (5.14) 
and 
_ 
1-n 
-A=\ý (Tl1) ß I7ö-", (5.15) 
which is consistent with (5.5). 
To determine the inner region near to the front s(r) = 77o(Tý 
- 
r)ß (an expression 
deduced from (5.10)), we set 
X= s(T) 
- 
S(W) z (5.16) 
h= J-(, 
-)H 
and substitute these into (5.8); by taking 
6= Cl/(1-m) 
we obtain at leading order 
sHz 
= 
(1+H2)1I2 -Hzz n (1+HZ)3i2) 
which is equivalent to (5.3); we can therefore integrate (5.17) with respect to z and obtain 
a similar expression to (5.5), with 
s=q. (5.18) 
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To complete the matching of the inner and outer regions, we write (5.13) as 
B(s(T)-X)' (5.19) 
and substitute this into (5.9); we obtain 
(1 
-n Anl n-h/ (1) (s(T-) 
-1Y) 4-1 (5.20) 
on applying (5.18), and hence 
hN 
(1-nlg (n-11 
Sam , 1- rýý2. -1 
`. 
n) 
(2n 
- 
1) (-b) ý1 Flo 
(5.21) 
It can be seen that the value for m is consistent with that obtained in (5.14). Near to 
the front, we have 
S= 170 (T, 
- 
- 
7)' => 9= 
-40 (7c -7 )o-1 
so that (5.21) becomes 
1- n wn n- 1 
_ý 
2-n n-] 
Th 
(Tý 
- 
T) 1-w (1- 
-) 
ýn-1 
(5.22) N\n/ \2n 
-1) 
e prefactor in (5.22) (which is B in (5.19)) can be seen to be equal to A in (5.15) as 
expected; the exponent of (r - T) in (5.22) also matches with that of the outer solution 
(5.10). The inner limit of the outer solution is given by (5.13), and thus matches with 
the outer limit of the inner solution, as given by (5.22). 
5.3.2 n> 1/2 
In this case, we first need to determine the timescale of the problem. We set 
f=h(X, T) 
X=ex (5.23) 
T= et 
with µ at this stage undetermined. Substituting (5.23) into (5.2), we obtain 
hT e2"'µ (-hxx)" (5.24) (1+e2h2)- j 
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From (5.4) and (5.6), we anticipate that at leading order 
Oho 
0 OT 
and hence the outer solution is 
ho 
= 
H(. 1), (5.25) 
the initial condition. The inner solution is a travelling wave; we set 
X= s(T) +, - 
and our leading order equation for h(z) reads 
-Eµ-1 S%2z = (1 -} tLZ)1/2 
{/ 
I +h2)3/2 
rhzz 
n 
{5.26} 
Since we require a full balance for the travelling wave, then µ=1; from (5.24), we can 
see that this gives hT =0 at leading order for n> 1/2, as required. The speed of the 
travelling wave can be obtained from matching; equation (5.6) implies the inner balance 
, 
F7r r(1- ý) ý 2 SO /n r (2 
_ 2n 
and thus the outer expansion of the inner solution gives 
1/" r(l-2n) 
n 
(5.27) 
2sod r(s 2-zn) 
which determines the wave speed of the inner solution. 
The two forms of solution are shown in Figure 5.5. For n< 1/2, the evolution 
_ 
is driven by the outer solution; for n< 1/3, the profile becomes even more slender, 
whereas in the range 1/3 <n< 1/2, the curve `fattens'. For n> 1/2, the behaviour 
is determined by the inner solution (the `Grim Reaper'-type travelling wave); the outer 
solution is essentially fixed by the initial profile. 
5.4 n< 1/3: Behaviour Near Extinction 
So far, we have only considered similarity formulations for a particular (i. e. slender) 
form of initial conditions; however, for n< 1/3, they apply for much more general 
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Figure 5.5: (a) n< 1/2: Evolution is driven by the outer solution. (b) n> 1/2: 
Evolution is driven by the inner solution. 
initial conditions, i. e. close to extinction the behaviour is usually given by the similarity 
solutions of the second kind derived earlier. 
However, other possible behaviours close to extinction can also be found. If we switch 
to a polar co-ordinate system, then by setting 
x= rcosO 
y= rsin 0 
equation (5.2) becomes 
r 
2+ 2r2 
- 
rr9B " z 2)1/2 
rt 
- 
(re 
-F- r(r2 + 
r2)3/2 ) (5.28) 
We now look for a solution to (5.28) of the form 
r= F(t) + G(6, t) (5.29) 
and linearize about F(t); this leads to the radially symmetric solution 
F(t) 
= 
((n + 1)(tß 
- 
t))1! (n+ýý (5.30) 
together with 
G` 
n 
In 
1t1t 
(G+Goo), (5.31) 
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where t, is the time at extinction. Looking for a solution to (5.31) of the form 
c-A(tc-t)'\ {cospo} 
with A and A constants then from (5.31) we require 
A+ 
1(12 - 1). (5.32) 
Since we are considering closed curves, then we necessarily require p to be an integer; 
our solution is thus 
00 
r= ((n + 1)(tß 
- 
t))1/(n+ + Ap(tc 
- 
t) (n'_1) sin pB (5.33) 
pco 
{cos 
poj 
If we now consider the effect of the additional `modes' close to t, we can immediately see 
(by comparing powers of the (t, 
- 
t) terms) that the collapsing circle solution (r N F(t)) 
will be stable provided that 1/(n + 1) < A, that is 
1 
n> 
p2-1 
(5.34) 
for all p such that p2 -1>0, which requires n> 1/3. The cases p=0 and p=1 can be 
ignored, since they correspond to translations in time and space respectively; however, 
for larger values of p, it would appear that we can find pc shape-preserving solutions, 
where pc represents the highest value of p for which (5.34) does not hold, with different 
degrees of symmetry. As an example, Figures 5.6-5.9 show a series of plots for n= 1/16 
(so that p,, = 4) with different initial profiles; the two-, three- and four-fold symmetry 
solutions can be seen to arise from initial conditions with the corresponding symmetry, 
but the attempt to produce a profile with five-fold symmetry results in a circle. However, 
the two-fold symmetry solution shown in Figure 5.6 can be seen to become `slender' as 
it shrinks, and thus is not shape-preserving; we thus obtain new solutions with up to p, 
degrees of symmetry with p>2. 
To show the actual form of these shape-preserving solutions (and confirm that there 
is no new solution for p= 2), we substitute 
'' 
_ 
(tc 
- 
t)"(" ')R(O) 
into (5.28); this gives us 
n 1 RR" = R2 +2R 12 - (R2 +2R 12)3/2 RZ 
1/ (5.35) (71 
-ß- 1)(R2-F 2 R, 2)ß/2 J 
CHAPTER 5. TIME-ASYMPTOTIC BEHAVIOUR 
2 
1 
0 
-I 
-2 
132 
-3 
-6 -5 -4 -3 -2 -1 0123456 
Figure 5.6: P. D. E. solution for n= 1/16; two-fold symmetry. It can be observed that 
the solution is not shape-preserving; it becomes `slender'. 
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Figure 5.7: P. D. E. solution for n= 1/16; three-fold symmetry. 
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Figure 5.8: P. D. E. solution for n= 1/16; four-fold symmetry. 
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Figure 5.9: P. D. E. solution for n= 1/16; no five-fold symmetry. 
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which we solve numerically subject to the boundary conditions R'(0) = 0, R(0) = Ro. 
By varying Ro, we can again produce a series of closed curves; Figures 5.10-5.11 show 
the `triangle' and `square' solutions for n= 1/16, which are as expected; no `pentagonal' 
solution can be found. This can be confirmed analytically by an analysis of (5.35) 
(King [32]). There is also no `ellipse' solution to (5.35), which confirms that the solution 
shown in Figure 5.6 is of the `slender' type. 
Figure 5.10: O. D. E. solution for n= 1/16 with Ro = 1.582; three-fold symmetry. 
Figure 5.11: O. D. E. solution for n= 1/16 with Ro = 1.134; four-fold symmetry. 
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5.5 Summary 
We can now summarise the results of this chapter. 
(1) As t 
-4 t,: 
n> 1/3 
-* circle, 
1/3 
--> ellipse, 
n< 1/3 
-+ `slender' similarity solution of the 
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second kind for general initial conditions. 
This significantly extends previous results, which were only known for n=1 and 
n= 1/3. The first two cases always occur; in the third case there are other 
possibilities (see (2) below). 
(2) For 0<n< 1/3 there are other types of extinction behaviour corresponding to 
various symmetries of the initial data, but they are unstable to non-symmetric 
perturbations. The detailed work of Chapter 3 showed no such solutions were pos- 
sible for n=1 where the corresponding similarity solutions were self-intersecting; 
for n< 1/3 the separable solutions are much more interesting. 
(3) For slender initial conditions, the critical case is n= 1/2 with respect to the 
existence of a similarity solution of the second kind, but n= 1/3 is again identified 
as a critical case with respect to whether a<Q. 
5.6 Special forms of a generalized curvature equation 
In this section we demonstrate how the special forms can be determined for the 
generalized curvature equation 
N= (5.36) 
where N is the normal velocity of the front and 'c its mean curvature (as described 
earlier); we find one-parameter groups which are admissible by (5.36) for all forms of 
G(-x), firstly in two dimensions. In R2, (5.36) reads 
1+ 
ft2)1/2 
-G1+s2 3/= 
(5.37) 
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If we now suppose that (5.37) admits 
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f* Nf (x, t) + eF(x, t, f) 
x' «x+ EX (x, t, f) (5.38) 
t' Nt+ ET(t), 
then we have, after Taylor expansion, 
[FL 
- 
Xt f= +2 FF f., 2 
-2 Xt f., 3 + Ft fz - Xg fx] (1 -I- f x2)-32 
+[FI 
-TT -(F, +X1)fx+(Xx-TT)fzlG(-x) 
+{[-Fzs + (Xsx 
-2 Fil) fz - (Flt + Fyx -2 Xxl) f2 (5.39) 
-F (X,, +Xxx -2Fxf) ff 
- 
(Fll 
-2 Xe, )fý+Xll ff ] (1+fx)-3/2 
-[2 X=-Fj+3(F+XI)fy+(2F, - Xx)ff1c}G'(-k) = 0, 
which is of the form 
A(x, t, f, fz) + B(x, t, f, iv) G(-h) + [C (x, t, 1, iv) 
- 
D(x, t, f, f=) r, ] G'(-ti) = 0, 
(5.40) 
a first-order ordinary differential equation in G(-w); the ratios of A, B, C and D must 
therefore be constants. For arbitrary G(-h, ), we obtain the group 
T_a 
X=3+ Af (5.41) 
F=7- Ax. 
By integrating (5.40), we can obtain a special form for G(-ic) when (A, B, C, D) are all 
non-zero, namely 
G(-K) 
= 
-al 'In-1Ký (5.42) 
where a and n are constants. We then obtain the groups 
T=a+ (1+n)bt 
n 1/3: X= (3 + äx +Af (5.43) 
F=- Ax + bf, 
T=a+ 3(S-{-ýC)t 
n= 1/3: X= (3 +Jx+ \f (5.44) 
F' 
=7+ (x + µf. 
CHAPTER 5. TIME-ASYMPTOTIC BEHAVIOUR 137 
It can be seen from (5.43) that the classic similarity forms for the standard flow-by- 
curvature equation N= 
-t are in fact admissible for all values of n; in addition, for 
n= 1/3 we have an additional form where ellipses can preserve their shape as they 
collapse; these standard solutions will not be discussed here. We note that the integration 
of (5.40) would appear to suggest more special forms for G(-r. ), but this is not the case; 
they all result in the group (5.41) above. 
In R, the analysis is very similar. Equation (5.36) now reads 3 
IVAG 
(v. 
\ý ýý? ) J 
(5.45) 
for a general surface cp(x, y, z, t) = 0; setting z=f (x, y, t), so that cp =z-f, then 
ft 
_G 
(1+ fy)f=x+ (1+f2)fyv-2ffyf (5.46) (1+f2+, fy) /2 (1+fx+fy)3/2 
Setting 
f(x, y, t) + =F(x, y, t, f) 
x+E l'(x, y, t, f) (5.47) 
y` 
-y+ EY(x, y, t,. f) 
t' ^' t+ ET(x, y, t, f) 
with the infinitesimals (F, X, Y, T) leaving (5.46) invariant, then we obtain the R3 
analogue of equation (5.40), i. e. 
A(x, y, t, f, f, ff) + B(x, y, t, f, f., ff) G(-ic) (5.48) 
+ (C'(x, y, t, f, f, fy) 
- 
D(x, y, t, f, fx, fy) x] G'(-tc) = 0. 
For arbitrary G(-#c), we obtain 
T=a 
X=A+-Ay-pf (5.49) 
Ax 
-I- -vf 
F' 
=a+ µx + vy, 
and by integrating (5.48) for (A, B, C, D) non-zero, we can obtain the special case (5.42) 
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once again, which gives 
T=a+ (1+n)(t 
x=0+ (x 
- 
Ay 
- 
fif (5.50) 
Y=7+ Ax + (y 
- 
v. f 
F= 'b + fix + vy + (. f 
with an extra stretching group parametrised by (; this time there is no special case for 
n= 1/3 (or any other value). 
As an aside, we can consider the effect of using the Gaussian curvature instead of the 
mean curvature in R3; in this case, equation (5.36) reads 
ft fxx fyy 
- 
fxy 
1) (I =G (1+ fxý-fy)2 5.51 
With the usual analysis, we again obtain the equation (5.48), leading to (5.49) for 
arbitrary G(-K). Once more we obtain a special case when (5.42) holds, and obtain 
the groups 
T= cti + (1+2n)(t 
n i4 1/4: 
`Y =ß+ ýx 
- 
Ay 
- 
µf (5.52) 
y=7+ Ax + (y 
-vf) 
F+ Fix + vJ + (f, 
T= or + (C +, 0) t 
n= 1/4: 
X-ß+ (x + Ay + Pf (5.53) 
Y= 
-{- ýa; + (y 
_vf 
F=8+ Ox + py + 27pf. 
This special case, where we obtain a 12-parameter group, was first noted by Alvarez et 
al. [1] using a different method; evolutions governed by N= 
-ßc11 have been applied in 
the field of image processing. 
Chapter 6 
Relaxation Waves in a 
FitzHugh-Nagumo 
Reaction-Diffusion Model 
6.1 Introduction 
The field of neural communication has produced a number of mathematical models, 
of which the most important are probably those derived from the now seminal work 
by Hodgkin and Huxley [21], concerning the electric signalling by individual nerve 
cells or neurons which propagates along axonal membranes. The four-variable model 
they obtained was solved numerically, but due to its complexity, a number of simpler 
mathematical models have been derived which still capture the essence of the full model; 
the most widely used of these is the FitzHugh-Nagumo model [12,41], which can be 
written in the form 
at = 62 D 
a22 
+ F(u) 
-v+I. 
äv (6.1) 
T=buv, 
where 
F(u)=u(1-u)(it-a) (6.2) 
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with 0<a<1 and b is a positive constant. Here u behaves like' the nerve membrane 
potential, v represents several variables relating to the membrane current due to ion 
concentrations, and D is associated with the axial current in the axon (see Murray [40] 
p. 329). Ia is the applied current and c«1 is a small parameter. 
The system (6.1) has been studied in various contexts by a number of authors. 
We note that it is not merely restricted to biological systems; it is well known 
that the Belousov-Zhabotinskii chemical reaction produces a number of dramatic 
pattern formations, including rotating spirals and expanding target patterns (see 
Winfree [56,57]). We have considered spiral waves already from a flow-by-curvature point 
of view; we will now focus on the target patterns, which we think of as an oscillatory 
phenomenon (although they can also arise from periodic stimulation of an excitable 
medium (see Keener [28)) - this involves a particular form of boundary condition). This 
suggests seeking solutions to (6.1) which evolve from prescribed initial conditions for 
the case of limit cycle kinetics, which requires the phase plane for (6.1) with D=0 to 
have an (unstable) critical point. This is illustrated in Figure 6.1; the conditions on the 
parameters to obtain a limit cycle are discussed below (see Murray [40] for a fuller phase 
plane analysis of (6.1) in the absence of any spatial dependence). 
The existence of sustained oscillations in biological systems has been known for some 
time; initial work by Lotka [36] and Volterra [54] focussed purely on temporal oscillations. 
Turing [48] considered spatial dependence and in particular investigated how reaction and 
diffusion terms interact when considering a -chemical basis for morphogenesis; Turing 
systems will be discussed in the following chapter. Since these seminal works, there has 
been interest in oscillatory systems in both biology and chemistry fields, especially in 
the modelling of the Belousov-Zhabotinskii (BZ) reaction; it was first reported by Zaikin 
and Zhabotinskii [58] that when a thin (covered) layer of malonic acid is oxidized by 
bromate in the presence of cerium ions in sulphuric acid solution, a number of bright 
spots appear, which then expand outwards. After a short period of time, their centres 
turn dark, whilst still propagating outwards; repetition of this `switching' results in a 
series of concentric rings being formed (the target pattern). Observations show that 
concentrations continue to oscillate everywhere in the layer, but different target patterns 
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Figure 6.1: Phase plane for (6.1) with D=0 showing the nullclines of the reaction terms. 
within the layer can propagate at slightly differing speeds, in spite of there being no 
externally imposed gradient. Work on the BZ reaction has so far tended to centre on the 
chemical model for the spatial generation of pattern of Field, Körös and Noyes [9] (see 
Field and Noyes [10], Tyson [49] and Tyson and Fife [53]); we will now consider target 
pattern formation using the FitzHugh-Nagumo (FN) model (6.1), as this is a fairly simple 
model to analyse. Previous modelling using FN kinetics has generally been restricted 
to excitable media, where `wave train' behaviour is achieved by repeated stimulation of 
the media. This is the problem studied by Keener [27,28]; the behaviour behind the 
initial front is investigated by seeking periodic travelling wave solutions. Kalachev [25] 
does produce a relaxation wave solution for the FN model with excitable kinetics, but 
it is achieved by fixing v>0 and ensuring that the intersection of the nullclines of the 
reaction terms occurs at v<0, so that any trajectory in the phase plane cannot enter 
the stable critical point; this prevents pulse solutions (see Figure 6.2). As noted above, 
our work will focus on solutions with limit cycle kinetics. 
We note that whilst target patterns are spatially a two-dimensional phenomenon, 
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V 
Figure 6.2: Phase plane for Kalachev's formulation showing the nuliclines of the reaction 
terms. For v>0, no trajectory can enter the critical point, thus forcing a periodic wave 
to form. 
the waves are slowly-varying; if we consider a small segment of a single pattern about a 
radial line, then the behaviour is essentially one-dimensional (the wave is almost exactly 
a plane wave); it is this case on which we will generally focus, although a two-dimensional 
radial formulation will also be considered more briefly. 
More general mathematical discussions of nonlinear wave propagation in one- 
dimensional oscillatory systems can be found in Kopell and Howard [35] and Howard 
and Kopell [22] as well as the book by Murray [40]; elements of this theory will be dis- 
cussed when relevant below. We note, however, that these focus on the behaviour of 
fully periodic waves and use a simplified form of kinetics ('A 
-w type') to demonstrate 
the results; in our case we will consider solutions to a initial value problem with localised 
initial conditions. 
6.1.1 Introductory Rescalings 
As we will be considering (6.1) with limit cycle kinetics, we will rescale our system so 
that the critical point is at the origin. By simple geometry, we find that we require 
b> 3(1-+)2-a 
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to ensure that the slope of v=6u is greater than that at the point of inflexion of 
v= F(u). With no loss of generality, we take b=1. Similarly, we can obtain bounds on 
I. and u to ensure an unstable critical point at the origin; we find 
IQ °= 27 (7 + 12a + 3a2 
- 
2a3 ± 2(a 
- 
2)3/2(1 + a)3/2) 
and 
min 
where uc, the value of u at the critical point, is the only real solution to 
uß--(1 { a)(uc-1)uc-Ia=0. 
We take (6.1) to be a dimensionless form of the model and now change the variables 
according to 
1L 
--> u+ 9Lc V -- ). V+ 2Gc x -4 xVL 
and, setting 
a1= a2-p-a a2= 'IfOL2 
where 
2a 
= 1+a-3u, 
0= 3u, 
-2(1+a)u, +a, 
we obtain 
EUt = £2 U.. + f('td)-1) 
(6.3) 
vt=u--V 
with 
f (u) 
=u (u + ai) (a2 
- 
u), (6.4) 
which will be our model system. Note that the scalings of the various terms in the first of 
(6.3) are equivalent to those adopted earlier in (3.1). If we consider the critical point in 
more detail, and examine (6.3) in the absence of the diffusion term, then linear analysis 
gives us 
E< al a2 (6.5) 
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as the upper bound on e for limit cycle kinetics (i. e. for an unstable critical point). We 
also obtain 
(e + al a2)2 
- 
4e >0= unstable node (G. G) 
(e + al a2)2 
-4e<0 unstable spiral 
so that, generally fore « 1, we will have an unstable node as our critical point; the 
`special' case where we have a spiral at the origin of the (u, v) phase plane will also be 
discussed. 
As mentioned above, our solutions will all be related to some initial condition. In all 
cases, we will consider a medium initially at rest (i. e. u=v= 0), subjected to a small 
disturbance around x=0 at t=0. The form of this disturbance will be detailed as and 
when required; generally, we will consider both a sharp perturbation in u at the origin 
(i. e. u(z, 0) =µ b(x) where Ii is small) and exponentially decaying initial profiles, which 
we discuss later. 
6.2 A Numerical Solution 
As an initial exercise, we compute a numerical solution to (6.3) in the parameter 
range which gives us an unstable node at the origin (see (6.6)). We use a simple, 
finite-difference explicit time-stepping scheme; at t=0 we set in the finite difference 
form u(x, 0) = v(x, 0) =0 except for u(0,0) = 6, a small positive perturbation (we could 
equally well choose a negative perturbation; this would correspond to the same problem 
with al, a2 interchanged. We observe a periodic form of solution (see Figure 6.3); away 
from the point of initial stimulation, the waveform appears fixed and to be travelling at a 
constant 0(1) speed. It would appear at first glance that we could use a similar asymp- 
totic formulation to that used by Keener [27] for wavetrains in excitable media, which 
determines the wave speed by analysing the periodic behaviour behind the initial front 
in terms of slowly-varying `outer' solutions and fast transition inner layers. The wave 
speed is determined by finding the single trajectory which connects the two stable 
branches of the cubic f (u) in the phase plane at a particular fixed v (which is determined 
by frequency of the repeated stimulation of the excitable media); we will refer to this 
later as the `stable-stable' wave-speed. The initial front would then require knowledge 
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Figure 6.3: Numerical solution to (6.3) at time t=2; E=0.001, al = 1/3, a2 = 2/3. 
of this speed before the periodic portion of the front is formed; this seems unlikely to 
be the case (the numerical analysis also indicates that the `stable-stable' speed is nearly 
always too small for all v in the range (vmax, vmin), the range of v within the limit cycle). 
Intuitively, we would expect the initial front to play a major part in the determination 
of the wave speed, and we consider this below in an asymptotic analysis investigating 
the whole of the wave profile. Thus we focus on the formation of travelling waves from 
localised initial perturbations rather than analysing travelling waves which are periodic 
in all space; we note, however, that much of Keener's formulation (i. e. the introduction 
of the inner and outer layers) is still applicable. 
6.3 Asymptotic Formulation and Solutions 
In order to proceed, we number the wave fronts and backs as in Figure 6.4. The 
`Airy' and `origin' regions will be discussed later. As e 
-º 
0, the phase diagram for (6.3) 
is as shown in Figure 6.5. The three portions of the curve v=f (u) are shown as the 
pseudo-inverses u= h(v); note that Vmin and vm, 
= 
correspond exactly to the maximum 
and minimum of f (u). We now consider the various layers for u (and v) in turn, starting 
with the initial front. 
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Figure 6.4: Asymptotic structure for u. 
u=h-(v) 
6.3.1 Initial front 
Figure 6.5: Phase diagram for (6.3). 
The approach for all the inner layers is basically the same; in this case we set 
x=s(l)(i; s)+ez 
146 
U 
(6.7) 
(where the superscript (1) denotes the number of the front according to Figure 6.4) and 
look for a solution to (6.3) of the form 
u= uo + e2/3 u1 + 
... 
V= VQ + E2/3 V1 + 
... 
Sp+ES, +... 
(6.8) 
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The E2/3 correction term for u and v is chosen with a view to matching with the `Airy' 
region later. At leading order, we obtain 
uozz+s(I) uo: + no (uo + a, ) (a2 
- 
u0) = vo (6.9) 
soli vo Z=0 (6.10) 
with boundary conditions 
up 
--i h*(v`), VO -+ v* as z +oo (6.11) 
uo h+(v`), as z 
--* -oo, 
where v' is some constant. It is apparent that v' =0 for the initial front (this is 
shown on Figure 6.5 by the middle dashed line); however, it will be useful to leave v' 
as an unknown constant for the time being. We thus have to solve the single ordinary 
differential equation (6.9) and determine sol), the wave speed (to leading order), which 
can be achieved by rewriting the problem in a standard form. Setting 
uo=c5+wo+A, (6.12) 
with 
ýt 
= 
Vc7 
2d = a2-a1--3A (6.13) 
,ß= 3A2-2(a2-a, ), \-a, a2, 
and 
A3 
- 
(a2 
- 
a, ) A2 
- 
a, a2 A+ v* = 6, (6.14) 
and choosing A_ A2, where Al < A2 < A3 are the three roots of (6.14), (we assume v* to 
be such that all roots are real) we can obtain 
woe +cwoF+wo(1-wo)(ä+wo)=0 (6.15) 
with boundary conditions 
wo 
-+0 as ý-ý-}-oo (6.16) 
wo 
--> 1 ash--> 
-oo, 
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where 
(1) 
d=ä(v")=+>0. (6.17) 
Thus in our rescaled equation (6.15), we are seeking a trajectory that connects the 
critical point wo = 0, wo =0 (unstable) to wo = 1, wä =0 (stable). From the phase 
diagrams in Figure 6.6, we can see that there will not be a unique wave speed, but in fact 
a semi-infinite range of speeds. For a trajectory to represent a valid wave speed, it must 
w, 
(a) 
w; 
s. 
ýÄ( 27'ýý w, 
Figure 6.6: Phase portraits for wo(b) from (6.15). (a) c2 <4ä, giving an unstable spiral 
at the origin. (b) c2 >4 ii, giving an unstable node. The different trajectories represent 
different speeds. 
be monotone increasing from the origin to the saddle point (note that the arrows point 
in the direction of increasing t); we are not seeking non-generic solutions (at this stage). 
In Figure 6.6(a), where c2 <4 ii, linear analysis gives an unstable spiral at the origin, 
which is not monotonic increasing. Figure 6.6(b) represents 0>4ä, where we have an 
unstable node; it can be seen that the trajectory may not satisfy the monotone increasing 
condition. Thus, the trajectory in the phase plane which is monotonic increasing with 
the smallest value of c defines the minimum wave speed; there is no upper limit. 
To determine this minimum wave speed for the initial front, it is instructive to note 
the two extreme cases ä -º 0 and ä -º oo. As a -- 0, then at leading order (6.15) becomes 
woFf+cwoz+wo(1-wo)=0, (6.18) 
which is in fact a model of a travelling wave of chemical reaction supported by purely 
cubic isothermal autocatalysis (see Gray et al. [17]); it is well known that (6.18) has the 
solution 
wo= 
1- 
1-tank 
-L) (6.19) 2 2f/ 
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for the minimum wave speed 
e =1/N/r2- (6.20) 
(see (17,19,2011. This may be Generalised to give a solution to Qj. 1.5\ of the fotua 
w(e)=A+Btankaý, (6.21) 
where 
B= 
-ýa (6.22) 
a=2 (2(ä2+ä+ 1)-c2)'12 
and c is a solution of 
2\e3-3f(ä2+ii +1)c+2(1-a, 3)- 3ä(1-ä)=0, (6.23) 
a cubic equation due to the form of the kinetics in (6.18). Signs have been chosen in (6.22) 
to give a positive wave speed; in view of the boundary conditions (6.11) we find that 
C= 
1+2d (6.24) 
is the required root of (6.23) and hence 
A= 1/2, B= 
-1/2, a= 1/2v 
from (6.22). We will call (6.24) the `tanh' wave speed. 
To consider the limit ä 
--º oo we write ä= 1/e and (6.15) becomes 
Fwo«f+ECwof+Wo(1-wa)(1+ewa)=0. (6.25) 
On setting 
4= r1/2(e 9= c/£1/2 (6.26) 
we have, to leading order, 
(6.27) WO CC +c wo t+ wo (1 
-W) = 0, 
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which is Fisher's equation; as is well-known, the minimum wave speed can be found 
by linearizing about the unstable critical point. It is well established that wave-front 
solutions exist for c>2, i. e. e>2, vFa (see [11,20,19]). If we linearize (6.15) in a similar 
way, we obtain 
W0 + cW0E +ä WO =0 (6.28) 
which can easily be solved by looking for a solution of the form 
wo ^' e" (6.29) 
to give us the quadratic equation 
m2-cm+ =O (6.30) 
and hence 
m=2± c 
-4ä. (6.31) 
This implies that the (positive) minimum velocity is given by 
cmip =2 , /d (6.32) 
to ensure that we do not encounter a negative square root. We will call this the `linear' 
wave speed. 
We thus have two possibilities for the minimum wave speed; we expect (6.24) to hold 
for small a and (6.32) to apply for large a. It is found that the switch between the 
two occurs at ä= 1/2, as this is the only point where a smooth transition is possible; 
see Figure 6.7. This can also be argued by considering the nature of the eigenvectors 
associated with the stable node in the phase plane and their connection to the saddle 
point (see Gray et al. [17] for a detailed analysis). 
The above formulation is applicable to any v*; we have already noted that for the 
initial front v' =0 and the problem then simplifies. From (6.14), we obtain \2 =0 and 
thus 
(1) 
ý+ 
= Z2, q- = al = 
s6 
,= 
al 
, 
(6.33) 
a2 a2 
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from (6.17); the minimum front speeds for v* =0 (from (6.24) and (6.32)) are 
(1) 
_a- 
_2a1 S0 min = al/a2 < 1/2, 
(6.34) 
söl. in =2 
V/aGl 
aZ al/a2 > 1/2. (6.35) 
We note that these reptesent the minimum velocity when considering the initial front 
only; it may well be affected by other regions, as will be shown later. 
C 
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0. o a 
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Figure 6.7: The minimum velocity c, for the initial front only, shown as a solid line. 
We now consider the correction term for the initial front. From (6.3), we obtain 
U1 Z: + söll ui :+ ui f' (uo) = vi (6.36) 
sö vlZ = 0. (6.37) 
We thus have vi = vi(t) from (6.37), but since we are matching into zero initial 
conditions, we must have vi(t) = 0. Differentiating (6.9), we have 
A" + 
. 
f' () (6.38) 
which, on comparing with (6.36), implies that 
ui =i (t) uo 
is the solution satisfying 
ui-+0 asz-*+oo. 
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Therefore from (6.8), we have 
u ^J uo X-3 
1ý(t) 
1+ e2/3 1l1 (t) 1t, 
(X 
- 
s(1) (t) 1 
N UO 
(x 
- 
41ý(t) 
-} E2/3 ül(t)ý 
(6.39) 
.. + 2lp 
(x 
- 
[$ pli(t) - F2/3u (t)1) 
which implies that a correction term would alter the wave speed; since this is not the 
case (the wave speed to these orders is c= soli exactly) we conclude that ül = 0. 
As a final point for this region, we note that if our initial condition is not in the form 
of a small perturbation at x=0, but instead an exponentially decaying distribution, 
then the value of m may already be prescribed in (6.30) by the initial data, and c is 
obtained from this equation if m is sufficiently small. For ä> 1/2 this gives a faster 
minimum wave speed when m<f; for m> vFa we retain cm;,, as our wave speed. This 
behaviour also applies to the case ä< 1/2 when c obtained from (6.30) is larger than 
cmin in (6.24), although the critical value of m changes. 
6.3.2 O uteri 
For the first outer solution, denoted Outer, in Figure 6.4, we set 
ib = 2L0+E2/3 u1 +... 
(6.40) 
2/3 
v=v0+£ vl+... 
so that to leading order, (6.3) gives 
VO = f(Ito) (6.41) 
vot = Uo 
- 
vo 
and hence we obtain the single equation 
voe = h+(vo) 
-- 
vo 
(6.42) 
(where u= h+(v) is the pseudo-inverse for the positive stable branch of v= Au) as 
shown in Figure 6.5) with boundary conditions 
va=0 att=s(1)-, (x) (6.43) 
VO =v at t^ s0 ý+l (x) 
-I- ti, 
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where v+ is a positive constant, the value of vo when the second inner layer is initiated, 
and thus the maximum value attained by vo in the outer region. Generally it is found 
that v+ = vm, x, as this is the 
limiting case of the stable-unstable connection in the phase 
plane for the second inner region (which we consider in the next section); if v+ G vmaxf 
the connection is stable-stable, and the associated unique wave speed is always too small 
except in a special case detailed later. The stable-unstable connection allows a range of 
speeds, generally including the `correct' speed which we determine below; we thus take 
v+ = vmax in this section. We define tl as the time from when the front leaves a point 
x until the next transition layer arrives (which, as we have a travelling wave away from 
the origin, is a constant). It can be seen that (6.42) does not contain spatial derivatives; 
this confirms that the algebraic form for the wave speed is determined entirely by the 
inner layers, and that the solution for vo is of the form 
Wl vo (6.44) so (x) 
- Jo h+(v)-v* 
Writing (6.44) as 
vo = G(t 
- 
s0(') -'(x)), (6.45) 
and using V. = vm, x, (6.43) gives 
ymax dv ti 
=I h+(v) 
- 
v. 
(6.46) 
We already know from the initial front that salb 1(x) = x/41 ; the leading order 
solution for the first outer region is thus of the form 
U0 = U0 t- 
sl) 
(6.47) 
and similarly for vo. 
For the correction term v1, we have 
V1 = f'(uo) U1 
(6.48) 
vis = Ul 
- 
Vl, 
which implies that 
vi =Y (x) vo e (6.49) . 
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with 
vl =0 at t= sol)-1(x) (6.50) 
as the matching condition with the initial front, giving vl = 0. 
6.3.3 Innere 
The analysis for the other inner layers (with the exception of that close to the origin) is 
similar to that of the first layer. For the second transition, we set 
x= s(2)(t; 6)+sz (6.51) 
and again seek a solution to (6.3) of the form shown in (6.9) which gives the equation 
uo: Z + sö) uoz + uo (uo + ai) (a2 - uo) = v+, (6.52) 
where v+ has the same value as in the first outer layer. The boundary conditions are 
uoh+(v+), asz-4+oo 
uo 
--ý h_(v+), as z --4 --oo. 
We can easily calculate v+ when it is equal to v, 
x; the stationary points of the curve 
f (u) occur at 
ut =3 
(a2 
- 
al ai 
-f- ai as -I- aä) (6.53) 
and hence 
vm 
n= 
of (a, + up) (a2 
- 
uf) 
" 
(6.54) 
Following a similar analysis to (6.12)-(6.14), we set 
uo = 0- wo +A (6.55) 
with ý5t as in (6.13); we obtain two roots for A; a double root of A2 = u+ and a single 
root A, = u+ -- ai +2 + 
a2 
= u+ 
- 
c5-" Choosing to rescale with A2, in a similar 
manner to (6.17) we take 
_ 
ý_ z 
_21 =+ _0 (6.56) 
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to give us the ordinary differential equation 
woze + cwoF + wo(1 
- 
wo) =0 (6.57) 
with boundary conditions 
w0-+1 asE 
-- -co 
wo-40 as. 
-4+oo. 
Equation (6.57) represents a limit case of an unstable-stable connection and hence has a 
solution provided c> cmin for some cmi,,, which is given by the `tann' solution. Following 
(6.21)-(6.22), we obtain a solution 
wo(b) =2 
(1 
- 
tann 
2 
(6.58) 
with cmin = 1/V; in our original variables, this is 
(2) 
_ 
a1+ al a2 + a2 S0 
min "2 
for 
v{. = Vmax 
" 
(6.59) 
Generally, this speed is slower than that of the original front, given by either (6.34) 
or (6.35); this implies that wo is not in fact the `tanh' solution, but rather a solution for 
e> emin determined by the initial front speed. Therefore, we in general have 
(2) (1) 
SO 
" 
S0 
min " (6.60) 
There is a range, however, with a2 « al (ä large) in which (6.60) does not hold; the 
linear minimum wave speed for the initial front sal, « given by (6.35) is smaller than that 
of the second transition region L. Here we would expect the initial front eventually 
to change in some way in order to accommodate the periodic portion of the profile; we 
will consider this situation later. 
6.3.4 Outer2 
This is of exactly the same form as the first outer solution; the equations are the same, 
but the boundary conditions now read 
VO =v+ att=s(2) (2)- (6.61) 
vo=v` att=soot_1(x)-I-t2, 
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v' being the minimum value attained by vo in the outer region (and hence generally 
V- = Vmln for the same reasons as v+ = um, x in the first outer region) and with t2 being 
defined in an analogous way to t1; the integral reads 
vmin dv 
t2 r J+ýmax h- (v) 
-v 
(6.62) 
Subsequent outer layers repeat the above formulation, t3 being given by 
Ivmax dv 
Vmin 
h+(v) 
- 
v' 
(6.63) t3 I 
from the periodic structure of the solution (see Figure 6.4), we can see that as E 
-4 0, 
tee = t2 and todd = t3" 
6.3.5 Inner3 
The equation and boundary conditions for the third inner layer are given by 
Uozz + s0 u0 + uo (uo + ai)(a2 
- 
uo) = v= (6.64) 
and 
uo 
-3 h_(v_ as z 
-4 +oo 
uo 
--> h+(v_ as z 
-* -oo. 
As we would expect, the required solution is of the same form as for the second inner 
layer, and the wave speed h(o3) = sot) = $o() in general. This pattern then repeats itself 
and the leading order solution in 0<x< s(o2) (t) is thus given by a periodic travelling 
wave of speed A ). 
Before considering the more subtle behaviour in the vicinity of the origin, we will 
indicate how the asymptotic solution agrees with numerical calculations. 
6.3.6 A comparison with the numerical solution 
To determine the spatial period of the oscillations, we use the wave speed as determined 
from the asymptotic layer analysis. At this stage, we restrict ourselves to the case 
where a2 is not small, so that the wave speed is fixed by the initial front. We can confirm 
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that this is correct (i. e. that we do have a wave of fixed form) in two ways. If we consider 
a point a certain (known) distance in front of a wave front, and integrate as above until 
the front arrives (which gives the time taken), we can easily determine the speed of the 
travelling wave. Secondly, we can compare all of the above asymptotic analysis with 
numerical solutions, similar to that shown earlier in Figure 6.3. Both of these confirm 
that for a medium initially at equilibrium, subject to a small initial perturbation, we can 
obtain asymptotically a travelling wave solution as detailed above. 
As an example, we consider the case al = 1/3, a2 = 2/3; sample numerical results for 
0.001 and e=0.0001 are compared with the analytical results in Table 6.1. The 
¬ max v min v s(1) 
0.001 0.0866 
-0.0284 0.9433 
0.0001 0.0803 
-0.0247 0.9428 
0 0.0782 
-0.0234 0.9428 
E Xl x2 x3 xp tl t2 t3 Tp 
0.001 0.169 0.296 0.205 0.501 0.179 0.314 0.218 0.531 
0.0001 0.146 0.260 0.179 0.439 0.155 0.276 0.190 0.466 
0 0.139 0.249 0.170 0.419 0.147 0.264 0.181 0.445 
Table 6.1: Comparison of numerical results for e=0.001 and e=0.0001 with analytical 
results (denoted c= 0). X1 to X3 are the spatial sizes of the regions outer, to outer3, 
and correspond to tl to t3 with X; =sollt;. Xj, = h(')Tp N X2 + X3 is the spatial period 
of the limit cycle, Tp N t2 + t3 being the temporal period. In the analytical case, the 
maximum and minimum values of v are calculated from (6.53) and (6.54), the wave speed 
sal) is found from (6.34) and (6.35), and ti to t3 are given by the integrals (6.46), (6.62), 
and (6.63). 
numerical solution and phase plane for e=0.001 are shown in Figures 6.3 and 6.8, and 
similar plots for e=0.0001 can be seen in Figures 6.9 and 6.10, which can be compared 
with Figure 6.11, where the various regions in the full asymptotic solution as e -+ 0 are 
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U 
Figure 6.8: Phase plot for the numerical solution in Figure 6.3 (e = 0.001, al = 1/3, 
a2 = 2/3). 
0.8 
0.6 
0.4 
0.2 
0.0 
-0.2 
-0.4 
-0.6-1- 
0.0 
Figure 6.9: Numerical solution for ,=0.0001, al = 1/3, a2 = 2/3. 
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
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Figure 6.10: Numerical phase plane for e=0.0001, al = 1/3, a2 = 2/3, corresponding 
to the solution in Figure 6.9. 
u 
0.6- 
0.4- 
0.2- 
0.0-1 
0.2 
A. 4 
x 
Figure 6.11: Asymptotic solution to (6.3) for al = 1/3, a2 = 2/3. 
CHAPTER 6. RELAXATION WAVES IN A FITZHUGH-NAGUMO MODEL 160 
shown. It can be seen that the numerically-obtained front speeds compare very well with 
the asymptotic value; however, the maximum/minimum for v obtained numerically are 
larger/smaller than the analytical values, and lead to slightly larger X; and t;. We do 
observe, however, that the results for e=0.0001 are significantly closer to the asymptotic 
values, and thus infer that e>0 has a small effect due to the inner layers; reducing e 
even further in the numerical calculations would mitigate the effect, but it is numerically 
difficult (the computation time becomes too lengthy). 
In the above we have considered solutions for small, positive initial perturbations to 
u from the steady state. There are also solutions in which the initial front forces u to 
become negative (i. e. the initial jump is to the left-hand branch of the cubic f (u)). In 
the range 
<' < 
2 a2 
(6.65) 
the wave speed will be the same (since we obtain the `linear' solution in both cases). 
Outside the range given in (6.65), two distinctly different wave speeds are generally 
obtained. For al/a2 < 1/2, we obtain the `tanh' wave speed for a positive initial front 
for u, and the `linear' speed for a negative initial front; for cal/a2 > 2, the reverse 
is generally true (though there are special cases for at » a2, which will be discussed 
below). 
6.4 Behaviour for small a2 
Focussing once more on positive initial disturbances in u, we now consider the case 
where a2 « al is small, so that s0 in < sä2 ;,, 
(the case for a2 » al gives similar results 
for negative initial disturbances in u). There are two cases to consider, depending on 
whether the critical point is an unstable spiral (as given by (6.6)) or an unstable node; 
we must therefore investigate the behaviour as a2 -4 0 for both. In this section, we take 
al =1 in order to demonstrate the results more easily; no loss of generality is involved. 
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6.4.1 Critical point is a spiral 
From (6.6) with al = 1, we know that if 
E>2-aý-2 1-a2-1a' for a2<1, (6.66) 42 
then the critical point is an unstable spiral, and our initial front is no longer monotonic 
increasing. If e> a2, we can no longer obtain a limit cycle (see (6.5)); an oscillatory 
pattern forms behind the front, moving at a different speed. This is a separate problem 
that will be discussed in Chapter 8. 
If (6.5) and (6.66) hold, so that we have an unstable spiral at the origin of the phase 
plane, then if sal 
, 
< s0 ni", the initial front can `flip' and become negative when so2) 
catches up with so'), even if we specify a positive initial perturbation in u. As a result we 
have a monotone increasing `tann' solution with u becoming negative; its minimum wave 
speed is never smaller than that of the second inner layer (which now occurs at v= v_). 
This behaviour is best demonstrated by the considering the `phase plane'; a numerical 
example is shown in Figure 6.12 for a2 = 0.05. It can be seen how the trajectory swings 
round to become a 'tank' wave as time progresses. The corresponding numerical solution 
for u is shown in Figure 6.13, and we can observe how the small, positive initial front 
slowly disappears as the profile evolves. We thus infer that for large t, the front speed is 
given by 
1+2a2 
so 
- 
0<a2ý2f (6.67) 
using (6.34) with al -º a2, a2 -º 1 (due to the negative instead of positive front); the 
upper limit on a: in (6.67) is only approximate since at this point e= 0(vm, x) and the 
previous asymptotic analysis breaks down (as considered below). The wave speed given 
by (6.67) compares well with numerical results. 
6.4.2 Critical point is a node 
In this case, u remains positive at the initial front; `flipping' does not occur. However, 
it is also apparent that with a2 small, so vm, is small; we have a problem with two 
small parameters. If E= O(vm, x), then as mentioned above our asymptotic analysis 
CHAPTER 6. RELAXATION WAVES IN A FITZHUGH-NAGUMO MODEL 162 
v 
0.0007- 
0.0006- 
0.0005- 
0.0004- 
0.0003- 
4.0002- 
-0.0002 -j- 
-0.03 
U 
Figure 6.12: Numerical `phase plane' for e=0.001, at = 1, a2 = 0.05. The numbers on 
the curves corresponds to successive times, as shown on the solution curves in Figure 6.13. 
breaks down (there is no opportunity for the first outer layer to form); we now consider 
separately the cases where e= 0(v.,,,, ) and e« vm< « 1. 
6.4.2.1 e= O(vmax) 
Although our previous asymptotic analysis is no longer valid when e= O(vmax), we can 
still apply our numerical approach. We note from (6.53) and (6.54) that 
a2 Vmax "' 
which gives us the size of -, in terms of a2 for the type of behaviour detailed below to 
i 
iv 
-flu, ) 
I 
i 
2 
occur. 
Numerically, we find that the speed of the initial front increases until it reaches the 
-0.02 -0.01 0.00 0.01 0.02 0.03 0.04 
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U 
x 
Figure 6.13: Numerical solution for u(x, t) for e=0.001, al = 1, a2 = 0.05. The numbers 
on the curves represent successive times, and correspond to the trajectories in the phase 
plane in Figure 6.12. 
value of sa2L; p; we can therefore 
infer from (6.59) that for large t 
ölý ^
' 
(1 
`j- Zag)/v, c= 0(a2/4). (6.68) 
An example of the numerical solutions is shown in Figure 6.14. 
It is worth noting that for a2 > (7-3 f) /2 0.146, the minimum speed of the front 
so'ý; p obtained from the asymptotic analysis 
is in fact larger than that of the second inner 
layer (sOmi. ); although the preceding asymptotic analysis may not hold here, we may still 
expect the limit cycle to propagate at speed 4 
1L; 
n. 
In practice, numerical results give a 
front speed somewhere between höht;,, and sO m;,, (see Figures 6.15 and 6.16); in addition 
we note that in this regime the value of s is too high for the asymptotic analysis to be 
realistically viable for any a2 
(the change in v during the `fast' transitions between the 
outer layers is far greater than O(E); see the phase plane in Figure 6.16). 
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-ºi 
Figure 6.14: (a) Initial fronts for u for al = 1, a2 = 0.1, E=0.001. (b) `Phase plane' for 
(a). Numerically, we obtain a large time leading front speed of c=0.739, which shows 
excellent agreement with (6.68), which gives P) = 0.742. 
Figure 6.15: Numerical solution for al = 1, a2 = 0.2, -=0.01. 
-1 0 .08 -0.6 
-0.4 -0.2 0.0 u 
U. 3 I. U 1.5 2.0 2.5 3.0 
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Figure 6.16: `Phase plane' for the numerical solution in Figure 6.15; al = 1, a2 = 0.2, 
e=0.01. 
6.4.2.2 EGG vmaz 
With 
-K Vmax, it is still possible for the first two inner regions and the first outer 
region to be distinct; this implies that our initial (linear) wavefront will travel with a 
fixed speed that will not increase, unlike in the case for e= O(Vmax) above. The second 
inner layer must therefore somehow decrease its speed, and slow down to that of the 
initial front. This is obviously impossible at v+ = vmax, where the wave speed is too fast; 
cm; A = s(2) i. is already the minimum possible value. If we study the numerical solution 
in Figure 6.17, we can see that the second inner `catches up' with the first (the front) 
as the evolution progresses. This has the effect of decreasing v; (the maximum attained 
value of vo in the outer region, at which the second inner transition occurs), as can be 
seen in the phase plane diagram for Figure 6.17 in Figure 6.18. In turn this has the 
desired effect of lowering so21, which can be seen more clearly in Figures 6.19-6.20, where 
we plot sölm;. (the `linear' front speed) and so21 against v' for a2 = 0.12; we expect the 
speed of the second inner layer to reduce from s(2) 0.753 (sö2L; n) to s(2 N 0.693 
(sol);,,, 
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-0.6- 
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-0.9- 
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Figure 6.17: Numerical solution for u for e=0.0001, al = 1, a2 = 0.12. The numbers 
represent successive evolutions of the front, which are not evenly spaced in t (the fronts 
shown are chosen to demonstrate the phase plane behaviour in Figure 6.18); the initial 
front moves at a fixed speed of cstý 0.693. 
the speed of the linear initial front), and this indeed is observed. We note that we now 
have a stable-stable connection, and thus the wave speed for each v* is unique (we do 
not have a range, as before). It can be seen in Figure 6.20 that for the second inner 
layer travelling at the same speed as the initial front, v* should settle down at a value of 
v+ ;"0.00298; this compares well with the numerically obtained value of v} -- 0.0028 in 
Figure 6.18. 
Again, we note that there is a well-defined region in which this type of behaviour 
can occur; if as <5 --N/2-4; -- 0.101, then so2); p is always larger then so' for all values 
of v' > 0. This is demonstrated by the plot of son,;,, (the `linear' front speed) and s0 min 
against v' for a2 = 0.07 in Figure 6.21; when v' is reduced to zero, the initial linear front 
is annihilated, and a negative `tanh' wave becomes the leading front. Here a relatively 
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V 
U 
Figure 6.18: `Phase plane' for e=0.0001, al = 1, a2 = 0.12. The numbers denote 
successive evolutions, and correspond to the solution curves in Figure 6.17. The initial 
trajectories are too high due to e>0; reducing F would mitigate this, but the problem 
becomes numerically difficult. 
big leap in the wave speed is involved; from Figure 6.21, we can see that the front speed 
will increase from c .:: 0.53 to c 0.80 when we reach v' = 0. The front annihilation 
has the effect of removing the first outer and second inner layer from our asymptotic 
analysis. The numerical solution for 0.0001, a2 = 0.07 and its associated `phase 
plane' are shown in Figures 6.22-6.23. 
An interesting point to note is that the `new' second inner layer (the third inner layer 
in the previous asymptotic analysis), as shown in curve 7 in Figure 6.22, forms with no 
knowledge of the changes at the initial front, and thus has a wave speed slower than 
that of the new initial front. Figure 6.24 shows how the positions of the first three inner 
layers vary in time. It is found that a new inner layer continues to move slower than those 
in front until the outer layer preceding it reaches a critical width (determined below), 
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-- 
--- 
1 2- 
. 
.1 
---- 
'tanh' front speed 0. ý 1 
-----" 'linear' front speed Boxed area 
stable-stable 'tank' speed 
is shown below 
0.6 T 
, 
0.4 
0.2 
, 
, 
v 
-0.18 -0.16 -0.14 -0.12 -0.10 -0.08 -0.06 -0.04 -0.02 0.00 
Figure 6.19: Plot of s against v* (al = 1, a2 = 0.12) for the `linear' front (obtained from 
(6.12)-(6.17) and (6.25)-(6.32)), the negative `tann' initial front (obtained from (6.12)- 
(6.17) and (6.18)-(6.24) with al t* a2) and the stable-stable `tanh' solution (obtained 
from the solution of (6.52) where v* = v+ 54 vm.. ). We recall from Section 6.3.3 that the 
`initial' minimum speed for the second inner layer occurs at v* = vm, X, and thus occurs 
at the limiting value of the unstable-stable connection; this speed is inappropriate here 
at later times (see Figure 6.20). 
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__1 S ----- 'tanh' front speed 
-"-------- 'linear' front speed 
0.85 
--, stable-stable 'tanh' speed 
0.80 
Original (limiting case stable-unstable) 
............. ............. ................ -........................... 
169 
` 
Q7D Linear front speed, and sö 2' at larger t 
............. .... 
ý 
.......................................................................... 
0.65 
-0.001 0.000 0.001 ` Q. 002 0.003 0.004 
v 
Figure 6.20: Close-up of Figure 6.19. We observe that the `initial' minimum speed for the 
second inner layer of s(2) .. 0.753 is greater than the initial front speed of P) -- 0.693, 
obtained from the `linear' curve at v* = 0. The second inner layer thus slows down to the 
front speed by reducing its maximum value W. Note that we now have a stable-stable 
connection in the phase plane, and so(v*) is now unique (rather than being greater than 
or equal to some minimum value, as was the case for v* = vm, or v* = Vmin)" 
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0.80 
0.75- 
Original 
. 
s.. ö'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. 
case. stable-unstable. 
.)..... . ................... ........... . .  
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-0.0015 -0.0010 -0.0005 0.0000 
' %0.0005 0.0010 vw 
Figure 6.21: Plot of so against v` (al = 1, a2 = 0.07). We can distinguish this case 
from that of Figure 6.20 using a simple geometric criterion, i. e. from the position of the 
intersection of the `linear' and `tann' wave speed curves; here this occurs for v' < 0, 
whereas in Figure 6.20 it occurs for v' > 0. The second inner layer decreases its speed 
from s(0t) 
_ 
0.73 to sot) N 0.66, at which point v' = 0. As this speed is still faster than 
that of the leading front (sol). 0.53), which is annihilated, a `tank' front forms as the man 
leading front, with u negative, travelling at so 0.80; note that whilst the `tanh' curve 
represents a stable-stable connection for the second inner layer above soZý0.73, it is 
an unstable-stable connection for the leading front. 
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Figure 6.22: Numerical solution for u for e=0.0001, a1 = 1, a2 = 0.07; numbers on 
curves correspond to successive times. 
when the new inner layer rapidly increases its speed to the same value as the inner layers 
in front. This is because the new inner layer initially matches into the outer solution 
in front at v< Vmax (or v> vm;,,, depending on which inner layer we are considering); 
it is thus a stable-stable connection in the phase plane. The inner layer attempts to 
speed up by increasing (decreasing) its value of v+ (v') (see Figure 6.25); essentially it is 
the reverse of the behaviour for the leading front, where v+ decreases (see, for example, 
Figure 6.18). When the maximum (minimum) value of v+ (v*) is attained (and the 
connection thus becomes the limiting unstable-stable case), the width of the preceding 
outer layer reaches its maximum value (which can be determined from (6.46), (6.62) or 
(6.63) and the relation Xp = soli Tp as required), causing the new inner layer to rapidly 
increase its speed to that of the preceding layers. 
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Figure 6.23: `Phase plane' for e=0.0001, al = 1, a, = 0.07; numbers correspond to 
solutions in Figure 6.22. 
We thus conclude that 
s(l) N 
I+ a2 0< a2 <5- 24 (6.69) 
e1N2 a2 5- 24 < a2 <2 (6.70) 
as c 
-+ 0; a plot of the wave speed s' against a2 is shown in Figure 6.26. 
It is worth stating that although for this particular model such behaviour is confined 
to a relatively small region in parameter space, there is no reason why it could not be 
observed over much larger parameter regimes for other kinetics; our model is merely an 
example which demonstrates its possibility. 
-0.02 -0.01 / 0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 
%N 
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Figure 6.24: Plot of x against t for the position of the first three inner layers for e= 
0.0001, al = 1, a2 = 0.07; values are obtained at Jul = 0.05 (initial front) and u=0 
(subsequent inner layers). We obtain wave speeds from the gradient of the curves. (1) 
Initial linear front forms, sol) 0.53. (2) Second inner layer forms, sot) 0.65. (3) 
Third inner layer forms. (4) Positive initial front is annihilated; second inner becomes a 
negative `tanh' initial front, sol) 0.80. Third inner layer is now the second inner layer. 
(5) Speed of the second inner layer suddenly jumps to s(a2) 
-- 
0.80, the same speed as the 
initial front. (6) New third inner layer forms, 4 0.65. (7) Third inner layer speed 
suddenly increases to s(()3) --0.80. 
0.2 0.4 0.6 0.8 1.0 1.2 1.4 ` 
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Figure 6.25: `Phase plane' for Figure 6.24 (e = 0.0001, al = 1, a2 = 0.07), showing 
the second inner layer only after the initial leading front has been annihilated. Curve 
(1) shows this inner layer soon after forming, where its speed is slower than the wave 
in front of it; it speeds up by increasing its value of v+ (curve (2)). The second curve 
should theoretically have a maximum value equal to the maximum value of the v=f (u) 
nullcline (and curve (1) should lie below it), but this requires a smaller value of E which 
is numerically difficult. 
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6.5 Summary of Large Time Behaviour 
The results have been derived by asymptotic reasoning and comparison has been made 
with numerical results. The asymptotic limit c -+ 0 has not been followed through 
completely for small a2 and we shall not pursue the details here. In Tables 6.2 and 6.3 
we summarise the results of the various generic and non-generic cases discussed earlier 
in the chapter. For clarity, we once again take al = 1, which entails no loss of generality. 
6.6 Asymptotic Behaviour as x 
-ý 0 
6.6.1 Airy layer 
We are now in a position to complete our asymptotic analysis by considering the be- 
haviour near the origin as a new inner layer is formed there; we consider the case where 
the speed of the travelling wave in front of this new layer is given by s(ol);,,, the initial 
0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16 0.18 u2 
Figure 6.26: Wave speed soli vs. a2 as 
-0 -4 0. 
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Case Front speed soll Comments 
+ve 
-ve 
e< a2, 
(7 
- 
3/)/2 < a2 < 1/2 
2 a2 (1 + 2a2)/2 `Linear' front solution (+ve); 
`tank' front solution (-ve). 
e< min(1, a2), 
1/2 < a2 <2 
2 a2 2 a2 `Linear' front solution 
in both cases. 
e<1, a2 >2 (2 + a2)/V 2- 2 a2 `Tanh' front solution (+ve); 
`linear' front solution (-ve). 
Table 6.2: Summary of wave speeds obtained for sufficiently a, with al =1 with a positive 
or a negative initial perturbation (denoted +ve and 
-ve in the front speed column). 
Case Front speed sot) Comments 
2- a2 
-2 VI --a2 <e< a2i (1 + 2a2)/ f Critical point is a spiral; front flips 
a2 < (7 
- 
3/)/2 to become negative `tanh' wave. 
e= O(a2/4), (1 + Zag)/f Front speeds up to second inner speed. 
a2 N (7 - 3v)/2 (*), Condition (*) is only approximate, as 
it is obtained from asymptotic analysis 
not strictly viable in this region. 
e« ai 2/4, (1 + 2a2)/V2- Initial front is annihilated; negative 
Q< a2 <5- 24 `tanh' wave becomes initial front. 
e «a2/4, 2 a2 `Linear' front is retained; 
5- 24 < a2 < (7 
- 
3V5-)12 successive inner layers decrease 
speed to that of the front. 
Table 6.3: Summary of wave speeds obtained for sufficiently small a2 with al =1 with 
a positive initial perturbation. 
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speed of the front. It is found that an extra layer is required between the outer solution 
and the transition at the origin (see Figure 6.4); to determine the scalings, we first of 
all consider the final outer solution just before the fast transition by linearising about 
the maximum/minimum of v=f (u) (whichever is relevant). We choose to consider the 
transition at v= vm, X, and thus put 
uo = h+(vmax) +V (6.71) 
VO = vmax + 171 
where u= h+(v) is the pseudo-inverse of v=f (u) as before; the case when v= Vm; f is 
similar. Substituting (6.71) into (6.41) we obtain at leading order 
V0 
= 2f"(h+(vmax)) 
UO 
and 
f" (h+(vmax)) U0 U0t 
= 
h+(vmax) 
- 
vmax (6.72) 
at leading order. Integrating (6.72), we can thus obtain 
( 1/2 
u0 N +(vmax) 
h+lymax) 
- 
Vmax (tC(x) 
_ 
t)1ý2 
(fh'(h+ Vmax))) 
v0 N Vmax 
- 
(h+(vmax) 
- 
vmax)(tc(x) 
- 
t) as t 
-+ 
tc(x), (6.73) 
where t, (x) is the time at which the transition is initiated at a point x; from previous 
analysis, it is straightforward to show that the nth inner layer is located at 
4(t 
- 
tn), (6.74) 
where 
to = ti 
-I- 
n21 (t2 + t3) 
and 
9= Sölýý 
where t1, t2 and t3 are given by (6.46), (6.62) and (6.63) respectively. Therefore we set 
t= i 
-f- b(e) T 
x= µ(c) x 
U= h+(Vmax)+5"2(E') V 
V Vmax + S(c) V 
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for our new layer, where b and µ remain to be determined; (6.3) becomes 
b /2 
UT 
= 
Crs 
V2U+ 
1flI(h+(vmax))5U2 
- 
8V 
11 (6.75) 
VT 
= 
h+ (vmax) 
- 
Vmax + 61/2 U 
'+' 
6 V. 
It follows from (6.74) that it = S. We also require UT to balance with the reaction terms 
when matching into the outer region (i. e. as T -4 -oo), and hence we must set e= 53/2; 
our scalings in terms of e become 
t= £ + s2/3 T 
U= h+( 
max) 
+ E1/3 V 
V= vmsx + E2/3 V 
At leading order, we obtain 
V0 = (h+(vmax) - vmax) (T 
- 
T, ( )), 
(6.76) 
(6.77) 
where TA(X) is the value of T at which the fast transition takes place; note that it does 
not necessarily take place at T=0- at this stage, we are still on a time-scale slower 
than that of the transition. We can match (6.77) with an outer solution taking the form 
vo = G(t 
- 
t 
- 
x/q) (6.78) 
(cf. (6.45)). From (6.77), we obtain as the outer limit of the inner solution 
V '`ý "max +e2/3(h+(vmax) 
- 
Vmax) (T 
- 
TTIX )) 6.79) 
and we thus require 
G(t3) = Vmax (6.80) 
G'(t3) 
= 
h+(vmax) 
- 
vmax (6.81) 
TT (X) 
= X/q (6.82) 
for matching. From (6.76), we can also obtain 
UOT 
=2 f' (1+\Vmax)) U02 ^- (h+(Vmax) 
- 
v,. 
) 
(T 
- 
Te\X», (6.83ý 
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which is a Riccati equation. By setting 
Uo 
=w (6.84) 
-Z f"(h+(vmax)) w' 
where '_ d/dT, and noting that f"(h+(Vmax)) is negative, we obtain 
2 
{//rh+(Zýmax))(h+( )max) Zýmax) CT 
-T( )) W, (6.85) 
an Airy equation with the solution 
w=C1P(3)Ai (a(TA(X)-T))+CCP(3)Bi (a(TT(X)-T)); (6.86) 
where 
a2- Vmax 
{_f"(h+(Vmax))(h+(Vmax) 1/3 
)J 
J 
and Cl and C2 are arbitrary constants of integration. 
Matching back into the outer solution (i. e. as T 
-+ -oo), then (6.86) reads 
w , ý, [a(Tý(X) - T))-1/4 
{Cie(-; ta(T, (X)-T)l'1') +C2e(3[a(T, (X)-T)]'ß')1 
, 
(6.87) 
where 
C1= 277, c2 =. Vr7r 
Substituting (6.87) back into (6.84), we obtain 
1/2 (I[«(TT(X)-T)l3/2) h+ (vmax) - vmax (01-02e (T, (X) 
- 
T)1/2 
oN 
_2 f"(h+(Vm&x)) Cl+Ö2e(ý[«(Tc(X)-T))s1') (6.88) 
asT 
-+ -oo. 
and it follows that 
Uo N+ 
h+(vmBX) 
- 
v.. X 
1/2 
(TA(X) 
- 
T)112 C2 
=0 (6.89) 
-i'frt(h+(v... )) 
L 
"t \(ymax) - ymax 
i/a 
(le(X) 
-T )'I' C2 54 o" (6.90) 
UO 
(_f"(hý(Vmaz))) 
` 
Writing the outer solution (6.73) in terms of the `Airy' variables, we obtain 
v 
(h+(tJmax) 
- 
Vmax 
1/2 
Uý ti 
Zý///ý+(Umaxýý q 
rý 
1/2 
ý1 
_1 
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and thus for matching, we require C2 =0 and 
7'ß(X)= q, (6.91) 
as we obtained previously in (6.82). We still need to determine when Uo blows up; from 
(6.84) and (6.86), we can see that this will occur at the largest (i. e. least negative) zero 
of Ai(aX/soll) (since C2 = 0). Denoting this value by 
Ai(Ao) 
= 
0, 
we can set 
T-X 
xO+f (6.92) 
qa 
so that (6.86) becomes 
w= C1 Ai(A 
-a 
i') 
-Cl a Ai'(Ao) t as-+O. 
This gives 
Uo I as T-+0 (6.93) f"(h+(Vmax)) Z' 
and the solution blows up at T=0 as required. 
6.6.2 Origin inner layer 
For the fast transition at the origin, we set 
T+ Aolo 
= c'/' T 
X= E1/3 
uN u0 
V ^' vo, 
which results in 
vor = 0, (6.94) 
uo7 = uoee +f (uo) 
- 
vo(Z)" 
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We can easily determine vo(e) by matching back into the Airy region; writing (6.77) in 
terms of the origin inner layer variables gives us 
v0 N vmax 
- 
E(h+(Vmax) 
- 
vmax)S/q 
and therefore vo = v, 
, x at 
leading order. Hence an equation of Fisher type is obtained, 
namely 
u0 
r= 
u0 C£ +f 
(uo) 
- 
Vmax (6.95) 
which we already know has travelling wave solutions for speeds greater than some 
minimum value and we expect to observe a travelling wave for r 
--} +o0. To deter- 
mine the behaviour of (6.95) as ý -3 -boo (i. e. the condition as the origin inner layer 
matches into the Airy layer), we set 
X 
=O(l), 7- =O(1), 26=h+(vmax)+ii 
which gives 
OuO 
ÖT 
(h+(vmax)) 
u0 
2 
and hence 
1 
1 3X/Q 
- 
T) 
u0 N 
2f"(h+(Vmax))(C_ 
so that 
q 
uO N )) as 4 +oo, r -+ -oo. 2f" (h+ (vm, 
x 
This indicates that the wave speed of soli is preserved all the way back to the origin 
inner layer. The full reaction-diffusion equation (6.95) describes the formation of a new 
inner layer, but further analytical progress over this timescale does not seem possible. 
We conclude that when a new inner layer is formed in the vicinity, it does so with a 
travelling wave speed equal to that of the leading front. 
6.7 Alternative Initial Conditions 
In the above sections, we considered travelling wave solutions for a medium initially 
at rest and subject to a small perturbation at x=0, t=0. In this section, we will 
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briefly consider the effect of a number of initial perturbations at different points; this 
will cause waves initially travelling at their minimum speed to collide and interact with 
each other, thus altering the wave form and speed. Although we may expect multiple 
initial perturbations to affect the wave speed, this is not in fact the case away from the 
initial perturbations; the two outermost initial peaks act like single perturbations in the 
outward direction. A simple example with only two initial perturbations is shown in 
Figure 6.27 at various stages in its evolution; due to symmetry only the right hand side 
of the wave is shown. For x>0.39, the wave is seen to behave as if there is only a single 
initial disturbance. Although the profiles in Figure 6.27 are shown only after reasonably 
short times (up to t= 10) in order to make their display clearer, this behaviour has been 
confirmed numerically for much larger times (which require very large computational 
times); it can be seen that after a certain length of time, the wave will reach the right 
hand side of the domain, which is truncated for numerical purposes (see the last profile 
in Figure 6.27) 
- 
this will affect the wave behaviour and must thus be avoided. From 
numerical observations, we find that the region between the two perturbations (x < 0.39 
in Figure 6.27) persists indefinitely. 
We also observe numerically that if we initiate the wave with a series of exponentially- 
decaying perturbations, we obtain the same `linear' wave speed as predicted analytically 
above in Section 6.3.1. We shall not consider an asymptotic analysis of these more general 
cases here. 
6.8 A Radial Formulation 
Finally, we can consider the full two-dimensional case, which is obviously rotationally 
invariant for a wave initiated at the origin. Our system (6.3) becomes 
E ut = FZ (r u,. )r + 
.f 
(u) 
-v (6.96) 
Vt = u-V1 
which immediately we can see will cause the singularity r=0. At distances such that 
r> inner region thickness, the asymptotic analysis of (6.96) with eK1 is the same 
as that for the one-dimensional system, and from this we can expect to get solutions 
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Figure 6.27: Snapshots of the evolution of fronts (u) for two initial disturbances at 
x=±0.39 at intervals of t=2for60 -0.001, a, =a2=1/2. 
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similar to those obtained in that case. The only change is to the analysis of section 6.6.2. 
Writing 
t= tn+£T 
r= cp 
UN uo 
V ^' Va, 
now results in the single leading order equation 
1 
Uor=u0pp+1U0p+ f(uo)-V..., (6.97) 
p 
which differs slightly from that obtained in the one-dimensional case. When matching 
with the Airy solution as p- oo, r 
-+ -oo, the term uo p/p is negligible, and thus the 
wave speeds obtained are the same as for the one-dimensional case. At the origin, we 
have the boundary condition up = 0, and the problem is fully prescribed. 
We can also solve (6.96) numerically as before; the solutions are similar to those 
obtained for the one-dimensional problem, and again agree with the asymptotic analysis, 
i. e. a new inner layer forms at the origin and travel at a speed equal to that of the initial 
front. 
Concluding, we note that the system could now be used to model target patterns 
of the type which appear in the BZ reaction [53), as discussed earlier. Considering the 
general geometry of these patterns, experimental results suggest a sharp wave front and 
a diffuse wave back [57]; our solutions for u agree with this. We may expect our model 
to be able to determine when new `rings' will form, and, more importantly, predict the 
wave speed at which these rings move; a particular feature of our model is that in a 
certain regime, we can obtain two distinct wave speeds for the same parameter values, 
which depends only on the form of initial perturbation (see summary in § 6.5). We 
can also obtain solutions for any wave speed greater than some minimum value for all 
parameter values by prescribing an exponentially decaying initial profile. These are 
features which could be investigated experimentally; we point out that the interest here 
is of a mathematical nature and not a direct attempt at modelling the BZ reaction 
precisely. 
Chapter 7 
Fisher's Equation and Modulated 
Travelling Waves 
7.1 Introduction 
For the final two chapters, we will use WKB theory to develop a method for predicting 
wave speeds of travelling fronts at large time, and also periodic behaviour, either behind 
the front or at the front itself, thus providing descriptions of modulated (as well as 
standard) travelling waves. We stress that our interest here is concerned purely with the 
large time behaviour, unlike in the previous chapter; any transitional behaviour from the 
initial state will not be discussed. 
Our method is designed for use in systems of partial differential equations, but in 
this chapter we will consider a well-established single equation (Fisher's equation with 
cubic nonlinearity), and show how even here we can demonstrate new behaviour. 
7.1.1 Background 
The required form of Fisher's equation reads 
2 
ät ýx +u (1 - u) (a + u). (7.1) 
We have shown in the previous chapter that a travelling front solution resulting from a 
small positive perturbation to a medium initially at the unstable steady state u=0 has 
two forms; a `tanh' front for a< 1/2 and a `linear' front for a> 1/2. 
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We have also considered the case when we prescribe an initial condition of 
u", e'ax as x 
-4 +oo at t=0 (7.2) 
for real a. The `linear' wave speed is then given by 
a 
c= max 2ý, fa-, a+a (7.3) 
/ 
(obtained in a similar way to (6.29)-(6.32)), and thus the observed wave speed is given 
by 
c =max 
(a 
+ 
a, 1+2a ) 
la< 
1/2 (7.4) 
a 
c= maxja+a, 2' a>1/2. (7.5) 
We can now obtain a linear front for a< 1/2 if a is small enough. 
7.2 A WKB Method 
Following WKB theory, we seek a solution of the form 
u- Ao e. (z, t) (7.6) 
to the linearised form of (7.1) 
ut = uxx +au (7.7) 
to give 
+ a. (7.8) fc = f2 
We are interested in the behaviour for large time; at the front, we then expect the ratio 
x/t to be 0(l) (from the wave speeds obtained in Section 7.1.1), and so we seek a solution 
of the form 
f (x, t) =t F(x/t) =t F(ry) (7.9) 
so that (7.8) becomes 
F-riFn=Fn+a, (7.10) 
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which is of the form of Clairaut's equation. We solve by differentiating (7.10) to give 
(2Fä+17)Fnn=0. (7.11) 
For a medium initially at rest (save for a small perturbation at x=0 to initiate the 
front), we seek the envelope solution to (7.11), i. e. 
2F+r7=0, 
which implies that 
F(77) 
=a- 772/4 
and gives 
X2 
lnu-at-4t x--ý+oo. 
For large t, we define the wave front to be at the point where u neither grows nor decays 
(that is, between the leading edge and whatever pattern follows behind); this implies 
that we require 
Re(f)=0 (7.12) 
at the front. We can see that this gives a front speed of c= x/t = 2Va-, the well-known 
minimum wave speed. 
To demonstrate a new type of behaviour, we prescribe a decaying oscillatory initial 
profile, given by 
u(x, 0) 
-+ e'0s cos ßx as x --º oo. (7.13) 
We need only to investigate solutions for a<1; solutions for a>1 can be deduced by 
suitable rescalings of (7.1) and (7.13). As the initial condition is now given, we solve 
F7,, =0 from (7.11), which gives us 
f 
=At+Bx. 
By substitution into (7.8) we have A= B2 + a; the initial profile given by (7.13) implies 
B= 
-a+ 
i p, so that 
uN Re (e(1+02_ß2_2<ßi)tet-a+=ß)=1 
. 
(7.14) 
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From (7.12) and (7.14), we can thus deduce a wave speed of 
x a, +az_ß2 CWKB 
---a 
The frequency of oscillation of the front will be given by 
W= Im(f) 
and thus the temporal period of oscillation will be 
2r 2z a 7'wxa 
=w=3 (a 
- 
az 
-, 
32) 
188 
(7.15) 
(7.16) 
From (7.15) we can deduce that if ß is large enough, then front speeds less than the 
minimum wave speed 
Ctan6 
-a< 1/2 
vf2 cmin 
- 
(7.17) 
c,;. =2fa> 1/2 
(as derived in the previous chapter) are predicted. We investigate this and other 
behaviour by first considering some numerical solutions to (7.1) subject to (7.13) 
using a simple explicit time-stepping routine. We truncate our domain artificially and 
impose no-flux conditions at each end. Our decaying exponential initial profile is chosen 
such that its maximum value is equal to unity at x= xo; in addition, we have imposed 
u(x, 0) =1 for x< x0 so that the boundary conditions do not affect the results. 
In Figure 7.1, we show a series of numerical results for (7.1) subject to (7.13) with 
a=0.25, a=0.01 and p=0.1. The initial oscillatory profile can be seen to persist and 
grow until alternate regions of u1 and u 
-a (the two stable states) form. These 
are connected by fronts which move towards each other in such a way that each u -a 
region (the less stable steady state for a< 1) is annihilated in a finite time. This results 
in a single steady state u=1 being left far behind the `front'. 
After a reasonable length of time, it can be seen from Figure 7.1 that the profile 
settles down to what resembles a travelling wave 
- 
the speed of the back of the pattern 
being equal to that of the front. We observe, however, that the front is oscillating, and so 
what we have is a modulated travelling wave (which we will show below). Numerically, 
we find that the speed of the `front' is c 23.9, a very good agreement with the value 
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Figure 7.1: u(x, t) for a= 0.25, a= 0.01,0 = 0.1 at times t=0,30,60,90. 
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given by (7.15) of CWKB = 24.0. This is generally found to be the case for all parameter 
values giving c, KB > cm;,,, the minimum wave speed given by (7.17); however, there is a 
region for a small and 3 (relatively) large where this does not apply, which we consider 
later. 
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Figure 7.2: u(x, t) = u(x-ct, t), plotted at quarter-period intervals for a= 0.25, a= 0.05 
and /3 = 0.1. Numerically we obtain c=4.85 and T= 13.2, which are in excellent 
agreement with the values obtained from WKB theory of c=4.85 and T= 13.228. 
Curves at t= to and t= to +T lie on top of one another. 
Returning to the phenomenon of modulated travelling waves, we now note that this 
implies we are obtaining solutions of the form 
u(x, t) = 
. 
T(x 
-ct, t), (7.18) 
where the dependence on the second variable is periodic (with period T). We already 
know c and T from (7.15) and (7.16) respectively; Figure 7.2 shows a series of plots of u 
against the travelling co-ordinate z=x-ct for the parameter values a=0.25, a=0.05 
and ,ß=0.1, taken at 
intervals of T/4. The periodic behaviour can clearly be seen; two 
curves obtained at a time difference oft =T can be seen to lie on top of each other. 
We also provide further evidence of modulated travelling waves by first of all making the 
assumption that there is periodic behaviour behind the initial front. Assuming (7.18), 
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and considering F(q) in the vicinity of 77 = c, i. e. putting 17 = c+e where e is small, then 
by Taylor expansion, we have 
F(c + :)=i Im F(c) +e (Re F' (c) +i Im F' (c)) + 
... 
since ReF(c) =0 from (7.14). Retaining the largest terms for the real and imaginary 
parts, we thus have 
f (x, t) =t F(x/t) - (x 
-c t) Re F(c) +i Im F(c) t (7.19) 
=F(x-ct, t) 
as required. We can therefore deduce that the temporal period is given by 
T= 27r (7.20) Im F(c)' 
which is in agreement with (7.16). 
We now consider behaviour when CWKB < Cmin. An example numerical solution for 
a=0.25, a=0.1 and ß=0.5 is shown in Figure 7.3; from (7.15), we have CWKB = -1, 
whereas cn,; fl = 3/2, 
/2- from (7.17). We do initially observe the oscillatory pattern moving 
backwards at speed c 
-- -1 into the u=1 region, but it is annihilated by the back of 
the oscillatory wave (see the second plot in Figure 7.3), and a single front propagating 
forwards is formed. We would expect this wave to move forward with the minimum 
speed defined by (7.17), and indeed this is the case when a is not too small; however, 
for a less than some a«; t, which we will calculate later, we observe numerically that the 
front speed increases. 
In order to investigate the increase in wave speed, we plot our solutions on a logarith- 
mit scale. In Figure 7.4, we show the numerical profile for a=0.25, a=0.3 and /3 = 0.4, 
which propagates with front speed c=c,,,, h, the minimum speed expected. It can be seen 
that we still do not strictly have a travelling wave - there is still oscillatory behaviour in 
the far field. Nevertheless, the straight line portion of the curves corresponds to the tail 
of the travelling wave and is found to have aslope of -1/v if we plot In u against x, 
which is consistent with our `tanh' wave solution of the form 
u , ý, Vr2- as x- ct 
-* 
+oo. 
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Figure 7.3: u(x, t) for a=0.25, a=0.1, p=0.5 at intervals of At = 7. 
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We observe a similar phenomenon for a> 1/2, where u ti e°(-v-ct) as x- ct 
-4 +oo for 
a> acrit 
For cWKB < cm;,, and a< acrit, we obtain a different criterion for the wave speed. 
In Figure 7.5, we show the numerical profile for a=0.75, a=0.2, ß=1.0, again 
with u(x, t) plotted on a logarithmic scale; it appears. to be of the same form as that 
in Figure 7.4. However, the numerically-obtained wave speed is c=2.275, larger than 
Cmi = NF3, and the slope of the travelling wave portion of the plot of In u against x is 
found to be 
-2a for all 0<a<a, r; t. This suggests that the solution for the wave front 
will have an x-dependence of the form u- e-tax as x 
-> +oo. We also postulate that 
since it must be the coupling between the travelling wave and the small oscillatory front 
that is determining the behaviour, then we have to consider more than the leading order 
linearised solution to (7.1). 
Pursuing this analysis, our leading order equation is (from (7.7)) 
not = uoxx 
-f- a uo, (7.21) 
which, together with the initial condition 
uo(x, 0) 
--> e-° x cos Ox as x 
-+ oo. (7.22) 
has the solution (see (7.13)) 
quo' Re 
(e(a+a2 2_2a#i)te(-a+iß)x) 
. 
(7.23) 
At the next order, we have 
uic=uixz+aui+(1-a)uö, (7.24) 
which we can write as 
ul c= ui: z +a ul +12a e2 
(4+«ý-P') t-2«x (1 + cos 2ß(x 
- 
2at)) 
. 
(7.25) 
This is subject to the initial condition 
ul (X, 0) = 0. (7.26) 
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We seek particular integrals of (7.25) by considering the two forcing terms separately. 
Seeking a solution of the form UI pl = ICp 1 eAº1t+Bº'y to 
uit = ui:: + au1 +1-ae2 
(a+a2-ß3)t-la s 
2 
gives us 
u1 -1-a 2(a+a2-A')e-2am (7.27) P, 2(a 
- 
2(& + Z)) 
while the similar solution to 
1L1t = ulss + auf +12a e2(a+a2-ß2)t-2asRe le-2iß(s-2a t) 1 
(where we have expressed the cosine term in (7.25) as the real part of a complex 
exponential) is 
u=R. e 
1-a 
e(2(a+02-ß3)+4iaß)t-2(a}ii)x (7.28) l P' 2(a + 2(ß 
- 
ia)2) 
We choose the complimentary function with a view to satisfying our initial condition 
(7.26) (so that the x-dependence cancels at t= 0); for (7.27), we obtain 
and for (7.28) 
ul Cl --1-a e(aý'4°2) e-2°`= (7.29) 2(a 
- 
2(a2 +, 62)) 
ul`2 
= 
Re 
1 
-, a 
e(4t+4(«+iß)2)t-2(a+iß)= (7.30) C 
2(a + 2(ß 
- 
ia)2) 
The full solution to (7.25) is thus 
Ui = uirl + uia, + ul,, +uic, (7.31) 
with the four terms of (7.31) given by (7.27), (7.28), (7.29) and (7.30) respectively. 
We can see in (7.29) that we have obtained the e-2a" term that we anticipated from 
the numerics; we can deduce the wave speeds by setting the real part of each of the 
exponents in (7.27) and (7.28) to zero; we obtain 
cý1 .2 aß- 2a (7.32) 
and 
_ 
cC2=2a--2 a 
a2a132 
(7.33) 
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respectively. We can see that cal > c,, in the whole of our (a, /3) parameter space, and 
thus (7.32) is the speed that will be observed, when it is larger than both the minimum 
wave speed cm;,, given by (7.17) and the leading order 'WKB' speed cm;,, given by (745). 
Numerical experiments show that this is indeed the case. 
ß 
a 
o. s 
c= 2a + 2a 
Faster than minimum 1+2a 
0.4 speed travelling waves C=r 
0.3 Minimum speed travelling waves 
0.2c = 
a+a2 
-ß2 
a 
0.1-j Modulated travelling waves 
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 a 
Figure 7.6: Wave speeds in parameter space for a= 1/4. The formulae for the dividing 
lines are given in Table 7.1. 
We have now completely defined the wave speed in the whole of (a, p) parameter 
space; to clarify the situation, we present diagrams for a= 1/4 and a= 3/4 in Figures 7.6 
and 7.7, showing the three regions where different forms of wave front are observed. 
As a final note, we observe that if a=1, then from (7.27) - (7.30), we have ul (x, t) =0 
as our solution, and thus the third wave speed given by (7.32) should not be observed. 
We show the parameter space diagram in Figure 7.8, with the boundary for the non- 
existent solution shown as a dotted line. Numerical solutions once again back up our 
theory 
- 
only the two types of wave are observed. 
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Figure 7.7: Wave speeds in parameter space for a= 3/4. The formulae for the dividing 
lines are given in Table 7.1. 
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Figure 7.8: Wave speeds in parameter space for a=1. The formulae for the dividing 
lines are given in Table 7.1. 
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7.3 Summary 
We now summarise the solutions found in this chapter in Table 7.1. 
Case Constraints Wave speed Type of wave 
0 <a< Z 
,Q< (a + a' - #2) /a Modulated 
ß< a/2 
- 
a2, travelling waves. 
a</2- a 
,ß> Va 
7-2 
- 
a2, 2a + a/2a Faster than minimum 
a< a/ f speed travelling waves. 
ß> (1/f 
- 
a) (ia 
- 
a), (1 + 2a)/f Minimum speed 
a> a/\/2- travelling waves. 
<a<1 ý3 < /- a, (a + o2 
- 
ß2)/a Modulated 
,ß< Va 772 - a2, travelling waves. 
a<, ä 
>a2- a2, 2a + a/2a Faster than minimum 
a</ /2 speed travelling waves. 
> Va- 
- 
a, 2f Minimum speed 
a> Va-/2 travelling waves. 
a=1 Q<a, (1 + a'- 
- 
ß2)/a Modulated 
travelling waves. 
Q>a, 2 Minimum speed 
travelling waves. 
Table 7.1: Large time behaviour for solutions to (7.1) subject to (7.12). Oscillatory 
fronts are retained only for the modulated travelling wave regimes; the temporal period 
is given by (7.16). 
Chapter 8 
An Application of WKB Theory 
to Two-Variable Systems 
8.1 Introduction 
In this chapter, we extend the theory of the previous chapter to two variable systems, and 
show that we can apply the same methods to obtain wave speeds of invasive fronts and 
information on behaviour behind this front in a variety of situations. We will consider 
the large-time behaviour of systems which are initially undisturbed, but subjected to 
a small perturbation around x=0; hence we will look for envelope solutions when we 
obtain our Clairaut equation this time (as with (7.11)). We could also generalise to 
consider exponentially decaying initial profiles (as in Chapter 7), but the behaviour is 
similar and so we omit details. 
With a single-variable system of the type discussed earlier, we obtain only one type of 
solution for a medium which is initially undisturbed, namely the travelling front between 
two stable states. Our two-variable system reads 
äu 
F D°°2u+f(u, V) 2,2 
8v 
(8'1) 
äc Dý°ZV+s(u, v), 
where D. and D are positive constant diffusivities and f and g are the nonlinear 
kinetics. With (8.1) there are various types of behaviour that can be initiated, and 
some possibilities are shown in Figure 8.1. 
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(c) 
i 
i 
-------' 
(d) 
201 
Figure 8.1: Schematic diagram of four possible types of behaviour of u(x, t) for the two 
variable system (8.1). (a) is of the form already observed for the initial front in our limit 
cycle analysis; we will discuss this briefly again later. (b) corresponds to a Turing system, 
discussed in the first part of this chapter. (c) depicts homogeneous limit cycle behaviour 
behind the front; we do not discuss this case here. (d) is similar to case (b), but this 
time we have an oscillating pattern behind the initial front. This will be discussed later 
in this chapter. 
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In all four cases, we have a travelling front. In Figure 8.1a, we have a fixed steady 
state behind the initial front, and in Figure 8.1b a fixed pattern is shown; this corresponds 
to travelling wave initiation of pattern in infinite domain Turing systems, and will be 
our main area of interest. In Figure 8.1c, we have a homogeneous limit cycle behind the 
front, and Figure 8.1d demonstrates an oscillating pattern behind the initial front; in this 
case, we are implying a pattern laid down by an oscillating initial front, which is not the 
same as the limit cycle behaviour shown in Chapter 6, where we had a non-oscillatory 
front. 
It is worth stressing that whilst all of the above solutions are feasible, they may not 
all be observed in practice. In addition there is the possibility of two or more types of 
behaviour combining in one solution, and irregular/ chaotic wakes have also recently been 
observed in two-variable systems [46,47]; these will be discussed later. 
8.1.1 Background: Turing systems 
As mentioned above, our main area of interest to demonstrate our WKB method will be 
with Turing systems, and it is worth summarising the background to the field, as well as 
the shortcomings of the Fourier transform /stationary phase arguments used to predict 
the wave speed of the initial front and the period of the pattern formed behind it. 
Turing suggested that heterogeneous spatial patterns of chemical or morphogen could 
form via a reaction-diffusion mechanism [48]. It was proposed that if u and v in (8.1) 
tend to a linearly stable uniform steady state in the absence of diffusion then, under 
certain conditions (demonstrated below), spatially inhomogeneous patterns can form for 
D. 36 D. by diffusion-driven instability. 
Non"dimensionalising (8.1), we can obtain 
Ut = V2u+f(u+v) (8.2) 
vt =dV2v-I-9(u, v), 
where d is the ratio of the diffusivities. The conditions for diffusion-driven instability are 
derived using a linear stability analysis; (8.2) thus becomes 
uc = V2u+au+ßV (8.3) 
vi = dV2v+7u+Sv 
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with a, Q, ry and ö being constants and (from Murray [40]) we require 
a+b <0 
-" ab-ßy >0 (8.4) 
da+ö >0 
(da+b)2-4d(a6-ßy) >0 
for Turing patterns to form behind the initial front. 
8.1.2 Travelling wave initiation of pattern 
There have been a number of previous works on pattern formation initiated by a small 
perturbation at one end of a semi-infinite domain. Dee and Langer [7], Dee [6] and 
Ben-Jacob et al. [3] have considered (for example) solutions to the amplitude equation. 
A linearized form is analysed using a Fourier transform /stationary phase argument 
(detailed below) to determine the speed of the travelling front and the wavelength of 
pattern it generates behind it. It is worth noting that the analysis for a single (complex) 
equation, as in these cases, is considerably easier than for the two-variable system (8.2). 
We present the method as given by Murray [40], applied to (8.2). 
For small disturbances, a solution to the linear system (8.3) is sought in the form 
uxtu e'ks+at (8.5) 
where u= (u, v), k is the wavenumber and A= . (k) is the dispersion relation, 
determined by substituting (8.5) into the linearized equation(s) and finding the roots of 
the characteristic polynomial. For a single equation, A(k) is a simple quadratic; for (8.3), 
we have (using Murray [40]) 
2A(k)=a+6-(d+1)k2 
1/2 
(8.6) 
f ([a+6-(d+1)k2]24 [dk4-(ad+b)k2+a6-Q'Y]) 
The solution to the linearised system is of the form 
u(x, t) =% A(k) eck+A(k) dk, (8.7) 
with the A(k) being determined by a Fourier transform of the initial conditions u(x, 0); 
these are of no concern here, as we are interested only in the. final structure. Initially, 
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we expect a pattern to form with a wavenumber corresponding to the fastest growing 
unstable `mode', which occurs at the peak of the dispersion curve (8.6). This is due to 
the initial pattern being formed as a result of a small disturbance in the--steady state. 
The wavenumber can thus be determined from 
ä[Re A] 
=0= max [Rea] = Re A(k j ), ati (8.8) 
where k -i is the wavenumber of this fastest growing mode. The final pattern cannot, how- 
ever, be determined from (8.8); away from x=0, initiation is due to the travelling front, 
and not a small perturbation. Analysis of the linear system is valid only for small x and 
t, as the linearly unstable eigenfunctions A(k) which are growing exponentially in time 
will eventually be bounded by the the nonlinear terms in (8.2). In the literature [40], the 
behaviour at the front is then considered well away from the initial perturbation, so that 
x and t are in fact fairly large. Although it does not hold globally in the nonlinear regime, 
(8.7) is nevertheless frequently applied in the small amplitude tail; taking x/t = 0(1), 
equation (8.7) can be written in the form 
u(x, t) = 
JA(k)e'0dk, (8.9) 
where 
Q(k) = ikc +A (k) (8.10) 
with c= x/t being the velocity of the front. The integral (8.9) can be evaluated asymp- 
totically as t 
-* oo using the method of steepest descents; this gives 
u(x, t) NK t-112 e['°ko+A(ko)] t, (8.11) 
where K is a constant and ko, the (complex) wavenumber ahead of the front, is given by 
the saddle-point condition 
o'(ko) = is + A'(ko) = 0. (8.12) 
For large t, the wave front is at the point where u neither grows nor decays (i. e. 
between the leading edge and the pattern behind), so that 
Re[icko +) (ko)] = 0. (8.13) 
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The wavenumber at the front is Re k0, and its frequency of oscillation is given by 
w= Im[icko + A(ko)]. (8.14) 
In the literature, this frequency is interpreted as a flux of nodes moving in the 
-x 
direction relative to the envelope [7,40]. Assuming that they are not created or destroyed 
when they pass through the front, then this flux must be conserved, and thus 
c k* =w= Im[icko +) (ko)], (8.15) 
where k' is the wavenumber of the pattern laid down behind the front. Equations (8.12), 
(8.13) and (8.15) can be used to determine the three quantities ko, c and k*. As we have 
noted, (8.7) in fact does not hold in the nonlinear regime and we shall shortly describe 
a method to derive the same results which is not inconsistent in this way. We also note 
that whilst a single equation requires only the solution of a quadratic, the two-variable 
system implies the solution of a sextic, and there does not appear to be any consideration 
in the literature regarding which solutions are observed. 
8.2 WKB Analysis 
We will now apply the WKB method demonstrated in the previous chapter to the 
linearized system (8.3), and show how we can derive expressions for the front speed 
and the speed and period of the pattern in two-variable systems (we note that in Turing 
systems, the pattern speed will be zero). The approach is concerned only with regions 
ahead of the front in which a linearised analysis is applicable. We note, however, that 
the approach is restricted to cases in which the front speed is selected by `linear' consid- 
erations (cf. §6.3.1, where we had `linear' and `tanh' fronts for a single variable system). 
For a leading order solution, where u and v are small at the initial front, we set 
u- uo ej(x, t). 
Substituting (8.16) into (8.3) gives 
uo fe = uo fi +a uo +, 8 VO 
(8.16) 
volt = vodfi+yuo+Svo, 
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which can be combined to give 
206 
(f1 
- 
f, 
- 
a) (fe 
-d fx - ö) =ß7 (8.17) 
We are now able to solve for ft in terms of ff; this results in 
= 
(ýb f [ab l)ft ++(d+1)fx++(d+f; 
-4(fx+a)(dfx++407 
(8.18) 
which is an equation of the form 
fc 
= H(fx). 
Again we seek a solution of the form 
f=t F(x/t) 
=t F(q) 
as in (7.9) so that (8.19) becomes 
(8.19) 
F- i F, 7 =H (F, 7), (8.20) 
which is again in the form of Clairaut's equation. We solve by differentiating (8.20) to 
give 
(2 F,, H'(F, ) + 9) F, 711 = 
This time, we are interested in the envelope of solutions, and so we look to solve 
2P H' (p2) + 17 = 0, (8.22) 
where p=F. This in fact a sextic for p(77) (equivalent to that given earlier for A(k)), 
which (using (8.18)) reads 
4d(d- 1)2p6+2(d- 1)2(d+1)iip5+[8(8-a)d+(d- 1)772](d- 1)p4+ 
4(b-a)(d'-1)7Ip3+{4(137(d+1)2+(b-a)2d)+2(b-a)(d-1) 2] p2 
[(8 
- 
a)2 + 4,8-t] 77 (2(d -f' 1)p + 77) = 0. (8.23) 
We note the +/- square root in (8.18); our solutions for F, 
F= tlp+ H(P2), (8.24) 
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must be chosen to be consistent with (8.22). 
We can determine the wave speed of the front in two ways. Assuming an initial 
perturbation of size e, and considering the speed where u= 0(1), then 
E, et ReF(x/t) ,1 
Choosing the scalings 
t= In (1/c) 
-r 
x= In (1/e) s(T), 
(8.25) becomes 
(8.25) 
r Re F (s(r)/r) = 1. (8.26) 
By differentiating (8.26) we can determine that the wave speed of the front is given by 
Re F1 
cf= S(r) _ ii 
- Re F, ' T= Re F(rj) (8.27) 
in terms of the `parameter' rj; our interest will be in the limit as r -3 oo for the large-time 
behaviour. 
The temporal period of the front can be deduced once again from (7.19) and (7.20) 
and we obtain 
Tf 
= 
27r 
ImF(c)' (8.28) 
As in the previous chapter, the front is a modulated travelling wave of the form 
u= Y(x 
- 
cat; t) = Y(x 
- 
cft; t 
-} Tr); 
in general terms, we will obtain a periodic travelling wave behind the front of the form 
u=G(x-ct), 
which will have associated temporal and spatial periods of Tp and Xp linked by 
XP 
= cp Tp. (8.29) 
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An analysis of this periodic wave will also give us 
cp =c (X, ), (8.30) 
which we will discuss further at a later stage. Finally, we note that as x- c1t 
--4 -oo, 
we must have 
. 
F(x 
- 
Cft; t) 
- 
G(a: 
- 
Cpt) 
i. e. 
. 
(x-cpt+(cp-c! )(t+Ti»-9(X-cn(t+TP» 
so that 
(cp-cj)Tj=-cpTT 
i. e. 
Tn 
= 
Cf 
_ 
CPTT (8.31) 
Cp 
and cf, cp, T f, Tp and X, are now all specified. Obviously for Turing systems, this 
simplifies somewhat, as we have cp =0 and Tp = oo; we have 
T Tf 
- 
27r 
Im F(c)' X XP Im F(cc)1 c= cJ (8.32) 
as before in (7.20). 
We can also consider the results of Murray [40] above against our WKB approxi- 
mation. Comparing (7.9) with (8.5), and taking c= x/t, we can see that 
F(c) 
=i ko c+ 
. 
1(tio) (8.33) 
and from (7.14) and (8.13) we can expect to obtain c as the value of ' when Re F=0. 
Since p= Fn, then 
ko 
= 
-ip(c), (8.34) 
which can easily be determined. Im F(c) will give w as defined in (8.14) and k* can be 
deduced from (8.15). We can also obtain the wavenumber corresponding to the fastest 
growing mode (which is observed immediately after the initial perturbation; see (8.8)). 
This occurs at q=0 and is given by 
kf= (8.35) 
although this quantity is of no great practical interest. 
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By solving (8.23), we can find six possible solutions for f (x, t); however, with the 
exception of a few special cases, this has to be carried out numerically. Asymptotic 
analysis can give us the local behaviour for 77 small and large which will help to give 
initial values for a numerical scheme. 
8.3.1 il small 
For 77 
-+ 0, we consider a series expansion of p in powers of 11; we obtain the six expressions 
-(d + 1) [(ca - 5)2 + 407] - (d - 1) (a 6) a- d)2 + 4Q7 36 (8 (ý) p ... 7], 4 [d(a 
- 
8)2 + (d + 1)20-f] . ) 
(2) -(d+1)[(a-8)2+4,37]+(d- 1)(a-8)Va-8)2+4/37 p ' 77 (8.37) 
, 4[d(a-b)2+(d+1)Zß7] 
(3) p+a -- 
b+ (d + 1) 
-ß 7/d 
1'2 
- N (8.38) d-1 
(d 
- 
1)2 
8d[V(d+1)+ 7(a-b)] 
(4) pN-a-b+ 
(d + 1) 
-Q 7/d 
1/2 
- 
(8.39) 
d-1 
(d 
- 
1)2 
[(d 
+ 1) + Vi(a 
- 
S)] ý, 8dV 
ý5) p ... +a-b- 
(d + 1) 
-ß 7d 
1/2 
(8.40) 
d-1 
(d 
- 
1)2/ 
8d[ (d + 1) 
- 
ý(a 
- 
8)ý 7 
ý6) a-8- (d + 1) -A 7/d 
1/2 
p- (8.41) d-1 
(d 
- 
1)2 
777 
8d[ (d + 1) 
-- 
i(a 
- 
5)ý 
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which we have written out separately to pair them to the asymptotic expressions for 
17 
-º oo. Writing (8.36)-(8.41) for F, we obtain the forms 
(1) FN 1 (a++ 0i)+03 -404 77 2, - 02 802 
(2) F 
., 
3+04 (a 
. 
{- 01) +0 2 77 8 02 
(ad-b+2d 
-Q7 d) a_S+(d+lh/_ß7/d "2 (3) F +( d-1 
) 
77, d-1 
(ad 
-b + 2d -ß7d) a-b+ (d + 1) -, ß7d 1/2 (4 d-1 d-1 '1 
(ad-6-2d-ß7/d) a-S-(dß-1) 
-, 
07d 1/2 (5) F ^' + d-1 77' d-1 
(ad-b-2d 
-ßy/d) a-5- (d+1) -ßy d 1/2 (6) 
( 
d-1 d-1 ý' 
where 
ci 
=(a-s)2+4ß7 
02=d(a-b)2+(d+1)2Q7 
03 
= 
-(d+1)(k1 
04=(d-1)(a--6) J. 
8.3.2 i large 
We can carry out a similar analysis for 77 .- oo to obtain 
a-S+2 
1/z 
d-1 
i/z 
(C) p N a-S-2 
1/2 
d-1 
(d) p ^' a-S-2 
1/z 
- d-1' 
(e) p ^' 
-2 77, 
(f) p 
-2dý1, 
(8.42) 
(8.43) 
(8.44) 
(8.45) 
(8.46) 
(8.47) 
(8.48) 
(8.49) 
(8.50) 
(8.51) 
(8.52) 
(8.53) 
(8.54) 
(8.55) 
(8.56) 
(8.57) 
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for p and 
ad-b+ (d + 1) a-b +2 (a) F N + d-1 
( 
d-1 (8.58) 
, 
ad-6+(d+1)/ a-5+2 1J2 (b) F N 
_ d-1 d-1 (8.59) 
ad-S-(d+1)ß a-8-2 1/2 (c) F + d-1 d-1 (8.60) 
d-b-(d+l) a-S-2 vr-7 --y 1/2 (d) F d-1 ý d-1 (8. G1 )
(e) F N 
-: 772, (8.62) 
(f) F 1 
-4d ']2, (8.63) 
for F. Note that expressions are not `paired' with those for rt small at this stage; we shall 
consider them later. The constant terms in (8.58)-(8.61) have been left in the expressions 
because they are usually real in the parameter ranges we will be using; the coefficients 
of q are often purely imaginary, and then the constant terms can give important extra 
information. 
We note at this point that (8.58)-(8.61), on using (8.16) and (7.9), imply that 
approximately 
u e-µx as x/t 
-+ 00 (8.64) 
for some p whereas (8.62) and (8.63) give 
u I, - e-µxz1t as 2/t 
--3 co. 
(8.65) 
We expect the decay to be as quick as possible away from the travelling front, so (8.62) 
or (8.63) would appear to give the applicable behaviour in the far field; (8.64) is not 
consistent with a localised initial disturbance (the non-envelope solutions are also of this 
type, with arbitrary µ). 
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8.4 Numerical Results (Turing Systems 
We now consider numerically computed solutions. For comparisons with previous work, 
we once again use the FitzHugh-Nagumo kinetics (see (6.3) and (6.4)), i. e. 
f (u, v) = u(ai + u) (a2 
- 
u) 
- 
v, 9 (u, v) =u-v. (8.66) 
This implies that our values for a, p, y, b in (8.3) are 
«=a1a2,0 =-1,7=1,8=-1 (8.67) 
and from (8.4), we deduce that we require 
d> 12 (2-a, a2+2 1- ,, a2) (a1 a2) 
as the necessary and sufficient condition for the system to produce Turing instabilities. 
Taking al = a2 = 1/2 (we will consider al 54 a2 later), we thus require 
d> d, 
=28+16V5 55.7. 
We will now compute solutions to (8.23) for different values of d (Turing and non-Turing) 
to investigate the behaviour, which we can compare to numerical solutions of the full 
system of partial differential equations (8.2), of which we show two in Figures 8.2 and 8.3 
for d= 250 and d= 500 respectively; these were initiated by a small perturbation in u 
atx=0. 
8.4.1 d= 500 
We choose a large value of d for analysis to capture the full essence of the Turing solution. 
In the numerical solution shown in Figure 8.3 we can see how the pattern laid down 
behind the initial front is fixed away from x=0, with a spatial period of X 46.5. The 
`double peaks' obtained (which are not evident for smaller d; see Figure 8.2) are not a 
numerical artefact, which can be confirmed by solving the problem in a range equal to 
the observed period with the end points fixed; this is illustrated in Figure 8.4. Even if 
we set an initial profile containing a single peak, the double peak still evolves. 
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Figure 8.2: Full numerical solution for al = a2 = 1/2, d= 250 at t= 300. 
0.4 
0.3 
0.2 
0.1 
0.0 
. 
0.1 
. 
os 
-03 
. 
0.4 
Figure 8.3: Full numerical solution for al = a2 = 1/2, d= 500 at t= 300. 
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In the vicinity of x=0 it can be seen in Figure 8.3 that the spatial period is much 
smaller, with Xo -- 32.0, due to the pattern not having reached a stable configuration. 
At the leading front, the wave speed is c 
.: 2.71. 
We now look at the six numerical solutions to the algebraic equation (8.23). We 
solve for a finite range of 71, using (8.36)-(8.41) (in order) to provide a starting value 
in each case. The solutions for F can then be plotted; however, firstly we evaluate the 
asymptotic forms for F given by (8.42)-(8.47) and (8.58)-(8.63), and number them for 
easy reference later. 
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Figure 8.4: Evolution of a `double peak' from an initial single peak for u (d = 500), the 
end points fixed at the numerically-observed period of X= 46.5. 
. 7J->0: 
(1) FN 
-0.375+0.781i+10-4(-1.52+ 1.21 i) 772, 
(2) FN 
-0.375 - 0.781 i+ 10-4 (-1.52 - 1.21 i) 92, 
(3) FN0.342 + 0.218 17, 
(4) FN0.342--0.218i, 
(5) FN0.163+0.206i77, 
(6) FN0.163 
- 
0.206 i ri. 
0 77 
-+ oo: 
(a) FN0.080717, 
(b) F ^J -0.0807 77, 
(c) F 
-0.756 + 0.0388 i 77, 
(d) FN 
-0.756 - 0.0388 i77, 
(e) F 
... -0.25772, 
(f) F 
-0.0005172. 
05 to is 20 X 
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Figure 8.5: Numerical solution for 
F corresponding to asymptotic form 
(1) as 71 
-4 0; 
d 500. 
-oas 
-1 
-1.25 
-i s 
-1.75 
Figure 8.6: Numerical solution 
for F corresponding to asymptotic form 
(2) as rl -+ 0; 
d= 500 (complex conjugate of Figure 8.5). 
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1. 
0. 
0 
o: 
Figure 8.7: Numerical solution for F corresponding to asymptotic form (3) as t 
-+ 0; 
d=500. 
-1 
0 
8: Numerical solution for F corresponding to asymptotic form (4) as i7 
-4 0; 
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The first four solution plots are shown in Figures 8.5-8.8 (we plot separate curves for 
the real and imaginary components). We can easily determine the far-field behaviour for 
these cases (at this stage for d= 500; general d will be discussed later) 
(1) matches with case (c) as i --* oo, 
(2) matches with case (d) as i -+ oo, 
(3) matches with case (a) as 71-4 oo, 
(4) matches with case (e) as 77 -* oo. 
For the last two solutions, the behaviour is less obvious, as can be seen if we consider 
the numerical solution for p in both cases shown in Figure 8.9. We can easily track 
0 
" 
Q 
,ý Imp (5) 
" 
" 
Im p (6) 
50 75 
-0.05 
-0.1 
-0.15 
Figure 8.9: Numerical solution for p corresponding to asymptotic forms (5) and (6) as 
rj, q-O; d= 500. 
the solutions up to 17 108, and over this range they are complex conjugates. At this 
point, however, both solutions become real, and bifurcate; i. e. the complex conjugate pair 
splits into two distinct real solutions for p. The solutions for F show similar behaviour; 
as shown in Figures 8.10 and 8.11 we obtain complex conjugate solutions for 77 < 108, 
Imp (5) 
CHAPTER 8. WKB THEORY AND SYSTEMS 218 
and two distinct real solutions for 77 > 108. For 17 > 108, we have the option of linear or 
quadratic decay of F (i. e. asymptotic forms (2) or (6)). This is shown in Figure 8.12. 
0 
0 
0 
0 
-o 
Figure 8.10: Numerical solution for F corresponding to asymptotic form (5) as 77 
-4 0; 
d= 500. 
We can now consider which of the above solutions is the one observed, and compare 
it with the numerical results. As mentioned above, we require a solution for F which 
decays like 
-17'; this only leaves us with solutions (4) and one of (5) or (6), as shown in 
Figures 8.8 and 8.12. We have two methods of determining the wave speed; from (8.13) 
and (8.33), we have Re F(c) = 0, which gives the speeds 
c=1.014 for case (4), (8.68) 
c=2.734 for case (5)/(6). 
The full numerical solution hints that the latter case will give the observed solution; case 
(4), being a purely real solution, corresponds to a fixed form travelling wave, and we 
might expect it to be observed when its wave speed is faster than case (5)/(6); however, 
this is found not always to be the case, and is discussed later using other parameter 
values. 
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-o 
-o 
-0 
-o 
219 
Figure 8.11: Numerical solution for F corresponding to asymptotic form (6) as il 
-+ 0; 
d= 500 (complex conjugate of Figure 8.10). 
-z 
-7 
-1 
-12 
Figure 8.12: Numerical solution for F corresponding to asymptotic forms (5) and (6) 
as i 
-->0; d=500. 
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Our second method for determining the wave speed is given by (8.27); a plot of . (r) 
against r is shown in Figure 8.13 for both cases, and it can be seen that, as expected, 
away from r=0 the wave speeds settle down to the-same values as obtained above. The 
behaviour for r small illustrated in Figure 8.13 can also be observed numerically (for 
case (5)/(6)), although this is difficult to illustrate due to the oscillatory nature of the 
wave front. 
" 
4" 
" 
" 
4 
10 
Figure 8.13: Wave speed s(r) vs. r for solutions (4) and (5)/(6); d= 500. 
S 
Finally, we can compare the temporal and spatial periods of the solutions; from (8.32), 
we can see that here solution (4) cannot apply - an infinite period is implied. For 
case (5)/(6), we find 
T= 17.1, X= 47.1, (8.69) 
which shows good agreement with the numerical solution shown previously in Figure 8.3; 
a wave speed of c=2.71 and a period of X= 46.5 are observed. We note however from 
Figure 8.3 that as x 
-º 
0, the period is less than this value, although from numerical 
observations there is virtually no change in the period once the pattern has been laid 
down. Our WKB method allows us to determine this spatial period as a function of i ;. 
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it is given by 
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X (7) 
= p(). 
2ri (8.70) 
The value of X(oo) for solutions (5)/(6) is as given for X above; we can also calculate 
X (O) 
= 
30.5 as an example case, which compares fairly well with the (approximate) 
numerically obtained value of Xo -- 32. 
8.4.1.1 a, a2 
As an example of behaviour when al 0- a2 in (8.66), we present numerical results for 
al = 1, a2 = 1/4 and d= 500. We note from (8.67) that these values imply that the above 
WKB solutions also apply here. Figure 8.14 shows the numerically obtained profile; as 
x 
-ý +oo, we observe a wave speed of c=2.68 and a spatial period of X= 45.6; near 
x=0 we obtain a period of X0 = 31.8. These results are all in agreement with the WKB 
values obtained above. 
01 
0.2 
0.0 
-0.2 
-0.4 
-0.6 
-08 
Figure 8.14: Full numerical solution for al = 1, a2 = 1/4, d= 500 at t= 200. 
This completes our investigations for d= 500, and we can now consider other 
parameter values. 
8.4.2 General d>d, 
In the region d>d,, we still have a Turing system, and we find numerically that all 
of the solutions and asymptotic forms (and their pairings) above still apply. Even in 
0 30 100 150 200 250 300 350 
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the limit d 
-+ oo, we do not observe any new behaviour. We list the wave speeds 
and spatial periods in Table 8.1 for a range of values of d, obtained from both the full 
numerical solution of the partial differential equations (with al = a2 = 1/2) and the 
WKB solutions (4) and (5)/(6) (similar to those shown in Figures 8.8 and 8.10). We 
note that the numerical expressions for the periods (especially for `x = 0') can only be 
approximate at best. From Table 8.1 we can deduce that case (5)/(6) is applicable in 
Numerical WKB (4) WKB (5)/(6) 
d speed Xo Xro speed speed X (O) X, 
60 0.33 18.6 18.7 1.098 0.351 19.1 19.0 
100 0.98 21.4 22.7 1.065 1.008 21.0 23.0 
250 1.84 27.0 33.6 1.029 1.881 25.9 33.9 
500 2.71 32.0 46.5 1.014 2.734 30.5 47.1 
Table 8.1: Comparison of full numerical and WKB wave speeds and spatial periods. 
all cases of Turing systems, even when case (4) gives a larger wave speed, as for d= 60 
and d= 100 above. We can observe how the wave speed and period decrease as d -- de; 
if we compute the WKB solution for d=d, we find that the condition Re F(c) =0 
implies a wave speed of c=0 for case (5)/(6); no pattern will forms in this case. 
8.4.3 1<d<d, 
When 1<d<d,, no pattern is obtained; the steady state is stable and no fronts, 
diffusion-driven or otherwise, can form (any initial perturbation decays to the steady 
state). Nevertheless, it is still instructive to consider the WKB solutions in this regime; 
they are shown in Figures 8.15-8.19 for d= 10. We find that the asymptotic pairings 
change from above at precisely d=d,,; we obtain 
(1) matches with case (b)/(f) as q -p oo, 
(2) matches with case (b)/(f) as q -+ oo, 
(3) matches with case (a) as rj -p oo, 
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Figure 8.15: Numerical solutions for F corresponding to asymptotic forms (1) and (2) 
asq-+0; d=10. 
Figure 8.16: Numerical solution for F corresponding to asymptotic form (3) as i, -+ 0; 
d= 10. 
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Figure 8.17: Numerical solution for F corresponding to asymptotic form (4) as 77 -3 0; 
d= 10. 
a 
2d 
2 
iS 
1 
OS 
Im F(5) 
Re F (S) 
-0s 
0-117 
0 
Figure 8.18: Numerical solution for F corresponding to asymptotic form (5) as r/ -+ 0; 
d= 10. 
2466 10 
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-0b 
-1 
-I$ 
_y 
-2s 
-3 
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0 
Figure 8.19: Numerical solution for F corresponding to asymptotic form (6) as 77 
-+ 0; 
d= 10 (complex conjugate of Figure 8.18). 
(4) matches with case (e) as rj -4 oo, 
(5) matches with case (c) as q -* oo, 
(6) matches with case (d) as 71-+ oo 
and these are indicated on the plots. We can observe that cases (1) and (2) exchange 
asymptotic `pairs' with (5) and (6) from previously. Case (4) is still of the form shown 
in Figure 8.8, and a wave speed can be obtained although the wave is not realised; as 
d 
-+ 1, this speed decreases to zero. The case in Figure 8.15 has Re F negative for all 77, 
consistent with the decay of initial perturbations. 
8.4.4 0<d<1 
The asymptotic pairings change once again at d=1, and in the range 0<d<1 we 
obtain 
(1) matches with case (d)/(e) as q -. ý oo, 
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(2) matches with case (d)/(e) as 77 --> oo, 
(3) matches with case (a) as 71 -+ oo, 
(4) matches with case (b) as 17 --> oo, 
(5) matches with case (c) as 17 -+ oo, 
(6) matches with case (f) as i -4 oo 
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and these are illustrated in Figures 8.20-8.24 for d=0.1. We can observe from (8.63) 
Figure 8.20: Numerical solutions for F corresponding to asymptotic forms (1) and (2) 
asrj--> 
and Figure 8.24 that F decays infinitely quickly as d -+ 0, and at d=0 we would expect 
to lose this solution; this is indeed the case, as the sextic for p (8.23) reduces to a quintic. 
This will be discussed in the next section. 
8.5 Oscillatory systems 
An oscillatory system has already been considered previously in Chapter 6, namely the 
Fitzhugh-Nagumo model (6.3). Rescaling this so that the system is of the same form as 
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Figure 8.21: Numerical solution for F corresponding to asymptotic form (3) as 77 
-+ 0; 
d=0.1. 
Figure 8.22: Numerical solution for F corresponding to asymptotic form (4) as 17 -> 0; 
d=0.1. 
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Figure 8.23: Numerical solution for F corresponding to asymptotic form (5) as 77 
-+ 0; 
d=0.1. 
-f 
-ic 
-15 
-20 
-25 
Figure 8.24: Numerical solution for F corresponding to asymptotic form (6) as 77 -- 0; 
d=0.1. 
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(8.2), we obtain 
u: 
_ 
V'u+u(u+al)(aa-u)--ev 
(8.71) 
v==u-FV. 
Our linearized system thus reads 
u= = V2u+au-Fv (8.72) 
Vt=u-CV, 
where a= al a2 and we can now follow our WKB procedure as before to investigate the 
initial front. The sextic for p (8.23) now reduces to a quintic, and reads 
2'Jp5 +772p4 +4(a+r)gps 
(8.73) 
+ (2(a+e)772- 4¬) p2+ ((a+E)2 
-4F) 77 (2P+17) = 0. 
As we are interested in solutions for e 
-º 
0, we set 
P=po+EPi+... 
so that at leading order, we obtain 
77 (77 +2 po)(a + po)2 = 0, (8.74) 
which has the solution 
Po=-2t Fo=a-1q2 (8.75) 
and also the double root solutions 
Po = fß/-ä * Fo = fv/ äi7. (8.76) 
From our results in the Chapter 6, we know that we require a solution which is non- 
oscillatory; we must therefore obtain a real solution for Fo. (8.75) is the only option, 
since a is positive by assumption. The wave speed is determined from the condition 
F(c) = 0; we thus obtain 
=2 Va- =2 a-, a 2, (8.77) 
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which is identical to the linear wave speed derived in Chapter 6; this is to be expected, 
since both results have been obtained by seeking solutions of the form u' eh(x, t) to the 
linearized system. By increasing the value of - so that the critical point, becomes an 
unstable spiral instead of an unstable node, we can observe solutions where the wave 
and pattern speeds are unequal; this was first mentioned in Section 6.4. 
Our area of interest is now confined to (8.71) in the parameter range 
I 
<2 <l 
z 
(to lie in the `linear front' regime) with 
2-a, a2-2 1-a, a2<-<a, a2 (8.78) 
(to ensure an unstable spiral at the critical point). Following our WKB procedure, we 
will obtain (8.73) (where a= al a2 as before), but this time e is not necessarily small 
and (8.73) will have to be solved numerically. 
As an example, we take al = a2 = 1/2, so that a= 1/4. (8.78) then implies that, 
0.01795 <e<0.25. 
For e>0.25, the critical point becomes stable and any small perturbation to the steady 
state decays with no front being formed. Figures 8.25 and 8.26 show the relevant solutions 
to (8.73) for F(ry) (where p=F, r in the usual way) with c=0.2 and F=0.1 respec- 
tively; the respective front speeds of cf = 0.263 and cf = 0.491 (where Re F(cj) = 0) 
show excellent agreement with full numerical solutions, an example of which is shown in 
Figure 8.27 for e=0.2. The period of oscillation behind the front cannot be determined 
immediately, however, as the pattern is also moving; we can only write (cf. (8.32)) 
T 27r X_ 27r(cp-cj) ImF(cj)' ImF(cj) 
(8.79) 
as general expressions at this stage, where cp is the (so far) undetermined speed of the 
pattern. We note at this stage that as E is decreased, the value of ImF(cf) decreases 
towards zero; indeed, at - "-- 0.0236, it becomes zero, as can be seen in Figure 8.30. This 
does not imply an infinite period X, as (8.79) might suggest; instead, we have cp = cf 
with a linear fixed-form travelling wave front (cf. Chapter 6). This can also be observed 
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-o 
-1 
Figure 8.25: Numerical solutions for F(r1) for a=0.25, e=0.2. 
oý 
-0.: 
-o. 
-0.7 
-is 
231 
Figure 8.26: Numerical solutions for F(q) for a=0.25, c=0.1. 
CHAPTER 8. WKB THEORY AND SYSTEMS 232 
0.3 
'-! 
0.2- 
0.1- 
0.0- 
3SI 
11 1 iI 11 1 
11 ,1i1 
-0.1 I11'1 
S/t1/ 
-0.2 2 
-0.3 
0 50 100 
S1//II 
11I/ 
It 
;1gI ý1 
;1irI1 
;, 11 1 
s\/ 
150 200 250 
Figure 8.27: Full numerical solution for u(x, t) for al = a2 = 0.5, e=0.2 at intervals of 
At 
= 
1.5. Numbers on curves denote successive solutions. 
0 
0.0 
04 
0.0: 
-0A: 
-0. ( 
Figure 8.28: Numerical solutions for F(71) for a=0.25, e-0.0236. 
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in the full numerical solution of (8.71) shown in Figure 8.29; a front speed of c1 = 0.843 
is obtained in both numerical and WKB cases. Relevant WKB solutions for 6=0.018 
are shown in Figure 8.30_,. 
_illustrating more clearly 
how the initial front is of the fixed 
form variety (i. e. ImF =0 when ReF = 0) as the critical point moves from a spiral to a 
node. 
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Figure 8.29: Full numerical solution for u(x, t) for al = a2 = 0.5, e=0.02 at intervals of 
At 
= 
5. Numbers on curves denote successive solutions. 
We can now set about determining the speed and period of the pattern behind the 
initial oscillatory front. Equation (8.79) gives us one relation for c, in terms of the spatial 
period X; we need one more condition to fix both. We obtain this by seeking periodic 
travelling wave solutions (i. e. waves which are periodic for all X) to (8.71), setting 
u(x, t) = u(z), z=x- cpt 
and thus solving 
u:: +cput+u(u+a, )(a2-u)-cv=0 
'I 
1 
'I t1 
i/1 
If 
'/1' /` \ Sº1 '\ 
SI Si 
I/ 
iºI1 
iº'1I/ 
11'º 
Sf 
º, I 'º 
'º 
tI 1'1 
/1il 
SI/ 
/ ýýý\ý' / 
(8.80) 
cpV, +u 
-ev=0 (8.81) 
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Figure 8.30: Numerical solutions for F for a=0.25, e=0.018. 
with boundary conditions 
234 
u(0) = u(X) (8.82) 
u'(0) = u'(X ) 
v(O) = v(X) 
as an eigenvalue problem for c,, for each period X. We can achieve this numerically, in 
a similar way to that used by Maginu [37], for example. In Figure 8.31, we plot the two 
relations for cp in terms of X for parameter values -=0.2, al = a2 = 0.5; they intersect 
at cp = 3.795, X= 59.655, which is in good agreement with values obtained from the 
full numerical solution of (8.71) (as shown in Figure 8.27) of cp = 3.7 and X= 60.8. A 
comparison of WKB/periodic wave solutions with full numerical solutions is shown in 
Table 8.2. We can observe that there is good agreement throughout. As E -> 0.25, 
and the steady state becomes stable, the WKB results suggest that cf 
-+ 0, cp -+ 00 
and X -+ oo. We show in Figure 8.32 how cp and X vary for the full range of e when 
al = a2 = 0.5 in the WKB/periodic wave case. 
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Figure 8.31: WKB and periodic wave solutions for cp in terms of (X); al = a2 = 0.5, 
e=0.2. There is another branch in the case of periodic wave solutions corresponding to 
small amplitude waves, but these are unstable and are thus not relevant in this case. 
WKB/Periodic wave Numerical 
C Cf Cp X Cj cp x 
0.02 0.891 0.891 44.88 0.878 0.88 42.9 
0.025 0.826 0.846 36.00 0.829 0.85 36.3 
0.05 0.635 1.167 34.11 0.633 1.2 34.5 
0.1 0.491 1.820 38.53 0.485 1.8 37.9 
0.15 0.383 2.533 44.74 0.386 2.5 44.4 
0.2 0.263 3.795 59.66 0.268 3.6 58.7 
Table 8.2: Comparison of WKB/Periodic wave solution wave speeds and spatial periods 
with full numerical results. 
30 40 30 60 70 80 
X 
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Figure 8.32: cp and X for the full relevant range of e; al = a2 = 0.5, obtained from the 
WKB/periodic wave formulation. For e<0.0236 we obtain a permanent form wave; for 
> 0.25 the steady state is stable and no front or pattern can propagate. 
8.6 Other kinetics; irregular wakes 
For the final section in this chapter, we will consider a two-variable system which can 
exhibit some of the front and pattern behaviour detailed above, as well as producing 
irregular patterns which are more difficult to categorise. We consider the system 
äu 
_ 
02u 
xz+au(1-ye-Q°) ä (8 
0v ä2v . 
83) 
ät axe -u 
(1- e'P°) +v (1- v) 
for 0< (u, v) < 1, which is a well-known predator-prey model in mathematical biol- 
ogy [40]; a, ß and ry >1 are real, positive constants. The kinetic terms have one trivial 
and two non-trivial equilibrium states: 
u=0 v=0 
u=0 v=1 
U t2, V=v 
where 
(8.84) 
u=u, = 
yInry(ß-In y) 
v_v 
Inv (8.85) 
- ('Y-1), ßz ,-0 
0.023 0.050 0.073 0.100 0.125 0.150 0.173 0.200 0.223 6 
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For 0< (u, v) <1 to hold, we thus require 
p> In y. (8.86) 
We can easily determine the linear stability of these steady states. We find that the 
trivial equilibrium is always unstable, as is (0,1) when we restrict ourselves to a>0. 
(u v, ) is stable only in the range 
1ny<ß<1ny(2+ In -y I \y- In y- 1) y>1. 
(8.87) 
Much work has been carried out on similar systems where a wave of invasion connects 
the unstable steady state (0,1) to (u v, ), i. e. for initial conditions of the type 
u(x, 0) =p a(x) (8 
. 
88) 
v(x, 0) = 1, 
where it is small and (u v, ) is a stable equilibrium; the wave speed can be determined 
by linear analysis, and also by our WKB method, as we will show below. Recently, 
Sherratt et al. [471 have studied (8.83) with (8.88) when (u,, v, ) is unstable, producing 
oscillations behind the wave front; these can be either regular or irregular spatiotemporal 
oscillations (see Figures 8.33-8.34). For regular oscillations, we observe periodic plane 
waves behind the invasive front, moving with a fixed shape and a speed which is generally 
different from that of the initial front. This implies a new form of solution, arising as the 
steady state (u v, ) becomes unstable due to a Hopf bifurcation in the kinetics (see [47]). 
Irregular wakes arise in exactly the same way, although this time the period plane waves 
would appear to be unstable (albeit only slightly) solutions to (8.83) as well. We observe 
in Figure 8.34 a region of periodic behaviour after the bifurcation from the steady state, 
followed by irregular behaviour; this is slightly different from the plot shown in [47] 
for the same parameter values, possibly due to the space step in the latter numerical 
discretization being too large. It is also worth noting that even a small change in the 
spatial discretization with parameter values in the `irregular' regime produces different 
irregular behaviour, although the invasive front and initial periodic behaviour remain 
the same; this would seem to indicate that the irregularity does have some dependence 
at least on the discretization. 
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Figure 8.33: Regular spatiotemporal oscillations for (8.83) (u is solid line, v is dashed) 
for a=0.025, 
,0=4, y=3 (parameter values chosen to reproduce simulations from [47]) 
at times t= 1500, t= 2250 and t= 3000 respectively. Pattern is initiated by a small 
perturbation from the rest state u=0, v=1. Front speed c1 = 0.301, pattern speed 
cp = 
-1.99 (note that although these plots may seem to suggest cp 
-- 
0, this is due to 
the values of t chosen to display solutions). 
The speed of the invasive front can be determined using our WKB method. 
Linearising about (0,1), we obtain 
IOU a2U +a (1 at axz (8.89) 
av 
_ 
aav 
ät äxz -(1-e-0)U+V, 
which eventually leads to a solution of the form 
U 
,., 
U0 ea(l-7e-A)t-x2/4t 8.90) 
and hence a `linear' wave speed of 
cf=2 a(1-ye-a). (8.91) 
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Figure 8.34: Irregular spatiotemporal oscillations for (8.83) for a=0.5, 
,8=5, y=3 
(again chosen to `reproduce' simulations from [47]) at times t= 300, t= 450 and t= 600. 
Front speed cf = 1.377, pattern front speed c,, 1 = 0.51, pattern speed cp = 
-3.1; 
(u v, ) = (0.257,0.220). 
The front speed (8.91) is in good agreement with the numerical results as shown in 
Figures 8.33-8.34. 
The main interest here lies in what happens behind the initial front. It can be seen 
in Figure 8.34 that the invasive wave leaves behind a decaying exponential tail; we can 
determine the rate of decay by seeking a travelling wave solution of the form 
U' UoeaZ, z=x- cat (8.92) 
to (8.83) linearised about the steady state (u v, ); this gives 
U. +CfU. +ß V=0 (8.93) 
VZ, 
z+cf V, +7U +bV = 0, 
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where 
240 
ay In -y lny 
y-1 
(1- 
ý) (8.94) 
y-1 
7=- 
7 
1_21ny- 
Iny 
1-Iny 
The eigenvalues A of (8.93) are 
iý= 2 
(-cif 
c, 2 
-2 
(/2+4)) 
:FV 
and we require the eigenvalue with positive real part, which will be unique up to complex 
conjugacy. It is implied in [47] that by solving (8.71) with the initial condition 
u(x, 0) =u, +¬ Re [ue e-''x] (8.95) 
v(x, 0) = v, +ERe[vee-"-TI, 
where A is the relevant eigenvalue and (ue, ve) are the corresponding normalized eigen- 
functions, that we obtain the same pattern as we would by solving the `full' problem with 
an initial invasive wave (i. e. evolution from u=0, v=1 as in Figures 8.33 and 8.34). 
This does not appear to be the case, however; we would only obtain the correct pattern if 
the invasive front and the pattern `front' behind travelled at the same speed, which will 
only be true in a special case; otherwise, the exponentially decaying `initial condition' will 
itself be moving relative to the pattern front. We note that this special case will exist, as 
we have cj < c, 1 in Figure 8.33 and cf > cps in Figure 8.34; there must be a dividing line 
case. Numerical observations suggest that this is also the dividing line between regular 
and irregular wakes, although we do not attempt to determine this analytically here. 
This is demonstrated in Figures 8.35 and 8.36, where we compare the patterns obtained 
numerically for the full problem (8.83) with (8.88), the exponential decay problem (8.83) 
with (8.95), and also (8.83) with the initial condition 
u(x, 0) = u, 
-I- Ea S(x) (8.96) 
v(x, 0) = v 
whereµ is again small; this is essentially the solution for no initial invasive front. It can be 
seen for the solution displaying fully regular spatiotemporal oscillations (Figure 8.35) that 
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Figure 8.35: Solutions to (8.83) for v(x, t) with boundary conditions (8.88) (`full' solution, 
(1)), (8.96) (small perturbation to (u v, ), (2)) and (8.95) (exponentially decaying initial 
profile, (3)) for a=0.025, ß=4, 'y = 3. In this case there is no region with (u, v) = 
(u v, ), so we would not expect agreement. 
neither (8.95) nor (8.96) quite give the correct pattern period (although the discrepancy is 
only small in both cases); however for the regular region of the irregular spatiotemporal 
oscillatory solution (Figure 8.36), the small perturbation initial conditions (8.96) do 
appear to give the correct behaviour. We may have expected this, as the pattern front 
moves at a slower speed than the invasive front, and thus it is matching into a steady 
state. 
We can determine the front speed and period of the pattern (where it exists) using 
our WKB analysis; this applies to irregular and regular oscillations, if we consider (8.83) 
with initial conditions (8.96). Linearising (8.83) about (u v, ), we obtain 
aU02U- 
ut 
+'0 V äx2 (8.97) 
äV 02V 
ät = ax+1U+5V 
with ß, y and 3 given by (8.95). WKB theory then gives a solution of the form 
U, Uo e 
(3+ d'ß-401) t/z-x2/4c (8.98) 
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Figure 8.36: Solutions to (8.83) for v(x, t) with boundary conditions (8.88) (`full' solution, 
(1)), (8.96) (small perturbation to (u v, ), (2)) and (8.95) (exponentially decaying initial 
profile, (3)) for a=0.5,0 = 5, '=3. The discrepancy in the curves at the front is 
due only to their being out of phase with each other. For x< 135, we observe irregular 
behaviour, and no comparison can be made. We note the good agreement between curves 
(1) and (2) in the region 135 <x< 210. 
and a `linear' pattern front speed of 
c1 =2 Re IdF b2 
-ý- 4Q 7ý , (8.99) 
which is always real due to the condition (8.86). 
The period of the pattern is determined in exactly the same way as in the oscillatory 
problem in the previous section; our WKB method gives us 
T= 2ir 
= 
27r(cp 
- 
CPI) 
ImF(cpj)' X ImF(ccj) 
(8.100) 
and by solving the periodic wave ordinary differential equation system 
U.. + cp u: +au (1 
-7 e-ß") =0 (8.101) 
Vzz+cpvz 
-u(1_e-ß")-+(1-v) =0 
numerically with boundary conditions (8.83), we obtain a second relation for cp(X); the 
period obtained by equating this with (8.100) shows excellent agreement with numerical 
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results; a summary of values for the two cases shown in Figures 8.33 and 8.34 is given in 
Table 8.3, and for curves (2) in Figures 8.35 and 8.36 in Table 8.4. 
a 3 7 cf cJ (wkb) cps cp X 
0.025 
4 
4 
5 
3 
3 
0.301 
1.377 
0.307 
" 
1.400 
- -2.0 
0.51 
-3.1 
110.8 
35.47 
Table 8.3: Table of values obtained for full numerical solutions for regular and irregular 
spatiotemporal oscillations; (wkb) denotes comparison values obtained using the WKB 
formulation. Negative wave speeds imply that the pattern is moving in the opposite 
direction to the front; values for irregular wakes correspond to the region just behind 
the front. Although the pattern values cannot be directly compared with `analytic', 
values (as shown in Figures 8.35-8.36) since it is unclear on the exact form of the initial 
perturbation, they should still give approximately the same results; these are shown in 
Table 8.4. 
CY Q -Y Cpf (1) Cpj (ii) Cp (1) Cp (ii) X (1) X (ii) 
0.025 
4 
4 
5 
3 
3 
0.313 
0.513 
0.323 
0.514 
-2.18 
-3.19 
-2.21 
-3.22 
114.8 
35.83 
114.9 
35.98 
Table 8.4: Table of values obtained for regular and irregular spatiotemporal oscillations, 
obtained from a small initial perturbation to (u v3); (i) numerical values, (ii) values 
obtained using the WKB/periodic wave formulation. The pattern values for the irregular 
wake parametrisation again apply to the region just behind the pattern front. The 
`analytic' values also show good agreement with the full numerical results in Table 8.3. 
Chapter 9 
Conclusions 
In this work we have derived a number of new results for a variety of problems in 
nonlinear diffusion, much of which can be brought together under the general banner of 
interfacial dynamics; each aspect of the work considers the motion of some boundary, 
be it a concentration contour, a wave front or otherwise. Our methods have been based 
mainly on numerical and asymptotic approximations, and applications of group theory; 
we note, however, that there is still considerable scope for further work and we now 
briefly note a few specific aspects of this. 
Chapter 2 presented similarity, asymptotic and numerical solutions to a `fast' diffusion 
problem in semiconductors. It is essentially self-contained, and the questions posed 
within it are generally answered; we note, however, that our solutions could be compared 
with experimental results, which has not been pursued here. 
The discussion of flow by curvature in Chapters 3 and 4 is also complete for 
the particular forms of equation studied; other possible asymptotic formulations are 
considered elsewhere [32]. 
While we have obtained a number of new solutions, we have not in fact presented all 
the possible similarity reductions in Chapter 5 for N= G(-r. ); a different method of 
group analysis based on reformulating the partial differential equation as a system can 
produce additional special cases not considered here. 
A comparison of the relaxation wave solutions of Chapter 6 with experimentally- 
obtained results has also not been considered here and would be a useful development of 
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the work. It has been noted in the literature [53] that the initial front in the BZ reaction 
moves faster than the rest of the wave; this is not inconsistent with our results for certain 
parameter ranges whereby the initial front can move faster than those bel ad. However, 
the waves behind the initial front eventually increase their speed to that of the front and 
it would be interesting to compare such effects with the detailed evolution through time 
of experimental patterns. We also have results showing that two distinct wave speeds can 
be obtained for the same parameter values, depending on the type of initial perturbation 
given to the medium; there is scope for investigation to determine if this is ever observed 
experimentally. 
In Chapter 7, via a WKB method, we have significantly extended the range of possible 
large-time behaviours to Fisher's equation with cubic nonlinearity to include modulated 
travelling waves and two forms of `pure' travelling wave when we prescribe a decaying 
oscillatory initial condition. 
Chapter 8 leaves a number of unanswered questions. We have shown via our WKB 
method how even a two-variable system can be difficult to classify, as we obtain a sextic 
equation and hence six possible solutions, so that we need to determine which one governs 
the wavefront behaviour. A number of these solutions were not observed in numerical cal- 
culations, and their meaning (if any) is still unclear. It is worth pointing out that previous 
work using stationary phase arguments also leave the question of which stationary phase 
point should be used unanswered. Further analysis with our WKB method using diffe- 
rent kinetics may be able to help resolve this. There thus remains considerable scope 
for the analysis of two (and higher) variable systems. One of the phenomena noted in 
Chapter 8, whereby the pattern behind a front may move at a different speed to the 
front itself, is reminiscent of the experimental behaviour of BZ target patterns [53] noted 
above. 
Finally, we note that problems of reaction-diffusion (or related) type arise in a very 
wide range of applications and it is hoped that the methods applied in this thesis will be 
of much more widespread value. 
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