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Abstract—In this research work, a novel framework is pro-
posed as an efficient successor to traditional imaging methods for
breast cancer detection in order to decrease the computational
complexity. In this framework, the breast is devided into segments
in an iterative process and in each iteration, the one having
the most probability of containing tumor with lowest possible
resolution is selected by using suitable decision metrics. After
finding the smallest tumor-containing segment, the resolution
is increased in the detected tumor-containing segment, leaving
the other parts of the breast image with low resolution. Our
framework is applied on the most common used beamforming
techniques, such as delay and sum (DAS) and delay multiply and
sum (DMAS) and according to simulation results, our framework
can decrease the computational complexity significantly for both
DAS and DMAS without imposing any degradation on accuracy
of basic algorithms. The amount of complexity reduction can be
determined manually or automatically based on two proposed
methods that are described in this framework.
Index Terms—Microwave imaging, low complexity computa-
tional methods, DAS, DMAS, breast cancer detection
I. INTRODUCTION
BREAST cancer represents the second most common typeof cancer in women after lung cancer [1]. The current de-
tection method is mammography which uses X-rays to detect
the cancerous tumor. Mammography has several drawbacks
which has encouraged researchers to look for other alterna-
tives. Using X-rays, makes the test ionizing, so mammography
itself can increase the risk of breast cancer. So while the early
detection is very crucial for full recovery, mammography is
not recommended more than once or twice a year. Moreover,
there is a small difference between the electrical properties of
malignant and benign tissues in X-rays frequencies, resulting
in 1. high false-negative rate (4-34%) and 2. high false-
positive rate (70%)[? ? ]. Also, mammography is involved with
breast compression which makes it unpleasant for patients.
Microwave imaging is a suitable alternative for mammography
which 1. is not ionizing so several tests can be done annually
which would increase the chance of early detection without
causing any risk and 2. is more discriminating since the dif-
ference between electrical properties of malignant and benign
tissues in microwave frequencies is much more intense than
X-rays frequencies.
In recent years, several microwave imaging algorithms
have been proposed for breast cancer detection [2–4]. In this
field, one of the most successful set of methods is confocal
microwave imaging methods. Two of the basic methods in
this set of algorithms are delay and sum (DAS) [2] and
delay multiply and sum (DMAS) [3]. These methods are very
simple for implementation, but are efficient only for simple
test data. In case of considering clutter and skin effects,
these algorithms fail to incept the tumor. More intelligent
confocal imaging-based methods which can detect tumor in
presence of clutter and skin effects have been proposed [5, 6].
Generally, radar imaging methods are classified into two sets:
data independent (DI) algorithms and data adaptive (DA)
algorithms. The weights of DI algorithms are fixed regardless
of the dataset, while weights of DA algorithms are adjusted
according to the second order statistics of dataset. DAS and
DMAS, are among simple DI algorithms and in case of
more efficient, but more complicated algorithms, MIST has
been proposed [2]. Data adaptive nature of DA algorithms,
enables them to mitigate the effect of noise and clutter in a
more efficient and adaptive way. As an example, the Capon
beamformer, also termed the Minimum Variance Distortionless
Response (MVDR) method, calculates beamformer weights to
minimize the output power across the array while limiting
the beamformer response to allow signals from the desired
direction to pass with specified phase and gain [7]. Based
on the particular method of collecting backscatter signal, the
imaging setup can be monostatic, bistatic or multistatic. In
monostatic setup, the transmitter and receiver are realized in
a single antenna. In bistatic setup, transmitter and receiver
are separated and multistatic setup is composed of multiple
antennas each being both transmitter and receiver.
In this research work, a novel framework for computational
complexity reduction of beamforming techniques have been
proposed which can be applied to DI algorithms such as DAS
and DMAS methods. In our setup, the multistatic imaging with
a ring of 12 Vivaldi antennas is used for two different datasets
with different tumor locations and different breast phantom
sizes and both DAS and DMAs algorithms are used in to the
test for our framework. According to simulation results, our
method can decrease the computational complexity of DAS in
a scale of up to 1:5 and complexity of DMAS of up to 1:13
without any loose of accuracy on tumor detection.
The rest of this paper is organized as follows: In section
II we go through a brief description of DAS and DMAS
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approaches. In section III the proposed low complexity frame-
work is described. Section IV presents the simulation results,
and section V concludes this paper.
II. LITERATURE REVIEW
In this section, we have a brief review on the two most basic
beamforming techniques: DAS and DMAS. Our proposed
method will be implemented as a framework on these two
techniques.
A. DAS Method
Delay and sum is the most basic beamforming technique.
In this technique, a number of antennas are located around
the breast each acting as transmitter or receiver depending on
the specific data collecting method which could be monostatic
or multistatic. The breast tissue is divided into several focal
points according to the desired resolution. For each focal point
and backscatter signal from a specific pair of transmitter and
receiver, the roundtrip path lengths among the transmitter,
focal point and the receiver is calculated and converted into
time delay. This delay is applied to the received backscatter
signal and this process is repeated for all backscatter signals
from each pair of transmitters and receivers. The amount of
delay for monostatic system is given in (1) and for multistatic
systems in (2).
ni(
−→r ) = |
−→r −−→riT |
2 ∗ c ∗∆t (1)
nij(
−→r ) = |
−→r −−→riT |
c ∗∆t +
|−→r −−→rjR|
c ∗∆t (2)
where −→r , −→riT , −→rjR , c and ∆t denote the location of
focal point, location of the ith transmitter, location of the jth
receiver, the speed of light and sampling time respectively.
Finally, we sum up all aligned backscatter signals for each
focal point and we repeat these steps for all focal points. So
a plot containing synthesized energy of all focal points is
obtained using (3) for monostatic systems and (4) for mul-
tistatic systems. Since tumor is a scatterer object, we expect
the synthesized energy for tumor-containing focal points to
have maximum value which indeed is the case. So in this way
location of the tumor will be detected.
I(−→r ) =
∑tN−1
t=t0
[
(
∑M
i=1
Yi(t− ni(−→r )))
2
]
(3)
I(−→r ) =
∑tN−1
t=t0
[
(
∑M
i=1
∑M
j=1
Yij(t− nij(−→r )))
2
]
(4)
where M is the number of antennas, Yi is the received signal
in monostatic setup and Yij is the received signal in multistatic
setup.
B. DMAS Method
In Delay Multiple and Sum (DMAS) algorithm [3], in order
to have much robust output, each pair of aligned signals are
multiplied and then are summed up. DMAS has better image
quality with the expense of higher computational complexity.
The algorithm is shown in Fig.1 [3].
Fig. 1. DMAS Algorithm [3]
III. PROPOSED COMPUTATIONAL COMPLEXITY
REDUCTION APPROACH
In beamforming algorithms, the breast tissue is divided into
several focal points according to the desired resolution and
apply the algorithm for all of them for which most of them will
not indicate tumor so will be out of interest. Actually, there
will be lots of unnecessary high spatial resolution calculations
since we are only interested in finding the location of the
tumor. In this paper, we propose a framework by which
these unnecessary calculations are avoided. The idea is that
the smallest possible region of interest (ROI) which has the
most probability of having tumor will be identified by using
few calculations with low number of focal points. Then,
the number of focal points will be increased to the desired
resolution and the algorithm make calculations for all of the
increased focal points just in most suspicious ROI. For this
purpose, a spatial decimation factor is defined, determining the
number of reduced focal points for which the initial phase of
beamforming algorithm is calculated. More spatial decimation
values result in more reduction in computational complexity
and on the other hand, also more more risk of missing the
tumor-containing region.
In our proposed framework, the beamforming technique is
applied on just a decimated number of focal points within
the breast. We divide the breast into 4 segments and use
a decision metric for selecting the segment with the most
probability of having tumor. This segmentation and selection
on the designated segments continued until 2 distance metrics
are satisfied. We divide our framework into 3 phases:
• Spatial Decimation
First, we select limited number of focal points and apply
beamforming algorithm on them. We use a parameter
called spatial decimation factor and apply a linear sam-
pling on original set of focal points with respect to the
final resolution. Spatial decimation factor can be selected
in two different modes:
– Automatic mode in which spatial decimation factor
is selected with respect to the smallest size of desired
detectable tumor as an input. The efficiency and
precision of our algorithm can be adjusted by setting
this parameter. If we are about to detect bigger
tumors, we can set this parameter to a pretty large
value so more reduction in computational complexity
will be achieved and vice versa.
– Manual mode in which spatial decimation factor is
selected manually. No constraint is applied so we can
have desired reduction in computational complexity
and on the other hand, there would be risk of missing
tumor location as well.
• ROI Selection
Now we have the synthesized energy profile of the deci-
mated number of focal points within the breast. We divide
the breast into 4 equal squares and calculate variance of
the synthesized energy in each squares and the whole
region as well. We define a decision metric and nominate
the tumor containing square and repeat this step until two
distance metrics are satisfied. This decision metric could
be mean or variance and we defined an intuition based
on a decision metric as following:
Mi = (1− (
σ2i − σ2i−1
σ2i
)) ∗ µi + (
σ2i − σ2i−1
σ2i
) ∗ σ2i (5)
in which, σ2i is the variance of intensity points of selected
segment in step i and µi represents the mean of intensity
points of selected segment in step i. In this way, when the
variance in current and previous steps, the dominant term
would be mean (µi) and when the variance in current and
previous steps have a distinct difference, the dominant
term would be variance σ2i . In the first iteration, we expect
the tumor to be located in one of these squares together
with some other tumor-free focal points. So regarding the
high energy dispersion in the tumor containing square,
we expect this square to have higher variance than other
squares. So this square is selected as the tumor-containing
one. As we approach the tumor, we expect to have more
concentrated energy in tumor-containing square, so it
seams that mean is becoming a better decision metric.
We use within class distance and between class distance
for termination condition as below:
W =
∑K
i=1
∑Ni
j=1
(xij − xi)(xij − xi)T (6)
B =
∑K
i=1
Ni (xi − x) (xi − x)T (7)
Here by classes, we mean two consecutive iterations.
While we have increase in between class distance and
decrease in within class distance, this step will continue.
In order to remove the selection error for tumors which
are selected on the edges of our divided squares in each
iteration, we apply a sliding framing on the original
boundaries of the selected ROI proportional to its length
to expand it so it would contain the probable existing
tumor on the edges.
• Final Imaging
The smallest possible ROI has been selected. Now, we
increase the number of focal points according to the
desired resolution in the designated square. So the final
image will have one region with high spatial resolution
and the rest with low spatial resolution.
IV. NUMERICAL EXPERIMENTS
We test our framework on two sets of data for two differ-
ent breast phantom sizes and two different tumor positions,
considering a multistatic imaging setup consisting of a ring
of 12 Vivaldi antennas. First dataset has a 1cm tumor at [-2,-
3,0] with εr = 50 in a breast phantom with radius of 10cm,
and second dataset has a 1cm tumor at [2,0,1] with εr = 50
in a breast phantom with radius of 5cm. DAS and DMAS,
are used as the reference beamforming techniques considering
no clutter and skin effects. In order to detect a supposed
circular tumor with a particular size, we determine the spatial
decimation factor with respect to the dimension of the inserted
square in it. For a 1cm circular tumor, the dimension of the
inserted square would be 0.7 cm. So for each 0.7cm, we need
to select at least one point in order to not miss a 1cm tumor.
So regarding the desired resolution which is 1mm, the spatial
decimation factor would be 7.
In figure 2, we show the simulation results of basic
DAS/DMAS and automatic/manual DAS/DMAS for two
datasets. The amount of computational reduction is much
apparat in DMAS which has more calculations in the original
algorithm as well. In terms of elapsed time, we can see a 13
times reduction in complexity for DMAS algotirhm.
The performance of these simulations which include elapsed
time and number of iterations is summarized in table I.
Number of iterations, is the number of segmentations in ROI
selection phase.
TABLE I
PERFORMANCE COMPARISON OF BASIC DAS/DMAS, MANUAL
DAS/DMAS AND AUTOMATIC DAS/DMAS IN TERMS OF ELAPSED TIME
AND NUMBER OF ITERATIONS
In our study we supposed that tumor exists and we are
about to locate it, but for non tumor-containing tests, we can
propose a solution: We can run the algorithm with 2 different
Fig. 2. Performance comparison of basic DAS ((a) and (d)) , manual DAS
((b) and (e)) and automatic DAS ((c) and (f)) for dataset1 (tumor at [-2,-3,0]
(a)-(c)) and dataset2 (tumor at [2,0,1] (d)-(f))
spatial decimation factor both in acceptable range. If algorithm
points to different locations as ROIs, the test set does not
contain tumor and artifacts have been located indeed but if the
algorithm points to same locations, results are confirmed. The
mentioned approach, plus applying the proposed framework
on other microwave imaging methods will be presented in a
future work of authors.
V. CONCLUSION
In this paper we proposed a novel computational complexity
reduction framework on traditional beamforming techniques.
We define two different modes for controlling the amount
of complexity reduction. We applied our framework with
proposed automatic and manual modes on DAS and DMAS
techniques as the reference beamforming methods using two
different datasets which both have tumors in different lo-
cations. The numerical analysis shows that our framework
can reduce the complexity of DAS and DMAS methods
and simultaneously detect the tumor location, correctly. It is
also worth mentioning that the precision of tumor detection
in our framework is completely dependent on the reference
beamforming technique providing right selection of spatial
Fig. 3. Performance comparison of basic DMAS ((a) and (d)) , manual DMAS
((b) and (e)) and automatic DMAS ((c) and (f)) for dataset1 (tumor at [-2,-3,0]
(a)-(c)) and dataset2 (tumor at [2,0,1] (d)-(f))
decimation factor. So, it is guaranteed that in automatic mode,
all tumors larger than the desired detectable tumor can be
located as long as the reference beamforming is able to do so.
This framework can be applied on more complex beamforming
techniques, such as MVDR or MIST testing more complex
datasets having skin and clutters. We aim at seeking for
solutions to identify between clutter and tumor, as well as
malignant tumor and benign tumor and also a much robust
method to specify healthy patient from cancerous one in our
future works.
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