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Abstract: Randomness is the essence of many processes in nature and human society. It can pro-
vide important insights into phenomena as diverse as disease transmission, financial markets, and signal
processing. Quantum randomness is intrinsically different from classical stochasticity since it is affected
by interference and entanglement. Quantum walks profit from the entanglement that is built up between
a walker’s position and the “coin” degree of freedom that determines the direction of a walker’s mo-
tion. This entanglement makes quantum walks promising candidates for the implementation of quantum
computational algorithms and as a detector of quantum behavior. While several proof-of-principle quan-
tum walk experiments have recently been implemented, the walk scheme we demonstrate here involves
the synthesis of the atom-optics kicked rotor with the dynamics of a state selective ratchet realized with
a Bose-Einstein condensate. Here we present a discrete-time quantum walk that uses the momentum
of ultra-cold rubidium-87 atoms as the walk space and two internal atomic states as the coin degree of
freedom. To implement each step of the walk, i.e. a coin toss followed by a unitary shift operator, we
use a microwave pulse, which produces a superposition of two internal states, and a resonant quantum
ratchet, which entangles the internal and external degrees of freedom. Our quantum ratchet, whose di-
rection at each step depends on the result of the coin toss, is realized by the atom-optics kicked rotor.
We demonstrate the principle features of a standard quantum walk, contrasting them to the behavior of
a classical walk. In addition, by manipulating either the walk or coin operator we show how the walk
dynamics can be biased or reversed. Furthermore, we show the quantum-to-classical transition in our
walk, via randomizing the mixing between the two internal states during each coin toss. Our walk offers
distinct advantages arising from the robustness of its dynamics in momentum space, extendability to
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The idea that computational devices based on the laws of quantum mechanics can be more powerful than
those based on classical mechanics has been around for more than three decades [1, 2]. Widespread re-
search has been performed on quantum computation algorithms after the discovery by Shor that a quan-
tum computer could factor numbers exponentially faster than could be done on a classical computer [3].
Since then, several attempts have been made to find new quantum algorithms which are more effective
than their classical counterparts, yet physically feasible with existing technologies. One major direc-
tion of research, followed in this regard, involves looking at effective classical algorithmic techniques,
and trying to adapt them to quantum computation [4]. For instance, Grover has devised an algorithm
which can, in principle, search an unsorted database quadratically faster than any classical algorithm [5].
Another promising feature of a quantum walk on a hypercube, namely an exponentially faster hitting
time as compared to a classical random walk, has been found (numerically) by Yamasaki et al. [6] and
(analytically) by Kempe [7].
Classical random walks play a key role in modeling stochastic processes and represent a basic com-
ponent of diffusion phenomena and nondeterministic motion. Hence it is not surprising that they have
broad application in various fields as diverse as astronomy, solid-state physics, polymer chemistry, and
biology to mathematics and computer science [8, 9]. For a review of the theory and applications for
classical random walks, see for example Barber and Ninham [10]. Quantum walks are the quantum
mechanical analogs of the classical random walk process, describing the propagation of quantum par-
ticles on periodic potentials [11, 12, 13]. While the basic procedure for producing a quantum random
walk can be outwardly similar to its classical counterpart, the dynamics of a quantum walk are com-
1
pletely different and can lead to applications unavailable classically. Unlike classical objects, particles
performing a quantum walk can be in a superposition state and take all possible paths through their
environment simultaneously, leading to faster propagation and enhanced sensitivity to initial conditions
[14]. These properties have generated considerable interest in using quantum walks for the study of
quantum dynamics and for quantum information processing [15]. For example, it has been shown the-
oretically that quantum walks can be a building block in probabilistic algorithms for universal quantum
computing [16, 17, 18, 19, 20, 21]. Two distinct models of quantum walk with similar physical behavior
were devised: (i) the discrete-time quantum walk [11], in which the particle propagates in discrete steps
determined by a dynamic internal degree of freedom, and (ii) the continuous-time quantum walk [12],
in which the dynamics is described by a time-independent lattice Hamiltonian.
The walk we describe here is an adoption of the discrete-time classical random walk into the quan-
tum regime, and hence it consists of two degrees of freedom; a space in which the walk takes place, and
a “coin” which selects the path of the system through the walker’s space [11, 22]. The key concept that
differentiates the classical from a quantum walk is that a quantum coin can produce a superposition of
two (or more states) and therefore there exists an entanglement between the degrees of freedom in the
latter case [23]. Hence the quantum walk can be heavily affected by this entanglement leading to the
interference between the multitude of paths that a walker may take to arrive at a given location in the
walk space.
Several different experimental quantum walk schemes have either been proposed or implemented.
For example, walks have been carried out with atoms [14, 24, 25, 26, 27, 28, 29], ions [4, 30, 31, 32], or
photons [33, 34, 35, 36, 37, 38, 39, 40]. As might be expected, the variety of different possible walker
species leads to the walks themselves taking on an assortment of different forms. For example, walks
with photons are most conveniently done in the time domain [34, 36] or in angular momentum [33],
while for atoms and ions the walks are usually performed in spatial [14, 28] or phase [30, 31] degrees
of freedom. However, up to now, no experimental realization of a quantum walk has been reported in
momentum space which we will argue has several important benefits.
In this work, we implement a robust and controllable discrete walk in momentum space using ultra-
cold 87Rb atoms in a pulsed optical lattice. One of the major benefits of our quantum walk is that
it provides straightforward access to both internal and external degrees of freedom of the walker. In
our system these degrees of freedom are atomic hyperfine states and the center-of-mass momentum
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of the atoms. Each step of our quantum walk consists of a microwave (MW) coin operator M̂ which
produces a superposition of two internal states, followed by a unitary shift operator T̂ which entangles
the internal and external degrees of freedom (Ûstep = T̂M̂). Our shift operator is a quantum ratchet
derived from the atom-optics kicked rotor (AOKR), a system that has been the backbone of quantum
chaos experiments for many years [41, 42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52].
Another advantage of our momentum-based quantum walk is that it can be extended to higher di-
mensions. Multi-dimensional walks could be implemented using lattices with more than a single spatial
dimension, or perhaps more straightforwardly, by the introduction of additional spatial frequency com-
ponents to the 1-dimensional lattice which is the basis of the momentum shift operator. Our current setup
allows for a realization of discrete walks up to 20 steps which compares favorably with those achieved in
other implementations. However, this can be improved further by relatively minor changes to our atom
detection system so that a wider range of momenta can be observed. With our current experiment we
can clearly differentiate between classical and quantum walks, and can observe the quantum-to-classical
transition [53, 54] by applying noise to one or both degrees of freedom.
We can also steer the direction of the walks by manipulating either the internal or external degrees of
freedom [23, 55, 56, 57]. For example, the composition of the hyperfine state superposition at each coin
toss, or the relative strength of the atom-light interaction with the hyperfine levels, both provide a way
of steering the walk. The controllability that we achieve is a direct consequence of implementing the
walk with an atomic system in momentum space. Another distinct control feature of our quantum walk
is its reversibility arising from the entanglement between the internal and external degrees of freedom.
We show that, since the quantum walk evolves coherently and unitarily, it is possible to manipulate the
walk operators to reverse all steps and recover the initial state of the system. This feature may have
applications in atomic interferometers [26, 27, 33, 58, 59] and quantum-state search algorithms (using
the coin to manipulate the momentum distribution) [5, 60, 61]. Furthermore we implement our quantum
walks using a Bose-Einstein condensate (BEC) which, unlike the single-particle systems [28, 30, 31, 35],
can be extended to realize many-body walks by taking atom-atom interactions into account. Finally, a
recent proposal has described how our quantum walks can provide a platform for the realization of
topological phases [62, 63].
Our experimental realization of the quantum walk was founded based on the 87Rb BEC. Thus we
begin Chapter 2 with an overview of the theory of Bose-Einstein condensation and a detailed discussion
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on the magneto-optical trap (MOT) and evaporative cooling techniques to realize the BEC.
In Chapter 3 we elaborate the discrete-time quantum walk by highlighting the key aspects that
differentiate this walk from its classical version. We describe in detail the two components of the walk
space, the internal and external degrees of freedom, and show how the walk takes place by repeatedly
applying the coin and unitary shift operators, each addressing either of these degrees of freedom. We
present the theoretical building blocks of the quantum walk and show how we use AOKR-based quantum
resonant ratchets and MW pulses to realize the desired operators of the walk. We finish this chapter by
describing the sequence of the operators to achieve the standard quantum walk as well as the walk
reversal.
Details of our experimental setup to implement the quantum walk experiments are described in
Chapter 4. This chapter starts with demonstrating various configurations on the “Laser Table” including
the optical setups for preparing the frequency-stabilized MOT, Doppler cooling, imaging, and re-pump
laser beams. Then it continues with the ”BEC Table” with a detailed description on several different
configurations set on this table. These include the setup for completing the MOT process, the CO2
laser system for evaporative cooling, vacuum chamber and magnetic coils, kicking and imaging optical
setups, and finally the MW setup. Details of the BEC creation process are also elaborated in this chapter.
In Chapter 5, we present the results of various experiments on the quantum walks and support our
findings with simulation and theoretical discussions. We start with demonstrating the standard quantum
walks and investigating the effects of various experimental parameters and limits on the behavior of
the walk. We also elaborate the steered quantum walks and show how direction of the walk can be
controlled by manipulating either internal or external degrees of freedom. Then we continue with the
realization of quantum walk (and ratchet) reversals and show how the reversal and the system recovery
can be limited by the qualitative features of the initial state of the system. We finish this chapter with our
findings on the quantum-to-classical transition as a result of the noise enhancement in the walk process.
Finally, we conclude in Chapter 6 with a brief recap on our findings on the time-discrete quantum
walks. We review how the BEC-based implementation of quantum walks in momentum space gives rise
to various control features of the walk. We finally wrap up with pointing at some other advantages of





2.1 Fundamentals of Bose-Einstein Condensation
Quantum statistics is governed by the principle of indistinguishability of identical particles. Particles
with integer spin are called bosons and half integer spins are called fermions. Photons are an example
of bosons whereas the elementary particles such as electrons, protons, neutrons, quarks and neutrinos
are examples of fermions. Thus an atom with an even number of total constituent particles is a boson.
Bosons obey Bose-Einstein statistics in which there is no restriction on the occupation number of any
single-particle state. However in the case of fermions, no more than one particle can occupy any single-
particle state (Pauli’s exclusion principle [64]). Moreover the many-body wave function of identical
bosons is symmetric under the exchange of any two bosons. For identical fermions, such an exchange
is anti-symmetric.
The possibility of accumulating a large fraction of bosons in a single quantum state makes the
BEC a suitable choice for the realization of various quantum phenomena. This is because of the fact
that the BEC displays quantum behavior on a macroscopic scale. More precisely, in a typical BEC
∼100,000 atoms can be encapsulated in the lowest energy level with sharing (approximately) the same
wavefunction [65]. This helps one to easily trace an ensemble of atoms with a measurable size that
behaves similar to a single atom.
The grand partition function, Ξ, of a system of particles with particle-number operator N̂ and the
Hamiltonian Ĥ is given by [66]:
Ξ = Tr e−β
′(Ĥ−µN̂), (2.1)
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where β′ = 1/(kBT ) with kB and T the Boltzman constant and temperature respectively, and µ is the
chemical potential which serves as the Lagrange multiplier. For an ideal Bose gas (i.e. noninteracting
identical bosons) with the dispersion relation εk = ~2k2/2M one can write
Ĥ − µN̂ =
∑
k
(εk − µ)n̂k, (2.2)








This is a geometric series which converges only if eβ
′(µ−εk) is less than one. It requires µ < 0 provided







With this grand partition function the thermodynamic potential can be defined as


















where n̄k = −∂Ωk∂µ is the average number of particles with wave vector k and N is the average total
number of bosons. In the thermodynamic limit in which both the volume V and N are infinitely large,

















If the temperature is reduced maintaining the particle number density, n = N/V a constant, the value
of chemical potential increases and becomes zero at some temperature Tc. Substituting µ = 0 and
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ex−1 = Γ(a)ξ(a). Here ξ(a) is the Riemann zeta function with











For T < Tc, a nonzero fraction of bosons condense into the lowest-energy state. Note that the particles



















, of individual bosons begins to overlap. Using this expression for the de Broglie
length in Eq. (2.8), the phase space density, ρ, of Bose gas at T = Tc can be written as






This shows that an ideal Bose gas undergoes BEC at a phase space density of 2.612 [67] and that at the
transition temperature, the thermal de Broglie length is on the order of the average interparticle distance
d. To provide such a condition, since ρ ∝ 1
T 3/2
, one needs to decrease the temperature below the
transition temperature. In addition, since the phase space density is proportional to the number density
(ρ ∝ n), a large number of atoms (n ∼ 1013) should be provided. In this regard the optical molasses
technique can be used to cool the atoms down to ∼ 100 µK as described in Section 2.2.1. Then the
density can be enhanced and temperature can be reduced further as will be explained in Section 2.2.3 to
reach the phase space density required for the BEC.
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2.2 Laser Cooling and Trapping
2.2.1 Optical Molasses (Doppler Cooling)
The interaction of atoms with the light field of a laser can cause a force on atoms due to the scattering
of photons. The average force is defined as the expectation value of the quantum mechanical force
operator,
F̂ = −∇Ĥ, (2.12)
where Ĥ = Ĥ0 + Ĥ ′(t) is the total Hamiltonian of the system with Ĥ0, the field-free time independent
Hamiltonian and Ĥ ′(t), the time dependent interaction Hamiltonian. The expectation value of F̂ is
given by
〈F̂ 〉 = Tr(ρ̂F̂ ), (2.13)






Here the operator Ĥ0 has eigenvalues En = ~ωn and eigenfunctions φn(~r). Also the eigenfunctions are
linearly independent forming a complete set. In order to calculate the force on the atoms by the laser
field, a good starting point is the solution of the time-dependent Schrödinger equation,




where the wavefunction ψ(~r, t) can be expanded in terms of φn(~r) as

















where Ĥ ′jk(t) = 〈φj |Ĥ ′(t)|φk〉. When considering a simple two state atom the problem is known as the


















The subscripts g and e refer to ground and excited states respectively and Ĥ ′ge = Ĥ
′∗
eg. The interaction
term is given by Ĥ ′ge = −~µ. ~E(~r, t) [69]. Here ~E(~r, t) is the electric field and ~µ = q〈e|~r|g〉 is the
induced dipole moment of the atom, where q is the electronic charge, and ~r is the position. Also due
to the odd parity of Ĥ ′, only opposite parity atomic states can couple through the dipole interaction
(Ĥ ′gg(t) = Ĥ
′
ee(t) = 0) giving the final form of the Hamiltonian matrix as
Ĥ =
 0 −~µ. ~E∗(~r, t)
−~µ. ~E(~r, t) ~ωe
 . (2.20)




Ω∗(~r, t)ρeg − Ω(~r, t)ρ∗eg ωeρ∗eg − Ω∗(~r, t)u
−ωeρeg + Ω(~r, t)u −Ω∗(~r, t)ρeg + Ω(~r, t)ρ∗eg
 , (2.21)
where Ω(~r, t) = ~µ. ~E(~r, t)/~ is the Rabi frequency and u = ρgg − ρee is the population difference. For
a closed two level system, the total population is conserved, i.e. ρee + ρgg = 1, and ρeg = ρ∗ge. Then









= γ(1− u) + i[Ω∗(~r, t)ρeg − Ω(~r, t)ρ∗eg], (2.23)
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3πε0~c3 , with ωl the laser frequency. The first term in the
equations is introduced to account for the effect of spontaneous emission in the evolution of the density











= γ(1− u) + i[Ω∗(~r)σeg − Ω(~r)σ∗eg], (2.25)
where the rotating wave approximation is used (we ignore the terms with high frequencies (2ωl) because
they average to zero) and δ = ωl − ωe is the laser frequency detuning from the atomic transition. The
steady state solutions of Eqs. (2.24) and (2.25) are
σeg =






























where Ω = ~µ. ~E(~r)/~ is the Rabi frequency. Using the conservation of total population, we can explic-
itly calculate ρgg and ρee and thus the force operator. For a special case, where electric field is produced






Now Eq. (2.13) can be rewritten as





















where s = 2Ω
2
γ2
, is the saturation parameter. It is also defined as s = I/Is, where I and Is = πhc3λ3τ ,
with τ the upper state life time, are the laser light intensity and saturation intensity respectively. Now
we can extend this result to a moving atom. An atom moving with velocity v will see a Doppler shift of
±kv in the laser frequency, where the plus (minus) sign refers to an atom moving in the opposite (same)
direction to the laser beam. Thus an atom sees the laser frequency detuned by δ± kv and the force on a
moving atom is given by










where the plus (minus) refers to the force experienced by an atom moving along (opposite) the direction
of light field. Let us consider the case of an atom interacting with two counter-propagating beams in





















In the limit of Doppler shift small compared to δ, the above equation results in a velocity-dependent












This equation can be interpreted as follows. If the laser frequency is detuned below the resonant fre-
quency, i.e. δ < 0, atoms moving towards the laser beam see the laser’s frequency Doppler shifted
closer to resonance, while the atoms moving in the same direction to the laser beam see it shifted fur-
ther away from the resonance. Thus the atoms will preferentially absorb photons from the laser beam
toward which it is moving and then spontaneously re-emit this photon in a random direction (assuming
low light intensity and hence no stimulated emission). Because of the spatial symmetry of the emitted
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fluorescence, there is a net zero average momentum transfer from a large number of such fluorescence
events. However, because the laser is detuned below resonance, slightly more energy is released than
absorbed (the atom re-emits at the resonance frequency). This energy loss finally leads to a decrease in
the atoms’ velocity and their cooling as a result [65].
By using three pairs of counter-propagating beams in three orthogonal directions the atoms will feel
a damping force in three dimensions regardless of the direction of the atom’s motion. By implementing
this scheme, the motion of atoms in the intersection region can be suppressed in all three dimensions,
and many atoms can therefore be cooled in a small volume. This damping mechanism, called optical
molasses, is one of the basic tools of laser cooling. The experimental implementation of this theory to
cool atoms was first done by Chu et al. [70]. In rubidium Doppler cooling, the six laser beams are tuned
below the 52S1/2, F = 2 → 52P3/2, F ′ = 3 transition (∼780 nm) [71] to create the optical molasses
[72].
From Eq. (2.32) one would assume that the damping force could reduce the atomic velocities to zero,
giving rise to an absolute temperature of zero. However, the cooling is limited in the optical molasses
with the Doppler limit when the heating due to emission balances the cooling due to absorption. In
other words, while the average momentum transfer of many spontaneous emissions is zero, their rms
value is finite and results in the heating as the number of scattering photons increase. This steady state





where kB is the Boltzman constant and γ is the natural broadening linewidth of the excited state. For
87Rb, γ = 2π · 5.9 MHz giving a Doppler temperature about 146 µK [72].
However, temperatures below the Doppler limit have been achieved by manipulating the polarization
of counter-propagating laser beams. In a σ+−σ− configuration, the cooling is due to different probabil-
ities of absorbing a σ+ or a σ− photon due to Clebsch-Gordan coefficients [73]. This mechanism allows
for temperatures below the Doppler limit until the cooling is limited by the recoil temperature (∼360 nK








In the previous sections, the theory of laser cooling was explained, but in order to trap the atoms, light
alone is not sufficient. An atom can diffuse out of the system, since the force of light acting on the
atoms is strictly velocity-dependent (see Eq. (2.32)). By adding a quadrupole magnetic field, and using
opposite, circular polarization cooling beams, one can address this issue by introducing an additional
position-dependent force. In this technique, called magneto-optical trapping (MOT), the optical and
magnetic fields are employed to cool and trap the neutral atoms at the same time [65, 74]. The operation
of a MOT depends on both a spatially varying magnetic field and a proper arrangement of laser beams
tuned below the atomic resonance. The basic concept can be explained using an atom with a ground
state, Jg = 0, and an excited state, Je = 1, subjected to a linearly inhomogeneous magnetic field
B(z) = B0z. This magnetic field splits the excited state into three Zeeman components Me = −1,
0, and +1 as shown in Figure 2.1. Adding two counter-propagating laser beams of opposite circular
polarization, each detuned below the zero field atomic transition completes the requirement to create a
MOT.
Because of the Zeeman shift, for B > 0, the excited state Me = +1 is shifted up and Me = −1 is
shifted down. The shift of Me = ±1 is reversed for B < 0. At a positive z in Figure 2.1, the magnetic
field gradient tunes the ∆M = −1 transition closer to the resonance and the ∆M = +1 transition
further away from the resonance. If the polarization of the laser beam incident from the right (left) is
σ− (σ+), then the atoms absorb more light from the σ− beam than from the σ+ one. As a result the
atoms are pushed towards the center where there is no magnetic field. On the left-hand side, the negative
magnetic field tunes the ∆M = +1 transition closer to the resonance. Thus the atoms absorb more light
from the σ+ beam, drifting towards the center of the trap. This technique finally leads to the trapping
and cooling of atoms at the same time. It can be seen that in the MOT, the damping force due to the
Doppler effect applies on position space rather than the velocity space, which is the case for optical
molasses. A 3D extension of MOT can be obtained by using three pairs of counter-propagating beams
in orthogonal directions [65]. The detuning of each laser beam in the presence of the magnetic field is
given by
δ± = δ ∓ ~k · ~v ± µ′B/~, (2.36)
where the effective magnetic moment is µ′ = µB(geMe − ggMg), with µB the Bohr magneton and g
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Figure 2.1: Arrangement of a 1D MOT. The detuning δ is for atoms at rest at the trap’s center. Due to
the Zeeman shift of magnetic sublevels, and the arrangement of laser polarizations, atoms are driven to
the trap’s center. Spatial confinement and cooling are obtained simultaneously.










where s0 = 2|Ω|2/γ2 = I/Is.
2.2.3 Evaporative Cooling
In order to observe the BEC transition, the phase space densities, ρ, should be greater than 2.612 [67].
For ordinary gases at room temperature and pressure, ρ ∼ 10−6 and for an atomic beam ρ ∼ 10−10. In
optical molasses, the achievable phase space density can be enhanced to 10−5 − 10−4 corresponding to
the recoil temperature. Therefore, laser cooling alone is not the most likely route for achieving BEC. In
this respect, evaporative cooling is a way to increase the phase space density further [75].
The idea of evaporative cooling is based on the preferential removal of atoms with energy higher
than the average from a trap, followed by rethermalization of the remaining atoms by elastic collisions
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[75]. Therefore both temperature and volume decrease leading to a notable increase in the phase space
density. For evaporative cooling of atoms, magnetic fields or far-off-resonant optical fields have been
used. In the latter case, the effect of the laser beam on the atoms can be considered as that of a static
electric field. This electric field induces a dipole moment on the atoms which then interacts with the





where, αg is the ground state polarizabity of the atom. For a Gaussian beam propagating in the z-


















where w0 is the beam waist size at the focus and zR is the Rayleigh range which gives the axial extent
of the trap. The depth of the trap is inversely proportional to the detuning of the laser from the atomic
transition (U ≈ ~I/4δl), whereas the spontaneous scattering rate is inversely proportional to the square
of detuning (γ ≈ ΓI/4δ2l , where Γ is the spontaneous emission rate of the atom) [76]. This means that
to achieve an efficient evaporative cooling, it is preferable to apply a far-off-resonance optical potential,




Quantum walks, similar to their classical counterparts, can take many different forms, starting from the
simple discrete random walk on a line [77], to random walks on a circle [78], to continuous-time random
walks [12], such as Brownian motion. In this work we only consider discrete-time quantum walks, in
which the particle propagates in discrete steps determined by a dynamic internal degree of freedom.
In the two following sections, we review the simple models of random walks on a line highlighting the
differences between the classical and quantum versions. The classical walks are Gaussian, and therefore
can be described by their standard deviations [4]. The quantum walks are highly non-Gaussian, however
we analyze the standard deviations of these walks as well, in order to make a fair comparison with the
classical walks.
3.1 Classical Walk vs. Quantum Walk
3.1.1 Classical Walk on a Line
Imagine a person standing at the origin of a line with a coin in their hand. They flip the coin, and if it
comes up heads, they take a step to the right, if it is tails, they take a step to the left. They then repeat
this procedure, flipping the coin, and taking a step based on the result. The probability P (j, d) of being
in a position d after j steps is [24]


































Table 3.1: The probability of being found at position d after j steps of the classical random walk on the
line.
Note that if j is even (odd), only even (odd) positions are occupied. Table 3.1 contains the probabilities
for the first few values of j. The nonzero elements of the distribution are simply terms from Pascal’s
triangle, divided by the appropriate factor of two. The distribution of this walk can be well illustrated
with the help of Galton’s board (also called Quincunx) in Figure 3.1. There are a few features of
this random walk that one can compare to the quantum analog. First, after each coin toss, unlike the
quantum version, there is no correlation between the positions left. The other property of this walk that
we are interested in is the fact that its limiting distribution on the line (for large number of iterations j)
approaches a Gaussian distribution. The mean of this distribution is zero, that is intuitively obvious; we
are using a fair coin, so we are as likely to step left as we are to step right. It is also not hard to calculate
that the standard deviation of this distribution, σc, is given by σc =
√
j [4].
3.1.2 Quantum Walk on a Line
Now let us consider a quantum version of the walk on a line. In quantum jargon, the coin can be
considered as a qubit. Here we will be representing the two levels of the qubit with the quantum states
|1〉 and |2〉. If we start with the qubit in the |1〉 state, and apply a coin toss operation M̂, we get an equal






 , M̂|1〉 = 1√
2
(|1〉+ i|2〉) . (3.2)
If we were to measure the qubit, and step left or right depending upon the result, we would obtain
exactly the classical walk described in Section 3.1.1. Now, rather than a person holding a coin, suppose
we have a particle, whose motion is confined to one dimension. We can now treat the particle as a
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Figure 3.1: Galton’s Board (Quincunx): the Quincunx is a device which allows a bead to drop through
an array of pins stuck in a board. The pins are equally spaced in a number of rows and when the bead
hits a pin it is equally likely to fall to the left or the right. It then lands on a pin in the next row where the
process is repeated. After passing through all rows it is collected in a slot at the bottom. The distribution
of beads approaches a Gaussian after many rows of pins and many beads.
quantum system, and perform the quantum walk as follows. During each iteration, we apply the coin
toss operation, followed by the operation which steps right if the qubit is |1〉, and steps left if the qubit is
|2〉. That is, we apply the operator, Ûstep = M̂T̂ where T̂ is the shift operator whose direction depends






where |Ψ0〉 is the initial state of the system. The mean of the distribution produced by this quantum
random walk is not necessarily zero. It is dependent upon the initial state of the qubit. For example,
choosing the initial state of the qubit to be |1〉 gives a nonzero mean after the second step. For the
remainder of this work, we will only be considering the distribution created with the initial qubit state
|Ψ0〉 = 1√2 (|1〉+ |2〉) which has a mean of zero for all values of j. Table 3.2 contains the probability
distribution associated with the first few states |Ψj〉. The nonzero elements of the distribution are no
longer simply terms from Pascal’s triangle, which arose in the classical case.
In the quantum random walk we of course do not measure the coin register during intermediate
iterations, but rather keep the quantum correlations between different positions and let them interfere
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Table 3.2: The probability of being found at position d after j steps of the quantum walk on the line,
with the initial qubit state |Ψ0〉 = 1√2 (|1〉+ |2〉).
in subsequent steps [13]. This interference results in a radically different behavior of the quantum
walk. In particular we see that the limiting distribution of the walk on the line does not approach a
Gaussian, but it appears as a pair of “horns” diverging ballistically by the number of iterations as shown
in Figure 3.2. Now it is no longer simple to calculate the standard deviation of the distribution. However,
numerical simulations reveal that the standard deviation, σq, is almost independent of the initial state
of the qubit, and is approximately linear; σq ∼ j [4]. Thus, the standard deviation in a quantum walk
grows significantly faster than that of a classical walks on a line.
In the following, we explain in detail how we implement a discrete-time quantum walk in momen-
tum space. In our experiments, a coin operator M̂ producing a superposition of two internal states,
followed by a unitary shift operator T̂, implements each step of the walk Ûstep = M̂T̂.
3.2 Coin Operator
The idea of the quantum coin operator can be realized in an atomic system (e.g. a BEC) using a balanced
superposition of two hyperfine states of alkali atoms. Unlike a classical coin that produces only one state
at a time (e.g. either head or tail), the quantum coin operator, can produce a superposition of two or
more states and, therefore, the direction of the subsequent shift is affected by the interference between
these states. We realize the coin operator using resonant microwave radiation that addresses the two
components of the internal degree of freedom, i.e. two of the states in the ground (52S1/2) hyperfine
levels of the 87Rb atoms. These two states are the |F = 1,mF = 0〉 and the |F = 2,mF = 0〉 that,
in this section, we denote them by |g〉 and |e〉 respectively. To understand the mechanism of generating
the desired superposition, a brief review of the MW transition with an approach to the Bloch vector and
Rabi oscillation is useful.
19
Figure 3.2: Probability distribution of a quantum walk initiated with a state |Ψ0〉 = 1√2 (|1〉+ |2〉)
and evolved under the coin toss operators given in Eq. (3.2). Distributions are plotted for j = 50 and
j = 100 number of steps. The characteristic standard deviation of the distribution at either case is ∼ j.
3.2.1 Bloch Vector
In alkali atoms, the hyperfine interaction between the electron spin and the nuclear spin splits the ground
state into two levels whose frequency difference is in the order of several GHz [71]. Those two levels
can be treated as a two-level atom, since the energy difference between them and the first excited state
corresponds to hundreds of THz [68]. The two-level atomic system (e.g. 87Rb) can be represented by
the Bloch sphere (Figure 3.3). The north and the south poles of that unit sphere represent the two pure
states |g〉 and |e〉, corresponding to the ground and the excited states of the two-level atom. Any other
point on the sphere represents a superposition state, namely [79],
|Ψ〉 = cos θ
2
|g〉+ eiφ sin θ
2
|e〉, (3.4)
where θ and φ are the spherical coordinates and the evolution of the atomic state over time is expressed
by the variation of these coordinates. The Bloch vector can be also represented in Cartesian coordinates
20
Figure 3.3: The Bloch sphere.
as [79]:
ν̂B = (u, v, w) = (sin θ cosφ, sin θ sinφ, cos θ) (3.5)
One can deduce the following information from the Bloch vector components: First, the population
of the states can be derived from the component w (ranging from -1 to 1) as Pg = (1 + w)/2 and
Pe = (1 − w)/2 ranging from 0 to 1, while the components u and v indicate “coherence” between the
states. Second, the Bloch vector will describe a pure state if and only if u2 + v2 + w2 = 1. Otherwise,
it will describe a mixed state representing a dephasing or decoherence process. Geometrically, a mixed
state will be described by a vector with precession inside the Bloch sphere rather than its surface.
3.2.2 Rate Equations
The time-dependence of the atom’s state function can be shown as the superposition of the two orthog-
onal states [80]:
|Ψ(t)〉 = Cg(t)|g〉+ Ce(t)|e〉 (3.6)
In the absence of an external force (Ĥ(t) = Ĥ0), the system is stationary, and the probability of finding
the system in any one of the states is constant. It follows that the dependence of the amplitude Ci on
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Now in case of adding a time-dependent interaction (Ĥ(t) = Ĥ + V̂ (t)), the coupling between the two
states due to the interaction can be described by calculating the matrix elements of V̂ (t) in the basis of
Ĥ0:
Vij = 〈ψi|V̂ |ψj〉. (3.8)
Introducing Eq. (3.6) into the Schrödinger equation, i~∂|Ψ(t)〉∂t = Ĥ(t)|Ψ(t)〉, the rate equations for the
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Once V̂ (t) and the initial conditions are specified, this equation provides the evolution of a two-state
system subjected to an external interaction which gives rise to the population of each state.
3.2.3 Rabi Oscillations
The hyperfine interaction between the electron spin and nuclear spin splits the ground state 52S1/2 of
87Rb into two hyperfine levels F = 1 and F = 2. This splitting is ∆νHFS = 2π ·6.834682610 GHz and
each of these levels consists of different Zeeman sublevels (mF ) as shown in Figure 3.4 [71]. Direct
coupling of each pair of these sublevels (those fulfilling the selection rules ∆mF = 0,±1), through a
one-photon transition is thus realized using the MW radiation.
Since both states have spherical symmetry (the electric dipole is zero) this transition is governed by
the dipole potential created by the magnetic field of the MW radiation
V = (~µL + ~µS + ~µI) · ~B, (3.10)
where, ~µL = µBgL~L/~, ~µS = µBgS~S/~ and ~µI = µBgI~I/~ are respectively the orbital, spin and
nucleus magnetic moments. Also µB = e~/2me is the Bohr magneton and ~L, ~S and ~I are the orbital,
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Figure 3.4: 87Rb D2 transition hyperfine structure, with frequency splittings between the hyperfine
energy levels. Each level consists of different sublevels (mF ) splitting in the presence of a magnetic
field.
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spin and nuclear spin angular momenta [71].
Since the ground state hyperfine levels are both s-states (~L = 0), assuming that the magnetic field




(µBgSSz + µBgIIz) cos(ωt). (3.11)
The matrix elements of V̂ (t) can be calculated between two Zeeman sublevels by using the Clebsch-
Gordon coefficients in the basis {Iz, Sz}. For the |F = 1,mF = 0〉 ↔ |F = 2,mF = 0〉 transition
these elements will be

































cos(ωt)(µBgS − µBgI), (3.12)
and for the other ∆mF = 0 transitions





cos(ωt)(µBgS − µBgI). (3.13)
Since we took the MW field to be linearly polarized, the matrix element is zero for ∆mF 6= 0. Now
the temporal evolution of the atomic states (the population) can be calculated by inserting the matrix
elements of each ∆mF transition into the rate equations (Eq. (3.9)) derived from the Schrödinger equa-
tion. Assuming that the system is initially in the ground state and the MW frequency is detuned from
the atomic transition by δ = ω − ω0 and also knowing that Vee = Vgg = 0 and Vge = V ∗eg, one can
obtain the population of the excited state as





[1− cos(Ωt)] . (3.14)
Eq. (3.14) predicts that the system will undergo oscillations between the two states at a rate determined
by the generalized Rabi frequency Ω̄ =
√
|Ω|2 + δ2 in which the Rabi frequency can be expressed for
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(µBgS − µBgI), (3.15)






(µBgS − µBgI). (3.16)
3.2.4 Rabi Pulses
Focusing on the resonant case (δ = 0), the precession of the Bloch vector due to an interaction applied
for a time t can be described as [81]
ν̂B(t) = Θ̂θ(t) ν̂
B(0), (3.17)




0 cos θ(t) sin θ(t)
0 − sin θ(t) cos θ(t)
 , (3.18)
where θ(t) = Ω · t. In the state vector representation, a resonant pulse of duration t is expressed by the
application of a unitary operator M̂(t) to the state vector:
|Ψ(t)〉 = M̂(t)|Ψ(0)〉 (3.19)
A derivation of M̂(t) is presented in [81], which yields:
M̂ (θ(t), χ) =
 cos θ(t)2 e−iχ sin θ(t)2





where χ is the offset phase of the resonant pulse. If a π/2 pulse (θ(tM ) = Ω · tM = π/2) is applied on
a system initially in the ground state, the Bloch vector will rotate to


















If the Bloch vector initially lies on the sphere’s surface in w-direction, corresponding to a full concen-
tration of the population in the ground state, a π/2 pulse will take the vector halfway, to point in the
v-direction. This means that the system will be in an equal superposition of the energy states as can be
derived using the evolution operator in state vector picture:

















(|g〉 − eiχ|e〉). (3.22)
Thus the probability of finding the atom at either internal state will be:












Also by applying a π pulse, one can switch the state of the atom from one internal state to another:













i.e. the initial probability distribution, Pg = 1, Pe = 0 will change to
Pg = 0,
Pe = | − eiχ|2 = 1. (3.25)
In this study, as we will see in Section 3.4, we apply different schemes of MW pulses to achieve equal
(Hadamard gate and coin toss) and unequal (biased and swapped) superpositions of internal states to
implement the desired walk. At this point however, it is sufficient to emphasize two useful operators
that produce 50-50 combinations of internal states (hereafter denoted by |1〉 and |2〉):











3.3 Unitary Shift Operator
To make a step for our walk contingent upon the result of a coin toss, we apply the unitary operator
T̂ = exp (iX̂∆P/~)|1〉〈1|+ exp (−iX̂∆P/~)|2〉〈2|, (3.28)
which produces ±∆P shift in momentum space depending on whether the atom resides in the internal
state |1〉 or |2〉 [23, 52]. We realize this conditional momentum shift by destroying the spatial-temporal
symmetry using a quantum ratchet [45, 47, 82, 83, 84] and employing quantum resonance conditions
on the dynamics [83, 85]. Implementation of a biased shift using a quantum ratchet is based on the
dynamics of the AOKR. This system has a well-characterized model in momentum-space and from the
day of its realization [41, 42, 43] it has been the workhorse for the study of various quantum mechanical
phenomena [44, 45, 46, 47, 48, 49, 50, 51, 52]. To understand the mechanism of quantum resonant
ratchet, a brief review on quantum resonant AOKR is instructive.
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3.3.1 Atom-Optics Kicked Rotor
One of the systems of choice for studying crossover between classical and quantum behavior is the so-
called kicked rotor. This paradigm is a promising tool in both classical and quantum regimes [86] to
investigate the quantum signatures of the known classical dynamics, especially the deterministic chaos
in periodically driven systems [41, 42, 43]. The classical kicked rotor can be described as a particle
of mass M , constrained to move in a circle of radius R, which is exposed to a periodic constant force
referred as kicks as shown in Figure 3.5. The effect of a kick depends sinusoidally on the azimuthal







δ(t− jT ), (3.29)
where J ′ is the angular momentum, and I = MR2 is the moment of inertia of the particle. Also, V0 is
the kicking potential and δ is the Dirac delta function which represents the temporal periodicity of the
kicks; it becomes nonzero only when the time t is an integer multiple of the time between the kicks, T .
Dynamics of the kicked rotor, using the rescaled variables J = J ′T/I and K = TV0/I , are described
by the standard map [86, 87]:
θj+1 = θj + Jj+1
Jj+1 = Jj +K sin θj . (3.30)
The quantum counterpart of classical kicked rotor, i.e. the AOKR, is typically realized with a sample
of ultra-cold atoms subject to a series of short pulses of a 1D far-off-resonant optical lattice (standing
wave). The small initial temperature necessary to resolve the single momentum peaks is most easily




+ ~k [1 + cos(GX̂)]
∑
j∈Z
δ(t− jT ), (3.31)
where P̂ is the momentum, X̂ is the position, G = 2π/λG is the grating wave vector with λG the spatial
period of the standing wave. The factor ~k [1+cos(GX̂)] shows the combination of a DC and a periodic
potential introduced by the interference of the two counter-propagating optical waves. Other quantities
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Figure 3.5: The classical kicked rotor; a particle of mass M and angular momentum J ′, that is con-
strained to move in a circle of radius R, is subjected to periodic pulses of force F (t).





the dimensionless strength of the kick. In the latter, Ω signifies the Rabi frequency between the ground
and excited state, and ∆t ( T ) and δL are respectively the pulse length, and the detuning of the laser
frequency from the atomic transition. Using dimensionless variables, the quantum dynamics of the
center of mass of the atoms are then described by the following single-particle Hamiltonian [41, 83]:
Ĥ(x̂, p̂, t) =
p̂2
2




in which Ĥ = MĤ~2G2 , x̂ = GX̂ , p̂ =
P̂
~G , t =
t~G2
M , and τ =
~G2T
M are the dimensionless Hamiltonian,
position, momentum, time, and kicking period respectively. The periodicity (time symmetry) of the
kicks allows us to introduce a characteristic time called Talbot time, TT = 2T1/2 = 4πM~G2 to reproduce
the temporal analogy for the Talbot effect [88], in which the atomic matter wave, diffracted by a train of
optical standing waves, will re-image itself at integer multiples of the time interval TT .
It is convenient to write the momentum into discrete and continuous components as p = n + β,
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where n is an integer multiple of the two-photon recoil in units of ~G, and β takes on values between 0
and ~G. Since the potential is periodic with spatial period of λG = 2π/G, only the transitions between
the momenta that differ by integer multiples of ~G are allowed. This periodicity allows the connection
between a particle and the kicked rotor where the position of the particle can be folded into an angular
coordinate θ̂ = x̂ mod(2π). The solutions are invariant under the translation of the wave function by
one period of the potential and hence by the Bloch theorem [89] the quasimomentum is conserved. The
dynamics of the rotor are then described in Raman-Nath regime [90], by a one-period evolution operator
called the Floquet operator, given by [83]
Û = ÛfÛk = e
−iτ(N̂+β)2/2e−ik[1+cos(θ̂)]. (3.34)
Here N̂ = −i ddθ is the (angular) momentum operator with periodic boundary conditions. The first
exponential on the right of Eq. (3.34), Ûf , is the free evolution of the atomic wave function between
two consecutive pulses and the second factor, Ûk, represents the “kick” by each pulse. The e−ik part of
this operator merely introduces a “global” phase to the system by each kick, that we avoid carrying it
through our derivations until we address it when writing the walk operators in Section 3.4.1. However,
the periodic part of this operator, e−ik cos(θ̂), acts on the atoms as a thin phase grating. If we let |Ψj〉 be
the wavefunction before a pulse and |Ψj+1〉 be the wavefunction immediately after the pulse:
|Ψj+1〉 = Ûk|Ψj〉 = e−ik cos(θ̂)|Ψj〉 (3.35)
Mathematically, the fact that the standing light wave acts as a diffraction grating can be seen when we










where J’s are the mth order Bessel functions of the first kind, and |pm〉 = e−imθ̂ represents a momen-
tum state with momentum in the grating direction of pm = m~G. Here the Bessel functions give the
coupling amplitudes between an initial n and final m momentum states. The properties of these func-
tions are such that this amplitude will decay rapidly as the difference |m−n| increases [85]. In fact, for
k ∼ 1 in an AOKR, only nearest neighbor momentum states are coupled such that m = n± 1.
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The standing wave required for the kicking of the cold atoms can be made up using two counter-
propagating linearly polarized Gaussian laser beams of the same wavelength and intensity. The resulting
standing wave has intensity nodes separated by λG = λ/(2 sin θk) where θk is the angle that each
kicking beam makes with the vertical (when the beams are not completely counter-propagating). This
oscillatory intensity pattern translates into a periodic optical potential experienced by the atoms given
by
U(r, z) = U0e
−2r2/w2(z) cos2(πz/λG), (3.37)
where the z-axis is in the direction of the standing wave, r is the radial coordinate, and w(z) is the
beam waist. Figure 3.6 shows a schematic of an optical standing wave. By applying a short pulse of
such a wave, the atoms will diffract to different momentum states with a distribution represented by
Eq. 3.36. Also, the depth U0 of this one-dimensional periodic potential depends on both the ground





Polarizability of the ground state is given by






where ω is the laser frequency, |g〉 and |e〉 are the ground and excited states separated with the frequency
ω0, and D and ε̂ are the electric dipole matrix and the polarization vector respectively [91]. Eqs. (3.38)
and (3.39) show that the kicking strength (∝ U0∆t) depends on the laser detuning, the coupling between
dipole moment and electric field, and the kicking pulse length, which is consistent with the definition of
dimensionless kicking strength in Eq. (3.32).
Quantum Resonance
The evolution of the wave function from one kick to immediately after the next kick is given by the
Floquet operator (Eq. (3.34)). Thus the wave function after j kicks is given by
|Ψ(jτ)〉 = Ûj |Ψ(0)〉. (3.40)
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Figure 3.6: Schematic of an optical standing wave. Two counter-propagating laser beams create a one-
dimensional periodic optical potential with intensity maxima separated by λG.
When the kicking period τ is an integer multiple of 4π, this corresponds to the Talbot time [92, 93]. In
this case the free evolution operator will be unity and the effect of all the kicks add coherently which is
equivalent to a single kick of strength j · k. This is a quantum resonance and the Floquet operator after
j kicks takes the form
F̂ = Ûjk = e
−ijk cos(θ̂). (3.41)
Assuming an initial momentum state |0〉, the probability for a momentum state |n〉 to be populated in
the final state after j kicks is given by
Pn = |〈j|Ûj |0〉|2
= |〈j|e−ijk cos(θ̂)|0〉|2
= J2n(jk) (3.42)













This shows that for a kicked rotor starting from the zero momentum state, the mean energy grows
quadratically in time, a characteristic of the quantum resonance. Now we consider the evolution dy-
namics of a kicked rotor with a kicking period equal to the half-Talbot time, T1/2, i.e. τ = 2π or any
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odd multiple of 2π. Thus the wave function after a one-period evolution can be written as























= eik cos(θ̂)|Ψ(0)〉, (3.44)
where the Bessel function property, J−n(k) = (−1)nJn(k) is used. Eq. (3.44) shows that when the
kicking period is an odd multiple of half-Talbot time, the phase evolution between kicks changes the
sign and results in a re-image of the grating transmission function which is inverse to the previous one.
Thus the effect is that two kicks with a period equal to half-Talbot time cancel each other, recreating
the original state and thus the mean energy will be oscillatory. This is called quantum anti-resonance.
In general one can achieve the (anti-)resonance condition by imposing the condition τ = 2π`, with
positive integer ` and β = 1/2 + l/`, where l = 0, 1, ..., ` − 1 [83, 85, 94]. Figure 3.7 shows the
experimental results for the evolution of the momentum distribution of an AOKR at quantum resonance
and anti-resonance, along with their corresponding temporal variations of the mean energy.
As we will see in the following sections, we employ the quantum resonance ratchet corresponding
to an actual period of T = TT = 103 µs, to have enough time to deliver the MW radiation required for
a coin toss between the kicks (i.e. we have tM = 103 µs in Eq. (3.20) as well).
3.3.2 Quantum Resonance Ratchet
A picture of the ratchet mechanism can be developed from a consideration of the gradient of the standing
wave, which serves as a driving force on the wave function of atoms [45]. With this in mind, one can
deduce that maximizing the wave function intensity at positions with larger potential gradients should
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Figure 3.7: Experimental momentum distribution as a function of time (kick number) at (a) quantum
resonance and (b) anti-resonance AOKR with k = 1.8.
result in a greater net force and accordingly higher possibility of ratchet creation [50]. In this picture,
the sign of the potential gradient near the wave function’s maxima will determine the direction of the
ratchet. In order to create the spatially localized atomic wave function, an initial state composed of two





where |n〉 signifies the momentum state |n~G〉, and φ is the offset phase [50]. The phase prefactors
shift the maxima of the spatial wave function to where the potential gradient is greatest when φ = π/2.
It is also worth mentioning that setting the offset phases of each initial momentum states to be einφ is
effectively equal to setting the offset phase of the potential to be φ.
Assuming that a single BEC has a narrow momentum width, its wave function in momentum space
can be represented as Ψ(p) = δp, where p is the continuous momentum variable. This wave function
can be Fourier transformed into position space to be studied in the frame of the standing wave. Thus the
wave function in position space will be a plane wave a uniform spatial distribution (|Φ(x)| =
√
G/2π),
and according to the simple picture described above, no ratchet will be formed due to the absence of a
net force on the atoms [50].
In contrast, if the initial state contains more than one plane waves, there will be the possibility of the
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where A is the normalization factor. In Figure 3.8.a we plot the population spatial distribution |φ(x)|2
and the standing wave potential together with φ = π/2. This figure illustrates the population distribution
for superpositions of two and seven consecutive plane waves. Note that, due to the φ = π/2 offset phase,
peaks of the population arise at positions where the standing wave happens to have the greatest gradient.
As expected from a Fourier transformation, when the initial state is composed of more plane waves it
becomes a more spatially localized wave function. That is the dashed line, corresponding to seven plane
waves, shows a higher intensity with a noticeably reduced full width at half maximum (FWHM). As can
also be inferred from Figure 3.8.b, where it can be seen that by increasing the number of consecutive
plane waves in the initial state (that is, increasing the range of the momentum states of an initial state),
the population peaks’ FWHM decreases. These narrower wave functions not only experience a larger
overall gradient, but also less gradient variation. Therefore a “cleaner” ratchet would be expected at
higher number of plane waves in the initial superposition as can be seen in Figure 3.9.
As discussed above, the dynamics of the AOKR can be directed in |n〉 space (eigenvalues of mo-
mentum operator N̂, see discussion around Eq. (3.34)) by breaking the spatial-temporal symmetry of
the problem [45, 82]. Experimentally, we realize this by the choice of the initial state:
|Ψ(n, t = 0)〉 = 1√
2
(
|n = 0〉+ e−iφ|n = 1〉
)
. (3.47)
with φ = π/2. To prepare this initial state, we apply a long (103 µs) far-off-resonant standing wave
(Bragg pulse) on the initial external state of the BEC (|n = 0〉) [50, 51]. The Bragg pulse couples two
momentum states with an interaction matrix given by
B̂ =
 cos(ΩBtB2 ) e−iφB sin(ΩBtB2 )




in which ΩB is the effective Rabi frequency, tB is the pulse length, and φB is the offset phase of the
standing wave used for a Bragg diffraction. We achieve the equal superposition of external states given
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Figure 3.8: Panel (a) shows the atomic population for superpositions of two, |n = 0〉 + e−iπ/2|n = 1〉
(dotted line), and seven,
∑3
−3 e
−inπ/2|n〉 (dashed line) momentum states. The solid line represents the
spatial distribution of the standing wave intensity (arbitrary unit). Panel (b) shows theoretical data for
the atomic spatial distribution FWHM as a function of the number of consecutive momentum classes in
the initial atomic state [50].
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Figure 3.9: Experimental momentum distributions of the ratchets implemented with 2 (a) and 7 (b)
initial states. The ratchet undergoes less dispersion when higher number of initial states are used.
in Eq. (3.47) by choosing φB = π/2 and adjusting the ΩB via the standing wave intensity, such that
ΩBtB = π/2 in Eq. (3.48) when tB = 103 µs. By then applying the AOKR, the average momentum is




after each pulse. Thus by choosing φ = π/2 and k ∼ 2, the average momentum can be either decreased
or increased by one unit at each step of the walk depending on the sign of k. Recall that k ∝ 1/δL in
Eq. (3.32), so that with the light detuned with positive δL for |1〉 and negative δL for |2〉, these internal
states experience ratchets in opposite directions, as can be seen in Figure (3.10) for a ratchet applied on
the 87Rb BEC with an equal superposition of internal states, 1√
2
(|1〉+ |2〉).
To realize the simplest quantum ratchet, the dynamics of the AOKR should meet the quantum res-
onance conditions that we achieve by applying the ratchet (kicking) pulses with T = TT = 103 µs
[45, 50, 51, 95].
3.4 Quantum Walk Sequence
We initialize the walks by starting from the state 1√
2
(
|n = 0〉+ e−iπ/2|n = 1〉
)
, prepared with a Bragg
pulse, and then applying a π/2 MW pulse with phase χ = π (see Eq. (3.22)). This is a so-called
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Figure 3.10: Opposite directions of the ratchet momentum currents each corresponding to one of the
two internal states of 87Rb atoms; F = 1 and F = 2. This bi-directional ratchet is realized using an
initial state composed of an equal superposition of these two states; 1√
2
(|1〉+ |2〉).
Hadamard gate and gives an equal superposition of the internal states,
M̂(π/2, π)|1〉 = 1√
2
(|1〉+ |2〉) , (3.50)
at both external states, |n = 0〉 and |n = 1〉. Thereafter, we apply a coin toss pulse M̂(π/2,−π/2) as
presented in Eq. (3.27) after each shift operator (step of the walk). We note that these particular choices
of gate and coin toss matrices will produce a symmetric walk. After each shift, the coin toss matrix acts
on the internal state producing a strong mixing of internal and external degrees of freedom during the
temporal evolution.
3.4.1 Standard Walk












where M̂(π/2,−π/2) and M̂(π/2, π) are the Hadamard gate and coin toss operators and T̂ is the
internal-state-dependent shift operator presented in Eq. (3.28). This operator, which affects the system
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by applying each kick (Ûk in Eq. (3.34)) can also be written in matrix representation as [96]:




where either diagonal element addresses one of the internal state. Note that the signs of the kicking
strengths are opposite due to the fact that the kicking light detuning is opposite with respect to either
internal state (see Eq. (3.32) and discussion around Eq. (3.49)). Also as mentioned before, the e±ik
prefactors in the kick operator introduce phases of φ1 = −k and φ2 = +k to either internal state. This
imposes a phase difference of
∆φ = φ2 − φ1 = 2k (3.53)
between the |1〉 and |2〉 states [96]. If this phase difference is not compensated at each walk step, it will
result in a phase distortion and adversely affect the symmetry of the walk. This issue was addressed
by introducing an additional phase of 2k to the coin toss MW pulses. Then the remainder of the shift





This operator, when used in a ratchet configuration, can shift the momentum by ±q depending on the





with q being an integer in units of ~G. This operator is the matrix representation of Eq. (3.28) with
position and momentum expressed in their re-scaled units. In our usual walk setup, q = 1 which
corresponds to nearest neighbor coupling in momentum space. In other words, the unitary shift operator






which can shift the external state by +1 (-1) when applied on a system with |1〉 (|2〉) internal stare.
Figure (3.11.a) represents the timing scheme of the corresponding operators after preparing the initial
state with a Bragg pulse. The entire experimental procedure of the standard quantum walk is also
illustrated in Figure (3.11.b).
3.4.2 Walk Reversal
Since the walk evolves unitarily and coherently, it is possible to reverse all steps taken in the walk. If the
walk has taken j steps, applying the Hermitian conjugate of the step operator Û†step = M̂(π/2, π/2) T̂
†
for an additional j steps should revert the system to its original state. The conjugate of the shift operator
can be realized using two Pauli-like (rotation) matrices as [52, 97]:
T̂† = M̂(π, π/2) T̂ M̂(π,−π/2). (3.57)












that after multiplying the intermediate M̂ operators leads to:
Û†walk Ûwalk =
[












Thus in principle we are able to realize a walk reversal and recover the initial state of the system by
applying the sequence of the operators given in Eq. (3.59). Figure 3.12 shows the timing scheme of the
Bragg, ratchet, and MW pulses used in our quantum walk reversal experiments.
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Figure 3.11: Panel (a) shows the timing scheme of the Bragg, ratchet, and MW pulses used in our
quantum walk experiments. Panel (b) is the level diagram representation of the entire experimental

























































With the advent of laser cooling and trapping as well as the evaporative technique, alkali atoms became
the best candidates for realizing BEC since their optical transitions can be addressed by available lasers.
In this regard, we used an atomic vapor of 87Rb that could be trapped and cooled by using inexpensive
diode lasers at a wavelength of 780 nm. The experimental procedure was composed of three main
sequences including the BEC creation, quantum walk procedure (which itself consisted of different
MW and optical standing wave pulses), and the imaging. Each sequence required a separate setup that
will be described in the following sections.
4.1 BEC Creation
The BEC creation itself consisted of several consecutive phases, including the MOT creation with MOT
and re-pump beams, Doppler cooling, loading of atoms into the dipole trap, and evaporative cooling.
The setups to perform these steps are explained in the following subsections and the procedure to create
the BEC is elaborated in Section 4.1.3.
The BEC setup was divided into two optical tables namely the “laser table” and the “BEC table”.
The BEC table was isolated with thick curtains from the rest of the lab to minimize the insertion of stray
lights into the BEC chamber, and therefore the MOT, re-pump, imaging and kicking laser light were all
imported using optical fibers from the laser table located in a separate area.
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4.1.1 Laser Table
MOT, Cooling, and Imaging Lasers
The three different laser frequencies required for MOT creation, Doppler cooling and the imaging were
all generated in one optical setup. This setup was composed of two sets of lasers and optics including
the master laser associated with its injection-locked slave lasers, and the re-pump laser. The latter will
be described in the next subsection. The master laser was a grating stabilized TOPTICA, DL100 laser
in a temperature-controlled housing. This laser, operating at continuous-wave mode with about 20 mW
output power, was frequency-locked to the transition between the 52S1/2, F = 2 ground state and the
crossover line between the 52P3/2, F ′ = 2 and F ′ = 3 excited states (Figure 4.1). Since the output
power from the master laser was quite low, three other homemade diode lasers referred to as slave lasers
were used as amplifiers. Each slave laser was a∼100 mW continuous-wave laser diode in a temperature-
controlled housing. Following the injection-locking techniques, modes of the slave lasers were identical
to the mode of the master laser.
The optical setup used to generate the required detunings is shown in Figure 4.2. The collimated
laser beam from the laser was initially elliptical in shape, passing through a pair of anamorphic prisms
so as to change the profile into a circular shape. A half-wave (λ/2) plate placed immediately after the
prism pair rotated the polarization of the light so that all the light went through a polarizing beam splitter
cube (PBSC) that was placed with its rotation axis at 45◦ to the vertical. The light was then sent through
a Faraday rotator which rotated the polarization of light coming from the left 45◦ clockwise, making
it horizontally polarized. Any reflected horizontally polarized light passing from the right through the
Faraday rotator had its plane of polarization rotated in the other direction so that the light was reflected
(eliminated) by the PBSC placed in front of the laser. Thus the master laser was isolated from any
reflected and scattered light. A small portion of light coming out from the master laser was used to
perform saturation absorption spectroscopy, the basis of the frequency locking technique. The lasers
were isolated from any reflected and scattered light by means of isolators (Faraday rotators) and half-
wave plates.
About 10 mW of light of each laser was sent to the next laser for injection-locking by means of a
beam splitter. In order to monitor whether each slave frequency followed the injection laser or not a
small fraction of it (∼ 200 µW) was directed through a 87Rb vapor cell using a partial reflector. The
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Figure 4.1: Optical transition used in 87Rb MOT creation. Atoms are optically excited from 52S1/2, F =
2 to the crossover line between the 52P3/2, F ′ = 2 and F ′ = 3 levels. The excited atoms can then
decay to the 52P3/2, F ′ = 2 and F ′ = 1 levels (due to the power broadening) and therefrom to the
52S1/2, F = 1 ground state.
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Figure 4.2: Optical setup on the “laser table” used to prepare the frequency-stabilized lights required
for the MOT, cooling, and imaging. The laser beams were then coupled into polarization maintaining
fibers and transferred to the “BEC table”.
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transmitted lights were then monitored using photodiodes (Thorlabs; DET-210, PDA-400, or homemade
FDS010, FDS100) and the frequency was said to be following the injection if an absorption dip was
observed on the oscilloscope.
In order to realize an appropriate BEC with a high signal-to-noise ratio, precise control of the laser
frequency was crucial. Lasers stabilized at four different frequencies were required:
1. -15 MHz detuning from the 52S1/2, F = 2→ 52P3/2, F ′ = 3 transition to create the MOT,
2. -80 MHz detuning from the 52S1/2, F = 2 → 52P3/2, F ′ = 3 transition for optical molasses
(Doppler cooling),
3. light on resonance with the 52S1/2, F = 2→ 52P3/2, F ′ = 3 transition for imaging the atoms,
4. light on resonance with the 52S1/2, F = 1→ 52P3/2, F ′ = 2 transition (re-pump light described
in the next section).
The first three requirements were met by using several acousto-optic modulators (AOMs) controlled by
LabView program; the master laser was locked at a frequency of 133.3 MHz below the MOT transition.
After being injection-locked to the master laser, the light from the main slave was double-passed through
an AOM (ISOMET 1205C-2) excited with an RF frequency of fAOM as shown in Figure 4.3. This AOM
was used to detune the stabilized frequency of the master laser by three different amounts as will be
described shortly. Taking the positive first order on each pass through the AOM gave a frequency for
the slave light of f = f0 + 2fAOM, where f0 was master laser’s frequency. This light was then used for
the injection locking of the other slave lasers referred to as slave-1 and slave-2. The advantage of using
the double pass AOM was that use of different frequencies would not cause a deflection of the beam,
which was very important in the alignment. A telescopic configuration of two lenses was used for this
purpose so that the retro-reflected first order beam from the mirror after the second lens co-propagated
with the original beam before the AOM.
The beams from the slave-1 and slave-2 lasers were sent together through another AOM (ISOMET
1205C-1) which was driven at frequency of 80 MHz. The negative first order (f ′ = f -80 MHz) was sep-
arated into two beams by using a PBSC and then sent to the BEC optical table by using two polarization-
maintaining single-mode fibers referred to as fiber-1 and fiber-2. It is worthy of note that the coupling
efficiency of the fiber depends on the shape and size of the laser beam. Thus using two lenses in a
telescopic configuration before the fiber enhanced the coupling efficiency significantly. The final detun-
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Figure 4.3: A double pass AOM setup. The first order diffracted beam from the AOM placed in between
two lenses in a telescopic configuration is retro-reflected and passed through the AOM again. The first
order diffracted beam after the second pass co-propagates with the original beam. This light was made
orthogonally polarized by sending it twice through a quarter wave plate. It should be noted that the path
of the diffracted beam in this setup does not deflect in position, a crucial requirement in the laser cooling
and trapping setup.
ing from the 52S1/2, F = 2 → 52P3/2, F ′ = 3 transition achieved on the light entering the vacuum
chamber can be calculated using the equation [72]:
δ = −133.3 (MHz) + 2fAOM − 80 (MHz). (4.1)
Thus the fAOM was adjusted at 99.15, 66.5 and 106.65 MHz to obtain the -15, -80, and 0 MHz detunings
required for the MOT, Doppler cooling, and imaging, receptively.
Re-pump Laser
Due to the power broadening mechanism, there is always some possibility that atoms excited to the
52P3/2, F
′ = 3 state by the MOT light decay to the 52P3/2, F ′ = 2 and F ′ = 1 levels and therefrom
to the 52S1/2, F = 1 ground state (see Figure 4.1). Thus, without further intervention the MOT would
disappear quickly. To prevent this and maintain a closed “cycling” transition an additional laser called
the re-pump laser is needed. The re-pump laser depopulates the 52S1/2, F = 1 state, as shown in
Figure 4.4, in order to maintain the cycling transition for the MOT.
The re-pump laser was a grating stabilized TOPTICA, DL100 laser in a temperature controlled
housing which was frequency-locked to the transition from the 52S1/2, F = 1 state to the crossover line
between the 52P3/2, F ′ = 1 and F ′ = 2 states. The optical alignment of the re-pump laser was similar
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Figure 4.4: The re-pump transitions in 87Rb atoms used for re-populating the 52S1/2, F = 2 state to
maintain the MOT cycling. The 52S1/2, F = 1 atoms are excited to the 52P3/2, F ′ = 2 state by the re-
pump laser and then decay to 52S1/2, F = 2 state to undergo the MOT transition. Without re-pumping,
the MOT process would terminate quickly due to the decay of atoms (excited via MOT transition) to the
52S1/2, F = 1 state.
to that of the master laser as described above and is shown in Figure 4.5. The laser beam was double
passed through an ISOMET 1205C-2 AOM and the positive first order beam after the second pass was
coupled into the fiber-2 and delivered to the “BEC table” along with the MOT beam. This light enabled
the atoms to be excited from the 52S1/2, F = 1 ground state to the 52P3/2, F ′ = 2 excited state and
thus to eventually decay to the 52S1/2, F = 2 state.
4.1.2 BEC Optical Table
The heart of the experiment was located on the BEC optical table where all laser beams were sent into
the vacuum chamber. Six main systems were located on this table; 1) the MOT and re-pump appendix
setup to complete the MOT creation, 2) the CO2 laser system used for loading and evaporative cooling,
3) the vacuum chamber in which the BEC was created associated with the magnetic coils, 4) the kicking
setup, 5) the imaging setup and 6) the MW generator and transmitter. The first three configurations were
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Figure 4.5: Optical setup for the re-pump laser.
used to complete the BEC process. The latter three setups will be described later in their corresponding
sections.
MOT Completion Setup
The setup for completing the MOT process is shown in Figure 4.6. The main portion of the light exiting
fiber-1 was used as the MOT beam and a small portion of that was taken as an imaging beam using a
partial reflector. Fiber-2 contained the MOT beam (split into two by a polarizing beam splitter cube to
form Beam 2 and Beam 3) and a re-pump beam. The MOT and re-pump beams were then expanded to
∼1 inch diameter by means of a combination of two lenses and were separately sent through quarter-
wave (λ/4) plates to make the light circularly polarized. These three expanded MOT beams were sent
into the vacuum chamber and were retro-reflected using mirrors. Each of the retro-reflected beams was
sent through an additional λ/4 wave plate so that the three pairs of MOT beams would have correct
σ+ − σ− combinations. These three counter-propagating beams were aligned to intersect at the center
of the chamber, with the MOT appearing at the intersection of the beams. During the experiment,
the imaging, the MOT and the re-pump beams were blocked at different times. In order to facilitate
this, these beams were passed through fast electronic shutters (UNIBLITZ, LS2T2) controlled by the
LabView program.
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Figure 4.6: Setup on the “BEC table” for completing the MOT process.
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CO2 Laser System
A 50 W continuous-wave laser beam at 10.6 µm wavelength was used as a far-off-resonance trap (FORT)
to perform the evaporative cooling. This beam originated from a COHERENT, GEM Select-50 CO2
laser powered by an Agilent, 6573A DC power supply. Due to the high absorption coefficient of glass
and quartz at 10.6 µm, the usual optics for the near infrared MOT lasers could not be used. One of the
materials with the lowest absorption coefficient at this wavelength is Zinc-Selenide (ZnSe). Lenses and
viewports were made of this material.
The FORT laser beam was directed to the vacuum chamber as shown in Figure 4.7. The beam
was passed through a water cooled AOM (IntraAction Corp., AGM 406-B1) driven by an IntraAction
Modulator Driver Model GE-4030H which was electronically controlled by using an analog voltage
signal from the computer. The zeroth order AOM beam was sent to a beam dump and the first order beam
(∼30 W) was transported into the chamber through an assembly of three lenses. The first two lenses
formed a beam expander in a telescopic configuration followed by a third focusing lens of 1.5 inches
focal length which was installed inside the vacuum chamber. The beam was directed into the chamber
through a 1 inch diameter ZnSe viewport. The final spot size of the beam at the center of the chamber is
w0 = λf/(πR) where R is the radius of the beam incident on the third lens and f is the focal length of
the lens. For the loading and evaporative cooling phases, the beam waist (w0) was set at either a large
or small size respectively. In order to facilitate this, the second lens of the beam expander was mounted
on a translation stage (Aerotech, 101SMB2-HM) controlled by a Soloist driver interface.
Vacuum Chamber
All experiments concerning the creation and manipulation of BEC were carried out inside the vacuum
chamber. The vacuum system (MDC Vacuum Products), shown in Figure 4.8, consisted of a six-way
cross made of stainless steel with an octagonal multiport chamber attached to one of its flanges. The
chamber had four 2.0 inch diameter antireflection coated quartz viewports for the MOT and kicking
beams, four 1.0 inch diameter ZnSe viewports for CO2 beam, and two 5.0 inch diameter quartz view-
ports (one attached to the open side of the six-way cross and the other attached to the large opening
on the orthogonal chamber) used for MOT and imaging beams. The vacuum system was previously
assembled and pumped the chamber in several phases to attain the vacuum of ∼ 10−10 Torr.
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Figure 4.7: CO2 laser setup used for loading the atoms into the dipole trap and evaporative cooling.
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Figure 4.8: Schematic of the vacuum system showing the six-way cross and an octagonal multi-port
chamber.
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An automatic Varian style 8 liter/s ion pump powered by Terrenova-751 controller was attached to
the system to keep the chamber at this pressure all the time. The vacuum chamber was shielded from
the ion pump’s magnetic field using µ-metal magnetic shields.
The magnetic field required for trapping of the atoms in the MOT was provided by a pair of coils,
referred to as the main coils, in anti-Helmholtz configuration (two identical coils separated by a distance
equal to their radius, and currents flowing in opposite directions as shown in Figure 4.9). The coils had a
radius of 3.0 inches and consisted of 5×5 layers (25 turns) of copper tube with a square cross-section of
external dimension of 0.125 inch and internal dimension 0.016 inch. These coils were mounted around
the large viewports of the vacuum chamber with their common axis along the symmetry axis of the
chamber. In order to create the MOT, about 16 A current was supplied to produce an inhomogeneous
magnetic field between the coils (∼ 16 G/cm) with a vanishing field at the center. This current was
controlled with the LabView program by applying a 0-5 V analog signal to a 400-A DC current supply.
Additionally, three pairs of coils were positioned on all six sides of the vacuum chamber to nullify
the Earth’s magnetic field and any stray field produced by other sources, mainly the ion pump. Each
pair of coils had currents flowing in the same direction fed by a separate voltage-to-current converter
circuit that was controlled via LabView program.
4.1.3 BEC Creation Procedure
The BEC process started by creating a MOT of about 30 million atoms, and then a high power beam
from CO2 laser (∼30 W) was directed to the MOT as described in Section 4.1.2. The focused CO2
laser beam at a wavelength of 10.6µm, which was far detuned from the atomic transition, formed a far
off-resonant trap (FORT) and overlapping this beam with the AOM for about 20 seconds loaded the
atoms in the FORT.
Then the power on the re-pump laser beam, which was originally adjusted at ∼2 mW to create the
MOT, was reduced by a factor of ∼100 to make a temporal dark SPOT [98]. This was a crucial step for
effective loading, where the atoms started entering into a state that was “dark” to the cooling light. The
resultant decrease in the recoil heating and the excited state collisions led to an increase in the phase
space density. The detuning of the cooling light was then changed to -80 MHz so that even after the
consideration of the ac-stark shift between the ground and the excited states which reduced their energy
difference, the atoms still saw the MOT beams negatively detuned. About 60 ms later, the MOT beams
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Figure 4.9: Schematic drawing of the MOT coil system. The pair of coils is placed in anti-Helmholtz
configuration to produce a zero magnetic field and an approximately linear field gradient in all directions
near the center.
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and re-pump beam were extinguished by using fast electronic shutters and the magnetic field was turned
off by reducing the current on the coils to zero. This finally gave about 6 million atoms loaded in the
trap. Then to optimize the loading, the FORT beam waist which was about 100 µm during the loading,
was compressed tightly to about 25 µm to increase the elastic collision rate and hence the efficiency of
the evaporative cooling. This was done by using the beam expander geometry discussed in Section 4.1.2.
The next step was to implement a two-stage evaporative cooling (EVC) process. The first stage was
an exponential ramp-down of the CO2 laser power from 30 W to about 1 W with a time constant of 2
seconds. This was done by reducing the RF power driving the CO2 AOM. The second stage involved the
reduction of laser power in a series of short steps (∼100 ms each) followed by a 100 ms time interval to
allow re-thermalization. Eventually the power in the second stage was reduced to about 50 mW over∼5
seconds, to produce a pure BEC of about 100,000 atoms in the 52S1/2, F = 1 state ready for applying
the perturbation of the desired experiment and/or imaging the atoms.
4.2 Imaging Setup
In order to image the BEC, a destructive absorption method was used. After creating the BEC, turning
off the dipole trap and applying the desired perturbations (quantum walks here), the re-pump light was
turned on so that the atoms at the 52S1/2, F = 1 state were pumped to the 52S1/2, F = 2 state as
described before. After about 10 ms of expansion (time of flight), the atoms were then exposed to a
short pulse of light on resonance with the 52S1/2, F = 2 → 52P3/2, F ′ = 3 transition to complete the
imaging process as illustrated in Figure 4.10.
Figure 4.11 shows a schematic for the imaging system. A small portion of light which was resonant
with the 52S1/2, F = 2 → 52P3/2, F ′ = 3 transition exited from fiber-1 to form an imaging beam. It
was then expanded to 1 cm diameter using a beam expander and passed through a quarter-wave plate
to make it circularly polarized. An absorption imaging technique based on the resonant interaction of
light with atoms was implemented. When the BEC (or the diffracted atoms) were exposed to a weak
(∼100 nW) and short pulse (50-60 µs) of resonant light they scattered photons and cast a shadow which
was imaged onto a high resolution CCD camera (ANDOR DV437-BV). The operating temperature
and camera shutter time were controlled electronically using the LabView program. Two inexpensive
security CCD cameras were also used to monitor the MOT in real time. The number of atoms was
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Figure 4.10: Optical transitions required for the imaging of the atoms. After being released from the
dipole trap, the BEC atoms were applied the desired quantum walk perturbations and then given∼10 ms
time of flight to expand. Then a re-pump pulse was applied so that the atoms at the 52S1/2, F = 1 state
were pumped to the 52S1/2, F = 2 state. The atoms were then imaged using a short pulse of light on
resonance with the 52S1/2, F = 2→ 52P3/2, F ′ = 3 transition.
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Figure 4.11: Schematic drawing of the imaging setup.
calculated from the image as follows: The loss in intensity I of a laser beam traveling in the z-direction




Here n is the density of atoms, and σ = ~ωγ/2Is is the scattering cross-section with ω the laser
frequency, γ the natural linewidth and Is the saturation intensity (see discussion around Eq. (2.30)). The
solution of Eq. (4.2) is:
I(x, y) = I0(x, y) e
−σñ, (4.3)
where ñ is the column density (number of atoms per unit area). The intensity I(x, y) was found by taking
two images. These images were taken with and without atoms giving intensities I1 and I0 respectively.















The kicking laser was also a grating stabilized TOPTICA, DL100 laser in a temperature controlled hous-
ing. The frequency of this laser was stabilized at the transition from halfway between the 52S1/2, F = 1
and F = 2 hyperfine levels of the ground state to the 52P3/2, F ′ = 3 excited state as shown in Fig-
ure 4.12. The reason for using this laser frequency (that was dutuned by ±3.4 GHz from either level of
the ground state) was to address the atoms at both levels with the same kicking strengths (see Eq. (3.32)
and discussion around Eq. (3.49)).
The alignment of the main kicking laser to perform the frequency stabilization and injection into its
slave laser was similar to that of the master laser. As can be seen in Figure 4.13, a small portion of the
main kicking laser was used to obtain the saturated absorption spectrum of 87Rb for frequency locking,
and the rest was used to injection-lock the frequency of a homemade slave laser to amplify the power.
Then the amplified kicking beam of the slave laser was divided into two using a 50-50 beam splitter
cube. Each beam had ∼13 mW power and was separately passed through ISOMET, 40N AOMs. The
first order beam diffracted by each AOM was directed into the vacuum chamber through two viewports
shared with a pair of MOT beams. Each kicking beam made 53◦ with the vertical forming a horizontal
standing wave of wavelength λG = λ/(2 sin 53◦), where λ=780 nm.
Each AOM was driven by an RF electrical signal which was supplied by a programmable arbitrary
waveform generator (HP, HP8770A) and then passed through a 1-W amplifier. One of the AOMs was
driven by the waveform generator at a fixed 30 MHz frequency while the other was driven at a variable
frequency by another HP8770A waveform generator which was phase-locked to the first one. Each of
these waveform generators was programmed using a GPIB interface card allowing for control of all RF
waveform properties directly from the LabView program.
Standing wave pulses were engineered by controlling the phase, intensity, pulse length, and the
relative frequency between the two laser beams. This was realized by running the standing wave’s
constituent laser beams through AOMs, each driven by an arbitrary waveform generator. The nodes of
the standing wave were displaced with velocity v = 2π∆f/G with ∆f being the frequency difference
between the two beams. Since the quasimomentum β of the BEC relative to the standing wave is
proportional to v, changing ∆f enabled the value of β to be systematically controlled. The duration of
the kicking pulses was adjusted as short as 384 ns to ensure that the experiments were performed in the
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Figure 4.12: Kicking laser was frequency-stabilized to the transition from halfway between the
52S1/2, F = 1 and F = 2 hyperfine levels of the ground state to the 52P3/2, F ′ = 3 excited state.
Thus the atoms at either internal state were kicked with the same |k|.
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Figure 4.13: Optical setup for the kicking standing wave.
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Raman-Nath regime [90]. That is, the distance the atoms traveled during the pulse was much smaller
than the spatial period of the potential.
4.4 Microwave Setup
A schematic of the configuration used for MW pulse generation is shown in Figure 4.14. The MW pulses
were generated by mixing two signals; a continuous MW signal with a constant frequency (6.8 GHz)
and a pulsed RF signal with a tunable frequency (∼34.682610 MHz). A rubidium atomic clock gener-
ating a 10 MHz reference was used to supply both the locking signal for a 6.80-GHz crystal oscillator
(Microwave Dynamics; PLO-4000) and the external clock for the programmable waveform generator
(HP, HP8770A). The latter synthesized the RF pulses with the desired length, phase, and frequency. It
was also programmatically synchronized with the two other kicking waveform generators to ensure that
the phase and timing of the MW and kicking pulses were as desired for the quantum walk experiments.
The final MW signal was the result of combining the crystal and waveform generator outputs in a
frequency mixer (Marki Microwave) giving pulses of ∼6.834682610 GHz radiation. This frequency,
which corresponds to the 52S1/2, F = 1, mF = 0↔ 52S1/2, F = 2, mF = 0 transition in 87Rb atoms
(Figure 4.15), was also verified using an Agilent, E4407B spectrum analyzer. After being amplified to
∼30 dBm by a Terrasat Communications, ED-0278-4 amplifier, the output of the mixer was sent to a
C-band horn antenna positioned close to the viewport of the vacuum chamber of the BEC. The desired
intensity of the MW radiation was achieved by adjusting the amplification on the amplifier using a 0-5 V
analog voltage controlled on a LabView program.
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Figure 4.14: Schematic of the configuration used for generating the required MW pulses
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Figure 4.15: Atomic transition between the 87Rb hyperfine levels of the ground state, 52S1/2, F =
1, mF = 0 and F = 2, mF = 0. This transition was addressed by means of the MW pulses tuned to




5.1 Standard Quantum Walk
This section elaborates the realization of standard quantum walks using the procedure described in
Section 3.4.1. These walks were implemented by preparing superpositions of external and internal
states using Bragg (Eq. (3.47)) and Hadamard (Eq. (3.50)) pulses, followed by successive coin toss
and ratchet pulses working as the walk steps. In all experiments, we used unbiased coins, such that
the MW pulses produced equal superpositions of internal states, and unbiased ratchets, such that the
kicking light was detuned exactly halfway between the internal states and addressed them with equal
strengths, |k|. Overall, the experimental results show the features expected of an ideal quantum walk,
with a momentum distribution which diverges ballistically such that the spacing between its maxima
is linearly proportional to the number of steps. In the following we discuss how different features
of the experiment, such as the ratchet strength, coin choice, global phase compensation, external states
preparation, BEC quasimomentum and thermal cloud, and spontaneous emission can influence the walk.
5.1.1 Ratchet Strength
We investigated the effects of the ratchet strength on the walk momentum distribution and its corre-
sponding mean energy variation. The ratchet strength was essentially the strength of the AOKR, k,
adjusted by tuning the intensity of the optical standing waves (see Eq. (3.32)). Three values of the
ratchet strength were examined; |k| = 1.2, 1.45, and 1.8. Figure 5.1 shows experimental (1st and 3rd
rows) and simulated (2nd and 4th rows) results for the momentum distribution of the quantum walks
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realized with these kicking strengths. As can be seen, the characteristic standard deviation of the walk
(spacing between the maxima) for all three cases grows linearly with time (number of steps). However,
the case |k| = 1.45 best matched the standard quantum walk (with q = 1 in Eq. (3.55)) by coupling
neighboring momentum states. The |k| = 1.2 walk was associated with less fluctuations in the momen-
tum distribution and thus the energy, but with a slower growth of this parameter as shown in Figure 5.2.
On the other hand, the |k| = 1.8 case showed a faster splitting of the walk peaks and hence a faster
growth of momentum and energy. However there are hints that in the this case the walk has begun to
suffer from decoherence and dephasing induced by the more intense light (note the saturation of the en-
ergy for this case in Figure 5.2). Thus, we employed the strength |k| = 1.45 for investigating different
aspects of our quantum walks in the subsequent experiments.
5.1.2 Coin Choice
In this section we illustrate how the choice of the coins for initialization (gate) and mixing between
subsequent steps can affect the symmetry of the walk. Although the coins affect the internal states only,
the coin choice can eventually change the walk pattern, because the direction of the shifts in external
states at each step is determined by the internal state of the walker. As mentioned earlier in Section 3.4,
the symmetric walk is only obtained with the choice of gate and coin operators with phase differences
of odd multiples of π/2, e.g. M̂(π/2, π) and M̂(π/2,−π/2) that we use as Hadamard gate and coin
toss operators (see Eqs. (3.26) and (3.27) for the matrix representations). For the sake of simplicity, we
only consider the initial external state |n = 0〉 and assume the ratchet can still be achieved without a
broken spatial symmetry, i.e. without a Bragg pulse been applied. Thus, for a BEC originally at |1〉
internal state, the initial state of the system can be represented as




where either vector element represents one internal state (here only the |1〉 internal state is occupied with
atoms at |n = 0〉 external state). We now consider two choices of coin operators; coin tosses different
from the gate, i.e. M̂(π/2,−π/2), and coins similar to the gate, i.e. M̂(π/2, π) (Hadamard coins). It
is not hard to show that applying the gate operator in the first step and either of these coin choices in the
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Figure 5.1: Experimental (1st and 3rd rows) and simulated (2nd and 4th rows) momentum distributions
of the standard quantum walks with kicking strengths |k| = 1.2 (1st column), 1.45 (2nd column), and 1.8
(3rd column). Each time (kick #) represents one step of the walk, i.e one realization of the experiment
(or simulation).
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Figure 5.2: Experimental (E.) and simulated (S.) mean energy growth of the walk vs. kicking strength.
The |k| = 1.8 walk has only been performed up to 10 steps because it spreads wider than the momentum
detection window of the imaging system.
subsequent steps (along with the shift operators shown in Eq. (3.56)) yields the wave functions for the
first three steps as:
for different coins:
step 1 (gate) : |Ψ1〉 = T̂M̂(π/2, π)|Ψ0〉 =
1√
2
 |n = 1〉
|n = −1〉
 ,
step 2 : |Ψ2〉 = T̂M̂(π/2,−π/2)|Ψ1〉 =
1
2
 i|n = 0〉+ |n = 2〉
|n = −2〉+ i|n = 0〉
 ,





 i|n = −1〉+ (i− 1)|n = 1〉+ |n = 3〉

























































Table 5.1: The probability distributions of the first three steps of the quantum walks when using the coin
operators that are different from or similar to the gate operator. The walk starts to be asymmetric at the
third step when the latter case is implemented.
and for similar coins:
step 1 (gate) : |Ψ1〉 = T̂M̂(π/2,−π/2)|Ψ0〉 =
1√
2
 |n = 1〉
i|n = −1〉
 ,
step 2 : |Ψ2〉 = T̂M̂(π/2,−π/2)|Ψ1〉 =
1
2
 −|n = 0〉+ |n = 2〉
i|n = −2〉+ i|n = 0〉
 ,





−|n = −1〉 − 2|n = 1〉+ |n = 3〉
i|n = −3〉+ i|n = 1〉
 . (5.3)
Table 5.1 shows the population of different external states (momentum orders) corresponding to the
wave functions derived for these first three steps. As can be seen, while using different gate and coin
pulses, results in a symmetric distribution of external states, applying similar gate and coin pulses starts
producing an asymmetric distribution with a nonzero mean momentum. This is due to the fact that, in
the case of differently chosen coins, the |1〉 and |2〉 states carry both real and imaginary amplitudes, and
thus when affected by the real and imaginary elements of the coin operator, no interference takes place
in neither direction. This gives a walk with a symmetric probability distribution of the external states.
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On the other hand, if the similar coins are chosen, the |1〉 and |2〉 trajectories stay either pure real or
pure imaginary, and thus when affected by the coin operator, constructive and destructive interference
take place at some external states. This results in an asymmetry propagating through the constructive
steps of the walk as shown in Figure 5.3 where M̂(π/2,−π/2) pulses have been used for both gate and
coin tosses.
5.1.3 Global Phase Effect
As mentioned in Section 3.4.1, the e±ik prefactors in the kicking terms of the shift operator (Eq. (3.52))
introduce a phase difference of ∆φ = 2k between the |1〉 and |2〉 states. This is due to the DC com-
ponent of the intensity of the optical standing wave (Eq. (3.33)) that we use for kicking the atoms in
the ratchet process. If this phase difference is not compensated properly at each walk step, it will re-
sult in a phase distortion and adversely affect the symmetry of the walk as shown in Figure 5.4. The
experimental conditions applied to implement the walk in this figure are similar to those of Figure 5.1.b
except that in this case the ∆φ has not been compensated at each step. As can clearly be seen, the
momentum distribution of the walk without the phase compensation is quite distorted and the pair of
diverging momentum currents, which are the signatures of a standard walk are smeared out. To verify
the value (2k) of the phase to be compensated, the walk was implemented for step numbers 2 and 5 by
scanning the compensating phase applied on the coin toss MW pulses at each step. Results are shown
in Figures 5.5.a,b for these two cases as the momentum distribution versus the applied phase and in
Figure 5.5.c as the variation of their corresponding mean momenta. The gradual transfer of the weight
of the walk from one side to other by varying the phase is quite clear in these figures. As one would
expect, the symmetry was achieved only when 2k or 2k+π (rad) phases were applied on the MW pulses
to properly cancel the ∆φ effect. Thus an additional phase of 2k was added to all MW pulses in the the
experiments to maintain the symmetry of the walk at each step.
5.1.4 Initial State Effect
As can be seen in the time of flight images of the walks in Figure 5.1, almost all momentum classes be-
tween the diverging currents are populated. This shows that, regardless of the applied ratchet strengths,
the walks undergo a diffusion that limits the quality of the walk. Since our walk steps work based on the
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Figure 5.3: Momentum distribution of an asymmetric walk implemented by using M̂(π/2,−π/2)
pulses as both gate and coin toss operators (a,b). Panel (c) compares the mean momentum variation
of this walk with that of a symmetric one achieved by using the coin pulses different from the gate.
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Figure 5.4: Quantum walks implemented with (a) and without (b) compensating the global phase intro-
duced by the DC component of the optical standing wave at each step (|k| = 1.45). Smearing out of the
momentum currents as a result of this dephasing is quite clear in panel (b).
quantum ratchets, we should be able to address this issue using the same idea described for the ratchets
in Section 3.3.2; by increasing the number of components contributing to the initial momentum state,
one can achieve narrower spatial wave functions that result in “cleaner” ratchet currents [50]. Therefore,
while not done here, in principle, walks with less diffusion between the diverging momentum currents,
can be achieved through the choice of an initial state composed of more momentum states [52].
5.1.5 Thermal Cloud Effect
Throughout our experimental walk images, there appears to be an “amorphous” population signal about
the center of the momentum distribution (see for example Figure 5.1). This is the effect of the residual
atomic thermal cloud that, unlike the BEC, does not respond to the optical pulses and therefore remains
unaffected throughout the walk. This is due to the fact that the cloud includes a wide range of quasimo-
menta which is mostly off-resonant (contrary to the narrow range of the BEC quasimomenta) and thus
it does not respond to the kicking scheme. Recall that the quantum resonance conditions are met only
for quasimomenta very close to zero (see discussion around Eq. (3.44)). We checked this aspect of the
thermal cloud by applying a strong Bragg pulse on a BEC with different contributions of the thermal
cloud. As can be seen in Figure 5.6, the strong Bragg pulse can entirely move the BEC from |n = 0〉
state to the |n = 1〉 state, but the thermal cloud does not contribute to the Bragg diffraction and remains
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Figure 5.5: Scanning the phase of MW pulses to find the exact value of the global phase to be com-
pensated at each step. Panels (a) and (b) show the 2nd and 5th-step momentum distributions versus the
applied phase and panel (c) shows the variation of their corresponding mean momenta. The gradual
transfer of the weight of the walk from one side to other by varying the phase is quite clear in these
figures. As expected, the symmetry (mean momentum≈0.5) was achieved only at 2k or 2k + π (rad)
phases.
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Figure 5.6: A strong Bragg pulse applied on a BEC with different contributions of the thermal cloud.
This pulse can entirely move the BEC from |n = 0〉 state to the |n = 1〉 state, but the thermal cloud
does not contribute to the Bragg diffraction and remains unaffected.
untouched.
The thermal cloud present in the experiments was taken into account in our simulations as well. It
was modeled by a Gaussian distribution with a width of half the Brillouin zone for the initial quasimo-
menta [97]. We estimated its ratio compared to the number of atoms in the BEC to be 10 − 15% by
comparing the experimental data with our simulations. Note that the lower cloud contribution in our
experiments was achievable only with a significantly lower BEC population which itself caused a poor
signal-to-noise ratio of the walk images. This trade off limited our ability to reduce the cloud contri-
bution further. The results as compared to the ideal case without the thermal cloud are shown in the
Figure 5.7.
5.1.6 Quasimomentum Effect
Another aspect of the experiment that limits the implementation of our quantum walks for high number
of steps is the near-resonant quasimomentum of the BEC. This is due to the fact that the BEC created
in the experiment is not an ideal delta function in momentum space and in fact a broadening, so called
the near-resonant quasimomentum, is always associated with the BEC distribution. This momentum
distribution follows the resonant AOKR only for a few steps until the dephasing induced by the imperfect
resonance becomes strong enough to freeze the quasimomentum into a broad Gaussian which is no
longer affected by the kicking process.
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Figure 5.7: Simulated images for the effects of the thermal cloud on the momentum distributions of a
standard quantum walk (|k| = 1.45 and δβFWHM = 0.025). Panel (a) shows the walk of an ideal BEC
with no thermal cloud, and panel (b) includes a 15% contribution of thermal in the center around zero
momentum. Note the appearance of a weak signal about the center of the walk in the latter.
Figure 5.8 compares two standard walks implemented under similar experimental conditions except
that the BECs with different quasimomenta, δβFWHM = 0.025 and 0.04 ~G have been used. As can
be seen, the walk initiated with a high quasimomentum BEC (Figure 5.8.b) undergoes a decoherence
that prevents a large extent of the atomic population from being driven along the walk currents. These
atoms remain quite unaffected in the states around the center and slow down the growth of mean en-
ergy as shown in Figure 5.8.c. This might encourage one to use a BEC with a minimum achievable
quasimomenta to implement the quantum walk. However, this raises another difficulty. Since the walk
itself is always associated with a gradual reduction of atomic population, using a BEC with minimum
quasimomenta (thus with lower population) results in the lack of visibility on the detection system and
adversely affects the signal-to-noise ratio of the images.
5.1.7 Spontaneous Emission Effect
The last investigated effect was the spontaneous emission which can decoherently destroy the walk
spread until it approaches a Gaussian distribution and thus a classical walk at higher number of steps (see
Section 5.4). A comprehensive theoretical treatment of the spontaneous emission is developed in [96].
We simulated the effects of spontaneous emission using a quantum jump method [99] and estimated
its per-kick probability from the experimental parameters to be below 1% for each atom. For such low
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Figure 5.8: Comparison of two standard walks implemented using the BECs with different quasimo-
menta, δβFWHM = 0.025 ~G (a) and 0.04 ~G (b). Kicking strength is |k| = 1.45 in both cases. Panel
(c) shows the slower growth of the mean energy due to the accumulation of atoms around the center in
case of using a BEC with a large quasimomentum, δβFWHM = 0.04.
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Figure 5.9: Comparison of the quantum walks simulated for the kick strength |k|=1.45 and δβFWHM ≈
0.025 ~G, with (a) and without (b) including the spontaneous emission with approximately 0.5% of
event probability per kick and per atom.
rates, spontaneous emission does not contribute to walks up to 20 steps, as can be inferred by comparing
panels (a) and (b) in Figure 5.9. Since no visible change occurs we may safely neglect spontaneous
emission at such expected low rates. Higher emission rates would, however, induce decoherence into
the walk since they would lead to an early collapse of the wave function and consequently they would
destroy the entanglement between both degrees of freedom [97].
5.2 Steered Quantum Walk
In previous section we described the walks that were symmetric around the initial momentum states
|n = 0〉 and |n = 1〉 due to the choice of unbiased coins and ratchets. The former was achieved
using the exact π/2 MW pulses to mix the states at each step, and the latter was achieved by stabilizing
the frequency of the kicking laser exactly halfway between the 52S1/2, F = 1 and 52S1/2, F = 2
hyperfine levels, so that the absolute value of the kicking strength was equal for both internal states.
Our experimental setup also permitted us to investigate biased quantum walks in momentum space. In
this section we describe how we steered the walks in a preferred direction by biasing either coin or shift
(ratchet) operators, i.e. by constantly manipulating either of internal or external degrees of freedom.




We realizes the biased coins (BC) by altering the power of the MW pulses from the π/2 scheme, so that
unequal superpositions of internal states were obtained. This change affects the balance of the gate and
coin operators in Eqs. (3.26) and (3.27) by introducing a bias factor ρ such that [97]
Biased gate : M̂ρ(π) =




Biased coin : M̂ρ(−π/2) =





This means that one internal state was constantly assigned a higher population than the other. Figure 5.10
demonstrates the experimental and simulated results of the steered walk in momentum space for a BC







0.5(|1〉+ |2〉). Figure 5.10.c presents a comparison
of the mean momentum of this BC walk to an unbiased walk. As can be inferred, both the direction and
speed of the walk can be manipulated by altering the value of ρ in the coins.
5.2.2 Biased Ratchet
We also implemented steered walks via the use of non-symmetric walk steps (i.e. the walk’s left or
right shifts were not identical). In this case, a biased ratchet (BR) was achieved by detuning the kicking
laser so that the laser frequency was no longer halfway between the ground state hyperfine levels. Since
the ratchet strength is inversely proportional to the detuning, this shift in the laser frequency results
in unequal ratchet potentials addressing each state. This generalizes the one-step shift operator from







where the bias is controlled by k2/k1. Figure 5.11, shows the experimental and simulated results of
a BR steered walk realized with an unbiased kicking strengths k1 = −1.7, k2 = +1.0 instead of
k1 = −1.45, k2 = +1.45. Figure 5.11.c compares the mean momentum of this walk to an unbiased
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Figure 5.10: Steered quantum walk with biased coin (BC) tosses (ρ = 0.7) each giving a√
0.7|1〉+
√
0.3|2〉 superposition of internal states (a,c experimental and b,d simulation, |k| = 1.45).
Panel (e) shows the experimental (E.) and simulated (S.) variation of the mean momentum for the cor-
responding BC walk compared to the symmetric walk (SW).
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walk with |k| = 1.45. Intuitively, the direction and speed of the walk can be controlled by the difference
of kick strengths between the two internal states; i.e., the larger the difference, the faster the momentum
current moves in the desired direction.
5.3 Quantum Walk Reversal
In previous section one of the controllability aspects of the walk was demonstrated by steering it into
one of two possible directions. In this section we describe the reversibility as another control feature of
our momentum-based quantum walks. More specifically, we were able to manipulate our walks with
diverging momentum currents to refocus and retrieve the initial state of the system by reversing the
steps taken. This control feature of our walk was a consequence of the unitary nature of the walk and
the entanglement between the internal and external degrees of freedom (see Eq. (3.28)) which can be
achieved only in quantum systems; since the classical walks are not unitary and entangled, reverting the
walk is not possible.
After a certain number of walk steps Ûstep = M̂T̂ are taken (8 steps here), applying their Hermitian
conjugate, Û†step = T̂
†M̂†, for the same number of steps reverts the system to its origin [52]. Details of
Û†step and the walk reversal experimental procedure are described in Section 3.4.2. Figure 5.12 shows
the experimental (a,c) and simulated (b,d) momentum distributions of our walk reversal. The mean
energy of the system corresponding to this procedure is also shown in Figure 5.12.e. The downturn of
the mean energy due to the refocusing of the momentum currents is quite clear in this figure. However,
as can be seen, the energy does not completely return to its original value. This is due to the fact that
the extent of the initial state recovery depends on the fractions of quasimomentum and thermal cloud,
and since the BEC is always inevitably associated with these parameters, the full system recovery is
impossible in reality. However, contrary to the standard walks, we were able to minimize the quasi-
momentum and thermal cloud contributions (to 0.02 ~G and 10% respectively) in this particular case
to maximize the initial system recovery. This was because losing the signal-to-noise ratio due to the
gradual atomic loss was less of a concern, since the refocusing of momentum currents enhanced the vis-
ibility and hence conserved the signal-to-noise ratio. One potential application of these ”driven” walks
[56, 57] is in quantum algorithms, e.g. searches of marked momentum states, as in [60] but by adjusting
the coin degree of freedom.
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Figure 5.11: Steered quantum walks with biased ratchet (BR) strengths k1 = −1.7 and k2 = +1.0 (a,c
experimental and b,d simulation). Panel (e) shows the experimental (E.) and simulated (S.) variation of
the mean momentum for corresponding BR walk compared to the symmetric walk (SW).
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Figure 5.12: Experimental (a,c) and simulated (b,d) momentum distributions of a reversed quantum walk
with |k| = 1.45. The extent of the initial state recovery depends on the fractions of quasimomentum
and thermal cloud in the BEC. Panel (e) shows the experimental (E.) and simulated (S.) mean energy
for a walk with quasimomentum and thermal cloud fractions of 2% and 10% respectively.
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5.3.1 Ratchet Reversal
In addition to the quantum search algorithms, one would make use of the reversible quantum walks in
atom interferometry [100]. The interference signal of the recombining momentum currents is a factor
of their phase difference (not shown here) and can be used to precisely detect any quantum behavior
[26, 27, 33, 58, 59]. Atomic interferometers can also be realized simply by using the momentum currents
of a bi-directional ratchet as the arms of the interferometer (see discussion around Figure 3.10 for details
if a bi-directional ratchet). In this type of interferometer, after separating the internal states with a gate
pulse (a beam splitter), the momentum currents start diverging due to the ratchet kicks. Note that the
internal states do not need to be mixed using MW coin pulses at each step, so that each momentum
current will purely carry either of the internal states. Then, these internal states can be simply swapped
out using a MW π pulse after a certain number of steps. This π pulse acts as the mirrors of an optical
interferometer shifting the phase of the beams by π. Thereafter, the spatial distribution of each internal
state will see the subsequent set of ratchet potentials shifted by π (see Figure 3.8) and thus will move in
exactly opposite directions. A protocol of such a procedure would then be:
M̂(π/2, χ) T̂j M̂(π, π/2) T̂j M̂(π/2, π) (5.7)
with M̂(π/2, χ) being the recombiner π/2 MW pulse applied at the end of the ratchet reversal process.
Clearly, the final population of either internal state will oscillate by scanning the phase of the recombiner
pulse, χ, which was examined as the proof of principle (not shown here). This population will also alter
as a result of the phase shifts on the internal states caused by any perturbations during the ratchets. As
mentioned before, one can use this to detect or measure the quantum effects.
Figure 5.13 is a generic demonstration of the reversal of ratchets with 6 and 10 total number of
steps. As in quantum walk reversals, the full recovery of the initial state heavily depends on the BEC
quasimomentum which results in a dephasing with not perfectly fulfilling the quantum resonance ratchet
scheme. This effect gets more prominent at higher number of steps as can be seen by comparing the final
momentum distributions of Figures 5.13.a and 5.13.b. However, the ratchet reversal itself can be used
to precisely measure the extent of the quasimomentum; Figure 5.14 shows the simulated populations
of both internal states as a function of recombiner phase, χ, for different amounts of quasimomentum,
δβFWHM [97]. Thus by matching the visibility of the oscillations in experimental data with simulated
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Figure 5.13: Ratchet reversals implemented with 6 (a,c) and 10 (b,d) total number of steps (|k| = 1.45).
Due to the BEC quasimomentum which results in a dephasing of the system, the full recovery of the
initial state is not possible. This effect gets more prominent at higher number of steps as can be seen by
comparing the final momentum distributions of the two cases.
ones, one can find out the contribution of quasimomentum to the BEC.
5.4 Quantum-to-Classical Transition
The transition of quantum to classical behavior was another interesting aspect that we studied in our
momentum-based walks. We investigated this transition, which is in principle manifested by the ap-
pearance of a Gaussian distribution around zero momentum (see Section 3.1.1) by adding noise to the
system. More specifically, we achieved this via randomizing the mixing between the two internal states
during each coin toss by adding a uniformly-distributed random phase to the fixed phase of the MW
pulses.
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Figure 5.14: Simulated final populations of both internal states versus the phase of the recombiner pulse
at the end of the ratchet reversals with 6 (a) and 10 (b) total number steps. Graphs are plotted for various
amounts of quasimomenta, δβFWHM. The visibility of the oscillations reduces with the number of steps
as well as the contributions of the quasimomenta to the BEC; the narrower the BEC (in momentum
space), the more successful recovery of the initial state at the end of process [97].
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Figure 5.15 demonstrates our experimental implementation of the quantum-to-classical transition
for several different amounts of coin toss phase randomness; Figures 5.15.a, e represent the previously
introduced fully unbiased quantum walk with the characteristic standard deviation of the momentum
distribution ∝j. This was conducted by keeping the coin toss phases fixed at χ = −π/2 and with
|k| = 1.45. As can be seen in Figures 5.15.b, f, the classical walk starts to emerge by adding as little as
8% randomness to these phases. Note how the ballistic peaks become less prominent after a few steps
and that a Gaussian-like peak starts to emerge in the center. The walk becomes predominantly classical
with no quantum walk ballistic peaks at 20% phase randomness (Figures 5.15.c, g) and fully classical
(Figures 5.15.d, h) with the characteristic momentum standard deviation growing as ∝
√
j (not shown
here) when the phase is randomized within a full 2π.
Figure 5.16.a summarizes this complete transition by illustrating the momentum distributions at
the 8th step of the walk: The disappearance of the quantum walk peaks and emergence of a classical
Gaussian-like peak is quite clear. In addition, as seen in Figure 5.16.b, with larger amounts of phase
randomness the mean energy of the system grows at a slower rate and displays behavior characteristic
of a classical walk.
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Figure 5.15: Quantum-to-classical transition as a result of enhancing the noise (coin toss phase ran-
domness). Panels (a,e) show the standard quantum walk with |k| = 1.45 conducted with a fixed coin
toss phase. Signatures of a classical walk emerge at 8% phase randomness (b,f). The walk becomes
dominantly classical when randomizing the phase by 20% (c,g), and turns into fully classical when the
phase is allowed to vary randomly within 2π (d,h).
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Figure 5.16: Signatures of quantum-to-classical transition; Panel (a) shows the evolution of momentum
distribution pattern at the 8th step of the walk as a result of enhancing the phase randomness. The




We have reported on the realization of a fully controllable discrete-time quantum walk in momentum
space with ultra-cold 87Rb atoms. This walk was an adoption of the discrete-time classical walk into
the quantum regime, and hence it consisted of two degrees of freedom; a space in which the walk takes
place, and a coin which selects the path of the system through the walk space. We realized the former
by using a quantum resonant ratchet in momentum space and the latter by using the internal states of
the atoms that determined the direction of the walk at each step. In Chapter 3 we described in detail
how we realized the coin operators by manipulating the 87Rb ground hyperfine levels with MW pulses.
We also elaborated the shift operator of the walk that was a quantum resonant ratchet derived from
the AOKR. Our quantum walk provided a straightforward and independent access to both internal and
external degrees of freedom of the walker.
Our quantum coin operator produced a superposition of two (internal) states that caused an entan-
glement between the internal and external degrees of freedom. We showed how the quantum walk can
be heavily affected by this entanglement leading to interference between the multitude of paths that the
walker can take in the walk space. In Chapter 5 we showed how this interference results in a quantum
walk manifested by a pair of ballistically diverging peaks which differentiates the probability distribu-
tion of this walk from the slowly-varying Gaussian distribution of a classical walk.
With our present setup, we could experimentally implement quantum walks up to 20 steps. This
range was sufficiently large to observe the quantum walk and investigate different features of it as
described in detail in Chapter 5. In Section 5.1 we demonstrated the effects of ratchet strength on
the characteristics of a standard quantum walk and showed how the speed and stability of the walk
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can change by varying this parameter. We also described theoretically and experimentally how the
coin choice can change the symmetry of the walk. Following in the same section we investigated the
effects of several parameters on the qualitative features of the walk. These parameters were the global
phase introduced by the DC component of the optical standing wave, number of momentum classes
contributing to the initial state, BEC thermal cloud and quasimomentum, and the spontaneous emission.
In Section 5.2 we demonstrated the realization of the steered quantum walks using biased coins or
biased ratchets. In the former, we constantly applied biased MW coin operators that gave unequal su-
perpositions of the internal states at each step. This caused a preferred direction for the atoms after each
coin toss that eventually led to an asymmetric walk, the direction and speed of which were determined
by the bias factor of the coins. On the other hand, we realized the latter via the use of non-symmetric
walk steps. We achieved these biased ratchets by detuning the kicking laser frequency, so that unequal
kicking strengths were obtained at the shift operators addressing either internal state. This caused the
walk’s left or right shifts not to be identical, as opposed to a symmetric walk achieved with unbiased
ratchets. One can use these features to steer the walk in the desired direction or to compensate for the
probable biases in the dynamics of the quantum transport.
We also investigated the reversability as another control feature of our quantum walks in Section 5.3.
We analytically proved that the quantum walks, due to the unitary nature of their operators, can be
reversed at any step by applying the Hermitian conjugates of the coin and shift operators to recover the
initial state. Our experimental results were in excellent agreement with the simulations and we observed
that the extent of the initial state recovery strongly depends of the BEC quasimomentum and thermal
cloud. In addition, we showed how a regular bidirectional ratchet can be more straightforwardly reversed
to retrieve the initial state and proposed the use of walk or ratchet reversals as sensitive detectors in atom
interferometry applications [26, 27, 33, 58, 59, 100].
Quantum-to-classical transition was another aspect of the walk that we investigated in our scheme.
We demonstrated the gradual transition of the walk from fully quantum, manifested by diverging mo-
mentum currents, to fully classical with a Gaussian momentum distribution. We achieved this by intro-
ducing a certain amount of noise to the phase of the coin operators at each step and highlighted the noise
range in which the ballistic peaks of quantum walk become less prominent and a classical walk starts to
emerge in the center of the momentum space. We showed that, as the walk becomes more classical, the
energy of the system grows at a slower rate, verifying that the information transfer in quantum walk is
91
faster than in its classical version [3, 11].
Our scheme had several other advantages with respect to previous implementations of a quantum
walk. In contrast to previous works, our quantum walk is realized using a BEC that allows for investigat-
ing the quantum walks with many-body correlations [14, 18, 101, 102, 103, 104]. Further applications
in driven walks [56, 57] and quantum algorithms, e.g. searches of marked momentum states, as in [60]
but by adjusting the coin degree, seem possible. Another promising application of our quantum walks
relates to the observation of topological phases [62, 63] and systems that can simulate the integer quan-
tum hall effect [105]. Finally, as a result of the fact that the quantum walk takes place in momentum
space [51, 58, 59], our walk should also be readily extendable to higher dimensions [60, 106, 107] to
implement the multi-dimensional walks.
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