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PRODUITS GAMMA ET VECTEURS PROPRES
DES MATRICES DE CARTAN
Ve´ronique Cohen-Aptel et Vadim Schechtman
§1. Introduction
Le but de cet article est d’exprimer certains vecteurs propres de matrices de
Cartan en termes de produits de valeurs de la fonction Γ.
Pour e´noncer le re´sultat, fixons les notations standards sur les syste`mes de
racines, cf. [B].
Soient V un espace vectoriel re´el de dimension r ≥ 1, R ⊂ V un syste`me de
racines fini irre´ductible. Munissons V d’un produit scalaire (.|.) W -invariant, W
e´tant le groupe de Weyl de R ; a` l’aide de ce produit V sera identifie´ a` son dual
V ∗ ; en particulier on peut conside´rer les racines duales comme les e´le´ments de
V : α∨ = 2α/(α, α), α ∈ R.
Choisissons une base {αi, 1 ≤ i ≤ r} de racines simples de R.
Soit A = ((αi|α∨j )) la matrice de Cartan de R ; suivant l’usage, on dira que R
est simplement lace´ si A est syme´trique.
Soit ρ la demi-somme des racines positives; on pose :
ρ∨ =
1
2
∑
α>0
α∨.
Soit h le nombre de Coxeter de R.
On de´finit des nombres re´els strictement positives :
Γ(R, αi) =
∏
α>0
Γ((α|ρ∨)/h)−(α∨|αi),
et un vecteur
Γ(R) = (Γ(R, α1), . . . ,Γ(R, αr)) ∈ Rr.
D’ autre part, la matrice A′ = I−A/2 est inde´composable avec des coefficients
positifs (c’est la matrice d’incidence du graphe de Dynkin de R). D’apre`s le
the´ore`me de Perron - Frobenius (cf. [G], Ch. XIII, §2), A′ admet un unique,
1
2a` proportionalite´ pre`s, vecteur propre vPF de coordonne´es strictement positives
et de valeur propre re´elle λmax(A
′) > 0. Celle-ci est strictement supe´rieure aux
valeurs absolues de toutes autres valeurs propres de A′.
En effet toutes les valeurs propres de A sont ree´lles et strictement positives, et
vPF est un vecteur propre de A de valeur propre minimale :
λmin(A) = 4 sin
2(π/2h),
ou` h est le nombre de Coxeter de R. On a
λmax(A
′) = (2− λmin(A))/2 = cos(π/2h).
On appelle vFP le vecteur de Perron-Frobenius de A.
L’e´nonce´ suivant est le re´sultat principal de cette note.
1.1. The´ore`me. Pour chaque syste`me de racines R fini irre´ductible de rang r,
tous les nombres πΓ(R, αi), 1 ≤ i ≤ r, sont alge´briques.
Le vecteur Γ(R) est le vecteur de Perron - Frobenius de la matrice de Cartan
A de R.
Pour la preuve (qui est un calcul direct), voir §2 et Appendice (pour le cas E8)
ci-dessous.
Soit
θ =
r∑
i=1
niαi
la plus longue racine ; on pose n0 = 1, α0 = −θ, donc h =
∑r
i=0 ni.
On peut aussi de´finir les coordonne´es de vPF comme des valeurs propres d’une
certaine matrice M lie´e a` R, cf. [Fr], [FLO]. Ces nombres sont les masses des
particules dans des mode`les massives inte´grables, les the´ories de Toda affines, cf.
[Z], [FZ].
Maintenant on va e´noncer une assertion semblable au the´ore`me ci-dessus pour
des matrices de Cartan affines. Soit Aˆ la matrice de Cartan (r + 1)× (r + 1) du
syste`me de racines affine R(1), cf. [K]. Alors Aˆ admet a` proportionalite´ pre`s, un
seul vecteur propre de valeur propre 0, et
δ := (n0, . . . , nr) ∈ Rr+1
est l’unique tel vecteur dont les coordonne´es sont strictement positives et entie`res.
Les nombres ni, 0 ≤ i ≤ r co¨ıncident avec les marques de Kac du graphe de
Dynkin complete´ R(1) (cf. la planche Aff 1, cf. [K], 4.8, 4.9).
Supposons d’abord que R soit simplement lace´, i.e. du type An, Dn ou En, n =
6, 7, 8.
3Posons γ(x) = Γ(x)/Γ(1− x),
γ(R, αi) =
∏
α>0
γ((α|ρ)/h)−(αi|α), 0 ≤ i ≤ r,
γ(R) = (γ(R, α0), . . . , γ(R, αr)) ∈ Rr+1.
L’e´nonce´ suivant est e´quivalent a` une formule de V.Fateev, cf. [F1], (66). Cette
formule remarquable a e´te´ le point de de´part de cette note.
1.2. The´ore`me.
γ(R) = k(R)−1/hδ
ou`
k(R) =
r∏
i=1
nnii .
Pour le cas ge´ne´ral, introduisons les nombres
n∨i = ni(αi|αi)/2
Au coefficient de proportionalite´ commun pre`s, ils co¨ıncident avec les marques
du graphe de Dynkin dual, obtenu en renversant les arreˆts du graphe initial.
Soit
h∨ = h∨(R) =
r∑
i=0
n∨r
Posons :
δ∨ := (n∨0 , . . . , n
∨
r ),
c’est un vecteur propre, de valeur propre 0, de la matrice de Cartan ge´ne´ralise´e
Aˆ∨ duale de Aˆ.
On de´finit :
γ(R, αi) =
∏
α>0
γ((α|ρ∨)/h)−(αi|α∨),
γ(R) = (γ(R, α0), . . . , γ(R, αr)).
L’e´nonce´ suivant est e´quivalent a` une formule de Fateev avec collaborateurs,
[ABFKR], (46).
1.3. The´ore`me.
γ(R) =
( r∏
i=0
n∨nii
)−1/h
δ∨.
La preuve de 1.2 et 1.3 se trouve dans §3.
Dans le dernier §4 on ajoute quelques remarques arithme´tiques. On montre
comment nos calculs, joints aux aux re´sultats de Deligne sur les sommes de Jacobi
4(ge´ne´ralisa´nt les the´ore`mes classiques d’Andre´ Weil) permettent a` de´finir, a` partir
de R muni d’une base B de racines simples, des caracte`res galoisiens
Gal(Q¯/Q(µh)) −→ Q(µh)∗
Il s’en suit que nos produits Γ donnent lieu au vecteurs propres en sens Galoisien:
ils sont des vecteurs propres communs des Frobeniuses ge´ome´triques du corps
Q(µh), avec les sommes de Jacobi correspondants comme les valeurs propres.
A` la fin on note une analogie avec un the´ore`me d’Aomoto sur les inte´grales de
Selberg.
Le deuxie`me auteur est reconaissant a` Max-Planck-Institut fu¨r Mathematik
a` Bonn, ou` la partie de ce travail a e´te´ faite en juillet 2010. Il remercie aussi
M.Gorelik pour une discussion pre´cieuse a` MPI en juillet 2011.
§2. Preuves: cas fini
Les vecteurs de Perron-Frobenius de toutes les matrices de Cartan finis sont
connus explicitement. Voici leurs liste. Pour les syste`mes simplement lace´s, voir
[GHJ], [KM], [P], [F2], [BCDS].
Pour les cas non-simplement lace´s, voire [BCDS]; dans cet article un proce´de´
de pliure (”folding”) est de´crit, qui permet d’obtenir le vecteur PF (dit aussi ”de
masses”) des syste`mes non-simplement lace´s a` partir des systemes simplement
lace´s convenables. Ce pliure signifie que pour R = Bn, Cn, F4 ou G2, le graphe
de Dynkin dual de R(1) appartient a` Aff(i) avec i = 2, 3. Par exemple, le dual de
F
(1)
4 est E
(2)
6 et le dual de G
(1)
2 est D
(3)
4 .
On utilise la notation suivante pour un vecteur de Perron-Frobenius d’un
syste`me de racines R:
m(R) = (m1, . . . , mr).
On utilise la nume´rotation des sommets du graphe de Dynkin comme dans le
livre de Bourbaki [B], Planches a` la fin du livre.
An:
ma = sin(πa/(n+ 1)), 1 ≤ a ≤ n.
Bn:
ma = 2 sin(πa/2n), 1 ≤ a ≤ n− 1, mn = 1,
cf. Dn+1.
Cn:
ma = sin(πa/2n), 1 ≤ a ≤
5cf. A2n−1.
Dn:
ma = 2 sin(πa/(2n− 2)), 1 ≤ a ≤ n− 2, mn−1 = mn = 1.
E6:
m1 = m6 = 1, m3 = m5 =
√
3 + 1√
2
, m4 =
√
3 + 1, m2 =
√
2.
E7:
m7 = 1, m6 = 2 cos(π/18), m1 = 2 cos(5π/18), m4 = 4 cos(π/18) cos(π/9),
m3 = 4 cos(π/18) cos(5π/18), m5 = 2 cos(π/9) cos(2π/9), m2 = 2 cos(π/9).
E8:
m(E8) = (2 cos(π/5), 4 cos(π/5) cos(7π/30), 4 cos(π/5) cos(π/30),
8 cos2(π/5) cos(2π/15), 8 cos2(π/5) cos(7π/30), 4 cos(π/5) cos(2π/15), 2 cos(π/30), 1).
F4:
m1 =
√
2, m2 =
√
3 + 1, m3 =
√
3 + 1√
2
, m4 = 1,
cf. E6.
G2:
m1 = 1, m2 =
√
3,
cf. D4.
Maintenant on va calculer les vecteurs Γ(R). Rappelons les identite´s classiques
satisfaites par la fonction Γ(x):
Γ(x)Γ(1− x) = x
sin(πx)
(C)
(formule des comple´ments);
n−1∏
i=0
Γ(x+ i/n) = (2π)(n−1)/2n−nx+1/2Γ(nx) (M)
On aura besoin de trois cas n = 2, 3, 5 de cette formule; voici les cas n = 2 et 3
explicitement:
Γ(x)Γ(x+ 1/2) = π1/22−2x+1Γ(2x) (D)
(formule de duplication de Legendre) et
Γ(x)Γ(x+ 1/3)Γ(x+ 2/3) = 2π3−3x+1/2Γ(3x) (T )
6On a
γ(x) =
Γ(x)
Γ(1− x) =
sin(πx)
π
Γ(x)2,
donc
Γ(x)2 =
π
sin(πx)
γ(x).
On pose
s(x) :=
π
sin(πx)
.
Par exemple s(1/2) = 1/π.
s(R, αi) :=
∏
α>0
s((α|ρ)/h)−(α|αi),
d’ou`
Γ(R, αi)
2 = s(R, αi)γ(R, αi).
Syste`me de racines An
Le nombre de Coxeter h = n + 1.
Pour 1 ≤ a ≤ n :
Γ(An, αa) = {Γ(a/(n+ 1))Γ((n+ 1− a)/(n+ 1))}−1 = sin(πa/(n+ 1))
π
.
Donc
Γ(An) = π
−1(sin(π/(n+ 1)), . . . , sin(πn/(n+ 1)) = π−1m(An).
Syste`me de racines Bn, n ≥ 2
h = 2n. Pour 1 ≤ a ≤ n− 1 :
Γ(Bn, αa) =
Γ((n− a)/2n)Γ((2n− 2a+ 2)/2n)
Γ(a/2n)Γ((2n− 2a)/2r)Γ((n− a+ 1)/2n)Γ((2n− a + 1)/2n) =
sin(π/2n)
2−1/nπ
.
(on utilise (D) avec x = (n− a)/2n et x = (n− a + 1)/2n).
Γ(Bn, αn) = Γ(1/2n)
−1Γ(2/2n)Γ(n/2n)−1Γ((n+ 1)/2n)−1 = 2−(n−1)/nπ−1.
Il s’en suit :
Γ(Bn) = 2
1/nπ−1(sin(π/2n), ..., sin((n− 1)π/2n), 1/2) = 21/nπ−1m(Bn).
7Syste`me de racines Cn, n ≥ 2
h = 2n. Pour 1 ≤ a ≤ n :
Γ(Cn, αa) = Γ(a/2n)
−1Γ((2n− a)/2n)−1 = sin(πa/2n)
π
,
d’ou`
Γ(Cn) = π
−1(sin(π/2n), . . . , sin(πn/2n) = π−1m(Cn).
Syste`me de racines Dn, n ≥ 3
h = 2n− 2. Pour 1 ≤ a ≤ n− 2 :
Γ(Dn, αa) =
Γ((n− a− 1)/(2n− 2))Γ((2n− 2a)/(2n− 2))
Γ((2n− 2a− 2)/(2n− 2))Γ((2n− a− 1)/(2n− 2))Γ((n− a)/(2n− 2))Γ(a/(2n− 2)) =
= 21/(n−1)π−1 sin(πa/(2n− 2)),
et
Γ(Dn, αn−1) = Γ(Dn, αn) =
= Γ(1/(2n−2))−1Γ(2/(2n−2))Γ((n−1)/(2n−2))−1Γ(n/(2n−2))−1 = 2−n/(n−1)π−1,
D’ou` :
Γ(Dn) = 2
1/(n−1)π−1m(Dn).
Syste`me de racines E6
h = 12. Le graphe de Dynkin admet un automorphisme σ d’ordre 2,
σ(α1) = α6, σ(α3) = α5, σ(αi) = αi pour i = 2, 4.
Il s’en suit que f(E6, αi) = f(E6, σ(αi)) pour f = Γ, γ ou s.
On va utiliser les formules e´le´mentaires suivantes :
sin(π/12) = sin(π/3− π/4) =
√
3− 1
2
·
√
2
2
.
sin(5π/12) = sin(7π/12) = sin(π/3 + π/4) =
√
3 + 1
2
·
√
2
2
.
s(1/4) =
√
2π, s(1/3) = s(2/3) = 2π/
√
3.
s(1/12)/s(5/12) = (
√
3 + 1)/(
√
3− 1) = (
√
3 + 1)2/2.
En plus, on utilisera le calcul du vecteur γ(E6), cf. ci-dessous.
8On a:
γ(E6, α1) = γ(E6, α6) =
γ(3/12)
γ(1/12)γ(8/12)
= 2−1/23−1/4,
et
s(E6, α1) = s(E6, α6) =
s(1/4)
s(1/2)s(1/12)s(2/3)
=
(
√
3− 1)√3
22π2
.
Il s’en suit:
Γ(E6, α1) = Γ(E6, α6) =
Γ(3/12)
Γ(6/12)Γ(1/12)Γ(8/12)
= 2−5/4π−1 · 31/8(
√
3− 1)1/4.
Γ(E6, α3) = Γ(E6, α5) =
Γ(6/12)
Γ(4/12)Γ(5/12)Γ(9/12)
.
s(E6, α3) = s(E6, α5) =
s(1/2)
s(1/3)s(5/12)s(3/4)
= π−2 ·
√
3(
√
3 + 1)
23
.
γ(E6, α3) = γ(E6, α5) = {γ(4/12)γ(5/12)γ(9/12)}−1 = 21/23−1/4.
s(E6, α1)/s(E6, α3) = s(1/2)
−2s(1/4)2s(5/12)/s(1/12) = 22(
√
3 + 1)−2.
Γ(E6, α1)/Γ(E6, α3) =
√
2√
3 + 1
.
Γ(E6, α2) =
1
Γ(6/12)
· Γ(2/12)Γ(10/12)
Γ(1/12)Γ(11/12)
· Γ(3/12)
Γ(4/12)Γ(5/12)
.
γ(E6, α2) =
γ(3/12)
γ(4/12)γ(5/12)
= γ(E6, α3) = 2
1/23−1/4.
Γ(E6, α2)/Γ(E6, α3) =
Γ(2/12)Γ(10/12)Γ(3/12)Γ(9/12)
Γ(6/12)2Γ(1/12)Γ(11/12)
=
2√
3 + 1
.
Γ(E6, α4) = Γ(1/12)Γ(2/12)
−1Γ(10/12)−1Γ(3/12)−2Γ(9/12)Γ(4/12)×
Γ(5/12)Γ(7/12)−1Γ(6/12)−1.
s(E6, α4) = s(1/12)s(1/6)
−2s(1/4)−1s(1/3)s(1/2)−1 = {
√
3(
√
3− 1)}−1.
s(E6, α4)/s(E6, α3) = 2
2/3.
γ(E6, α4) = γ(1/12)γ(3/12)
−3.γ(4/12) = 2−1/233/4.
γ(E6, α4)/γ(E6, α3) = 3/2.
Γ(E6, α4)/Γ(E6, α3) = 2
1/2.
Il s’en suit :
Γ(E6) = Γ(E6, α1) · (1,
√
2, (
√
3 + 1)/
√
2,
√
3 + 1, (
√
3 + 1)/
√
2, 1) =
9= 2−5/431/8(
√
3− 1)1/4π−1m(E6).
Syste`me de racines E7
h = 18. En utilisant (D) et (T), on arrive aux valeurs suivantes de Γ(E7, αi) :
Γ(E7, α1) =
Γ(3/18)Γ(5/18)Γ(16/18)
Γ(1/18)Γ(6/18)Γ(8/18)Γ(10/18)Γ(17/18)
=
sin(π/9) sin(2π/9)
2−10/931/6π
.
Γ(E7, α2) =
Γ(2/18)Γ(3/18)Γ(10/18)
Γ(1/18)Γ(5/18)Γ(6/18)Γ(7/18)Γ(14/18)
=
sin(2π/9)
2−1/931/6π
.
Γ(E7, α3) =
Γ(8/18)Γ(15/18)
Γ(5/18)Γ(9/18)Γ(11/18)Γ(16/18)
= 2−8/931/3/π.
Γ(E7, α4) =
Γ(1/18)Γ(5/18)Γ(9/18)Γ(14/18)
Γ(2/18)Γ(3/18)Γ(7/18)Γ(8/18)Γ(12/18)Γ(15/18)
=
=
sin(2π/9) sin(4π/9)
2−10/931/6π
.
Γ(E7, α5) =
Γ(2/18)Γ(6/18)Γ(7/18)Γ(12/18)
Γ(3/18)Γ(4/18)Γ(5/18)Γ(9/18)Γ(10/18)Γ(14/18)
=
=
sin(2π/9) sin(5π/18)
2−10/931/6π
.
Γ(E7, α6) =
Γ(3/18)
Γ(2/18)Γ(6/18)Γ(13/18)
=
sin(π/9) sin(4π/9)
2−10/931/6π
.
Γ(E7, α7) =
Γ(4/18)
Γ(1/18)Γ(9/18)Γ(12/18)
=
sin(π/9)
2−1/931/6π
.
Il s’en suit :
Γ(E7) = 2
1/93−1/6π−1(2 sin(π/9) sin(2π/9), sin(2π/9),
√
3/2, 2 sin(2π/9) sin(4π/9),
2 sin(2π/9) sin(5π/18), 2 sin(π/9) sin(4π/9), sin(π/9)).
En utilisant (M) avec n = 1/9, on a:
sin(π/9) sin(2π/9) sin(4π/9) =
√
3
8
, (∗)
Il s’en suit que :
Γ(E7) = 2
1/93−1/6 sin(π/9)π−1m(E7).
Le cas E8 est plus pe´nible; il est traite´ dans l’Appendice.
Syste`me de racines F4
10
h = 12.
Γ(F4, α1) =
1
Γ(6/12)
· Γ(2/12)Γ(10/12)
Γ(1/12)Γ(11/12)
· Γ(3/12)
Γ(4/12)Γ(5/12)
= Γ(E6, α2) =
= 2−1/431/8π−1(
√
3 + 1)−1/2.
Γ(F4, α2) =
1
Γ(6/12)Γ(2/12)Γ(10/12)
·Γ(1/12)Γ(4/12)Γ(5/12)Γ(9/12)
Γ(3/12)2Γ(7/12)
= Γ(E6, α4) =
= 2−3/431/8π−1(
√
3 + 1)1/2.
Γ(F4, α3) =
Γ(6/12)
Γ(4/12)Γ(5/12)Γ(9/12)
= Γ(E6, α3) = Γ(E6, α5) = 2
−5/431/8π−1(
√
3+1)1/2.
Γ(F4, α4) =
Γ(3/12)
Γ(1/12)Γ(6/12)Γ(8/12)
= Γ(E6, α1) = Γ(E6, α6) = 2
−5/431/8π−1(
√
3−1)1/2.
d’ou`
Γ(F4) = Γ(F4, α4)(
√
2,
√
3 + 1, (
√
3 + 1)/
√
2, 1) =
= 2−5/431/8π−1(
√
3− 1)1/2m(F4).
Syste`me de racines G2
h = 6
Γ(G2, α1) =
Γ(1/3)
Γ(1/6)Γ(1/2)Γ(2/3)
= 2−2/3π−1 = Γ(D4, α1).
En utilisant la formule de duplication :
Γ(1/3) = 2−2/3π−1/2Γ(1/6)Γ(2/3).
Ensuite,
Γ(G2, α2) =
Γ(1/6)Γ(2/3)
Γ(1/3)3Γ(5/6)
=
en employant la formule des comple´ments pour x = 1/6 et 1/3,
=
√
3
4π2
·
[
Γ(1/6)Γ(2/3)
Γ(1/3)
]2
=
√
3
22/3π
= Γ(D4, α2).
Il s’en suit:
Γ(G2) = 2
−2/3π−1(1,
√
3) = 2−2/3π−1m(G2).
§3. Preuves: cas affine
On utilise toujours les notations de §1.
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Supposons d’abord que R soit simple´ment lace´.
3.1. The´ore`me (V.Fateev, [F], (66)).
Pour 1 ≤ i ≤ r, on a
γ(R, αi) = k(R)
−1/hni (3.1)
L’argument de Fateev est indirect; il vient de l’Ansatz de Bethe. Une preuve
directe qui n’utilise que la proprie´te´ (M) de la fonction Gamma est possible, cf.
[CA].
Ici nous supposons (3.1) connue.
On a :
α0 = −
r∑
i=1
niαi,
donc
γ(R, α0) =
r∏
i=1
γ(R, αi)
−ni = k(R)
∑
r
1
ni/h
r∏
i=1
n−nii = k(R)
−1/h,
puisque
∑r
1 ni = h− 1. Il s’en suit que
γ(R) = k(R)−1/hδ,
ce qui de´montre The´ore`me 1.2. .
Re´ciproquement, la valeur du facteur k(R)−1/h est uniquement de´finie si on
veut que γ(R) soit proportionel a` δ.
Pour le cas ge´ne´ral (pas forcement simplement lace´), posons :
k(R) =
r∏
i=1
n∨nii .
La formule de C.Ahn, P.Baseilhac, V.A.Fateev, C.Kim et C.Rim dit :
3.2. The´ore`me ([APFKR]). Pour 1 ≤ i ≤ r, on a
γ(R, αi) = k(R)
−1/hn∨i (3.2)
En supposant (3.2) connue, le meˆme argument comme ci-dessus montre qu’elle
implique The´ore`me 1.3.
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§4. Autour de sommes de Jacobi
Soient N un entier ≥ 2, AN = N−1Z/Z, BN l’anneau de fonctions f : AN −→
Q. Pour a ∈ AN , soit 〈a〉 le re´presentant de a dans l’intervale ]0, 1[. On va utiliser
la notation suivant: une fonction f ∈ BN sera e´crit sous une forme
f =
∑
a∈AN
f(a)[a] =
N−1∑
i=1
f(i/N)[i]
On pose
f˜ =
∑
a∈AN
(f(a)− f(1− a))[a]
Pour f ∈ BN on de´finit le nombre
Γ(f) =
∏
a
Γ(〈a〉)f(a) (4.1)
Alors
Γ(f˜) =
∏
a
γ(〈a〉)f(a) (4.2)
Posons
n(f) =
∑
a∈AN
〈a〉f(a)
Le groupe UN = (Z/NZ)
∗ agit sur BN de fac¸on naturelle: (uf)(a) := f(ua).
On de´finit un sous-groupe
CN = {f ∈ BN | n(f) ∈ Z, n(f) = n(uf) pour tout u ∈ UN} ⊂ BN
et pour k ∈ Z
CN,k = {f ∈ CN | n(f) = k}
4.1. The´ore`me (Koblitz - Ogus, [KO], Deligne, [D2]). Si f ∈ CN,k alors
π−kΓ(f) est un nombre alge´brique.
Il serait inte´ressant a` savoir si la re´ciproque est vraie, i.e. est-il vrai que, e´tant
donne´e une fonction f ∈ BN telle que π−kΓ(f) est alge`brique, alors f ∈ CN,k?
En tout cas, les produits Gamma discute´s pre´cedemment donnent lieu aux
telles fonctions. En effet, pour R comme ci-dessus, on prend pour N le nombre
de Coxeter h de R. Pour chaque α > 0, (α|ρ) est un entier tel que 0 < (α|ρ) < h,
et pour tout 1 ≤ i ≤ r, (α|αi) est un entier. De´finissons fR,i ∈ Bh par
fR,i(j/h) = −
∑
α>0:(α|ρ)=j
(α|αi)
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E´videmment,
Γ(fR,i) = Γ(R, i)
4.2. Proposition. Pour tout R, i, fR,i ∈ CN,−1 et f˜R,i ∈ CN,0.
De´monstration. On a calcule´ les valeurs de ces produits n’en utilisant que les
formules (C) et (M) du §1; ceci implique l’assertion, cf. [KO].
Pour les syste`mes exceptionelles on peut ve´rifier cela directement. 
4.3. Exemple. E´crivons explicitement les fonctions qui correspondent au
syste`me de racines E6.
On a h = 12. Le groupe U12 = {1, 5, 7, 11} ∼= Z/2Z × Z/2Z, avec des
ge´ne´rateurs 5, 7.
fE6,1 = fE6,6 = −[1] + [3]− [6]− [8],
fE6,2 = −[1] + [2] + [3]− [4]− [5]− [6] + [10]− [11],
fE6,3 = fE6,5 = −[4]− [5] + [6]− [9],
fE6,4 = [1]− [2]− 2[3] + [4] + [5]− [6]− [7] + [9]− [10].
4.4. Corollaire. Pour tout racine simple αi,∑
α>0
(αi|α∨)(ρ∨|α) = h.
Revenons au cas ge´ne´ral. Suivant Weil et Deligne, on de´finit, a` partir des
e´le´ments de BN , des sommes de Jacobi et des caracte`res de Hecke, [W], [D1],
[GK]. Rappelons la construction. Soit K = Q(µN) ou` µN ⊂ C∗ est le groupe de
racines N -e`mes de 1. Soient p un ide`al premier de K ne divisant pas 2N , k(p) le
corps de re´sidus, N(p) = |k(p)| = q = pf , t l’isomorphisme
t : {x ∈ k∗(p)|xN = 1} ∼−→ µN
inverse a` la re´duction modulo p. Fixons un caracte`re additif
Ψ : Fp
∼−→ µp.
Pour a ∈ AN on de´finit la somme de Gauss
g(a, p) = −
∑
x∈k(p)∗
t(xa(q−1))Ψ(tr(x)) ∈ K(µp)
Pour f ∈ BN on de´finit ”la somme de Jacobi”
J(f, p) =
∏
a∈AN
g(a, p)f(a)
Quand p varie, les nombres J(f, p) forment, d’apre`s Weil, [W], un caracte`re de
Hecke.
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Maintenant supposons que f ∈ CN,k. On de´finit le caracte`re de Hecke de K
χf par
ψf (p) = N(p)
−kJ(f, p);
il prend ces valeurs dans K et est d’ordre fini. Donc on peut passer du coˆte´
automorphe au coˆte´ galoisien: par la the´orie de corps de classes a` ψf correspond
un caracte`re de Galois
χ(f) : Gal(Q¯/K) −→ K∗
tel que ψf (p) est e´gal a` la valeur de χf sur l’e´le´ment de Frobenius ge´ome´trique
Fp. Voici une forme plus pre´cise de 4.1:
4.5. The´ore`me (Deligne, [D2]; Gross-Koblitz, [GK]). Si f ∈ CN,k, alors
Γ˜(f) := (2πi)−kΓ(f)
est alge´brique sur K et
σΓ˜(f) = χ(f)(σ)Γ˜(f)
4.6. Soient R comme ci-dessus, muni d’une base des racines simples B =
{α1, . . . , αr} ⊂ R, h = h(R), K = Q(µh). Pour chaque 1 ≤ i ≤ r on obtient les
caracte`res de Galois
χ(fR,i), χ(f˜R,i) : Gal(Q¯/K) −→ K∗
Par contre, pour tous i, j, Γ(R, i)/Γ(R, j), γ(R, i)/γ(R, j) ∈ K, donc ces car-
acte`res ne dependent pas de i. Nous les notons par χR,B, χ˜R,B.
Si R = Ar, Br ou Cr alors χR,B est trivial.
Les bases de R forment un torseur W(R) sous le groupe de Weyl W (R), cf.
[B], Ch. VI, 1.5, Remarque 4, d’ou` les applications
χR : W(R)×Gal(Q¯/K) −→ K∗
et
χ˜R : W(R)×Gal(Q¯/K) −→ K∗
4.7. Les inte´grales (4.1) apparaissent comme les pe´riodes de motives de rang
1 conte´nus dans la cohomology des hypersurfaces de Fermat, cf. [D2]. Il existe
une autre source de motives de rang 1: les inte´grales de Selberg.
Conside´rons, avec K.Aomoto, [A], deux types d’inte´grales de Selberg:
(a) l’inte´grale de Selberg classique, ou ”ree´lle”, [S]:
IR(α, β, ρ;n) :=
∫
[0,1]n
n∏
j=1
xα−1j (1− xj)β−1
∏
1≤j<k≤n
(xj − xk)2ρdx1 . . . dxn; (4.3)
(b) l’inte´grale de Dotsenko - Fateev, ou ”Selberg complexe”, cf. [DF], [A]:
IC(α, β, ρ;n) :=
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∫
Cn
n∏
j=1
|zj|2(α−1)|1− zj |2(β−1)
∏
1≤j<k≤n
|zj − zk|4ρ
n∏
j=1
(i/2)dzj d¯zj . (4.4)
D’apre`s Selberg,
IR(α, β, ρ;n) =
n−1∏
j=0
Γ(1 + ρ+ jρ)Γ(α + jρ)Γ(β + jρ)
Γ(1 + ρ)Γ(α + β + (n+ j − 1)ρ)
D’un autre coˆte´, le the´ore`me d’Aomoto [A] peut eˆtre e´crit sous une forme
IC(α, β, ρ;n) = π
n
n−1∏
j=0
γ(1 + ρ+ jρ)γ(α + jρ)γ(β + jρ)
γ(1 + ρ)γ(α + β + (n+ j − 1)ρ)
En revenant a` notre exemple, on voit que le passage d’une matrice de Cartan
finie a` la matrice affine est paralle`le au passage des inte´grales de Selberg re´elles
aux inte´grales complexes.
Appendice. Le cas E8
On va utiliser les formules trigonome´triques e´le´mentaires suivantes.
s(x) =
π
sin(πx)
Γ(x)2 = γ(x)s(x) (1)
sin(3x) = sin x(4 cos2 x− 1) = sin x(3 − 4 sin2 x) (2)
cos(π/5) = sin(3π/10) =
1 +
√
5
4
;
1
cos(π/5)
=
√
5− 1 (3a)
cos(2π/5) = sin(π/10) =
−1 +√5
4
(3b)
sin2(π/5) =
5−√5
8
(3c)
sin(π/5) sin(2π/5) =
√
5
4
(3d)
sin(2π/5) =
√
5 + 1
2
sin(π/5) (3e)
sin(3π/10)
sin(π/10)
= 4 cos2(π/5) (4)
16
sin(π/15) sin(4π/15) =
1
2
(cos(π/5)− cos(π/3)) =
√
5− 1
8
(5)
On pose
α := sin(π/5).
Alors:
sin(2π/15) = −1
2
α+
1 +
√
5
4
·
√
3
2
(6a)
sin(4π/15) =
1 +
√
5
4
· α + −1 +
√
5
4
·
√
3
2
(6b)
sin(8π/15) =
1
2
α +
1 +
√
5
4
·
√
3
2
(6c)
sin(π/15) =
1 +
√
5
4
α− −1 +
√
5
4
·
√
3
2
(6d)
Ensuite:
sin(π/15) · sin(4π/15) = −1 +
√
5
8
(7a)
sin(2π/15) · sin(8π/15) = 1 +
√
5
8
(7b)
sin(7π/30) =
1−√5
8
+
(1 +
√
5)
√
3
4
α (8a)
sin(11π/30) =
1 +
√
5
8
+
√
3
2
α (8b)
sin(7π/30) sin(13π/30) =
3 +
√
5
8
= sin(3π/10)2 (8c)
sin(4π/15) · sin(8π/15) = sin(3π/10) · sin(11π/30) (9)
Les racines positives forment 2 groupes :
α(±, ij) = ±ǫi + ǫj , 1 ≤ i < j ≤ 8,
56 racines ;
α(±,±, . . .) = 1
2
(ǫ8 +
7∑
i=1
) siǫi, si = ±1,
∏
si = 1,
64 racines ; 56 + 64 = 120 racines positives.
Le nombre de Coxeter h = 30.
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γF (E8) := (γ(E8, α1), . . . , γ(E8, α8)) =
= 2−13/153−2/55−1/6(2, 3, 4, 6, 5, 4, 3, 2) =
= (22/153−2/55−1/6, 2−13/1533/55−1/6, 217/153−2/55−1/6, 22/1533/55−1/6,
2−13/153−2/555/6, 217/153−2/55−1/6, 2−13/1533/55−1/6, 22/153−2/55−1/6).
m(E8) = (2 cos(π/5), 4 cos(π/5) cos(7π/30), 4 cos(π/5) cos(π/30),
8 cos2(π/5) cos(2π/15), 8 cos2(π/5) cos(7π/30), 4 cos(π/5) cos(2π/15), 2 cos(π/30), 1) =
= (1, 62; 2, 40; 3, 22; 4, 78; 3, 89; 2, 96; 1, 99; 1).
— les masses des particules dans le mode`le d’Ising critique avec le champs
magne´tique (Zamolodchikov).
γ(E8, α1) =
γ(3/30)γ(5/30)γ(16/30)
γ(1/30)γ(8/30)γ(10/30)γ(12/30)γ(23/30)
=
= 22/153−2/55−1/6.
Γ(E8, α1) =
Γ(3/30)Γ(5/30)Γ(16/30)
Γ(1/30)Γ(8/30)Γ(10/30)Γ(12/30)Γ(23/30)
=
216/1531/205−1/12π−1 sin(π/15) ·
(
sin(2π/5) sin(2π/15) sin(4π/15)
sin(π/10)
)1/2
.
γ(E8, α2) =
γ(2/30)γ(3/30)γ(10/30)γ(12/30)γ(21/30)
γ(1/30)γ(6/30)γ(7/30)γ(8/30)γ(15/30)γ(17/30)γ(24/30)
=
= 2−13/1533/55−1/6.
Γ(E8, α2) =
Γ(2/30)Γ(3/30)Γ(10/30)Γ(12/30)Γ(21/30)
Γ(1/30)Γ(6/30)Γ(7/30)Γ(8/30)Γ(15/30)Γ(17/30)Γ(24/30)
2−103/3031/205−1/12π−1
sin(π/5)
sin(π/15)
·[sin(4π/15) sin(8π/15) sin(π/10) sin(3π/10) sin(2π/5)]−1/2.
En utilisant (7a) et (7b), on obtient :
Γ(E8, α2)/Γ(E8, α8) =
1
2 sin(π/15)
.
D’un autre coˆte´,
m2 = m2/m8 = 4 cos(π/5) sin(4π/15) = (1 +
√
5) sin(4π/15),
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d’ou` :
Γ(E8, α2)/Γ(E8, α8) = m2/m8.
γ(E8, α3) =
γ(8/30)γ(15/30)γ(22/30)
γ(7/30)γ(11/30)γ(13/30)γ(20/30)γ(24/30)
=
= 217/153−2/55−1/6.
Γ(E8, α3) =
Γ(8/30)Γ(15/30)Γ(22/30)
Γ(7/30)Γ(11/30)Γ(13/30)Γ(20/30)Γ(24/30)
=
= 21/1531/205−1/12π−1 sin(4π/15)−1
(
sin(π/5) sin(7π/30) sin(11π/30) sin(13π/30)
)1/2
=
= 217/3031/205−1/12π−1 sin(8π/15) ·
(
sin(π/5) sin(2π/15)
sin(4π/15)
)1/2
.
De la`, on obtient :
Γ(E8, α3)/Γ(E8, α8) = 2
−1/2(1 +
√
5) sin(3π/10) ·
(
sin(11π/30)
sin(2π/15) sin(4π/15)
)1/2
.
D’autre part :
m3 = 4 sin(3π/10) sin(8π/15),
d’ou` :
Γ(E8, α3)/Γ(E8, α8) = m3,
en utilisant (9).
γ(E8, α4) =
γ(1/30)γ(4/30)γ(11/30)γ(20/30)γ(24/30)
γ(2/30)γ(3/30)γ(8/30)γ(12/30)γ(18/30)γ(22/30)γ(25/30)
=
= 22/1533/55−1/6.
Γ(E8, α4) =
Γ(1/30)Γ(4/30)Γ(11/30)Γ(20/30)Γ(24/30)
Γ(2/30)Γ(3/30)Γ(8/30)Γ(12/30)Γ(18/30)Γ(22/30)Γ(25/30)
=
= 2−14/1531/205−1/12π−1 sin(2π/5) ·
(
sin(π/10)
sin(π/5) sin(π/15) sin(2π/15)
)1/2
.
On a :
m4 = 8 · sin(3π/10)
sin(4π/15) sin(8π/15)
(on utilise (9)). Il s’en suit, en employant (7) et (3), que :
Γ(E8, α4)/Γ(E8, α8) = m4.
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γ(E8, α5) =
γ(2/30)γ(6/30)γ(7/30)γ(8/30)γ(12/30)γ(13/30)γ(18/30)γ(25/30)
γ(4/30)2γ(5/30)γ(9/30)γ(10/30)γ(11/30)γ(15/30)γ(16/30)γ(21/30)γ(26/30)
=
= 2−13/153−2/555/6.
Γ(E8, α5) =
Γ(2/30)Γ(6/30)γ(7/30)Γ(8/30)Γ(12/30)Γ(13/30)Γ(18/30)Γ(25/30)
Γ(4/30)2Γ(5/30)Γ(9/30)Γ(10/30)Γ(11/30)Γ(15/30)Γ(16/30)Γ(21/30)Γ(26/30)
=
2−13/3031/2055/12π−1
sin(3π/10)
sin(2π/5)
·
(
sin(2π/15) sin(4π/15)
sin(π/5)
)1/2
.
En utilisant (3d), (4) et (5), on ve´rifie sans peine que :
Γ(E8, α5)/Γ(E8, α8) = 8 cos
2(π/5) cos(2π/15) = m5/m8.
γ(E8, α6) =
γ(9/30)γ(15/30)γ(26/30)
γ(6/30)γ(13/30)γ(14/30)γ(20/30)γ(27/30)
=
= 217/153−2/55−1/6.
Γ(E8, α6) =
Γ(9/30)Γ(15/30)Γ(26/30)
Γ(6/30)Γ(13/30)Γ(14/30)Γ(20/30)Γ(27/30)
=
= 247/3031/205−1/12π−1 sin(4π/15) ·
(
sin(π/5) sin(π/15) sin(8π/15)
)1/2
.
On a :
m6 = 4 sin(4π/15) sin(8π/15)
(en employant (9)), d’ou`, en utilisant (3c) et (7),
Γ(E8, α6)/Γ(E8, α8) = m6.
γ(E8, α7) =
γ(4/30)γ(10/30)γ(14/30)γ(27/30)
γ(2/30)γ(9/30)γ(12/30)γ(15/30)γ(19/30)γ(28/30)
=
= 2−13/1533/55−1/6.
Γ(E8, α7) =
Γ(4/30)Γ(10/30)Γ(14/30)Γ(27/30)
Γ(2/30)Γ(9/30)Γ(12/30)Γ(15/30)Γ(19/30)Γ(28/30)
=
20
= 2−13/3031/205−1/12π−1 ·
(
sin(2π/5) sin(π/15)
sin(2π/15)
)1/2
.
En utlisant (7a),
Γ(E8, α7)/Γ(E8, α8) =
1 +
√
5
4 sin(2π/15)
.
D’un autre coˆte´,
m7 = 2 sin(8π/15),
d’ou`
Γ(E8, α7)/Γ(E8, α8) = m7,
vu (7b).
γ(E8, α8) =
γ(5/30)γ(9/30)γ(28/30)
γ(1/30)γ(10/30)γ(14/30)γ(18/30)γ(29/30)
=
= 22/153−2/55−1/6.
Γ(E8, α8) =
Γ(5/30)Γ(9/30)Γ(28/30)
Γ(1/30)Γ(10/30)Γ(14/30)Γ(18/30)Γ(29/30)
=
216/1531/205−1/12π−1 sin(π/15) ·
(
sin(2π/5) sin(2π/15) sin(4π/15)
sin(3π/10)
)1/2
.
En employant (4), on voit que
Γ(E8, α1)/Γ(E8, α8) = 2 cos(π/5) = m1/m8.
On a donc ve´rifie´ que :
Γ(E8) = Γ(E8, α8)m(E8).
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