ABSTRACT Salt ions are essential for the folding of nucleic acids. We use the tightly bound ion (TBI) model, which can account for the correlations and fluctuations for the ions bound to the nucleic acids, to investigate the electrostatic free-energy landscape for two parallel nucleic acid helices in the solution of added salt. The theory is based on realistic atomic structures of the helices. In monovalent salt, the helices are predicted to repel each other. For divalent salt, while the mean-field PoissonBoltzmann theory predicts only the repulsion, the TBI theory predicts an effective attraction between the helices. The helices are predicted to be stabilized at an interhelix distance ;26-36 Å , and the strength of the attractive force can reach ÿ0.37 k B T/bp for helix length in the range of 9-12 bp. Both the stable helix-helix distance and the strength of the attraction are strongly dependent on the salt concentration and ion size. With the increase of the salt concentration, the helix-helix attraction becomes stronger and the most stable helix-helix separation distance becomes smaller. For divalent ions, at very high ion concentration, further addition of ions leads to the weakening of the attraction. Smaller ion size causes stronger helix-helix attraction and stabilizes the helices at a shorter distance. In addition, the TBI model shows that a decrease in the solvent dielectric constant would enhance the ion-mediated attraction. The theoretical findings from the TBI theory agree with the experimental measurements on the osmotic pressure of DNA array as well as the results from the computer simulations.
INTRODUCTION
Nucleic acids (DNAs and RNAs) are highly charged polyanionic chain molecules. The folding of nucleic acids requires the cations to neutralize the negative backbone charges. Therefore, the solvent ionic conditions, including salt concentration, ionic charge and size, solvent dielectric constant, and temperature play essential roles in the folding of nucleic acids (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) .
Despite the extensive experimental and theoretical studies (11) (12) (13) (14) (15) (16) (17) (18) (19) , our ability to make accurate quantitative predictions for the ion effects on the folding of complex secondary structures is quite limited, especially in multivalent metal ion solutions. Even if the ion-dependence of the secondary structure folding can be accurately predicted, we are still unable to quantitatively understand how ions assist the extended secondary structural segments to fold up into the compact tertiary structures. Experiments have shown that nucleic acid (RNA) folding undergoes a collapse process (20) (21) (22) (23) (24) (25) (26) (27) (28) , where the secondary structural segments (e.g., helices) approach each other to form a compact state. A rudimentary process in chain collapse is the aggregation of helices. In this study, we investigate how the metal ions assist the folding (aggregation) of two finite-length helices and how the different ionic conditions affect the helix-helix electrostatic interactions. Since helix-helix recognition is a fundamental tertiary interaction in nucleic acids, this study may provide a paradigm for the ion-assisted nucleic acid tertiary interactions.
For RNAs, various experiments have shown that multivalent ions are efficient to cause chain compaction (20) (21) (22) (23) (24) (25) (26) (27) (28) . Among other forces, the cation-mediated electrostatic helixhelix attraction can be a possible candidate for the driving force to cause the collapse of RNAs (20) (21) (22) . Experiments have been designed to probe the driving force for RNA collapse in order to shed light on the mechanism of RNA compaction (28, 29) . In addition, DNAs, which are long polyanionic molecules, need to condense into compact particles in cells. DNA condensation, a process similar to RNA compaction, has been studied for over two decades (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) . Experimental and theoretical studies suggest that a possible driving force for DNA helix-helix attraction may come from the correlated multivalent cations (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) . In addition, for other polyelectrolyte molecules, such as F-actin, filamentous viruses fd and M13, and nucleosomes, experiments have shown the similar multivalent ion-induced collapse (aggregation) (41) (42) (43) (44) (45) (46) (47) .
Parallel to the experimental development, different theories and computational models have been developed to treat the helix-helix electrostatic interaction. There have been primarily two types of polyelectrolyte theories used to treat helix-helix interactions: the Poisson-Boltzmann (PB) theory (48) (49) (50) (51) (52) (53) (54) (55) and the counterion condensation (CC) theory (56) . Both theories have been very useful in predicting many thermodynamic properties of nucleic acids and proteins in salt solutions. For the helix-helix interaction, however, the PB theory, which ignores the interion correlations, predicts only repulsive force (57) . In contrast, the CC theory predicts attractive forces in both monovalent and multivalent ion solutions and the CC theory attributes the attraction to the increased ion entropy (58) (59) (60) (61) .
Computer simulations have shown that attraction occurs only in the presence of multivalent ions (62) (63) (64) (65) (66) (67) (68) (69) (70) (71) (72) . Models based on the simplified structures of the helices (in an asymptotically dilute salt solution) suggest that the attraction may arise from the correlated ion configurations on the surface of the approaching polyelectrolytes (73) (74) (75) (76) (77) (78) (79) (80) (81) (82) . When two highly charged polyelectrolytes (helices) approach each other, the strong electric field drives the ions between the helices to selforganize in order to lower the total energy. In the lowtemperature limit, the strongly correlated ions can form a Wigner crystal-like configuration and the attraction between two polyelectrolytes can be strong. As the temperature is increased, the Wigner crystal-like ion configuration would be disrupted gradually and the strength of attraction decreases. Both experiments (38, 46) and computer simulations (63, 66, 69, 79) have suggested the existence of the correlated states of the ions. However, the simplified models cannot treat detailed helix structure, which can be essential in the quantitative prediction of the interhelix force. In this study, we aim to obtain a detailed microscopic picture for the ion-mediated helix-helix interaction for realistic nucleic acid helix structures.
Recently, we developed a statistical mechanical theory (denoted the tightly bound ion theory, abbreviated as TBI theory) for nucleic acid molecules. An advantage of the theory is that it can explicitly account for the correlations and the fluctuations for bound ions near the molecule surface (83) . As tested against experiments, computer simulations, and the PB and the CC theories (83) , the TBI theory gives reliable ion-dependent predictions such as the ion dependence of the helix-coil transition for DNA in both NaCl and MgCl 2 solutions (84) . In this study, we apply the TBI theory to investigate the ion-mediated nucleic acid helix-helix interactions. Compared with the previous simplified models, the present TBI theory (83, 84) is based on realistic helical structure at the atomic level and can treat the dependence on the charge, the concentration, and the size of the added salt ions in the supporting solutions. Moreover, the present model can account for the different binding modes of the bound ions and the fluctuations of the binding modes and the electrostatic and excluded volume correlations between the bound ions. The fluctuations and correlations can play significant roles for multivalent ions such as Mg 21 ion solution. In this work, based on the TBI theory, we calculate the electrostatic free energy for two parallel nucleic acid helices of finite length in the presence of monovalent or divalent salt solutions. We investigate how the helix-helix interaction depends on the ion valency, ion size, ion concentration, and solvent dielectric constant. We also analyze the driving force for the ion-mediated helix-helix attraction. In addition, we compare the predictions with the experimental measurements on osmotic pressure of DNA array as well as with Monte Carlo simulations.
THEORY AND METHODS

Tightly bound ions and tightly bound region
The primary motivation to develop the tightly bound ion (TBI) theory is to go beyond the mean-field approach by treating the ion correlation and fluctuation effects for polyelectrolyte systems (83, 84) . The basic idea is to classify two types of ions according to ion-ion correlation strength: the (strongly correlated) tightly bound ions and the (weakly correlated) diffusively bound ones. Correspondingly, the solution can be divided into two regions: the tightly bound region and the diffusively bound region. The motivation to distinguish the two types of ions is to treat them separately. For the (weakly correlated) diffusively bound ions, we use PB; for the (strongly correlated) tightly bound ions, we use a separate treatment to explicitly account for the ion correlations and fluctuations.
The tightly/diffusively bound regions are determined by the ion-ion correlation condition. We consider 1), the electrostatic correlation, measured by the parameter G(r), GðrÞ ¼ ðzqÞ
and 2), the excluded volume correlation, measured by the ion radius r c and the Wigner-Seitz radius a ws (r) (83, 84) . In Eq. 1, r is the position vector, zq is the charge of cations, e is the dielectric constant of solute, and a ws (r) is the Wigner-Seitz radius, which is given by the cation concentration c(r) in excess of the bulk concentration c 0 (73), 4p 3 ½a ws ðrÞ 3 ½cðrÞ ÿ c 0 ¼ 1:
The tightly bound region is defined as position r such that either G(r) is larger than a critical value G c so the Coulombic correlation is strong, or a ws (r) is smaller than (r c 1 Dr) so ions are so crowded that they can easily bump into each other (83, 84) :
GðrÞ $ G c ; 2a ws ðrÞ # 2ðr c 1 DrÞ:
Here, Dr is the mean displacement of ions deviating from their equilibrium positions, and 2(a ws (r) ÿ Dr) is the closest distance of approach between two ions before they overlap.
Equation 3 gives the criteria to characterize the strong Coulombic and excluded volume correlations, respectively. The value G c is chosen to be 2.6, the critical value for the gas-liquid transition point in ionic systems (85) (86) (87) , and Dr=d ' 0:1 is used as the melting point for the correlated structure according to Lindemann's melting theory (88) (89) (90) .
As an approximation, we compute c(r) using the nonlinear PB equation
where a denotes the ion species, z a q is the charge of the ion, and c a 0 is the bulk ion concentration. The value r f is the charge density for the fixed charges, e 0 is the permittivity of free space, and c(r) is the electrostatic potential at r. From c(r) and Eq. 3, we can unambiguously define the tightly bound region (83, 84) . In Fig. 1 we show examples of the tightly bound regions around two parallel DNA helices separated at different distances.
FIGURE 1
The tightly bound regions around two parallel 12-bp B-DNA helices in a divalent ion solution with different interaxis separations: (a) 50 Å ; (b) 36 Å ; and (c) 22 Å . The divalent salt concentration is 0.1 M and the cation radius is 3.5 Å . The red spheres represent the phosphate groups and the green dots represent the points at the boundaries of the tightly bound regions. The B-DNA helices are produced from the grooved primitive model (83, 84, 118) .
Partition function
For two N-bp double-stranded nucleic acid molecules, there are a total of 4N phosphates. We divide the whole tightly bound region into 4N cells, each around a phosphate. In a tightly bound cell, say, the i th cell, there can exist m i ¼ 0, 1, 2. . . tightly bound ions. The set of the 4N numbers {m 1 , m 2 , . . ., m 4N } defines a binding mode for the system of two N-bp helices. A large number of such binding modes exist. The total partition function of the system is given by the sum over all the possible binding modes M,
where Z M is the partition function for a given binding mode M (83,84),
Here, Z (id) is the partition function for the uniform solution without the polyelectrolyte. The value c 1 denotes the total counterion concentration. The value N b is the number of tightly bound ions for the mode M, and R i denotes the position of the i th bound ion. The configurational integral
provides a measure for the free accessible space for the N b tightly bound ions.
Throughout the article, we use the following conventions for the notations:
Superscripts b, d, and tot denote the tightly bound ions, the diffuse ions, and the total (bound and diffuse) ions, respectively; Subscripts E and S denote the energy (enthalpy) and the entropic free energy (ÿTS, where S is the entropy), respectively; Over-lines denote the statistical average over all the possible binding modes.
In Eq. 7, G The value G b E in Eq. 7 is the mean Coulombic interaction energy between all the charge-charge pairs (including the phosphate groups and the tightly bound ions) in the tightly bound region (83, 84) ,
where F 1 (i) is the potential of mean force for the Coulomb interactions between charges within a tightly bound cell i, and F 2 (i, j) is for the interactions between charges in different tightly bound cells i and j. For the twohelix system, i and j can be the tightly bound cells in the same helix or in different helices. Since the interactions between the cells in different helices is dependent on the interhelix separation x, the potential of mean force F 2 (i, j) is x-dependent if i and j are for different helices. F 1 (i) and F 2 (i, j) are calculated as the average over all the possible positions R of the tightly bound ions in the respective cells (83, 84) ,
ÿu ii ðR i Þ=k B T ae;
where u ii represents the Coulomb interactions between the charges in cell i, and u ij the interactions between the charges in different cells i and j.
The value G d E in Eq. 7 is the free energy for the electrostatic interactions between the diffusive ions and between the diffusive ions and the charges in the tightly bound region.
The above classification for the enthalpy and entropy is based on several approximations. First, the electrostatic energy and entropy of the ions in solution are coupled to the dielectric property of the solvent, which, in the continuum solvent model, is represented by the dielectric constant. The dielectric constant is intrinsically related to the solvent entropy. Therefore, G 
Numerical computation
The computation of the electrostatic free energy for two helices with the TBI theory can be summarized in the following steps (83, 84) .
First, we solve the nonlinear PB (Eq. 4) to obtain the ion distribution c(r) for the two-helix system (83, 84) , from which we determine the tightly bound region using Eq. 3.
Second, we compute the pairwise potential of mean force F 1 (i) and F 2 (i, j) for different tightly bound cells (i and j values) from Eq. 9 by averaging over all the possible positions of the tightly bound ions inside the respective tightly bound cells. In the calculations for F 1 and F 2 , the excluded volume effects between ions and between ions and helices are accounted for by using a Lennard-Jones potential:
where r is the distance between the centers of ions and r 0 is the sum of the radii for the two spheres. Clearly the potentials of mean force are dependent on the detailed structure of the molecules (helices) and the size (and shape) of the ions. [8] [9] [10] [11] . Summation over the binding modes gives the total partition function Z (Eq. 6), from which we can calculate the electrostatic free energy for the helices. For long helices, there are a large number of binding modes, therefore, a brute-force exhaustive enumeration for all the modes is practically impossible. So we have developed a special numerical method to efficiently treat long helices by using a coarse-grained approximation for the low-probability (i.e., small p M ) modes. The details of the method are given in Appendix A.
RESULTS AND DISCUSSION
In this work, we focus on DNA helices. The same method and the physical mechanisms revealed here may also be applicable to RNA helices. To investigate the possible attraction between finite-length helices, we choose a model system with two parallel helices, each of length equal to one helix pitch. We compute the free energy G(x) of the system as a function of the interhelix distance x. We use DG(x) to denote the free energy change of the system as the helices approach each other from N far apart, DGðxÞ ¼ GðxÞ ÿ GðNÞ;
where G(x) and G(N) are determined from Eq. 12. We treat x ¼ 50 Å as the outer reference distance (for separated DNA helices), i.e., we treat G(50 Å ) as G(N). Our control test shows that the results are not sensitive to the choice of the large reference distance 50 Å .
In this section, we use the TBI theory to analyze the general mechanism for the possible attraction between two helices in the presence of divalent salt ions. We then investigate how the ion valency, ion concentration, ion size, and solvent dielectric constant affect the helix-helix interactions. In the next section, we calculate the osmotic pressure of DNA aggregated array and compare our predictions with the experimental measurements.
Driving force for ion-mediated helix-helix attraction
The predicted free energy DG(x) is shown as a function of the interhelix separation x in Fig. 2 for 0.01 M divalent salt. The free energy landscape DG(x) shows that the two helices attract each other for x * 28 Å and the most stable helixhelix configuration occurs at x ' 28 Å , where the free energy minimum is located. The results from the free energy landscape are in accordance with the previous findings that divalent ions can induce macroion-macroion attractions .
Is the ion-mediated attraction entropically or enthalpically driven? To answer this question, we calculate the total electrostatic energy DG E and the total entropic free energy DG S ,
from Eqs. 14 and 15, respectively. Fig. 2 shows that, when the two helices approach each other from N, DG E (x) decreases until x ' 22 Å . Thus, DG E (x) tends to give an attractive force for x * 22 Å . On the other hand, as the two helices approach each other, DG S (x) increases and thus tends to give a repulsive force. Therefore, the helix-helix attraction comes from the electrostatic energy DG E (x); i.e., the attraction is enthalpically driven. To understand the physical mechanism for the interhelix interaction, we examine the distance-dependence of the (bound) ion distribution and the free energy of the system. For large helix-helix separation, the helices and the associated bound ions are nearly independent with each other and the interhelix correlation is weak. The close approach between the two helices causes the following two effects.
First, in response to the enhanced electric field, more ions become tightly bound, causing a stronger charge neutralization (charge screening) for the polyanionic helices. This would weaken the average tendency of the repulsion between the two likely charged helices.
Second, the correlation between the tightly bound ions on the different helices becomes stronger. The (correlated) bound ions can self-organize to form the correlated low-energy states. Such correlated states can reach much lower energies than the (uncorrelated) mean-field states. So the interhelix correlation can cause a rapid decreasing of the electrostatic energy DG E (x) as x is decreased. This leads to an attraction between the helices. FIGURE 2 The free energy DG(x), the electrostatic energy DG E (x), and the entropic free energy DG S (x), calculated from the TBI theory, as functions of the interhelix separation x for 0.01 M divalent salt concentration. The minimum contact distance for parallel helices is ;x ' 20 Å .
In the correlated low energy states, the bound (divalent) ions tend to reside in the region of the lowest electric potential produced by all the bound and the diffusive ions as well as the phosphates on both helices. Shown in Fig. 3 are representative (most probable) low-energy binding modes and the mean charge neutralization for different phosphates for x ¼ 24 Å and 50 Å . From the (most probable) bound ion distribution for x ¼ 24 Å , we find that the strongest correlation occurs between ions bound to phosphates that are directly facing each other, such as phosphates P 1 and P 2 in Fig. 3 . To more efficiently lower the energy, ions have higher tendency to bind to these phosphates and the ion-binding to these phosphates is highly correlated. The most probable (lowest energy) binding mode gives a strong attractive force. For the binding mode depicted in Fig. 3 a, phosphate P 1 bound by a divalent cation would attract the negatively charged unbound phosphate P 2 . The statistical ensembleaveraged, mean-binding mode indicates that ions prefer to bind to the region between the two helices so as to interact with both helices strongly.
There exist a large number of ion binding modes with low-lying energies. These modes represent the correlated fluctuations of the ion-binding state. The multiplicity of these low-lying energy modes makes significant contributions to the helix-helix attraction.
In addition, as the helices approach each other, more ions become tightly bound and hence the ion entropy would decrease and the entropic free energy DG S (x) would increase. The competition between the decreasing (attractive) DG E (x) and the increasing (repulsive) DG S (x) results in an overall net decreasing (attractive) DG(x).
In the following sections, we show how the ion valency, ion concentration, ion size, and solvent dielectric constant affect the energy component DG E (x) and the entropy component DG S (x) and the shape of the free energy landscape for the interhelix interactions.
Ion valency effect on helix-helix interaction
Monovalent and divalent ions have contrasting effects on the helix-helix interaction. The values DG(x) of the systems with monovalent and divalent salts are shown in Fig. 4 , a and b, as functions of the interhelix distance x. As a comparison, the predictions from the TBI theory and from the PB theory are both shown in the figures. For monovalent salt, the TBI theory and the PB give nearly identical results for DG(x), and both PB and TBI theories predict only repulsive helix-helix interaction. For divalent salt, however, the TBI theory predicts an effective attraction between the two helices, while PB predicts a repulsive force. The different results for monovalent and divalent ions clearly show the role of the ion valency in helix-helix interaction. The findings from the TBI theory agree with the findings from the previous experiments (30) (31) (32) (33) (34) , computer simulations (62) (63) (64) (65) (66) (67) (68) (69) (70) (71) (72) , and theoretic analysis (73) (74) (75) (76) (77) (78) (79) (80) (81) (82) .
For monovalent salt, where ion-ion correlation is weak, there are only very small amounts of (strongly correlated) tightly bound ions. Consequently, PB and TBI theories give similar results. For divalent salt, the ion-ion correlation can be strong and there can be a significant amount of tightly bound ions, so the PB theory, which neglects the interion correlations, cannot provide an accurate description for the system. In contrast, the TBI theory can explicitly account for the ion-binding correlations and fluctuations and allows the tightly bound ions to self-organize into correlated configurations (83, 84) . As a result, TBI predicts a much lower free energy than the mean-field theory, especially for the short interhelix distance, where the correlation effect is strong.
To gain more detailed insights into the ion valency effect on helix-helix interaction, we analyze the components of the free energy DG(x): the electrostatic energy DG E (x) and the entropic free energy DG S (x) (see Eq. 19). Fig. 4 , c and d, show DG E (x) and DG S (x) as functions of the interhelix separation x for monovalent and divalent salts, respectively.
For the entropic free energy DG S (x), as the two helices approach each other, in general, the stronger electric field (for smaller x) around the polyanionic helices drives more cations to bind to the helix (especially between the two helices), which results in a decrease in the entropy of the ions and thus an increase in the entropic free energy DG S (x). In particular, when the helices are very close to each other (x ;20-30 Å ), the strong electric potential between the polyanionic helices would significantly restrict the freedom of the bound ions and thus cause a rapid decrease of ion entropy and hence a rapid rise of DG S (x). For the enthalpic free energy DG E (x), as discussed above, the (correlated) bound cations between the helices would self-organize and interact more strongly with the two negatively charged helices, which lead to a decrease in the electrostatic energy DG E (x). For smaller x, DG E (x) decreases more rapidly with x due to the large number of the bound ions between the helices and the smaller distance between the cations and the negatively charged phosphates. However, for very small helix-helix distance (x & 23 Å ) when helices are tightly packed, the volume exclusion between the bound ions and helices causes a slight increase in DG E (x). In fact, when the helices are very closely packed, a fraction of bound ions may be pushed out from the strongly correlated interhelix region due to the volume exclusion and the ionion electrostatic repulsion.
From Fig. 4 , c and d, we find that the TBI theory gives good agreement with the Monte Carlo simulations for DG E (x) (see Appendix D for the details on the Monte Carlo simulations). The competition between DG E (x) and DG S (x) results in the free energy landscape DG(x) ¼ DG E (x) 1 DG S (x). From Fig.  4 , we find the following distinctive features for the free energies of the system in monovalent and divalent ion solutions:
1. Because the (bound) divalent ions carry higher charges, for small x, the decrease in the electrostatic energy DG E (x) for divalent ions is more pronounced than for monovalent ions, i.e., as two helices approach each other, DG E (x) decreases faster in divalent ion solution than in monovalent ion solution.
2. The divalent ions, which carry higher charges, are more efficient in charge neutralization than monovalent ions. As a result, DG S (x) for divalent ions is much smaller than for monovalent ions, i.e., charge neutralization of the helix requires less divalent ions than monovalent ions. Consequently, as the helices approach each other, divalent ions have a smaller entropic decrease (i.e., smaller free energy DG S (x) increase) than monovalent ions. 3. The competition between DG E (x) and DG S (x) results in an apparent attractive force that tends to bring the two helices together in divalent ion solution in order to lower the free energy. However, in monovalent ion solution, no such attractive force exists, even for high salt concentrations. We note that the analysis here is also in qualitative accordance with the previous simulations for two likecharged spheres in monovalent and divalent salts (64, 65) .
Ion concentration effect on helix-helix interaction Fig. 4 , a and b, shows that the ion concentration has great influence on the helix-helix electrostatic interactions. We use c to denote the ion concentration. For monovalent ions, the increase of c significantly weakens the repulsion between DNA helices (see Fig. 4 a) . This is because higher c gives lower entropic cost for ion-binding and hence more bound ions. A larger number of bounds ions means stronger ionic screening (neutralization) for the helices and thus weaker helix-helix repulsion. For divalent ions, the relationship between DG(x) and c is more complicated (see Fig. 4 b) . As the divalent ion concentration c is increased, the attraction between the helices becomes stronger. However, as c continues to increase and exceeds a certain critical value c*, further addition of salt ions would weaken the attraction. For two helices of 10-bp in divalent ion solution, we find that c* ;0.1 M. The saltenhanced attraction at low c and the salt-weakened attraction at high c may correspond to the salt-induced bundle formation and bundle resolubilization for DNA helices (36, 37, 93) and for other polyelectrolyte molecules (43) (44) (45) (46) (47) .
Also shown in Fig. 5 are the minimum free energy DG min , the stable interhelix separation x min , and the mean equilibrium helix-helix distance x computed as
as functions of divalent salt concentration c. We find that DG min , x min , and x all show nonmonotonic behavior: to decrease with the increase of c (,c*), and to slightly increase with the addition of salt when c exceeds a critical value c*.
The predicted stable helix-helix separation x min shown in To understand the salt concentration c-dependence shown in Fig. 4 b, we further examine the electrostatic energy DG E (x) and the entropic free energy DG S (x). As shown in Fig. 4 d, with the increase of the (divalent) salt concentration c, the electrostatic energy DG E (x) increases monotonically, while DG S (x) decreases significantly for c , c* but the trend of decreasing stops for c . c*.
In the following, we analyze the microscopic mechanisms for such intriguing behaviors of DG S (x) and DG E (x). Our motivation here is to distinguish whether the helix-helix attraction is enthalpically driven or entropically driven, and how the different parts of the entropy play different roles in the process.
The entropic free energy DG S (x)
For higher ion concentration c, because of the lower entropic cost for ion-binding, more ions are bound to the helices and the charge neutralization is stronger. Therefore, as the two helices approach each other (i.e., x becomes smaller), the increase in the strength of the negative electric field (around the helices) and hence, the increase in the number of bound ions, are less pronounced for higher c. Consequently, the decrease of the entropy (and the increase of the entropic free energy DG S (x)) for smaller x would be less significant for higher c, For very high divalent ion concentration c * 0.1 M, the ionic entropy decrease upon binding is small and thus more ions would bind to the helices, resulting in possible fullneutralization or over-neutralization (charge inversion); see Figs. 5 and 6. In such cases, as the helices approach each other, the strong Coulomb repulsion between the large number of bound ions causes the ions to avoid each other, especially for the bound ions that reside between helices. Such effect can cause a saturation in the c-dependence of the number of the bound ions and of the free energy DG S (x); see Fig. 4 d (inset) . In fact, for the strongly overneutralized case, we find that the amount of the tightly bound ions (especially the tightly bound ions in the interhelix region) slightly decreases when the two helices become closer. Such a prediction is consistent with the results in a recent computer simulation (71) .
From the above discussion, we find that as the two helices approach each other, the number of the tightly bound ions (and DG S (x)) would increase for low c and slightly decrease for high c, and the c-dependence is related to charge inversion. This suggests the existence of a critical ion concentration c* such that DG S (x) increases with c for c , c* and decreases slightly for c . c*. From Figs. 4 d and 5 , we find that c* ;0.1 M.
From Fig. 4 d (inset), we also find that for c * c Ã and x ;30-40 Å , DG S (x) decreases slightly when the two helices are closer, indicating a (slight) entropic attractive force:
The total entropic free energy DG S (x) is the net result from the two different types of ions (the tightly bound ions and the diffusive ions). We would like to understand how the differ-
Diffusive ions. As shown in Fig. 6 a, for low ion concentration c & 0.1 M, as the two helices become closer, DG d S ðxÞ of the diffusive ions decreases, resulting in an apparent attractive force between the helices. This is because as the helices approach each other, the aggregation of the phosphate charges causes a stronger cation-attracting field and hence more bound ions (see Fig. 6 b) and stronger charge neutralization. As a result, the diffusive ions around the helices are less confined and have larger translational entropy (i.e., lower free energy DG 
In contrast, as the helices approach each other, N b (x) increases, which tends to cause a larger jDS b j (see Fig. 6 c) .
For low (divalent) ion concentrations (c ;0.001-0.01 M in Fig. 6 ), the N b (x)-effect dominates over the v b (x)-effect, resulting in a net increase of jDS b j (i.e., an increase in the entropic free energy DG b S ðxÞ) as x decreases. Therefore, for low ion concentrations, the DG b S ðxÞ profile gives no attractive force.
For high (divalent) ion concentrations (c ;0.1-0.2 M in Fig. 6 ), as x (* 30 Å ) decreases, the increase in N b is small (see Fig. 6 b) and the v b (x)-effect dominates. As a result, jDS b j decreases (i.e., DG b S ðxÞ decreases) with x, causing an apparent effective entropic attractive force (58); see Fig. 4 d, inset, and Eq. 21. However, we note that, as we show in the following section, the above entropic effect is weaker than the effect from the electrostatic energy DG E (x).
The electrostatic energy DG E (x)
As shown in Fig. 4 , b and d, DG E (x) increases with increased ion concentration c:
The salt dependence of electrostatic energy DG E (x) is a result of the competition between the ion-helix attraction and the ion-ion repulsion. For higher ion concentration, the helices are strongly neutralized (due to more bound ions). For example, the tightly bound ions neutralize ;97% and 70% phosphates in 0.1 M and 0.01 M divalent solutions, respectively, for two separated helices. The strong ion-helix attraction dominates the electrostatic energy DG E (x).
In a high-c solution, the helices are already significantly neutralized before they approach each other. Therefore, as the two helices become closer, the increase in N b in a lowconcentration c solution is much more pronounced than that in a high-c solution. Consequently, the enhancement in the ionhelix attraction is much more significant for a low c solution. Moreover, in a high-c solution, when the helices, bound by a large number of tightly bound ions, approach each other (e.g., for x ;20-30 Å ), the Coulomb repulsion between the bound ions would further damp the interhelix attraction. Such effect is particularly strong for the overneutralized case. As a result, DG E (x) is higher for higher ion concentration.
The total free energy DG(x)
The combination of DG E (x) and DG S (x) gives the total free energy DG(x) ¼ DG E (x) 1 DG S (x). For the divalent ions, from the folding energy landscape DG(x) shown in Fig. 4 c, we find that there exists a critical ion concentration c* (;0.1 M for the two-helix system), which is related to the charge overneutralization as shown in Fig. 5 . A higher ion concentration c would strengthen (weaken) the interhelix attraction to stabilize (destabilize) the two-helix system for c , c* (c , c*). The TBI theory shows that the full-neutralization by the multivalent ions is the starting point of the weakening of the helixhelix attraction. This is in accordance with the previous experimental measurements (43, 93) , theoretical predictions (94) , and computer simulations (71) .
In our TBI theory, the ions are assumed to have the charges of bare ions (i.e., completely dissociated ions in solution). Based on this assumption, the charge inversion occurs (83) and may be responsible for the weakening of ion-mediated helix-helix attraction at high concentration. As a caveat, we note that the charge inversion for a polyanion may be accompanied by the association of the co-ions (chloride ions) around the bound cations. Thus, a clearcut boundary for the charge inversion may not exist (37, 47) . Recently, a different possible mechanism for the resolubilization of DNA bundles has been proposed (93, 95) : at high concentration, multivalent ions cannot dissociate completely from the co-ions (chloride ions), thus the clusters of the multivalent ions with the associated chloride ions would carry less charges than bare ions. As a result, ions would become less effective to mediate the helixhelix attraction and thus helix-helix attraction is weaker.
Ion size effect on helix-helix attraction
Several experiments have demonstrated the important role of ion size in RNA collapse transition (22) , DNA condensation (39) , and the compaction of other polyelectrolyte molecules such as anionic rodlike M13 and fd viruses (44, 45) . In this section, we focus on the physical mechanism and quantitative prediction for the ion size effect. To be specific, we use different ion radii 2.5 Å , 3.5 Å , and 4.5 Å . As shown in Fig.  7 a, for small ion radius, the TBI theory predicts a smaller distance (x min and x x) between the helices, a lower minimum free energy (DG min ), and a stronger helix-helix attraction. In what follows, we discuss the ion size-dependence of the free energy landscape DG(x).
Smaller ions can make closer contacts with the phosphate charges. Such stronger cation-phosphate interaction would stabilize the tightly bound ions, causing a stronger charge neutralization for the polyanionic helices; see Fig. 7 c. For example, at c ¼ 0.01 M divalent ion concentration, the tightly bound ions with radii 2.5 Å and 4.5 Å neutralize ;75% and 60% phosphate charges, respectively. Therefore, in a solution of small ions, helices are highly neutralized. As the helices approach each other, the increase in the number N b of the tightly bound ions and the resultant decrease (increase) in the electrostatic energy (entropy) DG E (x) (DG S (x)) are smaller than in a solution of larger ions (see Fig. 7 
In addition, Fig. 7 b shows that for small x (&23 Å ), DG E (x) increases rapidly with a decreasing x. This is because the bound ions are pushed out from the strongly correlated interhelix region when the helices are very close. Such effect is stronger for more bulky ions because of the larger excluded volume, as shown in Fig. 7 b.
In Eq. 24, the ion size effect is stronger for the entropic DG S (x) than for the enthalpic DG E (x), and the net free energy DG(x) ¼ DG S (x) 1 DG E (x) gives a stronger decrease for smaller ions (see Fig. 7 a) :
As a result, the helices are more stabilized by smaller ions. Moreover, because smaller ions can make closer contact with the helices, the helices can be more closely packed at a smaller stable distance, causing a smaller interhelix distance and lower free-energy minimum (see Figs. 7 a and 8, a and b) :
The above results show that smaller ions are much more effective in inducing helix-helix compaction and the resultant helix-helix complex is much more compact.
The above results are in accordance with the recent experiments (22, 39, 44, 45) . The sensitivity of DG m and x min (or x) on the ionic radius might also (partially) account for the experimental finding that some divalent ions can condense DNA molecules whereas other divalent ions cannot. (1, 98, 99) . The binding of ions to bases may favor condensed DNA because of the stronger helix-helix attraction due to the specific charge distribution on the helix surface (77, 101) and the stronger flexibility for helix bending (98, 99, 102, 103) . The TBI model allows the bound ions to move around the phosphates and inside the grooves (83, 84) . However, the model does not treat the site-specific ion-binding.
The present TBI model does not treat the possible ion desolvation upon binding. In the folding of nucleic acid molecules, the polyanionic chain can fold into compact structures, some of which can form electrostatically attractive pockets for ion binding (6, 10) . In these pocket regions and in regions with ions bound to specific charged groups, ions can be desolvated. A dehydrated ion can have a much smaller size than a hydrated one. For example, the radius of a Mg 21 ion can change from 4.5 Å (hydrated) to 0.65 Å (fully dehydrated) in the dehydration process (6, 83, 84, 100) . The (small) dehydrated cations can approach the surrounding negatively charged groups at a much smaller distance and the interaction is much stronger. In addition, the dielectric effects (e.g., the dielectric discontinuity (83, 102) and the dielectric saturation (104)) result in a stronger charge-charge interaction owing to the decreased effective dielectric constant (83, 102, 104, 105) (as compared to the dielectric constant bulk solvent). To account for the dielectric effect, the distance-dependent dielectric constant e(r) has been introduced (104, 105) . The use of e(r) can cause a stronger charge-charge interaction, especially between the nearby charges, and a stronger ion-ion correlation and helix-helix attraction.
The dehydration and the dielectric effects are intrinsically related to each other (6) . The distance-dependent dielectric constant tends to lower the electrostatic free energy and to compensate the electrostatic penalty due to possible dehydration in the binding process. So a distance-dependent dielectric constant may favor the dehydration of the bound ions. Further development of the model would include both the ion desolvation and the dielectric effect.
Dielectric constant dependence of helix-helix attraction
Various experiments have demonstrated the important role of the dielectric property of solvent in DNA condensation (31, 35, 96, 106, 107) . For example, experiments have shown that the addition of methanol in solvent favors the ion-mediated DNA condensation and aggregations (31, 35, 96) . In this section, to be specific, we study the cases with dielectric constant e of solvent equal to 70, 78 (¼ dielectric constant of aqueous solvent at 25°C), and 90. In Fig. 9 a, we show the free energy landscape DG(x) predicted from the TBI theory as a function of interhelix distance x for different dielectric constants. From the DG(x) profile, we find that the decrease of dielectric constant enhances the attraction between the two helices.
The relationship between the helix-helix attraction and e can be understood as follows. The decrease of e weakens the dielectric screening of the solvent and thus strengthens the charge-charge interaction, including the ion-helix binding. As a result, smaller e leads to more bound ions and stronger charge neutralization of the helix. For example, in a 0.01 M divalent ion solution, the bound ions neutralize ;82% and 52% phosphate charges in e ¼ 70 and e ¼ 90 solvents, respectively (see Fig. 9 c) .
When the helices approach each other in a low-e solvent, owing to strong charge neutralization of the helices, the increase in the amount of the tightly bound ions is small, resulting in a smaller increase in the entropic free energy DG S (x) and a smaller decrease in the electrostatic energy DG E (x). Since DG S (x) shows a stronger e-dependence than DG E (x) (see Fig. 9 b) , the total free energy DG(x) ¼ DG S (x) 1 DG E (x) is lower (more negative) for smaller e, i.e., the helices have a stronger tendency to approach each other.
The above predictions from the TBI theory are in accordance with the experimental observations (31, 35, 96, 106, 107) . In the experiments, the addition of methanol, alcohol, and urea may influence not only the dielectric constant (the polarization of solvent molecules), but also the ion-binding specificity (hydrogenbond mediated ion-nucleic acid interaction). The ion binding specificity may play a role in the helix-helix interaction.
Length effect on helix-helix attraction Fig. 10 a shows that for helix length N ¼ 6-12 bp (of each helix) and x * 25 Å , the two-helix system has lower free energy DG(x) for longer helices. Fig. 10 b shows that the minimum free energy Dg min (¼ DG min /N) per basepair and the equilibrium interhelix distance x decreases with length N before saturation occurs for N * 10 bp.
For large N, the electric field near the helix surface is stronger, causing more ions to bind to helices and a lower freeenergy minimum DG min ¼ N Dg min . On the other hand, a larger number of bound ions means a stronger charge neutralization, which causes Dg min to become saturated for larger N. Therefore, as shown in Fig. 10 b, the equilibrium interhelix distance x would decrease with increasing N and then approaches a constant for N *10 bp. In contrast, from Fig. 10 a, the most stable interhelix separation x min (that gives DG min ) keeps nearly invariant (;28 Å ) for different N. The saturation of Dg min and x for N *10 bp and the weak FIGURE 8 (a) The minimum free energy DG min versus divalent ion radius for different divalent salt concentrations: 1 mM, 10 mM, and 100 mM (from top to bottom); (b) The equilibrium interhelix separation x (solid lines) and x min (dotted lines) corresponding to minimum free energy DG min as a function of cation radius for different divalent salt concentrations: 1 mM, 10 mM, and 100 mM (from top to bottom).
N-dependence of x min suggest that the predicted results for finite helices may be applicable to experiments for longer helices.
Computational and experimental studies have been performed to investigate the helix length-dependence for helix-ion electrostatic interactions. It was found that the length-dependence (helix end effect) can be extended to larger lengths, especially in low (Na 1 ) salt (108) (109) (110) . The helix length-dependence in a divalent solution is weaker than in a Na 1 solution because of the much stronger ion binding and charge neutralization. In the present TBI model for the two-helix system, due to the exponentially increasing number of the possible ion binding modes, the partition function calculation for long helices is computationally demanding. Nevertheless, our calculations for the short helices are able to show the length-dependence and the asymptotic saturation effect of the length-dependence.
Comparisons with experimental measurements
Since experimental measurement for the folding energy landscape DG(x) and the force for the helix-helix system is difficult, direct quantitative theory-experiment comparisons on the folding energy landscape are not currently available. Nevertheless, for DNA array (DNA aggregates), the osmotic pressures have been measured experimentally by the osmotic stress technique (96, 97, 111, 112) . In this section, based on the pairwise DNA helix-helix interactions, we calculate the osmotic pressure and compare the results with the experimental data. For an hexagonal DNA array (59, 62, 101, 111, 112 ) (see Fig. 11 a) , the mean free energy Dg(x) per molecule, shown in the shaded hexagon formed by the dashed lines in Fig. 11 a, can be approximately calculated through the summation over the pairwise helix-helix interactions between nearest-neighbor pairs (59, 101, (111) (112) (113) ,
where + 6 i¼1 DG i ðxÞ is the total free energy between an helix and its six neighbors and the factor 1/2 is used to remove double-counting. The value DG i is the free energy for the twohelix system of a helix and its i th neighbor. Here we have neglected the nonadditive effect in multiple helix packing and kept only interactions between the nearest-neighboring helices (59, 101, (111) (112) (113) , i.e., when computing the interaction between two helices, we ignore the existence of other helices.
The osmotic pressure P(x) as a function of the helix-helix distance x can be calculated from (62, 101, 111, 112) PðxÞ ¼ ÿ @DgðxÞ @V ;
where V ¼ L 3 A is the volume of the hexagonal region around each helix, L is the length of each helix (L ¼ 3.4 N for B-DNA helix), and A ¼ ffiffi ffi 3 p x 2 =2 is the average cross section area per molecule in the DNA array (the area of the shaded hexagon in Fig. 11 a) .
Ion valency and ion concentration dependence of the osmotic pressure Fig. 11 b shows the relationship between the osmotic pressure and the interhelix separation for MnCl 2 and NaCl solutions. In the calculation, we use 3.5 Å for the radii of Na 1 (83, 84 21 's stronger binding affinity to nucleic acids (100,114) than Mg 21 . Fig. 11 b shows that the predictions from the TBI theory agree with the experimental measurements (96, 111) . For NaCl, the interhelix interaction is repulsive, while for MnCl 2 , the ion-mediated interaction is attractive (97) . Fig. 11 b also shows the salt-concentration effect on the osmotic pressure. For NaCl, the increase of salt concentration enhances ion binding (charge neutralization) as well as ionic screening, which causes a reduction in the interhelix repulsion (111, 112) . For MnCl 2 , the increase of salt concentration reduces the entropic cost for ion-binding. The self-organization of the bound ions and the lower entropic penalty lead to the stronger overall attraction and shorter helix-helix distance, as discussed above.
Ion size dependence of the osmotic pressure Fig. 11 c shows the osmotic pressure as functions of the interhelix separation for divalent ions with different radii. We use 3.5, 4.3, and 4.5 Å for the ion radii of Mn 21 , Ca 21 , and Putrescine 21 (100, 114) , respectively. The TBI predictions agree with the experimental data for different divalent ions. Smaller divalent ions result in a stronger attraction and closer stable helix-helix distance. This can be attributed to the stronger electrostatic ion-DNA attraction and the smaller excluded volume effect. Experiments found no measurable helix-helix attraction for Ca 21 and Putrescine 21 , while the TBI theory predicts a weak attraction. Such theory-experiment difference might be due to the site-specific ion-binding that has been ignored in the TBI theory.
Temperature dependence of the osmotic pressure
The osmotic pressures of the DNA aggregates in MnCl 2 are plotted as functions of the interhelix separation for different temperatures in Fig. 11 d. As we discussed in the previous sections, in accordance with the experimental findings (97, 101, 99, 115) , the TBI theory predicts that for a higher temperature, helix-helix attraction become stronger, because the dielectric constant of solvent is smaller (see Eq. 30). As a result, with the decreasing x, the osmotic pressure rises more steeply for higher temperature.
The differences between the experimental measurements and theoretical predictions may come from the following reasons: 1), The calculation of osmotic pressure assumes the additivity of the pairwise helix-helix interactions and includes only the interactions between the nearest-neighboring helices. 2), The theory cannot treat the possible sitespecific ion binding that might play a role in the experiments. 3), The calculation is based on helices of 10 bp, which are much shorter than the helices in experiments. 4), The theory cannot treat the hydration effects, which, as suggested in experiments, may play an important role (96, 97) .
CONCLUSIONS AND DISCUSSION
The tightly bound ion theory can treat the correlations and the fluctuations for the bound ions (83) . The theory has been validated by extensive comparisons not only with computer (Monte Carlo) simulations and the PB and CC theories (83) , but also with helix-coil transition experiments for both Na 1 and Mg 21 ion solutions (84) . In this study, based on the TBI theory, we calculate the electrostatic free energy landscape DG(x) for a system of two parallel DNA helices and analyze the driving force for the ion-mediated helix-helix attraction. We then investigate how the ion valency, ion concentration, ion size, and solvent dielectric constant influence the free energy landscape DG(x) and the force between the helices. Our predictions agree with the available experiments and the Monte Carlo simulations. The following is a brief summary of our major findings:
1. The ion-mediated helix-helix attraction results from the decrease in electrostatic energy DG E (x) due to the selforganization of the bound ions between the helices, and the entropic effect DG S (x) opposes the close approach between the helices. Ion valency, ion concentration, ion size, and solvent dielectric constant can affect the competition between energy and entropy, which determines the overall helix-helix interaction. 2. For monovalent ions, both the PB and the TBI theories predict the repulsive interaction between two helices. For divalent ions, the TBI theory, which accounts for the correlations, predicts an effective attraction between the helices, while the PB theory predicts the helix-helix repulsion only. The TBI theory predicts that, depending on the ion concentration, two 10-bp helices in divalent ion solutions can be stabilized at a distance of 26-35 Å and the interhelix attractive force can reach ÿ0.37 k B T/bp for small divalent ions. 3. Ion concentration c plays an important role in the ionmediated attraction between DNA helices. In a divalent ion solution, interhelix attraction is stronger for higher ion concentration but decreases (slightly) when the ion concentration becomes very high (c . c* ¼ 0.1 M for two 10-bp helices in a divalent ion solution). Correspondingly, the equilibrium helix-helix distance decreases with the increase of ion concentration and increases slightly if ion concentration exceeds the critical value c*. 4. The ion-mediated attraction between DNA helices is dependent on ion size. Smaller ions would induce stronger helix-helix attraction and shorter equilibrium helix-helix distance.
5. The decrease in the dielectric constant would enhance the effective electrostatic helix-helix attraction. 6. The elevation of temperature favors a closer approach between the helices.
Although the present predictions agree with the available experimental measurements and the computer simulations, the theory is based on several simplified approximations. For example, we have neglected the possible deformation of the helices and the partially unfolded states of the helices (84) . Moreover, we consider only the parallel helices and neglect configurations with the tilted helices. For the tightly bound ions, we allow them to move in the tightly bound cells (including the grooves), but we do not consider the specific binding between ions and specific groups of the helices. For example, Mg 21 ions prefer to bind to DNA phosphate groups, while some other divalent metal ions (e.g., Cu 21 and Mn 21 ) can bind to both phosphates and bases (1, 98, 99) . We have also neglected the possible dehydration effect for bound ions in tightly bound regions (10) . In addition, in the calculation of the osmotic pressure, we assume the additivity for the helix-helix interactions and only consider the nearestneighbor helices in the array (60, 101, (111) (112) (113) . Nevertheless, the agreement with experimental measurements suggest that the present predictions are able to provide a physical mechanism for the electrostatic interactions between realistic nucleic acid helices. The full energy landscape of the two-helix system is determined by the complete ensemble of the two-helix configurations, including the rotated helix-helix configurations. Helix rotation is important for the close packaging of nucleic acid structures (61) . Studies (Tan and Chen, 2006 , unpublished) on two helices with arbitrary angles suggest a strong angle-dependence of the helix-helix interaction. For high Mg 21 concentration, the parallel configuration is most favorable because of the strongest attraction, while for very low Mg 21 concentration and for Na 1 solution, configurations with large helix-helix angles (extended configurations) are more favorable in order to achieve the maximum avoidance between the repulsive helices. The parallel and the extended configurations correspond to the strong and weak helix-helix correlations, respectively. A recent computer simulation revealed similar angle-dependence of the helix-helix interaction (71) .
The helix-helix interaction is important for DNA condensation and RNA collapse (1,2). The helix-helix attraction mediated by multivalent (z $ 2) ions has been considered to be responsible for the DNA condensation (30) (31) (32) (33) (34) (35) (36) (37) (38) (39) (40) . RNAs have more complex secondary and tertiary structural segments (e.g., different loops and helices) (1, (16) (17) (18) (19) . Therefore, RNA collapse can be more complicated than DNA condensation (1, (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) 125 21 can induce a more compact state than (high concentration) Na 1 ions. Experimental studies suggest that the tertiary contacts play indispensable roles in the formation of the compact and specific RNA structure (28, 29, 125) . Our study implies that in addition to the specific tertiary interactions and the nonspecific electrostatic screening effect, the helix-helix attraction can also make significant contributions to assist the folding of RNA. Moreover, RNA folding often involves multiple helices. The large number of helices may act cooperatively to further enhance the effect of helix-helix attraction in RNA folding.
APPENDIX A: TREATMENT FOR LONG HELICES
The TBI theory accounts for the discrete binding modes in order to treat the correlations and fluctuations for the bound ions. The tightly bound region is divided into 2N tightly bound cells for a N-bp nucleic acid helix, each around a phosphate. The number of the tightly bound ions in each of the 2N cells defines a binding mode. For example, if we allow, at most, two (or one) ions in each cell, there would be 3 2N (or 2
2N
) modes for the tightly bound ions. Our previous calculations based on TBI theory have shown that it is appropriate to assume that one tightly bound cell contains, at most, one tightly bound ion for both Na 1 and Mg 21 solutions (83, 84) . This is because for Na 1 , there are only very few tightly bound ions, and for Mg 21 , one tightly bound ion can change a negatively (ÿe) charged cell into a positively charged one (1e), which would inhibit further binding of the (positively charged) cations. Therefore, for an N-bp helix, the number of tightly bound modes can be practically limited to 2 2N . For a 10-bp DNA, the number of binding modes is 2 20 ¼ 1,048,576. But for longer nucleic acids, the number of binding modes increases exponentially with the length N; e.g., for a 20-bp DNA, there are 2 40 ' 1 3 10 12 binding modes, which makes an exhaustive enumeration of all the modes computationally impossible. To circumvent the problem, we have developed an approximate method to simplify the large number of the binding modes in the partition function calculation. The central idea of the method is to treat the low-probability (high free energy) modes and the high-probability (low free energy) modes separately. For the high-probability binding modes, we treat them rigorously, whereas for the large number of the low-probability modes, we use an approximate random sampling method. As discussed previously (83, 84) , for a fixed number of tightly bound ions N b , the difference in the free energy for the different binding modes is dominated by the electrostatic energy G b E (Eq. 8) inside the tightly bound region. For each N b , we identify the high-probability modes as those with low G b E . To reduce the computational complexity of the enumeration for binding modes, for all the possible numbers (N9 b , N9) such that N9 b # N9 and N9 # N, we compute the lowest energy for N9 b tightly bound ions residing in N9 tightly bound cells. First, we assign N9 b ions to the N9 phosphates according to the sequential lowest-energy principle (116) . We assign ion 1 to the phosphate with the most negative electric potential; after the assignment of ion-1, recalculate the electric potentials for the rest (empty) of the phosphates and assign ion-2 to the most negative (empty) phosphate. After the assignment of N9 b ions to the N9 phosphates, the N9 b ions are allowed to relax on the N9 phosphate sites. Every ion can jump to the rest N9 -N9 b empty sites (phosphates) with the jumping probability
where DE i is the change of the Coulomb energy for jumping to the empty site i. The lowest energy, or one of the lowest energies, can be found in a reasonable computational time because the sampling space is limited. In this way, we can obtain the lowest electrostatic energy E min or one of the lowest energies for different N9 b ions on N9 phosphates (N9 b # N9 # N). Then we can set a critical value of DE c to separate the low-energy (G b E # E min 1 DE c ) modes and high-energy (G b E . E min 1 DE c ) modes. In the enumeration of the binding modes for partition function calculation, for each of the low-energy modes, we calculate the partition functions using Eq. 7. For the high-energy modes, we randomly choose a large amount of highenergy modes and calculate their partition functions from Eq. 7. Therefore, the total partition function is given by the summation of the two parts,
where M l and M h are the number of the low-and high-energy modes, and M 0 is the number of the high-energy modes that are (randomly) selected. In this way, the thermodynamic properties for the system can be calculated. Although the above procedure depends on the selections of DE c and M 0 , as a control, we have tested the DE c and M 0 -dependence and compare the results with the exact mode enumeration for short helix lengths. As shown in Fig. 12 , the results are quite robust as tested against the different choices of DE c and M 0 .
APPENDIX B: STRUCTURAL MODEL FOR DNA HELIX
We adopt B-DNA as the structural model for DNA since B-DNA is the most common and stable form over a wide range of ionic conditions and sequences (1, 117) . In this study, a reduced atomic model, the grooved primitive model, is used to model DNA helix (83, 84, 118) ; see Fig. 1 . The grooved primitive model has been shown to be able to give detailed ion distribution that agrees well with the all-atomic simulations (118) . In the grooved model, we represent an N-bp DNA structure as two helical strands, each with N nucleotide units, around a central cylindrical rod of radius r core ¼ 3.9 Å . Two hard spheres are used to represent a nucleotide unit. A charged sphere with a point charge ÿe (e ¼ proton charge) at the center is used to represent the phosphate group and a electrically neutral sphere is used to represent the rest of the atoms. The phosphate sphere is placed at the center of the phosphate group and the neutral sphere lies between the phosphate sphere and the cylindrical rod. Both spheres have radius of r 0 ¼ 2.1Å (118) . For the canonical B-DNA, the phosphate charge positions (¼ the center of the charged sphere) (r 
APPENDIX C: PARAMETER SETS AND NUMERICAL DETAILS
In this work, the ions are assumed to be hydrated (83, 84) . The radii of the hydrated monovalent and divalent cations used in the calculations are 2.5 Å and 3.5 Å , respectively. The dielectric constant e of the interior of the molecule is set to be 12, which is an experimentally measured value (120) , and e of solvent is set as the value of bulk water (e ¼ 78 at 25°C). For a general temperature t (in Celsius), the following empirical formula is used for the solvent dielectric constant e (121), 
Both PB and TBI model require the numerical solution of the nonlinear PB equation. We have developed a three-dimensional algorithm to numerically solve the nonlinear PB equation (83) . A thin layer of one cation radius is added to the molecular surface to account for the excluded volume layer (charge-free layer) of cations (10, 83, 84) . We use the three-step focusing process to compute the detailed electrostatic potential near the molecules (48, 83, 84) . The grid size in the first run of the three-focusing process depends on the salt concentration used. Generally, we choose a grid-size six times larger than the Debye length, to effectively include the salt-screening effects in solution. The resolution of the first run varies with the grid size to make the iterative process computationally efficient (83, 84 
APPENDIX D: MONTE CARLO SIMULATION
In this work, to validate the predictions of the TBI theory for the two-helix system, with the use of the cell model (83, 108) , we perform the hybrid Monte Carlo (122) (123) (124) to calculate the electrostatic energy for the two helices in salt solution. The hybrid Monte Carlo method has been shown to give the improved sampling, compared with the canonical Monte Carlo method (122) (123) (124) . In the simulation, to remove (or minimize) the boundary effect, the size of the cell is always kept six times larger than the Debye length of the solution and the interhelix distance between two helices. The numbers of different ions in the simulational cell depend on the cell size, salt concentration, and helix length. The two helices are placed at the center of the cell, and the helices are kept fixed and the ions are allowed to move. The electrostatic potential energy for a given ion distribution of the system is computed as the sum of the Coulombic interactions (83, 108) ,
where i denotes ions in the cell, j(6 ¼ i) denotes ions in the cell and in the image cells, l denotes the phosphate groups, and z i q, z j q, and z l q are the charges of the respective ions and the phosphate groups. The first double summation accounts for the interactions between ions in the cell and all other ions (in the cell and the adjacent image cells). The second double summation accounts for the interactions between ions in the cell and the phosphate charges on the nucleic acid backbones. Following the simulation algorithm in Tan and Chen (83) and Olmsted et al. (108), we consider only the nearest adjacent image cells. For each Monte Carlo move of the ions, we compute the energy change DE(¼ DE p 1 DE k ) of the system, and the acceptable probability exp(ÿDE/ k B T) for the particular move. Here, E k is the kinetic energy in which the velocity components are drawn from a Gaussian distribution (for details, see (122) ). The ions are simulated to move with the acceptable probabilities. Such a stochastic move process continues until the system reaches thermal equilibrium, from which the equilibrium properties of the system can be calculated.
We are grateful to Dr. Donald C. Rau for valuable discussions on DNA-DNA interactions.
