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1 Introduction
Let f ∈ C[x1, x2, x3] be a weighted homogeneous polynomial representing the germ of a simple
singularity of type A, D, or E. Let fT ∈ C[x1, x2, x3] be the corresponding Berglund–Hu¨bsch dual
of f (see Section 1.2). Fan–Jarvis–Ruan proved in [6], using also results of Givental–Milanov [10]
and Frenkel–Givental–Milanov [7], that the generating function of Fan–Jarvis–Ruan–Witten
(FJRW) invariants of fT can be identified with a tau-function of a specific Kac–Wakimoto
hierarchy. The identification however involves rescaling the dynamical variables of the Kac–
Wakimoto hierarchy and the precise values of the rescaling constants were left unknown. One
application of the results in this papers is to obtain explicit formulas for the rescaling constants.
Such an explicit identification is needed if one is interested in constructing a matrix model for
the FJRW invariants of fT , similar to the Kontsevich’s matrix model in [13]. We are not going
to compute the rescaling coefficients in this paper. The computation is straightforward and
it should probably be done only when needed. Let us try to explain instead why this small
technical detail leads to a very interesting problem in singularity theory.
Let us recall that for any singularity f there is a natural way to construct a semi-simple
Frobenius structure on the space of miniversal deformations of f (see [11]). The construction
depends on the choice of a primitive form in the sense of Saito [16] and it essentially coincides
with what Saito called flat structure. On the other hand, motivated by Gromov–Witten theory,
Givental introduced the notion of a total descendent potential for every semi-simple Frobenius
manifold (see [8, 9]). Givental conjectured [9] and Teleman proved [19] that if the Frobenius
structure corresponding to the quantum cohomology of a compact Ka¨hler manifold X is semi-
simple, then his definition coincides with the generating function of Gromov–Witten invariants
of X. Let us return to our settings, i.e., the case of a simple weighted homogeneous singularity f
on 3 variables. The standard holomorphic volume form dx1 ∧ dx2 ∧ dx3 is primitive. Therefore,
following Givental, we can define total descendent potential. The latter will be called, the total
descendent potential of f . Fan–Jarvis–Ruan proved in [6] that the generating function of FJRW
invariants of fT coincides with the total descendant potential of f . Furthermore, Givental–
Milanov [10] and Frenkel–Givental–Milanov [7] proved that the total descendant potential of f
is a tau-function of the principal Kac–Wakimoto hierarchy of the same type A, D, or E as the
singularity f . Finally, the outcome of the above work is that the generating function of FJRW
This paper is a contribution to the Special Issue on Primitive Forms and Related Topics in honor of Kyoji
Saito for his 77th birthday. The full collection is available at https://www.emis.de/journals/SIGMA/Saito.html
ar
X
iv
:2
00
3.
12
82
0v
2 
 [m
ath
.A
G]
  2
4 A
ug
 20
20
2 T. Milanov and C. Zha
invariants of fT is a tau-function of an appropriate Kac–Wakimoto hierarchy. However, there is
still a small gap in this statement. Namely, while the state space of FJRW theory is identified
explicitly with the Milnor ring of the singularity (see [6]), the identification of the Milnor ring
and the Cartan subalgebra of the corresponding simple Lie algebra is given by a period map and
it is not explicit. In order to obtain an explicit identification, we need to determine the image of
the root lattice in the Milnor ring of the singularity. This is exactly the problem that we want
to solve in this paper.
1.1 Simple singularities
Let us give a precise statement of the problem that we want to solve. Let f(x1, x2, x3) =
g(x1, x2) + x
2
3, where g is one of the polynomials listed in the following table:
Type AN DN E6 E7 E8
g xN+11 + x
2
2 x
2
1x2 + x
N−1
2 x
3
1 + x
4
2 x
3
1 + x1x
3
2 x
3
1 + x
5
2
The polynomial f represents the germ of a simple singularity at x = 0. Let
Hf := C[x1, x2, x3]/(fx1 , fx2 , fx3)
be the Milnor ring of f , where fxi :=
∂f
∂xi
. Let us denote by ( , ) the residue pairing on Hf
corresponding to the standard volume form ω = dx1 ∧ dx2 ∧ dx3, that is,
(φ1(x), φ2(x)) := Resx=0
φ1(x)φ2(x)ω
fx1fx2fx3
.
The hypersurfaces Vλ =
{
x ∈ C3 | f(x) = λ} for λ 6= 0 are non-singular and their union has
a structure of a smooth fibration on C\{0} known as the Milnor fibration. Let us fix a reference
point λ = 1 and consider the middle homology group H2(V1;Z), known also as the Milnor lattice.
Our interest is in the period vectors I
(−1)
α (λ) ∈ Hf defined by(
I(−1)α (λ), φi
)
:=
1
2pi
∫
αλ
φi(x)
ω
df
,
where α ∈ H2(V1;C), φi(x) (1 ≤ i ≤ N) is a set of polynomials representing a basis of Hf ,
αλ ∈ H2(Vλ;C) is obtained from α via a parallel transport along some reference path, and ωdf
is the so-called Gelfand–Leray form (see [1]). Alternatively, we can view each period vector as
a multivalued analytic function I
(−1)
α : C \ {0} → Hf .
Let us assign degree ci ∈ Q>0 to xi (1 ≤ i ≤ 3), such that, the polynomial f has degree 1.
Then the Milnor ring becomes a graded ring. The highest possible degree of a homogeneous
element in Hf is D =
3∑
i=1
(1− 2ci) = 1− 2h , where h is the Coxeter number of the corresponding
root system. Put θ := D2 −deg, where deg : Hf → Hf is the linear operator uniquely determined
by the following condition: if φ is a weighted homogeneous element of degree d, then deg(φ) = dφ.
For homogeneity reasons, the period vectors have the form
I(−1)α (λ) =
λθ+1/2
Γ(θ + 3/2)
Ψ(α), (1.1)
where Ψ: H2(V1;C) → Hf is a linear isomorphism. Our goal is to compute the image of the
Milnor lattice H2(V1;Z) via the map Ψ. The solution to this problem is given in Section 2.
Explicit formulas for the image of the Milnor lattice via the map Ψ are given in Sections 2.3–2.7.
The main feature of our answer is that it involves various Γ-constants and roots of unity. The
second goal of our paper is to show that although the formulas look cumbersome, in fact there
is an interesting structure behind them.
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1.2 K-theoretic interpretation of the Milnor lattice
It turns out that our answer can be stated quite elegantly via relative K-theory. The idea to look
for such a description comes from the work of Iritani [12], Chiodo–Iritani–Ruan [4], and Chiodo–
Nagel [5]. More precisely, Iritani was able to prove in [12] that the Milnor lattice of the mirror of
a Fano toric orbifold X can be identified with the topological K-ring K0(X). The identification
uses a period map to embed the Milnor lattice in H∗(X;C) and a certain Γ-class modification
of the Chern character map to embed K0(X) in H∗(X;C). The lattice in H∗(X;C), obtained
either as the image of the Milnor lattice via the period map or as the image of K0(X) via the
Γ-class modification of the Chern character map, is known as Γ-integral structure in quantum
cohomology. Isolated singularities are almost never mirror models of a manifold. Nevertheless,
Chiodo–Iritani–Ruan have proposed an analogue of the Γ-integral structure for singularities of
Fermat type. The analogue of H∗(X;C) is played by the Milnor ring Hf , while K0(X) is replaced
with an appropriate category of equivariant matrix factorizations of f . Finally, Chiodo–Nagel
were able to find an isomorphism between Hf and an appropriate relative orbifold cohomology
group. Since, the Chern character gives an isomorphism between cohomology and K-theory and
the Grothendieck group of the category of matrix factorization also has the flavor of a topological
K-ring, after expecting more carefully the constructions in [4] and [5], we see that there is
a natural candidate for a Γ-integral structure for Fermat type singularities. After several trial
and errors we were able to find the correct topological K-ring and the correct modification of the
Chern character map. Moreover our proposal makes sense not only for Fermat type polynomials,
but more generally for an arbitrary invertible polynomial. Nevertheless, let us return to our
current settings of simple singularities. We believe that our results can be generalized to all
invertible polynomials, but that would require some additional work.
The polynomials f corresponding to a simple singularity are invertible polynomials in the
sense of [3] (see also [14]). Each polynomial is uniquely determined by a 3 × 3 matrix A =
(aij)1≤i,j≤3 with non-negative integer coefficients, such that,
f(x) =
3∑
i=1
xai11 x
ai2
2 x
ai3
3 .
Following Fan–Jarvis–Ruan (see [6]) we consider also the Berglund–Hu¨bsch dual polynomial
fT (x) =
3∑
i=1
xa1i1 x
a2i
2 x
a3i
3 .
Let GT be the group of diagonal symmetries of fT , that is,
GT :=
{
t ∈ (C∗)3 | ta1i1 ta2i2 ta3i3 = 1 ∀ i
}
.
Let aij (1 ≤ i, j ≤ 3) be the entries of the inverse matrix A−1. The group GT is generated by
the following elements
ρi =
(
e2piia
i1
, e2piia
i2
, e2piia
i3)
, 1 ≤ i ≤ 3.
Finally, let V T1 =
{
x ∈ C3 | fT (x) = 1}. Our main interest is in the topological relative K-
theoretic orbifold group
K0orb
([
C3/GT
]
,
[
V T1 /G
T
])
:= K0GT
(
C3, V T1
)
.
In general, there is no satisfactory definition of K-theory for non-compact spaces. However, in
our case the pair
(
C3, V T1
)
is GT -equivariantly homotopic to a pair of finite CW complexes, so
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we may think of
(
C3, V T1
)
as a GT -equivariant pair of finite CW -complexes. We refer to [18] for
some background on equivariant topological K-theory.
Motivated by Iritani’s Γ-integral structure in quantum cohomology (see [12]), we will now
construct a linear map
chΓ : K
0
orb
([
C3/GT
]
,
[
V T1 /G
T
])⊗ C // Horb([C3/GT ], [V T1 /GT ];C), (1.2)
which is a certain Γ-class modification of the orbifold Chern character map. For a GT -equivariant
space X and g ∈ GT , let us denote by Fixg(X) := {x ∈ X | gx = x} the set of fixed points.
The elements in the relative K-group will be identified with isomorphism classes [E → F ] of
two-term complexes E
d // F of GT -equivariant vector bundles, such that, the differential d
is a morphism of GT -equivariant vector bundles and d|V T1 : EV T1 → FV T1 is an isomorphism.
Note that for g ∈ GT , the restriction of a vector bundle E|Fixg(C3) decomposes as a direct sum of
eigen-subbundles Eζ and that the restriction to Fixg
(
C3
)
of every two term complex E
d // F
decomposes as a direct sum of two term subcomplexes Eζ
dζ // Fζ , where dζ = d|Eζ . We have
the following well known decomposition (e.g., see [2, Theorem 2]):
Tr : K0
GT
(
C3, V T1
)⊗ C ∼= //⊕g∈GT [K0(Fixg (C3),Fixg (V T1 ))⊗ C]GT ,
where [ ]G
T
denotes the GT -invariant part and the morphism Tr is defined by
Tr([E → F ]) =
⊕
g∈GT
⊕
ζ∈C∗
ζ[Eζ → Fζ ].
Remark 1.1. The above decomposition is proved in [2] in the case of absolute K-theory. How-
ever, using the long exact sequence of a pair, it is straightforward to extend the result to relative
K-theory as well.
The standard Chern character map gives an isomorphism
ch: K0
(
Fixg
(
C3
)
,Fixg
(
V T1
))⊗ C // Hev(Fixg (C3),Fixg (V T1 );C).
Finally, if G is a finite group acting on a smooth manifold M , such that the quotient groupoid
[M/G] is an effective orbifold, then H∗(M/G;C) ∼= [H∗(M ;C)]G. Indeed, for a finite group G
the operation taking G-invariants is an exact functor from the category of G-vector spaces to
the category of vector spaces. Therefore
H i(M/G;C) ∼= H i([Γ(M,A∗M )]G) = [H i(M,A∗M )]G ∼= [H i(M ;C)]G,
where A∗M is the sheaf of smooth differential forms on M with complex coefficients, the first
isomorphism is Satake’s de Rham theorem for orbifolds (see [17]), and the last one is the de
Rham’s theorem for the manifold M . Using the long exact sequence of a pair, we get also that
H i(M/G,N/G;C) ∼= [H i(M,N ;C)]G for any G-invariant submanifold N ⊂ M . On the other
hand, by definition,
H∗orb
([
C3/GT
]
,
[
V T1 /G
T
]
; k
)
=
⊕
g∈GT
H∗
(
Fixg
(
C3
)
/GT ,Fixg
(
V T1
)
/GT ; k
)
, k = Q,R,C.
Therefore, the composition c˜h := ch ◦Tr defines a ring homomorphism
c˜h: K0orb
([
C3/GT
]
,
[
V T1 /G
T
])⊗ C // Hevorb([C3/GT ], [V T1 /GT ];C),
which is the orbifold version of the Chern character map. Clearly c˜h is an isomorphism over C.
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Remark 1.2. Orbifold cohomology H∗orb has two natural gradings – standard topological degree
grading coming from the topological space underlying the orbit space and Chen–Ruan grading.
In this paper we work with the topological grading and the topological cup product.
Let us recall also the definition of the Γ-class. If E ∈ K0orb
([
C3/GT
])
:= K0
GT
(
C3
)
is
an orbifold vector bundle and Tr(E) =
∑
g
∑
ζ ζEζ , then each eigenvalue ζ = e
2piiα, where
0 ≤ α < 1 is a rational number and we define
Γ̂(E) =
∑
g
∏
ζ=e2piiα
rk(Eζ)∏
i=1
Γ(1− α+ δζ,i) ∈ Hevorb
([
C3/GT
])
,
where δζ,i (1 ≤ i ≤ rk(Eζ)) are the Chern roots of the vector bundle Eζ . If E =
[
TC3/GT
]
is the orbifold tangent bundle, then the Γ-class is denoted by Γ̂
([
C3/GT
])
. The map (1.2) is
defined by the following formula:
chΓ([E → F ]) := 1
2pi
Γ̂
([
C3/GT
]) ∪ (2pii)degCι∗c˜h([E → F ]),
where degC(φ) = iφ for φ ∈ H2iorb
([
C3/GT
]
,
[
V T1 /G
T
]
;C
)
and ι∗ is an involution in orbifold
cohomology that exchanges the direct summands corresponding to g and g−1. Note that the
definition of ι∗ makes sense because Fixg = Fixg−1 .
Theorem 1.3. There exists a linear isomorphism
mir: Hf // H
∗
orb
([
C3/GT
]
,
[
V T1 /G
T
]
;C
)
,
such that, the map
mir−1 ◦ chΓ : K0orb
([
C3/GT
]
,
[
V T1 /G
T
]) ∼= // Ψ(H2(f−1(1);Z))
is an isomorphism of Abelian groups.
Unfortunately we do not have a conceptual definition of the map mir. Our definition is on
a case by case basis. We expect that H∗orb
([
C3/GT
]
,
[
V T1 /G
T
]
;C
)
has a natural identification
with the state space of FJRW-theory under which mir is identified with the mirror map of Fan–
Jarvis–Ruan (see [6]). Let us point out also that in all cases the following two properties are
satisfied:
1. If xm11 x
m2
2 x
m3
3 is a homogeneous monomial representing a vector in Hf , then its image
under mir is in the twisted sector corresponding to g = ρm1+11 ρ
m2+1
2 ρ
m3+1
3 .
2. The map mir is defined over Q, that is, mir provides an isomorphism
Q[x1, x2, x3]/(fx1 , fx2 , fx3) ∼= H∗orb
([
C3/GT
]
,
[
V T1 /G
T
]
;Q
)
.
2 Period map image of the Milnor lattice
2.1 Suspension isomorphism in vanishing homology
We will reduce the problem of computing periods of the hypersurface Vλ to computing periods
of the Riemann surfaces
Mµ :=
{
(x1, x2) ∈ C2 | g(x1, x2) = µ
}
.
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Consider the map Vλ → C, (x1, x2, x3) 7→ g(x1, x2). The fibers of this map are given by
Vλ,µ := Mµ ×
{−√λ− µ,√λ− µ}.
Suppose now that A ∈ H1(Mλ;Z) is any cycle. The following two maps
φ± : A× [0, 1]→ Vλ, (x1, x2, t) 7→
(
tc1x1, t
c2x2,±
√
λ(1− t))
have images that fit together and give a two-dimensional cycle α ∈ Vλ, that is, α = ΣA is the
suspension of the cycle A. It is known that the above suspension operation Σ: H1(Mλ;Z) →
H2(Vλ;Z) is an isomorphism (see [1, Theorem 2.9]).
Note that we may choose the basis of Hf to be such that φi = φi(x1, x2) does not depend
on x3. Then the integral
1
2pi
∫
αλ
φi
ω
df
=
1
2pi
∂λ
∫
αλ
d−1(φiω) =
1
2pi
∂λ
∫
αλ
x3φi(x1, x2)dx1 ∧ dx2,
where in the first equality we used the Stoke’s theorem (see [1, Lemma 7.2]). Using Fubini’s
theorem (see [1, Lemma 7.2]), we have∫
αλ
x3φi(x1, x2)dx1 ∧ dx2 =
∫ λ
0
(λ− µ)1/2
∫
Aµ
φi(x1, x2)dx1dx2
dg
dµ
−
∫ 0
λ
(−(λ− µ)1/2)
∫
Aµ
φi(x1, x2)dx1dx2
dg
dµ,
where the first integral represents integrating over φ+(A × [0, 1]), the second one over φ−(A ×
[0, 1]), and Aµ ∈ H1(Mµ) for µ = λt is obtained from A via the rescaling (x1, x2) 7→
(
tc1x1, t
c2x2
)
.
We get
1
2pi
∫
αλ
φi
ω
df
=
1
pi
∂λ
∫ λ
0
(λ− µ)1/2
∫
Aµ
φi(x1, x2)dx1dx2
dg
dµ. (2.1)
The image of the Milnor lattice H2(V1;Z) will be computed with formula (2.1).
2.2 Simple singularities and root systems
Let us first recall several well known facts about simple singularities, which will be needed in our
computation (see [1, Theorem 3.14]). The analytic continuation of I
(−1)
α (λ) along a loop around
λ = 0 yields I
(−1)
σ(α) (λ), where σ : H2(V1;Z) → H2(V1;Z) is the so-called classical monodromy
operator. Recalling the definition of Ψ (see formula (1.1)), we get the following relation:
Ψ(σ(α)) = −e2piiθΨ(α), (2.2)
where i :=
√−1. In particular, knowing the image of one cycle α allows us to find the image of
the entire σ-orbit of α.
Let us define
(α|β) := λ(I(0)α (λ), I(0)β (λ)),
where I
(0)
α (λ) := ∂λI
(−1)
α (λ). It is straightforward to check that
(α|β) = 1
pi
(Ψ(α), cos(piθ)Ψ(β)). (2.3)
It is known that (α|β) = −α ◦ β, where ◦ is the intersection pairing (see [10, 16]). In particular,
the form ( | ) takes integer values on the Milnor lattice.
Finally, let us also recall that we have the following remarkable facts (see [1, Theorem 3.14]):
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1. The set of vanishing cycles of the singularity f coincides with the set of all α ∈ H2(V1;Z)
such that (α|α) = 2.
2. The triple (Milnor lattice, set of vanishing cycles, pairing ( | )) form a root system of the
same type as the type of the singularity f , that is, the set of vanishing cycles corresponds
to the roots, the Milnor lattice corresponds to the root lattice, and ( | ) corresponds to
the invariant bilinear form.
3. The classical monodromy corresponds to a Coxeter transformation.
2.3 AN -singularity
Let us fix the following basis of Hf :
φi = x
i−1
1 , 1 6 i 6 N.
The residue pairing takes the form
(φi, φj) =
1
4h
δi+j,h, 1 6 i, j 6 N,
where h = N + 1 is the Coxeter number. The Riemann surface Mµ for µ 6= 0 is a non-singular
curve in C2 defined by the equation xN+11 + x22 = µ. The projection (x1, x2) 7→ x1 defines
a degree 2 branched covering Mµ → C, with branching points x1,k = µ
1
N+1 ηkN+1 (k ∈ ZN+1),
where ηN+1 := e
2pii/(N+1) and ZN+1 := Z/(N + 1)Z.
Let us construct a basis of H1(Mµ;Z) ∼= ZN . Cycles on Mµ can be visualized easily via their
projections on the x1-plane C. Let Lk (k ∈ ZN+1) be the line segment [0, x1,k] (in the x1-plane).
Let A′k be a loop in the x1-plane that starts at x1 = 0, it goes along the line segment Lk, just
before hitting the branched point x1,k it makes a small loop Ck counterclockwise around x1,k,
it returns back to the starting point along the line segment Lk, and then the loop continues to
travel in a similar fashion along Lk+1 except that this time we make a small loop C
−1
k+1 clockwise
around x1,k+1. In other words A
′
k = L
−1
k+1 ◦ C−1k+1 ◦ Lk+1 ◦ L−1k ◦ Ck ◦ Lk. Note that A′k lifts
to two loops Ak,a, a ∈ Z2 on Mµ, where the starting point of A′k lifts to x2,k,a := µ
1
2 (−1)a.
The cycles Ak,a satisfy the following relations Ak,0 = −Ak,1 and
N∑
k=0
Ak,a = 0. Let us asume
a ∈ Z2 \ {0} and k ∈ ZN+1 \ {0}, then we get N loops whose homology classes, as we will see
later on, represent a basis of H1(Mµ;Z).
Let us compute the periods of the holomorphic forms
φi(x1, x2)
dx1dx2
dg
= −x
i−1
1 dx1
2x2
along the cycles Ak,a. The paths Lk and Ck can be parametrized as follows:
Lk : x1 = η
k
N+1µ
1
N+1 t
1
N+1 , 0 6 t 6
(
1− 
µ
1
N+1
)N+1
,
Ck : x1 = η
k
N+1µ
1
N+1 + eiθ,
2k −N − 1
N + 1
pi 6 θ 6 2k +N + 1
N + 1
pi.
The integrals along the lifts of Ck contribute to the period integral terms of order O
(

1
2
)
. These
terms vanish in the limit → 0. The periods that we want to compute are independent of  for
homotopy reasons. Therefore, by passing to the limit → 0 we get∫
Ak,a
φi(x1, x2)
dx1dx2
dg
= (1− (−1))
(∫
Lk,a
−
∫
Lk+1,a
)
−xi−11 dx1
2x2
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=
(∫
Lk+1,a
−
∫
Lk,a
)
xi−11 dx1
x2
.
The integrals along Lk,a can be expressed in terms of Euler’s Beta function B(a, b) :=
Γ(a)Γ(b)
Γ(a+b) ,
∫
Lk,a
xi−11 dx1
x2
= (−1)a
∫ 1
0
ηkiN+1µ
i
N+1 t
i
N+1
−1dt
(N + 1)µ
1
2 (1− t) 12
= (−1)a η
ki
N+1µ
i
N+1
− 1
2
N + 1
B
(
i
N + 1
,
1
2
)
.
Let αk,a = ΣAk,a be the suspension. Recalling formula (2.1) and using that∫ λ
0
(λ− µ)1/2µadµ = λa+3/2B(a+ 1, 3/2), (2.4)
we get
(
I(−1)αk,a (λ), φi
)
:=
1
2pi
∫
αk,a
φi
ω
df
=
1
pi
∂λ
∫ λ
0
(λ− µ) 12
∫
Ak,a
φi(x1, x2)
dx1dx2
dg
dµ
= (−1)a η
ki
N+1
(
ηiN+1 − 1
)
2i
λ
i
N+1 .
Recalling the formulas for the residue pairing we get
I(−1)αk,a (λ) = 4h
N∑
i=1
(I(−1)αk,a (λ), φh−i)φi.
By definition θ(φi) =
(
1
2 − iN+1
)
φi. Therefore, using (1.1), we get
Ψ(αk,a) = (−1)a2
N∑
i=1
η−kiN+1
(
η−iN+1 − 1
)
Γ
(
1− i
N + 1
)
φi. (2.5)
Let us point out that formula (2.2) yields the following formulas for the classical monodromy
operator
σ(αk,a) = −αk+1,a+1 = αk+1,a, k ∈ ZN+1, a ∈ Z2.
The intersection pairing takes the form
(αk,1|αl,1) = 1
pi
(Ψ(αk,1), cos(piθ)Ψ(αl,1))
=
2
h
N∑
i=1
η
(l−k)i
N+1
(
1− cos
(
2ipi
h
))
= 2δk,l − δl−k,1 − δl−k,N ,
where k, l ∈ ZN+1 and the Kronecker delta is also on ZN+1. Note that (αk,1|αk,1) = 2, so αk,1
is a vanishing cycle. The determinant of the intersection pairing in the basis {αk,1}, that is, the
determinant of the matrix (αk,1|αl,1)Nk,l=1 is N + 1, which coincides with the determinant of the
Cartan matrix of the simple Lie algebra of type AN . Therefore, {αk,1} is a Z-basis of the root
lattice, that is, H2(Vλ;Z) and hence their images Ψ(αk,1) (see formula (2.5)) give a basis for the
image of the Milnor lattice in Hf .
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2.4 DN -singularity
Let us fix the following basis of Hf :
φi(x1, x2) =
{
xi−12 if 1 ≤ i ≤ N − 1,
2x1 if i = N.
The residue pairing takes the form
(φi, φj) =
1
2h
δi+j,N , 1 ≤ i, j ≤ N − 1, (φi, φN ) = −δi,N , 1 ≤ i ≤ N,
where h = 2N − 2 is the Coxeter number. The Riemann surface Mµ for µ 6= 0 is a non-singular
curve in C2 defined by the equation x21x2 + x
N−1
2 = µ. The projection (x1, x2) 7→ x2 defines
a degree 2 branched covering Mµ → C∗, with branching points x2,k = µ
1
N−1 η2k (1 ≤ k ≤ N−1),
where η = e2pii/h. Let A′k be a simple loop in C∗ around the line segment Lk := [0, x2,k], that is,
A′k is a loop starting at a point on the line segment Lk sufficiently close to 0, it goes along the
line segment Lk, just before hitting the branch point x2,k it makes a small loop Ck around it
and it returns back to the starting point along the line segment Lk, and finally it makes a small
loop C0 around 0. Clearly, the loop A
′
k = C0 ◦ L−1k ◦ Ck ◦ Lk lifts to a loop Ak in Mµ. Let us
compute the periods of the holomorphic forms
φi(x1, x2)
dx1dx2
dg
=

xi−12 dx2
2x1x2
if 1 ≤ i ≤ N − 1,
dx2
x2
if i = N,
along the cycle Ak. If i = N , then the period integral is just 2pii. Suppose that 1 ≤ i ≤ N − 1.
Let us parametrize A′k as follows:
C0 : x2 = e
iθ, 0 ≤ θ ≤ 2pi,
Lk : x2 = µ
1
N−1 η2kt, µ−
1
N−1 ≤ t ≤ 1− µ−
1
N−1 ,
Ck : x2 = µ
1
N−1 η2k + eiθ, 0 ≤ θ ≤ 2pi.
The integrals along the lifts of C0 and Ck contribute to the period integral terms of orders
respectively O
(
i−1/2
)
and O
(
1/2
)
. These terms vanish in the limit → 0. The two lifts of Lk,
before and after going around the branch point x2,k, have parametrizations, such that,
x2 = µ
1
N−1 η2kt, x1x2 =
√(
µ− xN−12
)
x2 = η
kµ1/2+1/h
(
1− tN−1)1/2t1/2,
where t varies from 0 to 1, and
x2 = µ
1
N−1 η2kt, x1x2 = −
√(
µ− xN−12
)
x2 = −ηkµ1/2+1/h
(
1− tN−1)1/2t1/2,
where t varies from 1 to 0. Now it is clear that the period integral, after passing to the limit
→ 0, takes the form∫
Ak
φi
dx1dx2
dg
= µ
mi
h −
1
2 ηmik
∫ 1
0
ti−
3
2
(
1− tN−1)−1/2dt,
where mi := 2i− 1 (1 ≤ i ≤ N − 1). The above integral can be computed as follows,∫ 1
0
ti−3/2
(
1− tN−1)−1/2dt = 1
N − 1
∫ 1
0
s(2i−1)
1
h−1(1− s)−12ds = 1
N − 1B
(
mi
h
,
1
2
)
.
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We get the following formulas:
∫
Ak
φi
dx1dx2
dg
=

1
N − 1µ
mi
h −
1
2 ηmikB
(
mi
h
,
1
2
)
, if 1 ≤ i ≤ N − 1,
2pii, if i = N.
Let αk = ΣAk be the suspension. Recalling formula (2.1) and using (2.4), we get
1
2pi
∫
αk
φi
ω
df
=

1
h
ηmik
λmi/h
mi/h
, if 1 ≤ i ≤ N − 1,
2iλ1/2, if i = N.
Therefore,
I(−1)αk (λ) = 2
N−1∑
i=1
ηmik
λmi/h
mi/h
φN−i − 2iλ1/2φN .
Note that θ(φi) =
(mN−i
h − 12
)
φi for 1 ≤ i ≤ N − 1 and θ(φN ) = 0. Therefore
Ψ(αk) = 2
N−1∑
i=1
ηmikΓ(mi/h)φN−i − iΓ(mN/h)φN , (2.6)
where mN = N − 1.
Remark 2.1. The numbers mih =
2i−1
h (1 ≤ i ≤ N − 1), mNh = 12 are the Coxeter exponents.
Put
vk = 2
N−1∑
i=1
ηmikΓ(mi/h)φN−i, 1 ≤ k ≤ N − 1,
and vN = iΓ(mN/h)φN .
Proposition 2.2. The image of the Milnor lattice under the map Ψ is the lattice in Hf with
Z-basis
β1 = v1 − v2, . . . , βN−1 = vN−1 − vN , βN = vN−1 + vN .
Proof. Using formula (2.3), it is straightforward to check that {vi}1≤i≤N is an orthonormal basis
of Hf with respect to the intersection pairing, that is, (vi|vj) = δi,j . We have Ψ(αk) = vk − vN
and Ψ(σαk)−Ψ(αk+1) = 2vN . Therefore, βi belongs to the image of the Milnor lattice. On the
other hand, since (βi|βi) = 2, we get that βi is the image of a vanishing cycle. Recalling the
root system interpretation of the set of vanishing cycles, we get that βi (1 ≤ i ≤ N) are simple
roots and that the corresponding Dynkin diagram is the Dynkin diagram of type DN . Since the
Milnor lattice is spanned by the set of vanishing cycles, the claim of the proposition follows. 
2.5 E6-singularity
Let us fix the following basis of Hf :
φi =
{
xi−12 if 1 6 i 6 3,
x1x
i−4
2 if 4 6 i 6 6.
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The residue pairing takes the form
(φi, φj) =
1
2h
δi+j,7, 1 6 i, j 6 6,
where h = 12 is the Coxeter number. The Riemann surface Mµ for µ 6= 0 is a non-singular curve
in C2 defined by the equation x31 + x42 = µ. The projection (x1, x2) 7→ x2 defines a degree 3
branched covering Mµ → C, with branching points x2,k = µ 14 ik, k ∈ Z4.
Let Lk (k ∈ Z4) be the line segment
[
0, µ
1
4 ik
]
. Let A′k be a loop in the x2-plane C going
around the branch points x2,k and x2,k+1 in the following way: the loop starts at 0, it goes
along the line segment Lk, just before hitting the branch point x2,k it makes a small loop Ck
counterclockwise around x2,k, it returns back to the starting point along Lk; then the loop travels
in a similar fashion along Lk+1 except that this time we make a small loop C
−1
k+1 in clockwise
direction around x2,k+1. Clearly, the loop A
′
k = L
−1
k+1 ◦ C−1k+1 ◦ Lk+1 ◦ L−1k ◦ Ck ◦ Lk lifts to
three loops Ak,a, a ∈ Z3 in Mµ, depending on how we choose the lift of the base point, i.e., the
x1-coordinate of the lift of the base point of A
′
k could take the following values: x1,a = µ
1
3 ηa3 ,
where η3 := e
2pii
3 .
Let us consider the loops Ak,a with a ∈ Z3 \{0} and k ∈ Z4 \{0}. Let us compute the periods
of the holomorphic forms
φi(x1, x2)
dx1dx2
dg
=

xi−12 dx2
3x21
if 1 6 i 6 3,
xi−42 dx2
3x1
if 4 6 i 6 6,
along the cycles Ak,a. As a byproduct of our computation we will get that the homology classes
of these 6 loops form a basis of H1(Mµ;Z). Let us parametrize A′k as follows:
Lk : x2 = i
kµ
1
4 t
1
4 , 0 6 t 6
(
1− 
µ
1
4
)4
,
Ck : x2 = i
kµ
1
4 + eiθ,
k − 2
2
pi 6 θ 6 k + 2
2
pi.
The integrals along the lifts of Ck contribute to the period integral terms of orders{
O
(

1
3
)
if 1 6 i 6 3,
O
(

2
3
)
if 4 6 i 6 6.
These terms vanish in the limit → 0. Therefore, under this limit, the periods of the holomorphic
forms
∫
Ak,a
φi(x1, x2)
dx1dx2
dg
=

(
1− η−23
)(∫
Lk,a
−
∫
Lk+1,a
)
φidx2
3x21
if 1 6 i 6 3,
(
1− η−13
)(∫
Lk,a
−
∫
Lk+1,a
)
φidx2
3x21
if 4 6 i 6 6,
where η3 := e
2pii
3 and the integral
∫
Lk,a
φidx2
3x21
=

∫ 1
0
ikiµ
i
4 t
i
4
−1dt
12µ
2
3 (1− t) 23 η2a3
=
iki
12
ηa3µ
i
4
− 2
3B
(
i
4
,
1
3
)
if 1 6 i 6 3,∫ 1
0
ik(i−3)µ
i−3
4 t
i−3
4
−1dt
12µ
1
3 (1− t) 13 ηa3
=
ik(i−3)
12
η2a3 µ
i−3
4
− 1
3B
(
i− 3
4
,
2
3
)
if 4 6 i 6 6.
12 T. Milanov and C. Zha
Then,∫
Ak,a
φi(x1, x2)
dx1dx2
dg
=

(
1− η−23
)(
1− ii) iki
12
ηa3µ
i
4
− 2
3B
(
i
4
,
1
3
)
if 1 6 i 6 3,(
1− η−13
)(
1− ii−3) ik(i−3)
12
η2a3 µ
i−3
4
− 1
3B
(
i− 3
4
,
2
3
)
if 4 6 i 6 6.
Let αk,a = ΣAk,a be the suspension. Recalling formula (2.1) and using (2.4)
(
I(−1)αk,a (λ), φi
)
:=
1
2pi
∫
αk,a
φi
ω
df
=
1
pi
∂λ
∫ λ
0
(λ− µ) 12
∫
Ak,a
φi(x1, x2)
dx1dx2
dg
dµ
=

√
3
12pi
ηa3e
−pi
6
iλ
i
4
− 1
6
Γ
(
3
2
)
Γ
(
i
4
)
Γ
(
1
3
)
Γ
(
i
4 +
5
6
) iki(1− ii) if 1 6 i 6 3,
√
3
12pi
η2a3 e
pi
6
iλ
i−3
4
+ 1
6
Γ(32)Γ
(
i−3
4
)
Γ
(
2
3
)
Γ
(
i−3
4 +
7
6
) ik(i−3)(1− ii−3) if 4 6 i 6 6.
Recalling the formulas for the residue pairing in the basis {φi} we get
I(−1)αk,a (λ) = 2h
6∑
i=1
(
I(−1)αk,a (λ), φ7−i
)
φi.
Recalling formula (1.1) and using that by definition
θ(φi) =

(
2
3
− i
4
)
φi if 1 6 i 6 3,(
1
3
− i− 3
4
)
φi if 4 6 i 6 6,
we get
Ψ(αk,a) =
√
3
pi
3∑
i=1
e
pi
6
iη2a3 Γ
(
1− i
4
)
Γ
(
2
3
)
i−ki
(
1− i−i)φi
+
√
3
pi
6∑
i=4
e−
pi
6
iηa3Γ
(
1− i− 3
4
)
Γ
(
1
3
)
ik(3−i)
(
1− i3−i)φi. (2.7)
Let us also point out that by using formula (2.2), we get the following formulas for the classical
monodromy operator:
σ(αk,a) = −αk+1,a+1, k ∈ Z4, a ∈ Z3.
Recalling formula (2.3), we get that the intersection pairing
(αk,a|αl,b) = 1
pi
(Ψ(αk,a), cos(piθ)Ψ(αl,b))
=
1
8
3∑
i=1
(
ηb−a3 i
(l−k)i + ηa−b3 i
(k−l)i) cos (( i4 − 23)pi)
sin
(
i
4pi
)
sin
(
pi
3
)(2− i−i − ii)
=
3∑
i=1
cos
(
2
3
(b− a)pi + i
2
(l − k)pi
)
cos
((
i
4 − 23
)
pi
)
sin
(
pi
3 )
sin
(
i
4
pi
)
.
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Let us identify Z3 \ {0} = {1, 2} and Z4 \ {0} = {1, 2, 3}. Every 1 ≤ a′ ≤ 6 can be written
uniquely in the form a′ = 3(a−1)+k, where 1 ≤ a ≤ 2 and 1 ≤ k ≤ 3. Let us define αa′ := αk,a.
The intersection pairings (αa′ |αb′) are straightforward to compute using the formula from above.
We get that (αa′ |αb′) coincides with the (a′, b′)-entry of the following matrix:
2 −1 0 −1 0 0
−1 2 −1 1 −1 0
0 −1 2 0 1 −1
−1 1 0 2 −1 0
0 −1 1 −1 2 −1
0 0 −1 0 −1 2
 .
The above matrix has determinant 3. Therefore, the set {αk,a | 1 ≤ a ≤ 2, 1 ≤ k ≤ 3} is a set
of linearly independent vanishing cycles. Since the set of all vanishing cycles is a root system of
type E6 and the determinant of the Cartan matrix of a root system of E6 is also 3, we get that
the {αk,a} is a set of simple roots. In particular, it is a Z-basis of the Milnor lattice.
2.6 E7-singularity
Let us fix the following basis of Hf :
φi =

xi−11 if 1 6 i 6 3,
x2x
i−4
1 if 4 6 i 6 6,
x22 if i = 7.
The residue pairing takes the form
(φi, φj) =

1
hδi+j,7, 1 6 i, j 6 6,
−16 , i = j = 7,
0, otherwise,
where h = 18 is the Coxeter number. The Riemann surface Mµ for µ 6= 0 is a non-singular curve
in C2 defined by the equation x31 + x1x32 = µ. The projection (x1, x2) 7→ x1 defines a degree 3
branched covering Mµ → C∗, with branching points x1,k = µ 13 ηk3 (0 6 k 6 2), where η3 = e
2
3
pii.
The method of constructing loops in Mµ is similar to that of DN -singularity. Let A
′
k be
a simple loop in C∗ around the line segment Lk := [0, x1,k], that is, A′k is a loop starting at
a point ˜ηk3 (0 < ˜  1) on the line segment Lk sufficiently close to 0, it goes along the line
segment Lk, just before hitting the branch point x1,k it makes a small loop Ck counterclockwise
around it, it returns back to the starting point along the line segment Lk, and finally it makes
a small loop C0 counterclockwise around 0. Clearly, the loop A
′
k = C0 ◦ L−1k ◦ Ck ◦ Lk lifts to
a loop Ak,a, a = 0, 1, 2 in Mµ, where a indicates the lift of the base point, that is, the base point
is lifted to (x1,k,a = ˜η
k
3 , x2,k,a =
(µ−˜3
˜
) 1
3 η
a− k
3
3 ). We will compute the period integrals along Ak,a
for 0 ≤ k, a ≤ 2. As a biproduct of our computation we will get that the following set of 7 loops
{A0,1, A1,1, A2,1, A0,2, A1,2, A2,2, A0,0} represents a basis of H1(Mµ;Z).
Let us compute the periods of the holomorphic forms
φi(x1, x2)
dx1dx2
dg
=

−x
i−2
1 dx1
3x22
if 1 ≤ i ≤ 3,
−x
i−5
1
3x2
dx1 if 4 ≤ i ≤ 6,
−dx1
3x1
if i = 7,
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along the cycle Ak,a. Let us parametrize A
′
k as follows:
C0 : x1 = ˜e
iθ,
2k
3
pi ≤ θ ≤ 2k + 6
3
pi,
Lk : x1 = η
k
3µ
1
3 t
1
3 ,
3
µ
6 t 6
(
1− 
µ
1
3
)3
,
Ck : x1 = η
k
3µ
1
3 + eiθ,
2k − 3
3
pi 6 θ 6 2k + 3
3
pi.
The integrals along the lifts of C0 and Ck contribute to the period integral terms of orders
respectively
O
(
˜i−1+
2
3
)
and O
(
1−
2
3
)
if 1 ≤ i ≤ 3,
O
(
˜i−4+
1
3
)
and O
(
1−
1
3
)
if 4 ≤ i ≤ 6,
O
(
˜0
)
and O
(
1
)
if i = 7.
In the limit ˜, → 0 all integrals along the loops C0 and Ck vanish except for the integral along C0
when i = 7. The latter however is straightforward to compute. Therefore, after passing to the
limit , ˜→ 0, we get
∫
Ak,a
φi(x1, x2)
dx1dx2
dg
=

(
1− η−23
) ∫
Lk,a
−φidx1
3x1x22
if 1 ≤ i ≤ 3,(
1− η−13
) ∫
Lk,a
−φidx1
3x1x22
if 4 ≤ i ≤ 6,
−2pii
3
if i = 7,
where η3 := e
2pii
3 and the integral
∫
Lk,a
−φidx1
3x1x22
=

∫ 1
0
−ηk(i−
1
3
)−2a
3 µ
1
3
(i− 7
3
)t
1
3
(i− 10
3
)dt
9(1− t) 23
= −η
k(i− 1
3
)−2a
3 µ
1
3
(i− 7
3
)
9
B
(
i
3
− 1
9
,
1
3
)
if 1 6 i 6 3,∫ 1
0
−ηk(i−4+
1
3
)−a
3 µ
1
3
(i−4− 2
3
)t
1
3
(i−4− 8
3
)dt
9(1− t) 13
= −η
k(i−4+ 1
3
)−a
3 µ
1
3
(i−4− 2
3
)
9
B
(
i− 4
3
+
1
9
,
2
3
)
if 4 6 i 6 6.
Let αk,a = ΣAk,a be the suspension. Recalling formula (2.1) and using (2.4)
(
I(−1)αk,a (λ), φi
)
:=
1
2pi
∫
αk,a
φi
ω
df
=
1
pi
∂λ
∫ λ
0
(λ− µ) 12
∫
Ak,a
φi(x1, x2)
dx1dx2
dg
dµ
=

−
√
3
9pi
η
k(i− 1
3
)−2a
3 e
−pi
6
iλ
i
3
− 7
9
+ 1
2
Γ(32)Γ(
i
3 − 19)Γ(13)
Γ( i3 − 79 + 32)
if 1 6 i 6 3,
−
√
3
9pi
η
k(i−4+ 1
3
)−a
3 e
pi
6
iλ
i−4
3
− 2
9
+ 1
2
Γ(32)Γ(
i−4
3 +
1
9)Γ(
2
3)
Γ( i−43 +
7
9 +
1
2)
if 4 6 i 6 6,
−2
3
iλ
1
2 if i = 7.
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Recalling the formulas for the residue pairing in the basis {φi} we get
I(−1)αk,a (λ) = h
6∑
i=1
(
I(−1)αk,a (λ), φ7−i
)
φi + 4iλ
1
2φ7.
Recalling formula (1.1) and using that
θ(φi) =

(
4
9
− i− 1
3
)
φi if 1 6 i 6 3,(
2
9
− i− 4
3
)
φi if 4 6 i 6 6,
0 if i = 7,
we get
Ψ(αk,a) = −
√
3
pi
3∑
i=1
e
pi
6
iη
k( 1
3
−i)−a
3 Γ
(
3− i
3
+
1
9
)
Γ
(
2
3
)
φi
−
√
3
pi
6∑
i=4
e−
pi
6
iη
k(4−i− 1
3
)−2a
3 Γ
(
7− i
3
− 1
9
)
Γ
(
1
3
)
φi + 2
√−piφ7. (2.8)
Recalling formula (2.2), we get the following formulas for the classical monodromy operator:
σ(αk,a) = −αk+1,a+1, k, a ∈ Z3.
Using formula (2.3), we get that the intersection pairing
(αk,a|αl,b) = 1
pi
(Ψ(αk,a), cos(piθ)Ψ(αl,b))
=
2
3
+
1
6
3∑
i=1
(
η
b−a+(l−k)(i− 1
3
)
3 + η
a−b+(k−l)(i− 1
3
)
3
) cos (( i3 − 79)pi)
sin
((
i
3 − 19
)
pi
)
sin
(
pi
3
)
=
2
3
+
1
3
3∑
i=1
cos
(
2pi
3
(
a− b+ (k − l)
(
i− 1
3
)))
cos
((
i
3 − 79
)
pi
)
sin
((
i
3 − 19
)
pi
)
sin
(
pi
3
) .
Let us identify Z3 = {0, 1, 2}. Every 1 ≤ a′ ≤ 7 can be written uniquely in the form a′ =
3(a− 1) + k + 1, 1 ≤ a ≤ 3, 0 ≤ k ≤ 2. Put αa′ := αk,a, where 0 ≤ a ≤ 2 is the remainder of a
modulo 3. Using the above formula, we get that the intersection pairing in the basis {αa′}1≤a′≤7
takes the form
2 1 1 0 1 1 0
1 2 1 0 0 1 1
1 1 2 0 0 0 1
0 0 0 2 1 1 0
1 0 0 1 2 1 0
1 1 0 1 1 2 0
0 1 1 0 0 0 2

.
The above matrix has determinant 2. Since the determinant of the Cartan matrix of the root
system of type E7 is also 2, the conclusion is the same as in the case of E6-singularity, that is,
the cycles (α1, . . . , α7) = (α0,1, α1,1, α2,1, α0,2, α1,2, α2,2, α0,0) form a Z-basis of the Milnor lattice
and hence their images under Ψ, computed by formula (2.8), give a Z-basis for the image of the
Milnor lattice in Hf .
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2.7 E8-singularity
Let us fix the following basis of Hf :
φi =
{
xi−12 if 1 6 i 6 4,
x1x
i−5
2 if 5 6 i 6 8.
The residue pairing takes the form
(φi, φj) =
1
h
δi+j,9, 1 6 i, j 6 8,
where h = 30 is the Coxeter number. The Riemann surface Mµ for µ 6= 0 is a non-singular
curve in C2 defined by equation x31 + x52 = µ. The projection (x1, x2) 7→ x2 defines a degree 3
branched covering Mµ → C, with branching points x2,k = µ 15 ηk5 , k ∈ Z5, where η5 = e
2
5
pii.
The method for constructing loops in Mµ is almost the same as that for E6-singularity. Let
us omit the similar narration, i.e., we define the loops Ak,a in the same way, except that now
a ∈ Z3 \ {0} and k ∈ Z5 \ {0}. We will see that the homology classes of these 8 loops form
a Z-basis of H1(Mµ;Z). Let us compute the periods of the holomorphic forms
φi(x1, x2)
dx1dx2
dg
=

xi−12 dx2
3x21
if 1 6 i 6 4,
xi−52 dx2
3x1
if 5 6 i 6 8,
along the cycle Ak,a. Let us parametrize A
′
k as follows:
Lk : x2 = η
k
5µ
1
5 t
1
5 , 0 6 t 6
(
1− 
µ
1
5
)5
,
Ck : x2 = η
k
5µ
1
5 + eiθ,
2k − 5
5
pi 6 θ 6 2k + 5
5
pi.
The integrals along the lifts of Ck contribute to the period integral terms of orders O
(

1
3
)
if
1 6 i 6 3 and O
(

2
3
)
if 4 6 i 6 6. These terms vanish in the limit → 0. Therefore, under this
limit, the periods of the holomorphic forms
∫
Ak,a
φi(x1, x2)
dx1dx2
dg
=

(
1− η−23
)(∫
Lk,a
−
∫
Lk+1,a
)
φidx2
3x21
if 1 6 i 6 4,
(
1− η−13
)(∫
Lk,a
−
∫
Lk+1,a
)
φidx2
3x21
if 5 6 i 6 8,
where η3 := e
2pii
3 and the integral
∫
Lk,a
φidx2
3x21
=

∫ 1
0
ηki5 µ
i
5 t
i
5
−1dt
15µ
2
3 (1− t) 23 η2a3
=
ηki5
15
ηa3µ
i
5
− 2
3B
(
i
5
,
1
3
)
if 1 6 i 6 4,
∫ 1
0
η
k(i−4)
5 µ
i−4
5 t
i−4
5
−1dt
15µ
1
3 (1− t) 13 ηa3
=
η
k(i−4)
5
15
η2a3 µ
i−4
5
− 1
3B
(
i− 4
5
,
2
3
)
if 5 6 i 6 8.
Then,∫
Ak,a
φi(x1, x2)
dx1dx2
dg
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=

(
1− η−23
)(
1− ηi5
)ηki5
15
ηa3µ
i
5
− 2
3B
(
i
5
,
1
3
)
if 1 6 i 6 4,
(
1− η−13
)(
1− ηi−45
)ηk(i−4)5
15
η2a3 µ
i−4
5
− 1
3B
(
i− 4
5
,
2
3
)
if 5 6 i 6 8.
Let αk,a = ΣAk,a be the suspension. Recalling formula (2.1) and using (2.4)
(
I(−1)αk,a (λ), φi
)
:=
1
2pi
∫
αk,a
φi
ω
df
=
1
pi
∂λ
∫ λ
0
(λ− µ) 12
∫
Ak,a
φi(x1, x2)
dx1dx2
dg
dµ
=

√
3
15pi
ηa3e
−pi
6
iλ
i
5
− 1
6
Γ
(
3
2
)
Γ
(
i
5
)
Γ
(
1
3
)
Γ
(
i
5 +
5
6
) ηki5 (1− ηi5) if 1 6 i 6 4,
√
3
15pi
η2a3 e
pi
6
iλ
i−4
5
+ 1
6
Γ
(
3
2
)
Γ
(
i−4
5
)
Γ
(
2
3
)
Γ
(
i−4
5 +
7
6
) ηk(i−4)5 (1− ηi−45 ) if 5 6 i 6 8.
Recalling the formulas for residue pairing, we get
I(−1)αk,a (λ) = h
8∑
i=1
(
I(−1)αk,a (λ), φ9−i
)
φi.
By definition,
θ(φi) =

(
2
3
− i
5
)
φi, if 1 6 i 6 4,(
1
3
− i− 4
5
)
φi, if 5 6 i 6 8.
Therefore, recalling formula (1.1), we get
Ψ(αk,a) =
√
3
pi
4∑
i=1
e
pi
6
iη2a3 Γ
(
1− i
5
)
Γ
(
2
3
)
η−ki5
(
1− η−i5
)
φi
+
√
3
pi
8∑
i=5
e−
pi
6
iηa3Γ
(
1− i− 4
5
)
Γ
(
1
3
)
η
k(4−i)
5
(
1− η4−i5
)
φi. (2.9)
Recalling formula (2.2), we get that the following formulas for the classical monodromy operator:
σ(αk,a) = −αk+1,a+1, k ∈ Z5, a ∈ Z3.
Recalling formula (2.3), the intersection pairing
(αk,a|αl,b) = 1
pi
(Ψ(αk,a), cos(piθ)Ψ(αl,b))
=
1
10
4∑
i=1
(
ηb−a3 η
(l−k)i
5 + η
a−b
3 η
(k−l)i
5
) cos (( i5 − 23)pi)
sin
(
i
5pi
)
sin
(
pi
3
)(2− η−i5 − ηi5)
=
4
5
4∑
i=1
cos
(
2
3
(b− a)pi + 2i
5
(l − k)pi
)
cos
((
i
5 − 23
)
pi
)
sin
(
pi
3
) sin( i
5
pi
)
.
Let us identify Z3 \ {0} = {1, 2} and Z5 \ {0} = {1, 2, 3, 4}. Every 1 ≤ a′ ≤ 8 can be written
uniquely in the form a′ = 4(a− 1) + k, where 1 ≤ a ≤ 2 and 1 ≤ k ≤ 4. Put αa′ := αk,a. Then
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the intersection matrix (αa′ |αb′) takes the following form:
2 −1 0 0 −1 0 0 0
−1 2 −1 0 1 −1 0 0
0 −1 2 −1 0 1 −1 0
0 0 −1 2 0 0 1 −1
−1 1 0 0 2 −1 0 0
0 −1 1 0 −1 2 −1 0
0 0 −1 1 0 −1 2 −1
0 0 0 −1 0 0 −1 2

.
The above matrix has determinant 1. Since the determinant of the Cartan matrix of the root
system of type E8 is also 1, the conclusion is the same as in the previous cases.
3 K-theoretic interpretation
The goal of this section is to prove Theorem 1.3.
3.1 Fermat cases
Let us compute explicitly the map chΓ for f(x) = f
T (x) = xa11 + x
a2
2 + x
a3
3 with a3 = 2. In fact,
our computation works for arbitrary a3 as well, except for one small technical detail, that is,
we will prove that the group K−1
GT
(
V T1
)
is torsion free. This fact should be true for any positive
integer a3, but the argument that we give works only if a3 = 2. The group
GT =
{
g = (g1, g2, g3) ∈ (C∗) | ga11 = ga22 = ga33 = 1
}
.
If g ∈ GT is such that I = {i | gi = 1} is a non-empty set, then it is easy to see that the map
x = (x1, x2, x3) 7→
(
xaii
)
i∈I induces isomorphisms Fixg
(
C3
)
/GT ∼= CI and Fixg
(
V T1
)
/GT ∼= HI ,
where HI ⊂ CI is the hyperplane
∑
i∈I yi = 1. Since the pair
(
CI , HI
)
is contractible the groups
K0
(
Fixg
(
C3
)
/GT ,Fixg
(
V T1
)
/GT
)
= H∗
(
Fixg
(
C3
)
/GT ,Fixg
(
V T1
)
/GT
)
= 0.
If g ∈ GT is such that gi 6= 1 for all i, then Fixg
(
C3
)
= {0} and Fixg
(
V T1
)
= ∅. Note that
the number of such g is N = (a1 − 1)(a2 − 1)(a3 − 1), that is, the multiplicity of the singularity
corresponding to the polynomial f .
Lemma 3.1. The group K−1
GT
(
V T1
)
is torsion free.
Let us postpone the proof of this lemma until Section 3.4. Note that K−1
GT
(
V T1
) ⊗ C = 0.
Therefore, according to the above Lemma 3.1, we have K−1
GT
(
V T1
)
= 0. The long exact sequence
of the pair
(
C3, V T1
)
yields the following exact sequence
0 // K0
GT
(
C3, V T1
)
// K0
GT
(
C3
)
// K0
GT
(
V T1
)
.
On the other hand, K0
GT
(
C3
)
coincides with the representation ring of GT , that is,
K0GT
(
C3
)
= Z[L1, L2, L3]/
(
La11 − 1, La22 − 1, La33 − 1
)
,
where Li = C3 × C is the trivial bundle with GT -action g · (x, λ) := (gx, giλ). Note that
TC3 ∼= L1 + L2 + L3 in the category of GT -equivariant bundles. We claim that
K0GT
(
C3, V T1
)
= (L1 − 1)(L2 − 1)(L3 − 1)Z[L1, L2, L3]/
(
La11 − 1, La22 − 1, La33 − 1
)
. (3.1)
Integral Structure for Simple Singularities 19
Indeed, note that si(x) = (x, fxi) is a G
T -equivariant section of L−1i . The Koszul complex
corresponding to the sequence (s1, s2, s3) has the form
L1L2L3 //
⊕
1≤i<j≤3 LiLj //
⊕
1≤i≤3 Li // C,
where C is the trivial bundle with trivial GT -action. The sequence (s1, s2, s3) is regular, so the
corresponding Koszul complex is a resolution of the structure sheaf of the zero locus {s1 = s2 =
s3 = 0}. The zero locus is {0} and since 0 /∈ V T1 the restriction of the Koszul complex to V T1
is exact, i.e., the Koszul complex represents an element of K0
GT
(
C3, V T1
)
. This proves that the
RHS of (3.1) is a Z-submodule of the LHS. Note that both the LHS and the RHS of (3.1) are
free Z-modules of rank N . Therefore, the quotient of LHS by RHS is a finite Abelian group.
In order to prove that the quotient is 0, it is sufficient to prove that if g ∈ K0
GT
(
C3
)
and mg
belongs to the RHS of (3.1) for some integer m, then g belongs to the RHS of (3.1) too. The
proof is straightforward so we leave it as an exercise.
Let us fix the following basis of K0
GT
(
C3, V T1
)
:
Am1,m2,m3 := L
m1
1 L
m2
2 L
m3
3 (L1 − 1)(L2 − 1)(L3 − 1), 0 ≤ mi ≤ ai − 2.
Let ek1,k2,k3 = 1 ∈ H0
(
Fixg
(
C3
)
/G,Fixg
(
V T1
)
/G
)
, where g =
(
e2piik1/a1 , e2piik2/a2 , e2piik3/a3
)
.
We get
chΓ(Am1,m2,m3) =
1
2pi
a1−1∑
k1=1
a2−1∑
k2=1
a3−1∑
k3=1
3∏
i=1
(
Γ
(
1− ki
ai
)
e−2piikimi/ai
(
e−2piiki/ai − 1)) ek1,k2,k3 ,
where the ingredients of the above formula are computed as follows. Since Fixg
(
C3
)
= {0} and
the action of g on Li|Fixg(C3) is given by multiplication by e2piiki/ai we get
Γ̂(Li)|Fixg(C3)/GT = Γ
(
1− ki
ai
)
and
ι∗c˜h(Li)|Fixg(C3)/GT = c˜h
(
L−1i
)|Fixg(C3)/GT = e−2piiki/ai ,
where we used that ι∗(Li) = L−1i . The orbifold tangent bundle
[
TC3/GT
]
= L1 + L2 + L3 so
its Γ-class is
∏3
i=1 Γ̂(Li), while ι
∗c˜h|Fixg(C3)/GT is a ring homomorphism, so the computation of
its value on Am1,m2,m3 amounts to the substitution Li 7→ e−2piiki/ai . Let us specialize the above
formula to the cases of AN , E6, and E8 singularities. In the first case a1 = N + 1, a2 = a3 = 2.
The above formula takes the form
chΓ(Am,0,0) = 2
N∑
k=1
η−km
(
η−k − 1)Γ(1− k
N + 1
)
ek,1,1.
Comparing with (2.5), we get that if we define mir(φi) = ei,1,1 (1 ≤ i ≤ N), then the images
of Ψ and chΓ will coincide. The vanishing cycle αk,a corresponds to (−1)aAk,0,0.
For the case of E6 we have a1 = 3, a2 = 4, a3 = 2. The formula takes the form
chΓ(Am1,m2,0) = −
1√
pi
2∑
k1=1
3∑
k2=1
Γ
(
1− k1
3
)
Γ
(
1− k2
4
)
× η−k1m13 η−k2m24
(
η−k13 − 1
)(
η−k24 − 1
)
ek1,k2,1,
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where η3 = e
2pii/3 and η4 = e
2pii/4 = i. Note that η−13 − 1 = −
√
3epii/6 and η−23 − 1 = −
√
3e−pii/6.
Comparing with (2.7) we get that if we define
mir(φi) =
{
e1,i,1, for 1 ≤ i ≤ 3,
e2,i−3,1, for 4 ≤ i ≤ 6,
then the images of Ψ and chΓ will coincide. The vanishing cycle αk,a corresponds to −Aa,k,0.
Suppose now that the singularity is of type E8, that is, a1 = 3, a2 = 5, and a3 = 2. The
formula takes the form
chΓ(Am1,m2,0) = −
1√
pi
2∑
k1=1
4∑
k2=1
Γ
(
1− k1
3
)
Γ
(
1− k2
5
)
× η−k1m13 η−k2m25
(
η−k13 − 1
)(
η−k25 − 1
)
ek1,k2,1,
where η3 = e
2pii/3 and η5 = e
2pii/5. Comparing with formula (2.9) we get that if we define
mir(φi) =
{
e1,i,1, for 1 ≤ i ≤ 4,
e2,i−4,1, for 5 ≤ i ≤ 8,
then the images of Ψ and chΓ will coincide. The vanishing cycle αk,a corresponds to −Aa,k,0.
3.2 Suspension isomorphism
Suppose that X is a finite CW-complex equipped with an action of a finite (or more generally
compact Lie) group G. Let µ2 = {±1} and
ΣX = X × [−1, 1]/X × {−1} /X×{1}
be the suspension of X, where the double quotient simply means that the quotient is taken
in two steps: first by, say, X × {−1} and then by X × {1}. Note that G × µ2 acts naturally
on ΣX via (g, ) · (x, t) = (gx, t) and that the 0-dimensional sphere S0 := ΣX −X × (−1, 1) is
a G× µ2-equivariant subcomplex of ΣX.
Let L = [−1, 1]×C be the trivial µ2-equivariant line bundle on the interval I := [−1, 1], where
the representation of µ2 on C is given by  · λ = λ. It is an easy and amusing exercise to check
that K0µ2(I, ∂I) = Z `, where ` is the relative K-theoretic class of the complex L
t // C , where
C = I × C is the trivial µ2-equivariant line bundle corresponding to the trivial representation
of µ2 on C and the map is induced by (t, λ) 7→ (t, tλ).
Lemma 3.2. The exterior tensor product by ` induces an isomorphism
KiG(X)
∼= KiG×µ2
(
ΣX,S0
)
.
Proof. By definition
KiG×µ2
(
ΣX,S0
)
= K˜iG×µ2
(
ΣX/S0
)
= KiG×µ2(X × I,X × ∂I) ∼= KiG(X)⊗K0µ2(I, ∂I),
where we used that Kiµ2(I, ∂I) is isomorphic to Z for i even and 0 for i odd, so the last isomor-
phism is given by the equivariant Ku¨nneth formula (see [15]). 
Suppose now that Y ⊂ X is a G-invariant CW-subcomplex of X. Using the long exact
sequence of the triple S0 ⊂ ΣY ⊂ ΣX and Lemma 3.2, it is straightforward to prove the
following corollary.
Corollary 3.3. The exterior tensor product by ` induces an isomorphism
KiG(X,Y )
∼= KiG×µ2(ΣX,ΣY ).
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3.3 The relative K-ring for DN -singularity
Let us return to the settings of DN -singularity. We have f
T (x) = x21 + x1x
N−1
2 + x
2
3. The group
of diagonal symmetries of fT is
GT =
{
t ∈ (C∗)3 | t21 = t1tN−12 = t23 = 1
}
.
Let Li = C3 × C be the GT -equivariant line bundle for which the action of GT on C is given
by the character GT → C∗, (t1, t2, t3) 7→ ti. Let us introduce the following N complexes of
GT -equivariant vector bundles on C3:
E•i : L1L
i−1
2 L3
d0 // L1L
i−1
2 ⊕ Li−12 L3
d1 // Li−12 , 1 ≤ i ≤ N − 1,
where the differentials are defined by d0(x, λ) = (x,−x3λ, x1λ) and d1(x, λ1, λ3) = (x, x1λ1 +
x3λ3),
E•N : L3
d0 // C⊕ L3 d1 // C,
where d0(x, λ) =
(
x,−x3λ, x21λ
)
and d1(x, λ1, λ3) =
(
x, x21λ1 + x3λ3
)
.
Proposition 3.4. The relative K-ring K0
GT
(
C3, V T
) ∼= ZN and the complexes E•i (1 ≤ i ≤ N)
represent a Z-basis.
Proof. Note that the complex E•i (1 ≤ i ≤ N − 1) is a tensor product of Li−12 , L1
x1 // C,
and L3
x3 // C and that the complex E•N is a tensor product of C
x21 // C and L3
x3 // C.
On the other hand, we have GT = A × µ2, where A =
{
t ∈ (C∗)2 | t21 = t1tN−12 = 1
}
. Recalling
Corollary 3.3 we get K0
GT
(
C3, V T
) ∼= K0A(C2,M), where M = {x ∈ C2 |x21 + x1xN−12 = 1}.
Slightly abusing the notation we denote by L1 and L2 the restriction of the vector bundles L1
and L2 to C2. Note that the operation tensor product by the complex L3
x3 // C is precisely
the exterior tensor product by the complex ` in the suspension isomorphism from Corollary 3.3.
Therefore, it is sufficient to prove that the complexes L1L
i−1
2
x1 // Li−12 (1 ≤ i ≤ N − 1) and
C
x21 // C represent a Z-basis of K0A
(
C2,M
)
.
The long exact sequence of the pair
(
C2,M
)
yields the following exact sequence:
0 // K−1A (M)
δ // K0A
(
C2,M
) ρ // K0A(C2) // K0A(M) ,
where we used that K−1A
(
C2
)
= 0. We have
K0A
(
C2
)
= Z[L1, L2]/
〈
L21 − 1, L1LN−12 − 1
〉
,
where the RHS is the representation ring of A. Just like in the Fermat cases it is easy to prove
that the image of ρ coincides with the ideal (L1− 1)K0A
(
C2
)
. Note that Im(ρ) ∼= ZN−1 and that
ρ(E•i ) = L
i−1
2 (L1 − 1) (1 ≤ i ≤ N − 1) is a Z-basis. It remains only to prove that K−1A (M) ∼= Z
and that Im(δ) is generated as a Z-module by the complex E•N .
Let us first prove that K−1A (M) ∼= Z. Let pi : M → C∗ be the map (x1, x2) 7→ x21. The
map pi is a branched covering with only one branch point, that is, 1 ∈ C∗. The corresponding
ramification points are R = {(−1, 0), (1, 0)}. Note that R is an A-invariant subset. The idea is
to use the long exact sequence of the pair (M,M \R). The action of A on M \R is free, so we
have
KiA(M \R) = Ki((M \R)/A) = Ki(C \ {0, 1}).
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Therefore K0A(M \ R) ∼= Z and K−1A (M \ R) ∼= Z2. The groups Ki(M,M \ R) are also easy
to compute. Let U ⊂ M be a small A-invariant open neighborhood of R. Then by excision
KiA(M,M \ R) = KiA(U,U \ R). Note that the open neighborhood U can be identified with
an open neighborhood of R in the normal bundle νR to R in M . Indeed, the normal bundle
is trivial νR = R × C and a point in (x1, x2) ∈ U satisfies x1 = 12
(
−xN−12 ±
√
x2N−22 + 4
)
, so
the map U → νR, (x1, x2) 7→ ((±1, 0), x2) identifies U with an open neighborhood of the zero
section R in νR. Clearly, the pullback of νR to U is L2 and the Thom class of νR is represented
as an element of K0A(νR) = K
0
A(U,U \ R) by the complex C
x2 // L2 . According to Thom
isomorphism KiA(U,U \ R) ∼= KiA(R). Note that R is an A-orbit, that is, R = A/B, where B
is the cyclic subgroup of A generated by
(
1, η2
)
. Therefore, K−1A (R) = 0 and K
0
A(R) coincides
with the representation ring of B. Since the Thom isomorphism is given by tensor product with
the Thom class, we get
K0A(M,M \R) =
N−1⊕
i=1
Z
[
Li−12
x2 // Li2
]
.
The long exact sequence of the pair (M,M \R) takes the form
0 // K−1A (M) // K
−1
A (M \R) δ // K0A(M,M \R).
We already proved that K−1A (M \R) ∼= K−1
(
C2\{0, 1}) ∼= Z2. We will make use of the following
explicit interpretation of the K-group K−1A ( ). By definition, for any finite CW-complex X, we
have K−1A (X) = K˜
0
A(Σ(X unionsq pt)). Since the complement of X in Σ(X unionsq pt) is contractible, we
can think of an element of K−1A (X) as a representation of A on some vector space C
r and an A-
equivariant isomorphism φ : X×Cr → X×Cr, that is, an A-equivariant morphism X → GLr(C).
In our case the elements of K−1A (M \ R) are obtained by pullback from K−1(C \ {0, 1}). The
latter is generated by two elements that correspond, in the way described above, to the two
maps C \ {0, 1} → C∗, t 7→ t and t 7→ 1 − t. Therefore, the group K−1A (M \ R) is generated
by the two elements that correspond to the two maps M \ R → C∗ defined by (x1, x2) 7→ x21
and (x1, x2) 7→ 1 − x21 = x1xN−12 . The connecting morphism δ can be described as follows.
Given an A-equivariant isomorphism φ : (M \ R) × Cr → (M \ R) × Cr, then let us pick an
extension to a vector bundle morphism φ˜ : M × Cr → M × Cr. The resulting complex clearly
represents an element of K0A(M,M \R) and that is what δ(φ) is. The extensions in our case are
straightforward to construct. We get that
Im(δ) = Z
[
C
x21 // C
]
+ Z
[
C
x1x
N−1
2 // C
]
.
Note however, that x1 6= 0 so x21 defines an isomorphism, i.e., the first complex is 0 in
K0A(M,M \R). In particular, the kernel of the connecting homomorphism δ is ∼= Z and it is
generated by the element in K−1A (M \R) corresponding to the map M \R→ C∗, (x1, x2)→ x21.
This map extends to M , so we get that K−1A (M) ∼= Z with generator corresponding to the map
M → C∗, (x1, x2) 7→ x21. Returning to the long exact sequence of the pair
(
C2,M
)
, we get
that the connecting morphism K−1A (M) → K0A
(
C2,M
)
maps the generator of K−1A (M) to the
complex C
x21 // C . This completes the proof of the proposition. 
3.4 Proof of Lemma 3.1
We follow the same strategy as in the proof of Proposition 3.4. Let us denote by M ⊂ C2
the Riemann surface defined by xa11 + x
a2
2 = 1. Let A =
{
t ∈ (C∗)2 | ta11 = ta22 = 1
}
. Since
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K−1
GT
(
V T1
) ∼= K−1A (M), we get that it is sufficient to prove that K−1A (M) is torsion free. Let
pi : M → C be the map (x1, x2) 7→ xa11 . The map pi is a branched covering with only one branching
point, that is, 1 ∈ C. The corresponding ramification points are R = {(ξ, 0) | ξa1 = 1}. The
torsion freeness can be deduced easily from the long exact sequence of the pair (M,M \R). The
action of A on M \R is free, so we have
K−1A (M \R) = K−1((M \R)/A) = K−1(C \ {1}) ∼= Z.
Using the Thom isomorphism for the normal bundle to R in M , we get K−1A (M,M \ R) =
K−1A (R). On the other hand, note that R is the orbit of A through the point (1, 0) ∈M , we get
R = A/B, where B ⊂ A is the cyclic subgroup generated by (1, ηa2), ηa2 = e2pii/a2 . Therefore,
K−1A (R) = K
−1
A (A/B) = K
−1(B) = 0. Recalling the long exact sequence of the pair (M,M \R),
we get
0 // K−1A (M) // K
−1
A (M \R) δ // K0A(M,M \R). (3.2)
We get that K−1A (M) can be embedded as a subgroup of K
−1
A (M \R) ∼= Z. The latter is torsion
free, so K−1A (M) must be also torsion free.
Remark 3.5. The above argument can be continued to give a direct proof of the fact that
K−1A (M) = 0. Namely, using the Thom isomorphism, we can prove that the group K
0
A(M,M \R)
is a free Abelian group of rank a2 and that the complexes
[
Li−12
x2 // Li2
]
(1 ≤ i ≤ a2) represent
a Z-basis. Moreover, the image of the connecting morphism δ in (3.2) can be computed explicitly
as well, that is, it coincides with the sum of the above complexes. In particular, we get that δ
is an injective map, and hence K−1A (M) = 0.
Remark 3.6. The long exact sequences of the pairs (M,M \R) and (C2,M) can be computed
explicitly, that is, both the groups and the differentials can be determined. This allows us to
give an alternative proof of formula (3.1). We leave the details to the interested reader.
3.5 The relative K-ring for E7-singularity
The argument from the previous section works also for E7-singularity. Let us only state the
result. The proof is completely analogous.
We have fT (x) = x31x2 + x
3
2 + x
2
3. The group of diagonal symmetries of f
T is
GT =
{
t ∈ (C∗)3 | t31t2 = t32 = t23 = 1
}
.
Let Li = C3 × C be the GT -equivariant line bundle for which the action of GT on C is given
by the character GT → C∗, (t1, t2, t3) 7→ ti. Let us introduce the following 7 complexes of
GT -equivariant vector bundles on C3:
E•i : L
i−1
1 L
−1
3
d0 // Li−11 ⊕ Li−11 L2L−13
d1 // Li−11 L2, 1 ≤ i ≤ 6,
where the differentials are defined by d0(x, λ) = (x,−x3λ, x2λ) and d1(x, λ2, λ3) = (x, x2λ2 +
x3λ3),
E•7 : L3
d0 // C⊕ L3 d1 // C,
where d0(x, λ) =
(
x,−x3λ, x32λ
)
and d1(x, λ2, λ3) =
(
x, x32λ2 + x3λ3
)
.
Proposition 3.7. Let V T =
{
x ∈ C3 | fT (x) = 1}. The relative K-ring K0
GT
(
C3, V T
) ∼= Z7
and the complexes E•i (1 ≤ i ≤ 7) represent a Z-basis.
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3.6 Γ-integral structure for DN -singularity
Let us compute chΓ(E
•
i ) for 1 ≤ i ≤ N . After a straightforward computation we get that
the relative cohomology group H
(
Fixg
(
C3
)
,Fixg
(
V T
))GT
is not zero only in the following two
cases: 1) g = (g1, g2, g3) with gi 6= 1 for all i and 2) g = (1, 1,−1). For the first case, there
are N − 1 elements, that is, g = (−1, η2i−1,−1) (1 ≤ i ≤ N − 1) and the fixed point subsets
are Fixg
(
C3
)
= {0} and Fixg
(
V T
)
= ∅. Therefore, H
(
Fixg
(
C3
)
,Fixg
(
V T
)
;C
)GT ∼= C is
non-trivial only in degree 0 and we denote by ei := 1 the unit of the cohomology group. For
the second case, Fixg
(
C3
)
= C2 and Fixg
(
V T
)
= M =
{
x21 + x1x
N−1
2 = 1
}
. The relative
cohomology group H i
(
C2,M ;C
)GT ∼= H i−1(M/GT ;C) for i > 0 and = 0 for i = 0. As we
already explained above M/GT = C∗, so the relative cohomology is non-zero only in degree 2,
i.e., for i = 2. Since M is a Stein manifold, we can describe the relative cohomology in terms of
the holomorphic de Rham complexes on C2 and M . Namely, consider the complex of Abelian
groups
Γ
(
C2,Ω•C2
)GT ⊕ Γ(M,Ω•−1M )GT , d(ω, α) = (dω, ω|M − dα). (3.3)
A closed form (ω, α) in degree i, that is, d(ω, α) = 0, defines naturally a linear functional on the
space of dimension i relative chains γ ⊂ C2 with ∂γ ⊂M , that is,
γ 7→
∫
γ
ω −
∫
∂γ
α.
Using the de Rham theorem for C2 and M , it is easy to prove that the above map induces an
isomorphism between the i-th cohomology of the complex (3.3) and H i
(
C2,M ;C
)GT
. Let us
denote by eN ∈ H2
(
C2,M ;C
)
the cohomology class corresponding to the form
(
0,− 12piidx1/x1
)
.
Suppose now that g =
(−1, η2a−1,−1), 1 ≤ a ≤ N − 1. Let us compute the component of
chΓ(E
•
i ) for 1 ≤ i ≤ N − 1 in H0
(
Fixg
(
C3
)
,Fixg
(
V T
)
;C
)GT
. Note that in this case we have
an isomorphism K0
(
Fixg
(
C3
)
,Fixg
(
V T
)) ∼= K0(Fixg (C3)). The image of ι∗Tr(E•i ) is
η−(2a−1)(i−1)Li−12 (L1L3 − (−L3 − L1) + C) = 4η−(2a−1)(i−1)C,
where again we abused the notation by denoting by Li the restriction of Li to Fixg
(
C3
)
= {0}.
The component of the Γ-class is
Γ(L1 + L2 + L3) = Γ(1− 1/2)Γ(1− (2a− 1)/h)Γ(1− 1/2)ea,
where h := 2N − 2. Therefore, the component of chΓ(E•i ) is
2η−(2a−1)(i−1)Γ(1−ma/h)ea.
The component of chΓ(EN ) is clearly 0, because the image of the complex E
•
N in K
0
(
Fixg
(
C3
))
is 0.
Suppose that g = (1, 1,−1). Let us compute the component of chΓ(E•i ) in
H2
(
Fixg
(
C3
)
,Fixg
(
V T
)
;C
)GT
= H2
(
C2,M
)GT
= CeN .
By definition the component of ι∗Tr(E•i ) in K
0
(
C2,M
)GT
is
−Li−12
[
L1L3
−x1 // L3 // 0
]
+ Li−12
[
0 // L1
x1 // C
]
,
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where the above complexes are concentrated in degrees 0, 1, and 2 and the vector bundles Li
(1 ≤ i ≤ 3) are trivial line bundles on C2. The second complex, as an element of K0(C2,M),
is equivalent to the two-term complex C x1 // C . Therefore, the component of ι∗Tr(E•i ) (1 ≤
i ≤ N − 1) takes the form
−[C x1 // C] + [C x1 // C].
In order to compute the Chern character of the above complexes, we use the following commu-
tative diagram:
K˜0(ΣM) ∼= K˜−1(M)
ch

∼= // K0
(
C2,M
)
ch

H2(ΣM) ∼= H1(M) δ // H2(C2,M),
where the horizontal arrows come from the long exact sequence of the pair
(
C2,M
)
and the
vertical arrows are isomorphisms. Under the isomorphism K˜0(ΣM) ∼= K0(C2,M), the complex
C x1 // C corresponds to P −1, where P is a line bundle on ΣM obtained by gluing two trivial
line bundles along M using the gluing function M → C∗, (x1, x2) 7→ x1. The first Chern class
of P is easy to compute. If γ is a closed loop in M representing a cohomology class in H1(M),
then Σγ is a sphere in H2(ΣM) and hence P |Σγ is a line bundle on the sphere obtained from
gluing two trivial line bundles on the two hemi-spheres along the equator γ using the map
γ → C∗, (x1, x2)→ x1. By definition 〈c1(P ),Σγ〉 coincides with the degree of the map γ → S1,
(x1, x2) 7→ x1/|x1|, that is,
〈c1(P ),Σγ〉 = 1
2pii
∫
γ
dx1
x1
.
In other words, under the suspension isomorphism, c1(P ) coincides with the de Rham cohomo-
logy class of the form 12piidx1/x1. Recalling the de Rham model for the relative cohomology group
H2
(
C2,M
)
, we get that δ(c1(P )) = eN . Note that c1(P ) = ch(P − 1), so ch
(
C x1 // C
)
= eN .
The vector bundle corresponding to the other complex C x1 // C is P−1, so we get
ch(ι∗Tr(E•i )) = −2eN .
Hence
chΓ(E
•
i )g =
1
2pi
Γ(1/2)(2pii)(−2eN ) = −2iΓ(1/2)eN ,
where the index g is to remind us that this is the component corresponding to the fixed point
set of g = (1, 1,−1). The computation of chΓ(E•N ) is the same, except that everywhere we have
to replace the vector bundle P with P 2, so
chΓ(E
•
N )g =
1
2pi
Γ(1/2)(2pii)(−4eN ) = −4iΓ(1/2)eN .
Combining our computations we get the following result:
chΓ(E
•
i ) = 2
N−1∑
a=1
η−(2a−1)(i−1)Γ(1−ma/h)ea − 2iΓ(1/2)eN
and chΓ(E
•
N )=−4iΓ(1/2)eN . Comparing with formula (2.6) we get that if we define mir(φi)=ei
for 1 ≤ i ≤ N − 1 and mir(φN ) = 2eN , then the statement of Theorem 1.3 will hold. The van-
ishing cycle αk (1 ≤ k ≤ N −1) corresponds to the relative K-theoretic class of the complex E•k .
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3.7 Γ-integral structure for E7-singularity
The computation in this case is similar to the case of DN -singularity. Let us sketch only
the main steps and leave the details as an exercise. The goal is to compute chΓ(E
•
l ) for
1 ≤ l ≤ 7. After a straightforward computation we get that the relative cohomology group
H
(
Fixg
(
C3
)
,Fixg
(
V T
))GT
is not zero only in the following two cases: 1) g = (g1, g2, g3) with
gi 6= 1 for all i and 2) g = (1, 1,−1). Put η = e2pii/9 and η3 = e2pii/3. For the first case, there
are 6 elements, that is, g =
(
η3i−r, ηr3,−1
)
(1 ≤ i ≤ 3, 1 ≤ r ≤ 2) and the fixed-point subsets
are Fixg
(
C3
)
= {0} and Fixg
(
V T
)
= ∅. Therefore, H
(
Fixg
(
C3
)
,Fixg
(
V T
)
;C
)GT ∼= C is non-
trivial only in degree 0 and we denote by e3i−r ∈ H
(
Fixg
(
C3
)
,Fixg
(
V T
)
;C
)GT
the unit of the
cohomology group. For the second case, Fixg
(
C3
)
= C2 and Fixg
(
V T
)
= M =
{
x31x2+x
3
2 = 1
}
.
The relative cohomology group H i
(
C2,M ;C
)GT ∼= H i−1(M/GT ;C) for i > 0 and = 0 for i = 0.
Just like in the DN -case, we have M/G
T = C∗, so the relative cohomology is non-zero only in
degree 2, i.e., for i = 2. Let us denote by e7 ∈ H2
(
C2,M
)GT
the cohomology class corresponding
to the differential form
(
0,− 12piidx2/x2
)
.
Suppose that g =
(
η3i−r, ηr3,−1
)
. We have
ι∗Tr(E•l )g = −2
(
1− η−r3
)
η−(3i−r)(l−1)C ∈ K0(Fixg (C3))
and the component of the Γ-class of
[
TC3/GT
]
in H
(
Fixg
(
C3
)
/GT
)
is
Γ(1− (3i− r)/9)Γ(1− r/3)Γ(1/2).
Therefore
chΓ(E
•
l )g = −
1√
pi
(
1− η−r3
)
η−(3i−r)(l−1)Γ(1− (3i− r)/9)Γ(1− r/3)e3i−r, 1 ≤ l ≤ 6.
Note that chΓ(E
•
7)g = 0.
Suppose now that g = (1, 1,−1). Then we have
ι∗Tr(E•l )g = −
[
C x2 // C // 0
]
+
[
0 // C x2 // C
]
. (3.4)
Under the isomorphism K˜0(ΣM) ∼= K0(C2,M), the complex [ C x2 // C ] corresponds to P−1,
where P is a vector bundle on ΣM obtained by gluing two trivial line bundles along M with
gluing function M → C∗, (x1, x2) 7→ x2. Under the suspension isomorphism H2(ΣM) ∼= H1(M),
we have that ch(P − 1) = c1(P ) is the cohomology class corresponding to the form 12piidx2/x2.
The latter, under the boundary isomorphism H1(M) → H2(C2,M) is mapped precisely to e7,
that is, ch
([
C x2 // C
])
= e7. The Chern character of the second complex in (3.4) is −e7, so
we get ch(ι∗Tr(E•l ))g = −2e7. Hence
chΓ(E
•
l )g =
1
2pi
Γ(1/2)(2pii)(−2e7) = −2i
√
pie7.
The computation of chΓ(E
•
7)g is the same as above except that we have to replace the bundle P
with P 3, that is, we get chΓ(E
•
7)g = −6i
√
pie7.
Collecting the results of our computations we get
chΓ(E
•
l ) = −
2∑
r=1
3∑
i=1
1√
pi
(
1− η−r3
)
η−(3i−r)(l−1)Γ(1− (3i− r)/9)Γ(1− r/3)e3i−r − 2i
√
pie7
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for 1 ≤ l ≤ 6 and chΓ(E•7) = −6i
√
pie7. Let us compare the above formula with (2.8). Note
that 1 − η−13 =
√
3epii/6 and 1 − η−23 =
√
3e−pii/6. We would like to find k, a ∈ Z3, such that,
mir ◦Ψ(αk,a) = chΓ(E•l ). Let us write l− 1 = 3m+ k for 0 ≤ k ≤ 2, 0 ≤ m ≤ 1. Then the above
formula will hold if we choose a = −m and define
mir(φi) = e3i−1, 1 ≤ i ≤ 3, mir(φj+3) = e3j−2, 1 ≤ j ≤ 3, mir(φ7) = −e7.
Note that mir ◦Ψ(αk,0 + αk,1 + αk,2) = chΓ(E•7). Using these formulas, we get immediately
that the maps mir ◦Ψ and chΓ identify the Milnor lattice H2
(
f−1(1);Z
)
with the relative K-ring
K0
(
C3, V T
)
. This completes the proof of Theorem 1.3.
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