Abstract
Introduction
Multicasting is a type of communication between computers in a network that enables a computer to send one stream of data to many interested receivers without interrupting computers that are not interested. For these reasons, multicasting has become the favored transmission method for most multimedia and triple play applications, which are typically large and use up a lot of bandwidth. Multicasting not only optimizes the performance of your network, but also provides enhanced efficiency by controlling the traffic on your network and reducing the loads on network devices. This technology benefits many group communication applications such as pay-per-view, online teaching, and share quotes [3] , [4] , [6] .
Before these group oriented multicast applications can be successfully deployed, access control mechanisms [2] , [9] , [13] , [15] , [17] must be developed such that only authorized members can access the group communication. The only way to ensure controlled access to data is to use a shared group key, known only to the authorized members, to encrypt the multicast data. As group membership might be dynamic, this group key has to be updated and redistributed securely to all authorized members whenever there is a change in the membership in order to provide forward and backward secrecy [5] , [8] . Forward secrecy means that a departing member cannot obtain information about future group communication and backward secrecy means that a joining member cannot obtain information about past group communication. We assume the existence of a trusted entity, known as the Group Controller (GC), which is responsible for updating the group key. This allows the group membership to scale to large groups. The operation for updating the group key is known as rekeying and the rekeying cost denotes the number of messages that need to be disseminated to the members in order for them to obtain the new group key.
Individual rekeying, that is, rekeying after each join or depart request, has two drawbacks [12] , [14] , [16] . First, it is inefficient since each rekey message has to be signed for authentication purposes and a high rate of join/depart requests may result in performance degradation because the signing operation is computationally expensive. Second, if the delay in a rekey message delivery is high or the rate of join/ depart requests is high, a member may need a large amount of memory to temporarily store the rekey and Secure Key Management with optimal resource allocation using multiple edge sharing multicast trees Joe Prathap, P.M, Vasudevan,V data messages before they are decrypted. Batch rekeying techniques have been recently presented as a solution to overcome this problem. In such methods, a departed user will remain in the group longer and a new user has to wait longer to be accepted. All join and leave requests received within a batch period are processed together at the same time. A short rekey interval does not provide much batch rekeying benefit, whereas a long rekey interval causes a delay to joining members and increases vulnerability from departing members who can still receive the data. Even though we create a perfect rekey, the key should be transmitted securely then only we can achieve perfect authenticity.
The concepts presented in this paper can be applied to any form of multicast-wired or wireless networks. However, the work presented here focuses mostly on overlay multicast in wireless mobile ad hoc networks (MANETs). Our work can easily be adapted to other forms of multicast.
MANETs are characterized by mobile nodes and a constantly changing network topology. Implementing multicast in such a dynamic environment is not an easy task. Due to its ease of implementation and flexibility to adapt, overlay multicast networks are finding many practical applications in MANETs. Similar to other tree-based multicast networks, overlay multicast also suffers from the resource utilization problem. In a typical multicast tree, only a small number of nodes are actively involved in implementing multicast functionality. For example, there area few internal nodes that perform the task of duplicating and forwarding packets and a large number of leaf nodes that only act as receivers of packets. These leaf nodes do not contribute any resources to the multicast tree. MANETs are characterized by scarce network resources. Due to this uneven distribution of responsibility, certain nodes will run out of resources (e.g., battery strength) faster than other nodes, leading to bottleneck nodes in the multicast trees. The lifetime of a multicast tree depends on the lifetime of a bottleneck node. Proper resource allocation is essential for extending the life of an overlay (or any) multicast network. The delay (or latency) in a multicast tree is equal to the time that it takes for all the leaf nodes to receive the packets (data)sent by the source node. There are two main techniques that can help bring down this delay: 1) reducing source eccentricity and 2) reducing the tree weight. The edge weight could indicate a variety of link parameters or a combination of several such parameters (like bandwidth, signal strength, round trip time, etc.).In this paper, edge weight refers to the edge length-i.e., the distance between two nodes. In most networks (e.g., wireless), this would also indicate the network delay. The first approach tries to reduce the source node's eccentricity. The eccentricity εG(v) of a node v in a connected graph G is the length of the longest of all the shortest paths between v and every other node in G. A higher fan-out at interior nodes results in a low depth tree (i.e., smaller source eccentricity), thus having a shorter delay. However, such a tree would have a large number of leaf nodes. For example, a binary tree has 50% leaf nodes [9] , whereas a tree with an average fan-out of 16 will have 90% leaf nodes. Thus, it is necessary to have an overlay multicast tree that maintains a good balance between the multicast latency and utilization of network resources. There are many distributed algorithms for generating shortest path trees [1] , [2] ; however, most of them pay little attention to the network utilization issues. The other method focuses on constructing low-weight trees. The weight of a tree is the sum of the weights of its edges. This paper concentrates on constructing several low-weight multicast trees to reduce the overall delay. We present a distributed algorithm for building multiple edgesharing trees (MESTs) for small group multicast. MESTs aim to uniformly distribute the multicast functionality across all the nodes in the group with little impact on the multicast delay. A MEST can work with any distributed algorithm to construct minimum spanning trees (MSTs). A MEST [10] constructs several multicast trees in the same network. Each tree constitutes a separate subgroup, and all the nodes participating in the multicast subscribe to these subgroups. The multicast content is split into several smaller stripes, and each stripe is then sent over one of the multicast trees (Fig.  1) .Many papers propose the use of multiple multicast trees for creating a redundant mesh network that improves the overall reliability. Although improving reliability is not a MEST's primary objective, the MEST algorithm can also be used in building a reliable redundant mesh network. In such a network, the multicast content is not split into smaller stripes; instead, each MEST multicast tree will provide an alternative path to the multicast data. If one path fails, the nodes can reroute the data over an alternative path.
With the help of multiple multicast trees the rekeying information can be sent via any of the multicast trees so that attackers can't able to achieve the key information by the routing information.ie each time a new route is chosen for key updates.
This paper presents several simulation scenarios that examine the scalability and performance of a MEST. The simulations investigated several aspects of the protocol, like the threshold value, the number of multiple trees, the effect of file fragmentation (equal or unequal fragment sizes), and the overlap index. The results indicate that a MEST is scalable and has a lower delay, as compared to a single-tree overlay multicast network. The rest of this paper is structured as follows. Section 2 examines previous work done in this area. Section 3 provides a detailed description of our algorithm. Section 4 presents rekey distribution approach. Section 5 presents simulation results to analyze and compare MESTs. Finally, Section 6 concludes this paper and presents directions for future research.
Related Study
Several overlay multicast protocols have been proposed and studied for MANETs [10] , [11] , [12] . All of them are based on single-tree multicast and are geared to address the efficiency issues of overlay multicast. In recent years, the issue of resource allocation has caught the attention of many researchers. Like a MEST, the SplitStream algorithm [9] tries to distribute the multicast load by constructing multiple multicast trees. However, SplitStream is based on a complex infrastructure and requires the help of non members to construct multicast trees. Once the non member involved means security is a major concern too. The expected amount of state maintained by each node is O(log|N|). The expected number of messages to build the forest is O(|N|log|N|) if the trees are well balanced or O(|N| 2 ) in the worst case. MESTs, on the other hand, are much simpler and do not require any help from the non member nodes, thus making them compatible with any kind of underlying network and provide more security.
Although Split Stream focuses on improving the resource utilization of the network, it does not pay much attention to the delay constraints as well as security. The algorithm attempts to accommodate member nodes with different bandwidth capacities. In doing so, it makes use of the Scribe mechanism to limit the number of outgoing connections from a member node. As a result, a new node would be forced to connect further down the tree, resulting in a higher delay. Young et al. [11] suggested a k-MST algorithm to build a reliable mesh structure. The algorithm builds multiple edge disjoint MSTs and works by removing an edge from the graph once it is used by a tree. This tends to build trees that greatly vary in their weight and, hence, the multicast latency. During the later stages of such an algorithm, the newer trees end up having the high-weight edges (which were rejected by the earlier trees). The final tree would be the one with the highest delay, because it is using all the highweight edges that were not used by the earlier trees. The k-MST algorithm differs from a MEST since it tries to build edge-disjoint multiple trees and has a primary goal of constructing a mesh network. In the k-MST algorithm, if one tree fails, data can be sent over another redundant tree. However, the multicast delay would increase as the data is being transferred over a tree with a high weight. It should be noted that such a method works well only for a mesh case. It cannot be used for addressing the resource allocation problem due the delay involved in simultaneous transfer of multicast content would be unacceptable. Some of the content would come over a tree that has the highest weight (maximum delay).The strategies adopted in [7] and [8] are essentially different from ours. They rely on accounting and charging methods to solve the unfairness problem: Group members that served as a forwarder node charge their children node for the service that they receive. Overcast [6] maintains a single tree and uses a dedicated server to optimize the bandwidth utilization across the network.
MEST Algorithm
A MEST can be considered as several instances of a modified GHS algorithm [2] running in a sequence, one after the other. At the start, all the nodes run the GHS algorithm to produce the first tree (T1), then the second run gives tree T2, and so on, until the desired number of multicast trees has been generated. In previous section we considered various replacement algorithms from theory. The Figure 3 shows how the proposed caching with related content works.
Preliminaries
In cases where there are multiple multicast trees, the highest weight multicast tree contributes the most delay; thus, the delay of the overall system is determined by this (highest weight) tree. Edge-disjoint multicast trees use different edges in each tree. Therefore, they would do a better job in solving the resource allocation problem. However, if they are not Secure Key Management with optimal resource allocation using multiple edge sharing multicast trees Joe Prathap, P.M, Vasudevan,V constructed correctly, they are a poor choice when it comes to meeting the delay requirement. An example is shown in Fig. 3 , where node D is the source of multicast content. For this graph, it is possible to find many pairs of edge-disjoint spanning trees. Two such pairs are shown [ Fig. 3(b) and (c) ]. In Fig. 3(b) , T1 is an MST, whereas its counterpart T2 has very high latency. This is because it is forced to use all the high-weight edges that were rejected by T1. The network resources are evenly used between the two trees; however, the overall multicast delay would be determined by T2. On the contrary, in the case of Fig.  3(c) ,the lightweight edges are equally distributed between the two spanning trees; hence, the overall delay is lower compared to the earlier case. Now, consider the case where two trees share an edge. Fig.  3(d) shows two spanning trees (one of the minimum) that have two common edges (DE and EF). Such a multicast tree may be obtained by having a condition that allows the overlap of edges that satisfy certain criteria (e.g., edges with lengths below a certain threshold or edges connected to nodes that have low degrees). This threshold should be wisely chosen. A very high value would lead to several overlapping edges, decreasing the network utilization. A very low value would increase the multicast latency. In the example, we chose the cutoff threshold for edge sharing to be five. Different thresholds would produce different degrees of edge overlap among trees.
1) Other Factors That Affect Delay:
In case of edge-sharing trees, a factor that might affect the delay is the number of times that an edge is reused. This is important because a shared edge has to carry packets for different multicast groups that use it in their multicast trees. For example, in Fig. 3(d) , the two common edges (DE and EF) have to carry packets for both the trees. A packet would be queued at a node if it is currently sending or receiving another packet over the common edge. In case of streaming applications, this delay would always be present since there is a constant stream of data to be sent by the node. To eliminate delays due to queuing, we suggest setting an upper bound on the number of trees that can share a particular low-weight edge. Since each application has its own specific requirement, the upper bound would be application dependent.
2) Special Cases: A bridge is an edge of a graph whose removal will result in a disconnected graph. For graphs that contain a bridge edge, it is not possible to have multiple trees that are completely edge disjoint.
Fig.4.Example of Bridge Edge
In the example shown in Fig. 4 , edge BG is a bridge edge and will be present in any spanning tree of this Journal of Convergence Information Technology Volume 4, Number 2, June 2009 graph. Our MEST algorithm has a special stage called the "completed state," which identifies bridge edges. Our algorithm marks a bridge edge as "S" to indicate that this is a special-case edge, which has to be included in all the spanning trees.
Construction of MEST
Let us say we have a network of "n" nodes and that we want to construct "m" multicast trees (T1, T2, . . . , Tm) with a few overlapping edges (satisfying a particular threshold criteria). At the start (t = 0), each node runs an instance of the GHS algorithm, and there are "m × n" fragments. Each node maintains a variable called the frigid, which stores the fragment ID of the components with which the node is currently associated. Nodes also maintain arrays of length "m" for each of their edges. The "m" elements of the array correspond to the "m" trees, where the edge can potentially be a branch. As an example, if a node had three edges and we were looking to construct two edge sharing spanning trees, then that node would maintain three arrays each of length two. Each edge array would have three elements, each corresponding to a multicast tree. At the end of the MEST algorithm, the value of each element would reflect the status of that edge for a particular tree. Each element of the edge array can be marked with one of the following values by the MEST algorithm.
"B" Edge that forms a branch in the current tree. "R" Rejected edge: Edge by the current tree since it joins another node of the same fragment.
"U" Usable edge (basic edge): Edge checked to see if it is the best edge for this node.
"X" Unusable edge: Edge used by an earlier tree. "S" Mandatory edge (e.g., bridge edge): Special case.
At the start, edge arrays at each node are initialized so that every element in the array is marked as "U." This allows the first run of GHS to choose any edge that it wants. Thus, in a way, the first tree is a true MST for that graph.
During the formation of the kth tree, a node will mark the kth element of an edge array as "B" if the corresponding edge is being used in that tree. If certain conditions are met, then the node marks the k + 1th and higher element of that edge as "X." This is done so that the edge is not reused in later trees. For edges that are allowed to overlap, the higher elements are marked usable (i.e., they are left as "U"). When a node is in the nth (n > k) GHS execution (formation of Tn), it will use an edge only if it finds that the nth element of that edge array is marked as "U." As the algorithm progresses, more trees are found, and some of the previously used edges are marked as "X," making them unavailable in subsequent trees. The following two rules determine which used edge is not marked as "X."
1) If the edge weight is below the minimum weight threshold, it may be shared by more than one multicast tree. In this case, the edge will be left marked as "U" (i.e., usable), thus making them available to the following GHS runs.
2) If the edge is a bridge that connects two components of the graph (e.g., Fig. 4 ), it will be shared among all the multicast trees. A bridge edge is hard to detect.
To lower the queuing delay on shared edges (and to improve resource sharing as well), nodes in a MEST will not reuse an edge if they have the option of choosing an unused edge that falls below the threshold. This helps increase the possibility that new trees generated are edge disjoint (good for resource utilization). For example, if the cutoff threshold in Fig.3 was set to six, a MEST would have generated edge-disjoint trees similar to those in Fig. 3(c) .There are certain bounds on the number of trees that can be generated using a MEST. The algorithm tries its best to select a different set of edges while generating each tree. However, beyond a certain point, there is no additional improvement in the resource utilization since all the edges have been used in at least one tree. After a certain point, additional trees will reuse edges used in at least one tree generated in an earlier iteration. Excessive reuse of edges would increase the delay due to congestion caused by packets that belong to different trees that pass along the shared edges. Therefore, it is important to set an upper bound on the number of trees generated using a MEST. We have observed that it is beneficial to keep this number equal to or less than the connectivity of the graph.
MEST Messages
Messages that pass between the nodes would be similar to the underlying MST algorithm [1] (e.g., GHS). Nodes in GHS belong to one of the following three states: 1) sleeping; 2) find; and 3) found. A node is in the sleeping state until it starts executing the protocol or is awoken by a message from another node.
Identifying Single-Degree Nodes
In the original GHS algorithm, a single-degree node (i.e., a node with only one edge) responds back with a report message that contains the "best edge" weight as infinity. In GHS, the node's parent does not do much with this information because its primary interest is in finding the smallest of its base edge or outgoing branch that contains the smallest edge. In a MEST, however, a node is able to examine only the edges that are marked usable (i.e., "U"). A node may find that it is a singledegree node for a particular run of GHS. This may be true for other trees (i.e., there might be other edges that connect that node to the rest of the graph). In a MEST, a node will send negative infinity in its report message if it detects that it truly is a single-degree node for the entire graph. Since there is only one edge that connects it to the rest of the graph, this edge must be included in all the trees. When the node receives a negative infinity in a report from its child node, it will not mark all the elements in the edge array as "S," thus making it available to subsequent trees.
Bridge Condition
In a MEST, we introduce a fourth state called the completed state. This state is reached when a GHS run is terminated-i.e., an MST has been found. In a MEST, however, this is not true. Bridge edges could be missed, leading to one or more fragments that have reached the completed state. When a fragment attains the completed state, the nodes that are adjacent to the core broadcast an override message along the branches of the fragment. Upon receiving an override message, a node checks to see if any of its unavailable edges connect to a different fragment. This check is carried by sending a test message (containing the node's fragid and level number) across the edge. Upon receiving a test message, the node on the other side replies back with a reject (same fragment) or accept (different fragment) message. An override message from the core is sent back with an override response message. When the node receives an accept message from the other side, it sends the weight of the outgoing edge along with the response. In the case of a reject message, it replies with infinity as the weight. If the core nodes receive several override response messages, they pick the edge that has the smallest weight.
MEST Example

Fig.6. MEST Example
We illustrate the construction of a MEST by using Fig. 6 as an example. The weight threshold for reusing edges is set to 5. When the algorithm starts, each node's edge array elements are initialized to "U" ( Table I ), indicating that all the edges are usable. At the end of the first run, the array entries at various nodes are updated, as shown in Table II . Edge BC is marked as special (since it is a bridge edge), whereas edges DE and EF are reusable in the second tree since they fall below the threshold. Table III shows the array entries after the second tree has been constructed. Although this is a simple example that shows two multicast trees, in real network scenarios, we may have a more complex graph with higher connectivity that gives several multicast trees. 
Complexity Analysis
Complexity of a MEST will depend on the underlying MST algorithm. In this paper, since we describe MESTs with GHS as the underlying MST algorithm, we analyze its complexity with respect to GHS. The GHS algorithm has a message complexity of O(E + N log N) and a time complexity of O(N log N).Our MEST algorithm is essentially "m" repetitions of the GHS algorithm, except for the last step (completed state). During a particular GHS run, when each fragment reaches the completed state, the complexity for each fragment is the same as GHS:O(Ei + N i log N i ), where E i (and N i ) are the number of edges (and nodes) in fragment i. It should be noted that ∑ Ei = Etotal − number of fragments − 1. During the completed state, the following messages are generated in each fragment: 1) override; 2) override response;3) test; 4) reject; 5) connect; and 6) change core. Therefore, the total number of messages is proportional to number_of_fragments − 1 (the last fragment does not need to exchange any messages-it is the final tree). Thus, the overall complexity of the MEST algorithm is "m" times that of GHS. Now, because the number of MEST trees ("m") is much less than the total number of nodes in the topology ("N"), the complexity of MESTs can be expressed as O(E + N log N),which is the same as that for GHS. The complexity of MESTs is lower when they run over other MST algorithms like [3] or [4] ,which have a better complexity compared to GHS. Techniques from [5] can also help improve the complexity.
Rekey Distribution Approach
Since the key information transmitted via multiple paths, the delay encountered during transmission will be reduced greatly. So the time the information travel in the network also reduced which makes the attacker's work very difficult. Further we can refine our approach as follows.
It is possible to split the key information and embed with the data, and pass it through the different multicast trees. So, the destination nodes will retrieve the information by combining the partial information. We propose a media-dependent approach to transmitting the rekeying information that is accomplished using steganographic methods. In these cases, the rekeying information may be embedded in the content and distributed to those who receive the data.
Data embedding, or digital steganography, techniques allow for an information signal to be hidden in content without dramatically distorting the content. Effective data embedding techniques are those that can invisibly embed data, allow for easy extraction, and achieve a high embedding rate. Multimedia data types, such as speech, image, and video are well suited for embedding information since introducing a small amount of distortion in their waveforms does not significantly alter perceptual quality [2] [3] [4] .
Associated with many embedding schemes is an embedding key that governs how the information is embedded into the cover signal. For example, in [5], 2 bits of information can be embedded per macroblock, and these 2 bits are embedded by mapping the motion vector to one of 4 regions. There are 4! = 24 different ways to do this. We may therefore associate an embedding key Kemb with one of these 24 different methods. If a user has the key associated with how the data was embedded, then he may extract the information signal in the multimedia data.
The rekeying messages used in either the mediaindependent or media-dependent cases are almost identical. When using the media-independent approach, only the information needed to update the SK and KEKs needs to be transmitted. However, when using a media-dependent approach, the embedding key, also must be updated. By using data embedding to convey the rekeying messages, an additional layer of security is available to the system. When data embedding is used, an external adversary will not only have to attack the SK and KEKs, but he will also have to attack the key governing the embedding rule in order to acquire rekeying messages. It is thus important that the key length of the embedding key is sufficiently long to make it difficult for the adversary to search the embedding key space. Thus this make its very difficult to hack the information.
Thus the level of security increased further. This method is adoptable for any cryptographic based security techniques and for any type of wired as well as wireless networks.
Simulation Analysis
The first set of simulations was intended to compare the performance of single-tree (overlay) multicast with (overlay) multicast using multiple trees built with our new MEST algorithm. We used our algorithm to generate three multicast trees for each scenario. We examined the resource allocation (in terms of leaf nodes-lower means better) and the overall multicast delay, which is the largest delay among the three multicast trees. The results in Fig. 7(a) show that, for the same number of nodes, MESTs gave significantly lower multicast latency, as compared to a single-tree network. Similarly, Fig. 7(b) shows that MESTs had a few leaf nodes. This meant that more nodes were involved in the multicast functionalityi.e., better resource utilization.
Conclusion & Future work
Our study presented the MEST a distributed algorithm for building multiple edge-sharing multicast trees. MEST is not restricted to ad hoc, wireless, or overlay networks. Basically it can be used to solve the resource utilization issue in any multicast network. MESTs easy to implement and work with any distributed algorithm that can generate an MST for a given network. MESTs can also be used to improve the reliability and robustness of the network. Especially it is used to securely transfer the rekey information. Multiple trees would form a mesh that consists of redundant links. If used for the sole purpose of constructing a reliable mesh, MESTs would hold an advantage in terms of keeping the overall delay low. For transferring multimedia based content with the help of data embedding concept we can achive greater security level too. This is something that other reliability algorithms fail to take into account. It can also be build a reliable mesh network in which case the same multicast data be sent over different sub trees. In future we would like to focus our attention on developing a heuristic or a model for finding the optimal threshold for a given scenario.
