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• SUMMARY 
• The purpose of the consultant's mission was to carry out an independent
• evaluation of the forecasting procedures implemented under UNDP/WMO Project
INS/78/038 for the Citarum River Basin. The forecasting system developed
under the project, which utilizes the COSSARR model for forecasting flows
• and reservoir levels up to two days ahead, underwent its first 'trial run'
•
during the 1980/81 high water season, and is scheduled to have its first
operational run in 1981/82.
• The consultant's approach to the evaluation of forecasting procedures
• was to calibrate some simple models for the flows at two gauging stations
within the basin, to use these models for forecasting over the 'trial run'
period and to compare the results with those obtained for the COSSARR model.
Prior to this work, a review of the basic rainfall and flow data used to
• calibrate the COSSARR model was carried out. Since it was found that a
•
significant proportion of the rainfall data had been infilled, rainfall
stations with complete records of observed data were identified and further
COSSARR calibration studies were initiated together with the calibration of
some simple models. The results showed that the agreement between observed
•
and simulated flows obtained with the simple models was similar to that
obtained with the more complex COSSARR model.
• Over the 1981/82 'trial-run forecast period, forecasts of rainfall
•
one and two days ahead was made within the Project using qualitative
meteorological information coupled with a quantitative statistical procedure;
a comparison with other procedures showed that these forecasts are as good
as can be obtained with the available information. A comparison of one day
• ,
and two day ahead forecasts made by the COSSARR and simple models over the
' 'trial-run' period showed that the latter model gave slightly better forecasts.
. •
The main conclusion drawn from the consultant's work is that, while
the COSSARR model has performed adequately during its trial run, a similar
forecasting accuracy (and hence level of benefits) can be obtained from a
simpler model costing much less to implement and run operationally._ If
other forecasting projects are to be set up throughout Indonesia, then the
0 . use of simple forecasting models should be considered, since it is unlikely
that the full capability of the COSSARR model to simulate river regulation
by complex systems of reservoirs would be required.
•
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BACKGROUND AND TERMS OF REFERENCE
River Forecasting Project INS/78/038, under which a forecasting system
has been developed and implemented for the Citarum River Basin, is now
entering its third year; the system, which employs the COSSARR model for
forecasting flows and reservoir levels, underwent its first 'trial run'
during the period December 1980 - April 1981, and is scheduled to provide•
'operational run' forecasts for the 1981-82 high water season.
The appointment as Consultant to Project INS/78/038 was made under WMO
Special Service Agreement No._29.743/A/PEX.(dated-1-1 June 1981) •for the
period 6 July - 22 Aug 1981, with exclusion of the period 1-11 Aug. The
terms of reference for the appointment were specified in the Special Service
Agreement as follows:
'to prepare an independent evaluation of flood forecasting procedures
and of the usefulness of the various forecasting models implemented
under the project!
The consultant arrived in Jakarta on 7 July, and visited the Meteorological
and Geophysical Institute and UNDP offices in Jakarta on 8 July. The periods
9 - 31 July and 12 - 18 Aug were spent at the Project Office in DPMA,
Bandung where the Programme of Work described in Section 2 of this report
was carried out; the consultant arrived in Geneva on 20 August and visited WMO
headquarters on 21 August, departing for London on 22 August.
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• PROGRAMME OF WORK
4110
(41
During the consultant's assignment, work was carried out under the following
headings:
• (a) Review of basic data: the rainfall and flow data used to calibrate
41 the various models implemented under the project were reviewed to assess
EA. if these were of satisfactory quality;
r41 (b) Calibration of sim le flow forecastin models : the COSSARR model
has been calibrated for the Citarum River Basin using daily rainfall and
41 flow data for the period 1974-77; a number of simpler models were calibrated
• during the consultant's mission to allow comparisons with the results
•
obtained from the COSSARR model;
41 (c) Evaluation of results for 'trial run' forecast period, Dec.1980-A r. 1981:
41
the COSSARR model was used to provide one day and two day ahead forecasts
of flow in the Citarum River and of Jatiluhur reservoir level over the
•
above period; one and two day ahead forecasts of rainfall were also
required for this purpose. A number of error statistics have been
calculated for these forecasts and compared with those obtained from
• some of the simpler models calibrated under (b) above;
41
(d) Lectures: three lectures were delivered on the following topics:
•
41
1. Raingauge network rationalization
•
2. Rainfall-runoff modelling
3. Real-time flow forecasting
Summaries of these lectures are given in Appendix A;
(e) Pre aration of re ort: this report describes the programme of work
carried oui by the consultant
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3. THE FORECASTING SYSTEM FOR THE CITARUM RIVER BASIN
40
• River Forecasting Project INS/78/038 commenced in August 1979 with
the objective of establishing a forecasting system for the Citarum River Basin40
which would act as a pilot project for possible future river forecasting
40 projects throughout Indonesia. In developing the forecasting system, work
• has been carried out under the following major headings:
41
(a) installation of reporting network
•
(b) calibration of COSSARR model for forecasting river
flows and reservoir levels;
(c) statistical-studies of rainfall characteristics and patterifs;
(d) operational testing of forecasting system during 'trial-run'
• period December 1980 - April 1981.
•
In the first year of the project, a network of single side band
(SSB) radio transmitters was installed; the observers at these stations,
• of which there are 11 distributed throughout the basin, report directly
•
to the Project Office at DPMA. (Figure 3.1). In addition, there are a
number of other rainfall reporting stations which transmit daily rainfall
amounts through other channels of communication (Figure 3.1).
•
The SSARR river basin model, and its derivative, the COSSARR model
(a version of SSARR developed for relatively small basins and small
computers) are fully documented in the Project reports (e.g. Rockwood, 1980;
• Sangsnit, 1980) and will not be described here. In preparation for
41 operational usage, the COSSARR model was calibrated for three areas
(Rockwood, 1980).
(a) the Citarum River at Nanjung (area 1718 km2)
41. (b) the Citarum River at Palumbon (area 4061 km2)
(c) Palumbon Local (area 4061-1718 = 2343 km2)
For (c) the Palumbon Local inflows were obtained for the years 1974-77 by
routing the observed flows at Nanjung through the channel storage from
Nanjung to Palumbon and subtracting the routed flows from the observed
flows at Palumbon. Thus, simulated flow at Palumbon is obtained by
simulating the flow contribution from the Palumbon Local area and
adding this to the simulated flow at Nanjung routed to Palumbon. The •data
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used in these calibration studies are described in Section 4, and the41
results obtained are discussed in Section 5.
41
• The statistical studies of rainfall characteristics and patterns in
the Citarum River Basin have been carried out to assist in making one41
day and two day ahead forecasts of rainfall during the 'trial run'
• forecast period December 1980 - April 1981, as no quantitative meteorological
• information is available to the Project in real-time other than the
•
general forecast from tne Indonesian Meteorological and Geophysical Institute
(BMG) that rainfall over the Citarum River Basin in the coming 24 hours
• will be either
• - -(a)--Isolated,
• (b) Scattered,
• or (c) Widespread
•
Using historical rainfall data for a number of stations in the Citarum 'fl yer
41
Basin, the frequencies (in four classes) of basin rainfall have been computed
• by Sangsnit and Maung (1981). Thus, the BMG forecast identifies the type of
•
rainfall to be expected; then if, for example, the rainfall in the previous
part of the month has been above average, one of the upper classes41
for the appropriate category is used as the forecast.
•
•
In making one day and two day ahead forecasts of discharge over the
•
period December 1980 - April 1981, a three hourly time step was used by
the COSARR model. At 7.00 each morning, the SSB network relays to the
• Project Office rainfall amounts at SSB stations during the previous
• 24 hours, and stage levels for Nanjung, Palumbon and Jatiluhur reservoir.
Using these daily rainfall values augmented with an isohyetal41
map of monthly rainfall, isohyets of basin rainfall are drawn by hand and
41 basin averages computed for the Nanjung, Palumbon Local and Jatiluhur
41 Local areas. If data from some of the other reporting stations become
41 available in time, these are included. The basin averages, thus computed,1
for the current day and two previous days (the back-up period) are then
•
40
.fed into the COSSARR model together with forecasted basin rainfalls for
• the coming two days (the forecast period) and processed in one operation
•
to give one day and two day ahead forecasted flows and reservoir levels at
07.00 hours. The observed basin rainfalls during the 'back-up' period are
adjusted iteratively until the model is deemed to accurately represent the
41 observed flows in this period prior to making forecasts. Forecasted daily
•
basin rainfalls are broken down into three hourly totals in accordance
with the fairly regular observed distribution of rainfall in time; in
the 'back-up' period, this distribution may be altered if information
to this effect has been received. Execution time on the IBM 1130 at
DPMA takes about 20 minutes; forecasts are disseminated to the relevant
aUthorities by 12 noon on each day.
The results obtained during the 'trial-run' forecast period Dec. 1980 -
Apr. 1981 are discussed in Section 6.
•
 
•
 
•
 
•
 
•
•
 
•
•
 
•
 
•
 
•
•
 
•
 
•
•
 
•
 
•
 
•
•
 
•
 
•
•
 
•
 
•
 
•
•
 
•
•
 
•
 
•
 
•
•
 
•
 
•
74. REVIEW OF BASIC DATA
• 4.1 Rainfall data 
ID
In a previous report, Sugawara (1980) had suggested that the rainfall
410 data supplied for calibration of the Tank Model on the Citarum River Basin
11 were not observed data; the daily rainfall data at some stations had apparently
been infilled from those at others. Sugawara identified a number of stations
for which he considered observed data were available and used these in calibration
studies of the Tank Model. Through reference to the original manuscripts obtained
from the Meteorological and Geophysical Institute (BMG), a list of rainfall
stations was drawn up for which observed data were available for the period
1974-76 (Table 4.1); most of these stations lie within the Citarum River
ID Basin. This list was then used to check the rainfall data used in the COSSARR
and Tank Model calibration studies; for stations where the daily data had
been infilled, the stations used to do the infilling were also identified.
The rainfall stations used in the COSSARR calibration runs are listed in
Table 4.2 for Nanjung and Palumbon together with the weights used in computing
41 average daily basin rainfall. These weights are taken as the ratios of annual
average basin rainfall to annual average rainfall at the stations in question;
two sets of stations are listed since it was found that the final COSSARR
calibration runs had used additional rainfall stations. In Table 4.3, these
ID rainfall data are classified into observed and infilled, and the relation-
ships existing between them are also depicted. The infilling had been
carried out using monthly scaling factors which were taken as the ratios
• of the long-term average monthly rainfalls at the stations in question. Since
41 daily rainfall totals vary greatly over the Citarum River Basin due to the
localized nature of rain storms, this infilling procedure cannot be considered
satisfactory, particularly for daily rainfall-runoff modelling.
From Tables 4.2 and 4.3, it can be seen that the estimates of average
basin rainfall for _Nanjung and Palumbon Local basins used in the early andID'
final COSSARR calibratiOn runs were based on observed data from a relatively
small number of stations. While it is appreciated that the infilled stations
were chosen to coincide as far as possible with the stations in the reporting
41 network; this iw itself does not constitute a sufficient basis for selection,
particularly when, in the case of the Nanjung basin, relatively few stations
with observed data were used for infilling.
TABLE 4.1 Stations for which observed rainfall data available for
period January, 1974-December, 1976
66
77
90a
91a
94
95a
98
122
123
125
125a
126
127
127a
CISEUREUH
PACET
LAMPEGAN (PERK HARJISARI)
VADA
CUGENANG
GUNUNG CEMPAKA
CAMPAKA
SUKANEGARA
CIRANJANG
PASIK GOMBONG
BOJUNGPICUNG
BOJUNGPICUNG (PERK)
CIBARENGKOK
MONTAYA
GUNUNG HALU
8
136 CICACING
145a CIMANGSUD (PERK)
147 SUKAWANA
150 PADALARANG
151c BATUJAJAR
153b CIWIDEY
154b MARGAHAYU
156a LEMBANG
160 PAKAR
163 BANDUNG
163c CISONDARI
164 JATINANGOR (PERK)
168 ARJASARI (PERK)
170 CIDAKU (PASEH)
174 CIBEUREUM
185 PERK JALUN
Table 4.2 Lists of rainfall stations used to calculate basin rainfalls
for COSSARR calibration runs
(a) Early COSSARR Calibration Runs
Nanjung
162a CIHEMPELAS(I)
163c CISONUARI (0)
167 MAJALAYA (I)
172 CINYIRUAN(I)
(b) Final COSSARR calibration runs
Nanjung
160 PAKAR(0)
172a CIHEMPELAS(I)
163c CISONDARI (0)
167 MAJALAYA (I)
170 PASEH(0)
172 CINYIRUAN(I)
180 MALABAR (I)
9
Weight
Weight
0.99
0.95
0.90
1.17
0.68
0.77
0.87
Note: 0 denotes observed while I denotes infilled
Palumbon
Local
0.95 66 CISEUREUH(0)
0.90 91 CIANJUR (I)
1.17 94 GUNUNG CAMPAKA(0)
0.77 127 MONTAYA (0)
151a SINDANGKERTA(I)
162a CIHEMPELAS (I)
Palumbon
Local
Weight
0.72
0.99
0.97
0.96
0.97
1.18
Weight
66 CISEUREUH (0) 0.72
91 CIANJUR (I) 0.99
94 GUNUNG CAMPAKA(0) 1.18
151a SINDANGKERTA(I) 0.97
162a CIHEMPELAS(I) 1.18
Table 4.4
OBSERVED
90a VADA
127 MONTAYA
151c BATUJAJAR
160c PAKAR
163c CISONDARI
170 PASEH
Nanjung
152 CIMAHI(I)
163c CISONDARI(0)
160 PAKAR(0)
170 PASEH (0)
Weight
1.60
0.85
1.35
1.15
10
Table 4.3 Stations with observed and infilled rainfall data, and
linkages between them
INFILLED
91 CIANJUR
151a SINDANGKERTA
152 CIMAHI
162a CIHEMPELAS
167 MAJALAYA
172 CINYIRUAN
180 MALABAR
Stations used by Sugawara (1980) in calculating
average rainfall for Nanjung and Palumbon basins
Palumbon(total)
152 CIMAHI(I)
163c CISONDARI(0)
160 PAKAR(0)
170 PASEH(0)
66 CISEUREUH(0)
91 CIANJUR (I)
127 MONTAYA(0)
90a VADA(0)
150 PANDALARANG(0)
Note: 0 denotes observed while I denotes infilled.
Weight
1.5
0.9
1.35
1.2
0.75
1.00
1.20
1.10
1.45
•11
The rainfall stations used  by  Sugawara (1980) for the Nanjung and Palumbon
basins are listed in Table4.4;of the total of 9 rainfall stations used to
model flow at Palumbon the data for 7 were observed while those for 2 had been
infilled.
Since it seemed desirable to identify a new set of rainfall stations
for further model calibration studies from the full set of stations with
observed data listed in Table 4.1, seven stations were identified within
each of the Nanjung and Palumbon Local Basins; the locations were chosen
to give good areal coverage and to be as near as possible to stations
in the reporting network. The number of stations was limited to seven
in each case since this is the maximum number that the COSSARR Program
on the IBM 1130 computer at DPMA can handle; however, during subsequent
model calibration studies, errors in simulating flow for the Palumbon
local basins with other models were found to be attributable to the use of
an insufficient number of stations in estimating average basin rainfall
and so a further 3 stations were added to make a total of 10 stations
for the latter basin. The weights used in computing average daily basin
rainfall were calculated as described above.
Thus, to summarize, results for model calibration studies based on
four different estimates of average basin rainfall will be presented in the
• report; these will be referred to as sets SA1 and SA2 corresponding to the
•
initial and final COSSARR runs (results of model calibration studies for
set SA1 will be presented since it was not established until the middle
of the consultant's visit that set SA2 had been used in the final COSSARR runs),
and sets NS1 and NS2 corresponding to the new selections
described above; the new selections are summarized in Table 4.5. The
locations of the rainfall stations used in selections SA1 and SA2 are
shown in Figures 4.1 and 4.2 while Figure 4.3 shows the locations of
the stations used in selections NS1 and NS2.
Table 4.5 New selections of rainfall stations for computing Nanjung
and Palumbon Local basin rainfalls
(a) New selection NS1
Nanjung
156a LEMBANG
163 BANDUNG
163c CISONDARI
164 P.JATINANGOR
168 ARJASARI
170 PASEH
185 PERK JALUN
Weight
1.09
1.22
1.01
1.20
0.90
0.97
0.87
Palumbon Local
12
77 PERK. HARJASARI
125 BOJUNGPICUNG
145a CIMANGSUD (PERK)
Palumbon Local
66 CISEUREUH
91a CUGENANG
122 CIRANJANG
94 GUNUNG CAMPAKA
127 MONTAYA
147 SUKAWANA
151c BATUJAJAR
(b) Extra stations added to selection NS1 to give selection NS2
Weight
0.80
0.68
0.78
Weight
0.75
1.00
1.13
0.78
0.96
0.96
1.36
• 13
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•
4.2 Flow data 
41
The records of average daily discharge at Nanjung and Palumbon used in
• the COSSARR model calibration studies have been computed by visually
•
assessing the average stage over each 24 hour period (midnight to midnight)
and then converting these values to average discharge using the available41
rating curve. For days on which large fluctuations in stage occur, more
• accurate estimates of average daily discharge could be obtained by extracting
• a-sufficient number of stage readings to define reasonably well the fluctuations
41 in stage within the 24 hour period, converting these readings to discharge,
and then averaging the resulting values.
41
• As part of the Indonesian Floods Study currently being carried out
41 jointly by DPMA and the Institute of Hydrology, UK, the rating curves for
Nanjung and Palumbon have been assessed. In the case of Nanjung, a fair
• amount of scatter is observed at high flows; the maximum stage at which
• a gauging has been carried out is 4.3 m, while the maximum observed stages
•
are 5.24 m (1931) and 5.03 m(1975). For Palumbon, there is little scatter
up to the maximum gauging of 4.58 m ; the maximum observed stages are
41 8.52 m (1940) and 7.80 m (1978).
•
•
Within the Hydrometry Section at DPMA, rating curves are changed
periodically on the basis that, if new gaugings depart from existing curves, the
41
crosscections may have changed. For example during the period 1974-76,
• the rating curve for Nanjung was found to have been changed in early 1976.
41
The discharge record at Nanjung for the period 1974-76 is complete;
for Palumbon, the data for the period Nov.1 - Dec. 1, 1975 are missing.
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40
CALIBRATION OF SIMPLE FLOW FORECASTING MODELS
• 5.1 Descri tion of models
•
To facilitate an evaluation of the results obtained from the CO-
40
SSARR model calibration studies carried out Using data for
• the period 1974-77, a number of models with relatively simple structures
• were calibrated using historical flow data for Nanjung and Palumbon; as
discussed in Section 4, results for 4 different estimates of average
basin rainfall were obtained, all for the period January 1974-December 1976.
41 The models which were fitted fall into 3 classes:
•
(i) linear and non-linear transfer function (TF) models;
• (ii) constrained linear system (CLS) models;
(iii) simple conceptual models.
•
Brief descriptions of these models and the procedures used to calibrate
them are given here; more detailed descriptions, and appropriate
references are given in Appendix B.
•
•
For the basic linear TF model, it is assumed that
observed discharge can be represented as
t = qt nt (5.1)
where qt is a deterministic component of flow and nt is a stochastic
component; the linear TF model is then used to represent qt as
= -61 q t-1 - 62g t-2 - 6r qt-r Pt-b
wl Pt-b-1 ws-1 t-b-s-1 (5.2)
where pt_10, pt_b_i, pt_b_s_l are rainfall inputs lagged by a pure
time delay b, and 61 ... 6r and wo ...ws_/ are r autoregressive
and s moving average parameters, respectively; the model in shorthand
• notation may be written as TF(r,s,b). TF(r,s,b) models may be shown to
• be equivalent to the traditional impulse response or unit hydrograph
•
representations of catchment response widely used in hydrology (Appendix B);
TF representations are however to be preferred on the grounds that they
involve far fewer parameters.
In modelling the rainfall-runoff process, the assumption of linearity
may prove restrictive; non linear TF(r,s,b) models can be obtained either
by applying a transformation or a threshold to the rainfall input. If
an antecedent precipitation index  (API )  is computed at time t as
qt
API t = K APIt-1 + pt-1
where K may be constant or may vary seasonally for daily data as
t = R +a Cos
27(t-0
.365
A transformed rainfall input can then be obtained as
p* fl APIt.pt
18
whence  pt  is used instead of pt in equation (5.2). TF models with
thresholds may be obtained by using the API to generate two separate
rainfall inputs as follows:
( I) _ 0 . (L) =
tAPIt > T pt - ,
( 0  ( 2)  = 0APIt T pt = pt; pt •
The TF model is then written as
2 ( i ) ( i ) w(i)  n( i )
= 61 gt-1 - 6r gt-r wo Pt-b 1 rt-b-1
(i)w P
s-1 • t-b-s-1
(5.4)
(5.5)
(5.6)
(5.7)
(5.8)
Procedures for the identification of values of r, s and b for a particular
application are described in Appendix B.  A  recursive procedure is employed
for parameter estimation; this has the advantage that all the data need
not be stored in the computer for processing, but can be read from file one
observation at a time, thus requiring very little computer storage. Data
sequences with gaps also present no problems and can be processed in one
operation, giving one set of estimated parameters.
• 19
•
•
The Constrained Linear Systems (CLS) approach hypothesizes that the
response of a hydrological system to one or more inputs can be written as
• ni n2
•
q t =  v P ) U ( 1 ). V v ( 2 ) U ( 2 ) 1
.1 t-i L t-ii=0 i=o
•
4. 1r v(r) u(r) c (5.9)
i=0 1 t-1
•
.where v 1)  , v v( 2)  (r)... . denote the ordinates of the impulse responses
•
(
 
(r)corresponding to the inputs {u( 1) ,  4 2) , . . . .  ut } , nl, n2, ... nr.
• represent the numbers of ordinates in the impulse responses, and Et is
• a noise term. The inputs {4 ° ,4 2)  4 r)} can be either upstream
tributary flows or precipitation inputs; in estimating the ordinates
of the corresponding impulse responses, constraints are imposed as follows
• in accordance with physical hydrological principles:
•
(a) inequality constraints :  vY ), v(i2) , ,  v(r) ) 0 (5.10)
n.
ri\(b) equality constraints v;*" = cj, j = 1,2, ...,r (5.11)
•
i=1
• where cj in the case of a precipitation input corresponds to the observed
•
coefficient of runoff, and in the case of a tributary flow input is
equal to one in accordance with continuity.
• Further details of the CLS model and parameter estimation procedure
•
are given in Appendix B; thresholds can also be applied to the precipitation
inputs in a similar fashion to that described for TF models.
• The simple conceptual models which were employed assume that the
•
runoff volume in each time interval can  be  derived by applying a coefficient
of runoff to the rainfall input; -this coefficient of runoff may be taken40
as constant throughout the year, in which case
•
•
rot = c.pt (5.12)
•
•
or to vary with seasob as
where c
max
and coo n are maximum and minimum coefficients of runoff occurring 0
throughout the year, and 0 is a phase shift in days. Runoff is then 41
generated as
41
41
41
41
41
41
41
41
41
5.2 Model calibration 
5.2.1 Statistics of model fit 41
41
41
41
41
41
41
41
41
41
41
41
41
41
wher e
g14 5:0_
ct = l(cmax cmin)/21 {(cmax - cmin)/2} Cos 3
rot = ct•Pt
20
The generated runoff volumes rot are then routed through a linear
reservoir with impulse response given by
v ( t ) =  e (5.14)
to give the flow rate at the end of a particular time interval, or the
average flow over that interval, depending on the form of the observed
data with which model output is to be compared. The parameters occurring
in these models are estimated through non-linear optimization (Appendix B).
All of the models applied to the Citarum River Basin can be written
in the form of equation (5.1), and the statistics of the errors Tit
can be used to assess the goodness of fit over calibration and test
periods. The statistics calculated during the present studies were
the following:
1
n = n (qt qt )
S.D. Olt) = (Tit - T71)2i0.5
R2 = (F(2) - F2)/q 1
F2 = (q - q)2
o t
21
= (qt -  qt )2 (5.19)
and where qt denotes observed discharge and  qt  denotes a deterministic
simulation of discharge from a model. A value of R2 = 1 corresponds to
a perfect fit; a value of R2 = 0 indicates that the simulation from the
'model is no better than would be obtained from the use of the mean
discharge over the period of calibration.
5.2.2 Results for data set SA1
As discussed in Section 4, calibration studies were carried out
using 4 different sets of rainfall data; data set SA1 corresponds to
the early calibration runs carried out with the COSSARR model.
(5.18)
(a) Transfer function models: The steps involved in the identification
of the appropriate order (r, s, b) for a TF model are described in
Appendix B; a linear TF(1,1,0) or TF(1,2,0) model was found to
be appropriate for the Nanjung basin. A TF(1,1,0) model has two
parameters and is written as
+ w0 pt.qt 61 q t - 1
From Table 5.1 it can be seen that a TF(1,2,0) model (R2 = 0.516) does
not give significantly better results than a TF(1,1,0) model
(R2 = 0.515).
A multiple-input transfer function model for Palumbon was estimated
for which the inputs were Nanjung flaw (in mm over the catchment) and
Palumbon Local rainfall (mm); the numbers of terms in the TF model were
r = 1, si = 2 (Palumbon Local rainfall) and s2 = 1 (Nanjung flow), with
notation TF(1/2,0/1,0). A value of R2  = 0.847 was obtained; the parameter
values in Table 5.1 illustrate that the model assigned a very heavy weight
to Nanjung flow and relatively little weight to Palumbon Local rainfall,
whereas, in the observed data, the proportion of flow at Palumbon due to
Nanjung is less than that from the Palumbon Local basin. While measured
Nanjung flow is clearly .the best predictor of Palumbon flow, a.model in
which continuity is maintained for Nanjung flow would be preferable
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on physical grounds; in addition, if a complete catchment simulation
were to be carried out, the above model would be heavily dependent on
the accuracy of the simulation of Nanjung flow which might not be desirable
if a better simulation of the local Palumbon flow contribution could be
obtained. Hence, this type of model for Palumbon was not pursued further.
(b) Sim le conce tual models: Three versions of the models described
in Section 5.1 were implemented
Model SCM(1) : Parameters c, k
Model SCM(2) : Parameters cmin, cmax, k : o(fixed) = 62 days
Model SCM(3) : Parameters cmin, cmax, k,
The value of 4 for model SCM(2) was chosen on the basis that the soil
moisture deficit in the Citarum River Basin is thought to be at a maximum
around Aug.31. The results obtained for the three models are given
in Table 5.1 for Nanjung; the value of R2  = 0.53 obtained for model
SCM(1) is very similar to that obtained for the TF(1,1,0) model for
Nanjung as expected, since the same assumptions (a constant coefficient
of runoff and the discrete time equivalent of the linear reservoir) are
implicit in the TF(1,1,0) model. The improvements in  R2  for models
SCM(2) (R2  = 0.56) and SCM(3) (R2  = 0.56) are not very significant,
and suggest that the coefficient of runoff does not appear to vary
significantly with season for the Nanjung basin. No runs were carried
out with the CLS model for this data set.
5.2.3 Results for data set SA2
(a) Transfer function models
A  linear TF(1,2,0) model was estimated for Nanjung with a value
of  R2  = 0.603 (Table 5.2)lthe improvement in  R2  over data set SA1
(R2  = 0.515) is partially attributable to the improved estimate of basin
rainfall for data set SA2, and partially due to the elimination.of an
'error in the program for computing basin rainfall which affected the
results . for data set SAL -.
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A threshold was applied to an API computed using a constant
coefficient R  = 0.95 as described in Section 5.1; results for different
values of the threshold are given in Table 5.2 illustrating that, for the
best model (R2  = 0.633), the improvement over the linear model is small.
A linear multiple input TF model was estimated for Palumbon, the
inputs being Nanjung basin rainfall and Palumbon Local basin rainfall;
a value of R2  = 0.663 was obtained (Table 5.2).
(b) COSSARR model: The final calibration runs carried out with the
COSSARRmodel used data set SA2; the statistics of model fit (Table 5.2)
give R2  = 0.64 for Nanjung and R2  - 0.75 for Palumbon; for the latter
model, the simulated flow at Nanjung was routed to Palumbon.
The result obtained for the best TF model with a threshold for
Nanjung (R2  = 0.63) is virtually identical to the fit obtained with
the COSSARR model; for Palumbon, a TF model comparable to the COSSARR,
with simulated Nanjung flow routed to Palumbon, was not developed for
this data set. The result for the linear TF model with Nanjung and
Palumbon Local basin rainfall inputs (R2  = 0.66) compares favourably
with the result for the SSARR model, given that the former model is
linear and includes no routing component.
5.2.4 Results for data set NS1
(a) CLS models 
A linear CLS model was calibrated for Nanjung with a value of
R2  - 0.72. For Palumbon, a CLS model was estimated in which Palumbon
flow was related to upstream Nanjung flow and Palumbon Local basin rainfall;
both equality and inequality constraints (5.10) and (5.11) were used in the
estimation, thus ensuring that continuity was maintained for routed Nanjung
flows. The value of R2  obtained for this model was 0.86. The impulse
response for Nanjung consisted of one ordinate of unit at lag zero, thus
implying that average daily discharge for Nanjung can be translated directly
to Palumbon. Using an API, a threshold was applied to the rainfall input for
Palumbon Local but no significant improvement over R2  = 0.86 was.Obtained.
However, the number of runs which could be carried out with the CLS model was
restricted since the program could only be executed when other programs were
not being run on the Honeywell Mini.
(b) Transfer function models: A linear TF(1,1,0) was estimated for
Nanjung, with Rz = 0.714; this represents a significant improvement over
the result for data set (Rz = 0.603), and demonstrates the necessity
of having an adequate estimate of basin rainfall for model calibration on
the Citarum River. A TF(1,2,0) model did not give any improvement over
the TF(1,1,0) and so a (1,1,0) structure was adapted for all further
calibrations for Nanjung. TF models with thresholds were estimated using
an API with a seasonally varying coefficient (equation 5.5) computed with
R = 0.80, a = 0.15 and 0 = 62 days. The best model (R2  = 0.756) was obtained
with T = 90 (Table 5.3).
The result obtained above with the CLS model for Palumbon implied
that a model for Palumbon Local flow could be developed separately by
relating the difference between total Palumbon flow and Nanjung flow to
Palumbon Local basin rainfall. A linear TF(1,1,0) model gave a value of
R2  = 0.509 which is much lower than the value of R2  obtained for the linear
TF(1,1,0) model for Nanjung (0.714). Inspection of the simulation errors
suggested than an insufficient number of raingauges had recorded localized
storms in a number of cases, and so the number of gauges was increased
from 7 to 10; the results are presented in Section 5.2.5 (Data set NS2).
A multiple input linear TF model of total Palumbon flow (inputs
Nanjung rainfall, Palumbon Local rainfall) gave a value of R2  = 0.675,
which represents only a marginal improvement over the result obtained for
the same model with data set SA2 (R2  = 0.663); although the Palumbon
local basin produces the dominant contribution to Palumbon total flow,
the improvement in the estimate of basin rainfall for Nanjung might have
been expected to produce a better fit. To analyse this result further,
a quantity called the gain can be computed for the inputs to the TF model;
for data set SA2, the gains for the TF(1,1,0) model are
26
where f is a factor to take account of the different measurement units
for rainfall and discharge. For data set NS1, the corresponding
results are
••
- • -
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Table 5.3 Statistics of model fits obtained usin data set 1151
Error
Model Inputs Parameters
U S (linear) Nanjung basin Impulse response
rainfall ordinates 0.000
Statistics
S.D. nt
34.824
RI
0.724
Catchment
Nanjung
•
Linear 19 1.1,0) Nanjung basin
rainfall
61 • - 0.764 wo • 2.465 2.343 35.496 0.714
•
•
11(1.1,0) with  Nanj ung  basin
threshold rainfall (split)
0.80  on  0.15
61 n - .759  w(1) • T.93 3.389
w(2) •2 267
o
32.830 0.756
• •  62 T. 90.
•
•
•
504 (1)
 Nanj ung  basin
rainfall
SCM (2) Nanjung basin
rainfall
C • 0.530 K • 3.743 1.558
c • 0.376 C  •0.640
min . max 2.357
k  • 3.470 0 • 62
36.823
33.356
0.692
0.746
•
SCN (3)
 Nanj ung  basin
rainfall
cmin 0.374 cmax •0.639 2.395
k F 3.462 • '60.44
33.350 0.746
• I Palumbon Local Linear 19 1.1,0) Palumbon Local
basin rainfall
6 • - 0.741  w •  4.020 5.231 53.151 0.509
S t
•
•
Palunbon
(total.area) CLS (linear) (1) Nanjung flow(measured)
(2) Palumbon Local
basin rainfall
Impulse response 0.000
ordinates
50.620 0.859
•
Linear 11(1,1.0) (I) Nanjung rainfall 61 • - 0.706  4 11), 3.598
8.620
(2) Palumbon Local
w(2). 3 866rainfall o
73.566 0.675
•
inear 11(1,1,0) as above as above 6.195 69.292 0.710
•
odels for
anjung and
alumbon
• ocal combined
04(1) Palumbon basin c • 0.489  k  • 4.028 15.556 82.218 0.579
• rainfall
CM(2) Palumbon basin cmin • 0.361 cmdx.0.564
• rainfall 16.834
k • 3.8930. 62
77.159 0.625
• C14(3) Palumbon basin
rainfall
cmin • 0.389 cmax4 .585 1
5.037
k  • 3.911 • • 104.85
w(1). f
G = =
-
0.260
NJ  61
( 2)
WO f  GPLL - 1 -' - 0.279 61
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Thus, for data set SA2, the model predicts that 0.278 and 0.295 of Nanjung
and Palumbon Local basin rainfalls, respectively, will become flow,
comparison with the results for data set NS1 shows that, while the absolute
values of the gains have changed slightly, their ratio has not and so the
model has not assigned more weight to Nanjung rainfall. This is consistent
with the improvement obtained in R2, but it is a little surprising that
the model did not assign more weight to Nanjung rainfall.
The simulated flows obtained from the linear TF(1,1,0) model for
local Palumbon flow (R2  = 0.509) were added to the simulated flows for
the linear TF(1,1,0) model for Nanjung (R2  = 0.714) to obtain total
simulated flow at Palumbon, with a calculated value of R2  = 0.710. Hence,
this approach provides a better simulation of total Palumbon flow than
the multiple input model discussed above.
(c) Sim le conce tual models : Models SCM(1)-(3) were calibrated for
Nanjung and total Palumbon flows; in the latter case, all of the stations
used to estimate basin rainfall for the Nanjung and Palumbon Local areas
were used to provide a single estimate of total basin rainfall at Palumbon
(area 4061 km2). The results in Table 5.3show that, for Nanjung, the
SCM(1) model gives a similar R2  value (0.692) to that for the TF(1,1,0)
model (0.714) as expected; an improvement to R2  = 0.746 was obtained with
the seasonally varying coefficient of runoff. For Palumbon, the corresponding
results are  R2  = 0.580 and R2  = 0.643; thus,the use of a routing component
for Nanjung to Palumbon gives a better model for Palumbon (R2  = 0.710)
than a total basin rainfall-runoff model.
5.2.5 Results for data set NS2
As noted in Section 4, the number of stations used in calculating
Palumbon Local basin rainfall was increased from 7 to 10 for this data
set; the number for Nanjung remained unchanged. A linear TF(1,1,0) model
for Palumbon local flow gave  R2  = 0.567, compared with R2  = 0.509 for
data set NS1; this result suggests that 7 stations, and perhaps 10,
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are insufficient to provide an accurate estimate of Palumbon Local
basin rainfall. The best result for a TF(1,1,0) model with a threshold
was R2  = 0.581 (T = 60), while for the multiple input model (Nanjung
rainfall, Palumbon Local rainfall), a value of R2  = 0.703 was obtained,
compared with R2  = 0.675 for data set N51. By combining the best
models for Nanjung (TF(1,1,0) with T = 90 ) and Palumbon Local flows
(TF(1,1,0) with T = 60) a value of R2 =c1.745resulted for total simulated
flow at Palumbon (Table 5.4).
analysis of the sampling of rain storms over the Palumbon Local area
would be required to establish if this can account for the difference in
fit obtained for the two catchment areas.
At the time of writing, the results from the COSSARR model calibrations 0
on data set NS1 were not available, and so a direct comparison with the
results from the simple models can only be made for data set SA2. FOr
Nanjung, a TF(1,1,0) model with a threshold gave a similar fit to the
data (R2  = 0.63) as the COSSARR model (R2  = 0.64); however, for Palumbon, •
the latter model (R2  = 0.75) gives a better result than the linear
TF(I,2,0) model with Nanjung and Palumbon Local basin rainfall inputs
ID(R2  - 0.67). A better non linear TF model for Palumbon was not sought
with this data set, since it was noted that, with data set NS1, large
errors in simulated discharge were attributable to errors in sampling
localized rain storms. The progressive improvement in the results from
the simple models for data sets SA1, SA2, NS1 and NS2 is almost entirely
attributable to improvements in estimating the basin rainfall inputs;
hence, it is surprising that the COSSARR model achieved such a good 11
result for Palumbon with data set SA2.
41
The best TF model (with threshold) obtained for Nanjung gave R2  = 0.746
for Nanjung (data set NS1) while the best result which could be obtained for 0
Palumbon Local flow was R2  = 0.581 (data set NS2). The disparity in these 0
R2  values is surprising; however, an improved fit was obtained for Palumbon
Local  f l ow  when the number of raingauges used in computing basin rainfal
was increased (7 for data set NS1 to 10 for NS2); a further improvement
in fit might be obtained by increasing the number of gauges still further. 0
The raingauge densities for Nanjung for data set NS1 (1 per 245 km2) and
Palumbon Local for data set NS2 (1 per 234 km2) are very similar; a closer 40
• 31
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•
•
The best overall model for Palumbon was obtained  by  combining the
best TF models for these two catchment areas to give a value of R2  = 0.75
410 i.e. the same as that obtained for the COSSARR model with data set SA2.
• However, the COSSARR model might be expected to do better with data set NS1.
•
•
•
•
•
•
•
•
•
•
•
•
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6. EVALUATION OF RESULTS FOR 'TRIAL RUN' FORECAST PERIOD
DECEMBER 1980 - APRIL 1981
• 6.1 Rainfall forecastin
,•
The procedure used for making one and two-day ahead rainfall
forecasts for the Citarum River Basin has been described in outline
14D
 in Section 3; to assess how this procedure performed over the operational
.test period December 1980-April 1981, the one day and two day forecasts
were punched up together with the observed values of average rainfall
for the Nanjung and Palumbon Local basins, and the mean, standard deviation
and R2  value (5.15-5.17) of the forecast errors were computed for those
•
days for which forecasts were made. The mean and standard deviation of
observed rainfall are also presented in Table 6.1; the calculated values
of R2  indicate that the forecasting procedure gives slightly better results
than the use of the mean R of the set of observations as the forecast
which corresponds to R2  = O. However, the mean  R  would not be known
a priori and so this does not constitute a basis for an operational
comparison with the Project procedure. The following alternative procedures
were employed to provide a basis for assessing the Project procedure:
•
(a) a procedure which specifies that the rainfall on days (t + 1)0
and (t+ 2) will be the same as on day t
(b) use of an autoregressive moving average (ARMA) time series
• model with parameters estimated from historical rainfall
data i.e.
•
•
•
•
+ at + 1 at-1 + 62  8t-2 + ...+ q at-q (6.1)
41.
where  R  is average rainfall, 01 ... Op are p autoregressive parameters,
• 61,••• Ey re q movingaveragerarametersand at is an independently distributed
random variable with zero mean.
• (c) use of the recursively estimated mean of the observations
• over the forecast period i.e. the mean of the set of
•
observations up to the current time point is used as the
forecast
•
•
Rt  = R  - 01(Rt_I  - R)  - 02(Rt_2  - R) - . . .- 0p(Rt_p -  R)
Table 6.1 Statistics of 1-day and 2-day ahead Project rainfall forecast
errors for the Nanjung and Palumbon Local basins for the period
1980 - April 1981
Table 6.2
(a) Nanjung Basin
Model
AR(4)
(b) Palumbon Local Basin
Model
AR(3)
all data
w.s. data
33
Parameters
sbi 4)2 $3
6.216 -0.419-0.043-0.103
7.806 -0.434-0.036-0.046
Parameters
03 4)4
2
all data 7.219  - 0 .4.22 -0.010 --0.010 -0.143 0.288
w.s. data 9.359 -0.395 -0.104 -0.027 -0.087 0.217
R2
0.234
0.207
ID
411
Fitted parameter values and R2  statistic for AR(4) and
AR(3) models fitted to Nanjung and Palumbon Local Basin rainfalls,
•
respectively, for data set NS).
December 1, 30,
S.D.(Rt)
5.488
5.916
mean error - 0.030
st. dev. 5.810
R2 0.043
Nanjung Basin
1 day 2 day
119 117
0.466
5.677
0.072
5.791 7.249
5.888 7.754
Palumbon Local Basin
1 day
119
0.680
7.351
0.10 1
2 day
117
7.543
7.794
1.312
7.525
0.048
40
•
•
•
•
••
•
• The results obtained when procedures (a)-(c) were applied to the data
•
for the period December 1, 1980 to April 30, 1981 are presented in Table
6.3; for the autoregressive models, the parameter values used were those
given in Table 6.2 for 'all data', 1974-76. As expected the Rt.i.2 = Rt+1 Rt
• model performs worst but serves as a baseline for comparison; the
•
remaining procedures give results in the neighbourhood of R2  = D. The
results for the Project forecasts presented in Table 6.1 •are somewhat better
than the best results in Table 6.3, although not by a significant amount.
• The results obtained for the AR models could probably be improved by
•
applying these models to longer series of data; also, the use of recursive
parameter estimation in real-time for such. models might also lead to41 improved results.
• 6 .2  Flow forecasting
•
410,
•
rt =R 1t  (Rt Rt-1)
34 :
Historical rainfall data for the period 1974-76 were used to identify
and fit ARMA(p,q) models for Nanjung and Palumbon Local average basin
rainfalls; results for data set NS1 are presented here. Models were
developed using (i) all the daily data within each year and (ii) using
' on l y  wet season daily data (November 1- April 30). AR(4)
and AR(3) models were identified for Nanjung and Palumbon Local Basin
rainfalls, respectively (both for all data and wet season data); the
estimated parameters and values of R2  are given in Table 6.2.
(6.2)
As described in Section 3, forecasts of discharge at 07.00 hours
at Nanjung and Palumbon one and two days ahead were made during-the
test per'iod December 1 , 1980 - April 30, 1981; from these, and
forecasts of the Jatiluhur Local flow contributions,forecasts of
Jatiluhur reservoir level werecomputed. The statistics of the one day
and two day ahead forecasts of NanD ng discharge, Palumbon discharge and
Jatiluhur reservoir level at 07.00 hours are given in Table 6.4; with
the exception of Jatiluhur reservoir levels, the values of R2  are relatively
low, since they are heavily influenced,by the errors in the rainfall
forecasts.
35 41
41
41
Table 6.3 Statistics of 1-day and 2-day ahead rainfall forecast errors 41
for various procedures applied to the Nanjung and Palumbon
Local basins 41
41
41
(a) Nanjung Basin
41
41
Rt+2 = Rt+1 = Rt AR(4) Recursively Est. Mean 41
1 day 2 day 1 day 2 day 1 day 2 day 41
119 117 119 117 119 117 41
mean 0:.018 0.019 -0.762 -1.055 -1.125 -1.141 41
st. dev. 7.295 7.800 5.830 5.831 5.948 5.98 41
R2  -0.508 -0.724 0.021 0.005 -0.039 -0.051
41
41
41
(b) Palumbon Local Basin 41
41
ecurs y s . eanRt+2 = Rt+1 = Rt AR(3) R ivel E t M 41
411 day 2 day 1 day 2 day 1 day 2 day
41119 117 119 117 119 117
41
mean -0.186 0.297 0.400 0.748 -1.170 -1.099
st. dev. 10.781 10.146 8.328 7.817 8.018 8.081 41
R2  -0.906 -0.690 -0.140 -0.011 -0.077 -0.091 41
41
41
41
41
41
41
41
41
41
41 36
41
41 Table 6.4 Statistics of one day and two day ahead COSSARR forecast errors
for Nanjung flow, Palumbon flow and Jatiluhur reservoir level
• - at 07.00 hours. The mean and standard deviation of observed
discharge for Nanjung were 85.1 and 56.9 and for Palumbon were41- 238.0 and 145.2 m3/s, respectively.
40
41 Location Nanjung Palumbon Jatiluhur
41 Lead time 1 day 2 day 1 day 2 day 1 day 2 day
40 112 112 112 112 109 109
mean 9.286 14.868 13.712 18.413 -0.020 0.03140
st.dev. 37.469 44.977 120.047 104.608 0.207 0.25540,
R2 0.543 0.323 0.314 0.354 0.996 0.99440
40
40
41
40
40
40
40
41
40
41.-
40
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The 1 day ahead forecasts for Palumbon (R2  = 0.314 ) are better than the
two day ahead forecasts (R2  = 0.354) which is surprising, given that the
reverse is true for the rainfall forecasts (Table 6.1); _ also the one
day ahead forecasts for Nanjung (R2  = 0.543) are better than those for
Palumbon (R2  = 0.314). As the simulation model results for Palumbon
(R2  =0.75) were better than for Nanjung (R2  = 0.64) this result may
reflect the updating procedure used with the COSSARR model.
The very high values of R2 observed for Jatiluhur reservoir levels
reflect the fact that large errors in forecasted inflows translate to
small errors in reservoir level forecasts because of the large surface
area of the reservoir. This raises the question as to what the desired
accuracy in forecasting reservoir levels should be. It is when high
rainfalls occur that forecasts of reservoir level are likely to be of
greatest importance; however, as the Project rainfall forecasting
procedure underestimates considerably the magnitude of high rainfall
over the Citarum Basin, forecasts of high discharge tend to be made
one day late i.e. after the rainfall has been observed and measured
discharge is already high, thus detracting from the value of the forecasts
To allow the simple TF models developed in Section 5 to be used
for real-time forecasting, a procedure for updating model forecasts
in real-time is required; this is achieved by developing a noise model
for the term nt i.e the difference between observed flow qt and the
simulation obtained from the TF model qt. An ARMA(p,q) model can be used
to describe the structure of the  n
t, and a recursive procedure applied to
estimate the model parameters (Appendix B) from the nt series derived from
fitting the TF model over the calibration period; the composite model
is called a transfer function noise (TFN) model. Noise models were
estimated for the nt series obtained from fitting linear TF(1,1,0) models
at Nanjung and Palumbon for data set NS1 (Table 5.3 ); AR(4) models were
found to be appropriate in each case, and the parameter values and R2  values
are given in Table 6.5.
• 38
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• Table 6.5. Parameters and Fe values for AR(4) models estimated from
• t
series for linear TF(1,1,0) models fitted using data
set NS1
•
•
The values of R2 indicate that there is more persistence in the  nt series
for Nanjung than for Palumbon.
The  TFN  models were applied in simulated 'real-time' mode  over  the
• test period December 1980 - April 1981; as forecasts of discharge at 07.00 hours
•
one and two days ahead had been provided by the COSSARR model, similar
forecasts were required from the TFN model for comparison purposes. However,
the TFN models had been calibrated using average daily discharge data, and
• thus should be used to forecast these quantities. This was not possible
•
since only three discharge values (at 0700, 1100 and 1700 hours) were recorded
during the test period, and only the value at07.00 hours was available at
the time the COSSARR forecasts for the next two days were made. Hence, the
• TFN model was used to provide forecasts of discharge at 07.00 hours although
such values would not be expected to be representative of average daily
discharge which the model had been calibrated on. The mean,standard deviation
410.
and R2 values for the one day and two day ahead TFN forecasts are given in
• Table 6.6; comparison with Table 6.4 shows that the results are somewhat
• better overall than those for the COSSARR model. The two dax ahead..forecasts
for Palumbon are slightly better than the.one day forecasts; this result was41
also obtained with the COSSARR model (Table 6.5). .In producing the forecasts
• from the TFN model, the observed rainfall used up to the.'current'- time
•
.point'was that computed when the data from all the reporting stations in
the Citarum Basin had been received. This appears to give an advintage.to
the TFN model since the 'observed rainfall' used by the COSSARR model was based
39
0
largely on the data obtained from the network of stations reporting in
real-time to the Project Office. However, it is unlikely that this
would make much difference to the results, since, in real-time, observed
discharge data are available up to the current time point, and the noise
model can compensate for any inadequacies in the simulation from the TF
model due to the rainfall input.
410
Table 6.6 Statistics of 1 day and 2 day ahead forecast errors at
07.00 hours for Nanjung and Palumbon for the TFN model
using forecasted rainfall
4I
40
Nanjung Palumbon
One day Two day One day Two day ID
Mean 5.617 11.239 19.818 24.829
II
St.dev. 35.456 40.469 110.645 97.601 ID
R2  0.605 0.468 0.406 0.419 0
41
41
The linear TFN models have also been run assuming perfect knowledge
of future rainfall i.e. observed rainfall is used instead of forecasted ID
rainfall in making one day and two day ahead forecasts of flow. For
example, the value of R2  for one day ahead forecasts at Palumbon is
•
0.692 (Table 6.7) compared with 0.406 for forecasted rainfall (Table 6.6);
this illustrates the large component of error that is attributable to
forecasted rainfall. In Table 6.7, the value of R2  for two day ahead
forecasts is higher than for one day ahead. To explain this result, the
forecast errors have been inspected and it has been found that a number of
large one day ahead errors occurred on days for which no two day ahead Palumbonli
forecast was made, and so the apparent anomaly is attributable to the 11
different sub-sets of forecasts used to calculate the statistics. ID
41
Taiple 6.7
40
Statistics of one day and two day ahead forecast errors
at 07.00 hours for Nanjung and Palumbon for the TFN model
using future observed rainfall
Nanjung Palumbon
One day Two day One day Two day
Mean 5.485 9.394 15.717 14.374
St. dev.26.391 25.733 79.459 58.140
R2  0.777 0.774 0.692 0.795
It is also of interest to see how well the  TF  model performs
when used in simulation mode to reconstitute the flows at Nanjung and
Palumbon for the 'trial run' period; the results for the linear TF
models used for 'real-time' forecasting over this period are given in
Table 6.8. The values of R2  obtained are much lower than for the fitting
period (1974-76); this is largely due to a consistent underestimation
of the flows at 07.00 hours. Since the peak daily flow rates for
Nanjung and Palumbon usually occur in the early hours of the morning,
flow at 07.00 hours will tend to be consistently higher than average
daily flow, thus accounting for the large positive values of T1 in
Table 6.8. If these biases are corrected for in computing the R2  values
i.e. F2  in (5.19) is computed as
-41
ID
ID
ID
ID
ID
410
ID
Table 6.8 Statistics of simulation errors when linear  TF(1, 1,0)  models
IP
used to reconstitute flows over period December 1980 - April 1981
ID at Nanjung and Palumbon
ID
F2  = I (nt  - 171)2
then the resulting values of R2  are much higher (Table 6.8) and similar
to the values obtained over the fitting period (Tables 5.3 and 5.4).
i k Nanjung Palumbon,
n 31.154 70.034
s.d. nt 33.922
'
84.741
R2 0.3910 0.407
R2(corrected) 0.6707 0.648
6.3 DISCUSSION
41
The results presented in Section 6.1 suggest that the procedure
used within the Project for rainfall forecasting utilizes the available
information effectively; however, the forecasts are statistical in
nature, rather than deterministic, and so should have some error bounds
or confidence limits quoted with them. These, when translated into
forecasts of flow and reservoir level, would give the user an idea of
the uncertainty associated with the forecasts.
Despite the fact that the simple TFN models had been calibrated
using average daily discharge data, the TFN model forecasts of flow at
0700 hours for Nanjung and Palumbon were better than the  COSSARR  model
forecasts over the 'trial-run' period. This result is largely due to the
ability of the noise model to update forecasts efficiently in real-time,
since the TF model gave a relatively poor simulation of discharge at
0700 hours which is largely attributable to the fact that the latter
flow rate is consistently higher than average daily flow. Since it is
likely that the  COSSARR  model would have provided a better reconstitution
of flow than the TF model over the 'trial run' period, the  COSSARR
updating procedure (i.e. adjustment of observed rainfall over the
'back-up' period') is probably not as efficient as that used with the
TFN model.
The results obtained when the TFN models were used to make forecasts
assuming perfect knowledge of future rainfall illustrate the extent to
which the errors in flow forecasts are dominated by errors in rainfall
forecasts; under these conditions, there is little to be gained by using
complex models since any improvement that might be obtained with a
complex model over a simple model is liable to be small compared with
that Which could result from improved rainfall forecasts. The results
presented above suggest that the simpler TFN model can perform as well
as, if not better, than the more complex  COSSARR  model, and so under
these circumstances, little appears to be gained from using the more
complex model.
To enable the TFN model to be used to forecast Jatiluhur reservoir
levels, forecasts of flow at 0700 hours at Palumbon would need to be
converted to forecasts of average daily flow into the reservoir, and
42
a reservoir routing component added to provide forecasted reservoir
levels. There was insufficient time to allow this work to be undertaken
within the consultant's assignment.
••
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
•
7. CONCLUSIONS AND RECOMMENDATIONS
41 43
41
41
• CONCLUSIONS AND RECORMENDATIONS
The COSSARR model has, within the limits imposed by the available data,
performed adequately as a forecasting tool over its first 'trial run' period;
ID however, this conclusion must be qualified with the following considerations:
in calibrating the COSSARR model, better results would have been
ID obtained if stations with infilled data had not been used in
• estimating basin rainfall;
ID
ID
• the forecasts of daily rainfall one and two days ahead made
• within the Project are as good as can be obtained with the
41 available information;
( )
(ii) simple transfer-function models with few parameters have been
calibrated for Nanjung and Palumbon during the consultant's
visit and shown to give comparable results to those obtain'ed
with the COSSARR model;
(iv) while the number of reporting stations used to estimate basin
rainfall in real-time is relatively small, the importance of
this is diminished by the adjustment of the rainfall input to
the COSSARR model during the 'back-up period';
• (v) the real-time forecasts obtained using the simple model developed
• under (ii) above over the 'trial run' period were slightly
better than those obtained from the COSSARR model; this suggestsID
that the COSSARR forecast updating procedure could be improved
upon;
• (vi) the full capability of the COSSARR model to simulate river
• regulation by a complex system of reservoirs is not required
•
for the Citarum River Basin
Taking the foregoing conclusions into consideration, forecasts of
• similar accuracy to those produced by the COSSARR model can be made by
41 Simpler models. In cost/benefit terms, the level of benefits from both
would_be the.same_but.the A mplementation and.running-costs-for-the---
il COSSARR model would be much higher :  in  the . case of the Citarum River,
• .4-6 .weeks consultant's time is estimated for simple model implementation,
•
and 6 months for COSSARR. Once calibrated the simple model can be run
41
ID
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on a cheap desk-top micro-computer while COSSARR, developed to handle a
general configuration of rivers and reservoirs, requires a larger facility.
The following recommendations are made by the consultant:
(a) Effort should be devoted to improving the rainfall forecasts;
this can only come if more quantitative meteorological informa-
tion (e.g. from radar) is supplied in real-time by BMG;
(b) the simple models developed by the consultant should be run
operationally alongside the COSSARR model during the 1981/82
'operational run' forecasting period;
(c) no effort should be made to implement further complex models
(e.g. the Stanford Watershed Model) under the Project since
(i) the data to support such models do not exist for
the Citarum River Basin;
(ii) even if sufficient data were available, the results
presented in Section 6 show that the factor limiting
the accuracy of flow and reservoir level forecasts
is the accuracy of the rainfall forecasts;
(d) if the COSSARR model were to be transferred to other river basins,
then
(i) appropriate computing facilities would be needed to
run the model at the various forecasting centres;
(ii) staff would have to be trained in its use.
Hence, considerable resources would be required for implementation on a
multi-basin scale. Before any such transfers are contemplated, the following
steps should be taken:
A. the benefits should be carefully assessed, both in terms of
transfer of knowledge and for operational flood warning,
reservoir management etc.
B. calibration studies should be carried out at DPMA with simple
models and the COSSARR model, and the models then run over
hypothetical trial forecasting periods; unless the COSSARR
can be shown to give significantly better results, the simple
models should be adapted for implementation;
• 45
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the development of a forecasting capability for other
river basins throughout Indonesia would be best undertaken
through the operation of a forecasting model development
411 centre, with some specialist support, at DPMA; simple
ID models could then be transferred to regional centres to
be run operationally on minimum cost desk-top computers
where required throughout Indonesia. In this way the
41 expertise and computing facilities concentrated at DPMA
41 would be exploited to maximum effect.
41
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41 RAINGAUGE NETWORK RATIONALIZATION
41
Summary 41
41 In the United Kingdom , there are about 6,500 daily , weekly or
monthly-read raingauges; the collection , processing and dissemination of41
the rainfall data are shared by the Meteorological Office and the ten
41 Regional Water Authorities who are responsible for all aspects o f water
41 resources planning and management within their respective areas. The costs
41 of collecting and processing rainfall data have increased in recent years ,
and reservations have been expressed about the quantity of data which are
41 collected and processed . To establish whether the UK raingauge network
41 fulfils its role in the most cost effective way , a project was undertaken
•
jointly by the Institute of Hydrology and the Meteorological Office to
develop methods of evaluating raingauge networks and for redesigning them ,
41
and to app ly these techniques to some o f the Regional Water Authority
41 networks in the UK .
41 A network of raingauges provides information about rainfall at only
41 a limited number of points within a region; some procedure must then be
41 adopted to estimate the rainfall for other chosen po ints and areas within
41
'the region ; in addition , the accuracy of rainfall estimates must be
quantified so that a comparison with the requirements of user of rainfall
41 da ta can be made . Optimal estimation procedures have been developed which
41 'minimize the mean square error of estima tion; these can be applied to
41
areas with any number and configuration o f raingauges. The techn iques
can be applied to the redesigrc of existing networks of gauges by. Mapping the
• root mean square error o f point interpolation , allowing the identification
41 -of these areas where these are surplus gauges or where new gauges are
41 m eeded to meet some specified criterion of accuracy.
•
The techniques which have been developed have been applied to the re-
design of the Wessex Water Authority raingauge network in Southern England .41
Summary
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RAINFALL - RUNOFF MODELLING
Over the past twenty years , considerable research effort has been
devoted to the development of mathematical models of the rainfall-runoff
process. While the main scientific objective of such work has been to
obtain a better understanding o f the comp lexity of catchment response ,
the reseach has also been motivated by the necessity for such models in the
short-term management of water resources. One o f the main potential areas
of app lication of rainfall-runoff models is in the sho rt-term forecasting
of streamflow , where forecasts from such models form the basis of decisions
p e r t a i n i ng  to flood warning , flood control or river regulation .
Given the considerable number of rainfall-runoff models which have
been developed to date , the question then arises as to what type of model
is mo st suitable for real-time use . In this context, it is useful to
distinguish between three types of model.
(a). Distributed h sics-based models :
With such models, the objective is to use the equations of
mass , energy and momentum to describe the movement of water over the land
surface and through the unsaturated and saturated zones. The resulting
system of partial differential equations has to be solved numerically at
all points on a three  d i me n s i o n a l  grid representation of a catchment
system . Such models are very much at the development stage at present
(eg . the Europ ean Hydrological System ,  J o n ch^tlausen , 1979) but will
eventually offer the possibilities of satisfactorily predicting the hydro-
logical effects of and - u se changes , and of satisfactorily predicting the
response o f ungauged catchmentS.
. .
( D) .  L ed conce tual models :
The essence of these models is that they are quasi physical in
nature ; rather than using the relevant equations of mass , energy and
momentum to describe the component processes of the rainfall-runo ff process ,
simplified but plausible conceptual representations of these processes
are adopted . These representations frequently involve several interlinked
41 stores and simp le budgeting procedures which ensure that at all times
a complete mass balance is maintained between all inputs, outputs and
inner storage changes. The forerunner of this type of conceptual model is
the .Stanford Watershed Model developed originally by Crawford and 'Linsley
(1963).
ID _ (c). In ut - out ut or black box models :
With such models , attention centres on identifying a relation-
ship between rainfall input and streamflow output without attempting to
describe the internal mechanisms whereby this transformation takes place.
This approach is frequently referred to as the systems approach , as it
ID relies heavily on techniques of systems analysis. A classical example of
ID
a model of this type is the unit hydrograph which postulates a linear
relationship between 'effective rainfall ' and 'storm runoff' and which
can be identified using any one of a numb er of techniques of input - output
analysis.
Examples of each of the above types of model will be given and
their suitability for real-time flow forecasting will be discussed .II
48
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REAL-TIME FLOW FORECASTING
W ith the increasing use of telemetry in the control of water resource
systems , a considerable amount of effort is being devoted to the develop-
ment of models and parameter estimation techniques for real-time use.. Of
particular importance is the use of efficient computational procedures
for updating flow forecasts as new data are received in real-time.
The various procedures which can be used for updating flows forecasts
from conceptual models are discussed; these include adjusting the model
parameters, adjusting the contents of the various storages , adjusting the
rainfall input or employing a stochastic model to forecast the residuals
ob tained from the simulation model. In the case of input-output models ,
more sophisticated recursive estimation procedures can be employed which
update model forecasts recursively in real-time . These procedures when
used with simple input-output models require minimal computational
facilities.
After outlining the basic p rinciPles Of recursive estimation , a particular
class of input-output models suitable for real-time use will be described ;
these models are called transfer function noise models , and they employ
a recursive procedure for parameter estimation. The basic transfer function
model is linear ; procedures for introducing non-linearity into these models
will be described. Bom e results obtained from applying them to some British
catchments will be presented .
APPENDIX E: DESCRIPTIONS OF SIMPLE FUN FORECASTING
MODELS
MODELS
B .1 TRANSFER FUNCTION NOISE (TFN) MODELS
8 .1.1 Transfer func tion (TF ) models
T he baSic mode lling app roach assumes that the observed flow q
t
can be
considered to be the sum o f a linearly deterministic component o and
a stochastic componen t n
where
a = + n
Th e dete rm inistic component o f flow , o ,
-t
exactly re lated to the input, ut, (which
o ther quantity which in fluences flow ) by
+ + 6  q = wq , +  6
1
q
t-1 r t-r out-b
W
1
u
t-b-1
+ +
s- 1
u
t-b-s- 1
w h ere 6 ., co, are parame ters , and
flow outputirespo nds to a change
backward d ifference opera tor , B ,
may b e expressed conc isely in d i
6 (8) q = w (B) u
where th e autoregressive and moving average operators  6 (B)  and w (B) are
po lynomials in B o f degree r and s- 1 respective ly, i .e .,
6 (8)  n 1 + 6
1
+ + 6 Br
r
w (B) = w +  w B +
1
t-b
v (B) = v + v l B + v2B2 +
0
50
b is th e pure time delay be fore the
in the rainfall input . Introduc ing the
de fined in  BID  u
t
= u
t-b
, the above
fference equation form as :
B
s- 1
+ w
s- 1
O n w r it in g (B 1 1.2)as
6 (B)  w (B) Bb ut = v (B)ut,'t
(81.1).:
is de fined such that it is
may be rain fall pt or some
the determ inistic linear model
(B1.2)
(B1.3)
the series of coefficients v
o
v
1,
.. is called the system impu lse
response function . This is equivalent to the un it hydrograph encountered
in the hydrological literature , excep t that the coeffic ients are used
to de fine the relationship between to tal flow and ra infall and are not
constrained to sum to unity; in fact_their sum is_called the-gain .of
the 'sy stem wh ich may be equated to the runo ff coefficient o'f a catch-
ment. S ince in 'general the order of a po lynomial approximation to .' v (B)
will be larger than the sum of the orders o f  6 (8 )  and w (8), the forb of
. _
031.2)!offers important advantages by virtue of its .parametric efficiency
(Box and Jenkins,1970 ). Also the'dep endence of curren t flow on past
flows (that is, the autoregresSive nature of j 41:i ) is of particular,.
importance in real-time forecasting app lications: it provides a
na tural mechanism whereby forecasts may be based on the most recently
ob served values of flow , and not just on past rainfall as in the unit
hydrograph (or impulse response function ) representation (Moore and
O 'Connell, 1978)
31.2 AM P; noise models 
a
8 (3) 1 + B + + B B -
1
5
The stochastic component, n , is attribu ted to the aggregated
disturbance effects of model errors , and measurement errors . It is
normal practice when estimating the unit hydrograph (UR) ordinates
to assume that the model errors, n  , form an uncorrelated sequence :
this assumption allows the UH ordikates to be estima ted , for examp le
by least squares (Snyder ,1955). However in general the noise, nt,
will not form an uncorrelated sequence, and inefficient parameter
estimates will result if least squares is used . The noise, n., can
be reasonab ly assumed to be related to white no ise (an uncorre-lated
sequence of random variables) by the difference equation
Otw nt e (B)at (31 )
where the autoregressive and moving average operators are defined as
0 (3) !. 1  + 4)1B  + + 0  BP , and
(B1.6)
respectively . The white noise sequence , a , is assumed to have zero
:flean and variance 0 2 , and to be uncorrela•ed w ith the input, ut
.
a
•
The de terministic transfer function (
represented by equation (131.2)will be
and equa tion (B1 .5) relating the proce
will be referred to as the noise mode
(B1 .2)and (B1.5) using (B1 1), gives th
no ise (TFN) model
8w (B) (B) 
t 6 (B) ut-b 0 (B)
a
t
,
where
6 (B)o t = w (B )ut-b + E
t
TF ) component of the model
referred to as the process model,
ss no ise , n , to white no ise , a
t
,
t
1. Eliminating q
t
, by comb ining
e composite, or transfer function
(31.7)
dep icted in Figure .B .1 .! This composite model thus not only provides a
more efficienti parameterisation than the UH representation o f a linear
system but also ,by acknowledging that the hydrological system is
stochastic , provides a model for the correlated model residuals wh ich
can be used to improve upon the deterministic forecast o f flow provided
by the process model.
Wh eh'dittOtSlaq-different types-of 'process model in later sec tions it
will be found conv enient to express the transfer function no ise model
- (B1-.7). in the form
1°
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6(B)e (s) 
a
t
= 6 (B) nt0(3)
The particu lar struc ture of the tran sfer function model  Wi l l  be
ind ica ted by TF (r, s, b ), where r and s specify the orders c f the
po lynomials  6 ( 3)  and  w ( B)  in (81.3).and b is the pure time delay ;
sim ilarly the structure of the noi se mode l will be ind icated by the
no ta tion ARMA (p ,q) where p and q are the orders o f the polynozials
(3),  6 (B)  defined in (81:6).
.8 1-.1 — Extension to the multiple input case
Th e process model is read ily extended to the case wh ere several
hyd ro logical inputs are conside red to in fluence flow :
60(M q
t
= w .(8) u  + E
j=1 j,t-b . t3
where m inputs are each associated w ith a moving average operator
w ..(3) and pure time delay b .. While each input w ill have its own
' 3i,Apulse response for this model, the autoregressive parameters
6 . w ill be coma o n to each input , thu s constrain ing each impulse
response to have the same decay characteristics . A mo re general
form ula tion is written as
. q
qt i=1
m (B)
u.  + n6  (B) tj=1 3,t-t)
where etach input is associated w ith the transfe r fuhction w (B)0 . (3)8
bj .
These multip le-input formula tions can p rove use fu l no t only when several
measu red input variab le s are available but also where the basic linear
TF mode l is inadequate , and an extension to the non-linear case is
req uired .
81 .4 IDENT IFICATION OF TRANSFER FUNCT ION NOISE MODELS
31 .4 .1 Transfer fun ction mod els
(81 .9)
(B1.10)
_
_ i dentifica tion o f .th e_TFAr,s,b )_ mo del .involves .estab lish ing .the.values --
o f r and s used to define the orders o f the po lynom ia ls 6 (3), w (B), and
a lso the pure time delay b . An estima te o f the impulse re sponse
function v (B) can help infer the values of r, s and b using a relation
•
•
•
•
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between the impulse resoonse functio n ordinates v .,and the process model
•
pa rameters .dj ,  W  (Bo x and Jenk ins ,1970). Equating coe fficients of B in
6 (B)v (B ) = w (B)Bb gives the required relation :
ID
v = 0 j < b
ID
j
II vj - 61 vj-1 - 62 v j-2 - - 6r vj-r + ioj-b b g j < b + s
ID v = - 61 vj-1-  62 vj-2 -j - 6 v .r 3-r j ?. b + s .
I I No te tha t for j >. b + s , v
3
forms an rth order d ifference equation
40 6 (B )v . = 0 , w ith r starting va lues v , b + s - r g j g b + s-1 . The1 i
ord inates o f the impulse response func tion consequently prov ide the
ID fo llow ing information to identify b , s and r o f the process model:
• w alle firstb ordiriateswillbe zero i—e.v.=0,0 g j < b .
3
II (ii) The next (s-r) values follow no fixed pattern i .e . v . for
ID b g j g b + s - r - I. These irregu lar o rd inates w ill be
ab sent if r > s - 1 .
ID (iii) The remainder fo llow an rth o rder difference equa tion i .e .
•
v . fo r j b + s - r w ith r starting values
v , b + s - r g j g b + s - 1
.41-.
These characteristics of the impulse response of a TF (r ,s,b) model can be
ID used to help identify values o f r , s and b from an estimated impulse
response function .
411
An approximate technique to ob tain an estimate o f the impulse respo nse
function is based on a cross-correlation ana lysis betw een flow and rain-
ID fall; the cross-co rre lation function itself is o f little use since
autoco rrelatio n o f the separa te rainfall and flow secuences in general
leads to spurious cross-co rrela tions . However if the rainfa ll sequence
is first 'prewhitened ' by identifying and estima ting a stochastic rainfall
model, then this model can be used to co nvert the rain fall sequence to
a residua l white no ise (unco rrelated) seq uence ,  1
t
= 6— (B)0 (B)p . This
- ItID same model is then used to transform flow to a sequence 3t = (13)0(B)q
ID which in general w ill no t be white no ise . The cross-correlation function ,between the prewhitened series a , 5 can be shown to be
t  t
propo rtional to the impulse re spo nse func tion, v (B), such that
I I 0 ,._ p Q(k ) < = 0 , 1 ,N 0 c:.,
I I a
where  0
a '
aB are the standard devia tions o f at and .3 .I I
3 1 .4 .2 ARMA ( , ) Noise Mod e ls
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The o rder (p ,q ) o f the stochastic model to be used for the noise series
is first found by examin ing the sample autocorrelatiOn .and partial
aetoco rre la tion functions . Whereas the autoco rrelation func tion indica tes
the co rrelation between variab les with in a tim e series at d ifferent time
lags, the partia l autoco rrelation func tion indicates the co rrelar ion rem ain ing
after the linea r dependence on va riab les at in tervening time lags has been
removed . Conseq uently for a pure autoreg ressive process th e partial
autoco rrela tion func tion dies out at lags beyo nd the order , p , of the
autoreg ressive process ; similarly the autoco rrelation func tion of a pure
mo v ing ave rage p rocess dies out at lags beyond the order, q , of the
process . These correla tion functions a re there fore particula rly useful
in identify ing the model order of pure processes, and with experience can
also be helpful in identifying mixed ARMA processes o f low order .
31 .5 Parameter estima tion for transfer function noise models
The Instrum en tal Variable - Approximate Maximum Likelihood (IVAML) A lgorithm
(Young et al ., 1971) is app licable to sy stems where the output variab le is
comprised o f the sum of a deterministic component and a stochastic compo nent
as in equation (3 1 .1) . The stochastic componen t may be attributed wholly
to measurement noise in q , or might include the disturbance effect of
model errors . How ever , tke input variab les are treated as determin istic
or noise free . If equation (81 .8) is used as a basis for parameter
estimation , and measurement and parameter vecto rs are defined as
x
t
= (- Pqt- lr g t-2' q t- r' P t-b' t-b -1' P t-b-s -1
t = ( 1e r,w0,w 1 o s-1 ),
then equation (81 .8) can be writte n as
q t = xt e t +  E
Th e pre sence o f stochastic disturb ances in the elements o f xt resu lts
in the noise  E
t
being au tocorrelated ; as a re sult  E wi l l  also be
cro ss co rrela ted w ith q
t-1
, q
t-2
, ... wh ich mak e up ihe measurement
00
0
•
•
0
0
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0
0
0
0
0
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Th i s s e t o f e s t i ma t e s i s t h e n u s e d i n c o n j unc t i o n wi t h t h e (a s s ume d )
• d e t e r mi n i s t i c r a i n f a l l i np u t a s t h e I V v a r i ab l e f o r t h e n e x t ' p a s s '
' t h r o u g h t h e d a t a i . e .
•
i .
411
e_
•
v e c t o r x
t
. Th i s c r o s s - c o r r e l a t i o n i s t h e o r i g i n o f t h e i n c o n s i s t e n t
l e a s t s q u a r e s e s t i ma t e s . I f , o n t h e o t h e r h a n d , e q ua t i o n (3 1 . 1 ) i s
u s e d a s t h e b a s i s f o r t h e e s t i ma t i on , t h e n t h e r e s u l t i ng mo d e l i s
Tq = x t u t + n
wh e r e
x
t
= (- q
t - 1 t - 2 åt - r ' P t - b 1P t - b - 1 ' . . . P t - b - s - 1 )
As . t h e e l e me n t s o f x
t
a r e d e t e r mi n i s t i c va r i a b l e s u n c o r r e l a t e d wi t h
n
t '
t h i s mo d e l p r o v i d e s a b a s i s f o r c o n s i s t e n t l e a s t s q u a r e s
e s t i ma t e s o f t he e l e me n t s o f e
t
. Howev e r , t h e e l e me n t s q
t - 1 ' q t - 2o f x
t
a r e u n k nown ; , t o o v e r c o me t h i s p r o b l e m, a n e s t i ma t e
o f x
t ,
d e no t e d by x a nd r e f e r r e d t o a s a n i n s t r ume n t a l v a r i a b l e
( I V) v e c t o r , c a n b e t p r o v i d e d wh i c h i s d e f i n ed t o b e h i gh l y c o r r e l a t e d
wi t h x
t
b u t u nc o r r e l a t ed wi t h t h e no i s e nt
Th e i n s t r ume n t a l va r i a b l e v e c t o r i s g e n e r a t ed f r o m a l i ne a r t r a n s f e r
f un c t i o n mod e l a s f o l l o ws . F i r s t l y , t h e e s t i ma t i o n o f t h e p a r a me t e r
ve c t o r S i s f o r mu l a t e d i n r e c u r s i v e f o r m s o t h a t t h e e s t i ma t e i s
u pd a t e d a t e a c h t i me p o i n t . Af t e r a l l t h e a v a i l ab l e d a t a h a v e b e e n
p r o c e s s e d , a n e s t i ma t e o f e i s a v a i l a b l e ; t h i s c an t h e n b e u s ed t o
g e n e r a t e a s e t o f e s t i ma t e s o f q
t
r e c u r s i v e l y a s
A
a Tq t = x t
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A A A
a T
= P t - b - s - 1 1
a n d t h i s p r o c ed u r e i s r ep e a t e d u n t i l s t a b i l i t y i s a c h i ev e d i n t h e
e s t i ma t e o f 6 . De t a i l s o f t h e r e c u r s i v e e s t i ma t i o n a l go r i t h m a r e
g i v e n i n _Yo u ng e t a l ( 19 7 1 ) a nd t h e a l go r i t hm i s s umma r i z e d i n
Ta b l e 3 4) an d F i g u r e i  .2*.
tr On c e t h e 'p a r a me t e r v e c t o r B h a s b e e n e s t i ma t e d , t h e p a r a me t e r s o f a
no i s e mo d e l o f t h e f o r m d e s c r i b e d i n Se c t i o n Bl i .t a r e e s t i ma t e d u s i ng
a n ap p r o x i ma t e ma x i mu m l i k e l i h o o d (AML ) me t h Od -;:rI li c h i s a g 4 n f o r mu l a t e d
i h a r e c u r s i v e f o r m. Us i n g t h e e s t iåra t e d pa r ame t e r v e c t o r 0 a nd t he
f i na l i n s t r ume n t a l v a r i a b l e v e c t o r x
t
, a s e r i e s o f e s t i ma t e d r e s i du a l s
i s g e n e r a t e d a s
A A
a T
= q - q = q - x e
n t t t t t
Th e e s t i ma t i o n o f t h e p a r a me t e r s o f t he no i s e mode l f o r n i s
_
ap p r o a c h e d a s f o l l ows . Eq u a t i o n 0§1 : 5 i ma y b e wr i t t e n a s t
• • 1
(B1 . 1 2 )
( 31 . 13)
(3 1 . 14 )
10:3117. 15 )
t+1
=
t
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t
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testim ate t
q
t
•• :.-"K
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A
•
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Parameters
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Algo r i t hm
••
•
•
nt
= ET + at (B1.16) •
where
t
is  an explana tory variab/e vector defined as
-n
.(81-:17) 
= (-  nt-1 a'- nt-21 t-p ' t-1 '  • • • at-q )
•
•
•
and •
5 (6 , 6 , $ ... )T (81.18)1 '2 o 1 2 q
•
•
How ever , the terms n
t-1,
n
-2'
, a
t-1 1
a
t-2 . . .  in equationt • ' •
(81.16)are unknown; estimates of n are obtained from (BU S) wh ile
estimates of a may be obtained using (BL 16) as •
t
A AT A (B1 .19)
= it - t ,at lt-1
•
•
where a
t1t-1
denotes the one-step ahead forecast error at time t
 using intormation up to time (t-1) , and
t
is now defined as
•
•
= (- r -n  . . .- n  , a i )T (81 .20)
't-1' t-2' t-p t-l it-2 at-g it-q-1 • •
•
A recursive least squares algorithm can then be applied to yield
consistent  estimates  o f the  parame ter  vec tor  8 ;  initially the •
'n cplanatory variable vector is defined as (assum ing p q)
•
A
= (-n  ,- n
P-1
, . . . ,- n
1
,  o, • • • ,  0) (81 .21)p + t P  •
setting a  1  „ a
• • • equal to their expec tedp i p - t  p-l ip- 2 _ '.ap+1-q 1p-q
values of zero ; equations (81.18) and (B1.19) are then used recursively
in conjunction with the leas-t squares algorithm as summarized in
•
•
Table 8.2 . A number o f passes through the data is necessary until •
Stab iliiy is achieved in the estimate of  S .
•
•
•
•
•
•
•
•
•
TABLE B2 Summ ar o f Recu rsiv e Approx imate Maximum Likelihood Å l orithm
MODEL
Sy s tem equa tion
M easurem en t equa tion  n  =
T B  + at
t t
A LGOR ITHM
One-s tep ah ead
fo recas t
6t+1 St
60
a
n 1tit-1 t-1
In nova tio n (1 step
ah ead fo recast erro r) a
t
= - n
t t lt- 1
V a riance of
2 'ifr pinno vation erro r = 0 2  4.
t- l it- 1° t it a
Ka lman ga in K
t
- P F 0
t-1It-1 't t it
Parame te r e: tima te
= B  + K a
, upda te t t-1 t t
V ariance-covariancr.
AT
m atrix o f p arameter P
t lt
= (I - K
t t)P t- 1 lt- 1
es tim a tion erro r
Exp lana to ry variab le
v ec tor = (n • , n at- 1 t-p t- 1
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• 6.2 THE CONSTRAINED LINEAR SYSTEMS CLS MODEL
• 8.2.1 Linear modellin using CLS
The basis of the CLS model is a multiple-input single-output linear system
• which has been developed for hydrological application by Natale and Todini
•
(1976a, b) and'has been applied in non-linear form to daily rainfall-
runoff modelling by Todini and Wallis (1977). In linear form, the model
40 is written as
•
q = U  V + E (8.2.1)
where& is an (N x 1) vector of discrete outputs (streamflow) sampled at
• a time interval At, U is an (N x nk) partitioned matrix of discrete time
• input vectors, v is an (nk x 1) vector of impulse responses, and n and N
are respectively the number of inputs and the number of concurrent
observations on each input and the output. Usually the estimate of v
• is obtained through a straightforward application of least squares involving
•
-1
the inversion of the matrix (UT( U) where E is the variance-covariance
•
-c
matrix of the errors. However, this approach has a number of disadvantages,
among which are
• (i) the matrix (U
T
E
-1 U) is frequently ill-conditioned (Abadie,
1970), and errors introduced through matrix inversions may
introduce errors comparable to the values of the parameters to
• be estimated;
•
•
•
•
(ii) the estimated impulse responses may be oscillatory with a
large proportion of negative values, which is in conflict
with physical principles;
continuity is not necessarily maintained.
Natale and Todini (1976a, b) have developed estimation procedures for the
_impulse responses which do not have shortcomings (i), (ii) and (iii). Their
_lormulation of the problem is to minimise the functional
.1*Ez
J(c = vT UT E-1 U v - vT UTE-1
subject to the constraints that
(B.2.2)
40
v ) o (62:3)
G v = (82:4)
ID
where the matrix G is defined to maintain continuity and/or account for ID
losses in converting rainfall into runoff. The minimization of J(cTc)
subject to the above constraints is achieved through quadratic programming. ID
In the above description, the lengths of the impulse response vectors have 410
been assumed equal for ease of presentation; no essential difficulty is
encountered with non-equal values of k.
To illustrate the application of the CLS model, two examples will
be considered. The first involves the case where rainfall is measured at ID
5 gauges within a catchment (Figure B.3); it is assumed that it is required
to treat these as separate inputs, and to apply the constraints (8.2.3) and
40
Equation (B2.6) takes into account the losses in converting the n=5 precipitatict
inputs p \t to streamflow qt, 'assuming pt = 0 for (1 - k) c t 0.
The second example involves the case of m=2 upstream tributary inflows,
qt, 2. = 1,2, and n-m = 7-2 = 5 precipitation inputs for the remaining contributinIDg
catchment area (Figure 83). In this case, G is an (m+1, nk) a (3,7k) matrix 41
for which the elements are all zeroes except
62
(B.2.4) to the estimation of the vector of impulse responses v. In this case,
G is a (1 x 5k) matrix with elements
N-j+1 i
4E,  Pt ii = 1, 2, ..., 5
91,(j-1) k + j -
E q j = 1, 2, ... k
t=1 t
to represent the following constraint:
n k N-j+1
E  u . . Z 1) = Z q
ti=1 (1-1)k+j t=1 t t=1
(B2.5)
(82.6)
40
ID
41
41
41
41
ID
qt
=
t=1g3,0 -1)k+j  
E [qtt=1 t=1 qt)
= 1,2
i =  3,4,  ... 7 (82.7)
j = 1,2, ... k
40
40
40
40
40
ft
40
40 -
II
40
40
40
(a) Case of n=5 precipitation inputs
f
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(b) case of m = 2 tributary inputs and n-m = 5 precipitation inputs
Fig-ure 83 Schematic representations-of iti utS to CLS model
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•
•
ID
which ensures that the following continuity equation is maintained for the
IDwhole system:
ID
7 k N-j+1 . N-j+1 2
I , (82.8) IDE E v )k+j E = E C qt - E q# jt=1 b1=3 j=1 t=1 t=1
Once the parameters of the impulse response vector v have been estimated, an 41
estimate of the a priori unknown runoff coefficient relevant to each
precipitation input pit is obtained as
; = E  j 1 ?(1-1)k+j = (r+1), n (82.9)
=
In formulating the CLS model, it is also possible to introduce q as ID
an additional input;this then results in a model of the form
r n sr l ,i, ti, II
qt E 6. qt-i E E WI j 14 -1j).-s.-1 + et (82.10)i=1 1 i=1 j=0 - 1 1 II
which is the alternative autoregressive-moving average representation of a II
linear system given by Box and Jenkins (1970) with r autoregressive terms ID
on previous outputs si moving average terms and a pure time delay bi for 0
each input. This type of model formulation is more parsimonious (i.e. involves
fewer parameters) than that given by equation (82.1) and is particularly
relevant when real-time use of the model is contemplated, as values of
as well as u(tPI, uN , would then be available toqt-1' qt-2' ... ID
make forecasts of at time t. This then provides the modelqt' qt+1'
with a natural updating facility.
The CLS model can be applied to rainfall-runoff modelling, flow routing
•
or a combination of both where the assumption of linearity is deemed reasonable.
An application involving flood routing through a junction is described by
Natale and Todini (1977) while Wood (1980) has used a model of the form of
equation (10) for flow routing on the River Dee. The estimation of the ID
ordinates of a unit hydrograph is an obvious application; here the use of
IDprdinary least squares frequently results in oscillatory unit hydrographs
with negative ordinates which have to be transformed into physically ID
reasonable shape using a smoothing technique (e.g. Floods Study Report, 1975).
•
The use of CLS obviates to a large extent the necessity for smoothing,
while the constraint given by (82.4) ensures that the unit volume criterion
for the unit hydrograph is satisfied, something which is not necessarily ID
guaranteed by smoothing.
•
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•
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6.2 2 Non-linear modellin using CLS
41-
41 The linear form of the basic CLS model may prove restrictive for
41 rainfall-runoff modelling applications. This was recognised by Todini and
Wallis (1977) who introduced non-linearity into the model by means of a
41  . threshold mechanism applied to the rainfall input. They applied the procedure
41 to a single lumped rainfall input, although there is no reason why the
41 procedure could not be applied to multiple inputs. The original procedure
described by Todini and Wallis (1977) has since been improved upon and is41
applied as follows. An antecedent precipitation index APIt is computed at
• time t as
•
•
APIt = Kt APIt-1 + pt-1 (82.11)
41 with
41
Kt
= R
 
•
+ a cos (t -  40
 (B2.12)
• where R, a and ct) are parameters describing the seasonal variation in Kt.
• If T is then selected as a threshold value of APIt, then the following
41 operation is performed on the input vector ut = pt to generate two separate
input vectors:
41
41 if APIt > T, then the value of precipitation at time t-1
' Pt-1' is
41 set to zero in the first input vector, and pt_l is
stored in the corresponding location of the second
41 input vector;
41
41 if APIt T, the value of pt_I remains in the first input vector and
a zero is placed in the corresponding location of the
41
second input vector.
•
•
The procedure is represented schematically in Figure 8.4. Thus, for one
threshold, two inputs are generated from a single basic input; the multiple41
input capability of the basic CLS model is then utilized to derive the
41- impulse responses for these inputs, and ultimately to derive a model output.:
• which has a non-linear relationship with the original input. The basic
•
notion underlying the model is that different response regimes operate in a
catchment in response to different states of catchment wetness, with the
• switch from one response to another achieved through the threshold, which
introduces non-linearity into the model. Further thresholds may be
applied if considered necessary although this increases considerably the
number of impulse response parameters to be estimated.
The selection of values for the threshold 1, and the parameters kixond
0 'describing the behaviour of Kt is done on a trial and error basis and
is relatively straightforward.
The application of the CLS model with thresholds to rainfall-runoff
modelling is described in Todini and Wallis (1977) and O'Connell et al (1977,
1978).
P,
NO
A P I> T
YES P,..
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Figure  8.4  CLS model with threshold
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41
41
8.3 OPTIMIZATION OF PARAMETERS OF SIMPLE CONCEPTUAL MODELS
41
• The algorithm used to optimize the parameters of the simple conceptual
models described in Section 5 is a modified version of that developed by41
Rosenbrock (1960). The search geometry of the original algorithm is unchanged
• but modifications have been made to the way in which a minimum is found in
• each of the arthogonal directions.
41
Constraints on the variables to be optimized are introduced by applying
41 sine-square transformations to the variables i.e. if a is a parameter which
• it is desired to constrain between the limits amax and amin then the
•
appropriate transformation is
41
= amin (amax amin) Sin2(x)
41
•
where x is the uncontained variable in which the search for the optimum is to
be carried out using the Rosenbrock algorithm. The transformation also has
41 the effect of reducing the parameters to be optimized to variables of the
• same scale.
41
The directions searched correspond initially to the axes of the variables.
41 When all the directions have been searched once, new directions are defined,
• one of which is the direction of advance during the first iteration (i.e. the
•
vector joining the initial and final points) and the others are orthogonal
41
to this. New searches are made in these directions and when new minima have
been estimated the directions are redefined as before and so on.
•
41 The minimum along each direction is estimated by calculating the error
function at a series of points. At the start of each linear search the variable
•
41
is altered by 2 per cent and the error function is computed again. If an
41 initial failure is registered the direction of search is reversed. If a success
41 is indicated by a decrease in the error function, the last value of the variable
is altered by 3 per cent, then by 4.5 per cent, and this magnification of the41
steps continues until a failure is registered. The minimum is predicted from
• the three best error function values by quadratic interpolation using finite
difference approximations; if the estimation of the minimum is found to be
_ within a certain tolerance the next direction is searched from this point.
When the function or the variables cease to change significantly a minimum
is assumed to be found and the search is terminated by means of a convergence
criterion.
68
The error function used to optimize the parameters of the simple
conceptual models was the sum of squares function
F2 - E(qt - qt)2
where qt denotes observed discharge and qt denotes simulated discharge from
the model.
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