I. Introduction
The prediction of turbulent flow fields for engineering purposes continues to be dominated by employing the Reynolds-averaged Navier Stokes (RANS) approach. Although there are several classes of closure methodologies available, the class of two-equation linear eddy viscosity models may be the most popular. Included in this class is the ¢ -£ model, which has many variants. Such models are most effectively utilized when the focus is on mean field dynamics rather than detailed behavior of the statistical moments. The two-equation formulation yields an eddy viscosity that directly influences the mean flow behavior. The ¤ equation can be directly derived from the full Reynolds stress transport equation (by taking the trace). Closure of this ¤ equation then requires a constitutive equation for the Reynolds stress tensor as well as the transport and pressure-diffusion terms. For the Reynolds stress tensor, a linear relation with the mean strain rate tensor is assumed with the proportionality coefficent being the turbulent eddy viscosity. For the transport and pressure-diffusion terms gradient transport models are generally assumed. The ¥ equation is based on transport processes in the dissipative range, but it is often viewed as being an empirical model.
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Naturally, implicit in the use of all RANS models is the assumption that for a given set of initial and boundary conditions, a unique solution will be obtained. However, it will be shown here that for certain formulations of the ¤ -¥ model, portions of the flow field can converge to a degenerate solution that is "pseudo-laminar" in nature. The terminology "pseudo-laminar" alludes to the fact that the model does not predict the correct laminar limit in terms of the turbulent to mean flow time scale (¦ § ¤ © ¥
), but the resulting eddy viscosity is still near zero so the mean flow behaves as a laminar flow. Unfortunatley, this disturbing behavior is further exascerbated by the fact that the location and spatial extent of these pseudo-laminar regions in the converged solutions can depend on initial conditions and method of solution! This paper both demonstrates the problem and performs an analysis that explains why the system of equations behaves in this manner. It should be noted that this anomalous behavior occurs only in developing flows, i.e., boundary layers. Flow configurations that utilize streamwise periodic boundary conditions (such as fully developed channel flow) do not in general encounter this problem. Such issues have not been addressed previously, and the purpose of this analysis is to critically examine the characteristics of the ¤ -¥ model from a dynamical systems standpoint. Mohammadi and Pironneau 3 reported extensive mathematical analysis on the ¤ -¥ model, but did not consider the anomalies described here. Dynamical system analyses have previously been utilized [4] [5] [6] in order to identify the fixed points of two-equation and second-moment closures in homogeneous shear flow, and to calibrate closure models for equilibrium flows. The issues addressed in the present study, however, require that the evolution toward the equilibrium state is understood, particularly the solution trajectories from a given initial condition, and not the fixed points per se. Although the theoretical approach is inherently based on the simplifying assumption of homogeneous turbulence, an attempt is also made to account for inhomogeneous effects so that the theoretical results can be more easily related to the full numerical solution of the model in realistic wall-bounded flows.
As already alluded to, the dynamical systems analysis undertaken here is not only concerned with fixed point identification but also about dependent variable phase-plane trajectories and dependence on initial conditions. The analysis is shown to isolate deficiencies in some formulations of the -model that lead to initial condition and solution-method dependent converged solutions.
II. Illustration of the Problem
To illustrate the anomalies arising in numerical solutions of the -model, two cases are considered: (1) a flat plate boundary layer flow, and (2) flow over an airfoil. The computer code CFL3D 7 was employed. a As will be shown, the capacity to reach arbitrary steady-state solutions is a property of the -equations themselves, so any numerical method will encounter the problem.
A basic form of the -model can be written as
, and 
with the eddy viscosity given by
In this type of formulation, the function H P is introduced into Eq. (1b) so that as a solid boundary is approached the destruction-of-dissipation term does not become ill-behaved. 
, as shown in Fig. 3 . The solutions after 25,000 multigrid cycles showed no perceptible differences from those solutions obtained after 2500 cycles.
B. RAE 2822 Airfoil
As a second example of anomalous behavior, the flow over an RAE 2822 airfoil at freestream Mach number
, and
showing the airfoil shape and resulting pressure contours for these conditions is given in Fig. 4 .
There is a strong shock wave present on the airfoil upper surface near 65% chord, whereas the flow on the lower surface remains subsonic. In this example, the initial and boundary conditions were kept fixed but the numerical solution method was changed. The initial conditions and farfield boundary conditions in this case were set to
. This corresponded to a very low freestream turbulent intensity of 0.013% and a freestream eddy viscosity of
. These are typical values used in CFL3D.
7 Figure 5 shows the skin-friction distribution on the lower surface of the airfoil obtained using two different numerical solution strategies for obtaining converged solutions. The converged results were completely different, with each suggesting a "transition" location in a different place. The first case was run using multigrid and 3 levels of mesh sequencing, with 2500 iterations on the coarse grid, followed by 2500 iterations on the medium grid, and finally 3000 iterations on the finest grid (ä 0 å ae Y ç è ae
). The second case was run with multigrid and 2 levels of mesh sequencing, with 5000 iterations on the medium grid followed by 3000 iterations on the finest grid. Although not shown, both cases converged very well, with the é ê -norm of density residual reduced more than 3 orders of magnitude. Both these examples show that caution needs to be exercised when using the ë -ì model.
A numerically converged solution does not necessarily constitute the intended solution to the set of governing equations; it may depend on numerical parameters such as initial conditions and solution procedure. It is also important to mention here that many CFD practitioners have noticed that the ë -ì equations often fail to go fully turbulent, although the cause has never been identified before. In fact, it is customary to build in ad-hoc fixes to attempt to ensure that turbulence always develops. Some of these fixes include: (1) restarting ë -ì solutions from another turbulent solution, (2) setting initial conditions to have turbulent-like levels rather than freestream levels, and (3) imposing a temporary source term in the boundary layer. All of these fixes, in general, are workable ways to avoid the problem; but they do not shed any light on the reasons behind the problem and were not developed based on any firm rational foundation.
As a consequence, their generality cannot be assured. In the following section an analysis is conducted that makes the reasons clear.
III. Dynamical Systems Analysis
A dynamical systems analysis can be used to determine the temporal dynamics associated with the numerical solution of systems of equations.
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A so-called nullcline analysis will also be used to identify some parametric restrictions on the ë -ì equations Eq. (1), in order to avoid arbitrary pseudo-laminar converged solutions.
It is possible to gain critical insight into the solution behavior for inhomogeneous turbulent flows through an analysis of the homogeneous form of Eq. (1). In its homogeneous limit, Eq. (1) can be written as a nonlinear, autonomous equation system in the form 
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). The reason the analysis yields an unbounded growth in this case is that the mean flow field is fixed and unaffected by the turbulence, and this provides an infinite source of energy for the turbulence. In practical computations, this behavior is not seen because there is a two-way coupling between the turbulent and mean flow fields. The coupling allows for a steady-state to be reached. Diffusion, to be introduced later in the analysis, also plays an important role in practical computations.
The stability properties of the two critical points can be examined by linearizing about each critical point. The coefficient matrix of this linear system is the Jacobian matrix
To determine the nature of the critical points (e.g., if they are stable or unstable), the eigenvalues of this matrix are found at the critical points. 
, and for °¡
it is approximately
. Using these expressions, along with expressions for the derivatives of Eq. (4) 
Equations (7a) and (7b) can be sketched for a case when the two nullclines intersect. Inspection of Eq. (6a) and Eq. (6b) then shows the following to apply: It is also interesting to look at the phase space trajectories of the case with ¡ å 1 ¦ , shown in Fig. 8 . Here, the two nullclines do not cross, so there is no saddle point (i.e., no second critical point). The trajectories now behave like the ones to the right of the saddle point in Fig. 7; regardless of the initial condition, the solution always goes to the turbulent solution and never to the degenerate one.
A. Accounting for Diffusion
Inhomogeneous effects that necessarily occur in any practical calculation can be represented by the viscous diffusion term and the gradient diffusion models for the turbulent transport, represented by 2 3 ÿ 5 4 7 6 and 2 8 3 ÿ 5 4 @ 9 . Since the consideration here is for high Reynolds number flows, viscous diffusion effects can be neglected in the turbulent region, and it is only necessary to adequately represent the effects of the turbulent tranport in both the kinetic energy and energy dissipation rate equations. It suffices for the purposes here to simply assume that the transport effects act over a distance A given by
Thus, qualitative estimates for the transport terms can be written as
with q s ù and q s u w as unknown coefficients. Using these estimates for the transport terms allows them to be grouped with the destruction terms. Thus, an equation set that accounts for inhomogeneity can be written as
It is clear to see that the effect of the additional diffusion-type terms is merely to tilt the nullclines up, making them steeper. As will be shown in section B, this effect is needed to achieve agreement between theory and computation. The relative shapes and positions of the phase space trajectories are a function of the relative magnitudes of the (a priori unknown) q s ù and q s u w . In this case, the nullclines intersect to form a saddle point when
B. Comparison of Computations with Analysis
Through the foregoing analysis, it is clear that the equations themselves (when they contain an F function in the I -equation destruction term) can cause degenerate solutions to occur. But how well does the theory compare with actual RANS computations? Although the actual RANS computations are much more complicated than the analytical model because the mean flow and the actual diffusion terms vary in time and space, we can look at these varying values at specific points from the earlier flat plate computation, for example, and choose representative levels over the latter part of the temporal development. These representative levels can then be inserted into Eq. (14) when computing the theoretical phase-space trajectories for comparison.
Figures 9 and 10 show the results using this procedure at two different points in the flow
field. The first figure shows computed results at a point in the boundary layer that eventually converged to a pseudo-laminar degenerate result, along with the theoretical trajectories. Here, Another important observation is that the right hand side in Eq. (16) is less than
. Because the second critical (saddle) point exists only if i a j can achieve a value
, this implies that a second critical point is necessary in order for the degenerate point (k y e t n t ) to be stable, when using the current equation set.
D. Extension to More General Form
To summarize, the analysis suggests that the presence of two critical points for a commonlyused form of the -equations has the potential to produce anomalous pseudo-laminar behavior. The degenerate point associated with the pseudo-laminar solution ( m 0 ; y ) is stable only if there exists a second critical point given by
One can write the homogeneous limit of the -equations in more general form:
where the new variables ¤ , « ¡ , and can now each include functions of the solution (for example, low-Reynolds-number models 9 often use a function ¤ that is a part of ¤ ). In the more general form Eq. (18), the second critical point is now defined by « ¡ ¬
The analysis strongly suggests that any -model for which ® G ¡ somewhere in the flow has the potential to yield an arbitrary pseudo-laminar solution. The analysis also led to a methodology for preventing the anomalous behavior in steady-state solutions using the current equation set.
IV. Concluding Remarks
The results presented here also suggested that any ± -² model for which the coefficient multiplying the destruction term in the ² equation can be less than or equal to the coefficient multiplying the production term has the potential to produce arbitrary pseudo-laminar solutions. 
