Abstract. It is a fact simple to establish that the mixing time of the simple random walk on a d-regular graph Gn with n vertices is asymptotically bounded from below by
Introduction
This paper is aimed at understanding the mixing properties of random walks on a finite regular graph. We are going to be focused on asymptotic properties when the number of vertices goes to infinity.
Minimal mixing time for the simple random walk. Let 3 ≤ d ≤ n − 1 be integers with nd even and let G n = (V n , E n ) be a finite simple d-regular graph on a vertex set V n of size #V n = n.
Let (X t ) t≥0 be the simple random walk on G n , which is the Markov process with transition matrix, for all x, y ∈ V n P n (x, y) = 1 {{x,y}∈En} d .
The uniform measure on V n denoted by π n is reversible for the process. Furthermore if G n is connected, then π n is the unique invariant measure of P n , G n is not bipartite, then P t n (x, ·) converges to π n when t tends to infinity.
We are interested in estimating the time at which P t n (x, ·) falls in a close neighborhood of π n in terms of the total variation distance. More formally, the total variation mixing time associated 1 with threshhold ε ∈ (0, 1) and initial condition x ∈ V n , is defined by T mix n (x, ε) := inf {t ∈ N : d n (x, t) < ε} , where d n (x, t) is the total variation distance to equilibrium (1) d n (x, t) := P t n (x, ·) − π n TV = 1 2 y∈Vn P t n (x, y) − π n (y) = max A⊂Vn P t n (x, A) − π n (A) .
The worst-case mixing time is classically defined as
The mixing properties for the random walk are intimately related to the spectrum of P n . An illustration of this is the classical computation based on the spectral decomposition of P n (see [29, Lemma 12.16] ) allows to control the distance in function of the spectral radius of P n : for all x ∈ V n ,
where
is the operator norm of P n restricted to functions with zero sum (this is also the second largest eigenvalue of P n in absolute value counting multiplicities). This yields in particular that
log n − log(2ε) .
In particular, if we have ρ n < 1 − δ for some δ ∈ (0, 1) and some sequence of n going to infinity, then the upper bound in (3) is of order log n for any fixed δ, ε ∈ (0, 1).
On the other hand, a naive lower bound of the same order of T mix n (ε) can be obtaind by using the elementary fact that the graph distance Dist(x, X t ) between X t and the initial condition x is stochastically dominated by a random walk on non-negative integers, started at 0, with jump d log(d−1) log n for any fixed ε ∈ (0, 1)?
An affirmative answer was given to this question in [31] (see also [25] ):
Theorem A ( [31] ). Let d ≥ 3 be an integer and let (G n ) be a sequence of d-regular graphs on n vertices such that their spectral radius satisfy lim n→∞ ρ n = ρ = 2 √ d − 1/d. Then for any ε ∈ (0, 1),
we have
. Remark 1.1. The result above remains of course valid if our sequence G n is not defined for every n ∈ N but only on an infinite subsequence of N provided that ρ n converges along this subsequence.
In the remainder of the paper, with a some small abuse of notation, when using lim, we always assume that the considered sequence may not be defined for every n.
Theorem A is an illustration of the cutoff phenomenon: a sequence of finite Markov chains P n exhibits cutoff if at first order T mix n (ε) does not depend on ε ∈ (0, 1), that is, for any ε ∈ (0, 1), lim n→∞ T mix n (ε)/T mix n (1 − ε) = 1. Since its original discovery by Diaconis, Shashahani and Aldous in the context of card shuffling [19, 2, 3] , this phenomenon has attracted much attention. We refer to [18, 29] for an introduction and to [9] for an alternative characterization of cutoff. For other recent contributions on cutoff for random walks on graphs with bounded degrees, see [10, 11, 13] .
As a warmup, we provide a novel proof of Theorem A, which is simpler than that presented in [31] and [25] (independently observed by Lubetzky [30] ). A more precise version of Theorem A will be proved in Proposition 9 below (it notably allows to obtain the second order term in the asymptotic development of T mix n (ε)). With our approach we can also relax a little bit the assumption and allow the presence of n α eigenvalues outside the interval [−ρ, ρ], with α ∈ (0, 1) small enough, at the cost of discarding a small proportion of possibly bad starting points. More precisely, given (G n ) a sequence of d-regular graphs on n vertices, we define the upper semi-continuous function I : [0, 1] → [0, 1], which can be interpreted as an asymptotic density of eigenvalues on log-log scale ( 
7)
I(u) = inf ε↓0 log {λ∈Sp(Pn) : ||λ|−u|<ε} dim(E λ n ) log n , 3 where dim(E λ n ) denotes the dimension of the eigenspace corresponding to λ.
Theorem B. Let δ ∈ (0, 1), d ≥ 3 an integer and let (G n ) be a sequence of d-regular graphs on n vertices such that their spectral radius satisfy for all n, ρ n ≤ 1 − δ and for all u > ρ,
I(u) ≤ 1 − 2 log(u/ρ + (u/ρ) 2 − 1) log(d − 1) .
Then, there exists c = c(δ, d) > 0 such that for any ε ∈ (0, 1) and η > 0,
lim n→∞ # x ∈ V n : T mix n (x, ε) log n ≥ (1 + η)
/n 1−cη = 0.
We note that if the graph G n is transitive (that is for any pair x, y ∈ V n , there exists an automorphism of G n which maps x to y) then T mix n (x, ε) does not depend on x, and (9) implies that lim n→∞ T mix
). See Remark 3.1 for a variant of Theorem B which allows to control T mix n (ε) at the cost of modifying the definition the function I(u).
The principal aim of this paper is to obtain a better understanding of this phenomenon via bringing the question to a larger setup.
Minimal mixing time for the anisotropic random walk. A first possible extension is to consider a random walk with biased directions. For d ∈ N, we set [d] = {1, . . . , d}. One way to define a biaised random walk on a d-regular graph G n = (V n , E n ) with #V n = n is to assume that E n can be partitioned in d sets of edges (E n,i ) i∈ [d] where each vertex of V n being adjacent to exactly one edge of each type (this implies in particular that n is even), and to associate a transition rate p i to each type of edge with i∈[d] p i = 1. For more generality, we consider an involution * :
We are going to make make the weaker assumption that G n is a Schreier graph: the graph may have loops or multiple edges and we assume that its adjacency matrix may be written as
where, for each i, S i is a permutation matrix of a permutation σ i on V n and σ i * = σ −1
i . In graphical terms, this is equivalent to assume that the set of edges E n admits a partition E n = ⊔ q j=1 E n,j such that for each j, E n,j is a disjoint union of cycles of length at least 2 (where a cycle of length 2 is a single edge) and each vertex x ∈ V n is adjacent to a cycle of E n,j . Indeed, q is the number of equivalence classes of the involution and the sets E n,j are the cycle decompositions of the permutations (which coincide if σ i = σ −1 i ). The case described above where E n is partitionned in d types simply corresponds to the case were * is the identity. In Definition 2 below, we will give an extended definition of a Schreier graph.
If d is even, it is a standard exercise to check that any d-regular graph is a Schreier graph for some collection of d/2 permutations and their inverses. A more explicit example of such graph is any Cayley graph of a finitely generated group and a symmetric set of generators of size d: the 4 permutations S i corresponds to the (left or right) multiplication by an element of the symmetric set of generators. We note that decomposing d ≥ 3 as d = 2k + l, with k, l non-negative integers, the infinite d-regular tree T d is the Cayley graph generated by k free copies of Z and l free copies of Z/2Z with their natural generators. Now given a Schreier graph G n with #V n = n and given a probability vector p = (p 1 , . . . , p d ) (with positive coordinates summing to one) such that (11) p i > 0 and
we consider the matrix
Note that by construction P n,p is a symmetric Markovian matrix. This is the transition kernel of a random walk on G n which is called the anisotropic random walk. Again, π n , the uniform measure on V n , is reversible for this process. The spectral radius of P n,p is defined as the operator norm of P n,p projected onto the orthogonal of constant functions
(it coincides with the second largest eigenvalue of P n,p in absolute value counting multiplicities).
From what precedes, we may also define the anisotropic random walk on T d with probability vector p = (p 1 , . . . , p d ). We denote by P p its transition kernel. We refer to see [28, 22, 20] for properties of the anisotropic random walks on T d . From [24, 16] , the Alon-Bopanna lower bound for the spectral radius of P n,p is
where ρ p is the spectral radius of P p , given by the classical Akemann-Ostrand formula [1] ,
The mixing time of the random walk admits a minimal asymptotic value. To make this more precise, we have to present the lower bound which is obtained using a generalization of the strategy yielding (4). Consider (X t ) t≥0 an anisotropic random walk on T d with transition kernel P p and starting from the root of T d denoted by e. The entropy rate h(p) of P p is defined as 
In words, after a time t, the random walk X t typically remains within a set of size exp(h(p)(t+o(t))) and the random walk is roughly uniformly distributed on this set. For any time t > 0 and x ∈ V n , the entropy of P t n,p (x, ·) is at most the entropy of P t p (e, ·) (see Proposition 6 below). As a consequence, we have that for any fixed ε ∈ (0, 1), uniformly in x ∈ V n ,
In the spirit of Theorem A, for a given probability vector p, a natural question is thus the following: If a sequence of graphs on n vertices has a minimal asymptotic spectral radius in the sense that ρ n,p = (1 + o(1))ρ p , does it also have an asympotic minimal mixing time in the sense that T mix n (ε) = (1 + o(1))(log n)/h(p) for any fixed ε ∈ (0, 1)? The answer turns out to be somewhat more involved.
and let p be a probability vector on [d] which satisfies the condition (11). Then, there exists another probability vector p ′ which satisfies the condition (11) such that the following holds. If a sequence of Schreier graphs G n on n vertices as in (10) satisfies
.
The condition (19) can be thought as a Ramanujan property for the anisotropic random walk with probability p ′ . In some cases, this condition (19) can be relaxed to allow n o(1) eigenvalues outside the interval [−ρ p ′ , ρ p ′ ]; see Remark 5.1 below. An explicit expression for the vector p ′ is provided in the proof. In particular we have that p ′ = p if and only if p is the uniform vector. This result is thus a generalization of Theorem A. We believe that our result is sharp in the following sense: we conjecture that for any q = p ′ , there exists a sequence of Schreier graphs G n on n vertices such that lim n→∞ ρ n,q = ρ q and lim n→∞ ρ n,p ′ = ρ p ′ . Among those graphs, we conjecture that there are graphs such that lim inf n→∞ T mix n,p (ε)/ log n > 1/h(p). For p different from the uniform vector, a source of example for Theorem 1 is in [14] . Up to the involution, we consider independent permutations σ i on [n] vertices: if i = i * , σ i is a uniform permutation on n elements and, if i * = i, we take n even and σ i is a uniform matching on n elements (where a matching is an involution without fixed point). Then, in probability, the condition (19) is true for any probability vector p ′ which satisfies the condition (11).
Minimal mixing time for covered random walks. We now present another extension. We start with a refinement of the notion of Schreier graph.
Definition 2 (Group action, covering and Schreier graph). Let G be a finitely generated group with unit e, V a finite set and a map ϕ : G × V → V is an action of G on V , if we have for all x ∈ V , g, h ∈ G, ϕ(e, x) = x and ϕ(gh, x) = ϕ(g, ϕ(h, x)). For any g ∈ G, we denote by S g the permutation matrix on V associated to the bijective map on V : x → ϕ(g, x).
If A is a finite symmetric subset of G then the Schreier graph of (G, A, ϕ) is the graph (with possible loops and multiple edges) on V whose adjacency matrix is g∈A S g . If G = (V, E) is the Schreier graph of (G, A, ϕ), we say that (G, A) is a covering of G. As already pointed, the infinite tree T d is the Cayley graph of the group G free generated by k free copies of Z and l free copies of Z/2Z with their natural generators denoted A free . By considering the group homomorphism from G free to G which maps A free to A, we deduce that all Schreier graphs are covered by (G free , A free ) with the corresponding involution.
The standard example of an action on a finite set is the following. Let G be a finitely generated group and H a subgroup of G with a finite index. Then the set of left cosets V = {gH : g ∈ G} (with gH = {gh : h ∈ H}) is a finite set and ϕ defined by ϕ(a, bH) = abH is an action of G on V .
We are now interested in the more specific situation where, for some finitely generated nonamenable group G, we have a sequence of finite sets (V n ) with #V n = n and (ϕ n ) a sequence of actions of G on V n . Let p ∈ ℓ 2 (G) be a given finitely supported probability vector such that (21) the support of p generates G and p g = p g −1 for all g ∈ G.
Then, we are interested in the random walk on V n with transition matrix
where for g ∈ G, S g is as in Definition 2. Note that if the support of p is contained in a finite symmetric set A, then P n,p is an anisotropic random walk on the Schreier graph of (G, A, ϕ n ). This situation extends the previous setup in both directions: the underlying group is not necessarily the free group and the generating set is not necessarily the natural set of generators.
Similarly, we denote by P p the kernel of the corresponding random walk on G defined as
where, for g ∈ G, λ(g) is the left multiplication operator (or the left regular representation of g)
defined by: for all h ∈ G, λ(g)(h) = gh. Let ρ p be the spectral radius of P and let ρ n,p be the spectral radius of P n,p defined in (13) . From [24] , the Alon-Boppana lower bound (14) is still valid.
Moreover, from Kesten's Theorem [27] , if G is non-amenable and if (21) holds, we have ρ p < 1.
Similarly, we denote by h(p) the entropy rate of P p defined by (16) . From Avez' Theorem [8] ,
if G is non-amenable and (21) holds, then h(p) > 0. From Proposition 6 below, the mixing time of the anisotropic random walk on G n is lower bounded in terms of h(p): we have that for any fixed ε ∈ (0, 1), uniformly in x ∈ V n , (18) holds.
For a given probability vector p supported by a generator, a natural question is thus the following:
Are there spectral conditions for a sequence of actions (ϕ n ) of G on V n with #V n = n to guarantee that the anisotropic random walk on V n has an asymptotic minimal mixing time in the sense that (1))(log n)/h(p) for any fixed ε ∈ (0, 1)? Our answer to this question is based on two notions of group algebra which we now define.
Definition 3 (RD property).
A finitely generated group G has the RD property if for every finitely supported p ∈ ℓ 2 (G), the spectral radius ρ p of P p is well controlled by the ℓ 2 -norm of p in the following sense: for any finite symmetric generating set A of G, there exists a constant C = C(G, A)
such that
where R is the diameter of the support of p in the Cayley graph associated with (G, A).
We refer to [17] for an introduction to the RD property. We note that free groups and hyperbolic groups satisfy the RD property. Observe also that it is sufficient to check (24) for a single finite symmetric generating set A of G.
Our second notion is the strong convergence of operators algebras which we define here in our specific Markovian setting. It can thought as an analog of the Ramanujan property for a sequence of group actions on finite sets.
Definition 4 (Strong convergence). Let G be a finitely generated group, (V n ) a sequence of finite sets and (ϕ n ) a sequence of covering maps of G on V n . We say that the covering maps (ϕ n ) converge strongly (on Markovian operators) if for every finitely supported probability vector p ∈ ℓ 2 (G) such that the right-hand side of (21) holds, we have
where ρ p is the spectral radius of P p defined in (23) and ρ n,p is the spectral radius of P n,p defined in (22) and (13).
We are now ready to state our final result.
Theorem 5. Let G be a finitely generated non-amenable group with the property RD, (V n ) a sequence of finite sets with #V n = n and (ϕ n ) a sequence of actions of G on V n which converges strongly. Then for every finitely supported probability vector p ∈ ℓ 2 (G) such that (21) holds the mixing time of the random walk with transition matrix P n,p satisfies, for every ε ∈ (0, 1),
The assumption that the group actions converge strongly is a strong assumption. Notably, Theorem 5 does not imply neither Theorem A nor Theorem 1. These two theorems rely on special properties of free groups. Nevertheless, in some cases, it is possible to relax the assumption that the group actions converge strongly by supposing instead that the strong convergence holds on some vector spaces of codimension n o(1) ; see Remark 4.2 below.
A source of example for Theorem 5 is in [14] : random actions of the free group are strongly convergent. More precisely, let * : i → i * be an involution on [d] with l fixed points, let G free be the group generated by k = (d − l)/2 free copies of Z and l free copies of Z/2Z, and let
. . , a d } be the natural set of generators. Up to the involution, we consider independent permutations σ n,i on [n] vertices: if i = i * , σ n,i is a uniform permutation on n elements and, if i * = i, we take n even and σ n,i is a uniform matching on n elements. We consider the action of G free
Then, in probability, this sequence of actions is strongly convergent.
Minimal mixing time for color covered random walks. In this paper, we will also consider yet another extension which notably allows to consider random walks on n-lifts of a base graph (not necessarily regular). Since the work of Amit and Linial [6, 7] and Friedman [21] , this model has attracted a substantial attention. In this context, we will give the analog of Theorem 5. To avoid any confusion on notation, we postpone the treatment of this model to Section 6.
Organization of the paper. In Section 2 we provide a short proof for the entropic lower bound (18) only stetched in this introduction, and provide a general result (Proposition 7) which allows to estimate the mixing time of a Markov chain in terms of the distribution of a stopping time at which the chain is close to equilibrium.
In Section 3, we provide a simple proof of Theorem A/B, proving and using a relation between k-non-backtracking random walk on trees and Chebychev polynomials.
In Section 4, we prove Theorem 4 concerning cutoff in the more general setup under the assumption of Strong Convergence (Definition 4). In Section 5, we prove Theorem 1 concerning anisotropic walk, by combining the ideas of Section 4 with an analysis of the resolvent of the anisotropic random
Finally, in Section 6 we deal with the model of color covered random walks.
Notation. For k a positive integer, we set [k] = {1, . . . , k}. If V is a countable set and M is a bounded operator in ℓ 2 (V ), we use the notation: for all x, y ∈ V , M (x, y) = e x , M e y where e x is the coordinate vector at x. The integer part of real number t is denoted by ⌊t⌋. Recall that G is a finitely generated non-amenable group, (V n ) n≥0 a sequence of finite sets with #V n = n, (ϕ n ) n≥0 a sequence of actions of G on V n , that P n,p , P p denote the transitions matrix on V n and G respectively defined by (22) and (23), and that h(p) is the entropy rate associated with P p .
Proposition 6. Given any sequence (V n ), (ϕ n ) n≥0 as above, the mixing time associated with the random walk on V n with transition P n,p satisfies for any ε ∈ (0, 1)
Proof. Let (X t ) denote the random walk on G starting from the unit e and with transition P p . Its distribution is denoted by P. The result is an almost direct consequence of the Shannon-McMillanBreiman Theorem [26, Theorem 2.1], which states that log P p (e, X t ) concentrates around its mean; see (17) . In particular given ε, δ > 0 we have for all t sufficiently large
Thus if one sets
Now given x ∈ V n arbitrary, we consider X t := ϕ n (X t , x), which is a random walk with transition matrix P n,p started at x, and let V δ (t) := {ϕ n (g, x) : g ∈ V δ (t)} , the image of V δ (t) by the action.
We have, for all t sufficiently large
and
We obtain the desired result.
2.2.
Mixing time from stopping time. We present here a result derived from [9] , which allows to estimate the distance from equilibrium using arbitrary stopping times. In this subsection, (X t )
is an arbitrary Markov chain on a finite set V with transition matrix P and for x ∈ V , P x denotes the distribution of this process with initial condition X 0 = x.
A classical way to obtain mixing time upper-bound is via the use of strong stationnary time (see [29, Chapter 6] ). A strong stationnary time is defined as a stopping time T for the chain X for which X T is at equilibrium and X T and T are independent.
The standard bound [29, Lemma 6.11] says that if T is a strong stationnary time for (1) then (the bound is in fact proved for the separation distance which is larger)
A careful inspection of the proof in [29] reveals that one can allow X T to admit another distribution provided an adequate error term is added. However the assumption that X T and T are independent is crucial in the mechanism of proof. However using recent techniques developed in [9] to compare mixing time with hitting times, we can by-pass this independence assumption if the chain is reversible and if the mixing time is much larger than the relaxation time, at the cost of a second error term.
Proposition 7. Let (X t ) be a finite reversible Markov chain with transition matrix P with spectral radius ̺ and equilbrium measure π. If T is a stopping time for X and P x (X T ∈ ·) = ν, then we have for any non-negative integers t and s:
Proof. The main ingredient of our proof is [9, Corollary 2.4], which we reformulate as follows. Let Ω be the state space of the Markov chain. Given a set A ⊂ Ω, s ≥ 0 and ε > 0 we set
Then we have
From the definition of total variation distance we have
For every x, t and s, using the triangle inequality and the fact that X T ∼ ν we obtain that
From the definition of U (A, t, ε) the double sum above is smaller than ε. Thus, from (26), we obtain (maximizing over A)
and one can conclude by choosing ε = ̺ 2s/3 .
3. Simple random walks on Ramanujan graphs revisited 3.1. Sketch of proof of Theorem A and Theorem B. In order to prove Theorem A and Theorem B, we apply Proposition 7 for a stopping time defined using a coupling between the random walk on G n and that on T d , the infinite d-regular tree. This coupling is defined thanks to a covering map from T d to G n .
We denote by e the root vertex of T d . Let X be the simple random walk on T d starting from e. Given x ∈ V n , we fix a local graph homeomorphism ϕ :
We may construct the simple random walk on G n by setting X t := ϕ(X t ).
For a well chosen integer k ≥ 1, we define the stopping time τ as
where Dist(v, o) is the distance of the vertex v in T d to the root e. With k = log n (1)), we show that at the time τ , X τ = ϕ(X τ ) is close to equilibrium. More precisely, we use that the distribution of X τ can be expressed as an explicit polynomial of the transition matrix P n (cf. Lemma 8) , and thus its ℓ 2 -norm can be controlled in terms of the spectral radius of P n (cf. Lemma 10). This spectral bound turns out to be optimal.
Then the proof is concluded easily by using Proposition 7 and the fact that the detailed behavior of τ , which is a hitting time for a biased random walk, is known. It is worth mentioning that this reasoning leads to a more quantitative result in Proposition 9 below (which can also be obtained using methods from [31] ). We note also that the variables X τ and τ are independent and Proposition 7 in its full strength is not really needed here.
3.2. Non-backtracking walks and Chebyshev polynomials. In this subsection, let us consider
denote the set of paths of length k in G. Given x, y ∈ V , we define the set of non-backtracking paths of length k from x to y as (with the convention that [0] is the empty set)
and NB k (x) := y∈V NB k (x, y). We define the non-backtracking operator of length k on G to be the following Markovian matrix on V × V ,
We let P denote the transition matrix for the simple random walk on G (i.e. P = Q 1 ). The following well known result (see e.g. [5, 37] and [15] for an early reference) will help us to control the spectral radius of Q k in terms of that of P .
Lemma 8. For every integer k, there exists a polynomial p k such that Q k = p k (P ) for every graph G. More precisely we have
are the Chebyshev polynomials of the second type defined rescursively by
Proof. It is sufficient to check that the identity Q k = p k (P ) is valid on the d-regular infinite tree
The result follows then by induction on k. We find
,
The conclusion follows.
The polynomials (p k ) are called the Geronimus polynomials (in reference to [23] ) or the nonbacktracking polynomials.
3.3.
Proof of Theorem A. Recall that ρ n denotes the spectral radius for P n restricted to nonconstant function and let
be the quantity by how much G n is far from being a Ramanujan graph. Theorem A is a consequence of this more quantitative statement.
Proposition 9. Let (G n ) be a sequence of d-regular graphs on n vertices such that lim n→∞ η n = 0. There exists a constant C and a sequence δ n tending to zero such that for all ε ∈ (0, 1) for all n sufficiently large (depending on ε)
where, if Z is a standard normal distribution, the function Φ(·) is defined as the inverse of
In particular if lim n→∞ η n log n = 0, then
log n + Φ(ε) log n + o( log n).
Note that the upper-bound in (30) is an immediate consequence of (29) , while the lower bound (displayed in [31, Fact 2.1]) which is valid for any d-regular graph and follows from the argument sketched in the introduction. We note also that it follows from [12] that, if G n is a uniform random d-regular graph on n vertices then η n √ log n converges to 0 in probability. Hence, we recover the main result of [33] from Proposition 9.
The remainder of this subsection is devoted to the proof of Proposition 9. The proof includes a technical lemma whose proof is postponed to the end of the Section.
Proof of Proposition 9. We apply the content of the previous subsection to our problem. Let x be in V n and ϕ : T d → G n be as in Section 3.1 be a local graph homeomorphism such that ϕ(e) = x, where e is the root of T d . Let X t be the simple random walk on T d started at the root vertex e. Then X t := ϕ(X t ) is a simple random walk on G n starting from x. For an integer k to be chosen later on, let τ be defined as in (27) . Since non-backtracking paths in a tree are geodesic paths, it is immediate to see that the distribution of X τ is given by Q k,n (x, ·) where Q k,n (x, ·) is the non-backtracking operator on G n . Hence in particular the standard ℓ 2 upper-bound on total variation distance (2) applied for t = 1 yields
where, using Lemma 8
Hence if one sets
we deduce from (31) that Q kn,n (x, ·) − π n TV ≤ (log n) −1 .
We now apply Proposition 7 for T = τ . We obtain that, provided that ρ n ≤ 1 − δ (which is true for all n large enough if η n → 0 for e.g. δ = 1/20), for all t ≥ 0,
The last term can be made smaller than (log n) −1 for all n large enough by choosing s n := (log log n) 2 . Hence, setting
we obtain
Now, the central limit theorem for the biased random walk on the line implies that
converges weakly to a standard normal distribution. We may thus easily estimate t n as a function of k n . Hence, the only missing part is an estimate for k n .
Lemma 10. For any integer d ≥ 3, there exists a constant C such that for all n sufficiently large we have
The above estimates combined with the use of the central limit theorem (details are left to the reader) imply that
This concludes the proof of Proposition 9 (provided that Lemma 10 has been established).
Proof of Lemma 10. We use the following classic identities, valid for all θ ∈ R\{0} and k ∈ N,
We note that U k is either an even or an odd function (depending on the parity of k). We thus have for any λ,
Using the fact (it can be checked using (33) 
Using the identity (33) we obtain that there exists a constant C such that
This is sufficient to obtain the desired estimate on k n .
3.4.
Proof of Theorem B. Let η > 0. To prove Theorem B use (32) with k n replaced by
. By the law of large number τ = τ (k) is asymptotically equivalent to kd d−2 . Hence, to prove Theorem B, it is sufficient to show that, there exists c > 0 such that for all n large enough, we have Q k ′ n ,n (x, ·) − π n TV ≤ n −cη for a least n 1−2cη vertices x in V n . It is thus sufficient to show that for all n sufficiently large,
To take into account the information we have about the multiplicity of eigenvalues, we must be more precise than (31) in our decomposition. If for λ ∈ Sp(P n ) \ {1} we let α λ (x) be the square norm of the projection of the coordinate vector at x on E λ n , the eigenspace of P n corresponding to λ, that is
From the spectral theorem, we have x∈Vn α λ (x) = dim(E λ n ). Using the Cauchy-Schwartz inequality and the decomposition on the eigenspaces of P n we obtain
Hence, averaging over x, we have
Using the fact (recall (34) ) that
, as a consequence of (33) we have lim sup
Hence recalling the definition of I(u) in (7) and the assumption ρ n ≤ 1 − δ, we arrive at
(where we have used the upper semi-continuity of u → I(u)). Using the assumption (8), we obtain that the left-hand side of (37) is at most c 0 η with
Together with (36) , it concludes the proof of (35) with c = c 0 /4.
Remark 3.1 (Variant of Theorem B)
. If H is a vector space of R Vn with #V n = n, we define the flat-dimension of H as dim 0 (H) = n max x∈Vn P H e x 2 2 where P H is the orthogonal projection onto H. This definition implies dim 0 (H) ≥ dim(H), dim 0 (span(π n )) = 1 and dim 0 (span(e x )) = n. If the graph G n is a transitive graph and H is the invariant vector space generated by k eigenvalues of P n , then we have dim 0 (H) = dim(H). Now, we define I 0 exactly as I in (7) but by replacing in (7) dim(E λ n ) by dim 0 (E λ n ). The proof of Theorem B actually proves that (6) holds if ρ n < 1 − δ and for all u > ρ, (8) holds with I 0 instead of I.
Covered random walks: proof of Theorem 5
4.1. Notation. In this section, we fix a finitely supported probability vector p ∈ ℓ 2 (G) and we denote by (X t ) t≥0 the random walk on G with transition kernel P p started at X 0 = e, the unit of G. The underlying probability distribution of the process (X t ) t≥0 on G N will be denoted by P(·).
Finally, if ϕ n is the action of G on V n as in Theorem 5, given a fixed x ∈ V n , we set X t = ϕ n (X t , x).
Then (X t ) t≥0 is a trajectory of the Markov chain on V n with transition kernel P n,p and initial condition x.
Proof strategy.
Our strategy shares some similarity with that adopted in the Ramanujan case: we try to build a skeleton walk using stopping times which are defined in terms of the walks performed on the covering.
The two important properties that our skeleton walk must satisfies are the following (i) At each step, one jumps more or less uniformly to one of k neighbors for a large k.
(ii) The Poincaré constant associated with the skeleton walk is close to the Alon-Boppana bound.
The second property is obtained from our assumptions that the RD property on G holds and that the sequence of actions converges strongly. To obtain a skeleton walk that jumps close to uniformly on large sets, we perform an explicit construction based on the Green's operator associated to P p .
To conclude, we need to relate the mixing time of the skeleton walk to that of the original one. This is done using the tools developed in Subsection 2.2 which relate mixing time and hitting time.
Indeed hitting time of the skeleton walk provide an upper bound for the hitting times of the original walk.
4.3.
Construction of the skeleton walk from the Green's operator. Given k a large integer, our task is to find a stopping time τ for the process (X t ) starting from X 0 = e such that X τ is close to be uniformly distributed on a set of k vertices. We denote by A = {a 1 , . . . , a d } be the symmetric support of P p . We define Γ as the Cayley graph of G generated by A. By construction (X t ) is a random walk on Γ. We are going to choose our stopping time of the form τ := inf {t ≥ 0 :
where U is a finite and contains e. Notably, τ is almost surely finite and X τ is supported on the set ∂U defined by
which satisfies #∂U ≤ (d − 1)#U . Now let us specify our choice for U . We let R p = (I − P p ) −1 be the Green's operator associated with P p . We define u to be the image of the coordinate vector at e by R p . This corresponds to the expected number of visit at g starting from e:
And given k ≥ 1 we define the set
Our skeleton walk is the induced walk on the successive exit times from U . More precisely, we define τ 0 := 0, τ 1 = τ and, for integer s ≥ 1,
We finally set
We denote by Q the transition kernel associated with the Markov chain (Y s ): for any g, h ∈ G, Q(g, h) = P(X τ = hg −1 ).
By construction, we have (39) Q = P q where, for all g ∈ G, q g := Q(e, g)
Note also that from (21), U −1 = U and the vector q = (q g ) g∈G satisfies the right-hand side of (21).
We let (Y s ) be the induced walk by (Y s ) on V n , Y s := ϕ n (Y s , x), and let Q n denote the associated transition kernel. The following result establishes that U has the desired property.
Proposition 11. Assume that G is non-amenable and that p satisfies (21) . Then there exists a constant C such that for every integer k ≥ 2, the set defined by Equation (38) satisfies e ∈ U , #U ≤ Ck log k, diam(U ) ≤ C log k (where diam denotes the diameter for the graph distance in Γ) and such that for q defined by (39),
Proof. By definition of the function u, we have e ∈ U and for any g ∈ G, P [X τ = g] ≤ u(g) ≤ 1/k, as requested. We now check that the cardinality of U is controlled by k log k. This is a simple consequence of the fact that G is non-amenable, which implies that ρ p < 1. Notably
and thus, if |g| is graph the distance of g and e in Γ,
This implies that U is included in the ball B r of radius r = C 1 log k around the unit e (we may take for instance C 1 = 2/| log ρ p |). For any b ∈ N, we find
, we thus find that #U/k is at most C 2 log k as requested (with C 2 = 2bC 1 ).
4.4.
Deducing mixing time from RD property and the strong convergence. To compare the original walk with skeleton walk, the first requirement is to control how much time each skeleton step requires on average. This can be deduced from the definition of the entropy of G.
Lemma 12.
For any ε > 0, there exists k(ε) > 1 such that for all integers k ≥ k(ε),
Proof. Given t 1 < t 2 < ∞ we decompose the expectation in three contribution (τ ≤ t 1 , τ ∈ (t 1 , 2], τ > t 2 and obtain
We set
and t 2 := C log k for some adequate constant C, and prove that the second and third term in (41) are smaller than (ε/4)(log k/h(p)). We start by bounding the tail probability of τ . Recalling that ρ p is the spectral radius of P p ,
Hence, for any s > 0,
By Proposition 11, we deduce for some choice of constant C > 0, for any s > 0 and integer k ≥ 2,
It follows that for any ε > 0, for all k large enough
Now to control the second term, we need to show that P(τ > t 1 ) ≤ ε/(4Ch(p)). Set
and arguing as above,
Now, from (17), if k is large enough, P(X t / ∈ H) ≤ ε/(8Ch(p)) and, by Proposition 11,
The latter is at most ε if k is large enough.
Remark 4.1. The above proof actually shows that conclusion of Lemma 12 is true for any exit time from a set of cardinality k 1+o (1) . On the other hand (17) and the lower bound u(X t ) ≥ P t p (e, X t ) imply easily that E[τ ] ≥ (1 − ε)(log k)/h(p) for all k large enough. Hence, our set U maximizes asymptotically the mean exit time (among all sets of cardinality k 1+o (1) ).
All ingredients are now gathered to conclude.
Proof of Theorem 5. We fix ε ∈ (0, 1), δ > 0 and x ∈ V n arbitrary and prove that for n sufficiently large T mix n,p (x, ε) ≤ (1 + δ) log n/h(p). Considering τ constructed with U from Proposition 11 for some large k which we are going to choose depending on δ but not on n, and setting m := ⌊(1 + δ/4)(log n)/ log k⌋, we use Proposition 7 for the walk X t := ϕ n (X t , x) T = τ m , t = ⌊(1 + δ) log n/h(p) − log log n⌋ and s = ⌊log log n⌋.
As lim n ρ n,p = ρ p < 1, the third term in (25) is smaller than ε/3, we are left with controlling the two first terms, that is proving that for n sufficiently large (recall the definition of Q n below Equation (39)).
For the first inequality, choosing k(δ) sufficiently large Lemma 12, guaranties that t n ≥ (1 + δ/2)mE[τ ] and hence the first inequality in (42) is a consequence of the law of large numbers.
The second inequality is obtained using spectral estimates for Q n . Since G has the RD property (24), we deduce from Proposition 11 that for some constants C, C ′ (depending on p)
Now, the assumption that (ϕ n ) converges strongly applied to q implies that for all n large enough (depending on k), the spectral radius ρ n,q of Q n satisfies.
Then, we use the usual ℓ 2 -distance bound and we obtain that for any m ≥ 1,
and we can conclude replacing m by its value.
Remark 4.2 (Relaxation of the definition of the spectral radius.). We may relax a little bit the assumption of strong convergence. If H a vector space of R Vn which is invariant by P n,p , we set ρ H n,p to be the operator norm of P n,p on the orthogonal of H. Recall the definition of the flat-dimension in Remark 3.1.
Now, we say that the sequence of actions (ϕ n ) converges relatively strongly if for any finitely supported probability vector p ∈ ℓ 2 (G) such that (21) holds, we have lim sup ρ n,p < 1 and lim n ρ Hn n,p = ρ p for a sequence (H n ) of invariant vector spaces such that π n ∈ H n and dim 0 (H n ) ≤ n εn with lim n ε n = 0. Then Theorem 5 also holds under this weaker assumption. Indeed, we simply replace the bound (43) by the bound valid for any invariant vector space H of Q n which contains π n :
which follows directly from the spectral theorem and the observation that, if P H is the orthogonal projection onto a vector space H, then,
Finally, we notice that if dim 0 (H) = n o(1) and lim sup n ρ n,q < 1 then the first term on the righthand side of (44) goes to 0 as soon as m is of order log n. we denote by (X t ) t≥0 the random walk on G with transition kernel P p started at X 0 = e, the unit of G. The underlying probability distribution of the process (X t ) t≥0 on G N will be denoted by P(·). Finally, we define ϕ n as the action of G on V n such that for all i ∈ [d], S g i = S i where S i is as in (12) and S g is the permutation matrix associated to ϕ n (g, ·). Finally, given x ∈ V n we set
, that is (X t ) t≥0 is a trajectory of the Markov chain on V n with transition kernel P n,p with initial condition x. .
Organization of the proof.
Our idea is to use the same stopping time strategy that for the previous section. The important difference is that instead of using the RD property to conclude, we want to show that the generator of the skeleton random walk can be reasonably approximated by a polynomial in P n,p ′ , the generator of the random walk with anisotropy given by p ′ . Our first job is thus to identify the value of p ′ which is possible. This is performed by studying the resolvent of the process which is done in Section 5.
3. An explicit expression for p ′ is given Proposition 17.
Then in Section 4.4 we use our result concerning resolvents to obtain a relevant bound on the kernel of the skeleton walk (Proposition 18). Combining this with a few ℓ 2 computation (Lemma 19) this allows to prove Theorem 1 adaptin the aproach used for Theorem 5.
5.3.
The relation between p and p ′ via resolvent. The resolvent of P p is defined for z / ∈ σ(P p )
We also consider R ρp p (that is z = ρ p ) that can be defined by continuity (it is an unbounded operator). In the above expression, I is the identity operator in G As our group is non-amenable, the vector (R 1 p (e, x)) x∈G is very close to be integrable (it belongs to ℓ 1+ (G) := ∩ ε>0 ℓ 1+ε (G) but not to ℓ 1 (G)), while (R ρp p (e, x)) x∈G is close to be in ℓ 2 (G) in the same sense. What we prove in this section (and which is made plausible by the observation above) is the following:
Proposition 13. Given p a probability vector on [d], there exists a unique probability vector p ′ and a real C = C(p) such that for all x, y ∈ G,
As a consequence of tree structure the Cayley graph associated with (G, A), that can be identified with the regular tree T d , the resolvent function admits a simple "multiplicative" expression (this is a well established result that can be found e.g. in [22] or [20] ): R z p (e, x) can be obtained by multiplying R z p (e, e) by a quantity q z i (p) for each edge of type i which is crossed on the minimal path linking e to x. Hence to prove Proposition 13, we need to find a probability vector
We need some extra-notation to give an expression for the coefficients q i . Let us denote by for all k) and z / ∈ σ(P p ), we have
Moreover,
and γ
As we shall check, R z p (e, e) and γ z i have a proper limit at z = ρ p . The above lemma allows to compute explicitly the resolvent operator. e) ) and q i = p i γ z i , we have e) ) is the largest solution of the equation for s ∈ (0, ∞):
Proof. From (45), we have 2s = z − j p j q j and p i q 2 i + 2sq i − p i = 0. The formulas follows immediately. It remains to prove that s is the largest solution of f (x) = z with f (x) = 2x + j x 2 + p 2 j − x . Since f strictly convex, the equation f (s) = z has zero, one or two solutions. We have f (0) = 1, f ′ (0) = 2 − d < 0 and f diverges at infinity. Hence, f (s) = z has one solution for z ≥ 1, and, from (15), two for z ∈ (ρ p , 1), say s − (z) < s + (z) and one at z = ρ p . At the branching point, z = 1, s − (1) = 0 and s
is continuous in z ≥ ρ p , we deduce the claimed statement.
The above lemma has some implication for the value of q i = p i γ z i for z ∈ {ρ p , 1}.
Proof. Let s = 1/(2R z p (e, e)). By Lemma 15 since 2s = z − j p j q j and p i /(2s) = q i /(1 − q 2 i ), we have
We get the first claim.
For the second claim, by Lemma 15, we have
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We apply again (46) and we sum over i. We find
The right-hand side is equal to 1 if and only if
or equivalently if s > 0 is a local extremum of the function f (x) = 2x + i x 2 + p 2 i − x . This function f is strictly convex and diverges at infinity, so it has a unique local minimum, say s ⋆ .
Recall that, by Lemma 15, we have z = f (s). Finally, by (15), s = s ⋆ is equivalent to z = ρ p . It gives the second claim. Now we are ready to identify the value of p ′ which is such that (13) holds. We set, for i ∈ [d], 
It is given by the formula, for all i ∈ [d],
Proof of Proposition 17. For ease of notation, we set q ′ i = a i (p). Assume that p ′ is a probability vector such that
. By Lemma 15, we necessarily have
where 2s = 1/R
. It implies the claimed uniqueness. We now prove existence. We set
where s > 0 is the normalization constant such that p ′ is a probability vector.
We have
, by the first statement of Lemma 16,
We note that (47) is valid for any s, p i 's, q i 's such that for all i, q i = ( 
It concludes the proof.
5.4.
Deducing mixing time from a bounding kernel. Our aim now is to work with the same stopping time and skeleton walk of Section 4.3 and use the information we have to approximate the transition matrix of the skeleton walk Q n = P n,q (defined below (39)), with a power series of P n,p ′ the transition matrix of the nearest neighbor random walk associated with p ′ of Proposition 17. We further define Q ′ n to be the following truncated series (which approximates a multiple of the resolvent of P n,p ′ at z = ρ p ′ )
Proposition 18. Given p a probability vector on [d], there exists a real C = C(p) such that for p ′ given by Proposition 17, we have, for all x, y ∈ V n
We postpone the proof of this proposition to Section 5.5 and deduce Theorem 1 out of it. The proof includes a few technical lemmas whose proofs are postponed to the end of this section.
Proof of Theorem 1. Our first step is to use the comparison above to obtain spectral estimates for Q n . We cannot control directly the spectral gap be we can obtain estimate for contraction of function with large variance. Given a matrix A of size n × n and 1 ≤ u ≤ √ n, we define
Af, Af f, f .
Note that κ 1 (A) is the operator norm of A and κ √ n (A) is the maximal diagonal entry of M in absolute value. For general u, the scalar κ u (A) can be thought as a kind of pseudo-norm of A restricted to vectors which are localized in terms of their ℓ 2 over ℓ 1 ratio.
Lemma 19. Let A, B be two n × n matrices such that B is a bistochastic matrix and, for some real
where ρ(B) is the second largest singular value of B.
From Proposition 18, we may apply Lemma 19 when A = Q n and B = αQ ′ n , with
p ′ and c = Cα −1 for the constant C given by Proposition 18. In this case we have
To ensure that the second term in (49) is small we set u = u k := e (log k) 5 . Then, from Assumption (19) and Lemma 19, for any fixed k, for all n ≥ n 0 (k) sufficiently large, we obtain
Now we want to use this estimate to build a stopping time for the original walk P n,p . The idea is first to iterate Q n several times in order to contract the ℓ 2 norm below the threshold u and then use the original transition matrix P n,p to finish the job. For this purpose, for a fixed integer k ≥ 3 which will be defined later on, and n ≥ 3, we set a n := log n log k − 4 log log k and b n := ⌊log log n⌋.
We define T := b n + τ an . Our spectral estimates (52) implies that X T is close to equilibrium:
Lemma 20. For any fixed integer k ≥ 3, let a n , b n . If Assumption (19) holds, then we have
To show that
for n sufficiently large, we use Proposition 7 with T = b n + τ an , t n := ⌊(1 + δ/2)(log n)/h(p)⌋ and s n := ⌊(δ/2)(log n)/h(p)⌋.
With this setup, the first term in (25) tend to zero according to Lemma 20 and the third one (ρ 2sn/3 p,n ) tends to zero because lim sup n→∞ ρ n,p < 1 any p satisfying (11) (this is a consequence of (19) and Cheegers inequality see [29, Theorem 13.4] ). We can choose It remains to show that
From the law of large number and Lemma 12, for any δ > 0, we may choose an integer k sufficiently large such that
This concludes the proof of Theorem 1.
Proof of Lemma 19. The statement is an immediate consequence the following functional inequality valid for every f
Since B is bistochastic, the constant functions are left invariant by B and its transpose. It follows that ρ(B) is the operator norm of B projected on functions with zero sum. Now given f , if |f | is the vector |f |(x) := |f (x)| and |A| is the matrix |A|(x, y) := |A(x, y)|, we have
Now, the orthogonal projection of |f | on zero sums functions is f (x) := |f |(x) − ( f 1 /n). We have
We deduce (53) using the triangle inequality,
Proof of Lemma 20. The distribution of X bn+τa n can be written as a product of P n,p and Q n (defined as the transition Kernel of :
We first show that for any
Since Q n is a contraction, we note that Q t n (x, ·) − π n 2 is non-decreasing in t. Moreover,
where we have used that Q t n (x, ·) − π n 1 ≤ 2. Hence, an immediate induction yields for all t ≥ 0,
Thus, our bound (52) and our choice for a n imply (55). To conclude the proof, we use the usual ℓ 2 bound and combine it with (55), this gives
Finally we conclude by using that b n tends to infinity and that lim sup n ρ n,p < 1 (which follows from assumption (19) by [29, Theorem 13.4] ).
Remark 5.1 (Relaxation of our assumption concerning the spectral radius). As in in Remark 3.1, we denote by dim 0 (H) the flat-dimension of a vector space H of R Vn and we set ρ H n,p to be the operator norm of P n,p on the orthogonal of H. We may modify Theorem 1 as follows: if (H n ) is a sequence of invariant vector spaces of P n,p ′ such that lim n ρ Hn n,p ′ = ρ p ′ and dim 0 (H n ) ≤ n o(1) (that is lim n log dim 0 (H n )/ log n = 0) then the conclusion of Theorem 1 holds.
Indeed, in Lemma 19, if H is an invariant subspace of the bistochastic matrix B and its transpose, then (49) can be improved in κ u (A) ≤ cρ H (B) + c dim 0 (H)/u, where ρ H (B) is the operator norm of B on the orthogonal of H. Recall that if P H is the orthogonal projection onto H, then P H g 2 ≤ g 1 dim 0 (H)/n. Setting g = |f | − P H |f |, we may thus replace the bound (54) by
It gives the claimed improvement of (49). The rest of the argument is essentially unchanged (the sequence b n has to be chosen so that ε n log n ≪ b n ≪ log n).
Remark 5.2 (More quantitative bound on the mixing time).
A more quantitative upper bound on T mix n (ε) can be obtained by choosing k n tending to infinity, and using a more quantitative version of Proposition 6 for anisotropic walks on trees. Optimizing all choices of parameters in our proof, we obtain a result of the form
We have thus not obtained in this section the anisotropic counter-part of Equations (29), (30) , which allow to describe more accurately the profile of relaxation to equilibrium providing some quantitative information about the convergence (19) is given.
Proof of Proposition 18.
The matrices Q n and P n,p ′ both being defined as the kernel corresponding to projections of Markov chains on the free group G on V n , it is sufficient to prove the inequality for the corresponding kernels Q (as in (39)) and
Since Q(e, x) = 0 for all x / ∈ ∂U , it is sufficient to check (57) for x ∈ ∂U . By Lemma 14, if z ≥ ρ p and x = g i y for some g i ∈ A, then R z (e, x) ≥ cR z (e, y) for some positive c = c(p, z). Since R 1 (e, y) ≥ 1/k for all y ∈ U , we find for all x ∈ ∂U ,
with C = 1/ √ c. Thus, from Proposition 13, for some new constant C = C(p), for all x ∈ ∂U ,
To deduce (57) from this last bound, it remains to develop in series the resolvent. It requires some care because z = 1/ρ p ′ is precisely the radius convergence of the power series t≥0 zP p ′ t .
With the notation of Lemma 14, for any p and i ∈ [d], the function z → γ z i is decreasing in z ≥ ρ p . Moreover, by Lemma 15, we have |γ
Lemma 14, it follows that for some new C = C(p) for all x ∈ G,
where |x| is the distance of x to e in the tree T d and where we have used the telescopic sum decomposition (with the convention that a product over an empty set is one)
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By Lemma 11, the diameter of ∂U being at most C log k, we find that for all
From what precedes, for all x ∈ ∂U , where λ(g) is as in (23) and ⊗ is the tensor product. In probabilistic terms, P p is the transition kernel of a random walk (X t ) on G × [r] where the probability to jump from (g, u) to (h, v) is p hg −1 (u, v). We denote by h(p) the entropy rate of P p defined by: for any u 0 ∈ [r], u 0 ), (g, u) ).
The fact that h(p) does not depend on u 0 is an easy consequence of the assumption that P 1,p is irreducible. Again, if G is non-amenable and (58) (60)
With (S g ) g∈G as in (22), we define the Markovian matrix on R Vn×[r]
(61)
This matrix is the transition kernel a Markov chain on V n × [r] covered by (X t ) in the sense that
Markov chain with transition matrix P n,p started at (x, u 0 ). The measure π n (x, u) = π(u)/n is an invariant probability of P n,p and from (58), P n,p is reversible with respect to π n . Moreover, since (60) holds, the proof of Proposition 6 actually implies that mixing time of X t , T mix n,p (x, ε), satisfies for any fixed ε ∈ (0, 1) and uniformly in x ∈ V n , the lower bound (18) .
This setting allows to consider a random walk on the n-lift of a base graph. More precisely, let = g i * for some involution. Each generator g i is associated to a directed edge (u i , v i ) of G 1 and g
the inverse directed edge. We consider the action of G free on [n] defined by ϕ n (g i , x) = σ i (x) where (σ 1 , . . . , σ d ) are permutation matrices such that σ ,j) , then the graph G n with vertex set [n] × [r] and adjacency matrix i E u i ,v i ⊗ S i is a simple graph which is called a n-lift (or a n-covering) of
map ψ(x, u) = u is n to 1 and for any (x, u), the image by ψ of the adjacent vertices of (x, u) in G n coincides with the adjacent vertices of ψ(x, u) in G 1 . If d u is the degree of the vertex u in G 1 and p g i = E u i ,v i /d u i then P 1,p and P n,p are the transition matrices of the simple random walks on G 1 and G n respectively. In this case the condition (58) is fulfilled with π(u) = d u /d.
We are ready to state the analog of Theorem 5.
Theorem 21. Let G be a finitely generated non-amenable group with the property RD, (V n ) a sequence of finite sets with #V n = n and (ϕ n ) a sequence of actions of G on V n which converges strongly. For any integer r ≥ 1 and any finitely supported p ∈ M r (R) G such that P 1,p is an irreducible and aperiodic Markov chain and such that (58) holds, the mixing time of the random walk with transition matrix P n,p satisfies, for every ε ∈ (0, 1),
Note that in the above statement the RD property and the strong convergence property are defined in terms of scalar valued vectors p ∈ ℓ 2 (G). From [14] , an example of application of Theorem 21 is the simple random walk on a random n-lift of a connected non-bipartite base graph.
6.2. Proof of Theorem 21. We let (X t ) be the random walk with kernel P p started from X 0 = (e, u 0 ). For (g, u) ∈ G × [r] and x ∈ V n , we setφ n ((g, u), x) = (ϕ n (g, x), u) and let X t :=φ n (X t , x)
be a Markov chain with transition matrix P n,p started at (x, u 0 ). We adapt the arguments of Section 4 to our matrix-valued context.
6.2.1. Relative spectral radius, strong convergence and RD property. Let q = (q g ) ∈ M r (R) G with finite support such that the right-hand side of (58) holds. We define ℓ 2 (π) as the Hilbert space on R r endowed with the scalar product f, g π = i π(i)f (i)g(i). Similarly, ℓ 2 n (π) and ℓ 2 G (π) are the Hilbert spaces on the vector spaces R Vn× [r] and R G×[r] endowed with the scalar products:
f, g π = (x,i)∈X× [r] π(i)f (x, i)g(x, i), with X = V n and X = G respectively. Then, the right-hand side of (58) asserts that P n,q and P q are self-adjoint operators on ℓ 2 n (π) and ℓ 2 G (π) respectively. We note that the subspace of R Vn×[r] H r = R r ⊗ 1 of vectors f of the form for some g ∈ R r , f (x, i) = g(i) is an invariant subspace of P n,q of dimension r. Hence P n,q admits a direct sum decomposition on H r ⊕ H ⊥ r . We note also the restriction of P n,q to H r coincides with P 1,q . It follows that all eigenvalues of P 1,q are also in the spectrum of P n,q . We define the relative spectral radius as the following operator norm (62)ρ n,q := (P n,q ) |H ⊥ From [34, p256 ] (see also [36] ), if (ϕ n ) converges strongly then we have (63) lim nρ n,q = ρ q , where ρ q is the spectral radius of P q . Besides, since ρ q coincides with the ℓ 2 G (π) → ℓ 2 G (π) operator norm, from the triangle inequality, we have be the Green's operator associated with P p . For g, h ∈ G, we denote by R p (g, h) ∈ M r (R) the matrix whose entry (i, j) is R p ((g, i) , (h, j)). For g ∈ G, we define u(g) ∈ M r (R) as the matrix u(g) := R p (e, g) = ∞ t=0 P t p (e, g).
where P t p (g, h) ∈ M r (R) has entry (i, j) equal to P t p ((g, i), (h, j)). Given k ≥ 1, we define the set (65) U := g ∈ G : u(g) ℓ 2 (π)→ℓ 2 (π) ≥ 1/k .
The skeleton walk is the induced walk on the successive exit times from U : τ 0 := 0, τ 1 = τ and, for
integer s ≥ 1, τ s+1 := inf{t ≥ τ k : X t X −1 τs / ∈ U }. We define Q = P q as the transition kernel of the random walk X τm .
From (60) and ρ p < 1 (since G is non-amenable), the proofs and statements of Proposition 11 and
Lemma 12 continue to hold in our new setting (in (40), we replace q g ≤ 1/k by q g ℓ 2 (π)→ℓ 2 (π) ≤ 1/k).
We observe that Q = P q satisfies the right-hand side of (58). Indeed since for all g ∈ G,
the adjoint of p g in ℓ 2 (π) is p g −1 , we have u(g) ℓ 2 (π)→ℓ 2 (π) = u(g −1 ) ℓ 2 (π)→ℓ 2 (π) and U = U −1 .
Moreover, for g ∈ G, q g (i, j) can be written as a sum of weighted paths from (e, i) to (g, j) of the form p g 1 (i 0 , i 1 ) · · · p g k (i k−1 , i k ) with i 0 = i and i k = j and g k · · · g 1 = g. Proof of Theorem 21. We fix ε ∈ (0, 1), δ > 0 and (x, u 0 ) ∈ V n × [r] and prove that for n sufficiently large T mix n,p ((x, u 0 ), ε) ≤ (1 + δ) log n/h(p).
Let (τ m ) and U be as above for some large k to be chosen. We set m := ⌊(1 + δ/4)(log n)/ log k⌋.
We use Proposition 7 for the walk X t =φ n (X t , x) with T = τ m + s, t = ⌊(1 + δ) log n/h − 2 log log n⌋ and s = ⌊log log n⌋.
As lim nρn,p = ρ p < 1 (from (63)) and ρ 1,p < 1 (by assumption P 1,p is irreducible and aperiodic),
we have for some δ > 0 and all n large enough that (66) ρ n,p = (P n,p ) |1 I ⊥ ℓ 2 n (π)→ℓ 2 n (π) = max(ρ n,p , ρ 1,p ) < 1 − δ. where Q n = P n,q is the Markov chain of the induced walk X τm =φ n (X τm , x) on V n × [r]. For the first inequality of (67), we choose k(δ) sufficiently large and it is a consequence of Lemma 12 and the law of large numbers.
The second inequality of (67) is obtained using spectral estimates for Q n = P n,q . The CauchySchwarz inequality gives . We now compute a spectral bound of the two terms on the right-hand side of (69). We first observe that f ℓ 2 n (π) ≤ 1 and Π Hr f ℓ 2 n (π) ≤ C/ √ n with C = 1/ min i π(i). Since f, 1 I π = 0, we find from (66) and the fact that Q n is a contraction in ℓ 2 n (π),
We now give a bound of the second term on the right-hand side of (69). From (64) and Proposition 11, we have for some constant C ρ q ≤ Ck −1/2 (log k) C .
From (63) we deduce that for all n large enough, ρ n,q ≤ 2Ck −1/2 (log k) C .
Since f ℓ 2 n (π) ≤ 1, P s n,p Π H ⊥ r = Π H ⊥ r P s n,p and P n,p is a contraction in ℓ 2 n (π), we deduce that (70)- (71) guaranties that X τm+s is close to equilibrium in total variation. It concludes the proof of (67).
