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This thesis is mainly concerned with the problem of generating gauge configura-
tions for use in Monte-Carlo lattice QCD calculations that include the effects of 
dynamical fermions. Although algorithms to do this have been in existence for 
some time the computing power necessary for their application at a scale where 
physically relevant results can be obtained has only recently become available, 
so these large scale dynamical simulations are still a new feature of lattice QCD. 
The emphasis here is on the new experiences gained from the design, implemen-
tation and development of a particular dynamical gauge configuration algorithm, 
and from its initial use in production. The intention is that this will facilitate 
future computations where the effects of dynamical fermions in QCD can be 
systematically explored, and the further development of better algorithmic tech-
niques. 
The first chapteroiitlines those features of lattice gauge theory computations that 
are salient to this work, concentrating particularly on the motivations for and 
consequences of going beyond the quenched approximation and on the properties 
of Markov processes used in the generation of gauge configurations. 
The second chapter introduces the main types of algorithm employed for dynam 
ical gauge configuration production, viz, the multiboson algorithm and Hybrid 
Monte-Carlo, and explains how they work. 
In chapter 3 the implementation of the chosen algorithm (Generalised Hybrid 
Monte-Carlo) is described, along with various algorithmic investigations, coding 
developments, performance evaluation, and a description of the procedures used 
in the verification of the code. 
Finally, some results are presented from the first large scale production runs 
on the Cray—T3E which attempt to put the algorithmic work into a physical 
context. 
Declaration 
This thesis has been composed by me and contains work done by me as a member 
of the UKQCD collaboration. The GHMC code was designed and written in 
collaboration with Stephen Pickles and Stephen Booth. The gauge configurations 
used were generated by me, Stephen Pickles, Joyce Garden and B.lint Joó - all 
other data were generated by me. The hadron spectroscopy analysis was done 
by me using code I developed from existing UKQCD code (the same data have 
since been independently analysed by Mauro Talevi and Joyce Garden). 
Some results in Chapters 3 and 4 have been published in Nuci. Phys. (Proc. Suppi.) 
B 63 (1998) 949. 
it 
Acknowledgments 
Over the last four years I have built up a considerable debt of gratitude to many 
people. Unfortunately I cannot mention them all individually or I shall be here 
all day, so here is an attempt at a list of people to whom are due many thanks: 
My supervisors Richard Kenway and Ken Bowler, without whom none of this 
could have happened. 
Stephen Pickles and Stephen Booth for their excellent hard work with the GHMC 
code and for making that collaboration such a valuable experience. 
All those people in UKQCD and edqcd, past and present, especially those in-
volved in our dynamical fermions project, who have provided me with stimulating 
discussions and much helpful advice - in particular I would like to mention Jim 
Sexton and Joachim Hem - and who have also been a pleasure to work with. I 
should add that many people outwith UKQGD have also been marvellous in this 
respect - Karl Jansen and Matt Wingate deserve a special mention. 
My family, for putting up with the long silences and then feeding me and buying 
me beer. 
All my mates in Edinburgh (and beyond) who have ensured that I have had more 
fun while I've been here than a graduate student could reasonably expect. You 
know who you are - cheers. 
in 
Contents 
1 Preliminaries 	 1 
	
1.1 	Lattice gauge theory .........................2 
1.2 	Generation of gauge configurations .................9 
1.3. Hadron spectroscopy .........................14 
2 Dynamical Fermion Algorithms 
	 ac 
2.1 	Hybrid Monte-Carlo .........................20 
2.2 	Multiboson algorithms ........................31 
2.3 	Choice of algorithm ..........................41 
3 Implementation, Verification, Development and Performance 43 
3.1 	Implementation and verification ...................43 
3.2 	Code developments ...........................54 
3.3 	Code performance ............................3 
4 The Computations 
4.1 	Computation parameters ........................9 
LWA 
4.2 Gluonic observables 	 . 74 
4.3 	Hadronic observables .........................84 
5 Conclusions 	 106 
A Multiboson Algorithm Update Equations 	 110 
A.1 	Introduction ..............................110 
A.2 The multiboson fields .........................110 
A.3 The gauge fields ............................113 
B Hybrid Monte Carlo Equations of Motion 	 116 
B.1 	Introduction ..............................116 
B.2 The equations of motion .......................118 
13.3 	Putting it all together 	........................125 
C Pseudoscalar Fitting Results 	 126 
D Vector Fitting Results 	 148 




The formulation of field theories in discretised Euclidean spacetime, an idea 
which has been the subject of research for many years now, is motivated from a 
theoretical standpoint as a method of regularisation and from a practical one as 
a technique for the numerical solution of otherwise intractible problems. 
Hitherto, for reasons of computational ease, most lattice gauge theory calcula-
tions have made use of the quenched approximation where the contribution of 
virtual fermion—antifermion loops (known as dynamical fermions or, in QCD, sea 
quarks) in the gluon field is neglected. Since this is essentially an uncontrolled 
approximation which means that the complete field theory is not actually being 
simulated it is desirable to go beyond the quenched approximation and include 
the effects of the dynamical fermions. Monte—Carlo algorithms which can do just 
this have existed for many years, but the high computational cost made their 
use practically impossible for large scale calculations (particularly for the more 
complicated field theories such as QCD). However, the great developments in 
computer technology over recent years mean that it is now feasible to perform 
lattice calculations with dynamical fermions. 
Another important development in lattice gauge theory of recent years is the use 
1 
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of improved actions to reduce the lattice discretisation errors, meaning that for 
a small computational overhead coarser or larger lattices can be used, resulting 
in an overall increase in the amount and quality of the physics that can be ob-
tained for a given amount of computational power. In particular the program of 
non perturbative improvement promises to optimally tune the coefficients of the 
improved fermionic action to gain the maximum benefit of the reduced discreti-
sation errors. 
It is then reasonable to combine these two ideas and to perform computations 
with dynamical fermions which are simulated with an improved fermionic action. 
By doing this one hopes to alleviate some of the high cost of dynamical fermion 
computations. 
In this chapter some of the ideas and techniques of lattice gauge theory relevant 
to the work in this thesis are introduced and explained. The formulation of 
lattice QCD employed here is set out, and the general numerical Monte—Carlo 
approach to the calculation of quantities in the field theory is explained. The 
latter motivates the need for the production of gauge field configurations, and 
some of the theoretical background used for this is outlined. The concepts intro-
duced will be much used in subsequent chapters. Finally a general overview is 
given of those ideas and techniques employed in subsequent chapters by which 
information on hadronic states is extracted from lattice computations. 
1.1 Lattice gauge theory 
The methods by which a gauge theory can be formulated on the lattice and the 
issues arising therefrom are covered in depth in textbooks (e.g. [1][2][3][4]) and 
in review articles (e.g. [5][6][7]). In this section some of the methodology by 
which lattice gauge theory computations are carried out and some of the theory 
behind these techniques is described and some key concepts used in this thesis 
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will be explained. Much of this material is valid for the lattice simulation of any 
gauge theory so the presentation will he kept as general as possible. However 
since this thesis primarily concerns calculations in QCD, it is fermionic SU(N) 
gauge theories and particularly QCD (N = 3) that will he invoked whenever the 
discussion needs to become more specific. Specific definitions of the particular 
formulation of lattice QCD used in this thesis are included. 
1.1.1 Nomenclature and definitions 
A fairly standard notation will be employed. In principle a field theory defined in 
a spacetime of any dimensionality can be formulated on a lattice, but since QCD 
is the theory of prime interest here a 4-dimensional Euclidean spacetime lattice 
is assumed. The spacing a between nearest neighouring points x of this lattice is 
taken to be isotropic and periodic boundary conditions are usually used except 
when a calculation involves fermions, in which case the boundary conditions in 
the time direction are taken to be antiperiodic. Note however that a is not 
an independent parameter of the theory, its value being determined through a 
renorrnalisation group equation by the gauge field coupling g and the fermion 
mass rnq . Its value in physical units can be fixed by the procedure outlined in 
section 1.3.3, but generally it will be taken to have value 1 on the lattice and 
so will not appear in formulae unless the explicit a dependence is required. The 
unit vectors in the directions of the lattice axes are denoted fi, where the index 
ft runs from 1 to 4 with 4 being the timelike direction. Matter fields are defined 
on each lattice point x. The gauge fields of the lattice theory are matrices U 
which are defined on the links between each point x and the neighbouring points 
x + fi, These link variables U4x are related to the gauge boson field A,(x) by 
being their parallel transporters along the link, 
U, x = ei9(x) 	 (1.1) 
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and each is a element of the gauge group in the fundamental representation since 
A,(x) is a member of the corresponding Lie algebra in the adjoint representation. 
A lattice gauge theory can be defined by an action of any form providing that 
it tends to the correct continuum action as a —+ 0. In this thesis the pure gauge 
sector of the SU(N) lattice gauge theory is defined by the action 
Spg [UJ = 	. 	Tr 	 (1.2) 
where 3 is a parameter related to the bare gauge coupling g as 0 = 2N/g2 . 
For fermion fields Ll the 0(a) improved Wilson fermion action is defined through 
the fermion matrix M[U] as 
Sf [U, 01 01 = 	 ( 1.3) 
The fermion matrix M is given by 
= A - 	 (1.4) 
where the Wilson hopping matrix is 
DxY = EO - 	+ ( 1 + 	 (1.5) 
and the clover term is 
1 
AxV = 1 + 	 (1.6) 
/Ll1 
A particular representation is chosen for the Euclidean Dirac 7-matrices. The 
parameter ii is related to the bare quark mass m q through a constant ic crjt (that 




The purpose of the coefficient csw is to minimise discretisation errors of 0(a) 
in the action [8] (the action defined in (1.3) has the correct continuum limit 
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regardless of its value). Its value for the work in this thesis is fixed by a 
non—perturbative calculation performed by the Alpha collaboration [9][10] which 
should completely remove all 0(a) errors. 
o. Is proportional to the commutator of the 'y-matrices: 
0 LV = 
	
(1.8) 
F,(x) is the lattice field tensor: 
F(x) = 	-(1.9) J 	XI IW  
where 
= rt /LX+1' IX 
+ u u — + Ut VX 	 D 
• Ut Ut 
/LX/i VX 	II 
Ut • LX 	 (1.10) 
1.1.2 Monte-Carlo integration 
The expectation value of any observable 0 of the lattice field theory defined 
in terms of a bosonic gauge field U and fermion fields 0 and takes the form 
of a Green's function and is given by the path integral of the lattice operator 
0[U, , '] weighted by the exponential of the action: 
() 
= JDUDV;E)O 	 (111) 
where the partition function Z = JVUThbTh/' 
In general (1.11) does not have an analytic solution, so a numerical solution is 
sought. An immediate problem arises here when considering a computational 
approach because the fermionic variables 0 and b are Grassmann valued and 
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therefore difficult to handle numerically. By expressing the lattice operator as a 
functional of U only and writing Sf [U, 7b,ij.'] in the form ?,bM[U]b as in (1.3) one 
can perform the integration over i/ and analytically using the fact that 
f D~DO e - '~Mo = det M 	 (1.12) 
giving 
(0) = IDU 0[U] det M[U] _Spg[U] 	 (1.13) 
which is expressed in terms of bosonic variables and is therefore amenable to a 
numerical approach. 
The remaining integration over U in (1.13) is carried out using the method of 
Monte-Carlo integration where a sequence of n field configurations {U(c)}  is 
generated and (1.13) is approximated by calculating the value of the integrand 
on each configuration and taking the ensemble average. Efficiency is much im-
proved with the use of importance sampling where {U(k)}  is generated with the 
probability distribution 
p(U)dU cx det M[U] 
_Spg[t 	 (1.14) 
and (1.13) is approximated by 
0[U] 	 (1.15) 
The generation of the sequence of gauge configurations with a particular distri-
bution is best approached through the ideas of Markov processes described in 
section 1.2. 
1.1.3 The quenched approximation 
The fermion matrix has lattice site, spin and (for non-abelian gauge theories) 
colour indices, giving it a rank of V x 4 x N for a computation where the 
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number of lattice sites is V. If V is reasonably large the calculation of the 
determinant in (1.14) becomes prohibitively expensive. The usual way around 
this problem is to use the quenched approximation whereby det A/f is replaced by 
its mean value, which since it is a constant then cancels out of (1.13). This makes 
the numerical procedures for generating gauge configurations much easier since 
det M no longer appears in (1.14); in particular, heat bath and over-relaxation 
algorithms (explained in section 1.2) can be efficiently used. 
In terms of the physics the effect of the quenched approximation can he seen 
by separating the fermion matrix into a free fermion part M0 and a part M1 
describing fermion-gauge boson interactions: 
M[U] = M0  + M1 [U] 	 (1.16) 
= M0 (1+M 1 M1[U]) 
Then the fermion determinant becomes 
detM[U] = detMo det(1+M 1 M1[U]) 	 (1.17) 
= detM0 exp{Trin(1+M 1 Mj[U])} 	 (1.18) 
= detM0 exp{— 	.'YT r(M 1 Mi [u]y} (1.19) 
Since det M0 appears in both the numerator and denominator of (1.13) and is 
a constant it cancels out. The remaining factor in (1.19) can be understood by 
recalling that M' is the free fermion propagator, so each term (M 1 M1 [U]) 
is a free fermion propagator with i gauge interaction insertions (represented by 
filled circles in the following diagram): 
•) S---------) S 
Taking the trace of this is equivalent to joining the ends of the diagram above, 




Figure 1.1: Diagram of the effect of the quenched approximation on a meson 
(valence quarks drawn with double lines). 
- -. - 
Tr (MT  1 Mj [U]) 
Thus the quenched approximation amounts to omitting these terms which has 
the physical significance of omitting the virtual fermion loops which form part 
of the background gauge field over which the path integral is performed (this is 
illustrated in figure 1.1). 
Neglecting the fermion determinant can also be considered as equivalent to the 
limit ic —+ 0 in (1.4) i.e. the limit of infinitely heavy dynamical fermions. Correc-
tions to this limit can be calculated by expanding the full action in powers of K. 
It is found that the leading order correction is equivalent to a renormalisation of 
. Therefore to see qualitatively different behaviour in computations beyond the 
quenched approximation one must use a large ,ç so that the terms beyond this 
simple renormalisation become important. For this reason one usually tries to 
have as small a dynamical fermion mass as is feasibly possible within algorithmic 
and computational limitations. 
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1.2 Generation of gauge configurations 
The production of the ensemble of gauge field configurations {U(k)}  is best 
achieved by setting up a Markov process to generate them. The properties 
of Markov processes are central to the algorithms described in chapter 2 which 
do exactly this, and they are relevant to much of the work in this thesis. There-
fore in this section the important features of Markov processes will be presented. 
Further details and proofs of these statements can be found in the literature (e.g. 
[1 1] [12j)'.  
1.2.1 Stochastic processes 
A stochastic process is a set of random variables {X} taking their values from 
some state space S which has a probability measure defined on it, and which 
are parameterised by some quantity i which can in general be discrete or con-
tinuous, bounded or unbounded. The processes of interest here have a dis-
crete (integer—valued) parameter and thus form a sequence of random variables 
X = {X 1 , X 2 ,.. J. Ultimately infinite sequences with a continuous state space 
will be needed, but the properties are illustrated more easily by considering the 
discrete case S = {s, 82, .}. The probability that Xi takes the value sj is 
written p(Xi = 
1.2.2 Markov processes 
A Markov process is a particular type of stochastic process. The defining prop-
erty is 
P(Xt = 	= Si, X_ 2 = Sk,. . . X l = Si,) = P(Xt = sX_1 = 	(1.20) 
'Note that the terminology does tend to vary between authors. 
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All the information about a Markov process and its properties can be encoded 
in matrix notation by defining the Markov matrix P with elements 
- Pij = Xxt = 	= s) 	 (1.21) 
Statements about the process and its matrix representation are essentially equiv-
alent. For integer n, P is defined as 
pn = p(X = 	= s) 	 (1.22) 
Other properties of any P are: 
non—negativity; 	 P > 0 Vi,j 	 (1.23) 
and stochasticity; 	 > Pij = 1 Vi 	 (1.24) 
Some possible properties of P are: 
periodicity; 	 3 T s. t. 	= 0 	n. 	T 	 (1.25) 
irreducibility; 	 Vi,j an s. t. 	0 	 (1.26) 
and positive recurrency; 
Co 
= s j X t _ i 0 Si, X_2  0 Si,. . . , X_ i  =A Si, X_ = Si) = 1 Vi (1.27) 
If P has a left eigenvalue ir so that 7rP = 7r, or in component notation 
	
7i Pij = 7r 	 (1.28) 
then P is said to satisfy global balance with respect to 7V. A stronger condition 
is detailed balance which is satisfied by P if 
7riPij = 7rPj 	'v/i,j 	 (1.29) 
It can he shown that if P is positive recurrent and irreducible then IV is unique. 
If in addition P is aperiodic then it is called ergodic and 
lim P = 7 r j 	Vi,j 	 (1.30) 
n—+c 
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where 71 is the Markov fixed point. 
All this means that an ergodic Markov process satisfying detailed balance has a 
unique fixed point to which it is guaranteed to converge regardless of the starting 
point in the state space. The fixed point 71 defines the equilibrium probability 
distribution of the random variables, since the detailed balance condition ensures 
that the sequence will not depart from this point. 
1.2.3 The Metropolis algorithm 
The Metropolis algorithm is a way of constructing a Markov process that satisfies 
detailed balance. One starts with a Markov process Q such that Qj = 0 	= 0. 
A second Markov process P is related to Q by 
Pij = cijQj 	ij 
P' i = 1 - E P 	 (1.31) 
where 
{ 	tij  Q 3 >0 
ajj = jQji 	 (1.32) 
1 	Q 3 =0 
and tjj is chosen such that 0 < a 3 < 1 Vi,j and tij = t. Then it follows that 
7T j P j = 7rPjj i.e. that P satisfies detailed balance with respect to ir. 
if Q is ergodic then P must be too. A possible choice for I might be 







 = Min1, 
1 	7Vijj 
(1.34) 
1.2.4 Application to gauge field production 
The above results can be generalised to a continuous state space where the 
random variables X are the gauge links U, which take values from the gauge 
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group of interest (e.g. SU(3) for QCD). Then P corresponds to the probability 
of replacing a link with a link with Q corresponding to the probability 
of choosing U given U, and a corresponding to the probability of accepting 
this choice: 
	
Qjj -* p(U -4 U,) 	 (1.35) 
+ Pa(Ujx -+ U) 	 (1.36) 
The Markov process P then becomes 
P -+ (U - U) = p(U -+ U x )pa(Ux 	U) 	(1.37) 
Thus if one starts with any gauge field configuration one can update it by replac-
ing in turn each link U with U..  with probability p(UM X - ~ The Markov 
properties mean that after performing these local updates for the entire lattice 
some number of times the Markov process will have converged to the Markov 
fixed point 7, corresponding to all configurations produced thereafter having in 
the ensemble average the required equilibrium distribution (a condition referred 
to as therm alisation): 
ir -f  p(U) 	 (1.38) 
They can then be used for the Monte-Carlo integration as described in section 
1.1.2. 
The computationally demanding part of the Metropolis algorithm is typically 
selecting the new links U, so an important factor in its efficiency is maintaining 
a large acceptance probability Pa  so that this effort is not wasted. With this in 
mind an important updating strategy is the heatbath update where 
p(U -* U) Oc  p(U') 	 (1.39) 
where p(U') denotes the equilibrium distribution calculated using U,' rather 
than U (all other links being held constant). Note that this results in pa(U,x 
I. 
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Another strategy is over—relaxation where 
-+ U) = 8(U'/LX 	
rr - V 	_117) 	 (1.40) 
where V, is the link that minimises p(U) (all other links being held constant). 
The effect of this form of update is to "reflect" the configuration about the point 
in configuration space that minimises p(U). This is useful because it produces 
large movements through configuration space, but it is not ergodic and so cannot 
he used on its own. Since p(U -+ U,) = p(U -4 if this update 
can he put into a form that conserves the value of p(U) it again follows that 
pa(U,x -+ U) 1. Whether this is possible and whether an expression for V LX 
can be found at all depends on the form of p(U). 
For SU(2) theories where p(U) cx e 11 and the form of S[U] is local in U and 
can be put into the form (e.g. quenched gauge theory) algorithms 
exist to generate the U' required for heatbath [13] and over—relaxation [14][15] 
updates. For SU(N) with N > 2 one can operate on SU(2) subgroups [16]. The 
full QCD distribution (1.14) is not local, and this means that the gauge config-
uration algorithms involving dynamical fermions are more complicated than for 
the quenched theory. 
The Markov process may become more efficient to implement if many links can 
be updated simultaneously i.e. a global update. Then X is a multidimensional 
random variable corresponding to the entire configuration U. Typically the cal-
culations are simplified if Pc  is reversible i.e. 
PC (U -+ U') = p(U' - U) 	 (1.41) 
so that 
1 
Pa(UU') Min {1 P(P)
(U) 	
(1.42) 
is the global Metropolis acceptance probability. 
An important point regarding the use of variables produced by a Markov process 
for a Monte—Carlo integration is that successive variables are in general not 
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statistically independent. This lack of statistical independence is characterised 
by a quantity called the a u to correlation, and tends to degrade the statistical 
quality of the Monte—Carlo integration. Autocorrelations are discussed in more 
detail in section 4.2.2. For now it suffices to bear in mind that minimising 
autocorrelations is always a goal of gauge configuration production algorithms. 
1.3 Hadron spectroscopy 
In this section a brief account is given of some of the methods by which data 
about hadronic objects can be extracted from the lattice. In general this involves 
the computation of appropriate correlation functions of the lattice hadronic op-
erators. Detailed information on the theory and practice of this can be found in 
the literature (e.g. [1] and references therein). For the purposes of this thesis 
the masses of certain mesons are required, and it is this particular application 
that is discussed here. 
1.3.1 Meson correlation functions 
The type of correlation function required for the calculation of mesonic properties 
is the meson two-point function. This is the vacuum expectation value of the 
time—ordered product of interpolating operators M, where M has a non—zero 
overlap with M(p), the hadronic state (with momentum p) of interest, i.e. 
(OMlM(p)) =A 0 	 (1.43) 
In general, M(x) is formed from quark operators 0 and and a matrix F which 
is a combination of Dirac 'y-matrices that gives M the correct quantum numbers: 
M(x)=bF'cb 	 (1.44) 
For the pseudoscalar mesons investigated in this thesis F = 	was used, and for 
the vector mesons F = "ii for i = 1, 2, 3. 
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Then the two-point correlation function is 
C(x) = (0ltM(x)Mt(0)0) 	 (1.45) 
where T denotes the time ordering operator. When (1.44) is substituted into 
(1.45) and the result is Wick contracted, the result can be written 
	






- fTh)bDçb 	e_si[UI 
(1.47) 
is the quark propagator and the property G0[U] = 'y5 C 0 [U175  has been used. 
Under Fourier transformation the two—point function can be written in momen-
tum space as 
C(j,t) = 	eC(x)  
for a lattice with spatial volume L 3 . Note that on the lattice the three—momentum 
is discretised and can take the values j5 = L/27r(pi ,p2 ,p3 ) for integer P1,P2,P3. 
Upon substituting (1.45) into this and inserting a complete set of normalised 
states labelled by n with momentum and energy E() one obtains 
1 
C(P,t) = 	 ( 0IM(x) In, )(n,1Mt(0)0) 	(1.49) 
(qj  
1 - 	 (1.50) 
— 7 2E,(q) 
where the spatial symmetry of M has been used in the last step. Using the 
relation 
-- 	
- 	 ( 1.51)  
L 3  





 + 2E(p 	
k0M(0)mb,)i 2 (1.52) 
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where T is the temporal extent of the lattice and the superscripts f and b label 
states propagating forward and backwards respectively in time. For mesons these 
are identical, and since the pseudoscalar and vector meson states are symmetric 
in time the relative sign is positive, so (1.52) can be simplified to 
C(p,t) = 	
2E(p 
I(OIM(0)In,p2eEcoshEn ( _) 
	
( 1.53) 
If t is sufficiently large the terms in the sum with n > 0 will have become small 
enough for the n = 0 term to be the only significant one, giving 
	
1 T 	\ (0IM(0)l0,p) 2 eE0 cosh Eo (__tl 	(1.54) 
2Eo (p) 	 \2 I 
Thus by calculating the quark propagators and combining them to form C(x) 
as in (1.46), then performing the Fourier transform (1.48), one can use (1.54) to 
obtain information about the ground state of the meson at a particular momen-
tum from the long—time behaviour of the two—point function. In this thesis, only 
the zero—momentum correlators are analysed, so the ground—state energy is the 
meson mass. An additional point is that since the meson correlation functions 
analysed in this thesis are symmetrical in time one should have C(t) = C(T—t), 
so they are folded prior to analysis by putting C(t) = - (C(t) + C(T - t)). This 
averaging should improve the stability of the fitting procedure as well as reducing 
the amount of data that has to be handled. 
1.3.2 Propagators 
The quark propagator introduced in (1.47) can be written as 
82 	W[U,i7,J 	
(1.55) G0[U] = 880W[U,0,0] 
in terms of a generating functional W with grassman valued source terms ij and 
given by 
W[U, 77 , = 	 (1.56) 
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With the form of Sf given in (1.3) this integral can be shown (as a generalisation 
of (1.12)) to evaluate to 
W[U, 77, ] = det M[U] e _'FM[U] 	 (1.57) 
From this one obtains G 0 = 	as an expression for the propagator. This 
means that in lattice QCD the propagator is obtained by solving 
\ source M çisource = ( St) o  
3 Y'yO 
where ssource  is a, source smearing function which can be chosen to maximise the 
overlap in (1.43) with the state of interest. The simplest form of Ss,urce  is the 
point source 8o,  the use of which defines a local propagator. A source—smeared 
propagator, once it has been computed from (1.58), can be easily smeared at the 
sink: 
s. 0
= V Ss0m' 	 (1.59) L 	i;y LT0 
Y 
using some sink smearing function Ssink  
A number of algorithms have been developed to solve equations of the form 
of (1.58) where M is a large sparse matrix (for details see for example [17] 
and references therein). Their common features are that an initial guess for 
the solution is made, and the body of the algorithm is iterated some number 
of times until the solution obtained satisfies (1.58) to a required accuracy (the 
target residue). It is usually good practice to then ensure true convergence by 
using the solution thus obtained as the initial guess in a further restart solve, 
using a different algorithm if possible. At present the leading solver algorithms 
are Conjugate Gradient (CC) (as described in, for example, [18]) and Stabilised 
BI—Conjugate Gradient (BiCGStab) [19]. All propagators used for the work in 
this thesis were calculated using BiCGStab with a CC restart. These matrix 
inversion techniques are also much used in the dynamical fermion algorithms 
discussed in chapter 2. 
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1.3.3 The continuum limit and the lattice spacing 
Computations in lattice QCD are by necessity performed with a non—zero lattice 
spacing a. The extrapolation to the continuum limit a -+ 0 should be made while 
keeping physical quantities constant. These considerations lead to a renormalisa-
tion group analysis which yields an equation relating a to the coupling constants 
13 and ic of the theory which is expected to be valid when these constants lie in 
some range known as the scaling region. Therefore performing calculations at 
different lattice spacings is equivalent to using different parameters. However 
in order to perform a valid extrapolation values of ic need to be chosen such that 
the quark mass is the same for each 13. This can be ensured by extrapolating at 
zero quark mass, i.e. at the chiral limit. 
Continuum QCD has an approximate chiral symmetry which is explicitly bro-
ken by the Wilson fermion action. It is restored in the continuum limit at the 
limit of a vanishing quark mass i.e. when ic is equal to the critical value ',,it 
in (1.7). Since solver algorithms perform prohibitively slowly if r, is near kcrit 
computations are performed at unrealistically large quark masses and the results 
are extrapolated to the chiral limit m q H 0. 
This is done by noting that the Goldstone boson associated with spontaneous 
chiral symmetry breaking is the pseudoscalar meson, which therefore must be 
massless when chiral symmetry is restored. A result from chiral perturbation 
theory relates the pseudoscalar meson mass amp s to the (unrenormalised) quark 
mass arnq , giving an expression of the form 
(amps) 2 = alarnq + a2(amq) 2 + higher order terms 	(1.60) 
Thus by calculating amp s for a number of values of am q and using (1.60) to 
extrapolate amp s to zero, the value of 'crjt  can be found. This can be used to 
extrapolate other hadronic quantities to the chiral limit if their chiral behaviour 
is known. 
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The only dimensionful variable in the theory is a, but only dimensionless numbers 
can arise from a computation. This means that if a physical observable X has 
dimension d and Xi ajt is the corresponding lattice quantity then the numerical 
result actually computed is the dimensionless quantity kiatt = a"Xi att. The 
physical value of a has to be determined a posteriori by using the experimental 
value Xexp of some particular quantity X to "calibrate" the lattice results. By 
imposing Xiatt = Xexp, one obtains a from the ratio 
d - Xlatt a 	
Xexp 
(1.61) 
Any suitable quantity can be used to set the scale in this way. A conventional 
one, which will be used in this thesis, is the mass of the vector meson. This is 
convenient because chiral perturbation theory also predicts that the mass of the 
vector meson amy varies with arn q as 
amy = Oo + 01amq  + 32 (arnq ) 2 + /33(amq ) + higher order terms 	(1.62) 
so it can be extrapolated to the chiral limit and my set equal to the experimental 
value of a physical vector meson. Once a value of a is determined in physical 
units it can be used to extract the physical values of other quantities obtained 
from the lattice. 
Chapter 2 
Dynamical Fermion Algorithms 
In this chapter algorithms are described which define a Markov process to gen-
erate a sequence of gauge configurations with a probability distribution that 
includes the effects of dynamical fermions. 
2.1 Hybrid Monte-Carlo 
Hybrid Monte—Carlo [20] (HMC) is an algorithm that can be used to generate 
configurations with two degenerate dynamical fermion flavours. The trick is to 
write the fermion determinant as a gaussian integral over bosonic variables 
(known as pseudofermions): 
det MtM = f DOf D _t(MtM)' 	 (2.1) 
Then the partition function of (1.13) can be written as 
Z = fDUDOtDO e'' 	 (2.2) 
where 
Seff[U, q5, çb} = S pg [U] + Sf[U, q, q] 	 (2.3) 
20 
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and 
	
Sf[U,q5,çb] = çbt(MtM[U])l çb 	 (2.4) 
One then introduces a hamiltonian 
= T(P) + Seff 	 (2.5) 
where P is the momentum canonically conjugate to U. The precise form of the 
kinetic term is T(P) is not important since P is an entirely fictitious variable. 
However it is usually convenient to choose it such that eT(')  defines a gaussian 
distribution in P with zero mean and unit variance. For QCD where U is an 
element of the SU(3) group it will be seen that it is convenient to let T(P) take 
the form T = >I Tr(P,). 
This hamiltonian then defines a dynamical system, constrained to be conservative 
where the variables U and P satisfy Hamilton's equations with respect to a 
(fictitious) "molecular dynamics" time T. Hence equations of motion can be 
derived for U and P. The evolution in T can be represented as the action of a 
time evolution operator T(Ar) such that for any function .f of U and P 
f(t7) = T(A.r)f(0) 	 (2.6) 
Such an operator is given by 
T(AT) = etT(h1) 	 (2.7) 
where the effect of the linear operator L is given in terms of the Poisson bracket 
L(g)f = - {g, f} 
= agaf — agaf 	 (2.8) 
Then the equation of motion of f is given by 
f = L(7-t)f 	 (2.9) 
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The action of the operators 9, a and 3 depends on the nature of the variables U 
and P. Since QCD is the theory of specific interest here the particular case will 
he considered where U is an SU(3) element and can therefore be written 
	
U = 	 (2.10) 
where the eight )'a  are the Cell-Mann matrices (so 	are the SU(3) generators) 
and, when U is a gauge link, a  is proportional to the gluon field AL.  For a 
heuristic argument (which can however be put on a sound differential geometrical 
footing [21]) to find the effect of 9 one finds the variation of f(U) with U by 
varying U a small (infinitesimal) distance a along orthogonal directions in the 
SU(3) manifold, and then seeing how f varies with a. The directions in the 
manifold are suitably described by the '\a,  which (in the normalisation adopted 
for this work) satisfy Tr(.\ a Ab) = 28ab (it is this factor of two that motivates the 
factor of 1 in T(P)). To perform this shift in the direction of a particular A, one 
acts on U with exp(ia) 1 + ia. Hence 
5f(U) = lim f[(1 + i4  )U]  
a-40 
Since U is a Lie group element the conjugate momentum P takes its value from 
the corresponding Lie algebra. Therefore it can be written as a linear combi-
nation P = cX of the Gell-Mann matrices, which then perform the role of the 
basis of a vector space. As with the SU(3) group elements, to find how a function 
f(P) varies with P one finds how it varies with a small shift in the directions of 
the basis of the algebra. However in this case this amounts to just finding out 
how f varies with a shift in each c. Hence 
f(P) = 	f(c) 	 (2.12) 
ac, 
Now (2.11) and (2.12) can be used in conjunction with (2.9) to obtain the equa-
tion of motion for U: 
U = L('I-{)U 
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= 






= Ca i.A a U 
= iPU 	 (2.13) 
Integrating equation 2.13 confirms that the relationship between U and P must 
be that of Lie group and algebra in order to keep U on the SU(3) manifold as it 







-U -'eff a (2.14) 
In practice it is not possible to evaluate (2.14) directly, so instead P is found by 
imposing the condition 9-t = 0 [22] to obtain a formula of the form 
= 	 (2.15) 
An explicit expression for 	in 2.15 is derived in detail for the even—odd precon- 
ditioned formulation of HMC (defined in section 2.1.5) in appendix B. General 
methods for numerically solving the equations (2.13) and (2.15) are discussed in 
the next section. 
2.1.1 Integration schemes 
HMC algorithms rely on the numerical integration of U and P forward in a ficti- 
tious "molecular dynamics time" according to equations of motion obtained by 
considering the conservative dynamical system defined by W. Here the essential 
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elements of such molecular dynamics integration are considered in more detail. 
Particular schemes are discussed and evaluated in section 3.2.3 
The integration forward of a generalised coordinate or momentum in a dynamical 
system for a small time 8T can be represented [23] as an operator T(Jr) acting 
on U and P which form a vector in phase space: 
T(ST) 
: (U(T)) 	(U(T + 8r) \ 
P(r) P(r + 	
(2.16) 
This operator, which is in fact a canonical transformation, can in general be 
written in terms of two operators TU and Tp where 
Tu(Sr): U —+ eiSTPU 	 (2.17) 
Tp(8'r) : P - P — thr F1 (2.18) 
An integration scheme is taken to mean the way in which (2.17) and (2.18) are 
combined to give (2.16). 
To integrate U and P forward for a longer time T one successively applies (2.16) 
some number Nmd of times, such that r = NmdSr. 
Being a numerical integrator, (2.16) will introduce some error Li7- into the theo-
retically conservative molecular dynamics trajectory. It is expected theoretically 
[24] that A3-t grows like a power series in the timestep 8r. The value of the 
leading power in this series defines the order of the scheme. In general it is pos-
sible to construct a scheme of any order by carefully combining the fundamental 
canonical transformations (2.17) and (2.18) in the right order and with the right 
values of Si [25]. Further investigations into L3-t are presented in section 3.1.2. 
In HMC there is additionally the requirement that the integration scheme be 
reversible, meaning that if one starts at some point in the phase space of canonical 
variables U and F, integrates these forward for some time T , then reverses the 
sign of P and integrates for a further time T, one should arrive at exactly the point 
in phase space where the trajectory started. This reversibility in fact arises as a 
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consequence of the integrator being symplectic. All symplectic schemes have an 
odd order. Violations in reversibility can he quantified and this issue is addressed 
in section 3.1.3. For now it suffices simply to note that in order to obtain a good 
acceptance rate in HMC algorithms an integration scheme is required for which 
LH is small while the computational cost is not prohibitively large 
2.1.2 The basic HMC algorithm 
The basic HMC algorithm proceeds as follows: 
Given an initial configuration of U and P fields at time r = 0, generate a 
q' field by taking it at random from an appropriate probability distribution 
(see below). 
Use (2.13) and (2.15) to calculate P and U at a time Nmd8T later. 
Accept the new configuration with probability 
min 	6T0)_7-md5T)} 	 (2.19) 
otherwise restore the original 'r = 0 momentum and gauge field configura-
tion. 
Regenerate the P field by taking it at random from a probability distribu-
tion p(P) (X C-T()  
Go to 1 with the resulting P and U configuration. 
The tunable parameters of HMC are therefore the molecular dynamics step size 
ST and the trajectory length Nm d. 
In step 1 the q  fields must be generated randomly with a distribution proportional 
to exp [_t  (MtM) 
1 	
This is achieved by generating a random field e with  01. 
CHAPTER 2. 	 26 
a zero-mean unit-variance gaussian distribution and then putting = MT. The 
stochastic element of the algorithm ensures ergodicity and the use of a suitable 
symplectic molecular dynamics integration scheme in step 2 ensures that the 
molecular dynamics part of the trajectory is reversible. It can be shown [20] 
that together with the Metropolis criterion in step 3 this ensures that HMC 
satisfies detailed balance and therefore that the Markov process defined by HMC 
has exp(—H) as its fixed point. Hence the P, U, and q fields are distributed 
according to 
p(P, U, çb)dPdUdçb cx edPdUdcb 	 (2.20) 
cx e_TdPe_ 	 (2.21) 
=> p(P)dP p(U)dU cx e_T[dP  det MtM[U]e_SP[hhidU 	(2.22) 
Since P and U are decoupled, the effect is to generate a series of gauge configu-
rations distributed according to det MW[U] exp(—Spg [U]), and P has no effect 
on observables. 
2.1.3 The Kramer's equation algorithm 
As a variation on the basic HMC algorithm a variant known as L2MC was 
proposed [26] which was later revived as the Kramer's equation algorithm [27]. 
It is this form of the algorithm that is presented here. The fundamental difference 
between this algorithm and HMC is that the equation of motion for P is now 
no longer taken to be of a canonical hamiltonian form, but of a Kramer's (or 
second—order Langevin) form, which means that equation (2.14) now reads 
P = 	- 'yP + ,q 	 (2.23) 
where -y is some constant and the i is a random variable with a unit—mean 
gaussian probability distribution. 
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The algorithm proceeds as follows: 
Given an initial configuration of U and P fields at time r = 0, generate a 
field by taking it at random from the appropriate probability distribution. 
For unit—mean gaussian noise i, calculate the new variable 
P'(0) = eP(0) +1 - e_ 6 	 (2.24) 
Use an integration scheme as described above to apply (2.13) and (2.15) to 
P' and U and calculate their values P'(Sr) and U(Sr) at a time Sr later. 
Reverse the sign of the momentum P'(Sr) -+ -P'(Sr) 
Accept the new configuration with probability 
min{i, 6fl(r=O)_1.L(r=Sr)} 	 (2.25) 
If accepted, set P(Sr) = P'(Sr), otherwise restore the original U field of 
= 0 and set P(Sr) 
Reverse the sign of the new momentum P(6T) -+ -P(ST). 
Go to 1 with the resulting P and U fields. 
The stochastic variables 17 and q  ensure ergodicity The variable P' in step 2 
represents the integration of P forward over time Sr according the "--yP + re" 
part of its equation of motion (2.23). The rest of equation (2.23) is taken care 
of in step 3, as is the integration of U forward for time Sr. The Metropolis 
test in step 5 has the same function as that in HMC, ensuring that the Markov 
process defined by the algorithm converges to the correct distribution. The sign 
reversal in step 4 makes the molecular dynamics trajectory exactly reversible. 
This is necessary because at least some of P can survive from one trajectory to 
the next. Formally, to preserve reversibility P should be reversed at the end of 
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the molecular dynamics trajectory in HMC too, but since after this step P only 
occurs as P2 in the calculation of H and is then entirely regenerated, explicitly 
reversing the sign would make no practical difference. The final sign reversal in 
step 6 just negates the one in step 4 if the P' and U are accepted in step 5 and is 
possible because W is invariant under this change so this doesn't change the final 
distribution of P. It is also trivially reversible. These reversibility considerations 
mean that detailed balance can be proved for this algorithm [28], and together 
with the ergodicity this means that it defines a Markov process with the desired 
fixed point. 
Note that the limit 'y —+ oo reduces the Kramer's equation algorithm to HMC 
with Nmd = 1. The motivations for the algorithm are that, at least for some 
systems, evolution according Kramer's equation results in a faster exploration of 
phase space than with the canonical equation, and the short trajectories would 
result in a high acceptance rate in the Metropolis step. These factors could 
reduce auto correlations in the Markov chain. However, the evidence for this 
in QCD is still inconclusive. Another point is that since the trajectories are 
so short it might be counter—productive to regenerate the pseudofermions in 
step 1 at the beginning of every trajectory, because the required fermion matrix 
multiplication would be a more significant contibution to the computational cost 
when compared to the typically longer trajectories of HMC. It is also possible 
that the exploration of phase space could be less efficient if noise is introduced 
into the system that often. 
2.1.4 Generalised Hybrid Monte-Carlo 
The standard HMC algorithm and the L2MC/Kramer's equation variants are 
both special cases of generalised Hybrid Monte Carlo (GHMC) [29]. 
Adopting the notation of [30] the algorithm proceeds as follows: 
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Given an initial configuration of U and P fields at time 'r = 0, generate a 
random q  field with an appropriate distribution. 
Use (2.13) and (2.15) to calculate P and U at a time Nm dST later. 
Reverse the sign of the momentum. 
Accept the new configuration with probability 
min {i, 	 (2.26) 
otherwise restore the original r = 0 momentum and gauge field configura-
tion. 
Reverse the sign of the momentum. 
Generate a field 'i at random from a zero-mean unit-variance gaussian 
distribution. Mix , and P to obtain the new 
/ P 
) 	




—sinO cosO ) ( 
) 
 
Go to 1 with the resulting P and U fields. 
The tunable parameters of GHMC are therefore the molecular dynamics step 
size Sr, the trajectory length Nmd and the mixing angle 0 E [0, fl. The case 
O = is the basic HMC algorithm, and 0 with Nm d = 1 reduces to the 
Kramer's equation algorithm of section 2.1.3. The comments applied to these 
algorithms regarding ergodicity and detailed balance apply equally here. 
This algorithm allows the possibility of tuning 0 and the trajectory length in 
order to maximise the advantages of both HMC and the Kramer's equation 
algorithm while trying to avoid their possible drawbacks. 
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2.1.5 HMC with odd-even preconditioning 
Each lattice site with coordinates (x, y, z, t) can be assigned a parity 
P = sign [(_l)x+Y+z+t] 	 (2.28) 
thereby dividing the lattice into odd and even parity sites with a chequerboard 
pattern. By using a basis for the fermion matrix where the sites are ordered 
according to their parity the fermion matrix can be rewritten as 
M= ( 
A ee 	kD eo 
k\ icDoe A 00 
(2.29) 
where the subscripts on the submatrices of A/I indicate the parities of the sites 
that are connected by that submatrix. 
Motivated by the identity 
det ( A B ) = detAdet(D - CA - ' B) 	 (2.30) 
one defines the even-odd preconditioned fermion matrix 
A= 





Moo = A00 - ic 2 Doe A 1 D 	 (2.32) eoee 
A/I has the property that 
detMtM = detMM 	 (2.33) 
= det(AA) det(MtM) oo 	 (2.34) 
Then, following the idea of (2.1), this can be used to construct an alternative 
formulation of HMC by rewriting (2.34) as 
det MM = 2 > Ifldet  f vbtvb 	 (2.35) 
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where >e  indicates a sum over all even lattice sites and the pseudofermion fields 
are defined on odd sites only. The algorithm remains the same as described 
above, but (2.3) becomes 
5 eff = Spg —2lndetAce +t(At M) -1 0" (2.36) 
The original motivation for preconditioning the fermion matrix in this way was to 
reduce its condition number to make it easier to invert [31]. It also has the effect 
in HMC of halving the memory needed in computations to store the values of 
the pseudofermion fields, since they exist on half the lattice sites only. Of course 
the even and odd subscripts can he interchanged in (2.36) without affecting 
the algorithm (indeed, verifying that identical results are obtained regardless of 
which parity the algorithm is formulated on provides a useful test of the code). 
2.2 Multiboson algorithms 
A more recently proposed [32] alternative to HMC avoids the matrix inversions 
necessary in HMC by defining a polynomial P(x) of degree n with real coeffi-
cients such that 
P. W 	as n 	cc 	 (2.37) 
for x in some domain S. P(x) has n roots {z k } which come in complex conjugate 
pairs. If these are known then the determinant of a matrix A with eigenvalues 
contained in S can he written as 
detA D 	
1 
det P,, (A) 
n/2 	
1 
11 det(A—zfl(A—z) i=1 
n/2 
= H f dq j dq e_(A_)_ 	 (2.38) 
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where the last step is justified if (A - zfl (A - z) is positive definite and the 
{q} are hosonic fields. 
The algorithm hinges on being able to find a suitable polynomial and its roots. 
One method [33] is to compute the coefficients numerically by minimising 
fSdz z 	[z - P(z)]2 (2.39) 
for some suitable weight function w(z), and then to calculate the roots. This 
method has the advantage of versatility - one can obtain an approximation for 
any function za,  but as this sort of polynomial approximation usually depends 
on delicate cancellations between large coefficients, the accuracy of the approxi-
mation can be extremely sensitive to the precision at which the coefficients are 
calculated. 
An alternative approach [34] is to minimise the relative error R 4 (z) in 
P(z) = [1 - R i (z)] 	 (2.40) 
z 
for z E S C C, where S is taken to be the ellipse with a boundary defined by 
2 + 2 cosO+i1_e 2 2 sinO 	(2.41) } as 
{ 	 \— 
= z:z= 
where the angle 0 runs from 0 to 27r (see figure 2.1). 
An additional constraint is that R() = 1 for some y > 	E lit It can be 
shown [35] that the form of R(z) that minimises maxs I R,, +, ( z) I subject to 
this constraint is 
- 	[f (z)] 
Rz ) -  
T-+1 If  
where T is the nth Chebyshev polynomial and 
2z — ( + ) f(z) = (
A - )e 	
(2.43) 
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IM 
Figure 2.1: The ellipse defined by (2.41). 
Figure 2.2: IRI in (2.42) (for m = 30, A = 1.5 and c = 0.05). 
Choosing y = A + c and noting that f(0) = —f (A + ) it follows that T [f(0)] = 
(-1)ThT[f(A +)], so R +1 (0) = —1 if m is even. 
Figure . 2.2 shows how R(z)I  is very close to 0 for z E S and grows exponentially 
outwith this domain. 
Using (2.40) to define P(z) in terms of R(z) allows one to obtain an analytic 
expression for the {z} [34] which occur in complex conjugate pairs. It also gives 
a bound on the error of the approximation. It is evident that the choice of c, 
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) and e influences how large n needs to be in order to obtain a "reasonable" 
approximation. 
In QCD simulations where the polynomial approximation is used to express the 
fermion determinant in the form of (2.38) care must be taken since A needs to be 
positive definite. Multiboson simulations usually assume two degenerate fermion 
flavours, so that MtM  is used which is positive definite. Some knowledge of the 
spectrum of the matrix is needed in order to choose an appropriate domain, i.e. 
to tune the parameters e, ) and e in (2.41). The determinant becomes 
detMtM 	 1  
det P(Mt) det P(M) 
1 
DC rj 
det (Mt _z)(M_z) 
1 
= 	det(M_ z )t(M_ zj ) 
= fvv q5t ft e_M_M_ 
where the measure fVq is an abbreviation of fJ fdq. 
(2.44) 
This algorithm can be used to simulate 1-flavour QCD by substituting M for A 




n/2 	 1 
DC fi (2.45) det (M - z) (M - z) 
n/2 
= JE)ODOt fl e_M_t(M_z 	 ( 2.46) 
i=1 
Having suitably expressed the fermion determinant in terms of bosonic variables, 
one can write the QCD partition function as 
Z = fDUDODOte- S-b-SP 	 (2.47) 
where the multiboson action is 
Nf n/2 
Smb 	 (2.48) 
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with N1 = 1 or 2 being the number of flavours. The field theory is now defined in 
terms of locally interacting bosonic variables U and {qj}. By defining a Markov 
process on U and {q}  with exp(—Smb Sp.) as its fixed point it is possible to 
generate configurations of U and {} distributed according to 
p(U, {}, {ç1t})vUvcfDq5t = 
= p(U)DU = fvcvct empgDU 
I det 	 1 	 1 
detMtMe_SpgVU forNf = { 2 (2.49) 
Because the action is local it should be possible to update the fields easily, e.g. 
by using a combination of over-relaxation and (to ensure ergodicity) heatbath 
steps. 
The updates of q  are obtained by writing Smb in the form Ei çbaq + qb + 
Then the over-relaxation update of Oi is given by 
	
—2ab - qj 	 (2.50) 
and the heatbath is 
= aij - a'b 	 (2.51) 
for gaussian noise i. The quantities a and b are in general complex matrices 
connecting spin and colour components, but if esw = 0 then a E IR which 
considerably simplifies the implementation of these updates (expressions for a 
and b are derived in appendix A). Similarly, by writing the action in the form 
ReTrU,LX RMX  for some R that is independent of U, one can apply the gauge 
field over-relaxation and heatbath algorithms referred to in section 1.2. The 
order in which the updates on U and {q}  are combined can have a significant 
effect on the performance of the algorithm [36]. An important point is that the 
presence of the MtM  term in Smb gives rise to serious problems when trying to 
derive R, in the case GSW 0, the details of which can he found in appendix 
A. 
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2.2.1 The hermitian variation 
An alternative formulation of the multiboson algorithm uses the matrix Q = 
for which det Q = det M and Qt = Q. The hermiticity of Q means that its eigen-
values are real, so the eigenvalues of QtQ  are real and non-negative. Then the 
domain S can he taken to be a section of JR> 0, equivalent to putting e = 0 in 
(2.41). It is arguable whether this gives a better approximation, but there is one 
parameter fewer to tune. 
2.2.2 Preconditioned multiboson algorithm 
The algorithm can be formulated using the odd-even preconditioned fermion 
matrix M defined in section 2.1.5, e.g. 
det Mt M = det Ae  det iiitiC'i 	 (2.52) 
1 
det 	'Y' det(M - z)t(It1 - zi) 	 (2.53) 
This would be advantageous as the bosonic fields are then defined on sites of one 
parity only, thus halving their memory requirement. In addition the algorithm 
seems to perform better when a preconditioned matrix is used [36]. However 
there is a problem with the det Ae  term if csw  0. If one includes it in Smb by 
defining 
Smb = —2 	in det A ee + 	q(1[ - z)t(M - zj)q 	(2.54) 
or 
n 
Smb = 	 + 	q(ic! - z)(I[ - zj)q 	 (2.55) 
with c'n+i defined on even sites only, one has a problem formulating the gauge 
field updates since it is impossible to write either A 2 or in det A ee in the form ee 
ReTrUR. This is in addition to the problems mentioned above in connection 
with the derivation of the gauge field update equations for CS ,V 	0. In any 
case, even for CSW = 0 the action is less local and the equations for a, b and R 
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required for the heatbath and over—relaxation updates become very complicated. 
An alternative formulation [36] is to apply (2.30) to det(M - z) to obtain 
det(M - z) = det(A 00 - z - D oee A 1 D 0 ) 	 (2.56) ee 
( A ce 	icDeo "it 	1 
= det 	
kDoe A 00 - z ) det Ace 	
(2.57) 




the fermion determinant in (2.53) becomes 
1 
det MM 11 (2.59) det(M - )t(M - 
and so 
Smb = 	( A - )t(A2r - 	 (2.60) 
and the algorithm proceeds as before but with a rather more complicated action 
(although can be simplified to a form symmetric on odd and even sites if CSW = 0 
[38]) and with the {çj}  defined on all sites again. However the improvement in 
performance brought about by preconditioning may be preserved. 
2.2.3 Exact two—flavour algorithm 
The distribution in (2.49) only approximates the desired one because of the 
approximate nature of the polynomial. However, it has been shown [37][38] that 
the algorithm can be made exact for Nf = 2 by adding a global Metropolis step 









det PTh(Mt)MtMPTh(M) Spg 
detP(Mt)P(M) 
= f DUE),kE)Ot det P(Mt)MtMP(M) _ SmbSpg 	 (2.61) 
CHAPTER 2. 	 38 
This factor of det P(Mt)MtMP(M)  can be taken into account by performing 
some combination of updates on the U and q fields, which must now be reversible 
i.e. done in a symmetric order, and then then accepting the resulting U' and q' 






where M' is short for M[U']. This leaves the problem of calculating the deter-
minant ratio in (2.62). 




f DDt e _X t  [Pr (M't)M'f M'P(M')]x 
(2.63) 
to obtain the estimate 
	
c -xf [PMtMtMPuvn_PM'tM'fM'P,M']x 	 (2.64) 
where the bosonic fields x have a probability distribution which is proportional 
to exp {- [P(M't)M'tM'P(M')]  x}. In practice one generates a gaussian 
noise vector rl and puts x = [M'P(M')] 1 i7. Then (2.62) becomes 
min i C- 11 
t  ([Pfl(Mt)MFt]_1P(Mt)MtMP(M) [M'P(M')]1 	
(2.65) { 
The inversion of M'P(M') requires the use of some solver or another polynomial 
approximation, but this should not he too expensive since M'P(M') should be 
close to the identity matrix. 
An alternative approach [37] [38] considers the x fields as extra degrees of freedom 
adding a factor 
f DxDxt e_[MMtMPM)1' 	 (2.66) 
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to the partition function (2.47). They are generated from a heatbath distribu-
tion proportional to exp{_t [P(Mt)MtMP(M)} -' X I. They do not evolve 
through the trajectory, but the change in this additional part of the action is 
taken into account by accepting the new U and q  fields according to the Metropo-
lis criterion 
e mi 	
_t ([P(M1f)wIM1P(M1)]_1 [P(MI)MtMP(M)r1)} 	
(2.67) n1  
X  can be expressed in terms of gaussian noise 77 by putting x = MP(M)7, 
putting (2.67) into the form 
77 _t 	 MPfl(M)_1)} 	(2.68) min{i e 
The same comments on the inverse matrix apply here too. 
2.2.4 Exact one—flavour algorithm 
With some additional complications and caveats this method can also be adapted 
to the 1-flavour case. 
The partition function required is 
z - fDU  det M det P(M) 
- 	 detP(M) 	
e pg 
- fvu 
det MP. (M) Spg 
- 	detPJM 
= f DUDOE)Ot det MP(M) SrnbSpg 	 (2.69) 
Again the factor det MP(M) is to be corrected for by adding a global Metropolis 
step after some number of local updates of the fields carried out in a reversible 
order where the updated fields U' and {qY} are accepted with the probability 
min 
 { 1 
det MY , (M') 
det MP, (M) } 
(2.70) 
The fact that the right hand side of (2.45) is explicitly positive implies that M 
is positive definite. This is an implicit assumption of the N f = 1 algorithm, and 
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means that it has a systematic bias in that configurations with det M < 0 cannot 
he simulated - the polynomial approximation will be poor for such configurations 
so the Metropolis step is likely to reject them. If the polynomial is a good 
approximation to the reciprocal function then MP(M) should be close to the 
identity matrix and therefore should also be positive definite. Then it makes 
sense to consider a matrix [MP(M)] such that ([Mp(M)])t  [MP(M)] = 
MP(M) 
The evaluation of the determinant ratio in (2.70) proceeds along similar lines 
to the Nf = 2 case. If the stochastic estimator is used, the x fields have a 
distribution proportional to exp {_ xt [M'P(M')] x} and so are generated by 
Putting x = [M'P(M')]i for gaussian noise ij. The Metropolis step (2.70) is 
then 
I _ 	(M'f)M hf]MP(M) [M 1P(M')]_1)) 
mm 	1, e 
( [P 	
(2.71) 
A polynomial approxiation using the method of (2.39) could be used to obtain 
[M'P(M')]. 
In the alternative approach, exp{_Xt  [MP(M)] 1  x} is the additional term 
in the action, so the heatbath generation of x is now achieved by putting 
X = [MP(M)]. The Metropolis criterion is therefore 
([MI)Mf] 
	
( min 	 2.72){i e 
This requires the inversion of [M'P(M')] as well as a polynomial approximation 
to [MP(M)] and so appears to he more costly than the stochastic estimator 
method. 
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2.3 Choice of algorithm 
The optimal algorithm to use for dynamical fermion computations depends 
largely on the nature of the field theory of interest and to some extent on the 
hardware on which it is to be implemented. The HMC algorithms are essen-
tially designed for the theories with two degenerate flavours (at least with the 
Wilson type of fermionic action used here) whereas multiboson algorithms seem 
more versatile as regards the number of flavours. In terms of peformance the 
multihoson algorithm appears to be reasonably competitive with HMC [40]. 
One disadvantage with the multiboson alorithm is that n needs to be quite large 
to make the polynomial approximation good enough for a reasonable acceptance 
rate in the Metropolis step. Not only do autocorrelations increase with m [41] 
but this can make considerable demands on memory which has implications for 
the hardware to be used. One might like to alleviate the latter problem by using 
the preconditioned formulation of the multiboson algorithm. However it is clear 
that this runs into problems if the 0 fields are restricted to sites of one parity, 
since the form of the action becomes complicated enough to risk forfeiting the 
apparent performance benefits of preconditioning. 
Another disadvantage is the difficulty encountered when using cSw =A 0 in the 
action since there seems to be no obvious way of formulating the gauge field 
updates in this case. 
On the other hand there are no such doubts about HMC. Not only is this al-
gorithm intrinsically less demanding on memory but there are no problems as-
sociated with combining the advantages of preconditioning and the improved 
action. 
For these reasons it was decided to implement a HMC algorithm in the pre- 
conditioned formulation in order to carry out the UKQCD dynamical fermions 
project. Specifically the GHMC algorithm was chosen as it was considered to 
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give the greatest algorithmic flexibility. 
Chapter 3 
Implementation, Verification, 
Development and Performance 
This chapter describes the particular manner in which the GHMC algorithm 
was implemented, and methods by which this implementation was tested. These 
tests were also applied after the numerous improvements and variations, in the 
code which are described here. The improvements were driven by a continual 
process of performance evaluation, some results of which are also presented here. 
3.1 Implementation and verification 
Once the decision to employ the GHMC algorithm with improved Wilson fermions 
had been made, the implementation of the algorithm could go ahead. Due to the 
complexity of the equations of motion in the algorithm a detailed specification 
and design document [42] was produced, providing a definitive framework accord-
ing to which the code development could proceed. This covered an algorithmic 
specification (driven by the physics requirements), operational requirements, and 
a detailed and specific description of the software solution to these requirements. 
43 
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The program itself was written in a combination of Fortran77 (making use of 
any existing UKQCD parallel code deemed suitable) and Fortran90 and runs on 
the Cray-T3E900 at Edinburgh, a facility dedicated mainly to this purpose [43]. 
The computationally costly nature of dynamical gauge configuration production 
necessitates that a large amount of processor time be given over to running this 
code, and given its complexity it was therefore most important to ensure its 
correctness and robustness by applying various different verification procedures. 
The final stage of the implementation was the optimisation of the code to take full 
advantage of the capabilities of the hardware and a continual effort to improve 
the algorithmic performance. 
3.1.1 Initial verification 
The first stage was the unit testing of important routines to verify that their 
individual functionality and logic were as intended and integration testing to 
make sure that they could be combined correctly. Once the code was for practi-
cal purposes complete, system testing could take place. Simple tests that were 
carried out verified the reproducibility of the code given the same starting con-
ditions, and, this being an implementation on a parallel architecture, that the 
results were independent of the number of processing elements used. As well 
as testing the functionality of the code it was vital to check that it did actu-
ally produce the correct physics. A reasonable way to do this is to calculate an 
observable for some particular parameter set and compare it against published 
data. The expectation value of the plaquette, averaged over all V lattice sites 




6V r 	 3 	
A 	V.) ) 
is an easy and obvious observable for a gauge configuration program to calcu- 
late. In quenched QCD, published values (e.g. [441) are available for various 
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parameter sets. In addition analytic values can be calculated from a strong cou-
pling expansion in ,8, obtained (as in [45]) from the expansion of the free energy 




It was therefore straightforward to verify that the code produced the correct 
physics in the quenched sector (i.e. with r, = 0). Similarly, one can obtain 
published values of the average plaquette calculated using HMC with two flavours 
of Wilson quarks (e.g. [48][49]), so the code could then he verified for the case 
0 and CSW = 0. However, at the time this testing was taking place there 
was only one publication [50] with data from HMC simulations with improved 
Wilson fermions. These results were of a somewhat specialised nature, using 
Schr6dinger functional boundary conditions and requiring high statistics, so it 
was merely verified that consistent results could be obtained. Therefore different 
approaches were taken to verify the code for the case csw 0. 
3.1.2 Conservation of energy and scaling 
It was shown in section 2.1 that HMC defines a conservative dynamical system, 
but the discrete integration scheme introduces an error Al-I into the molecular 
dynamics trajectory. If the equations of motion have been implemented correctly 
Al-I should he small (for a reasonable choice of parameters); even a very slight 
mistake in the implementation could result in the energy being very poorly con-
served along a trajectory, so if this is the case then it is an immediate signal that 
something is wrong. The value of Al-I that 'one can expect depends upon the 
timestep Sr; it does not increase along a tra .jectory but has the sort of oscillatory 
behaviour shown in figure 3.1. Additionally it can be easily shown [51] that if 
the dynahiics are symplectic then (exp(—Al-I)) = 1. 
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Figure 3.1: Variation of L3-t along a'trajectory and dependence onST  
The precise form of this oscillation various from trajectory to trajectory. With 
this in mind, the quantity (H), where (...) denotes an average over succes-
sive GHMC sweeps, is continually monitored while the code is running, as is 
the quantity (exp(—A'H)). When the Markov chain has reached thermalisation 
one expects to find that (H) is small and (exp(—AH)) 1 within errors (in 
production the latter is a useful test that thermalisation has been reached). 
To give an indication of the sort of numbers one should expect, table 3.1 shows 
these quantities for various physical parameters, volumes and precisions. The 
quantities Nmd and the integration scheme parameter n defined in (3.19) are also 
shown since they do have a effect on A)-t. Note that the trajectory length was 
fixed at Nmdc5r = 1 and 0 = for these computations (it is explained in Chapter 
4 that as well as being the values used in the production runs, no attempt 
could realistically be made to tune these parameters optimally, so adhering to 
this choice simplified the algorithmic explorations that could be made); these 
values should be assumed for all the results presented henceforth unless stated 
otherwise. 
As a method of code verification one can improve on this with a test that indicates 
not only that the implementation of the equations of motion is not obviously 
wrong, but that it is highly likely to be right. As was explained in section 3.2.3, 
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Precision Volume ,8 CSW 
] 	
r, Nmd n I 	(A7-) I (exp(--)) 
0.136 50 2 0.19(1) 1.00(1) 
0.137 50 2 0.23(1) 0.99(1) 
64-bit 12 3  x 24 5.2 1.76 
0.138 50 2 0.28(1) 1.00(1) 
0.139 50 2 0.55(7) 1.02(2) 
0.1395 64 2 0.44(2) 1.01(2) 
0.1398 100 2 1.59(95) 1.00(1) 
0.136 50 T 0.15(1) 0.99(2) 
0.137 50 1 0.13(1) 1.01(1) 
32-bit 81 x 24 5.2 1.76 0.138 50 1 0.16(1) 1.01(1) 
0.139 50 1 0.40(12) 0.98(1) 
0.1395 50 2 1.(52) 0.99(2) 
0.139 100 2 0.10(1) 0.98(1) 
32-bit 16 3 >< 24 5.2 1.76 0.1395 100 2 0.17(1) 0.98(1) 
0.1398 100 2 0.32(1) 0.97(2) 
0.134 50 1 0.51(4) 0.99(5) 
0.135 64 1 0.18(1) 0.99(2) 
32-bit 12 3  x 24 5.3 1.72 0.136 64 1 0.18(1) 1.00(2) 
0.137 64 2 0.11(1) 0.99(1) 
0.138 64 2 0.25(3) 1.01(2) 
0.133 64 1 0.16(2) 1.01(2) 
0.134 50 1 0.45(3) 1.01(3) 
64-bit 123 >< 24 5.4 1.69 0.135 50 1 0.18(1) 0.98(1) 
0.136 50 2 0.22(1) 0.99(1) 
0.137 64 2 0.15(1) 1.00(1) 
Table 3.1: Examples of energy conservation at various parameters. 
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L3-Z scales as a power of the timestep Sr (to leading order). This behaviour 
depends on delicate cancellations in the numerical integration, so verifying that 
it does indeed occur provides a strong test of the correctness of the routines 
implementing (2.18) and (2.17). 
Three particular schemes that were suggested [52] as being useful for demon-
strating this scaling of z7-1 with Sr are: 
Ti (Sr) = Tu(Sr)Tp(Sr) 	 (3.3) 
T2(6r) = Tu()Tp(Sr)Tu() 	 (3.4) 
T3(6r) = TU(Sr)Tp(aSr)Tu(a + 
TU(a + bST)TP(aST)TU(ST) 	 (3.5) 
where a = 1/(2 - 2'/), b = _2h/ 3 /(2 - 2 1 /3 ) and Tu and Tp are defined in (2.17) 
and (2.18). These three schemes are respectively of order 2, 3 and 5, so these are 
the numbers that one would expect to obtain as the slopes of graphs of In L.9-1 
vs. in 8r. The results obtained on a 44  lattice at 3 = 5. 1, K = 0.16 and c5w = 1.0 
are shown in figure 3.2. 
- —integrator T 1 
- - - -integrator T. 
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Figure 3.2: Scaling behaviour of integrators 
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Integrators T1 and T2 are linear for in ST between about —5 and —2 and T3 
is linear over the approximate range —4 to —2. The slopes are respectively 
1.981(9), 3.036(9) and 5.000(15), in sufficiently good agreement with theory. 
The behaviour below these ranges is dominated by rounding errors and higher 
order terms become significant when Sr is larger. In addition, for a fixed Sr, the 
values of t - obtained using the three integrators come in approximately the 
correct ratios. These tests have also been carried out with similar results using 
just the pure gauge action (ic = 0) and the unimproved Wilson action (CSW = 0). 
These results are a strong indication that the equations of motion have been 
correctly implemented. 
3.1.3 Reversibility 
In section 2.1 it was explain that in order for the GHMC algorithm to satisfy 
detailed balance the molecular dynamics trajectory must be reversible. This is 
ensured by using a symplectic integration scheme (see section 3.2.3). In practice 
violations in reversibility arise from the finite precision of the computation, and 
can be quantified (following [53][27]) by integrating P and U forward for a time 
T to obtain F' and U', reversing the sign of P and then integrating for a further 
time r to obtain F" and U". After a final reversal of the sign of P (to compensate 
for the first one) one measures the quantities 
(SAU) 2 = 	U(i 	- U(i 	 (3.6) 
X,/.L i,j 
(SAP) 2 	P( 2 	 (3.7) 
x,/L j,3 
where i and j are colour indices, which essentially define a "distance" between the 
initial and final configurations. Another useful indicator is SA'I-1 = 7-(U, P) - 
9-(U", P") 
For a "reasonable" choice of parameters these violations should be small. If this 
is not the case then it is a good indication that something is wrong with the 
CHAPTER 3. 	 50 
Precision Volume ic 6LU 
0.136 3.2 x 10_12 9.3 x 10 1.8 x 10" 
0.137 3.2 x 1012 1.9 x 10 8.8 x 10 
0.138 3.1 x 1012 3.2 x 10 -5 2.6 x 10 
64-hit 12 3 x 24 
0.139 3.5 x 10_l0 3.8 x iO 4.4 x 10 
0.1395 8.5 x 108 74 x iO 9.7 x 10 
0.1398 9.8 x iO 1.3 x iO 2.1 x 10 
0.136 2.7 x 10 3.9 x 10" 6.9 x iO 
0.137 2.7 x 10 4.0 x iO 1.7 x iO 
32-hit 81 x 24 0.138 2.7 x iO 4.0 x iO' 1.7 x iO 
0.139 2.7 x iO 4.1 x 10 1.9 x 10 
0.1395 3.8 x iO 5.8 x iO 1.5 x 10 
0.139 1.5 x 10 2.2 x 10 4.9 x 10_ 2 
32-bit 16 3  x 24 0.1395 1.5 x 10 2.4 x 10 5.2 x 10_ 2 
0.1398 1.5 x iO 2.4 x iO 5.6 x 10_ 2 
Table 3.2: Reversibility violations at various parameters. 
implementation of the algorithm, so measuring this violation is an important 
test of our code. The origin of the violations mean that their magnitude will 
depend on the precision at which the computation is done (i.e. 32-bit or 64-bit 
floating-point numbers) and parameters of the simulation. Broadly one would 
expect that simulations on a larger lattice would need a larger value of Nm d 
(the trajectory length being kept constant) to maintain the desired acceptance 
rate, and at more chiral physical regimes the solver would require more iterations 
for convergence (see section 3.3). Either of these mean that the code performs 
more floating-point operations and hence introduces more reversibility violating 
rounding errors. 
Table 3.2 shows some typical examples for some production simulations (see 
table 4.1 for details of the algorithmic parameters used) at 3 = 5.2, csw = 1.76, 
indicating the effects of the factors mentioned above 
As well as for code verification purposes it can also be useful to occasionally 
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Figure 3.3: On the left, a schematic diagram of the trajectories in phase space 
used in the definition of the Lyupunov exponents, showing where the quantities 
8X0 and 8X are calculated, and on the right a similar diagram showing the 
trajectories used in the calculation of reversibility violations with the point at 
which 6AX is calculated. 
measure the reversibility violation in production since it possible that one can 
enter a region of configuration space where it happens to be bad. One might 
then have to adjust parameters to improve matters. 
3.1.4 Exploring the dynamics 
More light can be shed on the reversibility issue by considering the dynamics 
of the system defined by 9-{ in terms of the behaviour of trajectories in a two—
dimensional phase space defined with the gauge configuration U taking the role 
of a generalised coordinate and the P configuration as the conjugate generalised 
momentum. A norm in this phase space is defined using (3.6) and (3.7). Since 
the phase space is two—dimensional there are two Lyapunov exponents i'u  and up 
associated with this system. They are related to the eigenvalues of the jacobian 
matrix of the time evolution operator in (2.16) (and in fact for symplectic dy -
namics this matrix has unit determinant) and characterise how trajectories that 
are initially nearby diverge or converge with time along a particular direction in 
phase space. 
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A standard definition of VX (where here X is either U or P) is to take two points 
in phase space separated along the K axis by a distance 8X 0 and then use the 
equations of motion to find the trajectories over a length of time r starting from 
these points. The distance between the end points of these trajectories is then 
8X. Then vx is defined through 
SxT 
urn 	= 	 (3.8) 
5X0-+O 8X0 
In general iíx depends on the starting phase space position and can vary along 
a trajectory. By using the definition 
1 T-1  




this can be avoided if the dynamics are ergodic since the time average becomes 
equivalent to an average over phase space (the summation assumes that the time 
variable is discrete, as is the case for numerical integration. If it is continuous 
an integral would be used). Otherwise (as in the case under consideration here) 
one can do no more than calculate the local Lyapunov exponent. However in 
many respects it is the signs rather than the exact values of the Lyapunov expo-
nents which are important: a positive Lyapunov exponent means that initially 
nearby trajectories diverge exponentially in that particular direction, whereas a 
negative one means that they converge. Thus the signs of the Lyapunov expo-
nents reveal the nature of the attractor involved in the dynamics. A positive 
exponent indicates sensitivity to initial conditions and is therefore a feature of 
chaotic dynamics. 
For practical purposes the limits in (3.9) cannot be realised and the variability of 
1x with the starting position makes it advisable to use the same starting position 
(and hence the same value of X 0 ) for each value of 8X )- calculated and then to 
plot SX against T to obtain an estimate of ux from the form 
8X = 8X0 ecT 	 (3.10) 
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Figure 3.4: Effect of trajectory length on reversibility violations 
The calculations performed in section 3.1.3 can be used to extract such informa-
tion but it should be borne in mind that the scenario described for the Lyapunov 
exponent calculation involves two trajectories whereas in the reversibility calcu-
lations there is really one trajectory which doubles back on itself (see figure 3.3). 
If in the Lyapunov exponent scenario 5X 0 vanishes the pattern of trajectories is 
similar to that used to calculate reversibility violations but with the direction 
of one of the trajectories reversed. Therefore the quantities SLX will be taken 
as measures of SX and plotted against r (where of course r = NmdST for the 
numerical integration) with a view to extracting 'ix from the functional form 
S/AX = Axe'' 	 (3.11) 
The results of these calculations performed on a 44  lattice with /J = 5.1, ,c = 0.16 
and csw = 1.0 for various values of Sr. are shown in figure 3.4. Similar results 
were obtained for the quenched and CSW = 0 actions. 
The coefficients iix are positive and within errors do not seem to depend on Sr. 
This behaviour is then indicative of chaotic dynamics with 'ix  giving an estimate 
of the Lyapunov exponents: here vu = 0.888(9) and Up = 1.030(20). However 
an additional complication in interpreting these results lies in disentangling the 
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effects of the finite arithmetic in which the calculation was performed and the 
underlying dynamics of the system. If the integration could be performed exactly 
one would expect the J AX to be zero since then the symplectic dynamics would 
be preserved by the integration scheme, making an extraction of the Lyapunov 
exponents impossible with this method. One would have to perform a more direct 
calculation and would expect at most just one exponent to be positive since the 
Lyapnuov exponents of a symplectic system sum to zero. However one would 
not expect trajectories calculated in finite arithmetic to diverge exponentially 
if the underlying dynamics was that of a stable non—chaotic attractor. The 
amplification of instabilities can be taken to be evidence of an underlying chaotic 
dynamics even though the fact that both of the Lyapunov exponents calculated 
here are positive is probably an artifact of using finite arithmetic or possibly the 
method by which they were extracted. 
The interpretation of the coefficient A is somewhat obscure in this scenario, but 
its dependence on Jr is nevertheless shown in figure 3.5. This demonstrates that 
the reversibility will generally be worse when a smaller timestep is used, even 
though the energy conservation will be better. Since using a smaller timestep 
means doing more floating—point operations when the trajectory length is kept 
the same, this is consistent with the idea that reversibility violations arise from 
the accumulation of rounding errors in finite precision calculations. 
3.2 Code developments 
The computational complexity and high cost of QCD dynamical gauge configu-
ration production has already been stressed. Although advanced and powerful 
hardware for this task now exists there must he a constant effort to improve 
both the dynamical fermion algorithm and its implementation to take advantage 





0.00 	 0.05 	 0.10 
Figure 3.5: Variation with ' T of A (0) and A (). 
of this; by maximising the performance of the gauge configuration production 
physics of more interest can be obtained faster and at greater statistics. 
Evaluating the performance of an algorithm is not a trivial exercise as one gener-
ally needs fairly large statistics in order to come to any useful conclusion regard-
ing, say, the Metropolis acceptance rate. An additional complicating factor here 
is that the newest version of the code tends be used for the current production 
run, making care necessary when comparing the performance of different runs. 
Exploratory algorithmic studies are often carried out on unrealistically small 
lattices - here a 44  lattice with the somewhat arbitrary parameters 3 = 5.1, 
cSW = 1.0 and K = 0.16. In the gauge configuration production Nmd87- = 1 was 
always used and this is adhered to in these numerical investigations. 
Since the initial Fortran implementation, subsequent code improvements have 
seen the computer time required to complete one trajectory reduced by a factor 
of between 10 and 20, depending on the lattice size, i  and ic. Here the more 
significant developments are outlined and the resulting savings are estimated. 
Hardware specific code optimisations and improvements to the algorithmic im-
plementation are discussed separately, since they have slightly different roles, 
being typically intended respectively to speed up the code and to reduce the 
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3.2.1 Cray-T3E architectural factors 
The Cray-T3E at Edinburgh is equipped with Alpha EV5.6 processors with a 
clock speed of 450 MHz supporting multiple instruction issue for a peak perfor-
mance of 900 MFlops per processing element. The elaborate memory architec-
ture on the T3E, with its secondary cache, streams and E-registers, represents a 
considerable advance over its predecessor, the Cray-T3D. However, given the dis-
proportionately faster processors, memory bandwidth is the major performance 
limiting factor in realistic applications. The multiple instruction issue capabil-
ity of the processors and the complexities of the memory system are difficult to 
exploit fully, and even highly optimised Fortran code can sustain only a small 
fraction of the theoretical peak speed. Therefore key routines have had to be 
written in assembler; currently less than 25% of the run-time is spent executing 
Fortran code. 
Since the solver routines occupy most of the run-time (see section 3.3.1), it is 
these that need to be aggressively optimised. In particular the fermion matrix 
multiplication routines have been highly optimised to make good use of the 
T3E architecture (the streams themselves approximately double the speed of 
the code). The routines written in assembler give another factor of at least 2 
in speed. The speed of the solver is typically 5.5 GFlops on 32 processors at 
64-bit precision, meaning that the code runs at about 20% of peak speed at this 
precision!. 
Using 32-bit instead of 64-bit floating point numbers to represent the U, P and 
q fields yields an improvement in speed by a factor of '-- 1.7. This is due entirely 
to the reduction in the time taken for memory loads and stores; the number of 
clock cycles for a register-to-register floating point operation is the same in both 
precisions. This improved performance must be weighed against degradation of 
the acceptance rate, the reversibility, the closeness of (exp(—A'H)) to 1 and the 
accuracy of energy calculations. The latter is a particularly delicate matter as 
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the correctness of the algorithm depends on the accurate computation of L\7-
which is the difference of two extensive quantities that are constrained to have 
nearly identical magnitudes. Special care has been taken here, with the energy 
differences computed site by site and the final summations over all sites being 
performed in higher precision. 
3.2.2 Algorithmic improvements 
The algorithm requires the vectors X = (A tfçf)_1q5  and Y = ( 4t)_1q (see 
appendix B for details). The initial choice of solver strategy was to use CG to 
solve MMX = 0 and then to obtain Y by a matrix multiplication Y = il/IX. 
An alternative is to use BiCGStab to solve MtY = 0 followed by MX = Y 
(BiCGStab). Finally a restart solve MMX = 0 (CG) to "polish" the BiCGStab 
solution for X is sensible given that the source for the solve for X has itself been 
obtained only up to some required accuracy. Using this alternative method 
turned out to be about 40% faster. 
Since the pseudo-fermion fields are initialised by the heatbath q = A[t for 
Gaussian noise q, a saving of one solve per trajectory can be made by observing 
that at the start of a trajectory (and only then) the solution to MtY = q5  is 
known exactly. This has the additional advantage that the contribution of yty 
to the energy at the beginning of the trajectory is now known exactly, improving 
the accuracy of the algorithm. Unfortunately this is a manifest violation of re-
versibility since the initial guesses used in the solves should be symmetric along 
the trajectory. Whether this makes a significant difference probably depends 
on factors such as the size of the lattice and the floating point precision used. 
However combining this with an extremely accurate final solve for Y and hence 
an accurate calculation of the final energy would yield a very precise determi-
nation of A)-I, the advantages of which could outweigh the disadvantages of the 
reversibility violation. 
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An established technique for speeding up matrix inversions is to use some form 
of preconditioning (see e.g. [311) to reduce the condition number of the matrix. 
This can be applied to the matrix inversions in GHMC. When using BiCGStab 
to solve MX = Y one can use left-preconditioning with the inverse clover term 
A] (recall that in the notation introduced in section 2.1.5 the matrix M only 
couples sites of odd parity) and solve the equivalent system A` 4X = A 1 Y.00 
This reduces the number of BiCGStab iterations required by about 15%. Using 
A as a central preconditioner with the CG solve of MMX = q, i.e solving 
00 
A]MMA QQ1 A OO X = A-01 0 (making use of the hermiticity of A), saves about 
25% in terms of iterations. 
Multiplication by the clover term and its inverse constitute an overhead that is 
specific to the use of the improved action. The clover term takes the form of a 
12 x 12 matrix (four spin indices by three colour indices) on each lattice site. As 
in [54] a similarity transformation can be used to reduce this to a block diagonal 
form, since in the -y-matrix representation employed in UKQCD codes (set out 
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where the 6 x 6 submatrices B and C are Fiermitian combinations of various 
components of the field tensor F,,. In principle any similarity transform can be 





is convenient, being real and orthogonal and equal to its own inverse, giving 
A=S(B+C 	0 	 (3.14) 
0 B—C) 
Then the multiplication of a vector by A becorries 
A(
) 
= s(B+C 0 
W 	 0 B — C) 	w 
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1 ( (B+C)(v+w) + (B—C)(v—w)\ 
	
2 (B + C)(v + w) - (B - Qv - w)) 	
(3.15) 
Thus a 12 x 12 matrix-vector multiplication is replaced by two 6 x 6 matrix-vector 
multiplications (and two vector additions). Similarly this decomposition can he 





0S ( V W 	 0 (B_C)1) 	)• 
- 1((B+C)'(v+w) + (B—C)(v—w) 	
(316) 
2 (B + C) -'(v + w) - (B C) -'(v —w).). 
This latter multiplication was not mentioned in [54] but it was fo 	'Tiat it 
makes a bigger difference here than in the forward multiplication, doubling the 
speed of the routine. It is also worth noting that this decomposition halves the 
memory requirement of the clover term. In fact the (B + C) and (B - C) terms 
are stored in terms of their LDL decompositions. This saves memory, is just as 
efficient and facilitates the computation of det A in (2.36). 
The exponentiation of the conjugate momenta, as required in (2.18), is done 
exactly (up to machine precision). The first implementation accomplished this 
by diagonalising the 3 x 3 matrices using library routines. Speed was improved 
.fr 
by a factor of more than six by switching to a method [55] which uses the Cayley- 
Hamilton theorem to express the exponential as a 2nd degree polynomial, the 
coefficients of which are obtained by finding the eigenvalues of the matrix and 
solving a Vandermonde matrix equation. 
3.2.3 Evaluation of integration schemes 
The most commonly used (symplectic) scheme is known as the leapfrog scheme. 
However in production we use a generalised leapfrog scheme (suggested in [23]) 
where T (2.18) is split into 
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Tf(6T): P -+ P - i&rOuSf 
	
(3.18) 
to form the integrator 
T(Sr)= Tf() 
 [T~'.(IT) TU( ST )T.'~' (T_)]  T() 	(3.19)
2n 	2 
(Note that (3.19) reduces to the simple leapfrog scheme when n = 1). The 
rationale behind this scheme is that since evaluating auSf involves the computa-
tionally expensive inversion of MM, one reduces L — by using just Tpg and Tu 
more often, and thus avoids incurring too much additional cost. Figure 3.6 shows 
the effect of n on the 11MG acceptance rate and on A9. Increasing n above 2 
does not have much effect on the acceptance rate unless the initial acceptance 
rate is small, and indeed it may have a deleterious effect on AR, presumably 
because the integration demands more computational operations per timestep 
and rounding errors accumulate (this also adversely affects the reversibility - see 
below). Therefore in production we have used in = 1 or 2. 
Figure 3.6: Effect on acceptance and z3-t of in in (3.19) with 8r = 0.05 (0), 
ST = 0.0625 (a) and Sr = 0.1 (Ky). 
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Another integration scheme (referred to here as the alternative leapfrog scheme) 
proposed in [23] is 
2Sr 	Sr 	Sr 
T(Sr) = 	 (3.20) 
where the non-fermionic update is 
Sr ) 	25r T f (8r) = Tpg( 	
[TU(6,T 2)TpgTu(1)Tpg()] 
0 
Sr 	25rSr 	Sr 
x Tu (—)T pg (---)Tu(--)T pg(--) 	(3.21) 
2n 
Figure 3.7: Effect on acceptance and L3- of ri in (3.21) with Sr = 0.125 (0), 
Sr = 0.2 (o) and Sr = 0.25 (o'). 
Comparing figures 3.6 and 3.7 shows that one can achieve a given acceptance 
rate with a larger Sr using (3.20) than with (3.19), since the alternative leapfrog 
scheme conserves energy better. However it is not clear than n has much effect 
on the acceptance rate (this may he a statistics problem). Note that (3.20) 
needs Nm d more solves per trajectory, so in figure 3.8 we compare the ratio (% 
acceptance)/(no. of solves) for the two schemes using the best acceptance rate 
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Figure 3.8: Acceptance rate/no, of solves for the generalised (0) and alternative 
(0) leapfrog schemes. 
Because (3.20) involves more calculations per timestep than (3.19) it is to be 
expected that the reversibilty violations will be worse. This is confirmed in figure 
3.9, which compares the two schemes and also shows the effect of increasing n. 
0 	 2 
	
4 	 6 
	
0 	 2 	 4 	 8 
n 	 n 
Figure 3.9: Reversibility violations for the generalised leapfrog scheme with 
Sr = 0.0625(0) and Sr = 0.1 (0), and the alternative leapfrog scheme with 
Sr = 0.125 (o) and Sr = 0.2 (*). 
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These results suggest that the alternative leapfrog scheme can be competitive 
with the generalised leapfrog scheme but without a clear advantage, particularly 
given that one should perhaps be aware of the effects on reversibility. 
3.2.4 Solver residue relaxation 
The inversion of MUM is required both to calculate the force on P in the molec- 
ular dynamics and to evaluate H at the end of a trajectory in order to calculate 
7-1. Since it is the Metropolis step that determines the fixed point of the Markov 
process AR needs to be calculated accurately with a small solver residue, while 
one can get away with a less accurate solve in the molecular dynamics, thus 
saving time. The disadvantage is that by performing the molecular dynamics 
integrations less accurately one increases L - and thereby loses acceptance. The 
ratio of the acceptance rate to the number of solver iterations (as in [56]) gives 
some idea of the overall effect, and this is shown in figure 3.10 plotted against 
the solver residue for a simulation on the 44  lattice where the residue used to 
calculate -t was kept at 10. Although the results look impressive it should be 
remembered that the acceptance rate is likely to become much worse at larger 
volumes, and the effects on reversibility would need to be monitored. 
3.3 Code performance 
In order that such improvements can he evaluated, ways must be found to assess 
the performance of the code. This matter is addressed in this section where the 
data on the performance of the code in some of the production runs in presented. 
An attempt is made to isolate the effect of varying the physical parameters and 
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Figure 3.10: Effect of varying the solver residue in the molecular dynamics with 
= 0.02 Nmd = 50 (), ST= 0.04 Nmd = 25 (0), Sy = 0.08 Nmd =12(o). 
3.3.1 The size of the problem 
Figure 3.11 shows the amount of time the code spends executing the solver 
routines as a percentage of the total run time for the various parameters. It is 
not an entirely fair comparison since different techniques and code versions were 
used on some runs - in particular, preconditioning (see section 3.2) was not used 
for all the runs. However the dependences on ic, 3, lattice size and precision are 
discernable, and in general at production parameters the code spends upwards 
of 70% in the solve. One can see that this proportion of time increases as the 
physical régime becomes more chiral. 
It is evident that the performance of the solver is vital for the performance of the 
code as a whole. The size of the task that the solver has to do can be quantified 
by looking at the mean number of iterations required per solve. This number will 
depend on the particular solver strategy employed i.c. the type and combination 
of solver algorithms, the initial guesses and the target residual for the various 
solves required. The various options are discussed in more detail in section 3.2. 
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Figure 3.11: Percentage of run-time executing solver routines (the lines are to 
guide the eye). 
3.3.2 Dependence on the physical parameters 
The graph on the left in figure 3.12 shows the number of iterations required to 
solve for Y (as defined in section 3.2.2) using BiCGstab with a target residue 
of iO and a zero initial guess for different values of 0 and ic on a 12 3  x 24 
lattice. It indicates how the size of the task rapidly increases as the physical 
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Figure 3.12: Mean number of BiCGstab iterations for various physical parame-
ters on a 12 3  x 24 lattice (left) and a 16 3  x 24 lattice (right). 
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The effect of varying csw alone is shown in the right hand plot in figure 3.12 
where again the number of iterations required to solve for Y using BiCCstah with 
a target residue of 10 is shown, but this time from 16 x 24 runs at 13 = 5.2 at 
two different values of CSW. CSW = 2.017 is the more recent value that gives the 
more complete 0(a) improvement, and this manifests itself in the way in which 
the number of iterations rises sharply (indicating the approach to chirality) at 
values of r, much lower than that at csw = 1.76. 
3.3.3 Dependence on the lattice size 
It would be useful to have some idea of how the lattice size affects the speed of 
the code. Since the performance is dominated by the solver figure 3.13 shows 
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Figure 3.13: Mean number of BiCGstab iterations at different volumes calculated 
at ,@ = 5.2, csw = 1.76 (left) and /3 = 5.2, csw = 2.02 (right). 
The graph on the left shows the 0 = 5.2, csw = 1.76 data and that on the right 
the 3 = 5.2, CSW = 2.02 data, both computed at 32-bit precision. The results 
suggest that the lattice size does not significantly affect the number of iterations; 
the exception seems to be at the most chiral point, to = 0.135 at csw = 2.02. 
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Since the number of floating point operations per iteration in the solver routines 
is proportional to the number of lattice sites one can assume that the computa-
tional cost will rise mainly linearly with volume. However there will be an extra 
overhead arising from the fact that one expects L-t to increase somehow with 
volume, so in order to maintain a practical acceptance rate 6r must be decreased 
and therefore Nmd correspondingly increased to maintain the trajectory length. 
In practice it is not easy to tune Nm d to obtain precisely a given acceptance 
rate and it is not desirable to vary it during a production run, so when the 
performances of runs at different volumes or physical parameters are compared, 
a useful quantity to compare is the processor time per accepted configuration. 
Since t, the run time per sweep per processor and the acceptance rate r are 





Comparing times for runs on different numbers of processors does make the 
assumption that this code scales linearly with Np e , but the effects of deviations 
from this are unlikely to be significant. More important is the requirement 
that in order to isolate volume effects the algorithm used at different volumes 
should be the same, particularly the solving strategy and integration scheme. A 
consequence of the code still being in development during the earlier production 
runs is that few runs satisfy these criteria. Some more recent runs that do are 
at /3 = 5.2 with csw = 2.0171. Here the 16 x 24 data can be compared with 
the 16 x 32 data, and the 8 x 16 with the 8 x 24 data. The time per accepted 
sweep for these compatible runs is shown in table 3.3 for various values of K. The 
table also shows the ratios of these times. 
These ratios appear to be reasonably independent of ic, so it would seem possible 
that the volume dependence can be isolated in this way. The results seem to indi-
cate that a volume ratio of 1.5 implies an overhead of about 3.3 in run time, and 
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ratio 3.1(3) 3.3(5) 3.5(3) 3.4(10) 
16 3  x 24 









ratio 1.6(1) 1.4(3) 1.2(2) 1.3(1) 
Table 3.3: The total run time per accepted sweep (3.22) in seconds and the ratio 
of the time on the larger to that on the smaller volume. 
the overhead grows quite rapidly with the increase in volume. However a much 
more systematic investigation would be needed to make any definite statement 
about the nature of the effect of changing the lattice volume and the factors in-
volved. A possible difficulty could be that significant changes, for example in the 
solver target residue or the integration scheme, might be required when changing 
the volume in production runs in order to retain acceptable reversibility, and this 
would tend to obscure the picture. 
Chapter 4 
The Computations 
This chapter describes aspects of the large-scale production runs carried out to 
date using the GHMC technology described in previous chapters. Some oper-
ational aspects of gauge configuration production with dynamical fermions are 
addressed. Some results from these initial runs are presented; the aim being to 
establish the physical regime defined by the configurations at the parameters 
explored. 
4.1 Computation parameters 
Dynamical gauge configurations were generated over a wide variety of algorithmic 
and physical parameters, the choice of which was initially somewhat problematic. 
Quenched computations have quite a long history so a good degree of experience 
has been built up regarding, for example, the physical value of the lattice spacing 
corresponding to various values of 3, so that one has a reasonable idea of the 
appropriate /i to use for a given lattice size in order to give a suitable physical 
volume. QCD computations with dynamical quarks are rather new, especially 
using the clover improved action, and there are also two physical parameters, j3 
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and ic (recall that CSW  depends on 0), that one needs to choose. Choosing the al-
gorithmic parameters is also a somewhat simpler affair in quenched computations 
and there is plenty of experience regarding this, whereas GHMC has a wealth 
of tunable parameters and there have been no large scale computations with an 
improved Wilson action in the past from which inferences could be drawn. For 
this reason the first computations have been small-scale efforts to gain some un-
derstanding of the parameter space, so that in future larger computations there 
will he some idea of appropriate values of /3 and ,c to use and how the algorithm 
is expected to behave given this choice. 
4.1.1 Physical parameters 
A lattice size of 12 3  x 24 was considered suitable for the first computations, being 
small enough to enable the accumulation of a reasonable number of statistics. 
Later, computations were done on 8 x 24 and 16 x 24 lattices in order to 
investigate lattice size effects. 
At these sizes the lattice spacing needs to be quite large so that the physical 
volume is large enough for the purposes of hadron spectroscopy. This means using 
a small value of 0, but not so small that it lies outside the scaling regime. The 
value /9 = 5.2 was chosen as it was thought to give a lattice spacing approximately 
equivalent to 3 = 5.7 in quenched computations. The corresponding value of 
csw = 1.76 was based on what was then the best available estimate from the 
Alpha collaboration. Due to uncertainty about the suitability of /3 = 5.2 some 
computations were also run at /3 = 5.3 and 3 = 5.4 up to thermalisation in 
order to investigate a portion of the 0-ic parameter space. After the Alpha 
collaboration released a revised calculation of csw,  exploratory computations 
were started at 0 = 5.2 with the new value CSW = 2.0171 on a 83  x 16 lattice. At 
the time of writing computations using this value of csw at larger volumes and 
the corresponding spectroscopic analysis are ongoing. 
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As explained in section 1.2, when a Markov process is used to produce gauge 
configurations it takes some time to thermalise, i. e. to converge to the Markov 
fixed point. Since one needs configurations which are known to have the desired 
distribution in order to do physics it is important to have some idea as to where 
in the Markov chain thermalisation has occurred. The amount of time needed 
for thermalisation is governed by a quantity called the exponential autocorre-
Iation time, which is discussed in section 4.2.2, but which is not known before 
one does the computation. Therefore one needs to monitor the progress of the 
computation and look for other signs of thermalisation. Typically this involves 
monitoring the mean over sweeps of quantities such as the average plaquette, 
A')-, the acceptance rate and exp(—L3-t) and looking for stability as the range 
of sweeps is adjusted. The latter quantity is particularly useful since (as referred 
to in section 3.1.2) its average value should be 1 within errors if thermalisation 
has been reached. The thermalisation process is best approached by starting at 
a very low value of n where the algorithm runs quickly and which is certain to 
he nowhere near and thermalising at this value. ic is then increased incre-
mentally and the computation run up to thermalisation each time. To illustrate 
this, figure 4.1 shows the average plaquette during the thermalisation of the run 
at 13 = 5.3. The run was started with a random configuration with tc = 0.12. 
On sweep 177 ic was increased to 0.125 and to 0.13 on sweep 278. It can be seen 
that after a change the plaquette takes some time to settle down into its new 
value. 
The chiral extrapolation is an essential part of hadron spectroscopy with Wilson 
fermions. However since physically there is no distinction between valence and 
sea quarks, any variation in the valence quark mass should be accompanied by the 
same variation in the sea quark mass. Therefore computations have been done 
on' configurations generated at a range of ic's; additionally this permits study of 
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Figure 4.1: The average plaquette during thermalisation. 
the effect of variation of sea quark mass on the algorithm and the physics, which 
after all is the essential difference between dynamical quark computations and 
quenched computations, where only one (infinite) sea quark mass is possible. 
Choosing the values of ic was again something of a shot in the dark, since there 
was no a priori idea of the value of kcrit.  However, the thermalisation process 
described above allows a gradual approach to /c crit, and the computation can 
he naturally branched into a number of computations at different ic's. This 
procedure also allows one to obtain algorithmic information at a wide range of 
ic's, riot just the physically interesting (i.e close to 'ccrjt)  ones. If one accidentally 
goes beyond 'crit  in this process one soon knows because the algorithm has real 
problems that manifest themselves in a plummeting acceptance rate or failure of 
the solver to converge. 
4.1.2 Algorithmic parameters 
Choosing the algorithmic parameters also raised problems since there are various 
possibly conficting objectives; one wants to maximise the acceptance rate while 
at the same time maintaining reversibility and minimising autocorrelations, all 
at reasonable commputational expense. The optimal combination of algorithmic 
parameters that would achieve this is of course not known a priori. Since the 
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acceptance rate is reasonably quick and easy to measure during thermalisation, it 
was this that prompted the choice of N md and the generalised leapfrog parameter 
n of 3.2.3. The trajectory length N mdST would need to be tuned along with 0 
to minimise auto correlations, but since this would take an unfeasibly long time 
to achieve it was decided to choose 0 = (which is pure HMC) and Sr such 
that NmciSr = 1 for all the computations (it is generally accepted though not 
rigourously shown that a unit trajectory length in HMC results in a good balance 
between acceptance and movement of the fields through phase space). The final 
parameter is the number n occuring in the integration scheme as described in 
section 3.2.3. As explained there reversibilty considerations prompted a choice of 
n = 1 unless it was found that the acceptance rate needed to be slightly improved, 
in which case an increase to no more than ri = 2 was considered. Once the 
algorithmic parameters were chosen for a particular set of physical parameters 
they were not changed, allowing a valid measurement of the auto correlation. 
The runs at 0 = 5.2, CSW = 2.0171 on 8 x 16 lattices used the CG solving 
method described in section 3.2 with a relaxed target residue (see section 3.2.4) 
of 106  for the molecular dynamics solves and iO for the solves for W. All 
other production runs used BiCOStab with a CG restart to do the solves and 
10 as the target residue for all solves. All runs used a zero vector as the initial 
guess for the solver. 
Since code development was to some extent continuing during production there 
could he a number of different versions 0.  e. with different optimisations enabled) 
of the code in use at any one time. For example, all runs were done at 64-bit 
precision until such time as the mechanism (described in section 3.2) for safe 32-
bit computation was in place and verified. As with the algorithmic parameters, 
the version of the code was not changed during a run at any particular set of 
physics parameters. 
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4.1.3 Summary 
The parameters used in the major GHMC production runs are summarised in 
table 4.1, which also gives the acceptance rates, the number of thermalised con-
figurations produced and the precision used, and shows whether or not precon-
ditioning was used. From this table one can see the effect on acceptance of 
increasing ic, all other things being equal. 
4.2 Gluonic observables 
4.2.1 Plaquettes 
The average plaquette defined in (3.1) is often a useful quantity to know for a 
particular set of parameters. Its value is shown in table 4.2 for a number of such 
sets 
The errors were estimated using a method based on the jackknife technique 
[57][58]. If the full data set is denoted {X} and consists of n measurements 
{X 1 , X2, 	X,} of the quantity X, the i'th jackknife sample of size n - h, where 
h is a factor of n, is the reduced set {X} = {X1,X2,.. . , Xh,X(+1)h,. . . 
The statistic of interest X (which is simply the mean here) is calculated for each 
{X}, giving n j = ri/h values X. The jackknife estimate for X is 
ni = 	 (4.1) 
i=1 
and the jackknife error crj is then given by 
N 	flj 
	 (4.2) 
By calculating aj for several values of h and looking for stability with respect to 
one finds the true error that takes autocorrelation effects (see section 4.2.2) 
into account. 
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Volume /9 csw iç[_N n % acc.[_conf. I 	Prec. prec. 
0.136 50 1 79.3(21) 1340 yes 
0.137 50 1 79.7(12) 4910 yes 
83 x 24 5.2 1.76 0.138 50 1 77.9(10) 6710 32-bit yes 
0.139 50 1 71.1(10) 6610 yes 
0.1395 50 2 73.4(35) 11850  yes 
0.136 50 2 76.6(14) 2979 no 
0.137 50 2 73.1(10) 6000 no 
0.138 50 2 70.9(10) 6000 no 
12 3 x 24 5.2 1.76 64-bit 
0.139 50 2 61.0(8) 5610. no 
0.1395 64 2 65.9(9) 5100 no 
0.1398 100 2 81.1(10) 5910  yes 
0.139 100 2 83.1(14) 3810 yes 
161 x 24 5.2 1.76 0.1395 100 2 77.2(13) 4250 32-bit yes 
0.1398 100 2 68.3(12) 3010  yes 
0.134 50 1 59.1(23) 630 yes 
0.135 64 1 77.4(19) 1600 yes 
12 3  x 24 5.3 1.72 0.136 64 1 75.2(19) 1700 32-bit yes 
0.137 64 2 82.0(19) 1920 yes 
0.138 64 2 75.6(16) 2120  yes 
0.133 64 1 79.4(15) 1170 no 
0.134 64 1 64.3(17) 1420 no 
12 3  x 24 5.4 1.69 0.135 64 1 77.6(16) 2400 64-bit no 
0.136 64 2 73.7(15) 2210 yes 
0.137 64 2 79.5(15) 2920  yes 
0.133 50 1 80.5(9) 7970 yes 
0.1335 50 1 78.4(13) 4110 yes 
8 3  x 16 5.2 2.0171 0.134 50 1 78.2(12) 3110 32-bit yes 
0.1345 50 1 87.7(12) 3400 yes 
0.135 50 1 76.4(13) 3670  yes 
0.133 50 1 75.4(8) 8005 yes 
0.1335 50 1 75.3(8) 9530 yes 
83 X 24 5.2 2.0171 0.134 50 1 73.4(10) 5128 32-bit yes 
0.1345 100 1 93.9(13) 5585 yes 
0.135 100 1 93.5(12) 5000  yes 
Table 4.1: Physical and algorithmic parameters (explained in the text in section 
4.1) of the major GHMC runs, together with the mean acceptance rate and the 
number of configurations produced 
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Volume 1 	13 1 	Csw Ic; Plaquette 
0.136 0.48793(47) 
0.137 0.49405(34) 






























83 x 24 5.2 2.0171 0.134 0.52872(28) 
0.1345 0.53266(19) 
0.135 0.53555(12) 
Table 4.2: Mean values of the plaquette. 
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Figure 4.2 shows how the average plaquette varies smoothly with ic, and that 
within errors it is unaffected by the lattice volume, although the value on the 
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Figure 4.2: The average plaquette at fi = 5.2 csw = 1.76. The symbols indicate 
the lattice volume: D 83 x 24; K 12 3 x 24; 0 t6l x 24. 
4.2.2 Auto correlations 
In general, configurations produced by a Markov process will not be statistically 
independent. This means that if X is some quantity that can be measured 
on each configuration, then X will be correlated with where the subscript 
denotes the position in the Markov chain. This can be quantified using techniques 
from time series analysis. 
A time series is a sequence of random variables {X 0) } each with some particular 
probability distribution p(X 5 ). If pr (X r) p5 (X 0) ) Vr, s then the series is said 
to be strictly stationary; this is precisely the situation that obtains when the 








case. Autocorrelations are quantified by the autocovariance at lag t defined as 
CHAPTER. 4. 	 78 
= ((X5 - (X)) (X3+ - ( X +1))) 	 (4.3) 
where (f (X,)) is the expectation value fdX f(X)p 5 (X 5 ). 




In most practical applications (and certainly in this case) one just has a particular 
realisation {x} of the time series for n successive values of x. Then an estimator 
for (4.3) is needed. Following [59] the sample autocovariance is defined as 
=(X,- ) ( x 	- 
	
(4.5) 
where (f (x,,)) is now >I 	f(x3 ) and X = 	x is just the sample mean. 
The sample autocorrelation function is still defined as in (4.4) but in terms of 
the sample autocovariances (4.5). The use of the factor 1/n rather than 1/(n—t) 
in the new definition of (f(x))  somewhat reduces the bias of the estimator and 
preserves the property of the true autocovariance that the autocovariance matrix 
F(k) given by 
= -y (I - j) 	= 0... k 	 (4.6) 
is positive definite for all k. 
Note that the behaviour of the autocorrelation function will in general be dif-
ferent for different quantities X. However for quantities measured on QCD con-
figurations it is expected [60] that the leading behaviour of the autocorrelation 
function is 
p(t) oc exp 
(-TI P)ex 
which defines the exponential autocorrelation time Texp  This tells us something 
about how long it takes for the Markov process to reach equilibrium. 
(4.7) 
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Another important measure is the integrated autocorrelation time rnt, defined 
as 
1 00 




=I +p(t) 	 (4.8) 
where the second equality arises from the fact that that p(t) = p(—t) for a 
stationary time series and that p(0) 1. In practice of course the realisation of 
the Markov process is not infinitely long so (4.8) is approximated by a cumulative 
autocorrelation time 
1 	T 
cum = + E p(t) 	 (4.9) 
The limit T in (4.9) needs to be chosen sufficiently large for any increase in it 
not to increase the value of rcum;  i.e. a graph of Tcum against T should exhibit a 
plateau. 
The significance of the integrated autocorrelation time is that it measures how 
the lack of statistical independence in successive elements of the Markov chain 
degrades the statistical quality of the Monte-Carlo estimate of the quantity X. 
The naive estimate of the variance of X is 'y(0);  the true value is a factor 2 nt 
greater than this. 
The consequence for lattice gauge theory is that the Monte-Carlo average X 
should ideally be calculated using values of X measured on configurations sepa-
rated by in order to minimise the error in the mean. Therefore the efficiency 
of any gauge configuration production algorithm ultimately comes down to the 
integrated autocorrelated time, and for dynamical QCD this is a very real issue 
given the high computational cost of each configuration. Unfortunately autocor-
relation functions are notoriously hard to measure, especially for large t, since 
one needs an enormous amount of statistics to obtain a reliable estimate, ideally 
an amount many times greater than the value of rnt. This is the major reason 
why optimal tuning of algorithmic parameters such as Nm dS'r and 0 in CHMC 
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which are expected to have an effect on the autocorrelation is so difficult. 
As was mentioned above, the autocorrelation generally depends on the quantity 
X. In our dynamical gauge configuration production a convenient quantity was 
the value of the average plaquette, although this is known not to have the largest 
autocorrelation. The formula (4.4) was used to calculate the autocorrelation 
function. The plot of In p(t) was used to obtain the exponential autocorrelation 
time and then a plateau was sought in a graph of the cumulative autocorrelation 
time to give an estimate of the integrated autocorrelation time. Figure 4.3 shows 
examples of these plots. 
The errors quoted are calculated using a jackknife procedure similar to that 
described in section 4.2.1. However the stability of the jackknife error with 
variation in jackknife sample size was more uncertain here than when calculating 
the plaquette, since stability was generally only reached for large values of h. This 
means that the number of jackknife samples is quite low, making the calculation 
of the jackknife error more uncertain. 
Where statistics allow the results shown in table 4.3 are obtained. 
These results should he regarded as preliminary and rather uncertain estimates, 
which however could be improved given more statistics. The effect of insuffi-
cient statistics can reveal itself by the graph of cIJm  failing to plateau, but it 
was found that occasionally the lack of statistics would result in a plateau at 
a spuriously low value. If this is borne in mind when considering the some of 
the results obtained at large ic then the results are consistent with the idea that 
autocorrelations increase as the sea quark mass decreases, and decrease as the 
lattice size increases. 
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Volume _]/ CSW k #conflgs 
nt  T  Texp 
0.137 4900 > 20 34t 4 










0.1395 11800 > 57 85t 14 11 
0.137 6000 26t 29t 
0.138 6000 35i116 5 
4 L  +3 _3 
12 3  x 24 5.2 1.76 0.139 5600 52t 43t 
0.1395 5100 51+24 —21 51t. 
0.1398 5900 29 +13  
0.139 3800 38t 0 37t 
16 3  x 24 5.2 1.76 0.1395 4200 32t 18 27 	4 t 
0.1398 3000 32+23 —14 32i 
83 x 16 5.2 2.0171 0.133 7900 42+26 —11 
44±2 
__________ 
0.133 8000 46i 5oit 





25 +  16 
40+13  
36 
0.1345 5000 26t]4 
+27  
Table 4.3: Estimates of plaquette autocorrelation times. 
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Figure 4.3: /9, Texp and Tcum for 13 = 5.2, cSw = 2.0171 and k = 0.133 at 8 
3  x 16 
calculated on 7900 configurations. The central solid line is the mean value and 
the two dotted lines give the upper and lower bounds as obtained from the 
jackknife error analysis. 
4.2.3 Estimation of Icrjt 
Motivated by the idea that propagators might exhibit some scaling behaviour 
near a critical point (as in statistical mechanics) one forms the arisatz 
	
NCG cx 	




linking N0,  the number of CC iterations required to perform a solve on a gauge 
configuration to somegiven accuracy, with the bare quark mass. One would 
then expect that a plot of log(N CG ) against log(1/ic - l/'ccrit) would yield a 
straight line. By using various guesses for '1t  one can estimate its true value as 
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that giving a straight line. This is shown in figure 4.4 for the configurations at 
= 5.2, csw = 1.72 and values of n ranging from 0.130 to 0.139 on a 121 x 24 
lattice. 
• 	
X 	0 [ 	0 + 	Ix+ 
X 	0 DO+X 
't=° ' 48 
X KO. 147 
r,t=O146 x o 
+ 	c 	.=0.l45 
o K.j=O.l44 DO+o 
o ic0.143 - x000++ 
0 ,cO.l4Z 
X /C criL_O.l4l 
-t 	ct0.14P I 
—3 	 —2 	 —1 	 0 
1n(1/c —  1/ic c,,) 
Figure 4.4: Estimation of /crit The line is the fit to (4.10) using the value of 
IQrit obtained from the chiral extrapolation. 
The points forming the straightest line appear to be those with btcrjt = 0.141, 
so this can be taken as the estimate. The values subsequently obtained from 
the chiral extrapolations (see section 4.3.7) are about 0.14042, so this estimate is 
reasonable. This is a useful technique since many solves are performed in a HMC 
run (although strictly one should only count the first solve of a trajectory, since 
this is the only one that is guaranteed to be done on a physical configuration) so 
a statistically significant value for NCG is easily obtained as a hi-product of the 
configuration generation. One then has a quick method for a preliminary esti-
mate of kcrit without having to perform hadronic spectrum calculations. Using 
a proper fitting method would make this estimation more rigourous and give an 
idea of the errors in the estimation. 
The ansatz (4.10) can he verified once K,rit  is found from the chiral extrapola- 





squares linear fit is extremely successful (with a sum of squares of order 10) 
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over the largest eight ic's for which Na was measured, and yields the value 
S = —0.612(2). For comparison this fitted line is also shown in figure 4.4. 
4.3 Hadronic observables 
The techniques by which hadronic observables can be calculated from the lattice 
have been described in section 1.3. This section presents some light hadron data 
calculated from the gauge configurations generated at /? = 5.2 and CSW = 1.76 
with various values of ic at the three volumes 8 3  x 24, 12 3 x 24 and 16 3  x 24. 
For completeness (and for reasons of operational efficiency) both non-degenerate 
and degenerate meson and baryon correlators were generated. However, a com-
plete spectroscopic analysis of all the possible channels and states has not been 
performed here since the computations described in this thesis were intended 
essentially as exploratory studies, and a properly rigorous analysis of the light 
hadron spectrum, being a somewhat complicated and involved matter (see, for 
example, [61] for the quenched case), would be largely superfluous for these small 
volume configurations generated with a non—optimal value of CSW.  Also for these 
reasons the optimal choices of fitting procedures and ansätze are not explored 
here; just the standard simple ones were employed. 
The intention here is to give some idea of the physical regime to which this choice 
of parameters corresponds. Useful quantities for this purpose are the estimates of 
kcrit and the lattice spacings which give the physical sizes of the lattice volumes 
used. The mass of the (degenerate) pseudoscalar. meson is needed for Iccrjt, and 
the assignation of a physical value to the degenerate vector meson mass is used 
here as the method of fixing the lattice spacing. 
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4.3.1 Fuzzing 
The idea of smearing in the calculation of hadronic correlation functions was 
introduced in section 1.3.2. The particular smearing method used here is called 
fuzzing [62]. Firstly, fuzzed gauge links with t a spatial direction, are built 
by iterating 
F 	+  
some number n times, where F denotes a projection of the matrix in parentheses 
on to the SU(3) manifold, the index v runs over spatial directions only and the 
parameter r is the link—staple mixing ratio [63]. The smearing function is then 
(rj U ts_ ssR + 	U S +(_l)8SX+R) 	 (4.12) 
The sum is again over spatial directions only, and the parameter R is called 
the fuzzing radius. Using 4.12 as the source of the matrix inversion gives the 
source—fuzzed propagator. A propagator can also be convoluted with (4.12) at 
the sink to give a sink—fuzzed propagator. 
The fuzzing parameters n = 5, r = 2.5 and R = 2 were found to be suitable [64], 
and were used in all the calculations presented here. 
The fuzzing combination of a propagator will be described by a pair of letters; 
the letter on the left denoting a local (L) or fuzzed (F) source and the letter 
on the right denoting a local (L) or fuzzed (F) sink. In this notation the four 
fuzzing combinations used for the meson correlation functions were: LL LL; LL 
FL; LL LF; LL FF. 
4.3.2 Effective mass plots 
When analysing the correlation functions it is important to know at which times- 
lice the higher mass states have decayed away, leaving only the dependence on 
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Figure 4.5: Effective mass plots for the degenerate mesons with Icsea = Icva l ence 
calculated on the 8 x 24 lattice. The symbols indicate the value of t: 
a Ic = 0.137; 0 ic = 0.138; O r, = 0.139; x ic = 0.1395. 
the ground state, i.e. when it is valid to write (1.53) as (1.54). For this purpose 
one calculates the effective mass: 
C(t) 
m0ff(t) = In
C(t + 1) 	
(4.13) 
If the only contribution to C(t) is the ground state then meff(t) will be indepen-
dent of t, so one looks for a plateau in the plot of meff(t) against t as a signal that 
this is indeed the case. Examples of some effective mass plots for the degenerate 
mesons are shown in figures 4.5. 
4.3.3 Fitting the correlation functions 
It was shown in section 1.3 that after a sufficiently long time the meson correla-
tion functions should take the functional form 
f(t) = Ae 	cosh E( 
- 
 - 	 (4.14) 
The timelices over which this is likely to be the case can be estimated from 
the effective mass plots described above. The standard procedure used to ex- 
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tract the parameters A and E from the Monte-Carlo averaged data is a least x 2 
minimisation which is briefly outlined here. 
The values of C(t) on different timeslices are unlikely to he statistically inde-
pendent. The correlation between the values of C(t) at two times t j and t3 is 
quantified by the covariance which is estimated here using the jackknife tech-
nique (like that described in section 4.2.1, but keeping h = 1): 
n—i 
n 
cov(t, t) 	 [C(t) 
- Z7(ti) ] [Ck(t) - C(t)] 	(4.15) 
k 
where n is the number of configurations and Ck(t) is the mean of C(t) on jackknife 




which is found to be numerically more convenient than the matrix defined in 
(4.15). One then defines the function 
x 2  = E [f(t) - C(t)] c 1 (t, t) [f(t) - C(t)] 	(4.17) 
ti,t3 
The parameters A and E in (4.14) are varied in order to minimise x 2  (this is 
done using a Marquardt—Levenberg algorithm [651) which when divided by the 
number of degrees of freedom (here the number of free parameters subtracted 
from the number of timeslices over which the fit is performed) then serves to 
quantify the quality of the fit. With this technique one also computes a value Q 
which is a probability that the sum of the squares of a number equal to the d.o.f 
of uncorrelated normal random variables is greater than x 2  A very low value 
of Q indicates that the form of the fitting function f is unsuitable for the data, 
and a value near 1 indicates over—parameterisation of the data. 
The errors on the fitted parameters are obtained using the bootstrap [66] method, 
with the above fitting procedure being applied to each of the bootstrap samples. 
For the analysis in this thesis 500 bootstrap samples were used, and all the 
bootstrap errors quoted are the 68% confidence limits. 
cov(Lj , tj ) 	
(zt 1 
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Figure 4.6: A vector meson correlation function and an attempted fit to it. 
The parameter E is the one of principle interest here since it is the ground state 
energy of the mesonic state, which, since all the correlators analysed here were 
computed at zero three—momentum, is simply the mass. 
As an example figure 4.6 shows the correlation function of the LL LF vector 
meson with valence ic's 0.137 and 0.139 computed on the 8 x 24 lattice with 
ic = 0.138 and the fitted function over timeslices 5-10. 
4.3.4 Sliding window analysis 
The correlation functions are fitted to an appropriate functional form over some 
range of timeslices tmintmax. An appropriate range can be determined by seeing 
where the effective mass plot has a plateau. By fitting the data over a variable 
range of timeslices one can determine the range for which the fitting is optimal 
in the sense of giving a minimal X 2 /d.o.f. with an acceptable Q. Additionally 
one can check that the fitted parameters, in this case the lattice mass and the 
correlation function amplitude, are invariant (within errors) under changes in the 
fitting range. The fitting range chosen is one which minimises X 2 /d.o.f. while at 
K = 0.137 
0 
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the same time gives the same results if tmjfl is varied by +1. This indicates that 
the choice of fitting range does not bias the results. 
Graphs of X 2 /d.o.f. for various fitting ranges (known as sliding window plots) 
are shown in figures 4.7 and 4.8 for some of the degenerate pseudoscalar and 
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Figure 4.7: Sliding window plots for the degenerate LL LL pseudoscalar mesons 
with a't valence  = 1 sea calculated on the 83  x 24 lattice. The symbols indicate the 
value of tmax: 0 tmax = 8; 0 tmax = 9; 0 tmax = 10. 
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Figure 4.8: As with figure 4.7 but for the vector mesons. 
4.3.5 Meson masses 
Since it is the masses of the degenerate pseudoscalar and vector mesons calcu-
lated on configurations where the sea quark mass is equal to the valence qark 
mass which will he used in finding the lattice spacing, these are the only results 
presented here. Tables 4.4, 4.5 and 4.6 show for each volume and K the num-
ber of configurations with which the calculation was performed, the number of 
sweeps seperating each of configurations, and then for each fuzzing combination 
the meson mass in lattice units. The errors quoted on the masses are the 68% 
confidence limits obtained from the bootstrap error analysis. The results are con- 
CHAPTER 4. 	 91 
sistent with those obtained from a independent analysis of the same data [67]. 
The separation between configurations was intended to reduce the effect of au-
tocorrelations on the analysis. However since the computation of the two—point 
functions was generally underway before any information about the autocorrela-
tion times was known this separation is not optimal. For completeness, results 
for all the combinations of valence quark mass and fuzzing combinations, includ-
ing the fitting range and the values of X 2 /d.o.f and Q given by the fit can be 
found in appendices C and D, and although it should be borne in mind that a 
hadronic state where the valence quark mass is lighter than the sea quark mass 
is of doubtful physical relevance these results are included to demonstrate the 
output of the algorithm for the given parameters. 
4.3.6 Dependence on fuzzing combination 
The purpose of the fuzzing is to improve the overlap of the hadronic interpolating 
operators with the ground state. This should give a longer plateau in the effective 
mass plot and increase the range over which the fit can be made, giving a better 
quality of fit. The meson mass results presented above and in appendices C 
and D indicate that, as expected, within errors the value obtained for the mass 
does not depend on the choice of fuzzing used. The effective mass plots in figure 
4.9 show how the extent of the plateau is typically improved by fuzzing, and 
indeed the sliding window analyses showed that fits to fuzzed correlators often 
have acceptable x2Id.o.f. values over a greater number of timeslice ranges than 
the LL LL correlators. However, the range with the lowest X 2 /d.o.f. could well 
he no greater than that of the LL LL correlator. No clearly optimal fuzzing 
combination emerges from the data; different configuration sets and channels 
seem to favour different fuzzing schemes. This suggests that it is as well to use 
all fuzzing combinations in spectrum calculations, not least in order to verify 
that the results are independent of any particular choice of fuzzing. 
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configs separation channel fuzzing I mass 
LL, LL 1.123i 
LL, FL 1.116 
PS LL, LF 1.124ii 
78 60 0.137 
LL, FF 1.119t 
LL, LL 1.314 +24 —27 
LL, FL 1.305i 
V LL, LF 1.314t 
LL, FF 1.302t 12 12 
LL, LL 0.855t 1 
LL, FL 0.845t 2 
PS LL, LF 0.855ii 1 
0.138 106 60 
 LL, FF 0.843' 
LL, LL 1.140t 2 
LL, FL 1.135t 10 
V LL, LF 15 1.137ii 
LL, FF 1.131+ 11  10 
LL, LL 0.716ii 
LL, FL 0.728t 
PS LL, LF 0.721t 
0.139 109 60 
LL, FF 0.727t 
LL, LL 0.947 	10 
LL, FL 12 0 . 943+-10  
V LL, LF 13 0 . 938+-10  
LL, FF 0.936t' 
LL, LL 0.590t 1 
LL, FL 0.579+ 11  10 
PS LL, LF 12 0 - 586+-11  
 LL, FF 0.585ii' 
0.1395 94 60 
LL, LL 17 0 . 819-
+
15  
LL, FL 0.802+18  14 
V LL, LF 1+22  
LL, FF 20 0 . 805-
+
19  
Table 4.4: Degenerate meson masses with kvalence ksea in lattice units from the 
8 x 24 lattice. 
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tc confIgs separation channel fuzzing mass 
LL, LL 1.113t 
LL, FL i.iiiit 
PS LL, LF 1.114t 
0.137 100 40 
LL FF +4 1 . 113 -4 
LL, LL 1.301t 
LL, FL 1.298ii 
V LL, LF 1.297ii 
LL, FF 1.298t 
LL, LL 0.928t 
LL, FL 0.923t 
PS LL, LF 0.928t 
0.138 150 40 
LL FF n 0211+4 J..J 
________ 
LL, LL 1.133ii 
LL, FL 1.126t 
V LL, LF 1.129t 
LL, FF 1.126t 
LL, LL 0.707ii 
LL, FL 0.706i 
PS LL, LF 4 0.710ii 
• LL FF 0.707 +4 7fl7 _3 
0.139 150 40 _______ _______ 
LL, LL 0.904t 
LL, FL 0.899t. 
V LL, LF 0.909ii 
LL, FF 0.901t 
LL, LL 0.571t 
LL, FL 0.568t 
PS LL, LF 0.568t 8 
LL FF 0.565_2 
0.1395 120 40 ________ _ 
LL, LL 0.7781 
LL, FL 0.771t 
V LL, LF 0.763t 0 
LL, FF 0.762ii 
Table 4.5: Degenerate meson masses with 'valence = 'sea in lattice units from the 
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Figure 4.9: Effective mass plots comparing the four fuzzing combinations for the 
vector meson with vaIence  =0. 139 7  0.138 calculated on the 12 3  x 24 lattice with 
is: = 0.137. 
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Ic [configs separation channel fuzzing mass 
LL, LL 0.476ii 
LL, FL 0.477 
PS LL, LF 0.474 
0.1398 98 60 
LL, FF 0.475 
______ 
LL, LL 0.690t 3 
LL, FL 0.681t 3 
V LL, LF 0-676+_ 11
14 
LL, FF 0.664 10 
Table 4.5: continued from p.93. 
I .1 
(jo 
Figure 4.10: Chiral extrapolation for the LL LL data on the 83  x 24 lattice. 
4.3.7 Determination of kcrjt 
The basic ideas behind the chiral extrapolation were explained in section 1.3.3. 
With quenched configurations, the lattice spacing is determined (via the 3 func-
tion) solely by the gluon coupling. However, with dynamical configurations, the 
sea quark mass is expected to have an effect so the chiral extrapolation is done in 
the sea quark mass. To ensure that only physically meaningful states are being 
considered (see the comment at the end of section 4.3.5) only those degenerate 
mesons with I va1 ence  = ksea are used. 
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configs separation channel fuzzing mass 
LL, LL 0.707t 
LL, FL 0.703 
PS LL, LF 0.705it 
LL, FF 0.701t 
0.139 95 40 
LL, LL 0.894t 
LL, FL 0.892i 
V LL, LF 0.880t 
LL, FF 0.888t 
LL, LL 0.564i 
LL, FL 0.564t 
PS LL, LF 0.562t 
102 0 .1395 40 
_______ LL, FF 0.563 +3  
LL, LL 0.783i 
LL, FL 0.784t 
V LL, LF 0.801t 
LL, FF 0.7791 
LL, LL 0.474t 
LL, FL 0.472ii 
• 
PS LL, LF 0.486t 
75 40 0.1398 
_______ LL, FF 0.482ii 
LL, LL 0.698t 0 
LL, FL 0.694ii 
V LL, LF 0.702ii 
LL, FF 0.698t 
Table 4.6: Degenerate meson masses with kva lence = ksea in lattice units from the 
16 3  x 24 lattice. 
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The square of the pseudoscalar meson mass ms  is plotted against 1/ic (figure 
4.10 shows an example of this) and the data is fitted to a functional form derived 
from substituting (1.7) into the chiral perturbation theory prediction (1.60). The 
coefficients in the function were determined here using a fitting procedure essen-
tially the same as that described in section 4.3.3, one difference being that since 
the meson mass is calculated on completely independent sets on configurations 
for each ic one would not expect them to be correlated, so an uncorrelated fit 
was tried where the form of x 2  in (4.17) is replaced with 
[f(ic) - MS 
(V 
 
x2 = ( 4.18) cov(ic, ic) 
The simplest function is the linear ansatz: 
f(ic) = a + b 	 (4.19) 
and kcrit is obtained from 
b 
Iccrit = -- 
a 
(4.20) 
This was calculated for fits over all the ic's and, in order to test the onsistency 
of the chiral extrapolation, over the three largest ic values only (except for the 
16 x 24 data where there are only three ic's anyway). These results are shown 
in tables 4.7 and 4.8. They show that the fits over the three largest ic's tend 
to give a slightly higher X 2 /d.o.f and iccrit comes out higher, but still consistent 
within errors with the fits over all ic's. This gives additional confidence in the 
use of (4.19). 
Correlated fits were also tried, and it was found that the central values and 68% 
bounds obtained for /c crjt are essentially the same for both types of fitting, and 
also that the values of X 2 /d.o.f and Q were generally no better. Therefore the 
uncorrelated linear fit is taken to be adequate. 
Quadratic fits were also tried but tended to result in numerical instabilities in 
the fitting algorithm, and since the linear fits generally give reasonable values of 
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Volume Fuzzing 'crit x 2 /d.o Q 
LL, LL 0.14045+ 5 0.49 0.61 
LL, FL 0.14049- 3  0.36 
8 x 24 LL, LF 0.14045t 0.06 0.94 
LL, FF 0.14049t 0.92 0.40 
LL, LL 0.140424' 2.65 0.05 
LL, FL 0.14043 -0+ 3.10 0.03 
12 	x 24 LL, LF 0.140417- 8 1 0.93 0.42 
LL, FF 0.140417-+ 204  2.65 0.05 
Table 4.7: Linear fits over all ii's for 
Volume Fuzzing kcrit x 2/d.o.f. [_Q 
LL, LL 0.14047t 0.80 0.37 
LL, FL 0.14050t 1.95 0.16 
83 x 24 LL, LF 0.14045t 0.06 0.81 
LL, FF 0.14053t6 1.16 0.28 
LL, LL 0.14046- 2
+4 0.18 0.67 
LL, FL 0.14048t 0.93 0.33 
12 x 24 LL, LF 0.14044t 0.84 0.34 
LL, FF 0.14046ii 2.12 0.15 
LL, LL 0.14046ii 2.73 0.10 
LL, FL 0.14046ii 1.38 0.24 
16 	x 24 LL, LF 0.14053 9.14 0.003 
LL, FF 0.14052t 5.89 0.02 
Table 4.8: Linear fits over the three largest 's for 
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2 /d.o.f (4.19) is deemed to be an acceptable ansatz. 
For the fits over all ic's the resulting ic 	values tend to be larger on the 83  x 24 
lattice than on the 12 3  x 24 lattice. Perhaps surprisingly the 16 x 24 results are 
closer to those from the 83  x 24 lattice, although the LL LF and LL FF fits are 
rather poor. However there is better agreement between the two largest volumes 
where Fccrit was found with the fit over the three ic's. 
4.3.8 Extrapolation of the vector meson mass 
Using a similar process the mass of the vector meson can be extrapolated to the 
chiral limit by fitting the data to a function derived from the chiral perturbation 
theory prediction (1.62) and finding the value of that function at ic = itcrit (using 
a value of ic crjt appropriate to the particular fuzzing combination and fitting 
scheme). 
The same situation regarding correlated and and uncorrelated fits applies here 
as for the chiral extrapolation, so only results from uncorrelated fits are shown 
here although correlated fits were also tried. 
The results obtained using the linear ansatz (4.19) over the four largest ic's are 
shown in table 4.9. (again the 16 3 >< 24 data where there are only three ic's is 
excluded). As before, the linear fit was tried with the three largest ic's only, and 
the results of this are shown in table 4.10. 
A nonlinear ansatz 
1 	1 
f(ic) =a+  b— + c (- 	 (4.21) 
ic 
was also tried on those data sets with more than three ic's and the results of this 
are shown in table 4.11. 
The linear fits over just the largest three ic's produce lower central values for mv 
with, as would he expected, increased error bounds and a better quality of fit 
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Volume Fuzzing amy [x2/cLo.f. Q 	1 
LL, LL 0-668 + 16 12 2.34 0.10 
LL, FL 0.652+ 14 12 4.20 0.01 
8 x 24 LL, LF 0.668t 1.07 0.34 
LL, FF 0.656i 14 2.53 0.08 
LL, LL 0.563i1?0 1.76 0.17 
LL, FL 0.553i 10 2.46 0.09 
123 x 24 LL, LF 0.556t 0 6.11 0.002 
LL, FF 0.546 6.56 0.001 
Table 4.9: Linear fits over the four largest ic's for my 
Volume Fuzzing amy X2/d.o.f. 
] 
_Q 
LL, LL 0.637i -19 1.66 0.20 
LL, FL 0.614t 3.58 0.06 
83 	24 LL, LF 0.642+ 26 -19 0.52 0.47 
LL, FF 0.609i 1.33 0.25 
LL, LL 0.521ii 0.34 0.56 
LL, FL 0.508ii 0.55 0.46 
12 	x 24 LL, LF 0.490t 0.00 1.00 
LL, FF 0.481t 0.57 0.45 
LL, LL 0.548+16 15 1.39 0.24 
LL, FL 0.545ii 2.37 0.12 
163 x 24 LL, LF 0.566ii I
15  11.55 0.001 
LL, FF 0.529+16 12 0.55   0.46 
Table 4.10: Linear fits over the three largest ic's for my 
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Volume_ Fuzzing amy  2 /d.o.f. Q 
LL, LL 0.671t 4.97 0.03 
LL, FL 0.534t 1.24 0.27 
83 x 24 LL, LF 0.67 +15 2.33 0.13 
LL, FF 0.659+13 18 5.32 0.02 
LL, LL 0.497ii 0.11 0.90 
LL, FL 0.490t 0.10 0.91 
12 3  x 24 LL, LF 0.477t 0 0.52 0.60 
LL, FF 0.470ii 1 0.36 0.70 
Table 4.11: Nonlinear fits over all tc's for mv 
Using the nonlinear ansatz tends to produce results which lie below those from 
the linear fit. While on the 8 x 24 lattice the quality of the fit does not improve 
with the nonlinear ansatz and there appears to be an anomalous result for the 
LL FL meson, there is more of a case for it on the 12 3  x 24 lattice, particularly 
with the LL LF and LL FF data where the linear fit looks rather suspect. 
For all the fits the 8 3  x 24 lattice gives a mass significantly higher than the 
12 3 >< 24 lattice. The results from the 16 3  x 24 lattice are higher than those from 
12 3  x 24 which is rather suprising, although the most extreme case, the LL LF 
meson, has a poor fit at both volumes. A possible explanation for this is that the 
ground state signal is being contaminated by higher states, in which case (4.14) 
would be an unsuitable functional form to use in the fitting of the correlation 
functions. This appears to born out in a subsequent analysis that takes into 
account the first excited state [67]. 
4.3.9 Determination of the lattice spacing 
The method by which the lattice spacing is set was discussed in section 1.3.3. 
In this analysis the vector meson mass was used to set the scale by comparing 
it with the experimental value of the p meson mass; 0.769 GeV. The values of 
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a 	(GeV)  
Volume Fuzzing 
- 4-ic linear fit 3-ic linear fit nonlinear fit 
LL, LL 1.15- 3
+ 2 1.21i 1.15t 
LL, FL 1.18t 1.251i 1.44ii 
83 x 24 LL, LF 1.15t 1.20t 	1 .25t 
LL, FF 1.17t 1.26t 	1 .17t 
LL, LL 1.37t 1.48t 	1 .55t 
LL, FL 1.39t 1.51t 1.57t 
12 3  x 24 LL, LF 1.38ii 1.57it -5 -3  
LL, FF 1.41ii 1.60ii 1.64it 
LL, LL - 1.40t - 
LL, FL - 1.41t - 
16 3 x 24 LL, LF - 1.36t - 
LL, FF - 1.45t - 
Table 4.12: The inverse lattice spacing from the vector meson mass. 
a'rrrv calculated in the previous section were used to obtain the inverse lattice 
spacings in table 4.12. The effect of the fuzzing combination, lattice size and 
type of fit affect the value obtained for the lattice spacing through its dependence 
on the extrapolated vector meson mass. There is mostly reasonable agreement 
between the values produced by the different fuzzing combinations but the three 
ic fits result in smaller lattice spacings. There is a definite difference between the 
8 x 24 and the 12 x 24 data, but the 12 x 24 and 16 x 24 results are just 
about compatible exept for the LL LF where, as mentioned above, the fit is poor 
on 16 x 24. 
A calculation of the lattice spacing using the inter-quark potential to set the 
scale [67] gives an inverse lattice spacing of 1.64t GeV. The results from the 
three-k and non-linear fits on the 12 3  x 24 lattice are consistent with this with 
the exception of the LL LL results. The inter-quark potential results did not 
find a difference between the 12 x 24 and 16 x . 24 lattice spacing. This suggests 
that the differences found here could have their origins in the fitting procedures 
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that were used. 
4.3.10 Dependence on the sea quark mass 
Since sets of configurations were produced at various values of ic in order to do 
the chiral extrapolation, the effect on hadronic calculations of varying ic alone 
can also be examined. This is interesting because looking at the sea quark 
mass dependence can indicate how the results vary as one moves away from the 
quenched approximation (ic = 0). For this purpose the "physicality" (in the 
sense touched on in section 4.3.5) is not of prime importance so hadrons with 
kvalence > tsea will also be considered. By using the variable keff 
where nj and ic2 are the values of kva lence used in the meson calculations, the 
nondegenerate as well as the degenerate meson lattice masses can be used. 
Figure 4.11 shows how, for each is eff, the pseudoscalar lattice mass changes with K. 
The effect is consistent over all !teff and in the expected direction with increasing 
K. The plots also show that very different results would be obtained for ',,it  if 
the chiral extrapolation was carried out on configurations of only one Ic. This 
indicates a rather strong effect by the sea quark mass on how chiral the lattice 
is; something confirmed by calculations of the inter—quark potential [67] on these 
configurations. The analysis presented here seeks to remove the ic dependence 
via the chiral extrapolation technique, giving the lattice spacing as a function 
of 0 only. However by considering the lattice spacing as a function of ic as well 
as 3 it is possible that computations can be performed with a set of /9 —ic pairs 
such that the effective lattice volume remains constant [68]. This should permit 
investigation of sea quark effects without having to worry about possible effects 
from the changing physical lattice volume in the chiral extrapolation. Another 
possible alternative may he to determine the lattice spacing by fixing the scale 
using a quantity other than the p mass to avoid large extrapolations in the sea 
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Figure 4.11: The variation of pseudoscalar LL LL meson lattice mass with 
the sea it which is indicated by the symbols: 0 n = 0.137; 0 r, = 0.138; 
o K = 0.139; x it = 0.1395; * it = 0.1398. 
4.3.11 Meson mass splitting 
Phenomenologically one finds that the difference between the squares of the 
vector and pseudoscalar meson masses is approximately independent of the quark 
mass. For example, rn 2 - m  2 = 0.57GeV 2 , while in the strange sector r40 - P 7r
M . = 0.55 GeV 2 and in the charmed sector m 0 - rn. = 0.55 GeV 2 . To 
investigate whether this behaviour holds for the lattice simulation, the quantity 
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Figure 4.12: The LL LL meson mass splittings. The sea tc is indicated by the 
symbols: LI i't = 0.137; 'O i = 0.138; a ic = 0.139; x K = 0.1395; * ,c = 0.1398. 
The graphs indicate that although there is a general tendency for this quantity 
to rise with keff, the data is consistent within errors with it being constant for a 
given 'sea  The situation tends to improve slightly with the increase in the sea tc 
and lattice size. Bearing in mind the doubts already raised about the physicality 
of hadronic states with 'valence > /tsea this can be taken as a reassuring indication 
that these simulations are being performed with quark masses sufficiently light 
that continuum results can be reproduced. 
Chapter 5 
Conclusions 
Lattice QCD computations that use the quenched approximation have reached a 
stage of considerable sophistication. However, this approximation is still an un-
controlled one, the effects of which are in general unpredictable, so it is desirable 
to perform computations that go beyond this approximation by including the 
effects of dynamical fermions. Advances in hardware mean that these compu-
tations are now feasible on a scale sufficiently large for meaningful comparisons 
with quenched calculations to be made. This work has been involved with es-
tablishing such a dynamical fermions project within the context of the UKQCD 
collaboration's research. 
Two main species of algorithm for dynamical gauge configuration production ex-
ist: the HMC algorithms and the multiboson algorithms. The basic algorithms 
and some variations on them have been explained here, and detailed derivations 
of the necessary equations are presented in appendices A and B. Although there 
does not appear to be a clear performance advantage to either of them their ca-
pabilities appear to he somewhat different. For the UKQCD computations which 
use two degenerate dynamical fermion flavours with an 0(a) improved Wilson ac-
tion, HMC does appear to have an advantage in that the necessary equations for 
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updating the fields are more straightforward to formulate, particularly when the 
odd—even preconditioning is used to express the fermion determinant. It is also 
much less demanding on computer memory. The generalised algorithm, GHMC, 
incorporates many of the important variations on the basic HMC algorithm, and 
therefore this has been implemented. 
The hardware assigned to the UKQCD dynamical fermions project is the Cray-
T3E900 at Edinburgh. Therefore the algorithm was implemented with this in 
mind, and much of the optimisation in the code is specific to this hardware. Since 
this algorithm had not previously been implemented with the full Sheikoleslami-
Wohlert action there was some degree of uncertainty as to the results that could 
he expected. It was verified that the code could reproduce published results in 
the pure gauge sector and for the unimproved Wilson action, but since there was 
no published data with which results could be compared to ascertain whether 
the implementation was correct for the case CSW =A 0, new methods had to be 
devised. 
Integration schemes for the molecular dynamics part of the algorithm were in-
vestigated, with the generalised leapfrog scheme being implemented in the final 
production version of the code. Quantitative results for the energy conservation 
and the reversibility were obtained which indicate their dependencies on the al-
gorithmic and physical parameters and illustrate clearly how such integration 
schemes work. These results not only indicate the correctness of this implemen-
tation but should also provide a useful benchmark for future production runs 
with the GHMC code or, together with the verification procedures referred to 
above, future developments of dynamical fermion algorithms. 
Some of the operational practicalities of full scale dynamical gauge configuration 
production have been discussed and results from the preliminary production runs 
at a number of lattice sizes and various sets of physical parameters presented. 
The values of the average plaquette should again be useful for the verification 
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of future code developments that use the improved action. Within certain lim-
itations aspects of the performance of these runs can be compared. The solver 
routines are the most computationally demanding part of code and the perfor-
mance here can be taken to be indicative of the overall performance. The effects 
of how chiral the physical regime is and to some extent the size of the lattice on 
the performance can be seen, although these investigations were not particularly 
systematic, being a by-product of the production runs. 
The choice of any particular algorithm or any set of algorithmic parameters 
should have the aim of producing the largest. number of independent configura-
tions for the smallest computational cost. To this end one must measure not only 
how relevent quantities such as the processor time required per accepted config-
uration vary with the choice of parameters but also the autocorrelation time; the 
ideal quantity to measure would be the computational cost of each decorrelated 
configuration. However the results on autocorrelation times obtained here indi-
cate just how difficult it is to obtain good estimates of these quantities. With 
the large parameter space that these algorithms provide it is unfeasible to tune 
the algorithm optimally before the major production work commmences since 
this tuning is likely to require more data than would be required for the actual 
physics. 
Finally some spectroscopic techniques applied to the dynamical configurations 
give estimates of kcrit and the lattice spacing as fixed by the p meson mass in a 
preliminary effort to indicate the physical regime corresponding to the param-
eters used. Performing this analysis highlights where finite volume effects are 
expected to arise and shows that using dynamical configurations requires certain 
differences in methodology to the standard analysis on quenched configurations. 
In particular, to obtain physically meaningful degenerate meson states the con-
figurations need to he produced with some number of different sea quark masses. 
The fact that the sea quark mass is demonstrated to have a significant effect 
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on physical quantities (in particular the physical volume of the lattice) means 
that an extrapolation in this mass and the interpretation of the results therefrom 
have to be approached with some care. This opens the way for new approaches 
to setting the physical scale and obtaining physical results in dynamical fermion 
calculations. 
Clearly much work remains to he done in the area of lattice QCD computations 
with dynamical fermions. There are outstanding issues in the area of algorithm 
design and determining the best type of algorithm for different problems. Even 
with the existing algorithms there is much to be done if the effects of algorithmic 
parameter tuning (for example, the GHMC 0 parameter was not explored here at 
all) and the complicated inter—relationships between the various factors affecting 
performance are to be properly understood. As explained above a truly thorough 
exploration could be prohibitively expensive in terms of time and resources, but 
at least some progress could possibly be made. 
The work in this thesis shows that a CHMC code for the generation of dynamical 
gauge configurations has been successfully implemented and with it preliminary 
explorations have been made. The ground has thus been prepared for hadron 
spectroscopy calculations on larger lattice volumes and with the correct CSW 
value [70], and for the investigation of related algorithmic techniques [71]. 
Appendix A 
Multiboson Algorithm Update 
Equations 
A.1 Introduction 
In this appendix are derived the equations appropriate for the heatbath and over—
relaxation updates of the U and f 0 fields in the unpreconditioned formulation 
of the multiboson algorithm introduced in section 2.2. The lattice action used is 
defined in section I.I.I. 
A.2 The multiboson fields 
The fields qj occur only in the multihoson action 
5,.b 	 (A.1) 
= 	
- zMt - zM + z2t 	(A.2) 
Since no qij interacts with any Oj with i =A j this subscript and the sum over it 
can he ignored in the derivation of the form of the 0 updates which is identical 
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for every i. 
Smb is put into a form in which the specific dependence of Smb[U,  q] on q  is 
isolated: 
Smb[U, q'] = aq t q  + /tb + btcb 
=açbq + cb; bx + bcb 
From the definition of M one obtains 
(M) 	 Ji +)_ / X/L \ 
	
(Mt) =A— 	UtL x-2 \ (1 	 U(1 
x 
/1 
(Mt M) = A X X - 	U(1 - 	+ u_(1 + 





+k 2 (1 - 	 (1 - 	 + (1 + 
ii 
+k 2 (1 +E (1  - 	 + (1 + 	 (A.7) 
I, 
The form of a is obtained substituting (A.5), (A.6) and (A.7) into (A.2) and 
extracting those parts which couple çto q (using the sums over x, y, and ii 
to shift the position and direction indices of the terms, and the cyclic property 
of the trace to reorder them). The IZ120to  term is trivial. The z*qtMq  term 
contributes 
(A.8) 
and the zqtMtq term contributes 
—zcbAcb 	 (A.9) 
The term qtMtMq contributes 
qA X cbX + ç 2  (1 - 	U_(1 - 	U_q5 + (1 + 	+ y)U& 
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= cbAq + q52 
= qAcb + c ; 16ic 2 cf x 
Thus 
a = z12 —2RezA+A 2 + 16ic2 
An expression for b can then be derived by noting that 
bt q  + cbtb = Smb - q tac  
(A.1O) 
(A.11) 
= çit(MtM - z*M - z Mt) q5 - q5t(A2 + 16,t2 - 2Rez)ç 
= 	[(MtM - z*(M) - z(M) - (A 2 + 16k2 - 2Rez)s] 
+ [(MtMt) - z*(Mt 	- z(M 	- (A 2 + 16 2  - 2Rez)] x (A.12) 
b = (MtM - z*M - zMt - A 2 + 16K 2 - 2Rez) 	 (A.13) 
For the over—relaxation update qo  is required, being the value of 0 that minimises 
the action, i.e. 
DSmb 	
= 0 	 (A.14) 
= çba - bt = 0 
= qo = —a- 'b 	 (A.15) 
The over—relaxation update consists of replacing q with qY where 
	
=2q o —q 	 (A.16) 
which leaves the action unchanged. 
For the heatbath update it is required to replace q  with 0' which has been 
generated from a probability distribution proportional to exp(—S mb). This is 
done by generating a random gaussian vector ij and putting 
= aij - a 1 b 	 (A.17) 
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Note that since 	= 1 with CSW = 0, using the unimproved action is much 
simpler as a is then simply a real coefficient rather than a matrix coupling spin 
and colour indices, and this obviates the need for matrix multiplications by a 
and a 1 which, though possible, are not as trivial to implement. 
A.3 The gauge fields 
In order to carry out over—relaxation and heatbath updates of the gauge fields 
the action must be put into the form S = > ReTrUR where R is a 
matrix with colour indices which does not depend on U. Once an expression 
for is found standard gauge field over—relaxation and heatbath algorithms 
can be applied. 
In attempting to calculate R,1 one runs up against problems when using the 
improved action csw 0. The problem becomes immediately apparent when 
the çtMtMq' part of the action is examined. From (A.7) it can be seen that 
this gives rise to certain combinations of link matrices; A, AXXU X_, 
and in which a particular link matrix will occur 
twice in a product of links. It is then not obvious how to isolate U, in the 
required way. Therefore the case csw = 0 is taken here for the derivation of R,. 
The pure gauge action Spg [U] as given by (1.2) can be written (with N = 3) as 







where the last step is obtained by using the sum over x to translate the spatial 
indices. Hence Spg [U] gives a contribution R to RxA 
	
R = - 	 (u+ut 	+ 	 (A.19) vx 
,04 
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A multihoson contribution Rmb  is obtained by isolating the U, dependence of 
the terms cbtMçb, qtMtqf and qtMtMcb in Smb.  Again, for the sake of clarity, the 
index of the n multiboson fields and the sum over it will not be explicitly included 
in this derivation. From the explicit formulae (A.5), (A.6) and (A.7), where now 
A = 1 since CSW = 0, one obtains the following contributions using the cyclic 
properties of the trace and the fact that spatial indices can be translated under 
the summations over x, M and ii: 
From _z*çtMq  one obtains the contribution 
kz*TrU,x(1 - Y 1 x+ 	 (A.20) 
+ iz*Tr(1  + t,2)q5q 	u (A.21) 
From _z4tMtq  one obtains 
	
iczTr(1 - y ) q5 t Ut 	 (A.22) ILX 
+ 	 (A.23) 
and from OtMtMO one obtains 
- 	 (A.24) 
- kTr(1 + 	 (A.25) 
- 	 (A.26) 
- iTr(1 - (A.27) 
+'y  MI X ( 1 -) 	 (A.28) 
II 
+ k2Tr (1 - 	 - y,Ut 	 (A.29) I LX 
II 
+ k2 Tr(1 + 	 X _Dc 1 (1 - 	 (A.30) 
+ 	 —)U + (1 —)U 	 (A.31) 
II 
+ k2TrU(1 	 +y) 	(A.32) 
II 
+ 	 Y,)Uvx 	--y) 	(A.33) 
II 
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+ k2 Tr U 	(1 + 	 + y) 	(A.34) 
Li 
+ r, 2Tr 	xOt 1 +-yV )ULiX+ ii_(1 +y)U 	(A.35) 
Ii 
Now note that, up to factors of  and z,  (A.24)=(A.20), (A.25)=(A.21), (A.27)=(A.22) 
and (A.26)=(A.23). Also (A.22), (A.23) (A.29), (A.31), (A.30) and (A.35) are 
the hermitian conjugates of (A.20), (A.21) (A.28), (A.32), (A.33) and (A.34) 
respectively. Therefore S mb can be written as 
Smb = 	Tr Upx { ,c [(z* - 1)(1 - ) + (z - 1)(1 + )] 
X A 
H-k 2 	[ x+ 	+D(1 - _Y' )(I - 
II 
+ L)(1 - 
+ 7') (1 - 
+ )(1 + ) I } 
H- h.c. 	 (A.36) 
This means that R takes the form 
X P, = 	{ [(z* - 	- 	+ (z - 1)(1 +) I x+4    
H-k 2 	 - )( 1 - 
II 
+ )(1 - 7v) 
+ Li )(1 - 
+ )(1 + )] } (A.37) 
where the trace is over spin indices only. Note that the full expression would 
include the multiboson field index and the sum over it. 
Finally using (A.19) and (A.37) one forms the matrix R, = RX + R with 
which heathath and over—relaxation updates of the gauge fields can be performed. 
Appendix B 
Hybrid Monte Carlo Equations 
of Motion 
B.1 Introduction 
This appendix is intended to show in detail the derivation of the equations of 
motion used in HMC with two degenerate dynamical fermion flavours and an 
odd-even preconditioned Wilson action including the clover term. 
B.1.1 Definitions 
The form of all the components of the action etc. are defined in chapter 1. 
Using odd-even preconditioning one obtains for the fermion determinant 
det Mt M = (det A ee ) 2 (det[Aoo - 	 (B.1) 
The subscripts eo indicate a matrix connecting lattice sites of odd parity to those 
of even parity, etc. 
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The fermion determinant (13.1) can be expressed as 
det MtM = e2 lndetA f VVçb eMt1oo 	(B.2) 
where E, signifies a sum over all even lattice sites and with M now being the 
odd-odd part of the preconditioned fermion matrix 
= A00 - ,c2D0A1 ' 	 ( B.3) ee 
The fields qf are defined on odd lattice sites only. The desired gauge field distri-
bution can then be written using (B.2) in terms of an effective action S e ff 
det MtM& = f 'DOtD 	 (B.4) 
with 
SeffSpg +Sf 	 (B.5) 
where 8pg  is the pure gauge action (1.2) and Sf is the pseudofermion part of the 
action. 
Sf= —2lndetA ee +cb[ ft, M]1qo 	 (B.6) 
In HMC one defines a hamiltonian 7-1 where 
=(B.7) 
P is the momentum canonically conjugate to the gauge link U. It is a 
traceless hermitian matrix with colour indices. It can be shown (see chapter 
2) that the equation of motion of U x with respect to a fictitious molecular 
dynamics time takes the form 
U/Lx = iPIJV U,LX 	 (B.8) 
Ut - 	 ( B.9) LX - px Mx 
Here a corresponding formula for Po x is derived. 
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Sf is split into the even-even part and the odd-odd part ) and each dealt with 
separately. 
	
Sfe = 	2lndetAee 	 (B. 10) 
5fo = 
	1[p,ftM1_ 1 	 (B.11) 
B.2 The equations of motion 
In order to obtain the equation of motion for P an expression for 7-t is obtained 
and set equal to 0. 
B.2.1 The gauge term 
Using (1.2), (B.8) and (B.9) 
3pg —Tr 




TT  P 	 (B.12) /x+UIJx vz 
The sum over x, t, and v is used to shift the position and direction indices of 
each term, and then the cyclic property of the trace is used to rewrite (13.12) in 
the form 
8pg = —@TrP, 	UU + U D U X 
6 	fL1) 
+ ULXUtx+ - Ut 
- rrt 	rr 
U vx _I:,Uvx II 
- 	 (B.13) 
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Then defining the sum of the "staples" GIIX  as 
nLIt 
	 (B.14) 
+iL' LXU T 
LI 
(B.13) becomes 
pg = 	 - h.c.) 	 (B.15) 
where the trace is over colour indices. 
B.2.2 The even-even pseudofermion term 
Using 
indetA TrinA 	 (B.16) 
(B.10) is differentiated to obtain 
Sfe = —2Tr[A ee A 1 ] 	 ( B.17) 
where the trace is over both colour and spin indices. 
B.2.3 The odd-odd pseudofermion term 
Defining X0 = Mt1l(7)O 
Sfo = 
= 	t 
= —X 	[]00 X 0 
di- 
= —X (M 00 M00 + t 0 Jt[00 ) X 0 
= —XM00Y0 - tMOOXO 	 (B.18) 
where Y0 = M00X0. 
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From (B.3) and Mtoo - A - ,c2Dt A'Dt one obtains 
	
00 	oe ee 	eo 
JtI = Aoo -K 2(Doe A 1 Deo + DoeA 1 Deo - D A 1AeeA 1 Deo ) (B.19)   oe ee ee 
M 00 = A00 - 2 (11 e 4 1 D ± Dt A- lDt - Dt A1A A—lDt ' (B.20) 0 	 ee 	co 	oe ee 	eo 	oe ee 	ee 
Then (13.18) becomes 
t A' 	IDt A —mt _Dt A 1 A 	1D 0 )Y0 Sfo = - X A 00 Y0 + ç2 )(t (Doe ee eo oe ee eo 	oe ee 
+k2yt3 1 Deo  +Doe" 'Co — DOe A-l Aee"'D0)X0_yt AOOxO 	 (oeA 	ee 	ee 	ee  
= —X joo Vo +kXtfltoy+XtDetoVO- Tt A ee  o 	e 
_ytAX+cYtfQ e +,} 	_vtA e 	 (B.21) 
where 
X = ,cAD 0 X 0 	 (13.22) Ce 
Ye = icA nt  y0 	 (B.23) cc ''co  
With the X and Y fields defined on all lattice points in this way, (13.21) can be 
written 
5fo = _Xt4Y - YtAX + ,cXtDtY  + kYtDX 	 (B.24) 
Now the explicit expressions for A and D are used, and the following will be 
valid for all sites with X and Y properly defined. 
B.2.4 The Wilson term 
From (1.5) 
= 	(1 - )U8 + + (1 + 	 (B.25) 
- 	(1 - 	 + (1 	 (B.26) 
IL 
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The Wilson part of (B.24) is then 
SWulson = 
x 	It 
x! ( 1  + y)U,LX YX  
+ X(1 
+ '(1 + 
+ '(1 — 	 (B.27) 
A real number like xy can be rewritten as TrYXt where the trace is over 
colour and spin indices. One rewrites S1lilson  in this form and applies (B.8) and 
(13.9). Using the sum over x to rescale x —+ x + /1 in (B.27) the cyclic property 
of the trace to reorder things one obtains 
Wilson 
= 	i,Tr 	[u Y+x(1 + y) — Y S X x+i2 Ut/S 1 — 
S 
—xS ytx+i2 Ut (1 + ) + U5X5+Yj(1 — )] (13.28) 
= i/c 	 — h.c) 	 (13.29) 
S 
where for convenience 
W, 	[Y5+ x(1 + y)  + XY(l — 'YL)] 	 (B.30) 
is defined 
B.2.5 The clover term 
Now 
A 5 = 	 (13.31) 
so the clover part of (13.24) is 
8Clover 	 z X
S 
t F
LVX 0, , Y5 + Yxt 	 (13.32) 
S 	 /L) 
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Using (1.9) ) and rewriting SJboer  in terms of a trace over spin and colour as 
above one gets 
i Clover = 	 - 	+ Y!(f - J pii 
i; 	4 11 
i 








From (1.10), one gets 
.fbLvX 	= JILXUI1X+l U 	U lLx+i 	vx 
+ i-r U t va; 
+ UtL 	 u vx+li 	liX+ 	Va; 






+ -' rr 	nit 	u s lix — li 
+ niT•rt Ut 	U U". Ott, 	/iXL 
+ U 	nit 	Ut 	U vx—i 	1LX1L 
xult, 	Ut U lzx—/2 
+Ut UtIL X—A 
+ U ,rt 	rt lix_Uv X__Ulix__Uv  x-i 
+Ut Ut 
+ U 	U 
+ ,rt 	rr Uvx_íUlix V 
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I 113 — tI 
± Ut i UILX_IUVX+ui_iUILX II ;—s1 
± Ut 	 (B.35) V X11 
Upon substituting (B.35) for f, one uses the trace to reorder the terms and the 
sum over x, p and ii to rescale the indices. Then (B.33) becomes 
sIoer 	= - 1 6-c.5/ 	 Tr x 	tLv 
UUV 	 U' 
nt nit or 
- U 	Ut -F 	U LS / — i' 	/LXV 
+ Utl 	it +iL— V —'1LX 
- Ut 
fix 
- Ti 	t 	
UP u Uvx+i% — i 	fix— I' 
+ lit 	 TitL 	V 
- nrt 	rt fLX+V U vx+fj 
+ lit lix 
+ nit 	Ti V 	 U/1  x 
- nt 
+ lix 
- UXVAX+Ut 	11 
- ttx 
+ 
- U U 	- ix 	vx+,1 	V 
+ 'ix 
- h.c. 	 (B.36) 
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It is convenient to define the following: 
C1+ 
- 	 [aliLiAx+] U x ~ i Ut lix+v LIX lix  
LI 
C2+
x - 	 [ali 	 U LIAX++] 
Ut 
lix+i' LIX li 
II 
C3+ - 	 U 	 [olivAX+ ]  Ut 
	
lix - Lix+li lix+v LIX 
LI 
C4 +x 	U 	11 	Ut; Tr 	[aliLIAX] 	 (B.37) liX - Vx+liLlix+i) Sp 
LI 
C1 x = 	Tr 	[oliLIA 	
1 rTt 
ui
Ut 	UD x+liJ ULIX+_ 	lix-V 	_ 
Li 
C2-x = 	U X +2_D Trsp in [aliLiAX+_] 
Ut 
X- U li1.' 	LiXLi 
Li 








lix-1i ULIX_ Tr 1 [o-, LI Ax ] 	 (B.38) V  
LI 
and 
Cli x = (ci + C2 X + C3 X + C4X - C1 - C2 - C3 X - cç) 
(B.39) 
Then using (B.8) and(B.9), (13.33) can be written 
Clover - 
















= --cswLtTrcojour[iPlixUlixClix - (_) 1'LI lixUt rrliX
t  Plix] 
1 (B.41) 
x 	li 
The effect of (B.17) can be incorporated into the clover part of (B.24), since 
that holds for X and Y suitably defined on even sites as well. The part of the 
complete clover term involving X and Y fields on even sites is then 
- 	 XAXYX + YX AXXX + 2TrAA' 	 (B.42) 
even x 
APPENDIX B. 	 125 
= - 	 (B.43) 
even x 
Thus the result for SFb0eI looks the same as for C1over  but with (B.34) replaced fo 
by 
for x even. 
A 
11S - (B.44) 
B.3 Putting it all together 
The constraint is imposed that the hamiltonian (B.7) is time independent 
= 	 + S 	 (B.45) 
=+ 	 + iW - c8icC) - h.c.]} (B.46) Ax 	, 
where the trace is over colour indices and 	W, and CILX  are defined by 
(B.14), (B.30), and (B.39). 
Since TrP = 0, (B.46) will he zero if 
P, + i[U(—G  + KW,,X - c8icC) - h.c.] oc 1 	(B.47) 
The constant of proportionality is chosen to be 
Tr 	 + ,cW - 	 - h.c.] 	(B.48) 
so that PIX  remains traceless. Finally one obtains 
PLX = —iF1 	 (B.49) 
where rtx is defined as 
= Ux(Gx + icW - 	 - h.c. 
—Tr 	 + 	- cC) - h.c.] 	(B.50) 
Appendix C 
Pseudoscalar Fitting Results 
This appendix contains tables of the results obtained from all the spectroscopic 
analysis made in the pseudoscalar channel from the various data sets. For each 
fuzzing combination the tables show the range of timeslices used for the fitting, 
the mass in lattice units and the values of 2 /d.o.f and Q. The timeslice ranges 
shown were the ones giving the best results in the sliding window analyses i.e. 
the lowest 2 /d.o.f. together with stability of fit results with variation of the 
end points. The errors quoted for the mass are the errors on the last digit and 
signify the 68% confidence limits obtained using the bootstrap method. 
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K1, K2 Fuzzing Fit range am X2 /d.o.f Q 
LL, LL 6-9 1.1213- 6
+6 0.95 0.39 
LL, FL 6-9 1.116+5  0.54 
0.137, 0.137 LL, LF 4-9 1.124t 0.35 0.84 
LL, FF 5-8 1.119+ 8  0.99 
LL, LL 6-9 1.092t 1.08 0.34 
LL, FL 6-9 1.086t 0.74 0.48 
0.138, 0.137 LL, LF 4-9 1.095 0.40 0.81 
LL, FF 4-8 1.089+7 0.99 
LL, LL 6-9 1.062t. 1.22 0.29 
LL, FL 6-9 1.055- 6
+6 0.89 0.41 
0.139, 0.137 LL, LF 4-9 1.064+ 5 0.46 0.76 
LL, FF 4-8 1.059ii 0.08 0.97 
LL, LL 6-9 1.046ii 1.31 0.27 
LL, FL 6-9 1.040it 0.97 0.38 
0.1395, 0.137 LL, LF 4-9 1.049t 0.50 0.73 
LL, FF 4-8 1.044t 0.11 0.95 
LL, LL 6-9 1.062+6  1.22 0.29 
LL, FL 6-9 1.055- 6
+6 0.90 0.41 
0.138, 0.138 LL, LF 4-9 1.0641i 0.45 0.77 
LL, FF 4-8 1.059t 0.06 0.98 
Table C.1: Pseudoscalar meson masses from 83  x 24 lattice at /3 = 5.2, 
CSW = 1.76, k = 0.137. 
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ic1, K2 Fuzzing Fit range am [x2 /d.o.f Q 
LL, LL 6-9 1.030t 1.38 0.25 
LL, FL 6-9 1.024- 7
+6 1.06 0.35 
0.139, 0.138 LL, LF 4-9 1.033t 0.53 0.71 
LL, FF 4-8 1.028t 0.11 0.96 
LL, LL 6-8 1.014t 1.46 0.23 
LL, FL 6-9 1.008ii 1.15 0.32 
0.1395, 0.138 LL, LF 4-9 1.017t 0.57 0.68 
LL, FF 4-8 1.012- 8
+7 0.14 0.93 
LL, LL 6-8 0.998t 1.54 0.21 
LL, FL 3-9 0.994t 1.20 0.30 
0.139, 0.139 LL, LF 4-9 1.001 -7 0.61 0.65 
LL, FF 4-8 0.997- 8  0.93 
LL, LL 6-9 0.9821t 1.63 0.20 
LL, FL 3-9 0.977- 4
+8 1.18 0.32 
0.1395, 0.139 LL, LF 4-9 0.985t 0.66 0.62 
LL, FF 4-8 0.980t 0.19 0.90 
LL, LL 6-9 0.965t 1.72 0.18 
LL, FL 3-9 0.962t 1.18 0.32 
0.1395, 0.1395 LL, LF 4-9 0.969t 0.71 0.48 
LL, FF 4-8 0.964t 0.22 0.88 
Table C.1: (continued): Pseudoscalar meson masses from 8 3  x 24 lattice at 
0 = 5.2, CSW = 1.76, ic = 0.137. 
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ic1, K2 Fuzzing Fit range am 	
] _X 2 /d.o.f Q 
LL, LL 6-9 1.006+9  0.76 
LL, FL 5-8 0.997t 0.30 0.76 
0.137, 0.137 LL, LF 4-10 1.004t 0.83 0.44 
LL, FF 5-8 0.995ii 0.84 0.43 
LL, LL 6-10 0.974 0.31 0.82 
LL, FL 5-8 0.965ii 0 .0.36 0.70 
0.138, 0.137 LL, LF 4-10 0.972t 0  0.98 0.38 
LL, FF 5-8 0.962t 0  0.91 0.40 
LL, LL 6-10 0.941t 0.43 0.73 
LL, FL 5-8 0.932t 1 0.45 0.64 
0.139, 0.137 LL, LF 4-10 0.940ii 0  1.16 0.32 
LL, FF 5-8 0.929ii 0  0.99 0.37 
LL, LL 6-10 0.924i 0 0.51 0.68 
LL, FL 5-8 0.915ii 1 0.50 0.60 
0.1395, 0.137 LL, LF 3-9 0.923t 0 1.28 0.28 
LL, FF 5-8 0.913t 0 1.04 0.35 
LL, LL 6-10 0.941t 0.41 0.75 
LL, FL 5-8 0.932t 1 0.44 0.64 
0.138, 0.138 LL, LF 4-10 0.940t 0  1.14 0.32 
LL, FF 5-8 0.929t 0  0.99 0.37 
Table C.2: Pseudoscalar meson masses from 83  x 24 lattice at /3 = 5.2, 
CSW = 1.76, ,c = 0.138 
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, K,2 Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 6-10 0.907t 0  0.55 0.65 
LL, FL 5-8 0 . 900 1 0.53 0.59 
0.139, 0.138 LL, LF 4-10 0.906t 0 1.34 0.26 
LL, FF 5-8 0.899t' 1.06 0.35 
LL, LL 6-10 0.890iL 0 0.63 0.59 
LL, FL 5-8 0 . 881 1 0.58 0.56 
0.1395, 0.138 LL, LF 3-9 0.890t 0 1.46 0.23 
LL, FF 5-8 0.878t 0  1.10 0.33 
LL, LL 6-10 0.872t 0  0.70 0.55 
LL, FL 5-8 0.863t 1 0.62 0.54 
0.139, 0.139 LL, LF 4-10 0.872 0 1.56 0.21 
LL, FF 5-8 0.861i 1 1.12 0.32 
LL, LL 6-10 0.855t 1 0.79 0.50 
LL, FL 5-8 0 . 845 2 0.67 0,51 
0.1395, 0.139 LL, LF 4-10 0.855t 1.70 0.18 
LL, FF 5-8 0.843t 1 1.15 0.32 
LL, LL 6-10 0 . 837 1 0.88 0.45 
LL, FL 5-8 0.827ii 2 0.71 0.49 
0.1395, 0.1395 LL, LF 4-10 0.838ii 1 1.83 0.16 
LL, FF 5-8 0.8251i 2 1.18 0.31 
Table C.2: (continued): Pseudoscalar meson masses from 83  x 24 lattice at 
0 = 5.2, CSW = 1.76, ,c = 0.138 
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K1, K2  Fuzzing Fit range [_am X 2 /d.o.f Q 
LL, LL 7-10 0.866- 6
+8 0.25 0.78 
LL, FL 4-10 0.873- 5
+6 0.50 0.78 
0.137, 0.137 LL, LF 7-10 0.868t 0.70 0.50 
LL, FF 5-8 0.872 0.14 0.86 
LL, LL 7-10 0.831t 0.31 0.73 
LL, FL 4-10 0.838ii 0.47 0.80 
0.138, 0.137 LL, LF 6-9 0.833t 0.42 0.65 
LL, FF 5-8 0.838t 0.15 0.86 
LL, LL 7-10 0.794t 0.41 0.66 
LL, FL 4-10 0.803it 0.45 0.82 
0.139, 0.137 LL, LF 6-9 0.779ii 0.34 0.71 
LL, FF 5-8 0.803ii 0.14 0.87 
LL, LL 7-10 0.775ii 0.47 0.62 
LL, FL 4-10 0.784ii 0.44 0.82 
0.1395, 0.137 LL, LF 6-9 0.779t 0.34 0.71 
LL, FF 5-8 0.785 0.14 0.87 
LL, LL 7-10 0.793t 0.41 0.66 
LL, FL 4-10 0.803- 4
+6 0.48 0.79 
0.138, 0.138 LL, LF 6-9 0.797ii 0.37 0.69 
LL, FF 5-8 0.802t 0.18 0.84 
Table C.3: Pseudoscalar meson masses from 8 x 24 lattice at / = 5.2, 
CSW = 1.76, ,c = 0.139 
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ic1, K2 Fuzzing Fit range am X 2 /d.o.f Q 
LL, LL 7-10 0.756t 0.56 0.57 
LL, FL 4-10 0.766t 0.47 0.80 
0.139, 0.138 LL, LF 6-9 0.760t 0.31 073 
LL, FF 5-8 0.766ii 0.17 0.85 
LL, LL 7-10 0.736t 0.65 0.52 
LL, FL 4-10 0.747-4
+7 0.47 0.80 
0.1395, 0.138 LL, LF 6-9 0.741 0.27 0.76 
LL, FF 5-8 0.747t 0.16 0.85 
LL, LL 7-10 0.716t 0.76 0.47 
LL, FL 4-8 0.728t 0.49 0.67 
0.139, 0.139 LL, LF 6-9 0.721ii 0.24 0.79 
LL, FF 5-8 0.727- 6
+7 0.19 0.83 
LL, LL 6-10 0.705t 0.85 0.47 
LL, FL 4-8 0.708i 0.45 0.72 
0.1395, 0.139 LL, LF 6-9 0.701t 0.20 0.82 
LL, FF 5-8 0.708t 0.17 0.86 
LL, LL 6-10 0.684t 0.84 0.47 
LL, FL 4-8 0.688t 0.43 0.73 
0.1395, 0.1395 LL, LF 6-9 0.680ii 0 0.15 0.85 
LL, FF 5-8 0.687- 6
+7 0.17 0.84 
Table C.3: (continued): Pseudoscalar meson masses from 8 x 24 lattice at 
= 5.2, CSW = 1.76, ic = 0.139 
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Ici, Ic2 Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 7-10 0.773t 3 0.82 0.44 
LL, FL 6-9 0.773t 0.21 0.81 
0.137, 0.137 LL, LF 5-9 0.786t 2.05 0.10 
LL, FF 5-9 0.775- 7
+8 1.52 0.21 
LL, LL 7-10 0.736it 5 0.85 0.43 
LL, FL 6-9 0.738+9 0.18 0.83 
0.138, 0.137 LL, LF 5-9 0.751t 2.05 0.10 
LL, FF 5-9 0.740t 1.38 0.25 
LL, LL 7-10 0.698t 8 0.97 0.38 
LL, FL 6-9 0.701 0.16 0.84 
0.139, 0.137 LL, LF 5-9 0.717it 2.02 0.11 
LL, FF 5-9 0.705ii 1.26 0.29 
LL, LL 7-10 0 . 681 8 1.07 0.34 
LL, FL 6-9 0.683+9  0.85 
0.1395, 0.137 LL, LF 5-9 0.699ii 0 2.00 0.11 
LL, FF 5-9 0.687t 1.22 0.30 
LL, LL 7-10 0.697t 7 0.92 0.40 
LL, FL 6-9 0.700t 0.15 0.86 
0.138, 0.138 LL, LF 5-9 0.715+9 2.08 0.10 
LL, FF 5-9 0.703t 1.28 0.28 
Table C.4: Pseudoscalar meson masses from 83  x 24 lattice at / = 5.2, 
CSW = 1.76, Ic = 0.1395 
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i, ic2 Fuzzing Fit range am X 2 /d.o.f Q 
LL, LL 7-10 0.659t 9 1.05 0.35 
LL, FL 6-9 0.662t 0.15 0.86 
0.139, 0.138 LL, LF 6-9 0.679t8 1 2.08 0.10 
LL, FF 5-9 0.666+9  0.30 
LL, LL 7-10 0.63 9+20  1.13 0.32 
LL, FL 6-9 0.643t 0  0.14 0.87 
0.1395, 0.138 LL, LF 6-9 0.650t 1.91 0.15 
LL, FF 5-9 0.647t 0 1.19 0.31 
LL, LL 6-9 0.632t 0  1.10 0.33 
LL, FL 6-9 0.622t 0  0.12 0.88 
0.139, 0.139 LL, LF 6-9 0.629i 1.85 0.16 
LL, FF 5-9 0.627t 0  1.16 0.32 
LL, LL 6-9 0.611ii 0 1.02 0.36 
LL, FL 6-9 0.601t 0 0.12 0.89 
0.1395, 0.139 LL, LF 6-9 0.608t 1.74 0.17 
LL, FF 5-9 0.607t' 1.16 0.32 
LL, LL 6-9 0.590t 1 0.94 0.39 
LL, FL 6-9 0.579t 0.11 0.90 
0.1395, 0.1395 LL, LF 6-9 0.586ii 1.65 0.19 
LL, FF 5-9 0.585t 1 1.13 0.33 
Table C.4: (continued): Pseudoscalar meson masses from 83  x 24 lattice at 
= 5.2, CSW = 1.76, r, = 0.1395 
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K1, 	c 2 Fuzzing Fit range am X2 /d.o.f Q 
LL, LL 5-10 1.113t3 0.89 0.47 
LL, FL 4-9 1.111 -3 0.39 0.82 
0.137, 0.137 LL, LF 5-8 1.114t 0.09 0.92 
LL, FF 5-8 1.113ii 0.08 0.93 
LL, LL 5-10 1.083ii 0.94 0.44 
LL, FL 4-9 i.080ii 0.40 0.81 
0.138, 0.137 LL, LF 5-8 1.095t 0.40 0.81 
LL, FF 5-8 1.083- 3
+4 0.09 0.91 
LL, LL 5-10 1.052t 1.00 0.40 
LL, FL 4-9 1.050 0.41 0.80 
0.139, 0.137 LL, LF 5-8 1.054t 0.12 0.88 
LL, FF 5-8 1.052t 0.11 0.90 
LL, LL 5-10 1.037- 3
+4 1.04 0.39 
LL, FL 4-9 1.034- 3
+4 0.41 0.80 
0.1395, 0.137 LL, LF 5-8 1.038t 0.14 0.87 
LL, FF 5-8 1.036- 3
+4 0.12 0.90 
LL, LL 5-10 1.052t 1.00 0.40 
LL, FL 4-9 1.050t 0.42 0.79 
0.138, 0.138 LL, LF 5-8 1.054t 0.12 0.88 
LL, FF 5-8 1.052t 0.12 0.89 
Table C.5: Pseudoscalar meson masses from 12 x 24 lattice at / = 5.2, 
CSW = 1.76, n = 0.137 
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K1, K2  Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 5-10 1.021t 1.07 0.37 
LL, FL 4-9 1.018t 0.43 0.78 
0.139, 0.138 LL, LF 5-8 1.019 -4 0.60 0.55 
LL, FF 5-8 1.020 0.14 0.87 
LL, LL 5-10 1.005ii 1.10 0.35 
LL, FL 5-9 1.003- 3
+4 0.40 0.76 
0.1395, 0.138 LL, LF 5-8 1.007t 0.17 0.84 
LL, FF 5-9 1.003t 0.16 0.92 
LL, LL 5-10 0.990t 1.14 0.21 
LL, FL 5-9 0.987t 0.40 0.75 
0.139, 0.139 LL, LF 5-8 0.991 -4 0.19 0.83 
LL, FF 5-9 0.98 -3 0.19 0.90 
LL, LL 5-10 0.973it 1.18 0.32 
LL, FL 5-9 0.971ii 0.38 0.76 
0.1395, 0.139 LL, LF 5-8 0.974t 0.21 0.81 
LL, FF 5-9 0.971t 0.21 0.89 
LL, LL 5-10 0.956-3
+3 1.22 0.30 
LL, FL 5-9 0.953ii 0.38 0.77 
0.1395, 0.1395 LL, LF 5-8 0.958 t 0.23 0.79 
LL, FF 5-9 0.955-3
+4 0.23 0.87 
Table C.5: (continued): Pseudoscalar meson masses from 12 x 24 lattice at 
13 = 5.2, cSw = 1.76, k = 0.137 
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'ti, 	i2 Fuzzing [Fit range am 2 /d.o.f Q 
LL, LL 6-10 1.003- 3
+4 2.08 0.10 
LL, FL 5-8 1.004t 0.15 0.86 
0.137, 0.137 LL, LF 4-10 1.002t 0.69 0.63 
LL, FF 4-10 i.000t 0.62 0.68 
LL, LL 6-10 0.971t 2.18 0.09 
LL, FL 5-8 0.972-4
+4 0.12 0.89 
0.138, 0.137 LL, LF 4-10 0.970t 0.76 0.58 
LL, FF 4-10 0.968 0.73 0.60 
LL, LL 5-8 0.944t 2.17 0.11 
LL, FL 5-8 0.940 0.09 0.91 
0.139, 0.137 LL, LF 4-10 0.938t 0.82 0.53 
LL, FF 4-10 0.936+4 0.86 0.50 
LL, LL 5-8 0.928t 4 1.94 0.14 
LL, FL 5-8 0.923ii 0.08 0.92 
0.1395, 0.137 LL, LF 4-10 0.928t 0.85 0.51 
LL, FF 4-10 0.920t 0.94 0.46 
LL, LL 5-8 0.944t 2.19 0.11 
LL, FL 5-8 0.940 0.09 0.92 
0.138, 0.138 LL, LF 4-10 0.937 0.82 0.53 
LL, FF 4-10 0.936- 3
+4 0.81 0.54 
Table C.6: Pseudoscalar meson masses from 12 3  x 24 lattice at 19 = 5.2, 
CSW = 1.76, K = 0.138 
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Fuzzing] Fit range am x 2 /d.o.f Q 
LL, LL 5-8 0.910t 1.74 0.18 
LL, FL 5-8 0.906- 4
+4 0.08 0.93 
0.139, 0.138 LL, LF 4-10 0.904t 0.89 0.49 
LL, FF 4-10 0.903- 3
+4 0.94 0.45 
LL, LL 5-8 0.894 1.52 0.22 
LL, FL 5-8 0.890 0.08 0.93 
0.1395, 0.138 LL, LF 4-10 0.887t 0.92 0.47 
LL, FF 4-10 0.886- 3
+4 1.01 0.41 
LL, LL 5-8 0.876- 4
+4 1.33 0.37 
LL, FL 5-8 0.872t 0.08 0.92 
0.139, 0.139 LL, LF 4-10 0.870it 0.95 0.45 
LL, FF 4-10 0.869t 1.01 0.41 
LL, LL 5-8 0.859ii 1.13 0.32 
LL, FL 5-8 0.855- 4
+4 0.10 0.91 
0.1395, 0.139 LL, LF 4-10 0.852t 0.98 0.43 
LL, FF 4-10 0.852t 1.08 0.37 
LL, LL 5-8 0.841t 0.95 0.39 
LL, FL 4-8 0.838 +4 0.11 0.95 
0.1395, 0.1395 LL, LF 4-10 0.835t 1.00 0.42 
LL, FF 4-10 0.834ii 1.11 0.35 
Table C.6: (continued): Pseudoscalar meson masses from 12 3  x 24 lattice at 
0 = 5.2, csw = 1.76, ,c = 0.138 
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ic, k2 Fuzzing Fit range am X2 /d.o.f Q 
LL, LL 7-10 0.860t 1.26 0.28 
LL, FL 7-10 0.856- 3
+4 0.31 0.74 
0.137, 0.137 LL, LF 5-9 0.861t 0.43 0.74 
LL, FF 6-10 0.856ii 0.20 0.90 
LL, LL 7-10 0.824+4 1.02 0.36 
LL, FL 7-10 0.820ii 0.25 0.78 
0.138 1  0.137 LL, LF 5-9 0.825t 0.47 0.71 
LL, FF 6-10 0.821t 0.13 0.94 
LL, LL 7-10 0.786-3
+5 0.72 0.49 
LL, FL 7-10 0.782t 0.25 0.78 
0.139, 0.137 LL, LF 6-10 0.788t 0.50 0.68 
LL, FF 6-10 0.784ii 0.09 0.97 
LL, LL 7-10 0.767 +5 0.59 0.55 
LL, FL 7-10 0.764- 3
+4 0.26 0.77 
0.1395, 0.137 LL, LF 6-10 0.769 0.42 0.74 
LL, FF 6-10 0.766- 4
+4 0.08 0.97 
LL, LL 7-10 0.786t 0.74 0.48 
LL, FL 7-10 0.783- 3
+ 5 0.21 0.81 
0.138, 0.138 LL, LF 6-10 0.787 0.50 0.68 
LL, FF 6-10 0.784t 0.09 0.97 
Table C.7: Pseudoscaar meson masses from 12 3  x 24 lattice at /3 = 5.2, 
esw = 1.76, ,c = 0.139 
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Fuzzing Fit range am X 2 /d.o.f Q 
LL, LL 7-10 0.747 0.52 0.59 
LL, FL 7-10 0.745t 0.24 0.78 
0.139, 0.138 LL, LF 7-10 0.747t 0.33 0.72 
LL, FF 6-10 0.747t4 0.07 0.97 
LL, LL 7-10 0.727ii 0.45 0.64 
LL, FL 7-10 0.726ii 0.26 0.77 
0.1395, 0.138 LL, LF 6-9 0.730t 0.11 0.90 
LL, FF 6-10 0.727t 0.08 0.97 
LL, LL 7-10 0.707-3
+5 0.42 0.66 
LL, FL 7-10 0.706-4
+4 0.25 0.78 
0.139 1  0.139 LL, LF 6-9 0.710t 0.15 0.86 
LL, FF 6-10 0.707ii 0.09 0.97 
LL, LL 7-10 0.688ii 0.42 0.66 
LL, FL 7-10 0.685ii 0.30 0.74 
0.1395, 0.139 LL, LF 7-10 0.689t 0.18 0.84 
LL, FF 6-10 0.687t 0.13 0.94 
LL, LL 7-10 0.667t 0.41 0.66 
LL, FL 7-10 0.664ii 0.34 0.71 
0.1395, 0.1395 LL, LF 7-10 0.667ii 0.11 0.90 
LL, FF 6-10 0.666- 4
+4 0.18 0.91 
Table C.7: (continued): Pseudoscalar meson masses from 12 3  x 24 lattice at 
= 5.2, csw = 1.76, 'c 	0.139 
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K1, K2 Fuzzing Fit range am X 2 /d.o.f Q 
LL, LL 6-9 0.780t 2.58 0.08 
LL, FL 6-9 0.776- 4
+4 2.09 0.12 
0.137, 0.137 LL, LF 6-9 0.777 1.94 0.14 
LL, FF 5-8 0.778+4  1.27 0.28 
LL,LL 6-9 0.742 +5  2.08 0.13 
LL, FL 6-9 0.73 -4 1.89 0.15 
0.138, 0.137 LL, LF 6-9 0.7391i 1.65 0.19 
LL, FF 5-8 0.740+4 1.19 0.30 
LL, LL 6-9 0.703- 4
+5 1.66 0.19 
LL, FL 6-9 0.699t 1.71 0.18 
0.139, 0.137 LL, LF 6-9 0.700ii 1.38 0.25 
LL, FF 5-8 0.701ii 1.21 0.33 
LL, LL 6-9 0.683i 1.49 0.23 
LL, FL 6-9 0.679ii 1.64 0.19 
0.1395, 0.137 LL, LF 6-9 0.680t 1.27 0.28 
LL, FF 5-8 0.681t 1.08 0.34 
LL, LL 6-9 0.703 1.65 0.19 
LL, FL 6-9 0.699t 1.72 0.18 
0.138, 0.138 LL, LF 6-9 0.699it 1.36 0.26 
LL, FF 5-8 0.701t 1.16 0.31 
Table C.8: Pseudoscalar meson masses from 12 3  x 24 lattice at ,@ = 5.2, 
csw = 1.76, ,c = 0.1395 
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ic, 	'2 Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 6-9 0.662- 4  0.27 
LL, FL 6-9 0.657t 1.49 0.23 
0.139, 0.138 LL, LF 6-9 0.658+ 5 1.12 0.33 
LL, FF 5-8 0.660t 1.11 0.33 
LL, LL 6-9 0.641t 1.17 0.31 
LL, FL • 6-9 0.636-3
+6 1.36 0.26 
0.1395, 0.138 LL, LF 6-9 0.637t 0.97 0.38 
LL, FF 5-8 0.639t 1.08 0.34 
LL, LL 6-9 0.618t 0.95 0.39 
LL, FL 6-9 0.614t 1.25 0.29 
0.139, 0.139 LL, LF 6-9 0.614i 0.81 0.45 
LL, FF 6-10 0.611 1.02 0.38 
LL, LL 6-9 0.594ii 0.80 0.45 
LL, FL 6-9 0.591- 3
+6 1.14 0.32 
0.1395, 0.139 LL, LF 6-9 0.591 0.70 0.50 
LL, FF 6-10 0.660t 0.91 0.43 
LL, LL 6-9 0.571t 0.69 0.50 
LL, FL 6-9 0.568t 1.03 0.36 
0.1395, 0.1395 LL, LF 6-9 0.568t 0.60 0.55 
LL, FF 6-10 0.565t 0.84 0.47 
Table C.8: (continued): Pseudoscalar meson masses from 12 3  x 24 lattice at 
= 5.2, csw = 1.76, ic = 0.1395 
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i, 	ic2 Fuzzing Fit range am X2 /d.o.f Q 
LL, LL 7-10 0.641 0.68 0.51 
LL, FL 7-10 0.640t 1.08 0.34 
0.138, 0.138 LL, LF 7-10 0.639t 0.19 0.82 
LL, FF 7-10 0.640ii 0.52 0.59 
LL, LL 7-10 0.600i 0.70 0.50 
LL, FL 7-10 0.599ii 1.13 0.32 
0.139, 0.138 LL, LF 7-10 0.596t 0.15 0.86 
LL, FF 7-10 0.597- 3
+4 0.51 0.60 
LL, LL 7-10 0.578- 3
+6 0.55 0.58 
LL, FL 7-10 0.579t 1.30 0.27 
0.1395, 0.138 LL, LF 7-10 0.574ii 0.14 0.87 
LL, FF 7-10 0.575ii 0.47 0.62 
LL, LL 7-10 0.564ii 0.46 0.63 
LL, FL 7-10 0.565 1.20 0.30 
0.1398, 0.138 LL, LF 7-10 0.562t 0.14 0.87 
LL, FF 7-10 0.561t 0.45 0.64 
LL, LL 7-10 0.554t 0.48 0.62 
LL, FL 7-10 0.555- 1
+5 1.11 0.33 
0.139, 0.139 LL, LF 7-10 0.553ii 0.21 0.81 
LL, FF 7-10 0.551t 0.43 0.65 
Table C.9: Pseudoscalar meson masses from 12 3  x 24 lattice at / = 5.2, 
esw = 1.76, ,c = 0.1398 
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ic1, K2 Fuzzing Fit range am ] _x 2 Id.o.f Q 
LL, LL 7-10 0.530t 0.43 0.65 
LL, FL 7-10 0.531ii 0.97 0.38 
0.1395, 0.139 LL, LF 7-10 0.528t 0.16 0.86 
LL, FF 7-10 0.528- 1
+6 0.43 0.65 
LL, LL 7-10 0.517 0.45 0.64 
LL, FL 7-10 0.516ii 0.89 0.41 
0.1398, 0.139 LL, LF 7-10 0.5141i 0.15 0.86 
LL, FF 7-10 0.513- 1
+7 0.42 0.65 
LL, LL 7-10 0.508t 0.47 0.62 
LL, FL 7-10 0.505-0
+7 0.84 0.43 
0.1395, 0.1395 LL, LF 7-10 0.504t 0.16 0.85 
LL, FF 7-10 0.505ii 0.47 0 62 
LL, LL 7-10 0.492ii 0.39 0.68 
LL, FL 7-10 0.490 +7  0.82 0.44 
0.1398, 0.1395 LL, LF 7-10 0.490ii 0.18 0.83 
LL, FF 7-10 0.491t 0.56 0.57 
LL, LL 7-10 0.476- 1
+7 0.36 0.69 
LL, FL 7-10 o.477i1g 0.85 0.42 
0.1398, 0.1398 LL, LF 7-10 0.474ii 0.17 0.85 
LL, FF 7-10 0.475
- 1 
 0.63 
Table C.9: (continued): Pseudoscalar meson masses from 12 3  x 24 lattice at 
/3 = 5.2, csw = 1.76, ,c = 0.1398 
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K1, K2  Fuzzing Fit range am X 2 /d.o.f] Q 
LL, LL 5-10 0.707t 2.39 0.05 
LL, FL 5-8 0.703ii 0.69 0.50 
0.139 7 0.139 LL, LF 5-8 0.705t 0.59 0.55 
LL, FF 5-9 0.701t 0.68 0.56 
LL, LL 5-10 0.686ii 2,24 0.06 
LL, FL 5-8 0.682 +4  0.71 0.49 
0.1395, 0.139 LL, LF 5-8 0.685t 0.62 0.54 
LL, FF 5-9 0.681 0.68 0 56 
LL, LL 5-10 0.674- 3
+6 2.14 0.07 
LL, FL 5-8 0.670- 4
+4 0.72 0.48 
0.1398, 0.139 LL, LF 7-10 0.665t 0.61 0.54 
LL, FF 7-10 0.664t 0.68 0.51 
LL, LL 5-10 0.665t 2.09 0.08 
LL, FL 5-8 0.662ii 0.72 0.49 
0.1395, 0.1395 LL, LF 7-10 0.656ii 0.59 0.55 
LL, FF 7-10 0.655- 4
+5 0.67 0.51 
LL, LL 5-10 0.653- 3
+6 2.00 0.09 
LL, FL 5-8 0.649 0.73 0.48 
0.1398, 0.1395 LL, LF 7-10 0.644t 0.55 0.57 
LL, FF 7-10 0.643ii 0.63 0.53 
LL, LL 5-10 0.640- 3
+5 1.91 0.11 
LL, FL 5-8 0.636- 4
+4 0.74 0.48 
0.1398, 0.1398 LL, LF 7-10 0.632t 0.51 0.60 
LL, FF 7-10 0.631t 0.60 0.55 
Table C.10: Pseudoscalar meson masses from 16 3  x 24 lattice at /3 = 5.2, 
csw = 1.76, k = 0.139 
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'ii, 	F2 
[ 
Fuzzing Fit range arn x 2 /d.o.f Q 
LL, LL 7-10 0 -
09 
 -4 0.24 0.79 
LL, FL 7-10 0.608t 0.28 0.75 
0.139, 0.139 LL, LF 7-10 0.607t 0.19 0.83 
LL,FF 7-10 0.607- 3
+3 0.51 0.60 
LL, LL 7-10 0.587t 0.30 0.74 
LL, FL 7-10 0.586- 4  0.68 
0.1395, 0.139 LL, LF 7-10 0.585ii 0.26 0.77 
LL,FF 7-10 0.585- 4
+3 0.59 0.56 
LL, LL 7-10 0.573- 4  0.71 
LL, FL 7-10 0.573- 4
+3 0.46 0.63 
0.1398, 0.139 LL, LF 7-10 0.572t 0.31 0.73 
LL,FF 7-10 0.572t 0.63 0.53 
LL, LL 7-10 0.564t 0.37 0.69 
LL, FL 7-10 0.564ii 0.44 0.65 
0.1395, 0.1395 LL, LF 7-10 0.562it 0.34 0.71 
LL,FF 7-10 0.563- 4
+3 0.61 0.54 
LL, LL 7-10 0.560t 0.41 0.66 
LL, FL 7-10 0.550 0.50 0.60 
0.1398, 0.1395 LL, LF 7-10 0.549t 0.39 0.68 
LL,FF 7-10 0.549+3 0.64 0.52 
LL, LL 7-10 0.536- 4
+3 0.46 0.63 
LL, FL 7-10 0.536- 4  0.59 
0.1398, 0.1398 LL, LF 7-10 0.535t 0.44 0.64 
LL,FF 7-10 0.535- 4
+3 0.65 0.52 
Table C.11: Pseudoscalar meson masses from 16 3  x 24 lattice at /3 = 5.2, 
CSW = 1.76, ,c = 0.1395 
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Fuzzing Fit range am x 2 Id.o.f Q 
LL, LL 7-10 0.553i!i 0.67 0.51 
LL, FL 7-10 0.550i 1.39 0.25 
0.139, 0.139 LL, LF 5-8 0.564t 0.84 0.43 
LL, FF 5-8 0.560t 0.48 0.62 
LL, LL 7-10 0.529t 0.68 0.51 
LL, FL 7-10 0.526- 4  0.24 
0.1395, 0.139 LL, LF 5-8 0.541i 0.86 0.42 
LL, FF 5-8 0.537 0.53 0.59 
LL, LL 7-10 0.515ii 0.69 0.50 
LL, FL 7-10 0.512- 4  0.23 
0.1398, 0.139 LL, LF 5-8 0.527t 0.87 0.42 
LL, FF 5-8 0.522ii 0.57 0.56 
LL, LL 7-10 0.505-4
+4 0.69 0.50 
LL, FL 7-10 0.502 +4 1.46 0.23 
0.1395, 0.1395 LL, LF 5-8 0.516t 0.87 0.42 
LL, FF 5-8 0.512+4 0.47 0.56 
LL, LL 7-10 0.48 -4 0.71 0.49 
LL, FL 7-10 0.487t 1.48 0.23 
0.1398, 0.1395 LL, LF 5-8 0.501ii 0.87 0.42 
LL, FF 5-8 0.497ii 0.61 0.55 
LL, LL 7-10 0.474t 0.72 0.49 
LL, FL 7-10 0.472t 1.51 0.22 
0.1398, 0.1398 LL, LF 5-8 0.486t 0.87 0.42 
LL, FF 5-8 0.482t 0.62 0.54 
Table C.12: Pseudoscalar meson masses from 16 x 24 lattice at 3 = 5.2, 
CSW = 1.76, ic = 0.1398 
Appendix D 
Vector Fitting Results 
This appendix contains tables of the results obtained from all the spectroscopic 
analysis made in the vector channel from the various data sets. For each fuzzing 
combination the tables show the range of timeslices used for the fitting, the mass 
in lattice units the values of X 2 /d.o.f and Q. The timeslice ranges ranges shown 
were the ones giving the best results in the sliding window analyses i.e. the 
lowest 2 /d.o.f. together with stability of fit results with variation of the end 
points. The errors quoted for the mass are the errors on the last digit and signify 
the 68% confidence limits. 
UM 
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i, k2 Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 6-9 1.314t 1.08 0.34 
LL, FL 6-9 1.305t 1.28 0.28 
0.137, 0.137 LL, LF 3-9 1.314t 1.15 0.33 
LL, FF 5-8 1.302+ 12 12 0.50 0.61 
LL, LL 6-9 1.290t 1.08 0.34 
LL, FL 7-10 1.288+ 13 13 1.22 0.29 
0.138, 0.137 LL, LF 3-10 1.289ii 1.13 0.34 
LL, FF 5-10 1.281t 13 0.57 0.68 
LL, LL 6-9 1.266t 0 1.07 0.34 
LL, FL 7-10 1.266t 1.07 0.34 
0.139, 0.137 LL, LF 3-10 1.265t 1.09 0.37 
LL, FF 5-10 1.257ii 0.65 0.63 
LL, LL 7-10 1.246-+ 129 1.05 0.35 
LL, FL 7-10 1.254+ 15 13 0.98   0.37 
0.1395, 0.137 LL, LF 3-10 1.254t 1.07 0.38 
LL, FF 5-10 1.245t 0.70 0.59 
LL, LL 6-9 1.258t 2 1.18 0.31 
LL, FL 7-10 1.267t 1.06 0.34 
0.138, 0.138 LL, LF 3-10 1.265ii 1.10 0.36 
LL, FF 5-10 1.258ii 0.72 0.58 





ic, k2 Fuzzing Fit range am_ jx 2 /d.o.f Q 
LL, LL 7-10 1.234t 3 1.00 0.37 
LL, FL 7-10 1.244t 0.89 0.41 
0.139, 0.138 LL, LF 3-10 1.242t 0  1.05 0.39 
LL, FF 5-10 1.234 0.83 0.51 
LL, LL 7-10 1.222 0.91 0.40 
LL, FL 7-10 1.232+ 16 14 0.80   0.45 
0.1395, 0.138 LL, LF 3-10 1.230t 0 1.03 0.41 
LL, FF 5-10 1.222+ 13 12 0.89   0.47 
LL, LL 7-10 1.209+ 14 10 0.85   0.42 
LL, FL 7-10 1.222t 0.72 0.49 
0.139, 0.139 LL, LF 3-10 1.217ii 0 1.00 0.42 




LL, LL 7-10 1.197+ 14 10 0.77   0.46 
LL, FL 7-10 1.211ii 0.63 0.53 
0.1395, 0.139 LL, LF 3-10 1.207t' 0.97 0.44 
LL, FF 5-10 1.199t 1.15 0.33 
LL, LL 7-10 1 . 185+-10 0.71 0.49 
LL, FL 7-10 1.201t 0.55 0.58 
0.1395, 0.1395 LL, LF 3-10 1 . 196 1 0.94 0.47 
LL, FF 5-10 1.188 1.31 0.26 
Table D.1: (continued): Vector meson masses from 83  x 24 lattice at 3 = 5.2, 
CSW = 1.76, ic = 0.137 
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Kh K2 Fuzzing] Fit range am x2 /d.o.f Q 
LL, LL 6-10 1.192f' 0.15 0.93 
LL, FL 5-8 1.185 0.94 0.39 
0.137, 0.137 LL, LF 7-10 1.189t 0.68 0.51 
IL, FF 4-10 0.183+- 139 1.26 0.30 
LL, LL 6-10 1.166i 1 0.19 0.90 
LL, FL 5-8 1.160ii 0.76 0.47 
0.138, 0.137 LL, LF 7-10 1.163t 0.73 0.48 
LL, FF 4-10 1.158t 1.16 0.32 
LL, LL 6-10 1.140t 2 0.26 0.85 
LL, FL 5-8 1.135t 0.56 0.57 
0.139, 0.137 LL, LF 7-10 1.137 0.81 0.44 
LL, FF 4-10 14 1 . 133+-10 1.07 0.37 
LL, LL 6-10 1.127it 2 0.31 0.81 
LL, FL 5-8 1.122 0.46 0.63 
0.1395, 0.137 LL, LF 7-10 1.125t 0.87 0.42 
LL, FF 4-10 1.121 +-10 1.05 0.39 
LL, LL 6-10 1.140t 2 0.24 0.87 
LL, FL 5-8 1.135, 0.80 0.44 
0.138, 0.138 LL, LF 7-10 1.137+15  0.46 
LL, FF 4-10 1.134ii 1.05 0.38 
Table D.2: Vector meson masses from 8 x 24 lattice at 3 = 5.2, CSW = 1.76, 
K0.138 
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Ic1, r-2 Fuzzing Fit range am 2 /d.o.f Q 
LL, LL 6-10 1.114t 3 0.32 0.81 
LL, FL 5-8 1.110 0.61 0.54 
0.139, 0.138 LL, LF 7-10 1.111 -11 0.86 0.42 
LL, FF 4-10 1.109t 0.97 0.43 
LL, LL 6-10 
 
1.101+13
3 0.38 0.77 
LL, FL 5-8 1.097t 0.51 0.60 
0.1395, 0.138 LL, LF 6-10 1.091t 0.90 0.44 
LL, FF 4-10 1.097 +14 11 0.95   0.45 
LL, LL 6-10 1.088+1 3  10 0.75 
LL, FL 5-8 1.084+  11 
16 
 0.49 
0.139, 0.139 LL, LF 7-10 1.077 0.87 0.46 
LL, FF 4-10 1.085i 0.86 0.50 
LL, LL 6-10 1.074+ 14 10 0.46   0.71 
LL, FL 5-8 1.072t 0.61 0.54 
0.1395, 0.139 LL, LF 6-10 1.064t 0.87 0.46 
LL, FF 4-10 1.072i -10 0.83 0.53 
LL, LL 6-10 1.061t 0.50 0.68 
LL, FL 5-8 1.059t 0.69 0.50 
0.1395, 0.1395 LL, LF 6-10 1.051t 0.86 0.46 
LL, FF 6-10 1.066t 0.73 0.54 
Table D.2: (continued): Vector meson masses from 83  x 24 lattice at /3 = 5.2, 
CSW = 1.76, ic = 0.138 
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ic1, 	c 2 Fuzzing Fit range am x 2 Id.o.f Q 
LL, LL 7-10 1.050t' 0.37 0.69 
LL, FL 6-9 1.048+9 0.02 0.98 
0.137, 0.137 LL, LF 4-10 1.053t 0.55 0.73 
LL, FF 4-8 1.043- 6
+8 0.19 0.90 
LL, LL 7-10 1.024+ 12 10 0.33   0.72 
LL, FL 6-9 1.023ii 0 0.03 0.99 
0.138, 0.137 LL, LF 4-10 1.026ii 0.53 0.75 
LL, FF 4-10 1.016t 0.21 0.96 
LL, LL 6-9 1.002ii' 0.24 0.79 
LL, FL 6-9 0.998t 0  0.02 0.99 
0.139, 0.137 LL, LF 4-10 1.001t 1 0.52 0.76 
LL, FF 4-10 0.990t 0.23 0.95 
LL, LL 6-9 0.989ii 1 0.17 0.84 
LL, FL 6-9 0.985ii 1 0.01 0.99 
0.1395, 0.137 LL, LF 4-10 0.988t 1 0.52 0.76 
LL, FF 4-10 0.944t 0  0.24 0.94 
LL, LL 6-9 1.001t 1 0.28 0.76 
LL, FL 6-9 0.996 0 0.04 0.96 
0.138, 0.138 LL, LF 4-10 1.000it 0 0.52 0.76 
LL, FF 4-8 0.989 0.19 0.97 
Table D.3: Vector meson masses from 8 3  x 24 lattice at /3 = 5.2, c SW = 1.76, 
= 0.139 
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'c 1 , 	'2 Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 6-9 0.974t 2 0.19 0.83 
LL, FL 6-9 0.970t 1 0.01 0.99 
0.139, 0.138 LL, LF 5-8 0.966t 2 0,04 0.96 
LL, FF 4-8 0.963ii 0 0.19 0.91 
LL, LL 6-9 0.961 0.15 0.86 
LL, FL 6-9 0.957t 0.01 0.99 
0.1395, 0.138 LL, LF 5-8 0.952+13  0.94 
LL, FF 4-10 0.949t ° 0.20 0.96 
.LL, LL 6-9 0.947t 0.14 0.87 
LL, FL 6-9 0.943t 0.08 0.93 
0.139, 0.139 LL, LF 5-8 0.938 0.08 0.92 
LL, FF 4-8 0.936ii 1 0.13 0.95 
LL, LL 6-9 0.933i 0.12 0.89 
LL, FL 6-9 0.930t 0.05 0.95 
0.1395, 0.139 LL, LF 6-10 0.919t 0.08 0.97 
LL, FF 4-8 0.938' 0.14 0.93 
LL, LL 6-9 0.919i 0.11 0.90 
LL, FL 6-9 0.916 0.10 0.91 
0.1395, 0.1395 LL, LF 6-10 0.905ii 0.08 0.96 
LL, FF 4-8 0.909t 2 0.11 0.95 
Table D.3: (continued): Vector meson masses from 8 x 24 lattice at 13 = 5.2, 
cSW = 1.76, r, = 0.139 
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pci, ic2 Fuzzing Fit range arn x 2 /d.o.f Q 
LL, LL 7-10 0.942+ 13 12 0.10   0.90 
LL, FL 6-10 0.936ii 0.11 0.95 
0.137, 0.137 LL, LF 5-10 0.945i 1.25 0.29 
LL, FF 5-10 0.930+ 13  1.09 0.36 
LL, LL 7-10 0.916t 0.04 0.96 
LL, FL 6-10 0.910ii 0.11 0.96 
0.138, 0.137 LL, LF 5-10 0.919ii 1.04 0.39 
LL, FF 5-10 0.904+14 10 0.95 0.44 
LL, LL 7-10 0.892t 0.06 0.99 
LL, FL 6-9 0.884+14 12 0.10   0.90 
0.139, 0.137 LL, LF 5-10 0.893 0.82 0.51 
LL, FF 6-10 0.883t 0.76 0.52 
LL, LL 7-10 0.881ii 0.01 0.99 
LL, FL 6-9 0.871i 0.09 0.91 
0.1395, 0.137 LL, LF 5-10 0.880+14 12 0.72   0.57 
LL, FF 6-10 0.871t 0.68 0.57 
LL, LL 7-10 0.891t 0.04 0.99 
LL, FL 6-9 0.882+13 11 0.03   0.96 
0.138, 0.138 LL, LF 5-10 0.891ii 0.81 0.52 
LL, FF 6-10 0.882+ 15 13 0.77   0.51 
Table D.4: Vector meson masses from 8 3  x 24 lattice at 3 = 5.2, csw = 1.76, 
= 0.1395 
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'1, 	c 2 Fuzzing 1 Fit range am x 2 /d.o.f Q 












LL, FF 6-10 0.856t 0.61 0.61 












LL, FF 6-10 0.843t 0.54 0.66 












LL, FF 6-10 0.828ii 0.56 0.64 












LL, FF 6-10 0.816t 0.51 0.68 












LL, FF 6-10 0.805- 19
+20 0.51 0.68 
Table D.4: (continued): Vector meson masses from 8 3  x 24 lattice at 3 = 5.2, 
csw = 1.76, k = 0.1395 
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K1, K2  Fuzzing Fit range am X 2 /d.o.f Q 
LL, LL 7-10 1.301 0.25 0.78 
LL, FL 6-10 1.298t 0.38 0.77 
0.137, 0.137 LL, LF 6-10 1.297- 7 0.26 0.86 
LL, FF 7-10 1.298f 0.21 0.81 
LL, LL 7-10 1.278th 0.70 0.36 
LL, FL 6-10 1.275ii 0.46 0.71 
0.138, 0.137 LL, LF 6-10 1.274- 7  0.83 
LL, FF 7-10 1.275 0.20 0.82 
LL, LL 7-10 1.255t 0.51 0.60 
LL, FL 6-10 1.251t 0.56 0.64 
0.139, 0.137 LL, LF 6-10 1.250t 0.33 0.80 
LL, FF 7-10 1.252ii 0.19 0.82 
LL, LL 6-10 1.245- 6
+7 0.54 0.65 
LL, FL 6-10 1.239+ 7 0.62 0.60 
0.1395, 0.137 LL, LF 6-10 1.239t 0.36 0.78 
LL, FF 7-10 1.240t 8 0.20 0.82 
LL, LL 6-10 1.257t6 0.50 0.68 
LL, FL 6-10 1.251t 0.54 0.66 
0.138, 0.138 LL, LF 6-10 1.250 0.33 0.80 
LL, FF 7-10 1.252 0.18 0.83 
Table D.5: Vector meson masses from 12 3  x 24 lattice at 3 = 5.2, csw = 1,76, 
ic = 0.137 
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1, /c 2 Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 6-10 1.233t6 0.57 0.63 
LL, FL 6-10 1.227t 0.66 0.58 
0.139, 0.138 LL, LF 4-10 1.232t 0.39 0.86 
LL, FF 7-10 1.223+8 0.19 0.83 
LL, LL 6-10 1.222ii 0.62 0.60 
LL, FL 6-10 1.215+8 0.72 0.54 
0.1395, 0.138 LL, LF 4-10 1.220t 0.41 0.85 
LL, FF 7-10 1.217- 9
+8 0.20 0.82 
LL, LL 6-10 1.210 0.67 0.57 
LL, FL 6-10 1.204ii 0.79 0.50 
0.139, 0.139 LL, LF 4-10 1.208t 0.43 0.83 
LL, FF 7-10 1.205it 0.20 0.82 
LL, LL 6-10 1.198ii 0.73 0.54 
LL, FL 6-10 1.191ii 0.86 0.46 
0.1395, 0.139 LL, LF 4-10 1.197t 0.45 0.81 
LL, FF 7-10 1.193t 0.22 0.80 
LL, LL 6-10 1.186- 7
+8 0.79 0.50 
LL, FL 6-10 1.179ii 0.94 0.42 
0.1395, 0.1395 LL, LF 4-10 1.185 -5 0.48 0.79 
LL, FF 7-10 1.181t 0 0.24 0.79 
Table D.5: (continued): Vector meson masses from 12 3  x 24 lattice at 3 = 5.2, 
cSW = 1.76, ,c = 0.137 
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Kh 	2 Fuzzing Fit range am X2/d.o.f [_Q 
LL, LL 7-10 1.183ii 0.39 0.68 
LL, FL 7-10 1.176t 0.11 0.90 
0.137, 0.137 LL, LF 6-9 1.179t 0.38 0.68 
LL, FF 4-10 1.177i1g 0.69 0.63 
LL, LL 7-10 1.158- 5
+6 0.37 0.69 
LL, FL 7-10 1.151t 0.12 0.88 
0.138, 0.137 LL, LF 6-9 1.154it 0.42 0.66 
LL, FF 4-10 1.152t 0.73 0.60 
LL, LL 7-10 1.133- 5
+6 0.35 0.71 
LL, FL 7-10 1.126t 0.15 0.86 
0.139, 0.137 LL, LF 6-9 1.129t 0.46 0.63 
LL, FF 4-10 1.127-3
+6 0.77 0.57 
LL, LL 7-10 1.12 +6 0.34 0.71 
LL, FL 7-10 1.113- 5
+6 0.18 0.84 
0.1395, 0.137 LL, LF 6-9 1.117 0.48 0.62 
LL, FF 4-10 1.114t 0.79 0.56 
LL, LL 7-10 1.133- 5
+6 0.35 0.70 
LL, FL 7-10 1.126t 0.11 0.90 
0.138, 0.138 LL, LF 6-9 1.129 0.46 0.63 
LL, FF 4-10 1.126- 3
+6 0.72 0.61 
Table D.6: Vector meson masses from 12 x 24 lattice at /3 = 5.2, CSW = 1.76, 
= 0.138 
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i, 	It2 Fuzzing Fit range am [x2 /d.o.f Q 
LL, LL 7-10 1.108t 0.33 0.72 
LL, FL 7-10 1.1011i 0.14 0.87 
0.139, 0.138 LL, LF 6-9 1.104t 0.49 0.61 
LL,FF 4-10 i.i0iii 0.76 0.58 
LL, LL 7-10 1.095t 0.32 0.73 
LL, FL 7-10 1.087- 5
+6 0.16 0.85 
0.1395, 0.138 LL, LF 6-10 1.093t 0.50 0.68 
LL,FF 4-10 1.089t 0.77 0.57 
LL, LL 7-10 1.082t 0.31 0.74 
LL, FL 7-10 1.075- 5
+6 0.11 0.89 
0.139, 0.139 LL, LF 6-10 1.081t 0.50 0.68 
LL,FF 4-10 1.076- 4
+6 0.72 0.61 
LL, LL 7-10 1.070- 6
+6 0.30 0.74 
LL, FL 7-10 1.063- 5
+6 0.13 0.87 
0.1395, 0.139 LL, LF 6-10 1.068t 0.50 0.68 
LL,FF 4-10 1.063t 0.73 0.60 
LL, LL 7-10 1.057- 6
+7 0.29 0.75 
LL, FL 7-10 i.05Oii 0.12 0.89 
0.1395, 0.1395 LL, LF 6-10 1.055t 0.50 0.68 
LL,FF 4-10 1.051t 0.71 0.62 
Table D.6: (continued): Vector meson masses from 12 x 24 lattice at /3 = 5.2, 
CSW = 1.76, it = 0.138 
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Kh K2 Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 7-10 1.019t 0.76 0.47 
LL, FL 7-10 1.011 -5 0.60 0.55 
0.137, 0.137 LL, LF 6-10 1.020t 1.50 0.21 
LL, FF 6-10 1.013ii 1.26 0.29 
LL, LL 7-10 0.991t 0.75 0.74 
LL, FL 7-10 O.983ii 0.66 0.51 
0.138, 0.137 LL, LF 6-10 0.993t 1.46 0.22 
LL, FF 6-10 0.985t 1.22 0.30 
LL, LL 7-10 0.963- 6
+7 0.73 0.48 
LL, FL 7-10 0.955- 5
+7 0.69 0.50 
0.139, 0.137 LL, LF 6-10 0.965- 5  0.25 
LL, FF 6-10 0.957t 1.12 0.34 
LL, LL 7-10 0.949t 0.71 0.49 
LL, FL 7-10 0.941t 0.67 0.51 
0.1395, 0.137 LL, LF 6-10 0.952t 1.31 0.27 
LL, FF 6-10 0.944t 1.03 0.38 
LL, LL 7-10 0.962t 0.77 0.47 
LL, FL 7-10 0.954t 0.65 0.52 
0.138, 0.138 LL, LF 6-10 0.965t 1.40 0.24 
LL, FF 6-10 0.957+6  1.14 0.33 
Table D.7: Vector meson masses from 12 x 24 lattice at 3 = 5.2, CSW = 1.76, 
= 0.139 
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ic4, k2 Fuzzing Fit range am X 2 /d.o.f Q 
LL, LL 7-10 0.934i 0.76 0.47 
LL, FL 7-10 0.927t 0.67 0.51 
0.139, 0.138 LL, LF 6-10 0.937t 1.28 0.28 
LL, FF 6-10 0.929ii 1.02 0.38 
LL, LL 7-10 0.919ii 0.75 0.47 
LL, FL 7-10 0.913- 7
+6 0.67 0.51 
0.1395, 0.138 LL, LF 6-10 0.924 1.19 0.31 
LL, FF 6-10 0.915 0.92 0.43 
LL, LL 7-10 0.904t 0.77 0.46 
LL, FL 7-10 0.899i 0.64 0.53 
0.139, 0.139 LL, LF 6-10 0.909i 1.13 0.33 
LL, FF 6-10 0.901 0.88 0.45 
LL, LL 7-10 0.891t 0.76 0.47 
LL, FL 7-10 0.884 +6 0.65 0.52 
0.1395, 0.139 LL, LF 6-10 0.895 1.03 0.38 
LL, FF 6-10 0.887- 5
+7 0.78 0.50 
LL, LL 7-10 0.876t 0.75 0.47 
LL, FL 7-10 0.870ii 0.63 0.53 
0.1395, 0.1395 LL, LF 6-10 0.881ii 0.93 0.42 
LL, FF 6-10 0.872i 0.70 0.55 
Table D.7: (continued): Vector meson masses from 12 x 24 lattice at /9 = 5.2, 
esw = 1.76, r, = 0.139 
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'ci, K2 Fuzzing Fit range 
[ 	
am x 2 Id.o.f Q 
LL, LL 7-10 0.927f 6.18 0.02 
LL, FL 7-10 0.920 2.52 0.08 
0.137, 0.137 LL, LF 7-10 0.917t 0 2.87 0.06 
LL, FF 7-10 0.913- 8
+4 1.07 0.34 
LL, LL 7-10 0.898t 5.83 0.02 
LL, FL 7-10 0.891it 2.33 0.10 
0.138, 0.137 LL, LF 7-10 0.887ii 0 3.10 0.05 
LL, FF 7-10 0.884t 1.09 0.34 
LL, LL 7-10 0.870t 5.49 0.01 
LL, FL 7-10 0.862t 2.07 0.13 
0.139, 0.137 LL, LF 7-10 0.858t 1 3.34 0.04 
LL, FF 7-10 0.855t 1.05 0.35 
LL, LL 7-10 0.855t 5.32 0.01 
LL, FL 7-10 0.848i1 1.91 0.15 
0.1395, 0.137 LL, LF 7-10 0.843 3.45 0.03 
LL, FF 7-10 0.841t 0.99 0.37 
LL, LL 7-10 0.868t 5.50 0.01 
LL, FL 7-10 0.861t 2.15 0.12 
0.138, 0.138 LL, LF 7-10 0.857ii 0 3.31 0.04 
LL, FF 7-10 0.854ii 1.15 0.32 
Table D.8: Vector meson masses from 12 3  x 24 lattice at /3 = 5.2, CSW = 1.76, 
= 0.1395 
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[ 	
'ti, 'c 2 Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 7-10 0.839t 5.21 0.01 
LL, FL 7-10 0.832t 1.90 0.15 
0.139, 0.138 LL, LF 7-10 0.827t 0 3.50 0.03 
LL, FF 7-10 0.824t 1.09 0.34 
LL, LL 7-10 0.824i 0 5.05 0.01 
LL, FL 7-10 0.818t 1.72 0.18 
0.1395, 0.138 LL, LF 7-10 0.811t0 3.57 0.03 
LL, FF 7-10 0.810t 1.00 0.37 
LL, LL 7-10 0.808t 0  4.88 0.01 
LL, FL 7-10 0.801t 1.80 0.16 
0.139, 0.139 LL, LF 7-10 0.795ii 0 3.60 0.03 
LL, FF 7-10 0.793ii 1.15 0.32 
LL, LL 7-10 0.793i 1 4.66 0.01 
LL, FL 7-10 0.789ii 1.61 0.20 
0.1395, 0.139 LL, LF 7-10 0.77 -9 3.59 0.03 
LL, FF 7-10 0.778- 9  0.35 
LL, LL 7-10 0.778t 1 4.41 0.01 
LL, FL 7-10 0.771t 1.57 0.21 
0.1395, 0.1395 LL, LF 7-10 0.763ii 0 3.54 0.03 
LL, FF 7-10 0.762t 1.05 0.35 
Table D.8: (continued): Vector meson masses from 12 x 24 lattice at /3 = 5.2, 
esw = 1.76, tc = 0.1395 
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ici, ic2 Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 7-10 0.804t 2.46 0.09 
LL, FL 7-10 0.795t 1.84 0.16 
0.138, 0.138 LL, LF 7-10 0.791t 0  0.29 0.75 
LL, FF 6-10 0.802ii 5.06 0.01 
LL, LL 7-10 0.773t 2.43 0.09 
LL, FL 7-10 0.763ii 0  2.04 0.13 
0.139, 0.138 LL, LF 7-10 0.773ii 0.33 0.72 
LL, FF 6-10 0.772t 5.01 0.01 
LL, LL 7-10 0.757t 0 2.30 0.10 
LL, FL 7-10 0.747t 0  2.06 0.13 
0.1395, 0.138 LL, LF 7-10 0.744t 2 0.31 0.73 
LL, FF 6-10 0.756
- 9 
 0.01 
LL, LL 7-10 0.737ii 0 2.17 0.11 
LL, FL 7-10 0.739t 2.05 0.13 
0.1398, 0.138 LL, LF 7-10 0.734+ 12 0.28 0.76 
LL, FF 7-10 0.726t 0.12 0.89 
LL, LL 7-10 0.741t' 2.38 0.09 
LL, FL 7-10 0.731t 2 2.42 0.09 
0.139, 0.139 LL, L  7-10 0.728t 2 0.38 0.68 
LL, F  7-10 0.719t 0 0.11 0.89 
Table D.9: Vector meson masses from 12 3  x 24 lattice at 3 = 5.2, csw = 1.76, 
0.1398 
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Fuzzing Fit range am x 2 /d.o.f Q 
LL, LL 7-10 0.724t 2 2.24 0.11 
LL, FL 7-10 0.717t' 2.46 0.09 
0.1395, 0.139 LL, LF 7-10 0.691t 3 0.37 0.69 
LL, FF 7-10 0.703t 0  0.18 0.84 
LL, LL 7-10 0.716t 2 2.11 0.12 
LL, FL 7-10 0.707ii 1 2.41 0.09 
0.1398, 0.139 LL, LF 7-10 0.702+ 13  0.34 0.71 
LL, FF 7-10 0.692t 0  0.22 0 80 
LL, LL 7-10 0.709 2.11 0.12 
LL, FL 7-10 0.701t 2 2.49 0.08 
0.1395, 0.1395 LL, LF 7-10 0.695t 3 0.36 0.70 
LL, FF 7-10 0.784 0.24 0 78 
LL, LL 7-10 0.700t 3 1.97 0.14 
LL, FL 7-10 0.691t 2 2.54 0.08 
0.1398, 0.1395 LL, LF 7-10 0.686t 0.33 0.72 
LL, FF 7-10 0.675t 0.30 0 74 
LL, LL 7-10 0.690t 3 1.84 0.16 
LL, FL 7-10 0.681ii 3 2.58 0.08 
0.1398, 0.1398 LL, LF 7-10 0.676ii 0.31 0.73 
LL, FF 7-10 0.664t 0.37 0.70 
Table D.9: (continued): Vector meson masses from 12 x 24 lattice at f3 = 5.2, 
csw = 1.76, ,c = 0.1398 
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', 	c 2 Fuzzing Fit range am X 2 /d.o.f Q 
LL, LL 7-10 O.894t 3.40 0.03 
LL, FL 6-10 0.892- 6
+7 0.95 0.41 
0.139, 0.139 LL, LF 7-10 0.880t 0.67 0.51 
LL, FF 5-10 0.888 1.16 0.32 
LL, LL 7-10 0.880t 3.28 0.04 
LL, FL 6-10 0.878t 0.67 0.57 
0.1395 7  0.139 LL, LF 7-10 0.865t 0.61 0.54 
LL, FF 5-10 0.874i!i 1.17 0.32 
LL, LL 7-10 0.871t 3.19 0.04 
LL, FL 6-10 0.871- 7
+7 0.54 0.66 
0.1398, 0.139 LL, LF 7-10 0.856t 0.57 0.56 
LL, FF 5-10 0.866t 1.20 0.31 
LL, LL 7-10 0.865- 5
+7 3.13 0.04 
LL, FL 6-10 0.864ii 0.61 0.61 
0.1395, 0.1395 LL, LF 7-10 0.850ii 0.55 0.57 
LL, FF 5-10 0.860t 1.22 0.30 
LL, LL 7-10 0- 85 6 -5 3.02 0.05 
LL, FL 6-10 0.856- 7
+7 0.49 0.69 
0.1398, 0.1395 LL, LF 7-10 0.841t 0.51 0.60 
LL, FF 5-10 0.851ii 1.24 0.39 
LL, LL 7-10 0.847i 2.91 0.05 
LL, FL 6-10 0.847 +8 0.47 0.70 
0.1398, 0.1398 LL, LF 7-10 0.832ii 0.47 0.62 
LL, FF 5-10 0.842t 1.29 0.27 
Table D.10: Vector meson masses from 16 x 24 lattice at 13 = 5.2, CSW = 1.76, 
= 0.139 
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K1,K2 Fuzzing [Fit range am X 2 /d.o.f Qj 
LL, LL 7-10 0.813 2.67 0.07 
LL, FL 7-10 0.811ii 0.61 0.54 
0.139, 0.139 LL, LF 7-10 0.806i 1.96 0.14 
LL, FF 7-10 0.806t 0.89 0.41 
LL, LL 7-10 0.798t 2.74 0.06 
LL, FL 7-10 0.798 0.51 0.60 
0.1395, 0.139 LL, LF 7-10 0.792t 2.46 0.09 
LL, FF 7-10 0.793ii 0.94 0.39 
LL, LL 7-10 0.789t 2.80 0.06 
LL, FL 7-10 0.790t 0.44 0.64 
0.1398, 0.139 LL, LF 7-10 0.783t 2.83 0.06 
LL, FF 7-10 0.786t8 ' 0.96 0.38 
LL, LL 7-10 0.783t 2.82 0.06 
LL, FL 7-10 0.784+9  0.60 
0.1395, 0.1395 LL, LF 5-8 0.801+7  0.05 
LL, FF 7-10 0.779t 1 1.11 0.33 
LL, LL 7-10 0.775ii 2.89 0.06 
LL, FL 7-10 0.777t 0 0.44 0.64 
0.1398, 0.1395 LL, LF 5-8 0.793+7 2.61 0.07 
LL, FF 5-8 0.787t 0.92 0.40 
LL, LL 7-10 0.766t 2.96 0.05 
LL, FL 7-10 0.768t 0 0.44 0.64 
0.1398, 0.1398 LL, LF 5-8 0.778t 0 0.75 0.47 
LL, FF 5-8 0.778t 0 0.75 0.47 
Table D.11: Vector meson masses from 16 x 24 lattice at /3 = 5.2, csw = 1.76, 
Is: = 0.1395 
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K1, K2  [Fuzzing Fit range am X 2 /d.o.f Q 
LL, LL 7-10 0.748- 7
+8 0.13 0.88 
LL, FL 7-10 0.743- 7
+8 0.31 0.73 
0.139, 0.139 LL, LF 6-10 0.752t 0.56 0.64 
LL, FF 6-10 0.747ii 0.20 0.90 
LL, LL 7-10 0.733t 0.06 0.94 
LL, FL 7-10 0.728t 0.37 0.69 
0.1395, 0.139 LL, LF 6-10 0.736t 0.47 0.70 
LL, FF 6-10 0.732ii 0.26 0.85 
LL, LL 7-10 0.723ii 0.03 0.97 
LL, FL 7-10 0.719 0.43 0.65 
0.1398, 0.139 LL, LF 6-10 0.727t 0.43 0.73 
LL, FF 6-10 0.723t 7 0.31 0.82 
LL, LL 7-10 0.717t 0.02 0.98 
LL, FL 7-10 0.712it 0.38 0.68 
0.1395, 0.1395 LL, LF 6-10 0.721ii 0.42 0.74 
LL, FF 6-10 0.716+9  0.83 
LL, LL 7-10 0.707t 0.01 0.99 
LL, FL 7-10 0.703t 0.44 0.65 
0.1398, 0.1395 LL, LF 6-10 0.711t 0.40 0.75 
LL, FF 6-10 0.707 0.35 0.79 
LL, LL 7-10 0.698 0 0.01 0.99 
LL, FL 7-10 0.694 0.42 0.65 
0,1398, 0.1398 LL, LF 6-10 0.702 0.40 0.75 
LL, FF 6-10 0.698t 0.36 0.78 
Table D.12: Vector meson masses from 16 x 24 lattice at 3 = 5.2, CSW = 1.76, 
is; = 0.1398 
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