Feature learning forms the cornerstone for tackling challenging learning problems in domains such as speech, computer vision and natural language processing. In this paper, we consider a novel class of matrix and tensor-valued features, which can be pre-trained using unlabeled samples. We present efficient algorithms for extracting discriminative information, given these pre-trained features and labeled samples for any related task. Our class of features are based on higher-order score functions, which capture local variations in the probability density function of the input. We establish a theoretical framework to characterize the nature of discriminative information that can be extracted from score-function features, when used in conjunction with labeled samples. We employ efficient spectral decomposition algorithms (on matrices and tensors) for extracting discriminative components. The advantage of employing tensor-valued features is that we can extract richer discriminative information in the form of an overcomplete representations. Thus, we present a novel framework for employing generative models of the input for discriminative learning.
INTRODUCTION
Having good features or representations of the input data is critical to achieving good performance in challenging machine learning tasks in domains such as speech, computer vision and natural language processing (Bengio et al., 2013) . Traditionally, feature engineering relied on carefully hand-crafted features, tailored towards a specific task: a laborious and a time-consuming process. Instead, the recent trend has been to automatically learn good features through various frameworks such as deep learning (Bengio et al., 2013) , sparse coding (Raina et al., 2007) , independent component analysis (ICA) (Le et al., 2011) , Fisher kernels (Jaakkola et al., 1999) , and so on. These approaches are unsupervised and can thus exploit the vast amounts of unlabeled samples, typically present in these domains.
A good feature representation incorporates important prior knowledge about the input, typically through a probabilistic model. In almost every conceivable scenario, the probabilistic model needs to incorporate latent variables to fit the input data. These latent factors can be important explanatory variables for classification tasks associated with the input. Thus, incorporating generative models of the input can hugely boost the performance of discriminative tasks.
Many approaches to feature learning focus on unsupervised learning, as described above. The hypothesis behind employing unsupervised learning is that the input distribution is related to the associative model between the input and the label of a given task, which is reasonable to expect in most scenarios. When the distribution of the unlabeled samples, employed for feature learning, is the same as the labeled ones, we have the framework of semi-supervised learning. A more general framework, is the so-called self-taught learning, where the distribution of unlabeled samples is different, but related to the labeled ones (Raina et al., 2007) . Variants of these frameworks include transfer learning, domain adaptation and multi-task learning (Bengio, 2011) , and involve labeled datasets for related tasks. These frameworks have been of extensive interest to the machine learning community, mainly due to the scarcity of labeled samples for many challenging tasks. For instance, in computer vision, we have a huge corpus of unlabeled images, but a more limited set of labeled ones. In natural language processing, it is extremely laborious to annotate the text with syntactic and semantic parses, but we have access to unlimited amounts of unlabeled text.
It has been postulated that humans mostly learn in an unsupervised manner (Raina et al., 2007) , gathering "common-sense" or "general-purpose" knowledge, without worrying about any specific goals. Indeed, when faced with a specific task, humans can quickly and easily extract relevant information from the accrued general-purpose knowledge. Can we design machines with similar capabilities? Can we design algorithms which succinctly summarize information in unlabeled samples as generalpurpose features? When given a specific task, can we efficiently extract relevant information from general-purpose features? Can we provide theoretical guarantees for such algorithms? These are indeed challenging questions, and we provide some concrete answers in this paper.
SUMMARY OF RESULTS
In this paper, we consider a class of matrix and tensor-valued "general-purpose" features, pre-trained using unlabeled samples. We assume that the labels are not present at the time of feature learning. When presented with labeled samples, we leverage these pre-trained features to extract discriminative information using efficient spectral decomposition algorithms. As a main contribution, we provide theoretical guarantees on the nature of discriminative information that can be extracted with our approach.
We consider the class of features based on higher-order score functions of the input, which involve higher-order derivatives of the probability density function (pdf). These functions capture "local manifold structure" of the pdf. While the first-order score function is a vector (assuming a vector input), the higher-order functions are matrices and tensors, and thus capture richer information about the input distribution. Having access to these matrix and tensor-valued features allows to extract better discriminative information, and we characterize its precise nature in this work.
Given score-function features and labeled samples, we extract discriminative information based on the method of moments. We construct cross-moments involving the labels and the input score features. Our main theoretical result is that these moments are equal to the expected derivatives of the label, as a function of the input or some model parameters. In other words, these moments capture variations of the label function, and are therefore informative for discriminative tasks.
We employ spectral decomposition algorithms to find succinct representations of the moment matrices/tensors. These algorithms are fast and embarrassingly parallel. See b; c) for details, where we have developed and analyzed efficient tensor decomposition algorithms (along with our collaborators). The advantage of the tensor methods is that they do not suffer from spurious local optima, compared to typical non-convex problems such as expectation maximization or backpropagation in neural networks. Moreover, we can construct overcomplete representations for tensors, where the number of components in the representation can exceed the Unlabeled data: {xi} General-purpose features:
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Extract discriminative features using uj 's/ do model-based prediction with uj's as parameters data dimensionality. It has been argued that having overcomplete representations is crucial to getting good classification performance (Coates et al., 2011) . Thus, we can leverage the latest advances in spectral methods for efficient extraction of discriminative information from moment tensors.
In our framework, the label can be a scalar, a vector, a matrix or even a tensor, and it can either be continuous or discrete. We can therefore handle a variety of regression and classification settings such as multi-task, multi-class, and structured prediction problems. Thus, we present a unified and an efficient end-to-end framework for extracting discriminative information from pre-trained features. An overview of the entire framework is presented in Figure 1 which is fully explained later in Section 3.
We now provide some important observations below.
Are the expected label function derivatives informative? Our analysis characterizes the discriminative information we can extract from score function features. As described above, we prove that the cross-moments between the label and the score function features are equal to the expected derivative of the label as a function of the input or model parameters. But when are these expected label derivatives informative? Indeed, in trivial cases, where the derivatives of the label function vanish over the support of the input distribution, these moments carry no information. However, such cases are pathological, since then, either there is no variation in the label function or the input distribution is nearly degenerate. Another possibility is that a certain derivative vanishes, when averaged over the input distribution, even though it is not zero everywhere. If this is the case, then the next derivative cannot be averaged out to zero, and will thus carry information about the variations of the label function. Thus, in practical scenarios, the cross-moments contain useful discriminative information. In fact, for many discriminative models which are challenging to learn, such as multi-layer neural networks and mixtures of classifiers, we establish that these moments have an intimate relationship with the parameters of the discriminative model in subsequent works (Sedghi & Anandkumar, 2014a; b) .
Spectral decomposition of the moments provably recovers the model parameters. These are the first results for guaranteed learning of many challenging discriminative latent variable models.
Contrasting with previous approaches:
We now contrast our approach to previous approaches for incorporating generative models in discriminative tasks. Typically, these approaches directly feed the pre-trained features to a classifier. For example, in the Fisher kernel framework, the Fisher score features are fed to a kernel classifier (Jaakkola et al., 1999) . The reasoning behind this is that the features obtained from unsupervised learning have information about all the classes, and the task of finding class-specific differences in the learnt representation is left to the classifier. However, in practice, this may not be the case, and a common complaint is that these generative features are not discriminative for the task at hand. Previous solutions have prescribed joint training discriminative features using labeled samples, in conjunction with unlabeled samples (Mairal et al., 2009; Maaten, 2011; Wang et al., 2013) . However, the resulting optimization problems are complex and expensive to run, may not converge to good solutions, and have to be re-trained for each new task. We present an alternative approach to extract discriminative features using efficient spectral decomposition algorithms on moment matrices and tensors. These methods are light weight and fast, and we theoretically quantify the nature of discriminative features they can extract. These discriminative features can then be fed into the classification pipeline. Thus, the advantage of our approach is that we can quickly generate discriminative features for new classification tasks without going through the laborious process of re-training for new features.
We now contrast our approach with previous moment-based approaches for discriminative learning, which consider moments between the label and raw input, e.g. (Karampatziakis & Mineiro, 2014) . Such methods have no theoretical guarantees. In contrast, we construct cross-moments between the label and the score function features. We show that using score function features is crucial to mining discriminative information with provable guarantees.
Extension to self-taught learning:
We have so far described our framework under the semisupervised setting, where the unlabeled and labeled samples have the same input distribution. We can also handle the framework of self-taught learning, where the two distributions are related but may not be the same. We prescribe some simple pre-processing to transfer the parameters and to re-estimate the score function features for the input of the labeled data set. Such parameter transfer frameworks have been considered before, e.g. (Raina et al., 2007) , except here we present a general latent-variable framework and focus on transferring parameters for computing score functions, since we require them for subsequent operations. Our framework can also be applied to scenarios where we have different input sources with different distributions, but the classification task is the same, and thus, the associative model between the label and the input is fixed. Consider for instance, crowdsourcing applications, where the same task is presented to different groups of individuals. In our approach, we can then construct different score function features for different input sources and the different cross-moments provide information about the variations in the label function, averaged over different input distributions. We can thus leverage the diversity of different input sources for improved performance on common tasks. Thus, our approach is applicable in many challenging practical scenarios.
OVERVIEW OF THE FRAMEWORK
In this section, we elaborate on the end-to-end framework presented in Figure 1 .
Background:
The problem of supervised learning consists of learning a predictor, given labeled training samples {(x i , y i )} with input x i and corresponding label y i . Classical frameworks such as SVMs are purely discriminative since they make no distributional assumptions. However, when labeled data is limited and classification tasks are challenging, incorporating distributional information can improve performance. In an associative model-based framework, we posit a conditional distribution for the label given the input p(y|x). However, learning this model is challenging, since maximum-likelihood estimation of p(y|x) is non-convex and NP-hard to solve in general, especially if it involves hidden variables (e.g., associative mixtures, multi-layer neural networks). In addition, incorporating a generative model for input x often leads to improved discriminative performance.
Label-function derivatives are discriminative: Our main focus in this work is to extract useful information about p(y|x) without attempting to learn it in its entirety. In particular, we extract information about the local variations of conditional distribution p(y|x), as the input x (or some model parameter) is changed. For the classification setting, it suffices to consider 1 E[y|x] := G(x). In this paper, we present mechanisms to estimate its expected higher order derivatives
where
denotes the m-th order derivative operator w.r.t. variable x. By having access to expected derivatives of the label function G(x) in (1), we gain an understanding of how the label y varies as we change the input x locally, which is valuable discriminative information.
Score functions yield label-function derivatives:
One of the main contributions of this paper is to obtain these expected derivatives in (1) using features denoted by S m (x), for m ≥ 1 (learnt from unlabeled samples) and the labeled data. In particular, we form the cross-moment between the label y and the features S m (x), and show that they yield the derivatives as
We establish a simple form for features S m (x), based on the derivatives of the probability density function p(·) of the input x as
In fact, we show that the feature S m (x) defined above is a function of higher order score functions ∇ (n)
x log p(x) with n ≤ m, and we derive an explicit relationship between them. This is basically why we also call these features as (higher order) score functions. Note that the features S m (x) can be learnt using unlabeled samples, and we term them as general-purpose features since they can be applied to any labeled dataset, once they are estimated. Note the features S m (x) can be vectors, matrices or tensors, depending on m, for multi-variate x. The choice of order m depends on the particular setup: a higher m yields more information (in the form of higher order derivatives) but requires more samples to compute the empirical moments accurately.
We then extend the framework to parametric setting, where we obtain derivatives E[∇ (m) θ G(x; θ)] with respect to some model parameter θ when E[y|x; θ] := G(x; θ). These are obtained using general-purpose features denoted by S m (x; θ) which is a function of higher order Fisher score functions ∇ (n) θ log p(x; θ) with n ≤ m. Note that by using the parametric framework we can now incorporate discrete input x, while this is not possible with the previous framework.
Spectral decomposition of derivative matrices/tensors: Having obtained the derivatives
(which are matrices or tensors), we then find efficient representations using spectral/tensor decomposition methods. In particular, we find vectors u j such that
where ⊗ refers to the tensor product notation. Note that since the higher order derivative is a symmetric matrix/tensor, the decomposition is also symmetric. Thus, we decompose the matrix/tensor at hand into sum of rank-1 components, and in the matrix case, this reduces to computing the SVD. In the case of a tensor, the above decomposition is termed as CP decomposition (Kruskal, 1977) . In a series of works b; c) , we have presented efficient algorithms for obtaining (4), and analyzed their performance in detail.
1 In the classification setting, powers of y, e.g., y 2 contain no additional information, and hence, all the information of the associative model is in E[y|x] := G(x). However, in the regression setting, we can compute additional functions, e.g.,
, where E[y 2 |x] := H(x). Our approach can also compute these derivatives.
2 Note that since we are computing the expected derivatives, we also assume a distribution for the input x. 3 We drop subscript x in the derivative operator ∇ (m) x saying ∇ (m) when there is no ambiguity.
The matrix/tensor in hand is decomposed into a sum of k rank-1 components. Unlike matrices, for tensors, the rank parameter k can be larger than the dimension. Therefore, the decomposition problems falls in to two different regimes. One is the undercomplete regime: where k is less than the dimension, and the overcomplete one, where it is not. The undercomplete regime leads to dimensionality reduction, while the overcomplete regime results in richer representation.
Once we obtain components u j , we then have several options to perform further processing. We can extract discriminative features such as σ(u ⊤ j x), using some non-linear function σ(·), as performed in some of the earlier works, e.g., (Karampatziakis & Mineiro, 2014) . Alternatively, we can perform model-based prediction and incorporate u j 's as parameters of a discriminative model. In a subsequent paper, we show that u j 's correspond to significant parameters of many challenging discriminative models such as multi-layer feedforward neural networks and mixture of classifiers, under the realizable setting.
Extension to self-taught learning:
The results presented so far assume the semi-supervised setting, where the unlabeled samples {x i } used to estimate the score functions are drawn from the same distributions as the input {x i } of the labeled samples {(x i , y i )}. We present simple mechanisms to extend to the self-taught setting, where the distributions of {x i } and {x i } are related, but not the same. We assume latent-variable models forx and x, e.g., sparse coding, independent component analysis (ICA), mixture models, restricted Boltzmann machine (RBM), and so on. We assume that the conditional distributions p(x|h) and p(x|h), given the corresponding latent variablesh and h are the same. This is reasonable since the unlabeled samples {x i } are usually "rich" enough to cover all the elements. For example, in the sparse coding setting, we assume that all the dictionary elements can be learnt through {x i }, which is assumed in a number of previous works, e.g (Raina et al., 2007; Zhang et al., 2008) . Under this assumption, estimating the score function for new samples {x i } is relatively straightforward, since we can transfer the estimated conditional distribution p(x|h) (using unlabeled samples {x i }) as the estimation of p(x|h), and we can re-estimate the marginal distribution p(h) easily. Thus, the use of score functions allows for easy transfer of information under the self-taught framework. The rest of the steps can proceed as before.
CONCLUSION
We provided a general framework for proposing discriminative features by introducing higher order score functions. The framework can be applied in semi-supervised and self-taught learning settings. We first use the unlabeled data to estimate the score function. We then show that the score function yields the expected label-function derivative by forming the cross-moment between the label and the score function. Then we use spectral methods to extract discriminative features by decomposing the higher order derivatives of label-function into rank-1 components. We apply this framework for learning several challenging models such as multi-layer neural networks and mixtures of classifiers in subsequent works (Sedghi & Anandkumar, 2014a; b) .
