Data of sequential nature arise in many application domains in the form of, e.g., textual data, DNA sequences, and software execution traces. Different research disciplines have developed methods to learn sequence models from such datasets: (i) In the machine learning field methods such as (hidden) Markov models and recurrent neural networks have been developed and successfully applied to a wide range of tasks, (ii) in process mining process discovery methods aim to generate humaninterpretable descriptive models, and (iii) in the grammar inference field the focus is on finding descriptive models in the form of formal grammars. Despite their different focuses, these fields share a common goal: learning a model that accurately captures the sequential behavior in the underlying data. Those sequence models are generative, i.e., they are able to predict what elements are likely to occur after a given incomplete sequence. So far, these fields have developed mainly in isolation from each other and no comparison exists. This paper presents an interdisciplinary experimental evaluation that compares sequence modeling methods on the task of next-element prediction on four real-life sequence datasets. The results indicate that machine learning methods, which generally do not aim at model interpretability, tend to outperform methods from the process mining and grammar inference fields in terms of accuracy.
focused on the development of tools and methods to model and describe such sequence data. However, these research fields mostly operate independently from each other, and, with little knowledge transfer between them. Nonetheless, the different methods from the different research fields generally share the same common goal: learning a descriptive model from a dataset of sequences such that the model accurately generalizes from the sequences that are present in the dataset. The three research communities that developed sequence modeling methods include machine learning, grammar inference, and process mining.
In the machine learning research community, several methods for modeling sequences have been developed in the sequence modeling subfield. Well-known examples of such sequence models include n-gram models [29] , Markov chains [31] , hidden Markov models (HMMs) [54] , and recurrent neural networks (RNNs) [37] . Sequence modeling methods have been successfully applied in many application domains, including modeling of natural language [29] , music sequences [46] , and DNA sequences [60] . Typically, the end goal of these methods is to automate a certain task and therefore the focus is mostly on the accuracy of the mod-els, with little emphasis on producing human-interpretable models. Examples of successfully automated tasks within the aforementioned application domains include automated translation of text documents [23] , as well as automatic music generation or transcription [15] .
In the field of grammar inference [26, 27] , it is typically assumed that there exists an unknown formal language that generates the sequential dataset. As such, the sequences in the dataset are considered positive examples, on the basis of which the resulting formal language is to be inferred. The learned language is represented as an automaton (in case the language is regular) or as a context-free grammar, thereby contrasting with the machine learning field by creating human-interpretable models.
The process mining [67] field, originating from the research domain of business process management, is concerned with finding an accurate description of a business process from a dataset of logged execution sequences, captured during the execution of the process. The result of a process mining algorithm is usually a process model, i.e., a model in a graphical form with corresponding formal execution semantics. Some of the process model notations that are generated by process mining methods are heavily used in industry, e.g., BPMN [50] . As such, in the process mining field, there is a strong emphasis on the human interpretability of the discovered models. Another feature that differentiates process mining from both the machine learning and the grammar inference methods is its focus on explicitly modeling concurrent behavior.
There have been efforts to systematically compare and benchmark the accuracy of different methods within each of these research fields independently. In the machine learning field, this often occurs through task-specific benchmark datasets, such as the popular WMT'14 dataset for machine translation [14] . In grammar inference, this often happens through competitions with standardized evaluations [10, 25, 41] . In the process mining field, the work of [8] compares 35 process discovery algorithms on a collection of datasets. Additionally, competitions with standardized evaluations have also emerged in the process mining field as well [21] .
While there have been many efforts to compare sequence modeling methods within each research field, to the best of our knowledge, there has been little to no work in the evaluating the accuracy of sequence models between the different research fields. In order to enable a comparison between sequence models from the different research fields, we focus on a single task to which such models can be applied: predicting the next element of an unfinished/incomplete sequence. More specifically, we focus on generating the whole probability distribution over possible next elements of the sequence, instead of just predicting the single most likely next element. Machine learning approaches are gen-erally already capable of generating the whole probability distribution over possible next elements and the same holds for a subset of grammar inference methods, called probabilistic grammar inference. In earlier work [64] , we presented a method to use a process model as a probabilistic sequence classifier, thereby enabling the comparison with other probabilistic sequence models. Furthermore, [64] presented a preliminary comparison between machine learning and process discovery methods, i.e., excluding grammar inference.
This paper extends the work started in [64] in several ways. First, we have expanded the scope of the paper to include a new research community that was not yet represented in the initial study: the field of grammar inference. Secondly, we expanded our experimental setup by experimenting on a larger number of datasets and covering a larger set of methods, i.e., additionally covering hidden Markov models [54] and Active LeZi [33] in the machine learning category and in the process mining category adding the Indulpet miner [42] process discovery algorithm as well as a class of automatonbased prediction methods. Finally, in an attempt to bring the three research communities together and to make this article useful for researchers from the machine learning, process mining, and grammar inference domain, we have added considerable detail to the description of process-model-based predictions.
The remainder of this paper is structured as follows. In Sect. 2, we describe basic concepts and notations that are used throughout the paper. In Sect. 3, we introduce several existing next-element prediction methods from the machine learning, grammar inference, and process mining domain. In Sect. 4, we introduce how process mining methods can be used as a sequence predictor. We describe the experimental setup in Sect. 5 and discuss the results of the experiments in Sect. 6. In Sect. 7, we present an overview of related work. Section 8 discusses threats to validity and limitations. Finally, we conclude this paper and identify several interesting areas of future work in Sect. 9.
Preliminaries
In this section, we introduce preliminary concepts used in later sections of this paper. We cover the fundamental basis of sequential data and formalize the notion of sequence databases. Furthermore, we briefly introduce Petri nets, which play an important role in the field of process mining.
Sequences and multisets
Sequences relate positions to elements, i.e., they allow us to order elements. A sequence of length n over a set X is a function σ : {1, . . . , n}→X and is alterna-tively written as σ = σ (1), σ (2) , . . . , σ (n) . X * denotes the set of all possible finite sequences over a set X . Given a sequence σ ∈X * , |σ | denotes its length, e.g., | x, y, z |=3. We represent the empty sequence by , i.e., | |=0, and, σ 1 ·σ 2 denotes the concatenation of sequences σ 1 and σ 2 . hd k (σ )= σ (1), σ (2), . . . , σ (k) is the prefix (or head) of length k of sequence σ (with 0<k<|σ |), e.g.,
is the postfix (or tail) of length k (with 0<k<|σ |). Given σ ∈X * and 1 ≤ i ≤ j ≤ |σ |, we let σ (i, j) = σ (i), . . . , σ ( j) . We say that one sequence σ is a prefix of another sequence σ if and only if hd |σ | (σ )=σ .
Given a function f : X →Y and a sequence σ = σ (1), . . . , σ (n) ∈X * , we lift function application to sequences, i.e.,
. . , f (σ (n)) . Furthermore, given σ ∈X * and X ⊆ X , we define σ ↓ X ∈X * , with (1) ↓ X = and (2) for any σ ∈X * and x∈X :
A multiset (or bag) over X is a function B : X →N which we write as [x w 1 1 , x w 2 2 , . . . , x w n n ], where for 1≤i≤n we have x i ∈X and w i ∈N + . Here, w i represents the value of B for x i , i.e., B(x i )=w i . In case w i =0, we omit x i from multiset notation, and, in case w i =1, we simply write x i , i.e., without w i as its superscript. For example, for multiset
The empty multiset is written as [ ]. The set of all multisets over X is denoted B(X ). Given B∈B(X ), we let B= {x∈X | B(x)>0}.
Finally, given σ ∈X * , we let σ = {x∈X | ∃i∈{1, . . . , |σ |} (σ (i)=x)} and − → σ = x k ∈X | k=|{i∈{1, . . . , |σ |} | σ (i)=x}| (also known as the Parikh representation of the sequence), e.g., a, b, b, c ={a, b, c} and
Sequence databases
As indicated, in this paper we study next-element prediction on the basis of sequential data. As an example introduction to this type of data, we present fictional data, which is assumed to be generated and captured during the execution of a (business) process. Consider Table 1 , adopted from [67] , in which we depict example data related to the process of handling a compensation request for concert tickets. Each row in the table corresponds to a single recorded data point, in this case representing the execution of an activity, in the context of an instance of the process. We are able to relate the different data points by means of the Case id column, which allows us to identify the underlying process instance. Observe that, the data elements describe several data attributes, e.g., the timestamp of the activity, the resource that executed the activity, etc., illustrating the practical relevance of this type of data.
However, for the purpose of this paper, we primarily focus on sequences of data items that we are able to represent as a single symbol. For example, when using the short-hand activity notation of the activities listed in Table 1 , we obtain the sequence a, d, b, e, h , for the process instance with case id 1337. 1 In the remainder, we let Σ to denote the set of symbols. In the context of this paper, a sequence database (often called event log in process mining) is defined as a finite multiset of sequences, L∈B(Σ * ). A word is a sequence σ ∈L, i.e., a sequence of symbols in a sequence database. For example, the sequence database L=[ a, b, c 2 , b, a, c 3 ] consists of two occurrences of the word a, b, c and three occurrences of word b, a, c .
Petri nets
Petri nets are a commonly used process modeling formalism to represent processes in process mining. They allow for explicit modeling of concurrent (i.e., parallel) behavior in a relatively compact manner. Additionally, most highlevel, business-oriented, process modeling notations, e.g., BPMN [50] , are often translatable into Petri nets.
A Petri net is a directed bipartite graph consisting of places (depicted as circles) and transitions (depicted as rectangles), connected by arcs. The transitions allow us to describe the possible activities/symbols of the process, whereas the places represent the enabling conditions of transitions. The label of a transition indicates the symbol that the transition represents. Unlabeled transitions (τ -transitions) represent invisible transitions (depicted as gray rectangles), which are used for routing purposes and are unobservable. As an example of a Petri net, consider Fig. 1 , which contains seven places and nine transitions. The symbol corresponding to transition t 1 is symbol a, whereas transition t 5 is unobservable.
The state of a Petri net is defined by its marking m∈B(P), i.e., a multiset of places. A marking is graphically denoted by drawing m( p) tokens in each place p∈P. For example, consider the marking of the example Petri net in Fig. 1 , i.e., [ p 1 ], represented by the black dot drawn in p 1 . State changes of a Petri net occur through transition firings. A transition t is enabled (can fire) in a given marking m if each input place of transition t contains at least one token. Once t fires, one token is removed from each input place of t and one token is added to each output place of t, leading to a new marking. Firing a transition t in marking m, yielding marking m , is denoted as step m t −→m . For example, in Fig. 1 , in marking [ p 1 ], the only enabled transition is t 1 , with label a. If we fire t 1 , we obtain a new marking, i.e., [ p 2 , p 3 ]. In the remainder of this paper, we consider Accepting Petri nets, i.e., Petri nets with The markings of a Petri net allow us to describe sequences of transition firings. For example, starting from marking
Observe that the sequence t 1 , t 4 , t 3 (and many other sequences) also results in marking [ p 4 , p 5 ]. This is due to the fact that we are able to fire t 4 and t 2 /t 3 (either one of the two, but not both) independently. Furthermore, due to the loop structure in the model, i.e., t 7 , we can again reach marking [ p 2 , p 3 ] (from [ p 6 ]). We are able to project each sequence of transitions on the labels of the corresponding transitions, e.g., t 1 , t 4 translates to a, d . Moreover, in the corresponding marking, i.e., [ p 2 , p 5 ], only transitions t 2 and t 3 are enabled. Observe that firing t 5 is not observable, i.e., sequence t 1 , t 2 , t 4 , t 5 translates to a, b, d , yielding marking [ p 6 ].
Next-element prediction methods
In this section, we present several methods to predict the probability distribution over the next element following a given incomplete sequence. These methods originate from different research fields. We start by introducing several sequence models from the machine learning domain: neural networks in Sect. 3.1.1, Markov models in Sect. 3.1.2, and Active LeZi in Sect. 3.1.3. We continue this section by introducing grammar inference in Sect. 3.2. In Sect. 3.3.1, we introduce some automaton-based methods for next-element prediction that originate from the process mining domain. Another class of methods from the process mining domain is presented in Sect. 3.3.2, where we discuss the so-called process discovery methods, which address the task of inferring a Petri net from a sequence database. 2 We conclude this section on sequence modeling methods in Sect. 3.4, where we discuss the similarities and differences between the methods presented in this section.
Machine learning
In this section, we present methods for next-element prediction, originating from the machine learning domain. We cover neural networks, Markov models, and Active LeZi.
Neural networks and recurrent neural networks
A neural network consists of one layer of input units, one layer of output units, and in-between are one or more layers that are referred to as hidden units. The outputs of the input units form the inputs for the units of the first hidden layer (i.e., the first layer of hidden units), and the outputs of the units of each hidden layer form the input for each subsequent hidden layer. The outputs of the last hidden layer form the input for the output layer. The output of each unit is a function over the weighted sum of its inputs. The weights of this weighted sum performed in each unit are optimized iteratively by applying the current weights to some training sequences and back-propagating the partial derivative of the weights with respect to the error back through the network and adjusting the weights accordingly. Recurrent neural networks (RNNs) are a special type of neural networks where the connections between neurons form a directed cycle.
RNNs can be unfolded, as shown in Fig. 2 . Each step in the unfolding is referred to as a time step, where x t is the input at time step t. RNNs can take an arbitrary length sequence as input, by providing the RNN a feature representation of one element of the sequence at each time step. s t is the hidden state at time step t and contains information extracted from all time steps up to t. The hidden state s is updated with information of the new input x t after each time step:
, where U and W are vectors of weights over the new inputs and the hidden state, respectively. In practice, either the hyperbolic tangent or the logistic function is generally used for function f , which is referred to as the activation function. The logistic function is defined as: sigmoid(x) = 1 1+exp(−x) . In neural network literature, the sigmoid function is often represented by σ ; however, to avoid confusion with sequences, we fully write sigmoid. o t is the output at step t.
Long short-term memory A long short-term memory (LSTM) model [36] is a special recurrent neural network architecture that has powerful modeling capabilities for longterm dependencies. The main distinction between a regular RNN and an LSTM is that the latter has a more complex memory cell C t replacing s t . Where the value of state s t in an RNN is the result of a function over the weighted average over s t−1 and x t , the LSTM state C t is accessed, written, and cleared through controlling gates, respectively, o t , i t , and f t . Information on a new input is accumulated to the memory cell if i t is activated. Additionally, the previous memory cell value C t−1 can be "forgotten" if f t is activated. The information of C t is propagated to the output h t based on the activation of output gate o t . Combined, the LSTM model can be described by the following formulas:
In these formulas, all W variables are weights and b variables are biases and both are learned during the training phase.
Gated recurrent units Gated recurrent units (GRU) were proposed by [23] as a simpler alternative to the LSTM architecture. In comparison with LSTMs, GRUs do not keep a separate memory cell and instead merge the cell state C t and THE hidden state h t . Furthermore, a GRU combines the input gate i t and the forget gate f t into a single update gate. While the LSTMs and GRUs are identical in the class of functions that they can learn, GRUs are simpler in the sense that they have fewer model parameters. Empirically, GRUs have been found to outperform LSTMs on several sequence prediction tasks [24] .
Markov models
A Markov model is a stochastic model commonly used in probability theory in order to model randomly changing systems. The assumes the Markov property, i.e., the future state of a system only depends on its present state. The simplest type of Markov models is Markov chains, which can be used when the states of the system are fully observable. The parameters of a Markov chain consist of a matrix of transition probabilities expressing the likelihood of transitioning from any given state to any other state. In a first-order Markov chain, the state represents the last observed symbol of the sequence. In Markov chains of higher order, the state 
(b)
represents a longer window of observed symbols, i.e., in a kth-order Markov model, the state represents the last k symbols.
A sequence model called all k-order Markov models (AKOM) [52] is an extension of Markov chains that fits all models up to an order k to the training sequences. When performing a prediction, i.e., estimating the transition probability from a given state in a test sequence, AKOM uses the Markov model with the highest k that has a state that matches the test sequence.
Hidden Markov models (HMMs) are a type of Markov model where the states represent latent variables that do not represent some window over the sequences directly but instead represent some unobserved property that is inferred from the sequence. An HMM assumes that the system can be described in terms of a number of hidden states that are not directly observable in the data. Therefore, the next observation in the sequence depends not only on the most recent observation, but also on the likelihood of being in a particular hidden state.
The parameters of an HMM include the transition probabilities, i.e., transitioning from a hidden state to another hidden state, and the emission probabilities, expressing the likelihood of a particular observation while being in a given hidden state. The transition probabilities between states and the emission probabilities from states to symbols are learned from a training dataset using the Baum-Welch algorithm. When predicting the next symbol for a sequence with an HMM, one can either (1) apply the well-known Viterbi algorithm to extract the most likely sequence of hidden states for the given sequence and make the prediction according to the emission probabilities of the final hidden state, or (2) apply the forward algorithm to obtain a probability distribution over the likelihoods of the hidden states given the sequence and make the prediction by weighting the emission probabilities of those states by their hidden state likelihood.
Active LeZi
It has been shown in the information theory field [81] that the tasks of prediction and compression are closely related and that good compression methods are also good prediction methods. The LZ78 algorithm [84] is a widely used dictionary-based text compression algorithm that incrementally parses an input sequence
As a result of this prefix property, subsequences W and their occurrence counts in the input sequence can be efficiently stored in a trie data structure. Based on these occurrence counts, the transition probabilities from one state in the trie w i ∈ W to all of its possible succeeding states in the trie (all representing subsequences of which w i is a subsequence) can be calculated.
It can be shown that the trie data structure generated by the LZ78 algorithm is equivalent to a Markov model. Gopalratnam and Cook [33] developed the active LeZi algorithm as an enhancement of LZ78, which addresses the slow convergence of the original LZ78 algorithm, by making use of a sliding window.
Grammar inference
The research field of grammar inference, also called grammar induction, is concerned with learning a grammar that describes a language based on a collection of positive examples of elements from this language. Observe that the grammar inference field closely links to the area of process discovery, where the dataset of positive examples is called an event log and the language that is learned is represented as a process model instead of a formal grammar. A variety of grammar inference methods exists. Automaton learning methods focus on learning a deterministic finite automaton (DFA) that describes the language and can be used when the language is assumed to belong to the class of regular languages. Other grammar inference methods assume the language to belong to the class of context-free languages and focus on extracting a context-free language in extended Backus-Naur form [82] . We refer to [26, 27] for an extensive overview of the grammar inference field.
The grammar inference field puts special emphasis on formal analysis of the learnability of languages. Early work by Gold [32] , who proved that the problem of finding the smallest DFA consistent with a given set of strings is NPhard, plays a central role in the grammar inference field. Angluin [5] proposed an active learning setting of grammar inference where the algorithm does not learn the grammar from a fixed set of positive samples, but instead iteratively queries the world with strings for which it wants to obtain whether or not this string is or is not part of the language. Angluin [5] proved that regular languages can be identified in a polynomial amount of queries using active learning and proposed an algorithm called L* that is able to do so. In this paper, we assume a dataset of positive examples of sequences from a language to be given and therefore we leave active learning algorithms to grammar inference out of scope.
Some grammar inference methods focus on learning probabilistic grammars, i.e., they do not just specify which sequences are included in and which are excluded from the language, but they additionally specify the likelihoods of each word of the language.
Several competitions have been organized in the grammar inference field that aimed at benchmarking grammar inference methods and tools. The Abbadingo challenge (1998) [41] focused on learning DFAs, Omphalos (2004) [25] focused on learning context-free grammars, and PAutomaC (2014) [79] on learning probabilistic finite state machines. The Sequence PredIction ChallengE (SPiCe) [10] was a recent challenge from the grammar inference field that defined the challenge task similar to the focus of this paper: predicting the next symbol in a sequence. The SPiCE competition used a well-known probabilistic automaton learning algorithm from the grammar inference field as a baseline method, which is called spectral learning [9] .
A central concept in the spectral learning approach to grammar inference is the so-called Hankel matrix, which is a bi-infinite matrix in which the rows correspond to the prefixes of the sequences in the dataset and columns its suffixes. The value in a cell of the Hankel matrix represents the weight of the corresponding sequence in the corresponding weighted automaton. The rank of this matrix is the number of states in the minimal weighted automaton. Balle et al. [9] showed that in this way the weighted automaton can be constructed through a rank factorization of the Hankel matrix. Spectral learning relies on constructing a finite sub-block approximation of the Hankel matrix and using a singular value decomposition on the resulting matrix to obtain a rank factorization, and thus, a weighted automaton.
Process mining
In this section, we discuss next-element prediction on the basis of process mining methods and/or commonly used sequence models in the process mining domain. We cover automata-based prediction and Petri-net-based prediction.
Automaton-based prediction
Automata are a well-defined mathematical model for describing discrete sequential data, i.e., an automaton allows us to describe the possible states of a system, as well as the ways in which the system is able to change its state. In the context of next-element prediction, we are specifically interested in probabilistic automata, which allow us not only to inspect a state of the system and its possible actions, but also to quantify the probabilities of these actions.
When constructing a probabilistic automaton for the purpose of next element prediction, we perform two steps, i.e., 1) automaton construction and 2) transition probability computation. In automaton construction, each word is transformed into a sequence of automaton transitions, which we represent by tuples of the form (from state, event label, to state).
In process mining, the automata are commonly constructed based on abstraction functions [68] . In particular, we first extract subsequences of at most size k from the original sequences. Then, we either keep the subsequences as-is (i.e., use the sequence abstraction), or project them onto their set or multiset representation. For example, consider applying the different abstractions, written as π k seq , π k set , and π k mul , respectively, on the word a, b, b, c , for k = 2:
Hence, given an abstraction of choice, i.e., either set, multiset, or sequence, and a value for k, we are able to transform a sequence database into a multiset of abstraction sequences. Translating such a multiset to an automaton is trivial, i.e., each first and third element of the tuples present in the different abstraction sequences, as defined by the sequence database, represents a state. The second element of each tuple present in the different abstraction sequences represents a transition.
As the final step, we learn the transition probabilities. We simply count the number of times a certain abstraction (written as (q, a, q )) occurs in all the calculated abstraction sequences of the sequence database. To determine the probability of label a occurring in a state q, written as P(a | q), we sum up all the values counted for (q, a, q ) (for all possible values for q ). We divide this number over the sum of all the counted values (q, a , q ) (for all possible values for a =a and q ).
Using such an automaton for the purpose of next-element prediction is straightforward. We apply the chosen abstraction function to the given incomplete sequence, determine the corresponding state in the automaton, and output the outgoing event distribution of that state.
Process discovery: discovering Petri nets from sequence databases
Several approaches have been introduced in the process mining field to algorithmically extract a process model from a sequence database, i.e., commonly referred to as process discovery algorithms (see [8, 67] for an overview). Here, we introduce the key concepts and ideas behind the process discovery algorithms that we consider in the experiments conducted for this paper.
In contrast to machine learning methods, the process models generated by process discovery algorithms are often not inherently probabilistic, but merely model what behavior is allowed and what behavior is not allowed in a discrete manner by identifying states (e.g., reachable markings in the case of Petri nets) in the process. The main question here is whether these states accurately describe which activities are possible at which point in the process. From a process mining point of view, these states should allow for the possible next activities that are likely to follow according to the data (referred to as fitness), but not many more than those (referred to as precision).
A precise process model disallows activities that are never observed as next activity from a given state anywhere in the data, which from a probabilistic point-of-view means assigning a zero probability to these activities from such a state. A fitting process model allows activities that are observed as a next activity from a given state somewhere in the data, which from a probabilistic point-of-view means assigning a nonzero probability to these activities from such a state. Therefore, a fitting and precise process model is better w.r.t. another process model that is either non-fitting or nonprecise in terms of probabilistic machine learning measures as well, simply by assigning zero probability to the activities that actually have zero probability and by assigning nonzero probability to the activities that should have nonzero probability.
Petri nets, with the exception of specific extensions, such as generalized stochastic Petri nets (GSPNs), do not assign a probability to the activities that are allowed by the model from a given state. However, using the same data from which the process model was discovered by the process discovery algorithm we estimate a probability distribution for each of these states, therefore yielding probabilities over the next activities. Note that this can be estimated using a maximum likelihood estimator. As no common approach is established for this in prior work, in Sect. 4, we discuss such methods in more detail, i.e., using Petri nets as a sequence predictor.
The Inductive miner (IM) [43, 44] is a process discovery algorithm that in a first step extracts a so-called directlyfollows graph from the sequence database. This directed graph consists of vertices that represent symbols from the database and edges that indicate whether two labels directly follow each other in one of the sequences of the dataset. Edges are annotated with frequency information, i.e., the edge weight corresponds to the number of times one symbol directly follows another symbol. This closely links the directly-follows graph to a first-order Markov chain. In a second step, the so-called cuts are detected by detecting groups of symbols such that all their connecting edges have the same direction. Based on these cuts, a process model in a tree-based process model notation called a process tree [19] is extracted from the directly-follows graph. Translation of a process tree to a Petri net is straightforward. Moreover, the obtained Petri net is deadlock and livelock-free.
The Inductive miner infrequent (IMf) [44] is a variant of the IM algorithm that is designed to be able to deal with noisy sequence databases. The IMf algorithm follows the same cut detection procedure as the IM algorithm, but it first filters the directly-follows graph by removing the edges of which the corresponding frequency is less than a certain threshold ratio of the number of sequences, where this threshold is referred to as the noise threshold.
The heuristics miner (HM) [80] defines a set of heuristics to deduce sequential relations, loop relations, long-term relations, and concurrency relations between symbols in the sequence database. These heuristics are defined in terms of the frequency of certain patterns in the data. The extracted set of sequential, loop, long-term, and concurrency relations are transformed into a process model notation that is called a heuristics net. A heuristics net can be transformed into a Petri net; however, the resulting Petri net potentially contains some behavioral problems: It may contain deadlocks as well as improper completion.
The split miner (SM) [7] is similar to the HM algorithm in the sense that it defines a set of heuristics to extract a set of relations between symbols. The name of the algorithm originates from the fact that the extracted relations are used to create a process model in BPMN [50] notation where the extracted relations are used to determine where in the model the AND splits (concurrency) and the XOR splits (exclusive choice) should be positioned. The authors show that it is a difficult problem to determine the types of joins corresponding to these splits. Therefore, as a pragmatic solution, the OR join is used to join all types of splits. This yields a valid BPMN model, but may lead to a model with improper com-pletion when the resulting BPMN models are transformed to Petri nets.
ILP-based process discovery [70, 78] works by translating the sequence database into a prefix closure, i.e., a set containing all sequences from the database as well as all their prefixes. The prefix closure forms the basic set of constraints of an integer linear program (ILP). The body of constraints makes sure that each solution of such an ILP corresponds to a place in the resulting Petri net that allows for all the behavior observed in the sequence database. In this way, the process discovery problem is turned into a mathematical optimization problem to find the minimal set of places that are needed to constrain the behavior of the process model to the behavior that was observed in the sequence database. Several variations of the basic scheme exist that allow us to pose a variety of formal properties w.r.t. the discovered models.
The evolutionary tree miner (ETM) [19, 20] is a processtree-based process discovery algorithm, like the IM algorithm. The ETM uses a multi-criteria evolutionary algorithm to optimize toward a process model that scores well on a set of quality criteria. These quality criteria among others include fitness (recall) and precision of the discovered models.
The Indulpet miner [45] is another process-tree-based process discovery algorithm that aims to address the shortcomings of the IM algorithm by combining several existing process tree mining algorithms. The Indulpet miner starts with applying the IM algorithm. For local parts of the process where the IM algorithm fails to deduce any precise process fragment, a novel bottom-up recursion approach is applied, but only for the part of the parts of the dataset that were not already described by the IM. A pattern mining algorithm called the local process model (LPM) miner [61, 63] is applied to those parts of the dataset that are still not described in a precise manner after the bottom-up procedure. The LPM miner mines frequent patterns of behavior that are expressed in the form of process trees. The ETM algorithm is then used, seeded with the mined set of frequent LPM patterns, to stitch together the patterns into a single model. The process tree notation makes it easy to combine the initial IM model with the models that are created in the later stages: The later models simply become a sub-tree of the model of the previous stage.
Summary of sequence modeling methods and discussion
Many of the sequence models that we discussed in the previous sections conceptually consist of several common sub-procedures: (1) determining the structure of the model, thereby creating a set of model states, (2) optimizing weights or parameters that determine how these model states map to prediction outputs, and (3) when making prediction for a prefix, map the prefix to a state and make the prediction using that state. Different sequence models often differ in the exact algorithms that are used to execute these three subprocedures. Table 2 gives an overview of the algorithms for these three sub-procedures for several sequence models. The model structure in the case of RNNs consists of the number of layers, the number of units per layer, and the architecture of the network. These elements are often decided through careful hand-tuning or can alternatively be automated using a hyper-parameter optimization method. In an HMM, this concerns the number of latent variables, which likewise is often selected through hyper-parameter optimization. In the case of a Petri net, the states of the model are its markings. Therefore, process discovery can be seen as an automated approach to determine the model structure for a process-model-based predictor. Process discovery can, therefore, be seen as analogous to hyper-parameter optimization in RNNs and HMMs. Like RNNs and HMMs can be handtuned instead of automated hyper-parameter optimization, process models can be hand-modeled instead of discovered automatically.
The Baum-Welch algorithm is a well-known algorithm to learn the transition and emission probability parameters of an HMM based on some training data. By determining these parameters, it becomes fixed how a certain state maps to a certain prediction, i.e., according to its emission probabilities. That means that all that is left in order to make a prediction for a given prefix with an HMM is to determine the most likely state for that prefix. As indicated, for process-model-based approaches, no common approach is established to do this; hence, in Sect. 4, we discuss such methods in more detail.
The Viterbi algorithm is a well-known algorithm to determine the most likely sequence of hidden states in an HMM given a prefix or sequence. The last hidden state of such a sequence of hidden states that the Viterbi algorithm returns for a prefix can, therefore, be seen as the most likely state for that prefix. Predictions can be made with an HMM by determining the most likely state for a prefix using Viterbi and then predicting according to the emission probabilities that were provided for that state by the Baum-Welch algorithm during training. In process models, (prefix-)alignments are the common way to determine a sequence of model steps given a prefix or sequence. This creates an analogy between the Viterbi algorithm for HMMs and the alignment algorithm for process models.
It is important to highlight one crucial difference between Viterbi and the previously mentioned alignments: While the Viterbi algorithm provides the most likely sequence of hidden states in an HMM given sequence σ , alignments only provide a sequence of steps in a process model that deviates the least from σ , i.e., no probability information is used to determine the sequence of steps in an alignment. In order to be truly analogous to Viterbi, alignments would need to return not only the sequence of steps through the process model that deviates the least from σ , but it should additionally need to provide the most likely one according to model probabilities when there exist multiple least-deviating sequences of model steps. Several steps have been made toward computing probabilistic alignments [3, 4, 39] . However, the approaches in [3, 4] are heuristic based and they have been shown to fail to produce the most probable alignment under certain conditions [39] . The probabilistic alignment approach of [39] requires not one optimal alignment but instead requires the computation of all optimal alignments, which is computationally intractable. Furthermore, the probabilistic alignment approaches of [3, 4, 39] have so far not been generalized from alignments to prefix-alignments. Therefore, we resort to nonprobabilistic alignments in the experimental comparison in this paper. In the same time, probabilistic prefix-alignments form a relevant research direction in order to develop a true Viterbi equivalent for process models and to overcome this limitation in the future.
Using a Petri net as a sequence predictor
In this section, we describe how to use a Petri net as a sequence prediction method. This enables the use of the process discovery algorithms that we have introduced in the previous section as sequence prediction algorithms, by combining them with the methods that we present in this section.
We assume that we have a method f to map a prefix to a marking m. We start with a training phase in which we deduce a probability distribution over symbols Σ based on sequence database L for each marking m of APN that is reached when replaying L (using f ). After the training phase, when making a prediction with Petri net APN for a given prefix σ , we again map the prefix to a marking m in APN and predict the next symbol according to the probability distribution that we learned for m. We propose a two-step approach for the training phase:
1. We compute the most likely markings in Petri net APN for all observed prefixes of training sequences L. 2. For each marking reached, we compute a probability distribution describing the possible next elements Σ→[0, 1].
We now proceed by detailing these two steps.
Estimating markings
To deduce what symbols are able to follow a prefix σ , using a Petri net APN as a sequence model, we obtain a marking of the model that corresponds to firing the given prefix σ in the Petri net. A naive approach to this problem is to play the so-called token game. In the token game, starting from the initial marking, we simply fire enabled transitions in such a way that we obtain a firing sequence that projected on its labels equals σ , and marks some arbitrary marking m in APN. Such an approach works, as long as the observed prefix actually allows us to reach a marking m, i.e., the prefix should fit the model. Furthermore, in case the Petri net contains multiple transitions describing the same label, such a strategy becomes more complex and potentially leads to ambiguous results. Therefore, we propose to calculate prefix-alignments [1, 77] as they provide a natural solution to the two aforementioned problems. In essence, a prefix-alignment provides us with the most likely marking corresponding to an observed behavioral sequence. However, it is able to identify whether certain activities are duplicated, missing, etc. Moreover, it is able to handle duplicated labels and invisible transitions within computing the most likely marking. Consider Fig. 3 in which we depict two prefix-alignments of two different prefixes of words, i.e., a, b and a, b, e in the context of the example accepting Petri net, depicted in Fig. 1 . In each alignment, the top row represents the observed behavior, whereas the bottom row describes a firing sequence of the Petri net. It is easy to see that the word a, b complies with a prefix as described by the model. Hence, the leftmost prefix-alignment describes that sequence t 1 , t 2 is a firing sequence explaining the observed activity sequence a, b . Observe that, indeed, (t 1 )=a and (t 2 )=b,
Fig. 3
Two prefix-alignments (α 3 and α 4 ) w.r.t. the accepting Petri net of Fig. 1 for the prefixes a, b and a, b , e , respectively For sequence a, b, e however, we observe that it does not directly comply with a prefix as described by the model. The rightmost prefix-alignment describes that sequence t 1 , t 2 , t 4 , t 6 is a firing sequence that most accurately describes the observed behavioral sequence in terms of the model. In this case, it states the best possible way to explain the observed behavioral sequence, by means of assuming that label d was not observed, whereas it was supposed to happen (as represented by the ( , t 4 ) cell). Nonetheless, like in the case of prefix a, b , we obtain a valid firing sequence in the model that yields us with a marking of the model, i.e., in this
Computing a probability distribution
Recall the example alignment depicted in Fig. 3 , related to prefix a, b , i.e., the leftmost prefix-alignment. In marking [ p 3 , p 4 ] that corresponds to the prefix-alignment, we observe that only transition t 4 is enabled, which is labeled d. Therefore, when making a prediction for a, b on this Petri net, we predict next symbol d with probability 1. However, the task becomes non-trivial when making a prediction for a prefix that corresponds to a marking from which more than one transition in enabled. We propose two ways to generate a probability distribution describing the next element for each marking that deal with the problem of multiple enabled transitions in different ways: 
Model-driven probability distribution generation
Consider prefix a, b, d and the same Petri net, leading to prefix-alignment (a, t 1 ), (b, t 2 ), (d, t 4 ) . Observe that we fetch corresponding marking [ p 4 , p 5 ]. We observe two enabled transitions from this marking: t 5 and t 6 , Therefore, the uniform distribution over these two transitions describes firing either one of the two with probability 1 2 . However, t 5 is not observable. In fact, after firing t 5 , yielding marking [ p 6 ], we observe that transitions t 7 , t 8 and t 9 are enabled, all of which do have an observable label. Hence, the true set of symbols that can be observed after prefix a, b, d with nonzero probability is e, f , g, and h. Since we assume the probability distribution over the transitions to be uniform, we observe label e with probability 1 2 , and labels f , g and h, each with probability 1 2 · 1 3 = 1 6 (i.e., probability 1 2 to fire t 5 from [ p 4 , p 5 ] and reach [ p 6 ] and probability 1 3 for each of the three labels from [ p 6 ]). In the previous example, deriving the exact occurrence probabilities of the different labels is easy; however, in general, it is possible to generate longer transition sequences solely consisting of unobservable transitions. In some cases, such sequences can even be of arbitrary length. We therefore resort to Monte Carlo simulation to approximate the corresponding categorical distribution over the symbols Σ.
For a given marking m ∈ B(P) in an accepting Petri net APN, ω(m) = {t|t ∈ T ∧ •t ⊆ m} denotes the set of enabled transitions. We, correspondingly, let probability mass function prob m : T → [0, 1] assign a firing probability to each transition that is enabled from marking m, such that Σ t∈ω(m) prob m (t) = 1. We assume this probability distribution over the enabled transitions to be a uniform categorical distribution, i.e., prob uniform m
We maintain a counter c : Σ→N, with initially c(a) = 0, ∀a∈Σ. Starting from marking m in Petri net APN, we pick an enabled transition at random according to probability distribution prob uniform m . Whenever that transition has a corresponding visible label, we count it as the next element, i.e., if (t) = a, then c(a) ← c(a) + 1. If it relates to an unobservable transition, we fire it, leading to a new marking m , and apply the same procedure, i.e., picking a new enabled transition from prob uniform m , up-until we select a transition that has a visible label. Assume we apply the aforementioned procedure K times (with K the number of Monte Carlo iterations); then, the probability of observing a certain label a is equal to c(a) K .
Data-driven probability distribution generation
We consider the model-driven probability distribution to be the probability distribution that is visually implied by the process model, i.e., the information that the process model visually suggests to the user. However, from an accuracy point of view it might be better to fit the categorical distribution over the enabled transitions for each marking, instead of assuming this distribution to be uniform. Therefore, we present a datadriven approach in which we compute an empirical distribution prob empirical m after discovering a process model based on the training sequences. This is rather straightforward: For each prefix of each word in the training log, we compute a prefix-alignment to obtain the corresponding marking m in the discovered Petri net APN. Subsequently, we investigate the transition that we need to fire next, in order to explain the next character observed in the word. Hence, we base prob empirical m on how often each enabled transition t ∈ ω(m) was fired when this marking was reached in the training log. 3 This leads to a probability mass function for each marking in the model that is trained/estimated based on the training data. We again apply the same Monte Carlo sampling approach to transform prob empirical m into a probability distribution over the next element, instead of over the next transition.
We have implemented both the Petri-net-based probabilistic classifier based on prob uniform m and the one based on the trained prob empirical m and they are openly available as part of the ProM process mining toolkit [72] in the package Sequen-cePredictionWithPetriNets. 4 Finally, note that, for the purpose of this paper, we assume the fact that given a prefix and a process model, we are able to obtain the corresponding marking in the accepting Petri net. However, the prediction method itself is more general and could be used with any alternative approach to obtain a marking in a Petri net given a given a prefix. Figure 4 depicts a high-level overview of the experimental setup that we employ to compare the sequence modeling methods. First, for each combination of modeling method and sequence database we make a sequence-level random split into 2 3 training sequences and 1 3 test sequences. After generating the model on the training sequences, we evaluate how well the actual next element predicted for each prefix in the test sequences fits the probability distribution over all possible next elements according to the model. For each combination of sequence database and modeling method, we repeat the experiment three times (with different random splits) to prevent that the results are too dependent on the random sampling of the sequence database into train and test split, and over these three results, we calculate the 95% confidence interval around the model performance. The mean value of the three results that is obtained for each combination of dataset and modeling method is an unbiased point estimator of the actual accuracy of that method on that data. 5 This experimental setup consisting of repeated generation of train/test splits is commonly known in the machine learning literature as repeated holdout validation and is sometimes alternatively referred to as Monte Carlo cross-validation. Repeated holdout validation has been proven to have the property that in the limit, when the number of repetitions goes to infinity, the probability of identifying the truly best method out of a set of candidate methods equals one [59] .
Experimental setup
A common experimental setup for evaluating machine learning methods is k-fold cross-validation, where the data set is divided into k non-overlapping subsets after which k experimental runs are performed: each using k − 1 subsets for training and one subset for testing. As a result, all k experimental runs are completely determined by a single random allocation of the original dataset into k subsets. While this approach allows for an unbiased estimate of the mean accuracy, it does not allow for unbiased estimates of the variance of the accuracy without multiple times repeating the k-fold cross-validation procedure itself [11] , resulting in an experimental setup that is referred to as repeated k-fold crossvalidation. Repeated k-fold cross-validation is, however, prohibitively computationally expensive (e.g., three repetitions of threefold cross-validation would already result in nine experimental runs) in combination with the computational complexity of some of the sequence modeling methods. 6 In this study, we therefore choose the repeated holdout validation setup as it contrasts k-fold cross-validation by having independent allocations of data points into train and test set between the consecutive experimental runs, allowing the estimation of confidence intervals of the accuracy.
The performance measure that we use to assess the model performance is the Brier score [17] , which is a widely used measure to evaluate a probabilistic classifier. Intuitively, it can be interpreted as being the mean squared error of the predicted likelihoods over all symbols.
We now continue by giving an overview of the sequence databases used for the evaluation in Sect. 5.1 and describing the configurations and the implementations that were used for the sequence models in Sect. 5.2.
Sequence databases
We evaluate the generalizing capabilities of process discovery methods and sequence modeling methods on four real-life sequence databases: -The Receipt phase 7 sequence database [18] from the WABO project, containing 8577 events of 27 symbols originating from 1434 cases of the receipt phase of the building permit application process at a Dutch municipality.
-The BPI'12 8 sequence database [71] which contains cases from a financial loan application process at a large financial institute, consisting of 164,506 events divided over 13,087 sequences and 23 symbols -The SEPSIS 9 sequence database [47] , containing medical care pathways of 1050 sepsis patients, for which in total 15,214 events were logged from 16 different symbols. -The NASA 10 sequence database [42] , which contains method-call-level events that each describe a single run of an exhaustive unit test suite for the NASA Crew Exploration Vehicle (CEV). 11 The dataset consists of 2566 sequences consisting of 36,819 events in total over 47 symbols.
Configurations and implementations
We apply all the sequence modeling methods that we have introduced in Sect. 3. Most of these sequence modeling methods have several hyper-parameters that can be manually selected or automatically tuned in order to achieve good performance on a given dataset. For instance, in the case of HMM, the number of hidden states needs to be selected. The performance of the sequence modeling methods (AKOM, HMM, RNN, GRU, and LSTM) can highly depend on the chosen configuration of hyper-parameters. Therefore, we conduct an optimization procedure for these methods to find the best performing parameter setting before building the final model. To this end, we split the set of training sequences further into two parts using a random split, resulting in a 80% inner training set (53% of original sequences) and a 20% validation set (13% of original sequences). We then test multiple parameter configurations by training the model on the inner training set and measuring the performance on the validation set. We choose the configuration that achieved the best Brier score on the validation set and use these parameter settings to build the final model on all training sequences. The hyper-parameters included in the optimization procedure and the considered values for these parameters are shown in Table 3 . As the parameter space for AKOM, HMM, and the abstraction-based approach is rather small, we perform a grid search for these methods, testing all the possible combinations of the considered values. In case of the neural-network-based models, we employ a state-of-the-art hyper-parameter optimization that is called tree-structured Parzen estimator (TPE) [12] . The TPE optimizer is necessary for the case of neural networks since the high dimensionality of its hyper-parameter search space makes a grid search inefficient. TPE is a sequential model-based optimization procedure that in each iteration selects a parameter configuration for testing according to predefined distributions for each parameter.
Neural networks
For the neural-network-based approaches (RNN, GRU, and LSTM), we use their respective implementations provided in the Keras 12 Python deep learning library. For each of these types of neural networks, we explore multiple architectures described later in this subsection. We optimize the weights of the models using Adam [38] , which is a recent variant of stochastic gradient descent that has empirically shown to perform well. Furthermore, we apply early stopping, i.e., we stop training the neural network if no performance improvement has been seen for 20 training iterations in a row. Early stopping can help to reduce or prevent overfitting by preventing the model weights to take values that represent specific characteristics of the training data that do not generalize to the test data. Architecture choices such as the number of layers of the neural network and the number of units per layer are left to the hyper-parameter optimization procedure (as shown in Table 3 ), together with the learning rate parameter, which determines the step size of the gradient descent weight optimization procedure, in the direction of the gra- dient. Finally, the hyper-parameter optimization procedure includes dropout, l 1 and l 2 , which are three types of model regularization that can help to prevent overfitting by punishing overly complex weight structures of the neural network, thereby applying Occam's razor and steering the neural network toward simpler solutions. The code to train and evaluate the neural network architectures is available in a GitHub repository that accompanies this paper. 13
Markov models
For the Markov chains, we apply a first-order as well as a second-order Markov chain. We have implemented the Markov chain predictors and the AKOM model ourselves, and the code is publicly available in a GitHub repository. 13 For the AKOM model, we optimize the hyper-parameter k using grid search. For hidden Markov models (HMMs), we use the hmm.discnp 14 library in R. We perform a grid search hyper-parameter optimization to select the number of hidden states of the HMM as well as the type of regularization that is used to prevent the model from overfitting.
Grammar inference
For the spectral learning grammar inference method, we use the implementation that is provided in the Python spectral learning toolkit Scikit-SpLearn [6] . The implementation of train-test procedure that makes use of this code is included in the GitHub repository that accompanies this paper. 13
Automaton-based approaches
The automaton-based next-element prediction methods have been implemented in the Python process mining library 13 https://github.com/TaXxER/rnnalpha. 14 https://CRAN.R-project.org/package=hmm.discnp.
PM4Py [13] . 15 We performed a grid search hyper-parameter optimization to select the type of abstraction that is used for the automaton (i.e., set, multiset, or sequence abstraction) and the window size parameter k.
Process model approaches
For the next-element predictors based on Petri nets, we apply the process discovery methods that were described in Sect. 3.3.2 with their default parameter settings, unless in cases where we explicitly state a different parameter value. Hyper-parameter optimization of the process discovery methods for process-model-based prediction is not possible due to the computational time needed to make process-model-based prediction (mainly due to the computation time needed to calculate prefix-alignments). However, in general, hyper-parameters are not as omnipresent for process discovery approaches as opposed to machine learning methods. For hyper-parameters that are of vital importance to the success of process discovery, such as the frequency threshold of the Inductive miner, we report the performance using several settings. The experiments with the process-modelbased predictors are performed using their implementation in the SequencePredictionWithPetriNets 16 package of the ProM process mining toolkit [72] . Table 4 shows the results in terms of Brier score on the four datasets for each of the methods. The worst Brier score value of each μ-column in the table is colored in red and the best value is colored green, with the other values taking an inter-mediate color. In the CI columns, the color represents the consistency of the approach: If the 95% CI range has a small width (i.e., if the method performed very consistently among the three runs), then the cell is colored in green and otherwise in red. Two baseline methods are included in the table:
Results
The random guessing baseline corresponds to predicting the equal probability to each symbol (i.e., predicting according to a uniform categorical distribution), while the proportional guessing baseline corresponds to predicting according to the frequency distribution of symbols in the training sequences. Overall, the three neural network types, AKOM, and the automaton-based approach have the lowest error in terms of Brier score, with only very small differences between their accuracies. AKOM is the best performing sequence model on average on three of the four datasets, with GRU being the best performing sequence model on average on the NASA software log. The confidence interval around the mean Brier score for the neural network methods turns out to be wider than for AKOM and the automaton-based predictor, meaning that while their mean Brier scores are similar, the neural networks were impacted to a larger degree by the random splits into training and test data. This might indicate that the neural network approaches are more prone to overfitting the training data, even though we applied regularization to prevent overfitting and used hyper-parameter optimization to select the degree of regularization.
On all four datasets, the Brier scores for the aforementioned methods are considerably better than for the process-model-based approaches and than grammar inference, meaning that they provide considerably more accurate probability distributions over the next event for prefixes from previously unseen sequences. This finding is independent of whether uniform categorical distributions or trained categorical distributions were used for the process models. HMMs and Active Lezi generally perform better than the processmodel-based and grammar inference approaches, but do not reach top performance in any of the four datasets.
The results also show that learning a categorical probability distribution over the enabled transitions for each marking from the training data leads to more accurate predictions on the test data compared to the approach where we assumed the categorical probability distribution over the enabled transitions to be uniform. Note, however, that in the process mining field the discovered process models are often used to communicate with process stakeholder about the business process and that the process model discovered with process discovery typically have no branching probabilities shown in the model. Therefore, one could say that the uniform distribution matches the graphical representation of the Petri net. The split miner [7] is the best performing process discovery method on two of the four logs when we learn the probability distribution per marking from the training data, with on the other logs the heuristics miner [80] and the Inductive miner with 20% filtering [44] being the best approach. Interestingly, the Indulpet miner [45] does not perform well on average, yet, has a very large 95% CI for all logs, indicating that for some of the random train/test splits the method generates quite accurate predictions but for others very inaccurate ones.
The spectral learning grammar inference performs similarly to the process discovery methods when training the distribution per marking. This shows that the methods from the grammar inference field and from the process mining field, both of which have the aim to generate humaninterpretable sequence models, are less accurate than the machine learning methods that have no goal of interpretability and focus solely on accuracy.
The prediction accuracy of the automaton-based methods from the process mining field is remarkable, since these methods are still somewhat interpretable: The simple nature of the abstraction functions that we introduce in Sect. 3.3.1 implies that the resulting automaton has interpretable states. Furthermore, methods exist to transform this automaton into a Petri net (see [68] ). Note that in some sense, AKOM could also be argued to be an interpretable model in the sense that for a given prediction it can easily be traced back what caused the model to make this prediction by looking up the state in the Markov model that was used to make the prediction. However, if we put the threshold for interpretability at a stronger notion of interpretability: "can we get insight into the model behavior by looking at the model" instead of "can we trace back the reason why a model made a certain prediction," then AKOM does not yield an interpretable model since it consists of k individual Markov models that would each need to be comprehended to understand the model behavior. The automaton-based predictors based on set, multiset, and sequence abstraction fit both notions of interpretability.
Related work
We group related work into several directions of related work. Measures for generalization from the process mining field are one area of related work, which we discuss in Sect. 7.1. Another area of related work is predictive business process monitoring, which we discuss in Sect. 7.2. Finally, in Sect. 7.3 we discuss several sequence prediction methods that predict only the single most likely next element instead of predicting a probability distribution over all possible next elements.
Measuring generalization
The work presented in this paper is closely related to the challenge of measuring precision in process mining. In the process mining field, generalization is often defined as "the likelihood that the process model is able to describe yet unseen behavior of the observed system" [19] . This definition is noticeably different from the definition of generalization in the machine learning field. The process mining definition of generalization is an asymmetric one: It specifies that the model should ideally allow for sequences from the test set, but it does not specify that the models should not allow for sequences that are not in the test set. A consequence of this definition is that a model that allows for all behavior is the most generalizing one. In contrast, in the machine learning field it is common to have a more probabilistic notion of generalization: The model should specify a probability distribution over sequences that make sequences in the test set likely (and as a probability distribution has to sum to 1, an effect is that other sequences should be unlikely). Several generalization measures have been proposed in the process mining field that quantify the degree to which a given process model generalizes the behavior that is observed in a given sequence dataset [69, 74, 75] . All of these measures calculate the generalization of the process model with respect to the same sequence database from which the process model was discovered. In contrast, in the machine learning field it is common to measure generalization by splitting the data into a separate training set that is used to learn the model and a test set on which it is evaluated how well the model fits these data. Because the test set is disjoint from the training set, the fit between model and test set can be considered to measure the generalization of the model to the test data.
Predictive business process monitoring
Predictive business process monitoring is a research field that is concerned with sequence predictions within the application domain of business process management. The field focuses on several prediction tasks for ongoing instances of a business process, including prediction of an outcome of the process instance [28, 65] , prediction of the remaining time of a process instance [56, 62, 73] , predicting deadline violations [51] , and, most relevant to this work, prediction of the coming business activities with a running instance of a business process [62, 76] .
Several approaches have been proposed in the literature to tackle the challenge of predicting the next business activity in ongoing instances of a business process. Often, events are considered to be multi-dimensional, i.e., there are additional attributes that describe the events in addition to only the business activity. Some of the methods encode the available data as a feature vector and subsequently apply a classifier to predict the next event [48, 53, 66] . Other methods discover a process/sequence model from the control flow using sequential pattern mining [22] , Markov models [40] or a probabilistic finite automaton [16] . Often, as a second step after discovering the process model, classifiers are built for each state in the model, enabling the inclusion the data payload of the ongoing case into the prediction process [22, 40] . In [58] , the authors propose a recommendation engine that allows to predict the business activity based on the assumption that a process model of the underlying process is known. As a consequence, a collection of possible next elements is assumed to be known/given. The recommendation engine allows the user to compute the best possible next element from the given collection that is expected to most positively impact a user-specified KPI.
Rogge-Solti developed several methods [55] [56] [57] to predict the remaining cycle time using stochastic Petri nets (SPNs) and generalized stochastic Petri nets (GSPNs) [2] . These SPNs and GSPNs closely link to the Petri nets with probability that we introduce in this work; however, there is an important difference: Where the Petri nets in our work define a categorical probability distribution over the next transition, SPNs and GSPNs define a continuous probability distribution that specifies the timing of transition firings. SPNs and GSPNs thereby only implicitly specify an ordering: Transitions that are likely to fire soon are more likely to be the next transition to fire. Furthermore, the work of Rogge-Solti applies these SPN and GSPN models only for the prediction of the remaining cycle time and does not address next-element prediction for unfinished sequences.
More recently, deep learning approaches, i.e., in particular long short-term memory (LSTM) unit-based networks, have been applied in the context of next-element prediction [30, 49, 62] . However, none of these studies compare their method to existing process discovery methods. Therefore, in this work we aim to bridge this gap by comparing the most widely used representatives from the sequence modeling field to well-known process discovery methods. Furthermore, while most of the next-element prediction methods strive for a high accuracy for a given process instance, our focus in this paper is on assessing the generalizing capabilities of the sequence modeling/process discovery methods in terms of control flow.
Non-probabilistic sequence classification
In this paper, we have focused on sequence models where the next-element predictions are probabilistic, i.e., that provide the probability distribution over the set of possible outcomes instead of simply giving the single most likely outcome. Several methods from the data mining community focus solely on predicting the single most likely next element of a sequence without generating the whole probability distribution, i.e., non-probabilistic sequence models.
One of such non-probabilistic sequence prediction algorithms is the compact prediction tree (CPT) [34] algorithm, which was later improved to the computationally more efficient CPT+ algorithm [35] . The CPT and CPT+ algorithms generate a tree-based data structure that makes a lossless compression from the training data which can be used at prediction time to efficiently search for the most likely next element.
Threats to validity and limitations
One threat to validity of the performed experimental evaluation is the limited number of datasets that are included in the experiment. The main reason for this is of computational nature: Computing prefix-alignments for each prefix in a training set and a test set is computationally expensive and process discovery methods are therefore not very practically applicable for next-element prediction. We have aimed at mitigating this limitation by using publicly available datasets from a range of different application domains and by making the code for the experiments available, so that it can be used by other researchers to expand the evaluation to new methods and datasets.
Another threat to validity with respect to the results of the process-discovery-based next-element prediction methods is the fact that the prefix-alignments that were used in the experiments were not probabilistic in nature. Currently, no tractable approach to alignments exists that is also able to deal with prefix-alignments. However, we estimate the impact of this validity threat to be limited, as it only affects predictions for prefixes that are non-fitting in the Petri net.
One limitation of the study is the fact that our findings only generalize to the set of methods that are included in the comparison. For every process discovery, every grammar inference, and every machine learning algorithm that will be newly developed in the coming years, we cannot judge its performance until the experiments are repeated for this new method. We have aimed at mitigating this limitation by using public datasets and making the code for our experimental setup available.
A threat to validity that follows from the above-mentioned limitation is related to the selection of algorithms: Our selection of grammar inference, of process discovery, and of machine learning algorithms might have impacted the overarching conclusions related to the relative accuracy of process discovery, of machine learning, and of grammar inference methods. We have aimed to mitigate this limitation by focusing on the state-of-the-art algorithms from each of the three research fields.
Conclusions and future work
In this work, we performed an experimental evaluation of 26 sequence modeling methods spanning three research fields: grammar inference, process mining, and machine learning. To the best of our knowledge, there has so far been no comparative evaluation that compares sequence modeling methods from these different fields. Methods from the grammar inference field and from the process mining field have an aim to generate human-interpretable sequence models, whereas machine learning methods often have no aim to be interpretable and focus solely on accurate predictions.
In order to exploit process mining methods as generative sequence models, we have introduced two ways in which (discovered) Petri nets can be used as probabilistic classifiers to predict the next element for a given prefix of a sequence: a uniform distribution approach, which uses only the information that is visually communicated by the graphical representation of the Petri net, and an empirical distribution approach that optimizes a categorical probability distribution per marking, using a training log.
We have applied these two approaches, along with representative methods from the grammar inference and machine learning fields, to a collection of four publicly available reallife sequence databases. We have found that overall, the black-box methods from the machine learning field generate more accurate predictions than the interpretable models from the grammar inference and from the process mining fields. This shows that machine learning sequence modeling might be a better choice than process discovery methods to model a business process when interpretability of the model is not a requirement. In particular, the best performance is achieved by AKOM and recurrent neural networks. However, in cases where interpretability is a priority, automaton-based prediction can serve as a good alternative. Furthermore, if it is important to have a formal model that explicitly models concurrency, the best choices would be split miner and IMf 20%. Note that out of these two methods, only IMf 20% guarantees a sound Petri net.
An interesting direction for future work arises with regard to process-model-based predictions. Namely, the approaches proposed in this paper are limited by the non-probabilistic nature of prefix-alignments. We see probabilistic prefixalignments as a vital future area of research in order to more accurately infer the categorical probability distributions over the next symbols for each marking of the process model. Such extensions could potentially lead to interpretable sequence modeling methods that are competitive with machine learning methods in terms of accuracy.
