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Abstract
In this paper, we will consider semiclassical scattering by compactly supported
non-trapping potential on Rd. We will define a family of Gaussian states on Sd−1,
parametrized by points in T ∗Sd−1, and show that the action of the scattering matrix
on a Gaussian state of parameter ρ ∈ T ∗Sd−1 is still a Gaussian state, with parameter
κ(ρ), where κ is the (classical) scattering map. This is one way of saying that the
scattering matrix quantizes the scattering map, complementary to the one introduced
in [Ale05] in terms of Fourier Integral Operators.
1 Introduction
1.1 The scattering matrix
Consider a Schro¨dinger operator of the form Ph := −h22 ∆ + V with V ∈ C∞c (Rd). Here, h
is a semi-classical parameter, which will go to zero in the sequel.
It is well-known (see for instance [Mel95, Chapter 2] or [DZ, Chapter 3]) that for any
φin ∈ C∞(Sd−1), and any fixed h > 0, there is a unique solution to
(
Ph− 12
)
u = 0 satisfying,
for all x ∈ Rd:
u(x) = |x|−(d−1)/2(e−i|x|/hφin(−xˆ) + ei|x|/hφout(xˆ))+O(|x|−(d+1)/2), (1)
where we write xˆ = x|x| ∈ Sd−1.
We define the scattering matrix Sh : C
∞(Sd−1) −→ C∞(Sd−1), which depends on h, by
Sh(φin) := e
ipi(d−1)/2φout.
Sh may then be extended by density to an operator acting on L
2(Sd−1). The factor
eipi(d−1)/2 is taken so that the scattering matrix is the identity operator when V ≡ 0.
1
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Remark 1. The definition of the scattering matrix we took here is not exactly the standard
one, but is very close to it. If we denote by S˜h the standard definition of the scattering
matrix, as can be found in [Mel95], and by T the operator given by (Tf)(xˆ) = f(−xˆ), we
have
Sh = T S˜hT.
Thanks to [DZ, Theorem 3.40], this equality can also be written as Sh = S˜
−1
−h.
In particular, Sh and S˜h have the same spectrum, but our definition will be more natural
in relation with propagation of Gaussian wave packets.
It can be shown that Sh is a unitary operator, and that Sh − Id is trace class. The
semi-classical properties of Sh are closely related to the (classical) scattering map, which
we now define.
1.2 The scattering map
We denote by p(x, ξ) = |ξ|
2
2 + V (x) : T
∗Rd −→ R the classical Hamiltonian, which is the
principal symbol of Ph. Let us write E for the energy layer of energy 1/2:
E = {(x, ξ) ∈ T ∗Rd; p(x, ξ) = 1/2}. (2)
We denote by Φt(ρ) the Hamiltonian flow for the Hamiltonian p. We will suppose in
the sequel that the Hamiltonian flow is non-trapping on the energy level E , in the sense
that
∀ρ ∈ E , ∃T > 0 such that ∀t ∈ R with |t| ≥ T, we have pix(Φt(ρ)) /∈ supp V. (3)
Here, pix : T
∗Rd → Rd denotes the projection on the base variable.
Since, away from supp V , the trajectories by Φt are just straight lines, we have that
for any ω ∈ Sd−1, and η ∈ ω⊥ ⊂ Rd, there exists a unique ρω,η ∈ E such that
pix
(
Φt(ρω,η)
)
= tω + η for t < −T0, (4)
where T0 is large enough so that supp V ⊂ B(0, T0). Here, ω is the incoming direction,
and η is the impact parameter. In the sequel, we will identify
{(ω, η); ω ∈ Sd−1, η ∈ ω⊥} ∼= T ∗Sd−1.
Thanks to the non-trapping assumption, we have that for all ω ∈ Sd−1, and η ∈ ω⊥ ⊂
Rd, there exists ω′ ∈ Sd−1, η′ ∈ (ω′)⊥ ⊂ Rd and t′ ∈ R such that for all t ≥ T0,
pix
(
Φt(ρω,η)
)
= ω′(t− t′) + η′.
The (classical) scattering map is then defined as κ(ω, η) = (ω′, η′), as represented on
Figure 1.
The scattering matrix is strongly related to the scattering map in the semiclassical limit
(see section 1.4 for some results in this direction). The aim of this paper is to express this
relation in terms of Gaussian states, which we now introduce.
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Figure 1: The scattering map κ.
1.3 Statement of the result
Gaussian states
From now on, we fix a function χ ∈ C∞(R; [0, 1]) such that χ(r) = 1 if r ≤ 1/2 and
χ(r) = 0 if r ≥ 3/4.
Let (x0, ξ0) ∈ S∗Rd, let Γ0 be a symmetric d×d matrix with positive definite real part,
and Q0 be a polynomial in d variables. Let us write
1
φx0,ξ0,Γ0,Q0(xˆ;h) = χ
( |xˆ− ξ|
h1/3
)
Q0
( xˆ− ξ0√
h
)
e−
i
h
x0·xˆe−
1
2h
(xˆ−ξ0)·Γ0(xˆ−ξ0),
where we identify both S∗x0R
d and Sd−1 with {xˆ ∈ Rd; |xˆ| = 1}, and where | · | denotes the
distance in Rd. We shall say that φx0,ξ0,Γ0,Q0 is a Gaussian state centred at (x0, ξ0).
Our theorem says that the image of a Gaussian state by the scattering matrix is, up to
a small remainder, a Gaussian state centred at Φt(x0, ξ0) for t large enough.
Theorem 1. Let (x0, ξ0) ∈ S∗Rd, let Γ0 be a symmetric d×d matrix with positive definite
real part, and let Q0 be a polynomial in d variables with coefficients independent of h.
1The cut-off χ
(
|xˆ−ξ|
h1/3
)
is here only so that the integral in (6) converges. The power h−1/3 could be
replaced by any power h−α with 0 < α < 1/3.
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Then there exists (x1, ξ1) ∈ S∗Rd, δ1 ∈ R, Γ1 a symmetric d × d matrix with positive
definite real part, and polynomials (Qk1)k∈N such that the following holds. If N ∈ N, write
Q˜N1 :=
∑
0≤k≤N h
j/2Qk1. We have, for any N ∈ N
Shφx0,ξ0,Γ0,Q0 = e
i
δ1
h φx1,ξ1,Γ1,QN1
+RN , (5)
where ‖RN‖C0 = O(h(N+1)/2).
Furthermore, if we write for i = 0, 1, (ωi, ηi) := (ξi, xi − (xi · ξi)ξi) ∈ T ∗Sd−1, we have
(ω1, η1) = κ(ω0, η0).
Remark 2. Our proof will show that the polynomials Qk1 have degree at most 3k+deg(P ).
Furthermore, the constant δ1, the polynomials Q
k
1 and the matrix Γ1 depend only on Q0, Γ0,
and on the values of the potential V in an arbitrarily small neighbourhood of the trajectory
{pix(Φt(x1, ξ1)); t ∈ R}.
This result may of course be iterated, to describe the action of Skh on a Gaussian state
for any k ∈ Z.
Our family of Gaussian states satisfies a resolution of identity formula. Namely, if we
write φx,ξ := φx,ξ,Id,1, we will prove in section 4 that, for any function f ∈ L2(Sd−1), we
have
f(ω) = ch
∫
Sd−1
dξ
∫
ξ⊥
dxφx,ξ(ω)
∫
Sd−1
dω′φx,ξ(ω′)f(ω′), (6)
for some constant ch depending on h, such that ch ∼h→0 2(d−1)/2(2pih)−3(d−1)/2.
Therefore, combining (6) and Theorem 1, one may have information on the action of
the scattering matrix on functions that are more general than Gaussian states.
Sketch of proof of Theorem 1. Let (x0, ξ0) ∈ S∗Rd, let Γ0 be a symmetric d×d matrix with
positive definite real part, and Q0 be a polynomial in d variables. Let us write
φ˜x0,ξ0,Γ0,Q0(xˆ;h) = Q0
(ξ0 − xˆ√
h
)
e
i
h
x0·xˆe−
1
2h
(xˆ−ξ0)·Γ0(xˆ−ξ0).
Note that we have ‖φ˜x0,ξ0,Γ0,Q0(·;h) − φx0,ξ0,Γ0,Q0(·;h)‖C0 = O(h∞). It will therefore
be sufficient to prove the result with φx0,ξ0,Γ0,Q0(·;h) replaced by φ˜x0,ξ0,Γ0,Q0(·;h).2
We will consider on Rd a Gaussian state, of the form
u0h(x) = P ((x− x0)/
√
h)e
i
h
x·ξ0e−
1
2h
(x−x0)·Γ(x−x0),
2The functions φx0,ξ0,Γ0,Q0(·;h), which are less natural than φ˜x0,ξ0,Γ0,Q0(·;h) were actually introduced
so that (6) holds. Without the cut-off χ, it is not clear that the right-hand side of (6) should converge.
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where we suppose here for simplicity that (x0, ξ0) is incoming, in the sense that for all
t ≤ 0, pix(Φt(x0, ξ0)) /∈ supp V .
If we denote by U(t) the Schro¨dinger flow generated by Ph, the function
∫
t∈R e
it/2hU(t)u0hdt
will then be an eigenfunction of Ph. We will then try to decompose it like in (1).
The incoming part will be given by
∫ 0
−∞ e
it/2hU(t)u0hdt, which is very close to∫ 0
−∞
eit/2hU0(t)u
0
hdt,
where U0 is the free Schro¨dinger flow. In section 2, we will study the behaviour of∫ 0
−∞ e
it/2hU0(t)u
0
hdt as |x| → ∞.
To analyse the outgoing part, given by
∫∞
0 e
it/2hU(t)u0hdt, we will use the fact that,
when a Gaussian state is propagated by the Schro¨dinger flow, it remains a Gaussian state
(see section 3.1 for more details). We will use this to propagate u0h until a time T > 0
such that ΦT (x0, ξ0) is outgoing. The integral
∫∞
T e
it/2hU(t)u0hdt is then very close to∫∞
T e
it/2hU0(t)U(T )u
0
hdt. We will then use the results of section 2 to describe the behaviour
of this integral as |x| → ∞. These asymptotics will give us the result of Theorem 1.
1.4 Relation to other works
The study of the semi-classical properties of the scattering matrix, and its links with the
scattering map has a long history. The scattering amplitude, that is to say, the integral
kernel of Sh − Id was expanded as a semi-classical series in different situations in [Maj76],
[Gui77], [Vai77], [Pro82], [RT87],[Yaj87], and [Mic04].
It was shown in [Ale05] that, microlocally near non-trapped points, the scattering
matrix3 Sh is a Fourier Integral Operator quantizing the scattering map κ. This result was
extended to short range potentials in [Ale06], and to non-trapping asymptotically conical
manifolds in [HW08].
These results were then used in [DGRHH14], [GRHZ15], [GRH15], and [Ing16] to obtain
some equidistribution results on the spectrum of Sh.
Although the results presented here could be deduced from those of [Ale05], the method
used here is quite different, and somehow simpler and more explicit. In particular, it is
not clear how one could deduce from Alexandrova’s results that the image of a Gaussian
state by the scattering matrix depends only on the values of the potential close to a single
trajectory, as stated in Remark 2.
Our approach, based on the propagation of coherent states, is largely inspired by
[Rob07] and [CR12]. Actually, in [Rob07] and [CR12], the action of the scattering op-
erator on Gaussian states is described precisely. The scattering matrix can be seen as the
restriction of the scattering operator to an energy shell. However, it does not seem easy to
3Although not stated explicitly, the convention for the definition of the scattering matrix in [Ale05] is
the same as ours, i.e., Sh and not S˜h
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deduce our result from theirs, and the approach presented below, based on asymptotics as
|x| → ∞, seems more direct.
Though we only considered the simplest case of potential scattering, the result of the
present paper also hold for compactly supported metric perturbations of the Laplacian,
with a similar proof . Our results should still hold if the trapped set is non-empty, as long
as the cut-off resolvent is bounded by some negative power of h, and that the Gaussian
state we consider is centred on a point which is not trapped in the future. Actually, the
methods employed here should in principle work as long as we consider Gaussian states
centred at some points which spend less than the Ehrenfest time in the interaction region;
this could, in some situations (for example, if the trapped set is hyperbolic), allow us to
describe the action of the scattering matrix outside of a neighbourhood of the trapped set
whose size depends on h. If the trapped set is hyperbolic, and the topological pressure of
half the Jacobian flow is negative, it should be possible to combine the ideas of the present
note with the methods developed in [NZ09] and [Ing17] to describe the scattering matrix
microlocally near the trapped set. These issues will be pursued elsewhere.
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2 Free evolution of a Gaussian wave packet times a polyno-
mial
Let (x0, ξ0) ∈ S∗Rd. Let P be a polynomial in x of degree n, and let Γ be a symmetric
d× d matrix with positive definite real part. We consider on Rd the function
u0h(x) := P
(x− x0√
h
)
e
i
h
x·ξ0e−
1
2h
(x−x0)·Γ(x−x0). (7)
We shall denote by U0 = e
ith∆/2 the free Schro¨dinger evolution. Fix T > 0. We want
to consider
vh :=
∫ +∞
T
U0(t)u
0
he
it/2hdt.
More precisely, the aim of this section is to compute
lim
|x|→∞
|x|(d−1)/2e−i|x|/hvh(xˆ|x|).
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Considerations on the Fourier transform of a Gaussian times a polynomial We
take the following convention for the Fourier transform:
Fφ(ξ) :=
∫
Rd
e−ix·ξφ(x)dx.
Consider an invertible symmetric matrix Γ ∈ Md(C) with positive definite real part,
and a polynomial P of d variables and of degree n. Then there exists a unique polynomial
of degree n, which we shall denote by PΓ such that F
(
P (x)e−
x·Γx
2
)
(ξ) = PΓ(ξ)e
− ξ·Γ−1ξ
2 .
For any Γ, the map P 7→ PΓ is an automorphism of the space of polynomials of degree
n. The image of the polynomial constant equal to 1 is the constant
(2pi)d/2√
det Γ
, (8)
where A 7→ √detA is the unique analytic branch satisfying √detA > 0 when A is real (cf.
[Ho¨r90, §3.4]).
In the sequel, we will need an asymptotic for PΓ+it(tξ) as t → +∞. By definition, we
have:
PΓ+it(tξ)e
− t2
2
ξ·(Γ+itId)−1ξ =
∫
Rd
P (x)e−
1
2
x·(Γ+itId)xe−itx·ξdx
=
∫
Rd
P (x)e−
1
2
x·Γxe−it(|x|
2/2+x·ξ)dx.
We can use stationary phase here, with 1/t as a small parameter. The phase x·ξ+|x|2/2
is stationary at x = −ξ, so that we have
PΓ+it(tξ)e
− t2
2
ξ·(Γ+itId)−1ξ = e−dipi/4P (−ξ)e− 12 ξ·Γξe 12 it|ξ|2
(2pi
t
)d/2
+O(t−d/2−1).
On the other hand, we have
(Γ + itId)−1 = − i
t
Id+
1
t2
Γ +O
( 1
t3
)
, (9)
so that
e−
t2
2
ξ·(Γ+itId)−1ξ = ei
t
2
|ξ|2e−
1
2
ξΓξ +O
(1
t
)
.
Hence
PΓ+it(tξ) = e
−dipi/4P (−ξ)
(2pi
t
)d/2
+O(t−d/2−1). (10)
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Semiclassical Fourier transform We define the semiclassical Fourier transform by
Fhφ(ξ) :=
∫
Rd
e−
i
h
x·ξφ(x)dx,
and its inverse is given by
F−1h ψ(x) :=
1
(2pih)d
∫
Rd
e
i
h
x·ξψ(ξ)dξ.
Note that, for any function f ∈ L2(Rd), we have
Fh(f(·/
√
h))(ξ) = hd/2
(F(f))(ξ/√h), (11)
and that for any function f ∈ H2(Rd), we have Fh(−h2∆f) = ξ2Fh(f).
Free evolution The semiclassical Fourier transform of u0h is given by
Fhu0h(ξ) = hd/2e
i
h
x0·ξ0PΓ
(ξ − ξ0√
h
)
e−
i
h
x0·ξe−
1
2h
(ξ−ξ0)·Γ−1(ξ−ξ0).
Therefore
U0(t)u
0
h(x) = F−1h
(
e−itξ
2/2hPΓ
(ξ − ξ0√
h
)
e
i
h
x0·(ξ0−ξ)e−
1
2h
(ξ−ξ0)·Γ−1(ξ−ξ0)
)
(x)
=
1
(2pi)dhd/2
∫
Rd
e−itξ
2/2hPΓ
(ξ − ξ0√
h
)
e
i
h
x0·(ξ0−ξ)e−
1
2h
(ξ−ξ0)·Γ−1(ξ−ξ0)eix·ξ/hdξ
=
1
(2pi)dhd/2
e
i
h
x·ξ0∫
Rd
PΓ
( ξ′√
h
)
e
i
h
(x−x0)·ξ′e−itξ
′2/2he
−it
h
ξ′·ξ0e−itξ
2
0/2he−
1
2h
ξ′·Γ−1ξ′dξ′ by setting ξ = ξ′ + ξ0
=
1
(2pi)dhd/2
e
i
h
x·ξ0e−it/2h
∫
Rd
PΓ
( ξ′√
h
)
e
i
h
(x−x0−tξ0)·ξ′e−
1
2h
ξ′·(Γ−1+itId)ξ′dξ′.
By (11), we obtain that
U0(t)u
0
h(x) =
1
(2pi)d
e
i
h
x·ξ0e−it/2h(PΓ)Γ−1+itId
(
− x− x0 − tξ0√
h
)
e−
1
2h
(x−x0−tξ0)·(Γ−1+itId)−1(x−x0−tξ0).
(12)
Behaviour at infinity Consider the integral vh =
∫∞
0 U0(t)u
0
he
it/2hdt. Thanks to the
computations in the previous paragraph, we see that this integral converges on any compact
set of Rd. We want to compute lim
|x|→∞
|x|(d−1)/2e−i|x|/hvh(xˆ|x|).
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Note that, in what follows, h will only be a parameter, which will play no special role.
We have
vh(xˆ|x|) =
1
(2pi)d
e
i
h
x·ξ0
∫ ∞
t=T
(PΓ)Γ−1+itId
(
− x− x0 − tξ0√
h
)
e−
1
2h
(x−x0−tξ0)·(Γ−1+itId)−1(x−x0−tξ0)dt
=
1
(2pi)d
e
i
h
x·ξ0∫ ∞
τ= T|x|
(PΓ)Γ−1+i|x|τId
(
− |x|√
h
(xˆ− x0/|x| − τξ0)
)
e−
|x|2
2h
(xˆ−x0/|x|−τξ0)·(Γ−1+i|x|τId)−1(xˆ−x0/|x|−τξ0)|x|dτ,
where we obtained the last line by setting t = |x|τ .
Note that for τ not close to one, the above integrand is a O(|x|−∞). h being fixed,
let us compute an asymptotic expansion of e−
|x|2
2h
(xˆ−x0/|x|−τξ0)·(Γ−1+i|x|τId)−1(xˆ−x0/|x|−τξ0)
as |x| → ∞, for τ ≥ 1/2. We have, using (9) that
|x|2(xˆ− x0/|x| − τξ0) · (Γ−1 + i|x|τId)−1(xˆ− x0/|x| − τξ0)
= − i|x|
τ
|xˆ− x0/|x| − τξ0|2 + 1
τ2
(xˆ− x0/|x| − τξ0) · Γ−1(xˆ− x0/|x| − τξ0) +O
( 1
|x|
)
= − i|x|
τ
|xˆ− τξ0|2 + 2i
τ
x0 · (xˆ− τξ0) + 1
τ2
(xˆ− τξ0) · Γ−1(xˆ− τξ0) +O
( 1
|x|
)
.
Therefore,
vh(|x|xˆ) ∼ 1
(2pi)d
e
i
h
x·ξ0
×
∫ +∞
1/2
ei
|x|
2hτ
|xˆ−τξ0|2(PΓ)Γ−1+i|x|τId
(
− |x|√
h
(xˆ− τξ0)
)
e
1
2h
(− 2i
τ
x0·(xˆ−τξ0)+ 1
τ2
(xˆ−τξ0)·Γ−1(xˆ−τξ0))|x|dτ.
This can be seen as a stationary phase, with |x|−1 as a small parameter. The phase is,
up to a factor 1/(2h), φ(τ) = |xˆ− τξ0|2/τ . By an easy computation, we get
φ′(τ) = − 1
τ2
(xˆ− τξ0) · (xˆ+ τξ0) = − 1
τ2
(1− τ2) = 1− 1
τ2
,
which vanishes if and only if τ = 1. We have φ′′(τ) = 2
τ3
, so that φ′′(1) = 2.
By the stationary phase formula, we get that
|x|(d−1)/2e−i|x|/hvh(xˆ|x|)
∼ 1
(2pi)d
|x|(d−1)/2e−i|x|/heipi/4pi1/2|x|−1/2e ihx·ξ0ei |x|2h |xˆ−ξ0|2
× (PΓ)Γ−1+i|x|Id
(
− |x|√
h
(xˆ− ξ0)
)
e−
1
2h
(2ix0·(xˆ−ξ0)+(xˆ−ξ0)·Γ−1(xˆ−ξ0))|x|.
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Thanks to (10), we obtain that
|x|(d−1)/2e−i|x|/hvh(xˆ|x|)
∼ 1
(2pi)d
|x|(d−1)/2e−i|x|/hpi1/2|x|1/2e ihx·ξ0e i|x|2h |xˆ−ξ0|2PΓ
( xˆ− ξ0√
h
)
× ei(1−d)pi/4
(2pi
|x|
)d/2
e−
1
2h
(2ix0·(xˆ−ξ0)+(xˆ−ξ0)·Γ−1(xˆ−ξ0)
∼ ei(1−d)pi/4 pi
1/2
(2pi)d/2
PΓ
( xˆ− ξ0√
h
)
e−
i
h
x0·(xˆ−ξ0)e−
1
2h
(xˆ−ξ0)·Γ−1(xˆ−ξ0))e
i|x|
2h
(2xˆ·ξ0−2+|xˆ−ξ0|2)
∼ ei(1−d)pi/4 pi
1/2
(2pi)d/2
PΓ
( xˆ− ξ0√
h
)
e−
i
h
x0·(xˆ−ξ0)e−
1
2h
(xˆ−ξ0)·Γ−1(xˆ−ξ0).
All in all, we have obtained that, for any T ∈ R, we have
lim
|x|→∞
|x|(d−1)/2e−i|x|/h
(∫ +∞
T
U0(t)u
0
he
it/2hdt
)
(|x|xˆ)
= ei(1−d)pi/4
pi1/2
(2pi)d/2
PΓ
( xˆ− ξ0√
h
)
e−
i
h
x0·(xˆ−ξ0)e−
1
2h
(xˆ−ξ0)·Γ−1(xˆ−ξ0).
(13)
On the other hand, recall that for any f ∈ L2(Rd), we have (U0(−t)f)(x) = (U0(t)f)(x),
so that
lim
|x|→∞
|x|(d−1)/2ei|x|/h
(∫ T
−∞
U0(t)u
0
he
it/2hdt
)
(|x|xˆ)
= lim
|x|→∞
|x|(d−1)/2e−i|x|/h
(∫ +∞
−T
U0(t)u0he
it/2hdt
)
(|x|xˆ).
Now, since u0h is of the form (7) with ξ0 replaced by −ξ0 and Γ replaced by Γ, (13) gives us
lim
|x|→∞
|x|(d−1)/2ei|x|/h
(∫ T
−∞
U0(t)u
0
he
it/2hdt
)
(|x|xˆ)
= ei(d−1)pi/4
pi1/2
(2pi)d/2
PΓ
(
−ξ0 + xˆ√
h
)
e
i
h
x0·(xˆ+ξ0)e−
1
2h
(xˆ+ξ0)·Γ−1(xˆ+ξ0).
(14)
3 Construction of a generalized eigenfunction
Let (x0, ξ0) ∈ S∗Rd. Let P be a polynomial in x of degree n, and let Γ be a symmetric
d× d matrix with positive definite real part. As in the previous section, we consider on Rd
the function
u0h(x) := P
(x− x0√
h
)
e
i
h
x·ξ0e−
1
2h
(x−x0)·Γ(x−x0). (15)
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Since V has compact support, we may find a time t− such that for all t ≥ t−, x0− tξ0 /∈
supp V . We shall write (x−, ξ−) := (x0 − t−ξ0, ξ0).
Let us consider
u−h := U0(t−)u
0
h.
By (12), u−h may be put in the form
u−h (x) := P−
(x− x−√
h
)
e−it−/(2h)e
i
h
x·ξ−e−
1
2h
(x−x−)·Γ−(x−x−), (16)
where P− is a polynomial in x of degree n, and let Γ− is a symmetric d × d matrix with
positive definite real part.
Since the Hamiltonian has been supposed non-trapping, we may find a time t+ such that
pix
(
Φt++t(x−, ξ−)
)
is not in supp V for any t ≥ 0. We shall write (x+, ξ+) := Φt+(x−, ξ−).
In particular, for any t ≥ 0, we have Φt++t(x−, ξ−) = (x+ + tξ+, ξ+). Recalling the
definition of the scattering map, we see that, if we write x⊥± := x± − (x± · ξ±)ξ±, then
(ξ+, x
⊥
+) = κ(ξ−, x
⊥
−), (17)
where we identified (ξ±, x⊥±) with points in T ∗Sd−1.
We denote by U(t) = e−
it
h
Ph the Schro¨dinger propagator. We set
u+h := U(t+)u
−
h . (18)
Let us recall how the results from [Rob07] can be used to describe u+h in the semi-
classical limit.
3.1 Review of the propagation of a Gaussian times a polynomial
In [Rob07, Theorem 0.1], it is shown that for any t ∈ R, for any N ∈ N, and for any
function of the form (16), we have
U(t)u−h (x) = u˜h(t, x;N) +R
N
h (t, x), (19)
with
u˜h(t, x;N) = e
i
δt
h
∑
0≤j≤N
hj/2pij
(
t,
x− xt√
h
)
e
i
h
x·ξte−
1
2h
(x−xt)·Γt(x−xt),
where
• zt = (xt, ξt) = Φt(x−, ξ−).
• Γt is a symmetric complex matrix with positive definite real part. More precisely, if
we write
At :=
∂xt
∂x−
, Bt :=
∂ξt
∂x−
, Ct :=
∂xt
∂ξ−
, Dt :=
∂ξt
∂ξ−
,
we have
Γt = (Ct + iDtΓ)(At + iBtΓ)
−1.
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• The pij are polynomials of degree at most 3j + deg(P ), and
pi−(t) = P (0)(det(At + iBtΓ))1/2. (20)
• δt is the action integral
δt =
∫ t
0
(
|ξs|2
2
−V (xs))ds− xt · ξt + x− · ξ−
2
=
∫ t
0
xs ·∇V (xs)ds+ xt · ξt − x− · ξ−
2
−t.
Note that, if xt /∈ supp V , we have δ′(t) = 0.
• For any α ∈ N, there exists Cα(t) > 0 such that∥∥(1 + |x|)αRNh (t, x)∥∥L2 ≤ Cα(t)h(N+1)/2. (21)
Thanks to this, we see that the function u+h defined in (18) may be put in the form
u+h (x) = u˜
+
h (x) +R
N
h (x),
where
u˜+h (x) = e
i
δ+
h
∑
0≤j≤N
hj/2pi+j
(x− x+√
h
)
e
i
h
x·ξ+e−
1
2h
(x−x+)·Γ+(x−x+), (22)
and where RNh (x) satisfies (21).
3.2 Construction of a generalized eigenfunction
Let us consider
E0h :=
∫ 0
−∞
U0(t)u
−
h e
it/2hdt+
∫ t+
0
U(t)u−h e
it/2hdt+
∫ +∞
0
U0(t)u˜
+
h e
it/2hdt.
Thanks to the computations in section 2, we see that for any compact set K and any k ∈
N, ‖U0(t)u−h ‖Ck(K) decays exponentially fast as t→ −∞, so that
∫ 0
−∞ ‖U0(t)u−h eit/2h‖Ck(K)dt
converges.
Thanks to (12), we may describe U0(±t)u˜±h for all t ≥ 0, and we also have thanks to
the computations in section 2 that
∫ +∞
0 ‖U0(t)u˜+h eit/2h‖Ck(K)dt converges. Therefore, the
function E0h is well-defined, and belongs to C
∞(Rd).
If f ∈ H2(Rd), we have
ih
d
dt
[
eit/2hU0(t)f
]
=
(− ∆
2
− 1
2
)
eit/2hU0(t)f
ih
d
dt
[
eit/2hU(t)f
]
=
(
Ph − 1
2
)
eit/2hU(t)f.
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Therefore, differentiating E0h under the integral signs, we obtain
(Ph − 1/2)E0h =
∫ 0
−∞
(Ph − 1/2)U0(t)u−h eit/2hdt+
∫ t+
0
(Ph − 1/2)U(t)u−h eit/2hdt
+
∫ +∞
0
(Ph − 1/2)U0(t)u˜+h eit/2hdt
=
∫ 0
−∞
[
ih
d
dt
+ V
]
U0(t)u
−
h e
it/2hdt+
∫ t+
0
ih
d
dt
U(t)u−h e
it/2hdt
+
∫ +∞
0
[
ih
d
dt
+ V
]
U0(t)u˜
+
h e
it/2hdt
=
∫ 0
−∞
V U0(t)u
−
h e
it/2hdt+ ihu−h + ih(u
+
h − u−h )− ihu˜+h +
∫ +∞
0
V U0(t)u˜
+
h e
it/2hdt
=
∫ 0
−∞
V U0(t)u
−
h e
it/2hdt+
∫ +∞
0
V U0(t)u˜
+
h e
it/2hdt+RNh (x).
Thanks to (12), we may describe U0(−t)u−h and U0(t)u˜+h for all t ≥ 0. They are
polynomials times Gaussian functions centred at x± ± tξ±, hence they are exponentially
small on the support of the potential V .
More precisely, there exists C, c > 0 such that for any t ≥ 0, we have
‖V U0(−t)u−h ‖L2 ≤ Ce−(c+t)/h, ‖V U0(t)u˜+h ‖L2 ≤ Ce−(c+t)/h. (23)
Therefore,
∫ 0
−∞ V U0(t)u
−
h e
it/2hdt+
∫ +∞
0 V U0(t)u˜
+
h e
it/2hdt is compactly supported with
support in supp V , and has L2 norm which is O(h∞). Since RNh satisfies (21), we deduce
that for any α ∈ N, there exists Cα > 0 such that∥∥(1 + |x|)α(Ph − 1/2)E0h∥∥L2 ≤ Cαh(N+1)/2.
We define the semi-classical outgoing resolvent as Rh = (Ph + (1/2 + i0))
−1. It is well-
defined on any function in the weighted space (1+|x|)−1L2, and thanks to the non-trapping
assumption, we have by [RT87, Theorem 2] that∥∥(1 + |x|)−1Rh(1 + |x|)−1∥∥L2→L2 ≤ Ch . (24)
Write E1h := Rh(Ph − 1/2)E0h. We have∥∥(1 + |x|)−1E1h∥∥L2 ≤ Ch(N−1)/2.
The function
Eh := E
0
h + E
1
h,
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which we call a distorted Gaussian beam, is bounded polynomially in |x| for every h, and
it satisfies
(Ph − 1/2)Eh = 0.
We will now show that it can be written as
Eh(x) = |x|−(d−1)/2
(
e−i|x|/hEinh (−xˆ) + ei|x|/hEouth (xˆ)
)
+O(|x|−(d+1)/2),
where Einh and E
out
h are smooth functions which we will identify.
3.3 Behaviour of Eh near infinity
The following lemma guaranties that the term E1h is negligible in our computations.
Lemma 1. There exists a function ah ∈ C∞(Sd−1) with ‖ah‖L2 = O(hN/2−1) such that
E1h(|x|xˆ) ∼|x|→∞ |x|(d−1)/2ei|x|/hah(xˆ).
Proof. Thanks to [Mel95, Proposition 2.4], we know that lim
|x|→∞
|x|−(d−1)/2e−i|x|/hE1h(|x|xˆ)
exists, and is equal to 12ihP∗h,VE1h, where P∗h,V is the adjoint of the Poisson operator Ph,V :
L2(Sd−1)→ L2(Rd).
We have
‖P∗h,VE1h‖L2 = ‖P∗h,V (1 + |x|)−1(1 + |x|)E1h‖L2
≤ ‖P∗h,V (1 + |x|)−1‖L2→L2‖(1 + |x|)E1h‖L2
≤ C∥∥(1 + |x|)−1Ph,V P∗h,V (1 + |x|)−1∥∥1/2L2 h(N−1)/2
= C
∥∥(1 + |x|)−1((Ph − (1/2 + i0))−1)− (Ph − (1/2− i0))−1))(1 + |x|)−1∥∥1/2L2 h(N+1)/2
≤ ChN/2,
by (24). Here, we used the fact, whose proof can also be found in [Mel95, (2.26)], that
(Ph − (1/2 + i0))−1)− (Ph − (1/2− i0))−1) = i2hPh,V P∗h,V .
All in all, we get that∥∥ lim
|x|→∞
|x|−(d−1)/2e−i|x|/hE1h(|x|xˆ)
∥∥
L2
≤ ChN/2−1,
which proves the lemma.
We have, by (14), that
lim
|x|→∞
|x|−(d−1)/2ei|x|/h
∫ 0
−∞
U0(t)u
−
h e
it/2hdt
= lim
|x|→∞
|x|−(d−1)/2ei|x|/h
∫ t−
−∞
U0(t)u
0
he
i(t−t−)/2hdt
= e−it−/2hei(d−1)pi/4
pi1/2
(2pi)d/2
PΓ
(
−ξ0 + xˆ√
h
)
e
i
h
x0·(xˆ+ξ0)e−
1
2h
(xˆ+ξ0)·Γ−1(xˆ+ξ0)).
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By (13) and (22), we have that(
lim
|x|→∞
|x|(d−1)/2e−i|x|/h
∫ +∞
0
U0(t)u˜
+
h e
it/2hdt
)
(xˆ)
=
pi1/2
(2pi)d/2
ei(1−d)pi/4ei
δ+
h
∑
0≤j≤N
hj/2(pij)Γ+
( xˆ− ξ+√
h
)
e−
i
h
x+·(xˆ−ξ+)e−
1
h
(xˆ−ξ+)·Γ−1+ (xˆ−ξ+).
(25)
Finally, the last term composing E0h can be dealt with using the following lemma.
Lemma 2. ∫ t+
0
U(t)u−h e
it/2hdt = O(|x|−(d+1)/2).
Proof. It suffices to show that, for any t ∈ R, we have U(t)u−h = O(|x|−(d+1)/2). By
Duhamel’s principle, we have
U(t)u−h = U0(t)u
−
h −
i
h
∫ t
0
U0(t− s)V U(s)u−h ds.
We have U0(t− s)V U(s)u−h = F−1h
[
ei(t−s)|ξ|2/2hFh
(
V U(s)u−h
)]
. Since V U(s)u−h is a com-
pactly supported function, ei(t−s)|ξ|2/2hFh
(
V U(s)u−h
)
is smooth and L2, so that its inverse
Fourier transform decays faster than any polynomial, and hence − ih
∫ t
0 U0(t−s)V U(s)u−h ds
decays faster than any polynomial . A similar argument shows that U0(t)u
−
h decays faster
than any polynomial, and the result follows.
All in all, we have obtained that
Eh(x) = |x|−(d−1)/2
(
e−i|x|/hEinh (−xˆ) + ei|x|/hEouth (xˆ)
)
+O(|x|−(d+1)/2),
with
Ein(xˆ) = e
−it−/2hei(d−1)pi/4
pi1/2
(2pi)d/2
PΓ
( xˆ− ξ0√
h
)
e−
i
h
x0·(xˆ−ξ0)e−
1
2h
(xˆ−ξ0)·Γ−1(xˆ−ξ0))
and
Eouth (xˆ) = e
i(1−d)pi/4 pi1/2
(2pi)d/2
ei
δ+
h
∑
0≤j≤N
hj/2(pij)Γ+
( xˆ− ξ+√
h
)
e−
i
h
x+·(xˆ−ξ+)e−
1
h
(xˆ−ξ+)·Γ−1+ (xˆ−ξ+))+O(hN/2−1).
We obtain from this that
Sh
(
PΓ
( xˆ− ξ0√
h
)
e
i
h
x0·(xˆ−ξ0)e−
1
2h
(xˆ−ξ0)·Γ−1(xˆ−ξ0))
)
= eit−/2hei
δ+
h
∑
0≤j≤N
hj/2(pij)Γ+
( xˆ− ξ+√
h
)
e
i
h
x+·(xˆ−ξ+)e−
1
h
(xˆ−ξ+)·Γ−1+ (xˆ−ξ+)) +O(h(N−2+d)/2).
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Hence, by possibly replacing N by N +1 if d = 2 (which we can do, since N was chosen
arbitrary), we obtain that
Shφx0,ξ0,Γ
−1
,PΓ
= ei
δ1
h φx+,ξ+,Γ+,QN +RN ,
where QN =
∑
0≤j≤N h
j/2(pij)Γ+ , δ1 =
t−
2 +δ++x0·ξ0−x+·ξ+, and ‖RN‖C0 = O(h(N+1)/2).
Using the fact that Γ 7→ Γ−1 and P 7→ PΓ are one-to-one, this gives us the statement
of the theorem.
Remark 3. If the polynomial P is constant equal to 1, one could write an explicit formula
for the constant Q01 in terms of the classical dynamics by using (8) and (20).
4 Resolution of identity
The aim of this section is to prove (6).
Lemma 3. Let f ∈ L2(Sd−1). We have
f(ω) = ch
∫
Sd−1
dξ
∫
ξ⊥
dxφ˜x,ξ(ω)
∫
Sd−1
dω′φ˜x,ξ(ω′)f(ω′), (26)
where ch is a parameter depending on h, with ch ∼h→0 2(d−1)/2(2pih)−3(d−1)/2.
Proof. Let us write g(ω) :=
∫
Sd−1 dξ
∫
ξ⊥ dxφ˜x,ξ(ω)
∫
Sd−1 dω
′φ˜x,ξ(ω′)f(ω′).
Let us write for all t ≥ 0 χ˜h(t) := e− t
2
2hχ
(
t
h1/3
)
, so that χ˜h has support in [0,
3
4h
1/3).
We have
g(ω) =
∫
Sd−1
dξ
∫
Sd−1
dω′χ˜(|ω − ξ|)χ˜(|ω′ − ξ|)f(ω′)
∫
ξ⊥
dxe
i
h
(−ω+ω′)·x.
On {ω ∈ Sd−1; |ω − ξ| ≤ 3/4}, we may define a local chart by projecting on ξ⊥. This
way, we have ω = ω(y) with y ∈ ξ⊥, so that |y| = | sin(ω̂, ξ)|, where (ω̂, ξ) denotes the
angle between the vectors ω and ξ. We also have
∣∣∣ det(dωdy )∣∣∣ = | cos(ω̂, ξ)|d−1.
Noting that if x ∈ ξ⊥, we have ω(y) · x = y · x, we get
g(ω) =
∫
Sd−1
dξ
∫
ξ⊥
| cos(ω̂(y′), ξ)|d−1dy′χ˜(|ω − ξ|)χ˜(|ω(y′)− ξ|)f(ω(y′))∫
ξ⊥
dxe
i
h
(−yω+y′)·x
= (2pih)d−1f(ω)
∫
Sd−1
dξ| cos(ω̂, ξ)|d−1χ˜2(|ω − ξ|).
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We write c−1h := (2pih)
d−1 ∫
Sd−1 dξ| cos(ω̂, ξ)|d−1χ˜2(|ω−ξ|), which is independent of ω, since
the integrand depends only on |ω − ξ|.
Let us write r(y) = |ω(y)− ξ|. We have r(y) = y + o(y).
We have
c−1h = (2pih)
d−1
∫
ξ⊥
| cos(ω̂(y), ξ)|d−1e− |ω(y)−ξ|
2
h
∣∣∣χ( |ω(y)− ξ|
h1/3
)∣∣∣2dy
= (2pih)d−1
∫
ξ⊥
| cos( ̂ω(h1/2z), ξ)|d−1e− r(h
1/2z)2
h
∣∣∣χ(r(h1/2z)
h1/3
)∣∣∣2h(d−1)/2dz
= (2pi)d−1h3(d−1)/2
∫
ξ⊥
e−z
2
dz + o(h(d−1)/2)
= 2−(d−1)/2(2pih)3(d−1)/2 + o(h(d−1)/2).
As a corollary of the resolution of identity formula, let us state the following result,
which can be proved along the same line as in [CR12, 1.2.3]
Corollary 1. Let A be a trace-class operator acting on L2(Sd−1). We then have
TrA = ch
∫
Sd−1
dω
∫
ω⊥
dξ〈φ˜ω,ξ, Aφ˜ω,ξ〉L2(Sd−1).
References
[Ale05] I. Alexandrova. Structure of the semi-classical amplitude for general scat-
tering relations. Comm. Partial Differential Equations, 30(10-12):1505–1235,
2005.
[Ale06] I. Alexandrova. Structure of the short range amplitude for general scattering
relations. Asymptotic Analysis, 50(1, 2):13–30, 2006.
[CR12] M. Combescure and D. Robert. Coherent states and applications in mathe-
matical physics. Springer Science & Business Media, 2012.
[DGRHH14] K. Datchev, J. Gell-Redman, A. Hassell, and P. Humphries. Approximation
and equidistribution of phase shifts: spherical symmetry. Communications in
Mathematical Physics, 326, Issue 3.:209–236, 2014.
[DZ] S. Dyatlov and M. Zworski. Mathematical theory of scattering resonances.
Version 0.1, To appear. Available on the authors’ webpages.
[GRH15] J. Gell-Redman and A. Hassell. The distribution of phase shifts for semiclas-
sical potentials with polynomial decay. arXiv preprint 1509.03468, 2015.
17
[GRHZ15] J. Gell-Redman, A. Hassell, and S. Zelditch. Equidistribution of phase shifts
in semiclassical potential scattering. Journal of the London Mathematical
Society, 91(1):159–179, 2015.
[Gui77] V. Guillemin. Sojourn times and asymptotic properties of the scattering
matrix. Publications of the Research Institute for Mathematical Sciences,
12(Supplement):69–88, 1977.
[Ho¨r90] L. Ho¨rmander. The analysis of Linear Partial Differential Operators I,
distribution theory and Fourier Analysis. Grundlehren der mathematischen
Wissenchaften 256. Springer Verlag, Berlin, 1990.
[HW08] A. Hassell and J. Wunsch. The semiclassical resolvent and the propagator for
non-trapping scattering metrics. Adv. Math., 217(2):586–682, 2008.
[Ing16] M. Ingremeau. Equidistribution of phase shifts in trapped scattering. arXiv
preprint arXiv:1602.00141, 2016.
[Ing17] Maxime Ingremeau. Distorted plane waves in chaotic scattering. Analysis &
PDE, 10(4):765–816, 2017.
[Maj76] A. Majda. High frequency asymptotics for the scattering matrix and the in-
verse problem of acoustical scattering. Communications on Pure and Applied
Mathematics, 29(3):261–291, 1976.
[Mel95] R.B. Melrose. Geometric Scattering Theory. Cambridge University Press,
1995.
[Mic04] L. Michel. Semi-classical behavior of the scattering amplitude for trapping
perturbations at fixed energy. Canadian Journal of Mathematics, 56(4):794–
824, 2004.
[NZ09] S. Nonnenmacher and M. Zworski. Quantum decay rates in chaotic scattering.
Acta Math., 203:149–233, 2009.
[Pro82] Y. Protas. Quasiclassical asymptotic behavior of the scattering amplitude of a
plane wave on the inhomogeneities of a medium. Mat. Sb.(NS), 117(159):494–
515, 1982.
[Rob07] D. Robert. Propagation of coherent states in quantum mechanics and appli-
cations. In Se´minaires et Congres, number 15, pages 181–250, 2007.
[RT87] D. Robert and H. Tamura. Semi-classical estimates for resolvents and asymp-
totics for total scattering cross-sections. In Annales de l’IHP Physique
the´orique, volume 46, pages 415–442, 1987.
18
[Vai77] B. Vainberg. Quasiclassical approximation in stationary scattering problems.
Functional Analysis and its Applications, 11(4):247–257, 1977.
[Yaj87] K. Yajima. The quasi-classical limit of scattering amplitude. Japanese journal
of mathematics. New series, 13(1):77–126, 1987.
19
