Abstract. In this paper we define the degree of a morphism between (generalized) Verma modules over a graded Lie superalgebra and construct series of morphisms of various degrees between (generalized) Verma modules over the exceptional infinitedimensional linearly compact simple Lie superalgebra E(5, 10). We prove that all such morphisms of degree 1 are found.
Verma modules.
We keep the notations from [KR2] (see also [KR1] , [R] ).
Let L = ⊕ j∈Z g j be a Z-graded Lie superalgebra by finite-dimensional vector spaces. Let
As usual we denote by U = U (L) the universal enveloping algebra of L and similarly
Let us notice that the grading extends to the enveloping algebras, in particular to U − . It is convenient to change the sign of the degree when considering this grading on U − . We shall call it the natural grading of U − .
Given a g 0 -module V , we extend it to a L 0 -module by letting L + act trivially, and define the induced L-module
We shall use the vector space isomorphism M (V ) = U − ⊗ C V . Definition 1.1. Let V be a g-module. The L-module M (V ) is called a (generalized) Verma module (associated to V ). When we want to emphasis that V is a finite-dimensional irreducible g-module, we call the Verma module M (V ) a minimal Verma module. A minimal Verma module is called non-degenerate if it is irreducible and degenerate if it is not irreducible.
Let A and B be two g 0 -modules and let Hom(A, B) be the g 0 -module of linear maps from A to B. The following proposition will be used to construct morphisms between the L-modules M (A) and M (B). and the morphism ϕ is determined by the rule (1.2) ϕ(u ⊗ a) = u Φ(a) .
Moreover for any Φ with the properties (1.1a), (1.1b) a morphism ϕ : M (A) → M (B) is uniquely defined.
Properties (1.1a) and (1.1b) follow. Now given Φ ∈ U − ⊗ C Hom(A, B)) with the properties (1.1a),(1.1b) we may wish to use (1.2) to define ϕ, but in order to conclude that ϕ is well-defined we have to check for any u ∈ U , v ∈ U 0 the equality
Clearly it is equivalent to an equality
and it is sufficient to consider cases: v ∈ g 0 and v ∈ L + . For the first case the equality is exactly the same as the property (1.1a). In the second case we have v a = 0 because L + act trivially and we come to the property (1.1b).
Let us denote the morphism defined in the proposition as Φ = ϕ| A and call it the restriction of ϕ. Definition 1.2. We say that a morphism ϕ : M (A) → M (B) has degree k when
and deg u i = k for all i.
We shall permit ourselves to denote the morphism of Verma modules and its restriction by the same letter when it does not lead to confusion. Remark 1.3. If L 0 is generated by g 0 and a subset of T ⊂ L + , then conditions (1.1) are equivalent to
t Φ(a) = 0 for all t ∈ T , a ∈ A . (1.3b)
The "dot" in (1.3a) denotes the action of g 0 on the tensor product of g 0 -modules U − and Hom(A, B). Usually it gives a hint to a possible choice of Φ and may be checked by general invariant-theoretical considerations. The condition (1.3b) is often more difficult to check.
, suffices in order (1.2) to give a well-defined morphism of (L − ⊕ g 0 )-modules. One can also replace g 0 by any of its subalgebras.
2.
Lie superalgebra E(5, 10).
Recall some standard notation:
denotes the Lie algebra of formal vector fields in n indeterminates:
denotes the Lie subalgebra of divergenceless formal vector fields; Ω k (n) denotes the associative algebra of formal differential forms of degree k in n indeterminates, Ω k cℓ (n) denoted the subspace of closed forms.
The Lie algebra W n acts on
It is obtained by mapping a vector field
Note that (2.1) induces an isomorphism of S n -modules:
Recall that the Lie superalgebra E(5, 10) = E(5, 10)0 ∔ E(5, 10)1 is constructed as follows [K] , [CK] : E(5, 10)0 = S 5 , E(5, 10)1 = Ω 2 cℓ (5). To describe brackets consider an algebra E(5, 10) = E(5, 10)0 ∔ E(5, 10)1 = W 5 ∔ Ω 2
where the subalgebra W 5 acts on E(5, 10)1 via the Lie derivative, but for ω 2 , ω ′ 2 ∈ E(5, 10)1 the brackets are [ω 2 , ω
Now E(5, 10) is a subalgebra of E(5, 10). Let as note that E(5, 10) is not a Lie superalgebra, the Jacobi identity is no longer true in this larger algebra, but true in E(5, 10) .
As in [KR2] we use for the odd elements of E(5, 10) the notation d ij = dx i ∧ dx j (i, j = 1, 2, . . . , 5); recall that we have the following commutation relation (f,
where ǫ ijkℓm is the sign of the permutation ijkℓm if all indices are distinct and 0 otherwise.
Recall that the Lie superalgebra L = E(5, 10) carries a unique consistent irreducible Z-gradation L = ⊕ j≥−2 g j . It is defined by:
One has: g 0 ≃ sℓ 5 (C) and the g 0 -modules occurring in the L − part are:
Recall also that g 1 consist of closed 2-forms with linear coefficients, that g 1 is an irreducible g 0 -module and
3. Degenerate Verma modules and morphisms of degree 1.
We take for the Borel subalgebra of g 0 ≃ sℓ 5 the subalgebra of the vector fields
We denote by F (n 1 , n 2 , n 3 , n 4 ) the finite-dimensional irreducible g 0 -module with highest weight (n 1 , n 2 , n 3 , n 4 ). Let
denote the corresponding generalized Verma module over E(5, 10). Let us repeat a conjecture from [KR3] (where it contains a misprint)
Conjecture 3.1. The following is a complete list of degenerate Verma modules over E(5, 10):
In this section we construct three series of morphisms of degree one of Verma modules which shows, in particular, that all modules from the list given by Conjecture 3.1 are indeed degenerate.
We let (see [KR3] , but our notations differ slightly):
Denote by z i (i = 1, . . . , 5) the standard basis of C 5 and by
ji be the dual bases of C 5 * and Λ 2 C 5 * , respectively. Then S A is the polynomial algebra in 15 indeterminates x i and x ij , S B is the polynomial algebra in 15 indeterminates z * i and x * ij and S C is the polynomial algebra in 10 indeterminates z i and z * i . Given two irreducible g 0 -modules E and F , we denote by (E ⊗ F ) high the highest irreducible component of the
It is easy to see that we have as g 0 -modules:
We are going to construct morphisms ▽ X ∈ End L (M (S X,high )) of degree 1 for X = A, B or C. Let us start with the following operators:
where θ X ij ∈ Hom(S X , S X ), X = A, B or C. Namely we take
In order to get the morphisms of S X,high we need following more specific realizations of these spaces.
Proposition 3.2. The g 0 -module S C,high is equal to a factor of the polynomial ring S C by the ideal S C,low generated by the relations:
This follows from the fact that the orbit of the sum of highest weight vectors in F (0, 0, 0, 1) ⊕ F (0, 0, 1, 0) is a spherical variety.
Proposition 3.3. The g 0 -module S B,high is equal to a factor of the polynomial ring S B by the ideal S B,low generated by the relation:
Similarly we use the fact that the orbit of the sum of highest weight vectors in F (1, 0, 0, 0) ⊕ F (0, 0, 0, 1) is a spherical variety.
Proposition 3.4. The g 0 -module S A,high is equal to the subspace of all polynomials f ∈ S A that satisfy the following equations:
We notice that the realization of S C as differential operators on S A makes the perfect duality. The proposition means that S A,high coincides with the orthogonal complement to S C,low , which is clear because S A,high is dual to S C,high .
Corollary 3.5. (a) The operator ▽ A preserves the subspace S A,high of S A and therefore defines a map ▽ A ∈ End(S A,high ). (b) The operator ▽ B preserves the ideal S B,low of S B and thus determines a map of the factor rings ▽ B ∈ End(S B,high ). (c) The operator ▽ C preserves the ideal S C,low of S C and determines a map of the factor rings ▽ C ∈ End(S C,high ).
The statements (a) and (c) are evident. For (b) we notice that ▽ B acts as a derivative, thus it is enough to check that it annihilates the generator of the ideal S B,low given by (3.3), which is straightforward.
To keep with the notations in [KR3] we let:
V A = S A,high , V B(resp. C) = S B(resp. C) /S B(resp. C),low ≃ S B(resp. C),high .
(c) The non-zero morphisms ▽ X are morphisms of degree 1.
Proof. It is immediate to see that g 0 · ▽ X = 0. By Remark 1.4 we conclude that there exist the corresponding (U − ⊕ g 0 )-morphisms M (S X ) −→ M (S X ) that we permit ourselves to denote by the same symbols ▽ X . These are evidently morphisms of degree 1.
In order to apply Proposition 1.1 and get E(5, 10)-morphisms of modules S X,high we need to check that (3.5) g 1 · ▽ X (s) = 0 for s ∈ S X,high .
Now in order to check (3.5) we may use Remark 1.3 with t = x 5 d 45 . Namely (3.6)
It is not difficult to check that for X = A the right hand side is equal to zero modulo relations (3.4). Now let us consider X = B. Here for s ∈ S B (x 5 ∂ c )θ
This immediately gives us zero at the right hand side of (3.6). When X = C we have
thus the right hand side of (3.6) is zero modulo the relations (3.2b).✷ The non-zero maps ▽ X are illustrated in Figure 2 . The nodes in the quadrants A, B and C represent generalized Verma modules M (m, n, 0, 0), M (0, 0, m, n) and M (m, 0, 0, n), respectively. The arrows represent the E(5, 10)-morphisms ▽ X , X = A, B or C in the respective quadrants. It is not difficult to check the following lemma. Figure 1 . Morphisms of degree 1.
For X = A the equations follow from Proposition 3.4, for X = C the equations follow immediately from Proposition 3.2. In the case X = B denote
Then we have θ Theorem 3.9. All the morphisms of degree 1 are the following:
Remark 3.10. In short these are the morphisms represented in Figure 2, i.e. all the non-zero morphisms ▽ X .
of degree 1 is defined according to Proposition 1.1 by Φ of the form
Because of (1.3a) the basis {θ ij } is dual to {d ij } and that means
The equation (1.3b) where we consider t = x q d pq gives (the calculations are similar to those in (3.6) ):
Choose s to be the highest weight vector in F (n ′ ). Suppose first that θ 45 (s) = 0 and a, q ≤ 3, b = 4, c = 5. Then (3.9) and (3.8) imply
Therefore the weight wt(θ 45 (s)) has the form (0, 0, m, n) for some m, n ≥ 0. We conclude thatn ′ = wt(s) = (0, 0, m + 1, n) .
This clearly implies ϕ = ▽ C . We assume θ 45 (s) = 0 for the following. If we apply x c ∂ q to (3.9) we get (3.10)
For a = 3, b = 5, c = 2, q = 4 it becomes
Suppose that θ 35 (s) = 0. Then θ 35 (s) is a highest weight vector and its weight has the form wt(θ 35 )(s) = (m, 0, 0, n) for some m, n = 0. But when wt(s) = (m, 0, 0, n) − (0, 1, −1, 1) is not dominant. So we have θ 35 (s) = θ 45 (s) = 0. If θ 25 (s) = 0, then it is a highest weight vector and similarly we may use (3.10) for a = 2, b = 5, c = 1, q = 4. We come to h 14 θ 25 (s) = 0, which gives an impossible weight for θ 25 (s). Thus θ 25 (s) = 0.
Substitute a = 1, b = 5, 1 < c, q < 5 in (3.10)
We see that if θ 15 (s) = 0, then it is the highest weight vector with the weight wt(θ 15 (s)) = (m, 0, 0, n). It is easy to conclude that ϕ = ▽ B in this case.
We have all θ i5 = 0. Let 1 < a, b < 5. Again (3.10) gives
It follows that non of the vectors θ ab (s) can be the hight weight vector, they all are to be zero. Only θ 1j (s) for j = 2, 3, 4 could be non-zero. For b = 3, 4 we have
So wt(θ 1b (s)) should be (m, 0, 0, 0) and this is not possible. The only choice is θ 1b (s) = 0 for b = 3, 4.
We are left with the case when all θ ab (s) = 0 except θ 12 (s), which is the highest weight vector. Then similarly we get h 35 θ 12 (s) = 0 and therefore wt(θ 12 (s)) = (m, n, 0, 0). Then ϕ = ▽ A . ✷
Morphisms of degree 4.
Our goal is to construct a morphism of degree 4.
Let us start with the formula
where {ẑā} is the monomial basis of S 3 (C 5 * ) and {uā} is the dual basis of the irreducible Remark 4.2. We may also write t AB as a morphism of the combined Verma module
in itself given by (4.1) withz i = ∂ i . Similarly
) is a morphism given by (4.1) withz i equal to the multiplication by z * i .
Proof of the theorem. We see immediately that Remark 4.2 determines a (L − ⊕ g 0 )-morphism of Verma modules. One has to check the condition (1.3b) where we may suppose that a is the highest weight vector of A. For t AB this means The case (b) amounts to a much more complicated computation. We shall write only few hints. Evidently the symmetric group S 5 acts on the indices. The following simple observation helps in the computations. that help us to write the elements u α explicitly. We leave it to the reader to check the rest of the computation. ✷ Proposition 4.4. Whenever defined, the following compositions are zero
The proof is more or less immediate.
This means that we have got complexes that are shown in the following picture.
Morphisms of other degrees.
There morphisms of degrees 2, 3 and 5 that can be constructed as compositions of the morphisms of degree 1 and 4 described above. It is not difficult to see that the morphisms are non-zero and they are evidently morphisms of degree 2. It is a simple calculation to check that the morphism in question is non-zero. 
