Abstract-This paper focuses on the development of an online inverse reinforcement learning (IRL) technique for a class of nonlinear systems. The developed approach utilizes observed state and input trajectories, and determines the unknown reward function and the unknown value function online. A parameter estimation technique is utilized to facilitate estimation of the reward function in the presence of unknown dynamics. Theoretical guarantees for convergence of the reward function estimates are established, and simulation results are presented to demonstrate the performance of the developed technique.
I. INTRODUCTION
Over the past decade, autonomous systems have been utilized to perform increasingly complex tasks due to their repeatability and increased precision, but their impact is ultimately limited by their inability to adapt to change. Humans can intuitively alter task objectives without being explicitly told, and can infer task objectives based on what other humans in their environment are trying to achieve. The ability of humans to detect the intent of others allows for better cooperation in teams. Similarly, the development of techniques to detect the intent of other entities will endow autonomous systems with the ability to detect subterfuge, to improve teamwork, and to learn appropriate responses to changing circumstances from demonstrations.
Based on the premise that the most succinct representation of the behavior of an entity is its reward structure [1] , this paper aims to recover the reward (or cost) function of an agent by observing the agent performing a task and monitoring its state and control trajectories. Methods to estimate the reward function using state and control trajectories fall under the umbrella of inverse reinforcement learning (IRL) (see, for example, [1] and [2] ). The IRL method developed in this paper learns the reward function and the value function of an agent under observation online, and in the presence of modeling uncertainties.
IRL methods were proposed in [1] and reward function estimation techniques using IRL were initially used for problems formulated as Markov Decision Processes (MDP) in [3] , [4] , and [5] . Since solutions to the IRL problems are generally not unique, the maximum entropy principle in [6] was developed to help differentiate between the various solutions. In [7] , the authors developed a Maximum Casual Entropy IRL technique for infinite time horizon problems where a stationary soft Bellman policy which helps enable the learning of the transition models is utilized. Beyond this, many extensions of IRL have been developed, including formulation of feature construction [8] , solving IRL using gradient based methods [9] , and game theoretic approaches, as in [10] , which suggest the possibility of finding solutions that outperform the expert demonstrator. IRL was further extended to nonlinear problems using deep neural networks [11] or Gaussian Processes [12] in which a nonlinear reward function estimate is found using a probabilistic approach.
The aforementioned IRL techniques and inverse optimal control, methods such as [13] , have been extensively utilized to teach autonomous machines to perform specific tasks in an offline setting [14] . However, offline approaches to IRL cannot handle changes to task objectives and are illsuited for adaptation in real-time. The development of online IRL techniques is motivated by the need for robustness to uncertainties in the system model and responsiveness to adapt to changing reward structures. Inspired by the success of model-based real-time reinforcement learning methods such as [15] , [16] and the preliminary online IRL results for linear systems in [17] , this paper presents an IRL technique for nonlinear systems.
The main contribution of this paper is the development of a novel method for reward function estimation in nonlinear systems using model-based IRL in an online setting. The developed technique is inspired by IRL results for linear systems presented in [17] and [18] . The challenges in extending the aforementioned methods to uncertain nonlinear systems are twofold: (a) value functions for nonlinear systems may not be linearly parameterizable, and (b) uncertainties in the nonlinear dynamics need to be estimated to achieve modelbased IRL.
The paper is organized as follows: Section II details the mathematics notation used throughout the paper. Section III introduces the problem formulation. Section IV details an overview of the parameter estimation technique incorporated in the simulation. Section V shows stability analysis for the parameter estimator. Section VI explains the error metric used for the calculations. Section VII introduces the IRL algorithm. Section VIII details how inaccurate data from the parameter estimation is removed. Section IX is the analysis for convergence of the algorithm. Section X shows the simulation for a nonlinear system and Section XI is the conclusion of the paper.
II. NOTATION
The notation R n represents the n−dimensional Euclidean space, and the elements of R n are interpreted as column vectors, where (·)
T denotes the vector transpose operator.
The set of positive integers excluding 0 is denoted by N. For a ∈ R, R ≥a denotes the interval [a, ∞), and R >a denotes the interval (a, ∞). Unless otherwise specified, an interval is assumed to be right-open. If a ∈ R m and b ∈ R n , then
The notations I n and 0 n denote the n × n identity matrix and the zero element of R n , respectively. Whenever it is clear from the context, the subscript n is suppressed.
III. PROBLEM FORMULATION
Consider an agent with the following nonlinear dynamicṡ
where x : R ≥0 → R n is the state and u : R ≥0 → R m is the control. If a nominal dynamic model of the agent is available, then the dynamics in (1) can then be separated intȯ
where f o represents the known terms and g represents the unknown terms. 1 The agent being observed is using the policy which minimizes the following performance index
where x(t; x 0 , u(·)) is the trajectory of the agent generated by the optimal control signal u(·) starting from the initial condition x 0 , evaluated at time t. To aid in reward function estimation, the reward function r : R n × R m → R can be parameterized as r = W T σ, to be made precise in Section VI, where W represents the weights of the reward function to be approximated and σ represents known continuously differentiable features. The objective of the proposed technique is for the system to identify the unknown weights of the reward function W and the unknown dynamics, g.
It is assumed that the optimal control problem is wellposed and that it has a unique solution. It is further assumed that the system is affine in control and that the reward function is quadratic in control. Extension of the developed method to non-affine, non-quadratic systems is a topic for further research.
IV. PARAMETER ESTIMATOR
The parameter estimator is motivated by the authors' previous work in [19] . This section provides a brief overview of the parameter estimation design.
To facilitate parameter estimation, let g(x, u) = θ T σ(x, u), where σ : R n × R m → R p denotes the basis vector and θ ∈ R p×n is a constant matrix of unknown parameters. The system in (2) is expressed in the forṁ
The expression in (5) can be rearranged to form the affine system
where
and
where I denotes the integral operator f →
f (x (τ ) , u (τ )) dτ . The affine error system in (6) motivates the adaptive estimation scheme that follows. The design is inspired by the concurrent learning technique [20] . Concurrent learning enables parameter convergence in adaptive control by using stored data to update the parameter estimates. Traditionally, adaptive control methods guarantee parameter convergence only if the appropriate persistence of excitation (PE) conditions are met [21, Chapter 4] . Concurrent learning uses stored data to soften the PE condition to an excitation condition over a finite time-interval.
For ease of exposition, it is assumed that a history stack, i.e., a set of ordered pairs
is available a priori. A history stack
where the matrix G ∈ R p×p is defined as
The concurrent learning update law to estimate the unknown parameters is then given bẏ
where k θ ∈ R >0 is a constant adaptation gain, and Γ : R ≥0 → R p×p is the least-squares gain updated using the update lawΓ
where β 1 ∈ R >0 is a constant gain. Using arguments similar to [21, Corollary 4.3.2] , it can be shown that provided λ min Γ −1 (0) > 0, the least squares gain matrix satisfies
where Γ and Γ are positive constants, and I n denotes an n×n identity matrix.
V. STABILITY ANALYSIS
Consider the following positive definite candidate Lyapunov function:
Taking the time derivative of (15), and using (12) and (13), yieldṡ (15) and (16), along with the bounds in (11) and (14), [22, Theorem 4.10] can be invoked to conclude that θ converges exponentially to 0.
VI. INVERSE BELLMAN ERROR
In this section, the parameter estimates from Section IV are utilized to formulate an indirect error metric that facilitates IRL.
Under the premise that the observed agent makes optimal decisions, the state and control trajectories, x(·) and u(·), satisfy the Hamilton-Jacobi-Bellman equation
where the unknown optimal value function is V * : R n → R and H : R n × R n × R m → R is the Hamiltonian, defined as H(x, p, u) := p T f (x, u) + r(x, u). The goal of IRL is to accurately estimate the reward function, r. To aid in the estimation of the reward function, letV :
be a parameterized estimate of the optimal value function V * , whereŴ V ∈ R P are the estimates of the ideal value function weights W * V , σ V : R n → R P are known continuously differentiable features, and V : R n → R is the resulting approximation error. Additionally, since the reward function r is quadratic in the control, it can be expressed as r(x, u) = Q(x) + u T Ru. In this formulation, R ∈ R m×m is a positive definite matrix, such that R = diag([r 1 , · · · , r m ]), and
is a positive definite function, where
T are ideal reward function weights, 
whereŴ := Ŵ V ;Ŵ Q ;Ŵ R and σ x, u,θ :=
VII. INVERSE REINFORCEMENT LEARNING
Using the formulation of the inverse Bellman error in Section VI, a history stack of the data can be formulated into matrix form, resulting in
. Using (20) , the IRL problem can be solved by finding the solution of the linear system forŴ that minimize the inverse Bellman error in (19) . To facilitate the computation, the values of x, u, andθ are recorded at time instances {t i < t}
, where N ∈ N, N >> L + P + m, and σ t (t) := σ x (t) , u (t) ,θ (t) .
Since the IRL problem is ill-posed, the solution to (20) is not unique. The trivial solutionŴ = 0 is not desirable because it does not provide any useful information and should be discarded. In addition to this trivial solution, due to the uniqueness assumption, there are an infinite number of other solutions to the IRL problem. But, these solutions are constant multiples of the optimal solution, meaning the solutions to r(x, u) and ar(x, u), where a is a positive constant, result in the exact same policy.
Without loss of generality, a known value is assigned to one of the reward function weights, and as a result, the trivial solution is no longer viable and the scaling ambiguity is removed. Taking the first element ofŴ R to be known, the inverse BE in (19) can then be expressed as
whereŴ := Ŵ V ;Ŵ Q ;Ŵ − R , the vectorŴ − R denoteŝ W R with the first element removed, σ ui (u) denotes the i th element of the vector σ u (u), the vector σ − u denotes σ u with the first element removed, and σ x, u,θ :=
The closed-form nonlinear optimal controller corresponding to the reward structure in (3) provides the relationship
which can be expressed as T Updating the history stack in (20) and removing the known reward weight element will result in the linear system
At any time instant t, provided the data stored in the history stack G (t) satisfies
then a least-squares estimate of the reward weights can be obtained asŴ
To improve numerical stability of the least-squares solution, the data recorded in the history stack is selected to maximize the condition number ofΣ while ensuring that the vector Σ u1 remains nonzero. The data selection algorithm is detailed in Fig. 1 . if the history stack is not full then 3: add the data point to the history stack 4 :
for some i, and Σ u1 (i ← * ) ≥ ξ 2 then 5: add the data point to the history stack 6 :
else 8: discard the data point 9:
← 0 10:
end if 11: end if 
VIII. PURGING TO EXPLOIT IMPROVED PARAMETER ESTIMATES
Due to the fact thatΣ and ∆ depend on the quality of the parameter estimates, a purging technique was incorporated in an attempt to remove poor estimates ofŴ . During the transient phase of the signals, the estimates inθ are likely to be less accurate and the solution to the least squares problem will likely be poor. Therefore, a purging algorithm was developed and is detailed in Fig. 2 .
To determine the quality of the estimate,θ, a performance metric is sought. Using the dynamics in (4) and integrating over an interval [t−τ 1 , t], a metric η can be determined using the known state variable, x, and the dynamics, f o (x, u) + θ T σ(x, u). More specifically,
If this is less than a predetermined constant threshold, then the estimate ofθ has improved and the data in the history stack should be purged. Since the parameter error estimates,θ, exponentially converge to zero, a simpler timebased purging technique can also be incorporated, such as |t − η| > , for a predetermined constant > 0, where η is the time instant of the last purged event.
An indicator variable, η, as defined above, quantifies the quality of the current parameter estimates using a guess-andcheck method, which is used to purge and update the history stack. This updated history stack then updates the weight estimateŴ according Fig. 2 . The algorithm is initialized with an empty history stack, and an estimate for W 0 is found. Using the algorithm in Fig. 1 , estimated values for x, u,θ,
HoldŴ at the previous value 6: end if 7: if κ Σ TΣ < κ 2 and η (t) < η (t) then 8: empty the history stack 9: s ← s + 1 10: end if Fig. 2 . Algorithm for updating the weights and the history stack. The constants κ 1 > 0 and κ 2 > 0 are tunable thresholds, the index s denotes the number of times the history stack was purged, and η (t) := min {η (t 1 ) , · · · , η (t M )}.
and η are recorded in the history stack, where t < T and η (t) is assumed to be infinite. The initial estimate ofŴ is kept constant until the history stack is full. Then, using (25), every time a new data point is added to the history stack, the weight estimate is updated.
In addition to the data recorded along the trajectories of the demonstrator, a query-based approach can also be incorporated in IRL. In the query-based approach, a randomly selected state, x i , is sent to the demonstrator and the corresponding control value, u i , is queried, and if these values are deemed to improve the estimate, then they are added to the history stack and used in the subsequent reward estimation calculations.
IX. ANALYSIS
To facilitate the analysis of the IRL algorithm, let Σ := [σ (x (t 1 ) , u (t 1 ) , θ) ; · · · ; σ (x (t M ) , u (t M ) , θ)] and letŴ * denote the least-squares solution of ΣŴ = −Σ u1 . Furthermore, let W denote an appropriately scaled version of the ideal weights, i.e, W := W /r1. Provided the rank condition in (24) is satisfied, the inverse HJB equation in (17) implies that ΣW = −Σ u1 − E, where
LetΣ s , Σ u1s , andŴ s denote the regression matrices and the weight estimates corresponding to the s th history stack, respectively, and let Σ s denote the ideal regression matrix, whereθ (t i ) inΣ s is replaced with the corresponding ideal value θ. LetŴ * s denote the least-squares solution of Σ sŴ = −Σ u1s . ProvidedΣ s satisfies the rank condition in
Since the parameter estimates,θ, exponentially converge to θ, the function (x, θ) → σ (x, u, θ) is continuous for all u, and under the rank condition in (24), the function Σ → Σ T Σ −1 Σ T is continuous, so it can be concluded thatŴ s →Ŵ * s as s → ∞. This means the error between the estimatesŴ s and the ideal weights W is O ( ) as s → ∞.
X. SIMULATION
To verify the performance of the developed method, a nonlinear optimal control problem is selected with a known value function. The agent under observation has the following nonlinear dynamicṡ
where the parameters f 1 , f 2 , and f 3 are unknown constants to be estimated. The exact values of these parameters are
, and f 3 = 4. The performance index that the agent is trying to minimize is
resulting in the reward function weights to be estimated as Q = diag(0, 1) and R = 1. The observed state and control trajectories and a prerecorded history stack are used in the estimation of unknown parameters in the dynamics, along with the optimal value function parameters and the reward function weights. The closed form optimal nonlinear controller is Figs. 3 -4 show the performance of the proposed method. Fig. 3 shows the parameter convergence of the unknown part of the dynamics in (27). Fig. 4 shows the IRL method estimates the unknown weights in both the reward function and the optimal value function. The parameters used for the simulation were: T 1 = 1s, T 2 = 0.6s, k θ = 0.5/N , N = 150, M = 100, β 1 = 1, Γ(0) = I 3×3 , and simulation time step T s = 0.005s.
XI. CONCLUSION
In this paper, an online nonlinear inverse reinforcement learning method is developed. In order to facilitate reward function estimation online, a parameter estimator is incorporated to allow reward function estimation in the presence of unknown dynamics. Due to the dependency of the reward estimation method on the estimated dynamics, a purging technique was developed to ensure that reward function estimation always utilizes the best available estimates of the system model. The method was validated by simulating a nonlinear system to show convergence of the unknown parameters in the dynamics, the reward function, and the optimal value function. Future work will focus on the development of output feedback IRL methods that utilize both state and parameter estimation methods, and extensions of the developed technique to handle suboptimal demonstrations.
