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CONVERGENCE OF THE GINZBURG-LANDAU
APPROXIMATION FOR THE ERICKSEN-LESLIE SYSTEM
ZHEWEN FENG, MIN-CHUN HONG AND YU MEI
Abstract. We establish the local well-posedness of the general Ericksen-Leslie
system in liquid crystals with the initial velocity and director field in H1×H2
b
.
In particular, we prove that the solutions of the Ginzburg-Landau approxima-
tion system converge smoothly to the solution of the Ericksen-Leslie system
for any t ∈ (0, T ∗) with a maximal existence time T ∗ of the Ericksen-Leslie
system.
1. Introduction
In the 1960s, Ericksen [8] and Leslie [20] proposed a celebrated hydrodynamic
theory to describe the behavior of liquid crystals. The Ericksen-Leslie theory has
been widely accepted since then as one of the most successful theories for modeling
liquid crystal flows (c.f. [28]). Let v = (v1, v2, v3) be the velocity vector of the
fluid and u = (u1, u2, u3) ∈ S2 the unit direction vector. Then the Ericksen-Leslie
system in R3 × [0,∞) is given by (c.f. [23, 28])
∂tv + v · ∇v +∇P = ∇ · (σE + σL),(1.1)
∇ · v = 0,(1.2)
u× (γ1N + γ2Au− h) = 0,(1.3)
where P represents the pressure and σE denotes the Ericksen stress tensor given
by
(1.4) σE = −∇uT ∂W (u,∇u)
∂(∇u) .
Here the Oseen-Frank density W (u,∇u) takes the form
W (u,∇u) = k1(div u)2+k2(u·curl u)2+k3|u×curl u|2+(k2+k4)[tr(∇u)2−(div u)2],
where k1, k2, k3, k4 are Frank’s elastic constants. The Leslie stress tensor σ
L satisfies
the constitutive relation
(1.5) σL = α1(u⊗u : A)u⊗u+α2N⊗u+α3u⊗N+α4A+α5(Au)⊗u+α6u⊗(Au),
where αi, i = 1, 2, · · · , 6 are the Leslie coefficients. The co-rotational time derivative
N of u is defined by
(1.6) N = ∂tu+ v · ∇u− Ωu.
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We denote by Ω and A the skew-symmetric and symmetric parts of the tensor ∇v
respectively; that is
Ω =
1
2
(∇v − (∇v)T ), A = 1
2
(∇v + (∇v)T ).
The molecular field h in (1.3) is given by
(1.7) h = ∇ ·
(
∂W (u,∇u)
∂(∇u)
)
− ∂W (u,∇u)
∂u
.
In the sequel, the following assumptions are introduced: Frank’s elastic constants
k1, k2, k3, k4 satisfy the strong Ericksen inequalities (c.f. [1])
(1.8) k1 > 0, k2 > |k4|, k3 > 0, 2k1 > k2 + k4.
Under which there are positive constants a, C > 0 such that the density W (u,∇u)
is equivalent to a form that satisfies
(1.9) a|p|2 ≤W (z, p) ≤ C|p|2, Wpki plj (z, p)ξ
k
i ξ
l
j ≥ a|ξ|2
for any ξ ∈ M3×3, any z ∈ R3 and any p ∈ M3×3 (c.f. [9,17]). The Leslie coefficients
αi, i = 1, 2, · · · , 6, are assumed to satisfy the following conditions:
(1.10) γ1 = α3 − α2 > 0, γ2 = α6 − α5, α2 + α3 = α6 − α5,
where the last equation is called the Parodi relation (c.f. [28]). Further, suppose
that
(1.11) α1 ≥ 0, α4 > 0, β := α5 + α6 − γ
2
2
γ1
≥ 0,
which ensures the energy-dissipation law of the general Ericksen-Leslie system.
The Ericksen-Leslie system (1.1)-(1.3) has attracted much attention in recent
years. For the two-dimensional case, Lin-Lin-Wang [22] and Hong [15] indepen-
dently proved global existence and partial regularity of weak solutions to the sim-
plified system; that is a special case where Frank’s elastic constants in the isotropic
case satisfy k1 = k2 = k3 = 1, k4 = 0 and the Leslie tensor is ignored (other than
α4 6= 0). Hong-Xin [18] generalized these results to any positive k1, k2, k3, but with-
out the Leslie tensor. Later, Huang-Lin-Wang [19] and Wang-Wang [32] obtained
similar results in R2 for the system (1.1)-(1.3) with the Leslie tensor. Lin-Wang
[25], Li-Titi-Xin [21] and Wang-Wang-Zhang [33] established uniqueness of global
weak solutions of the the system (1.1)-(1.3).
In three dimensions, the question on global existence of weak solutions to the
Ericksen-Leslie system (1.1)-(1.3) remains open. Wen-Ding [36] established the local
well-posedness of strong solutions to the simplified system without the Leslie stress
tensor in the isotropic case (k1 = k2 = k3 = 1, k4 = 0 and only α4 6= 0). Later, Fan-
Guo [10] and Huang-Wang [14] studied the Serrin and BKM type blow-up criteria
for this simplified system, using ideas originating from the celebrated Navier-Stokes
equation. For the Ericksen-Leslie system with general Oseen-Frank density and
without the Leslie tensor, Hong-Li-Xin [16] proved the local well-posedness and
blow-up criterions of strong solutions with initial data (v0, u0) ∈ H1(R3,R3) ×
H2b (R
3, S2). For rough initial data, Hineman-Wang [13] established the local well-
posedness of solutions to the simplified system with initial velocity v0 and director
u0 in uniformly local L
3-integrable spaces respectively. See also Wang [31] for the
case with initial data in BMO−1×BMO. Recently, Hong-Mei [17] generalized the
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result in [13] to the case of any positive k1, k2, k3 with initial data in uniformly local
L3 spaces, but without the effect of the Leslie tensor.
Now, we consider the effect of Leslie stress tensor for the general Ericksen-Leslie
system in three dimensions. Wang-Zhang-Zhang [34] and Wang-Wang [32] proved
the local well-posedness of solutions to the general Ericksen-Leslie system with
initial data (v0, u0) ∈ H2s(R3,R3) × H2sb (R3, S2) with s ≥ 2. In this article, we
investigate the local well-posedness of strong solutions to the general Ericksen-Leslie
system (1.1)-(1.3) with initial data (v0, u0) ∈ H1(R3,R3)×H2b (R3, S2).
For a given unit vector b ∈ S2 and m ∈ N, we denote
Hmb (R
3;S2) := {u : u− b ∈ Hm(R3;R3), |u| = 1 a.e. in R3}.(1.12)
Definition 1. For any T > 0, (v, u) is called a strong solution to the system (1.1)-
(1.3) in R3 × (0, T ) if it satisfies the system (1.1)-(1.3) for almost every (x, t) ∈
R
3 × (0, T ) and
v ∈ L∞(0, T ;H1(R3)) ∩ L2(0, T ;H2(R3)), ∂tv ∈ L2(0, T ;L2(R3)), div v = 0,
u ∈ L∞(0, T ;H2b (R3)) ∩ L2(0, T ;H3b (R3)), ∂tu ∈ L2(0, T ;H1(R3)), |u| = 1.
Firstly, we prove the local well-posedness of strong solutions to (1.1)-(1.3):
Theorem 1. For any v0 ∈ H1(R3,R3) and u0 ∈ H2b (R3, S2) with div v0 = 0, there
is a unique strong solution (v, u) to the system (1.1)-(1.3) in R3×[0, T ∗) with initial
data (v0, u0). Moreover, there are two positive constants ε0 and R0 such that at a
singular point xi, the maximal existence time T
∗ satisfies
lim sup
t→T∗
∫
BR(xi)
|∇u(·, t)|3 + |v(·, t)|3 dx ≥ ε0,
for any R > 0 with R ≤ R0.
In line with previous efforts, the proof of Theorem 1 utilizes the Ginzburg-
Landau approximation. The Ginzburg-Landau functional was introduced in 1950
([12]) to study the phase transition in superconductivity. For a parameter ε > 0,
the Ginzburg-Landau functional of u : Ω→ R3 is defined by
(1.13) Eε(u; Ω) :=
∫
Ω
(
1
2
|∇u|2 + 1
4ε2
(1− |u|2)2
)
dx.
There are many impressive results concerning convergence of the Ginzburg-Landau
approximation system as ε → 0. In [7], Chen-Struwe proved global existence of
weak solutions to the heat flow of harmonic maps using the Ginzburg-Landau ap-
proximation. See a further result in [5] on the convergence of the gradient flow of the
Ginzburg-Landau approximation. On the other hand, Bethuel, Brezis and He´lein
[3, 4] proved asymptotic behavior for minimizers of Eε in two dimensional star-
shaped domains as ε → 0 (see also [30] for the case of non-star-shaped domains).
Motivated by above results, Lin-Liu [23, 24] introduced the Ginzburg-Landau ap-
proximation system for the Ericksen-Leslie system
∂tvε + vε · ∇vε +∇Pε = ∇ · (σEε + σLε ),(1.14)
∇ · vε = 0,(1.15)
γ1Nε + γ2Aεuε = hε(1.16)
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for ε > 0, where uε, vε are the direction and velocity field of the Ginzburg-Landau
system and hε is given by
(1.17) hiε = ∇α
(
∂W (uε,∇uε)
∂piα
)
− ∂W (uε,∇uε)
∂uiε
+
1
ε2
uiε(1− |uε|2).
Lin-Liu [23,24] proved global existence of classical solutions in two dimensions and
weak solutions in three dimensions to the Ginzburg-Landau system (see also [6]
for the γ2 6= 0 case). Lin-Liu [24] also analyzed the limit of solutions (vε, uε) of
the Ginzburg-Landau system as ε → 0, but it is not clear that the limiting so-
lution satisfies the original Ericksen-Leslie system with |u| = 1. In the study of
numerical context, it is a widely used approach to handle the constraint |u| = 1
in the Ericksen-Leslie equations through the Ginzburg-Landau approximation sys-
tem (1.14)-(1.16) (c.f. [26, 35]). Therefore, it is an important question to study
the convergence of weak solutions to the Ginzburg-Landau approximation system
(1.14)-(1.16). Hong [15] and Hong-Xin [18] proved the local existence of weak so-
lutions of the Ericksen-Leslie system without the Leslie stress tensor in R2 using
the Ginzburg-Landau approximation approach. For the three-dimensional prob-
lem, the convergence of solutions to the Ginzburg-Landau approximation system is
challenging in the framework of weak solutions, owing to a lack of uniform a priori
estimates (refer to [24, 25]). Hong-Li-Xin [16] first justified the local (in time) con-
vergence of strong solutions to (1.14)-(1.16) without Leslie stress tensor for initial
velocity and director field in H1(R3)×H2b (R3). We would like to point out that by
using the Ginzburg-Landau approximation, Lin-Wang [25] proved global existence
of weak solutions to the simplified system in dimension three with initial velocity
and director in L2 × H1 and hemisphere condition on the director. Building on
the ideas of [15, 16, 18], we prove Theorem 1 by establishing the convergence of
strong solutions to (1.14)-(1.16), when the Leslie stress tensor is present. One of
the key ideas is that when |uε| is close to 1, we handle the singular term 1−|uε|
2
ε2
using (1.16).
Concerning the Lin-Liu problem on the convergence of the Ginzburg-Landau
approximation, Hong-Li-Xin [16] proved the strong convergence of the Ginzburg-
Landau approximation system up to the maximal existence time of the Ericksen-
Leslie system without the Leslie stress tensor. In this paper, we extend the result in
[16] to the general Ericksen-Leslie system (1.1)-(1.3) with the Leslie stress tensor.
Theorem 2. For each ε > 0, there is a unique strong solution (vε, uε) to the system
(1.14)-(1.16) in R3× [0, T ∗ε ) with initial data (v0, u0) ∈ H1(R3)×H2b (R3) satisfying
div v0 = 0, where T
∗
ε is the maximal existence time. Let T
∗ be the maximal existence
time of the strong solution (v, u) to the system (1.1)-(1.3) with the same initial
data (v0, u0) in Theorem 1. Then, we have (∇u, v) ∈ C∞(τ, T ;C∞loc(R3)) with any
(τ, T ) ⊂ (0, T ∗). Moreover, for any T ∈ (0, T ∗), there exists a small positive εT
such that T ∗ε ≥ T for any ε ≤ εT , and as ε→ 0,
(1.18) (∇uε, vε)→ (∇u, v), in L∞(0, T ;L2(R3)) ∩ L2(0, T ;H1(R3))
and
(1.19) (∇uε, vε)→ (∇u, v), in C∞(τ, T ;C∞loc(R3)) for any τ > 0.
We would like to point out that the smooth convergence in (1.19) is a new result
even for the Ericksen-Leslie system without the Leslie stress tensor. One of the
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key proofs to Theorem 2 is to establish Proposition 3.1 under the condition that
(v0,ε, u0,ε) satisfies
(1.20) ‖u0,ε − b‖2H2(R3) + ‖v0,ε‖2H1(R3) +
1
ε2
‖(1− |u0,ε|2)‖2H1(R3) ≤M
for a positive constant M independent of ε. Note that the condition (1.20) does
not involve any condition on ‖∂tu0,ε‖L2(R3), which differs from the one in [16]. To
prove Proposition 3.1, we establish a local estimate on the pressure in Lemma 2.4
and derive a local L3-estimate using an interpolation inequality and a covering
argument, which is similar to the argument in [17]. By applying Proposition 3.1,
we prove that as ε→ 0, the solutions (vε, uε) of (1.14)-(1.16) converge strongly to
the solution (v, u) of the system (1.1)-(1.3) in R3× (0, TM ] with a uniform constant
TM > 0 depending only on M .
The second key proof to Theorem 2 is to derive sophisticated higher order es-
timates of (vε,∇uε) with uniform bounds in ε in Lemma 4.2, which implies the
smooth convergence results of Ginzburg-Landau approximation systems in R3 ×
(0, TM ]. Let T
∗ be the maximal existence time of the solution (v, u) to the Ericksen-
Leslie system. For any T < T ∗, we choose M = 2 sup0≤t≤T ‖(∇u, v)‖2H1(R3). Then
we combine the energy identities in Lemma 4.3 with the higher order estimates to
verify that (vε, uε) satisfies (1.20) at t = TM . Therefore, the solutions (vε, uε) to the
Ginzburg-Landau system converge smoothly to the solution (v, u) in R3× (0, 2TM ]
for sufficiently small ε. Finally, we establish the smooth convergence of solutions
to Ginzburg-Landau approximation systems for any T < T ∗.
The paper is organized as follows. In Section 2, we obtain some a priori estimates
of the Ericksen-Leslie system (1.1)-(1.3). In Section 3, we establish Proposition 3.1
and prove Theorem 1. In Section 4, we establish higher order estimates of the
Ginzburg-Landau approximation system and prove Theorem 2.
2. a priori estimates
In this section, we derive a priori estimates for strong solutions to the Ginzburg-
Landau system (1.14)-(1.16). First, we note that the equation (1.3) is equivalent
to
(2.1) γ1N + γ2(Au − (uTAu)u) = h− (u · h)u
by taking the vector cross product to (1.3) with u and using the fact that |u| = 1.
Then we have the following basic energy identity:
Lemma 2.1. Let (vε, uε) be a strong solution to the system (1.14)-(1.16) in R
3 ×
(0, Tε). Then for any t ∈ (0, Tε) we have
d
dt
∫
R3
( |vε|2
2
+W (uε,∇uε) + 1
4ε2
(1 − |uε|2)2
)
dx + α4
∫
R3
|Aε|2 dx(2.2)
+ α1
∫
R3
|uTε Aεuε|2 dx+ β
∫
R3
|Aεuε|2 dx+ 1
γ1
∫
R3
|hε|2 dx = 0.
Proof. Multiplying (1.14) by vε, using (1.15) and integrating by parts yield
1
2
d
dt
∫
R3
|vε|2 dx+
∫
R3
σLε : ∇vε dx = −
∫
R3
σEε : ∇vε dx.(2.3)
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Since Aε is symmetric and Ωε is antisymmetric, it follows from (1.5), (1.10) and
(1.16) that∫
R3
σLε : ∇vε dx =
∫
R3
σLε : (Aε +Ωε) dx(2.4)
=
∫
R3
[
α1|uTε Aεuε|2 + α4|Aε|2 + (α5 + α6)|Aεuε|2
− (γ1Nε + γ2Aεuε) · (Ωεuε) + γ2Nε · (Aεuε)
]
dx
=α1
∫
R3
|uTε Aεuε|2 dx+ α4
∫
R3
|Aε|2 dx + (α5 + α6 − γ
2
2
γ1
)
∫
R3
|Aεuε|2 dx
−
∫
R3
hTε Ωεuε dx+
γ2
γ1
∫
R3
hTε Aεuε dx.
Substituting (2.4) into (2.3) and using (1.4), we have
1
2
d
dt
∫
R3
|vε|2 dx+ α1
∫
R3
|uTε Aεuε|2 dx + α4
∫
R3
|Aε|2 dx+ β
∫
R3
|Aεuε|2 dx(2.5)
=
∫
R3
∇iukεWpkj (uε,∇uε)∇jv
i
ε dx+
∫
R3
hTε Ωεuε dx−
γ2
γ1
∫
R3
hTε Aεuε dx.
On the other hand, multiplying (1.16) by 1γ1 hε, integrating over R
3 and using
(1.6), we have
−
∫
R3
∂tuε · hε dx+ 1
γ1
∫
R3
|hε|2 dx(2.6)
=
∫
R3
(vε · ∇)uε · hε dx−
∫
R3
hTε Ωεuε dx+
γ2
γ1
∫
R3
hTε Aεuε dx.
It follows from (1.17) and integration by parts that
−
∫
R3
∂tuε · hε dx =
∫
R3
(
∂t∇αuiεWpiα(uε,∇uε) + ∂tuiεWuiε(uε,∇uε)
)
dx(2.7)
− 1
ε2
∫
R3
∂tuε · uε(1− |uε|2) dx
=
d
dt
∫
R3
(
W (uε,∇uε) + 1
4ε2
(1− |uε|2)2
)
dx.
Using (1.15) and integration by parts, we have∫
R3
(vε · ∇)uε · hε dx(2.8)
=
1
ε2
∫
R3
(vε · ∇)uε · uε(1− |uε|2) dx
+
∫
R3
vkε∇kuiε(∇αWpiα(uε,∇uε)−Wuiε(uε,∇uε)) dx
=− 1
4ε2
∫
R3
(vε · ∇)(1− |uε|2)2 dx−
∫
R3
∇αvkε∇kuiεWpiα(uε,∇uε) dx
−
∫
R3
vkε
(∇k∇αuiεWpiα(uε,∇uε)−∇kuiεWuiε(uε,∇uε)) dx
=−
∫
R3
∇αvkε∇kuiεWpiα(uε,∇uε) dx.
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Plugging (2.7) into (2.6) gives
d
dt
∫
R3
(
W (uε,∇uε) + 1
4ε2
(1− |uε|2)2
)
dx+
1
γ1
∫
R3
|hε|2 dx(2.9)
=−
∫
R3
∇αvkε∇kuiεWpiα(uε,∇uε) dx−
∫
R3
hTε Ωεuε dx+
γ2
γ1
∫
R3
hTε Aεuε dx.
Therefore, summing (2.5) with (2.9) yields (2.2). 
The following lemma gives the local energy-dissipation law of the Ginzburg-
Landau system (1.14)-(1.16).
Lemma 2.2. Let (vε, uε) be a strong solution to the system (1.14)-(1.16) in R
3 ×
(0, Tε). Assume that
1
2 ≤ |uε| ≤ 32 in R3 × (0, Tε). Then for any φ ∈ C∞0 (R3) and
s ∈ (0, Tε), we obtain∫
R3
(
|vε(x, s)|2 + |∇uε(x, s)|2 + (1− |uε(x, s)|
2)2
ε2
)
φ2 dx(2.10)
+
∫ s
0
∫
R3
(
|∇vε|2 + |∇2uε|2 + |∂tuε|2 + |∇(|uε|
2)|2
ε2
)
φ2 dxdt
≤C
∫
R3
(
|v0,ε|2 + |∇u0,ε|2 + (1 − |u0,ε|
2)2
ε2
)
φ2 dx
+ C
∫ s
0
∫
R3
(|Pε − cε(t)|+ |vε|2)|vε||∇φ|φdxdt
+ C
∫ s
0
∫
R3
(|vε|2 + |∇uε|2)|∇uε|2φ2 dxdt
+ C
∫ s
0
∫
R3
(|∇uε|2 + |vε|2)|∇φ|2 dxdt,
where C is a positive constant independent of ε and cε(t) ∈ R. In particular, for
any s ∈ (0, Tε), we have
∫
R3
(
|vε(x, s)|2 + |∇uε(x, s)|2 + (1− |uε(x, s)|
2)2
ε2
)
dx
(2.11)
+
∫ s
0
∫
R3
(
|∇vε|2 + |∇2uε|2 + |∂tuε|2 + 1
ε2
|∇(|uε|)2|2
)
dxdt
≤C
∫
R3
|v0,ε|2 + |∇u0,ε|2 + (1− |u0,ε|
2)2
ε2
dx+ C
∫ s
0
∫
R3
(|vε|2 + |∇uε|2)|∇uε|2 dxdt.
Proof. Multiplying (1.14) by viεφ
2, integrating over R3 and using the similar calcu-
lations in (2.3) and (2.4) yield
d
dt
∫
R3
|vε|2
2
φ2 dx+
∫
R3
α1|uTε Aεuε|2φ2 + α4|Aε|2φ2 + β|Aεuε|2φ2 dx
(2.12)
=
∫
R3
hTε Ωεuεφ
2 dx− γ2
γ1
∫
R3
hTε Aεuεφ
2 dx+ 2
∫
R3
(Pε − cε(t))vε · ∇φφdx
+ 2
∫
R3
|vε|2vε · ∇φφdx − 2
∫
R3
σLε : vε ⊗∇φφdx +
∫
R3
∇iukεWpkj∇jv
i
εφ
2 dx
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+ 2
∫
R3
∇iukεWpkj v
i
ε∇jφφdx.
Multiplying (1.16) by 1γ1hεφ
2, integrating over R3 and using the similar calculations
in (2.7), one has
d
dt
∫
R3
(
W (uε,∇uε) + 1
4ε2
(1− |uε|2)2
)
φ2 dx+
1
γ1
∫
R3
|hε|2φ2 dx(2.13)
=−
∫
R3
hTε Ωεuεφ
2 dx+
γ2
γ1
∫
R3
hTε Aεuεφ
2 dx+
∫
R3
vε · ∇uε · hεφ2 dx
− 2
∫
R3
∂tu
i
εWpiα∇αφφdx.
Summing (2.13) with (2.12) and using Young’s inequality yield
d
dt
∫
R3
( |vε|2
2
+W (uε,∇uε) + 1
4ε2
(1− |uε|2)2
)
φ2 dx
(2.14)
+
α4
2
∫
R3
|∇vε|2φ2 dx + α1
∫
R3
|uTε Aεuε|2φ2 dx+ β
∫
R3
|Aεuε|2φ2 dx
≤C
∫
R3
(|∇uε|2|∇vε|+ |vε||∇uε||hε|)φ2 dx+ C
∫
R3
|∂tuε||∇uε||∇φ||φ| dx
+ C
∫
R3
(|σLε |+ |∇uε|2 + |∇vε|+ |Pε − cε(t)|)|vε||∇φ||φ| dx
≤η
∫
R3
|∂tuε|2φ2 dx+ α4
4
∫
R3
|∇vε|2φ2 dx+ C
∫
R3
(|∇uε|2 + |vε|2)|∇φ|2 dx
+ C
∫
R3
(|∇uε|2 + |vε|2)|∇uε|2φ2 dx+ C
∫
R3
(|Pε − cε(t)|+ |vε|2)|vε||∇φ||φ|dx,
where η will be chosen later and we have used the facts that
|σLε |+ |hε| ≤ C(|Aε|+ |Ωε|+ |Nε|) ≤ C(|∇vε|+ |∂tuε|+ |vε||∇uε|)
and
α4
∫
R3
|Aε|2φ2 dx ≥ α4
2
∫
R3
|∇vε|2φ2 dx − C
∫
R3
|vε||∇vε||∇φ||φ| dx
which follows from integration by parts and using (1.15).
In order to bound the term
∫
R3
|∂tuε|2φ2 dx on the right hand side of (2.14), we
multiply (1.16) by ∂tu
i
εφ
2 and then integrate it over R3 to obtain
−
∫
R3
hε · ∂tuεφ2 dx + γ1
∫
R3
|∂tuε|2φ2 dx
=− γ1
∫
R3
vε · ∇uiε∂tuiεφ2 dx+
∫
R3
(γ1Ωεuε − γ2Aεuε) · ∂tuεφ2 dx.
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It follows from similar calculations in (2.7) that
d
dt
∫
R3
(
W (uε,∇uε) + 1
4ε2
(1− |uε|2)2
)
φ2 dx+ γ1
∫
R3
|∂tuε|2φ2 dx(2.15)
=− γ1
∫
R3
vε · ∇uiε∂tuiεφ2 dx− 2
∫
R3
∂tu
iWpiα∇αφφdx
+
∫
R3
(γ1Ωεuε − γ2Aεuε) · ∂tuεφ2 dx
≤γ1
4
∫
R3
|∂tuε|2φ2 dx+ C1
∫
R3
|∇vε|2φ2 dx
+ C
∫
R3
|vε|2|∇uε|2φ2 + |∇uε|2|∇φ|2 dx.
To derive the estimate of
∫
R3
|∇2uε|2φ2 dx, we multiply (1.16) with 1γ1∆uiεφ2
and integrate the resulting equation over R3. Then, one has
−
∫
R3
∂tuε ·∆uεφ2 dx+ 1
γ1
∫
R3
hε ·∆uεφ2 dx(2.16)
=
∫
R3
vε · ∇uε∆uεφ2 dx+
∫
R3
(
−Ωεuε + γ2
γ1
Aεuε
)
·∆uεφ2 dx.
It follows from integration by parts that∫
R3
hε ·∆uεφ2 dx =
∫
R3
(
∇αWpiα −Wuiε +
1
ε2
uiε(1− |uε|2)
)
∆uiεφ
2 dx(2.17)
=
∫
R3
Wpiαp
j
γ
∇βαuiε∇βγujεφ2 dx+
∫
R3
Wpiαuj∇βujε∇βαuiεφ2 dx
+ 2
∫
R3
Wpiα(∇βαuiε∇βφ−∆uiε∇αφ)φdx
−
∫
R3
Wuiε∆u
i
εφ
2 dx+
1
2ε2
∫
R3
|∇β(|uε|2)|2φ2 dx
−
∫
R3
(1− |uε|2)
ε2
(|∇uε|2φ2 +∇(|uε|2)∇φφ) dx
and
−
∫
R3
∂tuε ·∆uεφ2 dx = 1
2
d
dt
∫
R3
|∇uε|2φ2 dx+ 2
∫
R3
∂tu
i
ε · ∇uiε · ∇φφdx.(2.18)
Collecting (2.16)-(2.18) and using (1.9) give
1
2
d
dt
∫
R3
|∇uε|2φ2 dx+
∫
R3
(
a
γ1
|∇2uε|2 + 1
2ε2
|∇|uε|2|2
)
φ2 dx(2.19)
≤
∫
R3
vε · ∇uε∆uεφ2 dx+
∫
R3
(
−Ωεuε + γ2
γ1
Aεuε
)
·∆uεφ2 dx
− 2
∫
R3
∂tuε∇uiεφ∇φdx −
1
γ1
∫
R3
Wpiαuj (uε,∇uε)∇βujε∇βαuiεφ2 dx
− 2
γ1
∫
R3
Wpiα(u,∇u)(∇2βαuiε∇βφ−∆uiε∇φ)φdx +
1
γ1
∫
R3
Wuiε∆u
i
εφ
2 dx
+
1
γ1
∫
R3
(1− |uε|2)
ε2
(|∇uε|2φ2 +∇(|uε|2)∇φφ) dx
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≤ a
2γ1
∫
R3
|∇2uε|2φ2 dx+ η
∫
R3
|∂tuε|2φ2 dx+ C2
∫
R3
|∇vε|2 dx
+ C
∫
R3
(|vε|2 + |∇uε|2)|∇uε|2φ2 dx+ C
∫
R3
|∇uε|2|∇φ|2 dx,
where we have used∣∣∣∣1− |uε|2ε2
∣∣∣∣ ≤ C(|∂tuε|+ |vε||∇uε|+ |∇vε|+ |∇uε|2 + |∇2uε|),(2.20)
which follows from (1.16) and the assumption 12 ≤ |uε| ≤ 32 .
Multiplying (2.14) by C3 := 4α
−1
4 (C1 + C2 + 1), summing with (2.15), (2.19),
choosing η = γ1(4(C3 + 1))
−1, and integrating in [0, s], we have (2.10) following
from (1.9). By using the same argument with φ ≡ 1, we obtain the desired estimate
(2.11). 
Second order estimates of the Ginzburg-Landau system (1.14)-(1.16) are given
in the following lemma.
Lemma 2.3. Let (uε, vε) be a strong solution to the system (1.14)-(1.16) on R
3 ×
(0, Tε). Assume that
1
2 ≤ |uε| ≤ 32 on R3 × (0, Tε). Then for any φ ∈ C∞0 (R3) and
any s ∈ (0, Tε) we have the estimate
∫
R3
(
|∇vε(x, s)|2 + |∇2uε(x, s)|2 + |∇(|uε(x, s)|
2)|2
ε2
)
φ2 dx
(2.21)
+
∫ s
0
∫
R3
(
|∇3uε|2 + |∇2vε|2 + |∇∂tuε|2 + |∇
2(|uε|2)|2
ε2
)
φ2 dxdt
≤C
∫
R3
(
|∇2u0,ε|2 + |∇v0,ε|2 + |∇|u0,ε|
2|2
ε2
)
φ2 dx
+ C
∫ s
0
∫
R3
(|∇uε|2 + |vε|2)(|∇2uε|2 + |∇vε|2 + |∂tuε|2)φ2 dxdt
+ C
∫ s
0
∫
R3
(|∇uε|4 + |vε|4 + |∇2uε|2 + |∇vε|2 + |∂tuε|2)(|∇φ|2 + |∇2φ||φ|) dxdt
+ C
∫ s
0
∫
R3
|Pε − cε(t)|2(|∇φ|2 + |∇2φ||φ|) dxdt,
where C is a positive constant independent of ε and cε(t) ∈ R. In particular, for
any s ∈ (0, Tε), we have∫
R3
(
|∇2uε(x, s)|2 + |∇vε(x, s)|2 + |∇(|uε(x, s)|
2)|2
ε2
)
dx(2.22)
+
∫ s
0
∫
R3
(
|∇3uε|2 + |∇2vε|2 + |∇∂tuε|2 + |∇
2|uε|2|2
ε2
)
dxdt
≤C
∫
R3
(
|∇2u0,ε|2 + |∇v0,ε|2 + |∇|u0,ε|
2|2
ε2
)
dx
+ C
∫ s
0
∫
R3
(|vε|2 + |∇uε|2)(|∇vε|2 + |∇2uε|2 + |∂tuε|2) dxdt.
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Proof. For simplicity, denote
g1 =:(|vε|2 + |∇uε|2)(|∇vε|2 + |∇2uε|2 + |∂tuε|2 + |∇uε|4)φ2,
g2 =:(|∇uε|4 + |vε|4 + |∂tuε|2 + |∇2uε|2 + |∇vε|2)(|∇φ|2 + |∇2φ||φ|).
Multiplying equation (1.14) by ∆vεφ
2, using (1.15) and integrating over R3 yield
1
2
d
dt
∫
R3
|∇vε|2φ2 dx =
∫
R3
σLε : ∇∆vεφ2 dx− 2
∫
R3
∂tvε∇vε · ∇φφdx
− 2
∫
R3
(Pε − cε(t))∆vε∇φφ) dx(2.23)
+
∫
R3
∆vε · (vε · ∇vεφ2 + 2σLε · ∇φφ −∇ · σEε φ2) dx
= : I1 + I2 + I3 + I4.
By a similar argument to the one in (2.4), one has
I1 =α1
∫
R3
(uTε Aεuε)uε ⊗ uε : ∆Aεφ2 dx+ α4
∫
R3
Aε : ∆Aεφ
2 dx
+ β
∫
R3
Aεuε ⊗ uε : ∆Aεφ2 dx+ γ2
γ1
∫
R3
hTε∆Aεuεφ
2 dx −
∫
R3
hTε∆Ωεuεφ
2 dx
=− α1
∫
R3
|uiεujε∇Aεij |2φ2 dx − α4
∫
R3
|∇Aε|2φ2 dx− β
∫
R3
|∇Aεijujε|2φ2 dx
− α1
∫
R3
Aεkl∇Aεij · ∇(uiεujεukεulεφ2) dx− 2α4
∫
R3
Aεij∇Aεij · ∇φφdx
− β
∫
R3
Aεik∇(ukεuiεφ2)∇Aεij dx+
γ2
γ1
∫
R3
hTε∆Aεuεφ
2 dx −
∫
R3
hTε∆Ωεuεφ
2 dx
≤− α4
2
∫
R3
|∇2vε|2φ2 dx− α1
∫
R3
|uiεujε∇Aεij |2φ2 dx− β
∫
R3
|∇Aεijujε|2φ2 dx
+
γ2
γ1
∫
R3
hTε∆Aεuεφ
2 dx−
∫
R3
hTε∆Ωεuεφ
2 dx+ C
∫
R3
g1 + g2 dx.
In the view of (1.14), one has
I2 =− 2
∫
R3
(∇ · (σEε + σLε )− (vε · ∇)vε −∇Pε)∇vε · ∇φφdx
≤C
∫
R3
(|∇2uε||∇uε||∇vε|+ |∇uε|3|∇vε|)|∇φ||φ| dx − 2
∫
R3
∇ · σLε ∇vε · ∇φφdx
+ C
∫
R3
|vε||∇vε|2|∇φ||φ| dx + C
∫
R3
|Pε − cε(t)||∇vε||∇(∇φφ)| dx
≤α4
16
∫
R3
|∇2vε|2φ2 dx+ η1
∫
R3
|∇∂tuε|2φ2 dx
+ C
∫
R3
|Pε − cε(t)|2(|∇2φ||φ| + |∇φ|2) dx+ C
∫
R3
g1 + g2 dx,
where η1 will be chosen later and we utilized the fact that
(2.24) |∇ · σLε | ≤ C(|∇uε||∇vε|+ |∇2vε|+ |∇∂tuε|+ |∂tuε||∇uε|+ |vε||∇2uε|).
12 ZHEWEN FENG, MIN-CHUN HONG AND YU MEI
It follows from Young’s inequality that
I3 + I4 ≤α4
16
∫
R3
|∇2vε|2φ2 dx+ C
∫
R3
|Pε − cε(t)|2|∇φ|2 dx+ C
∫
R3
g1 + g2 dx.
Substituting I1, I2, I3 and I4 into (2.23) leads us to
1
2
d
dt
∫
R3
|∇vε|2φ2 dx+ 3α4
8
∫
R3
|∇2vε|2φ2 dx(2.25)
≤η1
∫
R3
|∇∂tuε|2φ2 dx+ C
∫
R3
|Pε − cε(t)|2(|∇2φ||φ| + |∇φ|2) dx
+
γ2
γ1
∫
R3
hTε∆Aεuεφ
2 dx−
∫
R3
hTε∆Ωεuεφ
2 dx+ C
∫
R3
g1 + g2 dx.
Differentiating (1.16) in xβ , multiplying the resulting equation by
1
γ1
∇βhεφ2 and
integrating over R3, we have
−
∫
R3
∂t∇βuε · ∇βhεφ2 dx + 1
γ1
∫
R3
|∇hε|2φ2 dx(2.26)
=
γ2
γ1
∫
R3
∇β(Aεuε) · ∇βhεφ2 dx−
∫
R3
∇β(Ωεuε) · ∇βhεφ2 dx
+
∫
R3
∇β(vε · ∇uε) · ∇βhεφ2 dx =: J1 + J2 + J3.
For J1, it follows from integration by parts that
J1 =− γ2
γ1
∫
R3
hTε∆Aεuεφ
2 dx− γ2
γ1
∫
R3
∇βAε∇β(uεφ2)hε dx(2.27)
+
γ2
γ1
∫
R3
Aε∇βuε · ∇βhεφ2 dx
≤− γ2
γ1
∫
R3
hTε∆Aεuεφ
2 dx+
α4
16
∫
R3
|∇2vε|2φ2 dx
+
1
8γ1
∫
R3
|∇hε|2φ2 dx+ C
∫
R3
g1 + g2 dx,
where we have used that |hε| ≤ C(|∂tuε|+ |vε||∇uε|+ |∇vε|). Similarly, we have
J2 ≤
∫
R3
hTε∆Ωεuεφ
2 dx+
α4
16
∫
R3
|∇2vε|2φ2 dx(2.28)
+
1
4γ1
∫
R3
|∇hε|2φ2 dx+ C
∫
R3
g1 + g2 dx.
It follows from Young’s inequality that
J3 ≤ 1
8γ1
∫
R3
|∇hε|2φ2 dx+ C
∫
R3
g1 + g2 dx.(2.29)
Next we estimate J0 := −
∫
R3
∂t∇βuε · ∇βhεφ2 dx on the left hand side of (2.26).
By using (1.17), one has
J0 =−
∫
R3
∇β∂tuiε∇2αβWpiαφ2 dx+
∫
R3
∇β∂tuiε∇βWuiεφ2 dx(2.30)
−
∫
R3
∇β∂tuiε∇β
(
uiε(1− |uε|2)
ε2
)
φ2 dx =: J0,1 + J0,2 + J0,3.
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It follows from integration by parts and (1.9) that
J0,1 =
∫
R3
∂t∇2αβuiεWpiαpjγ∇
2
βγu
j
εφ
2 dx+
∫
R3
∂t∇2αβuiεWpiαujε∇βu
j
εφ
2 dx
(2.31)
+ 2
∫
R3
∂t∇βuiε∇βWpiα∇αφφdx
=
1
2
d
dt
∫
R3
∇2αβuiεWpiαpjγ∇
2
βγu
j
εφ
2 dx +
1
2
∫
R3
∇βuiε∇α(∂tWpiαpjγ∇
2
βγu
j
εφ
2) dx
−
∫
R3
∂t∇βuiε∇α
(
Wpiαu
j
ε
∇βujεφ2
)
dx+ 2
∫
R3
∂t∇βuiε∇βWpiα∇αφφdx
≥1
2
d
dt
∫
R3
∇2αβuiεWpiαpjγ∇
2
βγu
j
εφ
2 dx − η1
∫
R3
|∂t∇uε|2φ2 dx
− η2
∫
R3
|∇3uε|2φ2 dx− C
∫
R3
g1 + g2 dx.
For J0,2, Young’s inequality implies
J0,2 ≥ −η1
∫
R3
|∂t∇uε|2φ2 dx− C
∫
R3
g1 + g2 dx.(2.32)
For J0,3, noting that (2.20) and the inequality
∣∣∣∣∇(1− |uε|2)ε2
∣∣∣∣ ≤C(|∇∂tuε|+ |∇2vε|+ |∇3uε|) + C|vε|(|∇uε|2 + |∇2uε|)(2.33)
+ C|∇uε|(|∇uε|2 + |∇2uε|+ |∂tuε|+ |∇vε|)
from (1.16) and the assumption 12 ≤ |uε| ≤ 32 , one has
J0,3 =
∫
R3
∇β(|uε|2)
ε2
∂t(u
i
ε∇βuiε)φ2 dx+
∫
R3
∇β(1− |uε|2)
ε2
∂tu
i
ε∇βuiεφ2 dx(2.34)
−
∫
R3
1− |uε|2
ε2
∇βuiε∂t∇βuiεφ2 dx
≥ 1
4ε2
d
dt
∫
R3
|∇(|uε|2)|2φ2 dx − α4
16
∫
R3
|∇2vε|φ2 dx
− η1
∫
R3
|∂t∇uε|2φ2 dx− η2
∫
R3
|∇3uε|2φ2 dx− C
∫
R3
g1 + g2 dx.
Plugging (2.31), (2.32) and (2.34) into (2.30), one has
J0 ≥ d
dt
∫
R3
(
1
2
∇2αβuiεWpiαpjγ∇
2
βγu
j
ε +
|∇(|uε|2)|2
4ε2
)
φ2 dx(2.35)
−
∫
R3
(
3η1|∂t∇uε|2 + 2η2|∇3uε|2
)
φ2 dx− C
∫
R3
g1 + g2 dx.
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Substituting (2.27), (2.28), (2.29), (2.35) into (2.26), we have
d
dt
∫
R3
(
1
2
∇2αβuiεWpiαpjγ∇
2
βγu
j
ε +
1
4ε2
|∇|uε|2|2
)
φ2 dx+
1
2γ1
∫
R3
|∇hε|2φ2 dx
≤3α4
16
∫
R3
|∇2vε|2φ2 dx+ 3η1
∫
R3
|∇∂tuε|2φ2 dx+ 2η2
∫
R3
|∇3uε|2φ2 dx
− γ2
γ1
∫
R3
hTε∆Aεuεφ
2 dx+
∫
R3
hTε∆Ωεuεφ
2 dx+ C
∫
R3
g1 + g2 dx.
which, summing with (2.25), integrating over [0, s] and then using (1.9), yields
∫
R3
(
1
2
|∇vε(x, s)|2 + a
2
|∇2uε(x, s)|2 + 1
4ε2
|∇(|uε(x, s)|2)|2
)
φ2 dx
(2.36)
+
∫ s
0
∫
R3
(α4
8
|∇2vε|2 + α1|uiε∇Aεijujε|2 + β|∇Aεijujε|2
)
φ2 dxdt
≤4η1
∫ s
0
∫
R3
|∇∂tuε|2φ2 dxdt+ 2η2
∫ s
0
∫
R3
|∇3uε|2φ2 dxdt+ C
∫ s
0
∫
R3
g1 + g2 dxdt
+ C
∫
R3
(
|∇v0,ε|2 + |∇2u0,ε|2 + |∇(|u0,ε|
2)|2
ε2
)
φ2 dx.
In view of (2.36), it remains to estimate |∇∂tuε|2 and |∇3uε|2. Differentiating (1.16)
in xβ , multiplying the resulting equation by ∇β∂tuεφ2 and integrating over R3, we
have
−
∫
R3
∇βhε · ∇β∂tuεφ2 dx+ γ1
∫
R3
|∇∂tuε|2φ2 dx(2.37)
=
∫
R3
(∇β(γ1Ωεuε − γ2Aεuε)− γ1∇β(vε · ∇uε)) · ∇β∂tuεφ2 dx
≤η2
∫
R3
|∇∂tuε|2φ2 dx + C1
∫
R3
|∇2vε|2φ2 dx+ C
∫
R3
g1 + g2 dx.
Plugging (2.35) into (2.37) yields
d
dt
∫
R3
(
1
2
∇2αβuiεWpiαpjγ∇
2
βγu
j
ε +
|∇(|uε|2)|2
4ε2
)
φ2 dx+ γ1
∫
R3
|∇∂tuε|2φ2 dx(2.38)
≤
∫
R3
(3η1|∇∂tuε|2 + 3η2|∇3uε|2)φ2 dx+ C1
∫
R3
|∇2vε|2φ2 dx+ C
∫
R3
g1 + g2 dx.
On the other hand, taking a derivative ∇β of (1.16), multiplying the resulting
equation by 1γ1∇β∆uεφ2 and integrating over R3, we have
1
2
d
dt
∫
R3
|∇2uε|2φ2 dx+ 1
γ1
∫
R3
∇βhε · ∇β∆uεφ2 dx(2.39)
=
∫
R3
(
∇β(vε · ∇uε − Ωεuε) + γ2
γ1
∇β(Aεuε)
)
· ∇β∆uεφ2 dx
≤ a
8γ1
∫
R3
|∇3uε|2φ2 dx+ C2
∫
R3
|∇2vε|2φ2 dx+ C
∫
R3
g1 + g2 dx.
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For the term K0 :=
∫
R3
∇βhε · ∇β∆uεφ2 dx, it follows from (1.17) that
K0 =
∫
R3
∇2βαWpiα∇β∆uiεφ2 dx−
∫
R3
∇βWuiε∇β∆uiεφ2 dx(2.40)
+
∫
R3
∇β
(
1− |uε|2
ε2
uiε
)
∇β∆uiεφ2 dx =: K0,1 +K0,2 +K0,3.
Note that
∇2γβWpiα(uε,∇uε) =Wpjl piα(uε,∇uε)∇
3
βγlu
j
ε +Wujεpiα
(uε,∇uε)∇2γβujε
+Wukεp
j
l
piα
(uε,∇uε)∇γukε∇2βlujε +Wukεujεpiα(uε,∇uε)∇γu
k
ε∇βujε
+Wpk
l
ujεpiα
(uε,∇uε)∇2γlukε∇βujε.
Using integration by parts twice and using (1.9) yield
K0,1 ≥
∫
R3
∇2βγWpiα∇3αβγuiεφ2 dx − C
∫
R3
|∇Wp||∇3uε||∇φ||φ| dx(2.41)
≥
∫
R3
Wpj
l
piα
(uε,∇uε)∇3βγlujε∇3αβγuiεφ2 dx
− a
4
∫
R3
|∇3uε|2φ2 dx− C
∫
R3
g1 + g2 dx
≥3a
4
∫
R3
|∇3uε|2φ2 dx− C
∫
R3
g1 + g2 dx.
For K0,2, it follows from Young’s inequality that
K0,2 ≥ −a
8
∫
R3
|∇3uε|2φ2 dx− C
∫
R3
(|∇uε|2|∇2uε|2 + |∇uε|6)φ2 dx.(2.42)
The term K0,3 can be controlled as follows. Since
uε · ∇β∆uε = 1
2
∇β∆(|uε|2)−∇β(|∇uε|2)−∇βuε ·∆uε,
we obtain from integration by parts that
K0,3 =
∫
R3
∇β
(
1− |uε|2
ε2
)
uiε∇β∆uiεφ2 dx+
∫
R3
1− |uε|2
ε2
∇βuiε∇β∆uiεφ2 dx
=
∫
R3
∇β
(
1− |uε|2
ε2
)(
1
2
∇β∆(|uε|2)−∇β(|∇uε|2)−∇βuε ·∆uε
)
φ2 dx
+
∫
R3
1− |uε|2
ε2
∇βuiε∇β∆uiεφ2 dx
=
∫
R3
|∇2(|uε|2)|2
2ε2
φ2 dx−
∫
R3
∇β
(
1− |uε|2
ε2
)
∇2βα(|uε|2)∇αφφdx
−
∫
R3
∇β
(
1− |uε|2
ε2
)(∇β(|∇uε|2) +∇βuε ·∆uε)φ2 dx
+
∫
R3
1− |uε|2
ε2
∇βuiε∇β∆uiεφ2 dx
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Then, by using (2.20), (2.33) and Young’s inequality, it is clear that
K0,3 ≥
∫
R3
|∇2(|uε|2)|2
2ε2
φ2 dx− a
8
∫
R3
|∇3uε|2φ2 dx− η1
∫
R3
|∇∂tuε|2φ2 dx(2.43)
− C2
∫
R3
|∇2vε|2φ2 dx− C
∫
R3
g1 + g2 dx.
Substituting (2.41)-(2.42) and (2.43) into (2.40), we have
K0 ≥a
2
∫
R3
|∇3uε|2φ2 dx+
∫
R3
|∇2(|uε|2)|2
2ε2
φ2 dx(2.44)
− η1
∫
R3
|∇∂tuε|2φ2 dx− C2
∫
R3
|∇2vε|2φ2 dx− C
∫
R3
g1 + g2 dx.
Collecting (2.44) with (2.39), one has
1
2
d
dt
∫
R3
|∇2uε|2φ2 dx + 3a
8γ1
∫
R3
|∇3uε|2φ2 dx+ 1
2γ1
∫
R3
|∇2(|uε|2)|2
ε2
φ2 dx(2.45)
≤η1
∫
R3
|∇∂tuε|2φ2 dx + 2C2
∫
R3
|∇2vε|2φ2 dx+ C
∫
R3
g1 + g2 dx.
Summing (2.45) with (2.38), integrating over [0, s] and using (1.9) yield
∫
R3
(
1 + a
2
|∇2uε(x, s)|2 + |∇(|uε(x, s)|
2)|2
4ε2
)
φ2 dx(2.46)
+
∫ s
0
∫
R3
(
γ1|∇∂tuε|2 + 3a
8γ1
|∇3uε|2 + 1
2γ1
|∇2(|uε|2)|2
ε2
)
φ2 dxdt
≤C
∫
R3
(
|∇2u0,ε|2 + |∇(|u0,ε|
2)|2
ε2
)
φ2 dx
+ 4η1
∫ s
0
∫
R3
|∇∂tuε|2φ2 dxdt+ 3η2
∫ s
0
∫
R3
|∇3uε|2φ2 dxdt
+ (C1 + 2C2)
∫ s
0
∫
R3
|∇2vε|2φ2 dxdt+ C
∫ s
0
∫
R3
g1 + g2 dxdt.
Multiplying (2.36) by C3 = 8α
−1
4 (C1+2C2), summing with (2.46), and then choos-
ing small constants η1 = γ1(8(C3 + 1))
−1 and η2 = a(8γ1(2C3 + 3))
−1, we obtain
∫
R3
(|∇vε(x, s)|2 + |∇2uε(x, s)|2 + 1
ε2
|∇(|uε(x, s)|2)|2)φ2 dx(2.47)
+
∫ s
0
∫
R3
(
|∇2vε|2 + |∂t∇uε|2 + |∇3uε|2 + 1
ε2
|∇2|uε|2|2
)
φ2 dxdt
≤ C
∫
R3
(|∇v0,ε|2 + |∇2u0,ε|2 + 1
ε2
|∇(|u0,ε|2)|2)φ2 dx+ C
∫ s
0
∫
R3
g1 + g2 dxdt.
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Note that integration by parts and Young’s inequality yield∫
R3
(|vε|2 + |∇uε|2)|∇uε|4φ2 dx(2.48)
=−
∫
R3
(ujε − b)∇i(∇iujε|∇uε|4φ2 +∇iujε|vε|2|∇uε|2φ2) dx
≤C
∫
R3
(|∇2uε||∇uε|4 + |vε||∇vε||∇uε|3 + |vε|2|∇uε|2|∇2uε|)φ2 dx
+ C
∫
R3
(|∇uε|5|+ |vε|2|∇uε|3)|∇φ||φ| dx
≤1
2
∫
R3
(|vε|2 + |∇uε|2)|∇uε|4φ2 dx+ C
∫
R3
|∇uε|2(|∇2uε|2 + |∇vε|2)φ2 dx
+ C
∫
R3
|vε|2|∇2uε|2φ2 dx+ C
∫
R3
(|vε|2 + |∇uε|2)|∇uε|2|∇φ|2 dx.
Therefore, this lemma follows from (2.47) and (2.48). 
The following lemma gives a local estimate of pressure under a smallness as-
sumption, see [13, 17] for similar arguments.
Lemma 2.4. Let (uε, vε) be a strong solution to (1.14)-(1.16) in R
3 × (0, Tε) and
φ be a cut-off function satisfying 0 ≤ φ ≤ 1, supp φ ⊂ B2R(x0) for some x0 ∈ R3
and |∇φ| ≤ CR . For any s ∈ (0, Tε), assume that 12 ≤ |uε| ≤ 32 and
(2.49) sup
0≤t≤s,x0∈R3
∫
BR(x0)
|∇uε(x, t)|3 + |vε(x, t)|3dx ≤ δ3.
Then for any t ∈ (0, Tε), there exists a cε(t) ∈ R such that the pressure Pε satisfies
the following estimate∫ s
0
∫
R3
|Pε − cε(t)|2φ2 dxdt(2.50)
≤C sup
x0∈R3
∫ s
0
∫
BR(x0)
δ2
R2
(|∇uε|2 + |vε|2) + δ2(|∇2uε|2 + |∇vε|2) dxdt
+ C sup
x0∈R3
∫ s
0
∫
BR(x0)
(|∂tuε|2 + |∇vε|2) dxdt.
Proof. Adapting the procedure from Lemma 2.3 [17], we take divergence on both
sides of (1.14) then the pressure Pε satisfies the elliptic equation
(2.51) −∆Pε = ∇2ij [∇iukεWpkj (uε,∇uε) + v
j
εv
i
ε − σLε ] on R3 × [0, Tε],
which implies
Pε = RiRj(F ij), F ij =: ∇iukεWpkj (uε,∇uε) + v
j
εv
i
ε − σLε ,
where Ri is the i-th Riesz transform on R3. Then we have
(2.52) (Pε − cε(t))φ = RiRj(F ijφ) + [φ,RiRj ](F ij)− cεφ
for a cut-off function φ, where the commutator [φ,RiRj ] is defined by
[φ,RiRj ](·) = φRiRj(·)−RiRj(·φ).
Since
|F ij | ≤ C(|∇uε|2 + |vε|2 + |∂tuε|+ |∇vε|)
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and the Riesz operator maps Lq into Lq spaces for any 1 < q < +∞, we have
∫ s
0
∫
R3
|RiRj(F ijφ)|2 dxdt(2.53)
≤ C
∫ s
0
∫
R3
(|∇uε|4 + |vε|4 + |∂tuε|2 + |∇vε|2)φ2 dxdt
≤ Cδ2
∫ s
0
∫
B2R(x0)
|∇2uε|2 + |∇vε|2dxdt+ Cδ
2
R2
∫ s
0
∫
B2R(x0)
|∇uε|2 + |vε|2 dxdt
+ C
∫ s
0
∫
B2R(x0)
|∂tuε|2 + |∇vε|2 dxdt,
where we have utilized the following estimate that
∫ s
0
∫
R3
(|∇uε|4 + |vε|4)φ2 dxdt(2.54)
≤
∫ s
0
(
sup
0≤t≤s,x0∈R3
∫
BR(x0)
|∇uε|3 + |vε|3 dx
) 2
3 (∫
R3
|∇uεφ|6 + |vεφ|6 dx
) 1
3
dt
≤ Cδ2
∫ s
0
∫
B2R(x0)
|∇2uε|2 + |∇vε|2 dxdt+ Cδ
2
R2
∫ s
0
∫
B2R(x0)
|∇uε|2 + |vε|2 dxdt.
Since suppφ ⊂ B2R(x0), the commutator can be expressed as
[φ,RiRj ](F ij)(x, t) − cε(t)φ(x)(2.55)
=
∫
R3
(φ(x) − φ(y))(xi − yi)(xj − yj)
|x− y|5 F
ij(y, t) dy − cε(t)φ(x)
=
∫
B4R(x0)
(φ(x) − φ(y))(xi − yi)(xj − yj)
|x− y|5 F
ij(y, t) dy
+ φ(x)
[∫
R3\B4R(x0)
(xi − yi)(xj − yj)
|x− y|5 F
ij(y, t) dy − cε(t)
]
= : f1(x, t) + f2(x, t).
Note that
|f1(x, t)| ≤ C
R
∫
R3
(|∇uε|2 + |vε|2 + |∂tuε|+ |∇vε|)χB4R(x0)
|x− y|2 dy
and the Hardy-Littlewood-Sobolev inequality holds by (c.f. [17])
‖Iα(f)‖Lq(Rn) ≤ C‖f‖Lr(Rn),
1
q
=
1
r
− α
n
,
Convergence of the Ginzburg-Landau approximation 19
where Iα(f) =:
∫
Rn
f(y)
|x−y|n−α dy. Then it follows from Ho¨lder’s inequality and stan-
dard covering arguments that∫ s
0
∫
R3
|f1(x, s)|2 dxdt ≤ CR−2
∫ s
0
‖(F ij)χB4R(x0)‖2L 65 (R3) dt(2.56)
≤ C
R2
∫ s
0
‖(|∇uε|+ |vε|)χB4R(x0)‖2L3(R3)‖(|∇uε|+ |vε|)χB4R(x0)‖2L2(R3) dt
+
C
R2
∫ s
0
‖χB4R(x0)‖2L3(R3)‖(|∂tuε|+ |∇vε|)χB4R(x0)‖2L2(R3) dt
≤ Cδ
2
R2
∫ s
0
∫
B4R(x0)
|∇uε|2 + |vε|2 dxdt + C
∫ s
0
∫
B4R(x0)
|∂tuε|2 + |∇vε|2 dxdt,
where χB4R(x0)(x) = 1 for x ∈ B4R(x0) and 0 otherwise. As in Lemma 3.2 of [13],
to estimate the term involving f2(x, t), we choose
cε(t) =
∫
R3\B4R(x0)
(x0i − yi)(x0j − yj)
|x0 − y|5 F
ij(y, t) dy,
which is finite for any approximation data (v, u, ∂tu) ∈ H˙1(R3)× H˙2(R3)×L2(R3).
Then, one has
|f2(x, t)| ≤
∣∣∣∣∣CRφ(x)
∫
R3\B4R(x0)
(|∇uε|2 + |vε|2 + |∂tuε|+ |∇vε|)(y)
|x0 − y|4 dy
∣∣∣∣∣ ,
due to the fact (c.f. [28]) that∣∣∣∣(xi − yi)(xj − yj)|x− y|5 − (x0i − yi)(x0j − yj)|x0 − y|5
∣∣∣∣ ≤ C |x0 − x||x0 − y|4 .
Upon relabeling and using Ho¨lder’s inequality we observe∫ s
0
∫
R3
|f2(z, s)|2 dzdt(2.57)
≤CR5
∫ s
0
∣∣∣∣∣
∞∑
k=4
C
(kR)4
∫
B(k+1)R(x0)\BkR(x0)
F ij(x, t) dx
∣∣∣∣∣
2
dt
≤CR5
∫ s
0
∞∑
k=4
C
(kR)8
∫
B(k+1)R(x0)\BkR(x0)
|F ij |2 dx · |B(k+1)R\BkR| dt
≤C sup
x0∈R3
∫ s
0
∞∑
k=4
k−4
∫
BR(x0)
|F ij |2 dxdt
≤ sup
x0∈R3
∫ s
0
∫
BR(x0)
Cδ2
R2
(|∇uε|2 + |vε|2) + Cδ2(|∇2uε|2 + |∇vε|2) dxdt
+ C sup
x0∈R3
∫ s
0
∫
BR(x0)
(|∂tuε|2 + |∇vε|2) dxdt,
where the last step follows from (2.54). Now combine (2.53), (2.56) and (2.57),
then apply standard covering arguments to complete the proof. 
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3. Local existence
In this section, we prove the local well-posedness of the general Ericksen-Leslie
system (1.1)-(1.3) with initial data (v0, u0) ∈ H1(R3,R3)×H2b (R3, S2) by using the
Ginzburg-Landau approximation approach. The following lemma states the local
well-posedness of the Ginzburg-Landau approximation system (1.14)-(1.16).
Lemma 3.1. Let (v0,ε, u0,ε) be the initial data satisfying
u0,ε − b ∈ H2(R3), v0,ε ∈ H1(R3), div v0,ε = 0,(3.1)
where b is a constant unit vector. Then there exists a constant Tε > 0 such that
the system (1.14)-(1.16) with initial data (v0,ε, u0,ε) has a unique strong solution
(vε, uε) in R
3 × (0, Tε) satisfying
vε ∈ L∞(0, Tε, H1(R3)) ∩ L2(0, Tε;H2(R3)), ∂tuε ∈ L2(R3 × (0, Tε)),
uε ∈ L∞(0, Tε, H2b (R3)) ∩ L2(0, Tε;H3b (R3)), ∂tuε ∈ L2(0, Tε;H1(R3)).
Proof. The local well-posedness of the system (1.14)-(1.16) follows from the stan-
dard contraction mapping principle. We omit the proof and refer to the similar
argument in Lin-Liu [24]. 
The following proposition gives the uniform estimates of solutions (uε, vε) in
Lemma 3.1.
Proposition 3.1. Let (v0,ε, u0,ε) be the initial data in Lemma 3.1 satisfying
(3.2)
3
4
≤ |u0,ε| ≤ 5
4
, ‖u0,ε − b‖2H2 + ‖v0,ε‖2H1 + ε−2‖(1− |u0,ε|2)‖2H1 ≤M,
for some constant M independent of ε. Then there is a uniform constant TM in ε
such that the system (1.14)-(1.16) with initial data (u0,ε, v0,ε) has a unique strong
solution (uε, vε) in R
3 × [0, TM ] satisfying
(3.3)
3
4
≤ |uε| ≤ 5
4
in R3 × [0, TM ]
and
sup
0≤t≤TM
(‖vε‖2H1 + ‖∇uε‖2H1 + ε−2‖(1− |uε|2)‖2H1)+ ‖∇vε‖2L2(0,TM ;H1)
(3.4)
+ ‖∇2uε‖2L2(0,TM ;H1) + ‖∂tuε‖2L2(0,TM ;H1) + ε−2‖∇(|uε|2)‖2L2(0,TM ;H1) ≤ CM ,
provided ε ≤ εM , where TM , εM and CM are positive constants only depend on M .
Proof. For the initial data (u0,ε, v0,ε) satisfying (3.1) and (3.2), it follows from the
Sobolev embedding H1(R3) →֒ L6(R3) with the constant C1 that for any 0 < δ < 1,
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there exists a R0 =:
δ2
C21L
2M
such that
sup
x0∈R3
∫
BR0 (x0)
|∇u0,ε|3 + |v0,ε|3 + |1− |u0,ε|
2|3
ε3
dx(3.5)
≤CR
3
2
0
(
sup
x0∈R3
∫
BR0 (x0)
|∇u0,ε|6 + |v0,ε|6 + |1− |u0,ε|
2|6
ε6
dx
) 1
2
≤R
3
2
0 C
3
1
(
‖∇u0,ε‖H1(R3) + ‖v0,ε‖H1(R3) + ε−1
∥∥(|1− |u0,ε|2)∥∥H1(R3)
)3
≤C31 (R0M)
3
2 =
δ3
L3
.
where L > 1 is an absolute constant independent of ε and M to be chosen. By
Lemma 3.1, there exists a unique strong solution to the system (1.14)-(1.16) in
R
3 × [0, Tε] with initial data (u0,ε, v0,ε). Since the solution (uε, vε) is continuous,
which follows from the Sobolev inequality, there is a time T 1ε ∈ (0, Tε] such that
1
2
≤ |uε| ≤ 3
2
in R3 × [0, T 1ε )(3.6)
and
sup
0≤t≤T 1ε ,x∈R
3
∫
BR0(x)
(|vε|3 + |∇uε|3) dx ≤ δ3.(3.7)
Now we shall show that (3.6) and (3.7) hold true for some uniform time T by using
the local energy estimate (2.10), (2.21) and (2.50). Let φ ∈ C∞0 (B2R0(x0)) be a
cut-off function with φ ≡ 1 on BR0(x0) and |∇φ| ≤ CR0 and |∇2φ| ≤ CR20 . It follows
from (2.10) that
sup
0≤t≤T 1ε
1
R0
∫
B2R0 (x0)
|vε|2 + |∇uε|2 + ε−2(|1− |uε|2|2) dx(3.8)
+
1
R0
∫ T 1ε
0
∫
B2R0 (x0)
|∇2uε|2 + |∇vε|2 + |∂tuε|2 + ε−2|∇|uε|2|2 dxdt
≤ C
R0
∫
B2R0 (x0)
|v0,ε|2 + |∇u0,ε|2 + |1− |u0,ε|
2|2
ε2
dx
+
C
R30
∫ T 1ε
0
∫
B2R0 (x0)
|∇uε|2 + |vε|2 dxdt
+
C
R0
∫ T 1ε
0
∫
B2R0 (x0)
|∇uε|4 + |vε|4 dxdt
+
C
R20
∫ T 1ε
0
∫
B2R0 (x0)
|Pε − cε(t)||vε| dxdt
=:I1 + I2 + I3 + I4.
For I1, since the ball B2R0(x0) can be covered by finitely many number, which is
independent of R0, balls BR0(y) with y ∈ R3, we obtain from Ho¨lder’s inequality,
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standard covering arguments and (3.5) that
I1 ≤C|BR0 |
1/3
R0
(∫
B2R0 (x0)
|u0,ε|3 + |v0,ε|3 + |1− |u0,ε|
2|3
ε3
dx
)2/3
≤C
(
sup
y∈R3
∫
BR0(y)
|u0,ε|3 + |v0,ε|3 + |1− |u0,ε|
2|3
ε3
dx
)2/3
=
Cδ2
L2
.
Similarly, using (3.7), one has
I2 ≤C|BR0 |
1/3
R30
∫ T 1ε
0
(∫
B2R0(x0)
|vε|3 + |∇uε|3
)2/3
dt
≤ C
R20
∫ T 1ε
0
(
sup
y∈R3
∫
BR0(y)
|vε|3 + |∇uε|3
)2/3
dt ≤ Cδ
2T 1ε
R20
.
Similar to (2.54), we employ the Sobolev inequality for I3 and estimate of I2 to
compute
I3 ≤ C
R0
∫ T 1ε
0
(∫
B2R0(x0)
|∇uε|3 + |vε|3 dx
) 2
3
(∫
B2R0 (x0)
|∇uε|6 + |vε|6 dx
) 1
3
dt
≤Cδ
2
R0
sup
y∈R3
∫ T 1ε
0
∫
BR0(y)
|∇2uε|2 + |∇vε|2 +R−20 |∇uε|2 +R−20 |vε|2 dxdt
≤Cδ
2
R0
sup
y∈R3
∫ T 1ε
0
∫
BR0(y)
|∇2uε|2 + |∇vε|2 dxdt+ Cδ
2T 1ε
R20
.
For I4, it follows from Young’s inequality, (2.50) and the estimate of I2 that
I4 ≤ δ
2
R0
∫ T 1ε
0
∫
B2R0 (x0)
|Pε − cε(s)|2 dxdt+ Cδ
R30
∫ T 1ε
0
∫
B2R0(x0)
|vε|2 dxdt
≤Cδ
2
R0
sup
y∈R3
∫ T 1ε
0
∫
BR0(y)
δ2
R20
(|∇uε|2 + |vε|2) + δ2(|∇2uε|2 + |∇vε|2) dxdt
+
Cδ2
R0
sup
y∈R3
∫ T 1ε
0
∫
BR0 (y)
(|∂tuε|2 + |∇vε|2) dxdt + I2
≤Cδ
2
R0
sup
y∈R3
∫ T 1ε
0
∫
BR(y)
(|∂tuε|2 + |∇vε|2 + |∇2uε|2) dxdt+ Cδ
2T 1ε
R20
.
Substituting estimates of Ii, i = 1, 2, 3, 4, into (3.8) and taking supremum in x0,
we obtain from choosing δ < 1 such that Cδ2 < 14
sup
0≤t≤T 1ε ,x0∈R
3
1
R0
∫
BR0 (x0)
|∇uε|2 + |vε|2 + ε−2(1− |uε|2)2 dx(3.9)
+
1
2R0
sup
x0∈R3
∫ T 1ε
0
∫
BR0(x0)
|∇2uε|2 + |∇vε|2 + |∂tuε|2 + |∇|uε|
2|2
ε2
dxdt
≤ Cδ
2
L2
+
Cδ2T 1ε
R20
.
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On the other hand, it follows from (2.21) that
R0 sup
0≤t≤T 1ε
∫
B2R0 (x0)
(|∇vε(x, t)|2 + |∇2uε(x, t)|2 + 1
ε2
|∇(|uε|2)(x, t)|2) dx(3.10)
+R0
∫ T 1ε
0
∫
B2R0(x0)
|∇2vε|2 + |∇∂tuε|2 + |∇3uε|2 + 1
ε2
|∇2|uε|2|2 dxdt
≤CR0
∫
B2R0(x0)
(|∇v0,ε|2 + |∇2u0,ε|2 + 1
ε2
|∇(|u0,ε|2)(x, t)|2) dx
+ CR0
∫ T 1ε
0
∫
B2R0 (x0)
(|vε|2 + |∇uε|2)(|∇vε|2 + |∇2uε|2 + |∂tuε|2) dxdt
+
C
R0
∫ T 1ε
0
∫
B2R0 (x0)
|∇uε|4 + |vε|4 + |∂tuε|2 + |∇2uε|2 + |∇vε|2 dxdt
+
C
R0
∫ T 1ε
0
∫
B2R0 (x0)
|Pε − cε(t)|2 dxdt =: I5 + I6 + I7 + I8.
Then using the definition of R0 from (3.5) and the initial condition (3.2) we have
I5 ≤ CMR0 ≤ Cδ
2
C21L
2
.
For I6, we utilize the similar argument as the estimate of I3 to obtain
I6 ≤CR0δ2
∫ T 1ε
0
∫
B2R0(x0)
(|∇2vε|2 + |∇∂tuε|2 + |∇3uε|2) dxdt
+
Cδ2
R0
∫ T 1ε
0
∫
B2R0(x0)
(|∇vε|2 + |∇2uε|2 + |∂tuε|2) dxdt
≤Cδ2R0 sup
x0∈R3
∫ T 1ε
0
∫
BR(x0)
(|∇2vε|2 + |∇∂tuε|2 + |∇3uε|2) dxdt+ Cδ2
L2
+
Cδ2T 1ε
R20
,
where (3.9) is used in the last step. By the estimate of I3 and (3.9), it is clear that
I7 ≤ Cδ
2
L2
+
Cδ2T 1ε
R20
.
For the pressure term I8, it follows from (2.50), (3.9) and the estimate of I2 that
I8 ≤ C
R0
sup
x0∈R3
∫ T 1ε
0
∫
BR0(x0)
δ2
R20
(|∇uε|2 + |vε|2) + δ2(|∇2uε|2 + |∇vε|2) dxdt
+
C
R0
sup
x0∈R3
∫ T 1ε
0
∫
BR0 (x0)
(|∂tuε|2 + |∇vε|2) dxdt ≤ Cδ
2
L2
+
Cδ2T 1ε
R20
.
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Substituting estimates of Ii, i = 5, 6, 7, 8 into (3.10) and taking supremum in x0,
we have
R0 sup
0≤t≤T 1ε ,x0∈R
3
∫
BR0(x0)
(|∇vε(x, t)|2 + |∇2uε(x, t)|2 + 1
ε2
|∇(|uε|2)(x, t)|2) dx
(3.11)
+R0 sup
x0∈R3
∫ T 1ε
0
∫
BR0 (x0)
|∇2vε|2 + |∇∂tuε|2 + |∇3uε|2 + 1
ε2
|∇2|uε|2|2 dxdt
≤ Cδ
2
C21L
2
+
Cδ2
L2
+
Cδ2T 1ε
R20
.
Therefore, using the Gagliardo-Nirenberg interpolation inequality, (3.10) and (3.11),
we obtain that
sup
0≤t≤T 1ε ,x∈R
3
∫
BR0 (x0)
|∇uε|3 + |vε|3 dx
≤C sup
0≤t≤T 1ε ,x∈R
3
(
1
R0
∫
BR0 (x0)
|∇uε|2 + |vε|2 dx
)3/2
+ C sup
0≤t≤T 1ε ,x∈R
3
(
R0
∫
BR0(x0)
|∇2uε|2 + |∇vε|2 dx
)3/2
≤
(
C2δ
2
L2
+
C3δ
2T 1ε
R20
)3/2
≤ δ
3
2
from choosing L = 2
√
C2 + 1 and T
1
ε ≤ σR20 with σ ≤ 2C−13 . Hence, (3.7) is verified
up to the uniform time TM = σR
2
0 =: CM
−2. It remains to verify (3.6) on [0, TM ]
for sufficiently small ε. First, It follows from Lemma 2.2 that, for any s ∈ (0, TM ),
∫
R3
(
|vε(x, s)|2 + |∇uε(x, s)|2 + |1− |uε(x, s)|
2|2
ε2
)
dx
+
∫ s
0
∫
R3
(
|∇vε|2 + |∇2uε|2 + |∂tuε|2 + |∇|uε|
2|2
ε2
)
dxdt
≤C
∫
R3
|∇u0,ε|2 + |v0,ε|2 + |1− |u0,ε|
2|2
ε2
dx+ C
∫ s
0
∫
R3
(|vε|2 + |∇uε|2)|∇uε|2 dxdt
≤CM + C
∞∑
i
∫ s
0
(∫
BR0 (xi)
(|vε|3 + |∇uε|3) dx
)2/3(∫
BR0(xi)
|∇uε|6 dx
)1/3
dt
≤CM + Cδ2
∞∑
i
∫ s
0
∫
BR0(xi)
|∇2uε|2 +R−20 |∇uε|2 dxdt
≤CM + Cδ2
∫ s
0
∫
R3
|∇2uε|2 dxdt + C δ
2T 1ε
R20
sup
0≤t≤s
∫
R3
|∇uε|2 dx,
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Choosing δ and T 1ε sufficiently small such that Cδ
2 ≤ 1/2 and noting s ≤ TM = σR20
for σ sufficiently small, we have
sup
0≤t≤s
∫
R3
(|vε|2 + |∇uε|2 + ε−2(1− |uε|2)2) (·, t) dx(3.12)
+
∫ s
0
∫
R3
(|∇vε|2 + |∂tuε|2 + |∇2uε|2 + ε−2|∇(|uε|)2|2) dxdt ≤ CM.
Then, from Lemma 2.3, we derive∫
R3
|∇2uε|2 + |∇vε|2 + |∇|uε|
2|2
ε2
dx
+
∫ s
0
∫
R3
(
|∇2vε|2 + |∇∂tuε|2 + |∇3uε|2 + 1
ε2
|∇2|uε|2|2
)
dxdt
≤CM + C
∫ s
0
∫
R3
(|∇uε|2 + |vε|2)(|∇vε|2 + |∇2uε|2 + |∂tuε|2) dxdt
≤CM + Cδ2
∫ s
0
∫
R3
(|∇2vε|2 + |∇∂tuε|2 + |∇3uε|2) dxdt
+
Cδ2
R20
∫ s
0
∫
R3
(|∇vε|2 + |∇2uε|2 + |∂tuε|2) dxdt.
Noting that Cδ2 < 12 , and using (3.12) we find∫
R3
|∇2uε|2 + |∇vε|2 + |∇(|uε|)
2|2
ε2
dx(3.13)
+
∫ s
0
∫
R3
(
|∇2vε|2 + |∇∂tuε|2 + |∇3uε|2 + 1
ε2
|∇2|uε|2|2
)
dxdt
≤CM
(
1 +
δ2
R20
)
.
Therefore, we obtain from the Gagliardo–Nirenberg interpolation that
‖1− |uε|2‖L∞(R3) ≤ C(ε2M)
1
8 (‖∇2uε‖
3
4
L2(R3) + ‖∇uε‖
3
2
L4(R3))
≤ε 14 [C4(M5 +
√
(M2 +M5)2)]
1
4 ≤ 9
16
,
for all ε < εM =:
35
26C4(M5+M2) which gives (3.6). In the view of (3.12) and (3.13),
we have proved the assertion (3.4). 
Now we can give the proof of local existence of strong solutions to (1.1)-(1.3)
stated in Theorem 1.
Proof of Theorem 1. By Proposition 3.1, there exist two positive constants T0
and ε∗ independent of ε such that for any ε ≤ ε∗, the strong solutions (uε, vε) to
(1.14)-(1.16) satisfy
(vε, uε) in L
∞(0, T0;H
1(R3)×H2b (R3)) ∩ L2(0, T0;H2(R3)×H3b (R3)),
(∂tvε, ∂tuε) in L
2(0, T0;L
2(R3)×H1(R3))
and (3.4) holds. It is clear that multiplying (uε−b) with (1.16) and using estimates
in Proposition 3.1, we find ‖(uε − b)‖L∞(0,T0;L2(R3)) < C.
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Since the pressure Pε satisfies (2.52), it follows from using the elliptic estimate
and the Sobolev inequality that
∫ T0
0
∫
R3
|Pε|2 dxdt ≤
∫ T0
0
∫
R3
|∇uε|4 + |vε|4 + |∂tuε|2 + |∇vε|2 dxdt ≤ C
and∫ T0
0
∫
R3
|∇Pε|2 dxdt ≤ C
∫ T0
0
∫
R3
(|∇σEε |2 + |∇σLε |2 + |∇(vε ⊗ vε)|2) dxdt
≤C
∫ T0
0
‖∇uε‖L2‖∇uε‖L6
(‖∇uε‖2L6 + ‖∇vε‖2L6 + ‖∂tuε‖2L6) dt
+ C
∫ T0
0
(‖vε‖L2‖vε‖L6‖∇vε‖2L6 + ‖∇2vε‖2L2 + ‖∇∂tuε‖2L2 + ‖∇uε‖6L6) dt ≤ C.
Then, by the Aubin-Lions Lemma, there is a subsequence, still denoted by
(vε, uε, Pε) and a solution (v, u, p) such that for any R ∈ (0,∞)
vε → v in L2(0, T0;H1(BR)) ∩ C([0, T0];L2(BR))
vε ⇀ v in L
2(0, T0;H
2(R3)), ∂tvε ⇀ ∂tv in L
2(R3 × (0, T0)),
uε → u in L2(0, T0;H2(BR)) ∩ C([0, T0];H1(BR)),
uε ⇀ u in L
2(0, T0;H
3(R3)), ∂tuε ⇀ ∂tu in L
2(0, T0;H
1(R3)),
Pε ⇀ P in L
2(0, T0;H
1(R3)),
where |u| = 1 due to sup0≤t≤T0
∫
R3
(1−|uε|
2)2
ε2 ≤ C. It can be checked that (v, u) sat-
isfies (1.1)-(1.3) based on the above compactness, see [16] for more details. Indeed,
(1.3) follows from taking cross product with uε twice in (1.16) and standard weak
convergence argument. The uniqueness of strong solutions to (1.1)-(1.3) follows
from the L2 estimates for the difference between two solutions, we refer to [18] for
more details.
Next, we check the characterization of the maximal existence T ∗. Let (u, v) be
the solution to the Ericksen-Leslie system (1.1)-(1.3) in R3 × [0, T ) with T < T ∗.
Then we have
d
dt
∫
R3
(|∇v|2 + |∇2u|2 +∇2αβuiεWpiαpjγ∇
2
βγu
j
ε) dx(3.14)
+
∫
R3
(|∇2v|2 + |∂t∇u|2 + |∇3u|2) dx
≤C
∫
R3
(|v|2 + |∇u|2)(|∇v|2 + |∇2u|2 + |∂tu|2) dx
provided that
sup
0≤t≤T,x∈R3
∫
BR(x)
|∇u|3 + |v|3 dx ≤ ε0
for some ε0 > 0 and some R > 0.
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By a standard open cover {BR(xi)}∞i=1 of R3 (at each x ∈ R3, there is at most
a fixed number of intersection of open balls), we obtain
∫
R3
(|∇v(T )|2 + |∇2u(T )|2 dx+
∫ T
0
∫
R3
(|∇2v|2 + |∂t∇u|2 + |∇3u|2) dxdt
(3.15)
≤C+C
∫ T
0
∑
i
[∫
BR(xi)
(|v|3 + |∇u|3)dx
] 2
3
[∫
BR(xi)
(|∇v|6 + |∇2u|6 + |∂tu|6)dx
] 1
3
dt
≤C + Cε 230
∫ T
0
∫
R3
(|∇3u|2 + |∇2v|2 + |∇∂tu|2) + 1
R2
(|∇2u|2 + |∇v|2 + |∂tu|2) dxdt.
Choosing ε0 sufficiently small, (u(T
∗), v(T ∗)) ∈ H2b (R3)×H1(R3) and by the local
existence result, the solution can be extended passing T , so T ∗ is the maximal
existence time. 
4. Smooth convergence of the Ginzburg-Landau system
In this section, we prove that the Ginzburg-Landau system smoothly converge
to the Ericksen-Leslie system once away from the initial time and until the maxi-
mal existence time. First, we derive higher order uniform estimates of solutions to
the Ginzburg-Landau system. To do that, the following lemma, which are essen-
tially from the GagliardoNirenberg interpolation inequality (c.f. [2], [34]), will be
frequently used.
Lemma 4.1. For any index α, β, γ ∈ N3, it holds that
‖∇α(fg)‖L2 ≤ C
∑
|γ|=|α|
(‖f‖L∞‖∇γg‖L2 + ‖g‖L∞‖∇γf‖L2) ,
‖[∇α, f ]∇βg‖L2 ≤ C

 ∑
|γ|=|α|+|β|
‖g‖L∞‖∇γf‖L2 +
∑
|γ|=|α|+|β|−1
‖∇f‖L∞‖∇γg‖L2

 ,
where the commutator [∇α, f ]∇βg is defined by
[∇α, f ]∇βg = ∇α(f∇βg)− f∇α(∇βg).
The following lemma shows that the solution to the Ginzburg-Landau system
obtained in Proposition 3.1 is uniformly smooth once away from the initial time.
Lemma 4.2. Let (vε, uε) be the strong solution, obtained in Proposition 3.1, to the
system (1.14)-(1.16) in R3 × [0, TM ]. Then it holds for any τ > 0, s ∈ (τ, TM ] and
any integer l ≥ 0 that∫
R3
(
|∇lvε(s)|2 + |∇l+1uε(s)|2 + |∇
l(|uε(s)|2)|2
ε2
)
dx(4.1)
+
∫ s
τ
∫
R3
(
|∇l+1vε|2 + |∇l∂tuε|2 + |∇l+2uε|2 + |∇
l+1(|uε|2)|2
ε2
)
dxdt
≤C(τ, l,M, s),
where C is a positive constant independent of ε. For simplicity, ∇l is denoted as
multi-derivatives with index α of order l.
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Proof. We prove this lemma by induction. In the view of Proposition 3.1, (4.1)
holds for l = 0, 1. Assume that (4.1) holds for l = 0, 1, · · · , k with k ≥ 1. Next, we
show that (4.1) holds for l = k + 1.
Firstly, we define the following energy and dissipation terms
(4.2) Em := ‖∇mvε‖2L2 + ‖∇m+1uε‖2L2 , Dm := Em+1 + ‖∇m∂tuε‖2L2
for any integer m, and
Λ∞ := ‖vε‖2L∞ + ‖∇uε‖2L∞(4.3)
to simplify notations in the sequel.
Now we prove (4.1) for l = k + 1. Applying ∇ν with index ν of order k + 1 to
(1.14), multiplying the resulting equation by ∇νvε, integrating over R3 and using
(1.15), we have
1
2
d
dt
∫
R3
|∇νvε|2 dx =−
∫
R3
∇νσLεij∇ν∇jviε dx+
∫
R3
∇ν(vjεviε)∇ν∇jviε dx(4.4)
+
∫
R3
∇ν(∇iuαεWpαj )∇ν∇jviε dx =: I1 + I2 + I3.
To estimate I1, we write
(4.5) I1 = −
∫
R3
T Lij,ν∇ν∇jviε dx−
∫
R3
RLij,ν∇ν∇jviε dx =: I1,1 + I1,2,
where T Lεij,ν is the highest order derivatives defined by
T Lij,ν :=α1ulε∇νAεlmumuiεujε + α2∇νN iεujε + α3uiε∇νN jε
+ α4∇νAεij + α5∇νAεilulεujε + α6uiε∇νAεjlulε
and the remainder RLij,ν is given by
RLij,ν :=α1[∇ν , ulεumε uiεujε]Aεlm + α2[∇ν , ujε]N iε + α3[∇ν , uiε]N jε
+ α5[∇ν , ulεujε]Aεil + α6[∇ν , uiεulε]Aεjl.
Note that uiε∇νΩεijujε = ∇νAεijΩεij = 0. By a similar argument to one in (2.4),
we obtain
I1,1 =−
∫
R3
(
α1|uiε∇νAεijujε|2 + α4|∇νAε|2 + β|∇νAεuε|2
)
dx(4.6)
+
∫
R3
∇νhiε
(
∇νΩεijujε −
γ2
γ1
∇νAεijujε
)
dx
+
∫
R3
[∇ν , ulε]Aεil
(
γ22
γ1
∇νAεijujε − γ2∇νΩεijujε
)
dx
≤−
∫
R3
(
α1|uiε∇νAεijujε|2 + α4|∇νAε|2 + β|∇νAεuε|2
)
dx
+
∫
R3
∇νhiε
(
∇νΩεijujε −
γ2
γ1
∇νAεijujε
)
dx
+ δ1‖∇k+2vε‖2L2 + C‖uε‖2L∞‖[∇ν , uε]∇vε‖2L2
≤−
∫
R3
(
α1|uiε∇νAεijujε|2 + α4|∇νAε|2 + β|∇νAεuε|2
)
dx
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+
∫
R3
∇νhiε
(
∇νΩεijujε −
γ2
γ1
∇νAεijujε
)
dx
+ δ1‖∇k+2vε‖2L2 + C
(‖vε‖2L∞‖∇k+2uε‖2L2 + ‖∇uε‖2L∞‖∇k+1vε‖2L2) ,
where we have used the estimate from Lemma 4.1 that
‖[∇ν , uε]∇vε‖L2 ≤ C(‖vε‖L∞‖∇k+2uε‖L2 + ‖∇uε‖L∞‖∇k+1vε‖L2).(4.7)
For I1,2 involving RLij,ν , we first estimate ‖RLij,ν‖L2. By using Lemma 4.1 several
times, we obtain
‖α1[∇ν , ulεumε uiεujε]Aεlm‖L2 ≤C‖vε‖L∞‖∇k+2(uε#uε#uε#uε)‖L2
+ C‖∇(uε#uε#uε#uε)‖L∞‖∇k+1vε‖L2
≤C(‖vε‖L∞‖∇k+2uε‖L2 + ‖∇uε‖L∞‖∇k+1vε‖L2),
where the notation # denotes the multi-linear map with constant coefficients in the
sequel. Similarly,
‖α5[∇ν , ulεujε]Aεil + α6[∇ν , uiεulε]Aεjl‖L2
≤C(‖vε‖L∞‖∇k+2uε‖L2 + ‖∇uε‖L∞‖∇k+1vε‖L2).
For the commutator involving Nε in RLij,ν , we first write
[∇ν , ujε]N iε =[∇ν , ujε]∂tuiε + [∇ν , ujε](vlε∇luiε)− [∇ν , ujε](Ωεliulε)(4.8)
=
∑
|µ|=k
(
ν
µ
)
∇ν−µujε∇µ∂tuiε +
k−1∑
|µ|=0
(
ν
µ
)
∇ν−µujε∇µ∂tuiε
+ [∇ν , ujε]∇l(vlεuiε)− [∇ν , ujεulε]Ωεli + ujε[∇ν , ulε]Ωεli,
where we have used (1.15) and the fact that
[∇ν , f1](f2f3) = [∇ν , f1f2]f3 − f1[∇ν , f2]f3(4.9)
for any functions f1, f2 and f3. Then, we apply Lemma 4.1 to yield
‖[∇ν , ujε]∇l(vlεuiε)‖L2 ≤C
(‖vεuε‖L∞‖∇k+2uε‖L2 + ‖∇uε‖L∞‖∇k+1(vεuε)‖L2)
(4.10)
≤C‖vε‖L∞‖∇k+2uε‖L2 + C‖∇uε‖L∞‖∇k+1vε‖L2
+ C‖∇uε‖L∞‖vε‖L∞‖∇k+1uε‖L2
and
‖ − [∇ν , ujεulε]Ωεli + ujε[∇ν , ulε]Ωεli‖L2(4.11)
≤C(‖vε‖L∞‖∇k+2uε‖L2 + ‖∇uε‖L∞‖∇k+1vε‖L2).
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It follows from the Ho¨lder and Sobolev inequalities that
∥∥∥∥∥∥
∑
|µ|=k
(
ν
µ
)
∇ν−µujε∇µ∂tuiε +
k−1∑
|µ|=0
(
ν
µ
)
∇ν−µujε∇µ∂tuiε
∥∥∥∥∥∥
L2
(4.12)
≤C‖|∇uε||∇k∂tuε|‖L2 + C
k−1∑
|µ|=0
‖∇ν−µuε‖L3‖∇µ∂tuε‖L6
≤C‖|∇uε||∇k∂tuε|‖L2 + C
k−1∑
|µ|=0
‖∇ν−µuε‖H1‖∇µ∇∂tuε‖L2
≤C‖|∇uε||∇k∂tuε|‖L2 + C‖∇∂tuε‖L2‖∇k+2uε‖L2 + C‖∇∂tuε‖Hk−1‖∇uε‖Hk .
Thus, we obtain
‖RLij,ν‖L2 ≤C‖vε‖L∞‖∇k+2uε‖L2 + C‖∇uε‖L∞‖∇k+1vε‖L2(4.13)
+ C‖∇k+1uε‖L2‖∇uε‖L∞‖vε‖L∞ + C‖|∇uε||∇k∂tuε|‖L2
+ C‖∇∂tuε‖L2‖∇k+2uε‖L2 + C‖∇∂tuε‖Hk−1‖∇uε‖Hk .
Therefore, it follows from Young’s inequality that
I1,2 ≤δ1‖∇k+2vε‖2L2 + C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1(4.14)
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
Hence, we obtain from (4.6) and (4.14) that
I1 ≤−
∫
R3
(
α1|uiε∇νAεijujε|2 + α4|∇νAε|2 + β|∇νAεuε|2
)
dx(4.15)
+
∫
R3
∇νhiε
(
∇νΩεijujε −
γ2
γ1
∇νAεijujε
)
dx
+ 2δ1‖∇k+2vε‖2L2 + C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
To estimate I2, I3, we note that
∇iuαεWpαj = uε#uε#∇uε#∇uε +∇uε#∇uε
and apply Lemma 4.1 to yield
‖∇ν(vjεviε)‖L2 ≤ C‖vε‖L∞‖∇k+1vε‖L2 ,(4.16)
‖∇ν(∇iuαεWpαj )‖L2 ≤ C(‖∇uε‖L∞‖∇k+2uε‖L2 + ‖∇uε‖L∞‖∇k+1uε‖L2).(4.17)
Thus, we obtain from Young’s inequality that
I2 + I3 ≤δ1
∫
R3
|∇k+2vε|2 dx+ C‖vε‖2L∞‖∇k+1vε‖2L2(4.18)
+ C‖∇uε‖2L∞‖∇k+2uε‖2L2 + C‖∇k+1uε‖2L2‖∇uε‖4L∞.
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Substituting (4.15) and (4.18) into (4.4), and using (1.11), one has
1
2
d
dt
∫
R3
|∇νvε|2 dx+ α4
∫
R3
|∇νAε|2 dx(4.19)
≤
∫
R3
∇k+1hi
(
∇k+1Ωεijujε −
γ2
γ1
∇k+1Aijujε
)
dx
+ 3δ1‖∇k+2vε‖2L2 + C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
Applying ∇ν , with index ν of order k + 1, to (1.16), multiplying the resulting
equation by 1γ1∇νhε and integrating over R3 give
−
∫
R3
∂t∇νuiε∇νhiε dx+
1
γ1
‖∇νhε‖2L2(4.20)
=
∫
R3
∇νhiε
(
γ2
γ1
∇νAεijujε −∇νΩεijujε
)
dx
−
∫
R3
(
[∇ν , ujε]Ωεij −
γ2
γ1
[∇ν , ujε]Aεij +∇ν(vε · ∇uiε)
)
∇νhiε dx
≤ 1
2γ1
‖∇νhε‖2L2 +
∫
R3
∇νhiε
(
γ2
γ1
∇νAεijujε −∇νΩεijujε
)
dx
+ C(‖vε‖2L∞‖∇k+2uε‖2L2 + ‖∇uε‖2L∞‖∇k+1vε‖2L2),
where, in the last step, we have used (4.7) and
‖∇ν(vε · ∇uε)‖L2 ≤ C(‖vε‖L∞‖∇k+2uε‖L2 + ‖∇uε‖L∞‖∇k+1vε‖L2).(4.21)
For the term
J0 := −
∫
R3
∂t∇νuiε∇νhiε dx
on the left hand side of (4.20), integration by parts yields
−
∫
R3
∂t∇νuiε∇ν∇αWpiα dx =
∫
R3
∂t∇ν∇αuiε∇νWpiα dx
=
∫
R3
∂t∇ν−eβ∇2βαuiε∇ν−eβ
(
Wpiαp
j
γ
∇2βγujε +Wpiαuj∇βujε
)
dx
=
∫
R3
∂t∇ν∇αuiεWpiαpjγ∇
ν∇γujε dx−
∫
R3
∂t∇νuiε∇α
(
[∇ν−eβ ,Wpiαpjγ ]∇
2
βγu
j
ε
)
dx
−
∫
R3
∂t∇νuiε∇ν−eβ∇α
(
Wpiαuj∇βujε
)
dx
=
1
2
d
dt
∫
R3
∇ν∇αuiεWpiαpjγ∇
ν∇γujε dx−
1
2
∫
R3
∇ν∇αuiε∂tWpiαpjγ∇
ν∇γujε dx
−
∫
R3
∂t∇νuiε∇α
(
[∇ν−eβ ,Wpiαpjγ ]∇
2
βγu
j
ε +∇ν−eβ
(
Wpiαuj∇βujε
))
dx,
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where eβ denotes the index of taking one derivative with respective to xβ . Therefore,
in view of (1.17), we have
J0 =
1
2
d
dt
∫
R3
∇ν∇αuiεWpiαpjγ∇
ν∇γujε dx−
∫
R3
∂t∇νuiε∇ν
(
(1− |uε|2)
ε2
uiε
)
dx
(4.22)
− 1
2
∫
R3
∇ν∇αuiε∂tWpiαpjγ∇
ν∇γujεdx−
∫
R3
∂t∇νuiε∇α
(
[∇ν−eβ,Wpiαpjγ ]∇
2
βγu
j
ε
)
dx
+
∫
R3
∂t∇νuiε
(
∇νWuiε −∇ν−eβ∇α
(
Wpiαu
j
ε
∇βujε
)
)
)
dx
= : J0,1 + J0,2 + J0,3 + J0,4 + J0,5.
Using the fact
∇ν(|uε|2) = 2∇νuiεuiε +
k∑
|µ|=1
(
ν
µ
)
∇ν−µujε∇µuiε,
we can rewrite J0,2 as
J0,2 = −
∫
R3
{
∂t(∇νuiεuiε)−∇νuε∂tuε
}∇ν (1− |uε|2
ε2
)
dx(4.23)
−
∫
R3
∂t∇νuiε[∇ν , uiε]
(
1− |uε|2
ε2
)
dx
=
1
4
d
dt
∫
R3
∣∣∇ν(|uε|2)∣∣2 dx−
∫
R3
∂t∇νuiε[∇ν , uiε]
(
1− |uε|2
ε2
)
dx
+
∫
R3

∇νuε∂tuε − k∑
|µ|=1
(
ν
µ
)
∇ν−µujε∇µ∂tuiε

∇ν (1− |uε|2
ε2
)
dx
=:
1
4
d
dt
∫
R3
∣∣∇ν(|uε|2)∣∣2 dx+B1 +B2.
To estimate J0,2, we have to control
∥∥ε−2[∇ν , uε] (1− |uε|2)∥∥L2 , ∥∥ε−2∇ν (1− |uε|2)∥∥L2 .
Due to the fact that 34 ≤ |uε| ≤ 54 , the equation (1.16) gives
ε−2(1 − |uε|2) = |uε|−2
(
γ1Nε + γ2Aεuε − uiε∇αWpiα + uiεWuiε
)
.
Note that
∇αWpiα = uε#uε#∇2uε + uε#∇uε#∇uε +∇2uε
and
Wuiε = uε#∇uε#∇uε.
Convergence of the Ginzburg-Landau approximation 33
Then we use (4.9) to write
ε−2[∇ν , uε]
(
1− |uε|2
)
=γ1[∇ν , uε|uε|−2]Nε − γ1uε[∇ν , |uε|−2]Nε
+ γ2[∇ν , uε#uε]Aε − γ2uε[∇ν , uε]Aε
+ [∇ν , |uε|−2uε#uε#uε#uε + |uε|−2uε#uε]∇2uε
− uε#[∇ν , |uε|−2uε#uε#uε + |uε|−2uε]∇2uε
+ [∇ν , |uε|−2uε#uε#uε]∇uε#∇uε
− uε[∇ν , |uε|−2uε#uε]∇uε#∇uε
= :
8∑
i=1
Gi.
We apply Lemma 4.1 to estimate Gi, i = 1, · · · , 8. Firstly, we claim that for any
uε satisfying
3
4 ≤ |uε| ≤ 54 and any k ≥ 0
(4.24) ‖∇k+1(|uε|−2)‖L2 ≤ C‖∇k+1uε‖L2 .
Indeed, by direct calculations, we have
|∇k+1(|uε|−2)| ≤ C
∑
|µ1|+···|µm|=k+1
|∇µ1uε# · · ·#∇µmuε|.
Then, it follows from the Ho¨lder and GagliardoNirenberg interpolation inequalities
that
‖∇k+1(|uε|−2)‖L2 ≤ C
∑
|µ1|+···|µm|=k+1
‖∇µ1uε# · · ·#∇µmuε‖L2
≤ C
∑
|µ1|+···|µm|=k+1
‖∇µ1uε‖Lr1 · · · ‖∇µmuε‖Lrm
≤ C‖∇k+1uε‖α1L2‖uε‖1−α1L∞ · · · ‖∇k+1uε‖αmL2 ‖u‖1−αmL∞ ≤ C‖∇k+1uε‖L2 ,
where ri and αi, i = 1 · · ·m satisfies
n∑
i=1
1
ri
=
1
2
,
1
ri
=
|µi|
3
+ (
1
2
− k + 1
3
)αi +
1− αi
∞ , so that
n∑
i=1
αi = 1.
Then, it follows from an expression like (4.8) and arguments like (4.8)-(4.12) that
‖G1‖L2 ≤C‖|∇(uε|uε|−2)||∇k∂tuε|‖L2 + C‖∇∂tuε‖L2‖∇k+2(uε|uε|−2)‖L2
+ C‖∇∂tuε‖Hk−1‖∇(uε|uε|−2)‖Hk + C‖vε‖L∞‖∇k+2(uε|uε|−2)‖L2
+ C‖∇(uε|uε|−2)‖L∞‖∇k+1vε‖L2 + C‖∇(uε|uε|−2)‖L∞‖vε‖L∞‖∇k+1uε‖L2
+ C‖vε‖L∞‖∇k+2(uε#uε#|uε|−2)‖L2 + C‖∇uε‖L∞‖∇k+1vε‖L2
≤C‖vε‖L∞‖∇k+2uε‖L2 + C‖∇uε‖L∞‖∇k+1vε‖L2
+ C‖∇k+1uε‖L2‖∇uε‖L∞‖vε‖L∞ + C‖|∇uε||∇k∂tuε|‖L2
+ C‖∇∂tuε‖L2‖∇k+2uε‖L2 + C‖∇∂tuε‖Hk−1‖∇uε‖Hk .
Similarly, we have the same estimate for ‖G2‖L2 as ‖G1‖L2 . Here we have used
‖∇k+2(uε|uε|−2)‖L2 + ‖∇k+2(uε#uε#|uε|−2)‖L2
≤C‖∇k+2(|uε|−2)‖L2 + C‖∇k+2uε‖L2 ≤ C‖∇k+2uε‖L2
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from (4.24). By using Lemma 4.1 again, it is easy to derive
‖G3 +G4‖L2 ≤ C‖vε‖L∞‖∇k+2uε‖L2 + C‖∇uε‖L∞‖∇k+1vε‖L2 ,
‖G5 +G6‖L2 ≤ C‖∇uε‖L∞‖∇k+2uε‖L2 ,
‖G7 +G8‖L2 ≤ C‖∇uε‖L∞‖∇k+1uε‖L2 .
Therefore, we obtain∥∥ε−2[∇ν , uiε](1− |uε|2)∥∥L2(4.25)
≤C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
To estimate
∥∥ε−2∇ν(1− |uε|2)∥∥L2 , we extract terms of higher order derivatives and
write
∇ν
(
1− |uε|2
ε2
)
=γ1|uε|−2∇νNε + γ1[∇ν , |uε|−2]Nε + γ2|uε|−2ujε∇νAεij
+ γ2[∇ν , |uε|−2ujε]Aεij + uε#uε#uε#∇ν∇2uε
+ [∇ν , uε#uε#uε]∇2uε + uε#∇ν∇2uε + [∇ν , uε]∇2uε
+ uε#uε∇ν(∇uε#∇uε) + [∇ν , uε#uε]∇uε#∇uε.
Then, by using similar arguments to derive (4.25), it is clear that∥∥∥∥∇ν
(
1− |uε|2
ε2
)∥∥∥∥
2
L2
≤C‖∇k+1∂tuε‖2L2 + C‖∇k+2vε‖2L2 + C‖∇k+3uε‖2L2
+ C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1(4.26)
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
Therefore, using (4.12), (4.26) and Young’s inequality, we have
|B1 +B2| ≤δ1‖∇k+2vε‖2L2 + δ2‖∇k+1∂tuε‖2L2 + δ3‖∇k+3uε‖2L2(4.27)
+ C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
Substituting (4.27) into (4.23), one has
J0,2 ≥1
4
d
dt
∫
R3
∣∣∇ν(|uε|2)∣∣2 dx− δ1‖∇k+2vε‖2L2 − δ2‖∇k+1∂tuε‖2L2(4.28)
− δ3‖∇k+3uε‖2L2 − C‖|∇uε||∇k∂tuε|‖2L2 − CEkΛ∞‖∇uε‖2L∞
− C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1 − C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
For J0,3, it follows from the Ho¨lder, Sobolev and Young inequalities that
|J0,3| ≤ C
∫
R3
|∂tuε||∇k+2uε|2 dx ≤ C‖∇k+2uε‖L6‖∂tuε‖L3‖∇k+2uε‖L2(4.29)
≤ δ3‖∇k+3uε‖2L2 + C‖∂tuε‖2H1‖∇k+2uε‖2L2.
For J0,4, we first rewrite the commutator in the integral as
∇α
(
[∇ν−eβ ,Wpiαpjγ ]∇
2
βγu
j
ε
)
= [∇ν−eβ∇α,Wpiαpjγ ]∇
2
βγu
j
ε −∇αWpiαpjγ∇
ν∇γujε.
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Since Wpiαp
j
γ
= uε#uε + 1, then, utilizing Lemma 4.1 gives
‖∇α
(
[∇ν−eβ ,Wpiαpjγ ]∇
2
βγu
j
ε
)
‖L2 ≤ C‖∇uε‖L∞‖∇k+2uε‖L2 .
Thus, it follows from Young’s inequality that
|J0,4| ≤ δ2‖∇k+1∂tuε‖2L2 + C‖∇uε‖2L∞‖∇k+2uε‖2L2 .(4.30)
For J0,5, note that Wuiε ≡Wpiαujε∇βu
j
ε = uε#∇uε#∇uε, then Lemma 4.1 gives
(4.31)
‖∇ν(uε#∇uε#∇uε)‖L2 ≤ C(‖∇uε‖L∞‖∇k+2uε‖L2 + ‖∇uε‖L∞‖∇k+1uε‖L2).
Hence, we can obtain that
(4.32)
|J0,5| ≤ δ2‖∇k+1∂tuε‖2L2 + C(‖∇uε‖2L∞‖∇k+2uε‖2L2 + ‖∇uε‖4L∞‖∇k+1uε‖2L2).
Substitute (4.28) - (4.32) into (4.22), we compute
J0 ≥ d
dt
∫
R3
1
2
∇ν∇αuiεWpiαpjγ∇
ν∇γujε +
1
4ε2
|∇ν(|uε|2)|2 dx(4.33)
− δ1‖∇k+2vε‖2L2 − 3δ2‖∇k+1∂tuε‖2L2 − 2δ3‖∇k+3uε‖2L2
− C‖|∇uε||∇k∂tuε|‖2L2 − C(Λ∞ + ‖∂tuε‖2H1)Ek+1
− CEkΛ∞‖∇uε‖2L∞ − C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
Plugging (4.33) into (4.20), we obtain
d
dt
∫
R3
1
2
∇ν∇αuiεWpiαpjγ∇
ν∇γujε +
1
4ε2
|∇ν(|uε|2)|2 dx+ 1
2γ1
‖∇νhε‖2L2(4.34)
≤
∫
R3
∇νhiε
(
γ2
γ1
∇νAεijujε −∇νΩεijujε
)
dx
+ δ1‖∇k+2vε‖2L2 + 3δ2‖∇k+1∂tuε‖2L2 + 2δ3‖∇k+3uε‖2L2
+ C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∂tuε‖2H1)Ek+1
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
Summing (4.19) with (4.34) yields
1
2
d
dt
∫
R3
|∇νvε|2 dx+ 1
2
d
dt
∫
R3
∇ν∇αuiεWpiαpjγ∇
ν∇γujε(4.35)
+
1
4ε2
d
dt
∫
R3
|∇ν(|uε|2)|2 dx+ α4
∫
R3
|∇νAε|2 dx+ 1
2γ1
∫
R3
|∇νhε|2 dx
≤3δ1‖∇k+2vε‖2L2 + 3δ2‖∇k+1∂tuε‖2L2 + 2δ3‖∇k+3uε‖2L2
+ C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∂tuε‖2H1)Ek+1
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
Using integration by parts and (1.15), we note that
(4.36) α4
∫
R3
|∇νAε|2 dx = α4
2
∫
R3
|∇ν∇vε|2 dx.
Then, it remains to estimate terms involving ∇k+3uε and ∇k+1∂tuε. Applying ∇ν ,
with index ν of order k + 1, to (1.16) and multiplying the resulting equation by
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∇ν∂tuε, we have
−
∫
R3
∇νhε · ∇ν∂tuε dx+ γ1
∫
R3
|∇ν∂tuε|2 dx(4.37)
=
∫
R3
(∇ν(γ1Ωεuε − γ2Aεuε)− γ1∇ν(vε · ∇uε)) · ∇ν∂tuε dx
≤γ1
4
∫
R3
|∇ν∂tuε|2 dx+ C‖(∇νΩε)uε‖2L2 + C‖(∇νAε)uε‖2L2
+ C‖[∇ν , uε]Ωε‖2L2 + C‖[∇ν , uε]Aε‖2L2 + C‖∇ν∇(vε · uε)‖2L2
≤γ1
4
∫
R3
|∇ν∂tuε|2 dx+ C1‖∇k+2vε‖2L2
+ C‖vε‖2L∞‖∇k+2uε‖2L2 + C‖∇uε‖2L∞‖∇k+1vε‖2L2 ,
where we have used (4.7) and Lemma 4.1 in the last step. Plugging (4.33) into
(4.37) yields
d
dt
∫
R3
1
2
∇ν∇αuiεWpiαpjγ∇
ν∇γujε +
1
4ε2
|∇ν(|uε|2)|2 dx+ 3γ1
4
‖∇ν∂tuε‖2L2(4.38)
≤(C1 + δ1)‖∇k+2vε‖2L2 + 3δ2‖∇k+1∂tuε‖2L2 + 2δ3‖∇k+3uε‖2L2
+ C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∂tuε‖2H1)Ek+1
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
Applying ∇ν∇β , with index ν of order k+1, to (1.16), multiplying by ∇ν∇βuε and
integrating by parts, it follows from a similar argument as the one in (4.37) that
1
2
d
dt
∫
R3
|∇ν∇uε|2 dx− 1
γ1
∫
R3
∇ν∇βhε · ∇ν∇βuε dx
(4.39)
=−
∫
R3
∇ν∇β((vε · ∇uε)− Ωεuε + γ2
γ1
Aεuε) · ∇ν∇βuε dx
=
∫
R3
∇ν∇β((vε · ∇uε)− Ωεuε + γ2
γ1
Aεuε) · ∇ν∆uε dx
≤δ3‖∇k+3uε‖2L2 + C2‖∇k+2vε‖2L2 + C‖vε‖2L∞‖∇k+2uε‖2L2 + C‖∇uε‖2L∞‖∇k+1vε‖2L2 .
To estimate the term
K0 := − 1
γ1
∫
R3
∇ν∇βhε · ∇ν∇βuε dx,
we use (1.17) and integration by parts to get
K0 =
1
γ1
∫
R3
∇ν∇2βγujεWpiαpjγ∇
ν∇2αβuiε dx(4.40)
− 1
γ1
∫
R3
∇ν∇β
(
(1− |uε|2)uiε
ε2
)
∇ν∇βuiε dx
+
1
γ1
∫
R3
[∇ν ,Wpiαpjγ ]∇
2
βγu
j
ε∇ν∇2αβuiε dx
− 1
γ1
∫
R3
(
∇νWuiε∇ν∆uiε −∇ν(Wpiαujε∇βu
j
ε)∇ν∇2αβuiε
)
dx
=:K0,1 +K0,2 +K0,3 +K0,4.
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It follows from (1.9) that
(4.41) K0,1 ≥ a
γ1
‖∇ν∇2uε‖2L2 .
For K0,2, it can be rewritten as follows
K0,2 =
1
γ1ε2
∫
R3
(∇ν∇β (|uε|2)uiε − [∇ν∇β , uiε] (1− |uε|2))∇ν∇βuiε dx
=
1
2γ1ε2
∫
R3
|∇ν∇(|uε|2)|2 dx− 1
γ1ε2
∫
R3
∇ν∇β
(|uε|2) [∇ν , uiε]∇βuiε dx
− 1
γ1ε2
∫
R3
(∇β [∇ν , uiε] (1− |uε|2)+∇βuiε∇ν(1− |uε|2))∇ν∇βuiε dx
=
1
2γ1ε2
∫
R3
|∇ν∇(|uε|2)|2 dx+ 1
γ1ε2
∫
R3
∇ν (|uε|2) [∇ν∇β , uiε]∇βuiε dx
+
1
γ1ε2
∫
R3
(
[∇ν , uiε]
(
1− |uε|2
))∇ν∆uiε dx,
where we have used the fact
∇β [∇ν , f ]g = [∇ν∇β , f ]g −∇βf∇νg
for two functions f and g. Then, it follows from (4.26), (4.25) and Lemma 4.1 that∣∣∣∣ 1γ1ε2
∫
R3
∇ν (|uε|2) [∇ν∇β , uiε]∇βuiε dx
∣∣∣∣
≤‖ε−2∇ν(|uε|−2)‖L2‖[∇ν∇β , uiε]∇βuiε‖L2
≤‖ε−2∇ν(|uε|−2)‖L2‖∇uε‖L∞‖∇k+2uε‖L2
≤δ1‖∇k+2vε‖2L2 + δ2‖∇k+1∂tuε‖2L2 + δ3‖∇k+3uε‖2L2 + C‖|∇uε||∇k∂tuε|‖2L2
+ C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1 + CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
and ∣∣∣∣ 1γ1ε2
∫
R3
(
[∇ν , uiε]
(
1− |uε|2
))∇ν∆uiε dx
∣∣∣∣
≤C‖[∇ν , uiε]
(
ε−2(1− |uε|2)
) ‖L2‖∇k+3uε‖L2
≤δ3‖∇k+3uε‖2L2 + C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
Hence, we have
K0,2 ≥ 1
2γ1ε2
∫
R3
|∇ν∇β(|uε|2)|2 dx− δ1‖∇k+2vε‖2L2 − δ2‖∇k+1∂tuε‖2L2(4.42)
− δ3‖∇k+3uε‖2L2 − C‖|∇uε||∇k∂tuε|‖2L2 − CEkΛ∞‖∇uε‖2L∞
− C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1 − C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
By using (4.31) and Young’s inequality that
|K0,3 +K0,4| ≤δ3‖∇k+3uε‖2L2 + C‖∇uε‖2L∞‖∇k+2uε‖2L2(4.43)
+ C‖∇uε‖4L∞‖∇k+1uε‖2L2.
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Substituting (4.41)-(4.43) into (4.40), the inequality (4.39) reads as
1
2
d
dt
∫
R3
|∇ν∇βuε|2 dx+ a
γ1
‖∇ν∇2uε‖2L2 +
1
2γ1ε2
‖∇ν∇β(|uε|2)‖2L2(4.44)
≤(C2 + δ1)‖∇k+2vε‖2L2 + δ2‖∇k+1∂tuε‖2L2 + 3δ3‖∇k+3uε‖2L2
+ C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∇∂tuε‖2L2)Ek+1
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖2Hk−1‖∇uε‖2Hk .
Summing (4.44) with (4.38) yields
d
dt
∫
R3
1
2
∇ν∇αuiεWpiαpjγ∇
ν∇γujε +
1
2
|∇ν∇βuε|2 + 1
4ε2
|∇ν(|uε|2)|2 dx(4.45)
+
3γ1
4
‖∇ν∂tuε‖2L2 +
a
γ1
‖∇ν∇2uε‖2L2 +
1
2γ1ε2
‖∇ν(|uε|2)‖2L2
≤C˜1‖∇k+2vε‖2L2 + 4δ2‖∇k+1∂tuε‖2L2 + 5δ3‖∇k+3uε‖2L2
+ C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∂tuε‖2H1)Ek+1
+ CEkΛ∞‖∇uε‖2L∞ + C‖∇∂tuε‖Hk−1‖∇uε‖Hk ,
where C˜1 = C1 + C2 + 2δ1. Multiplying (4.35) by C˜2 := max{1, 4α−14 (C˜1 + 1)},
adding with (4.45) and take a summation over all the index ν of order k + 1, we
can obtain
1
2
d
dt
Ek+1(t) + d
dt
∫
R3
∇k+1∇αuiεWpiαpjγ∇
k+1∇γujε +
1
2ε2
|∇k+1(|uε|2)|2 dx(4.46)
+ a˜Dk+1(t) + (4γ1ε2)−1‖∇k+1(|uε|−2)‖2L2
≤C‖|∇uε||∇k∂tuε|‖2L2 + C(Λ∞ + ‖∂tuε‖2H1)Ek+1 + CEkΛ∞‖∇uε‖2L∞
+ C‖∇∂tuε‖Hk−1‖∇uε‖Hk ,
where we have chosen δ1 = α4/12, δ2 = γ1(16(C˜2 + 1))
−1, δ3 = a(2γ1(2C˜2 + 5))
−1
and a˜ = min{1, a2γ1 ,
γ1
2 }. Furthermore, it follows from using uniform estimates of
the strong solution in Proposition 3.1 that for any δ > 0 there exists a R0 depending
only on M such that
sup
0≤t≤TM ,x0∈R3
∫
BR0 (x0)
|vε|3 + |∇uε|3 dx ≤ δ3.(4.47)
By standard covering argument, we have
C‖|∇uε||∇k∂tuε|‖2L2 ≤ C
∑
i
(∫
BR0(xi)
|∇k∂tuε|6 dx
)1/3
δ2 ≤ Cδ2‖∇k+1∂tuε‖2L2
so that we can choose δ small enough satisfying Cδ2 = a˜2 to conclude
1
2
d
dt
Ek+1(t) + d
dt
∫
R3
∇k+1∇αuiεWpiαpjγ∇
k+1∇γujε +
1
2ε2
|∇k+1(|uε|2)|2 dx(4.48)
+
a˜
2
Dk+1(t) + (4γ1ε2)−1‖∇k+1(|uε|−2)‖2L2
≤C(Λ∞ + ‖∂tuε‖2H1)Ek+1 + CEkΛ∞‖∇uε‖2L∞ + C
(
k∑
m=0
Em
)(
k∑
m=1
Dm
)
.
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By inductive assumptions, it holds for any l = 0, 1, · · · , k with k ≥ 1, any τ > 0
and any s ∈ (τ, TM ] that
El(s) +
∫ s
τ
Dl(t) + ε−2‖∇l+1(|uε(t)|2)‖2L2 dt ≤ C(τ, l).(4.49)
Applying the mean value theorem in (4.49) for l = k, there exists a τε ∈ (τ, 2τ)
such that
(4.50) Ek+1(τε) + ε−2‖∇k+1(|uε(τε)|2)‖2L2 ≤ C(τ, k).
On the other hand, by the Sobolev embedding and Proposition 3.1, one has
(Λ∞ + ‖∂tuε‖2H1) ≤ C(‖vε‖2H2 + ‖∇uε‖2H2 + ‖∂tuε‖2H1) ≤ C(D0 +D1).(4.51)
Moreover, the Sobolev embedding and (4.49) imply
(4.52) ‖∇uε‖2L∞ ≤ C‖∇uε‖2H2 ≤ C(‖∇k+2uε‖2L2 + 1)
when k ≥ 1. Therefore, we apply (4.49)-(4.52) into (4.48)
1
2
d
dt
Ek+1(t) + d
dt
∫
R3
∇k+1∇αuiεWpiαpjγ∇
k+1∇γujε +
1
2ε2
|∇k+1(|uε|2)|2 dx(4.53)
+
a˜
2
Dk+1(t) + (4γ1ε2)−1‖∇k+1(|uε|−2)‖2L2
≤C(D0 +D1)Ek+1 + C
k∑
m=1
Dm.
We apply the Gronwall inequality in (4.53) for t ∈ (τε, s) and conclude that (4.1)
holds for l = k+1 on the (2τ, s). Since τ is an arbitrary positive constant, we prove
(4.1) for any s ∈ (τ, TM ] and l = k + 1 which completes a proof of this lemma. 
Next, we have the following strong convergence lemma
Lemma 4.3. Let (vε, uε) be the strong solution, obtained in Proposition 3.1, to the
system (1.14)-(1.16) in R3 × [0, TM ]. Then, for any t ∈ [0, TM ], we have
lim
ε→0
∫
R3
|vε(t)|2 dx =
∫
R3
|v(t)|2 dx,(4.54)
lim
ε→0
∫
R3
|∇uε(t)|2 dx =
∫
R3
|∇u(t)|2 dx,(4.55)
lim
ε→0
∫
R3
ε−2|(1 − |uε(t)|2)|2 dx = 0.(4.56)
Proof. It follows from Lemma 2.1 that∫
R3
( |vε(t)|2
2
+W (uε,∇uε)(t) + 1
4ε2
(1 − |uε(t)|2)2
)
dx(4.57)
+ α4
∫ t
0
∫
R3
|Aε|2 dxdt+ α1
∫ t
0
∫
R3
|uTε Aεuε|2 dxdt
+ β
∫ t
0
∫
R3
|Aεuε|2 dxdt+ 1
γ1
∫ t
0
∫
R3
|γ1Nε + γ2Aεuε|2 dxdt
=
∫
R3
( |v0|2
2
+W (u0,∇u0)
)
dx.
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By the lower semi-continuity, we have∫
R3
|v(t)|2 dx ≤ lim inf
ε→0
∫
R3
|vε(t)|2 dx,(4.58) ∫
R3
W (u,∇u)(t) dx ≤ lim inf
ε→0
∫
R3
W (uε,∇uε)(t) dx,∫ t
0
∫
R3
|A|2 dxdt ≤ lim inf
ε→0
∫ t
0
∫
R3
|Aε|2 dxdt,∫ t
0
∫
R3
|uTAu|2 dxdt ≤ lim inf
ε→0
∫ t
0
∫
R3
|uTε Aεuε|2 dxdt,∫ t
0
∫
R3
|Au|2 dxdt ≤ lim inf
ε→0
∫ t
0
∫
R3
|Aεuε|2 dxdt,∫ t
0
∫
R3
|γ1N + γ2Au|2 dxdt ≤ lim inf
ε→0
∫ t
0
∫
R3
|γ1Nε + γ2Aεuε|2 dxdt.
On the other hand, using a similar argument in Lemma 2.1 (c.f. [34]), one has∫
R3
( |v(t)|2
2
+W (u,∇u)(t)
)
dx+ (α1 +
γ22
γ1
)
∫ t
0
∫
R3
|uTAu|2 dxdt
+ α4
∫ t
0
∫
R3
|A|2 dxdt + β
∫ t
0
∫
R3
|Au|2 dxdt + 1
γ1
∫ t
0
∫
R3
|h− (u · h)u|2 dxdt
=
∫
R3
( |v0|2
2
+W (u0,∇u0)
)
dx.
It follows from (1.3) that∫ t
0
∫
R3
|h− (u · h)u|2 dxdt =
∫ t
0
∫
R3
|γ1N + γ2
(
Au − (uTAu)u) |2 dxdt
=
∫ t
0
∫
R3
|γ1N + γ2Au|2 dxdt − γ22
∫ t
0
∫
R3
|uTAu|2 dxdt,
where we have used u · N = 0 due to the fact that |u| = 1. Hence, we have the
energy identity for the Ericksen-Leslie system (1.1)-(1.3) that
∫
R3
( |v(t)|2
2
+W (u,∇u)(t)
)
dx+ α1
∫ t
0
∫
R3
|uTAu|2 dxdt+ α4
∫ t
0
∫
R3
|A|2 dxdt
(4.59)
+ β
∫ t
0
∫
R3
|Au|2 dxdt+ γ
2
2
γ1
∫ t
0
∫
R3
|γ1N + γ2Au|2 dxdt
=
∫
R3
( |v0|2
2
+W (u0,∇u0)
)
dx.
Comparing (4.57) with (4.59) and using (4.58), we first obtain (4.56). Repeating
the comparison of (4.57) and (4.59), we have (4.54) and∫
R3
W (u,∇u) dx = lim
ε→0
∫
R3
W (uε,∇uε) dx
which implies (4.55), since W (u,∇u) satisfies (1.9). 
Now we give a proof of Theorem 2.
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Proof of Theorem 2. Let (u, v) be the strong solution to the Ericksen-Leslie sys-
tem (1.1)-(1.3) in R3× [0, T ∗) with initial data (u0, v0) ∈ H2b (R3)×H1(R3), where
T ∗ is its maximal existence time. Given any T ∈ (0, T ∗), set
M = 2 sup
0≤t≤T
‖(∇u, v)‖2H1(R3).
By Proposition 3.1, the system (1.14)-(1.16) with initial data (u0, v0) has a unique
strong solution (uε, vε) in R
3 × [0, TM ] satisfying
(4.60)
3
4
≤ |uε| ≤ 5
4
and
sup
0≤t≤TM
(‖vε‖2H1 + ‖∇uε‖2H1 + ε−2‖(1− |uε|2)‖2H1)+ ‖∇vε‖2L2(0,T0;H1)(4.61)
+ ‖∇2uε‖2L2(0,T0;H1) + ‖∂tuε‖2L2(0,T0;H1) + ε−2‖∇(|uε|2)‖2L2(0,T0;H1) ≤ CM
for any ε ≤ εM . Next, applying Lemma 4.2, one has the following higher estimates
(vε,∇uε) ∈ L∞(τ, TM ;Hk(R3)) ∩ L2(τ, TM ;Hk+1(R3)),
(∂tvε, ∂t∇uε) ∈ L2(τ, TM ;Hk−1(R3)),
which have uniform bounds in ε, for any k ≥ 2. It follows from the Aubin-Lions
Lemma that there exists a subsequence such that
vεi → v in C([τ, TM ];Hk−1(BR(0)))
uεi → u in C([τ, TM ];Hk(BR(0)))
for any k ≥ 2 and R ∈ (0,∞). This together with (4.61) implies that
(uεi , vεi)→ (u, v) in C([τ, TM ];C∞loc(R3))
with |u| = 1. By Theorem 1, (u, v) must be the unique solution to the Ericksen-
Leslie system (1.1)-(1.3). Since (u, v) is unique and any sequence (uε, vε) has a
convergent subsequence (uεi , vεi), then the sequence (uε, vε) converges to (u, v) in
C([τ, TM ];C
∞
loc(R
3)). Then, using the equations (1.1)-(1.3), it is not difficult to
prove the smooth convergence in t; that is
(uε, vε)→ (u, v) in C∞([τ, TM ];C∞loc(R3)).
Now, we prove that TM can be extended to T .
Suppose that TM < T . Then it follows from Lemma 4.1, 4.3 and integration by
parts that
lim
ε→0
‖(∇vε −∇v)(TM )‖2L2 ≤ C limε→0 ‖(vε − v)(TM )‖
2
L2‖∇2vε −∇2v)(TM )‖2L2 = 0.
Similarly,
lim
ε→0
‖(∇2uε −∇2u)(TM )‖2L2 = 0, limε→0 ε
−2‖∇(1− |uε|2)(TM )‖2L2 = 0
Therefore, we obtain
lim
ε→0
(
‖vε(TM )‖2H1(R3) + ‖∇uε(TM )‖2H1(R3) + ε−2‖(1− |uε|2)2(TM )‖2H1(R3)
)
=‖v(TM )‖2H1(R3) + ‖∇u(TM)‖2H1(R3) ≤
M
2
.
Hence, for sufficiently small ε, one has
‖vε(TM )‖2H1(R3) + ‖∇uε(TM )‖2H1(R3) + ε−2‖(1− |uε|2)2(TM )‖2H1(R3) ≤M.
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Moreover, (4.56) and Lemma 4.2 imply 34 ≤ |uε(TM )| ≤ 54 for sufficiently small ε.
Therefore, using (vε(TM ), uε(TM )) as a new initial data at t = TM and applying
Proposition 3.1 again, we can extend the strong solution (uε, vε) to the time T1 =:
min{T, 2TM}. By the same argument above, it is obvious that
(uε, vε)→ (u, v) in C∞([τ, T1];C∞loc(R3)).
We repeat the above two steps and establish the convergence up to T for any
T < T ∗. This completes the proof of Theorem 2. 
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