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Resumen
La pro´xima generacio´n de manejadores de bases de datos debera´ ser capaz de indexar datos
multimedia y responder consultas de proximidad con tanta eficiencia como actualmente responden
consultas de bu´squeda exacta. Estas nuevas bases de datos se pueden modelar como un espacio
me´trico. Numerosas te´cnicas de indizacio´n han sido disen˜adas para espacios me´tricos. Una de
ellas es el Trie de Consulta Fija (FQTrie), que ha demostrado experimentalmente tener un buen
desempen˜o para resolver bu´squedas por proximidad en espacios me´tricos.
En investigaciones anteriores hemos realizado trabajos en torno a mejorar la eficiencia del
FQTrie desde dos to´picos diferentes: tiempo extra de CPU y tiempo de I/O. Con respecto al
tiempo de CPU, hemos encontrado un me´todo de discretizacio´n que logra mejorar la eficiencia del
FQTrie. Con respecto al tiempo de I/O, hemos disen˜ado una te´cnica basada en el particionamiento
del espacio que permite reducir el tiempo de I/O.
Nos proponemos lograr una implementacio´n completa del FQTrie que funcione tanto en
memoria principal como en memoria secundaria combinando las te´cnicas antes mencionadas.
1. Introduccio´n
Los ı´ndices en memoria principal suponen que la base de datos completa y el ı´ndice caben en
memoria principal. Esta suposicio´n esta fundamentada por la gran cantidad de memoria RAM que
poseen los ordenadores modernos, y se cumple en un gran nu´mero de casos; pero no en todas las
aplicaciones. Para aplicaciones en donde la memoria principal no es suficiente para alojar el ı´ndice
y/o los datos es necesario hacer consideraciones del nu´mero de accesos aleatorios que utilizara´ el
algoritmo de indizacio´n. Los accesos en memoria secundaria pueden ser varios ordenes de magnitud
ma´s costosos que las consultas en memoria principal.
La problema´tica de bu´squedas por similitud en bases de datos no tradicionales puede formalizarse
por medio del modelo de espacios me´tricos. Un espacio me´trico es un par (X , d), donde X es un
conjunto de objetos y d : X × X → R+ es una funcio´n de distancia que modela la similitud en-
tre los elementos de X . La funcio´n d cumple con las propiedades caracterı´sticas de una funcio´n
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de distancia: ∀x, y ∈ X , d(x, y) ≥ 0 (positividad), ∀x, y ∈ X , d(x, y) = d(y, x) (simetrı´a),
∀x, y, z ∈ X , d(x, y) ≤ d(x, z) + d(z, y)(desigualdad triangular). La base de datos es un conjun-
to finito U ⊆ X .
Una de las consultas tı´picas que implica recuperar objetos similares de una base de datos es la
bu´squeda por rango, que denotaremos con (q, r)d. Dado un elemento de consulta q, al que llamaremos
query y un radio de tolerancia r, una bu´squeda por rango consiste en recuperar aquellos objetos de la
base de datos cuya distancia a q no sea mayor que r.
Las bu´squedas por similitud pueden ser resueltas trivialmente por medio de una bu´squeda exhaus-
tiva, con una complejidad O(n). Para evitar esta situacio´n, se preprocesa la base de datos por medio
de un algoritmo de indizacio´n con el objetivo de construir una estructura de datos o ı´ndice, disen˜ada
para ahorrar ca´lculos en el momento de resolver una bu´squeda.
El tiempo total de resolucio´n de una bu´squeda puede ser calculado de la siguiente manera:
T= #evaluaciones de d× complejidad(d) + tiempo extra de CPU + tiempo de I/O
En muchas aplicaciones la evaluacio´n de la funcio´n de distancia d es muy costosa de calcular y por
ello es importante reducir la cantidad de ca´lculos de distancia. Sin embargo, tambie´n es importante
prestar especial atencio´n al tiempo extra de CPU, dado que reducir este tiempo produce que en la
pra´ctica la bu´squeda sea ma´s ra´pida au´n cuando estemos realizando la misma cantidad de evaluaciones
de distancia. De igual manera, en aquellas aplicaciones donde el ı´ndice y los datos no pueden ser
mantenidos en memoria principal, es importante reducir el tiempo de I/O.
Ba´sicamente existen dos enfoques para el disen˜o de algoritmos de indizacio´n en espacios me´tricos:
uno esta´ basado en particiones compactas o tipo Voronoi y el otro esta´ basado en pivotes [CNBYM01].
La familia de estructuras FQ (FQT [BYCMW94], FHQT [BYCMW94, BY97], FQA [CMN01],
FQtrie [CF04]) forman parte del grupo de algoritmos basados en pivotes; cada una de ellas fue pre-
sentada como mejora a la anterior.
Hemos realizado trabajos en torno a mejorar la eficiencia del FQTrie. Estos trabajos se centran en
la optimizacio´n de los dos u´ltimos te´rminos de la ecuacio´n del tiempo total de una bu´squeda (tiempo
extra de CPU y tiempo de I/O) y mantienen una cantidad de ca´lculos de distancia sublineal respecto
a la cantidad de elementos en la base de datos.
En [RCH04] se presenta un me´todo de discretizacio´n, basado en los histogramas de distancias de
los pivotes, que logra una implementacio´n eficiente del FQTrie no so´lo en te´rminos de cantidad de
evaluaciones de distancia de la funcio´n d, sino tambie´n en tiempo extra de CPU.
En [VCH04] se muestra una te´cnica que permite reducir el tiempo de I/O, la cual se basa en la
idea de particionar la base de datos y agrupar en cada parte elementos similares.
Nos proponemos lograr una implementacio´n totalmente eficiente del FQTrie, tanto en memoria
principal como en memoria secundaria, combinando las te´cnicas antes mencionadas.
2. Fixed Queries Trie
El Trie de Consulta Fija (FQtrie por sus siglas en Ingle´s) fue presentado en [CF04] como una
mejora al FQA [CMN01] utilizando tablas lookup para mejorar los tiempos de bu´squedas. Este ı´n-
dice considera las firmas de los elementos como cadenas de caracteres de longitud fija, entonces al
resolver una bu´squeda se plantea el problema de encontrar igualdad entre cadenas. Desde este punto
de vista podemos usar algunas de las estructuras especı´ficamente disen˜adas para reconocimiento de
patrones. El FQtrie utiliza un a´rbol Digital o Trie para indizar las firmas de la base de datos.
El FQtrie representa cada firma haciendo uso de una funcio´n de discretizacio´n. Dicha funcio´n de
discretizacio´n mapea nu´meros reales positivos en valores discretos de taman˜o bp bits. Formalmente la
funcio´n de discretizacio´n se define como sigue:
δ : R+ ×K→ {0, . . . , 2bp − 1}
De esta forma, para un elemento o ∈ X la firma de o se define como la concatenacio´n de la
discretizacio´n de las distancias del objeto a cada pivote, en sı´mbolos:
δ∗(o) = δp1(d(o, p1)) • δp2(d(o, p2)) • . . . • δpk(d(o, pk))
donde “ • ” es la operacio´n de concatenacio´n.
La principal ventaja de la funcio´n de discretizacio´n se centra en el grado de libertad en cuanto al
uso de memoria disponible ya que podemos decidir cuantos bit asignar a cada pivote y determinar ası´
el taman˜o de la firma de cada objeto.
Adema´s permite establecer un balance entre el poder de filtrado y el espacio utilizado ya que,
a medida aumenta la cantidad de bit asignados a un pivote, aumenta la presicio´n pero disminuye la
cantidad de pivotes que pueden ser contenidos en la misma cantidad de espacio.
Buscar una cadena en un Arbol Digital toma tiempo proporcional a la cantidad de caracteres en
ella, independientemente de la cantidad de elementos contenidos en el conjunto. Dada una cadena,
los caracteres que la conforman son los que direccionan la bu´squeda en el Arbol Digital. Para el caso
del FQtrie, la bu´squeda se realiza con la asistencia de la tabla lookup la cual contiene el conjunto
de firmas de la bu´squeda (δ∗(q, r)). Esto implica una pequen˜a modificacio´n en la forma de recorrer
el a´rbol, permitiendo bu´squedas de mu´ltiples cadenas en el mismo recorrido. Esto es, estando en
el nivel i, en lugar de seleccionar aquel nodo que concuerda con el i-e´simo caracter de la cadena,
seleccionamos un nodo si alguna de las i-e´simas coordenadas en el conjunto de firmas de la bu´squeda
concuerda con el ro´tulo del nodo.
2.1. Disen˜o de Funciones de Discretizacio´n
El tipo de funcio´n de discretizacio´n y la calidad de los pivotes empleados son factores esenciales
en la eficiencia del FQtrie. Esto se debe a que la funcio´n de discretizacio´n influye tanto en el espacio
requerido por el ı´ndice (¿cua´ntos bits usamos por pivote?) como en el tiempo consumido por una
bu´squeda (¿que´ tan bueno es el mapeo realizado por dicha funcio´n?). Para una cantidad bi de bits
se pueden definir un nu´mero finito de reglas de discretizacio´n. Si bien la definicio´n de la funcio´n de
discretizacio´n no es esencial para la correctitud del me´todo de filtrado sı´ lo es para su eficiencia.
Hemos disen˜ado funciones de discretizacio´n con el fin de lograr una implementacio´n eficiente del
FQtrie no so´lo en te´rminos de cantidad de evaluaciones de la funcio´n de distancia d, sino tambie´n en
tiempo extra de CPU.
El disen˜o de estas te´cnicas se baso´ exclusivamente en lo que llamamos histograma local de un
pivote p [CNBYM01], el cual representa la distribucio´n de distancias de p a los elementos u ∈ U.
Este histograma permite visualizar la distribucio´n de los elementos del espacio me´trico respecto del
punto p.
En [RCH04] presentamos varias alternativas de funciones de discretizacio´n ası´ como los resulta-
dos de la evaluacio´n experimental de las mismas sobre dos tipos de espacios me´tricos: diccionarios
de palabras con funcio´n de distancia edicio´n y documentos con funcio´n de distancia coseno.
En dicho artı´culo se presenta un me´todo de discretizacio´n denominado δµp el cual, utilizando so´lo
un bit por pivote (la cantidad ma´s baja posible de memoria), alcanza una alta eficiencia al indizar el
espacio de diccionarios. Este me´todo permite mejorar notablemente los tiempos de bu´squedas en el
FQtrie, en condiciones de igualdad de memoria sin utilizar discretizacio´n.
No obstante, el comportamiento observado al indizar un espacio de documentos no fue muy alen-
tador.
2.2. Me´todo de Paginacio´n para el FQTrie
Para reducir el tiempo que insume una bu´squeda, es importante considerar si el ı´ndice y los datos
pueden ser mantenidos en memoria principal, o si es necesario utilizar memoria secundaria para los
ı´ndices y/o datos. En el primer caso el objetivo central es reducir los ca´lculos de distancia realizados.
Pero, para los algoritmos en memoria secundaria, adema´s de realizar pocos ca´lculos de distancia, se
requiere que se realicen pocos accesos a disco.
Hemos trabajado para lograr un manejo eficiente de espacios me´tricos en disco, es decir, un mane-
jo eficiente de espacios que excedan la capacidad de memoria principal. Para ello, se ha disen˜ado una
te´cnica que particiona el espacio de manera tal que cada una de las partes entre en memoria principal.
En cada parte se agrupan elementos similares y cada una de ellas se indexa en forma separada. Luego
una consulta en el espacio me´trico particionado se resuelve buscando en cada parte, lo que puede ser
hecho en memoria principal. Esto implicarı´a un nu´mero constante de visitas a disco (la cantidad de
partes generadas ma´s la cantidad de pa´ginas que contengan ı´ndices). Sin embargo, al agrupar elemen-
tos similares en cada parte, se evitan visitas a ciertas pa´ginas de disco, ya que buscar en el ı´ndice de
una parte puede indicar que en esa parte no hay elementos relevantes a la bu´squeda, y no es necesario
cargarla. Es aquı´ donde se evita un acceso a disco. La te´cnica de particionamiento disen˜ada se basa
en la distancia LCS que calcula la longitud de la ma´xima subsequencia comu´n entre dos cadenas.
Esta te´cnica detecta grupos de elementos parecidos, denominados t aceptables, a partir de los cuales
genera la particio´n.
Se estudio´ el comportamiento de esta te´cnica sobre diccionarios de palabras con la funcio´n de dis-
tancia de edicio´n y sobre documentos de texto con la funcio´n de distancia coseno [VCH04]. La te´cnica
de particionado LCS demostro´ ser competitiva cuando utilizamos como espacio me´trico diccionarios
de palabras, logrando disminuir la cantidad de accesos a disco en un 21% respecto de un particiona-
do totalmente aleatorio. Tambie´n demostro´ ser eficiente disminuyendo cantidad de accesos a disco
requeridos ante una consulta respecto de no particionar la base de datos y dejar el manejo al sistema
operativo. El comportamiento ha sido diferente cuando el espacio me´trico utilizado son documentos
de texto y los resultados no han sido tan alentadores respecto de no particionar la base de datos. En
[VCH04] se concluye que, si los elementos de la base de datos son mayores que el taman˜o de un
pa´gina de disco, no es bueno particionar el espacio me´trico ya que eso implica almacenar punteros
en cada parte y los resultados han mostrado que, para estos casos, no es posible obtener ventaja de
dividir el espacio me´trico en partes, au´n cuando la divisio´n se realiza en forma controlada.
3. Trabajo Futuro
Hemos encontrado un me´todo que utiliza un bit por pivote (la mı´nima cantidad de memoria) y que
tiene una eficiencia muy alta, y una te´cnica de particionamiento que permite disminuir la cantidad de
accesos a disco en espacios que exceden la capacidad de la memoria principal. Intuimos que, al
combinar ambas soluciones, podrı´amos lograr una implementacio´n totalmente eficiente del FQtrie
logrando reducir tanto el tiempo de CPU como el tiempo de I/O.
Sabiendo que para cada parte se mantiene so´lo el conjunto de firmas y no un ı´ndice en particular
particionamos el espacio con la te´cnica de particio´n implementada, creando las firmas de los elemen-
tos en cada parte utilizando δµp como funcio´n de discretizacio´n. Con esto podremos hacer un manejo
eficiente del FQTrie en memoria secundaria y a la vez obtener las ventajas provistas por la funcio´n de
discretizacio´n cada vez que un ı´ndice requiera ser consultado en memoria principal.
Por otro lado, la funcio´n de discretizacio´n δµp utiliza solo un bit de memoria para representar la
distancia a cada pivote, generando firmas de taman˜o mı´nimo. Esto favorece al manejo en memoria se-
cundaria ya que al generar ı´ndices ma´s pequen˜os se puede aumentar la cantidad de ı´ndices contenidos
en cada pa´gina, con lo cual se disminuye la cantidad de accesos a discos necesarios para recuperar los
ı´ndices de todas las partes.
Otro punto en el que estamos trabajando es plantear nuevas funciones de discretizacio´n y nuevas
te´cnicas de particionado del espacio me´trico para aquellos espacios donde los resultados obtenidos no
fueron favorables.
En cuanto a las funciones de discretizacio´n, estamos analizando nuevos disen˜os que no dependan
de la media del histograma ya que en algunos casos (como lo es el espacio de documentos), la mayor
concentracio´n de elementos se identifica en ma´s de un punto del histograma. En [BYBC+03] se
presenta el concepto de nucleo duro y nucleo blando. El nucleo duro del espacio esta´ formado por
los elementos que se encuentran en la zona central de los histogramas locales de varios pivotes,
representando de esta forma una zona de bu´squeda difı´cil de tratar. El nucleo blando del espacio
esta´ formado por el resto de los elementos no incluidos en el nucleo duro. En forma general la idea
planteada es discretizar las distancias intentando diferenciar los elementos que pertenecen al nucleo
duro del espacio.
En cuanto a te´cnicas de particio´n estamos analizando nuevas te´cnicas de particionado para el
manejo eficiente en memoria secundaria de aquellos espacios me´tricos cuyos objetos son mayores
que una pa´gina de disco.
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