In this paper, we revisit the q-states clock model for small systems. We present results for the 1 thermodynamics of the q-states clock model from q = 2 to q = 20 for small square lattices L × L, with 2 L ranging from L = 3 to L = 64 with free-boundary conditions. Energy, specific heat, entropy and 3 magnetization are measured. We found that the Berezinskii-Kosterlitz-Thouless (BKT)-like transition 4 appears for q > 5 regardless of lattice size, while the transition at q = 5 is lost for L < 10; for q ≤ 4 5 the BKT transition is never present. We report the phase diagram in terms of q showing the transition 6 from the ferromagnetic (FM) to the paramagnetic (PM) phases at a critical temperature T 1 for small 7 systems which turns into a transition from the FM to the BKT phase for larger systems, while a second 8 phase transition between the BKT and the PM phases occurs at T 2 . We also show that the magnetic 9 phases are well characterized by the two dimensional (2D) distribution of the magnetization values.
Introduction

17
The q-states clock model is the discrete version of the famous 2D XY model, which is probably the most extensively studied example showing the Berezinskii-Kosterlitz-Thouless (BKT) transition [1, 2] . It is often used as a reference model due to its peculiar critical behaviour at the transition point and universal features [3] [4] [5] [6] [7] . Instead of the exclusion of an explicit continuous symmetry essential for the BKT transition, it can also emerge from a system without explicit continuous symmetry [7] . The Hamiltonian of the q-states clock model can be written in many forms, one of the simplest forms is the following expression, where no magnetic anisotropies and external magnetic field are included: alternative way to characterize and distinguish the phases present in the q clock model.
48
In the next Section, we present the clock model and the main methods used to characterize 49 it. Presentation of results and discussion are given in Section 3, and the last Section is devoted to 50 conclusions.
51
Model and Methods
52
General Definitions
53
Let us begin by considering the q-states clock model on a two dimensional (2D) square lattice of dimensions L × L = N, where the local magnetic moment or "spin" S i at site i can point in any of the q directions in a given plane. S i is then a 2D vector, i.e. S i = (cos( 2π q k), sin( 2π q k)), where k = 0, 1, ...q − 1, with equal probability for all q values. S i are dimensionless vectors of magnitude one. The isotropic Hamiltonian for such a system can be written as:
where J > 0 is the ferromagnetic exchange interaction to nearest neighbours; the sum extends to all 54 such pairs through the lattice, which is indicated by the symbol i > j under the summation symbol. B
55
is an external field applied along one direction in the plane.
56
In this Hamiltonian, J is one unit of energy and B is also measured in energy units. This form is 57 completely equivalent to the one of Equation (1), when B = 0.
Exact Theoretical Approach for a Small System
59
Let us begin by considering the theoretical approach for the q-states clock lattice with L = 3 introduced in the previous section. The partition function can be expressed as:
where the coefficients c n is the number of all of the possible spin configurations compatible with 60 energy E n according to the Hamiltonian of Equation (2) ; λ is the number of different energy levels. We 61 express energy and temperature in the same units, so the Boltzmann constant is set to the unity, k B =1.
62
The coefficients c n = c(E n , q) for this small N = L × L = 3 × 3 lattice can be straightforwardly 63 calculated by using combinatorics; we show them in Table 1 for q = 4 and q = 6, and in Table 2 
76
Once the partition function is known, the thermodynamic observables can be calculated directly. Thus for the cases of internal energy U, specific heat C, and entropy S, they can be obtained employing: Table 1 . Coefficients c(E n , q) for a 3 × 3 lattice with free boundary conditions and B=0, for q = 4 and q = 6. The first column enumerates energy levels, n, second and third columns give the corresponding energies E and degeneracies c(E, 4) respectively. Fourth and five columns show half of energies and degeneracies for q = 6 respectively. The rest of the energies and degeneracies can be found using the following symmetry: c(−E n , 6) = c(E n , 6). Next table shows the results for q = 5 where the energies E n and degeneracies for n = 1 to n = 85 77 are explicitly given. In this case for a given energy E n , their negative counterpart does not exists.
78 Table 2 . Coefficients c(E n , 5) for a 3 × 3 lattice with free boundary conditions and B=0. In this case there are no symmetries and therefore we present all E n values with their respective degenerations, from n = 1 to n = 85. Here, as explained in the manuscript the symmetry S i → −S i is not present. We invoke now the numeric simulations to calculate larger sizes for the same system. 
Thermal averages 100
The lattice average of the spin configuration, equivalent to the magnetization per site M, is given by the following expression:
where S j is the value of the spin at site j at a given time, t, and N = L × L, is the total number of spins. In this particular case M is a vector of two components M = (M x , M y ). Normally, the magnitude or absolute value of this vector is calculated, i.e. |M| = M 2 x + M 2 y . Then, the thermal average of the absolute value |M|, is < |M| > and it is given by
where N c = 2 × 10 5 is the number of configurations used to perform thermal averages, as explained in the preceding section. Energy is the main quantity used in the Monte Carlo method to reach thermal equilibrium. Therefore, after τ MCSs the internal energy U can be obtained by averaging the N c = 2 values for E k , where k runs over the accepted configurations after the Metropolis algorithm, namely:
where every spin configuration is separated from the next one by 20MCs. The energy per site is then,
101
U/N, which is the thermal average of the lattice average of the system energy.
102
The specific heat is then calculated as proportional to the fluctuations of the energy as follows:
The absolute entropy S can be calculated by calculating ∆S(T f , T i ) = S(T f ) − S(T i ) by numerical integration of the specific heat divided by the temperature, as follows:
We know the entropy at zero temperature, because we know the energy degeneration at T = 0.
Information theory, mutability and diversity
115
Word length zipper (wlzip for short) is a compressor designed to recognize meaningful 116 information in a data chain. As its name tells it recognizes "words" of precise length and precise 117 location within the data chain. Then, it compresses less than other file compressors which precisely 118 optimize this function. In the case of wlzip the optimization is on the recognition of patterns beginning 119 at a precise location and for a given number of digits. In this way, physical properties and/or other 120 inherent properties of the system can be recognized.
121
The recognition of information within a file can render at least two parameters: mutability and 122 diversity. They were defined a few years ago including a working example given in number of rows in data.txt is λ * (map), while the weight of this file is w * (map).
137
The mutability µ(data) of the entire file data.txt is simply given by
Similarly, the diversity of the file data.txt is also a ratio, namely
Previous definitions can be also dynamic at the time t and considering the ν records in data.txt counted from that one at time t. Then we can define the dynamic parameters associated to data.txt:
and
As it was shown in the discussion accompanying Figure 1 
Results and Discussions
143
Let us begin by considering the theoretical approach for the q-states clock model following In the case of the specific heat, C vs T (center of Figure 1 ) we see that the two peaks appear for 151 q ≥ 6. At q = 5 we see only one peak, but notoriously more skewed to the right. We will see that this is 152 due to the small size of the lattice. Therefore for small systems, the BKT phase appears only for q ≥ 6.
153
We can see here (Figure 1 right) the basic features of entropy in the low and high-temperature limits.
154
When no external field is applied, the energy ground state of the ferromagnetic q-states clock model For B > 0 the Zeeman term is added to the energy (see Equation (2)); therefore the FM ground 167 state energy is lowered by the external field. As an example for B = 2, the Zeeman energy is -18, and 168 this is added to the ground state energy (-12) at zero field; therefore the new ground state energy is -30
169
(red curve in the left of Figure 2 .
170
We also observe that the specific heat, C vs T shapes maintain the two peaks, but they shift to higher 171 temperatures as the external field goes from B = 0 to B = 2. This behavior is easily explained because the external field favours ordered phases (FM and BKT) against disorder, and therefore the transition We observe an overall self-agreement in the shape of the Energy U, Specific Heat C, and Entropy
190
S, as functions of temperature for the different lattices. The most noticeable change is the decrease in 191 temperature for the low-temperature peak in the specific heat curve as the size of the lattice increases.
192
For a given size, the peak of the specific heat occurs at a lower temperature as q increases, and then
193
it splits in two peaks. As q continues to increase, the high-temperature peak remains at the same 194 temperature whereas the low-temperature peak tends to lower temperatures (eventually to zero 
Phase diagram
202
In this section, we show the phase diagram for the clock model as extracted from the specific heat. For large enough lattices and q ≥ 5 the transition from the FM phase is to the partially ordered BKT phase. Then, a transition at a higher temperature T 2 appears separating the BKT phase from the PM phase; it can be noticed that T 2 is essentially constant with respect to q. Background colors blue, yellow and red (from bottom to top) mark the FM, BKT and PM phases respectively. Spin orientations for one possible snapshot corresponding to the 64×64 lattice and q = 9 are given in gray color over the background colors.
Several features in Figure 7 deserve special discussion. First, the lower critical temperature T 1 208 follows a monotonous decrease with q approaching zero asymptotically. Second, the higher critical 209 temperature T 2 keeps a constant value for q ≥ 6. Third, for q = 5 there is just one critical temperature 210 following the tendency of T 1 , but for q = 10 (and also for q = 64) the two transitions are clearly 211 appreciated for q = 5. Fourth, an order parameter beyond the usual magnetization is necessary to 212 distinguish the BKT phase from the PM disordered phase.
213
To be more specific about the different phases, Figure 8 shows the specific heat for a 32 × 32 lattice 214 as a function of temperature, where we show a two-dimensional (2D) order parameter, at certain 215 characteristic temperatures, which clearly discriminate the three (FM, BKT and PM) different phases.
216
The order parameter we use is the 2D distribution of the variable M = (M c x , M c y ), as defined in Eq. (7) , 217 the spin-lattice average at time t after the thermalization process of τMCSs.
218
This corresponds to the vector spin average for a given spin configuration at time, t. This vector is 219 then calculated after the thermalization, and every 20MCSs in a total of N c times. By plotting all decreasing magnitude as T increases; hence the circle begin to be filled with a higher probability (red This makes the thermal average magnetization (the 2D order parameter) to rotate but keeping its overall magnitude, at T=0.27 there is a reminiscence of the FM phase still present as can be seen in the ring structure with 9 maxima as observed at T = 0.21. In T=0.5 a pure BKT phase is observed as a uniform ring structure but their radius begin to shrink, maintaining a smaller magnitude. At T = 1 is the onset of the disordered phase in which the magnitude of the magnetization decreases, filling the interior of the circle as a 2D Gaussian distribution with zero average, at T = 1.51, the overall magnitude of the M parameter further shrinks. The color code of the 2D order parameter distribution goes from black, purple, blue, green, yellow and red as values of the 2D distribution increase. The radii of the ring-like 2D distributions represent the thermal magnetization modulus as a function of temperature, and this is given in Figure ( Let us now consider the information content as an independent test to characterize these phase 237 transitions. We shall concentrate on the simulations for lattices 32 × 32 measuring µ and δ as defined is beyond the goals of the present paper [17] . At the moment we will stick to the energy data results
246
treated with diversity to directly compare with the energy curves, entropy and specific heat results
247
reported above.
248
In Figure 12 we present the results for δ in the cases for q = 3, q = 4, q = 6 and q = 8. The heat. In the case of q = 8, the maximum near 1.1 is clearly present although a bit broader than for 256 q = 6. The "knee" is barely appreciated as a tiny change of slope under T = 0.5. for low values of q when this is applied to the energy data vectors produced by the MC simulations.
260
However, the phases are less detectable by this method as q increases. Eventually, a different order 261 parameter more oriented to the magnetic states of the system rather than just the energy levels could phases.
277
The entropy of the system always increases with temperature showing subtle slope changes at 278 the transition temperatures T 1 and T 2 . The low-temperature limit for the entropy is simply given 279 by ln(q) in absence of magnetic field while it vanishes for any magnetic field that breaks ergodicity 280 yielding a singlet as a ground state. On the other hand, the high-temperature value for entropy tends 281 asymptotically to N ln(q) thus reflecting that all degrees of freedom are equally probable.
282
The information theory method produces results in agreement with those of the specific heat of the 283 system. It distinguishes the phase diagram presented in Figure 7 for low values of q thus confirming 
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