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Chapter 1
Introduction
The aim of this doctoral thesis is to study the construction and some properties
of a specific higher spin Dirac operator in Clifford analysis. In general, it follows
from results in [15, 38] that a higher spin Dirac operator Dλ is the unique (up
to a multiplicative constant) elliptic conformally invariant first-order differential
operator acting as
Dλ : C∞(Rm,Vλ)→ C∞(Rm,Vλ)
where Vλ denotes an irreducible representation of Spin(m) with highest weight
λ = (λ1 + 12 , . . . , λn−1 +
1
2 ,
1
2 ) consisting of integers λ1 ≥ . . . ≥ λn−1 ≥ 0 with
n = bm2 c and m odd. It has been shown in [73] that Vλ can be realised in Clif-
ford analysis as a vector space of polynomials in several vector variables, called
the simplicial monogenic polynomials. In the even-dimensional case m = 2n,
there are two irreducible Spin(m)-representations V±λ corresponding to highest
weights λ = (λ1 + 12 , . . . , λn−1 +
1
2 ,± 12 ); the higher spin Dirac operator now
acts as Dλ : C∞(Rm,V±λ ) → C∞(Rm,V∓λ ). For convenience, we work in the
odd-dimensional case m = 2n + 1; the even-dimensional case is not different
conceptually.
To every suitable choice of integers λ1, . . . , λn−1 there corresponds a higher
spin Dirac operator Dλ; the simplest operator in this sequence is the standard
Dirac operator ∂x. Indeed, in the special case that λ1 = . . . = λn−1 = 0,
the irreducible Spin(m)-module Vλ is isomorphic to the spinor space S and Dλ
coincides with ∂x. Therefore, higher spin Dirac operators in Clifford analysis
can be seen as a generalisation of the standard Dirac operator, whose function-
theorical properties lie at the heart of many results in Clifford analysis, see
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e.g. [4, 30, 42, 68, 29]. In its turn, the standard Dirac operator can be seen
as the generalisation of the Cauchy-Riemann operator in the complex plane
C. The Dirac operator ∂x is the topic of chapter 3, where we also give some
well-known properties in Clifford analysis, such as the (monogenic) Fischer de-
composition, the Cauchy-Kowalewskai (CK) extension and the fact that the
space of its homogeneous polynomial null solutions of a fixed degree forms an
irreducible Spin(m)-module.
The above-mentioned specific higher spin Dirac operator that plays the main
role in this thesis corresponds to the choice of λ1 = k, λ2 = l (with integers
k ≥ l) and λ3 = . . . = λn−1 = 0. This operator is denoted by Qk,l and the
irreducible Spin(m)-module Vλ is now isomorphic to Sk,l, which is the vector
space of simplicial monogenic polynomials in two vector variables. In short, we
write
Qk,l : C∞(Rm,Sk,l)→ C∞(Rm,Sk,l); f(x;u, v) 7→ Qk,lf(x;u, v).
Even though explicit examples of higher spin Dirac operators have been studied
before (see e.g. [18, 19, 16, 17]), the case of Qk,l presents complications that
were not yet discovered. This operator will be constructed in chapter 6, some
function-theoretical results with respect to Qk,l will be given in chapter 7 and its
homogeneous polynomial null solutions (of a fixed degree) will be discussed in
chapter 8. We can reveal right now that the vector space of these null solutions
is no longer irreducible with respect to the Spin group, contrary to the case of
the standard Dirac operator. It appears that this remains true for other higher
spin Dirac operators, which makes the study of these operators complicated.
Therefore, an important part of this thesis was to describe the decomposition
of this kernel space into Spin(m)-irreducibles summands, which we have labeled
by their highest weight. In chapter 8 the decomposition is proved by induction
on the integers k and l. The decomposition of the kernel space into these irre-
ducibles can be visualised in an aesthetically pleasing way, which is explained in
great detail in chapter 9. At that point in the thesis it is known how the vector
space of h-homogeneous null solutions of the operator Qk,l behaves under the
action of the Spin group; these irreducible modules have yet to be embedded
in the kernel space KerhQk,l. In chapter 10, we have tried to solve this problem.
Let us give a more detailed overview of the chapters.
In order to better understand higher spin Dirac operators, we discuss in
chapter 2 definitions, properties and important results in Clifford analysis and
5representation theory. Standard references are given by [4, 30, 42] and [40, 49],
respectively; a not so standard reference of the latter is [44]. Recently, Clifford
analysis has proved to be an elegant language to study results in representa-
tion theory, and vice versa, representation theoretical techniques are extremely
helpful to obtain a better insight in important Clifford analysis results, see e.g.
[27, 9, 65, 66, 18, 19, 16, 17]. In particular, we study representations of the Lie
group Spin(m), or equivalently, its complex semisimple Lie algebra so(m,C),
from both a Clifford analysis and representation theoretical point of view. In
addition to the spinor space, we focus on the following Spin(m)-irreducible vec-
tor spaces: the space of spherical harmonics, the space of spherical monogenics
and their respective generalisations to several vector variables, called the simpli-
cial harmonics and simplicial monogenics (see [73]). Several new results, which
will be used throughout this thesis, and can therefore be considered as ‘basic
notions’, are given at the end of this chapter where we study the vector space
of homogeneous monogenic polynomials in three vector variables, denoted by
Mh,k,l. This is a reducible vector space with respect to the Spin group and in
section 2.4 we give its decomposition into Spin(m)-irreducibles. Of more im-
portance to null solutions of the operator Qk,l is one of its subspaces, denoted
Msh,k,l, which is, once again, reducible under the action of the Spin group.
As mentioned before, chapter 3 deals with the standard Dirac operator and
its well-known properties in Clifford analysis: basic integral formulae, the CK-
extension, the harmonic Fischer decomposition and its refinement, the mono-
genic Fischer decomposition and the monogenic Fischer decomposition of har-
monics. All of these decompositions correspond to certain Howe-dual pairs (see
e.g. [9, 47, 48]). Also in this chapter, the conformal invariance, the ellipticity
and the surjectivity of higher spin Dirac operators have been addressed (see
[65, 15, 38, 61]). Furthermore, the twisted Dirac operator is introduced, which
is a useful instrument in the construction of higher spin Dirac operators.
Before we arrive at the construction of the main ‘star’ of this thesis, i.e. the
operator Qk,l, it is both instructive and inspiring to consider other examples of
higher spin Dirac operators.
In chapter 4, the Rarita-Schwinger operator Rk is introduced, which is the
operator obtained by putting λ1 = k and λ2 = . . . = λn−1 = 0 in the highest
weight of Vλ. As Qk,l is the immediate generalisation of this operator (with
Qk,0 = Rk), this chapter is crucial. In [18] this operator is studied from the
Clifford analysis point of view, while in [19] one uses techniques from algebraic
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geometry and representation theory. Properties of Rk are given in recent pa-
pers [70, 37]. The basic integral formulae of Rk have been studied recently in
great detail in [31]. The decomposition of the kernel space of Rk into Spin(m)-
irreducible summands can be organised as a full triangle and this triangular vi-
sualisation is called the Christmas tree. This chapter is kept short, because the
operator Qk,l generalises the results for Rk and proofs for the Rarita-Schwinger
case can easily be adapted from the proofs for Qk,l in the later chapters.
It was mentioned before that the proof of the decomposition of KerhQk,l
goes by induction on k and l. Hence, the case k = l = 1 is very important, and
the operator Q1,1 can be seen as a higher spin Dirac operator acting on functions
with values in the vector space of spinor-valued forms. Generally, such operators
act on Vλ-valued functions with λ1 = . . . = λj = 1 and λj+1 = . . . = λn−1 = 0
with 1 ≤ j ≤ n − 1. This type of higher spin Dirac operators was studied in
[16, 17] using techniques of algebraic geometry. In chapter 5 we study these
operators in Clifford analysis: the contruction is given and we explicitly prove
the decomposition into Spin(m)-irreducibles of the kernel space of the higher
spin Dirac operator in case j = 2.
At this point we are ready to construct Qk,l. This starts by generalising
the monogenic Fischer decomposition of harmonics in one vector variable to the
two variable case. This decomposition gives rise to a set of unique (up to a
multiplicative constant) conformally invariant first-order differential operators,
and the higher spin Dirac operator Qk,l is one of them. The other ones are
called (dual) twistor operators. We prove that they map null solutions to null
solutions of this type of higher spin Dirac operator.
Chapter 7 deals with results of Qk,l in Clifford analysis, such as the gener-
alised CK-extension and its fundamental solution with respect to Qk,l, which
yields the generalised basic integral formulae. The inspiration to formulate the
expression of the fundamental solution comes from a theorem in [65], which
states that null solutions of a conformally invariant first-order differential oper-
ator are invariant under the action of the conformal group.
By means of a dimensional argument, together with the above-mentioned
induction principle, we have proved the decomposition of KerhQk,l in chapter
8. The induction hypothesis is based on the cases l = 0 and k = l = 1, which
correspond to the higher spin Dirac operators of the previous chapters. The
null solutions can be split up into two types, which we have denoted type A
7and type B. The type A solutions will form precisely the vector space Msh,k,l
and the type B solutions are obtained through an induction principle. To that
end, the study of systems of homogeneous Dirac equations in several variables
in [24] and the compatibility conditions imposed on the right-hand sides of these
equations in order to make the systems solvable, is essential.
The counterpart (or generalisation) of the Christmas tree, which consists of
Spin(m)-irreducible spaces of null solutions of the Rarita-Schwinger operator,
is investigated in great detail in chapter 9. Even though the result does not
resemble a Christmas tree anymore, full triangles and triangular rings are still
present. In the case of Qk,l also hexagon rings occur in a very elegant way
that shows a remarkable connection to the pattern of multiplicities of weights
in an irreducible representation of the Lie algebra sl(3,C). This pattern is also
discussed in section 2.3.3.
The aim of chapter 10 is to embed these irreducible Spin(m)-modules, la-
beled by their highest weight only up to this point, in the h-homogeneous kernel
space of Qk,l. The inversion operator IQ with respect to Qk,l can be seen as a
generalisation of the refinement of the Kelvin transform (see e.g. [29]) and is es-
sential in the construction of embedding factors. Indeed, this inversion operator
maps solutions to solutions and is thus an ideal candidate for the purpose of this
chapter. Unfortunately, we can not use the same embedding factors as in the
Rarita-Schwinger case, because some Spin(m)-irreducibles occur with multiplic-
ity higher than one. However, we have stated a formulation of the embedding
factors, which has been verified in the case of the Rarita-Schwinger operators;
this is an alternative way to embed the modules in the latter case. We have
also verified it on the space of monogenicsMsh,k,l and the case k = 2 and l = 1.
Although we are convinced that the conjecture is correct, trying to prove it
leads to calculations that quickly explode. This confirms the believe that our
method to study more complicated higher spin Dirac operators has not been
the most efficient; the ‘weightless’ approach of [72] looks much more promising.
However, many results can be found in this chapter, which very probably will
help to unravel patterns for the underlying structure to the solutions.
Finally, we emphasise that the underlying thesis has been written to not
only present a mathematical text with definitions, propositions and proofs, but
also to show the, sometimes lengthy, calculations needed to establish our results,
and also to provide the reader with a highly self-contained text with insights
and formulae that will probably show valuable in future research on this topic.
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Chapter 2
Basic notions
In this chapter we gather some important and useful results in Clifford analysis
and representation theory, together with recent notions and less well-known
results in Clifford analysis that will be used throughout this thesis.
Section 2.1 and section 2.2 are devoted to Clifford algebras and Clifford
analysis, respectively. Originally, Clifford analysis is a hypercomplex function
theory of functions taking values in a Clifford algebra. It is centred around
function-theoretical properties of the Dirac operator, which is an elliptic Spin
group invariant (even conformally invariant, see e.g. [38]) first-order differential
operator factorising the Laplace operator. In this perspective, Clifford analysis
refines the theory of harmonic analysis. For a detailed account of the theory
of null solutions of the Dirac operator, so-called Euclidean Clifford analysis, we
refer to e.g. [4, 30, 42]. In the more recent branch of Hermitean Clifford analysis,
the rotational invariance has been broken by introducing a complex structure
on Euclidean space, which reduces the invariance to the unitary group. More
on this refinement of Euclidean Clifford analysis can be found in e.g. [5, 6].
Recently, Clifford analysis has proved to be an effective tool to study results
in representation theory, and vice versa, techniques from representation theory
are good instruments to study Clifford analysis, as it has led to a better insight
of famous theorems and results in Clifford analysis, see e.g. [66, 27, 9]. It is
therefore important to devote a section in the underlying thesis to representation
theory, in particular to representations of (semi)simple complex Lie algebras.
Well-known definitions and facts are illustrated with explicit examples in the
language of Clifford analysis. For more on (matrix) Lie groups, Lie algebras and
representation theory, we refer to e.g. [40, 44, 49].
10 Chapter 2. Basic notions
In section 2.4 finally, vector spaces of polynomial null solutions of the Dirac
operator in several variables are introduced. Under the action of the Spin group
or its complex Lie algebra so(m,C), these vector spaces decompose in irreducible
modules, which in their turn correspond to certain vector spaces of polynomials.
An overview of these irreducible finite-dimensional representations of the Spin
group in Clifford analysis can be found in [73].
2.1 Clifford algebras
2.1.1 Definition of Rm and Cm
In what follows, we work over the Euclidean space Rm with orthonormal basis
(e1, . . . , em). Denote by Rm the real universal Clifford algebra generated by
these basis elements satisfying the multiplication relations
eiej + ejei = −2δij , 1 ≤ i, j ≤ m.
Let h ∈ N and A = {i1, i2, . . . , ih} such that 1 ≤ i1 < i2 < · · · < ih ≤ m. Every
element of Rm is of the form
∑
A aAeA with aA ∈ R and eA = ei1ei2 · · · eih . If
A = ∅, we put e∅ = 1. Elements of a Clifford algebra are referred to as Clifford
numbers. In case |A| = 1, we use the term Clifford vectors. Elements of the
form
∑
A aAeA with |A| = k are called k-vectors; they form a subspace R(k)m .
Hence the following multivector structure of the Clifford algebra:
Rm = R(0)m ⊕ R(1)m ⊕ · · · ⊕ R(m)m .
The space Rm is embedded in Rm by identifying (x1, . . . , xm) with the real
Clifford vector x =
∑m
j=1 ejxj . The multiplication of two vectors x and y is
given by xy = −〈x, y〉+ x ∧ y with
〈x, y〉 =
m∑
j=1
xjyj and x ∧ y =
∑
1≤i<j≤m
eiej(xiyj − xjyi)
i.e. the scalar-valued Euclidean inner product and the bivector-valued wedge
product, respectively. The norm squared of x is defined as |x|2 = 〈x, x〉. The
wedge product of a finite number of Clifford vectors in Rm may also be defined
using the Clifford product:
x1 ∧ . . . ∧ xk := 1
k!
∑
σ∈Sk
sgn(σ)xσ(1) · · ·xσ(k)
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with Sk the symmetric group on k elements.
The complex Clifford algebra Cm can be seen as the complexification of Rm,
i.e. Cm = C ⊗R Rm. Every element in Cm is now of the form
∑
A aAeA with
aA ∈ C.
(Anti-)automorphisms on Cm
Put eA = ei1 · · · eih in what follows. Three (anti-)automorphisms on Cm leave
the multivector structure invariant:
(i) the main involution, which is the automorphism on Cm defined as
(aAeA)b = (aAei1 · · · eih)b
= aA(−ei1) · · · (−eih) = aA(−1)heA,
(ii) the reversion, which is the anti-automorphism on Cm defined as
(aAeA)e = (aAei1 · · · eih)e
= aA(−eih) · · · (−ei1) = aA(−1)
h(h−1)
2 eA
and at last,
(iii) the Hermitean conjugation, which is the anti-automorphism on Cm defined
as
(aAeA)† = a¯AeA = a¯Aeih · · · ei1 = a¯A(−1)
h(h+1)
2 eA
with a¯A the complex conjugation. We can write the conjugation on Cm as
eA = ̂˜eA = ˜̂eA.
The main involution on Cm has two eigenspaces: the even subalgebra C+m of
Clifford numbers eA with |A| even and the odd subspace C−m of Clifford numbers
eA with |A| odd. Under the identification eiem 7→ ei for all 1 ≤ i ≤ m− 1, it is
not difficult to prove that
C+m ∼= Cm−1.
We also introduce the chirality operator, defined as
θm = i
m(m+1)
2 e1 · · · em.
This operator satisfies θ2m = 1.
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Remark 1. Clifford algebras are examples of superalgebras. A superalgebra over
a field K is a K-module A = A0⊕A1 together with a bilinear multiplication such
that AiAj ⊂ Ai+j, where the subscripts are read modulo 2. This notion can be
refined to that of a Lie superalgebra, which is a superalgebra endowed with a Lie
superbracket satisfying ‘super skew-symmetry’ and the ‘super Jacobi identity’
(see e.g. [39] for more details on superalgebras).
Subgroups of Rm
The real Clifford algebra Rm has three important subgroups. The Clifford
group Γ(m) is defined as the group of Clifford numbers that leave Rm invariant
by means of the following action:
Γ(m) = {s ∈ Rm | sxsˆ−1 ∈ Rm,∀x ∈ Rm}. (2.1)
It contains as a subgroup the Pin group Pin(m), which is the group consisting
of products of any number of unit vectors in Rm, i.e.
Pin(m) =
{ k∏
j=1
sj | k ∈ N, sj ∈ Sm−1
} ⊂ Γ(m)
where Sm−1 denotes the unit sphere in Rm. The Spin group Spin(m) is the
subgroup of Pin(m) that consists of products of an even number of unit vectors
in Rm, i.e.
Spin(m) =
{ 2k∏
j=1
sj | k ∈ N, sj ∈ Sm−1
} ⊂ Pin(m).
Representations of Spin(m)
For the definition of a representation of a Lie group (and more information), we
refer to section 2.3.1, or the standard references [40, 49].
The vectorial representation of the Spin group on Rm is defined as
ρ : Spin(m)→ Aut(Rm)
with the action on a ∈ Rm given by
ρ(s)a = sas¯
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for all s ∈ Spin(m). This defines a rotation in the Euclidean space Rm. Since
the map ρ : Spin(m) → SO(m,R) is surjective and ρ(−s) = ρ(s), the Spin
group is a double cover of the real special orthogonal group SO(m,R).
Another representation of the Spin group on Cm is defined as
µ : Spin(m)→ Aut(Cm)
and the action given by left multiplication on a ∈ Cm:
µ(s)a = sa
for all s ∈ Spin(m). This representation is not irreducible (see section 2.3.1
or [40, 49]), but one can easily adapt µ to an irreducible representation by
restricting Cm to one of its subspaces. This subspace is the topic of the next
section.
2.1.2 Definition of the spinor space
In this section, we will introduce a very important subspace of Cm, called spinor
space. As the structure of this space depends heavily on the parity of m (with
m = 2n or m = 2n+ 1), we denote by n in general
n = bm
2
c.
Representations of Cm
In case m = 2n even, the algebra C2n is simple and we have
C2n ∼= M2n(C)
where M2n(C) denotes the vector space of complex 2n × 2n-matrices. There
exists a unique irreducible complex representation, called the space of the Dirac
spinors and denoted by S2n. This spinor space S2n can be thought of as a column
in the matrices of M2n(C). The action of C2n is left matrix multiplication. Since
dimM2n(C) = 22n, it follows hat dim S2n = 2n.
Another realisation of the spinor space S2n is that of a minimal left ideal of
C2n, which is explained in one of the next paragraphs.
If m = 2n + 1 is odd, the chirality operator θ2n+1 belongs to the centre of
C2n+1. Hence, this Clifford algebra is not simple, but the direct sum of two
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mutually annihilating simple ideals:
C2n+1 =
(
1 + θ2n+1
2
)
C2n+1 ⊕
(
1− θ2n+1
2
)
C2n+1.
For reasons that become apparent at the end of the section, we are interested
in the odd-dimensional case m = 2n− 1. It can be shown that
C2n−1 ∼= M2n−1(C)⊕M2n−1(C).
There will be two (inequivalent) representations this time, called spaces of Weyl
spinors, which can be thought of as columns in the matrices of M2n−1(C). These
2n−1-dimensional spaces, denoted by S±2n, will be discussed below.
In order to find a realisation of the spinor space, different from the matrix
representation, we introduce a new basis for Cm consisting of Witt vectors:
fj =
ej − ien+j
2
, f†j = −
ej + ien+j
2
(2.2)
with 1 ≤ j ≤ n. If m = 2n, they form a basis for C2n. In the odd-dimensional
case m = 2n + 1, one needs to include the element em to obtain a basis. The
basis elements in (2.2) satisfy the Grassmann identities
{fj , fk} = {f†j , f†k} = 0, {fj , f†k} = δjk
with 1 ≤ j, k ≤ n. It can be shown that AlgC(f1, . . . , fn) and AlgC(f†1, . . . , f†n)
are Grassmann algebras. In the even-dimensional case m = 2n, the primitive
idempotent I is defined as the product
I = I1 · · · In (2.3)
with the mutually commuting idempotents
Ik = fkf
†
k =
1 + ien+kek
2
.
for 1 ≤ k ≤ n. If m = 2n+ 1, the primitive idempotent equals
I = I1 · · · In
(
1 + iem
2
)
. (2.4)
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First, we consider the even-dimensional case m = 2n. Using the primitive
idempotent, the spinor space S2n can be realised as a minimal left ideal of C2n:
S2n := C2nI ∼= AlgC(f†1, . . . , f†n)I
where the isomorphism follows from the observation that fjI = 0 for 1 ≤ j ≤ n.
Note that, as previously stated, this representation for S2n is 2n-dimensional.
The action of C2n is left Clifford multiplication.
Remark 2. Since S2n can be seen as one of the 2n columns in the matrix
representation of C2n, we have the following isomorphism (where C2n and S2n
are considered as vector spaces):
C2n ∼= S2n ⊕ S2n ⊕ · · · ⊕ S2n.︸ ︷︷ ︸
2n summands
Second, in the odd-dimensional case m = 2n − 1, we make a distinction
between two spaces:
S+2n ∼= Alg+C (f†1, . . . , f†n)I
S−2n ∼= Alg−C (f†1, . . . , f†n)I
where Alg±C (f
†
1, . . . , f
†
n) denote the even and odd subspace of the Grassmann
algebra AlgC(f
†
1, . . . , f
†
n), respectively. By means of the chirality operator θ2n,
these (inequivalent) spinor spaces can also be obtained via the decomposition
S2n =
(
1 + θ2n
2
)
S2n ⊕
(
1− θ2n
2
)
S2n.
If we define S±2n = {u ∈ S2n | θ2nu = ±u}, then
S2n = S+2n ⊕ S−2n.
It follows that dim S+2n = dimS
−
2n = 2
n−1. It should be noted that S±2n are
subspaces of C2n and not C2n−1. However, it follows from the isomorphism
C2n−1 ∼= C+2n that there exists a well-defined action of C2n−1 on S±2n.
Complex representations of Spin(m)
Because we have
Spin(2n) ⊂ R+2n ⊂ C+2n ∼= C2n−1,
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the two inequivalent irreducible representations of Spin(2n) are given by the
spaces S±2n. The odd-dimensional case leads to
Spin(2n+ 1) ⊂ R+2n+1 ⊂ C+2n+1 ∼= C2n
in which case there is a unique irreducible representation of Spin(2n+ 1), given
by
S2n ∼= AlgC(f†1, . . . , f†n)I
where I is the primitive idempotent from (2.4).
Remark 3. A representation theoretical approach to define the spinor space
is discussed in section 2.3.6. In what follows, we work in the odd-dimensional
case m = 2n + 1 and we denote the unique spinor space in short by S. In the
even-dimensional case m = 2n, we also use the symbol S to denote the sum
S+2n ⊕ S−2n of the even and odd spinors.
We end this section with two irreducible complex representations of the Spin
group. The representation of the Spin group on k-vectors C(k)m is defined as
h : Spin(m)→ Aut(C(k)m )
with the action on a ∈ C(k)m given by
h(s)a = sas¯ (2.5)
for all s ∈ Spin(m). If m is odd, another important irreducible representation of
the Spin group on Cm, which can be seen as a direct sum of isomorphic copies
of S (see remark 2), is defined as
l : Spin(m)→ Aut(S)
with
l(s)a = sa (2.6)
for a ∈ S and s ∈ Spin(m).
2.2 Clifford analysis
In this section, we will only touch upon some fundamental definitions. Con-
cepts such as the (refined) Fischer decomposition and the CK-extension will be
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introduced in chapter 3 and generalised to the case of two vector variables in
chapter 6 and chapter 7, respectively.
Let x =
∑m
j=1 ejxj be a real Clifford vector. The Dirac operator on Rm is
defined as
∂x =
m∑
j=1
ej
∂
∂xj
.
It is an elliptic conformally invariant first-order differential operator acting on
spinor-valued functions f ∈ C∞(Rm,S) ∼= C∞(Rm)⊗ S.
Remark 4. In case of even dimension m, it suffices to take into account that
the Dirac operator changes the parity of the underlying values:
∂x : C∞(Rm,S±2n)→ C∞(Rm,S∓2n).
In light of remark 3, we can write ∂x : C∞(Rm,S)→ C∞(Rm,S), which implies
that the Dirac operator can be seen as a block diagonal matrix of the form(
0 ·
· 0
)
where 0 denotes the 2n−1 × 2n−1 zero matrix.
The Dirac operator can be seen as a generalisation of the Cauchy-Riemann
operator in the complex plane C. In Clifford analysis, there also exists a coun-
terpart for the concept of holomorphic functions in the complex plane: a spinor-
valued function f is (left) monogenic in an open domain Ω ⊂ Rm if and only if it
satisfies ∂xf = 0 in Ω. Classical Clifford analysis is centred around the concept
of monogeneity (see e.g. [30, 42]). Furthermore, the Dirac operator factorises
the Laplace operator in Rm:
∆x = −
m∑
j=1
∂2
∂xj2
= −∂2x
which implies that Clifford analysis refines the theory of harmonic analysis.
The traditional Euler operator is given by
Ex =
m∑
j=1
xj
∂
∂xj
;
it measures the degree of homogeneity of polynomials or polynomial operators.
For example,
[Ex, x] = x, [Ex, ∂x] = −∂x.
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The Gamma operator, a kind of spherical Dirac operator, is defined as
Γx = −
m∑
i=1
m∑
j>i
eiej(xi
∂
∂xj
− xj ∂
∂xi
) =: −
m∑
i=1
m∑
j>i
eiejLij (2.7)
with Lij the angular momentum operator. The operators Ex and Γx commute.
By means of angular coordinates (r, ω) ∈ R×Sm−1 with r = |x| and x = rω, it
can be shown that (see e.g. [30, 32])
∂x = ω
(
∂r +
1
r
Γx
)
=
1
r
ω(Ex + Γx) (2.8)
∆x = ∂2r +
m− 1
r
∂r +
1
r2
∆LB (2.9)
where ∆LB is the (scalar) Laplace-Beltrami operator defined as
∆LB = Γx(m− 2− Γx). (2.10)
Two fundamental identities are
x∂x = −Ex − Γx
∂xx = −m− 2Ex − ∂xx ⇔ {x, ∂x} = −m− 2Ex.
There is an underlying structure to the intertwining relations between the
operators x, ∂x and Ex. This structure was mentioned for the first time in [46]
and has been proved in a general context in [27]. See also the paper [9].
Theorem 1. The operators x and ∂x generate a finite-dimensional Lie super-
algebra, isomorphic to the orthosymplectic Lie superalgebra osp(1|2).
Proof. We have
[Ex +
m
2
,
1
2
(−x2)] = 21
2
(−x2)
[Ex +
m
2
,
1
2
∆x] = −212∆x
[
1
2
(−x2), 1
2
∆x] = Ex +
m
2
which proves that
g0 := span
{
Ex +
m
2
,
1
2
(−x2), 1
2
∆x
}
∼= sl(2,C).
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(See section 2.3.2 for more on the Lie algebra sl(2,C).) Furthermore,
[x, x2] = 0 [∂x, x2] = 2x {x, x} = 2x2
[x,∆x] = −2∂x [∂x,∆x] = 0 {∂x, ∂x} = −2∆2x
[x,Ex +
m
2
] = −x [∂x,Ex + m2 ] = ∂x {x, ∂x} = −2
(
Ex +
m
2
)
.
The anti-commutators imply that
g1 := span{x, ∂x}
generates g0. It follows from all (anti-)commutators that osp(1|2) ∼= g0⊕g1 (see
also Remark 1). If we normalise the operators to
1
2
(−x2), 1
2
∆x,
1
2
(
Ex +
m
2
)
,
1
2
√
2
ix,− 1
2
√
2
i∂x
we obtain the standard combinations for osp(1|2) (see e.g. [39]). 
Remark 5. In case of n vector variables (x1, . . . , xn), it follows from a result
in [39] that
osp(1|2n) ∼= Alg{x1, . . . , xn, ∂x1 , . . . , ∂xn}.
We end this section by introducing two important spaces of polynomials in
Clifford analysis. Denote by Pk(Rm, V ) the space of V -valued polynomials of
homogeneity degree k (k ∈ N) fixed and put P0(Rm, V ) = V . In what follows
we will usually choose V = Cm, V = C or V = S. The spherical harmonics of
degree k are defined as
Hk = {f ∈ Pk(Rm,C) |∆xf = 0}
and the spherical monogenics of degree k are defined as
Mk = {f ∈ Pk(Rm,S) | ∂xf = 0}
with H0 = C and M0 = S.
The following fact is well-known.
Lemma 1. The space Mk contains eigenvectors of the operators Ex and Γx
with
ExPk(x) = kPk(x), ΓxPk(x) = −kPk(x)
for all Pk ∈Mk.
Proof. The operators are simultaneously diagonalisable since [Ex,Γx] = 0. The
statement then follows from the identity Ex + Γx = −x∂x. 
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2.3 Representation theory
The aim of this section is to briefly discuss the subject of Lie groups and Lie
algebras and, in particular, the notion of a ‘highest weight of a representation
of a semisimple complex Lie algebra’. The latter requires the introduction of
many definitions and constructions but we have tried to keep discussion of these
aspects to a minimum. The interested reader is referred to the standard works
[40, 49]. We follow roughly the approach from [44], where matrix Lie groups
instead of Lie groups are considered. It can be shown that every matrix Lie
group is a Lie group; the advantage of matrix Lie groups is that they can be
studied without having to go through (a lot of) manifold theory.
We conclude this section by introducing, from a representation theoretical
and Clifford analysis point of view, the vector spaces of simplicial harmonics
and simplicial monogenics, which are examples of irreducible finite-dimensional
representations of the (matrix) Lie group Spin(m).
2.3.1 Lie groups, Lie algebras and representations
Denote by K the field R or C. Let Mm(K) be the vector space of all m ×m-
matrices with entries in K. Denote by GL(m,K) ⊂ Mm(K) the subgroup of
invertible matrices.
Lie groups
A matrix Lie group G is a closed subgroup of GL(m,C) in the following sense:
if any sequence (An) of matrices in G converges to some matrix A then either
A ∈ G or A ∈Mm(C) \GL(m,C), where the convergence of An to A is defined
as the convergence of each entry (An)kl to Akl for all 1 ≤ k, l ≤ m.
As mentioned before, it can be proved (see [44]) that every matrix Lie group
is a Lie group, which is standardly defined as a differentiable manifold G that is
also a group and such that the group product G×G→ G and the inverse map
g → g−1 (g ∈ G) are differentiable.
Examples of (matrix) Lie groups are:
1. the general linear group GL(m,C) and its subgroup GL(m,R) of real
invertible m×m-matrices
2. the special linear group SL(m,R) = {A ∈ GL(m,R) | detA = 1}
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3. the real orthogonal and special orthogonal group, denoted O(m,R) and
SO(m,R), respectively
4. the double cover of SO(m,R), i.e. the Spin group Spin(m).
Lie algebras
We will define a Lie algebra by means of matrix exponentials. Let X be a matrix
in Mm(C). In [44] it is proved that the matrix exponential eX , defined as the
power series
eX =
∞∑
n=0
Xn
n!
,
is a continuous function of X. For every matrix X ∈ Mm(C), the exponential
etX is a smooth curve in Mm(C) and
X =
d
dt
∣∣∣∣
t=0
etX . (2.11)
Furthermore, it can be proved that every invertible m × m-matrix Z can be
expressed as Z = eX for some X ∈Mm(C).
The Lie algebra of a matrix Lie group G, denoted g, is the set of all matrices
X such that etX is in G for all t in R. The exponential mapping for G is the
map
exp : g→ G.
Remark 6. The Lie algebra g of any matrix Lie group G is a real vector space
and it can be shown that g is a real Lie algebra, i.e. a real subalgebra of Mn(C).
Real Lie algebras can easily be complexified, see e.g. [44].
Even if the elements of a matrix Lie group G have complex entries, the Lie
algebra g of G is not necessarily a complex vector space. A matrix Lie group
G is called complex if its Lie algebra g is a complex subspace of Mn(C) (i.e. if
iX ∈ g for all X ∈ g). It can be shown that this is equivalent to the condition
that G is a complex submanifold of GL(n,C). In what follows, we will work
mainly with real Lie groups.
By means of (2.11), it is not difficult to find the corresponding Lie algebras
of the examples above:
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1. The (complex) Lie algebra of GL(m,C) is the space of all complex m×m-
matrices, denoted gl(m,C) = Mm(C). The Lie algebra of GL(m,R) is the
space of all real m×m-matrices, denoted gl(m,R) = Mm(R).
2. The Lie algebra of SL(m,R) is the space of all traceless real m × m-
matrices, denoted sl(m,R). Similarly, the complex Lie algebra sl(m,C) ∼=
sl(m,R)⊗ C is the space of all traceless complex m×m-matrices.
3. The Lie algebra of O(m,R) and of SO(m,R) is the space of all real m×m-
matrices X with XT = −X, denoted so(m,R).
4. As Spin(m) is the double cover of SO(m,R), the Lie algebra of Spin(m)
is also so(m,R). Using (2.11), we prove that so(m,R) ∼= R(2)m .
By definition, we have etX ∈ Spin(m) for all t ∈ R and X ∈ so(m,R). It
follows from the definition of the Spin group that there exist unit vectors
ωi(t) ∈ Sm−1 such that
etX = ω1(t)ω2(t) · · ·ω2k(t)
for a certain k ∈ N. In particular, for t = 0, this leads to
1 = ω1(0) · · ·ωi−1(0)ωi(0)ωi+1(0) · · ·ω2k(0)
m
ωi(0)ωi−1(0) · · ·ω1(0) = (−1)iωi+1(0) · · ·ω2k(0).
Using this result, we have
X =
d
dt
∣∣∣∣
t=0
ω1(t)ω2(t) · · ·ω2k(t)
=
2k∑
i=1
ω1(0) · · ·ωi−1(0)ω′i(0)ωi+1(0) · · ·ω2k(0)
=
2k∑
i=1
(−1)iω1(0) · · ·ωi−1(0)ω′i(0)ωi(0)︸ ︷︷ ︸ωi−1(0) · · ·ω1(0)
and it follows from
ωi(t)2 = −1 ⇒ ω′i(0)ωi(0) + ω′i(0)ωi(0) = 0 = −2〈ω′i(0), ωi(0)〉
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that ω′i(0)ωi(0) = ω
′
i(0)∧ ωi(0) is a bivector. Now if ω ∈ Sm−1 and j 6= l,
then ωejelω = −(ωejω)(ωelω) is also a bivector, which follows from
〈ωejω, ωelω〉 = −12ω(ejel + elej)ω = ω
2δjl = 0.
This means that X ∈ R(2)m . Since dim so(m,R) = m(m−1)2 = dimR(2)m , we
conclude that so(m,R) ∼= R(2)m . As a consequence,
so(m,C) ∼= so(m,R)⊗ C ∼= C(2)m
as Lie algebras.
Abstract notion of Lie algebras
A finite-dimensional Lie algebra over the field K is standardly defined as a
finite-dimensional vector space g over K together with a map
[·, ·] : g× g→ g
with the following properties:
1. [·, ·] is bilinear
2. [X,Y ] = −[Y,X] for all X,Y ∈ g
3. (Jacobi identity) [X, [Y,Z]]+[Y, [Z,X]]+[Z, [X,Y ]] = 0 for all X,Y, Z ∈ g.
It can be proved that
Theorem 2 (Ado [1]). Every finite-dimensional real Lie algebra is isomorphic
to a subalgebra of gl(m,R). Every finite-dimensional complex Lie algebra is
isomorphic to a complex subalgebra of gl(m,C).
As an illustration of the standard definition of a Lie algebra, we present four
examples:
1. The space Mm(R) = gl(m,R) is a real Lie algebra with respect to the
bracket operation [A,B] = AB − BA. The space Mm(C) = gl(m,C) is
a complex Lie algebra with respect to the same bracket operation. For
example, we have the following realisation of gl(3,C) in Clifford analysis: E11 E12 E13E21 E22 E23
E31 E32 E33
 ↔
 Ex + m2 〈x, ∂u〉 〈x, ∂v〉〈u, ∂x〉 Eu + m2 〈u, ∂v〉〈v, ∂x〉 〈v, ∂u〉 Ev + m2
 (2.12)
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with x, u, v ∈ Rm and Eij 3 × 3-matrices with 1 on entry (i, j) and 0
elsewhere. This realisation will be useful in section 2.4.
2. An alternative proof of the Lie algebra isomorphism so(m,R) ∼= R(2)m goes
as follows. A basis for so(m,R) is given by {Eij − Eji | 1 ≤ i < j ≤ m},
Eij being a m × m-matrix with 1 on entry (i, j) and 0 elsewhere. The
isomorphism goes by identifying Eij −Eji ∈ so(m,R) with eiej ∈ R(2)m . It
is easily verified that the Lie bracket, which is the regular commutator, is
an element of R(2)m :
[eiej , ekel] = −2δikelej − 2δjkeiel + 2δilekej + 2δjleiek.
3. Another model for so(m,R) is given by the set {Lij |1 ≤ i < j ≤ m},
with the angular momentum operator Lij from (2.7). This follows from
the isomorphism eiej 7→ Lij . These operators can also be obtained by
considering the infinitesimal action of an element of Spin(m), see (2.19)
and (2.20).
To end this section, we define for every X ∈ g a linear map adX : g→ g by
adX(Y ) = [X,Y ].
This means that ad: X → adX can be viewed as a linear map from g into
gl(g) ∼= End(g). It follows from the Jacobi identity that this is a Lie algebra
homomorphism, i.e. a linear map respecting the bracket [·, ·].
Simple, reductive, semisimple
Denote by g a complex Lie algebra. An ideal in g is a complex subalgebra h
of g with the property that for all X ∈ g and H ∈ h, we have [X,H] ∈ h.
Furthermore,
• g is called simple if its only ideals are g and {0} and g is not commutative.
• g is called reductive if it is isomorphic to a direct sum of Lie algebras with
no nontrivial ideals.
• g is called semisimple if it is isomorphic to a direct sum of simple Lie
algebras.
A reductive Lie algebra decomposes as a direct sum of a semisimple algebra and
a commutative algebra.
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It can be shown that
Theorem 3. Every complex simple Lie algebra is isomorphic to precisely one
algebra from the following list:
1. sl(n+ 1,C), n ≥ 1
2. so(2n+ 1,C), n ≥ 2
3. sp(2n,C), n ≥ 3
4. so(2n,C), n ≥ 4
5. the exceptional Lie algebras.
The symplectic Lie algebras sp(2n,C) ⊂ M2n(C) and the exceptional Lie
algebras will not be discussed in what follows. We refer to [40, 44, 49] for more
information.
Representations
First, let V be a real finite-dimensional vector space andG a matrix Lie group. A
finite-dimensional real representation (Π, V ) of G is a Lie group homomorphism
Π : G→ GL(V ) ∼= Aut(V ).
If a basis for V is chosen, this representation can also be expressed as a Lie
group homomorphism G → GL(m,R). If V is a complex finite-dimensional
vector space, then a finite-dimensional complex representation is a Lie group
homomorphism G→ GL(m,C).
Second, we define complex representations of both real and complex Lie
algebras. If V is a complex finite-dimensional vector space and g a real or
complex Lie algebra, then a finite-dimensional complex representation (pi, V ) of
g is a Lie algebra homomorphism
pi : g→ gl(V ) ∼= End(V ).
This homomorphism is R-linear if g is a real Lie algebra and C-linear in the
case that g is complex. If a basis for V is chosen, this representation can also
be expressed as a homomorphism g→ gl(m,C). See e.g. [44, 20].
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Let (Π, V ) denote any representation of a matrix Lie group G and let W
be a subspace of V . This subspace is called invariant if Π(g)(w) ∈ W for all
w ∈ W and g ∈ G. An invariant subspace W is called nontrivial if W 6= {0}
and W 6= V . If a representation has no nontrivial invariant subspaces, it is
called irreducible. These terms are defined analogously for representations of
Lie algebras.
Two basic representations are the so-called standard representation and the
adjoint representation.
1. A matrix Lie group G is by definition a subset of some GL(m,C). The
inclusion map of G into GL(m,C) is an irreducible representation of G,
called the standard representation of G. The same holds for g. For exam-
ple, the standard representation of the Lie algebra so(m,C) is the one in
which so(m,C) acts in the usual way on Cm.
2. The Lie algebra homomorphism ad : g→ gl(g), X 7→ adX with adX(Y ) =
[X,Y ] is called the adjoint representation of g. The adjoint representation
of g is irreducible if and only if g is simple. The adjoint representation can
also be defined for the Lie group G with Lie algebra g, as the Lie group
homomorphism Ad: G→ GL(g), A 7→ AdA, with AdA(X) = AXA−1.
Important representations in Clifford analysis
We give two examples of important irreducible representations of the Spin group
in Clifford analysis. Although these representations are not finite-dimensional,
they are induced by the finite-dimensional representations (2.5) and (2.6), res-
pectively.
1. The H-representation is defined as
H : Spin(m)→ Aut(C∞(Rm,C(k)m ))
with
H(s)f(x) = sf(s¯xs)s¯ (2.13)
for all s ∈ Spin(m). It is easy to verify that H(s1s2) = H(s1)H(s2) for
si ∈ Spin(m). The H-representation commutes with the Laplace operator
∆x on Cm-valued functions.
In case of C-valued functions f ∈ C∞(Rm,C), H reduces to
H(s)f(x) = f(s¯xs). (2.14)
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2. The L-representation is defined as
L : Spin(m)→ Aut(C∞(Rm,S))
with
L(s)f(x) = sf(s¯xs) (2.15)
for all s ∈ Spin(m). This representation commutes with the Dirac operator
on S-valued functions. We refer to section 3.1.2 for a proof.
The action of Pin(m) on C∞(Rm,S) is defined as follows:
L(s)f(x) = sf(s˜xs) (2.16)
for s ∈ Pin(m).
Connection between representation Π and pi
The above mentioned representations Π and pi are connected in the following
way: for a representation (Π, V ) of a matrix Lie group G, there is a unique
representation (pi, V ) of its Lie algebra g such that
Π(eX) = epi(X)
for all X ∈ g. In particular, the derived representation pi can be computed as
pi(X) =
d
dt
Π(etX)
∣∣∣∣
t=0
.
We illustrate this for the L-representation. The derived representation dL
of so(m,R) on S-valued functions can be calculated as
dL(A)f(x) =
d
dt
∣∣∣∣
t=0
etAf
(
e−tAxetA
)
(2.17)
with A ∈ so(m,R) ∼= R(2)m . Note that
d
dt
∣∣∣∣
t=0
e−tAxetA = [x,A]. (2.18)
If A = eiej with 1 ≤ i 6= j ≤ n, then [x, eiej ] = 2xjei − 2xiej . We have
dL(eiej)f(x) = eiejf(x) + 2xj
∂
∂xi
f(x)− 2xi ∂
∂xj
f(x)
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from which
dL(eiej) = eiej1− 2Lij . (2.19)
The Dirac operator commutes with dL.
It follows from (2.14) and (2.19) that the derived representation dH of
so(m,R) on C-valued functions satisfies
dH(eiej) = −2Lij . (2.20)
The Laplace operator commutes with dH. Both representations are so-called
infinitesimal representations of L and H and can be found in [30].
Schur’s lemma
In order to state Schur’s lemma, we introduce the notion of intertwining maps.
Let Π and Σ be representations of a matrix Lie group G acting on vector spaces
V and W . An intertwining map of representations is a linear map φ : V → W
with the property that
φ(Π(g)v) = Σ(g)(φ(v))
for all v ∈ V and all g ∈ G. This means that the following diagram commutes:
V
φ //
Π(g)

W
Σ(g)

V
φ
// W
The representations Π and Σ are said to be equivalent if V and W are isomor-
phic. All this is defined analogously for representations of Lie algebras.
In the following lemma, representations (Π, V ) or (pi, V ) are denoted in short
by the vector space V .
Lemma 2 (Schur [60]).
1. Let V and W be irreducible (real or complex) representations of a group
or Lie algebra and let φ : V → W be an intertwining map. Then, either
φ = 0 or φ is an isomorphism.
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2. Let V be an irreducible complex representation of a group or Lie algebra
and let φ : V → V be an intertwining map of V with itself. Then, φ = λI
for some λ ∈ C.
3. Let V and W be irreducible (real or complex) representations of a group or
Lie algebra and let φ1, φ2 : V → W be nonzero intertwining maps. Then,
φ1 = λφ2 for some λ ∈ C.
Let us now take a closer look at representations of some semisimple complex
Lie algebras which will be used in the next chapters: sl(2,C), sl(3,C) and
so(m,C). We will also study representations of the Lie group Spin(m).
2.3.2 Representations of sl(2,C)
In what follows, all representations of sl(2,C) will be finite-dimensional. Recall
from the previous section that sl(2,C) is the algebra of traceless 2× 2-matrices
with complex entries. A basis for this Lie algebra is {H,X, Y } with
H =
(
1 0
0 −1
)
, X =
(
0 1
0 0
)
, Y =
(
0 0
1 0
)
.
These basis elements have the following commutation relations:
[H,X] = 2X, [H,Y ] = −2Y, [X,Y ] = H.
If A, B and C are operators on a finite-dimensional vector space V with relations
[A,B] = 2B, [A,C] = −2C, [B,C] = A,
then the linear map pi : sl(2,C)→ gl(V ) satisfying
pi(H) = A, pi(X) = B, pi(Y ) = C
will be a representation of sl(2,C).
Examples in Clifford analysis
1. A classical example in harmonic analysis (see also Theorem 1):
pi(H) = Ex +
m
2
, pi(X) =
1
2
(−x2), pi(Y ) = 1
2
∆x.
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2. An example with operators that will be used frequently in this thesis:
pi(H) = Ex − Eu, pi(X) = 〈x, ∂u〉, pi(Y ) = 〈u, ∂x〉.
3. An example in superspace (see [26]). Denote by xi the commuting and by
x`i (i = 1, . . . ,m) the anti-commuting vector variables, then
pi(H) = E+
M
2
=
m∑
i=1
xi∂xi +
2n∑
j=1
x`j∂x`j +
M
2
pi(X) =
R2
2
=
1
2
m∑
i=1
x2i −
1
2
n∑
j=1
x`2j−1x`2j
pi(Y ) =
∇2
2
=
1
2
m∑
i=1
∂2xi − 2
n∑
j=1
∂x`2j−1∂x`2j .
Next, we investigate properties of irreducible representations (pi, V ) of sl(2,C).
Let u be an eigenvector of pi(H) with eigenvalue α ∈ C. This means
that pi(H)pi(X)u = (α + 2)pi(X)u, which implies that either pi(X)u = 0 or
pi(X)u is an eigenvector for pi(H) with eigenvalue α + 2. Similarly, we have
pi(H)pi(Y )u = (α − 2)pi(Y )u, which implies that either pi(Y )u = 0 or pi(Y )u is
an eigenvector for pi(H) with eigenvalue α− 2.
It can be proved that
Fact 1 (Properties of a finite-dimensional representation of sl(2,C)).
1. Every eigenvalue of pi(H) is an integer.
2. If v is a nonzero element of V such that pi(X)v = 0 and pi(H)v = λv,
then there is a non-negative integer n such that λ = n. The vectors
v, pi(Y )v, . . . , pi(Y )nv
are linearly independent and their span is an irreducible invariant subspace
of dimension n+ 1.
3. For each integer n ≥ 0, there is an irreducible representation of sl(2,C)
with dimension n+ 1.
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This can be visualised as follows:
0 v
pi(X)
bb
pi(H)
DD
pi(Y ) //
pi(Y )v
pi(H)
GG
pi(X)
oo
pi(Y ) // · · ·
pi(X)
oo
pi(Y ) //
pi(Y )nv
pi(H)
GG
pi(Y )
$$
pi(X)
oo 0
Furthermore,
Proposition 1. Every finite-dimensional representation of sl(2,C) decomposes
as a direct sum of irreducible invariant subspaces.
Casimir operator
We introduce the Casimir operator for the Lie algebra sl(2,C), which we will
need in chapter 5. In general, the Casimir operator is an element of the center
of the universal enveloping algebra of a Lie algebra. For details we refer to e.g.
[21, 40, 49]. It can be shown (see e.g. [32]) that the Casimir operator C for
sl(2,C) is given by
C = H2 + 2(XY + Y X) (2.21)
which can be written as
C = H2 − 2H + 4XY = H2 + 2H + 4Y X.
Fact 2 (Properties of the Casimir operator for sl(2,C)).
1. The Casimir operator commutes with X, Y and H.
2. It follows from Schur’s lemma that the Casimir operator acts by multipli-
cation on an irreducible representation of sl(2,C). If the representation
has dimension n+ 1, this multiplicative constant is given by n(n+ 2).
For example, the Casimir operator for the representation pi(H) = Ex + m2 ,
pi(X) = 12 (−x2), pi(Y ) = 12∆x is given by
C = (Ex + m2 )(Ex +
m
2
− 2)− x2∆x
= −∆LB + m2 (
m
2
− 2)
where we used the decomposition (2.9).
In what follows, we drop the representation pi and refer to the operators
{pi(H), pi(X), pi(Y )} by {H,X, Y }.
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2.3.3 Representations of sl(3,C)
Although discussing representations of the complex Lie algebra sl(3,C) is more
complicated than the discussion of representations of sl(2,C), the properties of
the previous section will come in handy. It is necessary to introduce several
new notions in the case of sl(3,C); these notions are generalised in section 2.3.4,
where we consider representations of semisimple complex Lie algebras in general.
Consider the following basis for sl(3,C), i.e. the space of traceless complex
3× 3-matrices:
H1 = E11 − E22 X1 = E12 Y1 = E21
H2 = E22 − E33 X2 = E23 Y2 = E32
X3 = E13 Y3 = E31.
Amongst the commutation relations between these basis elements, we point out
that [H1, H2] = 0 and that span{Hi, Xi, Yi} (i = 1, 2) is a subalgebra of sl(3,C)
isomorphic to sl(2,C). It is easily verified that
{Ex − Eu,Eu − Ev, 〈x, ∂u〉, 〈u, ∂x〉, 〈x, ∂v〉, 〈v, ∂x〉, 〈u, ∂v〉, 〈v, ∂u〉}
is a basis for sl(3,C) in the language of Clifford analysis. In what follows, all
representations of sl(3,C) will be finite-dimensional. It can be proved that
Proposition 2. Every finite-dimensional representation of sl(3,C) decomposes
as a direct sum of irreducible invariant subspaces.
Weights and roots
Let (pi, V ) be a representation of sl(3,C). Since [pi(H1), pi(H2)] = pi([H1, H2]) =
0, it follows from basic linear algebra that pi(H1) and pi(H2) can be simul-
taneously diagonalised. Hence the following definition: an ordered pair µ =
(m1,m2) ∈ C2 is called a weight for pi if there exists a v 6= 0 in V such that
pi(H1)v = m1v, pi(H2)v = m2v;
v is called weight vector corresponding to µ. The space of all weight vectors v
corresponding to µ, including v = 0, is the weight space of the weight µ. The
multiplicity of a weight is the dimension of the corresponding weight space.
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Every representation pi of sl(3,C) has at least one weight and can be viewed,
by restriction, as a representation of the subalgebra span{Hi, Xi, Yi} ∼= sl(2,C)
(i = 1, 2). As a result, all of the weights of pi are of the form µ = (m1,m2) with
m1 and m2 integers. These elements µ are called integral elements. An ordered
pair µ = (m1,m2) with m1 and m2 non-negative integers with m1 ≥ m2 is
called a dominant integral element.
An ordered pair α = (a1, a2) 6= (0, 0) ∈ C2 is called a root if there exists a
nonzero Zα ∈ sl(3,C) such that
adH1(Zα) = [H1, Zα] = a1Zα, adH2(Zα) = [H2, Zα] = a2Zα.
The element Zα is a root vector corresponding to the root α. The roots are
precisely the nonzero weights of the adjoint representation. The Lie algebra
sl(3,C) has six roots, which are visualised in Figure 2.1 and listed here:
Zα α
X1 α1 := (2,−1)
X2 α2 := (−1, 2)
X3 α1 + α2 = (1, 1)
Zα α
Y1 −α1 = (−2, 1)
Y2 −α2 = (1,−2)
Y3 −α1 − α2 = (−1,−1)
These six roots form a root system. The roots α1 and α2 are called positive
simple roots. All the roots can be expressed as linear combinations of the positive
simple roots with integer coefficients and these coefficients are (for each root)
either all greater than or equal to zero or all less than or equal to zero.
m1
m2
α2
α1
Figure 2.1: Roots of sl(3,C) in Euclidean basis.
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Highest weight
Let µ1 and µ2 be two weights. We say that µ1 is higher than µ2 (or, equivalently,
µ2 is lower than µ1) if µ1 − µ2 = aα1 + bα2 with real a ≥ 0 and b ≥ 0. This
relation is written as µ1  µ2 (or µ2  µ1).
If pi is a representation for sl(3,C), then a weight µ0 for pi is said to be a
highest weight if µ0  µ for all weights µ of pi. For example, µ0 = (1, 1) is the
highest weight for the adjoint representation.
It can be shown that every irreducible representation of sl(3,C) satisfies the
following proposition.
Proposition 3. Let (pi, V ) be a representation of sl(3,C). If there exists a
v 6= 0 in V such that
1. v is a weight vector with weight µ0
2. pi(X1)v = pi(X2)v = 0
3. the smallest invariant subspace of V containing v is all of V ,
the representation pi has highest weight µ0 and its corresponding weight space is
one-dimensional.
Fact 3 (Properties of an irreducible representation of sl(3,C)).
1. Every irreducible representation pi of sl(3,C) is the direct sum of its weight
spaces; i.e., pi(H1) and pi(H2) are simultaneously diagonalisable in every
irreducible representation.
2. Every irreducible representation of sl(3,C) has a unique highest weight
and two equivalent representations have the same highest weight.
3. The highest weight of an irreducible sl(3,C)-representation is a dominant
integral element and conversely, every dominant integral element occurs
as the highest weight of some irreducible representation.
Three examples
We discuss three examples of irreducible representations of sl(3,C) and their
highest weights: two so-called fundamental representations and a representa-
tion corresponding to the highest weight (1, 1).
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The highest weight for the standard representation pi1 of sl(3,C) is (1, 0).
The simultaneous eigenvectors for pi1(H1) = H1 and pi1(H2) = H2 are the basis
elements e1 = (1, 0, 0)T , e2 = (0, 1, 0)T and e3 = (0, 0, 1)T , which have weights
(1, 0), (−1, 1) and (0,−1), respectively.
To construct an irreducible representation pi2 with highest weight (0, 1), we
modify the standard representation as follows:
pi2(Z) = −ZT
for all Z ∈ sl(3,C). The simultaneous eigenvectors for pi2(H1) and pi2(H2) are
again e1, e2 and e3; this time with respective weights (−1, 0), (1,−1) and (0, 1).
This means that the highest weight for this representation equals (0, 1).
Irreducible representations of sl(3,C) that correspond to highest weights
(1, 0) or (0, 1) are the so-called fundamental representations.
Even though an irreducible representation of sl(3,C) with highest weight
(1, 1) is isomorphic to the adjoint representation, it is instructive to construct it
by means of an alternative approach; this yields techniques that will be useful
in section 2.4. Let (pi1, V1) and (pi2, V2) be the fundamental representations
discussed above. Denote by v1 ∈ V1 a weight vector corresponding to the
highest weight (1, 0) and let v2 ∈ V2 be a weight vector with highest weight
(0, 1); choose v1 = e1 and v2 = e3. Now consider the representation pi3 acting
on V1 ⊗ V2 as
pi3 : Z → pi1(Z)⊗ I + I ⊗ pi2(Z)
for all Z ∈ sl(3,C). Consider the vector
v1 ⊗ v2 = e1 ⊗ e3
which is a weight vector with weight (1, 1) that satisfies the second condition
in Proposition 3. However, the representation pi3 is not irreducible because the
smallest invariant subspace W containing the vector e1 ⊗ e3 is not equal to
V1 ⊗ V2. This subspace is obtained by starting with e1 ⊗ e3 and applying all
possible combinations of Y1 and Y2:
pi3(Y1)(e1 ⊗ e3) = e2 ⊗ e3
pi3(Y1)2(e1 ⊗ e3) = 0
pi3(Y2)pi3(Y1)(e1 ⊗ e3) = e3 ⊗ e3 − e2 ⊗ e2
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pi3(Y1)pi3(Y2)pi3(Y1)(e1 ⊗ e3) = e2 ⊗ e1
pi3(Y2)2pi3(Y1)(e1 ⊗ e3) = −2e3 ⊗ e2
...
etcetera. A basis for the space spanned by all these vectors is e1 ⊗ e3, e2 ⊗ e3,
e1⊗e2, e3⊗e3−e2⊗e2, e1⊗e1−e2⊗e2, e2⊗e1, e2⊗e1, e3⊗e2 and e3⊗e1. The
weights for this 8-dimensional representation are (1, 1), (−1, 2), (2,−1), (0, 0),
(1,−2), (−2, 1) and (−1,−1). Each weight other than (0, 0) has multiplicity 1.
Because both e3 ⊗ e3 − e2 ⊗ e2 and e1 ⊗ e1 − e2 ⊗ e2 are (linearly independent)
vectors that correspond to (0, 0), this weight has multiplicity 2.
Weights and roots, revisited
In order to discuss an important symmetry of the representations of sl(3,C),
a basis-independent notion of weight is needed. A fundamental step is the
introduction of the Cartan subalgebra h, which is the two-dimensional space of
diagonal matrices in sl(3,C):
h = span{H1, H2} ⊂ sl(3,C).
This basis-dependent notion will be generalised later to the concept of a maximal
abelian subalgebra.
A linear functional µ ∈ h∗ is called a weight for a representation (pi, V ) if
there exists a nonzero vector v in V such that
pi(H)v = µ(H)v
for all H ∈ h. Such a vector is called a weight vector with weight µ.
The important symmetry to the representations of sl(3,C) involves the Weyl
group W , which can be thought of as a group of linear transformations of h. It
can be shown that the Weyl group for sl(3,C) is isomorphic to the symmetric
group S3 and acts by permuting the diagonal entries of elements in h. We
denote this action as w · H, for all H ∈ h and w ∈ W . The associated action
on the dual space h∗ is defined as (w · µ)(H) = µ(w−1 ·H) for all µ ∈ h∗ and
w ∈W .
Theorem 4. Suppose that pi is any finite-dimensional representation of sl(3,C)
and that µ ∈ h∗ is a weight for pi. Then, for any w ∈W , w · µ is also a weight
of pi with the same multiplicity as µ.
2.3. Representation theory 37
This theorem states that the roots are invariant under the action of the Weyl
group. In order to visualise this action, it is convenient to identify h∗ with h by
means of an inner product on h that is invariant under the action of the Weyl
group:
〈A,B〉 := trace(A†B) (2.22)
with A† the Hermitean transpose of A ∈ h.
We now use this inner product to identify h∗ with h. Given any element α
of h, the map H → 〈α,H〉 is a linear functional on h and an element of h∗. It
follows from the Riesz representation theorem that every linear functional can
be represented in this way for a unique α. Under this identification, the action
of W on h∗ coincides with the adjoint action of W on h. Hence the following
basis-independent notion of weight: a nonzero α ∈ h is called a weight for pi if
there exists a nonzero vector v in V such that
pi(H)v = 〈α,H〉v (2.23)
for all H ∈ h. Such a vector is called a weight vector with weight α.
Remark 7. Roots and weights live now in h instead of h∗.
Under the identification α1 ↔ H1 and α2 ↔ H2, we have 〈α1, H1〉 = 2,
〈α1, H2〉 = −1, 〈α2, H1〉 = −1 and 〈α2, H2〉 = 2, which is in agreement with
(2.23) and the earlier definition of α1 = (2,−1) and α2 = (−1, 2). Since we have
that ||α1|| =
√〈α1, α1〉 = √2, ||α2|| = √〈α2, α2〉 = √2 and 〈α1, α2〉 = −1, the
angle between α1 and α2 is 120◦.
The fundamental weights µ1 and µ2 are defined as
〈µ1, H1〉 = 1, 〈µ2, H1〉 = 0, 〈µ1, H2〉 = 0, 〈µ2, H2〉 = 1.
In terms of the positive simple roots, we have
µ1 =
2
3
α1 +
1
3
α2, µ2 =
1
3
α1 +
2
3
α2;
the angle between them is 60◦. The dominant integral weights are the linear
combinations of µ1 and µ2 with non-negative integers coefficients.
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α2
α1
µ2
µ1
Figure 2.2: Roots of sl(3,C) using a Weyl-invariant inner product.
Figure 2.2 provides the same information as Figure 2.1; this time the roots
and integral elements are drawn relative to a Weyl-invariant inner product,
which yields the triangular grid.
The set aµ1 + bµ2 with real a ≥ 0 and b ≥ 0 is called the closed fundamental
Weyl chamber (relative to the weights µ1 and µ2) and is a 60◦ sector. The
dominant integral elements are precisely those integral elements contained in
the closed fundamental Weyl chamber. Every highest weight µ0 lies in the
closed fundamental Weyl chamber.
Weyl group
It was mentioned before that the Weyl group acts by permuting the diagonal
entries of elements in h. These actions correspond to the symmetries of an equi-
lateral triangle: the identity, clockwise and counterclockwise rotations by 120◦,
and three reflections. For example, if w = (123) denotes the cyclic permutation
that takes 1 to 2 to 3 to 1, then
w · α1 = α2, w · α2 = −(α1 + α2).
This action is a 120◦ rotation, counterclockwise. In case w = (12), then
w · α1 = −α1, w · α2 = α1 + α2.
This corresponds to a reflection about the line perpendicular to α1.
Remark 8 (An alternative definition of the Weyl group). The Weyl group can
also be defined as a quotient group of Lie groups (see e.g. [44]).
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Weight diagrams
The next theorem states which weights occur in a given irreducible sl(3,C)-
representation.
Theorem 5. Suppose that pi is an irreducible representation of sl(3,C) with
highest weight µ0. An element µ of h is a weight of pi if and only if the following
two conditions are satisfied:
1. µ is contained in the convex hull of the orbit of µ0 under the Weyl group,
i.e. the smallest convex subset containing all of the points of the orbit.
2. µ0−µ can be expressed as a linear combination of α1 and α2 with integer
coefficients.
Note that the orbit of any µ0 6= 0 is a triangle or a hexagon.
µ1
µ2 − µ1
−µ2
µ0
Figure 2.3: Weights of a representation of sl(3,C) with highest weight µ0.
At this point, we know which weights occur but not what the respective
multiplicities are. It can be shown (e.g. by means of Theorem 6 in section
2.3.7) that the multiplicities obey the following simple pattern. The weights
in the outermost hexagon or triangle have multiplicity 1. The multiplicities
then increase by 1 each time one moves inward one hexagon until the you hit
triangles, at which point the multiplicities stabilise. Denoting the outermost
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hexagon ‘ring’ by h0, the multiplicity of the weights on hi, which is the ith
hexagon or triangle ring, is given by
1 + 2 + · · ·+ i = (i+ 1)(i+ 2)
2
;
this can be calculated using Kostant’s formula (see Theorem 6). Note that this
quantity corresponds to a combination of choosing i elements with repetition
from 3 elements (corresponding to the action of Y1, Y2 and Y3):(
i+ 3− 1
i
)
.
2.3.4 Representations of complex semisimple Lie algebras
It was mentioned that the complex simple Lie algebras sl(2,C) and sl(3,C)
have the complete reducibility property. It can be shown that every complex
semisimple Lie algebra has this property. Other concepts are generalised as
follows.
Cartan subalgebra
The Cartan subalgebra of a complex semisimple Lie algebra is the analogue of
H ∈ sl(2,C) and h ⊂ sl(3,C). The Cartan subalgebra of a complex semisimple
Lie algebra g is a complex subspace h of g with the following properties:
1. For all H1 and H2 ∈ h, [H1, H2] = 0.
2. If [H,X] = 0 for all X ∈ g and H ∈ h, then X ∈ h.
3. For all H ∈ h, adH is diagonalisable.
The Cartan subalgebra h is a maximal abelian subalgebra of g. Since [H1, H2] =
0 implies that [adH1 , adH2 ] = 0, the operators {adH |H ∈ h} are simultaneously
diagonalisable.
Roots and co-roots
A root of g, relative to the Cartan subalgebra h, is a nonzero linear functional
α ∈ h∗ such that there exists a nonzero element X of g with
adX(H) = [H,X] = α(H)X (2.24)
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for all H ∈ h. The set of all roots is denoted R. Denote by gα the space of all
X in g satisfying (2.24) for all H ∈ h; we call gα a root space if α is a root. An
element of gα is called a root vector. If α = 0 then g0 = h.
Proposition 4 (The Cartan decomposition). Every complex semisimple Lie
algebra g can be decomposed as the direct sum
g = h⊕
⊕
α∈R
gα. (2.25)
Fact 4 (Properties of roots).
1. If α is a root, so is −α and the only multiples of α that are roots are α
and −α.
2. For any X in the root space gα, the Hermitean adjoint X† is in the root
space g−α.
3. If α is a root, then the root space gα is one-dimensional.
4. For each root α, we can find nonzero elements Xα in gα, Yα in g−α and
Hα in h such that
[Hα, Xα] = 2Xα, [Hα, Yα] = −2Yα, [Xα, Yα] = Hα.
The last property implies that Xα, Yα and Hα span a subalgebra sα of g with
sα ∼= sl(2,C). The elements Hα are unique and are the so-called co-roots. Note
that α(Hα) = 2.
Roots, revisited
Once more, we use the inner product (2.22) to identify h∗ with h, which puts
roots and co-roots in the same space. It follows from Riesz’s theorem that
given any linear functional α ∈ h∗ (not necessarily a root), there exists a unique
element Hα ∈ h such that
α(H) = 〈Hα, H〉
for all H ∈ h. It is convenient to permanently identify each root α ∈ h∗ with
Hα ∈ h; we then omit the Hα notation and denote that element of h as α.
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A root of g is now a nonzero element α of h with the property that there
exists a nonzero element X ∈ g with
[H,X] = 〈α,H〉X (2.26)
for all H ∈ h. The set of all roots is denoted R. The co-roots satisfy
Hα = 2
α
〈α, α〉
which is consistent with α(Hα) = 〈α,Hα〉 = 2.
Weyl group
The Weyl group is defined as the set of linear transformations of h generated by
the reflections wα (α ∈ R) in the hyperplane Vα = {β ∈ h | 〈Hα, β〉 = 0} with
axis the line spanned by β.
Fact 5 (Properties of the Weyl group W ).
1. The inner product (2.22) on h is invariant under the action of W .
2. The set of roots R is invariant under the action of W .
3. The set of co-roots is invariant under the action of W and w ·Hα = Hw·α
for all w ∈W and α ∈ R.
Root systems and positive (simple) roots
In order to define positive roots, we introduce the notion of a root system. It
can be shown that the roots form a finite set of nonzero elements of a real inner
product space E with the following properties:
1. The roots span E.
2. If α is a root, so is −α and the only multiples of α that are roots are α
and −α.
3. For all roots α and β, wα · β is a root, with wα defined as before.
4. If α and β are roots, then the quantity 2〈α, β〉〈α, α〉−1 is an integer.
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Any collection of vectors in a finite-dimensional real inner product space having
these properties is called a root system.
Suppose that E is a finite-dimensional real inner product space with R ⊂ E
a root system. A base for R is a subset ∆ = {α1, . . . , αr} of R such that ∆
forms a basis for E as a vector space and such that for each α ∈ R, we have
α = n1α1 + · · ·+ nrαr
where nj ∈ Z and either nj ≥ 0 or nj ≤ 0 for all 1 ≤ j ≤ r. The roots α
for which nj ≥ 0 (resp. nj ≤ 0) are called positive (resp. negative) roots with
respect to ∆. The elements of ∆ are the positive simple roots.
Integral and dominant integral elements
An element µ of h is called an integral element if 〈µ,Hα〉 is an integer for each
root α. It can be proved that the set of integral elements is invariant under
the action of the Weyl group. An element µ of h is called an dominant integral
element if 〈µ,Hα〉 is a non-negative integer for each positive simple root α.
The set of µ ∈ h such that 〈µ,Hα〉 ≥ 0 for all positive simple roots α is
called the closed fundamental Weyl chamber relative to the given set of positive
simple roots. The open fundamental Weyl chamber is the set of µ ∈ h such that
〈µ,Hα〉 > 0 for all positive simple roots α.
Remark 9 (An alternative definition of the open Weyl chamber). For each
α ∈ R, denote by Vα the hyperplane perpendicular to α. An open Weyl chamber
in E (relative to R) is a connected component of the set
E \
⋃
α∈R
Vα.
It can be shown (see [44]) that the use of the term ‘Weyl chamber’ in this
definition is consistent with its use in the previous definition.
Weights
Suppose pi is a finite-dimensional representation of g on a vector space V . An
element µ ∈ h is called a weight for pi if there exists a nonzero vector v in V
such that for all H ∈ h,
pi(H)v = 〈µ,H〉v.
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Such a nonzero vector v is called a weight vector for µ. The set of all those
vectors v, together with v = 0, is called the weight space with weight µ. The
dimension of the weight space is called the multiplicity of the weight.
Fact 6 (Properties of weights of representations of g).
1. If µ ∈ h is a weight of some finite-dimensional representation (pi, V ) of g,
then µ is an integral element.
2. Every finite-dimensional representation (pi, V ) is the direct sum of its
weight spaces; i.e., the set of operators of the form pi(H) (H ∈ h) are
simultaneously diagonalisable in every finite-dimensional representation.
3. For any finite-dimensional representation pi of g, the weights of pi and
their multiplicity are invariant under the action of the Weyl group.
Let ∆ = {α1, . . . , αr} be a base. The fundamental weights (relative to ∆)
are the elements µ1, . . . , µr ∈ h with the property that
〈µk, Hαl〉 = δkl.
They are the weights met along the edges of the closed Weyl chamber.
Highest weight
Let µ1 and µ2 be two elements of h and ∆ = {α1, . . . , αr} the set of positive
simple roots. Then, µ1 is higher than µ2 (or, equivalently, µ2 is lower than
µ1) if there exist non-negative real numbers a1, . . . , ar such that µ1 − µ2 =
a1α1 + · · ·+ arαr. This relation is written as µ1  µ2 or µ2  µ1.
If pi is a representation of g, then a weight µ0 for pi is said to be a highest
weight if µ0  µ for all weights µ of pi.
Fact 7 (Properties of irreducible representations of g).
1. Every irreducible representation has a highest weight and two irreducible
representations with the same highest weight are equivalent.
2. The highest weight of an irreducible representation is a dominant integral
element and conversely, every dominant integral element occurs as the
highest weight of some irreducible representation.
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2.3.5 Representations of so(m,C)
In this section, we illustrate some definitions of the previous section by investi-
gating finite-dimensional representations of the semisimple Lie algebra so(m,C).
In particular, we will show that the weights of this algebra occur in two types:
integer and half-integer. In section 2.3.6, we discuss some special cases of rep-
resentations of so(m,C) in Clifford analysis.
Recall that so(m,C) is the vector space of skew-symmetric complex m×m-
matrices with the Lie bracket [A,B] = AB − BA. The underlying special or-
thogonal (real) Lie group SO(m,R) is defined as the group of matrices that leave
the inner product 〈x, y〉 = xT y invariant, x and y being complex n×1-matrices.
With this definition of orthogonality, there are no nonzero diagonal matrices in
the Lie algebra. In case m = 2n, the matrices in the Cartan subalgebra look
like 
0 a1
−a1 0
0 a2
−a2 0
. . .
0 an
−an 0

with ai ∈ C. Therefore, we follow a different approach to describe the Cartan
subalgebra (see e.g. [40]). Because there is a difference in behaviour between
even-dimensional and odd-dimensional orthogonal Lie algebras, we discuss these
two cases separately.
Even-dimensional case
In order to obtain a Cartan subalgebra that consists of diagonal matrices, con-
sider the nondegenerate bilinear form
Q(x, y) = xTMy
with x, y ∈ Cn×1 and
M =
(
0 In
In 0
)
.
The Lie group is SO(2n,R) = {A ∈ GL(2n,R) |ATMA = M, detA = 1},
which implies that so(2n,C) = {X ∈ gl(2n,C) |XTM +MX = 0}.
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For every X = (xi,j) ∈ so(2n,C), we have in particular that xi,i + xn+i,n+i = 0
for all 1 ≤ i ≤ n. This means that automatically traceX = 0. In general, this
Lie algebra consists of matrices of the form
so(2n,C) =
{( A B
C −AT
)
|BT = −B, CT = −C}
with A,B and C complex n× n-matrices. Basis elements for so(2n,C) are
Xij = Eij − En+j,n+i, 1 ≤ i, j ≤ n
Yij = Ei,n+j − Ej,n+i, 1 ≤ j < i ≤ n (2.27)
Zij = En+i,j − En+j,i, 1 ≤ j < i ≤ n.
The Cartan subalgebra h is the n-dimensional space of diagonal matrices Xii,
which we normalise as follows:
h =
{
βi ∈ so(2n,C) |βi = 1√
2
(Eii − En+i,n+i), 1 ≤ i ≤ n
}
.
Using the inner product (2.22), we have 〈βi, βi〉 = 1, 〈βi, βj〉 = 1 for i 6= j. The
action of h on the basis elements is given by
[βi, Xij ] = Xij [βi, Yij ] = Yij [βi, Zij ] = −Zij
[βj , Xij ] = −Xij [βj , Yij ] = Yij [βj , Zij ] = −Zij
[βk, Xij ] = 0 [βk, Yij ] = 0 [βk, Zij ] = 0
(2.28)
for k 6= i, j. The weights of a representation of so(2n,C) can be found through
the following procedure:
1. determine the roots α
2. determine the co-roots Hα
3. calculate the weight lattice, which is the set of linear functionals that are
integer-valued on all Hα and contains all weights of all representations.
First, we apply definition (2.26) to find the roots α ∈ h that correspond to
Xij . By means of (2.28) and [βi, Xij ] = α(βi)Xij = Xij , we have α(βi) = 1.
Similarly, we have α(βj) = −1, which leads to the roots
α = βi − βj .
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In the same way, the respective roots for Yij and Zij are given by
α = βi + βj
and
α = −βi − βj .
Next, we calculate the co-roots Hα in h. These can be found by means of
the properties in Fact 4. Since
[Xij , Xji] = βi − βj [Zij , Yji] = βi + βj
[βi − βj , Xij ] = 2Xij [βi + βj , Zij ] = 2Zij
[βi − βj , Xji] = −2Xji [βi + βj , Yij ] = −2Yij ,
we have
Hβi−βj = βi − βj , gβi−βj = {aXij | a ∈ C}, g−βi+βj = {aXji | a ∈ C}
and
Hβi+βj = βi + βj , gβi+βj = {aYij | a ∈ C}, g−βi−βj = {aZij | a ∈ C}.
Finally, we determine the weight lattice. As every weight of a representation
of so(2n,C) is an integral element, we have to look for all β ∈ h such that
〈β,Hα〉 is an integer for each root α. The weight lattice is generated by the βk
(1 ≤ k ≤ n) together with the element 12 (β1 + · · ·+ βn). Indeed,
〈βi + βj , βk〉 = δik + δjk
〈βi + βj , 12(β1 + · · ·+ βn)〉 =
1
2
〈βi, βi〉+ 12 〈βj , βj〉 = 1
〈βi − βj , βk〉 = δik − δjk
〈βi − βj , 12(β1 + · · ·+ βn)〉 =
1
2
〈βi, βi〉 − 12 〈βj , βj〉 = 0.
Hence there are two types of weights:
• the integer weights k1β1 + · · ·+knβn with ki integers, denoted in short by
(k1, . . . , kn)
• the half-integer weights 12 (l1β1 + · · ·+ lnβn) with li odd, denoted by
(
l1
2
, . . . ,
ln
2
).
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Some examples of representations of (half-)integer weight in Clifford analysis
are discussed in section 2.3.6.
The positive roots of so(2n,C), relative to h, are the matrices βi − βj and
βi + βj for 1 ≤ i < j ≤ n. The positive simple roots are given by
β1 − β2, β2 − β3, . . . , βn−1 − βn, βn−1 + βn. (2.29)
The closed fundamental Weyl chamber is the set 〈β,Hα〉 ≥ 0 for all positive
simple roots α, i.e.
{a1β1 + · · ·+ anβn | a1 ≥ a2 ≥ · · · ≥ an−1 ≥ |an|}. (2.30)
To end this section, we determine the fundamental weights. Algebraically,
these are given by µi ∈ h (1 ≤ i ≤ n) such that 〈µi, Hαj 〉 = δij with αj the
positive simple roots ordered as in (2.29). Denoting the weights µi in general
by µi = a1β1 + · · ·+ anβn, we fix µ1 as follows:
〈µ1, β1 − β2〉 = 1, 〈µ1, β2 − β3〉 = 0, . . . , 〈µ1, βn−1 + βn〉 = 0,
which leads to a1 = 1, a2 = . . . = an = 0. In the same way, define µ2 as
〈µ2, β1 − β2〉 = 0, 〈µ2, β2 − β3〉 = 1, . . . , 〈µ2, βn−1 + βn〉 = 0,
which leads to a1 = a2 = 1, a3 = . . . = an = 0. This continues until we reach
µn, which is defined as
〈µn, β1 − β2〉 = 0, 〈µn, β2 − β3〉 = 0, . . . , 〈µn, βn−1 + βn〉 = 1;
this leads to a1 = . . . = an = 12 . Summarising, the fundamental weights are
µ1 = (1, 0, 0, . . . , 0)
µ2 = (1, 1, 0, . . . , 0)
...
µn−2 = (1, 1, . . . , 1, 0, 0)
µn−1 = (
1
2
, . . . ,
1
2
,−1
2
)
µn = (
1
2
, . . . ,
1
2
,
1
2
).
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Every weight in the closed fundamental Weyl chamber can be written as
a linear combination of the fundamental weights µi with non-negative integer
coefficients. Because the fundamental weights are the weights met along the
edges of the Weyl chamber, there is an alternative way to find them. The Weyl
chamber of the orthogonal Lie algebra so(2n,C) is a simplicial cone with faces
the n planes given by a1 = a2, . . . , an−1 = an and an−1 = −an. The edges of
the Weyl chamber are β1 + · · ·+ βi (for all 1 ≤ i ≤ n− 2), β1 + · · ·+ βn−1 − βn
and β1 + · · ·+ βn−1 + βn.
Odd-dimensional case
Because the odd-dimensional case is very similar to the even-dimensional case,
we merely point out the differences. We now work with the (2n+ 1)× (2n+ 1)-
matrix
M =
 0 In 0In 0 0
0 0 1

and the Lie algebra consists of matrices of the form
so(2n+ 1,C) =
{ A B aC −AT b
−aT −bT 0
 | BT = −B, CT = −C}
with a, b in Cn×1. A basis for so(2n + 1,C) is given by the matrices Xij , Yij ,
Zij from (2.27) together with the basis elements
Vi = −Ei,2n+1 + E2n+1,n+i
Ui = −En+i,2n+1 + E2n+1,i
for 1 ≤ i ≤ n. Since
[βi, Ui] = Ui [βi, Vi] = −Vi
[βk, Ui] = 0 [βk, Vi] = 0
(2.31)
for k 6= i, the roots corresponding to Ui and Vi are α = βi and α = −βi,
respectively. The corresponding co-roots can be found by considering
[Ui, Vi] = βi, [βi, Ui] = Ui, [βi, Vi] = −Vi.
Because Hα must satisfy α(Hα) = 2, we have
Hβi = 2βi, gβi = {aUi | a ∈ C}, g−βi = {aVi | a ∈ C}.
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In the odd-dimensional case, the weight lattice is again generated by the βk
(1 ≤ k ≤ n) together with the element 12 (β1 + · · ·+ βn). The positive roots are
the matrices βi − βj and βi + βj and βi (1 ≤ i < j ≤ n). The positive simple
roots are given by
β1 − β2, β2 − β3, . . . , βn−1 − βn, βn;
the closed fundamental Weyl chamber is the set
{a1β1 + · · ·+ anβn | a1 ≥ a2 ≥ · · · ≥ an ≥ 0} (2.32)
and the fundamental weights are
µ1 = (1, 0, 0, . . . , 0)
µ2 = (1, 1, 0, . . . , 0)
...
µn−1 = (1, 1, . . . , 1, 1, 0)
µn = (
1
2
, . . . ,
1
2
,
1
2
).
Remark 10. Recall that so(m,C) ∼= C(2)m . Hence, we can write (2.28) and
(2.31) in the language of Clifford algebras by identifying
βi =
1
2
− f†i fi ∈ h (2.33)
and
Xij = f
†
jfi, Yij = fifj , Zij = f
†
i f
†
j , Ui = fiem, Vi = f
†
iem.
Using the information of this remark, we give an example of so(m,C)-
representations that correspond to the integer fundamental weights above. It
follows from (2.5) and (2.18) that the derived h-action of the Spin group on
x ∈ C(k)m is given by [h, x]. Since[1
2
− f†i fi, fj1
]
= δij1 fi[1
2
− f†i fi, fj1 . . . fjk
]
= δi,j1 fifj2 . . . fjk + · · ·+ δi,jk fj1 . . . fjk−1 fi,
a highest weight vector for h : Spin(m) → Aut(C(k)m ) is given by f1 . . . fk with
highest weight µk = (1, . . . , 1, 0, . . . , 0). Examples of so(m,C)-representations
that correspond to the half-integer fundamental weights are discussed in the
next section.
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2.3.6 Irreducible representations of Spin(m) in Clifford
analysis
Spinor space
Recall the two representations of the spinor space in the even-dimensional case
m = 2n:
S+2n = Alg
+
C (f
†
1, . . . , f
†
n)I
S−2n = Alg
−
C (f
†
1, . . . , f
†
n)I.
We prove that S±2n are the irreducible representations of the Spin group or, equiv-
alently, its complex Lie algebra so(2n,C), with highest weights
(
1
2 , . . . ,
1
2 ,
1
2
)
and(
1
2 , . . . ,
1
2 ,− 12
)
, respectively.
The Cartan algebra is given by
h =
{1
2
− f†i fi | 1 ≤ i ≤ n
}
. (2.34)
Let I be the primitive idempotent (2.3). The basis elements of AlgC(f
†
1, . . . , f
†
n)I
are of the form
v = f†j1 . . . f
†
jk
I (2.35)
with 1 ≤ j1 < . . . < jk ≤ n. Denote by J the set {j1, . . . , jk}. If J = ∅, we have
v = I. The Cartan subalgebra acts on v by left multiplication. Since
f†i fiv = [f
†
i fi, v] = δi,j1 f
†
i f
†
j2
. . . f†jkI + · · ·+ δi,jk f†j1 . . . f†jk−1 f†i I,
the elements (2.35) are eigenvectors for f†i fi (1 ≤ i ≤ n) with integral eigenvalues,
which makes them weight vectors. We have
(
1
2
− f†i fi)v =
{
− 12v if i ∈ J
+ 12v if i /∈ J .
Therefore, v spans a weight space with weight
1
2
(
−
∑
i∈J
βi +
∑
i/∈J
βi
)
. (2.36)
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In particular, the eigenvalue that corresponds to v = I is
(
1
2
,
1
2
, . . . ,
1
2
)
and the eigenvalue corresponding to v = f†nI is
(
1
2
,
1
2
, . . . ,
1
2
,−1
2
).
These are the highest weight vectors and highest weights for the spinor spaces
S+2n = Alg
+
C (f
†
1, . . . , f
†
n)I and S
−
2n = Alg
−
C (f
†
1, . . . , f
†
n)I, respectively.
In the same way, S = AlgC(f
†
1, . . . , f
†
n)I, with I as in (2.4), is the irreducible
representation of so(2n + 1,C) with highest weight
(
1
2 , . . . ,
1
2 ,
1
2
)
, the action
being left multiplication.
Spherical harmonics and spherical monogenics
A mentioned before, we put m = 2n+ 1 odd, for convenience. It is well-known
(see e.g. [42, 73]) that the vector space Mk of spherical monogenics of degree
k forms an irreducible representation of Spin(m). In this section, we will show
that Mk corresponds to an irreducible representation of the L-representation
with highest weight (k+ 12 ,
1
2 , . . . ,
1
2 ). This highest weight is calculated by means
of the derived action dL of so(m,C).
Since [L(s), ∂x] = 0, the vector space Mk is invariant with respect to the
Spin group. Due to the irreducibility of this vector space,Mk is determined by
specifying its highest weight vector
v = 〈x, f1〉kI
with I the primitive idempotent from (2.4). It is easy to see that v ∈Mk. The
Cartan algebra h is the same as in (2.34).
Using the derived representation (2.17), the action of an element of the
Cartan subalgebra is
dL(
1
2
− f†i fi) = (
1
2
− f†i fi) + 2〈x, f†i 〉〈∂x, fi〉 − 2〈x, fi〉〈∂x, f†i 〉
from which
dL(
1
2
− f†i fi)〈x, f1〉kI =
1
2
〈x, f1〉kI + k〈x, fi〉〈x, f1〉k−1δikI.
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If we make a distinction between i = 1 and i > 1
dL(
1
2
− f†1f1)〈x, f1〉kI = (k +
1
2
)〈x, f1〉kI
dL(
1
2
− f†i fi)〈x, f1〉kI =
1
2
〈x, f1〉kI,
we find the highest weight (k + 12 ,
1
2 , . . . ,
1
2 ).
Similarly, the vector space Hk of spherical harmonics of degree k forms an
irreducible representation of the Spin group (resp. so(2n + 1,C)) with highest
weight (k, 0, . . . , 0) of the H-representation (resp. dH-representation).
Remark 11. Rather than referring to the derived representation of its complex
Lie algebra so(m,C), we will usually talk about highest weights of representations
of Spin(m).
Simplicial harmonics and simplicial monogenics
It was shown in [73, 42] that irreducible finite-dimensional representations of
the Spin group of integer (resp. half-integer) weight can be realised in terms of
harmonic (resp. monogenic) polynomials in several vector variables in Clifford
analysis. We refer to these representations as irreducible Spin(m)-modules.
Let N be an integer satisfying 1 ≤ N ≤ bm/2c. The Dirac operator with
respect to the Clifford vectors ui is denoted ∂i instead of ∂ui (i = 1, . . . , N).
Definition 1. A function f : RNm → C, (u1, . . . , uN ) 7→ f(u1, . . . , uN ) is
simplicial harmonic if the following conditions are satisfied:
〈∂i, ∂j〉f = 0, i, j = 1, . . . , N
〈ui, ∂j〉f = 0, 1 ≤ i < j ≤ N.
The vector space of simplicial harmonic polynomials, ki-homogeneous in the
variable ui is denoted by Hk1,...,kN (with integers k1 ≥ . . . ≥ kN ≥ 0).
Definition 2. A function f : RNm → S, (u1, . . . , uN ) 7→ f(u1, . . . , uN ) is
simplicial monogenic if the following conditions are satisfied:
∂if = 0, i = 1, . . . , N
〈ui, ∂j〉f = 0, 1 ≤ i < j ≤ N.
The vector space of simplicial monogenic polynomials, ki-homogeneous in the
variable ui is denoted Sk1,...,kN (with integers k1 ≥ . . . ≥ kN ≥ 0).
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Clearly, if a function is simplicial monogenic in an open region Ω of RNm,
then each of its scalar components is simplicial harmonic in Ω; in other words,
Sk1,...,kN ⊂ Hk1,...,kN ⊗ S.
The vector space Hk1,...,kN is an irreducible representation of Spin(m). The
highest weight of the H-representation acting on f ∈ Hk1,...,kN , i.e.
H(s)f(u1, . . . , uN ) = f(su1s, . . . , suNs)
is given by (k1, . . . , kN , 0, . . . , 0). The highest weight of the irreducible Spin(m)-
module Sk1,...,kN is given by (k1 + 12 , . . . , kN + 12 , 12 , . . . , 12 ) with respect to the
L-representation on f ∈ Sk1,...,kN :
L(s)f(u1, . . . , uN ) = sf(su1s, . . . , suNs).
Taking N = 1 in these definitions, we obtain the spherical harmonics Hk1 of
degree k1 and the spherical monogenics Mk1 of degree k1.
Remark 12. In case N = m2 the spaces Hk1,...,kN and Sk1,...,kN are irreducible
Pin(m)-modules; under the action of Spin(m) they split in two irreducible sum-
mands ([73]).
The second condition in Definition 1 (resp. 2) implies that an arbitrary
polynomial p ∈ Hk1,...,kN (resp. Sk1,...,kN ) can be identified with a C-valued
(resp. S-valued) polynomial f depending only of a number of specific wedge
products of the vector variables:
p(u1, u2, . . . , uN ) = f(u1, u1 ∧ u2, u1 ∧ u2 ∧ u3, . . . , u1 ∧ u2 ∧ . . . ∧ uN ).
The highest weight vector of Sk1,...,kN is given by
〈u1, f1〉k1−k2〈u1 ∧ u2, f1 ∧ f2〉k2−k3 . . . 〈u1 ∧ · · · ∧ uN , f1 ∧ . . . ∧ fN 〉kN I (2.37)
with, for all 1 ≤ j ≤ N ,
〈u1 ∧ . . . ∧ uj , f1 ∧ . . . ∧ fj〉 := det
 〈u1, f1〉 . . . 〈u1, fj〉... . . . ...
〈uj , f1〉 . . . 〈uj , fj〉

=
∑
σ∈Sj
sgn(σ)〈uσ(1), f1〉 · · · 〈uσ(j), fj〉.
The highest weight vector of of Hk1,...,kN is obtained by omitting the primitive
idempotent I in (2.37).
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Remark 13 (Notation). In what follows, Pk1,...,kN (RNm, V ) denotes the space
of V -valued polynomials in N variables of homogeneity degree ki (ki ∈ N) in the
ith variable.
Remark 14. As opposed to the one-variable case, the conditions involving
the operators 〈ui, ∂j〉 in the definition of simplicial monogenic polynomials are
needed in order to obtain an irreducible module for Spin(m). For example, Mk
is an irreducible module, while
Mk1,k2 := {f ∈ Pk1,k2(R2m,S) | ∂1f = ∂2f = 0}
can be decomposed into irreducible Spin(m)-modules as
Mk1,k2 =
k1−k2⊕
j=0
〈u2, ∂1〉jSk1+j,k2−j .
For more details, see section 2.4.1 and [18].
Remark 15 (Short notation). We will often need to refer to the highest weight
of a representation of the Spin group; to that end we introduce the short notation
(k1, . . . , kN ) for (k1, . . . , kN , 0, . . . , 0) and we denote by (k1, . . . , kN )′ the half-
integer highest weight (k1 + 12 , . . . , kN +
1
2 ,
1
2 , . . . ,
1
2 ). Because we usually deal
with the H- or L-representation, we simply say ‘highest weight’ without explicitly
mentioning the action of the Spin group.
2.3.7 Useful theorems
For the proofs of the following theorems, we refer to e.g. [40, 49]. For each
weight, let P (µ) be the number of ways to write µ as a sum of positive roots
and put P (0) = 1. Let V be a finite-dimensional representation and Vλ an
irreducible representation with highest weight λ. The multiplicity of Vλ in V is
denoted nλ(V ) and the multiplicity of a weight µ in Vλ is denoted mµ(λ).
Theorem 6 (Kostant). Suppose that Vµ0 is a finite-dimensional irreducible
representation of a complex semisimple Lie algebra g with highest weight µ0. If
µ is a weight of Vµ0 , then the multiplicity mµ0(µ) of this weight in Vµ0 is given
by
mµ0(µ) =
∑
w∈W
sgn(w)P
(
w · (µ0 + δ)− (µ+ δ)
)
where δ is half the sum of the positive roots.
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For the proof of the next proposition, we refer to [21].
Proposition 5. If ν is a dominant integral weight such that nν(Vλ ⊗Vµ) > 0,
then there is a weight µ˜ of Vµ such that ν = λ+ µ˜. If this is the case, we have
nν(Vλ ⊗ Vµ) ≤ mλ−ν(µ).
Theorem 7 (Klimyk’s formula). The multiplicity of an irreducible representa-
tion with weight ν in the tensor product Vλ ⊗ Vµ is given by
nν(Vλ ⊗ Vµ) =
∑
w∈W
sgn(w)mν+δ−w(λ+δ)(µ)
where δ is half the sum of the positive roots.
Theorem 8 (Weyl dimension formula). Suppose that pi is an irreducible repre-
sentation of g with highest weight µ. The dimension of pi is given by
dimpi =
∏
α∈R+〈α, µ+ δ〉∏
α∈R+〈α, δ〉
where R+ denotes the set of positive roots and δ is half the sum of the positive
roots.
As an example, the dimension of an irreducible representation pi of sl(3,C)
with highest weight (m1,m2) is given by
dimpi =
1
2
(m1 + 1)(m2 + 1)(m1 +m2 + 2).
If (m1,m2) = (1, 1) we find that dimpi = 8, which is in agreement with the
results in section 2.3.3.
Dimension of Mk
To illustrate the Weyl dimension formula, we calculate the dimension ofMk as
a vector space over C:
dimMk =
∏
α∈R+〈α, µ+ δ〉∏
α∈R+〈α, δ〉
. (2.38)
In this case, δ = (n− 12 , n− 32 , . . . , 32 , 12 ) with its jth entry given by n−j+ 12 . The
highest weight is µ = (k+ 12 ,
1
2 , . . . ,
1
2 ,
1
2 ) and µ+δ = (n+k, n−1, n−2, . . . , 2, 1).
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First, we calculate the contribution to (2.38) of the roots β1−βj (2 ≤ j ≤ n).
We have
〈β1 − βj , µ+ δ〉 = k + j − 1, 〈β1 − βj , δ〉 = j − 1,
leading to
n∏
j=2
〈β1 − βj , µ+ δ〉
〈β1 − βj , δ〉 =
(k + n− 1)!
k!(n− 1)! .
In a similar way, the roots β1 + βj (2 ≤ j ≤ n) satisfy
〈β1 + βj , µ+ δ〉 = 2n+ k − j + 1, 〈β1 + βj , δ〉 = 2n− j
which leads to
n∏
j=2
〈β1 + βj , µ+ δ〉
〈β1 + βj , δ〉 =
(2n+ k − 1)!(n− 1)!
(n+ k)!(2n− 2)!
and the contribution of the root β1 is
〈β1, µ+ δ〉
〈β1, δ〉 =
2(n+ k)
2n− 1 .
Since
〈βi − βj , µ+ δ〉 = j − i = 〈βi − βj , δ〉,
there is no contribution of the roots βi − βj (1 < i < j < n). The roots βi + βj
(1 < i < j < n) satisfy
〈βi + βj , µ+ δ〉 = 2n+ 2− i− j, 〈βi + βj , δ〉 = 2n+ 1− i− j,
from which
n∏
1<i<j
〈βi + βj , µ+ δ〉
〈βi + βj , δ〉 =
(2n− 3)(2n− 5) · · · 5 · 3
(n− 1)! .
Finally, the roots βi (2 ≤ i ≤ n) satisfy
〈βi, µ+ δ〉 = n− i+ 1, 〈βi, δ〉 = 12(2n− 2j + 1)
and add the following contribution to (2.38):
n∏
i=2
〈βi, µ+ δ〉
〈βi + βj , δ〉 = 2
n−1 (n− 1)!
(2n− 3)(2n− 5) · · · 5 · 3 .
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Gathering all these results, we find
dimMk = 2n
(
k + 2n− 1
k
)
= 2n
(
k +m− 2
k
)
(2.39)
which can also be calculated by means of the CK-extension, see (3.9). Note that
2n corresponds to the dimension of S.
Dimension of Sk,l and Sh,k,l
Calculating the dimension of the irreducible Spin(m)-module Sk,l is completely
similar to the case ofMk but more involved. In this case, the highest weight is
(k + 12 , l +
1
2 ,
1
2 , . . . ,
1
2 ), which leads to
dimSk,l = 2n
(
k + 2n− 2
k + 1
)(
l + 2n− 3
l
)
(2n+ k + l − 1)(k − l + 1)
(2n− 1)(2n− 2) .
(2.40)
In case of Sh,k,l, which is an irreducible Spin(m)-module with highest weight
(h+ 12 , k +
1
2 , l +
1
2 ,
1
2 , . . . ,
1
2 ), we find
dimSh,k,l = 2n
(
h+ 2n− 3
h+ 2
)(
k + 2n− 4
k + 1
)(
l + 2n− 5
l
)
· (2n+ h+ k − 1)(2n+ h+ l − 2)(2n+ k + l − 3)
· (h− k + 1)(h− l + 2)(k − l + 1)(2n− 5)!
(2n− 1)!
(2n− 5)!
(2n− 3)! . (2.41)
These results will be used in the next chapters.
Dimension of Sλk and Sλh,k
As a final example of the Weyl dimension formula, we present another result,
which will come in handy in chapter 5. Let h be an integer with h ≥ 1. We
adopt the following notations:
λk := (
3
2
, · · · , 3
2︸ ︷︷ ︸
k
,
1
2
, · · · , 1
2
) = (1, · · · , 1︸ ︷︷ ︸
k
)′ (2.42)
λh,k := (h+
1
2
,
3
2
, · · · , 3
2︸ ︷︷ ︸
k
,
1
2
, · · · , 1
2
) = (h, 1, · · · , 1︸ ︷︷ ︸
k
)′. (2.43)
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If we denote the vector spaces of simplicial monogenics corresponding to these
highest weights by Sλk and Sλh,k , respectively, we have
dimSλk = 2n
(
2n+ 1
k
)
2n− 2k + 2
2n− k + 2 (2.44)
dimSλh,k = 2n
(
h+ 2n
k
)(
2n+ h− k − 1
h− 1
)
2n− 2k
h+ k
. (2.45)
2.4 Monogenics in several variables
2.4.1 Double monogenics
Let k ≥ l be positive integers. In Remark 14 the vector space of double mono-
genics in the variables (x, u) was introduced as
Mk,l = {f ∈ Pk,l(R2m,S) | ∂xf = ∂uf = 0}.
From [18] we know its decomposition into spaces of simplicial monogenics:
Mk,l =
l⊕
j=0
〈u, ∂x〉jSk+j,l−j . (2.46)
It is easy to verify that for all 0 ≤ j ≤ l, we have
〈u, ∂x〉jSk+j,l−j ↪→Mk,l.
Recall that {Ex−Eu, 〈x, ∂u〉, 〈u, ∂x〉} ∼= sl(2,C) and note that Sk,l is the highest
weight vector of an irreducible sl(2,C)-module of dimension k − l + 1.
2.4.2 Triple monogenics
Define the space of triple monogenics Mh,k,l in the variables x, u, v as
Mh,k,l = {f ∈ Ph,k,l(R3m,S) | ∂xf = ∂uf = ∂vf = 0}.
In this section, our aim is to find a decomposition ofMh,k,l that is similar to the
decomposition (2.46) for Mk,l. The Lie algebra of interest will now be sl(3,C)
and we consider the following representation in Clifford analysis:
H1 = Ex − Eu H2 = Eu − Ev
X1 = 〈x, ∂u〉 X2 = 〈u, ∂v〉 X3 = [X1, X2] = 〈x, ∂v〉
Y1 = 〈u, ∂x〉 Y2 = 〈v, ∂u〉 Y3 = −[Y1, Y2] = 〈v, ∂x〉.
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Note that
[Y2, Y1] = Y3, [Y2, Y3] = 0 = [Y1, Y3].
The weight of Sp,q,r is (p− q, q − r), because
H1Sp,q,r = (p− q)Sp,q,r, H2Sp,q,r = (q − r)Sp,q,r.
Furthermore, we have X1Sp,q,r = X2Sp,q,r = 0. By means of Proposition 3, we
calculate the smallest invariant subspace V ⊂ Mp,q,r that contains Sp,q,r as a
highest weight vector. This subspace can be found by acting with all possible
combinations of Y1 and Y2 on Sp,q,r. This is a finite-dimensional subspace, be-
cause (Y1)p−q+iSp,q,r = 0 and (Y2)q−r+iSp,q,r = 0 for i > 0. It is not difficult to
see that V is an irreducible sl(3,C)-module with highest weight (p− q, q − r).
The action of the other operators on a weight vector v with weight (a, b) is
visualised in Figure 2.4. We have the following connection between the weight
vectors and the corresponding weights for i ∈ N:
(Y1)iv → (a− 2i, b+ i)
(Y2)iv → (a+ i, b− 2i)
(Y3)iv → (a− i, b− i)
(Y1Y3)iv → (a− 3i, b)
(Y2Y3)iv → (a, b− 3i)
(2.47)
µ1
µ2 − µ1
−µ2
(a+ 2, b− 1)
(a+ 1, b+ 1)
(a− 1, b+ 2)
(a+ 1, b− 2)
(a− 1, b− 1)
(a− 2, b+ 1)
(a, b)
0
X1
X3
X2
Y2
Y3
Y1
Figure 2.4: Action of sl(3,C) on the weight (a, b).
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As opposed to the case of the Lie algebra sl(2,C), not every weight in an
irreducible representation of sl(3,C) has multiplicity 1. It was mentioned be-
fore that the weights occur in hexagon and triangle ‘rings’ with the following
pattern: in the outermost ring the weights have multiplicity 1, the multiplicities
then increase by 1 each time one moves one ring inwards in the direction of Y3,
until the rings become triangles and the multiplicities stabilise.
Similarly to (2.46) we are looking for the decomposition of the space of
triple monogenics into simplicial monogenics. This means that we need to find
all Spin(m)-invariant mappings from spaces of simplicial monogenics into the
space of triple monogenics. The theory on Howe-dual pairs (see [48]) states that
the only candidates for these mappings are combinations of the basic invariants
underlying Clifford analysis in three vector variables. These basic invariants are
the operators that generate the Lie superalgebra osp(1|6) = g0 ⊕ g1. The even
subalgebra g0 = sp(6) is spanned by the 21 elements
g0 =
{
Ex +
m
2
,Eu +
m
2
,Ev +
m
2
, X1, X2, X3, Y1, Y2, Y3
}
⊕ {|x|2, |u|2, |v|2,∆x,∆u,∆v}
⊕ {〈x, u〉, 〈x, v〉, 〈u, v〉, 〈∂x, ∂u〉, 〈∂x, ∂v〉, 〈∂u, ∂v〉}
and the odd subspace equals
g1 =
{
x, u, v, ∂x, ∂u, ∂v
}
.
A crucial result in the general theory of Lie superalgebras states that any com-
bination of these invariants, i.e. any element in the universal enveloping algebra
U(osp(1|6)), can always be reordered (using the algebraic relations) so that we
obtain (a sum of) elements of the form
(Z1)a1(Z2)a2 · · · (Z27)a27 ∈ U
(
osp(1|6)),
with Zj the generators for osp(1|6) and aj ∈ N ∪ {0}. It is shown in [10] that
the only elements in the decomposition of Mp,q,r are of the form
Y Sh,k,l
with Y a product of the operators Y1, Y2 and Y3, in such a way that the degrees
of homogeneity are correct.
Therefore, finding the decomposition for the triple monogenics is equivalent
to answering the following questions:
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1. Which vector spaces Sh,k,l with h ≥ k ≥ l can be embedded in Mp,q,r?
2. What are the multiplicities of the corresponding weights (h− k, k − l)?
An answer to these questions can be found in Lemmas 3 and 5.
Lemma 3. The following spaces occur with multiplicity 1 in the decomposition
of Mp,q,r:
• Sp+i,q−i,r, which is the highest weight vector of the unique irreducible rep-
resentation of sl(3,C) denoted Ui with highest weight (p− q+ 2i, q− r− i)
with i = 0, . . . , q − r
• Sp,q+i,r−i, which is the highest weight vector of the unique irreducible rep-
resentation of sl(3,C) denoted Vi with highest weight (p− q− i, q− r+ 2i)
with i = 1, . . . ,min (r, p− q)
• Sp+q+r−2i,i,i, which is the highest weight vector of the unique irreducible
representation of sl(3,C) denoted Wi with highest weight (p+q+r−3i, 0)
with i = 0, . . . , r − 1
• Sp+i,p+i,r+q−p−2i, which is the highest weight vector of the unique irre-
ducible representation of sl(3,C) denoted Zi with highest weight (0, 2p −
q − r + 3i) with i = 1, . . . , b(r + q − p)/2c.
Proof. Fix i in its interval and let ui, vi, wi and zi be highest weight vectors in
Ui, Vi, Wi and Zi repectively. We will show that there exist a weight vector in
each of these spaces with weight (p − q, q − r) of multiplicity 1. Equivalently,
the corresponding weight spaces have dimension 1:
span{(Y1)iui} ⊂ Ui
span{(Y2)ivi} ⊂ Vi
span{(Y1)q−r(Y1Y3)r−iwi} ⊂Wi
span{(Y2)p−q(Y2Y3)izi} ⊂ Zi.
Using (2.47), it is easy to verify that these vectors correspond to the weight
(p− q, q− r). The fact that they occur with multiplicity 1 follows also from the
pattern of multiplicities. Indeed, the highest weight vectors have multiplicity
1 and acting with Y1 and Y2 does not change that, because it implies moving
along the outermost hexagon or triangle of the weights in Ui, Vi, Wi or Zi.
Note that wi and zi lie on the boundaries of the Weyl chamber. Hence, the
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weights in Wi and Zi will occur on triangles. The action with Y1Y3 and Y2Y3
implies moving to the inward triangles and the multiplicity does not change on
triangles. 
In Figure 2.5 the highest weights of the above lemma are visualised together
in the Weyl chamber, which is a 60◦-section.
(p− q + 2i, q − r − i)
(p+ q + r − 3i, 0)
(p− q, q − r)
(p− q − i, q − r + 2i)
(0, 2p− q − r + 3i)
Figure 2.5: Weights of multiplicity 1.
It is also clear from the Clifford analysis point of view that these vector
spaces have multiplicity 1 in the decomposition of Mp,q,r. Because we have
that [〈u, ∂x〉, 〈v, ∂x〉] = 0 and [〈v, ∂u〉, 〈v, ∂x〉] = 0, the only possible embeddings
are given in the next lemma.
Lemma 4. The following spaces occur with multiplicity 1 in the decomposition
of Mp,q,r:
• 〈u, ∂x〉iSp+i,q−i,r for i = 0, . . . , q − r
• 〈v, ∂u〉iSp,q+i,r−i for i = 1, . . . ,min (r, p− q)
• 〈v, ∂x〉r−i〈u, ∂x〉q−iSp+q+r−2i,i,i for i = 0, . . . , r − 1
• 〈v, ∂x〉i〈v, ∂u〉p−q+iSp+i,p+i,r+q−p−2i for i = 1, . . . , b(r + q − p)/2c.
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Indeed, each space is a subspace of Mp,q,r: they have the correct degree of
homogeneity and they are null solutions of the Dirac operators.
As an example, we will explicitly prove the fourth result in the above lemma:
〈v, ∂x〉i〈v, ∂u〉p−q+i : Sp+i,p+i,r+q−p−2i ↪→Mp,q,r.
This follows from the definition of simplicial monogenics in combination with
the identities
[∂x, 〈v, ∂x〉i〈v, ∂u〉p−q+i] = 0
[∂u, 〈v, ∂x〉i〈v, ∂u〉p−q+i] = 0
[∂v, 〈v, ∂x〉i] = i〈v, ∂x〉i−1∂x
[∂v, 〈v, ∂u〉p−q+i] = (p− q + i)〈v, ∂u〉p−q+i−1∂u.
The remaining embedding factors are proved analogously.
Next, we deal with the multiplicities higher than 1 by slightly adapting the
previous situation.
Lemma 5. The following vector spaces have multiplicity j + 1 (j > 0) in the
decomposition of Mp,q,r:
• Sp+i+j,q−i,r−j, which is the highest weight vector of the unique irreducible
representation of sl(3,C) denoted Ui,j with highest weight (p − q + 2i +
j, q − r − i+ j) with i = 0, . . . , q − r and j = 1, . . . , r
• Sp+i+j,q−i,r−j, which is the highest weight vector of the unique irreducible
representation of sl(3,C) denoted Vi,j with highest weight (p−q− i+j, q−
r + 2i+ j) with i = 1, . . . ,min (r, p− q) and j = 1, . . . , r − i
• Sp+q+r−2i+j,i,i−j, which is the highest weight vector of the unique irre-
ducible representation of sl(3,C) denoted Wi,j with highest weight (p+q+
r − 3i+ j, j) with i = 0, . . . , r − 1 and j = 1, . . . , i
• Sp+i+j,p+i,r+q−p−2i−j, which is the highest weight vector of the unique ir-
reducible representation of sl(3,C) denoted Zi,j with highest weight (j, 2p−
q− r+ 3i+ j) with i = 1, . . . , b(r+ q− p)/2c and j = 1, . . . , r+ q− p− 2i.
Proof. Fix i and j in their respective intervals and let ui,j , vi,j , wi,j and zi,j
be highest weight vectors in Ui,j , Vi,j , Wi,j and Zi,j repectively. We will show
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that there is a weight vector in each of these spaces with weight (p− q, q − r).
The dimension of these weight spaces is j + 1. Explicitly,
span{(Y3)k(Y1Y2)j−k(Y1)iui,j | k ∈ [0, j]} ⊂ Ui,j
span{(Y3)k(Y1Y2)j−k(Y2)ivi,j | k ∈ [0, j]} ⊂ Vi,j
span{(Y3)k(Y1Y2)j−k(Y1)q−r(Y1Y3)r−iwi,j | k ∈ [0, j]} ⊂Wi,j
span{(Y3)k(Y1Y2)j−k(Y2)p−q(Y2Y3)izi,j | k ∈ [0, j]} ⊂ Zi,j .
Again, using (2.47), it is easily verified that every vector in these weight spaces
has weight (p− q, q− r). The fact that they have multiplicity j + 1 follows also
from the pattern of multiplicities: the operator (Y3)k(Y1Y2)j−k moves inward
one ring. This corresponds with j + 1 different ‘paths’. Figure 2.6 shows 5
different paths for j = 4. 
(p− q, q − r)
(p− q + j, q − r + j)
Figure 2.6: Multiplicities higher than 1.
For example, Sp+2,q,r−2 occurs with multiplicity 3 in the decomposition of
Mp,q,r. Indeed, we have 〈v, ∂x〉2Sp+2,q,r−2, 〈v, ∂x〉〈u, ∂x〉〈v, ∂u〉Sp+2,q,r−2, and[〈u, ∂x〉〈v, ∂u〉]2Sp+2,q,r−2, which are subspaces of Mp,q,r, and the respective
embedding maps are linearly independent. In general, in order to find modules of
multiplicity j+1 with j ≥ 1, we act with the operators 〈v, ∂x〉k
[〈u, ∂x〉〈v, ∂u〉]j−k
(0 ≤ k ≤ j) on each space of multiplicity 1 described above.
66 Chapter 2. Basic notions
As a final example, Figure 2.7 gives information about the decomposition
of M4,3,2. The vector spaces S4,3,2, S4,4,1, S5,2,2, S7,1,1 and M9 occur with
multiplicity 1, the vector spaces S5,3,1, S6,2,1, S8,1 and S5,4 have multiplicity 2
and the vector spaces S7,2 and S6,3 have multiplicity 3. These highest weight
vectors of representation of sl(3,C) are denoted by their highest weight as an
irreducible Spin(m)-module.
(4,3,2)’
(4, 4,1)’
(5,2,2)’ (7,1,1)’ (9,0,0)’
(7,2,0)’
(5,4,0)’
(5,3,1)’
(6,3,0)’
(6,2,1)’ (8,1,0)’
Figure 2.7: Decomposition of M4,3,2.
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Summarising, we have
Proposition 6. The decomposition into Spin(m)-irreducibles of the space of
triple monogenics is given by
Mp,q,r =
q−r⊕
i=0
r⊕
j=0
j⊕
k=0
〈v, ∂x〉k
[〈u, ∂x〉〈v, ∂u〉]j−k〈u, ∂x〉iSp+i+j,q−i,r−j
⊕
r−1⊕
i=0
i⊕
j=0
j⊕
k=0
〈v, ∂x〉k
[〈u, ∂x〉〈v, ∂u〉]j−k〈v, ∂x〉r−i〈u, ∂x〉q−i
· Sp+q+r+j−2i,i,i−j
⊕
min(r,p−q)⊕
i=1
r−i⊕
j=0
j⊕
k=0
〈v, ∂x〉k
[〈u, ∂x〉〈v, ∂u〉]j−k〈v, ∂u〉iSp+j,q+i,r−i−j
⊕
b(p+q−r)/2c⊕
i=1
p+q−r−2i⊕
j=0
j⊕
k=0
〈v, ∂x〉k
[〈u, ∂x〉〈v, ∂u〉]j−k〈v, ∂x〉i
· 〈v, ∂u〉p−q+iSp+i+j,p+i,r+q−p−2i−j .
In this way the following dimension formula for the triple monogenics is
obtained:
Proposition 7. The dimension formula for triple monogenics is given by
dimMp,q,r =
q−r∑
i=0
r∑
j=0
(j + 1) dimSp+i+j,q−i,r−j
+
r−1∑
i=0
i∑
j=0
(j + 1) dimSp+q+r+j−2i,i,i−j
+
min(r,p−q)∑
i=1
r−i∑
j=0
(j + 1) dimSp+j,q+i,r−i−j
+
b(r+q−p)/2c∑
i=1
r+q−p−2i∑
j=0
(j + 1) dimSp+i+j,p+i,r+q−p−2i−j . (2.48)
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2.4.3 Special triple monogenics
The case h ≥ k
Let h ≥ k ≥ l. In what follows, we will frequently use the vector space
Msh,k,l = {f ∈Mh,k,l(R3m,S) | 〈u, ∂v〉f = 0}. (2.49)
In order to describe this space algebraically, branching rules from gl(3,C) to
gl(2,C) are used, see e.g. [54]. Referring to [28] for a general theorem about the
decomposition of spaces of monogenics, we have the following decomposition of
Msh,k,l into irreducible modules, denoted by their highest weight with respect
to the regular Spin group representation:
Msh,k,l ∼=
⊕
λ
(λ0, λ1, λ2)′ =
⊕
a,b
(h+ a+ b, k − a, l − b)′ (2.50)
with λi and a, b positive integers satisfying
λ0 − λ1 ≥ a ≥ 0, λ1 − λ2 ≥ b ≥ 0. (2.51)
Taking into account that (h + a + b, k − a, l − b)′ has to be a dominant weight
with a and b positive integers, we find
max(0, k − l − h) ≤ a ≤ k − l (2.52)
max(0, k − h− a) ≤ b ≤ l. (2.53)
If h ≥ k, we have 0 ≤ a ≤ k− l and 0 ≤ b ≤ l. Therefore, the following modules
can be embedded in Msh,k,l:
Sh+i+j,k−i,l−j
for all 0 ≤ i ≤ k − l and 0 ≤ j ≤ l. Having determined the irreducible modules
in the decomposition of Msh,k,l, it is not difficult to find the corresponding
embedding maps:
〈u, ∂x〉i : Sh+i,k−i,l ↪→Msh,k,l (2.54)
〈v˜, ∂x〉j :=
(〈v, ∂x〉(Eu − Ev)− 〈u, ∂x〉〈v, ∂u〉)j : Sh+j,k,l−j ↪→Msh,k,l. (2.55)
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Indeed, since
[∂x, 〈u, ∂x〉] = 0 [∂x, 〈v˜, ∂x〉] = 0
[∂u, 〈u, ∂x〉] = ∂x [∂u, 〈v˜, ∂x〉] = 〈v, ∂x〉∂u − 〈v, ∂u〉∂x
[∂v, 〈u, ∂x〉] = 0 [∂v, 〈v˜, ∂x〉] = (Eu − Ev)∂x − 〈v, ∂x〉∂v − 〈u, ∂x〉∂u
[〈u, ∂v〉, 〈u, ∂x〉] = 0 [〈u, ∂v〉, 〈v˜, ∂x〉] = 0,
it is obvious that they map simplicial monogenics to polynomials in Msh,k,l.
Furthermore, it follows from a straightforward calculation that the embedding
maps commute:
[〈u, ∂x〉, 〈v˜, ∂x〉] = 0. (2.56)
This means that every irreducible Spin(m)-module occurs with multiplicity 1
in the decomposition ofMsh,k,l, which is a general fact for branching rules from
gl(m,C) to gl(m− 1,C). Summarising, we have
Msh,k,l =
k−l⊕
i=0
l⊕
j=0
〈u, ∂x〉i〈v˜, ∂x〉jSh+i+j,k−i,l−j (2.57)
from which
dimMsh,k,l =
k−l∑
i=0
l∑
j=0
dimSh+i+j,k−i,l−j . (2.58)
In chapter 8 we prove an alternative expression for the dimension of Msh,k,l.
The case h < k
Which summands occur in the decomposition ofMsh,k,l when k ≥ l and h < k?
One might think it is suffices to consider (2.57) and then omit all summands
that do not satisfy the highest weight condition. It appears the situation is
more subtle than that. For example, let us decompose Ms1,4,2 into Spin(m)-
irreducibles. It follows from (2.57) that, if h ≥ 4, we have
Msh,4,2 ∼= (h, 4, 2)′ ⊕ (h+ 1, 3, 2)′ ⊕ (h+ 2, 2, 2)′ ⊕ (h+ 1, 4, 1)′ ⊕ (h+ 2, 3, 1)′
⊕ (h+ 3, 2, 1)′ ⊕ (h+ 2, 4, 0)′ ⊕ (h+ 3, 3, 0)′ ⊕ (h+ 4, 2, 0)′. (2.59)
Substituting h = 1 in the above expression and omitting all summands that do
not correspond to a highest weight, leads to
Ms1,4,2 ∼= (3, 2, 2)′ ⊕ (3, 3, 1)′ ⊕ (4, 2, 1)′ ⊕ (4, 3, 0)′ ⊕ (5, 2, 0)′.
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However, experimenting with LiE ([50]) revealed that
Ms1,4,2 ∼= (4, 3, 0)′ ⊕ (4, 2, 1)′ ⊕ (5, 2, 0)′. (2.60)
We refer to section 8.2 for more information about experiments with the com-
puter algebra package for Lie group computations LiE. The result (2.60) can be
explained by the branching rules of the previous section. As we are not dealing
with a dominant weight (h, k, l)′, it thus follows from (2.50), (2.52) and (2.53)
that
Proposition 8. For all integers h, k and l, one has
Msh,k,l ∼=
k−l⊕
a=max(0,k−l−h)
l⊕
b=max(0,k−h−a)
(h+ a+ b, k − a, l − b)′. (2.61)
Applying this proposition on the above example, we find
Ms1,4,2 ∼=
2⊕
a=1
2⊕
b=max(0,3−a)
(1 + a+ b, 4− a, 2− b)′
= (4, 3, 0)′ ⊕ (4, 2, 1)′ ⊕ (5, 2, 0)′
which is in correspondence with (2.60). This can be visualised by means of a
Weyl chamber, where the modules that occur in the decomposition of Ms1,4,2
are visualised by a black dot, while the extra modules that are obtained by
putting h = 1 in the formula (2.59), are visualised by a circle.
(4,3,0)’
(5,2,0)’(1,4,2)’
(4,2,1)’
We illustrate this proposition with two more examples.
1. Consider the decomposition
Ms1,3,3 ∼=
0⊕
a=0
3⊕
b=max(0,2−a)
(1 + a+ b, 3− a, 3− b)′ = (3, 3, 1)′ ⊕ (4, 3, 0)′.
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For h ≥ 3, we have
Msh,3,3 ∼= (h, 3, 3)′ ⊕ (h+ 1, 3, 2)′ ⊕ (h+ 2, 3, 1)′ ⊕ (h+ 3, 3, 0)′. (2.62)
With the same remark as before, this can be visualised as
(4,3,0)’
(1,3,3)’
(3,3,1)’
2. Consider the decomposition
Ms2,4,3 ∼=
1⊕
a=0
3⊕
b=max(0,2−a)
(2 + a+ b, 4− a, 3− b)′
∼= (4, 4, 1)′ ⊕ (5, 4, 0)′ ⊕ (4, 3, 2)′ ⊕ (5, 3, 1)′ ⊕ (6, 3, 0)′.
For h ≥ 4, we have
Msh,4,3 ∼= (h, 4, 3)′ ⊕ (h+ 1, 3, 3)′ ⊕ (h+ 1, 4, 2)′ ⊕ (h+ 2, 3, 2)′
⊕ (h+ 2, 4, 1)′ ⊕ (h+ 3, 3, 1)′ ⊕ (h+ 3, 4, 0)′ ⊕ (h+ 4, 3, 0)′.
These modules can be visualised as follows:
(4,3,2)’
(4,4,1)’
(2,4,3)’
(5,4,0)’
(5,3,1)’
(6,3,0)’
Note once again that finding the decomposition of the ‘degenerate’ case h < k is
more subtle than to just take the intersection with the Weyl chamber. Not every
dominant weight, as one might expect from the decomposition (2.57), occurs in
the decomposition (2.61).
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2.4.4 Other spaces of monogenics
The next results will be used in chapter 5. Consider the notation (2.43) with
k > 1. Applying once more the branching theorem in [28], we conclude that
Msλh,k = {f ∈Mλh,k | 〈ui, ∂j〉f = 0 , 1 ≤ i 6= j ≤ k} (2.63)
has the decomposition
Msλh,k ∼= Sλh,k ⊕ Sλh+1,k−1 . (2.64)
It is not difficult to show that an embedding map for Sλh+1,k−1 is given by(
〈uk, ∂x〉 −
k−1∑
i=1
〈ui, ∂x〉〈uk, ∂i〉
)
: Sλh+1,k−1 ↪→Mλh,k .
Chapter 3
(Higher spin) Dirac
operators
In section 2.2 it was mentioned that the (standard) Dirac operator ∂x on Rm,
defined as
∂x =
m∑
j=1
ej∂xj ,
plays a fundamental role in Clifford analysis, see e.g. [4, 30, 68]. This operator is
an elliptic Spin(m)-invariant, even conformally invariant, first-order differential
operator acting on S-valued functions:
∂x : C∞(Rm,S)→ C∞(Rm,S).
The Dirac operator is not only studied in Clifford analysis; it is an important
topic in representation theory and theoretical physics as well. It follows from
results in [15, 38, 65] that there exists a ‘sequence’ of similar elliptic conformally
invariant first-order differential operators acting on functions with values in more
complicated representations Vλ of Spin(m) (see also Theorem 15 of this chapter).
These operators are called higher spin Dirac operators and the (standard) Dirac
operator can be considered as the easiest case in this sequence. In the next
chapters, we will discuss three higher spin Dirac operators acting on functions
in C∞(Rm,Vλ): in chapter 4 we have Vλ =Mk, in chapter 5 we consider Vλ =
Sλk and the operator playing the main role in chapter 6 (and the subsequent
chapters) acts on functions in C∞(Rm,Sk,l).
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As we will generalise properties of the standard Dirac operator in the next
chapters, it is obvious that ∂x deserves a chapter of its own. We have mentioned
several times that the Dirac operator is elliptic and Spin(m)-invariant; we will
prove these statements in section 3.1. Several important results in Clifford
analysis, such as the Fischer decomposition, the CK-extension, the fundamental
solution and basic integral formulae, are given in section 3.2. We conclude this
chapter with the definition and some properties of higher spin Dirac operators.
3.1 Properties of the standard Dirac operator
3.1.1 Ellipticity
Definition 3. A differential operator L =
∑
|α|≤k aα(x)∂
α of order k ∈ N in
Ω ⊂ Rm is elliptic if for all x ∈ Ω and for all ξ 6= 0 in Rm, the principle symbol
is invertible, i.e.
∑
|α|=k aα(x)ξ
α 6= 0.
Since the principle symbol of the Dirac operator ∂x is the vector variable x,
the Dirac operator is elliptic.
3.1.2 Spin group invariance
In this section we will prove that the Dirac operator is Spin(m)-invariant. In
the world of Clifford analysis, it is less well-known that this operator is even
conformally invariant; this topic will be addressed in section 3.3.1. In order to
prove the Spin(m)-invariance, we begin with the following result.
Lemma 6. If y is a vector in Rm, one has that ∂x = y∂yxyy.
Proof. This statement follows from the chain rule and the fact that
yxy = −2〈x, y〉y + |y|2x.
Indeed,
∂x =
m∑
j=1
ej∂xj =
m∑
j=1
ej
m∑
i=1
∂(yxy)i
∂
∂xj
(−2〈x, y〉yi + |y|2xi)
=
m∑
j=1
ej
m∑
i=1
∂(yxy)i(−2yjyi + |y|2δij)
= −2〈∂yxy, y〉y + |y|2∂yxy = y∂yxyy
which concludes the proof. 
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In particular, if y is a unit vector, then y = −1 and y−1 = −y. It follows
from the above lemma that
y∂xy = ∂yxy
for unit vectors y.
Lemma 7. The Dirac operator ∂x is Spin(m)-invariant.
Proof. Let f ∈ C∞(Rm,S) and s ∈ Spin(m), then it follows from Lemma 6 and
(2.15) that
L(s)∂xf(x) = s∂s¯xsf(s¯xs)
= ss¯∂xsf(s¯xs)
= ∂xsf(s¯xs)
= ∂xL(s)f(x).

The Spin(m)-invariance of the Dirac operator can be visualised by means of
a commuting diagram:
C∞(Rm,S) ∂x //
L(s)

C∞(Rm,S)
L(s)

<<
C∞(Rm,S)
∂x
// C∞(Rm,S)
3.2 Results in Clifford analysis
For detailed information on the topic of the Dirac operator in Clifford analysis,
we refer to the standard works [4, 30, 68].
3.2.1 Null solutions
We have shown in section 2.3.6 that the vector space
Mk = {f ∈ Pk(Rm,S) | ∂xf = 0}
of spherical monogenics of degree k is an irreducible representation of Spin(m)
with highest weight (k + 12 ,
1
2 , . . . ,
1
2 ) of the L-representation. It is important
to point this out, because the vector space of homogeneous (of a fixed degree)
null solutions of the higher spin Dirac operators that we will discuss in the next
chapters, will no longer be irreducible with respect to the Spin group.
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3.2.2 Fischer inner product
Before defining the Fischer inner product, we introduce some notations. If α
denotes the multi-index (α1, α2, . . . , αm) ∈ Nm, then
|α| :=
m∑
i=1
αi x
α := xα11 x
α2
2 · · ·xαmm
α! := α1!α2! · · ·αm! ∂α := ∂α1x1 ∂α2x2 · · · ∂αmxm .
Clearly,
∂αxβ =
{
α! if α = β
0 if α 6= β (3.1)
Let f and g be two polynomials in Pk(Rm,Cm) = spanCm{xα | |α| = k},
i.e. f(x) =
∑
|α|=k x
αaα and g(x) =
∑
|β|=k x
βbβ with aα, bβ in Cm. Denote
by f(∂) the differential operator obtained by replacing xi by ∂xi in f(x) with
x = (x1, . . . , xm) ∈ Rm. The Fischer inner product of f and g is defined as
〈f, g〉k :=
[ ∑
|α|=k
α! aαbα
]
0
=
[
f†(∂)g(x)
]
0
. (3.2)
The second expression follows from (3.1). Applying this definition on the Fischer
inner product 〈xf, g〉k, with f ∈ Pk−1(Rm,Cm) and g ∈ Pk(Rm,Cm), we find
〈xf, g〉k = −〈f, ∂xg〉k−1. (3.3)
3.2.3 Fischer decomposition
A well-known theorem in harmonic analysis is the (harmonic) Fischer decom-
position.
Theorem 9 (Harmonic Fischer decomposition). One has
Pk(Rm,C) = Hk ⊕ x2Pk−2(Rm,C) =
bk/2c⊕
s=0
x2sHk−2s
and, more generally,
P(Rm,C) =
∞⊕
k=0
∞⊕
s=0
x2sHk. (3.4)
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This theorem is visualised in Figure 3.1.
P0 P1 P2 P3 P4 P5 · · ·
= = = = = =
H0 // x2H0 // x4H0 · · ·
H1 //⊕ x2H1 //⊕ x4H1
H2 //⊕ x2H2 ⊕ · · ·
H3 //⊕ x2H3
H4 ⊕ · · ·
H5
Figure 3.1: Representation of the harmonic Fischer decomposition.
In the above figure, the kth column represents the decomposition of the
space Pk into SO(m)-invariant (and irreducible) modules x2sHk−2s; on the jth
row there are infinitely many isomorphic copies of the space Hj−1. In fact, each
row corresponds to an infinite-dimensional representation of the Lie algebra
sl(2,R) ∼= span{Ex + m2 , 12 (−x2), 12∆x}. This hidden symmetry in (3.4) can be
summarised by saying that the Howe-dual pair (see [47, 48]) for this decomposi-
tion is given by (SO(m), sl(2,R)). In general, the couple (SO(m), g) is called a
Howe-dual pair, with respect to a bigger Lie algebra in which so(m,R), i.e. the
Lie algebra of SO(m), and g are commuting. It is not difficult to verify that the
action (2.20) of so(m,R) commutes with the operators Ex + m2 ,
1
2 (−x2), 12∆x.
Due to this approach, the Fischer decomposition can be written in a more ab-
stract way. For more on Howe-duality in Clifford analysis, we refer to e.g. [9].
The result of Theorem 9 can be refined as follows. Applying (3.3) in the
special case that f ∈ Pk−1(Rm,C) and g ∈Mk, we have
〈xf, g〉k = 0.
This means that the following orthogonal decomposition holds:
Theorem 10 (Monogenic Fischer decomposition). One has
Pk(Rm,C)⊗ S = Mk ⊕ (xPk−1(Rm,C)⊗ S) =
k⊕
s=0
xsMk−s
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and more general,
P(Rm,S) =
∞⊕
k=0
∞⊕
s=0
xsMk. (3.5)
These decompositions are visualised in Figure 3.2.
P0 P1 P2 P3 P4 · · ·
= = = = =
M0 // xM0 // x2M0 // x3M0 // x4M0 · · ·
⊕ ⊕ ⊕ ⊕
M1 // xM1 // x2M1 // x3M1 · · ·
⊕ ⊕ ⊕
M2 // xM2 // x2M2 · · ·
⊕ ⊕
M3 // xM3 · · ·
⊕
M4 · · ·
Figure 3.2: Representation of the refined Fischer decomposition.
The decomposition (3.5) is clearly a refinement of the harmonic Fischer de-
composition. The Howe-dual pair is (Pin(m), osp(1|2)). Indeed, this follows
from Theorem 1 and the fact that, on the one hand, the modules xsMk are
invariant (and irreducible) under the action of Pin(m), and that, on the other
hand, the action of so(m,R) commutes with the operators of osp(1|2).
It follows from the two above theorems that
Theorem 11 (Monogenic Fischer decomposition of harmonics).
Hk ⊗ S = Mk ⊕ xMk−1. (3.6)
This is the version of the Fischer decomposition that is generalised in this
thesis. It can be proved (see e.g. [30]) that for f ∈ Pk−1(Rm,S), we have
xf ∈ Hk ⊗ S ⇔ f ∈Mk−1. (3.7)
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It follows from (3.4) that
P(Rm,S) =
∞⊕
k=0
∞⊕
s=0
x2sMk ⊕
∞⊕
k=0
∞⊕
s=0
x2s+1Mk (3.8)
and this decomposition corresponds to the Howe-dual pair (Spin(m), osp(1|2)).
3.2.4 CK-extension
One way of constructing monogenic functions is by extending real-analytic func-
tions in some open connected domain Ω∗ in Rm−1. The problem is the following:
“Given a real-analytic function f∗ in Ω∗ ⊂ Rm−1, does there exist a monogenic
function f in an open neighbourhood Ω of Ω∗ in Rm such that f |Ω∗ = f∗?”
Consider Rm−1 as the hyperplane xm = 0 in Rm. The variable we use
in Rm−1 is x∗ = (x1, . . . , xm−1) and the Dirac operator in Rm−1 is given by
∂x∗ =
∑m−1
i=1 ei∂xi . Let Ω be an open connected and xm-normal neighbourhood
of Ω∗, which means that for each x ∈ Ω, the line segment {x+ tem | t ∈ R} ∩ Ω
is connected and contains exactly one point in Ω∗. The existence of Ω can be
proved (see e.g. [4]). The function f has to satisfy the conditions ∂xf = 0 in Ω
and f(x∗, xm)|xm=0 = f(x∗, 0) = f∗(x∗). We have that
∂xf = 0⇔ ∂xmf = −em∂x∗f
whence
f(x∗, xm) = (e−xmem∂x∗ )f∗(x∗).
The existence of the monogenic function f in Ω is thus garantueed; it is called
the Cauchy-Kowalewskaia (CK) extension of f∗. It is unique by construction.
In particular, the CK-extension allows for calculating the dimension of the
vector spaceMk, which we have already found by means of the Weyl dimension
formula in (2.39). If p∗k ∈ Pk(Rm−1,S), then the CK-extension pk in Rm of p∗k
is given by
pk(x) =
k∑
j=0
(−xm)j
j!
(em∂x∗)jp∗k(x
∗)
and, by definition, pk ∈Mk. Conversely, if pk is inMk, its restriction qk(x∗) :=
pk(x∗, 0) to Rm−1 is a homogeneous polynomial of degree k and the CK-extension
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of qk is precisely pk. The CK-extension thus establishes an isomorphism between
Pk(Rm−1,S) and Mk. Hence
dimMk = dimPk(Rm−1) dimS = 2n
(
k +m− 2
k
)
(3.9)
which equals (2.39).
3.2.5 Fundamental solution
The fundamental solution of the Dirac operator is given by the Cauchy kernel
E(x), defined as
E(x) = − 1
Am
x
|x|m
where Am denotes the surface area of the unit sphere in Rm, i.e.
Am =
2pi
m
2
Γ(m2 )
.
The Cauchy kernel satisfies in distributional sense,
∂xE(x) = δ(x).
The distribution δ in Rm acts as follows on the vector space D(Rm,Cm) of test
functions in C∞(Rm,Cm) with compact support:
〈δ(x), ϕ(x)〉 = ϕ(0)
for all ϕ in D(Rm,Cm). This Cauchy kernel was essential in the development
of Euclidean Clifford analysis (see e.g. [4]).
3.2.6 Basic integral formulae
We introduce the volume element dx = dx1∧ . . .∧dxm and the oriented surface
element dσx =
∑m
j=1(−1)j−1ejdx̂j with dx̂j = dx1 ∧ . . .∧ dxj−1 ∧ dxj+1 ∧ . . .∧
dxm. For the proofs of the next theorems, we refer to [4].
Theorem 12 (Stokes). Let Ω′ ⊂ Rm and Ω ⊂ Ω′ and let f, g ∈ C1(Ω′,Cm).
One has ∫
Ω
[
(f∂x)g + f(∂xg)
]
dx =
∫
∂Ω
f(x)dσxg(x).
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Theorem 13 (Cauchy-Pompeiu). Let Ω′ ⊂ Rm and Ω ⊂ Ω′ and let f ∈
C1(Ω′,Cm). Then,
−
∫
Ω
E(x− y)∂xf(x)dx+
∫
∂Ω
E(x− y)dσxf(x) =
{
f(y) ∀y ∈ Ω
0 ∀y ∈ Ω′ \ Ω
Theorem 14 (Cauchy integral formula). Let Ω′ ⊂ Rm and Ω ⊂ Ω′ and let
f ∈ C1(Ω′,Cm). If ∂xf = 0 in Ω′, then∫
∂Ω
E(x− y)dσxf(x) =
{
f(y) ∀y ∈ Ω
0 ∀y ∈ Ω′ \ Ω
3.3 Higher spin Dirac operators
As mentioned in the beginning of this chapter, the standard Dirac operator
is a special case of a sequence of the following elliptic conformally invariant
first-order differential operators:
Theorem 15 (Adapted from [15, 38]). For every Spin(m)-irreducible represen-
tation Vλ with highest weight λ = (λ1 + 12 , . . . , λn−1 +
1
2
, 1
2
), there exists a unique
(up to a to a multiplicative constant) elliptic conformally invariant first-order
differential operator, on between functions taking values in Vλ.
In case λ1 = . . . = λn−1 = 0, the irreducible representation of Spin(m) is
the spinor space Vλ = S. Here is an overview of the higher spin Dirac operators
that we will discuss in the next chapters:
• In case λ1 = k and λ2 = . . . = λn−1 = 0, we know that Vλ =Mk and the
corresponding higher spin Dirac operator (also known as Rarita-Schwinger
operator) is denoted by Rk. See chapter 4 for more information.
• In chapter 5 we study the higher spin Dirac operator Qλk , which acts
on functions with values in Vλ = Sλk , i.e. λ1 = . . . = λk = 1 and
λk+1 = . . . = λn−1 = 0 for k < n− 1.
• Next in line behind the Rarita-Schwinger operator is the higher spin Dirac
operator denoted by Qk,l, which is constructed in chapter 6 and plays
the leading role in this thesis. In this case, we have Vλ = Sk,l, which
corresponds by putting λ1 = k, λ2 = l (k ≥ l) and λ3 = . . . = λn−1 = 0
in Theorem 15.
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3.3.1 Conformal invariance
The Dirac operator ∂x and higher spin Dirac operators are not just Spin(m)-
invariant, they are also conformally invariant. The conformal invariance of these
operators in Theorem 15 follows from a theorem in [38], which we have adapted
to the present notations and operators.
Let n = bm2 c. Denote by µi the n-tuple (0, . . . , 0, 1, 0, . . . , 0) where 1 occurs
in the ith entry (1 ≤ i ≤ n). Let Λ be the set of highest weights in the
fundamental Weyl chamber; Λ is given by (2.30) or (2.32) in case m = 2n or m =
2n + 1, respectively. Furthermore, Wρ denotes a (not necessarily irreducible)
Spin(m)-module with highest weight ρ.
Theorem 16 ([38]). If Rm ⊗Wρ =
∑
λ Vλ is a decomposition into irreducible
Spin(m)-modules, then each of these irreducible representations occurs with mul-
tiplicity one; the set Λ of highest weights λ is formed as follows:
• if m = 2n then λ ∈ Λ⇔ λ = ρ± µi (1 ≤ i ≤ n)
• if m = 2n+ 1 and λn ≥ 12 , then we have
λ ∈ Λ⇔ either λ = ρ or λ = ρ± µi (1 ≤ i ≤ n)
• if m = 2n+ 1 and λn = 0, then we have
λ ∈ Λ⇔ either λ = ρ+ µn or λ = ρ± µi (1 ≤ i < n).
This theorem implies that the decomposition Rm ⊗Wρ =
∑
λ Vλ is unique.
We apply Theorem 16 on three cases (recall that we work in the odd-
dimensional case m = 2n+ 1):
• if Wρ = S, then
Λ = {(3
2
, . . . , 1
2
), (1
2
, . . . , 1
2
)}
• if Wρ =Mk, then
Λ ={(k + 1
2
, 1
2
, . . . , 1
2
), (k + 3
2
, 1
2
, . . . , 1
2
),
(k − 1
2
, . . . , 1
2
), (k + 1
2
, 3
2
, 1
2
, . . . , 1
2
)}
• if Wρ = Sk,l, then
Λ ={(k + 1
2
, l + 1
2
, 1
2
, . . . , 1
2
), (k + 3
2
, l + 1
2
, 1
2
, . . . , 1
2
),
(k − 1
2
, l + 1
2
, 1
2
, . . . , 1
2
), (k + 1
2
, l + 3
2
, 1
2
, . . . , 1
2
),
(k + 1
2
, l − 1
2
, 1
2
, . . . , 1
2
), (k + 1
2
, l + 1
2
, 3
2
, . . . , 1
2
)}
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(on the condition that these weights are dominant.) In particular, this means
that S occurs with multiplicity 1 in Rm ⊗ S, and similarly for Mk and Sk,l in
the decomposition of Rm ⊗Mk and Rm ⊗ Sk,l, respectively.
To formulate the next theorem, which is adapted from the main theorem
in [38], let δ denote half the sum of the positive roots of SO(m), i.e. δ =
(n − 12 , n − 32 , . . . , 32 , 12 ) and − 12 || · ||2 = 〈·, ·〉 from (2.22). We also introduce
the projection operator pλ : Rm ⊗Wρ → Vλ and the covariant derivative ∇ :
C∞(Rm,Wρ)→ C∞(Rm,Rm ⊗Wρ). Consider the same notations as before.
Theorem 17 (Adapted from [38]). If the conformal weight w of the vector
bundle associated to ρ equals
w =
1
2
(
m− 1 + ||δ + ρ||2 − ||δ + λ||2) (3.10)
then the operator
Dλ = pλ∇ : C∞(Rm,Wρ)→ C∞(Rm,Vλ)
is conformally invariant.
Let Wρ be a Spin(m)-irreducible vector space, and let ρ = λ, i.e. Wρ = Vλ.
If the conformal weight of the vector bundle associated to the weight λ equals
w = m−12 , Theorem 17 states that the first-order differential operator
Qλ : C∞(Rm,Vλ)→ C∞(Rm,Vλ)
is conformally invariant. It can be proved (see [38, 67]) that the condition
w = m−12 is fulfilled if λ equals one of the highest weights corresponding to
an irreducible Spin(m)-module that we consider in this thesis: λ = (1
2
, . . . , 1
2
),
λ = (k + 1
2
, . . . , 1
2
), λ = (k + 1
2
, l + 1
2
, . . . , 1
2
), which are precisely the highest
weights of S, Mk and Sk,l, respectively.
Finally, we formulate a theorem in [65], which requires the following infor-
mation. In order to describe the action of the conformal group SO(m+ 1, 1) in
Clifford analysis, one considers the group Spin(m + 1, 1), which is the double
cover of the conformal group. Acting on Rm, the group Spin(m + 1, 1) can be
described by means of the Vahlen group V (m) (see e.g. [2, 22, 23, 55, 57]) of
2× 2 matrices with Cm-entries, i.e.
A =
(
a b
c d
)
∈ V (m) ⇔

a, b, c, d ∈ Γ(m) ∪ {0}
ab˜, cd˜, d˜b, c˜a ∈ Rm
ad˜− bc˜ = ±1
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with Γ(m) the Clifford group (2.1). It is a fact that all conformal transformations
can be expressed in the form φ(x) = (ax + b)(cx + d)−1 where x ∈ Rm and
A ∈ V (m).
Now, let Ω ⊂ Rm and consider the representation L of Pin(m) acting on
the values Vλ, see (2.16). The action of the conformal group on a function
f ∈ C∞(Ω,Vλ) is given by
(g · f)(x) = |cx+ d|−2wL
(
(cx+ d)∼
|cx+ d|
)
f((ax+ b)(cx+ d)−1) (3.11)
where g−1 =
(
a b
c d
)
∈ V (m); the conformal weight w is equal to m−12 , as
mentioned above. It can be proved (see [65]) that also g · f ∈ C∞(Rm,Vλ).
The following result, translated to our case of operators, then holds:
Theorem 18 ([65]). If f ∈ C∞(Rm,Vλ) is a null solution of the conformally
invariant differential operator Qλ, then so is the transformed function g · f ,
given in (3.11), with g an element of the conformal group.
This theorem will be essential in the construction of the fundamental solu-
tions for our higher spin Dirac operator Qk,l in chapter 7. We also use this
result in chapter 10, when we define embedding factors for null solutions in the
kernel space of the operator Qk,l.
3.3.2 Surjectivity
Based on a result from [15], it follows from Theorem 15 that the higher spin
Dirac operator Qλ : C∞(Rm,Vλ)→ C∞(Rm,Vλ) is elliptic. A classical theorem
of the theory of differential equations states that any linear elliptic differential
operator D is surjective in smooth category (see e.g. [69]). In other words, the
equation
Df = g
has a solution for any C∞ right-hand side. By means of this result, it was proved
in [56] that
Proposition 9. For any higher spin Dirac operator Qλ, the equation
Qλf = g
has a polynomial solution for every polynomial right-hand side.
This means that the higher spin Dirac operators, acting on polynomials in
C∞(Rm,Vλ), are surjective.
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3.3.3 Twisted Dirac operator
To end this chapter, we introduce the concept of the twisted Dirac operator,
acting on polynomials with values in Vµ ⊗ S, where Vµ is a representation of
Spin(m) with highest weight µ. Let {vi} be a basis of this vector space. The
twisted Dirac operator is the operator DT acting on the space of polynomials
P(Rm,Vµ ⊗ S) with values in Vµ ⊗ S. This action is defined by the formula
DT :
∑
i
vi ⊗ si(x)→
∑
i
vi ⊗ ∂xsi(x)
where si(x) are S-valued polynomials. Similarly to the Dirac operator, the
twisted Dirac operator is a Spin(m)-invariant first-order differential operator
with constant coefficients. For more information, we refer to [61].
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Chapter 4
Rarita-Schwinger operators
The Rarita-Schwinger operator is a typical example of a higher spin Dirac op-
erator. In [18, 19] this operator is studied from the point of view of Clifford
analysis and representation theory.
The study of higher spin Dirac operators, which originates from geometry
and physics, is important. As mentioned previously, it follows from results
by e.g. [65, 38, 15] (see also Theorem 15 in section 3.3) that there exists a
sequence of similar elliptic conformally invariant first-order differential operators
acting on functions with values in more complicated spinor-representations. The
simplest operator of this sequence, apart from the standard Dirac operator, acts
on functions with values in a Spin(m)-module with highest weight ( 32 ,
1
2 , . . . ,
1
2 )
and is denoted by R1. The focus of this chapter lies on the higher spin Dirac
operator Rk (k ∈ N), which acts on functions with values in a representation
of Spin(m) with highest weight (k + 12 ,
1
2 , . . . ,
1
2 ). This type of operators is
called Rarita-Schwinger operators, inspired by a result in theoretical physics,
where the Rarita-Schwinger equation is the relativistic field equation of spin-
3
2 fermions. Another example of an elliptic conformally invariant first-order
differential operator is given in the next chapter. In chapter 6, the notion of
Rk is generalised to that of an operator Qk,l that acts on Spin(m)-modules of
highest weight (k + 12 , l +
1
2 , . . . ,
1
2 ) with k ≥ l.
As mentioned in section 2.3.5, the vector spaceMk of spherical monogenics
of degree k is a realisation of a Spin(m)-representation with highest weight
(k + 12 ,
1
2 , . . . ,
1
2 ). Hence, in Clifford analysis, the Rarita-Schwinger operator is
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defined as the elliptic conformally invariant first-order differential operator
Rk : C∞(Rm,Mk)→ C∞(Rm,Mk).
From the perspective of Clifford analysis, the operator Rk is interesting for
several reasons. First, Rk acts on C∞(Rm,Mk) and the space Mk plays a
fundamental role in Clifford analysis. In particular, this vector space occurs in
the refined Fischer decomposition (see Theorem 11) with respect to the vector
variable u:
Hk ⊗ S =Mk ⊕ uMk−1
or, equivalently,
Hk ⊗ S 3 Hk = Pk + uPk−1
with every Pj monogenic in u. Second, the Rarita-Schwinger operator Rk is a
so-called monogenic operator (see [63, 64]); there exists a similar decomposition,
which translates to
∂x = Rk + uT kk−1
where T kk−1 is the so-called dual twistor operator, which is the conformally
invariant first-order differential operator
T kk−1 : C∞(Rm,Mk)→ C∞(Rm,Mk−1).
For more information about monogenic operators, which transform polynomials
of type usPk to polynomials of type us
′
Pk′ , we refer to [63, 64].
In [18], the operator Rk is discussed mainly from a Clifford analysis point
of view. One can also use abstract represention spaces only and study a func-
tion theory by means of geometrical and representation theoretical tools, which
includes a general definition of equations on any Riemannian manifold with a
given spin structure. We will not follow this approach, for which we refer the
interested reader to [19].
In the next sections, an overview of several results of [18], which have been
rearranged and adapted to the notations used this thesis, is given. Explicitly,
we discuss the construction of Rk, the description of its null solutions and the
geometry of KerhRk. In [18] some function theoretical results with respect
to the operator Rk are obtained, such as the fundamental solution and basic
integral formulae, but we have chosen to discuss these topics in more generality
in chapter 7.
Although the case of the operator Qk,l presents complications that were
not yet discovered in the Rarita-Schwinger case, the importance of this chapter
cannot be underestimated because the constructions, lemmas and propositions
have been an inspiration for the results in the next chapters.
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4.1 Construction of Rk
The ‘monogenic decomposition’ of the Dirac operator, given by ∂x = D1 +D2,
suggests an expression for the operators D1 and D2 in terms of ∂x and the
Gamma operator Γu. Even though this provides a definition for Rk and T kk−1
(with D1 = Rk and D2 = uT kk−1), we will find the explicit form for the latter
operators using a different approach, which will be easier to generalise. To that
end, we need the monogenic Fischer decomposition of harmonics once again:
Hk ⊗ S =Mk ⊕ uMk−1. (4.1)
This decomposition gives rise to the operators in Figure 4.1 and Lemma 9.
C∞(Rm,Hk ⊗ S)
∂x
++C∞(Rm,Hk ⊗ S)
= =
C∞(Rm,Mk) Rk //
uT kk−1
++WWWW
WWWWW
WWWWW
WWW
C∞(Rm,Mk)
⊕ ⊕
C∞(Rm, uMk−1) C∞(Rm, uMk−1)
Figure 4.1: Introducing: operators Rk, T kk−1.
First, we prove that
Lemma 8. The projection operators
pi1 : Hk ⊗ S→Mk and pi2 : Hk ⊗ S→Mk−1
are given by
pi1 :=
(
1 +
u∂u
m+ 2k − 2
)
and pi2 := − 1
m+ 2k − 2∂u,
respectively.
Proof. If Hk ∈ Hk ⊗ S, Pk ∈Mk and Pk−1 ∈Mk−1, it follows from (4.1) that
Hk = Pk + uPk−1.
An explicit expression for Pk and Pk−1 is found as follows. Since
∂uHk = −(m+ 2Eu)Pk−1,
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we have
Pk−1 = − 1
m+ 2k − 2∂uHk =: pi2Hk.
This leads to an expression for Pk:
Pk = Hk − uPk−1
= Hk +
u∂u
m+ 2k − 2Hk
=
(
1 +
u∂u
m+ 2k − 2
)
Hk =: pi1Hk
which concludes the proof. 
Lemma 9. Let f(x;u) be a polynomial in C∞(Rm,Mk).
(i) The Rarita-Schwinger operator is the unique (up to a multiplicative constant)
elliptic conformally invariant first-order differential operator
Rk : C∞(Rm,Mk)→ C∞(Rm,Mk)
defined as
Rkf(x;u) := pi1∂xf(x;u) =
(
1 +
u∂u
m+ 2k − 2
)
∂xf(x;u). (4.2)
(ii) The dual twistor operator is the unique (up to a multiplicative constant)
conformally invariant first-order differential operator
T kk−1 : C∞(Rm,Mk)→ C∞(Rm,Mk−1)
defined as
T kk−1f(x;u) := pi2∂xf(x;u)
= − 1
m+ 2k − 2∂u∂xf(x;u) =
2
m+ 2k − 2 〈∂u, ∂x〉f(x;u). (4.3)
Proof. It follows from the previous lemma that
pi1 : C∞(Rm,Hk ⊗ S)→ C∞(Rm,Mk)
pi2 : C∞(Rm,Hk ⊗ S)→ C∞(Rm,Mk−1).
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Let f(x;u) be a polynomial in C∞(Rm,Mk). It is not difficult to see that
∂xf(x;u) ∈ C∞(Rm,Hk ⊗ S), whence
Rkf(x;u) := pi1∂xf(x;u) ∈ C∞(Rm,Mk)
and
T kk−1f(x;u) := pi2∂xf(x;u) ∈ C∞(Rm,Mk−1).
The explicit expressions of these operators follow from Lemma 8. 
Remark 16. The dual twistor operator T kk−1 equals 〈∂u, ∂x〉, up to a multi-
plicative constant. We will usually refer to 〈∂u, ∂x〉 instead of T kk−1 as the dual
twistor operator.
In Figure 4.2 the twistor operator T k−1k is introduced.
C∞(Rm,Hk ⊗ S)
∂x
++C∞(Rm,Hk ⊗ S)
= =
C∞(Rm,Mk) C∞(Rm,Mk)
⊕ ⊕
C∞(Rm, uMk−1)
T k−1k u−1
33ggggggggggggggggg C∞(Rm, uMk−1)
Figure 4.2: Introducing: operator T k−1k .
This is the unique (up to a multiplicative constant) conformally invariant first-
order differential operator, defined as
T k−1k : C∞(Rm,Mk−1)→ C∞(Rm,Mk)
f(x;u) 7→ T k−1k f(x;u) := pi1∂xuf(x;u). (4.4)
4.2 Description of KerhRk
In this section we study h-homogeneous polynomial null solutions of Rk, i.e.
polynomials f(x;u) that satisfy Rkf(x;u) = pi1∂xf(x;u) = 0. This vector space
of null solutions is denoted by KerhRk. There are two ways for f(x;u) to satisfy
this condition: either ∂xf(x;u) = 0, or ∂xf(x;u) 6= 0 and pi1∂xf(x;u) = 0. The
first type is called ‘solutions of type A’ and the second type, ‘solutions of type
B’. In what follows, we put h ≥ k.
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4.2.1 Solutions of type A or the double monogenics
The solutions of type A are polynomials f(x;u) ∈ C∞(Rm,Mk) that are homo-
geneous of degree h in x and that satisfy ∂xf(x;u) = 0 and ∂uf(x;u) = 0. This
means that
f ∈Mh,k
and recall from (6.6) that Mh,k decomposes in k + 1 Spin(m)-irreducible sum-
mands:
Mh,k =
k⊕
j=0
〈u, ∂x〉jSh+j,k−j .
4.2.2 Solutions of type B or the induction principle
This time, let f(x;u) be a polynomial in C∞(Rm,Mk), homogeneous of degree
h in x with ∂xf(x;u) 6= 0. If f ∈ KerhRk, then the following equivalence holds:(
1 +
u∂u
m+ 2k − 2
)
∂xf = 0 ⇔ ∂xf = 2
m+ 2k − 2u〈∂u, ∂x〉f. (4.5)
The next lemma states an important result.
Lemma 10. For all integers h ≥ k > 0, one has
〈∂u, ∂x〉 : KerhRk → Kerh−1Rk−1,
i.e. the dual twistor operator maps solutions to solutions.
Proof. We act with 〈∂u, ∂x〉 on (4.5):
∂x〈∂u, ∂x〉f = 〈∂u, ∂x〉∂xf
=
2
m+ 2k − 2 [〈∂u, ∂x〉, u]〈∂u, ∂x〉f +
2
m+ 2k − 2u〈∂u, ∂x〉
2f
=
2
m+ 2k − 2∂x〈∂u, ∂x〉f +
2
m+ 2k − 2u〈∂u, ∂x〉
2f
which can be written as
∂x〈∂u, ∂x〉f = 2
m+ 2k − 4u〈∂u, ∂x〉
2f.
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This is equivalent with
Rk−1〈∂u, ∂x〉f =
(
1 +
u∂u
m+ 2k − 4
)
∂x〈∂u, ∂x〉f = 0
which concludes the proof. 
Using this lemma, the result in (4.5) implies that
f ∈ KerhRk ⇒ ∂xf = ug
with g ∈ Kerh−1Rk−1. The following question arises: do we also have that{
∂xf = ug
∂uf = 0
⇒ f ∈ KerhRk
for a certain g ∈ Kerh−1Rk−1? The first equation always has a solution if we
take g = T kk−1f . It is not straightforward to find a solution f(x;u) of this
inhomogeneous equation which is monogenic in u. In [24] one studies a more
general system of equations of polynomials which are homogeneous in the vector
variables x, u: {
∂xf = h1
∂uf = h2
(4.6)
Systems of this type with f , h1 and h2 in more general function spaces have
been studied in e.g. [24, 59]. An alternative method, based on a result in [25],
is also discussed in [18]. If f is a solution of (4.6), it is not difficult to see that
h1 and h2 have to satisfy the following compatibility conditions:
∆u∂xf = ∆uh1
−∂x∆uf = ∂x∂uh2
−∂u∆xf = ∂u∂xh1
∆x∂uf = ∆xh2
which is equivalent to {
∆uh1 + ∂x∂uh2 = 0
∂u∂xh1 + ∆xh2 = 0
In case h1 = ug and h2 = 0, these conditions reduce to{
∆u(ug) = 0
∂u∂x(ug) = 0
(4.7)
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The first condition is equivalent with the monogeneity of g in the variable u. It
is a necessary condition, since
∆u(ug) = 0 ⇔ (2− u∂u)∂ug = 0.
It is also sufficient, which can be proved as follows. Using the monogenic Fischer
decomposition, we write g as
g = gk−1 + ugk−2 + u2gk−3 + · · ·+ uk−1g0
with Eugk−i = (k− i)gk−i and ∂ugk−i = 0 for all 1 ≤ i ≤ k. As ug is harmonic,
we have from the monogenic Fischer decomposition of harmonics that
ug = f1 + uf2
with ∂uf1 = ∂uf2 = 0. Hence, it immediately follows that
gk−2 = . . . = g0 = 0
which implies that ∂ug = 0. Using the fact that g ∈Mk−1, the second condition
of (4.7) leads to
∂u∂x(ug) = 0
⇔ −2[〈∂u, ∂x〉, u]g − 2u〈∂u, ∂x〉g − ∂x{∂u, u}g = 0
⇔ −2∂xg + (m+ 2Eu)∂xg − 2u〈∂u, ∂x〉g = 0
⇔ (m+ 2Eu − 2)∂xg − 2u〈∂u, ∂x〉g = 0
⇔ (m+ 2Eu − 2)
(
1 + (m+ 2Eu − 2)−1u∂u
)
∂xg = 0
⇔ Rk−1g = 0.
Type B solutions for Rk are thus equivalent with elements of Kerh−1Rk−1; their
structure may be described through an inductive procedure.
Remark 17. The compatibility conditions (4.7) signify that the kernel space for
the operator Rk−1 can be embedded into the kernel space for Rk. The embedding
goes by means of operators that will be defined in the next section.
The previous results are combined into the following theorem.
Theorem 19 (The induction principle [18]). For all integers h ≥ k, one has
KerhRk =Mh,k ⊕ ∂−1x (uKerh−1Rk−1)
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where ∂−1x associates to each g ∈ Kerh−1Rk−1 the unique solution of the system{
∂xf = ug
∂uf = 0
which is orthogonal to Mh,k with respect to the Fischer inner product.
Remark 18. The null solutions of Rk are polymonogenic in x: if f ∈ KerhRk,
then f satisfies one of the conditions: ∂xf = 0, ∂3xf = 0, . . . , ∂
2k+1
x f = 0.
4.3 Decomposition of KerhRk
4.3.1 Geometry of solutions
In this section, we investigate how the space KerhRk can be decomposed by
recursion into Spin(m)-irreducible summands. For example, consider the case
k = 1. Theorem 19 leads to
KerhR1 =Mh,1 ⊕ ∂−1x (uKerh−1∂x)
= Sh,1 ⊕ 〈u, ∂x〉Mh+1 ⊕ ∂−1x (uMh−1)
= Sh,1 ⊕ 〈u, ∂x〉Mh+1 ⊕ µMh−1
∼= (h+ 12 ,
3
2
, 1
2
, . . . , 1
2
)⊕ (h+ 3
2
, 1
2
, . . . , 1
2
)⊕ (h− 1
2
, 1
2
, . . . , 1
2
). (4.8)
The three summands in (4.8) are visualised as a triangle in Figure 4.3.
(h, 1)′
(h+ 1)′ (h− 1)′
Mh,1
Figure 4.3: The decomposition of KerhR1.
It it shown in [18] that the map
µ :Mh−1 → KerhR1
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defined as
µMh−1 ∼=
(
m〈x, u〉+ ux+ |x|2〈u, ∂x〉
)Mh−1,
gives an explicit realisation of the representation (h− 12 , 12 , . . . , 12 ) inside KerhR1.
Applying Theorem 19 with k = 2 leads to the decomposition
KerhR2 =Mh,2 ⊕ ∂−1x (uKerh−1R1)
∼= (h, 2)′ ⊕ (h+ 1, 1)′ ⊕ (h+ 2)′ ⊕ (h− 1, 1)′ ⊕ (h)′ ⊕ (h− 2). (4.9)
These summands are visualised in Figure 4.4.
(h, 2)′
(h+ 2, 1)′ (h− 1, 1)′
(h+ 2)′ (h)′ (h− 2)′
Mh,2
Mh−1,1
Figure 4.4: The decomposition of KerhR2.
However, finding an explicit expression for
∂−1x (uKerh−1Rk−1)
with k > 1, or, equivalently, solving
∂xf = ug
with g ∈ Kerh−1Rk−1, is much more complicated, due to the fact that the space
Kerh−1Rk−1 consists of k(k+1)2 irreducible pieces. This number can easily be
found through induction on k as follows. We showed that KerhR1 consists of 3
irreducible summands. By means of Theorem 19 it is not difficult to see that
KerhRk decomposes into k + 1 + k(k+1)2 = (k+1)(k+2)2 irreducible pieces. These
summands, denoted by their highest weight, are represented in the form of a
triangle in Figure 4.5.
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(h+ k)′ , (h+ k − 2)′ , (h+ k − 2)′ , · · · , (h+ k − 2)′ , (h− k + 2)′ , (h− k)′
(h+ k − 1, 1)′ , (h+ k − 3, 1)′ , · · · , (h− k + 3, 1)′ , (h− k + 1, 1)′
. . .
...
...
(h+ 2, k − 2)′ , (h, k − 2)′ , (h− 2, k − 2)′
(h+ 1, k − 1)′ , (h− 1, k − 1)′
(h, k)′
Figure 4.5: The decomposition of KerhRk, also known as the “Christmas tree”.
We write the decomposition in Figure 4.5 as follows. In (4.9) it is shown
that
KerhR2 ∼=Mh,2 ⊕Mh−1,1 ⊕Mh−2
and the summands of the right-hand side constitute the ‘diagonal lines’ in the
triangle in Figure 4.4. Similarly, we can write Theorem 19 as
KerhRk ∼=Mh,k ⊕Mh−1,k−1 ⊕ · · · ⊕Mh−k+1,1 ⊕Mh−k.
whereMh,k is the left edge of the triangle in Figure 4.5, andMh−k is the vertex
on the right. We end this section with a visualisation of Theorem 19.
double monogenics Mh,k
Kerh−1Rk−1
simplicial monogenics Sh,k
Figure 4.6: Geometry of KerhRk (Theorem 19).
4.3.2 Embedding factors of solutions
In this section, we solve the following problem:
∂xf = ug ⇒ f = ?
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with g ∈ Kerh−1Rk−1. To this end, we introduce an operator that is essential
to construct embedding factors: the inversion operator IR.
Definition 4. Let f(x;u) ∈ C∞(Rm,Hk ⊗ S). Denote by IR be the inversion
operator corresponding to the operator Rk, defined as
IRf(x;u) =
x
|x|m f
(
x
|x|2 ;
xux
|x|2
)
.
Some properties are given in the next lemma.
Lemma 11. One has
(i) IR is Spin(m)-invariant
(ii) [IR, pi1] = 0
(iii) (IR)2 = −1.
Proof. We refer to Lemma 32, where we prove a more general result. 
Because the higher spin operator Rk is conformally invariant, it follows from
Theorem 18 that this inversion operator preserves solutions:
IR : KerhRk → Ker1−m−hRk.
The Laplace operator ∆x also preserves solutions:
∆x : KerhRk → Kerh−2Rk.
Combining these two results, we have
IR∆xIR : KerhRk → Kerh+2Rk.
Lemma 12. The operator
IR∆xIR∆x : KerhRk → KerhRk
acts by scalar multiplication on each irreducible Spin(m)-module in KerhRk.
Proof. This follows from Schur’s lemma, see [60] or Lemma 2. 
This means that we can invert ∂xf = ug by the identity
f = ahkIR∆xIR∂xug
for a suitable normalisation ahk.
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Remark 19. In chapter 10, we formulate an alternative embedding factor for
irreducible summands in KerhRk.
If we denote the operator IR∆xIR∂xu by Λu, Theorem 19 implies that
Theorem 20. One has
KerhRk =
k⊕
i=0
(Λu)iMh−i,k−i =
k⊕
i=0
k−i⊕
j=0
(Λu)i〈u, ∂x〉jSh−i+j,k−i−j .
4.3.3 Useful results
Another useful operator is IR∂xIR; an explicit expression is given in the next
proposition.
Proposition 10. The operator IR∂xIR is an endomorphism on the vector space
C∞(Rm,Hk ⊗ S) and satisfies
IR∂xIR = |x|2∂x + 2〈x, u〉∂u − 2u〈x, ∂u〉.
Proof. We refer to Proposition 26, where we prove a more general result. 
We end this section with a nice lemma.
Lemma 13. For f ∈ C∞(Rm,Mk), one has
pi1IR∂xIRf = |x|2Rkf.
Proof. It follows from Proposition 10 that
pi1IR∂xIRf = pi1
(|x|2∂x + 2〈x, u〉∂u − 2u〈x, ∂u〉) f.
Since ∂uf = 0 and
pi1(u〈x, ∂u〉)f =
(
m+ 2Eu + u∂u
)
(u〈x, ∂u〉)f = 0,
we have
pi1IR∂xIRf = |x|2pi1∂xf = |x|2Rkf.

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Chapter 5
The operator Q1,1
In this chapter we focus on a special case of higher spin Dirac operators acting on
functions with values in the space of spinor-valued differential forms, which are
studied in a more general setting in [16, 17]. Working in Euclidean space, these
higher spin Dirac operators can be thought of as elliptic conformally invariant
first-order differential operators Qλk :
Qλk : C∞(Rm,Vλk)→ C∞(Rm,Vλk)
with Vλk an irreducible Spin(m)-module with highest weight
λk = (
3
2
, . . . ,
3
2︸ ︷︷ ︸
k
,
1
2
, . . . ,
1
2
).
As mentioned in section 2.3.7, the vector space of simplicial monogenics, denoted
by Sλk , forms a model for such an irreducible representation in Clifford analysis.
Hence, we write
Qλk : C∞(Rm,Sλk)→ C∞(Rm,Sλk)
f(x;u1, . . . , uk) 7→ Qλkf(x;u1, . . . , uk).
The aim of this chapter is to investigate the null solutions of the following
elliptic conformally invariant first-order differential operator:
Q1,1 : C∞(Rm,S1,1)→ C∞(Rm,S1,1)
f(x;u, v) 7→ Q1,1f(x;u, v)
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which is a special case of the operator Qλk for k = 2. The decomposition of the
kernel space of Q1,1 is essential in the construction of KerhQk,l (for all integers
k ≥ l ≥ 0), which will be the topic of chapter 8.
Before moving on to the case k = 2, we construct the higher spin operator
Qλk for a general k ≤ n. This construction requires more information about the
decomposition of the space of spinor-valued forms, which is discussed in section
5.1. The outline of the construction of Qλk is given in section 5.2. Furthermore,
the h-homogeneous polynomial null solutions of Qλk do not form an irreducible
representation for the Spin group, similarly to the case of the Rarita-Schwinger
operators Rk. Using the notation (2.43), we have the following result from [16]:
Proposition 11. Let k be an integer satisfying 1 < k ≤ n. Then
KerhQλk ∼= Sλh,k ⊕ Sλh+1,k−1 ⊕ Sλh−1,k−1 ⊕ Sλh,k−2 .
In section 5.3, we prove this proposition for the case k = 2 using Clifford analysis.
We start with some remarks about notations. Recall that the Dirac operator
with respect to the Clifford vectors ui is denoted by ∂i instead of ∂ui (with
1 ≤ i ≤ k). Furthermore, we adopt another short notation for the highest
weight of an irreducible representation of Spin(m), in addition to λk and λh,k
introduced in (2.42) and (2.43), respectively. Consider the highest weight
µk := (1, . . . , 1︸ ︷︷ ︸
k
, 0, . . . , 0),
with respect to the standard representation of Spin(m). Note that µ0 is the
highest weight of C. The vector space of simplicial harmonics that corresponds
to the highest weight µk, is denoted by Hµk . In particular, we have Hµ2 = H1,1,
Sλ2 = S1,1 and Sλh,2 = Sh,1,1.
5.1 Decomposition of spinor-valued forms
Discussing the decomposition of spinor-valued forms begins with the following
proposition, which reveals how Hµk ⊗ S decomposes into Spin(m)-irreducible
summands. The proof (by means of Klimyk’s formula) is similar to that of
Proposition 16 in chapter 6 and will be postponed; therefore we present only
the result here.
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Proposition 12. For all integers 0 ≤ k ≤ n one has
Hµk ⊗ S ∼= S⊕ Sλ1 ⊕ · · · ⊕ Sλk .
The next question is how to embed the vector spaces S, Sλ1 , . . . ,Sλk in the
tensor product Hµk⊗S. As mentioned in section 2.3.6, every element in Hµk⊗S
can be written as a spinor-valued polynomial depending on the wedge product
u1 ∧ u2 ∧ . . . ∧ uk only. By means of this result, we show that the embedding
maps arise in a natural way; they are defined in the diagram in Figure 5.1.
S Hµ1 ⊗ S · · · Hµk−1 ⊗ S Hµk ⊗ S
= = = =
S
X1
##
X1 S
Y1
bb · · · Xk−1 · · ·X2X1 S XkXk−1 · · ·X2X1 S
⊕ ⊕ ⊕
Sλ1
H1
33 · · · Xk−1 · · ·X2 Sλ1 XkXk−1 · · ·X2 Sλ1
⊕ ⊕
. . .
...
...
⊕ ⊕
Xk−1 Sλk−2 XkXk−1 Sλk−2
⊕ ⊕
Sλk−1
Hk−1
;;
Xk
**
Xk Sλk−1
Yk
jj
⊕
Sλk
Hk
33
Figure 5.1: Construction of embedding maps.
In order to find an expression for the operators Xk and Yk, consider the first two
columns. The Fischer decomposition (3.6) implies that X1 = u1 and Y1 = ∂1.
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The remaining operators Xk and Yk for k > 1 can be written as
Xk = uk −
k−1∑
j=1
uj〈uk, ∂j〉 : Hµk−1 ⊗ S → Hµk ⊗ S (5.1)
Yk = ∂k : Hµk ⊗ S → Hµk−1 ⊗ S. (5.2)
The action of each of the operators Xk results in adding the variable uk in such
a way that the result is an element of Hµk ⊗ S; the operator Yk removes the
variable uk. Explicitly,
Lemma 14. For every integer k and all ψ ∈ S, one has
Xk
(
Xk−1 · · ·X2X1 ψ
)
= (−1) k(k−1)2 k!u1 ∧ u2 ∧ · · · ∧ uk−1 ∧ uk ψ
Yk
(
XkXk−1 · · ·X2X1 ψ
)
= (−1) k(k+1)2 k! (m− k + 1)u1 ∧ u2 ∧ · · · ∧ uk−1 ψ.
Proof. The proof of the first identity goes as follows. By consecutively applying
(5.1) on ψ ∈ S, we obtain the sum
(−1) k(k−1)2
∑
σ∈Sk
sgn(σ)uσ(1) · · ·uσ(k)
which equals
(−1) k(k−1)2 k!u1 ∧ u2 ∧ · · · ∧ uk−1 ∧ uk,
by definition. The second result is a special case of the next useful identity. 
Lemma 15. For every integer k one has
∂kXkXk−1 · · ·Xk−l+1︸ ︷︷ ︸
l factors
Sλk−l = l(−m+ 2k − l − 1)Xk−1 · · ·Xk−l+1Sλk−l .
Proof. The proof goes by induction on the number of embedding factors, denoted
by l. In case l = 1, we immediately have
∂kXkSλk−1 = (−m+ 2(k − 1))Sλk−1 .
Making use of the results
∂kXk = −m+ 2(k − 1) +
k−1∑
j=1
uj∂j (5.3)
{∂j , Xk} = (m− 2(k − 1)) 〈uk, ∂j〉 (j < k) (5.4)
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where both sides act on Hµk−1 ⊗ S, and
[Xi, 〈ur, ∂j〉] = 0 (j ≤ r < i), (5.5)
we find, for l = 2, that
∂kXkXk−1Sk−2 = 2(−m+ 2k − 3)Xk−1Sk−2.
Assume now that the statement holds for l − 1 factors. We introduce the fol-
lowing short notations:
Blk := l(−m+ 2k − 1− l)
Ck := −m+ 2k
Xj := XjXj−1 . . . Xk−l+1Sλk−l
X̂j := XkXk−1 . . . Xj+1Xj−1 . . . Xk−l+1Sλk−l .
Note that Blk = Ck−1 +B
l−1
k−1. By means of the induction hypothesis, we have
∂kXkXk−1 = {∂k, Xk}Xk−1
=Ck−1Xk−1 +Bl−1k−1uk−1Xk−2 +
k−2∑
j=1
uj{∂j , Xk−1}Xk−2
−
k−2∑
j=1
ujXk−1∂jXk−2Xk−3
= (Ck−1 + Ck−2)Xk−1 − Ck−3Xk−2X̂k−2
+
(
Bl−1k−1 − Ck−2
)
uk−1X̂k−1 −
(
Bl−2k−2 − Ck−3
)
uk−2X̂k−3
−
k−3∑
j=1
ujXk−1∂jXk−2Xk−3,
which can be written as
∂kXk = (Ck−1 + Ck−2)Xk−1 − Ck−3Xk−2X̂k−2
+ · · ·+ (−1)l−1CiXk−l+2X̂k−l+2 − (−1)l−1Ck−lXk−l+1X̂k−l+1
+
(
Bl−1k−1 − Ck−2
)
uk−1X̂k−1 −
(
Bl−2k−2 − Ck−3
)
uk−2X̂k−2
+ · · ·+ (−1)l−1 (B2k−l+2 − Ck−l+1)uk−l+2X̂k−l+2.
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Using Blk = Ck−1 +B
l−1
k−1, this leads to
∂kXk = BlkXk−1 −Bl−2k−2
(
Xk−1X̂k−1 +Xk−2X̂k−2 − uk−1X̂k−1
)
+Bl−3k−3
(
Xk−2X̂k−2 +Xk−3X̂k−3 − uk−2X̂k−2
)
+ · · ·+ (−1)l−1B2k−l+2
(
Xk−l+3X̂k−l+3 +Xk−l+2X̂k−l+2 − uk−l+3X̂k−l+3
)
− (−1)l−1B1k−l+1
(
Xk−l+2X̂k−l+2 +Xk−l+1X̂k−l+1 − uk−l+2X̂k−l+2
)
.
The statement then follows from the observation that one has, for every r ∈
{k − l + 1, . . . , k − 2},
Xr+1X̂r+1 +XrX̂r − ur+1X̂r+1 = 0.
Indeed, the left-hand side equals
ur
(
〈ur+1, ∂r〉X̂r+1 + X̂r
)
+
r−1∑
j=1
uj
(
〈ur+1, ∂j〉X̂r+1 + 〈ur, ∂j〉X̂r
)
= 0,
due to the anti-symmetry in ur and ur+1. This concludes the proof. 
Proposition 12 can now be written as follows.
Corollary 1. For all integers 0 ≤ k ≤ n one has
Hµk ⊗ S =
(
k−1⊕
i=0
XkXk−1 · · ·Xi+1Sλi
)
⊕ Sλk .
Next, define the operator Hk on Hµk ⊗S as the following combination of the
two operators described above:
Hk = XkYk − Yk+1Xk+1 : Hµk ⊗ S → Hµk ⊗ S. (5.6)
Acting on a summand Xk · · ·XiSλi−1 in Hµk ⊗ S, this can be visualised as
Xk−1 · · ·Xi Sλi−1
Xk
$$
XkXk−1 · · ·Xi Sλi−1
Yk
dd
Xk+1
$$
Hk
KK
Xk+1Xk · · ·Xi Sλi−1
Yk+1
dd
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Using (5.1), (5.2) and Lemma 15, it can be shown that Hk acts on Hµk ⊗ S as
Hk = (m− 2k) 1.
Furthermore, we have the following relations for the operators, acting on
Hµk−1 ⊗ S and Hµk ⊗ S, respectively:
HkXk −XkHk−1 = −2Xk, Hk−1Yk − YkHk = 2Yk.
If we ignore the subscripts, the operators {Hk, Yk, Xk} form a representation
of sl(2,C). In order to convert this set, subscripts included, into a proper
sl(2,C)-representation, we introduce new operators. We use the operators Xk
(resp. Yk and Hk) to create a global operator X (resp. Y and H) that acts on
the space H⊗ S, defined by
H⊗ S ∼=
m⊕
k=0
(Hµk ⊗ S).
This decomposition represents the complete triangle that contains all S-valued
forms, which is visualised in Figure 5.2. In the even-dimensional case m = 2n,
there is only one central column.
C Hµ1 Hµn Hµn+1 Hµm−1 Hµm
⊗ ⊗ · · · ⊗ ⊗ · · · ⊗ ⊗
S S S S S S
∼= ∼= ∼= ∼= ∼= ∼=
S S · · · S S · · · S S
⊕ ⊕ ⊕ ⊕
Sλ1 · · · Sλ1 Sλ1 · · · Sλ1
⊕ ⊕
...
...
⊕ ⊕
Sλn Sλn
Figure 5.2: Triangle of spinor-valued forms in the odd-dimensional case.
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The (k+1)th column in Figure 5.2 is the decomposition of Hµk⊗S (0 ≤ k ≤ m).
When acting on a specific column in the triangle, the operators X, Y and H
should automatically adopt the corresponding index. This can be done using
the operator E :=
∑m
i=1 Eui . Acting with the operator E on the (k+1)th column
yields multiplication with k. Furthermore, each row in Figure 5.2 represents a
finite-dimensional representation of sl(2,C). The action of this Lie algebra on
the (i+ 1)th row looks as follows:
Sλi
−m+2i
GG
X //
Xi+1Sλi
−m+2(i+1)
GG
Y
oo
X // · · ·
Y
oo
X //
Xm−i+1 · · ·Xi+1Sλi
m−2i
GG
Y
oo
It follows that any nonzero element from the leftmost vector space Sλi can be
seen as a lowest weight vector for an irreducible sl(2,C)-module of dimension
m−2i+1. The Casimir operator C acts on this representation by multiplication
with (m − 2i)(m − 2i + 2). These considerations give rise to the following
projection operators, which can be also found in [61]:
Proposition 13. The Spin(m)-invariant projection operator from H⊗ S onto
the (k + 1)th column (0 ≤ k ≤ m) is defined as
Π•,k :=
m∏
j=0
j 6=k
E− j
k − j .
There exists a Spin(m)-invariant projection from H⊗ S onto the (i+ 1)th row
(0 ≤ i ≤ n), defined as
Πi,• :=
n∏
j=0
j 6=i
C − (m− 2j)(m− 2j + 2)
4(i+ j −m− 1)(i− j) .
Combining these operators, the operator
Πi,k := Πi,• ◦Π•,k = Π•,k ◦Πi,•,
is the Spin(m)-invariant projection operator from H ⊗ S onto the element on
the (i+ 1)th row and (k + 1)th column.
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Using this proposition, we construct three operators acting on H⊗ S:
pi(X) =
√−1
m∑
l=1
Xl Π•,l−1, pi(Y ) =
√−1
m∑
l=1
Yl Π•,l, pi(H) = −
m∑
l=1
Hl Π•,l.
They form a representation pi of sl(2,C).
An alternative expression for the operator Πi,• in Proposition 13 can be
found by means of the decomposition in Corollary 1. If ψ ∈ Hµk ⊗S, then there
exist simplicial monogenics ψi ∈ Sλi (0 ≤ i ≤ k) such that
ψ = ψk +
k−1∑
i=0
XkXk−1 · · ·Xi+1ψi. (5.7)
Denoting the projection operators on Sλi (0 ≤ i ≤ k − 1) by
pii : Hµk ⊗ S → Sλi
ψ 7→ ψi,
the projection operator on Sλk is immediately found to be
pik := 1−Xkpik−1 −XkXk−1pik−2 − · · · −Xk · · ·X2pi1 −Xk · · ·X1pi0.
An explicit expression for the remaining projection operators is obtained by
acting with ∂i+1 · · · ∂k−1∂k on (5.7). Invoking Lemma 15 leads to
pii(ψ) = Ck,i
(
1 +
i∑
l=1
Xi · · ·Xi−l+1∂i−l+1 · · · ∂i
l!
∏l−1
j=0(m− 2i+ 2 + j)
)
∂i+1 · · · ∂k−1∂kψ (5.8)
with C−1k,i = (k− i)!
∏k−i−1
j=0 (−m+k−1+ i−j) and 0 ≤ i ≤ k−1. In particular,
pik−1(ψ) =
(
1 +
k−1∑
l=1
Xk−1 · · ·Xk−l∂k−l · · · ∂k−1
l!
∏l−1
j=0(m− 2k + 4 + j)
)
∂kψ
−m+ 2k − 2 . (5.9)
As a result, we can make the following identification between these operators
and the operator from Proposition 13:
Πi,k = Xk · · ·Xi+1pii,
both considered as operators acting on Hµk ⊗ S.
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5.2 Construction of the operator Qλk
Because the construction of the elliptic conformally invariant first-order differ-
ential operator
Qλk : C∞(Rm,Sλk)→ C∞(Rm,Sλk)
is very similar to the construction of the operator Qk,l, which is investigated in
chapter 6, we present only the outline in this section.
Translated to this case of operators, the twisted Dirac operator, denoted
again by ∂x, acts as an endomorphism on C∞(Rm,Hµk ⊗ S). The following
implications then hold:
f ∈ C∞(Rm,Sλk) ⇒ f ∈ C∞(Rm,Hµk ⊗ S) ⇒ ∂xf ∈ C∞(Rm,Hµk ⊗ S).
Due to the relation C∞(Rm,Hµk ⊗S) ∼= C∞(Rm)⊗ (Hµk ⊗S), projection on the
summand Sλk in the decomposition of Hµk ⊗ S in Proposition 12 defines the
operator Qλk :
f ∈ C∞(Rm,Sλk) ⇒ Qλkf := pik(∂x)f ∈ C∞(Rm,Sλk).
The action of the twisted Dirac operator gives rise to two operators defined
in Figure 5.3.
C∞(Rm,Hµk ⊗ S)
∂x
%%
C∞(Rm,Hµk ⊗ S)
⊂ ⊂
C∞(Rm,Sλk)
XkT λkλk−1 ((RR
RRR
RRR
RRR
RRR
R
Qλk // C∞(Rm,Sλk)
⊕ ⊕
C∞(Rm, Xk Sλk−1)
66llllllll
C∞(Rm, Xk Sλk−1)
Figure 5.3: Introducing: operators Qλk and T λkλk−1 .
There does not exist a conformally invariant operator from C∞(Rm,Sλk) to
the other k − 1 summands in the decomposition of C∞(Rm,Hµk ⊗ S). This
follows from results in [38, 68] and was explained in Theorem 16.
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This can also be verified using the language of Clifford analysis.
Lemma 16. For f ∈ C∞(Rm,Sλk), one has ∂i∂j∂xf = 0 for all 1 ≤ i, j ≤ k.
Proof. Applying the definition of the Euclidean inner product on ∂j∂x, we find
∂i∂j∂xf = −2∂i〈∂j , ∂x〉f − ∂i∂x∂jf = 0
which concludes the proof. 
Applying this lemma on the explicit expression of the projection operators
(5.8), the projection of ∂xf on Sλi (0 ≤ i ≤ k − 2) leads to
pi0(∂xf) = pi1(∂xf) = . . . = pik−2(∂xf) = 0.
This means that we have for every f ∈ C∞(Rm,Sλk):
∂xf = fk +Xkfk−1
where fi := pii(f) ∈ C∞(Rm,Sλi) with i ∈ {k− 1, k}. It follows from (5.9) that
fk−1 = pik−1(∂xf) = − 1
m− 2k + 2∂k∂xf
which immediately leads to
fk = ∂xf −Xkpik−1(∂xf)
= ∂xf +
1
m− 2k + 2
(
uk −
k−1∑
i=1
ui〈uk, ∂i〉
)
∂k∂xf.
Definition 5. For all integers k > 1 there exists a unique (up to a multiplica-
tive constant) elliptic conformally invariant first-order differential operator Qλk
defined as
Qλk : C∞(Rm,Sλk) → C∞(Rm,Sλk) ; f 7→ pik(∂xf).
This operator is explicitly given by
Qλkf =
(
1 +
1
m− 2k + 2
(
uk −
k−1∑
i=1
ui〈uk, ∂i〉
)
∂k
)
∂xf.
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Remark 20. In the special case that k = 1 and u1 = u, we obtain the Rarita-
Schwinger operator R1:
Qλ1 = R1 =
(
1 +
u∂u
m
)
∂x.
Definition 6. For all integers k > 1 there exists a unique (up to a multiplica-
tive constant) conformally invariant differential operator, called the dual twistor
operator T λkλk−1 , defined as
T λkλk−1 : C∞(Rm,Sλk) → C∞(Rm,Sλk−1) ; f 7→ pik−1(∂xf).
This operator is explicitly given by
T λkλk−1f =
2
m− 2k + 2 〈∂k, ∂x〉f.
5.3 Homogeneous null solutions of Qλk
We begin this section with the following result:
Lemma 17. For f ∈ C∞(Rm,Sλk), one has that 〈∂i, ∂x〉〈∂j , ∂x〉f = 0 for all
1 ≤ i, j ≤ k.
Proof. Because f is 1-homogeneous in every ui (1 ≤ i ≤ k), the statement is
obviously true if i = j. In case i 6= j, it follows from the symmetry in i and j of
the operator 〈∂i, ∂x〉〈∂j , ∂x〉 and the anti-symmetry in i and j in the values of
f that 〈∂i, ∂x〉〈∂j , ∂x〉f = 0 for all 1 ≤ i, j ≤ k. 
Next, two types of homogeneous null solutions f(x;u1, . . . , uk) for Qλk are
defined. We make a distinction between solutions of type A, defined as ∂xf = 0,
and solutions of type B, defined as ∂xf 6= 0 and pik(∂xf) = 0. Over the next
two sections, we will look for obvious candidates for these solutions.
5.3.1 Solutions of type A
Note that the solutions of type A are equivalent with polynomials in the vector
space Msλh,k defined in section 2.4.4:
Msλh,k = {f ∈Mλh,k | 〈ui, ∂j〉f = 0 for 1 ≤ i 6= j ≤ k}
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which decomposes as
Msλh,k = Sλh,k ⊕
(
〈uk, ∂x〉 −
k−1∑
i=1
〈ui, ∂x〉〈uk, ∂i〉
)
Sλh+1,k−1 .
5.3.2 Solutions of type B
In order to describe the type B-solutions, we start with the following result:
Lemma 18. For f ∈ KerhQλk , one has 〈∂k, ∂x〉f ∈Msλh−1,k−1 .
Proof. As a consequence of Lemma 17, we have that
Qλkf = 0 ⇒ 〈∂k, ∂x〉
[
∂x +
2
m− 2k + 2
(
uk −
k−1∑
i=1
ui〈uk, ∂i〉
)
∂k∂x
]
f = 0
⇔ ∂x〈∂k, ∂x〉f = 0.
Furthermore, it is easily verified that 〈∂k, ∂x〉f is an element of Sλk−1 . 
Since
Qλkf = 0 ⇔ ∂xf =
2
m− 2k + 2
(
uk −
k−1∑
i=1
ui〈uk, ∂i〉
)
〈∂k, ∂x〉f
⇔ ∂xf = 2
m− 2k + 2Xk 〈∂k, ∂x〉f︸ ︷︷ ︸∈
Msλh−1,k−1
,
the following implication holds:
f ∈ KerhQλk ⇒

∂xf = Xkg with g ∈Msλh−1,k−1
∂if = 0, 1 ≤ i ≤ k
〈ui, ∂j〉f = 0, 1 ≤ i < j ≤ k
(5.10)
In order to investigate the invertibility of this system, we proceed as follows.
Consider the inhomogeneous systems of equations of the following type:
∂0f = g0
∂1f = g1
...
∂kf = gk
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with functions f, g0, . . . , gk : Rm → Cm. The study of such systems of equations
for several Dirac operators is a complicated problem. In [24] these systems are
successfully studied only in case of two and three Dirac operators. Therefore, put
k = 2 and (u0, u1, u2) = (x, u, v). The compatibility conditions, i.e. conditions
that have to be satisfied by g0, g1, g2 in order to make the system solvable, are
given by
∂i(∂jgl + ∂lgj) = {∂j , ∂l}gi (5.11)
with 0 ≤ i, j, l ≤ 2. This is a restatement of the so-called radial algebra relations
[∂i, {∂j , ∂l}] = 0, 0 ≤ i, j, l ≤ 2.
In the case of three variables, the system (5.10) reduces to
f ∈ KerhQ1,1 ⇒

∂xf = (v − u〈v, ∂u〉) g = v˜g
∂uf = 0
∂vf = 0
〈u, ∂v〉f = 0
(5.12)
with
g ∈Mh−1,1 = Sh−1,1 ⊕ 〈u, ∂x〉Mh.
If g0 = X2g and g1 = g2 = 0, the compatibility conditions (5.11) are given by
∂u∂v v˜g = 0 ∂x∂uv˜g = 0 ∂x∂v v˜g = 0
∂v∂uv˜g = 0 〈∂u, ∂x〉v˜g = 0 〈∂v, ∂x〉v˜g = 0.
By means of
{∂u, v˜} = (m+ 2Ev − 4)〈v, ∂u〉 − v∂u
{∂v, v˜} = −(m+ 2Ev − 2)(Eu − Ev) + v∂v + u∂u − 2〈v, ∂u〉〈u, ∂v〉,
it is easily verified that the compatibility conditions are satisfied:
∂u∂v v˜g = ∂u{∂v, v˜}g = 0
∂v∂uv˜g = ∂v{∂u, v˜}g = 0
∂x∂uv˜g = ∂x{∂u, v˜}g = 0
[〈∂u, ∂x〉, v˜]g = 〈v, ∂u〉∂xg = 0
∂x∂v v˜g = ∂x{∂v, v˜}g = 0
[〈∂v, ∂x〉, v˜]g = (∂x − u〈∂u, ∂x〉)g = 0.
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This means that there exists a solution f for the following system: ∂xf = v˜g∂uf = 0
∂vf = 0
It follows from ∂uf = ∂vf = 0 that the polynomial f is M1,1-valued but not
necessarily S1,1-valued. Since M1,1 = S1,1 ⊕ 〈v, ∂u〉M1, we use the projection
operator
Π := 1− (Eu − Ev + 2)−1〈v, ∂u〉〈u, ∂v〉 :M1,1 → S1,1.
Referring once again to chapter 6 for a similar proof, the projection Π(f) satisfies
the extended system in (5.12):
∂xΠ(f) = v˜g
∂uΠ(f) = 0
∂vΠ(f) = 0
〈u, ∂v〉Π(f) = 0
Since g 6= 0, we have Π(f) 6= 0.
5.3.3 Decomposition of KerhQ1,1
Summarising, two type A-solutions and two type B-solutions can be embedded
in KerhQ1,1 as follows:
1 : Sh,1,1 ↪→ KerhQ1,1
〈v, ∂x〉 − 〈u, ∂x〉〈v, ∂u〉 : Sh+1,1 ↪→ KerhQ1,1
ϕ1 : Sh−1,1 ↪→ KerhQ1,1
ϕ2 :Mh ↪→ KerhQ1,1
An explicit expression for ϕ1 and ϕ2 is given in chapter 10. At this point, it is
not obvious that there are no more irreducible summands in KerhQ1,1, other
than Sh,1,1,
(〈v, ∂x〉− 〈u, ∂x〉〈v, ∂u〉)Sh+1,1, ϕ1Sh−1,1 and ϕ2Mh. We prove this
by verifying the dimensions, which we can prove in all generality.
Proposition 14. For integers h, k with h ≥ k > 1, one has
dim KerhQλk = dimSλh,k ⊕ dimSλh+1,k−1 ⊕ dimSλh−1,k−1 ⊕ dimSλh,k−2 .
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Proof. Because the higher spin operators Qλk are surjective, it follows that
KerhQλk ∼= Ph(Rm,Sλk) modPh−1(Rm,Sλk)
whence, using (2.44),
dim KerhQλk = dimPh(Rm,Sλk)− dimPh−1(Rm,Sλk)
=
[(
h+m− 1
h
)
−
(
h+m− 2
h− 1
)]
dimSλk
=
(
h+m− 2
h
)
dimSλk
= dimPh(Rm−1,Sλk).
On the other hand, we can calculate dim KerhQλk as sum of the dimensions of
its irreducible summands using (2.45):
dimSλh,k ⊕ dimSλh+1,k−1 ⊕ Sλh−1,k−1 ⊕ dimSλh,k−2
= 2n
(
h+ 2n− 1
h
)
(2n− 2k + 2)(2n+ 1)!
k!(2n− k + 2)!
= dim KerhQλk .

Combining these results, we conclude
Proposition 15. For all integers h > 1, one has
KerhQ1,1 ∼= Sh,1,1 ⊕ Sh+1,1 ⊕ Sh−1,1 ⊕Mh.
It is convenient to write this in short as
KerhQ1,1 ∼=Msh,1,1 ⊕Mh−1,1. (5.13)
In Figure 5.4 the decomposition into Spin(m)-irreducibles of the space KerhQ1,1
is visualised. The irreducible modules are denoted by their highest weight only.
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(h, 1, 1)′
(h+ 1, 1)′ (h− 1, 1)′
(h)′
Msh,1,1
Mh−1,1
Figure 5.4: The decomposition of KerhQ1,1.
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Chapter 6
Construction of Qk,l
In this chapter, we give the explicit expression in Clifford analysis of the operator
playing the fundamental role in this thesis: the unique (up to a multiplicative
constant) elliptic conformally invariant first-order differential operator
Qk,l : C∞(Rm,Sk,l)→ C∞(Rm,Sk,l); f(x;u, v) 7→ Qk,lf(x;u, v).
It was mentioned before that the construction of the operator Qk,l generalises
the construction of the Rarita-Schwinger operator Rk in chapter 4. It is also
similar to the construction of the operator Qλk that acts on the space of spinor-
valued differential forms in the previous chapter. Therefore we have postponed
proofs of properties of these higher spin Dirac operators until this chapter. In
the case of Qk,l certain complications arise that were not yet visible in the cases
of Rk and Qλk , which makes investigating the higher spin Dirac operator Qk,l
worth the effort.
In the first section, we prove the analogue of Proposition 12 in chapter 5,
which can also be seen as the generalisation to two variables of the refinement
of the monogenic Fischer decomposition of harmonical polynomials (3.6), given
by Hk⊗S =Mk⊕uMk−1. As described in chapter 4, the latter decomposition
gives rise to the Rarita-Schwinger operator Rk, together with a so-called dual
twistor operator. The three conformally invariant first-order differential opera-
tors arising from the decomposition of Hk,l⊗S, among which the operator Qk,l
and two dual twistor operators, are defined in section 6.2. Finally, in the last
section we give a proposition that will be essential in the construction of the
space of homogeneous polynomial null solutions of Qk,l.
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6.1 Decomposition of Hk,l ⊗ S
Before proving the generalisation of the refined Fischer decomposition in one
variable, recall the following notations. If V is a finite-dimensional representa-
tion (of a Lie group or Lie algebra) and Vλ an irreducible representation with
highest weight λ, then the multiplicity of Vλ in V is denoted nλ(V ) and the
multiplicity of a weight µ in Vλ is denoted mµ(λ).
Proposition 16. For any pair of integers k > l > 0, one has
(k, l)⊗ (0)′ = (k, l)′ ⊕ (k, l − 1)′ ⊕ (k − 1, l)′ ⊕ (k − 1, l − 1)′. (6.1)
If k = l > 0, one has
(k, k)⊗ (0)′ = (k, k)′ ⊕ (k, k − 1)′ ⊕ (k − 1, k − 1)′. (6.2)
In case l = 0 this reduces to
(k)⊗ (0)′ = (k)′ ⊕ (k − 1)′. (6.3)
Proof. We use Proposition 5 to prove (6.1). Recall that λ = (k, l) is the highest
weight for Hk,l and µ = (0)′ is the highest weight for S. Let ν be a dominant
integral weight corresponding to one or more vector spaces in the decomposition
Hk,l⊗S, i.e. the multiplicity nν(Hk,l⊗S) > 0. Then, by Proposition 5, there is
a weight s of S such that ν = λ+ s and nν(Hk,l ⊗ S) ≤ ms(S) = 1. This means
that
nν(Hk,l ⊗ S) = 1.
All possible weights ν are given by
ν = (k ± 1
2
, l ± 1
2
,±1
2
, . . . ,±1
2
).
Because ν is dominant integral, we only have to deal with the following cases:
ν = (k, l)′, ν = (k−1, l)′, ν = (k, l−1)′ and ν = (k−1, l−1)′. The representations
corresponding to these highest weights occur exactly once in Hk,l⊗S. Note that
the representation corresponding to (k, l)′ is the Cartan product of the tensor
product Hk,l⊗S and always occurs with multiplicity 1. It is instructive to show
this explicitly, e.g. for ν = (k, l − 1)′, using Klimyk’s formula in Theorem 7:
nν(Hk,l ⊗ S) =
∑
w∈W
sgn(w)mν+δ−w(λ+δ)(S)
= mν+δ−1(λ+δ)(S) = m( 12 ,− 12 , 12 ,..., 12 )(S) = 1.
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Indeed, w = 1 is the only element of the Weyl group W leading to a non-trivial
contribution. The other possibilities for ν are treated similarly. 
As stated in section 2.3.6, the spaces Hk,l and Sk,l are irreducible represen-
tations of the Spin group, with highest weights (k, l) and (k, l)′, respectively.
Corollary 2. For any pair of integers k > l > 0, one has
Hk,l ⊗ S ∼= Sk,l ⊕ Sk,l−1 ⊕ Sk−1,l ⊕ Sk−1,l−1.
If k = l > 0, one has
Hk,k ⊗ S ∼= Sk,k ⊕ Sk,k−1 ⊕ Sk−1,k−1.
6.1.1 Generalisation of the monogenic Fischer decompo-
sition
Note that (6.3) is precisely the monogenic Fischer decomposition for spinor-
valued harmonic polynomials:
Hk ⊗ S =Mk ⊕ uMk−1.
We will generalise this result to the case of spinor-valued simplicial harmonic
polynomials Hk,l ⊗ S with k > l > 0. The special case k = l is discussed at the
end of this section. Proposition 16 states how this vector space decomposes into
Spin(m)-irreducible summands, which implies the existence of certain maps ε
that embed each of the spaces Sk,l, Sk−1,l, Sk,l−1 and Sk−1,l−1 (for appropriate
k and l) into the space Hk,l ⊗ S. To ensure that indeed εSp,q ↪→ Hk,l ⊗ S, the
conditions of Definition 1 in section 2.3.6 have to be satisfied.
Clearly, Sk,l ↪→ Hk,l ⊗ S is the trivial embedding. Also, it is easily verified
that
u : Sk−1,l ↪→ Hk,l ⊗ S.
In order to embed the space Sk,l−1 in Hk,l ⊗ S, it seems obvious to start from
the basic invariant v, which is an embedding map of homogeneity degree (0, 1)
in (u, v). However, this approach fails because 〈u, ∂v〉
(
vSk,l−1
)
= uSk,l−1 6= 0.
In order to obtain the correct embedding map, it suffices to project onto the
kernel of the operator 〈u, ∂v〉, which can be done by fixing c1 in the following
expression:
c1v − u〈v, ∂u〉 : Sk,l−1 ↪→ Hk,l ⊗ S.
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Indeed, since 〈u, ∂v〉2vSk,l−1 = 0, there are only two terms in the above embed-
ding factor, and for c1 = k − l + 1 every condition in Definition 1 is satisfied.
Similarly, the last embedding map can be found as a suitable projection of a
linear combination of uv and vu, and is given by
c2〈u, v〉 − c3vu− |u|2〈v, ∂u〉 : Sk−1,l−1 ↪→ Hk,l ⊗ S
with c2 = m + 2k − 4 and c3 = −(m + k + l − 4). Using Euler operators, this
can be summarised as follows:
Theorem 21 (Simplicial monogenic Fischer decomposition of simplicial har-
monics of two vector variables). For any pair of integers k > l > 0, one has
Hk,l ⊗ S = Sk,l ⊕ v˜Sk,l−1 ⊕ uSk−1,l ⊕ 〈u˜, v〉Sk−1,l−1
where the embedding maps are defined as
v˜ := v(Eu − Ev)− u〈v, ∂u〉
〈u˜, v〉 := 〈u, v〉(m+ 2Eu − 2) + vu(m+ Eu + Ev − 2)− |u|2〈v, ∂u〉.
It can be verified that the second embedding factor can be written as
〈u˜, v〉 = 1
2
(
v˜u(m+ 2Ev − 2)− uv˜(m+ 2Eu)
)
(Eu − Ev + 1)−1.
Remark 21. The symbol ‘∼’ in v˜ and 〈u˜, v〉 should not be confused with the
anti-automorphism on Cm denoting the reversion.
The summands in the decomposition in Theorem 21 are orthogonal with
respect to the Fischer inner product on P(R2m,Cm):
(f, g)(u,v) =
[
f†(
∂
∂u
,
∂
∂v
)g
]∣∣∣∣
u=0,v=0
(6.4)
where f†( ∂∂u ,
∂
∂v ) is the differential operator obtained by replacing (u1, . . . , um),
(v1, . . . , vm) ∈ Rm in f†(u, v) by (∂u1 , . . . , ∂un), (∂v1 , . . . , ∂vn), respectively. The
Fischer adjoints of the vector variables u and v with respect to this inner product
are given by ∂u and ∂v, respectively. In the present case, f, g are polynomials
in Hk,l ⊗ S.
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Remark 22. Recall from (3.6) that the Howe-dual pair of the Fischer decom-
position was given by (Pin(m), osp(1|2)), and from Remark 5 that osp(1|4) ∼=
Alg{u, v, ∂u, ∂v}. Explicit expressions and relations between the operators that
generate the Lie superalgebra osp(1|4) and its even part, i.e. the symplectic al-
gebra sp(4), can be found in [72]. It is not difficult to see that the Howe-dual
pair of the Fischer decomposition in Theorem 21 equals (Pin(m), osp(1|4)). See
also [37].
Remark 23. In [72] the following monogenic Fischer decomposition in two
vector variables is proved: if m ≥ 3, then
P(R2m, V ) ∼=
∞⊕
l=0
Rl(u, v)⊗M(R2m, V )
with V = Cm or V = S and Rl(u, v) the subspace of polynomials in the ra-
dial algebra (which is isomorphic to Alg{u, v}) with total degree of homogene-
ity equal to l. The monogenic Fischer decomposition in two vector variables
is much more complicated than the one-variable case, which can be illustrated
with the following example: the counterpart of ∆u in two variables is given
by span{∆u,∆v, 〈∂u, ∂v〉}, and the counterpart of ∂u in two variables equals
span{∂u, ∂v}. However, we do not have that (span{∂u, ∂v})2 equals the space
span{∆u,∆v, 〈∂u, ∂v〉}, because ∂u∂v 6∈ span{∆u,∆v, 〈∂u, ∂v〉}. We refer the
interested reader to [72] for more information.
6.1.2 Projection operators
An explicit expression for the projection operators on each of the summands
in Hk,l ⊗ S can be obtained as follows. Suppose ψ ∈ Hk,l ⊗ S. According to
Theorem 21, there exist polynomials ψp,q ∈ Sp,q such that
ψ = ψk,l + v˜ψk,l−1 + uψk−1,l + 〈u˜, v〉ψk−1,l−1. (6.5)
Using the following results:
{∂v, v˜} = − (m+ 2Ev − 2)(Eu − Ev) + v∂v + u∂u − 2〈v, ∂u〉〈u, ∂v〉[
∂v, 〈u˜, v〉
]
= − u(m+ 2Ev − 2)(m+ Eu + Ev − 1) + vu∂v − |u|2∂u
[∂u, 〈u˜, v〉] =
(
v(m+ 2Eu − 2)− 2u〈v, ∂u〉
)
(m+ Eu + Ev − 1)− uv∂u,
the action of ∂v on (6.5) annihilates two summands and leads to
∂vψ = − (m+ 2Ev − 2)(Eu − Ev)ψk,l−1
− u(m+ 2Ev − 2)(m+ Eu + Ev − 1)ψk−1,l−1. (6.6)
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Acting again with ∂u, we find
ψk−1,l−1 = (m+ 2Eu)−1(m+ 2Ev − 2)−1(m+ Eu + Ev − 1)−1∂u∂vψ
=
∂u∂vψ
(m+ 2k − 2)(m+ 2l − 4)(m+ k + l − 3) .
This gives rise to a projection operator on the last summand
pi4 : Hk,l ⊗ S→ Sk−1,l−1
defined as
pi4(ψ) := (m+ 2Eu)−1(m+ 2Ev − 2)−1(m+ Eu + Ev − 1)−1∂u∂vψ. (6.7)
Substituting the expression for ψk−1,l−1 in (6.6), we find
ψk,l−1 = −(m+ 2Ev − 2)−1(Eu − Ev)−1
(
∂v + (m+ 2Eu − 2)−1u∂u∂v
)
ψ
= − 1
(k − l + 1)(m+ 2l − 4)
(
1 +
u ∂u
m+ 2k − 2
)
∂vψ
which leads to a second projection operator
pi2 : Hk,l ⊗ S→ Sk,l−1
defined as
pi2(ψ) := −(m+ 2Ev − 2)−1(Eu − Ev)−1
(
∂v + (m+ 2Eu − 2)−1u∂u∂v
)
ψ.
(6.8)
Finally, using the previous results, the action of ∂u on (6.5) leads to
ψk−1,l = −(m+ 2Eu)−1
[
(Eu − Ev + 2)−1〈v, ∂u〉
(
1 + (m+ 2Eu − 2)−1u∂u
)
∂v
− (m+ 2Eu)−1(m+ 2Ev − 4)−1
(
v(m+ 2Eu − 2)− 2u〈v, ∂u〉
)
∂u∂v + ∂u
]
ψ
which can be written as
ψk−1,l =− 1
m+ 2k − 2
[(
1 +
(
k − l
k − l + 1
)
v ∂v
m+ 2l − 4
)
∂u
+
1
k − l + 1
(
1 +
u ∂u
m+ 2l − 4
)
〈v, ∂u〉∂v
]
ψ.
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This defines a third projection operator
pi3 : Hk,l ⊗ S→ Sk−1,l
as
pi3(ψ) := −(m+ 2Eu)−1
[
(Eu − Ev + 2)−1〈v, ∂u〉
(
1 + (m+ 2Eu − 2)−1u∂u
)
∂v
− (m+ 2Eu)−1(m+ 2Ev − 4)−1
(
v(m+ 2Eu − 2)− 2u〈v, ∂u〉
)
∂u∂v + ∂u
]
ψ.
(6.9)
The projection operator on the first summand Sk,l in the decomposition of
Hk,l ⊗ S is then given by
pi1 := 1− v˜pi2 − upi3 − 〈u˜, v〉pi4. (6.10)
A long calculation shows that this can be compactly written as
Lemma 19. For ψ ∈ Hk,l ⊗ S, one has
pi1(ψ) =
(
1 +
u∂u
m+ 2k − 2
)(
1 +
v∂v
m+ 2l − 4
)(
1 +
vu∂v∂u
4(m+ k + l − 3)
)
ψ.
(6.11)
Proof. By expanding the right-hand side of (6.11), one can verify that this
equals (6.10). 
6.1.3 The case k = l
In the special case that k = l > 0, the summand Sk−1,k does not exist. This
follows from the fact that (k−1, k)′ is not a dominant integral weight. Hence the
following result, which can be proved analogously to the case k > l of Theorem
21.
Theorem 22. For all integers k > 0, one has
Hk,k ⊗ S = Sk,k ⊕ v˜Sk,k−1 ⊕ 〈u˜, v〉 Sk−1,k−1
with the embedding maps defined as
v˜ := v − u〈v, ∂u〉
〈u˜, v〉 := 〈v, u〉(m+ 2Eu − 2) + vu(m+ 2Eu − 2)− |u|2〈v, ∂u〉.
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Note that the embedding factors are the same as in Theorem 21. Furthermore,
the projection operators (6.7) and (6.8) remain the same. Because (6.9) does
not exist, the projection operator on the first summand reduces to
pi1 := 1− v˜pi2 − 〈u˜, v〉pi4.
Remark 24. In what follows, we will not make a difference between k > l and
k = l. It suffices to remember that, in the latter case, the summand correspond-
ing to the highest weight (k−1, k)′ does not exist, and neither does the projection
operator pi3 on this summand.
6.2 Construction of the operator Qk,l
We now use Theorem 21 (or Theorem 22 in case k = l) to construct the higher
spin Dirac operator Qk,l. Using the method of the twisted Dirac operator from
section 3.3.3 or section 5.2, acting with ∂x on Hk,l ⊗ S-valued functions gives
rise to a collection of invariant operators defined in Figure 6.1.
C∞(Rm,Hk,l ⊗ S)
∂x
++C∞(Rm,Hk,l ⊗ S)
= =
C∞(Rm,Sk,l)
Qk,l //evT k,lk,l−1
,,XXXXX
XXXXXX
XXXXXX
XXX
uT k,lk−1,l
((QQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQQ
QQ
C∞(Rm,Sk,l)
⊕ ⊕
C∞(Rm, v˜Sk,l−1) C∞(Rm, v˜Sk,l−1)
⊕ ⊕
C∞(Rm, uSk−1,l) C∞(Rm, uSk−1,l)
⊕ ⊕
C∞(Rm, 〈u˜, v〉Sk−1,l−1) C∞(Rm, 〈u˜, v〉Sk−1,l−1)
Figure 6.1: Introducing: operators Qk,l, T k,lk,l−1 and T k,lk−1,l.
There does not exist a conformally invariant first-order differential operator
acting between C∞(Rm,Sk,l) and C∞(Rm, 〈u˜, v〉Sk−1,l−1). Again, this follows
from Theorem 16 (see [38]), which states that there is no summand with highest
weight (k− 1, l− 1)′ in the decomposition of the tensor product Rm ⊗Sk,l into
Spin(m)-irreducibles.
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The next lemma shows that this can also be verified through direct calculations
in Clifford analysis.
Lemma 20. If f ∈ C∞(Rm,Sk,l), then ∂u∂v∂xf = 0.
Proof. The definition of the Euclidean inner product leads to
∂u∂v∂xf = −2∂u〈∂v, ∂x〉f − ∂u∂x∂vf = 0,
because we have ∂uf = ∂vf = 0. 
Hence, it follows from (6.7) that
pi4(∂xf) = 0 (6.12)
for every f ∈ C∞(Rm,Sk,l). Furthermore,
pi2(∂xf) = − 1(k − l + 1)(m+ 2l − 4)∂v∂xf (6.13)
pi3(∂xf) = − 1(k − l + 1)(m+ 2k − 2)
(
(k − l + 1)∂u + 〈v, ∂u〉∂v
)
∂xf. (6.14)
We introduce the short notation
〈∂˜u, ∂x〉 := 〈∂u, ∂x〉(Eu − Ev + 1) + 〈v, ∂u〉〈∂v, ∂x〉. (6.15)
An explicit expression for the operators Qk,l, T k,lk,l−1 and T k,lk−1,l in Figure 6.1 is
then obtained using results of the previous section.
Definition 7. For all integers k ≥ l ≥ 0 with k > 0, there are unique (up to a
multiplicative constant) conformally invariant first-order differential operators
Qk,l defined by
Qk,l : C∞(Rm,Sk,l) → C∞(Rm,Sk,l) : f 7→ pi1(∂xf)
and explicitly given by
Qk,lf =
(
∂x − 2u〈∂˜u, ∂x〉(k − l + 1)(m+ 2k − 2) −
2v˜〈∂v, ∂x〉
(k − l + 1)(m+ 2l − 4)
)
f. (6.16)
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The ellipticity of this operator follows e.g. from [15], and the Spin(m)-invariance
(recall that Qk,l is even conformally invariant) can be expressed through the
following commutative diagram:
C∞(Rm,Sk,l)
Qk,l //
LQ(s)

C∞(Rm,Sk,l)
LQ(s)

<<
C∞(Rm,Sk,l) Qk,l
// C∞(Rm,Sk,l)
where
LQ(s)
(
f(x;u, v)
)
:= (H ⊗ L)(s)(f(x;u, v)) = sf(s¯xs; s¯us, s¯vs)
represents the simultaneous action of H on x ∈ Rm together with the L-action
on the values Sk,l.
Remark 25. The expression for Qk,l can be written as
Qk,lf =
(
1 +
u∂u
m+ 2k − 2 +
v∂v
m+ 2l − 4 − 2
u〈v, ∂u〉∂v
(m+ 2k − 2)(m+ 2l − 4)
)
∂xf.
=
(
1 +
u∂u
m+ 2k − 2
)(
1 +
v∂v
m+ 2l − 4
)
∂xf,
using (6.11) and Lemma 20. In case k = l > 0, we have
Qk,kf =
(
∂x − 2v˜〈∂v, ∂x〉
m+ 2k − 4
)
f =
(
1 +
(v − u〈v, ∂u〉)∂v
m+ 2k − 4
)
∂xf. (6.17)
Finally, we obtain the Rarita-Schwinger operators Rk if l = 0:
Qk,0 = Rk =
(
1 +
u∂u
m+ 2k − 2
)
∂x.
Similar calculations lead to the so-called dual twistor operators, which are
visualised as the diagonal arrows in Figure 6.1. We adopt the convention that
each operator of twistor-type is denoted by means of the letter T , together with
upper and lower indices. The upper (resp. lower) indices denote the highest
weight of the source (resp. target) space.
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Definition 8. For all integers k ≥ l > 0, the dual twistor operators T k,lk,l−1 are
defined as the unique (up to a multiplicative constant) conformally invariant
first-order differential operators
T k,lk,l−1 : C∞(Rm,Sk,l) → C∞(Rm,Sk,l−1) : f 7→ pi2(∂xf)
and explicitly given by
T k,lk,l−1f =
2
(k − l + 1)(m+ 2l − 4) 〈∂v, ∂x〉f.
Definition 9. For all integers k > l ≥ 0, the dual twistor operators T k,lk−1,l are
defined as the unique (up to a multiplicative constant) conformally invariant
first-order differential operators
T k,lk−1,l : C∞(Rm,Sk,l) → C∞(Rm,Sk−1,l) : f 7→ pi3(∂xf)
and explicitly given by
T k,lk−1,lf =
2
(k − l + 1)(m+ 2k − 2) 〈∂˜u, ∂x〉f.
In case k = l > 0, these operators do not exist.
These operators are called dual twistor operators, because there also exist
twistor operators T k−1,lk,l and T k,l−1k,l acting in the opposite direction, defined as
T k−1,lk,l : C∞(Rm, uSk−1,l) → C∞(Rm,Sk,l) : uf 7→ pi1(∂xuf)
T k,l−1k,l : C∞(Rm, v˜Sk,l−1) → C∞(Rm,Sk,l) : v˜f 7→ pi1(∂xv˜f),
respectively.
Remark 26. In what follows, we work with the dual twistor operators 〈∂v, ∂x〉
and 〈∂˜u, ∂x〉, which equal, up to a multiplicative constant, the operators T k,lk,l−1
and T k,lk−1,l defined above:
〈∂v, ∂x〉 = 12(Eu − Ev)(m+ 2Ev − 2)T
k,l
k,l−1
〈∂˜u, ∂x〉 = 12(Eu − Ev + 2)(m+ 2Eu)T
k,l
k−1,l.
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6.3 Useful properties
The following results can be proved by direct calculations.
Lemma 21. One has
[〈∂˜u, ∂x〉, 〈∂v, ∂x〉] = 0.
Proof. A simple calculation leads to the desired result:
[〈∂u, ∂x〉(Eu − Ev + 1), 〈∂v, ∂x〉] + [〈v, ∂u〉〈∂v, ∂x〉, 〈∂v, ∂x〉]
= 〈∂u, ∂x〉〈∂v, ∂x〉 − 〈∂v, ∂x〉〈∂u, ∂x〉 = 0.

Proposition 17. For any couple of integers k > l > 0, and for any function
f ∈ C∞(Rm,Sk,l), one has:
pi2
(
∂xu〈∂˜u, ∂x〉f
)
= 0
pi3
(
∂xv˜〈∂v, ∂x〉f
)
= 0.
Proof. We prove the first statement. Up to a multiplicative constant, we have
pi2(∂xu〈∂˜u, ∂x〉f)
=
(
1 + u∂u(m+ 2Eu − 2)−1
)
∂v∂xu〈∂˜u, ∂x〉f
= −2(1 + u∂u(m+ 2Eu − 2)−1)〈∂v, ∂x〉u〈∂˜u, ∂x〉f
= −2(1− (m+ 2Eu − 2)−1(m+ 2Eu − 2))〈∂v, ∂x〉u〈∂˜u, ∂x〉f = 0.
The proof of the second statement is similar. 
The above proposition implies that there are no non-trivial first-order dif-
ferential operators acting between C∞(Rm, uSk−1,l) and C∞(Rm, v˜Sk,l−1) (and
vice versa); these non-existent operators have been visualised by dotted lines in
Figure 6.2, where the double action of the Dirac operator on C∞(Rm,Sk,l) is
considered.
To end this chapter, we prove a very important result, which states that the
dual twistor operators map null solutions of the operator Qk,l to null solutions
of related operators Qk,l−1 and Qk−1,l, respectively.
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Figure 6.2: Action of ∂2x on C∞(Rm,Sk,l).
Proposition 18. Let f ∈ KerhQk,l.
(i) If k ≥ l > 0, then 〈∂v, ∂x〉f ∈ Kerh−1Qk,l−1.
(ii) If k > l ≥ 0, then 〈∂˜u, ∂x〉f ∈ Kerh−1Qk−1,l.
Proof. Again, a straightforward calculation leads to the desired result. Let
c1 = m+ 2k − 2 and c2 = m+ 2l − 4. For every f ∈ KerhQk,l, we have
〈∂v, ∂x〉Qk,lf = 0 ⇔〈∂v, ∂x〉
(
c1c2 + c2u∂u + c1v∂v − 2u〈v, ∂u〉∂v
)
∂xf = 0
⇔ c1(c2 − 2)∂x〈∂v, ∂x〉f + (c2 − 2)u∂u∂x〈∂v, ∂x〉f
+ c1v∂v∂x〈∂v, ∂x〉f − 2u〈v, ∂u〉∂v∂x〈∂v, ∂x〉f = 0
⇔ Qk,l−1〈∂v, ∂x〉f = 0.
This may also be proved by considering the double action of the Dirac operator.
Because ∂2x is scalar, the following implication obviously holds:
f ∈ C∞(Rm,Sk,l) ⇒ ∂2xf ∈ C∞(Rm,Sk,l).
Therefore, the projection on each of the other summands in the decomposition of
Hk,l⊗S is zero. In particular, we have pi2(∂2xf) = 0, which, in combination with
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Proposition 17 leads to the following identity (up to a suitable normalisation):
v˜〈∂v, ∂x〉Qk,l + v˜Qk,l−1〈∂v, ∂x〉 = 0. (6.18)
This can be visualised by the parallelogram formed by the double arrows in
Figure 6.3.
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⊕ ⊕ ⊕
C∞(Rm, uSk−1,l) • • //_____ • C∞(Rm, uSk−1,l)
⊕ ⊕ ⊕
C∞(Rm, 〈u˜, v〉Sk−1,l−1) • • • C∞(Rm, 〈u˜, v〉Sk−1,l−1)
Figure 6.3: Parallelograms.
For f ∈ KerhQk,l, the identity (6.18) reduces to v˜Qk,l−1〈∂v, ∂x〉f = 0, proving
the first statement.
The calculations for proving the second statement are somewhat more tech-
nical and involved. On the one hand,
Qk,lf = 0 ⇒〈∂u, ∂x〉Qk,lf = 0
⇔ (c1 − 2)c2∂x〈∂u, ∂x〉f + c1v∂v∂x〈∂u, ∂x〉f + c2u∂u∂x〈∂u, ∂x〉f
− 2u〈v, ∂u〉∂v∂x〈∂u, ∂x〉f + 4∂x〈v, ∂u〉〈∂v, ∂x〉f = 0. (6.19)
On the other hand, we have
Qk,lf = 0 ⇒〈v, ∂u〉〈∂v, ∂x〉Qk,lf = 0
⇔ c1(c2 − 2)∂x〈v, ∂u〉〈∂v, ∂x〉f + (c2 − c1)v∂u∂x〈∂v, ∂x〉f
+ c2u∂u∂x〈v, ∂u〉〈∂v, ∂x〉f + (c1 − 2)v∂v∂x〈v, ∂u〉〈∂v, ∂x〉f
− c1v∂u∂x〈∂v, ∂x〉f − 2u〈v, ∂u〉∂v∂x〈v, ∂u〉〈∂v, ∂x〉f = 0. (6.20)
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Putting (6.19) and (6.20) together, we find
(c1 − c2)〈∂u, ∂x〉Qk,lf + 2〈v, ∂u〉〈∂v, ∂x〉Qk,lf = 0
⇒ Qk−1,l
(
(k − l + 1)〈∂u, ∂x〉+ 〈v, ∂u〉〈∂v, ∂x〉
)
f = 0,
which leads to the desired statement. Invoking once more Proposition 17, this
can also be proved by considering the parallelogram formed by the dashed lines
in Figure 6.3; this leads to the identity (up to a suitable normalisation):
u〈∂˜u, ∂x〉Qk,l + uQk−1,l〈∂˜u, ∂x〉 = 0.
If f ∈ KerhQk,l, we find uQk−1,l〈∂˜u, ∂x〉f = 0, which concludes the proof. 
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Chapter 7
Results in Clifford Analysis
Now that we have constructed the operator Qk,l, which is the unique (up to
a multiplicative constant) elliptic conformally invariant first-order differential
operator acting as
Qk,l : C∞(Rm,Sk,l)→ C∞(Rm,Sk,l)
f(x;u, v) 7→ Qk,lf(x;u, v),
we are ready to study some results of this higher spin Dirac operator. In section
7.1 we prove the generalisation of the (classical) Cauchy-Kowalewskaia extension
(CK-extension) that was explained in chapter 3. By means of the conformal
invariance of Qk,l, which is recalled in section 7.2, we construct in section 7.3
the fundamental solution corresponding to this higher spin Dirac operator. We
end this chapter by proving the basic integral formulae for Qk,l: the theorems
of Stokes and Cauchy-Pompeiu and the integral formula of Cauchy.
7.1 A generalised CK-extension
In section 3.2.4, the dimension ofMk = Kerk∂x was calculated by means of the
(classical) CK-extension with respect to the operator ∂x. In order to find the
dimension of the vector space KerhQk,l, we generalise the CK-extension princi-
ple. The problem is formulated as follows: “Given a real-analytic function f∗
in Ω∗ ⊂ Rm−1, does there exist a function f in the kernel space of Qk,l in an
open neighbourhood Ω of Ω∗ in Rm such that f |Ω∗ = f∗?”
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We begin with a lemma.
Lemma 22. Acting on f ∈ C∞(Rm,Sk,l), one has
pi1emf = 0 ⇒ f = 0.
This means that pi1em is invertible on C∞(Rm,Sk,l).
Proof. If f ∈ C∞(Rm,Sk,l), then pi1f = f and emf ∈ C∞(Rm,Hk,l⊗S). Hence,
pi1emf = 0⇔ [pi1, em]f + empi1f = 0
⇔ [pi1, em]f = −emf
which is a contradiction if f 6= 0. 
Once again, we consider Rm−1 as the hyperplane xm = 0 in Rm. This
induces the following splitting of Rm:
x = x∗ + emxm ∈ Rm = Rm−1 ⊕ R
and the Dirac operator in Rm−1 is given by ∂x∗ =
∑m−1
i=1 ei∂xi . As before,
Ω denotes an open connected and xm-normal neighbourhood of Ω∗. Define
Q∗k,l := pi1(∂x∗) on Rm−1. Then,
f ∈ KerhQk,l ⇔ ∂xmf = −
(
pi1(em)
)−1Q∗k,lf.
The function f has to satisfy the conditions ∂xf(x;u, v) = 0 in Ω and
f(x∗, xm;u, v)|xm=0 = f∗(x∗;u, v).
The unique solution of the first-order differential equation above is given by
f(x;u, v) = exp
(
− xm
(
pi1(em)
)−1Q∗k,l)f∗(x∗;u, v)
and is referred to as the generalised CK-extension of f∗. This CK-extension
defines an isomorphism between the space of h-homogeneous polynomials on
Rm−1 taking values in Sk,l, and the space of h-homogeneous polynomial null
solutions of the operator Qk,l on Rm. In particular,
dim KerhQk,l = dimPh(Rm−1,Sk,l) = dimPh(Rm−1) dimSk,l. (7.1)
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As the operator Qk,l is surjective (see section 3.3.2), we have that
KerhQk,l ∼= Ph(Rm,Sk,l) modPh−1(Rm,Sk,l) (7.2)
whence
dim KerhQk,l = dimPh(Rm,Sk,l)− dimPh−1(Rm,Sk,l)
=
[(
h+m− 1
h
)
−
(
h+m− 2
h− 1
)]
dimSk,l
= dimPh(Rm−1) dimSk,l.
This leads to the same result as in (7.1).
7.2 Conformal invariance
It has been mentioned many times before that the higher spin Dirac operator
Qk,l is conformally invariant (see e.g. [38, 65] and section 3.3.1). In order to
construct the fundamental solution of the operator Qk,l in the next section, we
use a general theorem about conformally invariant first-order differential oper-
ators (Theorem 18) adapted to our case of operators acting on C∞(Rm,Sk,l).
Let Ω ⊂ Rm and consider the representation L of Pin(m) acting on the
values Sk,l. The action of the conformal group on a function f ∈ C∞(Ω,Sk,l) is
given by
(g · f)(x)
= |cx+ d|−m+1L
(
(cx+ d)∼
|cx+ d|
)
f((ax+ b)(cx+ d)−1;u, v) (7.3)
=
(cx+ d)∼
|cx+ d|m f((ax+ b)(cx+ d)
−1;
(cx+ d)u(cx+ d)∼
|cx+ d|2 ,
(cx+ d)v(cx+ d)∼
|cx+ d|2 )
where g−1 =
(
a b
c d
)
∈ V (m). Then also g · f ∈ C∞(Rm,Sk,l). Due to the
conformal invariance of Qk,l, Theorem 18 translates to
Theorem 23. If f ∈ C∞(Rm,Sk,l) is a null solution of Qk,l, so is the trans-
formed function g · f , with g an element of the conformal group.
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7.3 Fundamental solution of Qk,l
The fundamental solution of the Rarita-Schwinger operators was studied in [18]
and, more recently, in [70].
Recall from section 3.2.5 that the Cauchy kernel E(x) is defined as
E(x) = − 1
Am
x
|x|m . (7.4)
As it satisfies, in distributional sense,
∂xE(x) = δ(x),
the Cauchy kernel is the fundamental solution of the classical Dirac operator
∂x. Inspired by Theorem 23, we will generalise this concept to the case of Qk,l.
Here is an overview of the procedure.
Let Pk,l be a polynomial in Sk,l. In section 7.3.1 we prove that the polynomial
Ek,l(x;u, v), defined as
Ek,l(x;u, v) := Ck,l|x|−m+1L( x|x| )Pk,l(u, v),
belongs to the kernel of Qk,l and has a pointwise singularity in x = 0. As a
next step, we determine the value of the constant Ck,l in section 7.3.2. This
goes by means of the theorem of distributions related to Riesz potentials in Rm
([45, 41]) and yields
Ck,l = − 1
Am
(m+ 2k − 2)(m+ 2l − 4)
(m− 2)(m− 4) . (7.5)
Note that in case k = l = 0, we have Q0,0 = ∂x and C0,0 = −A−1m , which is
in correspondence with (7.4). With this choice for the constant Ck,l, we prove
that the polynomial Ek,l(x;u, v) satisfies, in distributional sense,
Qk,lEk,l(x;u, v) = δ(x)Pk,l(u, v).
To make this relation independent of Pk,l ∈ Sk,l, we introduce in section 7.3.3
the reproducing kernel on the space of simplicial monogenics.
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7.3.1 The generalisation of the Cauchy kernel
Choosing c = 1 and d = 0 in (7.3), Theorem 23 implies the following result.
Lemma 23. Let Ck,l be a constant. For every P ∈ Sk,l, the function
Ek,l(x;u, v) = Ck,l|x|−m+1L( x|x| )P (u, v) (7.6)
is an element of C∞(Rm,Sk,l). Furthermore, Ek,l(x;u, v) belongs to the kernel
of Qk,l and has a singularity of degree −m+ 1 in x = 0.
In order to find Ck,l, we proceed with explicit calculations.
Lemma 24. If Pk,l(u, v) ∈ Sk,l, the polynomial xPk,l(xux, xvx) is an element
of Sk,l and the polynomial Pk,l(xux, xvx) belongs to Hk,l ⊗ S.
Proof. Due to ∂u = x∂xuxx, we have
∂uxPk,l(xux, xvx) = −x|x|2∂xuxPk,l(xux, xvx) = 0,
because ∂uPk,l(u, v) = 0. In the same way, we have ∂vxPk,l(xux, xvx) = 0.
Since 〈xux, ∂xvx〉 = −|x|4〈u, ∂v〉, we also have 〈u, ∂v〉Pk,l(xux, xvx) = 0. Thus,
xPk,l(xux, xvx) ∈ Sk,l, whence it follows that −|x|2Pk,l(xux, xvx) ∈ xSk,l ⊂
Hk,l ⊗ S. This means that the polynomial Pk,l(xux, xvx) ∈ Hk,l ⊗ S. 
Instead of taking P arbitrarily in Sk,l, it is convenient to work with the following
polynomial in Sk,l (see [73] for details):
Pk,l(u, v) := 〈u, f1〉k−l〈u ∧ v, f1 ∧ f2〉lI12. (7.7)
The vectors f1 and f2 are Witt basis vectors in Cm as defined in (2.2), the
idempotent I12 = f1f
†
1f2f
†
2 and
〈u ∧ v, f1 ∧ f2〉 := det
( 〈u, f1〉 〈u, f2〉
〈v, f1〉 〈v, f2〉
)
.
It is clear that 〈u, ∂v〉Pk,l(u, v) = 0 and ∂uPk,l(u, v) = ∂vPk,l(u, v) = 0, since
f21 = f
2
2 = 0.
With the choice (7.7) for Pk,l, the right-hand side of (7.6) leads to
|x|−m+1L( x|x| )Pk,l(u, v) = x|x|
−m−2(k+l)Pk,l(xux, xvx)
= x|x|−m−2(k+l)〈xux, f1〉k−l〈xux ∧ xvx, f1 ∧ f2〉lI12.
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To show that this polynomial is a null solution of Qk,l = pi1(∂x), we proceed in
two steps: first, we calculate the action with ∂x and afterwards we make the
projection pi1. Using the identities
〈xux, f1〉 = |x|2〈u, f1〉 − 2〈u, x〉〈x, f1〉
〈xux ∧ xvx, f1 ∧ f2〉 = |x|4〈u ∧ v, f1 ∧ f2〉 − 2|x|2〈x, u〉〈x ∧ v, f1 ∧ f2〉
− 2|x|2〈x, v〉〈u ∧ x, f1 ∧ f2〉,
we find
Qk,l
(
|x|−m−2(k+l)xPk,l(xux, xvx)
)
= (m+ 2(k + l))|x|−m−2(k+l)pi1
(
Pk,l(xux, xvx)
)
+ |x|−m−2(k+l)pi1
(
∂x
(
xPk,l(xux, xvx)
))
. (7.8)
The calculation of the second term in the right-hand side requires once again
the use of the identities above:
∂x
(
xPk,l(xux, xvx)
)
= −(m+ 2Ex + x∂x)Pk,l(xux, xvx)
= −(m+ 4(k + l))Pk,l(xux, xvx)− x∂xPk,l(xux, xvx) (7.9)
with
x∂xPk,l(xux, xvx) =
(
(k − l)[x∂x〈xux, f1〉]〈xux ∧ xvx, f1 ∧ f2〉
+ l
[
x∂x〈xux ∧ xvx, f1 ∧ f2〉
]〈xux, f1〉)〈xux, f1〉k−l−1〈xux ∧ xvx, f1 ∧ f2〉l−1I12.
By means of
∂x〈xux, f1〉I12 =
(
2x〈u, f1〉 − 2u〈x, f1〉
)
I12
x∂x〈xux, f1〉I12 =
(− 2〈xux, f1〉+ 2ux〈x, f1〉)I12
x∂x〈xux ∧ xvx, f1 ∧ f2〉I12 =
(
− 4〈xux ∧ xvx, f1 ∧ f2〉+ 2|x|2ux〈x ∧ v, f1 ∧ f2〉
+ 2|x|2vx〈u ∧ x, f1 ∧ f2〉
)
I12,
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the right-hand side of (7.9) can be rewritten as
− (m+ 2(k + l))Pk,l(xux, xvx)− 2(k − l)u
(
〈x, f1〉xPk−1,l(xux, xvx)
)
+
2l
k − l + 1 v˜
(
〈x, f2〉xPk,l−1(xux, xvx)
)
− 2l〈x, f1〉
(
vx〈xux, f2〉 − ux〈xvx, f2〉
)
xPk−1,l−1(xux, xvx).
At this point we take the projection with pi1 into account. It follows from
Proposition 21 in chapter 6 that pi1(uSk−1,l) = 0 and pi1(v˜Sk,l−1) = 0. Together
with the relation
pi1
(
(v〈xux, f2〉 − u〈xvx, f2〉)Sk−1,l−1
)
= 0,
which is not difficult to calculate, the result in (7.8) leads to
Qk,l
(
|x|−m−2(k+l)xPk,l(xux, xvx)
)
= −(m+ 2(k + l))|x|−m−2(k+l)pi1
(
Pk,l(xux, xvx)
)
+ (m+ 2(k + l))|x|−m−2(k+l)pi1
(
Pk,l(xux, xvx)
)
= 0.
7.3.2 Calculating the constant Ck,l
Now consider, for α ∈ C, the function
|x|α−2(k+l)xPk,l(xux, xvx) ∈ C∞(Rm \ {0},Sk,l),
which, by the action of the operator Qk,l, is turned into
Qk,l
(
|x|α−2(k+l)xPk,l(xux, xvx)
)
= −(α− 2(k + l))|x|α−2(k+l)pi1
(
Pk,l(xux, xvx)
)
− (m+ 2(k + l))|x|α−2(k+l)pi1
(
Pk,l(xux, xvx)
)
= −(α+m)|x|α−2(k+l)pi1
(
Pk,l(xux, xvx)
)
. (7.10)
If we put α = −m then it is clear that |x|−m−2(k+l)xPk,l(xux, xvx) belongs to
the kernel of Qk,l. Furthermore, it shows a pointwise singularity of homogeneity
degree −m+ 1 at the origin x = 0; in order to calculate the residue in α = −m,
we proceed as follows.
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Riesz potentials
For <(α) > −m− 1, the function
x 7→ |x|α−2(k+l)xPk,l(xux, xvx)
belongs to Lloc1 (Rm,Sk,l) and so defines a distribution on the space D(Rm,Sk,l)
of test functions in C∞(Rm,Sk,l) with compact support. It is considered now
as the product of |x|α−2(k+l) with the polynomial xPk,l(xux, xvx).
Let us recall some basic facts about distributions related to Riesz potentials
in Rm (see [45, 41] and also [7, 8] for their generalisations in Clifford analysis).
Consider for <(λ) > −m the distribution |x|λ on Rm given by
〈|x|λ, ϕ〉 =
∫
Rm
|x|λϕ(x)dx
with ϕ ∈ D(Rm). The mapping λ → |x|λ extends uniquely to a meromorphic
mapping from C (i.e. holomorphic on C except on a set of isolated points) to
the space of tempered distributions. The poles are located at {−m− 2a, a ∈ N}
and they are all simple. If λ 6= −m − 2a, we have, in distributional sense,
∆x|x|λ = λ(λ+m−2)|x|λ−2. For <(λ) > 0, the Riesz potential Iλ is defined as
Iλϕ =
Γ(m−λ2 )
pi
m
2 2λΓ(λ2 )
(ϕ ∗ |x|−m+λ)
with I0ϕ = ϕ = ϕ ∗ δ. It satisfies ∆xIλ = −Iλ−2 in distributional sense. This
means that Iλ = −∆xIλ+2; in this way one can extend Iλ to <(λ) > −2. In
general, Iλ = (−1)b∆bxIλ+2b (b ∈ N). Note that the poles λ = −2a of Γ(λ2 )
cancel against the poles of |x|−m+λ. Thus, λ 7→ Iλ can be analytically extended
to a holomorphic function for λ 6= m + 2a, which are precisely the poles of
Γ(m−λ2 ). In the points λ = −2a of this extension, one obtains the distributions
I−2a = (−1)a∆axδ(x). (7.11)
These results on Riesz potentials can be reformulated in terms of the distribution
|x|−m+λ. In this way the mapping λ 7→ |x|−m+λ may be continued analytically
to C \ {−2a, a ∈ N}. Its singularities are simple poles with corresponding
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residues given by
Res
[|x|−m+λ, λ = −2a] = Res[pim2 2λΓ(λ2 )
Γ(m−λ2 )
Iλ, λ = −2a
]
=
pi
m
2 2−2a
Γ(m2 + a)
Res
[
Γ
(λ
2
)
, λ = −2a
]
I−2a
=
pi
m
2 2−2a+1
Γ(m2 + a)a!
∆axδ(x)
in view of (7.11) and
Res
[
Γ
(λ
2
)
, λ = −2a
]
= lim
λ→−2a
(λ+ 2a)Γ(
λ
2
)
= 2 lim
x→−a(a+ x)Γ(x)
= 2 Res [Γ(x), x = −a] = 2(−1)
a
a!
.
In particular, the mapping α 7→ |x|α−2(k+l)xPk,l(xux, xvx) is holomorphic in
C \ {−m + 2(k + l) − 2a, a ∈ N}. Because the polynomial xPk,l(xux, xvx) is
homogeneous of degree 2(k + l) + 1 in x, the following poles are removable
singularities:
−m,−m+ 2, . . . ,−m+ 2(k + l − 2),−m+ 2(k + l − 1).
This can be proved by calculating the residues. For example,
Res
[
|x|α−2(k+l)xPk,l(xux, xvx), α = −m
]
= lim
α→−m (α+m) |x|
α−2(k+l)xPk,l(xux, xvx) (7.12)
and we can write, by substituting x = rω with r = |x| and ω = x|x| ,
|x|α−2(k+l)xPk,l(xux, xvx) = rα+1ωg(ω;u, v)
where g(ω;u, v) is a polynomial, k-homogeneous in u and l-homogeneous in v
and independent of α. As a consequence, the residue (7.12) equals zero. The
same argument holds for the other residues.
We conclude that the mapping α 7→ |x|α−2(k+l)xPk,l(xux, xvx) is holomor-
phic in C \ {−m− 2a, a ∈ N}.
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The map ξx
It follows from the previous paragraph that the relation (7.10) remains valid, in
distributional sense, for <(α) > −m− 1. Hence,
Qk,l
(
|x|−m−2(k+l)xPk,l(xux, xvx)
)
= − lim
α→−m(α+m)|x|
α−2(k+l)pi1
(
Pk,l(xux, xvx)
)
= −Res
[
|x|α−2(k+l), α = −m
]
pi1
(
Pk,l(xux, xvx)
)
= −Res [|x|−m+λ, λ = −2(k + l)]pi1(Pk,l(xux, xvx))
= − pi
m
2 2−2(k+l)+1
Γ(m2 + k + l)(k + l)!
∆k+lx δ(x)pi1
(
Pk,l(xux, xvx)
)
= − pi
m
2 2−2(k+l)+1
Γ(m2 + k + l)(k + l)!
∆k+lx pi1
(
Pk,l(xux, xvx)
)
δ(x) (7.13)
where the last step follows from elementary properties of distributions. Indeed,
using the fact that Pk,l(xux, xvx) is homogeneous of degree 2(k + l) in x, we
have for all test functions ϕ
〈(∆k+lx δ)(pi1Pk,l), ϕ〉 = 〈∆k+lx δ, (pi1Pk,l)ϕ〉
= 〈δ,∆k+lx (pi1Pk,l)ϕ+ (pi1Pk,l)∆k+lx ϕ+ · · · 〉
= 〈δ,∆k+lx (pi1Pk,l)ϕ〉
= 〈∆k+lx (pi1Pk,l)δ, ϕ〉,
because 〈δ, ϕ〉 = ϕ(0) and ∆k+lx (pi1Pk,l) is the only term in the sum that does
not depend on x.
Next, we calculate the expression ∆k+lx pi1
(
Pk,l(xux, xvx)
)
in (7.13), which
equals pi1
(
∆k+lx Pk,l(xux, xvx)
)
. To this end, we introduce the following operator:
ξx : Sk,l → P2(k+l) ⊗Hk,l ⊗ S
Pk,l(u, v) 7→ Pk,l(xux, xvx).
It follows from Lemma 24 that ξx is well-defined.
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Furthermore, ∆k+lx ξx : Sk,l → Hk,l ⊗ S is a Spin(m)-invariant map; this
follows from
∆k+lx ξxL(s)Pk,l(u, v) = ∆
k+l
x ξxsPk,l(s¯us, s¯vs)
= ∆k+lx sPk,l(s¯xuxs, s¯xvxs)
= ∆k+lx sPk,l(s¯xss¯us¯sxs, s¯xs¯vss¯xs)
= ∆k+lx LQ(s)Pk,l(xux, xvx)
= LQ(s)∆k+lx ξxPk,l(u, v) (7.14)
which is visualised in
Sk,l ∆
k+l
x ξx //
L(s)

Sk,l
LQ(s)

<<
Sk,l
∆k+lx ξx
// Sk,l
Schur’s lemma
The image of the Spin(m)-invariant map ∆k+lx ξx : Sk,l → Hk,l ⊗ S equals Sk,l,
since Hk,l ⊗ S = Sk,l ⊕ v˜Sk,l−1 ⊕ uSk−1,l ⊕ 〈u˜, v〉Sk−1,l−1. Schur’s lemma (see
e.g. Lemma 2) implies that there exists a constant C such that
∆k+lx Pk,l(xux, xvx) = CPk,l(u, v). (7.15)
In order to dermine C, we complexify u, v, f1 and f2 as follows. If u = e1 − ie2,
v = e3− ie4, f1 = e1 + ie2 and f2 = e3 + ie4, then 〈ui, fj〉 = 2δij and Pk,l(u, v) =
2k+lI12. Furthermore,
〈xux, f1〉 = 2(x23 + x24 + · · ·+ x2m)
〈xux ∧ xvx, f1 ∧ f2〉 = 4|x|2(x25 + x26 + · · ·+ x2m).
If we introduce new notations
x(3) := (0, 0, x3, x4, . . . , xm)
x(5) := (0, 0, 0, 0, x5, x6, . . . , xm),
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the expression for Pk,l(xux, xvx) yields
Pk,l(xux, xvx) = 2k+l|x|2l|x(3)|2(k−l)|x(5)|2lI12
= |x|2l|x(3)|2(k−l)|x(5)|2lPk,l(u, v).
A straightforward calculation leads to
∆ax|x|2b =
min(a,b)∑
j=0
(
a
j
)
22j j!
(
b
j
)
Γ(m2 + Ex − b+ a+ j)
Γ(m2 + Ex − b+ a)
|x|2(b−j)∆a−jx .
(7.16)
When ∆ax acts on Pk,l(xux, xvx), which is 2(k + l)-homogeneous in x, only the
following terms in its expression (7.16) are relevant:
∆ax|x|2b = 22b
a!
(a− b)!
Γ(m2 + a)
Γ(m2 + a− b)
∆a−bx ,
for a ≥ b, and in particular for a = b:
∆ax|x|2a = 22aa!
Γ(m2 + a)
Γ(m2 )
.
This also can be computed directly using polar coordinates and the polar de-
composition of ∆x (see [70]).
By means of the previous results, we find
∆k+lx Pk,l(xux, xvx)
= ∆k+lx |x|2l|x(3)|2(k−l)|x(5)|2lPk,l(u, v)
= 22l
(k + l)!
k!
Γ(m2 + k + l)
Γ(m2 + k)
∆kx(3) |x(3)|2(k−l)|x(5)|2lPk,l(u, v)
= 22l
(k + l)!
k!
Γ(m2 + k + l)
Γ(m2 + l)
22(k−l)
k!
l!
Γ(m−22 + k)
Γ(m−22 + l)
∆lx(5) |x(5)|2lPk,l(u, v)
= 22(k+l)(k + l)!
Γ(m2 + k + l)
Γ(m2 + k)
Γ(m−22 + k)
Γ(m−22 + l)
Γ(m−42 + l)
Γ(m−42 )
Pk,l(u, v).
It thus follows from (7.15) that
C = 22(k+l)(k + l)!
Γ(m2 + k + l)
Γ(m2 + k)
Γ(m−22 + k)
Γ(m−22 + l)
Γ(m−42 + l)
Γ(m−42 )
. (7.17)
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Since
∆k+lx ξxL(s)Pk,l(u, v) = LQ(s)∆
k+l
x Pk,l(xux, xvx)
= CLQ(s)Pk,l(u, v) = CL(s)Pk,l(u, v),
the identity (7.15) holds for each Pk,l(u, v) in Sk,l, by irreducibility.
Finally, using (7.15) and (7.17), the right-hand side of (7.13) leads to
Qk,l
(
|x|−m−2(k+l)xPk,l(xux, xvx)
)
= − 2pi
m
2
Γ(m−42 )
Γ(m−22 + k)
Γ(m2 + k)
Γ(m−42 + l)
Γ(m−22 + l)
Pk,l(u, v)δ(x)
= − pi
m
2
Γ(m2 )
(m2 − 2)(m2 − 1)
(m2 + k − 1)(m2 + l − 2)
Pk,l(u, v)δ(x)
= −Am (m− 2)(m− 4)(m+ 2k − 2)(m+ 2l − 4)Pk,l(u, v)δ(x)
=: (Ck,l)−1δ(x)Pk,l(u, v).
This defines the constant Ck,l that was introduced in Lemma 23.
Conclusion
To recapitulate the results of this section, we state the following theorem.
Theorem 24. If Ck,l is the constant given by
Ck,l = − 1
Am
(m+ 2k − 2)(m+ 2l − 4)
(m− 2)(m− 4) , (7.18)
the distribution
ek,l(x) = Ck,l|x|−m+1L( x|x| ) ∈ C
∞(Rm \ {0},End(Sk,l)) (7.19)
satisfies, for every Pk,l ∈ Sk,l, in distributional sense
Qk,lek,l(x)Pk,l(u, v) = δ(x)Pk,l(u, v). (7.20)
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7.3.3 Reproducing kernel
The relation (7.20) depends on Pk,l ∈ Sk,l. For this reason we introduce the
reproducing kernel Kk,l satisfying
(Kk,l(u, v;u′, v′), Pk,l(u, v))(u,v) = Pk,l(u′, v′),
with (·, ·)(u,v) the Fischer inner product (6.4) on Sk,l.
Theorem 25. For ek,l defined in (7.19), we have that
Ek,l(x;u, v;u′, v′) = ek,l(x)Kk,l(u, v;u′, v′)
satisfies, in distributional sense,
Qk,lEk,l(x;u, v;u′, v′) = δ(x)Kk,l(u, v;u′, v′). (7.21)
Proof. With
Qk,l =
(
1 +
u′∂u′
m+ 2k − 2 +
v′∂v′
m+ 2l − 4 − 2
u′〈v′, ∂u′〉∂v′
(m+ 2k − 2)(m+ 2l − 4)
)
∂x,
we have that(Qk,lEk,l(x;u, v;u′, v′), P (u, v))(u,v) = (Qk,lek,l(x)Kk,l(u, v;u′, v′), P (u, v))(u,v)
= Qk,lek,l(x)
(
Kk,l(u, v;u′, v′), P (u, v)
)
(u,v)
= Qk,lek,l(x)P (u′, v′)
= δ(x)P (u′, v′). 
7.4 Basic integral formulae
The basic integral formulae related to the operators Qk,l can easily be deduced
from Stokes’s theorem for the Dirac operator, see e.g. [4] and section 3.2.6.
We introduce the volume element dx = dx1 ∧ . . . ∧ dxm and the oriented
surface element dσx =
∑m
j=1(−1)j−1ejdx̂j with dx̂j = dx1 ∧ . . . ∧ dxj−1 ∧
dxj+1 ∧ . . . ∧ dxm.
Theorem 26 (See also [18]). Let Ω′ ⊂ Rm and Ω ⊂ Ω′ and let f, g ∈ C1(Ω′,Sk,l).
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(i) Stokes’s Theorem. One has∫
Ω
[
− (Qk,lg(x), f(x))(u,v) + (g(x),Qk,lf(x))(u,v)]dx
=
∫
∂Ω
(
g(x), pi1(dσx)f(x)
)
(u,v)
.
(ii) Cauchy-Pompeiu Theorem. One has
−
∫
Ω
ek,l(x− y)Qk,lf(x)dx+
∫
∂Ω
ek,l(x− y)pi1(dσx)f(x)
=
{
f(y) ∀y ∈ Ω
0 ∀y ∈ Ω′ \ Ω
(iii) Cauchy integral formula. If Qk,lf = 0 in Ω′, one has∫
∂Ω
ek,l(x− y)pi1(dσx)f(x) =
{
f(y) ∀y ∈ Ω
0 ∀y ∈ Ω′ \ Ω
Proof. Let f, g ∈ C1(Ω′,Sk,l). The classical Stokes’s formula for the Dirac
operator leads to∫
Ω
[− (∂xg(x))f(x) + g(x)(∂xf(x))]dx = ∫
∂Ω
g(x)dσxf(x).
This identity is still depending on the vector variables u and v. To obtain the
generalised Stokes’s theorem for the operator Qk,l it is sufficient to take the
Fischer inner product with respect to (u, v):(Qk,lg(x), f(x))(u,v) = (pi1∂xg(x), f(x))(u,v) = (∂xg(x), f(x))(u,v)
which follows from the Fischer inner product (6.4) and the fact that pi1 =
1− v˜pi2 − upi3, due to (6.12). In the same way, we have
(g(x),Qk,lf(x))(u,v) = (Qk,lf(x), g(x))(u,v)
= (∂xf(x), g(x))(u,v)
=
(
g(x), ∂xf(x)
)
(u,v)
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and
(g(x), pi1(dσx)f(x))(u,v) = (g(x), dσxf(x))(u,v).
The Cauchy-Pompeiu formula for the operator Qk,l is obtained by substituting
g(x;u, v) = Ek,l(x− y;u, v;u′, v′) for the function g in Stokes’s formula (i) and
using (7.21):∫
Ω
[
− (δ(x− y)Kk,l(u, v;u′, v′), f(x;u, v))(u,v)
+
(
Ek,l(x− y;u, v;u′, v′),Qk,lf(x;u, v)
)
(u,v)
]
dx
=
∫
∂Ω
(
Ek,l(x− y;u, v;u′, v′), pi1(dσx)f(x;u, v)
)
(u,v)
⇔
∫
Ω
[
− δ(x− y)f(x;u′, v′) + (Ek,l(x− y;u, v;u′, v′),Qk,lf(x))(u,v)]dx
=
∫
∂Ω
(
Ek,l(x− y;u, v;u′, v′), pi1(dσx)f(x)
)
(u,v)
⇔ − f(y;u′, v′) +
∫
Ω
(
ek,l(x− y)Kk,l(u, v;u′, v′),Qk,lf(x)
)
(u,v)
dx
=
∫
∂Ω
(
ek,l(x− y)Kk,l(u, v;u′, v′), pi1(dσx)f(x)
)
(u,v)
⇔ − f(y;u′, v′)−
∫
Ω
ek,l(x− y)
(
Kk,l(u, v;u′, v′),Qk,lf(x)
)
(u,v)
dx
= −
∫
∂Ω
ek,l(x− y)
(
Kk,l(u, v;u′, v′), pi1(dσx)f(x)
)
(u,v)
⇔ f(y;u′, v′) +
∫
Ω
ek,l(x− y)Qk,lf(x;u′, v′)dx
=
∫
∂Ω
ek,l(x− y)pi1(dσx)f(x;u′, v′),
or, in shorthand,
f(y) +
∫
Ω
ek,l(x− y)Qk,lf(x)dx =
∫
∂Ω
ek,l(x− y)pi1(dσx)f(x).
The Cauchy integral formula then follows immediately. 
Chapter 8
Null solutions of Qk,l
As in any function theory linked to a differential operator, a very important
piece of knowledge is the full description of its (homogeneous) polynomial null
solutions.
Similar to the Rarita-Schwinger operators and the higher spin Dirac opera-
tors acting on spinor-valued forms, the spaces of homogeneous polynomial null
solutions of Qk,l will no longer be irreducible as a Spin(m)-module. In section
8.1 we discuss two types (denoted by A and B, respectively) of homogeneous
polynomial null solutions for this higher spin operator. These considerations
lead in section 8.2 to the formulation of a theorem about the decomposition of
KerhQk,l into Spin(m)-irreducibles. In the sections 8.3 – 8.7 this theorem is
proved by induction on k and l. We end this chapter with some examples.
8.1 Two types of null solutions for Qk,l
A h-homogeneous polynomial f with values in Sk,l belongs to KerhQk,l if and
only if it satisfies pi1(∂xf) = 0. Similar to the Rarita-Schwinger case and the
operator in chapter 5, there are two possibilities to realise this condition. This
gives rise to two types of homogeneous polynomial null solutions f for Qk,l:
either ∂xf = 0 (called type A solutions) or ∂xf 6= 0 and pi1(∂xf) = 0 (called
type B solutions). We will now treat each of these possibilities in detail.
Remark 27. In what follows, the integers satisfy h ≥ k+ l. We refer to section
2.4.3 for details on the degenerate case h < k + l.
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8.1.1 Solutions of type A
As defined in (2.49), the vector space
Msh,k,l = {f ∈ Ph,k,l(Rm,S) | ∂xf = ∂uf = ∂vf = 〈u, ∂v〉f = 0}
is, by construction, precisely the space of h-homogeneous solutions for Qk,l of
type A. Recall from (2.57) the decomposition of this space into irreducibles for
Spin(m):
Msh,k,l =
k⊕
i=0
k−l⊕
j=0
〈u, ∂x〉i〈v˜, ∂x〉jSh+i+j,k−i,l−j .
To lighten the notation, we will often omit these commuting embedding factors
and denote the irreducible modules in the decomposition of Msh,k,l by their
highest weights only:
Msh,k,l ∼=
k−l⊕
i=0
l⊕
j=0
(h+ i+ j, k − i, l − j)′. (8.1)
Remark 28. A necessary condition for a module Sp,q,r to occur, up to an
isomorphic copy, in the decomposition of Msh,k,l, is p+ q + r = h+ k + l.
8.1.2 Solutions of type B
We have from (6.16) the equivalence
Qk,lf = 0 ⇔ ∂xf = 2(m+ 2k − 2)(k − l + 1)u〈∂˜u, ∂x〉f
+
2
(m+ 2l − 4)(k − l + 1) v˜〈∂v, ∂x〉f. (8.2)
In view of Proposition 18, the following implication holds:
f ∈ KerhQk,l ⇒ ∂xf = ug1 + v˜g2
with g1 ∈ Kerh−1Qk−1,l and g2 ∈ Kerh−1Qk,l−1. Conversely, every Sk,l-valued
polynomial f of homogeneity degree h in x that satisfies
∂xf = ug1 + v˜g2 (8.3)
with g1 and g2 in Kerh−1Qk−1,l and Kerh−1Qk,l−1, respectively, also belongs
to KerhQk,l. Now we would like to investigate whether for any choice of these
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polynomials g1 and g2, there exists a polynomial f satisfying (8.3). In other
words, we are trying to characterise the conditions which have to be imposed on
g1 ∈ Kerh−1Qk−1,l and g2 ∈ Kerh−1Qk,l−1, such that the following equivalence
holds:
f ∈ KerhQk,l ⇔

∂xf = ug1 + v˜g2
∂uf = 0
∂vf = 0
〈u, ∂v〉f = 0
Just like for the Rarita-Schwinger case, this requires the study of compatibil-
ity conditions for an inhomogeneous system of equations involving three Dirac
operators.
Remark 29. In [59] the system of three Dirac operators was only proved for
the following stable range of m: m ≥ 5.
The system above is not of the form considered in [24] due to the presence
of the last equation. We will split this system into a simplified system and an
extended system. The simplified system is given by ∂xf = ug1 + v˜g2∂uf = 0
∂vf = 0
(8.4)
and the extended system is defined by adding the condition 〈u, ∂v〉f = 0:
∂xf = ug1 + v˜g2
∂uf = 0
∂vf = 0
〈u, ∂v〉f = 0
(8.5)
The next proposition states that it is sufficient to study solutions for (8.4):
Proposition 19. If f ∈ Ph,k,l(R3m,S) is a solution of (8.4), then the projection
Π(f) of f on the kernel of 〈u, ∂v〉 satifies (8.5):
∂xΠ(f) = ug1 + v˜g2
∂uΠ(f) = 0
∂vΠ(f) = 0
〈u, ∂v〉Π(f) = 0
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Proof. Using the Fischer decomposition with respect to the operator 〈u, ∂v〉, we
can write any solution f of (8.4) as
f = fk,l + 〈v, ∂u〉fk+1,l−1 + . . .+ 〈v, ∂u〉lfk+l,0 =
l∑
j=0
〈v, ∂u〉jfk+j,l−j
with 〈u, ∂v〉fk+j,l−j = 0 for all 0 ≤ j ≤ l. Define the projection map Π by
Π : Ph,k,l(R3m,S) → Ph,k,l(R3m,S) ∩Ker〈u, ∂v〉
f 7→ Π(f) = fk,l.
We will prove that fk,l satisfies the system of equations (8.5). Because ∂uf = 0
and [∂u, 〈v, ∂u〉] = 0, we already have that ∂ufk+j,l−j = 0. Combining this
result with ∂vf = 0, which means that also the commutator [∂v, 〈v, ∂u〉] = ∂u
acts trivially, we find that ∂vfk+j,l−j = 0 holds too. Finally, we verify that
∂xfk,l = ug1+v˜g2. Since [∂x, 〈u, ∂v〉] = 0, it is easily seen that Π(∂xf) = ∂xΠ(f)
and hence
∂xfk,l = ∂xΠ(f) = Π(∂xf) = Π(ug1 + v˜g2) = ug1 + v˜g2
because we have by construction that ug1+v˜g2 ∈ Ker〈u, ∂v〉. Note that fk,l 6= 0,
since otherwise ug1 + v˜g2 = 0. 
To any inhomogeneous system of Dirac equations of the form ∂xf = h1∂uf = h2
∂vf = h3
corresponds the following set of compatibility conditions (see [24]):
∆uh1 + ∂x∂uh2 = 0
∆vh1 + ∂x∂vh3 = 0
∆vh2 + ∂u∂vh3 = 0
∆xh2 + ∂u∂xh1 = 0
∆xh3 + ∂v∂xh1 = 0
∆uh3 + ∂v∂uh2 = 0
{∂x, ∂u}h3 = ∂v(∂xh2 + ∂uh1)
{∂u, ∂v}h1 = ∂x(∂uh3 + ∂vh2)
{∂v, ∂x}h2 = ∂u(∂vh1 + ∂xh3)
.
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The last three relations (which are linear dependent) are the radial algebra
relations, which were investigated in [58, 59]. In the present case (8.4), we put
h1 = ug1 + v˜g2 and h2 = 0 = h3. Motivated by the Rarita-Schwinger case, we
will split these conditions into two sets. First of all, define the compatibility
conditions of type I (denoted CC-I):
CC-I ↔

∆u(ug1 + v˜g2) = 0
∆v(ug1 + v˜g2) = 0
∂u∂v(ug1 + v˜g2) = 0
∂v∂u(ug1 + v˜g2) = 0
{∂u, ∂v}(ug1 + v˜g2) = 0
together with the extra condition
〈u, ∂v〉(ug1 + v˜g2) = 0.
We are then left with two compatibility conditions of type II (denoted CC-II):
CC-II ↔
{
∂u∂x(ug1 + v˜g2) = 0 (i)
∂v∂x(ug1 + v˜g2) = 0 (ii)
These conditions are related as follows:
∂u∂x(ug1 + v˜g2) = 0 ⇒ 〈u, ∂v〉∂u∂x(ug1 + v˜g2) = 0
⇔ ∂v∂x(ug1 + v˜g2) = 0.
This means that it is sufficient to check CC-II (i). However, it turns out that it
is useful to investigate both conditions.
It was proved in section 4.2.2 (see also [18]) that the analysis of compatibility
conditions in the case of the Rarita-Schwinger operator leads to the conclusion
that the kernel space for Rk−1 can be embedded into the kernel space for Rk.
The compatibility conditions exactly determine the type B solutions, and thus
the structure of the kernel space.
In the present case of the operatorQk,l, it is not difficult to show that the con-
ditions of CC-I are equivalent with g1 and g2 being elements of C∞(Rm,Sk−1,l)
and C∞(Rm,Sk,l−1), respectively. In other words, these conditions determine
the values of g1 and g2, similarly to the case of Rk. The conditions of the sys-
tem CC-II however are not equivalent with every g1 ∈ Kerh−1Qk−1,l and every
g2 ∈ Kerh−1Qk,l−1.
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Demanding that CC-II (ii) is satisfied, leads to
∂v∂x(ug1) = − ∂v∂x (v˜g2)
⇔ −2u〈∂v, ∂x〉g1 = − (k − l + 1)(m+ 2l − 6)∂xg2
+ 2
(
k − l + 1
k − l + 2
)
v˜〈∂v, ∂x〉g2 − 2
k − l + 2u〈∂˜u, ∂x〉g2
⇔ −2u〈∂v, ∂x〉g1 = − 2
(
m+ 2l − 4
m+ 2k − 2
)
u〈∂˜u, ∂x〉g2
⇔ 〈∂v, ∂x〉g1 =
(
m+ 2l − 4
m+ 2k − 2
)
〈∂˜u, ∂x〉g2,
where we have used the following fact:
Qk,l−1g2 = 0 ⇔ ∂xg2 = 2u〈∂˜u, ∂x〉g2(k − l + 2)(m+ 2k − 2) +
2v˜〈∂v, ∂x〉g2
(k − l + 2)(m+ 2l − 6) .
All this means that there exists a polynomial f in KerhQk,l such that ∂xf =
ug1 + v˜g2, on condition that the polynomials g1 and g2 satisfy
〈∂v, ∂x〉g1 =
(
m+ 2l − 4
m+ 2k − 2
)
〈∂˜u, ∂x〉g2. (8.6)
In particular, this relation is satisfied for g1 and g2 in the kernel of 〈∂v, ∂x〉 and
〈∂˜u, ∂x〉, respectively. By Proposition 18, both the left- and right-hand side of
(8.6) are polynomials in Kerh−2Qk−1,l−1.
For g1 and g2 satisfying this relation, further calculations then show that
CC-II (i) holds as well, i.e.
∂u∂x
(
ug1 + v˜g2
)
= 0.
Summarising, the type B solutions of the operator Qk,l can be of the following
type:
(i) choosing g2 = 0 in (8.6), we have that ∂xf = ug1 with g1 ∈ Kerh−1Qk−1,l
satisfying 〈∂v, ∂x〉g1 = 0, hence
Kerh−1Qk−1,l ∩Ker 〈∂v, ∂x〉 ↪→ KerhQk,l;
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(ii) choosing g1 = 0 in (8.6), we have that ∂xf = v˜g2 with g2 ∈ Kerh−1Qk,l−1
satisfying 〈∂˜u, ∂x〉g2 = 0, hence
Kerh−1Qk,l−1 ∩Ker 〈∂˜u, ∂x〉 ↪→ KerhQk,l;
(iii) finally, if ∂xf = ug1 + v˜g2 where polynomials g1, g2 6= 0 in Kerh−1Qk−1,l
and Kerh−1Qk,l−1, respectively, satisfy (8.6), then the following summands
could be embedded:
Kerh−2Qk−1,l−1 ∩ Im 〈∂˜u, ∂x〉 ∩ Im 〈∂v, ∂x〉 ↪→ KerhQk,l
with
〈∂˜u, ∂x〉 : Kerh−1Qk,l−1 → Kerh−2Qk−1,l−1
〈∂v, ∂x〉 : Kerh−1Qk−1,l → Kerh−2Qk−1,l−1.
Because [〈∂˜u, ∂x〉, 〈∂v, ∂x〉] = 0, we can write (iii) as
Kerh−2Qk−1,l−1 ∩ Im
(
〈∂˜u, ∂x〉〈∂v, ∂x〉
)
↪→ KerhQk,l
where the operators are shown in the following diagram:
Kerh−1Qk,l−1
〈∂˜u,∂x〉

KerhQk,l
〈∂˜u,∂x〉

〈∂v,∂x〉oo
Kerh−2Qk−1,l−1 Kerh−1Qk−1,l〈∂v,∂x〉
oo
In the special case k = l, the twistor operator 〈∂v, ∂x〉 does not occur; there
exists only one twistor operator and (8.6) reduces to
〈∂˜u, ∂x〉g2 = 0.
The type B solutions of the operator Qk,k are thus equivalent with polynomials
f such that ∂xf = v˜g2 with g2 ∈ Kerh−1Qk,k−1 such that 〈∂˜u, ∂x〉g2 = 0. In
other words, the following summands could be embedded:
Kerh−1Qk,k−1 ∩Ker 〈∂˜u, ∂x〉 ↪→ KerhQk,k.
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Remark 30. The notation of the vector spaces Ker〈∂˜u, ∂x〉 and Im〈∂˜u, ∂x〉 is
undetermined because 〈∂˜u, ∂x〉 maps solutions for Qk,l to solutions of Qk−1,l for
every k > l; the same holds for 〈∂v, ∂x〉. However we have chosen not to include
the domain as to avoid complicated notations; to avoid confusion, we visualise
these operators in a diagram that shows the domain and the target space.
8.2 The decomposition of the kernel space
8.2.1 Formulation of the theorem
At this point, we have obtained an inductive procedure to describe, at least
formally, the space of polynomial solutions for the operator Qk,l. Together
with the type A solutions, the kernel space of h-homogeneous polynomial null
solutions for Qk,l can be constructed as follows.
Theorem 27. For h ≥ k + l, the kernel space KerhQk,l for the invariant first-
order operator Qk,l decomposes as
Msh,k,l ⊕
(
Kerh−1Qk−1,l ∩Ker〈∂v, ∂x〉
)
⊕
(
Kerh−1Qk,l−1 ∩Ker〈∂˜u, ∂x〉
)
⊕
(
Kerh−2Qk−1,l−1 ∩ Im〈∂˜u, ∂x〉 ∩ Im〈∂v, ∂x〉
)
↪→ KerhQk,l. (8.7)
The operators and kernel spaces in Theorem 27 are visualised in the following
diagram:
Kerh−1Qk,l−1
〈∂˜u,∂x〉

KerhQk,l

oo
Kerh−2Qk−1,l−1 Kerh−1Qk−1,l〈∂v,∂x〉
oo
In the special case that k = l, we have
Theorem 28. For h ≥ k, the kernel space KerhQk,k for the invariant first-order
operator Qk,k decomposes as
Msh,k,k ⊕
(
Kerh−1Qk,k−1 ∩Ker〈∂˜u, ∂x〉
)
↪→ KerhQk,k. (8.8)
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The operator and kernel spaces in Theorem 28 are visualised in the following
diagram:
Kerh−1Qk,k−1
〈∂˜u,∂x〉

KerhQk,koo
Kerh−2Qk−1,k−1
A dimensional analysis will show that there is equality (up to an isomor-
phism) between left- and right-hand side of (8.7) and left- and right-hand side
of (8.8). In particular, we prove in the next sections that both Theorem 27 and
Theorem 28 translate to
Theorem 29. For every h ≥ k + l, the kernel space KerhQk,l decomposes as
KerhQk,l ∼=
k−l⊕
i=0
l⊕
j=0
Msh−i−j,k−i,l−j
∼=
k−l⊕
i=0
l⊕
j=0
k−i−l+j⊕
p=0
l−j⊕
q=0
(h− i− j + p+ q, k − i− p, l − j − q)′.
The result of this theorem is confirmed by our experiments with the computer
algebra package for Lie group computations LiE ([50]). The procedure goes as
follows. By means of (7.2), one obtains the splitting into irreducible modules of
explicit examples of KerhQk,l; the tensor products Ph(Rm,Sk,l) ∼= Ph(Rm)⊗Sk,l
are calculated by means of LiE.
Theorem 29 implies that
KerhQk,l ∼=Msh,k,l ⊕
(
Kerh−1Qk−1,l ⊕Kerh−1Qk,l−1
) \Kerh−2Qk−1,l−1 (8.9)
which was expected from our earliest LiE experiments.
The decomposition of the kernel space of Qk,l can be thought of as a ‘box’ of
vector spaces Msh−i−j,k−i,l−j of type A solutions, which is visualised in Figure
8.1. The dot on position (i, j) (with i ≥ 0 on the k-axis and j ≥ 0 on the
l-axis) denotes the vector space Msh−k−l+i+j,i,j . The degree in homogeneity in
x follows from the homogeneity degrees k− i and l− j in u and v, respectively;
the integer h − i − j is thus of no importance in the visualisation. Hence the
‘box’ is determined by the label (k, l) of the upper right corner.
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(0, 0)
k
l
Mh−l,k
Mh−k,l
Msh,k,l
Msh−k+l,l,l
Figure 8.1: The ‘box’ of Theorem 29.
In [35] it is shown that this remarkable fact may be explained in terms of a
non-trivial sequence between certain twistor operators.
8.2.2 Outline of the proof
The proof of Theorem 29 goes by induction on the integers k and l. We go
through the several steps, which are proved in the next sections.
(i) The case l = 0, i.e. the case of the Rarita-Schwinger operator Rk, is
briefly recalled in section 8.3.
k
l
(k, 0)
(ii) Section 8.4 deals with the description of KerhQ1,1, KerhQ2,1 and KerhQ3,1.
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These special cases are an inspiration to establish an induction hypothesis
to prove the general case KerhQk,1 by induction on k.
k
l
(k, 1)
(1, 1)
(iii) We use the results of the previous sections to formulate an induction hy-
pothesis for the structure of KerhQk,l−1, k ≥ l − 1 in section 8.5. Using
(8.8) together with a dimensional argument, this leads to the construction
of KerhQl,l in section 8.6.
k
l
(k, l − 1)
(l − 1, l − 1)
(l, l)
(iv) Finally, in section 8.7, we decompose KerhQk,l into irreducible Spin(m)-
modules. The proof goes by induction on k, after having proved the
decomposition of KerhQl+1,l as the basic step.
k
l
(k, l)
(l, l)
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Remark 31. The embedding factors of the Spin(m)-irreducibles in the decom-
position of KerhQk,l are not taken into account and the irreducible modules are
systematically denoted by their highest weights only. Furthermore, it follows
from Proposition 18 that we have for k ≥ l > 0 that
KerhQk,l ∼=
(
KerhQk,l ∩Ker〈∂v, ∂x〉
)⊕ (Kerh−1Qk,l−1 ∩ Im〈∂v, ∂x〉) (8.10)
and for k > l ≥ 0 that
KerhQk,l ∼=
(
KerhQk,l ∩Ker〈∂˜u, ∂x〉
)⊕ (Kerh−1Qk−1,l ∩ Im〈∂˜u, ∂x〉). (8.11)
The operators are visualised here:
Kerh−1Qk,l−1

KerhQk,l
〈∂˜u,∂x〉

〈∂v,∂x〉oo
Kerh−2Qk−1,l−1 Kerh−1Qk−1,loo
Both
(
Kerh−1Qk,l−1 ∩ Im〈∂v, ∂x〉
)
and
(
Kerh−1Qk−1,l ∩ Im〈∂˜u, ∂x〉
)
should be
thought of as isomorphic copies inside KerhQk,l.
8.3 Decomposition of KerhRk
Recall the decomposition of KerhRk into irreducible Spin(m)-modules, denoted
by their highest weight for convenience:
KerhRk ∼=
k⊕
i=0
Mh−i,k−i ∼=
k⊕
i=0
k−i⊕
j=0
(h− i+ j, k − i− j)′. (8.12)
The space Mh,k coincides with the h-homogeneous type A solutions for Rk.
Note that 〈∂˜u, ∂x〉 = 〈∂u, ∂x〉 (up to a multiplicative constant) when acting on
Rk-valued functions. Hence it follows from (8.11) that
Lemma 25. For all integers h ≥ k one has
KerhRk ∩Ker〈∂u, ∂x〉 ∼=Mh,k
Kerh−1Rk−1 ∩ Im〈∂u, ∂x〉 ∼=
k⊕
i=1
Mh−i,k−i =
k−1⊕
i=0
Mh−1−i,k−1−i.
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Proof. Using information of chapter 4, this can also be proved explicitly. Note
that
Kerh−1Rk−1 ∩ Im〈∂u, ∂x〉 ∼=
k−1⊕
i=0
Mh−1−i,k−1−i ∼= Kerh−1Rk−1.

8.4 Decomposition of KerhQk,1
8.4.1 Decomposition of KerhQ1,1
We begin the proof of the decomposition of KerhQk,1 by taking k = 1. Hence,
the result (5.13) of chapter 5 is useful:
KerhQ1,1 ∼= Msh,1,1 ⊕ Mh−1,1 (8.13)
which implies that
Lemma 26. For all integers h > 1 one has
KerhQ1,1 ∩Ker〈∂v, ∂x〉 ∼=Msh,1,1
Kerh−1R1 ∩ Im〈∂v, ∂x〉 ∼=Mh−1,1.
Proof. We know from (8.2) that
Q1,1f = 0 ⇔ ∂xf = 2
m− 2 v˜〈∂v, ∂x〉f,
proving the first line. The second result then follows from (8.10) and (8.13). 
Note that this is a special case of KerhQl,l, which is discussed in section 8.6.
8.4.2 Decomposition of KerhQ2,1
By means of Lemma 25, Lemma 26 and Theorem 27 we can prove the following:
Proposition 20. For h > 2, the space KerhQ2,1 decomposes as
KerhQ2,1 ∼= Msh,2,1 ⊕ Msh−1,1,1 ⊕ Mh−1,2 ⊕ Mh−2,1.
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Proof. A dimensional analysis shows that there are no other irreducibles in
KerhQ2,1 than the ones in the right-hand side of this decomposition. For the
dimension of the left-hand side, the generalisation of the CK-extension (7.1)
leads to
dim KerhQ2,1 = 2n
(
h+ 2n− 1
h
)
(2n+ 2) 2n (2n− 2)
3
.
The dimension of the right-hand side is calculated as the sum of the dimensions
of the irreducible Spin(m)-modules:
dimSh,2,1 + dimSh+1,1,1 + dimSh+1,2 + dimSh+2,1 + dimSh−1,1,1
+ 2 dimSh,1 + dimSh−1,2 + dimMh+1 + dimSh−2,1 + dimMh−1.
Using Maple together with the formulas (2.45) and (2.41), it is shown that this
sum indeed equals dim KerhQ2,1. 
Lemma 27. For every integer h > 2 one has
KerhQ2,1 ∩Ker〈∂v, ∂x〉 ∼=Msh,2,1 ⊕ Msh−1,1,1
Kerh−1R2 ∩ Im〈∂v, ∂x〉 ∼=Mh−1,2 ⊕ Mh−2,1.
Proof. Recall from (8.2) that
Q2,1f = 0 ⇔ ∂xf = 1
m+ 2
u〈∂˜u, ∂x〉f + 1
m− 2 v˜〈∂v, ∂x〉f
with the dual twistor operators visualised in
Kerh−1R2

KerhQ2,1
〈∂˜u,∂x〉

〈∂v,∂x〉oo
Kerh−2R1 Kerh−1Q1,1oo
For f ∈ KerhQ2,1 ∩Ker〈∂v, ∂x〉, this relation reduces to
∂xf =
1
m+ 2
u〈∂˜u, ∂x〉f,
which is definitely fulfilled if f ∈ Msh,2,1. In case we have ∂xf 6= 0 on the
left-hand side, then 〈∂˜u, ∂x〉f ∈ Kerh−1Q1,1 by Proposition 18 and
Q1,1〈∂˜u, ∂x〉f = 0 ⇔ ∂x〈∂˜u, ∂x〉f = 0 ⇔ 〈∂˜u, ∂x〉f ∈Msh−1,1,1.
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Assuming that we can invert this operation, we conclude that
Msh,2,1 ⊕Msh−1,1,1 ↪→ KerhQ2,1 ∩Ker〈∂v, ∂x〉.
Both statements in the lemma then follow from Proposition 20 and (8.10). 
In view of formulating a hypothesis for the induction principle, the result of the
previous proposition is rewritten as
KerhQ2,1 ∼=
1⊕
i=0
1⊕
j=0
Msh−i−j,2−i,1−j . (8.14)
8.4.3 Decomposition of KerhQ3,1
Taking k = 3 and l = 1, Theorem 27 leads to
Msh,3,1 ⊕
(
Kerh−1Q2,1 ∩Ker〈∂v, ∂x〉
)
⊕
(
Kerh−1R3 ∩Ker〈∂u, ∂x〉
)
⊕
(
Kerh−2R2 ∩ Im〈∂u, ∂x〉〈∂v, ∂x〉
)
↪→ KerhQ3,1.
By means of Lemma 25 and Lemma 27, we can prove the following.
Proposition 21. For h > 3, the decomposition of the space KerhQ3,1 is given
by
KerhQ3,1 ∼= Msh,3,1 ⊕
1⊕
i=0
Msh−1−i,2−i,1 ⊕ Mh−1,3 ⊕
2⊕
i=1
Mh−1−i,3−i.
Proof. As in the previous proposition, the proof goes by counting dimensions of
the left-hand side and the right-hand side independently. 
Again with an eye to formulating an induction hypothesis, the result of Propo-
sition 21 may be rewritten as
KerhQ3,1 ∼=
2⊕
i=0
1⊕
j=0
Msh−i−j,3−i,1−j . (8.15)
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8.4.4 Decomposition of KerhQk,1
The results in (8.13), (8.14) and (8.15) inspire the following induction hypoth-
esis:
KerhQk−1,1 ∼=
k−2⊕
i=0
1⊕
j=0
Msh−i−j,k−1−i,1−j
=
k−2⊕
i=0
Msh−i,k−1−i,1 ⊕
k−2⊕
i=0
Mh−1−i,k−1−i. (8.16)
Assuming this hypothesis to hold, we can prove the following lemma, featuring
the dual twistor operator visualised below:
Kerh−1Rk−1

KerhQk−1,1

〈∂v,∂x〉oo
Kerh−2Rk−2 Kerh−1Qk−2,1oo
(8.17)
Lemma 28. For every integer h ≥ k one has
KerhQk−1,1 ∩Ker〈∂v, ∂x〉 ∼=
k−2⊕
i=0
Msh−i,k−1−i,1
Kerh−1Rk−1 ∩ Im〈∂v, ∂x〉 ∼=
k−2⊕
i=0
Mh−1−i,k−1−i.
Proof. The proof is similar to that of Lemma 27. Adapting (8.2) to the present
case, leads to
Qk−1,1f = 0 ⇔ ∂xf = 2(m+ 2k − 4)(k − 1)u〈∂˜u, ∂x〉f
+
2
(m− 2)(k − 1) v˜〈∂v, ∂x〉f.
For f ∈ KerhQk−1,1 ∩Ker〈∂v, ∂x〉, this reduces to
∂xf =
2
m+ 2k − 4u〈∂u, ∂x〉f. (8.18)
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This condition is satisfied if f ∈ Msh,k−1,1. If this is not the case and ∂xf 6= 0,
then 〈∂u, ∂x〉f ∈ Kerh−1Qk−2,1. Acting with 〈∂u, ∂x〉 on both sides of (8.18),
leads to
∂x〈∂u, ∂x〉f = 2
m+ 2k − 6u〈∂u, ∂x〉
2f.
This relation holds for every polynomial f satisfying ∂x〈∂u, ∂x〉f = 0, which
implies that 〈∂u, ∂x〉f ∈ Msh−1,k−2,1. In general, acting with 〈∂u, ∂x〉i (i ≥ 0)
on both sides of (8.18), leads to
∂x〈∂u, ∂x〉if = 2
m+ 2k − 2i− 4u〈∂u, ∂x〉
i+1f.
This is true for all f ∈ Kerh−iQk−1−i,1 that satisfy ∂x〈∂u, ∂x〉if = 0, which
means that 〈∂u, ∂x〉if ∈ Msh−i,k−1−i,1. We can repeat this until i = k − 2,
because 〈∂u, ∂x〉k−2f ∈ Kerh−k+2Q1,1 and 〈∂u, ∂x〉k−1f ≡ 0. Combining these
results, we have
k−2⊕
i=0
Msh−i,k−1−i,1 ↪→ KerhQk−1,1 ∩Ker〈∂v, ∂x〉.
Furthermore, in view of Lemma 25, we have
Kerh−1Rk−1 ∩ Im〈∂v, ∂x〉 ⊂ Kerh−1Rk−1 ∼=
k−1⊕
i=0
Mh−1−i,k−1−i.
Both statements of the present lemma then follow from (8.10) and the induction
hypothesis (8.16):
KerhQk−1,1 ∼=
k−2⊕
i=0
Msh−i,k−1−i,1 ⊕
k−2⊕
i=0
Mh−1−i,k−1−i
∼=
(
KerhQk−1,1 ∩Ker〈∂v, ∂x〉
)
⊕
(
Kerh−1Rk−1 ∩ Im〈∂v, ∂x〉
)
.

By means of this lemma, we prove the decomposition of the kernel for oper-
ators Qk,1 (k ≥ 1).
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Proposition 22. For h > k, the kernel space KerhQk,1 decomposes as
KerhQk,1 ∼=
k−1⊕
i=0
1⊕
j=0
Msh−i−j,k−i,1−j .
Proof. We prove this by induction on k. Suppose that the induction hypothesis
(8.16) holds and change the summation indices in Lemma 28 as follows:
Kerh−1Qk−1,1 ∩Ker〈∂v, ∂x〉 ∼=
k−1⊕
i=1
Msh−i,k−i,1
Kerh−2Rk−1 ∩ Im〈∂v, ∂x〉 ∼=
k−1⊕
i=1
Mh−1−i,k−i.
Using (8.17) and Lemma 25, the decomposition on the left-hand side in Theorem
27 leads to
Msh,k,1 ⊕
(
Kerh−1Qk−1,1 ∩Ker〈∂v, ∂x〉
)
⊕
(
Kerh−1Rk ∩Ker〈∂u, ∂x〉
)
⊕
(
Kerh−2Rk−1 ∩ Im〈∂u, ∂x〉〈∂v, ∂x〉
)
∼= Msh,k,1 ⊕
k−1⊕
i=1
Msh−i,k−i,1 ⊕ Mh−1,k ⊕
k−1⊕
i=1
Mh−1−i,k−i
=
k−1⊕
i=0
1⊕
j=0
Msh−i−j,k−i,1−j .
To prove that
KerhQk,1 ∼=
k−1⊕
i=0
1⊕
j=0
Msh−i−j,k−i,1−j
we verified, using Maple, that the dimensions of both sides are equal. 
8.5 Induction hypothesis
Now that we have described the kernel space of the operators Rk (for every
integer k ≥ 0) and Qk,1 (for every integer k ≥ 1), we formulate the following
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induction hypothesis on l − 1:
KerhQk,l−1 ∼=
k−l+1⊕
i=0
l−1⊕
j=0
Msh−i−j,k−i,l−1−j (8.19)
for every k ≥ l − 1. This can be written as
KerhQk,l−1 ∼=
l−1⊕
j=0
Msh−j,k,l−1−j ⊕
k−l+1⊕
i=1
l−1⊕
j=0
Msh−i−j,k−i,l−1−j . (8.20)
Both summands in the right-hand side of (8.20) have a special meaning. This
will be proved in the next lemma, where the operator of interest is visualised in
the diagram below:
Kerh−1Qk,l−2

KerhQk,l−1
〈∂˜u,∂x〉

oo
Kerh−2Qk−1,l−2 Kerh−1Qk−1,l−1oo
(8.21)
Lemma 29. For every integer h ≥ k + l one has
KerhQk,l−1 ∩Ker〈∂˜u, ∂x〉 ∼=
l−1⊕
j=0
Msh−j,k,l−1−j
Kerh−1Qk−1,l−1 ∩ Im〈∂˜u, ∂x〉 ∼=
k−l+1⊕
i=1
l−1⊕
j=0
Msh−i−j,k−i,l−1−j .
Proof. Recall from (8.2) that
Qk,l−1f = 0 ⇔ ∂xf = 2(m+ 2k − 2)(k − l + 2)u〈∂˜u, ∂x〉f
+
2
(m+ 2l − 6)(k − l + 2) v˜〈∂v, ∂x〉f.
For f ∈ KerhQk,l−1 ∩Ker〈∂˜u, ∂x〉, this reduces to
∂xf =
2
(m+ 2l − 6)(k − l + 2) v˜〈∂v, ∂x〉f. (8.22)
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In the special case that f ∈ Msh,k,l−1, this relation is clearly fulfilled. If this is
not the case, then 〈∂v, ∂x〉f ∈ Kerh−1Qk,l−2 and acting with 〈∂v, ∂x〉 on both
sides of (8.22) leads to
∂x〈∂v, ∂x〉f = 2(m+ 2l − 8)(k − l + 3) v˜〈∂v, ∂x〉
2f (8.23)
due to
[〈∂v, ∂x〉, v˜] =(Eu − Ev)∂x − u〈∂u, ∂x〉 − v〈∂v, ∂x〉
=(Eu − Ev)∂x −
(
u〈∂˜u, ∂x〉+ v˜〈∂v, ∂x〉
)
(Eu − Ev + 1)−1.
(Since 〈∂v, ∂x〉f ∈ Kerh−1Qk,l−2 ∩Ker〈∂˜u, ∂x〉, this result was to be expected.)
The relation (8.23) holds for 〈∂v, ∂x〉f ∈ Msh−1,k,l−2. In general, 〈∂v, ∂x〉jf ∈
Kerh−jQk,l−1−j ∩Ker〈∂˜u, ∂x〉 (with j ≥ 0) and
∂x〈∂v, ∂x〉jf = 2(m+ 2l − 2j − 6)(k − l + j + 2) v˜〈∂v, ∂x〉
j+1f
which is true for all 〈∂v, ∂x〉jf ∈Msh−j,k,l−1−j with j ≤ l− 1. We can conclude
from these results that
l−1⊕
j=0
Msh−j,k,l−1−j ↪→ KerhQk,l−1 ∩Ker〈∂˜u, ∂x〉.
Next, combining (8.19) and (8.11) into
KerhQk,l−1 ∼=
l−1⊕
j=0
Msh−j,k,l−1−j ⊕
k−l+1⊕
i=1
l−1⊕
j=0
Msh−i−j,k−i,l−1−j
∼=
(
KerhQk,l−1 ∩Ker〈∂˜u, ∂x〉
)
⊕
(
Kerh−1Qk−1,l−1 ∩ Im〈∂˜u, ∂x〉
)
,
the statement then follows from the fact that Kerh−1Qk−1,l−1 ∩ Im〈∂˜u, ∂x〉 ⊂
Kerh−1Qk−1,l−1 with
Kerh−1Qk−1,l−1 ∼=
k−l⊕
i=0
l−1⊕
j=0
Msh−1−i−j,k−1−i,l−1−j
=
k−l+1⊕
i=1
l−1⊕
j=0
Msh−i−j,k−i,l−1−j ,
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according to the induction hypothesis (8.19) made for every integer k′ ≥ l − 1,
in particular for k′ = k − 1 ≥ l − 1. 
Let us for a moment recall the whole of our induction argument, which we
have visualised in Figure 8.2.
k
l
(l − 1, l − 1)
(l, l)
(0, 0)
(1, 1)
Figure 8.2: Overview of induction principle.
The column l = 0 represents the known Rarita-Schwinger case KerhRk. In the
column l = 1 we have established the explicit decomposition of KerhQk,1 for
k = 1, 2, 3 and proved it for all integers k > 1 by induction on k. At this point
we assume the decomposition theorem valid for all columns up to and including
l− 1 and all k ≥ l− 1. Then we are able to prove it for the column l: for k = l
in section 8.6, and finally for k > l in section 8.7.
8.6 Decomposition of KerhQl,l
We use the induction hypothesis (8.19) to describe KerhQl,l.
Proposition 23. For h ≥ 2l one has
KerhQl,l ∼=
l⊕
j=0
Msh−j,l,l−j .
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Proof. The induction hypothesis (8.19) leads, via Lemma 29 and a translation
of summation indices, to
Kerh−1Ql,l−1 ∩Ker〈∂˜u, ∂x〉 ∼=
l⊕
j=1
Msh−j,l,l−j .
The operator 〈∂˜u, ∂x〉 acts as follows:
Kerh−1Ql,l−1
〈∂˜u,∂x〉

KerhQl,loo
Kerh−2Ql−1,l−1
By the left-hand side of the formula in Theorem 28 we obtain
Msh,l,l ⊕
(
Kerh−1Ql,l−1 ∩Ker〈∂˜u, ∂x〉
)
=
l⊕
j=0
Msh−j,l,l−j .
Finally, a dimensional analysis of the left- and right-hand side shows that
dim KerhQl,l =
l∑
j=0
dimMsh−j,l,l−j ,
proving the statement. 
Remark 32. Every irreducible module occurs just once in this decomposition.
The proof of the following lemma is similar the proof of Lemma 26 and the
operator is visualised in the diagram below:
Kerh−1Ql,l−1

KerhQl,l〈∂v,∂x〉oo
Kerh−2Ql−1,l−1
Lemma 30. For all integers h ≥ 2l one has
KerhQl,l ∩Ker〈∂v, ∂x〉 ∼= Msh,l,l
Kerh−1Ql,l−1 ∩ Im〈∂v, ∂x〉 ∼=
l⊕
j=1
Msh−j,l,l−j .
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Proof. The first result follows from the definition (6.17):
Ql,lf = 0 ⇔ ∂xf = 2
m+ 2l − 4 v˜〈∂v, ∂x〉f.
Indeed, if 〈∂v, ∂x〉f = 0, then ∂xf = 0, which implies that f ∈ Msh,l,l. The
second result follows from (8.10) and Proposition 8.29:
KerhQl,l ∼= Msh,1,1 ⊕
l⊕
j=1
Msh−j,l,l−j .

Remark 33. Note that
Kerh−1Ql,l−1 ∩ Im〈∂v, ∂x〉 = Kerh−1Ql,l−1 ∩Ker〈∂˜u, ∂x〉
where the operators are given in the following diagram:
Kerh−1Ql,l−1
〈∂˜u,∂x〉

KerhQl,l〈∂v,∂x〉oo
Kerh−2Ql−1,l−1
This comes as no surprise, as it can be shown by means of the twisted de Rham
sequence that we are dealing with an exact sequence in this particular case.
8.7 Decomposition of KerhQk,l
To construct KerhQk,l, we use the result of the previous section for KerhQl,l,
and proceed by induction on k. That is, we first perform a basic step (by taking
k = l+ 1), followed by an inductive step. The first step is thus the construction
of KerhQl+1,l. To this end, consider the operators in the following diagram:
Kerh−1Ql+1,l−1
〈∂˜u,∂x〉

KerhQl+1,l

oo
Kerh−2Ql,l−2 Kerh−1Ql,l〈∂v,∂x〉
oo
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Then, using the decomposition in Theorem 27, Lemma 29 and Lemma 30, we
obtain
Msh,l+1,l ⊕
(
Kerh−1Ql,l ∩Ker〈∂v, ∂x〉
)
⊕
(
Kerh−1Ql+1,l−1 ∩Ker〈∂˜u, ∂x〉
)
⊕
(
Kerh−2Ql,l−1 ∩ Im〈∂˜u, ∂x〉 ∩ Im〈∂v, ∂x〉
)
∼= Msh,l+1,l ⊕ Msh−1,l,l ⊕
l⊕
j=1
Msh−j,l+1,l−j ⊕
l⊕
j=1
Msh−1−j,l,l−j
=
1⊕
i=0
l⊕
j=0
Msh−i−j,l+1−i,l−j .
A dimensional analysis shows that indeed
KerhQl+1,l ∼=
1⊕
i=0
l⊕
j=0
Msh−i−j,l+1−i,l−j .
This allows us to formulate an induction hypothesis on k − 1:
KerhQk−1,l ∼=
k−1−l⊕
i=0
l⊕
j=0
Msh−i−j,k−1−i,l−j (8.24)
which can be written as
KerhQk−1,l ∼=
k−1−l⊕
i=0
Msh−i,k−1−i,l ⊕
k−1−l⊕
i=0
l⊕
j=1
Msh−i−j,k−1−i,l−j . (8.25)
In the next lemma we prove that these summands have a special meaning.
Lemma 31. For h ≥ k + l one has
KerhQk−1,l ∩Ker〈∂v, ∂x〉 ∼=
k−1−l⊕
i=0
Msh−i,k−1−i,l
Kerh−1Qk−1,l−1 ∩ Im〈∂v, ∂x〉 ∼=
k−1−l⊕
i=0
l⊕
j=1
Msh−i−j,k−1−i,l−j .
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Proof. The operator in this lemma is visualised in the following diagram:
Kerh−1Qk−1,l−1

KerhQk−1,l

〈∂v,∂x〉oo
Kerh−2Qk−2,l−1 Kerh−1Qk−2,loo
We know from (8.2) that
Qk−1,lf = 0 ⇔ ∂xf = 2(m+ 2k − 4)(k − l)u〈∂˜u, ∂x〉f
+
2
(m+ 2l − 4)(k − l) v˜〈∂v, ∂x〉f.
Now, in case f ∈ KerhQk−1,l ∩Ker〈∂v, ∂x〉, this reduces to
∂xf =
2
m+ 2k − 4u〈∂u, ∂x〉f. (8.26)
This condition is satisfied if f ∈ Msh,k−1,l. If this is not the case and ∂xf 6= 0,
then 〈∂u, ∂x〉f ∈ Kerh−1Qk−2,l ∩ Ker〈∂v, ∂x〉. In general, acting with 〈∂u, ∂x〉i
on (8.26), leads to
∂x〈∂u, ∂x〉if = 2
m+ 2k − 2i− 4u〈∂u, ∂x〉
i+1f. (8.27)
This holds for every polynomial f that satisfies ∂x〈∂u, ∂x〉if = 0, which implies
that ∂x〈∂u, ∂x〉if ∈ Msh−i,k−1−i,l. We can repeat this until i = k − l − 1 and
〈∂u, ∂x〉k−l−1f ∈ Kerh−k+l+1Ql,l ∩Ker〈∂v, ∂x〉. Hence,
k−1−l⊕
i=0
Msh−i,k−1−i,l ↪→ KerhQk−1,l ∩Ker〈∂v, ∂x〉.
The proof then follows from (8.10), (8.25) and the fact that, according to the
induction hypothesis of section 8.5, we have
Kerh−1Qk−1,l−1 ∩ Im〈∂v, ∂x〉 ⊂ Kerh−1Qk−1,l−1
∼=
k−l⊕
i=0
l−1⊕
j=0
Msh−1−i−j,k−1−i,l−1−j
=
k−l⊕
i=0
l⊕
j=1
Msh−i−j,k−1−i,l−j ,
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where we changed the summation indices in the last line. 
Note that the results of this lemma may be rewritten as
KerhQk−1,l ∩Ker〈∂v, ∂x〉 ∼=
k−l⊕
i=1
Msh+1−i,k−i,l
Kerh−1Qk−1,l−1 ∩ Im〈∂v, ∂x〉 ∼=
k−l⊕
i=1
l⊕
j=1
Msh+1−i−j,k−i,l−j .
If we combine the last decomposition with the result of Lemma 29, we find
Kerh−2Qk−1,l−1 ∩ Im〈∂˜u, ∂x〉 ∩ Im〈∂v, ∂x〉 ∼=
k−l⊕
i=1
l⊕
j=1
Msh−i−j,k−i,l−j .
The left-hand side of (8.7) in Theorem 27 then leads to
Msh,k,l ⊕
l⊕
i=1
Msh−i,k,l−i ⊕
k−l⊕
i=1
Msh−i,k−i,l ⊕
k−l⊕
i=1
l⊕
j=1
Msh−i−j,k−i,l−j
=
k−l⊕
i=0
l⊕
j=0
Msh−i−j,k−i,l−j .
Hence, finally, the following proposition.
Proposition 24. For every integers h ≥ k + l and k ≥ l, the kernel space
KerhQk,l for the invariant first-order operator Qk,l decomposes as
KerhQk,l ∼=
k−l⊕
i=0
l⊕
j=0
Msh−i−j,k−i,l−j
∼=
k−l⊕
i=0
l⊕
j=0
k−i−l+j⊕
p=0
l−j⊕
q=0
(h− i− j + p+ q, k − i− p, l − j − q)′.
Proof. It suffices to verify that the dimensions of the left-hand side and the
right-hand sides are equal, which is done using Maple and the dimension for-
mulas (2.41) and (7.1). 
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Remark 34. The module Sh,1 occurs twice in the decomposition of KerhQ2,1.
On the one hand, it originates from
Msh−1,1,1 ∼= (h− 1, 1, 1)′ ⊕ (h, 1)′,
and on the other hand, we have
Mh−1,2 ∼= (h− 1, 2)′ ⊕ (h, 1)′ ⊕ (h+ 1)′.
Also, in the decomposition of KerhQ3,1, there are 3 irreducible modules, Sh+1,1,
Sh−1,1 and Sh,2, which occur with multiplicity two. In chapter 10 we try to
find, in general, which irreducible modules in KerhQk,l have multiplicity two or
higher. We hope to prove that the corresponding embedding maps are linearly
independent.
In order to obtain a compact expression for the dimension ofMsh,k,l, studied
in [10] and section 2.4.3, we apply Proposition 24 to KerhQk,l, Kerh−1Qk−1,l,
Kerh−1Qk,l−1 and Kerh−2Qk−1,l−1, respectively:
KerhQk,l ∼=Msh,k,l ⊕
l⊕
i=1
Msh−i,k,l−i ⊕
k−l⊕
i=1
Msh−i,k−i,l
⊕
k−l⊕
i=1
l⊕
j=1
Msh−i−j,k−i,l−j
Kerh−1Qk−1,l ∼=
k−1−l⊕
i=0
l⊕
j=0
Msh−1−i−j,k−1−i,l−j
=
k−l⊕
i=1
Msh−i,k−i,l ⊕
k−l⊕
i=1
l⊕
j=1
Msh−i−j,k−i,l−j ,
Kerh−1Qk,l−1 ∼=
k−l+1⊕
i=0
l−1⊕
j=0
Msh−1−i−j,k−i,l−1−j
=
l⊕
j=1
Msh−j,k,l−j ⊕
k−l+1⊕
i=1
l⊕
j=1
Msh−i−j,k−i,l−j
Kerh−2Qk−1,l−1 ∼=
k−l+1⊕
i=1
l⊕
j=1
Msh−i−j,k−i,l−j .
This leads to an alternative dimension formula for the vector space Msh,k,l.
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Proposition 25. The dimension of Msh,k,l is given by
k(l − 1)
(k − l + 1)(2n− 1)(2n− 2) dimM
s
h,k,l
=
(
h+ 2n− 1
h
)(
k + 2n− 2
k − 1
)(
l + 2n− 3
l − 2
)
(2n+ k + l − 1)
(k + 1)l
−
(
h+ 2n− 2
h− 1
)(
k + 2n− 3
k − 2
)(
l + 2n− 4
l − 3
)
· (2n+ k + l − 2)
(k − 1)(k + 1)(l − 2)l (2kl + 2nk + 2nl − l − 3k)
+
(
h+ 2n− 3
h− 2
)(
k + 2n− 3
k − 2
)(
l + 2n− 4
l − 3
)
(2n+ k + l − 3)
(k − 1)(l − 2) .
Proof. The reasoning followed above, together with the generalised CK-extension
(7.1), leads to
dimMsh,k,l = dim KerhQk,l − dim Kerh−1Qk−1,l − dim Kerh−1Qk,l−1
+ dim Kerh−2Qk−1,l−1
=
(
h+ 2n− 1
h
)(
k + 2n− 2
k − 1
)(
l + 2n− 3
l − 2
)
· (2n+ k + l − 1)(k − l + 1)(2n− 1)(2n− 2)
(k + 1)k(l − 1)l
−
(
h+ 2n− 2
h− 1
)(
k + 2n− 3
k − 2
)(
l + 2n− 3
l − 2
)
· (2n+ k + l − 2)(k − l)(2n− 1)(2n− 2)
(k − 1)k(l − 1)l
−
(
h+ 2n− 2
h− 1
)(
k + 2n− 2
k − 1
)(
l + 2n− 4
l − 3
)
· (2n+ k + l − 2)(k − l + 2)(2n− 1)(2n− 2)
(k + 1)k(l − 2)(l − 1)
+
(
h+ 2n− 3
h− 2
)(
k + 2n− 3
k − 2
)(
l + 2n− 4
l − 3
)
· (2n+ k + l − 3)(k − l + 1)(2n− 1)(2n− 2)
(k − 1)k(l − 2)(l − 1) . (8.28)
This expression may be simplified by combining the second and third term,
which leads to the result stated in the proposition.
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Note that, by (2.58), we have
dimMsh,k,l =
k−l∑
i=0
l∑
j=0
dimSh+i+j,k−i,l−j . (8.29)
and, again using Maple, we verified that this equals (8.28). 
8.8 Examples
We conclude this section by illustrating our results with two explicit examples.
The first example shows the decomposition of KerhQ3,1. The Spin(m)-
irreducible modules can be organised as follows:
(h+ 2, 1, 1)′ (h, 1, 1)′ (h− 2, 1, 1)′
(h+ 1, 2, 1)′ (h− 1, 2, 1)′
(h, 3, 1)′
(h+ 2)′ (h)′ (h− 2)′
(h+ 3, 1)′ (h+ 1, 1)′ (h− 1, 1)′ (h− 3, 1)′
(h+ 2, 2)′ (h, 2)′ (h− 2, 2)′
(h+ 1, 3)′ (h− 1, 3)′
The three underlined modules have multiplicity 2; the remaining modules occur
with multiplicity 1.
The second example is the decomposition of KerhQ4,2.
(h+ 2, 2, 2)′ (h, 2, 2)′ (h− 2, 2, 2)′
(h+ 1, 3, 2)′ (h− 1, 3, 2)′
(h, 4, 2)′
(h+ 2, 1, 1)′ (h, 1, 1)′ (h− 2, 1, 1)′
(h+ 3, 2, 1)′ (h+ 1, 2, 1)′ (h− 1, 2, 1)′ (h− 3, 2, 1)′
(h+ 2, 3, 1)′ (h, 3, 1)′ (h− 2, 3, 1)′
(h+ 1, 4, 1)′ (h− 1, 4, 1)′
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(h+ 2)′ (h)′ (h− 2)′
(h+ 3, 1)′ (h+ 1, 1)′ (h− 1, 1)′ (h− 3, 1)′
(h+ 4, 2)′ (h+ 2, 2)′ (h, 2)′ (h− 2, 2)′ (h− 4, 2)′
(h+ 3, 3)′ (h+ 1, 3)′ (h− 1, 3)′ (h− 3, 3)′
(h+ 2, 4)′ (h, 4)′ (h− 2, 4)′
The modules that are underlined once, occur twice in the decomposition; the
irreducible Spin(m)-module with highest weight (h, 2)′, doubly underlined, has
multiplicity 3. In chapter 9 we explain in general the multiplicities and the
geometry of the irreducibles that occur in the kernel space.
Chapter 9
Geometry of KerhQk,l
At this point, we know the decomposition of the kernel space of the operatorQk,l
into Spin(m)-irreducibles, which we have denoted by their highest weight only.
The aim of this chapter is to reveal the geometry of these modules inside the
kernel space. It was mentioned before that some modules occur with multiplicity
higher than one. However, in order to justify this statement, we still need to
prove that the corresponding embedding maps are linearly independent. We
will deal with this last issue in chapter 10.
Let h ≥ k + l and k ≥ l. Recall from Proposition 22 the decomposition of
h-homogeneous polynomial solutions of Qk,l into Spin(m)-irreducibles:
KerhQk,l ∼=
k−l⊕
i=0
l⊕
j=0
Msh−i−j,k−i,l−j (9.1)
∼=
k−l⊕
i=0
l⊕
j=0
k−i−l+j⊕
p=0
l−j⊕
q=0
(h− i− j + p+ q, k − i− p, l − j − q)′. (9.2)
Certain modules in (9.2) occur more than once. With the present form of the
summation however, it is not obvious to see which modules do and what their
multiplicity is. To solve this problem, we rewrite the result of Proposition 29 in
such a way that the sum in the right-hand side of (9.2) is more manageable. An
overview of this very technical approach is discussed in section 9.1. In section
9.5, we list the modules and their multiplicities. To end this chapter, we present
some examples.
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Remark 35 (Notation). The intervals in this chapter are subspaces of positive
integers N ∪ {0}. For example, [0, a] equals {0, 1, . . . , a} and ]2l − k, l] equals
{2l − k + 1, . . . , l − 1, l}.
9.1 Outline of the procedure
9.1.1 The case k > l
The first step is to rewrite (9.1) as
KerhQk,l ∼=
k⊕
i=0
min(l+i,k)⊕
j=max(i,l)
Msh−i,k+l−j,j−i. (9.3)
Both ways of counting the spaces Msp,q,r in KerhQk,l are visualised in Figure
9.1, where the dot on position (i, j) denotes the vector space Msh−k−l+i+j,i,j .
k
l
Mh−l,k
Mh−k,l
Msh,k,l
Msh−k+l,l,l
k
l
Mh−l,k
Mh−k,l
Msh,k,l
Msh−k+l,l,l
Figure 9.1: Visualisation of (9.1) (left) and (9.3) (right).
Consider the graph on the right in Figure 9.1. Note that p+ q+ r = p′+ q′+ r′
is a necessary condition for two vector spacesMsp,q,r andMsp′,q′,r′ to lie on the
same diagonal line. This follows from the fact that, on the one hand, the sum-
mation index j shifts the vector space Msh−i,k+l−j,j−i in (9.3) along the same
diagonal line, and that, on the other hand, the sum of indices of this space, given
by (h− i)+(k+ l−j)+(j− i) = h+k+ l−2i, is independent of j. Furthermore,
recall from Remark 28 that a necessary condition for a module Sa,b,c to be, up
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to an isomorphic copy, in the decomposition of Msp,q,r, is a+ b+ c = p+ q + r.
Hence, to find modules of multiple multiplicities, we only have to consider the
diagonal lines in the graph above, which correspond to a fixed index i ∈ [0, k]
in (9.3). This fact explains the alternative summation.
In terms of the highest weights of the Spin(m)-irreducibles, the right-hand
side of (9.3) leads to
k⊕
i=0
min(l+i,k)⊕
j=max(i,l)
k+l+i−2j⊕
p=0
j−i⊕
q=0
(h− i+ p+ q, k + l − j − p, j − i− q)′ (9.4)
which is a complicated summation. Experimenting with LiE showed that a good
way of organising these modules is by grouping all modules with the same last
weight number. Inspired by this approach, we change the summation indices in
(9.4) as follows.
As 0 ≤ i ≤ k and max(i, l) ≤ j ≤ min(l + i, k), the last entry of
(h− i+ p+ q, k + l − j − p, j − i− q)′
takes values in [0, l]. Now choose a ∈ [0, l] such that q = j − i − a ≥ 0. In
particular we have j ≥ i+ a, and, since j ≤ min(l+ i, k) ≤ k, we also have that
i + a ≤ k. Changing the summation index p → p + j in (9.4), this sum can be
written as
KerhQk,l ∼=
l⊕
a=0
k−a⊕
i=0
min(l+i,k)⊕
j=max(i+a,l)
k+l+i−j⊕
p=j
(h− a− 2i+ p, k + l − p, a)′. (9.5)
Because the weights
(h− a− 2i+ p, k + l − p, a)′ (9.6)
do not depend on the index j, (9.5) is a very convenient summation to count
the multiplicities of modules corresponding to this weight.
In order to get rid of ‘max’ and ‘min’ in the summation boundaries for index
j in (9.5), we consider three intervals for i ∈ [0, k − a], due to the boundary
cases i = l−a and i = k− l. However, if l−a > k− l⇔ a < 2l−k, the situation
is more complicated. It is thus important to make a difference between k ≥ 2l,
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discussed in section 9.2, and k < 2l. In the latter case, the analysis is a little
more involved, because we have to consider a ∈ [0, 2l − k] and a ∈ ]2l − k, l]
separately. These cases are treated in section 9.4 and 9.5, respectively. Finally,
examples are given in section 9.7.
9.1.2 The case k = l
In case k = l, both (9.1) and (9.3) lead to
KerhQk,k ∼=
k⊕
i=0
Msh−i,k,k−i ∼=
k⊕
i=0
i⊕
p=0
k−i⊕
q=0
(h− i+ p+ q, k − p, k − i− q)′.
Every module has multiplicity 1 and this sum can be rewritten as
KerhQk,k ∼=
k⊕
a=0
k−a⊕
p=0
k−a⊕
i=p
(h− a+ p− 2i, k − p, a)′
which makes it convenient to visualise the modules. For every a ∈ [0, k], they
form a full triangle (a = k leads to one module):
Explicitly, for a fixed in [0, k]:
(h− k, a, a)′
(h− k + 1, a+ 1, a)′ (h− k − 1, a, a)′
...
(h− a, k, a)′ (h− a− 2, k, a)′ · · · (h− a− 2k, k, a)′
Figure 9.2: Visualisation of modules in KerhQk,k with a ∈ [0, k].
For an example, we refer to section 9.7. In what follows, we take k > l.
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9.2 The case k ≥ 2l
Let a ∈ [0, l] be fixed throughout the next sections. The three intervals for i are
given by
i = 0, . . . , l − a− 1︸ ︷︷ ︸
interval 1
, l − a, . . . , l, . . . , k − l︸ ︷︷ ︸
interval 2
, k − l + 1 . . . , k − a︸ ︷︷ ︸
interval 3
.
Note that a = l automatically leads to only two intervals for i.
9.2.1 The case i ∈ [0, l − a− 1]
In this case, i ≤ k − l and i+ a ≤ l − 1. Hence, the sum (9.5) reduces to
l−a−1⊕
i=0
l+i⊕
j=l
k+l+i−j⊕
p=j
(h− a− 2i+ p, k + l − p, a)′. (9.7)
We will now investigate the multiplicities of the modules in (9.7). This goes
in two steps. First we take i fixed and give an overview of the modules and their
multiplicities. The next step then is to let i run through the interval [0, l−a−1].
The index i is fixed
We take a closer look at the summation over j and p in (9.7). For j ∈ [l, l + i],
the intervals for p are nested as follows:
Il+i Il+i−1 Il+1 Il
↓ ↓ ↓ ↓
[l + i, k] ⊂ [l + i− 1, k + 1] ⊂ · · · ⊂ [l + 1, k + i− 1] ⊂ [l, k + i]. (9.8)
↑ ↑ ↑ ↑
j = l + i j = l + i− 1 j = l + i− 1 j = l
Because the weights in (9.7) do not depend on j, these nested intervals imply
there are modules that occur with multiplicity ranging from 1 to i+ 1, i.e. the
length of the interval for j. An overview of the modules, classified by their
multiplicities:
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• Modules of multiplicity i+1 are those corresponding to p ∈ [l+i, k] = Il+i,
i.e. the smallest interval in (9.8):
k⊕
p=l+i
(h− a− 2i+ p, k + l − p, a)′. (9.9)
The number of these modules is k − l − i+ 1.
• There are two modules of multiplicity i: those corresponding to p = l+i−1
and p = k + 1, which are the endpoints of Il+i−1.
...
• The modules of multiplicity 2 are the two modules corresponding to p =
l + 1 and p = k + i− 1, which are the endpoints of Il+1.
• Finally, the modules of multiplicity 1 are the two modules corresponding
to p = l and p = k + i, which are the endpoints of Il.
Combining, for convenience, the cases of multiplicity M ∈ [1, i], these are the
two modules corresponding to p = l+M − 1 and p = k + i−M + 1, which are
the endpoints of interval Il+M−1 in (9.8):
(h− a− 2i+ l +M − 1, k −M + 1, a)′
⊕ (h− a− i+ k −M + 1, l − i+M − 1, a)′. (9.10)
The index i runs through [0, l − a− 1]
Next, we classify the modules by their multiplicity if we let i run through [0, l−
a − 1]. For i fixed, we have multiplicities ranging from 1 to i + 1. Hence, for
i ∈ [0, l−a−1], the range goes from 1 to l−a. An overview of the multiplicities
and corresponding modules:
• Modules of multiplicity l−a occur only if i = l−a−1. The result in (9.9)
leads to k − 2l + a+ 2 modules:
k⊕
p=2l−a−1
(h− 2l + a+ 2 + p, k + l − p, a)′. (9.11)
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• Modules of multiplicity l − a − 1 are obtained if i runs through [l − a −
2, l − a− 1]. Indeed, for i = l − a− 2 the result in (9.9) leads to
k⊕
p=2l−a−2
(h− 2l + a+ 4 + p, k + l − p, a)′
and if i = M = l − a− 1, we have from (9.10) that
l−a−1⊕
i=l−a−1
[
(h− a− 2i+ l +M − 1, k −M + 1, a)′
⊕ (h− a− i+ k −M + 1, l − i+M − 1, a)′
]
.
• Modules of multiplicity l − a− 2 are obtained if i ∈ [l − a− 3, l − a− 1].
Explicitly, for i = l − a− 3, the result in (9.9) leads to
k⊕
p=2l−a−3
(h− 2l + a+ 6 + p, k + l − p, a)′
and, because multiplicity M = l−a−2 happens only for i = l−a−2 and
i = l − a− 1, we have from (9.10) that
l−a−1⊕
i=l−a−2
[
(h− a− 2i+ l +M − 1, k −M + 1, a)′
⊕ (h− a− i+ k −M + 1, l − i+M − 1, a)′
]
.
...
• Finally, modules of multiplicity 1 are obtained for every i ∈ [0, l − a− 1].
If i = 0, the result in (9.9) leads to
k⊕
p=l
(h− a+ p, k + l − p, a)′
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and if M = 1, we have from (9.10) that
l−a−1⊕
i=1
[
(h− a− 2i+ l +M − 1, k −M + 1, a)′
⊕ (h− a− i+ k −M + 1, l − i+M − 1, a)′
]
.
The cases of multiplicity M ∈ [1, l − a− 1] can be combined as follows:
k⊕
p=l+M−1
(h− 2M + 2− a+ p, k + l − p, a)′
⊕
l−a−1⊕
i=M
[
(h− a− 2i+ l +M − 1, k −M + 1, a)′
⊕ (h− a− i+ k −M + 1, l − i+M − 1, a)′
]
. (9.12)
This sum represents k+l+2−2a−3M modules of multiplicity M ∈ [1, l−a−1].
Summary
In the sum (9.7)
• there exist k − 2l+ a+ 2 modules of multiplicity l− a, explicitly given in
(9.11);
• there exist k+ l+ 2− 2a− 3M modules of multiplicity M ∈ [1, l− a− 1],
given in (9.12).
Combining these two cases, there exist k+l+2−2a−3M modules of multiplicity
M ∈ [1, l − a] in (9.7).
9.2.2 The case i ∈ [l − a, k − l]
In this case, i + a ≥ l and l + i ≤ k. Hence, for a ∈ [0, l] fixed, the sum (9.5)
reduces to
k−l⊕
i=l−a
l+i⊕
j=i+a
k+l+i−j⊕
p=j
(h− a− 2i+ p, k + l − p, a)′. (9.13)
Similarly to the previous case, investigating the multiplicities of the modules in
(9.13) goes in two steps.
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The index i is fixed
We take a closer look at the summation for j and p in (9.13). For j ∈ [i+a, l+i],
the intervals for p are nested as follows:
Il+i Il+i−1 Ii+a
↓ ↓ ↓
[l + i, k] ⊂ [l + i− 1, k + 1] ⊂ · · · ⊂ [i+ a, k + l − a]. (9.14)
↑ ↑ ↑
j = l + i j = l + i− 1 j = i+ a
In this case, there are modules that occur with multiplicity ranging from 1 to
l − a+ 1, i.e. the length of the interval for j. An overview:
• The modules of multiplicity l−a+1 are obtained in case p ∈ [l+i, k] = Il+i,
which is the smallest interval in (9.14):
k⊕
p=l+i
(h− a− 2i+ p, k + l − p, a)′.
There are k − l − i+ 1 modules of multiplicity l − a+ 1.
• The modules of multiplicity M ∈ [1, l−a] are the two modules correspond-
ing to p = i+a+M−1 and p = k+ l−a−M+1, which are the endpoints
of interval Ii+a+M−1 in (9.14):
(h− i+M − 1, k + l − i− a−M + 1, a)′
⊕ (h− 2i− 2a+ k + l −M + 1, a+M − 1, a)′.
The index i runs through [l − a, k − l]
As opposed to the previous section, the multiplicities do not depend on i, making
this step much easier. Here is an overview of the multiplicities and corresponding
modules:
• In total, we have
k−l∑
i=l−a
(k − l − i+ 1) =
(
k − 2l + 2 + a
2
)
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modules of multiplicity l − a+ 1:
k−l⊕
i=l−a
k⊕
p=l+i
(h− a− 2i+ p, k + l − p, a)′. (9.15)
• There are 2(k − 2l + a+ 1) modules of multiplicity M ∈ [1, l − a]:
k−l⊕
i=l−a
[
(h− i+M − 1, k + l − i− a−M + 1, a)′
⊕ (h− 2i− 2a+ k + l −M + 1, a+M − 1, a)′
]
. (9.16)
Summary
In the sum (9.13)
• there exist
(
k − 2l + 2 + a
2
)
modules of multiplicity l − a+ 1, given in
(9.15);
• there exist 2(k − 2l + a+ 1) modules of multiplicity M ∈ [1, l − a], given
in (9.16).
9.2.3 The case i ∈ [k − l + 1, k − a]
In this case, i + a ≥ l and l + i > k, hence for a ∈ [0, l] fixed, the sum (9.5)
reduces to
k−a⊕
i=k−l+1
k⊕
j=i+a
k+l+i−j⊕
p=j
(h− a− 2i+ p, k + l − p, a)′. (9.17)
Once again, we will investigate the multiplicities of the modules in (9.17) by
considering two steps.
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The index i is fixed
Similarly to the previous cases, we take a closer look at the summation of j and
p in (9.17). If j ∈ [i+ a, k], then the intervals for p are nested as follows:
Ik Ik−1 Ii+a
↓ ↓ ↓
[k, l + i] ⊂ [k − 1, l + i+ 1] ⊂ · · · ⊂ [i+ a, k + l − a]. (9.18)
↑ ↑ ↑
j = k j = k − 1 j = i+ a
In this case, there are modules that occur with multiplicity ranging from 1 to
k− i− a+ 1, i.e. the length of the interval for j. Because this is very similar to
the case explained in section 9.2.1, we present a compact overview:
• We single out the modules of multiplicity k − i − a + 1, which are the
modules corresponding to p ∈ [k, l+ i] = Ik, which is the smallest interval
in (9.18):
l+i⊕
p=k
(h− a− 2i+ p, k + l − p, a)′. (9.19)
There are l + i− k + 1 modules of multiplicity k − i− a+ 1.
• The modules of multiplicity M ∈ [1, k−i−a] are precisely the two modules
corresponding to p = i+ a+M − 1 and p = k+ l− a−M + 1, which are
the endpoints of interval Ii+a+M−1 in (9.18):
(h− i+M − 1, k + l − i− a−M + 1, a)′
⊕ (h− 2i− 2a+ k + l −M + 1, a+M − 1, a)′. (9.20)
The index i runs in [k − l + 1, k − a]
The next step now is to classify the modules by their multiplicity if we let i
run through [k − l + 1, k − a]. For i fixed, the multiplicities ranged from 1 to
k − i − a + 1. Hence, for i ∈ [k − l + 1, k − a], the range goes from 1 to l − a.
An overview:
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• Multiplicity l − a occurs only if i = k − l + 1 and it follows from (9.19)
that we have two modules:
k+1⊕
p=k
(h− 2k + 2l − a− 2 + p, k + l − p, a)′. (9.21)
• Modules of multiplicity M ∈ [1, l − a− 1] are coming from (9.19), in case
i = k − a−M + 1, and from the result in (9.20). This leads to
l+k−a+1−M⊕
p=k
(h− 2k + a− 2 + 2M + p, k + l − p, a)′
⊕
k−a−M⊕
i=k−l+1
[
(h− i+M − 1, k + l − i− a−M + 1, a)′
⊕ (h− 2i− 2a+ k + l −M + 1, a+M − 1, a)′
]
. (9.22)
In total, we are dealing with 3l− 3a− 3M + 2 modules of multiplicity M .
Summary
In the sum (9.17)
• there exist 2 modules of multiplicity l − a, explicitly given in (9.21);
• there exist 3l − 3a − 3M + 2 modules of multiplicity M ∈ [1, l − a − 1],
given in (9.22).
In short, in (9.17) there exist 3l − 3a − 3M + 2 modules of multiplicity M ∈
[1, l − a].
9.3 Summary of the case k ≥ 2l
To combine the results from the previous sections, we consider the multiplicities,
beginning with the highest one: l−a+1. According to (9.15) and after changing
the summation indices, these modules are given by
l⊕
a=0
k−l+a⊕
j=l
k−j⊕
i=l−a
(h+ k + l − a− j − 2i, j, a)′.
9.3. Summary of the case k ≥ 2l 193
Similar to the Rarita-Schwinger case, modules in this sum can be represented
by a full triangle, as shown in Figure 9.3.
j = l
j = l + 1
j = k − l + a
i = l − a i = k − j
Figure 9.3: Order of counting modules of multiplicity l − a+ 1 (a is fixed).
Next, we list the modules of multiplicity l−a in (9.5). They are given in (9.11),
(9.16) and (9.21):
l−1⊕
a=0
 k⊕
p=2l−a−1
(h− 2l + a+ 2 + p, k + l − p, a)′
⊕
k−l⊕
i=l−a
[
(h− i+ l − a− 1, k − i+ 1, a)′ ⊕ (h− 2i− a+ k + 1, l − 1, a)′
]
⊕
k+1⊕
p=k
(h− 2k + 2l − a− 2 + p, k + l − p, a)′
 .
Once again, rewriting this sum by changing the summation indices will be more
convenient for visualisation. Hence we obtain
l−1⊕
a=0
k−l+a+1⊕
j=l
[
(h+ (k − l + a+ 2− j), j, a)′ ⊕ (h− (k − l + a+ 2− j), j, a)′
]
⊕
l−1⊕
a=0
k−l+1⊕
i=l−a
(h+ k − a+ 1− 2i, l − 1, a)′. (9.23)
It is not difficult to verify that the modules of multiplicity l − a can be vi-
sualised as a hexagon ring of modules surrounding the triangle of modules of
multiplicity l − a + 1. Indeed, the first line in (9.23) gives two modules (for j
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fixed) which are symmetric with respect to the value h in the first entry of the
weights. The second line gives the top row of modules in Figure 9.4.
j = l
j = k − l + a+ 1
Figure 9.4: Modules of multiplicity l − a (a is fixed).
Finally, we list the modules of multiplicity M ∈ [1, l − a − 1] that occur in
(9.5). We use the results in (9.12), (9.16) and (9.22). Changing the summation
indices, this can be written as
l−2⊕
a=0
l−a−1⊕
M=1
(
k−a+1−M⊕
i=l−a
(h+ k + l − 2a+ 1−M − 2i, a− 1 +M,a)′
⊕
l⊕
j=a+M
[
(h+ (k − l − a+ 2− 2M + j), j, a)′
⊕ (h− (k − l − a+ 2− 2M + j), j, a)′
]
⊕
k−M⊕
j=l+1
[
(h+ (k + l − a+ 2− 2M − j), j, a)′
⊕ (h− (k + l − a+ 2− 2M − j), j, a)′
]
⊕
l−a⊕
i=M−1
(h+ l − a− 1 +M − 2i, k −M + 1, a)′
)
. (9.24)
These modules (of multiplicity M) can be visualised as rings of hexagons sur-
rounding the previous hexagons (consisting of modules of multiplicity M + 1).
Indeed, the first (resp. last) line in (9.24) corresponds to the top (resp. bottom)
row of modules in Figure 9.5. The second and third line in (9.24) give the rows
of the two (symmetrical) modules.
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j = a+M
j = l
} first line
} last line
}
second line
j = l + 1
j = k −M
 third line
Figure 9.5: Modules of multiplicity l − a− 1 (a is fixed).
This geometrical description is confirmed by counting the modules. Indeed, for
a fixed, we find
•
(
k − 2l + 2 + a
2
)
modules of multiplicity l− a+ 1, i.e. the full triangle
of Figure 9.3;
• k−2l+a+2+2(k−2l+a+1)+2 = 3(k−2l+2+a) modules of multiplicity
l− a, this corresponds to the most inner hexagon ring, pictured in Figure
9.4;
• k+ l+2−2a−3M+2(k−2l+a+1)+3l−3a−3M+2 = 3(k−a−2M+2)
modules of multiplicity M = 1, . . . , l−a−1. This corresponds to the outer
hexagon rings.
Figure 9.6 is obtained by putting all this information together. Note that the
multiplicity decreases by one on every outer hexagon ring.
Figure 9.6: Modules for a fixed a.
Remark 36. Recall from the first chapter that the multiplicities of weights of
sl(3,C) obey the following pattern. The weights in the outermost hexagon or
triangle ring have multiplicity 1. The multiplicities increase by 1 each time one
196 Chapter 9. Geometry of KerhQk,l
moves inward one hexagon until you hit triangles, at which point the multi-
plicities stabilise. There is thus a remarkable connection between the Spin(m)-
irreducible modules in the kernel space for Qk,l and the weights of sl(3,C).
Summarising and letting a run through [0, l], we obtain
KerhQk,l ∼=
l⊕
a=0
k−l+a⊕
j=l
k−j⊕
i=l−a
(l − a+ 1)(h+ k + l − a− j − 2i, j, a)′
⊕
l−1⊕
a=0
k−l+a+1⊕
j=l
(l − a)
[
(h+ (k − l + a+ 2− j), j, a)′
⊕ (h− (k − l + a+ 2− j), j, a)′
]
⊕
l−1⊕
a=0
k−l+1⊕
i=l−a
(l − a)(h+ k − a+ 1− 2i, l − 1, a)′
⊕
l−2⊕
a=0
l−a−1⊕
M=1
M
(
k−a+1−M⊕
i=l−a
(h+ k + l − 2a+ 1−M − 2i, a− 1 +M,a)′
⊕
l⊕
j=a+M
[
(h+ (k − l − a+ 2− 2M + j), j, a)′
⊕ (h− (k − l − a+ 2− 2M + j), j, a)′
]
⊕
k−M⊕
j=l+1
[
(h+ (k + l − a+ 2− 2M − j), j, a)′
⊕ (h− (k + l − a+ 2− 2M − j), j, a)′
]
⊕
l−a⊕
i=M−1
(h+ l − a− 1 +M − 2i, k −M + 1, a)′
)
.
Remark 37. Singling out the modules with a = l, only the following modules
occur:
k⊕
j=l
k−j⊕
i=0
(h+ k − j − 2i, j, l)′.
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They all have multiplicity 1 in KerhQk,l and can be represented by a full triangle
of modules:
9.4 The case k < 2l with a ∈ [0, 2l − k]
If k − l < l − a, then we consider three intervals for i ∈ [0, k − a]:
i = 0, . . . , k − l − 1︸ ︷︷ ︸
interval 1
, k − l, . . . , l − a︸ ︷︷ ︸
interval 2
, l − a+ 1, . . . , l, . . . , k − a︸ ︷︷ ︸
interval 3
.
Take a ∈ [0, 2l − k] fixed.
9.4.1 The case i ∈ [0, k − l − 1]
Because i ≤ k − l and i+ a ≤ l, the sum (9.5) reduces to
k−l−1⊕
i=0
l+i⊕
j=l
k+l+i−j⊕
p=j
(h− a− 2i+ p, k + l − p, a)′. (9.25)
As before, investigating the multiplicities of the modules in (9.25) goes in two
steps: we immediately present the result here.
• In the sum (9.25), there are two modules of multiplicity k − l:
k⊕
p=k−1
(h− 2k + 2l − a+ 2 + p, k + l − p, a)′. (9.26)
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• The modules of multiplicity M ∈ [1, k − l − 1] in (9.25) are given by
k⊕
p=l+M−1
(h− 2M + 2− a+ p, k + l − p, a)′
⊕
k−l−1⊕
i=M
[
(h− a− 2i+ l +M − 1, k −M + 1, a)′
⊕ (h− a− i+ k −M + 1, l − i+M − 1, a)′
]
. (9.27)
9.4.2 The case i ∈ [k − l, l − a]
If i ≥ k − l and i+ a ≤ l, the sum (9.5) reduces to
l−a⊕
i=k−l
k⊕
j=l
k+l+i−j⊕
p=j
(h− a− 2i+ p, k + l − p, a)′. (9.28)
To find the modules and their multiplicities inside this sum, we proceed as
explained in previous sections. We only give the result here.
• In (9.28) there are
l−a∑
i=k−l
(l − k + 1 + i) =
(
2l − k − a+ 2
2
)
modules of multiplicity k − l + 1:
l−a⊕
i=k−l
l+i⊕
p=k
(h− a− 2i+ p, k + l − p, a)′. (9.29)
• There exist 2(2l−k−a+1) modules of multiplicity M ∈ [1, k− l] in (9.28):
l−a⊕
i=k−l
[
(h− 2i− a+ l +M − 1, k −M + 1, a)′
⊕ (h− i− a+ k −M + 1, l − i+M − 1, a)′
]
. (9.30)
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9.4.3 The case i ∈ [l − a+ 1, k − a]
Note that only considering a fixed in the smaller interval [0, l] ⊂ [0, 2l−k] makes
sense in this case. Because i+ a ≥ l and l + i > k, the sum (9.5) reduces to
k−a⊕
i=l−a+1
k⊕
j=i+a
k+l+i−j⊕
p=j
(h− a− 2i+ p, k + l − p, a)′. (9.31)
We immediately give an overview of the multiplicities of the modules in this
sum.
• There are 2l − k − a+ 2 modules of multiplicity k − l in (9.31):
2l−a+1⊕
p=k
(h− 2l + a− 2 + p, k + l − p, a)′. (9.32)
• In (9.31), there are 2k − l − a − 3M + 2 modules of multiplicity M ∈
[1, k − l − 1]:
l+k−a+1−M⊕
p=k
(h− 2k + a− 2 + 2M + p, k + l − p, a)′
⊕
k−a−M⊕
i=l−a+1
[
(h− i+M − 1, k + l − i− a−M + 1, a)′
⊕ (h− 2i− 2a+ k + l −M + 1, a+M − 1, a)′
]
. (9.33)
9.5 The case k < 2l with a ∈]2l − k, l]
There are three intervals to be considered for i ranging from 0 to k − a:
i = 0, . . . , l − a− 1︸ ︷︷ ︸
interval 1
, l − a, . . . , k − l︸ ︷︷ ︸
interval 2
, k − l + 1, . . . , k − a︸ ︷︷ ︸
interval 3
, k − a+ 1, . . . , l.
Because this case leads to same results as in section 9.2, we proceed to the
summary at once.
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9.6 Summary of the case k < 2l
Using the results of the previous sections and changing the summation indices,
we conclude:
KerhQk,l ∼=
2l−k⊕
a=0
l⊕
j=k−l+a
l−a⊕
i=k−j
(k − l + 1)(h+ k + l − a− 2i− j, j, a)′
⊕
2l−k⊕
a=0
l−a⊕
i=k−l−1
(k − l)(h− 2i− a+ k − 1, l + 1, a)′
⊕
2l−k⊕
a=0
l⊕
j=k−l+a−1
(k − l)[(h+ (k − j − l + a− 2), j, a)′
⊕ (h− (k − j − l + a− 2), j, a)′
]
⊕
2l−k⊕
a=0
k−l−1⊕
M=1
M
(
l−a⊕
i=M−1
(h− a+ l +M − 1− 2i, k −M + 1, a)′
⊕
k−M⊕
j=l+1
[
(h+ (k + l − 2M + 2− a− j), j, a)′
⊕ (h− (k + l − 2M + 2− a− j), j, a)′
]
⊕
l⊕
j=a+M
[
(h+ (−k + l + a− 2 + 2M − j), j, a)′
⊕ (h− (−k + l + a− 2 + 2M − j), j, a)′
]
⊕
k−a−M+1⊕
i=l−a
(h+ k + l − 2a+ 1−M − 2i, a− 1 +M,a)′
)
⊕
l⊕
a=2l−k+1
k−l+a⊕
j=l
k−j⊕
i=l−a
(l − a+ 1)(h+ k + l − a− j − 2i, j, a)′
⊕
l−1⊕
a=2l−k+1
k−l+a+1⊕
j=l
(l − a)
[
(h+ (k − l + a+ 2− j), j, a)′
⊕ (h− (k − l + a+ 2− j), j, a)′
]
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⊕
l−1⊕
a=2l−k+1
k−l+1⊕
i=l−a
(l − a)(h+ k − a+ 1− 2i, l − 1, a)′
⊕
l−2⊕
a=2l−k+1
l−a−1⊕
M=1
M
( k−a+1−M⊕
i=l−a
(h+ k + l − 2a+ 1−M − 2i, a− 1 +M,a)′
⊕
l⊕
j=a+M
[
(h+ (k − l − a+ 2− 2M + j), j, a)′
⊕ (h− (k − l − a+ 2− 2M + j), j, a)′
]
⊕
k−M⊕
j=l+1
[
(h+ (k + l − a+ 2− 2M − j), j, a)′
⊕ (h− (k + l − a+ 2− 2M − j), j, a)′
]
⊕
l−a⊕
i=M−1
(h+ l − a− 1 +M − 2i, k − 1 +M,a)′
)
.
It is not difficult to see that we obtain the same geometrical pattern as discussed
in section 9.3.
9.7 Examples
To end this very technical chapter, we present three explicit decompositions of
kernel spaces.
The decomposition of KerhQ2,2
(h, 2, 2)′
(h, 1, 1)′
(h+ 1, 2, 1)′ (h− 1, 2, 1)′
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(h, 0)′
(h+ 1, 1, 0)′ (h− 1, 1, 0)′
(h+ 2, 2, 0)′ (h, 2, 0)′ (h− 2, 2, 0)′
The decomposition of KerhQ3,2
(h+ 1, 2, 2)′ (h− 1, 2, 2)′
(h, 3, 2)′
(h+ 1, 1, 1)′ (h− 1, 1, 1)′
(h+ 2, 2, 1)′ (h, 2, 1)′ (h− 2, 2, 1)′
(h+ 1, 3, 1)′ (h− 1, 3, 1)′
(h+ 1)′ (h− 1)′
(h+ 2, 1)′ (h, 1)′ (h− 1, 1)′
(h+ 3, 2)′ (h+ 1, 2)′ (h− 1, 2)′ (h− 3, 2)′
(h+ 2, 3)′ (h, 3)′ (h− 2, 3)′
The modules that are underlined once, occur twice in the decomposition.
The decomposition of KerhQ4,2
(h+ 2, 2, 2)′ (h, 2, 2)′ (h− 2, 2, 2)′
(h+ 1, 3, 2)′ (h− 1, 3, 2)′
(h, 4, 2)′
(h+ 2, 1, 1)′ (h, 1, 1)′ (h− 2, 1, 1)′
(h+ 3, 2, 1)′ (h+ 1, 2, 1)′ (h− 1, 2, 1)′ (h− 3, 2, 1)′
(h+ 2, 3, 1)′ (h, 3, 1)′ (h− 2, 3, 1)′
(h+ 1, 4, 1)′ (h− 1, 4, 1)′
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(h+ 2)′ (h)′ (h− 2)′
(h+ 3, 1)′ (h+ 1, 1)′ (h− 1, 1)′ (h− 3, 1)′
(h+ 4, 2)′ (h+ 2, 2)′ (h, 2)′ (h− 2, 2)′ (h− 4, 2)′
(h+ 3, 3)′ (h+ 1, 3)′ (h− 1, 3)′ (h− 3, 3)′
(h+ 2, 4)′ (h, 4)′ (h− 2, 4)′
The modules that are underlined once, occur twice in the decomposition; the
irreducible Spin(m)-module with highest weight (h, 2)′ has multiplicity 3.
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Chapter 10
Embedding factors
In chapter 8, a combination of an algebraic and a dimensional analysis was
used to prove which Spin(m)-irreducible vector spaces, denoted by their highest
weight only, occur in the decomposition of the kernel space of Qk,l. The aim of
this chapter is to embed these spaces into KerhQk,l, which is a problem similar
to the one in section 4.3.2 (where l = 0), but more complicated.
In the first section we define the inversion operator IQ with respect to Qk,l,
which plays a fundamental role in the construction of the embedding factors.
This inversion operator is the generalisation of the operator IR of section 4.3.2.
In section 10.2, new operators are introduced and a lot properties are given. By
means of these results, we are able to formulate a conjecture of the embedding
factors in section 10.3. Proving this conjecture of the embedding factors of null
solutions for the higher spin Dirac operator Qk,l (with l > 0) is not straightfor-
ward and the method we have been following is not the best approach to solve
this problem. Ideally, the embedding factors, which can be seen as the inverted
action of the dual twistor operators, are part of an algebraic structure. At the
time of writing, it is not clear what the structure is, if it exists at all. However,
the conjecture about the form of the embedding factors has been verified by
explicit examples. The formulation of this conjecture was inspired by a result
of Peter Van Lancker (see [37, 71]).
In section 10.4, the embedding factors for the Rarita-Schwinger operators
are obtained using an method alternative to the one explained in chapter 4
(see also [18]). Furthermore, we have proved the conjecture for certain type
A solutions in section 10.5. Finally, we have showed in section 10.6 that the
conjecture holds in the case of k = 2 and l = 1.
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10.1 Definitions and properties
As mentioned previously, finding embedding maps for the Spin(m)-irreducibles
in KerhQk,l is equivalent to finding the inverted action for the dual twistor
operators ˜〈∂u, ∂x〉 and 〈∂v, ∂x〉, which are visualised in the following diagram:
Kerh−1Qk,l−1 33KerhQk,l
〈∂˜u,∂x〉

〈∂v,∂x〉oo
Kerh−2Qk−1,l−1
11
Kerh−1Qk−1,l
DD
This means that we should be looking for an operator that goes up one degree in
homogeneity in both x and u, and both x and v, respectively. Obvious choices
like 〈u, x〉 and
〈v˜, x〉 := 〈v, x〉(Eu − Ev)− 〈u, x〉〈v, ∂u〉, (10.1)
which satisfies [〈u, ∂v〉, 〈v˜, x〉] = 0 when acting on the simplicial monogenics,
are not suited as they are not an endomorphism of functions with values in
the simplicial monogenics. We illustrate this by means of an example: if f is
Sk−1,l-valued, then
∂u〈u, x〉f = xf
∂v〈u, x〉f = 0
〈u, ∂v〉〈u, x〉f = 0,
implying that
〈u, x〉 : C∞(Rm,Sk−1,l)→ C∞(Rm,Hk,l ⊗ S).
Now, using (6.10), we construct the operator pi1〈u, x〉, which is an endomorphism
of functions with values in the simplicial monogenics:
pi1〈u, x〉 : C∞(Rm,Sk−1,l)→ C∞(Rm,Sk,l).
However, we have in general that:
pi1〈u, x〉 : C∞(Rm,Sk−1,l) → C∞(Rm,Sk,l)
⊂ ⊂
pi1〈u, x〉 : Kerh−1Qk−1,l 6→ KerhQk,l.
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To construct an embedding map that maps solutions to solutions, we make
use of the inversion operator with respect to Qk,l, which is defined in the next
section.
10.1.1 Inversion operator
The inversion operator for spinor-valued functions, mentioned in [30, 18] and
recalled in chapter 4, can easily be generalised as follows.
Definition 10. Let f(x;u, v) ∈ C∞(Rm,Hk,l ⊗ S). The inversion operator IQ
corresponding to the operator Qk,l is defined as
IQf(x;u, v) =
x
|x|m f
(
x
|x|2 ;
xux
|x|2 ,
xvx
|x|2
)
.
Remark 38. In case l = 0 and f ∈ C∞(Rm,Hk ⊗ S), we have IQf = IRf .
It is obvious that (IQ)2 = −1 and Ex(IQf) = (1−m− h)(IQf) for every f
satisfying Exf = hf . Furthermore,
Lemma 32. We have
(i) IQ is Spin(m)-invariant
(ii) [IQ, pi1] = 0.
Proof.
(i) Since |s¯xs| = |x| for s ∈ Spin(m), we have
L(s)(IQf) = L(s)
x
|x|m f
(
x
|x|2 ;
xux
|x|2 ,
xvx
|x|2
)
= s
s¯xs
|x|m f
(
s¯xs
|x|2 ;
s¯xss¯uss¯xs
|x|2 ,
s¯xss¯vss¯xs
|x|2
)
=
x
|x|m sf
(
s¯xs
|x|2 ;
s¯xuxs
|x|2 ,
s¯xvxs
|x|2
)
= IQL(s)f.
(ii) It is not difficult to show that {IQ, u} = 0 = {IQ, ∂u}. Hence [IQ, u∂u] = 0.
It follows that [IQ, pi1] = 0. 
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Because the higher spin operator Qk,l is conformally invariant, it follows
from Theorem 18 in chapter 3 that this inversion operator preserves solutions.
Lemma 33. One has
IQ : KerhQk,l → Ker1−m−hQk,l.
Proof. It follows from section 3.3.1 and (7.3) that the action of IQ is precisely
the action of the conformal group if a = 0, b = −1, c = 1 and d = 0. Indeed, in
this case, we have g−1 =
(
0 −1
1 0
)
∈ V (m) and
(g · f)(x) = |x|−m+1L
(
x˜
|x|
)
f(−x−1;u, v)
=
x
|x|m f(
x
|x|2 ;
xux
|x|2 ,
xvx
|x|2 ) = IQf(x;u, v).

10.1.2 The operator IQ∂xIQ
In the context of finding embedding maps for null solutions of Qk,l, the operator
IQ∂xIQ, acting on functions in C∞(Rm,Hk,l⊗S), is very important. An explicit
expression is proved in the following proposition.
Proposition 26. The operator IQ∂xIQ is an endomorphism on the vector space
C∞(Rm,Hk,l ⊗ S) and satisfies
IQ∂xIQ = |x|2∂x + 2〈x, u〉∂u + 2〈x, v〉∂v − 2u〈x, ∂u〉 − 2v〈x, ∂v〉.
Proof. We prove this statement by explicitly calculating the action of IQ∂xIQ
on polynomials in C∞(Rm,Hk,l ⊗ S). Therefore, let y 6= 0 be a Clifford number
and define f as a Hk,l-valued polynomial of degree h in x:
f := 〈x, y〉h 〈u, f1〉k−l〈u ∧ v, f1 ∧ f2〉l︸ ︷︷ ︸
=: P
(10.2)
with f21 = f
2
2 = 0 and {f1, f2} = 0. For more details about the expression of
elements in Hk,l, we refer to [73]. An idempotent I should be added at the end
of (10.2) in order to transform f into a Hk,l⊗S-valued polynomial. It suffices to
use the particular form (10.2) to prove the statement, because f generates the
irreducible Spin(m)-module Hk,l and the operator IQ∂xIQ is Spin(m)-invariant.
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The next step is to calculate IQf using Definition 10. Denote by I the action
I : g(x, u, v)→ g
(
x
|x|2 ,
xux
|x|2 ,
xvx
|x|2
)
,
with g ∈ C∞(Rm,Hk,l ⊗ S). This means that IQ = x|x|−mI, when acting on
polynomials in C∞(Rm,Hk,l ⊗ S). In particular, we have I2 = 1 and
I|x|−m−2(k+l) = |x|m+2(k+l)
I〈x, y〉h = |x|−2h〈x, y〉h
which leads to
IQf = x|x|−m−2h〈x, y〉h |x|−2(k+l)〈xux, f1〉k−l〈xux ∧ xvx, f1 ∧ f2〉l︸ ︷︷ ︸
= IP =: P˜
.
By acting with the Dirac operator ∂x, we obtain
∂xIQf = {∂x, x}|x|−m−2h〈x, y〉hP˜ − x[∂x, |x|−m−2h]〈x, y〉hP˜
− x|x|−m−2h[∂x, 〈x, y〉h]P˜ − x|x|−m−2h〈x, y〉h∂xP˜
= −hxy|x|−m−2h〈x, y〉h−1P˜ − x|x|−m−2h〈x, y〉h∂xP˜ .
As we have IP˜ = I2P = P , acting once more with IQ leads to the following
expression:
IQ∂xIQf = x|x|−m
(
− hxy|x|m〈x, y〉h−1P − x|x|m−2〈x, y〉hI(∂xP˜ )
)
= h|x|2y〈x, y〉h−1P + 〈x, y〉hI(∂xP˜ )
= |x|2∂xf + 〈x, y〉hI(∂xP˜ ). (10.3)
We deal with the polynomial I(∂xP˜ ) separately. To that end, we introduce two
short notations:
P1 := 〈u, f1〉
P2 := 〈u ∧ v, f1 ∧ f2〉.
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The polynomials that are obtained by acting with I on P1 and P2, are denoted
by P˜1 and P˜2, respectively:
P˜1 := |x|−2〈xux, f1〉 = 〈u, f1〉 − 2|x|−2〈u, x〉〈x, f1〉
P˜2 := |x|−4〈xux ∧ xvx, f1 ∧ f2〉
= 〈u ∧ v, f1 ∧ f2〉 − 2|x|−2〈x, u〉〈x ∧ v, f1 ∧ f2〉
+ 2|x|−2〈x, v〉〈x ∧ u, f1 ∧ f2〉.
With these notations, we have
I(∂xP˜ ) = (k − l) I(∂xP˜1)︸ ︷︷ ︸P k−l−11 P2l + l I(∂xP˜2)︸ ︷︷ ︸P1k−lP2l−1.
Next, we deal with the underlined polynomials in the expression above. Straight-
forward calculations lead to
I(∂xP˜1) = − 2u〈x, f1〉+ 2f1〈x, u〉
I(∂xP˜2) = − 2u〈x ∧ v, f1 ∧ f2〉+ 2v〈x ∧ u, f1 ∧ f2〉
+ 2〈x, u〉(f1〈v, f2〉 − f2〈v, f1〉)
− 2〈x, v〉(f1〈u, f2〉 − f2〈u, f1〉).
After substituting these expressions in I(∂xP˜ ), we find
I(∂xP˜ ) = − 2u
(
(k − l)〈x, f1〉〈u, f1〉k−l−1〈u ∧ v, f1 ∧ f2〉l
+ l〈x ∧ v, f1 ∧ f2〉〈u, f1〉k−l〈u ∧ v, f1 ∧ f2〉l−1
)
− 2v
(
〈u ∧ x, f1 ∧ f2〉〈u, f1〉k−l〈u ∧ v, f1 ∧ f2〉l−1
)
+ 2〈x, u〉
(
(k − l)f1〈u, f1〉k−l−1〈u ∧ v, f1 ∧ f2〉l
+ l
(
f1〈v, f2〉 − f2〈v, f1〉
))〈u, f1〉k−l〈u ∧ v, f1 ∧ f2〉l−1
+ 2〈x, v〉l(f2〈u, f1〉 − f1〈u, f2〉)〈u, f1〉k−l〈u ∧ v, f1 ∧ f2〉l−1
which equals precisely
I(∂xP˜ ) = −2u〈x, ∂u〉P − 2v〈x, ∂v〉P + 2〈x, u〉∂uP + 2〈x, v〉∂vP.
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Together with (10.3), this leads to the desired result that
IQ∂xIQf = |x|2∂xf + 2〈x, u〉∂uf + 2〈x, v〉∂vf − 2u〈x, ∂u〉f − 2v〈x, ∂v〉f.
It is not difficult to see that IQ∂xIQf is again Hk,l ⊗ S-valued. 
Corollary 3. For integers h ≥ k ≥ l, one has IQ∂xIQSh,k,l = 0.
Proof. This follows immediately from the definition of Sh,k,l. 
In view of Corollary 3 and the fact that IQ∂xIQ acts on Hk,l ⊗ S-valued
functions, the anti-commutator of IQ∂xIQ and the embedding factors u and v˜
are important, respectively, as we have
IQ∂xIQuSk−1,l = {IQ∂xIQ, u}Sk−1,l
IQ∂xIQv˜Sk,l−1 = {IQ∂xIQ, v˜}Sk,l−1
and it follows from a direct calculation that
Lemma 34. One has
{IQ∂xIQ, u} =− 2|x|2〈u, ∂x〉 − 2〈x, u〉(m+ 2Eu)− 2ux
+ 4|u|2〈x, ∂u〉 − 4〈x, v〉〈u, ∂v〉+ 4〈u, v〉〈x, ∂v〉
{IQ∂xIQ, v˜} =− 2|x|2〈v˜, ∂x〉 − 2〈x˜, v〉(m+ 2Ev − 2)− 2v˜x
+ 4|v|2〈x, ∂v〉(Eu − Ev)− 4|u|2〈v, ∂u〉〈x, ∂u〉
+ 4〈u, v〉 (〈x, ∂u〉(Eu − Ev)− 〈x, ∂v〉〈v, ∂u〉)
+ 4〈x, v〉〈v, ∂u〉〈u, ∂v〉.
Proof. Use the (anti-)commutator identities of products of operators in the be-
ginning of section 10.2. 
The result of Lemma 26 can be rewritten in such a way that it features
embedding factors u and v˜ (instead of v):
IQ∂xIQ = |x|2∂x + 2〈x, u〉∂u + 2〈x, v〉∂v
− 2u〈x˜, ∂u〉(Eu − Ev + 1)−1 − 2v˜〈x, ∂v〉(Eu − Ev + 1)−1 (10.4)
where we have introduced the operator
〈x˜, ∂u〉 := 〈x, ∂u〉(Eu − Ev + 1) + 〈v, ∂u〉〈x, ∂v〉, (10.5)
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which commutes with 〈u, ∂v〉 when acting on polynomials with values in the
simplicial monogenics.
The next result will be useful in what follows.
Lemma 35. The operator {∂x, IQ∂xIQ} is an endomorphism of functions with
values in the simplicial monogenics in two variables, i.e.
{∂x, IQ∂xIQ} ∈ End(C∞(Rm,Sk,l))
for integers k ≥ l.
Proof. If f is a function with values in Sk,l, then
{∂x, IQ∂xIQ}f = 2x∂xf + 2〈x, u〉∂u∂xf + 2〈x, v〉∂v∂xf
− 2|x|2∆xf + 4〈u, ∂x〉〈x, ∂u〉f + 4〈v, ∂x〉〈x, ∂v〉f. (10.6)
Due to the symmetry in u and v in the above expression, it suffices to verify
that ∂u{∂x, IQ∂xIQ}f = 0. Indeed, the action with ∂u on the right-hand side
of (10.6) leads to
2{∂u, x}∂xf − 2x∂u∂xf + 2x∂u∂xf + 4∂x〈x, ∂u〉f = 0.
Hence, we also have ∂v{∂x, IQ∂xIQ}f = 0. Rewriting (10.6) as
{∂x, IQ∂xIQ}f = 2x∂xf − 4〈x, u〉〈∂˜u, ∂x〉(Eu − Ev + 1)−1f
− 4〈x˜, v〉〈∂v, ∂x〉(Eu − Ev + 1)−1f
− 2|x|2∆xf + 4〈u, ∂x〉〈x˜, ∂u〉(Eu − Ev + 1)−1f
+ 4〈v˜, ∂x〉〈x, ∂v〉(Eu − Ev + 1)−1f
it immediately follows that 〈u, ∂v〉{∂x, IQ∂xIQ}f = 0. 
We conclude this section by remarking that the result of Lemma 26 can be
written by means of the Gamma operator:
Corollary 4. The operator IQ∂xIQ satisfies
IQ∂xIQ = |x|2∂x − [Γu + Γv, x].
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Proof. A direct calculation leads to the above statement:
[Γu, x] = −
∑
i<j
∑
k
[eij(ui∂uj − uj∂ui), ekxk]
= −
∑
i<j
∑
k
[eij , ek](ui∂uj − uj∂ui)xk
= −
∑
i<j
∑
k
(ei{ej , ek} − {ei, ek}ej)(ui∂uj − uj∂ui)xk
= −
∑
i<j
∑
k
(−2eiδjk + 2δikej)(ui∂uj − uj∂ui)xk
= 2
∑
i 6=j
ei(ui∂uj − uj∂ui)xj
= 2u〈x, ∂u〉 − 2〈x, u〉∂u.

Remark 39. This generalises a result in [71], which states that
IR∂xIR = |x|2∂x − [Γu, x].
10.2 Useful results
In this section, we list an overview of (anti-)commutators involving operators
that play an important role in this thesis, such as u, v˜, 〈u˜, v〉, 〈∂˜u, ∂x〉, ∂v,
〈x˜, ∂u〉, IQ∂xIQ and many others. These results will probably be useful when
we are trying to discover an underlying structure to the embedding factors.
An efficient way to calculate (anti-)commutators of products of operators is
by using the identities
{AB,C} = A[B,C] + {A,C}B = A{B,C} − [A,C]B
{A,BC} = [A,B]C +B{A,C} = {A,B}C −B[A,C]
[AB,CD] = AC[B,D] +A[B,C]D + [A,C]DB + C[A,D]B
= −AC{B,D}+A{B,C}D + {A,C}DB − C{A,D}B
{AB,CD} = A[B,C]D + {A,C}BD − CA[B,D]− C[A,D]B.
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Another useful result, which holds for every u, x ∈ Rm, is
[〈∂u, ∂x〉, 〈u, x〉] = m+ Ex + Eu. (10.7)
As the following expression occurs frequently in the (anti-)commutators, we
denote it by Ωu,v:
Ωu,v :=
(
v˜〈u, ∂x〉 − u〈v˜, ∂x〉
)
(Eu − Ev + 1)−1. (10.8)
Finally, we introduce the short notation
∂˜u := ∂u(Eu − Ev) + ∂v〈v, ∂u〉. (10.9)
Results involving u, v˜ and ∂˜u, ∂v
It is not difficult to prove that
Lemma 36. One has
{∂˜u, u} = −(m+ 2Eu)(Eu − Ev + 2)− v∂v − u∂u − 2〈v, ∂u〉〈u, ∂v〉
{∂u, v˜} = (m+ 2Ev − 4)〈v, ∂u〉 − v∂u
{∂˜u, v˜} = 0
{∂v, v˜} = −(m+ 2Ev − 2)(Eu − Ev) + v∂v + u∂u − 2〈v, ∂u〉〈u, ∂v〉.
Lemma 37. The action of the Dirac operator on the product of vu and v˜u,
respectively, is given by
[∂x, vu] = 2Ωu,v
[∂x, v˜u] = 2Ωu,v(Eu − Ev + 2)
[∂x, uv˜] = −2Ωu,v(Eu − Ev)
[∂x, 〈u˜, v〉] = 2Ωu,v(m+ Eu + Ev − 1).
Proof. The last statement immediately follows from the definition of 〈u˜, v〉 and
the first line. 
Results involving 〈u, ∂x〉 and 〈v˜, ∂x〉
The operators 〈u, ∂x〉 and
〈v˜, ∂x〉 := 〈v, ∂x〉(Eu − Ev)− 〈u, ∂x〉〈v, ∂u〉,
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which were introduced already in (2.54) and (2.55), respectively, occur in the
expression of the anti-commutators {IQ∂xIQ, u} and {IQ∂xIQ, v˜}. It is conve-
nient to have an expression for the commutator of these operators with other
important operators, such as u, v˜, ∂v and the dual twistor operators.
Lemma 38. The action of the embedding factors u and v˜ on 〈u, ∂x〉 and 〈v˜, ∂x〉
is given by
[u, 〈u, ∂x〉] = 0 [v˜, 〈u, ∂x〉] = Ωu,v
[u, 〈v˜, ∂x〉] = Ωu,v [v˜, 〈v˜, ∂x〉] = 0.
Remark 40. The following commutators are closely related to each other:[
v˜, 〈u, ∂x〉] =
[
u, 〈v˜, ∂x〉
]
=
1
2
[
∂x, v˜u
]
(Eu − Ev + 2)−1 = 12
[
∂x, vu
]
= Ωu,v.
Next, we present two lemmas that consist of very elegant results.
Lemma 39. The action of the operators ∂˜u and ∂v on 〈u, ∂x〉 and 〈v˜, ∂x〉 is
given by
[∂˜u, 〈u, ∂x〉] = (Eu − Ev + 2)∂x + 〈u, ∂x〉∂u + 〈v, ∂x〉∂v
[∂˜u, 〈v˜, ∂x〉] = 0
[∂v, 〈u, ∂x〉] = 0
[∂v, 〈v˜, ∂x〉] = (Eu − Ev)∂x − 〈u, ∂x〉∂u − 〈v, ∂x〉∂v.
Lemma 40. The action of the dual twistors 〈∂˜u, ∂x〉 and 〈∂v, ∂x〉 on 〈u, ∂x〉 and
〈v˜, ∂x〉 is given by
[〈∂˜u, ∂x〉, 〈u, ∂x〉] = ∆x(Eu − Ev + 2) + 〈u, ∂x〉〈∂u, ∂x〉+ 〈v˜, ∂x〉〈∂v, ∂x〉
[〈∂˜u, ∂x〉, 〈v˜, ∂x〉] = 0
[〈∂v, ∂x〉, 〈u, ∂x〉] = 0
[〈∂v, ∂x〉, 〈v˜, ∂x〉] = ∆x(Eu − Ev)− 〈u, ∂x〉〈∂u, ∂x〉 − 〈v˜, ∂x〉〈∂v, ∂x〉.
Results involving 〈∂˜u, ∂x〉, 〈∂v, ∂x〉 and IQ∂xIQ
Lemma 41. Acting on Hk,l ⊗ S-valued functions, one has[〈∂˜u, ∂x〉, IQ∂xIQ] = 2(m+ Ex + Eu − 1)∂˜u[〈∂v, ∂x〉, IQ∂xIQ] = 2(m+ Ex + Ev − 2)∂v.
216 Chapter 10. Embedding factors
Using these results, it immediately follows from Lemma 36 that
Corollary 5. Acting on polynomials in Msh,k,l, one has
〈∂˜u, ∂x〉IQ∂xIQv˜ = 0
〈∂˜u, ∂x〉IQ∂xIQu = − 2(m+ Ex + Eu − 1)(m+ 2Eu)(Eu − Ev + 2)Msh,k,l
〈∂v, ∂x〉IQ∂xIQu = 0
〈∂v, ∂x〉IQ∂xIQv˜ = − 2(m+ Ex + Ev − 2)(m+ 2Ev − 2)(Eu − Ev)Msh,k,l.
Results involving IQ〈u, ∂x〉IQ and IQ〈v˜, ∂x〉IQ
Not only do they occur in the anti-commutators {IQ∂xIQ, u} and {IQ∂xIQ, v˜},
there is another obvious connection between the operators 〈u, ∂x〉 and 〈v˜, ∂x〉
and the operators in Lemma 34:
Lemma 42. One has
IQ〈u, ∂x〉IQ = 12 {IQ∂xIQ, u}
=− |x|2〈u, ∂x〉 − 〈x, u〉(m+ 2Eu)− ux
+ 2|u|2〈x, ∂u〉 − 2〈x, v〉〈u, ∂v〉+ 2〈u, v〉〈x, ∂v〉
IQ〈v˜, ∂x〉IQ = 12 {IQ∂xIQ, v˜}
=− |x|2〈v˜, ∂x〉 − 〈x˜, v〉(m+ 2Ev − 2)− v˜x
+ 2|v|2〈x, ∂v〉(Eu − Ev)− 2|u|2〈v, ∂u〉〈x, ∂u〉
+ 2〈u, v〉 (〈x, ∂u〉(Eu − Ev)− 〈x, ∂v〉〈v, ∂u〉)
+ 2〈x, v〉〈v, ∂u〉〈u, ∂v〉.
Proof. This follows from Lemma 34 together with {IQ, u} = 0 = {IQ, v˜}. 
The statements of the next lemma will turn out to be very useful in what
follows.
Lemma 43. The action of the operators ∂x and IQ∂xIQ on IQ〈u, ∂x〉IQ and
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IQ〈v˜, ∂x〉IQ is given by
[∂x, IQ〈u, ∂x〉IQ] = − 2u(m+ Ex + Eu − 1) + 2|u|2∂u + 2〈u, v〉∂v − 2v〈u, ∂v〉
[∂x, IQ〈v˜, ∂x〉IQ] = − 2v˜(m+ Ex + Ev − 2) + 2|v|2∂v(Eu − Ev)
− 2|u|2〈v, ∂u〉∂u + 2〈u, v〉∂u(Eu − Ev − 1)
+ 2〈u, v〉〈v, ∂u〉∂v + 2v〈v, ∂u〉〈u, ∂v〉
[IQ∂xIQ, 〈u, ∂x〉] = − 2u(Ex − Eu)− 2|u|2∂u − 2〈u, v〉∂v + 2v〈u, ∂v〉
[IQ∂xIQ, 〈v˜, ∂x〉] = − 2v˜(Ex − Ev + 1)− 2|v|2∂v(Eu − Ev)
+ 2|u|2〈v, ∂u〉∂u − 2〈u, v〉∂u(Eu − Ev − 1)
− 2〈u, v〉〈v, ∂u〉∂v − 2v〈v, ∂u〉〈u, ∂v〉.
Furthermore,
Lemma 44. The action of the operators ∂˜u and ∂v on the operators IQ〈u, ∂x〉IQ
and IQ〈v˜, ∂x〉IQ is given by
[∂˜u, IQ〈u, ∂x〉IQ] = − (Eu − Ev + 2)IQ∂xIQ + IQ〈v, ∂x〉IQ∂v
+ IQ〈u, ∂x〉IQ∂u
[∂˜u, IQ〈v˜, ∂x〉IQ] = 0
[∂v, IQ〈u, ∂x〉IQ] = 0
[∂v, IQ〈v˜, ∂x〉IQ] = − (Eu − Ev)IQ∂xIQ − IQ〈v, ∂x〉IQ∂v
− IQ〈u, ∂x〉IQ∂u
[∂u, IQ〈u, ∂x〉IQ] = − IQ∂xIQ.
Proof. This follows from {IQ, ∂u} = 0 and Lemma 39. 
If we let the commutators in Lemma 44 act on polynomials in the vector
space Sh,k,l, which determines a special solution of KerhQk,l, the operators ∂˜u
and ∂v commute with the operators IQ〈u, ∂x〉IQ and IQ〈v˜, ∂x〉IQ. We can state
this as follows:
Corollary 6. For all integers h ≥ k ≥ l, one has
pi1IQ〈u, ∂x〉IQSh,k,l = IQ〈u, ∂x〉IQSh,k,l
pi1IQ〈v˜, ∂x〉IQSh,k,l = IQ〈v˜, ∂x〉IQSh,k,l.
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Proof. The second result follows immediately from Lemma 44 and Corollary 3:
∂uIQ〈v˜, ∂x〉IQSh,k,l = −IQ∂xIQSh,k,l = 0
∂vIQ〈v˜, ∂x〉IQSh,k,l = [∂v, IQ〈v˜, ∂x〉IQ]Sh,k,l = 0
〈u, ∂v〉IQ〈v˜, ∂x〉IQSh,k,l = 0.
The first statement is proved in a similar way. 
More elegant results are obtained if we consider the action of the dual
twistors on the operators of interest.
Lemma 45. Acting on polynomials with values in the simplicial monogenics,
i.e. polynomials in the kernel of ∂u, ∂v, 〈u, ∂v〉, one has[〈∂˜u, ∂x〉, IQ〈u, ∂x〉IQ] = −(m+ Ex + Eu − 1)(m+ 2Eu)(Eu − Ev + 2)[〈∂˜u, ∂x〉, IQ〈v˜, ∂x〉IQ] = 0[〈∂v, ∂x〉, IQ〈v˜, ∂x〉IQ] = −(m+ Ex + Ev − 2)(m+ 2Ev − 2)(Eu − Ev)[〈∂v, ∂x〉, IQ〈u, ∂x〉IQ] = 0.
Proof. This follows from Lemma 43 and Lemma 44. 
Finally, we present another lemma that consists of useful results, in partic-
ular for the calculations in section 10.6.
Lemma 46. One has
[〈u, ∂x〉, IQ〈u, ∂x〉IQ] = −|u|2(m+ 2Ex − 2)
[〈v˜, ∂x〉, IQ〈u, ∂x〉IQ] = {u, v˜}(m+ Ex + Eu − 1) + [|u|2, v˜]∂u − 〈u, v〉{∂v, v˜}
+ {v, v˜}∂v + [〈u, v〉, v˜]∂v − |u|2{∂u, v˜}.
Proof. These results are obtained using Lemma 43. Acting on functions with
values in the simplicial monogenics, the second commutator reduces to
[〈v˜, ∂x〉, IQ〈u, ∂x〉IQ] = {u, v˜}(m+ Ex + Eu − 1)− 〈u, v〉{∂v, v˜} − |u|2{∂u, v˜}
= {u, v˜}(m+ Ex + Eu − 1)
+ 〈u, v〉(m+ 2Ev − 2)(Eu − Ev)
− |u|2〈v, ∂u〉(m+ 2Ev − 2).

10.2. Useful results 219
Results involving the embedding factor 〈u˜, v〉
Because the factor 〈u˜, v〉, which occurs in Proposition 27 (see later), is responsi-
ble for making calculations very involved, it is an efficient strategy to calculate
the commutator with the other common operators.
Lemma 47. The action of ∂u, ∂v and 〈u, ∂v〉 on 〈u˜, v〉 is given by
[∂u, 〈u˜, v〉] = 2〈u, v〉∂u + v(m+ 2Eu − 2)(m+ Eu + Ev − 1)
− 2u〈v, ∂u〉(m+ Eu + Ev − 1) + vu∂u[
∂v, 〈u˜, v〉
]
= − u(m+ 2Ev − 2)(m+ Eu + Ev − 1) + vu∂v − |u|2∂u[〈v, ∂u〉, 〈u˜, v〉] = |v|2(Eu − Ev).
In particular,
Corollary 7. Acting on functions with values in the simplicial monogenics, the
commutator of ∂˜u and ∂v with 〈u˜, v〉 is given by[
∂v, 〈u˜, v〉
]
= − u(m+ 2Ev − 2)(m+ Eu + Ev − 1)[
∂˜u, 〈u˜, v〉
]
= v˜(m+ 2Eu)(m+ Eu + Ev − 1).
Lemma 48. The action of the embedding factors u and v˜ on 〈u˜, v〉 is given by[〈u˜, v〉, u] = 2u(u ∧ v)(m+ Eu + Ev − 1)[〈u˜, v〉, v˜] = − 2v˜(u ∧ v)(m+ Eu + Ev − 1).
The operator Ωu,v occurs once again:
Lemma 49. The commutator of the operators 〈u, ∂x〉, 〈v, ∂x〉 and 〈v˜, ∂x〉 with
〈u˜, v〉 is given by [〈u, ∂x〉, 〈u˜, v〉] = uΩu,v[〈v, ∂x〉, 〈u˜, v〉] = − vu〈v, ∂x〉[〈v˜, ∂x〉, 〈u˜, v〉] = v˜Ωu,v
Unfortunately, the action with the twistor operators leads to an expression
that is not so elegant.
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Lemma 50. The action of the twistor operators on 〈u˜, v〉 is given by
[〈∂˜u, ∂x〉, 〈u˜, v〉] = 〈v˜, ∂x〉(m+ 2Eu) + v˜∂x(m+ Eu + Ev − 2) + vu ˜〈∂u, ∂x〉
+ 2〈u, v〉〈∂u, ∂x〉(Eu − Ev) + v2〈∂v, ∂x〉[〈∂v, ∂x〉, 〈u˜, v〉] = − 〈u, ∂x〉(m+ 2Ev − 2)− u∂x(m+ Eu + Ev − 2)
+ vu〈∂v, ∂x〉+ u2〈∂u, ∂x〉.
Results involving 〈x˜, ∂u〉 and 〈x, ∂v〉
Recall from (10.5) the definition of the operator 〈x˜, ∂u〉. It is not difficult to
verify that [〈x˜, ∂u〉, 〈x, ∂v〉] = 0.
Furthermore,
Lemma 51. One has[〈x˜, ∂u〉, 〈u, ∂x〉] = (Ex − Eu)(Eu − Ev + 2) + 〈u, ∂x〉〈x, ∂u〉
+ 〈v, ∂x〉〈x, ∂v〉 − 〈v, ∂u〉〈u, ∂v〉[〈x˜, ∂u〉, 〈v˜, ∂x〉] = 0
and [〈x, ∂v〉, 〈u, ∂x〉] = − 〈u, ∂v〉[〈x, ∂v〉, 〈v˜, ∂x〉] = (Ex − Ev + 1)(Eu − Ev)− 〈u, ∂x〉〈x, ∂u〉
− 〈v, ∂x〉〈x, ∂v〉+ 〈v, ∂u〉〈u, ∂v〉.
In particular,
Lemma 52. Acting on functions with values in the simplicial monogenics in
two variables, one has[〈x˜, ∂u〉, 〈u, ∂x〉n] = n〈u, ∂x〉n−1(Ex − Eu − n− 12
)
(Eu − Ev + n+ 1)[〈x˜, ∂u〉, 〈v˜, ∂x〉n] = 0[〈x, ∂v〉, 〈u, ∂x〉n] = 0[〈x, ∂v〉, 〈v˜, ∂x〉n] = n〈v˜, ∂x〉n−1(Ex − Ev − n− 32
)
(Eu − Ev − n+ 1).
for every positive integer n.
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Proof. The proof of the first and last statement goes by induction on n. The
case n = 1 is presented in Lemma 51. 
Next, several commutators with elegant outcomes are featured in the follow-
ing two lemmas.
Lemma 53. The commutator of 〈x˜, ∂u〉 and 〈x, ∂v〉 with IQ∂xIQ is given by[〈x˜, ∂u〉, IQ∂xIQ] = |x|2∂˜u − 2x〈x˜, ∂u〉[〈x, ∂v〉, IQ∂xIQ] = |x|2∂v − 2x〈x, ∂v〉.
Lemma 54. The action of 〈x˜, ∂u〉 and 〈x, ∂v〉 on the embedding factors u and
v˜ is given by [〈x˜, ∂u〉, u] = x(Eu − Ev − 2) + u〈x, ∂u〉+ v〈x, ∂v〉[〈x˜, ∂u〉, v˜] = 0[〈x, ∂v〉, u] = 0[〈x, ∂v〉, v˜] = x(Eu − Ev)− u〈x, ∂u〉 − v〈x, ∂v〉.
Finally, also the following commutators will be useful to calculate results
involving embedding factors.
Lemma 55. Acting on the kernel of ∂u, ∂v and 〈u, ∂v〉, one has
[〈x˜, ∂u〉, IQ〈u, ∂x〉IQ] = 2〈u, x〉〈x˜, ∂u〉 − |x|2(m+ Ex + Eu − 1)(Eu − Ev + 2)
+ 2〈u, x〉〈x, ∂u〉+ 2〈v, x〉〈x, ∂v〉
+ IQ〈v, ∂x〉IQ〈x, ∂v〉+ IQ〈u, ∂x〉IQ〈x, ∂u〉
[〈x, ∂v〉, IQ〈v˜, ∂x〉IQ] = 2〈v˜, x〉〈x, ∂v〉 − |x|2(m+ Ex + Ev − 2)(Eu − Ev)
− 2〈u, x〉〈x, ∂u〉 − 2〈v, x〉〈x, ∂v〉
− IQ〈v, ∂x〉IQ〈x, ∂v〉 − IQ〈u, ∂x〉IQ〈x, ∂u〉
[〈x, ∂v〉, IQ〈u, ∂x〉IQ] = 2〈u, x〉〈x, ∂v〉
[〈x, ∂u〉, IQ〈u, ∂x〉IQ] = 2〈u, x〉〈x, ∂u〉 − |x|2(m+ Ex + Eu − 1)
[〈x˜, ∂u〉, IQ〈v˜, ∂x〉IQ] = 2〈v˜, x〉〈x˜, ∂u〉 − |x|2〈v, ∂u〉(Eu − Ev)
[〈x, ∂u〉, IQ〈v, ∂x〉IQ] = 2〈v, x〉〈x, ∂u〉 − |x|2〈v, ∂u〉.
Proof. This follows from Lemma 42, Lemma 53 and Lemma 54. 
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10.3 A formulation of embedding factors
We define two important operators:
Definition 11. The operators
Φu := pi1IQ∂xIQu
Φv := pi1IQ∂xIQv˜
are endomorphisms on the space of functions with values in the simplicial mono-
genics in two variables.
To see that these operators are well defined, consider a polynomial f ∈
C∞(Rm,Sk,l). This implies that uf ∈ C∞(Rm,Hk+1,l ⊗ S). We know that
IQ∂xIQ is an endomorphism of C∞(Rm,Hk+1,l ⊗ S). Hence, the action with
the projection operator pi1 makes sense. In short, if f ∈ C∞(Rm,Sk,l), then
Φuf ∈ C∞(Rm,Sk+1,l) and, analogously, Φvf ∈ C∞(Rm,Sk,l+1).
What we want to prove, is that
Conjecture 1. One has
Φu : KerhQk,l → Kerh+1Qk+1,l
Φv : KerhQk,l → Kerh+1Qk,l+l.
Status of the proof. So far, we can only state that
Φu : KerhQk,l ⊂ C∞(Rm,Sk,l)→ C∞(Rm,Sk+1,l)
which is visualised in
C∞(Rm,Sk,l)
IQ∂xIQu // C∞(Rm,Hk+1,l ⊗ S)
pi1

⊂
KerhQk,l
Φu
//_______ C∞(Rm,Sk+1,l)
and
Φv : KerhQk,l ⊂ C∞(Rm,Sk,l)→ C∞(Rm,Sk,l+l)
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which is visualised in
C∞(Rm,Sk,l)
IQ∂xIQev // C∞(Rm,Hk,l+1 ⊗ S)
pi1

⊂
KerhQk,l
Φv
//________ C∞(Rm,Sk,l+1)
At the time of writing, we are lost in calculations. 
Remark 41 (On proving the conjecture). Peter Van Lancker’s approach [71]
predicts that the weightless embedding factors (that translate to the operators
Φu and Φv in the case of Qk,l) commute with the weightless higher spin Dirac
operator. The underlying operator algebra could be related to transvector algebras
and Yangians ([74, 54]).
Even though calculations for the general case explode quickly, we have proved
the conjecture for several examples. In order to find an explicit expression for
Φu and Φv, consider again the operators
IQ∂xIQu : KerhQk,l ⊂ C∞(Rm,Sk,l)→ C∞(Rm,Hk+1,l ⊗ S)
IQ∂xIQv˜ : KerhQk,l ⊂ C∞(Rm,Sk,l)→ C∞(Rm,Hk,l+l ⊗ S).
The next proposition reveals that the operator IQ∂xIQu (resp. IQ∂xIQv˜),
acting on null solutions of Qk,l, only belongs to two summands in the decom-
position of Hk+1,l ⊗ S (resp. Hk,l+1 ⊗ S): the first one and the last one, where
we use the following ordering of the summands:
Hk+1,l ⊗ S = Sk+1,l ⊕ v˜Sk+1,l−1 ⊕ uSk,l ⊕ 〈u˜, v〉Sk,l−1. (10.10)
↑ ↑
Explicitly,
IQ∂xIQu : KerhQk,l → C∞(Rm,Sk+1,l)⊕ C∞(Rm, 〈u˜, v〉Sk,l−1)
IQ∂xIQv˜ : KerhQk,l → C∞(Rm,Sk,l+1)⊕ C∞(Rm, 〈u˜, v〉Sk−1,l).
This is good news, because it reduces the complexity of the calculations. The
proof goes as follows.
Proposition 27. For a polynomial f ∈ KerhQk,l, one has
(i) Φuf = IQ∂xIQuf − 〈u˜, v〉pi4IQ∂xIQuf
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(ii) Φvf = IQ∂xIQv˜f − 〈u˜, v〉pi4IQ∂xIQv˜f .
Proof. (i) It follows from Lemma 42 that
IQ∂xIQuf = 2IQ〈u, ∂x〉IQf − uIQ∂xIQf.
Making use of Lemma 44, the action with the operators ∂v, ∂u, ∂u∂v and ∂v∂u
on the above expression leads to
∂vIQ∂xIQuf = u∂vIQ∂xIQf
∂uIQ∂xIQuf = (m+ 2Eu − 2 + u∂u) IQ∂xIQf
∂u∂vIQ∂xIQuf = −(m+ 2Eu)∂vIQ∂xIQf
∂v∂uIQ∂xIQuf = (m+ 2Eu)∂vIQ∂xIQf,
respectively. We can verify these results by using them to confirm that, indeed,
IQ∂xIQuf ∈ Hk+1,l⊗S. It immediately follows from the two last equations that
〈∂u, ∂v〉IQ∂xIQuf = 0. Similarly, one can easily verify that ∆uIQ∂xIQuf =
∆vIQ∂xIQuf = 0.
Using the expression (6.8), the projection on the second summand in the
decomposition of Hk+1,l ⊗ S, which is the module Sk+1,l−1, is now directly
found:
pi2IQ∂xIQuf =
(
u∂v + u(m+ 2Eu)−1∂u∂v
)
IQ∂xIQuf = 0.
It follows from (6.9) that projection on Sk,l ↪→ Hk+1,l ⊗ S, which is the third
summand in the decomposition of this tensor product, leads to
pi3IQ∂xIQuf =
(
m+ 2Eu − 2 + u∂u + (m+ 2Ev − 4)−1
· (v(m+ 2Eu − 2)− 2u〈v, ∂u〉)∂v)IQ∂xIQuf
= (m+ 2Eu − 2)IQQk,lIQf = 0.
Note that, in this case, we actually had to use that f ∈ KerhQk,l. Finally, we
have from (6.7) that projection on the summand Sk,l−1 equals
pi4IQ∂xIQuf = −(m+ 2Ev − 2)−1(m+ Eu + Ev − 1)−1∂vIQ∂xIQf.
The first statement then follows from (6.10).
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(ii) The proof of the second statement goes in a similar way. By means of
Lemma 42, we have
IQ∂xIQv˜f = 2IQ〈v˜, ∂x〉IQf − v˜IQ∂xIQf
and it follows from Lemma 44 that the action with the operators ∂v, ∂u and
∂u∂v leads to
∂vIQ∂xIQv˜f = − 2(Eu − Ev)IQ∂xIQf − {∂v, v˜}IQ∂xIQf + v˜∂vIQ∂xIQf
=
(
(m+ 2Ev − 4)(Eu − Ev)− u∂u + v∂v(Eu − Ev)
− u〈v, ∂u〉∂v
)
IQ∂xIQf
∂uIQ∂xIQv˜f =
(
− 〈v, ∂u〉(m+ 2Ev − 4) + v∂u(Eu − Ev)
− u〈v, ∂u〉∂u
)
IQ∂xIQf
∂u∂vIQ∂xIQv˜f = ∂u(m+ 2Ev − 2)(Eu − Ev + 1)IQ∂xIQf
+ 〈v, ∂u〉∂v(m+ 2Ev − 2)IQ∂xIQf,
respectively. Using the above expressions and (6.8), projection on the summand
Sk,l ↪→ Hk,l+1 ⊗ S leads to
pi2IQ∂xIQv˜f = (m+ 2Ev − 4)(Eu − Ev)pi1IQ∂xIQf = 0.
In the same way, we have pi3IQ∂xIQv˜f = 0, where we used once again that
Qk,lf = 0. Finally,
pi4IQ∂xIQv˜f
= (m+ 2Eu)−1(m+ Eu + Ev − 1)−1
(
∂u(Eu − Ev + 1) + 〈v, ∂u〉∂v
)
IQ∂xIQf
= (m+ 2Eu)−1(m+ Eu + Ev − 1)−1∂˜uIQ∂xIQf,
which completes the proof. 
Remark 42. We will show in Lemma 57 of section 10.4 that, in the special
case that f ∈ KerhRk, the first result (i) in this proposition reduces to
Φuf = IQ∂xIQf.
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This makes sense, because there exists no projection operator pi4 in the Rarita-
Schwinger case.
Remark 43. As we have been using Euler operators of u and v instead of
explicit values, it is convenient to omit these homogeneity degrees and write the
higher spin operator, usually denoted by Qk,l, as Q for short. Similarly, we
write R instead of the usual Rk. In [37], this ‘weightless’ approach is taken to
the next level: the projection operators pii are not expressed in terms of Euler
operators, but by means of the Scasimir operator (see [3]).
The statements of the above proposition can be written more explicitly.
Corollary 8. One has
ΦuKerQ = IQ∂xIQuKerQ
+ 2〈u˜, v〉(m+ 2Ev − 2)−1(m+ Eu + Ev − 1)−1IQ〈∂v, ∂x〉IQKerQ
ΦvKerQ = IQ∂xIQv˜KerQ
− 2〈u˜, v〉(m+ 2Eu)−1(m+ Eu + Ev − 1)−1IQ〈∂˜u, ∂x〉IQKerQ.
This is an interesting expression as it features the important operators
IQ∂xIQ, IQ〈∂˜u, ∂x〉IQ and IQ〈∂v, ∂x〉IQ, together with the well-known embed-
ding maps u, v˜ and 〈u˜, v〉. To emphasise the importance of these operators, we
have the following result.
Lemma 56. Acting on polynomials with values in the simplicial monogenics in
two variables, one has
IQQIQ = |x|2Q
IQ ˜〈∂u, ∂x〉IQ = 12{∂˜u, IQ∂xIQ} = −|x|
2〈∂˜u, ∂x〉+ 〈x˜, ∂u〉(m+ 2Eu − 2)
IQ〈∂v, ∂x〉IQ = 12{∂v, IQ∂xIQ} = −|x|
2〈∂v, ∂x〉+ 〈x, ∂v〉(m+ 2Ev − 4).
By means of these results, the statements in Corollary 8 can be written even
more explicitly.
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Corollary 9. Acting on KerQ, one has
Φu = 2IQ〈u, ∂x〉IQ − u|x|2∂x − 2|u|2〈x˜, ∂u〉(Eu − Ev + 1)−1
+ 2uv˜〈x, ∂v〉(Eu − Ev + 1)−1 + 2〈u˜, v〉(m+ Eu + Ev − 1)−1〈x, ∂v〉
− 2|x|2〈u˜, v〉(m+ 2Ev − 2)−1(m+ Eu + Ev − 1)−1〈∂v, ∂x〉
Φv = 2IQ〈v˜, ∂x〉IQ − v˜|x|2∂x + 2v˜u〈x˜, ∂u〉(Eu − Ev + 1)−1
− 2|v˜|2〈x, ∂v〉(Eu − Ev + 1)−1 − 2〈u˜, v〉(m+ Eu + Ev − 1)−1〈x˜, ∂u〉
− 2|x|2〈u˜, v〉(m+ 2Ev − 2)−1(m+ Eu + Ev − 1)−1〈∂˜u, ∂x〉.
Proof. This follows from Lemma 26, Lemma 42 and Lemma 56. 
Questions
To end this section, we list the problems that we would like to solve.
1. Proving Conjecture 1. Do we have, indeed, that
Φu : KerQ → KerQ
Φv : KerQ → KerQ ?
This problem has been solved in the case of l = 0, as we show in the next
section that
Φu : KerR → KerR.
2. Are these two operators commuting, i.e.
[Φu,Φv]KerQ = 0 ?
Remark 44. Unlike the Rarita-Schwinger case in chapter 4 and [18], the op-
erator IQ∆xIQ∆x (see Lemma 12) is not a good choice of embedding factor for
solutions of Qk,l with l > 0. The reason for this is the presence of summands
with multiplicity higher than one in KerhQk,l. We illustrate this with an exam-
ple. In KerhQ2,1 the irreducible summand Sh,1 has multiplicity two. On the one
hand, we have
KerhQ2,1 ∼= (h, 2, 1)′ ⊕ (h+ 1, 1, 1)′ ⊕ (h+ 1, 2)′ ⊕ (h+ 2, 1)′ ⊕ (h− 2, 1)′
⊕ (h− 1, 1, 1)′ ⊕ 2(h, 1)′︸ ︷︷ ︸⊕(h+ 1)′ ⊕ (h− 1)′ ⊕ (h− 1, 2)′
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and, on the other hand,
Kerh−2Q2,1 ∼= (h− 2, 2, 1)′ ⊕ (h− 1, 1, 1)′ ⊕ (h− 1, 2)′ ⊕ (h, 1)′︸ ︷︷ ︸⊕(h− 4, 1)′
⊕ (h− 3, 1, 1)′ ⊕ 2(h− 2, 1)′ ⊕ (h− 1)′ ⊕ (h− 3)′ ⊕ (h− 3, 2)′.
Because we have that
∆x : KerhQ2,1 → Kerh−2Q2,1,
the summand with multiplicity two is mapped to a summand with multiplicity
one, which indicates that IQ∆xIQ is not a good approach to find two linearly
independent embedding factors. Indeed, we have that 〈v˜, ∂x〉Sh,1 ⊂ Kerh−1Q1,1
and 〈u, ∂x〉Sh,1 ⊂ Kerh−1R1. Let g ∈ Sh,1. We know from chapter 4 that we
can invert
∂xf = u〈v˜, ∂x〉g
by means of
ahklf = IQ∆xIQ∆xf = −IQ∆xIQ∂xu〈v˜, ∂x〉g
for some normalisation constant ahkl. We can write this as
f =
1
ahkl
2IQ∆xIQ〈u, ∂x〉〈v˜, ∂x〉g.
Because [〈u, ∂x〉, 〈v˜, ∂x〉] = 0, inverting
∂xf = v˜〈u, ∂x〉g
leads to the same result. Hence, this approach leads to one embedding factor,
which does not give the result we were hoping for. See also Lemma 63 in section
10.6.
10.4 Embedding factors in the R-S case
In [18] (see also section 4), the embedding factors in the Rarita-Schwinger case
were constructed by means of the operator IR∆xIR∂xu. An alternative em-
bedding factor is given by the operator Φu in Definition 11. As mentioned in
Remark 42, this operator reduces to the following expression.
Lemma 57. One has
ΦuKerR = IR∂xIRuKerR.
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Proof. Starting from the left-hand side of the above expression, we write
ΦuKerR = pi1IR∂xIRuKerR =
(
1 + (m+ 2Eu − 2)−1u ∂u
)
IR∂xIRuKerR︸ ︷︷ ︸ .
Calculating the underlined expression leads to
∂uIR∂xIRuKerR = [∂u, IR∂xIRu]KerR
= {∂u, IR∂xIR}uKerR− IR∂xIR{∂u, u}KerR
=
(
m+ 2Eu − 2 + u∂u
)
IR∂xIRKerR
= (m+ 2Eu − 2)−1IRRIRKerR
= 0.
This means that
ΦuKerR = pi1IR∂xIRuKerR = IR∂xIRuKerR,
which was also to be expected from Proposition 27, as there is no projection pi4
this time. 
Proposition 28. For all integers h > k > 0, one has
Φu : Kerh−1Rk → KerhRk+1.
Proof. The proof goes by induction on k, which is the degree of homogeneity in
u of the null solutions of Rk. We want to prove that
Rk+1ΦuKerRk = pi1∂xΦuKerRk = 0.
Recall from the previous lemma that
ΦuKerRk = IR∂xIRuKerRk.
By means of results in Lemma 43, we have for k = 0:
pi1∂x (IR∂xIRu)Mh−1 = 2pi1∂xIR〈u, ∂x〉IRMh−1
= 2pi1[∂x, IR〈u, ∂x〉IR]Mh−1
= −4(m+ h− 2)pi1uMh−1 = 0.
Hence,
Φu : Kerh−1∂x → KerhR1
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and
KerhR1 = Sh,1 ⊕ 〈u, ∂x〉Mh+1 ⊕ ΦuMh−1
=
1⊕
i=0
1−i⊕
j=0
(Φu)i〈u, ∂x〉jSh+j−i,1−i−j .
Now, we state that every element in Kerh−1Rk−1 is of the form
KerhRk−1 =
k−1⊕
i=0
k−1−i⊕
j=0
(Φu)i〈u, ∂x〉jSh−1+j−i,k−1−i−j .
Assuming this induction hypothesis to hold, we can also write
f = Φu (Φu)i−1〈u, ∂x〉jSh−1+j−(i−1),k−1−(i−1)−j︸ ︷︷ ︸∈
Kerh−1Rk−1
(10.11)
for i, j satisfying i+ j ∈ [0, k]. We will now prove that f ∈ KerhRk, or
pi1∂xf = 0.
By means of IR∂xIRu = 2IR〈u, ∂x〉IR − uIR∂xIR, (10.11) can be written as
f =
j∑
t=0
(−1)t2i−t (IR〈u, ∂x〉IR)i−t
(
i
t
)
(uIR∂xIR)t〈u, ∂x〉jSh+j−i,k−i−j︸ ︷︷ ︸ .
Let us deal with the underlined expression above. For a function g with values
in the spherical monogenics, it is not difficult to calculate that
(uIR∂xIR)〈u, ∂x〉jg = u[IR∂xIR, 〈u, ∂x〉j ]g
= −2ju2〈u, ∂x〉j−1(Ex − Eu − j + 1)g.
By means of this result, we have
(uIR∂xIR)t〈u, ∂x〉jg = (−2)tu2t j!(j − t)! 〈u, ∂x〉
j−t (Ex − Eu − j + t)!
(Ex − Eu − j)! g
and we can rewrite (10.11) as
f = 2i
( j∑
t=0
Ctu
2t (IR〈u, ∂x〉IR)i−t 〈u, ∂x〉j−t
)
Sh+j−i,k−i−j
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with
Ct :=
(
i
t
)
j!
(j − t)!
(h− k + j + t)!
(h− k + j)! .
This constant satisfies
(i− t+ 1)(j − t+ 1)(h− k + j + t)Ct−1 = tCt. (10.12)
Finally, we calculate ∂xf :
∂xf = 2i
( j∑
t=0
Ctu
2t[∂x, (IR〈u, ∂x〉IR)i−t]〈u, ∂x〉j−t
)
Sh+j−i,k−i−j
+ 2i
( j∑
t=0
Ctu
2t (IR〈u, ∂x〉IR)i−t [∂x, 〈u, ∂x〉j−t]
)
Sh+j−i,k−i−j .
The right-hand side can be written as
2i
(
j∑
t=0
(−2u)Ctu2t(i− t)(m+ h− k + t− 2) (IR〈u, ∂x〉IR)i−t−1 〈u, ∂x〉j−t
+
j−1∑
t=0
2u3Ctu2t(i− t)(i− t− 1)(j − t)(h− k + j + t+ 1)
· (IR〈u, ∂x〉IR)i−t−2 〈u, ∂x〉j−t−1
)
Sh+j−i,k−i−j .
Changing the summation indices in the second term and using (10.12), we find
2i
(
j∑
t=0
(−2)Ctu2t+1(i− t)(m+ h− k + t− 2) (IR〈u, ∂x〉IR)i−t−1 〈u, ∂x〉j−t
+
j∑
t=0
2tCtu2t+1(i− t) (IR〈u, ∂x〉IR)i−t−1 〈u, ∂x〉j−t
)
Sh+j−i,k−i−j
= − 2i+1Dh,ku
(
j∑
t=0
Ctu
2t(i− t) (IR〈u, ∂x〉IR)i−t−1 〈u, ∂x〉j−t
)
Sh+j−i,k−i−j
with Dh,k := m + h − k − 2. Rewriting once more the right-hand side, we
conclude
∂xf = −4iDh,ku(Φu)i−1〈u, ∂x〉jSh+j−i,k−i−j
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(recall that i is an integer in {0, . . . , k} and is not to be confused with the
complex unit). Hence, it immediately follows that
Rkf = pi1∂xf = 0,
which concludes the proof. 
10.5 Embedding factors for type A solutions
In this section, we investigate the embedding map of two vector spaces of null
solutions in KerhQk,l (with k > l): the type A solutions from Kerh−1Qk,l−1 and
Kerh−1Qk−1,l, which are given byMsh−1,k,l−1 andMsh−1,k−1,l, respectively. By
means of the next two lemmas, we will prove that, once again, Φu and Φv are
good choices.
Lemma 58. For all integers p ≥ q ≥ r, one has
IQ∂xIQMsp,q,r ∼= uMsp+1,q−1,r ⊕ v˜Msp+1,q,r−1.
Proof. It follows from (10.4), i.e.
IQ∂xIQ = |x|2∂x + 2〈x, u〉∂u + 2〈x, v〉∂v
− 2u〈x˜, ∂u〉(Eu − Ev + 1)−1 − 2v˜〈x, ∂v〉(Eu − Ev + 1)−1,
that
IQ∂xIQMsp,q,r = − 2(q − r + 1)−1
(
u〈x˜, ∂u〉+ v˜〈x, ∂v〉
)
Msp,q,r.
By means of Lemma 52, we have
〈x˜, ∂u〉Msp,q,r =
q−r⊕
i=0
r⊕
j=0
〈v˜, ∂x〉j [〈x˜, ∂u〉, 〈u, ∂x〉i]Sp+i+j,q−i,r−j
=
q−r⊕
i=1
r⊕
j=0
αi〈u, ∂x〉i−1〈v˜, ∂x〉jSp+i+j,q−i,r−j
with
αi = i(p− q + j + 3i2 +
1
2
)(q − r + j − 1).
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Once again, i is an integer in the set {1, 2, . . . , q − r}, not to be confused with
the complex unit. Note that the above expression can be written as
〈x˜, ∂u〉Msp,q,r =
q−r−1⊕
i=0
r⊕
j=0
(i+ 1)αi+1〈u, ∂x〉i〈v˜, ∂x〉jSp+1+i+j,q−1−i,r−j
∼=Msp+1,q−1,r.
Similarly,
〈x, ∂v〉Msp,q,r =
q−r⊕
i=0
r⊕
j=0
〈u, ∂x〉i[〈x, ∂v〉, 〈v˜, ∂x〉j ]Sp+i+j,q−i,r−j
=
q−r⊕
i=0
r⊕
j=1
βj〈u, ∂x〉i〈v˜, ∂x〉j−1Sp+i+j,q−i,r−j
with
βj = j
(
p− r + i+ 3j
2
+
3
2
)
(q − r − i+ 1).
This can be written as
〈x˜, ∂u〉Msp,q,r =
q−⊕
i=0
r−1⊕
j=0
(j + 1)βj+1〈u, ∂x〉i〈v˜, ∂x〉jSp+1+i+j,q−i,r−1−j
∼=Msp+1,q,r−1,
which concludes the proof. 
In particular, it follows from Lemma 56 that
IQ ˜〈∂u, ∂x〉IQMsp,q,r ∼= Msp+1,q−1,r
IQ〈∂v, ∂x〉IQMsp,q,r ∼= Msp+1,q,r−1.
By means of the previous lemma, we can prove that Φu and Φv are embed-
ding factors for solutions of type A.
Lemma 59. For all integers p ≥ q > r, one has
Φu :Msp,q,r → Kerp+1Qq+1,r
Φv :Msp,q,r → Kerp+1Qq,r+1.
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Proof. This is equivalent to
pi1∂xΦuMsp,q,r = 0 and pi1∂xΦvMsp,q,r = 0,
respectively. The proof of the first statement goes as follows. We have
ΦuMsp,q,r = 2IQ〈u, ∂x〉IQMsp,q,r − uIQ∂xIQMsp,q,r
+ 2〈u˜, v〉(m+ 2Ev − 2)−1(m+ Eu + Ev − 1)−1〈u˜, v〉IQ〈∂v, ∂x〉IQMsp,q,r
and it follows from the previous lemma that
ΦuMsp,q,r ∼= 2IQ〈u, ∂x〉IQMsp,q,r − u
(
uMsp+1,q−1,r + v˜Msp+1,q,r−1
)
+ 〈u˜, v〉Msp+1,q,r−1.
Then,
∂xΦuMsp,q,r = [∂x,Φu]Msp,q,r
∼= 2[∂x, IQ〈u, ∂x〉IQ]Msp,q,r − [∂x, uv˜]Msp+1,q,r−1
+ [∂x, 〈u˜, v〉]Msp+1,q,r−1.
By means of Lemma 37 and Lemma 43, this result can be written as
∂xΦuMsp,q,r ∼= uS1 + v˜S2
with S1 ⊂ Pp(Rm,Sq,r) and S2 ⊂ Pp(Rm,Sq+1,r−1). Hence, after taking the
projection pi1, we find
pi1∂xΦuMsp,q,r = 0.
In a similar way, one proves the second statement. 
We can conclude from this lemma that Conjecture 1 holds for the solutions
of type A from Kerh−1Qk−1,l and Kerh−1Qk,l−1. Theses spaces of null solutions
can be embedded in the kernel space KerhQk,l with embedding factor Φu and
Φv, respectively.
10.6 Embedding factors of KerhQ2,1
Recall that, in order to construct KerhQ2,1, the decomposition of three spaces
of type B solutions was important. They are given by
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1. Kerh−1Q1,1 ∩Ker〈∂v, ∂x〉
2. Kerh−1R2 ∩Ker〈∂u, ∂x〉
3. Kerh−2R1 ∩ Im〈∂u, ∂x〉 ∩ Im〈∂v, ∂x〉,
and are visualised in the following diagram:
Kerh−1R2
〈∂u,∂x〉

KerhQ2,1
˜〈∂u,∂x〉

〈∂v,∂x〉oo
Kerh−2R1 Kerh−1Q1,1〈∂v,∂x〉
oo
We will investigate the embedding factors of the Spin(m)-irreducible summands
of each of these vector spaces.
1. Kerh−1Q1,1 ∩Ker〈∂v, ∂x〉
· KerhQ2,1
· Kerh−1Q1,1 ∩Ker〈∂v, ∂x〉
?
OO
The space Kerh−1Q1,1 ∩Ker〈∂v, ∂x〉 is equal to Sh−1,1,1⊕ 〈v˜, ∂x〉Sh,1, which
is the decomposition of Msh−1,1,1. Both spaces can embedded in KerhQ2,1 as
follows:
Lemma 60. One has
(i) ΦuSh−1,1,1 ⊂ KerhQ2,1
(ii) Φu〈v˜, ∂x〉Sh,1 ⊂ KerhQ2,1.
Proof. Although the above statements immediately follow from Lemma 59,
which translates to
Φu :Msh−1,1,1 → KerhQ2,1,
it can be interesting to do the calculations explicitly in the hope to discover
certain patterns. Unfortunately, these calculations get very complex, which in-
dicates that a more general approach is necessary.
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(i) We will show that Q2,1ΦuSh−1,1,1 = pi1∂xΦuSh−1,1,1 = 0. Using Corollary
3 and 6, we obtain
ΦuSh−1,1,1 = pi1{IQ∂xIQ, u}Sh−1,1,1
= 2pi1IQ〈u, ∂x〉IQSh−1,1,1
= 2IQ〈u, ∂x〉IQSh−1,1,1.
Acting with ∂x leads to
∂xΦuSh−1,1,1 = 2[∂x, IQ〈u, ∂x〉IQ]Sh−1,1,1
= −4(m+ h− 1)uSh−1,1,1,
from which it follows that Q2,1ΦuSh−1,1,1 = 0.
(ii) Proving that Q2,1Φu〈v˜, ∂x〉Sh,1 = pi1∂xΦu〈v˜, ∂x〉Sh,1 = 0 is less straight-
forward than the previous case. Applying Corollary 8, we find
Φu〈v˜, ∂x〉Sh,1 = pi1IQ∂xIQu〈v˜, ∂x〉Sh,1
= IQ∂xIQu〈v˜, ∂x〉Sh,1 + 2(h+ 1)
m
〈u˜, v〉Sh,1,
which can be expanded to
Φu〈v˜, ∂x〉Sh,1
= 2IQ〈u, ∂x〉IQ〈v˜, ∂x〉Sh,1 − u[IQ∂xIQ, 〈v˜, ∂x〉]Sh,1 + 2(h+ 1)
m
〈u˜, v〉Sh,1
=
(− 2|x|2〈u, ∂x〉 − 2(m+ 2)〈x, u〉 − 2ux)〈v˜, ∂x〉Sh,1
+ 4(h+ 1)|u|2〈v, ∂u〉Sh,1 + 4(h+ 1)〈u, v〉Sh,1
+ 2(h+ 1)uv˜Sh,1 + 2(h+ 1)
m
〈u˜, v〉Sh,1
=
(− 2|x|2〈u, ∂x〉 − 2(m+ 2)〈x, u〉 − 2ux)〈v˜, ∂x〉Sh,1
− 2(h+ 1)(m+ 1)
m
|u|2〈v, ∂u〉Sh,1 + 2(h+ 1)〈v, u〉Sh,1 − 2(h+ 1)
m
vuSh,1.
(10.13)
Then
∂xΦu〈v˜, ∂x〉Sh,1
= −2
(
2m+ 2h− 2− (h+ 1)
m
)
u〈v˜, ∂x〉Sh,1 − 2(h+ 1)
m
v˜〈u, ∂x〉Sh,1,
10.6. Embedding factors of KerhQ2,1 237
from which it follows that Q2,1Φu〈v˜, ∂x〉Sh,1 = 0. 
2. Kerh−1R2 ∩Ker〈∂u, ∂x〉
Kerh−1R2 
 // KerhQ2,1
· ·
Next, we deal with Kerh−1R2 ∩ Ker〈∂u, ∂x〉, which consists of three pieces:
Sh−1,2,0, 〈u, ∂x〉Sh,1 and 〈u, ∂x〉2Sh+1,0, and we have
Msh−1,2,0 = Sh−1,2,0 ⊕ 〈u, ∂x〉Sh,1 ⊕ 〈u, ∂x〉2Sh+1,0.
They can be embedded in KerhQ2,1 as follows:
Lemma 61. One has
(i) ΦvSh−1,2,0 ⊂ KerhQ2,1
(ii) Φv〈u, ∂x〉Sh,1 ⊂ KerhQ2,1
(iii) Φv〈u, ∂x〉2Sh+1,0,0 ⊂ KerhQ2,1.
Proof. Even though these statements follow from Lemma 59, which translates
to
Φv :Msh−1,2,0 → KerhQ2,1,
we proceed with explicit calculations, for the same reason as mentioned in the
previous lemma.
(i) Proving that pi1∂xΦvSh−1,2,0 = 0 is easy. We begin with
ΦvSh−1,2,0 = pi1{IQ∂xIQ, v˜}Sh−1,2,0
= 2pi1IQ〈v˜, ∂x〉IQSh−1,2,0
= 2IQ〈v˜, ∂x〉IQSh−1,2,0
and action with ∂x leads to
∂xΦvSh−1,2,0 = 2[∂x, IQ〈v˜, ∂x〉IQ]Sh−1,2,0
= −4(m+ h− 3)v˜ Sh−1,2,0,
from which it follows that Q2,1ΦvSh−1,2,0 = 0. 
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(ii) It follows from Corollary 8 that
Φv〈u, ∂x〉Sh,1 =
(
−2|x|2〈v˜, ∂x〉 − 2(m− 2)〈x˜, v〉 − 2v˜x
)
〈u, ∂x〉Sh,1
− 2(h− 1)(m− 3)
m
|u|2〈v, ∂u〉Sh,1 + 2(h− 1)〈v, u〉Sh,1
+ 6
(h− 1)
m
vuSh,1. (10.14)
Acting with ∂x leads to
∂xΦv〈u, ∂x〉Sh,1 =− 2
(
2m+ 2h− 6 + 3(h− 1)
m
)
v˜〈u, ∂x〉Sh,1
− 6(h− 1)
m
u〈v˜, ∂x〉Sh,1,
as a consequence of which
pi1∂xΦv〈u, ∂x〉Sh,1 = Q2,1Φv〈u, ∂x〉Sh,1 = 0.
(iii) Because Sh+1,0,0 =Mh+1 does not depend on u or v, the calculations in
this case are not very complex. We begin by calculating
Φv〈u, ∂x〉2Mh+1 = 2IQ〈v˜, ∂x〉IQ〈u, ∂x〉2Mh+1 + 4hv˜u〈u, ∂x〉Mh+1
− 12h
m
(
m〈u, v〉+ (m− 1)vu− |u|2〈v, ∂u〉
) 〈u, ∂x〉Mh+1.
Acting with ∂x leads to
∂xΦv〈u, ∂x〉2Mh+1 = −4
(
m+ h− 3− 3h
m
)
v˜〈u, ∂x〉2Mh+1
Hence, we have
Q2,1Φv〈u, ∂x〉2Mh+1 = pi1∂xΦv〈u, ∂x〉2Mh+1 = 0.

The space Sh,1 occurs twice in the decomposition of KerhQ2,1: once with
embedding factor Φu〈v˜, ∂x〉 and the other time with embedding factor Φv〈u, ∂x〉.
To ensure that Sh,1 has multiplicity two in the decomposition of KerhQ2,1, we
prove that
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Lemma 62. The spaces Φu〈v˜, ∂x〉Sh,1 and Φv〈u, ∂x〉Sh,1 are linear independent.
Proof. It follows from (10.13) and (10.14) that
αΦu〈v˜, ∂x〉Sh,1 + βΦv〈u, ∂x〉Sh,1 = 0 ⇒ α = β = 0,
for constants α and β. 
The following lemma shows that the operator IQ∆xIQ〈u, ∂x〉〈v˜, ∂x〉 (which
is discussed in remark 44) gives rise to an embedding factor for Sh,1 that is
connected to Φu and Φv as follows:
Lemma 63. One has
IQ∆xIQ〈u, ∂x〉〈v˜, ∂x〉Sh,1 = −3(h− 1)Φu〈v˜, ∂x〉Sh,1 − (h+ 1)Φv〈u, ∂x〉Sh,1.
Proof. This follows from a direct calculation using results of this section. 
3. Kerh−2R1 ∩ Im〈∂˜u, ∂x〉 ∩ Im〈∂v, ∂x〉
· KerhQ2,1
Kerh−2R1
( 
66llllll
·
Finally, we will with the space Kerh−2R1 ∩ Im〈∂˜u, ∂x〉 ∩ Im〈∂v, ∂x〉. This
intersection consists of the vector spaces Sh−2,1,0 and 〈u, ∂x〉Sh−1,0,0, which
constitute the decomposition of Msh−2,1,0 into Spin(m)-irreducibles.
Lemma 64. One has
(i) ΦuΦvSh−2,1,0 = ΦuΦvSh−2,1,0 ⊂ KerhQ2,1
(ii) ΦuΦv〈u, ∂x〉Sh−1,0,0 = ΦvΦu〈u, ∂x〉Sh−1,0,0 ⊂ KerhQ2,1.
Proof. On the one hand, we will prove that [Φu,Φv]Msh−2,1,0 = 0, and on the
other hand, we will show that ΦuΦvMsh−2,1,0 ⊂ KerhQ2,1.
(i) Because it does not have embedding factors, the space Sh−2,1, i.e. the
(first) summand in Msh−2,1,0, is not difficult to embed. We have
ΦuSh−2,1,0 = 2IQ〈u, ∂x〉IQSh−2,1,0
240 Chapter 10. Embedding factors
and
ΦvΦuSh−2,1,0 = 4IQ〈v˜, ∂x〉IQIQ〈u, ∂x〉IQSh−2,1,0
= −4IQ〈v˜, ∂x〉〈u, ∂x〉IQSh−2,1,0,
which equals
ΦuΦvSh−2,1,0 = 4IQ〈u, ∂x〉IQIQ〈v˜, ∂x〉IQSh−2,1,0
= −4IQ〈v˜, ∂x〉〈u, ∂x〉IQSh−2,1,0.
By means of Lemma 43, acting with ∂x leads to
4∂xIQ〈v˜, ∂x〉IQIQ〈u, ∂x〉IQSh−2,1,0 = 4[∂x, IQ〈v˜, ∂x〉IQ]IQ〈u, ∂x〉IQSh−2,1,0
+ 4IQ〈v˜, ∂x〉IQ[∂x, IQ〈u, ∂x〉IQ]Sh−2,1,0
=− 8(m+ h− 3)v˜IQ〈u, ∂x〉IQSh−2,1,0
− 8(m+ h− 2)uIQ〈v˜, ∂x〉IQSh−2,1,0
=− 4(m+ h− 3)v˜ΦuSh−2,1,0
− 4(m+ h− 2)uΦvSh−2,1,0,
whence Q2,1ΦvΦuSh−2,1,0 = 0.
(ii) Before proving that ΦuΦv〈u, ∂x〉Sh−1,0,0 belongs to KerhQ2,1, we calculate
the explicit expression of this space. It follows from Corollary 8 that
Φv〈u, ∂x〉Mh−1 = 2IQ〈v˜, ∂x〉IQ〈u, ∂x〉Mh−1 − 4
(
h− 1
m− 1
)
u ∧ vMh−1.
Note that
IQ∂xIQΦv〈u, ∂x〉Mh−1 = 4(h− 1)(m− 3)
m− 1 v˜IQ〈u, ∂x〉IQMh−1.
The calculation of ΦuΦv〈u, ∂x〉Mh−1 goes in two steps. First, we consider the
action with IQ∂xIQu on the above expression, then we project with pi1.
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The action with IQ∂xIQu = 2IQ〈u, ∂x〉IQ − uIQ∂xIQ leads to
IQ∂xIQuΦv〈u, ∂x〉Mh−1 = 4IQ〈u, ∂x〉IQIQ〈v, ∂x〉IQ〈u, ∂x〉Mh−1
− 4IQ〈u, ∂x〉IQIQ〈u, ∂x〉IQ〈v, ∂x〉Mh−1
− 8
(
h− 1
m− 1
)
〈u, v〉IQ〈u, ∂x〉IQMh−1
− 4(h− 1)uvIQ〈u, ∂x〉IQMh−1
− 4(h− 1)(m− 3)
m− 1 |u|
2IQ〈v, ∂x〉IQMh−1.
Next, we calculate the action with ∂u, ∂v and ∂u∂v, respectively:
∂u (IQ∂xIQuΦv〈u, ∂x〉)Mh−1
= −4(h− 1)(m− 3)
m− 1
(
2uIQ〈v, ∂x〉IQ −mvIQ〈u, ∂x〉IQ
)
Mh−1 (10.15)
∂v (IQ∂xIQuΦv〈u, ∂x〉)Mh−1
= −4(h− 1)(m− 3)
m− 1
(
(m− 2)uIQ〈u, ∂x〉IQ
)
Mh−1 (10.16)
∂u∂v (IQ∂xIQuΦv〈u, ∂x〉)Mh−1
= 4
(h− 1)(m− 3)(m− 2)(m+ 2)
m− 1 IQ〈u, ∂x〉IQMh−1. (10.17)
Applying once more Corollary 42, we find
ΦuΦv〈u, ∂x〉Mh−1 = IQ∂xIQuΦv〈u, ∂x〉Mh−1
+
1
m(m− 2) 〈u˜, v〉∂vIQ∂xIQΦv〈u, ∂x〉Mh−1
= IQ∂xIQuΦv〈u, ∂x〉Mh−1
− 4(h− 1)(m− 3)
m(m− 1) 〈u˜, v〉IQ〈u, ∂x〉IQMh−1
with
〈u˜, v〉IQ〈u, ∂x〉IQMh−1 =− (m− 2)〈u, v〉IQ〈u, ∂x〉IQMh−1
− (m− 1)uvIQ〈u, ∂x〉IQMh−1
− |u|2IQ〈v, ∂x〉IQMh−1.
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Combining all these results, we find
ΦuΦv〈u, ∂x〉Mh−1 = 4IQ〈u, ∂x〉IQIQ〈v, ∂x〉IQ〈u, ∂x〉Mh−1
− 4IQ〈u, ∂x〉IQIQ〈u, ∂x〉IQ〈v, ∂x〉Mh−1
+ 4(h− 1)〈u, v〉IQ〈u, ∂x〉IQMh−1
+ 12
(h− 1)
m
vuIQ〈u, ∂x〉IQMh−1
− 4(h− 1)(m− 3)
m
|u|2IQ〈v, ∂x〉IQMh−1. (10.18)
Now, we calculate ΦvΦu〈u, ∂x〉Mh−1. We have that
Φu〈u, ∂x〉Mh−1 = 2IQ〈u, ∂x〉IQ〈u, ∂x〉Mh−1 − 2(h− 1)|u|2Mh−1.
The action with IQ∂xIQv˜ = 2IQ〈v˜, ∂x〉IQ − v˜IQ∂xIQ on the above expression
leads to
IQ∂xIQv˜Φu〈u, ∂x〉Mh−1 = 4IQ〈u, ∂x〉IQIQ〈v, ∂x〉IQ〈u, ∂x〉Mh−1
− 4IQ〈u, ∂x〉IQIQ〈u, ∂x〉IQ〈v, ∂x〉Mh−1
− 8(h− 1)〈u, v〉IQ〈u, ∂x〉IQMh−1
− 12(h− 1)uvIQ〈u, ∂x〉IQMh−1
− 4(h− 1)|u|2IQ〈v, ∂x〉IQMh−1.
It is not difficult to calculate that the action with ∂u, ∂v and ∂u∂v, respectively,
leads to
∂u (IQ∂xIQv˜Φu〈u, ∂x〉)Mh−1
= −12(h− 1)
(
2uIQ〈v, ∂x〉IQ −mvIQ〈u, ∂x〉IQ
)
Mh−1
∂v (IQ∂xIQv˜Φu〈u, ∂x〉)Mh−1
= −12(h− 1)
(
(m− 2)uIQ〈u, ∂x〉IQ
)
Mh−1
∂u∂v (IQ∂xIQv˜Φu〈u, ∂x〉)Mh−1
= 12(h− 1)(m− 2)(m+ 2)IQ〈u, ∂x〉IQMh−1.
This is very similar to (10.15), (10.16) and (10.17), as expected.
10.6. Embedding factors of KerhQ2,1 243
Applying once more Corollary 42, we find
ΦvΦu〈u, ∂x〉Mh−1 = IQ∂xIQv˜Φu〈u, ∂x〉Mh−1
− 12(h− 1)
m
〈u˜, v〉IQ〈u, ∂x〉IQMh−1
and this leads exactly to the expression from (10.18). We can thus conclude
that
ΦuΦv〈u, ∂x〉Mh−1 = ΦvΦu〈u, ∂x〉Mh−1.
Finally, we verify that, indeed,
ΦuΦv : 〈u, ∂x〉Mh−1 → KerhQ2,1.
This follows from a direct calculation, using Lemma 43, Lemma 44, Lemma 46
and the results
v˜|u|2Mh−1 = −2u
(〈u, v〉+ vu)Mh−1
and
2
(
vIQ〈u, ∂x〉IQ〈u, ∂x〉 − uIQ〈u, ∂x〉IQ〈v, ∂x〉
)
Mh−1
=
(
v˜IQ〈u, ∂x〉IQ〈u, ∂x〉+ uIQ〈v˜, ∂x〉IQ〈u, ∂x〉
)
Mh−1.
We have
∂xΦuΦv〈u, ∂x〉Mh−1
= −6(m+ h− 1)(m− 1)
m
u
(
2IQ〈v˜, ∂x〉IQ〈u, ∂x〉
− 4 h− 1
m− 1
(〈u, v〉+ vu))Mh−1
− 2(m+ h− 1)(m− 3)
m
v˜
(
2IQ〈u, ∂x〉IQ〈u, ∂x〉 − 2(h− 1)|u|2
)
Mh−1,
whence
∂xΦuΦv〈u, ∂x〉Mh−1 = −6(m+ h− 1)(m− 1)
m
uΦv〈u, ∂x〉Mh−1
− 2(m+ h− 1)(m− 3)
m
v˜Φu〈u, ∂x〉Mh−1
Hence, Q2,1ΦuΦv〈u, ∂x〉Mh−1 = 0. 
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Summary
As a final note, let us verify some results in chapter 8. The kernel space,
embedding factors included, is represented as follows:
Φv〈u, ∂x〉2Mh+1 ΦuΦv〈u, ∂x〉Mh+1
〈u, ∂x〉〈v˜, ∂x〉Sh+2,1
{
Φv〈u, ∂x〉Sh,1
Φu〈v˜, ∂x〉Sh,1
}
ΦuΦvSh−2,1
〈v˜, ∂x〉Sh+1,2 ΦvSh−1,2
〈u, ∂x〉Sh+1,1,1 ΦuSh−1,1,1
Sh,2,1
It follows from the results of this section that
KerhQ2,1 ∩Ker〈∂˜u, ∂x〉 = Sh,2,1 ⊕ 〈u, ∂x〉Sh+1,1,1 ⊕ 〈v˜, ∂x〉Sh+1,2
⊕ 〈u, ∂x〉〈v˜, ∂x〉Sh+2,1 ⊕ ΦvSh−1,2
⊕
(
a1Φv〈u, ∂x〉+ a2Φu〈v˜, ∂x〉
)
Sh,1
⊕ Φv〈u, ∂x〉2Mh+1
with two constants a1, a2 6= 0 that satisfy
3
(
h− 1
m
)
a1 +
(
2m+ 2h− 2− h+ 1
m
)
a2 = 0.
This means that
KerhQ2,1 ∩Ker〈∂˜u, ∂x〉 ∼=Msh,2,1 ⊕Mh−1,2.
Furthermore,
KerhQ2,1 ∩Ker〈∂v, ∂x〉 = Sh,2,1 ⊕ 〈u, ∂x〉Sh+1,1,1 ⊕ 〈v˜, ∂x〉Sh+1,2
⊕ 〈u, ∂x〉〈v˜, ∂x〉Sh+2,1 ⊕ ΦuSh−1,1,1
⊕
(
b1Φv〈u, ∂x〉+ b2Φu〈v˜, ∂x〉
)
Sh,1
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with two constants b1, b2 6= 0 that satisfy(
2m+ 2h− 6 + 3h− 1
m
)
b1 +
(
h+ 1
m
)
b2 = 0.
This means that
KerhQ2,1 ∩Ker〈∂v, ∂x〉 ∼=Msh,2,1 ⊕Msh−1,1,1.
Finally, we have
〈∂˜u, ∂x〉〈∂v, ∂x〉KerhQ2,1 = c1Sh−2,1 ⊕ c2〈u, ∂x〉Mh+1 ∼=Mh−2,1
with
c1 = 24(m− 2)(m+ 2)(m+ h− 2)(m+ h− 3)
c2 =
6
m
(m− 3)(m+ h− 1)(m+ 2)(m+ h− 2).
Remark 45. The constants c1 and c2 are nonzero on condition that m satisfies
m > 3.
This can be written as
Kerh−2R1 ∩ Im〈∂˜u, ∂x〉 ∩ Im〈∂v, ∂x〉 ∼=Mh−2,1.
All these results are in correspondence with the results of chapter 8.
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Het onderliggend doctoraatsproefschrift handelt over de constructie van een wel-
bepaalde hogere spin diracoperator en de studie van functietheoretische eigen-
schappen van deze operator. We willen benadrukken dat deze tekst niet enkel
een overzicht geeft van definities, stellingen en bewijzen; hij is ook bedoeld om
de lezer (en potentie¨le onderzoeker) een inzicht te verschaffen in het onderwerp
van hogere spin diracoperatoren in een cliffordanalytisch kader. De voorbeelden
en berekeningen in dit proefschrift kunnen daartoe bijdragen, hoewel die soms
lang en ingewikkeld zijn.
We geven nu een gedetailleerd overzicht van de inhoud van de verschillende
hoofdstukken.
Hoofdstuk 1: Inleiding
In dit inleidend hoofdstuk wordt een specifieke hogere spin diracoperator Qk,l,
de hoofdrolspeler in dit proefschrift, gekaderd in de wereld der hogere spin
diracoperatoren. Vervolgens wordt de opbouw van het onderliggend proefschrift
geschetst, waarbij elk hoofdstuk apart onder de loep wordt genomen.
Een hogere spin diracoperator (zie [15, 38]) is een unieke (op een multipli-
catieve constante na), elliptische, conform-invariante, eerste-orde differentiaal-
operator van de vorm
Dλ : C∞(Rm,Vλ)→ C∞(Rm,Vλ)
met Vλ een irreduciebele representatie van de spingroep. Met de representatie
Vλ correspondeert een highest weight λ = (λ1 + 12 , . . . , λn−1 +
1
2 ,
1
2 ) waarbij
λ1 ≥ . . . ≥ λn−1 ≥ 0 natuurlijke getallen zijn, n = bm2 c en m oneven. In
248 Nederlandse samenvatting
[73] werd aangetoond dat Vλ kan worden gerealiseerd in cliffordanalyse als een
vectorruimte van polynomen in verschillende vectorvariabelen, de zogenaamde
simplicaal monogenen.
Hoofdstuk 2: Basisbegrippen
Dit hoofdstuk is gewijd aan de introductie van welbekende en minder bekende
eigenschappen in cliffordanalyse en representatietheorie. De laatste jaren is het
duidelijk geworden dat cliffordanalyse een goede taal is om representatietheo-
retische resultaten te bestuderen; het omgekeerde geldt ook, want representatie-
theorie biedt vaak een beter inzicht in cliffordanalyse (zie [27, 9, 65, 66, 67]).
Het is bijgevolg belangrijk om cliffordanalyse en representatietheorie niet los
van elkaar te beschouwen.
We beginnen met de definitie van de cliffordalgebra Cm en enkele van zijn
belangrijke deelgroepen en deelruimten, respectievelijk de spingroep Spin(m)
en de spinorruimte S. Vervolgens worden elementaire definities van de dirac-
operator ∂x en de laplace-operator ∆x in cliffordanalyse gegeven. De (klassieke)
diracoperator ∂x kan worden beschouwd als de veralgemening van de cauchy-
riemannoperator in het complexe vlak C. In het bijzonder geldt er dat ∂2x =
−∆x, m.a.w. de cauchy-riemannoperator factoriseert de tweedimensionale lapla-
ciaan. Nuloplossingen van ∂x worden monogene functies genoemd en kunnen
gezien worden als de veralgemening van holomorfe functies in het vlak, i.e. de
nuloplossingen van de cauchy-riemannoperator. Een belangrijke rol in clifford-
analyse (zie [4, 30, 68, 42]) is weggelegd voor de vectorruimte van sferische
monogenenMh van graad h ∈ N, i.e. h-homogene nuloplossingen van de dirac-
operator ∂x. Dit is een irreduciebele representatie van Spin(m).
In het onderdeel over representatietheorie verklaren we begrippen zoals ‘ir-
reduciebele representatie’ en ‘highest weight’ aan de hand van voorbeelden in
cliffordanalyse. We focussen op representaties van de semisimpele lie-algebra’s
sl(2,C), sl(3,C) en so(m,C) (zie [40, 49, 44, 21]). Zoals eerder vermeld, kun-
nen irreduciebele representaties van Spin(m) (of van zijn lie-algebra so(m,C))
gerealiseerd worden in cliffordanalyse als vectorruimten van polynomen, de zo-
genaamde simpliciaal harmonieken en simplicaal monogenen (zie [73]).
Tot slot introduceren we een vectorruimte van polynomen Msh,k,l die van
bijzonder groot belang is in de constructie van de ruimte der h-homogene nul-
oplossingen van Qk,l, die we noteren als KerhQk,l. De vectorruimte Msh,k,l is
reduciebel onder de actie van de spingroep en we bepalen de decompositie in
Spin(m)-irreduciebele vectorruimten.
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Hoofdstuk 3: De (hogere spin) diracoperator
De klassieke diracoperator ∂x kan worden beschouwd als een speciaal geval
van de hogere spin diracoperatoren waarbij λ1 = . . . = λn−1 = 0. Dit laat-
ste betekent dat Vλ isomorf is met de spinorruimte S. De diracoperator ∂x
is dus een endomorfisme van C∞(Rm,S) (zie [30]). In dit hoofdstuk geven
we een overzicht van enkele functietheoretische eigenschappen van ∂x, zoals
de fischerdecompositie (in verschillende gedaanten), de cauchy-kowalewskaia-
extensie (CK-extensie), de fundamentele oplossing en integraalformules (zie
[4, 30]).
Vervolgens belichten we de surjectiviteit en conform-invariantie van hogere
spin diracoperatoren zoals die werden gedefinieerd hierboven (zie ook [65, 38,
15]). We introduceren de operator Qk,l, die gedefinieerd wordt als de hogere
spin diracoperator
Qk,l : C∞(Rm,Sk,l)→ C∞(Rm,Sk,l); f(x;u, v) 7→ Qk,lf(x;u, v).
met Vλ ∼= Sk,l, i.e. de vectorruimte van de simpliciaal monogenen in twee
vectorveranderlijken. Dit is een irreduciebele representatie van de spingroep
met λ = (k + 12 , l +
1
2 ,
1
2 , . . . ,
1
2 ) waarbij k ≥ l. Naast Qk,l geven we twee
andere voorbeelden van hogere spin diracoperatoren die aan bod komen in dit
proefschrift (in hoofdstukken 4 en 5).
Hoofdstuk 4: De rarita-schwingeroperator Rk
De rarita-schwingeroperator Rk is de hogere spin diracoperator die inwerkt
op functies met waarden in de vectorruimte Vλ ∼= Mk met λ1 = k en λ2 =
. . . = λn−1 = 0. In het geval k = 1 is de vectorruimte M1 een irreduciebel
Spin(m)-moduul met λ = ( 32 ,
1
2 , . . . ,
1
2 ). Het is welbekend uit de theoretische
fysica dat de rarita-schwingervergelijking de relativistische veldvergelijking is
van spin- 32 fermionen; vandaar de naam ‘rarita-schwingeroperator’. In [18, 19]
werd deze operator bestudeerd vanuit een cliffordanalytisch standpunt en een
algebra¨ısch meetkundig standpunt, waarbij technieken uit representatietheorie
werden aangewend.
Aangezien de operator Qk,l de directe veralgemening is van Rk, met Qk,0 =
Rk, zijn de eigenschappen van deze laatste operator een bron van inspiratie
geweest voor de de studie van Qk,l. Echter, het geval van Qk,l zorgt voor com-
plicaties die nog niet zichtbaar waren voordien; deze operator is dus allerminst
een triviale veralgemening van Rk.
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Hoofdstuk 5: De hogere spin diracoperator Q1,1
De operator Q1,1 kan enerzijds worden beschouwd als de eenvoudigste onder
de operatoren Qk,l met algemene k ≥ l, en anderzijds als een speciaal geval
van de hogere spin operator Qλj die inwerkt op functies met waarden in een
ruimte van spinorwaardige vormen (zie [16, 17]). In dit hoofdstuk geven we de
constructie van deze operatoren in cliffordanalyse vooraleer we ons concentreren
op de operator Q1,1. De resultaten van dit hoofdstuk zijn van belang voor
hoofdstuk 8, waar we de ruimte KerhQk,l van nuloplossingen beschrijven.
Hoofdstuk 6: Constructie van de operator Qk,l
Dit hoofdstuk begint met de formulering en het bewijs van de veralgemeende
fischerdecompositie van simpliciaal harmonische functies in twee vectorveran-
derlijken. Deze decompositie geeft aanleiding tot de constructie van drie unieke
(op een multiplicatieve constante na), conform-invariante, eerste-orde differen-
tiaaloperatoren. De hogere spin diracoperator Qk,l is e´e´n ervan; de andere twee
zijn duale twistoroperatoren, T1 en T2, die bovendien commuteren. We geven
de definitie van deze drie operatoren en berekenen hun expliciete uitdrukking
in cliffordanalyse. Deze operatoren kunnen geschreven worden als Qk,l = pi1∂x,
T1 = pi2∂x en T2 = pi3∂x met pij (j ∈ {1, 2, 3}) een projectie-operator. In het
bijzonder,
Qk,lf =
(
1 +
u∂u
m+ 2k − 2 +
v∂v
m+ 2l − 4 − 2
u〈v, ∂u〉∂v
(m+ 2k − 2)(m+ 2l − 4)
)
∂xf
met f ∈ C∞(Rm,Sk,l).
Vervolgens bewijzen we verschillende eigenschappen van deze operatoren.
Een belangrijk resultaat, met het oog op hoofdstuk 8, is bijvoorbeeld dat de
twistoroperatoren nuloplossingen van Qk,l afbeelden op nuloplossingen van re-
spectievelijk Qk−1,l en Qk,l−1.
Hoofdstuk 7: Resultaten in cliffordanalyse
Enkele functietheoretische eigenschappen van de operator Qk,l worden bespro-
ken in dit hoofdstuk, zoals de veralgemeende CK-extensie, de fundamentele
oplossing van Qk,l en veralgemeende elementaire integraalstellingen. De con-
structie van de fundamentele oplossing steunt op een resultaat in [65] dat zegt
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dat nuloplossingen van een conform-invariante operator invariant zijn onder de
actie van de conforme groep. Deze stelling vormde de inspiratie om de algemene
vorm van fundamentele oplossing van de conform-invariante hogere spin dira-
coperator Qk,l te formuleren (zie ook [70]). Het bewijs maakt onder andere
gebruik van de theorie van distributies die verwant zijn aan rieszpotentialen
(zie [45, 41]). Aan de hand van de fundamentele oplossing van Qk,l kunnen
we de veralgemening formuleren en bewijzen van de volgende elementaire inte-
graalstellingen: de stelling van Stokes, de stelling van Cauchy-Pompeiu en de
formule van Cauchy.
Hoofdstuk 8: Constructie van de kern van Qk,l
We hebben reeds vermeld dat de ruimte Mh van h-homogene nuloplossingen
van ∂x een irreduciebele representatie is van de spingroep. Als we gebruik
maken van een notatie die eerder werd ingevoerd, kan dit geschreven worden
als Kerh∂x =Mh. Uit [18, 19] en [16, 17] weten we dat respectievelijk KerhRk
(h ≥ k) en KerhQ1,1 (h > 1) niet meer irreduciebel zijn onder de actie van
Spin(m); deze vectorruimten kunnen worden ontbonden als een directe som van
Spin(m)-irreduciebele modulen die isomorfe kopiee¨n zijn van de vectorruimte
der simpliciaal monogenen van een bepaalde graad.
Net zoals in [18] voor de operator Rk, vallen de nuloplossingen voor Qk,l
uiteen in twee types (A en B) van oplossingen. Oplossingen van het type A
worden gegeven door f ∈ KerhQk,l die voldoen aan ∂xf = 0; een polynoom
f ∈ KerhQk,l is van het B-type als en slechts als ∂xf 6= 0 en pi1∂xf = 0. In
[10] wordt aangetoond dat f van het type A is als en slechts als f ∈ Msh,k,l.
De oplossingen van het B-type worden bepaald aan de hand van een induc-
tieprincipe. De formulering van de inductiehypothese maakt gebruik van de
theorie van stelsels van diracvergelijkingen van de vorm ∂xf = g in meerdere
veranderlijken (zie [24]). In het geval van Qk,l gaat het om een stelsel van drie
dergelijke vergelijkingen. In [24] werd aangetoond dat dit stelsel oplosbaar is
als er aan bepaalde compatibileitsvoorwaarden voldaan is. Deze voorwaarden
geven aanleiding tot de formulering van de volgende stelling:
Theorem 30. Voor alle h ≥ k + l geldt er dat
Msh,k,l ⊕
(
Kerh−1Qk−1,l ∩KerT1
)
⊕
(
Kerh−1Qk,l−1 ∩KerT2
)
⊕
(
Kerh−2Qk−1,l−1 ∩ ImT1T2
)
↪→ KerhQk,l.
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Om te bewijzen dat het linkerlid isomorf is met het rechterlid, maken we
gebruik van een dimensionale analyse en de inductiehypothese. Het resultaat is
dat
KerhQk,l ∼=
k−l⊕
i=0
l⊕
j=0
k−i−l+j⊕
p=0
l−j⊕
q=0
Sh−i−j+p+q,k−i−p,l−j−q.
Hoofdstuk 9: Geometrie van de kern
Het doel van dit hoofdstuk is om een visuele voorstelling te vinden van de
irreduciebele modulen in KerhQk,l. In het geval van KerhRk werden deze irre-
duciebele modulen (gevisualiseerd als “•”) als volgt voorgesteld:
In het geval van KerhQk,l herschrijven we de ingewikkelde bovenstaande som zo´
dat we de modulen kunnen hergroeperen. We benadrukken dat dit is een bij-
zonder technisch hoofdstuk is, maar het resultaat oogt zeer elegant. We vinden
nog steeds driehoeksstructuren terug, maar er duiken dit keer ook zeshoeken
op. Modulen in KerhQk,l, opnieuw aangeduid met “ • ” en “ ◦ ”, kunnen dan als
volgt worden geordend:
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Hoofdstuk 10: Inbeddingsfactoren
Het doel van dit hoofdstuk is om de ruimtes Sh−i−j+p+q,k−i−p,l−j−q in te bedden
in KerhQk,l aan de hand van een ‘inbeddingsfactor’
µ : Sh−i−j+p+q,k−i−p,l−j−q ↪→ KerhQk,l.
De inversie-operator IQ kan gezien worden als een veralgemening van de
kelvinoperator (zie e.g. [29]) en is essentieel in de constructie van de inbeddings-
factoren. Deze inversie-operator beeldt oplossingen van Qk,l af op oplossingen
van Qk,l en is bijgevolg een ideale kandidaat voor de doelstelling van dit hoofd-
stuk. Een van de redenen waarom het geval van Qk,l zo ingewikkeld is, is de
aanwezigheid van irreducibiele modulen met multipliciteit groter dan e´e´n. Deze
hoge multipliciteiten zorgen ervoor dat we niet langer de aanpak kunnen volgen
van in [18]. We moeten het dus over een andere boeg gooien, en dit heeft geleid
tot een formulering van de inbeddingsfactoren Φu en Φv zoals in Propositie 27.
We hebben deze inbeddingsfactoren gecontroleerd aan de hand van drie voor-
beelden: het geval van de rarita-schwingeroperator Rk, de ruimte Msh,k,l en
de operator Q2,1. Hoewel we ervan overtuigd zijn dat de inbeddingsfactoren
correct zijn, is het niet eenvoudig om te bewijzen dat
Φu : Kerh−1Qk−1,l → KerhQk,l
Φv : Kerh−1Qk,l−1 → KerhQk,l,
omdat de berekeningen zeer snel zeer ingewikkeld worden. Dit geeft aan dat onze
methode om hogere spin diracoperatoren te onderzoeken niet de meest effectieve
is. De aanpak in [72] ziet er zeer veelbelovend uit. Niettegenstaande het feit dat
we dit hoofdstuk moeten afsluiten met een vermoeden in plaats van een stelling
en bewijs, zijn er veel resultaten terug te vinden, die waarschijnlijk ooit kunnen
worden ingezet om bepaalde patronen tussen operatoren te verklaren.
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