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Abstract. The Geroch group is an infinite dimensional transitive group of symmetries
of classical cylindrically symmetric gravitational waves which acts by non-canonical
transformations on the phase space of these waves. Here this symmetry is rederived and the
unique Poisson bracket on the Geroch group which makes its action on the gravitational phase
space Lie-Poisson is obtained. Two possible notions of asymptotic flatness are proposed that
are compatible with the Poisson bracket on the phase space, and corresponding asymptotic
flatness preserving subgroups of the Geroch group are defined which turn out to be compatible
with the Poisson bracket on the group.
A quantization of the Geroch group is proposed that is similar to, but distinct from, the
sl2 Yangian, and a certain action of this quantum Geroch group on gravitational observables
is shown to preserve the commutation relations of Korotkin and Samtleben’s quantization of
asymptotically flat cylindrically symmetric gravitational waves. The action also preserves three
of the additional conditions that define their quantization. It is conjectured that the action
preserves the remaining two conditions (asymptotic flatness and a unit determinant condition
on a certain basic field) as well and is, in fact, a symmetry of their model. Our results on the
quantum theory are formal, but a possible rigorous formulation based on algebraic quantum
theory is outlined.
1. Introduction
Cylindrically symmetric vacuum general relativity is an important truncation of full general
relativity (GR) which has infinitely many degrees of freedom, yet is tractable because it
is integrable [BZ78][Mai78]. It is useful as a toy model for studying both classical and
quantum gravitational phenomena, and as a test bed for methods of quantizing full vacuum
GR [Ash96, Var00, GP97, DT99, AM00, FMV03, KN96, NS00, Nie03, CMN03, HS89, Hus96].
It is, for instance, highly relevant to the quantization of null initial data for vacuum GR, since
the Poisson algebra for these in the general case is almost identical to that of the cylindrically
symmetric case [FR17].
In 1971 Kuchar [Kuc71][All87][AP96] quantized asymptotically flat cylindrically symmetric
vacuum GR subject to a further restriction on the polarization of gravitational waves, and
in 1997 Korotkin and Samtleben [KS98a][KS98b] obtained an almost complete quantization
without this restriction. Specifically, Korotkin and Samtleben obtained a quantization of
the Poisson algebra of classical observables (phase space functions) of full asymptotically
flat cylindrically symmetric vacuum GR, but not a representation of the resulting algebra
of quantum observables on a Hilbert space that respects the reality conditions.
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Classical cylindrically symmetric vacuum GR possesses a transitive group of symmetries
called the Geroch group [Ger72, Kin77, KC77, KC78a, KC78b, Jul85]. The elements of this
group can be thought of as transformations of the spacetime metric field which are symmetries
in the sense that they map solutions to solutions. Since the action of these transformations
can in some cases be worked out explicitly they were initially studied as a means of generating
new solutions from old. But there is more to the Geroch group. Although its elements are not
strictly canonical transformations they are so in a generalized sense, they preserve the Poisson
brackets in a generalized sense that will be described below. Furthermore, the Geroch group is
generated, again in a generalized sense, by an infinite set of conserved charges [KS98b]. Here
we will explore the possibility that a version of this symmetry is present in the quantum theory.
Our results suggest that this is the case in the quantum theory of Korotkin and Samtleben:
We obtain a quantization of the Geroch group and of its action on the cylindrically symmetric
gravitational field which appears to be a symmetry of the algebra of quantum observables of this
field. We verify that it preserves the commutation relations and all other conditions defining
this algebra, save two which we are unable to check.
This is not entirely surprising since the quantization of [KS98b] is based on the integrability
of the model, which in turn is closely related to the symmetry under the Geroch group. Indeed,
in [KS98b] and [KS97] Korotkin and Samtleben show that the phase space coordinates they
quantize to obtain their quantization of cylindrically symmetric gravity, the matrix valued
functions T± defined in section 4, are precisely the charges that generate the Geroch group.
1
They present an explicit map from the Lie algebra of the Geroch group to the vector fields that
realize the corresponding infinitesimal Geroch group transformations of the gravitational phase
space, a map which may be interpreted as the specificiation of a “non-Abelian Hamiltonian”
[BB92], or moment map [Lu93], for the Geroch group which generates these vector fields as
generalized Hamiltonian flows. In addition, they conjecture in [KS97] that the quantization of
the Geroch group is the sl2 Yangian, a well known quantum group introduced by Drinfel’d in
[Dri83], and Samtleben [Sam98] even makes a partial proposal for the non-Abelian Hamiltonian
in the quantum theory.
Our results are complementary to theirs. We do not focus on the realization of the Geroch
group as generalized Hamiltonian flows generated by certain phase space functions. Instead, we
determine the Poisson bracket on the Geroch group itself from the requierment that the action
of the group on the phase space of cylindrically symmetric GR be a Lie-Poisson map, which is
to say, that it satisfies (4). (See [BB92][STS85].) With this bracket the group has a natural
quantization, a quantum group similar to an sl2 Yangian. We then make an ansatz for the form
of the action of the quantum Geroch group on the quantum gravitational observables, a natural
two parameter generalization of the classical action, and fix the parameters by requiring the
action to be a symmetry.
The charges, and in particular the quantized non-Abelian Hamiltonian of the Geroch group,
are however crucial for using the Geroch group as a spectrum generating quantum group to
organize the Hilbert space of the quantum theory of cylindrically symmetric gravity. A spectrum
generating group of a quantum system is a group that is represented irreducibly by unitary
operators on the Hilbert space, like the Poincare group on the Hilbert space of a single, free,
1 Despite the conservation of these charges, there is non-trivial dynamics because the charges are explicitly
time dependent, like the conserved quantity x− tp/m for a free, mass m particle of momentum p and position
x is.
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relativistic particle.2 It is especially useful if observables of interest, such as the Hamiltonian
for time evolution, can be expressed simply in terms of the representations of the generators
of the group, because the matrix elements of the latter are completely determined by the
representation theory of the group.
Morally, spectrum generating groups of quantum models correspond to transitive groups of
canonical transformations of the corresponding classical model. A rough argument that suggests
that irreducibility of the quantum action implies transitivity of the corresponding action on the
classical limit phase space is the following: Phase points correspond to nearly classical states,
like coherent states, that approximate the evaluation map at the phase point with increasing
precision as ~→ 0. Such nearly classical states corresponding to distinct phase points become
orthogonal in the ~→ 0 limit. Now, a unitary transformation can map a nearly classical state
to a superposition of such states corresponding to different phase points, which is not a nearly
classical state. But let us suppose that the unitary group action under consideration maps
nearly classical states to nearly classical states, and thus descends to a group action on the
classical phase space. Since the action is irreducible the orbit of a given nearly classical state
must span the Hilbert space. This requires the corresponding orbit in phase space to be dense.
The converse claim, that a group that acts transitively on the phase space, and acts
unitarily on the Hilbert space of the quantization, should act irreducibly on this Hilbert space,
is a basic principle of quantization. (See [Wood91], section 8.1.) For instance, the Hilbert
space of a single free relativistic particle is irreducible under the action of the Poincare group
or its double covering [Wig39]. (See [Wood91], sections 6.5, 6.6, and 9.4 for the connection to
classical theory.) Another example is a pure spin s. It is a quantization of the two sphere with
symplectic form equal to the area form and total area 4π~(s+1/2). SU(2) acts transitively on
this phase space and irreducibly on the corresponding Hilbert space. (See [Wood91] sections
9.2 and 10.4). In fact, this principle is the basis of the orbit method of group representation
theory, in which the irreducible unitary representations of a group are obtained by quantizing
its coadjoint orbits [Kir76].
Now let us consider the consequences of unitarity. The action of a unitary representation
U(g) of a group element g on state vectors is equivalent to the action
X 7→ U(g)†XU(g) (1)
on operators. But because UU † = 1
U †[A,B]U = [U †AU,U †BU ] (2)
for any pair of observables A and B, so the transformation (1) preserves commutation relations
of observables in the quantum theory. If a unitary group action descends to an action on the
classical phase space this action should therefore preserve the Poisson algebra of phase space
functions.
The Geroch group acts transitively on the phase space of cylindrically symmetric
gravity, but it does not preserve Poisson brackets; Geroch group actions are not canonical
transformations. So the Geroch group does not quite fit into the framework of spectrum
generating groups we have outlined. However, it does fit if the framework is extended by
allowing G to become a quantum group in the quantum theory. In this case G is still a true
group in the classical limit, but it acquires a non-trivial Poisson bracket which turns it into a
2 Here we follow [Maj11] and use the term “spectrum generating group” in a somewhat more ample sense than
that used in the original applications of the concept to nuclear and particle physics [BN88].
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phase space, and it is quantized along with the phase space Γ of the physical system in the
quantum theory. The matrix elements 〈a|Ub〉 of the symmetry transformations in the Hilbert
space H of the physical system, instead of being C valued functions on the classical group
manifold, become (complex linear combinations of) observables of the quantum group. Instead
of taking values on each element of the classical group G they assume expectation values on
each state of the quantum group.
The notion of a spectrum generating symmetry generalizes directly to quantum groups.
See [MM92] and also [Timm08] Chapter 3. In particular, U is still unitary, but in the sense of
quantum group actions:
U †U = UU † = 1H ⊗ 1G (3)
where 1H is the unit operator in the Hilbert space of the physical system, and 1G is the unit
element in the algebra of observables of the quantum group. (1G is the quantization of the
constant function of value 1 on the group manifold and would be represented by the unit
operator in a Hilbert space representation of the quantum group.) Such a transformation
preserves inner products in H in the sense that the expectation value of 〈Ua|Ub〉 in any state of
the group is equal to the untransformed inner product 〈a|b〉. It also preserves the commutation
relations of observables of the physical system, because once again equation (2) holds. But
note that now the commutator [U †AU,U †BU ] receives a contribution from the non-trivial
commutators between the matrix elements of U . As a consequence the Poisson bracket is still
preserved in the classical limit, but only when a contribution to the transformed bracket from
the Poisson bracket on G is included:
{A,B}Γ(g ⊲ ξ) ≡ {A,B}GΓ (g, ξ) = {AG(g, ·), BG(g, ·}Γ(ξ) + {AG(·, ξ), BG(·, ξ}G(g) (4)
≡ {AG, BG}G×Γ(g, ξ) (5)
Here g ⊲ ξ denotes the action of a group element g ∈ G on a phase space point ξ ∈ Γ, and
fG(g, ξ) = f(g ⊲ ξ) is the corresponding action of G on a function f of Γ. The right side of (4)
is simply the Poisson bracket on Γ of the functions AG and BG with g ∈ G held fixed, plus the
bracket on G of these two functions but with ξ held fixed. This is just the standard Poisson
bracket of AG and BG on the phase space G× Γ, the phase space of a pair of subsystems that
are independent in the sense that their phase coordinates Poisson commute. Following [BB92]
a Lie group action satisfying (4) will be called a Lie-Poisson action.
In the present work we will not directly continue the approach of [KS97],[KS98b], and
[Sam98] by quantizing the non-Abelian Hamiltonian generating Geroch group transformations
of gravitational observables. Rather, we will use the condition (4) to determine the quantization
of the Geroch group itself, and also the associated deformation of its action on the gravitational
field (expressed directly, without using the Poisson bracket and generators). Specifically, we
will make the classical action of the Geroch group very simple by parametrizing the phase
space of cylindrically symmetric vacuum GR by the so called “deformed 2-metric” M, which
is a 2 × 2 matrix valued function of one real parameter w, the so called spectral parameter.
Then we will use the Poisson brackets ofM, which are also quite nice, to determine the unique
Poisson bracket on the Geroch group that ensures that (4) is satisfied. The Geroch group with
this Poisson bracket has a natural quantization similar to the sl2 Yangian in the sense that
the algebraic relations that define our quantum Geroch group are the same as those of the
Yangian in the RTT presentation (see [FRT90] and [Mol03]). Finally, we obtain the action
(157) of the quantized Geroch group on M, a small modification of the classical action, which
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appears to define an automorphism of the quantum algebra of observables (which is generated
by the quantized M function) in the quantization of cylindrically symmetric vacuum GR of
Korotkin and Samtleben [KS98b]. We show that this action preserves the commutation relation
(exchange relation) of M, as well as its symmetry, reality and positive semi-definiteness. We
have not been able to show that the action preserves the Korotkin and Samtleben’s quantization
of the condition detM = 1, but suspect that it does. We have also not verified that asymptotic
flatness is preserved.
The roles of our results and those of Korotkin and Samtleben in developing the Geroch
group as a spectrum generating symmetry of cylindrically symmetric GR can be illustrated using
a simple, partly analogous, partly contrasting system: Consider the rotation group SO(3) in
the non-relativistic classical and quantum mechanics of a spinless particle in three dimensional
space. It acts unitarily, though not reducibly on the Hilbert space of the quantum theory, so it
is not a true spectrum generating group, but it is close enough for the purpose of our analogy.
Classically a rotation by a vectorial angle θ transforms the Cartesian coordinate position q and
its conjugate momentum p, or indeed any vector z, according to
z 7→ eθ×z. (6)
where × denotes the 3-vector cross product operation. Quantum mechanically the rotation of
any observable is obtained by conjugation with U(eθ×) = e
i
~
θ·J where J = q × p. For vector
observables
e−
i
~
θ·J z e
i
~
θ·J = eθ×z. (7)
That is, the action of a rotation on a vector observable maps each component to a linear
combination of components in precisely the same way as in the classical theory. But this action
can also be obtained by conjugating each component with a unitary operator generated by J,
or, equivalently, by acting with this unitary operator on the state vectors of the system.
The work of Korotkin and Samtleben to obtain the generators of the Geroch group,
[KS97][KS98b][Sam98], is analogous to identifying the angular momentum J as the generator of
rotations. Our results, on the other hand, deal with the analogs of the right side of (7), and of
the coordinates θ on the group manifold. In cylindrically symmetric GR the deformed metric
M plays the role of the Cartesian position q and momentum p as phase space coordinates that
transform in a simple way under the symmetry group in the classical theory. (See (70) for the
action of the classical Geroch group on M.) But, while the action of a rotation on q and p in
quantum theory is identical in form to the classical action, we find that the action of the Geroch
group on M aquires corrections of order ~ in the quantum theory. (See (157).) Furthermore,
the coordinates θ on the SO(3) manifold are the same in both quantum and classical theory.
They do not aquire non-zero commutators upon quantization, because rotations are canonical
transformations of q and p. But the Geroch group is quantized in quantum cylindrically
symmetric GR in the sense that coordinates on the Geroch group do have non-zero commutators
in the quantum theory. This is relevant also for the realization of the group action in terms of
the generators obtained by Korotkin and Samtleben, because just as an arbitary infinitesimal
rotation, the adjoint action of θ ·J, is a linear combination of the adjoint actions of the angular
momentum components weighted by the corresponding group (and Lie algebra) coordinates
θi of the rotation in question, so an arbitary infinitesimal Geroch group transformation is a
linear combination of the actions of the generators found by Korotkin and Samtleben weighted
by corresponding coordinates on the Geroch group [KS98b]. The non-trivial commutators of
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the group coordinates therefore contribute to the commutators of the generators of the Geroch
group.
The issue of asymptotic flatness in the quantum theory is intimately connected with the
difference between our quantum Geroch group and the sl2 Yangian. Although Korotkin and
Samtleben’s theory of cylindrically symmetric gravitational waves assumes asymptotic flatness,
it includes no conditions specifying the asymptotic falloff of the gravitational variables, either
in the classical or quantum cases. We propose two possible falloff conditions for the classical
theory, each of which is compatible with the Poisson bracket on the gravitational variables and
is invariant under a suitable subgroup of the Geroch group which, moreover, acts transitively on
the solutions satisfying the falloff conditions. These conditions are expressed in terms ofM(w),
which must tend to an asymptotic value e∞ as w → ±∞ if the solution is asymptotically flat.
One condition, which we consider the more natural one, requires M− e∞ to be the Fourier
transform of an absolutely integrable function, the other requires simply that M− e∞ falls off
as 1/w, or faster, as |w| → ∞. We have not settled on a quantization of the first, prefered,
falloff condition, and so cannot check whether it is preserved by the quantum Geroch group.
The second falloff condition is easily implemented in the quantum theory by requiering thatM
be a power series in 1/w with order zero term e∞. Moreover, it is preserved by the quantum
Geroch group action if the quantized matrix elements of the fundamental representation of the
Geroch group, s(w)a
b, are also such power series, with order zero term δa
b. This hypothesys
on the nature of the quantized matrix elements s(w)a
b together with the algebraic relations,
including commutation relations, that s(w)a
b must satisfy in the quantum Geroch group imply
that this quantum group is exactly the sl2 Yangian (see [Mol03]). Perhaps the fact that the
Yangian comes already equipped with a natural falloff condition is the reason Korotkin and
Samtleben did not postulate one, although they eventually reject defining their variables as
power series in 1/w for much the same reason we do [KS98b][Sam98].
What is wrong with postulating that M and s are power series in 1/w? Basically, that it
places strong and strange analyticity requirements onM and s which are absent in the classical
theory. It might be possible to overcome this limitation by defining the sum of the power series
via a suitable resummation technique, but it remains unnatural to represent essentially arbitrary
functions on the real line as power series about ∞. The sl2 Yangian emerges naturally as a
quantization of (a sector of) an SL(2,C) loop group, consisting of SL(2,C) valued functions on
a circle. If the circle is identified with |w| = 1 in the complex w plane, then a Fourier series is
an expansion in powers of w, and the positive frecuency part (with the angle as time) is a series
in non-negative powers of 1/w. The Geroch group, in contrast, is an SL(2,R) “line group”,
consisting of SL(2,R) valued functions on the real w line.3 The natural analogue of a Fourier
series in this case is a Fourier integral of modes eikw for all k ∈ R. We will outline a formulation
of the quantum Geroch group in terms of such Fourier integrals within the framework of
algebraic quantum theory. If fully worked out, this would constitute a mathematically rigorous
formulation. A formalism of this type might also provide suitable mathematical underpinnings
for Korotkin and Samtleben’s quantization of cylindrically symmetric vacuum GR.
Our main result, the preservation of at least most of the relations defining Korotkin and
Samtleben’s theory by the action of our quantum Geroch group, derive almost exclusively
from the algebraic relations defining the gravitational theory and the quantum group. The
3 There exists a Moebius tranformation mapping the line to the unit circle, but this transformation does not
preserve the Poisson bracket. It transforms the Geroch group into a loop group with a Poisson bracket differing
from that of the classical limit of the Yangian. (See [BB92] for discussion of the classical limit of the Yangian.)
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only exception is the preservation of the positive semidefiniteness of the matrix M(w)ab which
invokes the positivity of quantum states (density matrices) on the combined system formed
from the group and gravitational degrees of freedom. (Positivity of states in the sense used
here is one of the basic axioms of algebraic quantum theory. See [KM15].)
Our results on the quantum theory are thus ultimately still formal, but also largely
independent of the detailed definitions of the objects involved. Moreover, the structure we
find is quite rigid, it admits virtually no modificiation without spoiling its consistency, so it
would seem to have a good chance of being present unchanged in a completely worked out
theory.
The remainder of the paper is organized as follows: In Section 2 the definition of
cylindrically symmetric vacuum GR is recalled, as well as the structures associated with its
integrability, in particular the auxiliary linear problem and the deformed metric Mab. This
leads to a precise description of the space of solutions, in terms of which the classical Geroch
group is defined in a very simple way. This section is based on ideas of [BZ78, HE01, BM87,
Nic91, KS98b, Fuc14] and others. But, although the underlying ideas are not new, the specific
development given here, which is both mathematically rigorous and relatively short, is new as
far as the authors know. Also in this section two possible definitions of asymptotic flatness are
presented and subgroups of of the Geroch group that preserve the asymptotically flat solutions
in the two senses are defined and shown to act transitively. In Section 3 the Poisson brackets on
the space of solutions is recalled, and from this the Poisson bracket on the Geroch group that
makes the action of this group Lie-Poisson is obtained. Section 4 is dedicated to the quantum
theory. After an introductory overview a quantization of the Geroch group as a quantum group
closely analogous to an sl2 Yangian is proposed in the first subsection. This is formulated
as a series of conditions, including commutation relations, on the algebra of observables of
the Geroch group. A fairly detailed outline of a mathematical definition of this algebra of
observables is provided. In the second subsection Korotkin and Samtleben’s quantization of
cylindrically symmetric vacuum GR is presented and an action of the quantum Geroch group
on the observables of this model is found which preserves the commutators (exchange relations)
and three of the further conditions defining the algebra of these observables. The paper closes
with a discussion of open problems and directions for further research.
2. Cylindrically symmetric vacuum gravity and the Geroch group
We will consider smooth (C∞) solutions to the vacuum Einstein field equations with cylindrical
symmetry. Cylindrically symmetric spacetime geometries have two commuting spacelike Killing
fields that generate cylindrical symmetry orbits. Furthermore, the Killing orbits should be
orthogonal to a family of 2-surfaces, a requirement called ”orthogonal transitivity”. The line
element then takes the form
ds2 = Ω2(−dt2 + dρ2) + ρeabdθaθb, (8)
where θa = (φ, z) are coordinates on the symmetry cylinders such that ∂z and ∂φ are Killing
vectors, with φ ∈ (0, 2π) the angle around the the constant z sections, which are circles.
hab = ρeab is the induced metric on the symmetry orbits in these coordinates, with ρ =
√
det h
the corresponding area density. The “conformal metric” of the orbits, eab, is thus a unit
determinant, 2 × 2, symmetric matrix. Cylindrical symmetry requires that neither ρ, nor e,
nor the conformal factor Ω that appears in (8), depend on the coordinates θa. They are all
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functions only of the reduced spacetime S, the quotient of the full spacetime by the symmetry
orbits, which is coordinatized by ρ and t.
Note that the time coordinate t is determined up to an additive constant by the requirement
that t±ρ be null coordinates of the metric. In fact, since the field equations require that ✷ρ = 0
on the reduced spacetime [NKS97]
ρ =
1
2
(ρ+ + ρ−), (9)
with ρ± constant on left/right moving null geodesics, making them null coordinates, and the
time coordinate is
t =
1
2
(ρ+ − ρ−). (10)
The coordinates (t, ρ) are good on all of the reduced spacetime provided dρ is spacelike
throughout S.
Orthogonal transitivity need not be included in the concept of cylindrical symmetry
[Carot99] but traditionally it has been assumed in formulating the cylindrically symmetric
reduction of GR, and it is not known whether the model is still integrable if this assumption is
dropped. It is not as stringent a condition as it might appear, since it is actually enforced by
the vacuum field equations provided only two numbers, the so called twist constants, vanish.
See [Wald84] Theorem 7.1.1. and [Chr90].
The model quantized by Korotkin and Samtleben is subject to two further restrictions:
regularity of the spacetime geometry at the symmetry axis, and asymptotic flatness at spatial
infinity, in a sense to be described below. Regularity at the axis ensures that the twist constants
vanish, and it eliminates Ω as an independent field: Absence of a conical singularity at the axis
requires that Ω2 = limρ→0 eφφ/ρ, and the field equations then determine Ω as a functional of
eab on the rest of the spacetime [NKS97]. The field eab thus contains all the degrees of freedom
of the model.
Korotkin and Samtleben do not work with these regular, asymptotically flat spacetimes
directly, but rather with their Kramer-Neugebauer duals. The Kramer-Neugebauer
transformation [KN68][BM87] is an invertible map from solutions to solutions of cylindrically
symmetric GR which takes 4-metrics that are regular on the axis to geometries for which eab is
regular there. Moreover it maps flat spacetime to a solution in which eab is constant everywhere.
This suggests (part of) a definition of asymptotic flatness: As spatial infinity is approached,
that is in the limit ρ→∞, eab of the Kramer-Neugebauer dual is required to tend to a constant
matrix e∞ ab (in the basis ∂φ, ∂z of Killing vectors). We shall return to the issue of asymptotic
flatness in Subsection 2.3, where it will be defined in terms of the deformed metricM. However,
many of our results will be quite independent of the hypothesys of asymptotic flatness.
Thus reduced, vacuum general relativity becomes a non-linear sigma model coupled to
a fixed (background) dilaton ρ. Evaluating the Hilbert action on the class of cylindrically
symmetric field configurations under consideration one obtains the action [BM87][Nic91][KS98b]
(see also [HPS08])
I = −1
8
∫
S
ρ(∂te
ab∂teab − ∂ρeab∂ρeab)dρdt = 1
2
∫
S
ρ tr[P 2t − P 2ρ ]dρdt, (11)
where eab is the inverse of eab.
4
4 The Hilbert action usually includes a normalization factor depending on Newton’s constant. This factor is
important for the quantum theory. It scales the action in the Feynman path integral, and thus the size of
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In the second form the action is a functional, via Pµ, of V, a real, positively oriented,
zweibein for e:
VaiVbjδij = eab, detV ≡ 1
2
εabεijVaiVbj = 1. (12)
Pµ is an sl2 valued 1-form on the reduced spacetime S, defined as the symmetric component of
the flat sl2 connection
Jµ i
j = V−1ia∂µVaj . (13)
That is, Pµ =
1
2
(Jµ + J
t
µ), where the superscript t indicates transposition, or, more explicitly,
Pµ i
j = 1
2
(Jµ i
j + δilJµk
lδkj).
Indices from the beginning of the Latin alphabet, a, b, c, ..., correspond to the tangent
spaces of the cylindrical symmetry orbits, while letters i, j, ... from the middle of the alphabet
denote internal indices, which label the elements of the zweibein viewed as a basis of the space F
of constant 1-forms of density weight −1
2
on the symmetry orbits. εab and εij are antisymmetric
symbols, with εφz = 1 = ε12; and δij is the Kronecker delta. V may also be viewed as a linear
map from an internal vector space to F . Then δ is a Euclidean metric on the internal space,
and the internal indices i, j, ... refer to an orthonormal basis in this space. Finally, Greek indices
µ, ν, ... label the reduced spacetime coordinates x0 ≡ t and x1 ≡ ρ.
Notice that the conformal 2-metric e determines V only up to internal rotations at each
point, which form the group SO(2). The action is also invariant under these rotations, so they
constitute a gauge invariance of the model.
The reduced spacetime field equation for e is the Ernst equation [Ern68], [KS98b]
∂µ[ρeab∂µebc] = 0. (14)
Equivalently
∂µ(ρP
µ)− [Qµ, ρP µ] = 0. (15)
Here spacetime indices are raised and lowered with the flat metric η = −dt⊗ dt+ dρ⊗ dρ, and
Qµ is the antisymmetric component of Jµ. Q transforms as a connection under rotations of the
zweibein V and the presence of the commutator term makes (15) invariant under these gauge
transformations.
Note that if a real, unit determinant reference zweibein Z is chosen, then Vaj may be
parameterized by an SL(2,R) group valued scalar field Vij: Vaj = ZaiVij. The choice of a
reference zweibein is not necessary for any of our constructions, but it allows us to describe
them in the language of Lie groups. Since the conformal 2-metric e determines V only up to
local internal SO(2) rotations the space of possible es at each point is the coset SL(2,R)/SO(2).
quantum effects. In the absence of measurements of quantum gravitational effects the factor is determined by
the measured strength of the gravitational fields of matter fields coupled to gravity, together with the measured
size of quantum effects in the matter fields, such as the energy of a light quantum of given frequency. We have
not included such a factor in the action for cylindrically symmetric fields because it cannot be obtained from
experiment, since the world is not cylindrically symmetric, and it is not determined by the action of full GR
without cylindrical symmetry. Since the symmetry orbits are non-compact the action of a complete cylindrically
symmetric spacetime is, in general, infinite. One can obtain a finite action by integrating over only a finite
range of values of the coordinates (φ, z) parametrising the symmetry orbits, and the result is proportional to the
action (11), but the factor of proportionality depends on the range of (φ, z) chosen. Ultimately this ambiguity
is not so strange, since quantum gravity probably has no states in which the field fluctuations respect exactly
cylindrical symmetry, meaning that the cylindrically symmetric theory is not a sector of the full theory at the
quantum level.
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The action (11) shows that the model is in fact an SL(2,R)/SO(2) coset sigma model with a
fixed, non-dynamical, dilaton ρ.
The cylindrically symmetric truncations of several theories of gravity coupled to matter,
such as GR with electromagnetism, and supergravity, can be accommodated in the same
framework of coset sigma models with dilaton, by replacing SL(2) by another semi-simple
Lie group G, and SO(2) by the maximal compact subgroup Q of G. The quantization scheme
of Korotkin and Samtleben extends to these models [KS98b][Sam98][KNS99], and we expect
that our results on the Geroch group do also.
2.1. Integrability, the auxiliary linear problem, and the deformed metric
The integrability of the model manifests itself through the existence of an auxiliary linear
problem: From the symmetric (P ) and antisymmetric (Q) components of the flat connection J
a new sl2 connection, the Lax connection Jˆ , is constructed which is flat if and only if the field
equation (15) on V holds. The Lax connection will be defined as [BM87][Nic91][NKS97]
Jˆµ = Qµ +
1 + γ2
1− γ2Pµ −
2γ
1− γ2 εµνP
ν , (16)
with
γ =
√
w + ρ+ −√w − ρ−√
w + ρ+ +
√
w − ρ− , (17)
and w ∈ C a spacetime independent parameter called the constant spectral parameter. (γ is
called the variable spectral parameter.) ε is the antisymmetric symbol of the reduced spacetime,
with εtρ = 1.
Note that the square roots in the definition (17) of γ are principal roots, defined by
√
reiϕ =√
reiϕ/2 for all r ∈ [0,∞), ϕ ∈ (−π, π]. From this, and the fact that ℑ(w + ρ+) = ℑ(w − ρ−),
it follows that |γ| ≤ 1, and if |γ| = 1 then ℑ(γ) ≤ 0.
The Lax connection may also be expressed in terms of the null coordinates (ρ+, ρ−):
Jˆ = Q− γ − 1
γ + 1
P+dρ
+ − γ + 1
γ − 1P−dρ
− = Q+
√
w − ρ−√
w + ρ+
P+dρ
+ +
√
w + ρ+√
w − ρ−P−dρ
−. (18)
A direct calculation yields the curvature of the Lax connection. Taking into account that
J is flat, that is, [∂µ − Jµ, ∂ν − Jν ] = 0, one obtains for the curvature of Jˆ
[∂µ − Jˆµ, ∂ν − Jˆν ] = − 1√
w + ρ+
√
w − ρ− εµν(∂σ(ρP
σ)− [Qσ, ρP σ]), (19)
which vanishes iff (15) holds.
Since Jˆ is flat on solutions there exists on these a zweibein Vˆ , the “deformed zweibein”,
that is covariantly constant with respect to Jˆ :
dVˆ = Vˆ Jˆ , (20)
or equivalently Jˆ = Vˆ−1dVˆ. That is, Vˆ bears the same relationship to Jˆ as V does to J .
Equation (20) is the auxiliary linear problem. A particularly useful solution, Vˆ0, is obtained
by setting Vˆ = V at a reference point 0 on the worldline in S of the symmetry axis. Then
Vˆ0(x;w) = V(0) Pe
∫ x
0
Jˆ(·;w) ∀x ∈ S, (21)
with P indicating a path ordered exponential. Notice that Jˆ = J when γ = 0. This is the case
on the axis, where ρ+ = −ρ−, so the location of 0 within the axis doesn’t matter, since Vˆ0 = V
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C
1−1
i
−i
w = −ρ+ w = ρ−
|γ| = 1
D
Figure 1. The unit circle in the γ plane, shown in the figure, corresponds to the branch cut
of γ(w) along the real segment [−ρ+, ρ−] in the w plane, with γ = 1 and γ = −1 at the branch
points w = ρ− and w = −ρ+ respectively. The domain D, consisting of the open disk and the
lower unit semi-circle (including 1 and −1), is the range of the function γ(w) defined by (17),
and the γ domain of Vˆ0(x; γ).
on the whole axis. It also occurs on the whole reduced spacetime in the limit that w → ∞.
Vˆ0 therefore equals V everywhere in this limit. It follows that if Vˆ0 at a given point x ∈ S is
expressed as a function of γ, via
w =
ρ
2
(γ + 1/γ)− t = 1
4γ
[(1− γ)2ρ+ + (1 + γ)2ρ−], (22)
then V(x) is just Vˆ0(x; γ) evaluated at γ = 0.
A solution V is thus easily recovered from the deformed zweibein Vˆ0 it defines. This
provides a means to solve the field equation because Vˆ0 can be obtained as the solution of a
“factorization problem”. Just as the zweibein V determines the conformal metric e = VV t the
deformed zweibein Vˆ defines the deformed (conformal) metric mentioned in the Introduction:
M(x; γ) = Vˆ(x; γ)Vˆ t(x; 1
γ
). (23)
As we shall see shortly, Vˆ0 can be recovered from M, and M, in turn, can be computed by
integration from initial data. In fact,M is altogether a useful parametrization of the solutions
of the theory and plays a central role in the present paper.5
But before explaining this we must clarify the definition (23) of M. For γ in the set D
consisting of the open unit disk, |γ| < 1, and the lower half of the unit circle, |γ| = 1,ℑγ ≤ 0,
Vˆ(x; γ) will be set to Vˆ0(x; γ). See Fig. 1. One could equate Vˆ with Vˆ0 also in the complement
of D, using the fact that w(γ) = w(1/γ) according to (22), but this would in general lead to a
5 M is sometimes called a “scattering matrix” [BM87], although that word is also used for the quantum R
matrix on occasion, or a “monodromy matrix” in [BM87][NKS97] and [KS98b], but that word is more often
used for another object, the holonomy of the Lax connection along the entire length of a one dimensional space
[FT87][BB92].
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Vˆ which is discontinuous on the unit circle. It is more useful to define Vˆ on the unit circle to
be the limit of Vˆ0 inside the unit disk.
Note that D is precisely the range of γ(w) as defined by (17), and that γ(w) is holomorphic
in w on all of the Riemann sphere except at a branch cut on the segment −ρ+ ≤ w ≤ ρ− of the
real axis. On the branch cut γ(w) is continuous from above, that is, γ(w) = limǫ→0,ǫ>0 γ(w+iǫ).
From the definition (20, 21) it follows that Vˆ0(x;w) shares these analyticity and continuity
properties in w: The right side of (20) is holomorphic in Vˆ and w away from the lines ρ− = w
and ρ+ = −w in spacetime where γ = ±1, implying (by [Lef77] proposition 10.3, Chapter II,
section 5) that Vˆ0 is holomorphic in w provided the path of integration in (21) may be chosen
to avoid these lines, which is the case for all w ∈ C except the branch cut −ρ+ ≤ w ≤ ρ−. Since
the singularities of Jˆ at the singular lines are integrable a dominated convergence argument
adapted to path ordered exponentials (see prop. 4 of appendix A of [FR17]) shows that Vˆ0 is
continuous from above in w at the branch cut. At any point x of the reduced spacetime γ(w)
maps the complement of the branch cut to the interior of the unit disk, so Vˆ0(x; γ) is analytic
in γ in |γ| < 1, and approaching the branch cut from above in w corresponds to approaching
the lower half of the γ unit circle {|γ| = 1,ℑγ ≤ 0} from the inside of the unit disk, so Vˆ0(x; γ)
on the lower half of the unit circle is the limit of Vˆ0(x; γ) inside the unit disk.
It remains to analyze the implications of setting Vˆ(x; γ) on the upper half of the γ unit
circle equal to the limit of Vˆ0(x; γ) inside the unit disk. Off the branch cut Vˆ0(x;w) = Vˆ0(x; w¯)
and thus Vˆ0(x; γ) = Vˆ0(x; γ¯) for |γ| < 1, which by continuity holds for Vˆ(x; γ) on the entire
closed unit disk, including the circle |γ| = 1. Notice that γ(w) can be extended to a double
valued analytic function of w, namely the inverse of w(γ) defined by (22) which takes values
γ(w) and 1/γ(w) at each w ∈ C. To define Vˆ(x; γ) on the closed γ unit disk we have made also
Vˆ(x;w) double valued on the branch cut −ρ+ ≤ w ≤ ρ−, taking the values Vˆ(1)(x;w) = Vˆ0(x;w)
and Vˆ(2)(x;w) = Vˆ0(x;w) corresponding to γ(w) and γ(w) = 1/γ(w) respectively. Vˆ(2) satisfies
the auxiliary linear problem with connection Jˆ (2) = Vˆ(2)−1dVˆ(2) = Vˆ(1)−1dVˆ(1) = Jˆ (1). This is
just Jˆ evaluated using γ(w) = 1/γ(w) in place of γ(w), which by (16) yields −Jˆ (1) t. Thus
Jˆ (2) = −Jˆ (1) t. (24)
Having defined Vˆ(x; γ) on the closed unit disk we have defined M(x; γ) only on the unit
circle, since for any γ that lies in the interior of the unit disk 1/γ lies outside the closed
unit disk. But this will suffice for our purposes. Equation (23) provides a factorization of
M(x; γ) on the γ unit circle into a product of an SL(2,C) valued function Vˆ(x; γ) holomorphic
inside the unit circle having a continuous limit on the circle itself, and an SL(2,C) valued
function Vˆ(x; 1/γ) holomorphic outside the unit circle in the Riemann sphere, having a
continuous limit on the circle. This factorization is essentially unique, for suppose Vˆ ′(γ) defines
another such factorization, then Vˆ ′(γ)Vˆ ′t(1/γ) = Vˆ(γ)Vˆ t(1/γ) on |γ| = 1, which implies that
f+(γ) = Vˆ−1(γ)Vˆ ′(γ) and f−(γ) = Vˆ t(1/γ)Vˆ ′t−1(1/γ) = f t−1+ (1/γ) are functions that are
holomorphic inside and outside the unit circle respectively and match on the circle. Together
they therefore define a continuous function on the Riemann sphere which is holomorphic off the
unit circle. By Morera’s theorem this function is actually holomorphic on the whole Riemann
sphere and thus constant. Indeed it must be a constant orthogonal matrix since it must equal
f+(1) = f
t−1
+ (1). M therefore determines Vˆ(x; γ), and thus also V(x), up to an SO(2) gauge
transformation.
Since we will reuse this holomorphy argument several times let us enshrine it in a lemma:
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t = −w
ρ+ = −w
ρ− = w
S
axis worldline ρ = 0
Figure 2. The reduced spacetime S is indicated by the shaded area. It is bounded by the
worldline of the cylindrical symmetry axis, shown as a vertical line on the left. For a given
value of w the functions γ(x;w) and V0(x;w) are singular (non-holomorphic) on the diagonal
lines ρ− = w and ρ+ = −w. The deformed metric M(w) is equal to the conformal metric e on
the symmetry axis at the time t = −w where the two singular lines meet.
Lemma 1 Suppose a continuous function f on the Riemann sphere is holomorphic everywhere
except possibly on the unit circle |z| = 1, then it is a constant.
Proof: By Cauchy’s integral theorem the integral of f around a closed, rectifiable, piecewise
C1 curve entirely inside or entirely outside the unit circle vanishes. Because f is continuous
a uniform convergence argument shows that the integral also vanishes on curves that contain
segments of the unit circle but do not cross this circle. This shows that the integral around
any closed, rectifiable, piecewise C1 curve at all vanishes. By Morera’s theorem f is therefore
holomorphic on the entire Riemann sphere, and thus, by Liouville’s theorem, constant.
A solution may therefore be recovered, up to gauge, from the deformed metricM it defines.
We will now show a remarkable property ofM expressed as a function of x and w instead of x
and γ. Namely, that M(x;w)ab corresponding to a solution of the field equation depends only
on w, and in fact is equal to the conformal metric eab on the axis worldline at time t = −w. In
the next subsection we will see that any C∞ functionM(w) sharing the algebraic properties of
a conformal metric (that it be a real, positive definite, symmetric matrix of unit determinant)
determines a solution uniquely up to gauge, so M(w) provides a natural parametrization of
the space of solutions (including ones that are not asymptotically flat).
Let us explore the properties ofM(x;w). To each w lying on the branch cut [−ρ+, ρ−] there
corresponds a point γ(w) on the lower half of the γ unit circle, and another point 1/γ(w) = γ(w)
lying on the upper half of the unit circle. A priori these define two values of M,
M(1)(x;w) ≡M(x; γ(w)) = Vˆ(1)(x;w)Vˆ(2) t(x;w) = Vˆ0(x;w)Vˆ t0(x;w) (25)
and
M(2)(x;w) ≡M(x; γ(w)) = Vˆ(2)(x;w)Vˆ(1) t(x;w) =M(1)(x;w) (26)
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ρ− = −a
ρ+ = b
axis worldline ρ = 0
t = a
t = b
S
∆(a, b)
Figure 3. The conformal metric e on the segment a ≤ t ≤ b of the worldline of the symmetry
axis determines the solution in the reduced spacetime domain ∆(a, b), the hatched region in
the figure.
respectively. Now notice that by (24) the spacetime gradient of M(1) at constant w vanishes!
dM(1) = Vˆ(1)Jˆ (1)Vˆ(2) t + Vˆ(1)Jˆ (2) t Vˆ(2) t = 0. (27)
If w is real it lies in the branch cut of the function γ(x;w) whenever the spacetime point x is
spacelike separated from the point t = −w on the symmetry axis worldline. These spacetime
points form a wedge bounded to the past by the null line ρ+ = −w and to the future by
the null line ρ− = w, lines at which w lies on the edge of the branch cut and γ = −1 and
γ = 1 respectively. See Fig. 2. M(1)(x;w) is clearly independent of position on the interior
of this wedge. On the boundary of the wedge Jˆ (1)(x;w) is singular in x, but the singularity is
integrable so Vˆ0(x;w) defined by the path ordered exponential (21) is continuous in x throughout
S. M(1) thus has the same constant value on the boundaries of the wedge as in its interior. It
may therefore be evaluated at the vertex of the wedge, the point t = −w on the symmetry axis
worldline, where Vˆ0 = V and hence M(1) = VV t = e. Since this is real it also equals M(2):
M(x;w) ≡M(1)(x;w) =M(2)(x;w) = e(ρ = 0, t = −w). (28)
One may conclude that M(x;w)ab is real, positive definite, of unit determinant, symmetric in
its indices, and independent of x, being a smooth function of w only. As a consequence of the
last property
M(x; γ¯) =M(x; γ) (29)
on the γ unit circle. (Note that while the x independence ofM(x;w) has not been demonstrated
for all x in spacetime it has been demonstrated for all x such that |γ(x;w)| = 1, which is the
subset of spacetime on which M(·;w) has been defined.)
Equation (28) provides an interpretation ofM as the conformal metric on the axis worldline
in the reduced spacetime. Given e on a segment a ≤ t ≤ b of the axis worldline this determines
M(w) for a ≤ −w ≤ b, which in turn determines M(x; γ) on the whole γ unit circle at all
points x within the “causal diamond”, ∆(a, b), of a ≤ t ≤ b, that is, within the intersection
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of the past light cone of the point t = b and the future light cone of the point t = a on the
axis. See Fig. 3. As we have seen this allows the solution V to be recovered within the causal
diamond up to SO(2) gauge. M may also be calculated from V and its normal derivative along
any Cauchy surface of this diamond by first calculating Vˆ0 on this surface (really a line in S).
For instance, it can be calculated from V on one of the null boundaries of the diamond, as
discussed in detail in [FR17].
2.2. The deformed metric and the space of smooth solutions to the field equation
We have seen that the deformed metric M, or equivalently the conformal metric on the axis,
determines the solution uniquely up to SO(2) gauge. In this subsection it will be shown that
any smooth function M from a real interval a ≤ −w ≤ b to real, symmetric, positive definite,
unit determinant 2×2 matrices defines a smooth solution V(ρ, t) on the causal diamond ∆(a, b)
such that e(t = −w)cd =M(w)cd on the axis worldline.
The space Dn of smooth functions from a given interval in R to the group GL(n,C) of
invertible n × n complex matrices naturally has the structure of a group, under pointwise
multiplication, and of an infinite dimensional manifold modeled on the topological vector space
E formed by smooth functions taking values in the set of all (not necessarily invertible) n× n
complex matrices with the topology of uniform convergence of the functions and all their partial
derivatives on compact sets. (See [PrSe86] Chapter 3.) It follows that the space of solutions in
the causal diamond of the axis worldline segment a ≤ t ≤ b is precisely the submanifold of D2
for the interval a ≤ −w ≤ b in which the matrices are real, symmetric, positive definite, and of
unit determinant.
The demonstration of the existence of solutions corresponding to all M relies on the
existence of factorizations of “loops”, which are smooth functions from the unit circle to
GL(n,C). The set Ln of all such functions admits a natural group structure and manifold
structure exactly analogous to that of Dn, and is called the “GL(n,C) loop group” [PrSe86].
The loop in our proof will be the deformed metricM “expressed as function of γ at a given
reduced spacetime point x”. More precisely, at each point x in the causal diamond ∆(a, b) the
given function M(w) on a ≤ −w ≤ b defines the function
MC(x; γ) ≡M ◦ w(x; γ) =M(ρ
2
(γ + 1/γ)− t) (30)
for all γ on the unit circle in C. This is “M as a function of x and γ”, which we denote MC
here to avoid confusion because it is, after all, distinct as a function from the function M of
w. (The subscript C is meant to suggest “circle” or “γ”.) MC , like M, takes values in the
real, symmetric, positive definite, unit determinant 2× 2 matrices. The definition (30) implies,
furthermore, that it is a smooth function of γ (and ρ and t), and that
MC(γ) =MC(γ¯) (31)
on the γ unit circle, since γ¯ = 1/γ there. (The x dependence of the two sides of this equation
has been left implicit, as it will be in other equations in which it plays no role.)
We shall see that these properties of MC , imply that MC admits a factorization of the
form
MC(γ) = νˆ(γ)νˆt(γ−1), (32)
which defines a deformed zweibein νˆ and a zweibein ν(x) = νˆ(x; γ = 0). This zweibein will be
the solution defined by M.
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The main theorem underlying this result is ([PrSe86] Theorem 8.1.2):
Theorem 2 (Birkhoff factorization theorem) Let M be a smooth function from the unit
circle |z| = 1 in the complex plane to the group GL(n,C) of invertible n× n complex matrices,
that is M ∈ Ln, then there exist smooth functions A and B from the unit disk |z| ≤ 1 to
GL(n,C), which are holomorphic on the interior |z| < 1 of the disk, such that
M(z) = A(z)D(z)B(z−1) (33)
on |z| = 1, where D(z) = diag[zk1 , zk2, ..., zkn ] with k1 ≥ k2 ≥ ... ≥ kn integers called partial
indices.
The partial indices are uniquely determined by M . For a dense open subset of Ln all the
partial indices vanish, and then A and B are also uniquely determined by M , provided the value
of B(0) is fixed. Indeed on this open subset of Ln, once B(0) is fixed, the map Ln → Ln × Ln
defined by M 7→ (A,B) is a diffeomorphism.
(In the statement of the theorem in [PrSe86] A and B are smooth functions on the circle |z| = 1
which are the boundary values of functions holomorphic in |z| < 1. But it is easy to show that
this implies that these functions are smooth on |z| ≤ 1: The smoothness of such a function
along the boundary |z| = 1 implies that the power series in z for the function and for each
of its derivatives converge uniformly on |z| ≤ 1, ensuring that each derivative is continuous in
this domain. Seeley’s theorem [See64] then implies that the function has a C∞ extension to
the whole z plane.)
We will also use Theorem 1.13 of [GKS03]:
Theorem 3 If M ∈ Ln is Hermitian and positive definite, then all partial indices of M vanish.
Now we are ready to use the properties of MC to demonstrate (32):
Proposition 4 SupposeMC ∈ L2 is real, symmetric, positive definite and of unit determinant,
and that MC(γ) = MC(γ¯). Then there exists a smooth, 2 × 2 matrix valued function νˆ on
|γ| ≤ 1 which is holomorphic on |γ| < 1 and satisfies
MC(γ) = νˆ(γ)νˆ†(γ) = νˆ(γ)νˆt(γ−1) (34)
on |γ| = 1,
det νˆ = 1, (35)
and
νˆ(γ) = νˆ(γ¯). (36)
These conditions determine νˆ up to right multiplication by a constant real SO(2) matrix K.
Thus νˆ ′ = νˆK also satisfies the conditions.
Proof: By Theorem 2 there exist smooth functions A0 and B0 from the closed γ unit disk to
GL(2,C), holomorphic on |γ| < 1 such that
MC(γ) = A0(γ)B0(γ−1) (37)
with B0(0) = 1. The diagonal factor in the factorization is absent by Theorem 3. Define
A1(γ) = A0(γ)B0(1) and B1(γ) = B
−1
0 (1)B0(γ), so that
MC(γ) = A1(γ)B1(γ−1) (38)
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on |γ| = 1, with B1(1) = 1 and A1(1) =MC(1).
Because MC is Hermitian
A1(γ)B1(γ¯) =MC(γ) =M†C(γ) = B†1(γ¯)A†1(γ), (39)
so
A−11 (γ)B
†
1(γ¯) = B1(γ¯)A
†−1
1 (γ) = [A
−1
1 (γ)B
†
1(γ¯)]
† (40)
on |γ| = 1. Note that the left side is holomorphic on |γ| < 1 while the right side is holomorphic
on |γ| > 1, and both sides are continuous at |γ| = 1. Thus by Lemma 1 both sides are equal to
a constant Hermitian matrix K1:
A−11 (γ)B
†
1(γ¯) = K1 = K
†
1. (41)
Evaluating at γ = 1 shows that K1 =M−1C (1).
Since MC(1) is real, symmetric, and positive definite there exists a real zweibein C for
MC(1) such that MC(1) = CCt. This zweibein will be made unique by requiring it to be
a lower triangular matrix with positive diagonal entries, so that C defines what is called a
Cholesky factorization of MC(1) [Hig16]. For 2 × 2 matrices the Cholesky factors are easily
written down explicitly: For an arbitrary real, symmetric, positive definite 2× 2 matrix S the
Cholesky factorization LLt = S is given by
L =
1√
S11
[
S11 0
S21
√
det S
]
. (42)
With this definition B1(γ¯) = C
t−1C−1A†1(γ), so
MC(γ) = νˆ(γ)νˆ†(γ) (43)
on |γ| = 1, with νˆ(γ) = A1(γ)Ct−1. As a consequence νˆ(1) = C.
Equation (43) and the condition MC(γ) = MC(γ¯) implies that νˆ(γ)νˆt(γ) = νˆ(γ¯)νˆt(γ¯),
and thus
νˆt(γ¯)νˆt−1(γ) = νˆ−1(γ¯)νˆ(γ) = [νˆt(γ¯)νˆt−1(γ)]
t−1
(44)
on |γ| = 1. Once again Lemma 1 shows that the two sides must be equal to a constant matrix.
Evaluating at γ = 1 shows that this constant is C¯tCt−1 = 1, since C is real. Thus
νˆ(γ) = νˆ(γ¯). (45)
The fact that det νˆ = 1 is demonstrated similarly: detMC = 1 implies that det νˆ(γ) =
1/det νˆ(γ) on |γ| = 1, so Lemma 1 shows that det νˆ(γ) is independent of γ. Thus
det νˆ(γ) = det νˆ(1) = detC = 1. (46)
Here we have taken into account that 1 = detMC(1) = (detC)2 and detC > 0 because C is
lower triangular with positive diagonal elements.
The function νˆ which has been found satisfies conditions (34), (35), and (36), and νˆ(1) = C
is lower triangular with positive diagonal elements.
It is evident the zweibein νˆ ′ = νˆK also satisfies (34), (35), and (36) provided K is a
constant real SO(2) matrix. This is so only if K is a constant real SO(2) matrix because if
(34) holds for both νˆ and νˆ ′ then νˆ−1(γ)νˆ ′(γ) = νˆt(1/γ)νˆ ′−1 t(1/γ) on |γ| = 1. Lemma 1 then
implies that K = νˆ−1(γ)νˆ ′(γ) is an orthogonal matrix independent of γ.
An important issue is how νˆ(x; γ) depends on the spacetime position x.
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Proposition 5 If the SO(2) freedom in νˆ is fixed by requiring νˆ(1) to be lower triangular with
positive diagonal elements then νˆ is a smooth function of γ and spacetime position x on |γ| = 1.
Proof: Fix an arbitrary smooth curve, parameterized by λ ∈ R, in the reduced spacetime.
It defines a curve MC(x(λ), γ) in L2. Our first task will be to show that this curve is C∞
in L2. Then, adopting the notation of (37) we know that MC(x; γ) = A0(x; γ)B0(x; γ−1) at
each spacetime point, with A0 and B0 smooth on |γ| ≤ 1 and holomorphic on |γ| < 1, and
B0(x; 0) = 1. Theorem 2 tells us, in addition, that A0(x(λ), γ) and B0(x(λ), γ) viewed as curves
in L2 parameterized by λ are smooth. The second step of the proof consists in demonstrating
that this implies that A0(x(λ), γ) and B0(x(λ), γ) are C
∞ functions of λ and γ on |γ| = 1.
From this the claim of the proposition is then easily deduced.
Let us turn to the first task, showing that MC(x(λ), γ) is a C∞ curve in L2. Let eiθ = γ
on |γ| = 1, then
MC(x(λ), eiθ) =M(ρ(λ) cos(θ)− t(λ)). (47)
We will work with the coordinates of this curve in the atlas that Pressley and Segal [PrSe86]
use to define the manifold structure of L2. This atlas is composed of right translates (under
θ-pointwise multiplication) of a chart Φ1 on a neighborhood of the identity in L2, the Φ1
coordinates of a point X ∈ L2 in this neighborhood being the matrix elements [lnX ]ab(θ) of
the logarithm (inverse exponential map) of X . Note that since GL(2,C) is a finite dimensional
Lie group the logarithm is a diffeomorphism in a neighborhood of the identity in this group.
Let λ0 be the value of λ at some particular point of the curve (47), then F (λ, θ) =
MC(x(λ), γ)M−1C (x(λ0), γ) is a right translate of this curve that passes through the identity of
L2 at λ = λ0, and lnF (λ, θ) is the matrix of coordinates of this curve in the chart Φ1. From
the definition (47), and the fact thatM is C∞, it follows that lnF is C∞ in its arguments, and
vanishes at λ = λ0. As a consequence lnF and all its θ derivatives converge to 0 uniformly in
θ at λ = λ0, that is, they converge uniformly to lnF (λ0, θ) and its θ derivatives. F is thus a
continuous curve in L2 at λ = λ0, and so is MC(x(λ), eiθ).
Now let us consider the first derivative in λ. The difference
[lnF (λ, θ)− lnF (λ0, θ)]/(λ− λ0)− ∂λ lnF (λ0, θ) (48)
is C∞ in its arguments and vanishes at λ = λ0. (Here ∂λ is the partial derivative in λ at constant
θ.) Thus the ratio [lnF (λ, θ) − lnF (λ0, θ)]/(λ − λ0) converges to ∂λ lnF (λ0, θ) uniformly in
θ, and all θ derivatives of the ratio converge uniformly to the corresponding θ derivatives of
∂λ lnF (λ0, θ). Thus the first derivative in λ of the curve F in L2 exists, and its components in
the chart Φ1 are simply the matrix elements of ∂λ lnF . This has been established for λ = λ0
but, because right translations act as diffeomorphisms, it clearly holds for all λ such that F (λ, ·)
lies in the domain of Φ1. Now the preceding argument can be applied to ∂λ lnF , instead of
lnF , to establish that the second derivative also exists, and finally, that the curve F , and also
MC(x(λ), eiθ), is C∞ in L2.
From this result it follows, by Theorem 2, that the factors A0 and B0 in the factorization
MC(x; γ) = A0(x; γ)B0(x; γ−1) also define smooth curves, A0(x(λ), ·) and B0(x(λ), ·), in L2.
Our aim is now to show that this implies that A0(x(λ), e
iθ) and B0(x(λ), e
iθ) are C∞ functions
of λ and θ.
It is sufficient to consider A0. The coordinates in the chart Φ1 of the right translate of
A0(x(λ), ·) that passes through the origin at λ = λ0 are the matrix elements of lnH where
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H(λ, θ) = ln(A0(x(λ), e
iθ)A−10 (x(λ0), e
iθ)). The definition of L2 implies that A0(x(λ), eiθ), and
thus also lnH , is C∞ in θ.
Since A0(x(λ), ·) is a differentiable curve in L2 the ratio [lnH(λ)−lnH(λ0)]/(λ−λ0) and all
its θ derivatives converge uniformly in θ as λ→ λ0. Therefore ∂λ lnH , as well as ∂λ∂nθ lnH exist
at λ = λ0 for all integers n > 0, and, because the convergence is uniform, the multi derivatives
obtained by changing the order of differentiation in any one of the above expressions are defined
and equal to the original expression. This argument is equally valid at any other value of λ
such that lnH(λ) lies in the domain of Φ1, so the derivatives are defined at these values of λ
as well.
Of course A0(x(λ), ·) is actually a C∞ curve, so the argument can be applied to ∂λ lnF in
place of lnF to demonstrate the existence of the second λ derivatives, and, iterating, the
λ derivatives of all orders. lnH is therefore a C∞ function of λ and θ. It follows that
H = A0(x(λ), e
iθ)A−10 (x(λ0), e
iθ) is also. Thus, since A0(x(λ0), e
iθ) is a C∞ function of θ,
A0(x(λ), e
iθ) is C∞ in λ and θ. Because x(λ) is an arbitrary smooth curve in the reduced
spacetime, it follows that A0(x, e
iθ) is a C∞ function of x and θ.
The definitions in the proof of Theorem 4 imply that νˆ(x; eiθ) = A0(x; e
iθ)B0(1)C(x)
−1 t =
A0(x; e
iθ)A−10 (x; 1)C(x) where C(x) is the lower triangular matrix with positive definite diagonal
elements appearing in the Cholesky factorization MC(x; 1) = C(x)C(x)t. It follows that
νˆ(x; eiθ) is C∞ in its arguments, because A0 and MC are C∞ in their arguments, with
detA0 = 1, and C(x) is holomorphic in the components of MC(x; 1).
Now consider the limit of νˆ(x; γ) as x approaches the worldline of the symmetry axis.
MC(x; γ) = M(ρ2(γ + 1/γ) − t) approaches the constant, that is, γ independent, value
M(w = −t) in the topology of the manifold L2. νˆ must therefore approach a factorization
of this constant. Since a factorization by constant matrices exists, and the factorization is
unique up to a constant SO(2) transformation, νˆ must be γ independent at the symmetry axis.
It follows that νˆ(x; γ) = νˆ(x; 0) = ν(x) there.
So far we have shown that any smooth function M(w) from the interval a ≤ −w ≤ b
to 2 × 2 matrices that are real, symmetric, positive definite, and of unit determinant defines
a zweibein ν(x) ≡ νˆ(x; γ = 0) at each point x in the causal diamond ∆(a, b) of the segment
a ≤ t ≤ b of the axis worldline in the reduced spacetime. But, is this zweibein a solution to the
field equations? Does its deformed metric reproduce the function M we started with? We will
now show that the answer to both questions is “yes”.
The key point is that M depends only on w. Thus the spacetime differential of
MC(x; γ) =M(w(x; γ)) at constant w vanishes:
0 = [dMC ]w. (49)
This forces jˆ ≡ νˆ−1[dνˆ]w to be exactly the Lax connection (16) constructed from the zweibein
ν. As a consequence, since νˆ = ν on the axis, νˆ is the deformed zweibein νˆ0 constructed from
ν via the integral (21), and the given function M is the corresponding deformed metric. On
the other hand the equation jˆ = νˆ−1[dνˆ]w also implies that jˆ is flat. Since the Lax connection
is flat iff the zweibein satisfies the field equation ν is a solution, which moreover satisfies the
boundary condition e(t) =M(w = −t) on the symmetry axis worldline.
Let us carry out this argument in detail. Specifically, let us demonstrate the key claim that
jˆ equals the Lax connection defined by ν: [dMC]w(γ) = [dνˆ(γ)]wνˆt(γ−1) + νˆ(γ)[dνˆt(γ−1)]w, so
0 = νˆ−1(γ)[dMC ]w(γ)νˆ−1 t(γ−1) = νˆ−1(γ)[dνˆ(γ)]w +
[
νˆ−1(γ−1)[d(νˆ(γ−1)]w
]t
. (50)
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The differential of νˆ at constant w is
[dνˆ]w = [dνˆ]γ +
∂νˆ
∂γ
[dγ]w, (51)
where
[dγ]w = − γ
2ρ
[
γ − 1
γ + 1
dρ+ +
γ + 1
γ − 1dρ
−
]
, (52)
as follows from the differential of the expression (22) for w as a function of γ, ρ+, and ρ−,
dw =
1
4γ
[(1− γ)2dρ+ + (1 + γ)2dρ−] + ρ
2
(1− 1
γ2
)dγ. (53)
(The null coordinates ρ+, ρ− on the reduced spacetime have been used here only because they
are slightly more convenient than the coordinates t, ρ.)
The variable spectral parameter γ is of course double valued as a function of w (at a given
spacetime position). This does not introduce any ambiguity in [dγ]w expressed as a function γ
since the value of γ identifies the branch. The fact that γ and γ−1 correspond to the same w
does lead to the identity
[dγ−1]w(g) = −γ−2[dγ]w(g) = [dγ]w(g−1), (54)
which may easily be verified directly from (52). Here the argument of each expression is the
value of γ at which it is evaluated. It follows that
[dνˆ(γ−1)]w(g) = [dνˆ]γ(g
−1) +
∂νˆ(γ−1)
∂γ−1
(g)[dγ−1]w(g) (55)
= [dνˆ]γ(g
−1) +
∂νˆ(γ)
∂γ
(g−1)[dγ]w(g
−1) = [dνˆ]w(g
−1) (56)
Defining
jˆ ≡ νˆ−1[dνˆ]w = νˆ−1[dνˆ]γ − νˆ−1 ∂νˆ
∂γ
γ
2ρ
[
γ − 1
γ + 1
dρ+ +
γ + 1
γ − 1dρ
−
]
, (57)
the condition (50) may be expressed as
jˆ(γ) = −jˆt(γ−1) on |γ| = 1. (58)
The connection jˆ is holomorphic inside the γ unit disk. This follows from (57), the
definition of νˆ and the fact that [dνˆ]γ is holomorphic in this domain. The latter follows from
Theorem 5: The holomorphy of νˆ inside the unit γ disk implies that it can expressed in terms
of its boundary values on the unit circle via Cauchy’s integral formula. The spacetime partial
derivative at constant γ, ∂µ, may be taken inside this integral because by Theorem 5 [dνˆ]γ is
jointly continuous in spacetime position and γ on |γ| = 1. Therefore
∂µνˆ(γ) =
1
2πi
∫
|γ′|=1
∂µνˆ(γ
′)
γ′ − γ dγ
′ (59)
at all γ inside the unit disk, which implies that [dνˆ]γ is indeed holomorphic there.
Equation (58) is thus yet another condition that requires a function holomorphic inside the
unit circle and a function that is holomorphic outside this circle to match on the circle itself.
But this time the limiting functions on the circle are not bounded. In fact
jˆ = q − γ − 1
γ + 1
p+dρ
+ − γ + 1
γ − 1p−dρ
−, (60)
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where q is holomorphic inside the unit disk and continuous on its boundary, and p± =
∓
[
νˆ−1 ∂νˆ
∂γ
]
γ=∓1
1
2ρ
. This should match
−jˆt(γ−1) = −qt(γ−1)− γ − 1
γ + 1
pt+dρ
+ − γ + 1
γ − 1p
t
−dρ
−. (61)
(Note that γ
−1−1
γ−1+1
= −γ−1
γ+1
.) Equality requires firstly that the coefficients of the singular terms
match:
p± = p
t
±, (62)
and, secondly, that the regular remainder also matches, which requires that
q(x; γ) = −qt(x; γ−1) (63)
on |γ| = 1. Because q is continuous on |γ| = 1 Lemma 1 applies, so q is in fact independent of
γ, though it can still depend on x, and it is antisymmetric: q(x) = −qt(x).
Now evaluate jˆ(x; γ) at γ = 0. From (60) it follows that
jˆ(x; 0) = q + p+dρ
+ + p−dρ
−, (64)
while from (57) it follows that jˆ(x; 0) = j(x) ≡ ν−1dν(x), because the second term in this
expression, proportional to γ, vanishes at γ = 0. p = p+dρ
+ + p−dρ
− and q are thus the
symmetric and antisymmetric components, respectively, of j, and jˆ is the Lax connection (18)
calculated from the zweibein field ν.
2.3. Asymptotically flat solutions
Let us consider the Kramer-Neugebauer duals of infinite asymptotically flat solutions treated in
Korotkin and Samtleben’s theory of cylindrically symmetric gravitational waves. The solution
spacetimes of Korotkin and Samtleben’s theory are both spatially and temporally infinite and
are asymptotically flat at spatial infinity, although they do not specify precise asymptotic
falloff conditions. Furthermore, instead of treating these solutions directly the theory treats
their Kramer-Neugebauer duals. The space of solutions treated thus corresponds to smooth
conformal metrics ecd on the whole real t axis, or equivalently smooth M on the whole real
w axis. Asymptotic flatness of the Kramer-Neugebauer dual requires that ecd(x) tends to an
asymptotic value e∞ cd at spacelike infinity, that is, as ρ tends to ∞ while t is held constant.
(Of course e∞ cd = δcd in a suitable basis.) Thus at spacelike infinity the solution is the Kramer-
Neugebauer dual of Minkowski space.
The following proposition shows that this is ensured by requiring that e tends to e∞ as
t → ±∞ along the symmetry axis worldline. Equivalently, one requires that M(w) tends to
e∞ as w → ∓∞.
Proposition 6 If M(w)→ e∞ as |w| → ∞ then e(x)→ e∞ as ρ→∞ with t held constant.
Proof: Let us consider the limit ρ → ∞ with t held constant. In this limit MC(x; eiθ) =
M(ρ cos θ − t) tends to e∞ for all θ except ±π/2, while it also remains bounded since M is
bounded: ||MC(x, eiθ)|| ≡ maxab |MC(x, eiθ)ab| ≤ supw ||M(w)|| <∞. It follows that
〈MC〉 → e∞ (65)
where
〈MC〉(x) = 1
2π
∫ π
−π
MC(x; eiθ)dθ. (66)
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Now recall that MC(eiθ) = νˆ(eiθ)νˆt(e−iθ) = νˆ(eiθ)νˆ†(eiθ) with
νˆ(eiθ) = ν +
∞∑
n=1
αne
inθ, (67)
since νˆ(γ) is holomorphic in |γ| < 1 and νˆ(0) = ν. Thus
〈MC〉 = e+
∞∑
n=1
αnα
†
n. (68)
It turns out that this and (65) implies that e→ e∞ as ρ→∞. Each of the matrices e and αnα†n
are Hermitian and positive semi-definite. (e of course also has unit determinant and is real by
Theorem 4.) Hermitian 2 × 2 matrices are the real span of the unit matrix 1 and the Pauli
matrices. A Hermitian matrix A may therefore be represented by a real 4-vector a defined by
A =
[
a0 + a3 a1 − ia2
a1 + ia2 a0 − a3
]
= a01+ aiσi (69)
The determinant of A is the Lorentzian norm squared [a0]2 − [a1]2 − [a2]2 − [a3]2 of a. The
unit determinant Hermitian matrices correspond to the unit norm shell, and the positive semi-
definite ones to the closed future light cone. It follows that e(x) lies on the future unit norm
shell, and, by (68), in the closed past lightcone of 〈MC〉(x). But e∞, being the limit of M,
must be real, symmetric, positive definite and have unit determinant, just like e(x), so it too
lies on the future unit norm shell. It follows that if 〈MC〉 → e∞ then e→ e∞ as well.
How fast should M approach e∞? This is partly a question of convenience. One does
not need not worry that overly strong falloff conditions limit the local dynamics, because the
asymptotic behaviour of M has no effect at all on the solutions within a given finite causal
diamond ∆(a, b), which depends only on M(w) in the interval a ≤ −w ≤ b. It is, however,
strongly limited by the Poisson bracket onM, which will be presented in the next section. We
want the submanifold Γ∞ of the phase space Γ, consisting of Ms corresponding to solutions
with asymptotically flat Kramer-Neugebauer duals and with a common asymptotic value e∞,
to form a phase space in its own right.6 In order that the Poisson bracket on the full phase
space Γ restricts to a Poisson bracket on Γ∞ it is necessary that the Hamiltonian flow generated
by observables defined on Γ∞ is everywhere tangent to Γ∞, i.e. does not flow off Γ∞. We can
therefore not require M− e∞ to fall off more rapidly as |w| → ∞ than the perturbation of M
generated by an observable does.
A simple prescription that will turn out to be consistent with this requirement is that
M−e∞ falls off as 1/w or faster. Another prescription for asymptotic flatness that is consistent
with the Poisson bracket and is natural for our purposes requires M to be a Wiener function,
that is, the Fourier transform of an L1[R] (or “absolutely integrable”) function plus a constant.
(See [RS00][GKS03][GK58][LST12].) This space of functions contains all differentiable functions
such that both the function minus the constant term, and its derivative, are square integrable
[Beu38], so on any finite interval they are fairly unrestricted. On the other hand, the Riemann-
Lebesgue lemma shows that the Fourier transforms of L1[R] functions vanish at infinity, so a
Wiener function reduces asymptotically to its constant term, which in the case of M would be
6 Note that in the following, when confusion is unlikely, we will often call deformed metricsM which approach
an asymptotic value e∞ as “asymptotically flat” even though it is actually the Kramer-Neugebauer dual of the
corresponding solution that is asymptotically flat. In the same spirit we will call Γ∞ the asymptotically flat
phase space.
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e∞. Furthermore, the condition that M be a Wiener function is sufficient to guarantee the
existence and essential uniqueness of the factorization ofM into positive frequency and negative
frequency factors from which the quantization of Korotkin and Samtleben is constructed. (See
subsection 4.2.)
2.4. The classical Geroch group for cylindrically symmetric gravity with and without
asymptotic flatness
The Geroch group is a group of maps of the solution space to itself. We saw in Subsection
2.2 that the space of solutions on the causal diamond ∆(a, b) ⊂ S of a segment a ≤ t ≤ b
of the axis worldline can be identified with the set of smooth conformal metrics ecd(t) on
this segment. Equivalently, it consists of the smooth deformed metrics M(w) on the range
a ≤ −w ≤ b of spectral parameters w. The Geroch group consists of the smooth functions
s : [−b,−a]→ SL(2,R) of w, and acts via
M(w) 7→ s(w)M(w)st(w), (70)
or Mcd 7→ scc′sdd′Mc′d′ in terms of components [BM87][KS98b]. This can be thought of as a
w dependent change of the basis in which the matrix elements are evaluated.
The action is a symmetry in the sense that it maps solutions to solutions: The only
conditions that M must satisfy is that it be smooth in w and that M(w) be real, symmetric
positive definite, and of unit determinant. (70) clearly preserves all these conditions.
The action is also transitive. The properties of M guarantee that there exists a Cholesky
factorizationM(w) = s(w)st(w) with s smooth in w and s(w) ∈ SL(2,R) (and lower triangular
with positive diagonal elements). Any solution can therefore be reached via a Geroch group
action from the solution corresponding to M = 1 (the Kramer-Neugebauer dual of flat
spacetime), and of course by applying the inverse element s−1 of the Geroch group one returns
from the given solution to M = 1. It follows that any solution M′ can be reached via a
Geroch group action from any other M by mapping M 7→ 1 7→ M′, so the Geroch group acts
transitively on the space of solutions.
Now let us consider the Geroch group for asymptotically flat spacetimes. One definition
of asymptotic flatness that we proposed in the last subsection had M− e∞ falling off as 1/w
or faster. Then the corresponding asymptotic flatness preserving Geroch group is naturally
defined to consist of maps s : R→ SL(2,R) such that s− 1 also falls off as 1/w or faster. This
group, acts transitively on the asymptotically flat phase space Γ∞ defined by the 1/w falloff.
(Note that this is not the full subgroup of the Geroch group of Γ which preserves the asymptotic
boundary conditions. The group of w independent transformations that are isometries of e∞
has been divided out so that all s tend to the single value 1 at infinity.)
In the other definition of asymptotic flatness we proposed in Subsection 2.3M is required
to be a Wiener function with constant term e∞. There exists a transitive asymptotic flatness
preserving Geroch group also in this case. Products, sums, and multiples of Wiener functions
are easily seen to be Wiener functions. Thus imposing the requirement that s be a Wiener
function with constant term 1 ensures that the Geroch group maps the asymptotically flat
phase space, in the Wiener sense, to itself. Moreover the action of these transformations is
transitive. This can be proved in much the same way that transitivity was demonstrated in
the smooth case without boundary conditions. In outline: sinceM is real, symmetric, positive
definite and of unit determinant, and a Wiener function of w, with constant term e∞, it admits
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a (unique) Cholesky factorization M = LLt with L a real, unit determinant, lower triangular
matrix valued Wiener function with positive definite diagonal elements. The constant term
admits an analogous Cholesky factorization, e∞ = L∞L
t
∞, so
M(w) = s(w)e∞st(w), (71)
with s = LL−1∞ . s is a Wiener function, and because the matrix elements of L are continuous
functions of those of M, its constant term, equal to its asymptotic value, is 1. From (71) it
follows that any Wiener function deformed metric M can be reached from any other sharing
the same asymptotic value e∞ via the action (70) of the Geroch group, with s an SL(2,R)
valued Wiener function with constant term 1.
The non-trivial claim made in this argument is that the Cholesky factor L of M is a
Wiener function. By (42) the matrix elements of L are polynomials in the matrix elements of
M multiplied by (M11)−1/2. BecauseM is real and positive definite, and has a positive definite
asymptotic value e∞, M11 is real, positive and bounded away from zero. It then follows from
the Wiener-Levy´ theorem (theorem 1.3.4 [RS00]), and the fact that M11 is a Wiener function,
that (M11)−1/2 is a Wiener function. This then implies that L is also a Wiener function.
Note that in the discussion of the Wiener function approach we have not required
smoothness of the functions involved. Indeed, it may be that the whole theory, also of the
phase space of asymptotically flat solutions of cylindrically symmetric vacuum GR, could be
developed in terms of Wiener functions, dispensing with additional smoothness assumptions,
but this will not be worked out here. It is important to notice, however, that the asymptotic
flatness preserving Geroch group remains a transitive symmetry if one requires bothM and s to
be C∞ in addition to being Wiener functions in w, or if one imposes the additional requierment
of real analyticity.
The Geroch group as defined here is not a loop group because it maps the real line, instead
of a circle, into the group SL(2,R). It is tempting to turn the real line into a unit circle via
the Moebius transformation w 7→ z = i+w
i−w
. Smooth functions on the unit circle |z| = 1 then
correspond to smooth functions of w which are also smooth functions of 1/w on w 6= 0. These
necessarily fall off to a constant limiting value as |w| → ∞. The Geroch group for asymptotically
flat spacetimes with a suitable falloff condition on M is therefore equivalent to a loop group.
However, for our purposes there is a serious problem with this way of presenting the group:
The Poisson bracket {s(w1), s(w2)} between group elements, given in (79), depends only on
the difference w1−w2 but is not similarly translation invariant when expressed in terms of the
Moebius transformed spectral parameter z. The lack of translation invariance complicates the
quantization because the close connection to the sl2 Yangian is lost. We therefore choose to
continue with the Geroch group in it’s “almost loop group form” in terms of functions on the
real w line. It might aptly be called a “line group”.
3. Poisson brackets on the space of solutions and on the Geroch group
The deformed metric M given as a function of w characterizes solutions completely, and any
smooth, real, symmetric, unit determinant functionM defines a solution. The functionM can
thus be taken as a coordinate system on the space of solutions, that is, the phase space Γ of (not
necessarily asymptotically flat) cylindrically symmetric gravitational waves. Any gravitational
observable is therefore a functional of M. To specify the Poisson bracket on Γ space it is thus
sufficient to give the Poisson brackets between the matrix elements M(v)ab and M(w)cd.
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These Poisson brackets have been evaluated from the action (11) by Korotkin and
Samtleben [KS98b], and in a different way in [FR17]. The result is
{
1
M(v),
2
M(w)} = p.v. ( 1
v−w
) [
Ω
1
M(v)
2
M(w) +
1
M(v) tΩ
2
M(w)+
+
2
M(w)Ωt
1
M(v) +
1
M(v)
2
M(w) tΩt
]
.
(72)
Here “tensor notation” has been used, in which a tensor product A ⊗ B of a tensor A acting
on space 1 and a tensor B acting on space 2 is denoted
1
A
2
B. Ω denotes the Casimir element
of sl2: In terms of Pauli’s sigma matrices Ω =
1
2
(
1
σx
2
σx +
1
σy
2
σy +
1
σz
2
σz
)
. In terms of Kronecker
deltas
Ωa
b
c
d = δdaδ
b
c −
1
2
δbaδ
d
c , (73)
with indices a, b corresponding to space 1 and indices c, d corresponding to space 2. Ωt denotes
Ω transposed in the indices corresponding to space 2, that is, Ωta
bc
d = Ωa
b
d
c, tΩ is Ω similarly
transposed in the indices corresponding to space 1, and tΩt is obtained by transposing in both
spaces. Finally, p.v.
(
1
u
)
denotes the Cauchy principal value of 1
u
, a distribution defined by
p.v.
(
1
u
)
= lim
ǫ→0+
1
2
(
1
u+ iǫ
+
1
u− iǫ
)
, (74)
where the limit is taken after integration against the test function.
The Poisson bracket (72) is really just a symmetrization, in both the indices associated
with space 1 and in those associated with space 2, of a simpler expression:
{
1
M(v),
2
M(w)} = 4p.v.
(
1
v − w
)
Sym1Sym2
[
Ω
1
M(v)
2
M(w)
]
, (75)
where SymX = 1
2
(X +X t) for any matrix X . In index notation
{M(v)ab,M(w)cd} = 4p.v.
(
1
v − w
)
Sym(ab)Sym(cd)
[
M(v)cbM(w)ad − 1
2
M(v)abM(w)cd
]
,(76)
where Sym(ab) denotes symmetrization with respect to the pair of indices a, b.
From (76) it follows immediately that
{detM(v),M(w)cd} = 0, (77)
and thus that {detM(v), F} = 0 for any functionally differentiable functional F of M. This
is important because, as already pointed out, the Hamiltonian flow generated via the Poisson
bracket by observables must not flow off the phase space Γ, and detM(v) = 1 throughout Γ. If
it did flow off Γ then the bracket between observables defined only on Γ would not be defined.
If the definitions of the observables were extended off Γ to the space of all smooth matrix valued
functions of w then their brackets would be defined but would depend on the extensions.
An analogous issue arises for the smaller asymptotically flat phase space Γ∞ consisting
of deformed metrics M approaching a common asymptotic value e∞ as w → ±∞ at a
rate determined by some given falloff condition. The issue is whether the Hamiltonian flows
generated by observables preserve asymptotic flatness. Does the flow generated by M(w)
preserve asymptotic flatness? Although M(v) approaches e∞ as v → ±∞, the numerator in
(76) does not in general approach zero. The perturbation of M(v) generated by M(w) thus
falls off as 1/v as v → ±∞. The same is true for the Hamiltonian flow generated by a functional
F of M with smooth, compactly supported functional derivative δF/δM(w)ab, and in this case
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the perturbation generated by F is also smooth. Thus, if the falloff condition that defines Γ∞
is that M(v) − e∞ falls off as 1/v then the flow generated by localized observables preserves
Γ∞.
This is also the case if the falloff condition is that M be a Wiener function with constant
term e∞: The right side of (76) is linear in M(v) and can therefore be separated into two
terms, one obtained by replacing M(v) by its asymptotic value e∞, and the other by replacing
M(v) byM(v)− e∞, a Wiener function with vanishing constant term. Integrating both terms
against δF/δM(w)ab to obtain the perturbation generated by F one finds that both terms
are Wiener functions with vanishing constant term. The first term is because it as well as
its derivative is square integrable, the second term because it is a sum of products of Wiener
functions with vanishing constant term, and such Wiener functions form an algebra. With
either falloff condition the Poisson bracket is well defined on Γ∞ for a large class of observables
which is complete in the sense that it separates points on Γ∞.
Let us turn now to the Geroch group. Recall that the action of a Geroch group element g
on the deformed metric M maps M to
MG(w)(g, ξ) ≡M(w)(g ⊲ ξ) = s(w)(g)M(w)(ξ)st(w)(g) (78)
at all points ξ in the phase space Γ, which defines the action on any gravitational observable
since these are functionals of M. (For clarity in equation (78) we have distinguished between
the Geroch group element g and its faithful representation s(g), and between the point ξ in the
phase space Γ and M(ξ). This will usually not be done.)
We will show that there exists a unique Poisson bracket on the Geroch group such that this
action is a Poisson mapG×Γ→ Γ. That is, that it preserves the Poisson algebra of gravitational
observables: For any pair, A and B of such observables {A,B}GΓ (g, ξ) ≡ {A,B}Γ(g ⊲ ξ) equals
{AG, BG}G×Γ(g, ξ) ≡ {AG(g, ·), BG(g, ·}Γ(ξ) + {AG(·, ξ), BG(·, ξ}G(g).
Theorem 7 The action of the Geroch group G on the space of solutions Γ is a Poisson map
G× Γ→ Γ if and only if the Poisson bracket on G is
{1s(v), 2s(w)}G = p.v.
(
1
v − w
)[
Ω,
1
s(v)
2
s(w)
]
(79)
Proof: Since all gravitational observables are functionals of M it is necessary and sufficient to
verify that the action (78) preserves equation (72), that is, that
{1s
1
M1st, 2s
2
M2st}G×Γ(g, ξ) = {
1
M,
2
M}Γ(g ⊲ ξ). (80)
When the argument is not given, tensors in space 1 are evaluated at spectral parameter v, and
those in space 2 at w.
The left side of equation (80) is equal to
{1s
1
M1st, 2s
2
M2st}G×Γ = 1s2s{
1
M,
2
M}Γ1st2st + {1s, 2s}G
1
M1st
2
M2st
2
s
2
M{1s, 2st}G
1
M1st + 1s
1
M{1st, 2s}G
2
M2st
1
s
1
M2s
2
M{1st, 2st}G (81)
Substituting the Poisson bracket (72) between deformed metrics into this equation, and setting
Y ≡ {1s, 2s}G1s−12s−1, one obtains
{1s
1
M1st, 2s
2
M2st}G×Γ = 1s2s p.v.
(
1
v − w
)[
Ω
1
M
2
M+
1
MtΩ
2
M+
2
MΩt
1
M+
1
M
2
MtΩt
]
1
st
2
st
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+ Y
1
MG
2
MG +
2
MGY t
1
MG
+
1
MGtY
2
MG +
1
MG
2
MGtY t (82)
= 4 Sym1Sym2
[(
p.v.
(
1
v − w
)
1
s
2
sΩ
1
s−1
2
s−1 + Y
)
1
MG
2
MG
]
(83)
The right side of (80) is just the Poisson bracket (72) evaluated with MG in place of M:
4 Sym1Sym2
[
p.v.
(
1
v − w
)
Ω
1
MG
2
MG
]
. (84)
The action of the Geroch group maps Γ to itself, so in order to satisfy (80) on all of G × Γ it
is necessary and sufficient that
Sym1Sym2
[(
p.v.
(
1
v − w
)
1
s
2
sΩ
1
s−1
2
s−1 + Y
)
1
M
2
M
]
= Sym1Sym2
[
p.v.
(
1
v − w
)
Ω
1
M
2
M
]
(85)
for all M corresponding to solutions. This equation may be written as
Sym1Sym2[
12
Z
1
M
2
M] = 0 (86)
with
12
Z = p.v.
(
1
v − w
)[
1
s
2
sΩ
1
s−1
2
s−1 − Ω
]
+ Y . (87)
Clearly, setting Z = 0 is sufficient to ensure that (86) is satisfied for all M, and thus that
the action (78) preserves the Poisson bracket (72) on the solution space. Z = 0 implies that
{1s, 2s}G = Y 1s2s = p.v.
(
1
v − w
)[
Ω
1
s
2
s− 1s2sΩ
]
, (88)
which is precisely the claimed result (79).
In fact Z = 0 is also necessary. That is, the validity of (86) for all M corresponding
to solutions implies Z = 0 (and thus of course (79)). To show this we begin by simplifying
(86). The space of solutions corresponds to smooth functions M(w) that are real, symmetric,
positive definite, and of unit determinant. But if (86) holds for M it also holds for a multiple
of M by a scalar function of w, so if (86) holds for all M corresponding to solutions it must
still hold if the unit determinant requirement is dropped. In other words, it must hold for all
smooth matrix valued functions which are real, symmetric, and positive definite. In particular,
it must hold for Mab = nanb where n is a smooth co-vector valued function of the spectral
parameter having compact support in R. Thus
Z(a
b
((c
d(v, w)na′)(v)nb(v)nc′))(w)nd(w) = 0, (89)
where symmetrization with respect to interchange of the indices c and c′ has been indicated
by a double parenthesis, (( )) to distinguish it from the symmetrization with respect to a, a′,
indicated by a single parenthesis.
The following lemma is useful for extracting the consequences of this condition
Lemma 8 Let X and Y be vectors (one dimensional matrices) of commuting components, then
X(aYb) = 0 implies that either X = 0 or Y = 0.
Proof: Suppose X 6= 0 then there exists ψa so that the contraction ψaXa 6= 0. Thus
0 = ψaXaYb + ψ
aYaXb implies that X and Y are linearly dependent, so that X[aYb] = 0.
It follows that XaYb = 0, and from this that Y = 0.
Even more useful will be the following corollary.
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Corollary 9 Suppose XC a is a multidimensional matrix of commuting components depending
on the index a and on possible additional indices subsumed in the multiindex C, and YbD is
defined analogously, then XC (aYb)D = 0 implies that either X = 0 or Y = 0.
This is an immediate consequence of the proof of the lemma, which is unaffected by the
presence of multiindices.
Applying this corollary to (89) withXa′ = na′(v) and Yacc′(v, w) = Za
b
(c
d(v, w)nb(v)nc′)(w)nd(w)
one obtains
Za
b
(c
d(v, w)nb(v)nc′)(w)nd(w) = 0, (90)
and applying it again, one obtains
Za
b
c
d(v, w)nb(v)nd(w) = 0. (91)
To solve this equation for Z we use another lemma:
Lemma 10 If Aab C(v, w) is a distribution on R2 with indices a, b, and possibly others subsumed
in the multiindex C, then
Aab C(v, w)na(v)nb(w) = 0 (92)
(as a distribution) for any na a smooth vector valued function of compact support on R implies
that Aab C(v, w) = αabC(v)δ(v − w), with αabC(v) a distribution on R which is antisymmetric
under interchange of the indices a and b.
Proof: Let ϕ be a smooth function on R2, then the hypothesies of the lemma imply that∫
ϕ(v, w)AabC(v, w)na(v)nb(w)dv dw = 0. (93)
The functional derivative of this equation by nc(u) and nd(z) yields
ϕ(u, z)AcdC(u, z) + ϕ(z, u)AdcC(z, u) = 0. (94)
Putting ϕ = 1 this reduces to
ϕ(u, z)AcdC(u, z) = −ϕ(z, u)AdcC(z, u), (95)
while ϕ(u, z) = u− z gives
(u− z)[Acd C(u, z)− ϕ(z, u)AdcC(z, u)] = 0. (96)
Combining these two results we obtain
(u− z)Acd C(u, z) = 0. (97)
The general solution to this last equation is
AcdC(u, z) = αcdC(u)δ(u− z), (98)
with αcdC(u) a distribution on R. By (95) αcdC(u) must be antisymmetric under interchange
of the indices c and d.
This lemma and (91) imply that
Za
b
c
d(v, w) = kac(v)ε
bdδ(v − w), (99)
with kac(v) a distribution on R and ε
bd the two dimensional antisymmetric symbol.
Substituting this form of Z into the original condition (86) yields
k(a((c(v)εa′)c′))detM(v)δ(v − w) = 0. (100)
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If this is to hold for all real, symmetric, positive definite, and smoothM(v) then k(a((c(v)εa′)c′)) =
0. Equivalently
k(a|c|(v)r
cεa′)c′r
c′ = 0 (101)
for all 2-vectors r. Lemma 8 then implies that kac(v)r
c = 0 for all r, so we may conclude that
k = 0, and thus that Z = 0. This completes the proof of the theorem.
Note that the proof does not depend on boundary conditions at |w| → ∞, so the theorem
applies also to the asymptotically flat phase spaces Γ∞ we have defined and their corresponding
asymptotic flatness preserving Geroch groups.
The bracket (79) is the well known Sklyanin bracket on group manifolds [Skl79][BB92] for
the SL(2,R) line group - the Geroch group.
Note that (79) is actually not singular at v = w, because the numerator vanishes there.
[Ω,
1
s(v)
2
s(v)] = 0 since Ω is invariant under simultaneous, equal SL(2,C) transformations in
both space 1 and space 2. More explicitly, by (73),
Ω = Π− 1
2
I, (102)
where I =
1
1
2
1 is the product of the identity matrices in spaces 1 and 2, and Πa
b
c
d = δdaδ
b
c
exchanges spaces 1 and 2: Π
1
x
2
y =
2
x
1
y on any pair of 2-vectors x and y. Thus
[Ω,
1
s(v)
2
s(w)] = [Π,
1
s(v)
2
s(w)] = [Π
1
s(v)
2
s(w)Π,Π] = −[Π, 2s(v)1s(w)]
= −[Π, 1s(w)2s(v)] = −[Ω, 1s(w)2s(v)], (103)
which shows that [Ω,
1
s(v)
2
s(w)] vanishes when v = w.
The Sklyanin bracket (79) may therefore be written in two alternative forms
{1s(v), 2s(w)}G = lim
ǫ→0+
1
v − w ± iǫ [Ω,
1
s(v)
2
s(w)]. (104)
The Jacobi relation for the Sklyanin bracket then follows from the classical Yang-Baxter
equation
[
12
r±,
13
r±] + [
12
r±,
23
r±] + [
13
r±,
23
r±] = 0, (105)
which holds for either of the two alternative classical r matrices
ij
r± ≡ limǫ→0+
(
1
wi−wj±iǫ
) ij
Ω
appearing in the form (104) of the bracket.
Note also that the determinant det s(v) Poisson commutes with any functional of s under
the Sklyanin bracket, because
{det 1s(v), 2s(w)}G = det 1s(v)
1
tr[
1
s−1(v){1s(v), 2s(w)}G] (106)
= p.v.
(
1
v − w
)
det
1
s(v)
1
tr[Ω
2
s(w)− 2s(w)Ω] = 0. (107)
This property has to hold for any valid Poisson bracket on an SL(2,R) line group, because
det s(v) = 1 identically on the group manifold. If one tries to impose a Poisson bracket that does
not have this property, then the equations {det 1s(v), 2s(w)} = 0 become non-trivial constraints
that restrict the phase space of allowed group elements s to a proper subset of the SL(2,R)
line group.
The Sklyanin bracket also preserves the asymptotically flat Geroch group with either of
the two falloff conditions on s(w) as |w| → ∞ that we have considered. The proof is virtually
identical to that of the analogous result for the asymptotically flat gravitational phase space Γ∞.
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Although the Sklyanin bracket (79) differs from the bracket (72) on the deformed metric M it
shares all the features that made the latter proof possible. Therefore, for the asymptotically
flat Geroch group, defined either by the requierment that s− 1 tends to zero as 1/w or faster
as |w| → ∞, or by the requierment that s be a Wiener function with constant term 1, the
Hamiltonian flow generated via the Sklyanin bracket (79) by any observable Φ of the group
(functionals of s) such that δΦ/δs(w)a
b is smooth and compactly supported on the w line is
tangent to this group. The Sklyanin bracket therefore defines Poisson brackets between such
observables on the asymptotically flat Geroch group.
It is straightforward to check that the action of the Geroch group on itself via the
multiplication map, (g1, g2) 7→ g1g2, that takes two group elements to their product is a Poisson
map:
{1s(·)1s(g2), 2s(·)2s(g2)}G(g1) + {1s(g1)1s(·), 2s(g1)2s(·)}G(g2) = {1s(·), 2s(·)}G(g1g2) (108)
The Geroch group equipped with the bracket (79) is thus a Poisson-Lie group, and its action
(78) on the phase space Γ is a Lie-Poisson action in the terminology of [BB92]. The calculation
does not depend on boundary conditions at |w| → ∞ so the result applies equally well to the
asymptotic flatness preserving Geroch groups.
4. The quantum Geroch group and its action on quantum cylindrically symmetric
gravitational waves
The present section treats the quantization of the Geroch group and of its action on cylindrically
symmetric vacuum gravitational fields. Before entering into a detailed exposition we give a brief
outline of the results (with forward equation references).
The quantization will be carried out only at the algebraic level. The algebra generated
by the quantized matrix components s(w)a
b of the Geroch group elements is specified and the
action on the algebra generated by the quantized deformed metric componentsM(w)ab is given,
but no representations of these algebras on Hilbert spaces are found. This last step, which is
non-trivial, is left to future investigations. A representation has been proposed in [KS98a] for
the quantized cylindrically symmetric gravitational data of Korotkin and Samtleben, which
implies a representation of the componentsM(w)ab, but it has not yet been demonstrated that
the inner product is positive definite on the proposed representation space.
Furthermore, our results are formal. They are derived from algebraic relations satisfied
by s(w)a
b and M(w)ab, and general properties of quantum theories, without a full definition
of the objects s and M. However, we do present a fairly detailed outline of such a definition
for s, which can also be applied mutatis mutandis to define M. Note also that the structure
encountered appears to be quite rigid, there seems to be little or no freedom to alter it without
spoiling its consistency, so there seems to be a good chance that our results will hold also in a
fully worked out theory.
What we obtain is a quantization (111) of the Sklyanin bracket (79) and compatible
quantizations of the unit determinant (129) and reality (137) conditions that correspond to
the requirement s(w) ∈ SL(2,R) for all w ∈ R in the definition of the classical Geroch group.
In this way an algebra of quantized polynomials in the matrix components of s is obtained
which is similar to the sl2 Yangian algebra which quantizes a subgroup of the SL(2,C) loop
group [Dri87], [Mol03]. This is our proposal for the quantum Geroch group. It incorporates
quantum versions of all the conditions that define the classical Geroch group, as presented in
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subsection 2.4), except the smoothness requierment which, as is usual in quantization, is not
imposed on the quantum theory. We do not settle on a proposal for a condition that defines
the quantized asymptotic flatness preserving subgroup of the Geroch group, although some
posibilities are discussed.
In addition to quantizing the Geroch group we also define an action of the quantized
Geroch group element s on Korotkin and Samtleben’s quantization of the deformed metric
M. This action is a quantization of the classical action of the Geroch group on the classical
deformed metric and it appears to be a symmetry of Korotkin and Samtleben’s model of
quantum cylindrically symmetric gravity [KS98b], because it preserves the exchange relation
forM and several of the additional conditions that define the quantization ofM in their model.
However we are not able to check that all such conditions are preserved. In particular, we have
not been able to verify that the action of the quantum Geroch group preserves the quantization
of the condition that detM = 1, and whether or not the action preserves asymptotic flatness
is also unresolved.
As we saw in subsection 2.2 the space of solutions of classical C∞ cylindrically symmetric
vacuum gravity can be identified with the set of smooth functions w 7→ M(w) specifying the
deformed metric for all w ∈ R. M(w) is required to be real, symmetric, of unit determinant,
and positive semi-definite (which implies positive definite because detM = 1). This space of
solutions is turned into a phase space, Γ, by equipping it with the Poisson bracket (72) derived
from the cylindrically symmetric Hilbert action for vacuum gravity (11). If the phase space is
restricted to fields with asymptotically flat Kramer-Neugebauer duals then M(w) must tend
to an asymptotic value e∞ as |w| → ∞, the falloff conditions being dictated by the precise
definition of asymptotic flatness adopted.
In the quantum model of Korotkin and Samtleben M satisfies an exchange relation that
quantizes (72) and, as we will see, also quantum versions of all the conditions onM that define
Γ save the smoothness requierment. Note however that their model is not formulated in terms
of M, but rather in terms of the elements, T+ and T−, of a factorization of M:
M(w)ab = T+(w)acT−(w)bde∞ cd, (109)
with
T−(w)a
b = [T+(w¯)a
b]∗. (110)
Classically T± are SL(2,C) line group elements that are holomorphic on the upper/lower half
complex w-plane and have Poisson brackets (141 - 142) similar to the Sklyanin bracket of the
Geroch group elements s. These Poisson brackets imply the Poisson bracket (72) for M, and
vice versa.
The model of Korotkin and Samtleben assumes asymptotic flatness of the Kramer-
Neugebauer dual spacetime geometry, which implies a falloff of T+ to a constant matrix as
|w| → ∞, but a precise falloff condition is not given. In Subsection 2.3 we have suggested
two possible such conditions on M for the classical theory. One was simply to require M to
fall off to its asymptotic value as 1/w or faster. The other proposal was to require M to be
a Wiener function, which implies that T+ is also a Wiener function, and thus approaches a
constant asymptotic value as w → ∞ [GK58]. This slightly more complicated condition is
natural because it also guarantees the existence of the factorization (109).
Korotkin and Samtleben quantize the Poisson brackets of T+ and T− in such a way that
M, defined by (109), satisfies a closed exchange relation (147), that is, one expressible entirely
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in terms of M and constants. This exchange relation quantizes the Poisson bracket (72) of
M. Korotkin and Samtleben then show that the condition (148), that a certain quantization
of the determinant of T+ is 1, is compatible with the exchange relations, as is the condition
that Mab be symmetric in its indices. Indeed, these compatibilities determine the detailed
form of the exchange relation between T+ and T− completely. Imposing the unit quantum
determinant condition on T+ implies a similar condition on T− and both together imply in turn
that detM = 1 in the classical limit. The unit quantum determinant condition on T+ thus
indirectly quantizes the clasical unit determinant condition on M. The condition that Mab
be symmetric implies, via the factorization (109) that the components M(w)ab are real for all
real w, and also that M is positive semi-definite. In this way all the conditions defining the
possible values of the matrix M(w) in the classical phase space Γ are implemented in their
quantization, although the unit determinant condition on M is implemented only indirectly
through a condition on T+. SinceM(w) is the natural variable describing the classical field, at
least in our presentation, it would be desireable to have a presentation of the quantum theory
exclusively in terms of the quantum magnitudes M(w)ab, but this has so far eluded us.
What about asymptotic flatness in the quantum theory? One could require the expectation
value of M to be a Wiener function, or that it falls off as 1/w or faster to an asymptotic
value. The second approach actually fits fairly nicely with the definition of the Yangian algebra
[Mol03]: The fact that T+, like s, satisfies the exchange relation (143) of a Yangian generating
function [KS98b] suggests that T+ could be a formal power series in 1/w with constant term
1, like the Yangian generating function. M would then also be a formal power series in
1/w. Taking the expectation values of the coefficients in this power series in a state of the
gravitational field would yield a numerical formal power series for the expectation value of M
which should converge, possibly by means of a non-trivial summation method, to a function
〈M〉 of w. If the summation method used in this proposed definition of the quantum theory
is at all reasonable this expectation value would fall off to an asymptotic value, e∞, as 1/w
or faster. But Korotkin and Samtleben do not adopt this approach, because it seems to clash
with the analytic properties in w of T+ in the classical limit. See [Sam98] equation (3.82) and
comments on p. 40 - 41 and p. 61. We are inclined to agree with them. We will argue that it
is unnatural, though perhaps not impossible, to require M to be such formal power series.
In subsection 4.2 we will make an ansatz as to the form of the action of the quantum
Geroch group on the quantum magnitudes M(w)ab and show that essentially only one action
out the proposed family, namely (157), can be a symmetry of Korotkin and Samtleben’s model
of cylindrically symmetric gravity. (More precisely, we show that all the actions from the
ansatz that can be symmetries are strictly equivalent to (157).) The action (157) seems be
a symmetry because, to the extent that we are able to check, it preserves all the conditions
that define Korotkin and Samtleben’s model of cylindrically symmetric gravity. It preserves
the exchange relation (72) and the symmetry, reality, and positive semi-definiteness of M. It
has not been possible to check whether it preserves the quantization of the unit determinant
condition on M, because there is as yet no formulation of this condition directly in terms of
M. Neither can the preservation of the quantized unit determinant condition on T+ be checked
because no action of the quantum Geroch group on T+ has been found. For the same reason
the preservation of the exchange relations of T+ and T− could not be checked directly. Of
course, this is not necessary if these are consequences of the exchange relation (147) of M,
which seems likely but has not been proved. Finally, whether or not asymptotic flatness is
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preserved by the quantum Geroch group action depends on how asymptotic flatness is defined,
and how the asymptotic flatness preserving subgroup of the Geroch group is quantized. If
asymptotically flat quantum M(w) are assumed to be a formal power series in 1/w (with a
suitable summation rule for expectation values) and s is also such a power series, with constant
term 1, then it is clear that the action (157) preserves asymptotic flatness. On the other hand,
no asymptotic flatness preserving quantum Geroch group has been developed corresponding to
the other proposed implementation of asymptotic flatness, in which the expectation value of
M is required to be a Wiener function.
In addition to these results on the relations satisfied by M and s and the action of the
quantum Geroch group, we also outline definitions ofM and, in more detail, s. One possibility
that has already been mentioned is to define them as formal power series in 1/w, in analogy
with the generating functions of the Yangian in the “RTT” formulation [FRT90][Mol03]. The
Yangian can be obtained as the quotient of the free algebra generated by the coefficients of
this formal power series by the exchange and other relations that the generating functions are
required to satisfy [Mol03]. But we consider it more natural to postulate that M and s are
Fourier integrals, that is, sums of Fourier modes eikw, with the coefficients of these modes
being the generators of a free algebra on which the exchange relations and others are then
imposed. (More precisely, the free algebra in question is the tensor algebra of a space of test
functions.) Either of these frameworks, of formal power series or of Fourier integrals, might
serve to underpin the results of the present work. That is, they could provide definitions of s
and ofM for which the formal results of the present work hold rigorously. We outline the steps
necessary to realize this program in the Fourier integral framework.
4.1. Quantization of the Geroch group
The Sklyanin bracket (79) admits a natural quantization, namely the exchange relation
R(v − w)1s(v)2s(w) = 2s(w)1s(v)R(v − w) (111)
for the quantized Geroch group element s, with R(u) = (u − i~/2)I − i~Ω. s is a spectral
parameter dependent, 2 × 2 matrix of non-commuting “quantum magnitudes” s(w)ab. In a
state of the quantized Geroch group each component s(w)a
b will have an expectation value, so
the expectation value of s is a 2 × 2 complex matrix valued function (or distribution) of the
spectral parameter, much like a classical Geroch group element. R, the so-called “R matrix”,
is a four index tensor which defines a linear map of the tensor product of spaces 1 and 2 to
itself. In components
R(u)a
b
c
d = uδbaδ
d
c − i~δdaδbc, (112)
with a, b space 1 indices, and c, d space 2 indices.
The exchange relation (111) can be rewritten as the commutation relation
[
1
s(v),
2
s(w)] =
i~
v − w [Ω,
1
2
(
1
s(v)
2
s(w) +
2
s(w)
1
s(v)
)
], (113)
making the connection with the Sklyanin bracket manifest. This expression can be found by
combining (111) with an alternative form of (111),
R(w − v)2s(w)1s(v) = 1s(v)2s(w)R(w − v), (114)
obtained by interchanging v and w and the spaces 1 and 2, and using the fact that R is invariant
under the latter interchange, or alternatively, by multiplying (111) by R(w− v) from both the
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left and the right. Conversely, the exchange relation (111) may be recovered easily from the
commutation relation (113) if one first notes that (113) implies that [
1
s(v),
2
s(w)] = [
1
s(w),
2
s(v)]
because the numerator of (113), [Ω,
1
s(v)
2
s(w) +
2
s(w)
1
s(v)] = [Π,
1
s(v)
2
s(w) +
2
s(w)
1
s(v)], satisfies
[Π,
1
s(v)
2
s(w) +
2
s(w)
1
s(v)] = [Π
(
1
s(v)
2
s(w) +
2
s(w)
1
s(v)
)
Π,Π]
= −[Π, 1s(w)2s(v) + 2s(v)1s(w)]. (115)
Notice that the preceding equation implies that the numerator in the commutation relation
(113) vanishes when v = w. The pole singularity in (113), like the one in the Sklyanin bracket
it quantizes, is therefore only apparent.
Note also that the exchange relation (111) is essentially the “RTT” relation, or “ternary
relation”, of the sl2 Yangian algebra [Mol03]. In fact, when (111) is expressed in terms of the
rescaled spectral parameters v′ = −iv/~ and w′ = −iw/~, (111) becomes precisely the RTT
relation of the sl2 Yangian (or the gl2 Yangian).
7 The Yangian is a symmetry of the quantum
Heisenberg spin chain, and various other physical systems. In the Heisenberg spin chain it
arises as the quantization of a subgroup of the SU(2) loop group which is a symmetry of the
classical spin chain, the so called “dressing symmetry” [BB92].
The exchange relation (111) defines a quantization of the Poisson algebra of polynomials
in the matrix components of classical Geroch group elements. The quantization of such a
polynomial is obtained by replacing each classical matrix component by the corresponding non-
commuting quantum matrix component and then symmetrizing each monomial with respect to
the ordering of its factors, yielding a symmetrized polynomial.8 The algebra of the resulting
quantized polynomials is then determined by the exchange relation: Using (111) any polynomial
in the quantum matrix components s(w)a
b can be expressed as a symmetrized polynomial.
In particular, any product of symmetrized polynomials can be expressed as a symmetrized
polynomial.
Let us examine this in detail. The exchange relation (111) may be written as an expression
for the product
2
s(w)
1
s(v) as the image under a linear map of the reversed product,
1
s(v)
2
s(w):
2
s(w)
1
s(v) = − 1
(w − v)2 + ~2R(v − w)
1
s(v)
2
s(w)R(w − v) (116)
=
1
s(v)
2
s(w)− 2i~
w − v + i~A
1
s(v)
2
s(w)S +
2i~
w − v − i~S
1
s(v)
2
s(w)A, (117)
with A = 1
2
(I − Π) the antisymmetrizer and S = 1
2
(I + Π) the symmetrizer with respect
to interchange of space 1 and space 2 indices. (In components Aa
b
c
d = δb[aδ
d
c] =
1
2
εacε
bd and
Sa
b
c
d = δb(aδ
d
c).)
Using (116) a symmetrized product may be expressed as a sum of linearly ordered products:
a product of nmatrix components s(wi)ai
bi symmetrized with respect to reordering of the factors
7 The definition of the quantum Geroch group will also include a quantization of the unit determinant condition,
(129), given further on, which is identical to that in the sl2 Yangian. Moreover, one may define on the quantum
Geroch group all the Hopf algebra structures of the sl2 Yangian: the co-product ∆(s(w)a
b) = s(w)a
c ⊗ s(w)cb,
the antipode S(s(w)a
b) = s−1(w)a
b = εacε
bds(w + i~)d
c and the co-unit ǫ(s(w)a
b) = δa
b. (The formula for
the inverse of s follows from the restriction (124) of the exchange relation and the unit quantum determinant
condition (129).)
8 It would be natural to call the result a symmetric polynomial, but this term already has another meaning.
It refers to a polynomial in several (usually commuting) variables which is symmetric under interchange of
the variables, like xy + yz + zx. Our “symmetrized polynomials” are polynomials in several non-commuting
variables that are symmetric under permutation of the order of the factors in products, like xy + yx+ yz + zy.
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can be written as a linear combination of products of (possibly different) components of the
matrices s(wi) ordered according to the index i of the spectral parameter argument wi, that is,
with the factors appearing in the order s(w1), s(w2), ... s(wn). For instance,
1
2
(
1
s(v)
2
s(w) +
2
s(w)
1
s(v)
)
=
1
s(v)
2
s(w)− i~
w − v + i~A
1
s(v)
2
s(w)S +
i~
w − v − i~S
1
s(v)
2
s(w)A, (118)
and in general
1
n!
∑
σ∈Sn
s(wσ(1))aσ(1)
bσ(1) · ... · s(wσ(n))aσ(n)bσ(n) =
∑
c,d
Xa
b
d
c s(w1)c1
d1 · ... · s(wn)cndn , (119)
where a denotes the whole sequence of indices a1, a2, ..., an and b, c and d are defined similarly,
and Sn is the symmetric group.
Inverting X one obtains an expression for the ordered product s(w1)c1
d1 · ... · s(wn)cndn as
a linear combination of symmetrized products. For instance,
1
s(v)
2
s(w) =
1
2
(
1
s(v)
2
s(w) +
2
s(w)
1
s(v)
)
+
i~/2
v − w [Π,
1
2
(
1
s(v)
2
s(w) +
2
s(w)
1
s(v)
)
], (120)
as can also be seen directly from the commutation relation (113). Note that X is a rational
function of ~ and the spectral parameters of the factors, and that it reduces to the identity
map when ~ = 0. Its inverse is therefore also a rational function, and hence finite except at
pole singularities.
As already pointed out, the commutator (113), and thus (120), does not really have a pole
singularity, since the numerator of the apparent pole term vanishes along with the denominator
when the two spectral parameters coincide. Nevertheless, (113) and (120) are not, strictly
speaking, defined at coinciding spectral parameters. What can be defined is the limit as the
apparent singularity is approached. As a consequence the algebra of polynomials we have
described is actually built not only of the components of s(w) at different values of the spectral
parameter, but also of the derivatives of these matrix components. This can be seen immediately
in the commutator at coinciding spectral parameters:
[
1
s(v),
2
s(v)] = i
~
2
[Ω,
d
1
s
dv
(v)
2
s(v) +
2
s(v)
d
1
s
dv
(v)]. (121)
(The same of course occurs in the corresponding Poisson bracket.)
Will it always be the case that the residues of the (apparent) poles that appear when
reordering a monomial vanish? If s is a matrix of functions of w, mapping from a domain
U ⊂ C to an algebra over C, then this must be so within U . If B = C/f with B and C
polynomials in s (with any ordering) depending on a set of spectral parameters, and f a linear
function of these spectral parameters, then C = fB, so C must vanish when f vanishes. Then,
for instance, (117) implies that
A
1
s(v)
2
s(w)S = 0, (122)
if v = w + i~, and similarly
S
1
s(v)
2
s(w)A = 0 (123)
if v = w− i~. In fact, under the hypothesys that the product sab(x)scd(y) is sufficiently regular
on the lines x− y∓ i~ = 0 so that (v−w− i~)1s(v)2s(w) and 2s(w)1s(v)(v−w− i~) vanish when
(v − w − i~) does, (122) and (123) both follow immediately from the exchange relation (111):
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The R matrix (112) evaluated at spectral parameter difference u = i~ is R(i~)a
b
c
d = i~εacε
bd,
so (111) implies that
εacε
bds(z + i~/2)b
es(z − i~/2)df = s(z − i~/2)cds(z + i~/2)abεbdεef , (124)
which implies (122) and (123). These equations will be important in the present work.
The assumption that s(w) is a function of w with a definite value at each point of the
domain of interest seems too strong a hypothesys to impose on the quantum theory without
further justification. What sort of mathematical object should s be? Recall that classically the
deformed metricM(w) is just the conformal metric e on the cylindrical symmetry axis at time
t = −w. The action, M(w) 7→ s(w)M(w)st(w), of the Geroch group thus provides a quite
concrete meaning for s(w) as a field on the symmetry axis worldsheet. We therefore expect it
to be represented in the quantum theory by some sort of quantum field operator. In particular,
its expectation value, in a state of the Geroch group, should be a distribution in w, giving a
numerical value when integrated against a test function of w. Also, some products of s with
itself, and with the field M should be defined, such as that ocurring in the quantization (157)
of the action M(w) 7→ s(w)M(w)st(w).
We shall assume that the quantization of the Geroch group can be realized within the
general framework of algebraic quantum theory. See [KM15] for a recent review. The
starting point for formulating our quantization in this framework will be the associative,
unital algebra A0 generated by a unit element 1 and the quantization s[f ] of the integrals,∑
a,b
∫
s(w)a
bf(w)b
adw, of the classical Geroch group element s against test functions f of real
w. An involution, ∗, turns A0 into a ∗-algebra. The involution quantizes complex conjugation
of classical variables. Thus, for instance, s[f ]∗ is the quantization of the complex conjugate,∑
a,b
∫
s(w)abf(w)badw, of the classical Geroch group element integrated against f , and the
quantization r of a real classical quantity is ∗ real, that is r = r∗. The smeared quantum
Geroch group element s[f ] will be assumed to be linear in f like it’s classical counterpart.
A state ϕ of the Geroch group is a linear function which maps elements of this ∗-algebra
to their expectation values. States are required to be positive and normalized:
ϕ(a∗a) ≥ 0 for all elements, a, of A0 (125)
ϕ(1) = 1. (126)
(Note that these conditions imply that ϕ(a∗) = ϕ(a) for all a ∈ A0.) We will often denote the
expectation value ϕ(a) by 〈a〉, leaving the state involved implicit.
States correspond essentially to density matrices in the standard Hilbert space formulation
of quantum mechanics: Via the Gelfand-Naimark-Segal (GNS) construction (extended to ∗-
algebras) a Hilbert space can be found for any given state such that that state, and a subset
of the other states on the ∗-algebra, are represented by density matrices on the Hilbert space,
and the elements of the ∗-algebra are represented by operators defined on a common dense
subspace. The ∗ operation in the algebra corresponds to taking the adjoint in the Hilbert space
representation, so only ∗ real algebra elements can be represented by self-adjoint operators. For
this reason the quantizations of real classical observables must be ∗ real exactly, and not just
to order zero in ~.9
9 Only consider real classical and quantum observables will be considered. By labeling measurement outcomes
by complex numbers one can also construct complex classical and quantum observables. However the real and
imaginary parts of such observables must be real, so no generality is gained. Moreover, they must commute
with each other, so it is by no means the case that an arbitrary complex algebra element can be interpreted as
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The expectation value of a product s[f1]s[f2]...s[fn] is a linear functional of each test
function involved. If a state ϕ is such that the dependence of the expectation value on each
test function is also continuous then the expectation value defines a distribution [KM15]. That
is, ϕ(s[f ]) defines a distribution 〈s(w)〉 = ϕ(s(w)) in w ∈ R, ϕ(s[f ]s[g]) defines a distribution
〈s(v)s(w)〉 in (v, w) ∈ R2, etc.. Following standard practice in quantum field theory we will
admit only states that are continuous in this sense. In order to work within an established
mathematical framework we shall, somewhat arbitrarily, take the space of test functions to be
S2×2, the space of 2 by 2 matrices of Schwartz functions, the space S of Schwarz functions
having the usual topology (see for instance [Ho¨r90]). Then the expectation values 〈s(w)〉,
〈s(v)s(w)〉, ... are tempered distributions.
The quantized Geroch group element s itself is a linear map S2×2 → A0, but we cannot call
it an A0 valued distribution, since we have not defined a topology on A0 with which to define
continuity. However we may still use the notation s(w) of distribution theory, in which the
“argument” w is the argument of the test functions on which s acts. With this understanding
products of the form s(w1)s(w2)...s(wn), in which the arguments w1, ..., wn are independent,
are defined.
The framework as developed thus far suffices to define the exchange relation (111) for real
spectral parameters. We may also impose a reality condition
[s(w)a
b]∗ = s(w)a
b ∀w ∈ R. (127)
which quantizes the requierment that s(w)a
b be real in the classical theory. Since products
s[f1]s[f2]...s[fn] are completely characterized by the sequence of test functions f1, f2, ..., fn, in
fact are linear images of f1 ⊗ f2 ⊗ ... ⊗ fn, A0 must be homomorphic to the tensor algebra of
test functions,
T (S2×2) ≡ C ⊕ S2×2 ⊕ S2×2 ⊗S2×2 ⊕ ... (128)
divided by the two sided ideal I generated by the exchange relations, with the involution ∗
defined by (127). We do not want A0 to be subject to any constraints apart from the exchange
relation and the reality condition, so we take A0 to be isomorphic to the quotient T (S2×2)/I
with ∗ defined by (127).
Defining s(w) for real w is not enough for our purposes. As mentioned earlier, our
quantization of the Geroch group requires the quantized group elements s(w) to satisfy a
quantization of the unit determinant condition:
qdet s(w) = 1, (129)
where the quantum determinant of s(w) is defined by
qdet s(w) ≡ s(w + i~/2)11s(w − i~/2)22 − s(w + i~/2)21s(w − i~/2)12. (130)
The quantum determinant is defined in this way so that it commutes with s. (For a proof that
it commutes see [Sam98] section 5.1. or [Mol03] sections 2.6 and 2.7.) If this were not so the
condition (129) would imply additional, spurious, constraints 0 = [qdet s(w), s(v)] analogous
to those that would arise in the classical theory if det s(w) did not Poisson commute with s(v).
We will return to this issue at the end of this subsection.
a complex observable. It seems, therefore, that allowing such complex observables would not bring any gain in
simplicity either.
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But (130) is not a complete definition until the quantum matrix components s(w)a
b
themselves are defined on complex w with non-zero imaginary components, at least for
imaginary components ±i~/2. Furthermore products of the form
s(w + i~/2)a
bs(w − i~/2)cd, (131)
in which the spectral parameter arguments of the factors are not independent, must also be
defined. The product (131) appears not only in the quantum determinant (130), but also in
the important restriction (124) of the exchange relation, and in the quantization (157) of the
action (70) of the Geroch group on cylindrically symmetric gravitational data. In fact, (131)
is the only product of quantized group elements s at related spectral parameter values that is
strictly necessary for our results. We will make an ansatz for the Geroch group action which
uses a more general class of products, but the action we finally obtain - the only satisfactory
one among the candidates of the ansatz - requires only the product (131).
Extending s to complex w could introduce new, spurious, degrees of freedom in the model.
Classically, the components sa
b of a Geroch group element are four real valued functions defined
only on real values of the spectral parameter w. At least near the classical limit, the expectation
value 〈s〉 of s in the quantum theory should have the same number of degrees of freedom, and
indeed the reality condition (127) implies that the four components 〈s(w)ab〉 are real on the real
w axis. How can one ensure that 〈s〉 off the real axis has no additional, independent degrees of
freedom? The most obvious, straightforward way is to require 〈s〉 off the real w axis to be the
analytic continuation of 〈s〉 on the axis.
However, the requierment that there exist an analytic continuation, at least to ℑw = ±~/2,
restricts 〈s〉 on the axis to a subclass of real analytic functions, which seems a very strong
restriction. An apparently more general way to achieve the same end is to evaluate the Fourier
transform
s˜(k)a
b =
1√
2π
∫ ∞
−∞
e−ikws(w)a
bdw, (132)
of s along the real w axis, and then define s on (a portion of) the complex w plane to be the
inverse Fourier-Laplace transform
s(w)a
b =
1√
2π
∫ ∞
−∞
eikws˜(k)a
bdk. (133)
with the k integral running over the real line. Of course the integral (132) of s is just a formal
expression. Really s˜ is defined by the equation
s˜[¯˜f ] = s[f¯ ] ∀f ∈ S2×2, (134)
where the Fourier transform f˜ of the test function f ∈ S2×2 is defined by an integral of the
form of (132) with f in place of s. (Note that the Fourier transform defines a topological
automorphism of S2×2, so in particular, f˜ can be any element of S2×2.) The inverse transform
of s˜ is also defined by (134), and its extension to complex w = x+iη, the inverse Fourier-Laplace
transform, is defined by s(x+ iη) ≡ sη(x) with
sη[f¯ ] = s˜[e
−kη ¯˜f ]. (135)
Here η ∈ R is a constant and x ∈ R the argument of f , so s(w) for any given value, η, of ℑw
is a linear map from functions f on the line ℑw = η in the complex plane to A0. (See [Ho¨r90]
section 7.4.)
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The Fourier transform provides a valuable alternative perspective on the field s, but
apparently not an approach to extending s(w) to complex w that is more general than analytic
continuation. On the contrary, the Fourier transform based approach formulated here amounts
to just analytic continuation with an extra condition on s(w): We have already restricted the
states we admit by the requierment that the expectation value 〈s(w)〉 on the real w axis be a
tempered distribution. This expectation value therefore has a Fourier transform 〈s˜(k)〉 which
is also a tempered distribution, determined by the relation (134). The inverse Fourier-Laplace
transform (135) then defines 〈s(w)〉 as a tempered distribution on every line of constant ℑw = η
such that e−ηk〈s˜(k)〉 is a tempered distribution. 〈s(w)〉 is therefore defined on a strip of the
complex plane including the real axis, because if e−ηk〈s˜(k)〉 is a tempered distribution for two
values, η1 and η2 of η, then it is also for any intermediate value η
′ ∈ [η1, η2].10 (See [Ho¨r90]
Theorem 7.4.2.) The strip is symmetric about the real axis because by the reality condition
(127) s˜(−k) = s˜(k)∗, and may be open, of the form |ℑw| < κ, or closed, |ℑw| ≤ κ. If 0 < κ,
so that the interior of the strip is non-empty, then 〈s(w)〉 is a holomorphic function on this
interior. (See [Ho¨r90] Theorem 7.4.2.). If e−ηk〈s˜(k)〉 is a tempered distribution also on the
boundary η = ±κ then 〈s(w)〉 is defined at ℑw = ±κ and it follows from the weak continuity
of the Fourier transform on tempered distributions that it is the weak limit of 〈s(w)〉 on the
interior of the strip. 11 (See [Ho¨r90] remark on p. 194.) For our purposes we need the extension
of 〈s(w)〉 to cover |ℑw| ≤ ~/2, or a wider strip.
Our method of extension thus amounts to analytic continuation, but with the restriction
that 〈s(w)〉 on the lines of constant ℑw in the strip be tempered distributions. This is a
non-trivial condition because there exist holomorphic functions, such as exp(w/~), which do
not satisfy this requierment. [But it can be made somewhat less restrictive by extending the
notions of Fourier transform and of distributions, for instance to Fourier hyperfunctions (see
[Kan11]). Furthermore, in the asymptotically flat context many of the states for which the
necessary Fourier transforms are not defined because 〈s(w)〉 diverges too rapidly as ℜw → ±∞
are in fact excluded by the requirement that the action of s(w) on M preserves asymptotic
flatness. (See section 2.4.)]
Note that we will require not only that 〈s(w)〉 extends to a strip of the complex w plane,
but also that the n factor expectation value 〈1s(w1)2s(w2)...ns(wn)〉 extends in the same way to
|ℑwi| ≤ κ with κ ≥ ~/2 in each argument wi.
The existence of these extensions of expectation values to complex spectral parameters of
course requires restrictions on the state. In order that e−ηk〈s˜[f˜ ]〉 ≡ 〈s˜[e−ηkf˜ ]〉 be a tempered
distribution for all η ∈ (−κ, κ) the expectation value 〈s˜[·]〉 must admit a continuous extension
to a larger space of test functions than just S2×2, one that includes cosh(κk)f˜ for all f˜ ∈ S2×2.
More precisely, it must be continuous on the imageS2×2κ ofS
2×2 under the map f˜ 7→ cosh(κk)f˜ ,
with the open sets of S2×2κ being the images of the open sets of S
2×2 under the same map.
Since S2×2 is dense in S2×2κ the continuity of 〈s˜[·]〉 implies the existence of a unique continuous
extension. Similar conditions must also hold for the expectation values of products. But
10 Proof: The hypothesies imply that (e−η1k + e−η2k)〈s˜(k)〉 is a tempered distribution and that
e−η
′k〈s˜[f˜ ]〉 = (e−η1k + e−η2k)〈s˜[f˜ ′]〉. (136)
with f˜ ′ = e
−η′k
e−η1k+e−η2k
f˜ . If f˜ is a function in the matrix Schwartz space S2×2 then so is f˜ ′, and it depends
continuously on f˜ . e−η
′k〈s˜[f˜ ]〉 is therefore continuous in f˜ , making it a tempered distribution.
11 The value on a given test function f of the weak limit of a sequence of distributions Tn as n → ∞ is
T∞[f ] = limn→∞ Tn[f ]. That is, it is the limit taken holding the test function constant.
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note that if one state ϕ0 satisfies these conditions then so do the states (expectation values)
corresponding to a dense subspace of the Hilbert space of the GNS representation defined by
ϕ0. (See [KM15].)
What we have defined is in fact an extension of the states that satisfy our conditions from
A0 to a larger algebra, A1, including as elements sη[f ] for all f ∈ S2×2 and η ∈ [−κ, κ]. This
algebra provides a definition of s(w) for all complex values of w that we will need. Furthermore,
the extension of the exchange relation (111) to this range of w is already built in: Because
〈1s(w1)...ns(wn)〉 is holomorphic in wi for |ℑwi| < κ, and the R matrix is holomorphic on all
C, the fact that the exchange relation (111) holds for real wi implies that it also holds for
|ℑwi| < κ. It then holds for |ℑwi| = κ as well, because the expectation value on the boundary
of the domain of holomorphicity is the weak limit of that in the interior.
An extension of the reality condition (127) on s(w) to complex w is also built into A1:
[s(w)a
b]∗ = s(w¯)a
b. (137)
Any expectation value of a product that includes a factor of s(w) is holomorphic in w on the
strip |ℑw| < κ. Taking complex conjugates, any expectation value including a factor of s(w)∗
is antiholomorphic in w in the same strip. It follows that an expectation value including a
factor s(w)− s(w¯)∗ is holomorphic in the strip, and also vanishes on the real axis, by (127). It
therefore vanishes on the whole strip, implying (36). (36) at w = κ follows by weak continuity.
Note that the exchange relations and other conditions satisfied by s may always be viewed
as conditions on the expectation values 〈1s(w1)...ns(wn)〉 of products of s, which may be thought
of as either the result of applying the state to elements of the extended algebra or as analytic
continuations of the corresponding expectation values on A0, that is, of the expectation values
for real spectral parameters wi.
We still have not defined the product (131),
1
s(v + i~/2)
2
s(v − i~/2), either as an algebra
element or inside expectation values. If κ > ~/2 then the excpectation value 〈1s(w1)2s(w2)〉 is a
holomorphic function at the line (w1, w2) = (v+ i~/2, v− i~/2), v ∈ R so its restriction of this
line is well defined and satisfies the restricted exchange relation (124). In fact, this is the case
also for complex v as long as |ℑv|+~/2 < κ. If κ = ~/2, or κ = |ℑv|+~/2, then one can try to
define 〈1s(v+ i~/2)2s(v−i~/2)〉 as the weak limit of 〈1s(v+ iη)2s(v−iη)〉 as η approaches ~/2 from
below. This limit might not exist, but if it exists then it is a tempered distribution ([Die78]
22.17.8) which satisfies (124). The restriction of the n factor expectation value 〈1s(w1)...ns(wn)〉
to (wi, wj) = (v + i~/2, v− i~/2) for any pair of arguments wi and wj can be defined similarly
and if it exists it satisfies the exchange relation.
Suppose now that we limit the set of quantum states once more, to states such that these
expectation values do exist. The states that satisfy this requierment extend to an algebra A2
which contains A1 and also 1s(v + i~/2)2s(v − i~/2), and any product 1s(w1)...ns(wn) with a pair
of arguments wi, wj restricted by wi = wj + i~. In this algebra the restriction (124) of the
exchange relation holds. Furthermore, the quantum determinant of s (130) is defined and the
condition that this quantum determinant be 1 may be imposed. That is, we may divide A2 by
the two sided ideal generated by qdet s− 1, yielding a quotient algebra A in which qdet s = 1.
Notice that the unit quantum determinant condition 1 = qdet s(w) = s(w + i~/2)1
1s(w −
i~/2)2
2 − s(w + i~/2)21s(w − i~/2)12, like the other conditions on s, needs to be imposed only
for w ∈ R. An expectation value containing the product 1s(w+ i~/2)2s(w− i~/2) is holomorphic
in w as long as |ℑw|+ ~/2 < κ, so that if qdet s(w) = 1 on the real w axis then it is also 1 in
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the complex strip |ℑw|+ ~/2 < κ. The value at the edge |ℑw|+ ~/2 = κ is also 1 because it is
the limit of the value in the interior, so if (129) holds on the real axis it holds wherever qdets
is defined.
The algebra A, if it can indeed be constructed as we have outlined, would provide a
framework within which the formal manipulations of the beginning of this section, and also
those of the following section, are rigorously justified. (Actually to formulate the ansatz (149)
for the quantum Geroch group action requires an algebra that extends A to include products
s(w + c1)a
bs(w + c2)c
d for complex constants c1 and c2 other than i~/2 and −i~/2. But since
the ansatz appears to fail already at the formal level unless ℑc1 = −ℑc2 = ~/2 this extension
does not seem really necessary.)
The main open question in the construction of A is whether the various restrictions that
must be placed on the quantum states in order to make possible the extension of A0 to A2
leave a sufficiently rich set of states so that the entire classical Geroch group can be recovered
in a suitable classical limit.
We will call the algebra A the complexified algebra of observables of the Geroch group, or
the “algebra of observables” for short. Only the ∗ real elements of A can be observables. Recall
that we have proposed that the quantization of a polynomial in the components s(w)a
b of the
classical Geroch group element s be the symmetrized polynomial in the corresponding quantum
magnitudes s(w)a
b with the same coefficients. The classical components s(w)a
b are defined only
on w ∈ R so only the quantum components s(w)ab for real w will appear in these quantized
polynomials. If the classical polynomial is real then its coefficients are real and its quantization
is ∗ real. This follows from the fact that [s(w)ab] = s(w)ab on the real axis, and the fact that
the reordering of products that applying entails does not affect the symmetrized products.
The quantization of a real classical polynomial therefore can be an observable. Note, however,
that reality of an element aA only guarantees that any GNS Hilbert space representation of a
is symmetric, but not that it is essentially self-adjoint [KM15].
These quantized real polynomials do not exhaust all real elements of A, not even real
elements having real polynomials as classical limits. The quantum determinant (130) is an
example. Any of these real elements are potential observables. Our quantization of the real
polynomials provides one, standard, quantization of each one, but there is no reason that the
quantum observable that is the physical or mathematical analogon in the quantum theory of
a given classical polynomial observable be this standard quantization. It can differ by a term
that vanishes in the classical limit.
One might ask whether there can exist procedures for measuring the observables of the
Geroch group. Here we are using the word “observable” first and foremost as mathematical
terminology. The ∗ real mangitudes in A are observables if the Geroch group is treated as
though it were a physical system. But there is also a sense in which the Geroch group is
measurable, just as the translation group is measurable in a mechanical system, through its
generator the linear momentum. The action of the Geroch group on the cylindrically symmetric
gravitational field defines a representation of the Geroch group on the algebra of gravitational
observables, and since this action is classically Lie-Poisson gravitational observables that
generate this action can be constructed [BB92], indeed have been constructed at the classical
level [KS98b] and partly at the quantum level [Sam98]. These generators are presumably
measurable.
As has already been mentioned, there is another way to define s(w), borrowed from the
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sl2 Yangian, namely to define s(w) to be a formal power series in 1/w with order zero term 1.
However, while a series in 1/w is natural for the quantization of a loop group element defined on
a circle, it is not so natural for the quantization of an element of a line group, like the Geroch
group: Consider the SL(2,C) loop group defined on the unit circle |w| = 1 in the complex
w plane, and equipped with the Sklyanin bracket 79). The elements g(w) of this group are
parametrized by the coefficients of their expansion in Fourier modes in the angle around the
circle, that is, by the coefficients in their expansions in (positive and negative) powers of w.
In a natural quantization the coefficients are promoted to quantum magnitudes that together
define a power series g(w) in w which is a sort of quantum field on the circle. Furthermore
the exchange relation (111) and the quantum determinant condition (129), both with ~ = 1,
are imposed on the quantum group element g, quantizing the Sklyanin bracket and the unit
determinant condition of SL(2,C) respectively. If, finally, the coefficents of strictly positive
powers of w are set to zero and the constant term is set to 1 then the sl2 Yangian is obtained
[Mol03].
The expectation value of g(w) and its products in a given state should yield a numerical
value, at least when smeared with a test function, and at least on the unit circle. But
convergence is not needed to define the algebra generated by g. This can be done at the
level of formal power series. The product of formal power series are well defined formal power
series, because each coefficient of the product series is a polynomial function of only a finite
subset of the coefficients of the factor series. In fact, all the operations necessary to define the
Yangian algebra are well defined at the level of formal power series in 1/w, including the shift
w 7→ w + c of the argument w by a constant c. Indeed, the Yangian algebra is often defined in
terms of such series [Mol03].
The natural generalization of the Fourier series expansion of the quantized loop group
element g to a line group is the inverse Fourier-Laplace transform (133). The role of the
Fourier coefficients of the loop group element g is played by the Fourier transform s˜(k) of the
line group element s. In terms of s˜ the reality condition is s˜(k)∗ = −s˜(−k), so, prior to the
imposition of the unit determinant condition, s˜(k) for k ≥ 0, like the Fourier coefficients of g,
may be regarded as free data determining the group element.
Nevertheless, postulating that s(w) be a formal series of the form 1+ a1/w + a2/w
2 + ...,
even though the Geroch group is not a loop group, does solve some problems. The product
(131) is automatically well defined, at least as a formal series (whether its expectation value
converges is another question), and s automatically satisfies the condition s(w)→ 1 as w →∞
which ensures that the action of the Geroch group preserves a form of asymptotic flatness. It
also seems to bring serious problems. If the expectation value of s(w) is taken to be the sum
of the expectation values of the terms of the series in the conventional sense, i.e. the limit of
the partial sums, then this imposes strong analyticity conditions on 〈s(w)〉 which do not seem
to have any physical motivation. In particular, it must have a singularity at w = 0 or else be
constant. On the other hand, these limitations can be at least partly overcome by suitably
generalizing the definition of the sum of the power series in the expectation value, for instance
by using Mittag-Leffler summation [Vol11]. In fact, the model of s as a formal power series
with such a generalized notion of summation may well be equivalent to the model in terms of
tempered distributions that we have outlined. The possibility of realizing s as a formal series
is therefore not excluded, but is less natural for the Geroch group than the model based on
tempered distributions. The quantization of line groups in terms of tempered distributions has
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not been studied before, as far as the authors know, and merits further exploration.
Have we suceeded in giving 〈s(w)〉 the correct number of degrees of freedom near the
classical limit? If either of the definitions of 〈s(w)〉 at complex w that we have considered here
is adopted then, prior to the imposition of the reality and unit quantum determinant conditions,
the independent degrees of freedom of the expectation value of s are 4 complex components at
each point on the real w axis. The reality condition then reduces this to 4 real components.
The expectation value of the quantum determinant is not a function of the expectation value
of s, so in general it can be varied independently of the components of 〈s〉 by suitably varying
the state. However, in the classical limit this is not so. In this limit, as ~ tends to zero the
state ϕ in which the expectation value is taken tends to a classical state, which is an algebra
homorphism A → C, so that 〈1s(w1)2s(w2)〉 = 〈1s(w1)〉〈2s(w2)〉 in this limit. Thus, to order zero in
~, 〈qdets(w)〉 is just the classical determinant of 〈s(w)〉. Therefore, imposing the unit quantum
determinant condition fixes one degree of freedom of 〈s(w)〉 in terms of the other three to order
zero in ~. The trace, for instance, is a function of the three degrees of freedom of the trace free
part of 〈s(w)〉, plus corrections of first and higher orders in ~. These considerations indicate
that the constraints on the classical limit of our quantization of the Geroch group are sufficient
to restrict the independent degrees of freedom of 〈s(w)〉 to three real numbers at each real value
of w which match the degrees of freedom of s(w) of the classical Geroch group.
This argument leaves open the possibility that the classical limit of our model is more
constrained than the classical theory. In fact this does not occur, because the conditions that
define the quantum model, that is, the exchange relations (111), the unit quantum determinant
condition (129), and the reality condition (137), are compatible in a certain sense. This
compatibility is rather delicate, and fixes the form of these conditions to a great extent.
Consider first the exchange relation (111) by itself. Using this relation a product,
s(w1)a1
b1 ...s(wn)an
bn, of matrix components of s can be reordered by sucessive exchanges of
neighbouring factors, that is, it can be expressed as a linear combination of products in all of
which the arguments w1, ..., wn appear in the same permuted order wσ(1), ..., wσ(n). If there
are three or more factors then a given final order can be obtained by several distinct sequences
of exchanges. It is important that all these ways to reach the same final order yield exactly the
same result, for otherwise there would exist a linear combination of products, all in the same
order, which vanishes. Since ordered polynomials may be expressed as symmetrized polynomials
this would imply that a non-trivial symmetrized polynomial vanishes. Dividing this polynomial
by the lowest power of ~ found in the coefficients gives a polynomial that is non-trivial in the
classical limit and yet vanishes on all states, that is, a constraint on the phase space of the
classical limit which does not exist in the classical theory that we are quantizing.
Such spurious constraints do not arise in our quantization because the R matrix in the
exchange relation satisfies the quantum Yang-Baxter equation
12
R(w1 − w2)
13
R(w1 − w3)
23
R(w2 − w3) =
23
R(w2 − w3)
13
R(w1 − w3)
12
R(w1 − w2). (138)
(The overset numbers indicate the pair of spaces on which R acts in each case.) This is sufficient
to ensure that the result of a sequence of interchanges depends only on the final order. Thus,
the algebra A0 generated by the components s(w)ab on the real w axis (and the unit element 1)
subject to the exchange relations is the algebra of symmetrized polynomials in the components
of s(w), with a product which is abelian to order zero in ~, as can be seen from (117). More
precisely, the product of A0 is the symmetrized product plus order ~ and higher corrections
(as in (120)), where the symmetrized product of two monomials in components s is simply the
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product of all the factors s(wi)ai
bi of the two monomials averaged over all permutations of the
ordering of these factors.
The formal classical limit of this algebra, obtained by letting ~ go to zero in the coefficients
of the polynomials and in the definition of the product so that the algebra product reduces to
the symmetrized product, is the algebra of polynomials in the components of the classical line
group element, subject to no constraints. The Poisson bracket of this formal classical limit
is the ~ → 0 limit of the commutator divided by i~, and reproduces exactly the Sklyanin
bracket (79). The possible C valued functions sa
b(w), which are the values of the elements
of the classical limit algebra, are obtained from these algebra elements by evaluating them on
classical states, which are homomorphisms from the classical limit algebra to C.
The formal classical limit is not necessarily the same thing as a physical classical limit,
which is a sector of the full quantum theory, that is, a subset of observables with a corresponding
subset of states, that is described by a classical theory. In the case of the Geroch group we
expect the long wavelength sector, consisting of the modes of s with wavelength in w much
greater than ~, to be a classical sector in which the quantum Geroch group reduces to the
classical Geroch group. But this issue will be left to future research. Here we will be content
to sketch an argument showing that the formal classical limit reproduces the classical Geroch
group without additional constraints.
The algebra A0 also carries a ∗ operation defined by the reality condition (127), which
is compatible with the exchange relation. Taking the ∗ conjugate of the exchange relation
(111) and applying (137) one obtains the exchange relation (114). Two distinct exchange
relations would together imply that a non-trivial linear combination of the components of
s(w1)a1
b1s(w2)a2
b2 vanishes, leading to a spurious constraint in the classical limit. But in fact
(114) is equivalent to (111), so this does not occur. The equivalence of (114) with (111) means
that if two polynomials are identified via the exchange relation (111) then their ∗ conjugates
are also. In other words, (137) defines a ∗ operation on the equivalence classes of polynomials
which are the elements of A0. The consequence of the reality condition (127) in the formal
classical limit is that the matrix elements sa
b(w) are real.
Extending s(w) from the real line by analytic continuation to a strip about the real line
in the complex w plane extends the algebra A0 to A1, and adding the products (131) to the
algebra extends A1 to A2. The compatibility of the exchange relations among themselves, and
with the reality condition persists in this case. The minimal width of the strip in the complex
plane needed to for our formulation of the quantum Geroch group is ~. If this or any width
proportional to ~ is used the extension does not affect the classical limit. That is, the classical
limit of A2, like that of A0, is the commutative algebra of polynomials in the components
s(w)a
b ∈ R of the classical line group element along the real w axis. To reach this conclusion
we have used the fact that s(w+ iη) = eiη d/dws(w) according to our definition of the extension
of s off the real axis.
Now consider the unit quantum determinant condition (129). The classical Geroch group,
the SL(2,R) line group, is the surface in the space M2 smooth 2 × 2 matrix valued functions
s : R → R2×2, defined by the conditions that det s = 1. The classical phase space functions
that we are quantizing are polynomials in s(w)a
b on this constraint surface. Equivalently, they
are polynomials on M2, modulo the ideal formed by polynomials of the form (dets− 1)p, with
p a polynomial on M2.
In the quantum theory imposition of the constraint (129) reduces the algebra A2 of
On the classical and quantum Geroch group 45
symmetrized polynomials in the quantum matrix components s(w)a
b to the quotient of
this algebra by the two sided ideal I generated by qdets(w) − 1. But, by the exchange
relation (111), qdets(w) commutes with all matrix elements s(v)a
b ([Sam98] section 5.1,
[Mol03] sections 2.6 and 2.7). The two sided ideal thus consists entirely of elements of the
form (qdets − 1)p (expressed as a symmetrized polynomial), where p again is an arbitrary
symmetrized polynomial.
In the formal classical limit qdets(w) reduces to dets(w). The two sided ideal generated
by qdets(w)−1 thus becomes precisely the ideal that is factored out in the classical theory, and
the set of classical limits of quantum observables is precisely the set of classical observables.
Finally, one has to check that the ∗ operation is compatible with the quantum unit
determinant condition (129). In principle the ∗ conjugate of (129) could be a new, independent
condition, and even if (129) and its ∗ conjugate were classicaly equivalent, differing only to
higher order in ~, the strict imposition of both conditions would imply a spurious constraint on
the classical limit. But actually there are no further constraints on the classical limit because
the two conditions are equivalent: By (137) the ∗ conjugate of the quantum determinant (130)
is
[qdets(w)]∗ = s(w¯ + i~/2)2
2s(w¯ − i~/2)11 − s(w¯ + i~/2)12s(w¯ − i~/2)21. (139)
But the restriction (124) of the exchange relation implies that εbds(w¯ + i~/2)b
es(w¯ − i~/2)df
is antisymmetric in the indices e, f , and hence equal to qdets(w¯)εef . Therefore [qdets(w)]∗ =
−qdets(w¯) ε21 = qdets(w¯). It follows that the condition qdets(w) = 1 on a strip symmetric
about the real axis in the complex w plane is equivalent to the condition [qdets(w)]∗ = 1 on
the same strip.
Note also that this implies that the ideal I is ∗ invariant and therefore ∗ acts on the
equivalence classes that are the elements of the quotient A = A2/I, the algebra of observables.
∗ thus turns the full algebra of observables A, without constraints, into a ∗ algebra.
We turn now to the question of whether and how this quantum Geroch group is a symmetry
of quantum cylindrically symmetric vacuum general relativity.
4.2. The quantum Geroch group as a symmetry of Korotkin and Samtleben’s quantization of
cylindrically symmetric vacuum gravity
In [KS98b] Korotkin and Samtleben proposed a quantization of the phase space Γ∞ of
asymptotically flat cylindrically symmetric vacuum general relativity. They express their model
in terms of a factorization of M on the real w line:
M(w)ab = T+(w)acT−(w)bde∞ cd, (140)
with T+ defined on the upper half w Riemann sphere, T+(∞) = 1, and T−(w)bd = [T+(w¯)bd]∗.
e∞ is the asymptotic conformal metric in spacetime and the asymptotic value ofM as w → ±∞.
The condition at w = ∞ is not discussed in [KS98b], it is added here because it is necessary
for asymptotic flatness.
T+ and T− are the quantizations of complex 2×2 matrix valued functions of w, also called
T±, which factorize the classical deformed metricM according to the same relation (140). The
classical T+ has unit determinant, is holomorphic in the open upper half w Riemann sphere and
continuous at its boundary, the compactified real axis, and is equal to 1 at w =∞. T−(w)bd is
T+(w¯)bd. Such a factorization exist provided M is a Wiener function of w, that is, a function
with absolutely integrable Fourier transform plus a constant which is its asymptotic value.
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This follows from theorem 8.2. of [GK58], and an argument using Lemma 1 to demonstrate
det T+ = 1, because M is symmetric, positive definite and of unit determinant. Recall that
restricting M to Wiener functions is a natural definition of asymptotic flatness in cylindrically
symmetric vacuum gravity, as was discussed in subsection 2.3. When this hypothesys holds
the factor T+ is also a Wiener function, and is uniquely determined by M among continuous
functions up to right multiplication by a constant matrix that is unitary in orthonormal bases
of e∞.
The Poisson brackets of T+ and T− can be extracted from (72) by multiplying this equation
on the left by
1
T−1+ (v)
2
T−1+ (w) and on the right by
1
T−1− (v)
2
T−1− (w), and then equating the
positive(negative) frequency components in v and in w on both sides of the resulting equation.
The result is
{
1
T±(v),
2
T±(w)} = 1
v − w [Ω,
1
T±(v)
2
T±(w)], (141)
{
1
T±(v),
2
T∓(w)} = lim
ǫ→0+
1
v − w ± iǫ
(
Ω
1
T±(v)
2
T∓(w) +
1
T±(v)
2
T∓(w) Ω
t
)
, (142)
where the limit is taken in the sense of distributions.12
Korotkin and Samtleben postulate the exchange relations
R(v − w)
1
T±(v)
2
T±(w) =
2
T±(w)
1
T±(v)R(v − w), (143)
which quantize (141) in precisely the same way that (111) quantizes (79) (R is defined as in
(111)), and the exchange relation
R(v − w − i~)
1
T−(v)
2
T+(w) =
2
T+(w)
1
T−(v)R
′(v − w + i~) (v − w)(v − w − 2i~)
(v − w − i~)(v − w + i~) (144)
between T+ and T−, which quantizes (142). R
′ is the “twisted R matrix”, defined by
R′(u) = (u− i~/2)I + i~tΩ, (145)
or equivalently
R′(u)abc
d = (u− i~)δab δdc + i~δac δdb . (146)
These exchange relations imply that the quantum deformed metric M, defined as the
product (140) of T+ and T−, satisfies the closed exchange relation
R(v−w)
1
M(v)R′(w−v+2i~)
2
M(w) =
2
M(w)tR′t(v−w+2i~)
1
M(v)tRt(w−v)v − w − 2i~
v − w + 2i~ .(147)
This is easily seen to be a quantization of the Poisson bracket (72).
In the model of Korotkin and Samtleben M satisfies, in addition to the exchange relation
(147), quantum versions of all but one of the conditions that define the set of classical deformed
metrics corresponding to solutions in Γ∞, namely the reality, symmetry, positive definiteness,
and unit determinant conditions. Only the asymptotic flatness condition is not implemented in
their quantum model. (The requierment that the fields in the classical phase space be smooth is
imposed for convencience and, as is usual in quantization, is not imposed on the corresponding
quantum fields or expectation values.)
The quantum reality and symmetry conditions are straightforward: [M(w)ab]∗ =M(w)ab
andMab =Mba respectively, just as for the classical M. (Note thatM is defined only on real
12 Actually Korotkin and Samtleben [KS98b] define T± directly in terms of the geometry of the asymptotically
flat spacetimes, obtain their Poisson brackets from the action (11), and then show that M defined by (140) has
the Poisson bracket (72).
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w, even in the quantum theory.) The unit determinant condition is quantized by requiring that
T+ has unit quantum determinant:
1 = qdet T+ = T+(w + i~)1
1T+(w)2
2 − T+(w + i~)21T+(w)12. (148)
In the classical limit this ensures that detM = det T+(detT+)∗ = 1.13 The quantum positivity
condition requires that the expectation value ofMabrarb for any real 2-vector r be positive semi-
definite in any state ϕ on the ∗-algebra generated by T+ and T−. This condition is a consequence
of the existence of the factorization (140): Mabrarb =
∑
c r
aT (w)+a
c[rbT (w)+ b
d]∗e∞ cd, which,
because of the positivity of states, has expectation value ϕ(Mabrarb) ≥ 0. This guarantees
that M is positive definite in the classical limit because in this limit the condition detM = 1
excludes the possibility Mabrarb = 0.
The asymptotic flatness condition could be incorporated in the model of Korotkin and
Samtleben by postulating that T+ is a series in non-negative powers of 1/w, with order zero
term 1, like the generating function of a Yangian. However, Korotkin and Samtleben do not
implement asymptotic flatness in their quantum model in this way, or any other. In his thesis
Samtleben does present a power series in 1/w which naively converges to T+ in the classical
theory, (see eq. 3.82 of [Sam98]) but he points out that it does not do so in general. It seems
to us that if suitable falloff conditions on the geometry hold at spatial infinity then this series
might be an asymptotic expansion for T+. Later (p. 61 [Sam98]) he rejects a fundamental role
for an expansion of T+ as a power series in 1/w because it is not consistent with the analytic
structure of T+ in the classical theory, which does not in general allow an analytic continuation
to the lower half plane. (Of course this does not exclude the possibility of an asymptotic series
in 1/w for T+.)
Asymptotic flatness could also be implemented in the quantum theory by requiering that
the expectation value 〈T+〉 of T+ be a Wiener function with constant term 1, or that 〈M〉 be
a Wiener function with constant term e∞. In the classical limit these last two conditions are
equivalent and correspond to a definition of asymptotic flatness discussed in subsection 2.3.
The exploration of this proposal will be left to future work.
The question now arises as to whether the action M 7→ MG = sMst of the classical
Geroch group can be quantized in such a way that it is an automorphism of the quantum
theory of cylindrically symmetric gravitational waves of Korotkin and Samtleben. Here we
will find a particular quantization of the action which appears to satisfy this requierment. To
the extent that we are able to check, it preserves the structure of Korotkin and Samtleben’s
theory. Specifically, we show that the action (157), which is just the classical action with a
small “quantum” modification, does indeed preserve the exchange relations (147), as well as the
symmetry, reality, and positive semi-definiteness of M. We are not be able to check whether
the unit determinant conditions is preserved, because we have not found an expression for an
action of the Geroch group on T± corresponding to the action (157) on M. Indeed, we have
not been able to verify that the action even preserves the factorizabilty ofM into a product of
the form (140). Regarding asymptotic flatness, we have not checked that the action preserves
asymptotic flatness in the sense that the expectation value of M is a Wiener function. On
13 According to the definition (130) of the quantum determinant used in (129) this is the quantum determinant
of T+ evaluated at w + i~/2, and comparison with [KS98b] and [Sam98] eq. 5.23 shows that w in (148) is also
shifted by i~ with respect to the definition of qdetT+ used by Korotkin and Samtleben. This difference in the
definitions does not affect the condition imposed since both in [KS98b] and here the unit quantum determinant
condition is imposed at all values of w at which the quantum determinant is defined. The definition used in
(148) is adopted here so that qdetT+(w) is defined on the real w axis and the w upper half plane when T+ is.
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the other hand, asymptotic flatness is preserved if one adoptes the, in our opinion less natural,
definition that M is asymptotically flat if it is a formal series in 1/w with order zero term e∞,
and s is restricted to formal series with order zero term 1.
The difficulty of verifying that the quantum unit determinant condition in terms of T+
and T− is preserved is one reason that it would be interesting to formulate a unit determinant
condition directly in terms of M. Another reason is that such a formulation ought to make
it possible to express the quantum theory of cylindrically symmetric gravitational waves
entirely in terms of M, instead of T+ and T−, bringing it into closer correspondence with
the classical theory developed in section 2. It might also allow the theory to be extended to
non asymptotically flat fields, which could be useful for the quantization of null initial data
for vacuum GR in the absence of cylindrical symmetry [FR17]. But this project will be left to
future investigations.
Instead of postulating from the outset an action of the quantum Geroch group on M and
showing that it preserves the symmetry, reality, and positive semi-definiteness of the deformed
metric, M, and its exchange relation, we will make an ansatz for the form of this action, and
then show that the action (157) is essentially the only one among those of the ansatz that
preserves these properties of M. The ansatz for the action is
M(w)ab 7→ MG(w)ab = s(w + c1)acM(w)cd s(w + c2)bd, (149)
where c1 and c2 are complex constants to be determined. In addition, since the matrix elements
of s Poisson commute classically with those ofM it will be assumed that they commute in the
quantum theory.
We will find below, in Proposition 12, that this action preserves the exchange relation
(147) if c1− c2 = i~. The condition c1− c2 = i~ also implies that the action (149) preserves the
symmetry ofM: Recall that the exchange relations (111) reduces to (124) when the two spectral
parameters differ by i~, and that this implies that εbds(v+i~/2)b
es(v−i~/2)df is antisymmetric
in the indices e, f , for any v. This is true in particular if v = w + c with c = (c1 + c2)/2, so if
M(w)ab is symmetric in a, b then MG(w)ab is also, because s(v+ i~/2)[acM(w)cds(v− i~/2)b]d
vanishes.
The action of the Geroch group should also preserve the reality of M(w) on real w. If
c1 − c2 = i~ the reality of MG(w)ab requires that
s(v + i~/2)a
cM(w)cd s(v − i~/2)bd = [s(v − i~/2)bd]∗[M(w)cd]∗[s(v + i~/2)ac]∗. (150)
By the reality conditions on M and s, and the symmetry of both M and MG this reduces to
s(v + i~/2)a
cM(w)cd s(v − i~/2)bd = s(v¯ + i~/2)acM(w)cd s(v¯ − i~/2)bd, (151)
which holds identically if c is real, since then v = w + c is real.
If, on the contrary, c is not real (150) requires constraints onM and/or s which are absent
in the classical theory, and are thus not fulfilled by the quantum theory if it matches the classical
theory in the classical limit: Condition (150) is equivalent to the requierment that
(F (v)a
c
b
d − [F (v)acbd]∗)M(w)cd = 0 (152)
where
F (v)a
c
b
d ≡ s(v + i~/2)a(c s(v − i~/2)bd) (153)
If c is real then, by the same arguments that led to (151), the components of F are ∗ real,
so (152) holds. If c is not real and the components of F are not ∗ real then (152) becomes a
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non-trivial constraint on M. Dividing this constriant by the lowest power of ~ that appears
in it defines a constraint which is non-trivial in the classical limit. If c is not real, can the
components of F be ∗ real anyway? It turns out that it can be, but only if s is so constrained
that it makes no difference whether ℑc is zero or not. Let us assume that F is a tempered
distribution. Since the components of F (v) are ∗ real when v is real F˜ , the Fourier transform
of F , satisfies
F˜ (−k)acbd = [F˜ (k)acbd]∗ (154)
If we now suppose that the components of F are also ∗ real for some non-zero constant value
of ℑv = ℑc = η then F˜ must satisfy the additional equation
eηkF˜ (−k)acbd = e−ηk[F˜ (k)acbd]∗. (155)
From the two equations it follows that F˜ (k) is proportional to δ(k), that is, that F (v) is a
constant, independent of v. But in this case one might as well take c to be real, since its value
has no effect on the action (149) of the Geroch group on M. If the assumption that F is a
tempered distribution is dropped then there are non-constant solutions to F (v)a
c
b
d = [F (v)a
c
b
d]∗
for η = ℑv 6= 0, such as F ∝ exp(nπv/η) with n a non-zero integer. But such F would seem to
be excluded, at least near the classical limit, by the requierment that the action of the Geroch
group preserves the asymptotic flatness of the geometry. In the classical theory preservation
of asymptotic flatness requires that s(w) for large w approximate an orthogonal matrix of the
inner product defined by the asymptotic value e∞ of M, and thus that the components of F
be bounded as |w| → ∞. In sum, the preceding arguments strongly suggest that the action
(149) only preserves the reality of M if c is real.
Finally, c1 − c2 = i~ and c ∈ R also ensures that the positive semi definiteness of M is
preserved, because then for any real 2-vector r
MG(w)abrarb =
∑
d
ras(w + c+ i~/2)a
cT (w)+ c
d[rbs(w + c+ i~/2)b
cT (w)+ c
d]∗, (156)
which, by (125), has positive semi-definite expectation value on any state.
Note, however, that it is not obvious that actions of the form (149) preserve the
factorizability of M, that is, that MG is a product of negative frecuency in w factor, TG+ ,
and its ∗ conjugate, TG− . In particular, TG+ (w) is not s(w + c+ i~/2)T (w)+ because this latter
expression is not purely negative frequency in w. On the other hand it is plausible that,
in analogy with the classical theory, positive semidefiniteness, a quantum unit determinant
condition on M, and a quantum asymptotic flatness condition suffices to ensure the existence
of such a factorization.
When c is real it can actually be set to zero. The classical Geroch group is translation
invariant in the sense that if the function s(w) represents an element of the group, then the
function s(w + k) also represents an element for any constant k ∈ R. This also applies to the
quantum Geroch group to the extent that we have defined it: s(w + k) satisfies the exchange
relation, reality condition and unit determinant condition if s(w) does. But replacing s(w) by
s(w + k) everywhere of course does affect the expression for the action of the s on M, adding
k to the argument of each factor of s in (149).
If c1 − c2 = i~ and c = (c1 + c2)/2 is real, and is set to cero by shifting the spectral
parameter as we have just described, then c1 = i~/2 and c2 = −i~/2, and the action of the
quantum Geroch group becomes
M(w) 7→ MG(w) = s(w + i~/2)M(w)st(w − i~/2). (157)
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Clearly this reduces to the classical Geroch group action (78) in the classical limit.
Our claim is that this action preserves the exchange relations ofM as well as the symmetry,
reality, and positive semi-definiteness of M. That it preserves symmetry, reality, and positive
semi-definiteness has already been proved. We turn now to the proof of the invariance of the
exchange relation (147). We begin again with the ansatz (149) and show that (147) is preserved
provided that c1 − c2 = i~. It will only be proved that this last condition is sufficient, not that
it is necessary, although the demonstration suggests that it is.
The following lemma, which restates the two equivalent forms (111) and (114) of the
exchange relations for the s in terms of the twisted R matrix R′, will be useful. Note that
in the following a presuperscript t, that is tX , will once more denote transposition in space 1,
while a postsuperscript t will denote transposition in space 2.
Lemma 11 For any u, v, w ∈ C
t1s(v)R′(u)
2
s(w) =
2
s(w)R′(u)t
1
s(v) + (u+ v − w − i~)[t1s(v), 2s(w)] (158)
and
1
s(v)tR′t(u)
2
st(w) =
2
st(w)tR′t(u)
1
s(v) + (u+ w − v − i~)[1s(v), 2st(w)]. (159)
Proof: By (111)
R(v − w)1s(v)2s(w)− 2s(w)1s(v)R(v − w) = 0, (160)
with R(z) = zI − i~(Ω + I/2) for all z ∈ C. Therefore R(z) = R(v − w) + (z − v + w)I, and
R(z)
1
s(v)
2
s(w)− 2s(w)1s(v)R(z) = (z − v + w)[1s(v), 2s(w)]. (161)
But, by (145) R′(u) = −tR(−u + i~). Thus, setting z = −u + i~ and taking the transpose of
(161) in space 1 one obtains equation (158).
To demonstrate (159) recall that the exchange relation (114), which is equivalent to
equation (111), is obtained from (111) by exchanging spaces 1 and 2, and the spectral
parameters v and w. Thus
1
s(v)
2
s(w)R(z)−R(z)2s(w)1s(v) = (z − w + v)[1s(v), 2s(w)]. (162)
Equation (159) is obtained from this equation by setting z = −u+ i~ and transposing in space
2. Note that −Rt(−u+ i~) = tR′t(u).
We are now ready to prove the invariance of (147) under the action of the quantum Geroch
group.
Proposition 12 If c1 − c2 = i~, then MG as defined by (149) satisfies the same exchange
relation (147) as M does.
Proof: We wish to evaluate the effect of substitutingMG forM in the exchange relation (147).
To this end the left side, L, of (147) with MG in place of M will be rearranged until it takes
the form of the right side of (147), with MG again in place of M, plus remainder terms which
will be seen to vanish when c1 − c2 = i~.
According to (149)
L ≡ R(v − w)
1
MG(v)R′(w − v + 2i~)
2
MG(w) (163)
= R(v − w)1s(v + c1)
1
M(v)t1s(v + c2)R′(w − v + 2i~)2s(w + c1)
2
M(w)2st(w + c2). (164)
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As a first step the order of the factors in the middle of the expression is reversed using Lemma
11, putting v+ c2, w+ c1, and w−v+2i~ in place of v, w, and u respectively in equation (158):
L = R(v − w)1s(v + c1)
1
M(v)2s(w + c1)R′(w − v + 2i~)t1s(v + c2)
2
M(w)2st(w + c2)
+(c2 − c1 + i~)R(v − w)1s(v + c1)
1
M(v)[t1s(v + c2), 2s(w + c1)]
2
M(w)2st(w + c2). (165)
Recall that the matrix elements of s commute with those of M. By exchanging such matrix
elements the first line of the preceding expression can be written as
R(v − w)1s(v + c1)2s(w + c1)
1
M(v)R′(w − v + 2i~)
2
M(w)t1s(v + c2)2st(w + c2) (166)
Now the exchange relation (111) may be used to reorder the first three factors, and then (147)
to reorder the four middle factors, yielding
2
s(w + c1)
1
s(v + c1)
2
M(w)tR′t(v − w + 2i~)
1
M(v)tRt(w − v)t1s(v + c2)2st(w + c2)v − w − 2i~
v − w + 2i~ (167)
Next, the order of the last three factors is reversed using equation (114) transposed in both
space 1 and space 2, and factors of s and M are interchanged, with the result
2
s(w + c1)
2
M(w)1s(v + c1)tR′t(v − w + 2i~)2st(w + c2)
1
M(v)t1s(v + c2)tRt(w − v)v − w − 2i~
v − w + 2i~ (168)
Finally, (159) is used to reverse the order of the middle factors again, producing also another
commutator term:
L =
2
s(w + c1)
2
M(w)2st(w + c2)tR′t(v − w + 2i~)1s(v + c1)
1
M(v)t1s(v + c2)tRt(w − v)v − w − 2i~
v − w + 2i~
+(c2 − c1 + i~)
{
R(v − w)1s(v + c1)
1
M(v)[t1s(v + c2), 2s(w + c1)]
2
M(w)2st(w + c2)
+
v − w − 2i~
v − w + 2i~
2
s(w + c1)
2
M(w)[1s(v + c1), 2st(w + c2)]
1
M(v)t1s(v + c2)tRt(w − v)
}
. (169)
If c2 − c1 + i~ = 0, then only the first line remains, so
L =
2
MG(w)tR′t(v − w + 2i~)
1
MG(v)tRt(w − v)v − w − 2i~
v − w + 2i~ , (170)
which is precisely the right side of (147) with MG in place of M, proving the claim of the
proposition.
5. Open problems and possible directions for further work
The quantization of the Geroch group presented here is by no means complete. Many open
problems, large and small, have been indicated in the text. Here we summarize the main ones.
The first problem to resolve is to complete the verification that the action of the Geroch group
is indeed an automorphism of the observable algebra of the gravitational theory. If this is not
so there would be little point to resolving the remaining issues. As a minimum one would have
to demonstrate that the action preserves the quantization of the unit determinant condition
on the deformed metric M. This could be done either by defining an action of the quantum
Geroch group on T+ and showing that it preserves the quantum determinant of this object,
or by expressing the quantized unit determinant condition directly in terms of the quantum
deformed metricM, and verifying that that the action onM preserves this condition. The issue
of asymptotic flatness should also be addressed, but can perhaps be avoided. Since Korotkin
and Samtleben’s theory treats asymptotically flat fields, an automorphism of this theory has to
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preserve asymptotic flatness. To do this asymptotic flatness must first be defined precisely in
the quantum theory, perhaps working out one of our proposals. A way to avoid this issue, which
might actually be more interesting, is to extend the theory of quantum cylindrically symmetric
vacuum GR to non asymptotically flat fields. This could be done either by extending the
definition of T+ beyond the asymptotically flat context, or by expressing the theory entirely in
terms of M. Most interesting of all would be a quasi-local formulation, in which the theory
can be formulated on any compact causal diamond without regard to what happens at infinity
at all. Such a formulation would be relevant to the problem of quantizing null initial data
in full GR without cylindrical symmetry [FR17]. Expressing the quantization of the classical
condition detM = 1 directly in terms of the quantized M seems the most direct route to such
a formulation.
Another important issue is the connection of the present theory of the quantum Geroch
group with the results of Korotkin and Samtleben on the generators of the Geroch group
in the algebra of gravitational observables [KS97][KS98b][Sam98]. In particular, one would
have to develop the “infinitesimal” quantized Geroch group, that is, the quantized Lie algebra
corresponding to the quantized Geroch group, and also the action of this quantized Lie algebra
on gravitational observables corresponding to the action of the quantum quantum Geroch group
presented in the present work. Then one could attempt to quantize the classical expression given
in [KS98b] for the non-abelian Hamiltonian [BB92] corresponding to a given algebra element so
that the action on gravitational observables defined by this non-abelian Hamiltonian coincides
with the direct action of the Lie algebra element.
To complete the quantization of the Geroch group, and of cylindrically symmetric vacuum
GR, there remain the related tasks of defining rigorously the algebras of observables, possibly
by working out in detail the structure outlined in Subsection 4.1, and of finding Hilbert space
representations of these algebras. A representation of the gravitational observables has already
been proposed in [KS98a] but it has not been demonstrated that the inner product on the state
space of this representation is positive definite. An attempt to prove this would be a logical
first step in the search for Hilbert space representations.
Looking beyond cylindrically symmetric vacuum GR, it would be interesting to extend
our results to cylindrical symmetry reductions of theories of gravity coupled to various forms
of matter. Korotkin and Samtleben’s quantization of cylindrically symmetric vacuum gravity
extends to many such models, in particular to maximal supergravity [KNS99]. We expect that
our results could also be extended to this context.
Finally, one might try to extend the model of quantum cylindrically symmetric vacuum
gravity by relaxing some of the conditions imposed on the field. The quantization of cylindrically
symmetric vacuum GR can serve as a guide to the quantization of null initial data in full vacuum
GR, without cylindrical symmetry. The Poisson brackets between data on a null hypersurface
are non-zero only betwen data on the same null geodesic generator of the hypersurface, because
all points lying on distinct generators are spacelike separated. Roughly speaking the Poisson
algebra of initial data breaks up into a sum of Poisson algebras each associated with a generator,
and this Poisson algebra is essentially the same as that of the same data on a radial null geodesic
through the axis in a cylindrically symmetric spacetime. (See [FR17]) for a detailed discussion.)
However, regularity on the axis of the cylindrically symmetric solutions treated in the present
work fix some of the null initial data. In particular, regularity at the axis fixes the conformal
factor Ω in the reduced spacetime metric, and also implies orthogonal transitivity which fixes
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the two twist constants ([Chr90] and [Wald84] Theorem 7.1.1.). It would be interesting to
extend our results to a theory in which these degrees of freedom have been restored.
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