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SUMMARY 
This report examines the applicability of computer-aided design 
to the configuration of an army helicopter instrument panel. Two 
facility allocation algorithms, CRAFT and PLANET, were adapted to 
this purpose. Rotary wing aircraft instrumentation has not kept 
pace with the use of the helicopter and advancements in helicopter 
performance. This lack of instrumentation improvement does not allow 
the full utilization of the unique flight characteristics of the 
helicopter. The instrumentation problem that is studied in this 
report is the arrangement of instruments on the panel by use of 
computer-aided design. Since the current techniques are artisan in 
nature, computer-aided design offers an approach that can extend the 
engineer's problem-solving arm. The computer algorithms which have 
been used are readily available from their normal use in plant layout 
problems and require only minor modification to be used in laying 
out instrument panels. The design criteria used for the panel lay-
outs was the minimization of pilot eye movement. This criteria 
readily fits into the context of the computer algorithms. Results 
from this research indicate that facility allocation algorithms with 
the eye movement optimization criteria offer a powerful tool for the 




Purpose of the Research 
Rotary wing aircraft have become more .important to military 
operations since the Korean War, until now where they are an integral 
part of the logistics team as well as the combat fighting force. A 
likewise development in the civilian community has brought the heli-
copter into everyday life, as police patrol, cropdusters, traffic 
reporters, and intra-city transportation. Even though there has been 
a quantum jump in the use of rotary wing aircraft over the past twenty 
years, the man-machine coupling through the cockpit instrument layout 
for the helicopter has not kept pace. Techniques are currently sub-
jective and artisan in nature. As with the development of the heli-
copter, computer technology, for design purposes has also made vast 
strides in the past two decades. In the field of industrial and system 
engineering, there exists a large number of facility allocation algor-
ithms used for plant layout type problems. The purpose of this study 
is to evaluate the usefallness of three of these algorithms, CRAFT, 
CORELAP, and PLANET, when applied to the instrumentation problem for 
a standard army helicopter. 
Problem to be Studied  
The instrumentation problem for rotary icing aircraft is a many 
faceted question and is one that is shown to involve both control and 
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display (23) . Display can be broken down to such categories as instru-
ment design, heads up display (HUD), heads down display (HDD), panel 
layout, and others. However, panel layout design will be the area of 
the instrumentation problem that will be studied here because it fits 
into the context of the computer algorithms and does not require a 
technical knowledge of instrument theory and design. To lessen the 
problems of standardization and data collection, a standard army heli-
copter instrument panel (SAHIP) (Figure 1) for a UH-1B helicopter will 
be used. Therefore, using the shape and size of the example instrument 
panel and its associated complement of instruments, the problem to be 
studied here is how applicable is computer-aided design to a SAHIP. 
There has been very little work done on this specific problem; 
Bartlett (4) showed the feasibility of this approach. However, there 
has been considerable research in computer-aided design and the instru-
mentation problem on an individual basis both by government agencies 
and civilian institutions, but very little effort has been expended 
into the realm of computer-aided design of instrument panels. 
Figure 1. UH-1 Cockpit 
CHAPTER II 
CURRENT TECHNIQUES, PRAGTICES AND KEY 
DESIGN CRITERIA FOR A SAHIP 
Constraints of the Army Requirement and Procurement System  
At the present time, control panel layout design is in a tran-
sitional stage, especially for army helicopters. The full utilization 
of the rotary wing concept is severely hampered by the outmoded instru-
mentation that is being used. The instrumentation that is used was 
designed for conventional fixed-wing aircraft and does not allow the 
helicopter to fully utilize its unique flight envelope, the real bonus 
(22) 
obtained from rotary wing flight. 
This transitional stage of layout design is not linked so much 
to the lack of theory, knowledge, and practical tools, as it is to the 
lack of strong requirements, the interaction between requirements, and 
the procurement system and the doctrine that has developed in aviation 
from just before World War II to the present. The state of the art is 
on the brink of implementing new ideas, concepts, and procedures with 
the traditional and doctrinal approaches, already in use, to produce 
a well defined methodology for solving the panel layout problem. 
However near panel layout design is to a new methodology, it is 
still saddled with the traditional technicues, practices, etc., that 
are used on a day to day basis. To better understand the current pro-
cess of panel design, it is necessary to first understand the 
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constraints of the system that procures army aircraft. 
In most cases, there is an initial requirement generated within 
various channels for a certain type of aircraft with specific capa-
bilities. This requirement is given to civilian contractors for pro-
posed designs and prototypes generally after a program manager and 
budget are set. At other times, however, the contractors come to the 
army with their own proposal. The program manager, an army officer 
with an independent charter from the highest levels of command, is the 
man that interprets -equirements, capabilities, limitations, and is 
the authority with whom the civilian contractor must deal. He is not 
bound to advice from any technical command in the army, but he seeks 
information based on hard facts, which tends to place an amount of 
personal bias (into the final product). 
The budget that the program manager has to work with is usually 
very tight and he is bound to keep costs low and make savings where 
possible; this is the overriding consideration in most instances. An 
associated constraint of the budget is the workload analysis of the 
pilot and other crewmembers; the funds for this type of study must come 
out of the program manager's budget, which severely limits depth of 
information gathered to meet actual requirements in past history. 
Traditionally, aircraft procurement is centered around well docu-
mented requirements for performance, this tendency puts the emphasis on 
aircraft performance and not on instrumentation. To gain more consider-
ation in the area of instrument panel design, etc. continuing emphasis 
is being placed on the need for better instrumentation to the program 
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managers through the technical commands of the army. Also, since the 
army not only buys specific pieces of equipment but spare parts, 
special tools, and training packages, the cost of a specific item is 
much greater than buying a commercial model with a warrantee, as other 
services do. The net effect is a lower level of performance from the 
equipment purchased, which makes new requirements for more sophisti-
cated gear difficult to obtain because of the associated high cost. 
The above constraints are those on the system, but there are 
others which pertain directly to the instrument panel. First, there 
are army regulations that require specific primary instruments and 
radios for different types of aircraft. Second, in the requirements 
list for the aircraft there may be a special mission device that must 
be installed, such as a night vision device or weapons sight/actuator 
system. Another constraint that plays an important role is the avail-
ability of instruments and radios from commercial manufacturers in the 
quality, quantity, size, shape, weight, capability, and cost required. 
And finally, the constraint of area available for the panel layout. 
Since aircraft are presently designed around aerodynamic qualities 
such as speed, load capability, endurance (range), serviceability, 
with priority over the pilot's ability to perform the assigned mission, 
the panel layout design is given certain depth, area, shape, and weight 
restrictions by the aeronautical engineer, and the panel designer must 
plan the layout to meet those requirements. 
Taking into consideration all the above-mentioned constraints 
on the panel layout, the design practices can be viewed in proper 
perspective. The current design technique can best be described as a 
"jury" system, and it should be noted that the instrument panels of 
current operational army helicopters were designed by the contractor 
and then accepted by the army. 
The jury system consists of several artisan designers, armed 
with the constraints of area available, army regulations, military 
specification for the particular aircraft, instruments available and 
previous experience making a cockpit mock-up and then using paper and 
cardboard cutouts to come up with several designs using current doctrine 
such as the basic "T". The basic "T" is the traditional pattern used 
for fixed-wing aircraft instrument panels that places the basic flight 
instruments of airspeed, attitude, altitude, and heading into a "T" 
configuration. Airspeed, attitute and altitude are in a row with the 
heading instrument placed under the attitude instrument. The con-
tractor's staff of test pilots and the program manager are then brought 
in for a "trial", and any changes are produced by "tuck and fit" on the 
mockup. Minor changes may be made in the test flight program, but the 
"jury" system prevails for instrument panel layout design. (13) 
New Methodology  
As stated before, instrument panel design is in a transitional 
state. This metamorphosis of design techniques was precipitated by 
the more complex aircraft components and a variety of strenuous mission 
assignments. This new methodoloc .v also considers the entire cockpit 
interior including special mission devices, pircraft controls, =or 
protection, and survival gear. his new concept of design was patterned 
after a JANAIR (Joint Army Navy Aircraft Instrumentation Research) 
8 
research program and designed to maximize effectiveness and simplify 
airborne operation. 
This methodology is a systematic technique of breaking down 
information requirements to lower levels starting with the mission 
requirements, aircraft configuration, and specific avionics package. 
Each critical mission area is identified and broken down into its com-
ponent items from the mission analysis. Each mission item is then 
broken down into functions or tasks and these tasks are then analyzed 
for necessary actions and decisions to identify control and display 
requirements. In this early design phase, it is paramount that all 
participating contractors and government agencies are made aware of 
cockpit requirements before starting the design of the aircraft to 
preclude conflicts between cockpit and aircraft. 
A mock up is then made of the instrument panel for sizing, 
arranging, and evaluating the specifications. This preliminary mockup 
phase is followed by a pilot time-based workload evaluation. Then a 
final full scale mockup. Figure 2 shows the major phases of a cockpit 
configuration. The pilot time based workload analysis is made up of 
a Matrix Analysis and a Time Load Analysis. The Matrix Analysis uses 
a matrix format and provides a detailed look at instruments and displays 
to make sure they are related to a specific mission requirement (Figure 
3). The time load analysis is used to determine the operability of 
the proposed layout by examining pilot tasks against time in a mission 
context and the attention required to accomplish the task. Then a 
final full scale mockup is produced which is then integrated into the 
aircraft's airframe structure. (19) 
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Major Phases of the Study  
For analysis and documentation purposes, several major phases have 
been identified as follows: 
Phase 1. Mission Requirements Analysis. This activity consisted of 
an analysis based upon the mission, aircraft, and equipment 
data furnished by the Goverment. 
Phase 2a. Functions/Task Analysis. This is a further breakdown of the 
major areas identified in the mission analysis. The functions/ 
necessary to accomplish the mission. 
2b. Preliminary Mockup. This consists of "CORE FOAM" and card-
board utilized primarily for analytical purposes in sizing, 
arranging and trading off C/D layouts. 
Phase 3. Matrix Analysis. For this analysis, each function/task 
identified in the functions analysis is subjected to indivi- 
dual analysis for display, control, and implementation 
analysis. 
Phase 4. Time Based Load Analysis. This analysis evaluates the 
operator load in accomplishing the mission requirements. 
Phase 5. Final Mockup. This is a full-scale mockup that can be used 
to show the generic cockpit configuration. It containt photo-
graphic prints of the control display units on the instrument 
panel and the center and overhead consoles. (Four Required) 
Figure 2. Phases of Study 
The results from the research being conducted is intended to be 
used in Phase 2b and Phase 5 of the new military methodology to provide 
the panel designer with another tool in configuring panel layouts. 
This will allow him to consider many more layout configurations and 
to conduct a parametric analysis of instrument positions if a new 
instrument is introduced with no previous data. 
MATRIX ANALYSIS* 111. SUMMARY OP C/D MECHANIZATION ANAL•OBSERVER TASKS 	 ***MB* 
I 	 I 	CONTROLS I 	 I 	 DISPLAYS 
	
I I 
 	I I 
ROT— ALT/ MON CONT ••• 	1 I 	VSO HSI) NAY ENO SEWS WARN •*• 	I I 
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0003 ACQUIRE ORG TO DONNED X WENT ROTARY X 	X.• .NAY CDU 
A/C 
0004 ACQUIRE SCOUT A/C VIS- NONE NONE 
UALLY 
0 0 05 ACTIVATE CIRCUIT X PUSHBUTTON NONE 
DREALERS 
0006 ACTIVATE LASER X TOGGLE X SWITCH POS 
0002 ACTIVATE LASER TRACKER X TOGGLE X SWITCH P05 
CODE ACTIVATE READOUT X PUSHBUTTON X SWITCH POS 
SNITCH 
0009 ADD SYMBOLS X PUSHBUTTONS X 	 X 	X.• •SWITCH P05 
0010 ADJUST ANTI 	COLLISION X TOGGLE X SWITCH POS 
0011 ADJUST AUDIO X CONTINUOUS NONE 
ACTION 
0012 ADJUST AUDIO GAIN X CONTINUOUS NONE 
ACTION 
0013 ADJUST 00[SM-a ZERO X CONTINUOUS NONE 
ACTION 
00111 ADJUST CONTRAST X CONTINUOUS NONE 
ACTION 
0015 ADJUST DEFOGGING X TOOGLE X SWITCH POS 
0016 ADJUST DIOPTER X NONE 
0017 ADJUST DISPLAY BALANCE X CONTINUOUS NONE 
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000411 
Figure 3. Matrix Format 
CHAPTER III 
COMPUTER-AIDED DESIGN' 
Computer-Aided Design  
Computer-aided design is a technique used in the overall design 
process to increase the effectiveness of the designer. By its very 
nature, computer-aided design means a close relationship between man 
and the computer by various means, such as visual displays (graphics), 
terminal keyboards, computer printouts, and other means. This man-
computer interface has proven an extremely effective tool in all types 
of design problems. Architectural and aircraft designers have been 
prime proponents of computer-aided design, however many fields are 
using it on a daily basis. 
Computer-aided allows a design engineer to test many more ideas 
and configurations than was possible by manual means, and enables him 
to rapidly see the effect of a hypothesis and modify the hypothesis 
accordingly. This capability fits directly into the "iterative design 
process" (Figure 4). This procedure is normally used because a design 
cannot be synthesized directly, but it is possible to analyze a trail 
design, vary the inputs, and converge on a solution. Each time a pass is 
made in the design loop, the design is closer to the optimum. 
Computer-aided design permits the designer to make many more passes in 
the design loop, therefore providing a better and quicker solution. 
This is the thrust behind testing the facility allocation algorithms 
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for instrument panel design. Currently, only a few configurations 
can be analyzed, whereas, computer-aided design could allow the panel 
designer to analyze many more configurations. (18) 
REQUIREMENTS 
HYPOTHESIS ANALYSIS RESULTS 
CHANGE  EVALUATION 
Figure 4. Iterative Design Process 
General Nature of the Algorithms  
The algorithms that are being analyzed in this study are CRAFT, 
CORELAP, and PLANET. Each of these facility allocation algorithms has 
been implemented successfully on a variety of industrial plant layout 
type problems. CRAFT and CORELAP have found rather wide use and accep-
tance in the industrial complex, while PLANET was recently developed at 
Georgia Institute of Technology. Even though there exists mathematical 
formulation for the layout problem, a c=putationally feasible algor-
ithm for producing an optimal solution still is in the offering. These 
algorithms were developed because of the increased size and complexity 
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of the layout problem. Traditional layout techniques were unable to 
handle the growing number of departments involved, the many complex 
material flow patterns, and the large volume of data to be analyzed. 
These heuristic computer algorithms are able to handle the enormity 
of the problem, and provide a solution to the layout problem, even 
though they do not guarantee optimality. (7,14) 
CRAFT CRAFT 
CRAFT (Computerized Relative Allocation of Facilities Technique) 
was one of the original models to be developed for the plant layout 
problem, and takes the heuristic approach by starting with an initial 
layout (provided by the designer) and iterating by exchanging two 
departments, which best improves the layout, until an exchange provides 
no improvement in design. Improvement in design means that the handling 
cost layout is decreased. Handling "cost" is determined by 
distance moved, the cost of material flow, and the volume of material 
flow. (7,14) 
Input for CRAFT can be summarized into three categories which 
correspond to the three quantities necessary to compute the handling 
cost, initial layout, matrix of handling costs between each pair of 
departments, and matrix of material flow. Once these are stored in 
the computer, the program runs as depicted in Figure 5. Departmental 
exchange can occur if both departments are the same size, and have a 
common side, both departments have a common side with a third depart-
ment. The procedure for choice of exchanges is made by the user as 
shown below: 
1. Both Departments are the same size. 
and the initial layout 
can be exchanged 
Print revised layout 
cost for given layout 
Read in volume and cost matrices 
Determine which departments 
Calculate department centers 
and distance between centers 
Calculate the total handling 
Make best exchange 
A 






< Stop > 
Yes 
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Figure 5. General Flow for CRAFT Program 
2. They have a common border. 
3. They both border on a common third department. 
The first two conditions are used for a "two department" exchange 
while the third involves a "three department" relayout. CRAFT offers 
the user the choice of which of the exchanges is to be used: 
1. Two department moves only. 
2. Three department moves only. 
3. Two department moves followed by three department moves. 
4. Three department moves followed by two department moves. 
5. Choose best of two or three department moves at each iteration. 
The output of CRAFT contains the input data, a matrix which is 
the product of matrix multiplication of the cost and volume matrices, 
the final layout, and intermediate layouts if the designer indicates 
this option. CRAFT can be used to quantify the material handling cost 
of a layout produced by another method, thus it can be used to assist 
in comparison. (1 ' 7) 
CORELAP  
The second algorithm to be considered is COmputerized RElation-
ship LAyout Planning, otherwise known as CORELAP. It is a digital 
computer program that was designed to produce a layout of departments 
without requiring an initial spatial input, as in manufacturing pro-
blems where COFEL=2 permits the establishment of departmental areas 
before a building configuration is made, and to do this economically. 
CORELAP is a path oriented algorithm that builds up a layout by addirc - 
 one department at a time in a systematic -:;ay until the final layout 
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is achieved. The same final layout will be produced from the same 
input data. 
The input for CORELAP consists of four components, the number 
of departments, data from the Relationship Chart (REL), a table of 
area requirements for each department included in the REL, and the 
maximum length to width ratio of housing for the layout of departments. 
This variable input data is used in producing the reference files that 
are used in the main part of the computer program. (16) 
There are basically two questions that make up the main portion 
of the algorithm. These are: 
1. Which department will enter the layout next? 
2. How is this department entered? 
The department with the highest total closeness ratio (TCR) is entered 
into the layout and placed in the center of the building. This depart-
ment is designated the "winner." Next, a search is initiated in REL 
matrix to find a "candidate" that has an "A" highest closeness rating 
with this department. The higher TCR value is used to break any ties 
between candidates. The department that is chosen is placed in the 
layout, recorded by name, and designated "victor." The algorithm looks 
for other candidates with "A" ratings with the previous winner and 
places them in the layout. If an "A" rating cannot be found, then all 
the "victors" are checked to see if they have an "A" rating with a 
candidate. If one is found, the "victor" is designated the "winner" 
and the candidate is entered into the layout. If an "A" rating cannot 
be found between the "winner" or any "victor", then the closeness 
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rating is decreased and the search continues. 
A "sweep routine" places the "victor" into the layout by examin-
ing the layout for available space next the the winner. If space is 
available the victor is placed here. If space is not available next 
to the "winner", available space is sought one step at a time further 
away from the "winner." 
The output from CORELAP is a layout matrix that represents a 
block plan layout. The location of the departments is indicated by 
printing a two-digit number code for the department in each of the 
unit squares that it occupies. Zeros are used to indicate unused 
squares. Intermediate layouts are printed each time a department 
enters the layout in the same fashion as described above' 
16) 
PLANET II 
PLANET II was developed at Georgia Institute of Technology by 
Deisenroth (7) from previous work done by Gani, to provide a spatial 
arrangement of activity areas or departments within facilities. The 
intention behind the development of PLANET II was to produce a design 
with a "low" material handling cost that would give a layout in the 
initial design mode that could be adapted into a logical configuration 
by the layout designer. This program was not intended to produce a 
total design for a facility nor does it select the best layout avail-
able. It is to be used as an interactive tool to aid the design 
engineer in solving the layout problem, since nonquantitative factors 
usually constrain the selection of the layout to be used. 
Input for this program is composed of five different types of 
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cards which can be divided into three categories, run data cards, 
departmental requirements cards, and flow specification cards. The 
run data card specifies layout name, number of departments, size of 
unit block, and program options. Departmental cards, one per depart-
ment, supplies the name of the department, department identifier, area 
requirements, and placement priority which is an option. Flow speci- 
fication cards contain information on material flow within the facility. 
There are three different formats that can be used, parts lists cards, 
from-to chart cards, and penalty matrix cards. 
First, the program transform the input data into a usable form 
before preceding the main algorithm. To construct the spatical arrange-
ment, the algorithm asks two questions until assignment of all depart-
ments is complete: first, what department should be selected next; 
second, where should it be placed? Unlike CRAFT, PLANET II does not 
require an initial layout, since the program enters one department at 
a time. Departments are selected by one of three methods: 
A.) "Highest flow between cost" for the first pair, then highest 
cost between a department available to enter and one already in the 
layout. 
B.) Identical with A for the first pair, then each succeeding 
department is chosen by relating each available department to all 
departments in the layout, then selecting the department with highest 
flow cost as compared to all those in the layout. 
C.) A flow between chart is constructed which gives cost from 
one department to each of the others, then each element of the row is 
added together to obtain a total department cost and then the departments 
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are ranked in order of highest total department cost; departments are 
entered in order of ranking. Departments are placed in the layout to 
maintain a low materials handling cost. The first two are placed side-
by-side in the middle of the layout; the remaining departments are 
placed to increase the handling cost by the smallest amount. In this 
procedure, the perimeter of existing layout is associated with entrance 
cost, so the minimum cost point is searched for on the perimeter. This 
point is used as an approximation of the center of the department that 
entered. This method of placement produces a spiral-like layout as in 
Figure 6. 
Figure 6. The Spiraling Routine 
Placing Department 
Blocks 
The output of PLANET II provides a listing of the input data 
for verification, printout of the Ftrom-To chart and flow-between cost 
chart, and printout of each of the ffnaL Layouts produced by the three 
different selection methods as described above.(7) 
Constraints and Limitations  
Each of the algorithms being studied here have special operating 
considerations, based on their structure. These special operating con-
siderations take the form of constraints on the designer and his pro-
blem or limitations of the program. For purposes of this study, no 
difference will be made between the different forms of operating con-
siderations. The following is an overview of each of the algorithm's 
constraints and limitations as the program would be generally used, and 
not orientated towards panel design. 
CRAFT's limitations as listed below seem rather lengthy indeed. 
However, this program has proved very successful in application and 
competition with other algorithms. (8) 
Constraints and Limitations of CRAFT  
1.) Requires hand adjustment (output not directly usuable). 
2.) Program tends to be "shortsighted," may not find best 
answer by switching only two or three departments at a time. 
3.) Department switches must be 
A.) the same size 
B.) adjacent to each other 
C.) border on a common department 
4.) Input data needs careful structuring. 
5.) Letter designation is cumbersome. 
6.) Requires a starting solution. 
7.) Better adapted to rearrangernts. 
8.) Undesirable relationships are not accounted for. 
9.) Limited to 40 departments. 
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Constraints and Limitations of CORELAP  
1.) Cannot specify fixed activity locations. 
2.) Does not calculate cost. 
3.) Limited to 45 departments. (2) 
The list of constraints and limitations for CORELAP is short compared 
to the list for CRAFT, but historically hasn't produced quite as good 
results in the final layout as CRAFT. (8) However, there has only been 
a few studies done in this area. PLANET II has several constraints and 
limitations that are important: 
1.) Needs actual application and experimentation. 
2.) Distances computed by rectilinear measurement in finding 
material flow cost. 
3.) Material handling as controlling factor which emphasizes 
transition sequence and expected volume of flow. 
4.) Input data needs structuring. 
The most significant one appears to be the first. Only practice 
with and experimentation on can prove the worth of the program. The 
above is a capsulated view of the constraints and limitations of the 
three different algorithms, the impact of the above information will 
be seen in Chapter IV, which describes the application of the algorithms 
to the problem. 
The following is a table of combarison of the algorithms. 
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Design Criteria  
Finding appropriate criteria for analyzing the man-machine inter-
face is always a significant problem. Suitable criteria are not always 
available or the traditional ones are not appropriate in the particular 
instance. When an operations research technique is applied to the 
behavioral problem of the man-machine interface, a new dimension is 
added to the criterion problem, the criteria must be able to be trans-
lated into mathematical language. This requires that the criteria used 
must be a composition of behavioral significance and operational feasi-
bility. 
Since computer-aided design is being applied to the instrument 
panel layout problem, the criterion that is used must be operationally 
compatible with that technique and suitable information must be avail- 
(10) 
able. Dorris 	discusses various design criteria appropriate to the 
instrument panel layout problem. These include: 
A.) McCormick's Principles: 
1.) Combonents should be arranged with regard to their 
importance to the system objectives. 
2.) Frequency-of-use should be considered. 
3.) Sequence of use should be considered. 
The criterion problem is very important when applying an 
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operation research methodology to a behavioral problem. Suitable 
criteria are not always available or the traditional ones are not 
appropriate in the particular instance, so that the criteria used must 
be a composition based on behavioral significance and operational 
feasibility. 
B.) Freund-Sadosky "Utility Cost" Concepts: 
1.) Product of distance measures and fixation frequency. 
2.) Product of probability of transition and sum of the 
distances from the center of the instrument location to center of 
every other location. 
C.) Clement, Lex, and Graham: 
1.) Locate centrally those displays having the highest 
probability of fixation. 
2.) Locate peripherally adjacent to the center of those 
displays having highest link values with central display. 
3.) Locate peripherally remote from the center those 
displays having lowest link values. 
D.) Hitchings, Freund and Sadosky: 
1.) Minimization of total eye movement. 
It is this last criterion that was adapted for use in this study. 
It is readily adapted into the frame work of facility allocation algo-
rithms and the information available. Since these algorithms try to 
minimize material handling costs, thus by viewing link values between 
instruments as the cost in the facility allocation programs, the Pro-
gram then operates to rinimize eye movement. rfhe lower the cost of 
the layout, the smaller the aunt of eye movement. Applying these 
heuristic computer techniques with the minimization of eye movement 
criterion allows the panel designer to handle realistic layout problens 
that can not be solved by optimal producing methods such as used by 
Dorris. (10) 
Adaptation of Computer Algorithms  
General  
The adaptation of the candidate algorithms to instrument panel 
layout design was accoffplished with little difficulty. The "link" 
values obtained from the army eye movement study (22) were "two-way 
link values." To fit this type data into an appropriate input form 
for the candidate algorithms, the link values were divided by two as 
an approximation to one-way link values since one-way link values were 
not available. Link values for the instruments associated with a 
fixation point involving several instruments were each given the value 
associated with that fixation point. 
Instrument dimensions and associated data were obtained from 
direct measurement from an actual instrument panel installed in an 
aircraft. The squares obtained in the output of the computer programs 
loses no generality since most instruments are housed in square packages 
even though a round dial is used as the instrument face. For the instru-
ments that are actually round without a housing, a circle inscribed 
within the square satisfies the need of position and center of mass 
(Figure 7). 
CRAFT  
CRAFT was readily adapted to the panel layout problem. Of the 
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three programs used, the input preparation for CRAFT was the most time 
consuming, however, it was not excessive. Three hours were required to 
construct the FROM-TO-CHART from the link values and one-half hour to 
construct and/or update initial layouts. Once the FROM-TO chart was 
constructed for CRAFT, elements could be used to simplify input require-
ments for the other programs. Figure 8 is the FROM-T0-CHART constructed 
from the link values and was used to construct the cost array matrix, 
the volume array matrix consisted of l's (one's) so that when the two 
were multiplied together the cost array matrix would be unchanged. 
This was necessary to maintain the sense of minimizing eye movement, 
since the link values are the indicators of eye movement. 
The program was modified in the CIDST subroutine to use direct 
distance instead of rectilinear distance for computations. After analy-
sis of the output layout and manual adjustment to maintain instrument 
shapes, there was little difference between the two methods. 
The initial layouts were constructed on the basis of the actual 
UH-1B instrument panel on a 1 to 1 correspondence, one block on the 
printout represented one square inch on the instrument panel. The 
right thirty inches of panel was used since this is the area where the 
instruments are located that pilot uses and is the natural break point 
between pilot and copilot areas. The layout was configured by use of 
fixed departments to conform the shape and size of the actual panel, 
and provide a reference for link values with outside fixation points, 
these areas were considered the windshield. The coded blocks lettered 
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Figure 8. From-To-Chart 
A, B, C, and D on the printout show the fixed areas. Areas A, B, and C 
were used as the windshield for outside reference. Area D was used as 
a spacing margin from the top of the panel due depth restrictions of 
the panel (see Figure 9). The empty area between instruments was 
broken down into many dummy departments to facilitate movement of the 
instruments during placement in the program. Three different initial 
panel configurations were used. The first was the basic panel as 
used in the standard UH-1B; the second was basic layout, but making 
all the primary flight instruments the same size to facilitate inter-
changes in the program; and the third layout was an arbitrary panel, 
but constructed to violate the basic doctrine of the "T" configuration 
of airspeed, attitude, altitude, and heading instruments as is found 
in the other initial layouts. Computer runs were made with these 
initial layouts. 
CORELAP  
The ISYE Department's version of CORELAP was found to be in 
error and not producing layouts according to the CORELAP flowchart. 
However, it was easily used in panel layout design. The FROM-TO-CHART 
used for CRAFT was used to generate the REL chart matrix. The mix of 
REL values is shown below: 
(Acceptance Level/Value) (% of Total Values in Chart) 
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Figure 9. Panel Layout 
Range of link values from FROM-TO-CHART 
associated with acceptance levels 
.40 < A < 1.0 
.20 < E < .4 
.08 < < 0.20 
.03 < o < .08 
0 < u < .03 
These values were easily put into the REL Chart Matrix (Figure 10). 
The rest of the input was also readily available. One square inch was 
used as the size of the building block to maintain the proper scale 
and ease of interpretation. The closest whole number was used for 
instrument areas. The same departments were used as in CRAFT. The 
only problem in adaptation that was encountered was in using the length 
to width ratio. The actual panel has about 2:1 length to width ratio, 
whereas the lowest recommended value to use in the program is 4:1. 
Since the program was in error this problem could not be resolved. 
PLANET  
The adaptation of PLANET was the easiest of all the programs 
used. The flow specification was entered in the form of a FROMTO-
CHART as was used in CRAFT, the only change in using this information 
was multiplying the data by one thousand to obtain whole numbers, 
example .195 became 195. This was necessary because PLANET normalizes 
the data and only looks at the first five decimal places; using such 
small numbers as .195 meant that inaccurate values were used in com-
putation because of the process of truncation. Otherwise there were 
no special procedures used for aool ing the program to the panel lay= 
problem. A modification of input was tried to obtain information con-
cerning the relationship between the flignt instruments without the 
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Figure 10. REL Chart 
influence of looking outside the aircraft. This was done by deleting 
the data associated with the link values of the outside references. 
Data Source  
The data source used for this study was obtained from the Human 
Engineering Laboratories (HEL) through the Aberdeen Research and Develop-
ment Center at Aberdeen Proving Ground, Maryland. The army has conducted 
several studies on eye movement and information transfer associated with 
helicopter instrument panels. (21, 22) These reports concerned the 
pilot's eye movements, transitions between instruments, and fixation 
points, as they pertain to his performance in the cockpit. This infor-
mation was gathered to assist in development of the new series of army 
helicopters; in particular, the reports concerned a tactical utility 
helicopter that would have three basic missions: utility transport, 
rescue and fire support similar to the mission of the UH-1B used in 
the study. These missions were analyzed for specific information 
requirements necessary to accomplish all crew tasks involved, and 
further narrowed for analysis of the pilot's information needs. Con-
ventional instrumentation was used in the UH-1B for the army reports 
(Figure 11). Two different mission profiles were created for twenty 
minute test flights that covered the information requirements deduced 
from the mission analyses. The major emphasis, from these analyses, 
was placed on instrument flight but information from visual climb and 
hover segments of the missions was included; since operating under 
instr=ent flight rules (IrH) is a hfEte- pilot workload situation. 
Figures 12 and 13 depict the different mission Plans and profiles. 
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I. Glare Shield 
2. Secondary Lights 
3. Engine Air Filter Light 
4. Radio Call Designator 
5. Master Caution Light 
6. RPM Warning Light 
7. Fire Detector Test Switch 
8. Fire Warning Indicator Light 
9. Airspeed indicator 
10. Attitude Indicator 
11. Altimeter 
12, Compass Correction Card 
Holder 	 , 
13. Fuel Pressure Indicator 
14. Fuel Quantity Indicator 
15. Fuel Gage Test Switch 
16. Engine Oil Pressure Indicator  
17. Engine Oil Temperature 
Indicator 
18. Cargo Caution Decal 
19. Dual Tachometer 
20. Radio Magnetic Indicator 
21. Vertical Velocity Indicator 
22. TransMission Oil Pressure 
Indicator 
23. Transmission Oil Temperature 
Indicator 
24. Pilots Check List 
25. Torquemeter Indicator 
26. Go-No-Go Take-off Data Placard 
27. Radio-Magnetic Indicator 
28. Standby Compass 
29. Operating Limits Decal 
30. Main Generator Loadmeter 
31. DC Voltmeter 
32. Engine Caution Decal  
31 GIs Producer Tachometer 
Indicator 
34. Engine Installation Decal 
35. Tunmsmitter Selector Decal 
36. Standby Generator Loadmeter 
37. AC Voltmeter 
38. Compass Slaving Switch 
39. Exhaust Gas Temperature 
Indicator 
40. ' flan and Slip Indicator 
41. Omni Indicator 
42. Marker Beacon Light 
43. Marker Beacon Volume Control 
44. Marker Beacon Volume Control 
45. Clock 
46. Cargo Release Armed Light 
MANE I__TVE R 	 START 	 END 
Take Of 1 	 00:00 
I lover, IGE 00:00 	 00:02 
Vertical Climb 	 00:02 00:04 
Cruise, 117 R 00:04 	 00:07 
Standard Rate Turn, IFR 	 00:07 00:08 
Climb, IFR 	 00:08 	 00:09 
Cruise, IFR 00:09 00:1.2 
180° Turn, IFR 	 00:12 	 00:13 
Steep Approach [FR 	 00:13 00:15 
I lover, °GE, , \'FR 0(1:15 	 00:16 
Vert ical Descent 	 00:1b 00:18 
Land 	 00:19 
1500 — 
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MANEUVER START END 
Take Orr 00:00 
Climb, IFR 00:00 00:03 
Cruise, 1FR 00:03 00:06 
Standard Rate Turn 00:06 00:07 
- Cruise, IFR 00:07 00:10 
Descent, IFR 00:10 00:12 
Descending `Turn, IFR -00:12 00:13 
36U° Hovering Turn, VFR 00:13 00:16 
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Figure 13. :ILssion Profile 11 
The data for eye movement, fixation, and transitions was obtained 
by the use of the EMC-2 camera fitted to a helmet worn by the pilot 
(Figure IL). By using this camera system, points of instantaneous eye 
fixation are recorded on film. Thus by analyzing the projected film, 
eye movement transitions, and fixation points can be determined. The 
principle behind this technique is the use of a secondary image, a 
white dot, superimposed over the pilot's field of view on the film. 
In each frame the dot indicates the exact point of eye fixation at 
the instant of exposure . . . this image is created by corneal 
reflection of a pinpoint of light trained on the subject's left 
eye . . . the shape of the cornea causes the position of the 
reflected light to change with eye movement accurately indicating 
the point of instantaneous eye fixation.( 21 ) 
A detailed analysis of the camera, specifications, and cali-
bration techniques can be found in TECHNICAL MEMORANDUM 7-70. (21) 
Appendix A contains an example of raw data obtained from viewing the 
various films produced by the camera system. (21,22)  
Data Preparation  
The raw data gathered from analyzing the films was put into the 
same format as used by Tetts, Jones, and Milton so that further com 
parison with their work could be conducted with a minimum amount of 
effort. The following symbology was used in preparation of the results 
in TECHNICAL MEMORANDUM 11-72. 
TR Duration of run in seconds 
Ti Sum of tirre spent fixating on a point/instrument 
,:ean fixation/dwell ti7e 
Ni Sum of fixations on *coint/inst=ent 













movement beyond system units, etc. 
n Dwell fraction; portion of run time spent on a point 
M Sum of fixation points 
fs Scan rate 
Nm Sum of fixations on all fixation points 
Where 
Run end time (frame number)  
R = T2 - Tl 	frame rate 
Ni 
Ti 	T. = E (unit is in seconds) 
k=1 
Ni 
1 Td = Ni E Tdk = Ti/Ni (unit is seconds/fixation point) k=1 
fs = Ni/TR (unit is fixation/point/run time) 
n = Ti/TR (unit is sum of fixation time/run time) 
M 
N = Nut E Ni (unit is fixations) 
i=1 
Tables were constructed using the film data and the above sym-
bology as an intermediate step to determining link values. Tables for 
visual maneuvers listed fixation points by their location from the 
center of the pilct's windshield (Figure 15 a and b). The followinz 
are the abbreviations used: 
:read, center of b-lot's windshield 
L 	- 	 Left, 1/2 the distance tc the left edge of pilot's 
E-4. 	 r: E-.. 
1-1 	 Z 	 0 P.1  
C c4 - 
AIRCR:JT CFNTER LINE 
GLARE SHIELD 
PI LGT S 	TRUMENT PANEL 
74-ure L5 a. F± ,=7.d of View 
- 
Fi :f;ure 	. Field cf 7:-Lew 
windshield (DLE) 
R 	- 	Right, distance same as for L 
F 	- 	Far, 3/4 of the distance to the Horizon or edge 
of view (DTH) 
M 	- 	Medium, 1/2 DTH 
N 	- 	Near, 1/4 DTH 
AL 	
- 	
Ahead Left, 1/4 DRE 
AR 	 Ahead Right, 1/4 DLE 
FL 	 Far Left, 3/4 DLE 
FR 	 Far Right, 3/4 DRE 
LERn 	 Left edge of runway 
CRn 	Center of Runway 
The tables showing results for instrument maneuvers will show 
several instruments a group of instruments as a fixation point. When 
two instruments are "grouped," this fixation point is halfWay between 
the two. When more than two instruments are "grouped" together, the 
point is identified by name. These points are depicted on Figure 16. 
These fixation points with multiple instruments included are examples 
of how peripheral vision is used to lighten the workload of the pilot. 
The tables described above were used to determine "link values." 
"Link values" are measurements of eye movement between various instru-
ments by analyzing the transition, and are considered an indication of 
the goodness of 71-_-?_ instrument panel layout. These values can be 
expressed as: 
:-Trik value E 	= 	 qi 	cji are one way 
line values 
143 
Figure 16. F -ixat 4 on Points 
N 
qij = E gijk (N = # transitions from i to J) 
k=1 
M 
qji = E qjik 	= # transitions from j to i) 
k=1 
Tables of the link values are contained in Appendix B, Figure 
17 is an example. 
360° HOVERING TURN OGE 
Figure 17. Link Values 
CHAPTER V 
RESULTS AND ANALYSIS 
Examples  
The following figures are examples of the instrument panel lay-
outs obtained from the methodological techniques used in this research. 
Figure 18 is a layout obtained from the PLANET routine. Figure 19 is 
the initial input for the modified CRAFT program, as mentioned in the 
preceding chapter, and Figure 20 is the final configuration obtained. 
The remaining panel layout printouts are included in Appendix A. 
Comparison of Computer Results with Standard Practices  
The layouts generated by the computer programs were analyzed 
with the assistance of experts from the Avionics Laboratory at Fort 
Monmouth, New Jersey and reviewed by supervisory personnel from AMSAA 
at Aberdeen Proving Ground, Maryland. The procedure used contains two 
phases. The first phase consisted of an objective ranking of three 
indicators of the overall effectiveness of the computer produced lay-
outs and associated weighting factors. The second phase consisted of 
a subjective critique on application of using these programs in the 
army's new design process. 
the firs: phase, a factor chart was compiled as shown on 
page 50. 
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.243 2.0 .486 6.0 1.458 4.0 .972 
EXPERT'S 
OPINION .312 2.5 •(4.83) .78 5.0 
1.56 3.75 1.17 (1.50) 
PILOT'S 
OPINION 





5.28 4.06 (4.18) 
movement involved, the expert's opinion of the layout produced, and a 
study of pilot's opinions of the layouts. Seven pilots were inter-
viewed and they had 3200 hours average flying time and 8 years average 
experience. The grades for the various measures of effectiveness were 
obtained from this ranking guide. 
0.0 




9.0 very high 
	 10.0 
The weighting factor was obtained by asking each person interviewed 
what was the relative importance of each measure of effectiveness usin4 
the above ranking guide, and then normalizing the results to obtain a 
fraction. 
It is important to note that the current instrument panel on 
the UH-lB was rated below all the computer generated layouts in all 
but two cases. From the analytical standpoint of using the above 
table, CRAFT seems to be better suited for producing layouts with a 
rating of 5.28 versus 4.06 for PLANET, however, when PLANET was used 
as a guide to instrument placement rather than using the layout as 
presented in the output, it received equally high ratings as CRAFT 
from the experts. This was partially due to the building method of 
PLANET producing square layouts while the designers and especially the 
pilots are only used to looking at rectangular layouts with fixed 
references. These ratings are included in parentheses on the table. 
Even though the CORELAP program was not operating properly, the con-
sensus of the expert's opinions was that CORELAP was generally produc-
ing the same quality layout as PLANET. This probably occurred because 
the layouts were produced around the attitude indicator which is tradi-
tionally the centered instrument on the panel, thus giving the appear-
ance of layouts similar to the one's produced by PLANET, and what they 
were used to seeing. 
The second phase, the subjective critique, was extremely favor-
able to using this technique as an aid in the design process because 
it provided more alternatives to the designer and could give quantiti7e 
results. -1-ne tnly reservation of the experts was the difficulty of 
buildinz a data base for these brozrar.s on a large scale project. 
suggested further research into this area, tut were convinced that it 
wol..ld riot present any real Problem. A natural use for this tecl-nfoue 
is in Phase II, preliminary mockup stage, of the new design phase. 
The experts felt that using the PLANET and CRAFT layouts together 
would give the designer the relationship between instruments and a 
possible layout configuration for the panel for this preliminary 
mockup. (3,8)  
The opinions of the twenty pilots interviewd, with 3660 hours 
average flying time, and 12.1 years average experience, were varied 
but generally favorable towards the computer generated layouts. 
There was a very deep concern for making many changes in the current 
UH-1 instrument panel such as moving the clock to the left-hand side 
so that the left hand can operate it during IFR flight, moving the 
magnetic compass to the center, and better placement of instruments 
for partial panel flight. Further investigation, from the interviews 
of the pilots, showed that the reason their comments on the computer 
generated panels were not more favorable was that they disagreed some-
what with choices of flight profiles used in the data collection. 
This disagreement with the flight profiles would necessarily make 
some disagreement with the layouts produced. 
It is important to note that the current instrument panel on 
the UH-1B was rated as needing extensive revision both by the experts 
and the pilots. The layouts produced by CRAFT were generally rated 
higher than those produced by PLANET. This was partially caused by 
the building Moor method of plane= Producing square layouts instead 
of the traditional rectangular ones prof.u:ed by CF... 1,FT. However, whe-
PL=1.= was used as a guide to instrument Placement rather than using 
the layout as presented in the output, it received equally high 
ratings as CRAFT from the experts. The pilots had a difficult time 
conceiving the instrument panels on paper whereas the experts were 
use to extrapolating from paper to the actual object or situation. 
The amount of eye movement required to fly the flight profiles was 
significantly less for the computer generated panel layouts than 
for the current panel on the UH-1B. 
The overall results of using computer-aided design for instru-
ment panel design must be considered excellent. 
CHAFTER VI 
CONCLUSIONS AND RECOMMENDATIONS 
Conclusions and Recommendations 
The purpose of this thesis has been to evaluate the usefullness 
of three facility allocation algorithms when applied to instrument 
panel layout design. But in a broader sense, this study has approached 
the class of man-machine interface problems with traditional operations 
research techniques. Within the confines of the purpose of this thesis, 
it has been shown that these algorithms can be used effectively in 
designing instrument panels as another tool in the design process. 
They are already available, easily adapted to this purpose, and give 
effective results. It was found that both programs were equally well 
suited in the design process. PLANET provided more information on 
instrument relationships while CRAFT constructed a better configuration 
for layout purposes, thus both should be used in conjunction with one 
another. Since CORELAP did not run correctly, no decisive conclusion 
can be made about its role. 
From the viewpoint of integrating this into the new design 
methodology of the army the experts at the Avionics Laboratory at Fort 
Monmouth felt this could be used effectively if the data'base on eye 
movement could be effectively handled. 
the excellent results achieved witn this technique tends to 
support the Hitchings, Freund, and Sadosky criteria of using minimum 
eye movement. 
It is also possible to glean information from the computer 
generated layouts themselves. The layouts produced support the con-
tention of many designers that the EGT gauge and torque meter should 
be associated with the primary flight instruments. It is also worth-
while to note that a layout was produced with lesser eye movement than 
a layout using the "basic T" (Appendix A). Other inferences can be 
drawn from the layouts, however, these will be left to the panel 
designers for further evaluation. 
Limitations  
There are two basic limitations that effect this methodology. 
The most significant is the data for the link values. The study from 
HEL that was conducted was very limited in scope and in the size of 
the experiment conducted. Only two mission profiles were flown with-
out having the opportunity to test many pilots under different con-
ditions. The entire output of the computer programs is based on that 
small experiment. The second limitation is not being able to validate 
the computer layouts by the most significant means, under controlled 
conditions. 
Further Research  
Since it was found that CRAFT and PLANET should be used in con-
junction, further research should be dcne in considering these two 
programs together to provide a fle: ,:icle design =1 with the end resat 
inclafing computer graphics for immediate feedcack and design charL - es. 
However sophisticated The computer aided design becomes, t".- 
most important area for further research is in the area of obtaining 
eye movement data and pilot information requirements. Since the pro-
grams are only as good as the data and assumptions used to implement 
them. 
APPENDIX A 
This appendix contains the raw data as taken from the films 
of the emc-2 camera that was used to construct the data tables 
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APPENDDCB 
Appendix B contains examples of the data tables constructed 
from the film data and the link values of the instruments. 
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ATT 	 26 	.57 	.17 	.10 	14.73 
PALT 36 .58 .24 .14 20.74 
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5 .53 .03 .02 2.65 
3 .33 .02 .01 1.00 
103 .33 .67 .23 34.52 
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SUMMARY 
This research develops a methodology which establishes 
operational usage patterns of Army vehicles using field data. 
The field data for this research was material supplied by 
the U. S. Army Materiel Systems Analysis Agency. An 
examination of the data revealed that a number of correlated 
variables could be extracted. These variables described the 
manner in which the particular type vehicle was utilized. 
Since it would be ideal to examine these variables in their 
entirety, multivariate techniques were considered. These 
techniques included principal component analysis, factor 
analysis, discriminant analysis, canonical correlation 
analysis, and cluster analysis. Each of these techniques 
were examined in some detail to determine its suitability 
for producing operational usage patterns. The cluster 
analysis technique was chosen based on its simplicity, 
low cost and the ability to provide meaningful groupings 
of data units. A nonhierarchical clustering technique 
known as McQueen's convergent K-means method was selected 
as the most appropriate method for this case. 
The data was subjected to outlier analysis techniques 
to eliminate multivariate outliers. In addition the data 
was centered by subtracting the means and standardized by 
dividing by the standard deviations. 
ix 
It was hypothesized that the clustering should reveal 
between four and ten "natural" clusters. Consequently, 
the analysis was accomplished to produce partitionings that 
included five to nine clusters. The "optimum" or "best" 
partition was chosen based on two criteria, one of which 
compared cluster centroids between partitions and between 
different methods of selecting initial starting points (i.e. 
seed points) to determine at which partition clusters become 
most stable. The other criterion established an upper limit 
for the number of clusters and was based on nonoptimal 
splitting of stable clusters. If nonoptimal splitting 
occurred then it was an indication that the optimal parti-
tion existed at a smaller number of clusters. Once the 
"optimum" or "best" partition is determined then in fact 
the operational usage patterns have been established. 
It is envisaged that this methodology can be effec-
tively utilized in the area of assigning and reassigning 
vehicles within the Army TOE system. In particular the 
technique would establish a baseline of usage patterns which 
describes how a new vehicle is being utilized. This baseline 
can then be used to periodically identify misassigned 
vehicles. This is done by first establishing new usage 
patterns based on field data collected at different times 
during the vehicles inventory life. A comparison of these 
new usage patterns with the base would then identify possible 
outlier clusters which would indicate the possibility of 
misassigned vehicles. 
It is recommended that this methodology be implemented 




Background Leading to this Research  
The performance characteristics and requirements, and 
the mission of U. S. Army Vehicles are initially determined 
and detailed in the Required Operational Capabilities (ROC). 
Although these documents categorize the expected and 
intended use of the vehicle, they in no way can project the 
actual use of the vehicles. Actual input to these documents 
has been determined by various studies. One of the earliest 
of these was the Motor Vehicle Requirements, Army in the 
Field, 1965-1970 (MOVER), October 1960 [65]. The require-
ments presented by this study were based on an analysis of 
the functions to be performed by wheeled vehicles, the 
operational environment and the concept of operations. An 
additional study Tactical Mobility of Land Forces, 1971-
1980 (U), January, 1965 [87], analyzed vehicle character-
istics and performance required and conclusions were drawn 
to initiate certain improvements. The performance require-
ments described in the study resulted from an analysis of 
the operational environment and the concept of operations. 
Other studies [73], [76], [87] were also conducted which in 
essence added to or supported the above studies. Analysis 
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of these studies provided a basis for the REVAL-WHEELS 
study [77]. This landmark study identified in detail the 
tasks which make up a combat action and described those 
tasks in terms of the environment. Tasks were categorized 
by functional area and were oriented more toward a narrative 
of what the vehicle did rather than toward a specific set 
of task parameters. In order to provide a consistent means 
of recording information required for task definition and 
analysis and for collecting information related to individual 
tasks, a worksheet was prepared which listed each task 
parameter. A worksheet was completed for the task performed 
by each vehicle and trailer authorized in the force structure. 
This information was the input that resulted in the REVAL-
WHEELS data bank [78]. This study was one of the first 
which attempted to gain feedback on how vehicles are actually 
utilized. One of the major drawbacks to the method was 
that it was generally based on the opinions and experience 
of the commander and not on actual vehicle performance and 
usage. A final study of vehicle performance was conducted 
by the Family of Army Vehicles Study (FAVS) [49] completed 
in 1971 and was designed to support recommendations for a 
family of tactical vehicles for the future Army. This was 
a limited study which collected data on cargo dimensions 
and on relative time spent in each of three theater zones, 
i.e., Division, Corp/Army and COMMZ. 
The REVAL-WHEELS and the FAVS have developed a type 
3 
of "mission profile" for Army vehicles, but are open to 
criticism in that they are based on opinion and belief 
rather than factual data of utilization. The Army Material 
System Analysis Agency (AMSAA) has recognized this need for 
factual "mission profiles" of the tactical truck in order 
to properly assess effectiveness [1]. 
In January, 1972, the Department of the Army's 
Project WHEELS Study Group was established and directed to 
conduct a comprehensive analysis of the Army's wheeled 
vehicle program to include the Army's need for, and managerial 
concepts and utilization of wheeled vehicles. AMSAA was in 
the process of establishing a mission profile for the 5 ton 
truck fleet organic to an Armored Division when, in March, 
1972, Project WHEELS requested that AMSAA provide a "mission 
profile" for 5 ton cargo and 5 ton tractor and semitrailer 
trucks operating in logistic support of forward divisions. 
AMSAA developed a technique for generating mission analyses 
of logistics vehicles [29]. The procedure involves a map 
study wherein a semi-war game is played using a scenario of 
an actual situation. The play of the game is modified to 
concentrate on the movement of the truck type being evaluated. 
This technique has been used to generate mission profiles 
for the 5 ton truck, the 5 ton tractor, the Heavy Equipment 
Transporter (HET), and the 1-1/4 ton limited mobility truck. 
Emamuel [29] reports on AMSAA's mission analysis of 1-1/4 
ton truck where the validity of the semi-war gaming technique 
4 
is evaluated by comparing results with FAVS and REVAL-
WHEELS data banks. The report concluded that the validity 
was of an acceptable nature. The results of the AMSAA 
war game was not found to be in conflict with mission 
analyses derived from the previously mentioned data banks. 
A further conclusion was that mission analysis is generally 
"based solely on military judgment and experience." A 
final conclusion of the study was that "real life data from 
actual field operations is badly needed to validate these 
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judgments"[29]. 
In response to the concluded need for vehicle 
utilization data from actual field operations, AMSAA 
developed a data collection form (Appendix A). This form 
was distributed during REFORGER operations in Germany 
during October, 1973, to collect data on the 1-1/4 ton and 
3/4 ton trucks. In October, 1974, data was again collected 
during REFORGER operations but on this occasion the 1/4 ton 
truck was targeted. The 1-1/4 ton and 3/4 ton truck data 
was made available for this research. 
Purpose of this Research  
The purpose of this research is to develop a method-
ology which will establish operational usage patterns of 
U. S. Army vehicles. The term operational usage patterns 
is used instead of mission profile since actual operational 
data is available for the research and it is believed that 
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several usage patterns will result rather than a single 
mission profile. 
General Approach and Overview  
A review of the data indicated that six good variables 
could be extracted for evaluation. These included amount 
of travel on hard surface roads,on trails or unimproved 
roads, and cross country plus the load by weight, number of 
personnel, and total miles traveled. Additionally, the 
mission type and unit designation were identified. This 
is clearly identified as multivariate data when the variables 
are displayed in vector form (i.e. X n = (X 1 , X 2 , X 3 ,..., Xp ) 
where each X
P 
 is a random variable and Xn is a random 
vector). In each of the above mentioned studies, data of 
this nature is evaluated one variable at a time by univari-
ate analysis. It is the intent of this research to evaluate 
the data in its complete form using multivariate statistical 
analysis. The ultimate result would be a classification or 
clustering scheme to identify operational usage patterns. 
A brief discussion of multivariate statistical analysis 
literature and techniques will comprise Chapter II. 
The actual evaluation of multivariate data would be 
impossible without the modern day computer with its large 
memory capacity and the ability to make rapid calculations. 
As a consequence a large portion of this research utilizes 
the computer with its flexible capabilities. The data must 
6 
be processed by computer, and programs to accomplish this 
have been selected from many different sources. Chapter III 
will include a brief discussion of each program and the 
techniques each one uses to accomplish its specific purpose. 
The complete methodology which produces the final result 
is also detailed in Chapter III. 
Chapter IV discusses the projected utilization for 
this research. This research will allow vehicles to be more 
effectively assigned and reassigned within the Army's Tables 
of Organization and Equipment (T.O.E.). A brief discussion 
of the present system of assigning and reassigning will be 
presented and then finally a comparison with the proposed 
utilization will establish improved effectiveness. 
A discussion of results will be made in Chapter III 
emphasizing the need for validity. The final conclusions 
and recommendations will be presented in Chapter V. 
CHAPTER II 
TECHNIQUES OF MULTIVARIATE STATISTICAL ANALYSIS 
General Discussion 
Tatsuoka [90] describes multivariate statistical 
analysis, or multivariate analysis for short, "as that 
branch of statistics which is devoted to the study of multi-
variate (or multidimensional) distributions and samples 
from those distributions." This is how he believes the 
mathematical statistician would characterize this discipline. 
For the applied statistician and researcher who uses statis-
tics as a tool this definition would not be adequate. Press 
[72] gives a more applied characterization by stating that 
multivariate analysis is "that branch of statistics that 
is devoted to the study of random variables which are corre-
lated with one another." These random variables are studied 
to determine the interrelation, similarity, or association 
between them. If some type of correlation can be determined, 
then the behavior of one provides some knowledge about the 
behavior of the other. This can result in drawing infer-
ences relevant to these variables concerning the populations 
from which the samples were selected. In order to accom-
plish the study of multivariate or multidimensional data, 
considerable study has produced several techniques and 
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models which simplify the interpretation of this data. 
Thus, the field involves a collection of tools, techniques, 
and methods of thinking which can be applied to the immense 
task of simultaneously handling and interpreting many 
related random variables. 
Multivariate techniques start from a multivariable 
data matrix. This data matrix normally results from N 
observations (units, cases, entities) on n variables 
(attributes, characteristics, measurements) simultaneously. 
The techniques normally analyze the variables and less 
often they are used to analyze the observations. What 
operations are performed depend on the specific model that 
is being utilized and on the type results desired. 
The orientation of the data matrix has been flexible 
depending on which field of study is describing it. For 
the purposes of this paper the variables will be represented 
by the columns of the matrix and the observations will be 
represented by the rows of the matrix. 
The theoretical input to the multivariate field of 
knowledge is widely diverse and emerges from various 
dispersed sources. The models of multivariate analysis 
were developed as a result of real problems in many different 
disciplines. Historical accounts indicate that Galton 
developed the concept of "correlation" in the late 19th 
century. Probably the most crucial article was Karl Pearson's 
[71] 1901 paper which set forth "the method of principal 
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axes." This article provides a basis for two multivariate 
techniques, factor analysis and principal component analysis. 
Charles Spearman [84] is generally ascribed with the first 
development of factor analysis. Harold Hotelling [45,47] 
extended Pearson's original study to basically the technique 
of principal component analysis that is used today. Godfrey 
Thomson [91,92] and Cyril Burt [18] extended the development 
of the principles of factor analysis while Karl Holzinger 
[44] and Leon Thurstone [93] developed the more precise 
techniques. Thurstone is generally credited with the term 
"Factor Analysis." 
Hotelling [46,48] provided another multivariate 
technique when he developed canonical correlation. This 
technique establishes relations between two sets of vari-
ables. The development of discriminant analysis is 
attributed to R. A. Fisher [32,33,34] with more recent work 
done by E. Fix and J. L. Hodges [35], and M. G. Kendall 
[55]. Finally, cluster analysis has developed as an out-
growth of techniques of classification used by biologists, 
zoologists, and botanist. This technique might best be 
catalogued as a data analysis technique as opposed to a 
statistical analysis technique. It could be said that 
cluster analysis is a descriptive technique such as the 
mean, variance, or range of a set of data. 
The origin of cluster analysis is vague even though 
Tryon [100] takes credit for its development. Admittedly 
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Tryon is a pioneer in the area of clustering variables but 
few of the later works credit him with initiating essential 
contributions to clustering data units. 
A closer look at each of these techniques will 
determine their applicability to the solution of the 
problem. 
Explanation of Techniques  
In this section an attempt will be made to keep the 
explanation in expositive terms and relying on mathematical 
terms only when necessary. Verbal descriptions of complex 
methods without the use of exact mathematical terms tend to 
be misleading if taken verbatim. In order to avoid this 
pitfall some discussion of the mathematics will be included. 
The reader is referred to the last section of this chapter 
for literature which gives complete and rigorous development 
of each technique. 
We will begin our discussion by examining the 
principal component technique developed by Hotelling [45]. 
The discussion will be restricted to a multivariate sample 
approach since the procedures developed in this thesis are 
based on such a sample. In general, the technique involves 
a set of n random variables (X 1 ,..., Xn ) which is trans-
formed linearly and orthogonally into an equal number of new 
variables (Z 	Z n) which are uncorrelated (orthogonal). 
These are developed such that Z 1 has maximum variance and 
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Z 2 
has maximum variance subject to being uncorrelated with 
Z 1 . This is completed for all variables insuring that each 
variable is uncorrelated with each other variable. The 
technique can utilize either the covariance matrix (S) or 
the product moment correlation matrix (R). The transforma-
tion is obtained by finding the eigenvalues (latent roots) 
A j and eigenvectors (latent vectors) aj by solving the 
equation (S - XI)a=0 or (R - AI)a=0. A different set of 
latent roots and latent vectors will be obtained depending 
on the use of either the covariance or the correlation 
matrix. 
The first principal component of the observations X 
is the linear combination 
Z 1 = a 11 X 1 + 	+ anlXn 
= a l 'X 
where a 1 are the elements of the latent vector associated 
with the largest latent root A l . The latent root A l is 
interpretable as the sample variance of Z 1 the linear 
combination 
Z 2 = a 12X 1 + 	+ an2Xn 
= a 2  'X - - 
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where a 2 is the latent vector corresponding to the second 
largest latent root and a l and a 2 are orthogonal (uncorre-
lated). This insures that the variance of Z 2 is a maximum 
and Z 2 is uncorrelated with Z l' This is accomplished for 
each of j principal components such that the sum of the 
latent roots equals the total sample variance (i.e. A l + 
+ An = trace S). 
This technique can allow the system to be described 
more parsimoniously by taking the first major components to 
describe the complete system (i.e. those which account for 
the majority of the sample variance). The technique, 
however, is scale dependent and therefore not invariant 
under changes in scales. Furthermore, there is no provision 
for variance that is attributable only to the unreliability 
or sampling variation of the observations. Finally, all 
the components are required to reproduce the correlations 
among the variables. 
Factor analysis is a technique for the reduction of 
the number of dimensions of a body of data (parsimony) so 
that a maximum of the correlation is reproduced. The factor 
analysis thereby overcomes some of the shortcomings of the 
previous technique. In order to accomplish parsimony, 
factor analysis utilizes the correlation coefficients for a 
specific set of variables to determine some underlying 
pattern of relationships which might exist in the data. 
This is done such that the data may be rearranged or reduced 
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to a smaller set of factors that will account for the 
observed interrelations in the data. The general field of 
factor analysis provides many specific procedures but each 
normally includes four customary steps. Given a data 
matrix these steps include (1) the computation of the 
correlation matrix, (2) the extraction of the unrotated 
factors, (3) the rotation of the factors, and (4) the inter-
pretation of the rotated factors. The differences in 
procedures stem from the various methods of extraction and 
rotation. 
The principal (also referred to as common or classical) 
factor technique is obtained from the principal component 
by replacing the main diagonal of the correlation matrix 
with estimates of communality (h 2 ). Communality describes 
that proportion of a variable which shares something in 
common with the other variables. The remainder of the 
correlation diagonal (1-h 2 ) is that proportion that uniquely 
defines that particular variable. Common estimates of 
communality are (1) the squared multiple correlation between 
a variable and the rest of the variables and (2) the 
absolute value of the largest element in each column of the 
correlation matrix. This matrix is then referred to as the 
reduced correlation matrix. The reduced matrix is then 
rotated, as in the principal components case, to produce 
the principal (common) factors. The principal factors 
represent only that proportion of the variance which is 
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described by the communality. Consequently, we are assuming 
the existence of a unique factor not involved with the other 
variables. The principal factor model is similar to the 
principal component linear compound model and is as follows: 
Z i = a li F i + 	+ ami Fm + d i U i (i = 1,2,...,n) 
whereFm arethecommonfactorsandU.is the unique factor 
and a mi  are the factor weights or "loadings." The unique 
factor (U i ) can be decomposed into two separate entities 
such that 
d.U. = b.S. + e.E. 1 1 	1 1 	1 1 
where S i is the uniqueness or specificity factor and E i is 
the error factor. Since the specific and error factors 
are uncorrelated, the following relationship exists, 
2 	2 	2 d. = b. + e. 1 1 1 
Therefore, the total variance and the communality are 
expressed in the following way, 
2 	2 	2 	2 = h. + b. + e. = 1 1 1 1 
and 
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h i = 1 - di 
In actual practice an iterative scheme is employed 
to obtain a best factoring based on an improving communality. 
First, the number of factors is estimated using principal 
components (i.e. normal correlation matrix). The main 
diagonal elements of the correlation matrix are then 
replaced with initial estimates of the communality. The 
factors are then extracted using this reduced matrix, and 
the variances accounted for by these factors become new 
communality estimates. The matrix diagonal elements are 
replaced by these new estimates. This process continues 
until the differences in two successive communality estimates 
are negligible. 
Several variations of this "classical" technique 
have been developed. The centroid factor method was 
developed before the computer age in order to ease the strain 
of hand computation. As it is more of a historical method 
it is not discussed further. Those who are interested are 
referred to Harman [43] and Comrey [24]. 
One major refinement of the classical model is 
Lawley's [60] maximum likelihood factor method which 
provided a statistical basis for judging the adequacy of the 
model. In essence this method provides for the maximum 
likelihood estimation of the factor loadings based on an 
assumption of a given number (m) of common factors from a 
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sample of observations of n variables. In order to utilize 
this type estimation, it must be assumed that the unique 
factors are mutually independent and independent of the 
common factors. In addition all factors are assumed to be 
normally distributed with zero means. An additional restric-
tion on the common factors is that they must have unit 
variances. The unique factors are permitted to be hetero-
scedastic (differing variances). These assumptions imply 
that the observed data must have a multivariate normal 
distribution. 
Other refinements are the Rao canonical factor, the 
alpha factor, and the image factor methods. They differ 
mainly in how each method estimates the communality. The 
canonical factoring method is an extension of the maximum 
likelihood method. Hence, the correlation matrix is based 
on a sample of cases and thereby permits test of significance 
to be applied. This method enables the common factors of 
the population to be determined such that they have maximum 
canonical correlation with the sample data, hence the name. 
In contrast the alpha factoring assumes a sample of variables 
from a population of total variables and produces the reduced 
correlation matrix based on the communality while canonical 
factoring is based on an estimate of the unique variance. 
These techniques are also iterative and continue until the 
communalities converge. The name alpha comes from the fact 
that the factors are defined in terms of maximum 
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"generalizability" which is a measure known as Cronbach's 
alpha. Only those factors which indicate some generaliz-
ability to other variables in the total population are 
retained. 
The image factoring differs from the common method 
only in that it provides a different approximation of 
communality. This is based on the best estimate of the 
common part of a variable being given by the image of 
variable j, denoted by P. where: 
P.
3 
 = E a.3k Z k 	k = 1,2,...,n-1 
where ajk are the standardized coefficients for predicting 
variable j from the rest of the variables. The best estimate 
of the unique portion of a variable is the anti-image (u i ) 
which is given by 
u. = z. - P. 
3 	3 	3 
A more complete explanation of this estimate of communality 
would be lengthy and the reader is referred to Rummel [79]. 
Other factor methods such as minres, and multiple 
factor are too involved to be discussed here and the reader 
is directed to Comrey [24] and Harman [43] for detailed 
discussions. 
Until this point only orthogonal (rigid) rotations 
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have been mentioned due to the assumption that the common 
factors have unit variances and zero correlations. In some 
situations there should be no reason to assume that the 
factors are orthogonal. In these situations there would be 
some correlation between factors dictated by knowledge of 
the circumstances. Consequently, the best fit of factors 
would follow some oblique rotation. This would allow a 
relaxation of the assumption of noncorrelation. 
The factor rotation presents an additional problem 
in that it could lead to multiplicities of solutions. By 
choosing different orthogonal transformations an infinity 
of factor loading matrices can be computed which would lead 
to the same covariance matrix. One method to obtain a 
unique solution is to add to our list of assumptions that 
the latent roots associated with the common factors are 
distinct. This technique could force a structure that 
would not give the best factor solution. Various other 
procedures have been proposed for eliminating the ambiguity 
due to rotation. Thurstone [94] proposed the concept of 
"simple structure" as a means of selecting the most meaning-
ful loadings. The five criterion he set up places certain 
restrictions on the factor matrix. The ultimate goals of 
any rotation is to obtain some meaningful factors and if 
possible, the simplest factor structure. To gain the 
simplest structure we make as many row and column values of 
the factor matrix as close to zero as possible. 
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Several alternatives are available for specific 
rotational methods which strive for a simple type struc-
ture. For orthogonal rotations the quartimax and the 
varimax methods have been developed. The quartimax method 
rotates the initial factors such that a variable loads high 
on one factor, but almost zero on all others. This simply 
means that the cross-product of factor loadings are minimized 
for each variable, i.e. 
m 	n 
minimize 	E E (a. a. ) 2 
	
i=1 	ip lq 
where p<q and both are common factors. A problem exists, 
however, when one of the factor loadings is zero. This 
will result in the cross product being zero. In order to 
get around this problem, it is noted that the communalities 
remain constant under orthogonal rotation and, consequently, 
the amount of variance accounted for by the orthogonal 
solution will remain constant. Therefore, the square of 
the communalities will also remain constant. 
n m 2 	 2 E h. = E 	E a. = constant 
i=1 1 i=1 p=1 11) 
and 
m n 	2 2 	m n 4 	m 	m ( E 	E a. ) = E 	E a7 + 2 E E a 2 2 . a. = constant 
p=1 j=i 11) p=1 i=1 	p q= 1 i=1 1p iq 
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If we want to minimize the cross product terms in 
m n 4 
this equation, we need only maximize E 	E a., which is 
p=1 i=1 l v 
the quartimax method. 
The varimax method developed by Kaiser [54] focuses 
on simplifying the columns of the factor matrix as opposed 
to the quartimax which simplifies the rows of the factor 
matrix. In addition, varimax defines the simple factor as 
one with only ones and zeros in the column. This simplifi-
cation is equivalent to maximizing the variance of the 
squared factor loadings in each column. The objective 
function is, 
2 m n 	a. 	m 	n a 
12 maximize n E 	E (_21) 4 _ E ( E _1 2 h.' 2' • p=1 1=1 	i 	p=1 i=1 h. 1 
In order to gain simplification under oblique 
rotation another method has evolved. Again the idea is to 
minimize the cross products of the factor loadings on some 
reference axes fitted from the oblique rotation. A more 
direct solution involves the minimization of the following 
criterion, 
n 	n 





p<q=1 i=1 ip iq i=1 ip 1 . 1 
iq 
where d is an arbitrary value which controls the obliqueness 
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of the factor rotation. 
Up to this point we have only discussed what is 
termed R-technique factor analysis (i.e. factor analysis 
of n variables over N observations). In this method 
correlation is computed by taking a pair of columns (vari-
ables) and determining cross-product terms. If instead of 
correlating two data variables over the sample of data units 
two data units are correlated over the sample of data 
variables, we then have Q-technique factor analysis. This 
technique is also termed "inverse" factor analysis and is 
the most commonly considered alternative to the R-technique. 
There are several problems with this technique but if the 
sample is large and is standardized, many of these problems 
are overcome. The reader is directed to Comrey [24] for 
details of the technique and to Fleiss and Zubin [36] for 
a detailed discussion of problems associated with the 
Q-technique. 
If we observe the variables at specific intervals 
of time (occasions) and factor the variables accordingly, 
the technique is termed P-factor analysis. This correlates 
pairs of variables over the data occasions. The 0-technique 
reverses the procedure and correlates pairs of occasions 
over the data variables. 
In addition there are the T-technique and the 
S-technique. The T-technique correlates pairs of occasions 
over a sample of individuals for a given variable. The 
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S-technique correlates pairs of individuals over the 
occasions for a given variable. The interested reader is 
referred to Cattell [20] or Rummel [79] for a more complete 
discussion of all methods of factors analysis. 
Discriminant Analysis is another multivariate 
technique which deals with the linear function. The 
discriminant function is similar to that derived for the 
principal components technique. The principal components 
search is for parsimony however the discriminant search is 
normally for classification of individuals. 
The standard classification procedure for n variables 
assumes that the observations come from one of two multi-
variate normal populations. The two populations are 
denoted W i and W 2 and are assumed normal with mean un xl and 
covariance matrix E nxn (i=1 or 2). In addition it is 
assumed that the covariance matrices are equal. 
In the development of the procedure it is assumed 
that the parameters are known. A discriminant function, as 
defined by Fisher [32] is given by 
Z = a lX1 + a 2X 2 + • + anXn, 
where the a.1 's are constants, and X is classified into W 1 - 
if Z > C and into W 2 if Z < C where C is also a constant. 
The next step is to determine the a d 's and C which minimize 
the probabilities of making a misclassification. 
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If the vector X is from W 1, 
then Z is normal with 
mean 
= 	E 	p. a.  
j=1 3 13 
and variance 
2 	n 	n 
3 a z = E E 	ct.a..a. i=1 j=1 1 13  
Similarly, if X is from W 2 , then Z is normal with mean 
2 =a31123 
and the same variance a z
2 
. 
The a-'s should then be chosen to maximize the 
distance between 1 and 2 relative to a
2 . Mahalanobis [62] 
proposed a measure of distance between two populations which 
is used to define the above distance, 
A 2 	( 1. - 2
)2 
2 a z 
Therefore,thect.'s are chosen which maximize A
2 . According 
to Fisher [32] the a.'s are solutions to the equations 
a 	+ ct a 	+ la ll 	2 12 • • • 	ana ln = P11-1121' 
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a1 a 21 + a2a22 + 
	
+ ana 2n = 1-1 12 -1-1 22' 
a l ong + a2ap2  + . . . + anann = Pln -1-1 2n' 
The a•'s are then used to establish the discriminant 
J 
functions. 
The constant C is determined as that value which 
minimized the sum of the probabilities of misclassifying. 
This value is achieved by choosing C halfway between the 
two means (average), 
J. + 2 C - 2 	• 
In summary we classify any observation vector X 
into W 1 if the value of the discriminant function (Z) 
evaluated for this vector, is greater than or equal to the 
constant C; otherwise X is classified into W 2 . 
A Bayes classification procedure is more theoretical 
and consists of classifying X into W 1 if 
Pr (W1 1X) > Pr (W 2 1X) 
and classifying X into W 2 if 
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Pr (W i lX) < Pr (W 2 IX) 
where Pr (W i lX) and Pr (W 2 IX) are the posterior probabili-
ties of classification which are given by the Bayes theorem 
Pr(W i lx) - 
q i f f (x) 
ql f 1 (X)+q2 f 2 (X) 
where q i are the prior probabilities of classification and 
f i (x) are the density functions. 
If the Bayes theorem substitution is made the 
procedure reduces to classifying X into W 1 if 
ql f 1 (X)   
q2f2(X) > 
1 
and into W 2 if 
clif i ( x )  




By substituting in the density functions and taking logs 
it can be shown that this is equivalent to classify X into 
W1  if 
n 1 	
+ 2 	q2 
E 11 	2 
> + ln(—) —  i=1 	 ql 
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and into W 2 if 
a.X.< 	2 	In (
(_12 
i=1 	 ql 
Rao [75] has shown that the solution to this minimizes the 
expected probability of misclassification, 
g 1Pr(211) + q 2 Pr(112). 
So far only classification into two normal popula-
tions with known parameters has been considered. The above 
criteria can be generalized to classification into one of k 
arbitrary or normal populations. The assumption of known 
parameters is only a theoretical simplification and in most 
applications independent random samples are available from 
the populations from which estimates of parameters may be 
made. For a generalization of the Basian approach to 
classification into one of k populations, the reader is 
referred to Afifi and Azen [1]. 
The discriminant criterion that has been discussed 
is based on Mahalanobis distance A 2 (or D 2  if population 
samples are available). This criterion selects the a 3 
such that D 2  is a maximum. This basically equivalent to 
minimizing the sample pooled covariance (dispersion) matrix 
2 (Z 1 	-7 2 ) 	2 	p 	p S since D - 	where S z = E E a.s. a . S z
2 i j=1 m=1 - m m 
27 
A similar approach is based on the sums of squares 
(scatter) matrices, i.e. T = W + B where T is the total sums 
of squares, W is the within group sums of squares, and B is 
the between group sums of squares for the discriminant 
functions. The analogy to the previous procedure should be 
obvious if the relation between the corrected sums of 
squares and the sample covariance is remembered, i.e. in the 
univariate case. 
a n 
SS 	= E 	E 	(y..-7,) 2 
YY j=1 j=1 13 1 
n 
= E 	(y.-7 ) 2 /n-1 
i=1 
where SSyy is the within group sums of squares and 
S = SS /K 
YY 
where K = constant. 
Since the two sums differ by only a constant then 
minimizing SS is equivalent to minimizing S. 
If K groups exist with N observations, the F ratio 
is given by 
and 
Sy 
SS b N-K F - Tg; k-1 
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where SS b and SSw 
are the sums of squares between and within 
groups, respectively. Since (N-k)/(k-1) is a constant then 
SSb /SSw is the only essential quantity for measuring how 
widely a set of group means differ among themselves relative 
to the amount of variability within the groups. It can be 
shown that 
SS (z) 	"13 b a a 	, 
SSw (z) ;'W; " 
where X is defined as the discriminant criterion. There-
fore this criterion would select the a j such that X is a 
maximum which would be the case if the within group sums of 
squares is minimized. 
Canonical correlation analysis and discriminant 
analysis are closely related. In fact, Tatsuoka [89] has 
shown that the discriminant criterion and canonical corre-
lation produce identical results. In canonical correlation 
the objective is to find a linear compound of X-variables 
that has maximum correlation with a linear compound of 
Y-variables. In mathematical terms we want to determine a 
set of weights a' = (a l , a z , ..., a ) for the X-variables 
and a set of weights b' = (b 1 , b 2 ,..., bq ) for the 
Y-variables such that the correlation r zw  is maximized 
between 
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Z = a lX 1 + a z X z + 	
+ a X 
P P 
and 
W = b 1Y 1 + b 2 Y 2 + 	+ b Y 
In the development of the procedure, the sums of squares 
and cross-products matrix depicted in Figure 1 will be used. 
	
EX 2 EX 1 X 2  ..., X1 Xp 	,EX1Y
1 , EX 1 Y 2 , 	EX1Yq 
EX
2
X 1' EX 2
2 
'  ..., EX 2 X 
	'EX2 Y l' 
 EX2 Y2" EX Y 
p 2 q 
• 
• 
EX 	 ..., EX 2 
p
X EX pX 2' 	) 	p 	: EXpYll EXpY2) ..., EX Y P 
EY 1 X 1'  EY
1 X 2, 	EY 1 Xp 
, EY 	EY 1 Y 2, ..• ' EY 1 Y q 





EY 2Y 1 , EY 	..., EY 2Yq 
• 
Ey2 , ..., EYqXp EYY 	EYqY 2' 	EY
2 
Figure 1. Sums of Squares Matrix 
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This matrix is partitioned in the form depicted in Figure 2. 
sxx(PxP) 	sxy ( Pxo 
J 
Syx (qxp) 	Syy (qxq) 
AM. 
Figure 2. Partitioned Matrix 
A matrix A is then formed by the following matrix multipli-_ 
cations. 
-1 	-1 A=S S S 	S -xx -xy -yy -yx 
The eigenvalues p 2- and the eigenvectors a.1  of the 
2 matrix A are then computed. The largest eigenvalue l' is 
the square of the maximum correlation r zw , where 
a'S 	b 
-xy  
(a S xx a) (b Syy  b) __ 	-- 
This is termed the maximum canonical correlation between 
the two sets of variables. The elements of this eigen-
value are then the weights or loadings which are used to 
form the linear compound of the X-variables. The b i 




b = 	S-1  S 	a 1 p i -yy -yx -1 
which is a direct result of the solution to the partial 
derivatives of the Lagrange function used in maximizing r zw . 
The reader is directed to Van de Geer [102] or Tatsouka [90] 
for details. It might be noted that the situation is 
exactly parallel to that of principal components analysis 
and discriminant analysis and consequently even factor 
analysis. In each case a set of combining weights is 
determined which will maximize a specified criterion for a 
resulting linear compound. In each situation the vector 
elements of the eigenvector associated with the largest 
eigenvalue of a particular matrix specify the weights or 
loadings of the compound. 
Up until this point the discussion has circumvented 
the question of measures of association or similarity between 
variables and between data units. As usual there is 
considerably sematic difference between terms. This 
discussion will follow the terminology of Sneath and Sokal 
[82]. 
Variables are classified according to type and scale 
of measurement. The type variables include continuous, 
discrete, and binary. A continuous variable may assume an 
uncountably infinite number of values while a discrete 
variable may assume a finite (or at most countably infinite) 
number of values. A binary variable may assume only two 
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values. The various scales of measurement include nominal, 
ordinal, interval, and ratio. Nominal and ordinal scales 
are referred to as qualitative variables, whereas interval 
and ratio scales are referred to as quantitative variables. 
In applied multivariate analysis the comparison of 
variables with different scales and types can present 
problems of interpretation. Consequently, techniques have 
been developed for conversion of variables from one type to 
another in order to provide some homogeneity of scale types. 
Anderberg [2] gives a comprehensive presentation of some of 
these techniques of conversion. 
The general term in describing relationships between 
variables and between data units is "similarity coefficients" 
which includes distance, association, and correlation 
coefficients. It might be noted that distance and corre-
lation coefficients are actually dissimilar in nature but 
shall be included in the similarity category. 
Distance measures are the most popular and practical 
for use when describing similarity between data units. 
The Minkowski metric is by far the most popular metric for 
measuring distances. The Minkowski metric in general terms 
is 
D (X.,X ) = [ 	i 
	
1X..-X 	1 1) ] 1 / 1/ 
p 	k 	1. 1 13 k 
where p > 1. 
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By selecting various values of p many different metric 
distances are obtained. The most common being the Euclidian 
distance or L 2 
metric for p = 2. If p = 1 the "city-block" 
or L 1 
metric is obtained. The L-infinity metric is defined 
as: 
D (X.,X ) = 	max 	-Xik j 	k 	Xi)  i=1,...,n 
Figure 3 depicts the unit balls of each of the metrics 
described. 
Figure 3. Unit Ball 
The unit ball is the set of points for which Dp (Xj , Xx ) = 1. 
Another distance measure which takes into account 
the correlation between variables is the generalized 
Mahalanobis' distance (D 2  if derived from a sample). A 
general formulation is as follows: 




y     
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where W -1  is the inverse of the pooled within groups 
variance-covariance (dispersion) matrix or the pooled 
within groups sums of squares (scatter) matrix. It might 
be noted that if W = I then the distance becomes the 
Euclidian metric. 
Association coefficients are normally used to describe 
the similarity between pairs of variables over an array of 
two-state (binary) or multi-state characters. The most 
popular of these are the matching coefficients. In the 
final analysis this type of similarity measure will be of no 
use in the development of the methodology in this paper. 
Anderberg [2] has a most complete and comprehensive discussion 
of these coefficients. 
Correlation coefficients are the most commonly used 
similarity coefficients when measuring the similarity between 
variables which are described on an interval (quantitative) 
scale. Pearson's product moment correlation coefficient is 
the most frequently employed of these. The following 
formulation of this correlation coefficient should be 
familiar to the reader: 















There are various other measures such as the Chi-
square based measures which are normally used to describe 
the relationship between nominal (qualitative) variables. 
Since this measure and others are of minimal assistance in 
the development of the methodology, their discussion will 
not be made. The reader will find a presentation of other 
measures in Anderberg's and Sneath and Sokal's books. 
The final multivariate technique to be discussed is 
that of cluster analysis. The technique is by far the 
most diverse of all and would require many pages to properly 
discuss and describe the myriad of individual points of 
view and methods. The discussion will be limited to the 
more popular and useful of the methods. The basic methods 
are normally assigned to two general groups, the hierarchical 
methods and the non-hierarchical (optimization or partition-
ing) methods. 
The hierarchical methods are further grouped into 
two general sub-groups, agglomerative and divisive. The 
hierarchical methods' objective is to produce a connected 
tree graph which in some way describe the relationships 
between data units. Such a connected tree is illustrated 
in Figure 4. 
If the method begins with the data units as single 
entities and attempts to associate them in some manner until 
only one main grouping remains, then this method is termed 




Figure 4. Connected Tree 
dirisive if the data units are taken as a single grouping 
and then partitioned in some manner until all data units 
are a group of one. 
Agglomerative hierarchical methods are probably the 
most popular of all clustering methods. They include 
single linkage (nearest neighbor), complete linkage (furthest 
neighbor), centroid, and Ward's error sums of squares 
methods. The single linkage method groups data units 
according to the distance or correlation between their 
nearest neighbors. The cluster groups with the smallest 
distance or largest correlation are grouped together to 
form the new cluster groupings. The complete linkage method 
groups data units according to the distance or correlation 
between their furthest neighbors. The cluster groups with 
the largest distance or smallest correlation are grouped 
together to form the new cluster groupings. The 
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interpretation of the clusters is different in each case. 
The single linkage method is interpreted in terms of the 
relationships between cluster groupings. In contrast, the 
complete linkage method is interpreted in terms of the 
relationships within cluster groupings. 
The centroid method clusters groups which have the 
most similar mean vectors or centroids. Groups are combined 
which have the smallest distance between their centroids. 
The only interpretable distance for the centroid method is 
the squared Euclidian distance and is therefore the normal 
measure of similarity between groups. 
The Ward [103], [104] Method was developed to cluster 
groups which maximize a particular objective function. The 
procedure is known as the error sum of squares, since Ward 
illustrated his technique with this type objective function. 
At each step of clustering, all possible pairs of groupings 
are considered and that one which increases the total within 
groups error sums of squares the least is selected. Wishart 
[108] has shown that this minimum increase in error sums of 
squares is proportional to the squared Euclidean distance 
between the centroids of the combined groups. This result 
is different from the centroid method since it weights the 
distance between centroids. 
The divisive methods are normally termed monothetic 
or polythetic. The monothetic is based on having a single 
attribute while polythetic is based on all the attributes. 
38 
The monothetic approach is normally used in the case where 
data units are described by binary variables. Lance and 
Williams [56] present this approach as "association analysis." 
They divide the data in terms of one attribute variable 
with one subset being those data units which have the 
attribute and one subset being those data units which do 
not possess the attribute. The attribute is chosen which 
will maximize the distance or minimize some similarity 
measure between the two groups. The polythetic methods have 
few applications and will not be discussed here. 
The most popular and versatile of the nonhierachical 
methods are the partitioning or optimization methods. Here-
after, the terms nonhierachical and partitioning (optimiza-
tion) will refer to the same group of techniques. The 
nonhierachical methods normally are suitable for clustering 
data units and not variables. As opposed to hierachical 
methods, these methods cluster data units into a single 
grouping of K clusters which is specified prior to initiating 
the algorithm. Some techniques will change the number of 
clusters during execution of the particular algorithm. 
These techniques normally attempt to partition the data 
units so as to optimize some criterion. The user normally 
selects some initial partition or some initial k seed points 
for k initial partitions. The algorithm then reassigns or 
reallocates data units to improve the initial partitioning. 
The reallocations are based on optimizing the specific 
39 
criterion of the algorithm. These techniques are sometimes 
referred to as hill-climbing and are analogous to the steepest 
descent algorithms of nonlinear programming. There are 
several methods of determining initial partitions and seeds 
points and Anderberg [2] covers the subject quite well. 
The nonhierarchical methods most commonly used are 
Forgy's [37] method, Jancey's [51] variation of Forgy's 
method, and McQueen's [66] K-means method. All of these 
techniques are based on distance measures and assign data 
units according to their distance from the centroids of 
initial partitions. If seed points are used, initial 
partitions are formed using these seed points by assigning 
each data unit to the nearest one. In Forgy's method the 
centroids are computed for these partitions and then data 
units are reallocated to the closest centroid. All data 
units are reassigned before centroids are recomputed. 
Jancey's method differs from Forgy's method only in 
the manner of determining the centroid. Actually Jancey 
determines a new seed point by reflecting the old seed point 
through the new centroid. This is done to speed convergence 
and bypass possible local minimums. Both Jancey's and Forgy's 
methods implicitly minimize a within cluster error function. 
McQueen's K-means method differs from Forgy's method 
in that the K-means method recomputes the gaining cluster 
centroid after each data unit is relocated. In the simple 
K-means technique the entire data set is reassigned only 
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once. McQueen has also developed a variate known as 
McQueen's convergent K-means which continues to cycle 
through the data units until the data set fails to cause 
any changes in cluster membership. McQueen [66] has estab-
lished the convergence properties of this technique. 
Anderberg gives a brief explanation of the convergence 
properties of all three of these methods. 
These methods however do not allow the number of 
clusters to vary during the execution. Several methods 
exist which include this ability within a specific algorithm. 
McQueen's [66] method with coarsening and refining parameters 
and Wishart's [109] variant on K-means in his CLUSTAN IA 
computer package are two of these methods. Ball and Hall's 
[14] ISODATA computer package also provides this ability 
with interaction with graphic display devices. 
Other criteria have been suggested by Friedman and 
Rubin [38] which have been derived for multivariate analysis. 
In each case the object is to select that partition or 
cluster which best meets the selected criterion. The 
criteria are based on the previously mentioned matrix 
equation for the sums of squares, T = W + B. The first of 
the criterion is minimize trace W or minimize the total 
within group sums of squares of the partition. This is the 
criterion implicitly used in Forgy's, Jancey's, and McQueen's 
methods. The second criterion is to minimize the ratio of 
determinants IWI/  ITI which can be shown to be equivalent to 
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minimizing IW I or maximizing ITI/IWI which additionally can  
be shown to be equivalent to maximizing II + W -1 BI. This 
leads to the third criterion which is to maximize the trace 
of W -1 B. A fourth criterion which is closely related has 
been proposed by McRae [67]. This criterion is S. N. Roy's 
largest root criterion, i.e. maximize the largest eigenvalue 
of W -1 B. 
Several computer programs have been compiled which 
utilize several or all of these criteria. McRae's [67] 
computer program MIKCA combines McQueen convergent K-means 
with any one of the four criteria. Demiremen [25] combines 
Forgy's method with the first three criteria into his 
computer program. There is very little reported on how to 
determine which criterion to choose under a particular 
situation. In addition there has been very little work done 
in showing a comparison of any of these clustering tech-
niques. Friedman and Rubin [38] have provided some 
comparison but with inconclusive results. 
It has already been mentioned that cluster analysis 
as applied to data units is not necessarily a statistical 
analysis technique but rather a data analysis technique. 
The author will not attempt to support either contention 
but shall use cluster analysis in its descriptive form. 
This will entail utilizing the principal output of cluster 
analysis, i.e. relative homogeneous groupings of the data. 
The advantage of homogeneity should be obvious to the 
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statistician whose analysis is normally based on the 
assumption of homogeneity between data units. Cluster 
analysis provides an opportunity to investigate empirically 
the degree of success achieved in attempts to fulfill 
assumptions of homogeneity. 
Major Literature in Multivariate Analysis  
This chapter will be concluded with a brief discussion 
of the major literature in the multivariate analysis field. 
Several books under the general heading of multivariate 
statistical analysis have been published. The more advanced 
works are headed by the classic by T. W. Anderson [8]. 
Other advanced works include books by M. G. Kendall [55], 
Morrison [64], A. P. Dempster [26] and C. R. Rao [75]. A 
relatively readable and complete work is S. J. Press' [72] 
excellent book. M. M. Tatsuoka's [90] and J. P. Van de Geer's 
[102] books are complete works with respect to the various 
multivariate techniques. Introductory works from a computer 
application viewpoint are books by Afifi and Azen [1] and 
Bolch and Huang [16]. 
Specific multivariate techniques enjoy a prolific 
production of books especially in the factor analysis field. 
The classic works in factor analysis are H. H. Harman's 
[43] and R. B. Cattell's [20] books. R. J. Rummel's [79] 
book on applied factor analysis is very readable and 
complete. Introductory works include A. L. Comrey's [24] 
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and D. N. Lawley and A. E. Maxwell's [60] books. Tatsuoka's 
[90] and Van de Geer's [102] previously mentioned books are 
excellent discussions on the principal components, discrimi-
nant, and canonical correlation techniques of multivariate 
analysis. 
The classic work in cluster analysis is P. N. A. 
Sneath and R. R. Sokal's [82] book which has recently been 
updated in a new edition. This book tends to be difficult 
to read due to the interrelationships that are drawn between 
the technique and biological taxonomy. Jardine and Sibson 
[52] is another book based on biological taxonomy. This 
book, however, is more advanced and requires the mathematical 
sophistication necessary for Rao's or Anderson's books 
which have been previously mentioned. For the researcher 
more interested in application, there are two excellent and 
complete works. The first is M. R. Anderberg's [2] book which 
contains several computer programs and detailed discussions 
on how to apply and interpret cluster analysis. The second 
work is Brian Everitt's [30] brief but concise book which 
when coupled with Anderberg's produces a complete and 
thorough examination of the field of cluster analysis. 
This is not an exhaustive list of the books that have 
been published in these fields. However, the list provides 
an enumeration of some of the better works for both theory 
and application in all areas of multivariate analysis. 
CHAPTER III 
APPLICATION OF MV TECHNIQUES TO OBTAIN OPERATIONAL 
USAGE PATTERNS (METHODOLOGY) 
Introduction  
This chapter will evaluate each of the multivariate 
techniques discussed in Chapter II and determine which of 
them will adequately provide operational usage patterns. 
The various advantages and limitations of these techniques 
will be presented and one technique will be selected based 
on these advantages and limitations coupled with certain 
criteria and assumptions set forth in this section. 
The major criterion is simplicity; the methodology 
should be relatively easy to implement and relatively 
simple to interpret. In addition, it is felt that expense 
is a factor and therefore, the methodology should be 
relatively inexpensive to execute. The relativity refers 
to the adequacy of the methodology to consistently provide 
valid usage patterns. The expense and simplicity base 
begins with the establishment of an adequate technique. 
The term validity shall refer to the ability of the technique 
to provide essentially the same results when applied to the 
sample data using various alternative methods. Cross 
validation techniques, which validate by applying the 
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methodology to a different sample, will not be possible due 
to the nonavailability of another sample. 
In addition to technique selection, this chapter 
will involve a discussion of the data preparation, the 
selection of an appropriate distance or similarity measure, 
and the actual application of the technique to produce the 
usage patterns. The establishment of validity will also be 
discussed and will conclude this chapter. 
Selection of a MV Technique  
The main selection criterion is whether or not the 
MV technique will provide meaningful groupings (usage 
patterns) of data units. However, the methodology should 
also take into account methods of providing for parsimony. 
The assumption that the data has a joint multivariate normal 
distribution will also play a major role in determining 
which technique is selected. 
The techniques which will provide parsimony are 
principle component or factor analysis. In the first case 
there is no need for assumptions of normality. However, 
the technique is seriously limited in the amount of parsimony 
allowed depending on the amount of total variance required. 
Factor analysis will provide considerable parsimony but is 
limited by a normality assumption and by the number of data 
units and variables it can cope with on today's computers. 
The computer storage requirements and time demands sky 
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rocket for data sets containing more than 250 data units. 
This problem will surface when there is a requirement for a 
similarity matrix. This is the case with all the techniques 
except nonhierarchical clustering. There are methods to 
circumvent this problem by utilizing special computer 
procedures but at large additional costs. In addition there 
are tradeoffs between the number of variables and the number 
of data units handled by the computer and although sampling 
theory allows for small samples of the total population to 
be used, the more data units sampled the more accurate the 
results. And finally, there is the traditional difficulty 
in interpreting the factors which are generated. Some 
interpretation should be made in order to determine the 
validity of the resulting factors. One should not take the 
factors as good results unless some, at least intuitive, 
credibility can be associated with them. It would be 
dangerous to assume with little basis that any resulting 
factors are correct and meaningful. 
If there is no requirement to limit or reduce the 
number of variables, the problem becomes one of mere 
grouping of data units. Under factoring techniques the 
Q-factor is considered. This technique suffers from some 
of the short comings of its parent, in that there is a 
restriction on the number of data units and that normality 
should be assumed. In addition there is the question as to 
how to interpret correlations between data units. Fleiss 
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and Zubin [36] object to the Q-technique because of this 
question and consider it an idle exercise when factor 
analysis is performed on data units when there is no reason 
to believe there is an underlying linear model. And 
finally, if there are only five variables, there can be at 
most four distinct clusters, i.e. one less than the number 
of variables. This last restriction severely limits this 
procedure. 
Discriminant analysis and canonical correlation 
analysis are exceptionally good techniques when applied to 
the class of problems for which they are designed to 
analyze. They normally cannot separate out groupings of 
data units. However, once meaningful groupings have been 
discovered, then evaluation using these techniques can be 
very enlightening. For example, discriminant analysis can 
be used to determine the discriminant power of the grouping. 
In other words how well does each group of the partition 
differ from each other? In addition other groups could be 
assigned or compared to this partition according to the 
discriminant function of each group. The question answered 
would be, is this specific group a member of one of the 
groups belonging to the partition? Canonical correlation 
on the other hand would be useful in comparing two different 
partitions or groupings. This would occur when there existed 
a grouping from each of two populations and a comparison of 
the two is desired. In order to implement these techniques 
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it is normally necessary to assume joint normality. 
Since joint normality is considered desirable in the 
above techniques it would be advantageous if a discussion 
of this topic be inserted at this point. It is well known 
that the existence of marginal normality of each variable 
does not insure nor imply joint normality. Consequently, 
a test for marginal normality would be fruitless. Tests for 
joint multivariate normality are few and sparsely documented. 
Malkovich and Afifi [63] present four such tests based on 
extension and generalization of univariate test of normality. 
These include, generalization of (1) measures of skewness 
and Kurtosis, (2) the Shapiro-Wilk test criterion, (3) the 
Cramer-Von Mises test criterion, and (4) the Kolmogorov-
Smirnov test criterion. A Monte Carlo study was conducted to 
examine the power of each test with each having advantages 
in different situations. Even if this type examination does 
not reveal normality, nonlinear transformations have been 
developed which might induce normality. Tukey's [101] basic 
article on transformations presents a family of transforma-
tions which will induce normality under a variety of 
situations. Dolby [28] applies an approximation technique 
to Tukey's family of transformations to provide a quick 
method of choosing a transformation. Box and Cox [17] 
proposed a set of data transformations of multivariate 
observations to enhance the normality of the distribution 
and improve homoscedasticity. Andrews, et al. [6] and 
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Andrews [4] have further expounded and refined these 
concepts. These techniques of testing and inducing normality 
tend to be difficult and time consuming to apply. As a 
result researchers such as Koichi Ito [50] have presented 
arguments showing the robustness of the assumption of 
normality and homoscedasticity. Under certain circumstances 
the two assumptions will not greatly affect the results. 
One conclusion drawn from a review of literature is that it 
is difficult to define exactly what multivariate normality 
really is. The question still remains, what is meant by 
normality in the multivariate case? In any case the basic 
assumption of normality and even homoscedasticity reduces 
the enormity of the multivariate analysis. 
It is interesting to note that the above conventional 
statistical data analysis techniques have been shown to be 
inadequate in determining known partitions in certain 
situations. For example, Ball [13] has shown where three 
sets of data which are quite different but have identical 
covariance matrices. The question is, does the presence 
of identical covariance matrices imply the populations are 
identical? In order to produce partitions of data units 
without resorting to normality and homoscedasticity assump-
tions the technique to use is that of cluster analysis. 
At first glance cluster analysis appears to be a 
ready answer to the desired criteria of simplicity. This 
could be misleading for cluster analysis does not provide a 
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simple neat packaged solution. Jardine and Sibson [52] 
object to several agglomerative methods based on mathematical 
arguments. They specify certain conditions which clustering 
methods should meet in order to be mathematically acceptable, 
for example, continuity and minimum distortion. The single 
linkage method is the only method which satisfies all their 
conditions. In the same vein Fisher and Van Ness [31] have 
introduced nine admissibility criteria for all clustering 
techniques. Their criteria include image admissibility, 
convex hull admissibility, connectedness admissibility, etc. 
The single linkage method surfaces as the "best" method by 
satisfying all criteria except the convex hull. The complete 
linkage fails on two criteria, the convex hull and connec-
tedness. The latter criterion is the same criterion for 
which Sibson and Jardine object to the complete linkage 
method. According to Everitt this criticism has caused 
some people to object to these admissibility criteria since 
in several cases the application of single linkage has 
produced less satisfactory solutions than those produced by 
other agglomerative methods. Such results have led Lance 
and Williams [58] to consider single linkage an obsolete 
technique. However this is probably a bit harsh. 
Nonhierarchical or optimization methods which seek 
to optimize some criterion frequently find suboptimal 
solutions. This problem of local optima also exists in the 
case of nonlinear hill-climbing algorithms. It is impossible 
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to check each possible location in order to obtain the 
global optimal solution. Techniques have therefore been 
developed to increase the likelihood of finding the global 
optimum. In addition optimization methods meet only two of 
seven of Fisher and Van Ness's relevant admissibility 
criteria. In Chapter II it was noted that McQueen's, 
Forgy's, and Jancey's methods implicitedly minimize the 
trace of W. Everett [30] has shown that minimizing trace 
W produces or attempts to provide spherical, homogeneous 
clusters. In addition this criterion is not invariate under 
linear transformations. On the other hand the criteria of 
minimizing the determinant of W attempts to provide clusters 
of the same shape but is invariate under linear trans-
formations. In addition det W criterion requires more 
computer time than the trace W technique. The trade-offs 
are obvious in this situation. The other two criteria 
mentioned before (i.e. Roy's largest root and Hotelling's 
trace criterion) would also tend to attempt to locate the 
same size clusters and in addition would require additional 
computer time to invert W. Anderberg [2] comments that "it 
is difficult to identify any clear-cut advantages stemming 
from the use of" the last three criteria as opposed to the 
use of the trace W criterion. On the other hand Everitt 
opts for the determinate W criterion. Friedman and Rubin 
[38] observe that there are no guidelines for making choices 
among the criteria. This appears to be essentially true 
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except for the latest work of Everitt which has been 
discussed above. Except for this, there remains a lack of 
research into which of the criteria perform best under 
which set of circumstances. 
In order to apply any of the above methods, fairly 
sophisticated computer programs are necessary for implemen-
tation. The writing of such programs could be very time 
consuming. Consequently, the researcher is basically bound 
to the computer and to the availability of existing computer 
programs. The University of California presents programs 
for all the above mentioned techniques, except cluster 
analysis, in its Biomedical Computer Programs book [27]. 
The Principal Component analysis program is limited to 25 
variables and 400 data units. A general factor analysis 
program provides several alternatives but is limited to 198 
variables with 99 factors rotated. The number of data 
units is then restricted to at least 200 and not much more. 
A program for discriminant analysis for two groups and a 
program for multiple group stepwise analysis is also avail-
able with practical limits set at 300 data units and 25 
variables in the first case and 80 variables and 80 groups 
in the latter case. With 80 variables and 100 data units 
the computer time required would be approximately 12 minutes. 
A canonical correlation analysis program is also provided 
with limits of 99 variables and about 100 data units, with 
a tradeoff of computer time between the two. In addition 
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to the BMD programs there is the Statistical Package for the 
Social Sciences (SPSS) by Nie, et al. [68] which provides 
sophisticated programs for general factor analysis tech-
niques and the stepwise discriminate analysis technique. 
These programs demand even more computer time then the BMD 
programs for equal input. 
There are several programs available for cluster 
analysis techniques. They range in complexity from the 
relatively simple to the highly sophisticated. Anderberg 
[2] provides a thorough discussion of almost all of them 
and several of his own. He provides hierachical programs 
using different applications of minimizing the error sums 
of squares (basically Ward's method). In addition, he 
provides a centroid method program. All of these can be 
utilized using a stored similarity matrix approach or a 
stored data approach. Anderberg also provides nonhierarchical 
programs allowing selection of Jancey, Forgy, and McQueen's 
methods allowing user selection of distance measures, and 
different methods of selecting seed points, and initial 
partitions. Other nonhierarchical programs include Ball 
and Hall's [14] ISODATA method which is an extension of 
Forgy's basic method and allowing splitting and lumping of 
clusters based on different input parameters. Ball and Hall 
[15] and Sammon [80] have included the ISODATA method in the 
PROMENADE and OLPARS systems, respectively. These systems 
provide an on-line data analysis package utilizing 
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interactive graphics to better determine appropriate 
clusters. Demiremen [25] provides a computer program which 
is also an extension of the Forgy method but in addition 
allows the partition to be improved using the trace W 
criterion, the determinant W criterion, and Hotelling's 
trace criterion. A linear discriminant analysis and a 
multivariate analysis of variance are also performed as an 
aid in evaluating each partition. 
McRae [67J extends McQueen's convergent K-means 
method by allowing improvement of the K - means final parti-
tion using any of the four sums of squares criteria. 
Wishart's [109] CLUSTAN lA package is a complete 
package of both hierarchical and nonhierarchical methods. 
This package is highly sophisticated and provides for the 
changing of the required number of clusters during execution 
of a convergent K-means method. 
Wolfe's [110] NORMIX program should be included in 
this discussion even though it requires the assumption of 
normality. The NORMIX program makes explicit use of likeli-
hood methods in that it seeks that partition which maximizes 
the likelihood function. 
Each multivariate technique has now been examined 
in some detail and the time for final selection has arrived. 
Since the number of variables that is of concern is not 
great, the matter of parsimony of variables is of little 
import. However the distinguishing of usage patterns from 
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among the data is the main concern. As a consequence, this 
narrows the field of techniques to those of Q-factor and 
clustering. The various shortcomings of the Q-factor 
technique make it unsuitable for this purpose or at least 
less desirable than cluster analysis. 
The selection of one of the clustering methods could 
be difficult. The field can be narrowed further by the 
elimination of the hierarchical methods which are best 
suited to the biological fields of science. The nonhierarch-
ical methods are better suited to the purpose for which they 
are intended, i.e. discovering natural clusters within a 
data set. The choice has now been narrowed to the nonhier-
archical methods but the final selection from these is no 
less difficult. However a final selection is made of 
McQueen's convergent K-means method. This method is 
selected because of its greater intuitive appeal but more 
important because of its convergence properties so pain-
stackingly and expertly shown by MacQueen [66]. This does 
not exclude completely the other methods especially those 
which include the different sums of squares criteria. But 
in the spirit of simplicity and ease of implementation and 
interpretation, MacQueen's convergent K-means method is the 
final selection. 
Preparation of Data  
The preparation of data into a multivariate format 
is in itself a hugh task. The first step is to determine 
what variables should be measured and how the data is 
collected. The data for this thesis was collected on the 
collection sheet shown in Appendix A. Based on this form 
and the resulting entrys only six distinct variables can be 
isolated. These variables are, (1) miles traveled on paved 
roads (HB), (2) miles traveled on unimproved roads (SB), 
(3) miles traveled cross country (CC), (4) total miles 
traveled (MILE), (5) estimated load or cargo by weight 
(LOAD), and (6) number of personnel carried (PERS). Two 
other descriptive variables were also isolated but are not 
used in the actual analysis. These are (1) military unit 
controling the vehicle and (2) mission of a particular 
vehicle. In addition, the total miles traveled category is 
not used in conjunction with any other mileage variable in 
order to insure full rank sums of squares matrices. Conse-
quently the initial analysis clusters data units based on 
only five variables. 
Once the data units (vectors) have been formed the 
next step is to determine outliers. Outliers are data units 
that obviously do not belong to the sample population. 
Cluster analysis is sensitive to outliers and can influence 
the optimal partition. However, cluster techniques can and 
will isolate outlier groups. Hierarchical methods will 
normally isolate individual outliers based on the fact that 
they will join the main body of points near the final level 
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of clustering. However individual outliers will not 
necessarily be isolated by nonhierarchical techniques. 
Therefore, it is necessary to identify and eliminate these 
type of outliers. One technique is to produce histograms 
of each variable. This normally identifies outliers 
resulting from errors in data construction. They are 
evidenced by zero values and large unreasonable values 
surfacing where they should not. Gnanadesikan and Kettenring 
[39] explain and demonstrate several techniques for the 
identification of multivariate outliers. These include two 
and three dimensional plots of the first two or three prin-
cipal components and Mahalanobis' generalized distance for 
uncovering observation which lie far afield from the general 
scatter of points. They further discuss discriminant and 
canonical correlation techniques for discovering outliers 
in two or more groups of observations or two or more sets 
of variables. The last two techniques become expensive in 
computer time for large data sets. The BMD program file 
includes a program which identifies multivariate outliers 
based on Mahalanobis' distance and the first and second 
principal components. 
With multivariate data sets it is difficult to define 
the difference between units for each variable. For 
example, how do you interpret the difference between miles 
and pounds? A cluster of these two units would emphasize 
pounds more than miles. As a consequence the data should 
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be transformed in some manner to take into account these 
differences. Techniques of data standardization have been 
developed such as dividing each data variable by its mean, 
or its standard deviation, or even its range. Each of 
these techniques reduces some aspects of the differences 
between variable units. These standardization techniques 
are normally applied without consciencousness of the reasons 
for or the result of the particular technique used. 
Anderberg [2] cautions the researcher in unilaterally 
applying these techniques in all situations. Another way to 
circumvent the problem is to require the final clustering 
to be invariant under changes of unit for each variable. 
These methods have been previously discussed under the 
terms of sums of squares criteria such as the determinant 
W or Hotelling's trace criterion. The reader should 
remember that the trace W criterion is not invariant under 
linear transformations. It was also noted that MacQueen's 
convergent K-means method implicitly minimizes the trace W 
criterion. Consequently, clustering of raw data using 
this technique alone will produce a different partitioning 
than the one produced by standardized data. If final 
clustering is done according to MacRae's algorithm, standardi-
zation would not be necessary since one of the invariant 
criteria can be applied to the resulting convergent K-means 
clustering. However, in this case, the demonstration of 
the methodology is by the convergent K-means method only. 
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In any case the large difference in variable units is con-
sidered the overriding criterion and therefore the data is 
standardized. This is accomplished by dividing the centered 
variable elements by the standard deviation for each 
variable. Centering was accomplished by subtracting the 
mean of each variable from each variable element. 
It is at this point that a determination must be 
made of whether or not there is a need for determining 
multivariate normality. If such a need arises this step 
would be to test for normality and if normality does not 
exist then to transform the data in some manner to induce 
normal conditions. However, in the majority of clustering 
techniques there is little need to show normality. 
Selection of Distance Measure  
Prior to implementing the specific cluster technique, 
it is necessary to identify which distance measure is to 
be used. There are three possible alternatives which lend 
themselves to use in clustering data units, (1) the squared 
Euclidian distance, (2) the weighted squared Euclidian 
distance, and (3) Mahalanobis' generalized distance. In 
determining which to use, it is best to remember the actual 
distance which is being measured. In the case of Euclidian 
distance, a spherodial distance results and in the case of 
Mahalanobis' distance, an ellipsodial distance results. If 
the clusters are of the two-dimensional form in Figure 5a 
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then the Euclidian measure will suffice. The Mahalanobis 
measure would be best if the clusters are of the form in 
Figure 5b but if the situation was as in Figure 5c the 
Mahalanobis measure would tend to place observation X in 
cluster two even though it is closer to cluster one. This 
results since the Mahalanobis measure tends to emphasize 
the vertical axis of a cluster. Of course, if a prior 
knowledge of cluster shapes were known then a general 
weighted distance measure would be best. Therefore, prior 
knowledge or experience could identify the relative 
importance of variables. This relative importance can then 
be reduced to weightings for each variable. The Euclidian 
measure thus transformed by these weights could provide 
more acceptable optimal partitions. In this case such 
knowledge or experience is either not available or not 
reliable. Therefore a simple squared Euclidian distance 
measure will be used in the analysis, even though there is 
no evidence to assume that the clusters would be spherical. 
a 
Figure 5. Cluster Shapes 
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Application of the M.V. Technique  
Once the data has been prepared and a distance 
measure selected, the technique is then applied to the data 
through the use of a computer. Anderberg's program using 
MacQueen's convergent K-means was modified for use on the 
UNIVAC 1108. A listing of the program appears in Appendix B. 
The program provides for three methods for inputting or 
selecting initial seed points or an initial partition, (1) 
seed points can be read directly into the program on data 
cards, (2) seed points can be selected as individual data 
units (selection can be random or otherwise), and (3) the 
data units can be grouped in any manner determined by an 
input sequence of numbers (e.g. 100, 150, 50... where the 
first initial cluster is composed of the first 100 data 
units, the second composed of the next 150 data units, etc.). 
For the purposes of this application seed points were 
initially chosen in a semi-random manner by selecting them 
equidistant from each other and spanning the data set. 
Partitions were selected based on equal partitions spanning 
the data set. The centroid results of these two methods 
were compared and the most identical centroids by pairs were 
extracted, averaged and then used as inputted seed points 
for the third method. The final three results were then 
compared to determine their similarity and whether or not 
they return essentially the same partition. All three 
methods were employed to decrease the likelihood of being 
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trapped into a local optimum. Similar techniques are used 
in nonlinear programming to avoid the same entrapment. In 
addition if the same partition is returned by each method 
then this increases the acceptance of the overall technique's 
validity. 
The determination of the optimal partition or the 
"best" number of clusters is not a straight forward choice. 
Some techniques have been developed whereby when a certain 
criterion is met then the optimal number has been reached. 
These techniques usually involve a plot of the number of 
groups against the value of the criterion used in clustering 
(e.g. minimize trace W). The optimal partition is the one 
where there is a sharp increase or decrease in the plot. 
Everitt [30] suggests that in general these procedures are 
unsatisfactory. Normally, heuristic techniques are utilized 
such as MacQueen's coarsening and refining parameters or 
Wishart's various control parameters within the CLUSTAN lA 
package or Ball and Hall's control parameters within the 
ISODATA method. Rather than go to these expensive techniques 
a simple heuristic technique is utilized. This technique 
can easily be applied to data sets of less than ten variables 
where there is some prior knowledge or belief as to the 
possible optimum number of clusters in the partition. In 
this case it is determined that there are probably more than 
four basic usage patterns and probably less than ten. 	The 
convergent K-means program is then run to seek clusters 
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numbering five to nine. After obtaining the partitions for 
each "K" number of clusters, each partition is compared to 
group those clusters which most resemble each other. This 
is based on the number of data units, and the sign and value 
of the variables in the centroid. Table 1 is supplied to 
aid understanding of this procedure. It should be noted 
that two centroids are shown for the 6 and 7 cluster 
partition. 
Table 1. Cluster Groupings 
K 
	
NUM 	HB 	SB 	CC 	LOAD 	PERS 
7 231 -.28 -.21 -.21 -.80 -.51 
6 265 -.32 -.21 -.21 -.78 -.42 
7 199 -.32 -.18 -.11 1.05 -.21 
6 220 -.28 -.17 -.06 1.07 -.21 
The results in Appendix C have been arranged in this manner 
to form "g" groups. Table 2 shows a particular grouping 
(i.e. group 1) from the results of Table 6. 
The next step is to determine which is the "best" 
partition. Two criteria are selected upon which to deter-
mine that partition which is the "best." The first of 
these is stability of the cluster to remain as a cluster in 
all three methods of choosing initial starting points and 
Table 2. A Cluster Group 
g K NUM HB SB CC LOAD PERS 
9 106 -.37 -.21 -.21 -.59 -.56 
9 207 -.29 -.19 -.20 -.83 -.56 
1 8 179 -.56 -.21 -.20 -.80 -.50 
7 231 -.28 -.21 -.21 -.80 -.51 
6 265 -.32 -.21 -.21 -.78 -.42 
5 312 -.33 -.21 -.22 -.74 -.23 
during the changes in the numbers of clusters required. 
The second criterion focuses on the splitting of relatively 
stable clusters. If and when a relatively stable cluster 
splits to form two separate clusters and their centroids 
do not differ significantly, then they should not be split 
but should remain as a single cluster. With both criteria 
the comparison of centroids is the determining factor. The 
comparison is made on the basis of a distance measure. In 
this case, the squared Euclidian distance will be used to 
make comparisons for both criteria. In the first criterion 
the distance is computed between the centroids using all 
variables. If the distance between the centroids of any 
two k-partitions for any g-group is less than or equal to 
.05, the cluster is said to be highly stable between those 
two k-partitions. In addition if the distance between any 
two centroids for each method of a particular k-partition is 
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less than or equal to .05, then the cluster is said to be 
highly stable and valid for that k-partition. Table 3 is 
extracted from Table 6 to aid understanding. It should be 
noted that the squared Euclidian distance is recorded in 
the distance between cluster's column for both methods (e.g. 
the distance between 6 and 7 cluster for method 1 is .013 
and also .013 for method 2). 	In addition a center column 
denotes the squared Euclidian distance between the two 
methods for each k-cluster (e.g. the distance between 
methods for the 6 cluster is .0002 and 0 for the 7 cluster). 
Table 3. Distance Columns 
DIST DIST DIST 
K NUM HB 	SB 	CC LOAD PERS BETWN BETWN BETWNNUM CLUST MTHDS CLUST 
7 	231 	-.28 	-.21 	-.21 	-.80 	-.51 	 0 	231 
.013 	.013 
6 	265 	-.32 	-.21 	-.21 	-.78 	-.42 	.0002 	265 
In the second criterion the distance measure is 
computed between centroids of the splitting cluster. In 
computing the distance only p-1 variables are used. The 
reasoning being that if the cluster splits when it really 
should be one cluster then splitting probably occurred 
based on only one specific variable. Therefore the variable 
which differs the most between the two clusters is not used 
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when computing the centroid. If the computed distance is 
less than or equal to .05, then the cluster should not 
have been split and it can readily be assumed that the best 
k-partition will be found at a smaller k. Table 4 is also 
extracted from Table 6 and depicts a splitting cluster in 
group 1. The cluster appears to have split on one variable 
LOAD (note values of -.59 and -.83). Consequently, this 
variable is not included in the distance computation. The 
squared Euclidian distance between the two clusters is 
computed based on the other four variables. This distance 
is recorded in the distance between clusters' column and 
designated by an asterisk (e.g. the distance equals .007* 
in this case). 
Table 4. Splitting Cluster 
DIST 
K 	NUM 	HB 	SB 	CC 	LOAD 	PERS 	BETWN 
CLUST 
9 	106 	-.37 	-.21 	-.21 	-.59 	-.56 
.007* 
9 	207 	-.29 	-.19 	-.20 	-.83 	-.56 
When this type splitting occurs then the number of clusters 
should be fewer. At a particular partition where clusters 
are highly stable and unnecessary splitting occurs at a 
larger number of clusters, then it can safely be assumed 
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that the best partition has been found. The results of 
this technique are outlined in table format in Appendix C 
which depicts the results of two starting methods for all 
partitions between four and ten clusters. In addition 
distance figures are shown which compare clusters centroids 
between partitions for each K. Distance figures are also 
shown between the first two starting methods. These two 
results determine the stability of the clusters. Signifi-
cant nonoptimal stability is shown for partitions with less 
than six clusters and more than seven clusters. Significant 
nonoptimal splitting is shown for partitions with more 
than eight clusters (see group 1, 9--partition in Table 6). 
This leaves partitions with six, seven, and eight clusters. 
Nonoptimal stability was exhibited at the six and eight 
cluster levels (see e.g. group 1, 8 partition and group 3, 6 
partition in Table 6). The seven cluster partition was 
chosen as the "best" because it resulted in the most stable 
clusters at that level and between starting methods. 
A lumping criteria could be established but it is 
felt that it would be redundant since the stability and 
splitting criteria are adequate in determining the optimal 
partition. If there are more than ten variables this 
procedure would probably become untenable and the analyzer 
would have to resort to the more sophisticated techniques 
of ISODATA and CLUSTAN 1A. 
Once the final partition is obtained there is a need 
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to insure its validity. One method has already been 
described which entailed the use of three different methods 
of selecting starting points. If results agree signifi-
cantly between each method then this increases the accep-
tance of validity. An additional validation technique is 
to divide the data set into two equal subsets by taking 
every other data unit. The same clustering method using 
three different starting points is employed and the result 
of the two partitions is recorded in Appendix D. It should 
be noted that membership assignment and centroid values are 
essentially the same. It might also be noted that an 
arithmetic average of the two half data sets centroids 
closely reproduces the total data sets centroid for any 
k-cluster. This shows more evidence of cluster stability 
in addition to added validation of the partition. A third 
method of validation is to omit or replace some variables 
to determine any effect or change this might have on the 
partition. In this case the three variables describing 
distances traveled for three categories are replaced by the 
total miles traveled. The resulting partition considerably 
changes the membership list from the original full variable 
partition. In addition it is hypothesized that the elimina-
tion of variable three (CC) should have little effect on 
the partition relative to the elimination of variable four 
(LOAD). An analysis is conducted for each case and results 
conclusively support the hypothesis. From these three 
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validation techniques the validity of the partition can be 
accepted. 
An interesting situation occurred when it was noted 
that the smallest cluster (i.e. 19 data units) was also the 
most stable of all the clusters which indicated a strong 
possibility of it being an outlier group. A check of the 
original data indicated that this was not the case. All 
units belonged to the Division Signal Battalion and carried 
long distance communication gear. These individual units 
provided the most distinct cluster since they are utilized 
in a distinctly different manner for this particular vehicle. 
The final selection of the best partition produces 
the operational usage patterns which are the objects of this 
research. In this case the seven cluster centroids are the 
operational usage patterns. Of course, these values are 
still in standardized form and can be readjusted to give 
more meaningful values. The standardized and readjusted 
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CHAPTER IV 
PROJECTED UTILIZATION WITHIN THE TOE SYSTEM 
The Present System for the Development of TOE  
The development of the Tables of Organization and 
Equipment (TOE) is very intricate and requires input and 
partial development at all major levels of Army Organization. 
AR 310-31, "Management System for Tables of Organization and 
Equipment" [10] establishes the TOE system and prescribes 
the policies, concepts, and procedures concerning the 
development, preparation, processing, review, approval, and 
publication of TOE documents. The TOE system provides the 
method by which the personnel and equipment requirements of 
the Army are structured and documented. The TOE documents 
ultimately produced by the system prescribe the normal 
mission, organization structure, and personnel and equipment 
requirements for specific military units. 
A detailed explanation of the system would be lengthy, 
therefore, a brief explanation supplemented by illustrations 
will suffice. As an aid to understanding, two illustrations 
are included in this chapter. Figure 6 depicts the TOE 
management model showing the levels of command and the action 
network between them. Figure 7 depicts the TOE development 
cycle showing the flow of documents and information. 
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Within the system, a TOE normally goes through two 
major phases prior to publication. These phases are referred 
to as the draft plan TOE and the plan TOE. There are basic-
ally four levels of Army Organization which are directly 
responsible for the development of TOE. The Department of 
the Army (DA) heads the list; the Training and Doctrine 
Command (TRADOC) has the principle responsibility for 
development of TOE; the functional centers, of which there 
are three, are responsible in the Combat, Combat Support, 
and Combat Service Support groupings (e.g. Combat center is 
located at Fort Leavenworth, Kansas); and finally there are 
the combat development activity associated with each service 
school (e.g. Infantry School, Fort Benning, Georgia). These 
four levels interact to develop the TOE. 
The combat development activity is responsible for 
developing the draft plan TOE based on (1) directives from 
their functional center, (2) DA approved concepts, doctrine, 
policy (AR 310-31), and criteria (AR 310-34), (3) direction 
and guidance from TRADOC staff, and (4) input from the 
school and board of each respective branch. Upon completion 
of the draft plan TOE, the combat development activities 
forward it directly to HQ, TRADOC, and send an information 
copy to their functional center. At TRADOC the draft plan 
goes through three weeks of extensive and detailed staffing 
to correct errors and to make it a better document. At the 
end of this period the document is presented to the TOE 
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Review Board. The TOE Review Board insures that the TOE 
is justified by approved "doctrine and complies with 
specific DA guidance. The board also provides a listing 
reflecting all changes approved by the board. The plan TOE 
is the resulting document of the TRADOC staffing. This 
document is then referred back to the functional centers 
and the service schools for their review and possible 
reclama. Upon completion of all TRADOC and proponent staffing 
the plan TOE is submitted to Army Material Command (AMC), 
Forces Command (FORSCOM), and other commands for area of 
interest review. In addition and most important it is 
submitted to the Deputy Chief Staff for Operations (DCSOPS) 
for concurrent HQ DA review. Significant changes arising 
from area of interest reviews are forwarded to HQ DA for 
resolution. DCSOPS will review, coordinate with HQ DA staff 
agencies, resolve conflicting recommendations, and approve 
the plan TOE. The approved plan TOE is then returned to 
TRADOC, with listed modifications, for preparation of final 
TOE. Another review board is conducted at HQ TRADOC, 
normally composed of the HQ TRADOC members. This board 
reviews and evaluates all comments received, and again 
accepts those that correct errors or make the TOE a better 
product. The completed final TOE is then sent to the 
Adjutant General (TAG) for publication and distribution. 
At this point it is necessary to interject a brief 
discussion of the Basis of Issue Plan (BOIP) in order to 
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fully understand the TOE process and its relationship to the 
materiel acquisition cycle. The purpose of the BIOP is to 
project early in the material acquisition cycle for planning 
purposes, quantitative requirements for a new item of 
equipment in the TOE. In addition the BOIP projects other 
equipment and personnel changes that may be necessary in 
TOE to accommodate the new item of equipment. The BOIP is 
used to forecast new equipment densities for procurement 
programming purposes and is the main driving force behind 
the development of TOE. This document is therefore essential 
in revising of TOE by TRADOC and its proponents. 
Procedures for developing BOIP closely parallels the 
procedure of the TOE. The development of the BOIP includes 
the same levels as the TOE development cycle and follows the 
same basic channels of production and review as the TOE. 
There is a BOIP Review Board at TRADOC which essentially is 
the same as the TOE Review Board. There should be complete 
interface between the TOE and BOIP development cycles to 
insure up to date and essential equipment in the Army 
Inventory. The policy and procedures for development of 
BOIP are contained in AR 71 - 2, "Force Development Basis of 
Issue Plan" [9] and TRADOC supplement 1 to AR 71-2 [98]. 
TRADOC Memorandum No. 15-1 [95] and 15-5 [96] discuss the 
policy and procedures of the TOE and BOIP Review Boards, 
respectively. 
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Method for Review and Change of TOE  
Changes to present TOE are usually precipitated as a 
result of the following: (1) derivative study directed by 
the functional centers; (2) changes in policies, objectives, 
operational concepts, and doctrine at HQ DA; (3) proposed 
introduction of new equipment into the Army inventory; (4) 
special studies directed at all Army levels especially 
HQ DA (e.g. WHEELS study group). A closer look at the 
WHEELS study will give a specific account of how changes in 
TOE are made as a result of a special study directed by 
HQ DA. 
The WHEELS study group in addition to their tasks 
mentioned in Chapter I, also evaluated the factors that are 
used as guidelines by those who structure the Army's 
Tables of the Organization and Equipment (TOE), Tables of 
Distribution and Allowances (TDA), and other factors that 
generate vehicle requirements. Their objective was to 
formulate recommendations that, when implemented, would 
reduce vehicle authorizations to minimum essential levels. 
The study group also made recommendations of vehicle 
adjustment (REVA) which resulted in tactical vehicle savings 
through the application of the recommended reductions [85]. 
The factors used as guidelines by those who structure 
TOE's are found in AR 310-34 "Equipment Authorization 
Policies and Criteria, and Common Tables of Allowances" Ill]. 
They are obviously based on the experiences, opinions, and 
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desires of those who formulate them. As an example para-
graph 4-62a (2) of AR 310-34 is quoted: 
4-62. Functional Requirements for Vehicles in 
TOE units. 
The following criteria will be used as a guide 
in determining requirements for vehicles in TOE/ 
MTOE units-- 
(a) Category I TOE units. The following 
vehicles, limited to minimum quantities required 
in support of unit's missions, may be included 
in Category I TOE units• 	 
(2) One 2-1/2 ton truck with 1-1/2 ton 
cargo trailer for each company or battery supply 
function whose aggregate personnel strength does 
not exceed 220. For units with strength in 
excess of 220 but less than 300, one additional 
2-1/2 ton truck may be authorized. For units in 
excess of 300, an additional 1-1/2 ton cargo 
trailer may be authorized [11]. 
It is the last part which the REVA targeted for change and 
with which their review was most specific. 
To evaluate the changes, the WHEELS study group 
implemented a data collection which gathered data on all 
vehicles in the inventory. One of the major drawbacks to 
the method was that the data collected was based on the 
opinions and experience of commanders rather than on actual 
vehicle usage and performance. It is in these areas of TOE 
change and review where the methodology developed in Chapter 
IV would be applicable. 
The Implementation of the Proposed Methodology  
Within the TOE System  
The U. S. Army is presently in an "austerity program" 
reflecting the present economic atmosphere. The Army has 
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solicited the field for suggestions which would reduce cost. 
The emphasis of austerity has also entered the TOE develop-
ment phase. Col. Hicks, Deputy Chief of Staff for Combat 
Development (DCSCD), HQ TRADOC has stated that TOE or BOI 
Plans "which are approved in times of relative prosperity 
sometimes contain allowances which can only be viewed with 
suspicion in periods of austerity" [70]. AR 310-31 [10] 
states that TOE should contain requirements for "minimum 
essential equipment" only. Certain TRADOC publications [69] 
have contained austerity suggestions such as "survey using 
field units when developing new/updated/revised TOE." This 
suggestion supports the assertion that TOE in the past have 
been developed and revised based on opinion and experience 
only and not on actual operational usage data obtained in 
the field. 
The methodology presented in Chapter III is an attempt 
to take operational usage data and evaluate it to gain some 
insight into how certain vehicles are utilized. It is 
contended that this methodology can be utilized in support of 
the Army's austerity program by identifying analytically 
utilization patterns of vehicles. This can then be used to 
assist Army elements at each and every level of TOE review 
by identifying potential vehicles which are misassigned (i.e. 
under or over utilized). In order to be more specific, two 
implementations will be presented for clarity. The two 
situations for implementation will be, (1) when a new vehicle 
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enters the inventory, and (2) when a vehicle has been in the 
inventory long enough for usage patterns to have been 
determined. In the first case historical data is not avail-
able on which to accurately determine which cluster set 
developed by the methodology is the most representative of 
the population. As a consequence, the experience and 
opinions of those who develop the vehicle are essential in 
establishing a baseline profile. Such a profile can be 
developed much in the same way as has been done in the past 
for mission profiles, i.e. (war games, questionnaires, etc.). 
This baseline profile can then be utilized to assist in 
determining the most accurate of the cluster sets which 
are developed from field collected operational usage data. 
The cluster sets are initially identified by Chapter III 
methodology. After the "best" cluster set has been deter-
mined, then grossly misassigned vehicles can be identified. 
These vehicles can then be evaluated for possible exclusion 
from the TOE or replacement by a type vehicle that has the 
prerequisite usage pattern. The cluster set can then be 
identified as representative operational usage patterns for 
that particular vehicle. These patterns than revert to 
historical data available for future evaluations. This 
situation would also apply to vehicles which have been in 
the inventory for some time but for which operational usage 
patterns or historical data are not available. 
The second case follows directly from the first, 
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since historical data is now assumed available. This data 
of usage patterns can be utilized as a new baseline to 
assist in determining new cluster set from more recent field 
collected operational data. This procedure should identify 
misassigned vehicles more precisely. For example, if the 
baseline partition or cluster set exhibits six clusters, 
and the new partition reveals seven clusters then this extra 
cluster (outlier) could possibly represent vehicles which are 
not being used correctly or are misassigned. Of course as 
mentioned in Chapter III this extra cluster could be an 
outlier cluster due to other reasons, such as poorly recorded 
data. These particular vehicles can be evaluated for 
possible exclusion from the TOE or replacement by a more 
suitable vehicle type. A vehicle can be determined more 
suitable by comparing the recently obtained usage pattern 
with the complete file of usage patterns to establish a more 
accurate match. This identified vehicle then becomes a 
candidate to replace the misassigned vehicle. 
The new cluster set becomes the new operational 
usage patterns which then become the new historical data. 
It is intended that this new data is "better" or more 
representative of that particular vehicle population. It 
is hypothesized that after two or three updates of the 
operational usage patterns that they will have obtained a 
high degree of accuracy. Consequently, that particular 
vehicle population need only be sampled periodically (i.e. 




CONCLUSIONS AND RECOMMENDATIONS 
Limitations of the Research 
The research which has been accomplished has been 
limited by the available data. The data was supplied by 
AMSAA as previously mentioned. The author had no control 
over the preparation of the collection form nor over the 
actual collection of the data. As a consequence, the data 
has been taken as is with no attempts made to discover nor 
discuss the validity of this data. 
The research has also been limited to readily 
available computer programs. The author lacks the time and 
the expertise to develop and test sophisticated computer 
programs. However, the author has a complete understanding 
of the techniques underlying those computer programs 
discussed and utilized in this research. 
The author has further limited himself to techniques 
which do not require the assumption of multivariate normality. 
The testing for multivariate normality and techniques of 
data transformation necessary to induce multivariate normality 
are available. However, usage of such techniques is beyond 
the scope of this research. The author feels that an 
assumption of multivariate normality is meaningless in this 
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case. Therefore, multivariate normality should be shown 
to exist if such is needed. 
Conclusions  
It is concluded from researching the multivariate 
field that cluster analysis provides the best technique for 
discovering operational usage patterns from a data set. 
It is further concluded that MacQueen's convergent K-means 
method is the optimal method to use based on the criteria 
of simplicity and low cost. In addition, this method does 
produce the optimal partition when constrained by the 
criteria set forth by the author to deliniate the "best" 
partition. And finally, the resultant methodology created 
by this research produces valid results in the form of an 
optimal partition which when interpreted provides the 
required operational usage patterns. 
Recommendations  
Several recommendations can be made for further 
research using additional cluster analysis techniques which 
could provide additional confirmation of the partition 
established by this research. In light of this it is 
recommended that the sums of squares criteria be applied to 
the partition to determine if any significant change would 
result. This could be accomplished using McRae's MIKCA 
program. In addition it is recommended that test of 
multivariate normality be made on the data to determine if 
85 
in fact such condition exists. If such does not exist then 
transformation should be applied to induce normality. This 
would be done in order that certain statistical analysis 
might be accomplished to establish additional evidence that 
the clusters are in fact representative of the sample 
population. The partition that has been determined by this 
methodology should be cross validated. As a consequence, 
it is recommended that additional data be collected on the 
same vehicle in order that the methodology might be applied 
to a different sample population to provide cross validation. 
It is recommended that this methodology be implemented 




Unpaved Road 	Trail 	Cross Country 
Purpose 	 Cargo 
Unpaved Road 	Trail 
Purpose 	 
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Vehicle USA • 
	
DAILY TRIP DirrA REPORT 	 DATE 
1. Rank/Name of Driver 	 
3. Unit 
5. Beginning mileage for this date 	 
7. First Destination 
(name of place or unit going to) 
Est. Mileage: Paved Road 	Unpaved Road 	Trail 
Second Destination 	 Purpose 	 
Unpaved Road 	Trail 
	 Purpose 	 
Unpaved Road 	Trail 
10. 	 Purpose 	 
Unpaved Road 	Trail 
11. 	 Purpose 	 
Unpaved Road 	Trail 
Purpose 
B. 
Est. Mileage: Paved Road 
9. Third Destination 
Eat. Mileage: Paved Road 
Fourth Destination 
Est. Mileage: Paved Road 
Fifth Destination 
Est. Mileage: Paved Road 
12. Sixth Destination 
Purpose 	 Cargo 	  
(reason for going to destination) 	(NO. of personnel I weight of cargo) 
Cross Country 
Cargo 	  
Cross Country 
2. Type of Vehicle 	 
4. Unit Section 









Est. Mileage: Paved Road 
13. Seventh Destination 
Est. Mileage: Paved Road 
14, Eightb.Destinatim. 
Est. Mileage: Payed Road 
15. Ninth Destination 	  
Est. Mileage: Paved Road 
16. Tenth Destination 	  
Est. Mileage: Paved Road 
Unpaved Road 	Trail 	Cross Country 
•  Purpose 	 Cargo 	  
Unpaved Road 	Trail 	Cross Country 
Purpose. 	 Cargo 	  
17. a. Were there any trips made with towed loads? Yes No 
(circle one] 
b. Description of towed load 	  
(1/4T, 1/2T, or 3/4T trailer, water trailer, another vehicle) 





     
vehicle not driven this date check or explain reason: 
Vehicle used in place for communication purposes. 
Vehicle deadlined for repairs 
Vehicle deadlined for scheduled maintenance. 
Vehicle not dispatched (was not used on this date). 
Other than a, b, c, or d above; Explain 	  
19. Were any unusually heavy or large oversized loads moved on this date? Yes No. If answer is "yes," describe 
the load 
20. Was the vehicle dispatched on any trip that it was not able to complete? Yes No. If answer is "yes," tell why 
21. If the vehicle had a winch, was it used on this date? Yes No. If answer is "yes," describe the circumstance 
22. Does vehicle have four-wheeled drive? Yes No 	23. Was four-wheeled drive used this date? Yes No 
(circle one) 
24. Miles driven under black-out conditions? 	  25. Ending mileage for this date 
(estimated) 
FOR DETAILED INSTRUCTIONS SEE REVERSE SIDE 
AMSAA Forme r20 Sen 731 
(circle one) 
IN1111121010R$ FOR FILLING OUT RIIVIP211 SIDI! OF nilPORN - 
Item 1, if more than one driver uses the vehicle, only the first driver of the day needs to be recorded; if the vehicle 
does not have mi assigned driver, the individual using the vehicle the most or the immediate supervisor or section chief 
my be recorded. 
Item 2. Any vehicle in the 3/4 - 1-1/4 ton class must be recorded; or any vehicle used as • substitute vehicle mast be 
recorded. Use model number if known, in any event provide enough information to adequately describe the vehicle. If a 
commercial type vehicle from a transportation motor pool is used, describe the vehicle, for example: "1/2 ton commercial 
pick-up." • 
Item 3. It is important that the company and battalion or separate unit designation be recorded here, as well as the 
parent unit such as Infantry, Artillery, Transportation, for emmmple: "lkorse..01114194s, Mad 'Ibis, Detach.. Stith 
Trans IM.," "Hq 6 Hq Co., 175th Armored Cav Sqdn." 
• 
Item 4. Describe the section of your company or battalion, for example: "wire section," "S-4 section," "maintenance 
section," "postal section," etc. 
Item S. Put down beginning mileage for this date from the odometer (mileage gauge) of the vehicle. 
Item 6. Circle "yes" or "no" to describe whether or not vehicle has winch. 
'LIVES 7 thru 16. Under destination, briefly state where you are going, such as: "post office," "Brigade Headquarters," 
"main post," "ration break down," "hospital," etc. Under purpose, state why you are making the trip, such as: "to pick 
up mail," "to pick up laundry," "message run," "transport troops," "administrative," etc. Under cargo, describe briefly, 
such as: "60 pounds mail," "4 troops," "600 pounds cormo equip," "carry tool box," "none," etc. Under estimated mileage, 
put down the mileage by type of road traveled as best you can determine. For example, your first trip might look like 
this: Paved road 12 , Unpaved road .2 , Trail 0 , Cross Country 0 . A description of each type of road is as 
follows: 
• a. Paved road - any paved 4-lane, 2-lane, or single-lane road. 
b. Unpaved road - any rood normally used by vehicles which is not paved. 
c. Trail - • vehicle passage-way, not considered to be A or B above; could be old logging road. wagon track in field 
or pasture, • farm tractor path, or passage-way recently made•to accommodate vehicles. It is recognizable as a vehicle 
passage-way. 
d. Cross-country - no recognizable road or passage-way; not considered A or B or C above. 
Item 17. If the vehicle was used to tow anything, circle "yes" and describe the object which was towed, such as: 3/4 ton 
trailer," "disabled 1/4 ton truck," "water trailer," etc. Also, estimate the miles traveled with towed load. 
Item 16. Check "a" or "b" or "c" or "d" or "e"; if you check "e" then explain briefly why the vehicle was not used on this 
date, such as: "used as display," "used as supply vehicle," "used as an office in field," etc. 
Items 19, 20, and 21: self explanatory; be sure to circle either the "Yes" or the "No." 
Item 22. If vehicle has four-wheeled drive, circle the "Yes," if not, circle "No." 
Item 23. If the four wheeled-drive was used circle "Yes," if not circle "No." (Circle "Yes" if four-wheeled drive was 
used for Inz. purpose.) 
Item 24. if at any time during the daily 24-hour report period the vehicle was driven with black-out (BO) lights only, 
estimate the miles driven in the blank space provided. 
Item 2S. Record the reading from the odometer (mileage gauge) after finishing with the vehicle for the day. 
Other Information - 
(1) Record the date by day, month, and year; for example: 28 Sep 73. 
(2) Record the Vehicle USA e as it is on the vehicle; if this number is not available, the bumper number may be used. 
In any event, use the same number throughout the period of the exercise. 	• 
(3) If items 7 thru 16 are completely used up and the vehicle is still in use for the day, additional sheets may be used 
and stapled together. 




This Appendix includes a computer program for 
implementing MacQueen's convergent K-means nearest centroid 
sorting method. 
Program DRIVER is the dummy main program which sets 
initial dimensions and calls subroutine EXEC. Subroutine 
EXEC includes input specifications, computes storage 
allocations, and calls other program segments. Subroutine 
KMEAN performs the actual clustering and calls function DIST 
to compute distances between a data unit and a seed point. 
Subroutine RESULT prints the cluster membership lists and 
the mean vector for each cluster in the final partition. 
The user supplies three of the program segments: (1) 
program DRIVER, (2) subroutine DIST, and (3) subroutine 
USER, which reads the scores on all variables for one data 
unit. 
In addition program POSTDU is provided to assist in 
the analysis of a given partition. This program reorders 
the original data and computes summary statistics. This 
program takes as input the original data and a sequence 
list. This list can be punched on cards or saved on tape 
from subroutine RESULT. The program is limited to a maximum 




C THIS SUBROUTINE READS PARAMETERS, COMPUTES STORAGE AND CALLS MAJOR 
C PROGRAM SEGMENTS NEEDED FOR A NON-HIERARCHICAL CLUSTERING JOB 
C USING SUBROUTINE *IC-MEAN*. 
C 
C EVERY JOB REQUIRES THREE USER SUPPLIED DECK SEGMENTS. 
C 
C 1. PROGRAM *DRIVER* PERFORMS THE FOLLOWING TASKS. 
C 	A. ESTABLISHES THE DIMENSION OF THE *X* ARRAY AND SETS THIS 
C DIMENSION TO *LIMIT* 
C 	B. CALLS SUBROUTINE *EXEC*. 
C 
C THE FOLLOWING EXAMPLE IS USED IN THIS CASE. 
C 






C 	CALL EXEC(X,LImIT) 
C END 
C 
C 2. SUBROUTINE *USER* IS EMPLOYED TO READ THE COMPLETE SET OF SCORES 
C 	ON THE VARIABLES FOR ONE DATA UNIT. THE FOLLOWING EXAMPLE . 
C IS USED IN THIS .CASE. IT IS POSSIBLE TO MERGE FILES AND 
C 	TRANSFORM VARIABLES IN THIS SUBROUTINE. 
C 
C 	SUBROUTINE USER(X) 
C DIMENSION X(5) 
C 	READC5,200,END=999) CXCI),I=105) 
C RETURN 
C 200 FORMATC5F10.2,30X) 
C 999 END 
C 
C 3. FUNCTION *DIST* COMPUTES THE DISTANCE BETWEEN TWO DATA UNITS OR 
C 	BETWEEN A DATA UNIT AND A.CLUSTER CENTROID. THE USER CAN SPECIFY 
C ANY DESIRED DISTANCE FUNTION AND WEIGHT THE VARIABLES IN ANY 
C 	MANNER. THE FOLLOWING EXAMPLE IS USED IN THIS CASE AND 
C ILLUSTRATES THE SQUARED EUCLIDIAN DISTANCE BETWEEN TWO DATA UNITS - 
C 	DENOTED AS X AND Y. 
C 
C 	FUNCTION DIST(X,Y) 
C . DIMENSION X(1),Y(1) 
C 	DIST=0. 	
_ . 





C NOTE THAT SCALING AND TRANSFORMATION CAN BE ACCOMPLISHED 





C INPUT SPECIFICATIONS 
C 
C CARD 1 TITLE 
C CARD 2. PARAMETER CARD 
C 	COLS 1- 5 NE-NUMBER OF ENTITIES (DATA UNITS) 
C COLS , 6-10 NV*NUMBER OF VARIABLES 
C 	COLS 11-15 NC=NUMBER OF CLUSTERS 
C COLS 16-20 NTIN=INPUT UNIT FOR DATA SET 
C 	 NTIN=5, CARD READER 
C NTIN.NE.5, TAPE OR DISK FILE 
C 	COLS 21-25 NTOUT=OUTPUT UNIT FOR SAVING CLUSTER MEMBERSHIP LISTS 
C NTOUT=1, CARD PUNCH 
C 	 NTOUT*B, OUTPUT TO TAPE OR DISK FILE 
C COLS 26-30 MINREL*TERMINATION PARAMETER. CLUSTERING ENDS WHEN'A 
C 	 CYCLE THROUGH THE DATA SET RESULTS IN *MINREL* 
C OR FEWER CHANGES IN CLUSTER MEMBERSHIPS 
C 	 MINREL.LE.0, ITERATE TO COMPLETE CONVERGENCE 
C COLS 31-35 IPART=1, SEED POINTS ARE SELECTED FROM THE DATA UNITS. 
C 	 READ THE SEQUENCE NUMBERS FOR THE CHOSEN DATA 
C UNITS FROM CARD(S)' 3 IN 2014 FORMAT. IF THE - 
C 	 DATA SET IS NOT STORED IN CORE, THE LIST OF 
C SEQUENCE NUMBERS MUST BE IN ASCENDING ORDER 
C 	 IPART=2, THE DATA UNITS ARE GROUPED INTO AN INITIAL 
C PARTITION IN THE INPUT SEQUENCE WITH THE 
C 	 FIRST *NUMBR(1)* IN CLUSTER 1, THE NEXT 
C *NUMBR(2)* IN CLUSTER 2, ECT. READ THE 
C 	 *NUMBR* ARRAY FROM CARD(S) 3 IN 2014 FORMAT. 
C IPART*3, THE SCORE VECTORS FOR THE SEED POINTS ARE 
C 	 READ FROM CARD(S) 4 IN FORMAT *FMT* WHICH IS 
C READ FROM CARD 3. 
C 	COLS 36-40 METHOD=PARAMETER FOR CHOOSING THE ALGORITHM IN ONE 
C VERSION OF SUBROUTINE *K-MEAN* 
C 	 METHOD=0, MACQUEEN ALGORITHM 
C METHOD=1, JANCEY ALGORITHM 
C. 	 METHOD.NE.1, FORGY ALGORITHM 
C 
C NOTE THAT ONLY THE MACQUEEN ALGORITHM HAS BEEN USED IN THIS CASE. 
C 
.C***CARDS 3 AND 4 ARE READ IN SUBROUTINE *K-MEAN* ACCORDING TO THE 
C***PROCEDURE SPECIFIED BY THE CHOSEN VALUE OF *IPART*. 
C 	  
C 
- C STORAGE ALLOCATIONS IN THE *X* ARRAY 
C X(N1) TO X(N2-1) NC*NV WORDS--STORAGE IN THE CENTR ARRAY 
C X(N2) TO X(N3-1) NC WORDS--STORAGE OF THE NUMBR ARRAY 
C X(N3) TO X(N4-1) NE WORDS--STORAGE OF THE MEMBR ARRAY 
C X(N4) TO X(N5-1) NC*NV WORDS--STORAGE OF THE TOTAL ARRAY 
C X(N5) TO X(N6) 	NV OR NV*NE WORDS--STORAGE OF THE DATA ARRAY 




READ(5,1100) NE,NV,NC,NTIN,NTOUTaMINREL,IPART , METHOD 
VRITE(6,2000) TITLE 	 • 	• • 




















2100 FORMAT(5HONE =1,18,/,5H NV =,I8,/,5H NC 21,I8,/,7H NTIN gs,16,/, 
18H NTOUT =,I5,/,98 MINREL 	 IPART P,I5,/,9H METHOD 21,14) 
2200 FORMATC19HOREQUIRED STORAGE =,I5,6H WORDS,/, 




C THIS SUBROUTINE PRINTS THE RESULTS FROM A CLUSTERING JOB BASED 









C INVERT THE *MEMBR* ARRAY AND PUT THE RESULT IN THE *LIST* ARRAY. 
C FIRST REVISE THE *NUMBR* ARRAY TO CONTAIN START POINTS IN THE 








C BUILD *LIST* ARRAY 






C SAVE THE SORTED MEMBERSHIP LIST IF DESIRED 
IF(NTOUT.LE.0) GO TO 30 
WRITE(NTOUT,3000) TITLE 
WRITE(NTOUT,3100) (LIST(K),10E1,NE) 
C RESTORE THE *NUMBR* ARRAY 
30 	JcInli1C 




C PRINT RESULTS FOR EACH CLUSTER 
WRITE(6,2000) TITLE 
Klaml 
DO 50 .101,NC 









2100 FORMAT(20HORAW MEMBERSHIP LIST,/,(1X,25I5)) 
2 200 FORMAT(14HOCLUSTER SIZES,/,(1X,25I5)) 
2300 FORMAT(ESHOCLUSTER,I3,9R CONTAINS,I5,11H DATA UNITS) 
2400 FORMAT(21HOCENTROID COORDINATES,/,(1X,10E12.4)) 








C'THIS SUBROUTINE ITERATIVELY SORTS *NE* DATA UINTS INTO *NC* CLUSTERS 
C USING THE CONVERGENT K—MEANS METHOD 
C • 
C CENTRCNV*(J - 1)+IPIISCORE ON ITH VARIABLE FOR J—TH CLUSTER CENTROID 
C TOTALXNV*(J...1)4I)*TOTAL SCORE ON I•TH VARIABLE FOR DATA UNITS THUS 
C — 	 FAR ALLOCATED TO THE J-.TH CLUSTER 
C NUMBR(J)-NUMBER OF DATA UNITS THUS FAR ALLOCATED TO THE J—TH CLUSTER 
C MEMBR(10*CLUSTER TO WHICH THE 1CTH DATA UNIT CURRENTLY BELONGS 
C DATA(NV*C1C1)+I)*SCORE ON 	VARIABLE FOR K■TH DATA UNIT 
C 
- 	DIMENSION CENTRC1).TOTAL(1),NUMBRCI),MEMBR(1),DATA(1),FMTC20) 
WRITEC6,2000) 	'- 




C ESTABLISH INITIAL PARTITION 
IFCIPART.NE.3) GO TO 20 
C SEED POINTS ARE READ DIRECTLY FROM CARDS 








GO TO 30 
C 1PART*1 OR 2 
20 	WRITE(6,2500) IPART 
READC5,1100) - (NUMBRCJ),J*1,NC) 
WRITE(6,2600) - CNUMBRCJ),J*IoNC) 
C READ THE— DATA SET 'INTO CENTRAL MEMORY 
30 	.1(1*1 
DO 40 Xlml,NE 
CALL USER (DATACKI)) • 
40 	klisKI+NV 
IFCIPART.EQ.3) GO TO 51 	 • 
C IF *IPART* IS 1 OR 2 SET UP THE SEED POINTS 
• ' IFCIPART.EQ:2) GO TO 60 
C IPAftT*1. THE DATA UNIT WITH SEQUENCE NUMBER *NUMBR(J)* IS USED AS 
C THE J—TH SEED POINT 
DO 50 J=I,NC 
NJIm(NUMBRCJ)-1)*NV 
J101(.1 —I)*NV 
DO 50 I*1,NV 
CENTRCJ1*I)*DATACNJ+I) 
50 	CONTINUE - 
C THE INITIAL CONFIGURATION IS GIVEN IN TERMS OF SEED POINTS. 
C CONSTRUCT AN INITIAL PARTITION BY ASSIGNING EACH DATA UNIT TO THE 
C NEAREST SEED POINT. SEED POINTS REMAIN FIXED THROUGHOUT ASSIGNMENT 
C OF THE FULL DATA SET. 
95 
51 	DO . 52 
52 KEMBRCK)=0 
J1=0 
DO 53 J=1,NC 
NUMBRCJ)-0 
DO 53 - I 1 1,NV 
' J1-J1+1. 
53 	TOTALCJI)=0. 
C ALLOCATE EACH DATA UNITTO•THE NEAREST . SEED POINT 
KI=0 	 • 
DO 55 K-1,NE 
X2=KI+1 
J2=I 
C COMPUTE DISTANCE TO THE FIRST SEED POINT 
DREF=D/STCDATACK2),CENTRCJ2)) 
JREF=1 
C TEST DISTANCES TO THE REMAINING SEED POINTS 
DO 54 J=2,NC 
J2=J2+NV 
DTEST=DISTCDATACK2),CENTR(.12)) 












55 	CONTINUE . 
GO TO 85 
C IPART=2. THE DATA UNITS ARE GROUPED INTO CLUSTERS VITH THE J-TH 
C CLUSTER HAVING *NUMBRCJ)* MEMBERS 
60 	K=0 
• J1=-NV 
C ACCUMULATE THE TOTAL SCORE ON EACH VARIABLE FOR EACH CLUSTER 
• DO 80 J=I;NC 
NJ=NUMBRCJ)" 
JI=JI+NV 
DO 70 I=1,NV. 
70 TOTALC.11+1)=0. 








C COMPUTE THE CENTRIODS 
85 	J1=0 
DO 90 J=I,NC 
DO 90 II,NV 
J1-J1+1 
CENTRCJI)=TOTAL(JI)/NUMBRCJ) 
90 	CONTINUE - 
96 
C INITIALIZE ARRAYS 
100 NPASS01 
C BEGINNING OF MAIN LOOP 
120 	MOVES•10 
TDIST00 
C ALLOCATE EACH DATA UNIT TO THE NEAREST CLUSTER CENTROID 
K10 
DO 160 10°I.NE 
1(224(1+1 
J204 
C COMPUTE DISTANCE.TO THE FIRST CLUSTER CENTROID 
DREFARDIST(DATA(K2),CENTRCJ2)) 
dREF211 • 
C COMPUTE DISTANCES TO THE REMAINING CLUSTER CENTRIODS 
DO 140 .1232,NC 
..T22°J2+NV 
DTEST=DIST(DATACK2).CENTRCJ2)) 





IF(JREF.NE.MEMBRCK)) GO TO 155 
Xl ■Kl+NV 
GO TO 160 








DO 150 I=1,NV 
















2000 FORMAT( 46HOCONVERGENT 1C- , MEANS METHOD OF CLUSTER ANALYSIS,/, 
1 24H DATA SET STORED IN CORE) 
2100 FORMAT(19HOREQUIRED STORAGE .1, 154.6H WORDS,/, 
1 	 19HOALLOTTED STORAGE Ta.I5,6H WORDS) 
2200 FORMAT(7HOFORMAT,20A4) 
2300 FORMAT( 43H1INITIAL CLUSTER CENTERS READ IN AS FOLLOWS///) 
2400 FORMATC1X,10E12.4) 
2500 FORMAT( 9H1 IPART 12.12, 30H, NUMBR ARRAY READ AS FOLLOWS///) 
2600 FORMATC1X,10I7) 
2700 FORMAT(1HO,IS,37H DATA UNITS MOVED ON ITERATION NUMBER,13./, 
138H SUMMED DEVIATIONS ABOUT SEED POINTS 26,E16.8) 
END 
97 
C 	PROGRAM POSTDMINPUT.OUTPUT,TAPE5mINPUT,TAPE6m0UTPUTsTAPE1) 
C 
C THIS PROGRAM IS DESIGNED TO ASSIST IN THE INTERPRETATION OF 
C CLUSTERED DATA UNITS. ORIGINAL DATA IS PERMUTED TO THE SEQUENCE 
C APPEARING IN THE HIERARCHICAL TREE (OR ANY OTHER SEQUENCE THE 
C USER WISHES TO SPECIFY). CLUSTERS ARE IDENTIFIED BY SIMPLY STATING 
C THE NUMBER OF DATA UNITS IN EACH CLUSTER, SAY 6114,142, ETC. THEN 
C THE FIRST Ni UNITS IN THE SEQUENCE LIST ARE IN THE FIRST CLUSTER, 
C THE NEXT N2 UNITS IN THE SECOND CLUSTER AND SO FORTH. EACH CLUSTER 
C IS DESCRIBED BY A LISTING OF ITS DATA UNITS, THEIR SCORES ON 
C SELECTED • VARIABLES AND SUMMARY STATISTICS. THE PRINTED OUTPUT IS 
C LIMITED TO 10 VARIABLES EACH RUN. IF MORE THAN 10 - VARIABLES ARE 	' 
C OF INTEREST, SIMPLY PARTITION THE VARIABLES INTO SUBSETS AND RUN THE 
C PROGRAM FOR EACH SUBSET. 
C 	  
C INPUT SPECIFICATIONS 
C 
C CARD 1 ,TITLE CARD 
C 
C CARD 2 PARAMETER CARD 
C 	COLS I 4 NEaNUMBER OF ENTITIES (DATA UNITS) 
C COLS 5— 6 NV-NUMBER OF VARIABLES (MAX 10• 
C 	COLS 7... 8 NC -NUMBER OF CLUSTERS (MAX 50)• 
C COLS 9-10 NTINsgINPUT UNIT FOR DATA C - 	- 
C CARD 3 LABEL CARD FOR VARIABLES. A 4 CHARACTER LABEL IS REQUIRED 
C FOR EACH VARIABLE (10A4 FORMAT) 
C 
C CARD(S) 4 LABEL CARDS FOR DATA UNITS. THERE ARE TWO OPTIONS 
C 	I.• INCLUDE 1 CARD WITH THE 4 CHARACTERS *NOLB* IN COLUMNS 1-4. 
C UNDER THIS OPTION LABELS ARE NOT PRINTED ON THE TREE OUTPUT. 
C 
C 	2. INCLUDE *NE* CARDS, COLUMNS I TO 20 CONTAINING A LABEL FOR ONE 
C DATA UNIT. 
C 
C CARD(S) 5 SEQUENCE LIST FOR DATA UNITS (2014 FORMAT). USE AS MANY 
C CARDS AS NECESSARY TO LIST *NE* DATA UNITS. THIS LIST MAY BE 
C PUNCHED IN SUBROUTINE *TREE* AS PART OF A HIERARCHICAL CLUSTERING JOB 
C OR IN SUBROUTINE *RESULT* AS PART OF A NON —HIERARCHICAL - CLUSTERING 
C JOB. 
C 
C CARD(S) 6 NUMBER OF DATA UNITS IN EACH CLUSTER (2014 FORMAT). USE 
C AS MANY CARDS AS NECESSARY TO LIST THE SIZE OF THE *NC* CLUSTERS 
C WHOSE MEMBERS ARE ORDERED IN THE SEQUENCE LIST OF CARD 6. 
C 
C CARD 7 FORMAT FOR PRINTING DATA ON OUTPUT. GIVE FORMAT FOR *NV* 
C FIELDS OF 10 CHARACTERS EACH. USE ANY COMBINATION OF E, F AND G 
C FIELDS. THE FORMAT IS LEFT VARIABLE SO THE NUMBER OF SIGNIFICANT 
C DIGITS CAN BE CONTROLLED FOR EACH VARIABLE. BEGIN THE FORMAT 
C IN COLUMN 1 WITH A LEFT PARENTHESIS AND END WITH A RIGHT PARENTHESIS. 
C 
C CARD 8 FORMAT FOR READING DATA 
C 
C CARD(S) 9 ORIGINAL DATA (IF ON CARDS) 
C 	•   	
98 
C VARIABLES IN THE PROGRAM 
C TITLE.IDENTIFYING TITLE FOR RUN 
C LABLEV(I)-4 - CHARACTER LABEL FOR I•TH VARIABLE 
C LABELDCIeJ)j•TH OF 5 WORDS CA CHARACTERS EACH) LABELLING I•TH DATA 
UNIT 
C LISTCI)-I-TH DATA UNIT IN THE SEQUENCE LIST 
C NUMBRCI)-NUMBER OF DATA UNITS IN THE I•TH CLUSTER 
C DATA(1,43)•VALUE OF J•TH VARIABLE FOR I•TH DATA UNIT 
C GTOTCI) ■TOTAL FOR I•TH VARIABLE OVER ENTIRE DATA SET 
C CTOTCIP°TOTAL FOR . I•TH VARIABLE OVER CURRENT CLUSTER 
C. GSSC1) 11SUM OF SQUARES FOR I•TH VARIABLE OVER ENTIRE DATA SET 
C CS5(1) ■SUM OF SQUARES FOR I•TH VARIABLE OVER CURRENT CLUSTER 
DIMENSION TITLEC20),FMTC24),NUMBR(50),FMTDC20) 
DIMENSION LABELV(10),GTOT(10),GSSC10).CTOT(10),CSSC10) 















. 1FCLABELDC14,1).EQ.4HNOLB) GO TO 20 
C READ REMAINING LABELS 
DO 10 j152,NE 
10 	READ(5,1000) CLABELD(I,J),1 ■ 141, 5) 
FMTC2• ■FMT2A 
20 	READC5e1200) CLIST(I),114,NE) 
READX5,1200) tNUMBRCI),Iscl,NC) 
WRITE(6,2200) 'ICI,NUMBR(I),I=1,NC) 
READ(5,1300) CFMTCI)..I ■5,24) 
WRITEC6,2300) CFMTC11',I111,24) 
READ(5,1000) CFMTDCI),12, 1,20) 
WRITE(6,2300) 1FMTDC1)0/01,20) 
C READ DATA SET 
DO 25 d'oloNE 
25 	READCNTIN,FMTD) (DATACI,J),P•IoNV) 
C INITIALIZE GRAND STATISTICS FOR THE ENTIRE DATA SET 
DO 30 I•1,NV 
GTOTC1)120. 
30 	GSS(1)vs0. 
C COMPUTE STATISTICS FOR EACH CLUSTER AND PRINT RESULTS 
LAST=0 













DO 50 I1, 1;NV 
CTOT(I)nCTOT(I)+DATA(I0JE) 
50 	CSS(I)211CSS(I)+DATA(IojE)**2 
IFCFMT(2).EG.FLB) GO TO 60 
C NO LABELS 
WRITEC6oFMT) JE,(DATA(I.JE),I ∎ IoNV) 
GO - T0 . 70 
C WITH LABELS 
60 	VRITEC6,FMT) CLABELD(I.JE),I801e5).JE•(DATACIadE)..I•loNV) 
70 CONTINUE 
C UPDATE GRAND STATISTICS AND PRINT CLUSTER STATISTICS 







FMT(4)11,FMT4A - - .- 
90 	CONTINUE 
C PRINT GRAND STATISTICS 
- WRITE(6,2000) - TITLE 
WRITE(6,2600) (LABELV(I),IIII#NV) 










2100 FORMAT(SHONE .,18../..5H NV ino18./..5H NC a0I8s/07H LATIN 0.16) 
2200. FORMAT(21HOSIZE OF EACH CLUSTERe/sCIX.2I10)) 
2 300 FORMAT(7HOFORMATe24A4) . 
2400 FORMAT(8HOCLUSTER.13.11H CONTAINING,I4.12H DATA UNITS.) 
2500 FORMAT(11HODATA UNITS*13)C42HIDe2XJ20H SCORES ON VARIABLES) 
2600 FORMATC28X,10(6X,A4)) 
2700 FORMATC6H MEANS,22X,10(E10.3)) 
2800 FORMAT(1OH VARIANCES.18X,10(E10.3)) 





Table 6. Comparison of Results 
Method 1. Random Partition 	DIST DIST DIST 	Method 2. Random Seed Points 
BETWNBETWN BETWN 
g K NUM HB 	SB 	CC LOAD PERS CLUST MTHDS CLUST NUM HB SB 	CC LOAD PERS 
	
9 106 -.37 	-.21 	-.21 	-.59 	-.56 	 ** 	.012 	140 -.72 -.18 	-.18 -.78 
	-.42 
9 207 -.29 -.19 -.20 -.83 -.56 ***
.007* 	** ****  117 	.24 -.23 -.26 -.83 -.39 
1 8 179 -.56 	-.21 	-.20 	-.80 	-.50 	.092 	.002 221 -.26 -.20 	-.21 -.84 	-.51 
7 231 -.28 -.21 -.21 -.80 -.51 0.080 	 231 -.28 -.21 -.21 -.80 -.51 .013 .013 6 265 -.32 	-.21 	-.21 	-.78 	-.42 	 .099 .0002 	264 -.33 -.21 	-.21 -.78 	
-.41 
5 312 -.33 -.21 -.22 -.74 -.23 .018.040 	 330 -.35 -.21 -.20 -.73 -.10 
9 	58 -.49 	-.21 	-.01 	1.83 	-.23 012* 9 149 -.45 -.21 -.11 .59 -.25 	. *** 	.019 	. 001 143 -.38 -.23 	-.09 	.56 	-.33 
2 8 195 -.29 	-.21 	-.10 	1.12 	-.29 .0007  .306 138 -.39 -.24 -.10 .58 
-.35 
7 199 -.27 -.20 -.11 1.11 -.29 	•  	
.301 199 -.27 -.20 	-.11 1.11 	-.29 013 6 220 -.32 	-.18 	-.11 	1.05 	-.21 • 0 .013 220 -.32 -.18 -.11 1.05 -.21 005 5 230 -.28 -.17 -.06 1.07 -.21 	• .009 	.004 226 -.32 -.19 	-.11 1.04 	-.15 
9 	 ** 	.290 	89 -.50 -.06 	-.16 -.26 	1.15 
3 8 94 -.56 	-.13 	-.17 	-.22 	.65 004 .013 103 -.54 -.15 -.20 -.35 .63 
7 108 -.56 -.15 -.19 -.32 .60 	' 013 	' 0 	1.58 	108 -.56 -.15 	-.19 -.32 	.60 
6 	94 -.38 	-.09 	-.15 	-.32 	1.84 1 ' 58 0 94 -.38 -.09 -.15 -.32 1.84 
9 	46 2.41 	-.13 	-.32 	-.85 	-.21 	.242 	63 2.22 -.10 	-.27 -.40 	-.21 
8 46 2.58 -.02 -.29 -.36 -.24 ' 293 	' 222 '
011 69 2.12 -.09 -.27 -.40 -.18 
4 7 	72 2.11 	-.06 	-.26 	-.32 	-.16 	.231 007 .0006 ' 	72 2.09 -.06 	-.27 -.33 	-.16 
6 72 2.11 -.06 -.26 -.32 -.16 0 	' 001 	•0005 .803 0 
73 2.09 -.06 -.27 -.34 -.18 
5 	92 1.66 	-.04 -1.03 	-.27 	-.23 	•.770 73 2.09 -.06 	-.27 -.34 	-.18 
Table 6 	(concluded) 
Method 
g K NUM HB 
1. 
SB 
Random Partition 	DIST 	DIST 
BETWNBETWN 






2. 	Random Seed Points 














































































































































































































































This distance is a measure between a splitting cluster and is based 
on p-1 variables. 
**The distance between methods is not meaningful in this case. 
*** 
The distance between clusters is not meaningful in this case. 
Table 	7. Validation Results 
NUM 
, 	DATA 




SB 	CC 	LOAD 
DISTANCE 	Model 2. 
BETWEEN NUM 	HB PERS 	 m CLUSTERS -- 
Random Seed Points 
SB 	CC 	LOAD PERS 
350 151 -.36 -.21 -.22 -.80 -.22 154 -.33 -.19 -.21 -.70 -.24 
6 700 265 -.32 -.21 -.21 -.78 -.42 264 -.33 -.21 -.21 -.78 -.41 
350 154 -.33 -.21 -.21 -.71 -.24 130 -.34 -.22 -.20 -.81 -.43 
1 
350 127 -.34 -.22 -.24 -.82 -.43 114 -.30 -.22 -.21 -.85 -.52 
7 700 231 -.28 -.21 -.21 -.80 -.51 231 -.28 -.21 -.21 -.80 -.51 
350 107 -.18 -.22 -.22 -.80 -.51 121 -.28 -.21 -.21 -.76 -.47 
350 77 -.48 -.23 -.07 .58 -.26 112 -.24 -.12 -.14 1.07 -.17 
6 700 220 -.32 -.18 -.11 1.05 -.21 220 -.32 -.18 -.11 1.05 -.21 
350 112 -.24 -.12 -.14 1.07 -.17 110 -.37 -.23 -.09 1.04 -.24 
2 
350 111 -.38 -.23 -.09 1.03 -.25 103 -.34 -.24 -.07 1.06 -.32 
7 700 199 -.27 -.20 -.11 1.11 -.29 199 -.27 -.20 -.11 1.11 -.29 
350 93 -.14 -.14 -.14 1.20 -.24 99 -.18 -.15 -.13 1.15 -.25 
350 combined with GPS and split different 25 -.36 -.09 -.14 -.16 2.77 
6 700 94 	-.38 	-.09 	-.15 	-.32 	1.84 94 -.38 -.09 -.15 -.32 1.84 
350 25 -.36 -.09 -.14 -.16 2.77 48 -.34 -.18 -.14 -.32 1.81 
3 
350 48 -.34 -.18 -.14 -.33 1.18 58 -.57 -.20 -.21 -.41 .78 
7 700 108 -.56 -.15 -.19 -.32 .60 108 -.56 -.15 -.19 -.32 .60 
350 70 -.65 -.11 -.15 -.24 .36 49 -.57 -.08 -.17 -.23 .63 
350 34 2.15 -.05 -.28 -.35 -.12 35 2.16 -.01 -.28 -.27 -.13 
6 700 72 2.11 -.06 -.26 -.32 -.16 73 2.09 -.06 -.27 -.34 -.18 
350 38 2.02 -.14 -.18 -.45 -.23 37 2.02 -.14 -.25 -.48 -.23 
4 
Table 7 (concluded) 
NUM 	Model 1. 	Random Partition 	DISTANCE 
DATA BETWEEN NUM 	HB SB 	CC 	LOAD 	PERS 
g K  UNITS 	 CLUSTERS 
Model 
NUM 	HB 
2. 	Random Seed Points 
SB 	CC 	LOAD 	PERS 
4 350 35 	2.16 	-.01 	-.28 	-.27 	-.13 35 2.16 -.02 -.28 -.27 -.13 
7 700 72 2.11 -.06 -.26 -.32 -.16 72 2.09 -.06 -.27 -.33 -.16 
350 37 	2.05 	-.13 	-.18 	-.43 	-.21 37 2.02 -.14 -.25 -.48 -.23 
350 combined with GP3 and split different 16 .31 .26 3.63 .38 -.20 
6 700 30 	.34 	.24 	3.99 	.37 	-.26 30 .34 .24 3.99 .37 -.26 
350 13 .26 .21 4.55 .32 -.33 14 .39 .21 4.39 .35 -.35 
5 
350 for some reason split cluster 16 .31 .26 3.63 .38 -.20 
7 700 30 	.34 	.24 	3.99 	.37 	-.26 30 .34 .24 3.99 .37 -.26 
350 13 .25 .21 4.55 .32 -.33 14 .39 .21 4.39 .35 -.35 
350 11 	1.35 	5.32 	-.32 	.89 	.30 11 1.35 5.32 -.32 .89 .30 
6 700 19 1.49 5.41 -.32 .87 .22 19 1.49 5.41 -.32 .87 .22 
350 8 	1.69 	5.55 	-.32 	.83 	.11 8 1.69 5.55 -.32 .83 .11 
6 
350 11 	1.35 	5.32 	-.32 	.89 	.30 11 1.35 5.32 -.32 .89 .30 
7 700 19 1.49 5.41 -.32 .87 .22 19 1.49 5.41 -.32 .87 .22 
350 8 	1.69 	5.55 	-.32 	.83 	.11 8 1.69 5.55 -.32 .83 .11 
350 no match due to group 5 split 13 .02 -.15 -.04 .26 3.83 
7 	7 700 41 	-.27 	-.02 	-.11 	-.10 	3.10 41 -.27 -.02 -.11 -.10 3.10 
350 22 -.36 .15 -.17 -.14 2.95 22 -.36 -.15 -.17 -.14 2.95 
* 
8 6 350 43 	-.08 	-.16 	-.16 	1.86 	-.20 
9 6 350 34 	-.01 	-.04 	1.38 	-.11 	1.83 
These groups produced when groups 3 and 5 were combined and split differently. 
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	 A. Background: The School of Industrial and Systems Engineering of 
the Georgia Institute of Technology began to offer Operations Research/ 
Systems Analysis courses at the graduate level in the 1950's. A small 
number of officers and civilians from the Department of Defense who were 
pursuing graduate degrees in established areas enrolled in these courses. 
In 1969 the U.S. Army developed a core curriculum for a formal graduate 
• 	 in OR/SA, and selected as one of the two civilian institutions for con- 
centrated use in meeting Army graduate educational needs in this area. 
In 1972, the School was authorized to award a graduate degree in operations 
research MSOR. A number of joint reviews have been made in improving the 
Army OR/SA program requirement with the latest in April, 1974. Sixteen 
Army personnel entered the program in 1969, and by 1973, 35 students were 
in residence with approximately 20 graduating a year. At present 15 are 
in residence with a forecasted level of 20 in residence and an output of 
10 a year. 
B. The Theses Problem: For almost all Master's degree candidates, 
the identification and definition of a Thesis topic of interest both to the 
student and to his research advisor requires a disproportionate amount of 
time when compared with the course requirements or thesis research. One of 
the important objectives to be realized in this program is the development 
of readily available research topics relevaw: to Army needs and objectives 
and potentially interesting to Army personnel, and of competent, involved 
research advisors. These availabilities are critical if the Army personnel 
are to complete an acceptable thesis within the time constraint of their 
tenure in the program. A review of theses by Army officers prior to 1974 
indicated a small percentage related to Army needs and problem areas. 
This situation was highlighted by Dr. Wilbur Payne, Deputy Under Sec. 
of the Army in Oct. 1973 in a letter to Georgia Tech commenting on the 
revised curriculum programs when he stated: 
"I was very interested in the comments you received from 
the officer students in response to your Proposal Review memo-
randum. Of particular interest were their remarks concerning 
the lack of adequate communication between the Army and students, 
and the resulting scarcity of appropriate military related 
thesis topics. This has for some time also been a concern of 
mine. I believe that something can be done to improve this 
situation, and would be delighted to work with the Institute 
toward that goal." 
C. Theses Support Program: During the fall of 1973 and spring of 
• 1974 a number of conferences and seminars were held between the Georgia 
Tech faculty and Army agencies to- improve the relevancy of these theses 
research. In June 1974 the Army Material Systems Analysis Agency con-
tracted to support three officers and in the fall of 1974 the U.S. Army 
• 
Operational Test and Evaluation Agency agreed to sponsor seven officers 
under two separate contracts. These contracts support the officer students 
by providing office space, leased computer terminals, and other logistic 
support at Tech. The contracts have also covered approximately 1/4 time 
salaries, overhead and limited travel for three faculty members for ef-




addition to contract support, the sponsoring agency provides travel support 
and data sources for officer student. Actual thesis topics are developed 
• 
between the student, the faculty and the sponsor to assure Army relevance, 
academic quality and within the individual officer's capabilities. 
D. General Method of Approach: Literature search and problem definition 
• 
in the two areas above began in the summer of 1974. The three faculty mem-
• 	 bers met frequently with individual students and began to collect background 
material from OTEA, USAMSAA, Command and General Staff College, the Army 
• 
• 	
Logistic Management Agency, and other Army agencies as well as from the 
• 	 Georgia Tech Library. Frequent seminars and conferences between all the 
students and faculty were held to promote development of individual thesis 
topics. 
E. Scope of Report: This report provides a final summary for work 
• 
done for the U.S. Army Material Systems Analysis Agency under contract 
DAAD05-74-C-0777 subject "Research Support in Operations Research/Systems 
Analysis Applications to Army Needs and Objectives" awarded for 14 months 
of theses support during the period 3 June 1974 to 2 August 1975. 
• 	 II. Results  
A. Under the provisions of subparagraph A and B of Section F.3 of 
the contract two reports were submitted to the sponsor in April 1975 (Incls). 
B. Work under subparagraph C of Section F.3 of the contract has not • 
been completed. Capt. Everett D. Lucus, Arty, who proposed this task 
• 	 during contract negotiations in May 1974 is not scheduled to graduate 
until December 1975. As specified in the last paragraph of Section F of 
• 
the contract, it was anticipated that work under this task might not be 
• 	 completed until after expiration of the contract period. Thus this summary 
will only reflect work accomplished up to the end of the contract period 
• 	
on 2 August 1975. 
(a) During the summer and fall of 1974, Lucus frequently met indivi- • 
dually with the principal investigator on developing his research areas at 
• 	 the same time carrying a full course load of 15-18 hours. He participated 
on a limited basis in the conferences and seminars cited in ID alone be- 
4 
cause of academic difficulties in meeting grade requirements. In February, 
• 	 1975 he intensified the literature search phase and established contact with 
-4 
the Assistant Director of USAMSAA, and with personnel at Fort Sill. He 
visited USAMSAA in June 1975 for data collection and sponsor guidance. 
(b) At the end of the contract period he had completed the literature 
search phase and narrowed the problem area down to a feasible size for a 
master's thesis. His methodological approach involves the adaptation 
of linear programming assignment procedures to the modeling and evaluation 
of the effectiveness of various artillery system target configurations. He 
has selected four cognizant faculty members to serve on his thesis advisory 
committee which includes the principal investigator on this contract. It 
is anticipated that he will complete his oral defense and first draft by 
1 December 1975. 
• 
• 
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This research develops a methodology which establishes 
• operational usage patterns of Army vehicles using field data. 
• 
	 The field data for this research was material supplied by 
the U. S. Army Materiel Systems Analysis Agency. An 
• examination of the data revealed that a number of correlated 
variables could be extracted. These variables described the 
• manner in which the particular type vehicle was utilized. 
6 	 Since it would be ideal to examine these variables in their 
entirety, multivariate techniques were considered. These 
• 	
techniques included principal component analysis, factor 
• 
	 analysis, discriminant analysis, canonical correlation 
analysis, and cluster analysis. Each of these techniques 
• were examined in some detail to determine its suitability 
• 
	 for producing operational usage patterns. The cluster 
analysis technique was chosen based on its simplicity, 
• low cost and the ability to provide meaningful groupings 
of data units. A nonhierarchical clustering technique 
• 
known as McQueen's convergent K-means method was selected 
as the most appropriate method for this case. 
The data was subjected to outlier analysis techniques 
to eliminate multivariate outliers. In addition the data 
was centered by subtracting the means and standardized by 
dividin , !, by the standard deviations. 
• 
ix 
It was hypothesized that the clustering should reveal 
between four and ten "natural" clusters. Consequently, 
the analysis was accomplished to produce partitionings that 
included five to nine clusters. The "optimum" or "best" 
4 	
partition was chosen based on two criteria, one of which 
compared cluster centroids between partitions and between 
different methods of selecting initial starting points (i.e. 
seed points) to determine at which partition clusters become 
most stable. The other criterion established an upper limit 
for the number of clusters and was based on nonoptimal 
splitting of stable clusters. If nonoptimal splitting 
occurred then it was an indication that the optimal parti-
tion existed at a smaller number of clusters. Once the 
"optimum" or "best" partition is determined then in fact 
the operational usage patterns have been established. 
It is envisaged that this methodology can be effec-
tively utilized in the area of assigning and reassigning 
vehicles within the Army TOE system. In particular the 
technique would establish a baseline of usage patterns which 
describes how a new vehicle is being utilized. This baseline 
can then be used to periodically identify misassigned 
6 
	 vehicles. This is done by first establishing new usage 
patterns based on field data collected at different times 
during the vehicles inventory life_ A comparison of these 
new usage patterns with the base would then identify possible 
outlier clusters which would indicate the possibility of 
misassigned vehicles. 
It is recommended that this methodology be implemented 
by the Army in a limited case to determine its feasibility 
in application. 
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This report examines the applicability of computer-aided design 
to the configuration of an arr ay helicopter instrument panel. TWo 
facility allocation algorithms, CRAFT and PLANhI', were adapted to 
this purpose. Rotary wing aircraft instrumentation has not kept 
pace with the use of the helicopter and advancements in helicopter 
performance. This lack of instrumentation improvement does not allow 
the full utilization of the unique flight characteristics of the 
helicopter. The instrumentation problem that is studied in this 
report is the arrangement of instruments on the panel by use of 
computer-aided design. Since the current techniques are artisan in 
nature, computer-aided design offers an approach that can extend the 
engineer's problem-solving arm. The computer algorithms which have 
been used are readily available from their normal use in plant layout 
problems and require only minor modification to be used in laying 
out instrument panels. The design criteria used for the panel lay-
outs was the minimization of pilot eye movement. This criteria 
readily fits into the context of the computer algorithms. Results 
from this research indicate that facility allocation algorithms with 
the eye movement optimization criteria offer a powerful tool for the 
computer-aided design of helicopter instrument panels. 
