Abstract. We present an algorithm for the computation of the topological type of a real compact Riemann surface associated to an algebraic curve, i.e., its genus and the properties of the set of fixed points of the anti-holomorphic involution τ , namely, the number of its connected components, and whether this set divides the surface into one or two connected components. This is achieved by transforming an arbitrary canonical homology basis to a homology basis where the A-cycles are invariant under the antiholomorphic involution τ .
Introduction
Riemann surfaces have many applications in physics and mathematics as in topological field theories and in the theory of integrable partial differential equations (PDEs). In concrete applications such as solutions of PDEs, e.g. Korteweg-de Vries and nonlinear Schrödinger (NLS) equations, see e.g. [3] and references therein, physical quantities as for instance the amplitude of a water wave are real. Thus reality conditions on the solutions are important in practice. The corresponding solutions have to be constructed on real Riemann surfaces, i.e., surfaces with an anti-holomorphic involution τ acting as the complex conjugation on a local parameter on the surface. Regularity conditions for these solutions depend on the topological type of the surface, i.e., whether there are connected sets of fixed points of the involution τ , the real ovals, and whether these ovals separate the surface into two connected components.
It is well known that all compact Riemann surfaces can be realized via nonsingular algebraic curves in P 2 (C). F. Klein [28] observed that a real Riemann surface can be obtained in an analogous way from a nonsingular real plane algebraic curve R with an affine part of the form
a mn x m y n = 0, x, y ∈ C, a mn ∈ R.
The focus of this paper is on real compact Riemann surfaces. For curves of the form (1.1) the action of the complex conjugation gives rise to an antiholomorphic involution τ defined on R by τ (x, y) = (x,ȳ). The set of fixed points of τ is denoted by R(R) and is called the real part of R. The connected components of R(R) are called real ovals. Historically, the first result in the topology of real algebraic curves was obtained by Harnack [21] : the number k of real ovals of a curve R of genus g satisfies 0 ≤ k ≤ g + 1. In other words, the Date: May 10, 2014. We thank V. Shramchenko for useful discussions and hints. This work has been supported in part by the project FroM-PDE funded by the European Research Council through the Advanced Investigator Grant Scheme, and the ANR via the program ANR-09-BLAN-0117-01.
number of connected components of the real part of a real nonsingular plane algebraic curve cannot exceed g + 1. Curves with the maximal number of real ovals are called M-curves.
The complement R \ R(R) has either one or two connected components: if R \ R(R) has two components, the curve R is called a dividing curve, otherwise it is called non-dividing (notice that an M-curve is always a dividing curve). The topological type of R is usually denoted by (g, k, a) where g denotes the genus, k the number of real ovals, and a = 0 if the curve is dividing, a = 1 if it is non-dividing. This implies that the topological type of a curve without real oval is (g, 0, 1). Notice that the first part of Hilbert's 16th problem is concerned with the relative configuration of real ovals of a plane algebraic curve of given degree in P 2 (R), i.e., how many ovals can lie in interior of another oval. This question has been studied by many authors, see, for instance, [23, 32, 31, 20, 39, 1] and references therein. However, until now the complete answer is known only for curves of degree 7 and less. We will not discuss this topic here, but we would like to mention that in general, a solution to this problem, namely, the knowledge of the embedding R(R) ⊂ P 2 (R), does not provide any information on the embedding R(R) ⊂ R which is the subject of the present paper. For instance, it is possible to construct two real plane algebraic curves having the same degree and the same configuration of ovals, one of them being dividing and the other non-dividing (see [18] p. 8).
The aim of this paper is twofold: to determine the topological type (g, k, a) of a real algebraic curve of the form (1.1) with a numerical approach, and to transform periods of the holomorphic differentials of the curve to a form where the A-periods are real. There exist various algorithms which give the oval arrangements of a given real algebraic curve, see, for instance, [2, 8, 33, 14, 19, 25, 34] , all of them following the same scheme. But to the best of our knowledge, there exists no algorithm that computes the parameter a in the topological type (g, k, a) of R, which encodes the property of the curve to be dividing or not. The starting point of our algorithm is the work by Deconinck and van Hoeij who developed an approach to the symbolic-numerical treatment of algebraic curves. This approach is distributed as the algcurves package with Maple, see [9, 10, 11] . A purely numerical approach to real hyperelliptic Riemann surfaces was given in [15, 16] , and for general Riemann surfaces in [17] . For a review on computational approaches to Riemann surfaces the reader is referred to [4] .
The codes [11, 17] compute the periods of a Riemann surface in a homology basis which is determined by an algorithm due to Tretkoff and Tretkoff [36] . This homology basis is in general not adapted to possible symmetries of the curve (as the involution τ of real curves). It means that the action on the computed homology basis of any automorphism of the curve cannot be expressed in a simple way in terms of this basis. However, the choice of a basis, where certain cycles are invariant under the automorphisms, is often convenient in applications. In the context of solutions to integrable PDEs on general compact Riemann surfaces as for the Kadomtsev-Petviashvili (KP) (see [13] ) and the Davey-Stewartson (DS) equations (see [30, 26] ), smoothness conditions are formulated conveniently in a homology basis adapted to the anti-holomorphic involution τ defined on the surface. For instance, on a real surface there exists a canonical homology basis (A, B) (that we call for simplicity symmetric homology basis in the following) satisfying the conditions (see [35, 38] )
where H ∈ M g (Z/2Z) is a g × g matrix which depends on the topological type (g, k, a) (see section 2); here I g denotes the g × g unit matrix.
In [27] we studied for the first time numerically solutions to integrable equations from the family of NLS equations, namely, the multi-component nonlinear Schrödinger equation and the (2 + 1)-dimensional DS equations. A symplectic transformation of the computed homology basis to the symmetric homology basis was introduced in [27] and was constructed explicitly for concrete examples. In the present work we give in Theorem 3.3 a complete description of such a symplectic transformation depending on the topological type of the underlying real algebraic curve. The formulas are expressed in terms of period matrices of holomorphic differentials on the curve; these holomorphic differentials must satisfy the condition τ * ν j = ν j , j = 1, . . . , g, where τ * is the action of τ lifted to the space of holomorphic differentials. This allows to give an algorithm to construct explicitly a symplectic transformation of an arbitrary canonical homology basis for a real Riemann surface to the symmetric form. The algorithm permits to systematically study smooth real solutions on general real Riemann surfaces for equations like KP and DS starting from a representation of the surface via an algebraic curve which so far was only possible for hyperelliptic surfaces. In addition, this provides a numerical way to compute the topological type of a real Riemann surface for given periods of the holomorphic differentials.
The paper is organized as follows. In section 2 we introduce a symmetric homology basis which depends on the topological type of R. In section 3 we give explicitly the symplectic transformation between the computed homology basis and the symmetric homology basis. This result will be used in section 4 to construct an algorithm which gives the topological type (g, k, a) of a real algebraic curve for given periods of the holomorphic differentials. In section 5 we discuss examples of real curves for higher genus. Some concluding remarks are added in section 6.
Symmetric homology basis
In what follows R denotes a compact Riemann surface of genus g > 0. A homology basis (A, B) := (A 1 , . . . , A g , B 1 , . . . , B g ) with the following intersection indices
is called a canonical basis of cycles. With A (resp. B) we denote the vector (A 1 , . . . , A g ) t (resp. (B 1 , . . . , B g ) t ). Canonical homology bases are related via a symplectic transformation. Let (A, B) and (Ã,B) be arbitrary canonical homology bases on R. Then there exists
Recall that a symplectic matrix M ∈ Sp(2g, Z) satisfies M t J g M = J g , with the matrix J g given by J g = 0 I g −I g 0 , where I g denotes the g × g unit matrix. Symplectic matrices M = A B C D ∈ Sp(2g, Z) are characterized by the following system:
Moreover, the inverse matrix M −1 is given by (2.5)
Now let τ be an anti-holomorphic involution defined on R. Recall that (g, k, a) denotes the topological type of R, where k is the number of connected components of R(R) (the set of fixed points of τ ), and a = 0 if the curve is dividing (i.e., if R \ R(R) has two components), a = 1 if it is non-dividing (i.e., if R \ R(R) has just one component). A curve with the topological type (g, g + 1, 0) is called an M-curve. According to Proposition 2.2 in Vinnikov's paper [38] , there exists a canonical homology basis (A, B) (called for simplicity symmetric homology basis) such that
where H is a block diagonal g × g matrix which depends on the topological type (g, k, a) of R and is defined as follows:
-if k > 0 and a = 0,
Remark 2.1. For given information whether there are real ovals (k > 0) or not (k = 0), the matrix H completely encodes the topological type of the real Riemann surface. In [35] a different, but equivalent form of H was used, which has ones only in the antidiagonal, if the rank is equal to the genus, or in a parallel to the antidiagonal for smaller rank.
Example 2.1. Consider the hyperelliptic curve of genus g defined by the equation
where the branch points x i ∈ R are ordered such that x 1 < . . . < x 2g+2 . On such a curve, we can define two anti-holomorphic involutions τ 1 and τ 2 , given respectively by τ 1 (x, y) = (x, y) and τ 2 (x, y) = (x, −y). Projections of real ovals of τ 1 on the x-plane coincide with the intervals
, whereas projections of real ovals of τ 2 on the x-plane coincide with the intervals
Hence the curve (2.7) is an M-curve with respect to both anti-involutions τ 1 and τ 2 .
If all x i are non-real and pairwise conjugate, the curve has no real ovals with respect to the involution τ 2 ; it is dividing for the involution τ 1 .
Symplectic transformation between homology bases
In this section we construct a symplectic transformation between an arbitrary homology basis (Ã,B) and a symmetric homology basis on a real Riemann surface (R, τ ), where τ denotes the anti-holomorphic involution defined on R. The main result of this paper is contained in Theorem 3.3 which gives the underlying symplectic matrix A B C D in terms of the period matrices of holomorphic differentials satisfying the condition (3.2) in the homology basis (Ã,B). The key ingredient in this context is the description of the action of τ on the cycles (Ã,B), given in Proposition 3.1 by the integer matrix R. Then Theorem 3.3 states that the column vectors of the matrix A B t form in fact a Z-basis of the integer kernel of the matrix R t − I 2g . The matrix Q in Theorem 3.3 encodes the degree of freedom in the choice of such a Z-basis. For the ease of the reader, we start recalling some basic facts from the theory of Z-modules used to prove Theorem 3.3, which differs from the usual linear algebra over vector spaces.
3.1. Basic facts from the theory of Z-modules. A Z-module or more generally a Amodule where A denotes a commutative ring, is a natural generalization of vector spaces where the usual scalar field is replaced by the ring A. For a review on the subject we refer to [29] . In what follows we assume that A is the principal ring Z and we denote by M a Z-module.
i. M is of finite type if it admits a finite set of generators.
ii. M is said to be free if there exists a Z-basis, namely, a set {x i } i∈I ⊂ M with I ⊂ N such that any element x ∈ M can be written uniquely as x = i∈I α i x i where the scalars α i ∈ Z are non-zero only for a finite number of them.
The following theorems provide important results in the general theory of modules over a principal ring. i. If M is free and of finite type then all Z-bases of M are finite with the same cardinality called the rank of M. ii. Since Z is integral, the rank of M equals the dimension of the Q-vector space S −1 M where S = Z \ {0}. iii. A submodule of a free Z-module of finite type of rank n is a free Z-module of finite type of rank r ≤ n.
The example we will need in this paper are submodules of Z n which are because of the Theorem 3.1 free modules of finite type with rank r ≤ n. The following theorem, also called the theorem of the adapted basis, gives the classification of modules over the principal ring Z: Theorem 3.2. Let M be a free Z-module of rank n and let N be a submodule of M. Then there exists a basis (e 1 , . . . , e n ) of M and unique non-zero integers (p 1 , . . . , p r ) (with r ≤ n) such that
In what follows GL n (Z) denotes the set of n × n invertible matrices over Z; it is well known that the determinant of these matrices equals ±1. Notice that if M denotes the matrix formed by the column vectors of a Z-basis of a Z-module of rank n, then other bases are given by the column vectors of matrices of the form M Q with Q ∈ GL n (Z). Therefore, Theorem 3.2 has the following matrix interpretation that we will use in section 3.3: for any non-zero m × n matrix M ∈ M m,n (Z) of rank r, there exist matrices U ∈ GL m (Z), V ∈ GL n (Z) such that
where p i ∈ Z\{0} satisfy p 1 |p 2 | . . . |p r and where Diag(.) denotes the diagonal matrix. This is called the Smith normal form of M . In section 4 we will use a well known algorithm to compute the Smith normal form. In particular, this algorithm provides a Z-basis of the integer kernel of M given by the last n − r column vectors of the matrix V in (3.1).
3.2. Action of τ on an arbitrary homology basis. We denote by (A, B) a symmetric homology basis (i.e. which satisfies (2.6)). Let (ν 1 , . . . , ν g ) be a basis of holomorphic differentials such that
where τ * is the action of τ lifted to the space of holomorphic differentials: τ * ω(p) = ω(τ p) for any p ∈ R. The matrices P A and P B defined by
are called the matrices of A-and B-periods of the differentials ν j . From (2.6) and (3.2) we deduce the action of the complex conjugation on the matrices P A and P B :
Denote by (Ã,B) an arbitrary homology basis. From the symplectic transformation (2.1) we obtain the following transformation law between the matrices PÃ, PB and P A , P B defined in (3.3):
Therefore, by (3.4) one gets
and by (3.5)
From (3.7) and (3.10) it can be checked that the matrices A Re PÃ + B Re PB and C Im PÃ + D Im PB are invertible (the first because P A is, for the second see [27] for more details). The following Lemma proved in [27] shows that it is sufficient to know the pairs of matrices A, B or C, D to get the full symplectic transformation (3.6):
Lemma 3.1. The matrices A, B, C, D ∈ M g (Z) solving (3.7)-(3.10) satisfy:
The action of τ on an arbitrary homology basis (Ã,B) can be written as
where R ∈ M 2g (Z). In the following proposition, we give an explicit expression for the matrix R in terms of the period matrices PÃ and PB only.
Proposition 3.1. The matrix R defined in (3.15) is given by
where
Re PÃ − Im P tÃ Re PB .
Proof. Using (2.6) we deduce the action of τ on (2.1):
which yields
In other words, a symplectic matrix which transforms a basis (Ã,B) to a symmetric form also satisfies (3.19) . From (3.19) and (2.5) one gets
Replacing A via (3.11) and B via (3.12) in (3.13) and then using (3.11) again to eliminate the factor C Im PÃ + D Im PB leads to a relation for C t A only (using in the last step (3.12) instead of (3.11) gives a relation for C t B). Similarly one gets a relation for D t B,
withM given by (3.17) . Substituting these relations in (3.20) one gets (3.16).
3.3. Symplectic transformation. In this part we present in Theorem 3.3 the main result of the present paper: the symplectic transformation between an arbitrary basis (Ã,B) on a real Riemann surface and a homology basis adapted to the symmetry is given in terms of the period matrices PÃ, PB defined in the previous section. This result will allow to construct in section 4 an algorithm which computes the topological type of a given real Riemann surface. We start with the following lemma which describes the spectral properties of the matrix R (3.16):
Lemma 3.2. The matrix R in (3.16) is diagonalizable over Q with eigenvalues 1 and −1. The dimension of the corresponding eigenspaces equals g.
Proof.
It is straightforward to see that the matrix
the eigenvalues are 1 and −1, and the dimension of the corresponding eigenspaces equals g. Therefore, by (3.19) the same holds for the matrix R.
In what follows we denote by (3.21)
the integer kernel of the matrix R t − I 2g . According to the theory of modules over the principal ring Z, the Z-module K Z admits a Z-basis which can, for instance, be computed from the Smith normal form (see section 3.1). 
where the matrix H is defined in section 2, and where Q ∈ GL g (Z) is such that
Proof. Notice that (3.19) can be rewritten as
which, in particular, gives the following condition for the matrices A and B: the vectors u i for i = 1, . . . , g lie in the integer kernel K Z of the matrix R t − I 2g . Let us prove that (u 1 , . . . , u g ) form in fact a Z-basis of the module K Z . By Lemma 3.2 one has dim(K Q ) = g, where K Q denotes the kernel of R t − I 2g over the field Q, which by Theorem 3.1 yields rank(K Z ) = g. Therefore one has to check that (u 1 , . . . , u g ) are free vectors over Z and generate the Z-module K Z . Notice that here it is important to check that these vectors form a set of generators for the Z-module K Z , as we saw in Remark 3.1.
, the 2g vectors u 1 , . . . , u g , v 1 , . . . , v g form a Z-basis of the module Z 2g , which in particular implies that these vectors are free over Z. Then it remains to prove that the vectors u i , i = 1, . . . , g generate the Z-module K Z which is done by contradiction as follows. Let w ∈ K Z which we write in Z 2g as w = g i=1 α i u i + g j=1 β j v j with α i , β j ∈ Z such that at least one of the β j is non-zero. Since w, u 1 , . . . , u g ∈ K Z , one has v := g j=1 β j v j ∈ K Z and v = 0. We deduce that u 1 , . . . , u g , v are g + 1 free vectors in K Z . This is impossible since rank(K Z ) = g. Thus one has β j = 0 for j = 1, . . . , g which implies that the vectors u i , i = 1, . . . , g generate the Z-module K Z .
Hence we can write
for some Q ∈ GL g (Z), where the g column vectors of the matrix S 1 S 2 form a Z-basis of the module K Z . Here the matrix Q encodes the freedom in the choice of such a basis. The matrices C and D are then given by (3.13) and (3.14). It follows that these two matrices are integer matrices if and only if the matrix Q satisfies (3.24), which completes the proof. 
where Q ∈ GL g (Z) is arbitrary.
Remark 3.3. As explained below, if the curve is not an M-curve, namely, H = 0, one can construct explicitly a matrix Q ∈ GL g (Z/2Z) such that (3.24) holds.
This construction of Q is based on the Smith normal form of the matrix S 1 S 2 (see section 3.1) which allows the simplification of the system (3.24).
where E is a g × g diagonal matrix with elements E ii = ±1 for i = 1, . . . , g.
Proof. By (3.1) there exist U ∈ GL 2g (Z), V ∈ GL g (Z) and p 1 , . . . , p g ∈ N \ {0} satisfying
where D := Diag(p 1 , . . . , p g ). The fact that D = E can be deduced from the following equalities:
where we multiplied the matrix in the determinant from the left by U and from the right by V 0 0 I g , and used det(Q) det(U ) det(V ) = ±1 since Q, V ∈ GL g (Z) and U ∈ GL 2g (Z);
We deduce that det(D) = ±1 since the right-hand side of (3.32) is a product of determinants of matrices with integer coefficients. This completes the proof. Now let us define matrices N 1 , N 2 ∈ M g (Z) as follows:
Then one has: 
which is equivalent to
Using the definition (3.33) one gets (3.34). Now to check that a transformation of the form Q → QQ 0 where Q 0 solves (3.35) is the only one which preserves (3.34), notice that such a transformation corresponds to a symplectic transformation between the symmetric homology basis obtained from Theorem 3.3 and another symmetric homology basis, since this coincides with a change of the Zbasis in (3.22) . Hence from (2.6) it is straightforward to see that the symplectic matrix which relates two symmetric homology bases is given by (3.36)
. This completes the proof.
Algorithm for the computation of the topological type (g, k, a)
The results of the previous section allow us to formulate an algorithm to transform an arbitrary canonical homology basis (Ã,B), for instance obtained via the algorithm [36] , to a symmetric basis (A, B) satisfying (2.6). The key task in this context is the computation of the matrix Q in (3.34). In the process of computing Q, the matrix H giving the topology of the real Riemann surface can be determined.
The starting point of the algorithm are the periods PÃ and PB of a basis of differentials (ν 1 , . . . , ν g ) satisfying (3.2). Notice that condition (3.2) is important. The Maple algcurves package generates such differentials for real curves by default. For the Matlab code used in this paper this is in general not the case if a numerically optimal approach is used to determine the holomorphic differentials, see [17] for details. However, it is possible to determine a basis of the holomorphic differentials with rational coefficients which will satisfy condition (3.2). For the examples in the following section, we always choose this option.
With these periods the code computes the matrix R via (3.16) . This matrix will have integer entries up to the used precision (by default 10 −6 in Maple and 10 −12 in Matlab). Rounding has to be used to obtain an integer matrix. Computing the Smith normal form (3.1) of the matrix R t − I 2g , we obtain from the last g vectors of the resulting matrix V a Z-basis of the integer kernel K Z (3.21), i.e., the column vectors of the matrix S 1 S 2 in (3.27 ). An algorithm to compute the Smith normal form U M V = S of an integer matrix M is implemented in Maple. This algorithm can be called from Matlab via the symbolic toolbox. We use here an own implementation of the standard algorithm to compute the Smith normal form which we briefly summarize: we always work on column j starting with j = 1. If there is no nonzero element in this column, it is swapped by multiplication with an appropriate matrix U from the left with the last column with a nonzero element. If the element M jj = 0, a row with a nonzero element in position j is added (to avoid clumsy notation, the transformed matrix is still called M ). Then all nonzero elements M jk for k = j are eliminated by adding row j with appropriate multipliers obtained via the Euclidean algorithm. In the same way the row with index j is cleaned by acting on M via multiplication by a matrix V from the right. If the resulting element M jj does not divide all other elements of M , one of these elements is added by using the Euclidean algorithm to M jj in a way that the latter becomes smaller. This destroys possibly the nullity of the remaining elements in column j and row j which thus have to be cleaned as before. This process is repeated until M jj divides all other elements of M . Then the index j is incremented by 1. The procedure is repeated until the Smith normal form is obtained.
Notice that this standard algorithm has a well known problem: in general for larger matrices the entries of the matrices U and V become very large. Though these are integer matrices, this is problematic once some of the entries are of the order of 10 16 (machine precision in Matlab is 10 −16 which implies that integers of the order of 10 16 , which are internally treated as floating point numbers, can no longer be numerically distinguished). There are more sophisticated algorithms to treat larger matrices as the one given in [22] . In practice the standard algorithm works well for examples of a genus g ≤ 6 which is sufficient for our purposes. Only for higher genus, the algorithm [22] would be needed.
By computing the Smith normal form of the vector S 1 S 2 in (3.30), we get the needed quantities to compute the matrix N 1 in (3.33). The main task is then to determine the matrix Q in (3.24) since for given periods, the whole symplectic matrix (2.1) follows from equations (3.22) and (3.23) for given S 1 S 2 . The matrices Q and H can be determined from relation (3.34) for a given matrix N 1 by standard Gaussian elimination in Z/2Z and by imposing the block diagonal form of section 2 on H as we will outline below.
Remark 4.1. It was shown in section 2 that the matrix H can be chosen to be either diagonal or to consist of blocks of the form
A unique determination of the matrix H in the computation of Q from (3.34) is only possible, if this block H 0 cannot be related through a similarity transformation in Z/2Z to I 2 . In fact this is the case since H 0 cannot be diagonalized in Z/2Z. The same reasoning applies if the matrix H consists of several blocks H 0 and zeros otherwise. However, a block of the form
can be diagonalized in Z/2Z by multiplication from the left and the right by a matrix of the form
It follows that if the matrix H determined in the computation of Q from (3.34) has a non-zero diagonal element, then H can be diagonalized in several steps: if the matrix H has the formH below (H ij = δ ij for i, j < k and a block H 0 for i, j = k, k + 1)
then multiplication from the left and the right with a matrixQ (not shown elements of this matrix are 0) gives the identity matrix for i, j ≤ k + 1. Applying this procedure several times will lead to a diagonal matrix H.
The algorithm for the computation of Q and H via the similarity relation (3.34) for given N 1 by imposing a block diagonal form for the matrix H as in section 2 uses in principle standard Gauss elimination on the rows and columns of N 1 over the field Z/2Z with minor modifications as detailed below. We only describe the action on the columns via a matrix q from the right, since the action on the rows follows by symmetry by multiplication with q t from the left: -if N 1 ≡ 0 (mod 2), put H = 0 and Q = I g and end the algorithm, otherwise, put the index j of the column under consideration equal to 1; -if column j contains only zeros, it is swapped with the last column with non-zero entries; -if there is a 1 in position j of the column, all further non-zero entries in the column are eliminated in standard way; -if there is a 1 in the column, but not in position j, rows are swapped in a way that it appears in the position j + 1 of the column (it cannot be put to position j as explained in Remark 4.1). Further ones in the column are eliminated; -if there was a non-zero diagonal entry, the column index j is incremented by 1, if there was a block 0 1 1 0 , the index j is incremented by 2. Then the algorithm is repeated with column j until j = g or until the columns with index j and higher only contain zeros; -if there are blocks of the formH in Remark 4.1, then H will be diagonalized by multiplication with the corresponding matrixQ as explained in 4.1.
Examples
In this section we study examples of real algebraic curves, provide the computed periods and the application of the algorithm to obtain a symmetric homology basis as well as the matrix H encoding the topological information of the curve. For convenience we use here the Matlab algebraic curves package, but the same examples can be of course studied with the Maple package. We also give graphical representations of the real variety of an algebraic curve if there is any which is generated via contour plots of f (x, y) = 0 for real x and y (this corresponds to the command plot_real_curve in the Maple algcurves package). This is not identical with the set R(R) of real ovals of the Riemann surface since the curves may have singularities, whereas the Riemann surface is defined by desingularized such curves (see [17] for how this is done in the Matlab package). Thus there may be cusps and selfintersections in the shown plots. Moreover these plots are not conclusive if the curves come very close, and if there are self-intersections as in Fig. 4 below. In addition we only show the curves for finite values of x and y from which it cannot be decided which curves cross at infinity and which lines belong to the same ovals as in Fig. 5 . They just serve for illustration purpose, for more sophisticated approaches, see [2, 8, 33, 14, 19, 25, 34] . The computed number of real ovals via the algorithm is, however, unique: as outlined in section 2, it follows from the rank of the matrix H (for k = 0 one has k = g + 1 − rank(H)). We always assume in the following that it is known whether there are any real ovals. This allows the unique identification of the topological type (g, k, a) via the matrix H.
The Trott curve [37] given by the algebraic equation
is known to be an M-curve of genus 3 (it has the maximal number g + 1 = 4 of real ovals, as can be seen in Fig. 1 ). Moreover, this curve has real branch points only (and 28 real bitangents, namely, tangent lines to the curve in two places). Our computed matrices of Since we will not actually use the matrices A, B, C, D in this article, and since they follow for given periods from H and Q via (3.22) and (3.23) we will only give them for this example. However they are needed e.g. for the study of algebro-geometric solutions to integrable equations as KP and DS as in [27] .
The Klein curve given by the equation
has the maximal number of automorphisms (168) 3, 1, 1) , namely, the curve has genus 3, one real oval (as can be also seen in Fig. 2 ) and is non-dividing.
The Fermat curve 1. This implies that there is one real oval as can be also seen in Fig. 3 , and the curve is non-dividing. This corresponds to (g, k, a) = (6, 1, 1 ). 3, 1, 1) . In particular, the number of real ovals equals one. The real variety of the curve, which has a self intersection and a cusp, can be seen in Fig. 4 . is known (see [12] ) to be a dividing curve of genus 6. In fact we get for 
Outlook
The algorithm presented in this paper allows the transformation of an arbitrary canonical homology basis to a form adapted to the underlying symmetry, here the anti-holomorphic involution. This permits to find a basis satisfying relation (2.6). A similar condition can be imposed for any involution, and the algorithm presented here can be easily adapted to that case.
In general, the presence of symmetries allows to significantly simplify the Riemann matrix of a surface, but only in a homology basis adapted to the symmetries, for instance in a basis such that the A-cycles are invariant under symmetry operations, see [3] and [5] for the Klein curve. The latter reference uses an approach to this problem based on Comessati's theorem [7] via two pieces of software, extcurves and CyclePainter 2 . It will be the subject of further work to generalize the algorithm to symmetry groups beyond involutions. In a first step it would be interesting to extend the approach presented in this paper to automorphisms τ satisfying τ n = id with n > 2.
