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Abstract. Randomness is crucial to computer science, both in theory and applica-
tions. In complexity theory, randomness augments computers to offer more power-
ful models. In cryptography, randomness is essential for seed generation, where the
computational model used is generally probabilistic. However, ideal randomness,
which is usually assumed to be available in computer science theory and applica-
tions, might not be available to real systems. Randomness extractors are objects
that turn “weak” randomness into almost “ideal” randomness (pseudorandomness).
In this paper, we will build the framework to work with such objects and present
explicit constructions. We will discuss a well-known construction of seeded extrac-
tors via universal hashing and present a simple argument to extend such results to
two-source extractors.
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1 Introduction
Randomness is crucial in computer science, where the usual assumption is access to uniform
and independent bits (ideal randomness). However, real systems often fail to offer truly ideal
randomness. A weaker property is to require the randomness to be unpredictable. Such a
property will be able to capture a larger class of sources such as passwords, biometric data,
and system counters. The crucial question is then: How do we derive uniform and indepen-
dent bits from entropic sources? This paper surveys basic results of randomness extractors,
which are objects that map entropic inputs (weak randomness) into almost uniform outputs
(pseudorandomness).
Let us fix a finite sample space Ω. The notions of ideal, weak, and pseudorandomness
are properties of distributions over Ω. We will discuss these notions informally here. We
give formal definitions in Section 2.
Ideal Randomness: By ideal randomness, we simply mean the uniform distribution over
Ω. In theory, such distributions are very natural to work with. However, if we are work-
ing with physical systems, measurements are usually skewed and biased. The theory of
randomness extraction tries to bridge between real randomness and ideal randomness.
Weak Randomness: For any distribution, we will define various measures of entropy:
Shannon entropy, collision entropy, and minimum entropy. Weak randomness referes to
a distribution with at least some measure of entropy. Since many systems assume the
availability of “ideal” randomness, we assume that the direct usage of such weak randomness
is inadequate.
Pseudorandomness: Roughly speaking, a pseudorandom distribution, even though not
uniform, is “good enough” for practical use. If a class of functions, F (which could represent
circuits or programs, for example), cannot distinguish a distribution P from an ideal one,
we say that P is pseudorandom with respect to F . This also means that, for all practical
purposes, we can use P as input to any function in F in place of ideal randomness. Math-
ematically speaking, we will define a (semi)-metric in the space of all distributions with
respect to F .
Randomness Extractors: Randomness extractors, or just extractors, are objects that
convert weak randomness to pseudorandomness. We will explore the conditions under which
such objects exist and show that some simple algebraic functions are good extractors.
We begin with a motivating example of biased coins in Section 1.1 before giving an
overview of the rest of the paper in Section 1.2.
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1.1 Biased Coins–A Toy Example
Suppose that we are given a coin, and we want to determine whether it is fair or biased. If
we are only allowed to toss it once, what is the probability that we can guess right? What if
we are allowed k tosses? To make this well defined, we assume that we are given a fair coin
(with probabilities of heads and tails each 1
2
), or a biased coin. Let the probability of heads
of the biased coin be p for some p ∈ [0, 1]. Further, to make the matter easier, assume that
the coin tosses are independent of each other. Hence, our game is parameterized by k and p.
Of course, we know k, which is the number of allowed tosses. What about p? We
will assume that p follows some probability distribution. For example, it could be 0.9 with
probability 1 or uniform over [0, 1]. Let us first analyze the case k = 1 where we are only
allowed one toss. After we toss the coin once, we get one outcome, say heads (for simplicity
we will use 1 to denote heads and 0 to denote tails). Intuitively, if we do not know anything
about the biased coin’s probability of heads, p, (in the case where p is uniform in [0, 1]) we
cannot infer anything about whether our coin is fair or biased. However, if we know that
p = 0.9 let’s say, then we get some advantage in guessing that our coin is biased, given that
the outcome was heads. On the other hand, if the biased coin is not biased at all (p = 0.5),
then we cannot possibly distinguish the two coins! What if p = 0.5 +  and  is very small,
say 2−128? In fact, in the theory that we will develop, we say that such a biased coin is
-pseudorandom. Intuitively, the smaller  is, the more difficult it is to distinguish it from a
fair coin. What about for k ≥ 1? Our intuition for k = 1 tells us that our ability to guess
correctly depends crucially on the distribution of p.
Let us analyze our success probability for general k. If we are allowed k tosses, then
our observation is an element of {0, 1}k, and our output is either 0 for guessing fair or
1 for guessing biased. In other words, guessing from k tosses is a function of the form
{0, 1}k → {0, 1}. We will call such a function a k-toss distinguisher. Now, for any p and
distinguisher D, we can calculate our probability of guessing correctly. For example, suppose
k = 1, p = 0.9 and D is the identity function on {0, 1}. We will let coin 0 be the fair coin
and coin 1 be the biased coin. For b ∈ {0, 1}, let Cb be the outcome of the toss for coin b.
Then, our success probability is
Pr[D succeeds] = Pr[D(Cb) = b]
= Pr[b = 0] · Pr[D(Cb) = b | b = 0] + Pr[b = 1] · Pr[D(Cb) = b | b = 1]
=
1
2
· Pr[C0 = 0] + 1
2
· Pr[C1 = 1]
=
1
2
· 1
2
+
1
2
· 0.9
= 0.7.
In general, for any fixed k and p, we can calculate Pr[D succeeds | p] for any D : {0, 1}k →
{0, 1} as follows. We will let coin 0 be the fair coin and coin 1 be the biased coin. For
b ∈ {0, 1}, let Cb be the outcome of a toss for coin b and C(k)b be the outcome of k tosses for
coin b (recall that tosses for a coin are all independently and identically distributed). Then,
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Pr[D succeeds] = Pr[D(C
(k)
b ) = b]
=
1
2
Pr[D(C
(k)
0 ) = 0 | b = 0] +
1
2
Pr[D(C
(k)
1 ) = 1 | b = 1]
=
1
2
Pr[C
(k)
0 ∈ D−1(0)] +
1
2
Pr[C
(k)
1 ∈ D−1(1)].
Notice that D−1(0) and D−1(1) form a partition of {0, 1}k, and we can easily compute
D−1(0) and D−1(1) given D. Next, under an assumed distribution of the parameter p, we
can calculate our distinguisher’s estimated probability of success. This is given by
Ep[Pr[D succeeds | p]],
where Ep denotes the expectation over the distribution of the parameter p. Now, for a fixed
distribution of p, we can find a distinguisher Dmax that maximize our expected probability
of success as follows:
Dmax := arg max
D:{0,1}k→{0,1}
Ep[Pr[D succeeds | p]].
Another way to look at this problem is to define how “distinguishable” two distributions
are. We define the notion of distinguishability, given a distinguisher D : {0, 1} → {0, 1}. We
can evaluate the effectiveness of D in distinguishing a fair coin, C0, and a biased coin, C1,
as follows
∆D(C0, C1) := |E[D(C0)]− E[D(C1)]|
= |Pr[D(C0) = 1]− Pr[D(C1) = 1]|
= |Pr[D(C0) = 0]− Pr[D(C1) = 0]|.
Let b ∈ {0, 1} indicate whether the coin is fair or biased. The success probability of a
distinguisher D can be related to ∆D in the following way,
Pr[D succeeds]
= Pr[D(Cb) = b]
= Pr[b = 0] Pr[D(C0) = 0] + Pr[b = 1] Pr[D(C1) = 1]
=
1
2
(Pr[D(C0) = 0]− Pr[D(C1) = 0] + Pr[D(C1) = 0]) + 1
2
Pr[D(C1) = 1]
≤ 1
2
|Pr[D(C0) = 0]− Pr[D(C1) = 0]|+ 1
2
(Pr[D(C1) = 0] +
1
2
Pr[D(C1) = 1])
≤ 1
2
∆D(C0, C1) +
1
2
.
Hence, the distinguisher that maximizes our success probability also maximizes ∆D(C0, C1).
This leads us to the definition of statistical distance: the statistical distance between the fair
coin and the biased coin is defined to be
∆(C0, C1) := max
D:{0,1}→{0,1}
∆D(C0, C1).
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Putting this into the game playing framework that is widely used in cryptography, we
are playing the role of an attacker, and the setup and governing rules around what we are
allowed to do is acting as what is called the challenger. The challenger picks a fair coin or a
biased coin with equal probability and gives the coin to us, the attacker. We perform some
tosses and make a guess of whether the coin is fair or biased. We win the game if and only if
our guess is correct. We will call this game the biased coin game with parameter k, BCGk.
In fact, many modern cryptography applications (hash functions, symmetric encryption
schemes, public-key systems, etc.) all have security games similar to our biased coin game.
Generally, a security game G is played between the challenger and an attacker, A. A corre-
sponds to our distinguisher D : {0, 1}k → {0, 1}, except that A is allowed to be probabilistic.
For example, if we allow our biased coin distinguisher to be probabilistic then it is of the form
D : {0, 1}k → [0, 1] with D(ω) denoting the probability of guessing the coin is biased given
outcome ω. Then, the setup of the security game defines, for every attacker A, a function
fA : K → R, where K is the “key space” (corresponds to our distribution of p). fA(k) is the
expected outcome of the game for a given key K over the coin tosses of A (this corresponds
to Pr[D succeeds]). The ideal security of the cryptographic system is then  := E[fA(UK)],
where UK is the uniform distribution on the finite set key space K. Notice here we explicitly
require the distribution of keys to be uniform. This is the standard assumption for security
games, and it is one goal of this paper to explore weaker versions of this expectation, when
we replace UK with some other distributions on K, which will be called “weak expectation.”
For example, take BCG1. Consider K = {0, 1}, which is to say, the challenger either takes
p = 0 or p = 1 with equal probability. Then, no matter what distinguisherD : {0, 1} → {0, 1}
is used, Ep[fD(p)] = Ep[Pr[D succeeds | p]] is 12 (we will let the reader check this calculation).
In other words, the best we, the attacker, can do is randomly guess!
The notion of distinguishability also offers us tools to tackle other problems. Consider
this seemingly unrelated problem: we are given a biased coin, and we want to simulate a fair
coin. We again assume that each toss of the coin is independent and identically distributed
with probability of heads p. One classic trick is von Neumann’s trick [vN51]: we take two
tosses and output 1 if the outcome is 10 and 0 if the outcome is 01. We simply ignore the
cases where we get 11 or 00. This ensures that we output 0 and 1 with the same probability.
However, we will fail with probability 1− 2(1− p)p. Let us restrict ourselves to algorithms
that do not fail. Can we still make our output distribution uniform? Utilizing our notion of
(in)distinguishability: can we make sure that our simulated coin is “indistinguishable” from a
fair one with some parameter ? In other words, can we find a function F : {0, 1}n → {0, 1}m,
such that ∆(F (C
(n)
1 ), C
(m)
0 ) ≤  for some m and ? The answer is yes. In fact, we will do
this in a more general setting than biased coins.
1.2 Overview
From the biased coin example, we glimpsed into the theory of pseudorandomness and
(in)distinguishability. In the following sections, we will build the framework for working
with pseudorandomness and weak randomness. Roughly speaking, pseudorandomness is
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indistinguishable from ideal (uniform) randomness, or more formally, they are close in a
semi-metric space of all distributions on some finite set to the uniform distribution, with re-
spect to some class of distinguishers. Weak randomness referes to a distribution with at least
some measure of entropy, or denseness relative to the uniform distribution. We will focus
on the task of turning weak randomness into pseudorandomness under various assumptions.
In Section 2, we formally introduce the tools and build the framework. In Section 3.1, we
show the impossibility result using one general weak source. In Section 3.2, we develop the
theory of seeded extractors, and in Section 3.3, we focus on two-source extractors.
2 A Model of Randomness
2.1 Notation and Basic Facts
Given a positive integer n, we define [n] = {1, ...., n}, and use uppercase letters to denote the
exponential base 2 of the lowercase letters (for example, N = 2n). We fix a finite universe Ω,
and whenever we define a distribution, the universe shall be implicit. Usually, Ω = {0, 1}n
(and |Ω| = 2n = N). A distribution on {0, 1}n, or the set of n-bit strings, is also called a
source. Since we are working with a finite sample space, a distribution is uniquely determined
given a probability mass function, and vice versa. Hence, we can identify a distribution X
on Ω with the probability mass pX : Ω→ [0, 1]. We will also use X and pX interchangeably,
but if X is evaluated as pX , we will use X[x] := pX(x) to avoid confusion. Let Y be another
distribution (possibly correlated with X), we use (X, Y ) to denote their joint distribution.
In general, any function F : Ω → [0, 1] is called a bounded function (on Ω). In particular,
a distribution on Ω is a bounded function, and a distinguisher D : Ω → {0, 1} is also a
bounded function. The set of all functions from Ω to some set S is denoted SΩ, e.g. [0, 1]Ω.
For a set S, we let US denote the uniform distribution on S, and we use Un to denote U{0,1}n ,
the uniform n-bit strings. Recall that by ideal randomness we mean Un for some positive
integer n. We also use the standard inner product and norms on RΩ (note that [0, 1]Ω is not
a subspace). That is, for X, Y ∈ RΩ:
〈X, Y 〉 =
∑
ω∈Ω
X(ω)Y (ω),
‖X‖p = (
∑
ω∈Ω
|X(ω)|p) 1p , p ≥ 1
‖X‖∞ = max
ω∈Ω
|X(ω)|.
Suppose |Ω| = N , recall that we have the following important inequalities on norms,
‖X‖2 ≤ ‖X‖1 ≤
√
N‖X‖2,
‖X‖∞ ≤ ‖X‖1 ≤ N‖X‖∞,
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‖X‖∞ ≤ ‖X‖2 ≤
√
N‖X‖∞,
as well as the Cauchy-Schwarz inequality
|〈X, Y 〉| ≤ ‖X‖2‖Y ‖2.
Let X be a probability distribution on Ω with probability mass function pX and D ∈ [0, 1]Ω.
Since we use X and pX interchangeably, we have:
E[D(X)] =
∑
ω∈Ω
pX(ω)D(ω) = 〈X,D〉.
Let X ′ be an i.i.d copy of X. We define the collision probability, and maximum probability
of X as follows,
CP (X) = Pr[X = X ′] = ‖X‖22,
MP (X) = max
ω∈Ω
Pr[X = ω] = ‖X‖∞.
Let F = {f1, ..., ft} be a finite subset of a vector space, for example RΩ. The convex hull of
S is defined to be
Conv(F ) = {
t∑
i=1
αifi | αi ≥ 0,
t∑
i=1
αi = 1}.
2.2 Measures of Entropy
The earliest definition of entropy is due to Shannon, and it is very useful in information
theory. However, for our applications it is more natural to use the minimum entropy and
collision entropy. Here, we define Re´nyi entropy, which generalizes the two notions.
Definition 1. Let X be a distribution, for α > 1, the Re´nyi entropy of X is defined to be
Hα(X) =
α
1− α log ‖X‖α.
We also define H∞(X) to be the limit of Hα(X) as α→∞.
In particular, H2(X) = −2 log ‖X‖2 = − logCP (X) is called the collision entropy of
X and H∞(X) = − log ‖X‖∞ = − logMP (X) is called the minimum entropy of X. This
definition gives us the exact relation between various measures of entropy and the norm,
which would allow us to apply Cauchy-Schwarz inequality.
Proposition 1. Let X be a distribution. Then H∞(X) ≤ H2(X) ≤ 2H∞(X).
Proof. First,
H2(X) = − log
∑
ω∈ω
X[ω]2
≥ − log
∑
ω∈ω
‖X‖∞X[ω]
= − log ‖X‖∞
= H∞(X).
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Also, since ‖X‖∞ ≤ ‖X‖2,
2H∞(X) = −2 log ‖X‖∞ ≥ −2 log ‖X‖2 = H2(X).
Example. Suppose we have a biased coin, C, with p > 1
2
probability of heads. Let C(k)
be k tosses of the coin (viewed as a joint distribution). Again, assume that each toss is
independent of the other. Then,
H∞(C(k)) = − log ‖C(k)‖∞
= − log pk
= −k log p.
H2(C
(k)) = − log ‖C(k)‖22
= − log
∑
ω∈{0,1}k
p(ω)2
= − log
k∑
i=0
(
k
i
)
(pi(1− p)k−i)2.
In particular, if we take k = 2, we can plot H2(C
(2)) and H∞(C(2)) as follows:
0 0.2 0.4 0.6 0.8 1
0
0.5
1
1.5
2
p
H∞
H2
We can see that H∞(C(2)) ≤ H2(C(2)) and H∞(C(2)) = H2(C(2)) at p = 0, 12 , and 1.
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2.3 Modelling Weak Sources
Standard cryptography systems assume availability of ideal randomness. Usually, their secu-
rity is only valid if the randomness is truly uniformly random. However, ideal randomness,
as the name suggests is ideal and might not be available to a real system. A more realistic
setting is to assume sources with certain entropy bounds on H2 or H∞. For a distribution
X on {0, 1}n with H∞(X) ≥ k, we say that X is a (n, k)∞-source. Similarly, if H2(X) ≥ k,
we say that X is a (n, k)2-source. Additionally, when the length of the distribution is clear,
we omit n and write k∞-source or k2-source.
Definition 2. Let X be a distribution on {0, 1}n, we say that X is a flat (n, k)-source for
some 0 < k ≤ n, if Pr[X = ω] is either 0 or 2−k.
Proposition 2. Let X be a (n, k)∞-source. Then, X ∈ Conv(Kn), where Kn is the set of
all flat (n, k)-sources.
Proof. We interpret distributions over {0, 1}n as vectors over RN (recall that N = 2n).
We note that the set of (n, k)-sources form a convex polygonal region with exactly the flat
(n, k)-sources as its vertices. Hence, Conv(Kn) is exactly the set of (n, k)-sources.
2.4 Semi-Metrics on Distributions
In this section, we formally define the idea of distinguishability. First, we fix a class of
bounded distinguishers, D ⊆ [0, 1]Ω. We usually encounter two kinds of distinguishers:
boolean distringuishers and bounded distinguishers. A boolean distinguisher is any function
in {0, 1}Ω and bounded distinguisher is any function in [0, 1]Ω. Boolean distinguishers can be
thought as the set of deterministic distinguishers. Bounded distinguishers can be thought as
the set of probabilistic distinguishers. Hence, to focus on deterministic circuits, we sometimes
restrict ourselves to boolean distinguishers. Fixing a subset of boolean functions is also
natural in circuit complexity theory. For example, the class of boolean distinguishers could
be all boolean functions computable by a circuit of certain size consisting of only AND,
OR, and NOT gates with bounded fan-in.
Definition 3. Let X, Y be distributions and D = [0, 1]Ω be a class of distinguishers. The
distance (or distinguishability) with respect to D of X and Y is defined to be
∆D(X, Y ) := max
D∈D
|〈X − Y,D〉|
= max
D∈D
|E[D(X)]− E[D(Y )]|.
In addition, if D is the set of all boolean distinguishers, {0, 1}Ω, we simply write ∆(X, Y ),
which is called the statistical distance between X and Y . Further, if ∆D(X, Y ) ≤ , then we
call X and Y -indistinguishable by D. For notational convenience, we will use the following
notation
∆D(X, Y | Z) := ∆D((X,Z), (Y, Z)).
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Proposition 3. Fix a class of distinguishers, D ⊆ [0, 1]Ω. Then ∆D is a semi-metric, that
is for distributions X, Y, Z over Ω,
1. ∆D(X,X) = 0
2. ∆D(X, Y ) ≥ 0
3. ∆D(X, Y ) = ∆D(Y,X)
4. ∆D(X,Z) ≤ ∆D(X, Y ) + ∆D(Y, Z)
Proof. 1, 2, and 3 easily follow from the definition. We check that ∆D satisfy the triangle
inequality:
∆D(X,Z) = max
D∈D
|〈X − Z,D〉|
= max
D∈D
|〈(X − Y ) + (Y − Z), D〉|
≤ max
D∈D
(|〈(X − Y ), D〉|+ |〈(Y − Z), D〉|)
≤ ∆D(X, Y ) + ∆D(Y, Z).
Remark. ∆D is a semi-metric since it is possible that ∆D(X, Y ) = 0 for X 6= Y .
Lemma 1. Let X, Y be distributions and D = [0, 1]Ω be a finite class of bounded distinguish-
ers. Then
∆Conv(D)(X, Y ) = ∆D(X, Y ).
Proof. Clearly, ∆D(X, Y ) ≤ ∆Conv(D)(X, Y ), since ∆D ⊆ ∆Conv(D).
Now, let D =
∑t
i=1 αiDi ∈ Conv(D), for αi ≥ 0 and
∑t
i=1 αi = 1. Let j = arg maxj |〈X −
Y,Dj〉|, then
|〈X − Y,D〉| = |〈X − Y,
t∑
i=1
αiDi〉|
= |
t∑
i=1
αi〈X − Y,Di〉|
≤ |〈X − Y,Dj〉|
t∑
i=1
αi
= |〈X − Y,Dj〉|.
Notice that {0, 1}Ω is finite, hence we obtain the following corollary.
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Corollary. Let X, Y be distributions. Then
∆[0,1]Ω(X, Y ) = ∆{0,1}Ω(X, Y ).
If we take D to be the set of all boolean distinguishers, then the distance is minimized.
We note that in this case, the statistical distance is exactly half the distance induced by the
1-norm, as given in the following lemma.
Lemma 2. Let X, Y be distributions on Ω. Then,
∆(X, Y ) =
1
2
‖X − Y ‖1.
Proof. First, let T = {t ∈ Ω | pX(t) > pY (t)} and D : Ω → {0, 1} be such that D(ω) =
1 ⇐⇒ ω ∈ T . We compute that
‖X − Y ‖1 =
∑
ω∈Ω
|X[ω]− Y [ω]|
=
∑
ω∈T
X[ω]− Y [ω] +
∑
ω∈T
Y [ω]−X[ω]
=
∣∣∣∣∣∑
ω∈T
X[ω]− Y [ω]
∣∣∣∣∣+
∣∣∣∣∣(1−∑
ω∈T
Y [ω])− (1−
∑
ω∈T
X[ω])
∣∣∣∣∣
= 2|E[D(X) = 1]− E[D(Y ) = 1]|
= 2∆D(X, Y ).
Let D′ ∈ {0, 1}Ω. Consider (2D′ − 1). Check that ‖2D′ − 1‖∞ = 1 and 〈X − Y, 2D′ − 1〉 =
2〈X − Y,D′〉. Hence, we have that
2|〈X − Y,D′〉| = |〈X − Y, 2D′ − 1〉|
=
∣∣∣∣∣∑
ω∈Ω
(X − Y )[ω](2D − 1)[ω]
∣∣∣∣∣
≤ ‖2D − 1‖∞
∑
ω∈Ω
|(X − Y )[ω]|
= ‖X − Y ‖1.
Lemma 3. Let (X,X ′) be jointly distributed and let (Y, Y ′) be jointly distributed over the
same sample space, Ω× Ω′. Then,
∆((X,X ′), (Y, Y ′)) ≥ ∆(X, Y ).
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Proof. Take any D : Ω→ {0, 1}, and let
D′ : Ω× Ω′ → {0, 1};
D′(x, x′) = D(x).
We compute that,
∆D′((X,X
′), (Y, Y ′)) = |Pr[D′(X,X ′) = 1]− Pr[D′(Y, Y ′) = 1]|
= |Pr[D(X) = 1]− Pr[D(Y ) = 1]|
= ∆D(X, Y ).
3 Randomness Extractors
In this section, we will allow all possible distinguishers and use the notion of statistical
distance, which was shown to be equivalent to the 1-norm. In particular, we show how to
convert weak sources to statistically close to uniform.
Recall that in Section 1.1 we raised the question of converting biased coin flips to fair coin
flips. Let us fix some α ∈ {2,∞}. We will relax our input to be some (n, k)α-source, X. Can
we extract almost uniform bits from X? In other words, for n > m, can we find a function,
F : {0, 1}n → {0, 1}m, such that for any (n, k)α-source X, ∆(F (X), Um) < (n, k,m)? As it
turns out, it cannot be done with a deterministic function; but if we allow ourselves to pick
uniformly from a collection of functions, we can achieve such task. Furthermore, if we are
given two independent weak sources with sufficient amount of entropy, then deterministic
extraction becomes possible again.
3.1 Impossibility Result for Single Source
Suppose we have a function f : {0, 1}n → {0, 1}. For notational convenience, for a boolean
function f , we will use M(f) to denote the larger of the two sets: f−1(0), f−1(1) (if they are
the same size either will do). Hence, we have that |M(f)| ≥ 2n−1. Consider X = UM(f). By
construction, X is a (n, n−1)∞ source and f(X) is constant. In fact, this can be generalized
to (n, k)∞-block sources—we cannot even extract one bit from them.
Proposition 4. Let f : {0, 1}n → {0, 1}m be any function, then there exists an (n, n− 1)∞
source X such that ∆(f(X), Um) =
1
2
.
Proof. We let f1 be the function that restricted to only the first bit of f . By the argument
above, ∆(f1(X), U1) =
1
2
. Hence, by Lemma 3, ∆(f, Um) =
1
2
.
The upshot is that if we are only given one weak source, we cannot extract good ran-
domness from it deterministically. This is because the source can be generated adversarially
based on our extractor.
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3.2 Seeded Extractors
If we are allowed some additional ideal random seed, we are then able to extract good
randomness from a weak source. Keep in mind that the reason we want to extract from a
weak source is that perfect randomness might not be available, hence this really does not
help us much in the setting where we cannot obtain ideal randomness. The nature of the
game will be to try to keep the random seed needed small, this way the dependence of ideal
randomness is minimized. For some applications, we want the seed to be O(log n) to extract
from a (n, k) source, and such constructions have been done. However, we will not mention
them here. Instead, we will prove what is called the Leftover Hash Lemma and construct an
iterative scheme to extract from long sources.
Definition 4. [NZ96] Let α ∈ {2,∞}. A function of the form Ext : {0, 1}n × {0, 1}d →
{0, 1}m is a (k, )α-randomness extractor (Ext) if, for K uniformly random in {0, 1}d and
any (n, k)α-source X,
∆(Ext(X,K), Um) ≤ .
Furthermore, we say that the extractor is strong if
∆(Ext(X,K), Um | K) ≤ .
We will construct a well-known family of (k, )2 extractors using universal independent
(hash) functions from [CW79]. Notice that since H2(X) ≥ H∞(X), any (k, )2 extractor is
a (k, )∞ extractor.
3.2.1 Universal Hash Functions
Definition 5. A collection of functions
H = {Hs : {0, 1}n → {0, 1}m | s ∈ {0, 1}d}
is universal, if for H uniformly chosen in H, and two distinct input x 6= y,
Pr(H(x) = H(y)) =
1
M
=
1
2m
.
For notational convenience, we also call H, the uniform sample, a universal hash function.
One elegant construction comes from the inner product structure on F2n .
Construction 1. For any m, l ∈ N, let n = ml. We identify {0, 1}m as F2m (binary field
of size 2m) and {0, 1}n as Fl2m (l-dimensional vector space over binary field of size 2m).
We consider the inner product function (standard dot-product of vectors), IP : {0, 1}n ×
{0, 1}n → {0, 1}m,
IP(x, y) := x · y.
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Proposition 5. For any m, l ∈ N,
H = {Hv = IP(−, v) | v ∈ Fl2m}
is an universal collection of hash functions.
Proof. Let v be uniform in Fl2m . Let x = (x1, ..., xl) 6= y = (y1, ..., yl) ∈ F . Suppose xj 6= yj.
Then,
Pr[Hv(x) = Hv(y)]
= Pr[
l∑
i=1
vixi =
l∑
i=1
viyi]
= Pr[vi(xj − yj) =
∑
i=1,...,l
i 6=j
vi(xi − yi)]
=
1
M
.
Lemma 4. Let X be a distribution over {0, 1}n. Then,
‖X − Ud‖22 = ‖X‖22 −
1
N
.
Proof. Compute that
‖X − Un‖22 = ‖X‖2 + ‖Un‖2 − 2〈X,Un〉
= ‖X‖2 − 1
N
.
Lemma 5. Let f : {0, 1}n×{0, 1}d → {0, 1}m be a function such that f(−, Ud) is universal,
then
‖(Ud, f(X,Ud))− (Ud, Um)‖22 ≤
CP (X)
D
.
Proof. First, we bound the collision probability of (Ud, f(X,Ud)). Let s1, s2 be independently
uniform over {0, 1}d and x1, x2 be two independent copies of X. Observe that
CP ((Ud, f(X,Ud)))
= Pr[(s1, f(x1, s1)) = (s2, f(x2, s2))]
= Pr[s1 = s2] · Pr[f(x1, s1) = f(x2, s2) | s1 = s2]
=
1
D
(Pr[x1 = x2] + Pr[x1 6= x2] Pr[f(x1, s1) = f(x2, s1) | x1 6= x2])
≤ 1
D
(CP (X) +
1
M
).
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Now, by Lemma 4,
‖(Ud, f(X,Ud))− (Ud, Um)‖22
= CP ((Ud, f(X,Ud)))− 1
DM
=
CP (X)
D
.
Theorem 1 (Leftover Hash Lemma [ILL89]). Let X be a (n, k)2 source. Let H = {Hs :
{0, 1}n → {0, 1}m | s ∈ {0, 1}d} be an universal collection of functions. Then, the extractor
defined by
Ext(x, s) = hs(x),
is a strong (k, )2-randomness extractor with  =
1
2
√
M
K
= 1
2
√
2n−k.
Proof. Let v = (Ud, Ext(X,Ud))− (Ud, Um). We can bound the statistical distance by using
Lemma 5.
∆((Ud, Ext(X,Ud)), (Ud, Um)) =
1
2
‖v‖1
≤
√
DM
2
‖v‖2
≤
√
DM
2
√
CP (X)
D
=
1
2
√
M
K
.
Hence, for any m, l ≥ 1, let n = ml. Then, IP, from Construction 1, is universal with seed
length n, input length n, and output length m. Hence, we have that Ext(x, s) = hs(x) is a
(k, 1
2
√
M
K
)2-extractor. However, we need n uniform random bits for this task! For example,
suppose we want 256 uniform random bits of error at most 2−128 (m = 256 and  = 2−128).
As a result, we need k ≥ 512, and n need to be more than k for the source to be actually
weak. Hence, we would at least a 768-bit uniform seed. The main caveat in this construction
is that we need as long an initial seed as the length of the weak source. What if the weak
source we want to extract from is very long? For instance, we could be measuring the CPU
temperature and we are guaranteed to get some entropy each time we measure it. In such
cases, the resulting weak source can be very long but will have good accumulative entropy.
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3.2.2 Almost Universal Hash Functions
In this section, we consider reducing the seed length relative to the weak source length to
the extractor, or equivalently the universal hash function construction. We will do this by
relaxing the requirement of being exactly universal to almost universal. Then, we will prove
a slightly modified version of Leftover Hash Lemma for almost universal hash functions.
Definition 6. A collections of functions
H = {Hs : {0, 1}n → {0, 1}m | s ∈ {0, 1}d}
is δ-almost universal, if for any x 6= y ∈ {0, 1}n,
Pr[H(x) = H(y)] ≤ 1 + δ
M
.
If δ = 0, we will say that H is a universal function family.
It turns that we if we are given a source with high enough minimum entropy, we can get
away with almost universal functions in place of pairwise universal functions. The length
of the initial seed required, however, can be much shorter than the input length for almost
universal functions. We prove an extension of Lemma 5 for almost universal hash functions.
Lemma 6. Let f : {0, 1}n × {0, 1}d → {0, 1}m be a function such that f(−, Ud) is δ-almost
universal. Then
‖(Ud, f(X,Ud))− (Ud, Um)‖22 ≤
CP (X)
D
+
δ
DM
Proof. First, we bound the collision probability of (Ud, f(X,Ud)), let s1, s2 be independently
uniform over {0, 1}d and x1, x2 be two independent copies of X. Then
CP ((Ud, f(X,Ud)))
= Pr[(s1, f(x1, s1)) = (s2, f(x2, s2))]
= Pr[s1 = s2] · Pr[f(x1, s1) = f(x2, s2) | s1 = s2]
=
1
D
(Pr[x1 = x2] + Pr[x1 6= x2] Pr[f(x1, s1) = f(x2, s1) | x1 6= x2])
≤ 1
D
(CP (X) +
1 + δ
M
).
Now, by Lemma 4,
‖(Ud, f(X,Ud))− (Ud, Um)‖22
= CP ((Ud, f(X,Ud)))− 1
DM
=
CP (X)
D
+
δ
DM
.
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A modified version of the Leftover Hash Lemma follows naturally.
Theorem 2 (Leftover Hash Lemma for Almost Universal Functions). Let X be a (n, k)2
source. Let H = {hs : {0, 1}n → {0, 1}m | s ∈ {0, 1}d} be a δ-almost universal collection of
functions. Then, the extractor defined by
Ext(x, s) = hs(x),
is a strong (k, )2-randomness extractor with  =
1
2
√
M
K
+ δ.
Proof. Let v = (Ud, Ext(X,Ud))− (Ud, Um), then by Lemma 6,
∆((Ud, Ext(X,Ud)), (Ud, Um)) =
1
2
‖v‖1
≤
√
DM
2
‖v‖2
≤
√
DM
2
√
CP (X)
D
+
δ
DM
=
1
2
√
M
K
+ δ.
Next, we show that polynomial maps are almost universal functions. In addition, they
are computable by iteration! This allow us to slowly accumulate entropy into a system.
Actually, the entropy input can be arbitrarily small at each step. But we insist that the
sequence of entropy input should eventually exceed a threshold k at most after some t steps.
Of course we will assume that we have access to some initial randomness.
Construction 2 ([DPR+13]). For any positive integers m, d, t, such that 0 < m ≤ d, we
construct a family of functions with input length n = td, seed length 2d, and output length
m. We identify {0, 1}d as F2d . We will break td length input into t chunks, I1, . . . , It, each
of length d, and compute the output iteratively as follows. We have seed (X,X ′) ∈ {0, 1}2d.
For any 0 ≤ i ≤ t, the state S at time i is Si ∈ {0, 1}d. X,X ′ are initialized uniformly
randomly and S0 is initialized to 1 ∈ F2d . At step i ≥ 1, we take some entropy Ii and set
Si = Si−1 ·X + Ii, where the operations are done in F2d . It is easy to see that at step i,
St = X
i + I1X
i−1 + I2X i−2 + · · ·+ Ii,
which is a polynomial in X of degree i. The output, at step t, is the first m-bit of StX
′,
which we denote as [StX
′]m1 . In other words, at step t, our hash function outputs
HX,X′(I1, . . . , It) = [X
′(X t + I1X t−1 + I2X t−2 + · · ·+ It)]m1 .
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Proposition 6.
HX,X′(I1, . . . , It) = [X
′(X t + I1X t−1 + I2X t−2 + · · ·+ It)]m1
is t2m−d-almost universal with seed length 2d, input length n = td, and output length m.
Proof. Let (a1, . . . , at) 6= (b1, . . . , bt) be two different inputs. Compute that
Pr[HX,X′(a1, . . . , at) = HX,X′(b1, . . . , bt)]
= Pr[[(a1X
t−1 + a2X t−2 + · · ·+ at)X ′]m1 = [(b1X t + b2X t−2 + · · ·+ bt)X ′]m1 ]
= Pr[
t∑
i=1
aiX
t−i =
t∑
i=1
biX
t−i] + Pr[[AX ′]m1 = [BX
′]m1 ]
= Pr[
t∑
i=1
(ai − bi)X t−i = 0] + 1
M
≤ t
2d
+
1
M
=
1 + t2m−d
M
The last inequality follows from the fact that
∑t
i=1(ai− bi)X t−i is a polynomial of degree at
most t in X, therefore it has most t roots.
We plug δ = t2m−d into  = 1
2
√
M
K
+ δ, we get
42 =
2m
2k
+ t
2m
2d
.
Solving for k, we get that
k = m− log(42 − t2m−d).
As an example, take m = 256, d = 512 and set desired  = 2−128. Then, we would need
accumulative minimum entropy of I1, ..., It to be at least 256 − log(4 × 2−256 + t2−256) =
512− log(4+ t). We see that the growth of entropy needed is only logarithmic in t. However,
we still need 1024 bits of initial randomness to achieve extraction of 256 bits.
3.3 Two-Source Extractors
Can we relax the requirement for an ideal random seed? We still want our seed to be
independent of the weak source, otherwise the impossibility results from Section 3.1 would
apply. One natural relaxation is then to assume the availability of two weak sources that
are independent.
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Definition 7. Let α ∈ {2,∞}. A function of the form Ext : {0, 1}n × {0, 1}d → {0, 1}m is
a (k, k′, )α-two source randomness extractor if, any (n, k)α-source X and any (d, k′)α-source
Y ,
∆(Ext(X, Y ), Um) ≤ .
Furthermore, the extractor is strong (in Y ) if
∆(Ext(X, Y ), Um | Y ) ≤ .
We abbreviate (k, k, )α as simply (k, )α.
Remark. A strong (k, n, )-two-source extractor, with seed length n, is also a strong seeded
extractor. We can further assume the availability of k independent weak sources for k > 2.
Such extractors are called independent-source extractors but we will not consider them here.
3.3.1 Seeded Extractors with Weak Seeds
In fact, any strong seeded extractor, for instance Construction 1 and 2, is a two-source
extractor with weaker error. Here, we present a new argument matching the bound in
[Rao07], which, at the same time, applies to all collision entropy extractors. We were unable
to find such results obtained via similar techniques in the literature. In [CG88], the same
results were obtained only for the inner product function with one output bit and proven
using Lindsey’s Lemma. We begin with the following lemma.
Lemma 7. Let f : {0, 1}n×{0, 1}d → {0, 1}m be any function, and let Y be a (d, k)2 source
and X be any distribution on {0, 1}n. Then,
‖(Y, f(X, Y ))− (Y, Um)‖1 ≤
√
D2M
K
‖(Ud, f(X,Ud))− (Ud, Um)‖2.
Proof.
‖(Y, f(X, Y ))− (Y, Um)‖1
=
∑
(r,s)∈{0,1}d+m
|(Y, f(X, Y ))[r, s]− (Y, Um)[r, s]|
=
∑
r,s
Y [r]|f(X, r)[s]− Um[s]|
≤
√∑
r,s
Y [r]2
√∑
r,s
|f(X, r)[s]− Um[s]|2 (Cauchy-Schwarz)
=
√
D2M
∑
r
Y [r]2
√∑
r,s
| 1
2d
f(X, r)[s]− 1
2d
Um[s]|2
=
√
D2M
K
‖(Ud, f(X,Ud))− (Ud, Um)‖2.
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Theorem 3 (Leftover Hash Lemma for Weak Seeds). Suppose that f : {0, 1}n ×
{0, 1}d → {0, 1}m is such that f(−, Ud) is δ-universal, then f is a strong (in Y ) (k, k′, )-
two-source extractor, with  = 1
2
√
D
K′ (
M
K
+ δ).
Proof. We compute that
∆((Y, f(X, Y )), (Y, Um))
=
1
2
‖(Y, f(X, Y ))− (Y, Um)‖1
≤ 1
2
√
D2M
K ′
‖(f(X,Ud), Ud)− (Um, Ud)‖2 (Lemma 7)
≤ 1
2
√
D2M
K ′
√
CP (X)
D
+
δ
DM
(Lemma 6)
≤ 1
2
√
D
K ′
(
M
K
+ δ).
Remark. Notice that when k′ = d (Y = Ud), the bound matches Theorem 2. If δ = 0
(f(−, Ud) is perfectly universal), then  = 12
√
DM
KK′ =
1
2
· 2 d+m−k−k′2 , which matches the bound
obtained by using character bounds in [Rao07].
We look at an example. Suppose we want a 256-bit secret with error at most  = 2−128.
Then it suffices to have n+ 512 = k1 + k2 for two (n, k1)2 and (n, k2)2 sources. For example,
we can use two (1024, 768)2 sources X, Y .
For Construction 2, plugging δ = tM
D
into  = 1
2
√
D
K′ (
M
K
+ δ), we get
 =
1
2
√
DM
KK ′
+
tM
K ′
.
Let m = 256 and  = 2−128. It suffices to have
k + k′ − d−m = k′ − log(t)−m = 256.
If we assume that t ≤ 2128, then k′ ≥ 640 suffices. Let us further assume that d = 1024. Then,
k ≥ 896 suffice. Hence, we have a two-source extractor for (1024t, 896)2 and (1024, 640)2
source for t upto 2128 that extracts 256-bit of ideal randomness with error  = 2−128.
4 Summary and Further Reading
In summary, we introduced the framework for working with weak randomness and pseudo-
randomness. We showed two explicit constructions of randomness extractors by constructing
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two universal hash functions and proving two versions of the Leftover Hash Lemma. We also
presented a new argument to extend the Leftover Hash Lemma to work with weak seeds,
which states that universal hash functions are two-source extractors. We point out that the
technique might be applicable to other cryptographic objects and systems.
Following initiating work on weak randomness [SV86, CG88], a line of research [NZ96,
Tre01, LRVW03, GUV09] set out to reduce the seed length required for seeded extraction,
which was first considered in [NZ96]. Optimal logarithmic seed length has been realized
[GUV09]. On the other hand, significant research has been put into independent-source
extractors [DO03, DEOR04, BKS+05, BIW06, Rao07, Li13, Li15b, CZ15, Li15a] with the
goal of constructing two-source extractors for logarithmic entropy. The first two-source
extractors for poly-logarithmic entropy was constructed recently [CZ15, Li15a].
A new type of extractors, called non-malleable extractors, have also gained attention due
to its application to privacy amplification with an active adversary [DW09, Li12, DLWZ14,
CRS14]. It has been shown that non-malleable extractors can be constructed from two-source
extractors, and vice versa [Li12].
Interestingly, an analog of pseudorandomness and indistinguishability were used in the
proof of the Green-Tao theorem [GT04, TZ06], which states that the primes contain arbitrary
length arithmetic progressions. One key component of argument was the Dense Model
Theorem, which can be stated in terms of our framework [RTTV08].
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