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En el presente estudio se realiza el cálculo del índice de la tasa de cambio real  
tanto a nivel nacional como departamental para el periodo comprendido entre el 
año 1975 y el 2009. Después de aplicar diferentes pruebas econométricas se 
llega a la conclusión de que los únicos departamentos que tienen una relación 
de largo plazo con el índice de tasa de cambio real a nivel nacional son los 
departamentos del Atlántico y Guajira (con un nivel de significancia del 1, 5 y 
10%). También se encuentra los índices de tasa de cambio real de los 
departamentos de Antioquia, Caldas, Cauca, Meta, Quindío y Santander tienen 
una relación de corto plazo con el índice nacional, pero con un grado de 
significancia mucho menor (al 5% y 10%) por lo que se llega a la conclusión de 
que los resultados no son irrebatibles. Posteriormente, al aplicar pruebas de 
causalidad, se encuentra que el único departamento que no está relacionado 
con el índice nacional en el largo plazo es el departamento del Meta. De igual 
forma en este trabajo se encuentra que existe una relación entre los altos 
índices de apertura con los altos valores del ITCR y viceversa, lo que 
demuestra los departamentos que tienen ITCR más altos son economías más 
abiertas al comercio exterior; mientras que  para aquellas economías que 
presentan un índice de tasa de cambio real más bajo, la relación comercial con 
el exterior se presentan en menor medida. 
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In this study we calculate the index of real exchange rate at the national and 
departmental to the period between 1975 and 2009. After applying different 
econometric evidence leads to the conclusion that the only departments that have a 
long-term relationship with the index of real exchange rate nationwide is the Atlántico 
and Guajira departments (with a significance level of 1 5 and 10%). Indices is also real 
exchange rate of the departments of Antioquia, Caldas, Cauca, Meta, Quindío, and 
Santander have a short-term relationship with the national rate, but with a much lower 
level of significance (5% and 10 %) so it is concluded that the results are irrefutable. 
Later, when applying causality tests, we find that the only department that is not related 
to the national rate in the long run is the department of Meta. Similarly in this work is 
that there is a relationship between high levels of openness ITCR high values and vice 
versa, demonstrating the departments that have the higher ITCR most open economies 
to foreign trade, while for those economies presenting an index of real exchange rate 
lower, the business relationship with the outside are less so. 
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El efecto que tiene la política cambiaria en un país o región se evidencia no 
sólo por el tipo de inclinación productiva que tenga un sector específico 
(importador o exportador), sino por aspectos tales como: su ubicación 
geográfica, concentración poblacional e industrial. Dichas características 
permiten medir la inclinación a nivel comercial de los diferentes departamentos 
de Colombia, de acuerdo al comportamiento a nivel individual del Índice de 
Tasa de Cambio Real (TCR) para cada uno de ellos. Por ejemplo, zonas 
fronterizas a la República Bolivariana de Venezuela deben de sentir un impacto 
diferente a nivel comercial ante una variación del ITCR comparadas con zonas 
fronterizas al Ecuador, debido al tipo de mercancías objeto de comercio, a los 
costos de producción, de transporte, etc., entre cada una de estas zonas de 
frontera y sus distintos socios comerciales. Por tanto, se espera que una mayor 
tasa de cambio debiera estimular las exportaciones, y estas a su vez  
incrementarían el nivel de apertura de cada departamento. 
 
En Colombia se han implementado diferentes reformas estructurales con el fin 
de incrementar la participación de la economía en el concierto internacional, 
buscando dar una mayor dinámica a las exportaciones no tradicionales. Con la 
obtención de un mayor dinamismo en las exportaciones, gracias a estas 
políticas implementadas, se esperaba que las empresas se reubicaran en los 
departamentos que les permitieran un mejor acceso a la demanda mundial, con 
el fin de aprovechar los trade-off de costos fijos, la reducción en los costos de 
transporte y las economías de escala que pueden generar dicha ubicación o 
reubicación empresarial. 
 
Por tanto, es importante determinar cómo el tipo de cambio de los 
departamentos ha influido para que los mismos tengan una política comercial 
determinada. Por ejemplo, los departamentos que importan una gran cantidad 
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de productos intermedios como materia prima, pueden responder 
positivamente a una apreciación del peso, ya que esto significa precios bajos 
para los productores que importan estos componentes y que luego los 
transforman en bienes que son finalmente exportados.  
 
 
El objetivo del presente  trabajo es establecer si el índice de tipo de cambio real 
a nivel nacional puede divergir del índice de tipo de cambio real para cada 
departamento  
 
En esta investigación se obtuvo el índice de la tasa de cambio real para 19 de 
los 32 departamentos que componen la división política administrativa del país, 
dada la imposibilidad de recopilar la información necesaria para los 12 
departamentos restantes en el periodo de tiempo estipulado. Con la 
información obtenida de estos diez y nueve departamentos se calculó el índice 
de tasa de cambio a nivel nacional y se realizaron las respectivas 
comparaciones por medio de diferentes instrumentos econométricos.  
 
 
El documento está organizado en cuatro capítulos; en el primero se presenta 
un esbozo de la teoría y la evidencia empírica, a nivel nacional e internacional.  
En el segundo capítulo, se identifica y examina los diferentes diseños 
metodológicos con los que se hace el cálculo del índice de tasa de cambio real, 
enunciando los principales métodos utilizados para su cálculo, como lo son el 
índice Laspeyres y Paashe, De estos se hace especial hincapié en sus 
principales ventajas y desventajas, comparados con el método alternativo de 
estimación que se propone es este documento como lo es el índice 
encadenado de Fischer. En el tercer capítulo, se desarrolla un sencillo modelo 
para analizar si existen diferencias en los índices de tasa de cambio real de 
cada departamento y el nacional, a través del modelo de cointegración de 
Engle-Grange con el fin de determinar si existe una relación de largo plazo 
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entre las variables antes mencionadas. Finalmente, en el cuarto capítulo se 





























Al igual que muchos países de América Latina el desarrollo económico de 
Colombia durante el siglo XX y los primeros años del siglo XXI, estuvo 
altamente ligado al comportamiento del comercio exterior. Tanto el volumen de 
las exportaciones como las fluctuaciones en los términos de intercambio fueron 
determinantes de los ciclos en los que se vio envuelta la actividad económica. 
Diversos autores, tales como Villar y Esguerra, 2005, entre otros; han mostrado 
como el país ha pasado por diferentes etapas de política comercial en las 
cuales se ha determinado el nivel de apertura de la economía colombiana. Los 
niveles de protección, tanto arancelaria como no arancelaria, fueron 
implementados en el país como herramientas fundamentales para determinar 
el grado de participación de esta economía en el concierto internacional. 
Haciendo un breve repaso sobre las políticas implementadas en el país, se 
pueden resaltar las más sobresalientes. La primera fue conocida como el 
modelo de sustitución de importaciones puesta en práctica en la década de los 
sesenta e impulsada por la CEPAL; también se puede resaltar el Plan de las 
Cuatro Estrategias en el gobierno de Misael Pastrana Borrero (1970-1974), en 
la cual una de las cuatro estrategias de desarrollo era impulsar las 
exportaciones. Con este primer impulso se allanaba el camino para una 
posterior mayor liberalización de la economía como lo fue a partir del gobierno 
de Barco (1986-1990) y la implantación de la Apertura Económica en el 
gobierno de Cesar Gaviria (1990-1994) el cual tenía como uno de sus objetivos 
incrementar el grado de exposición de la producción colombiana a la 
competencia internacional. En el gobierno de Andrés Pastrana (1998-2002) se 
dieron los primeros pasos para que en el Gobierno de Álvaro Uribe (2002-2010) 
buscara la firma de diferentes tratados comerciales. Se podría afirmar 
entonces,  que la política comercial colombiana ha estado enfocada en la 
liberación comercial. Aunque los diferentes gobiernos de turno han tratado de 
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encaminar al país a una mayor participación en el mercado internacional, hay 
que tener en cuenta que el aumento del gasto tanto público como del privado y 
la devaluación del tipo de cambio real han fortalecido la demanda interna del 




Aunque en la literatura vigente hasta el momento se han realizado diferentes 
estudios sobre la influencia de la tasa de cambio real en las políticas 
comerciales del país, y específicamente en los departamentos del mismo, no 
se cuentan con estudios recientes que ayuden a determinar de qué manera el 
comportamiento del índice de tasa de cabio real ha influido en la política 
comercial de los departamentos en Colombia. 
 
El efecto de la variabilidad del tipo de cambio sobre las exportaciones e 
importaciones sigue siendo una cuestión discutible. A nivel macroeconómico, el 
impacto de la variabilidad del tipo de cambio sobre el comercio depende del 
paradigma particular que se adopta. El punto de vista neoclásico sostiene que 
los precios y los mercados de los factores son perfectamente flexibles, y por lo 
tanto, cualquier crisis derivada de las variaciones en el tipo de cambio nominal 
se absorbe a través de cambios en los precios o los mercados de cobertura, 
dejando la tasa de cambio real efectiva (TCRE) y el volumen del comercio sin 
ningún tipo de alteración (Johnson, 1969).  
 
En la literatura que trata el comercio exterior, según Botero y Lotero (2005), se 
establece como uno de los principales determinantes de la demanda de 
exportaciones a los precios relativos y al comportamiento de la demanda del 
país extranjero y por el lado de la oferta a la producción externa y doméstica de 
bienes exportables y la tasa de cambio real, la cual se define como un precio 
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relativo que compara el precio de un conjunto de bienes y servicios producidos 
por países diferentes, expresados ambos en la misma moneda.  
 
 
1.2  La ley de Precio Único,  La Paridad de Poder Adquisitivo (PPA) y la 
Tasa de Cambio Real 
 
1.2.1 La ley de Precio Único 
 
Con el fin de analizar la teoría de poder de compra, se estudiará en primera 
instancia una propuesta similar conocida como la ley de precio único, la cual 
postula, que en los mercados que son considerados como competitivos se  
descarta la posibilidad de la existencia de barreas de tipo arancelarias y no 
arancelarias que obstaculicen el libre comercio. Se supone de igual forma que 
los productos que son idénticos y que además sean vendidos en diferentes 
países deben de tener el mismo precio, cuando este venga expresado en 
términos de una misma moneda (krugman, 2006). Denominando a P y P* como 
el precio a nivel interno y externo del bien i, la ley de precio único implica que el 
precio en moneda local de este bien es el mismo, independientemente del lugar 
en donde se venda. Sea  “e” el tipo de cambio nominal entre los dos países, el 
cual expresa el número de unidades monetarias domesticas por unidad 
monetaria externa, por ende se cumple que        . Para que la ley de 
precio único se realice, al despejar la tasa de cambio nominal “e” de la 
ecuación anterior, esta se puede volver a expresar como:          , e indica 






1.2.2. La Paridad de Poder Adquisitivo 
 
La paridad de poder adquisitivo (PPA) se fundamenta detrás de la ley de un 
solo precio, esto es que en un mercado unificado todo producto tiene un mismo 
precio. En consecuencia la PPA afirma que el tipo de cambio entre las 
monedas de dos países es igual a la relación de sus niveles de precios, el cual 
expresa el precio en dinero de una cesta de bienes y servicios que es utilizada 
como referencia (krugman, 2006). Por tal motivo, la PPA predice que cuando 
hay una disminución del poder adquisitivo de la moneda nacional estará 
asociada a una depreciación equivalente de la moneda del país en el mercado 
de divisas. En el mismo sentido, la PPA pronostica que un incremento del 
poder adquisitivo de la moneda nacional estará asociado a una apreciación 
proporcional de la moneda. Al expresar matemáticamente la PPA , se 
denomina P el precio en dólares de una cesta de productos vendida en el 
mercado local y P* el precio en moneda extranjera de la misma cesta vendida 
en el mercado foráneo entonces la PPA prevé que el tipo de cambio de la 
moneda nacional respecto a la moneda extranjera se puede expresar como e = 
P / P*, la cual se puede redefinir como P = e x P*, donde P representa el precio 
en moneda local de una cesta de productos de referencia, y el producto (e x P*) 
representa el precio en moneda local de la cesta de referencia al ser comprada 
en el extranjero. Cuando se cumple la PPA estos dos precios tienden a ser 
iguales.  
 
Es de anotar que existe una diferencia notable entre la ley de precio único y la 
PPA. Esta diferencia radica en que para la primera se hace referencia 
explícitamente a productos individuales, mientras que la segunda se considera 
directamente la combinación de los precios ponderados del conjunto de 
productos que hacen parte de la cesta que se usa como referente. Ahora si la 
ley de precio único se aplica para todos los productos que conforman la cesta 
de la PPA, entonces, también la PPA debe de cumplirse, siempre y cuando la 
cesta sea la misma para todos los países. Es de anotar que cuando la ley de 
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precio único no se practica de modo explicito, sus fundamentos ayudarán a que 
con el transcurrir del tiempo el poder adquisitivo de una moneda se iguale para 
todos los países. 
 
 
1.2.3 La Tasa de Cambio Real 
 
Cuando se está interesado en conocer la evolución de la moneda de un país, 
en relación con todas las monedas del mundo, se puede hacer mediante la 
obtención de una cifra única, para lo cual se recurre al tipo de cambio 
multilateral o efectivo, que es una paridad que se consigue mediante un 
promedio ponderado de monedas extranjeras según sea su importancia para 
con el país en cuestión en el comercio internacional. El índice del tipo de 
cambio efectivo mide el tipo de cambio medio, y para poder saber si  los bienes 
domésticos están abaratándose o encareciéndose relativamente con respecto 
a los extranjeros, es necesario también tener en cuenta lo que ha ocurrido con 
los precios internos de los demás países. Para tal fin se utiliza un ratio que 
refleja, por un lado la razón entre los precios externos y nacionales y por el 
otro, hace referencia a la paridad de la moneda del país con el que se está 
comerciando el cual se denomina la Tasa de Cambio real, que se puede 
representar mediante la siguiente expresión:  
 
TCR = (e P* / P)            (1) 
         
Dicho índice indica el grado de competitividad de las exportaciones de un país 
en los mercados mundiales. De forma que una subida del tipo de cambio real 
conlleva a una mejora en la competitividad de los productos locales con 
respecto a los del extranjero lo que se traduce finalmente en un aumento de la 
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competitividad. Si hay una disminución del TRC significa que los bienes 
nacionales se han encarecido en términos relativos, por lo que se postula que 
los bienes nacionales han perdido competitividad en relación con los bienes 
foráneos1. 
 














  (2) 
 















Donde TCRt /TRCt-1 es la devaluación real, et / et-1 es la devaluación nominal, 
Π* es la inflación en el extranjero y Π es la inflación nacional.  
 
De la ecuación 3 se puede inferir que la devaluación real es igual a la 
devaluación nominal más el diferencial de inflación. Ahora, si TCRt / TRCt-1 es 
mayor que cero, se presenta una devaluación real y si et / et-1 es mayor que 
cero, existe devaluación nominal. 
 
                                                          
1
 Dornbusch, Rudiger y  Fischer Stanley. Las relaciones internacionales. En: Macroeconomía. Sexta edición. España: 
Editorial McGraw-Hill; 1994. P. 165-206 
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Tomando como base la ecuación 1 y asumiendo que los bienes y servicios de 
una economía se pueden dividir entre transables y no transables, y expresando 
sus precios como PT y PNT respectivamente, cuya participación se representa 
como       en la economía doméstica y        en la economía 





















































































  (7) 
 












































    (8) 
Del resultado final de la ecuación 8, se deduce que S es el tipo de cambio 
definido en función de los precios relativos de los dos bienes y A la estructura 
relativa de los precios internos de cada país.  
 
 
1.3 Evidencia empírica Internacional 
 
Hervey y Strauss (1997) realizaron un estudio sobre el comportamiento del 
crecimiento económico en la región del Medio Este de los Estados Unidos, 
consideraron que este está estrechamente relacionado con la depreciación del 
dólar. En el artículo se analiza el impacto de la tasa de cambio regional en el 
crecimiento de la demanda en el extranjero, tal análisis tiene como referente el 
impacto que tiene la tasa de cambio real regional en la producción industrial a 
través de un análisis de regresión simple. Encontraron que cuando el tipo de 
cambio se deprecia, dependiendo de la región y del tipo de industria, tendría 
como consecuencia un impacto en el crecimiento de la zona donde se ubique 
la industria en cuestión y dependiendo de hacia qué país van dirigidas dichas 
exportaciones. 
 
Coughlin, Pollard y Betts (1998) deducen un índice para medir el valor 
promedio de una moneda en el tiempo, con el advenimiento de una moneda 
común para Europa. Con el uso de índice encadenado (TWEXs)  los autores 
obvian el problema de elegir un año base, tal como ocurre con los índices de 
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Laspeyres o Paasche, y que estos arrojan como resultado diferentes tipos de 
cambio para un mismo periodo de tiempo. 
 
Para Branson y Love (1998) en el trabajo realizado sobre la tasa de cambio 
real y la industria manufacturera encuentran que a medida que la tasa de 
cambio real se aprecia esta tiene efectos diferentes dependiendo del tipo de 
industria que se analice. De este modo el sector de bienes durables, incluyendo 
metales primarios, la fabricación de productos metálicos y maquinaria no 
eléctrica sufren una gran pérdida de empleo cuando el valor del dólar se 
aprecia y dada la ubicación de cada una de estas industrias en diferentes 
regiones del país, la variación del precio del dólar tiene una importancia 
diferente en cada región. 
 
Para Cromb (1999) se explica cómo el índice de la tasa de cambio real para los 
países pertenecientes a la Unión Europea puede diferir debido a la distancia 
geográfica entre los distintos socios comerciales, lo cual incide explícitamente 
en la ponderación comercial que se presenta entre los países pertenecientes a 
la zona euro y aquellos que están fuera de ella.  
 
Carlino, Cody y Voith (1989) utilizan un modelo simple de oferta y demanda de 
bienes transables, durante el período 1980-1985, sugieren que la apreciación 
del dólar redujo la competitividad de las exportaciones y promovió la 
competencia a través de las importaciones, tal y como la teoría económica 
señala. La alta volatilidad del dólar, según los autores, tiene especial relevancia 
a nivel regional dado que muchas industrias tienden a localizarse en aquellas 




En Corpataux. Creviosier y Thierstein (2002) se analizan las divergencias de la 
tasa de cambio regional para Suiza, basados en la metodología de los 
Sistemas de Producción Regional (RPS), llegando a la conclusión de que la 
política monetaria no es neutral para una región o un sector en particular. En la 
primera parte se describe la relación entre la tasa de cambio y los RPS. En la 
segunda, identifican en los once RPS las principales variables que permiten 
evaluar el impacto regional de la dinámica en el tipo de cambio, tales como el 
impacto de la tasa de cambio en la RPS, la presencia o ausencia de grandes 
firmas y la capacidad de innovación de los (RPS). 
 
En Pollard y Coughlin (2003) se analiza el peso que tiene el tipo de cambio 
para treinta industrias, se pretende medir la influencia que este tiene en los 
precios de las importaciones, llegando a la conclusión de que más de la mitad 
de las empresas que pertenecen a estas industrias responden asimétricamente 
a las pequeñas y grandes variaciones en el tipo de cambio, dicha respuesta 
depende del tamaño de la empresa. 
 
Finalmente, Pollard y Coughlin (2006) examinan la influencia del tipo de cambio 
en los precios de importación de Estados Unidos para 29 industrias 
manufactureras, y utilizaron ocho índices del tipo de cambio. Los autores 
encuentran que estos índices varían según el número de monedas incluidas, y 
analizan como el peso de cada moneda  influye en el comercio, dependiendo si 
este se examina desde el comercio total con los Estados Unidos. Tienen en 
cuenta además que dichos sectores están geográficamente ubicados en 
diferentes regiones, por lo cual dependiendo de su ubicación el efecto final en 






1.4 Evidencia Empírica nacional 
 
En González y Ramírez (2002) la contribución de las regiones en el comercio 
internacional se mide a través la participación de las importaciones, de las 
exportaciones y de la capacidad que tienen los departamentos de generar 
ingresos a partir de la demanda de su producción en el exterior. 
 
En el trabajo realizado por Meléndez (2003), encuentra que los sectores con 
niveles de productividad decreciente coinciden con aquellos que se les aplican 
aranceles a las importaciones o impuestos con tratamiento especial. Según 
Pérez (2003) los departamentos o regiones de Colombia pueden afrontar tasas 
de cambio distintas, de acuerdo a su especialización y la proximidad 
geográfica, teniendo en cuenta las ponderaciones comerciales entre estas 
regiones y sus distintos socios comerciales. 
 
En Villar y Esguerra (2005) se plantea que las políticas de protección de la 
economía fueron en alto grado el resultado de situaciones exógenas como las 
restricciones fiscales que se presentaban en las primeras décadas del siglo XX 
y la escasez de divisas de los años treinta hasta los sesenta, de igual forma 
afirman que las políticas proteccionistas obedecieron a una muy baja 
diversificación de las exportaciones; igualmente, a la existencia de una tasa de 
cambio sobrevaluada, comparada con la tasa que pudo haber existido de no 
haber un alto nivel de protección. De igual forma, encentraron para el periodo 
comprendido entre el año 1900 y 1997; y de manera general en Colombia, que 
cuando la tasa de cambio real se apreció, las políticas proteccionistas se 
relajaron de manera temporal, es decir hubo una disminución en las barreras 
tanto arancelarias como para-arancelarias, generando simultáneamente un 




Finalmente, en el trabajo realizado por Botero y Lotero (2005) se mide la 
sensibilidad de las exportaciones ante diferentes variables como Productividad 
Total Factorial  (PTF), la Protección Efectiva (PE), entre otras y se halla  que el 
índice de la tasa de cambio efectiva (ITCRE) tiene un gran efecto sobre todo en 
aquellas industrias que son intensivas en trabajo no calificado y recursos 
naturales, mientras que en las industrias intensivas en tecnología y con mano 
de obra calificada o de productos estandarizados son más sensibles a variables 



















2. DISEÑO METODOLÓGICO 
 
 
2.1 Metodología para el cálculo del  índice de la Tasa de Cambio Real en 
Colombia 
 
Con el fin de calcular la tasa de cambio real en Colombia, el Banco de la 
República debe contar en cada instante de tiempo con el tipo de cambio 
nominal y el nivel general de precios promedio tanto a nivel interno como 
externo. Ahora, dado los altos costos que tiene la implementación de dicha 
metodología, se utiliza como insumo sustituto de los precios promedio, los 
números índices para estimar el cambio de las cotizaciones de los bienes y 
servicios.  
 
Teniendo en cuenta las variables anteriores se debe de tener en cuenta para la 
construcción del Índice de Tasa de Cambio Real, la definición de varios 
aspectos, el primero de ellos tiene que ver con la determinación del periodo 
base del índice, el segundo con la definición de cuáles son los países que 
participan en el indicador, el tercer aspecto tiene que ver con la ponderación 
que se le asigna a cada país dentro del comercio total con Colombia y 
finalmente se debe definir el índice de precios con el cual se calculará el ITCR. 
 
Cuando existe la movilidad del nivel de equilibrio del ITCR, el periodo base se 
interpreta como un punto de comparación necesario en la construcción del 
índice, el cual no necesariamente debe de coincidir con el punto del sendero de 
equilibrio, además un cambio en el año base se entiende como una fecha de 
comparación con un sistema de ponderaciones más actualizado y de mayor 
cobertura que el de la base anterior. 
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En el cálculo del ITCR en Colombia se toma un periodo anual en lugar de uno 
mensual para ser utilizado como base del ITCR, dado la marcada 
estacionalidad que presenta este último.  
 
De este modo el ITCR mide la evolución que ha tenido el precio relativo de los 
bienes domésticos en contraposición de los precios de los bienes extranjeros, 
teniendo en cuenta que estos se expresan en una moneda común. El ITCR 
indica el verdadero valor externo de la moneda nacional, el cual puede ser 
expresado como: 
 
        
  
 
   (9) 
 
Donde: 
ITCR: Índice de tasa de cambio real 
e: Índice del tipo de cambio de la moneda nacional  (con respecto a la moneda 
extranjera) 
P* : Índice de precios externos 
P: Indice de precios domésticos moneda nacional 
 
Al calcular el índice, se puede determinar si el peso colombiano está 
sobrevaluado o subvaluado. Cuando el resultado final del índice es igual a 100, 
se habla de la existencia de una política cambiaria con paridad frente a las 
demás monedas. Ahora, sí el valor del índice es menor a cien, esto implica que 
la moneda nacional está sobrevaluada con respecto a las otra monedas; en 
cambio si el valor del índice corresponde a un valor superior a cien, esto 
significa que la moneda está subvaluada.  
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2.2 Metodología alternativa para el cálculo de la Tasa de Cambio Real en 




En este apartado se propone como método alternativo para el cálculo del Índice 
de Tasa de Cambio Real2, un índice de tasa de cambio que se pueda utilizar 
tanto a nivel Nacional como Departamental, este ITCR ha sido propuesto en los 
trabajos de  Harvey (1998), Ibarra (1999) y Pérez (2003). Estos autores utilizan 
el ITCR encadenado de Fischer como alternativa a los índices tradicionales de 
Laspeyres  y  Paasche que son utilizados para cálculo del ITCR nacional. A 
continuación se presentan las principales características de dichos índices. 
 
 



























































Donde, e corresponde al valor en pesos de la divisa de país i en el momento t. 
R Indica el tipo de región; B indica el periodo base; W indica la participación 
comercial del país i y t es el periodo de tiempo.   
 
                                                          
2
 El cual solo es calculado a nivel nacional. 
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Las ponderaciones que se utilizan en estos índices dependen de la 
participación del comercio de cada país, la cual es fija para el primer caso y 
completamente variable durante todo el tiempo para el segundo. Dichos índices 
tienen implícitos dos problemas a saber: 
 
 
El índice de Laspeyres presenta ponderaciones fijas en el tiempo, mientras que 
en el índice de Paashe las variaciones pueden llegar a cambiar 
significativamente. El segundo problema que se plantea en estos índices, es la 
escogencia de un año base, ya que como plantean Volpe y Gómez (2009), 
dado que países como Colombia al tener una alta especialización en las 
exportaciones, estas son altamente influenciadas por los choques externos en 
un sector específico, lo cual hace que se presente una alta volatilidad en las 
exportaciones y en las tasas de crecimiento del Producto Interno Bruto, lo que 
conlleva a la difícil tarea de escoger un año base.  
 
 
Con el fin de evitar estos problemas se optó por encadenar los índices 
Laspeyres y Paaches, así: 
 




















































































































De acuerdo a la ecuación 11,  y siguiendo a Pérez (2003) se calculará el ITCR 

































































i es el valor en pesos de la divisa del país i en el momento t; pt es el 
índice de precios al productor de Colombia en el periodo t; pt
i es el índice de 
precios al productor3 correspondiente al país i en el periodo t; WiRt indica la 
participación comercial del país i en la región R en el periodo t. 
 
 
Se debe establecer si los índices de la tasa de cambio real de los 
departamentos a analizar tienen una relación estable de largo plazo con el 
índice nacional a través de la pruebas de raíz unitaria sobre los ITCR´s, esto se 
hace con el fin de determinar si los índices están integrados de orden (I(1)) o 
son no estacionarios en sus niveles. Posteriormente se procede a realizar la 
correspondiente prueba de cointegración bajo la metodología de Johansen 
entre cada ITCR  departamental y el nacional. (Pérez 2003). 
 
 
                                                          
3 Dada la dificultad para la obtención de este indicador, se utiliza como proxy el índice de precios al consumidor IPC. 
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3. PRESENTACIÓN Y ANÁLISIS DE RESULTADOS 
 
 
3.1 la construcción del índice de tasa de cambio real encadenado 
 
 
En este trabajo se estimaron 19 4  Índices de Tasa de Cambio Real 
Departamental (ITCRK)
5 y el Índice de Tasa de Cambio Real  a nivel nacional 
(ITCRN). Los departamentos para los cuales se realizó dicho cálculo son: 
Antioquia, Atlántico, Bogotá, Bolívar, Boyacá, Caldas, Cauca, Cesar, Córdoba, 
Huila, La Guajira, Magdalena, Meta, Norte de Santander, Quindío, Risaralda, 
Santander, Tolima y Valle. El cálculo de los ITCR´s se realizó anualmente, para 
el periodo comprendido entre 1975 y 2009. La principal bondad de escoger 
este periodo es que recoge diferentes mecanismos con las cuales Colombia 
afrontó, en determinados momentos, el movimiento de divisas. Estos 
mecanismos pueden ser inicialmente enumerados a través del decreto 2867 de 
noviembre de 1966 y el decreto 444 de marzo de 1967 que establecieron y 
reglamentaron el control de capitales; posteriormente con la llegada de la 
apertura económica se derogaron los decretos antes mencionados y se dio a 
paso al sistema de bandas cambiarias, el cual se estableció desde 1994, pero 
su solo duro cinco años (25 diciembre de 1999), para dar posteriormente paso 




El cálculo del ITCR comprende 87 países6 con los cuales cada departamento 
ha tenido algún tipo de relación comercial vía importaciones o exportaciones. 
                                                          
4
 Para los departamentos de Caquetá, Cundinamarca, Choco, Sucre, Amazonas, Arauca, Casanare, Guainía, 
Guaviare, Nariño, Putumayo, San Andrés y Providencia, Vaupés y Vichada no se pudo calcular dicho índice dado que 
estos departamentos carecen de estadísticas para todo el periodo de referencia.     
5
 Donde k representa el Departamento que va desde i=1 hasta 19. 
6
 Argentina, Alemania, Aruba, Australia, Austria, las Bahamas, Bélgica, Bolivia, Brasil, Bulgaria, Burkina Faso, Camerún, Canadá, Chile, Taiwán, China, 
Colombia, Republica del Congo, Corea del Sur, Costa Rica, República Checa, Dinamarca, Republica, Dominicana, Ecuador, El Salvador, Finlandia, Francia,  
Grecia, Guatemala, Honduras, Hong Kong (China), Hungría,  Islandia, India, Indonesia, Irán, Irlanda, Israel, Italia, Jamaica, Japón, Kenia, Letonia, Libia, 
Malasia, México, Marruecos, Antillas Holandesas,  Holanda, Nueva  Zelanda, Nicaragua, Nigeria, Noruega, Panamá, Paraguay, Perú, Polonia, Portugal, Puerto 
Rico, Rumania, Rusia, Arabia Saudí, Senegal, Singapur, República Eslovaca, Eslovenia, Sur África, España, Sri Lanka, Santa Lucia, San Vicente y las 
Granadinas, Surinam, Suecia, Suiza, Tailandia, Togo, Trinidad y Tobago, Turquía. Islas Turcas y Caicos, Ucrania, Reino Unido, Estados Unidos, Uruguay, 
Venezuela, Vietnam, y Islas Vírgenes (U.S.A) 
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Es de anotar como en el cálculo del índice se toma las exportaciones o 
importaciones hacia y desde Colombia; es decir, se tuvo en cuenta toda aquella 
transacción que implica exportar desde el departamento k hacia cualquier parte 
del país o importar desde cualquier parte del país al departamento k. Por eso 
se toma a Colombia como un país de destino de exportaciones u origen de 
importaciones. El conjunto de países tenidos en cuenta, representan en 
promedio cerca del 90% del comercio global del país, esto difiere de lo 
encontrado en el trabajo de Pérez (2003), donde utiliza una muestra compuesta 
por 50 países o de Ibarra (1999) donde se utilizan 20 países. Cabe resaltar la 
no contabilización de la relación comercial entre los departamentos y las 
diferentes zonas francas ubicadas en el país, ya que no se puede dilucidar 
explícitamente el país de destino del comercio.  
 
 
En cuanto a la estimación de las exportaciones e importaciones, se utilizó el 
Código Internacional Industrial Uniforme CIIU7, con la cual se pudo obtener la 
media geométrica y por ende el peso de cada divisa en la ponderación final. 
 
 
3.2 Representación gráfica de los ITCR´S 
 
Al analizar la evolución del ITCRN y del ITCRK (Ver anexo A) a lo largo del 
periodo de estudio, se puede apreciar una tendencia decreciente en el periodo 
1975-1982, ascendente en el periodo 1982-1991, con una caída en el periodo 
1992-1997, un crecimiento en el periodo 1998-2003, para luego posteriormente 
caer entre el año 2004- 2009; lo cual sugiere que la media de todos los ITCR 
está variando, a excepción de los departamentos de Cesar y Norte de 
Santander que tienen un comportamiento notablemente diferente al 
                                                          
7
 Para la estimación de las exportaciones e  importaciones colombianas por departamento, se utilizó el código CIIU a 4 
dígitos, según país de origen y/o destino. Información  suministrada por el grupo de ventas directas del Banco de Datos 
(Dirección de Mercadeo y Ediciones) del Departamento Nacional de Estadística, DANE. 
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consolidado nacional.  En términos generales se puede evidenciar que tanto el 
ITCR nacional como los de la mayoría de los departamentales crecen y 
también decrecen constantemente con el paso del tiempo. Es importante 
anotar que cuando el valor de la ITCR cae, esto muestra que existe un periodo 
de revaluación, mientras que cuando la tendencia de la gráfica es creciente se 
presenta una devaluación del mismo, dicho comportamiento se presenta de 
manera generalizada tanto en el ITCRN como en la mayoría de las ITCRK. La 
constante variación tal vez indique que la serie tanto de los ITCR´s nacional 
como de cada departamento no sean estacionarias. 
 
En el anexo B se presenta la matriz de correlación entre el índice de tasa de 
cambio real a nivel nacional y departamental. Se observa que existe una alta 
relación entre estos dos tipos de índices, los cuales presentan  un alto grado de 
asociación, con valores por encima del 90%. Los departamentos con mayor 
grado de asociación con el ITCR nacional son en su orden: Antioquia, Atlántico, 
Bogotá y Bolívar, con un porcentaje de 99,91%, 99,78%, 98,50% y 98,28% 
respectivamente.  
 
Para determinar la relación de largo plazo entre el ITCR nacional y el ITCR de 
cada uno de los departamentos, se optó por trabajar con el enfoque Engle-
Granger8. Inicialmente se determinará cuál es el orden de integración de cada 
una de las variables incluidas en el modelo. Si por ejemplo el orden de 
integración es cero I(0), entonces se aplicara el procedimiento estándar de 
Mínimos Cuadrados Ordinarios (MCO); si por el contrario, las series resultan 
integradas en diferente orden tales como I(0), I(1), I(2), I(d), se presentará la 
posibilidad de que las series no se encuentren cointegradas y la aplicación de 
MCO refleje la obtención de resultados espurios tales como un R2, un 
                                                          
8
 Este procedimiento tiene entre otras ventajas las siguientes: es aplicable a modelos uniecuacionales o de más 




estadístico t y un estadístico F muy altos, mientras que el estadístico Durbin-
Watson podría ser muy bajo. Existe otra posibilidad y es que las series tengan 
el mismo orden de integración, como por ejemplo I(1) con lo cual se puede 
deducir que cualquier combinación lineal de variables I(1), será también I(1), 
sin descartar la idea de que cualquier combinación de las variables I(1) de 
cómo resultado una integración de orden cero. 
 
Para determinar el orden de integración de las series se aplicarán  dos formas 
para establecer si las variables son o no estacionarias, lo cual implica en 
primera instancia el uso de pruebas informales de identificación como lo son las 
representaciones gráficas de los ITCR´s, y sus respectivos Correlogramas. En 
segundo lugar, se aplicarán pruebas formales para identificar si las series del 
ITCR nacional y de los departamentos son no estacionarias, para tal fin se 
utilizará el estadístico Dickey-Fuller (DF) ó Dickey-Fuller Aumentado (ADF), 
según sea el caso. 
 
 
3.3 Pruebas informales para identificar ITCR´S no estacionarias  
 
Tomando las primeras diferencias de los ITCR´s (Ver anexo C) se puede ver 
como las series parecen fluctuar alrededor de sus medias, varianzas y 
covarianzas, las cuales son características de series estacionarias. Cabe 
anotar que existe un comportamiento atípico para el caso de los departamentos 






3.3.1 Correlogramas de los ITCR nacional y departamental 
 
La función de autocorrelación (Ver Anexo D) de las ITCR nacional y 
departamentales, da la correlación teórica entre los valores de la serie ITCR en 
el periodo t y sus respectivos valores en el tiempo t+k, para todo valor de k (k 
toma el valor de 1 hasta n). Los Correlogramas se realizaron con  8 
observaciones de la muestra, que representan cerca de un 23% del tamaño de 
la misma. En todas las ITCR´s se puede observar que el correlograma empieza 
con un valor muy alto, cayendo muy lentamente hacia cero. Dado lo anterior se 
puede deducir que las series de los ITCR´s son autocorrelacionadas 




3.4 Pruebas formales para identificar ITCR´S no estacionarias  
 
 
3.4.1 Prueba Dickey-Fuller (DF) y Dickey-Fuller Aumentada (DFA) 
 
 
Esta prueba tiene como objeto principal el determinar si los ITCR´s tienen la 
presencia de raíces unitarias, para tal fin Gujarati 9  plantea tres tipos de 
ecuaciones para realizar la prueba Dickey-Fuller cuando no existe 
autocorrelación: 
 
ttt uYY  1
  (14)                           
 
                                                          
9
 Gujarati, Damodar. Econometría de series de tiempo: algunos conceptos básicos. En: Econometría. Cuarta edición. 
México: Editorial McGraw-Hill; 2003. P. 767-808 
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ttt uYY  11  (15)    
 
 




Donde t es el tiempo, δ = ρ -1,  es el operador de la primera diferecia y t  es 
el termino de error con ruido blanco. La ecuación 14 formula la hipotesis de que 
ΔYt es una caminata aleatoria, la ecuación 15 plantea que ΔYt es una caminata 
aleatoria con variaciones, mientras que la ecuación 16 palntea que ΔYt es una 
caminata aleatoria con variaciones alrededor de una tendencia. Las ecuaciones 
14, 15 y 16 siguen el estadistico τ (tau) al 1%, 5% y 10%, teniendo como regla 
de decision que si es estadistico τ en valor absoluto, excede a los criticos tau 
de Mackinnon se rechaza la hipotesis de que δ = 0. 
 
 
Pero dada la precencia de autocorrelación en los errores en los ITCR´s, se 
aplica la prueba Dickey-Fuller Aumentada, la cual se estima aumentando a las 
tres ecuaciones anteriores los valores rezagados de la variable dependiente   
































Donde el término εt es un término de error puro con ruido blanco, ΔYt-1 = (Yt-1 
– Yt-2); ΔYt-2 = (Yt-2 – Yt-3), etc. El numero de términos rezagados debe de ser tal 
para que en las ecuaciones 17, 18 y 19 el témino de error no este serialmente 
correlacionado. La prueba DFA especificamente sigue probando la hipotesis 





Las pruebas de análisis de estacionaridad se realizaron en level y en primera 
diferencia, cuyos resultados se reflejan en los  cuadros 1 y 2. 
 
 
3.4.1.1 Prueba de Hipotesis 
 
1. Planteamiento de la hipotesis 
 
H0: δ = 0 La serie es no estacionaria: Tiene una raiz unitaria 
H1: δ ≠ 0 La serie es estacionaria 
 
2. Se utiliza el estadistico de prueba τ = tau = ADF y los valores críticos de 
MacKinnon.  
 
3. La regla de decisión: 
 
Se comparan los valores del estadistico tau para cada uno de los 
ITCR´s, con los valores críticos de MacKinnon, teniendo dos posibles 
resultados: 
a. I τ I ≤ I valor critico DF I → Se rechaza H0, la serie es estacionaria 
b. I τ I > I valor critico DF I → Se acepta H0, la serie es no estacionaria 
 
 
3.4.1.2 Prueba de raiz unitaria en level 
 
Con excepción del departamento de la Guajira el valor del absoluto del 
estadistico tau del ITCR nacional y departamental es menor que el valor 
absoluto del valor crítico de Mackinnon al 5% por lo que se concluye que existe 
la presencia de raiz unitaria. Tambien se debe notar que la probabilidad 
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asociada al estadistico tau es mayor que el nivel de 0.05, lo cual ratifica el no 
rechazo de la hipotesis nula de no estacionaridad, lo que sugiere que se deben 
transformar las series de la tasa de cambio en primeras diferencias. Notese 
que el estadistico Durbin-watson es alto, lo que sugiere que no existe 
autocorrelación a excepcion de los departamentos de Cauca, Magdalena, Norte 
de Santander y Quindio. En cuanto al departamento de la Guajira, los 
resultados obtenidos sugieren que dicha variable es integrada de orden cero ya 
que el valor absoluto al 5% es mucho menor que el valor crítico, con una 
probabilidad asociada inferior menor que 0.05. 
 
 
Tabla 1. Resultado de la Prueba ADF. Análisis de Estacionaridad. Datos 




















Nacional -2.8198 -3.5529 0.2006 2.1005 1 si si I(1) 
Antioquia -2.7979 -3.5529 0.2079 2.1342 1 si si I(1) 
Atlántico -2.9758 -3.5529 0.1537 2.1505 1 si si I(1) 
Bogotá -2.9608 -3.5529 0.1578 2.1160 1 si si I(1) 
Bolívar -2.9678 -3.5529 0.1559 2.1997 1 si si I(1) 
Boyacá -2.6798 -3.5529 0.2507 2.1387 1 si si I(1) 
Caldas -2.9798 -3.5529 0.1527 2.2639 1 si si I(1) 
Cauca -1.9657 -3.5529 0.5985 1.5471 6 si si I(1) 
Cesar -1.9085 -3.5529 0.6281 1.6838 6 si si I(1) 
Córdoba -2.8437 -3.5529 0.1928 2.1650 1 si si I(1) 
Guajira -4.0490 -3.5529 0.0176 2.0270 6 si si I(1) 
Huila -2.5282 -3.5529 0.3134 2.2342 1 si si I(1) 
Magdalena -1.9375 -3.5529 0.6131 1.7453 6 si si I(1) 
Meta -3.3366 -3.5529 0.0785 2.0427 1 si si I(1) 
N.Santander -1.9071 -3.5529 0.6289 1.6293 1 si si I(1) 
Quindío -2.0804 -3.5529 0.5377 1.6716 6 si si I(1) 
Risaralda -2.7058 -3.5529 0.2408 2.1933 1 si si I(1) 
Santander -3.1166 -3.5529 0.1191 2.1820 1 si si I(1) 
Tolima -2.5552 -3.5529 0.3016 2.2458 1 si si I(1) 
Valle -2.3886 -3.5529 0.3782 2.1217 1 si si I(1) 
 








3.4.1.3 Prueba de raiz unitaria en primera diferencia 
 
Para todos los ITCR´s al realizar la primera diferencia, trae como resultado que 
el valor absoluto del estadistico tau es mayor que el valor absoluto del valor 
crítico de Mackinnon al 5%. En cuanto a la probabilidad asociada al estadistico 
tau es menor que el nivel de 0.05, lo cual ratifica el rechazo de la hipotesis nula 
de no estacionaridad. Se nota tambien que el valor del Durbin-watson aumenta 
en todas las series a un número cercano a dos, por lo cual se elimina la 
autocorrelación. Por lo tanto se concluye que las series son integradas en las 
primeras diferencias y el orden de integración es I(0). Para los departamentos 
de Santander y Risaralda fue necesario ampliar el número de retardos a 7, 
mientras que para los demas depatatamentos y para el ITCR nacional el 
número de retardos fue de cero. 
 
Tabla 2 Resultado de la Prueba ADF Análisis de Estacionaridad. Datos 




















Nacional -4.5060 -2.9540 0.0010 1.9536 0 
 
si no I(0) 
Antioquia -4.4371 -2.9540 0.0012 1.9674 0 si no I(0) 
Atlántico -4.2187 -2.9540 0.0023 1.9341 0 si no I(0) 
Bogotá -4.0126 -2.9540 0.0039 1.9028 0 si no I(0) 
Bolívar -3.7872 -2.9540 0.0070 1.9270 0 si no I(0) 
Boyacá -4.0540 -2.9540 0.0035 1.9348 0 si no I(0) 
Caldas -4.0278 -2.9540 0.0037 1.9629 0 si no I(0) 
Cauca -4.7821 -2.9540 0.0005 1.9929 0 si no I(0) 
Cesar -5.0565 -2.9540 0.0002 1.9904 0 si no I(0) 
Córdoba -4.2689 -2.9540 0.0020 1.9422 0 si no I(0) 
Guajira -4.8179 -2.9540 0.0004 1.9619 0 si no I(0) 
Huila -3.9701 -2.9540 0.0044 1.9922 0 si no I(0) 
Magdalena -5.2764 -2.9540 0.0001 1.9974 0 si no I(0) 
Meta -4.4353 -2.9540 0.0012 2.0370 0 si no I(0) 
N.Santander -4.7306 -2.9540 0.0005 1.8311 0 si no I(0) 
Quindío -5.1626 -2.9540 0.0001 1.9943 0 si no I(0) 
Risaralda -3.6038 -2.9540 0.0111 1.9120 7 si no I(0) 
Santander -3.9979 -2.9540 0.0041 1.8776 7 si no I(0) 
Tolima -3.8113 -2.9540 0.0066 1.9737 0 si no I(0) 
Valle -4.0946 -2.9540 0.0031 1.9432 0 si no I(0) 
 




3.4.2 Relación funcional de largo plazo entre la ITCR nacional y 
departamental 
 
Dado que las series del ITCR nacional y departamental, resultaron integradas 
de orden I(1), se especificará y se estimará la función estática entre el  










LTCRKt: Es el índice de la tasa de cambio real en el departamento k en el 
periodo t. 
 
LTCRN : Es el índice de tasa de cambio real nacional en el periodo t. 
 
t esta desde el año 1 hasta el 35. 
 
αO :  Representa el intercepto. 
 
α1 : Representa la pendiente. 
 




De la anterior regresión se espera determinar si la regresión estimada es 
espuria o no, para lo cual se utiliza el criterio de Granger y Newbold, quienes 
ponen especial énfasis en la bondad de ajuste de los parámetros (R2), del 
estadístico Durbin-Watson y en el signo del coeficiente del ITCRK.  
 
 
En la tabla número 3 se puede observar como todos los departamentos tienen 
una elevada bondad de ajuste, pero un estadístico DW bajo. Solo el 
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departamento de Atlántico presenta un DW mayor que el R2, lo que sugiere la 
presencia de relaciones espurias o una mala especificación entre el ITCRN y 
las demás ITCRK. El bajo valor del estadístico DW  es un indicativo de la 
existencia de autocorrelación positiva, además este bajo valor puede ser 
muestra de la no cointegración entre la ITCRN y las ITCRK. En todos los casos 
el coeficiente de los ITCRK´s resultó positivo.  
 
 
Tabla 3 Determinación de la relación entre los LITCRkt y LITCRn a través 





R2 Durbin-Watson Coeficiente 
ANTIOQUIA 0.9978 0.4461 0.9637 
ATLANTICO 0.9969 1.2904 0.8026 
BOGOTÁ 0.9788 1.2036 0.7826 
BOLIVAR 0.9754 0.2712 0.6757 
BOYACÁ 0.9296 0.2244 0.9629 
CALDAS 0.9620 0.4494 0.8298 
CAUCA 0.9813 0.3139 1.1789 
 CESAR 0.7950 0.1566 1.2097 
CORDOBA 0.9598 0.2781 0.6874 
GUAJIRA 0.9919 0.7448 1.0506 
HUILA 0.9366 0.2850 0.9581 
MAGDALENA 0.8797 0.2378 1.7350 
META 0.9502 0.7117 0.8920 
NORTE DE SANTANDER 0.6528 0.5430 0.5323 
QUINDIO 0.9744 0.4095 1.3433 
RISARALDA 0.8935 0.2020 0.6399 
SANTANDER 0.9541 0.6397 0.5174 
TOLIMA 0.9237 0.2444 0.6523 
VALLE 0.8973 0.2363 0.5967 
 








3.4.2.1 Prueba informal de cointegración en los residuos estimados 
 
 
Haciendo uso de la prueba informal de los residuos, con el fin de analizar de 
forma más pormenorizada la bondad de la regresión entre la ITCRN y cada una 
de las ITCRK, se compara los valores observados y estimados de la variable 
endógena, llegando a la conclusión que el modelo de manera general no logra 
reproducir el comportamiento del índice de tasa de cambio real a excepción de 
los departamentos de Antioquia y Atlántico, dicha inspección (Ver anexo E) 




3.4.2.2 Prueba formal de cointegración en los residuos estimados 
 
Esta prueba se estimará por medio de la prueba Dickey-Fuller Aumentada, la 
cual determinará la relación de largo plazo entre la  ITCRN y cada una de las 
ITCRK, esta se planteará a través de la hipótesis nula de no cointegración, 
contra la hipótesis alternativa que sugiere la existencia de cointegración. Para 
tal efecto se aplica la prueba de raíz unitaria ADF. Para ello es necesario 
estimar una regresión como la planteada en la ecuación 20, de la cual se 
obtienen los residuos utilizados en la prueba ADF. Al aplicar la prueba de raíz 
unitaria dicha estimación no tiene intercepto ni tendencia, puesto que el error 




La especificación se hace a través de una relación logarítmica del ITCR, por 
cuanto la primera diferencia de los logaritmos de las variables es equivalente a 
la tasa de crecimiento de las series de las ITCR´s. Dichas transformaciones 
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son importantes ya que inducen estacionaridad, además de facilitar la 
interpretación de los resultados. 
 
 
Dado que las series del ITCR nacional y departamental tienen el mismo orden 
de integración I(1), se espera que cualquier combinación lineal de variables 
I(1), será también I(1). 
 
 
Al buscar la relación de largo plazo entre los ITCR departamentales y el 
nacional, se encuentra que existe evidencia de una relación de largo plazo 
entre los ITCR´s de los departamentos del Atlántico y de la Guajira con el ITCR 
nacional, dado que el valor del estadístico Dickey-Fuller Aumentado es mayor 
que los valores críticos de Mckinnon al 1%, 5%, y 10%, respectivamente; por 
tanto,  se rechaza la hipótesis nula de no cointegración. 
 
 
Para los departamentos de Antioquia, Caldas, Cauca, Meta, Quindío y 
Santander, el valor del estadístico Dickey-Fuller Aumentado es mayor que 
cualesquiera de los valores críticos de Mckinnon al 5%, y 10%, lo que indica 
que la relación de largo plazo entre los ITCR de estos departamentos y del 
ITCR nacional es marginalmente significativo, por lo cual se afirma que la 
prueba no es concluyente. Para el resto de departamentos no se rechaza la 
hipótesis nula de no cointegración10, por lo que se concluye que no hay una 





                                                          
10 El valor absoluto  del estadístico Dyckey-Fuller Aumentado es menor que el valor absoluto de valores críticos de 






























-2.0255 -2.6369  -1.9513 -1.6107 0.0425 
Atlántico -3.8173 -2.6369  -1.9513 -1.6107 0.0003 
Bogotá -1.3390 -2.6369  -1.9513 -1.6107 0.1637 
   Bolivar -1.1390 -2.6369  -1.9513 -1.6107 0.2266 
Boyacá -1.3214 -2.6369  -1.9513 -1.6107 0.1687 
Caldas -2.0507 -2.6369  -1.9513 -1.6107 0.0402 
Cauca -2.2326 -2.6369  -1.9513 -1.6107 0.0266 
Cesar -1.1633 -2.6369  -1.9513 -1.6107 0.2183 
Córdoba -1.5945 -2.6369  -1.9513 -1.6107 0.1031 
Guajira -2.8388 -2.6369  -1.9513 -1.6107 0.0059 
Huila -1.4861 -2.6369  -1.9513 -1.6107 0.1262 
Magdalena -1.3380 -2.6369  -1.9513 -1.6107 0.1640 
Meta -2.4816 -2.6369  -1.9513 -1.6107 0.0146 
Norte de 
Santander 
-1.7905 -2.6369  -1.9513 -1.6107 0.0700 
Quindío -2.0155 -2.6369  -1.9513 -1.6107 0.0434 
Risaralda -1.0420 -2.6369  -1.9513 -1.6107 0.2621 
Santander -2.5799 -2.6369  -1.9513 -1.6107 0.0114 
Tolima -0.8848 -2.6369  -1.9513 -1.6107 0.3254 
Valle -1.0755 -2.6369  -1.9513 -1.6107 0.2495 
 







Los resultados anteriores sugieren que no existe una relación de largo plazo 
entre la mayoría de los ITCR´s departamentales y el ITCR nacional, esta 
característica se presenta ya que las relaciones comerciales de los 
departamentos con los diferentes países difieren del comportamiento a nivel 




3.4.3 Prueba de causalidad de Granger 
 
Esta prueba supone que la información relevante para la predicción de los 
índices ITCRN y ITCRK, está contenida únicamente en la información de las 
series de tiempo de estas variables, la prueba involucra la estimación de las 
siguientes regresiones11 mediante Mínimos Cuadrados Ordinarios. 
 
 
ITCRNt= α0+ α1 ITCRNt-1 +…+ αl ITCRNt-l+ β1 ITCRKt-1+…+ βl ITCRKt-l+ εt  (21) 
 




En donde ITCRN y ITCRK son las variables endógenas de interés, l es el 
número de retardos usados, α y β son los parámetros a ser estimados; ε y μ 




La ecuación 21 postula que ITCRN está relacionada con sus valores pasados 
así como también con los valores pasados de ITCRK. Por otra parte la ecuación 
22 postula una conducta similar para la variable ITCRK. 





La idea fundamental de la prueba reside en determinar si los parámetros  β j 
que acompañan a las variables retardadas de la ITCRN y ITCRK de ecuaciones 
21 y 22 son estadísticamente diferentes de cero. Tal metodología se recoge en 






HO: β1 =…= βl = 0  ITCRK “no causa – Granger” ITCRN . No existe causalidad 
 






H1: β1 ≠…≠ βl ≠ 0 ITCRK “causa – Granger” ITCRN 
 








1. Causalidad unidireccional: ITCRK causa ITCRN (ITCRK → ITCRN). 
Esta ocurre cuando los coeficientes estimados de la variable retardada 
ITCRK en la ecuación 21 son estadísticamente diferentes de cero  y el 
conjunto de coeficientes estimados de la variable retardada ITCRN en la 
ecuación 22 no son estadísticamente diferentes de cero. 
 
 
2. Causalidad unidireccional: ITCRN y ITCRK (ITCRN → ITCRK). 
Esta ocurre cuando los coeficientes estimados de la variable retardada 
ITCRK en la ecuación 21 no son estadísticamente diferentes de cero y el 
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conjunto de coeficientes estimados de la variable retardada ITCRN en la 
ecuación 22 son estadísticamente diferentes de cero. 
 
3. Causalidad bidireccional: ITCRK y ITCRN (ITCRK ↔ ITCRN). 
Ocurre cuando los coeficientes estimados de la variable retardada de 
ITCRN y ITCRK son ambos estadísticamente diferentes de cero. 
 
 
4. Independencia causal: Ocurre cuando los coeficientes estimados de la 
variable retardada de ITCRN y ITCRK no son ambos estadísticamente 
diferentes de cero. 
 
 
Tabla 5. Prueba de Causalidad de Granger 
ITCRN no causa 
en sentido de 
Granger al ITCRK 
Estadístico F ITCRk no causa 
en sentido de 
Granger al ITCRN 
Estadístico F 
Antioquia 0.2265 Antioquia 0.1986 
Atlántico 0.1401 Atlántico 0.0618 
Bogotá 0.7315 Bogotá 0.5069 
Bolívar 0.3113 Bolívar 0.2178 
Boyacá 0.7401 Boyacá 0.6573 
Caldas 0.7200 Caldas 0.5105 
Cauca 0.6103 Cauca 0.5460 
Cesar 0.9995 Cesar 0.9930 
Córdoba 0.9857 Córdoba 0.8934 
Guajira 0.8842 Guajira 0.8185 
Huila 0.8274 Huila 0.8626 
Magdalena 0.9948 Magdalena 0.9758 
Meta 0.0091 Meta 0.0158 
Nariño 0.1399 Nariño 0.6592 
N. Santander 0.2132 N. Santander 0.5906 
Quindío 0.9871 Quindío 0.9108 
Risaralda 0.9931 Risaralda 0.7950 
Santander 0.2709 Santander 0.7950 
Tolima 0.9905 Tolima 0.6560 
Valle 0.9119 Valle 0.9918 
 






Con base en los valores de probabilidad presentados en tabla 5 no se puede 
rechazar la hipótesis nula de que ITCRK no causa ITCRN y viceversa, a 
excepción del departamento del Meta en el sentido de Granger, utilizando un 
nivel de significancia del 5%. Por lo tanto, se desprende que no existe 
causalidad de Granger en los dos sentidos en lo concerniente con el ITCR del 
departamento del Meta y del ITCR a nivel nacional. Para esta prueba se utilizó 
un rezago, con base en la utilización del los criterios Akaike y Schwarz. Es 
importante anotar además que los términos de error que se incluyeron en las 




3.5 índice de apertura de los departamentos de Colombia 
 
 
La medición del Índice de Apertura (Ver anexo F) de los departamentos de 
Colombia se realizó para K departamentos12 a través del indicador de Apertura 
Media de Intercambio Comercial definido como: 
 
 





IAk: Es el indicador de apertura del departamento K. 
 
Xk: Son las exportaciones del departamento K. 
 
Mk: Son las importaciones del departamento K. 
 
PIBk: Es el Producto Interno Bruto del Departamento K 
 
 
                                                          
12
 Los  departamentos incluidos en este análisis son: Antioquia, Atlántico, Bogotá D.C, Bolívar, Boyacá, Caldas, Cauca, 





Es de anotar que la utilización de este índice para determinar el grado de 
apertura no es el único mecanismo ni el más indicado para hacerlo; pero 
teniendo en cuenta, que al utilizar información sobre la creación o eliminación 
de barreras arancelarias o no arancelarias, dicha promulgación o erogación no 
depende de una decisión política a nivel regional sino a nivel nacional. 
 
 




Fuente: DANE. Cálculos propios. 
 
 
El índice utilizado en la ecuación 23 da cuenta del nivel de apertura o grado de 
internacionalización de los departamentos analizados. Dado que este indicador 
se expresa en porcentaje, el bajo nivel del mismo es indicativo de una escaza 
apertura en el departamento considerado. En la ilustración 1 se da cuenta de 
evolución de la apertura comercial de los departamentos en el periodo 
comprendido entre el año 1980 y 200913 como promedio anual. Nótese que 
exceptuando el departamento de la Guajira, el cual tiene el índice de apertura 
                                                          
13
 Dicho periodo se toma como referencia al carecer de estadísticas referentes al PIB departamental para los años 
























































































































































más alto, los departamentos de Bolívar, Atlántico, Bogotá, Antioquia y Valle, 
concentran la mayor parte de la población y del sector industrial del país14, los 
porcentajes que tiene cada región con respecto al índice son de un 55%, 35%, 
30%, 25%, 22%, 21% y 21% respectivamente. Mientras que los departamentos 
que promedio tienen una menor apertura comercial son Magdalena, Risaralda, 
Córdoba, Caldas, Norte de Santander, Cauca, Boyacá, Santander, Nariño, 
Quindío, Huila, Sucre, Tolima y Meta con un porcentaje de 15%, 14%, 13%, 
11%, 10%, 8%, 7%, 5%, 5%, 3%, 2%, 2%, 2% y 1% respectivamente. 
 
 
Con los resultados obtenidos, se puede clasificar a estas regiones en dos 
grupos bien definidos, el primero de ellos es aquel que concentra el mayor 
índice de apertura, lo que se manifiesta en una política comercial en mayor 
medida orientada hacia el comercio exterior; mientras que el segundo grupo, es 
aquel que muestra un índice más bajo, lo que se traduce en una política mucho 
más restrictiva en lo que al comercio exterior se refiere. 
 
 
Cabe anotar que aquellos departamentos que tienen un índice de tasa de 
cambio real promedio más alto (Ver anexo G) son aquellos a los cuales 
corresponde un índice de apertura mayor. Tal es el caso de las regiones de 
Bolívar, Atlántico, Bogotá, Guajira, Antioquia y Valle, cada una con un índice de 
tasa de cambio real promedio de 21, 19, 16, 16, 15 y 15 respectivamente. 
Mientras que aquellas regiones que presentan valores más bajos en el índice 
son Quindío, Meta, Risaralda, Santander, Norte de Santander, Córdoba, 
Boyacá, Caldas, Magdalena, Tolima, Cauca, Huila, Nariño, Cesar, con un 
índice de tasa de cambio real promedio de 13, 12, 11, 11, 11, 10, 8, 7, 7, 7, 4, 
3, 3, y 2 para las cuales corresponden índices de apertura menores. 
 
 
                                                          
14
 En promedio estos representan el 19% de la población en Colombia para el periodo de estudio, dichos cálculos son 
propios del autor tomando como fuente al Departamento Administrativo Nacional de Estadística, DANE. 
41 
 
Queda de manifiesto entonces que existe una estrecha relación entre el índice 
de tasa de cambio real y el índice de apertura, mostrando que a mayor valor 
del índice de tasa de cambio real, le corresponde un mayor grado de apertura a 
la región en cuestión. De igual forma, cuando el índice de tasa de cambio real 























4. CONCLUSIÓN Y REFLEXIONES FINALES 
 
Los impactos provenientes de la estimación del índice de tasa de cambio a 
nivel departamental en lugar de un índice de tasa de cambio real a nivel 
nacional se revelan claramente en el comportamiento y dinámica del comercio 
exterior de los mismos. Dada la notable diferencia entre los indicadores 
macroeconómicos a nivel departamental con referencia a los obtenidos a nivel 
nacional, cobra fuerza la idea de que las autoridades monetarias nacionales 
vean la pertinencia de calcular un índice de tasa de cambio real para cada uno 
de los departamentos que componen la estructura económica del país. Esto se 
produce por la diversidad externa que tiene cada departamento, por lo que el 
valor externo del peso, presenta diferencias significativas. He ahí la importancia 
de utilizar como método alternativo para el cálculo del índice de tasa de cambio 
real, el índice encadenado Fischer ó cadena de Fischer, que combina los 
índices encadenados de Laspeyres y Paasche. El cual tiene como principal 
valor agregado la eliminación de la selección de un año base de referencia y; 
adicionalmente, la disyuntiva de tener que elegir entre los índices anteriormente 
mencionados. 
 
Al realizar un análisis gráfico y de correlación entre el índice de tasa de cambio 
real a nivel nacional y el de cada uno de los departamentos, parece que no 
existiera diferencias notables entre los mismos, pero al buscar la existencia de 
una relación de largo plazo entre ambos tipos de índices, y con la utilización de 
las pruebas de cointegración de Engle-Granger, se puede establecer que en 
solo dos departamentos (Atlántico y Guajira)  de los diez y nueve (19) 
analizados se encuentra una fuerte evidencia de la existencia de una relación 
de largo plazo entre el índice departamental y nacional. De igual forma, se 
encontró una relación de largo plazo, aunque con una menor relevancia 
estadística, entre los índices de los departamentos de Antioquia, Caldas, 
Cauca, Meta, Quindío y Santander y el nacional. Con la estimación de la 
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prueba de Granger se infiere que no existe causalidad de doble vía entre el 
ITCR del departamento del Meta y el ITCR nacional. 
 
Respecto al incide de apertura económica, este se realizó para veintidós 
departamentos de Colombia para el periodo 1980 - 2009. En este estudio se 
encontró que el departamento de la Guajira es el que mayor índice de apertura 
tiene, lo cual se explica por la alta vocación exportadora de carbón de dicho 
departamento. Los departamentos que siguen esta tendencia son los del 
Bolívar y Atlántico, quienes al poseer puertos marítimos tienen la alta 
posibilidad de mover grandes volúmenes de mercancías. En un nivel 
intermedio de encuentran los departamentos de Bogotá, Antioquia y Valle.  Por 
último,  se encuentran los departamentos que tienen una pequeña participación 
en el Producto Interno Bruto Nacional como lo son Sucre, Tolima y Meta. 
Queda claro que al relacionar el índice de apertura y el índice de la tasa de 
cambio se encuentra evidencia a mayor tasa de cambio real, mayor nivel de 
apertura comercial y viceversa. Para el primer caso esta relación se pone de 
manifiesto para los departamentos de Bolívar, Atlántico, Bogotá, Guajira, 
Antioquia y Valle; mientras que para el segundo caso, los departamentos que 
presentan un menor nivel de integración comercial con el exterior son Quindío, 
Meta, Risaralda, Santander, Norte de Santander, Córdoba, Boyacá, Caldas, 





INDICE DE LA TASA DE CAMBIO REAL A NIVEL NACIONAL Y DEPAPATAMENTAL 
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CORRELACIÓN ENTRE ÍNDICE DE TASA DE CAMBIO REAL NACIONAL Y DEPARTAMENTAL 
 
 
Fuente Dane. Cálculos propios. 
   NACIONAL  
 
ANTIOQUIA  ATLÁNTICO  BOGOTA   BOLIVAR   BOYACÁ  CALDAS   CAUCA  CESAR  CÓRDOBA   GUAJIRA  HUILA 
 
MAGDALENA  META  
 
N.SANTANDER  QUIMDIO  RISARALDA  
 
SANTANDRE   TOL IMA 
 
VALLE  
 NAC          1    0.999119    0.997875    0.985010    0.982850    0.960775    0.977893    0.990662    0.933409    0.968373    0.994151    0.967478    0.947329    0.969996    0.848685    0.983210    0.920677    0.978455    0.948027    0.92  
 ANT    0.999119          1    0.996962    0.981347    0.979205    0.956431    0.978504    0.992369    0.939261    0.963109    0.992734    0.965352    0.952162    0.972244    0.853638    0.986588    0.913357    0.972315    0.944199    0.91  
 ATL    0.997875    0.996962          1    0.986753    0.984787    0.964736    0.980677    0.986650    0.921678    0.972408    0.990468    0.971373    0.938340    0.970033    0.856579    0.977445    0.927124    0.980133    0.947539    0.92  
 BOG    0.985010    0.981347    0.986753          1    0.991725    0.989578    0.990797    0.956959    0.859968    0.994644    0.969494    0.990666    0.880619    0.953118    0.776369    0.941096    0.970719    0.975125    0.981310    0.97  
 BOL    0.982850    0.979205    0.984787    0.991725          1    0.983939    0.981888    0.954016    0.868092    0.986416    0.968026    0.985916    0.883009    0.935069    0.787228    0.943401    0.969064    0.984617    0.977649    0.96  
 BOY    0.960775    0.956431    0.964736    0.989578    0.983939          1    0.976522    0.925143    0.812233    0.992576    0.942176    0.995230    0.835492    0.921500    0.721958    0.910157    0.983584    0.955816    0.986254    0.97  
 CAL    0.977893    0.978504    0.980677    0.990797    0.981888    0.976522          1    0.950020    0.858794    0.984554    0.955584    0.985241    0.875230    0.952481    0.789437    0.937589    0.960174    0.961003    0.976677    0.96  
 CAU    0.990662    0.992369    0.986650    0.956959    0.954016    0.925143    0.950020          1    0.965201    0.929979    0.993363    0.937334    0.978360    0.973554    0.871996    0.995276    0.866163    0.955204    0.906507    0.86  
 CES    0.933409    0.939261    0.921678    0.859968    0.868092    0.812233    0.858794    0.965201          1    0.823274    0.951258    0.832765    0.996152    0.918221    0.899706    0.978926    0.729461    0.886841    0.798896    0.72  
 COR    0.968373    0.963109    0.972408    0.994644    0.986416    0.992576    0.984554    0.929979    0.823274          1    0.950365    0.990791    0.844128    0.930877    0.751558    0.915970    0.983090    0.969057    0.986734    0.97  
 GUA    0.994151    0.992734    0.990468    0.969494    0.968026    0.942176    0.955584    0.993363    0.951258    0.950365          1    0.949731    0.964086    0.974035    0.852971    0.988469    0.891473    0.968952    0.926835    0.89  
 HUI    0.967478    0.965352    0.971373    0.990666    0.985916    0.995230    0.985241    0.937334    0.832765    0.990791    0.949731          1    0.853629    0.933814    0.739233    0.925182    0.977483    0.957561    0.989029    0.97  
 MAG    0.947329    0.952162    0.938340    0.880619    0.883009    0.835492    0.875230    0.978360    0.996152    0.844128    0.964086    0.853629          1    0.936478    0.902216    0.986314    0.752296    0.899530    0.813602    0.75  
 MET    0.969996    0.972244    0.970033    0.953118    0.935069    0.921500    0.952481    0.973554    0.918221    0.930877    0.974035    0.933814    0.936478          1    0.829320    0.960278    0.869418    0.930547    0.908821    0.87  
 NSA    0.848685    0.853638    0.856579    0.776369    0.787228    0.721958    0.789437    0.871996    0.899706    0.751558    0.852971    0.739233    0.902216    0.829320          1    0.883964    0.656156    0.847030    0.682830    0.64  
 QUI    0.983210    0.986588    0.977445    0.941096    0.943401    0.910157    0.937589    0.995276    0.978926    0.915970    0.988469    0.925182    0.986314    0.960278    0.883964          1    0.845797    0.946400    0.894321    0.84  
 RIS    0.920677    0.913357    0.927124    0.970719    0.969064    0.983584    0.960174    0.866163    0.729461    0.983090    0.891473    0.977483    0.752296    0.869418    0.656156    0.845797          1    0.939970    0.985018    0.99  
 SAN    0.978455    0.972315    0.980133    0.975125    0.984617    0.955816    0.961003    0.955204    0.886841    0.969057    0.968952    0.957561    0.899530    0.930547    0.847030    0.946400    0.939970          1    0.946845    0.93  
 TOL    0.948027    0.944199    0.947539    0.981310    0.977649    0.986254    0.976677    0.906507    0.798896    0.986734    0.926835    0.989029    0.813602    0.908821    0.682830    0.894321    0.985018    0.946845          1    0.98  
 VAL    0.921860    0.915128    0.926705    0.972269    0.966185    0.979492    0.964478    0.869003    0.729274    0.979836    0.890069    0.975359    0.753143    0.873194    0.648431    0.844916    0.996208    0.934240    0.984088  
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Date: 10/01/12   Time: 15:28    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.912 0.912 31.669 0.000 
      . |******|       .*| .    | 2 0.799 -0.190 56.744 0.000 
      . |***** |       .*| .    | 3 0.671 -0.141 74.975 0.000 
      . |****  |       .*| .    | 4 0.535 -0.106 86.942 0.000 
      . |***   |       .*| .    | 5 0.385 -0.165 93.347 0.000 
      . |**    |       . |*.    | 6 0.273 0.153 96.665 0.000 
      . |*.    |       . | .    | 7 0.184 0.028 98.234 0.000 
      . |*.    |       . | .    | 8 0.118 0.012 98.905 0.000 
       




Date: 10/01/12   Time: 15:29    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.916 0.916 31.988 0.000 
      . |******|       .*| .    | 2 0.809 -0.191 57.686 0.000 
      . |***** |       .*| .    | 3 0.681 -0.175 76.467 0.000 
      . |****  |       .*| .    | 4 0.550 -0.069 89.109 0.000 
      . |***   |       .*| .    | 5 0.410 -0.130 96.377 0.000 
      . |**    |       . |*.    | 6 0.303 0.131 100.48 0.000 
      . |**    |       . | .    | 7 0.214 0.007 102.61 0.000 
























Date: 10/01/12   Time: 15:33    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.914 0.914 31.818 0.000 
      . |******|       .*| .    | 2 0.806 -0.177 57.327 0.000 
      . |***** |       .*| .    | 3 0.675 -0.190 75.784 0.000 
      . |****  |       .*| .    | 4 0.535 -0.111 87.753 0.000 
      . |***   |       .*| .    | 5 0.393 -0.086 94.411 0.000 
      . |**    |       . |*.    | 6 0.283 0.121 97.981 0.000 
      . |*.    |       . | .    | 7 0.188 -0.019 99.615 0.000 
      . |*.    |       . | .    | 8 0.116 0.007 100.26 0.000 
       
       






Date: 10/01/12   Time: 15:33    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.920 0.920 32.227 0.000 
      . |******|       **| .    | 2 0.806 -0.258 57.744 0.000 
      . |***** |       .*| .    | 3 0.673 -0.161 76.051 0.000 
      . |****  |       .*| .    | 4 0.529 -0.109 87.745 0.000 
      . |***   |       .*| .    | 5 0.379 -0.116 93.957 0.000 
      . |**    |       . |*.    | 6 0.266 0.169 97.107 0.000 
      . |*.    |       . | .    | 7 0.174 -0.007 98.507 0.000 
      . |*.    |       . | .    | 8 0.108 0.022 99.064 0.000 
       




Date: 10/01/12   Time: 15:34    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.923 0.923 32.451 0.000 
      . |******|      ***| .    | 2 0.799 -0.356 57.522 0.000 
      . |***** |       **| .    | 3 0.645 -0.207 74.365 0.000 
      . |***   |       .*| .    | 4 0.475 -0.130 83.805 0.000 
      . |**    |       .*| .    | 5 0.304 -0.076 87.801 0.000 
      . |*.    |       . |**    | 6 0.182 0.271 89.277 0.000 
      . |*.    |       . | .    | 7 0.092 -0.014 89.666 0.000 
      . | .    |       . | .    | 8 0.031 -0.038 89.711 0.000 
       










Date: 10/01/12   Time: 15:35    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.918 0.918 32.065 0.000 
      . |******|       **| .    | 2 0.798 -0.278 57.046 0.000 
      . |***** |       .*| .    | 3 0.665 -0.106 74.944 0.000 
      . |****  |       .*| .    | 4 0.520 -0.143 86.225 0.000 
      . |***   |       .*| .    | 5 0.373 -0.079 92.223 0.000 
      . |**    |       . |*.    | 6 0.258 0.120 95.188 0.000 
      . |*.    |       . | .    | 7 0.167 0.003 96.480 0.000 
      . |*.    |       . | .    | 8 0.091 -0.045 96.880 0.000 
       





Date: 10/01/12   Time: 15:35    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.924 0.924 32.484 0.000 
      . |******|       .*| .    | 2 0.825 -0.190 59.192 0.000 
      . |***** |       **| .    | 3 0.689 -0.298 78.399 0.000 
      . |****  |       . | .    | 4 0.556 -0.001 91.321 0.000 
      . |***   |       . | .    | 5 0.429 0.005 99.269 0.000 
      . |**    |       . |*.    | 6 0.335 0.127 104.29 0.000 
      . |**    |       .*| .    | 7 0.252 -0.070 107.22 0.000 
      . |*.    |       . | .    | 8 0.197 0.040 109.07 0.000 
       




Date: 10/01/12   Time: 15:35    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.917 0.917 32.024 0.000 
      . |******|       .*| .    | 2 0.818 -0.142 58.294 0.000 
      . |***** |       .*| .    | 3 0.700 -0.173 78.101 0.000 
      . |****  |       .*| .    | 4 0.573 -0.102 91.837 0.000 
      . |***   |       .*| .    | 5 0.431 -0.175 99.839 0.000 
      . |**    |       . |*.    | 6 0.314 0.099 104.25 0.000 
      . |*.    |       . | .    | 7 0.212 0.006 106.34 0.000 
      . |*.    |       . | .    | 8 0.130 0.008 107.15 0.000 
       











Date: 10/01/12   Time: 15:36    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.910 0.910 31.575 0.000 
      . |******|       .*| .    | 2 0.807 -0.126 57.158 0.000 
      . |***** |       .*| .    | 3 0.700 -0.078 76.980 0.000 
      . |****  |       .*| .    | 4 0.571 -0.185 90.622 0.000 
      . |***   |       .*| .    | 5 0.425 -0.182 98.404 0.000 
      . |**    |       . | .    | 6 0.296 0.023 102.33 0.000 
      . |*.    |       . | .    | 7 0.190 0.040 103.99 0.000 
      . |*.    |       . | .    | 8 0.096 0.001 104.44 0.000 
       





Date: 10/01/12   Time: 15:36    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.907 0.907 31.366 0.000 
      . |******|       .*| .    | 2 0.788 -0.202 55.721 0.000 
      . |***** |       .*| .    | 3 0.654 -0.129 73.034 0.000 
      . |****  |       .*| .    | 4 0.503 -0.169 83.598 0.000 
      . |***   |       .*| .    | 5 0.353 -0.071 88.972 0.000 
      . |**    |       . |*.    | 6 0.237 0.101 91.472 0.000 
      . |*.    |       . | .    | 7 0.146 0.024 92.453 0.000 
      . |*.    |       . | .    | 8 0.085 0.052 92.800 0.000 
       




Date: 10/01/12   Time: 15:37    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.911 0.911 31.621 0.000 
      . |******|       .*| .    | 2 0.804 -0.155 56.978 0.000 
      . |***** |       .*| .    | 3 0.693 -0.069 76.424 0.000 
      . |****  |       .*| .    | 4 0.561 -0.196 89.555 0.000 
      . |***   |       **| .    | 5 0.405 -0.207 96.644 0.000 
      . |**    |       . | .    | 6 0.269 0.026 99.875 0.000 
      . |*.    |       . |*.    | 7 0.164 0.091 101.12 0.000 
      . |*.    |       . |*.    | 8 0.087 0.089 101.48 0.000 
       











Date: 10/01/12   Time: 15:37    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.930 0.930 32.910 0.000 
      . |******|       **| .    | 2 0.825 -0.285 59.639 0.000 
      . |***** |       .*| .    | 3 0.699 -0.174 79.419 0.000 
      . |****  |       .*| .    | 4 0.562 -0.108 92.610 0.000 
      . |***   |       .*| .    | 5 0.418 -0.113 100.14 0.000 
      . |**    |       . |*.    | 6 0.303 0.169 104.23 0.000 
      . |*.    |       . | .    | 7 0.204 -0.040 106.14 0.000 
      . |*.    |       . | .    | 8 0.131 0.059 106.97 0.000 
       




Date: 10/01/12   Time: 15:38    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.908 0.908 31.389 0.000 
      . |******|       .*| .    | 2 0.808 -0.093 56.999 0.000 
      . |***** |       .*| .    | 3 0.703 -0.083 76.981 0.000 
      . |****  |       .*| .    | 4 0.581 -0.157 91.064 0.000 
      . |***   |       .*| .    | 5 0.440 -0.180 99.434 0.000 
      . |**    |       . | .    | 6 0.313 -0.016 103.80 0.000 
      . |*.    |       . | .    | 7 0.201 0.005 105.68 0.000 
      . |*.    |       . | .    | 8 0.104 0.010 106.20 0.000 
       





Date: 10/01/12   Time: 15:38    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.923 0.923 32.451 0.000 
      . |******|       . | .    | 2 0.845 -0.044 60.501 0.000 
      . |***** |       **| .    | 3 0.741 -0.223 82.727 0.000 
      . |***** |       .*| .    | 4 0.628 -0.122 99.217 0.000 
      . |****  |       . | .    | 5 0.519 -0.020 110.83 0.000 
      . |***   |       .*| .    | 6 0.405 -0.078 118.16 0.000 
      . |**    |       .*| .    | 7 0.290 -0.106 122.06 0.000 
      . |*.    |       . | .    | 8 0.196 0.063 123.90 0.000 
       










NORTE DE SANTANDER 
Date: 10/01/12   Time: 15:39    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |******|       . |******| 1 0.771 0.771 22.663 0.000 
      . |***** |       . | .    | 2 0.623 0.070 37.903 0.000 
      . |***   |       .*| .    | 3 0.463 -0.094 46.583 0.000 
      . |**    |       .*| .    | 4 0.315 -0.084 50.728 0.000 
      . |**    |       . |*.    | 5 0.249 0.101 53.413 0.000 
      . |*.    |       . | .    | 6 0.196 0.023 55.134 0.000 
      . |*.    |       . | .    | 7 0.158 -0.011 56.289 0.000 
      . |*.    |       . | .    | 8 0.153 0.050 57.410 0.000 
       





Date: 10/01/12   Time: 15:39    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.906 0.906 31.297 0.000 
      . |******|       .*| .    | 2 0.804 -0.097 56.687 0.000 
      . |***** |       .*| .    | 3 0.694 -0.100 76.190 0.000 
      . |****  |       .*| .    | 4 0.568 -0.152 89.680 0.000 
      . |***   |       .*| .    | 5 0.427 -0.163 97.555 0.000 
      . |**    |       . |*.    | 6 0.315 0.080 101.98 0.000 
      . |**    |       . | .    | 7 0.216 0.001 104.15 0.000 
      . |*.    |       . | .    | 8 0.132 0.000 104.98 0.000 
       




Date: 10/01/12   Time: 15:40    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.923 0.923 32.418 0.000 
      . |******|      ***| .    | 2 0.798 -0.359 57.385 0.000 
      . |***** |       **| .    | 3 0.637 -0.242 73.825 0.000 
      . |***   |       .*| .    | 4 0.457 -0.159 82.538 0.000 
      . |**    |       . | .    | 5 0.285 0.020 86.041 0.000 
      . |*.    |       . |**    | 6 0.161 0.247 87.202 0.000 
      . | .    |       . | .    | 7 0.067 -0.052 87.407 0.000 
      . | .    |       . | .    | 8 0.008 -0.019 87.410 0.000 
       











Date: 10/01/12   Time: 15:40    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |******|       . |******| 1 0.892 0.892 30.312 0.000 
      . |***** |       **| .    | 2 0.754 -0.206 52.609 0.000 
      . |****  |       **| .    | 3 0.581 -0.235 66.281 0.000 
      . |***   |       .*| .    | 4 0.393 -0.163 72.728 0.000 
      . |**    |       . | .    | 5 0.221 -0.017 74.836 0.000 
      . |*.    |       . |*.    | 6 0.109 0.187 75.362 0.000 
      . | .    |       . | .    | 7 0.030 0.008 75.402 0.000 
      . | .    |       . | .    | 8 0.000 0.058 75.402 0.000 
       





Date: 10/01/12   Time: 15:41    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.927 0.927 32.750 0.000 
      . |******|       **| .    | 2 0.814 -0.330 58.722 0.000 
      . |***** |       **| .    | 3 0.671 -0.207 76.963 0.000 
      . |****  |       .*| .    | 4 0.512 -0.147 87.902 0.000 
      . |**    |       . | .    | 5 0.350 -0.065 93.188 0.000 
      . |**    |       . |**    | 6 0.231 0.262 95.578 0.000 
      . |*.    |       . | .    | 7 0.143 0.021 96.527 0.000 
      . |*.    |       . | .    | 8 0.092 0.061 96.933 0.000 
       




Date: 10/01/12   Time: 15:41    
Sample: 1975 2009      
Included observations: 35     
       
       Autocorrelation Partial Correlation  AC   PAC  Q-Stat  Prob 
       
             . |*******       . |******* 1 0.919 0.919 32.187 0.000 
      . |******|       **| .    | 2 0.801 -0.283 57.376 0.000 
      . |***** |       **| .    | 3 0.648 -0.260 74.354 0.000 
      . |***   |       .*| .    | 4 0.483 -0.102 84.086 0.000 
      . |**    |       .*| .    | 5 0.317 -0.073 88.412 0.000 
      . |*.    |       . |**    | 6 0.199 0.247 90.187 0.000 
      . |*.    |       . | .    | 7 0.105 -0.041 90.698 0.000 
      . | .    |       . | .    | 8 0.042 -0.024 90.782 0.000 
       










RESIDUALES LOGRITMO INDICE DE TASA DE CAMBIO 
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INDICE DE APERTURA COMERCIAL POR DEPARTAMENTO 
DEPARTAMENTO  BOLIVAR   ANTIOQUIA   VALLE   BOGOTA   BOYACA   CALDAS   CAUCA   CESAR   HUILA   MAGDALENA   META   NARIÑO   N.  DE SANTANDER   QUIINDIO   RISARALDA   SANTANDER   SUCRE   ATLANTICO   TOLIMA  
1980 17% 26% 40% 22% 5% 6% 3% 5% 0% 9% 1% 2% 3% 1% 9% 7% 2% 19% 4% 
1981 16% 26% 40% 23% 6% 7% 3% 1% 0% 5% 1% 2% 9% 1% 8% 9% 2% 16% 3% 
1982 16% 23% 38% 31% 4% 6% 1% 1% 0% 7% 1% 1% 9% 1% 7% 7% 3% 17% 2% 
1983 14% 17% 27% 15% 3% 5% 8% 0% 1% 4% 1% 0% 5% 0% 6% 4% 1% 14% 1% 
1984 14% 17% 26% 12% 2% 5% 10% 0% 2% 3% 1% 1% 2% 0% 6% 2% 1% 12% 1% 
1985 13% 16% 23% 14% 4% 6% 2% 1% 1% 3% 0% 0% 12% 0% 5% 4% 1% 12% 1% 
1986 14% 23% 24% 20% 4% 7% 2% 0% 2% 4% 1% 0% 6% 0% 7% 4% 2% 13% 1% 
1987 16% 27% 27% 24% 6% 7% 1% 3% 0% 3% 0% 1% 6% 0% 7% 2% 1% 14% 1% 
1988 17% 28% 26% 28% 9% 8% 2% 1% 0% 6% 0% 1% 8% 0% 8% 3% 3% 17% 1% 
1989 18% 34% 23% 28% 10% 8% 4% 3% 0% 7% 0% 1% 9% 0% 10% 2% 1% 18% 4% 
1990 16% 37% 22% 26% 9% 8% 5% 4% 1% 8% 0% 1% 5% 1% 11% 2% 0% 17% 3% 
1991 18% 45% 18% 29% 9% 6% 2% 9% 1% 10% 2% 1% 7% 1% 10% 3% 1% 18% 2% 








Fuente Dane. Cálculos propios.  
 
 
DEPARTAMENTO  BOLIVAR   ANTIOQUIA   VALLE   BOGOTA   BOYACA   CALDAS   CAUCA   CESAR   HUILA   MAGDALENA   META   NARIÑO   N.  DE SANTANDER   QUIINDIO   RISARALDA   SANTANDER   SUCRE   ATLANTICO   TOLIMA  
1993 22% 29% 27% 30% 18% 8% 1% 3% 1% 17% 6% 5% 15% 2% 20% 6% 1% 25% 3% 
1994 21% 27% 17% 32% 18% 7% 1% 6% 1% 10% 1% 4% 10% 2% 17% 6% 1% 22% 3% 
1995 22% 28% 17% 37% 17% 9% 3% 4% 1% 22% 1% 6% 8% 1% 18% 7% 1% 22% 3% 
1996 21% 28% 16% 30% 8% 10% 4% 8% 1% 15% 1% 7% 6% 1% 14% 6% 8% 19% 3% 
1997 21% 28% 14% 31% 8% 9% 6% 14% 1% 13% 1% 9% 7% 1% 14% 6% 2% 20% 2% 
1998 23% 28% 13% 32% 6% 10% 10% 18% 3% 14% 1% 7% 8% 1% 14% 5% 1% 21% 2% 
1999 24% 27% 13% 35% 6% 10% 12% 25% 1% 15% 0% 6% 6% 1% 14% 4% 2% 19% 1% 
2000 27% 31% 16% 43% 7% 12% 14% 27% 1% 14% 1% 8% 5% 1% 17% 6% 1% 23% 1% 
2001 30% 31% 20% 43% 6% 15% 19% 35% 2% 12% 2% 8% 6% 2% 18% 6% 3% 26% 2% 
2002 28% 31% 22% 38% 5% 11% 16% 34% 2% 13% 2% 6% 4% 2% 17% 6% 3% 25% 1% 
2003 33% 30% 40% 40% 4% 12% 18% 30% 1% 16% 1% 7% 5% 3% 18% 6% 1% 26% 2% 
2004 31% 35% 33% 51% 4% 15% 14% 61% 1% 19% 1% 6% 8% 4% 17% 7% 2% 27% 2% 
2005 31% 34% 35% 57% 4% 22% 16% 65% 7% 21% 1% 14% 11% 15% 24% 4% 5% 29% 7% 
2006 30% 38% 30% 52% 5% 25% 20% 66% 7% 16% 0% 16% 13% 10% 22% 6% 2% 27% 5% 
2007 30% 39% 31% 53% 6% 28% 19% 63% 10% 26% 0% 14% 27% 12% 22% 7% 4% 28% 4% 
2008 30% 42% 33% 60% 8% 30% 18% 64% 11% 58% 1% 13% 45% 12% 22% 8% 7% 29% 4% 
2009 30% 37% 33% 49% 6% 27% 17% 87% 11% 63% 1% 14% 28% 13% 23% 9% 5% 25% 3% 
IA 
PROMEDIO 22% 30% 25% 35% 7% 11% 8% 21% 2% 15% 1% 5% 10% 3% 14% 5% 2% 21% 2% 
61 
 
ANEXO G  
ESTADISTICA DESCRIPTIVA DE LA MUESTRA 
 
 
 NAC ANT ATL BOG BOL BOY CAL CAU CES COR GUA HUI MAG MET NAR NSA QUI RIS SAN TOL VAL 
 Mean  22.23436  15.58087  19.14961  16.87057  21.17355  8.843280  7.677734  4.595834  2.266521  10.28807  16.81904  3.747463  7.455746  12.71157  2.777118  11.04923  13.66907  11.60364  11.20492 7.396346  15.28678 
 Median  20.10332  13.86329  18.18850  16.57654  21.22510  9.299957  7.322165  3.877531  1.384569  10.16402  15.06506  3.820328  4.147614  12.42589  2.470662  9.887584  10.32332  12.34604  10.87614 7.354032  15.54140 
 Maximum  39.62669  27.07100  30.38775  20.08989  32.18284  14.65969  11.96820  8.976008  5.124696  15.24964  31.78414  6.220441  19.30829  22.22780  12.44106  18.71715  29.11959  22.64574  23.75092 11.21968  26.40762 
 Minimum  11.59930  8.219430  11.56700 10.568186  13.02560  4.120913  4.320005  2.338059  1.205575  6.344740  8.341527  1.839674  2.866517  10.40213  1.743245  7.300767  5.895557  9.362196  11.76355 4.561762 9.66666 
 Std. Dev.  8.731598  5.943126  6.047634  3.855976  5.595116  3.169471  2.448871  2.216673  1.361875  2.725794  7.094973  1.346607  5.918381  6.817020  1.761771  3.092302  7.660682  3.916565  3.426004 1.909210  2.419284 
 Skewness  0.455695  0.475518  0.367631  0.125853  0.230303 -0.016935  0.142488  0.639405  0.896567  0.023296  0.586979  0.056346  0.849829  0.527805  4.886712  0.945852  0.733864 -0.132406  0.426036 0.097778 -0.139444 
 Kurtosis  1.793726  1.788216  1.721354  1.690477  1.895482  1.735373  1.698259  1.837742  1.996521  1.655165  1.966405  1.789419  1.878702  1.940900  27.43631  2.674758  1.907235  1.729340  2.037790 1.853330  1.676825 
                      
 Jarque-Bera  3.333353  3.460467  3.172672  2.593217  2.088503  2.333958  2.589623  4.354873  6.157521  2.640679  3.567804  2.155717  6.046467  3.260839  1010.119  5.372978  4.883022  2.456860  2.408982 1.973263  2.666667 
 Probability  0.188874  0.177243  0.204674  0.273458  0.351955  0.311306  0.273949  0.113332  0.046016  0.267045  0.167981  0.340323  0.048644  0.195847  0.000000  0.068120  0.087029  0.292752  0.299845 0.372830  0.263597 
                      
 Sum  778.2028  545.3305  670.2364  450.4698  741.0741  309.5148  268.7207  160.8542  79.32823  360.0823  588.6664  131.1612  260.9511  654.9050  97.19914  386.7231  478.4176  546.1275  567.1723 258.8721  360.0373 
 Sum Sq. Dev.  2592.188  1200.905  1243.512  505.5308  1064.381  341.5486  203.8970  167.0637  63.05991  252.6184  1711.514  61.65395  1190.926  1580.040  105.5305  325.1194  1995.326  521.5424  399.0750 123.9329  198.9997 
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