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Abstract
Ensemble hydrometeorological forecasting has great potential for improving flood predictions
and use in water management systems, however, the amount of data used and created with an
ensemble forecast requires a careful and intentional approach to understand how useful and skillful the
forecast is. The NOAA National Water Model (NWM) was run using downscaled NOAA Global Ensemble
Forecast System (GEFS) meteorological forcings for the 2016-2017 wet season (October-March) in
California to create an 11-member hydrologic forecast ensemble. To evaluate the performance of these
ensemble forecasts, we chose to study streamflow sites within Sonoma County, California, a raindominated region which includes the Russian, Navarro, and Napa Valley River basins. The uncertainty in
the downscaled GEFS precipitation and the NWM forced with the downscaled GEFS meteorological
inputs was compared to deterministic North American Land Assimilation System (NLDAS) precipitation
and a NLDAS-forced NWM run. For the purpose of our analysis, we verified the 5-day forecast lead time.
The NLDAS and NLDAS forced-NWM was compared to precipitation and streamflow observations and
found to be adequate for comparison purposes. The analysis included seasonal statistics and eventbased performance characterization as a way to assess the skill in a statistically rigorous way, as well as
provide insight into individual events that caused hydrologic impacts. Ensemble performance was
evaluated using a “percent coverage” framework, defined as the percentage of time the observation
falls within the middle 80% of the ensemble forecast. The percent coverage for the precipitation was
consistently better than that of the streamflow. Rank histograms were created to characterize the
ensemble distribution and its relationship to both NLDAS and the NLDAS-driven NWM. The rank
histograms showed that the ensemble spread of the precipitation was fairly consistent and reliable, but
showed a clear trend of overestimation (positive bias) in the streamflow forecasts. Correlations were
made for several metrics to relate precipitation to streamflow, which showed that the changes in spread
were well correlated, but the biases of the ensemble were not. The results indicate overall that the
NWM may benefit from further evaluation and correction of biases, as well as a better understanding of
how errors and uncertainties from meteorological forcings affect hydrologic model skill and ensemble
spread.

Introduction
Ensemble hydrometeorological forecasting is an increasingly common practice that has been
made more accessible in the past years with increased computing abilities, but has been developed over
the past few decades. Rather than creating one forecast, ensemble predictions represent how much
error may be in a system by creating a number of forecasts by introducing perturbations, which

represent varying initial conditions, and the results of which theoretically represent the probabilistic
range of possible outcomes for that system (Toth and Kalnay, 1992, Toth and Kalnay, 1997). This tool is
especially applicable to forecasting weather and resulting ground water, or hydrometeorology, which
often operates with much more chaos than current model equations can account for. By computing an
ensemble of forecasts, we gain a lot of information. We potentially gain even more uncertainty. Much of
the work in this paper aims to characterize and quantify the vast amount of information gained, as well
as characterizing uncertainty for a particular set of ensemble forecasts. Evaluating ensemble forecasting
requires a nuanced approach, and clear boundaries about what can be said about and concluded from
each metric. In the case of hydrometeorological predictions, ensemble forecasting offers guidance that
can offer considerable value to operational forecast decisions. However, one of the most difficult
aspects of understanding and characterizing the uncertainty in the ensemble forecasts is balancing
stakeholder interest in performance during high-impact, extreme events, while also demonstrating that
a prediction system is reliable in its longer-term performance.
One objective of this work is to better understand and characterize uncertainty in ensemble
forecasts, which was cited as a reason for delayed decision making in the Oroville Dam Crisis in February
2017, where a spillway was damaged after heavy rainfall (Moore et. al, 2020). Managed reservoirs can
benefit greatly from skillful predictions with longer lead times, since the management of reservoir levels
is a complex operation. After a rain event, it can take days for all the water to reach a collection point,
such as a reservoir, and often water needs to be released in advance so that a rain event does not fill a
reservoir to a level that might pose risks. It is a cost-benefit analysis driven by different types of risks,
because most reservoirs function to retain as much water as possible. In the case of the Oroville Dam
Crisis, accurate predictions with longer lead times and less uncertainty may have provided additional
support to those managing the water system.
An ensemble reforecast dataset, described in greater detail below, was produced for the California
wet season of 2016-2017, the same time period that the Oroville Dam crisis occurred. This season is
important from a scientific perspective, as well as an economic one. It was the second wettest year for
precipitation on record, after several years of drought in California, and seasonal outlook predictions for
the 2017 water year and the year before it was unreliable (Singh et al 2018). From a hydrologic
perspective, it is advantageous to gain any level of understanding the error encapsulated by the
transition from drought-parched soil to moist soil across a complex landscape with different soils, rock
formations, and other factors that influence the wetness of the ground below. From an economic
perspective, the large agricultural industry in California relies on heavily managed water resources, and
the yearly rainfall and river levels have a large impact on their access to water for irrigation. With
these collective perspectives in mind, we seek to characterize the uncertainty and evaluate the skill of
the ensemble inputs and the NWM-driven outputs at a 5-day lead time, as well as understand the
strengths and weaknesses of the NWM itself.

Motivation for Research and Previous Work
The downscaled, post processed NOAA Global Ensemble Forecast System (GEFS) meteorological
forecast ensemble used to run the NOAA National Water Model (NWM) had been created for the wet
season of 2016-2017 by Michael Scheuerer, and the forecasts and the post-processing method were to
be evaluated (the method has not yet been published). Information on the original GEFS dataset can be
found in Hamill et. al, 2013, and Zhou et al, 2017. A modified Ensemble Copula Coupling (ECC-mQ)
method was used to downscale the ensemble forecast fields, which were originally produced using
NOAA's Global Ensemble Forecast System (GEFS). The advantages of this downscaling approach include
a higher resolution to better resolve the impacts of complex terrain, as well as being spatially and
temporally consistent (Scheuerer and Hamill, 2018). This dataset was created with the intention of
evaluating the potential skill of forcing the NWM with ensemble forecasts and, in the future, could be
compared to other downscaling methods. This project does not evaluate the impact of the post
processing method in relation to the original, raw GEFS dataset, but it does evaluate its performance
and error as a stand-alone forecast product.
The downscaled GEFS ensemble was trained on NLDAS from January 2010-June 2016, which was largely
during drought years. The hydrologic ensemble forecast dataset of interest is an 11-member,
experimental, post-processed, and downscaled hydrologic forecast ensemble that produced hourly, 10day streamflow hindcasts, initialized once per day over the study period of October 2016-March 2017,
over the entirety of the state of California.
NLDAS is an analysis dataset used to force a single NWM simulation to be used as a model
benchmark. Because of the statistical relationship between NLDAS and GEFS that is introduced by the
downscaling method, we will compare the downscaled GEFS inputs and outputs to both NLDAS and the
NLDAS-forced NWM analysis dataset. By using an analysis-driven simulation as an NWM benchmark, we
can better decouple errors between ensemble forecast inputs vs. NWM outputs. Observational data is
also used for contextual analysis. Previous work on evaluating the NWM on its skill in predicting high
streamflow events have focused on shorter lead times for one extreme flooding event (Viterbo et al,
2020). The results of that previous work indicate that there is much work left to be done on better
understanding and characterizing the uncertainty of both meteorological forcings and NWM forecasts.

Region of Interest
The downscaled precipitation ensemble was created for the entirety of California and includes
several large river basins and 115 USGS streamflow observation sites. This region’s landscape
encompasses a range of local climatology, topography, geology and hydrologic systems, which are
diversely affected by factors such as precipitation, snowmelt, wind speeds, and properties relating to
incoming solar radiation.
Since we are aiming to better understand how uncertainty is propagated from the precipitation
to the streamflow through the National Water Model, we decided to focus on three coastal, rain
dominated basins. Rain dominated basins react to precipitation quickly and directly, while snow
dominated basins are more complicated because of the extra factors related to snowmelt. In Figure 1,
the drainage networks and major rivers can be seen in the three basins. Across the three basins, there

are seven USGS streamflow observation sites. For the streamflow analysis, we focus on these seven sites
across the rivers. Precipitation data is evaluated on a basin scale using basin-summed volume of
precipitation.

Figure 1. Map of study area, with basin names and stream gauge sites

Data
The data used for the analysis can be divided into two main variable categories: gridded
precipitation data, and point streamflow data (see Figure 2) for October 2016- March 2017. The
statistically downscaled GEFS ensemble forecast forcings include precipitation, which is compared to the
streamflow output of the NWM when run with the complete set of those same meteorological forcings
(precipitation being just one of the variables used). Other forcing variables, not evaluated here, include
surface pressure, shortwave radiation, longwave radiation, u-wind, v-wind, temperature, and specific
humidity. In each category, we compare the ensemble to NLDAS (precipitation) and a NLDAS-driven
NWM run (streamflow) that provides a deterministic benchmark for the precipitation inputs and
streamflow outputs.
In addition to the NLDAS analysis and two ensemble forecast datasets , real world observational
data was used in the evaluation. These results can be found in the discussion section, where we explore
the relationship between NLDAS, NLDAS-driven NWM, and the real-world observations to add context
to our findings. This includes the Quantitative Precipitation Estimates (QPE), a 6-hour local archive that

is calibrated and maintained by the California Nevada River Forecast Center (CNRFC).

Figure 2. Data Schematic

Figure 3. List of the hydrologic basins, which precipitation is summed for, and
the respective USGS stream gauge sites within each basin

Streamflow observations are USGS stream gauge data. The NLDAS analysis and the GEFS
ensemble precipitation forecasts are both hourly datasets, and were converted into 6-hour increments
for comparison purposes with the QPE data . A 6-hour increment is also appropriate for the 5-day

forecast lead time evaluated here; forecasters would not typically scrutinize hourly output at this range.
The streamflow data was all hourly.

Methods
To assess the skill of the ensemble dataset and characterize the uncertainty of the inputs and
outputs of the NWM, the analysis was largely split into two regimes: seasonal statistics, and event-based
characterizations of performance throughout the season. Seasonal statistics provide a more robust
sample size and can also characterize the change in the ensemble skill over the course of the season.
Event-based analysis can assess the skill of the ensemble in predicting specific extreme precipitation and
resulting streamflow. The ensemble dataset is large, but the single season of predictions, as well as the
high frequency of extreme precipitation events during that year, motivated a comprehensive approach
to characterize and evaluate the skill of the dataset’s predictions. Event based characterizations of
prediction uncertainty remain an important facet to stakeholders, particularly river forecast centers, as
this information is used to make water management decisions that can impact communities.
It is important to note that this analysis does not seek to evaluate the impact of the postprocessing method outlined in the Background and Motivation sections. To do that, this dataset and its
resultant NWM outputs would need to be compared to the raw GEFS forecast, and a raw GEFS-forced
NWM run. This analysis does seek to evaluate the post-processed, downscaled dataset for its standalone
prediction skill as compared to the dataset it was trained on, NLDAS.
Basin wide metrics
To evaluate the performance of forecasts for each specific basin, we aggregated all the gridded
precipitation data into metrics relevant for comparison to streamflow. For precipitation, we chose to
aggregate data into total accumulated volume for a whole basin, at 6-hour time increments. The QPE
data was on a weighted area grid (Reed and Maidment 1999), and originally was a sum height of
precipitation. The NWM forcing grid was an equal area grid (1km2), and reported precipitation in mm/s. I
t was determined that the total volume of water that fell over each basin was an appropriate metric for
comparing the overall precipitation.
Event-based metrics, purpose, insights, and limitations
Many of the event-based metrics are the same as the seasonal metrics, but calculated
separately for specific events. While a week-long event may not have enough of a sample size to be
considered statistically rigorous, it does give useful insight into event performance that would otherwise
be lost in a seasonal statistic. Bridging the gap between statistically rigorous and event-based
performance is one of the challenges in characterizing predictions of this nature, given that forecasters
must forecast for both day-to-day “normal” conditions as well as high-impact extremes. Lerch et. al
2017 describes the forecaster’s dilemma, which explores the pitfalls, biases and limitations of evaluating
the skill of subsets of extreme predictions.

To present event-based statistics in an intuitive and digestible format, heatmaps were used to
show the chronologic progression of event-based statistics across the three basins. Below, we outline
the process in which the events were chosen.
Defining high flow events
Understanding how a hydrologic model performs during low flow and high flow situations is
useful for evaluating skill and guiding future work. The very wet season of 2016-2017 meant that high
streamflow events were not always perfectly discrete (figure 4), and some had multiple peaks that made
event definition more complex. We focused primarily on high streamflow events.
To define the high streamflow events, we used a method recently published by Kim et. al.
(2019). This method defined the start time of a hydrograph event by a threshold for ‘Rate of Runoff
Increment’, a time derivative that represents how quickly a river is rising. The thresholds were rated by
basin area size. Since runoff calculations were outside the scope of the project, we used streamflow
velocity instead and applied the same method.
𝑅𝑎𝑡𝑒 𝑜𝑓 𝑅𝑢𝑛𝑜𝑓𝑓 𝐼𝑛𝑐𝑟𝑒𝑎𝑠𝑒 (𝑅𝑂𝑅𝐼) = (𝑟𝑢𝑛𝑜𝑓𝑓 (𝑡 + 1) – 𝑟𝑢𝑛𝑜𝑓𝑓 (𝑡))/𝑟𝑢𝑛𝑜𝑓𝑓 (𝑡).
To define the end of the high flow period, we used the recession limb constant, a constant time
period which is directly based on the basin size. The time in days reflects the amount of time that is
expected to elapse from the last maximum discharge to when the system returns to baseflow.

Cubic meters per second

𝑇𝑖𝑚𝑒 [𝑑𝑎𝑦𝑠] = 𝐵𝑎𝑠𝑖𝑛 𝐴𝑟𝑒𝑎 [𝑠𝑞 𝑚𝑖𝑙𝑒𝑠] 0.2

Figure 4. On the left, a representative seasonal hydrograph which exhibits the high flow maintained through early
2017. On the right, an example of a grouped event, with each station’s hydrograph shown, with the start (green lines)
and end times (red lines) used to create one cohesive event for all stations.

However, given the extreme streamflow events that had multiple peaks and a more chaotic
decay pattern (Figure 4) that ranged across streamflow locations, there was a need to determine the last
significant peak to anchor the end time. An algorithm was developed to subset events based on their
maximum flow, and then to find the last prominent peak within a threshold rated proportionally to the
event streamflow amplitude. When this algorithm was applied to all 7 stations within the 3 basins with
other conditions, start and end times were calculated for each station. These were grouped into 10

discrete events. The start and end times were made uniform for comparison by taking the earliest start
time and last end time of each grouping. This ensured that the time periods analyzed were maximized to
capture high streamflow periods consisting of rising and falling limbs only.
To expand this event window to precipitation, without introducing bias by choosing to define it
based on the ensemble or comparisons, we take the initial streamflow start time and subtract 3 days. 3
days in a sufficient time for rain from a far part of a basin to reach the river, also known as the time of
concentration. By choosing a constant time of concentration, we do not introduce other errors.
However, this approach does mean that some events that were already close together have slightly
overlapping data. Since the event-based statistics are not aggregated, this objective criteria for event
selection would not pose any issues of data being counted twice.
Percent Coverage
We define the concept of ”percent coverage” as the fraction of time that the middle 80% of the
ensemble envelopes the observation. In other words, it is the percent of a given time series of an
observation was equal to or more than the 10th percentile value of the ensemble for that timestep, and
less than or equal to the 90th percentile of the forecast value at that timestep. Based on the methods
used to “train” this particular experimental precipitation dataset, a perfectly constructed precipitation
dataset would suggest that the middle 80% of the ensemble would be captured 80% of the time. This is
one way to check how the extremes may or may not be captured, and provides information regarding
the skill of the ensemble spread.
Rank Histograms
Rank histograms evaluate the spread of an ensemble data set, specifically the consistency and
reliability, and were developed by Anderson (1996), Hamill and Colucci (1997), and Talagrand et al.
(1997). The rank histogram can show if there are biases and is a useful metric to understand ensemble
spread (Hamill, 2001). It is a histogram of the relative rank of the comparison (NLDAS, for example) to
each ensemble member, for each timestep.

Figure 5. A few selected rank histogram shapes and the resultant interpretations.

Thus, the number of bins is equal to one more than the number of ensemble members. A perfect
ensemble performance would be illustrated by a flat and equal histogram, indicating that the probability
of each ensemble member being closest to the observation was equal. The shape of the histogram, if
not relatively equal, can illuminate systemic issues for the ensemble, such as over and under-dispersion
of the spread, or high or low bias (Figure 5).
Mean Normalized Bias
Mean Normalized Bias is one of the metrics that we use for several purposes in the analysis. It is
useful as a comparison of how point data diverges from one another. The equation for normalized bias
is:
𝑀𝑒𝑎𝑛 𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 𝐵𝑖𝑎𝑠 = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒(𝑀𝑜𝑑𝑒𝑙 − 𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛)/𝐴𝑣𝑒𝑟𝑎𝑔𝑒(𝑂𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛)
A positive bias means that the model is overestimating on average, while a negative bias means the
model is underestimating on average. Generally, models will always have some level of bias, but the
goal is to reduce it as much as possible. In our framework, the Mean Normalized Bias generally uses a
percentile of the ensemble’s distribution as the ‘Model’, and the analysis dataset as the ‘Observation’.
Bias Range graphic
Since calculating the bias of each ensemble member would be impractical, and given our goals
of characterizing the data in a digestible way, we introduce a method to display the range in bias of the
ensemble in a visually condensed format. Similar to a box and whiskers plot, the bias range graphic
shows the range in bias from the 10th-90th percentile of the ensemble members as compared to the
same baseline (analogous to the Interquartile range), as well as the range in bias from the minimum to
the maximum ensemble member. What makes this graphic unique and useful for our purposes is that
because the bias is normalized, we can compare two different variables on the same graph. While a box
and whiskers plot usually plots in terms of magnitude, this only plots bias. Thus, we can show the bias of
the precipitation next to that of the respective streamflow sites within the hydrologic basin. This allows
the viewer to not only see how the biases change over events and down a river, but to see the
relationship between the precipitation and the streamflow.
Correlation
To quantify the relationship between precipitation and streamflow, we use several correlations to
complement the Bias range graphic. The correlation is for each of the 10 events. The sample size of 10 is
small, but we find this sufficient for the purposes of the analysis. The formula for the Pearson
Correlation coefficient, often referred to with R, is:
𝑁

1
𝑋𝑖 − 𝜇𝑥 𝑌𝑖 − 𝜇𝑦
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Where X refers to precipitation, Y refers to streamflow, N is the sample size, 𝜇 is the mean, and 𝜎 is the
standard deviation.

Comparing the baselines
Mean Normalized Bias is also used to explore the variability between the point values of the NLDAS/
NLDAS- forced NWM with the real-world observations, as seen in the discussion section. By comparing
the real-world observations to NLDAS, we understand better why the ensemble performance may or
may not be better when compared to one or the other. This also can provide insight into the
uncertainties and errors introduced by the National Water Model.

Results
Percent Coverage

Figure 6. The seasonal percent coverage, or the fraction of time that the NLDAS or NLDAS-forced NWM was within
or equal to the envelope of the 10th-90th percentile of the ensemble for each time step. The results here are fairly
consistent, which aligns with the statistical constraints that are made when constructing an ensemble. A perfectly
constructed ensemble would have a percent coverage of 80%, however the method used to construct the ensemble
erred on the side of a smaller spread, meaning that the distribution of ensemble members was compact. In the
streamflow, the Napa River basin shows worse performance than the other river basins.

The first metric we explore is seasonal percent coverage, which gives us a sense of confidence in
the ensemble spread in capturing the baseline- NLDAS and the NLDAS-driven-NWM. Figure 6 shows the
seasonal percent coverage. We would expect a perfectly constructed precipitation ensemble to have a
percent coverage of 80%, since we are sampling the middle 80% of the ensemble distribution. The three
river basins all have exactly the same percent coverage, which may be an artifact of the GEFS ensemble
post-processing construction method, which was intentionally made to be under-confidant. This means
the envelope covered more extremes than the distribution would predict at 80%. The streamflow results
were also quite similar to each other, and were in an expected range of performance. The Napa River
basin performs notably worse here, and its performance often diverges from the other hydrologic basins
across different metrics.
The event-based percent coverage heatmaps in Figure 7 show how well the spread of the
ensemble captured the NLDAS or NLDAS-forced NWM during high flow events, specifically. This
representation offers more of a qualitative visual representation of how it performed across the season,

during periods of interest to river managers and other stakeholders. Notable are the many cases when
the percent coverage is not only higher than 80%, but higher than the seasonal results. This may suggest
that the ensemble, or the NWM, is better at predicting during high flow events. Low flow aggregate
statistics were not calculated, in part because the season had so many extreme rainfall events that the
selected rivers did not always return to a baseflow.

Figure 7. This heatmap shows the same metric, percent coverage, as figure 5, but instead it is calculated for specific
events. The high streamflow events were chosen based on objective criteria determined by the slope and features of
the hydrographs. The precipitation event times are expanded by 3 days prior to capture any precipitation that might
affect without introducing bias. We see that compared to the seasonal percent coverage; the precipitation’s eventbased performance fluctuates. In many cases, the event-based performance is better than that of its seasonal
percentage, with the exception of the Napa River Basin’s streamflow. This could indicate that the ensemble is better
at predicting during events rather than periods of relative baseflow. The seasonal hydrograph with precipitation traces
seen at the top is of the Cloverdale USGS streamflow data, overlaid with the Precipitation for the Russian River basin

In the streamflow percent coverage, we see that performance in the Napa Valley is worse,
especially in the later season. It is difficult to conclude any trends from this specific metric. The
streamflow percent coverage for the first event is the highest of the entire season, which may lead the
reader to conclude that the NWM performed well during the soil moisture transition period. However,
in the discussion section we show how the NLDAS and NLDAS forced NWM diverge from ground
observations, especially early season streamflow.
This is one of the caveats of comparing the ensemble to the analysis datasets; although we learn
how well the ensemble performs in relation to the data it was trained on, as well as the impact of the
NWM, we lose the insight from the ground observations of streamflow about how well the ensemble
and NWM performed in relation to reality.
Rank Histograms

The rank histograms in Figure 8 characterize ensemble consistency and reliability in capturing
the NLDAS precipitation and the NWM model analysis (the “observational” baselines here). The
precipitation shows a relatively even distribution. There is some noise seen, but this is relative to the
small sample size, and the relatively flat rank histogram shape suggests that the ensemble is consistent
and reliable in representing the observed precipitation probability distribution. .

Figure 8. Rank Histograms of seasonal basin wide precipitation on the right, and streamflow from gauges within the
basin on the left. The sample size of the precipitation was much smaller, as time periods of no precipitation were
excluded, and the precipitation was analyzed at 6 hour increments of basin wide summed volume. The streamflow
data was hourly, and was in a rate of cubic meters per second. The precipitation rank histograms show a relatively
equal ensemble distribution, with some noise, while the streamflow rank histograms show that the NLDAS-forced
NWM was mostly lower than the resulting ensemble, suggesting the NWM had a positive bias in this time and region.

The streamflow, however, shows an overwhelming signal indicating that the ensemble
members were largely higher than the NLDAS-forced streamflow. Because the precipitation is relatively
good, these results suggest that the NWM, or other factors, such as the other forcing variables, caused
the high bias seen here. It should be noted that when the rank histograms were constructed with
respect to the ground observations, which are not included here (QPE and USGS streamflow), results
were similar. The one notable difference was that for some streamflow sites, the rank histograms with
respect to USGS were U-shaped. This shape can indicate two different scenarios. One is that the
ensemble was under-dispersed, meaning it did not predict the extremes, and lacked variability. A Ushape can also mean a conditional bias (Hamill, 2001), which in this context could mean a regime change
between low flow and high streamflow events, where the model might have a positive bias under
certain conditions and a negative bias under others (Hamill and Colucci, 1997). In the case of this season,
as noted before, we opted to not aggregate low streamflow periods because of the intensity of the wet
season of study. There are also many potential issues in systematically sub setting an ensemble dataset
into regimes, as that could introduce a misleading bias into the metrics (Bellier et. al, 2017).

Bias Range
The Bias range graphics in Figure 9 introduces a new visualization to convey relative ensemble
spread between two variables with different units. By plotting the values of mean normalized bias
between the ensemble envelope, and the minimum and maximum ensemble members, we are able to
gain a sense of how these properties are related between the two connected ensemble datasets. The
method is similar to a box-and-whiskers plot, which shows key components of a statistical distribution
with respect to the sample population. However, the box and whiskers plot’s utility is through the
magnitude of whatever variable is used, and would not be useful for comparing two different variables,
such as our case of basin-wide precipitation and streamflow velocity. This graphic also visualizes the
uncertainty of the ensemble spread throughout the season. One note of caution when interpreting this
is to not confuse a higher bias with an event of higher magnitude. In fact, we see that for all basins, the
length and the bias of the extremes are higher in the beginning of the season than in late season. The
precipitation bias range generally seems higher than the streamflow bias range, but this may be an
artifact of the more reliable and over confidant distribution of the precipitation ensemble. Precipitation
bias is often much larger than the streamflow, despite its better performance.

Figure 9. This graphic displays the range in Mean Normalized Bias of the precipitation and all respective streamflow stations
within each basin, for all high streamflow events. The bars in color indicate the range in bias calculated at the 90 th and 10th
percentile, and the thin black line underneath indicates the bias from the minimum to the maximum ensemble member. The
bias is calculated with respect to NLDAS (precipitation) and the NLDAS forced NWM (streamflow). By plotting the mean
normalized bias, we gain the ability to compare two different variables on the same axis, and to see how the variability changes
over the course of time and location. In general, the bias is higher in the early season, although magnitude of the events are
smaller. This could be indicative of the increase in error due to the complexity of the soil moisture transition from dry to wet.

There is more variability in the precipitation than streamflow, which could naturally lead to a higher bias
on either side of the envelope. Overall, biases decrease towards the end of the season, suggesting that
the ensemble and NWM may perform better with larger rain events, such as the ones seen during the

atmospheric river season, and when streamflow conditions have reached a steadier state, the soil is fully
saturated, and the rivers are already high.
Additionally, by plotting the range in mean normalized bias from the minimum to the maximum
ensemble member, we can get a sense of how the ensemble performs in the extreme cases. More
quantitative methods can be explored to corroborate, but generally the range of the minimum and
maximum seem proportional to the range of the middle 80th percentile. This could be because of the
ensemble construction and its statistical relationship to the dataset of comparison. The Russian River
basin streamflow bias ranges show certain trends from upstream to downstream. In the early season,
the bias seems to be higher and gradually lessens downstream, and later in the season, more notably in
events 4-6, the opposite trend becomes apparent. At the headwaters of the Russian river basin is Lake
Mendocino, which is a reservoir whose releases are regulated. The routing of the river in hydrologic
models and its potential connections to the reservoir releases, while interesting, fall outside of the
scope of this project. The NWM relies on a relatively simple ‘fill and spill’ model to adjust for dam
releases, which has room for improvement but is shown to make a bigger impact closer to the dam and
less farther downstream (Kim et. at, 2020).
Correlation of Precipitation to Streamflow
The 4 correlations shown in Figure 10 attempt to quantify the relationship between the
precipitation and streamflow. As discussed in length throughout this paper, nuance in construction and
interpretation is required because of the complexity of the dataset and potential pitfalls in using any one
metric or framework to base conclusions upon. The first two correlations utilize the mean of the
ensemble, which has not been evaluated up to this point. In much of our analysis, we did not want to
reduce the ensemble to a single point and lose the variability that we seek to understand. However,
correlating the mean ensemble value here provides a foundational building block to understand the
different facets of the connection between precipitation and streamflow. Each correlation had a sample
size of 10, for each of the high streamflow events and correlated a metric of precipitation in each
hydrologic basin to the analogous metric of streamflow for all the stations within each hydrologic basin.
The results of the correlations are summarized below.
1. Correlation of the accumulated mean ensemble value of precipitation to streamflow. The high
correlation here is good, and builds confidence for a foundational conclusion that the amount of
precipitation is highly correlated to the amount of streamflow. This is an expected result.
2. Correlation of the mean normalized bias of the ensemble mean. The lower correlation here
shows that the bias for the streamflow is not the same as the bias for the precipitation, and
suggests that there are other factors at play here, such as the NWM, corroborating many of the
findings shown by previously-discussed metrics.
3. Correlation of the average of the ensemble spread magnitude. A higher correlation here
showing that the magnitude in spread is correlated from precipitation to streamflow. This may
suggest that the range in uncertainty in precipitation is propagated here to the streamflow
during high flow events.
4. Correlation of the absolute value of the difference in bias between the 10th and 90th percentile
of the ensemble. This correlation is directly related to the data visualized in figure 9. It is similar

to correlation 3, which shows that the magnitude in spread is correlated, but here we show how
correlated the bias in the spread is. There is a lot of variability here in the correlations.
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Figure 10. Four correlations, all with a sample size of 10, to represent some metric for each event of the season, which is
calculated for both precipitation and streamflow. Each diagram to the side of the heatmap correlations represents the data
that is being correlated. The left column of correlations is more focused on the magnitude and the ensemble itself, while the
right column focused on the bias. The top utilizes the ensemble mean, and the bottom row uses metrics related to
ensemble spread.

Overall, the correlations highlight the aspects of the precipitation that relates to the streamflowgenerally, the variability in spread, and how it diverges in terms of bias. We cannot conclude that there
is a singular reason for the biases, but we do know that the NWM could play a role in this. The 4
correlations seek to quantify certain aspects of the uncertainty, each with their own perspective and
limitations.

Conclusions
There is no single metric or analytic method that provides a comprehensive evaluation of an
ensemble forecast. There is also no single way to quantify the impact or the amount of error that
precipitation inputs introduce into NWM streamflow outputs. The precipitation ensemble captured the
observations more frequently and had a larger, more reliable ensemble spread than the streamflow
ensemble. It must be noted that streamflow is reliant upon the precipitation, and the results can only as
good as the precipitation, combined with all the other uncertainty that the hydrologic model introduces.
. The ensemble precipitation had a higher percent coverage and a more reliable ensemble spread. The
precipitation ensemble had a larger spread in bias, but we cannot conclude if that means there was
more error in the precipitation, or a more appropriate spread than the streamflow. Given the strong

bias seen in the streamflow rank histograms, despite the neutral bias from the precipitation, we can
suggest that the NWM may have introduced a positive bias into the hydrologic forecast ensemble, or
that another variable used in the forcings impacted it.
We can expect that a streamflow forecast is worse than a precipitation forecast within this
context, because the streamflow has many other factors influencing it. Based on the correlations, we
know that the amount of streamflow is well correlated to the amount of precipitation that fell within
the basin, but that the biases of each are less well correlated. We also see that the spread is well
correlated, but not the bias of the spread. These correlations lead us to the conclusion that the
uncertainty and spread of the precipitation ensemble is propagated to the streamflow, but that the
streamflow is not as skillful, and the biases are divergent.
This work creates a framework and introduces new visualization tools to connect two different
hydrometeorological ensemble variables that are connected. In bridging the gap between robust
seasonal statistics and more impact-relevant event-based characterizations, we hope to provide more
utility for all who create, use, and analyze ensemble predictions. Ultimately, this work contributes to
understanding how ensembles can be designed and interpreted to provide more accurate and usable
hydrologic forecasts.

Discussion
Comparison of baselines
For the analysis and results, we focus mostly on the performance of the ensemble with respect
to NLDAS or the NLDAS forced NWM. This was decided after a rigorous analysis of NLDAS and the
NLDAS-forced NWM against ground observations. In this section we will explore key parts of that
analysis, and the implications with regard to characterizing the uncertainty of the ensemble
performance. Comparing the ensemble to NLDAS and the NLDAS-forced NWM is important for
understanding the performance and skill of the ensemble and the methods used to construct it.
However, it lacks the connection to the data that matters the most, ultimately- the river levels
themselves.
We evaluate the connections between NLDAS and the NLDAS- forced NWM to the ground observations
in symmetrical ways to the manner in which we compare that set to the ensemble. We start with
seasonal statistics, and then to event-based metrics. Since the ground observations, which consist of
QPE basin wide volume measurements and USGS streamflow are point measurements, we use Mean
Normalized Bias. In Figure 11, we see that the seasonal mean normalized bias is almost zero, with the
exception of the Napa Valley Basin. It should be noted that the Napa Valley hydrologic basin

Figure 11. A seasonal mean normalized bias to show the differences between the observations and NLDAS and its
counterpart, the NLDAS-driven NWM. The precipitation observations are compiled by the California Nevada river
forecast center, and the streamflow observations are from USGS streamflow gauges. A higher bias, indicated by red
tones, means that the observations were on average, drier than their counterpart. The trend is most obvious in the
Napa Valley, but overall, the precipitation performs well.

encompasses a bay of water. Often times, rain predictions for land that happen to occur over large
bodies of water can be subject to error. Further analysis could be done to see if this is the case in that
basin. The trends of the seasonal bias are similar in streamflow, showing that the NLDAS-driven NWM is
even wetter than the USGS in the Napa Valley Basin, as well as at the headwaters of the Russian River

Figure 12. Heatmap of event biases for the same event time periods used throughout the analysis. While the precipitation biases
stay relatively and consistently low, the streamflow biases show large fluctuations. Most results indicate that the observations
are drier than the model analysis, with the exception of the first event, seen in the streamflow. This likely has to do with the soil
moisture transition from drought conditions. Additionally, two events in the Napa River Basin show that the streamflow
observations were vastly lower than what the model analysis would predict, which perhaps is due to uncertainty in agricultural

land use. In the streamflow heatmap, we also see the bias get lower as the season progressed, suggesting that the NWM
predicts better in late season, or during events of higher intensity.

Basin at the Ukiah station. It can be noted that the NWM uses a relatively simple approach to
reservoir releases, which results in higher errors the closer upstream (Kim et. al 2020).
The event-based bias of the NLDAS and NLDAS-driven NWM simulation?, figure 12, offers some
interesting trends and hints at the NWM’s performance when forced with the NLDAS dataset. Because
the precipitation bias is so low, and precipitation has the biggest impact, the bias and error in the
streamflow predictions is likely caused by other sources, such as the NWM itself, or other forcing
variables. The first event of the season shows a large negative bias, the only one of the season with this
trend. This means that the NLDAS-driven NWM vastly underpredicted the actual streamflow during the
transition from drought conditions to wetter ones. This could mean issues with the way the soil
moisture transition is calculated, or other effects from a complicated boundary process, possibly
resulting in more overland flow than groundwater infiltration.
A particularly interesting result is seen in the Napa Valley basin, in the early season. The
atmospheric river season did not start until early January, but there were several smaller rain events in
the Fall of 2016. In the Napa River basin, during two events that occurred over Thanksgiving and
Christmas respectively, the NLDAS-driven NWM forecast was substantially higher than the actual
streamflow recorded by the USGS streamflow gauge. This higher bias was not seen in other basins for
the same event. These biases were also magnitudes larger than any other biases calculated for the
season. One possible factor in this is agricultural use of water for irrigation. Further investigation would
be needed to draw any conclusions.
Future work
The future work and evolution of this project include several paths. The original motivations for
the overarching project were to evaluate different post-processing and downscaling methods for
creating ensemble forecasts. To reach that project goal, the ensemble here would have to be compared
to the raw GEFS meteorological forcings and their NWM outputs. Only when compared against the raw
GEFS could we conclude if a particular downscaling method improved predictions- which was the
motivation behind creating the ensemble dataset that was analyzed here.
This analysis focused solely on medium range forecasts, specifically the 5-day lead time. To fully
understand the uncertainty of the ensemble dataset, we would need to know how the performance and
uncertainty evolves over different lead times. Given that the NWM forecasts are initialized once per day,
there is also an opportunity to create a better framework to evaluate ensemble forecasts whose
members are not continuous.
In terms of evaluation framework, there is plenty of opportunity to build upon the metrics used
here, and find suitable ways to use them in a manner that conveys even more data in a readable,
digestible format. One of the challenges in this work was distilling the ensemble dataset into metrics and
graphs that attempted to quantify or characterize its performance without losing the depth of

information carried by it. As the analysis can be scaled up to include more data, the framework can
similarly evolve.
This analysis attempted to condense large amounts of data into metrics that still preserved the
distribution of the ensemble. However, a major component that this analysis lacked is a Pixel-to-pixel
analysis for gridded data. Rather than distilling precipitation forecasts to basin-wide volumes, certain
metrics could be done pixel to pixel- like rank histograms. Comparing the ensemble precipitation to the
QPE observations in this manner, would require some conversions, since the pixel sizes are not the
same. A deeper analysis using the pixel-to-pixel approach, perhaps including elevation and topography
data, could also help characterize the skill of the downscaling method, which sought to better predict
precipitation for the orographic effect.
Skill-spread diagrams are another well documented metric for ensemble forecasts. If a suitable
framework was constructed to use with the dataset, it could shed further light on the relationship
between the uncertainty and spread of the ensemble as compared to its predictive skill. Finding a way to
quantify or correlate the skill-spread could offer another avenue to quantify the uncertainty between
the precipitation and streamflow.
Because of the nature of ensemble forecasting, it is very difficult to isolate single events or
shapes from time series plots. For river managers, knowing when a river might reach its peak flow, as
well as how high that peak will be, is one of the most important aspects of river prediction to mitigate
risk from floods. It is also the hardest to predict, because peaks are extremes, and by definition,
extremes are on the edges of prediction (the forecaster’s dilemma). Constructing a framework to better
understand the uncertainty of the ensemble in predicting peak magnitude of flow as well as uncertainty
in timing would be extremely useful.
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