Abstract. In a right quaternionic Hilbert space, following the complex formalism, decomposable operators, the so-called Bishop's property and the single valued extension property are defined and the connections between them are studied to certain extent. In particular, for a decomposable operator, it is shown that the S-spectrum, approximate S-point spectrum, surjectivity S-spectrum and the union of all local S-spectra coincide. Using continuous right slice-regular functions we have also studied certain properties of local S-spectrum and local S-spectral subspaces.
Introduction
In complex spectral theory, decomposable operators are closely related to the so-called Bishop's property and the single valued extension property (SVEP). The spectrum of a bounded linear operator on a Hilbert space or Banach space can be divided into several subsets depending on the purpose of the investigation. Further, some of these subsets can also be expressed and analyzed in terms of the local spectrum at a point of the Hilbert space or Banach space. Bishop's property, SVEP and the local spectral theory are closely linked to vector-valued analytic functions. For a detail account on the complex theory see [2] , [16] and the many references therein.
In the complex setting, in a complex Hilbert space or Banach space H, for a bounded linear operator, A, the spectrum is defined as the set of complex numbers λ for which the operator Q λ (A) = A − λI H , where I H is the identity operator on H, is not invertible. In the quaternionic setting, let V R H be a separable right quaternionic Hilbert space or Banach space, A be a bounded right linear operator, and R q (A) = A 2 − 2Re(q)A + |q| 2 I V R H , with q ∈ H, the set of all quaternions, be the pseudo-resolvent operator. The S-spectrum is defined as the set of quaternions q for which R q (A) is not invertible. In the complex case various classes of spectra, such as approximate point spectrum, surjectivity spectrum etc. are defined by placing restrictions on the operator Q λ (A). In this regard, in the quaternionic setting, these spectra are defined by placing the same restrictions to the operator R q (A).
Due to the non-commutativity, in the quaternionic case there are three types of Hilbert spaces: left, right, and two-sided, depending on how vectors are multiplied by scalars. This fact can entail several problems. For example, when a Hilbert space H is one-sided (either left or right) the set of linear operators acting on it does not have a linear structure. Moreover, in a one sided quaternionic Hilbert space, given a linear operator A and a quaternion q ∈ H, in general we have that (qA) † = qA † (see [18] for details). These restrictions can severely prevent the generalization to the quaternionic case of results valid in the complex setting. Even though most of the linear spaces are one-sided, it is possible to introduce a notion of multiplication on both sides by fixing an arbitrary Hilbert basis of H. This fact allows to have a linear structure on the set of linear operators, which is a minimal requirement to develop a full theory.
As far as we know, decomposable operators and their S-spectral properties, and their connection to SVEP and the local S-spectral theory, have not been studied in the quaternionic setting yet. In this regard, in this note we investigate these properties in the quaternionic setting. In the complex case, the local spectrum at a point in H, SVEP, the Bishop's property are defined in terms of vector-valued analytic functions. There have been several attempts to define analyticity in the quaternionic setting by mimicking the complex setting [5] . However, the most promising, and recent attempt was the slice-regularity, that is, the slice-regular functions are the quaternionic counterpart of the complex analytic functions [9, 12, 15] . In this regard, we define the local S-spectrum, SVEP and Bishop's property in terms of continuous slice-regular functions.
Apart from the non-commutativity of quaternions, due to the structure of the operator R q (A) we have experienced severe difficulties in extending several results valid in the complex setting to quaternions. For example, for λ, µ ∈ C, Q λ (A) = Q µ (A) − (λ − µ)I H and this equality plays an important role in proofs of several local spectral results. Unfortunately, a similar equality, in a satisfactory way, could not be obtained for the operator R q (A) by us. Even if we restrict R q (A) to a complex slice within quaternions Q λ (A) = R λ (A), therefore, we cannot expect all the results valid in the complex setting to hold for quaternions.
The article is organized as follows. In section 2 we introduce the set of quaternions, quaternionic Hilbert spaces and their bases, and slice-regularity as needed for the development of this article, which may not be familiar to a broad range of audience. In section 3 we define and investigate, as needed, right linear operators and their properties and the S-spectrum. In section 4 we introduce the decomposability of an operator and study the space of continuous right slice-regular functions. In section 5 we recall few results associated with approximate S-point spectrum and surjectivity S-spectrum from [19, 20] . In this section we also prove certain S-spectral inclusions of restriction and quotient of a bounded right linear operator. In section 6 we study some connections of decomposability, Bishop's property and SVEP. In section 6.1 we develop some results regarding local S-spectrum, local S-spectral subspaces. In particular, we show that the S-spectrum, approximate S-point spectrum, surjectivity spectrum and the union of all local S-spectra coincide for a decomposable operator. This phenomena may be used to check the decomposability of certain operators. We also provide an example to validate this claim.
Mathematical preliminaries
In order to make the paper self-contained, we recall some facts about quaternions which may not be well-known. For details we refer the reader to [1, 12, 21] .
2.1. Quaternions. Let H denote the field of all quaternions and H * the group (under quaternionic multiplication) of all invertible quaternions. A general quaternion can be written as q = q 0 + q 1 i + q 2 j + q 3 k, q 0 , q 1 , q 2 , q 3 ∈ R, where i, j, k are the three quaternionic imaginary units, satisfying i 2 = j 2 = k 2 = −1 and ij = k = −ji, jk = i = −kj, ki = j = −ik. The quaternionic conjugate of q is q = q 0 − iq 1 − jq 2 − kq 3 , while |q| = (qq) 1/2 denotes the usual norm of the quaternion q. If q is non-zero element, it has inverse q −1 = q |q| 2 . Finally, the set
contains all the elements whose square is −1. It is a 2-dimensional sphere in H identified with R 4 .
Quaternionic Hilbert spaces.
In this subsection we discuss right quaternionic Hilbert spaces. For more details we refer the reader to [1, 12, 21] .
Right quaternionic Hilbert Space. Let V R
H be a vector space under right multiplication by quaternions. For φ, ψ, ω ∈ V R H and q ∈ H, the inner product
where q stands for the quaternionic conjugate. It is always assumed that the space V R H is complete under the norm given above and separable. Then, together with · | · this defines a right quaternionic Hilbert space. Quaternionic Hilbert spaces share many of the standard properties of complex Hilbert spaces. All the spaces considered in this manuscript is a right quaternionic Hilbert space or Banach space.
The next two Propositions can be established following the proof of their complex counterparts, see e.g. [12, 21] .
H , where N is a countable index set. Then following conditions are pairwise equivalent:
(a) The closure of the linear combinations of elements in O with coefficients on the right is
converges absolutely and it holds: 
where the series k∈N ϕ k ϕ k | φ V R H converges absolutely in V R H . It should be noted that once a Hilbert basis is fixed, every left (resp. right) quaternionic Hilbert space also becomes a right (resp. left) quaternionic Hilbert space [12, 21] .
The field of quaternions H itself can be turned into a left quaternionic Hilbert space by defining the inner product q | q ′ =′ or into a right quaternionic Hilbert space with q | q ′ =′ . Definition 2.4. (Slice-regular functions [10] ) Let Ω be a domain in H. A real differentiable (i.e., with respect to x 0 and the
H is said to be slice right regular if, for every quaternion I ∈ S, the restriction of f to the complex plane C I = R + IR passing through the origin, and containing 1 and I, has continuous partial derivatives (with respect to x and y, every element in C I being uniquely expressible as x + yI) and satisfies (2.1)
where
With this definition all monomials of the form φq n , φ ∈ V R H , n ∈ N, are slice right regular. Since regularity respects addition, all polynomials of the form f (q) = n t=0 φ t q t , with φ t ∈ V R H , are slice right regular. Further, an analog of Abel's theorem guarantees convergence of appropriate infinite power series. Proposition 2.5. [13] For any non-real quaternion q ∈ H \ R, there exist, and are unique, x, y ∈ R with y > 0, and I ∈ S such that q = x + yI.
H and q = x + yI ∈ Ω. If q is not real then we say that f admits right-slice derivative in a non-real point q if
exists and finite for any I ∈ S.
Under the above definition the slice derivative of a regular function is regular. For φ n ∈ V R H we have
The following theorem gives the quaternionic version of holomorphy via a Taylor series. Let B(0, R) be an open ball in H, of radius R and centered at 0. 
Definition 2.8.
[15] The σ-ball of radius R centered at p is the set
For right slice regular series the * R product is defined as
where a n , b n , q ∈ H. The same product also holds if a n , b n ∈ V R H and q ∈ H [10] . 
In this section we shall define right H-linear operators and recall some basis properties as needed for the development of this manuscript. Most of them are very well known. In this manuscript, we follow the notations in [3] and [12] . The set of all right linear operators from V R H to U R H will be denoted by L(V R H , U R H ) and the identity linear operator on V R H will be denoted by
, the range and the kernel will be
The set of all bounded right linear operators from V R H to U R H will be denoted by B(V R H , U R H ). Set of all invertible bounded right linear operators from V R H to U R H will be denoted by
We also denote for a set ∆ ⊆ H, ∆ * = {q | q ∈ ∆}. Assume that V R H is a right quaternionic Hilbert space, A is a right linear operator acting on it. Then, there exists a unique linear operator A † such that
The following theorem gives two important and fundamental results about right H-linear bounded operators which are already appeared in [12] for the case of V R H = U R H . Point (b) of the following theorem is known as the open mapping theorem.
The following proposition provides some useful aspects about the orthogonal complement subsets.
is said to be bounded below if A is injective and has closed range.
is bounded below if and only if there exists
A proof follows exactly as a complex proof. For a complex proof see [2] , page 15. 
Then, A is invertible if and only if it is injective with a closed range (i.e., ker(A) = {0} and ran(A) = ran(A)).
where q = q 0 + iq 1 + jq 2 + kq 3 is a quaternion, Re(q) = q 0 and |q| 2 = q 2 0 + q 2 1 + q 2 2 + q 2 3 . In the literature, the operator is called pseudo-resolvent since it is not the resolvent operator of A but it is the one related to the notion of spectrum as we shall see in the next definition. For more information, on the notion of S-spectrum the reader may consult e.g. [4, 6, 7, 9] , and [12] .
The S-spectrum (also called spherical spectrum) σ S (A) of A is defined by setting σ S (A) := H ρ S (A). For a bounded linear operator A we can write the resolvent set as
and the spectrum can be written as
The spectrum σ S (A) decomposes into three major disjoint subsets as follows:
(i) the spherical point spectrum of A:
(ii) the spherical residual spectrum of A:
If Aφ = φq for some q ∈ H and φ ∈ V R H {0}, then φ is called an eigenvector of A with right eigenvalue q. The set of right eigenvalues coincides with the point S-spectrum, see [12] , proposition 4.5. Proposition 3.13. [8, 12] For A ∈ B(V R H ), the resolvent set ρ S (A) is a non-empty open set and the spectrum σ S (A) is a non-empty compact set.
Remark 3.14. For A ∈ B(V R H ), since σ S (A) is a non-empty compact set so is its boundary. That is, ∂σ S (A) = ∂ρ S (A) = ∅. 
Decomposable operators in V R
In the above definition (a) the sum decomposition is, in general, not direct; (b) the spectra of the restrictions not necessarily disjoint.
Proof. Since A and f are continuous A # is continuous and the linearity of A # follows from the linearity of A.
There exists an open ball with center q 0 and radius r > 0 such that for each f ∈ H(U, V R H ) there is a power series expansion of the form
where {φ n } ⊆ V R H . The convergence of the series on U is locally uniform. Therefore, the continuity of A # implies that
is a continuous and open surjection.
Proof. Let U = B H (q 0 , r), where q 0 ∈ H and r > 0 (guaranteeing the convergence). Then for every function g ∈ H(U, V R H ) we have a power series expansion
holding for every q ∈ U . The radius of convergence of this power series is r. Next observe that, by the open mapping theorem, there exists a constant c > 0 such that for every ψ ∈ V R H , there is a φ ∈ V R H such that Aφ = ψ and φ ≤ c ψ . In particular, for every
We conclude that the power series
converges for all q ∈ U and hence defines a function f ∈ H(U, V R H ). Since (a) The quotient mapping from 5. Surjectivity S-spectrum and Approximate S-point spectrum We recall some results regarding the approximate spherical point spectrum and surjectivity S-spectrum of A ∈ B(V R H ) from [19, 20] as needed.
The approximate S-point spectrum of A, denoted by σ S ap (A), is defined as σ S ap (A) = {q ∈ H | there is a sequence {φ n } ∞ n=1 such that φ n = 1 and R q (A)φ n −→ 0}. 
Proposition 5.10. Let A ∈ B(V R H ) and suppose that Y and Z be A-invariant closed right linear subspaces of V R H with the property that 
From proposition 5.4 we have
and thus σ S f (A|Y ) ⊆ σ S f (A), and from which we get 
From this, as Re(q) and |q| are real, we get R −1 R q (C)R = R q (D). Therefore, R q (C) is invertible if and only if R q (D) is invertible. Hence, we get
Now from part (a) we have
The following corollary provides a more symmetric picture of spectral inclusions.
is not onto, and also if R q (A) is not injective then R q (A/Y ) is not injective. Therefore, R q (A) is invertible, and hence q ∈ σ S (A).
decomposability, Bishop's property and SVEP in V R

H
In the complex theory, the so-called Bishop's property, called property (β), plays a central role in local spectral theory. Further, decomposability, property (β) and the single valued extension property, abbreviated SVEP are closely related to each other [2, 16] . Following the complex formalism, we examine these properties in V R H . Definition 6.1. An operator A ∈ B(V R H ) has Bishop's property (β) if, for every open subset U of H and every sequence of continuous right slice-regular functions f n : U −→ V R H with the property that R q (A)f n (q) −→ 0 as n → ∞ uniformly on all compact subsets of U , it follows that f n (q) −→ 0 as n → ∞ again locally uniformly on U . 
For every A ∈ B(V R H ) and every open set U ⊆ H, define the operator
. Then {f n } n∈N is a Cauchy sequence in the metric of H(U, V R H ), because if it is not a Cauchy sequence, then we can construct a subsequence {f n(k) } k∈N of {f n } n∈N for which the sequence given by h k = f n(k+1) − f n(k) for all k ∈ N did not converge to zero in the metric of H(U, V R H ), where as obviously A U h k −→ 0 as k → ∞, and therefore, by property (β), h k −→ 0 as k → ∞ in H(U, V R H ), which is a contradiction. Since H(U, V R H ) is a Fréchet space, it follows that there exists an element f ∈ H(U, V R H ) such that f n −→ f as n → ∞ in H(U, V R H ). By the continuity of A U we get A u f n −→ A U f as n → ∞, and hence g = A U f ∈ ran(A U ). Therefore A U has closed range for every U ⊆ H. , we obtain sequences {g n } n∈N ⊆ H(U, Y ) and {h n } n∈N ⊆ H(U, Z) such that f n (q) = g n (q) + h n (q) for all q ∈ U and n ∈ N. Moreover by proposition 5.10 we have σ S (A/Y ) ⊆ σ S f (A|Y ) ⊆ E. In particular, we see that, for every q ∈ ∂E, the operator R q (A/Z) is invertible in the quotient space V R H /Z. By compactness and continuity, we obtain a constant c > 0 such that 
Therefore, as quotient map is continuous and Q ≤ 1,
By the assumptions, equation 6.1, on the functions f n , inequality 6.2 implies that the continuous right slice-regular functions Q • g n ∈ H(U, V R H /Z) converges to zero on ∂E, and therefore, by the maximum modulus principle, uniformly on E. Since we know from proposition 4.4 part (a) H(U, V R H /Z) can be canonically identified with
, we obtain functions k n ∈ H(E, Z) such that (6.3) g n + k n −→ 0 as n → ∞ locally uniformly on E, and hence on D. Since
it remains to be seen that
Since both h n and k n map into Z, and since h n = f n − g n , we obtain
for all q ∈ D and n ∈ N. Thus, by equations 6.1 and 6.3, h n − k n −→ 0 as n → ∞ uniformly on D as required.
Remark 6.4. The restriction of an operator with property (β) to a closed invariant subspace certainly has property (β).
Let A ∈ B(V R H ) and φ ∈ V R H . We are interested in a continuous right slice-regular function f : U −→ V R H of the equation R q (A)f (q) = φ on a suitable open subset U ⊆ H. On the resolvent set ρ S (A), there is a unique solution f (q) = R q (A) −1 φ valid for all q ∈ ρ S (A). However, it is possible to obtain, for certain φ ∈ V R H , continuous right sliceregular functions of the equation R q (A)f (q) = φ on an open set that contains points of the S-spectrum σ S (A). The uniqueness of the continuous right slice-regular function is a non-trivial issue which is addressed in the next definition. In [10] (see page 311), the single valued extension property, local S-resolvent set and local S-spectrum are defined in terms of slice hyperholomorphic extension of the operator R q (A, φ) = R q (A) −1 (φq − Aφ) on axially symmetric open sets containing ρ S (A) of H . However, we stay with certain straightforward extensions of the complex definitions to quaternions. 
where q = q 0 + iq 1 + jq 2 + kq 3 ∈ H and φ ∈ D(A 2 ). Thus, in this set up, if A has real spectrum then ker(R q (A)) = {0}, and hence A has SVEP. (e) On the other hand, the set of right eigenvalues of an operator with SVEP may have non-empty interior (see example 6.12 below)
According to the following proposition all non-invertible surjective operators will lack SVEP and hence lack property (β).
is surjective and has SVEP, then A is invertible. Proof. Since A is surjective, by the open mapping theorem, there exists a constant c > 0 with the property that, for every ψ ∈ V R H , there is a φ ∈ V R H such that Aφ = ψ and φ ≤ c ψ . To prove A is injective, consider an arbitrary φ 0 ∈ ker(A), and choose recursively φ n ∈ V R H such that Aφ n = φ n−1 and φ n ≤ c φ n−1 for each n ∈ N. Then we have φ n ≤ c n φ 0 for all n ∈ N and hence lim n→∞ sup φ n 1/n ≤ c. Hence, by theorem 2.7, for each q ∈ B H (0, 1/c), the series
φ n q n converges uniformly on B H (0, 1/c). For each fixed q ∈ B H (0, 1/c), f (q) ∈ V R H . By repeating the above process we can obtain another sequence ψ 0 = f (q) and Aψ n = ψ n−1 with ψ n ≤ d ψ 0 for all n ∈ N, where d > 0 is some constant. Define
which converges locally uniformly on B H (0, r), where r = min{1/c, 1/d}, and hence defines a continuous right-regular function on B H (0, r). We have
Therefore, by SVEP g = 0 on B H (0, r). In particular, for q = 0, we have 0 = g(0) = ψ 0 = f (0) = φ 0 . This proves the injectivity of A, and hence A is invertible.
The following example provides an operator without SVEP, and hence without property (β).
Example 6.8. The space
with the inner product
is a right quaternionic Hilbert space. Consider the unilateral left shift S on l 2 (N) given by
Since for any given (
Therefore S is surjective. Also ker(S) = {(
Thus S is not invertible. Hence, according to proposition 6.7, the operator S does not have SVEP and hence lack property (β).
6.1. Local S-spectrum.
H is defined as the union of all open subsets U of H for which there is a continuous right slice-regular function f : U −→ V R H which satisfies R q (A)f (q) = φ, for all q ∈ U.
If the function f is defined on the set ρ S A (φ) then it is called a local resolvent function of A at φ. The local S-spectrum σ S A (φ) of A at φ is then defined as σ
is an open subset of H given by the union of the domains of all the local resolvent functions.
, the continuous right slice-regular solutions occurring in the definition of local resolvent set may be thought of as local extensions of the function R q (A) −1 φ. But there is no uniqueness implied. It is evident that, as in the complex case, the local continuous right slice-regular solutions will be unique if and only if A has SVEP. In this case, they define a continuous right slice-regular function on all of ρ S A (φ), which is the maximal continuous right slice-regular extension of R q (A) −1 φ from ρ S (A) to ρ S A (φ). (d) As in the complex case, we call, for an operator A ∈ B(V R H ) with SVEP and an arbitrary φ ∈ V R H , the unique continuous right slice-regular solution f :
The following example illustrates that, for a large class of multiplication operators, the local spectrum is closely related to the notion of support.
Example 6.11. Let Ω be a compact Hausdorff space, and let
Then C H (Ω) is a right linear Banach space which is endowed with pointwise operations and the supremum norm. Let A be the operator of multiplication on C H (Ω) by an arbitrary function g ∈ C H (Ω). That is, Af (x) := f (x)g(x), ∀ x ∈ Ω. Now for any q ∈ H,
That is, R q (A) is not onto if and only if q ∈ g(Ω) ∩ g(Ω) * . Also we have for any q ∈ H,
That is,
Also note that for this multiplication operator A, we have
We claim that
(1) A is decomposable, (2) σ S A (f ) = g(supp f ), for all f ∈ C H (Ω); where supp f denotes the support of the function f ∈ C H (Ω), and is defined as follows supp f := {x ∈ Ω : f (x) = 0}.
To verify the claim (1), let
} is an open cover of Ω, as g is a continuous function. Since the compact Housdorff spaces are normal, and by the normality of Ω, C H (Ω) admits a partition of unity, in the sense that for the open cover {g −1 (U 1 ), g −1 (U 2 )} of Ω, there are functions e 1 , e 2 ∈ C H (Ω) for which e 1 + e 2 ≡ 1 on Ω and supp e k ⊆ g −1 (U k ) for k = 1, 2.
For k = 1, 2, let X k = {f ∈ C H (Ω) : supp f ⊆ supp e k }. Now we shall show the following:
Let k = 1, 2. Take h ∈ A(X k ), then there exists f ∈ X k such that
If x ∈ supp A(f ), then there exists a sequence {x n } in Ω such that {x n } ⊆ {x ∈ Ω : f (x)g(x) = 0} ⊆ {x ∈ Ω : f (x) = 0} and x n −→ x as n −→ ∞. Thus x ∈ supp f ⊆ supp e k as f ∈ X k . That is,
Hence assertion (a) follows. To prove the statement (b), let k = 1, 2 and choose f ∈ X k . Then there is a sequence {f n } in X k such that f n −→ f as n −→ ∞. Let x ∈ supp f , then there is a sequence {x m } in Ω such that f (x m ) = 0, for all m ∈ N and x m −→ x as m −→ ∞. Now for each m ∈ N, f n (x m ) −→ f (x m ) = 0 as n −→ ∞. This implies {x m } ⊆ {x ∈ Ω : f n (x) = 0}. Thus x ∈ supp f n ⊆ supp e k , for all n ∈ N as {f n } ⊆ X k . That is, supp f ⊆ supp e k . Therefore f ∈ X k , and hence the statement holds true.
and g(x) = q or q. This implies g(x) ∈ U k and g(x) = q or q, which is a contradiction. Hence, R q (A) is one to one. To see R q (A) is onto, for an arbitrary f ∈ X k , define
Then h ∈ C H (Ω) is the only solution of the equation R q (A)h = f . This proves that R q (A) is invertible and q ∈ ρ S (A|X k ). Hence the inclusion σ S (A|X k ) ⊆ U k follows for k = 1, 2. Moreover, every f ∈ C H (Ω), admits the decomposition f = f e 1 + f e 2 with e k f ∈ X k for k = 1, 2. Therefore C H (Ω) = X 1 + X 2 , which verifies the claim (1). To prove the claim (2), let f ∈ C H (Ω). take x ∈ supp f and if g(x) ∈ ρ S A (f ), the there exists an open set U ⊆ H and a continuous right slice-regular function F : U −→ C H (Ω) such that
That is, for each y ∈ Ω,
This equation implies that f (y) = 0 as g(y) = q or q. That is,
. Let x ∈ g(supp f ), then x = g(z) for some z ∈ supp f . Since z ∈ supp f , we have a sequence {z n } ⊆ {x ∈ Ω : f (x) = 0} such that z n −→ z as n −→ ∞. The continuity of g admits that g(z n ) −→ g(z) = x as n −→ ∞.
To see the opposite inclusion, Let q / ∈ g(supp f ). Choose r > 0 such that
Then for any p ∈ B H (q, r) and x ∈ Ω, let
Now for p ∈ B(q, r) we have obtained a well-defined function h p ∈ C H (Ω) with the property that R p (A)h p = f . It is easily seen that the mapping p −→ h p is continuous and right regular on B(q, r). Thus q ∈ ρ S A (f ). Hence the claim (2) is verified. Example 6.12. In example 6.11 let Ω be a subset of H and it has non-empty interior. Set g(q) = q for all q ∈ Ω. Since the operator A considered in example 6.11 is decomposable, by remark 6.6 part (b), A has SVEP, while σ pS (A) = Ω ∪ Ω * has nonempty interior. That is, the set of right eigenvalues of A with SVEP has non-empty interior.
In the complex local spectral theory, the boundedness of the local resolvent function is also of interest. In the similar manner, let us discuss the boundedness of the local resolvent function in the quaternionic setting. Let q ∈ ∂σ S (A) and A ∈ B(V R H ), then there exists a sequence {q n } ⊆ ρ S (A) such that q n −→ q, and hence R qn (A) −1 −→ R q (A) −1 as n → ∞ and sup n R qn (A) = ∞. Thus R q (A) −1 −→ ∞ as n → ∞ (see the proof of theorem 5.4 in [19] for details). Therefore, by the uniform boundedness principle (which holds for quaternion [10] ), for some φ ∈ V R H , the function R q (A) −1 φ is unbounded in ρ S (A). Suppose that σ S (A) is countable (compact normal operators in V R H have such property, see example 14.3.10 in [10] ). We also have For φ ∈ V R H , σ S A (φ) ⊆ σ S (A) is compact. Also every countable compact subset of H has at least one isolated point. Every isolated point of the local spectrum is a non-removable singularity of the continuous local resolvent function h q : ρ S A (φ) −→ V R H . Hence, in such a case, all non-trivial local resolvent functions are unbounded. However, for a large class of multiplication operators, the following example provides necessary and sufficient condition for the local resolvent function to be bounded. Example 6.13. Consider the example given in example 6.11. That is Ω be a non-empty compact Hausdorff space and A be the operator of multiplication on C H (Ω) by a given function g ∈ C H (Ω). From example 6.11 we know that σ S (A) = g(Ω) ∪ g(Ω) * . Also A is decomposable, hence, by remark 6.6, A has SVEP. Therefore, for every f ∈ C H (Ω), the local resolvent function for A at f is uniquely determined and defined on the entire local resolvent set ρ S A (f ). Claim: There exists a non-trivial f ∈ C H (Ω) for which the local resolvent function of A at f is bounded on ρ S A (f ) if and only if g(Ω) has nonempty interior. Suppose that g(Ω) has non-empty interior. Consider the function f ∈ C H (Ω) given by
Moreover, from example 6.11, we have σ S A (f ) = g(suppf ), and hence ρ S A (f ) ⊆ H \ (int(g(Ω) ∪ g(Ω) * )). Let q → h q denote the local resolvent function for A at f , then
Let x ∈ Ω be given, and consider any q ∈ ρ S A (f ) for which q = g(x) and q = g(x). Since q ∈ H\(intg(Ω)∪intg(Ω) * ), by the definition of f , we have |h q (x)| ≤ 1. By the continuity of the local resolvent function |h q (x)| ≤ 1 for all q ∈ ρ S A (f ). Thus the function q → h q is bounded on ρ S A (f ). For the converse, since σ S A (f ) = g(suppf ), it suffices to show that, for any non-zero f ∈ C H (Ω) for which σ S A (f ) has empty interior, the corresponding local resolvent function q → h q is unbounded on ρ S A (f ). Let x ∈ Ω be a point for which f (x) = 0. Since intσ S A (f ) = ∅, there exists a sequence {q n } ⊆ ρ S A (f ) such that q n −→ g(x) as n → ∞.
as n → ∞, thus the local resolvent function is unbounded.
Definition 6.14. where we used equation 6.6 = φ.
That is R p (BA)h(p) = φ for all p ∈ V q . Hence q ∈ ρ S BA (φ). That is q ∈ σ S BA (φ). Therefore σ S BA (φ) ⊆ σ S AB (Aφ) ∪ {0}, which completes the proof of (a). That is, A [R p (BA)h(p) − φ] = 0 for all p ∈ U 0 . Since A is injective, we get R p (BA)h(p) = φ for all p ∈ U 0 , and hence 0 ∈ σ S BA (φ). Therefore, together with part (a), we have σ S BA (φ) = σ S AB (Aφ) for all φ ∈ V R H .
Proofs of (c) and (d) are similar to parts (a) and (b).
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