The article presents a bundle framework for nonlinear observer design on a manifold having a Lie group action. The group action on the manifold decomposes the manifold to a quotient structure and an orbit space, and the problem of observer design for the entire system gets decomposed to a design over the orbit (the group space) and a design over the quotient space.
manifolds or Lie groups. Control synthesis for such systems in an intrinsic framework, that respects the geometry of the underlying manifold, has been much studied in the past two decades [11] , [12] , [13] , [14] . The parallel, observer design or estimator design, has received less attention. Our work focusses on the latter.
There is a large body of work in non-linear observer design, see [15] , [16] , [17] , [18] .
Many aero-mechanical systems are mathematically modelled as systems evolving on Lie groups. Intrinsic observers directly on the Lie group are designed to avoid the pitfalls of parametrization, like Euler angles (that suffers from singularity at particualr configurations), or quaternions (that suffer from over-parametrization of the rotation group. The concept of fusing two measurements with different frequency characteristics to design an observer for attitude estimation directly on SO(3) rather than using quaternions or Euler angles was presented in [19] . This complementary filtering was extended to to the case when observations are made from the inertial frame and relayed to the agent, and shows when observability can be achieved with a single direction measurement [20] . Complementary filtering on the Lie groups SE(3) and SL(3) has also been done [21] , [22] . The work of [23] contains an observer on SE (3) , that is similar in structure to what is presented in [19] . [24] demonstrate a separation principle on Lie groups for linearized controller and observer design. The invariant extended Kalman filter [25] , [26] draws from the idea of the EKF and applies it to Lie groups. However, it involves linearization of state error to propagate covariance. It has been investigated further [27] from the perspective of invariant observers as in [28] . Its stability properties have also been studied [29] , [30] . Another idea for a discrete EKF for Lie groups appears in [31] . Motivated by the Kalman filter for linear systems, an estimator design for discrete time systems evolving on Lie groups perturbed by stochastic noise is developed in [32] .
Gradient based techniques for designing observers are very intuitive to understand, since it can be visualised as a gradient descent kind of algorithm moving to make the observer error zero. The work [33] introduces the idea of gradient based observer design for kinematic systems evolving on Lie groups assuming full state and input measurement while [34] gives a gradient based observer for discrete time observer design on SO (3) . These ideas are also applied in [35] to the design of gradient based observer on SE(3) assuming velocity measurements and measurement of position of n points whose inertial locations are known.
Extending these results gradient based observers for SLAM have been developed in [36] , [37] . Similar to optimal control, optimal observer design has also received some attention. Near optimal (deterministic) filters (filters on which we know how far they are from optimality) have been developed for systems evolving on S 1 , SO(n) [38] , [39] . [40] considers optimal attitude filtering considering only kinematics and [41] extends that to dynamics as well (on the tangent bundle of the Lie group).
In this work we propose a unifying bundle framework for observer design for systems that admit a symmetry. In particular, we focus on the case when there is a Lie group G acting on the configuration manifold P of the system and the system is also invariant under this action. It is also assumed that the same Lie group acts on the output manifold so as to have a group action equivariant output. When a Lie groups G acts freely and properly on a smooth manifold P , it provides a stratification of the manifold where each stratum corresponds to an orbit, O(·), of the group action. The collection of these orbits, the modulo space of the equivalent classes of orbits P/G, is called the base space and has the structure of a smooth manifold when the action is proper and constant rank. The triple (P, P/G, π φ ), where π φ : P → P/G is the canonical projection, has the structure of a principle bundle with structure group G when the action is free (for free actions, a cross-section of this bundle allows one to associate with each point, p ∈ P , on the manifold a unique pair ([p], g) where [p] ∈ P/G and g ∈ G). An invariant vectorfield on P induces a well defined unique vectorfield on the base space P/G. Thus the flow of such a vectorfield will carry orbits to orbits. Thus the flow an invariant vectorfield can be projected on to the base space P/G and the group G. The projection onto G depends on the cross section in a unique way. This splitting of the flow induces a corresponding splitting of the system one evolving on the Lie group and one evolving on the base space.
The mathematical structure presented in the previous paragraph can naturally be applied to observer design for systems evolving on the configuration manifold. An observer can be designed for the two subsystems individually. For the subsystem evolving on the Lie group, we define a group action on the measurement as well. A constructive procedure for observer design is laid down for this subsystem. In particular, we detail a gradient based observer design technique stemming from a choice of suitable cost function, that makes the error dynamics autonomous. However, for the system evolving on the base space, the methodology is not uniform and is implemented on a case by case basis. We do not examine this here.
The initial ideas behind this theory of symmetry-preserving observers appear in [28] . The authors work in the same setting as ours. The same problem, if the configuration manifold P itself is a Lie group, is presented in [42] . They, however, adopt a very different methodology from us. They use a method inspired from observer design for linear systems, like the idea of the Luenberger observer, in which we augment the vector field governing the original system with a correction (gain and innovation) term to have desirable characteristics of the error dynamics. Furthermore, eventually they rely on linearization of the system to design the observer gains to obtain desirable characteristics. Our work, however, makes no such approximations or linearization assumptions and works on the intrinsic manifold structure.
Although this decomposition is stated briefly and without proofs or much geometric insight in [28] , they don't use it in their observer design methodology. Mahony et al [43] , [44] work is in the same setting as ours and [45] applies the methodology in [43] to design an observer for the SLAM problem when the group action is transitive. In this case, the cross-section is a single point on the configuration manifold, and there is exactly one orbit. Hence given a base point on the manifold, the rest of the manifold can be identified with the Lie group.
(Consider the action of G = SO(3) on P = S 3 . Just one element of P suffices to describe the entire space P based on the action of SO (3) .) It therefore essentially reduces to observer design on a Lie group, a particular case of the methodology we propose. However all group actions may not always be transitive. If the group action is not transitive, there is the formation of quotient manifold and orbit space which we tackle.
While we are aware and acknowledge the overlap of our work with existing previous contributions to which our work is close [28] , [43] , [45] we believe that the mathematical framework we present here is cleaner, more general and intuitive for the class of systems whose observer design we consider. Our work provides a new geometric insight into the observer design problem, particularly through our consideration of the geometric structure created on the configuration manifold and measurement space (by the Lie group), which has not been highlighted before.
The paper is organised as follows : Section II takes a brief look at the decomposition of the manifold created by the Lie group. This is illustrated by showing an example of the action of SO(3) on R 3 \ {0}. It continues to present a description of how to Lie group decomposes the output space. Section III addresses how equivariant control systems decompose in the presence of the preceeding geometric structure. Section IV details a method to design an observer on a Lie group. Section V concludes by presenting examples highlighting some of the developments in previous sections.
II. Mathematical preliminaries
In this section we briefly introduce the reader to the mathematical tools that we employ in the rest of the paper. Let P be a smooth manifold of dimension n P , G be a n G dimensional connected Lie group and let G be its Lie algebra. In what follows we will summarize several well known results that are crucial to this work such as group actions, orbit spaces, infinitesimal generators and invariance under the group action.
A. Group actions and orbit spaces
Let φ : G × P → P be a proper, constant rank, left or right action of G on P and let X P denote the set of smooth vector fields on P . We will frequently use the notation g · p := φ(g, p). We distinguish between two maps -φ p (·) : G → P and φ g (·) : P → P that are associated with φ(·, ·) as follows:
The orbit of φ through p is defined to be the set of points
Since the orbits are equivalence classes we will also denote it compactly as [p] . The properness of the action implies that Let P/G denote the space of all orbits of φ with π φ : P → P/G denoting the canonical projection map. That is let π φ (p) = [p]. The infinitesimal generator of the action is the vector field ζ P ∈ X P that is explicitly given by
Note that the flow of
By definition we also have
Thus for left invariant actions
This shows that for left actions
and hence that in general ζ P is not a φ -invariant vector field. Differentiating this expression it also follows that for left actions
and thus for left actions the assignment ζ → ζ P is a Lie algebra antimorphism and the subspace of vectorfields X G := {ζ P : ζ ∈ G} is a Lie-subalgebra of the space of vectorfields X on P . Since this distribution is involutive, it is integrable. Since it is tangent to the orbits at every point of the orbit these integral manifolds are in fact the orbits, O, of the action.
For right actions (1) becomes
and hence [η P , ζ P ] = [η, ζ] P and ζ → ζ P is a Lie algebra homomorphism.
Then we see that G g·p = gG p g −1 and that ζ P (p) = 0 for all ζ ∈ G p := T e G p . Hence we have that the X G is rank (dim(G) − dim(G p )) at p. The integral submanifolds of X G coincide with the orbits of the group action. When the action is proper these integral manifolds are guaranteed to be embedded submanifols. The properness also implies that P/G is Hausdorff and hence is a smooth manifold of dimension dim(P ) − (dim(G) − dim(G p )) with respect to the usual quotient topology. We summarize these observations in the well known theorem:
Define σ P : P/G → P to be a map that assigns to every element [p] ∈ P/G, a point on the fiber O(p) in a smooth fashion. That is
Such a σ P is called a smooth cross section of (P, P/G, π φ ). Associated with the section σ P (·) there exists a g ∈ G such that
holds for each p ∈ P . Since p
we see that the g ∈ G that satisfies the above relationship is unique only up to a right multiplication by an element of G σ P ([p]) . Thus we see that there exists a unique
) and hence that the cross section σ P allows us to identify
) in a unique way.
Definition 2.1: Based on the above fact, we define γ σ P :
Thus using the expression (3) we see
That is the following commutative diagram holds.
) depends on the cross section σ P : P/G → P . In the special case where the action is transitive picking the cross section simply amounts to identifying a particular point p σ ∈ P and then we see that
be an open neighborhood of [p 0 ] with respect to the quotient topology of P/G.
is an open neighborhood of p 0 (a tubular open region of p 0 ). Define the map ψ σ P :
. From the previous results ψ σ P is an isomorphism (that is every point p in a neighborhood of p 0 belongs to some unique orbit in the neighborhood of the orbit [p 0 ] and there exists a unique g ∈ G/G σ P ([p]) such that p = φ g (σ P (p))). Thus we have the following lemma.
The coordinate [p] is called the base coordinate of p while g(p) is called the fibre coordinate of p. In general P = (P/G) × G/G σ P ([p]) implying the local (and not global) nature of this decomposition.
Remark 2.2:
If the action φ : P × G → G is free then the bundle (P, G, π φ ) is a principle fibre bundle [46] .
The group action leads to the decomposition of the tangent space. At any point p ∈ P , T p P decomposes into two complementary vector spaces -the vertical space and horizontal space.
(We have extended nomenclature defined for the case when the group action is free [46] ).
The horizontal space (Hor p (P )), is non-unique and can be chosen by the user to satisfy Hor p (P ) Ver p (P ) = T p P and Hor g·p (P ) = T p φ g Hor p (P ). The horizontal space is useful and interesting because it gives us a direct pathway to analyse dynamics on the quotient manifold, since Hor p (P ) is isomorphic to T [p] (P/G). The vertical space(Ver p (P )) at each point is tangent to the orbit passing through that point and is also the kernel of T p π φ . In case of the free action, it is isomorphic to the Lie algebra. In case of non-free action, it is
We illustrate some of these ideas using a well known example. Here, P = R 3 \ {0} and G = SO(3) and the left action φ :
That is for any q ∈ R 3 we let φ R (q) = Rq. Let p = (1, 0, 0) T . The isotropy subgroup G p of G that leaves p fixed is explicitly given by
Then we see that the orbit of the action through p is
It is well known that SO ( 
and ||q|| 2 is called the base coordinate and [R T 2 R T 1 ] is called the fibre coordinate of q.
B. Equivariant Maps
The previous content introduces much of the mathematical framework for our approach.
In this section we introduce additional structure on the measurement space.
Let Y be a smooth n Y dimensional manifold and ϕ : G × Y → Y be a constant rank proper action of G on Y. Let π ϕ : Y → Y/G be the respective canonical projection. Let p i , p j ∈ h −1 (y). Let us consider the case where [p i ] = [p j ]. That is when the pre-images p i , p j of y belong to the same fibre. Then since the action φ is constant rank we have that there is a unique [g] ij ∈ G/G σ P ([p j ]) such that p i = φ g ij (p j ) for any g ij ∈ [g] ij . you Thus since
for p i = p j then necessarily [p i ] = [p j ] and hence equivariant maps are one-to-one when restricted to fibers if G y = G p i for all p i ∈ h −1 (y) and for all y ∈ Y.
) holds. We proceed to show that associated with any cross section σ Y of (Y, G, π ϕ ) there exists a cross section σ P Y of (P, G, π φ ) such that γ σ Y (y) = γ σ P Y (p y ) for all
and hence is a smooth cross section of (P, G, π φ ). Note that for any p y ∈ h −1 (y) and
Thus from the freeness of the action ϕ we see that γ σ P Y (p y ) = γ σ Y (y) for all p y ∈ h −1 (y) and y ∈ Y. Thus we see that γ σ P Y (p)) = γ σy (h(p)) for all p ∈ P .
We summarize this result in the lemma below.
Lemma 2.2:
Let h : P → Y be a G -equivariant onto map and let σ y : Y/G → Y be a cross section of the bundle (Y, G, π ϕ ) then the map σ P Y : P/G → P defined by (4) is a cross section of (P, G, π φ ) that we will call the cross section that is associated with the cross section σ Y . Furthermore we also have that γ σ P Y (p) = γ σy (h(p)) for all p ∈ P if G y = G p i for all p i ∈ h −1 (y) and for all y ∈ Y. 
III. Equivariant Control Systems
Let P (state-space), U (control input), and Y (measurement) be n P , n U , n Y -dimensional smooth manifolds respectively and let X : P × U → T P be a smooth map such that X(p, u) ∈ T p P for all p ∈ P and u ∈ U and h : P → Y is smooth and onto. Based on these structures, the equationsṗ 
We will demonstrate below the known result that the flow of G -equivariant control systems take orbits to orbits. Let p(t) := Ψ X t (p 0 , u([0, t])) be the solution of of (5) for a control history u ([0, t] ). Consider the curve φ g (p(t)) for some g ∈ G. Then from Ginvariance we have u(t)) ) .
Thus we have that φ g (p(t)) is the solution of X that originates at φ g (p 0 ) with control history ψ g (u(·)). Thus from uniqueness of solutions it follows that for any p 0 ∈ P
and hence u([0, t]) ) for all p ′ = φ g (p 0 ) and u ′ (·) = ψ g (u(·)) for all g ∈ G and hence that the flow of G -equivariant control systems take orbits to orbits.
Let us define a smooth mapX : (P × U)/G → T (P/G) such that the following commutative diagram holds:
Therefore,X • π ρ = T π φ • X. Hence given any [p, u] ∈ (P × U)/G,X([p, u]) = T p π φ · X(p, u).
X thus evaluated is a well defined map, and yields the same result irrespective of the particular point (p, u) ∈ P × U on the orbit [p, u] which is chosen at which to evaluate X and T p π φ . This is shown as follows: assume that (φ g (p), ψ g (u)) is another point on [p, u] for some g ∈ G. Then if we evaluateX using this point we haveX X(p, u) . HenceX is a well defined map.
Since [p](t) = π φ (p(t)), and [y](t) = π ϕ (y(t)) we have that
does not depend on g ∈ G.
Recall the map γ σ P : P → G/G σ P ([p]) takes p → G/G σ P ([p]) such that the relationship (3) holds. Note that this map depends on the cross section σ P . Also recall that γ σ P • φ h = hγ σ P for all h ∈ G.
Lemma 3.1: The maps σ P (·) and γ σ P (·) uniquely determine the dynamics of g aṡ
where T σp([p]) γ σ P · X (σ p ([p] ), ψ g −1 (u)) ∈ G depends on the fibre coordinate g as well as the base coordinates [p] and the controls u.
Proof : Using the expression (3) we see that γ σ P (φ h (p)) = L h γ σ P (p). Then we have.
,
Thus we finally have the following reduction theorem:
is a cross section of the bundle (Y, Y/G, π ϕ ) and σ P Y : P/G → P is the cross section of the bundle (P, P/G, π φ ) that is associated with σ Y and is given by (4) then (5) -(6) is equivalent to the system
Remark 3.1: From (8) we see that the fibre coordinate γ σ P Y (p) = g of p = ([p], g) is directly measured and hence that an observer problem for (5) - (6) reduces to that of designing an observer on the quotient space. That is designing an observer for (9) -(10).
IV. Gradient Based Observers for Kinematic Systems on Lie Groups
In this section we present observer design when the system evolves on a Lie group. This is a restatement of results in [43] in a much more lucid manner. This is relevant if there is no geometric structure assumed on the output space Y. Then our system, which was originally governed by is governed by eqs. (5) and (6) splits into (7), (9) and (6) due to the symmetry on P (notice that eq. (6) does not split). In this case we design separate observers for the two subsystems in (7) and (9) . Designing an observer for (7) is analogous to designing an observer on the group and for (9) we handle on a case-to-case basis.
Let Φ : G → G be a general constant rank proper left or right action and let ρ : G×Y → Y be some proper and free Φ group action of G on Y. That is ρ(h, ρ(g, y)) = ρ (Φ h (g), y).. When Φ corresponds to left multiplication (ie. Φ g = L g ) or right multiplication (ie. Φ g = R g ).
We consider a system that evolves according tȯ
where ζ(t) ∈ G is known and y 0 ∈ Y is a constant.
Definition 4.1:
We will say that the system (11) -(12) is a left observed system if both Φ and ρ are left actions and a right observed system if both Φ and ρ are right actions.
The problem we consider is that of estimating g from the measurement of y given the information of Ω.
We consider the pre observer˙
Here the innovation term ∆ will be decided in the next section. Note that the innovation is a
Lie-algebraic valued function of the estimate and the measurement. The term -(ζ − ∆( g, y) )
in other words V y (ρ g (y 1 ), ρ g (y 2 )) = V y (ρ Φ h (g) (y 1 ), ρ Φ h (g) (y 2 )) for all g ∈ G and y 1 , y 2 ∈ Y.
In particular we assume V y (· , ·) to be symmetric.
Consider the estimation error and the output error given respectively by
If ζ e , · is an Φ g invariant metric, then ζ e defined by
is independent of g.
Proof When ρ is left invariant:
Consider the curve c(s) = e g exp (ξs) that passes through e g at s = 0 with tangent vector
The right hand side depends only on y andỹ thus since · , · is left invariant ξ depends only on y andỹ.
When ρ is right invariant
Consider the curve c(s) = exp (ξs)e g that passes through e g at s = 0 with tangent vector
From the definition of V e it is clear that V e (I) = 0. Differentiating e g and V e we havė e g = Φg eg ∆( g, y)
where
It is now easy to see that the innovation term 
will yield the time invariant error dynamicṡ
Further assume that I is a non-degenerate critical point for V e (this will need to be kept in consideration while picking V when designing an observer). Then I is an isolated critical point. Thus there exists a nighbourhood B of I such that if e g ∈ B thenV e ≤ 0 ensures that e g converges to I.
V. Examples
In this section we present two examples to illustrate some of the concepts developed so far. We continue example 2.1 to show the decomposition of the tangent space. In a second example we illustrate observer design on a Lie group. We do not show any examples based on geometry of the output space.
A. Motion on a Sphere
We continue example 2.1. Table I provides a summary of the structure in the problem.
Let us now look at how the kinematics split as per the base and fibre co-ordinate structure.
Define r := ||q|| 2 . Let R ∈ SO(3) be such that q = rRe 1 (using Given's rotations [47] ). 
where the last equality assumes thatṘ = RΩ × for some Ω ∈ R 3 and (·) × : R 3 → so (3) is the canonical isomorphism between the two. Although we express p = rRe 1 , and the base co-ordinate is r, note that RS is the fibre co-ordinate and not R, because of the non-trivial isotropy subgroup. Hence the kinematics on P will split across T [p] is a left action that is simply given by multiplication by R. Table II 
