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Abstract
The theory of quantum symmetric pairs as developed by the sec-
ond author is based on coideal subalgebras of the quantized universal
enveloping algebra for a semisimple Lie algebra. This paper investi-
gates the center of these coideal subalgebras, proving that the center
is a polynomial ring. A basis of the center is given in terms of a sub-
monoid of the dominant integral weights.
2000 MSC: 17B37
Introduction
After the introduction of quantum groups in the mid 1980s it was
natural to look for quantum analogs of compact symmetric spaces.
The program was motivated by a desire to interpret I. G. Macdonald’s
large families of orthogonal polynomials [Mac00] as zonal spherical
functions on such quantum analogs. It became evident that quantum
∗Supported by the German Research Foundation (DFG)
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symmetric spaces were best described in terms of one-sided or two-
sided coideals inside the quantized universal enveloping algebra. We
refer to this characterization as the theory of quantum symmetric
pairs. By now, there exists a well established theory of quantum
symmetric pairs and many of the initial questions have been answered.
There are two major approaches to the construction of quantum
symmetric pairs. In a series of papers M. Noumi, T. Sugitani, and
M.S. Dijkhuizen ([Nou96], [NS95], [Dij96], [DN98], [DS99], and refer-
ences therein) constructed them for all classical compact symmetric
spaces. The constructions were done case-by-case and depended on
solutions of the so-called reflection equation, which were given ex-
plicitly. Taking a unified approach, the second author classified and
analyzed quantum symmetric pairs for all compact symmetric spaces
(see [Let02], [Let] and references therein). The fundamental objects,
quantum symmetric pair coideal subalgebras, were described explicitly
in terms of generators and relations [Let03]. The reflection equation
does not appear in this development.
By construction, quantum symmetric pair coideal subalgebras are
quantum analogs of universal enveloping algebras of Lie subalgebras
fixed by an involution inside a semisimple Lie algebra. These fixed Lie
subalgebras are reductive. One expects a representation theory for
their quantum analogs. At present, only special examples have been
studied. For the symmetric pair of type AI, the representations were
investigated in detail in [IK05]. For the symmetric pair of type AIII,
certain representations were explicitly constructed in [OS05]. These
representations were used to construct quantum analogs of sections of
homogeneous vector bundles over Grassmann manifolds. This, in turn,
led to new interpretations of Macdonald-Koornwinder polynomials.
The present paper can be viewed as the first step in developing a
unified representation theory of quantum symmetric pair coideal sub-
algebras. We determine the center of such algebras. As in the classical
case, it is shown that the center is a polynomial ring. More precisely,
let θ be an involutive automorphism of a finite-dimensional complex
semisimple Lie algebra g and let gθ denote the fixed Lie subalgebra.
Let Bˇ be a corresponding quantum symmetric pair coideal subalgebra
inside the simply connected universal enveloping algebra Uˇ of g.
Theorem: The center Z(Bˇ) is a polynomial ring in rank(gθ) vari-
ables.
Moreover, we show that Z(Bˇ) has a natural basis indexed by a subset
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PZ(Bˇ) of the set of dominant integral weights for g. Just as for the
ordinary quantized enveloping algebra, we expect central characters
to be useful in the analysis of completely reducible Bˇ-modules and the
classification of simple Bˇ-modules.
Part of our initial motivation in studying the center Z(Bˇ) was
to gain a better understanding of the relation between the two main
constructions of quantum symmetric pairs. As explained in [Let99b,
Section 6], Noumi-Sugitani-Dijkhuizen type coideals are contained in
quantum symmetric pair coideal subalgebras. In the opposite direc-
tion, it was pointed out in [Kol] that any element in Z(Bˇ)∩(adrUˇ)τ(2µ)
leads to a solution of the reflection equation and hence associates a
coideal subalgebra of Noumi-Sugitani-Dijkhuizen type to the quantum
symmetric pair coideal subalgebra Bˇ. Thus suitable central elements
in Bˇ for exceptional g allow Noumi-Sugitani-Dijkhuizen type construc-
tions for compact symmetric spaces of exceptional type. The present
paper guarantees the existence of such central elements.
There are several techniques for analyzing the center of quantized
universal enveloping algebras. M. Rosso [Ros90] and, similarly, C. De
Concini and V.G. Kac [CK90] used an analog of the Harish-Chandra
homomorphism to describe the center. For quantum symmetric pair
coideal subalgebras, however, it is not yet clear how to define an
analog of a Cartan subalgebra. Thus a Harish-Chandra homomor-
phism is not available. In the present paper, we follow a different
approach. A. Joseph and the second author [JL94] determined all
finite-dimensional submodules of Uˇ under the adjoint action. The
resulting locally finite part Fr(Uˇ) contains the center of Uˇ in an im-
mediately identifiable way. It was observed in [Let99a] that Z(Bˇ) is a
subalgebra of Fr(Uˇ). Hence any central element in Bˇ is contained in a
sum of spherical submodules of Fr(Uˇ). To determine Z(Bˇ) we exploit
the structure of the direct summand (adrUˇ)τ(2µ), for µ a dominant
integral weight, of the locally finite part. Moreover, using the struc-
ture of Bˇ and two filtrations invariant under the adjoint action, we
show that (adrUˇ)τ(2µ) contains an element of Z(Bˇ) up to terms of
lower filter degree if and only if µ ∈ PZ(Bˇ).
The situation considered here is reminiscent of an approach taken
in [FM98], [FMJ01] to determine the semicenter of the quantized en-
veloping algebra of a parabolic subalgebra of g. The semicenter is
also contained in the locally finite part of Uˇ . It is noteworthy that
the condition for (adrUˇ)τ(2µ) to contain an element in the semicenter
[FM98, The´ore`me 3] resembles the condition in the definition (34) of
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PZ(Bˇ).
This paper is organized in nine sections. After fixing notation, we
briefly recall the construction and some properties of the quantum
symmetric pair Uˇ , Bˇ. In Section 2, the filtration invariant under the
adjoint action from [JL94] is compared to a similar filtration based
on the restricted root system of the symmetric pair. It is shown that
the locally finite parts of the associated graded algebras coincide as
Uˇ -modules. This will allow us to work with the second filtration when
necessary.
In Section 3, we obtain preliminary properties of direct summands
(adrUˇ)τ(2µ) of the locally finite part that contain highest weight com-
ponents of central elements in Bˇ. A refinement of these properties
leads to the definition of PZ(Bˇ) in Section 7.
There are two tensor product decompositions of Uˇ , the triangular
and the quantum Iwasawa decomposition. Using the first, one can read
off the minimal filter degree with respect to the filtrations introduced
in Section 2. On the other hand, using the second, one easily checks
whether an element belongs to Bˇ. In Sections 4 and 5, it is shown that
weight estimates and filter degrees can also be read off from elements
decomposed with respect to the quantum Iwasawa decomposition.
The second decomposition is also at the heart of producing a pro-
jection map from Uˇ onto Bˇ as defined in Section 6. Applying results
from the previous sections, we show that this projection map preserves
weight estimates and filter degrees. The projection map is then used
to approximate general elements in Uˇ by elements in Bˇ with similar
properties.
In Section 7, it is shown that for every µ ∈ PZ(Bˇ) there exists a
unique highest weight vector of spherical weight in (adrUˇ)τ(2µ) that
also occurs as a highest weight component of an element in Bˇ. This
highest weight vector is the highest weight component of a central
element dµ ∈ Z(Bˇ) constructed in Section 8. We prove that {dµ |µ ∈
PZ(Bˇ)} is a basis of Z(Bˇ).
Finally, in Section 9, the set PZ(Bˇ) is determined explicitly for
every symmetric pair. It turns out that PZ(Bˇ) is a free monoid of rank
rank(gθ). This result is used to show that Z(Bˇ) is a polynomial ring
in rank(gθ) variables.
For the convenience of the reader we have listed all commonly used
notation – in order of appearance – in an appendix.
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1 Preliminaries
Let C denote the complex numbers, Z denote the integers, and N
denote the nonnegative integers.
1.1 Complex semisimple Lie algebras. Let g be a finite-dimen-
sional complex semisimple Lie algebra of rank n and h be a fixed
Cartan subalgebra of g. Let ∆ denote the root system associated
with (g, h). Choose an ordered basis π = {α1, . . . , αn} of simple roots
for ∆. Identify h with its dual via the Killing form. The induced
nondegenerate symmetric bilinear form on h∗ is denoted by (·, ·). Let
W denote the Weyl group associated to the root system ∆ and let w0
denote the longest element inW with respect to π. We write Q(π) for
the root lattice and P (π) for the weight lattice associated to the root
system ∆. Set Q+(π) = Nπ and let P+(π) be the set of dominant
integral weights with respect to π. We will denote the fundamental
weights in P+(π) by ω1. . . . , ωn. Let ≤ denote the standard partial
ordering on h∗. In particular, µ ≤ γ if and only if γ − µ ∈ Q+(π).
1.2 The quantized enveloping algebra. Let q be an indeterminate
and let M be a positive integer so that (M/2)(λ, µ) ∈ Z for all µ ∈
P (π). Let q1/M be a fixed M th root of q in the algebraic closure
of C(q). Set C equal to the field of rational functions C(q1/M ). We
consider here the q-deformed universal enveloping algebra Uq(g) as
the C-algebra generated by elements ti, t
−1
i , xi, yi, where i = 1, . . . , n,
subject to the relations as given in [Jos95, Section 3.2.9]. In particular,
one has
(i) The t1, . . . , tn generate a free abelian group of rank n.
(ii) tixj = q
(αi,αj)xjti and tiyj = q
−(αi,αj)yjti for all 1 ≤ i ≤ n.
(iii) xiyj − yjxi = δij(ti − t
−1
i )/(q
(αi ,αi)/2 − q−(αi,αi)/2) for all 1 ≤
i, j ≤ n.
(iv) The x1, . . . , xn and the y1, . . . , yn satisfy the quantum Serre re-
lations (see for example [Let02, (1.7)]).
We often write U = Uq(g). Note that it is necessary to work over
the field C instead of C(q) so that U may be enlarged to the sim-
ply connected quantized enveloping algebra and the extension of the
quantized enveloping algebra used in Section 5.1.
The algebra U also has a Hopf algebra structure with coproduct
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∆, antipode σ, and counit ǫ satisfying
∆xi = xi ⊗ 1 + ti ⊗ xi, σ(xi) = −t
−1
i xi, ǫ(xi) = 0,
∆yi = yi ⊗ t
−1
i + 1⊗ yi, σ(yi) = −yiti, ǫ(yi) = 0,
∆ti = ti ⊗ ti, σ(ti) = t
−1
i , ǫ(ti) = 1.
The algebra U acts on itself from the right by the right adjoint action,
denoted by adr. This action is completely determined by the action
of the generators of U as follows:
(adrti)b = t
−1
i bti,
(adrxi)b = t
−1
i bxi − t
−1
i xib, (1)
(adryi)b = byi − yitibt
−1
i
for all b ∈ U and 1 ≤ i ≤ n. Throughout this paper we will en-
counter various right U -modules for which the right action is induced
by the adjoint action of U on itself. We will frequently call such mod-
ules (adrU)-modules. Similarly, we will talk of (adrM)-modules for
subalgebras M of U and its extensions.
Let U+ denote the subalgebra of U generated by x1, . . . , xn and let
U− denote the subalgebra of U generated by y1, . . . , yn. Similarly, let
G+ and G− denote the subalgebras of U generated by x1t
−1
1 , . . . , xnt
−1
n
and y1t1, . . . , yntn, respectively. Let T denote the multiplicative group
generated by t±11 , . . . , t
±1
n and let U
0 denote the subalgebra of U gen-
erated by T . The algebra U admits a triangular decomposition. In
particular, the multiplication map induces an isomorphism
U− ⊗ U0 ⊗ U+ → U. (2)
The same holds if one or both of U− and U+ are replaced by G− and
G+, respectively.
Let τ denote the group isomorphism from Q(π) onto T given by
τ(αi) = ti for i = 1, . . . , n. We can enlarge T to a group Tˇ such that
τ extends to an isomorphism from P (π) onto Tˇ . It is often conve-
nient to consider the simply connected quantized enveloping algebra
Uˇ generated by U and Tˇ . In particular, Uˇ is generated by xi, yi, for
i = 1, . . . , n, and τ(λ), for λ ∈ P (π), satisfying all the relations of U
and Tˇ as well as
τ(λ)xj = q
(λ,αj)xjτ(λ), τ(λ)yj = q
−(λ,αj)yjτ(λ) (3)
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for all λ ∈ P (π) and 1 ≤ j ≤ n. The subalgebra of Uˇ generated by
the elements τ(λ), λ ∈ P (π), is denoted by Uˇ0.
The following notation is used throughout this paper. For any
multiindex I = (i1, . . . , im), 1 ≤ ij ≤ n, define (yt)I = yi1ti1 · · · yimtim .
Set wt(I) = αi1 + · · ·+ αim . Note that (yt)I ∈ G
−. Let I be a set of
multiindices such that {(yt)I | I ∈ I} is a basis of G
−.
1.3 Left and right U-modules. Let M be a left U -module. Given
a vector subspace S of M and a weight µ ∈ P (π), the µ weight space
of S is the subspace Sµ defined by
Sµ = {a ∈ S | ti a = q
(αi,µ)a for all i = 1, . . . , n}. (4)
A weight vector v of S is called a highest weight vector provided that
v 6= 0 and xiv = 0 for all 1 ≤ i ≤ n. Similarly, a lowest weight vector
v is a nonzero weight vector with yiv = 0 for 1 ≤ i ≤ n.
Following standard notation as in [Jos95], the weight spaces of Uˇ
are weight spaces with respect to the left adjoint action. In particular,
given a subsetM of Uˇ and a weight µ ∈ P (π), the subsetMµ is defined
by
Mµ = {a ∈M | τ(λ)aτ(λ)
−1 = q(λ,µ)a for all λ ∈ P (π)}. (5)
For µ ∈ P+(π), let V (µ) denote the uniquely determined finite-dimen-
sional simple left U -module of highest weight µ.
To stick to the conventions of [Let02] we will consider left coideal
subalgebras of Uˇ in Section 1.5. It follows from Theorem 1.6 (be-
low) that it will be natural to consider right U -modules in order to
determine the center of these coideal subalgebras. Therefore we will
consider the dual space V (µ)∗ always with its natural right U -module
structure defined by fu(v) = f(uv) for all f ∈ V (µ)∗, v ∈ V (µ), and
u ∈ U .
For a subspace of a right U -module M one defines the right µ
weight space as in (4) with tia replaced by ati. Note that the right U -
module V (µ)∗ has a nonzero µ weight space. However, the elements of
this weight space are annihilated by each of the yi, 1 ≤ i ≤ n. Hence
we call a nonzero weight vector v of a right U -module a highest weight
vector if vyi = 0 for all i = 1, . . . , n. It should also be noted that Mµ
as defined in (5) is the −µ weight space for the right adjoint action.
1.4 Classical infinitesimal symmetric pairs. Let θ be an involu-
tive Lie algebra automorphism of g. Write gθ for the Lie subalgebra of
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g consisting of elements fixed by θ. The pair (g, gθ) is a (infinitesimal)
symmetric pair. A classification of involutions and symmetric pairs
up to isomorphism can be found in [Hel78, Chapter X, Sections 2, 5,
and 6] and [OV94, Section 4.1.4]. We further assume that the involu-
tion θ is maximally split with respect to h and the chosen triangular
decomposition of g in the sense of [Let02, Section 7]. It should be
noted that every involution of g is conjugate to a maximally split one
inside the group of Lie algebra automorphisms of g.
The involution θ induces an involution Θ of the root system ∆ of g
and thus an automorphism of h∗. Define πΘ = {αi ∈ π |Θ(αi) = αi}.
Let p be the permutation of {1, . . . , n} such that
Θ(αi) ∈ −αp(i) + ZπΘ for all αi /∈ πΘ (6)
and p(i) = i if αi ∈ πΘ. Moreover, let π
∗ be the set of all αi ∈ π \ πΘ
such that i = p(i) or i < p(i).
There is a second root system associated to the symmetric pair
(g, gθ) defined as follows. Given α ∈ h∗, set α˜ = (α − Θ(α))/2. The
subset
Σ = {α˜ |α ∈ ∆andΘ(α) 6= α}
of h∗ is the restricted root system associated to the pair (g, gθ). The
set of simple roots of Σ is just {α˜i |αi ∈ π
∗}. Let P (Σ) denote the
weight lattice of Σ. Let P+(Σ) be the set of dominant integral weights
with respect to Σ.
The partial ordering ≤ on h∗ restricts to a partial ordering on
P (Σ). It is also useful to introduce a restricted version of the standard
partial ordering. In particular, given µ, γ ∈ P (Σ), we write µ ≤r γ if
γ − µ ∈
∑
αi∈pi∗
Nα˜i.
1.5 Quantum symmetric pairs. The main result of [Let02] is the
classification for maximally split symmetric pairs (g, gθ) of all left
coideal subalgebras B inside U satisfying the following two properties:
•B specializes to U(gθ) as q goes to 1.
• If B ⊆ C and C is a subalgebra of U which specializes to U(gθ)
then B = C.
The pair U , B is called a quantum symmetric pair and is an analog
of the pair of enveloping algebras U(g), U(gθ). We briefly review the
structure of the coideal subalgebras B.
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Let M denote the Hopf subalgebra of U generated by xi, yi, t
±1
i
for αi ∈ πΘ. Define the subgroup TΘ of T by
TΘ = {τ(λ) |λ ∈ Q(π) andΘ(λ) = λ}
The subalgebra B of U is generated by M, TΘ, and elements Bi for
αi ∈ π \ πΘ. For the explicit form of the elements Bi consult [Let02,
Section 7]. In this paper we only use that
Bi = yiti + diθ˜(yi)ti + siti (7)
where di, si ∈ C, θ˜(yi) ∈ G
+
Θ(−αi)
, and θ˜(yi)ti ∈ Mxp(i)TΘ. It is
shown in [Let02] that any maximal left coideal subalgebra of U that
specializes to U(gθ) as q goes to 1 is isomorphic to an algebra B of
the above form via a Hopf algebra automorphism of U .
Set Bi = yiti for αi ∈ πΘ and set M
+ = M ∩ U+. Recall the
definition of I given in Section 1.2. Given a multiindex I = (i1, . . . , im)
in I, set BI = Bi1 · · ·Bim. By [Let02, Section 7], we have the direct
sum decomposition
B = ⊕I∈IBIM
+TΘ. (8)
It follows that when b ∈ B is written as a sum of weight vectors in Uˇ ,
any lowest weight term is an element of G−M+TΘ.
Let T ′Θ be the subalgebra of Uˇ defined by
T ′Θ = {τ(λ)| λ ∈ P (π) and Θ(λ) = λ}.
Let Bˇ be the subalgebra of Uˇ generated by B and T ′Θ. It follows
from properties of B that Bˇ is a left coideal subalgebra of Uˇ that
specializes to U(gθ) as q goes to 1. It should be noted that the direct
sum decomposition (8) as well as the subsequent remark also hold for
Bˇ if TΘ is replaced by the group T
′
Θ.
1.6 The locally finite part of Uˇ . The locally finite part of Uˇ with
respect to the right adjoint action of U on Uˇ is the set
Fr(Uˇ ) = {a ∈ Uˇ | dim((adrU)a) <∞}.
We recall here some basic facts about Fr(Uˇ ) from [JL94] (see also
[Jos95]). However, it should be noted that [JL94] is written in terms
of the left adjoint action while here we focus on the right adjoint action.
Definitions and theorems from [JL94] will be translated accordingly.
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The vector space Fr(Uˇ) is a subalgebra of Uˇ . As an (adrU)-
module, it can be decomposed as follows [JL94, Thm. 4.10]
Fr(Uˇ ) =
⊕
µ∈P+(pi)
(adrU)τ(2µ). (9)
Recall further the isomorphism (adrU)τ(2µ) ∼= V (µ)
∗ ⊗ V (−w0µ)
∗ of
right U -modules [JL94, Corollary 3.5].
Consider µ ∈ P+(π). The following formula is useful in analyzing
the (adrU)-module generated by τ(2µ). Let ζ and ξ be elements in
Q+(π). The description of the right adjoint action combined with the
relations of U ensure that
(adrU
−
−ζU
+
ξ )τ(2µ) ∈
∑
α≤ζ
∑
β≤ξ
∑
0≤η≤ζ−α
0≤η≤ξ−β
U−−αG
+
β τ(2µ − 2η). (10)
Let Z(Bˇ) denote the center of Bˇ. The fact that Bˇ is a left coideal
implies that any element in Z(Bˇ) spans a one-dimensional (adrB)-
invariant submodule of Uˇ . The following observation will allow us to
use the well known structure of the locally finite part Fr(Uˇ) in the
investigation of the center of Bˇ.
Theorem 1.6 [Let, Theorem 1.2] Each finite-dimensional (adrB)-
submodule of Uˇ is a subset of Fr(Uˇ ). In particular, Z(Bˇ) is a subal-
gebra of Fr(Uˇ).
1.7 Spherical modules. Given a U -module M , let MB denote the
set of B-invariant elements inside of M . For example, if M is a left
U -module, then MB = {v ∈ M | bv = ε(b)v for all b ∈ M}. A finite-
dimensional simple U -module V (λ), λ ∈ P+(π), is called spherical
if V (λ)B is one dimensional. It is shown in [Let03, Theorem 3.4]
that V (λ) is a finite-dimensional spherical U -module if and only if
λ ∈ 2P+(Σ). If λ ∈ 2P+(Σ), then we refer to λ as a spherical weight.
Fix λ ∈ P+(π) and let vλ denote the highest weight vector of
V (λ). Assume further that V (λ) is spherical and let vB be a nonzero
B-invariant element of V (λ). Rescaling if necessary, we can write
vB = vλ +
∑
{µ∈P (Σ)| µ<rλ}
wµ (11)
where each wµ is a vector of weight µ inside V (λ) [Let03, Theorem
3.6].
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By [Let02, Theorem 7.6] the left B-module V (λ) is a direct sum
of irreducible left B-modules. Hence the right B-module V (λ)∗ also
decomposes into irreducible right B-modules. Thus V (λ)∗ contains a
right B-invariant element if and only if V (λ) contains a left B-invariant
element. Moreover, this holds if and only if λ is spherical.
2 Two (adrU)-invariant filtrations
In this section, we consider two (adrU)-invariant filtrations on Uˇ . The
first filtration F is one of the basic tools used to analyze the locally
finite part of Uˇ in [JL94] (see also [Jos95, Chapter 7]). The second
filtration Fθ is a modification of F that is based on the restricted
root system Σ in the same way as F is based on the root system π.
An isomorphism of the locally finite parts of the graded algebras of Uˇ
with respect to these two different filtrations is established at the end
of the section.
2.1 The standard (adrU)-invariant filtration. Let h : Qπ → Q
denote the height function defined by
h(
∑
i
niαi) =
∑
i
ni. (12)
Note that the image of P (π) under the height function is contained
in 1NZ for some sufficiently large positive integer N . Consider the
1
NZ-filtration F of Uˇ defined by the following degree function
deg(xit
−1
i ) = deg(yi) = 0, deg τ(λ) = h(λ) (13)
for all i = 1, . . . , n and λ ∈ P (π). Note that F restricts to a Z-filtration
on U . Define Gr := grF (Uˇ), Gr
0 := grF (Uˇ
0), Gr− := grF (U
−), and
Gr+ := grF (G
+) to be the associated graded algebras. The descrip-
tion (1) of the right adjoint action of U on Uˇ implies that F is an
(adrU)-invariant filtration. In particular, Gr inherits the structure of
an (adrU)-module from Uˇ . Given a ∈ Uˇ , we denote its graded image
in Gr by a¯. More precisely, for each a ∈ Fn(Uˇ) \ Fn−1/N (Uˇ) we write
a¯ for the image of a in the subspace Fn(Uˇ)/Fn−1/N (Uˇ) of Gr.
Note that U− ⊆ F0U
− and F−1/NU
− = {0}. Hence U− ∼= Gr− ∼=
Gr−0 . Similarly one obtains G
+ ∼= Gr+ ∼= Gr+0 . Note that Gr
0, Gr−,
and Gr+ are subalgebras of Gr. By the triangular decomposition (2)
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the multiplication map
Gr− ⊗Gr0 ⊗Gr+ → Gr
is an isomorphism. Using this isomorphism, we may identify Gr−⊗Gr0
with Gr−Gr0 and Gr0 ⊗Gr+ with Gr0Gr+ as vector spaces.
2.2 The locally finite part of Gr. Given µ ∈ P+(π), define the
subspace K(2µ)+ of Gr+ and the subspace K(2µ)− of Gr− by
(adrU
−)τ(2µ) = K(2µ)− ⊗ Cτ(2µ), (14)
(adrU
+)τ(2µ) = Cτ(2µ)⊗K(2µ)+. (15)
By [JL94, Section 4.9] one has
(adrU)τ(2µ) = K(2µ)
− ⊗ Cτ(2µ) ⊗K(2µ)+. (16)
Lemma 2.2 Given µ ∈ P+(π) and G ∈ K(2µ)−α⊗Cτ(2µ)⊗K(2µ)
+
−β ,
there exists an element a ∈
∑
ζ≤α
∑
ξ≤β U
−
−ζU
+
ξ such that (adra)τ(2µ) =
G.
Proof: Without loss of generality, we may assume that G = u′ ⊗
τ(2µ)⊗ v′ for some u′ ∈ K(2µ)−α and v
′ ∈ K(2µ)+−β. By (14) and (15)
there exist u ∈ U− and v ∈ U+ such that (adru)τ(2µ) = u
′ ⊗ τ(2µ)
and (adrv) = τ(2µ) ⊗ v
′. We may further assume that u ∈ U−−α and
v ∈ U+β because the adjoint action on τ(2µ) preserves weight spaces.
Using the fact that K(2µ)− is an (adrU
+)-submodule of Gr− [JL94,
Section 4.9] combined with the relations of U one obtains
(adruv)τ(2µ) = (adrv)(u
′ ⊗ τ(2µ))
∈ q(α,β)u′ ⊗ τ(2µ)⊗ v′ +
∑
η<α
ξ<β
K(2µ)−η ⊗ τ(2µ)⊗K(2µ)
+
−ξ .
The lemma follows by induction on the height of α and β. 
By [Jos95, Lemma 7.1.4] the (adrU)-modules (adrU)τ(2µ) and
(adrU)τ(2µ) are isomorphic for each µ ∈ P
+(π). Moreover, the locally
finite part Fr(Gr) of Gr is isomorphic to Fr(Uˇ ) as an (adrU)-module
[JL94, Sec. 4.10], [Jos95, Sec. 7.1]. This isomorphism is given by the
function g : Fr(Uˇ)→ Fr(Gr) defined by
g((adru)τ(2µ)) = (adru)τ(2µ) (17)
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for all µ ∈ P+(π) and u ∈ U . The isomorphism g combined with the
decomposition of Fr(Uˇ) in (9) yields the following direct sum decom-
position:
Fr(Gr) =
⊕
µ∈P+(pi)
(adrU)τ(2µ). (18)
2.3 A coarse adr-invariant filtration. The second filtration is
defined using a height function associated to the restricted root system
instead of the ordinary height function. More precisely, the height
function hΣ associated to the restricted root system is the function
hΣ : QΣ→ Q defined by
hΣ(
∑
αi∈pi∗
niα˜i) =
∑
αi∈pi∗
ni. (19)
The function hΣ can be extended to a function on Qπ by setting
hΣ(λ) = hΣ(λ˜) for all λ ∈ Qπ. Note that hΣ restricts to a function
from P (π) to 1NZ for a sufficiently large positive integer N . For the
remainder of this paper, we assume that N has been chosen so that
both height functions h and hΣ map P (π) to 1NZ.
Define a 1NZ-filtration F
θ of Uˇ by the degree function
deg(xit
−1
i ) = deg(yi) = 0, deg(τ(λ)) = h
Σ(λ) (20)
for all i = 1, . . . , n and λ ∈ P (π). Note that Fθ restricts to a Z-
filtration on U . Moreover, Fθ is an (adrU)-invariant on both U and
Uˇ . The analogous filtration invariant under the left adjoint action has
been used in [Let04, Sec. 5]. Let Grθ = grFθ (Uˇ) be the associated
graded algebra. Given a ∈ Uˇ , we denote its graded image in Grθ by
a¯θ.
Consider weights α and β in Q(π) such that α ≤ β. Note that if
hΣ(α) < hΣ(β) then α < β and so h(α) < h(β). This observation will
be useful in comparing the two filtrations F and Fθ.
2.4 The locally finite part of Grθ. The locally finite part of Grθ
with respect to the right adjoint action of U on Uˇ is the set
Fr(Gr
θ) = {a ∈ Grθ | dim((adrU)a) <∞}.
An immediate consequence of the following result is that the 1NZ-
graded (adrU)-module Fr(Gr
θ) can be obtained from the 1NZ-graded
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(adrU)-module Fr(Gr) by renumbering degrees of the submodules of
the form (adrU)τ(2µ)).
Proposition 2.4 The map gθ : Fr(Uˇ)→ Fr(Gr
θ) defined by
gθ((adru)τ(2µ)) = (adru)τ(2µ)
θ
for all µ ∈ P+(π) and u ∈ U is an isomorphism of right U -modules.
Proof: Recall that Fr(Uˇ ) and Fr(Gr) are isomorphic as (adrU)-
modules via the map g defined in (17). Note that by the discussion
at the end of Section 2.3, one gets ker gθ ⊆ ker g. Therefore gθ is
injective.
To prove surjectivity let v ∈ Fθs Uˇ represent an element v
θ ∈
Fr(Gr
θ
s). In particular, dim((adrU)v
θ) < ∞. Without loss of gener-
ality, we may assume that there exist λ1, . . . , λk such that h
Σ(λi) = s
for all i = 1, . . . , k and
v ∈
k∑
i=1
U−τ(λi)G
+.
It follows from the description of the right adjoint action (1) and the
defining relations of U that
(adrU)v ∈
k∑
i=1
∑
µ≤λi
U−τ(µ)G+.
Since (adrU)v¯
θ is finite dimensional, there exist subspaces Ui of U
−
and Gi of G
+ such that
(adrU)v ⊆
k∑
i=1
Uiτ(λi)Gi +
k∑
i=1
∑
µ<λi
U−τ(µ)G+.
Let m be the smallest rational number such that v ∈ Fm(Uˇ). It
follows that
(adrU)v ⊆
∑
{i|h(λi)=m}
Uiτ(λi)Gi +
∑
{µ∈P (pi)|h(µ)<m}
U−τ(µ)G+. (21)
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Note that (21) ensures that (adrU)v¯ is contained in the image of the
finite-dimensional subspace
∑
{i|h(λi)=m}
Uiτ(λi)Gi inside Gr. In par-
ticular, v¯ ∈ Fr(Gr). It follows from (18) that
v ∈
∑
{i|h(λi)=m}
(adrU)τ(λi) +
∑
{µ∈P (pi)|h(µ)<m}
U−τ(µ)G+. (22)
Moreover, λi ∈ 2P
+(π) for all i such that h(λi) = m. In particular,
m is a nonnegative element of 1NZ.
Using (22), we can choose w ∈
∑
h(λi)=m
(adrU)τ(λi) such that
v−w is of smaller filter degree than m with respect to F . Since each
λi ∈ 2P
+(π), we see that w¯θ is in Fr(Gr
θ). Assume first that m = 0.
Suppose that v¯θ 6= w¯θ. It follows that v¯θ − w¯θ = (v − w)
θ
. Hence,
(v −w)
θ
is an element of Fr(Gr
θ). Arguing as above with v replaced
by v − w, we see that v − w ∈ Fc(Uˇ) for some nonnegative element
c of 1NZ. Moreover, c must be strictly less than m and m = 0. This
contradiction forces v¯θ = w¯θ. Therefore v¯θ = gθ(w) and so v¯θ is in the
image of gθ. Now assume that m > 0. If v¯θ = w¯θ, then once again v¯θ
is in the image of gθ. Thus we may assume that v¯θ 6= w¯θ. Replacing
v by v −w, we obtain v −w ∈ Fc(Uˇ ) for some nonnegative element c
of 1NZ strictly less than m. By induction, v − w
θ ∈ gθ(Fr(Uˇ)). The
lemma now follows from the fact that wθ is in the image of gθ and
v¯θ − w¯θ = v − wθ. 
2.5 B-invariant elements of Gr and Grθ. Recall that Uˇ is semisim-
ple as an (adrT )-module. Hence both Gr and Gr
θ are semisimple
(adrT )-modules. It follows from [Let99a, Lemma 3.4] that any ele-
ment b ∈ GrB generates a finite-dimensional (adrU)-submodule. Thus
GrB ⊆ Fr(Gr). Similarly one has (Gr
θ)B ⊆ Fr(Gr
θ). The second part
of the following result is an immediate consequence of Theorem 1.6,
Proposition 2.4, and the fact that the map g defined by (9) is an
isomorphism.
Theorem 2.5 We have the following inclusions of B-modules:
GrB ⊆ Fr(Gr), (Gr
θ)B ⊆ Fr(Gr
θ).
Moreover, the map g restricts to an isomorphism of UˇB onto GrB and
the map gθ restricts to an isomorphism of UˇB onto (Grθ)B.
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3 Spherical submodules of (adrU)τ (2µ)
The first lemma of this section describes a property satisfied by high-
est weight vectors inside submodules of the form (adrU)τ(2µ). We
then establish a multiplicity result concerning certain spherical finite-
dimensional simple U -modules inside (adrU)τ(2µ), for µ ∈ P
+(π).
This latter result will help us determine which submodules (adrU)τ(2µ)
of Fr(Uˇ) contain nonzero elements of Z(Bˇ) up to lower degree terms
with respect to the filtration Fθ.
3.1 Highest weight vectors of Gr. By [JL94, 4.8], (adrU
−)τ(2µ)
contains a unique one-dimensional highest weight space with respect
to the right adjoint action. Moreover, the weight of this space is
µ − w0µ and all other weights of (adrU
−)τ(2µ) are strictly smaller
than µ − w0µ. The next lemma provides a useful property of highest
weight vectors in Gr.
Lemma 3.1 Let µ ∈ P+(π) and let v be a highest weight vector in
(adrU)τ(2µ). Then there exist nonzero weight vectors X ∈ K(2µ)
+
and Y ∈ K(2µ)−µ−w0µ such that
v ∈ Y ⊗ τ(2µ)⊗X +
∑
η<µ−w0µ
K(2µ)−η ⊗ Cτ(2µ)⊗K(2µ)
+.
Proof: We can write v =
∑k
i=1 Yi ⊗ Xi where each Yi is a weight
vector of K(2µ)− ⊗ τ(2µ) and each Xi is a weight vector of K(2µ)
+
with respect to the right adjoint action. Assume further that {Xi| 1 ≤
i ≤ k} is a linearly independent set. Let λ denote the weight of v and
let ηi denote the weight of Yi. Choose s ∈ {1, . . . , k} such that ηs is
maximal. Then for all j = 1, . . . , n one has
0 = (adryj)v
=
k∑
i=1
(adryj)Yi ⊗ (adrt
−1
i )Xi +
k∑
i=1
Yi ⊗ (adryi)Xi
∈
∑
ηi=ηs
(adryj)Yi ⊗ (adrt
−1
i )Xi +
∑
η 6=ηs
K(2µ)− ⊗ Cτ(2µ) ⊗K(2µ)+λ−η
and hence (adryj)Yi = 0 for all j = 1, . . . , n and for all i such that
ηi = ηs. In particular, Yi is a highest weight vector in (adrU
−)τ(2µ)
whenever ηi = ηs. The result now follows from the discussion preced-
ing the lemma. 
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3.2 Multiplicity of spherical modules. Recall that πΘ is the
subset of π consisting of those simple roots αi such that Θ(αi) = αi.
Write W (πΘ) for the subgroup of the Weyl group W generated by the
simple reflections corresponding to the simple roots in πΘ. Note that
W (πΘ) is the Weyl group corresponding to the root system generated
by πΘ. Let w
′
0 denote the longest element in W (πΘ).
Let m denote the semisimple Lie subalgebra of g generated by the
positive and negative root vectors corresponding to the simple roots
in πΘ. Note that M can be identified with the quantized envelop-
ing algebra of m. Suppose that µ ∈ P+(π). Then µ restricts to a
dominant integral weight with respect to the root system generated
by πΘ. It follows as in the discussion preceding Lemma 3.1, that the
subspace of (adrM
+)τ(2µ) annihilated by each (adrxi) for αi ∈ πΘ
is one dimensional. Moreover, this space is a weight space of weight
−µ+ w′0µ with respect to the right adjoint action of U .
Theorem 3.2 Let λ be a spherical weight and let µ ∈ P+(π) such
that µ− w0µ− λ ∈ NπΘ. Then
[(adrU)τ(2µ) : V (λ)
∗] ≤ 1. (23)
Moreover,
[(adrU)τ(2µ) : V (λ)
∗] = 1 (24)
if and only if λ = w′0µ− w0µ.
Proof: As noted in Section 2.2, the right U -modules (adrU)τ(2µ)
and (adrU)τ(2µ) are isomorphic. Thus it is sufficient to prove (23)
and (24) using (adrU)τ(2µ) instead of (adrU)τ(2µ). Let Yλ denote
a highest weight vector of weight λ inside (adrU)τ(2µ). By the dis-
cussion preceding Lemma 3.1, we can choose a unique (up to scalar
multiplication) nonzero Y ∈ K(2µ)− such that Y ⊗ τ(2µ) is a highest
weight vector of weight µ−w0µ in (adrU
−)τ(2µ). Lemma 3.1 ensures
that there exists a nonzero X ∈ K(2µ)+ such that
Yλ ∈ Y ⊗ τ(2µ)⊗X +
∑
0≤η<µ−w0µ
K(2µ)−η ⊗ τ(2µ)⊗K(2µ)
+
λ−η .
We claim that
(adrxi)(τ(2µ) ⊗X) = 0 for all αi ∈ πΘ. (25)
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Indeed, recall that λ is spherical and Yλ is a highest weight vector
of weight λ. It follows that Yλ is (adrMTΘ)-invariant. Hence, for
αi ∈ πΘ one has
0 = (adrxi)Yλ ∈ ((adrti)Y )⊗ ((adrxi)(τ(2µ) ⊗X))
+
∑
0≤η<µ−w0µ
K(2µ)−η ⊗ τ(2µ) ⊗K(2µ)
+
which proves (25).
Note that Y ⊗ τ(2µ)⊗X is a vector of weight λ. It follows that
τ(2µ)⊗X ∈ τ(2µ)⊗K(2µ)+−β
where β = µ−w0µ−λ. By assumption, β ∈ NπΘ. Hence τ(2µ)⊗X ∈
(adrM
+)τ(2µ). By the discussion preceding the lemma, τ(2µ) ⊗
X spans the unique one-dimensional subspace in (adrM
+)τ(2µ) an-
nihilated by all (adrxi) for αi ∈ πΘ. Hence up to multiplication
by a nonzero scalar, any highest weight vector Y ′λ of weight λ in
(adrU)τ(2µ) satisfies
Y ′λ ∈ Y ⊗ τ(2µ)⊗X +
∑
0≤η<µ−w0µ
K(2µ)−η ⊗ τ(2µ)⊗K(2µ)
+.
Therefore any two highest weight vectors of weight λ in (adrU)τ(2µ)
are linearly dependent. Hence (23) is proved.
By (25) and the discussion preceding the lemma, the weight −β of
τ(2µ) ⊗X satisfies β = µ − w′0µ. On the other hand, β is defined to
be the weight µ− w0µ− λ. Thus
λ = w′0µ− w0µ (26)
is a necessary condition for (24) to hold.
Assume now that λ = w′0µ−w0µ holds. Recall the isomorphism of
right U -modules (adrU)τ(2µ) ∼= V (µ)
∗ ⊗ V (−w0µ)
∗ noted in Section
1.6. To complete the proof, it suffices to show that the left U -module
V (µ)⊗V (−w0µ) contains a highest weight vector of weight λ = w
′
0µ−
w0µ.
Let M denote theM-submodule of V (µ) generated by the highest
weight vector vµ ∈ V (µ). Similarly, let M
∗ denote the M-submodule
of V (−w0µ) generated by the highest weight vector v−w0µ ∈ V (−w0µ).
As λ = w′0µ − w0µ and (λ, αi) = 0 for all αi ∈ πΘ the M-modules
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M and M∗ are dual to each other. Hence the subset M ⊗ M∗ of
V (µ)⊗V (−w0µ) contains a nonzeroM-invariant element v of weight
w′0µ−w0µ = λ. But as λ+αi 
 µ−w0µ for all αi /∈ πΘ, the element
v is a highest weight vector for the action of U on V (µ) ⊗ V (−w0µ).
This completes the proof that the condition λ = w′0µ − w0µ implies
(24). 
4 The triangular decomposition
The aim of this section is to extract information about elements in B
and Fr(Uˇ ) with respect to the triangular decomposition Uˇ ∼= G
− ⊗
U+ ⊗ Uˇ0. These results will be used to express certain elements in
Fr(Uˇ) as elements of Bˇ up to terms of lower F
θ filter degree.
4.1 Triangular decomposition of elements in Bˇ. Recall the
partial ordering ≥r defined in Section 1.4. Set
T≥ = span{τ(δ)| δ ∈ P (π) and δ˜ ≥r 0}.
Note that T≥ is a subalgebra of Uˇ
0 which contains C[ti|αi ∈ π] and
T ′Θ.
Lemma 4.1 The algebra Bˇ is a subset of G−U+T≥.
Proof: The relations of U guarantee that the subalgebra of U gener-
ated by G−, U+, T ′Θ, and C[ti|αi ∈ π] is a subset of G
−U+T≥. Note
that by definition (7) each Bi lies in the subalgebra generated by G
−,
U+, TΘ and C[ti|αi ∈ π]. Moreover, M ⊆ G
−U+TΘ. This completes
the proof of the lemma. 
4.2 Triangular decomposition of elements in (adrU)τ(2µ). It
follows from (9) that Fm(Fr(Uˇ)) is finite dimensional for all m ≥ 0.
Unfortunately, a similar statement does not hold for the filtration Fθ.
In order to prove the main results of this paper, it is necessary to
restrict to finite-dimensional subspaces of Fθm(Fr(Uˇ )). This is done
by intersecting with spaces G(≤µ) defined as follows. For µ ∈ P (π)
set
G(≤µ) := U−G+τ(µ)C[t−21 , . . . , t
−2
n ] =
∑
η∈Q+(pi)
U−G+τ(µ− 2η).
(27)
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Note that the sets G(≤µ) for µ ∈ P (π) satisfy the following multi-
plicative property:
G(≤µ1)G(≤µ2) = G(≤(µ1 + µ2)) for all µ1, µ2 ∈ P (π). (28)
Proposition 4.2 Fix µ ∈ P+(π). Suppose that v ∈ (adrU)τ(2µ) and
w ∈ G−U+T≥ satisfy
v − w ∈
∑
α6≥2µ
G(≤α). (29)
Then v ∈ G−U+T≥.
Proof: The description of the right adjoint action (1) implies that
(adrU)τ(2µ) is a subset of G(≤2µ). In particular, there exists X ∈
U−G+τ(2µ) such that
v ∈ X +
∑
η>0
U−G+τ(2µ − 2η). (30)
It now follows from (29) that
w ∈ X +
∑
α6=2µ
U−G+τ(α).
On the other hand, since w ∈ G−U+T≥ we have
w ∈
∑
ξ,ζ
∑
γ˜≥r0
G−−ζU
+
ξ τ(γ) =
∑
ζ,ξ
∑
γ˜−ζ˜−ξ˜≥r0
U−−ζG
+
ξ τ(γ)
where ζ and ξ run over elements in Q+(π) and each γ is in P (π). It
follows that
X ∈
∑
ζ,ξ
2µ˜≥r ζ˜+ξ˜
U−−ζG
+
ξ τ(2µ). (31)
By (31) and Lemma 2.2, there exists
a ∈
∑
ζ,ξ
2µ˜≥r ζ˜+ξ˜
U−−ζU
+
ξ
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such that v = (adra)τ(2µ). Now (10) implies that
v ∈
∑
α,β
∑
2η˜≤r2µ˜−α˜−β˜
U−−αG
+
β τ(2µ− 2η)
=
∑
α,β
∑
2η˜≤r2µ˜−α˜−β˜
G−−αU
+
β τ(2µ− 2η − α− β)
⊆
∑
α,β
∑
{δ∈P (pi)| δ˜≥r0}
G−−αU
+
β τ(δ).
The proposition follows from the definition of T≥. 
4.3 Triangular decomposition of elements in Fθm(Uˇ). Suppose
that a ∈ Fθm(Fr(Uˇ )) for some m ∈
1
NZ. It follows from Proposition
2.4 that
a ∈
∑
{γ∈P+(pi)| hΣ(2γ)≤m}
(adrU)τ(2γ).
Now suppose that µ ∈ P+(π) such that hΣ(2µ) > m. It further
follows that a ∈
∑
α6≥2µG(≤α). The next result can be viewed as an
extension of Proposition 4.2 with (adrU)τ(2µ) replaced by Fr(Uˇ).
Corollary 4.3 Suppose that w ∈ G−U+T≥ and
v ∈
∑
{γ∈P+(pi)| hΣ(2γ)>m}
(adrU)τ(2γ)
such that v − w ∈ Fθm(Uˇ ) for some m ∈
1
NZ. Then v ∈ G
−U+T≥.
Proof: We can find distinct weights µi ∈ P
+(π), for i = 1, . . . , r, and
elements vi ∈ (adrU)τ(2µi) such that v = v1 + · · ·+ vr. Furthermore,
we may assume that hΣ(2µi) ≥ m +
1
N for each 1 ≤ i ≤ r. Reorder
the µi if necessary so that µi > µj implies i > j. It follows that
vi ∈
∑
α6≥2µr
G(≤α) for i = 1, . . . , r−1. Moreover, Fθm(Uˇ) is a subset
of
∑
α6≥2µr
G(≤α) and hence vr−w ∈
∑
α6≥2µr
G(≤α). An application
of the preceding proposition yields vr ∈ G
−U+T≥. The corollary now
follows by induction on r after replacing w by w− vr and v by v− vr.

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5 The quantum Iwasawa decomposi-
tion
There is a second tensor product decomposition of Uˇ involving the
subalgebra Bˇ called the quantum Iwasawa decomposition. Since we
are interested in elements of Bˇ, it is often better to express elements in
terms of the quantum Iwasawa decomposition. This section provides
ways to translate information between the Iwasawa and the triangular
decompositions.
5.1 The quantum Iwasawa decomposition of Uˇ . In general, the
set P˜ (π) = {α˜ |α ∈ P (π)} is not a subset of P (π). As in Section 1.2,
we enlarge Tˇ to a group TˇΘAˇ such that the isomorphism τ extends to
an isomorphism from P (π)+ P˜ (π) to TˇΘAˇ. Set Aˇ = {τ(α˜)| α ∈ P (π)}
and TˇΘ = {τ((α + Θ(α))/2)|α ∈ P (π)}. Note that TˇΘ ∩ Tˇ = T
′
Θ and
that TˇΘAˇ is isomorphic to the group TˇΘ × Aˇ. As in Section 1.2, we
can form the algebra Uˇ TˇΘ by insisting that relation (3) holds for all
τ(λ) ∈ TˇΘ.
Let ad denote the left adjoint action [Let02, (1.2) and Section
5]. Set N+ equal to the subalgebra of U+ generated by the (adM+)-
module (adM+)(C[xi |αi /∈ πΘ]). The following isomorphism is a form
of the quantum Iwasawa decomposition and easily deduced from [Let,
Section 4]. The multiplication map induces an isomorphism
BTˇΘ ⊗ C[Aˇ]⊗N
+ ∼= Uˇ TˇΘ. (32)
This implies in particular that Uˇ = (BN+TˇΘAˇ) ∩ Uˇ = BN
+Uˇ0.
The next lemma provides more detailed information concerning
the triangular decomposition of elements BI , for I ∈ I.
Lemma 5.1 For all I ∈ I, we have
BI ∈ (yt)I +
∑
η<wt(I)
hΣ(η)<hΣ(wt(I))
G−η U
+T.
Proof: This is a straightforward induction on h(wt(I)). 
5.2 Comparing the two tensor product decompositions. Esti-
mates on the filter degree or weight of an element u ∈ Uˇ are usually
obtained by decomposing u with respect to the triangular decomposi-
tion (2). A consequence of the following lemma is that the summands
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of the decomposition of u with respect to the quantum Iwasawa de-
composition often satisfy the same estimates.
Proposition 5.2 Assume λ ∈ P (π) and k ∈ 1NZ. Then the following
relations hold.
(i) G(≤λ) =
∑
I∈I BI [G
+Uˇ0 ∩G(≤(λ− wt(I)))].
(ii) Fθk (Uˇ) =
∑
I∈I BI [G
+Uˇ0 ∩ Fθ
k−hΣ(wt(I))
(Uˇ )].
(iii)
∑
hΣ(η)<k Uˇ−η =
∑
I∈I BI [G
+Uˇ0 ∩
∑
hΣ(η+wt(I)))<k Uˇ−η].
Proof: Note that for all three statements it suffices to show that
the left hand side is contained in the right hand side. We first prove
(i). Let a ∈ G(≤λ). Without loss of generality we can assume that
a = (yt)IaI for some I ∈ I and aI ∈ U
+Tˇ . We have to show that
(yt)IaI is also contained in the set on the right hand side of (i). Note
that a ∈ G(≤λ) implies aI ∈ G(≤(λ − wt(I))). The multiplicative
property (28) implies BIaI ∈ G(≤λ). By Lemma 5.1 one gets
(yt)IaI −BIaI ∈
∑
η<wt(I)
G−−ηU
+T ∩G(≤λ).
Claim (i) now follows by induction on the height of wt(I).
One obtains assertions (ii) and (iii) using a similar argument with
G(≤λ) replaced by Fθk (Uˇ ) and
∑
hΣ(η)<k Uˇ−η, respectively. 
6 A projection of Uˇ onto Bˇ
This section defines a projection b of Uˇ onto Bˇ using the quantum
Iwasawa decomposition. We further show that b(u) inherits estimates
of filter degree and weight from u. The map b is a critical tool in the
construction of a particularly nice basis of the center of Bˇ in Section
8.
6.1 An (adrMTΘ)-submodule of Uˇ TˇΘ. Let N
+
+ denote the inter-
section of N+ with the augmentation ideal of U . Set Aˇ+ := Aˇ \ {1}.
Let G denote the subset AˇN++ + Aˇ
+ of Uˇ TˇΘ.
Lemma 6.1 The vector space BTˇΘG is an (adrMTΘ)-module. More-
over, BTˇΘG ∩BTˇΘ = {0}.
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Proof: The second statement follows immediately from the quantum
Iwasawa decomposition (32).
To prove the first statement note first that BTˇΘG is (adrTΘ)-
invariant. Moreover, (adrm)t
′ ∈ Mt′ for all m ∈ M, t′ ∈ Aˇ+ and
Aˇ+M =MAˇ+. Thus it remains to prove that
(adrxi)N
+
+ ⊆MN
+
+ , (adryi)N
+
+ ⊆MN
+
+
for all αi ∈ πΘ. In view of (1) these relations are equivalent to
N++xi ⊂MN
+
+ , N
+
+ yi ⊂MN
+
+
for all αi ∈ πΘ. The first formula follows immediately from the fact
that the multiplication map gives an isomorphism U+ ∼=M+⊗N+ of
vector spaces [Ke´b99]. For the second formula one has to commute yi
to the left side using the defining relations (iii) of U before applying
U+ ∼=M+ ⊗N+. 
6.2 A MTΘ-module decomposition. Recall that BTˇΘ contains
the Hopf algebraMTΘ. It follows that BTˇΘ is an (adrMTΘ)-module.
Thus the quantum Iwasawa decomposition (32) and Lemma 6.1 yield
the following direct sum decomposition
Uˇ TˇΘ = BTˇΘG ⊕BTˇΘ (33)
of Uˇ TˇΘ into MTΘ-modules with respect to the right adjoint action.
Given u ∈ Uˇ TˇΘ, let b(u) be the projection of u onto BˇTˇΘ with respect
to (33).
Lemma 6.2 The projection b restricts to a mapping of Uˇ onto Bˇ.
Proof: The quantum Iwasawa decomposition for Uˇ below (32) im-
plies that b(Uˇ) = b(BUˇ0). Any element u ∈ BUˇ0 can be uniquely
decomposed in the form u = u1 + u2 where
u1 ∈
∑
Θ(λ)6=λ
Bτ(λ), u2 ∈
∑
Θ(λ)=λ
Bτ(λ).
The claim of the lemma follows because b(u) = u2 and u2 ∈ Bˇ. 
6.3 Properties of the map b. Consider u ∈ Uˇ . The next result
shows that b(u) retains certain characteristics of u related to degree
and weight.
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Proposition 6.3 Assume λ ∈ P (π) and k ∈ 1NZ. The map b has the
following properties.
(i) b(G(≤λ)) ⊆ G(≤λ).
(ii) b(Fθk (Uˇ)) ⊆ F
θ
k (Uˇ).
(iii) b(
∑
hΣ(η)<k Uˇ−η) ⊆
∑
hΣ(η)<k Uˇ−η.
Proof: We prove assertion (i) using Proposition 5.2(i). The other
two assertions follow in a similar manner from Proposition 5.2(ii) and
(iii). Assume u ∈ G(≤λ). We can write
u =
∑
I∈I
∑
γ∈Q+(pi)
∑
β∈P (pi)
BIaIγβ
where aIγβ ∈ G
+
γ τ(β) and the set {aIγβ | γ ∈ Q
+(π) and β ∈ P (π)} is
linearly independent for fixed I ∈ I. By Proposition 5.2(i) one gets∑
γ∈Q+(pi)
∑
β∈P (pi)
aI,γ,β ∈ G(≤(λ− wt(I)))
for each I ∈ I. Hence aI,γ,β ∈ G(≤(λ − wt(I))) for all I ∈ I, γ ∈
Q+(π), and β ∈ P (π). The multiplicative property (28) and Bi ∈
G(≤αi) ensure that BI ∈ G(≤wt(I)). Hence BIaIγβ ∈ G(≤λ) for all
I, γ, β. On the other hand, the definition of b implies that
b(u) =
∑
I∈I
∑
γ˜=0
∑
β˜=0
BIaIγβ.
Therefore b(u) ∈ G(≤λ). 
7 Highest weight vectors in G−M+T ′Θ
Let V be the vector space defined by
V = G−M+T ′Θ ∩ Fr(Uˇ)
U− ∩
∑
λ∈2P+(Σ)
Uˇ−λ.
In other words, V is the span of all highest weight vectors of spherical
weight contained in G−M+T ′Θ ∩ Fr(Uˇ).
The main result of this section finds a basis of V. This basis will be
used in Section 8 to find a basis of Z(Bˇ). Both bases are indexed by the
subset PZ(Bˇ) of P
+(π) defined by (34) below. Moreover, in subsection
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7.3 we obtain information about the weight spaces of spherical sub-
modules of Fr(Uˇ) generated by highest weight vectors not contained
in G−M+T ′Θ.
7.1 Highest weight vectors for spherical modules. The next
proposition determines which values µ ∈ P+(π) satisfy the following
condition: (adrU)τ(2µ) contains a highest weight vector of spherical
weight that is also an element of G−M+T ′Θ. Recall that w0 is the
longest element of the Weyl group W and that w′0 is the longest el-
ement of the subgroup W (πΘ) of W (see Section 3.2). Let PZ(Bˇ) be
the subset of P+(π) defined by
PZ(Bˇ) = {µ ∈ P
+(π) |Θ(µ) = µ+ w0µ− w
′
0µ}. (34)
Proposition 7.1 Let µ ∈ P+(π). Then (adrU)τ(2µ) ∩ V 6= {0} if
and only if µ ∈ PZ(Bˇ). Moreover, in this case any nonzero element
Yλ ∈ (adrU)τ(2µ) ∩ V is a weight vector of spherical weight λ = 2µ˜,
and dim((adrU)τ(2µ) ∩ V) = 1.
Proof: Fix µ ∈ P+(π). Assume first that µ ∈ PZ(Bˇ) and set λ = 2µ˜.
By [Let, Section 2], {γ˜|γ ∈ P+(π)} is a subset of P+(Σ). Hence λ is
a spherical weight. Note that 2µ˜ = µ− Θ(µ). Thus, the definition of
PZ(Bˇ) ensures that λ = w
′
0µ−w0µ. Hence
µ− w0µ− λ = µ− w
′
0µ ∈ NπΘ. (35)
By Theorem 3.2, there exists a highest weight vector Yλ ∈ (adrU)τ(2µ)
of weight λ with respect to the right adjoint action. Moreover, Yλ
is unique up to nonzero scalar multiplication. Thus the assertion
dim((adrU)τ(2µ) ∩ V) = 1 follows once we establish below that Yλ ∈
G−M+T ′Θ.
In the graded algebra Gr the corresponding highest weight vector
Y λ ∈ (adrU)τ(2µ) of weight λ satisfies
Y λ ∈
∑
α≤µ−w0µ
K(2µ)−α ⊗ Cτ(2µ)⊗K(2µ)
+
λ−α.
By Lemma 2.2 and the fact that Yλ has weight λ with respect to the
right adjoint action, there exists
a ∈
∑
ζ≤µ−w0µ
U−−ζU
+
ζ−λ
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such that (adra)τ(2µ) = Y λ. Inclusion (10) ensures that
Yλ ∈
∑
ζ≤µ−w0µ
∑
α≤ζ
∑
0≤η≤ζ−λ
G−−αU
+
α−λτ(2µ − λ− 2η). (36)
Note that the inequalities of weights under the summations imply
α−λ ∈ NπΘ and η ∈ NπΘ. Moreover, by definition λ = µ−Θ(µ) and
hence
τ(2µ − λ− 2η) = τ(µ +Θ(µ)− 2η) ∈ T ′Θ. (37)
Combining (36), (37), and α − λ ∈ NπΘ one obtains Yλ ∈ G−M+T ′Θ
and hence Yλ ∈ V ∩ (adrU)τ(2µ).
Now assume that (adrU)τ(2µ) contains a highest weight spher-
ical vector Yλ of weight λ with respect to the right adjoint action.
Assume further that Yλ ∈ G
−M+T ′Θ. In view of the isomorphism
g : (adrU)τ(2µ) → (adrU)τ(2µ) given by (17), Lemma 3.1 implies
that there exists a nonzero Z ∈ U−−µ+w0µG
+τ(2µ) such that
Yλ ∈ Z +
∑
α≥0
∑
γ<µ−w0µ
U−−γG
+τ(2µ − α).
Since Yλ has weight λ, it follows that Z is a weight vector of weight
λ. Hence
Z ∈ G−−µ+w0µU
+
µ−w0µ−λ
τ(2µ − λ).
The fact that Y ∈ G−M+T ′Θ ensures that Z is in G
−
−µ+w0µM
+T ′Θ.
Thus µ−w0µ−λ ∈ NπΘ and Θ(2µ−λ) = 2µ−λ. Since λ is spherical,
we have that Θ(λ) = −λ. Hence λ = µ − Θ(µ) = 2µ˜. Theorem 3.2
further implies that λ = w′0µ−w0µ. Thus µ−Θ(µ) = w
′
0µ−w0µ and
so µ ∈ PZ(Bˇ). 
7.2 Highest weight spherical vectors in G−M+T ′Θ. Fix µ ∈
PZ(Bˇ). By Proposition 7.1, there exists a unique (up to nonzero scalar
multiplication) highest weight vector of weight 2µ˜ in G−M+T ′Θ ∩
(adrU)τ(2µ) with respect to the right adjoint action. Denote this
highest weight vector by Y µ. Note that µ = 0 is in PZ(Bˇ) and Y
0 is
just a nonzero scalar. Moreover, Y µ ∈ V for all µ ∈ PZ(Bˇ).
Theorem 7.2 The set of {Y µ| µ ∈ PZ(Bˇ)} is basis for V.
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Proof: Note that each Y µ ∈ (adrU)τ(2µ) \ {0}. Hence the set
{Y µ |µ ∈ PZ(Bˇ)} is linearly independent.
Let Y ∈ V. Note that V can be written as a direct sum of its
weight spaces. Hence we may reduce to the case where Y is a weight
vector of weight λ. Moreover, the definition of V ensures that λ is a
spherical weight. Since Y ∈ Fr(Uˇ), we can write Y =
∑
γ∈P+(pi) aγ
with aγ ∈ (adrU)τ(2γ). It follows from (10) that
aγ ∈
∑
η,ξ≥0
U−−λ−ξG
+
ξ τ(2γ − 2η) ⊆
∑
η≥0
G−U+τ(2γ − λ− 2η). (38)
By Proposition 7.1 it suffices to show that
aγ ∈ G
−M+T ′Θ (39)
for all γ. We prove relation (39) by induction on m = max{h(γ) | aγ 6=
0)}. If m = 0 then Y = a0 and (39) holds. Assume m > 0 and let
Y =
∑
h(γ)=m a¯γ denote the element represented by Y in Gr2m. The
relation Y ∈ G−M+T ′Θ implies
a¯γ ∈
∑
α∈NpiΘ
K(2γ)− ⊗ τ(2γ)⊗K(2γ)+α
for all γ such that h(γ) = m. By Lemma 2.2 using aγ ∈ Uˇ−λ one
obtains
aγ ∈
∑
ξ∈NpiΘ
(adrU
−
−λ−ξU
+
ξ )τ(2γ).
Hence by (10) for all γ with h(γ) = m one obtains the following
refinement of (38)
aγ ∈
∑
η,ξ∈NpiΘ
U−−λ−ξG
+
ξ τ(2γ − 2η) ⊆
∑
η∈NpiΘ
G−M+τ(2γ − λ− 2η).
(40)
For all γ with h(γ) = m, as a¯γ 6= 0, there exists a nonzero
Xγ ∈
∑
ξ∈NpiΘ
U−−λ−ξG
+
ξ τ(2γ) ⊆ G
−M+τ(2γ − λ)
such that
aγ ∈ Xγ +
∑
η<γ
∑
ξ∈NpiΘ
U−−λ−ξG
+
ξ τ(2η) ⊆ Xγ +
∑
η<γ
G−M+τ(2η − λ).
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The maximality of γ and the relation Y ∈ G−M+T ′Θ now imply that
τ(2γ − λ) ∈ T ′Θ for all γ such that h(γ) = m. Together with (40) this
yields aγ ∈ G
−M+T ′Θ for all γ such that h(γ) = m. Hence∑
h(γ)<m
aγ = Y −
∑
h(γ)=m
aγ ∈ G
−M+T ′Θ
and by the inductive hypothesis aγ ∈ G
−M+T ′Θ for all γ. 
7.3 B-invariant subspaces of G(≤2µ). Fix µ ∈ PZ(Bˇ) and recall
the definition of Y µ given in Section 7.2. Recall (11) and let vBµ be the
uniquely determined nonzero (adrB)-invariant element of (adrU)Y
µ
such that
vBµ ∈ Y
µ +
∑
{γ∈P (Σ)| γ<rλ}
Uˇ−γ . (41)
Recall further the definition of G(≤2µ) given in (27). Set V µ0 equal to
the sum of all the spherical submodules of G(≤2µ) of highest weight
unequal to 2µ˜.
Consider λ ∈ P+(π). As discussed at the beginning of Section 3.1,
the highest weight of (adrU
−)τ(2λ) with respect to the right adjoint
action is λ − w0λ. It follows from the description of (adrU)τ(2λ) in
(16) that the highest weight of (adrU)τ(2λ) is λ − w0λ. Using the
isomorphism (17) we see that
(adrU)τ(2λ) ⊆
∑
γ≤λ−w0λ
Uˇ−γ . (42)
Lemma 7.3 Let µ ∈ PZ(Bˇ). Then ((adrU)τ(2η))
B ⊆ (V µ0 )
B for
all η ∈ P+(π) satisfying η < µ and η˜ < µ˜. Moreover, (V µ0 )
B =
G(≤2µ)B ∩
∑
hΣ(γ)<hΣ(2µ) Uˇ−γ.
Proof: The assumption η < µ forces −w0η < −w0µ and hence η −
w0η < µ − w0µ. Since η˜ <r µ˜ we further get η˜ − w˜0η <r µ˜ − w˜0µ.
Hence by (42) and (11), we see that
((adrU)τ(2η))
B ⊆
∑
γ<rµ˜−w˜0µ
Uˇ−γ . (43)
Note that w˜′0µ = µ˜ and hence −w˜0µ = µ˜ for all µ ∈ PZ(Bˇ). Suppose
that β is a spherical weight such that V (β)∗ is isomorphic to a sub-
module of (adrU)τ(2η). By (43), we see that β <r µ˜ − w˜0µ = 2µ˜.
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Hence β 6= 2µ˜. Therefore, ((adrU)τ(2η))
B ⊆ (V µ0 )
B which proves the
first assertion. To prove the second assertion suppose first that V is a
finite-dimensional simple spherical submodule of G(≤2µ) contained in∑
hΣ(γ)<hΣ(2µ) Uˇ−γ . It follows that the highest weight of V is unequal
to 2µ˜. Hence
G(≤2µ)B ∩ (
∑
hΣ(γ)<hΣ(2µ)
Uˇ−γ) ⊆ (V
µ
0 )
B .
It now remains to show that
(V µ0 )
B ∩ (adrU)τ(2η) ⊆
∑
hΣ(γ)<hΣ(2µ)
Uˇ−γ
for all η ≤ µ. Suppose that V (β)∗ is isomorphic to a submodule
of (V µ0 )
B with β a spherical weight. It follows that β = β˜. The
highest weight space of (adrU)τ(2η) is η − w0η ≤ µ − w0µ. Hence
β ≤r η˜ − w˜0η ≤r µ˜ − w˜0µ = 2µ˜. The definition of V
0
µ forces β 6= 2µ˜
and thus β <r 2µ˜. 
8 A basis for the center Z(Bˇ)
Fix µ ∈ PZ(Bˇ) and recall the definitions of Y
µ, vBµ , and V
µ
0 from
Sections 7.2 and 7.3. In this section we show how to use the spherical
vector vBµ to construct an element dµ in Z(Bˇ)∩G(≤2µ) with a nonzero
component in (adrU)τ(2µ). We then prove that the set {dµ| µ ∈
PZ(Bˇ)} is a basis for Z(Bˇ).
8.1 Formulas for the right adjoint action. Let αk ∈ π \ πΘ. By
[Let02, (7.15)] we have the following formula for the coproduct of Bk
∆(Bk) ∈ tk ⊗Bk + U ⊗MTΘ. (44)
Recall moreover from (7) that ε(Bk) = sk for all αk ∈ π \ πΘ.
Lemma 8.1 If G is an (adrMTΘ)-invariant element of Uˇ , then
(adrBk)G− skG = t
−1
k (GBk −BkG)
for all αk ∈ π \ πΘ.
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Proof: Fix αk ∈ π \πΘ. By (44) we have ∆(Bk) = tk ⊗Bk +
∑
i ai⊗
bi where ai ∈ U and bi ∈ MTΘ. Hence sk = ǫ(Bk) = σ(tk)Bk +∑
i σ(ai)bi and therefore
∑
i σ(ai)bi = −t
−1
k Bk + sk. Let G be an
(adrMTΘ)-invariant element of Uˇ . Since MTΘ is a Hopf subalgebra
of Uˇ , it follows that G commutes with elements of MTΘ. Hence
(adrBk)G =t
−1
k GBk +
∑
i
σ(ai)Gbi = t
−1
k GBk +
∑
i
σ(ai)biG
=t−1k GBk − t
−1
k BkG+ skG.
8.2 B-invariant elements of G(≤2µ). The next technical lemma
will be used to complete the inductive step in the proof of Theorem
8.3.
Lemma 8.2 Let µ ∈ PZ(Bˇ) and v ∈ v
B
µ + (V
µ
0 )
B. Assume that there
exists m ∈ 1NZ such that
v − b(v) ∈
∑
hΣ(η)<m
Uˇ−η. (45)
Then there exists w ∈ vBµ + (V
µ
0 )
B such that w − b(w) ∈ Fθ
m− 1
N
(Uˇ ).
Proof: Without loss of generality we may assume that
v − b(v) 6∈ Fθ
m− 1
N
(Uˇ) (46)
because otherwise w = v fulfills the claim of the lemma.
Since v ∈ UˇB , it follows that v is (adrMTΘ)-invariant. Recall
that b is a projection ofMTΘ-modules. Hence b(v) is also (adrMTΘ)-
invariant. Fix αk ∈ π \ πΘ. By Lemma 8.1 we have
(adrBk)(v − b(v))− sk(v − b(v)) = t
−1
k [(v − b(v))Bk −Bk(v − b(v))].
Hence, (45) and the definition (7) of Bi ensure that
(adrBk)(v − b(v))− sk(v − b(v)) ∈
∑
hΣ(η)<m+1
Uˇ−η. (47)
On the other hand, the fact that v ∈ UˇB and b(v) ∈ Bˇ implies that
(adrBk)(v − b(v))− sk(v − b(v)) = t
−1
k [b(v)Bk −Bkb(v)]
∈ t−1k
∑
I∈I
BIM
+T ′Θ.
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Let r be the smallest integer such that
(adrBk)(v − b(v)) − sk(v − b(v)) = t
−1
k
∑
hΣ(wt(I))≤r
BImI (48)
where each mI ∈ M
+T ′Θ. Note that the assumption on r forces at
least one element of the set {mI | h
Σ(wt(I)) = r} to be nonzero. By
Lemma 5.1, it follows that
(adrBk)(v − b(v)) − sk(v − b(v))
∈
∑
hΣ(wt(I))=r
t−1k
[
(yt)ImI+
∑
η<wt(I)
U−−ηG
+Uˇ0
]
. (49)
Examining the right hand side of (49), we see that the lowest weight
term of (adrBk)(v − b(v)) − sk(v − b(v)) written as a sum of nonzero
weight vectors is contained in
∑
hΣ(η)=r Uˇ−η. Hence (47) implies that
r < m+ 1. Note moreover that BI ∈ F
θ
r (Uˇ ) if h
Σ(wt(I)) ≤ r. It now
follows directly from (48) that
(adrBk)(v − b(v))− sk(v − b(v)) ∈ F
θ
m− 1
N
(Uˇ). (50)
Let s denote the degree of v − b(v) with respect to the filtration Fθ.
By (46), we see that s ≥ m. By definition of Bk an (MTΘ)-invariant
element w of a B-module is B-invariant if and only if Bkw− skw = 0
for all αk ∈ π \ πΘ. Hence (50) implies that the image of v − b(v) in
Fθs (Uˇ)/F
θ
s− 1
N
(Uˇ) is B-invariant.
By assumption, v ∈ G(≤2µ). Hence, by Proposition 6.3(i) one has
b(v) ∈ G(≤2µ). It follows that hΣ(2µ) ≥ s ≥ m. Theorem 2.5 and
Proposition 2.4 ensure that there exists v′ ∈ G(≤2µ)B such that
v − b(v) ∈ v′ + Fθ
m− 1
N
(Uˇ).
The relation hΣ(2µ) ≥ m, assumption (45), and Lemma 7.3 imply
that v′ ∈ (V µ0 )
B .
Set w = v − v′. Note that w ∈ v + (V µ0 )
B = vBµ + (V
µ
0 )
B . By the
definition of the projection map b, we have that v − b(v) ∈ BTˇΘG.
Hence v′ ∈ BTˇΘG + F
θ
m− 1
N
(Uˇ ). By Proposition 6.3(ii), we obtain
b(v′) ∈ Fθ
m− 1
N
(Uˇ). Therefore w − b(w) = [v − b(v) − v′] + b(v′) ∈
Fθ
m− 1
N
(Uˇ). 
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8.3 Finding central elements. Suppose that µ ∈ P+(π). The
next theorem shows how to construct an element of Z(Bˇ) that is also
contained in G(≤2µ).
Theorem 8.3 Given µ ∈ PZ(Bˇ), there exists an element dµ ∈ Z(Bˇ)
which lies in vBµ + (V
µ
0 )
B. Moreover,
dµ ∈ Y
µ +
∑
hΣ(γ)<hΣ(2µ)
Uˇ−γ . (51)
Proof: Set V = (V µ0 )
B . The definition (41) of vBµ and Lemma 7.3
imply that vBµ + V ⊆ Y
µ +
∑
hΣ(γ)<hΣ(2µ) Uˇ−γ . Hence (51) follows
from the first assertion of the theorem.
Note that the first assertion of the theorem holds provided we prove
(vBµ + V ) ∩ Bˇ 6= {0}. It suffices to show that there exists v ∈ v
B
µ + V
such that v = b(v). Assume on the contrary that v − b(v) 6= 0 for all
v ∈ vBµ +V . It follows that for each v ∈ v
B
µ +V , there exists a smallest
rational number n(v) such that
v − b(v) ∈ Fθn(v)(Uˇ).
Recall that V is finite dimensional. Hence the set {n(v) | v ∈ vBµ + V }
has a minimal element nmin. In what follows we will construct an
element w ∈ vBµ + V such that w − b(w) ∈ F
θ
nmin−1/N
(Uˇ) leading our
assumption (vBµ + V ) ∩ Bˇ 6= {0} to a contradiction.
Claim 1: nmin < h
Σ(2µ).
Proof of Claim 1: Recall that Y µ ∈ G−M+T ′Θ is a vector of weight
2µ˜ with respect to the right adjoint action. Hence, we can write
Y µ ∈
∑
β˜=2µ˜
G−βM
+T ′Θ. (52)
Using Lemma 5.1 and induction one obtains
Y µ ∈
∑
hΣ(wt(I))=hΣ(2µ)
BIMT
′
Θ +
∑
hΣ(wt(J))<hΣ(2µ)
BJG
+Uˇ0
⊆
∑
hΣ(wt(I))=hΣ(2µ)
BIMT
′
Θ +
∑
hΣ(η)<hΣ(2µ)
U−−ηG
+Uˇ0.
33
It follows from the definition (41) of vBµ that
vBµ ∈
∑
hΣ(wt(I))=hΣ(2µ)
BIMT
′
Θ +
∑
hΣ(η)<hΣ(2µ)
Uˇ−η. (53)
By Proposition 6.3(iii), applying the projection b to both sides of (53)
yields
vBµ − b(v
B
µ ) ∈
∑
hΣ(η)<hΣ(2µ)
Uˇ−η. (54)
Hence we can apply Lemma 8.2 to vBµ and there exists w ∈ v
B
µ + V
with n(w) < hΣ(2µ). Therefore, nmin < h
Σ(2µ). 
We now continue with the proof of Theorem 8.3. Consider v ∈
vBµ + V such that n(v) = nmin. By definition of V we can write
v = vBµ + v
′ + v′′ where
v′ ∈
∑
η≤µ
hΣ(2η)>nmin
((adrU)τ(2η))
B , v′′ ∈
∑
η≤µ
hΣ(2η)≤nmin
((adrU)τ(2η))
B .
It follows from Proposition 6.3 (ii) that v′′− b(v′′) ∈ Fθnmin(Uˇ). Hence
subtracting v′′ we may assume that v = vBµ + v
′ and n(v) = nmin.
By Lemma 4.1, we see that b(v) ∈ G−U+T≥. It follows from
Corollary 4.3 that v ∈ G−U+T≥. The definition of the degree function
defining Fθ implies that
v − b(v) ∈
∑
η≥0
∑
β≥0
∑
γ˜≥r0
∑
hΣ(η+β+γ)≤nmin
(G−−ηU
+
β )τ(γ)
⊆
∑
hΣ(η)=nmin
G−−ηM
+T ′Θ +
∑
hΣ(η)<nmin
(G−−ηU
+)T≥. (55)
Applying Lemma 5.1 and induction to (55) yields
v − b(v) ∈
∑
hΣ(wt(I))=nmin
BIM
+T ′Θ +
∑
hΣ(wt(I))<nmin
BIU
+Uˇ0. (56)
By the definition of the projection map b, we have that v − b(v) ∈
BTˇΘG. Hence the definition of G in Section 6.1 combined with (56)
imply that
v − b(v) ∈
∑
hΣ(wt(I))<nmin
BIU
+Uˇ0.
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Hence by Lemma 5.1, we see that
v − b(v) ∈
∑
hΣ(η)<nmin
G−−ηU
+Uˇ0 ⊆
∑
hΣ(η)<nmin
Uˇ−η. (57)
Assertion (57) allows us to apply Lemma 8.2 to v. Thus there ex-
ists w ∈ vBµ + V such that n(w) ≤ nmin −
1
N . This is the desired
contradiction to the minimality of nmin. 
8.4 Central elements in (adrU)τ(2µ). We show here that if µ ∈
PZ(Bˇ) satisfies a suitable minimality condition then Theorem 8.3 yields
elements in Z(Bˇ) ∩ (adrU)τ(2µ). These elements are used in [Kol] to
obtain solutions of the reflection equation and hence further establish
the link between different approaches to the construction of quantum
symmetric pairs.
Corollary 8.4 Fix µ ∈ PZ(Bˇ). Assume that for all ν ∈ P (π) the
condition ν < µ implies ν /∈ P+(π) \ {0}. Then there exists a nonzero
element dµ ∈ Z(Bˇ) ∩ (adrU)τ(2µ).
Proof: The definition of (V µ0 )
B in Section 7.3 and Theorem 1.6 imply
(V µ0 )
B ⊆
∑
ν∈P+(pi), ν≤µ
(adrU)τ(2ν).
The assumption about µ now implies that (V µ0 )
B is a subspace of
(adrU)τ(2µ) + (adrU)τ(0). 
8.5 A basis for the center of Bˇ. By Theorem 8.3, we can choose
an element dµ ∈ Z(Bˇ) which lies in v
B
µ + (V
µ
0 )
B for each µ ∈ PZ(Bˇ).
We will assume these elements to be fixed for the rest of this paper.
Note that when µ = 0, then d0 = v
B
0 = Y0 is a nonzero scalar.
Theorem 8.5 The set {dµ |µ ∈ PZ(Bˇ)} is a basis of the vector space
Z(Bˇ).
Proof: Note that dµ lies in (adrU)τ(2µ) \ {0} up to terms of lower
filter degree with respect to F . Hence the set {dµ|µ ∈ PZ(Bˇ)} is
linearly independent.
Let C in Z(Bˇ). Write C =
∑
β cβ with cβ ∈ Uˇ−β . Set
m = max{hΣ(β)| cβ 6= 0}.
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Let {βi| 1 ≤ i ≤ k} denote the set of weights such that h
Σ(βi) = m
and cβi 6= 0. Since C is a sum of spherical vectors inside Fr(Uˇ), it
follows from (11) that each cβi is a highest weight vector with respect
to the right adjoint action contained in a finite-dimensional spherical
submodule of Fr(Uˇ ). By (8) and the fact that C ∈ Bˇ, we can write
C ∈
∑
I∈I
BIM
+T ′Θ. (58)
It follows from Lemma 5.1, that cβi ∈ G
−M+T ′Θ for i = 1, . . . , k. By
Theorem 7.2, there exist scalars aiγ such that
cβi =
∑
γ∈PZ(Bˇ), h
Σ(γ)=m
aiγYγ .
Note that the fact that each βi is a spherical weight forces m =
hΣ(βi) ≥ 0. If m = 0, then i = 1, β1 = 0, and c0 is just a scalar mul-
tiple of the nonzero scalar Y0. Moreover, the simple (adrU)-module
generated by c0 is just C = Cd0, so C ∈ Cd0. Assume m > 0. By
Theorem 8.3,
C −
k∑
i=1
∑
hΣ(γ)=m
aiγdγ ∈ Z(Bˇ) ∩
∑
hΣ(β)<m
Uˇ−β.
The theorem follows using induction on m. 
9 Realizing Z(Bˇ) as a polynomial ring
We now calculate the set PZ(Bˇ) explicitly. It turns out that PZ(Bˇ) is
closely related to the rank of the invariant Lie algebra gθ. This is used
to show that Z(Bˇ) is a polynomial ring in rank(gθ) variables. To this
end it is essential that central elements in G(≤2µ) for µ ∈ PZ(Bˇ) are
unique up to elements of lower filter degree.
9.1 Determining PZ(Bˇ). We restrict to the case of irreducible sym-
metric pairs. By [Ara62, 2.5 and 5.1], the pair (g, gθ) is irreducible
if and only if g is simple, or g = g′ ⊕ g′ for some simple g′ and θ
interchanges the two isomorphic components.
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In the second case the corresponding quantum symmetric pair
Uˇ , Bˇ is given explicitly in [Let03, Section 7] and it is straightfor-
ward to check that Bˇ ∼= Uˇq(g
′) as C-algebras. Hence the center
Z(Bˇ) ∼= Z(Uˇq(g
′)) is well known by [JL94]. Here we obtain the same
result, it should however be borne in mind that our calculations heav-
ily depended on the previous knowledge of the structure of Fr(Uˇ).
As πΘ is empty one gets PZ(Bˇ) = {µ ∈ P
+(π) |Θ(µ) = −w0µ}. Let
P+(π′) denote the dominant integral weights of g′ with respect to a
set of simple roots π′ for g′. Without loss of generality we can assume
that P+(π) = P+(π′)× P+(π′). Then
PZ(Bˇ) = {(µ,−w
1
0µ) |µ ∈ P
+(π′)}
where w10 denotes the longest element in the Weyl group of g
′.
Recall Araki’s list [Ara62, 5.11] of all symmetric pairs (g, gθ) for
simple g. Following [Let03, Section 7] the parameter p occurring in
Araki’s list will here be denoted by r, and as before n = rank(g).
Proposition 9.1 Assume that (g, gθ) is an irreducible symmetric pair.
The subset PZ(Bˇ) of P
+(π) is determined by the following list.
1) If g = g′ ⊕ g′ and P+(π) = P+(π′) × P+(π′) then PZ(Bˇ) =
{(µ,−w10µ) |µ ∈ P
+(π′)}.
2) If g is one of Bn, Cn, E7, E8, F4, or G2 then PZ(Bˇ) = P
+(π).
3) If (g, gθ) is of type AI, AII, (DI, case 3), (DIII, case 1), EI ,
or EIV then PZ(Bˇ) = {µ ∈ P
+(π) |µ = −w0µ}.
4) If (g, gθ) is of type AIII, AIV , EII, EIII, or (DIII, case 2)
then PZ(Bˇ) = P
+(π).
5) If (g, gθ) is of type (DI, case 1) or DII then
PZ(Bˇ) =
{
P+(π) if r is even,∑n−2
i=1 Nωi + N(ωn−1 + ωn) if r is odd.
6) If (g, gθ) is of type (DI, case 2) then
PZ(Bˇ) =
{
P+(π) if n is odd,∑n−2
i=1 Nωi + N(ωn−1 + ωn) if n is even.
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Proof: The diagonal case 1) has already been handled above. Con-
sider now the case where g is simple. Recall [Let02, Section 7] that
Θ(µ) = −w′0d(µ) where d is a diagram automorphism. Hence, if d = id
then PZ(Bˇ) consists of all selfdual dominant integral weights. This
proves statements 2) and 3) of the proposition.
Note that for all cases listed in 4) as well as (DI, case 1, r even) and
(DI, case 2, n odd) one has d = −w0. Note moreover that αi − d(αi)
is invariant under Θ for any αi ∈ π. Hence one obtains
Θ(αi)− αi = Θ(d(αi))− d(αi) = −w
′
0αi + w0αi
for any αi ∈ π. This proves 4), 5) for r even, and 6) for n odd.
The claim of 5) follows from d(ωi) = −w
′
0ωi = ωi for i = 1, . . . , n−2
and
d(ωn−1) =
{
ωn−1 if n− r even,
ωn if n− r odd,
d(ωn) =
{
ωn if n− r even,
ωn−1 if n− r odd,
−w′0(ωn−1) =
{
ωn−1−ωr if n− r even,
ωn−ωr if n− r odd,
−w′0(ωn) =
{
ωn−ωr if n− r even,
ωn−1−ωr if n− r odd.
Note that for the symmetric pair of type (DI, case 2) one has
w′0 = id and hence µ ∈ PZ(Bˇ) if and only if d(µ) = −w0µ. This
condition holds precisely for all dominant integral weights given in 6).

9.2 The rank of gθ. Note that for every (g, gθ) there exist (up to
ordering) uniquely determined elements ν1, . . . , νm ∈ P
+(π) such that
PZ(Bˇ) =
m⊕
i=1
Nνi. (59)
We define rank(PZ(Bˇ)) := m. Moreover, let rank(g
θ) denote the rank
of the reductive Lie algebra gθ.
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Proposition 9.2 The relation rank(PZ(Bˇ)) = rank(g
θ) holds.
Proof: We may restrict to the case where g is simple. By [Hel78,
Chapter X, Thm. 5.15 (ii)] for every (g, gθ) there exists an automor-
phism ν of the Dynkin diagram of g such that rank(gθ) coincides with
the dimension of the fixed point set hν in the corresponding Cartan
subalgebra h of g. The order k of ν can be read off [Hel78, p. 514,
Tables II and III]. In particular if g has no nontrivial diagram auto-
morphism one gets rank(gθ) = rank(g). This proves the proposition
if g is of type Bn, Cn, E7, E8, F4, or G2. The other cases follow by
inspection from [Hel78, p. 514, Tables II and III] and Proposition 9.1.
For the convenience of the reader we collect the order k of the diagram
automorphism ν for the remaining cases:
k = 1: AIII, AIV , (DI, case 1, r even), (DI, case 2, n odd), (DI,
case 3, n even), DIII, EII, EIII.
k = 2: AI, AII, (DI, case 1, r odd), (DI, case 2, n even), (DI, case
3, n odd), DII, EI, EIV . 
9.3 Z(Bˇ) is a polynomial ring in rank(gθ) variables. Recall
from (59) and Proposition 9.2 that PZ(Bˇ) is generated over N by
m = rank(gθ) linearly independent elements ν1, . . . , νm ∈ P
+(π). Let
dν1 , . . . , dνm denote the corresponding central elements as chosen at
the beginning of Section 8.4. Let C[z1, . . . , zm] be the polynomial ring
in m generators.
Theorem 9.3 The algebra homomorphism Φ : C[z1, . . . , zm]→ Z(Bˇ)
defined by Φ(zi) = dνi is an isomorphism.
Proof: Recall from Theorem 8.3 that in the graded algebra Gr the
element dµ represented by dµ lies in (adrU)τ(2µ). Recall, moreover,
that for µ, η ∈ PZ(Bˇ) one has dµ dη ∈ (adrU)τ(µ + η) [JL94, Prop. 4.12
(iii)] and that Gr is an integral domain [JL94, Prop. 4.12 (iii)]. Hence
dµdν is a central element in Bˇ which consists of a nonzero component
in (adrU)τ(µ + ν) and terms of lower filter degree. By Theorem 8.5
one gets dµdη = aµηdµ+η for some constant aµη ∈ C up to terms of
lower filter degree in Z(Bˇ). Hence up to terms of lower filter degree
in Z(Bˇ) any element of Z(Bˇ) can be written as a polynomial in the
generators dν1 , . . . , dνm . By induction this proves that Φ is surjective.
As Gr is an integral domain the monomial dn1ν1 . . . d
nm
νm represents a
nonzero element in (adrU)τ(2
∑
niνi). Hence Φ is injective. 
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10 Appendix: Commonly used nota-
tion
Section 1.1:
C complex numbers
Z integers
N nonnegative integers
g finite-dimensional complex semisimple Lie algebra
h Cartan subalgebra of g
∆ root system of g, h
π set {α1, . . . , αn} of simple roots for ∆
(·, ·) Cartan inner product on h∗
W Weyl group of ∆
w0 longest element in W with respect to π
Q(π) root lattice of ∆
P (π) weight lattice of ∆
Q+(π) Nπ
P+(π) dominant integral weights associated to π
ω1. . . . , ωn fundamental weights
≤ standard partial ordering on h∗
Section 1.2:
q an indeterminate
C C(q
1
M ), M a large integer
Uq(g) quantized enveloping algebra of g
ti, xi, yi generators of Uq(g)
U Uq(g)
∆ coproduct of Uq(g)
σ antipode of Uq(g)
ǫ counit of Uq(g)
adr right adjoint action
U+ subalgebra of U generated by x1, . . . , xn
U− subalgebra of U generated by y1, . . . , yn
G+ subalgebra of U generated by x1t
−1
1 , . . . , xnt
−1
n
G− subalgebra of U generated by y1t1, . . . , yntn
T group generated by t±11 , . . . , t
±1
n
U0 subalgebra of U generated by T
τ group isomorphism from Q(π) onto T
Tˇ extension of T isomorphic to P (π)
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Uˇ simply connected quantized enveloping algebra of g
Uˇ0 subalgebra of Uˇ generated by τ(λ), λ ∈ P (π)
(yt)I yi1ti1 . . . yimtim where I = (i1, . . . , im)
wt(I) αi1 + · · ·+ αim where I = (i1, . . . , im)
I set of multiindices such that {(yt)I | I ∈ I} is a basis for G
−.
Section 1.3:
Sµ µ weight space of S
V (µ) simple left U -module of highest weight µ
V (µ)∗ dual space of V (µ) with natural right U -module structure
Section 1.4:
θ involutive Lie algebra automorphism of g
gθ {x ∈ g| θ(x) = x}
Θ involution of h∗ induced by θ
πΘ {αi ∈ π|Θ(αi) = αi}
p permutation on {1, . . . , n} satisfying (6)
π∗ {αi ∈ π \ πΘ| i ≤ p(i)}
α˜ (α−Θ(α))/2
Σ restricted root system {α˜| α ∈ ∆,Θ(α) 6= α}
P (Σ) weight lattice of Σ
P+(Σ) set of dominant integral weights inside P (Σ)
≥r standard partial ordering associated to restricted root system
Section 1.5:
M algebra generated by xi, yi, t
±1
i , for αi ∈ πΘ
TΘ {τ(λ)| λ ∈ Q(π) and Θ(λ) = λ}
B algebra generated by M, TΘ, Bi, for αi ∈ π \ πΘ
Bi, θ˜(yi) for αi /∈ πΘ, see (7)
Bi yiti if αi ∈ πΘ
M+ M∩ U+
BI Bi1 . . . Bim where I = (i1, . . . , im)
T ′Θ {τ(λ)| λ ∈ P (π) and Θ(λ) = λ}
Bˇ subalgebra of Uˇ generated by B and T ′Θ
Section 1.6:
Fr(Uˇ) {a ∈ Uˇ | dim((adrU)a) <∞}
Z(Bˇ) center of Bˇ
Section 1.7:
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MB set of B-invariant elements in M
spherical weight weight in 2P+(Σ)
Section 2.1:
h height function on Qπ defined by (12)
F 1NZ-filtration defined by degree function (13)
Gr grF (Uˇ )
Gr0 grF (Uˇ
0)
Gr grF (Uˇ )
Gr− grF (U
−)
Gr+ grF (G
+)
a¯ graded image of a in Gr
Section 2.2:
K(2λ)− subspace of Gr− such that (adrU
−)τ(2λ) = K(2λ)− ⊗ Cτ(2λ)
K(2λ)+ subspace of Gr+ such that (adrU
+)τ(2λ) = Cτ(2λ)⊗K(2λ)+
Fr(Gr) {a ∈ Gr| dim((adrU)a) <∞}
g isomorphism of Fr(Uˇ) onto Fr(Gr) given by (17)
Section 2.3:
hΣ height function associated to Σ defined by (19)
Fθ 1NZ-filtration defined by degree function (20)
Grθ grθF (Uˇ )
a¯θ graded image in Grθ of a ∈ Uˇ
Section 2.4:
Fr(Gr
θ) {a ∈ Grθ| dim((adrU)a) <∞}
gθ isomorphism of Fr(Uˇ) onto Fr(Gr
θ) given in Proposition 2.4
Section 3.2:
W (πΘ) Weyl group for root system of πΘ
w′0 longest element in W (πΘ)
m semisimple Lie subalgebra of g with simple roots πΘ
Section 4.1:
T≥ span{τ(δ)| δ ∈ P (π) and δ˜ ≥r 0}
Section 4.2:
G(≤µ) U−G+τ(µ)C[t−21 , . . . , t
−2
n ]
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Section 5.1:
Aˇ {τ(α˜)| α ∈ P (π)}
TˇΘ {τ((α +Θ(α))/2) |α ∈ P (π)}
ad left adjoint action
N+ subalgebra of U+ generated by (adM+)(C[xi |αi /∈ πΘ])
Section 6.1:
N++ intersection of N
+ with augmentation ideal of U
Aˇ+ Aˇ \ {1}
G AˇN++ + Aˇ
+
Section 6.2:
b projection of Uˇ TˇΘ onto BˇTˇΘ defined by (33)
Section 7:
V G−M+T ′Θ ∩ Fr(Uˇ )
U− ∩
∑
λ∈2P+(Σ) Uˇ−λ
Section 7.1:
PZ(Bˇ) {µ ∈ P
+(π)| Θ(µ) = µ+ w0µ− w
′
0µ}
Section 7.2:
Y µ nonzero vector in V ∩ (adrU)τ(2µ) of weight 2µ˜, µ ∈ PZ(Bˇ)
Section 7.3:
vBµ element in ((adrU)Y
µ)B defined by (41)
V µ0 sum of simple spherical modules V in G(≤2µ) with V 6
∼= V (2µ˜)∗
Section 8.4:
dµ element in Z(Bˇ) ∩ (v
B
µ + (V
µ
0 )
B), for µ ∈ PZ(Bˇ)
Section 9.2:
ν1, . . . , νm linearly independent generators for PZ(Bˇ) (see (59))
rank(PZ(Bˇ)) m defined by (59)
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