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1Chapter 1
Introduction
1.1 Standard Model of Particle Physics and QCD
Through scientific investigations over the last century, physicists have established
that all interactions may be described on the basis of four fundamental forces: grav-
itational, weak, electromagnetic, and strong forces. In the context of the Standard
Model (SM) of particle physics, each force is mediated by an exchange particle: the
weak bosons (W, Z) for the weak force, the photon (γ) for the electromagnetic force,
the gluon (g) for the strong force and finally the graviton for the gravitational force.
The standard model of particle physics has been and continues to be subject to nu-
merous experimental tests. Globally, it is found that the SM provides a very accurate
representation of experimental results. It has, moreover, an attractive interesting
feature: all fundamental interactions derive from a single general principle, the re-
quirement of local gauge invariance.
However, while the Standard Model provides a very good description of phenom-
ena observed by experiments, it remains an incomplete theory. The standard model
also does not explain the origin of mass, whether symmetries such as chiral symmetry
are broken spontaneously or explicitly. Various extensions of the standard model have
been proposed that provide a framework within which many of these questions can
be answered. These include Grand Unification Theories, Supersymmetry, Technicolor
and String theory amongst the most popular.
2Currently, a large fraction of particle physicists, world wide now focus on the
search for Higgs bosons, predicted as per the Higgs mechanism to introduce an ef-
fective mass term in the SM lagrangian. The Higgs mechanism effectively endowes
particles of the standard model with a finite mass. It is the purpose of the CERN
Large Hadron Collider (LHC), which recently began operation in Geneva, Switzer-
land to discover the Higgs boson. The CMS and ATLAS experiments will lead this
search. They have begun physics data taking earlier this year.
In the strong force sector, particles (quarks) and their interactions via gluon ex-
change, are described within the framework of the Quantum Chromodynamics theory
(QCD). It is a straightforward observational fact that free quarks do not exist in na-
ture. Indeed, observable particles interacting through the strong force, called hadrons,
are understood to be composite entities consisting of either three quarks (baryons) or
a pair of quark and anti-quark. In fact, the elaboration of QCD was a long and ar-
duous process that was fruitful with the discovery of asymptotic freedom in 1973 and
the discovery of the top quark by the CDF and D0 experiments experiments at Fermi
National Laboratory (FNAL) in 1995. The discovery of the asymptotic freedom lead
to the Nobel prize by Gross-Politzer-Wilczek in 2004.
QCD is a gauge theory similar in concept to Quantum Electroweak theory. Its la-
grangian however includes non-abelian terms that impart a strong coupling to quarks.
It is this strong coupling which is responsible for the binding of quarks into hadrons
and the impossibility to observe free quarks. As such, calculations in QCD are ex-
tremely complex and require large computational facilities. The coupling in QCD,
discussed in the next section, is however found to decrease at large momenta. It is
thus possible to carry out simpler calculations, with perturbative methods, to de-
scribe very high energy elementary particle collisions. It is through comparisons of
such calculations with experimental data that QCD is today acknowledged to be the
proper theory of the strong interaction. Given that QCD couplings decrease loga-
3rithmically with increasing momentum, it was proposed in the late 1970s by David
Gross, David Politzer and Frank Wilczek that quarks would behave asymptotically
as free particles at very large temperature and energy densities. This should lead to
a deconfined phase of matter called the Quark Gluon Plasma (QGP).
The QGP is a phase of matter that consists of free quarks and gluons. Producing
this phase requires extremely high temperatures or densities. Indeed temperature of
the order or excess of 1012 K are required to achieve quark deconfinement at modest
baryon densities. Producing such high temperatures is the realm of heavy ion physics.
The STAR, PHENIX, PHOBOS and BRAHMS experiments at the Relativistic
Heavy Ion Collider (RHIC) and more recently the ALICE experiment at the Large
Hadron Collider (LHC) were designed to discover and study the production of QGP
through collisions of heavy nuclei at highly relativistic energies. The RHIC exper-
iments reported the existence of deconfined matter in their white papers published
in the year 2003 and have proceeded to study the properties of the QGP since. In
addition, the RHIC experiments reported the discovery in 2005 that the predicted
QGP at RHIC essentially consists of a strongly interacting medium endowed with a
very small viscosity, termed the the perfect liquid.
1.1.1 Strong Force
The strong force is unique among the four fundamental forces of nature in that
the particles, quarks and gluons, which feel it directly are completely hidden from us.
Indeed, we can only infer their existence indirectly from experimental observations,
and we will never, we believe, be able to isolate them. The only particles that we
can measure in particle detectors are the bound states of quarks and gluons, called
hadrons. The property of the strong force that prevents quarks and gluons from ever
being free is known as ”confinement”. It is the source of the rich structure of parti-
cle and nuclear physics, and is of fundamental importance to the world around us.
4However, confinement makes the strong force much harder to understand theoreti-
cally than the weak and electromagnetic forces. The theory that describes the forces
between colored objects and is thought to be the correct theory of strong interactions
is called quantum chromodynamics (QCD). In QCD, the color force (or strong force)
is the result of the exchange of colored massless vector gluons that couple to colored
quarks. The strong coupling constant, αs, is a running constant dependent on the
energy scale of the interaction:
αs(Q
2) ' αs
1 + (αsb0/4pi) log (Q2/µ2)
≡ 1
(b0/4pi) log (Q2/Λ2)
(1.1)
Λ2 ≡ µ2 exp (−4pi/αsb0) (1.2)
where Q2 ≡ −q2. q is the four-momentum transfered between the interacting parti-
cles. µ2 is the value of Q2 at which αs is measured, and b0 ≡ 113 Nc− 23Nf where Nc is
the number of colors (= 3) and Nf is the number of quark flavors (= 6) . Parameter Λ
in Eq. 1.2 defines the “scale” in QCD. The strong coupling constant becomes small
at large values of momentum transfer (αs → 0 as Q2 →∞). This implies that quarks
and gluons appear almost like free particles when looked at with very high-energy
probes, an effect known as asymptotic freedom. This behavior, illustrated in Fig. 1.1,
is exactly opposite of that observed in quantum electrodynamics (QED) where the
coupling constant e2 increases as Q2 →∞.
Gluons carry color charge and interact directly with each other. This results in
a strong coupling constant αs which increases as the separation between the quarks
becomes larger. The quarks are thus subject to an attractive potential and confined
to colorless groups of two (mesons) or three (baryons). Because of this attractive
potential, the color lines of force are constrained to a tube-like region between the
quarks. These ”flux tubes” have a constant energy density per unit length, so the
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Figure 1.1: An illustration of the running of the QED and QCD coupling constants.
In QED the effective coupling is small at large distances, but diverges at very high
energy. In QCD the coupling diverges at large distances (”color confinement”) and
goes to zero asymptotically at large energy (”asymptotic freedom”), figure taken
from [1].
potential energy of the interaction increases with the quarks separation. The quarks
and gluons can never escape the confining hadron. This phenomena is known as color
confinement.
1.1.2 The QCD phase diagram
The coupling of the strong interaction gives rise to a rich set of properties. In effect,
nuclear matter is predicted to exist in various phases depending on the temperature,
energy density and chemical potential. Fig. 1.2 shows the conjectured QCD phase
diagram. The horizontal and vertical axes corresponds respectively to the baryochem-
ical potential and temperature. The phase diagram is divided into different regions;
the hadronic phase of matter which corresponds to both low chemical potential and
low temperature, the predicted partonic state of matter the quark gluon plasma or
QGP. This partonic state of matter is characterized by extremely high temperatures
6and low baryonic chemical potential that are only accessible through high energy
heavy-ion collisions. Also shown is the regime expected to exist inside the dense core
of neutron stars with very low temperature but very high baryochemical potential.
The transition point between a hadron gas and a deconfined Quark-Gluon plasma is
also shown. The nature of this critical point, whether being a well-defined point or a
cross-over region, is still debated.
Figure 1.2: A simplified picture of the QCD phase diagram.
The existence of the QCD phase is predicted by Lattice QCD. Fig. 1.3 displays
a recent lattice calculations for different number of flavors of the energy density as a
function of the matter temperature in units of critical temperature, Tc. The calcu-
lations show a clear transition between hadronic matter below Tc and the partonic
form of matter above Tc. It is the purpose of RHIC experiments STAR and PHENIX
and the LHC experiment ALICE to study this phase and the transition to hadronic
matter.
7Figure 1.3: The energy density divided by T 4(/T 4) in QCD from lattice calculations
as function of T/Tc. Arrows indicate the ideal gas values of the energy density for
the cases shown [2].
1.2 Hard Probes at RHIC
Hard probes is a generic term used to describe the partons produced by high
momentum scattering in p+p and Au+Au collision. The partons are usually emitted
with high transverse momentum, high-pT . Since hard probes are produced very early
in collisions, they are considered a perfect tool to look for the QCD dense medium
produced in heavy-ion collisions.
In this section, we review some of the recent results obtained by STAR and
PHENIX on high-pT phenomenology. It is expected that such high-pT processes
will be modified in A + A collisions relative to p + p interactions. Indeed, measure-
ments described in this section make such modification manifest, however, the nature
and mechanism causing this this modification are not clearly elucidated. Further
measurements of jet properties in A+A, specifically full jet reconstruction, to under-
stand the underlying jet production in A + A are needed. In this work, we consider
8measurements of di-hadron fragmentation functions as a tool to further our under-
standing of the jet structure. It is thus the purpose of this section to describe the
context in which these measurements are deemed necessary and why measurement of
di-hadron fragmentation functions in p + p collisions provide an important reference
for jet studies in A+ A collisions.
First, we review some of the measurements of high-pT hadron yields at STAR.
Then we present some of the significant results of the dihadron azimuthal correla-
tions. The dihadron azimuthal correlations at high-pT are used as a proxy for jet
measurements. Full jet reconstruction in A + A collisions should provide more com-
prehensive information on the parton dynamics in A+A collisions. Jet reconstruction
however represents a considerable challenge at RHIC where the jet cross section is
modest, the typical jet energies small and the soft particle underlying events are very
large. Jet reconstruction analyses are nonetheless in progress, and preliminary results
from these analyses have already been reported at conferences [23].
We next discuss some of the recent energy loss models applicable to QCD. And
finally we discuss some of the jet reconstruction results obtained by STAR.
1.2.1 Inclusive hadron yields at high-pT
Hard probes (high-pT hadrons) are described very well by pQCD in p + p colli-
sions. Figure 1.4 shows the pi0 spectrum measured by PHENIX1 in p + p collisions
at
√
(s)=200 GeV. It shows a very excellent agreement with Next-to-Leading or-
der (NLO) pQCD calculations represented as solid and dashed lines done by Kniel-
Kramer-Potter [3] .
Fig. 1.5 shows the ratio of inclusive charged hadron yields in Au + Au(d + Au)
collisions to yields measured in p+ p, corrected for geometric effects by scaling it by
〈Nbin〉; the calculated mean number of binary collisions corresponding to that specific
1The PHENIX experiment is very well-suited for measuring pi0’s and direct-photons.
9Figure 1.4: The pi0 cross-section measured by PHENIX at
√
s = 200 GeV at RHIC
showing excellent agreement with NLO pQCD calculations. Two different fragmen-
tation functions are being used, Kniel-Kramer-Potter (or KKP) and Kretzer [3] .
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centrality bin. The ratio is defined as,
RAB(pT ) =
d2NAB/dηdpT
〈Nbin〉d2Npp/dηdpT (1.3)
and is best known as ”the nuclear modification factor”. Deviation of this ratio
from unity indicates modification of particle production dynamics in Au+Au relative
to that in p + p collisions. Fig. 1.5 shows the high-pT hadron yield in Au + Au
central collisions is suppressed by a factor of ∼ 5 relative to trivial binary scaling
expectations. However, such a suppression is not present in d+Au collisions; proving
that the suppression observed in Au + Au is a final state effect and not a result of
some nuclear effects in the initial state such as gluon saturation.
The enhancement seen at intermediate pT for d+Au is known as Cronin effect [24].
The Cronin effect is believed to be due to multiple parton scatterings through cold
nuclear matter in the initial state before the hard scattering process.
The STAR and PHENIX experiments have also measured the ratio RAA as a func-
tion of collision centrality, and for various particle species. They observed RAA is of
order unity for peripheral collisions and progressively reduces to ∼0.2 for increasingly
central collisions, i.e. for increasingly large number of participants. They also find
RAA is essentially independent of the particle species measured.
There is however an important exception. PHENIX has measured that the RAA
of direct photons is of order unity and is independent of collision centrality. This is
expected. Indeed, direct photons (Fig. 1.6) produced in hard scattering of quarks do
not interact with the surrounding medium. Their cross-section is thus solely deter-
mined by the number of participants. The RAA of direct photons should hence be of
order one. On the other hand, high-pT pi
0 may be produced via gluon emission as well
as quarks, and hence can interact with their surrounding medium. The observation
of small RAA for hadrons and RAA of order 1 for direct photons provides evidence
that high-pT partons interact strongly and lose a significant fraction of their energy
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as they propagate through their surrounding medium.
Figure 1.5: Binary-scaled ratio RAB(pT ) of charged hadrons from 200 GeV Au +
Au and d + Au relative to that from p + p collisions in STAR, showing the strong
suppression at high-pT for central Au+ Au [4].
1.2.2 Dihadron azimuthal correlations
Figure 1.7 shows the STAR measurements of correlations between high-pT hadrons.
The left panel shows the azimuthal distribution of hadrons with pT > 2 GeV/c rela-
tive to a trigger hadron with ptrigT > 4GeV/c. The observed enhanced correlation at
∆φ ≈ 0 originates from hadron pairs belonging to the same jet, as observed in p+ p,
d+Au and Au+Au collisions. These so-called near side correlations are not modified
in d+ Au and Au+ Au collisions, thereby suggesting a surface emission bias. Back-
to-back jets generate an enhanced correlation at ∆φ ≈ pi. Such correlations usually
have a broader width than the near-side correlation peak and are well established in
p + p and d + Au collisions. However, they are dramatically suppressed in central
Au + Au collisions, while for peripheral Au + Au collisions the correlation is similar
to that observed in p + p and d + Au. This provides a clear signature of the dense
medium that is expected to be formed in Au+ Au collisions.
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Figure 1.6: Direct-photon transverse momentum spectra measured by PHENIX com-
pared to NLO pQCD calculations [5].
Figure 1.7: (left panel) Dihadron azimuthal correlations at high-pT for p+ p, central
d + Au and central Au + Au (background subtracted).(right panel) Background-
subtracted dihadron correlations for different directions of the trigger hadron relative
to the Au+ Au reaction plane.
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A more differential study of the energy loss mechanism is done by measuring
the dihadron correlations mentioned above relative to the orientation of the reaction
plane. Figure 1.7 (right panel) displays the dihadron correlations relative to a trigger
hadron either in the same quadrant as the reaction plane (”in-plane”) or orthogonal
to it (”out-of-plane”). In contrast to the near-side being the same for both systems,
the suppression of the away-side exhibits a strong dependence on the relative angle
between the trigger hadron and the reaction plane. This dependence on the orien-
tation of the reaction plane is consistent with a picture of partonic energy loss; the
path length in the medium for the dijets oriented out of the reaction plane is longer
than in the reaction plane, leading to more energy loss and larger suppression of the
correlation strength.
This observed disappearance of the away-side of the dihadron correlations at high-
pT combined with the suppression of the inclusive charged hadron distribution dis-
cussed in the previous section constitutes the most potent evidence to date of the
formation of a dense medium in relativistic heavy ion collisions at RHIC.
1.2.3 Energy loss
It was in the early eighties (1982) that the first study on collisional energy loss in a
deconfined Quark Gluon Plasma was done by J. D. Bjorken in an unpublished work2.
The idea of partonic energy loss was later expanded to include radiative energy loss as
well (by authors like Thoma,Gyulassy,Pluma ,Wang etc...). However, it still remains
unclear which mechanism, collisional or radiative, dominate parton energy loss in the
hot medium formed in heavy-ion collisions Fig. 1.8.
We here review some of the models commonly in use for the description of the
energy loss of the parton in a dense medium. A common prescription, to account
for the presence of the medium is the rescaling of the fragmentation variable, z, of
2J. D. Bjorken,. FERMILAB-PUB-82-059-THY
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Figure 1.8: Diagrams for collisional (left) and radiative (right) energy losses of a
quark of energy E traversing a quark-gluon medium, figure taken from [6].
the fragmentation function, i.e. D(z,Q2), z being the momentum fraction of the
fragmenting parton.
Different energy loss models are presented in the following:
BDMPS and GLV:
In the BDMPS (Baier-Dokshitzer-Mueller-Schiff) framework of radiative energy
loss, the medium-induced gluon from scattering of hard partons is calculated per-
turbatively [25]. The calculation is made with the assumption that the number of
collisions n is defined as n = L
λ
 1, where L is the medium length, and λ is the
mean free path of partons propagating through the medium. This model uses many
scattering centers.
By contrast, the Guylassy-Levai-Vitev (GLV) model assumes only one hard scat-
tering center [26] and uses a recursive approach to get the gluon spectrum.
In both of these models, the effect of the medium is introduced through a modifi-
cation of the fragmentation function (medium modified fragmentation function). The
medium modified fragmentation function is treated as a convolution of the (vacuum)
fragmentation function, Dhk(z,Q
2) and an energy-loss probability distribution P()
[27], also called ”quenching weights”,
D˜hf (z,Q
2) =
∫ (1−z)Ef
0
dP() z?Dhf (z?, Q2), (1.4)
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where
z? = z/(1− /Ef ) (1.5)
is the rescaled momentum fraction carried away by the hadron h in the presence
of the hot QCD medium.
Higher-twist formalism (HT):
In the HT [28] formalism, power corrections proportional to 1/Q2 (where Q is the
virtuality of the radiated gluon), enhanced by the medium length L, are included to
the leading-twist total cross section. A single fit parameter, C, related to the energy
loss, , is used to fit the experimental data.
Thermal field theory (AMY-Arnold-Moore-Yaffe):
In this model, calculations of gluon emission from the scattering of hard particles
is done in analogy with the thermal photon emission in a QCD medium. This model
takes advantage of the fact the collinearly divergent gluon emissions may be resumed.
These are formed to be suppressed realtive to the leading-order result (because of the
LPM3 destructive interference). These calculations are considered accurate for large
temperatures. For details see [29].
There was a recent effort made to fit all above mentioned models together and
compare them to some recent large-pT hadron or jet production in heavy-ion collisions
as shown in Fig. 1.9. Here all the energy loss approaches are compared within the
same 3D hydrodynamics medium calculation.
The models discussed above agree on characterizing the medium with being dense
but with varying parameters; very large gluon density (dN
g
dy
≈ 1400, GLV);〈qˆ〉 ≈13
GeV2/fm (BDMPS/ASW) and/or high temperature T ≈ 400 MeV (AMY). How-
ever, trying to describe all the models with one common parameter, for example the
3The LPM (Landau-Pomeranchuk-Migdal) effect in QCD is very similar to the one in QED.
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Figure 1.9: Left: RAA(pT ) for pions in central Au + Au collisions compared to
PQM predictions for varying values of the qˆ coefficient (red curve, best fit for
< qˆ > = 13 GeV2/fm). Right: Central and semi-central pion suppression at PHENIX
compared to AMY, HT and ASW models [7].
transport coefficient qˆ, will result in it being different by factors of 3-4 between these
different models.
To conclude, a complete and consistent theoretical picture is still needed for a
comprehensive description of the energy loss mechanism in the very hot and dense
medium formed at RHIC.
1.2.4 Medium-modified fragmentation function
A fragmentation function gives the distribution of particle’s momentum fraction
inside the jet. The observation of a fragmentation function in A+A collisions would
enable a more robust and detailed study of the dense partonic medium. Here we
review one of the recent models accounting for such modification, specifically the
model by Borghini and Weidemann.
An alternative representation of a fragmentation function is the approximately
Gaussian distribution in the variable ξ = log(Ejet/p) = log(1/z) (where z is the
”regular” fragmentation variable) for particles with momentum p in a jet of energy
Ejet, which peaks at the so called ”hump-back plateau” at intermediate ξ ≈ 3 − 4
values as shown in Fig. 1.10. However, in a QCD medium, energy loss would shift
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Figure 1.10: Left: Single inclusive distribution of hadrons vs. ξ = ln (Ejet/p) for a
17.5-GeV jet in e+e− collisions (TASSO data) compared to MLLA predictions in the
vacuum (solid curve) and in-medium (dashed curve) [8]. Right: Medium-modified
pion FF for a 100-GeV gluon in a medium of length L = 2 – 6 fm (solid–dashed lines)
with increasing quenching parameter, qˆ [9].
the parton energy from high-z to low-z hadrons and, as a result, the leading hadrons
should be suppressed. Figure 1.10 (right) shows the ”regular” fragmentation function
Di→h(z,Q2), is being depleted at high-z for increasing quenching coefficient qˆ.
The above mentioned representation of the fragmentation function is best de-
scribed by the Modified-Leading-Log-Approximation (MLLA) framework of pQCD.
The Modified Leading Log Approximation is a leading log resummation scheme of
perturbative-QCD. It re-sums the strong coupling constant, αs, in powers ofO
(√
α∫
)
.
The MLLA framework is used in conjunction with the Local-Hadron-Parton-Duality
(LPHD) hypothesis, described below. The LPHD is used with the assumption of the
hadronic properties being the same as the partonic ones. Hence, the proportionality
factor that relates the two is chosen to be of κ ≈ 1.
The local parton-hadron duality hypothesis (LPHD)
The LPHD4 hypothesis [30, 31] provides the missing link between partons and
hadrons in non-perturbative QCD hadronization processes. In that hypothesis, the
hadrons are assumed to carry the same properties as those of the originating partons.
4What lent the greatest support for the local parton-hadron duality hypothesis is the striking
similarity between the hadron spectra and the parton spectra. The QCD hump-backed plateau of
hadron multiplicity inside jets was predicted by pQCD and then verified experimentally.
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One can then express hadron observables directly in terms of partonic cross sections;
O(x1, x2, .....)hadrons = κLPHDO(x1, x2, ....., Qeff , P )partons (1.6)
where κLPHD is a phenomenological coefficient adjusted to match theoretical cal-
culations with data. One additionally assumes this proportionality applies to particle
multiplicities as well;
Nhadrons = κLPHDNpartons (1.7)
The above equations are applicable as long as the jet energy scale is much higher
than some minimum energy scale value usually denoted as Qeff . For the perturbative
calculations to be accurate a hierarchy of scales has to exist, Q Qeff  ΛQCD.
1.3 Perturbative QCD and jets
Within the context of QCD, perturbation theory (often referred to as pQCD)
can be used to calculate QCD processes only when the coupling constant, αs, is
small, i.e. for processes involving large momentum transfers, so called hard processes.
Perturbative QCD calculations predict that due to color confinement, hard-scattered
partons (quarks and gluons) will form back-to-back jets of hadrons. Partons emerging
from hard collisions carry large momenta. However the confining nature of the strong
force does not allow for such free partons to travel through vacuum. Nature finds a
compromise by breaking up the color tube joining the hard scattered partons. This
break up leads to the production of pairs (mostly) of quark and anti-quark which
combine to form hadrons. Given the very high energy of the partons produced in
these hard scatterings, the hadrons also carry large momenta and tend to be produced
in collimated groups of particles known as jets. These jets are easily detectable in
large acceptance particle detectors.
Perturbative QCD has shown excellent agreement with experimental data for such
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Figure 1.11: Differential cross sections of inclusive jet production. Solid lines are
next-to-leading order (NLO) QCD calculations.
processes as illustrated in Fig. 1.11 which presents a comparison of next-to-leading
order (NLO) QCD calculations of the jet production cross-section with measurements
performed at the CERN ISR ,the CERN SPS as well as the Tevatron (FNAL). Cal-
culations of particle production of hard processes is facilitated by the factorization
theorem discussed next.
1.3.1 The Factorization Theorem
At the heart of perturbative QCD is the factorization theorem, where the non-
perturbative and perturbative parts of the cross-section are factorized. The scattering
of partons inside the two incoming protons is shown schematically in Figure 1.12. The
outgoing partons form jets by hadronizing. The hadronization process is complicated
and must be described by non-perturbative QCD processes. Using the factorization
theorem, the cross section for the basic pQCD scattering process can be calculated
as [32]:
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σ =
∑
ij
∫
dx1dx2fi(x1, µ
2
F )fj(x2, µ
2
F )σˆij
(
αms (µ
2
R), x1P1, x2P2,
Q2
µ2F
,
Q2
µ2R
)
, (1.8)
where the momenta of the incoming partons are p1 = x1P1 and p2 = x2P2. The
variable x1 and x2 are the momentum fraction of the hadron carried by the interacting
partons. fi(xi) and fj(xj) are the quark and gluon parton density functions (PDFs)
defined at an arbitrary factorization scale µf , and σˆij is the partonic cross section
for the scattering of partons of type i and j. The factorization scale µ discriminates
whether a parton takes part in the hard scattering. If the momentum of a parton is
greater than the scale µ, it contributes to the short-distance cross section (as partons
i and j in the figure); if its momentum is smaller than the scale µ, it is considered a
part of the hadron structure not involved in the hard interaction (spectator parton).
Next-to-leading order (NLO) calculations include one additional parton emission.
For instance, a gluon can be radiated in the final state (by branching off a quark)
before the hadronization process takes place. The cross section of such processes are
proportional to α3s. Depending on the topology of the event a third jet can also be
produced. In fact it is the observation of 3-jet events in e+e− collisions that lead to
the discovery of the gluon.
In general, any inelastic scattering between a proton and another proton can be de-
scribed as an elastic collision between the two partons. The non-colliding constituents
of the two incoming protons are called ”beam fragments” or sometimes ”spectators”
and they contribute to the ”underlying event”.
Parton distribution functions (PDFs) fi(x, µ
2) are introduced to give a description
of the parton distribution inside the nucleons; for fractional momentum between x and
x+dx (µ is the factorization scale) as shown in Fig.1.13. A parton distribution function
is defined as the probability density for finding a particle with a certain longitudinal
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Figure 1.12: Schematic of a 2 →2 scattering process of partons inside the colliding
protons. The outgoing partons eventually hadronize into ”jets”.
momentum fractions x at momentum transfer Q2. Because of ”confinement”, the
partons distribution functions can not be calculated perturbatively. Instead they
are obtained by parameterizing experimental data. One of the commonly used non-
polarized parton distribution functions, is the Coordinated Theoretical-Experimental
Project on QCD (or CTEQ) [33].
1.3.2 Jets and jet fragmentation
The parton fragmentation process involves the creation of colorless hadrons in the
form of baryons and mesons. These hadrons are emitted in a somewhat narrow cone
centered about the direction of the fragmenting parton. Both neutral and charged
hadrons are produced within a jet. The multiplicity within a jet, i.e. the number
of particles composing a jet, ranges from a handful for jet energies below 10GeV to
tens of particles at very large jet energies. At RHIC, the jet production cross-section
decreases steeply with increasing energy. The jet energy is of the order of 10-30 GeV
and jet multiplicities are small. In contrast, at the LHC, one expects significant jet
yields all the way up to 250GeV.
From a practical point of view, the parton fragmentation is usually parameterized
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Figure 1.13: Parton distribution functions as obtained from a global next-to-leading
order QCD fit to deep inelastic scattering and e+e+ data at a scale of µ2 = 10 GeV 2.
by a ”k-to-h fragmentation function” Dhk . This function is defined such that D
h
k(z)dz
is the density 5 that a hadron h, produced in the fragmentation of the original parton
k, is carrying a fraction between z and z + dz of the original parton energy. D(z) is
usually parameterized as:
D(z) = fz−1(1− z)n
where f is a constant and n is extracted from fits to data at high z. The integral
of Dhk(z) over the full z range is the average number of hadrons h (mean multiplicity
of h),
〈Nh〉 =
∫ 1
0
Dhk(z)dz (1.9)
in the complete jet originating from parton k.
Jets are often observed as showers of electromagnetic and hadronic matter in large
calorimeters where they produce prominent adjacent clusters of energy deposition.
5The integral of such density gives the average number of particles in the jet.
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Figure 1.14: An e+e− → 4 jets event recorded with the detector ALEPH at the CERN
LEP-I accelerator [10].
Jets contain both neutral and charged particles. As such jets are characterized by
a charged energy fraction (mainly pi±s), a neutral electromagnetic fraction (mainly
from pi0 → γγ decays) and a neutral hadronic fraction ( K0L and neutrons ).
1.3.3 Discovery of jets
Jets were discovered some 30 years ago at CERN. They were first observed in
e+e− collisions at a center of mass energy of 6-8 GeV at SPEAR in 1975. Further
measurements were carried out with the PEP and PETRA accelerators with center of
mass energies of 30-40 GeV, proving that jets are the dominant mechanism of particle
production at high transverse momentum in high energy collisions. Jets produced in
electron-positron annihilation are the easiest to observe since all the energy of the
colliding e+e− is transferred to the outgoing jets with no such thing as an underlying
event as illustrated in Fig. 1.14. The discovery of jets in hadronic collisions, however,
proved to be a challenging task as described next.
In the seventies it was thought that the transverse momentum distribution of
hadronic interactions was azimuthaly uniform. It was not until full-azimuthal cover-
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age,or ”2pi”, calorimeters were built (at the NA5 experiment located at CERN SPS
and E-557 at FNAL), that a very large rate of transverse energy (ET ) production
was observed. However, there was still no sign of the back-to-back two-jet structure
expected at the highest ET at that time because the center of mass energy was too
low ∼ √26 GeV.
In 1982, the CERN AFS experiment identified a clear jet structure but did not
have enough evidence for back-to-back jets given it had only a quarter of azimuthal
coverage. Around the same time, the UA1 and UA2 experiments, both located at the
CERN SPS pp¯ collider, featured a full-azimuth coverage but at a center of mass energy
too low to provide a conclusive evidence of jets. Fig.1.15 shows the distribution of
transverse energy measured with UA2 central calorimeter and it exhibits a significant
deviation from an exponential behavior.
The definitive discovery of jets came when the previously mentioned experiments
reached higher center of mass energies and coupled with the advantage of full-azimuth
calorimeters. The AFS experiment, with an upgraded azimuthal coverage, observed
the dominance of the two-jet structure at transverse energies beyond ET > 35GeV .
Fig.1.16 displays a two-jet event observed by the AFS experiment. The figure displays
the amount of energy detected in the calorimeters as a function of pseudorapidity and
azimuthal angle. One clearly distinguishes two clusters of high energy depositions in
the AFS calorimeter corresponding to two jets. Jets were also the object of very
detailed studies by the CDF and D0 experiments at the FNAL Tevatron.
1.3.4 Quark and Gluon jets
Jets are defined theoretically as the set of particles emitted within a cone of
opening angle θc around the direction of the originating parton. One of the jet
variables commonly used in studies of jets is the jet hardness6 ”Q” defined as Q =
6A relevant scale is needed to define the physics processes involved. Jet hardness is not a rigid
representation of the energy scale; for example, the DELPHI experiment located at LEP uses κ
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Figure 1.15: Distribution of the total transverse energy
∑
ET observed in the UA2
central calorimeter. The dashed line is drawn to guide the eye and emphasize the
cross section at ET > 100GeV significantly deviates from an exponential behavioral
[11].
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Figure 1.16: Lego plot of particle calorimeter energy that provided the first definitive
evidence of the existence of jets in hadronic collisions. The plot is from the AFS
experiment [12].
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Ejetθc. The angle θc has to be small for perturbative QCD to be applicable ,i.e.
θc  1.
According to the theory of Quantum Chromodynamics, quark and gluon jets
should behave differently. Gluon jets are expected to be broader than quark jets.
They should also feature larger multiplicities, with softer particles.
Jets can originate from qq, qg or gg parton collisions. As such jet production can
be calculated in the context of perturbative QCD in terms of a superposition of qq, qg
and gg interactions. While predictions of the relative quark and gluon content of jets
is ”straightforward” from a theoretical standpoint, measurements of the quark vs.
gluon content is rather challenging.
One widely applied technique used to identify the nature of a jet, i.e. whether
produced by a gluon or a quark, relies on the use of MC generators such as Pythia and
Herwig to interpret the data. These models predict the jet fragmentation function to
be rather different for gluon and quark jets. A comparison of experimental data with
the model prediction hence enable estimation of the relative quark/gluon content.
Another approach is based on the observation of three jet (3-jet) events in e+e−
collisions, where the production of 3-jet events is dominated by processes of the type
e+e− → qq¯g.
Jet cross-sections have been measured by STAR in proton-proton collisions at cen-
ter of mass energy of 200 GeV. Figure 1.17 presents the jet cross-section measured by
STAR showing excellent agreement with Next-to-Leading (NLO) pQCD calculations
done by W. Vogelsang [14].
These measurements were performed in RHIC Run V p + p data. During that
run only half of the STAR electromagnetic calorimeter was operational, hence a cone
radius of 0.4 was used. The inclusive differential cross section was calculated as [14]:
defined as κ = Ejetsin θ2 [34]. Sometimes the center of mass energy of the collision or the jet energy
itself is used.
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Figure 1.17: (a)The inclusive differential cross section for p+p→ jet+X at √s=200
GeV as a function of jet pT for a jet of cone radius of 0.4. The curve shows an
NLO calculation. (b) Comparison of theory and data. The yellow band indicates
experimental systematic uncertainty (∼ 48%), figure taken from [14].
1
2pi
d2σ
dηdpT
=
1
2pi
Njets
∆η∆pT
1∫ Ldt 1c(pT) , (1.10)
where Njets denotes the number of jets observed within a psuedorapidity interval
∆η and a transverse momentum interval ∆pT at a mean jet pT . The pT -dependent
correction factors c(pT ) were determined from simulation. The correction factors were
defined as the ratio of the number of reconstructed jets in Geant-based Pythia in a
given pT interval to those generated in Pythia particle level.
It is worth noting that the measured yield has an uncertainty of 48% (5% from
beam background, 13% from c(pT ) and 46% from the uncertainty on the jet energy
scale, the latter uncertainty stems mainly from BEMC calibration and undetected
neutral particles) [14].
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1.3.5 DGLAP evolution equation
Given the initial conditions of a physics process such as jet fragmentation the
DGLAP7[35, 36, 37](Dockshitzer-Gribov-Lipatov-Altarelli-Parisi) evolution equation
can predict the physics process at different energy scales. The most common incar-
nation of DGLAP is the evolution equation for the distribution of the momentum
fraction of particles inside the jet (fragmentation function), D(z,Q2). DGLAP pro-
vides a recipe to calculate D(z,Q2) at different energy scales Q2. It consists of a
partial differential of a logarithm8 as follows,
∂ D(x,Q2)
∂ lnQ2
=
αs(Q
2)
2pi
∫ 1
x
dz
z
P (z)D
(x
z
,Q2
)
(1.11)
The DGLAP evolution equation mathematically expresses the fact that a quark
with momentum fraction x could originate from a parent quark with larger momen-
tum fraction x which has radiated a gluon. The probability of this happening is
proportional to αsP (z), where αs is the strong coupling constant and P (z) is the
phenomenological splitting function of the parton, which is defined as the probability
of the parton to have a momentum fraction z of the originating parton. The integral
is the sum over all possible momentum fractions z(> x) of the parent.
1.3.6 Dihadron fragmentation function DGLAP
DGLAP equations were first derived for the study of single particle fragmenta-
tion functions. In this work we study the di-hadron fragmentation functions. We
need to first define a di-hadron fragmentation function and identify the correspond-
ing DGLAP equations. These two tasks were accomplished by Majumder and Wang
7DGLAP has a little bit of history. It was originally called the Altarelli-Parisi equations, only
later it was discovered that it was published earlier independently by two Russian physicists , Gribov
and Lipatov, and later the Russian physicist Dockshitzer, hence its name.
8The fact that ∂ D(x,Q
2)
∂ lnQ2 has a non-vanishing value (
∂ D(x,Q2)
∂ lnQ2 6= 0) is called scaling violation.
Which basically means that the fragmentation function (or any physics phenomena in interest) is
dependent on the energy scale Q.
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based on results from e+e− annhiliation. A dihadron fragmentation function is rele-
vant for semi-inclusive processes such as,
e+e− → γ∗/Z → h1 + h2 +X (1.12)
h1 and h2 correspond to hadrons belonging to the same jet, The di-hadron frag-
mentation function is defined as,
D(z1, z2) =
d2N
dz1dz2
(1.13)
where z1 and z2 are the momentum fraction carried by hadrons h1 and h1 respec-
tively. The DGLAP equation derived in [38] for the dihadron fragmentation function
of a quark is as follows9 (for a large scale compared to the QCD scale, Q0  ΛQCD)
Q2
d
dQ2
Dh1h2q (zh1 , zh2 , Q
2) =
αs(Q
2)
2pi
[∫ 1
zh1+zh2
dz
z2
Pq→qq(z)Dh1h2q
(zh1
z
,
zh2
z
,Q2
)
+
2∑
i=1
∫ 1−zhi¯
zhi
dz
z(1− z) Pˆq→qq(z)D
hi
q
(zhi
z
,Q2
)
Dhi¯g
(
zhi¯
1− z ,Q
2
)
+
∫ 1
zh1+zh2
dz
z2
Pq→qg(z)Dh1h2g
(zh1
z
,
zh2
z
,Q2
)]
, (1.14)
And for a gluon,
Q2
d
dQ2
Dh1h2g (zh1 , zh2 , Q
2) =
αs(Q
2)
2pi
[∫ 1
zh1+zh2
dz
z2
Pg→gq(z)Dh1h2s
(zh1
z
,
zh2
z
,Q2
)
9The following substitution is commonly used ddlnQ2 ∼ Q2 ddQ2 .
31
+
2∑
i=1
∑
q
∫ 1−zhi¯
zhi
dz
z(1− z)Pg→gq(z)D
hi
q
(zhi
z
,Q2
)
D
hi¯
q¯
(
zhi¯
1− z ,Q
2
)
+
∫ 1
zh1+zh2
dz
z2
Pg→gg(z)Dh1h2g
(zh1
z
,
zh2
z
,Q2
)
+
∫ 1−zh2
zh1
dz
z(1− z) Pˆg→gg(z)D
h1
g
(zh1
z
,Q2
)
Dh2g
(
zh2
1− z ,Q
2
)]
. (1.15)
where Dhq (z,Q
2) and Dhg (z,Q
2) are the single inclusive quark and gluon frag-
mentation functions, and Dh1h2g (z1, z2, Q
2) and Dh1h2q (z1, z2, Q
2) are respectively the
gluon and quark dihadron fragmentation function [38]. Pq→qg(z) is the splitting func-
tion for a quark to radiate off a gluon and keep a fraction z of its initial forward
momentum likewise Pg→qq¯(z) is the probability for the initial gluon to decay into a
quark-antiquark pair with the quark carrying a fraction z of the forward momentum
of the gluon and Pg→gg(z) is the probability for the gluon to split into two gluons.
The different terms in each of the above equations give the different ways the quark
(or the gluon) can split as explained in [38].
The evolution of the dihadron fragmentation function
The evolution of the parton dihadron fragmentation function with energy scale
has been determined by Majmuder et al. They used the initial scale needed for
DGLAP from a parameterization10 of the Lund Mont-Carlo model JETSET at the
scale Q0 = 2GeV
2 . They then numerically solve the DGLAP evolution equation
for quark/gluon fragmentation function and found the results agree very well with
JETSET evaluated at different energy scales.
The parameterization of fragmentation functions and the test of their violation
scaling involves using measurements of e+e− collisions. The absence of any initial
state interactions (and any PDF uncertainties) makes such measurements ideal as a
10No parameterization for experimental data of the dihadron fragmentation function is available
at this point.
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Figure 1.18: The gluon dihadron fragmentation function [15].
baseline measurements of parton fragmentation in vacuum.
Fig. 1.18 shows the gluon dihadron fragmentation function extracted from JET-
SET with z1= 0.5 selected as the leading hadron in the pair. The gluon fragmentation
function is extracted by selecting 3-jet events and making sure a large fraction of the
energy to be concentrated in the gluon. That insures that the quark/antiquark pair
are contained in an opposite hemisphere with respect to the gluon.
Fig. 1.19 (left panel) shows the projection of the dihadron fragmentation function
at z1= 0.5 for quarks (triangles) and gluon (squares) jets. Also shown in Fig. 1.19
(right panel) are the previous projections divided by the single hadron fragmentation
function at z1=0.5. It shows good agreement between JETSET and the dihadron
fragmentation function determined by Majumder et al [15].
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Figure 1.19: (left) The evolution of the quark (triangles) and gluon (squares) di-
hadron fragmentation functions [Dq(z1, z2), Dg(z1, z2)] at z1= 0.5 [15]. (right) Results
of the evolution of the ratio of the dihadron fragmentation function to the single
fragmentation function for quarks (triangles) and gluons (squares) for a z1 projection
of 0.5 [15].
Dihadron fragmentation function in cold and hot nuclear matter
Medium modifications may be investigated beyond the suppression of the inclusive
spectra of leading hadrons to pairs of hadrons within the jet cone. Such modifica-
tions were tested both in Deep Inelastic Scattering (DIS) and high energy heavy-ion
collisions, albeit without the knowledge of the full jet energy.
Dihadron fragmentation function (DFF) in DIS
Shown in Fig. 1.20 are the experimental data points from the HERMES experi-
ment (DESY, Germany) in DIS off Nitrogen (A = 14) and Krypton (A = 84) targets.
The data points are the ratio of the distribution for the second rank hadrons normal-
ized by the number of leading hadrons (hadrons with z > 0.5):
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Figure 1.20: Results on the medium modification of the associated hadron distribution
as compared to DIS data collected at HERMES with Nitrogen (N) and Krypton (Kr)
targets, [16].
N2h(z2) ≡
∫ 1−z2
0.5
dz1D
h1,h2
q (z1, z2)
/∫ 1
0.5
dz1D
h1
q (z1), (1.16)
where z1 and z2 <z1 are the momentum fractions of the triggered (leading) and
associated (secondary) hadrons, to that off a proton (A=1); R2h =
NA2h(z2)
N12h(z2)
. The curves
show theory predictions [16] for the same quantity showing good agreement.
Dihadron fragmentation function (DFF) in hot nuclear matter
In a hard scattering process, jets are typically emitted as back-to-back pairs.
Correlation of two high-pT hadrons as a function of their relative azimuthal angle have
a characteristic two Gaussian peak structure. Relative to the triggered hadron, away-
side hadrons originate from the fragmentation of the away-side jet and are related to
Single-hadron fragmentation functions (SFF). The near-side hadrons, however, come
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Figure 1.21: Yields of different flavors of hadrons associated with a trigger hadron,
for the shown pT window, versus the centrality of Au + Au collisions at
√
(s)=200
GeV compared to experimental data, [16].
from the fragmentation of the same jet as the triggered hadron and are related to the
DFFs.
The near-side correlation, background subtracted and integrated over the az-
imuthal angle is related to the associated hadron distribution or the ratio of the DFF
to the SFF, both averaged over the initial jet energy weighted with the corresponding
parton production cross sections.
Fig. 1.21 shows the yield of charged hadrons with associated transverse momentum
in the two ranges (6GeV< passoc.T < p
trig.
T and 4GeV< p
assoc.
T < 6GeV) correlated with
a trigger ptrigT > 8GeV, showing good agreement with the data.
Rescaled fragmentation function
The ratio of the DFF to the SFF is to be compared to the SFF. However, the
kinematic bounds for the DFF (D(z1, z2)) is different than that for the SFF (D(z)).
Indeed the momenta fractions z1 and z2 are constrained by the condition z1 + z2 ≤ 1.
The pair distribution (D(z1, z2)) has therefore a much steeply falling spectra compared
to the single particle distribution (D(z)).
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To scale the SFF, the momentum fraction z2 will need to be divided by 1/(1− z1)
and then then the distribution will have to be multiplied by the Jacobian 1/(1− z1),
so D(z2) becomes in the scaled form; 1/(1− z1)D(z2/(1− z1)).
D(z1, z2)/D(z1) and the rescaled D(z2)
In this work, a ratio of the DFF to the SFF (D(z1)) is compared to the rescaled
SFF (1/(1−z1)D(z2/(1−z1))) in line with the theoretical predictions by A. Majumder
and X. Wang [15].
Fig. 1.22 shows the ratio mentioned above compared to the regular (non-rescaled
SFF D(z2)) and the rescaled-SFF. The different colors represent different energy
scales. The plot is shown for a projection of z1=0.5. An interesting observation on
that plot is the excellent agreement between D/S and S for quarks.In contrast to
the disagreement observed for gluons. Fig. 1.23 shows the same plot but for different
projections of z1; high-z z1=0.875, mid-z, z1=0.625 and low-z, z1=0.26. The plot,
however, is shown for quarks only.
1.3.7 Outlook
The study of medium induced modification of the dihadron fragmentation func-
tion is an interesting and a promising tool to investigate the QCD dense medium
produced in A + A collisions relative to p + p collisions. In this work an analysis
of the dihadron fragmentation function in elementary proton+proton collisions (vac-
uum11) is performed. DFFs in proton+protons collisions can be used as a baseline
for such a measurement in A+A collisions and a study of jet-medium interaction at
high temperature and density.
The studies presented in this thesis might also help with the understanding of the
non-trivial near-side in dihadron correlations. Such dihadron correlations have shown
11At this point, there is no existence of theoretical predictions of dihadron fragmentation functions
in heavy-ion collisions.
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Figure 1.22: Comparisons between the ratio of the dihadron fragmentation function to
the single fragmentation functions of the leading hadron (D/S) and the fragmentation
function of the associated hadron (S). The dashed lines are for the gluon and the
solid lines are for the quark fragmentation function. The dot-dashed lines represent
a rescaled quark fragmentation function 2Dh2q (2z2). Figure taken from [15].
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Figure 1.23: Comparison between the ratio Dq(z1, z2)/Dq(z1) and the rescaled single
fragmentation function Dq(z2/(1−z1))/(1−z1) as a function of z2 for different energy
scales (Q2) for quarks jets. Figure taken from [15].
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a near-side that is unmodified in A+ A compared to p+ p/d+ Au.
This dissertation presents the analysis of the experimental data acquired with
the STAR detector during RHIC run VI. The dihadron charged particle distribution
using full jet reconstruction was measured in proton-proton collisions at center of
mass energies of
√
s=200 GeV.
The dissertation is organized as follows. Chapter 2 provides an overview of the
STAR experiment. The analysis method and techniques, with emphasis on the
methodology used to measure di-hadron fragmentation functions are presented in
chapter 3. Here the methodology of a di-hadron fragmentation function will be in-
troduced. The results are presented and discussed in Chapter 4. Simulation results
are presented in Chapter 5. A discussion of the dihadron fragmentation function pa-
rameterization is done in Chapter 6. Chapter 7 presents a summary and conclusions
of this work.
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Chapter 2
Experimental Setup
In this chapter, we describe the RHIC accelerator and STAR detector components
relevant to this work.
2.1 The Relativistic Heavy Ion Collider Facility
The Relativistic Heavy Ion Collider (RHIC ) located at Brookhaven National
Laboratory Long Island, NY, is currently the heavy ion collider with the highest
energy, accelerating Au ions to 99.995% of the speed of light in two concentric collider
rings. The RHIC storage rings are 3.83km in circumference and are designed with six
intersection points at which beam collisions are possible. The particle species that
can be accelerated, stored and collided at RHIC range from A = 1 (protons) to A ∼
200 (gold). The accelerator runs at an approximate luminosity 2× 1026cm−2s−1 with
Au ion beams, and with p+p collisions it is 2×1032cm−2s−1, RHIC can provide beam
energies ranging from 30GeV/u to 100GeV/u. This corresponds to
√
sNN energies
ranging from 60GeV to 200GeV. RHIC is also capable of accelerating polarized and
unpolarized proton beams to a maximum energy of 250GeV/u. Results from proton
collisions provide a baseline for the study of Au + Au collisions. However the study
of polarized p + p collisions should also shed some light on the proton spin ”crisis”
originating from the early 90’s; that the spin of the individual quarks inside the proton
does not add up to the proton spin [39].
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Figure 2.1 shows the layout of the RHIC facility. The path of the Au atoms
begins in the Pulsed Sputter Ion Source in the Tandem Van de Graaff facility with
a charge of -1. These negative ions are accelerated and passed through two thin Au
foils that strip the Au atoms of some electrons, leaving them with a net charge of the
order +32. The Booster Synchrotron takes the 1 MeV/u Au beam and accelerates it
to 95 MeV/u and further strips the ions to a net charge of +77. The beam is then
fed into the AGS where it is bunched and accelerated to 10.8 GeV/u.
Proton acceleration follows a slightly different path. Indeed while ions acceleration
begins at the Pulsed Sputter Ion Source, protons acceleration begins at the Proton
LINAC.
The bunched beam is extracted from the AGS to RHIC (AtR) line via a fast
extraction beam (FEB) system. The FEB system is capable of performing single
bunch multiple extraction of a heavy ion beam or a high intensity proton beam at
a rate of 30Hz. Multiple AGS bunches are injected into a single RHIC bunch and
put into a waiting radio frequency (RF) bucket through the AtR. The Au atoms are
stripped of their last two electrons and are injected into RHIC with a charge of +79.
approximately 109 Au ions. Once in RHIC, the Au bunches are accelerated to the
final collision energy and stored for data taking.
There are four major experiments at RHIC. The two largest detectors are STAR
(Solenoidal Tracker at RHIC) and PHENIX (Pioneering HIgh Energy Nuclear Inter-
action Experiment). The smaller experiments are BRHAMS (Broad Range Hadron
Magnetic Spectrometers) and PHOBOS. The four experiments complement each
other. So it is possible for one experiment to crosscheck the results of another, yet
each of the experiments has its own area of specialization.
The STAR detector has the advantage of having a large cylindrical Time-Projection-
Chamber (TPC) (4m in diameter and 4 m long), installed inside a large solenoid mag-
net. It provides nearly 4pi solid angle tracking capability for charged particles. With
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the three-dimensional tracking capability of the TPC, projections on the end caps giv-
ing x−y coordinates and drift time of ionization electrons giving the z-coordinates of
tracks segments, the TPC can handle thousands of tracks produced in central heavy
ion event.
The PHENIX detector consists of three magnetic spectrometers designed for the
study of leptons and photons produced in A + A collisions. The PHENIX detector
has good capabilities for neutral pions and direct photon detection thanks to the fine
segmentation of the PHENIX electromagnetic calorimeter.
The PHOBOS detector has a coverage close to 4pi solid angle and features high-
resolution, high-speed silicon micro-strip devices, capable of a very high data rate for
charged hadrons and leptons detection.
The BRHAMS detector consists of two movable arm magnetic spectrometers de-
signed to cover a wide kinematical range. The technology used in this detector is
very similar to the spectrometer technology used in fixed-target experiments. Both
PHOBOS and BRHAMS have completed their data taking program.
2.2 STAR
The Solenoidal Tracker at RHIC (STAR) was designed to investigate the behavior
of strongly interacting matter at high energy density and to search for signatures of
quark-gluon-plasma (QGP) formation in high energy heavy ion collisions.
The STAR experiment was designed with a large solid angle coverage suitable for
event by event characterization and for the detection of hadron jets. Fig. 2.2 displays
a schematic view of the STAR detector. The detector consists of several subsystems,
many of which are located inside a 0.5 Tesla solenoidal magnet shown in the cut-away
view of the detector presented in Fig. 2.3. The detector components most relevant for
this work are the BEMC, TPC, Trigger and DAQ system. Their purpose, operation
and performance are summarized in the following sections.
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Figure 2.1: The RHIC facility at Brookhaven National Lab.
Figure 2.2: A schematic view of the STAR detector.
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Figure 2.3: Cutaway view of the STAR detector
2.2.1 STAR Time Projection Chamber (TPC)
The concept of the Time Projection chamber was invented by David Nygren in
the late 1970s. A TPC exploits the fact that particles traversing a gas volume will
ionize some of the gas atoms or molecules, thus creating positive ions and electrons.
In an electric field, the electrons and ions will drift along the electric field lines. The
electrons can then be collected with readout devices that measure two-dimensional
position information.
A three dimensional reconstruction of particle trajectories is possible with a single
readout plane in the TPC by measuring the time difference from the passage of the
particle to the arrival of the charge at the readout. That constitutes a tremendous
improvement over the two-dimenstional readout of traditional wire chambers. The
start time when the particles passed through the TPC has to be provided by external
detectors, typically by the trigger system of the experiment.
The STAR TPC operates in a constant electric field of 145 V/cm which produces
a drift velocity of order 5.6 cm/µs. That facilitates the track reconstruction and the
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calibration of the detector. Once the trajectory of a charged particle has been recon-
structed in the TPC, the measurement of its momentum is relatively straightforward.
The momentum of a particle of charge q moving in a magnetic field of magnitude B
is given by:
pcosθ = qBr, (2.1)
where θ is the pitch angle, and r is the radius of curvature of the particle’s trajectory
in the TPC transverse plane. The momentum of the ionizing particle can thus be
determined by measuring the pitch angle and radius of curvature of the reconstructed
trajectory.
The particles are identified via their specific energy loss in the detector volume.
The energy loss per distance traveled is given by the Bethe-Bloch formula (Fig. 2.6):
dE
dx
≈ Kz2Z
A
1
β2
(
1
2
ln
2mec
2β2γ2Tmax
I2
− β2) (2.2)
Where K ∼ 0.31MeVcm2, and β and γ are the usual relativistic variables. Tmax
is the maximum kinetic energy imparted to a free electron in a single collision, and I
is the mean excitation energy.
The TPC is capable of reconstructing a three-dimensional picture of the particle
trajectory with a single read-out plane, with the time information provided from an
external detector. It covers a pseudo-rapidity region of η < |1.8|. It also uses a very
fast drift velocity gas (P10 gas consisting of 90% argon and 10% methane, which
enables relatively fast readout and minimization of collision pile up from multiple
beam-beam collisions as discussed in detail in [40].
The charged particles trajectories are reconstructed by finding ionization clusters
along their track. The tracks are found in x, y, z space. The x and y coordinates are
reconstructed by measuring the centroid of the charge readout on adjacent pads in a
single pad row [19]. The z coordinate is determined by measuring the time of drift of
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Figure 2.4: A schematic of the STAR TPC
a cluster of secondary electrons from the point of particle crossing to the anodes on
the endcap and a knowledge of the average drift velocity. The end caps are divided
into 12 readout sectors. Each sector is further divided into 45 pad rows. A diagram
of a sector is shown in Fig. 2.5 which shows the densely populated out pads and also
the inner pads . The transverse momentum pt is given by
pt = 0.3qBρ(GeV/c) (2.3)
where q is the charge of the particle, B is the magnetic field parallel to the beam
axis and ρ is the helix radius of the trajectory of the particle. This analysis was
carried out on data acquired with a field of B = 0.5 T.
47
Figure 2.5: A STAR TPC readout sector. There are 45 pad rows. Rows have from
80 to 100 readout pads.
Figure 2.6: Particle identification using the STAR TPC
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2.2.2 The Barrel Electromagnetic Calorimeter (BEMC)
The Barrel EMCAL1 [41] is an electromagnetic calorimeter designed to have an
acceptance essentially equal to the TPC’s, it constitutes a key component of the
STAR detector. It is a fast response detector and as such is suitable for triggering on
rare high-pt processes (jet, leading hadrons, direct photons..etc). Its design consists
of shashlik type sampling electromagnetic calorimeter. It uses lead (Pb) sheets as
radiators and plastic scintillators for signal sampling and readout.
The BEMC (Fig. 2.7) was designed to enable reconstruction of pi0’s and isolated
(direct) photons at relatively high pt ≈ 25−35GeV/c and at the same time be capable
of discriminating between electrons and hadrons in intense hadron backgrounds. It
features a shower maximum detector to be discussed later. It is located inside the
aluminum coil of the STAR solenoid and cover |η| ≤ 1.0 and 2pi in azimuth. It
includes 120 calorimeter modules each covering a range of ∼ 0.1rad in ∆φ and 1.0
unit in pseudorapidity. The modules (Fig. 2.9) are segmented into 40 towers (4800
towers total), with each tower subtending 0.05 in ∆φ by 0.05 in ∆η.
Each module of the calorimeter includes a shower maximum detector (SMD) sit-
uated at approximately 5 radiation length from the front of the module (Fig. 2.9).
The shower maximum detector (SMD) has fine segmentation (towers) that allows
electron/hadron discrimination. The SMD is crucial for pi0 reconstruction, by aiding
with the shower position and shape in pi0 decays.
The BEMC is part of the level-0 trigger, discussed in the next section. The EMC
is an important detector for STARs level-0 trigger because it is fast and sensitive
to the particle’s total energy. Trigger decisions are based on total ET , jet triggers,
photon triggers and other observables.
The BEMC energy resolution and how it impacts the jet energy resolution is
1The Wayne State heavy-ion group was responsible for the construction and initial operation of
the Barrel Electromagnetic Calorimeter.
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Figure 2.7: Cross-sectional views of the STAR BEMC
described in details in Chapter 3.
2.2.3 The STAR Trigger
The STAR trigger system is based on input from fast detectors to control the
event selection for the much slower tracking detectors (TPC). The trigger system is
divided into different layers with the level-0 being the fastest while levels 1 and 2 are
slower but with more sophisticated event selection. The highest level, level-3, is based
on fast online reconstruction of events selected by the level-2 trigger. It include an
online display so that a single event can be displayed in real time (shown in Fig. 2.11
for a Au+Au central event).
2.2.4 The Beam-Beam Counter (BBC)
STAR uses two scintilator arrays, known as the beam-beam counters. They are
located at the ends of the detector along the beam direction and mounted around
the beam pipe so as to provide full azimuthal coverage in the range 2 < |η| < 5.
The geometry of a single BBC is illustrated in Fig. 2.10. It consists of two pieces of
1 cm thick scintillator. The BBC is segmented to enable measurements of particle
multiplicity and make fine discrimination of the particle pseudorapidities.
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Figure 2.8: Schematic side view of a STAR EMC module, the shower maximum
detector is shown at radiation lenght 5X0
The BBC provide the minimum bias trigger for p+ p collisions. Beam-gas or any
type of background interactions would typically produce a signal in only one of the
BBC’s. By requiring light to be produced in a narrow time window in both of the
scintillator tiles, interesting events are selected.
The BBC also serves as a local polarimeter and for measurements of the relative
luminosity of spin states relevant to the STAR spin program.
2.2.5 The STAR Data Acquisition (DAQ) system
The STAR data acquisition system (DAQ) is responsible for the collection of all
data produced by the various detector components once events have been selected for
readout by the trigger.
The architecture of the DAQ is illustrated in Fig. 2.12. The DAQ features a
parallel readout of the various detector components (e.g.TPC, SVT, EMC,...etc ).
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Figure 2.9: Schematic side view of a STAR EMC module showing the projecting
nature of the towers
Figure 2.10: A front view of the BBC
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Figure 2.11: An Au+Au event drawn by the STAR level-3 online display
Formatted data from the different components are hierarchically assembled into full
events which are output to local storage and eventually transmitted to the RHIC
computing Facility for long term storage into the HPSS system. Given the formatting
and event building of central collisions events, an event may take an excess of 1ms, the
DAQ includes multiple event builders processors (in the global crate) which enable
simultaneous building and output of several events.
Overall the system can handle event sizes of order 20MB and store events to disks
at a rate of up to 100Hz (recently upgraded to nearly 1000Hz) [17].
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Figure 2.12: Schematic layout of the DAQ network [17].
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Chapter 3
Analysis Method
This chapter presents a detailed description of the tracks and jet reconstruction
techniques used in this analysis. It also presents a discussion of uncertainties and
systematic errors associated with the instrumentation and reconstruction software
used in this analysis.
Jet reconstruction involves energy measurements carried out with the Barrel Elec-
tromagnetic Calorimeter and tracks measured by the Time Projection Chamber (TPC).
The uncertainties associated with energy measurement (for the BEMC) and track
momentum (for the TPC) will be discussed in detail. That will be followed with
a discussion of the different jet reconstruction techniques used in this work. These
include Mid-point Cone; KT, Anti-KT and SISCone have also been used which are
part of the FastJet package. The Mid-point cone jet finder software was developed
by STAR and used in the analysis of jets by the STAR spin physics group.
3.1 Energy measurements with the EMCAL
Interactions of particles produced by p+ p collisions within the EMCAL radiator
(Pb) produce low energy particles that recoil into the sampling material (scintillator)
and produce florescence. The light produced is then detected by photomultiplier tubes
(PMTs) which produce a voltage signal proportional to the total energy deposited
by the incoming particle. The EMC is designed to produce light signals strictly
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proportional to the energy release by particles traversing it. The conversion of the
measured signal into energy is thus,at least in principle, rather straightforward. The
energy measured, Ei, by a calorimeter tower is given by the following expression,
Ei = gi(Si − Pi) (3.1)
where Pi is the electronic pedestal of the given electronic channel and gi is the
gain of the tower. The pedestal Pi of all towers were measured and stored on a regular
basis during data taking. The determination of the gain gi requires energy calibration
of the calorimeter response.
In the context of this analysis, the purpose of the BEMC is to measure the neutral
energy component of the jet i.e. the energy of γ’s, pi0’s, neutrons and other neutral
hadrons. The BEMC is however also sensitive to energy deposition by charged par-
ticles in form of specific energy loss and/or hadronic interactions.
3.1.1 Linearity of the energy response
The linearity and the uniformity of the energy response were tested during the
calibration process of the EMCal before it became operational. The linearity of the
calorimeter response was checked against changes in the incident STAR beam energy.
The energy is usually collected in a 3 × 3 tower patch. The response of the STAR
EMCal is within ∼ 1% which indicates it is a linear calorimeter.
3.1.2 Energy resolution
The measured energy resolution of the EMCal, σ(E)
E
, is presented in Fig. 3.1. It is
parameterized as,
σ(E)
E
= 1.5%⊕ 15%√
E
(3.2)
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Figure 3.1: Energy dependence of the BEMC energy resolution. The line is from
GEANT simulations of the detector and the points are the Test Beam results, figure
taken from [18].
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where E is the measured energy in GeV. The constant term is due to systematic
effects such as shower leakage, detector non-uniformity, etc. The second term charac-
terizes the intrinsic resolution and it originates from the fluctuations of such things as
energy deposited, energy sampling ....etc. It is consistent with results from GEANT
simulations of the detector and test beam results.
3.1.3 Electromagnetic vs. Hadronic energy
electromagnetic calorimeters are designed to measure what is considered as the
electromagnetic energy produced in a hadron collision. Electromagnetic (EM) energy
consists of the energy carried by photons (gammas), electrons and positrons. In heavy
ion collisions most of this energy originates from pi0 two-photon decays. The BEMC
thus complements the measurements of pi± (and other charged particles) achieved
with charged particle tracking devices such as the STAR TPC. Most EM calorimeters,
and this includes the STAR BEMC, also detect energy deposited by hadrons. This
includes the energy loss of charged aprticles passing through the detector (so called
dE/dx energy loss), and hadronic energy showers from hadrons interacting within the
calorimeter. These include charged hadron showers as well as energy deposition by
neutron and K0L produced as a result of nuclear interactions (mostly in the radiator).
The production of hadronic showers within the calorimeter is a stochastic process
which cannot be identified event-by-event and hence for individual jets. It is therefore
not possible to account for such energy deposition on a jet-by-jet basis. This effectively
limits the jet energy resolution achievable by STAR. The dE/dx energy loss of charged
particles can however be corrected for in jet measurements. In STAR, the jet energy
is determined based on the momentum of charged particles measured with the TPC
as well as the electromagnetic energy detected with the calorimeter. Given charged
particles deposit energy in the for of dE/dx, it is necessary to remove this contribution
from the BEMC energy to avoid ”double counting” the charged particle contribution
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to the jet energy. This is accomplished by projecting charged particle tracks with
the TPC to the calorimeter face to identify which towers are traversed by charged
particles. A nominal MIP energy is hence removed from the tower energy to account
for the dE/dx energy deposition. The charged particle energy added to the jet is then
calculated from the momentum (assuming a pi± mass for the midpoint cone algorithm
and zero mass for the FastJet package) measured with the TPC
3.1.4 Calorimeter energy calibration
Before the BEMC becomes functional for physics analysis, its individual towers
have to be calibrated so that they have the same response to electron/photon signals
(equalization of tower gains). Such equalization of the tower gains must stay within
the intrinisic energy resolution of the calorimeter [42].
The next step in the calibration process is a more comprehensive and thorough
calibration of all the towers together (relative calibration).
3.1.5 MIP-calibration
The most challenging calibration task of the BEMC is its absolute calibration. An
absolute calibration with an accuracy of ∼ 1.5-2% is usually required in STAR.
Most relativistic charged particles passing through the detector would deposit an
amount of energy (MIP-hits) that is independent of their momentum and species.
Such MIP-type energy deposition is exploited for the purposes of the BEMC calibra-
tion.
The MIP-calibration process involved two stages; the first stage involved exposing
selected modules of the BEMC, prior to their installation in STAR, to an external
beam with well identified particles with known energy in the momentum range of
interest. The ratios of each tower response to MIP’s and electron’s hits, MIP/e-ratios
were measured simultaneously.
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In the second stage, when the BEMC became operational in STAR, samples of
MIP-hits of particle composition and momenta as close as possible to those in the
test beam were recorded, and the position of the resulting MIP peaks measured.
The MIP/eT -ratio takes the functional form (The Equivalent Electromagnetic
MIP Signal EEMS) [43] :
EEMS ≡MIP (1GeV/c)/e = A
(1− 0.054.η2)× sinθ (3.3)
Where the normalization constant A was determined to be 264±4stat±13sys MeV.
e-calibration
A complementary method for the calibration of the calorimeter involved the use
of electron tracks identified with the TPC. Electrons were selected in the momentum
range, 1.5 < p < 5.0 GeV/c. They were identified by their dE/dx energy loss in the
TPC. The ”electron tracks” are then projected in a 3x3 tower patch in the calorimeter.
The energy deposited in the tower by the electron, Etower, was compared to the track
momentum, p, to determine the absolute tower gain. Fig. 3.2 shows the p/Etower
spectrum for electron candidates exhibits a well defined electron peak.
The combined MIP calibration and electron calibrations yield an overall total
energy systematic uncertainty smaller than 2%.
3.2 Charged particle measurement
The momentum resolution of the TPC is defined as,
δP⊥
P⊥
=
P⊥real − P⊥reconstructed
P⊥real
(3.4)
where PTreal is the real momentum and P⊥reconstructed is the momentum reconstructed
by the tracking software.
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Figure 3.2: Spectrum of p/Etower for electron candidates identified by the TPC in
the momentum range 1.5 < p < 5.0 GeV/c. A well defined electron peak is obvious
along with the hadronic background shown as the dashed line. The electron peak is
not centered at 1 due to the unavoidable energy leakage to neighboring towers.
In order to estimate the momentum resolution [19], the embedding technique is
used. A track is simulated with a certain momentum, the track is then embedded in
a real event. Fig. 3.3 shows the pT resolution for pi
− and ant-protons in STAR. At
low momentum, the momentum resolution exhibits a 1/p behavior resulting in large
part from MCS effects. This results in a momentum resolution of order 2-3% for
minimum ionizing particles (i.e. 0.5-1 GeV/c). Tracks with a momentum in excess
of 1GeV have a large radius of curvature. The momentum resolution is consequently
limited by the effective granularity of the hit reconstruction and resolution. In STAR,
this amounts to a linear rise with a slope of ≈ 4
3
%GeV. This implies the momentum
resolution is of order 4
3
× 20 + 3 ≈ 30% at 20 GeV/c.
A track embedding technique is used to estimate the track reconstruction reso-
lution and efficiency [19]. Track embedding is a technique commonly used to study
the performance of large detectors such as the STAR TPC. The technique consists
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of using actual data to study the performance of the detector. Specifically, one uses
an event simulator (such as HIJING, PYTHIA or MEVSIM) to produce simulated
particles in the kinematic range of interest. One then uses the STAR GEANT pack-
age to simulate the propagation of these particles through the STAR detector, and
in particular the TPC. One simulates the response of the TPC in order to produce
faked TPC hits. The faked hits of track are then added to an actual (i.e. real) STAR
event. The event and the faced hits are then reconstructed at a normal event. One
then finally determines what faction of the faked hits were properly reconstructed and
whether the corresponding particle was found. The ratio of corresponding particles
was found embedded tracks to the number of embedded tracks provides an estimate
of the reconstruction and track finding efficiency. The difference between the recon-
structed momentum and the actual momentum of the simulated track provide an
estimate of the momentum resolution.
Figure 3.3: Transverse momentum resolution of the STAR TPC for two identified
hadrons at 0.25 T magnetic field. Tracks are embedded in minimum bias events. The
momentum resolution is simply the Gaussian sigma, figure taken from [19].
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3.3 Jet reconstruction
Jet reconstruction1 start from a list of ”particles” that experimentally are defined
to be calorimeter towers or hadron tracks measured in the TPC. The role of the jet
finding algorithm is to associate clusters of these particles into jets such that the
kinematic properties of the jets can be related to the corresponding properties of the
partons produced in the hard scattering process. A jet algorithm basically allows us
to ”see” the partons in the hadronic final state.
An ideal jet algorithm will have a minimum effect on the reconstructed jets when
going from the parton level to calorimeter/tower level. A jet is usually identified with
a 4-momentum pµ.
Cone algorithms have been widely used for jet reconstruction in hadron-hadron
experiments. Usually a cone jet of radius R consists of all the particles whose trajec-
torie lies within an area A = piR2 of η × φ space. Because the way cone algorithms
are defined, the axis of the cone coincides with the jet direction as defined by the
ET -weighted centroid of the particles within the cone.
Searching for stable cones with all the calorimeter towers would be time-consuming
given the large number of towers comprised in the BEMC (4800 calorimeter towers).
A faster technique involves the creation of a list of the most energetic towers, so called
seeds. In this analysis, towers used as seeds are required to have energy larger than
0.5 GeV.
Jet finding algorithms start by assuming some trial geometric center for a cone in
η × φ space. The ET -weighted centroids are then calculated for the particles in each
seed cone and then the centroids are used as centers for new cones in η × φ space.
This procedure is iterated until the cone geometric axis coincides with the centroid.
In contrast, the kT -algorithm is based on pair-wise recombination of particles
and is usually infrared-safe as explained next (unless proto-jets are used which takes
1This section is adapted from the CDF Run II jet paper [44]
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the role of seeds in a cone type algorithm). Pairs of particles are merged in order
of increasing relative transverse momentum. An R-equivalent parameter, D, called
resolution parameter, is used to control the termination of merging and the size of the
resulting jets. Variations of the kT -algorithm were used prominently at e
+ − e−/ep
colliders (LEP and HERA). Their use at hadron colliders is fairly recent, for example
at CDF [45] and now at STAR.
A related jet finding algorithm is the Anti-kT algorithm. This algorithm addresses
the problem of infrared and collinear safety by recombining soft particles with the
hard particles first before recombining the soft particles among themselves. It is
essentially the reverse-order of what happens in the kT -algorithm.
3.3.1 Issues with jet finding algorithms
One of the desirable features of a an ideal jet algorithm is infrared safety: the jet
algorithm should be insensitive to soft radiation in the event as illustrated in Fig. 3.4.
Another issue with jet finding is Collinear safety: an ideal jet finding algorithm should
find jets that are insensitive to any collinear radiation in the event as shown in Fig. 3.5.
Introducing seeds breaks the collinear safety. The jets have to be of sufficiently large
ET for splitting of the seed energy between towers not to affect jet finding.
Figure 3.4: Infrared safety: the presence of soft radiation between two seed particles
would cause them to be reconstructed as one jets, however they would be normally
constructed as two separate jets without the presence of such soft radiation.
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Figure 3.5: An example of collinear sensitivity in jet reconstruction. Configuration
on the right produces a seed, however on the left it does not produce a seed.
Shown in Fig. 3.6 is another pathology associated with collinear sensitivity, which
shows an algorithm that is sensitive to the ET ordering of particles. The difference
between the two scenarios is that the central (hardest) parton splits into two almost
collinear partons. The distance between the two outermost partons is larger than R
but smaller than 2R. Consequently if both partons are treated as seeds, different jets
will be reconstructed in the two situations.
Because of the shift of largest ET ; the partons on the right would be looked at
first and a jet may be found containing only the right most and two central partons.
The left would be a parton by itself, hence, the number of reconstructed jets would
change between the two situations.
3.3.2 Midpoint cone algorithm
The cone algorithms reconstruct jets by associating together particles whose tra-
jectories lie within a circle of some radius R in η × φ space as described before.
The particles in the Midpoint cone algorithm are described by a massive 4-vector
and a cone radius R that is defined by R ≤√(∆η)2 + (∆φ)2.
The next step in jet finding is recombination, i.e. the addition of those particles
together to give the jet its unique kinematic properties. The recombination used by
the Spin jet finder used in this analysis is the E-scheme or 4-vector recombination,
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Figure 3.6: Collinear safety: the plot on the left fail to produce a seed because is
split among different towers. The plot on the right produces a seed since the energy
is more collinear.
meaning that the jet is treated as a four-vector. In this scheme the reconstructed jet
has a mass and is defined as,
pJ = (EJ ,pJ) =
∑
i⊂J=C
(Ei, pix, p
i
y, p
i
z) , (3.5)
pJT =
√
(pJx)
2 + (pJy )
2 , (3.6)
yJ =
1
2
ln
EJ + pJz
EJ − pJz
, φJ = tan−1
pJy
pJx
. (3.7)
To deal with overlapping cones, the midpoint cone algorithm uses an arbitrary
fraction constant (e.g. f= 75%) to merge/split overlapping jets. Cones sharing an
energy fraction larger than 75% are merged. For shared energy below this cut, the
shared particles are typically assigned to the cone that is closer in η × φ space, for
details see [44].
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Addition of Midpoints
The purpose of adding of ”Midpoints” in the list of starting seeds is to approximate
a seedless sort of algorithm. By adding a starting point for clustering at the positions
given by pi + pj, pi + pj + pk etc., the infrared sensitivity illustrated in Fig. 3.4, can
essentially be eliminated. The midpoints are usually considered where the seeds lie
within a distance, ∆R < 2.0 ·Rcone, of each other.
3.3.3 The FastJet package
The midpoint cone algorithm described in the previous section is not IR safe,
even though ”midpoint” seeds are used to overcome such sensitivity. There has been,
however, recent progress in the implementation of practical Infrared-safe seedless cone
algorithms. The FastJet package was developed by Salam, Soyez and Cassiari in an
effort to develop an exact seedless IR-safe cone algorithm. Prior implementations of
seedless cone were typically CPU-intensive and consumed considerable time for jet
reconstruction. The FastJet package was developed specifically for applications at
the Large Hadron Collider (LHC) where particle multiplicities produced in Pb + Pb
collisions will be very large (∼ 7000).
FastJet was engineered to minimize the reconstruction time by improving on the
geometrical aspects of the problem. For a complete and technical discussion see [46].
The FastJet package offers three options for jet reconstruction: SISCone, Kt and
anti-Kt algorithms.
The SIScone algorithm
The Seedless Infrared Safe cone algorithm, or SISCone, is an exhaustive, non-
iterative approach to jet reconstruction, sometimes called exact seedless cone jet
finder. It is a cone algorithm that finds all stable cones.
The main aim of this algorithm is to avoid the infrared unsafety that plagues
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conventional Midpoint cone algorithms: thereby enabling a meaningful connection
between the partonic structure of the event and the observed ”detector” jets. A
complete and technical description of the FastJet package is available in the original
paper by Gavin Salam et al. [46].
The kT − algorithm
The kT -algorithm is a cluster-type jetfinder. It is based on successive pair-wise
recombination of particles. It has a much simpler definition than SISCone and is also
infrared-safe.
The use of the kT jetfinder in high multiplicity hadronic colliders has been lim-
ited so far. Indeed the operation of the current implementation of the kT jet finder
requires extensive operations O(N3) that become prohibitive for higher multiplicity
environments.
The FastJet implementation of the kT jet finder tries to address this issue. With
the kT jet finder it is achievable ∼ N lnN , where N is the number of particles to be
clustered.
3.4 Jet energy corrections
The reconstructed jet energy have to be corrected to account for a variety of
factors we summarize in the following.
For comparison of data to theory, the calorimeter tower energies must be first
corrected for instrumental effects. For example, corrections are required to account
for the smearing effects associated with the finite energy resolution of the calorimeter
(unfolding). After such correction are performed the jet cross sections can be corrected
at the hadron-level.
Another important correction to the jet energy involves removal of the energy
of the underlying event within the measured jet cone. This corresponds to the ex-
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cess of energy that is not coming from the hard scattering. One must also carry a
hadronization correction; which results from not fully reconstructing the full energy
of the parent parton (a parton would have its trajectory lie inside the jet but the frag-
mentation hadron misses the jet cone). These two effects go in opposite directions,
so there is partial cancelation at the parton level.
Figure 3.7: The hadronization and underlying event corrections used to correct the
inclusive jet cross section at CDF for a cone radius of 0.7 [20].
As an example, here we mention such corrections done at the CDF Run II exper-
iment. Fig. 3.4 displays the two effects mentioned above. For a cone radius of 0.7
the underlying event correction is larger. It is clear that for PT ’s above 200 GeV/c
that the magnitudes of the corrections are basically constant as a function of the jet
PT . The two effects partially cancels each other over the full momentum range. We
believe such cancelation is applicable at STAR as well.
3.5 Jet Energy Scale, JES
The determination of the jet energy scale correction at the hadron level relies
primarily on specific detector simulation and jet fragmentation models. The deter-
1Hadronization and fragmentation are two words used interchangeably.
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mination of the Jet Energy Scale in STAR is still work in progress.
3.6 Triggers
This analysis was performed on
√
s = 200GeV p+p collision data collected during
the RHIC Run VI (2006).
Data were acquired with a variety of triggers. The triggers of interest for this
analysis are EMC barrel high tower triggered events (BHT) and the jet patch trigger
(BJP). For both triggers, an additional minimum bias trigger (MB) was required using
the BBC to reduce background. The BBC served as a MB trigger since it is sensitive
to the spectator particles that do not interact and continue their path and hit the
BBC. A BBC trigger requires a coincidence between the BBC-east and the BBC-west
detectors located along the beam direction at the two ends of the experiment. The
BBC sampled ∼ 87% (26.1±2.0 mb) of the non-singly diffractive cross-section.
The BHT trigger
The BHT trigger was designed to acquire events with high-pT particles. It involves
two components. First, STAR used a MB trigger requirement to insure a genuine
p+ p collision occurred in the interaction region. The second component involves the
selection of events with high energy towers. This can be accomplished because the
gain of the towers were equalized prior to data taking. A level-0 trigger is hence used
to identify events with at least one BEMC featuring an energy above a preset energy
threshold. A threshold of 3.7 GeV was used for data collected in this analysis. The
BEMC is particularly efficient for the detection of high energy gammas and pi0’s. It
is however less efficient and in fact biased for the identification of jets.
As an example of the bias for pi0’s, Fig. 3.6 shows the mean value of the fragmen-
tation variable z (z = pT (pi
0)/pT (jet)) as a function of the pion pT for HT triggers
compared to PYTHIA simulations. The 〈z〉 of the pi0’s in electromagnetically trig-
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gered jets as shown was found to be around 0.7 [47]. In another word, for the pT -range
shown, 70% of the jet is essentially a neutral pion.
Figure 3.8: Mean transverse momentum fraction of pi0’s within jets as a function
of pion pT for electromagnetically triggered events compared to PYTHIA simula-
tions [20].
The BJP trigger
The barrel jet patch trigger (BJP) requires, in addition to the MB trigger, a patch
of towers roughly the size of a jet (∆η × ∆φ = 1 × 1) measuring ET > 7.8 GeV. A
patch has a size of 20 × 20 towers. The calorimeter is covered by a total of 12 non-
overlapping patches, six on the east and six on the west side. The BJP trigger is less
biased as compared to the HT trigger with respect to the neutral energy content of
the jet.
Recoil jets
For a fragmentation function measurement, a choice of non-biased jets is desirable.
In this analysis, jets were required to always be on the opposite side of the patch of
towers that triggered the event, the so called recoil jet. Shown in Fig. 3.6 is the
correlation between the position of the jet in azimuth and rapidity with respect to
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the triggered patch.
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Figure 3.9: The correlation between the azimuth difference of the jet and the EMCAL
triggered patch vs. the pseudorapidity difference.
Jets in the range ∆η,∆φ ≤ 1 correspond to jets that satisfy the BJP condition.
The recoil jets were defined as jets that lie within |φpatch − φjet| > 2.6 . We do not
apply a restriction on the pseudorapidity of the jets with respect to the pseudorapidity
of the triggered patch since in two-jet events, jets do not have to be back-to-back in
pseudorapidity.
3.6.1 Neutral energy fraction of the jet (NEF)
Since this analysis was performed using an electromagnetic calorimeter trigger,
an investigation of biases introduced by the trigger is required. Shown in Fig. 3.10 is
the scatter plot of the neutral energy fraction versus total energy of the jets. how-
ever, such two-dimensional distributions are best represented as projections as shown
in Fig. 3.11. The figure shows the average neutral energy fraction inside the recon-
structed jet as function of the jet energy for recoil jets and triggered jets obtained
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with the BJP trigger. One observes a clear difference in the neutral energy content
of triggered jets as compared to recoil jets.
Figure 3.10: The correlation between the neutral energy fraction in the jet and the
jet energy for recoil jets.
The neutral energy fraction (NEF) of recoil jets at high jet energies is consistent
with the yield of hadrons being dominated by pions and isospin symmetry (with
neutral pions comprising 1/3 of the total pion cross section).
3.6.2 Jet finder parameters
The analysis presented in this work was carried out with some constraints and
cuts. The jets were restricted to be:
• |ηjet| < 0.3
to ensure that the jet is fully contained within the detector acceptance.
• Rcone = 0.7, D = 0.7
To make sure most of the jet is contained in the jet cone.
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Figure 3.11: The profile projection of the previous plot, but for both recoil and trigger
jets showing the neutral energy fraction (NEF) as a function of the jet energy.
• The number of track hits is equal to or more than 15
To ensure the tracks are well reconstructed tracks.
• Tracks had a minimum pT of 0.2 GeV
To get ride of tracks with low reconstruction efficiency.
• Jets had a minimum pT of 3.5 GeV
• The split/merge fraction was 0.5
To ensure most of the jets are not split jets.
• Midpoints between the seeds was utilized
To reduce the sensitivity of the jetfinder to the choice of seeds.
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3.7 Definition of the DFF
In this analysis a dihadron fragmentation function (DFF) is defined as the pair
distribution of charged hadrons inside fully reconstructed jets.
D2(z1, z2) =
d2N
dz1dz2
(3.8)
where z1 and z2 are the ratios of the particles pT to the jet energy. This dihadron
fragmentation function is measured for particles contained in a single jet exclusively.
DFF differs significantly from the common ”hadron-triggered” fragmentation function
extracted from dihadron azimuthal correlations. In these correlations, the pair is
chosen such that there is a high-pT trigger particle (leading hadron) and a low-pT
associated one (sub-leading hadron) with no explicit reference to a jet. Such a pseudo-
DFF can be defined for the near or/and the away side of the correlations, it also
doesn’t require the reconstruction of the jet since the high-pT leading hadron is used
as a proxy to the jet.
Fig. 3.12 shows the pseudo-DFF described above. Here zT is the ratio of the
momentum of the associated hadron to the momentum of the trigger hadron. It is
defined as:
DAA(z, p
trig
T ) ≡ ptrigT
dσh1h1AA /dp
trig
T dp
assoc.
T
dσh1h1pp /dp
trig
T
(3.9)
Except that d+ Au is used instead of p+ p as a reference.
D2(z1, z2) in contrast, measures he number of pairs in a given jet. IT thus provides
no ambiguity a mean to study the internal structure of a jet, wether jet particles are
correlated, their number and fluctuations. In the context of jets produced in p + p
collisions D2(z1, z2) provides added information and insight, relative to D(z), on the
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Figure 3.12: Near-side zT pseudo-dihadron fragmentation function in central Au+Au
before and after ridge subtraction, figure taken from [21].
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properties of jets. As such, a comparison of measured D2(z1, z2) shall provide stronger
tests of existing jet models and parameterizations. A study of D2 for different jet
energies shall in particular provide for more stringent test of jet universality and
DGLAP evolution.
Future studies of D2 with jets produced in heavy ion collisions shall also prove
quite useful. Correlation measurements in A + A collisions, discussed in Chapter 1,
have shown ”away-side” jets are strongly suppressed through interactions with the
dense medium produced in these collisions. Near side correlations however, exhibit
no evidence of jet modifications. This stark contrast between the near and away side
correlation strengths was interpreted as evidence for surface biased emission. Clearly,
jets (or at least the partons that initiate them) interact strongly with the medium
bulk. The nature and mode of this interaction is however not completely elucidated.
Having additional information on the jet structure by was of D2(z1, z2) measurements
might provide additional insight into the jet medium interaction dynamics.
3.8 Outlook
In the next chapter, we present results performed on p+ p collisions. We present
results of dihadron fragmentation functions (DFF) and rescaled single hadron frag-
mentation functions (SFF). We also investigate the possibility of such comparison to
determine the dominance of quark and gluon jets as a function of the jet energy.
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Chapter 4
Results
Introduction
We present in this chapter the results of our analysis of dihadron fragmentation
functions carried on run VI data set of p + p collisions measured by STAR. The
technical and experimental details were discussed in chapter 3. Sec. 4.1 presents the
measured, uncorrected single charged hadron fragmentation function. The di-hadron
fragmentation function measurement results are presented in sec. 4.2.
We first compare the dihadron FF to single hadron FF in sec. 4.3 where we show
the intra jet particle correlations are intrinsically non-poisonian. Given that two
hadrons are subject to kinematical constraints, namely z1 + z2 ≤ 1, we consider a
comparison of D2(z1, z2) projections for a fixed z1, with scaled single hadron FFs.
4.1 Single hadron fragmentation function
Fig. 4.1 shows an example of single hadron fragmentation function of recoil jets
for jet energies of 10 < Ejet < 40. The plot is shown for the four different jet finders
used in this analysis KT, AKT, SIS and the Midpoint algorithm. The distribution is
defined as;
D(z) ≡ dN
dz
(4.1)
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D(z) is a density representing the number of charged tracks inside fully recon-
structed jets. It is normalized by the bin width (∆z=0.01).
The single charged hadron D(z) presented in fig. 4.1 is uncorrected for track
reconstruction efficiencies and jet energy resolution effects. We observe D(z) exhibits
at maximum near z ≈ 0.05 and decreases monotonically for larger z.
We also note that Dz falls steeply above z ≈ 0.9. It is worth mentioning that the
quality and robustness of this uncorrected results is limited below z = 0.05 where
track reconstruction inefficiencies are expected to play a significant role. Thus, one
should interpret the distribution with caution for z < 0.05.
We also note that all three jetfinders of the FastJet package essentially produce
equivalent fragmentation. The midpoint finder, on the other hand, produces a rather
steeper distribution. The source of this difference is still under investigation by STAR.
Figure 4.1: Single hadron fragmentation function for jet energies of 20 < Ejet < 40.
The fragmentation function is shown for the different jet finders used in this analysis;
Midpoint, SISCone,AKT and KT.
79
4.2 Dihadron fragmentation functions
In this section, we present the 2D distributions for the DFF, D2(z1, z2) defined
by equation 4.1. Figures 4.2, 4.3, 4.4 show D2(z1, z2) measured with the Midpoint
cone jetfinder for three jet energy intervals: 10 < Ejet < 20, 20 < Ejet < 30 and
30 < Ejet < 40 GeV. The distributions exhibit a maximum near z1 ' z2 ' 0 and
decrease rapidly by many orders of magnitude. The distributions shown above are un-
corrected for jet energy resolution effects and other instrumental effects. An unfolding
technique is required to account for jet resolution and other experimental effects and
is work in progress. Preliminary studies of the impact of the finite acceptance and
instrumentation effects are carried out in Chapter 5. Remarks provided for the single
charged hadron fragmentation function, discussed before, also apply for D2(z1, z2).
We note that similarly to the single charged hadron distribution shown in fig. 4.1,
these distributions exhibit an approximate exponential dependence on z1 and z2 in
the range for z > 0.1.
It is interesting to consider whether the particles within a jet are emitted inde-
pendently. This can be estimated by considering that the DFF may be written as
follows:
D2(z1, z2) = N2P2(z1, z2) (4.2)
Where,
N2 ≡
∫
D2(z1, z2)dz1dz2 (4.3)
and P2(z1, z2) is the join probability density defined as,
P2(z1, z2) ≡ 1
N2
d2N
dz1, dz2
(4.4)
which satisfies
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∫
P2(z1, z2)dz1dz2 = 1 (4.5)
P2(z1, z2) is a joint pdf. As such, it expresses the probability that two particles
are emitted simultaneously at z1 and z2. Particle production at z1 and z2 are said to
be independent if the joint probability can be factorized as follows:
P2(z1, z2) = P1(z1)P1(z2) (4.6)
Given the single FF may be similarly written as;
D1(z) = N1P1(z) (4.7)
where 1 =
∫
P (z)dz with P (z) = 1
N1
dN
dz
. One can study the non poisson character
of intra jet particle emission by comparing D2(z1, z2) with the product D1(z1)D2(z2).
Specifically, we define the ratio R2(z1, z2) as follows;
R2(z1, z2) =
D2(z1, z2)
D1(z1)D1(z2)
(4.8)
This ratio is not expected to be equal to unity for Poissonian emission since N2
N21
should differ from unity because of stochastic variations in the number of particles
emitted in a jet.
To calculate the ratio R2(z1, z2), one must first calculate the product D1(z1) ⊗
D1(z2). Given the distribution D1(z) is discritized (or binned), we calculate the
product as follows;
D1(z1)⊗D1(z2) = D1(i)D1(j) (4.9)
where i, j are bin indices along z1 and z2. Note that the number of bins along z1
and z2 are chosen to be the same as those used for the measurements of D2(z1, z2).
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The distributions D1 and D2 shown in the figures before have not been corrected
for particle detection efficiency (tracking efficiency). It should be however noted that
the number of measured particles can, to first order, be related to detection efficiency
and the fragmentation function as follows:
N1(z) = 1(z)D1(z) (4.10)
where 1 and 2(z1, z2) is the joint effective reconstruction efficiency for tracks of
z1 and z2,
N2(z1, z2) = 2(z1, z2)D2(z1, z2) (4.11)
However, considering 2(z1, z2) ' (z1)(z2) for z1 6= z2, one thus find,
R2(z1, z2) =
N2(z1, z2)
N1(z1)N1(z2)
=
2
11
D2
D1D1
' D2
D1D1
(4.12)
This implies the ratio R2(z1, z2) is a robust variable; i.e. it is approximately
independent of particle detection efficiencies. We note that z ≈ 0.1 particles in jets
of 10 GeV (or more) have an energy equal or larger than 1 GeV. Detailed studies of
the STAR TPC response have shown that the reconstruction efficiency is essentially
independent of the momentum for E > 1 GeV. The above assumption  ≈ constant is
thus valid for z1, z2 > 0.1 and one therefore expect that ratio to be essentially robust
for z1, z2 > 0.1. The robustness is however expected to break down for z < 0.05.
Measurements in that z range are however also affected by many other instrumental
effects and therefore not strictly emphasized in this work.
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Measurements of D2(z1, z2)
Figures 4.2 to 4.4 show the distribution of pairs inside the jet, D(z1, z2), defined
by equation 4.3, for jet energies, 10 < Ejet < 20, 20 < Ejet < 30, 30 < Ejet < 40
and 40 < Ejet < 50 GeV. These distributions have not been corrected for jet energy
resolution or track finding efficiencies and subjected to the condition z1 > z2.
We observe a maximum pair yield when both z1 and z2 are small. It is also worth
nothing that by construction, for a given z1, z2 is bound to be smaller than 1 − z1.
Additionally we observe that along the diagonal, z1 + z2 < 1 where c < 1, there
appears to be no significant dependence on z2; i.e. the number of pairs is ”flat”.
Measurements of D(z1)D(z2)
In order to obtain the ratio R2 defined by equation 4.9, we first determine the
product D(z1)D(z2). The product is shown in figs. 4.5 to 4.7 for jet energies,
10 < Ejet < 20, 20 < Ejet < 30 ,30 < Ejet < 40 and 40 < Ejet < 50. D(z1)D(z2) dis-
tributions exhibit, similarly to D(z1, z2), a maximum at z1 ≈ z2 ≈ 0 and a minimum
at high-z.
The ratios are shown in figs. 4.8 to 4.10. We find the ratio, R2, is not constant and
has monotonic dependence on z1 and z2 with a maximum R2 > 1 for z1 ≈ z2 ≈ 0, and
smallest values for z1 + z2 ≈ 1. We also find that the ratios R2 exhibit no particular
structure either as function of z1 or z2. Given a jet with a low z particle, one is more
likely to find, within this jet, another low z particle, i.e. more likely than to find it
associated with a high z particle. Similarly, one is least likely to find two ”high” z
particles within a jet. The pair probability is manifestly a function of z1 and z2. We
thus conclude that multiparticle emission within a jet is not a Poissonian process,
particles emitted within a jet are thus correlated.
We note additionally that the ratios R2 behave similarly at all energies considered
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i.e. when sufficiently many jets were measured to enable a statistically significant
determination of the ratio. Deviations from Poisson behavior thus seem qualitatively
the same at all energies. This is a rather interesting observation considering that
the jet multiplicity is know to increase (logarithmically) with jet energy. Indeed, one
would naively expect some dilution effect in the ratio R for increasing jet multiplicity.
A dilution is in articular expected if the particles are produced by multiple (similar)
sources. The absence of the dependence on jet energy might thus suggest all particles
within the jets are ”globally” correlated.
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Figure 4.2: Dihadron fragmentation function (DFF) for jets with energies 10 < Ejet <
20 obtained with the midpoint cone jetfinder, with the constraint z1 > z2.
4.3 Projections of the dihadron fragmentation function
The ratio of the dihadron fragmentation function to the single fragmentation of the
leading hadron D(z1, z2)/D(z1)should be numerically similar to the single fragmenta-
tion function of the associated hadron, D(z2). However, before such comparisons are
to be made, the single hadron fragmentation function has to be rescaled to account
for the fact that the dihadron fragmentation function has a different kinematic bound
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Figure 4.3: Dihadron fragmentation function (DFF) for jets with energies 20 < Ejet <
30 obtained with the midpoint cone jetfinder, with the constraint z1 > z2.
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Figure 4.4: Dihadron fragmentation function (DFF) for jets with energies 30 < Ejet <
40 obtained with the midpoint cone jetfinder, with the constraint z1 > z2.
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Figure 4.5: Convolution of the single hadron fragmentation function by itself,
D(z1)D(z2). For jet energies 10 < Ejet < 20.
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Figure 4.6: Convolution of the single hadron fragmentation function by itself,
D(z1)D(z2). For jet energies 20 < Ejet < 30.
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Figure 4.7: Convolution of the single hadron fragmentation function by itself,
D(z1)D(z2). For jet energies 30 < Ejet < 40.
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Figure 4.8: Ratio of the DFF to the SFF, D(z1,z2)
D(z1)D(z2)
. For jet energies 10 < Ejet < 20.
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Figure 4.9: Ratio of the DFF to the SFF, D(z1,z2)
D(z1)D(z2)
. For jet energies 20 < Ejet < 30.
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Figure 4.10: Ratio of the DFF to the SFF, D(z1,z2)
D(z1)D(z2)
. For jet energies 30 < Ejet < 40.
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than the single hadron fragmentation function.
First, we consider the ratio;
D2(z1, z2)
D1(z1)
∣∣∣∣
z1
(4.13)
evaluated at fixed z1. This ratio is obtained by projecting and averaging D2 onto
the z2 axis for a fixed range of z1. The ”projected” DFF is then divided by the value
of D(z1), averaged over the same range in z1. Given the scarcity of statistics, the
projections are done over 10 bins.
Figures 4.11 to 4.22 compare the projections D1(z1, z2)/D(z1) with the scaled
distributions 1/(1− z1)D(z2)/D(1− z1)for z1=0.2, z1= 0.5 and z1= 0.8.
We first note that for z1=0.2 distributions shown, the reason that the FF extends
to z2 > 0.2 stems from the fact that we use ± 10 z1 bins average to carry out the
projections. Similar features are present with the z1 = 0.5 and z1 = 0.8 distributions.
It is worth mentioning that we verified that the distributions obtained are not appre-
ciably different when the number of bins included in the projections is changed from
10 to 20.
Note also that the rescaled functions, 1
(1−z1)D(
z2
1−z1 ), as plotted are not subject
to the z1 > z2 condition and therefore extend for z2 > z1. We also observe that the
different jet finding algorithms produce, as expected, quantitatively similar results.
Globally, the DFF projections are rather different from the scaled FFs. Differences
are particularly large for z1=0.2.
In order to better quantify the difference between the projected DFF and the
scaled FF, we study the ratio D2(z1,z2)/D(z1)
1/(1−z1)D(z2/(1−z1)) shown in fig. 4.23 for the different
jet finders and jet energies considered so far. We note however that for z1 = 0.5, the
ratio is nearly constant in the interval 0.1 < z2 < 0.4 thereby indicating approximate
scaling in that range.
Deviations outside that range may stem in part from instrumental distortions
given the data have not been corrected for detection efficiency, acceptance and jet
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energy resolution effects. The results presented should on the other hand be inde-
pendent to first order of any detection efficiencies in the range 0.1 < z2 < 0.4. This
stems from the fact that the track detection efficiency is nearly constant for pT > 1
GeV/c. Given we are considering Ejet > 10 GeV, we conclude that efficiency effects
would only have a contribution for z1 > 0.1 in the lowest energy jet, and even then it
would have the form of a multiplicative constant that vanishes in a ratio. The ratios
presented should then be independent of detection efficiency for z1 > 0.1. Resolution
effects on the other hand, are largest at the higher z (z1 ≈ 1) and might have a larger
impact on this ratio. Instrumentation effects are further discussed in the next chapter
based on PYTHIA simulations.
Rescaled Ratios, D(z1,z2)/D(z1)
1/(1−z1)D(z2/(1−z1))
Shown in Fig. 4.23 are the ratios, D(z1,z2)/D(z1)
1/(1−z1)D(z2/(1−z1)) , for the different four jet
finders at z1 = 0.5. It is interesting to note that a scaling was predicted by the
authors, cf. [38], at z1 = 0.5 where quark jets would show scaling but not gluon jets.
Paradoxically however, we observe a slightly different form of scaling for z1 = 0.5
from the figures above; the ratio of the DFF to the rescaled SFF is constant for higher
jet energies. The ratio, however, varies linearly with z2 for 10 < Ejet < 20 GeV and
20 < Ejet < 30 GeV. We thus conclude the scaling is violated for low jet energies
(Ejet < 30 GeV) and appears only valid for jets of energy larger than 30 GeV. Based
on Majumder et al., one expects the ratio to be approximately constant at z1 = 0.5
for jet quarks, and no particular scaling is anticipated for extremely low or high z
values (z1 = 0.2 or z1 = 0.8) and gluon jets. Taken at face value, the observed scaling
for jets E > 30 GeV might then suggest these are dominantly quark jets, whereas
low energy jets would have a significant gluon contribution. More work and data is
required to confirm these conclusions.
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Figure 4.11: Comparison of the per leading particle DFF, D(z1, z2)/D(z1) and the
rescaled FF, 1/(1 − z1)D( z21−z1 ). The plots were obtained for four jet energy ranges
with the AKT jet finder and z1 = 0.2.
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Figure 4.12: Same as fig. 4.11 but for KT jetfinder.
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Figure 4.13: Same as fig. 4.11 but for SIS jetfinder.
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Figure 4.14: Same as fig. 4.11 but for Midpoint jetfinder.
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Figure 4.15: Comparison of the per leading particle DFF, D(z1, z2)/D(z1) and the
rescaled FF, 1/(1 − z1)D( z21−z1 ). The plots were obtained for four jet energy ranges
with the AKT jet finder and z1 = 0.5.
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Figure 4.16: Same as fig. 4.15 but for KT jetfinder.
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Figure 4.17: Same as fig. 4.15 but for SIS jetfinder.
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Figure 4.18: Same as fig. 4.15 but for Midpoint jetfinder.
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Figure 4.19: Comparison of the per leading particle DFF, D(z1, z2)/D(z1) and the
rescaled FF, 1/(1 − z1)D( z21−z1 ). The plots were obtained for four jet energy ranges
with the AKT jet finder and z1 = 0.8.
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Figure 4.20: Same as fig. 4.19 but for KT jetfinder.
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Figure 4.21: Same as fig. 4.19 but for SIS jetfinder.
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Figure 4.22: Same as fig. 4.19 but for Midpoint jetfinder.
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Figure 4.23: The ratio of the projections for the jet energy bins shown before for a
fixed value of z1=0.5.
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Chapter 5
Pythia Simulations and Detector Response
5.1 Introduction
Only a very modest amount of theoretical work has so far been devoted to the
study and predictions of true di-hadron jet fragmentation functions. We already
mentioned the work of Majumder et al. in the introduction. In this chapter we
seek theoretical guidance for the interpretation of the data based on PYTHIA 6.4
simulations. We also use Pythia+Geant simulations to seek an understanding of the
detector response and its impact on jet reconstruction, and measurements of charged
single hadron and di-hadron fragmentation functions.
Pythia is a model one can use to generate simulated particle produced in proton−
proton collisions. It has been tested and tuned for beam energies from
√
s = 20 GeV
to 2 TeV. It will soon be test at the LHC with energies up to 14 TeV.
In the context of this work, we use Pythia simulations to ”predict” the single and
di-hadron fragmentation functions of jets in the range from 10 to 50 GeV jet energy.
Simulated events produced with Pythia consist primarily of a list of hadrons and
leptons formed in the collision final state. We present in section 5.2, results obtained
at the particle-level, i.e. using the final state particles produced by Pythia. We focus
in particular on single fragmentation functions and dihadron fragmentation functions.
However, given our data have not been corrected for instrumental effects such as
experimental acceptance, energy/momentum resolution and possible trigger biases,
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we also carried Pythia simulations which include the detector response. Particles
produced by Pythia were filtered through the detector using teh GEANT framework.
Hits, energy deposition produced by Geant were then propagated into the STAR
detector response simulators. The output of these simulations is then treated as
”normal” data and processed with the STAR event reconstruction and jet finder
software. Simulated STAR data are then stored and further analyzed with the same
code used for the measurements of single and di-hadron fragmentation functions.
Results obtained with the full Geant+STAR simulations, referred to as detector level
results, are presented in section 5.3.
A common practice to enhance the statistics for high-pT jets, is to generated the
Monte Carlo samples in bins of hard parton momentum transfer. In this work, we use
files generated by the STAR simulation group with Pythia version 6.4. Events were
generated with the following hard momentum transfer bins; PˆT= 3-4,4-5,5-7,7-9,9-
11,11-15,15-25,25-35,35-45,45-55,55- GeV/c. The different pˆT bins are then combined
after being properly weighted by their corresponding cross-sections.
Fig. 5.1 shows the pT -spectra for each of the unweighted individual detector level
bins. For each of the pT -bins, a fractional cross-section values are obtained from
simulations. The full spectra, shown in fig. 5.2, is then obtained by adding all the
bins together with their respective weights.
In the next section, we present particle level fragmentation functions obtained
with Pythia. Then the following section presents the detector level fragmentation
function.
5.2 Particle level results (PyMC)
In this section, we present the results obtained at the particle level, i.e. corre-
sponding to the output of Pythia in the form of particles and jets. The analysis was
carried out with the SISCone jetfinder that is identical to those used for the analysis
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Figure 5.1: Jet momentum spectra obtained with PYTHIA for the ten different pT
bins of parton hard momentum transfer; as labeled. See text for details.
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Figure 5.2: Minimum Bias jet spectrum obtained with Pythia.
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Figure 5.3: D(z1, z2) obtained at the particle level for jets in the range 10 < Ejet < 20
GeV.
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Figure 5.4: D(z1, z2) obtained at the particle level for jets in the range 20 < Ejet < 30
GeV.
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Figure 5.5: D(z1, z2) obtained at the particle level for jets in the range 30 < Ejet < 40
GeV.
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Figure 5.6: D(z1)D(z2) obtained at the particle level for jets in the range 10 < Ejet <
20 GeV.
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Figure 5.7: D(z1)D(z2) obtained at the particle level for jets in the range 20 < Ejet <
30 GeV.
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Figure 5.8: D(z1)D(z2) obtained at the particle level for jets in the range 30 < Ejet <
40 GeV.
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Figure 5.9: Ratio of the 2D distributions from the particle level for jets in the range
10 < Ejet < 20 GeV.
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Figure 5.10: Ratio of the 2D distributions from the particle level for jets in the range
20 < Ejet < 30 GeV.
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Figure 5.11: Ratio of the 2D distributions from the particle level for jets in the range
30 < Ejet < 40 GeV.
of data presented in Chapter 4. We also used the same jet energy bins that were used
in data.
Figures 5.3 to 5.11 show the D(z1, z2), D(z1)D(z2) and the ratio for the particle
level simulations. Figure 5.12 displays the familiar projections for the DFF (black)
and the rescaled SFF (red) that was done before for the data.
From the previous figures we find that, even though the particle level results does
not have the same scale as the data, it shows the same qualitative features as those
obtained from data; at low jet energies, the DFF curve deviates from the rescaled
SFF at low z and they merge together at high z. At high jet energies, however, the
curves show approximate scaling at intermediate to high z.
5.3 Detector level results (PyGe)
In this section, we describe the results obtained at the detector level from Pythia
simulations.
Figures 5.13 to 5.21 shows the results obtained for the DFF, D(z1)D(z2) and
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Figure 5.12: Projection of the DFF at z1 = 0.5 divided by the value of the SFF at
the same z1 (black). The rescaled SFF at the same z1 (red). The plots are shown for
the particle level Pythia simulations (SISCone jetfinder).
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the ratios at the detector level. The results are not substantially different than those
obtained from the data. However, there are slight differences to the results obtained
from the particle level. Such differences will need to be accounted for if the results
to be compared to theoretical calculations, for example.
The projections are shown in figure 5.12 . the distributions show a similar behavior
to that in the data as shown in fig. 5.25 and 5.26.
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Figure 5.13: DFF from simulations for detector level for 10 < Ejet < 20 GeV.
5.4 Summary
What was presented in this chapter is the comparison of the Pythia simulations
to data for the different plots obtained before for the data.
We find that when PyGe (detector level Pythia) is compared to the data, it shows
somewhat good agreement within the error bars. While the ratio of PyGe to PyMC
show a deviation from unity. Such deviations need to be corrected for if experimental
data for DFFs is to be compared to theoretical calculations.
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Figure 5.14: DFF from simulations for detector level for 20 < Ejet < 30 GeV.
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Figure 5.15: DFF from simulations for detector level for 30 < Ejet < 40 GeV.
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Figure 5.16: D(z1)D(z2) from simulations for detector level for 10 < Ejet < 20 GeV.
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Figure 5.17: D(z1)D(z2) from simulations for detector level for 20 < Ejet < 30 GeV.
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Figure 5.18: D(z1)D(z2) from simulations for detector level for 30 < Ejet < 40 GeV.
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Figure 5.19: Ratio of previous plots from simulations for detector level for 10 < Ejet <
20 GeV.
117
1Z
0
0.2
0.4
0.6
0.8
1
2Z
0 0.2 0.4 0.6 0.8
1
R
at
io
0.2
0.4
0.6
0.8
1
1.2
Figure 5.20: Ratio of previous plots from simulations for detector level for 20 < Ejet <
30 GeV.
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Figure 5.21: Ratio of previous plots from simulations for detector level for 30 < Ejet <
40 GeV.
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Figure 5.22: Same as 5.12 but for the detector level.
119
2z
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1−1
0
1
2
3
4
PyMC
PyGe
ratio=
=0.51z
SISCone
=10−20GeVT,pythP
2z
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1−1
0
1
2
3
4
PyMC
PyGe
ratio=
=0.51z
SISCone
=20−30GeVT,pythP
2z
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1−1
0
1
2
3
4
PyMC
PyGe
ratio=
=0.51z
SISCone
=30−40GeVT,pythP
2z
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1−1
0
1
2
3
4
PyMC
PyGe
ratio=
=0.51z
SISCone
=40−50GeVT,pythP
Figure 5.23: Ratio of the projection D(z1, z2)/D(z1) for the detector level to that for
the particle level, R = PyGe
PyMC
.
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Figure 5.24: Ratio of the rescaled projection 1/(1− z1)D( z21−z1 ) for the detector level
to that for the particle level, R = PyGe
PyMC
.
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Figure 5.25: Ratio of the projection D(z1, z2)/D(z1) for the detector level simulations
to that for the data.
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Figure 5.26: Ratio of the rescaled projection 1/(1− z1)D( z21−z1 ) for the detector level
simulations to that for the data.
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Chapter 6
Discussion
The work presented here represents a preliminary analysis of dihadron fragmen-
tation functions in such elementary system as p+ p collisions. This analysis presents
and initial step toward the complete investigation of modification of Dihadron Frag-
mentation Functions (DFF) in heavy-ion collisions (Au + Au/d + Au) as a tool to
investigate the dense QCD medium.
In this analysis jets are reconstructed in the elementary p + p environment and
recoil jets are used to minimize the bias resulting from using an electromagnetic
calorimeter as a trigger. We investigated the charged pair distribution inside jets,
D(z1, z2) and also the ratio, D(z1, z2)/D(z1)D(z2). Also such ratio as D(z1, z2)/D(z1)
was compared to the rescaled single hadron fragmentation function,1/(1−z1)D(z2/(1−
z1)).
Pair distribution, D(z1, z2)
In this analysis the pair distribution inside jets, D(z1, z2), has been measured. The
results show no no-trivial structures in such distributions, i.e. the distributions are
what is expected of a steeply falling spectra of particles as a function of the particle
momenta fraction inside the jet.
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Folding of single particle distributions, D(z1)
Also in this analysis, a folding of the single-particle distribution inside the jet was
done. The folding turns a 1-D distribution into a 2-D distribution. The folded distri-
bution, D(z1)D(z2) turned out to have the same shape and almost same magnitude
as the pair distribution inside the jet.
Ratios
The ratio D(z1, z2)/D(z1)D(z2) was also evaluated. It was shown to be non con-
stant as a function of the momenta fraction, z. Such a ratio would be consistent with
unity if the fragments inside the jets are not correlated, however such a deviation
from unity shows that is not true.
6.1 DFF parameterization
We consider a parameterization of the DFF inspired by the work of Majumder et.
al. for the jet energy bins; 10 < Ejet < 20, 20 < Ejet < 30 and 30 < Ejet < 40. The
fitting function used is the following:
D(z1, z2) = Nz
α1
1 z
α2
2 (z1 + z2)
α3(1− z1)β1(1− z2)β2
× (1− z1 − z2)β3 . (6.1)
The structure of this function is a simple generalization of the parameterization
of the single fragmentation function. The figures show fits of D(z1, z2) for the three
jet energy bins reconstructed with the midpoint cone algorithm. The fit excludes
the points z1, z2 < 0.12 and z1 + z2 > 0.92 in order to suppress effects associated
with detector acceptance and resolution effects. We studied both the fit function
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mentioned above (table 6.1) and a fit to the logarithm of the function (table 6.2).
The tables (6.1,6.2) show the fit parameters as well as their associated errors.
Jet Energy N α1 α2 α3 β1 β2 β3
Ejet = 10− 20 3.65617 -0.925572 -2.02932 0.51302 5.76582 3.14042 0.591763
GeV ±0.563247 ±0.0589479 ±0.0750659 ±0.139308 ±0.335747 ±0.158214 ±0.0784096
Ejet = 20− 30 3.03357 -1.25941 -2.24031 1.17835 4.56023 2.76522 1.30418
GeV ±1.10207 ±0.19648 ±0.323114 ±0.621058 ±0.97989 ±0.556644 ±0.263706
Ejet = 30− 40 1.78656 -1.01567 -1.04368 -0.874356 -1.67697 -1.16888 3.93851
GeV ±2.45245 ±0.458511 ±0.443625 ±0.822786 ±2.98708 ±1.35251 ±0.73754
Table 6.1: Values of different parameters used in the fit to the fragmentation functions.
Jet Energy N α1 α2 α3 β1 β2 β3
Ejet = 10− 20 0.340071 -1.54533 -3.50871 1.88826 4.76723 2.04392 0.735271
GeV ±0.430869 ±1.06356 ±2.92976 ±5.34053 ±5.44277 ±2.53561 ±0.924139
Ejet = 20− 30 0.0948838 -1.84257 -3.09879 1.02978 0.690523 0.285275 1.90801
GeV ±0.144665 ±1.08018 ±2.9308 ±5.35166 ±5.64143 ±2.57878 ±0.938735
Ejet = 30− 40 0.0440308 -2.46924 -4.61371 3.4638 1.16412 -0.292882 2.57776
GeV ±0.0672285 ±1.12728 ±2.94601 ±5.38332 ±5.58197 ±2.59921 ±0.948064
Table 6.2: Values of different parameters used in the fit to the logarithm of the
fragmentation functions,δdatapoints = ±0.3.
In order to get a better fit at high values of momentum fractions, z, the fit was
done to the logarithm of the DFF as well as the distributions themselves. For a
logarithmic fit, the errors were set to a fixed value (δ = 0.3). The fixed value was fine
tuned to get a χ2DF that is close to one. Looking at the fit parameters, the logarithmic
fit does not show much of an improvement for the fit.
As a way of checking the goodness of the fit, we present in figures 6.1 to 6.3 the
ratio of the DFF (presented before) to the parameterization that was done in this
work (Left panel). The ratio is close to unity.
Fig. 6.4 presents the parameterization of the dihadron fragmentation functions
reported by Majumder et. al. [15] for quark (left) and gluon (right) jets at Q2 =
109GeV 2.
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Figure 6.1: (left)The fit for the DFF for Ejet = 10− 20 GeV. (right) Ratio of data to
fit.
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Figure 6.2: (left)The fit for the DFF for Ejet = 20− 30 GeV. (right) Ratio of data to
fit.
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Figure 6.3: (left)The fit for the DFF for Ejet = 30− 40 GeV. (right) Ratio of data to
fit.
We note the qualitative similarity between the quark parameterization in fig. 6.4
and the fit to the experimental data in fig. 6.5 suggesting a dominance of quark jets
even at such low jet energies (∼ 10 GeV) at RHIC.
We should also note that the parameterizations done by Majumder were done for
a Q2 = 109 GeV which would correspond to Ejet = 10 GeV in STAR, while the fit
done in this work is for 10 < Ejet < 20 GeV.
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Figure 6.4: The DFF parameterization by Majumder for quarks (left) and for gluons
(right) jets at Q2 = 109GeV 2. The parameterizations are from [15].
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Figure 6.5: The fit to the DFF for 10 < Ejet < 20 GeV.
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Chapter 7
Summary and Conclusions
We presented first measurements of Dihadron Fragmentation Functions (DFF) of
jets produced in proton + proton collisions at
√
s =200 GeV acquired by the STAR
experiments in 2006 at Brookhaven National Laboratory.
Measurements of DFFs are of interest from a number of reasons: they will further
our understanding of jet kinematics and structure, and they will serve as a baseline
for studies of high pt parton interactions with the medium produced in relativistic
heavy nuclei collisions.
The DFF measurements presented in this work were based on recoil jets detected
as part of di-jet events acquired with a BEMC jet-patch trigger. While the BEMC
jet-patch trigger enabled to efficiently acquire a useful sample of jets up to an energy
of 60 GeV, the triggering based on EM energy in the BEMC introduces a bias in
measurements of the jet structure function. We however showed this bias is avoided
by using the recoil jet of di-jet events, i.e. the jet that did no trigger the jet-patch
trigger.
The jet reconstruction and analysis were performed using data from the BEMC,
and TPC detectors. We carried jet reconstruction with four distinct jet finder algo-
rithms and software. Specifically, we used the Midpoint Cone software implemented
by the STAR spin group, and the FASTJET package (by G. Salam et. al) which
include the KT, anti-KT, and SISCONE algorithms. Jets were reconstructed within
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a cone radius R=0.7, and restricted to pseudorapidities of |η| < 0.3 to limit detec-
tor acceptance effects. We found that the KT, anti-KT, and SISCONE algorithms
produce essentially identical fragmentation functions while the midpoint cone finder
produces a slightly different function.
We first reproduced measurements of single charged particle fragmentation func-
tion, D1(z), already reported by the STAR collaboration. We then proceeded to
measure dihadron fragmentation functions. The charged particle di-hadron fragmen-
tation function, D2(z1, z2) introduced in this work is defined as the distribution of
charged particle pairs inside the jet as a function of the z, (ratio of particle momentum
to total jet energy) of each of the particles composing the jets. Neither the D2(z1, z2)
nor the D1(z) measured distributions were corrected for instrumental effects such
as jet energy resolution, missing energy, and reconstruction efficiency. We observed
that D2(z1, z2) exhibits features similar to that of D1(z). D2(z1, z2) was measured
for jets in different ranges of energy. The D2(z1, z2) distributions show a peak at low
momentum fractions and a minimum at high momentum fractions.
We next introduced the ratio of D2(z1, z2) by the product D1(z1)D1(z2) and stud-
ied such ratio as a function of jet energy. By construction, one expects the ratio to
be robust, i.e. essentially independent of track reconstruction efficiency. Addition-
ally, given D2(z1, z2) is proportional to the joint probability of observing two particles
(jointly) at z1 and z2 while D1(z) is proportional to the probability of finding a par-
ticle at a given z, one expects the ratio to be independent of z1 and z2 if intra-jet
particle emissions are uncorrelated. We find the ratio typically deviates from unity,
with a maximum a low z1, z2, and a minimum near z2 ≈ 1z2. We thus conclude that
particles emitted within jets are indeed correlated.
The ratio does not account for the fact that intra-jet particle emission is con-
strained by momentum conservation. We thus also considered normalized (per lead-
ing particle) fragmentation functions, D2(z1, z2)/D1(z1), and compared them to scaled
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fragmentation functions, (1− z1)−1D1(z2/(1− z1)). As per Majumder et al., the two
quantities should be very similar quark jets. No particular fragmentation function
scaling is however expected for gluon jets. The comparisons presented in this work
while not totally conclusive show some evidence for quark jet dominance, especially
at the highest jet energies.
We studied a parameterization of the measured di-hadron fragmentation func-
tion D2(z1, z2) based on an ansatz proposed by Majumder et. al. This formula is
essentially a two-dimensional extension of the single fragmentation function parame-
terizations typically in use. We find the fit quality is reasonable at low z but limited
at the largest z measured. This possibly stems from instrumental effects associated
in particular with the jet energy scale. We find the fits are suggestive of quark jet
dominance .
The finite acceptance, the performance of the TPC as well as that of the BEMC
are expected to have an impact on the measured fragmentations. We initiated an
analysis of instrumental effects based on PYTHIA simulations. Jet events produced
by PYTHIA were filtered through a simulation of the STAR experiment using the
GEANT package and STAR specific detector response simulators. We first compared
the particle and detector levels fragmentation function D2(z1, z2). We found the ratio
of the particle and detector level D2(z1, z2) distributions is of order unity for most of
the measurable z1, z2 range.
We thus conclude that while a full account of instrumentation effects is required
for a complete and correct determination of the fragmentation functions D1(z) and
D2(z1, z2) as well as the derived functions D2(z1, z2)/D1(z1) and (1−z1)−1D1(z2/(1−
z1)).
Further work is required to determine all corrections needed to account for the
finite acceptance, track reconstruction efficiency, trigger effects, immeasurable energy
(e.g. neutrons and KoL). We next compared the PYTHIA detector level fragmentation
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Figure 7.1: The associated yield per trigger for different ranges of associated particles.
The initial condition for the dihadron fragmentation function used in the calculations
is from JETSET except the red lines where it is fitted to the associated yield of
charged hadrons in p− p collisions from STAR.
functions with the measured functions D2(z1, z2) and observed they are in qualitative
agreement.
Future Work
While this work was performed on jets produced in the simple p + p system, it
constitutes a baseline for similar measurements in A+ A collisions.
Shown in fig. 7.1 is the associated hadron yield per trigger published by STAR com-
pared to predictions by Majumder et al.. Majumder et al. report a good agreement
between DGLAP calculations of these authors with the STAR data. The associated
hadron yield per trigger is related to the ratio of the dihadron fragmentation function
to the single fragmentation function investigated in this work. A primarily goal for
the future would be to reconstruct such a ratio in Au+Au collisions as a function of
the number of participants.
Such work can be even extended to measurements of IAA for the nearside as well,
which is shown in fig. 7.2. The IAA presented here is for the nearside, where the
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Figure 7.2: Calculated medium modification of associated hadron distribution from
jet fragmentation in Au+ Au collisions at
√
(200) = 200 GeV, figure from [22].
associated yield per trigger in Au + Au is divided by that for p + p. Such ratios are
again related to a ratio of the dihadron fragmentation function to the single one in
A+ A to that in p+ p.
The dihadron fragmentation functions reconstructed in this analysis could also
serve as the initial scale for the DLGAP evolution equation derived by Majumder
et. al.. In the calculations done by the authors, JETSET is used as the initial
scale for the evolution equation for single hadron fragmentation functions, SFF, as
well as dihadron fragmentation functions, DFF. Which is because of the lack of such
experimental data for dihadron fragmentation functions. In this work we presented
parameterizations of DFFs that could be used as an initial scale for the evolution
equations.
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Measurements of azimuthal correlations at the Relativistic Heavy Ion Collider
(RHIC) have shown an away-side that is suppressed in Au+Au collisions compared
to proton+proton/Deuteron+proton collisions. Such suppression is taken as a signa-
ture of the predicted QCD dense medium. However, the near-side of the azimuthal
correlations shows little modification. The near-side of such correlations is related to
the ratio of the dihadron fragmentation function to the single one. As such, dihadron
fragmentation functions shall provide a better basis for the interpretation of the near-
side correlations. Dihadron fragmentation functions in p+p collisions also provide a
baseline of such measurements in heavy ion collisions.
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