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Abstrat
In the ourse of Darwinian evolution of a population, puntualism is an important
phenomenon whereby long periods of geneti stasis alternate with short periods of
rapid evolutionary hange. This paper provides a mathematial interpretation of
puntualism as a sequene of hange of basin of attration for a diusion model of the
theory of adaptive dynamis. Suh results rely on large deviation estimates for the
diusion proess. The main diulty lies in the fat that this diusion proess has
degenerate and non-Lipshitz diusion part at isolated points of the spae and non-
ontinuous drift part at the same points. Nevertheless, we are able to prove strong
existene and the strong Markov property for these diusions, and to give onditions
under whih pathwise uniqueness holds. Next, we prove a large deviation priniple
involving a rate funtion whih has not the standard form of diusions with small
noise, due to the spei singularities of the model. Finally, this result is used to
obtain asymptoti estimates for the time needed to exit an attrating domain, and to
identify the points where this exit is more likely to our.
AMS 2000 subjet lassi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ondary 60J70, 60J60.
Key words and phrases: adaptive dynami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large deviations; problem of exit from a domain.
1 Introdution
The Darwinian evolution of an asexual population is ontrolled by demographi (birth and
death) rates, whih are typially inuened by quantitative haraters, alled phenotypi
traits: morphologial traits like body size, physiologial traits like the rate of food intake,
life-history traits like the age at maturity. Suh traits are heritable yet not perfetly trans-
mitted from parents to osprings, due to mutations of genes involved in their expression.
The resulting variation of traits is then exposed to seletion aused by eologial inter-
ations between individuals ompeting for limited resoures. Models of evolution of the
dominant trait in the spae of phenotypi traits are usually of two types: jump proesses
(often alled adaptive random walks [30, 17℄) or diusion proesses ([27, 22℄). Diusion
∗
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models are usually more suited to nite populations, weak seletion, or long time sales.
These models usually involve a so-alled tness funtion, whih quanties the seletive
ability of eah possible phenotypi traits. Suh models are also sometimes referred to as
evolution models on a tness landsape (an notion going bak to Wright [35℄).
In most ases, the parameters of these models (speed of evolution, tness funtion,. . . )
are based on heuristi onsiderations. However, sine the early 1990's, adaptive dynamis
theory [23, 28, 29℄ has been developed to give a rm basis to suh models, starting from
an individual-based desription of the population with expliit eologial interations. The
ombination of eology and evolution allowed to obtain evolutionary models on a tness
landsape that depends on the urrent state of the population, and whih is expliitly given
in terms of individual parameters. The rst model is an adaptive random walk, alled the
trait substitution sequene (TSS), rst desribed in [30℄ (see also [13℄). The mathematial
derivation of this model from an individual-based model under spei asymptotis has
been done in [6℄. In the limit of small mutations, this stohasti jump proess onverges
to a deterministi ordinary dierential equation alled anonial equation of adaptive
dynamis [13, 7, 10℄. Several diusion models have also been obtained in this framework [8,
9℄, either as diusion approximations of the TSS or in the ase of weak seletion in nite
populations.
One evolutionary pattern that remains poorly understood among biologists is that
of puntualism: the phenomenon of Darwinian evolution whereby long periods of trait
stasis alternate with periods of global, rapid hanges in the trait values of the population,
whih an be due to a large mutation or to suessive invasions of slightly disadvantaged
mutants in the population [32℄. In this paper, we interpret puntualism as phases of quik
hanges of basin of attration for the anonial equation of adaptive dynamis, separated
by long phases where the population state stays near the evolutionary equilibrium inside
the urrent basin of attration (problem of exit from a domain [21℄). The TSS model is
not well-suited to this study beause it annot jump in the diretion of less tted traits
(i.e. traits having negative tness). However, for puntualism to our, a sequene of
surviving untted mutations must our. This is possible on long time sales beause of
the niteness of the population. Therefore, we fous in this work on a diusion model
of adaptive dynamis that generalizes the one of [8℄ (see [5℄ for a general derivation of
these models), where evolution an proeed in any diretion of trait spae. This model is
obtained as a diusion approximation (in the sense of [20, Ch. 11℄) of the TSS.
This diusion proess on the trait spae, assumed to be a subset of R
d
, is solution to
the the following stohasti dierential equation, with oeients expliitly obtained in
terms of biologial parameters (see setion 2):
dXεt = (b(X
ε
t ) + εb˜(X
ε
t ))dt+
√
εσ(Xεt )dWt, (1.1)
where b(x) and b˜(x) are in Rd, σ(x) is a d × d symmetri positive real matrix, and ε > 0
is a small parameter saling the size of mutation jumps.
The main diulty of this model is that the standard regularity assumptions for
stohasti dierential equations (SDE) are not satised: the funtion b is (globally) Lip-
shitz, but b˜ is disontinuous at isolated points of the trait spae, alled evolutionary
singularities, and σ is not globally Lipshitz, but is only 1/2-Hölder near the set Γ of
evolutionary singularities. Moreover, b(x) = b˜(x) = σ(x) = 0 for x ∈ Γ.
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Despite these diulties, we are able to study the existene, strong Markov property
and (partly) uniqueness for this SDE, to prove a large deviations priniple (LDP) as ε→ 0,
and to study the problem of diusion exit from a domain of Freidlin and Wentzell [21℄,
whih is the key question for puntualism: what are the time and point of exit of Xε from
an attrating domain?
The original method for proving a LDP for the solution to a SDE with Lipshitz oef-
ients was based on disretization and ontinuous mapping tehniques [21, 2℄ (transfer of
the LDP for Brownian motionShilder's theoremto the LDP for the diusion). This
tehnique has been extended to weaker assumptions on the oeients (e.g. essentially
loally-lipshitz in [3℄ or for a restrited lass of two-dimensional diusions in [26℄) or to
reeted diusions [16℄. Other tehniques were more reently developed to study LDP
for diusions with irregular oeients. The weak onvergene approah of Dupuis and
Ellis [18℄ is based on a ombination of perturbation approah, disretization and represen-
tation formulas. They were in partiular able to obtain upper bounds under very general
assumptions [19℄ and to obtain the LDP for diusions with disontinuous oeients [4℄
(see also [11℄). Another tehnique developed by de Aosta [1℄, is based on an abstrat non-
onvex formulation of LDP, and allows one to deal with degenerate diusion oeients,
but requires Lipshitz oeients.
However, the existing results dealing with disontinuous oeients are of a dierent
nature as the singularity we onsider (in [11, 4℄, the drift oeient is disontinuous on
a hyperplane), and these later methods require either the oeients to be Lipshitz, or
the diusion parameter to be non-degenerate. Another reason why these methods seem
not to apply easily to our situation is that the rate funtion arising naturally with these
methods does not take into aount the singularity of our model. Atually, the results
of [19℄ an be used to obtain an large deviation upper bound, but, as appears in Setion 4,
with a non-optimal rate funtion. For these reasons, we adapt in this work the original
methods based on disretization and path omparisons, allowing us to nely study the
paths of the diusion Xε near Γ. Our proof follows the method of Azenott [2℄ (see
also [16℄). Interestingly, it also appears that, in ontrast with what is usually observed in
large deviations theory (see e.g. [19℄), our upper bound is more diult to obtain than the
lower bound.
The paper is organized as follows. In Setion 2, we desribe preisely the model and
study the regularity of the parameters a = σσ∗, b and b˜. In Setions 3.1 and 3.2, we estab-
lish strong existene and the strong Markov property for (1.1), by expliitly onstruting
a solution until the rst time it hits Γ, and next setting Xε onstant after this time. Be-
ause of the bad regularity properties of b˜ and σ, uniqueness is a diult problem. We are
only able to prove pathwise uniqueness under the assumption that Xε a.s. never hits Γ,
and we give in Setions 3.3 and 3.4 expliit onditions ensuring this assumption and other
onditions ensuring the onverse. In setion 4, we prove the main result of this paper: a
large deviation priniple for Xε as ε → 0. Finally, in Setion 5, we apply this result to
the problem of diusion exit from an attrating domain. We obtain a lower bound for the
time of exit and we prove that the exit ours with high probability near points of the
boundary minimizing the quasi-potential.
3
2 Desription of the model
We assume for simpliity that the spae of phenotypi traits is R
d
for some d ≥ 1 (this
may appear as a restritive assumption, however see Remark 2.1 below). The oeients
b, b˜ and σσ∗ = a of the SDE (1.1) are funtions on Rd, expliitly given in terms of two
biologial parameters: the tness funtion, and the mutation law. In this setion, we rst
dene these parameters, and then study their regularity.
2.1 The tness funtion
The funtion g(y, x) from Rd×Rd to R is the tness funtion, whih measures the seletive
advantage (or disadvantage) of a single mutant individual with trait y in a population with
dominant trait x (see [30, 6℄). If g(y, x) > 0 (resp. g(y, x) < 0), then the mutant trait y is
seletively advantaged (resp. disadvantaged) in a population of trait x. With this in mind,
the fat that the tness funtion satises
g(x, x) = 0, ∀x ∈ Rd (2.1)
is natural (a mutant trait with trait x is neither advantaged nor disadvantaged in a popu-
lation with the same trait).
When g is suiently regular, we will denote by ∇1g the gradient of g(y, x) with respet
to the rst variable y, and by Hi,jg the Hessian matrix of g(y, x) with respet to the i-th
and j-th variables (1 ≤ i, j ≤ 2).
We introdue the sets
Γ = {x ∈ Rd : ∇1g(x, x) = 0}, (2.2)
and ∀α > 0, Γα = {x ∈ Rd : d(x,Γ) ≥ α and |x| ≤ 1/α}. (2.3)
The points of Γ are alled evolutionary singularities.
We assume that
(H1) g(y, x) is C2 on R2d with respet to the rst variable y, and ∇1g and H1,1g are
bounded and Lipshitz on R
2d
.
Remark 2.1 In most biologial appliations, the trait spae is a ompat subset X of Rd.
However, the boundary of the trait spae usually orresponds to deleterious traits. In other
words, g(y, x) ≤ 0 for all y in the boundary of X . Therefore, assuming that the trait spae
is unbounded is not restritive, sine one an extend the tness funtion to R
d
in suh a
way that g(y, x) ≤ 0 for all y 6∈ X and x ∈ Rd. This amounts to add tive traits, suh
that individuals holding these traits annot live.
2.2 The mutation law
The seond biologial parameter, p(x, h)dh, is the law of h = y − x, where y is a mutant
trait born from an individual with trait x. For all x ∈ Rd, we assume that this law is
absolutely ontinuous with respet to Lebesgue's measure and that it is symmetrial with
respet to 0 for simpliity. This is a very frequent assumption in adaptive dynamis models
(see e.g. [13, 14, 25℄).
We also assume that
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(H2) p(x, h)dh has nite and bounded third-order moment, and there exists a measurable
funtion m : R+ → R+ suh that∫
(‖h‖2 ∨ ‖h‖3)m(‖h‖)dh < +∞, or equivalently
∫
R+
(rd+1 ∨ rd+2)m(r)dr < +∞,
where ‖ · ‖ is the standard Eulidean norm in Rd, and for any x, y ∈ Rd and h ∈ Rd,
|p(x, h) − p(y, h)| ≤ ‖x− y‖m(‖h‖) and p(x, h) ≤ m(‖h‖). (2.4)
We will denote by (H) the two assumptions (H1) and (H2).
Assumption (2.4) is satised for lassial jump measures taken in appliations. For
example, it holds when p(x, h)dh is Gaussian for all x ∈ Rd, with ovariane matrix K(x)
uniformly non-degenerate, bounded and Lipshitz on R
d
.
Assumption (H2) trivially implies the following property.
Lemma 2.2 Assume (H2). Let S = Rd or S = {h : h · u > 0} for some u ∈ Rd \ {0}, and
let f be a funtion from Rd to R suh that f(0) = 0 and
∀x, y ∈ Rd, |f(x)− f(y)| ≤ K‖x− y‖max{‖x‖, ‖y‖, ‖x‖2 , ‖y‖2} (2.5)
for some onstant K. Then, the funtion φ(x) =
∫
S f(h)p(x, dh) is globally Lipshitz on
R
d
.
Note that, in the previous statement, sine f(0) = 0, |f(h)| ≤ K(‖h‖2 ∨ ‖h‖3). Thus, the
funtion φ is well-dened.
As a onsequene of this result, (H2) also implies the following property, needed in the
sequel to ontrol the non-degeneray of the matrix a(x):
∀α > 0, inf
‖x‖≤1/α, u,v∈Rd, ‖u‖=‖v‖=1
∫
Rd
|h · u|2|h · v|p(x, h)dh > 0, (2.6)
where u · v denotes the standard Eulidean inner produt between u and v ∈ Rd. Indeed,∫
Rd
|h · u|2|h · v|p(x, h)dh is a ontinuous and positive funtion of (x, u, v). Therefore, its
minimum on a ompat set is positive.
Remark 2.3 Lemma 2.2 is the only onsequene of (H2) that will be used below. As-
sumption (H2) ould be replaed by any ondition ensuring this result. In partiular, it
would be suient to assume regularity of the probability measure p(x, h)dh with respet to
appropriate Kantorovih metris [31℄. See [5℄ for suh onditions.
2.3 The diusion model of adaptive dynamis
The diusion model of [8℄ is given in dimension 1. However, the omputation of its pa-
rameters an be easily generalized to a multidimensional setting (see [5℄ for details). The
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parameters b = (b1, . . . , bd), b˜ = (b˜1, . . . , b˜d) and a = σσ
∗ = (akl)1≤k,l≤d, where
∗
denotes
the matrix transpose operator, are given by the following expressions: for all x ∈ Rd,
bk(x) =
∫
Rd
hk[∇1g(x, x) · h]+p(x, h)dh,
b˜k(x) =
1
2
∫
{h·∇1g(x,x)>0}
hk(h
∗H1,1g(x, x)h)p(x, h)dh
and akl(x) =
∫
Rd
hkhl[h · ∇1g(x, x)]+p(x, h)dh. (2.7)
We also dene
bε = b+ εb˜.
and the matrix σ appearing in (1.1) as the unique real symmetrial positive d × d square
root of a.
Observe that, for all x ∈ Γ, a(x) = b(x) = b˜(x) = 0. Thus, points of Γ are possible rest
points of solutions of (1.1).
The regularity of these parameters is given in the following result.
Proposition 2.4 Assume (H).
(i) a and b are globally Lipshitz and bounded on Rd, and b˜ is bounded on Rd and loally
Lipshitz on R
d \ Γ.
(ii) The matrix a is symmetrial and non-negative on X , a(x) = 0 if x ∈ Γ, and a(x)
is positive denite if x ∈ Rd \ Γ. For all α > 0, there exists c > 0 suh that
Γα ⊂ {x ∈ Rd, ∀s ∈ Rd, s∗a(x)s ≥ c‖s‖2}, where Γα is dened in (2.3).
(iii) The symmetrial square root σ of a is bounded, Hölder with exponent 1/2 on Rd and
loally Lipshitz on R
d \ Γ.
Proof In all this proof, the onstant C may hange from line to line.
Let us start with Point (i). The funtions a, b and b˜ are trivially bounded. Fix x and
y in Rd. For 1 ≤ k ≤ d,
|bk(x)− bk(y)| ≤
∣∣∣∣
∫
Rd
hk([∇1g(x, x) · h]+ − [∇1g(y, y) · h]+)p(x, h)dh
∣∣∣∣
+
∣∣∣∣
∫
Rd
hk[∇1g(x, x) · h]+(p(x, h) − p(y, h))dh
∣∣∣∣ .
Sine |[a]+ − [b]+| ≤ |a − b| and ∇1g is Lipshitz, the rst term of the right-hand side is
less than C‖x − y‖M2, where M2 is a bound for the seond-order moments of p(x, h)dh.
Sine the seond term is equal to∣∣∣∣∣
∫
{h·∇1g(x,x)>0}
hk∇1g(x, x) · h(p(x, h) − p(y, h))dh
∣∣∣∣∣ ,
Lemma 2.2 an be applied to bound this term by C‖∇1g(x, x)‖‖x − y‖. Sine ∇1g is
bounded, it follows that b is Lipshitz on Rd. Similarly, a is Lipshitz on Rd.
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Take x and y in Rd \ Γ and let S = {h ∈ Rd : h · ∇1g(x, x) > 0} and S′ = {h :
h · ∇1g(y, y) > 0}. We also denote by Sc (resp. S′c) the omplement of S (resp. S′) in Rd.
Then,
2|b˜k(x)− b˜k(y)| ≤
∣∣∣∣
∫
S∩S′
hk[h
∗(H1,1g(x, x) −H1,1g(y, y))h]p(y, h)dh
∣∣∣∣
+
∣∣∣∣
∫
S
hk(h
∗H1,1g(x, x)h)(p(x, h) − p(y, h))dh
∣∣∣∣
+
∣∣∣∣
∫
S∩S′c
hk(h
∗H1,1g(x, x)h)p(y, h)dh
∣∣∣∣
+
∣∣∣∣
∫
Sc∩S′
hk(h
∗H1,1g(y, y)h)p(y, h)dh
∣∣∣∣ .
(2.8)
By Lemma 2.2, the rst two terms of the right-hand side are both bounded by C‖x− y‖
for some onstant C. The third term an be bounded by
C
∫
S∩S′c
‖h‖3m(‖h‖)dh.
Making an appropriate spherial oordinates hange of variables, this quantity an be
bounded by
Cθ
∫
R+
rd+2m(r)dr ≤ C ′θ,
where θ is the angle between the vetors ∇1g(x, x) and ∇1g(y, y).
Now, x α > 0. For all z ∈ Γα, ∇1g(z, z) 6= 0. Therefore, β := infz∈Γα ‖∇1g(z, z)‖ > 0.
Let K be suh that ∇1g(x, x) is K-Lipshitz and let u = ∇1g(x, x)/‖∇1g(x, x)‖ and
v = ∇1g(y, y)/‖∇1g(y, y)‖. Then
‖u−v‖ ≤ ‖∇1g(x, x) −∇1g(y, y)‖‖∇1g(x, x)‖ +‖∇1g(y, y)‖
∣∣∣∣ 1‖∇1g(x, x)‖ −
1
‖∇1g(y, y)‖
∣∣∣∣ ≤ K‖x− y‖β .
Now, on the one hand sin(θ/2) = ‖u− v‖/2 and on the other hand, sinx ≥ (2√2/pi)x for
all 0 ≤ x ≤ pi/4. Therefore, for any x, y ∈ Γα suh that ‖x− y‖ ≤
√
2β/K, we have
θ ≤ Kpi
2β
‖x− y‖.
Therefore, for any x, y ∈ Γα suh that ‖x− y‖ ≤
√
2β/K,∣∣∣∣
∫
S∩S′c
hk(h
∗H1,1g(x, x)h)p(y, h)dh
∣∣∣∣ ≤ Cα‖x− y‖,
where the onstant Cα depends only on α. Proeeding as before for the last term of (2.8),
we obtain that b˜ is uniformly Lipshitz on any onvex ompat subset of Rd \ Γ, ending
the proof of Point (i).
Conerning Point (ii), a is obviously symmetrial, and for any s = (s1, . . . , sd) ∈ Rd,
using the symmetry of p(x, h)dh,
s∗a(x)s =
∫
Rd
(h · s)2[h · ∇1g(x, x)]+p(x, h)dh
=
1
2
∫
Rd
(h · s)2|h · ∇1g(x, x)|p(x, h)dh.
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This is non-negative for all s ∈ Rd, and is non-zero if s 6= 0 and x 6∈ Γ.
Fix α > 0, x ∈ Γα, and s = (s1, . . . , sd) ∈ Rd. We denote by u and v the unit vetors
of R
d
suh that s = ‖s‖u and ∇1g(x, x) = ‖∇1g(x, x)‖v. Then
s∗a(x)s =
1
2
‖s‖2‖∇1g(x, x)‖
∫
Rd
|h · u|2|h · v|p(x, dh)
≥ Cα‖s‖2‖∇1g(x, x)‖
(2.9)
where Cα > 0 by (2.6). Sine Γα is a ompat subset of R
d
, we also have infx∈Γα ‖∇1g(x, x)‖ >
0, ompleting the proof of Point (ii).
Finally, Point (iii) follows from the fats that a is globally Lipshitz on Rd and that the
symmetri square root funtion on the set of symmetri positive d× d matries is globally
1/2-Hölder, and Lipshitz in {a ∈ S+ : ∀s ∈ Rd, s∗as ≥ c‖s‖2} for any c > 0. A proof of
these fats an be found for example in [34℄. 
3 Strong existene, pathwise uniqueness and strong Markov
property
Our goal in this setion is to onstrut a partiular, strong Markov solution of the SDE (1.1),
identify the diulty for pathwise uniqueness and give some onditions solving this di-
ulty, both in the one-dimensional ase and the general ase.
We x ε > 0 until the end of this setion.
3.1 Strong existene and pathwise uniqueness: onstrution of a parti-
ular solution of (1.1)
Proposition 3.1 Assume (H). For any ltered probability spae (Ω,F , (Ft)t≥0,P,W ) equipped
with a d-dimensional standard Brownian motion W , and for any x ∈ Rd, there exists a
Ft-adapted proess Xε,x on Ω a.s. solution of (1.1) with initial state x, suh that Xε,xt is
onstant after τ , where
τ = inf{t ≥ 0 : Xε,xt ∈ Γ}. (3.1)
Moreover, this proess is the unique solution of (1.1) up to indistinguishability satisfying
Xε,xt = X
ε,x
τ for all t ≥ τ a.s.
Proof By Proposition 2.4, the funtions b˜ and σ are bounded and loally Lipshitz on
R
d \ Γ. Moreover, b is bounded and globally Lipshitz on Rd.
Assume that x 6∈ Γ and x α > 0 suh that x ∈ Γα. Sine Γα is a ompat subset of
R
d \ Γ. one an onstrut b˜α (resp. σα) an extension to Rd of b˜ (resp. σ) restrited to Γα
suh that b˜α (resp. σα) is bounded and globally Lipshitz on Rd (resp. bounded, globally
Lipshitz and uniformly non-degenerate on R
d
). Then, strong existene and pathwise
uniqueness for the SDE
dX˜ε,αt = (b(X˜
ε,α
t ) + εb˜
α(X˜ε,αt ))dt+
√
εσα(X˜ε,αt )dWt (3.2)
with initial ondition X˜ε,α0 = x are well-known results. Let
τα = inf{t ≥ 0 : X˜ε,αt 6∈ Γα}.
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By pathwise uniqueness, for any α,α′ > 0, X˜ε,αt = X˜
ε,α′
t for all t ≤ τα ∧ τα′ a.s. Therefore,
the proess Xε,x dened by Xε,xt = X˜
ε,α
t for t ≤ τα is a solution of (1.1) for t < supα>0 τα =
τ .
On the event {τ = +∞}, this gives a strong solution of (1.1). On the event {τ <∞},
as a solution to (1.1), the semimartingale (Xε,xt , t < τ) has a uniformly Lipshitz nite
variation part (sine bε is bounded), and a loal martingale part whih is uniformly in L2,
and thus uniformly integrable, on nite time intervals (sine σ is bounded). Therefore, on
the event {τ <∞}, the random variable
Xε,xτ := lim
t↑τ
Xε,xt
is a.s. well-dened and nite. Sine b(x) = b˜(x) = σ(x) = 0 for all x ∈ Γ, dening
Xε,xt = X
ε,x
τ for t ≥ τ . provides a strong solution of (1.1).
In the ase where x ∈ Γ, setting Xε,xt = x for all t ≥ 0 trivially provides a strong
solution of (1.1).
Now, by pathwise uniqueness for (3.2), there is pathwise uniqueness for (1.1) until time
τ . Therefore, the proessXε,x we onstruted above is the unique solution of (1.1) onstant
after time τ . 
The following result is a trivial onsequene of the previous one.
Proposition 3.2 With the same assumption and notation as in Proposition 3.1, assume
that, for some x ∈ Rd \ Γ,
P(Xε,xt 6∈ Γ, ∀t ≥ 0) = Px(τ =∞) = 1, (3.3)
where Px is the law of X
ε,x
. Then, pathwise uniqueness holds for (1.1) with initial state x.
The question whether pathwise uniqueness also holds for the whole trajetory when it
an hit Γ in nite time is diult. Beause of the singularities of our diusion (b˜ dison-
tinuous and σ degenerate and non-Lipshitz), no standard tehnique apply in dimension
two or more. In the one-dimensional ase, general riterions of Engelbert and Shmidt ex-
ist on pathwise uniqueness (see [24℄). However, the nature of our singularity orresponds
preisely to a situation where the riterion does not allow to onlude. The ombination
of our singularities is also inompatible with lassial results about uniqueness in law.
Therefore, it is desirable to have onditions ensuring (3.3) or its onverse. This is done
is Setions 3.3 and 3.4. These results will also be useful in Setion 5.
3.2 Strong Markov property
The strong Markov property for solutions of SDEs is known to be linked to the uniqueness
of solutions to the orresponding martingale problem. Here, we annot prove uniqueness
in general, but the strong Markov property an be easily proved.
Proposition 3.3 Assume (H). Then the family (Xε,x)x∈Rd of solutions of (1.1) on-
struted in Proposition 3.1 satisfy the strong Markov property.
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Proof Let x be a xed point of Rd, S be a Ft-stopping time and ϕ be a bounded and
ontinuous funtion from R
d
to R. We want to prove that
E(ϕ(Xε,xS+t) | FS) = E(ϕ(Xε,xS+t) | Xε,xS ).
Sine Xε,xt is onstant after time τ , this is equivalent to the existene of a Lebesgue-
measurable funtion f : Rd → R suh that
E(ϕ(Xε,x(S+t)∧τ ) | FS) = f(Xε,xS ).
Reall the denition of τα and X˜
ε,α
with initial ondition x in the proof of Propo-
sition 3.1. Sine there is strong existene and pathwise uniqueness for (3.2), the strong
Markov property holds for X˜ε,α [24, Thm. 5.4.20℄. Therefore, for any α > 0, there is a
bounded Lebesgue-measurable funtion fα suh that
E(1τα>Sϕ(X˜
ε,α
(S+t)∧τα
) | FS) = 1τα>Sfα(X˜ε,αS ).
Sine X˜α,εt = X
ε,x
t for all t ≤ τα, this yields
E(1τα>Sϕ(X
ε,x
(S+t)∧τα
) | FS) = 1τα>Sfα(Xε,xS ).
Observing that 1τ>S = 1Xε,xS 6∈Γ is σ(X
ε,x
S )-measurable, we dedue that
E(1τα>Sϕ(X
ε,x
(S+t)∧τα
) | FS) + 1τ>S≥ταfα(Xε,xS )
is σ(Xε,xS )-measurable for all α > 0. Letting α go to 0, it follows from Lebesgue's theo-
rem for onditional expetations that this random variable (in short, r.v.) a.s. onverges
to E(1τ>Sϕ(X
ε,x
(S+t)∧τ )|FS). As an a.s. limit of σ(Xε,xS )-measurable r.v., this r.v. is also
σ(Xε,xS )-measurable.
Now,
E(1τ≤Sϕ(X
ε,x
(S+t)∧τ ) | FS) = E(1τ≤Sϕ(Xε,xS ) | FS) = 1Xε,xS ∈Γϕ(X
ε,x
S ),
whih is also σ(Xε,xS )-measurable. This ends the proof of Proposition 3.3. 
3.3 Study of P(τ =∞): the ase of dimension 1
As we saw above, the uniqueness of Xε,x relies on the fat that Px(τ = ∞) = 1, where τ
has been dened in (3.1) and where Px is the law of X
ε,x
. Our goal in this setion and the
following one is to give onditions under whih this is true (or false).
In this setion, we assume that d = 1. In this ase, an elementary alulation gives the
following formulas for a, b and b˜:
b(x) =
M2(x)
2
∂1g(x, x), b˜(x) =
M3(x)
4
sign[∂1g(x, x)]∂
2
1,1g(x, x),
a(x) =
M3(x)
2
|∂1g(x, x)|, where Mk(x) =
∫
R
|h|kp(x, h)dh
and sign(x) = −1 if x < 0; 0 if x = 0; 1 if x > 0.
In the following result, we use the fat that ∂21,1g(x, x) + 2∂
2
1,2g(x, x) + ∂
2
2,2g(x, x) = 0
for all x ∈ R, whih follows from dierentiation of (2.1).
10
Theorem 3.4 Assume (H). Assume also that d = 1 and g is C3 with bounded third-order
derivatives. Let x 6∈ Γ and dene c = sup{y ∈ Γ, y < x}, c′ = inf{y ∈ Γ, y > x}, and
assume that −∞ < c < c′ <∞, ∂21,1g(c, c)+∂21,2g(c, c) 6= 0 and ∂21,1g(c′, c′)+∂21,2g(c′, c′) 6=
0. We an dene
α :=
∂21,1g(c, c)
∂21,1g(c, c) + ∂
2
1,2g(c, c)
=
2∂21,1g(c, c)
∂21,1g(c, c) − ∂22,2g(c, c)
β :=
∂21,1g(c
′, c′)
∂21,1g(c
′, c′) + ∂21,2g(c
′, c′)
=
2∂21,1g(c
′, c′)
∂21,1g(c
′, c′)− ∂22,2g(c′, c′)
.
(3.4)
(a) If α ≥ 1 and β ≤ −1, then Px(τ =∞) = 1 and the proess Xε,x is reurrent in (c, c′).
(b) If α ≥ 1 and β > −1, then Px(τ <∞) = 1 and P(limt→τ Xε,xt = c′) = 1.
() If α < 1 and β ≤ −1, then Px(τ <∞) = 1 and P(limt→τ Xε,xt = c) = 1.
(d) If α < 1 and β > −1, then Px(τ <∞) = 1 and
P(limt→τ X
ε,x
t = c) = 1− P(limt→τ Xεt = c′) ∈ (0, 1).
Remarks 3.5
• When c = −∞ or c′ =∞, the alulation below depends on the preise behaviour of
g and Mk near innity, and no simple general result an be stated.
• The biologial theory of adaptive dynamis gives a lassiation of evolutionary singu-
larities in dimension d = 1, depending on the values of ∂21,1g and ∂
2
2,2g at these points.
Here, the ondition α ≥ 1 orresponds, when ∂21,1g(c, c)− ∂22,2g(c, c) > 0, to the ase
∂21,1g(c, c) + ∂
2
2,2g(c, c) ≥ 0, whih orresponds in the biologial terminology (see e.g.
Diekmann [15℄) to a onverging stable strategy with mutual invasibility, whih in-
lude the evolutionary branhing ondition; and when ∂21,1g(c, c) − ∂22,2g(c, c) < 0,
to the ase ∂21,1g(c, c) + ∂
2
2,2g(c, c) ≤ 0, whih orresponds biologially to a repelling
strategy without mutual invasibility.
Proof We will use the lassial method of removal of drift of Engelbert and Shmidt and
the explosion riterion of Feller (see e.g. [24℄), whih an be applied to Xε,x, onsidered as
a proess with value in (c, c′) killed when it hits c or c′. These methods involve the two
following funtions, dened for a xed γ ∈ (c, c′):
p(x) =
∫ x
γ
exp
[
−2
∫ y
γ
bε(z)dz
εσ2(z)
]
dy, ∀x ∈ (c, c′),
and v(x) =
∫ x
γ
p′(y)
∫ y
γ
2dz
εp′(z)σ2(z)
dy, ∀x ∈ (c, c′).
(3.5)
Then [24, pp. 345351℄, the statements about the limit of the proess Xεt when t→ τ
and about the reurrene of Xε depend on whether p(x) is nite or not when x → c and
c′, and the statements about τ depends on whether v(x) is nite or not when x → c and
c′.
Let us ompute these limits. We will use the standard notation f(x) = o(g(x)) (resp.
f(x) = O(g(x)), resp. f(x) ∼ g(x)) when x → a, if f(x)/g(x) → 0 when x → a (resp.
11
|f(x)| ≤ Cg(x) for some onstant C in a neighborhood of a, resp. f(x)/g(x) → 1 when
x→ a).
bε(x)
εσ2(x)
=
bε(x)
εa(x)
=
M2(x)
εM3(x)
sign[∂1g(x, x)] +
1
2
∂21,1g(x, x)
∂1g(x, x)
, (3.6)
so, for x < y < γ, the quantity inside the exponential appearing in the denition of p is
∫ γ
y
2M2(z)
εM3(z)
sign[∂1g(z, z)]dz +
∫ γ
y
∂21,1g(z, z)
∂1g(z, z)
dz.
Sine c 6= −∞, the rst term is bounded for c < y < γ (by Assumption (H), M3 is
positive and ontinuous on [c, c′]), so we only have to study the seond term.
When y → c, an easy alulation gives
∂21,1g(z, z)
∂1g(z, z)
=
α
z − c + C + o(1),
where α is dened in (3.4), and where C is a onstant depending on the derivatives of g
at (c, c) up to order 3. Consequently, when y → c,
exp
[
−2
∫ y
γ
bε(z)dz
εσ2(z)
]
= exp
[
C ′ + o(1) +
∫ γ
y
(
α
y − c + C + o(1)
)
dz
]
eC
′′
(y − c)−α, (3.7)
as y → c.
Therefore, if α < 1, p(c+) > −∞, and if α ≥ 1, p(c+) = −∞. The same omputation
gives the same result when x→ c′, replaing α by β.
Now let us ompute the limit of v at c and c′. Sine p(c′−) = ∞ ⇒ v(c′−) = ∞ and
p(c+) = −∞ ⇒ v(c+) = ∞ [24, p. 348℄, we only have to deal with the ases α < 1 and
β > −1.
Equation (3.7) yields p′(y) ∼ eC(y − c)−α, so, for some onstant C,
2
εp′(z)a(z)
∼ C(z − c)α−1,
sine
a(z) =
M3(z)
2
|∂1g(z, z)| ∼ M3(c)
2
|∂21,1g(c, c) + ∂21,2g(c, c)|(z − c).
If α < 0, when y → c, p′(y) ∫ γy 2dzεp′(z)a(z) ∼ −Cp′(y)(y− c)α is bounded on (c, γ), and so
v(c+) <∞. If α = 0, p′(y) ∫ γy 2dzεp′(z)a(z) ∼ C log(y− c), whih has a nite integral on (c, γ),
so v(c+) < ∞. Finally, if 0 < α < 1, ∫ γy 2dzεp′(z)a(z) is bounded, so v(c+) < ∞ is equivalent
to the onvergene of the integral
∫ γ
c p
′(y)dy, whih holds sine p′(y) ∼ C(y−a)α and α < 1.

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3.4 Study of P(τ =∞): the general ase
Let us turn now to the ase d ≥ 2. The following result gives onditions under whih
Px(τ =∞) = 1, based on a omparison of d(Xε,x,Γ) with Bessel proesses.
Theorem 3.6 Assume (H). Assume also that g is C2 on R2d and that the points of Γ are
isolated. For any y ∈ Γ, let Uy be a neighborhood of y and ay > 0 and ay > 0 two onstants
suh that a is ay-Lipshitz on Uy and s∗a(x)s ≥ ay‖s‖2‖x− y‖ for all x ∈ Uy and s ∈ Rd.
Dene also
b˜y = inf
x∈Uy\{y}
x− y
‖x− y‖ · b˜(x)
and b˜y = sup
x∈Uy\{y}
x− y
‖x− y‖ · b˜(x).
(a) If for any y ∈ Γ, b˜y+day/2ay ≥ 1, then, for all x 6∈ Γ, Px(τ =∞) = 1 and P(limt→+∞Xε,xt ∈
Γ) = 0.
(b) If there exists y ∈ Γ suh that b˜y+day/2ay < 1, then, for all x 6∈ Γ, P(limt→τ X
ε,x
t = y) >
0.
Before proving Theorem 3.6, let us give some bounds for the onstants involved in this
Theorem. This result makes use of the notation B(x, r) for the open Eulidean ball of Rd
entered at x with radius r.
Proposition 3.7 Assume (H). Assume also that g is C2 on R2d and that the points of Γ
are isolated. Fix y ∈ Γ and α > 0 suh that B(y, α) ∩ Γ = {y}. Dene
C = inf
u,v∈Rd:‖u‖=‖v‖=1
∫
|h · u|2|h · v|p(x, h)dh.
C > 0 by (2.6). Let M3 be a bound for the third-order moment of p(x, h)dh on B(y, α). Let
D = H1,1g(y, y)+H1,2g(y, y), and denote by λ
y
(resp. λy) the greatest (resp. the smallest)
eigenvalue of D∗D. Suppose also that D is invertible (λy > 0). Then, for any δ > 0 there
exists a neighborhood Uy of y suh that, in the statement of Theorem 3.6, we an take
ay =M3
√
λy + δ, ay = C
√
λy − δ,
b˜y <
M3
2
‖H1,1g(y, y)‖ + δ and b˜y > −M3
2
‖H1,1g(y, y)‖ − δ.
Proof It follows from the denition (2.7) of b˜ that for x 6= y,
x− y
‖x− y‖ · b˜(x) =
∫
{∇1g(x,x)·h>0}
(
x− y
‖x− y‖ · h
)
(h∗H1,1g(x, x)h)p(x, h)dh. (3.8)
By assumption, the quantity inside the integral an be bounded by ‖h‖3[‖H1,1g(y, y)‖ +
O(‖x− y‖)]p(x, h). Therefore,
x− y
‖x− y‖ · b˜(x) ≤ [‖H1,1g(y, y)‖ +O(‖x− y‖)]
∫
{∇1g(x,x)·h>0}
‖h‖3p(x, h)dh
=
M3
2
[‖H1,1g(y, y)‖ +O(‖x− y‖)].
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This gives the required bounds for b˜y and b˜y.
It follows from equation (2.9) in the proof of Proposition 2.4, that, for all s ∈ Rd and
x ∈ Rd
C‖s‖2‖∇1g(x, x)‖ ≤ s∗a(x)s ≤M3‖s‖2‖∇1g(x, x)‖.
Considering an orthonormal basis of R
d
in whih D∗D is diagonal, one has λy‖v‖2 ≤
‖Dv‖2 = v · D∗Dv ≤ λy‖v‖2 for any v ∈ Rd. It remains to observe that ∇1g(x, x) ∼
D(x− y) when x→ y to obtain the required bounds for ay and ay. 
Proof of Theorem 3.6 Fix y ∈ Γ. Let us assume for onveniene that y = 0. By
assumption, to this point of Γ is assoiated a neighborhood U0 of 0 and four onstants
a0 > 0, a
0 > 0, b˜0 and b˜
0
. Let ρ be small enough for B(ρ) := {x ∈ Rd : ‖x‖ ≤ ρ} ⊂ U0
and Γ ∩B(ρ) = {0}, and dene τρ := inf{t ≥ 0 : ‖Xεt ‖ = ρ} and τ0 = inf{t ≥ 0 : Xεt = 0},
where we omitted the dependene of Xε,x with respet to the initial ondition. Reall also
the notation Px for the law of X
ε
when Xε0 = x.
Theorem 3.6 an be dedued from the next lemma.
Lemma 3.8
(a) If
b˜0+da0/2
a0
≥ 1, then, for all x ∈ B(ρ) \ {0}, Px(τρ ≤ τ0) = 1.
(b) If
b˜0+da0/2
a0
< 1, then, there exists a onstant c > 0 suh that, for all x ∈ B(ρ/2) \ {0},
Px({τ0 < τρ} ∪ {τ0 = τρ =∞ and limt→+∞Xεt = 0}) ≥ c.
Together with the strong Markov property of Proposition 3.3, Point (a) of this lemma
easily implies Theorem 3.6 (a), and part (b) implies Theorem 3.6 (b) if we an prove that
for any x ∈ Rd \ Γ, Px(τρ/2 <∞) > 0. This an be done as follows.
Let D be any onneted bounded open domain D with smooth boundary ontaining
B(ρ/2). The proess X˜ε,α of the proof of Proposition 3.1 has smooth and uniformly non-
degenerate oeients. Therefore, it is standard to prove that suh a proess hits B(ρ/2)
before hitting ∂D with positive probability, starting from any y ∈ D. (This may be proved
for example by applying Feynman-Ka's formula to obtain the ellipti PDE solved by this
probability in D \B(ρ/2), and next applying the strong maximum priniple to this PDE.)
Choosing α and D suh that x ∈ D and D \ B(ρ/2) ⊂ Γα, we easily obtain the required
estimate. 
Before oming to the proof of Lemma 3.8, we need to introdue a few notation: it
follows from It's formula that, for all t < τ ,
‖Xεt ‖ = ‖x‖ +
∫ t
0
1
‖Xεs‖
[
Xεs · (b(Xεs ) + εb˜(Xεs ))
+
ε
2
Tr(a(Xεs ))−
ε
2
(Xεs )
∗
‖Xεs‖
a(Xεs )
Xεs
‖Xεs‖
]
ds+Mt,
where Tr is the trae operator on d× d matries, and where, for t < τ ,
Mt :=
√
ε
∫ t
0
(Xεs )
∗
‖Xεs‖
σ(Xεs )dWs.
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Let us extend Mt to t ≥ τ by setting Mt = Mt∧τ for all t ≥ 0. Sine σ is bounded, Mt is
a L
2
-martingale in R with quadrati variation
〈M〉t = ε
∫ t∧τ
0
(Xεs )
∗
‖Xεs‖
a(Xεs )
Xεs
‖Xεs‖
ds. (3.9)
It follows from Dubins-Shwartz's Theorem (see e.g. [24℄) that for any t ≥ 0, Mt = B〈M〉t ,
where B is a one-dimensional Brownian motion.
Dene the time hange Tt = inf{s ≥ 0 : 〈M〉s > t} for all t ≥ 0. If t < 〈M〉∞ :=
limt→+∞〈M〉t = 〈M〉τ , then Tt <∞ and 〈M〉Tt = t. For t < 〈M〉∞, dene Yt = XεTt . An
easy hange of variable shows that for t < 〈M〉∞, Yt 6∈ Γ, and
‖Yt‖ = ‖x‖+
∫ t
0
c(Ys)ds+Bt,
where
c(z) = ‖z‖z · (b(z) + εb˜(z)) + εTr(a(z))/2
εz∗a(z)z
− 1
2‖z‖ .
Using the onstants dened in the statement of Theorem 3.6, the fat that b is K-Lipshitz
on R
d
, and the fat that Tr(a) =
∑d
i=1 e
∗
i aei, where ei is the i
th
vetor of the anonial
basis of R
d
, one easily obtains that, for all z ∈ U0,
c1(‖z‖) < c(z) < c2(‖z‖),
where, for u > 0,
c1(u) =
(
da0/2 + b˜0
a0
− 1
2
)
1
u
− 2K
εa0
and c2(u) =
(
da0/2 + b˜0
a0
− 1
2
)
1
u
+
2K
εa0
.
Dene also the proesses Z1 and Z2 strong solutions in (0,∞) to the SDEs
Zit = ‖x‖+
∫ t
0
ci(Z
i
s)ds+Bt
for i = 1, 2, and stopped when they reah 0. As strong solutions, these proesses an be
onstruted on the same probability spae than Xε (and Y ). Finally, dene for 1 ≤ i ≤ 2
the stopping times
θi0 = inf{t ≥ 0 : Zi = 0}
and θiρ = inf{t ≥ 0 : Zi = ρ}.
The proof of Lemma 3.8 relies on the following three lemmas. The rst one is a
omparison result between Z1, Z2 and Y .
Lemma 3.9 Almost surely, Z1t ≤ ‖Yt‖ for all t < θ1ρ ∧ 〈M〉∞, and ‖Yt‖ ≤ Z2t for all
t < θ2ρ ∧ 〈M〉∞.
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The proesses Z1 and Z2 are Bessel proesses with additional drifts. The seond lemma
examines whether these proesses hit 0 in nite time or not.
Lemma 3.10
(a) Z1 is reurrent in (0,+∞) if and only if b˜0+da0/2a0 ≥ 1.
(b) Let Pu be the law of Z
2
with initial state u > 0. If b˜
0+da0/2
a0
< 1, then, for any u < ρ,
Pu(θ
2
0 < θ
2
ρ) > 0.
The last lemma states that, when 〈M〉∞ <∞, Xε reahes Γ in nite or innite time.
Lemma 3.11 {〈M〉∞ <∞} ⊂ {τ <∞} ∪ {τ =∞ and limt→+∞Xεt ∈ Γ} a.s.
Proof of Lemma 3.8 Assume rst that
b˜0+da0/2
a0
≥ 1, and x x ∈ B(ρ) \ {0}. Then,
by Lemma 3.10 (a), θ10 = ∞ and θ1ρ < ∞ a.s. Moreover, by Lemma 3.9, for all t < Tθ1ρ ,
‖Xεt ‖ = ‖Y〈M〉t‖ ≥ Z1〈M〉t .
Then, 〈M〉∞ = ∞ implies a.s. that there exists t ≥ 0 suh that 〈M〉t = θ1ρ and thus
τρ < τ0. Conversely, by Lemma 3.11, 〈M〉∞ < ∞ implies a.s. that limt→τ Xεt ∈ Γ \ {0},
and thus that τρ < τ0. This ompletes the proof of Lemma 3.8 (a).
Now, assume that
b˜0+da0/2
a0
< 1 and x x ∈ B(ρ/2). By Lemma 3.9, for all t < Tθ2ρ ,
‖Xεt ‖ = ‖Y〈M〉t‖ ≤ Z2〈M〉t .
Then, on the event {θ20 < θ2ρ}, 〈M〉∞ =∞ implies a.s. that τ0 < τρ. Conversely, on the
event {θ20 < θ2ρ}, by Lemma 3.11, 〈M〉∞ < ∞ implies a.s. that limt→τ Xεt = 0 (where τ
may be nite or innite), and thus that τ0 < τρ or that τ0 = τρ =∞ and limt→+∞Xεt = 0.
Hene,
Px({τ0 < τρ} ∪ {τ0 = τρ =∞ and lim
t→+∞
Xεt = 0}) ≥ P‖x‖(θ20 < θ2ρ).
But, applying the Markov property to Z2, P‖x‖(θ
2
0 < θ
2
ρ) ≥ Pρ/2(θ20 < θ2ρ) for any x ∈
B(ρ/2). Sine this is positive by Lemma 3.10 (b), the proof of Lemma 3.8 (b) is ompleted.

Proof of Lemma 3.9 First, remind that Yt is dened only for t < 〈M〉∞. Observe that
for t < θ10 ∧ 〈M〉∞,
‖Yt‖ − Z1t =
∫ t
0
(c(Ys)− c1(Z1s ))ds.
If there exists t0 < θ
1
ρ ∧ θ10 ∧ 〈M〉∞ suh that ‖Yt0‖ = Z1t0 , then (‖Y ‖ − Z1)′(t0) =
c(Yt0) − c1(Z1t0) = c(Yt0) − c1(‖Yt0‖) > 0, and therefore, ‖Yt‖ > Z1t for t > t0 in a
neighborhood of t0. Consequently, Z
1
t ≤ ‖Yt‖ for any t < θ1ρ∧θ10 ∧〈M〉∞. Sine Z1t = 0 for
t ≥ θ10, this inequality atually holds for t < θ1ρ ∧ 〈M〉∞. The proof of the other inequality
is similar. 
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Proof of Lemma 3.10 The proof relies on the same funtions p and v as in the proof
of Theorem 3.4. They are given by (3.5), where bε has to be replaed by ci, and εa by 1.
For the proess Z1, if we x γ > 0, then, for any x > 0,
p(y) =
∫ y
γ
exp
[
−2
∫ u
γ
c1(z)dz
]
du = −
∫ γ
y
exp
[
2k
∫ γ
u
dz
z
− k′(γ − u)
]
du
= −C
∫ γ
y
u−2kek
′udu,
where we have used the onstants k = b˜0+da0/2
a0
− 12 and k′ = 4Kεa0 . Consequently, p(0+) =−∞ if and only if 2k ≥ 1, and p(+∞) = +∞, whih yields (a). A similar omputation for
Z2 gives that p(0+) > −∞ if and only if b˜0+da0/2a0 < 1, whih yields Lemma 3.10 (b). 
Proof of Lemma 3.11 Assume that P({〈M〉∞ <∞}∩{limt→+∞Xεt ∈ Γ}c) > 0. Then,
there exists α > 0 suh that
δ := P(〈M〉∞ <∞, lim sup
t→+∞
d(Xεt ,Γ) ≥ α) > 0.
Dene for any t > 0 the stopping time τα,t = inf{s ≥ t : d(Xεs ,Γ) ≥ α}. Then , for any
t > 0,
P(〈M〉∞ <∞, τα,t <∞) ≥ δ. (3.10)
We will obtain a ontradition from this statement thanks to the following inequality: for
any ε < 1, h ∈ (0, 1) and any stopping time S a.s. nite,
E
[
sup
0<u<h
‖XεS+u −XεS‖2
]
≤ 10C2h,
where C is a bound for b, b˜ and σ on Rd. This is a straightforward onsequene of the
inequality
‖XεS+u −XεS‖2 ≤ 2
(∫ S+u
S
‖b(Xεs ) + εb˜(Xεs )‖ds
)2
+ 2
√
ε
∥∥∥∥
∫ S+u
S
σ(Xεs )dWs
∥∥∥∥
2
and of Doob's inequality.
Taking h = δα2/80C2 and S = τα,t ∧ T , we get
P
(
sup
0<u<h
‖Xετα,t∧T+u −Xετα,t∧T ‖ >
α
2
)
≤ δ
2
.
Letting T → +∞,
P
(
τα,t <∞, sup
0<u<h
‖Xετα,t+u −Xετα,t‖ >
α
2
)
≤ δ
2
.
Together with inequality (3.10), this yields the rst line of the following inequality, and
the last line makes use of (3.9) and a onstant C > 0 suh that s∗a(x)s ≥ C‖s‖2 for any
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s ∈ Rd and x ∈ Γα/2.
δ
2
≤ P
(
〈M〉∞ <∞, sup
0<u<h
‖Xετα,t+u −Xετα,t‖ ≤
α
2
)
≤ P
(
〈M〉∞ <∞, inf
0<u<h
‖Xετα,t+u‖ ≥
α
2
)
≤ P (〈M〉∞ <∞, 〈M〉τα,t+h − 〈M〉τα,t ≥ εCh) .
Therefore,
P (〈M〉∞ <∞, 〈M〉∞ − 〈M〉t ≥ εCh) ≥ δ
2
holds for any t > 0, whih is impossible. 
4 Large deviations for X
ε
as ε→ 0
Our large deviation result will be obtained by a transfer tehnique to arry the LDP from
the family {√εW}ε>0, where W is a standard d-dimensional Brownian motion (Shilder's
Theorem, e.g. [12, p. 185℄) to the family {Xε}ε>0, where Xε is the solution to the SDE (1.1)
dened in setion 3.1. The method of the proof, adapted from Azenott [2℄, onsists in
onstruting a funtion S mapping (in some sense) the paths of
√
εW to the paths of Xε.
4.1 Statement of the result
We denote by C([0, T ],Rd) (resp. Cac([0.T ],Rd) ) the set of ontinuous (resp. absolutely
ontinuous) funtions from [0, T ] to Rd. Fix T > 0 and x ∈ Rd, and dene
∀ψ ∈ C
(
[0, T ],Rd
)
, tψ = inf{t ∈ [0, T ] : ψ(t) ∈ Γ} ∧ T
and C˜acx ([0, T ],Rd) = {ψ ∈ Cac([0, T ],Rd) onstant on [tψ, T ] suh that ψ(0) = x}.
Then, we dene for ψ ∈ C([0, T ],Rd)
IT,x(ψ) =


1
2
∫ tψ
0
[ψ˙(t)− b(ψ(t))]∗a−1(ψ(t))[ψ˙(t)− b(ψ(t))]dt
if ψ ∈ C˜acx ([0, T ],Rd)
+∞ otherwise.
(4.1)
By Proposition 2.4 (ii), the inverse matrix a−1(x) of a(x) is well-dened, symmetri and
non-negative for all x 6∈ Γ, so IT,x(ψ) is well-dened and belongs to R+ ∪ {+∞}. When
tψ = T , IT,x(ψ) takes the lassial form of rate funtions for diusion proesses.
This original form of rate funtion will appear naturally in the proof. However, as
shown in Proposition 4.5 below, this funtion is not lower semiontinuous. Therefore, it is
natural to introdue for all ψ ∈ C([0, T ],Rd)
I˜T,x(ψ) = lim inf
ψ˜→ψ
IT,x(ψ˜), (4.2)
whih is the biggest lower semiontinuous funtion on C([0, T ],Rd) smaller than IT,x.
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Theorem 4.1 Assume (H). Assume also that the points of Γ are isolated in Rd. Fix
T > 0. Then, for any x ∈ Rd and any open subset O of C([0, T ],Rd),
lim inf
ε→0,y→x
ε lnP(Xε,y ∈ O) ≥ − inf
ψ∈O
I˜T,x(ψ), (4.3)
and for any x 6∈ Γ and any losed subset C of C([0, T ],Rd),
lim sup
ε→0,y→x
ε lnP(Xε,y ∈ C) ≤ − inf
ψ∈C
I˜T,x(ψ). (4.4)
The general form of the lower and upper bounds (4.3) and (4.4) (where the limit is
taken over y → x) will be useful in Setion 5. This general form requires the restrition
that x 6∈ Γ for the upper bound for tehnial reasons. However, this result implies that the
following standard form of LDP holds without any restrition.
Corollary 4.2 Assume the onditions of Theorem 4.1. Then, for any x ∈ Rd, for any
open O ⊂ C([0, T ],Rd), and for any losed C ⊂ C([0, T ],Rd),
lim inf
ε→0
ε lnP(Xε,x ∈ O) ≥ − inf
ψ∈O
I˜T,x(ψ), (4.5)
lim sup
ε→0
ε lnP(Xε,x ∈ C) ≤ − inf
ψ∈C
I˜T,x(ψ). (4.6)
Proof The lower bound (4.5) is a trivial onsequene of (4.3) and the upper bound (4.6)
for x 6∈ Γ also trivially follows from (4.4). If x ∈ Γ, let us denote by x the onstant funtion
of C([0, T ],Rd) equal to x. In this ase, Xε,xt = x for all t ≥ 0. Therefore, P(Xε,x ∈ C)
equals 1 if the funtion x belongs to C, and equals 0 otherwise. Sine I˜T,x(x) ≤ IT,x(x) = 0,
the upper bound (4.6) is lear when x ∈ Γ. 
Remark 4.3 As usual for large deviation priniples, Corollary 4.2 implies the onvergene
in probability of Xε,x to the solution with initial state x of the deterministi ODE
φ˙ = b(φ)
as ε→ 0. This ODE is known as the anonial equation of adaptive dynamis [13, 7, 10℄.
In Setion 5, we will use the following lassial onsequene of Theorem 4.6, whih an
be proved exatly as Corollary 5.6.15 of [12℄:
Corollary 4.4 Assume the onditions of Theorem 4.1. Then, for any ompat set K ⊂ Rd
and for any open O ⊂ C([0, T ],Rd),
lim inf
ε→0
ε ln inf
y∈K
P(Xε,y ∈ O) ≥ − sup
y∈K
inf
ψ∈O
I˜T,y(ψ),
and if K ∩ Γ = ∅, for any losed C ⊂ C([0, T ],Rd),
lim sup
ε→0
ε ln sup
y∈K
P(Xε,y ∈ C) ≤ − inf
y∈K, ψ∈C
I˜T,y(ψ).
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We end this subsetion with some remarks on the rate funtions we obtain and their
links with the lassial form of rate funtions for diusion proesses with small noise.
Proposition 4.5 Assume the onditions of Theorem 4.1. Assume also that there exists
an isolated point y of Γ suh that g is C2 at (y, y), and that H1,1g(y, y) + H1,2g(y, y) is
invertible. Then, for any x 6∈ Γ and T > 0, IT,x is not lower semiontinuous.
We postpone the proof of this result at the end of this subsetion.
General large deviation estimates are known for diusions in R
d
with small noise using
dierent tehniques. For example, Dupuis, Ellis and Weiss [19℄ have obtained upper bounds
under very general assumptions. We ould have applied their result in our ase (with some
modiations sine they onsider a drift that does not depend on ε, see Remark 1.2 in [19℄)
to obtain a large deviations upper bound with lower semiontinuous rate funtion
IˆT,x(ψ) =


1
2
∫ T
0
1ψ(t)6∈Γ[ψ˙(t)− b(ψ(t))]∗a−1(ψ(t))[ψ˙(t)− b(ψ(t))]dt
if ψ ∈ Cac([0, T ],Rd) and ψ(0) = x
+∞ otherwise,
for all ψ ∈ C([0, T ],Rd).
Sine obviously IˆT,x ≤ IT,x and IˆT,x is lower semiontinuous, we have IˆT,x ≤ I˜T,x.
Sine I˜T,x ≤ IT,x, this immediately implies that IˆT,x and I˜T,x oinide on C([0, T ],Rd \ Γ).
Unfortunately, beause of the degeneray of a on Γ, we are not able to obtain an expliit
expression for I˜T,x(ψ) when ψt ∈ Γ for some t ∈ [0, T ]. However, it is possible to nd
simple examples where these two rate funtion are not equal: Assume that d = 1 and 0
is an isolated point of Γ, and onsider a funtion ψ suh that ψ(0) < 0, ψ(T ) > 0 and
IˆT,x(ψ) < +∞ (suh a funtion an be easily obtained by adapting the onstrution of the
funtion ψ in the proof of Proposition 4.5 below). Obviously, I˜T,x(ψ) = +∞, giving the
required ounter-example.
Therefore, our upper bound is more preise than the one obtained by lassial general
methods. This also explains why we have to use a method based on a preise study of the
paths of Xε,x to obtain our result.
Proof of Proposition 4.5 Take y as in Proposition 4.5. By translation, we an suppose
that y = 0. Then, Proposition 3.7 implies that there exists a neighborhood N0 of 0 and
a onstant a0 > 0 suh that for all s ∈ Rd and x ∈ N0, s∗a(x)s ≥ a0‖x‖‖s‖2, i.e. eah
eigenvalue of a(x) is greater than a0‖x‖. Therefore, for all s ∈ Rd and x ∈ N0,
s∗a−1(x)s ≤ ‖s‖
2
a0‖x‖ . (4.7)
Take x0 ∈ Rd \ Γ suh that the segment (0, x0] is inluded in (Rd \ Γ) ∪N0, and dene
for 0 ≤ t ≤ T
ψ(t) =
(
1− 2t
T
)2
x0,
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and for all n ≥ 1
ψn(t) =


ψ(t) if t ∈
[
0,
T
2
− 1
n
]
∪
[
T
2
+
1
n
, T
]
ψ
(
T
2
− 1
n
)
otherwise.
Sine ψ(T/2 − 1/n) = ψ(T/2 + 1/n), ψn is ontinuous and pieewise dierentiable. Note
that ψ(t) and ψn(t) belong to [0, x0] for all t ∈ [0, T ], that ψ(t) 6∈ Γ exept if t = T/2, and
that ψn(t) 6∈ Γ for any t ∈ [0, T ]. Therefore, IT,x0(ψ) =∞, and IT,x0(ψn) <∞.
It follows from (4.7) and from the fat that b is K-Lipshitz that
IˆT,x0(ψ) ≤
1
2a0
∫ T
0
‖(1− 2t/T )2x0/T + b(ψ(t))‖2
‖ψ(t)‖ dt
≤ 1
2a0
∫ T
0
2(1− 2t/T )24‖x0‖2/T 2 + 2K2‖ψ(t)‖2
‖ψ(t)‖ dt
≤ 1
2a0
∫ T
0
(
8
T 2
‖x0‖+ 2K2‖ψ(t)‖
)
dt <∞.
(4.8)
Now, for all n ≥ 1,
IT,x0(ψn) ≤ IˆT,x0(ψ) +
1
2a0
∫ T/2+1/n
T/2−1/n
‖b(ψn(t))‖2
‖ψn(t)‖ dt
≤ IˆT,x0(ψ) +
1
2a0
∫ T/2+1/n
T/2−1/n
K2‖ψn(t)‖dt,
whih is uniformly bounded in n. Hene lim sup IT,x0(ψn) < +∞ = IT,x0(ψ).
Let us extend this result to an arbitrary x 6∈ Γ. Sine the points of Γ are isolated in
R
d
, there exists α > 0 and φ ∈ C1([0, T ],Γα) suh that φ(0) = x and φ(T ) = x0. Sine a is
uniformly non-degenerate on Γα, IT,x(φ) <∞. Therefore, it sues to onatenate φ and
ψ to obtain a funtion ψ˜ dened on [0, 2T ] suh that lim sup I˜2T,x(ψ˜) < I2T,x(ψ˜). Sine
this an be done for all T > 0, this ends the proof of Proposition 4.5. 
4.2 Proof of Theorem 4.1
We rst give some notation used throughout the proof.
• Cx(I,E)(resp. Cacx (I,E), C1x(I,E)) is the set of ontinuous funtions from I ⊂ R+ to
E ⊂ Rd (resp. absolutely ontinuous, resp. C1) with value x at 0, endowed with the
L∞ norm.
• For ϕ ∈ C([0, T ],Rd) and 0 ≤ a < b ≤ T , dene
‖ϕ‖a,b = sup
a≤t≤b
‖ϕ(t)‖, (4.9)
and
Bb(ϕ, δ) = {ϕ˜ ∈ C([0, T ],Rd) : ‖ϕ˜− ϕ‖0,b ≤ δ}. (4.10)
When a = 0 and b = T , ‖ ·‖0,T is the usual L∞ norm in C([0, T ],Rd), and BT (ϕ, δ) is
the usual losed ball entered at ϕ with radius δ for this norm, also simply denoted
B(ϕ, δ).
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We are atually going to prove the following result.
Theorem 4.6 Assume the onditions of Theorem 4.1. Then, for any x ∈ Rd and any
open subset O of C([0, T ],Rd),
lim inf
ε→0,y→x
ε lnP(Xε,y ∈ O) ≥ − inf
ψ∈O
IT,x(ψ), (4.11)
and for any x 6∈ Γ and any losed subset C of C([0, T ],Rd) suh that C1x([0, T ],Rd \ Γ) is
dense in C ∩ Cx([0, T ],Rd),
lim sup
ε→0,y→x
ε lnP(Xε,y ∈ C) ≤ − inf
ψ∈C
IT,x(ψ). (4.12)
This is an inomplete LDP involving the non-lower semiontinuous rate funtion IT,x.
From this an be dedued the LDP involving the rate funtion I˜T,x (Theorem 4.1) as
follows.
First, by denition of I˜T,x, for any open O ⊂ C([0, T ],Rd),
inf
ψ∈O
IT,x(ψ) = inf
ψ∈O
I˜T,x(ψ).
Therefore, (4.3) is immediate.
Moreover, I˜T,x ≤ IT,x, so (4.4) obviously holds for the same losed sets as in Theo-
rem 4.6. Now, let K be any ompat subset of C([0, T ],Rd). Sine I˜T,x is lower semion-
tinuous, for any η > 0, there exists α > 0 suh that
inf
ψ∈K
I˜T,x(ψ) ≤ inf
ψ∈Kα
I˜T,x(ψ) + η,
where
Kα =
⋃
ψ∈K
B(ψ,α).
Indeed, if this would fail, there would exist η > 0 and two sequenes (ψn)n≥1 and (ψ˜n)n≥1
suh that ψ˜n ∈ K, ‖ψn− ψ˜n‖0,T ≤ 1/n and I˜T,x(ψn) ≤ I˜T,x(ψ˜n)− η for all n ≥ 1. Sine K
is ompat, we ould then extrat a subsequene (ψ˜in) of (ψ˜n) onverging to some ψ˜ ∈ K.
Sine I˜T,x is lower semiontinuous, this would imply that
I˜T,x(ψ˜) ≤ lim inf
n→+∞
I˜T,x(ψin) ≤ inf
ψ∈K
I˜T,x(ψ)− η,
whih is a ontradition.
Now, let ψ1, . . . , ψn be suh that
K˜α =
n⋃
i=1
B(ψi, α) ⊃ K.
Sine K˜α ⊂ Kα,
inf
ψ∈K
I˜T,x(ψ) ≤ inf
ψ∈K˜α
I˜T,x(ψ) + η.
Moreover, the points of Γ are isolated, and thus any point of the interior of K˜α is obviously
limit of elements of K˜α ∩ C1([0, T ],Rd \ Γ). Sine K˜α is the losure of its interior, any
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point of ∂K˜α is also limit of elements of K˜α ∩ C1([0, T ],Rd \ Γ) by a diagonal proedure.
Moreover, K˜α is losed. Therefore, one an apply (4.12) to this set:
lim sup
ε→0, y→x
ε lnP(Xε,y ∈ K) ≤ lim sup
ε→0, y→x
ε lnP(Xε,y ∈ K˜α) ≤ − inf
ψ∈K˜α
IT,x(ψ)
≤ − inf
ψ∈K˜α
I˜T,x(ψ) ≤ − inf
ψ∈K
I˜T,x(ψ) + η.
Sine this holds for all η > 0, (4.4) is proved for ompat sets.
The extension to any losed sets is lassially dedued from the following uniform
exponential tightness estimate.
Lemma 4.7 For any k > 0 and y ∈ Rd, dene the ompat set
Kyk =
{
ψ ∈ Cy([0, T ],Rd) : ∀l ≥ k, ω
(
ψ,
1
l3
)
≤ 1
l
}
, (4.13)
where ω(ψ, δ) = sup|t−s|≤δ ‖ψ(t) − ψ(s)‖. Then, there exists k0 and ε0, suh that for all
y ∈ Rd, k ≥ k0 and ε ≤ ε0,
ε lnP(Xε,y 6∈ Kyk ) ≤ −
k
64dΣ2
, (4.14)
where Σ := supx∈Rd ‖σ(x)‖.
Then, taking any losed C ∈ C([0, T ],Rd) and hoosing k large enough,
lim sup
ε→0,y→x
ε lnP(Xε,y ∈ C) ≤ sup
{
lim sup
ε→0,y→x
ε lnP(Xε,y ∈ C ∩Kyk ),
lim sup
ε→0,y→x
ε lnP(Xε,y 6∈ Kyk )
}
≤ − inf
ψ∈C
IT,x(ψ), (4.15)
ending the proof of Theorem 4.1. 
The proof of Lemma 4.7 makes use of the following lassial exponential inequality for
stohasti integrals, of whih the proof is omitted. This result will be also used in the proof
of Theorem 4.6 below. Let Md,d denote the set of real d× d matries.
Lemma 4.8 Let Yt be a Ft-martingale with values in Rd on a ltered probability spae
(Ω,F ,Ft,P), and suppose that its quadrati ovariation proess 〈Y 〉t satises supt≤T ‖〈Y 〉t‖ ≤
A. Let τ be a Ft stopping time, and let Z : R+ × Ω→Md,d be a progressively measurable
proess suh that supt≤τ ‖Zt‖ ≤ B. Then for any R > 0,
P
(
sup
t≤T
∥∥∥∥
∫ t∧τ
0
ZsdYs
∥∥∥∥ ≥ R
)
≤ 2d exp
(
− R
2
2dTAB2
)
.
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Proof of Lemma 4.7 It follows from (1.1) that, for any y ∈ Rd, s > 0 and t ∈ [0, T ],
‖Xε,yt+s −Xε,yt ‖ ≤ Cs+
√
ε
∥∥∥∥
∫ t+s
t
σ(Xε,yu )dWu
∥∥∥∥ .
Fix h > 0 and R ≥ Ch. Applying Lemma 4.8, we have
P
(
sup
0≤s≤h
‖Xε,yt+s −Xε,yt ‖ ≥ R
)
≤ 2d exp
(
−(R− Ch)
2
2dhεΣ2
)
.
Writing this for t = ih for 0 ≤ i < T/h, we dedue that
P (ω(Xε, h) ≥ 2R) ≤ 2d
(
T
h
+ 1
)
exp
(
−(R− Ch)
2
2dεΣ2h
)
. (4.16)
For any l ≥ 1, set Rl = 1/2l and hl = 1/l3. Then, for suiently large l, Rl ≥ Chl and
(Rl − Chl)2
2dεΣ2hl
=
(
√
l − 2C/l3/2)2
8dεΣ2
≥ (
√
l/2)2
8dεΣ2
=
l
32dεΣ2
. (4.17)
Observing that
Kyk = {ψ ∈ Cy([0, T ],X ) : ∀l ≥ k, ω (ψ, hl) ≤ 2Rl},
inequality (4.14) easily follows from (4.16) and (4.17). 
4.3 Proof of Theorem 4.6
The proof of Theorem 4.6 makes use of the funtion IT,x and of the (good) rate funtion
of Shilder's theorem (LDP for Brownian motion)
JT (ϕ) =


1
2
∫ T
0
‖ϕ˙(t)‖2dt if ϕ ∈ Cac0 ([0, T ],Rd)
+∞ otherwise.
First, we need to onstrut the funtion S mapping Brownian paths to the paths of
Xε. For any ϕ ∈ Cac0 ([0, T ],Rd), let S(ϕ) be the solution on [0, T ] to
S(ϕ)(t) = x+
∫ t
0
b(S(ϕ)(s))ds +
∫ t
0
σ(S(ϕ)(s))ϕ˙(s)ds, (4.18)
obtained as follows: by Proposition 2.4 (i) and (iii), b and σ are bounded and loally
Lipshitz on R
d \ Γ. Therefore, Cauhy-Lipshitz's theorem implies loal existene and
uniqueness in R
d \ Γ of a solution to y˙ = b(y) + σ(y)ϕ˙. This denes properly S(ϕ) until
the time tS(ϕ) where it reahes Γ. In the ase where tS(ϕ) < T , set S(ϕ)(t) = S(ϕ)(tS(ϕ))
for tS(ϕ) ≤ t ≤ T . The funtion S(ϕ) obtained this way is a solution to (4.18) on [0, T ]
and belongs to C˜acx ([0, T ],Rd).
The proof of Theorem 4.6 is based on the following two lemmas. The rst one gives a
preise sense to the fat that the funtion S maps the paths of
√
εW to the paths of Xε,x.
The seond one gives the relation between S, IT,x and JT . Their proof is postponed after
the proof of the theorem.
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Lemma 4.9
(i) Fix ϕ ∈ Cac0 ([0, T ],Rd) suh that ψ := S(ϕ) takes no value in Γ and suh that JT (ϕ) <
+∞. Then, for all η > 0 and R > 0, there exists δ > 0 suh that
lim sup
ε→0,y→x
ε lnP
(‖Xε,y − S(ϕ)‖0,T ≥ η, ‖√εW − ϕ‖0,T ≤ δ) ≤ −R. (4.19)
(ii) Fix ϕ˜ ∈ Cac0 ([0, T ],Rd) suh that ψ(t) := S(ϕ˜)(t) ∈ Γ for some t ∈ [0, T ]. Dene
ϕ(t) = ϕ˜(t) for t < tψ and ϕ(t) = ϕ˜(tψ) for tψ ≤ t ≤ T . Then S(ϕ) = S(ϕ˜) = ψ.
Suppose that JT (ϕ) < +∞. Then, for all η > 0 and R > 0, there exists δ > 0 suh
that (4.19) holds.
(iii) With the same ϕ as in (i), for all δ > 0 and R > 0, there exists η > 0 suh that
lim sup
ε→0,y→x
ε lnP
(‖Xε,y − S(ϕ)‖0,T ≤ η, ‖√εW − ϕ‖0,T ≥ δ) ≤ −R. (4.20)
Lemma 4.10
(i) For all ψ ∈ Cx([0, T ],Rd),
IT,x(ψ) = inf{JT (ϕ), S(ϕ) = ψ}
and when IT,x(ψ) < +∞, there is a unique ϕ ∈ Cac0 ([0, T ],Rd) that realizes this
inmum, and this funtion is onstant after tψ.
(ii) C1([0, T ],Rd \ Γ) is dense in S({JT <∞}).
In [2, 16℄, bε and σ are assumed Lipshitz, and thus Point (i) of Lemma 4.9 an be proved
for all ϕ ∈ Cac0 ([0, T ],Rd), whih is enough to onlude. In our ase, beause of the bad regu-
larity of the oeients of the SDE, we annot prove (i) for all ϕ ∈ Cac0 ([0, T ],Rd). As a on-
sequene, we are only able to obtain the large deviations lower bound from Lemma 4.9 (i)
and (ii). In order to prove the large deviations upper bound, we use an original method
based on Lemma 4.9 (iii).
Lemma 4.10 is an extension to our ase of very similar lemmas in [2, 16℄.
Proof of Theorem 4.6: lower bound It is well-known that the lower bound (4.11)
for any open set O is equivalent to the fat that, for all ψ ∈ Cx([0, T ],Rd) and η > 0,
lim inf
ε→0,y→x
ε lnP(‖Xε,y − ψ‖0,T ≤ η) ≥ −IT,x(ψ). (4.21)
Fix ψ and η as above, and assume that IT,x(ψ) < +∞ (otherwise, there is nothing to
prove). By Lemma 4.10 (i), there is a unique ϕ ∈ Cac0 ([0, T ],Rd) suh that S(ϕ) = ψ and
u := JT (ϕ) = IT,x(ψ). Choose R > u. If the image of ψ has empty intersetion with Γ,
apply Lemma 4.9 (i). Otherwise, apply Lemma 4.9 (ii). In both ases, there exists δ > 0
suh that
lim sup
ε→0,y→x
ε lnP
(‖Xε,y − ψ‖0,T ≥ η, ‖√εW − ϕ‖0,T ≤ δ) ≤ −R.
Sine
P(‖√εW − ϕ‖0,T ≤ δ) ≤ P(‖Xε,y − ψ‖0,T < η)
+ P(‖Xε,y − ψ‖0,T ≥ η, ‖
√
εW − ϕ‖0,T ≤ δ),
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we dedue from Shilder's theorem that
−u = −JT (ϕ) ≤ − inf{JT (ϕ˜), ϕ˜ ∈ BT (ϕ, δ)}
≤ lim inf
ε→0,y→x
ε lnP(‖√εW − ϕ‖0,T < δ)
≤ sup
{
lim inf
ε→0,y→x
ε lnP(‖Xε,y − ψ‖0,T < η),
lim inf
ε→0,y→x
ε lnP(‖Xε,y − ψ‖0,T ≥ η, ‖
√
εW − ϕ‖0,T ≤ δ)
}
≤ sup
{
lim inf
ε→0,y→x
ε lnP(‖Xε,y − ψ‖0,T < η),−R
}
,
and sine R > u, (4.21) is established. 
Proof of Theorem 4.6: upper bound We rst prove (4.12) for partiular ompat
sets: letK be a non-empty ompat set of C([0, T ],Rd) suh that S({JT < +∞}) is dense in
Kx, where Kx := K ∩ Cx([0, T ],Rd). By Lemma 4.10 (i), S({JT < +∞}) = {IT,x < +∞},
and so u := inf{IT,x(ψ), ψ ∈ K} < +∞.
Fix ρ > 0. For any ψ ∈ K ∩ S({JT < +∞}), by Lemma 4.10 (i), there exists a unique
ϕ ∈ Cac0 ([0, T ],Rd) onstant after tψ suh that S(ϕ) = ψ and IT,x(ψ) = JT (ϕ) < ∞. We
intend to use Lemma 4.9 (iii), whih holds only if ψ takes no value in Γ. So we have to
introdue αψ > 0 suh that
1
2
∫ tψ
tψ−αψ
‖ϕ˙s‖2ds < ρ
2
,
so that JT (ϕ) ≤ Jtψ−αψ(ϕ)+ρ/2. Sine Jtψ−αψ is lower semiontinuous, there exists δψ > 0
suh that
∀ϕ˜ ∈ Btψ−αψ (ϕ, δψ), Jtψ−αψ(ϕ˜) ≥ Jtψ−αψ(ϕ)−
ρ
2
≥ JT (ϕ)− ρ, (4.22)
where Bt(ϕ, δ) has been dened in (4.10).
Applying Lemma 4.9 (ii) to ψ with T = tψ−αψ, δ = δψ and R > u, there exists ηψ > 0
suh that
lim sup
ε→0,y→x
ε lnP
(‖Xε,y − ψ‖0,tψ−αψ ≤ ηψ, ‖√εW − ϕ‖0,tψ−αψ ≥ δψ) ≤ −R. (4.23)
Sine we have assumed that Kx ∩ S({JT < +∞}) is dense in Kx,
Kx ⊂
⋃
ψ∈Kx∩S({JT<+∞})
BT (ψ, ηψ).
Sine Kx is ompat, there exists a nite number of funtions ψ1, . . . , ψn in Kx ∩S({JT <
+∞}) suh that
Kx ⊂
n⋃
i=1
BT (ψi, ηi),
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where we wrote ηi instead of ηψi . Sine K is ompat, there exists a neighborhood Nx of
x suh that
KNx ⊂
n⋃
i=1
BT (ψi, ηi),
where KNx = {ψ ∈ K : ψ(0) ∈ Nx}.
Now, dene
U =
n⋃
i=1
Bti−αi(ϕi, δi),
where ti = tψi , αi = αψi and δi = δψi , and where ϕi is the funtion satisfying S(ϕi) = ψi
and IT,x(ψi) = JT (ϕi). Then, for any y ∈ Nx,
P(Xε,y ∈ K) ≤ P(√εW ∈ U) + P(√εW 6∈ U, Xε,y ∈ KNx)
≤
n∑
i=1
P(
√
εW ∈ Bti−αi(ϕi, δi))
+
n∑
i=1
P(‖Xε,y − ψi‖0,T ≤ ηi,
√
εW 6∈ U)
≤
n∑
i=1
P(‖√εW − ϕi‖0,ti−αi < δi)
+
n∑
i=1
P(‖Xε,y − ψi‖0,ti−αi ≤ ηi, ‖
√
εW − ϕi‖0,ti−αi ≥ δi).
Sine by Shilder's Theorem and (4.22)
lim sup
ε→0,y→x
ε lnP(‖√εW − ϕi‖0,ti−αi ≤ δi) ≤ − inf
ϕ∈Bti−αi(ϕi,δi)
Jti−αi(ϕ) ≤ −JT (ϕi) + ρ,
we nally dedue from (4.23) that
lim sup
ε→0,y→x
ε lnP(Xε,y ∈ K) ≤ sup
{
sup
1≤i≤n
(−JT (ϕi) + ρ),−R
}
≤ sup {− inf{IT,x(ψ), ψ ∈ K}+ ρ,−R} ≤ −u+ ρ.
Sine this holds for any ρ > 0, the proof of (4.12) for the set K is ompleted.
Now, let C be a losed subset of C([0, T ],Rd) suh that C1x([0, T ],Rd \ Γ) is dense in
C ∩ Cx([0, T ],Rd). Dene the ompat set
Kk = {ψ ∈ C([0, T ],Rd) : ‖ψ(0) − x‖ ≤ 1,∀l ≥ k, ω(ψ, 1/k3) ≤ 1/k}
=
⋃
‖y−x‖≤1
Kyk ,
where Kyk is dened in (4.13). In order to apply the previous upper bound for ompat
sets, we are going to onstrut a ompat set K˜k ⊃ Kk suh that S{(JT < ∞}) is dense
in C ∩ K˜k ∩ Cx([0, T ],Rd). This will be enough to onlude sine, by Lemma 4.7,
lim sup
ε→0,y→x
ε lnP(Xε,y 6∈ K˜k) ≤ lim sup
ε→0,y→x
ε lnP(Xε,y 6∈ Kk) ≤ −k/64dΣ2, (4.24)
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so that the upper bound (4.12) will be proved as in (4.15).
The set K˜k an be onstruted as follows. The set C ∩Kk ∩ Cx([0, T ],Rd) is ompat,
so it is separable. Let (ψn)n≥o be a sequene of funtions dense in this set. For all n ≥ 0,
ψn ∈ C, so, by assumption, there exists a sequene (ψn,p)p≥0 in C ∩ C1x([0, T ],Rd \ Γ)
onverging to ψn, suh that ‖ψn,p − ψn‖0,T ≤ 2−p for all p ≥ 0. Let us dene
K˜k = Kk ∪

⋃
n≥0
{ψn,p : p ≥ n}

 ,
and let us prove that K˜k is ompat. Let (φm) be a sequene of K˜k. Extrating a onverging
subsequene is trivial, exept in the ase where {m : φm ∈ Kk} is nite, and when for all
n ≥ 0, {m : φm ∈ {ψn,p : p ≥ n}} is nite. In this ase, there exists two inreasing
sequenes of integers (αm) and (βm) suh that for all m ≥ 0, φαm ∈ {ψβm,p : p ≥ βm}.
For all m ≥ 0, ψβm belongs to the ompat set C ∩ Kk ∩ Cx([0, T ],Rd), so, extrating a
subsequene from (βm), we an assume that ψβm → ψ ∈ C ∩Kk ∩ Cx([0, T ],Rd). Then
‖φαm − ψ‖0,T ≤ 2−βm + ‖ψβm − ψ‖ → 0
when m → ∞. Hene K˜k is ompat. Moreover, K˜k has been onstruted in suh a way
that C1x([0, T ],Rd \ Γ) is dense in C ∩ K˜k ∩ Cx([0, T ],Rd), as required. This ends the proof
of Theorem 4.6. 
4.4 Proof of Lemmas 4.9 and 4.10
Proof of Lemma 4.9 Let ϕ be as in any point of Lemma 4.9. We will rst restrit
ourselves to the ase ϕ = 0 by means of Girsanov's Theorem. Dene on (Ω,FT ) the
probability measure P
ε,y
by
dPε,y
dP
= exp
(
1√
ε
∫ T
0
ϕ˙sdWs − 1
2ε
∫ T
0
‖ϕ˙s‖2 ds
)
.
Sine in all ases JT (ϕ) = 1/2
∫ T
0 ‖ϕ˙t‖2dt < +∞, by Novikov's riterion, Girsanov's The-
orem is appliable and implies that
W˜ εt :=Wt −
ϕt√
ε
is a P
ε,y
-Brownian motion for t ≤ T and that, Pε,y-a.s., for any t ≤ T ,
Xε,yt = y +
∫ t
0
(bε(Xε,ys ) + σ(X
ε,y
s )ϕ˙s)ds +
√
ε
∫ t
0
σ(Xε,ys )dW˜
ε
s . (4.25)
Let
F ε,y = {‖Xε,y − S(ϕ)‖0,T ≥ η, ‖
√
εW − ϕ‖0,T ≤ δ}
= {‖Xε,y − S(ϕ)‖0,T ≥ η, ‖
√
εW˜ ε‖0,T ≤ δ}.
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It follows from Cauhy-Shwartz's inequality that
P(F ε,y) =
∫
1F ε,y
dP
dPε,y
dPε,y ≤ (Pε,y(F ε,y)) 12
(∫ (
dP
dPε,y
)2
dPε,y
) 1
2
. (4.26)
Now, (
dP
dPε,y
)2
= exp
(
− 2√
ε
∫ T
0
ϕ˙sdW˜
ε
s −
1
ε
∫ T
0
‖ϕ˙s‖2ds
)
= exp
(∫ T
0
(
−2ϕ˙s√
ε
)
dW˜ εs −
1
2
∫ T
0
∥∥∥∥2ϕ˙s√ε
∥∥∥∥
2
ds
)
× exp
(
1
ε
∫ T
0
‖ϕ˙s‖2ds
)
.
The rst term in the produt of the right-hand side is a P
ε,y
-martingale (by Novikov's
riterion), and the seond term is equal to exp(2JT (ϕ)/ε). Therefore, (4.26) implies
ε lnP(F ε,y) ≤ ε
2
lnPε,y(F ε,y) + JT (ϕ).
Therefore, Lemma 4.9 follows from the next result. 
Lemma 4.11 The three points of Lemma 4.9 hold when (4.19) and (4.20) are replaed
respetively by
lim sup
ε→0,y→x
ε lnPε,y
(
‖Xε,y − S(ϕ)‖0,T ≥ η, ‖
√
εW˜ ε‖0,T ≤ δ
)
≤ −R (4.27)
and
lim sup
ε→0,y→x
ε lnPε,y
(
‖Xε,y − S(ϕ)‖0,T ≤ η, ‖
√
εW˜ ε‖0,T ≥ δ
)
≤ −R. (4.28)
Lemma 4.11 relies on the following lemma, of whih the proof is postponed after the
proof of Lemma 4.11.
Lemma 4.12 With the previous notation, let Yt be a P
ε,y
-martingale in L2 suh that
supt≤T ‖〈Y 〉t‖ ≤ A, let τ be a stopping time, and let ξ be a uniformly ontinuous bounded
funtion on R
d
. Then, for any η > 0 and R > 0, there exists δ > 0 and ε0 > 0 both
depending on Y only through A and both independent of τ , suh that for any y ∈ Rd and
ε < ε0,
ε lnPε,y
(∥∥∥∥√ε
∫ ·∧τ
0
ξ(Xε,ys )dYs
∥∥∥∥
0,T
≥ η, ‖√εY ‖0,T ≤ δ
)
≤ −R. (4.29)
Proof of Lemma 4.11 (i) The funtion ψ = S(ϕ) does not take any value in Γ on [0, T ],
so there exists α > 0 suh that ∀t ∈ [0, T ], ψt ∈ Γα. Suppose without loss of generality
that η < α/2, and dene for y ∈ Rd
τ ε,y = inf{t : d(Xε,yt ,Γ) ≤ α/2} ∧ T.
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When τ ε,y < T , ‖Xε,yτε,y − S(ϕ)τε,y‖ ≥ d(S(ϕ)τε,y ,Γ)− d(Xε,yτε,y ,Γ) ≥ α/2 > η, so
‖Xε,y − S(ϕ)‖0,T ≥ η ⇒ ‖Xε,y − S(ϕ)‖0,τε,y ≥ η.
Consequently, (4.27) will be proved if we nd δ > 0 suh that
lim sup
ε→0,y→x
ε lnPε,y(‖Xε,y − S(ϕ)‖0,τε,y ≥ η, ‖
√
εW ε‖0,T ≤ δ) ≤ −R.
Take C suh that σ and b are C-Lipshitz and b˜ is bounded by C on Γα/2. It follows
from (4.25) that, for t ≤ τ ε,y,
‖Xε,yt − S(ϕ)t‖ ≤
√
ε
∥∥∥∥
∫ t
0
σ(Xε,ys )dW
ε
s
∥∥∥∥+ ε
∫ t
0
‖b˜(Xε,ys )‖ds + ‖x− y‖
+
∫ t
0
‖b(Xε,ys )− b(S(ϕ)s)‖ds +
∫ t
0
‖σ(Xε,ys )− σ(S(ϕ)s)‖ ‖ϕ˙s‖ds
≤ √ε
∥∥∥∥
∫ t
0
σ(Xε,ys )dW
ε
s
∥∥∥∥+ εCT + ‖x− y‖+C
∫ t
0
(1 + ‖ϕ˙s‖)‖Xε,ys − S(ϕ)s‖ds.
Sine u :=
∫ T
0 ‖ϕ˙s‖2ds < +∞, by Gronwall's lemma and the Cauhy-Shwartz's inequality,
for t ≤ τ ε,y
‖Xε,yt − S(ϕ)t‖ ≤
(√
ε
∥∥∥∥
∫ t
0
σ(Xε,ys )dW
ε
s
∥∥∥∥+ εCT + ‖x− y‖
)
exp
(
C
(
T +
√
uT
))
.
Therefore, it sues to nd δ > 0 suh that
lim sup
ε→0,y→x
ε lnPε,y
(
√
ε
∥∥∥∥
∫ t
0
σ(Xε,ys )dW
ε
s
∥∥∥∥
0,τε,y
≥ ηβ, √ε‖W‖0,T ≤ δ
)
≤ −R,
where β = exp[−C(T + √uT )]/2. This is an diret onsequene of Lemma 4.12 with
Y =W ε, A = 1, ξ = σ and τ = τ ε,y. 
Proof of Lemma 4.11 (ii) In Lemma 4.11 (ii), ϕ is dened from ϕ˜ by ϕt = ϕ˜t for
t ≤ tψ, and ϕt = ϕ˜tψ otherwise, where ψ = S(ϕ˜) = S(ϕ). By Cauhy-Shwartz's inequality,∫ tψ
0 ‖ϕ˙s‖ds ≤ (2TJT (ϕ))1/2 < +∞, so there exists ρ > 0 small enough suh that∫ tψ
tψ−ρ
‖ϕ˙s‖ds ≤ ηe
−CT
8C
, (4.30)
where C is a onstant bounding b, b˜ and σ, and suh that b is C-Lipshitz.
Now, we have
{‖Xε,y − ψ‖0,T ≥ η, ‖
√
εW ε‖0,T ≤ δ} ⊂ Dε,y ∪Eε,y,
where
Dε,y =
{
‖Xε,y − ψ‖0,tψ−ρ ≤
ηe−CT
4
, ‖Xε,y − ψ‖tψ−ρ,T ≥ η, ‖
√
εW ε‖0,T ≤ δ
}
and Eε,y =
{
‖Xε,y − ψ‖0,tψ−ρ ≥
ηe−CT
4
, ‖√εW ε‖0,tψ−ρ ≤ δ
}
.
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Part (i) of Lemma 4.11 shows that P
ε,y(Eε,y) has the required exponential deay if δ is
small enough. Let us estimate P
ε,y(Dε,y).
It follows from (4.25) and from the fat that ϕ˙t = 0 for t > tψ that, for any t ≥ tψ − ρ
‖Xε,yt − ψt‖ ≤ ‖Xε,ytψ−ρ − ψtψ−ρ‖+
√
ε
∥∥∥∥∥
∫ t
tψ−ρ
σ(Xε,ys )dW
ε
s
∥∥∥∥∥
+ C
∫ t
tψ−ρ
‖Xε,ys − ψs‖ds + εCT +
∫ tψ∧t
tψ−ρ
‖σ(Xε,ys )− σ(ψs)‖ ]‖ϕ˙s‖ds.
On the event Dε,y, the rst term of the right-hand side is smaller than ηe−CT /4, and, sine
σ is bounded by C, the last term is smaller than 2C
∫ tψ
tψ−ρ
‖ϕ˙‖ds ≤ ηe−CT /4 by (4.30).
Moreover, we an assume ε small enough to have εCT ≤ ηe−CT /4. So, on the event Dε,y,
by Gronwall's Lemma, for t ≥ tψ − ρ,
‖Xε,yt − ψt‖ ≤
(
3
4
ηe−CT +
√
ε
∥∥∥∥∥
∫ t
tψ−ρ
σ(Xε,ys )dW
ε
s
∥∥∥∥∥
)
eCT .
Sine ‖Xε,y − ψ‖tψ−ρ,T ≥ η on Dε,y, we nally obtain
Dε,y ⊂


∥∥∥∥∥√ε
∫ ·
tψ−ρ
σ(Xε,ys )dW
ε
s
∥∥∥∥∥
tψ−ρ,T
≥ ηe
−CT
4
, ‖√ε(W ε· −W εtψ−ρ)‖tψ−ρ,T ≤ 2δ


Equation (4.27) is now a onsequene of Lemma 4.12. 
Proof of Lemma 4.11 (iii) As for Point (i), take α > 0 suh that S(ϕ)t ∈ Γα for all
t ∈ [0, T ]. Fix η ≤ α/2. Then, on the event {‖Xε,y − S(ϕ)‖0,T ≤ η}, for any t ∈ [0, T ],
Xε,yt ∈ Γα/2. Take C suh that b and σ are C-Lipshitz and b˜ is bounded by C on Γα/2.
It follows from (4.25) that, on the event {‖Xε,y − S(ϕ)‖0,T ≤ η}, for any t ∈ [0, T ],
√
ε
∥∥∥∥
∫ t
0
σ(Xε,ys )dW
ε
s
∥∥∥∥ ≤ ‖Xε,yt − S(ϕ)t‖+ ‖y − x‖+
∥∥∥∥
∫ t
0
[σ(Xε,ys )− σ(S(ϕ)s)]ϕ˙sds
∥∥∥∥
+
∥∥∥∥
∫ t
0
[b(Xε,ys )− b(S(ϕ)s)]ds
∥∥∥∥−
∥∥∥∥ε
∫ t
0
b˜(Xε,ys )ds
∥∥∥∥
≤ 2η + C
∫ T
0
(1 + ‖ϕ˙s‖)‖Xεs − S(ϕ)s‖ds+ εCT
≤ η(2 + 2CT + C
√
uT )
if ε < η. Therefore,
{‖Xε,y − S(ϕ)‖0,T ≤ η, ‖
√
εW ε‖0,T ≥ δ}
⊂
{
∀t ∈ [0, T ], Xε,yt ∈ Γα2 ,
√
ε
∥∥∥∥
∫ t
0
σ(Xε,ys )dW
ε
s
∥∥∥∥
0,T
≤ ηβ, √ε‖W ε‖0,T ≥ δ
}
, (4.31)
where β = 2 + 2CT + C
√
uT .
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Let
τ ε,y = inf{t : d(Xε,yt ,Γ) ≤ α/2} ∧ T,
Y ε,yt =
∫ t
0
σ(Xε,ys )dW
ε
s ,
ξ = χσ−1,
where χ is a Lipshitz funtion from Rd to [0, 1] suh that χ(x) = 0 if d(x,Γ) ≤ α/4 and
χ(x) = 1 if d(x,Γ) ≥ α/2. With these notations, (4.31) implies
{‖Xε,y − S(ϕ)‖0,T ≤ η, ‖
√
εW ε‖0,T ≥ δ}
⊂
{
√
ε‖Y ε,y‖0,T ≤ ηβ,
√
ε
∥∥∥∥
∫ t∧τε,y
0
ξ(Xε,ys )dY
ε,y
s
∥∥∥∥
0,T
≥ δ
}
.
Equation (4.28) is now a diret onsequene of Lemma 4.12: ξ is Lipshitz and bounded on
R
d
by Proposition 2.4 (iii), and for any t ≤ τ ε,y, 〈Y ε,y〉t =
∫ t
0 a(X
ε,y
s )ds whih is bounded
by a onstant A independent of y and ε, by Proposition 2.4 (i). 
Let us ome to the proof of Lemmas 4.12. It is adapted from the proof of Lemma 1.3
of [16℄, and makes use of Lemma 4.8.
Proof of Lemma 4.12 We use a disretization tehnique: for any p ∈ N, we dene
Xε,y,pt = X
ε,y
k2−p
, where k ∈ N is suh that k ≤ t2p < k + 1. Given γ > 0, p ≥ 1 and δ > 0,
we an write{∥∥∥∥√ε
∫ ·∧τ
0
ξ(Xε,ys )dYs
∥∥∥∥
0,T
≥ η, ‖√εY ‖0,T ≤ δ
}
⊂ Aε ∪Bε ∪Cε,
where
Aε = {‖Xε,y −Xε,y,p‖0,τ ≥ γ},
Bε =
{
‖Xε,y −Xε,y,p‖0,τ ≤ γ,
∥∥∥∥√ε
∫ ·∧τ
0
[ξ(Xε,ys )− ξ(Xε,y,ps )]dYs
∥∥∥∥
0,T
≥ η
2
}
and Cε =
{∥∥∥∥√ε
∫ ·∧τ
0
ξ(Xε,y,ps )dYs
∥∥∥∥
0,T
≥ η
2
, ‖√εY ‖0,T ≤ δ
}
.
We will hoose γ suh that Pε,y(Bε) is suiently small, next p ≥ 1 to ontrol Pε,y(Aε),
and nally δ > 0 suh that Cε = ∅.
First, we apply Lemma 4.8 with Zt =
√
ε[ξ(Xε,yt )−ξ(Xε,y,pt )]. LetMγ := sup‖x−y‖≤γ ‖ξ(x)−
ξ(y)‖, whih is nite sine ξ is uniformly ontinuous. Then, on Bε, ‖Zt‖ ≤
√
εMγ for all
t ≤ τ . Therefore,
P
ε,y(Bε) ≤ 2d exp
(
− η
2/4
2dTAεM2γ
)
.
Now, Mγ → 0 when γ → 0 sine ξ is absolutely ontinuous. Therefore, hoosing γ small
enough, ε lnPε,y(Bε) ≤ −2R for all ε ≤ 1.
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Seond, γ > 0 being xed as above, (4.25) yields
P
ε,y(‖Xε,y −Xε,y,p‖0,τ ≥ γ)
≤
T2p−1∑
k=0
P
ε,y
(
sup
k2−p≤t≤(k+1)2−p
∥∥∥∥
∫ t∧τ
k2−p∧τ
√
εσ(Xε,ys )dW
ε
s
∥∥∥∥ ≥ γ2
)
+
T2p−1∑
k=0
P
ε,y
(
sup
k2−p≤t≤(k+1)2−p
∥∥∥∥
∫ t∧τ
k2−p∧τ
[bε(Xε,ys ) + σ(X
ε,y
s )ϕ˙s] ds
∥∥∥∥ ≥ γ2
)
≤
T2p−1∑
k=0
P
ε,y
(
sup
k2−p≤t≤(k+1)2−p
∥∥∥∥
∫ t∧τ
k2−p∧τ
√
εσ(Xε,ys )dW
ε
s
∥∥∥∥ ≥ γ2
)
+
T2p−1∑
k=0
P
ε,y
(
C2−p +C2−p/2
√
u ≥ γ
2
)
,
where C is a bound for bε and σ and u =
∫ T
0 ‖ϕ˙s‖2ds < +∞. For p big enough, the seond
sum of the right-hand side equals 0. For the rst sum, Lemma 4.8 with τ = T = 2−p,
Y =W ε, A = 1, R = γ/2 and B =
√
εC gives that
P
ε,y
(
sup
k2−p≤t≤(k+1)2−p
∥∥∥∥
∫ t∧τ
k2−p∧τ
√
εσ(Xε,ys )dW
ε
s
∥∥∥∥ ≥ γ2
)
≤ 2d exp
(
− γ
2/4
2d2−pC2ε
)
for all 0 ≤ k < T2p. Therefore, taking p large enough, ε lnPε,y(Aε) ≤ −2R for all ε ≤ 1.
Third, with p ≥ 1 and γ > 0 as above, for t ≤ T ,
√
ε
∫ t∧τ
0
ξ(Xε,y,ps )dYs =
T2p−1∑
i=0
√
εξ(Xε,y
i2−p∧τ )[Y(i+1)2−p∧t∧τ − Yi2−p∧t∧τ ].
Therefore, sine ‖√εY ‖[0,T ] ≤ δ on the event Cε, we have for all t ≤ T
∥∥∥∥√ε
∫ t∧τ
0
ξ(Xε,y,ps )dYs
∥∥∥∥ ≤
T2p−1∑
i=0
2δC,
where C is a bound for ξ. Hene Cε = ∅ as soon as δ < η2−(p+2)/CT .
We nally obtain that ε lnPε,y(Aε ∪ Bε ∪ Cε) ≤ ε ln 2 − 2R, whih yields (4.29) for ε
small enough.
This argument is true for any y ∈ Rd and for any stopping time τ . It remains to observe
that A is the only information about Y that we used to estimate Pε,y(Bε), that Y does
not appear in Aε, and that no assumption about Y is neessary to obtain Cε = ∅. Hene,
the onstant A is the only information about Y required to obtain δ and ε0. 
The proof of Lemma 4.9 is now ompleted. It only remains to prove Lemmas 4.10.
Proof of Lemma 4.10 Let us rst prove Point (i). Take ψ ∈ C˜acx ([0, T ],Rd). Any
ϕ ∈ Cac0 ([0, T ],Rd) suh that S(ϕ) = ψ must satisfy for any t ∈ [0, tψ)
ψ˙t = b(ψt) + σ(ψt)ϕ˙t.
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Therefore, suh a ϕ is uniquely dened for t < tψ by
ϕ˙t = σ
−1(ψt)[ψ˙t − b(ψt)]. (4.32)
Thus
IT,x(ψ) =
1
2
∫ tψ
0
‖σ−1(ψt)[ψ˙t − b(ψt)]‖2dt = 1
2
∫ tψ
0
‖ϕ˙t‖2dt ≤ JT (ϕ)
for any ϕ suh that S(ϕ) = ψ, and IT,x(ψ) = JT (ϕ) if and only if ϕ˙t = 0 for all t > tψ.
This trivially implies that IT,x(ψ) = inf{JT (ϕ), S(ϕ) = ψ} when IT,x(ψ) = +∞. In the
ase where IT,x(ψ) < +∞, we learly have IT,x(ψ) ≤ inf{JT (ϕ), S(ϕ) = ψ}. To prove the
onverse inequality, it sues to hek that there exists an absolutely ontinuous funtion
ϕ satisfying (4.32) for t < tψ and ϕ˙t = 0 for t ≥ tψ. This is equivalent to the fat that
σ−1(ψt)[ψ˙t−b(ψt)] is L1 on [0, tψ ]. Sine IT,x(ψ) < +∞, this funtion is atually L2, whih
ends the proof of Point (i).
For Point (ii), remind that σ is uniformly non-degenerate on Γα for any α > 0.
Therefore, the fat that C1([0, T ],Rd \ Γ) ⊂ S({JT < ∞}) follows from (4.32). Sine
S({JT < ∞}) ⊂ C˜acx ([0, T ],Rd) and any funtion of C˜acx ([0, T ],Rd) is the limit of elements
of C1([0, T ],Rd \ Γ), Point (ii) is lear. 
5 Appliation to the problem of exit from a domain
We study in this setion the biologial phenomenon of puntualism. We onsider a bounded
open subset G of Rd ontaining a unique, stable equilibrium of the anonial equation of
adaptive dynamis φ˙ = b(φ). We will assume for onveniene that this equilibrium is 0.
Note that the equilibria of the anonial equation are exatly the points of Γ. As observed
in Remark 4.3, when ε is small, Xε,x is lose to the solution of this ODE with initial state x
with high probability. Yet, the diusion phenomenon may almost surely drive Xε,x out of
G. Our next result gives estimates of the time and position of exit of Xε from G (problem
of exit from a domain [21℄).
We will follow losely setion 5.7 of Dembo and Zeitouni [12℄, where a similar result for
non-degenerate diusions is proved.
When the initial ondition of the solution of the SDE (1.1) onstruted in Proposi-
tion 3.1 is not preised, it will by denoted by Xε. The value of Xε at time 0 will then
be speied by onsidering the probability of events involving Xε under Px, whih is
the law of the proess Xε,x. Expetations with respet to Px will be denoted Ex. We
will also use throughout this setion the notation B(ρ) := {y ∈ Rd : ‖y‖ ≤ ρ} and
S(ρ) = {y ∈ Rd : ‖y‖ = ρ} for ρ > 0. It will always be impliitly assumed that ρ > 0 is
small enough to have B(ρ) ⊂ G and S(ρ) ⊂ G.
We will assume d ≥ 2. Otherwise, the problem has few interest: if G = (c, c′) ⊂ R
ontains a unique point x of Γ, and if y > x (say), the proess Xε,y an exit G, only at
c′, and the probability of reahing x before c′ an be omputed expliitly using lassial
results on one-dimensional diusion proesses [24, Prop. 5.5.22℄.
Let
V (y, z, t) = inf
{ψ∈C([0,t],Rd):ψ(0)=y,ψ(t)=z}
I˜t,y(ψ),
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whih is, heuristially, the ost of foring Xε,y to be at z at time t. Dene also
V (y, z) = inf
t>0
V (y, z, t).
The funtion V (0, z) is alled the quasi-potential [21℄.
Six assumptions are required for our result:
(Ha) G is a bounded open subset of Rd suh that G∩Γ = {0} and with suiently smooth
boundary ∂G for
τ ε = inf{t > 0 : Xεt ∈ ∂G}
to be a well-dened stopping time. Moreover, for any solution of
φ˙ = b(φ) (5.1)
suh that φ(0) ∈ G, we have φ(t) ∈ G for all t > 0 and limt→∞ φ(t) = 0.
(Hb) V¯ := infz∈∂G V (0, z) <∞.
(H) For any ε > 0 and y ∈ G \ {0}, Py
(
lim
t→∞
Xεt = 0
)
= 0.
(Hd) The points of Γ are isolated in Rd.
(He) For any y ∈ G ∩ Γ, g is C2 at (y, y) and H1,1g(y, y) +H1,2g(y, y) is invertible.
(Hf) All the trajetories of the deterministi system (5.1) with initial value in ∂G onverges
to 0 as t→∞.
Assumption (Ha) states that the domain G is an attrating domain for (5.1). If As-
sumption (Hb) fails, all points of ∂G are equally unlikely on the large deviations sale.
We have given in Theorem 3.6 (setions 3.4) onditions under whih (H) holds. Assump-
tion (Hd) is required in the large deviation Theorem 4.1. We have already enountered
an assumption similar to (He) in Propositions 3.7 and 4.5. It allows to ontrol the non-
degeneray of a(x) near G ∩ Γ. Finally, Assumption (Hf) prevents situations where ∂G
is the harateristi boundary of the domain of attration of 0. This last assumption is
needed only for Point (b) of the following result. Note that when (Hf) is true, G∩Γ = {0}
Theorem 5.1
(a) Assume (H) and (Hae). Then, for all x ∈ G \ {0} and δ > 0,
lim
ε→0
Px(τ
ε > e(V¯ −δ)/ε) = 1. (5.2)
(b) Assume (H) and (Haf). If N is a losed subset of ∂G and if infz∈N V (0, z) > V¯ , then
for any x ∈ G \ {0},
lim
ε→0
Px(X
ε
τε ∈ N) = 0. (5.3)
In partiular, if there exists z∗ ∈ ∂G suh that V (0, z∗) < V (0, z) for all z ∈ ∂G\{z∗},
then, for any δ > 0 and x ∈ G \ {0},
lim
ε→0
Px(‖Xετε − z∗‖ < δ) = 1. (5.4)
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The proof of suh results is lassially guided by the heuristis that, as ε → 0, Xε
wanders around 0 for an exponentially long time, during whih its hane of hitting a
losed set N ⊂ ∂G is determined by infz∈N V (0, z). Any exursion o the stable point 0
has an overwhelmingly high probability of being pulled bak near 0, and it is not the time
spent near any part of ∂G that matters but the a priori hane for a diret, fast exit due
to a rare segment in the Brownian motion's path.
Usually, suh results also inlude an upper bound for τ ε. We are not able to obtain
suh a result beause of the singularity of the proess Xε at 0. Beause the matrix a(x)
is 0 at x = 0, the time spent by the proess near 0 before hitting S(ρ) is not uniformly
bounded (in probability) with respet to the initial ondition (atually, it is even innite
when Xε0 = 0).
For this reason, the proof of a similar result in Dembo and Zeitouni [12℄ (Thm. 5.7.11
and Cor. 5.7.16) annot be diretly adapted to our situation. Below, we are only going to
detail the steps that must be modied. In partiular, Theorem 5.1 (a) will be obtained
exatly as in [12℄, whereas Point (b) has to be obtained without using any upper bound
on τ ε.
We are going to use four lemmas. The rst one gives estimates on ontinuity of V (x, ·, t)
around 0 and ∂G.
Lemma 5.2 Assume (H), (Hd) and (He). For any δ > 0, there exists ρ > 0 small enough
suh that
sup
(x,y)∈(B(ρ)\{0})×B(ρ)
inf
t∈[0,1]
V (x, y, t) < δ (5.5)
and
sup
{(x,y)∈(Rd\Γ)×Rd, infz∈∂G(‖y−z‖+‖x−z‖)≤ρ}
inf
t∈[0,1]
V (x, y, t) < δ. (5.6)
For the next lemmas, we dene
σρ := inf{t ≥ 0 : Xε ∈ B(ρ) ∪ ∂G}.
The seond lemma gives a uniform lower bound on the probability of an exit from G
starting from a small sphere around 0 before hitting an even smaller sphere.
Lemma 5.3 Assume (H) and (Hae). Then
lim
ρ→0
lim inf
ε→0
ε ln inf
y∈S(2ρ)
Py(X
ε
σρ ∈ ∂G) ≥ −V¯ .
The following upper bound relates the quasi-potential V (0, ·) with the probability that an
exursion starting from a small sphere around 0 hits a given subset of ∂G before hitting
an even smaller sphere.
Lemma 5.4 Assume (H) and (Haf). For any losed set N ⊂ ∂G,
lim
ρ→0
lim sup
ε→0
ε ln sup
y∈S(2ρ)
Py(X
ε
σρ ∈ N) ≤ − infz∈N V (0, z)
The last lemma is used to extend the previous upper bound to any initial ondition x ∈ G.
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Lemma 5.5 Assume (H) and (Ha). For every ρ > 0 suh that B(ρ) ⊂ G and all x ∈ G,
lim
ε→0
Px(X
ε
σρ ∈ B(ρ)) = 1.
The statements of Lemmas 5.2, 5.4 and 5.5 are the same as Lemmas 5.7.8, 5.7.21
and 5.7.22 of [12℄, respetively. Among them, Lemmas 5.4 and 5.5 an be dedued from
Corollary 4.4 exatly as in [12℄, so we omit their proof. Beause of the degeneray of Xε
at 0, Lemma 5.2 must be proved with a dierent method. Finally, Lemma 5.3 replaes
Lemma 5.7.18 of [12℄ and is very dierent sine it gives no upper ontrol on τ ε. This lemma
and the proof of Theorem 5.1 (b) are the new part of our proof.
Theorem 5.1 (a) an be proved exatly as the orresponding inequalities in Theo-
rem 5.7.11 and Corollary 5.7.16 of [12℄. It makes use of our Lemmas 5.2, 5.4 and 5.5, and
of Lemmas 5.7.19 and 5.7.23 of [12℄, whih an be proved exatly as therein. One simply
must take are that x belongs to G \ {0} instead of G. Let us omit this proof.
We rst give the proof of Theorem 5.1 (b) and next those of Lemmas 5.2 and 5.3.
Proof of Theorem 5.1 (b) Let ρ > 0 be small enough to have B(2ρ) ⊂ G (the preise
hoie of ρ will be speied later). Let θ0 = 0 and for m = 0, 1, . . . dene the stopping
times
τm = inf{t ≥ θm : Xεt ∈ B(ρ) ∪ ∂G},
θm+1 = inf{t > τm : Xεt ∈ S(2ρ)},
(5.7)
with the onvention that θm+1 =∞ if Xετm ∈ ∂G. Eah interval [τm, τm+1] represents one
signiant exursion o B(ρ). Note that, neessarily, τ ε = τm for some integer m.
First, Assumption (H) implies that θm+1 < ∞ as soon as Xετm ∈ B(ρ). This an be
proved as follows.
On the one hand, Assumption (H) implies that, for all x ∈ S(ρ),
lim
α→0
Px(lim sup
t→+∞
‖Xεt ‖ ≥ α) = 1. (5.8)
On the other hand, for any α > 0, Xε is a diusion with bounded drift part and uniformly
non-degenerate diusion part in B(2ρ) ∩ Γα/2. Therefore, Xε has a uniformly positive
probability to reah S(2ρ) before S(α/2) starting from any point of S(α). Hene, by the
strong Markov property of Proposition 3.3, for all x ∈ S(ρ),
Px(θ1 <∞ | lim sup
t→+∞
‖Xεt ‖ ≥ α) = 1.
Combining this with (5.8) we have that Px(θ1 < ∞) = 1 for all x ∈ S(ρ), whih implies
the required result.
Seond, x a losed set N ⊂ G suh that V¯N := infz∈N V (0, z) > V¯ . Assume V¯N <∞
(otherwise, V¯N may be replaed by any arbitrary large onstant in the proof below). Fix
η > 0 suh that η < (V¯N − V¯ )/3. Applying Lemmas 5.3 and 5.4, we x ρ > 0 and ε0 > 0
suh that
inf
y∈S(2ρ)
Py(X
ε
σρ ∈ ∂G) ≥ e−(V¯+η)/ε, ∀ε ≤ ε0 (5.9)
and
sup
y∈S(2ρ)
Py(X
ε
σρ ∈ N) ≤ e−(V¯N−η)/ε, ∀ε ≤ ε0.
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Fix y ∈ B(ρ). For any l ≥ 1, we have
Py(X
ε
τε ∈ N) ≤ Py(τ ε > τl) +
l∑
m=1
Py(τ
ε = τm and X
ε
τε ∈ N). (5.10)
The seond term an be bounded as follows: for m ≥ 1, y ∈ B(ρ) and ε ≤ ε0, it follows
from the strong Markov property that
Py(τ
ε = τm and X
ε
τε ∈ N) = Py(τ ε > τm−1)Py(Xετm ∈ N | τ ε > τm−1)
= Py(τ
ε > τm−1)Ey[PXεθm (X
ε
σρ ∈ N) | τ ε > τm−1]
≤ sup
x∈S(2ρ)
Px(X
ε
σρ ∈ N) ≤ e−(V¯N−η)/ε.
Conerning the rst term of the right-hand side of (5.10), for any l ≥ 1 and y ∈ B(ρ),
Py(τ
ε > τl) = Ey[PXεθ1
(τ ε > τl−1)] ≤ sup
x∈S(2ρ)
Px(τ
ε > τl−1),
and, for any x ∈ S(2ρ) and k ≥ 1,
Px(τ
ε > τk) = [1− Px(τ ε = τk | τ ε > τk−1)]Px(τ ε > τk−1)
= [1− Ex[PXεθk (X
ε
σρ ∈ ∂G) | τ ε > τk−1]]Px(τ ε > τk−1)
≤ (1− q)Px(τ ε > τk−1),
where q := infy∈S(2ρ) Py(X
ε
σρ ∈ ∂G) ≥ e−(V¯ +η)/ε by (5.9). Therefore,
sup
y∈S(2ρ)
Px(τ
ε > τk) ≤ (1− q)k.
Putting together these estimates in (5.10), we obtain that, for all y ∈ B(ρ) and ε ≤ ε0
Py(X
ε
τε ∈ N) ≤
(
1− e− V¯+ηε
)l−1
+ le−
V¯N−η
ε .
We hoose l = ⌊2e(V¯ +2η)/ε⌋, where ⌊·⌋ denotes the integer part funtion. Then, for ε small
enough, l − 1 > e(V¯ +2η)/ε and
Py(X
ε
τε ∈ N) ≤
((
1− 1
uε
)uε)eη/ε
+ 2e
V¯−V¯N+3η
ε ,
where uε := e
(V¯ +η)/ε
. Sine uε → +∞, we have (1− 1/uε)uε → 1/e, and, nally,
lim
ε→0
sup
y∈B(ρ)
Py(X
ε
τε ∈ N) = 0.
The proof of (5.3) is now ompleted by ombining Lemma 5.5 and the inequality
Px(X
ε
τε ∈ N) ≤ Px(Xεσρ 6∈ B(ρ)) + sup
y∈B(ρ)
Py(X
ε
τε ∈ N).
Applying (5.3) to N = {z ∈ ∂G : ‖z − z∗‖ ≥ δ} and observing that Lemma 5.2 implies
the ontinuity of z 7→ V (0, z) on ∂G, we easily obtain (5.4). 
38
Proof of Lemma 5.2 (5.5) Fix δ, ρ > 0, x ∈ B(ρ) \ {0} and y ∈ B(ρ). In order to
simplify the notations, we will use the omplex notation for the oordinates of points of the
(two-dimensional) plane of R
d
ontaining 0, x and y, and we will assume that x = r ∈ R
and y = r′eiθ, with 0 < r ≤ ρ and 0 ≤ r′ ≤ ρ. Dene ψ ∈ C([0, 1], B(ρ)) by
ψ(t) =


(1− (3t)2)r + (3t)2ρ if 0 ≤ t ≤ 1/3
ρeiθ(3t−1) if 1/3 ≤ t ≤ 2/3
(1− (3− 3t)2)r′eiθ + (3− 3t)2ρeiθ if 2/3 ≤ t ≤ 1.
Then ψ(0) = x and ψ(1) = y, and ψ(t) ∈ B(ρ) \ {0} for any t ∈ [0, 1). Moreover, for
0 ≤ t ≤ 1/3, ψ(t) = r + 9t2(ρ − r), so that ‖ψ(t)‖ ≥ 9t2(ρ − r), and, similarly, for
2/3 ≤ t ≤ 1, ‖ψ(t)‖ ≥ 9(1 − t)2(ρ− r′). Thanks to assumption (He), a alulation similar
to equation (4.8) in the proof of Proposition 4.5 gives that, with the same K, N0 and a0
as therein, if B(ρ) ⊂ N0,
I1,x(ψ) ≤ 1
2a0
(∫ 1/3
0
2(18t(ρ − r))2 + 2K2‖ψ(t)‖2
‖ψ(t)‖ dt
+
∫ 2/3
1/3
2(3θρ)2 + 2K2‖ψ(t)‖2
‖ψ(t)‖
+
∫ 1
2/3
2(18(1 − t)(ρ− r′))2 + 2K2‖ψ(t)‖2
‖ψ(t)‖ dt
)
≤ 1
2a0
(∫ 1/3
0
(648(ρ − r) + 2K2‖ψ(t)‖)dt +
∫ 2/3
1/3
(18θ2 + 2K2)ρdt
+
∫ 1
2/3
(648(ρ − r′) + 2K2‖ψ(t)‖)dt
)
≤ (216 + 2K
2/3)ρ+ (6θ2 + 2K2/3)ρ + (216 + 2K2/3)ρ
2a0
.
Consequently, for suiently small ρ > 0 not depending on x and y, I1,x(ψ) ≤ δ/2, whih
yields (5.5). 
Proof of Lemma 5.2 (5.6) Fix δ > 0. Thanks to Assumption (He), using the same
method as above, for any z ∈ ∂G ∩ Γ, one an nd a positive ρz suh that
sup
(x,y)∈(B(z,ρz)\{0})×B(z,ρz )
inf
t∈[0,1]
V (x, y, t) < δ/2, (5.11)
where B(z, r) is the losed ball entered at z with radius r
Let ρ¯0 be the inmum of ρz for z ∈ ∂G ∩ Γ. Sine G is bounded, beause of Assump-
tion (Hd), this set is nite and ρ¯0 > 0. Reduing ρ¯0 if neessary, we an assume that
B(ρ¯0) ⊂ G and that d(Γ ∩ (Rd \G), G) > ρ¯0.
Fix x and y in Rd \ ⋃z∈∂G∩ΓB(z, ρ¯0) and assume that there exists z ∈ ∂G with
‖x − z‖ + ‖y − z‖ ≤ ρ¯0/3. Then d(x,Γ) > 2ρ¯0/3 and d(y,Γ) > 2ρ¯0/3. Moreover, sine
‖x− y‖ ≤ ρ¯0/3, the segment [x, y] is inluded in Γρ¯0/3.
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Now, for any t0 > 0, x and y suh that [x, y] ⊂ Γρ¯0/3, dene ψ(t0) ∈ C([0, t0],Rd) by
ψ(t0)(t) =
(
1− t
t0
)
x+
t
t0
y
for 0 ≤ t ≤ t0. Then ψ(t0)(0) = x and ψ(t0)(t0) = y and ψ(t0)(t) ∈ Γρ¯0/3 for all t ∈ [0, t0].
Sine a is uniformly non-degenerate on Γρ¯0/3, there exists a onstant C bounding the
eigenvalues of a−1 on this set. Then
It0,x(ψ
(t0)) ≤ C
2
∫ t0
0
(‖ψ˙(t0)(t)‖2 + ‖b(ψ(t0)(t))‖2)dt
≤ C
2
(‖x− y‖2
t0
+B2t0
)
,
where B is a bound for b on Rd. Taking t0 = ‖x− y‖/B, we obtain
I‖x−y‖/B,x(ψ
(‖x−y‖/B)) ≤ BC‖x− y‖.
Therefore, there exists ρ¯1 > 0 suh that inft∈[0,1] V (x, y, t) < δ/2 for any x and y suh
that [x, y] ⊂ Γρ¯0/3 and ‖x− y‖ ≤ ρ¯1. In view of (5.11), ρ = ρ¯1 ∧ (ρ¯0/3) is an appropriate
onstant in (5.6). 
Proof of Lemma 5.3 Fix η > 0 and let ρ > 0 be small enough to have B(2ρ) ⊂ G and
for Lemma 5.2 to hold with δ = η/3 and 2ρ instead of ρ. Note that the denition of I˜t,x
implies the inequality infy∈S(2ρ) V (y, z) ≤ V (0, z) as soon as z 6∈ B(2ρ).
Then, by (5.6) and Assumption (Hb), there exists x ∈ S(2ρ), z 6∈ G, T1 < ∞ and
ψ ∈ C([0, T1],Rd) suh that ψ(0) = x, ψ(T1) = z and I˜T1,x(ψ) ≤ V¯ + η/3. Moreover,
by removing the beginning of the path ψ until the last time where it hits S(2ρ), we an
suppose that for all t > 0, ψ(t) 6∈ B(2ρ).
Thanks to (5.5), for any y ∈ S(2ρ), there exists a ontinuous path ψy of length ty ≤ 1
suh that ψy(0) = y, ψy(ty) = x, and I˜ty ,y(ψ
y) ≤ η/3. Moreover, the onstrution of
this funtion in the proof of Lemma 5.2 allows us to assume that ‖ψy(t)‖ = 2ρ for all
t ∈ [0, ty ]. Let φy denote the path obtained by onatenating ψy and ψ (in that order)
and extending the resulting funtion to be of length T0 = T1 + 1 by following (5.1) after
reahing z. Sine the latter path does not ontribute to the rate funtion, we obtain that
I˜T0,y(φ
y) ≤ V¯ + 2η/3.
Sine z ∈ Rd \G, the onstant ∆ := d(z, ∂G) is positive. Dene
O :=
⋃
y∈S(2ρ)
{
ψ ∈ C([0, T0],Rd), ‖ψ − φy‖0,T0 ≤
∆ ∧ ρ
2
}
.
Observe that O is an open subset of C([0, T0],Rd) that ontains the funtions {φy}y∈S(2ρ).
Therefore, by Corollary 4.4,
lim inf
ε→0
ε ln inf
y∈S(2ρ)
Py(X
ε ∈ O) ≥ − sup
y∈S(2ρ)
inf
ψ∈O
I˜T0,y(ψ) ≥ − sup
y∈S(2ρ)
I˜T0,y(φ
y) > −(V¯ + η).
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If ψ ∈ O, then ψ reahes the open ball of radius ∆/2 entered at z before hitting B(ρ),
so ψ hits ∂G before hitting B(ρ). Hene, for Xε0 = y ∈ S(2ρ), the event {Xε ∈ O} is
ontained in {Xεσρ ∈ ∂G}, and the proof is ompleted. 
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