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SINGULAR QUASISYMMETRIC MAPPINGS IN DIMENSIONS
TWO AND GREATER
MATTHEW ROMNEY
Abstract. For all n ≥ 2, we construct a metric space (X, d) and a quasisym-
metric mapping f : [0, 1]n → X with the property that f−1 is not absolutely
continuous with respect to the Hausdorff n-measure on X. That is, there ex-
ists a Borel set E ⊂ [0, 1]n with Lebesgue measure |E| > 0 such that f(E) has
Hausdorff n-measure zero. The construction may be carried out so that X has
finite Hausdorff n-measure and |E| is arbitrarily close to 1, or so that |E| = 1.
This gives a negative answer to a question of Heinonen and Semmes.
1. Introduction
Let (X, dX , µ) and (Y, dY , ν) be metric measure spaces. For our purposes, a
metric measure space is a metric space equipped with a Borel measure which assigns
a positive (though possibly infinite) value to all metric balls. A (homeomorphic)
mapping f : X → Y is absolutely continuous in measure if for all measurable sets
E ⊂ X , µ(E) = 0 implies ν(f(E)) = 0. A mapping f : X → Y is quasisymmetric if
there exists a homeomorphism η : [0,∞)→ [0,∞) such that
dY (f(x), f(y))
dY (f(x), f(z))
≤ η
(
dX(x, y)
dX(x, z)
)
for all triples of distinct points x, y, z ∈ X . Notice that this definition only depends
on the metrics dX and dY . The class of quasisymmetric mappings form a natural
and well-studied class of geometry-preserving mappings, with applications in fields
such as complex dynamics and geometric group theory. See [19] and [8, Ch. 10-11]
for the basic theory.
A fundamental problem is to determine which metric spaces (X, dX) are qua-
sisymmetrically equivalent to some Euclidean space Rn (or the sphere Sn). This
is the quasisymmetric uniformization problem for Euclidean spaces (alternatively,
one can speak of characterizing the conformal gauge of Rn [8, Ch. 15]). In full
generality, this is a difficult problem. Often one can make progress by imposing
some kind of geometric condition on the space X . For n = 2, a simple and ele-
gant geometric characterization was obtained by Bonk and Kleiner [4] under the
assumption that X is Ahlfors 2-regular. The Bonk–Kleiner theorem states that an
Ahlfors 2-regular metric sphere X is quasisymmetrically equivalent to the standard
sphere if and only if it is linearly locally contractible (that is, there exists λ ≥ 1
such that every ball of radius r < diam(X)/λ contracts to a point inside a ball of
radius λr). We recall that X is Ahlfors n-regular if there exists a C ≥ 1 such that
C−1rn ≤ Hn(B(x, r)) ≤ Crn for all metric balls B(x, r) ⊂ X with r < diamX .
Here, Hn denotes the n-dimensional Hausdorff measure on X . For some other con-
tributions to the quasisymmetric uniformization problem, see [11], [12], [16], [17],
[22].
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Without a strong geometric condition like Ahlfors n-regularity, the situation is
far less nice. A long-standing open question in this area is whether a quasisym-
metric mapping f : (X, d) → Rn, where n ≥ 2 and (X, d) is some metric space
homeomorphic to Rn, must be absolutely continuous with respect to Hausdorff n-
measure on X (denoted throughout this paper by Hn). This question appears most
prominently as Questions 15 and 16 in the survey article of Heinonen and Semmes
[9]. Since Rn is often thought of as the source space, the problem is frequently
called the inverse absolute continuity problem for quasisymmetric mappings. The
property of absolute continuity in measure is also referred to as Lusin’s condition
(N) in the literature.
The purpose of this paper is to give a negative answer to this problem, as stated
in Questions 15 and 16 in [9]. Before giving a precise statement of our results, we
offer a few general remarks.
The Heinonen–Semmes problem is part of a broader set of questions related to
the regularity of quasiconformal mappings and their generalizations. The classical
problem originated from work of Gehring in the 1970s [5], [6]. It asks whether, given
an n-dimensional hyperplane (or hypersurface) V in Rn+1 (n ≥ 2), a quasiconformal
homeomorphism of Rn+1 can map a subset E ⊂ V of positive n-measure onto a
set of Hausdorff n-measure zero. In [21, Qu. 5.10], Va¨isa¨la¨ asks the analogous
question for the case of a quasisymmetric embedding f : Rn → RN , N > n. These
problems are still open, although we hope that the results of the present paper can
inspire an approach to their solution. [Added in October 2018: the author and
D. Ntalampekos, in the preprint [15], have resolved the problems of Gehring and
Va¨isa¨la¨ for the case n = 2.]
One may ask about absolute continuity in the other direction. A result of Tyson
[20, Cor. 5.10] states that a locally quasisymmetric mapping f : Rn → X (n ≥ 2)
is absolute continuous in measure (as a mapping from Rn to X), provided that
X has locally finite Hausdorff n-measure. Tyson also shows that the Hausdorff
n-measure on X cannot be too small, for any metric space X quasisymmetrically
equivalent to Rn. Precisely, there exists a constant C > 0 depending on n and the
quasisymmetry control function η such that Hn(B(x, r)) ≥ Crn for all x ∈ X and
sufficiently small r > 0 [20, Cor. 3.10]. These results generalize earlier work of
Va¨isa¨la¨ in [21] for the case that X is a subset of Euclidean space.
A similar question is whether the boundary extension of a quasiconformal map-
ping from the unit ball Bn in Rn (n ≥ 3) to a Jordan domain in Rn with (n −
1)-rectifiable boundary must be absolutely continuous with respect to (n − 1)-
dimensional Hausdorff measure. Examples where boundary absolute continuity
fails were given by Heinonen in [7]. The topic of boundary extensions of quasicon-
formal mappings was further studied by Astala, Bonk, and Heinonen in [1], partly
motivated by the inverse absolute continuity problem for quasiconformal mappings
on hyperplanes. For further discussion on these and related problems, see [7, Sec.
6], [1, Sec. 1], [16, Sec. 17].
We continue now with the statement of the main theorems. Since the problem at
hand is essentially local in nature, there is no loss of generality by considering maps
defined on the cube [0, 1]n instead of the whole space Rn. We give two versions of
our result. In the first, there is no requirement that the Hausdorff n-measure be
locally finite. In this case, inverse absolute continuity can fail especially badly.
Theorem 1.1. Let n ≥ 2 and α ∈ (0, n). There exists a metric space (X, d) and a
quasisymmetric homeomorphism f : [0, 1]n → X with the property that f maps a
Borel set E ⊂ [0, 1]n of full measure onto a subset of X with Hausdorff dimension
at most α.
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Observe that the mapping f in Theorem 1.1 takes the null set [0, 1]n \E onto a
set of full Hausdorff n-measure in the target. In particular, we see from this that
any space X satisfying the conclusions of Theorem 1.1 cannot have locally finite
Hausdorff n-measure. If so, this would contradict the above-mentioned theorem of
Tyson on the absolute continuity of quasisymmetric mappings from Rn for n ≥ 2.
The second version of our theorem does yield a metric space with locally finite
Hausdorff measure.
Theorem 1.2. Let n ≥ 2, α ∈ (0, n) and δ ∈ (0, 1). There exists a metric
space (X, d) of finite Hausdorff n-measure and a quasisymmetric homeomorphism
f : [0, 1]n → X with the property that f maps a Borel set E of Lebesgue measure
|E| ≥ δ onto a subset of X with Hausdorff dimension at most α.
The majority of the paper will be devoted to a construction of the space (X, d)
described in Theorem 1.1 and proving the required properties. Theorem 1.2 is
proved by the same construction, with a certain modification to keep the Hausdorff
measure of X finite.
Our construction scheme applies to all Euclidean dimensions two and greater.
For the one-dimensional version of the problem, it is a classical fact that one-
dimensional quasisymmetric mappings may be highly singular, even for quasisym-
metric homeomorphisms of the real line. This was originally discovered by Ahlfors
and Beurling in their investigations of boundary behavior of quasiconformal map-
pings [3]. The extent to which a quasisymmetric mapping of the real line can distort
Hausdorff dimension was the subject of a later paper of Tukia [18]. His main result
states that for all α > 0, there exists a quasisymmetric mapping f : [0, 1] → [0, 1]
with the property that there exists a subset E ⊂ [0, 1] such that both f(E) and
[0, 1] \ E have Hausdorff dimension at most α. Indeed, the construction in this
paper was partly inspired by Tukia’s construction. In our theorems, we obtain the
same type of control on the Hausdorff dimension of f(E). However, we do not
know to what extent the Hausdorff dimension of [0, 1]n \ E in Theorem 1.1 can be
reduced.
On the other hand, the inverse absolute continuity property for a quasisymmetric
mapping f : Rn → X is known to hold in the n ≥ 2 case if X satisfies additional
assumptions. For instance, it holds if X is Ahlfors n-regular [9]. In the two-
dimensional case, Rajala has recently shown the answer to also be affirmative if X
satisfies a reciprocal upper bound on the modulus of path families associated to a
quadrilateral (Proposition 17.2 in [16]).
Finally, we highlight a pair of applications of our main results. The first is to
the related topic of quasiconformal uniformization. This gives a negative answer to
Question 17.3 of [16].
Corollary 1.3. There exists a metric space (X, d) of locally finite Hausdorff 2-
measure and a quasisymmetric mapping f : [0, 1]2 → X which fails to be quasicon-
formal.
By quasiconformal, we refer to the geometric definition based on the notion of
modulus of a path family. Corollary 1.3 follows from the fact that inverse absolute
continuity is known to hold for quasiconformal mappings under the given hypothe-
ses [16, Rem. 8.3]. Interestingly, one can construct a metric space X with locally
finite Hausdorff 2-measure admitting a quasiconformal mapping f : R2 → X which
fails to the absolutely continuous in measure (as a mapping from R2 to X) [16,
Prop. 17.1]. As already mentioned, such a mapping cannot be quasisymmetric. In
summary, there is no general relationship between the existence of a quasiconfor-
mal parametrization and the existence of a quasisymmetric parametrization in this
setting.
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The second application is to the notion of conformal dimension of measures, re-
cently introduced by Bate and Orponen [2]. This is a measure-theoretic counterpart
to the conformal dimension of a metric space (see the book of Mackay and Tyson
[13]). The conformal dimension of a locally finite Borel measure µ on a metric
space is the infimal value of the Hausdorff dimension of the image of a set of full
µ-measure under a quasisymmetric mapping onto any metric space. Expressed in
this language, Theorem 1.1 reads as follows.
Corollary 1.4. The conformal dimension of Lebesgue measure on Rn is zero.
As discussed in Question 1 of [2], it is not clear whether there exists any measure
with positive and finite conformal dimension. Corollary 1.4 supports the assertion
that they do not exist. See also work of Meyer [14], where a similar concept is
studied under the name elliptic harmonic measure.
The paper is organized as follows. In Section 2, we give a description of our
main construction, a sequence of conformal weights ρk on [0, 1]
n which yield a
sequence of metric spaces (Xk, dk). These metrics converge pointwise to a metric
d on [0, 1]n. We take as f the identity mapping. Section 3 contains basic estimates
of the metrics dk at different scales and relative distances. In Section 4, we verify
that the mapping f is indeed quasisymmetric. In Section 5, we show that f−1 is
not absolutely continuous in measure. In Section 6, we show how to modify our
construction to obtain Theorem 1.2.
2. The construction
We take as our source space the unit n-cube Q = [0, 1]n in Rn. We use an
iterative construction to define a sequence of metric spaces (Xk, dk) converging to
a limit space (X, d), which we show to be quasisymmetrically equivalent to Q. The
metric on Xk is specified via a conformal weight ρk on Q.
Before beginning, we take some time to fix notation. Let M ∈ N and L > 1 be
sufficiently large. The admissible values of M and L depends on the dimension n
and the desired bound on the Hausdorff dimension of f(E). This will be discussed
in Section 5. For the case n = 2, we may take any values M,L ≥ 8, provided we
are not concerned with a particular bound on the Hausdorff dimension of f(E).
For each k ∈ Z≥0, let Vk denote the set of points (i1M−k, . . . , inM−k) for 0 ≤
i1, . . . , in ≤ Mk, and let V =
⋃
k Vk. Write I = (i1, . . . , in). For a given k ∈ Z≥0
and 1 ≤ i1, . . . , in ≤ M
k, let Qk(I) denote the n-cube (or cube) of side length
M−k whose vertices are ((i1 − ε1)M−k, . . . , (ik − εn)M−k), where ε1, . . . , εn range
over {0, 1}, and let qk(I) denote the center point of this cube. Let Qk denote the
collection of all such cubes corresponding to the level k. For a point x ∈ Q, let
Qk(x) denote some cube Qk(I) containing x. Note that x may lie on the boundary
of multiple cubes, so Qk(x) is not uniquely determined. Unless otherwise noted,
this choice can be arbitrary. Let Ek denote the set of points lying in ∂Q for some
Q ∈ Qk.
Next, we define the following collections relative to a given cube Qk(I). For its
statement, we use the notation d|·|(·, ·) to denote Euclidean distance between sets.
That is, d|·|(E,F ) = inf{|x− y| : x ∈ E, y ∈ F}.
(a) Q∗k(I) =
⋃
{Q ∈ Qk : Q ∩Qk(I) 6= ∅}.
(b) P1k(I) = {Q ∈ Qk+1 : Q ⊂ Qk(I) and Q ∩ ∂Qk(I) 6= ∅}.
(c) P2k(I) = {Q ∈ Qk+1 : Q ⊂ Qk(I), Q /∈ P
1
k(I), and d|·|(Q,
⋃
P1k(I)) <
(n− 1)M−(k+1)}.
(d) P3k(I) = {Q ∈ Qk+1 : Q ⊂ Qk(I), Q /∈ P
1
k(I) ∪ P
2
k(I)}.
Observe that |P1k(I)| = M
n − (M − 2)n, |P2k(I)| = (M − 2)
n − (M − 2n)n, and
|P3k(I)| = (M − 2n)
n for all cubes Qk(I). Next, let P
1
k (I) =
⋃
P1k(I), P
3
k (I) =
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P
1
k (I)
P
2
k (I)
P
3
k (I)
Figure 1. The sets P 1k (I), P
2
k (I), P
3
k (I), n = 2
⋃
P3k(I) and P
2
k (I) =
⋃
P2k(I) \ (P
1
k (I) ∪ P
3
k (I)). See Figure 1 for a representation
of these sets in the 2-dimensional case.
Define the weight ρ0 : Q→ [0,∞) by ρ0(x) = 1 for all x ∈ Q. For the inductive
step, given a weight ρk, define ρk+1 : Q → [0,∞) on the interior of each cube
Qk+1(I) by the formula
(1) ρk+1(x) =


ρk(qk(I)) if x ∈ P 1k (I)
ρk(qk(I))(M − 2n+ 1) if x ∈ P 2k (I)
ρk(qk(I))/L if x ∈ P 3k (I)
.
Extend the definition to all points in Q by requiring ρk+1 to be lower semicontinu-
ous.
There are three desired attributes which motivate the above definition of ρk.
First, ρk+1 is much smaller than ρk on the large set P
3
k (I). This leads to the failure
of inverse absolute continuity. Second, ρk+1 is much larger than ρk on the set
P 2k (I). The result of this is that the large-scale behavior of the resulting metric is
not affected by later iterations of the weight, and in particular that the limiting
metric is not degenerate. Third, ρk is unchanged on the set P
1
k (I). This ensures
that the quasisymmetry condition is not upset by the iteration procedure. The
precise values given in the x ∈ P 2k (I) and x ∈ P
3
k (I) cases of (1) are not essential,
provided they fall within a certain range that achieves these three goals.
In the following, let rk(I) = ρk(qk(I)) and R = R(M,L) = L(M−2n+1). Given
x ∈ Q, let qk(x) be the center point of Qk(x) and let rk(x) = ρk(qk(x)). We make
the observation that for all cubes Qk(I) and all Qk(I
′) ⊂ Q∗k(I),
(2)
1
R
≤
rk(I)
rk(I ′)
≤ R.
The weights ρk each yield a metric space (Xk, dk) in the usual fashion, by defining
dk(x, y) = inf
∫
γ
ρk ◦ γ ds,
where the infimum is taken over all absolutely continuous paths in Q with initial
point x and terminal point y (for the remainder of the paper, the term path means
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absolutely continuous path). Let ℓk(γ) denote the dk-length of the path γ. We also
use |γ| to denote the image of γ.
Informally, we define d as the pointwise limit of the metrics dk, and let X be
the resulting metric space. We postpone a precise definition until after a detailed
analysis of the metrics dk.
3. Basic estimates
This section is dedicated to a number of basic lemmas describing the behavior
of the metrics dk. The first lemma states that passing from the weight ρk to the
weight ρk+1 does not decrease the length of a path which connects the boundary
of a cube in Qk.
Lemma 3.1. Let γ : [0, 1] → Qk(I) be a path with endpoints x, y ∈ ∂Qk(I), for
some cube Qk(I) ∈ Qk. Then ℓk+1(γ) ≥ dk(x, y).
Proof. If γ is contained in Qk(I) \ P
3
k (I), then it is clear that ℓk+1(γ) ≥ ℓk(γ) ≥
dk(x, y). For the case that |γ|∩P 3k (I) 6= ∅, let t1 denote the smallest value such that
γ(t1) ∈ P 3k (I) and let t2 denote the largest value such that γ(t2) ∈ P
3
k (I). Similarly,
let t3 denote the largest value less than t1 such that γ(t3) ∈ P 1k (I) and let t4 denote
the smallest value greater than t2 such that γ(t4) ∈ P 1k (I). For j ∈ {1, . . . , 4}, let
xj = γ(tj), and let γ˜ = γ|[t3, t4]. See Figure 2 for an illustration of a typical path
γ. Then
ℓk+1(γ˜) ≥ rk(I)
(
|x1 − x2|
L
+ (M − 2n+ 1)(|x1 − x3|+ |x2 − x4|)
)
.(3)
We claim that the right-hand side of (3) is bounded below by
(4) rk(I)(|x1 − x2|+ |x1 − x3|+ |x2 − x4|).
Subtracting (4) from the right-hand side of (3) and simplifying, we want to verify
the inequality
(M − 2n)(|x1 − x3|+ |x2 − x4|)−
(
1−
1
L
)
|x1 − x2| ≥ 0.
Since |x1 − x3| ≥ (n − 1)M−1−k, |x2 − x4| ≥ (n − 1)M−1−k and |x1 − x2| ≤
n(M − 2n)M−1−k, this reduces to
2(n− 1)(M − 2n)− n(M − 2n)
(
1−
1
L
)
≥ 0,
which is satisfied. We conclude that ℓk+1(γ˜) ≥ rk(I)(|x1−x2|+|x1−x3|+|x2−x4|).
This implies that ℓk+1(γ) ≥ ℓk(γ′), where γ′ is the polygonal path from x to x3 to
x1 to x2 to x4 to y. Since ℓk(γ
′) ≥ dk(x, y), the lemma now follows. 
As a consequence of Lemma 3.1, the sequence (dm(x, y)) is eventually nonde-
creasing for all x, y ∈
⋃
k Ek. This is the content of the next lemma.
Lemma 3.2. Suppose that x, y ∈ Ek for some k ∈ Z≥0. Then for all m ≥ k,
dm(x, y) ≥ dk(x, y).
Proof. We begin with the case that m = k + 1. Let γ : [0, 1] → Q be a path from
x to y. Write [0, 1] as the countable union of intervals [aj , bj] which do not overlap
except at the endpoints, such that the image of γ|[aj , bj] is contained in some
cube Qk(Ij). Then ℓk+1(γ) =
∑
j ℓk+1(γ|[aj , bj ]) ≥
∑
j dk(γ(aj), γ(bj)) ≥ dk(x, y).
Infimizing over all possible paths shows that dk+1(x, y) ≥ dk(x, y).
Since x, y ∈ Ek+1, the result now follows by induction. 
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x
x3
x1
x2
x4
y
Figure 2. The path γ in Lemma 3.1
The next lemma shows that the metrics dm are uniformly bounded on a cube
Qk(I) ∈ Qk for all m ≥ k. It also implies that the metrics dm are equicontinuous
at a point x ∈ Ek for all m ≥ k.
Lemma 3.3. Let x ∈ ∂Qk(I) for some cube Qk(I) ∈ Qk and let y ∈ Q∗k(I). Then
for all m ≥ k,
(5) dm(x, y) ≤ C1rk(I)|x− y|,
where
C1 =
2nM(M − 2n+ 1)R
1− (M − 2n+ 1)/M
.
Proof. First, we assume that |x− y| ≥M−(k+1).
Let xk ∈ Vk be a common vertex of Qk(I) and Qk(y), where we choose Qk(y)
so that Qk(y) ⊂ Q∗k(I). There exists a path γ˜ in Ek ∩ Qk(I) connecting x to xk
with Euclidean length at most nM−k. In fact, we can take γ˜ to be a polygonal
path whose segments are each parallel to a different coordinate axis. Observe that
ℓm(γ˜) ≤ nrk(I)M−k.
Next, let xk+1 ∈ Vk+1 be a point in Qk+1(y) (again, choose Qk+1(y) so that
Qk+1(y) ⊂ Qk(y)). We similarly choose a polygonal path γk which connects xk
to xk+1 and is contained in Ek+1 ∩ Qk(y), with Euclidean length at most nM−k.
Observe that ρm(w) ≤ (M − 2n+ 1)rk(y) for all w ∈ |γk|. Hence γk satisfies
ℓm(γk) ≤ n(M − 2n+ 1)rk(y)M
−k.
We continue in a similar fashion. Let xk+2 ∈ Vk+2 be a point in Qk+2(y) ⊂
Qk+1(y). Define a polygonal path γk+1 from xk+1 to xk+2 in the same manner as
the path γk. This path satisfies
ℓm(γk+1) ≤ n(M − 2n+ 1)rk+1(y)M
−(k+1).
Define points xj and paths γj in the same manner until reaching xm. Now, let γm
denote the straight-line path from xm to y, which satisfies ℓm(γm) ≤ nrm(xm)M−m.
8 MATTHEW ROMNEY
The concatenation of γ˜, γk, γk+1, . . . , γm is a path γ from x to y satisfying
ℓm(γ) ≤ nrk(I)M
−k + n(M − 2n+ 1)
m∑
j=k
rj(y)M
−j
≤ nrk(I)M
−k + n(M − 2n+ 1)rk(y)M
−k
m−k∑
j=0
(
M − 2n+ 1
M
)j
≤ nrk(I)M
−k + n(M − 2n+ 1)Rrk(I)M
−k
(
1
1− (M − 2n+ 1)/M
)
.
To obtain the middle inequality, we use the fact that rj+1(y) ≤ (M − 2n+1)rj(y).
The first term in the last line is smaller than the second term, so we obtain
ℓm(γ) ≤ 2nR(M − 2n+ 1)rk(I)M
−k
(
1
1− (M − 2n+ 1)/M
)
.
Finally, since M−k ≤M |x− y|, this establishes the result for the first case.
Next, suppose that |x − y| < M−(k+1). Choose Qk+1(x) so that Qk+1(x) ⊂
Qk(I). Observe then that y ∈ Q∗k+1(x) and that rk+1(x) = rk(I). Applying the
first portion of the proof inductively yields the lemma for all y ∈ Q∗k(I). 
The final lemma of this section deals with estimating dm(x, y) when the points
x, y ∈ Q lie at roughly distance M−k apart, for m ≥ k.
Lemma 3.4. Let x, y ∈ Q be distinct, and let k be the smallest value for which
Qk(x) ∩Qk(y) = ∅. Then for all m ≥ k,
(6)
rk(x)|x − y|
2nMR
≤ dm(x, y) ≤ C1C2rk(x)|x − y|,
where C1 is the constant in Lemma 3.3 and
C2 =
R2nM+2 − 1
R− 1
.
Proof. Observe that our hypotheses imply that M−k ≤ |x − y| ≤ 2nM−k+1. For
the lower bound, we note that any path γ from x to y must satisfy
ℓk(γ) ≥
rk(x)M
−k
R
≥
rk(x)|x − y|
2nMR
,
since it must cross Q∗k(x) \Qk(x). By Lemma 3.1, the same inequality holds with
ℓm in place of ℓk, for all m ≥ k. The lower bound follows.
Next, we obtain the upper bound. Let x′ be a vertex of Qk(x) and let y
′ be
a vertex of Qk(y). From the minimality of k, there is a polygonal path γ from
x′ to y′ formed by connecting points (xj)
J
j=1 in Vk, where x1 = x
′, xJ = y
′,
d(xj−1, xj) = M
−k and J ≤ 2nM . Also, let x0 = x and xJ+1 = y. Using Lemma
3.3, dm(x, x
′) + ℓm(γ) + dm(y
′, y) is bounded above by
J+1∑
j=0
C1rk(xj)M
−k ≤
J+1∑
j=0
C1rk(x)R
jM−k
≤ C1rk(x)M
−k (R
2nM+2 − 1)
R− 1
.
Since M−k ≤ |x− y|, this gives the upper bound. 
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4. Quasisymmetric equivalence
We now formally define the metric space (X, d) and the map f : Q → X . Let
x, y ∈ V . Lemma 3.2 implies that the sequence (dk(x, y)) is eventually increasing.
Lemma 3.4 implies that the sequence (dk(x, y)) is bounded. Define a metric d
on V by d(x, y) = limk→∞ dk(x, y), which limit must exist for all x, y ∈ V . As
mentioned earlier, Lemma 3.3 implies that the metric d is continuous with respect
to the Euclidean distance on the set V .
We wish to extend d continuously to all of Q. To verify that such an extension
exists, we first show that for any two sequences (xj), (x
′
j) in V converging to a point
x ∈ Q, we have d(xj , x′j)→ 0. Without loss of generality, we may assume that xj 6=
x′j for all j ∈ N. For a given pair of points xj , x
′
j , let k ∈ N be as in the statement
of Lemma 3.4. Recall from the proof of Lemma 3.4 that |xj − x
′
j | ≤ 2nM
−k+1. In
addition, we have the universal upper bound rk(xj) ≤ (M − 2n+ 1)k. Combining
these estimates gives
d(xj , x
′
j) ≤ 2nMC1C2
(
M − 2n+ 1
M
)k
.
Since M−k ≤ |xj − x′j |, it follows that k → ∞ as j → ∞ and hence that the
right-hand side of the above inequality converges to zero.
We now define the metric d on all of Q by
d(x, y) = lim
j→∞
d(xj , yj),
where (xj) is a sequence in V converging to x and (yj) is a sequence in V converging
to y. It follows from the previous paragraph that the value of d(x, y) is independent
of the choice of sequence. We let X denote the resulting metric space and take
f : Q→ X to be the identity map.
Proposition 4.1. The map f : Q→ X is quasisymmetric.
Proof. Let t > 0 be given. Consider an arbitrary triple of distinct points x, y, z ∈ Q
satisfying |x− y| ≤ t|x− z|. As in Lemma 3.4, let k be the smallest value for which
Qk(x) ∩ Qk(z) = ∅. Then Lemma 3.4 gives d(x, z) ≥ rk(x)|x − z|/(2nMR). As
before, we observe that M−k ≤ |x− z| ≤ 2nM−k+1.
Next, let m be the smallest value for which Qm(x) ∩ Qm(y) = ∅, noting that
M−m ≤ |x− y| ≤ 2nM−m+1. Applying Lemma 3.4 gives d(x, y) ≤ C1C2rm(x)|x−
y|. We split now into two cases. First, assume that m ≥ k. Then rm(x) ≤ (M −
2n+ 1)m−krk(x) and
d(x, y) ≤ 2nMC1C2rk(x)M
−k
(
M − 2n+ 1
M
)m−k
.(7)
Since M−k ≤ |x− z|, we have
(8)
d(x, y)
d(x, z)
≤ 4n2M2C1C2R
(
M − 2n+ 1
M
)m−k
.
The inequality M−m ≤ |x− y| ≤ t|x− z| ≤ t2nM−k+1 now yields
m− k ≥ max
{
0,
− log(2nMt)
logM
}
.
Hence (8) gives a bound η(t) on d(x, y)/d(x, z) with the property that η(t)→ 0 as
t→ 0.
In the case that k ≥ m, instead of the estimate (7), we have
d(x, y) ≤ 2nMC1C2M
−mrk(x)M
k−m ≤ 2nMC1C2rk(x)M
2(k−m),
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using the fact that rm(x) ≤Mk−mrk(x). As before, this gives
(9)
d(x, y)
d(x, z)
≤ 4n2M2C1C2RM
2(k−m).
Observe that 1 ≤ 2nMt, which gives
k −m ≤
log(2nMt)
logM
.
From here, (9) now gives a bound η(t) on d(x, y)/d(x, z). 
5. Failure of inverse absolute continuity
The idea of this section is to identify each weight ρk with a random variable Yk on
Q in the natural way, taking Lebesgue n-measure as the corresponding probability
measure. Letting Xk = ρk/ρk−1 for k ≥ 1, we obtain a sequence of independent,
identically distributed random variables (Xk)k whose distribution is given by
P(Xk = 1) =
Mn − (M − 2)n
Mn
,
P(Xk = M − 2n+ 1) =
(M − 2)n − (M − 2n)n
Mn
,
P(Xk = 1/L) =
(M − 2n)n
Mn
.
Each of the random variables Xk has geometric mean
µ = (M − 2n+ 1)((M−2)
n−(M−2n)n)/Mn
(
1
L
)(M−2n)n/Mn
,
where we consider µ as a function of M and L. Since Yk = X1X2 · · ·Xk, the strong
law of large numbers implies that the sequence (Y
1/k
k ) converges almost surely to
µ. Let E0 ⊂ Q be the set of points x ∈ Q for which Y
1/k
k (x)→ µ. We later define
E to be a certain full-measure subset of E0.
For the basic conclusion of Theorem 1.1 to hold (that is, without any quantitative
statement about the Hausdorff dimension of the target), we need only choose M
and L sufficiently large so that µ < 1. However, we will be more precise here. For
the remainder of this section, we will fix a real number β > 0 and let L = Mβ .
That is, we consider the value L in our construction as a function of M . The next
lemma will allow us to estimate the Hausdorff dimension of f(E).
Lemma 5.1. For all α ∈ (n/(1 + β), n),
(10) lim
M→∞
Mn−αµα = 0.
Proof. We observe first that
lim
M→∞
(M − 2n+ 1)((M−2)
n−(M−2n)n)/Mn = 1.
It follows from this that
lim
M→∞
Mn−αµα = lim
M→∞
Mn−α
(
1
M
)αβ(M−2n)n/Mn
= lim
M→∞
Mn−α(1+β),
where the limit on the left-hand side exists whenever the limit on the right-hand
side exists. The latter limit is defined and equal to zero if n− α(1 + β) < 0. This
holds if α ∈ (n/(1 + β), n). 
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Now, we fix a value α ∈ (n/(1 + β), n). Observe that by initially choosing β to
be sufficiently large, we can choose α to be arbitrarily close to zero. The value α
will be our bound on the Hausdorff dimension of f(E). Next, applying Lemma 5.1,
choose M to be sufficiently large so that Mn−αµα < 1/2α.
Observe that Yk is constant on the interior of each cube Qk(I) of level k with
value rk(I), and that there are M
nk such cubes. Let m ∈ N. By the almost sure
convergence of (Y
1/k
k )k to µ, we can pick km sufficiently large so that rkm(I) ≤
(1 + 2−m)kmµkm holds for at least (1 − 2−m)Mnkm cubes Qkm(I) ∈ Qkm of level
km (out of M
nkm total cubes in Qkm). We can also require that km ≥ m. Let
Fm ⊂ Qkm denote the subcollection for which this holds, and let Fm =
⋃
Fm.
Finally, let
E =
∞⋂
m=1
∞⋃
j=m
Fj .
One checks that [0, 1]n \ E has measure zero, and hence that E is a set of full
measure in [0, 1]n.
Let ε = ε(m) = 2nC1(2µ/M)
km , where C1 is the constant in Lemma 3.3. We
claim that for all Q ∈ Fm, the set f(Q) has d-diameter at most ε. By the triangle
inequality applied to each coordinate function, we see that |x− y| ≤ nM−km for all
x, y ∈ Q. If it also holds that y ∈ ∂Q, Lemma 3.3 yields
d(x, y) ≤ C1rkm(I)nM
−km
≤ nC1(1 + 2
−m)kmµkmM−km
≤ nC1(2µ/M)
km .
By fixing a base point on ∂Q and applying the triangle inequality, it follows that
d(x, y) ≤ 2nC1(2µ/M)km = ε for all x, y ∈ Q. Thus diam f(Q) ≤ ε as claimed.
From this, we obtain the bound
Hαε (Fm) ≤
∑
Q∈Fm
(diam f(Q))α
≤Mnkm(2nC1)
α (2µ/M)
αkm
≤ (2nC1)
α
(
Mn−α(2µ)α
)m
,
where in the final line we use the relationships km ≥ m and Mn−α(2µ)α < 1. Here,
Hαε denotes the α-dimensional Hausdorff ε-content relative to the metric d. This
shows in particular that
Hαε (E) ≤ (2nC1)
α
∞∑
j=m
(
Mn−α(2µ)α
)m
= (2nC1)
α (M
n−α(2µ)α)
m
1−Mn−α(2µ)α
.
Since Mn−α(2µ)α < 1, the expression on the right goes to zero as m → ∞. We
also observe that ε(m) → 0 as m → ∞; this suffices to show that Hα(f(E)) = 0.
We conclude that α is an upper bound on the Hausdorff dimension of f(E).
6. Proof of Theorem 1.2
Theorem 1.2 can be obtained by modifying the construction of X in Section 2 in
one detail. The idea is to place a cap on the size of the weights ρk. For this section
we assume that the parameter L in Section 2 is chosen to satisfy L ≥M .
As in Section 5, we will interpret our construction from a probabilistic viewpoint.
However, we do so in a somewhat different way, with the goal of keeping the analysis
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as simple as possible. For all k ∈ Z≥0, let Xk be the random variable on Q defined
by
Xk(x) =
{
1 if x ∈ P 1k (Qk(x)) ∪ P
2
k (Qk(x))
−1 if x ∈ P 3k (Qk(x))
.
The sets P jk (Qk(x)) (j ∈ {1, 2, 3}) are defined in the same way as the sets P
j
k (I) in
Section 2. Here, we require that the sets Qk(x) are chosen so that Qk+1(x) ⊂ Qk(x)
for all k ∈ Zk≥0, so that Xk is well-defined for all x ∈ Q. Observe that the random
variables Xk are independent and identically distributed. Next, for all k ∈ Z≥0, let
Yk = X0 + · · · + Xk. In this manner, we obtain for each x ∈ Q a corresponding
random walk (Yk)k on the integers beginning at zero. This random walk steps
up with probability p = 1 − (M − 2n)n/Mn and steps down with probability
q = (M − 2n)n/Mn.
Now we explain the modification. In the course of applying the inductive defini-
tion (1), if there exits k such that Yk(x) = 1, then modify the inductive definition
(1) to set
ρm(x) = ρk(qk(I))
for all m ≥ k and interior points x of Qk(I). Extend the definition of ρm to all of Q
by lower semicontinuity. Let (X, d) denote the resulting limit metric space, defined
as before except with this modification. The proof that (X, d) is quasisymmetrically
equivalent to Q still applies without modification.
It is a basic exercise in probability to show that, for q > 1/2, the probability r
that Yk(x) = 1 for some k ∈ Z≥0 is r = (1−q)/q. To derive this, one first notes that
r satisfies the recursive relationship r = p+ qr2. Solving for r yields the solutions
r = p/q = (1 − q)/q and r = 1. However, the possibility that r = 1 is ruled out by
the transience of biased random walks, since Yk/k converges almost surely to p− q.
See, for example, the book of Klenke [10, Sec. 17.5].
Let F be the set of points x ∈ Q for which Yk(x) ≤ 0 for all k ∈ Z≥0. We have
shown that |F | = 1 − (1 − q)/q = (2q − 1)/q. Observe that as M → ∞, q → 1,
so that |E| can be made arbitrarily close to 1. Let E be as in Section 5. Then
E′ = E∩F is a set of full measure in F . By choosingM and L sufficiently large, as
in Section 5, we may ensure that f(E′) has Hausdorff dimension arbitrarily close
to 0.
To conclude the proof, we note that f is a Lipschitz function with Lipschitz
constant (M − 2n+ 1), since we have assumed that L ≥ M . This implies that X
has finite Hausdorff n-measure.
Acknowledgments. I am grateful to Kai Rajala, Tuomas Orponen, David Bate,
and Enrico Le Donne for conversations about the content of this paper. Specifically,
I thank Tuomas Orponen and David Bate for their observation that f(E) in the
construction has Hausdorff dimension strictly smaller than n. I also thank Kai
Rajala and Tuomas Orponen for feedback on a draft of this paper, and the referee
for additional comments and corrections.
References
[1] K. Astala, M. Bonk, and J. Heinonen. Quasiconformal mappings with Sobolev boundary
values. Ann. Sc. Norm. Super. Pisa Cl. Sci. (5), 1(3):687–731, 2002.
[2] D. Bate and T. Orponen. On the conformal dimension of product measures. Proc. London.
Math. Soc., to appear.
[3] A. Beurling and L. Ahlfors. The boundary correspondence under quasiconformal mappings.
Acta Math., 96:125–142, 1956.
[4] M. Bonk and B. Kleiner. Quasisymmetric parametrizations of two-dimensional metric spheres.
Invent. Math., 150(1):127–183, 2002.
SINGULAR QUASISYMMETRIC MAPPINGS IN DIMENSIONS TWO AND GREATER 13
[5] F. W. Gehring. Some metric properties of quasi-conformal mappings. In Proceedings of the
International Congress of Mathematicians (Vancouver, B. C., 1974), Vol. 2, pages 203–206.
Canad. Math. Congress, Montreal, Que., 1975.
[6] F. W. Gehring. Absolute continuity properties of quasiconformal mappings. pages 551–559,
1976.
[7] J. Heinonen. The boundary absolute continuity of quasiconformal mappings. II. Rev. Mat.
Iberoamericana, 12(3):697–725, 1996.
[8] J. Heinonen. Lectures on analysis on metric spaces. Universitext. Springer-Verlag, New York,
2001.
[9] J. Heinonen and S. Semmes. Thirty-three yes or no questions about mappings, measures, and
metrics. Conform. Geom. Dyn., 1:1–12 (electronic), 1997.
[10] A. Klenke. Probability theory. Universitext. Springer-Verlag London, Ltd., London, 2008. A
comprehensive course, Translated from the 2006 German original.
[11] T. J. Laakso. Plane with A∞-weighted metric not bi-Lipschitz embeddable to RN . Bull.
London Math. Soc., 34(6):667–676, 2002.
[12] A. Lohvansuu, K. Rajala, and M. Rasimus. Quasispheres and metric doubling measures. Proc.
Amer. Math. Soc., to appear.
[13] J. M. Mackay and J. T. Tyson. Conformal dimension, volume 54 of University Lecture Series.
American Mathematical Society, Providence, RI, 2010. Theory and application.
[14] D. Meyer. Dimension of elliptic harmonic measure of snowspheres. Illinois J. Math.,
53(2):691–721, 2009.
[15] D. Ntalampekos and M. Romney. On the inverse absolute continuity of quasiconformal map-
pings on hypersurfaces. preprint, 2018.
[16] K. Rajala. Uniformization of two-dimensional metric surfaces. Invent. Math., 207(3):1301–
1375, 2017.
[17] S. Semmes. Good metric spaces without good parameterizations. Rev. Mat. Iberoamericana,
12(1):187–275, 1996.
[18] P. Tukia. Hausdorff dimension and quasisymmetric mappings. Math. Scand., 65(1):152–160,
1989.
[19] P. Tukia and J. Va¨isa¨la¨. Quasisymmetric embeddings of metric spaces. Ann. Acad. Sci. Fenn.,
5:97–114, 1980.
[20] J. T. Tyson. Analytic properties of locally quasisymmetric mappings from Euclidean domains.
Indiana Univ. Math. J., 49(3):995–1016, 2000.
[21] J. Va¨isa¨la¨. Quasisymmetric embeddings in Euclidean spaces. Trans. Amer. Math. Soc.,
264(1):191–204, 1981.
[22] J.-M. Wu. Geometry of Grushin spaces. Illinois J. Math., 59(1):21–41, 2015.
Department of Mathematics and Statistics, University of Jyva¨skyla¨, P.O. Box 35
(MaD), FI-40014, University of Jyva¨skyla¨, Finland.
E-mail address: matthew.d.romney@jyu.fi
