Abstract -In this paper, a semi-automatic facial recognition algorithm is proposed in case of an insufficient training set (profile, front, half-turn). The recognition algorithm uses a polygonal 3D model that is created from the base images. The control points, in the proposed method, are transferred from the base images onto the 3D model, and they are also placed on the new image from the examination set. Then, the 3D model is used to determine the rotation angle of the head on the image, and the distances between the control points are calculated on both the new image and the model images to determine which class the new image belongs to.
I. INTRODUCTION
Facial recognition is one of the actual directions in the theory of pattern recognition. It has many tasks in a wide variety of fields, for example, in forensics, it is often necessary to identify a person, based on several a priori images (full face, profile etc.). A major problem that arises in pattern recognition is an insufficient volume of the training sample. This may be related to a lack of images in the training sample that correspond to various rotation angles of the head.
To solve the problem of insufficient information, it was proposed to use a transformation to the canonical position of the face [1] , [2] . However, the effectiveness of such an approach depends on the position of the anthropometric points on the face and it is often associated with errors that occur if part of the face is darkened. In addition, problems arise with the perspective projections in case of two-dimensional images. That is why the information is needed about individual images at different angles of rotation of the head [3] or further expanding the training sample. Another approach is based on creating the three-dimensional model of the head, which could be used to acquire the information about the shape of the face and using this information in facial recognition [4] , [5] , [6] . In this case, the model can be rotated, thus expanding the insufficient training sample. This allows getting additional information about the different rotations of the head, since 3D models which contain shape [7] as well as texture are inferred from 2D images [8] , [9] . However, it should be noted that it can only operate on specialised computing clusters since the algorithm is very computationally expensive [10] , [11] , [12] .
In our previous research, we proposed an approach [13] for creating a polygonal 3D model of the head, constructed by using three base images (profile, front, half-turn), since this training set was insufficient, there was a method proposed for expanding it. Another method that was proposed to expand the training set [14] , [15] included 4 new images of faces for each class. This approach also had its disadvantages: it could not precisely recognise the face at angles that were greater than 45 degrees. Therefore, in this paper, we propose a method for using the mentioned polygonal 3D model in the face recognition algorithm.
II. THE PROPOSED METHOD
A block diagram of the face recognition algorithm is shown in Fig. 1 
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The proposed method combines several image-processing algorithms. The method includes one existing 3D model creation algorithm [13] , [15] and the proposed algorithms that are based on distance calculation between control points, and searching for minimum square sums in order to recognise new face images.
A. Creation Algorithm of 3D Model of a Head
The method includes one existing algorithm for creating a 3D model of a head, which is described in [13] , and is modified in [15] . This algorithm is used to create different face models from a base training set (profile, half turn and full face images). Compared to previous methods, the proposed method uses only wireframe models without face texture.
B. Automatic Transfer of Control Points from Base Images onto the 3D Model
During the next step some of the control points (see Fig. 3 . (a), (b)) were automatically transferred from base images (profile, full face) onto the 3D model of the head as different coloured points for each distance number (see Fig. 3 , (c), (d)).
Searching for different colours is used to automatically detect point coordinates. If discovered colour is equal to the searched colour, then the pixel is marked and its coordinates (x, y) are saved.
C. Placing the Control Points on the New Image of the Face from the Examination Set
In the next step, control points are placed on the new image from the examination set, in a similar way as with the points on the 3D model (See Fig. 2 ). 
D. 3D Models of the Head Positioned on the Image from the Examination Set
In the next step, each 3D model of the head is automatically positioned on the image of the face (if needed the model is scaled) and the model is rotated to most resemble the rotation angle of the head on the image (or its closest angle). 
E. Calculating the Distances between the Saved Control Point Coordinates Using Euclidean Distances
In the next step of the algorithm, in order to compare distances between the control points of the model and control points on the new image from examination set, it is necessary to calculate the Euclidean distances. At first, distances between the control points on image of the model were calculated (see Expression 1). The distances de on the new image of the face were calculated in a similar way.
where
h -height of the image of the model, pixels.
F. Checking the Angle of Rotation of the 3D Model
In the next step, depending on the angle of rotation of the model, distance numbers were chosen in order to calculate the sum of squares of distances.
Thus, if the angle of rotation of the model was α >= 75 or α <= −75, all distances were used in the calculations otherwise only specific selected distance numbers were used as seen in Table I .
The sums of squares of distances were calculated as follows: In the final step, the smallest sum of squares of distances was calculated, which would indicate the class of the image under analysis (see Fig. 5 ). 
III. EXPERIMENTS
The images from seven classes (7 people) were used in the experiments, with 3 images (see Fig. 5 a) profile, b) half turn, c) profile) in each class that were used to create 3D models (aee Fig. 5 d) profile, e) half turn, f) profile). The algorithm was tested on 91 images from the examination set (see Fig. 6 ). To test the algorithm for each class, the rotation angle of the head varied in the range from −90 to 90 degrees with an interval of 15 degrees.
Control points were places on each new image of the face from the examination set and the distances were calculated, the sum of squares and minimum values were also calculated. The algorithm was tested using the extended training set (the model was used), and the base training set (without the model). As can be seen from the results, when the extended training set was used there were no mistakes. In Table III , all the calculated minimum values belonged to the correct classes; however, when only the base training set was used there were 6 mistakes. 
IV. CONCLUSION
In Table III , every image from the examination set has a corresponding rotation angle (from −90 to 90 degrees). The table is divided into 4 blocks, each containing 4 rows, where the blocks describe different classes (people) and each row describes a different model. The first block contains the distances of the examination face from the 1 class for all 7 models and the row with the minimum distances is highlighted. In this table, the selected distances were calculated depending on the angle of rotation of the head. As can be seen from Table III, the minimum distances are consistent with the images from the examination set.
In Table IV , all distances were calculated for equal angles of rotation. As can be seen from Table IV , using all distances does not produce good enough recognition results, because there are 9 errors in different angles of rotation of the head.
As results show, it is necessary to calculate specific distance numbers at different angles of rotation of the head, which allows decreasing the number of errors and improving the results of the new face recognition algorithm. This algorithm could be used in forensics, when only a limited training set is available. An expert could build a model based on the information that was acquired from base images and later use it in the recognition process, which could significantly decrease the time of recognition.
