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Abstract
Consider the Lie´nard equation with a deviating argument
x ′′(t)+ f (x(t))x ′(t)+ g1(x(t))+ g2(x(t − τ(t))) = e(t),
where f, g1 and g2 are continuous functions on R = (−∞,+∞), τ (t) ≥ 0 is a bounded continuous function on R, and e(t) is a
bounded continuous function on R+ = [0,+∞). We obtain some new sufficient conditions for all solutions and their derivatives
to be bounded, which substantially extend and improve some important results from the literature.
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1. Introduction
Consider the Lie´nard type equation with a deviating argument
x ′′(t)+ f (x(t))x ′(t)+ g1(x(t))+ g2(x(t − τ(t))) = e(t), (1.1)
where f, g1 and g2 are continuous functions on R = (−∞,+∞), τ (t) ≥ 0 is a bounded continuous function on R,
and e(t) is a bounded continuous function on R+ = [0,+∞).
Define
ϕ(x) =
∫ x
0
[ f (u)− 1]du, y = dx
dt
+ ϕ(x), (1.2)
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we can transform (1.1) into the following system:
dx(t)
dt
= −ϕ(x(t))+ y(t),
dy(t)
dt
= −y(t)− [g1(x(t))− ϕ(x(t))] − g2(x(t − τ(t)))+ e(t).
(1.3)
The dynamic behaviors of Lie´nard equation have been widely investigated [1–4] due to the applications in many
fields such as physics, mechanics and the engineering technique fields. In such applications, it is important to know
the boundedness properties of the Lie´nard equation with constant delays or without delays and some results on
boundedness of solutions were obtained in [1–10]. However, to the best of our knowledge, few authors have considered
boundedness of solutions of Lie´nard equations with a deviating argument. Thus, it is worthwhile to continue to
investigate the boundedness of solutions of (1.1).
The main objective of this work is to study the boundedness of solutions of (1.3). We will establish some sufficient
conditions ensuring the boundedness of all solutions of (1.3) in Section 3. Our results obtained in this work are
different from those in [1–10]. In Section 4, an example is given to illustrative the theoretical analysis in this work.
2. Definitions and assumptions
We suppose that h = supt∈R τ(t) ≥ 0. Let C([−h, 0], R) denotes the space of continuous functions φ : [−h, 0] →
R with the supremum norm ‖ · ‖. It is known from [1–4] that for g1, g2, ϕ, τ and e continuous, given a continuous
initial function φ ∈ C([−h, 0], R) and a number y0, there exists a solution of (1.3) on an interval [0, T ) satisfying
the initial condition and satisfying (1.3) on [0, T ). If the solution remains bounded, then T = +∞. We denote such a
solution by x(t) = x(t, φ, y0), y(t) = y(t, φ, y0).
Definition 2.1. Solutions of (1.3) are uniformly bounded (UB) if for each B1 > 0 there is a B2 > 0 such that
(φ, y0) ∈ C([−h, 0], R)× R and ‖φ‖ + |y0| ≤ B1
implies that |x(t, φ, y0)| + |y(t, φ, y0)| ≤ B2 for all t ∈ R+.
Throughout this work, we assume the following conditions (C1) and (C2) hold.
(C1) There exists a constant d > 1 such that
d|u| ≤ sign(u)ϕ(u), for all u ∈ R.
(C2) There exist non-negative constants L1, L2, q1 and q2 such that
L1 + L2 < 1, |(g1(u)− ϕ(u))| ≤ L1|u| + q1, |g2(u)| ≤ L2|u| + q2, for all u ∈ R.
3. Main results
Theorem 3.1. Suppose that (C1) and (C2) hold. Then solutions of (1.3) are UB.
Proof. Let x(t) = x(t, φ, y0), y(t) = x(t, φ, y0) be a solution of (1.3) defined on [0, T ). We may assume that
T = +∞ since the estimates which follow give an a priori bound on (x(t), y(t)).
Calculating the upper right derivatives of |x(s)| and |y(s)| along (1.3), in view of (C1) and (C2), we have
D+(|x(s)|)|s=t = sign(x(t)){−ϕ(x(t))+ y(t)} ≤ −d|x(t)| + |y(t)|, (3.1)
and
D+(|y(s)|)|s=t = sign(y(t)){−y(t)− [g1(x(t))− ϕ(x(t))] − g2(x(t − τ(t)))+ e(t)}
≤ −|y(t)| + L1|x(t)| + L2|x(t − τ(t))| + q1 + q2 + |e(t)|. (3.2)
Let
M(t) = max−h≤s≤t{max{|x(s)|, |y(s)|}}, (3.3)
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where y(s) = y(0), for all −h ≤ s ≤ 0. It is obvious that max{|x(t)|, |y(t)|} ≤ M(t), and M(t) is non-decreasing,
for t ≥ −h.
Now, we consider two cases.
Case (i). Suppose
M(t) > max{|x(t)|, |y(t)|} for all t ≥ 0. (3.4)
Then, we claim that
M(t) ≡ M(0) is a constant for all t ≥ 0. (3.5)
Assume, by way of contradiction, that (3.5) does not hold. Then, there exists t1 > 0 such that M(t1) > M(0). We
have that
max{|x(t)|, |y(t)|} ≤ M(0) for all − h ≤ t ≤ 0.
So there must exist β ∈ (0, t1) such that
max{|x(β)|, |y(β)|} = M(t1) ≥ M(β),
which contradicts (3.4). This contradiction implies that (3.5) holds. It follows that
max{|x(t)|, |y(t)|} ≤ M(t) = M(0) for all t ≥ 0. (3.6)
Case (ii). Suppose there is a point t0 ≥ 0 such that M(t0) = max{|x(t0)|, |y(t0)|}. Let
η = min{d − 1, 1− (L1 + L2)}, θ = q1 + q2 + sup
t∈R+
|e(t)| + 1.
Then, if M(t0) = max{|x(t0)|, |y(t0)|} = |x(t0)|, in view of (3.1), we get
D+(|x(s)|)|s=t0 ≤ −d|x(t0)| + |y(t0)| ≤ (−d + 1)M(t0) < −ηM(t0)+ θ. (3.7)
If M(t0) = max{|x(t0)|, |y(t0)|} = |y(t0)|, in view of (3.2), we get
D+(|y(s)|)|s=t0 ≤ −|y(t0)| + L1|x(t0)| + L2|x(t0 − τ(t0))| + q1 + q2 + |e(t0)|
< (−1+ L1 + L2)M(t0)+ θ
≤ −ηM(t0)+ θ. (3.8)
In addition, if M(t0) ≥ θη , it follows from (3.7) and (3.8) that M(t) is strictly decreasing in a small neighborhood
(t0, t0 + δ0). This contradicts that M(t) is non-decreasing. Hence,
max{|x(t0)|, |y(t0)|} = M(t0) < θ
η
. (3.9)
For ∀t > t0, by the same approach as was used in the proof of (3.9), we have
max{|x(t)|, |y(t)|} < θ
η
, if M(t) = max{|x(t)|, |y(t)|}. (3.10)
On the other hand, if M(t) > max{|x(t)|, |y(t)|}, t > t0, we can choose t0 ≤ t2 < t such that
M(t2) = max{|x(t2)|, |y(t2)|} < θ
η
, and M(s) > max{|x(s)|, |y(s)|} for all s ∈ (t2, t].
Using an argument similar to that in the proof of Case (i), we can show that
M(s) ≡ M(t2) is a constant for all s ∈ (t2, t], (3.11)
which implies that
max{|x(t)|, |y(t)|} < M(t) = M(t2) = max{|x(t2)|, |y(t2)|} < θ
η
.
In summary, the solutions of (1.3) are UB. The proof of Theorem 3.1 is complete. 
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4. An example
Example 4.1. All solutions and their derivatives for the Lie´nard equation with a deviating argument
x ′′(t)+ (3x2(t)+ 3)x ′(t)+ 1
2
sin x(t)+ x3(t)+ 2x(t)+ 1
6
|x(t − |sint |)+ 1| − |x(t − |sint |)− 1|
= e 1t2+1 , (4.1)
are bounded.
Proof. Setting
ϕ(x) =
∫ x
0
(3u2 + 2)du, y = dx
dt
+ x3 + 2x, (4.2)
then we can transform (1.1) into the following system:
dx(t)
dt
= −(x3(t)+ 2x(t))+ y(t),
dy(t)
dt
= −y(t)− 1
2
sin x(t)− 1
6
|x(t − |sint |)+ 1| − |x(t − |sint |)− 1| + e 1t2+1 .
(4.3)
It is straightforward to check that all assumptions needed in Theorem 3.1 are satisfied. Therefore, solutions of
system (4.3) are UB. This implies that all solutions and their derivatives for (4.1) are bounded. 
Remark 4.1. Eq. (4.1) is a very simple Lie´nard equation with a deviating argument. Since τ(t) = |sint | is not a
constant, it is clear that the results obtained in [1–10] cannot be applicable to system (4.1). Moreover, we propose
a totally new approach which is different from those of [1–10] for proving the boundedness of solutions of Lie´nard
equations. This implies that the results in this work are essentially new.
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