Implicit Difference Approximation For The Two-Dimensional Space-Time Fractional Diffusion Equation by Zhuang, Pinghui & Liu, Fawang
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
QUT Digital Repository:  
http://eprints.qut.edu.au/ 
Zhuang, Pinghui and Liu, Fawang (2007) Implicit difference approximation for 
the two-dimensional space-time fractional diffusion equation. Journal of Applied 
Mathematics and Computing 25(1-2):pp. 269-282. 
 
          © Copyright 2007 Springer 
The original publication is available at SpringerLink http://www.springerlink.com 
J. Appl. Math. & Computing Vol. x (2006), No. z, pp.
IMPLICIT DIFFERENCE APPROXIMATION FOR THE
TWO-DIMENSIONAL SPACE-TIME FRACTIONAL DIFFUSION
EQUATION
P. ZHUANG AND F. LIU
Abstract. In this paper, we consider a two-dimensional fractional space-
time diffusion equation (2DFSTDE) on a finite domain. We examine an
implicit difference approximation to solve the 2DFSTDE. Stability and
convergence of the method are discussed. Some numerical examples are
presented to show the application of the present technique.
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1. Introduction
Fractional differential equations have been of great interest recently. It is
caused both by the intensive development of the theory of fractional calculus
itself and by the applications of such constructions in various sciences such as
physics, chemistry, engineering (see [3],[4],[21],[23],[24],[25]). Fractional differen-
tial equations have been treated in different contexts by a number of authors.
Wyss [28] considered the time fractional diffusion equation and the solution is
given in closed form in terms of Fox functions. Schneider and Wyss [26] consid-
ered the time fractional diffusion and wave equations. The corresponding Green
functions are obtained in closed form for arbitrary space dimensions in terms of
Fox functions and their properties are exhibited. Gorenflo et al. [9] used the sim-
ilarity method and the method of Laplace transform to obtain the scale-invariant
solution of time-fractional diffusion-wave equation in terms of the Wright func-
tion. Liu et al. [15] considered time-fractional advection-dispersion equation
and derived the complete solution. Eidelman and Kochubei [5] investigated
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the Cauchy problem for time- fractional diffusion equations with variable coeffi-
cients, and constructed the fundamental solution. Mainardi [19] considered the
fundamental solutions for the fractional diffusion-waave equation using Laplace
transform. Gorenflo et al. [7] derived a mapping in the form of a linear integral
operator between solutions of the equation with different parameters. Kilbas et
al. [13] discussed the solution of Volterra integro-differential equations with gen-
eralized Mittag-Leffler function in the kernels. Anh and Leonenko [2] presented
a spectral representation of the mean-square solution of the fractional kinetic
equation with random initial condition. Jumarie [12] used fractional Taylor’s se-
ries to obtain a relation between differential and differential of fractional order.
Husain and Jabeen [11] derived optimality conditions for a nonlinear fractional
program in which a support function appears in the numerator and denomina-
tor of the objective function as well as in each constraint function. Huang and
Liu [10] considered the time-fractional diffusion equations in a n-dimensional
whole-space and half-space. They investigate the explicit relationships between
the problems in whole-space with the corresponding problems in half-space by
the Fourier-Laplace transforms. Time fractional diffusion and wave equations
are derived by considering continuous time random walk problems, which are
in general non-Markovian processes [18]. However, published papers on the
numerical solution of fractional partial differential equations are scarce. As is
well-known, analytic solutions of most fractional differential equations cannot
be obtained explicitly, so many authors resort to numerical solution strategies
based on convergence and stability analyses. Zhuang and Liu [27] proposed an
implicit difference approximation for the time fractional diffusion equation and
gave error analysis. Meerschaert and Tadjeran [20] presented practical numeri-
cal methods to solve the one-dimensional space fractional advection-dispersion
equation on a finite domain. Liu et al. ([14],[16]) simulated Le´vy motion with α-
stable densities using a fractional advection-dispersion equation. Ervin and Roop
[5] discussed variational solution of the fractional advection-dispersion equation
on bounded domains in Rd. Momani [22] developed an efficient algorithm of
the Adomian decomposition method to derive analytical solutions in the form
of a series with easily computed terms for these generalized fractional equation.
They did not give its theoretical analysis. Recently Liu et al. [17] proposed an
approximation of the Le´vy-Feller advection-dispersion process by random walk
and finite difference method, and discussed its stability and convergence.
In this paper, we consider the two-dimensional space-time fractional diffusion
equation (2DFSTDE). This paper is organized as follows: The fractional implicit
difference approximation is proposed in section 2,. In sections 3 and 4, the
stability and convergence of the fractional implicit difference approximation are
analyzed respectively. In section 5, the numerical examples are given.
2. Implicit difference approximation for the 2DFSTDE
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In this section, we consider the following two-dimensional space-time frac-
tional diffusion equation of the form
∂αu(x, y, t)
∂tα
(1)
= a(x, y, t)0Dβxu(x, y, t) + b(x, y, t)0D
γ
yu(x, y, t) + f(x, y, t),
0 < x < Lx, 0 < y < Ly, 0 < t
with initial condition:
u(x, y, 0) = ϕ(x, y), 0 ≤ x ≤ Lx, 0 ≤ y ≤ Ly, (2)
and boundary conditions:
u(0, y, t) = 0, u(Lx, y, t) = ψ1(y, t), 0 ≤ y ≤ Ly, 0 < t, (3)
u(x, 0, t) = 0, u(x, Ly, t) = ψ2(x, t), 0 ≤ x ≤ Lx, 0 < t, (4)
where fractional orders 0 < α ≤ 1, 1 < β ≤ 2, 1 < γ ≤ 2, the diffusion
coefficients a(x, y, t) > 0 and b(x, y, t) > 0. The function f(x, y, t) can be used
to represent sources and sinks.
The 2DFSTDE is obtained from the standard diffusion equation by replac-
ing the first-order time derivative by the Caputo fractional derivative ∂
αu(x,y,t)
∂tα
defined by [24]
∂αu(x, y, t)
∂tα
=

1
Γ(1−α)
∫ t
0
∂u(x,y,η)
∂η
dη
(t−η)α , 0 < α < 1,
∂u(x,y,t)
∂t , α = 1,
(5)
while by replacing the second-order space derivatives by the Riemman-Liouville
fractional derivatives 0Dβxu(x, y, t) and 0D
γ
yu(x, y, t), respectively. The Riemman-
Liouville fractional derivatives 0Dβxu(x, y, t) and 0D
γ
yu(x, y, t) are defined as fol-
lows [17]:
0D
β
xu(x, y, t) =

1
Γ(2−β)
∂2
∂x2
∫ x
0
u(ξ,y,t)dξ
(x−ξ)β−1 , 1 < β < 2,
∂2u(x,t)
∂x2 , β = 2,
(6)
0D
γ
yu(x, y, t) =

1
Γ(2−γ)
∂2
∂y2
∫ y
0
u(x,ζ,t)dζ
(y−ζ)γ−1 , 1 < γ < 2,
∂2u(x,t)
∂y2 , γ = 2.
(7)
Define tk = kτ, k = 0, 1, 2, · · · , n;xi = i∆x, i = 0, 1, 2, · · · , l; yj = j∆y, j =
0, 1, 2, · · · ,m, where τ = Tn ,∆x = Lxl and ∆y = Lym are time and space steps,
respectively. Let uki,j be the numerical approximation to u(xi, yj , tk) and f
k
i,j =
f(xi, yj , tk), u0i,j = ϕi,j = ϕ(xi, yj), u
k
0,j = 0, u
k
i,0 = 0, u
k
l,j = ψ1(yj , tk), u
k
i,m =
ψ2(xi, tk), aki,j = a(xi, yj , tk), b
k
i,j = b(xi, yj , tk).
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We introduce the following notations:
∆tuki,j = u
k+1
i,j − uki,j
and
µ1 = τ
α
(∆x)β
, r1 = r1(i, j, k) = µ1Γ(2− α)ak+1i,j ,
µ2 = τ
α
(∆y)γ , r2 = r2(i, j, k) = µ2Γ(2− α)bk+1i,j .
In the differential equation (1), using
∂u(x, y, η)
∂η
=
∂u(x, y, ts)
∂η
+O(τ), ts ≤ η ≤ ts+1
and
∂u(x, y, ts)
∂η
=
1
τ
∆tu(x, y, ts) +O(τ),
the time fractional derivative term can be approximated by the following scheme
[20]:
∂αu(xi, yj , tk+1)
∂tα
=
τ−α
Γ(2− α)
k∑
s=0
bs∆tu(xi, yj , tk−s) +O(τ) (8)
where bs = (s+ 1)1−α − s1−α, s = 0, 1, 2, · · · , n.
For space fractional derivatives 0Dβxu(xi, yj , tk+1) and 0D
γ
yu(xi, yj , tk+1), we
adopted the shift Gru¨nwald formula at level tk+1 [13]:
0D
β
xu(xi, yj , tk+1) =
1
hβ
i+1∑
p=0
g
(1)
p u(xi+1−p, yj , tk+1) +O(h),
0D
γ
yu(xi, yj , tk+1) =
1
hγ
j+1∑
q=0
g
(2)
q u(xi, yj+1−q, tk+1) +O(h),
(9)
where
g
(1)
0 = 1, g
(1)
p = (−1)p β(β−1)···(β−p+1)p! , p = 1, 2, · · · ,
g
(2)
0 = 1, g
(2)
q = (−1)q γ(γ−1)···(γ−q+1)q! , q = 1, 2, · · · ,
(10)
and i = 1, 2, · · · , l − 1, j = 1, 2, · · · ,m− 1; k = 0, 1, 2, · · · , n− 1.
Let
Luki,j = −r1
i+1∑
p=0
g(1)p u
k+1
i−p+1,j + u
k+1
i,j − r2
j+1∑
q=0
g(2)q u
k+1
i,j−q+1,
we obtain
Luk+1i,j = u
k
i,j −
k∑
s=1
bsu
k+1−s
i,j +
k∑
s=1
bsu
k−s
i,j + τ
αΓ(2− α)fk+1i,j .
Hence, for k = 0:
Lu1i,j = u
0
i,j + τ
αΓ(2− α)f1i,j ; (11)
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for k > 0:
Luk+1i,j =
k−1∑
s=0
uk−si,j (bs − bs+1) + bku0i,j + ταΓ(2− α)fk+1i,j , (12)
where i = 1, 2, · · · , l; j = 1, 2, · · · ,m.
Let
uk =

uk1
uk2
...
ukl−1
 , fk =

fk1
fk2
...
fkl−1
 ,Φ =

Φ1
Φ2
...
Φl−1
 (13)
where
uki =

uki,1
uki,2
...
uki,m−1
 , fki =

fki,1
fki,2
...
fki,m−1
 ,Φi =

ϕi,1
ϕi,2
...
ϕi,m−1
 ,
i = 1, 2, · · · , l − 1; k = 0, 1, · · · , n.
The above equation can be written in matrix form
Au1 = u0 + ταΓ(2− α)f1,
Auk+1 =
k−1∑
j=0
(bj − bj+1)uk−j + bku0 + ταΓ(2− α)fk+1,
u0 = Φ,
(14)
where A = [Ai,j ] is the matrix of coefficients. We can obtain the following result.
Lemma 1. The coefficients bs, g
(1)
p , g
(2)
q , p, q = 0, 1, 2, · · · , satisfy:
(1)bs > 0, s = 1, 2, · · · ;
(2)bs > bs+1, j = 0, 1, · · · ;
(3)g(1)1 = −β < 0, g(1)p > 0, (p 6= 1), and
∞∑
p=0
g
(1)
p = 0;
(4)g(2)1 = −γ < 0, g(2)q > 0, (q 6= 1), and
∞∑
q=0
g
(2)
q = 0.
3. Stability of the implicit difference approximation
We suppose that u˜ki,j , (i = 0, 1, 2, · · · , l; j = 0, 1, 2, · · · ,m; k = 0, 1, 2, · · · , n)
is the approximate solution of (11) and (12), the error
εki,j = u˜
k
i,j − uki,j , (i = 0, 1, 2, · · · , l; j = 0, 1, 2, · · · ,m; k = 0, 1, 2, · · · , n)
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satisfies
Lε1i,j = ε
0
i,j ,
Lεk+1i,j = (2− 21−α)εki,j +
k−1∑
s=1
εk−si,j (bs−1 − bs) + bkε0i,j ,
which can be written as AE
1 = E0,
AEk+1 = (b0 − b1)Ek + (b1 − b2)Ek−1 + · · ·+ (bk−1 − bk)E1 + bkE0,
E0,
,
where
Ek =

Ek1
Ek2
...
Ekl−1

and
Eki =

εki,1
εki,2
...
εki,m−1
 , i = 1, 2, · · · , l.
Now, we prove the following result using mathematical induction.
Theorem 1. ‖Ek‖∞ ≤ ‖E0‖∞, k = 1, 2, 3, · · · .
Proof. For k = 1, Lε1i,j = ε
0
i,j .
Let |ε1i0,j0 | = max1≤i≤l−1;1≤j≤m−1 |ε
1
i,j |, using
−
i0+1∑
p=0,p 6=1
g(1)p + β = −
i0+1∑
p=0
g(1)p > 0
and
−
i0+1∑
q=0,q 6=1
g(2)q + γ = −
i0+1∑
q=0
g(2)q > 0,
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we have
|ε1i0,j0 | ≤ −r1
i0+1∑
p=0
g
(1)
p |ε1i0,j0 |+ |ε1i0,j0 | − r2
j0+1∑
q=0
g
(2)
q |ε1i0,j0 |
≤ −r1
i0+1∑
p=0
g
(1)
p |ε1i0−p+1,j0 |+ |ε1i0,j0 | − r2
j0+1∑
q=0
g
(2)
q |ε1i0,j0−q+1|
≤ | − r1
i0+1∑
p=0
g
(1)
p ε1i0−p+1,j0 + ε
1
i0,j0
− r2
j0+1∑
q=0
g
(2)
q ε1i0,j0−q+1|
= |ε0i0,j0 |
≤ ‖E0‖∞,
i.e., ‖E1‖∞ ≤ ‖E0‖∞.
We assume that ‖Es‖∞ ≤ ‖E0‖∞, s = 1, 2, · · · , k . Let |εk+1i0,j0 | = max1≤i≤l−1;1≤j≤m−1 |ε
k+1
i,j |,
we also have
|εk+1i0,j0 | ≤ −r1
i0+1∑
p=0
g
(1)
p |εk+1i0,j0 |+ |εk+1i0,j0 | − r2
j0+1∑
q=0
g
(2)
q |εk+1i0,j0 |
≤ −r1
i0+1∑
p=0
g
(1)
p |εk+1i0−p+1,j0 |+ |εk+1i0,j0 | − r2
j0+1∑
q=0
g
(2)
q |εk+1i0,j0−q+1|
≤ | − r1
i0+1∑
p=0
g
(1)
p ε
k+1
i0−p+1,j0 + ε
k+1
i0,j0
− r2
j0+1∑
q=0
g
(2)
q ε
k+1
i0,j0−q+1|
= |(b0 − b1)εki0,j0 +
k−1∑
s=1
(bs − bs+1)εk−si0,j0 + bkε0i0,j0 |
≤ (b0 − b1)|εki0,j0 |+
k−1∑
s=1
(bs − bs+1)|εk−si0,j0 |+ bk|ε0i0,j0 |
≤ (b0 − b1)‖Ek‖∞ +
k−1∑
s=1
(bs − bs+1)‖Ek−s‖∞ + bk‖E0‖∞
≤ {b0 − b1 +
k−1∑
s=1
(bs − bs+1) + bk}‖E0‖∞
= ‖E0‖∞.
Thus, we obtain ‖Ek+1‖∞ ≤ ‖E0‖∞ . ¤
Hence, the following theorem is obtained.
Theorem 2. The fractional implicit difference method defined by (11) and (12)
is unconditionally stable.
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4. Convergence of the implicit difference approximation
Let u(xi, yj , tk) (i = 0, 1, · · · , l; j = 0, 1, · · · ,m; k = 0, 1, · · · , n) be the exact
solution of the 2DFSTDE at mesh point (xi, yj , tk). Define ηki,j = u(xi, yj , tk)−
uki,j , (i = 0, 1, · · · , l; j = 0, 1, · · · ,m; k = 0, 1, · · · , n) and ek = (ek1 , ek2 , · · · , ekl−1)T .
Using e0 = 0, where
eki =

ηki,1
ηki,2
...
ηki,m−1
 , i = 1, 2, · · · , l − 1.
Substitution into (11) and (12) leads to
Lη1i,j = R
1
i,j ,
Lηk+1i,j = (2− 21−α)ηki,j +
k−1∑
s=1
ηk−si,j (bs−1 − bs) + bkη0i,j +Rk+1i,j ,
where
Rk+1i,j =
k∑
s=0
bs∆tu(xi, yj , tk−s)
−r1δ2xu(xi, yj , tk+1)− r2δ2yu(xi, yj , tk+1)− ταΓ(2− α)fk+1i,j .(15)
From (8) and (9), we have
1
Γ(2− α)τα
k∑
s=0
bs∆tu(xi, yj , tk−s) =
∂αu(xi, yj , tk+1)
∂tα
+O(τ)
1
(∆x)β
i+1∑
p=0
g(1)p u(xi−p+1, yj , tk+1) = D
β
xu(xi, yj , tk+1) +O(∆x)
1
(∆y)γ
j+1∑
q=0
g(2)q u(xi, yj−q+1, tk+1) = D
γ
yu(xi, yj , tk+1) +O(∆y)
Hence,
Rk+1i,j = O(τ
1+α + τα∆x+ τα∆y) (16)
also
|Rk+1i,j | ≤ C(τ1+α + τα(∆x)2 + τα(∆y)2),
i = 1, 2, · · · , l − 1; j = 1, 2, · · · ,m− 1; k = 0, 1, · · · , n− 1 (17)
where C is a positive constant, independent of the mesh parameters.
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If β = γ = 2, we can obtain
|Rk+1i,j | ≤ C(τ1+α + τα(∆x)2 + τα(∆y)2),
i = 1, 2, · · · , l − 1; j = 1, 2, · · · ,m− 1; k = 0, 1, · · · , n− 1
.
(18)
Consequently, we obtain
Theorem 3.
‖ek‖∞ ≤ Cb−1k−1(τ1+α + τα∆x+ τα∆y), k = 1, 2, · · · , n.
where ‖ek‖∞ = max
1≤i≤l−1;1≤j≤m−1
|ηki,j | and C is a fixed constant.
If β = γ = 2, we have
‖ek‖∞ ≤ Cb−1k−1(τ1+α + τα(∆x)2 + τα(∆y)2), k = 1, 2, · · · , n,
Proof. Using mathematical induction method.
For k = 1, let ‖e1‖∞ = |η1i0,j0 | = max1≤i≤l−1;1≤j≤m−1 |η
1
i,j |, we have
|η1i0,j0 | ≤ −r1
i0+1∑
p=0
g
(1)
p |η1i0−p+1,j0 |+ |η1i0,j0 | − r2
j0+1∑
q=0
g
(2)
q |η1i0,j0−q+1|
≤ | − r1
i0+1∑
p=0
g
(1)
p η1i0−p+1,j0 + η
1
i0,j0
− r2
j0+1∑
q=0
g
(2)
q η1i0,j0−q+1|
= |R1p,q|
≤ Cb−10 (τ1+α + τα∆x+ τα∆y).
We assume that
‖es‖∞ ≤ Cb−1s−1(τ1+α + τα(∆x)2 + τα(∆y)2), s = 0, 1, 2, · · · , k − 1
and
|ηk+1i0,j0 | = max1≤i≤l−1;1≤j≤m−1 |η
k+1
i,j |.
10 P. Zhuang and F. Liu
Note that b−1s ≤ b−1k , s = 0, 1, · · · , k, We have
|ηk+1i0,j0 | ≤ −r1
i0+1∑
p=0
g
(k+1)
p |ηk+1i0−p+1,j0 |+ |ηk+1i0,j0 | − r2
j0+1∑
q=0
g
(2)
q |ηk+1i0,j0−q+1|
≤ | − r1
i0+1∑
p=0
g
(1)
p η
k+1
i0−p+1,j0 + η
k+1
i0,j0
− r2
j0+1∑
q=0
g
(2)
q η
k+1
i0,j0−q+1|
= |
k−1∑
s=0
(bs − bs+1)ηk−si0,j0 +Rk+1i0,j0 |
≤
k−1∑
s=0
(bs − bs+1)|ηk−si0,j0 |+ |Rk+1i0,j0 |
≤
k−1∑
s=0
(bs − bs+1)|ηk−si0,j0 |+ C(τ1+α + τα(∆x)2 + τα(∆y)2)
≤
k−1∑
s=0
(bs − bs+1)‖ek−s‖∞ + C(τ1+α + τα∆x+ τα∆y)
≤
[
k−1∑
s=0
(bs − bs+1) + bk
]
b−1k C(τ
1+α + τα∆x+ τα∆y)
= b−1k C(τ
1+α + τα∆x+ τα∆y).
Because
lim
k→∞
b−1
k
kα = limk→∞
k−α
(k+1)1−α−k1−α
= lim
k→∞
k−1
(1+ 1k )
1−α−1
= lim
k→∞
k−1
(1−α)k−1
= 11−α .
(19)
Hence, there is a constant C,
‖ek‖∞ ≤ Ckα(τ1+α + τα∆x+ τα∆y).
Similarly, if β = γ = 2, using (18), we can obtained
‖ek‖∞ ≤ Ckα(τ1+α + τα(∆x)2 + τα(∆y)2).
¤
If kτ ≤ T is finite, then
Theorem 4. Let uki,j be the numerical solution of u(xi, yj , tk) computed by the
implicit difference scheme (11) and (12). Then there is a positive constant C ,
such that
|uki,j −u(xi, yj , tk)| ≤ C(τ +∆x+∆y),
i = 1, 2, · · · , l − 1; j = 1, 2, · · · ,m− 1; k = 1, 2, · · · , n.
(20)
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If β = γ = 2, we have
|uki,j −u(xi, yj , tk)| ≤ C(τ + (∆x)2 + (∆y)2),
i = 1, 2, · · · , l − 1; j = 1, 2, · · · ,m− 1; k = 1, 2, · · · , n
(21)
5. Numerical results
Example 1. Consider the following fractional diffusion equation
∂0.5u
∂t0.5 = a(x, y, t)D
1.2
x u+ b(x, y, t)D
1.8
y u+ f(x, y, t), (x, y, t) ∈ Ω× (0, 1],
u(x, y, 0) = x3y3, (x, y) ∈ Ω
u(0, y, t) = 0, u(1, y, t) = (t2 + 1)y3, 0 ≤ y ≤ 1, t > 0
u(x, 0, t) = 0, u(x, 1, t) = (t2 + 1)x3, 0 ≤ x ≤ 1, t > 0
where 
a(x, y, t) = Γ(2.8)Γ(4) x
1.2,
b(x, y, t) = Γ(2.2)Γ(4) y
1.8,
f(x, y, t) = x3y3( 83Γ(0.5) t
1.5 − 2t2 − 2)
and
Ω = {(x, y)|0 < x < 1, 0 < y < 1},
The exact solution of the above equation is u(x, y, t) = (t2 + 1)x3y3.
Table 1 shows the maximum absolute error, at time t=1.0, between the exact
analytical solution and the numerical solution obtained by applying the implicit
difference method in this paper. From Table 1, it can be seen that our method
yields convergence of order O(τ +∆x+∆y).
Table 1 The maximum absolute error |uki,j − u(xi, yj , tk)| at t = 1.0 in
example 1
∆t ∆x = ∆y Maximum Error
1
10
1
10 9.9375673E-2
1
20
1
20 7.1437657E-2
1
40
1
40 4.2391486E-2
1
100
1
100 1.8738274E-2
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Example 2. Consider the following fractional diffusion equation
∂0.4u(x,t)
∂t0.4 =
2t1.6
pi2Γ(0.6)
∂2u
∂x2 +
t1.6
12pi2Γ(0.6)
∂2u
∂y2 + f(x, y, t), (x, y, t) ∈ Ω× (0, 1],
u|∂Ω = 0, u(x, y, 0) = sinpix sinpiy, (x, y) ∈ Ω
where f(x, y, t) = 25t
1.6
12Γ(0.6) (t
2+2) sinpix sinpiy, Ω = {(x, y)|0 < x < 1, 0 < y < 1}
and ∂Ω is the the boundary of Ω. The exact solution of the above equation is
u(x, y, t) = (t2 + 1) sinpix sinpiy
Table 2 shows the maximum absolute numerical error, at time t=0.1, between
the exact analytical solution and the numerical solution obtained by applying
the implicit difference method in this paper. From Table 2, it can be seen that
our method yields convergence of order O(τ + (∆x)2 + (∆y)2).
Table 2 The maximum absolute error |uki,j − u(xi, yj , tk)| at t = 1.0 in
example 2
∆t ∆x = ∆y Maximum Error
1
16
1
4 5.39188E-2
1
64
1
8 1.30699E-2
1
100
1
10 8.26645E-3
1
400
1
20 1.67537E-3
6. Conclusion
In this paper, the implicit finite difference approximation for the two-dimensional
space-time fractional diffusion equation in a bounded domain has been described
and demonstrated. We prove that the implicit difference method is uncondi-
tionally stable and stable. The method and technique can be applied to solve
fractional in space, or in time, and in space-time fractional equations.
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