We show that quantum indefinite causal structure generically reduce two-party correlations. For significant indefiniteness in the causal structure captured by some general conditions, the correlation is shown to be reduced down to zero. The result offers an operational model-independent ultraviolet regularization mechanism. It may be applied to various approaches of quantum gravity that allow quantum indefinite spacetime causal structure.
Introduction. There are several reasons for the general presence of indefinite causal structure in nature: 1) The equivalence principle implies that all forms of matter gravitate [1] . Quantum matter with quantum uncertainty is expected to gravitate with uncertainty, leading to indefinite causal structure. 2) Thought experiments (e.g. [2] [3] [4] [5] [6] [7] ) of length and duration measurements imply fluctuations in signal arrival times. Events defined by signal arrivals can have indefinite causal structure with events defined by clock time readings. 3) In quantum theory all dynamical variables exhibit uncertainties. According to general relativity, causal structure is dynamical, so is expected to exhibit indefiniteness [8, 9] . 4) Information processing protocols using indefinite causality had been conceived (e.g. [10] [11] [12] [13] [14] [15] ) and reportedly realized in experiments [16] [17] [18] . Artificial setups can create indefinite causal structure in nature.
In this letter, we connect indefinite causal structure to the old problem of ultraviolet (UV) regularization, which is of crucial importance to quantum field theory [19] , field entanglement and emergent spacetime programs [20] [21] [22] [23] [24] [25] [26] [27] , and the Hawking and Unruh effects [28] [29] [30] . There are some common limitations in some previous studies of natural UV regularizations: 1) The use of specific modified propagators. 2) The reference to a classical background spacetime.
3) The assumption of particular microscopic structures of spacetime. Regarding 1), it is possible to study specific modified propagators and do fairly concrete calculations to explore consequences, but different forms of the modified propagator lead to different predictions, even for the crucial question of whether the Unruh and Hawking effects exist [30] [31] [32] [33] [34] [35] . Since quantum gravity induced modifications may have a dynamical origin [6] and the modifications may vary from region to region, is it possible to approach quantum gravitational modifications in a more general way? Regarding 2), quantum gravity induced regularization should ideally be studied over quantum spacetime. Effective descriptions over a classical spacetime may introduces new subtleties such as preferred reference frames (e.g., [36] ). It is hard to judge whether these are genuine effects of nature or artificial defects due to the compromise in modelling quantum spacetime classically. Is it possible to simply avoid referring to classical spacetime? Regarding 3), popular approaches to quantum gravity such as loop quantum gravity and string theory already provide robust UV regularization mechanisms [37] , but these are based on particular (and tentative) assumptions and models about the microscopic structure of spacetime. Is it possible to study UV regularization model-independently?
We answer these questions in the affirmative and propose an indefinite causal structure induced natural UV regularization mechanism. The regularization applies to families of correlations rather than specific ones. The characterization of the correlations and the proof of the results are based on an operational approach that is free from referring to a classical background spacetime and from committing to particular assumptions and models about the microscopic structure of spacetime.
Technically, we show that generically indefinite causal structure reduces two-party correlations. We identify sufficient conditions that reduce the correlations quantified by coherent information (negative conditional entropy) based measures down to zero. The conditions capture major known correlations with significant indefiniteness in the causal structure. Because the coherent information based measures are continuous, correlations close to the above ones but with weaker indefiniteness in the causal structure have correlations close to zero. In this sense, indefinite causal structure reduces correlations generically. To understand the result as a UV regularization, consider two arbitrary operationally meaningful detectors that probe the quantum field correlations of two regions. As quantum devices displaying finitely many possible classical outcomes, the detectors will be described by some finite dimensional quantum instruments [38] . Under some general physicality conditions, their correlations will be described by the process matrices [39] . Without quantum gravitational effect and indefinite causal structure, i.e., without a natural UV regularization mechanism, as the detectors approach each other their correlations are allowed to become relatively large since the field correlations become very strong as the detectors get close. If quantum gravitational fluctuations of causal structure is incorporated at short length scales such that the indefiniteness in causal structure becomes significant enough to fall under the sufficient conditions, then the results of this letter show that the correlations must drop down to zero.
Process matrices. The process matrix framework introduced by Oreshkov, Costa and Brukner [39] offers a general way to describe correlations with indefinite causal structure. We give a very brief review below, referring the readers to the original article for details. The basic idea is to take local operations to be described by ordinary quantum theory with definite causal structure, and introduce indefinite causal structure in the global correlations of the local operations.
The local parties where operations are applied are denoted A, B, · · · . Each party X is associated with an input system with Hilbert space H x1 where information propagates in, and an output system with Hilbert space H x2 where information propagates out. The parties can share correlations on these systems. For example, a state ρ shared at A's input and B's input is denoted ρ a1b1 , and a channel N from A's output to B's input is denoted N b1 a2
(Following [40, 41] we used superscripts and subscripts to distinguish input and output systems.). A process W shared by A and B is denoted W a1b1 a2b2 . It generalizes states and channels to incorporate the correlations among all the input and output systems.
All these objects with inputs and outputs can be represented as operators on Hilbert spaces using the wellknown Choi isomorphism [42] . The Choi operator of a object is obtained by inputting a maximally entangled state in a canonical basis on each input (which yields a state described by a density operator). Expressed as a matrix in a canonical basis, the Choi operator of a process W becomes a "process matrix" denoted by the same symbol. The matrix obeys
These follow from some very general physicality conditions on the correlated outcome probabilities (the first from the non-negativity of probabilities, and the last two from the normalization of probabilities [43] ). In the last line L V is the projector given in [44] . For this paper the details of this projector is irrelevant, except that it implies
Objects with sub-and superscripts can compose when the output of one object is fed into the input of another. Such a composition is shown with repeated sub-and superscripts, e.g., sequentially composing the channels M and N yields a new channel L:
We use the convention that a discarded system has its label eliminated, e.g., ρ a = Tr b ρ ab . In addition, when no ambiguity arises we sometimes omit the labels or refer to objects by the relevant parties, e.g., W a1b1 a2b2 is sometimes referred to as W or W AB . The following two examples had been conceived to describe indefinite causal structure that arise in quantum spacetime fluctuations. The first example [16, 45] is a mixture of two causal relations A → B (A causally precedes B) and A − B (A causally disconnected with B).
is the channel corresponding to the partial swap unitary:
The identity 1 1 part sends a 1 to a 2 and b 1 to b 2 , whereas the swap unitary U SW part sends a 1 to b 2 and b 1 to a 2 .
where a ′ 1 and a ′ 2 are copies of a 1 and a 2 , and π is the maximally mixed density operator. The process W puts A and B into a "coherent superposition" of sharing an acausal state ρ and a causal channel N .
The second example [45] [46] [47] [48] is a mixture of all the three causal relations A → B, A ← B and A − B.
The party E is the "environment" that collects information not collected by the other parties. |Ψ(α) is a tripartite state depending on the parameter α, and |I xy is vector of the Choi operator |I I| xy for the identity channel from x to y. The party G's system g has basis vectors |0 , |1 and |2 from which the causal relations A → B, A ← B and A − B can be read respectively. For example, for the |1 term A causally precedes B through sharing the channel |I a2b1 . g can be thought of as containing quantum gravitational degrees of freedom that induce different causal relation for A and B. |w(α) puts the relations into a "superpostion". The probability amplitudes form a complex 3-vector α = (α 1 , α 2 , α 3 ) with α 2 = 1. Measures of correlation and some lemmas. In the following S a denotes the von Neumann entropy of a density operator on system a. A widely used measure of correlation is the mutual information. For a state ρ ab , it is defined as I a:
is the von Neumann entropy of ρ a (ρ b ). The mutual information measures both quantum and classical correlations. To measure only quantum correlations, the coherent information can be used. It is defined as
when the target system is a (b). The coherent information is exactly the negative of the conditional entropy, and differs from the mutual information only by S b (S a ). It can be positive only if the state is entangled, and attains the maximum value for maximally entangled states. For pure states the coherent information coincides with the entanglement entropy. Although for general states the coherent information is not an entanglement measure since local operations and classical communications (LOCC) may increase it, the LOCC-optimized coherent information I a LOCC (ρ) := sup L∈LOCC I a ′ (L(ρ)) is. Here the optimization is over the set LOCC of the allowed LOCC operations. Depending on the context, different sets of LOCC operations (e.g., two-way classical communication, one-way classical communication, no classical communication) will be allowed. a ′ with a prime shows up because L (e.g., by changing system dimensions) may map to a Hilbert space different from the original a.
These "coherent information based measures" for states can be generalized to process matrices [49] . In this letter we use the coherent information I B (W AB ) := S B − S AB and the LO-optimized coherent information
. S B and S AB are the von Neumann entropies of the process matrix reduced to the party B and of the whole process matrix. The optimization is over the set LO of local operations without classical communication, because in the present context we are interested in indefinite causal structure, and allowing classical communication would make the causal structure become trivially causal connected. No prime needs to be introduced on B because it refers to whatever system the party B obtains after the optimization. The process matrices are treated as density operators for the evaluation. The state represented by the density operator can be operationally obtained from the process by inputting a maximally entangled state to each input system. Hence the above measures are interpreted as the the coherent information of the corresponding states obtained from the processes. The latter optimized measure is an entanglement measure in the generalized sense [49] .
We will make use of the following standard results from quantum information theory [50] .
Theorem 1 (Subadditivity). For a density operator
Theorem 2 (Strong subadditivity). For a density operator ρ abc ,
Theorem 3. For a bipartite density operator ρ ab purified by ρ abe ,
Theorem 4 (Data processing inequality for coherent information). For any bipartite state ρ ab and any channel N c b ,
Theorem 5 (Alicki-Fannes-Winter inequality). For density operators ρ ab and σ ab , if
where |a| is the dimension of system a and h 2 (p) := −p log p − (1 − p) log(1 − p) is the binary entropy.
Main results. A and B can have three possible definite causal relations A → B, A − B, and A ← B. There are four possible ways to (quantum coherently or classically) mix these relations: three ways to mix two relations, and one way to mix three relations. Among these, the mixture of A → B with A ← B is not expected to take place through naturally occurring quantum gravitational fluctuations, because it leaves out the intermediate case A − B. In addition, the mixture of A → B with A − B and that of A ← B with A − B are of the same type. Therefore we restrict attention to two cases, the mixture of A → B with A − B and that of all three relations.
The following theorems identify sufficient conditions to reduce coherent information based measures down to zero. By the continuity of the coherent information (Theorem 5), process matrices close to these characterized by the conditions have measures close to zero. The intuition behind the reduction of correlation is that indefinite causal structure induces leakage of correlation into the environment (This is the intuitive meaning of Theorem 4 and 2 used in the proofs.).
For the indefinite causal structure of A − B with A → B, we have the following theorem.
Theorem 6. Let W AB be a process matrix of the form
Suppose there is a |w w|
b2 that purifies W AB as a density operator, so that for a subsystem e 0 of e 1 ,
Then
In example (7) the most significant indefinite causal structure comes with p = 1/2, which has equal probability amplitudes A → B and A − B. By taking e 0 to be e 1 itself, the above conditions are met. In example (10) purified by (8) , the most significant indefinite causal structure for mixing A − B with A → B comes with α 1 = α 3 = 1/ √ 2 and α 2 = 0. The above conditions are met under the relabelling (e 1 = ge 0 e 3 ):
In general, (16) says that there is no A to B signal term [39] , which holds when A → B mixes with A − B. Condition (17) reflects significant indefinite causal structure.
A has equal chance to be causally prior to B (so e 0 is causally disconnected with A) and causally disconnected with B (so e 0 is causally prior to A), such that B and the environment e 0 share correlations with A in the same way.
Proof. The local operations map the original process to a new one, which is a density operator. some arbitrary such local operations conducted by A and B. Then
This is a channel T b ′ b1 in the first bracket applied to a state ω a ′ b1 in the second bracket. By the data-processing inequality (Theorem 4),
The equality uses Theorem 3, and the inequality uses Theorem 4 for which the post-processing channel traces out the complement of e 0 in e 1 e 3 . Now by (17) ,
Therefore
Since M and N are arbitrary, the optimized value I B LO (W AB ) ≤ 0. We also know that the value cannot be negative (with local operations that discard everything and jointly prepare a product of pure states, the value is zero), so it is 0.
Next we consider indefinite causal structure of all three relations. An example of a process matrix satisfying the conditions is (10) with α 1 = α 2 = α 3 = 1/ √ 3 and |Ψ(α) xyz = |Φ + xy (a maximally entangled state). The probability amplitudes of the three causal relations are equal, so the causal structure is significantly indefinite. In general, W AB is symmetric in A and B if indefinite causal structure washes out any asymmetry that comes from an initial definite causal structure. The other condition can be heuristically interpreted as saying that an environmental subsystem e 1 is correlated with b 1 no less strongly than a 1 is correlated with b 2 (S a1b2 ≥ S b1e1 ), while obeying the technical condition S e1 ≥ S b1 .
Proof. Writing a (b) for a 1 a 2 (b 1 b 2 ), we have
The justifications for the non-trivial steps are written in the curly braces. Line (27) holds because W abe is pure. S a2 = S b2 because W is symmetric in A and B. In the second to last lineē is introduced as a complementary system such that e = e 1ē .
Whether the LO-optimization can increase the measure to a some positive number is an open question that deserves further attention. Finally, the mutual information I a:b is related with the coherent information by I a:b := S a + S b − S ab = I a + S b . For each coherent information based measure there is corresponding mutual information based measure (taking into account classical correlation) defined by substituting I a:b for I a . The reduction of the coherent information based measures implies the reduction of the mutual information based measures.
Discussion. In this letter we identified some sufficient conditions for indefinite causal structure to reduce two-party correlations to zero. Since the measures of correlation are continuous, the reduction of correlation by indefinite causal structure is a generic effect. Applied to quantum fluctuations of spacetime causal structure, this effect offers a UV regularization mechanism.
This work can be developed further. Is there a more general condition that characterize correlations with significantly indefinite causal structure than the sufficient conditions we found? Can local operations increase the coherent information in Theorem 7? Is there a theory of field propagators with indefinite causal structure that allows more concrete calculations of field detectors?
