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ON EXPLICIT TAMED MILSTEIN-TYPE SCHEME FOR STOCHASTIC
DIFFERENTIAL EQUATION WITH MARKOVIAN SWITCHING
CHAMAN KUMAR AND TEJINDER KUMAR
Abstract. We propose a new tamed Milstein-type scheme for stochastic differential equation
with Markovian switching when drift coefficient is assumed to grow super-linearly. The strong
rate of convergence is shown to be equal to 1.0 under mild regularity (e.g. once differentiabil-
ity) requirements on drift and diffusion coefficients. Novel techniques are developed to tackle
two-fold difficulties arising due to jumps of the Markov chain and the reduction of regularity
requirements on the coefficients.
AMS subject classifications: Primary 60H35; secondary 65C30
1. Introduction
The stochastic differential equation with Markovian switching (SDEwMS) have found several
important applications in real life situations, see for example, [2, 10, 14, 15, 19, 20] and refer-
ences therein. Often, explicit solutions of such equations are not known and hence it becomes
necessary to find their approximate solutions. After the seminal work of [5], strong convergence
of numerical approximation of stochastic differential equations (SDEs) have gained a great deal
of importance due to its requirement for multi-level Monte Carlo scheme. The strong conver-
gence of easily implementable and computationally efficient Euler-Maruyama (EM) scheme of
SDEwMS is well understood in the literature when drift and diffusion coefficients satisfy global
Lipschitz conditions, see for example [10, 14] and references therein. A new variant of Euler-
type schemes, often known as tamed EM schemes, are recently developed to obtain approximate
solutions of SDEwMS when drift/diffusion coefficient(s) is/are allowed grow super-linearly, see
for example [3, 7, 13]. The rates of convergence of EM and tamed EM schemes for SDEwMS are
known to be equal to 1/2. However, very scant literature is available on higher order numerical
approximations of SDEwMS even for the simple case where both drift and diffision coefficients
satisfy global Lipschitz conditions. The main reason for such a scarse literature on higher order
approximations of SDEwMS is the absence of Itoˆ’s-Taylor expansion for coefficients which de-
pend on Markov chain such as those encountered in SDEwMS. It can be remarked that higher
order approximations of stochastic differential equations (SDEs) are well developed due to the
presence of Itoˆ’s-Taylor expansion, see [6] for detailed discussion. Furthermore, different vari-
ants of tamed Milstein scheme for SDE have been studied by [1, 7, 9, 16] where authors estalish
that the strong convergence of their variant of tamed Milstein schemes for SDE is 1.0 when
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either drift or diffusion or both the coefficients satisfy non-global Lipschitz condition and can
grow super-linearly. Recently, Milstein-type schemes of SDEwMS is investigated in [12] where
authors establish that the rate of strong convergence of their scheme is equal to 1.0 when both
drift and diffusion coefficients satisfy global Lipschitz conditions. In order to show their results,
they derive a new version of Itoˆ’s formula for coefficient which depends on the Markov chain
(such as drift and diffusion coefficients of SDEwMS). Moreover, they assume that both drift
and diffusion coefficients are twice differentiable and satisfy some additional global Lipschitz
conditions. In this article, we propose a tamed Milstein scheme for SDEwMS and investigate
its strong convergence under more relaxed assumptions than those made in [12]. More precisely,
strong rate of convergence of our scheme is shown to be equal to 1.0, under much improved
conditions than those made in [12] such as,
(a) drift coefficient satisfies non-global Lipschitz condition and can grow super-linearly,
(b) both drift and diffusion coefficients are assumed to be only once differentiable,
(c) drift and its first order partial derivatives satisfy polynomial Lipschitz condition, and
(d) diffusion and its first order partial derivatives satisfy global Lipschitz condition.
These relaxed assumptions allow us to cover more SDEwMS than those covered by [12]. More-
over, new techniques are developed to tackle challenges posed - (i) by these relaxed assumptions
as mentioned above, and - (ii) by jumps arising due to Markovian switching. The approach
developed in this paper can be used to study strong convergence of other higher order schemes
and to reduce the regularity requirements on the coefficients of SDEwMS. To the best of our
knowledge, this is the first article which deals with tamed Milstein-type scheme for SDEwMS.
We conclude this section by introducing some notations used throughout in this article. For a
vector b ∈ Rd and a matrix σ ∈ Rd×m, same notation | · | is used for both Euclidean and Hilbert-
schmidt norms, which can be understood from each instance in this article. Also, σ(l) ∈ Rd
stands for l-th column of a matrix σ ∈ Rd×m. For vectors x, y ∈ Rd, xy denotes their inner
product. The matrix transpose is abbreviated by σT for σ ∈ Rd×m . Furthermore, for a function
f : Rd → Rd, Df returns a d × d matrix with ∂f i(·)
∂xj
as its (i, j)-th entry for any i, j = 1, . . . , d.
The indicator function of set A is denoted by I{A}. ⌊a⌋ stands for the integer part of a positive
real number a. Also, a ∧ b = min(a, b) for real positive numbers a and b. Finally, symbol K is
used throughout this article for a generic positive constant K which vary from place to place.
2. Main Result
Suppose that
(
Ω,F , P
)
is a complete probability space. LetW := {Wt; t ≥ 0} = {(W lt )ml=1; t ≥
0} be an Rm-valued standard Wiener process. For a fixed positive integerm0, let α := {αt; t ≥ 0}
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be a continuous-time Markov chain defined on a finite state space S = {1, 2, . . . ,m0} with gen-
erator Q = (qi0j0 ; i0, j0 ∈ S) where,
P (αt+δ = j0|αt = i0) =


qi0j0δ + o(δ), if i0 6= j0,
1 + qi0j0δ + o(δ), if i0 = j0,
qi0j0 ≥ 0, for any i0 6= j0 ∈ S and qi0i0 = −
∑
j0 6=i0
qi0j0 for any i0 ∈ S. Also, assume that
b : Rd × S → Rd and σ : Rd × S → Rd×m are measurable functions. In this article, the
following d-dimensional stochastic differential equation with Markovian switching (SDEwMS) is
considered, for any t ∈ [0, T ], almost surely,
Xt = X0 +
∫ t
0
b(Xs, αs)ds+
m∑
l=1
∫ t
0
σ(l)(Xs, αs)dW
l
s (2.1)
where initial value X0 is an F0-measurable random variable taking values in R
d. Also, X0,
W and α are assumed to be independent. Further, suppose that FW and Fα are smallest
filtrations generated by (X0,W ) and α. Define Ft := F
W
t ∨Fαt for any t ≥ 0.
We now proceed to introduce our Milstein-type scheme for SDEwMS (2.1). For this, let
us partition the interval [0, T ] into sub-intervals each of length h = 1/n for any n ∈ N. Set
tk := k/n, ∆kt := tk+1 − tk and ∆kW := Wtk+1 − Wtk for k = 0, . . . , nT − 1. Further, let
N(tk ,tk+1) be the number of jumps of the chain α and τ
k
1 be the first first jump-time in interval
(tk, tk+1) for any k = 0, . . . , nT − 1. Further, {bn;n ∈ N} is a sequence of functions from Rd to
R
d. Our tamed Milstein-type scheme for SDEwMS at grid point tk+1 is given by,
Xntk+1 = X
n
tk
+ bn(Xntk , αtk )∆kt+
m∑
l=1
σ(l)(Xntk , αtk )∆kW
l
+
m∑
l,l1=1
∫ tk+1
tk
∫ s
tk
Dσ(l)(Xntk , αtk)σ(l1)(Xntk , αtk)dW l1u dW ls
+
m∑
l=1
I{N(tk ,tk+1) = 1}
(
σ(l)(Xntk , αtk+1)− σ(l)(Xntk , αtk)
)(
W ltk+1 −W lτk1
)
(2.2)
almost surely for any k = 0, . . . , nT − 1 where initial value Xn0 is an F0-measurable random
variable in Rd. The motivation for the above scheme (2.2) comes from [8] where a Milstein-type
scheme is derived for SDEwMS when both drift and diffusion coefficients satisfy global Lipschitz
conditions. If the following commutative conditions,
Dσ(l)(x, i0)σ(l1)(x, i0) = Dσ(l1)(x, i0)σ(l)(x, i0) (2.3)
hold for all x ∈ Rd, i0 ∈ S and l, l1 = 1, . . . ,m, then scheme (2.2) becomes,
Xntk+1 = X
n
tk
+ bn(Xntk , αtk)∆kt+
m∑
l=1
σ(l)(Xntk , αtk)∆kW
l
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+
1
2
m∑
l,l1=1
σ(l)(Xntk , αtk)σ
(l1)(Xntk , αtk)(∆kW
l1
t ∆kW
l
t − I{l = l1}∆kt)
+
m∑
l=1
I{N(tk ,tk+1) = 1}
(
σ(l)(Xntk , αtk+1)− σ(l)(Xntk , αtk )
)(
W ltk+1 −W lτk1
)
almost surely for any k = 0, . . . , nT − 1 . The above scheme can be implemented easily on
computer. However, if the commutative condition (2.3) does not hold, then one can refer to
[4] to calculate iterated Brownian integrals appearing in the scheme (2.2). We now proceed
towards the construction of continuous version of the scheme (2.2). For this, we introduce a
martingale associated with Markov chain α by adopting the approach of [12]. For each i0, j0 ∈ S
and i0 6= j0, define,
[Mi0j0 ](t) :=
∑
0≤s≤t
I{αs− = i0}I{αs = j0}, 〈Mi0j0〉(t) :=
∫ t
0
qi0j0I{αs− = i0}ds,
Mi0j0(t) := [Mi0j0 ](t)− 〈Mi0j0〉(t)
almost surely for any t ∈ [0, T ]. The stochastic processes {[Mi0j0 ](t); t ∈ [0, T ]} and {〈Mi0j0〉(t); t ∈
[0, T ]} are respectively optional and predictable quadratic variations. Also, the stochastic pro-
cess {Mi0j0(t); t ∈ [0, T ]} is a purely discontinuous process and is a square integrable martingale
with respect to filtration {Fαt ; t ∈ [0, T ]} with Mi0j0(0) = 0 almost surely. For the convenience
of notation, set Mi0i0(t) = 0 for any i0 ∈ S and t ∈ [0, T ]. Further, κ(n, t) := ⌊nt⌋/n for any
n ∈ N. The continuous version of scheme (2.2) is given by
Xnt = X
n
0 +
∫ t
0
bn(Xnκ(n,s), ακ(n,s))ds +
m∑
l=1
∫ t
0
σ˜(l)(s,Xnκ(n,s), ακ(n,s))dW
l
s (2.4)
almost surely for any t ∈ [0, T ] and n ∈ N. In the above, σ˜(l) ∈ Rd is l-th column of d×d matrix
σ˜ and is given by,
σ˜(s,Xnκ(n,s), ακ(n,s)) := σ(X
n
κ(n,s), ακ(n,s)) + σ1(s,X
n
κ(n,s), ακ(n,s)) + σ2(s,X
n
κ(n,s), ακ(n,s))
where σ1 and σ2 in the above expression are d× d matrix with l-th column as,
σ
(l)
1 (s,X
n
κ(n,s), ακ(n,s)) :=
m∑
l1=1
∫ s
κ(n,s)
Dσ(l)(Xnκ(n,r), ακ(n,r))σ(l1)(Xnκ(n,r), ακ(n,r))dW l1r ,
σ
(l)
2 (s,X
n
κ(n,s), ακ(n,s)) :=
∑
i0 6=j0
∫ s
κ(n,s)
I{N(κ(n,s),s) = 1}(σ(l)(Xnκ(n,r), j0)− σ(l)(Xnκ(n,r), i0))d[Mi0j0 ](r),
almost surely for any s ∈ [0, T ], l = 1, . . . ,m and n ∈ N. Notice that the continuous version
of the Milstein-type scheme (2.4) coincides with the discrete version of the scheme (2.2) at the
points of discretization t0, t1, . . . , tnT .
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Let p ≥ 2, ρ, ρ1 ≥ 0 be fixed constants. We make the following assumptions.
Assumption H-1. There exists a constant L > 0 such that E|X0|p <∞.
Assumption H-2. There exists a constant L > 0 such that, for every i0 ∈ S,
(x− y)(b(x, i0)− b(y, i0)) ∨ |σ(x, i0)− σ(y, i0)|2 ≤ L|x− y|2
for any x, y ∈ Rd.
Assumption H-3. There exists a constant L > 0 such that, for every i0 ∈ S,
|Db(x, i0)−Db(y, i0)| ≤ L(1 + |x|+ |y|)ρ−1|x− y|
|Dσ(l)(x, i0)−Dσ(l)(y, i0)| ≤ L|x− y|, l = 1, . . . ,m
for any x, y ∈ Rd.
Assumption H-4. There exists a constant L > 0 such that E|Xn0 |p < ∞ and E|X0 −Xn0 |2 ≤
Ln−2, for every n ∈ N.
Assumption H-5. There exists a constant L > 0 such that
xbn(x, i0) ≤ L(1 + |x|)2, |bn(x, i0)| ≤ Lmin{n
1
2 (1 + |x|), (1 + |x|)ρ1+1}
for any x ∈ Rd, n ∈ N and i0 ∈ S.
Assumption H-6. There exists a constant L > 0 such that
|b(x, i0)− bn(x, i0)| ≤ Ln−1(1 + |x|)ρ1+1
for any x ∈ Rd, n ∈ N and i0 ∈ S.
Remark 2.1. Due to Assumptions H-2 and H-3, for every i0 ∈ S, there exists a constant L > 0
such that,
xb(x, i0) ≤ L(1 + |x|)2, |b(x, i0)| ≤ L(1 + |x|)ρ+1, |σ(x, i0)| ≤ L(1 + |x|)
|Db(x, i0)| ≤ L(1 + |x|)ρ, |Dσ(l)(x, i0)| ≤ L, l = 1, . . . ,m
|b(x, i0)− b(y, i0)| ≤L(1 + |x|+ |y|)ρ|x− y|,
for any x, y ∈ Rd.
The following theorem states the main result of this article.
Theorem 2.1. Let Assumptions H-1 to H-6 be satisfied. Then, the Milstein-type scheme defined
in equation (2.4) converges in L2-sense to the true solution of SDEwMS (2.1) with a rate of
convergence equal to 1. In other words, there exists a constant K > 0 (independent of n) such
that the following holds,
sup
t∈[0,T ]
E|Xt −Xnt |2 ≤ Kn−2
for any n ∈ N, where 0 < h = (1/n) < 1/(2q) with q = max{−qi0i0 ; i0 ∈ S}.
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A simple example of tamed Milstein scheme for SDEwMS can be obtained by taking
bn(x, i0) =
b(x, i0)
1 + n−1|x|2ρ
for any n ∈ N, x ∈ Rd and i0 ∈ S. Clearly, Assumption H-5 and H-6 are satisfied with ρ1 = 3ρ.
Remark 2.2. The technique developed in this paper can be extended to the case when both drift
and diffusion coefficients can grow super-linearly. Moreover, higher order schemes can be also
be investigated on the line similar to the one developed in this paper. The main approach would
be to look for an Itoˆ’s-Taylor expansion (similar to one given in [6]) for drift and diffusion
coefficients which depend on the Markov chain α as in the case of SDEwMS. The strong rate of
convergence can then be shown to be equal to any desired order by appropriately adding terms
from this expansion and accordingly tame the terms of such expansion. Notice that Milstein-type
scheme (2.4) for SDEwMS consists of an additional term in form of σ2 when compared with
the corresponding Milstein-type schemes for SDE [6, 7, 9]. One would expect similar additional
terms in higher order schemes of SDEwMS. Further, one can reduce regularity requirements on
the coefficients by adapting the approach developed in this article while proving strong convergence
of higher order schemes.
3. Moment Bound.
This section is devoted to proving the moment bounds of SDEwMS (2.1) and its scheme (2.4).
The proof of the moment bounds of SDEwMS (2.1), which is stated in the following lemma, can
be found in [10], see for example Theorems [3.3.16, 3.3.23, 3.3.24] in this reference.
Lemma 3.1. Let Assumptions H-1 and H-2 be satisfied. Then,
E
(
sup
t∈[0,T ]
|Xt|p
∣∣∣FαT
)
≤ K
almost surely, where K > 0 is a constant.
For proving moment bounds of the scheme (2.4), one requires to establish following lemmas.
Lemma 3.2. Let Assumptions H-2 to H-4 be satisfied. Then,
E
(
|σ1(t,Xnκ(n,t), ακ(n,t))|p
∣∣FαT
)
≤ Kn− p2E((1 + |Xnκ(n,t)|2) p2 ∣∣FαT ),
E
(
|σ2(t,Xnκ(n,t), ακ(n,t))|p
∣∣FαT
)
≤ KI{N(κ(n,t),t) = 1}E
(
(1 + |Xnκ(n,t)|2)
p
2
∣∣FαT )
≤ KE((1 + |Xnκ(n,t)|2) p2 ∣∣FαT )
almost surely for any t ∈ [0, T ] and n ∈ N, where K > 0 does not depend on n.
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Proof. By the application of martingale inequality and Remark 2.1, one obtains,
E
(
|σ(l)1 (t,Xnκ(n,t), ακ(n,t))|p
∣∣FαT
)
= E
(∣∣∣
m∑
l1=1
∫ t
κ(n,t)
Dσ(l)(Xnκ(n,s), ακ(n,s))
× σ(l1)(Xnκ(n,s), ακ(n,s))dW l1s
∣∣∣p∣∣FαT
)
≤Kn− p−22
m∑
l1=1
∫ t
κ(n,t)
E
(
|Dσ(l)(Xnκ(n,s), ακ(n,s))σ(l1)(Xnκ(n,s), ακ(n,s))|p
∣∣FαT
)
ds
≤Kn− p2E((1 + |Xnκ(n,t)|2) p2 ∣∣FαT )
almost surely for any t ∈ [0, T ], l = 1, . . . ,m and n ∈ N. Furthermore, Remark 2.1 gives,
E
(
|σ2(t,Xnκ(n,t), ακ(n,t))|p
∣∣FαT
)
= E
(∣∣ ∑
i0 6=j0
∫ t
κ(n,t)
I{N(κ(n,t),t) = 1}(σ(Xnκ(n,s), j0)
− σ(Xnκ(n,s), i0))d[Mi0j0 ](s)
∣∣p∣∣FαT
)
≤ E
(∣∣∣ ∑
i0 6=j0
∫ t
κ(n,t)
I{N(κ(n,t),t) = 1}(1 + |Xnκ(n,s)|)d[Mi0j0 ](s)
∣∣∣p
∣∣∣∣FαT
)
≤ E
(∣∣∣ ∑
i0 6=j0
I{N(κ(n,t),t) = 1}(1 + |Xnκ(n,t)|)([Mi0j0 ](t)− [Mi0j0 ](κ(n, t)))
∣∣∣p
∣∣∣∣FαT
)
≤ E
(∣∣∣I{N(κ(n,t),t) = 1}N(κ(n,t),t)(1 + |Xnκ(n,t)|)
∣∣∣p
∣∣∣∣FαT
)
≤ E((1 + |Xnκ(n,t)|2) p2 ∣∣FαT )
almost surely for any t ∈ [0, T ] and n ∈ N. This completes the proof. 
By using Remark 2.1 and Lemma 3.2, following corollary can be made.
Corollary 3.1. Let Assumptions H-2 to H-4 be satisfied. Then,
E
(|σ˜(t,Xnκ(n,t), ακ(n,t))|p∣∣FαT ) ≤ KE((1 + |Xnκ(n,t)|2) p2 ∣∣FαT )
almost surely for any t ∈ [0, T ] and n ∈ N.
Now, we proceed to establish moment bound of our Milstein-type scheme (2.4).
Lemma 3.3. Let Assumptions H-2 to H-5 be satisfied. Then, for any p ≥ 2 and n ∈ N,
E
(
sup
0≤t≤T
|Xnt |p
∣∣FαT ) ≤ K
almost surely, where constant K > 0 does not depend on n.
Proof. By Itoˆ’s formula,
(1 + |Xnt |2)
p
2 =(1 + |Xn0 |2)
p
2 + p
∫ t
0
(1 + |Xns |2)
p−2
2 Xns b
n(Xnκ(n,s), ακ(n,s))ds
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+ p
∫ t
0
(1 + |Xns |2)
p−2
2 Xns σ˜(s,X
n
κ(n,s), ακ(n,s))dWs
+
p
2
∫ t
0
(1 + |Xns |2)
p−2
2 |σ˜(s,Xnκ(n,s), ακ(n,s))|2ds
+
p(p− 2)
2
∫ t
0
(1 + |Xns |2)
p−4
2 |σ˜T (s,Xnκ(n,s), ακ(n,s))Xns |2ds (3.1)
almost surely for any t ∈ [0, T ] and n ∈ N. By using Assumption H-5,
p
∫ t
0
(1 + |Xns |2)
p−2
2 Xns b
n(Xnκ(n,s), ακ(n,s))ds
=p
∫ t
0
(1 + |Xns |2)
p−2
2 (Xns −Xnκ(n,s))bn(Xnκ(n,s), ακ(n,s))ds
+ p
∫ t
0
(1 + |Xns |2)
p−2
2 Xnκ(n,s)b
n(Xnκ(n,s), ακ(n,s))ds
≤p
∫ t
0
(1 + |Xns |2)
p−2
2
∫ s
κ(n,s)
|bn(Xnκ(n,r), ακ(n,r))|2drds
+ p
∫ t
0
(1 + |Xns |2)
p−2
2
∫ s
κ(n,s)
σ˜(r,Xnκ(n,r), ακ(n,r))dWrb
n(Xnκ(n,s), ακ(n,s))ds
+K
∫ t
0
(1 + |Xns |2)
p−2
2 (1 + |Xnκ(n,s)|)2ds
which on substituting in equation (3.1) gives,
E
(
sup
0≤t≤u
(1 + |Xnt |2)
p
2
∣∣FαT
)
≤ E(1 + |Xn0 |2)
p
2 +K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣FαT
)
ds
+KE
( ∫ u
0
(1 + |Xns |2)
p−2
2
∫ s
κ(n,s)
|bn(Xnκ(n,r), ακ(n,r))|2drds
∣∣FαT
)
+KE
( ∫ u
0
(1 + |Xns |2)
p−2
2
∣∣∣
∫ s
κ(n,s)
σ˜(r,Xnκ(n,r), ακ(n,r))dWr
∣∣∣|bn(Xnκ(n,s), ακ(n,s))|ds∣∣FαT
)
+ pE
(
sup
0≤t≤u
∣∣ ∫ t
0
(1 + |Xns |2)
p−2
2 Xns σ˜(s,X
n
κ(n,s), ακ(n,s))dWs
∣∣∣∣∣FαT
)
+KE
( ∫ u
0
(1 + |Xns |2)
p−2
2 |σ˜(s,Xnκ(n,s), ακ(n,s))|2ds
∣∣FαT
)
=:E(1 + |Xn0 |2)
p
2 +K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣FαT
)
ds+G1 +G2 +G3 +G4 (3.2)
almost surely for any u ∈ [0, T ] and n ∈ N. By Assumption H-5,
G1 := KE
(∫ u
0
(1 + |Xns |2)
p−2
2
∫ s
κ(n,s)
|bn(Xnκ(n,r), ακ(n,r))|2drds
∣∣FαT
)
≤ K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣FαT
)
ds (3.3)
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almost surely for any u ∈ [0, T ] and n ∈ N. Due to Young’s inequality, martingale inequality,
Assumption H-5 and Corollary 3.1, one obtains,
G2 :=KE
(∫ u
0
(1 + |Xns |2)
p−2
2
∣∣∣
∫ s
κ(n,s)
σ˜(r,Xnκ(n,r), ακ(n,r))dWr
∣∣∣|bn(Xnκ(n,s), ακ(n,s))|ds∣∣FαT
)
≤K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣FαT
)
ds
+K
∫ u
0
E
(∣∣∣n 12
∫ s
κ(n,s)
σ˜(r,Xnκ(n,r), ακ(n,r))dWr
∣∣∣
p
2 |n− 12 bn(Xnκ(n,s), ακ(n,s))|
p
2
∣∣FαT
)
ds
≤K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣FαT
)
ds+K
∫ u
0
E
(
n−
p
2 |bn(Xnκ(n,s), ακ(n,s))|p
∣∣FαT
)
ds
+K
∫ u
0
E
(∣∣∣n 12
∫ s
κ(n,s)
σ˜(r,Xnκ(n,r), ακ(n,r))dWr
∣∣∣p∣∣FαT
)
ds
≤K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣FαT
)
ds+K
∫ u
0
n
∫ s
κ(n,s)
E
(
|σ˜(r,Xnκ(n,r), ακ(n,r))|p
∣∣FαT
)
drds
≤K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣FαT
)
ds (3.4)
almost surely for any u ∈ [0, T ] and n ∈ N. The application of Burkholder-Davis-Gundy
inequality, Young’s inequality, Ho¨lder’s inequality and Corollary 3.1 implies,
G3 :=pE
(
sup
0≤t≤u
∣∣ ∫ t
0
(1 + |Xns |2)
p−2
2 Xns σ˜(s,X
n
κ(n,s), ακ(n,s))dWs
∣∣∣∣∣FαT
)
≤4p
√
2E
((∫ u
0
(1 + |Xns |2)p−1|σ˜(s,Xnκ(n,s), ακ(n,s))|2ds
) 1
2
∣∣∣FαT
)
≤4p
√
2E
((
sup
0≤t≤u
(1 + |Xnt |2)p−1
∫ u
0
|σ˜(s,Xnκ(n,s), ακ(n,s))|2ds
) 1
2
∣∣∣FαT
)
≤1
2
E
(
sup
0≤t≤u
(1 + |Xnt |2)
p
2
∣∣∣FαT
)
+KE
(( ∫ u
0
|σ˜(s,Xnκ(n,s), ακ(n,s))|2ds
) p
2
∣∣∣FαT
)
≤1
2
E
(
sup
0≤t≤u
(1 + |Xnt |2)
p
2
∣∣∣FαT
)
+KE
(∫ u
0
|σ˜(s,Xnκ(n,s), ακ(n,s))|pds
∣∣∣FαT
)
≤1
2
E
(
sup
0≤t≤u
(1 + |Xnt |2)
p
2
∣∣∣FαT
)
+K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣∣FαT
)
ds (3.5)
almost surely for any u ∈ [0, T ] and n ∈ N. Moreover, due to Young’s inequality and Corollary
3.1, one obtains
G4 :=KE
(∫ u
0
(1 + |Xns |2)
p−2
2 |σ˜(s,Xnκ(n,s), ακ(n,s))|2ds
∣∣FαT
)
≤K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣FαT
)
ds +K
∫ u
0
E
(
|σ˜(s,Xnκ(n,s), ακ(n,s))|p
∣∣FαT
)
ds
≤K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣FαT
)
ds (3.6)
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almost surely for any u ∈ [0, T ] and n ∈ N. On substituting estimates from (3.3) to (3.6) in
(3.2), one obtains,
E
(
sup
0≤t≤u
(1 + |Xnt |2)
p
2
∣∣FαT
)
≤1
2
E
(
sup
0≤t≤u
(1 + |Xnt |2)
p
2
∣∣FαT
)
+ E(1 + |Xn0 |2)
p
2
+K
∫ u
0
E
(
sup
0≤r≤s
(1 + |Xnr |2)
p
2
∣∣FαT
)
ds
almost surely for any u ∈ [0, T ] and n ∈ N. One finishes the proof by using Gronwall’s lemma. 
4. Proof of Main Result.
The proof of main result i.e. Theorem 2.1 requires some useful lemmas which are proved below.
Lemma 4.1. Let Assumptions H-2 to H-5 hold. Then,
E
(
|σ1(t,Xnκ(n,t), ακ(n,t))|2
∣∣FαT
)
≤Kn−1
E
(
|σ2(t,Xnκ(n,t), ακ(n,t))|2
∣∣FαT
)
≤ KI{N(κ(n,t),t) = 1} ≤ K
almost surely for any t ∈ [0, T ] and n ∈ N where constant K > 0 does not depend on n.
Proof. The proof of this lemma follows from similar arguments as used in Lemma 3.2 along with
the application of Lemma 3.3. 
The following lemma is very useful in establishing the main result of this article. It can be
regarded as a substitute for Lemma 2.2 of [12] which is a kind of Itoˆ’s formula for the function
g (see below). Later, in the poof of main result, g is taken to be b and σ. Hence, it plays an
important role in reducing the regularity requirements on the coefficients as Itoˆ’s formula (i.e.
Lemma 2.2 of [12]) requires second order derivatives of g.
Lemma 4.2. Let N(r,t) be the number of jumps of the Markov chain α in the interval (r, t) for
any 0 ≤ r < t ≤ T . Also, suppose that τ1 < τ2 < . . . < τN(r,t) are time of jumps of α in the
interval (r, t), where t may or may not be the jump time. Let τ0 = r and τN(r,t)+1 = t. Also, let
g(·, i0) : Rd → Rd be a measurable function for every i0 ∈ S. Then, almost surely,
g(Xt, αt)− g(Xr, αr) =
∑
i0 6=j0
∫ t
r
(g(Xu, j0)− g(Xu, i0))dMi0j0(u)
+
∑
j0∈S
∫ t
r
qαu−j0
(
g(Xu, j0)− g(Xu, αu−)
)
du+
N(r,t)∑
k=0
(
g(Xτk+1 , ατk)− g(Xτk , ατk )
)
for any 0 ≤ r < t ≤ T .
Proof. Notice that one can clearly write the following expression, almost surely,
g(Xt, αt)− g(Xr, αr) = g(XτN(r,t)+1 , ατN(r,t)+1) − g(Xτ0 , ατ0) =
N(r,t)∑
k=0
(
g(Xτk+1 , ατk+1)− g(Xτk , ατk )
)
TAMED MILSTEIN SCHEME FOR SDEWMS 11
=
N(r,t)∑
k=0
(
g(Xτk+1 , ατk+1)− g(Xτk+1 , ατk)
)
+
N(r,t)∑
k=0
(
g(Xτk+1 , ατk)− g(Xτk , ατk)
)
(4.1)
for any 0 ≤ r < t ≤ T . Moreover, the first term on the right hand side of the above equation
can be written as,
∑
i0 6=j0
∫ t
r
(
g(Xu, j0)− g(Xu, i0)
)
dMi0j0(u) =
∑
i0 6=j0
∫ t
r
(
g(Xu, j0)− g(Xu, i0)
)
d[Mi0j0 ](u)
−
∑
i0 6=j0
∫ t
r
(
g(Xu, j0)− g(Xu, i0)
)
d〈Mi0j0〉(u)
=
N(r,t)∑
k=0
(
g(Xτk+1 , ατk+1)− g(Xτk+1 , ατk)
)− ∑
i0 6=j0
∫ t
r
qi0j0I{αu− = i0}
(
g(Xu, j0)− g(Xu, i0)
)
du
=
N(r,t)∑
k=0
(
g(Xτk+1 , ατk+1) − g(Xτk+1 , ατk)
) − ∑
j0∈S
∫ t
r
qαu−j0
(
g(Xu, j0)− g(Xu, αu−)
)
du (4.2)
almost surely for 0 ≤ r < t ≤ T . The proof is completed by substituting (4.2) in (4.1). 
In addition to the above Lemma 4.2, one also requires the following lemma to reduce the
regularity requirements on the coefficients as its proof only depends once differentiability of f .
Later, in the proof of main result, f is taken to b and σ.
Lemma 4.3. Let f(·, i0) : Rd → Rd be a continuously differentiable function and satisfies, for
every i0 ∈ S,
|Df(x, i0)−Df(x˜, i0)| ≤ K(1 + |x|+ |x˜|)γ |x− x˜| (4.3)
for any x, x˜ ∈ Rd and for a fixed γ ∈ R. Then, for every i0 ∈ S,
|f(x, i0)− f(x˜, i0)−Df(x˜, i0)(x− x˜)| ≤ K(1 + |x|+ |x˜|)γ |x− x˜|2
for any x, x˜ ∈ Rd. In the above, K > 0 is constant.
Proof. For every i0 ∈ S, due to mean value theorem,
f(x, i0)− f(x˜, i0) = Df(qx+ (1− q)x˜, i0)(x− x˜)
for some q ∈ (0, 1) which on using hypothesis (4.3) further implies,
|f(x, i0)− f(x˜, i0)−Df(x˜, i0)(x− x˜)|
=
∣∣∣Df(qx+ (1− q)x˜, i0)(x− x˜)−Df(x˜, i0)(x− x˜)
∣∣∣
≤K(1 + |qx+ (1− q)x˜|+ |x˜|)γ |x− x˜|2 ≤ K(1 + |x|+ |x˜|)γ |x− x˜|2
for any x, x˜ ∈ Rd. This completes the proof. 
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The proof of parts (a) and (b) of the following lemma can be found in [12]. For the complete-
ness, their proofs are given below along with that of part (c).
Lemma 4.4. Let N(κ(n,t),t) be the number of jumps of the Markov chain α in the interval
(κ(n, t), t) for any t ∈ [0, T ]. Set q := max{−qi0i0 ; i0 ∈ S}. Then,
(a). P (N(κ(n,t),t) ≥ N) ≤ qNhN whenever N ≥ 1,
(b). EN(κ(n,t),t) ≤ Kh whenever h < 1/(2q), where constant K > 0 is independent of h, and
(c). EN2(κ(n,t),t) ≤ 6.
Proof. Let us denote by τ1, . . . , τN(κ(n,t),t) the jump-times of the Markov chain α in (κ(n, t), t).
Set τ0 = κ(n, t) and τN(κ(n,t),t)+1 = t. Obviously, on the set {N(κ(n,t),t) ≥ 1}, time between
successive jumps i.e. τ1− τ0, τ2− τ1, τ3− τ2, . . ., τN(κ(n,t),t)−1− τN(κ(n,t),t) , τN(κ(n,t),t)+1− τN(κ(n,t),t)
are conditionally independent random variables. Also, if N(κ(n,t),t) ≥ 1 and the Markov chain
jumps from state ir−1 to ir at time τr, then τr+1 − τr follows exponential distribution with
parameter −qirir for r = 1, . . . , N(κ(n,t),t). Therefore, strong Markov property of α implies that,
for any N ≥ 1 and for any t ∈ [0, T ]
P (N(κ(n,t),t) ≥ N) ≤ P
(N−1∑
r=0
(τr+1 − τr) < h
)
≤
N−1∏
r=0
P (τr+1 − τr < h)
≤
N−1∏
r=0
(1− eqirirh) ≤
N−1∏
r=0
(−qirirh) ≤ qNhN .
This proves part (a). As a consequence of part (a), for any t ∈ [0, T ],
EN(κ(n,t),t) =
∞∑
N=1
P (N(κ(n,t),t) ≥ N) ≤
∞∑
N=1
qNhN ≤ qh
∞∑
N=0
(1/2)N ≤ Kh.
This shows pat (b). Moreover, for any t ∈ [0, T ],
EN2(κ(n,t),t) =
∞∑
N=1
N2P (N(κ(n,t),t) = N) ≤
∞∑
N=1
N2P (N(κ(n,t),t) ≥ N) ≤
∞∑
N=1
N2qNhN
≤
∞∑
N=1
N2(1/2)N = 6.
This proves part (c). 
The following lemma holds for any p0 ≥ 2 and later it will be used for p0 = 2, 4, 8.
Lemma 4.5. Let Assumptions H-2 to H-5 be satisfied. Then, for any FαT -measurable positive
random variables τ1 and τ2 satisfying τ1 < τ2 almost surely, the following holds,
E
(
sup
0≤t≤T
|Xnt∧τ2 −Xnt∧τ1 |p0
∣∣∣FαT
)
≤ K(τ2 − τ1)
p0
2 +K(τ2 − τ1)p0
almost surely for any n ∈ N.
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Proof. The application of Ho¨lder’s inequality, Burkholder-Davis-Gundy inequality, Assumption
H-5, Corollary 3.1 and Lemma 3.3 implies,
E
(
sup
0≤t≤T
|Xnt∧τ2 −Xnt∧τ1 |p0
∣∣∣FαT
)
≤ KE
(
sup
0≤t≤T
∣∣∣
∫ t∧τ2
t∧τ1
bn(Xnκ(n,s), ακ(n,s))ds
∣∣∣p0∣∣∣FαT
)
+KE
(
sup
0≤t≤T
∣∣∣
∫ t∧τ2
t∧τ1
σ˜(s,Xnκ(n,s), ακ(n,s))dWs
∣∣∣p0∣∣∣FαT
)
≤K(τ2 − τ1)p0−1
∫ τ2
τ1
E
(
|bn(Xnκ(n,s),ακ(n,s))|
p0
∣∣∣FαT
)
ds
+K(τ2 − τ1)
p0
2
−1
∫ τ2
τ1
E
(
|σ˜(s,Xnκ(n,s), ακ(n,s))|p0
∣∣∣FαT
)
ds
≤K(τ2 − τ1)
p0
2 +K(τ2 − τ1)p0
almost surely for any n ∈ N. 
Lemma 4.6. Let Assumptions H-2 to H-5 be satisfied. Then,
sup
0≤t≤T
E
∣∣σ(Xnt , αt)− σ˜(t,Xnκ(n,t), ακ(n,t))∣∣2 ≤ Kn−2
for any n ∈ N, where 0 < h = (1/n) < 1/(2q) with q = max{−qi0i0 ; i0 ∈ S}.
Proof. Due to Lemma 4.2 along with Mi0j0(t) = [Mi0j0 ](t) − 〈Mi0j0〉(t), for any i0, j0 ∈ S and
t ∈ [0, T ], one obtains
σ(l)(Xnt , αt)− σ(l)(Xnκ(n,t), ακ(n,t)) =
∑
i0 6=j0
∫ t
κ(n,t)
(
σ(l)(Xnu , j0)− σ(l)(Xnu , i0)
)
dMi0j0(u)
+
∑
j0∈S
∫ t
κ(n,t)
qαu−j0
(
σ(l)(Xnu , j0)− σ(l)(Xnu , αu−)
)
du
+
N(κ(n,t),t)∑
k=0
(
σ(l)(Xnτk+1 , ατk)− σ(l)(Xnτk , ατk )
)
=
∑
i0 6=j0
∫ t
κ(n,t)
(
σ(l)(Xnu , j0)− σ(l)(Xnu , i0)
)
d[Mi0j0 ](u)
+
∑
i0 6=j0
∫ t
κ(n,t)
(
σ(l)(Xnu , i0)− σ(l)(Xnu , j0)
)
d〈Mi0j0〉(u)
+
∑
j0∈S
∫ t
κ(n,t)
qαu−j0
(
σ(l)(Xnu , j0)− σ(l)(Xnu , αu−)
)
du
+
N(κ(n,t),t)∑
k=0
(
σ(l)(Xnτk+1 , ατk)− σ(l)(Xnτk , ατk )−Dσ(l)(Xnτk , ατk)(Xnτk+1 −Xnτk)
)
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+
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
Dσ(l)(Xnτk , ατk)bn(Xnκ(n,u), ακ(n,u))du
+
m∑
l1=1
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
Dσ(l)(Xnτk , ατk )σ˜(l1)(u,Xnκ(n,u), ακ(n,u))dW l1u
=I{N(κ(n,t),t) = 1}
∑
i0 6=j0
∫ t
κ(n,t)
((
σ(l)(Xnu , j0)− σ(l)(Xnu , i0)
)
− (σ(l)(Xnκ(n,u), j0)− σ(l)(Xnκ(n,u), i0))
)
d[Mi0j0 ](u)
+ I{N(κ(n,t),t) = 1}
∑
i0 6=j0
∫ t
κ(n,t)
(
σ(l)(Xnκ(n,u), j0)− σ(l)(Xnκ(n,u), i0)
)
d[Mi0j0 ](u)
+ I{N(κ(n,t),t) ≥ 2}
∑
i0 6=j0
∫ t
κ(n,t)
(
σ(l)(Xnu , j0)− σ(l)(Xnu , i0)
)
d[Mi0j0 ](u)
+
∑
i0 6=j0
∫ t
κ(n,t)
(
σ(l)(Xnu , i0)− σ(l)(Xnu , j0)
)
d〈Mi0j0〉(u)
+
∑
j0∈S
∫ t
κ(n,t)
qαu−j0
(
σ(l)(Xnu , j0)− σ(l)(Xnu , αu−)
)
du
+
N(κ(n,t),t)∑
k=0
(
σ(l)(Xnτk+1 , ατk)− σ(l)(Xnτk , ατk)−Dσ(l)(Xnτk , ατk)(Xnτk+1 −Xnτk)
)
+
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
Dσ(l)(Xnτk , ατk)bn(Xnκ(n,u), ακ(n,u))du
+
m∑
l1=1
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
(
Dσ(l)(Xnτk , ατk)−Dσ(l)(Xnκ(n,u), ακ(n,u))
)
σ(l1)(Xnκ(n,u), ακ(n,u))dW
l1
u
+
m∑
l1=1
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
Dσ(l)(Xnκ(n,u), ακ(n,u))σ(l1)(Xnκ(n,u), ακ(n,u))dW l1u
+
m∑
l1=1
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
Dσ(l)(Xnτk , ατk)
(
σ
(l1)
1 (X
n
κ(n,u), ακ(n,u)) + σ
(l1)
2 (X
n
κ(n,u), ακ(n,u))
)
dW l1u
almost surely for any l = 1, . . . ,m and n ∈ N. Notice that second and ninth terms on the
right side of preceding equation are σ
(l)
2 (t,X
n
κ(n,t), ακ(n,t)) and σ
(l)
1 (t,X
n
κ(n,t), ακ(n,t)) respectively.
Therefore, preceding equation can be written as,
E
∣∣σ(l)(Xnt , αt)− σ˜(l)(t,Xnκ(n,t), ακ(n,t))∣∣2
≤ KE
∣∣∣I{N(κ(n,t),t) = 1} ∑
i0 6=j0
∫ t
κ(n,t)
((
σ(l)(Xnu , j0)− σ(l)(Xnu , i0)
)
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− (σ(l)(Xnκ(n,u), j0)− σ(l)(Xnκ(n,u), i0))
)
d[Mi0j0 ](u)
∣∣∣2
+KE
∣∣∣I{N(κ(n,t),t) ≥ 2} ∑
i0 6=j0
∫ t
κ(n,t)
(
σ(l)(Xnu , j0)− σ(l)(Xnu , i0)
)
d[Mi0j0 ](u)
∣∣∣2
+KE
∣∣∣ ∑
i0 6=j0
∫ t
κ(n,t)
(
σ(l)(Xnu , i0)− σ(l)(Xnu , j0)
)
d〈Mi0j0〉(u)
∣∣∣2
+KE
∣∣∣ ∑
j0∈S
∫ t
κ(n,t)
qαu−j0
(
σ(l)(Xnu , j0)− σ(l)(Xnu , αu−)
)
du
∣∣∣2
+KE
∣∣∣
N(κ(n,t),t)∑
k=0
(
σ(l)(Xnτk+1 , ατk)− σ(l)(Xnτk , ατk)−Dσ(l)(Xnτk , ατk)(Xnτk+1 −Xnτk)
)∣∣∣2
+KE
∣∣∣
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
Dσ(l)(Xnτk , ατk)bn(Xnκ(n,u), ακ(n,u))du
∣∣∣2
+KE
∣∣∣
m∑
l1=1
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
(
Dσ(l)(Xnτk , ατk)−Dσ(l)(Xnκ(n,u), ακ(n,u))
)
× σ(l1)(Xnκ(n,u), ακ(n,u))dW l1u
∣∣∣2
+KE
∣∣∣
m∑
l1=1
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
Dσ(l)(Xnτk , ατk)
(
σ
(l1)
1 (X
n
κ(n,u), ακ(n,u)) + σ
(l1)
2 (X
n
κ(n,u), ακ(n,u))
)
dW l1u
∣∣∣2
=: T1 + T2 + T3 + T4 + T5 + T6 + T7 + T8 (4.4)
for any l = 1, . . . ,m, t ∈ [0, T ] and n ∈ N. Recall the definition of [Mi0j0 ] and use Assumption
H-2 along with Lemmas [4.4, 4.5], to obtain the following,
T1 :=KE
∣∣∣I{N(κ(n,t),t) = 1} ∑
i0 6=j0
∫ t
κ(n,t)
((
σ(l)(Xnu , j0)− σ(l)(Xnu , i0)
)
− (σ(l)(Xnκ(n,u), j0)− σ(l)(Xnκ(n,u), i0))
)
d[Mi0j0 ](u)
∣∣∣2
≤KE
(
I{N(κ(n,t),t) = 1}E
{( ∑
i0 6=j0
∫ t
κ(n,t)
∣∣(σ(l)(Xnu , j0)− σ(l)(Xnu , i0))
− (σ(l)(Xnκ(n,u), j0)− σ(l)(Xnκ(n,u), i0))∣∣d[Mi0j0 ](u)
)2∣∣∣FαT
})
≤KE
(
I{N(κ(n,t),t) = 1}E
{( ∑
i0 6=j0
∫ t
κ(n,t)
|Xnu −Xnκ(n,u)|d[Mi0j0 ](u)
)2∣∣∣FαT
})
≤KE
(
I{N(κ(n,t),t) = 1}N2(κ(n,t),t)E
{
sup
0≤u≤t
|Xnu −Xnκ(n,u)|2
∣∣∣FαT
})
≤Kn−1E(I{N(κ(n,t),t) = 1}) ≤ Kn−1P (N(κ(n,t),t) ≥ 1) ≤ Kn−2 (4.5)
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for any l = 1, . . . ,m, t ∈ [0, T ] and n ∈ N. Again recall the definition of [Mi0j0 ] and use Remark
2.1 along with Lemmas [3.3, 4.4], T2 can be estimated as,
T2 :=KE
∣∣∣I{N(κ(n,t),t) ≥ 2} ∑
i0 6=j0
∫ t
κ(n,t)
(
σ(l)(Xnu , j0)− σ(l)(Xnu , i0)
)
d[Mi0j0 ](u)
∣∣∣2
≤KE
(
I{N(κ(n,t),t) ≥ 2}E
{( ∑
i0 6=j0
∫ t
κ(n,t)
∣∣σ(l)(Xnu , j0)− σ(l)(Xnu , i0)∣∣d[Mi0j0 ](u)
)2∣∣∣FαT
})
≤KE
(
I{N(κ(n,t),t) ≥ 2}
( ∑
i0 6=j0
([Mi0j0 ](t)− [Mi0j0 ](κ(n, t)))
)2
E
{
(1 + sup
0≤u≤T
|Xnu |2)
∣∣∣FαT
})
≤KE
(
I{N(κ(n,t),t) ≥ 2}N2(κ(n,t),t)
)
= K
∞∑
N=2
N2P (N(κ(n,t),t) = N)
≤K
∞∑
N=2
N2P (N(κ(n,t),t) ≥ N) ≤ K
∞∑
N=2
N2(qh)N = Kq2h2
∞∑
N=0
(N + 2)2(qh)N ≤ Kn−2
(4.6)
for any l = 1, . . . ,m, t ∈ [0, T ] and n ∈ N. Moreover, Ho¨lder’s inequality, definition of 〈Mi0j0〉,
Remark 2.1 and Lemma 3.3, yields
T3 + T4 :=KE
∣∣∣ ∑
i0 6=j0
∫ t
κ(n,t)
(
σ(l)(Xnu , i0)− σ(l)(Xnu , j0)
)
d〈Mi0j0〉(u)
∣∣∣2
+KE
∣∣∣ ∑
j0∈S
∫ t
κ(n,t)
qαu−j0
(
σ(l)(Xnu , j0)− σ(l)(Xnu , αu−)
)
du
∣∣∣2
≤KE
∑
i0 6=j0
∣∣∣
∫ t
κ(n,t)
(
σ(l)(Xnu , i0)− σ(l)(Xnu , j0)
)
qi0j0I{αu− = i0}du
∣∣∣2
+KE
∑
j0∈S
∣∣∣
∫ t
κ(n,t)
(
σ(l)(Xnu , j0)− σ(l)(Xnu , αu−)
)
du
∣∣∣2
≤Kn−1E
( ∑
i0 6=j0
∫ t
κ(n,t)
E
{∣∣(σ(l)(Xnu , i0)− σ(l)(Xnu , j0))∣∣2
∣∣∣FαT
}
du
)
+Kn−1E
( ∑
j0∈S
∫ t
κ(n,t)
E
{∣∣σ(l)(Xnu , j0)− σ(l)(Xnu , αu−)∣∣2
∣∣∣FαT
}
du
)
≤Kn−1E
( ∫ t
κ(n,t)
E
{
(1 + sup
0≤u≤T
|Xnu |2)
∣∣∣FαT
}
du
)
≤ Kn−2 (4.7)
for any l = 1, . . . ,m, t ∈ [0, T ] and n ∈ N. Now, T5 and T6 can be written as
T5 + T6 := KE
∣∣∣
N(κ(n,t),t)∑
k=0
(
σ(l)(Xnτk+1 , ατk)− σ(l)(Xnτk , ατk)−Dσ(l)(Xnτk , ατk)(Xnτk+1 −Xnτk)
)∣∣∣2
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+KE
∣∣∣
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
Dσ(l)(Xnτk , ατk)bn(Xnκ(n,u), ακ(n,u))du
∣∣∣2
≤KE
(
(1 +N(κ(n,t),t))
N(κ(n,t),t)∑
k=0
E
{∣∣σ(l)(Xnτk+1 , ατk)− σ(l)(Xnτk , ατk)
−Dσ(l)(Xnτk , ατk)(Xnτk+1 −Xnτk)
∣∣2∣∣∣FαT
})
+KE
(
(1 +N(κ(n,t),t))
N(κ(n,t),t)∑
k=0
E
{∣∣∣
∫ τk+1
τk
Dσ(l)(Xnτk , ατk)bn(Xnκ(n,u), ακ(n,u))du
∣∣∣2∣∣∣FαT
})
which on the application of Ho¨lder’s inequality, Remark 2.1, AssumptionsH-3, H-5 and Lemmas
[3.3, 4.3, 4.4, 4.5] gives,
T5 + T6 ≤ KE
(
(1 +N(κ(n,t),t))
N(κ(n,t),t)∑
k=0
E
{∣∣Xnτk+1 −Xnτk
∣∣4∣∣∣FαT
})
+Kn−1E
(
(1 +N(κ(n,t),t))
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
E
{∣∣Dσ(l)(Xnτk , ατk)bn(Xnκ(n,u), ακ(n,u))
∣∣2∣∣∣FαT
}
du
)
≤KE
(
(1 +N(κ(n,t),t))
N(κ(n,t),t)∑
k=0
(
(τk+1 − τk)2 + (τk+1 − τk)4
))
+Kn−1E
(
(1 +N(κ(n,t),t))
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
E
{
sup
0≤u≤T
(1 + |Xnκ(n,u)|)2ρ+2
∣∣∣FαT
}
du
)
≤Kn−2E(1 +N(κ(n,t),t))2 +Kn−1E
(
(1 +N(κ(n,t),t))
N(κ(n,t),t)∑
k=0
(τk+1 − τk)
)
≤ Kn−2 (4.8)
for any l = 1, . . . ,m, t ∈ [0, T ] and n ∈ N. One uses Remark 2.1 and Assumption H-3, T7 can
be estimated as,
T7 :=KE
∣∣∣
m∑
l1=1
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
(
Dσ(l)(Xnτk , ατk )−Dσ(l)(Xnκ(n,u), ακ(n,u))
)
× σ(l1)(Xnκ(n,u), ακ(n,u))dW l1u
∣∣∣2
≤K
m∑
l1=1
E
(N(κ(n,t),t)∑
k=0
∫ τk+1
τk
E
{∣∣Dσ(l)(Xnτk , ατk)−Dσ(l)(Xnκ(n,u), ακ(n,u))
∣∣2
× ∣∣σ(l1)(Xnκ(n,u), ακ(n,u))∣∣2
∣∣∣FαT
}
du
)
≤K
m∑
l1=1
E
(N(κ(n,t),t)∑
k=0
∫ τk+1
τk
E
{
|Dσ(l)(Xnτk , ατk)−Dσ(l)(Xnτk , ακ(n,u))|2
18 CHAMAN KUMAR AND TEJINDER KUMAR
× |σ(l1)(Xnκ(n,u), ακ(n,u))|2
∣∣∣FαT
}
du
)
+K
m∑
l1=1
E
(N(κ(n,t),t)∑
k=0
∫ τk+1
τk
E
{
|Dσ(l)(Xnτk , ακ(n,u))−Dσ(l)(Xnκ(n,u), ακ(n,u))|2
× |σ(l1)(Xnκ(n,u), ακ(n,u))|2
∣∣∣FαT
}
du
)
≤KE
(N(κ(n,t),t)∑
k=0
∫ τk+1
τk
I{ατk 6= ακ(n,u)}E
{
(1 + sup
0≤r≤T
|Xnr |2)
∣∣∣FαT
}
du
)
+KE
(N(κ(n,t),t)∑
k=0
∫ τk+1
τk
E
{
|Xnτk −Xnκ(n,u)|2(1 + |Xnκ(n,u)|)2
∣∣∣FαT
}
du
)
for any l = 1, . . . ,m, t ∈ [0, T ] and n ∈ N. Notice that there is no jump in (τk, τk+1), hence
ατk = αu for any u ∈ (τk, τk+1). Then, due to Ho¨lder’s inequality, and Lemmas [3.3, 4.5] gives
T7 ≤KE
( ∫ t
κ(n,t)
I{αu 6= ακ(n,u)}du
)
+KE
(N(κ(n,t),t)∑
k=0
∫ τk+1
τk
[
E
{
|Xnτk −Xnκ(n,u)|4
∣∣∣FαT
}
E
{
(1 + sup
0≤u≤T
|Xnu |4)
∣∣∣FαT
}] 1
2
du
)
≤K
∫ t
κ(n,t)
P (αu 6= ακ(n,u))du+KE
(N(κ(n,t),t)∑
k=0
∫ τk+1
τk
(
(τk − κ(n, u))2 + (τk − κ(n, u))4
) 1
2 du
)
≤K
∫ t
κ(n,t)
(
qαuακ(n,u)(u− κ(n, u)) + o(u− κ(n, u))
)
du+Kn−1E
(N(κ(n,t),t)∑
k=0
(τk+1 − τk)
)
≤Kn−2 (4.9)
for any l = 1, . . . ,m, t ∈ [0, T ] and n ∈ N. Moreover, Remark 2.1 and Lemmas [4.1, 4.4] implies
T8 :=KE
∣∣∣
m∑
l1=1
N(κ(n,t),t)∑
k=0
∫ τk+1
τk
Dσ(l)(Xnτk , ατk )
(
σ
(l1)
1 (X
n
κ(n,u), ακ(n,u))
+ σ
(l1)
2 (X
n
κ(n,u), ακ(n,u))
)
dW l1u
∣∣∣2
≤K
m∑
l1=1
E
(N(κ(n,t),t)∑
k=0
E
{∣∣∣
∫ τk+1
τk
Dσ(l)(Xnτk , ατk)
(
σ
(l1)
1 (X
n
κ(n,u), ακ(n,u))
+ σ
(l1)
2 (X
n
κ(n,u), ακ(n,u))
)
dW l1u
∣∣∣2∣∣∣FαT
})
≤K
m∑
l1=1
E
(N(κ(n,t),t)∑
k=0
∫ τk+1
τk
E
{
|σ(l1)1 (Xnκ(n,u), ακ(n,u))|2 + |σ(l1)2 (Xnκ(n,u), ακ(n,u))|2
∣∣∣FαT
}
du
)
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≤Kn−1E
N(κ(n,t),t)∑
k=0
(τk+1 − τk) +KE
(N(κ(n,t),t)∑
k=0
∫ τk+1
τk
I{N(κ(n,u),u) = 1}du
)
≤Kn−2 +KE
(∫ t
κ(n,t)
I{N(κ(n,u),u) = 1}du
)
= Kn−2 +K
∫ t
κ(n,t)
P
(
N(κ(n,u),u) = 1)du
≤Kn−2 (4.10)
for any l = 1, . . . ,m, t ∈ [0, T ] and n ∈ N. By combining the estimates from (4.5) to (4.10) in
(4.4), one completes the proof. 
Let us define ent := Xt −Xnt for any t ∈ [0, T ] and n ∈ N.
Lemma 4.7. Let Assumptions H-1 to H-6 be satisfied. Then,
E
∫ t
0
ens
(
b(Xns , αs)− b(Xnκ(n,s), ακ(n,s))
)
ds ≤ K
∫ t
0
E
(
sup
0≤r≤s
|enr |2
)
ds+Kn−2
for any n ∈ N and t ∈ [0, T ], where 0 < h = (1/n) < 1/(2q) with q = max{−qi0i0 ; i0 ∈ S}.
Proof. By using Lemma 4.2, one obtains,
b(Xns , αs)− b(Xnκ(n,s), ακ(n,s)) =
∑
i0 6=j0
∫ s
κ(n,s)
(
b(Xnr , j0)− b(Xnr , i0)
)
dMi0j0(r)
+
∑
j0∈S
∫ s
κ(n,s)
qαr−j0
(
b(Xnr , j0)− b(Xnr , αr−)
)
dr
+
N(κ(n,s),s)∑
k=0
(
b(Xnτk+1 , ατk)− b(Xnτk , ατk)−Db(Xnτk , ατk)(Xnτk+1 −Xnτk)
)
+
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
Db(Xnτk , ατk)bn(Xnκ(n,r), ακ(n,r))dr
+
m∑
l=1
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
Db(Xnτk , ατk )σ˜(l)(r,Xnκ(n,r), ακ(n,r))dW lr
almost surely for any s ∈ [0, T ] and n ∈ N. In order to simplify our notations, let us define,
Hs :=
∑
i0 6=j0
∫ s
κ(n,s)
(
b(Xnr , j0)− b(Xnr , i0)
)
dMi0j0(r)
Rs :=
m∑
l=1
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
Db(Xnτk , ατk)σ˜(l)(r,Xnκ(n,r), ακ(n,r))dW lr
and hence one can write the following,
E
∫ t
0
ens
(
b(Xns , αs)− b(Xnκ(n,s), ακ(n,s))
)
ds = E
∫ t
0
(ens − enκ(n,s))(Hs +Rs)ds
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+ E
∫ t
0
enκ(n,s)(Hs +Rs)ds
+ E
∫ t
0
ens
∑
j0∈S
∫ s
κ(n,s)
qαr−j0
(
b(Xnr , j0)− b(Xnr , αr−)
)
drds
+ E
∫ t
0
ens
N(κ(n,s),s)∑
k=0
(
b(Xnτk+1 , ατk)− b(Xnτk , ατk)−Db(Xnτk , ατk)(Xnτk+1 −Xnτk)
)
ds
+ E
∫ t
0
ens
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
Db(Xnτk , ατk)bn(Xnκ(n,r), ακ(n,r))drds
=E
∫ t
0
∫ s
κ(n,s)
(
b(Xr, αr)− bn(Xnκ(n,r), ακ(n,r))
)
dr(Hs +Rs)ds
+ E
∫ t
0
∫ s
κ(n,s)
(
σ(Xr, αr)− σ˜(r,Xnκ(n,r), ακ(n,r))
)
dWr(Hs +Rs)ds
+ E
∫ t
0
enκ(n,s)(Hs +Rs)ds
+ E
∫ t
0
ens
∑
j0∈S
∫ s
κ(n,s)
qαr−j0
(
b(Xnr , j0)− b(Xnr , αr−)
)
drds
+ E
∫ t
0
ens
N(κ(n,s),s)∑
k=0
(
b(Xnτk+1 , ατk)− b(Xnτk , ατk)−Db(Xnτk , ατk)(Xnτk+1 −Xnτk)
)
ds
+ E
∫ t
0
ens
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
Db(Xnτk , ατk)bn(Xnκ(n,r), ακ(n,r))drds
=:C1 + C2 + C3 + C4 + C5 + C6 (4.11)
for any t ∈ [0, T ] and n ∈ N. For estimating C1, one uses following splitting ,
(
b(Xr, αr)− bn(Xnκ(n,r), ακ(n,r))
)
=
(
b(Xr, αr)− b(Xnr , αr)
)
+
(
b(Xnr , αr)− b(Xnκ(n,r), αr)
)
+
(
b(Xnκ(n,r), αr)− b(Xnκ(n,r), ακ(n,r))
)
+
(
b(Xnκ(n,r), ακ(n,r))− bn(Xnκ(n,r), ακ(n,r))
)
to obtain,
C1 := E
∫ t
0
∫ s
κ(n,s)
(
b(Xr, αr)− bn(Xnκ(n,r), ακ(n,r))
)
dr(Hs +Rs)ds
= E
∫ t
0
∫ s
κ(n,s)
(
b(Xr, αr)− b(Xnr , αr)
)
dr(Hs +Rs)ds
+ E
∫ t
0
∫ s
κ(n,s)
(
b(Xnr , αr)− b(Xnκ(n,r), αr)
)
dr(Hs +Rs)ds
+ E
∫ t
0
∫ s
κ(n,s)
(
b(Xnκ(n,r), αr)− b(Xnκ(n,r), ακ(n,r))
)
dr(Hs +Rs)ds
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+ E
∫ t
0
∫ s
κ(n,s)
(
b(Xnκ(n,r), ακ(n,r))− bn(Xnκ(n,r), ακ(n,r))
)
dr(Hs +Rs)ds
and by the application of Remark 2.1, Young’s inequality and Ho¨lder’s inequality, one gets
C1 ≤K
∫ t
0
nE
∫ s
κ(n,s)
|enr |2drds+Kn−1
∫ t
0
∫ s
κ(n,s)
{
E(1 + |Xr|+ |Xnr |)4ρE|Hs +Rs|4
} 1
2
drds
+K
∫ t
0
{
E
∣∣∣
∫ s
κ(n,s)
(b(Xnr , αr)− b(Xnκ(n,r), αr))dr
∣∣∣2E|Hs +Rs|2
} 1
2
ds
+K
∫ t
0
{
E
∣∣∣
∫ s
κ(n,s)
(b(Xnκ(n,r), αr)− b(Xnκ(n,r), ακ(n,r)))dr
∣∣∣2E|Hs +Rs|2
} 1
2
ds
+K
∫ t
0
{
E
∣∣∣
∫ s
κ(n,s)
(b(Xnκ(n,r), ακ(n,r))− bn(Xnκ(n,r), ακ(n,r)))dr
∣∣∣2E|Hs +Rs|2
} 1
2
ds (4.12)
for any n ∈ N and t ∈ [0, T ]. Now, for any p1 ≥ 2,
E|Hs+Rs|p1 ≤ KE
∣∣∣ ∑
i0 6=j0
∫ s
κ(n,s)
(
b(Xnr , j0)− b(Xnr , i0)
)
d[Mi0j0 ](r)
∣∣∣p1
+KE
∣∣∣ ∑
i0 6=j0
∫ s
κ(n,s)
(
b(Xnr , j0)− b(Xnr , i0)
)
d〈Mi0j0〉(r)
∣∣∣p1
+KE
∣∣∣
m∑
l=1
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
Db(Xnτk , ατk)σ˜(l)(r,Xnκ(n,r), ακ(n,r))dW lr
∣∣∣p1
≤KE
(
I{N(κ(n,s),s) = 1}
∑
i0 6=j0
∫ s
κ(n,s)
∣∣b(Xnr , j0)− b(Xnr , i0)∣∣d[Mi0j0 ](r)
)p1
+KE
(
I{N(κ(n,s),s) ≥ 2}
∑
i0 6=j0
∫ s
κ(n,s)
∣∣b(Xnr , j0)− b(Xnr , i0)∣∣d[Mi0j0 ](r)
)p1
+KE
∣∣∣ ∑
j0∈S
∫ s
κ(n,s)
qαr−j0
(
b(Xnr , j0)− b(Xnr , αr−)
)
dr
∣∣∣p1
+KE
( m∑
l=1
N(κ(n,s),s)∑
k=0
E
{∣∣∣
∫ τk+1
τk
Db(Xnτk , ατk)σ˜(l)(r,Xnκ(n,r), ακ(n,r))dW lr
∣∣∣p1
∣∣∣FαT
})
which on the application of Remark 2.1, Ho¨lder’s inequality, Young’s inequality, and Corollary
3.1 implies,
E|Hs+Rs|p1 ≤ KE
(
I{N(κ(n,s),s) = 1}
∣∣∣ ∑
i0 6=j0
∫ s
κ(n,s)
d[Mi0j0 ](r)
∣∣∣p1E{ sup
0≤r≤T
(1 + |Xnr |)p1ρ+p1
∣∣∣FαT
})
+KE
(
I{N(κ(n,s),s) ≥ 2}
∣∣∣ ∑
i0 6=j0
∫ s
κ(n,s)
d[Mi0j0 ](r)
∣∣∣p1E{ sup
0≤r≤T
(1 + |Xnr |)p1ρ+p1
∣∣∣FαT
})
+Kn−p1+1
∫ s
κ(n,s)
E
(
sup
0≤r≤T
(
1 + |Xnr |
)p1ρ+p1)dr
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+Kn−
p1
2
+1E
( m∑
l=1
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
E
{∣∣Db(Xnτk , ατk)σ˜(l)(r,Xnκ(n,r), ακ(n,r))
∣∣p1∣∣∣FαT
}
dr
)
for any s ∈ [0, T ] and n ∈ N. Due to Young’s inequality, Remark 2.1 and Lemmas [3.3, 4.4], one
obtains,
E|Hs +Rs|p1 ≤KE
(
I{N(κ(n,s),s) = 1}Np1(κ(n,s),s)
)
+KE
(
I{N(κ(n,s),s) ≥ 2}Np1(κ(n,s),s)
)
+Kn−p1 +Kn−
p1
2
+1E
( m∑
l=1
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
(
E
{∣∣Db(Xnτk , ατk)
∣∣2p1∣∣∣FαT
}
+ E
{∣∣σ˜(l)(r,Xnκ(n,r), ακ(n,r))∣∣2p1
∣∣∣FαT
}) 1
2
dr
)
≤Kn−p1 +KP (N(κ(n,s),s) = 1)+K
∞∑
N=2
Np1P
(
N(κ(n,s),s) = N
)
+Kn−
p1
2
+1E
(N(κ(n,s),s)∑
k=0
∫ τk+1
τk
(
E
{
sup
0≤r≤T
(
1 + |Xnr |
)2ρp1∣∣∣FαT
}
+ E
{
sup
0≤r≤T
(
1 + |Xnr |
)2p1∣∣∣FαT
}) 1
2
dr
)
≤Kn−p1 +Kn−1 +K
∞∑
N=2
Np1(qh)N +Kn−
p1
2
≤Kn−1 +Kh2
∞∑
N=0
(N + 2)p1(qh)N
and by noticing that the infinite series in the above expression is convergence as 0 < (1/n) <
1/(2q), one obtains
E|Hs +Rs|p1 ≤ Kn−1 (4.13)
for any p1 ≥ 2, s ∈ [0, T ] and n ∈ N. Now, due to (4.13), Ho¨lder’s inequality, Remark 2.1,
Assumption H-6 and Lemma 3.3, one can estimate (4.12) as,
C1 ≤K
∫ t
0
E
(
sup
0≤r≤s
|enr |2
)
ds+Kn−2
+Kn−1
∫ t
0
{∫ s
κ(n,s)
E|b(Xnr , αr)− b(Xnκ(n,r), αr)|2dr
} 1
2
ds
+Kn−1
∫ t
0
{∫ s
κ(n,s)
E|b(Xnκ(n,r), αr)− b(Xnκ(n,r), ακ(n,r))|2dr
} 1
2
ds
+Kn−1
∫ t
0
{∫ s
κ(n,s)
E|b(Xnκ(n,r), ακ(n,r))− bn(Xnκ(n,r), ακ(n,r))|2dr
} 1
2
ds
≤K
∫ t
0
E
(
sup
0≤r≤s
|enr |2
)
ds+Kn−2
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+Kn−1
∫ t
0
{∫ s
κ(n,s)
E(1 + |Xnr |+ |Xnκ(n,r)|)2ρ|Xnr −Xnκ(n,r)|2dr
} 1
2
ds
+Kn−1
∫ t
0
{∫ s
κ(n,s)
E
(
I{αr 6= ακ(n,r)}E
{
(1 + sup
0≤r≤T
|Xnr |2ρ+2)
∣∣∣FαT
})
dr
} 1
2
ds
+Kn−1
∫ t
0
{∫ s
κ(n,s)
E
(
n−2(1 + sup
0≤r≤T
|Xnr |2ρ1+2)
)
dr
} 1
2
ds
≤K
∫ t
0
E sup
0≤r≤s
|enr |2ds+Kn−2
+Kn−1
∫ t
0
{∫ s
κ(n,s)
(
E(1 + |Xnr |+ |Xnκ(n,r)|)4ρE
{
sup
0≤r≤T
|Xnr −Xnκ(n,r)|4
}) 1
2
dr
} 1
2
ds
+Kn−1
∫ t
0
{∫ s
κ(n,s)
P (αr 6= ακ(n,r))dr
} 1
2
ds
and hence by Lemmas [3.3, 4.5], one obtains
C1 ≤K
∫ t
0
E sup
0≤r≤s
|enr |2ds+Kn−2
+Kn−1
∫ t
0
{∫ s
κ(n,s)
(
qακ(n,r)αr(r − κ(n, r)) + o(r − κ(n, r))
)
dr
} 1
2
ds
≤K
∫ t
0
E sup
0≤r≤s
|enr |2ds+Kn−2 (4.14)
for any t ∈ [0, T ] and n ∈ N. By using following splitting,
(
σ(Xr, αr)− σ˜(r,Xnκ(n,r), ακ(n,r))
)
=
(
σ(Xr, αr)− σ(Xnr , αr)
)
+
(
σ(Xnr , αr)− σ˜(r,Xnκ(n,r), ακ(n,r))
)
,
C2 can be written as
C2 :=E
∫ t
0
∫ s
κ(n,s)
(
σ(Xr, αr)− σ˜(r,Xnκ(n,r), ακ(n,r))
)
dWr(Hs +Rs)ds
=E
∫ t
0
∫ s
κ(n,s)
(σ(Xr, αr)− σ(Xnr , αr))dWr(Hs +Rs)ds
+ E
∫ t
0
∫ s
κ(n,s)
(σ(Xnr , αr)− σ˜(r,Xnκ(n,r), ακ(n,r)))dWr(Hs +Rs)ds
which by Young’s inequality, Ho¨lder’s inequality, Assumption H-2, (4.13) and Lemma 4.6 gives,
C2 ≤Kn
∫ t
0
E
∣∣∣
∫ s
κ(n,s)
(σ(Xr, αr)− σ(Xnr , αr))dWr
∣∣∣2ds +Kn−1
∫ t
0
E|Hs +Rs|2ds
+K
∫ t
0
{
E
∣∣∣
∫ s
κ(n,s)
(σ(Xnr , αr)− σ˜(r,Xnκ(n,r), ακ(n,r)))dWr
∣∣∣2E|Hs +Rs|2
} 1
2
ds
≤Kn
∫ t
0
∫ s
κ(n,s)
|enr |2drds+Kn−2
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+Kn−
1
2
∫ t
0
{∫ s
κ(n,s)
E|σ(Xnr , αr)− σ˜(r,Xnκ(n,r), ακ(n,r))|2dr
} 1
2
ds
≤K
∫ t
0
E sup
0≤r≤s
|enr |2ds+Kn−2 (4.15)
for any t ∈ [0, T ] and n ∈ N. Also, notice that,
C3 :=E
∫ t
0
enκ(n,s)(Hs +Rs)ds = 0 (4.16)
for any t ∈ [0, T ] and n ∈ N. Moreover, by Young’s inequality and Ho¨lder’s inequality one
estimates
C4+C5 + C6 := E
∫ t
0
ens
∑
j0∈S
∫ s
κ(n,s)
qαr−j0
(
b(Xnr , j0)− b(Xnr , αr−)
)
drds
+ E
∫ t
0
ens
N(κ(n,s),s)∑
k=0
(
b(Xnτk+1 , ατk)− b(Xnτk , ατk)−Db(Xnτk , ατk)(Xnτk+1 −Xnτk)
)
ds
+ E
∫ t
0
ens
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
Db(Xnτk , ατk)bn(Xnκ(n,r), ακ(n,r))drds
≤K
∫ t
0
E sup
0≤r≤s
|enr |2ds+K
∫ t
0
E
∣∣∣ ∑
j0∈S
∫ s
κ(n,s)
qαr−j0
(
b(Xnr , j0)− b(Xnr , αr−)
)
dr
∣∣∣2ds
+K
∫ t
0
E
∣∣∣
N(κ(n,s),s)∑
k=0
(
b(Xnτk+1 , ατk)− b(Xnτk , ατk )−Db(Xnτk , ατk)(Xnτk+1 −Xnτk)
)∣∣∣2ds
+K
∫ t
0
E
∣∣∣
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
Db(Xnτk , ατk)bn(Xnκ(n,r), ακ(n,r))dr
∣∣∣2ds
≤K
∫ t
0
E sup
0≤r≤s
|enr |2ds+K
∫ t
0
n−1E
∑
j0∈S
∫ s
κ(n,s)
|b(Xnr , j0)− b(Xnr , αr−)|2drds
+K
∫ t
0
E
(
(1 +N(κ(n,s),s))
N(κ(n,s),s)∑
k=0
E
{
|b(Xnτk+1 , ατk)− b(Xnτk , ατk)
−Db(Xnτk , ατk )(Xnτk+1 −Xnτk)|2
∣∣∣FαT
})
ds
+Kn−1
∫ t
0
E
(
(1 +N(κ(n,s),s))
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
E
{
|Db(Xnτk , ατk)
× bn(Xnκ(n,r), ακ(n,r))|2
∣∣∣FαT
}
dr
)
ds
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which by using Assumption H-5, Ho¨lder’s inequality, Remark 2.1, and Lemmas [3.3, 4.3, 4.4,
4.5] gives,
C4+C5 + C6 ≤ K
∫ t
0
E sup
0≤r≤s
|enr |2ds+Kn−1
∫ t
0
∫ s
κ(n,s)
E(1 + |Xnr |)2ρ+2drds
+K
∫ t
0
E
(
(1 +N(κ(n,s),s))
N(κ(n,s),s)∑
k=0
E
{
(1 + |Xnτk |+ |Xnτk+1 |)2ρ|Xnτk+1 −Xnτk |4
∣∣∣FαT
})
ds
+Kn−1
∫ t
0
E
(
(1 +N(κ(n,s),s))
N(κ(n,s),s)∑
k=0
∫ τk+1
τk
E
{
(1 + sup
0≤r≤T
|Xnr |4ρ+2)
∣∣∣FαT
}
dr
)
ds
≤K
∫ t
0
E sup
0≤r≤s
|enr |2ds+Kn−2
+K
∫ t
0
E
(
(1 +N(κ(n,s),s))
N(κ(n,s),s)∑
k=0
[
E
{
(1 + |Xnτk |+ |Xnτk+1 |)4ρ
∣∣∣FαT
}
×E
{
|Xnτk+1 −Xnτk |8
∣∣∣FαT
}] 1
2
)
ds
+Kn−1
∫ t
0
E
(
(1 +N(κ(n,s),s))
N(κ(n,s),s)∑
k=0
(τk+1 − τk)
)
ds
≤K
∫ t
0
E sup
0≤r≤s
|enr |2ds+Kn−2
+K
∫ t
0
E
(
(1 +N(κ(n,s),s))
N(κ(n,s),s)∑
k=0
(
(τk+1 − τk)4 + (τk+1 − τk)8
) 1
2
)
ds
≤K
∫ t
0
E sup
0≤r≤s
|enr |2ds+Kn−2 +Kn−2
∫ t
0
E
(
1 +N(κ(n,s),s)
)2
ds
≤K
∫ t
0
E sup
0≤r≤s
|enr |2ds+Kn−2 (4.17)
for any t ∈ [0, T ] and n ∈ N. Hence by combining the estimates from (4.14) to (4.17) in (4.11),
one completes the proof. 
Proof of Theorem 2.1. Recall ent := Xt −Xnt , i.e.
ent = e
n
0 +
∫ t
0
(
b(Xs, αs)− bn(Xnκ(n,s), ακ(n,s))
)
ds+
∫ t
0
(
σ(Xs, αs)− σ˜(s,Xnκ(n,s), ακ(n,s))
)
dWs
then use Itoˆ’s formula for |ent |2 to get,
|ent |2 =|en0 |2 + 2
∫ t
0
ens
(
b(Xs, αs)− bn(Xnκ(n,s), ακ(n,s))
)
ds
+ 2
∫ t
0
ens
(
σ(Xs, αs)− σ˜(s,Xnκ(n,s), ακ(n,s))
)
dWs
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+
∫ t
0
|σ(Xs, αs)− σ˜(s,Xnκ(n,s), ακ(n,s))|2ds
almost surely for any t ∈ [0, T ] and n ∈ N. By Assumptions H-1 and H-4, one obtains
E|ent |2 ≤E|X0 −Xn0 |+ 2E
∫ t
0
ens
(
b(Xs, αs)− bn(Xnκ(n,s), ακ(n,s))
)
ds
+ E
∫ t
0
|σ(Xs, αs)− σ˜(s,Xnκ(n,s), ακ(n,s))|2ds
=:Kn−2 + F1 + F2 (4.18)
By using the splitting
(
b(Xs, αs)− bn(Xnκ(n,s), ακ(n,s))
)
=
(
b(Xs, αs)− b(Xns , αs)
)
+
(
b(Xns , αs)− b(Xnκ(n,s), ακ(n,s))
)
+
(
b(Xnκ(n,s), ακ(n,s)
)− bn(Xnκ(n,s), ακ(n,s))),
F1 can be written as,
F1 :=2E
∫ t
0
ens
(
b(Xs, αs)− bn(Xnκ(n,s), ακ(n,s))
)
ds
≤2E
∫ t
0
ens (b(Xs, αs)− b(Xns , αs))ds + 2E
∫ t
0
ens (b(X
n
s , αs)− b(Xnκ(n,s), ακ(n,s)))ds
+ 2E
∫ t
0
ens (b(X
n
κ(n,s), ακ(n,s))− bn(Xnκ(n,s), ακ(n,s)))ds
which due to Assumptions H-2, H-6, Young’s inequality and Lemmas [3.3, 4.7] yields
F1 ≤K
∫ t
0
E|ens |2ds+Kn−2 +K
∫ t
0
E|b(Xnκ(n,s), ακ(n,s))− bn(Xnκ(n,s), ακ(n,s))|2ds
≤K
∫ t
0
E|ens |2ds+Kn−2 +Kn−2
∫ t
0
E sup
0≤s≤T
(1 + |Xns |)2ρ1+2ds ≤ K
∫ t
0
E|ens |2ds+Kn−2
(4.19)
for any t ∈ [0, T ] and n ∈ N. For F2, one uses following splitting,
σ(Xs, αs)− σ˜(s,Xnκ(n,s), ακ(n,s)) = (σ(Xs, αs)− σ(Xns , αs))
+ (σ(Xns , αs)− σ˜(s,Xnκ(n,s), ακ(n,s))),
and then by the application of Assumption H-2 and Lemma 4.6, one obtains
F2 :=2E
∫ t
0
|σ(Xs, αs)− σ˜(s,Xnκ(n,s), ακ(n,s))|2ds
≤KE
∫ t
0
|σ(Xs, αs)− σ(Xns , αs)|2ds+KE
∫ t
0
|σ(Xns , αs)− σ˜(s,Xnκ(n,s), ακ(n,s))|2ds
≤K
∫ t
0
E|ens |2ds+Kn−2 (4.20)
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for any t ∈ [0, T ] and n ∈ N. By combining the estimates from (4.19), and (4.20) in (4.18),
yields
sup
0≤t≤u
E|ent |2 ≤ K
∫ u
0
sup
0≤r≤s
E|enr |2ds+Kn−2
for any u ∈ [0, T ] and n ∈ N. The Gronwall’s lemma complete the proof. 
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