An embedded diagonally implicit Runge-Kutta Nyström (RKN) method is constructed for the integration of initial-value problems for second-order ordinary differential equations possessing oscillatory solutions. This embedded method is derived using a three-stage diagonally implicit RKN method of order four within which a third-order three stage diagonally implicit RKN method is embedded. We demonstrate how this system can be solved, and by an appropriate choice of free parameters, we obtain an optimized RKN(4,3) embedded algorithm. We also examine the intervals of stability and show that the method is strongly stable within an appropriate region of stability and is thus suitable for oscillatory problems by applying the method to the test equation y = −ω 2 y, ω > 0. Necessary and sufficient conditions are given for this method to possess nonvanishing intervals of periodicity, for the fourth-order method. Finally, we present the coefficients of the method optimized for small truncation errors. This new scheme is likely to be efficient for the numerical integration of second-order differential equations with periodic solutions, using adaptive step size.
Introduction
We consider the performance of embedded diagonally implicit Runge-Kutta Nyström (RKN) methods applied to the special second-order initial-value problem of the form y = f (x, y), y(x 0 ) = y 0 , y (x 0 ) = y 0 , x ∈ [x 0 , x e ], f : R × R m → R m which does not contain the first derivative y on the right-hand side. The solutions of such systems are known to be highly oscillatory in nature and are frequently encountered in many fields of celestial mechanics, quantum mechanics, physics and chemistry. It is often advantageous to apply a direct method for the solution of this type of equation, rather than rewriting equation (1) as a first-order system and then applying the Runge-Kutta (RK) technique.
However, for an efficient implementation, we need a step-size control mechanism. That is, we need to estimate the local error at relatively small extra cost. It is usual to achieve this by identifying an embedded method of lower order in the underlying method. Therefore by sharing information, embedded RKN methods execute two RKN schemes simultaneously while incurring minimal additional cost. Traditionally, this is done for the purpose of actively selecting the step size for error control. If two RKN schemes can be embedded by sharing common stages, computations with the resulting embedded method will be cheaper than computations with the two schemes independently. We refer to the two schemes of an embedded RKN as pairs.
A number of numerical methods for this class of problems of the explicit type have been extensively developed (see for example, [1] [2] [3] [4] [5] ). In contrast, for second-order ODES, the implicit case is rarely discussed in the literature; as a matter of fact, we are not aware of any such work.
The purpose of this paper therefore, is to construct a three-stage, embedded, diagonally implicit RKN method. For the embedded method described in this paper, we shall follow the criteria of [2] .
Nyström pairs are characterized by the coefficients in
is the solution and y n ≈ y (x n ) its derivative, computed at the point x n , then these pairs are applied on equation (1) in order to approximate, y n+1 ≈ y(x n+1 ), y n+1 ≈ y (x n+1 ) at x n+1 according to the formulae
where the first two formulae are of order p and the second two are of order p − 1, s denotes the number of function evaluations that are needed for each step, h = x n+1 − x n is the step size.
That is, we consider two RKN methods (one for y n+1 andŷ n+1 and one for y n+1 andŷ n+1 ) such that both use the same function values. The difference betweenŷ n+1 ,ŷ n+1 and y n+1 , y n+1 yields an estimate of the local truncation error for the less precise result and can be used for step-size control.
As in the case of RKN methods, this method can be compactly represented by means of a Butcher array
The parameters a jk , b j , and c j are assumed to be real, and a jk are the stage weights, b j the weights and c j the nodes.
RKN methods can be divided into two broad classes: explicit (a jk = 0, k ≥ j ) and implicit (a jk = 0, k > j). The latter contains the class of diagonally implicit methods for which all the entries in the diagonal of A are equal.
Local error estimation
For the embedded method (2) and (3), the estimate
of the local truncation errors in the pth order formula can be obtained, which may be used for the adaptive step-size control algorithm. The formula commonly used [2, 6] is
where h n+1 is the current step size, h n is the size of the previous step, T is the approximate value of the desired accuracy (maximum allowable local error or tolerance), n+1 and n+1 are the absolute values of the largest of the truncation error terms. It should be emphasized that in the embedded procedure described in this paper, the more accurate approximation will be used to advance the integration, the lower order method being used solely for local error estimation and, hence, step-size control.
Linear stability and order condition
In studying linear stability of DRKN methods, we consider the test equation
which is also referred to as the model problem. Application of (2) and (3) to (5) yields the recursion y n+1 = y n + hy n − zb T Y n ,
where z = −ω 2 h, Y n = (y n e + hy n c)N −1 , N = I + zA, e = (1, . . . , 1) T and c = (c 1 , . . . , c S ) T .
Eliminating the auxiliary vector Y n yields
If we let for i ≥ 1,
Applying the formal Neumann expansion [5] , we may finally write equation (6) as
The matrix R(z) which determines the stability of the method is called the amplification matrix. Introducing the functions S(z) = trace(R(z)); P (z) = determinant(R(z)), the characteristic equation corresponding to the difference equation (7) is of the form
According to ref. [7] , the eigenvalues of (7) , which are the zeros of equations (8) and (9), are on the unit disc if 
In this paper, we are interested in an embedded, diagonally implicit RKN method that is suitable for the integration of periodic initial-value problems. Therefore, we introduce the following definitions (see [8, 9, 7] ).
DEFINITION 1
The interval (z 0 , 0) (z 0 < 0) of a Nyström method is called the stability interval if in this interval, ρ(R(z)) ≤ 1, where ρ(·) denotes the spectral radius and z 0 is called the stability boundary.
DEFINITION 2
The method (2) and (3) is said to be p-stable if ρ(R(Z)) = 1 for all z < 0. The necessary and sufficient conditions for equations (2) and (3) to be p-stable [11] is that Det R(z) = 1 and −2 ≤ tr(R(z)) ≤ 2 for all z < 0.
The feature of a non-empty interval of periodicity [9] is important in integrating periodic solutions. It guarantees that for z ∈ (z 0 , 0), the numerical solution will not be damped (or amplified). A necessary condition for the method (2) and (3) to possess a non-empty interval of periodicity is that P (z) ≡ 1.
As is well known in the literature, we obtain the order conditions for the unknown coefficients involved in the derivation of the RKN method from equations (2) and (3).
In order to write down the order conditions for the RKN methods, we define the order of a RKN method as DEFINITION 3 A Nyström method (2) and (3) has order p if for sufficiently smooth problems (1) , 
where the functions are defined in the usual way, that is, ρ(t) is the order of t (the sum of nodes in t), γ (t) is defined recursively by γ (t) = ρ(t)γ (t) · · · γ (t r ), if t = [t 1 , . . . , t r ]. φ j (t) is a sum over all the indices of all fat nodes of a labeled N -tree t, without the index of the nodes. For Definition 3 and proof of this theorem, see refs. [11, 1] . The order conditions for formulae of type (1) have been presented by Fehlberg [12] . The order conditions up to order five are presented in table 1. The left side of the table represents the order conditions for y and the right side the order conditions for y . The term h p denotes the order of the term by the corresponding Taylor series for y and y on the left and right sides respectively of the table 1.
We note that 1. The order of the formula is p + 1 for y and p for y . 2. 1/2c 2 j = S k=1 a jk (c j = 1, . . . , s). 3. a ij = 0 (j > i) for implicit RKN methods. 4. All subscripts run from 1 to s. 5. An asterisk indicates an equation which is dependent on the other equations.
Construction of the methods
For a process with s = 3, p = 4 and p − 1 = 3, reference to table 1 and (4) assuming distinct formulae, we have 16 equations to solve in 19 unknowns, hence we have three free parameters. These include 11 equations forŷ andŷ and five for y and y . We consider the case where that are represented by differential equations with periodic solutions. These equations possess highly oscillatory solutions and the method described here can be used for numerical solution of required accuracy. The method derived is an embedded method and thus is very useful in cases where we want to use adaptive step sizes. Finally, the results detailed here show that the minimization ofT d andT d is an important factor in determining the efficiency of the embedded formula.
