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INVERSE SEMIGROUPOID ACTIONS AND
REPRESENTATIONS
WESLEY G. LAUTENSCHLAEGER AND THAI´SA TAMUSIUNAS
Abstract. We show that there is a one-to-one correspondence between
the partial actions of a groupoid G on a set X and the inverse semi-
groupoid actions of the inverse semigroupoid S(G) on X. We also de-
fine inverse semigroupoid representations on a Hilbert space H , as well
as the Exel’s partial groupoid C∗-algebra C∗p (G), and we prove that
there is a one-to-one correspondence between partial groupoid represen-
tations of G on H , inverse semigroupoid representations of S(G) on H
and C∗-algebra representations of C∗p (G) on H .
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1. Introduction
The notion of partial action on a C∗-algebra was introduced by Ruy Exel
first time in [12]. The interesting thing about this study is that it allowed
to classify several important classes of C∗-algebras as crossed products by
partial actions. Michael Dokuchaev and Exel proved in [11] the associativity
of crossed products by partial actions, provided that the ring is semiprime,
and they used crossed products to study relations between partial actions
of groups on algebras and partial representations. In the same work, they
studied the enveloping actions and they gave a condition to a partial group
action on an unital ring to be globalizable, that is, the partial action is a
restriction of a global one. As it was mentionated by Dokuchaev in [10],
the relationship between partial isomorphisms and global ones is relevant in
several branches of mathematics, such as operator theory, topology, logic,
graph theory, differential geometry, group theory and, mainly, as the interest
of this paper, the theory of semigroups and its generalizations.
Recentely, many applications of groupoids to the study of partial actions
have been presented, as well as inverse semigroup actions on topological
groupoids. For instance, in [3], the authors constructed saturated Fell bun-
dles over inverse semigroups and non-Hausdorff e´tale groupoids and inter-
preted these as actions on C∗-algebras by Hilbert bimodules and describe
the section algebras of these Fell bundles. In [1] it was proved that, as in the
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case of global actions, any partial action gives rise to a groupoid provided
with a Haar system, whose C∗-algebra agrees with the crossed product by
the partial action. Furthermore, ring theoretic results of global and partial
actions of groupoids were obtained in [4, 6, 7, 8, 16, 17].
Going in the direction of our work, in [13] Exel constructed an inverse
semigroup S(G) associated to a group G and showed that the actions of
S(G) are in one-to-one correspondence with the partial actions of G. In the
same work, he defines partial representations of G on a Hilbert space H and
representations of S(G) on H, and presented a one-to-one correspondence
between these two and representations of a C∗-algebra C∗p(G) (given by a
certain crossed product) on H. Both structures - the inverse semigroup
S(G) and the C∗-algebra C∗p(G) - depend exclusively of the group G. Later,
in [14], Exel and Vieira presented a definition of crossed product for actions
of inverse semigroups on C∗-algebras and proved that the crossed product
by a partial action of a group is isomorphic to the crossed product by a
related action of S(G).
The purpose of this paper is to analyse the one-to-one relations worked
by Exel in [13] and Exel and Vieira in [14] in a groupoid and inverse semi-
groupoid context. The interest is to work in a pure algebraic way. Given a
groupoid G, we will construct the Exel’s inverse semigroupoid S(G) associ-
ated to G and the C∗-algebra groupoid partial C∗p(G), aiming to build the
correspondences in this context.
The paper is organized as follows. In section 2, we define the Exel’s
semigroupoid S(G) and we prove that this structure is, in fact, an inverse
semigroupoid. In section 3 we characterizes partial groupoid actions on a
set and, given a groupoid G and a set X, we show that there is a one-to-
one correspondence between the partial actions of G on X and the inverse
semigroupoid actions of S(G) on X. In section 4, we define the algebraic
crossed product of an inverse semigroupoid on a semiprime algebra R by
an action β and we demonstrate that the algebraic crossed product of R
by an action β on S(G) is isomorphic to the the algebraic crossed product
of R by an action α on G, where α and β are intrinsically related. In sec-
tion 5 we define inverse semigroupoid representations and partial groupoid
representations on a Hilbert space H. Proposition 5.3 states that there is
a one-to-one correspondence between partial groupoid representations of G
on H and inverse semigroupoid representations of S(G) on H. Finally, in
section 6 we define the Exel’s partial groupoid C∗-algebra C∗p(G) and we
prove that exists a one-to-one correspondence between partial groupoid rep-
resentations of G on H, inverse semigroupoid representations of S(G) on H
and C∗-algebra representations of C∗p(G) on H.
2. Inverse Semigroupoid Arising from a Groupoid
Let S be a non-empty set equipped with a binary operation partially
defined, denoted by concatenation. Given s, t ∈ S, we write ∃st when the
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product st is defined. The set S is called a semigroupoid if the associativity
holds when it makes sense, that is,
(i) for all r, s, t ∈ S, ∃(rs)t if and only if ∃r(st), and in this case (rs)t =
r(st); and
(ii) for all r, s, t ∈ S, ∃rs and ∃st if and only if ∃(rs)t.
We say that S is an inverse semigroupoid if for all s ∈ S exists a unique
element s−1 ∈ S such that ∃ss−1, ∃s−1s and the equalities
ss−1s = s;
s−1ss−1 = s−1
hold. One can prove that a regular semigroupoid S (every element has a
non-necessarily unique inverse) is an inverse semigroupoid if and only if the
idempotent elements of S commute [15].
It is obvious that every groupoid is an inverse semigroupoid, but the
reciprocal is not necessarily true. Example 2.11 illustrates that. That shows
that inverse semigroupoid theory generalizes both inverse semigroup theory
and groupoid theory.
Let S and S′ be semigroupoids. A map f : S → S′ is called a semigroupoid
homomorphism if for all s, t ∈ S such that ∃st, we have that ∃f(s)f(t)
and, in this case, f(st) = f(s)f(t). The map is called semigroupoid anti-
homomorphism if for all s, t ∈ S such that ∃st, then ∃f(t)f(s) and, in this
case, f(st) = f(t)f(s).
A free semigroupoid S is a semigroupoid which every element of S is a
finite concatenation of a subset of S, when that concatenation makes sense.
Our goal in this section is to generalize the construction of S(G), a semi-
group constructed from a group G, given by Exel in [13]. The semigroup
S(G) is called Exel’s semigroup of G.
Definition 2.1. Let G be a groupoid. For all s ∈ G, take the symbol [s].
We define the Exel’s semigroupoid associated with the groupoid G, denoted
by S(G), as the free semigroupoid generated by the symbols [s] for each
s ∈ G. We have that ∃[s][t] in S(G) if and only if ∃st in G. Furthermore,
the following relations hold:
(i) if s, t ∈ G and ∃st, then [s−1][s][t] = [s−1][st];
(ii) if s, t ∈ G and ∃st, then [s][t][t−1] = [st][t−1]; and
(iii) [r(s)][s] = [s] = [s][d(s)].
Remark 2.2. Note that for all t ∈ G, exists t−1 ∈ G such that ∃tt−1, ∃t−1t,
tt−1 = r(t) and t−1t = d(t). Hence always ∃[t][t−1] and ∃[t−1][t] in S(G).
The elements in the form [t][t−1] play an important rule in the charac-
terization of S(G). That is why we give an special name to them. So let
ǫt = [t][t
−1] in S(G). Proposition 2.5 states that the ǫ’s are idempotents is
S(G) and Proposition 2.10 shows that S(G) is an inverse semigroupoid. It
is not difficult to verify that a groupoid G is an inverse semigroupoid where
the only idempotent elements are the elements of G0 (the identities of G).
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The next proposition follows directly from the universal property of free
semigroupoids [15].
Proposition 2.3. Given a groupoid G, a semigroupoid S and a map f :
G→ S, where:
(i) if ∃st then ∃f(s)f(t);
(ii) if ∃st then f(s−1)f(st) = f(s−1)f(s)f(t);
(iii) if ∃st then f(st)f(t−1) = f(s)f(t)f(t−1); and
(iv) f(r(s))f(s) = f(s) = f(s)f(d(s)),
then there is a unique semigroupoid homomorphism f : S(G)→ S such that
f([t]) = f(t).
Let S(G)op be the opposite semigroupoid of S(G). That is, S(G)op co-
incides with S(G) except by the partially defined multiplication ·, which is
given by
[s] · [t] := [t][s],
for all [s], [t] ∈ S(G). Notice that ∃[s] · [t] if and only if ∃ts, for all s, t ∈ G.
Proposition 2.4. There is an involutive anti-automorphism ∗ : S(G) →
S(G) such that [t]∗ = [t−1].
Proof. Consider f : G→ S(G)op, where f(t) = [t−1].
Let us show that f holds the properties of Proposition 2.3. In fact, given
(s, t) ∈ G2, we have
∃st ⇔ ∃t−1s−1
⇔ ∃[t−1][s−1]
⇔ ∃[s−1] · [t−1]
⇔ ∃f(s) · f(t).
This shows (i). To see that (ii) holds, observe that
f(s−1) · f(st) = [s] · [(st)−1]
= [s] · [t−1s−1]
= [t−1s−1][s]
= [t−1][s−1][s]
= [s] · [s−1] · [t−1]
= f(s−1) · f(s) · f(t).
The proof of (iii) is similar. To see that (iv) holds, just note that
f(s) · f(d(s)) = [s−1] · [d(s)−1]
= [s−1] · [d(s)]
= [d(s)][s−1]
= [r(s−1)][s−1]
= [s−1] = f(s)
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and
f(r(s)) · f(s) = [r(s)−1] · [s−1]
= [r(s)] · [s−1]
= [s−1][r(s)]
= [s−1][d(s−1)]
= [s−1] = f(s).
Therefore, there is a unique homomorphism f : S(G)→ S(G)op such that
f([t]) = f(t) = [t−1]. Define ∗ : S(G)→ S(G) as [t]∗ = f([t]). We have
([t]∗)∗ = f([t])∗ = [t−1]∗ = f([t−1]) = [t].
Moreover, if ∃st then
([s][t])∗ = f([s][t])
= f([s]) · f([t])
= [s−1] · [t−1]
= [t−1][s−1]
= f([t])f([s])
= [t]∗[s]∗.
Now it only remains for us to show that ∗ is bijective. The surjectivity
follows directly from the fact that we defined ∗ on the generators of S(G).
The injectivity follows from the fact that the inverse map s 7→ s−1 is one-
to-one in G. That completes the demonstration. 
The above proposition enables us to define an especial type of element in
S(G). Remember by Remark 2.2 that always ∃[t][t−1], for all t ∈ G.
Proposition 2.5. Let ǫt = [t][t
−1] ∈ S(G).
(i) ǫ2t = ǫt = ǫ
∗
t ;
(ii) if ∃t−1s, then ǫtǫs = ǫsǫt;
(iii) if ∃ts, then [t]ǫs = ǫts[t]; and
(iv) if ∃t2, then [t]2 = ǫt[t
2].
Proof. Same arguments as in the case of groups [13, Proposition 2.4]. 
Remark 2.6. Notice that
[t] = [t][d(t)] = [t][t−1t] = [t][t−1][t] = ǫt[t], for all [t] ∈ S(G).
We can extend the above propositon to the case of the finite product of
ǫ’s. Given a groupoid G, define Xg = {h ∈ G : r(h) = r(g)} ⊆ G. Note that
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h ∈ Xg if and only if ∃h
−1g. It is obvious that Xg = Xr(g), if h ∈ Xg, then
Xg = Xh, and G =
·⋃
e∈G0
Xe.
Keeping the notation, the next result states that every element in S(G)
has a particular decomposition in terms of ǫ’s.
Proposition 2.7. Every element α ∈ S(G) admits a decomposition
α = ǫr1ǫr2 · · · ǫrn [s],
where n ≥ 0, r1, . . . , rn, s ∈ Xs. Moreover,
(i) ri 6= rj if i 6= j; and
(ii) ri 6= s, ri /∈ G0, ∀i = 1, . . . , n.
We say that this is a standard form of the element α ∈ S(G).
Proof. Let S ⊆ S(G) be the set of elements of S(G) that admit a decompo-
sition in the standard form. Since we can have n = 0, we get that [g] ∈ S,
for all g ∈ G. Therefore, as all generators of S(G) are in S, it only remains
for us to prove that S is a right ideal of S(G).
Take α ∈ S. Then there are r1, . . . , rn, s ∈ Xs such that (i) and (ii) hold.
Let also t ∈ G be such that ∃α[t], that is, such that ∃st. Thereby, using
Remark 2.6,
α[t] = ǫr1 · · · ǫrn [s][t] = ǫr1 · · · ǫrn [s][s
−1][s][t]
= ǫr1 · · · ǫrn [s][s
−1][st]
= ǫr1 · · · ǫrnǫs[st].
If any ri = st, it is enough to commute ǫst to the left [st] and use the
Remark 2.6. Then ǫst[st] = [st] into the decomposition. Furthermore, if
s ∈ G0, it is suffices to note that the element ǫs disappears from the decom-
position and [st] = [t]. Thus we have S(G) = S. 
Proposition 2.8. For all α ∈ S(G), we have αα∗α = α and α∗αα∗ = α∗.
Proof. Given α ∈ S(G), α = ǫr1 · · · ǫrn [s] for certain r1, . . . , rn, s ∈ Xs,
satisfying (i) and (ii) of Proposition 2.7.
Note first that ∗ being an anti-automorphism and every ǫri being self-
adjoint tell us that
α∗ = (ǫr1 · · · ǫrn [s])
∗ = [s−1]ǫrn · · · ǫr1 .
Since always ∃[t][t−1] and ∃[t−1][t] for all t ∈ G, we can assure that ∃αα∗
and ∃α∗α. The rest of the proof follows as in the case of groups. 
To prove that the Exel’s semigroupoid S(G) is an inverse semigroupoid
it only remains for us to show that if α ∈ S(G), then α∗ is the only inverse
of α in S(G). In that matter we will define two special maps in S(G).
Consider the identity map in G. Since every groupoid is a semigroupoid
it is easy to see that this map holds the conditions (i)-(iv) of Proposition 2.3.
Therefore we can extend it to a semigroupoid homomorphism ∂ : S(G)→ G
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where ∂([g]) = g, for all g ∈ G. Note that given α = ǫr1ǫr2 · · · ǫrn [s] ∈ S(G)
we have
∂(α) = ∂(ǫr1ǫr2 · · · ǫrn [s])
= ∂([r1][r
−1
1 ] · · · [rn][r
−1
n ][s])
= ∂([r1])∂([r
−1
1 ]) · · · ∂([rn])∂([r
−1
n ])∂([s])
= r1r
−1
1 · · · rnr
−1
n s
= r(r1)r(r2) · · · r(rn)s
= r(s)s = s.
Observe that we could “split” the products by the homomorphism ∂ since
∃[r−1i ][ri+1]⇔ ∃r
−1
i ri+1 and ∃[r
−1
n ][s]⇔ ∃r
−1
n s.
Define Pr(G) as the set formed by finite subsets E ⊆ G such that g ∈
E ⇒ r(g) ∈ E. Let F(Pr(G)) be the semigroupoid of the functions of Pr(G)
into Pr(G). Consider the elements of F(Pr(G)) of the form
φg : Pr(G)→ Pr(G)
such that
φg(E) =
{
gE ∪ {g, r(g)}, if ∃gh,∀h ∈ E
∅, if exists h ∈ E such that ∄gh,
for all g ∈ G. Note that φg is well defined since that if ∃gh then d(g) = r(h),
gr(h) = gd(g) = g and r(gh) = r(g). Hence we can define the map
λ : G → F(Pr(G)) given by λ(g) = φg. It is obvious that this map accom-
plishes (i)-(iv) of Propostion 2.3. Therefore there is a unique semigroupoid
homomorphism Λ : S(G)→ F(Pr(G)) where Λ([g]) = φg.
Given α = ǫr1ǫr2 · · · ǫrn [s] ∈ S(G) as in Propostion 2.7 we have
Λ(α)({d(s)})
= Λ(ǫr1ǫr2 · · · ǫrn [s])({d(s)})
= Λ([r1])Λ([r
−1
1 ]) · · ·Λ([rn])Λ([r
−1
n ])Λ([s])({d(s)})
= Λ([r1])Λ([r
−1
1 ]) · · ·Λ([rn])Λ([r
−1
n ])({s, r(s)})
= Λ([r1])Λ([r
−1
1 ]) · · ·Λ([rn])({r
−1
n s, r
−1
n r(s), r
−1
n , r(r
−1
n )})
= Λ([r1])Λ([r
−1
1 ]) · · ·Λ([rn])({r
−1
n s, r
−1
n , r(r
−1
n )})
= Λ([r1])Λ([r
−1
1 ]) · · ·Λ([r
−1
n−1])({rnr
−1
n s, rnr
−1
n , rnr(r
−1
n ), rn, r(rn)})
= Λ([r1])Λ([r
−1
1 ]) · · ·Λ([r
−1
n−1])({s, rn, r(s)})
= · · · = {s, r1, . . . , rn, r(s)}.
This writing is well defined since ri ∈ Xs implies that r(ri) = r(s), for all
i = 1, . . . , n− 1.
We will use ∂ and Λ to prove the uniqueness of the decomposition of
elements in S(G) in the standard form.
Proposition 2.9. The writing of elements in S(G) in the standard form is
unique up to the order of the ǫ’s.
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Proof. Let α ∈ S(G) be such that α = ǫr1 · · · ǫrn [s], where r1, . . . , rn, s ∈ Xs
as in Proposition 2.7. Assume that ǫl1 · · · ǫlm [t] is another decomposition of
α, with l1, . . . , lm, t ∈ Xt holding the same conditions. Thus we have
(1) s = ∂(ǫr1 · · · ǫrn [s]) = ∂(α) = ∂(ǫl1 · · · ǫlm [t]) = t,
Therefore s = t, which implies ǫl1 · · · ǫlm[t] = ǫl1 · · · ǫlm [s]. On the other
hand,
{r1, . . . , rn, s, r(s)} = Λ(ǫr1 · · · ǫrn [s])({d(s)}) = Λ(α)
= Λ(ǫl1 · · · ǫlm [s])({d(s)}) = {l1 . . . , lm, s, r(s)}.
(2)
Hence,
{r1, . . . , rn} = {r1, . . . , rn, s, r(s)} \ {s, r(s)} =
{l1 . . . , lm, s, r(s)} \ {s, r(s)} = {l1 . . . , lm}.
So we obtain the desired result, since the ǫ’s commute and the conditions
(i) and (ii) together with (1) and (2) guarantee that m = n. 
Theorem 2.10. S(G) is an inverse semigroupoid.
Proof. Let α = ǫr1 · · · ǫrn [s] ∈ S(G). We already know that
α∗ = [s−1]ǫrn · · · ǫr1
is such that ∃αα∗, ∃α∗α, αα∗α = α and α∗αα∗ = α∗.
Assume that exists β ∈ S(G) such that ∃αβ, ∃βα, αβα = α and βαβ =
β. We write β∗ in the standard form β∗ = ǫl1 · · · ǫlm [t]. Thus, β =
[t−1]ǫlm · · · ǫl1 . Since ∃αβ and ∃βα, then ∃st
−1 and ∃l−11 r1. But
s = ∂(α) = ∂(αβα) = st−1s.
Note that ∃t−1s, since ∃t−1lm, ∃l
−1
m lm−1, . . ., ∃l
−1
2 l1, ∃l
−1
1 r1, ∃r
−1
1 r2, . . .,
∃r−1n s, from where ∃t
−1lml
−1
m lm−1 · · · l
−1
2 l1l
−1
1 r1r
−1
1 r2 · · · r
−1
n s and this prod-
uct is equal to t−1s. Hence ∃st−1s. Besides that, the uniqueness of the
inverse element in G tell us that t = s. So β = [s−1]ǫlm · · · ǫl1 .
Observe that
αβα = ǫr1 · · · ǫrn [s][s
−1]ǫlm · · · ǫl1ǫr1 · · · ǫrn [s]
= ǫr1 · · · ǫrnǫsǫlm · · · ǫl1ǫr1 · · · ǫrn [s]
= ǫr1 · · · ǫrnǫlm · · · ǫl1ǫr1 · · · ǫrnǫs[s]
= ǫr1 · · · ǫrnǫl1 · · · ǫlm[s]
= ǫr1 · · · ǫrn [s]
= α.
Therefore, by the uniqueness of the writing of elements in S(G) in the
standard form, we have
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{r1, . . . , rn} ∪ {l1, . . . , lm} = {r1, . . . , rn},
thus,
{l1, . . . , lm} ⊆ {r1, . . . , rn}.
For the reverse inclusion note that
βαβ = [s−1]ǫlm · · · ǫl1ǫr1 · · · ǫrn [s][s
−1]ǫlm · · · ǫl1
= [s−1]ǫl1 · · · ǫlmǫr1 · · · ǫrn
= ǫr1 · · · ǫrnǫlm · · · ǫl1ǫr1 · · · ǫrnǫs[s]
= [s−1]ǫl1 · · · ǫlm
= β.
The computation is similar to the case αβα. From the uniqueness of the
writing in the standard form, we get
{l1, . . . , lm} ⊇ {r1, . . . , rn}.
Then {l1, . . . , lm} = {r1, . . . , rn}, that is, β = α
∗.

Example 2.11. Consider the groupoid G = {g, g−1, d(g), r(g)}. Thus
S(G) = {[g], [g−1], [d(g)], [r(g)], [g][g−1 ], [g−1][g]}. If [g][g−1] = [r(g)] and
[g−1][g] = [d(g)], then S(G) is a groupoid.
Example 2.12. (Disjoint union of groups) Let Gi be groups for i = 1, . . . , n,
and G =
n⋃
i=1
Gi the groupoid constructed by the disjoint union of the Gi.
Then S(G) =
n⋃
i=1
S(Gi). If the Gi are finite, then |G| =
n∑
i=1
|Gi| ⇒ |S(G)| =
n∑
i=1
|S(Gi)|.
3. Partial Actions of Groupoids and Actions of Inverse
Semigroupoids
In this section we treat about inverse semigroupoid actions and partial
groupoid actions. More about partial groupoid actions can be found in [6].
Definition 3.1. Let S be an inverse semigroupoid with set of idempotent
elements E(S) and let X be a non-empty set. An action of S into X is a
pair β = ({Eg}g∈S , {βg : Eg−1 → Eg}g∈S), where for all g ∈ S, Eg = Egg∗ is
a subset of X and βg is a bijection. Besides that, we need to have
(A1) βe is the identity map of Ee, for all e ∈ E(S) and
(A2) βg ◦ βh = βgh, for all g, h ∈ S such that ∃gh.
Definition 3.2. [6] A partial action α of a groupoid G on a set X is a
pair α = ({Dg}g∈G, {αg : Dg−1 → Dg}g∈G), where, for all g ∈ G, Dr(g) is a
subset of X, Dg is a subset of Dr(g) and αg is bijective. Besides that, the
following conditions hold:
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(PA1) αe = IDe , for all e ∈ G0;
(PA2) α−1h (Dg−1 ∩Dh) ⊂ D(gh)−1 , for all (g, h) ∈ G
2; and
(PA3) αg(αh(x)) = αgh(x), for all x ∈ α
−1
h (Dg−1 ∩Dh), for all (g, h) ∈ G
2.
Lemma 3.3. [6, Lemma 1.1] Let α = ({Dg}g∈G, {αg}g∈G) be a partial
action of a groupoid G on a set X. Then
(i) α is a global action if, and only if, Dg = Dr(g), for all g ∈ G;
(ii) α−1g = αg−1 , for all g ∈ G; and
(iii) αh−1(Dh ∩Dg−1) = Dh−1 ∩D(gh)−1 , for all (g, h) ∈ G
2.
With a little bit of computation, it is not difficuld to see that the following
proposition holds.
Proposition 3.4. The conditions (PA1)-(PA3) from Definition 3.2 are
equivalent to
(PA1) αe = IDe, for all e ∈ G0;
(PA2’) αg(Dg−1 ∩Dh) = Dg ∩Dgh, for all (g, h) ∈ G
2; and
(PA3’) αg(αh(x)) = αgh(x), for all x ∈ Dh−1 ∩D(gh)−1 , for all (g, h) ∈ G
2.
The next lemma characterizes partial groupoid actions. Note that this
lemma tell us that every partial groupoid action is also a partial groupoid
representation (in the sense of [13]).
Lemma 3.5. Let G be a groupoid and X a non-empty set. Let also α : G→
I(X), where we denote α(s) = αs. Then α is a partial groupoid action of G
on X if, and only if,
(i) αs ◦ αt ◦ αt−1 = αst ◦ αt−1 and
(ii) αe = Idom(αe), for all e ∈ G0.
In this case, it also holds
(iii) αs−1 ◦ αs ◦ αt = αs−1 ◦ αst.
Proof. Let’s show that (PA1), (PA2’), (PA3’) ⇔ (i), (ii), (iii).
(⇒) : Assume that α = {{Ds}s∈G, {αs}s∈G} is a partial groupoid action.
Since (PA1) ⇔ (ii), it only remains for us to show (i). We have that
dom(αs ◦ αt ◦ αt−1) = dom(αs ◦ IDt) = dom(αs) ∩Dt = Dt ∩Ds−1
and
dom(αst ◦ αt−1) = αt(Dt−1 ∩D(st)−1),
for all (s, t) ∈ G2. Taking s = t and t = (st)−1 in (PA2’) we obtain
αt(Dt−1 ∩D(st)−1) = Dt ∩Ds−1
from where
dom(αs ◦ αt ◦ αt−1) = dom(αst ◦ αt−1).
Similarly,
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Im(αs ◦ αt ◦ αt−1) = αs(Dt ∩Ds−1)
and
Im(αst ◦ αt−1) = αst(Dt−1 ∩D(st)−1) = Dst ∩Ds,
Besides that, from (PA2’), we get
αs(Dt ∩Ds−1) = Ds ∩Dst.
Therefore,
Im(αs ◦ αt ◦ αt−1) = Im(αst ◦ αt−1).
Finally, take x ∈ Dt ∩Ds−1 = dom(αs ◦ αt ◦ αt−1). Since x ∈ Dt ∩Ds−1 ,
we have that αt−1(x) = y ∈ αt−1(Dt ∩Ds−1) = Dt−1 ∩D(st)−1 . Hence
αs(αt(αt−1(x))) = αs(αt(y)) = αst(y) = αst(αt−1(x)),
which is exactly what we wanted to show.
(⇐) : Since (t, t−1), (t−1, t) ∈ G2 for all t ∈ G, we have
αt ◦ αt−1 ◦ αt = αtt−1 ◦ αt
= αr(t) ◦ αt
= Idom(αr(t)) ◦ αt
= αt.
Similarly we see that
αt−1 ◦ αt ◦ αt−1 = αt−1 .
The uniqueness of inverse element on inverse semigroupoids assures us
that α−1t = αt−1 .
Define Dt = Im(αt). Then
dom(αt) = Im(α
−1
t ) = Im(αt−1) = Dt−1 .
Therefore, αt : Dt−1 → Dt, just as we wanted. Note that given s ∈ G we
have Ds ⊆ Dr(s). In fact,
αr(s) ◦ αs ◦ αs−1 = αr(s)s ◦ αs−1 = αs ◦ αs−1 = IDs ,
from where
Dr(s) ∩Ds = dom(αr(s) ◦ αs ◦ αs−1) = dom(IDs) = Ds.
For all (s, t) ∈ G2 we have by (i) and (ii) that
αt−1 ◦ αs−1 = αt−1 ◦ αs−1 ◦ αr(s) = αt−1 ◦ αs−1 ◦ αss−1 =
αt−1 ◦ αs−1 ◦ αs ◦ αs−1 = αt−1s−1 ◦ αs ◦ αs−1 .
In particular, the domains of these bijections are equal. We have
dom(αt−1 ◦ αs−1) = αs(Ds−1 ∩Dt).
In fact, given x ∈ dom(αt−1 ◦ αs−1) we obtain
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x ∈ dom(αs−1) = Ds and αs−1(x) ∈ dom(αt−1) = Dt.
But x ∈ Ds implies that αs−1(x) ∈ αs−1(Ds) = Ds−1 . Thus αs−1(x) ∈
Dt ∩ Ds−1 , from where x ∈ αs(Ds−1 ∩ Dt). Hence, dom(αt−1 ◦ αs−1) ⊆
αs(Ds−1 ∩Dt).
For the reverse inclusion, take x ∈ αs(Ds−1 ∩Dt). We need to show that
x ∈ dom(αt−1 ◦ αs−1), that is, x ∈ dom(αs−1) = Ds and that αs−1(x) ∈
dom(αt−1) = Dt.
Notice that Ds−1 ∩ Dt ⊆ Ds−1 , thus αs(Ds−1 ∩ Dt) ⊆ αs(Ds−1) = Ds.
Hence x ∈ Ds = dom(αs−1) and αs−1(x) is well defined. Since x ∈ αs(Ds−1∩
Dt) we have
αs−1(x) ∈ αs−1(αs(Ds−1 ∩Dt)) = Ds−1 ∩Dt ⊆ Dt = dom(αt−1),
which is exactly what we wanted to show.
On the other hand,
dom(αt−1s−1 ◦ αs ◦ αs−1) = dom(αt−1s−1 ◦ IDs) = dom(αt−1s−1) ∩Ds =
Dst ∩Ds,
from where
αs(Ds−1 ∩Dt) = Dst ∩Ds,
which is (PA2’).
Take x ∈ Dt−1 ∩ Dt−1s−1 . Since x ∈ Dt−1 there is y ∈ Dt such that
αt−1(y) = x. Hence
αs(αt(x)) = αs(αt(αt−1(y))) = αst(αt−1(y)) = αst(x).
Since x is arbitrary, we can conclude that
αs(αt(x)) = αst(x),∀x ∈ Dt−1 ∩Dt−1s−1 ,
which is (PA3’). Therefore α = {{Ds}s∈G, {αs}s∈G} is a partial action.
Besides that, given (s, t) ∈ G2, we have
αs−1 ◦ αs ◦ αt = (αt−1 ◦ αs−1 ◦ αs)
−1 = (αt−1s−1 ◦ αs)
−1 = (α(st)−1 ◦ αs)
−1 =
αs−1 ◦ αst.

The next lemma gives us a characterization of the idempotents elements
in S(G).
Lemma 3.6. Let G be a groupoid. An element α ∈ S(G) is idempotent if
and only if the standard form of α is α = ǫr1 · · · ǫrn.
Proof. We already know that the elements of the form ǫr1 . . . ǫrn , with ri ∈
Xrn , for all i = 1, . . . , n, are idempotents.
Now, given α ∈ S(G), we write α = ǫr1 . . . ǫrn [s] on the standard form,
with r1, . . . , rn ∈ Xs. Suppose α idempotent. Then ∃α
2 and α2 = α. That
is, d(s) = r(r1) = r(s), and
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α2 = (ǫr1 . . . ǫrn [s])(ǫr1 . . . ǫrn [s])
= ǫr1 . . . ǫrnǫsr1 . . . ǫsrn [s]
2
= ǫr1 . . . ǫrnǫsr1 . . . ǫsrnǫs[s
2].
From the equality α2 = α and the uniqueness of the writing on the stan-
dard form, we obtain s2 = s, that is, s = r(s), from where sri = r(s)ri =
r(ri)ri = ri. Then, α = ǫr1 · · · ǫrn as we expected. 
We can now state the main result of this section.
Theorem 3.7. Let X be a set and G a groupoid. There is a one-to-one
corresponde between
(a) partial groupoid actions of G on X; and
(b) inverse semigroupoid actions of S(G) on X.
Proof. (a) ⇒ (b): Let α : G → I(X) be a partial groupoid action. From
Lemma 3.5 and Proposition 2.3, there is β : S(G) → I(X) semigroupoid
homomorphism such that β([g]) = α(g). Therefore, if ∃gh, then β[g][h] =
β([g][h]) = β([g])β([h]) = β[g]β[h].
The idempotents in S(G) are precisely elements of the form
α = ǫr1 · · · ǫrn ∈ S(G),
by Lemma 3.6. Since β is a homomorphism, it is enough to show (A1) for
elements of the form ǫr ∈ S(G).
Define E[g] = Im(β[g]). Let g ∈ G. In this way,
Eǫg = Im(βǫg ) = Im(β[g][g−1]) = Im(β[g] ◦ β[g−1]) = Im(αg ◦ αg−1) = Dg.
On the other hand,
E[g] = Im(β[g]) = Im(αg) = Dg,
from where
E[g] = E[g][g]∗ = E[g][g−1] = Eǫg .
Finally, note that
βǫg = β[g][g−1] = β[g] ◦ β[g−1] = αg ◦ αg−1 = IDg = IEǫg ,
what guarantees that β is an inverse semigroupoid action of S(G) on X.
(b) ⇒ (a): Let β be an action of S(G) on X. Define α(g) = β([g]), for
all g ∈ G. Note that if (s, t) ∈ G2 and e ∈ G0 then
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α(s) ◦ α(t) ◦ α(t−1) = β([s]) ◦ β([t])β([t−1])
= β([s][t][t−1])
= β([st][t−1])
= β([st]) ◦ β([t−1])
= α(st) ◦ α(t−1).
Besides that,
r(e) = d(e) = e = e2,
from where e is idempotent and [e] = ǫe is as well. Hence,
α(e) = β([e])
= IE[e]
= Idom(β([e]))
= Idom(α(e)),
That concludes the proof by the Lemma 3.5.

4. Crossed Products
In [15] one can see that every inverse semigroupoid has a natural partial
order relation, that is, given s, t in an inverse semigroupoid S, we have s ≤ t
if ∃i ∈ E(S), the set of the idempotent elements of S, such that ∃it and
s = it. In addition to [15], we have the following lemma.
Lemma 4.1. Let S be an inverse semigroupoid. For s, t ∈ S, the following
conditions are equivalent to s ≤ t:
(i) s∗ ≤ t∗;
(ii) ∃s∗t and s = ss∗t;
(iii) ∃ts∗ and s = ts∗s;
(iv) ∃tf and s = tf for some f ∈ E(S).
We will strongly use this partial order on the next results. But first let’s
remember some results of partial groupoid actions theory.
Definition 4.2. [6] Let R be an algebra, G a groupoid and
α = ({Dg}g∈G, {αg}g∈G)
a partial action of G on R. It is natural to consider Dg ⊳ Dr(g) ⊳ R and
αg : Dg−1 → Dg an isomorphism for all g ∈ G. We define the algebraic
crossed product R⋉aα G by
R⋉aα G =
{
finite∑
g∈G
agδg
}
=
⊕
g∈G
Dgδg
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where δg are symbols that represent the position of the element ag in the
sum. The addition is usual and the product is given by
(agδg)(bhδh) =
{
αg(αg−1(ag)bh)δgh, if (g, h) ∈ G
2.
0, cc.
and linearly extended.
The next result gives a condition to the associativity of the algebraic
crossed product.
Proposition 4.3. Let R be an algebra, G a groupoid and α = ({Dg}g∈G,
{αg}g∈G) a partial action of G on R. If R is semiprime, then the algebraic
crossed product R⋉aα G is associative.
The proof can be found in [5, Proposition 3.1] and in the fact that every
groupoid can be seen as an ordered groupoid regarding to equality as partial
order.
We are interested in defining the algebraic crossed product of a action of
an inverse semigroupoid on an algebra. Exel and Vieira made in [14] the
first study in the case of groups.
Proposition 4.4. Let β be an action of an inverse semigroupoid S on an
algebra R. If ∃st then
(i) βs∗ = β
−1
s
(ii) βs(Et) = β(Et ∩ Es∗) = Est
(iii) Est ⊆ Es
Proof. (i): Since ss∗ ∈ E(S), we have
IEs = IEss∗ = βss∗ = βs ◦ βs∗ ,
that is, βs∗ = β
−1
s .
(ii): Just observe that
βs(Et) = βs(Et∩Es∗) = β
−1
s∗ (Et∩Es∗) = dom(βt∗◦βs∗) = dom(β(st)∗) = Est.
(iii): Follows directly from (ii). 
Definition 4.5. Let β = ({Es}s∈S , {βs}s∈S) be an action of an inverse
semigroupoid S on an algebra R. It is natural to consider Es = Ess∗ ⊳ R
and βs an isomorphism for all s ∈ S. We define
L =
{
finite∑
s∈S
asδs
}
=
⊕
s∈S
Esδs.
The addition is usual and the product is given by
(asδs)(btδt) =
{
βs(βs∗(as)bt)δst, if ∃st.
0, cc.
and linearly extended.
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Proposition 4.6. Let R be an algebra, S an inverse semigroupoid and β =
({Es}s∈S , {βs}s∈S) an action of S on R. If R is semiprime, then L defined
in 4.5 is associative.
Proof. Similar to Proposition 4.3. 
Finally we can define the algebraic crossed product of the inverse semi-
groupoid S on the semiprime algebra R, since L is associative, therefore, an
algebra.
Definition 4.7. Let R be a semiprime algebra, S an inverse semigroupoid
and β = ({Es}s∈S , {βs}s∈S) an action of S on R. Define N = 〈aδr − aδt :
a ∈ Er, r ≤ t〉. The algebraic crossed product of S on R by β is
R⋉aβ S = L/N .
Remark 4.8. The algebraic crossed product of an inverse semigroupoid S
on a semiprime algebra R by an action β is well defined. In fact, if r ≤ t,
then ∃i ∈ E(S) such that ∃ti and r = ti. Hence Er ⊆ Et, by Proposition
4.4. So we can write aδt even though a ∈ Er.
One can see that the natural partial order of an inverse semigroupoid
plays an important role in the crossed product. Since we want to work with
S(G), we must understand its partial order.
Lemma 4.9. Let G be a groupoid. If α, β ∈ S(G) are such that α =
ǫr1 · · · ǫrn [s], β = ǫℓ1 · · · ǫℓm [t] and α ≤ β, then s = t and {ℓ1, . . . , ℓm} ⊆
{r1, . . . , rn}.
Proof. Since α ≤ β, there is an idempotent γ ∈ S(G) such that ∃βγ and
α = βγ. From Lemma 3.6 we know that γ = ǫp1 · · · ǫpk on the standard form
(where p1, . . . , pk ∈ Xp1). Then,
ǫr1 · · · ǫrn [s] = α = βγ = ǫℓ1 · · · ǫℓm[t]ǫp1 · · · ǫpk = ǫℓ1 · · · ǫℓmǫtp1 · · · ǫtpk [t].
The result follows from the uniqueness of decomposition on standard form.

Lemma 4.10. Let G be a groupoid. Given r1, . . . , rn, g, h ∈ G, ri ∈ Xg for
all i = 1, . . . , n, d(g) = r(h), we have
(i) E[g][h] = E[g] ∩E[gh]
(ii) Eǫr1 ···ǫrn [g] ⊆ E[g]
Proof. (i):
E[g][h] = E[g][g−1][g][h]
= E[g][g−1][gh]
= β[g](E[g−1][gh])
= β[g] ◦ β[g−1](E[gh])
= E[g] ∩ E[gh].
(ii): Follows from (i). 
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The last lemma before the principal result of this section will give us two
important relations on the crossed product.
Lemma 4.11. Let R be a semiprime algebra, G a groupoid and
β = ({Es}s∈S(G), {βs}s∈S(G))
an action of S(G) on R. For r1, . . . , rn, g, h ∈ G, such that ∃gh, r(ri) = r(g),
for all i = 1, . . . , n, the equalities below hold in R⋉aβ S(G):
(i) aδ[g][h] = aδ[gh], for all a ∈ E[g][h]
(ii) aδǫr1 ···ǫrn [g] = aδ[g], for all
Proof. (i): Since E[g][h] ⊆ E[gh] from Lemma 4.10, we can write aδ[gh]. Just
note that
[g][h] ≤ [gh], since [g][h] = [g][h][h−1][h] = [gh][h−1][h] = [gh]ǫh−1
and ǫh−1 is idempotent. Then, aδ[g][h] − aδ[gh] ∈ N .
(ii): Since Eǫr1 ···ǫrn [g] ⊆ E[g] we can write aδ[g]. Now note that
ǫr1 · · · ǫrn [g] = [g]ǫg−1r1 · · · ǫg−1rn
and ǫg−1r1 · · · ǫg−1rn ∈ E(S(G)), from where ǫr1 · · · ǫrn [g] ≤ [g]. Hence
aδǫr1 ···ǫrn [g] − aδ[g] ∈ N . 
Theorem 4.12. Let G be a groupoid, R a semiprime algebra and α a partial
action of G on R. Let also β be the partial action of S(G) on A associated
with α as in the Theorem 3.7. So R⋉aα G ∼= R⋉
a
β S(G).
Proof. Define
ϕ : R⋉aα G→ R⋉
a
β S(G)
aδg 7→ aδ[g]
and
ψ : L→ R⋉aα G
aδγ 7→ aδ∂(γ).
It is easy to see that ϕ and ψ are algebra homomorphisms and that N ⊆
kerψ. Therefore exists a unique homomorphism ψ : R ⋉aβ S(G) → R ⋉
a
α G
such that ψ(aδγ) = aδ∂(γ). Notice that ϕ and ψ are inverses, consequently
isomorphisms.

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5. Partial Groupoid Representations and Inverse Semigroupoid
Representations
In this section we define inverse semigroupoid representations on Hilbert
spaces and partial groupoid representations on Hilbert spaces.
Definition 5.1. Let S be an inverse semigroupoid and H a Hilbert space.
A representation of S on H is a map π : S → B(H) such that
(R1) if ∃αβ, then π(αβ) = π(α)π(β);
(R2) π(α∗) = π(α)∗; and
(R3) π(e) = Idom(π(e))), for all e ∈ E(S).
Definition 5.2. Let G be a groupoid and H a Hilbert space. A partial
action of G on H is a map π : G→ B(H) such that
(PR1) π(s)π(t)π(t−1) = π(st)π(t−1), for all (s, t) ∈ G2;
(PR2) π(s−1) = π(s)∗; and
(PR3) π(e) = Idom(π(e)), for all e ∈ G0.
In this case, it also holds
π(s−1)π(s)π(t) = π(s−1)π(st).
Proposition 5.3. Let G be an groupoid and H a Hilbert space. There is a
one-to-one correspondence between
(a) partial groupoid representations of G on H; and
(b) inverse semigroupoid representations of S(G) on H.
Proof. A partial groupoid representation of G on H holds the conditions of
Proposition 2.3. Hence there is a semigroupoid homomorphism π : S(G)→
B(H) such that π([t]) = π(t) for all t ∈ G. This already gives us (R1) and
(R3).
To show (R2), let α = ǫr1ǫr2 · · · ǫrn [s] ∈ S(G) be such that r1, . . . , rn ∈ Xs,
as in Propositon 2.7. We know that we can write
α∗ = [s−1]ǫrn · · · ǫr1 .
Therefore,
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π(α∗) = π([s−1]ǫrn · · · ǫr1)
= π([s−1][rn][r
−1
n ] · · · [r1][r
−1
1 ])
= π([s−1])π([rn])π([r
−1
n ]) · · · π([r1])π([r
−1
1 ])
= π(s−1)π(rn)π(r
−1
n ) · · · π(r1)π(r
−1
1 )
= π(s)∗π(rn)π(rn)
∗ · · · π(r1)π(r1)
∗
= (π(r1)π(r1)
∗ · · · π(rn)π(rn)
∗π(s))∗
= (π(r1)π(r
−1
1 ) · · · π(rn)π(r
−1
n )π(s))
∗
= (π([r1])π([r
−1
1 ]) · · · π([rn])π([r
−1
n ])π([s]))
∗
= π([r1][r
−1
1 ] · · · [rn][r
−1
n ][s])
∗
= π(ǫr1 · · · ǫrn [s])
∗
= π(α)∗,
which is what we wanted to demonstrate.
On the other hand, given a semigroupoid representation ρ of S(G) on H,
consider the map
π : G→ B(H)
t 7→ π(t) = ρ([t]).
We will show that π is a partial groupoid representation of G on H. Take
(s, t) ∈ G2.
(PR1):
π(s)π(t)π(t−1) = ρ([s])ρ([t])ρ([t−1])
= ρ([s][t][t−1])
= ρ([st][t−1])
= ρ([st])ρ([t−1])
= π(st)π(t−1).
(PR2):
π(t−1) = ρ([t−1]) = ρ([t]∗) = ρ([t])∗ = π(t)∗.
(PR3):
Given e ∈ G0,
π(e) = ρ([e]) = ρ(ǫe) = Idom(ρ(ǫe)) = Idom(π(e)).
Therefore π is a partial groupoid representation of G on H. 
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6. Exel’s Partial Groupoid C*-Algebra
The main goal of this section is to generalize the definition of partial group
C∗-algebra to obtain the purely algebraic definiton of partial groupoid C∗-
algebra.
It is proved in [14] that if the algebra R on Definition 4.2 is a C∗-algebra,
then the algebraic crossed product R⋉aαG admits an enveloping C
∗-algebra
with the relations
(agδg)
∗ = αg−1(a
∗
g)δg−1
and ∥∥∥∥∥∑g∈G agδg
∥∥∥∥∥ = ∑g∈G ‖ag‖.
This also holds on the cases of groupoids and inverse semigroupoids and
can be easily proven in an analogous way.
Remark 6.1. One can show that if R is a C∗-algebra and α is a partial
groupoid action of a groupoid G on R, we have
R⋉α G ∼= R⋉β S(G)
where R⋉αG denotes the crossed product of R by G, that is, the enveloping
C∗-algebra of R ⋉aα G and β is the inverse semigroupoid action associated
to α as in Theorem 3.7. Similarly R⋉β S(G) = C∗e (R⋉
a
β S(G)).
Definition 6.2. Define an auxiliar C∗-algebra R by generators and rela-
tions. The generators are the symbols PE , where E ⊆ G is a finite subset of
the groupoid G. The relations are
(i) P ∗E = PE; and
(ii) PEPF =
{
PE∪F , if E ∪ F ⊆ Xg, for some g ∈ G.
0, cc.
Proposition 6.3. R is an abelian C∗-algebra with P∅ as unity. Besides
that, every element of R is a projection.
The above proposition tells us that if E ⊆ G is such that E * Xg for all
g ∈ G, then PE = 0.
Given t ∈ G, consider the map αt : R→ R defined by
αt(PE) =
{
PtE , if ∃tx, for all x ∈ E.
0, cc,
that is,
αt(PE) =
{
PtE , if E ⊆ Xt−1 .
0, cc,
If we define Dt = span{PE : t, r(t) ∈ E ⊆ Xt}, we have that Dt ⊳ Dr(t) ⊳
R, for all t ∈ G, and the restriction of every αt to Dt−1 gives us a partial
action of G on R. Therefore we can define the algebraic crossed product
R⋉aα G. That gives us the following definition:
INVERSE SEMIGROUPOID ACTIONS AND REPRESENTATIONS 21
Definition 6.4. The Exel’s partial groupoid C∗-algebra C∗p(G) is the en-
veloping C∗-algebra of R⋉aα G, that is,
C∗p(G) = R⋉α G.
The next proposition follows from Proposition 4.3 and from the fact that
an algebra A is semiprime if, and only if, its ideals are idempotent.
Proposition 6.5. C∗p(G) is an associative C
∗-algebra.
Definition 6.6. A C∗-algebra representation of a C∗-algebra A on a Hilbert
space H is a ∗-homomorphism of C-algebras φ : A→ B(H).
Definition 6.7. Let G be a groupoid, R a C∗-algebra and α a partial action
of G on R. We call the triple (R,G,α) a partial groupoid C∗-dynamic
system.
A covariant representation of (R,G,α) is a triple (π, u,H), where π : R→
B(H) is a representation of R on a Hilbert space H and u : G→ B(H) is a
map given by u(g) = ug, where ug is a partial isometry such that
(CR1) ugπ(x)ug−1 = π(αg(x)), for all x ∈ Dg−1
(CR2) π(x)uguh =
{
π(x)ugh, if (g, h) ∈ G
2 and x ∈ Dg ∩Dgh.
0, if ∄gh.
(CR3) u∗g = ug−1 .
The definition of covariant representation give us the following relations,
listed in the lemma below.
Lemma 6.8. Let (π, u,H) be a covariant representation of (R,G,α). If
x ∈ Dg, then:
(i) π(x)ugug−1 = π(x)
(ii) π(x) = ugug−1π(x)
Proof. Since Dg = Dg ∩Dr(g) = Dg ∩Dgg−1 , we obtain from (CR2) that
π(x)ugug−1 = π(x)ur(g).
Moreover, from (CR1) we have
π(x) = ugug−1π(x)ugug−1 = ugug−1π(x)ur(g).
Note that if x ∈ Dg = Dg ∩Dg = Dg ∩Dgd(g), then by (CR2)
π(x)ugud(g) = π(x)ug.
From that and (CR1) we get
π(αg−1(x)) = ug−1π(x)ugud(g) = ug−1π(x)ug = π(αg−1(x)).
But this is the same as saying
π(x)ud(g) = π(x),
for all x ∈ Dg−1 , since αg−1 is an isomorphism. Therefore, switching g for
g−1, we get from that and from the fact that d(g−1) = r(g),
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π(x)ur(g) = π(x),
from where follows the result.

Definition 6.9. Let (π, u,H) be a covariant representation of (R,G,α).
Define π × u : R⋉α G→ B(H) by
(π × u)(agδg) = π(ag)ug
and linearly extended.
Lemma 6.10. π × u is a ∗-homomorphism.
Proof. Let agδg, bhδh ∈ R⋉α G. We will show that
(π × u)((agδg)(bhδh)) = (π × u)(agδg)(π × u)(bhδh)
and that (π× u)((agδg)
∗) = (π×u)(agδg)
∗. That will be enough, because it
will only take us to extend the results linearly to obtain the lemma.
First note that
(π × u)((agδg)(bhδh)) = π(ag)ugπ(bh)uh.
But since ag ∈ Dg, we can use item (ii) from Lemma 6.8 to guarantee
that π(ag) = ugug−1π(ag). Therefore,
(π × u)((agδg)(bhδh)) = ugug−1π(ag)ugπ(bh)uh.
Note now that from (CR1)
(π × u)((agδg)(bhδh)) = ugπ(αg−1(ag))π(bh)uh = ugπ(αg−1(ag)bh)uh.
Since bh ∈ Dh, then αg−1(ag) ∈ Dg−1 . Since Dh and Dg−1 are ideals, we
have that αg−1(ag)bh ∈ Dg−1 ∩Dh. Thus
(π×u)((agδg)(bhδh)) = ugπ(αg−1(ag)bh)ug−1uguh = π(αg(αg−1(ag)bh))uguh.
On the other hand,
π(αg(αg−1(ag)bh))uguh =
{
π(αg(αg−1(ag)bh))ugh, if (g, h) ∈ G
2.
0, cc.
The equality above holds because since αg−1(ag)bh ∈ Dg−1 ∩Dh, we have
that if ∃gh, then αg(αg−1(ag)bh) ∈ αg(Dg−1 ∩Dh) = Dg ∩Dgh. So we can
apply (CR2).
Now note that if ∄gh, then (agδg)(bhδh) = 0, from where
(π × u)((agδg)(bhδh)) = (π × u)(0) = (π × u)(0δg) = π(0)ug = 0.
That is, if ∄gh, then π × u is multiplicative. In addition, if ∃gh, then
(π × u)((agδg)(bhδh)) = π(αg(αg−1(ag)bh))ugh =
(π × u)(αg(αg−1(ag)bh)δgh) = (π × u)((agδg)(bhδh)).
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Hence, π×u is also multiplicative when ∃gh, from where we can conclude
that π is a homomorphism since it is linear by definition. Moreover,
(π × u)(agδg)
∗ = (π(ag)ug)
∗
= (ug)
∗π(ag)
∗
= ug−1π(a
∗
g)
= ug−1π(a
∗
g)ugug−1
= π(αg−1(a
∗
g))ug−1
= (π × u)(αg−1(a
∗
g)δg−1)
= (π × u)((agδg)
∗),
that is, π × u is a ∗-homomorphism.

We can now state the main result of this work.
Theorem 6.11. Let G be a groupoid and H a Hilbert space. There is a
one-to-one correspondence between
(a) partial groupoid representations of G on H;
(b) inverse semigroupoid representations of S(G) on H;
(c) C∗-algebra representations of C∗p(G) on H.
Proof. We already know from Proposition 5.3 that (a)⇔ (b). We will prove
(b) ⇒ (c) ⇒ (a).
(b) ⇒ (c): Let E = {r1, . . . , rn} ⊆ G be a finite subset of G and π :
S(G)→ B(H) be a representation of S(G) on H. Define
QE =
{
π(ǫr1 · · · ǫrn), if E ⊆ Xg, for some g ∈ G.
0, cc.
Note that QE is well defined, because if E ⊆ Xg we have that r(ri) = r(g),
for all i = 1, . . . , n. Therefore d(r−1i ) = r(ri) = r(ri+1), so ∃r
−1
i ri+1, for all
i = 1, . . . , n− 1, from where ∃ǫriǫri+1 , for all i = 1, . . . , n− 1.
It is obvious that Q2E = QE = Q
∗
E . In addition,
QEQF =
{
QE∪F , if E ∪ F ⊆ Xg, for some g ∈ G.
0, cc.
Defining ρ : R → B(H) by ρ(PE) = QE , we get a C
∗-algebra represen-
tation of R on H. Define also u : G → B(H) by u(g) = ug = π([g]). It is
obvious that (ρ, u,H) is a covariant representation of (R,G,α). Hence we
can consider the ∗-homomorphism ρ×u, that is a C∗-algebra representation
of C∗p(G) on H.
(c) ⇒ (a): Let φ : C∗p(G) → B(H) be a C
∗-algebra representation. Con-
sider the elements of the form at = P{r(t),t}δt ∈ C
∗
p(G). It is easy to see that
if (s, t) ∈ G2, then
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asatat−1 = astat−1 .
It is also clear that
a∗t = at−1 .
Moreover,
ae = 1De , for all e ∈ G0.
So if we define π : G → B(H) by π(t) = φ(at) we get a partial groupoid
representation of G on H.

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