This study attempts to show how a Kohonen map can be used to improve the temporal stability of the accuracy of a financial failure model. Most models lose a significant part of their ability to generalize when data used for estimation and prediction purposes are collected over different time periods. As their lifespan is fairly short, it becomes a real problem if a model is still in use when re-estimation appears to be necessary. To overcome this drawback, we introduce a new way of using a Kohonen map as a prediction model. The results of our experiments show that the generalization error achieved with a map remains more stable over time than that achieved with conventional methods used to design failure models (discriminant analysis, logistic regression, Cox's method, and neural networks). They also show that type-I error, the economically costliest error, is the greatest beneficiary of this gain in stability.
Introduction
Models that have long been used by banks and rating agencies to forecast firm failure, have many drawbacks that have given rise to an extensive body of literature (Balcaen and Ooghe, 2006) . Nearly all of the drawbacks (whether related to modelling techniques, sampling and variable selection procedures, control parameters, model design or validation processes) that could have an effect on their robustness have been analysed. But one of these drawbacks, having to do with data stationarity, has not been overcome. A forecasting model relies on the assumption that the relationship between the dependent variable (i.e. failure probability) and all independent variables is stable over time (Zavgren, 1983 ). Yet there is evidence that this stability is highly questionable (Charitou et al., 2004) and that the true forecasts of a model may be weak if this assumption is not fulfilled (Mensah, 1984) . Indeed, models are sensitive to some parameters that describe macroeconomic environments, and any change may influence their accuracy (Mensah, 1984; Platt et al., 1994) . In practice, then, models need to be re-estimated frequently to counterbalance the effects of such phenomena (Grice and Ingram, 2001 ). However, nobody knows what their life span is, how often they need to be re-estimated. This uncertainty has a cost, the cost of the error made when a model unexpectedly enters its instability zone, and especially the cost of type-I errors, that is, the cost of predicting that a firm will survive when in fact it will go bankrupt. In such circumstances, the potential cost for an investor or a creditor who decides, for example, to lend money based on a bankruptcy risk probability involves a net loss in capital that will not be reimbursed, whereas type-II errors involve only the loss of a commercial bargain. For these reasons, we study a means to improve model stability over time.
Two main parameters lie at the root of model instability when there is a change in the economic environment between the period during which a model is estimated and that during which it is used for prediction. Firstly, the boundary that makes it possible to discriminate between healthy and unsound companies moves slightly (Pompe and Bilderbeek, 2005) . Secondly, the distribution of explanatory variables changes (Pinches et al., 1973) ; variable mean and standard deviation are no longer identical and this phenomenon influences model accuracy. In this study, we focus on the latter issue so as to mitigate the effect of sampling variations. Instead of using financial indicators as explanatory variables, we proposed using them in a different way: these financial variables were used to design a set of regions at risk and to compute the ways companies moved within these regions over time. These moves were then quantified to represent standard behaviours, called "trajectories", and these trajectories were used to make forecasts. We thus developed a typology of behaviours, some leading to bankruptcy, others not, and we studied both their forecasting ability and their ability to provide estimates less sensitive to macro-economic changes than those of traditional models.
Regions at risk and trajectories were designed using Kohonen maps, and the prediction ability of trajectories was compared to that of models designed using discriminant analysis, logistic regression, Cox's method and a neural network 3 . We made these comparisons with data collected over different time periods, experiencing various economic conditions; models were estimated with data collected over periods of either economic growth or downturn, and their prediction ability was assessed with data collected over similar or dissimilar periods.
The remainder of this paper is organised as follows. In section 2, we present a literature review that explains our research question. In section 3, we describe the samples and methods used in our experiments. In section 4, we present and discuss our results and in section 5, we conclude and suggest further research.
Literature review
Most financial failure prediction models rely on regression or classification techniques and were designed with single-period data. A model makes it possible to forecast the fate of a company at time t depending on data measured at time t − 1. It is therefore assumed that, between the point in time when the regression or classification function is estimated and that when the function is to be used for a prediction purpose, the relationship between a probability of failure and variables used to compute it (financial ratios, for the most part) is stable (Mensah, 1984) . It is also assumed that the extent to which variables are correlated does not change (Zavgren, 1983) . However, it has been shown that these assumptions do not hold (Altman and Eisenbeis, 1978) . Indeed, both the relationship between the dependent and independent variables and the distribution of explanatory variables are likely to be influenced by macro-economic phenomena. Therefore, any change in environmental conditions may greatly reduce model accuracy. It has been demonstrated that variations in economic cycles (alternating periods of economic growth and downturn or recession) and, to a lesser extent, changes that firms may face in terms of interest rates, credit policy, tax rates, competitive structures, technological cycles and institutional environment, have an influence on financial ratio distributions and on the boundary between failed and non-failed companies. This influence may result in models having poor prediction abilities (Mensah, 1984; Platt et al., 1994; Grice and Dugan, 2003) . Of course, other parameters may play a role, especially when models are used with data that are outside their scope of validity. This is the case when a model is designed for a given firm's size (or for a particular sector or country) and is used with companies that do not meet these criteria. But the latter parameters are easily monitored and controlled, unlike the former.
Although the factors discussed here do not exhaust all possible explanations, the consequences of what has just been described may partly explain the data presented in Tables 1 and 2. Table 1 presents the main financial failure models whose generalization ability was studied in the financial literature. This table includes Altman's (1968) , Wilcox's (1973) , Ohlson's (1980) , Taffler's (1983) and Zmijewski's (1984) models, which are among the most popular. It also shows the correct classification rates of healthy and failed companies that are achieved with each model, including the sample size used to test model accuracy, companies' sectors of operations, and the time period during which data were collected. Table 2 shows the different studies that assessed the prediction performance of all these models under the same conditions as those used when they were designed (identical modelling technique, identical sector), except the time period during which data were collected. And models were evaluated either in their original form or in a re-estimated form. All but two studies achieved correct classification rates far lower than those reported by their initial authors. Altman's (1968) model, which originally had an accuracy rate of 95.5%, ultimately had an accuracy rate ranging from 85% to 89.4% with five studies, and less than 80% with thirteen others. The results achieved with other models are similar. However, when original model coefficients are re-estimated to cope with the characteristics of the period during which they were used once again, models achieved rather better results. Four of the five studies that use Altman's (1968) model, and that achieve the best results, managed to do so with a re-estimated function. The same conclusion can be drawn from the results achieved with Ohlson's (1980) model. As far as the others are concerned, except Barth et al.'s (1985) model, used by Elmer and Borowski (1988) , and Hopwood et al.'s (1994) model, used by McKee and Greenstein (2000) , they all lead to the conclusion that the difference between the performance of a model, as originally reported, and the performance achieved, with a new sample, is fairly clear. These tables show clearly why failure models must be re-estimated frequently. They also show the limits of traditional validation procedures, where models are tested with samples collected within the same timeframe as that used to estimate them. However, no one knows how often such a re-estimation is to be done, even if it is clear that the more complex a classifier, the more often it must be re-estimated (Finlay, 2011) . This fact is not without consequences for banking and financial institutions when some of their decisions are based on the evaluation of a risk calculated with this kind of model.
In their attempts to overcome or reduce model instability, some authors have suggested taking macro-economic factors responsible for this phenomenon into account (Mensah, 1984; Platt et al., 1994; Grice and Dugan, 2003; Pompe and Bilderbeek, 2005) . They also showed that, by using some economic indicators (growth rate, interest rate, inflation rate, oil prices . . . ) to weight traditional explanatory variables, it became possible to stabilize results. However, this solution is applicable only a posteriori when one knows what the nature of the macro-economic changes was, and thus how to mitigate their effects. But, a priori, no one knows what should be done. Other authors demonstrated that one could take advantage of sampling variations caused by changes in the economic environment, and that one might improve model accuracy in the short term by using measures representing variation of ratios over time (standard deviation, coefficient of variation), but they did not study the stability of model accuracy in the long term (Dambolena and Khoury, 1980; Betts and Belhoul, 1987) .
The latter approach implicitly acknowledges that the temporal stability of a model might be improved by using data collected over several consecutive years. This idea is close to the fact that history is a critical explanatory "variable" of business survival. Indeed, one knows that bankruptcy, in most cases, is the result of a long process (Laitinen, 1991) , and that a firm's history strongly influences its ability to withstand failure. Thus, some companies can delay the onset of bankruptcy for many years, even though their financial profile shows that they should fail rapidly, whereas others manage to recover even though nothing suggests that an improvement may happen (Hambrick and D'Aveni, 1988) . A firm's financial health measured at time t cannot be reduced to its situation measured at time t − 1 alone, although this is the underlying assumption of most failure models.
However, this idea has been little explored so as to improve model accuracy (Balcaen and Ooghe, 2006) , and even less to increase their stability over time For this reason, we have decided to study this issue and to show how to improve stability by using data that measure the evolution of a company's financial health over several consecutive years, although not in the same way as previous research. Instead of using financial variables measured at different time intervals to design a model, we chose to use these variables to estimate "trajectories of corporate collapse", then to use these trajectories to make forecasts. We built on Laitinen's (1991) study, which assumed that the performance of a model heavily depends on its ability to account for the different paths companies may take during the years leading to their collapse. We also built on the hypothesis that there may be a finite number of trajectories, that these trajectories may be more stable over time than financial variables used to assess a company's performance, and hence that their results are likely to exhibit similar stability. We used different Kohonen maps to design trajectories. First, a map was calculated to delimit boundaries between areas representing various stages of company financial health. Secondly, we analysed how companies moved over time within these areas and we estimated a typology of behaviours we called "trajectories", using a set of Kohonen maps to quantize these behaviours. Third, we used this typology to forecast financial failure and the performance achieved with trajectories was compared to that achieved using traditional failure models that were designed with discriminant analysis, logistic regression, survival analysis (Cox's method) and a neural network. As we looked at the influence of economic cycles on the stability of results, which appear to be the main factor of data non-stationarity, models were estimated and tested using data collected from different time periods (growth and downturn).
Samples and methods
Data were selected from a French database (Diane), which provides financial data on more than one million French firms. We only chose companies required by law to file their annual reports with the French commercial courts. We also chose companies in the same activity (retail) and of the same size (assets less than e750,000), to control for size and sector effects. We only selected income statement and balance sheet data, which have been the main sources of information for failure models since Altman (1968) . This set of data was used to calculate ratios, and these ratios were subsequently used to design models. As we needed sufficient data to compute trajectories, we selected companies in operation for at least six years, keeping the same time frame as Laitinen (1991).
Covered periods
To collect data from different economic periods, we analysed changes in the Figure 1 shows the changes in both gross domestic product (GDP) and business failure growth rates between 1991 and 2009, and clearly illustrates how downturns were preceded and followed by periods of growth, some more pronounced than others. We noticed a period of recovery and growth between 1993 and 2000, after the 1992 recession, despite a slight fall in GDP in 1996. We wished to analyse model performance using data collected over a downturn period, either for estimation and test purposes. This would have required the downturn period to last at least three years: one year to collect data for estimation tasks, and the following two years to collect data for prediction tasks. Unfortunately, no recessionary or downturn periods that occurred in France 
Sample selection
We selected seven samples. Table 3 shows the years for which we collected data, the number of companies per sample and how samples were used for estimation or prediction tasks or both. For each sample collected at time t, company status (healthy vs. failed) was assessed at time t + 1, with an average lag of 12 to 18 months. Balance sheets and income statements were selected from six consecutive years (t to t − 5) and firms were chosen at random from among those in the database when they complied with the criteria described above.
Variable selection
Choosing a subset of variables from an initial set is essential to the parsimony of a model, but also essential for its accuracy and generalization ability. This task is difficult because the evaluation criterion used to select variables is often non-monotone. Indeed, the best subset of p variables rarely includes the best subset of q variables, where q < p. Faced with this non-monotonic character, only an exhaustive search of all possible combinations will lead to the best subset(s).
But the resulting combinatorial explosion often makes these searches impossible. It is for that reason that most methods rely on heuristic procedures that carry out a limited search in the space of all combinations. These procedures are made up of three basic elements: a search method that explores a subspace of all possible combinations and generates a set of candidate solutions; an evaluation criterion to evaluate the subset under examination and select the best one(s); a stopping criterion to decide when to stop the search method.
When the evaluation criterion is monotone, "complete" methods may find an optimal solution without evaluating all possible combinations, like Branch and Bound (Narendra and Fukunaga, 1977) . Several variants derived from Branch and Bound can deal with situations where the criterion is non-monotone. With some of them, such as Approximate Monotonic Branch and Bound, the optimality of the solution is no longer guaranteed. However, with some others (Duarte Silva, 2001; Brusco and Steinley, 2011) , the optimality can be reached but the size of the set of variables must be limited. These latter methods offer a valuable alternative to sequential methods, including stepwise methods, which usually only find local minima, but they work well only with a moderate number of variables (between 30 and 50) so that the computation times are not prohibitive.
Heuristic or "sequential" methods are used to relax the monotonic assumption that Branch and Bound imposes on the evaluation criterion and represent an alternative to complete methods, which are able to find a global minimum, when the number of variable is large. The simplest methods start with an empty set of variables, then add them one at a time (forward search); others start with all variables, then remove them, also one at a time (backward search). These methods produce results quickly, but they lead to non-optimal solutions because they search only a small part of the space. To increase the size of the search space, some methods such as Plus l -Take Away r alternate forward and backward steps (stepwise methods). Others called floating methods, derived from Plus l -Take Away r, also alternate forward and backward steps, but using a constraint on the evaluation criterion. Their advantage lies in dynamically determining the number of variables that are to be added or removed, as opposed to others where this number is fixed a priori (Jain and Zongker, 1997) .
Finally, "random" methods reduce the risk of a method getting trapped in a local minimum. They start by choosing at random a set of variables, and then search using either a sequential strategy (Simulated Annealing) or a random one (genetic algorithms).
Once a search procedure has chosen a subset of variables, this subset must be evaluated. Some evaluation criteria rely solely on the intrinsic characteristics of the data without using the inductive algorithm (filter methods), that is to say the algorithm that will finally use the selected variables.
Some others rely on the performance of the inductive algorithm when using the variables that are to be evaluated (wrapper methods). Independent criteria are either distance measures (e.g., Wilks' Lambda), information measures (entropy), dependence measures (mutual information) or consistency measures. When used in conjunction with some algorithms, these criteria do not always lead to optimal results, or they are difficult to use. Therefore, one uses the induction algorithm (Kohavi and John, 1997) for evaluation: each set of variables selected at any given time is then evaluated based on the generalization error of the model designed with these variables.
Without a suitable stopping criterion, a selection process could run until all possible combinations are evaluated. Many criteria may be used to interrupt a search. Most of the time these criteria take the form of a maximum number of iterations, a predefined number of variables, the absence of improvement after addition or removal of variables, or the achievement of optimal predictive ability. These criteria depend on computation heuristics and sometimes on statistical tests.
When it comes to choosing a variable selection method, one has to therefore choose a combination of three of the aforementioned techniques and criteria -a choice that is not necessarily straightforward.
Indeed, depending on the selection method being considered, some techniques or criteria that have just been presented cannot be used, either because they are difficult to implement and cause intractable computational problems, or because they are ill-suited to the modelling technique. This is, for example, the case of evaluation criteria that rely on the hypothesis that input-output variable dependence is linear or that input variable redundancy is well measured by the linear correlation of these variables, and that are clearly not suited to neural networks (Leray and Gallinari, 1998) .
And even if the selection technique fits the modelling method, the question of the final choice and that of the role of the user in this choice always arises. This is the reason why some authors suggest that several criteria should be used simultaneously to select variables and that a certain degree of subjectivity might be involved in the selection process (Duarte Silva, 2001) .
As a consequence, we used several selection methods and only variables that were most often selected were finally chosen to design our models. This approach corresponds to the idea proposed by (Murray, 1977) who thought that a good measure of the value of a variable for future classification would be the number of times it was selected by different techniques. The selection process was therefore organized as follows.
We calculated 41 financial ratios that can be broken up into a few, somewhat arbitrary categories that best describe company financial profiles: solvability, liquidity, profitability, financial structure, activity and rotation. We then selected, within this initial set of ratios, those that will be used to design models. We decided to choose a few subsets that are not sample-and selection-criteria dependent, but that best fit the three periods being examined. Therefore, we selected an initial subset with data from 1998 (period of growth), a second subset with data from 2000 (period of growth) and a third with data from 2002 (period of downturn). For each period, we used the following procedure to select variables.
We chose six variable selection techniques commonly used with the modelling methods we chose for our experiments. We selected three techniques that are commonly used with discriminant analysis, logistic regression and Cox's method, and three others that are well suited for the neural network (multilayer Perceptron). We did not choose any method dedicated to Kohonen maps. Indeed, the way we used these maps is very different from the way they are traditionally used and therefore, there was no guarantee that a variable selection method tailored to Kohonen maps would have been, within the framework of our study, more useful than another.
The first technique we chose, which is tailored to discriminant analysis, relies on a stepwise search procedure, a Fisher F test as a stopping criterion, and a Wilks' Lambda as an evaluation criterion.
The second and third methods, both tailored to logistic regression and Cox's model, respectively rely on a forward stepwise search and a backward stepwise search, with a likelihood statistic as an evaluation criterion of the solutions and a Chi2 as a stopping criterion in both cases. The last three techniques are well suited for the neural network. The fourth is a zero-order technique which uses the evaluation criterion designed by Yacoub and Bennani (1997) . The fifth technique is a first-order method that uses the first derivatives of network parameters with respect to variables as an evaluation criterion. Finally, the sixth relies on the evaluation of an out-of-sample error calculated with the neural network. With these three criteria, we divided the learning sample into two parts: half of the sample was selected at random and used to select variables, while the other half estimated the generalization error of each subset. We used only a backward search rather than a forward or a stepwise search. As the search procedure involved successive removal of variables, the network was retrained after each removal, and the selection procedure was performed until all variables were removed (Leray and Gallinari, 1998) . The results of a selection with a neural network strongly depend on the initialization of its weights. This is why we repeated the selection process with each criterion 10 times and finally, the set of variables that led to the lowest error was chosen. From a general standpoint, when a network is used during a selection process, its parameters are determined a priori (Leray and Gallinari, 1998) . This solution does not necessarily lead to the best architecture, but it is faster than determining the parameters during selection. We then decided to estimate network parameters beforehand. To compute these parameters, we ran a set of experiments. At random, we drew 50 sets of variables from among those first selected. For each set of variables, we tested several combinations of parameters: learning steps (from 0.05 to 0.5, with a 0.05 step) and the number of hidden nodes (from 2 to 15). We used only one hidden layer.
All these figures were derived from those traditionally used with an MLP in the literature. For each combination of parameters, the error was estimated using a 10-cross-validation technique and the architecture that led to the lowest error was chosen. All networks used in this study were made up of one hidden layer, one output node and an activation function in the form of a hyperbolic tangent. We used the Levenberg-Marquardt algorithm, as an optimization technique during the learning process.
When all selections were done with each method, variables that were selected at least twice were chosen to design our models, but highly correlated variables were removed because correlation leads to model instability (Mensah, 1984) . When the correlation between two variables was greater than 0.7, one of them was removed. We chose 0.7 as Atiya (2001) and Leshno and Spector (1996) did in the same context as that of this study. When deciding on which variables to remove, we used the following procedure. When one of the two variables was likely to give too much weight to a given financial dimension among those that were represented in a set of variables, it was discarded. The financial dimensions that are most often captured by variables used to design bankruptcy models are liquidity, solvency, profitability and financial structure, as suggested by many authors since Gupta (1969) . We then managed to balance the weight of each main dimension captured by each set of variables. But when neither of the two variables was likely to overweight any given dimension, the variable that appeared to be the less "relevant" in the financial literature, given the issue we studied, was removed. The fact that a variable belonged to a certain financial dimension was assessed using the financial literature and confirmed using a principal component factor analysis.
Modelling methods
Several modelling methods were used to design prediction models: a Kohonen map, to calculate trajectories, and three traditional methods such as discriminant analysis, logistic regression and a neural network.
Models designed with discriminant analysis, logistic regression and the neural network are traditionally mono-period models which rely on a snapshot of a company's financial profile taken at a particular point in time. However, models designed with a Kohonen map rely on data that measure changes to a firm's financial health over a number of consecutive years (i.e. six years). Then, to ensure the fairness of the comparison with the Kohonen map, and to control for the influence of this difference between data used with each method (single period data vs. time-series data), we designed several multi-period models. We first used a survival analysis (Cox's method) which is specially designed to deal with time-series data. This method was used with data measured over six years. Secondly, we added models designed with discriminant analysis, logistic regression and the neural network that used data collected over different time periods. With these models, each explanatory variable was measured at different points in time. For example, a model that was designed with five financial ratios and that used data collected over six years is made up of thirty explanatory variables. We used two time periods (three and six years) to control for the influence of the number of variables on model accuracy, that is to say the influence of the number of parameters to be estimated. Indeed, in general, the more parameters to be estimated on a given data set, the greater the generalization ability of a model is difficult to achieve.
Discriminant analysis
Discriminant analysis is a classification method with the aim of classifying objects in two or several groups using of a set of variables. To design the classification rule, the method attempts to derive a linear combination of independent variables that will best discriminate between previously defined groups, which in our case are sound and unsound firms. This is achieved using a procedure of maximizing the between-group variance relative to the within-group variance. Discriminant analysis then computes a score z according to:
where w i represents the discriminant weights, x i indicates the independent variables (e.g., financial ratios) and c is a constant. Each firm is assigned a single discriminant score which is then compared to a cut-off value which determines the group the company belongs to.
Discriminant analysis exhibits optimal discrimination abilities when the joint distribution of independent variables is multivariate normal and when their variance-covariance matrices are equal (Wald, 1944) . But, variables that are commonly used to design bankruptcy prediction models (financial ratios) rarely meet these requirements. However, the robustness of discriminant analysis against departures from these conditions for optimality makes it a widely used method.
Logistic regression
Logistic regression is often used in conjunction with or instead of discriminant analysis to relax the conditions for optimality that the latter method imposes on the data. This is particularly the case when variables used to design models, such as financial ratios, exhibit characteristics that depart severely from these conditions.
A logistic regression function computes a probability score z for each observation (firm) to be classified, where:
where x i represents the independent variables and c is a constant. The coefficients w i of the function are calculated using maximum likelihood estimation. As with a discriminant function, an observation will be classified in one of two groups depending on its score.
Neural network
Neural networks, like discriminant analysis or logistic regression, are commonly-used classification methods in the field of bankruptcy prediction. Unlike discriminant analysis and logistic regression, neural networks do not represent the relationship between the independent variables and the dependent variable with an equation. This relationship is expressed as a matrix containing values (also called weights) that represent the strength of connections between neurons. In this study, a multilayer Perceptron (MLP) was used to perform the classification task. From a general point of view, a MLP used for classification tasks with two groups is made up of three layers: an input layer with n neurons, one per explanatory variable; one hidden layer with m neurons; and an output layer with one neuron. The layers are linked together, and the relationships between neurons are represented by weights: the weights w 1 ij represent the relationships between the neurons of the input layer (x i ) and the neurons of the hidden layer. The weights w 2 j represent the relationships between the neurons of the hidden layer (h j ) and the output neuron.
If one considers a classification task of observations into two groups to be achieved by such network, the vector x represents the explanatory variables, and the output neuron represents the result of the classification: class 1 or class 2. The values go through the network as a result of the activation function of each neuron. The activation function transforms input into output. The input value of a hidden neuron (h j ) is the weighted sum of the input neurons
The transformation of the input is done through a squashing function f , most often a hyperbolic tangent or a logistic function. This transformation allows the network to take into account the non-linearity that may exist between its input and its output. The weights of the network are estimated through a learning process.
During this process, network weights are tuned to values that allow the network to achieve a good classification rate with data used during the learning phase, but also good prediction ability when using data that were not used during this phase. Once the learning process is done, the network can be used for forecasting tasks.
An MLP does not require distributional assumptions of the independent variables and is able to model all types of non-linear functions between the input and the output of a model. This universal approximation capability, assessed Hornik et al. (1990) , and the ability to build parsimonious classification rules make them powerful models.
Cox's method
Cox's method is one of the techniques known as survival analysis which allows the time that will elapse before a particular event occurs, such as bankruptcy, to be taken into account. This method is completely different from the previous ones. With discriminant analysis, logistic regression or neural networks, bankruptcy prediction is achieved using a classification rule. With a Cox's model, bankruptcy prediction is done using a timeline over which a firm is characterized by a specific lifetime. Lifetime distributions in a given population can be represented by two functions: a survival function and a hazard function. The survival function s(t) represents the probability that a firm will survive past a given time t, and the hazard function h(t) represents the instantaneous rate of failure at a given time t. There are different ways of assessing the survival and the hazard functions that depend on the assumptions about the relationships between these functions and a set of explanatory variables. With Cox's method, this relationship can be represented as:
where h 0 (t) corresponds to the baseline hazards and describes how the hazard function changes over time and e ∑ n i=1 x i w i corresponds to the way the hazard function relates to explanatory variables x i . The regression coefficients w i are calculated with a method similar to the maximum likelihood method.
The survival function s(t) of a given company can be defined as:
As with a discriminant or a logistic function, a firm will be classified in one of two groups depending on its survival function.
Kohonen maps
Kohonen maps were originally designed to deal with clustering issues. A map consists of a set of neurons organised on a square grid most of the time. Each neuron is represented by an n-dimensional weight vector w = (w 1 , . . . , w n ), where n is the dimension of the input vectors (i.e.
number of variables used to represent observations). The weights of a map are calculated through a learning process during which the neurons learn the underlying patterns within the data. During this process all data vectors are compared to all weight vectors through a distance measure. For each input vector, once the nearest neuron is found, its weights are adjusted so as to decrease the distance between the input vector and this neuron. The weights of all neurons located in its neighbourhood are then also adjusted, but the magnitude of the variation is proportional to the distance between them on the map. Throughout the learning phase, the neighbourhood radius gradually shrinks, depending on a function to be defined a priori. This procedure is repeated until a stopping criterion is reached.
When the learning process is done, the resulting map is a non-linear projection of an n-dimension input space onto a two-dimensional space, which preserves the structure and topology of input data relatively well (Cottrell and Rousset, 1997) : two companies that are close to each other in the input space will be close on the map. As the classes are known (failures vs. survivors), each neuron can be labelled with the label of the class for which it appears as a prototype. To do so, all input vectors are once again compared to all neurons. The percentage of companies in each class that are the closest to each neuron is then computed. Finally, the neurons are labelled with the label of the class whose percentage is the highest. The algorithm used during the learning phase of the map can be described as follows:
• Step 1: set the size of the map, using l lines and c columns, then randomly initialize the weights;
• Step 2: set the input neuron values x = (x 1 , . . . , x n ) using data from one company;
• Step 3: compute the distance between vector (x 1 , . . . , x n ) and the weight vector (x k1 , . . . , w kn ) of each neuron w k and select neuron w c with the minimum distance:
Step 4: update weights within the neighbourhood of w c :
where t is time, α(t) the learning step, h ck (t) the neighbourhood function, and x(t) the input vector. The neighbourhood function is traditionally a decreasing function of both time and the distance between any neuron w k on the map and neuron w c that is the closest to the input vector at time t.
• Step 5: repeat step 2 to step 5 until t reaches its final value.
Kohonen map and trajectory design
A trajectory represents the variation of company's financial health over time. It also represents the way a firm moves in at-risk regions, over a number of consecutive years. A trajectory is then a sequence of positions within a space at risk, over a given period. We used a Kohonen map to design the space at risk, and a few others to design trajectories.
A map made up of 100 neurons was used to design the space at risk -10 per row and 10 per column 6 . Three different spaces were then designed: one with data from 1998; one with data from 2000; and a last one with data from 2002. We used Sammon's mapping method (Sammon, 1969) to make sure that the input space was well approximated with a two-dimensional map and that no significant folding or stretching was visible on the map
Once the design of each map was completed, 7 , we looked for neurons that can be considered prototypes of healthy and failed firms. To do so, we compared data used to design the maps and all neurons. We then calculated the percentage of sound and unsound firms that were closest to each neuron. Finally, neurons were labelled with the label of the class (healthy or failed) whose percentage was higher. When neurons are labelled, the map can be used to visualize the location of companies belonging to each class. It gives a complete picture of the proximity between failed and non-failed firms on the map, and makes it possible to represent a "failure" and a "non-failure space" and the boundaries between them.
Once the map was designed, company trajectories were computed: a trajectory is a path along which a company moves on the map from one neuron to another (i.e. from one region at risk to another) over a six-year period. These at-risk regions can be considered the hierarchies of financial profiles that best summarize all company financial situations. As we have collected data over six-year periods, each company can be represented using six vectors, one for each year. To locate the position of a company on the map, we computed the distance between all neurons and the six vectors. The neurons that are the closest to each vector then represent the different positions of a company on the map over time. Each sequence of six positions can be considered a trajectory.
However, as a map is made up of 100 neurons, it becomes impossible to analyse and visualize all possible trajectories. To reduce the number of combinations, we attempted to group neurons into a few super-classes. Each class of neurons was analysed separately to look for groups only representing healthy companies, and other groups only representing unhealthy companies. Neurons were then grouped into a small number of groups called super-classes 8 using a hierarchical ascending classification 9 .
We then ranked the super-classes by the financial health of the companies they represented, ranging from companies in very good shape (super-class 1) to those in very bad shape (super-class n, n>1). We analysed a few partitions made up of six to eleven super-classes, and we finally chose the best partition in terms of homogeneity. The homogeneity was assessed using the three best homogeneity indexes mentioned in the research carried out by Milligan (1981) .
9 We used three aggregation criteria (average linkage, complete linkage and Ward criterion) and each neuron was assigned to a distinct super-class, and then labelled. A neuron was labelled with the class predicted using these two or three criteria. When the three criteria led to different results, a neuron was labelled using a majority voting scheme, depending on the class of its nearest neighbours.
second one (gray lines) shows how a company (firm 2) moved slowly along a path to failure from an initial position in super-class 1 to a final position in class 6. In 1997, its situation was fairly good, For each period, when all individual trajectories (one per company) were calculated, we then grouped these trajectories into prototype trajectories -one per super-class. For each super-class, we used a single-layer, six-neuron Kohonen map to compute the prototype trajectories. Six neurons were enough to correctly quantify all data, because, with more than six, some trajectories became indistinguishable from others, and with fewer, some no longer existed. With each learning sample (i.e. data from 1993 to 1998, 1995 to 2000 and 1997 to 2002 ), all prototype trajectories were labelled with the label of a class (sound or unsound) depending on a cut-off value described in the next paragraph below. Finally, we grouped all six-neuron maps into a final set (one per period), and we used it to complete the forecasts. The first line displays the behaviour of companies belonging to super-class 1, that is, firms with the best financial health. The first four trajectories show that most of these firms never shifted to the "bankruptcy space", unlike the last two trajectories, which show that some of them ultimately went bankrupt.
Conversely, the last line displays, on the first two trajectories, how companies that were in bad financial shape in 1997 managed to improve, and on the last four trajectories it shows how other companies, also in bad shape, finally collapsed.
Cut-off value determination
The cut-off value used to discriminate between sound and unsound firms was calculated with two different methods. A set of forecasts were then made with each method.
Firstly, the cut-off value was estimated so as to maximize the overall rate of correct classifications. This is the most commonly used method in the bankruptcy literature. However, as previously mentioned, since the cost of misclassification between two models that exhibit equal performance is not symmetric, the best option is certainly the model that is able to minimize the type-I error (bankrupt firms predicted as healthy). This is the reason why many authors recommend to taking this cost into account while assessing the optimal cut-off value, and explicitly using it during the computation of a classification function. A second way of assessing the cut-off value was then used to take the observed expected cost of misclassification -also called resubstitution risk -into account (Frydman et al., 1985) . Thus, the following objective function was minimized to estimate the cut-off value:
where c 1 and c 2 are the respective costs of type-I and type-II errors; p 1 and p 2 are the respective prior probabilities of bankruptcy and non-bankruptcy; e 1 and e 2 are the respective type-I (failed firm predicted as healthy) and type-II (healthy firm predicted as failed) errors; and N 1 and N 2 are the respective numbers of failed and healthy firms in the sample.
The main difficulty lies in specifying the values to be used with c 1 and c 2 . Indeed, as suggested by Pacey and Pham (1990) , c 1 and c 2 differ from firm to firm, but also from the situation of the user of the model and therefore on its own cost-of-error function. We then used the misclassification costs used by Frydman et al. (1985) , the aim of whose study was also to compare different bankruptcy prediction models, where the cost of misclassification of healthy firms (i.e., c 2 ) is kept to 1, while the costs of misclassification of unsound firms (i.e., c 1 ) are respectively set to 1, 10, 20, 30, 40, 50, 60 and 70. As far as the prior probability of bankruptcy is concerned, we used the average probability of French firms belonging to the retail sector over the period studied -that is, 2%. This parameter was also used by Frydman et al. (1985) and by Tam and Kiang (1992) .
With discriminant analysis, logistic regression and Cox's model, the cut-off value was estimated using the previously presented cost function, and in accordance with what has been done in the literature (Frydman et al., 1985; Tam and Kiang, 1992; Hopwood et al., 1994; Lee and Urrutia, 1996) . With the neural network, the cost function to be minimized during the learning process was changed so as to take into account the prior probabilities and the costs of misclassification (Tam and Kiang, 1992) . Finally, with the Kohonen map, the cost function was used to label the trajectories that were used to make forecasts, in the same way as terminal nodes of a classification tree are labelled when using such a function (Frydman et al., 1985) . Trajectories were labelled with the label of the class (healthy vs. failed) that minimized the observed cost of misclassification.
Consider a trajectory t that has to classify n i (t) objects from group i, and let N i be the size of group i in the sample, with i = 1, 2. The risk of labeling trajectory t with the label of group 1 is defined as:
where p(2, t) is the probability that a firm belongs to group 2 and is close to trajectory t and
is the conditional probability of a group 2 firm being closed to trajectory t.
In a similar way:
As a consequence, a trajectory is labelled with the label of a class corresponding to the minimum risk.
Benchmarking scheme
Trajectory performance was benchmarked against that of models designed with traditional methods. For each period, we designed 10 models.
Discriminant analysis, logistic regression and the neural network were used with different sets of data. Over the first period we analysed, we used data from 1998 to calculate one-year period models. We then used data from 1996 to 1998 to compute three-year period models, and data from 1993 to 1998 to compute six-year period models. Finally, Cox's method and data from 1993 to 1998 were used to compute the last model. 
Evaluation of model forecasting ability
The forecasting ability of one-year period models designed with discriminant analysis, logistic regression and the neural network, and using data from 1998, was assessed with data from 1999 of three-and six-year period models designed with discriminant analysis, logistic regression and the neural network, was estimated in a similar way, but using data from three and six consecutive years, respectively. Finally, with Cox's models, we also used the same procedure, with data from six consecutive years, for each period.
As far as trajectories are concerned, their performance was estimated as follows. We first computed the positions of companies on a map over a six-year period. The map, designed using data from For each period, forecasting was done by comparing all company trajectories with all prototype trajectories, using an Euclidean distance. A company was classified as healthy (or failed) over a given period if the prototype trajectory closest to its own trajectory was labelled as healthy (or failed). Table 4 describes how the different samples were used with each method to design and test all models.
To compute the generalization error of each model, we first calculated the predicted class of each company. With discriminant analysis, logistic regression, Cox's model and the neural network, the predicted class was assessed as follows:
where y * i is the predicted class of company i, y ′ i is the score of company i and y * are the cut-off values used to determine the boundary between the two classes.
With the trajectories, the predicted class was estimated with the following procedure. Among all t n trajectories that were calculated, one seeks for the trajectory T which is the closest to the trajectory of firm i as follows:
where d is an Euclidean distance.
The predicted class y * i of firm i is then the class assigned to trajectory T . We estimated the classification error of each company as follows:
were e i is the classification error of company i, y * i is the predicted class of company i and y i is the current class of company i.
Finally, we assessed the global classification error, type-I (misclassifying a failed firm) and type-II (misclassifying a healthy firm) errors of each model as follows:
where e i is the classification error of company i and N is the sample size.
where e j is the classification error of failed company j, N F is the number of failed firms, e k is the classification error of healthy company k and N H is the number of healthy firms.
Results and discussion
In the remainder of the paper, the expression "six-year period model" will solely refer to models designed with discriminant analysis, logistic regression and the neural network and data collected over six years, even if Cox's models and trajectories were also designed using six-year data. This expression is just used to differentiate models estimated with traditional methods over different time periods: one, three and six years.
Two different sets of estimations were calculated to assess model predictive ability. The first one was calculated using a cut-off value that maximizes the overall rate of correct classifications. The second was assessed using different misclassification costs.
The first results presented below correspond to results computed without taking different misclassification costs into account. Table 5 shows the correct classification rates achieved with all models, and data from the three periods studied. When models are estimated and tested with data collected over periods of growth, their accuracy is quite similar, except for six-year period models designed with discriminant analysis, logistic regression and the neural network. But whatever their accu- and 76.4% for the neural network. These differences are certainly the result of model overfitting since the number of parameters to be estimated with six-year period models is much larger than the number of parameters used by one-year period models. It is interesting to notice that one-year and three-year period models behave in a similar way, and that there is no overfitting for the latter.
By contrast, models designed over a period of growth lead to much poorer results when applied to data collected over a downturn. The accuracy of models estimated with data from 2000 falls particularly when we use data from 2002 -that is, data that characterized companies when the effects of the 2001 downturn were fully felt. Cox's method achieves a correct classification rate of 78.8%, as opposed to 78.7% for trajectories, 76.3% and 76.6% for the neural network using oneand three-year period data, respectively, 74.7% and 75.1% for discriminant analysis using one-and three-year period data, 74.3% and 74.8% for logistic regression using one-and three-year period data. Model accuracy continues to fall with six-year period models: discriminant analysis leads to an accuracy of 73.4%, compared to 72.2% for logistic regression and 72% for the neural network.
Finally, when models are estimated with data collected over a period of downturn and used for forecasts with data collected over a period of growth, results are not significantly better. With data from 2004, correct classification rates range from 71.4% for the neural network (six-year model) to 80% for trajectories.
On the whole, discriminant analysis, logistic regression and the neural network are not able to achieve better results than Cox's method when using multi-period data. Moreover, trajectories and Cox's method are more resistant than others to changes in economic conditions. They also do significantly better than discriminant analysis and logistic regression, and to a lesser extent, than the neural network. In that sense, they provide a clear gain in stability. To ascertain this fact, we compared the results achieved with all methods and samples from 2000, 2002 and 2004 . For this purpose, we carried out a test for differences between the different correct classification rates. The significance levels of this test are shown in Table 6 . Table 6 clearly show that the differences between correct classification rates achieved with trajectories and Cox's method on one hand, and discriminant analysis and logistic regression, on the other, are almost all statistically significant (at the conventional threshold of 5%) when changes in economic conditions occur between the period during which models are estimated and during which they are used for forecasts. But when the p-values exceed this threshold of 5%, they always remain below 10%. Conversely, these differences are not all significant when correct classification rates achieved with trajectories and Cox's method are compared to those achieved with the neural network. If the comparison is done with six-year period models designed with the neural network, the differences are largely significant. If the same comparison is done with one-and three-year period models, there is no statistical difference with data from 2000 and 2002, whereas the differences are slightly significant with data from 2004 (p-values range from 5% to 20%).
Symbols in
We can speculate that the gap between the performances of the different models is the result of the fit between time-series data and the characteristics of the methods themselves since multi-period models designed with conventional methods are much more sensitive to changes in economic conditions than trajectories and Cox's model are. It is worth noting that the neural network performs relatively well with short time-period data (one and three years).
We then studied the aforementioned differences, but depending on whether companies are healthy or have failed. This result is consistent with the results of Pompe and Bilderbeek (2005) , who noticed that any change in the economic environment makes it more difficult to predict the fate of failed firms than that of healthy firms. Indeed, they found that the moment in which a model's performance deteriorates coincided precisely with the moment in which an economic decline and a significant increase in the number of bankruptcies occur. One possible explanation for this phenomenon is that some firms that could have survived in a sound economic climate are no longer able to do so when the climate deteriorates. This reasoning also applies in the opposite situation, as shown in Table 7, with data collected over the third period. Indeed, a model that is designed during a period of downturn and used during a period of growth also fails to accurately forecast the fate of unsound companies. With multi-period models, the difference between correct classification rates of failed and healthy firms tends to increase compared to that of mono-period models, except with the neural network using three-year period data. In such circumstances, the neural network achieves a correct classification rate of failed companies that is on average lower than that achieved with Cox's model (and of course with trajectories), but far better than that achieved with all other models.
Differences between all classification rates were statistically assessed and the results of the test are shown in Tables 8 and 9 . These tables show that, in most cases, trajectories do significantly better than other models when predicting the fate of failed companies. It also shows that Cox's model behaves in a similar manner as trajectories, although it is not as accurate as trajectories, especially when it comes to failed firms. Finally, it points out that the neural network using three-year period data presents some similarities with Cox's model. Indeed, this model has the ability to better forecast the fate of failed firms than other models do, even if its global accuracy is weaker than that of Cox's model.
To deepen the results estimated with a cut-off value maximizing the overall classification rate, we analysed how models behave using different misclassification costs. As mentioned in section 3.4.7., the cost of misclassification of healthy firms (i.e., c 2 ) was kept to 1, while the costs of misclassification of unsound firms (i.e., c 1 ) were respectively set to 1, 10, 20, 30, 40, 50, 60 and 70. The prior probabilities of the failed and non-failed groups were fixed at 2% and 98%, respectively. The situation where the prior probability of bankruptcy is set to 2%, and the respective costs of misclassification of healthy and failed firms are set to 1 and 50, leads to classification results that are nearly equal to those obtained when the prior probability of bankruptcy is 50% and when the costs of misclassification are equal and set to 1.
For each period, we calculated the percentage of misclassified companies by model. In order not to overburden the presentation with excessive detail, only misclassification rates achieved with cost 1, 10, 30, 50 and 70 are presented. Tables 10, 11 and 12 show the percentage of misclassified companies by period and by model for different misclassification costs. These tables show that when the classification cost of failed firms is low, trajectories achieve an overall error rate lower than that achieved with all other models. As the cost increases, the errors achieved with all models tend to decrease faster than the error achieved with trajectories, but in nearly all situations this latter error remains the lowest. With data from 2000, all models (except Cox's model and trajectories)
achieve an error ranging from 45.5% to 53% for cost 1, and from 16% to 23.5% for cost 70, whereas trajectories achieve an error of 39% for cost 1 and 13.5% for cost 70. With data from 2002 and all models (except Cox's model and trajectories), figures range from 41% to 45.6% for cost 1, and from 19.1% to 27.3% for cost 70; and with trajectories, figures are 29.2% for cost 1, and 17.5%
for cost 70. With data from 2004, the situation is the same: all models (except Cox's model and trajectories) achieve an error ranging from 46.4% to 53% for cost 1, and from 22.3% to 26.5% for cost 70; and trajectories achieve an error of 33.3% for cost 1 and 19.7% for cost 70. In these three tables, the comparison of trajectories with other models for costs ranging from 1 to 70 shows that trajectories slightly dominate Cox's model, and all other models substantially. In Table 13 , trajectories dominate all models in terms of resubstitution risks for all but costs 1 and 10. In Table 14 , aside from Cox's model for cost 50, trajectories also dominate all models. And in Table 15 , trajectories continue to dominate all models. We must add that, for cost 20 that is not presented in Table 15 , Cox's model and the neural network using three-year period data have a lower overall cost than that of trajectories. We can also observe that Cox's model, especially with data from 2002 and 2004, slightly dominates the neural network using one-and three-year period models.
All these tables show that a hierarchy exists between all models and that it can be broken up into three groups. The first group is made up of trajectories, Cox's model and the neural network using one-and three-year period data. These models are more robust to any changes in the misclassification costs than the others. Then, the second group is made up of one-and three-year period models designed with discriminant analysis and logistic regression. The third and last group is made up of six-year period models.
The results we obtain with conventional modelling techniques of designing financial failure models are consistent with the results of many studies published in the literature. Firstly, the assumption that model prediction ability depends on data stationarity is validated: model accuracy is indeed dependent on the phase of the business cycle during which data collection occurs. Secondly, changes in economic conditions involve asymmetric effects on model accuracy depending on whether companies are healthy or if they have failed; forecasting the fate of failed companies becomes even more difficult as the magnitude of changes increases.
The results we obtain with trajectories show that, when company status (healthy vs. failed) is not taken into account, and if the economic environment remains stable, their performance is similar to that achieved with other models. However, if the economic environment changes, then trajectories achieved similar results to those achieved with Cox's model, but better than those achieved with other models. But, when company status is taken into account, model performance depends heavily on this status. When it comes to predicting the fate of unsound firms, trajectories are indeed less sensitive to economic changes than other models are. If changes are slight, trajectories perform as well as Cox's model or the neural network using three-year period data (see Table 7 ), but better than the other models. And if changes are great, type-I error (misclassifying a failed firm) is much lower than that achieved with all other models, and this result also holds when misclassification costs are taken into account -a point that is particularly important. With equal performance, a good model is a model able to minimize type-I error because, as we have noted, the cost of this error is far greater than that of a type-II error (misclassifying a healthy company). Moreover, when it comes to predicting the fate of healthy companies, trajectories perform slightly worse than other models.
Conclusion
In this study, we proposed a new way of assessing the evolution of company's financial situation over time using a Kohonen map to quantize this evolution into trajectories. We also proposed using these trajectories to do forecasting and we compared their prediction performance to that of discriminant analysis, logistic regression, Cox's method and a neural network, particularly focusing on how to stabilize model accuracy over time.
Our results confirm that the accuracy of conventional models is closely related to changes that occur in firms' economic environment over the period during which models are estimated and used to do forecasting. Their accuracy is even worse when the growth differential between the model estimation period and the test period is large, whereas trajectories achieve much more stable results.
Moreover, when model accuracy deteriorates, the error made with conventional models is caused mainly by a sharp fall in type-I error, whereas trajectories achieve rather well-balanced results for type-I and type-II errors.
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