I. INTRODUCTION
A cellular neural network (CNN) is a nonlinear analog circuit consisting of a number of locally coupled signal processing elements called cells. Since the first paper of Chua and Yang [1] was published in 1988, CNNs have found many applications mainly in the field of image processing. In each application of CNNs, it is very important to find optimum values of the network parameters so that a CNN performs a desired task. So far, there have been many attempts to construct systematic ways of designing CNNs with space-invariant couplings for image processing tasks [2] , [3] , [4] , [5] .
In this paper, as a fundamental design problem for CNNs, we consider the realization of associative memories by means of CNNs with space-varying couplings. As is well known, this problem has been vigorously studied for fully coupled neural networks such as the Hopfield model from the early ninetyeighties, and various design methods have been proposed so far [6] , [7] , [8] , [9] , [10] , [11] . However, since each cell in a CNN is connected only with its neighboring cells, these methods cannot be applied directly to CNNs. In order to make use of CNNs for associative memories, it is thus required to develop design methods suitable for their structural characteristics. Liu and Michel [12] have proposed a design method for sparsely interconnected neural networks and applied it to CNNs. Their method is a modification of the eigenstructure method [10] which is well known as an effective design technique for fully connected neural networks. Seiler et al. [13] developed an optimization-based method for realizing prescribed R. Bise is with the Dai Nippon Printing Co. Ltd., Tokyo, Japan (email: Bise-R@mail.dnp.co.jp) N. Takahashi and T. Nishi are with the Department of Computer Science and Communication Engineering, Kyushu University, Fukuoka, Japan (email: norikazu@csce.kyushu-u.ac.jp; nishi@csce.kyushu-u.ac.jp) stable output patterns and unstable output patterns of a CNN. The method proposed by Grassi [14] , [15] is distinct from others because it makes use of CNNs possessing a unique equilibrium point which is globally asymptotically stable and input patterns are fed into such CNNs as bias vectors.
Park et al. [16] have recently proposed a method to design CNNs based on the generalized eigenvalue minimization (GEVM) [17] , [18] , [19] . Throughout this paper, this method will be referred to as Park's method for simplicity. In the synthesis procedure of Park's method, for each step the feasibility of a set of linear inequalities is first checked. If it is feasible, a GEVM problem is solved to find the network parameters which guarantee both that the prototype vectors are stored as memory vectors and that the basin of attraction of each prototype vector is maximized in a certain sense. Otherwise, a linear matrix inequality (LMI) problem is solved to find the network parameters which guarantee just that the prototype vectors are stored as memory vectors. Since both GEVM problems and LMI problems are solved efficiently by using computer software such as MATLAB [20] , the network parameters can be easily obtained. The results of computer simulations carried out by Park et al. [16] have shown that Park's method is superior in the average recall probability to the modified eigenstructure method proposed by Liu and Michel. Therefore, Park's method can be regarded as one of the most effective CNN design techniques for associative memories. We note here that LMIs also play important roles in the stability analysis of recurrent neural networks; for example, LMI conditions are given by Suykens et al. [21] , [22] in relation to the global asymptotic stability of multilayer recurrent neural networks and the basins of attraction of equilibrium points.
In this paper, we propose a new CNN design procedure based on Park's method. We first give some analytical results related to the basin of attraction of a memory vector. One of them is a generalization of a theorem given by Park et al. [16] , and the others are firstly obtained in the present paper. We then develop the CNN design procedure by modifying a certain part of Park's method by using those analytical results. We finally show through computer simulations that the proposed method can achieve higher recall probability than the original GEVMbased method.
II. PROBLEM FORMULATION
Let us consider CNNs described by the following differential equations:
where x i is the state of the i-th cell, y i the output of the i-th cell determined by x i through
A ij the coupling coefficient from the j-th cell to the i-th cell, I i the bias of the i-th cell, andN i the set of indices of the cells belonging to the neighborhood of the i-th cell. Although it is often assumed in CNN literature that coupling coefficients between cells are space- 
T , and the set of matrices M (N 1 ,N 2 
we can rewrite (1) and (2) in vector form as follows:
where
A vector y e is referred to as a memory vector of the CNN described by (3) and (4) if the CNN has an asymptotically stable equilibrium point x e such that y e = f (x e ). The set of initial states x(0) such that lim t→∞ x(t) = x e is called the basin of attraction of the memory vector y e . As is well known, if every diagonal element of A is greater than or equal to unity, then asymptotically stable equilibrium points can exist only in the total saturation region which is defined by {x ∈ R n | |x i | ≥ 1, ∀i} [1] , [23] . Thus, in this case, all memory vectors are binary.
Based on the design problem given by Michel and Liu [11] for fully coupled neural networks, we formulate the CNN design problem for associative memories as follows:
CNN Design Problem: For given prototype vectors
. . ,N n ) and the bias vector I such that the synthesized CNN has the following properties.
1) All prototype vectors α 1 , α 2 , . . . , α m are memory vectors.
2) The total number of spurious memory vectors, that is, the memory vectors of the CNN not contained in
3) The basin of attraction of each prototype vector is as large as possible. 4) The CNN has no oscillatory solution. Since we will not assume that the connection matrix A is symmetric or satisfies other stability conditions obtained so far [24] , [25] , [26] , the fourth property is not satisfied in general. We will thus focus our attention only on the first three properties. Note here that the second and third properties are closely related because the basins of attraction of the prototype vectors become larger, as the total number of spurious memory vectors becomes smaller, and vice versa. Note also that there will be various strategies for designing CNNs depending on what kind of qualitative criterion for the sizes of the basins of attraction is considered. For example, Park's method designs a CNN so that the smallest basin of attraction is maximized in a certain sense. In this case, the design problem is formulated as a kind of minmax problem.
III. ANALYSIS
In this section, we will present some theorems concerning the basin of attraction of a memory vector of a CNN which play important roles in the CNN design method given in the next section.
Theorem 1: Suppose n setsN 1 ,N 2 , . . . ,N n and a binary vector α N 2 , . . . ,N n ) and the bias vector I satisfy
Proof: It follows from the state equation of a CNN that
By applying the conditions to the first term on the right-hand side, we have
From (6) and (7) the following inequality is obtained.
Since it is assumed that f (β i ) ̸ = α * i , there are two possible cases where |f (β i )| < 1 and f (β i ) = −α * i . In the former case, the right-hand side of (8) vanishes because f (β i ) = β i holds. In the latter case, the right-hand side of (8) (N 1 ,N 2 , . . . ,N n ) and the bias vector I satisfy
with
Proof: By applying the condition to the first term on the right-hand side of (6), we have
The rest of the proof is same as Theorem 1.
The following theorem follows from Theorems 1 and 2. Theorem 3: Let I 1 and I 2 be two sets such that I 1 ∪ I 2 = {1, 2, . . . , n} and I 1 ∩ I 2 = ϕ. Suppose n setsN 1 ,N 2 (N 1 ,N 2 , . . . ,N n ) and the bias vector I of a CNN satisfy (5) with A ii ≥ 1 and κ i ≥ 0 for all i ∈ I 1 , and satisfy (9) with κ i ≥ 0 for all i ∈ I 2 , then α * is a memory vector of the CNN and any vector β ∈ R n satisfying ∑
belongs to the basin of attraction of α * . Proof: We first prove that α * is a memory vector. Since (5) is satisfied with A ii ≥ 1 and κ i ≥ 0 for any i ∈ I 1 , we have
for all i ∈ I 1 . Since (9) is satisfied with κ i ≥ 0 for any i ∈ I 2 , we also have
for all i ∈ I 2 . It follows from the above two inequalities that
which means that there exists an equilibrium point x * such that f (x * ) = α * . Since this equilibrium point lies inside the total saturation region, it is asymptotically stable. Therefore, α * is a memory vector of the CNN. Next, we will prove the second statement of the theorem. Let R be the set of vectors β ∈ R n satisfying (10). It follows from Theorems 1 and 2 that if
holds at t = t 0 . The condition (11) holds with an equal sign if and only if f (x i (t 0 )) = α * i . As a consequence, if x(0) ∈ R then x(t) ∈ R for all t ≥ 0 and f (x(t)) converges to α * monotonically.
IV. DESIGN
In the CNN design problem given in Section II, the most important thing is to store m prototype vectors α 1 , α 2 , . . . , α m as memory vectors. This is achieved by choosing the connection matrix A ∈ M (N 1 ,N 2 , . . . ,N n ) and the bias vector I such that the set of inequalities
holds for i = 1, 2, . . . , n. Note that (12) is feasible with A ii = 1 + ε (ε > 0) for any set of the prototype vectors α 1 , α 2 , . . . , α m because the left-hand side of (12) becomes 1 + ε if we put A ij = 0, ∀j ∈ N i and I i = 0. It is also important in the CNN design problem to guarantee that memory vectors are restricted to be binary. As we have mentioned before, this is achieved by choosing the values of the diagonal elements of A such that
The main idea of Park's method is to try to make the basins of attraction of the prototype vectors as large as possible by making use of Theorem 1 while guaranteeing the above two requirements, i.e., (12) and (13) . The total number of spurious memory vectors is expected to be reduced if the basins of attraction become large. Let us consider the set of inequalities (14) which corresponds to (5) in Theorem 1. If κ i can be maximized under the constraints (14) , κ i ≥ 0 and A ii ≥ 1 for i = 1, 2, . . . , n, then the basins of attraction of the prototype vectors are maximized in some sense. Note here that κ i is maximized when A ii = 1. Note also that (14) is feasible with κ i ≥ 0 and A ii = 1 if and only if
is feasible. Furthermore it is apparent that (12) is feasible with A ii = 1 if and only if (15) is feasible. Park's method thus first checks the feasibility of (15) . If (15) is feasible, A ii is set to 1 and the optimization problem:
is solved, where L and U (L < U ) are positive constants specified by users. The optimization problem (16) is in the form of the GEVM problem. If, on the other hand, (15) is not feasible, since (14) is not feasible with κ i ≥ 0 and A ii ≥ 1 in this case, A ii is set to 1 + ε (ε > 0) and the values of A ij , j ∈ N i and I i satisfying (12) with A ii = 1 + ε are found. One can easily see that this is an LMI problem.
Although computer simulation results [16] show that Park's method can achieve much higher average recall probability than the modified eigenstructure method [12] , it is still insufficient because the basins of attraction of prototype vectors are not taken into account at all in the case where (15) is not feasible. In order to solve this problem, we make use of Theorem 2 in addition to Theorem 1.
Let us consider the set of inequalities
which corresponds to (9) in Theorem 2. If we set A ii = 1 + ε (ε > 0), A ij = 0, ∀j ∈ N i , I i = 0 and κ i = 0 then the left-hand side of (17) becomes 0, while the right-hand side becomes −ε. This means that the set of inequalities (17) is feasible for any set of prototype vectors α 1 , α 2 , . . . , α m under the conditions that A ii ≥ 1 and κ i ≥ 0. Therefore, even if (15) is not feasible, we can make the basins of attraction of the prototype vectors as large as possible by setting A ii = 1 + ε and solving the optimization problem
where L and U (L < U ) are positive constants specified by users. The optimization problem (18) is in the form of the GEVM problem.
From the above considerations, we derive the following CNN design method.
CNN Design Method: Given n setsN 1 ,N 2 , . . . ,N n ⊆ {1, 2, . . . , n} and m prototype vectors α 1 , α 2 , . . . , α m ∈ B n , execute the following procedure for i = 1, 2, . . . , n.
1) Check whether the set of inequalities (15) is feasible. If it is feasible go to
Step 2), otherwise go to Step 3). 2) Set A ii = 1, and find A ij , j ∈ N i and I i by solving the optimization problem (16). 3) Set A ii = 1 + ε (ε > 0), and find A ij , j ∈ N i and I i by solving the optimization problem (18) . The proposed method tries to maximize κ i in Theorem 2 even in the case where the set of inequalities (15) is not feasible, while Park's method just tries to satisfy the condition (12) . It is thus expected from Theorem 3 that the proposed method can realize larger basins of attraction of the prototype vectors than Park's method. Moreover, since the optimization problems (16) and (18) are in the form of the GEVM problem, they can be efficiently solved numerically, as in Park's method, by using interior-point algorithms.
Let us now consider the computational complexity of the proposed method. First, the GEVM problems (16) and (18) can be solved in polynomial time in the size of the problem, which is determined by the number of prototype vectors and the radius of neighborhood, by using some efficient optimization techniques [18] . Second, the computation time of the proposed method is proportional to the number of cells as far as both the number of prototype vectors and the radius of neighborhood are fixed. From these facts, we can conclude that the proposed method can be solved in linear time in the number of cells, and in polynomial time in the number of prototype vectors and the radius of neighborhood. It is thus expected that the proposed method is applicable for CNNs with a large number of cells.
V. COMPUTER SIMULATIONS
In order to verify efficiency of the proposed method, we apply Park's method and the proposed method to the same set of prototype vectors, and compare the performance of synthesized CNNs in terms of the average recall probability [16] which is defined as follows: Let α k be any prototype vector of a CNN. The probability that the CNN converges to α k when the initial state x(0) is randomly chosen from the binary vectors such that the Hamming distance between α k and them is d is called the recall probability of α k from the Hamming distance d, and is denoted by P (α k , d). Moreover, the average of P (α k , d) over all the prototype vectors α 1 , α 2 , . . . , α m is referred to as the average recall probability from Hamming distance d, and is denoted by P av (d).
The prototype vectors used in this experiment are 26 English capital letters shown in Fig. 1 . Each pattern has 49 (= 7 × 7) pixels where black and white pixels represent +1 and −1, respectively. For each value of the radius of neighborhood (r = 1, 2 and 3), we have determined the network parameters by applying Park's method and the proposed method to the prototype vectors. In both design methods, GEVM problems were solved by using the function "gevp" in MATLAB LMI Control Toolbox [20] with the same values of constants L = 1, U = 10 and ε = 0.1.
The simulation results are shown in Table 1 . Here we have estimated the average recall probability P av (d), d = 1, 2, . . . , 5 by investigating the final output for all possible initial states in the case where d ≤ 2 and by investigating the final output for randomly chosen 3,000 vectors from the possible initial states for each prototype vector in the case where d ≥ 3. As shown in Table 1 , the average recall probability of the proposed method is higher than that of Park's method in all cases. From these results, we can conclude that the proposed method is in fact superior to Park's method and therefore regarded as an efficient CNN design method for associative memories. Also, as shown in Table 1 , the smaller the radius of neighborhood, the bigger the difference between the proposed method and Park's method. This is because the smaller the value of r, the more frequently the case where (15) is not feasible happens.
VI. CONCLUDING REMARKS
We have developed a CNN design method for associative memories by modifying the optimization-based method recently proposed by Park et al. with some analytical results presented in this paper. The proposed method tries to maximize the basins of attraction of the prototype vectors in any case, while the method proposed by Park et al. tries just to store the prototype vectors as memory vectors if a certain condition is not satisfied. As the computer simulation results show, the proposed method can achieve higher recall probability in all cases, and is effective in particular for CNNs with a small neighborhood.
We finally give some comments on the circuit implementation and the robustness of the proposed method. In the implementation of a CNN on an analog chip, the values of the parameters obtained numerically by the proposed method are not realized exactly due to inherent inaccuracy of analog devices. It is thus expected that the average recall probability achieved by a CNN chip is lower than that derived by computer simulations. However, since the proposed method chooses the values of the parameters so that κ i in (14) or (17) is maximized, the small deviation of the parameter values will not affect those inequalities, that is, there will still exist a positive κ i satisfying (14) or (17) . In this sense, the proposed method is robust for parameter deviations. Moreover, it is obvious that the proposed method has a higher degree of robustness than Park's method. Quantitative investigation of the effect of the parameter deviation on the average recall probability is a future problem.
