ABSTRACT In real industrial processes, both outliers and missing data are very common. Owing to the assumption that the data sampled from a normal process follow the Gaussian distribution, the regular datadriven process monitoring methods, such as the probabilistic partial least square (PPLS) method and the probabilistic principal component analysis method, are sensitive to outliers. By introducing heavy-tailed t distribution instead of Gaussian distribution to capture the distribution of normal data, the robust data-driven method can significantly reduce the influence of outliers on the development of the model. To reduce the influence of missing data, this paper proposes a process modeling and monitoring method with incomplete data based on the robust PPLS method. In the proposed method, to use more useful information in modeling, incomplete data along with complete data are employed in the parameter estimation using the maximum likelihood method; according to the robust PPLS model and the Bayes' rule, the distributions of latent variables and missing data are derived, and subsequently, the expectation-maximization algorithm is used to achieve the parameter estimation. In addition, based on the conditional distribution of missing data, two monitoring indices are developed to evaluate the deviation of latent variables and residuals. A simulation case illustrates the application of the proposed method, and the results of application demonstrate its efficacy.
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I. INTRODUCTION
To guarantee safety is of vital importance in modern industrial processes. Process monitoring can evaluate the process operation status and provide a useful indicator to the field operators. The conventional monitoring methods monitor processes by checking the violation of variables against their upper and lower bounds. However, these methods are timeconsuming with extensive workload. Especially, the relations among variables are beyond the monitoring scope of these monitoring methods [1] . To overcome these disadvantages, it is necessary to develop a correlation process model for monitoring. Usually, two kinds of models are employed in process monitoring: the mechanism model and data-driven model. The mechanism model is developed based on the knowledge of the process mechanism, such as material balance and energy balance, and it can provide detailed and comprehensive information on the process operation [2] . However, it is difficult to develop a feasible mechanism model owing to the limited knowledge of the process mechanism [3] , [4] .
With the increase of the number of sensors employed in the process, more data are available and the information about the process operation is hidden in these data. The datadriven process monitoring methods can extract useful information from these data, and thereafter monitor the process by evaluating the change of the probability distribution of the useful information [5] , [6] . The data-driven methods do not depend on the knowledge of mechanism and are easy to realize, and hence, they have been attracting increasing attention in the academic and industrial fields [7] . Ge et al. [8] provided a comprehensive review of the application of datadriven methods in the process industry. The partial least square (PLS) method is very widely used [9] . PLS extracts the scores (latent variables) from the input data by maximizing the correlation between the input and output data. Based on the assumption that all the measurements under normal process operation follow the Gaussian distribution, in the PLSbased monitoring method, two monitoring indices, T 2 and SPE, are developed to monitor the scores and residuals [10] , respectively. To apply the PLS method in the complex process, many PLS extensions have been proposed, such as KPLS [11] , total PLS [12] , and concurrent PLS [13] , [14] . However, in the development of the PLS model, the model data are implicitly assumed to follow uniform distribution, which violates the assumption about the normal data (satisfying the Gaussian distribution) made for process monitoring [15] . However, owing to the random feature of measuring noises, the industrial process data are inherently stochastic [16] . The probabilistic PLS (PPLS) model is the probabilistic formulation of the PLS model, which is developed by maximizing the likelihood of modeling data based on the prior Gaussian-distributed scores and residuals [17] . Nounou et al. [18] proposed a Bayesian latent variable regression for process modeling by incorporating prior knowledge of regression parameters and measured variables. However, all these models describe the relationship among the modeling data implicitly satisfying the Gaussian distribution [19] .
However, in practice, the issue of outliers is very commonly encountered, and the Gaussian distribution is very sensitive to outliers. To cover the outliers, the mean and variance of the Gaussian distribution will largely deviate from their true values [20] . If the outliers are involved in the development of the PPLS model, the distributions of both input variables and output variables will deviate from their true distributions, and thus, the PPLS model parameters will also deviate. To overcome this problem, the t distribution is introduced into the probabilistic model instead of the Gaussian distribution [21] . The t distribution has a heavier tail than the Gaussian distribution, which indicates that the outliers significantly deviating from the distribution mean can be covered with a large probability using the t distribution. Archambeau et al. [22] proposed a robust probabilistic principal component analysis (PPCA) model based on the t distribution and this model was proven to be robust to outliers. Chen et al. [23] introduced the t distribution into the PPLS model, and proposed a robust PPLS model and a monitoring method based on the robust PPLS model. Similar to outliers, missing data are very common in real industrial processes [24] , [25] . In the monitoring based on the PLS and principal component analysis model, the impact of missing measurements is investigated using the correlation analysis on variables [26] . In the framework of probability, Chen et al. [27] employed the Bayes' rule and the maximum likelihood method to develop a robust PPCA model based on incomplete data. However, to the best of the authors' knowledge, there has been no study of the process modeling and monitoring with incomplete data based on the robust PPLS method.
Considering that both modeling data and online data are contaminated by outliers and missing data, this paper investigates the process modeling and monitoring in real industries. Specifically, we propose a process modeling method with incomplete data based on the robust PPLS method. In the proposed method, based on incomplete data, the conditional distributions of the missing data, scores and residuals are derived, and thereafter, the model parameters are estimated using the maximum likelihood method with the expectation-maximization (EM) algorithm. In addition, this paper introduces the developed model into the online process monitoring, and proposes two monitoring indices for incomplete data to evaluate the changes of scores and residuals, respectively. The two proposed monitoring indices are developed from the conditional distribution of scores and residuals, given the observable measurements.
The remainder of this paper is organized as follows. Section II and Section III briefly review the PPLS algorithm and the robust PPLS algorithm, respectively. The robust PPLS modeling method with incomplete data is proposed in Section IV. Section V develops two monitoring indices for online monitoring in the case of missing data. In Section VI, the proposed method is illustrated with its application in a simulation case. Section VII provides the conclusions.
II. PROBABILISTIC PLS A. PROBABILISTIC PLS
Two data sets, X ∈ R D x ×N and Y ∈ R D y ×N , are considered. Thus, a PLS model structure for the input data is represented VOLUME 6, 2018
and the model structure for the output data is expressed as
D t D x can be determined using the cross-validation or the explanation ratio of y by t [9] . Several PLS algorithms have been proposed to estimate P and Q [9] . The latent variable represents the most correlative information between the input and output variables. PLS is a valid tool to develop a model for process and quality variables. However, the development of the PLS model is subjected to an implicit assumption that both the input and output data are uniformly distributed. In practice, owing to the random noises contained in all the available measurements, the process data are inherently stochastic. Therefore, the PLS model has been recently reformulated according to a probability point of view, and the PPLS model is proposed as the probabilistic expression of the PLS model. The structure of the PPLS model is the same as that of the PLS model as shown in (1) and (2) . In the PLS model, the latent variables and residuals are derived by projecting the measurements onto the loading axes; however, in the PPLS model, the measurements are generated by the latent variable satisfying the standard Gaussian distribution t ∼ G(0, I ) and the residual satisfying the Gaussian distribution e ∼ G(0, σ 2 x I ) and ε ∼ G(0, σ 2 y I ). Thus, the input and output variables may satisfy the Gaussian distribution as x|t
). Therefore, the PPLS model is also called a generative model. In the probability framework, the PPLS model parameters are derived using the maximum likelihood method. Considering that the latent variables are involved in the calculation, the EM algorithm is usually employed to achieve the maximization of the likelihood [28] .
B. ROBUSTNESS ANALYSIS OF PROBABILISTIC PLS
Notably, all the data are assumed to follow the Gaussian distribution in the development of the PPLS model. However, in the Gaussian distribution, the occurrence probability of the point that has variance three times smaller or larger than the mean is approximately 0. If an outlier is involved in the Gaussian distribution, to make its occurrence probability larger than 0, the variance and mean of the Gaussian distribution may deviate from their true values. Therefore, the PPLS model is sensitive to outliers, which are commonly encountered in real industrial processes. During the development of the model, the Gaussian distribution of measurements should be adopted to cover the outliers. Consequently, the model parameters may deviate from their true values. Figure 1 illustrates the impact of outliers on the Gaussian distribution. In Figure 1 , for the Gaussian distribution with the mean µ = 10 and variance σ 2 = 1, the probability of occurrence of a point less than 4 is almost zero. Therefore, to derive the Gaussian distribution with a limited number of points, if an outlier is equal to 3, it may not follow this Gaussian distribution.
To reflect the distribution of all the data, in the presence of outliers, the mean and variance of the Gaussian distribution change from 10 and 1 to 9 and 4, respectively. Therefore, the Gaussian distribution is sensitive to outliers.
III. ROBUST PROBABILISTIC PLS
To avoid the influence of outliers on the development of the model, the latent variables, residuals, and measurements are assumed to satisfy the t distribution rather than the Gaussian distribution. Compared with the Gaussian distribution, the t distribution has heavier tails, and hence, it is characterized by a desirable property in handling the datasets with outliers [21] . From Figure 1 , the t distribution can cover the data with outliers without changing either its mean or variance. A variable a satisfying the t distribution with the freedom degree b is represented as
Given a latent variable c satisfying the Gamma distribution with the freedom degree b:
According to the feature of the t distribution mentioned above, the datasets are assumed to satisfy the t distribution
, the conditional distributions of x, t, and y may be written as x|t, u ∼ G(Pt + µ x , σ 2 x I /u), y|t, u ∼ G(Qt + µ y , σ 2 y I /u), and t|u ∼ G(0, I /u), respectively.
where C = WW T + , and is written as
According to the Bayes' rule, the posterior distributions of the latent variables given z are derived as
where
Therefore, the means of the latent variables are expressed as
where denotes the expectation operator. To estimate the model parameters {W , σ 2 x , σ 2 y , v}, the maximum likelihood method is employed as
However, the latent variables {t n , u n } are involved in the likelihood calculation, which may render it intractable to directly derive the parameter estimates. The EM algorithm is usually employed to achieve the maximization of likelihood in two steps (E-step and M-step). In the EM algorithm, the latent variables {t n , u n } are treated as missing data, and thus, the complete data are {z n , t n , u n }, and their loglikelihood is represented as
In the E-step, the expectation of complete-data log-likelihood is derived as
where the expectation terms are computed based on the parameter estimates from the last iteration as
u n t n = u n t n (15) u n t n t T n = B + u n t n t n T (16) According to the feature of Gamma distribution, we obtain
where r n = (z n − µ) T C −1 (z n − µ), and () is the digamma function.
In the M-step, the new parameter is estimated by maximizing the expectation of complete-data log-likelihood, which is achieved by obtaining the derivative of the expectation with respect to the parameters, and the updated parameter estimates are derived as follows:
In contrast to the above parameter estimates, there is no analytical solution for the parameter v, and its solution can VOLUME 6, 2018 be derived from the following equation as
Equations (13)- (22) constitute the EM algorithm. An alternative iteration of these equations until reaching convergence can achieve the maximum likelihood estimation of parameters.
IV. PROCESS MODELING WITH INCOMPLETE DATA BASED ON ROBUST PPLS
In practice, in addition to the outliers, the issue of missing data is also common owing to the sensor failure, process maintenance, and update. In the development of the model, discarding incomplete data and only employing complete data may result in the loss of useful information. In this section, considering that the data are missing at random, we investigate the robust PPLS process modeling based on the incomplete data.
A. DISTRIBUTION OF MISSING DATA
Without loss of generality, missing data is assumed to occur in the dataset X , and the complete data and incomplete data are represented as X c ∈ R D x ×N c and X inc ∈ R D xo ×N inc , respectively, where N c + N inc = N . Within the incomplete data, x o and x m may be arranged into
According to the robust PPLS model and the numbers of missing variables, the matrix C and mean µ can be correspondingly organized into blocks as follows:
The conditional distribution of missing data is derived as (25) where
refers to all the observable data. Therefore, the conditional distribution of complete data, given the observable data, is computed as
B. PARAMETER ESTIMATION USING EM ALGORITHM
In the case of incomplete data, the log-likelihood of all the data is written as
ln{p(z n , t n , u n |z no )} (27) The calculation of the first term in (27) is the same as (11) , and the second term is calculated as
According to (7), (8), and (26), each term in (28) is computed as follows:
To easily distinguish between the expectations of latent variables with incomplete and complete data, the expectations with incomplete data are denoted as t n|o and u n|o as follows:
Considering the incomplete data, the E-step is transformed into the following equation: 
Performing the maximization on (34) yields the parameter estimates as
and the parameterṽ can be estimated according to the following equation:
Based on (32), (33), and (35)- (41), the robust PPLS model for incomplete data can be developed. Subsequently, this developed robust PPLS model may be employed online to compute the posterior distributions of latent variables and residuals, which is important in process monitoring.
V. PROCESS MONITORING WITH INCOMPLETE DATA BASED ON ROBUST PPLS
According to the robust PPLS model, the information of online measurements is divided into two parts: the main information contained in the latent variables and the minor information contained in the residuals. Under the normal process operation, the latent variable satisfies t ∼ t v (0, I ) and the residuals follow e ∼ t v (0, σ 2 x I ) and ε ∼ t v (0, σ 2 y I ). The objective of process monitoring is to evaluate whether the online latent variables and residuals belong to their corresponding distributions. For the online sample z n at the nth sampling instant, the process is concluded to be under normal operation if the following functions hold:
To facilitate the evaluation of the above functions, motivated by the PPCA-based monitoring method [15] , this paper proposes two monitoring indices as follows [23] :
where ξ n = [e n ; ε n ] and
Therefore, based on the two monitoring indices, the process monitoring can be achieved by determining whether T 2 < χ (1−α,D t ) and SPE < χ (1−α,D x +D y ) hold, where χ 2 is the chi-square probability function. If the online measurements are incomplete, the monitoring indices can be written as
The expectation of latent variables, given the observable measurements, is obtained from (32). In summary, the robust PPLS modeling method with incomplete data is illustrated in Figure 2 . The online process monitoring with incomplete data is illustrated in Figure 3 . 
VI. CASE STUDY
The Tennessee-Eastman (TE) process is a well-known benchmark simulation platform developed by the Eastman chemical company according to a real industrial process, and it has been widely employed to evaluate the methods of process control, process monitoring, process optimization, etc. The TE process contains five units i.e., the reactor, condenser, compressor, separator, and stripping tower. The process mechanism is very complex with 52 variables including 41 process variables and 11 manipulated variables detected in the process. Each simulation period is 48 h, and the sampling interval is 3 min; thus, 960 samples can be available for the whole process. To facilitate the evaluation of process monitoring methods, 21 programmed fault modes are predetermined in the process. The detailed illustration and flow chart are available in [29] . In this section, the proposed robust PPLS method is applied in the TE process with missing data.
The dataset sampled from the process under normal operation is used for the development of the model. The input variables consist of the process variables XMEAS (1-36) and the manipulated variables XMV (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) , and the output variables consist of the process variables XMEAS (37-41) (Products D, E, F, G, and H in Stream 11) [13] . To simulate the case of outliers, 3% of the samples are randomly selected to generate outliers by adding large measurement noises to them. Fourteen scores are determined for the development of the robust PPLS model using the explanation ratio method. The 5th programmed fault mode is employed to evaluate the monitoring performance of the model. Figure 4 and Figure 5 show the monitoring results based on the PPLS model and the robust PPLS model developed with the complete data, respectively. It is evident in Figure 4 that the outliers significantly influence the performance of the PPLS-based monitoring method. Although the monitoring indices increase significantly when the fault occurs, there is no fault indicated by T2 in the PPLSbased monitoring method, and SPE cannot provide a distinct indicator for the fault occurrence. In contrast, in the robust PPLS method, both T 2 and SPE can accurately indicate the fault occurrence immediately as shown in Figure 5 . Based on the Gaussian distribution, to make the occurrence probability of outlier larger than 0, the PPLS model parameter estimates must deviate from their true values to describe the modeling data with outliers. The fault is similar to the outlier, and hence, the PPLS-based method may not indicate the fault occurrence. However, in the robust PPLS method, the outliers have negligible influence on the model parameter estimates, and hence, the fault that violates the model is accurately detected online.
To simulate the impact of missing data on the robust PPLS modeling, the process variables XMEAS (1-2) from the 351st sampling instant to the 400th sampling instant are assumed missing owing to the maintenance of sensors. The robust PPLS model is developed based on the incomplete data, and subsequently, this model is employed to monitor the 5th programmed fault mode. To illustrate the differences between the robust PPLS model developed with complete data and the robust PPLS model developed with incomplete data, the deviations of their monitoring indices are illustrated in Figure 6 , where the monitoring index T 2 is smaller and SPE is larger if incomplete data are incorporated in the modeling. The main reason is that the missing data may cause the loss of information in the modeling and thus have negligible influence on the development of the model. By comparing Figure 5 and Figure 6 with Figure 4 , it can be concluded that the robust PPLS model developed with either complete or incomplete data exhibits better monitoring performance than the PPLS model even when it is developed with complete data.
To monitor the process with missing data, the 4th and 5th output variables (Products G, H in Stream 11) are set to be missing from the 101st sampling instant to the 200th sampling instant, and subsequently, the process is monitored based on the robust PPLS model developed with incomplete data. If an incomplete measurement is available, according to Section IV, the missing data can be derived from the observable variables based on the robust PPLS model. Therefore, the degree of measurement may decrease, and the information contained in the measurement may decrease, which indicates that the main information contained in the latent variables and the model error contained in the residuals may decrease. Moreover, the monitoring indices, T 2 and SPE, reflect the information of the latent variables and residuals, respectively. Consequently, as shown in Figure 7 , the monitoring indices of the incomplete data may be smaller than those of the complete data.
VII. CONCLUSION
The data-driven monitoring method is significantly influenced by the quality and quantity of data. The outliers deteriorate the quality of modeling data, and missing data results in the reduction of useful information. Considering the existence of outliers and missing data, this paper investigates the improvement of the monitoring performance using the robust PPLS method, and a modeling and monitoring method with incomplete data is proposed. In addition, the efficacy of this proposed method is illustrated using its application in the benchmark TE process. Considering the various types of data available in industrial processes, our future work will focus on achieving robust data-driven process modeling and monitoring based on big data. VOLUME 6, 2018 
