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Résumé
Dans cet article, nous étudions l’acquisition de GAI-
décompositions de degré connu d’ordres de préférence
dont un ensemble d’exemples est donné en entrée.
Nous montrons que l’on peut représenter les GAI-
décompositions cohérentes avec un ensemble d’exemples
comme les solutions d’un système d’équations linéaires.
Nous en déduisons un algorithme d’apprentissage pas-
sif (utilisant seulement des exemples observés) pour les
GAI-décompositions de degré connu et constant. Nous
montrons enfin comment généraliser ce résultat pour cal-
culer des GAI-décompositions de degré ou de taille min-
imaux.
Abstract
We study acquisition of a GAI-decomposition of the
preference order of the user through a set of examples
representative of her preferences. We show that one can
represent the GAI-decompositions consistent with a set
of examples as the solutions of a system of linear equa-
tions. We derive a passive learning algorithm (using only
observed examples) for GAI-decomposition of known and
constant degree. We show how to generalize this result
to calculate GAI-decompositions of minimal degree or
minimal size.
∗Ce travail est partiellement financé par l’ANR (projets
LARDONS, ANR-2010-BLAN-0215, et BR4CP, ANR-11-BS02-
008).
1 Introduction
Le développement de systèmes interactifs d’aide à
la décision et de systèmes de recommandation a mis
en évidence la nécessité de modèles capables d’utiliser
les préférences d’un utilisateur pour l’orienter dans
ses choix. La modélisation des préférences par le biais
de formalismes de représentation compacts fait l’objet
de travaux soutenus en intelligence artiﬁcielle depuis
plus d’une quinzaine d’années [13, 14, 5, 6, 9]. Ces
formalismes permettent l’expression de modèles suﬀ-
isamment ﬂexibles et riches pour décrire des comporte-
ments de décision complexes. Pour être intéressants
en pratique, ces formalismes doivent de plus permet-
tre l’élicitation des préférences de l’utilisateur, et ce en
restant à un niveau admissible d’interaction. La con-
ﬁguration de produits combinatoires dans sa version
business to customer [12] et la recherche à base de
préférences (preference-based search ; voir par exem-
ple [16]) constituent de bons exemples de ce type de
problème de décision où les préférences de l’utilisateur
ne sont pas connues a priori ; dans ce type d’appli-
cations, l’interaction avec l’utilisateur doit rester en-
dessous de 0,25 s en instantané, sans que la session
totale (la phase d’élicitation totale) ne dépasse la ving-
taine de minutes—et ce, alors que l’objet à recomman-
der à l’utilisateur est à rechercher dans un ensemble
combinatoire de possibilités.
Lorsque les préférences sont qualitatives et struc-
turées par des interactions ✓ simples ✔ entre attributs
(notamment, lorsqu’elles sont séparables), on peut
faire appel à des représentations de type CP-net
[5, 4, 6] ; l’un des intérêts de ce modèle est qu’il
permet d’apprendre facilement et rapidement, par le
biais de quelques questions, les préférences de l’u-
tilisateur [10, 11]. Malheureusement, il est des re-
lations de préférence simples et intuitivement satis-
faisantes entre objets combinatoires qui ne peuvent
pas être représentées par un CP-net. Le modèle des
GAI-décompositions, et leurs représentations par des
réseaux GAI [1, 9], présentent une alternative aux
CP-nets, en proposant de représenter la relation de
préférence de l’utilisateur (supposée complète et tran-
sitive) par une fonction d’utilité, dont on exploite les
éventuelles propriétés de décomposabilité. Ces travaux
utilisent la notion de d’indépendance additive général-
isée (d’où le terme GAI, pour Generalized Addditive
Independence), introduite par Fishburn [8], pour dé-
composer la fonction d’utilité sur l’ensemble des car-
actéristiques des objets en une somme de petites fonc-
tions d’utilité ne portant que sur certains groupes d’at-
tributs. Ces GAI-décompositions permettent donc d’-
exprimer des interactions générales entre les attributs,
tout en préservant une certaine décomposabilité du
modèle.
La question de l’élicitation de GAI-décompositions
est au centre des travaux portant sur ce formalisme ;
l’approche suivie jusqu’à présent suppose que la struc-
ture de la décomposition est donnée en entrée, ce qui
est une hypothèse forte, que ne font par exemple pas
les approches d’élicitation des préférences fondées sur
des CP-nets.
Dans cet article, nous présentons une procé-
dure d’apprentissage qui permet de construire une
GAI-décomposition, aussi ✓ décomposée ✔ que pos-
sible, représentant un ensemble de préférences élé-
mentaires données en exemple. Contrairement aux
approches ✓ classiques ✔ de construction de GAI-
décompositions, cette approche est une approche d’ap-
prentissage passive,c’est-à-dire que l’on utilise un en-
semble d’exemples fourni par un utilisateur mais qu’on
ne s’autorise pas à poser des questions à l’utilisa-
teur(contrairement à ce qui ce fait en apprentissage
actif) pendant la phase d’apprentissage. Cette ap-
proche prend en entrée un ensemble d’exemples (des
préférences élémentaires entres objets, c’est-à-dire des
couples d’objets ordonnés par l’utilisateur), et re-
tourne une GAI-décomposition minimale cohérente
avec ces exemples. De plus on ne fait aucune hypothèse
sur la structure des préférences (hormis, par déﬁnition,
la complétude et la transitivité de la relation)
Le présent article est structuré comme suit. Après
un rappel sur les GAI-décompositions et une présen-
tation des principales notations (section 2), nous mon-
trons en section 3 comment toute préférence élémen-
taire peut être représentée par une inéquation linéaire,
dont les variables sont les éléments des tables d’une
GAI-décomposition de degré k au maximum, l’idée
étant de minimiser le degré de la décomposition ap-
prise. La section 4 est dédiée au problème de l’ap-
prentissage d’une GAI-décomposition proprement dit,
du point de vue théorique (dimension de Vapnik-
Chervonenkis) et algorithmique. Nous étendons cette
approche au cas de l’apprentissage de décompositions
minimales en section 5.
2 GAI-décompositions : principes et nota-
tions
Dans le formalisme GAI, la relation de préférence
d’un utilisateur sur un ensemble d’objets χ est un pré-
ordre complet , c’est-à-dire qu’elle est complète et
transitive. o  o′ signiﬁe que l’objet o est au moins
aussi intéressant pour l’utilisateur que l’objet o′. Nous
noterons ≻ la partie asymétrique de , et ∼ sa partie
symétrique.
Le formalisme GAI propose de représenter de
manière locale une relation de préférence sur un do-
maine combinatoire. Les objets de χ sont décrits par
un ensemble de n variables X = {X1, . . . , Xn}, chaque
Xi prenant ses valeurs sur un domaine Di, générale-
ment discret : les objets sont les éléments du pro-
duit cartésien des domaines des variables (χ = D1 ×
· · · × Dn). Dans le présent article, pour faciliter la
présentation, on considère des domaines booléens et
on notera Di = {xi, x¯i} le domaine de chaque vari-
able Xi. Cette considération se fait sans perte de
généralité. Les objets de χ sont des n-uplets, mais on
pourra les noter, par abus de notation, comme des
suites de valeurs ; ainsi pour X = {X1, X2, X3, X4},
l’objet o = (x1, x¯2, x3, x4) sera noté x1x¯2x3x4. En-
ﬁn, pour tout sous-ensemble de variables Z ⊆ X,
o[Z] est la projection de o sur les variables de Z ;
χ[Z] = {o[Z], o ∈ D1 × · · · × Dn} est l’ensemble des
projections des éléments de χ sur Z (l’ensemble des
aﬀectations possibles des variables de Z).
Toute relation de préférence complète et transitive
peut évidemment être représentée par une fonction
d’utilité u : χ 7→ R vériﬁant o  o′ ⇔ u(o) ≥ u(o′)
pour tous o, o′ ∈ χ. Cependant, l’ensemble χ étant
combinatoire (il contient 2n objets), il est impossible
en pratique d’éliciter ou de mémoriser explicitement
la relation , ou même la fonction u. Toutefois, dans
certains cas, les préférences de l’utilisateur présentent
une propriété d’indépendance forte entre attributs [7] ;
il est alors possible de les représenter par un ensem-
ble de fonctions d’utilité locales ui : Di 7→ R, d’arité 1
(donc peu coûteuses en mémoire et faciles à éliciter), et
permettant de déduire directement l’utilité globale (et
donc ) : u(o) = Σiui(o[Xi]) . La propriété correspon-
dant à ces représentations est appelée l’indépendance
additive. Malheureusement, les relations de préférence
la satisfont rarement.
Exemple 1. Soit X = {X1, X2, X3} avec D1 =
{viande(v), poisson(p)}, D2 = {rouge(r), blanc(b)} et
D3 = {citron(c),moutarde(m)}. L’ensemble χ con-
tient 23=8 objets possibles :
o1 = (v, r, c) o5 = (p, r, c)
o2 = (v, r,m) o6 = (p, r,m)
o3 = (v, b, c) o7 = (p, b, c)
o4 = (v, b,m) o8 = (p, b,m)
Considérons maintenant l’ordre de préférence suivant :
o2 ≻ o1 ≻ o6 ≻ o5 ∼ o4 ≻ o3 ≻ o8 ≻ o7
Dans ce premier exemple, la relation  peut être
représentée par une fonction d’utilité additive u(o) =
Σiui(o[Xi]), en utilisant par exemple
u{X1}(v) = 5, u{X1}(p) = 2
u{X2}(r) = 5, u{X2}(b) = 1
u{X3}(c) = 2, u{X3}(m) = 3
Exemple 2. L’ordre de préférence suivant, sur les ob-
jets déﬁnis en exemple 1, constitue un second exemple,
qui ne peut pas être représenté par une somme de fonc-
tion additive d’arité 1.
o2 ≻ o4 ∼ o7 ≻ o1 ≻ o8 ∼ o5 ≻ o3 ≻ o6
On voit ici que le menu o7 = (p, b, c) est préféré au
menu o3 = (v, b, c), et que le menu o2 = (v, r,m)
est préférée au menu o6 = (p, r,m) ; si les préférences
étaient simplement additives, on en déduirait de la pre-
mière comparaison que u{X1}(v) < u{X1}(p), et de la
seconde que u{X1}(v) > u{X1}(p), ce qui constitue une
contradiction.
Pour représenter ce second exemple, on peut
déﬁnir des fonctions d’utilité locales portant sur
plusieurs variables ; la première (u{X1,X2) porte sur
le plat principal et le vin, la seconde (uX1,X3)
porte sur le plat principal et l’accompagnement— la
fonction d’utilité globale étant déﬁnie par u(o) =
u{X1,X2}(o[{X1, X2}]) + u{X1,X3}(o[{X1, X3}]) :
u{X1,X2}(v, r) = 5, u{X1,X2}(v, b) = 2
u{X1,X2}(p, r) = 1, u{X1,X2}(p, b) = 4
u{X1,X3}(v, c) = 3, u{X1,X3}(v,m) = 7
u{X1,X3}(p, c) = 5, u{X1,X3}(p,m) = 2
On voit dans l’exemple 1 que pour certaines rela-
tions de préférence, des variables peuvent être dépen-
dantes d’autres, et que dans ce cas la fonction d’utilité
est décomposée, non pas en utilités élémentaires, mais
selon des fonctions d’utilité liant les variables dépen-
dantes. Une telle décomposition de la fonction u est
appelée une GAI-décomposition de u :
Définition 1 (GAI-décomposition). Soit X =
{X1, ..., Xn} un ensemble de variables, χ = D1×· · ·×
Dn un ensemble d’objets combinatoires et u : χ 7→ R
une fonction d’utilité sur χ.
Une GAI-décomposition de u est un ensemble ﬁni
G = {uZ1 , . . . , uZm} de fonctions d’utilité portant sur
des sous ensembles Zi de X (c’est-à-dire uZi : χ[Zi] 7→
R) et telles que l’on ait u(o) = Σi=1,m uZi(o[Zi]) pour
tout o de χ.
Les fonctions d’utilité locales sont également ap-
pelées GAI-tables, car on les implémente typiquement
par des tables.
Il est clair que, via une fonction d’utilité, une GAI-
décomposition G représente exactement une relation
de préférence sur χ :
Définition 2 (relation représentée). Soit G =
{uZ1 , . . . , uZm} une GAI-décomposition d’une fonc-
tion d’utilité uG : χ 7→ R (c’est-à-dire uG =
Σi=1,muZi). On dit que G représente la relation de
préférence  sur χ (ou simplement que c’en est une
GAI-décomposition) si pour tous objets o, o′ ∈ χ on a
(o  o′ ⇐⇒ uG(o) ≥ uG(o
′)).
Dans la suite, on notera G la relation générée par
un GAI G donné (c’est-à-dire o G o
′ ⇐⇒ uG(o) ≥
uG(o
′)).
Définition 3 (degré). Le degré d’une GAI-
décomposition G = {uZ1 , . . . , uZm}, noté deg(G), est
le cardinal du plus grand Zi de G.
Bien entendu, {u} est une GAI-décomposition (triv-
iale) de u, de degré Card(X). On peut aussi con-
struire des GAI-décompositions non signiﬁcatives en
ajoutant des fonctions constantes uZi = 0 à une GAI-
décomposition G.
De façon plus intéressante, une même relation de
préférence peut être représentée par plusieurs fonc-
tions d’utilité, par exemple, parce que toute trans-
formation aﬃne (à coeﬃcients positifs) d’une fonction
d’utilité représentant un ordre représente le même or-
dre. D’autre part, une fonction d’utilité donnée admet
plusieurs GAI décompositions. Dans l’ensemble des
GAI-décompositions représentant , on s’intéressera
tout particulièrement aux représentations minimales
au sens de la décomposition.
Définition 4 (minimalité). Une GAI décomposition
G = {uZ1 , . . . , uZm} raﬃne une autre GAI décompo-
sition G′ = {u′Z′
1
, . . . , u′Z′
m′
} si pour tout Zi, il existe
Z ′j ⊇ Zi. Le raﬃnement est dit strict si l’inclusion
est stricte pour au moins l’un des Zi, ou s’il existe
un Z ′j avec aucun Zi ⊆ Z
′
j. Une GAI-décomposition
G d’une relation de préférence  est dite minimale si
aucune autre GAI décomposition de  ne la raﬃne
strictement.
Ces notions sont résumées et illustrées dans l’exem-
ple suivant.
Exemple 3. Reprenons l’exemple 2 c’est à dire l’ordre
de préférence suivant :
o2 ≻ o4 ∼ o7 ≻ o1 ≻ o8 ∼ o5 ≻ o3 ≻ o6
On peut représenter cette relation par la GAI-
décomposition G = {u{X1,X2,X3}} comportant une
seule fonction d’utilité u{X1,X2,X3} dont la table est
la suivante :
v, r, c 8
v, r,m 12
v, b, c 5
v, b,m 9
p, r, c 6
p, r,m 3
p, b, c 9
p, b,m 6
Cette décomposition n’est pas minimale, puisqu’elle
représente la même fonction d’utilité u que la décom-
position G′ = {u{X1,X2}, u{X1,X3}} donnée dans l’ex-
emple 2. G′, elle, est minimale.
3 Représentations par inégalités linéaires
Nous montrons dans cette section que l’ensemble des
GAI-décompositions d’une relation de préférence don-
née peut être caractérisé comme l’ensemble des solu-
tions d’un système d’inégalités linéaires. Le nombre
de variables du système dépend exponentiellement du
degré des décompositions visées, mais polynomiale-
ment (à degré ﬁxé) du nombre d’attributs utilisés pour
décrire les objets du domaine.
Nous verrons dans la section 4 que cette con-
struction permet d’apprendre des décompositions co-
hérentes avec un ensemble d’exemples donné en entrée.
Définition 5 (exemple). Soit  une relation de
préférence sur χ = X1× · · ·×Xn. Un exemple e de 
est un triplet de la forme (o,R, o′), où o, o′ ∈ χ sont
des objets et R est dans {≻,,∼,,≺}.
Pour un ensemble d’exemples E, on note OE l’ensem-
ble des objets qui interviennent dans au moins un ex-
emple de E.
Les exemples formalisent l’information reçue par
l’apprenant, en particulier en observant l’utilisateur.
Définition 6 (cohérence). Soit E un ensemble d’ex-
emples. Une fonction d’utilité u est dite cohérente
avec E si pour tout exemple (o,R, o′) ∈ E, on a
u(o) > u(o′) (respectivement u(o) ≥ u(o′), etc.) si R
est la relation ≻ (respectivement , etc.).
Dans la suite, on supposera que l’ensemble d’ex-
emples est sain, c’est-à-dire qu’il existe une relation
∗, complète et transitive, telle que pour tout exem-
ple (o,≻, o′) ∈ E (resp. tout exemple (o,, o′) ∈ E),
on ait o ≻∗ o′ (resp. o ∗ o′). On utilisera ainsi la
même notation, , pour la relation cible et pour sa
restriction aux exemples.
Définition 7 (inégalité linéaire associée à un exem-
ple). Soit e = (o,R, o′) un exemple d’une relation
de préférence  sur χ = X1 × · · · × Xn, et soit
k ∈ {1, . . . , n}. Soit σ > 0 une constante réelle, stricte-
ment positive mais arbitraire.
Pour tout sous-ensemble de variables Z ⊆ X et
toute aﬀectation z de Z, on introduit une variable Uz
à valeurs réelles.
L’ inégalité linéaire ine´gk(e) associée à e = (o,R, o
′)














si R est la relation , et de même pour R =∼,,≺.
Si E est un ensemble d’exemples de , le système
linéaire associé à E et k est déﬁni comme le système
d’inégalités linéaires Σk(E) =
∧
e∈E ine´gk(e).
Les variables Uo[z] codent les éléments des GAI-
tables de la décomposition G à apprendre : on déﬁnira
G par uZ(z) = Uo[Z] pour |Z| ≤ k et o ∈ OE , et
par uZ(z) = 0 sinon. D’autre part, nous utilisons une
constante σ (un step) pour coder une inégalité stricte
avec l’objectif d’utiliser la programmation linéaire (la
proposition 1, çi dessous, montre que ceci est sans
perte de généralité) : si l’on considérait des inégal-
ités strictes (et, partant, l’ensemble de toutes les GAI-
décompositions cohérentes avec E), nous considéreri-
ons un espace topologique ouvert.
Exemple 4. Soient o = x1x2x¯3 et o
′ = x¯1x2x3. L’iné-
galité linéaire associée à l’exemple e = (o,≻, o′) pour
k = 2 et σ = 0, 1 est :
Ux1 + Ux2 + Ux¯3 + Ux1x2 + Ux1x¯3 + Ux2x¯3
≥ Ux¯1 + Ux2 + Ux3 + Ux¯1x2 + Ux¯1x3 + Ux2x3 + 0.1








inconnues (au plus autant que d’aﬀectations possibles
pour chaque sous-ensemble d’au plus k variables de
X). En réalité, cependant, ce nombre de variables est
moindre : la variable Uz n’apparaît que s’il existe un
objet o ∈ OE avec o[Z] = z. De fait, le nombre d’in-

















Nous montrons maintenant que le système linéaire
de la déﬁnition 7 caractérise les GAI-décompositions
de degré au plus k cohérentes avec E. Pour des
raisons techniques cependant, nous nous restreignons
aux fonctions d’utilités de step au moins σ, c’est-à-dire
aux fonctions u vériﬁant |u(o) − u(o′)| ≥ σ pour tous
o, o′ avec u(o) 6= u(o′). Ceci est sans perte de général-
ité en vertu de la proposition suivante (qui invoque
essentiellement l’invariance de l’ordre induit par une
transformation aﬃne à coeﬃcient positif).
Proposition 1. Soit E un ensemble d’exemples et
σ > 0 un réel arbitraire. Il existe une fonction d’u-
tilité u et une GAI-décomposition de u de la forme
(uZ1 , . . . , uZm) et cohérente avec E si et seulement
s’il existe une fonction u′ avec une GAI-décomposition
(u′Z1 , . . . , u
′
Zm
) tels que u′ soit cohérente avec E et de
step au moins σ.
Preuve Il suﬃt d’observer que si u est de step
σu < σ, alors la fonction u
′ déﬁnie par la décomposi-
tion ((σ/σu)uZ1 , . . . , (σ/σu)uZm) représente la même
relation de préférence que u, et est donc également
cohérente avec E tout en ayant clairement un step
supérieur ou égal à σ. 
Proposition 2. Soit  une relation de préférence sur
χ = X1 × · · · × Xn, soit E un ensemble d’exemples
de , soit k ∈ {1, . . . , n}, et soit σ > 0 arbitraire.
Alors les GAI-décompositions de degré au plus k, de
step au moins σ, et cohérente avec E sont en bijection
avec les solutions du système Σk(E) (considéré comme
possédant toutes les variables Uz, |z| < k, même si
elles n’apparaissent pas dans les inégalités).
Preuve La preuve est directe en utilisant, pour
une GAI-décomposition telle que dans l’énoncé, l’af-
fectation s des variables Uo[Z] du système linéaire
déﬁnie par s(Uo[Zi]) = uZi(o[Zi]) pour tous i ∈
{1, . . . ,m}, o ∈ χ. 
4 Apprentissage
Nous montrons dans cette section qu’il est possible
d’apprendre de façon passive une GAI-décomposition
d’une relation de préférence∗, en utilisant un nombre
d’exemples ordinaux (de la forme (o,R, o′)) qui croît
exponentiellement avec le degré k de cette décomposi-
tion, mais qui, à k ﬁxé, croît polynomialement avec le
nombre d’attributs. En particulier, si l’on note Gk la
classe de toutes les relation de préférence  qui ont une
GAI décomposition de degré au plus k, alors la classe
Gk est apprenable à partir d’exemples seulement.
Pour cela, nous donnons tout d’abord une borne
théorique sur le nombre d’exemples nécessaires (sec-
tion 4.1), puis nous donnons un algorithme pour le
cas d’un degré k borné et connu (section 4.2). Dans
les grandes lignes, l’algorithme maintient l’espace des
versions de toutes les GAI-décompositions de degré k
et de step au moins σ cohérentes avec les exemples
reçus, en le représentant de façon compacte par le sys-
tème linéaire Σk(E). La VC-dimension de la classe Gk
permet de conclure que l’algorithme converge vers ∗
après réception d’un nombre polynomial d’exemples.
4.1 VC dimension
La dimension de Vapnik-Chervonenkis (VC-
dimension) d’une classe de concepts C mesure en
un certain sens l’expressivité de C et, partant, la
diﬃculté d’apprendre des concepts de C à partir d’ex-
emples. Intuitivement, la VC-dimension de C mesure
le plus grand nombre d’exemples ✓ indépendants ✔
les uns des autres, en ce sens que leurs étiquettes ne
dépendent d’aucune manière les unes des autres. Plus
formellement, nous utiliserons les deux déﬁnitions
suivantes, spécialisées pour notre contexte (pour
rendre les déﬁnitions concrètes, voir par exemple
l’appartenance de (o, o′) au concept c, c’est-à-dire
c(o, o′) = 1, comme la validité de l’assertion o  o′).
Définition 8 (éclaté). Soit C un ensemble de con-
cepts binaires c : χ × χ → {0, 1}. Un sous-ensemble
de couples d’objets O ⊆ χ × χ est dit éclaté par C
si pour toute partition {O1, O0} de O, il existe un
concept c ∈ C vériﬁant ∀(o, o′) ∈ O1, c(o, o′) = 1 et
∀(o, o′) ∈ O0, c(o, o′) = 0.
Définition 9 (VC-dimension). Soit C un ensem-
ble de concepts binaires. La dimension de Vapnik-
Chervonenkis (VC-dimension) de C est la taille du
plus grand ensemble d’objets O ⊆ χ× χ qui est éclaté
par C.
Même s’il existe des résultats plus généraux, les
résultats d’apprenabilité (ou de non-apprenabilité)
en fonction de la VC-dimension concernent la VC-
dimension de concepts binaires.
Nous voyons donc une relation de préférence 
comme deux relations, notées ≻ et ≺. Formellement, la
relation ≻ associée à une relation de préférence  est
le concept binaire C≻ ⊆ χ×χ déﬁni par C≻(o, o
′) = 1
pour o  o′ et o′ 6 o, et C≻(o, o
′) = 0 sinon (c’est-
à-dire si l’on a o  o′), et le concept C≺ est déﬁni de
manière duale.
Proposition 3. Soit Cn,k≻ la classe des concepts bi-
naires de la forme C≻ où  est une relation de
préférence sur χ = X1 × · · · × Xn représentable par
une GAI-décomposition de degré k. La VC-dimension
pour des attributs binaires de Cn,k≻ est en O(2
knk+1).
Plus généralement, si les domaines des variables
ne sont pas booléens alors la VC-dimension est en
O(|D|knk+1) où D est le domaine des variables.








(et donc, K ∈
O(2knk+1)). Nous montrons qu’aucun ensemble de
couples d’objets O ⊆ χ × χ de taille strictement
supérieure à K n’est éclaté par Cn,k≻ , ce qui concluera.
Soit donc O ⊆ χ×χ un ensemble de couples d’objets
de taille au moins K +1. Pour chaque couple (o, o′) ∈
O, dans l’esprit de la déﬁnition 7 nous déﬁnissons la





qui correspond donc à la combinaison des membres
gauche et droit de toute inégalité linéaire associée à o
et o′.
Tous les V ko,o′ (pour (o, o
′) ∈ O) portent sur les
mêmes K variables. Donc, si O contient au moins
K + 1 couples, il existe au moins un couple (ω, ω′)
tel que le vecteur V kω,ω′ est une combinaison linéaire
des autres vecteurs, c’est-à-dire qu’il existe λo,o′ (pour







Soit O− (resp. O+) le sous-ensemble de O\{(ω, ω′)}
constitué des couples (o, o′) avec λo,o′ ≤ 0 (resp.
λo,o′ > 0).
Si O+ 6= ∅, nous montrons alors qu’aucun con-
cept c ∈ Cn,k≻ n’est cohérent avec la partition O
1 =
O+, O0 = O− ∪ {(ω, ω′)}, c’est-à-dire avec les éti-
quettes o ≻ o′ pour tout (o, o′) ∈ O+, o  o′ pour
tout (o, o′) ∈ O−, et ω  ω′. Dans le cas O+ = ∅, on
a il est facile de voir que le système implique ω  ω′,
et c’est alors C≻(ω, ω
′) = 1 qui est impossible.
En utilisant les propositions 1 et 2 nous obtenons
immédiatement que le système linéaire suivant doit
avoir une solution (pour un σ > 0 arbitraire) pour
qu’il existe une fonction d’utilité u ayant une GAI-
décomposition de degré k et consistante avec les éti-
quettes susmentionnées :
V ko,o′ ≥ σ (∀(o, o
′) ∈ O+)
V ko,o′ ≤ 0 (∀(o, o
′) ∈ O−)
Du fait des signes des λo,o′ , il s’ensuit que les équations
suivantes doivent être vériﬁées :
λo,o′V
k




o,o′ ≥ 0 (∀(o, o
′) ∈ O−)














En utilisant O+ 6= ∅ et à nouveau la proposition 2,
nous obtenons ω > ω′, donc C≻(ω, ω
′) = 0 est impos-
sible et donc, O n’est pas éclaté par Cn,k≻ .
Si par contre O+ = ∅, nous montrons qu’aucun
concept c ∈ Cn,k≻ n’est cohérent avec une partition
(O1, O0) où O1 contient O− ∪ {(ω, ω′)} : en eﬀet si
peut avoir O− ⊆ O1, alors les V ko,o′ pour (o, o
′) ∈ O−







et donc forcément (ω, ω′) ∈ O0.
Dans les deux cas, on conclut que O n’est pas éclaté
par Cn,k≻ , et puisque O est arbitraire de taille K + 1,
que la VC-dimension de Cn,k≻ est au plus K.

4.2 Algorithme
Nous décrivons maintenant l’algorithme permettant
d’apprendre une GAI-décomposition cohérente avec
un ensemble d’exemples donnés. Aﬁn de laisser la
présentation claire, nous nous plaçons dans le cadre
du PAC-apprentissage (✓ probablement approxima-
tivement correct ✔) introduit par Valiant [15].
Nous nous plaçons dans un cadre d’apprentissage
passif : l’apprenant reçoit un nombre m d’exemples
(o,R, o′) du concept cible∗, puis doit calculer un con-
cept . Le nombre m d’exemples demandés est choisi
par l’apprenant en fonction du nombre de variables n
et de deux paramètres ε, δ ∈]0, 1[. Chaque exemple est
tiré aléatoirement, indépendamment et avec remise,
selon une distribution de probabilité p sur χ×χ qui est
ﬁxe mais inconnue de l’apprenant. Pour o, o′ ainsi tirés,
l’exemple (o,R, o′) est communiqué à l’apprenant, où
R est déterminé sans bruit par le concept cible ∗.
Un PAC -apprenant est un algorithme qui possède les
propriétés suivantes :
– avec probabilité au moins 1−δ, il retourne un con-
cept  qui est ε-correct, c’est-à-dire que la masse,
selon la distribution de probabilité p utilisée pour
générer les exemples, des couples (o, o′) incor-
rectement classés par  est au plus ε ; formelle-
ment,
∑
{p(o, o′) | oRo′ mais ¬(o R∗ o′)} ≤ ε, où
R est une relation quelconque dans {,≻,∼,≺,
},
– le nombre m d’exemples demandé par l’algo-
rithme est polynomial en n, 1/ε, 1/δ,
– le temps de calcul de l’algorithme est polynomial
en n, 1/ε, 1/δ, en comptant pour une unité la de-
mande et la réception d’un exemple.
Une classe de concepts est dite PAC-apprenable s’il
existe un PAC-apprenant pour elle.
Intuitivement, ce cadre formalise les situations dans
lesquelles l’apprenant observe pendant un certain
temps des objets de son environnement (ceux qui se
présentent, sans qu’il ne puisse les choisir), et est aidé
par un ✓ enseignant ✔, qui lui fournit pour chaque ob-
jet rencontré l’étiquette correcte. La distribution de
probabilité p permet de formaliser des situations dans
lesquelles tous les objets ne sont pas aussi courants
les uns que les autres dans l’environnement. Ainsi, un
objet rare aura peu de chances d’être rencontré pen-
dant la phase d’apprentissage (probabilité faible selon
p), mais en contrepartie, l’apprenant sera peu pénalisé
pour une erreur sur un tel objet.
Pour montrer que les GAI-décompositions de degré
k connu et borné sont PAC-apprenables, nous utilisons
une approche standard, connue sous le nom d’✓ ap-
prentissage cohérent ✔ (consistent learning). Dans
cette approche, l’apprenant maintient à tout instant
un concept cohérent avec tous les exemples reçus
jusqu’alors ; en l’occurrence, notre apprenant les main-
tient essentiellement tous (au step σ près) en intention,
via le système Σk(E). Des résultats génériques perme-
ttent de conclure sur le nombre m d’exemples néces-
saires en utilisant la VC-dimension.
L’algorithme est représenté ci-dessous. La valeur de
m est donnée plus loin (Proposition 4). Notons que
les exemples étant sans bruit, l’approche par consis-
tance retourne toujours une solution, en l’occurrence,
le système Σk(E) a nécessairement une solution.
Algorithm 1 GAI-Learning
Require: k < n
1: Σk(E) = ∅
2: for i = 1, . . . ,m do
3: demander un exemple e de la forme (o,R, o′)
4: Ajouter ine´gk(e) à Σk(E)
5: end for
6: résoudre Σk(E)
7: return retourner une GAI-décomposition con-
struite à partir d’une solution de Σk(E)
Proposition 4. Pour toute constante k > 0,
la classe Ck des GAI-décompositions de degré au
plus k est PAC-apprenable. Le nombre m d’exem-











Preuve La proposition 2 montre que la GAI décom-
position retournée par l’algorithme est cohérente avec
l’ensemble de tous les exemples reçus.
Une conséquence directe d’un résultat générique de
Blumer et al. [3, Theorem 2.1 (ii)] est qu’un nom-










ﬁt pour apprendre une GAI-décomposition G telle
que l’ordre associé G soit ε-correct (même si la VC-
dimension telle que donnée dans la proposition 3 con-
cerne les concepts binaires C≻ et C≺, les mêmes exem-
ples sont utilisés pour apprendre à la fois le concept
binaire C≻ et le concept binaire C≺, via le système
Σk(E) ; pour plus de détails sur ce type de construc-
tions, nous renvoyons le lecteur à [2]).
En outre, m étant polynomial en n, 1/ǫ, 1/δ (rap-
pelons que k est considéré comme constant), le sys-
tème Σk(E) est de taille polynomiale, et en tant que
système linéaire, il peut être résolu en temps polyno-
mial.

5 Apprentissage d’une décomposition
minimale
Dans la section précédente, nous avons considéré
le problème d’apprentissage d’une GAI-décomposition
d’une fonction d’utilité cible, sans autre restriction
qu’une borne sur le degré maximal k, connue à l’a-
vance.
Nous montrons maintenant comment généraliser ce
résultat en calculant des GAI-décompositions aussi
✓ simples ✔ que possible. Pour cela, nous proposons
diﬀérents problèmes d’optimisation, basés sur le sys-
tème linéaire Σk(E). Nous explorons deux notions de
✓ simplicité ✔ d’une GAI-décomposition, toujours en
supposant une borne k, connue, sur le degré de la dé-
composition cible.
Nous cherchons tout d’abord à maximiser le nom-
bre d’entrées nulles dans les tables de la GAI-
décomposition apprise, c’est-à-dire à maximiser le
nombre de couples (Z, z) avec uZ(z) = 0. Optimiser
cette mesure permet en particulier de réduire l’espace
nécessaire pour stocker la décomposition apprise.
Pour atteindre cet objectif, étant donné un degré k
ﬁxé et un ensemble d’exemples E, on déﬁnit le prob-









• ine´gk(e) pour tout e ∈ E
• Uo[Z] ≥ 0 pour tous Z, o
Bien que (P1) permette d ?obtenir une certaine
forme de minimalité, il ne suﬃt pas à minimiser le
nombre de coeﬃcients non nuls dans les tables, comme
le montre l’exemple suivant.
Exemple 5. Soient deux variables booléennes X1, X2,
et E = {x1x2≻x1x¯2 , x1x¯2≻ x¯1x¯2 , x¯1x¯2≻ x¯1x2}. On
ﬁxe k = 2, σ = 1, et on considère les décompositions
(u1, u12) et (u
′














La décomposition (u′12) a moins de coeﬃcients non
nuls que (u1, u12), pourtant cette dernière a une
meilleure valeur dans (P1).
Une solution pour minimiser le nombre de coef-
ﬁcients non nuls consiste alors à eﬀectuer un post-
traitement peu coûteux aux solutions de (P1) : on re-
porte les valeurs des coeﬃcients des tables de certains
Zi vers les tables de Zj ⊃ Zi.
Un autre objectif naturel est de minimiser le degré
de la GAI-décomposition apprise (sous la borne k).
Notons tout d’abord que cet objectif n’est pas réalisé,
dans le cas général, par l’objectif précédent, autrement
dit, que trouver un optimum des problèmes (P1) ne
garantit pas qu’on a une GAI-décomposition de degré
minimal :
Exemple 6. Soient X = {X1, X2}, D1 = {x1, x¯1}
et D2 = {x2, x¯2}. Soit E = {x1x¯2 ≻ x¯1x2, x1x2 ≻
x¯1x2, x1x¯2 ≻ x1x2}, donc OE = {x1x¯2, x¯1x2, x1x2}
En cherchant une GAI-décomposition de degré au plus








• Ux1 + Ux¯2 + Ux1x¯2 ≥ Ux¯1 + Ux2 + Ux¯1x2 + σ
• Ux1 + Ux1x2 ≥ Ux¯1 + Ux¯1x2 + σ
• Ux¯2 + Ux1x¯2 ≥ Ux2 + Ux1x2 + σ
• Uo[Z] ≥ 0 pour tous Z, o
En prenant par exemple σ = 0.1, on obtient comme
solution optimale Ux1x2 = 0, 1, Ux1x¯2 = 0.2, toutes les
autres valeurs étant nulles. On a donc une décompo-
sition de degré 2, alors qu’il en existe une de degré 1,
déﬁnie par Ux1 = Ux¯2 = 0.1, toutes les autres valeurs
étant nulles (d’après les exemples, les deux variables
X1 et X2 sont indépendantes, avec x1 comme valeur
préférée pour X1 et x¯2 pour X2).
En pondérant les Uo[Z] dans la fonction objectif, on
peut pousser la minimisation et donc la mise à zéro
de certains d’entre eux, et donc favoriser a contrario
certaines cliques – les plus petites – dans la décom-
position. On introduit donc des poids wi, où chaque
wi pondérera, dans la fonction objectifs, les utilités de
degré i (i.e. les Uo[Z] tels que |Z| = i) . Formellement,




On doit ﬁxer les wis de manière à rendre un Uo[Z] de
degré i plus coûteux que l’ensemble des Uo[Z′] pour
Z ′ ⊂ Z et |Z| = i− 1 ; les wis doivent alors vériﬁer
wi × min(Uo[Z]) > i × 2
i−1 × wi−1 × max(Uo[Z])
où le min(Uo[Z]) est pris sur l’ensemble des Uo[Z] non
nuls. On peut imposer Uo[Z] ≤ 1 pour tous les o, Z, ce
qui conduit à la constante σ suﬃsamment petite pour
ne pas rendre le systèmes d’équations linéaires arti-
ﬁciellement inconsistant. Pour imposer que les Uo[Z]
non nuls aient un minimum non nul, on peut intro-
duire de nouvelles variables booléennes Vo[Z], on alors






Z⊆X t.q. |Z|≤k,o∈OE w|Z|×Uo[Z])
sous les contraintes
1) ine´gk(e) pour tout e ∈ E
2) α . Vo[Z] ≤ Uo[Z] ≤ Vo[Z]
pour tout Z ⊆ X, o ∈ OE
3) Vo[Z] ∈ {0, 1}
Puisque Vo[Z] ∈ {0, 1}, les contraintes 2) imposent
Uo[Z] ∈ {0} ∪ [α, 1]. Le minimum des Uo[Z] pris sur
l’ensemble des Uo[Z] non nuls est alors α, et il suﬃt
d’avoir wi > (i2
i−1/α)wi−1 pour avoir un Uo[Z] de
degré i plus coûteux que l’ensemble des Uo[Z′] pour
Z ′ ⊂ Z et |Z| = i − 1. Il faut choisir la constante
σ qui apparaît dans certaines des ine´gk(e) suﬃsam-
ment petite aﬁn que la restriction à l’intervalle [0, 1]
des valeurs possibles pour les Uo[Z] ne risque pas de
supprimer artiﬁciellement certaines solutions du prob-
lème.
Une autre solution consiste à minimiser directement
la somme des Vz pondérés par les wis aﬁn d’apprendre
une GAI décomposition minimale au sens de la décom-
position (déﬁnition 4). Ici Vz représente une GAI-table
de Z et wi représente le coût de la création d’une ta-
ble de degré i. On a alors le programme linéaire mixte
suivant, en choisissant les wis tels que wk = k∗wk−1+1






Z⊆X t.q. |Z|≤k w|Z| × VZ)
sous les contraintes
• ine´gk(e) pour tout e ∈ E
• VZ ≥ Uo[Z] ≥ 0
pour tout Z ⊆ X, o ∈ OE
• VZ ∈ {0, 1}
6 Conclusion
Nous avons montré que tout préordre complet 1 sur
un ensemble d’objets combinatoires représentable par
une GAI-décomposition de degré k peut également
être encodé par un système d’inégalités linéaires, dont
les solutions correspondent essentiellement aux GAI-
décompositions de la relation initiale. Le principe de
notre algorithme est de générer, étant donnés un en-
semble d’exemples et un degré k ﬁxé, un système
linéaire, dont les variables sont les valeurs des GAI-
tables recherchées. Le choix d’une fonction objectif
pertinente permet alors d’utiliser un algorithme de
programmation linéaire (éventuellement mixte) pour
générer une GAI-décomposition qui soit de degré ou
de taille minimaux.
Nous avons supposé que toutes les variables sont
binaires, mais les résultats se généralisent aisément au
cas où on a des variables dont les domaines ont au
plus d valeurs, pour un certain d ﬁxé : on vériﬁe que
la VC-dimension de la classe de GAI correspondante
est bornée par dknk+1.
Dans la version de l’algorithme que nous proposons
dans cet article, nous cherchons à couvrir tous les ex-
emples. Si cela n’est pas possible avec le degré choisi,
ou si l’ensemble d’exemples n’est pas sain, le système
linéaire généré n’a pas de solution. Il est simple de re-
laxer cette exigence en introduisant dans les parties
gauches des inégalités des variables de relaxation δ,
dont la somme est à minimiser (la version courante
correspondant à des δ nuls).
Le second développement nécessaire de ce travail
consiste à établir une stratégie intelligente de choix
du degré du GAI à apprendre. On peut procéder de
manière croissante (supposer les variables indépen-
dantes, puis augmenter incrémentalement le degré
jusqu’à obtenir une bonne couverture des exemples).
Une stratégie plus ﬁne consisterait à analyser le graphe
appris pour k = 2, aﬁn d’augmenter notre connais-
sance sur les dépendances de variables (une clique sur
un ensemble de variables Y induisant la nécessité d’une
1. Si la relation de préférence de l’utilisateur n’est pas com-
plète, on obtient un GAI représentant une préférence qui est
compatible (en fait, qui raffine) avec la préférence original. Cela
dit , si l’on souhaite travailler sur des préférences incomplète, il
faut mieux utiliser les CP-net plutôt que les GAI
utilité locale uY ). On pourrait plus généralement faire
collaborer une procédure d’apprentissage (actif ou pas-
sif) du degré du GAI, ou mieux, de sa structure, et une
procédure d’apprentissage des tables fondées sur leur
représentation par un système d’équations linéaires.
Enﬁn, nous envisageons un retour sur les méthodes
d’élicitation du GAI : il s’agirait de proposer une méth-
ode, par exemple en utilisant un ensemble de questions
à poser à l’utilisateur, qui permettrait de déduire les
(in)dépendances entre variables. Dans ce contexte, les
variables de notre système linéaire seraient introduites
au fur et à mesure.
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