We investigate sample average approximation (SAA) for two-stage stochastic programs without relatively complete recourse, i.e., for problems in which there are first-stage feasible solutions that are not guaranteed to have a feasible recourse action. As a feasibility measure of the SAA solution, we consider the "recourse likelihood", which is the probability that the solution has a feasible recourse action. For ǫ ∈ (0, 1), we demonstrate that the probability that a SAA solution has recourse likelihood below 1 − ǫ converges to zero exponentially fast with the sample size. Next, we analyze the rate convergence of optimal solutions of the SAA to the set of optimal solutions to the true shown for problems with a finite feasible region, such as bounded integer programming problems. For problems with non-finite feasible region, we propose modified "padded" SAA problems and demonstrate in two cases that such problems can yield, with high confidence, solutions that are certain to have a feasible recourse decision. Finally, we conduct a numerical study on a two-stage resource planning problem that illustrates the results, and also suggests there may be room for improvement in some of the theoretical analysis. * The authors dedicate this paper to Shabbir Ahmed.
Introduction
We consider a stochastic optimization problem of the form min x∈X f (x) := EF (x, ξ).
(1)
Here X ⊆ R n1−p × Z p is the feasible region, which can be a mixed-integer set with p > 0 or a convex set with p = 0, ξ is a random vector defined on the probability space (Ω, Σ, P) with support Ξ ⊆ R d and F : R n1 × R d → R ∪ {+∞} is an extended-real-valued function. We assume that F (x, ·) is measurable for any fixed x ∈ X and f (·) is a proper function on X. In particular, we focus on two-stage stochastic programs with linear recourse, where for a specific realization ξ of ξ,
and
Here q(ξ) ∈ R n2 , W (ξ) ∈ R m2×n2 , T (ξ) ∈ R m2×n1 and h(ξ) ∈ R m2 . When X is polyhedral, (1)-(3) is a two-stage stochastic linear program. The model (1) with F defined by (2) is said to have relatively complete recourse if there exists a solution to (3) for every x ∈ X and every ξ ∈ Ξ. Our interest in this paper is studying this problem in the case when (1) does not have relatively complete recourse. Problem (1) is usually intractable unless Ξ is a small finite set [1, 2] . A popular approach to obtain a tractable approximation is to solve a sample average approximation (SAA) problem. The basic idea of SAA is that, instead of solving problem (1) , the objective function is replaced by a sample average function N −1 N j=1 F (x, ξ j ), where ξ 1 , . . . , ξ N is a sample of N identically distributed realizations of the random vector ξ. Often the sample is independent and identically distributed (iid), but this is not always the case. We call the following problem the SAA problem of (1):
SAA has been widely studied in the contexts of convex stochastic programming [3] , general stochastic programming [4] , stochastic discrete programming [5] and two-stage stochastic programming [6] . The majority of these assume a finite objective, i.e., f (x) < ∞ for all x ∈ X, especially those related to convergence rates or sample size estimates. In the context of two-stage stochastic programs, a necessary condition for f (x) < ∞ for all x ∈ X is that relatively complete recourse holds. Relatively complete recourse is often a natural assumption, in particular, since a solution that has no feasible recourse may be considered ill-defined. From a modeling perspective, it may be argued that no matter what action is taken in the first-stage, there should always be some feasible (potentially costly) recourse action. On the other hand, there may be recourse actions that are undesirable to use except in very rare circumstances or which are difficult to model or solve (e.g., involving discrete decisions). In such a situation, a solution x which does not have a recourse action in every possible outcome may still be meaningful, although it would be desirable if the probability of having a recourse action, i.e., φ(x) := P(F (x, ξ) < ∞), is high. We refer to φ(x) as the recourse likelihood of a solution x.
The idea of using SAA to obtain a solution that has high recourse likelihood is closely related to the scenario approximation approach for chance constraints [7, 8] . In particular, if ξ 1 , . . . , ξ N are iid samples of a random variable ξ, the scenario approximation proposed in [8] is the problem min{h(x) : G(x, ξ i ) ≤ 0, i = 1, . . . , N, x ∈ X} (5) where h(·) is a convex function, X is a convex set, and G(·, ξ) is a convex function with probability 1. It is shown in [8] that if (5) has a unique optimal solution x * N and the sample size N satisfies N ≥ 2 ǫ log 1 β + 2(n 1 + 1) + 2(n 1 + 1) ǫ log 2 ǫ , then with 1 − β confidence (with respect to the sampling probability P N := P × · · · × P) the solution satisfies P(G(x * N , ξ) ≤ 0) ≥ 1 − ǫ. Similar results are obtained in [9] without the convexity assumptions. If one considers G(x, ξ) to be a measure of violation of the recourse problem, then these results almost directly apply to provide estimates of recourse likelihood for an SAA solution from a two-stage stochastic programming problem. The challenge, however, is that in (5) the function h(·) is deterministic, whereas in an SAA approximation of (1), the objective function is an expected value which is also approximated by the sample.
In this paper we study SAA for problem (1) in the case that relatively complete recourse does not hold, and investigate the quality of solutions obtained in terms of recourse likelihood of the solution obtained, in addition to the expected cost. Inspired by the results on scenario approximation for chance constraints, we first investigate bounds on the sample size required to obtain (with high confidence) a solution that has high recourse likelihood (i.e., a solution x with φ(x) ≥ 1 − ǫ). We first discuss a simple two-sample approach for this in which two independent samples are used, one to estimate the objective function, and the other to enforce recourse feasibility. For the more natural case when a single sample is used, we provide bounds on the sample size required for two-stage stochastic linear programming problems. We also investigate the use of SAA to obtain a solution with φ(x) = 1, which we refer to as a completely reliable solution. When the feasible region X is finite (e.g., as in a bounded pure integer program), we establish bounds on the probability that every (near) optimal solution of the SAA problem is feasible and near-optimal solution to the true problem (these results extend similar results [5, 10] ). For the more general case that X is not finite, consider two cases where a a modified SAA problem can, with high confidence, yield a completely reliable solution. In the first case we assume the support of the random vector is a hypercube (i.e., the support of the random vector is the product of the marginal supports), and in the second case we consider a two-stage stochastic linear program in which only the right-hand side is random. Finally, we perform a numerical illustration of the use of SAA to obtain solutions that have high recourse likelihood. Our numerical study confirms the viability of this approach, but also suggests that our sample size estimate for two-stage stochastic linear programs is not tight. In particular, our theoretical results suggest the required sample size is O(n 1 n 2 ), whereas the numerical study suggests the dependence on n 2 may not be necessary.
Aside from a few classic results on convergence in the limit and expected bias of the SAA objective value, which we review in Section 2, the work that is most closely relate to our results is the recent paper by Liu [11] , who establishes similar results on generating solutions with high recourse likelihood for stochastic programs having a property they refer to as chain-constrained domain. In their most general results, they establish that if the problem has a chained-constrained domain "of order m", then for ǫ ∈ (0, 1), the probability (over the sample) that the recourse likelihood of the SAA solution is less than 1 − ǫ decreases exponentially fast, provided the sample size is at least as large as m/ǫ. The dependence on m may be a limitation, as for a two-stage stochastic linear program with randomness only in the right-hand side of the constraints, m is at least as large as the number of extreme rays of the subproblem feasibility cone. Significantly stronger results are obtained when it is assumed that X is a convex set and F (·, ξ) is a convex function for all ξ ∈ Ξ. Under the additional assumption that domF is in the interior of X, they show the very strong result that the probability that φ(x N ) < 1 converges to zero exponentially fast with N . Without this assumption, they demonstrate that in the chained-constrained case the dependence on the parameter m in the convergence rate can be replaced by the number of active constraints in an optimal solution, which, e.g., can be bounded by the number of first-stage variables n 1 . Our results complement those in [11] by conducting a different analysis which does not use the chain-constrained domain assumption nor an assumption that domF lies in the interior of X.
This paper is organized as follows. In Section 2, we review additional related literature. In Section 3, we analyze the impact of sample size on the recourse likelihood. In Section 4, we study the rate of convergence of the set of optimal solutions of the SAA problem to the true problem in the case that the set X is finite. In Section 5, we introduce modified SAA programs and study its convergence properties. In Section 6, we present some numerical tests on a two-stage recourse planning problem.
Review of Related Results for SAA without Relatively Complete Recourse
We discuss some existing results which are closely related to the use of SAA for obtaining approximation solutions to (1) . We review several facts about the consistency and convergence of the SAA approach and details on related results for chance-constrained stochastic programs. We denote the optimal values of (1) and (4) by v * andv N , respectively. We assume v * < +∞ in this paper. For any ǫ ≥ 0, we denote the sets of ǫ-optimal solutions of (1) and (4) by S ǫ andŜ ǫ N , respectively, i.e.
SAA for Two-Stage Stochastic Programs
The consistency ofv N and SAA solutions is proved under different assumptions in [3, 4, 10] . We review here a consistency result for stochastic convex programs, Theorem 5.4 of [10] . This result allows the objective F to take values in R ∪ {±∞}, which includes some of the cases considered in this paper. Theorem 1. Suppose that the following assumptions hold:
1. F is random lower semicontinuous.
2. For almost every ξ ∈ Ξ the function F (·, ξ) is convex.
3. The set X is closed and convex. 4 . The expected value function f is lower semicontinuous and there exists a pointx ∈ X such that f (x) < +∞ for all x in a neighborhood ofx. 5 . The set S 0 of optimal solutions of (1) is nonempty and bounded. 6 . The sequence ξ j is iid.
Thenv N → v * and D(Ŝ 0 N , S 0 ) → 0 with probability 1 as N → ∞. For the purpose of estimating the solution quality, one may be interested in the relationship betweenv N and v * . For stochastic programs with a real-valued objective, it is known that E[v N ] is a lower bound of v * and is monotonically increasing in N [12, 13] . We next show that these results are easily extended to problems with an extended real valued objective.
We first introduce notation that will be used in the proof. For x ∈ X, recall that we define φ(x) := P(F (x, ξ) < +∞) to be the recourse likelihood of x. Next, we define the set of completely reliable solutions, i.e., those which have a feasible recourse decision with probability 1, as
and its complementary set
By definition, the effective domain of f (·) is a subset of X Fea .
Theorem 2. The SAA objective value is a lower bound of v * , i.e.,
Proof.
Scenario Approximation of Chance-Constrained Problems
The feasibility of SAA solutions are closely related to a type of optimization problems, called chanceconstrained problems: min
Here h : R n1 → R is a real-valued function on X and G(·, ξ) is a real-valued function on X for any ξ ∈ Ξ. When X ⊆ R n1 is a closed convex set, h(·) is a convex function, and G(·, ξ) is a convex function for any ξ ∈ Ξ, we call (7) a convex chance-constrained problem.
An idea similar to SAA called the scenario approach is applied in order to approximate the original convex chance-constrained problem (7):
Sample size estimates for the scenario approach are studied in [8, 14] . The main result of [8] is as follows. Let X N denote the feasible region of (8).
Theorem 4. Fix two parameters ǫ ∈ (0, 1) and β ∈ (0, 1). If the optimal solution of (8) is unique, and the sample size N satisfies
then the unique optimal solutionx N of (8) satisfies
with probability (over the sample measure P N ) at least 1 − β.
Similar results are obtained in [9] without the convexity assumptions. As an example, the following result is obtained when X is finite.
Sample Average Approximation for Problems without Relatively Complete Recourse
We assume there exists a feasibility function H :
and only if
H(x, ξ) ≤ 0, and for which H(x, ·) is measurable for any fixed x ∈ X. In terms of two-stage stochastic programs, H(x, ξ) can be defined as follows:
The function H(·, ξ) as defined in (10) is convex for each ξ ∈ Ξ.
Since φ(x) = 1 for any x satisfying f (x) = EF (x, ξ) < +∞, problem (1) has the following equivalent form:
Since F (x, ξ) < +∞ if and only if H(x, ξ) ≤ 0, the SAA problem can be written as
We investigate bounds on the probability that the solution x * N obtained from the SAA problem (12) (or a modification thereof) has "high recourse likelihood", i.e., satisfies φ(x * N ) ≥ 1 − ǫ.
Two-Sample Approach
Despite the similarity between the scenario approximation methods for convex chance-constrained problems and SAA for convex stochastic programs, we cannot directly apply Theorem 4 to convex stochastic programs. However, we can modify the standard SAA problem to obtain a similar result at the expense of using an additional sample for approximating the set of solutions that have a recourse action. Assume now F (·, ξ) and H(·, ξ) are convex for any ξ ∈ Ξ and X is convex. The two-sample SAA problem we consider is as follows:
Hereξ 1 , . . . ,ξN and ξ 1 , . . . , ξ N are two independent iid samples ofN and N realizations of the random vector ξ, respectively. We may consider this two-sample approach (13) in the following way:
a. Take an iid sampleξ 1 , . . . ,ξN to estimate the function EF (x, ξ) and fix the objectiveN −1 N j=1 F (x,ξ j ). b. Consider the following chance-constrained problem:
c. Apply the scenario approach to the chance constraint in (14) to obtain the approximation (13) .
If (13) has a unique optimal solutionx N,N , then based on Theorem 4, we have confidence at least 1 − β that the solution satisfies φ(x N,N ) ≥ 1 − ǫ if the sample size N satisfies the inequality (9) .
Similarly, if the assumptions of Theorem 1 hold, then if we consider problem (13) for a fixed N , but allow N → ∞, then the consistency results of Theorem 1 hold also for the optimal value and optimal solution set of (13), since we may regard (13) as the SAA for the following stochastic program which is equivalent to the original problem:
Feasibility of SAA Solutions for Two-Stage Stochastic Linear Programs
Although (13) can provide a solution with high recourse likelihood, we are still interested in the feasibility of the standard SAA approach (12) because (12) only requires one sample and is more natural to use than problem (13) which includes sampled constraints that are used only for enforcing feasibility and not for estimating the objective. In this section we consider a two-stage stochastic linear program (1) with F (x, ξ) defined in (2) -(3), and polyhedral X = {x ∈ R n1 :Āx ≤b}, whereĀ ∈ R m1×n1 andb ∈ R m1 . We further assume in this section that m 2 ≥ n 2 + 1. Now consider a function g(·) defined as a sum of piecewise linear convex functions
Definition 1. We say a T x + b = 0 is a piece-defining equation of g(·) over P if (a, b) satisfies one of the following
We say x * ∈ R n1 is a basic solution of the piecewise linear convex function g(·) over the polyhedron P if x * is the solution of n 1 linearly independent piece-defining equations of g(·) over P .
Lemma 6. If the problem min x∈P g(x) has an optimal solution, then there exists a basic solution that is optimal.
Proof. Letx be an optimal solution to the problem min x∈P g(x). For each k ∈ K and i ′ ∈ I k , let
Then for each k ∈ K,
Therefore, there exists i k ∈ I k for k ∈ K such thatx ∈ P i k for all k ∈ K. Consider a basic optimal solution x * of the (feasible) linear program
, which implies x * is an optimal solution to min x∈P g(x). By Definition 2, x * is also a basic solution of g(·) over P .
is a sum of N piecewise linear convex functions over the polyhedron
The number of basic solutions off
Proof. For a fixed ξ ∈ Ξ, Q(x, ξ) is piecewise linear and convex in the region X ξ := {x : Q(x, ξ) < +∞} = {x : H(x, ξ) ≤ 0}. In fact, if Q(x, ξ) < ∞, then by strong duality, we have
where E ξ is the set of extreme points of the following polyhedron
By definition of P ξ , the number of basic solutions of P ξ is bounded by
n2! , by our assumption that m 2 ≥ n 2 + 1.
Similarly,
whereĒ ξ is the set of extreme points of the following polyhedron
and |Ē ξ | ≤ m n 2 +1 2 (n2+1)! . By (15) and the definition of X N , we have
Hence, the number of inequalities needed for describing X N is bounded by N m n 2 +1 2 (n2+1)! + m 1 . For j = 1, . . . , N , we also have |E ξ j | ≤ .
We do not explore it here, but a slightly tighter upper bound is possible by applying the upper bound theorem and duality in discrete geometry [15] .
N be a basic optimal solution of the SAA of (12) . Then,
Proof. Each piece-defining equation off N is defined by a single scenario in the sample, and thus is statistically independent of at least N − 1 scenarios. Therefore, each basic solution is independent of at least N − n 1 scenarios. Let {x b } b∈B denote the set of all basic solutions. By Lemma 7, we know that |B| ≤ N m 2n 2 2 n 2 ! +m1 n1
. Consider any basic solution x b for some b ∈ B. Without loss of generality, we assume that x b is independent of {ξ j } N −n1 j=1 . Then
The last inequality follows because x b is independent of {ξ j } N −n1 j=1 and {ξ j } N j=1 is an iid sample. It follows that
Corollary 9. Let ǫ ∈ (0, 1) and β ∈ (0, 1), and let x * N be a basic optimal solution of the SAA of (12) . If the sample size N satisfies
Proof. See Appendix.
Exact Convergence for Finite X
In this section we assume the set X is finite, such as in the case that all decision variables are integer and bounded. In [5] , it has been shown that, in the case when f (x) is real-valued for all x ∈ X, under certain assumptions, the optimal solution set of (12) converges exponentially to the optimal solution set of (11) . We extend this result to the extended-real-valued objective case. In particular, we obtain bounds on the sample size required to obtain, with high confidence, a solution that is completely reliable and nearly optimal.
Our results on convergence of the set of optimal solutionsŜ δ N and optimal valuev N require large deviations (LD) theory. We first review some of the LD theory following the presentation in [5] and [10] .
Consider a random variable Y with mean µ = E[Y ]. Let Y 1 , . . . , Y N be an iid sequence of N realizations of the random variable Y and the average Z N :
For any real number a and t > 0, by Markov's inequality, we have
Then by taking the logarithm of both sides of the inequality and replacing t/N by t ′ , we have
where I(z) := sup t {tz − log[M (t)]} is the conjugate of the logarithmic moment-generating function. Furthermore, by [16] , if we assume the moment-generating function M (t) is finite valued in a neighborhood of 0, it follows that I(a) > 0 for all a = µ.
Next we implement the above theory to the analysis of our problem. First, let u : X Fea \S ǫ → X Fea be a mapping such that for some ǫ * > ǫ,
Since X Fea is finite, such u(·) exists. One example is u : 
By definition of the mapping u(·),
for any x ∈ X Fea \S ǫ . By (17) , for x ∈ X Fea \S ǫ ,
where the last inequality follows from (16) .
We make the following assumption:
For every x ∈ X Fea \S ǫ , the moment-generating function of the random variable F (u(x), ξ)− F (x, ξ) is finite valued in a neighborhood of 0.
For example, Assumption 1 holds when Ξ is bounded. Let η := min{P(F (x, ξ) = ∞) : x ∈ X Infea }, then we have the following lemma which bounds the likelihood that a solution x with φ(x) < 1 is feasible to the SAA problem.
Proof. By definition of η, P(F (x, ξ) = ∞) ≥ η.
So for j = 1, . . . , N , we have
Since ξ 1 , . . . , ξ N are independent,
We next show that the probability that a δ-optimal solution to the SAA problem is not an ǫ-optimal solution to problem decreases to zero exponentially fast. Proof. For x ∈ X Infea , by Lemma 11
Under Assumption 1, since δ < E[F (x, ξ) − F (u(x), ξ)] and X F ea \ S ǫ is finite, we have γ(δ, ǫ) = min
Letγ(δ, ǫ) = min{η, γ(δ, ǫ)}, then
For any β ∈ (0, 1), with sample size 
If Assumption 1 is replaced by Assumption 2, we have
Therefore, γ(δ, ǫ) = min
Theorem 13. Suppose Assumption 2 holds. Let ǫ and δ be nonnegative numbers such that δ < ǫ. Then
Using SAA to Obtain Completely Reliable Solutions
In Section 4, we showed that the probability the SAA yields a completely reliable solution approaches one exponentially fast, in the case that the set X is finite. Unfortunately, such a result is not possible in general. For example, consider the following problem:
where X = [0, 2], ξ follows a uniform distribution U (0, 1) and
F (x, ξ) = max{y : ξ ≤ y ≤ x}.
In this case, the solution of the approximate problem (12) iŝ
However, P N (f (x N ) = +∞) = 1 for any finite N . We thus explore in this section how modified SAA problems can be used to obtain a completely reliable solution with high confidence in some cases.
For solutions with a finite objective value, the constraints H(x, ξ) ≤ 0 must be satisfied for P-almost every ξ ∈ Ξ. To simplify analysis, we consider an alternative formulation which instead enforces H(x, ξ) ≤ 0 for all ξ ∈ Ξ:
where
These two problems are equivalent in many cases, for example, when problem (11) is a two-stage stochastic linear program with fixed recourse and ξ satisfies a weak covariance condition [17] or when H(x, ·) is lower semi-continuous.
Proposition 14. Problem (11) is equivalent to problem (18) if H(x, ·) is lower semi-continuous for all x ∈ X.
Proof. We only need to prove that the constraints are equivalent in (11) and (18) . A feasible solution of (18) is trivially a feasible solution of (11) . For x ∈ X satisfying H(x, ξ) ≤ 0 for P-almost every ξ ∈ Ξ, let
Then P(ω : ξ ∈ Ξ x ) = 1 and Ξ x is closed because of lower semi-continuity of H(x, ξ). Because the support Ξ is the smallest closed set satisfying P(ω :
Replacing the objective in (18) with a sample average approximation, but keeping the feasible region yields the approximation:
Since the feasible region in (19) is not approximated by sampling, standard SAA convergence results for stochastic programs with a real-valued objective function can be directly applied to this case. Directly solving (19) with X * defined by infinite number of constraints is challenging. The tractability of such sets is discussed in robust optimization, e.g., [18] . In some cases, including two-stage stochastic programs with fixed recourse (i.e. W (ξ) ≡ W is a fixed matrix), H(x, ·) is convex for any x ∈ X. In addition, if Ξ is known to be a polytope, then X * can be represented by H(x, ξ) ≤ 0 for ξ in the (finite) set of extreme points of Ξ. However, even in this case the number of constraints is potentially exponential in d, and separating these constraints requires maximizing a convex function, and is thus computationally challenging in general.
Other techniques in robust optimization [19] or semi-infinite programs [20] can be applied to approximate the feasible set X * . The focus in the remainder of this section is on the case where solving (19) is computationally intractable, or if Ξ is not known explicitly and instead we only have access to samples of ξ. In this case, we propose modified SAA problems that can yield completely reliable solutions. We study two cases when we can find such solutions. In section 5.1, we consider the case when the support Ξ of ξ is a hypercube. In section 5.2, we consider stochastic linear programs in which only the right-hand side is random.
Both cases require the following strict feasibility assumption for the problem (18) , which we make for the remainder of this section. This assumption implicitly excludes the existence of equations in the recourse constraints in the case of a two-stage stochastic linear program. In the case that H(x, ξ) is defined as in (10) for a two-stage stochastic linear program, if the natural formulation includes equations, satisfying this assumption would require substituting out enough decision variables to eliminate the equations.
Two-Stage Stochastic Programs with Hypercube Support
We make the following assumption in this subsection. We also assume the support of the random vector is a hypercube.
Assumption 5. The support Ξ of ξ is bounded and equal to the Cartesian product of supports Ξ i of ξ i , i.e.,
Note that in Assumption 5 we are not assuming we know Ξ i for any i. Now let ξ 1 , . . . , ξ N be an iid sample of ξ. Given this sample, we define the "mixed sample" ξ I = (ξ i1 1 , . . . , ξ i d d ) for each I = (i 1 , . . . , i d ) ∈ {1, . . . , N } d . Under Assumption 5, if ξ 1 , . . . , ξ N ∈ Ξ, then ξ I ∈ Ξ. Therefore, for a potential solution x, it is valid to enforce H(x, ξ I ) ≤ 0 for any mixed sample ξ I . In addition, we consider to add a γ-padding in the feasibility constraints. Then our padded SAA problem is:
LetX N,γ denote its feasible set.
When Assumption 5 is not satisfied, (20) can be seen as a conservative approximation of problem (18) . This problem with more than N d constraints is usually not computationally manageable, although it may be possible to solve this problem when H(x, ·) is convex and d is small, by enumerating all 2 d extreme points of the hypercube conv({ξ I : I ∈ {1, . . . , N } d }). Moreover, if H(x, ·) satisfies a monotonicity assumption, padding for one particular ξ I would be sufficient for solving (20) . Example 1. Suppose that H(x, ξ) is monotone in ξ, i.e., H(x, ξ 1 ) ≤ H(x, ξ 2 ) for all x ∈ X and ξ 1 , ξ 2 ∈ Ξ satisfying ξ 1 ≤ ξ 2 . Let ξ max be the vector defined by ξ max i = max{ξ j i : j ∈ {1, . . . , N }}. Then by the monotonicity assumption, H(x, ξ max ) + γ ≤ 0 dominates H(x, ξ I ) + γ ≤ 0 for all I ∈ {1, . . . , N } d . In this case, the feasible region of (20) is simplified tô
and all entries of (−W (ξ), −T (ξ), h(ξ)) are monotone in ξ.
Theorem 16. Suppose that Assumptions 4 and 5 hold, and the diameter of Ξ i is D i . Let D := max i D i and η be a constant defined in (21) . ThenX N,γ satisfies
Proof. For each i, there exists a (γ/2L)-net of Ξ i , i.e., there existsξ k i , k ∈ {1, . . . , M i }, such that
Let B r (ξ) denote the infinity norm ball of radius r and center ξ in R d and let B K denote the infinity norm ball
Then for any fixed K, because the diameter of B K is γ/L, if x ∈ X and ξ ∈ B K satisfy H(x, ξ) + γ ≤ 0, we have
Therefore, by the independence of {ξ j } N j=1 ,
For any β ∈ (0, 1), with sample size
In some cases, η(γ) = Ω(γ), for example, when the density function of ξ i is bounded away from 0 in Ξ i . Therefore, in these cases, to obtain a completely reliable solution with confidence at least 1 − β, we need to generate O([log(d/γ) + log(1/β)]/γ) samples.
Since the analysis above does not really depend on Lipshitz continuity, this result can be extended to the cases where H(x, ξ) is just uniformly continuous. For simplicity, we only discuss the Lipshitz continuous H case in this paper.
Two-Stage Stochastic Linear Programs with Random Right-Hand Side
In this section we consider a two-stage stochastic linear programs with only random right-hand side, i.e., a problem of the form (1) -(3), having W (ξ) ≡ W, T (ξ) ≡ T independent of ξ. We assume H(x, ξ) is defined as in (10) . Under assumptions, we find that applying a γ-"padding" to the feasibility constraints of the original SAA formulation (12) , is sufficient to obtain completely reliable solutions with high confidence.
Specifically, for γ ∈ [0,γ] define the SAA problem:
x ∈ X. (22) LetX N,γ denote the feasible region of the above problem.
Theorem 17. The feasible regionX N,γ of (22) satisfies
where n W andη(γ) are constants defined in (23) and (24), respectively.
Proof. Let E W denote the set of all extreme points of P W := {α ∈ R m2 + : e T α = 1, W T α = 0}. By duality,
for all α ∈ E W and j = 1, . . . , N . Therefore, by independence of {ξ j } N j=1 ,
For any ǫ ∈ (0, 1), since n W = |E W | ≤ 6 Numerical Tests
A Two-Stage Resource Planning Problem
We tested the standard SAA approach for solving a two-stage resource planning (TRP) problem. This problem is inspired by a problem in [21] . This problem consists of a set of resources (e.g., server types), denoted by i ∈ I := {1, . . . , n}, which can be used to meet demands of a set of customer types, denoted by j ∈ J := {1, . . . , m}. The problem is stated as:
where for a fixed ξ = (q, ρ, µ, λ),
Here c i represents the unit cost of resource i ∈ I. For i ∈ I, variable x i represents the amount of resource i to purchase and for i ∈ I, j ∈ J variable y ij represents the amount of resource i allocated to customer type j after observing the uncertainty ξ. Parameters q, ρ, µ, λ are random vectors, where q ij represent the unit cost of allocating resource i ∈ I to customer type j ∈ J, ρ i represents the utilization rate of resource i ∈ I, µ ij represents the service rate of resource i ∈ I for customer type j ∈ J and λ j represents the demand of customer type j ∈ J.
Test Instances
We applied the SAA approach to the TRP problem on several instances where the first-stage variables are continuous (p = 0) or pure integer (p = n). For the continuous first-stage case, we consider instances with n ∈ {10, 20, 40}, m ∈ {10, 40} and N ∈ {100, 500, 1000}. For the pure integer first-stage case, we consider instances with n ∈ {5, 10, 20}, m ∈ {10, 40} and N ∈ {50, 100, 500}. We generate c, and scenarios q k , ρ k , µ k and λ * k for k = 1, . . . , N following the scheme of [22] , and then set λ k = λ * k /10. We use a smaller demand here in order to make the discrete version of the problem more distinct from the continuous version.
Numerical Results
We summarize the experiment results on the (TRP) with continuous first-stage variables and pure integer first-stage variables, respectively. Both experiments are conducted to observe how the SAA objective value and the violation probability of the optimal solution is influenced by the problem size and sample size. For each combination of (n, m, N ), the same problem is solved using SAA with 20 different samples. Table 1 reports some statistics of the solutions generated for the TRP problem with continuous first-stage variables, and Table 2 gives the same for the integer first-stage case. In particular, we report the SAA objective value and an estimate of the violation probability of the solutionx N , where the violation probability is defined as 1−φ(x N ), i.e., the probability the solution does not have a feasible recourse action. The violation probability is estimated using an independent sample of 100,000 i.i.d. scenarios. For each combination of (n, m, N ), we report in each row the range of the SAA objective value and violation probability over the 20 samples, as well as an approximate 95%-level confidence interval for the means of the SAA objective value and violation probability.
We first discuss the results for continuous first-stage variables. As a lower bound of the optimal value v * , Ev N is monotonically increasing in the sample size N . In our experiments, we can observe that the sample means do increase as N increases. The mean of violation probability is approximately proportional to n/N . Contrary to our theory, the violation probability does not show a clear connection to the number of second-stage variables in our experiment. Specifically, for fixed n and N , the solutions obtained in instances with m = 40 do not have significantly higher violation probability than those obtained with m = 10, despite there being four times as many second-stage decision variables in these instances. This indicates that either these test instances have special structure not captured by our theory, or potentially that our analysis is not tight in terms of dependence on number of second-stage variables. We observe similar results in the experiments for the pure integer first-stage case. Compared with the continuous case, we observe a slightly lower violation probability for the same problem size and sample size. In most cases, a sample size N = 1000 is still not enough for obtaining a potentially completely reliable solution (i.e., at least one of the 100,000 scenarios used for assessing recourse feasibility was violated).
Conclusion
We have presented some results on the SAA method for solving two-stage stochastic programs without relatively complete recourse. Our first results consider two-stage stochastic linear programs, and indicate that the probability the SAA solution has recourse likelihood less than 1−ǫ convergences to zero exponentially fast. We obtained exact convergence results in terms of obtaining a completely reliable and near-optimal solution in the case that the feasible region is finite. Finally, we analyzed the use of "padded" SAA problems to obtain solutions that are completely reliable in cases when the feasible region is not finite. Numerical tests demonstrated empirically the relationship between the sample size and violation probability of the solutions obtained via SAA.
As mentioned in Section 3.2, for two-stage stochastic linear programs, a sample size proportional to n 1 n 2 is sufficient for obtaining a solution with high recourse likelihood. We, however, observed in Section 6 that the sample size required to obtain solutions with high recourse likelihood was independent of the number of second stage decision variables. Thus, it is an open question whether the theoretical results can be improved, or whether there exists a type of problems for which the required sample size is O(n 1 n 2 ). The third inequality can be justified by observing that νN ǫ n1 ≥ 1 + log νN ǫ n1 . The fifth inequality can be justified by observing that log(x + y) ≤ log x + log y for x ≥ 2 and y ≥ 2 and log k! ≥ k(log k − 1) for any positive integer k. The result follows by setting ν = 1/2.
Proof of Proposition 15
We only need to prove that H(x, ξ) is a Lipshitz continuous function in the random matrix (W (ξ), T (ξ), h(ξ)) for all x ∈ X under infinity (matrix) norm. Then the result follows from the assumption that (W (ξ), T (ξ), h(ξ)) is Lipshitz continuous in ξ.
For fixed x ∈ X, assume (y * , η * ) and (y ′ , η ′ ) are optimal solutions of (10) for M := (W, T, h) := (W (ξ), T (ξ), h(ξ)) and M ′ := (W ′ , T ′ , h ′ ) := (W (ξ ′ ), T (ξ ′ ), h(ξ ′ )), respectively. Then 
So

