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A new strategy is proposed aimed at substantially reducing the minimal magnetization switching
field for a Stoner particle. Unlike the normal method of applying a static magnetic field which must
be larger than the magnetic anisotropy, a much weaker field, proportional to the damping constant
in the weak damping regime, can be used to switch the magnetization from one state to another if
the field is along the motion of the magnetization. The concept is to constantly supply energy to
the particle from the time-dependent magnetic field to allow the particle to climb over the potential
barrier between the initial and the target states.
PACS numbers: 75.60.Jk, 75.75.+a, 85.70.Ay
Introduction–The recent advance in technology allows
the fabrication of magnetic nano-particles[1, 2] that are
potentially useful for high density information storage. A
magnetic nano-particle, in which the magnetic moments
of all atoms are aligned in the same direction, is called
a Stoner particle. Manipulation of a Stoner particle[3] is
of significant interest in information processing. Finding
an effective way to switch the magnetization from one
state to another requires a clear understanding of mag-
netization dynamics. One important issue in magnetiza-
tion reversal of Stoner particles is the minimal switch-
ing field. This problem was first studied by Stoner and
Wohlfarth (SW)[4] who showed that a field h larger than
the SW-limit hSW can switch the magnetization from
its initial state to the target value through a ringing
effect[5, 6, 7, 8, 9]. However, recent theoretical and ex-
perimental studies[8, 9, 10, 11, 12] have shown that the
minimal switching field can be smaller than the SW-limit.
Most studies have assumed the magnetic field to be time-
independent. However, a very recent experiment[10] has
shown that a dramatic reduction of the minimal field is
possible by applying a small radio-frequency (RF) field
pulse (the decrease in the constant field is much larger
than the amplitude of the RF-field). In this study, it
has been shown that a small time-dependent magnetic
field (ratchet) can affect the magnetization of a Stoner
particle such that the magnetization can move upward
in its energy landscape against the dissipation effect. A
consequence of this is that the minimal switching field
is much smaller in comparison with the case of a time-
independent magnetic field. In the case where the field
magnitude does not change but the direction is allowed
to vary, it can also be shown that the minimal field is pro-
portional to the damping constant at the weak damping
limit.
Dynamics of magnetization in a magnetic field–The
magnetization ~M = ~mMs of a Stoner particle can be con-
veniently described by a polar angle θ and an azimuthal
angle φ, shown in Fig. 1(a) where ~m is the unit direction
of the magnetization, and Ms is the saturated magneti-
zation of the particle. In θ − φ plane, each point corre-
sponds to a particular state of the magnetization. The
evolution of a state is governed by the Landau-Lifshitz-
Gilbert (LLG) equation[9, 13],
(1 + α2)
d~m
dt
= −~m× ~ht − α~m× (~m× ~ht), (1)
where t is in a unit of (|γ|Ms)−1, and the magnetic field
is in the unit of Ms. |γ| = 2.21 × 105(rad/s)/(A/m) is
the gyromagnetic ratio and α is a phenomenological di-
mensionless damping constant. The typical experimen-
tal values of α[11] range from 0.037 to 0.22 for different
Co films. The total field comes from an applied mag-
netic field ~h and the internal field ~hi due to the magnetic
anisotropy. Let w(~m,~h = 0) be the magnetic energy
density function. Then ~ht = −∇~mw(~m,~h)/µ0 = ~hi + ~h
where µ0 = 4π× 10−7N/A2 is the vacuum magnetic per-
meability. As shown in Fig. 1(a), the first term in the
right hand side (RHS) of Eq. (1) describes a precession
motion around the total field and the second term is the
damping motion toward the field.
The switching problem for a uniaxial Stoner particle
is as follows: Before applying an external magnetic field,
there are two stable fixed points (denoted by A and B
in Fig. 1(b)) corresponding to magnetizations, say ~m0
(point A) and −~m0 (point B) along its easy axis. The
shadowed areas in Fig. 1(b) denote basins A and B. The
system in basin A(B) will end up at state A(B). Initially,
the magnetization is ~m0, and the goal is to reverse the
magnetization to −~m0 by applying an external field as
small as possible. The issue is what is the minimal field
hc defined as hc = max{h(t); ∀t} for a given magnetic
anisotropy.
Time-dependent vs. time-independent magnetic field–
In order to show that the magnetization reversal in a
time-dependent external magnetic field is qualitatively
different from that in a constant field, it is useful to look
at the energy change rate. From Eq. (1),
dw
dt
= − α
1 + α2
(~m× ~ht)2 − ~m · ~˙h, (2)
where ~˙h is the time derivative of ~h. If the external field
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FIG. 1: (a) Two motions of magnetization ~m: ~ht is the
total magnetic field. −~m × ~ht and −~m × (~m × ~ht) describe
the precession and dissipation motions, respectively. (b) The
θ−φ phase plane. Two stable fixed points A and B represent
the initial and the target states, respectively. Two shadowed
areas denote schematically basins of A and B. The solid curve
L1 and dashed curve L2 illustrate two different phase flows
connected A and B.
is time-independent, the second term on the RHS van-
ishes, and hence the energy will always decrease. In other
words, a constant field is not an energy source. Con-
versely, a time-dependent field can provide energy to a
particle. According to Eq. (2), the second term on the
RHS can be either positive or negative depending on the
relative direction of ~m and ~˙h. This second term can even
be larger than the first one so that the particle energy
increases during its motion. −~m · ~˙h is a maximum when
~m and ~˙h are in the opposite direction. From |~m| = 1,
it is known that ~m and ~˙m are orthogonal to each other,
which leads to ~m · ~¨m = − ~˙m · ~˙m. The second term on the
RHS of Eq. (2) is the maximum when ~h = h0 ~˙m/| ~˙m| for a
fixed h0. Then, from Eqs. (1) and (2), the maximal rate
of energy increase is
dw
dt
=
|~m× ~ht|√
1 + α2
(h0 − α√
1 + α2
|~m× ~ht|). (3)
It should be highlighted that ~h is only well defined when
~˙m 6= 0. Thus, in a numerical calculation, some numerical
difficulties will exist when the system is near the extremes
or the saddle points. Special care must be taken at these
points.
New strategy–A new strategy based on Eq. (3), can be
developed using a smaller switching field . The field of
magnitude h0 noncollinear with the magnetization was
applied to drive the system out of its initial minimum.
Fluctuations may also drive the system out of the mini-
mum, but fluctuations are inefficient. When the system
is out of the minimum and ~˙m 6= 0, a time-dependent field
~h = h0 ~˙m/| ~˙m| is applied such that w˙ > 0. The system
will climb the energy landscape from the bottom. When
the system energy is very close to the saddle point, the
field of magnitude h0 can be rotated to noncollinear with
the magnetization, say π/4 to the direction of the target
state so that problems at ~˙m = 0 are avoided and the
system can move closer to the target state. When the
system has overcome the potential barrier between the
initial and target state and stays inside the basin of the
target state, the field can be turned off or applied in the
opposite direction to the motion of the magnetization,
i.e. ~h = −h0 ~˙m/| ~˙m|. In the first case, the system will
reach the target state through the ringing motion caused
by the energy dissipation, often due to the spin-lattice re-
laxation. In the second case, the system will move faster
toward the target state because both terms on the RHS
of Eq. (2) will be negative, resulting in a faster energy
release from the particle.
The strategy is schematically illustrated in Fig. 2(a).
The particle first spins out of its initial minimum by ex-
tracting energy from the field, and then spins into the
target state by both energy dissipation and energy re-
lease (to the field). Since the energy gain from the field
is partially compensated by the energy dissipation dur-
ing the spinning-out process while both the field and the
damping consume energy in the spinning-in motion, the
particle moves out of its initial minimum slowly in com-
parison with its motion toward the target state. It can
be readily seen in Fig. 2(a) that the particle makes more
turns around the left minimum and fewer around the
right minimum. A similar result was experimentally con-
firmed in reference 10. It will be shown later that a (lin-
early polarized) RF-field used in reference 10 is not the
optimum. In fact, a circularly-polarized-like microwave
(around 100GHz for a Co film[11]) is enough to switch
a magnetization. The new strategy should be compared
with those of the SW and the precessional pico-second
magnetization reversal[11, 12]. As illustrated in Fig. 2(b)
and 2(c), the SW strategy is to apply a large enough field
to destroy the minimum initial state so that the particle
can end up in the target state (Fig. 2(b)). In the pre-
cessional magnetization reversal[9], the field is applied in
such a way that the energy of the initial state is larger
than that at the saddle point between the initial and final
states. When the particle moves down the energy land-
scape, it will pass through the saddle point and arrive at
the target state. The magnetization switch is achieved if
the field is switched off at this point (Fig. 2(c)).
For simplicity, consider the case of an uniaxial mag-
netic anisotropy with the easy axis lying along the x-axis.
The general form of w(~m,~h) can be written as
w(~m,~h) = −µ0(1
2
km2x −mxhx −myhy −mzhz), (4)
where hx, hy, and hz are the applied magnetic fields along
x-, y- and z-axis, respectively. k > 0 is the parameter
measuring the strength of the anisotropy.
Results–To find the minimal switching field for the uni-
axial anisotropy of Eq. (4), it can be seen from Eq. (1),
that ~˙m is linear in the magnetic field, and as illustrated
in Fig. 1(a), each field generates two motions for ~m. The
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FIG. 2: (a) Schematic illustration of the new strategy. A mov-
ing (time-dependent) field acts as a ratchet for the magnetiza-
tion. The field along the motion of the magnetization provides
the energy to the particle initially in the left energy minimum
such that the system spins out of the minimum. Then a field
opposite to the motion of the magnetization causes the sys-
tem to spin into the right minimum. (b) The SW-strategy:
The target state (left minimum) becomes the only minimum
when the magnetic field is larger than hSW . The system will
roll down along the potential landscape and end up at the
target state. (c) The strategy in the precessional magnetiza-
tion reversal: Both the initial (point A) and the target (B)
states are not local minima under the reversal field. Due to
the magnetization dynamics described by the LLG equation,
the particle will move along the trajectory denoted by the
dash line on the energy landscape. The field is switched off
as soon as the particle arrives B.
first is a precession around the field, and the second to-
ward the field. Under the influence of the internal field
(along the x-axis) and of the applied field ~h = h0 ~˙m/| ~˙m|,
the system evolves into a steady precession state for a
small h0 because the precession motion due to the ap-
plied field can exactly cancel the damping motion due
to the internal field. The net motion (sum of precession
around the internal field and damping motion due to the
applied field) is a precession around the x-axis (easy axis).
In this motion, the energy loss due to damping and the
energy gain from the time-dependent external field are
equal. The balance equation is
h0 − kα cos η sin η = 0, (5)
where η is the angle between the magnetization and the
x-axis. The initial state is around η = 0, any stable
precession motion must be destroyed in order to push the
system over the saddle point at η = π/2. Since Eq. (5)
has solutions only for h0 ≤ αk/2, the critical field is
hc = αk/2. (6)
It is of interest to note that the minimal reversal field
is proportional to the damping constant, and approach
zero when the damping constant goes to zero irrespective
of how large the magnetic anisotropy. For an arbitrary
magnetic anisotropy, it may not be possible to find the
analytical expression for the minimal reversal field, and
should thus use numerical calculations. To demonstrate
that this can indeed be done numerically, a calculation for
the magnetic anisotropy of Eq. (4) has been performed.
The result of the minimal reversal field vs. damping con-
stant α is plotted in Fig. 3. For comparison, the minimal
reversal field for a time-independent magnetic field lay-
ing at 135◦ from the x-axis has be plotted. As it was
explained in reference [9], the minimal reversal field is
smaller than the SW-limit for a small damping constant
α < αc (which is 1 for the model given by Eq. (4)) and
equals to the SW-limit for α > αc. It is clear that the
new strategy is superior to that of SW or precessional
reversal scheme only for α < 1, and is worse for larger α.
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FIG. 3: The minimal reversal field (in unit k/2) vs. the
damping constant. The diamond symbols are the numerical
results of the new strategy for the uniaxial model of Eq. (4).
The solid curve is the analytical results. For comparison, the
dashed line is the minimal reversal field under a constant field
135◦ to the x-axis for the same magnetic anisotropy.
To explain the type of field to be used in this new strat-
egy, the trajectory of the system is numerically calculated
and the time-dependent magnetic field is recorded. The
results for k = 2, α = 0.1, and h0 = 0.11 > hc are given
in Fig. 4. Fig. 4(a) is the phase flow of the system starting
from a point very close to the left minimum. As explained
previously, the particle moves many turns in the left half
of the phase plane before it crosses the potential barrier
(the saddle point is on the middle line) while it moves
toward the right minimum (the target state) much faster
(with few turns). Fig. 4(b)-(d) are the corresponding
time dependence of x-, y-, and z-components of the mag-
netic field. From these curves, it can be shown that hy
and hz oscillate with time reflecting the spinning motion
around minima. In general the spinning periods along
different paths vary. Thus the time-dependent magnetic
field contains many different frequencies as can be seen
from the Fourier transform of hi(t), i = x, y, z shown
in the insets of Fig. 4(b)-(d). For Co-film parameters of
Ms = 1.36× 106A/m[11], the time unit is approximately
(|γ|Ms)−1 = 3.33ps. Correspondingly, the field consists
of circularly-polarized microwaves of about 100GHz.
Discussion and conclusions–It should be noted that
the ratchet effect has already been used in many different
4-1 0 1 2 3 4
0
1
2
3 (a)
 
 
0 20 40 60 80 100
-0.1
0.0
0.1
0.0 0.5 1.0 1.5 2.0
0.000
0.001
0.002
0.003
0.004
0.0 0.5 1.0 1.5 2.0
0.00
0.01
0.02
0.03
0.0 0.5 1.0 1.5 2.0
0.00
0.01
0.02
0.03
 
hz
t
-0.1
0.0
0.1
(d)
(c)
 
hy
-0.10
-0.05
0.00
(b)
 
 
hx
FIG. 4: (a) The phase flow under the new strategy with
k = 2, α = 0.1 and h0 = 0.11. Just as illustrated in Fig. 2(a),
the phase flow shows a slow spin-out motion near the initial
state and a fast spin-in motion near the target state. (b)-(d)
The time-dependent reversal field with the same parameter
as that in (a). Insets: The corresponding Fourier transforms.
fields in condensed matter physics, including the manip-
ulation and control of vortex motion in superconducting
films[14] and smooth epitaxial film growth[15]. Although
the switching field in the new scheme is much smaller
than that in the old ones, it is an experimental challenge
to create a time-dependent magnetic field required by the
new strategy. A device that is sensitive to the motion of
the magnetization may be needed such that a coil can be
attached to generate the required field. It should be em-
phasized that the results are based on the LLG equation
which does not include any quantum effects. Quantum
effects may be important for small particles whose level
spacings are comparable with the energy quanta of the
time-dependent field. In that case, a quantum version
of LLG equation needs to be developed, which is beyond
the scope of the present work.
In conclusion, a scheme is proposed to dramatically re-
duce the magnetization reversal field based on the fact
that a time-dependent magnetic field can be both energy
source and energy sink, depending on whether the field
is parallel or anti-parallel to the motion of the magne-
tization. The idea is to constantly supply energy to a
Stoner particles from the time-dependent magnetic field
to allow the particle to move out of its initial minimum
and to climb over the potential barrier. After the particle
lands in the basin of the target state, the time-dependent
field will act as an energy sink that constantly withdraw
energy from the particle such that the particle will ac-
celerate to the target state. In a simple model with an
uniaxial magnetic anisotropy, the conditions and the so-
lution of the steady precession motion in the new scheme
for h0 < hc were also found.
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