Abstract-A supervised, global and static algorithm for the discretization of continuous features is presented in this paper. The proposed discretization algorithm extends Gini-criterion concept. The algorithm hybridizes binning, and entropy method based on the amendment from 1R and Ent-Minimum Description Length Principle (MDLP) method. The proposed algorithm is comparable due to its simplicity, yet need further improvement and testing using various data sets. The proposed algorithm can be a good alternative method in the entropy-based discretization family.
I. INTRODUCTION
Data sets conversion of continuous features into discrete attributes is known as discretization [1] . Many algorithms in the machine learning studies are developed for nominal or categorical data. Nevertheless, in reality, a lot of the data often involve continuous values. Those features need to be discretized before utilizing such an algorithm. Data originate in a mixed form which is nominal, discrete and/or continuous. Discrete and continuous data are ordinal data types, which are ordered values. Meanwhile nominal features do not exhibit any order among values. Nominal data are considered categorical data without any sequencing [2] . Discretization transformed continuous features into a finite number of intervals. Discretized intervals can be treated as ordinal values during induction and deduction. In addition, discretization makes learning more accurate and faster [1] .
The discretization methods can be classified based on three dichotomies, which are supervised versus unsupervised, global versus local and static versus dynamic. Supervised methods perform attribute discretization indicated from class information, whereas unsupervised methods do not rely on class information. Local methods discretize attributes in a subset of instances while global discretization methods utilized the entire instance space [1] . Therefore, local method is usually associated with dynamic discretization whereby only part of the region space is applied for discretization. Global methods partitioned each feature into regions independent of the other attributes [3] . A dynamic discretization method discretizes continuous values when a classifier is being built, while static approach discretizes before the classification task [1] . The static method, such as entropy-based MDLP, carried out discretization on each feature and discovers the maximum number of interval for each attribute independent of the other feature. On the other hand, the dynamic method exercises discretization by searching possible n values throughout the whole space for all features simultaneously.
According to Liu et al., discretization's framework can be classified into splitting and merging methods [1] . Splitting algorithm consists of four steps, which are sorting the feature value, search for suitable cut point, split the range of continuous value according to cut point and stop when a stopping criterion is met, otherwise repeat the second step. Splitting methods are categorized into four types of method, which are binning, entropy, dependency and accuracy. To name a few, some of the algorithms developed under binning are Equal Width, Equal Frequency, and 1R [4] , and entropy-based methods, which are ID3 [5] , D2 [6] , Minimum Description Length Principle (MDLP) [7] and Mantaras distance [8] . Meanwhile, Zeta [9] and Adaptive Quantizer [10] are algorithms under Dependency and Accuracy methods respectively.
On the other hand, merging methods follow four steps, which are sorting the value, finding the best two neighbouring intervals, merging the pair into one interval and terminates when the chosen stopping criteria satisfies. Some of the algorithms under merging methods are χ 2 , ChiMerge [11] and Chi2 [12] . This paper proposed a discretization method which is supervised, global and static. It is a hybrid method between binning and entropy whereby it combines 1R Holte and entropy based method named Gini. Many algorithms in machine learning studies, including feature selection are developed for discrete data. Therefore, discretization is essential in the area of machine learning. The proposed discretization measure considers class information by extending Gini-criterion studies and also performs a natural stopping. In addition, it is also based on splitting method. This study also proposed a threshold measure to choose the good splitting point based on extended Gini's criterion.
II. ALGORITHM
This section presents the discretization notations, measure, description of the discretization process and a complete discretization algorithm.
A. Notations and Definitions
Suppose there is a supervised classification task with k 
B. Measure
For the ith interval (b i-1 , b i ], a class conditional probability p(i) = (p 1 (i) , … p j (i) , …, p k (i) ) can be generated, where p j is the jth class probability in ith interval and satisfies
The basic Gini equation is as follows:
To decide the suitable cut off points for each attribute A, each cut off point is computed using Gini Gain formula:
Results from [13] showed that in most experiments, Normalized Gain works better than Information Gain and Gain Ratio. Therefore, the study proposed the Gini Gain formula to be extended to Normalized Gini Gain. where n is the number of partition.
In the proposed algorithm, the stopping criterion is used as a threshold measure to choose good cut off points or boundary points.
where N is the number of instances and
where k i is number of class labels represented in set S i . (3) A similar idea as above, the study proposed normalized Gini in the threshold measure described as follows:
where n is the number of partition.
Therefore, if a cutoff point computed from Normalized Gini Gain is greater than Normalized Gini Threshold Measure, then the point is a good cut off point and is chosen or selected.
C. Description of Discretization Process
The differences between traditional 1R and extended Gini's discretization algorithm are described in Fig. 1 and Fig. 2 
D. Algorithm
The proposed algorithm employs a hybrid method between binning and entropy. It applies 1R and entropy-based MDLP with some amendment in the 1R splitting method and use of Normalized Gini instead of traditional entropy formula. The algorithm followed 1R splitting method by separating the range of continuous values into a number of disjoint intervals and adjust the boundaries based on the class labels associated with the continuous values. Each interval should contain a minimum of six instances, and if it cuts the class interval, the algorithm will find the next nearest class separator. Initially, there are a lot of cut-off points and to ensure the validity and goodness of the points; the Normalized Gini Measure will determine the suitable cut-off points. This algorithm has a natural stopping and based on splitting method.
To perform discretization of the attributes, the pseudo code of the extended Gini-based discretization algorithm is described in Fig. 3 . Table I show the information of data sets chosen from the UCI repository [14] . The number of instances of these data sets ranges from 150 to 768, purposed to test the algorithm's ability to adapt to various conditions. In fact, the number of attributes tested in the experiment ranges from small, medium and large sizes. The comparison of results for continuous, Ent-MDLP and Gini's experiments were taken from [1] and [3] , which run using classifier C4.5. The experiments also compared with Ent-MDLP because it has been accepted as one of the best discretization methods. All the experiments are based on 10-fold cross validation. In the experiment for the Gini's method, both Diabetes and Wine data set are executed using classifier C5.0. This is because the C4.5 classifier is obsolete [15] . The proposed extended Gini's discretization method is executed using classifier C5.0. Referring to Table II , comparison of results between the extended Gini's discretization and continuous data set showed comparable error rate for Iris, Thyroid, Diabetes and WDBC data set. Nevertheless, the error rate is twice as much as Breast Cancer and Wine data set when compared with continuous data set. Meanwhile, the extended Gini's discretization algorithm is comparable with Ent-MDLP for Iris, Thyroid, Diabetes and Wine data set. On the other hand, the results from Breast Cancer and WDBC data set are not comparable between discretization scheme of extended Gini and Ent-MDLP. Almost all the results from the proposed extended Gini algorithm do not show significant improvement from the Gini-based discretization algorithm [3] . Nevertheless, it is neither a failure. The extended Gini's discretization method resulted in a 6.00 error rate compared to 5.35 error rate for Iris's data set. Meanwhile for Diabetes data set, the error rate for the extended Gini's discretization method is 29.00 compared to 23.80 from the Gini's method. The Gini method resulted in 7.31 error rate compared to 13.50 in the extended Gini's study for the Wine data set. The Gini's error rate is nearly twice much lesser than the extended Gini's error rate in the WDBC data set. Regardless of the insignificant result; it is still considered comparable except for the Thyroid and Breast Cancer data set. In order to improve the algorithm performance, the extended Gini's threshold measure needs to be amended, and more data sets need to be run to get the overall result of the extended Gini's discretization algorithm. This paper captures the first run of the algorithm which is performed on six data sets.
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IV. CONCLUSION
This paper proposes a discretization algorithm of continuous attributes based on extended Gini's criterion in a supervised, static and global manner. The algorithm hybridizes binning, and entropy method employed from 1R and entropy-based MDLP method. Normalized Gini Gain is applied as the threshold measure and is a class interdependent. Regardless of the insignificant preliminary results, the algorithm is still effective because of its simplicity feature to generate cut-off points. The proposed algorithm can be a better method once some amendment and further test run are conducted. To sum up, the proposed discretization algorithm can be a good alternative to the entropy-based discretization methods.
