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Summary
In this thesis we prove attractor existence and its smoothness for several classes of damped
wave equations with critical nonlinearity. The term ”critical” refers to the fact that behaviour
of the solutions is determined not only by the energy but also by some more subtle space-time
norms which are known as Strichartz norms. One of the main achievements of the work is
the construction of the global attractor to the so called weakly damped wave equation with
nonlinearity that admits fifth order polynomial growth. This problem was open from the
first part of the 90’s and its solution required combination of tools from various branches
of mathematics. The ideas that we have developed we apply to several classes of wave
equation with non-local damping. In this case the amount of energy dissipation that occurs
in a fixed bunch of space depends on the solution in the whole region where the problem is
considered. Though this model may seem to be more complicated at first sight, in fact, in
this case solutions of the corresponding problem possess better regularizing properties.
Finally we would like to remark that the developed ideas have general nature and thus
open new opportunities for further investigations. In particular, the newly discovered
techniques and ideas have already been successfully implemented for the construction of the
global attractor in problems of phase separation [55,56].
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1. Introduction
In this work we consider the following semi-linear damped wave equation in a bounded
smooth domain Ω ⊂ R3{
∂2t u−∆xu+ γ(−∆x)α∂tu+ f(u) = g, x ∈ Ω,
u|∂Ω = 0, u|t=0 = u0, ∂tu|t=0 = u1,
(1.0.1)
where constants γ > 0 and α ∈ [0, 12 ], initial data (u0, u1) belong to standard energy space
E = H10 (Ω) × L2(Ω), external force g = g(x) ∈ L2(Ω), and non-linearity f ∈ C1(R) is of
super-cubic growth and satisfies natural dissipative assumptions to be specified below. Also
for brevity we use the notation ξu(t) := (u(t), ∂tu(t)) and ‖ · ‖, (·, ·) for the norm and the
scalar product in L2(Ω).
In the last 10 years the wave equation with fractional damping term has attracted more
and more attention (see for example [8,11–13,17,37,59]). From the applied point of view this
is related to the fact that such equations model various processes with frequency depending
attenuation (see [13,68] and references therein). From a mathematical point of view even in
the linear case (f ≡ 0) properties of such equations demonstrate non-trivial dependence on
α. For example, the linear part of (1.0.1) generates an analytic semigroup iff α ∈ [12 , 1] (see
[11]). For α ∈ (0, 1) equation (1.0.1) possesses a smoothing property similar to parabolic
equations. For α = 1 the smoothing property is instantaneous for ∂tu and asymptotic for
u (see [15]). It is well known that when α = 0 equation (1.0.1) enjoys the finite speed of
propagation property.
In the presence of the non-linear term of type f(u) ∼ u|u|q even well-posedness of problem
(1.0.1) becomes questionable. Both classical cases corresponding to weak damping (α = 0)
and strong damping (α = 1) have a long history.
For the first time, the dissipative wave equation with α = 0 was studied in the works of A.
V. Babin and M. I. Vishik ([2]) and independently by J. Hale ([30]). In [2] it was established
that the corresponding problem is dissipative (see definition D.1.4) in the natural energy
space E and possesses a ”weak” global attractor when the non-linearity f has at most cubic
growth, q 6 2. The assumption q 6 2 was needed to prove uniqueness of the solutions. After
some time A. Haraux proved that the ”weak” attractor is actually a strong attractor as well
as smooth at least when q < 2 ([32]). The finite-dimensionality of the global attractor as
well as bounds on Lyapunov exponents for the weakly damped wave equation were originally
obtained, in the subcubic case i. e. q < 2, by J.-M. Ghidaglia and R. Temam (see [24]).
Also further regularity of solutions and existence of the attractor in higher energy spaces,
corresponding to this case, were investigated in [25]. In the cubic case the global attractor
was first constructed in [1] and [3]. Under less restrictive dissipative assumptions on the
non-linearity f , smoothness of the global attractor in the cubic case was obtained in [26],
[73]. Note, that arguments from [73] allows to treat non-autonomous case. An approach
that allows to establish smoothness of the attractor (for a cubic non-linearity) in a very
simple and direct way was found in [50].
1
The progress with weakly damped equation concerning supercubic non-linearities is closely
related to the progress with the pure wave equation. In the first part of the 90’s it was
noticed that for the linear wave equation the Lp([0, T ];Lq(Ω)) norm (for some admissible p
and q) can be controlled via the energy norm of the initial data and external force when
Ω = R3. Such type of estimates became known as Strichartz estimates. Furthermore,
this type of estimates allow to establish existence of more regular energy solutions (with
finite Lp([0, T ];Lq(Ω)) norm) for the semilinear wave equation which appears to be unique
when q 6 4 (see [38, 60] and also [63, 66]). In fact it is not known whether all energy
solutions satisfy Strichartz estimates and so we will refer to this class of solutions as Shatah-
Struwe solutions. Partial results highlighting this question are available in [45]. In a quite
straightforward way Strichartz estimates (and thus uniqueness) can be transferred from
the semilinear wave equation to the weakly damped semilinear wave equation, at least
when q < 4. Thus the question of existence of a global attractor for the corresponding
semigroup generated by Shatah-Struwe solutions naturally emerged. For the first time
a global attractor for the weakly damped wave equation in super-cubic (but subquintic
case) was constructed independently in works of L. Kapitanski [39] (in the case of smooth
manifolds without boundary) and E. Feireisl [22] (in R3).
The central result of the PhD thesis is the construction of the global attractor for
quintic weakly damped (α = 0) wave equation in smooth bounded domains, obtained in
collaboration with S. Zelik and V. Kalantarov in [36] (see Chapter 2). Unlike the case of R3,
Strichartz estimates in bounded smooth domains, or more generally for smooth manifolds
with boundary, became available only recently. This, in turn, leads to the well-posedness of
the quintic wave equation (see [5,6]) and as a consequence of the quintic weakly damped
wave equation (see [36] and Appendix A) in smooth bounded domains. The main difficulty
arising in the construction of the attractor in this case is the fact, that despite finiteness of
the L4([t, t+ 1];L12(Ω)) norm of the solution we do not have any explicit control of this
norm as t → +∞ since its finiteness is gained by contradiction arguments and thus this
regularity, a priori, could be lost at infinity. Fortunately, as shown in [36] this is not the case.
The main tool used to obtain this result is the theory of weak attractors, and in particular,
the backward smoothing property on the weak attractor which is obtained in [74].
An analogous theory of global attractors has been developed (starting from the works
of J. - M. Ghidaglia and A. Marzocchi [23]) for the so called “strongly” damped wave
equation when α = 1. It was believed that the critical exponent for the strongly damped
wave equation is q = 4 (see [9], [34], [49], [51]). However, a breakthrough was achieved
in [37], where global well-posedness, dissipativity and existence of smooth attractor was
obtained for q ∈ [0,∞) as long as α ∈ [34 , 1]. In addition, for α ∈ [12 , 34) well-posedness and
smooth attractor theory were proved at least under the assumption 0 6 q < q(α) = 8α3−4α .
The borderline case α = 12 and q = q(1/2) = 4 was treated in joint work with S. Zelik
[59]. We present this result in Chapter 4. The sub-critical case q < 4 when α = 1/2 is
completely understood now-a-days, see [8–10] and references therein. Some results on the
well-posedness of this equation in the critical quintic case q = 4 are also obtained there
based on the so-called mild solutions. However, to the best of our knowledge, the analogue
of the so-called non-concentration effect which is typical for the quintic wave equations
(with α = 0), see [6, 60], is not known in the case when α = 12 , so these results are not
very helpful for proving the absence of blow up of smooth solutions and/or building up a
reasonable attractor theory. Thus, clarifying the situation with the quintic nonlinearity and
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α = 12 was a long-standing open problem. It appears that in this case the solution possesses
hidden extra regularity, u ∈ L2([0, T ];H 32 (Ω)), that does not follow directly from an energy
estimate, but from hidden a Lyapunov type functional.
A brief review highlighting the main ideas of the smooth attractor theory in the critical
case q = 4 for α = 12 and α = 0 in bounded domains is presented in our paper [58].
Even less is known for the wave equation (1.0.1) with damping term (−∆x)α∂tu when
α ∈ (0, 12). To the best of our knowledge, well-posedness and attractor theory in the case
of a cubic non-linearity can be done similarly to the case of α = 0 (see [15]). However,
the super-cubic case requires a more delicate approach based on Strichartz type estimates.
These ideas were developed in our paper [57] and Chapter 3 highlights the corresponding
results.
Let us summarize the aforementioned results of global well-posedness and existence of
the attractor for the problem (1.0.1) in the table:
Dependence of the admissible growth exponent q w. r. t. α
α 0 (0, 1/2) 1/2 (1/2, 3/4) [3/4, 1]
Previous result: q [0, 2] [0, 2] [0, 4)
[
0, 8α3−4α
)
[0; +∞)
Our result: q [0, 4] [0, 4) [0, 4]
[
0, 8α3−4α
)
[0; +∞)
At the end we would like to remark that the techniques developed in Chapter 2 to cover
the quintic case in fact can be applied to a wide range of systems with global Lyapunov
function. Besides, the idea of exploiting the dispersive structure of the equation in the
dissipative case is very promising. Recently it was successfully applied to the hyperbolic
Cahn-Hilliard-Oono equation that allowed to improve drastically the admissible growth rate
of the nonlinearity known before (see our papers [55,56]).
The structure of the thesis is as follows. Chapter 2 is devoted to the construction of the
global attractor for the classical weakly damped wave equation with super-cubic non-linearity.
To emphasise difficulties related solely to the critical case, sub-quintic and quintic cases are
treated separately. For the convenience of the reader a detailed proof of global well-posedness
of the quintic equation is given in Appendix A, though the main results of Chapter 2 can
be read independently. The case of fractional damping with α ∈ (0, 1/2) with super-cubic
non-linearity is considered in Chapter 3. The critical quintic case for the problem (1.0.1)
when α = 1/2 is treated in Chapter 4 with technical supplement in Appendix C related to
Section 4.7. Some useful technical results from Functional Analysis used throughout the
work are collected in Appendix B. Finally Appendix D contains necessary definitions and
results from the theory of attractors used in the Thesis.
We also remark that Chapter 4 is written in the most detailed way, so for those who have
little experience in PDEs we recommend to start from this chapter.
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2. Weakly damped wave equation: α = 0
2.1. Introduction
This chapter deals with the classical damped wave equation (α = 0 in (1.0.1)){
∂2t u+ γ∂tu−∆xu+ f(u) = g,
u
∣∣
t=0
= u0, ∂tu
∣∣
t=0
= u′0
(2.1.1)
in a bounded smooth domain Ω of R3 endowed with Dirichlet boundary conditions. Here
γ is a fixed strictly positive constant, g ∈ L2(Ω), ∆x is the Laplacian with respect to the
variable x = (x1, x2, x3), the nonlinearity f is assumed to have a quintic growth rate as
u→∞:
f(u) ∼ u5 (2.1.2)
and to satisfy some natural assumptions, see Section 2.7 for the details, and the initial data
ξu(0) := (u0, u
′
0) is taken from the standard energy space E :
E := H10 (Ω)× L2(Ω), ‖ξu‖2E := ‖∇xu‖2 + ‖∂tu‖2. (2.1.3)
Dispersive or/and dissipative semilinear wave equations of the form (2.1.1) model various
oscillatory processes in many areas of modern mathematical physics including electrody-
namics, quantum mechanics, nonlinear elasticity, etc. and are of a big permanent interest,
see [3, 15,43,63,64,66,67] and references therein.
The main aim of the present chapter is to develop the attractor theory for the semilinear
wave equation (2.1.1) in bounded domains for the non-linearities of the quintic and sub-
quintic (but super-cubic) growth rates. Note from the very beginning that our results in
the sub-quintic case are more or less straightforward extensions of the results [22] to the
case of bounded domains based on the new Strichartz estimates. So, we give the analysis of
this case only for the completeness (see Section 2.4) and mainly concentrate on the most
interesting case of the critical quintic growth rate.
The case of quintic growth rate is indeed much more delicate since the global well-
posedness theorem mentioned above gives only the existence and uniqueness of the solutions
with extra space-time regularity u ∈ L4([t, t + 1];L12(Ω)), but does not give any control
of this norm in terms of the initial data and, in particular, does not give any information
on the behavior of the norm as t → ∞. For this reason, the control of this norm may
be a priori lost when passing to the limit t → ∞. As a result, even starting from the
regular Shatah-Struwe solutions, we may a priori lose the extra space-time regularity on the
attractor. Since the uniqueness in the classes of solutions weaker than the Shatah-Struwe
ones is also not known, this is a crucial difficulty which (again a priori) may destroy the
theory.
To overcome this problem, we verify (in Section 2.3) that any Shatah-Struwe solution can
be obtained as a limit of Galerkin approximations and utilize the results obtained in [74]
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on weak trajectory attractors of the Galerkin solutions. Namely, based on the finiteness
of the dissipation integral (2.5.17), it is shown there that even in the case of supercritical
growth rate of f , every complete solution u(t), t ∈ R, belonging to the weak attractor
becomes smooth for sufficiently large negative times, see Section 2.6. Combining this result
with the global solvability in the class of Shatah-Struwe solutions, we verify that, in the
quintic case, the weak attractor consists of smooth solutions which, in particular, satisfy the
energy identity. Using then the so-called energy method, see [4, 48], we finally establish the
existence of a compact global attractor for the quintic wave equation (2.1.1), see Section
2.7.
Thus, the following theorem is the main result of the chapter (see Section 2.7 for more
details).
Theorem 2.1.1. Let the quintic non-linearity f satisfy assumptions (2.3.26) and (2.5.1)
with p = 3 and let g ∈ L2(Ω). Then, the (Shatah-Struwe) solution semigroup S(t) : E → E
associated with equation (2.1.1) possesses a global attractor A in E which is a bounded set
in the more regular space
E1 := [H2(Ω) ∩H10 (Ω)]×H10 (Ω).
The chapter is organized as follows. The preliminary ingredients, including the key
Strichartz estimates for the linear equation and various types of energy solutions of (2.1.1)
are discussed in Section 2.2. The key properties of the Shatah-Struwe solutions including
local and global existence, uniqueness and further regularity are collected in Section 2.3.
Section 2.4 is devoted to the relatively simple sub-critical case when the nonlinearity f
grows slower than a quintic polynomial and the analogue of Theorem 2.1.1 for that case is
obtained there. The basic notions of the trajectory attractor theory in context of the critical
and supercritical wave equations are given in Section 2.5. Section 2.6 recalls the backward
smoothness of complete trajectories developed in [74], which is of crucial importance for our
method. Finally, the existence of a compact global attractor for the quintic wave equation
is proved in Section 2.7. For the sake of completeness well-posedness of the quintic wave
equation in the class of Shatah-Struwe solutions is included in Appendix A.
2.2. Preliminaries: Strichartz type estimates and types of energy
solutions
In this section, we introduce the key concepts and technical tools which will be used
throughout the paper. We start with estimates for the solutions of the following linear
equation:
∂2t v + γ∂tv −∆xv = G(t), ξv
∣∣
t=0
= ξ0, v
∣∣
∂Ω
= 0. (2.2.1)
The next proposition is a classical energy estimate for the linear equation (2.2.1).
Proposition 2.2.1 (Energy estimate). Let ξ0 ∈ E as defined in (2.1.3),
G ∈ L1([0, T ];L2(Ω)) and let v(t) be a solution of equation (2.2.1) such that ξv ∈ C([0, T ]; E).
Then the following estimate holds:
‖ξv(t)‖E ≤ C
(
‖ξ0‖Ee−βt +
ˆ t
0
e−β(t−s)‖G(s)‖ ds
)
, (2.2.2)
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where the positive constants C and β depend on γ > 0, but are independent of t, ξ0 and G.
Indeed, estimate (2.2.2) follows in a standard way by multiplying (2.2.1) by ∂tv+ αv (for
some α > 0) and applying the Gronwall inequality, see e.g., [15, 67] for the details.
The next proposition is however much more delicate and follows from the recently proved
Strichartz type estimates for wave equations in bounded domains, see [5] (see also [6, 7]).
Proposition 2.2.2. Let the assumptions of Proposition 2.2.1 hold. Then,
v ∈ L4([0, T ];L12(Ω))
and the following estimate holds:
‖v‖L4([0,T ];L12(Ω)) ≤ CT (‖ξ0‖E + ‖G‖L1([0,T ];L2(Ω))), (2.2.3)
where C may depend on T , but is independent of ξ0 and G.
Indeed, for γ = 0 this estimate is established in [5] and the case γ 6= 0 is reduced to the
case γ = 0 due to the control of the L2-norm of ∂tv via energy estimate (2.2.2).
Remark 2.2.1. Combining the energy estimate (2.2.2) with the Strichartz estimate (2.2.3),
we get a bit stronger dissipative version of (2.2.3):
‖ξv(t)‖E + ‖v‖L4([max{0,t−1},t];L12(Ω)) ≤ C
(
‖ξ0‖Ee−βt +
ˆ t
0
e−β(t−s)‖G(s)‖ ds
)
, (2.2.4)
where positive constant β and C are independent of v and t ≥ 0.
Note also that, due to the interpolation inequality
‖v‖
L
4
θ ([0,T ];L
12
2−θ (Ω))
≤ C‖v‖θL4([0,T ];L12(Ω))‖v‖1−θL∞([0,T ];H1(Ω)) (2.2.5)
and the energy estimate (2.2.2), we have control over the L4/θ(L12/(2−θ))-norm of the solution
v for all θ ∈ [0, 1]. Most important for what follows will be the case θ = 45 which controls
the L5(L10)-norm of the solution.
The next elementary fact will be used below for verifying the local existence of weak
solutions.
Corollary 2.2.1. Let K ⊂ E × L1([0, T ];L2(Ω)) be a compact set. Then, for every ε > 0
there is T (ε) > 0 such that
‖v‖L4([0,T (ε)];L12(Ω)) ≤ ε (2.2.6)
for all solutions v of problem (2.2.1) with (ξ0, G) ∈ K.
Indeed, this assertion is an immediate corollary of estimate (2.2.3) and the Hausdorff
criterium.
Remark 2.2.2. It is not difficult to show, using e.g. scaling arguments that the assertion
of Corollary 2.2.1 is false in general if the set K is only bounded in E × L1([0, T ];L2(Ω)).
We now turn to the nonlinear problem (2.1.1) with the nonlinearity of quintic growth
rate:
|f ′(u)| ≤ C(1 + |u|4) (2.2.7)
and discuss several classes of weak solutions for it. The most straightforward definition is
the following one.
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Definition 2.2.1. A function u(t) is a weak (energy) solution of problem (2.1.1) if ξu ∈
L∞([0, T ]; E) and equation (2.1.1) is satisfied in the sense of distributions. The latter means
that
−
ˆ T
0
(ut, φt)dt− γ
ˆ T
0
(u, φt)dt+
ˆ T
0
(∇u,∇φ)dt+
ˆ T
0
(f(u), φ)dt =
ˆ T
0
(g, φ) dt, (2.2.8)
for any φ ∈ C∞0 ((0, T )× Ω). Then, due to the growth restriction (2.2.7),
f(u) ∈ L∞([0, T ];H−1(Ω))
and from (2.1.1), we conclude that ∂2t u ∈ L∞([0, T ];H−1(Ω)). Thus,
ξu(t) ∈ C([0, T ]; E−1), E−1 := L2(Ω)×H−1(Ω)
and the initial condition ξu(0) = (u0, u
′
0) is well-defined.
However, these solutions are extremely difficult to work with. Indeed, most estimates
related with equation (2.1.1) are based on energy type estimates and this requires mul-
tiplication of (2.1.1) by ∂tu, but the regularity of energy solutions is not enough to jus-
tify this multiplication if f(u) has faster than cubic growth rate. Indeed, the fact that
u ∈ L∞([0, T ];H10 (Ω)) and continuous embedding H10 (Ω) ⊂ L6(Ω) imply that for cubic
non-linearity f(u) ∈ L∞([0, T ];L2(Ω)) and thus the product (f(u), ∂tu) is well defined,
since ∂tu ∈ L∞([0, T ];L2(Ω)). But this argument obviously fails for the higher order non-
linearities. Thus, to the best of our knowledge, even the basic energy estimate is not known
for such solutions if f grows faster than u3.
At least two alternative ways to overcome this problem have been used in the literature.
One of them consists of requiring additionally a weak solution to satisfy most important
energy equalities or inequalities (see [15, 45, 47] and reference therein). The other one
poses the extra condition that a weak solution is obtained as a limit of smooth solutions of
the properly chosen approximation problems. Then the desired estimates are obtained by
passing to the limit from the analogous estimates for the approximating solutions, see e.g.,
[47,74] and reference therein. In this paper we will use the so-called Galerkin approximations
for this purpose.
Let λ1 ≤ λ2 ≤ · · · be the eigenvalues of the operator −∆x with homogeneous Dirichlet
boundary conditions and e1, e2, · · · be the corresponding eigenfunctions. Then, they form
an orthonormal base in L2(Ω) and since the domain Ω is smooth, they are also smooth:
ei ∈ C∞(Ω). Let PN : L2(Ω)→ L2(Ω) be the orthoprojector to the linear subspace spanned
by the first N eigenfunctions {e1, · · · , eN}. Then, the Galerkin approximations to problem
(2.1.1) are defined as follows:{
∂2t uN + γ∂tuN −∆xuN + PNf(uN ) = PNg, uN ∈ PNL2(Ω),
ξuN (0) = ξ
N
0 ∈ [PNL2(Ω)]2.
(2.2.9)
Note that (2.2.9) is a system of ODEs of order 2N with smooth (at least C1) nonlinearity,
so it is locally uniquely solvable and under some natural dissipativity assumptions on f (e.g.,
(2.3.26) below) blow up is impossible and the solution is globally defined as well. Moreover,
since all of the eigenvectors ei are smooth, the solutions uN (t, x) are C
∞-smooth in x
and give indeed the desired smooth approximations to (2.1.1). This justifies the following
definition
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Definition 2.2.2. A weak solution u(t), t ∈ [0, T ] (in the sense of Definition 2.2.1) is
called Galerkin (weak) solution of problem (2.1.1) if it can be obtained as a weak-star limit
in L∞([0, T ]; E) of the Galerkin approximation solutions uN of problems (2.2.9):
ξu = lim
N→∞
ξun , (2.2.10)
where the limit is taken in the weak-star topology of L∞([0, T ]; E). Note that this convergence
implies only that
ξuN (0) ⇀ ξu(0) (2.2.11)
in E and the strong convergence of the initial data in the energy space is not assumed, see
[74] for more details.
Although the Galerkin solutions are a priori more friendly than the general weak solutions,
their uniqueness is known only for non-linearities growing not faster than u3, so for faster
growing nonlinearities, one should use the so-called trajectory attractors for the study of
their long-time behavior, see [47,74] and also Section 2.5 below for more details.
The uniqueness and global well-posedness problem for the case Ω = R3 has been resolved
by Shatah and Struwe [60] (see also [40, 41]) in the class of weak solutions satisfying
additionally some space-time regularity estimate (e.g., u ∈ L4([0, T ];L12(Ω))). This result is
strongly based on Strichartz estimates for the linear wave equation as well as the Morawetz
identity (see [66] and A.4.5 below) for the nonlinear equation. The analogues of that results
for the case of bounded domains have been recently obtained in [5, 6], so analogously to the
case Ω = R3, one can give the following definition (see [5, 6]).
Definition 2.2.3. A weak solution u(t), t ∈ [0, T ] is a Shatah-Struwe solution of problem
(2.1.1) if the following additional regularity holds:
u ∈ L4([0, T ];L12(Ω)). (2.2.12)
Remark 2.2.3. As we will see below, the class of Shatah-Struwe solutions is a natural
class of solutions where the global well-posedness, dissipativity and asymptotic smoothness
can be established. However, to verify the existence of a global attractor we will essentially
use the Galerkin solutions as an intermediate technical tool.
Note also that the ideal situation where all three introduced above classes of weak solutions
are in fact equivalent is not a priori excluded although, to the best of our knowledge, that is
rigorously proved only for the nonlinearities growing not faster than u3. Some results in
this direction for quintic nonlinearities and Ω = R3 are obtained in [45].
2.3. Properties of Shatah-Struwe solutions
The aim of this section is to discuss the well-posedness, dissipativity and smoothness of
Shatah-Struwe solutions of problem (2.1.1). Although most of these results are not new or
follow in a straightforward way from known results, they are crucial for what follows, so for
the convenience of the reader, we give their proofs here.
We start with the local existence result.
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Proposition 2.3.1. Let g ∈ L2 and the nonlinearity f satisfy the growth assumption
(2.2.7). Then, for any initial data ξ0 ∈ E, there exists T = T (ξ0) > 0 such that problem
(2.1.1) possesses a Shatah-Struwe solution u(t) on the interval t ∈ [0, T ].
Proof. We construct the desired solution u by passing to the limit N →∞ in the Galerkin
approximations (2.2.9). To this end, it suffices to obtain a uniform with respect to N
estimate for the L4([0, T ];L12)-norm of the solutions uN (t). To obtain such an estimate, we
fix the initial data ξuN (0) = ξ
N
0 := PNξ0. This guarantees that
ξN0 → ξ0
strongly in E . Then, we split the solution uN = vN +wN where vN solves the linear problem
∂2t vN + γ∂tvN −∆xvN = PNg, ξuN (0) = PNξ0 (2.3.1)
and wN is a reminder which satisfies
∂2twN + γ∂twN −∆xwn = −PNf(vN + wN ), ξwN (0) = 0. (2.3.2)
Note that the set of data {(ξN0 , PNg)}∞N=1 is a compact set in E×L1([0, 1];L2(Ω)). Therefore,
due to Corollary 2.2.1, for any ε > 0, there exists T = T (ε) > 0 (which is independent of ε)
such that
‖ξvN (t)‖E ≤ C, ‖vN‖L4([0,t];L12(Ω)) ≤ ε, t ≤ T (ε), (2.3.3)
where C is independent of N . Then, due to the growth restriction (2.2.7) and interpolation
inequality (2.2.5) with θ = 4/5, we have
‖PNf(vN + wN )‖L1([0,t];L2(Ω)) ≤
≤ C(t+ ‖vN‖5L5([0,t];L10(Ω)) + ‖wN‖5L5([0,t];L10(Ω))) ≤ C(t+ ε4 + ‖wN‖5L5([0,t];L10(Ω))).
(2.3.4)
Applying now estimate (2.2.4) to equation (2.3.2) and using the interpolation inequality
(2.2.5) with θ = 4/5 again, we end up with
‖ξwN (t)‖E + ‖wN‖L5([0,t];L10(Ω)) + ‖wN‖L4([0,t];L12(Ω)) ≤
≤ C(t+ ε4) + C(‖ξwN (t)‖E + ‖wN‖L5([0,t];L10(Ω)))5. (2.3.5)
Thus, denoting YN (t) := ‖ξwN (t)‖E + ‖wN‖L5([0,t];L10(Ω)), we end up with the inequality
YN (t) ≤ C(t+ ε4) + CYN (t)5, t ≤ T (ε), YN (0) = 0,
where the constant C is independent of N , t and ε. Moreover, obviously YN (t) is a continuous
function of t. Then, the last inequality gives
YN (t) ≤ 2C(t+ ε4)
if ε and T (ε) is chosen in such way that
C(2C(t+ ε4))5 ≤ C(t+ ε4), t ≤ T (ε).
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Thus, fixing ε and T = T (ε) being small enough to satisfy the last inequality, we get the
uniform estimate
‖ξwN ‖C([0,T ];E) + ‖wN‖L5([0,T ];L10(Ω)) ≤ C1
which together with (2.3.3) and (2.3.5), gives the desired uniform estimate
‖ξuN ‖L∞([0,T ];E) + ‖uN‖L4([0,T ];L12(Ω)) ≤ C2.
Passing then in a standard way to the weak limit N →∞, we end up with a Shatah-Struwe
solution of (2.1.1) and finish the proof of the proposition.
Remark 2.3.1. Obviously, the lifespan T = T (ξ0) of a Shatah-Struwe solution u depends a
priori on the initial data ξ0 and since it is greater than zero for all ξ0 ∈ E, one may expect
that T depends on the E-norm of ξ0 only:
T = T (‖ξ0‖E). (2.3.6)
In that case, the global solvability problem would be reduced to the control of the energy
norm of a solution u(t). Since such a control follows immediately from the energy estimate
(see below), the global solvability would also become immediate.
Unfortunately, (2.3.6) is not true in the critical quintic case (as we will see in the next
section, it is indeed true in the subcritical case) and, for this reason, one needs a lot of extra
effort in order to establish the desired global solvability.
However, (2.3.6) remains true even in the critical quintic case under the extra assumption
that the energy norm ‖ξ0‖E is small:
‖ξ0‖E ≤ ε1  1.
Indeed, in that case the key estimate (2.3.3) follow directly from the smallness of the energy
norm of ξ0 and estimate (2.2.4) and no compactness arguments of Corollary 2.2.1 are
required. This simple observation not only leads to the global solvability for small initial
data in the case where the smallness of the energy of a solution follows from the energy
estimate, but also plays a crucial role in the proof of global solvability for all initial data via
the non-concentration of the energy norm, see [6, 60].
At the next step, we check that a Shatah-Struwe solution satisfies the energy equality.
Proposition 2.3.2. Let g ∈ L2(Ω), the nonlinearity f satisfies the growth restriction
(2.2.7) and let u(t), t ∈ [0, T ] be a Shatah-Struwe solution of equation (2.1.1). Then the
functions t → ‖ξu(t)‖E and t → (F (u(t)), 1) are absolutely continuous and the following
energy identity
d
dt
(
1
2
‖ξu(t)‖2E + (F (u(t)), 1)− (g, u(t))
)
+ γ‖∂tu(t)‖2 = 0 (2.3.7)
holds for almost all t ∈ [0, T ], where F : R→ R is given by F (h) = ´ h0 f(s) ds. In particular,
ξu ∈ C([0, T ], E).
Proof. Indeed, due to the definition of a Shatah-Struwe solution, the growth restriction
(2.2.7) and the interpolation inequality (2.2.5) with θ = 4/5, we have
‖f(u)‖L1([0,T ];L2(Ω)) ≤ C(1 + ‖u‖L5([0,T ];L10(Ω))) ≤ CT . (2.3.8)
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Therefore, since ∂tu ∈ L∞([0, T ];L2(Ω)), f(u)∂tu ∈ L1([0, T ] × Ω), then approximating
the function u by smooth ones and arguing in a standard way, we see that for every
0 ≤ τ ≤ t ≤ T ,
(F (u(t)), 1)− (F (u(τ)), 1) =
ˆ t
τ
(f(u(s)), ∂tu(s)) ds
and, consequently, t→ (F (u(t)), 1) is absolutely continuous and
d
dt
(F (u(t)), 1) = (f(u(t)), ∂tu(t)) (2.3.9)
for almost all t ≥ 0.
We are now ready to finish the proof of the energy equality (2.3.7). To this end, we take
uN (t) := PNu(t), where PN is the orthoprojector on the first N eigenvalues of the Laplacian.
Then, this function solves
∂2t uN + α∂tuN + γ∂tuN −∆xuN = −PNf(u) + PNg.
Multiplying this equation by ∂tuN and integrating in space and time, we get the following
analogue of energy equality:
1
2
‖ξuN (t)‖2E −
1
2
‖ξuN (τ)‖2E − (g, uN (t)) + (g, uN (τ))+
+
ˆ t
τ
γ‖∂tuN (s)‖2 ds = −
ˆ t
τ
(PNf(u(s)), ∂tuN (s)) ds. (2.3.10)
Since, obviously, ξuN (t) → ξu(t), ξuN (τ) → ξu(τ) and ∂tuN → ∂tu in L2([τ, t];L2(Ω))
strongly and PNf(u) → f(u) weakly-star in L1([τ, t];L2(Ω)), we may pass to the limit
N →∞ in (2.3.10) and with the help of (2.3.9) obtain that
E(u(t))− E(u(τ)) + γ
ˆ t
τ
‖∂tu(s)‖2 ds = 0, (2.3.11)
where
E(u) :=
1
2
‖ξu‖2E + (F (u), 1)− (g, u).
It remains to note that (2.3.11) is equivalent to (2.3.7) and the energy equality is proved.
The continuity of ξu(t) as a E-valued function follows in a standard way from the energy
equality.
Corollary 2.3.1. Let the assumptions of Proposition 2.3.2 hold. Then the Shatah-Struwe
solution u(t), t ∈ [0, T ] is unique and uniformly Lipshitz continuous with respect to initial
data on every fixed time interval [0, T ]. In addition, the following estimate holds:
‖ξu1(t)− ξu2(t)‖2E 6
exp
{
C
ˆ T
0
(1 + ‖u1‖4L12 + ‖u2‖4L12)ds
}
‖ξ10 − ξ20‖2E , t ∈ [0, T ], (2.3.12)
where u1 and u2 are Shatah-Struwe solutions of problem (2.1.1) with initial data ξ
1
0 and ξ
2
0
respectively and constant C is independent of ui and t.
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Proof. Indeed, let u(t) and v(t) be two Shatah-Struwe solutions of equation (2.1.1) on the
interval t ∈ [0, T ] and let w(t) = u(t)− v(t). Then this function solves
∂2tw + γ∂tw −∆xw + [f(u)− f(v)] = 0. (2.3.13)
Multiplying this equation by ∂tw and integrating over x ∈ Ω (which is justified exactly as
in Proposition 2.3.2), we end up with
1
2
d
dt
‖ξw(t)‖2E + γ‖∂tw(t)‖2 + (f(u)− f(v), ∂tw) = 0. (2.3.14)
Using the growth restriction (2.2.7), the Sobolev embedding H10 ⊂ L6 and the Ho¨lder
inequality, we estimate the last term on the left-hand side of (2.3.14) as follows:
|(f(u)− f(v), ∂tw)| ≤ C((1 + |u|4 + |v|4)|w|, |∂tw|) ≤
≤ C(1 + ‖u‖4L12 + ‖v‖4L12)‖w‖L6‖∂tw‖ ≤ C(1 + ‖u‖4L12 + ‖v‖4L12)‖ξw‖2E . (2.3.15)
Since the L4([0, T ];L12(Ω))-norms of u and v are finite by the definition of the Shatah-Struwe
solutions, inserting the obtained estimate into equality (2.3.14) and applying the Gronwall
inequality, we see that ξw(t) ≡ 0 and the corollary is proved.
Corollary 2.3.2. Let the assumptions of Proposition 2.3.2 hold and in addition let the
nonlinearity f satisfies the following dissipativity assumption:
f(u)u ≥ −C, u ∈ R. (2.3.16)
Then the Shatah-Struwe solution u(t), t ∈ [0, T ] of problem (2.1.1) satisfies the following
dissipative estimate:
‖ξu(t)‖E ≤ Q(‖ξu(0)‖E)e−αt +Q(‖g‖), t ∈ [0, T ], (2.3.17)
where the monotone function Q and positive constant α are independent of t, T and u.
Indeed, the energy estimate (2.3.17) follows in a standard way by multiplication of
equation (2.1.1) by ∂tu+βu, where β is a properly chosen positive constant, and integration
in x (the validity of that is verified in Proposition 2.3.2) followed by application of the
Gronwall type inequality, see [3, 15,74] for more details.
The next corollary shows that Shatah-Struwe solutions can be obtained as a limit of
Galerkin approximations.
Corollary 2.3.3. Let the assumptions of Proposition 2.3.2 hold, the nonlinearity f satisfies
the dissipativity assumption (2.3.16) and let u(t) be a Shatah-Struwe solution of problem
(2.1.1). Assume also that the initial data ξuN (0) ∈ PNE for the Galerkin approximations
uN (t) are chosen in such way that
ξuN (0)→ ξu(0)
strongly in E. Then, the Galerkin solutions uN (t) converge to the solution u(t):
ξuN (t)→ ξu(t) (2.3.18)
strongly in E for every t ∈ [0, T ]. In particular, any Shatah-Struwe solution is a Galerkin
solution of problem (2.1.1).
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Proof. Indeed, due to the energy estimate (2.3.17) for the Galerkin approximations uN (t),
we know that the L∞([0, T ]; E)-norms of these solutions are uniformly bounded. Thus,
we may assume without loss of generality, that uN (t)→ u¯(t) weakly star in L∞([0, T ]; E),
where u¯(t) is a weak energy solution of equation (2.1.1). Moreover, arguing in a standard
way, we see that
ξuN (t) ⇀ ξu¯(t) (2.3.19)
in E for every t ∈ [0, T ]. In addition, from the proof of Proposition 2.3.1, we know that
u¯(t) is a Shatah-Struwe solution for t ∈ [0, T1] for some small, but positive T1. Then, by
Corollary 2.3.1, u(t) = u¯(t), t ∈ [0, T1]. Introduce the time
T ∗ := sup{t ∈ [0, T ], u(s) = u¯(s), s ≤ t}.
We need to prove that T ∗ = T . To this end, we note that
ξuN (T
∗)→ ξu(T ∗).
The weak convergence follows from (2.3.19) and to verify the strong convergence, we check
that
‖ξuN (T ∗)‖E → ‖ξu(T ∗)‖E . (2.3.20)
Assume that (2.3.20) is wrong, then without loss of generality, we may assume that
‖ξuN (T ∗)− ξu(T ∗)‖E ≥ ε0 > 0. (2.3.21)
Then, we want to pass to the limit in the energy equality
1
2
‖ξuN (T ∗)‖2E + (F (uN (T ∗)), 1)− (g, uN (T ∗)) + γ
ˆ T ∗
0
‖∂tuN (t)‖2 dt =
=
1
2
‖ξuN (0)‖2E + (F (uN (0)), 1)− (g, uN (0)) (2.3.22)
for Galerkin approximations uN . Indeed, since we have the strong convergence ξuN (0)→
ξu(0), the right-hand side of (2.3.22) tends to the analogous expression for u. To pass to
the limit in the left hand side, we use the inequality
‖ξu(T ∗)‖E ≤ lim inf
N→∞
‖ξuN (T ∗)‖E (2.3.23)
which is valid due to the weak convergence (2.3.19), and
(F (u(T ∗), 1) ≤ lim inf
N→∞
(F (uN (T
∗), 1), (2.3.24)
due to the fact that uN (T
∗)→ u(T ∗) almost everywhere, assumption (2.3.16) and the Fatou
lemma. Thus,
1
2
‖ξu(T ∗)‖2E + (F (u(T ∗), 1)− (g, u(T ∗)) + γ
ˆ T ∗
0
‖∂tu(t)‖2 dt ≤
≤ 1
2
‖ξu(0)‖2E + (F (u(0), 1)− (g, u(0)). (2.3.25)
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On the other hand, u(t) is a Shatah-Struwe solution and, for this reason it satisfies the
energy equality. Thus, the inequality in (2.3.25) is actually the equality which is possible
only when both (2.3.23) and (2.3.24) are also equalities.
In particular, for some subsequence Nk, we have ‖ξuNk (T ∗)‖E → ‖ξu(T ∗)‖E and together
with (2.3.19), we have the strong convergence ξuNk (T
∗)→ ξu(T ∗) which contradicts (2.3.21).
Thus, the strong convergence ξuN (T
∗)→ ξu(T ∗) is proved.
Finally, using this strong convergence and arguing as in Proposition 2.3.1, we see that u¯(t)
is a Shatah-Struwe solution on the interval [T ∗, T ∗+T2], for some positive T2 and, therefore,
should coincide with u(t) on that interval as well. This contradiction shows that, actually,
T ∗ = T and u(t) = u¯(t) for all t ∈ [0, T ]. The convergence (2.3.18) can be then proved
based on the energy equality exactly as it was done before for the case t = T ∗. Corollary
2.3.3 is proved.
Remark 2.3.2. Arguing in a bit more accurate way, one can show that, under assumptions
of the previous corollary, ξuN → ξu strongly in C([0, T ]; E) as well.
We are ready to state the main result of the section on the global existence of Shatah-
Struwe solutions.
Theorem 2.3.1. Let g ∈ L2(Ω) and the nonlinearity f satisfy assumptions (2.2.7) and
(2.3.16). Assume also that the following extra dissipativity assumptions are satisfied{
1. F (u) ≥ −C + κ|u|6, κ > 0,
2. f(u)u− 4F (u) ≥ −C. (2.3.26)
Then, for any ξ0 ∈ E there exists a unique Shatah-Struwe solution u(t) defined for all t ∈ R+
and this solution satisfies (2.3.17) as well as the following Strichartz type estimate:
‖u‖L4([0,T ];L12(Ω)) ≤ Q(ξ0, T ), T ≥ 0 (2.3.27)
for some function Q monotone increasing in T .
Indeed, it only remains to prove the global solvability for (2.1.1) in the class of Shatah-
Struwe solutions. The proof of this fact was given in [6] for the particular case f(u) = u5
and γ = 0, g = 0 and is based on proving the energy non-concentration for u(t) via the
Morawetz type identities adapted to the case of bounded domains. The general case can be
treated by repeating the arguments of [6] with minor changes. For convenience of the reader
we include this proof to Appendix A. Note also that the extra dissipativity assumptions
(2.3.26) do not allow the function f(u) to grow slower than u5, however, it is actually not a
big restriction since the most difficult case is exactly the case of critical quintic growth rate
and as we will see in the next section, we do not need Theorem 2.3.1 to treat the subcritical
case.
We are now ready to define the solution semigroup S(t) : E → E associated with equation
(2.1.1):
S(t)ξ0 := ξu(t), (2.3.28)
where u(t) is a unique Shatah-Struwe solution of (2.1.1). Then, according to Theorem 2.3.1,
this semigroup is well-defined (and even locally Lipschitz continuous in E , see Corollary
2.3.1) and is dissipative:
‖S(t)ξ0‖E ≤ Q(‖ξ0‖E)e−αt +Q(‖g‖). (2.3.29)
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Remark 2.3.3. The long time behavior of the solution semigroup S(t) will be studied in the
next sections. However, it worth to note here that we have the dissipative estimate (2.3.17)
for the energy norm only and Theorem 2.3.1 gives us no control of the Strichartz norm as
T → ∞ (its proof is a typical proof ad absurdum which gives no bounds on the function
Q in estimate (2.3.27)). For this reason, the Strichartz estimate may a priori disappear
when passing to the limit t→∞ and the attractor may consist not only of Shatah-Struwe
solutions. The proof that it is actually not the case is one the main tasks of the present
thesis.
We conclude this section by one more result which shows that a Shatah-Struwe solution
is more regular if the initial data is smoother.
Proposition 2.3.3. Let the assumptions of Theorem 2.3.1 hold and let, in addition, the
non-linearity satisfy the following condition:
f ′(u) ≥ −K, K > 0, (2.3.30)
and the initial data be more smooth, i.e.,
ξ0 ∈ E1 := [H2(Ω) ∩H10 (Ω)]×H10 (Ω). (2.3.31)
Then, the corresponding Shatah-Struwe solution is more regular as well:
ξu(t) = (u(t), ut(t)) ∈ E1 (2.3.32)
for all t ≥ 0.
Proof. We give below only the formal proof which can be justified using Galerkin approx-
imations and Corollary 2.3.3. Indeed, let v(t) := ∂tu(t). Then it is not difficult to check
using equation (2.1.1) and the growth restriction (2.2.7) that
ξv(0) = (∂tu(0), ∂
2
t u(0)) = (u
′
0,∆xu0 − f(u0)− γu′0 + g) ∈ E
and the function v solves
∂2t v + γ∂tv −∆xv = −f ′(u)v, ξv(0) ∈ E . (2.3.33)
Multiplying equation (2.3.33) by ∂tv, we get
1
2
d
dt
‖ξv(t)‖2E + γ‖∂tv‖2 = −(f ′(u)v, ∂tv). (2.3.34)
Due to the growth restriction (2.2.7), the term on the right hand side of (2.3.34) obeys the
estimate, see (2.3.15),
|(f ′(u)v, ∂tv)| ≤ C((1 + |u|4)|v|, |∂tv|) ≤ C(1 + ‖u‖4L12)‖ξv‖2E . (2.3.35)
Substituting the above estimate to (2.3.34) and using Gronwall inequality one gets
‖ξv(t)‖2E 6 ‖ξv(0)‖2E exp
(
CT +
ˆ T
0
‖u(s)‖4L12ds
)
, 0 6 t 6 T. (2.3.36)
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The fact that ξv(t) ∈ E , in turn, implies that ξu(t) ∈ E1. Indeed, the fact that v = ∂tu ∈ H1
is immediate and we only need to check that u ∈ H2. To this end, we rewrite equation
(2.1.1) in the form
∆xu(t)− f(u(t)) = g − ∂tv(t)− γv(t) := gv(t) ∈ L2(Ω) (2.3.37)
and, multiplying this elliptic equation by ∆xu in L
2(Ω) and using the additional assumption
(2.3.30), we end up with
‖u(t)‖2H2 ≤ C‖∆xu(t)‖2 ≤ C‖g‖2 + ‖ξv(t)‖2E +K‖ξu(t)‖2E . (2.3.38)
Thus, Proposition 2.3.3 is proved.
Remark 2.3.4. The extra assumption (2.3.30) on the non-linearity f is not essential and
is introduced only in order to avoid the technicalities related with the maximal regularity
estimate for the critical elliptic equation (2.3.37). Indeed, under this extra assumption, it is
immediate as we have seen. In the general case when f satisfies only the growth restriction
(2.2.7) it is also true, but its proof is much more delicate and requires, to use e.g., the
localization in space technique which we did not want to discuss here.
Note also that after obtaining the H2-estimate for u(t), the growth rate of f becomes not
essential due to the embedding H2(Ω) ⊂ C(Ω), so the further regularity of the solution u(t)
(if the initial data is more smooth) can be obtained by usual bootstrapping arguments.
2.4. Asymptotic compactness and attractors: the subcritical case
The aim of this section is to consider the subcritical case where the nonlinearity f satisfies
|f ′(u)| ≤ C(1 + |u|4−κ) (2.4.1)
for some 0 < κ 6 4. In that case, the local existence result of Proposition 2.3.1 can be
improved as follows.
Proposition 2.4.1. Let the assumptions of Proposition 2.3.1 hold and let, in addition,
assumption (2.4.1) be satisfied. Then, for every ξ0 ∈ E, there exists T = T (‖ξ0‖E) > 0 such
that equation (2.1.1) possesses a Shatah-Struwe solution u(t) on the interval t ∈ [0, T ] and
the following estimate holds:
‖u‖L4([0,T ];L12(Ω)) ≤ Q(‖ξ0‖E) +Q(‖g‖) (2.4.2)
for some monotone function Q which is independent of u.
Proof. The proof of this statement is similar to the one of Proposition 2.3.1, but we need
to check that now the lifespan T depends only on the energy norm of ξ0. To this end, we
note that, due to (2.4.1), estimate (2.3.4) can be improved as follows
‖PNf(vN + wN )‖L1([0,t];L2(Ω)) ≤ C
(
t+ ‖vN‖5−κL5−κ([0,t];L10(Ω)) + ‖wN‖5−κL5−κ([0,t];L10(Ω))
)
≤
≤ C
(
t+ tκ/5‖vN‖5−κL5([0,t];L10(Ω))
)
+ C‖wN‖5−κL5([0,t];L10(Ω)). (2.4.3)
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We see that the first term on the left-hand side of (2.4.3) can be made small by decreasing
t and we need not make the L5(L10)-norm of vN small. Thus, we may use estimate (2.2.3)
and interpolation (2.2.5), to see that
‖vN‖L5([0,1];L10(Ω)) ≤ C(‖ξ0‖E + ‖g‖)
and, for every ε > 0, we may find T = T (ε, ‖ξ0‖E) such that
C
(
t+ tκ/5‖vN‖5−κL5([0,t];L10(Ω))
)
≤ ε, t ≤ T (ε, ‖ξ0‖E).
Arguing then exactly as in the end of the proof of Proposition 2.3.1, we establish the
existence of the desired Shatah-Struwe solution u as well as estimate (2.4.2). Proposition
2.4.1 is proved.
As has been already noted in Remark 2.3.1, the control of the lifespan of the local
Shatah-Struwe solution in terms of the energy norm together with the control of energy
norm due to the energy estimate allows us to extend the local solution for all time and
prove the existence of a global Shatah-Struwe solution u(t) of problem (2.1.1). Namely, the
following statement holds.
Corollary 2.4.1. Let the assumptions of Proposition 2.4.1 hold and let, in addition, the
nonlinearity f satisfy the dissipativity assumption (2.3.16). Then, for every ξ0 ∈ E, there
exists a unique global Shatah-Struwe solution u(t) of problem (2.1.1) and the following
dissipative estimate holds:
‖ξu(t)‖E + ‖u‖L4([t,t+1];L12(Ω)) ≤ Q(‖ξu(0)‖E)e−αt +Q(‖g‖), (2.4.4)
where the positive constant α and the monotone function Q are independent of u and t.
Proof. Indeed, the uniqueness is proved in Corollary 2.3.1 and the dissipative energy estimate
is obtained in Corollary 2.3.2. According to this estimate, the energy norm ‖ξu(t)‖E cannot
blow up in a finite time and, therefore, due to Proposition 2.4.1, the local Shatah-Struwe
solution u(t) can be extended globally in time. Finally, the dissipative estimate (2.4.4) for
the Strichartz norm of u follows from (2.4.2) and the dissipative estimate (2.3.17) for the
energy norm.
We are now ready to verify the asymptotic compactness (see Definition D.1.5) of the
solution semigroup S(t) of equation (2.1.1) in the subcritical case. To this end, we split the
solution u as follows: u(t) = v(t) + w(t), where v(t) solves the linear problem
∂2t v + γ∂tv −∆xv = 0, ξv
∣∣
t=0
= ξu
∣∣
t=0
(2.4.5)
and the remainder w(t) satisfies
∂2tw + γ∂tw −∆xw = g − f(u), ξw
∣∣
t=0
= 0. (2.4.6)
Then, due to estimate (2.2.4),
‖ξv(t)‖E + ‖v‖L4([t,t+1];L12(Ω)) ≤ Q(‖ξu(0)‖E)e−αt (2.4.7)
and, therefore, the v-component is exponentially decaying in the energy and Strichartz
norms. As the next corollary shows, the w-component is more regular.
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Corollary 2.4.2. Let the assumptions of Corollary 2.4.1 hold. Then, there exists δ =
δ(κ) > 0 and δ < 1/2 such that
ξw(t) ∈ Eδ := H1+δ0 (Ω)×Hδ(Ω) for all t > 0,
and the following estimate holds:
‖ξw(t)‖Eδ + ‖w‖L4([t,t+1];W δ,12(Ω)) ≤ Q(‖ξu(0)‖E)e−αt +Q(‖g‖), t > 0, (2.4.8)
where the monotone function Q and the positive constant α are independent of u and t.
Proof. Indeed, since the function G := (−∆x)−1g ∈ H2, it only remains to verify estimate
(2.4.8) for the function w¯(t) := w(t)−G which solves
∂2t w¯ + γ∂tw¯ −∆xw¯ = −f(u), ξw¯(0) = ξu(0)− (G, 0).
Moreover, due to estimate (2.2.4), we only need to check that
‖f(u)‖L1([t,t+1];Hδ(Ω)) ≤ Q(‖ξu(0)‖E)e−αt +Q(‖g‖). (2.4.9)
According to the Ho¨lder inequality and estimate (2.4.4),
‖f(u)‖L1([t,t+1];W 1,6/5(Ω)) ≤ C(1 + ‖u4∇xu‖L1([t,t+1];L6/5(Ω))) ≤
≤ C(1 + ‖u‖4L4([t,t+1];L12(Ω))‖∇xu‖L∞([t,t+1];L2(Ω))) ≤ Q(‖ξu(0)‖E)e−αt +Q(‖g‖).
On the other hand, due to the growth restriction (2.4.1),
‖f(u)‖L1([t,t+1];L10/(5−κ)(Ω)) ≤ C(1 + ‖u‖L5([t,t+1];L10(Ω))) ≤ Q(‖ξu(0)‖E)e−αt +Q(‖g‖).
The interpolation inequality
‖U‖Hδ ≤ C‖U‖1−θW 1,6/5‖U‖θL10/(5−κ) , θ =
10
10 + 3κ
, δ =
3κ
10 + 3κ
now gives the desired estimate (2.4.9) and finishes the proof of the corollary.
We conclude our study of the subcritical case by establishing the existence of a global
attractor for the associated solution semi-group.
Theorem 2.4.1. Let the assumptions of Corollary 2.4.1 hold. Then, the solution semigroup
S(t) associated with problem (2.1.1) possesses a global attractor A in the energy phase space
E. Moreover, the attractor A is bounded in the more regular space Eδ:
A ∈ Eδ, ‖A‖Eδ ≤ C (2.4.10)
for some δ > 0.
Proof. Indeed, according to the abstract attractor existence theorem, it suffices to verify
that S(t) is continuous in E for every fixed t and that it possesses a compact attracting set
in E , see Appendix D or [3] for more details. The first assertion is satisfied due to Corollary
2.3.1 and, according to Corollary 2.4.2 and estimate (2.4.7), the following set
B := {ξ ∈ Eδ, ‖ξ‖Eδ ≤ R}
is a compact attracting set for S(t) in E if the radius R is large enough. Thus, all assumptions
of the abstract attractor existence theorem are verified and the existence of the attractor A
is proved. It remains to recall that A ⊂ B, so (2.4.10) is also verified and the theorem is
proved.
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Remark 2.4.1. We stated in Theorem 2.4.1 only that the attractor A is bounded in Eδ
with δ = 3κ3κ+10 . However, using the standard bootstrapping arguments one can easily show
that A ⊂ E1 and that its actual regularity is restricted only by the regularity of Ω, g and
f (if all the above data is C∞-smooth, the attractor also will be C∞-smooth). Moreover,
since H2 ⊂ C, the growth rate of f becomes not essential and one can establish the finite-
dimensionality of A exactly as in the well-studied case when f(u) grows slower than u3, see
e.g., [3]. We would like to mention also that the generalization to the non-autonomous case,
when, say, the external force g = g(t) depends explicitly on time is also straightforward.
2.5. Weak trajectory attractors for critical and supercritical cases
The aim of this section is to recall the trajectory attractor theory for equation (2.1.1) for the
case of fast growing nonlinearities developed in [74]. This theory will be essentially used in
the next section for proving the dissipativity of Shatah-Struwe solutions in the critical case.
Namely, following [74], we assume that the nonlinearity f satisfies the following conditions:
1. f ∈ C2(R,R), f(0) = 0,
2. |f ′′(v)| ≤ C(1 + |v|p),
3. f ′(v) ≥ −K + δ|v|p+1, for some K, δ > 0,
(2.5.1)
where the exponent p can be arbitrarily large (of course, we are mainly interested in the
case p ≥ 3 since the subcritical case p < 3 is studied in the previous section). Note that, for
the case p > 3, the energy phase space should be modified:
E := [H10 (Ω) ∩ Lp+3(Ω)]× L2(Ω)
in order to guarantee the finiteness of the energy (since H1 is not embedded into Lp+3 if
p > 3). We also modify the energy norm for that case as follows:
‖ξu(t)‖2E := ‖∂tu(t)‖2 + ‖∇xu(t)‖2 + ‖u(t)‖p+3Lp+3 .
In this section, we will work with Galerkin solutions of equation (2.1.1), see Definition 2.2.2.
Proposition 2.5.1. Let the nonlinearity f satisfies assumptions (2.5.1) and let g ∈ L2(Ω).
Then, for every ξ0 ∈ E, there exists at least one Galerkin solution u(t), t ∈ R+, of problem
(2.1.1)
The assertion of this proposition is standard, so its proof is omitted, see, e.g., [74] for
more details.
Our next aim is to state the analogue of the energy inequality for Galerkin solutions.
We first note that, arguing in a standard way, one derives the following dissipative energy
estimate for the Galerkin approximations uN (t) (which are the solutions of (2.2.9)):
‖ξuN (t)‖2E +
ˆ ∞
t
‖∂tuN (τ)‖2 dτ ≤ C‖ξuN (s)‖2Ee−α(t−s) + C(1 + ‖g‖2), (2.5.2)
where 0 ≤ s ≤ t and the positive constants C and α are independent of s, t, N and uN , see
[74]. However, since we do not have the strong convergence ξuN (τ)→ ξu(τ) in E, we cannot
pass to the limit in (2.5.2) at least in a straightforward way, so we cannot guarantee that
(2.5.2) will remain true for the limit Galerkin solution u(t). To overcome this difficulty, we
need to introduce, following again [74], the so-called M -energy functional which generalizes
the usual energy functional.
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Definition 2.5.1. Let the assumptions of Proposition 2.5.1 hold and let u be a Galerkin
solution of problem (2.1.1). We define the functional Mu(t), t ≥ 0, by the following
expression:
Mu(t) := inf
{
lim inf
k→∞
‖ξuNk (t)‖E : ξuNk ⇀ ξu, ξuNk (0) ⇀ ξu(0)
}
, (2.5.3)
where the external infimum on the right-hand side of (2.5.3) is taken over all sequences of
the Galerkin approximations {ξuNk (t)}∞k=1 which converge weakly-∗ in L∞loc(R+;E) to the
given Galerkin solution ξu.
The following corollary gives simple, but important properties of the M -energy functional.
Corollary 2.5.1. Let the assumptions of Proposition 2.5.1 hold. Then, for every Galerkin
solution u of equation (2.1.1), the following estimates hold:
Mu(t) <∞, ‖ξu(t)‖E ≤Mu(t), MThu(t) ≤Mu(t+ h), h ≥ 0, (2.5.4)
where (Thu)(t) := u(t+ h), and
Mu(t)
2 +
ˆ ∞
t
‖∂tu(t)‖2 dt ≤ CMu(s)2e−α(t−s) + C(1 + ‖g‖2), (2.5.5)
where t ≥ s ≥ 0 and constants α > 0 and C > 0 are the same as in (2.5.2).
Indeed, estimates (2.5.4) are immediate corollaries of the definitions of the Galerkin
solution and the functional Mu(t) and estimates (2.5.5) follow from estimate (2.5.2) in
which we pass to the limit Nk →∞.
Remark 2.5.1. It is well-known (see [3]) that, in the case p ≤ 1, we have the strong
convergence of Galerkin approximations and, consequently,
‖ξu(t)‖E = Mu(t). (2.5.6)
So, in this case, the M -energy coincides with the classical one. Moreover, the same equality
will hold in the case when p ≤ 3 and u is a Shatah-Struwe solution of problem (2.1.1) due
to Corollary 2.3.3. But to the best of our knowledge, neither identity (2.5.6) nor the fact
that any solution ξu ∈ L∞(R+;E) of (2.1.1) can be obtained as a limit of the Galerkin
approximations are known in the supercritical case p > 3. Nevertheless, if the solution ξu(t)
of problem (2.1.1) is sufficiently regular:
ξu ∈ L∞(R+; E1), E1 := [H2(Ω) ∩H10 (Ω)]×H10 (Ω),
then it is unique and, arguing as in Corollary 2.3.3, we can show the strong convergence of
Galerkin approximations and equality (2.5.6).
It also worth to emphasize that, in contrast to the usual energy functional, the functional
Mu(t) is not a priori local with respect to t, i.e. Mu(T ) depends not only on ξu(T ), but also
on the whole trajectory u.
We are now ready to build up a trajectory dynamical system associated with equation
(2.1.1), see [14,15,74] for more details.
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Definition 2.5.2. We define the trajectory phase space K+ of problem (2.1.1) as the set of
all its Galerkin solutions which correspond to all possible initial data ξ0 ∈ E, see Definition
2.2.2. Obviously, K+ is a subset of L∞(R+;E).
We endow the trajectory phase space K+ with the topology induced by the embedding
K+ ⊂ Θ+ := [L∞loc(R+;E)]w
∗
,
i.e. by the weak-∗ topology of the space L∞loc(R+;E).
We also introduce the group of positive time shifts:
Th : Θ
+ → Θ+, h ≥ 0, (Thu)(t) := u(t+ h). (2.5.7)
Then it is not difficult to see that the semigroup (2.5.7) acts on the trajectory phase space
K+:
Th : K
+ → K+. (2.5.8)
The semigroup (2.5.8) acting on the topological space K+ is called the trajectory dynamical
system associated with equation (2.1.1).
Remark 2.5.2. As known [?, bkBV; ?] in the case p ≤ 1, the Galerkin solution u(t) of
equation (2.1.1) is unique and, consequently, this equation generates a semigroup in the
classical energy phase space E in a standard way:
S(t) : E → E , t ≥ 0, S(t)ξu(0) := ξu(t). (2.5.9)
Moreover, in this case, the map
Πt=0 : K
+ → E , Πt=0ξu = ξu(0), (2.5.10)
where, by definition, Πt=0ξu = ξu(0), is one to one and realizes a (sequential) homeomorphism
between K+ and Ew (= the space E endowed with the weak topology). Thus,
S(t) = Πt=0 ◦ Tt ◦ (Πt=0)−1, (2.5.11)
and, therefore, the trajectory dynamical system (2.5.8) is conjugated to the classical dynamical
system (2.5.9) defined on the usual energy phase space E endowed with the weak topology.
We note however that, for fast growing nonlinearities, the uniqueness problem for (2.1.1)
is not solved yet (in particular, even in the most interesting for our purposes quintic case
p = 3, the uniqueness of Galerkin solutions is not known) and in the classical approach, the
semigroup (2.5.9) can be defined as a semigroup of multivalued maps only. The use of the
trajectory dynamical system (2.5.8) allows us to avoid multivalued maps and to apply the
standard attractor theory in order to study the long time behavior of solutions of (2.1.1) in
the supercritical case.
As the next step, we intend to define the attractor of the introduced trajectory dynamical
system. As usual (see e.g. [14, 15, 74]), in order to define the global attractor of the
semi-group (2.5.8), we first need to define the class of bounded sets which will be attracted
by this attractor.
Definition 2.5.3. A set B ⊂ K+ is called M -bounded if the following quantity is finite:
‖B‖M := sup
ξu∈B
Mu(0) <∞. (2.5.12)
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In other words, the set B ⊂ K+ is M-bounded if the modified energy of all the solutions
belonging to B is uniformly bounded.
From (2.5.4), (2.5.5) it easily follows that the trajectory dynamical system (2.5.8) possesses
an M -bounded absorbing set and, as consequence, an M -bounded positively invariant set B,
that is ThB ⊂ B for all h > 0. Since we are interested in long time behaviour of the system
it is enough to study the system only inside B. It is also clear that B is a bounded subset of
Θ+. At this point we recall that the weak-∗ topology of Θ+ restricted to a bounded set is
metrizable (see Section B.2). Thus we are able to define the notion of global attractor for
the dynamical system (B, Th) by the standard Definition D.1.6.
The next theorem establishes the existence of the attractorAtr for the trajectory dynamical
system associated with problem (2.1.1).
Theorem 2.5.1. Let the assumptions of Proposition 2.5.1 hold. Then, the semigroup
(2.5.8) possesses a global attractor Atr which can be described in the following way:
Atr = Πt≥0K, Πt≥0u := u
∣∣
t≥0. (2.5.13)
Here K ⊂ L∞(R;E) is the set of all the complete solutions of problem (2.1.1) which are
defined for all t ∈ R and can be obtained as a Galerkin limit, i.e. ξu ∈ K if and only if there
exist a sequence of times tk → −∞ and a sequence of solutions ξuNk (t) of the problems:{
∂2t uNk + γ∂tuNk −∆xuNk + PNkf(uNk) = gNk , t ≥ tk,
ξuNk (tk) = ξ
0
k ∈ ENk ,
(2.5.14)
where ENk := PNkE, such that
‖ξ0k‖E ≤ C, and ξu = Θ - lim
k→∞
ξuNk , (2.5.15)
where C is independent of k and
Θ :=
[
L∞loc(R;E)
]w∗
. (2.5.16)
For the proof of this theorem see [74].
The next standard assertion utilizes the gradient structure of equation (2.1.1).
Corollary 2.5.2. Let the assumptions of Theorem 2.5.1 hold and let ξu ∈ K. Then,ˆ +∞
−∞
‖∂tu(s)‖2 ds ≤ C(1 + ‖g‖2), (2.5.17)
where the constant C is the same as in (2.5.5), and moreover, for every 1 ≥ β > 0,
∂tu ∈ Cb(R;H−β(Ω)) and lim
t→±∞ ‖∂tu(t)‖H−β(Ω) = 0. (2.5.18)
Indeed, the finiteness of the dissipation integral is an immediate corollary of estimate
(2.5.5) and the definition of the set K and the convergence (2.5.18) follows from this integral
and from the embedding
(K,Θ) ⊂ Cloc(R;H1−β(Ω) ∩ Lp+3−β(Ω)×H−β(Ω)), (2.5.19)
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see Appendix B, Theorem B.1.1 for more details.
Using the dissipation integral and considering the trajectory dynamical system (K+, Th)
it is easy to check convergence of complete solutions to equilibria.
Corollary 2.5.3. Let R be the set of all equilibria of (2.1.1) and let β ∈ (0, 1]. Then for
all u(t) ∈ K we have
lim
t→±∞ distH1−β(Ω)∩Lp+3−β(Ω)×H−β(Ω)(ξu(t),R) = 0. (2.5.20)
Proof. We prove the statement for t→ +∞ and the case of −∞ can be done analogously.
Let us consider the ω-limit set of trajectory u(t) ∈ K, under flow Th, h > 0:
ω(u) = {u¯ = Θ - lim
hn→+∞
Thnu : {hn}n∈N, limn→+∞hn = +∞}. (2.5.21)
So we need to prove that ω(u) = R. Assume u¯ ∈ ω(u) then for some sequence hn that
tends to +∞ we have
ˆ T+1
T
‖∂t(Thnu)(s)‖2ds =
ˆ T+1
T
‖∂tu(s+ hn)‖2ds =
ˆ hn+T+1
hn+T
‖∂tu(s)‖2ds→ 0, as hn → +∞, (2.5.22)
where at the last step we used the dissipation integral (2.5.17). On the other hand, since K
is closed in Θ, and weak-∗ convergence in L∞([T, T + 1];L2(Ω)) implies weak convergence
in L2([T, T + 1];L2(Ω)) we have
ˆ T+1
T
‖∂tu¯(s)‖2ds 6 lim inf
n→∞
ˆ T+1
T
‖∂tThnu(s)‖2ds = 0. (2.5.23)
Thus ∂tu¯ ≡ 0 on arbitrary segment [T, T + 1] and hence u¯ ∈ R.
Finally, we note that compact embedding (2.5.19) completes the proof.
2.6. Backward smoothness of complete trajectories
The backward smoothing property of complete solutions to be proved in this section will be
crucial for our proof of asymptotic compactness for the quintic case, see the next section.
The idea behind this is simple, since equilibria are smooth, due to Corollary 2.5.3, and
so must be tails of complete solutions if time is sufficiently large. This techniques was
first developed in [74] where it was applied to the damped wave equation and afterwards
optimized in [27] in the context of the Cahn-Hilliard-Oono equation. For the convenience
of the reader we present the arguments from [27] applied directly to the damped wave
equation.
We start with a construction of a smooth approximation of a given trajectory on Atr for
large negative times.
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Theorem 2.6.1. Let ξu(t) ∈ K. Then, for every σ > 0 there exists T = T (σ, u) < 0 and a
function u˜ = u˜σ ∈ C∞(R−;H2(Ω) ∩H10 (Ω)) such that:
1) for every β ∈ (0, 1] there exists c = c(β) independent of σ such that for every t 6 T
‖u(t)− u˜(t)‖H1−β(Ω) + ‖∂tu(t)− ∂tu˜(t)‖H−β(Ω) 6 cσ; (2.6.1)
2) there exists C independent of σ, such that
‖u˜‖C2((−∞,T ];H2(Ω)) 6 C(1 + ‖g‖); (2.6.2)
3) for each m ∈ N there exist Cm > 0 and κ > 0 independent of σ and t, such that
‖∂mt u˜(t)‖H2(Ω) 6 Cmσκ, ∀t 6 T ; (2.6.3)
4) u˜ solves
∂2t u˜+ γ∂tu˜−∆xu˜+ f(u˜) = g + φ(t), (2.6.4)
for some smooth φ such that
‖φ(t)‖+ ‖∂tφ(t)‖ 6 Cσκ, ∀t 6 T. (2.6.5)
Remark 2.6.1. In fact, if the set of equilibria is discrete, the connectedness of the ω-
limit set and Corollary 2.5.3 imply that any solution ξu ∈ K stabilizes to an equilibrium:
ω(u) = u˜(x) ∈ R. And thus in this case we set u˜ as the corresponding equilibria. However
if R is not discrete the situation becomes more delicate which is the subject of the theorem.
proof of Theorem 2.6.1. Due to (2.5.18) and Corollary 2.5.3 we see, that for every σ > 0
there exists T = T (σ, u) < 0 such that for every s 6 T there is an equilibrium us which
satisfies
sup
t∈[s−1,s+1]
‖u(t)− us‖H1−β(Ω) 6 σ. (2.6.6)
Let us check that
‖us − us+1‖H2(Ω) 6 Cσκ, s 6 T (2.6.7)
for some C and κ independent of σ and s. Since us and us+1 are equilibria and g ∈ L2(Ω)
the elliptic regularity implies that us, us+1 ∈ H2(Ω)∩H10 (Ω). Furthermore, since f ∈ C2(R),
we have
−∆x(us − us+1) = f(us)− f(us+1) ∈ H2(Ω) (2.6.8)
and therefore
‖us − us+1‖H4(Ω) 6 C. (2.6.9)
On the other hand, from definition of us and us+1 we have, for β ∈ (0, 1],
‖u(s+ 1)− us‖H1−β(Ω) + ‖u(s+ 1)− us+1‖H1−β(Ω) 6 2σ, (2.6.10)
which yields
‖us − us+1‖H1−β(Ω) 6 2σ, s 6 T. (2.6.11)
This, together with (2.6.9), implies (2.6.7).
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Now we can construct the desired function u˜(t). Let θ(t) ∈ C∞0 (R) be a function such
that θ ≡ 0 for t 6 0, θ(t) ≡ 1 for t > 1 and 0 6 θ(t) 6 1. Then for any σ > 0 and N ∈ N we
define u˜(t) on the segment [T −N,T −N + 1] with T = T (σ, u) by the following formula
u˜(t) = θ(t− T +N)uT−N+1 + (1− θ(t− T +N))uT−N . (2.6.12)
Such defined u˜(t) is obviously smooth in t and satisfies (2.6.2), (2.6.3). In addition, since
u(t) is close to u˜(t) on [T −N,T −N + 1] (see (2.6.6)), we have
‖u(t)− u˜(t)‖H1−β(Ω) 6 2σ, ∀t 6 T. (2.6.13)
Taking into account (2.5.18), (2.6.11) we conclude (2.6.1).
To complete the proof we need to show (2.6.4), (2.6.5). Due to (2.6.3) this is equivalent
to check the corresponding estimate for
φ˜(t) := −∆xu˜(t) + f(u˜(t))− g. (2.6.14)
To this end we notice
φ˜(t) = −∆xuT−N −∆x(uT−N+1 − uT−N )θ(t− T +N) + f(u˜(t))− g =
−∆x(uT−N+1 − uT−N )θ(t− T +N)+
f(uT−N + θ(t− T +N)[uT−N+1 − uT−N ])− f(uT−N ). (2.6.15)
This equality and (2.6.11) easily imply
‖φ˜(t)‖+ ‖∂tφ˜(t)‖ 6 Cσκ. (2.6.16)
From the last estimate and (2.6.3) we obtain (2.6.4), (2.6.5).
Following [74], it appears useful to consider the following non-autonomous problem{
∂2t v −∆xv + γ∂tv + f(v) + L(−∆x)−1v = h(t) := g + L(−∆x)−1u(t),
ξv|t=0 = 0, v|∂Ω = 0,
(2.6.17)
with some large parameter L > 0 to be chosen below and a fixed u ∈ K. Also it will be
important below that from Corollary 2.5.2 we can control the right hand side as follows
‖h(t)‖2 +
ˆ t+1
t
‖∂th(s)‖2H2(Ω)ds 6 CL(1 + ‖g‖2), (2.6.18)
∂th ∈ Cb(R;H2−β(Ω)), lim
t→−∞ ‖∂th(t)‖H2−β(Ω) = 0, (2.6.19)
for any β ∈ (0, 1].
The strategy is as follows. First we check that this auxiliary problem possesses a unique
smooth solution on (−∞, Tu] for Tu sufficiently small. Secondly we show that in fact
ξu(t) ≡ ξv(t).
The first step is implemented in the following
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Theorem 2.6.2. Let u ∈ K be given. Then for a sufficiently large L > 0 there exists a
time T = T (u, L) < 0 such that the problem (2.6.17) possesses a unique regular bounded
backward solution ξv(t) ∈ Cb((−∞, T ]; E1). Furthermore, this solution satisfies the estimate
‖∂2t v(t)‖H1(Ω) + ‖∂tv(t)‖H2(Ω) + ‖v(t)‖H2(Ω) 6 QL(‖g‖), t 6 T, (2.6.20)
for some monotone function QL and
lim
t→−∞ ‖∂tv(t)‖L∞(Ω) = 0. (2.6.21)
Proof. We proceed as in [27]. Let σ > 0 be small enough and let us look for v in the form
v(t) = u˜(t) + w(t), (2.6.22)
where we recall that u˜(t) depends on σ. Then w must solve the equation
∂2tw −∆xw + γ∂tw + f(u˜+ w)− f(u˜) + L(−∆x)−1w = h˜(t), (2.6.23)
where
h˜(t) = L(−∆x)−1(u(t)− u˜(t))− φ(t). (2.6.24)
We will solve (2.6.23) by means of the inverse function theorem (see Chapter B).
For some T < 0 small enough let us introduce the Banach space
Ψb := H
1
b ((−∞, T ];L2(Ω)) endowed with the norm
‖G‖H1b ((−∞,T ];L2(Ω)) := sup
t∈(−∞,T−1]
‖G‖H1([t,t+1];L2(Ω)). (2.6.25)
One can see that Ψb is continuously embedded into Cb((−∞, T ];L2(Ω)). We also set
Φb := {w ∈ C2b ((−∞, T ];L2(Ω)) ∩ C1b ((−∞, T ];H10 (Ω)) ∩ Cb((−∞, T ];H2(Ω)) :
∂2tw −∆xw ∈ Ψb} (2.6.26)
endowed with the natural norm. And let us consider operator TL : Φb → Ψb defined by
TL(w) = ∂2tw + γ∂tw −∆xw + f(u˜+ w)− f(w) + L(−∆x)−1w. (2.6.27)
We see that TL0 = 0 and by (2.6.1), (2.6.5)
‖h˜‖Ψb 6 C(σ + σκ) (2.6.28)
as long as T = T (σ, u) is small enough. Thus we are working in a neighbourhood of 0.
To solve (2.6.23), by inverse function theorem, it is sufficient to check smoothness of the
map TL : Φb → Ψb (see Appendix B) which is straightforward and the invertibility of
T ′L(0) ∈ L(Φb,Ψb) given by
T ′L(0)W = ∂2tW + γ∂tW −∆xW + f ′(u˜)W + L(−∆x)−1W. (2.6.29)
To check the invertibility we will show that the variation equation
∂2tW + γ∂tW −∆xW + f ′(u˜)W + L(−∆x)−1W = G(t) (2.6.30)
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has a unique solution W ∈ Φb for arbitrary G ∈ Ψb under assumption that σ is small enough
and L is large enough. For the brevity we restrict ourselves to formal derivation of a priori
estimates.
Multiplying (formally) equation (2.6.30) by ∂tW + βW with possibly small β > 0 (to be
fixed below) we derive
d
dt
EW + 2(γ − β)‖∂tW‖2 + 2β‖∇W‖2 + 2βL‖(−∆x)−1/2W‖2 + 2β(f ′(u˜),W 2) =
2(G, ∂tW + βW ) + (f
′′(u˜)∂tu˜,W 2), (2.6.31)
where
EW = ‖∂tW‖2 + ‖∇W‖2 + L‖(−∆x)−1/2W‖2 + βγ‖W‖2+
β(∂tW,W ) + (f
′(u˜),W 2). (2.6.32)
From (2.5.1).3, interpolation and Young’s inequality we have for some K > 0
− (f ′(u˜),W 2) 6 K‖W‖2 6 1
2
(
‖∇W‖2 +K2‖(−∆x)−1/2W‖2
)
(2.6.33)
and hence we can choose L = L(K) > 0 so large that
(f ′(u˜),W 2) +
1
2
(
‖∇W‖2 + L‖(−∆x)−1/2W‖2
)
> 0. (2.6.34)
Therefore we can choose β = β(γ) > 0 sufficiently small but independent of L such that
c‖ξW (t)‖2E 6 EW (t) 6 C‖ξW (t)‖2E (2.6.35)
for some positive constants c, C > 0. Collecting (2.6.31), (2.6.34), (2.6.35) we find
d
dt
EW + kEW 6 C‖G‖2 + (f ′′(u˜)∂tu˜,W 2)− β
2
‖∇W‖2, (2.6.36)
for some k,C > 0. Choosing σ > 0 (and corresponding T ) small enough it is easy to see
that
(f ′′(u˜)∂tu˜,W 2)− β
2
‖∇W‖2 6 0, t 6 T. (2.6.37)
Consequently
d
dt
EW + kEW 6 C‖G‖2, t 6 T. (2.6.38)
Applying Gronwall’s inequality on [tn, t] where tn tends to −∞ as n→ +∞ one finds
‖ξW (t)‖2E 6 C‖ξW (tn)‖2Ee−k(t−tn) + CL
ˆ t
tn
e−k(t−s)‖G(s)‖2ds, t 6 T. (2.6.39)
Taking into account that we are interested in W ∈ Φb and tending n to infinity we derive
‖ξW (t)‖2E 6 CL
ˆ t
−∞
e−k(t−s)‖G(s)‖2ds, t 6 T. (2.6.40)
In particular the above estimate implies that W is unique (W solves the linear equation).
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To obtain further regularity of W we observe that W˜ := ∂tW solves
∂2t W˜ + γ∂tW˜ −∆xW˜ + L(−∆x)−1W˜ + f ′(u˜)W˜ = ∂tG− f ′′(u˜)∂tu˜W. (2.6.41)
Multiplying equation for W˜ by ∂tW˜ + βW˜ with small enough β > 0 and repeating the
above arguments we deduce
‖ξW˜ (t)‖2E 6 CL
ˆ t
−∞
e−k(t−s)
(‖∂tG(s)‖2 + ‖f ′′(u˜(s))∂tu˜(s)W (s)‖2) ds, t 6 T
(2.6.42)
for some small T = Tu. Notice that (2.6.2), (2.6.40) give
‖f ′′(u˜(s))∂tu˜(s)W (s)‖2 6 C‖W (s)‖2 6 CL‖G‖Ψb (2.6.43)
that together with (2.6.42) implies
‖∇∂tW (t)‖2 + ‖∂2tW (t)‖2 6 CL‖G‖2Ψb , t 6 T. (2.6.44)
Using the expression (2.6.30) for −∆xW from and using the obtained estimates we find
‖∆xW (t)‖2 6 CL‖G‖2Ψb , t 6 T. (2.6.45)
Furthermore, using (2.6.41) to express ∂2t W˜−∆xW˜ and using (2.6.30) to express ∂2tW−∆xW
it is easy to check (based on(2.6.44), (2.6.40)) that
‖∂2tW −∆xW‖2Ψb 6 CL‖G‖2Ψb . (2.6.46)
The estimates (2.6.40),(2.6.44), (2.6.45), (2.6.46) imply the existence of the unique solution
W ∈ Φb to problem (2.6.30) by standard arguments.
Thus we indeed can apply inverse function theorem to problem (2.6.23) and thus equation
(2.6.17) is also well-posed and its solution v admits the estimate
‖v‖Φb 6 CL(1 + ‖g‖) (2.6.47)
In addition, due to the inverse function theorem and (2.6.28), for arbitrarily small neigh-
bourhood U of 0 in the space Φb we can choose such T < 0 small enough, that ξw(t) ∈ U
for all t 6 T . This together with (2.6.3) implies that
lim
t→−∞ ‖∂tv(t)‖H1(Ω) = 0. (2.6.48)
In the next step we improve the regularity (2.6.47) to (2.6.20) and (2.6.48) to (2.6.21). To
this end let us consider the equation for V (t) := ∂tv(t)
∂2t V + γ∂tV −∆xV + L(−∆x)−1V = H(t) := ∂th− f ′(v)∂tv. (2.6.49)
Multiplying this equation by (−∆x)(∂tV + βV ) we derive
d
dt
EV + 2(γ − β)‖∇∂tV ‖2 + 2β‖∆xV ‖2 + 2βL‖V ‖2 = 2(∇H,∇(∂tV + βV )), (2.6.50)
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where
EV = 2β(∇∂tV,∇V ) + ‖∇∂tV ‖2 + βγ‖∇V ‖2 + ‖∆xV ‖2 + L‖V ‖2. (2.6.51)
Similarly to (2.6.35) we have
c‖ξV ‖2E1 6 EV 6 C‖ξV ‖2E1 . (2.6.52)
From (2.6.50), (2.6.51) it is easy to obtain, by Gronwall’s lemma the following estimate
‖ξV (t)‖E1 6 C
ˆ t
−∞
e−k(t−s)‖∇H(s)‖2ds, t 6 T, (2.6.53)
for some positive constants k,C > 0. Estimate (2.6.47) together with (2.6.48) implies
‖∇H(t)‖ 6 CL(1 + ‖g‖), t 6 T, (2.6.54)
as well as
lim
t→−∞ ‖∇H(t)‖ = 0, (2.6.55)
that completes the proof.
Based on Theorem 2.6.2 we are able to prove the backward smoothness of trajectories on
Atr, which is the main result of this section. To keep the exposition closed we present its
proof, given in [74] (see, pp. 369-371). Analogous results for the hyperbolic Cahn-Hilliard
equation are obtained in [27,28].
Theorem 2.6.3. Let the assumptions of Theorem 2.5.1 hold. Then, for every complete
Galerkin solution ξu ∈ K of equation (2.1.1), there exists a time T = Tu such that
ξu ∈ Cb((−∞, T ]; E1) (2.6.56)
and
‖ξu(t)‖E1 + ‖ξ∂tu(t)‖E1 ≤ C, t 6 T (2.6.57)
where the constant C is independent of u ∈ K.
Proof. Our goal is to prove that
ξu(t) ≡ ξv(t), ∀t 6 T (2.6.58)
for some T = Tu < 0, where v is the solution constructed in Theorem 2.6.2. According to
Theorem 2.5.1 we have a sequence {uNk(t)}∞k=1 for t > tk solving (2.5.14) and such that
(2.5.15) holds true. Also we set
vNk(t) = PNkv(t), t 6 T, (2.6.59)
where T is defined by Theorem 2.6.2.
From the boundedness of the set {ξv(t), t 6 T} in E1 (see Theorem 2.6.2) and the compact
embeddings E1 ⊂⊂ E it follows that
lim
k→∞
‖ξvNk − ξv‖Cb((−∞,T ];E) = 0, limk→∞ ‖vNk − v‖Cb((−∞,T ]×Ω) = 0. (2.6.60)
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Moreover, since {∂tv(t), t 6 T} is also bounded in H2(Ω) by (2.6.20) we also have
lim
k→∞
‖∂tvNk − ∂tv‖Cb((−∞,T ]×Ω) = 0. (2.6.61)
Denoting U(t) := u(t)− v(t) and UNk := uNk(t)− vNk(t) we see that U(t) solves
∂2t UNk + γ∂tUNk −∆xUNk + L(−∆x)−1UNk+
PNk(f(vNk + UNk)− f(vNk)) = hNk := PNk(f(v)− f(vNk)),
ξUNk (tk) = ξ
0
k − PNkξv(tk).
(2.6.62)
In addition, (2.6.60) implies
lim
k→+∞
‖hNk‖Cb((−∞,T ]×Ω) = 0, ‖ξUNk (tk)‖E 6 C, (2.6.63)
for some C independent of k. As previously we multiply equation (2.6.62) by ∂tUNk +βUNk
with some β > 0 and, after some computations, derive
d
dt
EUNk (t) + βEUNk (t) = HUNk (t), t 6 T, (2.6.64)
where
EUNk (t) = ‖∂tUNk(t)‖
2 + ‖∇UNk(t)‖2 + L‖(−∆x)−1/2UNk(t)‖2 + 2β(∂tUNk(t), UNk(t))+
γβ‖UNk(t)‖2 + 2(F (UNk(t) + vNk(t))− F (vNk(t))− f(vNk(t))UNk(t), 1), (2.6.65)
and
HUNk (t) = −(2γ − 3β)‖∂tUNk(t)‖
2 − β‖∇UNk(t)‖2 − βL‖(−∆x)−1/2UNk(t)‖2+
2β
(
F (UNk(t) + vNk(t))− F (vNk(t))− f(vNk(t))UNk(t)−(
f(vNk(t) + UNk(t))− f(vNk(t))
)
UNk(t), 1
)
+ 2β2(∂tUNk(t), UNk(t)) + γβ
2‖UNk(t)‖2+
2
(
hNk(t), ∂tUNk(t) + βUNk(t)
)
+
2
(
f(UNk(t) + vNk(t))− f(vNk(t))− f ′(vNk(t))UNk(t), ∂tvNk(t)
)
. (2.6.66)
To estimate (2.6.66) we need the following
Proposition 2.6.1 (see [74], Proposition 2.1). Assume f satisfies (2.5.1). Then,
F (v + w)− F (v)− f(v)w > −K|w|2 + δp|w|2
(|v|p+1 + |w|p+1) , ∀v, w ∈ R, (2.6.67)
where the constant K is the same as in (2.5.1) and δp is some positive constant that depends
only on p. Moreover,
Φv(w) := F (v + w)− F (v)− f(v)w −
(
f(v + w)− f(v)
)
w 6
K
2
|w|2 − δ′p|w|2
(|v|p+1 + |w|p+1) , (2.6.68)
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for some positive constant δ′p depending only on p. And, finally,
|f(v + w)− f(v)− f ′(v)w| 6 C|w|2(1 + |v|p + |w|p), (2.6.69)
where the constant C is independent of v and w.
From (2.6.68), (2.6.69) follows that we can choose β = β(γ), L = L(K) such that
HUNk (t) 6 −
β1
2
‖∇UNk‖2 − 2β1‖UNk‖p+3Lp+3−
− β1L
2
‖(−∆x)−1/2UNk‖2 + C‖hNk‖2+
C1‖∂tvNk‖L∞(1 + |vNk |p + |UNk |p, |UNk |2), (2.6.70)
where the positive constants β1, C1 are independent of t, k, L. Taking into account (2.6.60),
(2.6.61) and the fact that ‖v(t)‖L∞ is bounded for t 6 T we conclude that we can choose
T ′ 6 T small enough and k sufficiently large such that
HUNk (t) 6 C‖hNk(t)‖
2, t 6 T ′. (2.6.71)
By Gronwall’s lemma and (2.6.64) we find
EUNk (t) 6 EUNk (tk)e
−β(t−tk) + C
ˆ t
tk
e−β(t−s)‖hNk(s)‖2ds, t 6 T ′ (2.6.72)
with constants C and β independent of k. Sending k to infinity and using (2.6.67), (2.6.63),
(2.6.60) we obtain
‖ξU (t)‖2E 6 0, t 6 T ′ (2.6.73)
and thus u(t) ≡ v(t) for t 6 T ′.
To conclude the section, we state a version of the so-called weak-strong uniqueness result
which shows that the solution ξu(t) ∈ K is unique while it is regular, so the non-uniqueness
can appear only after the possible blow up of the strong solution. This property will be
important in the following chapter.
Theorem 2.6.4. Let the assumptions of Theorem 2.5.1 hold and ξu ∈ K be a complete
weak solution of (2.1.1) which satisfies (2.6.56), for t ≤ T . We also assume that ξv ∈ K is
another complete weak solution which satisfies
ξu(t) = ξv(t), for all t ≤ T ′ < T. (2.6.74)
Then, necessarily
ξu(t) = ξv(t), for all t ≤ T.
The proof follows very close to the previous theorem and for this reason is omitted (see
[74], Theorem 2.2 for the details).
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2.7. Asymptotic compactness and attractors: the critical case
In this concluding section, we establish the asymptotic compactness of the Shatah-Struwe
solutions and the existence of the global attractor for the solutions semigroup S(t), see
(2.3.28), of equation (2.1.1) in the critical quintic case. The crucial role in our proof of this
fact is played by the trajectory attractor Atr for the Galerkin solutions of this equation
and the backward regularity of solutions on it discussed in the previous section. Namely,
combining the results of Section 2.3 on the Shatah-Struwe solutions with the trajectory
attractor approach for the Galerkin solutions discussed in the previous section, we obtain
the following regularity result.
Proposition 2.7.1. Let the nonlinearity f satisfy (2.3.26) and (2.5.1) with p = 3 and let
g ∈ L2(Ω). Then the trajectory attractor Atr of problem (2.1.1) constructed in Theorem
2.5.1 is generated by smooth complete solutions of (2.1.1), namely, for any ξu ∈ K,
ξu(t) ∈ E1, (2.7.1)
for all t ∈ R.
Proof. Indeed, due to Theorem 2.6.3, we know that ξu(t) ∈ E1 for all t ≤ T . Moreover, due
to Theorem 2.3.1 there is an extension u¯(t) for t ≥ T such that u¯(t) = u(t) for t ≤ T and
u¯(t) is a Shatah-Struwe solution of equation (2.1.1) for all t ∈ R. Then, due to Proposition
2.3.3 and the fact that ξu¯(T ) ∈ E1, we conclude that ξu¯(t) ∈ E1 for all t ∈ R.
Furthermore, due to Corollary 2.3.3, any Shatah-Struwe solution is a Galerkin solution as
well and the Galerkin approximations converge even strongly in E to that solution. For this
reason, the modified energy coincides with the usual one (i.e., identity (2.5.6) holds) for
any Shatah-Struwe solution and this, together with the definition of the set K implies that
u¯ ∈ K. Finally, due to the uniqueness Theorem 2.6.4, u(t) = u¯(t) for all t ∈ R. This gives
(2.7.1) and finishes the proof of the proposition.
Remark 2.7.1. Note that, at this stage we have established only the E1-regularity of any
solution u ∈ K and the global boundedness of K in Cb(R; E) (due to the energy estimate
(2.5.5)). However, since we do not control the growth rate of the Strichartz norm with
respect to T in the estimate (2.3.27), we still do not have boundedness of ξu(t) as t→∞
in the E1-norm. Nevertheless, we obviously have the energy equality for every u ∈ K.
This, together with the standard energy method will allow us to establish the asymptotic
compactness which a posteriori will give us the desired control of the Strichartz norm and,
finally, we will verify that K is bounded in Cb(R; E1) as well.
The next theorem can be considered as the main result of this section.
Theorem 2.7.1. Let the assumptions of Proposition 2.7.1 hold. Then, the solution semi-
group S(t) generated by the Shatah-Struwe solutions of equation (2.1.1) possesses a global
attractor A (see Definition D.1.6) in the space E which is a subset of E1. Moreover,
A = Πt=0Atr, (2.7.2)
where Atr is a trajectory attractor of equation (2.1.1) constructed in Theorem 2.5.1 (based
on the Galerkin solutions of equation (2.1.1)).
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Proof. Indeed, due to estimate (2.3.29), the ball
B := {ξ ∈ E , ‖ξ‖E ≤ R}
is an absorbing ball for the semigroup S(t) in E and, arguing as in Corollary 2.3.1, we see
that the semigroup S(t) is continuous in E for every fixed t. Thus, according to the abstract
attractor existence theorem (see Theorem D.2.1 in Appendix D and also [3,31,47]), we only
need to verify the asymptotic compactness of the semigroup S(t). Namely, we need to check
that, for every sequence ξn ∈ B and every sequence of times tn →∞, the sequence S(tn)ξn
is precompact in E , i.e., that there exists a subsequence nk such that
S(tnk)ξnk → ξ∞ (2.7.3)
strongly in E .
To prove the strong convergence we will utilize the so-called energy method, see e.g.,
[4, 48]. We start with the elementary observation that, without loss of generality, we may
assume that S(tn)ξn → ξ∞ weakly in E . This follows from the fact that the sequence
S(tn)ξn is bounded due to energy estimate and the Banach-Alaoglu theorem. Let us denote
by vn(t) := S(t)ξn the corresponding Shatah-Struwe solutions of equation (2.1.1) and fix
un := Ttnvn. Then, un(t) are also Shatah-Struwe solutions of equation (2.1.1) defined on
time interval t ∈ [−tn,∞) and
ξun(0) ⇀ ξ∞
weakly in E . Since every Shatah-Struwe solution is a Galerkin solution and the M -energy
from (2.5.3) of them coincide with the usual energy, by the definition of the trajectory
attractor Atr, we may assume without loss of generality that ξun is weakly-star convergent
to some Galerkin solution ξu(t) ∈ Atr in the space L∞loc(R+; E). Moreover, if we extend the
functions ξun(t), say, by zero for t ≤ −tn, we also may assume that
ξun → ξu, weakly star in L∞loc(R; E)
and that ξu ∈ K with ξu(0) = ξ∞, see [74] for the details.
Multiplying now equations (2.1.1) for un by ∂tun + αun, where α > 0 will be fixed below,
we end up with the following energy type identity:
d
dt
Eα(ξun) + κEα(ξun) +Gα(ξun) + (Φα(un), 1) + (gα, un) = 0, (2.7.4)
where κ > 0 is a parameter, gα = (κ− α)g, Φα(u) := αf(u)u− κF (u),
Eα(ξu) :=
1
2
‖ξu‖2E + (F (u), 1)− (g, u) + α(u, ∂tu) +
1
2
αγ‖u‖2
and
Gα(ξu) := (γ − α− κ
2
)‖∂tu‖2 +
(
α− κ
2
)
‖∇xu‖2 − κα(u, ∂tu)− γακ
2
‖u‖2.
We recall that the above calculations are justified since any Shatah-Struwe solution satisfies
the energy equality. We now fix the positive constants α and κ to be small enough that the
quadratic form Gα is positive definite:
K1‖ξu‖2E ≤ Gα(ξu) ≤ K2‖ξu‖2E
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for some positive K1 and K2. We also assume that 4κ ≤ α which guarantees that
Φα(u) ≥ −C,
due to assumption (2.3.26). Integrating now equality (2.7.4) with respect to t ∈ [−tn, 0],
we arrive at
Eα(ξun(0)) +
ˆ 0
−tn
eκs (Gα(ξun(s)) + (Φα(un(s)), 1) + (gα, un(s))) ds = Eα(ξn)e
−κtn .
(2.7.5)
We want now to pass to the limit n → ∞ in equality (2.7.5). To this end, we recall that
ξun is uniformly bounded in L
∞(R−; E) and is weakly-star convergent in this space to the
solution ξu ∈ K. Moreover, we also know that ξn(0) → ξ∞ = ξu(0) weakly in E . Using
the compactness of the embedding Cloc(R−; E) ⊂ Cloc(R−;L2(Ω)), we also conclude that
un → u strongly in Cloc(R−;L2(Ω)) and, in particular, almost everywhere. Therefore, since
Φα(u) is bounded from below and the quadratic form Gα(u) is positive definite, using also
the Fatou lemma, we conclude that
lim inf
n→∞
ˆ 0
−tn
eκs (Gα(ξun(s)) + (Φα(un(s)), 1) + (gα, un(s))) ds ≥
≥
ˆ 0
−∞
eκs (Gα(ξu(s)) + (Φα(u(s)), 1) + (gα, u(s))) ds
and, analogously,
lim inf
n→∞ Eα(ξun(0)) ≥ Eα(ξu(0)). (2.7.6)
Thus, taking into the account that ξn is uniformly bounded in E , we end up with
Eα(ξu(0)) +
ˆ 0
−∞
eκs (Gα(ξu(s)) + (Φα(u(s)), 1) + (gα, u(s))) ds ≤ 0. (2.7.7)
We now recall that u ∈ K, so, by Proposition 2.7.1, u is smooth and, therefore, it satisfies
the energy equality. Thus, repeating the derivation of (2.7.5), but for the function u, we see
that the last inequality is actually the equality. This is possible only if (2.7.6) is actually
equality. Using now that, due to the Fatou lemma
lim inf
n→∞ (F (un(0)), 1) ≥ (F (u(0)), 1) and lim infn→∞ ‖ξun(0)‖
2
E ≥ ‖ξu(0)‖2E ,
we see that
‖ξu(0)‖2E = lim infn→∞ ‖ξun(0)‖
2
E .
Thus, since ξun(0) ⇀ ξu(0), we may assume without loss of generality that
S(tn)ξn = ξun(0)→ ξ∞ = ξu(0)
strongly in E . This proves the desired asymptotic compactness of the semigroup S(t).
Thus, by the abstract attractor existence theorem, there exists a global attractor A for
the semigroup S(t) associated with equation (2.1.1) and, obviously,
A ⊂ Πt=0K.
The opposite inclusion follows from the fact that K consists of smooth solutions which
are Shatah-Struwe solutions. So, the equality (2.7.2) is also proved and the theorem is
proved.
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We now want to verify that the constructed attractor is bounded in E1. To this end, we
need the following result.
Corollary 2.7.1. Let the assumptions of Theorem 2.7.1 hold. Then, the restriction of the
trajectory set K to the time interval t ∈ [0, 1] is a compact set of L4([0, 1];L12(Ω)):
K∣∣
t∈[0,1] ⊂⊂ L4([0, 1];L12(Ω)).
Proof. Indeed, due to Theorem 2.7.1, the attractor A is compact in E . Then, arguing as in
the proof of Proposition 2.3.1, we see that, for every ε > 0, there exists T = T (ε) such that,
for any Shatah-Struwe solution u(t) starting from the attractor (ξu(0) ∈ A), we have
‖u‖L4([0,T (ε)];L12(Ω)) ≤ ε
or, in other words,
‖K∣∣
t∈[0,T (ε)]‖L4([0,T (ε)];L12(Ω)) ≤ ε. (2.7.8)
Since the set K is invariant with respect to time shifts (ThK = K), we have proved that, for
any u ∈ K
sup
T∈R
‖u‖L4([T,T+1];L12(Ω)) ≤ C, (2.7.9)
where the constant C is independent of u.
Since A is compact, verifying the continuity of the solution map S : ξu(0) → u as the
map from A to L4(0, 1;L12(Ω)) will prove the corollary. To this end, we first observe that
using the uniform estimate (2.7.9) and Corollary 2.3.1, we see that
‖ξu1(t)− ξu2(t)‖E ≤ CeKt‖ξu1(0)− ξu2(0)‖E , (2.7.10)
where C and K are independent of ξui(0) ∈ A. Thus, the map S is continuous as the map
from E to C([0, 1]; E).
To prove the continuity in the Strichartz norm, we note that analogously to (2.3.15),
‖f(u1(t))− f(u2(t))‖ ≤ C(1 + ‖u1(t)‖4L12(Ω) + ‖u2(t)‖4L12(Ω))‖ξu1(t)− ξu2(t)‖E .
This estimate, together with (2.7.10) and (2.7.9), gives
‖f(u1)− f(u2)‖L1([0,1];L2(Ω)) ≤ C‖ξu1(0)− ξu2(0)‖E ,
where the constant C is independent of ξui(0) ∈ A. Applying now the Strichartz estimate
(2.2.3) to equation (2.3.13), we get
‖u1 − u2‖L4(0,1;L12(Ω)) ≤ C‖ξu1(0)− ξu2(0)‖E .
Thus, the map S is indeed continuous as a map from E to L4(0, 1;L12(Ω)) and the corollary
is proved.
We are finally ready to state the result on the boundedness of the global attractor in E1.
Theorem 2.7.2. Let the assumptions of Theorem 2.7.1 hold. Then the global attractor A
of the solution semigroup S(t) associated with equation (2.1.1) is a bounded set in E1.
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Proof. Indeed, due to estimate (2.6.57) for any complete solution u ∈ K and due to the
invariance of K, it is sufficient to verify the following estimate:
‖ξu(t)‖E1 ≤ Q(‖ξu(0)‖E1), t ≥ 0, (2.7.11)
where the monotone function Q is independent of t ≥ 0 and ξu(0) ∈ A.
We will proceed analogously to the proof of Proposition 2.3.3, but will improve estimate
(2.3.35) using the information on the compactness of K in the Strichartz norm. Namely,
due to the compactness and estimate (2.7.9), for every ε > 0, we can split the solution u in
a sum u(t) = u¯(t) + u˜(t), where
sup
T≥0
‖u˜‖L4([T,T+1];L12(Ω)) ≤ ε (2.7.12)
and the other function is smooth:
‖u¯(t)‖E1 ≤ Cε, t ≥ 0, (2.7.13)
where the constant Cε depends on ε, but is independent of t and u ∈ K. Using this
decomposition, we improve (2.3.35) as follows
|(f ′(u)v, ∂tv)| ≤ (|f ′(u¯+ u˜)− f(u¯)|, |v| · |∂tv|) + (|f ′(u¯)|, |v| · |∂tv|) ≤
≤ C((1 + |u¯|3 + |u˜|3)|u˜|, |v| · |∂tv|) + C‖f ′(u¯)‖L∞‖v‖‖∂tv‖ ≤
≤ C(1 + ‖u˜‖3L12 + ‖u‖3L12)‖u˜‖L12‖ξv‖2E + ε‖ξv‖2E + Cε‖∂tu‖2 = lε(t)‖ξv‖2E + Cε‖ξu‖2E ,
(2.7.14)
where lε(t) := ε+ C
(
1 + ‖u˜‖3L12 + ‖u‖3L12
) ‖u˜‖L12). Then, due to (2.7.9) and (2.7.12), we
have ˆ t+1
t
lε(t) dt ≤ Cε, (2.7.15)
where the constant C is independent of ε and on u ∈ K. Inserting this estimate into (2.3.34),
we have
1
2
d
dt
‖ξv(t)‖2E + γ‖∂tv(t)‖2 ≤ lε(t)‖ξv(t)‖2E + Cε‖ξu(t)‖2E . (2.7.16)
Multiplying now equation (2.3.33) by αv, where α > 0 is a small parameter, integrating
over Ω and using (2.3.30), we derive
d
dt
(α(v(t), ∂tv(t)) +
1
2
αγ‖v(t)‖2) + α‖∇xv(t)‖2 ≤ Kα‖ξu(t)‖2 + α‖∂tv‖2.
Taking a sum of this inequality with (2.7.16) and fixing α > 0 to be small enough, we finally
arrive at
d
dt
(
1
2
‖ξv(t)‖2E + α(v(t), ∂tv(t)) +
1
2
αγ‖v(t)‖2
)
+ (κ− lε(t))‖ξv(t)‖2E ≤ Kα‖ξu(t)‖2E
for some positive constant κ which is independent of ε and u. Fixing now ε > 0 to be small
enough, applying the Gronwall inequality and estimating the term containing lε(t) using
(2.7.15), we get
‖ξv(t)‖2E ≤ Ce−κt‖ξv(0)‖2E + C‖ξu‖2C(R+;E) ≤ C
(‖ξv(0)‖2E + 1) .
Estimate (2.3.38) gives now the desired estimate (2.7.11) and finishes the proof of the
theorem.
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Remark 2.7.2. Since H2 ⊂ C in the 3D case, the proved boundedness of the global attractor
A in the space E1 allows us to verify the further regularity of the attractor by straightforward
bootstrapping, so, similarly to the subcritical case, the actual regularity of the attractor is
restricted by the regularity of f and g only. Moreover, the finite-dimensionality of A can be
obtained also exactly as in the subcritical case.
However, we emphasize that, in contrast to the subcritical case, our proof of the existence
of the global attractor A and its further regularity is strongly based on the gradient structure
of equation (2.1.1) and the finiteness of the dissipation integral (2.5.17). Thus, the extension
of the results of this section to the case of non-autonomous external forces g = g(t) or to
systems of equations of the form (2.1.1) with non-gradient nonlinearity f is still an open
problem. As we have already mentioned, the key difficulty in this problem is to establish the
dissipative estimate for the Strichartz norm of any Shatah-Struwe solution u of the form
‖u‖L4([T,T+1];L12(Ω)) ≤ Q(‖ξu(0)‖E)e−αT +Q(‖g‖). (2.7.17)
This estimate cannot be obtained directly from the proof of Theorem 2.3.1 and we do not
know whether or not it is actually true even in the autonomous case considered in this
section. Nevertheless, we conjecture that it is true at least in the autonomous case since, a
posteriori, based on the existence of the compact global attractor A, on can verify a slightly
weaker version of (2.7.17), namely, that for every bounded set B ⊂ E, there exists T = T (B)
such that
‖u‖L4([t,t+1];L12(Ω)) ≤ Q(‖g‖), t ≥ T, for all ξu(0) ∈ B.
Therefore one only needs to verify (2.7.17) on a finite time interval and we expect that it can
be done using the concentration compactness arguments, see e.g. [66]. On the other hand,
up to the moment, we do not know how to verify (2.7.17) in the non-autonomous case.
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3. Damped wave equation: α ∈ (0, 1/2)
3.1. Introduction
The aim of this chapter is twofold. The first aim is to prove existence and uniqueness
of Shatah-Struwe solutions for the semi-linear wave equation (1.0.1) with damping term
(−∆x)α∂tu, when α ∈ (0, 12) and sub-quintic non-linearity in a bounded smooth domain.
The second aim is to build up smooth attractor theory for the considered equation. The
main problem in the case α ∈ (0, 12) is the control of the L5([0, T ];L10(Ω)) norm of solutions
of the linear problem {
∂2t u+ γ(−∆x)α∂tu−∆xu = h(t),
u|t=0 = u0, ∂tu|t=0 = u1, u|∂Ω = 0,
(3.1.1)
where (u0, u1) ∈ H10 (Ω)× L2(Ω) and h ∈ L1([0, T ];L2(Ω)). In contrast to the case α = 0,
we can not just move the damping term (−∆x)α∂tu to the right hand side and use the
usual Strichartz estimate since (−∆x)α∂tu ∈ L2([0, T ];H−α(Ω)) but it does not lie in
L1([0, T ];L2(Ω)). To overcome this difficulty we note that the change of variables v(t) =
e
γ
2
(−∆x)αtu(t) transforms the linear homogeneous damped wave equation (3.1.1) (with h ≡ 0)
into the following one
∂2t v −∆xv −
γ2
4
(−∆x)2αv = 0. (3.1.2)
Then using spectral cluster estimates obtained in [62] and adapting technique presented
in [6] we are still able to tackle the extra term γ
2
4 (−∆x)2αv and establish control of
the L5([0, T ];L10(Ω)) norm for solutions of (3.1.2). This implies the control of the
L5([0, T ];L10(Ω)) norm for the homogeneous equation (3.1.1) since the operators e−
γ
2
(−∆x)αt
are bounded from Lp(Ω) to Lp(Ω) for p ∈ (1,∞) as long as t > 0. Consequently this also
gives L5([0, T ];L10(Ω)) control for solutions of the non-homogeneous equation (3.1.1) which
leads to the first main result
Theorem 3.1.1. (see Proposition 3.2.3) Let γ be a strictly positive number, h(t) ∈
L1([0, T ];L2(Ω)) and initial data (u0, u1) ∈ H10 (Ω)× L2(Ω). Then every energy solution u
to problem (3.1.1) possesses the following extra regularity
‖u‖L5([0,T ];L10(Ω)) 6 C(‖u0‖H1(Ω) + ‖u1‖+ ‖h‖L1([0,T ];L2(Ω))), (3.1.3)
where constant C is independent of T and initial data (u0, u1).
Finally, considering equation (1.0.1) as perturbation of (3.1.1) we prove global existence
and uniqueness of solutions for the original problem (1.0.1) with finite L5([0, T ];L10(Ω))
norm. We note that in contrast to the linear problem, it is not known whether all energy
solutions possess this extra regularity. Therefore, similarly to the previous chapter, we
distinct to classes of solutions: energy solutions and Shatah-Struwe solutions.
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Definition 3.1.1. Let α ∈ (0, 12). Function u(t) such that ξu(t) ∈ L∞([0, T ]; E) and solves
problem (1.0.1) in the sense of distributions on [0, T ] and satisfies initial data ξu(0) = (u0, u1)
to be called energy solution of problem (1.0.1) on [0, T ].
Definition 3.1.2. Let α ∈ (0, 12). Energy solution u(t) of problem (1.0.1) to be called
Shatah-Struwe solution on [0, T ] if in addition u(t) ∈ L5([0, T ];L10(Ω)).
Our well-posedness result can be stated as follows
Theorem 3.1.2. (see Theorems 3.3.1 and 3.3.2) Let γ > 0, and let nonlinearity f ∈ C1(R)
be such that
f(u)u > −C, |f ′(u)| 6 C(1 + |u|q), q ∈ [0, 4). (3.1.4)
Then for any initial data ξ0 = (u0, u1) ∈ H10 (Ω)×L2(Ω) there exists a unique Shatah-Struwe
solution u of problem (1.0.1) with finite L5([0, T ];L10(Ω)) norm. Moreover this solution
enjoys the following estimate
‖ξu(t)‖E + ‖∂tu‖L2([max{0,t−1},t];Hα(Ω))+
‖u‖L5([max{0,t−1},t];L10(Ω)) 6 Q(‖ξ0‖E)e−βt +Q(‖g‖), t > 0, (3.1.5)
where the constant β > 0 and the increasing function Q are independent of t and ξ0.
We note that spectral cluster estimates obtained in [62] allow us to control the
L5([0, T ];L10(Ω)) norm at most. This allows easily to tackle a sub-quintic growth rate
of non-linearity, but requires further work for a quintic non-linearity. Indeed, in case of
quintic non-linearity, we can only prove local existence of Shatah-Struwe solutions and
non-concentration of the L5([0, T ];L10(Ω)) remains open. The main difficulty here is related
to the fact that in the case α ∈ (0, 12) the finite speed of propagation property fails. And
thus the arguments from [6] do not work directly.
The attractor theory for the considered equation with q ∈ [0, 4) is based on the fact that
the considered Shatah-Struwe solutions possess smoothing property similar to parabolic
equations (see Theorem 3.4.3).
The chapter is organised as follows. In Section 3.2 we derive a Strichartz type estimate
for the linear problem (3.1.1). Existence and uniqueness of Shatah-Struwe solutions in
the semilinear case, as well as their basic properties, are established in Section 3.3. In
Section 3.4 we show that Shatah-Struwe solutions to problem (1.0.1) satisfy a parabolic-like
smoothing property. Finally, existence of a smooth global attractor as well as exponential
global attractor is proved in Section 3.5.
3.2. Strichartz estimate in the linear case
In this section we establish Strichartz estimates for the linear damped wave equation (3.1.1),
where Ω ⊂ R3 is a bounded smooth domain, γ > 0 is a constant and h(t) ∈ L1 ([0, T ];L2(Ω))
and α ∈ (0, 12).
Let us recall the classical energy estimate for the linear equation (3.1.1)
Proposition 3.2.1 (Energy estimate). Let u be a distributional solution of (3.1.1) and the
above assumptions hold. Then u satisfies the following estimates
‖ξu(t)‖E + ‖∂tu(s)‖L2([max{0,t−1},t];Hα(Ω)) 6 C
(
e−βt‖ξ0‖E +
ˆ t
0
e−β(t−s)‖h(s)‖ds
)
,
(3.2.1)
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for some small enough β > 0 and C > 0 which depend on γ only.
Estimate (3.2.1) easily follows from multiplication of (3.1.1) by ∂tu + ru with small
enough constant r > 0.
Corollary 3.2.1. Let the assumptions of Proposition 3.2.1 be satisfied and let u be a
distributional solution of (3.1.1). Then, in addition, u ∈ L2([0, T ];H1+α(Ω)) for any T > 0
and the following estimate holds
‖u(s)‖L2([max{0,t−1},t];H1+α(Ω)) 6 C
(
e−βt‖ξ0‖E +
ˆ t
0
‖h(s)‖e−β(t−s)ds
)
, t > 0, (3.2.2)
for some C, β > 0, which is independent of t, ξ0 and h(t).
Proof. The corollary easily follows from multiplication of (3.1.1) by (−∆x)αu and Propo-
sition 3.2.1. Indeed, from (3.2.1) and h ∈ L1([0, T ];L2(Ω)) it follows that the product
(h(t), (−∆x)αu) makes sense. To perform multiplication involving linear terms one can
apply projector PN on the first N eigenfunctions of −∆x to (3.1.1), multiply the obtained
equation by (−∆x)αuN , where uN = PNu and pass to the limit in subsequent estimates.
Below we derive (3.2.2) in formal way.
Multiplication of (3.1.1) by (−∆x)αu gives
d
dt
(
(∂tu, (−∆x)αu) + γ
2
‖(−∆x)αu‖2
)
+ ‖(−∆x)
1+α
2 u‖2 =
(h, (−∆x)αu) + ‖(−∆x)α2 ∂tu‖2. (3.2.3)
Integrating the above inequality from τ(t) = max{0, t− 1} to t and using Cauchy inequality
one finds
ˆ t
τ(t)
‖(−∆x)
1+α
2 u(s)‖2ds 6 C
(ˆ t
τ(t)
‖h(s)‖‖u(s)‖H1(Ω)ds+
ˆ t
τ(t)
‖∂tu(s)‖2Hα(Ω)ds+
‖ξu(τ(t))‖2E + ‖ξu(t)‖2E
)
. (3.2.4)
Taking into account (3.2.1), we derive
ˆ t
τ(t)
‖(−∆x)
1+α
2 u(s)‖2ds 6 C sup
s∈[τ(t),t]
‖u(s)‖H1(Ω)
ˆ t
τ(t)
‖h(s)‖ds+
C
(
e−βt‖ξ0‖E +
ˆ t
0
e−β(t−s)‖h(s)‖ds
)2
6 C
(
e−βt‖ξ0‖E +
ˆ t
0
e−β(t−s)‖h(s)‖ds
)2
,
(3.2.5)
that completes the proof.
However to consider the semi-linear damped wave equation with a sub-quintic non-linearity
we will need additional space-time regularity. Following the arguments from [6] we get this
regularity from Lp estimates on spectral clusters obtained in [62] (Theorem 7.1), namely:
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Theorem 3.2.1. Let Ω ⊂ R3 be a smooth bounded domain, {ek}∞k=1 and {λk}∞k=1 be
eigenfunctions and eigenvalues of −∆ respectively and let Pλ = 1√−∆∈[λ,λ+1], that is, Pλ is
the spectral projector on the space space spanned by those eigenfunctions ek which satisfy√
λk ∈ [λ, λ+ 1). Then
‖Pλu‖L5(Ω) 6 Cλ
2
5 ‖u‖. (3.2.6)
for some absolute constant C that depends on Ω only.
Remark 3.2.1. Estimate (3.2.6) is highly non-trivial and its proof is strongly based on
harmonic analysis tools. To understand why it is remarkable let us compare this result with
Sobolev’s embedding. Due to the continuous embedding H
9
10 (Ω) ⊂ L5(Ω) it is easy to see
that ‖Pλu‖L5(Ω) 6 C‖(−∆x)
9
20 Pλu‖ 6 Cλ 910 ‖u‖. Therefore we see that estimate (3.2.6)
gains us additional 12 in the exponent growth which is crucial point in obtaining Strichartz
estimates.
As usual first one needs to obtain the desired estimates for the homogeneous equation
(3.1.1). To this end we prove an auxiliary but crucial result (along the lines of [6]):
Proposition 3.2.2. Assume α ∈ (0, 12) and for some 2 6 q <∞ the spectral projector Pλ
satisfies
‖Pλu‖Lq(Ω) 6 λδ‖u‖, where δ > 0. (3.2.7)
Then for any u0 ∈ Hδ+
1
2
− 1
q the function v(t, x) = eit
√
−∆x− γ24 (−∆x)2αu0 belongs to
Lq([0, 2pi]; Ω) and the following estimate holds
‖v‖Lq([0,2pi];Ω) 6 C‖u0‖
H
δ+ 12− 1q (Ω)
, (3.2.8)
where C depends on γ and α only.
Remark 3.2.2. Obviously, since Pλ is a projector, (3.2.7) implies
‖Pλu‖Lq(Ω) 6 λδ‖Pλu‖, (3.2.9)
which will be used below.
Proof of Proposition 3.2.2. Let us define an abstract self-adjoint operator by
Aen =
[√
k2 − γ
2
4
k4α
]
en, for those n > 1 :
√
λn ∈ [k, k + 1), (3.2.10)
where [ · ] denotes the integer part of a number and {en}∞n=1 are eigenfunctions of −∆x
with homogeneous Dirichlet boundary conditions. First we want to prove the estimate for
v˜(t) = eitAu0. To this end it is convenient to estimate lower and higher Fourier modes
separately, that is we represent v˜(t) in the form
v˜(t) = PN v˜(t) +QN v˜(t) = e
itAPNu0 + e
itAQNu0, (3.2.11)
where PN is orthoprojector on the first N eigenfunctions of −∆x and QN = Id− PN . We
set N to be such a number that
[√
[
√
λn]2 − γ24 [
√
λn]4α
]
> K for all n > N + 1 and K is
large enough to be fixed bellow.
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The estimate of lower modes is simple since we have only finite number of them. Indeed,
‖PN v˜‖Lq([0,2pi];Ω) 6 ‖‖
N∑
n=1
e
−t
[√
γ2
4
[
√
λn]4α−[
√
λn]2
]
(u0, en)en‖Lq(Ω)‖Lq([0,2pi]) 6
‖
N∑
n=1
|(u0, en)|‖en‖Lq(Ω)‖Lq([0,2pi]) 6 ‖CN,q
N∑
n=1
|(u0, en)|‖Lq([0,2pi]) 6
(2pi)
1
qCN,q
N∑
n=1
|(u0, en)| 6 (2pi)
1
qCN,q
√
N
√√√√ N∑
n=1
|(u0, en)|2 6 (2pi)
1
qCN,q
√
N‖PNu0‖,
(3.2.12)
where CN,q = maxn=1,n ‖en‖Lq(Ω). That is
‖PN v˜(t)‖Lq([0,2pi];Ω) 6 CN,q‖PNu0‖, (3.2.13)
for some CN,q > 0.
The estimate of higher modes is more delicate. Writing down QN v˜ via eigenfunctions of
−∆x we see that
(QN v˜)(t, x) =
∞∑
m=[
√
λN+1]
e
it
[√
m2− γ2
4
m4α
]
(Pmu0)(x) =
∞∑
k=K
eitk
∑
k6
√
m2− γ2
4
m4α<k+1
(Pmu0)(x) =:
∞∑
k=K
eitkv˜k(x). (3.2.14)
Hence according to Plancherel’s formula for a fixed x we get
‖QN v˜(·, x)‖2Hs([0,2pi]) = 2pi
∞∑
k=K
(1 + k2)s|v˜k(x)|2. (3.2.15)
Now using that in the one-dimensional case Hs0([0, 2pi]) ⊂ Lq([0, 2pi]) for s0 = 12 − 1q we
deduce
‖QN v˜‖2Lq([0,2pi];Ω) = ‖‖QN v˜‖Lq(0,2pi)‖2Lq(Ω) 6 C‖‖QN v˜‖Hs0 (0,2pi)‖2Lq(Ω) =
C‖‖QN v˜‖2Hs0 (0,2pi)‖L q2 (Ω) 6 C‖
∞∑
k=K
(1 + k2)
1
2
− 1
q |v˜k(x)|2‖L q2 (Ω). (3.2.16)
Since q > 2, by the Minkowski inequality we obtain
‖QN v˜‖2Lq([0,2pi];Ω) 6 C
∞∑
k=K
(1 + k2)
1
2
− 1
q ‖|v˜k(x)|2‖L q2 (Ω) = C
∞∑
k=K
(1 + k2)
1
2
− 1
q ‖v˜k‖2Lq(Ω).
(3.2.17)
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To estimate ‖v˜k(x)‖2Lq(Ω) we note that√
(m+ 1)2 − γ
2
4
(m+ 1)4α −
√
m2 − γ
2
4
m4α =
2m+ 1− γ24
(
(m+ 1)4α −m4α)√
(m+ 1)2 − γ24 (m+ 1)4α +
√
m2 − γ24 m4α
→ 1, as m→∞, (3.2.18)
since (m+ 1)4α −m4α ∼ c(α)m4α−1 as m goes to infinity for some constant c(α). Conse-
quently, we choose K so large that we have either v˜k(x) = Pm(k)u0 or v˜k(x) = Pm(k)u0 +
Pm(k)+1u0. Thus in the worst case we have
‖v˜k(x)‖Lq(Ω) 6 (m(k) + 1)δ
(‖Pm(k)u0‖+ ‖Pm(k)+1u0‖) 6
2
δ
2 (m(k)2 + 1)
δ
2 (‖Pm(k)u0‖+ ‖Pm(k)+1u0‖), (3.2.19)
and hence
‖v˜k‖2Lq(Ω) 6 2δ+1(m(k)2 + 1)δ
(‖Pm(k)u0‖2 + ‖Pm(k)+1u0‖2) . (3.2.20)
Using the fact that k2 6 m(k)2 − γ24 m(k)4α 6 m(k)2 6 (m(k) + 1)2 and the previous
inequality we derive
∞∑
k=K
(1 + k2)
1
2
− 1
q ‖v˜k‖2Lq(Ω) 6
2δ+1
∞∑
k=K
(1 + k2)
1
2
− 1
q
(
m(k)2 + 1
)δ (‖Pm(k)u0‖2 + ‖Pm(k)+1u0‖2) 6
2δ+2
∞∑
m=m(K)
(
m2 + 1
) 1
2
− 1
q
+δ ‖Pmu0‖2. (3.2.21)
Thus from (3.2.13), (3.2.17), (3.2.21) one concludes
‖v˜‖2Lq([0,2pi];Ω) 6 Cα,γ
∞∑
m=0
(1 +m2)
1
2
− 1
q
+δ‖Pmu0‖2 ∼ Cα,γ‖u0‖2
H
1
2− 1q+δ(Ω)
. (3.2.22)
To obtain the estimate for v(t) = eit
√
−∆x− γ24 (−∆x)2αu0 we just notice that v(t) solves the
equation ∂tv − iAv = i
(√
−∆x − γ24 (−∆x)2α −A
)
v,
v(0) = u0, v|∂Ω = 0.
(3.2.23)
Hence by Duhamel’s formula we see that
v(t) = eiAtu0 + i
ˆ t
0
eiA(t−s)
(√
−∆x − γ
2
4
(−∆x)2α −A
)
v(s)ds. (3.2.24)
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Due to (3.2.22) the estimate for eiAtu0 is immediate and the integral term in (3.2.24) can
be estimated by Minkowski inequality (we use notation A˜ =
(√
−∆x − γ24 (−∆x)2α −A
)
)
‖
ˆ t
0
eiA(t−s)A˜v(x, s)ds‖Lq([0,2pi];Ω) = ‖‖
ˆ t
0
eiA(t−s)A˜v(x, s)ds‖Lqx(Ω)‖Lqt (0,2pi) 6
‖
ˆ 2pi
0
‖eiA(t−s)A˜v(x, s)‖Lqx(Ω)ds‖Lqt (0,2pi) 6
ˆ 2pi
0
‖‖eiA(t−s)A˜v(x, s)‖Lqx(Ω)‖Lqt (0,2pi)ds =ˆ 2pi
0
‖eiAt
(
e−iAsA˜v(x, s)
)
‖Lq([0,2pi];Ω)ds. (3.2.25)
Finally using (3.2.22) and the fact that e−iAsA˜eis
√
−∆x− γ24 (−∆x)2α ∈ L
(
H
1
2
− 1
q
+δ
(Ω)
)
we
obtain (assuming that t 6 2pi)
‖
ˆ t
0
eiA(t−s)A˜v(x, s)ds‖Lq([0,2pi];Ω) 6
ˆ 2pi
0
‖e−iAsA˜v(x, s)‖
H
1
2− 1q+δ(Ω)
ds =
ˆ 2pi
0
‖e−iAsA˜eis
√
−∆x− γ24 (−∆x)2αu0‖
H
1
2− 1q+δ(Ω)
ds 6 C‖u0‖
H
1
2− 1q+δ(Ω)
, (3.2.26)
which finishes the proof.
Corollary 3.2.2. Let u satisfies (3.1.1) in the sense of distributions with h(t) = 0 and
initial data be such that u0 ∈ H10 (Ω), u1 ∈ L2(Ω). Then u possesses the following space time
regularity
‖u‖L5([0,t];L10(Ω)) 6 C
(‖u0‖H1(Ω) + ‖u0‖) , t ∈ (0, 2pi], (3.2.27)
for some positive constant C that depends on α and γ only.
Proof. First, one notices that
‖eit
√
−∆x− γ24 (−∆x)2αu0‖L5([0,2pi];L10(Ω)) 6 C‖u0‖H1 . (3.2.28)
Indeed, (−∆x) 320u0 ∈ H 710 (Ω) = H 12− 15 + 25 (Ω). Hence we are able to use Theorem 3.2.1 and
Proposition 3.2.2 with q = 5, δ = 25 and (−∆x)
3
20u0 instead of u0 which yields
‖eit
√
−∆x− γ24 (−∆x)2αu0‖
L5([0,2pi];W
3
10 ,5(Ω))
6 C‖u0‖H1 , (3.2.29)
and the continuous embedding W
3
10
,5(Ω) ⊂ L10(Ω) gives (3.2.28). Moreover, estimate
(3.2.28) implies that
‖ cos
(
t
√
−∆x − γ
2
4
(−∆x)2α
)
w‖L5([0,2pi];L10(Ω)) 6 C‖w‖H1(Ω), ∀w ∈ H10 (Ω), (3.2.30)
‖ sin
(
t
√
−∆x − γ
2
4
(−∆x)2α
)
w‖L5([0,2pi];L10(Ω)) 6 C‖w‖H1(Ω), ∀w ∈ H10 (Ω), (3.2.31)
since sin(x) and cos(x) are linear combinations of eix and e−ix.
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Second, we see that any v which solves the equation{
∂2t v −∆xv − γ
2
4 (−∆x)2αv = 0,
v|∂Ω = 0, v(0) = u0 := v0 ∈ H10 (Ω), ∂tv(0) = γ2 (−∆x)αu0 + u1 := v1 ∈ L2(Ω),
(3.2.32)
also satisfies the estimate
‖v‖L5([0,2pi];Ω) 6 C(‖u0‖H1(Ω) + ‖u1‖), (3.2.33)
with some positive constant C, due to the fact that it can be written as follows
v(t) = cos(Lt)v(0) + sin(Lt)L−1∂tv(0), (3.2.34)
where operator L is defined by
L =
√
−∆x − γ
2
4
(−∆x)2α. (3.2.35)
The last step is to notice that the solution u(t) of homogeneous problem (3.1.1) is related
to solution v(t) of (3.2.32) by
u(t) = e−
γ
2
(−∆)αtv(t), (3.2.36)
which actually was the initial observation how we could deduce Strichartz estimates for
damped the wave equation via the ordinary wave equation (what was studied above). The
operators e−
γ
2
(−∆)αt, t > 0, define an analytic semigroup in L10(Ω) (see Chapter IX, section
11, [72]). Thus the operators e−
γ
2
(−∆x)αt are bounded from L10(Ω) to L10(Ω) and we have
‖u(t)‖L10(Ω) 6 ‖v(t)‖L10(Ω) which together with (3.2.33) completes the proof.
Now we are ready to prove the inhomogeneous Strichartz estimate in the linear case.
Corollary 3.2.3. Let u be an energy solution of problem (3.1.1) with
h(t) ∈ L1([0, 2pi];L2(Ω)) where α ∈ (0, 12) and initial data ξ0 ∈ E. Then u possesses
the following space time regularity
‖u‖L5([0,T ];L10(Ω)) 6 C
(‖ξ0‖E + ‖h‖L1([0,T ];L2(Ω))) , T ∈ (0, 2pi], (3.2.37)
for some positive constant C which does not depend on T ∈ (0, 2pi] and ξ0.
Proof. Let us fix some T ∈ (0, 2pi]. Due to the fact that the solution of the inhomogeneous
problem (3.1.1) can be written as follows
u(t) = e−
γ
2
(−∆x)αt (cos(Lt)u0 + sin(Lt)L−1u1)+ˆ t
0
e−
γ
2
(−∆x)α(t−s) sin(L(t− s))L−1h(s)ds := R1 +R2 +R3. (3.2.38)
and Corollary 3.2.2 it remains to estimate L5([0, T ];L10(Ω)) norm of R3. Using Minkowski
inequality and the fact that e−
γ
2
(−∆x)α(t−s) is analytic in L10(Ω) we derive
‖R3‖L5([0,T ];L10(Ω)) 6 ‖
ˆ t
0
‖e− γ2 (−∆x)α(t−s) sin(L(t− s))L−1h(s)‖L10x (Ω)ds‖L5t ([0,T ]) 6ˆ T
0
‖‖ sin(L(t− s))L−1h(s)‖L10x (Ω)‖L5t ([0,T ])ds. (3.2.39)
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Now let us consider sin(L(t− s))L−1h(s) as function of t for a fixed s. Since sin(x) is odd,
inequality (3.2.31) implies
‖‖ sin(L(t− s))L−1h(s)‖L10x (Ω)‖L5t ([0,T ]) 6 C‖h(s)‖, for a. e. s ∈ [0, T ], (3.2.40)
and therefore we end up with the estimate
‖R3‖L5([0,T ];L10(Ω)) 6 C
ˆ T
0
‖h(s)‖ds, (3.2.41)
which completes the proof.
Due to the dissipation estimate (3.2.1) we are able to improve Corollary 3.2.3 as follows:
Corollary 3.2.4. Let u be an energy solution of problem (3.1.1) with
h(t) ∈ L1loc(R+;L2(Ω)) where α ∈ (0, 12) and initial data ξ0 ∈ E. Then u satisfies the
following estimate
‖u‖L5([max{0,t−1},t];L10(Ω)) 6 C
(
e−βt‖ξ0‖E +
ˆ t
0
e−β(t−s)‖h(s)‖ds
)
, t > 0, (3.2.42)
for some β,C > 0 which are independent of t and ξ0.
Proof. Indeed, applying Corollary 3.2.3 on the segment [τ(t), t] with τ(t) = max{0, t− 1}
we obtain
‖u‖L5([τ(t),t];L10(Ω)) 6 C
(
‖ξu(τ(t))‖E +
ˆ t
τ(t)
‖h(s)‖ds
)
. (3.2.43)
Due to Proposition 3.2.1 we get
‖ξu(τ(t))‖ 6 C
(
e−τ(t)‖ξ0‖E +
ˆ τ(t)
0
e−β(τ(t)−s)‖h(s)‖ds
)
6
Ceβ
(
e−βt‖ξ0‖E +
ˆ t
0
e−β(t−s)‖h(s)‖ds
)
. (3.2.44)
Also the second term of (3.2.43) can be estimated as follows
ˆ t
τ(t)
‖h(s)‖ds 6
ˆ t
τ(t)
eβ(t−s)e−β(t−s)‖h(s)‖ds 6 eβ
ˆ t
τ(t)
e−β(t−s)‖h(s)‖ds 6
eβ
ˆ t
0
e−β(t−s)‖h(s)‖ds. (3.2.45)
Collecting together the above estimates we complete the proof.
Furthermore, due to dissipation (see Proposition 3.2.1) and Corollary 3.2.3 we obtain the
corresponding space-time estimate on an arbitrary segment [0, T ] which is uniform with
respect to T :
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Proposition 3.2.3. Let u be an energy solution of problem (3.1.1) with
h(t) ∈ L1loc(R+;L2(Ω)) where α ∈ (0, 12) and initial data ξ0 ∈ E. Then u satisfies the
estimate
‖u‖L5([0,T ];L10(Ω)) 6 C(‖ξ0‖E + ‖h(t)‖L1([0,T ];L2(Ω))), ∀T > 0, (3.2.46)
where the constant C is independent of T and the initial data and depends on γ and α only.
Proof. Indeed, denoting N :=
[
T
2pi
]
, we deduce
‖u‖L5([0,T ];L10(Ω)) 6
N−1∑
k=0
‖u‖L5([2pik,2pi(k+1)];L10(Ω)) + ‖u‖L5([2piN,T ];L10(Ω)) 6
C
(
N−1∑
k=0
(‖ξu(2pik)‖E + ‖h(t)‖L1([2pik;2pi(k+1)];L2(Ω)))+
‖ξu(2piN)‖E + ‖h(t)‖L1([2piN,T ];L2(Ω))
)
6
C
(
N∑
k=0
(
‖ξ0‖Ee−β2pik +
ˆ 2pik
0
e−β(2pik−s)‖h(s)‖ds
)
+ ‖h‖L1([0,T ];L2(Ω))
)
. (3.2.47)
Obviously
N∑
k=0
‖ξ0‖Ee−β2pik 6 1
1− e−2piβ ‖ξ0‖E . (3.2.48)
Also we have
N∑
k=0
ˆ 2pik
0
e−β(2pik−s)‖h(s)‖ds =
N∑
k=1
k−1∑
m=0
ˆ 2pi(m+1)
2pim
e−β(2pik−s)‖h(s)‖ds 6
N∑
k=1
k−1∑
m=0
e−2piβ(k−m−1)
ˆ 2pi(m+1)
2pim
‖h(s)‖ds =
N−1∑
m=0
N∑
k=m+1
e−2piβ(k−m−1)
ˆ 2pi(m+1)
2pim
‖h(s)‖ds 6
N−1∑
m=0
ˆ 2pi(m+1)
2pim
‖h(s)‖ds
∞∑
k=m+1
e−2piβ(k−m−1) 6 1
1− e−2piβ ‖h‖L1([0,T ];L2(Ω)). (3.2.49)
Combining (3.2.47)-(3.2.49) we finish the proof.
3.3. Shatah-Struwe global solutions for the semi-linear damped
wave equation
This section is devoted to global well-posedness of the following non-linear problem{
∂2t u+ γ(−∆x)α∂tu−∆xu+ f(u) = g(x), x ∈ Ω
u|∂Ω = 0, u(0) = u0 ∈ H10 (Ω), ∂tu(0) = u1 ∈ L2(Ω),
(3.3.1)
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where as before Ω is a bounded smooth domain, γ > 0, g(x) ∈ L2(Ω) and the non-linearity
f ∈ C1(R) is of sub-critical growth satisfying the natural dissipative assumptions
|f ′(s)| 6 C(1 + |s|q), q ∈ [0, 4); (3.3.2)
f(s)s > −M ; (3.3.3)
We recall, similarly to Proposition 2.2.1 and Corollary 2.3.2, that multiplying formally
(3.3.1) by ∂tu one finds natural to define the weak energy solution of problem (3.3.1) on
the segment [0, T ] as function u of the following regularity
ξu(t) ∈ L∞([0, T ]; E), ∂tu ∈ L2([0, T ];Hα(Ω)) (3.3.4)
which satisfies equation (3.3.1) in the sense of distributions, that is,
−
ˆ T
0
(∂tu, ∂tφ)dt+
ˆ T
0
(∇u,∇φ)dt+ γ
ˆ T
0
(∂tu, (−∆x)α∂tφ)dt+
ˆ T
0
(f(u), φ)dt =
ˆ T
0
(g, φ)dt, ∀φ ∈ C∞0 ((0, T )× Ω), (3.3.5)
and ξu|t=0 = (u0, u1). Also, a weak energy solution which in addition belongs to
L5([0, T ];L10(Ω)) to be called a Shatah-Struwe solution of problem (3.3.1) on the seg-
ment [0, T ].
The existence of weak energy solutions of problem (3.3.1) has been known for a long
time, see [15]. Based on Corollary 3.2.3 we are now proving the existence of Shatah-Struwe
solutions on an arbitrary segment [0, T ].
Theorem 3.3.1. Let γ > 0, α ∈ (0, 12), g ∈ L2(Ω) and assume that the non-linearity f
satisfies (3.3.2), (3.3.3). Then for every ξ0 ∈ E there exists a Shatah-Struwe solution of
equation (3.3.1) with initial data ξ0 on an arbitrary segment [0, T ] and the following estimate
holds:
‖ξu(t)‖E + ‖∂tu‖L2([max{0,t−1},t];Hα(Ω)) 6 Q(‖ξ0‖E)e−βt +Q(‖g‖), t > 0, (3.3.6)
‖u‖L5([max{0,t−1},t];L10(Ω)) 6 Q(‖ξ0‖E)e−βt +Q(‖g‖), t > 0, (3.3.7)
for some constant β > 0 and a monotone increasing function Q which are independent of
t.
Proof. We are going to construct the solution by the Galerkin method. So let {ej}∞j=1 be a
complete orthonormal system of eigenfunctions of the Laplacian in L2(Ω) and let PN be
the orthoprojector on the first N eigenfunctions ej . Let ξ
N
0 := PNξ0 be the initial data to
approximate solution uN , that is
∂2t uN + γ(−∆x)α∂tuN −∆xuN + PNf(uN ) = PNg, ξuN (0) = ξN0 , (3.3.8)
where uN (t) =
∑N
j=1 cj(t)ej for some unknown functions cj(t).
Multiplying (3.3.8) by ∂tuN +εuN with small enough ε one obtains the well-known energy
estimate (see [3, 15,37] for details)
‖ξuN (t)‖E + ‖∂tuN‖L2([max{0,t−1},t];Hα(Ω)) 6 Q(‖ξ0‖E)e−βt +Q(‖g‖), t > 0, (3.3.9)
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for some β > 0 and monotone increasing functionQ. In particular, since for finite dimensional
space all norms are equivalent, this means that ξuN (t) is defined globally.
Our next goal is to establish a uniform L5([0, T ];L10(Ω)) estimate for uN (t). To this end
it is convenient to represent uN in the form uN = vN + wN , where vN solves
∂2t vN + γ(−∆x)α∂tvN −∆xvN = 0, ξvN (0) = ξN0 , (3.3.10)
and wN is determined by
∂2twN + γ(−∆x)α∂twN −∆xwN = −PNf(vN + wN ) + PNg, ξwN (0) = 0. (3.3.11)
Applying Corollary 3.2.4 to (3.3.10) we get
‖vN‖L5([0,T ];L10(Ω)) 6 Ce−βt‖ξN0 ‖E 6 Ce−βt‖ξ0‖E , (3.3.12)
on an arbitrary segment [0, T ].
Also applying Corollary 3.2.3 for (3.3.11), together with (3.3.2),(3.3.3), we have
‖wN‖L5([0,T ];L10(Ω)) 6 T‖g‖+ ‖f(vN + wN )‖L1([0,T ];L2(Ω)) 6 T‖g‖+
C
ˆ T
0
‖1 + |vN + wN |q+1‖L2(Ω) 6 T (‖g‖+ C) + C
ˆ T
0
‖vN + wN‖q+1L2q+2(Ω)dt. (3.3.13)
Thus if q ∈ [0, 2], then (3.3.13),(3.3.9) implies
‖wN‖L5([0,T ];L10(Ω)) 6 T (Q1(‖ξ0‖E) +Q1(‖g‖)) , (3.3.14)
for some monotone increasing function Q1 independent of t and ξ0. This together with
(3.3.12) gives
‖uN‖L5([0,T ];L10(Ω)) 6 (T + 1) (Q1(‖ξ0‖E) +Q1(‖g‖)) , q ∈ [0, 2], T > 0, (3.3.15)
for a monotone increasing function Q1.
In case q ∈ (2, 4) we use the continuous embedding L10(Ω) ⊂ L2q+2(Ω), to continue
(3.3.13) as follows
‖wN‖L5([0,T ];L10(Ω)) 6 T (‖g‖+ C) + C
ˆ T
0
‖vN‖q+1L10(Ω) + ‖wN‖q+1L10(Ω)dt 6
T (‖g‖+ C) + CT 4−q5 ‖vN‖q+1L5([0,T ];L10(Ω)) + CT
4−q
5 ‖wN‖q+1L5([0,T ];L10(Ω)) 6(
T (‖g‖+ C) + CT 4−q5 ‖ξ0‖q+1E
)
+ CT
4−q
5 ‖wN‖q+1L5([0,T ];L10(Ω)) 6
CT
4−q
5 (‖ξ0‖q+1E + ‖g‖+ 1) + C‖wN‖q+1L5([0,T ];L10(Ω)), (3.3.16)
where we suppose T 6 1 in the last inequality. The last estimate with Young’s inequality
implies
‖wN‖L5([0,T ];L10(Ω)) 6 T
4−q
5 (Q1(‖ξ0‖E) +Q1(‖g‖)) + C‖wN‖q+1L5([0,T ];L10(Ω)), T 6 1,
(3.3.17)
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for some monotone increasing Q1 independent of T and ξ0. Since the problem is autonomous
we also deduce the estimate on shifted segments of size T
‖wN‖L5([max{0,t−T},t];L10(Ω)) 6 T
4−q
5 (Q1(‖ξuN (max{0, t− T})‖E) +Q1(‖g‖)) +
C‖wN‖q+1L5([max{0,t−T},t];L10(Ω)) 6
T
4−q
5
(
e−βteβQ1(‖ξ0‖E) + eβQ1(‖g‖)
)
+ C‖wN‖q+1L5([max{0,t−T},t];L10(Ω)), (3.3.18)
for any t > 0, T ∈ (0, 1], where in the last step we used (3.3.9) and the technical Lemma
3.3.1 below.
Moreover, taking into account that q < 4, choosing
T = δ0 =
ε
(e−βteβQ1(‖ξ0‖E) + eβQ1(‖g‖))5/(4−q)
< 1
with ε small enough we are in position to apply the technical Lemma 3.3.2 (proven below)
to (3.3.18) which yields
‖wN‖L5([max{0,t−δ0},t];L10(Ω)) 6 2δ
4−q
5
0 e
β
(
e−βtQ1(‖ξ0‖E) +Q1(‖g‖)
)
, δ0 < 1, t > 0,
(3.3.19)
for some monotone increasing function Q1.
Denoting for brevity τ(t) = max{0, t− 1}, representing the segment [τ(t), t] as union of
segments of size δ0 and using the above inequality we derive
‖wN‖L5([τ(t),t];L10(Ω)) 6[
1
δ0
]
−1∑
i=0
‖wN‖L5([τ(t+δ0i),τ(t+δ0(i+1))];L10(Ω)) + ‖wN‖L5([τ(t+δ0
[
1
δ0
]
),t];L10(Ω))
6
2eβ
[
1
δ0
]
−1∑
i=0
δ
4−q
5
0
(
e−βτ(t+δ0(i+1))Q1(‖ξ0‖E) +Q1(‖g‖)
)
+
2eβδ
4−q
5
0
(
e−βtQ1(‖ξ0‖E) +Q1(‖g‖)
)
6
2e2β
[
1
δ0
]∑
i=0
δ
4−q
5
0
(
e−βtQ1(‖ξ0‖E) +Q1(‖g‖)
)
6 2e2βε
4−q
5
(
1
δ0
+ 1
)
6 4e2βε
4−q
5
1
δ0
=
4e2βε−
1+q
5 (e−βtQ1(‖ξ0‖E) +Q1(‖g‖))
5
4−q 6 e−βtQ(‖ξ0‖E) +Q(‖g‖), (3.3.20)
where in the last step we used Lemma 3.3.1.
Thus combining (3.3.12) and (3.3.20) we deduce
‖uN‖L5([τ(t),t];L10(Ω)) 6 e−βtQ(‖ξ0‖E) +Q(‖g‖), t > 0, (3.3.21)
for some monotone increasing function Q which is independent of t and ξ0.
Finally with the uniform estimates (3.3.9) and (3.3.21) in hands it is not difficult to check
that the corresponding limit u of uN solves (3.3.1) and satisfies (3.3.6), (3.3.7).
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For the convenience of the reader we present the next lemma proven in [70].
Lemma 3.3.1. Let Q : R+ → R+ be a smooth function, L1, L2 ∈ R+ and α > 0. Then
there exists a monotone increasing function Q1 : R+ → R+ such that
Q(L1 + L2e
−αt) 6 Q1(L1) +Q1(L2)e−αt, (3.3.22)
where Q1 is determined by Q only.
Proof. By Newton’s formula we have
Q(L1+L2e
−αt)−Q(L1) =
ˆ 1
0
Q′(L1+sL2e−αt)L2ds e−αt 6 Q(L1, L2)e−αt, t > 0, (3.3.23)
where Q(L1, L2) = L2 sups∈[0,1] |Q′(L1 + sL2)|. Function Q(L1, L2) admits the estimate
Q(L1, L2) 6 Q∗(L21 + L22) 6 Q∗(2L21) +Q∗(2L22) = Q1∗(L1) +Q1∗(L2), (3.3.24)
where
Q∗(r) = sup{Q(r1, r2) : r21 + r22 6 r}, Q1∗(r) = Q∗(2r2). (3.3.25)
Thus the lemma follows with Q1(L) = Q(L) +Q
1∗(L).
Lemma 3.3.2. Let 0 < C0 < ∞ and suppose that 0 6 y(s) ∈ C([a, b)) satisfies y(a) = 0
and
y(s) 6 C0y(s)σ + ε, (3.3.26)
for some σ > 1 and 0 < ε < 12
(
1
2C0
) 1
σ−1
. Then
y(s) 6 2ε, s ∈ [a, b). (3.3.27)
Proof. Let us consider the function
kε(x) = C0x
σ − x+ ε = x(C0xσ−1 − 1) + ε. (3.3.28)
We have kε(0) = ε > 0 and kε
((
1
2C0
) 1
σ−1
)
< 0 by the assumptions of the Lemma. On
the other hand, by the assumptions of the Lemma hε(s) = kε(y(s)) > 0, when s ∈ [a, b).
Consequently, since y(a) = 0 and y(s) ∈ C([a, b)), we have y(s) 6
(
1
2C0
) 1
σ−1
that together
with (3.3.26) gives
y(s) 6 C0y(s) (y(s))σ−1 + ε 6
1
2
y(s) + ε, s ∈ [a, b), (3.3.29)
which yields the desired result.
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Corollary 3.3.1. Let the assumptions of Theorem 3.3.1 be satisfied and let u be a Shatah-
Struwe solution of equation (3.3.1). Then u satisfies the following energy identity
1
2
‖∂tu(t2)‖2 + 1
2
‖∇u(t2)‖2 + F (u(t2))− (g, u(t2)) +
ˆ t2
t1
‖(−∆x)α2 ∂tu(s)‖2ds =
1
2
‖∂tu(t1)‖2 + 1
2
‖∇u(t1)‖2 + F (u(t1))− (g, u(t1)), ∀t2 > t1 > 0, (3.3.30)
where F (s) =
´ s
0 f(r)dr.
Proof. Indeed, since we already know that u ∈ L5([t1, t2];L10(Ω)), we have f(u) ∈
L1([t1, t2];L
2(Ω)) (due to (3.3.2)). Taking into account that ∂tu ∈ L∞([t1, t2];L2(Ω))
we conclude that the product
´ t2
t1
(f(u(s)), ∂tu(s))ds makes sense. Thus we can apply pro-
jector PN to (3.3.1), multiply the equation by ∂tuN , integrate the obtained equality over
x ∈ Ω and t ∈ [t1, t2] and then pass to the limit as N → ∞. Finally it remains to notice
that
´ t2
t1
(f(u(s), ∂tu(s))ds = F (u(t2))− F (u(t1)) (see [67]).
Corollary 3.3.2. Let assumptions of Theorem 3.3.1 be satisfied and let u be a Shatah-Struwe
solution of (3.3.1). Then ξu(t) ∈ C([0, T ]; E) for any T > 0.
Proof. From, the fact that ∂tu ∈ L∞([0, T ];L2(Ω)) and Newton’s formula it follows that
u ∈ C([0, T ];L2(Ω)), that together with u ∈ L∞([0, T ];H10 (Ω)) implies (see [67], Lemma
3.3)
u ∈ Cw([0, T ];H10 (Ω)). (3.3.31)
Also from (3.3.1) it follows that ∂2t u ∈ L∞([0, T ];H−1(Ω)) that, due to Newton’s formula,
implies ∂tu ∈ C([0, T ];H−1(Ω)) that together with ∂tu ∈ L∞([0, T ];L2(Ω)) gives (see [67],
Lemma 3.3)
∂tu ∈ Cw([0, T ];L2(Ω)). (3.3.32)
Up to this moment we have not used the fact that u possesses additional regularity (3.3.7)
which is valid for any energy solution. This in particular explains how we understand initial
data for energy solutions.
To prove strong continuity we need to use the energy equality Corollary 3.3.1. From the fact
F (u) ∈ L∞([0, T ];L1(Ω)) and its distributional derivative
∂tF (u) = f(u)∂tu ∈ L1([0, T ];L2(Ω)), exactly here we need u ∈ L5([0, T ];L10(Ω)), that is
∂tF (u) ∈ L1([0, T ];L1(Ω)) we conclude that F (u) ∈ C([0, T ];L1(Ω)) (see [67], Lemma 3.1).
Since now the function t→ (F (u(t)), 1) is continuous, from the energy equality and the fact
that u ∈ C([0, T ];L2(Ω)) we conclude that
the function t→ ‖ξu(t)‖2E is continuous. (3.3.33)
This is what we need, indeed
‖ξu(t)− ξu(t0)‖2E = ‖ξu(t)‖2E + ‖ξu(t0)‖2E − 2(∇u(t),∇u(t0))−
2(∂tu(t), ∂tu(t0))→ 0, as t→ t0, (3.3.34)
due to (3.3.31), (3.3.32) and (3.3.33).
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Corollary 3.3.3. Let the assumptions of Theorem 3.3.1 be satisfied and let u be a Shatah-
Struwe solution of problem (3.3.1). Then, in addition, we have u ∈ L2([0, T ];H1+α(Ω)),
∂2t u ∈ L2([0, T ];Hα−1(Ω)) and the following estimates hold:
‖u(t)‖L2([max{0,t−1},t];H1+α(Ω) 6 Q(‖ξ0‖E)e−βt +Q(‖g‖), t > 0, (3.3.35)
‖∂2t u(t)‖L2([max{0,t−1},t]Hα−1(Ω)) 6 Q(‖ξ0‖E)e−βt +Q(‖g‖), t > 0, (3.3.36)
where constant β > 0 and Q is some monotone increasing function independent of t.
Proof. Indeed, since u ∈ L5([0, T ];L10(Ω)) hence f(u) ∈ L1([0, T ];L2(Ω)) and to obtain
(3.3.35) it remains to apply Corollary 3.2.1 (as before τ(t) = max{0, t− 1})
‖u‖L2([τ(t),t];H1+α(Ω)) 6 C
(
e−βt‖ξ0‖E +
ˆ t
0
e−β(t−s)‖f(u(s))‖ds
)
6
C
(
e−βt‖ξ0‖E + 1 +
ˆ t
0
e−β(t−s)‖uq(s)‖ds
)
6
C
(
e−βt‖ξ0‖E + 1 +
ˆ t
0
e−β(t−s)‖u(s)‖5L10(Ω)ds
)
. (3.3.37)
The last term of (3.3.37) can be estimated as follows
ˆ t
0
e−β(t−s)‖u(s)‖5L10(Ω)ds =
[t]−1∑
i=0
ˆ i+1
i
e−β(t−s)‖u(s)‖5L10(Ω)ds+
ˆ t
[t]
e−β(t−s)‖u(s)‖5L10(Ω)ds 6
[t]−1∑
i=0
e−β(t−i−1)‖u‖5L5([i,i+1];L10(Ω)) + ‖u‖5L5([[t],t];L10(Ω)) 6
e−βt
[t]−1∑
i=0
eβ(i+1)
(
e−β(i+1)Q(‖ξ0‖E) +Q(‖g‖)
)5
+
(
e−βtQ(‖ξ0‖E) +Q(‖g‖)
)5
. (3.3.38)
Using that for positive a, b satisfy (a+ b)5 6 24(a5 + b5) we proceed as follows
ˆ t
0
e−β(t−s)‖u(s)‖5L10(Ω)ds 6
16e−βt
[t]−1∑
i=0
(
e−4β(i+1)Q5(‖ξ0‖E) + eβ(i+1)Q5(‖g‖)
)
+ 16e−5βtQ5(‖ξ0‖E) +Q5(‖g‖) 6
e−βtQ1(‖ξ0‖E) +Q1(‖g‖), (3.3.39)
where Q1 is a monotone increasing function which does not depend on t. Combining (3.3.37)
and (3.3.39) we get (3.3.35).
Expressing ∂2t u by the right hand side of equation (3.3.1), and taking into account that
α ∈ (0, 12), we find
‖∂2t u(t)‖L2([τ(t),t];Hα−1(Ω)) 6 ‖u(t)‖L2([τ(t),t];Hα+1(Ω)) + γ‖∂tu(t)‖L2([τ(t),t];Hα(Ω))+
‖f(u)‖(1−α)
L∞([τ(t),t];H−1(Ω))‖f(u)‖αL1([τ(t),t];L2(Ω)) + ‖g‖, (3.3.40)
which due to estimates (3.3.6), (3.3.7), (3.3.35) easily implies (3.3.36).
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The Strichartz type estimate (3.3.7) allows us to prove uniqueness of Shatah-Struwe
solutions
Theorem 3.3.2. Let the assumptions of Theorem 3.3.1 hold, and let u1 and u2 be Shatah-
Struwe solutions of (3.3.1) with initial data ξ10 , ξ
2
0 ∈ E respectively. Then the following
estimate holds
‖ξu1 − ξu2‖L∞([0,T ];E) + ‖u1 − u2‖L5([0,T ];L10(Ω)) 6 Q
(
T, ‖ξi0‖E , ‖g‖
) ‖ξ10 − ξ20‖E , (3.3.41)
for some monotone increasing Q. In particular every Shatah-Struwe solution is unique and
depends continuously on initial data.
Proof. Assume u1 and u2 are two Shatah-Struwe solutions of problem (3.3.1) with initial
data ξ10 , ξ
2
0 ∈ E respectively. Then the difference v = u1 − u2 satisfies the equation{
∂2t v −∆xv + γ(−∆x)α∂tv = f(u1)− f(u2),
ξv(0) = ξ
1
0 − ξ20 , v|∂Ω = 0.
(3.3.42)
Let δ > 0 be fixed, small enough and to be determined below. Due to the growth assumption
(3.3.2) one can easily check that f(u1)− f(u2) belongs to L1([0, T ];L2(Ω)). Thus applying
Proposition 3.2.3 to (3.3.42) and (3.3.2) we derive
‖ξv‖L∞([0,δ];E) + ‖v‖L5([0,δ];L10(Ω)) 6 C‖ξ10 − ξ20‖E + ‖f(u1)− f(u2)‖L1([0,δ];L2(Ω)) 6
C‖ξ10 − ξ20‖E + ‖
ˆ 1
0
f ′(λu2 + (1− λ)u1)dλ v‖L1([0,δ];L2(Ω)) 6
C‖ξ10 − ξ20‖E + C
ˆ δ
0
(1 + |u1|2q + |u2|2q, |v|2) 12dt 6
C‖ξ10−ξ20‖E+C
ˆ δ
0
‖v‖dt+C
2∑
i=1
ˆ δ
0
‖ui‖q
L
5q
2 (Ω)
‖v‖L10(Ω)dt = C‖ξ10−ξ20‖E+A+B1 +B2.
(3.3.43)
By Sobolev embedding theorem one deduces
A 6 C
ˆ δ
0
‖v‖L10(Ω)dt 6 C‖v‖L5[0,δ];L10(Ω))δ
4
5 . (3.3.44)
The fact that q ∈ [0, 4) and (3.3.7) implies that Bi can be estimated as
Bi 6 C
ˆ δ
0
‖ui‖qL10(Ω)‖v‖L10(Ω)dt 6 C
(ˆ δ
0
‖ui‖
5q
4
L10(Ω)
dt
) 4
5
‖v‖L5([0,δ];L10(Ω)) 6
Cδ
4−q
5 ‖ui‖qL5([0,δ];L10(Ω))‖v‖L5([0,δ];L10(Ω)) 6
Cδ
4−q
5
(
Q(‖ξi0‖E) +Q(‖g‖)
)q ‖v‖L5([0,δ];L10(Ω)). (3.3.45)
Now choosing δ such that
δ
4−q
5 =
1
2
1
C + C
∑2
i=1
(
Q(‖ξi0‖E) +Q(‖g‖)
)q , (3.3.46)
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we see that from (3.3.43)-(3.3.45) it follows that
‖ξv‖L∞([0,δ];E) + ‖v‖L5([0,δ];L10(Ω)) 6 2C‖ξ10 − ξ20‖E . (3.3.47)
Fixing arbitrary T > 0 and applying (3.3.47) on the segments I0 = [0, δ], I1 = [δ, 2δ], . . . ,
I[T/δ] = [δ[T/δ], T ] we find
‖v‖L∞(Ik;E) 6 (2C)k+1‖ξ10 − ξ20‖E , k = 0, . . . , [T/δ]. (3.3.48)
Hence
‖v‖L∞([0,T ];E) 6 (2C)[T/δ]+1‖ξ10 − ξ20‖E 6 Q(T, ‖ξi0‖E , ‖g‖)‖ξ10 − ξ20‖E , (3.3.49)
where Q is a monotone increasing function. Furthermore, from (3.3.47), (3.3.48) it follows
that
‖v‖L5([0,T ];L10(Ω)) 6
[T/δ]∑
k=0
‖v‖L5(Ik;E) 6 ‖ξ10 − ξ20‖E
[T/δ]∑
k=0
(2C)k+1 6
(2C)[T/δ]+2‖ξ10 − ξ20‖E 6 Q(T, ‖ξi0‖E , ‖g‖)‖ξ10 − ξ20‖E , (3.3.50)
for some monotone increasing function Q which finishes the proof.
3.4. Smoothing property of Shatah-Struwe solutions
In this section we show that the hyperbolic-like equation (3.3.1), in fact, possesses a
smoothing property similar (but weaker) to usual parabolic equations. We note that this
effect also occurs when α = 12 (see [59]) and α ∈
(
1
2 , 1
)
(see [37]).
As usual first we prove an auxiliary result which basically says that the solution of (3.3.1)
is more regular when its initial data are more regular.
Theorem 3.4.1. Let the assumptions of the Theorem 3.3.1 be satisfied and let u be a
Shatah-Struwe solution of (3.3.1) with initial data such that
ξu(0) ∈ H2(Ω) ∩H10 (Ω)×H10 (Ω) := E1. (3.4.1)
Then ξu(t) ∈ E1 and ξ∂tu(t) ∈ E for all t > 0. Furthermore, the following estimate holds
‖ξu(t)‖E1 + ‖ξ∂tu(t)‖E + ‖∂tu(s)‖L5([0,t];L10(Ω)) 6
e(Q(‖ξ0‖E)+Q(‖g‖))t‖ξ∂tu(0)‖E +Q(‖ξ0‖E) +Q(‖g‖), (3.4.2)
for some constant C and increasing function Q independent of t.
Proof. Below we restrict ourselves to a sketch of the proof which can be done completely
rigorously using, for example, the Galerkin method. Let v := ∂tu for brevity. Then v solves
∂2t v −∆xv + γ(−∆x)α∂tv + f ′(u)v = 0,
v|∂Ω = 0,
v(0) = ∂tu(0) = u1, ∂tv(0) = ∂
2
t u(0) := ∆xu0 − γ(−∆x)αu1 − f(u0) + g.
(3.4.3)
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From equation (3.3.1), (3.3.2) and the fact H2(Ω) ⊂ L∞(Ω) we see that
‖∂2t u(t)‖2 6 Q(‖ξu(t)‖E1) + ‖g‖2, ∀t > 0. (3.4.4)
for some monotone increasing function Q which is independent of t and the initial data,
that is
‖ξv(t)‖2E 6 Q(‖ξu(t)‖E1) + ‖g‖2, ∀t > 0. (3.4.5)
for some monotone increasing function Q which is independent of t and the initial data.
And vice versa, multiplying (3.3.1) by −∆xu one derives that
‖∆xu(t)‖2 6 C(‖ξv(t)‖2E + |(f(u),−∆xu)|+ ‖g‖2), ∀t > 0, (3.4.6)
for some absolute constant C. Also the non-linear term in the above estimate can be
controlled as follows
|(f(u),−∆xu)| 6 ‖f(u)‖‖∆xu‖ 6 C
(
1 + ‖u‖q+1
L10(Ω)
)
‖∆xu‖ 6
C
(
1 + ‖u‖q+1
H
6
5 (Ω)
)
‖∆xu‖ 6 C
(
1 + ‖∇u‖ 4(q+1)5 ‖∆xu‖
q+1
5
)
‖∆xu‖ 6
ε‖∆xu‖2 + Cε‖∇u‖
8(q+1)
4−q + Cε, (3.4.7)
consequently we derive
‖ξu(t)‖2E1 6 C
(‖ξv(t)‖2E +Q(‖ξ0‖E) +Q(‖g‖)) , ∀t > 0, (3.4.8)
for some absolute constant C and monotone increasing Q, and so we conclude that it is
enough to control ‖ξv(t)‖E .
Since ξv(0) ∈ E , applying the Strichartz estimate (3.2.46) to (3.4.3) we get
‖ξv(t)‖L∞([0,δ];E) + ‖v‖L5([0,δ];L10(Ω)) 6 C
(
‖ξv(0)‖E +
ˆ δ
0
‖f ′(u)v‖dt
)
. (3.4.9)
And arguing similar to (3.3.43)-(3.3.45) we deduce that
‖ξv(t)‖L∞([0,δ];E) + ‖v‖L5([0,δ];L10(Ω)) 6 C
(
‖ξv(0)‖E + δ 45 ‖v‖L5([0,δ];L10(Ω))+
δ
4−q
5 (Q(‖ξ0‖E +Q(‖g‖))q ‖v‖L5([0,δ];L10(Ω))
)
. (3.4.10)
Thus for δ > 0 such that δ
4−q
5 = 12
1
C+C(Q(‖ξ0‖E)+Q(‖g‖))q we have
‖ξv(t)‖L∞([0,δ];E) + ‖v‖L5([0,δ];L10(Ω)) 6 2C‖ξv(0)‖E . (3.4.11)
Repeating steps (3.3.48)-(3.3.50) we come up with
‖ξv‖L∞([0,T ];E) + ‖v‖L5([0,T ];L10(Ω)) 6 (2C + 4C2)(2C)[T/δ]‖ξv(0)‖E 6
(2C + 4C2)exp{T
δ
ln(2C)}‖ξv(0)‖E 6 eT (Q(‖ξ0‖E)+Q(‖g‖))‖ξv(0)‖E , (3.4.12)
for an increasing function Q independent of T , which completes the proof.
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The next theorem gives the above mentioned smoothing property.
Theorem 3.4.2. Let the assumptions of Theorem 3.3.1 hold and u be a Shatah-Struwe
solution of problem (3.3.1). Then ξu(t) ∈ E1, ξ∂tu ∈ E for any t > 0. Moreover, the following
estimate holds
sup
t∈(0,δ0]
t
1
α ‖ξu(t)‖E1 + sup
t∈(0,δ0]
t
1
α ‖ξ∂tu(t)‖E + ‖t
1
α∂2t u(t)‖L2([0,δ0];Hα(Ω))+
‖t 1α∂tu(t)‖L5([0,δ0];L10(Ω)) + ‖t
1
αu(t)‖L2([0,δ0];H1+α(Ω)) 6 Q (‖ξ0‖E) +Q(‖g‖), (3.4.13)
where δ0 = δ(‖ξ0‖E , ‖g‖) > 0 is small enough and Q is some monotone increasing function
independent of t.
Proof. As in Theorem 3.4.1 we first obtain estimates for ξv(t), where v = ∂tu. Let k > 2 be
some fixed constant that will be specified below. Then, as one can see, tkv(t) solves{
∂2t (t
kv)−∆x(tkv) + γ(−∆x)α∂t(tkv) = H(t),
tkv(t)|∂Ω = 0, tkv(t)|t=0 = 0, ∂t
(
tkv(t)
) |t=0 = 0, (3.4.14)
where
H(t) = −f ′(u)tkv + 2ktk−1∂tv + k(k − 1)tk−2v(t) + γktk−1(−∆x)αv :=
H1(t) +H2(t) +H3(t) +H4(t). (3.4.15)
Similarly to Theorem 3.4.1 we obtain estimates on some small segment [0, δ], where δ < 1
will be determined below. Applying estimates (3.2.1), (3.2.46), (3.2.2) to (3.4.14) we find
‖∇(δkv(δ))‖+ ‖∂t(tkv(t))|t=δ‖+ ‖∂t(tkv(t))‖L2([0,δ];Hα(Ω))+
‖tkv(t)‖L5([0,δ];L10(Ω)) + ‖tkv(t)‖L2([0,δ];H1+α(Ω)) 6 C‖H(t)‖L1([0,δ];L2(Ω)), (3.4.16)
which implies
δk‖∇v(δ)‖+ δk‖∂tv(δ)‖+ ‖tk∂tv(t)‖L2([0,δ];Hα(Ω)) + ‖tkv(t)‖L5([0,δ];L10(Ω))+
‖tkv(t)‖L2([0,δ];H1+α(Ω)) 6 k‖v(δ)‖+ k‖v(t)‖L2([0,δ];Hα(Ω)) + C‖H(t)‖L1([0,δ];L2(Ω)). (3.4.17)
From the dissipative estimate (3.3.6) we conclude
k‖v(δ)‖+ k‖v(t)‖L2([0,δ];Hα(Ω)) 6 k
(
Q(‖ξ0‖E) +Q(‖g‖)
)
. (3.4.18)
Let us estimate each Hi(t) separately. H1(t) can be estimated as follows (see also (3.3.45))
‖H1(t)‖L1([0,δ];L2(Ω)) 6 C‖tkv(t)‖L1([0,δ];L2(Ω)) + C‖|u(t)|q|tkv(t)|‖L1([0,δ];L2(Ω)) 6
C‖v‖L1([0,δ];L2(Ω)) + C
ˆ δ
0
‖u(t)‖q
L10(Ω)
‖tkv(t)‖L10(Ω)dt 6 Q(‖ξ0‖E) +Q(‖g‖)
Cδ
4−q
5 (Q(‖ξ0‖E) +Q(‖g‖))q ‖tkv(t)‖L5([0,δ];L10(Ω)). (3.4.19)
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Using the interpolation [Hα−1(Ω), Hα(Ω)]1−α = L2(Ω) we derive the estimate for H2(t)
‖H2(t)‖L1([0,δ];L2(Ω)) 6 2k
ˆ δ
0
tk−1‖∂tv(t)‖αHα−1(Ω)‖∂tv(t)‖1−αHα(Ω)dt 6
2k
ˆ δ
0
‖∂tv(t)‖Hα−1(Ω)dt+ 2k
ˆ δ
0
t
k−1
1−α ‖∂tv(t)‖Hα(Ω)dt 6 2kδ
1
2 ‖∂tv(t)‖L2([0,δ];Hα−1(Ω))+
2kδ
1
2 ‖t k−11−α∂tv(t)‖L2([0,δ];Hα(Ω)). (3.4.20)
Thus, since δ is small, we can choose k in such way that k−11−α > k, that is k >
1
α .
Due to the energy estimate (3.3.6) the control of H3(t) is trivial
‖H3(t)‖L1([0,δ];L2(Ω)) 6 Q(‖ξ0‖E) +Q(‖g‖). (3.4.21)
Due to the interpolation [Hα(Ω), H3α(Ω)] 1
2
= H2α(Ω), the continuous embedding
Hα+1(Ω) ⊂
H3α(Ω) and the fact k > 1α > 2 we can estimate H4(t)-term as follows
‖H4(t)‖L1([0,δ];L2(Ω)) 6 γk
ˆ δ
0
tk−1‖v(t)‖
1
2
Hα(Ω)‖v(t)‖
1
2
H1+α(Ω)
dt 6
γk
ˆ δ
0
‖v(t)‖Hα(Ω) + tk+(k−2)‖v(t)‖H1+α(Ω)dt 6 γkδ
1
2 ‖v(t)‖L2([0,δ];Hα(Ω))+
γkδ
1
2 ‖tkv(t)‖L2([0,δ];H1+α(Ω)). (3.4.22)
Thus plugging estimates (3.4.18)-(3.4.22) into (3.4.17) and choosing
δ = δ0 = δ (‖ξ0‖E , ‖g‖) > 0 small enough we conclude
δ
1
α ‖∇v(δ)‖+ δ 1α ‖∂tv(δ)‖+ ‖t 1α∂tv(t)‖L2([0,δ];Hα(Ω)) + ‖t
1
α v(t)‖L5([0,δ];L10(Ω))+
‖t 1α v(t)‖L2([0,δ];H1+α(Ω)) 6 Q (‖ξ0‖E) +Q(‖g‖), as δ 6 δ0. (3.4.23)
for some monotone increasing Q.
Remark 3.4.1. The multiplier t
1
α in Theorem 3.4.2 is not optimal. Indeed, considering
the homogeneous problem (3.1.1) and taking into account that e−
γ
2
(−∆x)αt is analytic, the
representation u(t) = e−
γ
2
(−∆x)αtv(t) shows that the optimal multiplier would be t
1
2α (see
[33]). Since for our purposes this is not important we do not investigate this question
further.
Now we are able to prove a dissipative variant of Theorem 3.4.1
Theorem 3.4.3. Let the assumptions of Theorem 3.3.1 hold and let u be a Shatah-Struwe
solution of problem (3.3.1) with initial data ξ0 ∈ E1. Then there holds inequality
‖ξu(t)‖E1 6 Q(‖ξ0‖E1)e−βt +Q(‖g‖), (3.4.24)
for some monotone increasing function Q.
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Proof. Indeed, for t ∈ [0, δ0] estimate (3.4.24) follows from Theorem 3.4.1. Also writing
down estimate (3.4.13) on the segment [t, t+ δ0] with t > 0 we conclude
δ
1
α
0 ‖ξu(t+ δ0)‖E1 + δ
1
α
0 ‖ξ∂tu(t+ δ0)‖E + ‖s
1
α∂2t u(s)‖L2([t,t+δ0];Hα(Ω))+
‖s 1α∂tu(s)‖L5([t,t+δ0];L10(Ω)) + ‖s
1
α∂tu(s)‖L2([t,t+δ0];H1+α(Ω)) 6 Q (‖ξu(t)‖E) +Q(‖g‖) 6
Q
(
e−βtQ(‖ξ0‖E) +Q(‖g‖)
)
+Q(‖g‖), ∀t > 0, (3.4.25)
where in the last step we used (3.3.6). The above estimate gives the desired the result due
to Lemma 3.3.1.
3.5. Smooth attractors for Shatah-Struwe solutions
This section is devoted to the asymptotic behaviour of Shatah-Struwe solutions of problem
(3.3.1). Let us summarize and rephrase the above obtained results in the language of
dynamical systems. First, thanks to Theorem 3.3.1 and Theorem 3.3.2 we are able to define
a dynamical system (St, E) with phase space E and evolutionary operator St by
St : E → E , Stξ0 = ξu(t), t > 0, (3.5.1)
where u is the unique Shatah-Struwe solution of (3.3.1) with initial data ξ0 ∈ E . We will
also refer to the operator St as semi-group operator St. Second, due to the Corollary 3.3.2
we see that every trajectory t→ Stξ0 is continuous in E . Furthermore, evolutionary operator
St : E → E is also continuous for any fixed positive t due to Theorem 3.3.2. Thus we can say
that problem (3.3.1) generates a continuous dynamical system (3.5.1). Third, the defined
dynamical system is dissipative (see Definition D.1.4) where dissipativity clearly follows
from the dissipative estimate (3.3.6).
The first main result of this section is the following:
Theorem 3.5.1. Let the assumptions of Theorem 3.3.1 hold. Then the semigroup St in E
defined by (3.5.1) of problem (3.3.1) possesses a global attractor A which is a bounded set
in E1. The attractor A is generated by all trajectories of St which are defined for all t ∈ R
and bounded in E:
A = K∣∣
t=0
, (3.5.2)
where K is a subset of the space of bounded continuous functions Cb(R, E) and consists of
all bounded Shatah-Struwe solutions of (3.3.1) defined for all t ∈ R.
Proof. Since the semigroup St is continuous existence of the attractor follows from the
dissipativity and compactness of the semigroup St by a classic result (see Theorem D.2.1).
Dissipativity has aleardy been discussed. Compactness of dynamical system means existence
of a compact absorbing set. In our case this is a direct consequence of Theorem 3.4.2 and
Theorem 3.4.3. Indeed, from Theorem 3.4.2 and Theorem 3.4.3 we conclude that a closed
ball BR in E1 of sufficiently large radius R will be an absorbing set. Since E1 is compactly
embedded into E we know that BR is precompact in E . Closedness of BR in E follows from
the facts that BR is convex and E is reflexive. One just should remember Mazur theorem
and Banach-Alaoglu theorem.
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Finally the representation (3.5.2) is classic. Since A is invariant one easily sees that every
element of A generates a trajectory from K, thus A ⊂ K|t=0. On the other hand K|t=0 is
invariant and hence K|t=0 ⊂ A since A is a maximal bounded invariant set (see comments
after Definition D.1.6).
We show finite-dimensionality of the attractor by constructing the exponential attractor
for the dynamical system (St, E) defined by (3.5.1) (see Appendix D).
For the construction of the exponential attractor it is convenient to consider the action of
the semigroup St on a set B defined as
B = ∪t>0StBR, (3.5.3)
where BR is the absorbing ball in E1 from Theorem 3.5.1. Clearly, B is bounded in E1
(due to Theorem 3.4.3), B is compact in E , B is positively invariant StB ⊂ B and hence
St : B → B.
A technical result that allows to build the exponential attractor is the following proposition:
Proposition 3.5.1. Let the assumptions of Theorem 3.3.1 hold and let St be the semigroup
defined by (3.5.1). Then for any ξ1, ξ2 ∈ B the following estimate is valid
‖S1ξ1 − S1ξ2‖Eα 6 L‖ξ1 − ξ2‖E , (3.5.4)
where Eα = H1+α(Ω) ∩H10 (Ω)×Hα(Ω) and the constant L is independent of ξ1, ξ2 ∈ B.
Proof. Let ξui(t) = Stξi, where i = 1, 2, are two trajectories starting from ξi, and ui are the
corresponding Shatah-Struwe solutions. Then the difference v(t) = u1(t)− u2(t) solves{
∂2t v −∆xv + γ(−∆x)α∂tv = f(u2)− f(u1),
v|∂Ω = 0, ξv(0) = ξ1 − ξ2.
(3.5.5)
From the fact that B is positively invariant, and bounded in E1 we conclude that ξui(t) is
bounded in E1. Furthermore, using the embedding H2(Ω) ⊂ C(Ω) we derive
‖f(u1)− f(u2)‖ 6 C‖u1 − u2‖, (3.5.6)
where C is independent of time and ξi ∈ B.
Multiplying equation (3.5.5) by ∂tv (notice, that since ξui(t) ∈ E1 all products make
sense) we find
d
dt
‖ξv(t)‖2E + ‖∂tv‖2Hα(Ω) 6 C1‖ξv(t)‖2E , (3.5.7)
where we used (3.5.6). Applying Gronwall inequality to (3.5.7) we find (in 2 steps)
‖ξv(t)‖2E +
ˆ t
0
‖∂tv(s)‖2Hα(Ω) ds ≤ C2‖ξv(0)‖2EeKt (3.5.8)
for some positive C2 and K which are independent of ξi ∈ B. Multiplying equation (3.5.5)
by (−∆x)αv (again all products make sense) we have
d
dt
(
(∂tv, (−∆x)αv) + γ
2
‖v‖2H2α(Ω)
)
+ ‖v‖2H1+α(Ω) =
(f(u2)− f(u1), (−∆x)αv) + ‖∂tv‖2Hα(Ω). (3.5.9)
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Integrating the above inequality from 0 to t, taking into account (3.5.8) we deduce
ˆ t
0
‖v(s)‖2H1+α(Ω)ds 6 C2‖ξv(0)‖2EeKt (3.5.10)
and, therefore, ˆ t
0
‖ξv(s)‖2Eα ds ≤ C2‖ξv(0)‖2EeKt. (3.5.11)
Finally multiplying (3.5.5) by t(−∆x)αv, using (3.5.6) we get
d
dt
(
t‖ξv(t)‖2Eα
)
6 ‖ξv(t)‖2Eα + C3t‖ξv(t)‖2E , (3.5.12)
that due to (3.5.11), (3.5.8) yields
t‖ξv(t)‖2Eα 6 (1 + t2)C4eKt‖ξv(0)‖2E . (3.5.13)
Substituting t = 1 finishes the proof.
The next theorem which establishes the existence of the exponential attractor can be
considered as the main result of the section.
Theorem 3.5.2. Let assumptions of Theorem 3.3.1 hold then the semi-group (3.5.1) gen-
erated by the Shatah-Struwe solutions of equation (3.3.1) possesses an exponential attractor
M in E which is a bounded subset of E1.
Proof. According to Theorem D.2.2 estimate (3.5.4) guarantees the existence of an expo-
nential attractorMd for the discrete dynamical system (S1,B), since the embedding Eα ⊂ E
is compact. Also the map (t, ξ0)→ Stξ0 is uniformly Lipschitz with respect to t ∈ [0, 1] and
ξ0 on B in the norm of E . Indeed, the Lipschitz property with respect to ξ0 follows from
Theorem 3.3.2. And the Lipschitz property with respect to t in the norm of E on B follows
from Newton’s formula and the boundedness of B in E1. Thus an exponential attractor for
the continuous system (St, E) is given as M = ∪t∈[0,1]StMd (see [47] for more details).
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4. Damped wave equation: α = 1/2
4.1. Introduction
This chapter is devoted to the semi-linear wave equation (1.0.1) with damping term
(−∆x) 12∂tu and critical quintic nonlinearity. We will show that the corresponding problem
in a 3D bounded domain possesses a unique and smooth solution (say, u(t) ∈ H2(Ω)) for all
t > 0. Moreover, the associated semi-group in the energy phase space
E := H1(Ω)× L2(Ω) + Dirichlet BC (or Periodic BC) (4.1.1)
is dissipative and possesses a smooth global attractor of finite Hausdorff and fractal dimension.
To prove this result, we show that any energy solution, i. e. ξu(t) ∈ E , possesses the following
extra regularity:
u ∈ L2([0, T ];H3/2(Ω)) (4.1.2)
which is enough to verify the above stated properties in a more or less standard way.
Note that the regularity (4.1.2) does not follow from the energy equality (4.3.1) and,
analogously to [37], some extra Lyapunov-type functionals are necessary for obtaining it.
Namely, it is not difficult to see that the desired estimated can be obtained if we succeed
in multiplying equation (4.2.1) by (−∆x)1/2u and estimating the term which contains the
nonlinearity: (f(u), (−∆x)1/2u). To estimate this term, we utilize the well-known formula
‖u‖2Hs(Ω) ∼ ‖u‖2L2(Ω) +
ˆ
x∈Ω
ˆ
y∈Ω
|u(x)− u(y)|2
|x− y|3+2s dx dy, s ∈ (0, 1),
see, e.g., [69]. In particular, for the more simple case of periodic boundary conditions
Ω = T3 := [0, 2pi]3, we establish the following representation:
(f(u), (−∆x)su) =
= cs
ˆ
h∈R3
ˆ
x∈T3
(f(u(x+ h))− f(u(x)), u(x+ h)− u(x))
|h|3+2s dx dh, (4.1.3)
where cs > 0 is some positive constant which is independent of f and u. This representation
together with inequality of (4.2.2).2 implies that
(f(u), (−∆x)1/2u) ≥ −C‖u‖H1/2(Ω) (4.1.4)
and this is enough to verify (4.1.2), see Sections 4.2 for the details.
The case of a general bounded domain Ω ⊂ R3 endowed with Dirichlet boundary conditions
is a bit more difficult since we do not know the analogue of (4.1.3) for that case and have to
proceed in a different way using the odd extension of the solution u through the boundary.
Then, the already obtained energy estimate (4.3.9) is sufficient for estimating the extra
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terms arising under the extension, so with the help of this trick, we actually reduce the
general case to the case of periodic boundary conditions considered before, see Section 4.7.
The chapter is organized as follows.
The definitions of functional spaces as well as the assumptions on the non-linearity and
external forces used throughout this section are given in Section 4.2. Moreover, the key
technical tool (4.1.3) is verified here for the case of periodic boundary conditions.
The weak energy solutions are introduced in Section 4.3. Here, for the convenience of
the reader, we recall the standard result about existence of energy solutions and dissipative
estimate for them.
Properties of energy solutions are studied in Section 4.4. In particular, the extra regularity
(4.1.2) is verified here in the case of periodic boundary conditions. Moreover, as shown
there, this extra regularity is enough to verify that any energy solution satisfies the energy
equality (4.3.1).
The well-posedness and smoothing property for the energy solutions are verified in Section
4.5 under the assumption (4.1.2) of extra regularity. The existence of global and exponential
attractors for the associated solution semigroup are proved in Section 4.6.
Finally, the case of Dirichlet boundary conditions is considered in Section 4.7. In that
section, we verify the extra regularity (4.1.2) for the Dirichlet case using the odd extension
of a solution through the boundary. Important properties of this extension operator are
given in Appendix C.
4.2. Preliminaries
In this section, we briefly review the properties of fractional Sobolev spaces related with
our problem and verify the key formula (4.1.3). In order to be able to consider the cases of
Dirichlet and periodic boundary conditions from a unified point of view, we add the extra
damping term α∂tu to equation (1.0.1) and will consider the following problem:{
∂2t u+ γ(−∆x)
1
2∂tu+ α∂tu−∆xu+ f(u) = g,
u
∣∣
t=0
= u0, ∂tu
∣∣
t=0
= u1,
(4.2.1)
either in a bounded smooth domain Ω ⊂ R3 with Dirichlet boundary conditions or on a
torus Ω = T3 := [0, 2pi]3 with periodic boundary conditions. Here ∆x is a Laplacian with
respect to the variable x, u = u(t, x) is an unknown function, γ and α are fixed strictly
positive numbers, g ∈ L2(Ω) and f ∈ C1(R) satisfies the following growth and dissipativity
assumptions: 
1. f(u)u ≥ −C + µu2,
2. f ′(u) ≥ −K,
3. |f ′(u)| ≤ C(1 + |u|4),
(4.2.2)
where C, µ and K are given positive constants. Finally, the initial data ξu(0) := (u0, u1) is
assumed belonging to the energy space E (see 4.1.1).
Remark 4.2.1. Let f ∈ C(R) satisfies the first inequality of (4.2.2), then the following
inequality holds
F (u) > ku2 − L, (4.2.3)
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where F (u) =
´ u
0 f(s)ds, k and L are some strictly positive constants depending only on f
but independent of u.
Proof. First, we notice that since F (u) is continuous then
F (u) > −M, when u ∈ [−1, 1], (4.2.4)
for some constant M .
Second, using (4.2.2).1, for |u| > 1 we can proceed as follows
F (u) = F
(
1
u
)
+
ˆ u
1
u
f(s)ds > |s = λu| > −M +
ˆ 1
1
u2
f(λu)λu
λ
dλ >
−M +
ˆ 1
1
u2
µ(λu)2 − C
λ
dλ > −M − µ
2
+
µ
2
u2 + 2C ln |u|, (4.2.5)
what implies the desired estimate.
Remark 4.2.2. Let f ∈ C1(R) satisfy (4.2.2).2, then F (u) (see Remark 4.2.1) admits the
estimate
F (u) 6 f(u)u+ K
2
u2. (4.2.6)
Proof. Let us consider Φ(u) = F (u)− f(u)u− K2 u2. Then
Φ′(u) = −(f ′(u) +K)u (4.2.7)
and we see that 0 is point of maximum of Φ due to (4.2.2).2. Together with the fact that
Φ(0) = 0 this completes the proof.
Here and below Hs(Ω), s ∈ R, stands for the classical Sobolev spaces of distributions
whose derivatives up to order s belong to L2(Ω) and Hs0(Ω) means the closure of C
∞
0 (Ω) in
the metric of Hs(Ω). Recall that, for the non-integer positive values of s the norm in the
space Hs(Ω) is defined via the interpolation:
‖u‖2Hs := ‖u‖2H[s] +
ˆ
x,y∈Ω
|D[s]u(x)−D[s]u(y)|2
|x− y|3+2(s−[s]) dx dy, (4.2.8)
where [s] is the integer part of s and D[s] stands for the collection of all partial derivatives
of order [s]. For negative s, the space Hs(Ω) is defined by the duality: Hs(Ω) := [H−s0 (Ω)]
∗,
see e.g., [69] for the details. The standard inner product in L2(Ω) will be denoted by (u, v).
We now remind the fractional powers of the Laplacian. To this end, let 0 ≤ λ1 ≤ λ2 ≤ · · ·
be the eigenvalues of the Laplacian −∆x and {ei}∞i=1 ⊂ C∞(Ω) be the associated eigenvectors.
Then, due to the Parseval equality,
‖u‖2L2(Ω) =
∞∑
i=1
u2i , ui := (u, ei), u =
∞∑
i=1
uiei.
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Then, the scale of Hilbert spaces Hs∆, s ∈ R, associated with the Laplacian is defined as a
completion of L2(Ω) with respect to the following norm:
‖u‖2Hs∆ :=
∞∑
i=1
(1 + λi)
su2i , u :=
∞∑
i=1
uiei (4.2.9)
and the fractional Laplacian (−∆x)θ, θ ≥ 0, acts from Hs∆ to Hs−2θ∆ via the following
expression:
(−∆x)θu :=
∞∑
i=1
λθiuiei, u =
∞∑
i=1
uiei. (4.2.10)
Recall also that, in the case of Dirichlet boundary conditions, λ1 > 0 and therefore (−∆x)θ
is an isomorphism between Hs∆ and H
s−2θ
∆ for all θ, s ∈ R. In the case of periodic boundary
conditions λ1 = 0, so the operator (−∆x)θ is not invertible and one should replace it by
(−∆x + 1)θ in order to restore the isomorphism.
The relations between the Sobolev spaces Hs(Ω) and the spaces Hs∆ in the case of Dirichlet
boundary conditions are well-known at least in the case of smooth domains. Namely, for
s > 0 and s 6= 1/2, 5/2, 9/2, · · · one has
Hs∆ = H
s(Ω) ∩ {u∣∣
∂Ω
= −∆xu
∣∣
∂Ω
= · · · = (−∆x)[(2s−1)/4]u
∣∣
∂Ω
= 0} (4.2.11)
and, in particular, by duality, Hs∆ = H
s(Ω) for 0 > s > −3/2, s 6= 1/2. In contrast to that,
in the case of, say, s = 1/2, the space H
1/2
∆ is a proper (dense) subset of H
1/2(Ω) = H
1/2
0 (Ω)
determined by the following norm:
‖u‖2
H
1/2
∆
∼ ‖u‖2
H1/2(Ω)
+
ˆ
Ω
d(x)−1|u(x)|2 dx <∞, (4.2.12)
where d(x) is the distance from x to the boundary ∂Ω. In particular, by duality,
H−1/2(Ω) ⊂ H−1/2∆ ⊂ D′(Ω),
see [44] or [69] for more details.
We now consider the special case Ω = T3 with periodic boundary conditions. In this case,
since there is actually no boundary, we have the equality
Hs(Ω) = Hs∆
for all s ∈ R. Moreover, the eigenvectors of the Laplacian (−∆x) are now the complex
exponents eik.x, k ∈ Z3 (here and below a.b stands for the usual dot product in R3), with
the corresponding eigenvalues |k|2, so the Parseval equality reads
‖u‖2L2(Ω) = (2pi)3
∑
k∈Z3
|uk|2, u(x) =
∑
k∈Z3
uke
ik.x, uk :=
1
(2pi)3
(u, eik.x) (4.2.13)
and also, for s ≥ 0,
d1(‖u‖2L2 + ‖(−∆)
s
2u‖2L2) 6 ‖u‖2Hs 6 d2(‖u‖2L2 + ‖(−∆)
s
2u‖2L2), (4.2.14)
where d1 and d2 are some positive constants depending on s.
The next representation of the norm ‖(−∆x)s/2‖2L2 is crucial for what follows.
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Lemma 4.2.1. Let s ∈ (0, 1) and u ∈ Hs(T3), then the following identity holds:
‖(−∆x) s2u‖2L2 = c
ˆ
R3
ˆ
T3
|u(x+ h)− u(x)|2
|h|3+2s dxdh, (4.2.15)
for some strictly positive c = cs which depends only on s.
Proof. Indeed, let u ∈ Hs(T3), where s ∈ (0, 1) and
u(x) =
∑
k∈Z3
uke
ik.x. (4.2.16)
Then by Parseval equality,
ˆ
T3
(u(x+ h)− u(x))2dx = (2pi)3
∑
k∈Z3
|uk|2|eik.h − 1|2 = (2pi)3
∑
k∈Z3
4|ck|2 sin2(k.h).
Consequently,
ˆ
R3
ˆ
T3
(u(x+ h)− u(x))2
|h|3+2s dxdh = 32pi
3
∑
k∈Z3
|uk|2
ˆ
R3
sin2(k.h)
|h|3+2s dh =∣∣∣∣h := z|k|
∣∣∣∣ = 32pi3 ∑
k∈Z3
|uk|2|k|2s
ˆ
R3
sin2
(
k
|k| .z
)
|z|3+2s dz. (4.2.17)
Due to the rotation invariance of |z|, we have
4
ˆ
R3
sin2
(
k
|k| .z
)
|z|3+2s dz = 4
ˆ
R3
sin2(y1)
|y|3+2s dy := c
−1. (4.2.18)
Since s ∈ (0, 1) the last integral is finite and, consequently,
ˆ
R3
ˆ
T3
(u(x+ h)− u(x))2
|h|3+2s dxdh = c
−1(2pi)3
∑
k∈Z3
|uk|2|k|2s = c−1‖(−∆x)s/2u‖2L2 .
Thus, Lemma 4.2.1 is proved.
Using (4.2.15) together with the obvious identity
a(u, v) =
1
4
(a(u+ v, u+ v)− a(u− v, u− v))
which holds for any bilinear form a(u, v), we conclude that, for any u, v ∈ Hs(T3),
(u, (−∆x)sv) = ((−∆x)s/2u, (−∆x)s/2v) =
= c
ˆ
R3
ˆ
T3
(u(x+ h)− u(x))(v(x+ h)− v(x))
|h|3+2s dxdh. (4.2.19)
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In particular, taking v = f(u) in the last formula and using that, due to the second
assumption of (4.2.2) and the integral mean value theorem,
(f(u(x+ h))− f(u(x)))(u(x+ h)− u(x)) =
=
ˆ 1
0
f ′(κu(x+ h) + (1− κ)u(x)) dκ|u(x+ h)− u(x)|2 ≥ −K|u(x+ h)− u(x)|2,
so that
(f(u), (−∆x)su) ≥ −K‖(−∆x)s/2u‖2L2(T3) ≥ −C‖u‖2Hs(T3) (4.2.20)
holds at least for sufficiently smooth functions u for which the integrals in the left and
right-hand sides of (4.2.20) make sense and, therefore, the key estimate (4.1.4) is verified.
To be able to apply this estimate to less regular functions u for which the existence of the
integrals is not known a priori, we introduce, for every ε > 0, the cut-off kernels
θε(z) :=
{
|z|, |z| ≥ ε,
ε, |z| ≤ ε (4.2.21)
and the associated bilinear forms
[u, v]s,ε :=
ˆ
R3
ˆ
T3
(u(x+ h)− u(x))(v(x+ h)− v(x))
θε(h)3+2s
dx dh. (4.2.22)
Then, on the one hand, obviously,
[u, v]2s,ε ≤ [u, u]s,ε[v, v]s,ε, [u, u]s,ε ≤ c−1‖(−∆x)s/2u‖2L2(T3) ≤ C‖u‖2Hs(T3), (4.2.23)
where C is independent of ε > 0. Moreover, analogously to (4.2.20), we have
[f(u), u]s,ε ≥ −K[u, u]s,ε. (4.2.24)
On the other hand, since the kernel 1θε(h) is no more singular, the integrals in (4.2.24) make
sense, for instance if u ∈ Lp(T3) is such that f(u) ∈ Lq(T3) with 1p + 1q = 1 for p, q > 1. In
the next section, we will use this estimate in the situation when p = 6.
We conclude the section by one more obvious lemma which allows us to estimate the
Hs-norms using the smoothed norms (4.2.22).
Lemma 4.2.2. Let the function u ∈ L2(T3) be such that
[u, u]s,ε ≤ C
for all ε > 0, where C is independent of ε. Then, u ∈ Hs(T3) and
‖(−∆x)s/2u‖2L2 ≤ c lim infε→0 [u, u]s,ε. (4.2.25)
Indeed, the assertion of the lemma is an immediate corollary of the fact that ε→ 1θε(h) is
monotone increasing and the Fatou lemma.
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4.3. Energy solutions
The aim of this section is to introduce and study weak energy solutions for problem (4.2.1).
In particular, as will be shown below, any such solution possesses an extra space-time
regularity at least in the periodic case (the case of Dirichlet boundary conditions will be
considered later in Section 4.7). This extra regularity will be essentially used later in order
to verify existence, uniqueness and dissipativity of energy solutions.
We start by recalling the basic energy equality for problem (4.2.1). Indeed, multiplying
formally (4.2.1) by ∂tu and integrating in x ∈ Ω, after integration by parts (using the
Dirichlet or periodic boundary conditions), we get
d
dt
E(u(t), ∂tu(t)) + α‖∂tu(t)‖2L2(Ω) + γ‖(−∆x)1/4∂tu(t)‖2L2(Ω) = 0, (4.3.1)
where
E(u, v) =
1
2
‖v‖2L2(Ω) + +
1
2
‖∇u‖2L2(Ω) + (F (u), 1)− (g, u) (4.3.2)
and F (u) :=
´ u
0 f(s) ds. Integrating (4.3.1) in time, we formally have
E(u(t), ∂tu(t))+
+
ˆ t
0
α‖∂tu(s)‖2L2(Ω) + γ‖(−∆x)1/4∂tu(s)‖2L2(Ω) ds = E(u(0), ∂tu(0)). (4.3.3)
As usual, weak energy solutions are expected to have minimal regularity which guarantees
that all terms in (4.3.3) are well defined. Note that, due to the growth restriction of (4.2.2),
|F (u)| ≤ C(1 + |u|6)
which together with the embedding H1 ⊂ L6 show that the energy functional (4.3.2) is
naturally well-defined and continuous on the energy space (u, v) ∈ E (see (4.1.1)). This
justifies the following definition.
Definition 4.3.1. A function ξu := (u, ∂tu) is a weak energy solution of problem (4.2.1) if
ξu ∈ L∞(0, T ; E), ∂tu ∈ L2(0, T ;H1/2∆ ), (4.3.4)
ξu(0) = (u0, u1) and equation (4.2.1) is satisfied in the sense of distributions. The latter
means that, for any T > 0 and any φ ∈ C∞0 ((0, T )× Ω),
−
ˆ T
0
(∂tu, ∂tφ)dt+
ˆ T
0
(∇u,∇φ)dt+ α
ˆ T
0
(ut, φ)dt
γ
ˆ T
0
(∂tu, (−∆x)1/2φ) dt+
ˆ T
0
(f(u), φ)dt =
ˆ T
0
(g, φ) dt. (4.3.5)
Since ξu(t) is a priori only in L
∞(0, T ; E), the equality ξu(0) = (u0, u1) requires some
explanations. First, since u, ut ∈ L∞(0, T ;L2), we conclude that
u ∈ C([0, T ], L2(Ω))
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and the initial value for u(t) makes sense. To verify the continuity in time of ∂tu(t), we
need information on ∂2t u(t). To this end, we note that, using the growth restriction (4.2.2)
on f and the Sobolev embedding H1 ⊂ L6 one can easily verify that
f(u) ∈ L∞(0, T ;H−1(Ω))
and then from (4.3.5), we conclude that
∂2t u ∈ L∞(0, T ;H−1(Ω)). (4.3.6)
Indeed, using the definition of distributional derivative together with (4.3.5), we have
< ∂2t u, φ >= −
ˆ T
0
(∇u,∇φ)dt−
ˆ T
0
(∂tu, αφ+ γ(−∆x)1/2φ)dt−
ˆ T
0
(f(u), φ)dt+
ˆ T
0
(g, φ)dt (4.3.7)
for any φ ∈ C∞0 ((0, T ) × Ω). Thus, we see that the distribution ∂2t u can be extended by
continuity to a linear functional on L1(0, T ;H10 (Ω)) and (4.3.6) now follows from the evident
fact that [L1(0, T ;H10 (Ω))]
∗ = L∞(0, T ;H−1(Ω)). Therefore,
∂tu ∈ C([0, T ], H−1(Ω))
and the initial data for ∂tu is also well-defined.
Remark 4.3.1. Since
ξu ∈ L∞(0, T ; E) ∩ C([0, T ], E−1),
where E−1 := L2(Ω) × H−1(Ω), we conclude that the value ξu(t) is well defined for any
t ∈ [0, T ] and the function t→ ξu(t) is weakly continuous as a function with values in E:
ξu ∈ Cw([0, T ], E), (4.3.8)
see e.g. Lemma B.1.1. Therefore, all terms in the energy equality (4.3.3) indeed make sense
for any t ≥ 0 and any weak energy solution u. Nevertheless, the regularity (4.3.4) is a
priori not enough for establishing the validity of the energy equality since we do not have
enough regularity to take φ = ∂tu in (4.3.5) (the most difficult is the term (f(u), ∂tu), see
below), so to the best of our knowledge neither the validity of the energy equality nor the
strong continuity of the function t→ ξu(t) in E was known before for the energy solutions
of (4.2.1) with quintic nonlinearity. Below we will establish these facts based on (4.2.20)
and the extra energy type functional.
The next theorem gives the existence of energy solutions and their dissipativity. This
result is standard and its proof can be skipped at first reading. On the other hand we
tried to write it in detail to expose hidden functional analysis machinery needed to make
the proof rigorous. Many of these tools are used implicitly in most works on PDEs and
throughout this work.
Theorem 4.3.1. Let the nonlinearity f satisfy (4.2.2), α, γ > 0, g ∈ L2(Ω) and ξu(0) =
(u0, u1) ∈ E. Then problem (4.2.1) (endowed by Dirichlet or periodic boundary conditions)
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possesses at least one weak energy solution ξu(t) in the sense of Definition 4.3.1 which
satisfies the following estimate:
‖ξu(t)‖2E +
ˆ t+1
t
‖∂tu(s)‖2
H
1/2
∆
ds ≤ Q(‖ξu(0)‖)e−βt +Q(‖g‖L2(Ω)), (4.3.9)
where β > 0 and Q is a monotone increasing function which is independent of t and u.
Proof. We devide the proof into a number of steps. The first one is defininig a sequence of
approximate solutions of problem (4.2.1) and obtaining a priori estimates for them. This
allows us to extract some convergent (in a weak sense) subsequence of approximate solutions.
And the second step is to verify that the obtained limit actually satisfies (4.3.5). The third
step is to check that the obtained limit in addition satisfies initial conditions. And finally
the fourth step is to check that the limit satisfies the same apriori estimates (4.3.32) as our
approximate solutions. Below we consider the case of Dirichlet boundary conditions, the
case of periodic boundary conditions can be done analogously. (i) To define a sequence of
approximate solutions we use an orthonormal basis {ej}∞j=1 in L2 consisting of eigenvalues
of −∆ with Dirichlet boundary conditions. Actually, {ej}∞j=1 ∈ C∞(Ω) and in addition the
elements ej are orthogonal in H
s
∆ for any s. Also we introduce a projector PN : L
2 → L2
PNu =
N∑
j=1
(u, ej)ej , (4.3.10)
where {ej} is the above basis.
Now we take as an approximate solution of order n to problem (4.2.1) a function un(t) of
the form
un(t) =
n∑
j=1
Uj(t)ej , (4.3.11)
which solves the problem
∂ttun + γ(−∆) 12∂tun + α∂tun + (−∆)un + Pnf(un) = Png, (4.3.12)
un(0) = u0n, ∂tun(0) = u1n, (4.3.13)
where (u0n, u1n) ∈ span{ej}nj=1 is such that (u0n, u1n) tends to (u0, u1) in E . Also we
note that since {ej} ∈ C∞(Ω) all terms of (4.3.12) are well defined and in fact (4.3.12) is
equivalent to a system of ODEs for the functions Uj . Indeed, multiplying (4.3.12) by ej in
L2(remember that the system is orthonormal in L2) and taking into account that
∂ttun(t) =
n∑
i=1
U ′′i (t)ei, (4.3.14)
(−∆) 12∂tun =
n∑
i=1
U ′i(t)λ
1
2
i ei, (4.3.15)
∂tun =
n∑
i=1
U ′i(t)ei, (4.3.16)
−∆un =
n∑
i=1
Ui(t)λiei, (4.3.17)
71
we get the following ODE system
U ′′j (t) + γλ
1
2
j U
′
j(t) + αU
′
j(t) + λjUj(t) + fj(U1(t), ..., Un(t)) = gj j = 1, n, (4.3.18)
Uj(0) = dj , U
′
j(0) = hj , j = 1, n, (4.3.19)
where
fj(t1, ..., tn) = (f(
n∑
i=1
tiei), ej), gj = (g, ej), (4.3.20)
dj = (u0n, ej), hj = (u1n, ej). (4.3.21)
Inversely, if {Uj(t)}nj=1 solves (4.3.18)-(4.3.19) then obviously function
un(t) =
∑n
j=1 Uj(t)ej satisfies
(∂ttun + γ(−∆) 12∂tun + α∂tun + (−∆)un + Pnf(un)− Png, ej) = 0, j = 1, n (4.3.22)
(un(0), ej) = (u0n, ej), (∂tun(0), ej) = (u1n, ej), j = 1, n, (4.3.23)
but since {ej}∞j=1 are orthogonal, the above equalities are true for j > n too which implies
(4.3.12)-(4.3.13).
By denoting wj(t) := U
′
j(t) one reduces (4.3.18)-(4.3.19) to a first order ODE system,
and since all partial derivatives fj(t1, ..., tn) are continuous one can apply Picard’s theorem
(actually only Lipschitz property is enough) and gets local existence of a solution to problem
(4.3.18)-(4.3.19) and by equivalence to (4.3.12)-(4.3.13).
Now to prove existence of approximate solutions on an arbitrary interval [0, T ] we need a
priori estimates. Let us multiply (4.3.12) by ∂tun in L
2 (since ej are smooth enough we
have the right to do so)
d
dt
[
1
2
‖∂tun‖2 + 1
2
‖∇un‖2 + (F (un), 1)− (g, un)
]
+ α‖∂tun‖2 + γ‖(−∆) 14∂tun‖2 = 0.
(4.3.24)
Actually, this is enough for existence but since we want to prove the dissipative estimate
(4.3.9) we also need multiplication by βun (β is some small positive constant and will be
fixed below)
d
dt
[
βγ
2
‖(−∆) 14un‖2 + β(∂tun, un) + αβ
2
‖un‖2
]
+ β‖∇un‖2+
β(f(un), un)− β‖∂tun‖2 = β(g, un). (4.3.25)
Taking the sum of (4.3.24) and (4.3.25) one gets
d
dt
E˜(ξun(t)) + (α− β)‖∂tun‖2 + γ‖(−∆)
1
4∂tun‖2+
β‖∇un‖2 + β(f(un), un) = β(g, un), (4.3.26)
where
E˜(ξu(t)) =
1
2
‖∂tun‖2 + 1
2
‖∇un‖2 + (F (un), 1)− (g, un)+
β
γ
2
‖(−∆) 14un‖2 + β(∂tun, un) + αβ
2
‖un‖2. (4.3.27)
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Using (4.2.3) and (4.2.6) we can choose β small enough that
ν‖ξu‖2E − Cˆ(1 + ‖g‖2) 6 E˜(ξu) 6 Cˆ(‖ξu‖2E + (f(u), u) + 1 + ‖g‖2) (4.3.28)
for some strictly positive ν and Cˆ. Now, in case of need, we again choose β even smaller in
such a way that the coefficient α− β in front of ‖∂tun‖2 remains strictly positive. Using
(4.3.28), (4.3.25) and Cauchy’s inequality for (g, un) one deduces
d
dt
E˜(ξun(t)) + δ‖∂tun‖2
H
1
2
∆
+ δE˜(ξun(t)) 6 C∗(1 + ‖g‖2) (4.3.29)
for some strictly positive constants δ and C∗. Applying Gronwall’s inequality for the last
estimate we get
E˜(ξun(t)) 6 E˜(ξun(0))e−δt +
C∗(1 + ‖g‖2)
δ
(4.3.30)
Integrating (4.3.29) from t to t+ 1 and taking into account (4.3.28) one gets
δ
ˆ t+1
t
‖∂tun‖2
H
1
2
∆
dt 6 E˜(ξun(t)) + C∗∗(1 + ‖g‖2). (4.3.31)
Finally from the last two inequalities one easily derives
‖ξun(t)‖2E +
ˆ t+1
t
‖∂tun‖2
H
1
2
∆
dt 6 Q(‖(u0, u1)‖E)e−δt + C˜(1 + ‖g‖2) (4.3.32)
for some strictly positive constants C˜ and δ. The boundedness of ‖ξun(t)‖2E on an arbitrary
segment [0, T ] implies the existence of approximate solutions on an arbitrary segment [0, T ].
Also the estimate (4.3.32) gives us that there exists some u satisfying (4.3.4), such that
un → u weak-star in L∞(0, T ;H10 ), (4.3.33)
un → u weak-star in L∞(0, T ;L6), (4.3.34)
∂tun → ∂tu weak-star in L∞(0, T ;L2), (4.3.35)
∂tun → ∂tu weak in L2(0, T ;H
1
2
∆). (4.3.36)
(ii) As was already mentioned in the beginning of the proof the aim of the second step is
to check that the obtained limit function u satisfies (4.3.5). Indeed, multiplying (4.3.12)
by ejφj(t) (j ∈ 1, n, φj(t) is some function from C∞0 ((0, T ))), integrating from 0 to T with
respect to t with integration by parts we get
−
ˆ T
0
(∂tun, ejφ
′
j)dt+
ˆ T
0
(∇un,∇ejφj)dt+ α
ˆ T
0
(ut, φ)dt+
γ
ˆ T
0
(∂tun, (−∆) 12 ejφj)dt+
ˆ T
0
(f(un), ejφj)dt =
ˆ T
0
(g, ejφj)dt (4.3.37)
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Thanks to the smoothness of ej and φj(t) it follows directly from (4.3.35), (4.3.33), (4.3.36)
that
ˆ T
0
(∂tun, ejφ
′
j)dt→
ˆ T
0
(∂tu, ejφ
′
j)dt, as n→∞, (4.3.38)
ˆ T
0
(∇un,∇ejφj)dt→
ˆ T
0
(∇u,∇ejφj)dt, as n→∞, (4.3.39)
ˆ T
0
(∂tun, (−∆) 12 ejφj)dt→
ˆ T
0
(∂tu, (−∆) 12 ejφj)dt, as n→∞, (4.3.40)
ˆ T
0
(∂tun, ejφj)→
ˆ T
0
(∂tu, ejφj)dt, as n→∞ (4.3.41)
So it remains to prove
ˆ T
0
(f(un), ejφj)dt→
ˆ T
0
(f(u), ejφj)dt, as n→∞, (4.3.42)
One of the ways to do this is to show that
‖f(un)− f(u)‖C([0,T ];L1) → 0, as n→∞. (4.3.43)
Indeed, using (4.2.2) and Lemma B.1.2 in the last step we get
(1, |f(un)− f(u)|) 6 C˙(1 + (|un|+ |u|)4, |un − u|) 6
C˙1(1 + (|un|+ |u|)6, 1) 23 ‖un − u‖L3 6
C˙1(1 + (|un|+ |u|)6, 1) 23 ‖un − u‖
1
2
L2
‖un − u‖
1
2
L6
→ 0, as n→∞, (4.3.44)
since C˙1(1 + (|un|+ |u|)6, 1) 23 and ‖un − u‖
4
5
L6
are bounded because of (4.3.32) and
‖un − u‖C([0,T ];L2(Ω)) → 0 as n→∞. (4.3.45)
To see (4.3.45) we note that {un}∞n=1 and {∂tun}∞n=1 are bounded sequences in
L∞([0, T ];H10 (Ω)) and L∞([0, T ];L2(Ω)) respectively. Hence, by second assertion of Theo-
rem B.1.1 (we take X = H10 (Ω) and Y = Z = L
2(Ω)), we conclude that {un}∞n=1 is relatively
compact in C(0, T ;L2(Ω)). That is, there exists some w ∈ C(0, T ;L2(Ω)) and subsequence
nk, such that we have
‖unk − w‖C(0,T ;L2(Ω)) → 0 as nk →∞, (4.3.46)
that implies unk → w as nk →∞ in D′((0, T )×Ω). However, (4.3.33) implies that unk → u
in D′((0, T )× Ω). Since the limit in D′((0, T )× Ω) is unique we conclude that w = u and
since the limit does not depend on the subsequence nk we conclude (4.3.45).
Thus we have derived
−
ˆ T
0
(∂tu, ejφ
′
j)dt+
ˆ T
0
(∇u,∇ejφj)dt+ α
ˆ T
0
(∂tu, ejφj)dt+
γ
ˆ T
0
(∂tu, (−∆) 12 ejφj)dt+
ˆ T
0
(f(u), ejφj)dt =
ˆ T
0
(g, ejφj)dt (4.3.47)
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for arbitrary fixed j and scalar function φj(t) ∈ C∞0 ((0, T )), that implies
−
ˆ T
0
(∂tu,Φ
′
n)dt+
ˆ T
0
(∇u,∇Φn)dt+ α
ˆ T
0
(∂tu,Φn)dt
γ
ˆ T
0
(∂tu, (−∆) 12 Φn)dt+
ˆ T
0
(f(u),Φn)dt =
ˆ T
0
(g,Φn)dt, (4.3.48)
where Φn(t) =
∑n
j=1 φj(t)ej . But ‖Pnφ − φ‖H1(0,T ;Hk0 (Ω)) → 0 as n → ∞ for any φ ∈
C∞0 (0, T ; Ω) and k ∈ N ∪ {0} hence substituting Φn(t) by Pnφ in the above equality and
letting n to infinity we get that u satisfies integral equality (4.3.5).
(iii) So to prove that u is a solution of problem (4.2.1) we just have to check that u
satisfies the initial conditions. Indeed, due to (4.3.45) we already know that ‖un(t) −
u(t)‖C(0,T ;L2(Ω)) → 0 as n tends to infinity. This in particular means that ‖un(0)− u(0)‖ =
‖u0n − u(0)‖ → 0 as n tends to infinity. On the other hand the sequence u0n was chosen in
such a way that ‖u0n − u0‖ → 0 when n tends to infinity. But a sequence may have just
one limit, therefore u(0) = u0.
Using Theorem B.1.1 one more time we show that ut(0) = u1. Indeed, using (4.3.12) we
have
‖∂ttun‖L∞([0,T ];H−1) 6 γ‖∂tun‖L∞([0,T ];H−1) + ‖un‖L∞([0,T ];H1)+
‖f(un)‖
L∞([0,T ];L
6
5 )
+ ‖g‖. (4.3.49)
Due to (4.3.32) the above estimate means that ∂ttun is a bounded sequence in
L∞(0, T ;H−1). Also ∂tun is a bounded sequence in L∞(0, T ;L2). Hence from Theo-
rem B.1.1 we conclude, exactly as before, that ‖∂tun − ∂tu‖C([0,T ];H−1) → 0 as n→∞ that
implies ‖∂tun(0)− ∂tu(0)‖H−1 = ‖u1n − ∂tu(0)‖H−1 → 0 when n→∞. On the other hand
{u1n} was chosen in such a way that ‖u1n − u1‖H−1 → 0 as n → ∞. This leads us to
conclusion that ∂tu(0) = u1.
(iv) The aim of this last step is to show that actually estimate (4.3.32) is valid for our
solution u. The proof is based on the fact
xn → x weak-star in X ⇒ ‖x‖ 6 lim
n→∞
‖xn‖, (4.3.50)
where X is a Banach space. So from (4.3.36) and (4.3.50) follows
ˆ t+1
t
‖∂tu(s)‖2
H
1
2
∆
ds 6 lim
n→∞
ˆ t+1
t
‖∂tun(s)‖2
H
1
2
∆
ds. (4.3.51)
Let us prove that
‖u(t)‖2H1 6 lim
n→∞
‖un(t)‖2H1 , (4.3.52)
First we notice that un(t) converges to u(t) weakly in L
2 for any t ∈ [0, T ]. Indeed, let
φ ∈ L2 then from choice of u0n, (4.3.35) and properties of Bochner integral (see [72]) follows
that
(un(t), φ) = (u0n +
ˆ t
0
∂tun(τ)dτ, φ) = (u0n, φ) +
ˆ t
0
(∂tun(τ), φ)dτ →
→ (u0, φ) +
ˆ t
0
(∂tu(τ), φ)dτ = (u(t), φ) when n→∞. (4.3.53)
75
Also according to (4.3.32) the sequence un(t) is bounded in H
1
0 uniformly with respect to n,
so there exists a subsequence nk(t) and elements w1(t) ∈ H10 , such that
(unk(t)(t), φ)→ (w1(t), φ) ∀φ ∈ H−1 when nk(t)→∞, (4.3.54)
But since L2 ⊂ H−1, it follows from (4.3.53) that (u(t), φ) = (w1(t), φ) for any φ ∈ L2 that
implies w1(t) = u(t) almost everywhere on Ω. Since the limit does not depend on the choice
of subsequence we conclude that un(t) tends to u(t) weakly in H
1
0 and hence (4.3.52) is
right.
Analogously, writing ∂tun(t) via the integral of ∂ttun as in (4.3.53) and using boundedness
of ∂ttun (4.3.49), one can establish that
‖∂tu(t)‖ 6 lim
n→∞
‖∂tun(t)‖. (4.3.55)
Thus (4.3.9) is valid and the proof is complete.
4.4. Extra regularity of energy solutions (periodic case)
We are now ready to state the main result on the extra regularity of energy solutions. For
simplicity, we restrict ourselves to consider first only the case of periodic boundary conditions
(the analogous result for Dirichlet boundary conditions will be obtained in Section 4.7).
Theorem 4.4.1. Let Ω := T3 (with periodic boundary conditions). Then, any weak energy
solution u of (4.2.1) in the sense of Definition 4.3.1 belongs to the space L2(0, T ;H3/2(Ω))
and the following estimate holds:
‖u‖L2([τ,τ+1],H3/2(Ω)) ≤
≤ Q(‖ξu‖L∞([τ,τ+1],E) + ‖∂tu‖L2([τ,τ+1],H1/2∆ ) + ‖g‖L2(Ω)), (4.4.1)
where the monotone function Q is independent of τ ∈ R+ and u.
Proof. We give first the formal derivation of estimate (4.4.1). To this end, we multiply
equation (4.2.1) by (−∆x)1/2u and integrate over x ∈ Ω. Then, integrating by parts and
using (4.2.20), we get
d
dt
(
(∂tu, (−∆x)1/2u) + γ
2
‖(−∆x)1/2u‖2L2(Ω) +
α
2
‖(−∆x)1/4u‖2L2(Ω)
)
+
+ ‖(−∆x)3/4u‖2L2(Ω) ≤ C(‖g‖2L2(Ω) + ‖u‖2H1(Ω)) + ‖(−∆x)1/4∂tu‖2L2(Ω)). (4.4.2)
Integrating this inequality in time t ∈ [τ, τ + 1] and using the Cauchy-Schwartz inequality
again, we end up with
ˆ τ+1
τ
‖(−∆x)3/4u(s)‖2L2(Ω) ds ≤
ˆ τ+1
τ
‖(−∆x)1/4∂tu(s)‖2L2(Ω) ds+
+ C
(
‖g‖2L2(Ω) + ‖u(τ)‖2H1(Ω) + ‖u(τ + 1)‖2H1(Ω) + ‖∂tu(τ)‖2L2(Ω)+
+‖∂tu(τ + 1)‖2L2(Ω) +
ˆ τ+1
τ
‖u(s)‖2H1(Ω) ds
)
(4.4.3)
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which gives the desired estimate (4.4.1). Thus, it only remains to justify the above estimates.
To this end, we will take the inner product (4.2.22) with s = 1/2 and ε > 0 of equation
(4.2.1) with u. This, is equivalent to taking the test function
φh,ε(x) := −u(x+ h)− 2u(x) + u(x− h)
θε(h)4
in (4.3.7) with further integration with respect to h ∈ R3. Since the function φh,ε ∈
L1(0, T ;H10 (Ω)), then this integration is justified. Using now (4.2.23) and (4.2.24) together
with the standard formulas
[∆xu, u]1/2,ε = −[∇xu,∇xu]1/2,ε, [∂2t u, u]1/2,ε = ∂t[∂tu, u]1/2,ε − [∂tu, ∂tu]1/2,ε,
we end up with the following analogue of (4.4.3):
ˆ τ+1
τ
[∇xu(s),∇xu(s)]1/2,ε ds ≤
≤ [∂tu(s), u(s)]1/2,ε
∣∣s=τ+1
s=τ
+
+ C(‖g‖2L2 + ‖u(τ)‖2H1(Ω)) + C
ˆ τ+1
τ
‖∂tu(s)‖2H1/2(Ω) + ‖u(s)‖2H1(Ω) ds. (4.4.4)
We estimate the middle term in (4.4.4) as follows:
[∂tu, u]1/2,ε = [(−∆x + 1)−1/4∂tu, (−∆x + 1)1/4u]1/2,ε ≤
≤ [(−∆x + 1)−1/4∂tu, (−∆x + 1)−1/4∂tu]1/2,ε + [(−∆x + 1)1/4u, (−∆x + 1)1/4u]1/2,ε ≤
≤ C(‖(−∆x)1/4(−∆x + 1)−1/4∂tu‖2L2 + ‖(−∆x)1/4(−∆x + 1)1/4u‖2L2) ≤ C‖ξu‖2E . (4.4.5)
Inserting this estimate in (4.4.4), passing to the limit ε → 0 and using Lemma 4.2.2, we
justify estimate (4.4.3) and finish the proof of the theorem
Remark 4.4.1. We emphasize that the above proof works only in the case of periodic
boundary conditions although, as we will see later, estimate (4.4.1) remains true also for the
case of Dirichlet boundary conditions. On the other hand, the above given proof essentially
uses only the fact that f ′(u) ≥ −K and the growth restrictions on f is nowhere essentially
used, so the above result remains true in the supercritical case of faster than quintic growth
rate as well.
Corollary 4.4.1. Let the energy solution of problem (4.2.1) satisfy estimate (4.4.1). Then,
for every s ∈ [0, 1), u ∈ L2/s(0, T ;L6/(1−s)(Ω)) and the following estimate holds:
‖u‖L2/s([t,t+1],L6/(1−s)(Ω)) ≤ Qs(‖ξu(0)‖E)e−βt +Q(‖g‖L2(Ω)), (4.4.6)
where the monotone function Qs depends on s, but is independent of t and u.
Indeed, (4.4.6) follows from (4.4.1), (4.3.9) and the interpolation inequality
‖u‖L2/s([t,t+1],L6/(1−s)(Ω)) ≤ Cs‖u‖1−sL∞([t,t+1],H1(Ω))‖u‖sL2([t,t+1],H3/2(Ω)).
The next result shows that the extra regularity (4.4.1) is enough to verify the energy equality.
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Corollary 4.4.2. Let the energy solution u(t) of problem (4.2.1) (with periodic or Dirichlet
boundary conditions) satisfy estimate (4.4.1). Then the function t → E(u(t), ∂tu(t)) is
absolutely continuous and the energy identity (4.3.1) holds for almost all t. In particular,
ξu ∈ C([0, T ], E).
Proof. Indeed, using the (4.4.6) with s = 15 , the embedding H
1/2
∆ ⊂ L3(Ω) and growth
restriction (4.2.2) on the nonlinearity f , we see that
‖f(u)‖
L2([t,t+1];H
−1/2
∆ )
≤C‖f(u)‖L2([t,t+1];L3/2(Ω)) ≤C(1 + ‖u‖5L10([t,t+1];L15/2(Ω))) ≤ Cu
and, therefore, f(u) ∈ L2([0, T ];H−1/2∆ ). Moreover, due to estimate (4.4.1), ∆xu ∈
L2([0, T ];H
−1/2
∆ ) and, due to Definition 4.3.1, (−∆x)1/2∂tu ∈ L2(0, T ;H−1/2∆ ). Thus, from
equation (4.2.1), we derive that ∂2t u ∈ L2([0, T ];H−1/2∆ ) as well.
Since all terms of equation (4.2.1) belong to the space L2([0, T ];H
−1/2
∆ ) and
∂tu ∈ L2([0, T ];H1/2∆ ) = [L2([0, T ];H−1/2∆ )]∗,
the multiplication of the equation by ∂tu (= taking the test function φ = ∂tu in (4.3.5))
is well-defined. In addition, this regularity implies that the functions t→ ‖∂tu(t)‖L2 and
t→ ‖∇xu(t)‖2L2 are absolutely continuous and
(∂2t u(t), ∂tu(t)) =
1
2
d
dt
‖∂tu(t)‖2L2 , (∇xu(t),∇x∂tu(t)) =
1
2
d
dt
‖∇xu(t)‖2L2 ,
for almost all t, see e.g., [67]. Finally, approximating the function u by smooth functions and
passing to the limit, one verifies that the function t→ (F (u(t)), 1) is absolutely continuous
and
d
dt
(F (u(t)), 1) = (f(u), ∂tu)
for almost all t. Thus, the energy equality is proved. The continuity of ξu(t) as a E-valued
function follows in a standard way from the energy equality and the corollary is proved.
4.5. Uniqueness and smoothing property
In this section we show that the extra regularity (4.4.1) is sufficient to verify the well-
posedness and smoothness of energy solutions. Everywhere in this and the next sections we
assume that any energy solution satisfies (4.4.1). As we have already seen this in the case
when the periodic boundary conditions are posed (as will be shown below, this is also true
in the case of Dirichlet boundary conditions under some additional technical assumptions).
We start with the uniqueness result.
Theorem 4.5.1. Let the assumptions of Theorem 4.3.1 hold and let, in addition, all energy
solutions satisfy (4.4.1). Then the energy solution of problem (4.2.1) is unique and for the
difference v(t) of two energy solutions u1(t) and u2(t) the following estimate is valid:
‖v(t)‖2H1 + ‖∂tv(t)‖2 6 eKˆt(‖v(0)‖2H1 + ‖∂tv(0)‖2), ∀t ∈ [0, T ], (4.5.1)
where Kˆ is a positive constant depending on ‖ξu1(0)‖E , ‖ξu2(0)‖E and ‖g‖L2(Ω).
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Proof. The function v(t) as difference of two solutions u1(t) and u2(t) solves{
∂2t v + α∂tv + γ(−∆)1/2∂tv −∆xv + f(u1)− f(u2) = 0,
ξv(0) = ξu1(0)− ξu2(0).
(4.5.2)
Since both u1 and u2 belong to L
2(0, T ;H3/2(Ω)), arguing as in Corollary 4.4.2, we can
justify the multiplication of (4.5.2) by ∂tv and obtain the following identity
1
2
d
dt
‖ξv(t)‖2E + γ‖(−∆x)
1
4 vt‖2L2 + α‖∂tv(t)‖2L2 = −(f(u1)− f(u2), ∂tv). (4.5.3)
We estimate the right-hand side of (4.5.3) using the integral mean value theorem, the growth
restriction (4.2.2) on f ′, and the Ho¨lder inequality with exponents 3, 6 and 2:
|(f(u1)− f(u2), vt)| ≤
(ˆ 1
0
|f ′(λu2 + (1− λ)u1)|dλ, |v||vt|
)
6
C
(
(1 + |u1|4 + |u2|4), |v||vt|
) ≤ C(1 + ‖u1‖4L12(Ω) + ‖u2‖4L12(Ω))‖v‖H1‖∂tv‖L2 ≤
≤ C(1 + ‖u1‖4L12(Ω) + ‖u2‖4L12(Ω))‖ξv‖2E . (4.5.4)
Combining (4.5.3) and (4.5.4), we have
d
dt
‖ξv(t)‖2E + 2γ‖(−∆x)1/4∂tv(t)‖2L2(Ω) + 2α‖∂tv(t)‖2L2(Ω) 6
C(1 + ‖u1(t)‖4L12(Ω) + ‖u2(t)‖4L12(Ω))‖ξv(t)‖2E . (4.5.5)
Using now (4.4.6) with s = 1/2, we get
‖ui‖4L4([0,T ];L12(Ω)) ≤ (Q(‖ξui(0)‖E) +Q(‖g‖L2(Ω)))(T + 1), i = 1, 2, (4.5.6)
and the Gronwall inequality applied to (4.5.5) gives the desired estimate (4.5.1) and finishes
the proof of the theorem.
The next proposition gives us additional smoothness of solutions assuming that the initial
data is more regular. We start with the estimate which is divergent as time tends to infinity,
the analogous dissipative estimate will be obtained later.
Proposition 4.5.1. Let the assumptions of Theorem 4.5.1 hold and assume that the initial
data satisfy
ξu(0) ∈ E1 := [H2(Ω) ∩H10 (Ω)]×H10 (Ω). (4.5.7)
Then ξu(t) belongs to E1 for any positive t and the following estimate holds:
‖ξ∂tu(t)‖2E + ‖ξu(t)‖2E1 ≤ Q(‖ξu(0)‖E1 + ‖g‖L2(Ω))eQ(‖ξu(0)‖E+‖g‖L2(Ω))(t+1), (4.5.8)
for some monotone increasing function Q which is independent of t ≥ 0 and u.
Proof. We give below only the formal derivation of estimate (4.5.8) which can be justified
in a standard way using e.g., the Galerkin approximations. To this end, we differentiate
(4.2.1) in time and denote v(t) := ∂tu(t). Then this function solves
∂2t v + α∂tv + γ(−∆x)1/2∂tv −∆xv + f ′(u)v = 0, ξv(0) := (∂tu(0), ∂2t u(0)), (4.5.9)
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where ∂2t u(0) is defined via
∂2t u(0) := ∆xu(0)− α∂tu(0)− γ(−∆x)1/2∂tu(0)− f(u(0)) + g. (4.5.10)
Using the embedding H2 ⊂ C, it is not difficult to see that
‖∂2t u(0)‖L2(Ω) ≤ Q(‖ξu(0)‖E1 + ‖g‖L2(Ω))
and, therefore,
‖ξv(0)‖E ≤ Q(‖ξu(0)‖E1 + ‖g‖L2(Ω))
for some monotone increasing function Q. Analogously, for every t ≥ 0, we have
‖ξv(t)‖E ≤ Q(‖ξu(t)‖E1 + ‖g‖L2(Ω)), (4.5.11)
where Q is independent of t. Vice versa, multiplying equation (4.2.1) by −∆xu(t) (for every
fixed t), integrating by parts and using that f ′ ≥ −K, we end up with
‖∆xu(t)‖2L2(Ω) ≤ C
(
‖ξv(t)‖2E + ‖u(t)‖2H1(Ω) + ‖g‖2L2(Ω)
)
and, therefore,
‖ξu(t)‖2E1 ≤ C
(
‖ξv(t)‖2E + ‖ξu(t)‖2E + ‖g‖2L2(Ω)
)
. (4.5.12)
Thus, to verify (4.5.8) it is sufficient to estimate the quantity ‖ξv(t)‖E only. To this end, we
multiply equation (4.5.9) by ∂tv and integrate over Ω. Then, arguing as in the derivation of
(4.5.5), we end up with
d
dt
‖ξv(t)‖2E + δ‖∂tv(t)‖2H1/2∆ ≤ C(1 + ‖u(t)‖
4
L12(Ω))‖ξv(t)‖2E , (4.5.13)
for some δ > 0. Applying the Gronwall inequality to (4.5.13) and using the estimate (4.5.6)
for the L4(L12)-norm of u together with (4.5.12) and (4.5.11), we end up with the desired
estimate (4.5.8) and finish the proof of the proposition.
The next proposition gives a parabolic smoothing property for the energy solutions.
Proposition 4.5.2. Let assumptions of Theorem 4.5.1 hold. Then any energy solution u(t)
of problem (4.2.1) possesses the following smoothing property for t ∈ (0, 1]:
t2
(‖ξ∂tu(t)‖2E + ‖ξu(t)‖2E1) ≤ Q(‖ξu(0)‖E) +Q(‖g‖L2(Ω)), (4.5.14)
for some monotone increasing function Q which is independent of t and u.
Proof. Again, we give only the formal derivation of estimate (4.5.14) which can be justified,
say, by the Galerkin approximations. Multiplying inequality (4.5.13) for v := ∂tu by t
2 and
using that
2t‖∇xv(t)‖2L2(Ω) = 2
d
dt
(t(∇xu(t),∇xv(t)))− 2(∇xu(t),∇xv(t))−
− 2t((−∆x)3/4u(t), (−∆x)1/4∂tv(t))
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and that
2t‖∂tv(t)‖2L2(Ω) ≤ Ct‖∂tv(t)‖H−1/2∆ ‖∂tv(t)‖H1/2∆ ≤
δt2
2
‖∂tv(t)‖2
H
1/2
∆
+ C‖∂2t u(t)‖H−1/2∆ ,
using the elementary estimates, we get
d
dt
(
t2‖ξv(t)‖2E − 2t(∇xu(t),∇xv(t))
)−
− C(1 + ‖u(t)‖4L12(Ω))(t2‖ξv(t)‖2E) ≤ C
(
‖∂2t u(t)‖2H−1/2∆ + ‖u(t)‖
2
H3/2(Ω)
)
. (4.5.15)
Integrating this inequality in time and using that the norms ‖∂tu‖L2([0,1];H1/2∆ ) and
‖∂2t u‖L2([0,1];H−1/2∆ ) are under control (see the proof of Corollary 4.4.2 concerning the second
norm) as well as the inequality
|2t(∇xu(t),∇xv(t))| ≤ 1
2
t2‖ξv(t)‖2E + 2‖ξu(t)‖2E ,
we end up with
t2‖ξv(t)‖2E ≤ 2C
ˆ t
0
(1 + ‖u(s)‖4L12(Ω))s2‖ξv(s)‖2E ds+Q(‖ξu(0)‖E + ‖g‖L2(Ω)).
Using finally that the L4(0, 1;L12(Ω))-norm of u is also under the control, see (4.5.6), and
applying the Gronwall inequality to the last estimate, we end up with the desired estimate
(4.5.14) for the E-norm of ξv(t). The analogous estimate for the E1-norm of ξu(t) is now an
immediate corollary of (4.5.12) and the proposition is proved.
We are now ready to establish the dissipativity of (4.2.1) in E1.
Corollary 4.5.1. Let the assumptions of Theorem 4.5.1 hold and let, in addition, ξu(0) ∈ E1.
Then, the following estimate holds:
‖ξu(t)‖E1 + ‖ξ∂tu(t)‖E ≤ Q(‖ξu(0)‖E1)e−βt +Q(‖g‖L2(Ω)), (4.5.16)
where β > 0 and the monotone function Q are independent of t and ξu(0).
Proof. Indeed, according to Proposition 4.5.2,
‖ξu(t+ 1)‖E1 ≤ Q(‖ξu(t)‖E) +Q(‖g‖L2(Ω)) (4.5.17)
for some monotone function Q independent of t and u. Combining this estimate with
the dissipative estimate (4.3.9), we get the desired estimate (4.5.16) for t ≥ 1. To obtain
estimate (4.5.16) for t ≤ 1, it is sufficient to use Proposition 4.5.1. Thus, the corollary is
proved.
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4.6. The attractors
In this section, we prove the existence of global and exponential attractors for problem
(4.2.1) under the additional assumption that any energy solution possesses the additional
regularity (4.4.1). We start with summarizing the important properties of the energy
solutions obtained above. First, according to Theorem 4.5.1, in this case problem (4.2.1)
generates a semigroup S(t) in the energy phase space E via
S(t) : E → E , S(t)ξ := ξu(t), (4.6.1)
where ξu(t) is the unique energy solution of (4.2.1) such that ξu(0) = ξ ∈ E . Second, this
semigroup is dissipative due to estimate (4.3.9) and is locally Lipschitz continuous due to
estimate (4.5.1). Third, due to estimates (4.5.16) and (4.5.17), the ball BR of a sufficiently
large radius R of E1 will be a compact in E (since E is reflexive, BR is convex and due to
Mazur’s theorem [72]) absorbing set for this semigroup, i.e., for every bounded set B in E
there is time T = T (B) such that
S(t)B ⊂ BR, ∀t ≥ T.
As usual, based on BR one can construct a semi-invariant compact absorbing set for S(t)
via
B := ∪t≥0S(t)BR, S(t)B ⊂ B. (4.6.2)
Indeed, since BR ⊂ B, the set B is also an absorbing set for S(t). This set is bounded in E1
due to estimate (4.5.16) and its closedness in E (and, therefore, in E1 as well) is evident.
Thus, B is a compact set in E and is a semi-invariant absorbing set for the semigroup S(t).
The existence of the attractor for the considered dynamical system is established in the
following proposition:
Proposition 4.6.1. Let the assumptions of Theorem 4.5.1 hold. Then the solution semi-
group S(t) in E of problem (4.2.1) possesses the global attractor A which is bounded in E1
and is generated by all trajectories of S(t) which are defined for all t ∈ R and bounded in E:
A = K∣∣
t=0
, (4.6.3)
where K ⊂ Cb(R, E) is the set all bounded continuous solutions of (4.2.1) defined for all
t ∈ R.
Proof. According to the abstract attractor’s existence theorem, see Theorem D.2.1, it is
enough to check that a) The solution semi-group S(t) possesses a compact absorbing set;
b) the operators S(t) are continuous in E for every fixed t. Since both of these assertions
are already verified above, the existence of the global attractor is also verified. Since the
constructed absorbing set B is bounded in E1 and the attractor is a subset of B, it is
also bounded in E1. Finally, the representation (4.6.3) is also a standard corollary of the
attractor’s existence theorem. Thus, the proposition is proved.
In the next step, we intend to verify the finite-dimensionality of the global attractor A.
To this end we construct the so-called exponential attractor (see Appendix D).
The next theorem, which establishes the existence of an exponential attractor for problem
(4.2.1), can be considered as the main result of the section.
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Theorem 4.6.1. Let the assumptions of Theorem 4.5.1 hold. Then the solution semi-group
associated with problem (4.2.1) possesses an exponential attractor M which is bounded in
the space E1.
Proof. As usual, it is enough to construct an exponential attractor for the semi-group S(t)
restricted to the semi-invariant absorbing set B defined by (4.6.2) only. Also, as usual, we
start with constructing the exponential attractor Md for the map S = S(1) : B → B which
will be upgraded after that to the desired exponential attractor for the case of continuous
time. To this end, we need the following lemma.
Lemma 4.6.1. Let the above assumptions hold. Then, for any ξ1, ξ2 ∈ B, the following is
true:
‖S(1)ξ1 − S(1)ξ2‖E1/2 ≤ L‖ξ1 − ξ2‖E , (4.6.4)
where E1/2 := [H3/2(Ω)∩H10 (Ω)]×H1/2∆ (Ω) and the constant L is independent of ξ1, ξ2 ∈ B.
Proof of the lemma. Indeed, let ξui(t) := S(t)ξi, i = 1, 2, be two trajectories starting from
ξ1, ξ2 ∈ B and let v(t) = u1(t) − u2(t). Then, this function satisfies equation (4.5.3).
Moreover, using that B is bounded in E1 and the embedding H2(Ω) ⊂ C(Ω), analogously to
(4.5.4), we derive that
‖f(u1)− f(u2)‖L2(Ω) ≤ C‖u1 − u2‖L2(Ω), (4.6.5)
where C is independent of ξi ∈ B. Applying the Cauchy-Schwartz inequality to the term on
the right of (4.5.3), using (4.6.5), we have
d
dt
‖ξv(t)‖2E + ‖∂tv(t)‖2H1/2∆ ≤ C1‖ξv(t)‖
2
E
and, due to the Gronwall inequality, we end up with
‖ξv(t)‖2E +
ˆ t
0
‖∂tv(t)‖2
H
1/2
∆
dt ≤ C2‖ξv(0)‖2EeKt (4.6.6)
for some positive C2 and K which are independent of ξi ∈ B. In addition, multiplying
equation (4.5.2) by (−∆) 12 v and using (4.6.5) and (4.6.6), analogously to (4.4.3), we get
ˆ t
0
‖v(s)‖2
H3/2(Ω)
ds ≤ C2‖ξv(0)‖2EeKt
and, therefore, ˆ t
0
‖ξv(s)‖2E1/2 ds ≤ C2‖ξv(0)‖2EeKt. (4.6.7)
Finally, multiplying equation (4.5.2) by t(−∆x)1/2∂tv and using again (4.6.5), we derive
d
dt
(t‖ξv(t)‖2E1/2) ≤ C3‖ξv(t)‖2E1/2 .
Integrating this inequality in time and using (4.6.7), we have
t‖ξv(t)‖2E1/2 ≤ C4‖ξv(0)‖2EeKt
and the lemma is proved.
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We are now ready to prove the theorem. Indeed, since the embedding E1/2 ⊂ E is
compact, Lemma 4.6.1 gives the existence of an exponential attractor Md for the discrete
semi-group generated by the map S = S(1) on B, see Theorem D.2.2 or [21] for more details.
The exponential attractor M for the continuous semi-group can then be obtained via the
standard formula
M := ∪t∈[0,1]S(t)Md. (4.6.8)
To guarantee that this set has finite fractal dimension (the other properties of the exponential
attractor follow immediately from the fact that Md is an exponential attractor for discrete
semigroup), it remains to check that the map (t, ξ)→ S(t)ξ is uniformly Lipschitz continuous
on [0, 1]× B. The uniform Lipschitz continuity with respect to ξ is guaranteed by (4.6.6)
and the Lipschitz continuity in time follows from the fact that ξ∂tu(t) is uniformly bounded
in E for any trajectory ξu(t) starting from ξu(0) ∈ B, see estimate (4.5.16). Thus, (4.6.8) is
indeed the desired exponential attractor and the theorem is proved.
To conclude this section, we consider the case when α = 0 in (4.2.1). In the case of
Dirichlet boundary conditions, it does not change anything since, due to the Poincare
inequality,
‖∂tu‖2
H
1/2
∆
≤ C‖(−∆x)1/4∂tu‖2L2 ,
and the term γ(−∆x)1/2∂tu is enough for energy dissipation. Thus, in this case, all results
obtained above remain true for α = 0 as well.
The case of periodic boundary conditions is more delicate. Indeed, in this case the
dissipation vanishes at the spatially homogeneous mode and the dissipative estimate (4.3.9)
can be a priori lost. Moreover, it is indeed lost in two elementary cases. The first one is the
case where the nonlinearity g is spatially homogeneous: g ≡ const. Then equation (4.2.1)
possesses spatially homogeneous solutions u¯(t, x) := u¯(t) and they solve the ODE
d2
dt2
u¯(t) + f(u¯(t)) = g (4.6.9)
which is clearly not dissipative and does not possess a global attractor.
The second one is the case when f(u) := Lu, L > 0, is linear. In this case, the spatial
average u¯(t) :=
´
Ω u(t, x) dx of the solution (4.2.1) satisfies equation (4.6.9) with the spatial
average g¯ of the external force g on the right-hand side (instead of g), thus the dissipation
is again lost. As the next proposition shows, (4.2.1) will nevertheless be dissipative in other
cases.
Proposition 4.6.2. Let α = 0, Ω = T3 and let the rest of conditions of Theorem 4.3.1
be satisfied. Let, in addition, the right-hand side g be not a constant identically and the
graph of nonlinearity f not contain flat segments, i.e., for any a ∈ R, the set (f ′)−1(a) is a
nowhere dense in R. Then, the energy functional (4.3.2) is a global Lyapunov function for
the solution semigroup S(t) generated by (4.2.1) in the energy space E.
Proof. Indeed, due to (4.3.3), the energy functional is non-increasing along the trajectories
of (4.2.1). Thus, we only need to check that the equality
E(u(T ), ∂tu(T )) = E(u(0), ∂tu(0)), (4.6.10)
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for some solution u(t) and some T > 0, implies that u(t) ≡ u0 is an equilibrium. To prove
this fact, we note that, due to (4.3.3),
ˆ T
0
‖(−∆x)1/4∂tu(t)‖2L2(Ω) dt = 0.
Thus, ∂tu(t) is spatially homogeneous, that is ∂tu(t) does not depend on x and therefore,
the solution u(t, x) has the form
u(t, x) = 〈u(t)〉 − 〈u0〉+ u0(x),
where 〈u(t)〉 = 1|Ω|(u(t), 1) and u0 is our initial data. Differentiating (4.2.1) in time, we see
that
f ′(u(t))
d
dt
〈u(t)〉 = − d
3
dt3
〈u(t)〉. (4.6.11)
Assume now that 〈u(t)〉 is not a constant. Then, there exists time t0 ∈ (0, T ) such that
d
dt〈u(t0)〉 6= 0. From (4.6.11), we conclude that
f ′(〈u(t0)〉 − 〈u0〉+ u0(x)) = a := − d
3
dt3
〈u(t0)〉/ d
dt
〈u(t0)〉
for all x ∈ T3. Moreover, due to the smoothing property, u0(x) ∈ H2(T3) ⊂ C(T3). Since
(f ′)−1(a) is nowhere dense, we conclude that u0(x) ≡ const. But then g(x) also must
be a constant which contradicts the assumptions of the proposition. This contradiction
proves that ∂tu(t) ≡ 0, so the energy functional is a global Lyapunov function of (4.2.1).
Proposition 4.6.2 is proved.
Remark 4.6.1. The existence of a global Lyapunov function together with the evident fact
that the set of equilibria is bounded in E and with the asymptotic compactness (which is
also immediate in our case due to the smoothing property) implies the dissipativity and the
existence of a global attractor, see e.g., [31] for the details. Thus, under the assumptions of
Proposition 4.6.2, we a posteriori have the dissipative estimate (4.3.9) as well as the global
and exponential attractors existence. However, in contrast to the case of α > 0, we do not
know how to obtain (4.3.9) directly from the energy-type estimates.
4.7. The case of Dirichlet boundary conditions
In this section, we verify that the extra regularity (4.4.1) is available for energy solutions in
the case of Dirichlet boundary conditions as well. In order to avoid the technicalities, we
pose slightly stronger than (4.2.2) conditions on the nonlinearity f , namely, we assume that
f satisfies the following conditions:
1. f ∈ C1(R,R),
2. f ′(u) ≥ −C + κ|u|4, |f ′(u)| ≤ C(1 + |u|4),
3. f(−u) = f(u),
(4.7.1)
for some positive constants C and κ. Note that, in contrast to (4.2.2), assumptions (4.7.1)
exclude the non-linearities f with subcritical (less than quintic) growth rate. However, it
does not seem to be a big restriction since the subcritical case is much easier and the desired
extra regularity of energy solutions is straightforward there.
The following analogue of Theorem 4.4.1 is the main result of the section.
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Theorem 4.7.1. Let the problem (4.2.1) be equipped by Dirichlet boundary conditions,
the non-linearity f satisfy assumptions (4.7.1), Ω be a smooth bounded domain, α, γ > 0,
g ∈ L2(Ω) and let u(t) be a weak solution of problem (4.2.1). Then, u ∈ L2([0, T ], H3/2(Ω))
and the following estimate holds:
‖u‖L2([t,t+1],H3/2(Ω)) ≤
≤ C
(
1 + ‖ξu‖L∞([t,t+1],E) + ‖∂tu‖L2([0,T ],H1/2∆ ) + ‖g‖H−1/2∆
)3
(4.7.2)
for some positive constant C which is independent of t and u.
Proof. We first rewrite equation (4.2.1) as follows
∂2t u−∆x(u+ v) + f(u) = 0, (4.7.3)
where v(t) := γ(−∆x)−1/2∂tu+ α(−∆x)−1∂tu− (−∆x)−1g. Then, due to estimate (4.3.9)
‖v‖2
L2([t,t+1],H3/2(Ω))
≤
≤ C
(
‖ξu‖2L∞([t,t+1],E) + ‖∂tu‖2L2([0,T ],H1/2∆ ) + ‖g‖
2
H
−1/2
∆
)
. (4.7.4)
Applying the extension operator Ext to both sides of (4.7.3) and using (C.1.5) together
with the fact that f(u) is odd, we have
∂2t u˜−∆x(u˜+ v˜) + f(u˜) = h˜, (4.7.5)
where u˜ := Ext(u) and v˜ := Ext(v) (see Appendix C for the definition and properties of the
operator Ext) and
h˜ :=
3∑
i,j=1
∂xi(aij(x)∂xj (u˜+ v˜)) +
3∑
i=1
bi(x)∂xi(u˜+ v˜),
where aij(x) and bi(x) are the same as in Lemma C.1.2, see Appendix.
Moreover, due to Lemma C.1.1 and Corollary C.1.1 together with the growth restrictions
on f , all terms in (4.7.5) are well defined as elements of L∞(0, T ;H−1(Ωδ)). Thus, we have
extended equation (4.2.1) initially defined in Ω to equation (4.7.5) which is defined in a
larger domain Ωδ. In the next step, we extend this equation to the whole space R3 by
introducing the cut-off function ψ(x) = ψε(x) such that
ψ(x) = 1, x ∈ Ωε/2 and ψ(x) = 0, x /∈ Ωε, (4.7.6)
where ε  δ is a small parameter which will be fixed below and setting u¯ = ψu˜, v¯ = ψv˜.
Then, these functions satisfy
∂2t u¯−∆x(u¯+ v¯) + ψf(u˜) = h¯ (4.7.7)
with
h¯ :=
3∑
i,j=1
∂xi(aij(x)∂xj (u¯+ v¯)) +
3∑
i=1
b¯i(x)∂xi(u˜+ v˜) + c¯(x)(u˜+ v˜)
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for some b¯i, c¯ ∈ L∞(Rn) with the support in Ωε. Then, analogously to the space-periodic
case, see Lemma 4.2.1, we introduce the inner product
[U, V ] :=
ˆ
h∈R3
ˆ
x∈R3
(U(x+ h)− U(x))(V (x+ h)− V (x))
|h|4 dx dh =
= c(U, (−∆x)1/2R3 V )L2(R3) = c((−∆x)
1/4
R3 U, (−∆x)
1/4
R3 V )L2(R3), (4.7.8)
where (U, V )R3 and (−∆x)R3 are the inner product and the Laplacian in the whole space
respectively. Then, obviously,
1. |[U, V ]| ≤ C‖U‖L2(R3)‖V ‖H1(R3),
2. |[U, V ]| ≤ C‖U‖H1/2(R3)‖V ‖H1/2(R3),
3. ‖U‖2
H1/2(R3) ∼ ‖U‖2L2(R3) + [U,U ].
(4.7.9)
For simplicity, we restrict ourselves to the formal derivation of estimate (4.7.2) which can
be justified exactly as in the proof of Theorem 4.4.1 (it is important that all terms in (4.7.7)
belong to H−1(R3)) and, therefore, the approximated inner product [·, ·]1/2,ε, see (4.2.22),
of the equation with u¯ ∈ H1(R3) is well-defined).
As in the periodic case, we take the inner product (4.7.8) of equation (4.7.7) with u¯ and
integrate over the time interval [t, t+ 1]. After integration by parts this gives
[∂tu¯(t+ 1), u¯(t+ 1)]− [∂tu¯(t), u¯(t)]−
ˆ t+1
t
[∂tu¯(s), ∂tu¯(s)] ds+
+
ˆ t+1
t
[∇xu¯(s),∇xu¯(s)] ds+
ˆ t+1
t
[∇xv¯(s),∇xu¯(s)] ds+
+
ˆ t+1
t
[ψf(u˜(s)), u¯(s)] ds =
ˆ t+1
t
[h¯(s), u¯(s)] ds. (4.7.10)
Thus, we only need to estimate the terms in (4.7.10). First, due to Lemma C.1.1,{
‖∂tu¯‖L2(R3) ≤ C‖∂tu‖L2(Ω),
‖u¯‖H1(R3) ≤ C‖u‖H1(Ω), ‖∂tu¯‖H1/2(R3) ≤ C‖∂tu‖H1/2∆ ,
(4.7.11)
and, therefore, due to (4.7.8) and (4.3.9), first three terms in (4.7.10) are controlled by the
energy norm of the solution u. Second, according to Lemma C.1.1, we also have
‖v¯‖H3/2(R3) ≤ C‖v‖H3/2∆ ≤ C(‖∂tu‖H1/2∆ + ‖g‖H−1/2∆ ) (4.7.12)
and, therefore, the 5th term in the left-hand side of (4.7.10) can be estimated as follows
[∇xv¯,∇xu¯] ≤ 1
2
[∇xu¯,∇xu¯]+
+
1
2
[∇xv¯,∇xv¯] ≤ 1
2
[∇xu¯,∇xu¯] + C‖∇xv¯‖2H1/2(R3) (4.7.13)
and since the H1/2(R3)-norm of the gradient is controlled by the H3/2(R3)-norm, the 5th
term is also controlled by the 4th one and the energy norm of the solution u(t).
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As the third step, we estimate the right-hand side of (4.7.10). To this end, we note that
all terms in h¯ which do not contain second derivatives in space can be straightforwardly
controlled by the energy norm of the solution using the first estimate of (4.7.9) and (4.7.11).
Moreover, the terms which contain the second derivatives of v¯ can be estimated analogously
to the 5th term using the fact that aij ∈W 1,∞ are the multipliers in H1/2(R3), see also the
estimate of the next term below. Thus, we only need to estimate the terms
[aij∂xi u¯, ∂xi u¯] = I1 + I2 :=
=
ˆ
h∈R3
ˆ
x∈R3
aij(x)
(∂xi u¯(x+ h)− ∂xi u¯(x))(∂xj u¯(x+ h)− ∂xj u¯(x))
|h|4 dx dh+
+
ˆ
h∈R3
ˆ
x∈R3
∂xi u¯(x+ h)
(aij(x+ h)− aij(x))(∂xj u¯(x+ h)− ∂xj u¯(x))
|h|4 dx dh.
To estimate I2, we recall that aij ∈ W 1,∞(Rn) and the expression under the integral
is non-zero only for |h| ≤ K for some K depending only on Ω, consequently, by the
Cauchy-Schwartz inequality
I2 ≤
ˆ
|h|≤K
ˆ
x∈R3
|∂xi u¯(x+ h)|
|∂xj u¯(x+ h)− ∂xj u¯(x)|
|h|3 dx dh ≤
≤ [∂xj u¯, ∂xj u¯]1/2
(ˆ
|h|≤K
ˆ
x∈R3
|∂xi u¯(x+ h)|2
|h|2 dx dh
)1/2
≤
≤ C[∂xj u¯, ∂xj u¯]1/2‖u¯‖H1(R3).
Thus, this term is controlled by the 4th term of the left-hand side of (4.7.10) and the energy
norm. To estimate I1, we first note that, obviously,
I1 ≤
ˆ
|h|<ε
ˆ
x∈R3
aij(x)
(∂xi u¯(x+ h)− ∂xi u¯(x))(∂xj u¯(x+ h)− ∂xj u¯(x))
|h|4 dx dh+
+ Cε‖u¯‖2H1(R3).
To estimate the first integral, we recall that aij(x) = 0 if x ∈ Ω and both ∇xu¯(x+ h) and
∇xu¯(x) equal to zero if x /∈ Ω2ε (here we used the definition (16) of the cut-off function ψ
and the restriction |h| < ε. Thus, the integrand is non-zero when x belongs to the 2ε-layer
Ω2ε\Ω only. Since aij ∈W 1,∞ and aij
∣∣
∂Ω
= 0, they are of order ε in that layer. Thus,
I1 ≤ Cε[∇xu¯,∇xu¯] + Cε‖u¯‖2H1(R3).
Combining the obtained estimates, we see that
ˆ t+1
t
[h¯(s), u¯(s)] ds ≤ Cε
ˆ t+1
t
[∇xu¯(s),∇xu¯(s)] ds+
+ Cε
ˆ t+1
t
(‖u¯(s)‖2H1 + ‖v¯(s)‖2H3/2) ds. (4.7.14)
Thus, all terms in (4.7.10) except of the one containing the nonlinearity are estimated.
Inserting the obtained estimates into the equality (4.7.10) and fixing ε to be small enough,
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we end up with the estimate
ˆ t+1
t
[∇xu¯(s),∇xu¯(s)] ds+
ˆ t+1
t
[ψf(u˜(s)), ψu˜(s)] ds ≤
≤ C
(
‖ξu‖2L∞([t,t+1],E) + ‖∂tu‖2L2([t,t+1],H1/2∆ ) + ‖g‖
2
H
−1/2
∆
)
. (4.7.15)
Therefore, we only need to estimate the second term in the left hand side of (4.7.15).
Note that, by adding a linear term to f , we may assume without loss of generality that
f ′(u) ≥ κ(1 + u4) and, consequently,
(f(a)− f(b))(a− b) ≥ β(1 + |a|+ |b|)4(a− b)2. (4.7.16)
On the other hand,
|(f(a)− f(b)| ≤ C(1 + |a|+ |b|)4|a− b|, |f(a)| ≤ C(1 + |a|5). (4.7.17)
Using these formulas and the fact that ψ is smooth, we get(
ψ(x+ h)f(u˜(x+ h))− ψ(x)f(u˜(x))
)(
ψ(x+ h)u˜(x+ h)− ψ(x)u˜(x)
)
=
=
(
ψ(x+ h)(f(u˜(x+ h))− f(u˜(x))) + f(u˜(x))(ψ(x+ h)− ψ(x))
)
×
×
(
ψ(x+ h)(u˜(x+ h)− u˜(x)) + u˜(x)(ψ(x+ h)− ψ(x))
)
≥
≥ βψ2(x+ h)
(
1 + |u˜(x+ h)|+ |u˜(x)|
)4(
u˜(x+ h)− u˜(x)
)2
−
− C|h|ψ(x+ h)
(
|u˜(x)||f(u˜(x+ h))− f(u˜(x))|+ |f(u˜(x))||u˜(x+ h)− u˜(x)|
)
−
− C|h|2|f(u˜(x))u˜(x)| ≥
≥ βψ2(x+ h)
(
1 + |u˜(x+ h)|+ |u˜(x)|
)4(
u˜(x+ h)− u˜(x)
)2
−
− C|h|ψ(x+ h)
(
1 + |u˜(x+ h)|+ |u˜(x)|
)5∣∣∣∣u˜(x+ h)− u˜(x)∣∣∣∣−
− C|h|2
(
1 + |u˜(x+ h)|+ |u˜(x)|
)6
≥
≥ β
2
ψ2(x+ h)
(
1 + |u˜(x+ h)|+ |u˜(x)|
)4(
u˜(x+ h)− u˜(x)
)2
−
− C1|h|2
(
1 + |u˜(x+ h)|6 + |u˜(x)|6
)
.
This estimate gives
[ψf(u˜), ψu˜] ≥ −C2(1 + ‖u˜‖6L6(Ωδ)) ≥ −C3(1 + ‖u˜‖6H1(Ωδ)) ≥ −C4(1 + ‖u‖6H1(Ω)).
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Inserting this estimate to (25), we end up with
ˆ t+1
t
[∇xu¯(s),∇xu¯(s)] ds ≤
≤ C
(
‖ξu‖2L∞([t,t+1],E) + ‖∂tu‖2L2([t,t+1],H1/2∆ ) + ‖g‖
2
H
−1/2
∆
)3
. (4.7.18)
Estimate (4.7.2) is an immediate corollary of this estimate and the obvious fact that
‖u‖2
H3/2(Ω)
≤ ‖u‖2H1(Ω) +
ˆ
Ω
ˆ
Ω
|∇xu(x)−∇xu(y)|2
|x− y|4 dx dy ≤ ‖u‖
2
H1(Ω) + [∇xu¯,∇xu¯].
Thus, Theorem 4.7.1 is proved.
Remark 4.7.1. As it has been shown before in Section 4.6, the extra regularity of energy
solutions established in Theorem 4.7.1 is enough to verify the well-posedness of energy
solutions for problem (4.2.1) as well as their dissipativity, smoothing property and the
existence of finite-dimensional global and exponential attractors. Thus, these results are
proved for the case of Dirichlet boundary conditions under the assumptions of Theorem
4.7.1.
90
A. Global well-posedness of the quintic
weakly damped wave equation
A.1. Introduction
The aim of this chapter is to prove global existence of Shatah-Struwe solutions to (2.1.1)
announced in Theorem 2.3.1. Since the local existence is already proven in Theorem 2.3.1 it
is clear that we have the following alternative
Proposition A.1.1. Let assumptions of Theorem 2.3.1 hold true and T ∗ be the supremum
of all times T > 0, that there exists a Strichartz solution to problem (2.1.1) on [0,T], then
either T ∗ = +∞ or
lim
T→T ∗
‖u‖L4([0,T ],L12(Ω)) = +∞ (A.1.1)
Thus below we argue by contradiction assuming T ∗ is finite. And our ultimate goal is
to exclude the possible blow-up of Strichartz norm (A.1.1). In doing this we follow closely
[6, 60, 61, 63] which cover the case of the wave equation without damping. In our exposition
we tried to pay special attention to details which were omitted in the original papers. Also
we slightly generalized admissible assumptions on the nonlinearity f .
A.2. Control of the normal derivative on the boundary
It appears that L2 control of the normal derivative on the boundary plays an essential
role in the proof of global well-posedness for the quintic weakly damped wave equation.
Although the result is standard we give its proof for the full picture.
As usual we start with the linear case. Throughout this chapter we use notations of
Chapter 2.
Lemma A.2.1. Let u be an energy solution of the linear problem{
∂2t u−∆xu = F (t, x) ∈ L1([0, T ];L2(Ω)),
ξu|t=0 = ξ0 = (u0, u′0) ∈ E , u|∂Ω = 0.
(A.2.1)
Then the following estimate is valid
‖∂nu‖2L2([0,T ];∂Ω) 6 C‖ξu‖2L∞([0,T ];E) + C
ˆ T
0
‖ξu(τ)‖2E dτ + C
ˆ T
0
|(F,Zu)|dτ, (A.2.2)
where ∂n stands for the normal derivative on ∂Ω, Z =
∑3
j=1 aj(x)∂j and a = (aj)
3
j=1 is a
smooth vectorfield that coincides with the outward normal n to ∂Ω, and C is an absolute
constant depending on Z and Ω only.
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Proof. To get the desired estimate we would like to multiply equation (A.2.1) by Zu and
then integrate by parts. However, u(t) is only in H10 for almost all t and equation (A.2.1)
contains second derivatives so we are unable to do this in a direct way. To overcome this
we approximate our solution u by Galerkin approximations uN :{
∂2t uN −∆xuN = PNF (t, x) ∈ L1([0, T ];L2(Ω)),
ξuN |t=0 = PNξ0 ∈ E , uN |∂Ω = 0.
(A.2.3)
where uN = PNu and PN is orthoprojector in L
2 on eigenfunctions of −∆x with Dirichlet
boundary conditions. The defined sequence uN has the advantage of being infinitely smooth.
Multiplying (A.2.3) by ZuN (now we are sure that the product makes sense) and inte-
grating by parts we get
ˆ
∂Ω
|∂nuN |2 dµ = d
dt
(∂tuN , ZuN )− (∂tuN , Z∂tuN ) + (∇uN ,∇(ZuN ))− (PNF,ZuN ).
(A.2.4)
The second term on the right hand-side of (A.2.4) can be estimated as follows
|(∂tuN , Z∂tuN )| =
∣∣∣∣∣∣
3∑
j=1
(aj , ∂tuN∂
2
txjuN )
∣∣∣∣∣∣ =
∣∣∣∣∣∣12
3∑
j=1
(∂xj |∂tuN |2, aj)
∣∣∣∣∣∣ =∣∣∣∣∣∣−12
3∑
j=1
(|∂tuN |2, ∂xjaj)
∣∣∣∣∣∣ 6 C‖∂tuN‖2, (A.2.5)
where we used the fact that ∂tuN |∂Ω = 0 due to Dirichlet boundary conditions. Let us
estimate the third term on the right hand-side of (A.2.4)
|(∇uN ,∇(ZuN ))| =
∣∣∣∣∣∣
3∑
j=1
(∂xjuN , ∂xj
(
3∑
i=1
ai∂xiuN
)
)
∣∣∣∣∣∣ 6∣∣∣∣∣∣
3∑
j=1
3∑
i=1
(∂xjuN∂xiuN , ∂xjai)
∣∣∣∣∣∣+
∣∣∣∣∣∣
3∑
j=1
3∑
i=1
(ai, ∂xjuN∂
2
xixjuN )
∣∣∣∣∣∣ 6
C‖∇uN‖2 +
∣∣∣∣∣∣12
3∑
j=1
3∑
i=1
(ai, ∂xi |∂xjuN |2)
∣∣∣∣∣∣ = C‖∇uN‖2+∣∣∣∣∣∣12
3∑
j=1
3∑
i=1
(
−(∂xiai, |∂xjuN |2) +
ˆ
∂Ω
|∂xjuN |2|ni|2dσ
)∣∣∣∣∣∣ 6
C‖∇uN‖2 + 1
2
ˆ
∂Ω
|∂nuN |2 dσ, (A.2.6)
where in the last inequality we used that |∇uN |2|∂Ω = |∂nuN |2 |∂Ω due to Dirichlet boundary
conditions.
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Substituting (A.2.5), (A.2.6) to (A.2.4) and integrating obtained inequality from 0 to T
we arrive at
‖∂nuN‖2L2([0,T ];∂Ω) 6 C
(
‖∂tuN (T )‖2 + ‖∇uN (T )‖2 + ‖ξ0N‖2E +ˆ T
0
‖∂tuN (τ)‖2 + ‖∇uN (τ)‖2dτ +
ˆ T
0
|(PNF (τ), ZuN (τ))|dτ
)
. (A.2.7)
By uniform boundedness of PN w. r. t. N and the dominated convergence theorem, passage
to the limit on the right hand side of (A.2.7) is simple. Let us show that ∂nu ∈ L2([0, T ]; ∂Ω)
and
∂nuN → ∂nu in L2([0, T ]; ∂Ω) as N →∞. (A.2.8)
Indeed, writing down the equation for vM,N = uM − uN and repeating previous arguments
we get
‖∂nvM,N‖2L2([0,T ];∂Ω) 6 C
(
‖∂tvM,N (T )‖2 + ‖∇vM,N (T )‖2 + ‖PMξ0 − PNξ0‖2E +ˆ T
0
‖∂tvM,N (τ)‖2 + ‖∇vM,N (τ)‖2dτ +
ˆ T
0
|(PMF (τ)− PNF (τ), ZvM,N (τ))|dτ
)
. (A.2.9)
Since the right hand side of (A.2.9) tends to 0 as M,N tend to infinity we conclude that
∂nuN is a Cauchy sequence in L
2([0, T ]; ∂Ω) and hence there exists w ∈ L2([0, T ]; ∂Ω) such
that
∂nuN → w in L2([0, T ]; ∂Ω) as N →∞. (A.2.10)
By definition ∂nu := w and thus passage to the limit in (A.2.7) is justified and the proof is
complete.
Now we are ready to consider the non-linear case.
Corollary A.2.1. Let u be a Shatah-Struwe solution of problem (2.1.1) on a segment [0, T ]
with initial data ξ0 ∈ E and let f satisfy assumptions (2.2.7), (2.3.16). Then the trace of
normal derivative of u on the boundary ∂Ω admits the following estimate
‖∂nu‖2L2([0,T ]×∂Ω) 6 Q(‖ξ0‖E) + TQ(‖g‖) (A.2.11)
for some monotone function Q and positive absolute constant C which are independent of u
and T .
Proof. Rewriting equation (2.1.1) in the form
∂2t u−∆u = −γ∂tu− f(u) + g, (A.2.12)
applying Lemma A.2.1 to the above equation and taking into account (2.3.17) we arrive at
‖∂nu‖2L2([0,T ];∂Ω) 6 Q(‖ξ0‖2E) + TQ(‖g‖) +
ˆ T
0
|(f(u(τ)), Zu(τ))|dτ, (A.2.13)
where Q is some monotone function independent of u and T .
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Thus it remains to estimate the non-linear term on the right hand-side of (A.2.13)
|(f(u), Zu)| =
∣∣∣∣∣∣
3∑
j=1
(f(u)∂xju, aj)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
3∑
j=1
(∂xjF (u), aj)
∣∣∣∣∣∣ =
∣∣∣∣∣∣−
3∑
j=1
(F (u), ∂xjaj)
∣∣∣∣∣∣ 6
C(1 + ‖u‖6L6), (A.2.14)
where in the last inequality we used quintic growth of f . Substituting (A.2.14) to (A.2.13),
remembering H1 ⊂ L6 and (2.3.17) we complete the proof.
A.3. Flux identity and finite speed of propagation
Further it is convenient to use the following notations for different parts of space-time cone
with apex at (x0, T
∗):
DT (x0, T
∗) ={x ∈ R3 : |x− x0| 6 T ∗ − T} ∩ Ω, where 0 6 T < T ∗; (A.3.1)
KTS (x0, T
∗) ={(x, t) ∈ R3+1 : |x− x0| < T ∗ − t, S < t < T < T ∗}∩
Ω× (S, T ); (A.3.2)
MTS (x0, T
∗) ={(x, t) ∈ R3+1 : |x− x0| = T ∗ − t, S < t < T < T ∗}∩
Ω× (S, T ); (A.3.3)
∂KTS (x0, T
∗) = (∂Ω× [S, T ]) ∩KTS (x0, T ∗)∪
DT (x0, T
∗)× T ∪DS(x0, T ∗)× S ∪MTS (x0, T ∗); (A.3.4)
e(u) =
(
−∂tu∇u, 1
2
|∂tu|2 + 1
2
|∇u|2 + F (u)
)
; (A.3.5)
Eloc(T ) =
ˆ
DT (x0,T ∗)
(
1
2
|∂tu|2 + 1
2
|∇u|2 + F (u)− gu
)
(x, T )dx, T > 0. (A.3.6)
The flux through the lateral surface of the truncated cone KTS (x0, T
∗) is defined by
Definition A.3.1.
Flux(u,MTS (x0, T
∗)) =ˆ
MTS (x0,T
∗)
e(u).νdσ =
1√
2
ˆ
MTS (x0,T
∗)
1
2
∣∣∣∣ x− x0|x− x0|∂tu−∇u
∣∣∣∣2 + F (u)dσ, (A.3.7)
where ν(x, t) = 1√
2
(
x−x0
|x−x0| , 1
)
is the outward normal to MTS (x0, T
∗) at (x, t).
Remark A.3.1. It is easy to see that the flux formula (A.3.10) can be rewritten as follows
Flux(u,MTS (x0, T
∗)) =
ˆ
MTS (x0,T
∗)
1
2
3∑
i=1
|∂τiu|2 + F (u)dσ. (A.3.8)
Here ∂τiu stand for the directional derivatives of u along the vectors τi, which are tangent
vectors to the surface MTS (x0, T
∗) defined by formulas
τ1 =

−1
0
0
x1−x01
|x−x0|
 , τ2 =

0
−1
0
x2−x02
|x−x0|
 , τ3 =

0
0
−1
x3−x03
|x−x0|
 . (A.3.9)
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Proposition A.3.1. Let assumptions of Theorem 2.3.1 be satisfied, u be a Shatah-Struwe
solution of the problem (2.1.1) on the segment [S, T ]. Then the following Flux identity holds
Eloc(T ) + Flux(u,M
T
S (x0, T
∗)) + γ
ˆ
KTS (x0,T
∗)
|∂tu|2dxdt = Eloc(S), (A.3.10)
where 0 6 S < T < T ∗ and T ∗ be the same as in Proposition A.1.1.
Proof. Similar to Proposition 2.3.2 the idea is to multiply equation (2.1.1) by ut but integrate
over the truncated cone KTS (x0, T
∗). Also for the same reason as in Propposition 2.3.2 to
make arguments rigorous we use projector PN . Let us apply the projector PN to equation
(2.1.1) and multiply the obtained identity by ∂tuN
d
dt
(
1
2
|∂tuN |2 + 1
2
|∇uN |2 − gNuN
)
+ γ|∂tuN |2 + PNf(u)∂tuN + div(−∂tuN∇uN ) = 0,
(A.3.11)
which is equivalent to
divx,t
(
−∂tuN∇uN , 1
2
|∂tuN |2 + 1
2
|∇uN |2 − gNuN
)
+ γ|∂tuN |2 + PNf(u)∂tuN = 0.
(A.3.12)
Integrating just obtained equality over KTS (x0, T
∗) with S > 0, we obtain
ˆ
DT (x0,T ∗)
(
1
2
|∂tuN |2 + 1
2
|∇uN |2 − gNuN
)
(x, T )dx+
ˆ
MTS (x0,T
∗)
e˜(uN ).νdσ+
γ
ˆ
KTS (x0,T
∗)
|∂tuN |2dxdt+
ˆ
KTS (x0,T
∗)
PNf(u)∂tuNdxdt =
ˆ
DS(x0,T ∗)
(
1
2
|∂tuN |2 + 1
2
|∇uN |2 − gNuN
)
(x, S)dx, (A.3.13)
where
e˜(u) =
(
−∂tu∇u, 1
2
|∂tu|2 + 1
2
|∇u|2
)
. (A.3.14)
To get the desired result it remains to pass to the limit in (A.3.13).
Let us show thatˆ
KTS (x0,T
∗)
PNf(u)∂tuNdxdt→
ˆ
KTS (x0,T
∗)
f(u)∂tudxdt, as N →∞. (A.3.15)
Indeed,∣∣∣∣∣
ˆ
KTS (x0,T
∗)
PNf(u)∂tuN − f(u)∂tudxdt
∣∣∣∣∣ 6
ˆ
KTS (x0,T
∗)
|PNf(u)||∂tuN − ∂tu|dxdt+
ˆ
KTS (x0,T
∗)
|PNf(u)− f(u)||∂tu|dxdt =
ˆ T
S
ˆ
Dt(x0,T ∗)
|PNf(u)||∂tuN − ∂tu|dxdt+
ˆ T
S
ˆ
Dt(x0,T ∗)
|PNf(u)− f(u)||∂tu|dxdt 6
ˆ T
S
‖PNf(u)‖‖∂tuN − ∂tu‖dt+
ˆ T
S
‖PNf(u)− f(u)‖‖∂tu‖dt→ 0 as N →∞, (A.3.16)
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since f(u) ∈ L1([0, T ];L2(Ω)) (remember that u is a Shatah-Struwe solution), ‖PNv‖ 6 ‖v‖
for any v ∈ L2(Ω) and by the Lebesgue dominated convergence theorem.
Also, as was discussed in Proposition 2.3.2, we are able to perform the following transfor-
mations
ˆ
KTS (x0,T
∗)
f(u)∂tudxdt =
ˆ
KTS (x0,T
∗)
d
dt
F (u)dxdt =
ˆ
DT (x0,T ∗)
F (u(x, T ))dx−
ˆ
DS(x0,T ∗)
F (u(x, S))dx+
1√
2
ˆ
MTS (x0,T
∗)
F (u)dσ. (A.3.17)
To pass to the limit in the term containing e˜(uN ) in (A.3.13) we first notice that
ˆ
MTS (x0,T
∗)
e˜(uN ).νdσ =
1√
2
ˆ
MTS (x0,T
∗)
(
−∂tuN x− x0|x− x0| .∇uN +
1
2
|∂tuN |2 + 1
2
|∇uN |2
)
dσ =
1
2
√
2
ˆ
MTS (x0,T
∗)
∣∣∣∣ x− x0|x− x0|∂tuN −∇uN
∣∣∣∣2 dσ. (A.3.18)
Thus we need to prove that
xi − x0i
|x− x0|∂tuN − ∂iuN →
xi − x0i
|x− x0|∂tu− ∂iu, in L
2(MTS (x0, T
∗)) as N →∞, i = 1, 3.
(A.3.19)
To do this we first check that x−x0|x−x0|∂tuN−∇uN is a Cauchy sequence. Indeed, the difference
vN,M = uN − uM satisfies the equation
∂2t vN,M + γ∂tvN,M −∆vN,M + PNf(u)− PMf(u) = gN − gM , (A.3.20)
ξvN,M (0) = ξ0N − ξ0M =: ξ0N,M . (A.3.21)
Multiplying equation (A.3.20) by ∂tvN,M , integrating over KS,T (x0, T
∗) we obtain
ˆ
DT (x0,T ∗)
(
1
2
|∂tvN,M |2 + 1
2
|∇vN,M |2 − (gN − gM )vN,M
)
(x, T )dx+
ˆ
MTS (x0,T
∗)
e˜(vN,M ).νdσ + γ
ˆ
KTS (x0,T
∗)
|∂tvN,M |2dxdt+
ˆ
KTS (x0,T
∗)
PNf(u)∂tuN − PMf(u)∂tuMdxdt =
ˆ
DS(x0,T ∗)
(
1
2
|∂tvN,M |2 + 1
2
|∇vN,M |2 − (gN − gM )vN,M
)
(x, S)dx. (A.3.22)
Using properties of the projector PN , (A.3.15) and the just obtained equality it is easy to
see that
ˆ
MTS (x0,T
∗)
e˜(vN,M )νdσ =
1
2
√
2
ˆ
MTS (x0,T
∗)
∣∣∣∣ x− x0|x− x0|∂tvN,M −∇vN,M
∣∣∣∣2 dσ → 0
as N,M →∞, (A.3.23)
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hence x−x0|x−x0|∂tuN − ∇uN is a Cauchy sequence in L2(MTS (x0, T ∗)) and there exists w =
(wi)
3
i=1 such that wi ∈ L2(MTS (x0, T ∗) and
xi − x0i
|x− x0|∂tuN − ∂iuN → wi, in L
2(MTS (x0, T
∗)) as N →∞, i = 1, 3. (A.3.24)
The fact that wi =
xi−x0i
|x−x0| ∂tu− ∂iu can be proven as follows. We note that
xi − x0i
|x− x0|∂tuN − ∂iuN = ∂τiuN , (A.3.25)
where the vectors τi are from Remark A.3.1. Let us define the vectors
V 1uN (x, t) =

∂tuN
0
0
−∂1uN
 , V 2uN (x, t) =

0
∂tuN
0
−∂2uN
 , V 3uN (x, t) =

0
0
∂tun
−∂3uN
 . (A.3.26)
Then for arbitrary φ ∈ C∞0 (KTS (x0, T ∗)), i.e. a smooth function that vanishes near the top
and the base of the truncated cone, we have (note that divx,tV
i
ψ = 0 for i = 1, 2, 3 and any
smooth ψ)
ˆ
MTS (x0,T
∗)
∂τiuNφdσ =
ˆ
MTS (x0,T
∗)
V iuN .νφdσ =
ˆ
KTS (x0,T
∗)
divx,tV
i
uN
φdxdt+
ˆ
KTS (x0,T
∗)
V iuN∇x,tφdxdt = −
ˆ
KTS (x0,T
∗)
∂iuN∂tφdxdt− ∂tuN∂iφdxdt =
−
ˆ
KTS (x0,T
∗)
divx,tV
i
φuNdxdt−
ˆ
KTS (x0,T
∗)
V iφ.∇x,tuNdxdt = −
ˆ
MTS (x0,T
∗)
V iφ.νuNdσ =
−
ˆ
MTS (x0,T
∗)
uN∂τiφdσ, (A.3.27)
as it is expected to be. Since uN tends to u in H
1(KTS (x0, T
∗)) as N → ∞, the trace of
uN on M
T
S (x0, T
∗) tends to the trace of u on MTS (x0, T
∗) in H
1
2 (MTS (x0, T
∗)) and letting
N →∞ in (A.3.27) we derive
ˆ
MTS (x0,T
∗)
wiφdσ = −
ˆ
MTS (x0,T
∗)
u∂τiφdσ, ∀φ ∈ C∞0 (MTS (x0, T ∗)). (A.3.28)
Consequently, by definition of the distributional derivative, wi = ∂τiu, that is what we need.
Thus we are able to pass to the limit in all terms of (A.3.13) that together with (A.3.17)
completes the proof.
The flux identity (A.3.10) implies the so called finite speed of propagation property. Let
us first consider the linear case.
Corollary A.3.1. Let vi for i = 1, 2 be energy solutions for the linear problem{
∂2t vi −∆xvi + γ∂tvi = Gi(t) ∈ L1([0, T ];L2(Ω)),
vi|∂Ω = 0, ξvi |t=0 = ξ0i ∈ E .
(A.3.29)
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Let R > 0 and x0 ∈ Ω¯ be fixed. Assume also that
(ξ01 − ξ02)|D0(x0,R) = 0, (G1 −G2)|Kmin{R,T}0 (x0,R) = 0. (A.3.30)
Then
(ξv1 − ξv2)|Kmin{R,T}0 (x0,R) = 0. (A.3.31)
Proof. Indeed, writing down the equation for v(t) = v1(t)− v2(t) we get{
∂2t v + γ∂tv −∆xv = 0, x ∈ Kmin{R,T}0 (x0, R),
ξv(0)|D0(x0,R) = 0.
(A.3.32)
Writing down (A.3.10) for v on K
min{R,T}
0 (x0, R) and taking into account that g(x) = 0 and
F (v) = 0 (equation is linear) on K
min{R,T}
0 (x0, R) we obtain
ˆ
Dt(x0,R)
(|∂tv|2 + |∇v|2) (x, t)dx 6 0, t ∈ [0,min{R, T}], (A.3.33)
that completes the proof.
Although for our purposes we will need only the linear variant, we will prove this property
in the non-linear case as well.
Corollary A.3.2. Let the assumptions of Theorem 2.3.1 be satisfied and let u be a Shatah-
Struwe solution of (2.1.1) on [0, T ]. Then for any R > 0 and x0 ∈ Ω¯ the solution u inside
the cone K
min{R,T}
0 (x0, R) is uniquely defined by the values of initial data in the region
D0(x0, R).
Proof. Let ξ01 and ξ02 be initial data such that they coincide in the region D0(x0, R) and
u1, u2 be the corresponding Shatah-Struwe solutions on [0, T ]. Our goal is to show that the
difference v = u1 − u2 vanishes inside the cone Kmin{R,T}0 (x0, R). The equation for v reads{
∂2t v −∆xv + γ∂tv = f(u2)− f(u1), x ∈ Ω,
ξv|∂Ω = 0, ξv|t=0 = ξ01 − ξ02
(A.3.34)
Multiplying the above equation by ∂tv and integrating the obtained result over the cone
Kt0(x0, R) with t ∈ (0,min{R, T}] we obtain
ˆ
Dt(x0,R)
(
1
2
|∂tv|2 + 1
2
|∇v|2
)
(x, t)dx+ γ
ˆ
Kt0(x0,R)
|∂tv|2dxds+
1√
2
ˆ
MTS (x0,T
∗)
1
2
∣∣∣∣ x− x0|x− x0|∂tv −∇v
∣∣∣∣2 dσ = ˆ
Kt0(x0,R)
(f(u2)− f(u1))∂tvdxds. (A.3.35)
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At the same time, multiplying (A.3.34) by δv (with δ > 0 small enough to be fixed below)
and integrating the obtained equality over Kt0(x0, R) with t ∈ (0,min{R, T}] one finds
δ
ˆ
Dt(x0,R)
(
v∂tv +
γ
2
|v|2
)
(x, t)dx+
1√
2
ˆ
Mt0(x0,R)
δ
(
−v∇v. x− x0|x− x0| + v∂tv +
γ
2
|v|2
)
dσ + δ
ˆ
Kt0(x0,R)
|∇v|2dxds =
δ
ˆ
Kt0(x0,R)
(f(u2)− f(u1))vdxds+ δ
ˆ
Kt0(x0,R)
|∂tv|2dxds. (A.3.36)
Taking into account that
v∂tv +
γ
2
|v|2 > γ
4
|v|2 − 1
γ
|∂tv|2, (A.3.37)
and
− v∇v. x− x0|x− x0| + v∂tv +
γ
2
|v|2 = x− x0|x− x0|v.
(
x− x0
|x− x0|∂tv −∇v
)
+
γ
2
|v|2 >
γ
4
|v|2 − 1
γ
∣∣∣∣ x− x0|x− x0|∂tv −∇v
∣∣∣∣2 , (A.3.38)
choosing δ = δ(γ) > 0 small enough and taking the sum of (A.3.35) and (A.3.36) we deduce
ˆ
Dt(x0,R)
(|v|2 + |∂tv|2 + |∇v|2)(x, t)dx 6
Cγ
(ˆ
Kt0(x0,R)
|f(u2)− f(u1)||∂tv|dxds+
ˆ
Kt0(x0,R)
|f(u2)− f(u1)||v|dxds
)
. (A.3.39)
Due to Newton’s formula and growth restriction (2.2.7) the last estimate implies
ˆ
Dt(x0,R)
(|v|2 + |∂tv|2 + |∇v|2)(x, t)dx 6
Cγ
ˆ
Kt0(x0,R)
(1 + |u1|4 + |u2|4)(|v||∂tv|+ |v|2)dxds =
Cγ
ˆ t
0
ˆ
Ds(x0,R)
(1 + |u1|4 + |u2|4)(|v||∂tv|+ |v|2)dxds. (A.3.40)
Using the notation
Y (t) :=
ˆ
Dt(x0,R)
(|v|2 + |∂tv|2 + |∇v|2)(x, t)dx (A.3.41)
and Ho¨lder’s inequality together with the continuous embedding H1 ⊂ L6 we conclude
Y (t) 6 Cγ
ˆ t
0
(
1 + ‖u1‖4L12(Ω) + ‖u2‖4L12(Ω)
)
Y (s)ds. (A.3.42)
Finally, by Gronwall’s lemma, the last estimate implies Y (t) = 0 for t ∈ (0,min{T,R}] and
the proof is complete.
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Corollary A.3.3. Let the assumptions of Theorem 2.3.1 be satisfied. Assume that T ∗
defined in Proposition A.1.1 is finite, then
(i) there exists finite limit limT→T ∗ Flux(u,MTS (x0, T
∗)) =: Flux(u,MT ∗S (x0, T
∗));
(ii) there exists limit limS→T ∗ Flux(u,MT
∗
S (x0, T
∗)) = 0.
Proof. Due to Gauss’ Theorem, for some fixed constant C, we have
0 =
ˆ
KTS (x0,T
∗)
divx,t(0, C)dxdt =
ˆ
DT (x0,T ∗)
Cdx−
ˆ
DS(x0,T ∗)
Cdx+
1√
2
ˆ
MTS (x0,T
∗)
dσ,
(A.3.43)
that is
1√
2
ˆ
MTS (x0,T
∗)
C dσ =
ˆ
DS(x0,T ∗)
Cdx−
ˆ
DT (x0,T ∗)
Cdx. (A.3.44)
Combining the above equality with (A.3.10) we end up with
Enloc(T ) + Flux
n(u,MTS (x0, T
∗)) + γ
ˆ
KTS (x0,T
∗)
|∂tu|2dxdt = Enloc(S), (A.3.45)
where
Fluxn(u,MTS (x0, T
∗)) = Flux(u,MTS (x0, T
∗)) +
1√
2
ˆ
MTS (x0,T
∗)
C dσ, (A.3.46)
Enloc(T ) = E
n
loc(T )−
ˆ
DT (x0,T ∗)
Cdx. (A.3.47)
Taking into account assumption F (u) > κ|u|6 − C and choosing proper C we note that
Fluxn(u,MTS (x0, T
∗)) > 0 and hence, due to (A.3.45), Enloc(T ) is non increasing with respect
to T . Also due to (2.3.17) it is bounded. Consequently there exists a finite limit Enloc(T ),
and hence the finite limit of Eloc(T ) as T tends to T
∗ exists as well. This easily implies (i)
and (ii).
A.4. Morawetz-Pohozhaev identity
To go further we need one more conservation law, also known as Morawetz-Pohozhaev
identity.
Here and below we use the following notations
Q(u)(x, t) =
1
2
|∂tu|2 + 1
2
|∇u|2 + F (u) + ∂tux− x0
t− T ∗ .∇u, (A.4.1)
P (u)(x, t) = −x− x0
t− T ∗ (
1
2
|∇u|2 − 1
2
|∂tu|2 + F (u)) +∇u
(
∂tu+
u
t− T ∗ +
x− x0
t− T ∗ .∇u
)
,
(A.4.2)
Q˜(u)(x, t) = Q(u)− F (u), (A.4.3)
P˜ (u)(x, t) = P (u) +
x− x0
t− T ∗F (u). (A.4.4)
The next statement establishes analogues of the Morawetz-Pohozhaev identity for the
Shatah-Struwe solutions of the problem (2.1.1).
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Proposition A.4.1. Let the assumptions of Theorem 2.3.1 be satisfied and let u be a
Shatah-Struwe solution of (2.1.1) on a segment [S, T ], where 0 6 S < T < T ∗ and let T ∗ be
the same as in Proposition A.1.1. Then the following identity holds
ˆ
DT (x0,T ∗)
((T − T ∗)Q(u) + u∂tu) (x, T )dx−
ˆ
DS(x0,T ∗)
((S − T ∗)Q(u) + u∂tu) (x, S)dx+
1√
2
ˆ
MTS (x0,T
∗)
(t− T ∗)Q(u) + u∂tu+ (x− x0).P (u)dσ−
ˆ
(S,T )×∂Ω∩KTS (x0,T ∗)
(t− T ∗)P (u).n(x)dµ+
γ
ˆ
KTS (x0,T
∗)
∂tu((t− T ∗)∂tu+ (x− x0).∇u+ u)dxdt+
ˆ
KTS (x0,T
∗)
f(u)u− 4F (u)dxdt =
ˆ
KTS (x0,T
∗)
g((t− T ∗)∂tu+ (x− x0).∇u+ u)dxdt (A.4.5)
where n(x) is a normal to ∂Ω at x and 0 6 S < T < T ∗.
Proof. To prove (A.4.5) we would like to multiply equation (A.2.1) by (t− T ∗)∂tu+ (x−
x0).∇u+ u, where operator (t− T ∗)∂t + (x− x0).∇+ 1 (see [63] and [66] for the origin of
this operator). By the same reason as in Proposition A.3.1 to justify this we need consider
some smooth approximations of u. So let us, as before, apply projector PN to (2.1.1) and
multiply the result by (t− T ∗)∂tuN + (x− x0).∇uN + uN . After long computations, one
deduces
divx,t
(
−(t− T ∗)P˜ (uN ), (t− T ∗)Q˜(uN ) + ∂tuNuN
)
+
γ∂tuN ((t− T ∗)∂tuN + (x− x0).∇uN + uN ) =
(gN − PNf(u))((t− T ∗)∂tuN + (x− x0).∇uN + uN ). (A.4.6)
Integrating the above equality over KTS (x0, T
∗) with 0 6 S < T < T ∗ we arrive at
ˆ
DT (x0,T ∗)
(
(T − T ∗)Q˜(uN ) + uN∂tuN
)
(x, T )dx−
ˆ
DS(x0,T ∗)
(
(S − T ∗)Q˜(uN ) + uN∂tuN
)
(x, S)dx+
1√
2
ˆ
MTS (x0,T
∗)
(t− T ∗)Q˜(uN ) + uN∂tuN + (x− x0).P˜ (uN )dσ−
ˆ
(S,T )×∂Ω∩KTS (x0,T ∗)
(t− T ∗)P˜ (uN ).n(x)dµ+
+ γ
ˆ
KTS (x0,T
∗)
∂tuN ((t− T ∗)∂tuN + (x− x0).∇uN + uN )dxdt =
ˆ
KTS (x0,T
∗)
(gN − PNf(u))((t− T ∗)∂tuN + (x− x0).∇uN + uN )dxdt. (A.4.7)
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Now our goal is to pass to the limit in (A.4.7). This can be done easily in terms involving
integrals over DT (x0, T
∗), DS(x0, T ∗) and KTS (x0, T
∗) if one remembers Parseval’s equality
and Lebesgue dominated convergence theorem (nonlinear term can be done similar to
(A.3.15)).
Let us now focus on the term involving integral over MTS (x0, T
∗). By simple transforma-
tions one derives
1√
2
ˆ
MTS (x0,T
∗)
(t− T ∗)Q˜(uN ) + ∂tuNuN + (x− x0).P˜ (uN )dσ =
1√
2
ˆ
MTS (x0,T
∗)
−|x− x0|
(
∂tuN − x− x0|x− x0| .∇uN
)2
dσ+
1√
2
ˆ
MTS (x0,T
∗)
(
∂tuN − x− x0|x− x0| .∇uN
)
uNdσ. (A.4.8)
Also we notice that
∂tuN − x− x0|x− x0| .∇uN =
3∑
i=1
xi − x0i
|x− x0|∂τiuN , (A.4.9)
that together with (A.3.19) and the fact that uN tends to u in L
2(MTS (x0, T
∗)) implies that
we are able to pass to the limit in the term involving integral over MTS (x0, T
∗) either.
Since u ∈ H10 hence ∇u = ∂nun on ∂Ω and limit transition in the term involving integral
over ∂Ω is a consequence of the fact that ∂nuN tends to ∂nu in L
2([S, T ]; ∂Ω) when N tends
to infinity (see proof of Lemma A.2.1).
Thus we are able to pass to the limit in (A.4.7). To complete the proof it remains to
notice that
ˆ
KTS (x0,T
∗)
f(u)((t− T ∗)∂tu+ (x− x0).∇u+ u)dxdt =
ˆ
KTS (x0,T
∗)
∂t((t− T ∗)F (u))− F (u) + f(u)(x− x0).∇u+ 3F (u)− 3F (u) + f(u)udxdt =
ˆ
KTS (x0,T
∗)
divx,t((x− x0)F (u), (t− T ∗)F (u))dxdt+
ˆ
KTS (x0,T
∗)
f(u)u− 4F (u)dxdt =
ˆ
DT (x0,T ∗)
(T − T ∗)F (u(x, T ))dx−
ˆ
DS(x0,T ∗)
(S − T ∗)F (u(x, S))dx+
ˆ
KTS (x0,T
∗)
f(u)u− 4F (u)dxdt. (A.4.10)
A.5. Non-concentration of L6-norm
Based on the Morawetz-Pohozhaev identity and Flux identity we are ready to prove non-
concentration of the L6 norm inside the cone, which is detailed in the following theorem. As
we will see later this is the crucial step towards non-concentration of the Strichartz norm.
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Theorem A.5.1. Let the assumptions of Theorem 2.3.1 be satisfied and let u be a Shatah-
Struwe solution of problem (2.1.1) on segment the [S, T ], where 0 6 S < T < T ∗ and let T ∗
be the same as in Proposition A.1.1. Then
lim
S→T ∗
sup
x0∈Ω
ˆ
DS(x0,T ∗)
|u(x, S)|6dx = 0. (A.5.1)
Proof. Let T → T ∗ in the Morawetz-Pohozhaev identity (A.4.5), then we get
−
ˆ
DS(x0,T ∗)
((S − T ∗)Q(u) + u∂tu) (x, S)dx+
1√
2
ˆ
MT
∗
S (x0,T
∗)
(t− T ∗)Q(u) + u∂tu+ (x− x0).P (u)dσ 6
− γ
ˆ
KT
∗
S (x0,T
∗)
∂tu((t− T ∗)∂tu+ (x− x0).∇u+ u)dxdt+ C
ˆ
KT
∗
S (x0,T
∗)
dxdt+
ˆ
(S,T ∗)×∂Ω∩KT∗S (x0,T ∗)
(t− T ∗)P (u).n(x)dµ+
ˆ
KT
∗
S (x0,T
∗)
g((t− T ∗)∂tu+ (x− x0).∇u+ u)dxdt, (A.5.2)
where we used (2.3.26).2 and the fact thatˆ
DT (x0,T ∗)
((T − T ∗)Q(u) + u∂tu)(x, T )dx→ 0 as T → T ∗. (A.5.3)
Indeed, from conservation law (2.3.11) follows that
(T − T ∗)
ˆ
DT (x0,T ∗)
Q(u)(x, T )dx→ 0 as T → T ∗. (A.5.4)
Also, due to Holder’s inequality with exponents 6, 2 and 3, we have∣∣∣∣∣
ˆ
DT (x0,T ∗)
u(x, T )∂tu(x, T )dx
∣∣∣∣∣ 6 ‖u(T )‖L6(Ω)‖∂tu(T )‖L2(Ω)
(
4
3
pi(T ∗ − T )3
) 1
3
. (A.5.5)
We emphasise that all integrals over KT
∗
S (x0, T
∗), MT ∗S (x0, T
∗) are understood as corre-
sponding limits of integrals over KTS (x0, T
∗), MTS (x0, T
∗).
Now we want to estimate the term on the left of (A.5.2) by u6 from the below and show
that the right hand side of (A.5.2) tends to 0 when S → T ∗.
To estimate the left hand side of (A.5.2) we proceed as follows
−
ˆ
DS(x0,T ∗)
((S − T ∗)Q(u) + u∂tu) (x, S)dx =
−
ˆ
DS(x0,T ∗)
(S − T ∗)
(
|∂tu|2
2
+
1
2
∣∣∣∣∇u+ x− x0|x− x0|2u
∣∣∣∣2−
(x− x0).∇u
|x− x0|2 u−
1
2
u2
|x− x0|2 + F (u)
)
+
∂tu((x− x0).∇u+ u)dx. (A.5.6)
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Denoting by U := (x−x0)u|x−x0|2 which satisfies
divU =
(x− x0).∇u
|x− x0|2 +
u
|x− x0|2 , (A.5.7)
one derives
ˆ
DS(x0,T ∗)
(x− x0).∇u
|x− x0|2 u+
u2
2|x− x0|2dx =
1
2
(ˆ
DS(x0,T ∗)
u divUdx+
ˆ
DS(x0,T ∗)
U.∇udx
)
=
1
2
ˆ
∂DS(x0,T ∗)
uU.ndρ =
1
2
ˆ
∂DS(x0,T ∗)
u2
|x− x0|dρ =
1
2(T ∗ − S)
ˆ
∂DS(x0,T ∗)
u2(x, S)dρ.
(A.5.8)
Plugging in the last equality to (A.5.6) gives
−
ˆ
DS(x0,T ∗)
((S − T ∗)Q(u) + u∂tu) (x, S)dx =
−
ˆ
DS(x0,T ∗)
(S−T ∗)
(
|∂tu|2
2
+
1
2
∣∣∣∣∇u+ x− x0|x− x0|2u
∣∣∣∣2 + F (u)
)
+ ∂tu((x−x0).∇u+u)dx−
1
2
ˆ
∂DS(x0,T ∗)
u2(x, S)dρ. (A.5.9)
Also we note that
|∂tu||(x− x0).∇u+ u| 6 |∂tu||x− x0|
∣∣∣∣∇u+ (x− x0)u|x− x0|2
∣∣∣∣ ⇒ (A.5.10)
|∂tu((x− x0).∇u+ u)| 6 |x− x0|
(
|∂tu|2
2
+
1
2
∣∣∣∣∇u+ (x− x0)u|x− x0|2
∣∣∣∣2
)
. (A.5.11)
Combining (A.5.11) and (A.5.9) we deduce
−
ˆ
DS(x0,T ∗)
((S − T ∗)Q(u) + u∂tu) (x, S)dx > (T ∗ − S)
ˆ
DS(x0,T ∗)
F (u(x, S))dx−
1
2
ˆ
∂DS(x0,T ∗)
u2(x, S)dρ. (A.5.12)
Let us now consider the second term of (A.5.2). By simple transformations one gets
1√
2
ˆ
MT
∗
S (x0,T
∗)
(t− T ∗)Q(u) + u∂tu+ (x− x0).P (u)dσ =
−1√
2
ˆ
MT
∗
S (x0,T
∗)
1
T ∗ − t |(t− T
∗)∂tu+ (x− x0).∇u+ u|2dσ+
1√
2
ˆ
MT
∗
S (x0,T
∗)
1
T ∗ − t(u+ (t− T
∗)∂tu+ (x− x0).∇u)udσ. (A.5.13)
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To transform the second integral on the right hand side of (A.5.13) we perform the change
of variables
v(x) = u(x, T ∗ − |x− x0|), (A.5.14)
which leads to
1√
2
ˆ
MT
∗
S (x0,T
∗)
1
T ∗ − t(u+ (t− T
∗)∂tu+ (x− x0).∇u)udσ =
ˆ
DS(x0,T ∗)
|v|2
|x− x0| + v
x− x0
|x− x0| .∇vdx. (A.5.15)
Observing that x−x0|x−x0| is a normal to DS(x0, T
∗) it is not difficult to get the next formula
ˆ
DS(x0,T ∗)
|v|2
|x− x0| + v
x− x0
|x− x0| .∇vdx =
1
2
ˆ
∂DS(x0,T ∗)
|v(x)|2
|x− x0|dx =
1
2
ˆ
∂DS(x0,T ∗)
|u(x, S)|2
|x− x0| dx. (A.5.16)
Combining (A.5.13)-(A.5.16) we derive
1√
2
ˆ
MT
∗
S (x0,T
∗)
(t− T ∗)Q(u) + u∂tu+ (x− x0).P (u)dσ =
−1√
2
ˆ
MT
∗
S (x0,T
∗)
1
T ∗ − t |(t− T
∗)∂tu+ (x− x0).∇u+ u|2dσ + 1
2
ˆ
∂DS(x0,T ∗)
|u(x, S)|2
T ∗ − S dx.
(A.5.17)
Collecting (A.5.2), (A.5.12), (A.5.17) together and choosing S close enough to T ∗ we arrive
at
(T ∗ − S)
ˆ
DS(x0,T ∗)
F (u(x, S))dx 6
1√
2
ˆ
MT
∗
S (x0,T
∗)
1
T ∗ − t |(t− T
∗)∂tu+ (x− x0).∇u+ u|2dσ−
γ
ˆ
KT
∗
S (x0,T
∗)
∂tu((t− T ∗)∂tu+ (x− x0).∇u+ u)dxdt+
ˆ
(S,T ∗)×∂Ω∩KT∗S (x0,T ∗)
(t− T ∗)P (u).n(x)dµ+
ˆ
KT
∗
S (x0,T
∗)
g((t− T ∗)∂tu+ (x− x0).∇u+ u)dxdt+ C
ˆ
KT
∗
S (x0,T
∗)
dxdt =
A+B + C +D + E, (A.5.18)
where each letter corresponds to an integral on the right hand side of (A.5.18).
The A-term admits the estimate
A 6
√
2
ˆ
MT
∗
S (x0,T
∗)
1
T ∗ − t |(t− T
∗)∂tu+ (x− x0).∇u|2dσ +
√
2
ˆ
MT
∗
S (x0,T
∗)
|u|2
T ∗ − tdσ =
A1 +A2. (A.5.19)
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From (A.3.7) and (2.3.26).1 follows
A1 6
√
2
ˆ
MT
∗
S (x0,T
∗)
(T ∗ − t)
∣∣∣∣ x− x0|x− x0|∂tu−∇u
∣∣∣∣2 6
4(T ∗ − S)Flux(u,MT ∗S (x0, T ∗)) + C(T ∗ − S)
ˆ
MT
∗
S (x0,T
∗)
dσ. (A.5.20)
Also, using Ho¨lder’s inequality and (2.3.26).1 we get
A2 6
√
2
(ˆ
MT
∗
S (x0,T
∗)
|u|6dσ
) 1
3
(ˆ
MT
∗
S (x0,T
∗)
1
|x− x0| 32
dσ
) 2
3
6
C(T ∗ − S)
(
Flux
(
u,MT
∗
S (x0, T
∗)
)
+
ˆ
MT
∗
S (x0,T
∗)
dσ
) 1
3
. (A.5.21)
Thus the last three inequalities yield
A 6 C(T ∗ − S)
(
Flux(u,MT
∗
S (x0, T
∗)) + Flux(u,MT
∗
S (x0, T
∗))
1
3 +
(ˆ
MT
∗
S (x0,T
∗)
dσ
) 1
3
)
. (A.5.22)
Also, obviously, we have
B +D 6 C(T ∗ − S)4(‖ξu‖2L∞([0,T ∗],E) + ‖g‖2). (A.5.23)
Thus it remains to estimate the C-term of (A.5.18). First we note that if x0 belongs to the
interior of domain Ω, then this term can be dropped out, since then for S close enough to
T ∗ (exactly the case which we are interested in) (S, T ∗) × ∂Ω ∩KT ∗S (x0, T ∗) = ∅. Hence
below we assume case x0 ∈ ∂Ω.
First, due to Dirichlet boundary conditions, we see that
(t− T ∗)P (u).n(x) = 1
2
∣∣∂n(x)u(x)∣∣2 (x− x0).n(x)− F (0)(x− x0).n(x). (A.5.24)
Furthermore, since boundary is smooth, for any x ∈ ∂Ω such that x is close enough to x0
we have
x− x0 = τ(x0)|x− x0|+ a(x), |a(x)| 6 C|x− x0|2, (A.5.25)
n(x) = n(x0) + b(x), |b(x)| 6 C|x− x0| (A.5.26)
where τ(x0) is a unit tangent vector to ∂Ω at x0. Thus from (A.5.25), (A.5.26) we find
|(x− x0).n(x)| 6 C|x− x0|2, (A.5.27)
for any x ∈ ∂Ω close enough to x0 ∈ ∂Ω. Using (A.5.24), (A.5.27), Corollary A.2.1 and
choosing S close enough to T ∗ we obtain control of C-term
C 6 (T ∗ − S)2Q(‖ξu0‖E , ‖g‖). (A.5.28)
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Finally collecting (A.5.18), (A.5.22) , (A.5.23), (A.5.28), (2.3.26).1, (2.3.17) we obtain
ˆ
DS(x0,T ∗)
|u(x, S)|6dx 6 (T ∗ − S)Q(‖ξu0‖E , ‖g‖)+
C
(
Flux(u,MT
∗
S (x0, T
∗)) + Flux(u,MT
∗
S (x0, T
∗))
1
3
)
+ o(T ∗ − S), (A.5.29)
That together with Corollary A.3.3 completes the proof.
A.6. Extension Lemmas
In the final step we need a kind of extension lemma that will allow us to use the finite speed
of propagation property, Corollary A.3.2. This lemma was proved in [6], however, for the
convenience of the reader we give its detailed and slightly simplified proof here as well.
Lemma A.6.1. Let Ω be a smooth bounded domain. Then there exist r0, C > 0 such
that for any x0 ∈ Ω, 0 < r < r0 and any v ∈ H10 (Ω) ∩ Lp(Ω), there exists function
vr ∈ H10 (Ω)∩Lp(Ω) (independent of the choice of 1 6 p 6 +∞) with the following properties
(vr − v)|{|x−x0|<r}∩Ω = 0, (A.6.1)
‖vr‖Lp(Ω) 6 C‖v‖Lp({|x−x0|<r}∩Ω),
ˆ
Ω
|∇vr|2dx 6 C
ˆ
{|x−x0|<r}∩Ω
|∇v|2dx. (A.6.2)
Proof. Let us first consider the case when x0 ∈ Ω, that is x0 lies in the interior of the
domain. Fixing φ ∈ C∞0
(
9
10 ,
11
10
)
such that φ equals 1 in a neighbourhood of 1 and 0 6 φ 6 1
we can define desired extension by symmetry with respect to a sphere with small enough
radius r and with center at x0 as follows
vr(x) =
{
v(x), if |x− x0| 6 r,
φ
( |x−x0|
r
)
v
(
2
(
x0 +
x−x0
|x−x0|r
)
− x
)
, if |x− x0| > r, (A.6.3)
keeping in mind that vr(x) = 0 if |x− x0| > 1110r.
Obviously, that such defined vr satisfies (A.6.1). Let us check L
p-inequality from (A.6.2).
Indeed,
ˆ
Ω
|vr(x)|pdx =
ˆ
{|x−x0|6r}
|v(x)|pdx+
ˆ
r<|x−x0|< 1110 r
|vr(x)|pdx = |x− x0 = y| =
‖v‖pLp(|x−x0|6r) +
ˆ
r<|y|< 11
10
r
|vr(x0 + y)|pdx =
‖v‖pLp(|x−x0|6r) +
ˆ
r<|y|< 11
10
r
∣∣∣∣φ( |y|r
)
v
(
x0 + 2
y
|y|r − y
)∣∣∣∣p dy = ∣∣∣∣z = 2 y|y|r − y
∣∣∣∣ =
‖v‖pLp(|x−x0|6r) +
ˆ
9
10
r<|z|<r
∣∣∣∣φ(2r − |z|r
)
v(x0 + z)
∣∣∣∣p dz 6 2‖v‖pLp(|x−x0|6r). (A.6.4)
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Also we can check the second inequality of (A.6.2)
‖∇vr‖2 =
ˆ
|x−x0|6r
|∇v(x)|2dx+
ˆ
r<|x−x0|< 1110 r
|∇vr(x)|2dx 6 ‖∇v‖2L2(|x−x0|6r)+
2
ˆ
r<|x−x0|< 1110 r
∣∣∣∣φ′( |x− x0|r
)∣∣∣∣2 1r2
∣∣∣∣v(2(x0 + x− x0|x− x0|r
)
− x
)∣∣∣∣2 dx+
C
ˆ
r<|x−x0|< 1110 r
∣∣∣∣φ( |x− x0|r
)∣∣∣∣2 ∣∣∣∣∇v(2(x0 + x− x0|x− x0|r
)
− x
)∣∣∣∣2 dx =∣∣∣∣z = 2 x− x0|x− x0|r − (x− x0)
∣∣∣∣ = ‖∇v‖2L2(|x−x0|6r) + C ˆ 9
10
r<|z|<r
1
r2
|v(x0 + z)|2dz+
C
ˆ
9
10
r<|z|<r
|∇v(x0 + z)|2dz 6 ‖∇v‖2L2(|x−x0|6r) + C
ˆ
|z|<r
|v(x0 + z)|2
|z|2 dz+
C
ˆ
|z|<r
|∇v(x0 + z)|2dz, (A.6.5)
and using Hardy’s inequality to estimate
´
|z|<r
|v(x0+z)|2
|z|2 dz we proceed as follows
‖∇vr‖2 6 (1 + C)‖∇v‖2L2(|x−x0|6r) +
C
4
ˆ
|z|<r
|∇v(x0 + z)|2dz 6 C2‖∇v‖2L2(|x−x0|6r).
(A.6.6)
Now let x0 ∈ ∂Ω. Then we can extend v by 0 outside of the domain
v˜(x) =
{
v(x), x ∈ Ω
0, x ∈ R3 \ Ω . (A.6.7)
Obviously the defined v˜ ∈ H1(R3) ∩ Lp(R3). Since now x0 is an inner point of R3 we can
repeat the above arguments for v˜ and obtain (A.6.1), (A.6.2) with v substituted by v˜ and
Ω substituted by R3. Finally, taking into account (A.6.7) and the fact that ∇v˜ = ∇vχΩ,
where χΩ is a characteristic function of Ω, we complete the proof.
In further considerations the next corollary (also proven in [6]) of the just proved lemma
will be important
Corollary A.6.1. Let u ∈ L∞((S, T ), H10 (Ω)) ∩ L1loc((S, T ), Lp(Ω)) with p ∈ [1,∞]. Then
for any x0 ∈ Ω¯ there exist δ > 0 (small enough) and a function uˆ ∈ L∞((T − δ, T ), H10 (Ω))∩
L1loc((T − δ, T ), Lp(Ω)) such that
(uˆ(t)− u(t))|{|x−x0|6T−t}∩Ω = 0, for almost all t ∈ [T − δ, T ], (A.6.8)
and the following estimates hold true
‖uˆ(t)‖Lp(Ω) 6 C‖u(t)‖Lp(Dt(x0,T )), (A.6.9)
‖∇uˆ(t, x)|‖L2(Ω) + ‖∂tuˆ(t, x)‖L2(Ω) 6
C
(‖∂tu(t, x)‖L2(Dt(x0,T )) + ‖∇u(t, x)‖L2(Dt(x0,T ))) , (A.6.10)
for almost all t ∈ [T − δ, T ] and uniformly with respect to t ∈ [T − δ, T ], where C is some
positive absolute constant.
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Proof. Setting uˆ(t) = uT−t(t), where uT−t(t) is ur(t) defined by Lemma (A.6.1) with
r = T − t we get (A.6.8), (A.6.9). Also it is clear that
‖∇uˆ(t)‖L2(Ω) 6 C‖∇u(t)‖L2(Dt(x0,T )), (A.6.11)
for t close enough to T .
It remains to verify the estimate for ∂tuˆ(t). By the chain rule we have
∂tuˆ(t) = (∂tu)T−t(t)− ∂rur(t)|r=T−t. (A.6.12)
The estimate of the first term on the right hand side of (A.6.12) is trivial. The second term
is given by
∂rur(t, x) =

0, |x− x0| 6 r,
−1
r2
φ′
( |x−x0|
r
)
u
(
t, 2
(
x0 +
x−x0
|x−x0|r
)
− x
)
+
2φ
( |x−x0|
r
)
∇u
(
t, 2
(
x0 +
x−x0
|x−x0|r
)
− x
)
. x−x0|x−x0| , |x− x0| > r.
(A.6.13)
Obviously, it can be estimated similarly to ‖∇vr‖L2(Ω) from Lemma A.6.1.
A.7. Global existence of Shatah-Struwe solutions: quintic case
With Theorem A.5.1 and the finite speed of propagation property (Corollary A.3.2) in hands
we are able to prove non-concentration of Strichartz norm inside the cone. Below we will
use the notation
‖u‖(Lp;Lq)(KTS (x0,T ∗)) :=
(ˆ T
S
‖u(t)‖p/qLq(DS(x0,T ∗))dt
)1/p
. (A.7.1)
Proposition A.7.1. Let the assumptions of Theorem 2.3.1 be satisfied and let u be a
Shatah-Struwe solution of problem (2.1.1) on an arbitrary segment [0, T ] where 0 6 T < T ∗.
Then
lim
S→T ∗
‖u‖(L4;L12)(KT∗S (x0,T ∗)) = 0. (A.7.2)
Proof. Let us fix 0 6 S < T < T ∗ where S is close enough to T ∗ and to be chosen below
and let ξS := ξu(S). Consider the problem{
∂2t v + γ∂tv −∆xv = −f(uˆ) + g(x), x ∈ Ω,
ξv|t=S = ξˆS := ((u(S))T ∗−S , (∂tu(S))T ∗−S) , v|∂Ω = 0,
(A.7.3)
where ξˆS is defined by means of Lemma A.6.1 and uˆ is extension of u on (S, T
∗) provided
by Corollary A.6.1.
Applying Proposition 2.2.2 to (A.7.3) on [S, T ] we obtain
‖v‖L4([S,T ];L12(Ω)) 6 C
(
‖ξˆS‖E + (T − S)‖g‖+
ˆ T
S
‖f(uˆ(τ))‖L2(Ω)dτ
)
. (A.7.4)
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Taking into account the growth restriction (2.2.7) on f and using the interpolation
[L6(Ω), L12(Ω)] 4
5
= L10(Ω) the last estimate can be rewritten as follows
‖v‖L4([S,T ];L12(Ω)) 6 C
(
‖ξu(S)‖E +
ˆ T
S
‖uˆ(τ)‖4L12(Ω)‖uˆ(τ)‖L6(Ω)dτ
)
, (A.7.5)
with some new absolute constant C. By finite speed of propagation for the linear equation
(see Corollary A.3.1) v coincides with u on KT
∗
S (x0, T
∗) and hence the left hand side of
(A.7.5) can be estimated from below by the Strichartz norm over the cone. On the other
hand we can use Corollary A.6.1 to estimate uˆ(τ) from above on the right hand side of
(A.7.5). Thus we derive
‖u‖(L4;L12)(KTS (x0,T ∗)) 6
C
(
‖ξu(S)‖E +
ˆ T
S
‖u(τ)‖4L12(Dτ (x0,T ∗))‖u(τ)‖L6(Dτ (x0,T ∗))dτ
)
6
C‖ξu(S)‖E + ε‖u‖4(L4;L12)(KTS (x0,T ∗)), (A.7.6)
where the constant ε can be chosen arbitrary small by taking S close enough to T ∗ according
to Theorem A.5.1. Using the notation
Y (T ) := ‖u‖(L4;L12)(KTS (x0,T ∗)), (A.7.7)
the last estimate can be rewritten as follows
Y (T ) 6 C‖ξu(S)‖E + εY 4(T ), T ∈ [S, T ∗). (A.7.8)
Using the analogue of Lemma 3.3.2 for the last type of estimates (which can be proven in
the similar way) we end up with
Y (T ) 6 2C‖ξu(S)‖E , T ∈ [S, T ∗), (A.7.9)
and hence
‖u‖(L4;L12)(KT∗S (x0,T ∗)) = Y (T
∗) = lim
T→T ∗
Y (T ) 6 2C‖ξu(S)‖E . (A.7.10)
Consequently, by continuity of the integral, sending S to T ∗ we complete the proof.
Finally we are able to prove Theorem 2.3.1.
Proof of Theorem 2.3.1. Assume, as previously, that 0 6 S < T < T ∗ where S is close
enough to T ∗. Let us write u = v + w, where
∂2t v + γ∂tv −∆v = 0, ξv|t=S = ξu(S), v|∂Ω = 0. (A.7.11)
and
∂2tw + γ∂tw −∆w = −f(u) + g, ξw|t=S = 0, w|∂Ω = 0. (A.7.12)
Since ξv(t) ∈ C([0, T ∗]; E), as solution of the linear equation, we have (see Lemma A.7.1
below)
lim
T→T ∗
‖ξv(T )|DT (x0,T ∗)‖E = 0. (A.7.13)
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To estimate the localized energy of w, let us consider w˜ that solves
∂2t w˜ + γ∂tw˜ −∆w˜ = −f(uˆ) + g, ξw˜|t=S = 0, w˜|∂Ω = 0, (A.7.14)
where uˆ is the same as in Proposition A.7.1. Choosing S in such a way that
‖u‖(L4;L12)(KT∗S (x0,T ∗)) 6 δ, (A.7.15)
with δ small enough, that is possible due to Proposition A.7.1, and arguing similar to
Proposition 2.2.1 we find
‖ξw(T )|DT (x0,T ∗)‖E 6 C(1 + ‖g‖)(T − S) +
ˆ T
S
‖u(τ)‖4Dτ (x0,T ∗)‖u‖L6(Dτ (x0,T ∗))dτ 6
C(1 + ‖g‖)(T − S) + Cδ4. (A.7.16)
Thus, we obtain
lim
T→T ∗
‖ξw(T )|DT (x0,T ∗)‖E = 0. (A.7.17)
From (A.7.13), (A.7.17) it follows that for arbitrary small ε we can choose T close enough
to T ∗ such that Eloc(T ) < ε. Now we note that by the Lebesgue dominated convergence
theorem we have
Eloc(T ) = lim
α→0
ˆ
Ω
χDT+α(x0,T ∗)(x)
(
1
2
‖ξu(T )‖2E + F (u(T ))− gu(T )
)
dx :=
lim
T→T ∗
Eαloc(T ), (A.7.18)
that is we have Eαloc(T ) < 2ε for some α > 0 small enough (here χB stands for a characteristic
function of a set B). Furthermore, the flux identity (A.3.10) implies that for all t ∈ [T, T ∗]
with T close enough to T ∗ one has Eαloc(t) 6 3ε. Notice that exactly at this step we need
the non-concentration of energy (not just the L6-norm), since by the flux identity it can
be extended to the non-concentration of the energy on the truncated cone (compare with
Theorem A.5.1). In particular this gives non-concentration of the L6-norm on the truncated
cone ˆ
Dt(x0,T ∗+α)
|u(t, x)|6dx 6 3ε, for all t ∈ [T, T ∗]. (A.7.19)
Consequently, repeating the arguments of Proposition A.7.1 we are able to derive non-
concentration of the Strichartz norm on the truncated cone
‖u‖(L4;L12)(KT∗T (x0,T ∗+α)) 6 ε, (A.7.20)
for some α > 0 and T close enough to T ∗.
To complete the proof it remains to note that Ω¯ is compact and therefore we can cover the
whole region [T ∗− ε1, T ∗]× Ω¯ by a finite number of truncated cones with non-concentration
of the Strichartz norm if ε1 is small enough.
Lemma A.7.1. Let ξv(t) ∈ C([0, T ∗]; E) for some T ∗ ∈ (0,+∞). Then v possesses the
following non-concentration property in E
lim
T→T ∗
‖ξv(T )|DT (x0,T ∗)‖E = 0 (A.7.21)
for all x0 ∈ Ω¯.
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Proof. Let us fix x0 ∈ Ω¯ and ε > 0. Continuity of ξv(t) on a finite segment, which is
compact, implies that ξv(t) is in fact uniformly continuous on [0, T
∗]. Hence there exists
δ1 = δ1(ε) > 0 such that
∀T ∈ [T ∗ − δ1, T ∗] we have ‖ξv(T ∗ − δ1)− ξv(T )‖E 6 ε/2. (A.7.22)
Also by continuity of the integral we can find δ2 = δ2(ε) such that
‖ξv(T ∗ − δ1)|DT∗−δ2 (x0,T ∗)‖E 6 ε/2. (A.7.23)
Therefore, by the triangle inequality, we have
‖ξv(T )|DT∗−δ2 (x0,T ∗)‖E 6
‖ξv(T )− ξv(T ∗ − δ1)‖E + ‖ξv(T ∗ − δ1)|DT∗−δ2 (x0,T ∗)‖ 6 ε, ∀T ∈ [T
∗ − δ1, T ∗]. (A.7.24)
Thus, taking δ(ε) = min{δ1, δ2} we find
∀ε > 0 ∃δ = δ(ε) : ∀T ∈ [T ∗ − δ, T ∗] we have ‖ξv(T )|DT (x0,T ∗)‖E 6 ε, (A.7.25)
that completes the proof.
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B. Some Functional Analysis results
B.1. Miscellaneous
The following technical result is important to guarantee that the energy functional makes
sense for all times (see (4.3.8))
Lemma B.1.1. Let E0 and E1 be Banach spaces, E1 ⊂ E0 , the embedding being continuous
and E0 being reflexive. Let u ∈ L∞([0, T ];E1) and u(t) ∈ Cw([0, T ];E0). Then u(t) ∈ E1∀t ∈
[0, T ] and u(t) is weakly continuous from [0, T ] into E1 in t. See [44] and [3].
The next theorem is often helpful to choose a convergent subsequence.
Theorem B.1.1. Assume that X ⊂ Y ⊂ Z is a triple of Banach spaces such that X is
compactly embedded in Y .
1. Let F be a bounded set in Lp(a, b;X) for some 1 6 p <∞ such that the set ∂tF :=
{∂tf : f ∈ F} is bounded in Lq(a, b;Z) for some q > 1. Here ∂tf is the derivative in
the distributional sense. Then F is relatively compact in Lp(a, b;Y ). If q > 1, then F
is also relatively compact in C(a, b;Z).
2. If F is a bounded set in L∞(a, b;X) and ∂tF is bounded in Lr(a, b;Z) for some r > 1,
then F is relatively compact in C(a, b;Y ).
See [18]
The next lemma is an interpolation inequality for Lp(Ω) spaces which is a direct conse-
quence of Ho¨lder’s inequality. In applications it is often more convenient and quicker to use
it rather than Ho¨lder’s inequality itself.
Lemma B.1.2. Let Ω be a domain in Rn, let u belong to Lp(Ω) ∩ Lq(Ω) with strictly
positive p and q, and let r be such that
1− θ
p
+
θ
q
=
1
r
, for some θ ∈ (0, 1), (B.1.1)
then u ∈ Lr(Ω) and the following inequality holds
‖u‖Lr(Ω) 6 ‖u‖1−θLp(Ω)‖u‖θLq(Ω). (B.1.2)
Proof. Indeed, to reduce (B.1.2) to Ho¨lder’s inequality we notice that (B.1.1) can be
rewritten as
1
p
(1−θ)r
+
1
q
θr
= 1, (B.1.3)
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that is we should take p′ = p(1−θ)r and q
′ = qθr as Ho¨lder’s exponents (note that p
′ > 1,
q′ > 1 ). Now we can write
ˆ
Ω
|u(x)|rdx =
ˆ
Ω
|u(x)|r(1−θ)|u(x)|rθdx 6(ˆ
Ω
|u(x)|pdx
) (1−θ)r
p
(ˆ
Ω
|u(x)|qdx
) θr
q
, (B.1.4)
that implies the desired result.
Theorem B.1.2 (Implicit function theorem). Let X, Y be Banach spaces and E be a
metric space corresponding to the parameter ε. And let fε : X → Y be a family of maps
that satisfies the following conditions:
1. f0(x0) = 0;
2. the map (ε, x)→ fε(x) as a map E ×X → Y is continuous at (0, x0);
3. for each ε the map fε has a Frechet derivative f
′
ε(x) ∈ L(X,Y ) (in some neighbourhood
of x0) and as a map E ×X → L(X,Y ) it is continuous at (0, x0);
4. f ′0(x0) is invertible.
Then there exist a neighbourhood V of ε = 0 in E and a neighbourhood U of x0 in X such
that for any ε ∈ V equation fε(x) = 0 considered in U possesses unique solution xε ∈ U .
Furthermore xε depends continuously on ε.
Proof. One just need to check that under stated assumptions the map
Φε(x) = x− [f ′0(x0)]−1fε(x) (B.1.5)
satisfies all conditions of Banach fixed point theorem. Obviously, from 3. it follows that
that map Φε is continuous in some neighbourhood of x0. Also from 3. one can check that
there exists a neighbourhood V of ε = 0 (small enough) such that for all ε ∈ V the map
Φε : U → U where U is a small neighbourhood of x0 and
‖Φε(x1)− Φε(x2)‖X 6 η‖x1 − x2‖X , ∀x1, x2 ∈ U (B.1.6)
for some η ∈ (0, 1).
The continuity of xε can be proven as follows:
‖xε − x0‖X = ‖Φε(xε)− Φ0(x0)‖X 6 ‖Φε(xε)− Φε(x0)‖X + ‖Φε(x0)− Φ0(x0)‖X 6
η‖xε − x0‖X + C‖fε(x0)‖Y , (B.1.7)
that is
‖xε − x0‖X 6 C
1− η‖fε(x0)‖Y (B.1.8)
that completes the proof.
Corollary B.1.1 (Inverse function theorem). Let X,Y be Banach spaces and let the
nonlinear operator T : X → Y be such that:
1) T (x0) = y0 for some x0 ∈ X and y0 ∈ Y ;
2) There is a neighbourhood of x0 such that T is Frechet differentiable in this neighbourhood
and the map x→ T ′(x) is continuous in this neighbourhood as a map X → L(X,Y );
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3) T ′(x0) is invertible;
Then there exist a neighbourhood V ⊂ Y of y0 and a neighbourhood U ⊂ X of x0 such
that for any y ∈ V equation T (x) = y possesses a unique solution xy ∈ U . Furthermore, xy
depends continuously on y and we have the estimate
‖xy − x0‖X 6 C‖y0 − y‖Y , ∀y ∈ V, (B.1.9)
where C is some positive constant. In other words equation T (x) = y defines a locally
Lipschitz operator AT : V → U by AT y = xy which is natural to denote AT := T−1.
Proof. The theorem obviously follows if one applies implicit function theorem to the map
fy(x) = T (x)− y and (B.1.9) is a consequence of (B.1.8).
B.2. The space [L∞loc(R+; E)]w∗
Through out this section we assume that E is a separable Hilbert space.
To define the trajectory attractor in Section 2.5 and avoid abstract topological spaces we
use the fact that any bounded subset of [L∞loc(R+; E)]w∗ is metrizable. To be more precise
let us recall some basic facts.
The space L∞loc(R+; E) can be endowed with a countable family of seminorms, namely for
any u ∈ L∞loc(R+; E)
‖u‖n = ‖u‖L∞([n,n+1];E), n ∈ 0 ∪ N. (B.2.1)
Definition B.2.1. A set B ⊂ L∞loc(R+; E) is called bounded in L∞loc(R+; E) iff for all
n ∈ 0∪N
sup
u∈B
‖u‖n 6 Cn. (B.2.2)
The constants Cn may tend to +∞.
Definition B.2.2. We say {uk}∞k=1 ⊂ L∞loc(R+; E) converges to some element
u ∈ L∞loc(R+; E) as k goes to +∞ weak-∗ in L∞loc(R+; E) iff for every n ∈ 0 ∪ N and
every φ(t) ∈ L1([n, n+ 1]; E)
ˆ n+1
n
(uk(t)− u(t), φ(t))dt→ 0, k → +∞. (B.2.3)
That is we have weak-∗ convergence in L∞([n, n+ 1]; E) for each n ∈ 0 ∪ N.
We denote by [L∞loc(R+; E)]w∗ the space L∞loc(R+; E) with the just defined convergence.
The weak-∗ topology on bounded set Bn of L∞([n, n+ 1]; E) = [L1([n, n+ 1]; E)]∗ can be
metrized with some metrics dn by the next theorem (see [54]):
Theorem B.2.1. Let X be a separable normed space. Then any closed bounded ball of X∗
endowed with the weak-∗ topology is metrizable and compact.
Corollary B.2.1. The bounded subset B of the space [L∞loc(R+; E)]w∗ can be metrized as
follows
d(f, g) =
∞∑
n=0
2−n
dn(f, g)
1 + dn(f, g)
, f, g ∈ L∞loc(R+; E), (B.2.4)
where dn are the corresponding metrics on B|[n,n+1] mentioned above.
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C. Supplement to Section 4.7
C.1. Properties of the Extension operator
The aim of this appendix is to define and study the odd extension operator for functions
defined in a smooth bounded domain Ω of R3 which vanish at the boundary ∂Ω. This
operator is a crucial technical tool for proving the additional regularity of energy solutions
for the case of Dirichlet boundary conditions (see Section 4.7).
Namely, since Ω is smooth, any point x in the small δ neighborhood Oδ(∂Ω) of ∂Ω can
be presented in a unique way the form
x = x′ + s~n, (C.1.1)
where x′ ∈ ∂Ω, ~n is a normal to ∂Ω at x′ and s ∈ (−δ, δ). Thus, (C.1.1) realizes a
diffeomorphism of Oδ(∂Ω) and ∂Ω× (−δ, δ) and we will treat the pair (x′, s) as coordinates
in the neighborhood Oδ(∂Ω) of the boundary.
In these coordinates the reflection RΩ with respect to the boundary reads
RΩ : Oδ(∂Ω)→ Oδ(∂Ω), (x′, s)→ (x′,−s) (C.1.2)
which corresponds to the C∞-map y = RΩ(x) in the initial coordinates. Note also that
RΩ(x) maps points which are inside of Ω to points outside of Ω and that
RΩ(RΩ(x)) ≡ x.
Moreover, for any x ∈ ∂Ω, the derivative R′Ω(x) is the usual (linear) reflection with respect
to the tangent plane to ∂Ω at x.
We define the desired extension operator Ext as follows:
Ext(u)(x) :=
{
u(x), x ∈ Ω,
−u(RΩ(x)), x ∈ Oδ(Ω)\Ω.
(C.1.3)
The next lemma shows that Ext defines indeed a proper extension of functions Hs∆, −1 ≤
s ≤ 2 outside of Ω.
Lemma C.1.1. Let Ω be a smooth domain. Then Ext is a linear continuous operator
Ext : Hs∆(Ω)→ Hs(Ωδ) (C.1.4)
for all −1 ≤ s ≤ 2 (here and below, Ωδ := {x ∈ R3, dist(x,Ω) < δ}).
Proof. Indeed, let u ∈ H2(Ω) ∩H10 (Ω). Then, since u
∣∣
∂Ω
= 0, we have
u
∣∣
∂Ω
= Ext(u)
∣∣
∂Ω
= 0.
117
Moreover, since the extension is odd,
∂~nu
∣∣
∂Ω
= ∂~n Ext(u)
∣∣
∂Ω
.
Therefore, there are no jumps of first derivatives on ∂Ω and, consequently, no singular parts
for the second derivatives as well. Thus, Ext(u) ∈ H2(Ωδ) and (C.1.4) is proved for s = 2.
For s = 1 and s = 0 it is evident and for the non-integer exponents s it follows then by
interpolation. Thus, (C.1.4) is verified for non-negative s ∈ [0, 2]. To prove it for s ∈ [−1, 0),
we take any u ∈ C∞0 (Ω) and ϕ ∈ C∞0 (Ωδ) and use the following identity
ˆ
Ωδ
Ext(u)ϕdx =
ˆ
Ω
u(x)ϕ(x) dx−
ˆ
Ωδ\Ω
u(RΩ(x))ϕ(x) dx =
ˆ
Ω
u(x)ϕ(x) dx−
−
ˆ
Ω
u(y)ϕ(RΩ(y))| detR′Ω(y)| dy =
=
ˆ
Ω
u(x)(ϕ(x)− | detR′Ω(x)|ϕ(RΩ(x))) dx :=
ˆ
Ω
uExt∗(ϕ) dx,
where, by definition, ϕ(RΩ(x)) ≡ 0 if x /∈ Oδ(∂Ω). This identity shows that Ext∗(ϕ) ∈ H10 (Ω)
(since | detR′Ω(x)| = 1 when x ∈ ∂Ω) and
‖Ext∗(ϕ)‖H10 (Ω) ≤ C‖ϕ‖H10 (Ωδ).
Thus, by density arguments, Ext is a linear continuous operator from H−1(Ω) to H−1(Ωδ).
For non-integer s ∈ (−1, 0), (C.1.4) follows again by interpolation and Lemma C.1.1 is
proved.
The next lemma which gives an expression for the commutator of Ext and the Laplacian
is crucial for Section 4.7.
Lemma C.1.2. Let Ω be a smooth domain and let u ∈ C∞(Ω) be a smooth function
satisfying u
∣∣
∂Ω
= 0. Then
Ext(∆xu)−∆x(Ext(u)) =
3∑
i,j=1
∂xi(aij(x)∂xj Ext(u)) +
3∑
i=1
bi(x)∂xi Extu, (C.1.5)
where aij ∈W 1,∞(Ωδ), bi ∈ L∞(Ωδ) and
aij
∣∣
Ω
≡ 0. (C.1.6)
Proof. Indeed, since R′Ω(x) is a reflection and the reflections preserve the Laplacian, we
have
∆x(u(RΩ(x))) = (∆xu)(RΩ(x)) +
∑
ij
a˜ij(x)(∂xi∂xju)(RΩ(x))+
+
∑
i
b˜i(x)(∂xiu)(RΩ(x)), (C.1.7)
where a˜ij
∣∣
∂Ω
= 0 and the assertion of the lemma is an immediate corollary of (C.1.7) and
the definition of the extension operator Ext. Lemma C.1.2 is proved.
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Corollary C.1.1. Formula (C.1.5) remains valid if u ∈ Hs∆, 1 ≤ s ≤ 2.
Indeed, the assertion of the corollary follows by the standard density arguments from
the facts that C∞(Ω) ∩H10 (Ω) is dense in Hs∆ and that both right and left hand sides have
sense for u ∈ Hs∆ for that values of s.
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D. Basics of the attractor theory in infinite
dimensions
In this appendix we collect basic notions and results of the attractor theory in infinite
dimensional case which are used throughout the thesis.
D.1. Key definitions
Definition D.1.1. Let E be a metric space. A family of operators {St}t>0 acting from E
into E is called a semi-group acting on E iff
1) S0 = Id, where Id is identical map;
2) StSτ = SτSt = St+τ for all t, τ ∈ R+.
Definition D.1.2. Let a family of operators St : E → E (t > 0) be a semi-group on a
metric space E. Then the pair (St, E) is called dynamical system with phase space E and
evolutionary operator St.
Definition D.1.3. A set D is called absorbing for the dynamical system (St, E) iff for any
bounded set B ⊂ E there exists a time T = T (B) such that for all t > T we have StB ⊂ D.
Definition D.1.4. A dynamical system (St, E) is called dissipative if it possesses a bounded
absorbing set.
Definition D.1.5. A dynamical system (St, E) is called asymptotically compact iff for
any bounded sequence {ξn}∞n=1 ⊂ E and any positive sequence of times {tn}+∞n=1 such that tn
tends to +∞ as n goes to ∞ the sequence {Stnξn}+∞n=1 is precompact in E.
One of the objects that, in a sense, captures the behaviour of a dynamical system when
t→∞ is so called global attractor. Rigorously it can be defined as follows (see [3,18,47,67])
Definition D.1.6. A set A ⊂ E is a global attractor for the dynamical system (St, E) iff:
1) The set A is compact in E.
2) The set A is strictly invariant: StA = A, t ≥ 0.
3) The set A uniformly attracts any bounded in E, i.e., for any bounded set B in E and
any neighbourhood O(A) of the attractor A in E there is time T = T (B,O(A)) such that
StB ⊂ O(A), t > T.
We notice that due to the uniform attraction property 3) of Definition D.1.6 and the fact
that A is closed, it follows that any bounded invariant set Y ⊂ E is a subset of A. This is
why such defined attractor is called global. Also the compactness of A guarantees that the
attractor is essentially thinner than a ball in E since in infinite dimensional space a ball is
not pre-compact.
The complexity of the structure of the attractor, usually, is measured by its fractal
dimension:
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Definition D.1.7. Let K be a compact set in a metric space E. By the Hausdorff criterium,
for every ε > 0, K can be covered by finitely-many balls of radius ε in E. Let Nε(K, E) be
the minimal number of such balls which is enough to cover E. Then, the fractal dimension
of K is defined as follows:
dimf (K, E) := lim sup
ε→0
logNε(K, E)
log 1ε
. (D.1.1)
Of course, dimf (K, E) a priori can be infinite if E is infinite-dimensional. We also recall
to the reader that, in the case when K is a finite-dimensional Lipschitz manifold in E , the
fractal dimension coincides with the usual dimension, but for irregular sets (which is often
the case where K = A is a global attractor), the fractal dimension may not be an integer,
see e.g., [53] for more details.
One of the main drawbacks of a global attractor is that its rate of attraction can be
arbitrarily small. In order to overcome this a notion of exponential attractor has been
introduced in [19].
Definition D.1.8. A set M is an exponential attractor for the semigroup S(t) in E if the
following conditions are satisfied:
1) The set M is compact in E.
2) The set is M is semi-invariant: S(t)M⊂M.
3) The set M has finite fractal dimension in E.
4) The set M attracts exponentially the images of bounded sets, i.e., for every bounded
set B in E,
distE(S(t)B,M) ≤ Q(‖B‖E)e−βt, t ≥ 0, (D.1.2)
for some positive β and monotone function Q which are independent of t.
Roughly speaking, the exponential rate of attraction (D.1.2) is achieved by adding to the
global attractor a number of ”metastable” trajectories (which approach it too slowly) and
the non-trivial result of the exponential attractors theory is the possibility to do that without
destroying the finite-dimensionality (in almost all cases where the finite-dimensionality of
the global attractor is established, see [47] for more details). The control of the rate of
convergence (D.1.2), in particular, makes an exponential attractor much more robust with
respect to perturbations (see [47]). As the price to pay, an exponential attractor is not unique
(similar to center/inertial manifolds), although this drawback can be partially overcome
using a proper selection of one-valued branches of exponential attractors in dependence of
the perturbation parameters, see [20,47] and the references therein for more details.
D.2. Key results
The main abstract result on the existence of the attractor in the infinite-dimensional case
can be formulated as follows (see e. g. [3, 16,47,67])
Theorem D.2.1. Let E be a complete metric space and the semi-group St : E → E possess
the following properties:
1) The operators St : E → E are continuous in E for every fixed t > 0;
2) (St, E) is dissipative;
3) (St, E) is asymptotically compact.
122
Then the dynamical system (St, E) possesses a global attractor A ⊂ E, which is generated
by all complete trajectories of the semi-group St:
A = K∣∣
t=0
,
where K ⊂ L∞(R, E) consists of all bounded functions u : R→ E such that Shu(t) = u(t+h)
for all t ∈ R and h ≥ 0.
Analogously to Definition D.1.8, the notion of exponential attractor can be defined for a
discrete dynamical system (S, E) (the evolutionary operator is defined by Sn := Sn). In
practice it is more convenient first to construct an exponential attractor for the discrete
system (say with S = S1) and then upgrade it to the exponential attractor for the continuous
system [47]. We follow exactly this strategy in Sections 3.5, 4.6.
In the simplest case the exponential attractor for a discrete dynamical system can be
constructed by means of the next theorem (see [47])
Theorem D.2.2. Let E and E1 be Banach spaces such that E1 is compactly embedded into
E. And let (S, X), where X ⊂ E is bounded and positively invariant SX ⊂ X, be a discrete
dynamical system on X. Then if S possesses the smoothing property, i. e. there exists a
constant c > 0 such that
‖Sx1 − Sx2‖E1 6 c‖x1 − x2‖E , ∀x1, x2 ∈ E , (D.2.1)
then (S, X) possesses an exponential attractor M.
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