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Exhaustive percolation on random networks
Bjo¨rn Samuelsson∗ and Joshua E. S. Socolar†
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(Dated: December 26, 2017)
We consider propagation models that describe the spreading of an attribute, called “damage”,
through the nodes of a random network. In some systems, the average fraction of nodes that remain
undamaged vanishes in the large system limit, a phenomenon we refer to as exhaustive percolation.
We derive scaling law exponents and exact results for the distribution of the number of undamaged
nodes, valid for a broad class of random networks at the exhaustive percolation transition and in
the exhaustive percolation regime. This class includes processes that determine the set of frozen
nodes in random Boolean networks with indegree distributions that decay sufficiently rapidly with
the number of inputs. Connections between our calculational methods and previous studies of
percolation beginning from a single initial node are also pointed out. Central to our approach is
the observation that key aspects of damage spreading on a random network are fully characterized
by a single function specifying the probability that a given node will be damaged as a function of
the fraction of damaged nodes. In addition to our analytical investigations of random networks, we
present a numerical example of exhaustive percolation on a directed lattice.
PACS numbers: 89.75.Da, 02.50.Ey, 02.10.Ox, 05.50.+q
I. INTRODUCTION
A. Overview
Propagation models on lattices or more general graphs
describe the spreading of some discrete signal through
a set of discrete entities. In the most general terms,
the signal corresponds to some qualitative change that
causes the entity to interact differently with its neigh-
bors. Examples include the spreading of damage in power
grids [1, 2], the spreading of disease through a population
[3, 4, 5], the spreading of a computer virus on the Inter-
net [6, 7], or the alteration of gene expression patterns in
a cell due to a mutation [8, 9]. In the general case, the
individual entities are represented as nodes in a graph
where the links indicate paths along which the signal can
spread [10, 11, 12, 13, 14, 15, 16]. Because the signal
can be thought of as disrupting the static or dynamical
state of the original system, we refer to its propagation
as spreading damage, though in many cases the “dam-
age” may enhance a desired property or simply represent
some natural dynamical process. A single instance of a
given spreading process initiated from a particular subset
of nodes is often called an avalanche.
In analyzing spreading processes, one is often inter-
ested in the transition between those that die out quickly
and those that spread to a finite fraction of the system
in the large-system limit, a transition that may occur
as the probability of transmitting damage across links
is varied. This percolation transition is relevant for sys-
tems in which the fraction of initially damaged nodes
tends to zero in the limit of infinite system size. The
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order parameter for the transition is the average fraction
of nodes damaged in a single avalanche, which remains
zero for small transmission probabilities and continuously
increases when the probability rises above a threshold
value. We will refer to this as the sparse percolation
(sp) transition. The sp transition occurs for spreading
processes in which the probability that a node becomes
damaged is zero unless at least one of its neighbors is
damaged. (If this probability were nonzero, a nonzero
fraction of the nodes would always get damaged.)
For a certain class of propagation models, there is an-
other transition of interest. When the fraction of ini-
tially affected nodes remains fixed as the system size is
increased, the fraction of nodes that remain undamaged
can undergo a transition from finite values to zero at
transmission probabilities above some threshold. We re-
fer to this as the exhaustive percolation (ep) transition.
The ep transition occurs only for propagation models in
which the probability of a node remaining undamaged is
zero when all of its neighbors are damaged (all of its in-
puts in the case of a directed graph). We assume also that
there is a nonzero probability for a node to remain un-
damaged if it has at least one undamaged input. There is
then one more condition for the ep transition: the density
of directed loops of any specified size must vanish in the
large system limit. For any loop there is a finite probabil-
ity that no member of the loop will be damaged, since no
member of the loop can have all of its inputs damaged
until one of the members becomes damaged through a
probabilistic event. Thus ep is not observable on spatial
lattices of the type generally encountered in statistical
mechanics. ep is observable, however, on directed lat-
tices and on graphs in which the nodes serving as inputs
to a given node are selected at random.
In this paper we derive the probability distribution for
the number of undamaged nodes at the ep transition on
random graphs for a general class of propagation mod-
2els exhibiting what we call unordered binary avalanches
(uba). This is analogous to finding the distribution of
avalanche sizes at the usual percolation transition, but
here we are asking for the distribution of the number of
nodes not participating in the avalanche.
As an application of our ep results, we consider
the problem of identifying unfrozen nodes in a random
Boolean network (rbn). In a rbn, each node has a bi-
nary state that is updated according to a rule that takes
the values of some other nodes as inputs. The dynam-
ics of rbns has been investigated extensively; see, e.g.,
[17, 18, 19, 20, 21, 22, 23, 24, 25]. A rbn can have sev-
eral dynamical attractors, but some nodes might have
the same value at all times on all attractors. Such nodes
are called stable and the set of stable nodes is important
for the dynamics in rbns [26, 27, 28].
Almost all stable nodes in a broad class of rbns can
be identified through a dynamic process that was intro-
duced by Flyvbjerg [26] and formalized to facilitate nu-
meric simulations by Bilke and Sjunnesson [27]. We call
the stable nodes that can be identified by this dynamic
process frozen (and nodes that are not frozen are called
unfrozen). Provided that the Boolean rule distribution is
symmetric with respect to inversion of any subset of in-
puts, the set of frozen nodes can be identified through an
uba in which frozen inputs cause new nodes to become
frozen (damaged). Most rule distributions that have been
examined in the literature exhibit this symmetry. The
requirement is satisfied, for example, for any model that
assigns given probability p for obtaining a 1 in each entry
of the truth table for each node.
This paper is organized as follows. We first develop
the notation and basic definitions required for discussing
ubas in general. In Section IB, we give an introduction
to the uba formalism from the perspective of percolation
processes. A more formal description is given in Sec-
tion II, followed by a numerical illustration of the basic
concepts. In Section III, we present analytic derivations
for uba in random networks with emphasis on ep and
the ep transition. We also present explicit results for
the special case of Erdo˝s–Re´nyi networks with a natural
choice for the avalanche rules.
In Section IV we show how to apply the uba formalism
to obtain the statistics of frozen nodes in two-input rbns.
In the present context, this serves as an illustration of the
general theory, but this particular example was also the
primary motivation for studying ep. The results on rbns
are consistent with those found by Kaufman, Mihaljev,
and Drossel. [29]. The main advantage of using the ep
formalism for this problem is that it makes clear how
the calculation can be extended to networks with more
than two inputs per node, including networks with an in-
degree distribution that (with a low probability) allows
arbitrarily large in-degrees.
B. Basic definitions
An unordered binary avalanche (uba) is defined as a
spreading process with the following properties:
Binary states: the state of each node can be charac-
terized as a binary variable s, with s = 0 meaning
undamaged and s = 1 meaning damaged;
Boolean rules: the state of each node is determined by
a Boolean function of the states of its input nodes;
Order independence: the probability of having a
given set of nodes damaged at the end of the pro-
cess does not depend upon the order in which nodes
are chosen for updating.
Order independence refers to the dynamics of the
spreading process or a simulation of it. In such a simula-
tion, one typically chooses a site and updates it according
to a rule depending on the states of sites that provide in-
puts to it, repeating the process until a test of every site
yields no change in the state of the system. We are inter-
ested in cases where the order in which sites are chosen
for possible updating has no bearing on the final state of
the system.
uba is a natural extension of site or bond percolation.
To determine the avalanche size distribution in site per-
colation, for example, one identifies an initial subset of
damaged sites and then tests neighbors of damaged sites
to see whether the damage spreads to them. After a given
site is tested for the first time, its value is permanently
fixed. The process is iterated until no new damaged sites
are generated. See, e.g., Ref. [30]. This method of in-
vestigating site percolation is equivalent to assigning all
sites a value, then beginning with a damaged site and
determining all of the damaged sites in a connected clus-
ter. Site percolation where each site has the probability
p to be occupied can be recast as a uba system as fol-
lows. Let each site be associated with a rule that is an
or-rule of all of its neighbors with probability p and is
a constant 0 with probability 1− p. Then the above de-
scribed site percolation is achieved by first selecting the
rules and clamping the value of a given site to 1, and then
repeatedly updating the system according to the Boolean
rules. In this situation, the 1s in the final state mark a
site percolation cluster. A more practical way of simu-
lating the same uba is to determine probabilistically the
Boolean rule at each site only when that site is first en-
countered in the percolation process and to update only
those nodes where the rules have been determined.
To ensure order independence in uba, it is sufficient
to require that each Boolean function is non-decreasing,
meaning that if one of the inputs to the rule changes from
0 to 1, the output is not allowed to change from 1 to 0.
For non-decreasing Boolean functions, if a specific node
is eventually going to be assigned the value 1 during an
avalanche, updating other nodes to 1 first cannot change
the outcome.
3We are particularly interested in ubas that are initi-
ated by damage at a set of nodes comprising a nonzero
fraction of the total number of nodes. Such a process
would be relevant, for example, if the probability that
any given node is damaged at the start is independent of
the system size.
To clarify both the distinction between ep (exhaustive
percolation) and sp (sparse percolation) and the similar-
ities between them, we describe a particular case of a
propagation model that exhibits both transitions. Con-
sider a graph with a total of N nodes, some of which have
three input links each while the others have no input links
at all. The graph is random in that the node supplying
the input value on any given link is selected at random,
but stays fixed throughout the avalanche. Let ν0 be the
fraction of nodes with no inputs. Define a spreading pro-
cess as follows: The initial condition is that all nodes with
no inputs are considered damaged. Each other node is
now selected in turn to see whether the damage spreads
to it. If a node has one damaged input, the probability
that it will be damaged is p1; if it has two damaged in-
puts, the probability of damage is p2 (with p2 ≥ p1); and
nodes with three damaged inputs are guaranteed to be-
come damaged (p3 = 1). These probabilities are realized,
for example, by the following Boolean rule distribution:
a 3-input or-rule with probability p1; a 3-input majority
rule with probability p2−p1; and a 3-input and-rule with
probability 1− p2.
As N goes to infinity, the number of initially dam-
aged nodes can be a nonzero number that grows slower
than N , meaning that ν0 goes to zero as N goes to in-
finity. In this limit, the sp transition occurs at p1 = 1/3
and the spreading from each initially damaged node is
described by a Galton–Watson process. In a Galton–
Watson process, a tree is created by adding branches to
existing nodes, with the number of branches emerging
from each node drawn from a fixed probability distribu-
tion. Such branching processes have been investigated
extensively. (See, e.g., Ref. [31].) In particular, the cor-
respondence to Galton–Watson processes means that for
critical sp, the probability of finding n damaged nodes
scales like n−3/2 for 1≪ n≪ N [9, 32].
For any nonzero value of ν0, the ep transition occurs
for p2 satisfying (1−p2)(1−ν0) = 1/3 (assuming that this
value of p2 is greater than p1.) The analysis described in
Section III provides a method of calculating the probabil-
ity P (u) of having u undamaged nodes in this case. The
result in the large N limit is P (u) ∼ P (0)u−1/2 for large
u. A difference between ep and sp is that both P (0) and
the cutoff on the u−1/2 distribution scale with N for ep,
while for sp only the cutoff scales with N .
II. INTRODUCTION TO EXHAUSTIVE
PERCOLATION
A. Formal description of UBA
We now describe a formalism and establish some no-
tation that is suitable for a detailed treatment of uba.
Let N denote the number of nodes in a network with
a specified set of links and let the nodes be indexed by
j = 1, . . . , N . The network state is described by the vec-
tor s = {s1, . . . , sN}. LetKj denote the number of inputs
to node j, and let kj denote the vector of Kj inputs to
node j. Furthermore, let R denote a Boolean function
and let Πj(R) denote the initial probability that node j
has the rule R. [It is required that R has precisely Kj
inputs for Πj(R) to be nonzero.]
To efficiently simulate uba, we keep track of the infor-
mation that is known about each node at each step in
the process. In particular, it is important to keep track
of whether or not the change from 0 to 1 of a given input
has already been accounted for in determining the out-
put. The simplest way to do this is to introduce an extra
state 0* that labels a site whose rule R implies an output
value of 1 but for which the update to 1 has not yet been
implemented. When a node changes its state from 0 to
0*, it is a silent change in the sense that the Boolean
rules at the other nodes treat an input 0* exactly the
same as 0. To retrieve the final state of the network, all
occurrences of 0* must be updated to 1. When a single
update to 1 is made, the information that the given node
has value 1 is passed along to all nodes with inputs from
it. The values of these nodes may then change from 0 to
0*. The conditional probability that the value of node i
is updated from 0 to 0* when j changes value from 0* to
1, is given by
Ui(s, j) ≡ P1(k
′
i)− P1(ki)
1− P1(ki) , (1)
where k′i is the value of ki after sj has been updated and
P1(ki) is the probability that Ri(ki) = 1:
P1(ki) ≡
∑
R
R(ki)Πi(R). (2)
The numerator in Eq. (1) is the probability that Ri pro-
duces a 1 after the update of node j minus the probability
that Ri produced a 1 before the update. The denomina-
tor is the probability that node i had the value 0 before
the update.
Let Πi(1) denote the probability that the rule at node
i has output 1 regardless of its input values. If some
particular nodes are selected for initiation of the uba,
Πi(1) is set to one for these nodes [which means Πi(R) =
0 for all other rules].
We are now ready to present a formal algorithm for
determining the final state of an instance of uba on a
finite network. We carry out the following procedure
(where := denotes the assignment operator):
41. sj := 0 for all j;
2. sj := 0* with probability Πj(1) for each j;
3. Some j with sj = 0* is selected;
4. si := 0* with probability Ui(s, j) for each i with
si = 0;
5. sj := 1;
6. Steps 3–5 are iterated as long as there exists a node
in state 0*.
uba can also be considered on infinite networks, but
that requires a more technical description of the process.
First, the choices of j in step 3 for both descriptions must
be such that any given j that satisfies the conditions in
step 3 will be selected in a finite number of iterations.
Second, the ensemble of final states needs to be defined
in terms of a suitable limit process because the stopping
criterion in step 6 can not be applied to an infinite sys-
tem.
Note that the dynamics is only dependent on the prob-
ability functions {P1(ki)}. That is, the precise rule
distributions affect the avalanche results only through
their contributions to P1. Because the Boolean rules are
non-decreasing functions, P1(ki) is also a non-decreasing
function. In fact, every non-decreasing function, f(ki),
with values in the interval [0, 1] can be realized by P1(ki)
for a suitable Boolean rule distribution. One such rule
distribution can be constructed as follow: for each i and
each ki, select a random number y from a uniform dis-
tribution on the unit interval and set Ri(ki) = 1 if and
only if y < f(ki).
B. An example of EP on a lattice
To illustrate the concepts of uba and ep, consider a di-
rected network on a two-dimensional square lattice with
periodic boundary conditions. Each node in the lattice
has integral coordinates (i, j) where i + j is odd and
the node at (i, j) receives inputs from the two nodes at
(i−1, j±1). The rule for propagation of damage to a node
is either or or and, with probabilities Π(i,j)(or) = r and
Π(i,j)(and) = 1− r, respectively.
Figure 1 displays an avalanche that is initiated by
letting each node be initially damaged with probability
ρ = 1/8. A node assigned or becomes damaged if ei-
ther of its neighbors one layer above is damaged; a node
assigned and becomes damaged if and only if both neigh-
bors above it are damaged. This means that
P1(k(i,j)) =


0 if k(i,j) = (0, 0)
r if k(i,j) ∈ {(0, 1), (1, 0)}
1 if k(i,j) = (1, 1) .
(3)
Note that clusters of damaged nodes formed in an
avalanche initiated by a single damaged node cannot con-
tain any holes, as the uppermost undamaged node in the
i
j
FIG. 1: An example of uba on a lattice, displaying undam-
aged nodes (dots), initially damaged nodes (filled circles), and
nodes damaged during the avalanche (empty circles). Each
node has either an or-rule or an and-rule with inputs from
its neighbors in the row immediately above the node. The
probability for a node to be initially damaged is ρ = 1/8 and
the probability for obtaining an or-rule is r = 0.3. Periodic
boundary conditions are used and the first row and column
are repeated in gray after the last row and column to illustrate
the periodic boundary conditions.
hole would have to have two damaged inputs and hence
would become damaged when updated.
For localized initial damage, the sp threshold is found
at r = 1/2. Above this value of r, domains of dam-
age tend to widen as the avalanche proceeds. Since the
growing cluster has no holes, this is simultaneously an ep
transition. The ep transition can be found for smaller
values of r in lattices where each node is initially dam-
aged with a given nonzero probability ρ. [For every ini-
tially damaged node, Π(i,j)(1) is set to 1, meaning that
P1(k(i,j)) = 1 for every value of k(i,j).]
Figure 2 shows the average number of unaffected nodes
as a function of r for ρ = 1/8 on lattices with periodic
boundary conditions. The numerics displayed in Fig. 2
clearly suggest that there is a second-order ep phase tran-
sition. Furthermore, these numerical results suggest that
the avalanche in Fig. 1 is within the parameter regime for
ep and that ep does not occur in this case due to finite
size effects.
For the case r = 0, it is possible to map the ep transi-
tion onto ordinary, directed, site percolation on the same
lattice. When all nodes in the lattice have and-rules, the
following algorithm may be used to determine whether a
given node will be damaged: select a node; put a mark
on the selected node unless it is initially damaged; and
recursively mark each initially undamaged node that has
an output to a marked node. The selected node will
get damaged if and only if this recursion ends in a fi-
nite number of steps. The algorithm describes ordinary
50.0 0.2 0.4 0.6
0.0
0.5
1.0
r
Undamaged fraction
FIG. 2: The average fraction of undamaged nodes for uba
on a lattice of the type shown in Fig. 1, as a function of
the selection probability p for or-rules and the probability
ρ = 1/8 for initial damage. The lattice has periodic boundary
conditions and covers a square that has a side of 10, 102, 103,
and 104 lattice points, respectively, with steeper curves for
larger systems. The statistical uncertainty in the estimated
mean is less than the line width.
directed site percolation where the initially undamaged
(damaged) nodes are considered active (inactive) sites
and the process propagates in the opposite direction rel-
ative to the uba. We therefore expect the ep transition to
occur for a value of ρ equal to 1−pc, where pc = 0.70549
is the threshold for directed site percolation [33] and we
have confirmed this with numerical tests. Further study
of ep on the lattice is beyond the scope of this paper.
C. Suppression of EP by resistant motifs
In the lattice example above, the fact that the network
had no feedback loops smaller than the lattice size was
important. In general, ep is suppressed by the presence
of short feedback loops. As already noted, for ep to oc-
cur, it is required that the output of each rule in the
rule distribution is 1 if all of its inputs have the value 1.
Otherwise, there would be a finite fraction of nodes that
keep the value 0 regardless of the influence from the rest
of the network. Generalization of this reasoning allows
us to rule out ep in other situations, indicating that ep
is most likely to occur in directed or highly disordered
networks. To pursue this idea, we introduce the notion
of resistant motifs.
A motif is a small network with a particular arrange-
ment of internal links. A given motif may occur many
times in a network with different rules assigned to its
nodes and with different configurations of external in-
puts. A motif is resistant with respect to a given en-
semble of rule assignments if the probability of damage
entering the motif when all external inputs are damaged
is strictly less than unity. For the rule distributions that
we consider for the ep transition in random networks,
each node has a nonzero probability of being assigned a
rule that sets its output to 0 if at least one of its inputs
is 0. Thus when all of the nodes in a feedback loop of
any length have the value 0, there is a nonzero probabil-
ity that they will all remain 0 even if all external inputs
to the loop are set to 1. Every feedback loop of a given
length is therefore a resistant motif.
If the number of occurrences of a resistant motif grows
linearly with the network size, there will in total be a
finite fraction of nodes that remain unaffected with a
finite probability. For such networks, ep cannot occur
in the limit of large systems. Examples include typically
studied regular lattices and small world networks with
link directions assigned so that short feedback loops are
prevalent.
The problem resistant motifs can be avoided in ran-
dom networks having a mean indegree 〈K〉 that is well-
defined and independent of N , in which case the number
of feedback loops of a given length approaches a con-
stant. Though the total number of resistant motifs may
grow with system size, the larger motifs have a low prob-
ability of avoiding damage. For large N , the out-degree
distribution is a Poisson distribution with a mean value
of 〈K〉. The outputs emerging from a given node form
a tree with approximately 〈K〉m nodes at the mth level.
Thus, the probability for a given node to be part of a cy-
cle of m nodes is approximately 〈K〉m/N , which means
that the typical number of feedback loops of length m
is approximately 〈K〉m/m. On the other hand, the loop
may contain either initially damaged nodes or some rules
that allow damage to enter from external inputs. The
probability that this will not occur decays exponentially
with m. If the decay is faster than 〈K〉−m, the density of
nodes in undamaged resistant motifs will approach zero.
In summary, ep (for the considered type of rule dis-
tributions) is excluded on lattices with a high density of
feedback loops. For random networks, however, the frac-
tion of nodes in undamaged resistant motifs can go to
zero in the large N limit. This property allows ep to oc-
cur on random networks as demonstrated in the following
section.
III. EP ON RANDOM NETWORKS
A. Criteria for EP
Consider a network such that the inputs to each node
are chosen randomly and uniformly from all nodes in the
network and the probability functions {P1(ki)} are de-
termined from a given distribution of Boolean rules. For
such networks, uba can be handled analytically.
Define g(x) as the probability for a rule in the ran-
dom network to output 1 if each input has the value 1
with probability x. The function g reflects the probabil-
6ity for propagation of damage to a single node, for the
considered instance of uba. We refer to g as the dam-
age propagation function. In random networks, P1(ki)
is independent of i and can be replaced by P1(k). Let
K denote the number of components of k, i.e., the num-
ber of inputs to the considered node. g(x) can then be
expressed as
g(x) =
∞∑
K=0
P (K)
∑
k∈{0,1}K
xI(1− x)K−IP1(k), (4)
where I is the number of 1s in k and P (K) is the prob-
ability to draw a rule with K inputs.
Let N denote the total number of nodes, and let n0,
n0*, and n1 denote the number of nodes with the values
0, 0*, and 1, respectively. With these definitions and
the fact that Ui(s, j) is independent of i for the random
network, the role of {P1(ki)} is taken over by g(n1/N)
and Eq. (1) is replaced by
U(s, j) =
g(n′1/N)− g(n1/N)
1− g(n1/N) , (5)
where n′1 = n1 + 1. This means that the size of the net-
work, the number of initially damaged nodes, and the
damage propagation function g taken together are suffi-
cient to uniquely determine the stochastic spreading pro-
cess.
After one pass of the update steps 3–5 (from Sec-
tion IIA), the new values n′0 and n
′
0* of n0 and n0* are
given by
n′0 = n0 − δ (6)
and
n′0* = n0* + δ − 1 (7)
where
δ = Bn0 [U(s, j)], (8)
with Bn(a) being a stochastic function that returns the
number of selected items among n items if the selection
probability for each of them is a. The avalanche ends
when n0* = 0.
The number of damaged nodes, n, in a complete
avalanche is the final value of n1, whereas the number
of undamaged nodes, u, is the final value of n0. An order
parameter for the system is φ = limN→∞〈n/N〉, where
the average is taken over the ensemble of networks. The
sp transition is found when φ changes from zero to a
nonzero value, whereas the ep transition is found when
φ reaches 1.
To understand the typical development of an
avalanche, it is convenient to change from the variables
n0, n0*, and n1, which are constrained to sum to N , to
the variables x1 ≡ n1/N and
c ≡ n0
1− g(x1) . (9)
As long as n0* > 0, the average value of c after a single
update is given by
〈c′〉 = 〈n
′
0〉
1− g(x′1)
(10)
=
n0 − c[g(x′1)− g(x1)]
1− g(x′1)
(11)
= c. (12)
Hence, as long as n0* > 0 for all members of an ensemble
of avalanches, 〈c〉 (the average of c over the ensemble) is
conserved as the avalanche proceeds.
From Eqs. (5)–(8) and the definition of c, the variance
in c can be calculated. We begin by computing the in-
crement of the variance due to one update step, σ2(c′).
To leading order as N →∞, we get
σ2(c′) =
σ2(δ0)
[1− g(x′1)]2
(13)
=
n0U(s, j)[1− U(s, j)]
[1− g(x′1)]2
(14)
=
c U(s, j)
1− g(x1) (15)
=
c
N [1− g(x1)]2
dg(x)
dx
∣∣∣∣
x=x1
. (16)
Eq. (16) gives the increment of the variance of c from one
update step. To get the total variance of c, we need to
sum over all updates from n1 = 0 to the desired value of
n1. Provided that there is an upper bound κ such that
dg(x)/dx < κ for all x, the total variance of c satisfies
σ2tot(c) < n1
c κ
N [1− g(x1)]2 <
κN
1− g(x1) (17)
for x1 < 1. (Note that 1/[1 − g(x)] is a nondecreasing
function because g(x) is nondecreasing.)
The avalanche is initiated with n0* ≡ ni0*, n0 =
N−ni0*, and n1 = 0. The process ends when n0+n1 = N
and we seek the distribution of n0 or n1 when this hap-
pens. According to Eq. (17), the standard deviation of
c/N scales like 1/
√
N , which implies that both n0/N and
n0*/N have standard deviations that scale like 1/
√
N .
(x1 has zero standard deviation because n1 is incre-
mented by exactly unity on every update step.) Thus
in the large system limit, the probability of any member
of the the ensemble of avalanches stopping is negligibly
small as long as n0*/N is finite, and we may treat c as
exactly conserved as long as this condition holds.
Using the initial values x1 = 0 and n0 = N − ni0*,
which determine c, Eq. (9) can be rearranged to give
n0 = [1− g(x1)]
N − ni0*
1− g(0) . (18)
Noting that n0/N = 1 − x1 − n0*/N , we see that in the
large N limit, the process continues as long as the strict
7inequality
1− x1 > [1− g(x1)]
1 − lim
N→∞
ni0*/N
1− g(0) (19)
holds, since the inequality implies that n0*/N remains
finite. Moreover, in the large N limit it is impossible
to reach values of x1 for which the inequality has the
opposite sign, because the process stops when n0* reaches
zero.
Note that because of the zero probability of a node
remaining undamaged when all of its neighbors are dam-
aged, we have g(1) = 1, which in turn implies that
Eq. (19) becomes an equality at x1 = 1. If Eq. (19)
is satisfied for all x1 < 1, the process will be exhaustive
in the sense that it will not end with a finite value of
n0/N . If, on the other hand, the inequality changes sign
for x1 above some threshold value, then the process will
terminate when the threshold is reached. If the left hand
side of Eq. (19) forms a tangent line to the right hand
side of the expression at some value of x1, the process
will exhibit critical scaling laws. The critical case for ep
occurs when the when the tangency occurs at x1 = 1.
Examples of these behaviors are presented below and in
Section IV.
As an aside, we note that the sp transition is an in-
stance of criticality at x1 = 0. For the above mentioned
criterion of criticality to hold at x1 = 0, the right hand
side of Eq. (19) must have the value 1 and the slope −1
at x1 = 0. Thus, the system is critical with respect to sp
if limN→∞ n
i
0*/N = 0 and
dg(x)
dx
∣∣∣∣
x=0
= 1− g(0). (20)
Eqs. (4) and (20) immediately give a criterion for criti-
cal percolation on graphs in which every possible directed
link (including self-inputs) exists with an independent,
fixed probability, assuming the conventional choice in
which damage spreads to a given node with probabil-
ity p from each of its damaged neighbors. In this case we
have
g(x) =
∞∑
K=0
P (K)
[
1− (1− px)K], (21)
which yields
dg(x)
dx
∣∣∣∣
x=0
= p
∞∑
K=0
P (K)K (22)
= p〈K〉. (23)
This result is closely related to the well-known criterion
for the presence of a percolating cluster in an Erdo˝s–
Re´nyi graph: percolation occurs when the probability per
for the presence of a link between two randomly selected
nodes exceeds 1/N , where N is the number of nodes. [34]
In the present context, per is mapped to plinkp, where
plink is the probability that a link exists connecting the
two randomly selected nodes and p is the probability that
damage spreads across that link. At the same time, we
have 〈K〉 = plinkN . (Recall that K is only the indegree
of a node, not the total number of links connected to it.)
Thus Eq. (23), which implies that the critical value of
p is 1/〈K〉, is consistent with the well-known theory of
Erdo˝s–Re´nyi graphs. [34]
Eq. (23) applies for any distribution of indegrees so
long as 〈K〉 is well-defined and the source of each input
is selected at random (so that the outdegrees are Poisson
distributed). We note that the latter condition is not
met by random regular graphs (graphs in which all nodes
have the same outdegree) because the probabilities of
two nodes getting an output from the same node are
correlated.
sp can also be understood by the theory of Galton–
Watson processes. If limN→∞ n
i
0*/N = 0, the update
described by Eqs. (5)–(8) is consistent with a Galton–
Watson processes that has a Poisson out-degree distribu-
tion with a mean value
λ =
1
1− g(0)
dg(x)
dx
∣∣∣∣
x=0
. (24)
See References [9, 31, 32]. See Appendix C for more
details on sp in relation to known results. Cases of tan-
gencies at intermediate values of x1 are beyond the scope
of the present work.
Returning to the question of the ep transition, it is
convenient to change variables once again. We define
x0,0* ≡ 1−x1 and q(x0,0*) ≡ 1− g(x1). In words, q(x) is
the probability that a randomly selected node will output
0 given that each of its inputs has the value 0 with prob-
ability x. We refer to q as the damage control function as
it characterizes the probability that damage will be pre-
vented from spreading to a single node. Equation (19) is
then transformed to
x0,0* > q(x0,0*)
1− lim
N→∞
ni0*/N
q(1)
. (25)
Critical ep is found when the left hand side of Eq. (25)
forms a tangent line to the right hand side of the expres-
sion at x0,0* = 0. At criticality, the right hand side of
Eq. (25) should have the value 0 and the slope 1. Hence,
the conditions q(0) = 0 and
dq(x)
dx
∣∣∣∣
x=0
=
q(1)
1− ni0*/N
(26)
are required for an ep transition.
Example: EP on random digraphs
We now consider the special case of graphs in which
every possible directed link (including self-inputs) exists
with an independent, fixed probability. (We have already
8discussed sp on such graphs.) If damage spreads along
each directed link with probability p, there is no ep tran-
sition because there is a nonzero probability for a node to
remain undamaged when all of its inputs are damaged.
A minimal change that allows ep on such graphs is to
give a special treatment to nodes whose inputs are all
damaged, in which case the considered node should al-
ways get damaged. For the same reason, all nodes with
no inputs must be initially damaged. Other nodes might
also be initially damaged, and we let this happen with
a given probability ρ for each node with at least one in-
put. For such a network, we can calculate the damage
propagation function according to
g(x) =
∞∑
K=0
P (K)
[
1− (1− px)K + (1− p)KxK] (27)
= 1− e−〈K〉px(1− e−〈K〉(1−x)). (28)
The corresponding damage control function becomes
q(x) = e−〈K〉p(1−x)
(
1− e−〈K〉x). (29)
A necessary condition for the ep transition is derived
from Eq. (26), yielding
〈K〉e−p〈K〉 = 1
1− ρ . (30)
For the ep transition to occur, it is also required that
f(x) ≡ x− q(x)(1 − ρ) ≥ 0 (31)
for all x ∈ [0, 1] according to Eq. (25). If both Eqs. (30)
and (31) are satisfied, the ep transition occurs at the
value of p given by Eq. (30):
pc =
ln〈K〉+ ln(1− ρ)
〈K〉 . (32)
Equation (30) turns out to be a sufficient and necessary
condition for the ep transition. Provided that Eq. (30)
holds, the first derivative satisfies f ′(0) = 0. From the
observation f ′′′(x) < 0, it is then straightforward to show
that f(x) has no local minimum on the interval (0, 1).
Since f(0) = 0 and f(1) > 0, Eq. (31) holds for all x ∈
[0, 1].
It is instructive to examine the phase diagram at fixed
ρ. A negative value of pc indicates that the system is
always in the ep regime, so for 〈K〉 < 1 the system
exhibits ep and it is not possible to observe a transi-
tion. For 〈K〉 > 1, an ep transition can be observed at
p = pc. A curious feature of this system is that pc is not
a monotonic function of 〈K〉, having a maximum value of
(1−ρ)/e at 〈K〉 = e/(1−ρ) and approaching zero as 〈K〉
approaches infinity. Thus if p is held fixed at any value
between zero and (1− ρ)/e, the system will undergo two
transitions as 〈K〉 is increased from zero. The system
will begin in the ep regime (i.e. p > pc), undergo a tran-
sition to subcritical behavior at some 〈K〉, then reenter
1 10 100
0.0
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0.2
0.3
0.4
〈K〉
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FIG. 3: Phase diagram for ep on random digraphs, where
damage spreads along each directed link with probability p
and a node is guaranteed to get damaged in the special case
that all of its inputs are connected to damaged nodes. All
nodes with zero inputs are initially damaged, and the other
nodes are initially damaged with probability ρ. The gray area
bounded by a solid line shows the region where ep occurs for
ρ = 0 and the dashed lines show the ep transition when ρ has
the values 1/4, 1/2, and 3/4, respectively.
the ep regime for a higher value of 〈K〉. The calculated
phase diagram is shown in Fig. 3 and has been verified
by direct numerical simulations of avalanches. Roughly
speaking, at low 〈K〉 ep occurs due to the high density
of initially damaged nodes with no inputs. At high 〈K〉,
on the other hand, ep occurs due to the high probability
of nodes being damaged because of their large number of
inputs.
B. The probability of complete coverage
An important quantity associated with ep is the prob-
ability of an avalanche yielding complete coverage of the
system; i.e., the probability that all sites are damaged by
the uba so that u = 0. Let Pcc(N, q;n0, n0*) denote the
probability that a uba on a random network will yield
complete coverage for a system with a given network size
N , a given damage control function q, and starting with
particular values of n0 and n0*. For future convenience
we also define Pcc(N, q) to be the probability for com-
plete coverage assuming that each node is initially dam-
aged with probability 1 − q(1) and we average over the
corresponding probability distribution for n0*.
To calculate Pcc(N, q;n0, n0*), we note that
Pcc(N, q;m, 0) = 0 if m > 0, (33)
since the process stops when n0* = 0. We also have
Pcc(N, q; 0,m) = 1 for any m, (34)
9since updating can never create 0s. These values of Pcc
can be used for recursive calculation of Pcc. Let n0,0*
denote n0 + n0*, or Nx0,0*. Performing steps 3–5 (from
Section IIA) one time decreases n0,0* by 1 as described by
Eqs. (5)–(8). This means that Pcc(N, q;n0, n0*) can be
calculated for all n0,0* = m if Pcc(N, q;n0, n0*) is known
for all n0,0* = m − 1. The recursion starts at n0,0* = 0
with Pcc(N, q; 0, 0) = 1 and uses the boundary condi-
tions Pcc(N, q;n0,0*, 0) = 0 and Pcc(N, q; 0, n0,0*) = 1
for n0,0* > 0.
For large N , Pcc can be calculated in the framework
of a continuous approximation. Let p(n0,0*, c) denote
a continuous version of Pcc(N, q; n0, n0*). Then, the
boundary conditions Pcc(N, q;n0,0*, 0) = 0 and Pcc(N, q;
0, n0,0*) = 1 are expressed as
p[n0,0*, cmax(x0,0*)] = 0, (35)
and
p(n0,0*, 0) = 1, (36)
where
cmax(x0,0*) =
n0,0*
q(x0,0*)
. (37)
In the continuous approximation, the recurrence rela-
tion that can be derived from Eqs. (5)–(8) is transformed
to a partial differential equation. In such an update, the
change n0,0* decreases by unity and, for large N , the
change in c is much less than c itself. In the continu-
ous approximation, this means that p(n0,0*, c) satisfies a
partial differential equation of the form
∂p
∂n0,0*
= h1(n0,0*, c)
∂p
∂c
+ h2(n0,0*, c)
∂2p
∂c2
, (38)
where h1(n0,0*, c) and h2(n0,0*, c) are functions to be de-
termined. This is recognizable as a 1D diffusion equa-
tion in which n0,0* plays the role of time and c the role of
space. Note that later times in the diffusion equation cor-
respond to earlier stages of the uba, since n0,0* decreases
as nodes are converted to 1s. The boundary conditions
on the diffusion are given by Eqs. (35) and (37). We are
interested in computing p(n0,0*, c) for values of n0,0* and
c corresponding to n0* = n
i
0* and n1 = 0.
The fact that the average of c is constant means that
the coefficient of the drift term in the diffusion equation
must vanish; i.e., h1(n0,0*, c) = 0. The diffusion coeffi-
cient, h2(n0,0*, c), is given by
h2 =
1
2σ
2(c′), (39)
where σ2(c′) is the variance of c′ when a fixed c is up-
dated.
Using Eqs. (16) and (39) and converting g’s to q’s, we
find
∂p
∂n0,0*
=
c
2N [q(x0,0*)]2
dq(x)
dx
∣∣∣∣
x=x0,0*
∂2p
∂c2
. (40)
The large N behavior of Eq. (40), with the boundary
conditions in Eqs. (35) and (37), can be found by ex-
panding q(x) around x = 0. If q(x) is well-behaved, such
an expansion can be written as
q(x) = α1x− α2x2 +O(x3). (41)
This expansion can always be performed if the probabil-
ity P (K) for a node to have K inputs decays as least as
fast as K−4 and in the case that pK decays slower than
K−4 but faster than K−3, only the residue term can be
affected. See Appendix A. In particular, the expansion
is always valid if K has a maximal value.
The most interesting case in terms of asymptotic be-
havior is when α1 is close to 1 and α2 is positive. With
suitable N -dependent transformations of p and its argu-
ments, described in Appendix B, the large N behavior of
Eq. (40) can be expressed in terms of a function p˜(t˜, y˜)
determined by the differential equation
∂p˜
∂t˜
=
1
2
∂2p˜
∂y˜2
, (42)
with the boundary conditions
p˜(t˜, 1/t˜) = 0 for t˜ < 0 (43)
and
lim
t˜→−∞
p˜(t˜, y˜) = y˜ for y˜ ≥ 0. (44)
The Crank–Nicholson method can be used to calculate
p˜(t˜, y˜) numerically in an efficient way. (See, e.g., [35].)
Appendix B shows that the probability for complete
coverage is given by
Pcc(N, q) ≈ N˜−1/3p˜[0, N˜1/3(1 − α1)], (45)
where N˜ = α1N/α2. The calculation assumes that the
avalanche is initiated on the nodes whose outputs are
independent of their inputs, as accounted for in q(1).
To our knowledge, the critical point for ep has not
been investigated previously in its own right. Two spe-
cial cases have been studied, however. First, results for
numbers of frozen and unfrozen nodes in critical rbns
can be mapped to an ep process, as discussed in Sec-
tion IV. In this context, frozen nodes in the network are
considered to be the damaged nodes of the uba, and the
scaling with N of the number of unfrozen nodes at the
phase transition has been investigated for certain class of
rbns [25, 29].
Second, in the special case that q(x) = x, the exact
result
Pcc(N, x 7→ x;n0, n0*) =
n0*
n0 + n0*
(46)
is obtained. [See Eq. (B28) in Appendix B.] This means
that the probability for complete coverage is exactly
ni0*/N . The simplest realization of q(x) = x is provided
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by a network of one-input nodes with rules that copy the
input state. Such networks have strong connections to
random maps from a set of N elements into itself. A
map T is derived from a network of one-input nodes by
letting each node map to the node from where its input is
taken. In this picture, the damage originating from one
initially damaged node i, corresponds to the set of nodes
j such that T k(j) = i for some k ≥ 0 (where T k denotes
the kth iterate of T ). Such a j is called a predecessor
to i. See, e.g., Ref. [34] for an overview of the theory of
random maps and see Refs. [36, 37] for results on pre-
decessors in random maps. See Appendix E for analytic
results that relate uba to random maps.
C. On the number of damaged nodes in random
networks
In the Sections III A and III B we focused on determin-
ing the parameters that lead to ep (a vanishing fraction of
undamaged nodes large N limit) and on the probability
that the number of undamaged nodes will be exactly zero
(complete coverage). We now consider the full probabil-
ity distribution for the number of nodes damaged in an
avalanche in a manner that provides a suitable base for
understanding both sp and ep in random networks. The
calculational strategy involves considering a given set of
n nodes to be the damaged set and computing the prob-
ability that this is both consistent with all of the Boolean
rules and the probability that the avalanche will actually
cover the whole set. The probability of consistency is
calculated via elementary combinatorics. The probabil-
ity of reaching the whole set is precisely the probability
of complete coverage for an avalanche on the sub-network
of n candidate nodes. For this we can directly apply the
results of the last section. For the purposes of explaining
the calculation, we refer to the selected set of n nodes as
the candidate set.
We let Pn,N(n) denote the probability that n nodes will
be damaged in an avalanche, averaged over the ensemble
of N -node networks with a rule distribution character-
ized by a given damage propagation function g or the
corresponding damage control function q. We assume
that the avalanche is initiated by randomly selecting ℓ
nodes to set to 0*, regardless of their Boolean rules, then
setting to 0* all nodes with rules that always output 1 for
any inputs. The set of ℓ initially damaged nodes must be
a subset of the candidate set. The probability that the
candidate set contains all of the nodes with “always 1”
rules will be taken into account by the value of g(0) in
the expression below for the consistency probability. We
use the notation
(
m
k
)
for the usual binomial coefficient
(the number of combinations of k objects chosen from a
set of m objects).
The probability Pn,N (n) can be expressed as
Pn,N (n) =
(
N − ℓ
n− ℓ
)
Pc(n, ℓ;N)P
1
cc
(n, ℓ;N), (47)
where Pc(n, ℓ;N) and P
1
cc
(n, ℓ;N) are defined below.
The binomial factor counts the number of different sets
of n − ℓ nodes that could be damaged in a process cor-
responding to a given set of ℓ nodes that are initially
damaged without regard to their rules. Pc(n, ℓ;N) is the
probability that a given choice of n − ℓ nodes assumed
to be damaged by the avalanche will constitute a final
state that is consistent with the Boolean rules for each
node, including the nodes that are initially damaged be-
cause their rules require it. P 1
cc
(n, ℓ;N) is the probability
that the avalanche will not die out before damaging all
n nodes. This factor is necessary to avoid counting final
states that contain loops of damaged nodes consistent
with the rules but unreachable because damage cannot
spread to the loop from any nodes outside the loop.
Consistency with the Boolean rules requires that the
given set of n − ℓ nodes damaged in the avalanche have
inputs that cause them to be damaged. In a random net-
work, the probability that any single node will be dam-
aged is g(x1), where x1 is the fraction of damaged nodes.
Similarly, the probability that any node will not be dam-
aged is 1 − g(x1). We are considering candidate sets of
damaged nodes with x1 = n/N . Thus we have
Pc(n, ℓ;N) = [g(n/N)]
n−ℓ[1− g(n/N)]N−n. (48)
The computation of P 1
cc
(n, ℓ;N) involves the rule dis-
tribution on the restricted network formed by the candi-
date set with all inputs from the undamaged nodes re-
moved. This distribution, g1(x), is different from g(x)
because Pc already accounts for rules that are not con-
sistent with the pattern of damage. Thus the spreading
of damage on the n-node network involves g(nx/N), the
probability that a rule outputs 1 when a fraction x of the
n-node candidate set is damaged. The probability must
be normalized such that it goes to unity when x goes to
1. (We know that a node in the n-node set should get
damaged if all of its inputs are damaged.) Thus we have
g1N,n(x) =
g(nx/N)
g(n/N)
(49)
or, equivalently,
q1N,u(x) =
q[u/N + (1− u/N)x]− q(u/N)
1− q(u/N) . (50)
(Recall that u = N − n is the number of undamaged
nodes after an avalanche.)
There are two cases of interest for the probability of
complete coverage of the candidate set. For ep, g(0) > 0
and the fixed number ℓ of nodes arbitrarily selected for
damage is irrelevant compared to the finite fraction of
nodes with rules that produce damage for any combina-
tion of inputs. In this case, we assume ℓ = 0, which
allows reduction of Pcc to its two-argument form defined
at the beginning of Section III B:
P 1
cc
(n, 0;N) = Pcc(n, q
1
N,N−n). (51)
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For sp, we have g(0) = 0 so the avalanche must be
initiated with a nonzero value of ℓ. In this case we have
P 1
cc
(n, ℓ;N) = Pcc(n, q
1
N,N−n;n− ℓ, ℓ). (52)
Note that P 1
cc
(n, ℓ;N) depends on N only through q1.
For notational convenience, we now let P 1
cc
stand for
whichever expression on the right-hand side of Eqs. (51)
or (52) is relevant, and we use u where N − n would be
the strictly proper form. By combining Eqs. (47) and
(48), we get
Pn,N (n) =
(
N − ℓ
n− ℓ
)
[g(n/N)]n−ℓ[1− g(n/N)]uP 1
cc
.
(53)
To make some important features of Eq. (53) apparent,
we introduce the functions
ρ(n) =
nn
enn!
, (54)
τ(n, k) =
n!
nk(n− k)! , (55)
and
G(x) =
(
g(x)
x
)x(
1− g(x)
1− x
)1−x
. (56)
Then Eq. (53) can be rewritten as
Pn,N (n) =
ρ(n)ρ(u)
ρ(N)
τ(n, ℓ)
τ(N, ℓ)
(
n/N
g(n/N)
)ℓ
× [G(n/N)]NP 1
cc
. (57)
Stirling’s formula,
n! ≈
√
2πn
nn
en
, (58)
yields
ρ(n) ≈ 1√
2πn
(59)
and
ρ(n)ρ(u)
ρ(N)
≈ 1√
2πnu/N
. (60)
The factor τ(n, ℓ)/τ(N, ℓ) is approximately 1 for large
n and satisfies
τ(n, ℓ)
τ(N, ℓ)
≤ 1 (61)
for n ≤ N , with equality if n = N or ℓ = 1 or ℓ = 0.
The only factors in Eq. (57) that can show exponential
dependence on N are the G and P 1
cc
factors. Because
P 1
cc
is a probability (and therefore cannot exceed unity)
and G(x) ≤ 1 with equality if and only if g(x) = x,
Pn,N(n) vanishes exponentially as N goes to infinity for
any fixed n/N such that g(n/N) 6= n/N . This is con-
sistent with the above result that the probability of an
avalanche stopping with x1 6= g(x1) is vanishingly small.
[See Eqs. (19) and (25).]
For ep, we are interested in the number of undamaged
nodes, u. We let
Pu,N (u) = Pn,N (N − u) (62)
and
Q(x) = G(1 − x)
=
(
1− q(x)
1− x
)1−x(
q(x)
x
)x
. (63)
For ep, g(0) > 0 and a fixed ℓ is irrelevant when N →∞.
Hence, we let ℓ = 0 and rewrite Eq. (57) as
Pu,N(u) =
ρ(n)ρ(u)
ρ(N)
[Q(u/N)]NP 1
cc
. (64)
To some respects, Pu,N is similar to Pn,N : the factor
[ρ(u)ρ(n)]/ρ(N) is fully symmetric with respect to inter-
change of n and u; and the role of G(n/N) in Eq. (57)
is identical to the role of Q(u/N) in Eq. (64). However,
the behavior of P 1
cc
for n ≪ N given by Eq. (52) is sig-
nificantly different from the behavior of P 1
cc
for u ≪ N
given by Eq. (51).
For ep, we consider damage control functions q(x) that
can be expanded according to Eq. (41). For supercritical
ep, with α1 < 1, Pu,N (u) decays exponentially with u.
In Appendix D1, we demonstrate that
lim
N→∞
Pu,N (u) = (1− α1) (uα1)
u
u!
e−uα1 (65)
≈ 1− α1√
2π
eu(1−α1)αu1u
−1/2. (66)
For critical ep, Eq. (45) gives
P 1
cc
(n, 0;N) = Pcc(n, q
1
N,N−n)
≈ n˜−1/3p˜[0, n˜1/3(1− α11)], (67)
where n˜ ≡ α11n/α12 and α11 and α12 are the first two coeffi-
cients of the power series expansion of q1(x) about x = 0.
With α1 = 1 and α2 > 0, a Taylor expansion of logQ(x)
about x = 0 gives
Q(x) ≈ exp
(
−α
2
2x
3
2
)
(68)
for small x. This yields that the typical number of un-
damaged nodes, u, scales like N2/3. In Appendix D 2,
we derive the asymptotic distribution of u for large N .
With u˜ = N˜−2/3u = (α2/N)
2/3u, we find that the large
N limit of the probability density for u˜ is
P (u˜) =
exp(− 12 u˜3)√
2πu˜
p˜(0, 2u˜). (69)
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Eq. (57) is suitable for understanding sp as well as
ep. For sp, g(0) = 0 and ℓ > 0. In the large N limit,
sp is a branching process with a Poisson distribution in
the number of branches from each node. The average
number of branches per node is given by the derivative
of g(x) at x = 0, because limx→0 g(x)/x is the average
number of nodes that will be damaged in one update as
a direct consequence of damaging a single node in the
large network limit. In Appendix C, we re-derive known
results on sp in the framework of our formalism.
IV. AN APPLICATION: FROZEN NODES IN
RANDOM BOOLEAN NETWORKS
An important application of our results on ep in ran-
dom networks is the determination of the size distribu-
tion for the set of unfrozen nodes in 2-input random
Boolean networks, a subject of interest since the intro-
duction of the Kauffman model in 1969 [17]. The Kauff-
man model was originally proposed as a vehicle for study-
ing aspects of the complex dynamics of transcriptional
networks within cells.
In a Boolean network, there are usually some nodes
that will reach a fixed final state after a transient time
regardless of the initial state of the network. For most
random Boolean networks, nearly all of these nodes can
be found by a procedure introduced in Ref. [26] and ap-
plied numerically in Ref. [27]. We refer to nodes identified
by this procedure as frozen.
The nodes that cannot be identified as frozen are la-
beled unfrozen. Their output may switch on and off for
all time or simply have different values on different at-
tractors of the network dynamics. A frozen node will
always reach its fixed final state regardless of the ini-
tial state of the network. The converse is not true: an
unfrozen node can have a fixed final state that is indepen-
dent of the initial state due to correlations that are not
accounted for in the identification procedure for frozen
nodes. In a typical random Boolean network, the num-
ber of nodes that are mislabeled in this sense is negligible
[27]. For the purposes of investigating dynamics of the
network at long times, one is interested in the size of the
unfrozen set.
The procedure for identification of the frozen nodes
starts by marking all nodes with a constant output func-
tion as frozen. There may then be nodes that, as a conse-
quence of receiving one or many inputs from frozen nodes,
will also produce a constant output. These nodes are also
marked as frozen, and the process continues iteratively
until there are no further nodes that can be identified as
frozen.
We note here that the process of finding frozen nodes
in a rbn can often be framed as a uba, where the prop-
erty of being frozen corresponds to damage. That is, the
process of identifying frozen nodes involves continually
checking all nodes to see whether their inputs are frozen
in such a way that they themselves become frozen, a pro-
cess which satisfies the conditions for uba. The dam-
age propagation and damage control functions for the
uba are determined by the relative weights of different
Boolean logic functions in the rbn. By changing these
weights, one can observe a transition in the dynamical
behavior of rbns corresponding precisely to the ep tran-
sition in the uba. We consider here rbns with exactly
two inputs at each node, with some explicit choices for
the weights of the Boolean logic functions that permit
observation of both sides of the transition.
The only restriction required for mapping the freez-
ing of nodes in a rbn to a uba system is that the logic
functions in the rbn be symmetric with respect to the
probability of freezing being due to true and false in-
puts. That is, the probability that a node with a certain
set of frozen inputs will itself be frozen should not de-
pend on the values of the frozen inputs. This condition
is satisfied for the most commonly investigated classes
of rule distributions, where there is a given probability
p for obtaining a 1 at each entry in the truth table for
each rule. If the above mentioned symmetry condition
were violated, it would be necessary to distinguish nodes
frozen true from nodes frozen false, which would mean
that the state of a node could not be specified by a bi-
nary variable. For the rest of this section we consider
only rbns that respect the symmetry condition.
It is useful to distinguish different types of Boolean
logic functions. A canalizing rule is one for which the
output is independent of one of the inputs for at least
one value of the other input. Among the 16 possible 2-
input Boolean rules, 2 rules are constant (“always on” or
“always off”), 12 rules are non-constant and canalizing,
and 2 rules are non-canalizing (xor and not-xor). The
original version of the Kauffman model assumes that all
2-input Boolean rules are equally likely, which turns out
to give critical dynamics.
Let pi denote the probability that a randomly selected
node’s output is frozen if exactly i of its inputs are frozen.
The damage propagation function g(x) can be expressed
directly in terms of pi:
g(x) = p0(1− x)2 + 2p1x(1 − x) + p2x2. (70)
Nodes with constant rules are guaranteed to be frozen.
(These nodes will initiate the uba.) Nodes with non-
constant canalizing rules are unfrozen if both inputs are
unfrozen, and they are frozen with probability 1/2 if ex-
actly one randomly selected input is frozen. Nodes with
rules that are non-canalizing become frozen if and only
if both of their inputs are frozen. Finally, if both inputs
are frozen, the output of any 2-input rule is frozen. Thus
for the 2-input Kauffman model, p0 = 1/8, p1 = 1/2, and
p2 = 1.
If the two non-canalizing rules in the 2-input Kauffman
model are replaced by canalizing rules, p1 becomes 9/16,
whereas p0 and p2 are unchanged. Such networks exhibit
supercritical ep. To get a subcritical network, we replace
two of the canalizing rules with non-canalizing rules and
get p1 = 7/16. (Note that some care must be taken to
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FIG. 4: The functions (a) g(x) ≡ 1 − q(1 − x) and (b)
G(x) ≡ Q(1 − x) for three 2-inputs rule distributions. All
three distributions have p0 = 1/8 and p2 = 1, whereas p1
takes the values 7/16, 1/2, and 9/16. The case that has
p1 = 1/2 (marked with =) is critical with respect to ep and
corresponds to the propagation of frozen node values in the
original Kauffman model. The other cases p1 = 7/16 (<) and
p1 = 9/16 (>) are subcritical and supercritical, respectively.
The dashed line in (a) shows the identity function x 7→ x.
maintain the true–false symmetry mentioned above.)
The functions g(x) and G(x) for critical, supercritical,
and subcritical rule distributions are shown in Fig. 4.
As can be seen from Fig. 4, a small change in g(x) may
lead to a qualitative change in G(x) for rule distributions
close to criticality. Such changes have a strong impact
on the avalanche size distribution for large N . Figure 5
shows the probability density distribution of the fraction,
n/N , of nodes that are affected by avalanches in networks
with the above mentioned rule distributions. The proba-
bility distributions are obtained by recursive calculation
of the distribution of n0* as n1 increases. The recurrence
relations are obtained from Eqs. (5)–(8) and the result
is exact up to truncation errors. To verify these calcula-
10−1
1
10
102
Probability density
(<)
10−1
1
10
102 (=)
0.0 0.5 1.0
10−1
1
10
102
n/N
(>)
FIG. 5: The probability density distribution NPn,N (n)
with respect to the fraction of nodes (n/N) involved in an
avalanche. The rule distributions have the same g(x) as dis-
played in Fig. 4, showing rule distributions that are (<) sub-
critical, (=) critical, and (>) supercritical with respect to
ep. The displayed networks sizes, N , are 10 (large dots), 100
(small dots), 103 (bold line), 104, 105, and 106 (gradually
thinner lines).
tions, we generated 106 random Boolean networks of size
N = 103 for each of the above described rule distribu-
tions. The distributions in the numbers of frozen nodes
in those networks are displayed in Fig. 6.
In Fig. 7, the probability distributions of the number
of undamaged nodes, u, are shown in comparison to the
asymptotic results in Eqs. (65) and (69). Our analytic
results are strengthened by the data in Fig. 7 as the dis-
tributions for finite networks approaches the predicted
asymptotes. Finite size effects are clearly visible in the
critical case even for network sizes as big as N = 106,
whereas convergence in the supercritical case is achieved
for N & 103.
Kaufman, Mihaljev, and Drossel studied distributions
of unfrozen nodes in 2-input critical rbns using a method
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FIG. 6: A numeric comparison between analytic calculations
(black lines) and explicit reductions of random Boolean net-
works (gray lines). For both cases, the probability density
distribution NPn,N(n) is displayed as a function of n/N . The
rule distributions have the same g(x) as displayed in Figs. 4
and 5, showing rule distributions that are (<) subcritical, (=)
critical, and (>) supercritical with respect to ep. The uba
rule distributions are realized in random Boolean networks
by rule distributions with the following respective selection
probabilities: 1/8, 1/4, 5/8 − pr, and pr for a constant rule,
a rule that depends on exactly 1 input, a canalizing rule that
depends on 2 inputs, a 2-input reversible rule. The values of
pr are (<) 0, (=) 1/8, and (>) 1/4. For each rule distribution,
106 networks were tested.
similar to ours in that differential equations for popula-
tions of different types of nodes are developed from a
discrete process in which frozen nodes are identified by
the propagation of information from their inputs [29].
Their result for the numbers of unfrozen nodes in 2-input
critical rbns corresponds to a particular application of
Eq. (69). In Ref. [29], the function corresponding to
P (u˜) [which they call G(y)] is determined by running a
stochastic process and a numerically motivated approxi-
mation is proposed:
P (u˜) ≈ 0.25 exp(− 12 u˜3)
1− 0.5√u˜+ 3u˜√
u˜
. (71)
The scaling law P (u˜) ∝ u˜−1/2 for small u˜ is also derived
analytically in Ref. [29].
For large x, Eqs. (42)–(44) imply p˜(0, x) ∝ x for large
positive x. This means that
P (u˜) ≈
√
2u˜
π
exp(− 12 u˜3) (72)
for large u˜. Thus the large u˜ limit of Eq. (71) differs from
the exact result by a factor of (3/4)
√
π/2, an underesti-
mate of about 6%.
We are able to improve further on Eq. (71) by nu-
merical investigations of p˜(0, x) calculated by the Crank–
0.0 1.0 2.0
10−1
1
10
(α2 /N)2/3u
Probability density
(a)
0 100 200
10−3
10−2
10−1
u
Probability
(b)
FIG. 7: Rescaled versions of the probability distributions
displayed in Fig. 5: (a) the probability density for the criti-
cal case, with respect to the rescaled number of undamaged
nodes, u˜ ≡ (α2/N)
2/3u = u/(4N2/3); (b) the probability dis-
tribution Pu,N (u) for the supercritical case without rescal-
ing. The displayed networks sizes, N , are 10 (large dots),
100 (small dots), 103 (bold line), 104, 105, and 106 (gradu-
ally thinner lines). The analytically derived asymptotes are
shown as dashed lines. In (b), the distributions for networks
of sizes 104, 105, and 106 are not plotted because they are
indistinguishable from the asymptotic curve.
Nicholson method (see, e.g., [35]) using Eqs. (42)–(44).
We find that the high-precision numerical results are fit
by the function
P (u˜) ≈
√
2u˜
π
exp(− 12 u˜3)
(
1+
1
3.248u˜+ 4.27u˜2 + 4.76u˜3
)
(73)
with a relative error that is maximally 0.25% and van-
ishing for large u˜.
By explicitly keeping track of the populations of nodes
with each of the different types of Boolean logic functions
as links from frozen nodes are deleted, Kaufman, Mihal-
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jev, and Drossel [29] also derive results for other quan-
tities, such as the number of links in the sub-network
of unfrozen nodes. The ep formalism described above
can be applied once again to investigate these additional
quantities in a broader class of networks. Detailed re-
sults for rbns with various degree distributions will be
presented elsewhere.
V. SUMMARY AND DISCUSSION
Unordered binary avalanches can in some cases lead
to damage on every node or almost every node of a net-
work, a phenomenon we have dubbed exhaustive percola-
tion. We have studied a broad class of random networks
that can exhibit ep. We have shown how to calculate
the probability Pcc(N) that complete coverage occurs (i.e
that all nodes are damaged) and also derived expressions
for the probability distribution P (u) of the number of
undamaged nodes, u, in the large N limit when ep does
occur. A logical curiosity in our approach is the fact
that the calculation of P (u) involves application of the
Pcc result to subnetworks containing candidate sets of
damaged nodes.
Our primary results flow from the realization that all
of the relevant information about a uba defined on a
random network is contained in the damage propagation
function g(x) or, equivalently, the damage control func-
tion q(x). We derive scaling law exponents and exact
results for the distribution of u that are valid for a broad
class of random networks and Boolean rule distributions
in the ep regime and for networks at the ep critical point.
This class includes the ubas that determine the set of
frozen nodes in rbns with more than two inputs per node
and therefore constitute a generalization of the results on
the set of unfrozen nodes in rbns presented in Ref. [29].
Interestingly, the asymptotic behavior found in Ref. [29]
for the distribution of u at the critical point is shown to
be valid for a broad class of network problems.
For networks outside the above mentioned class but
within the framework of uba, we find connections to pre-
vious work on Galton–Watson processes [32] and random
maps [36]. The central result of our investigations is dis-
played in Eqs. (66) and (69), which provide explicit for-
mulas for the probability of finding u undamaged nodes
after an avalanche runs to completion. The out-degree
distributions of the networks described by our formulas
are all Poissonian, but the in-degree distributions may
have different forms, including power laws, so long as
the probability of having in-degree K decays faster than
K−3. The exact nature of the ep transition on networks
with broader in-degree distributions is an interesting is-
sue for future research. Further work is also needed
to handle correlations between input links to different
nodes, a situation that arises, for example, in random
regular graphs or networks with scale free out-degree dis-
tributions.
Our original motivation for studying ep arose from at-
tempts to understand the dynamical behavior of rbns.
We have described one nontrivial example of how the ep
formalism is relevant: the calculation of the probability
distribution for the number of unfrozen nodes in any rbn
with a rule distribution that leads to a given damage con-
trol function q for the associated uba. The problem of
determining how many of the unfrozen nodes are actu-
ally relevant for determining the attractor structure of
the rbn can also be framed as an ep problem, which will
be addressed in a separate publication.
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APPENDIX A: CALCULATION OF THE
DAMAGE CONTROL FUNCTION
Let pK denote the probability that a rule hasK inputs,
and let P0(K,m) denote the probability that the output
value is zero of a rule with K inputs fed with m zeros
and K −m ones. Then, the the damage control function
is
q(x) =
∞∑
K=0
pK
K∑
m=0
P0(K,m)
(
K
m
)
xm(1 − x)K−m.
(A1)
Eq. (A1) can be written as
q(x) = a0 + a1x+ a2x
2 + · · · (A2)
where
ai =
∞∑
K=i
i∑
m=0
pKP0(K,m)(−1)i−m
(
K
m
)(
K −m
i−m
)
.
(A3)
The expansion in Eq. (A2) is well-defined up to the
first term such that the sum in Eq. (A3) is not abso-
lute convergent. The factor
(
K
m
)(
K−m
i−m
)
scales like Ki for
large K and P0(K,m) ≤ 1. Hence, ai is well-defined if∑∞
K=0K
ipK is convergent and this is true if pK decays
faster than K−i−1.
In addition, the requirement that the output of each
rule in the rule distribution is 1 if all of its inputs have
the value 1, yields that a0 = 0. Thus, the expansion
q(x) = α1x− α2x2 +O(x3), (A4)
is valid for all rule distributions such that pK decays
faster than K−4. In the case that pK decays slower than
K−4 but faster than K−3, only the residue term can be
affected.
APPENDIX B: PROBABILITY FOR COMPLETE
COVERAGE
Here, we assume that the expansion in Eq. (A4) is
well-defined. Then, we get
∂p
∂n0,0*
=
c
2α1Nn20,0*
∂2p
∂c2
[1 +O(n0,0*/N)], (B1)
and
cmax(x)/N =
1
α1
+
α2
α21
x+O(x2). (B2)
To remove the dependence of n0,0* from the leading
order term of the diffusion rate in Eq. (B1), we let t =
−1/n0,0*. By also letting y = 1 − α1c/N , we rewrite
Eq. (B1) to a form that easily can be rescaled asN grows.
We get
∂p
∂t
=
1− y
2
∂2p
∂y2
[1 +O( 1Nt )]. (B3)
and
ymin = − α2
α1Nt
[1 +O( 1Nt )], (B4)
where y = ymin is the transformed value of cmax. The
boundary conditions are p = 0 for y = ymin and p = 1
for y = 1.
The N dependence of the leading order term of the
boundary condition in Eq. (B4) can be removed by rescal-
ing of y and t. Typically, α2 > 0 and this is the case that
we will focus on. [Note that Eq. (25) means that α2
must be nonnegative at the transition.] If α2 = 0, either
q(x) = x or q(x) = x − αmxm + · · · with m > 2 (apart
from some pathological special cases). The first case,
q(x) = x, is a special case that is convenient for analytic
calculation, whereas the latter case require calculations
analogous to the calculations for α2 > 0. We will come
back to the case q(x) = x.
For α2 > 0, we rescale y and t according to
y˜ = N˜1/3y (B5)
and
t˜ = N˜2/3t, (B6)
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where
N˜ =
α1
α2
N. (B7)
Then,
∂p
∂t˜
=
1
2
∂2p
∂y˜2
(
1 + N˜−1/3y˜
)[
1 +O( 1
N˜1/3 t˜
)]
, (B8)
where
y˜min = t˜
−1
[
1 +O( 1
N˜1/3 t˜
)]
. (B9)
The boundary conditions are p = 0 for y˜min and p = 1
for y = N˜1/3. The only plausible limit of p as t→ −∞ is
p = y/N˜1/3. To get a motivation that is mathematically
acceptable, one needs to relate the original integer based
formulation of the problem in Eqs. (5)–(8). The large N
behavior of Eq. (8),
lim
N→∞
U(s, j) = 1/n0,0*, (B10)
yields
lim
N→∞
Pcc(N, q;n0, n0*) =
n0*
n0,0*
. (B11)
Eq. (B11) can be shown via induction. The induction is
initiated by
lim
N→∞
Pcc(N, q; 1, 0) = 0 (B12)
and
lim
N→∞
Pcc(N, q; 0, 1) = 1, (B13)
which means that Eq. (B11) is true for n0,0* = 1. To
obtain the induction step, we assume that Eq. (B11) is
true for n′0,0* = n0,0* − 1. Then, we get
lim
N→∞
Pcc(N, q;n
′
0, n
′
0*) =
n′0*
n0,0* − 1
(B14)
which leads to
lim
N→∞
Pcc(N, q;n0, n0*) =
〈n′0*〉
n0,0* − 1
(B15)
=
n0* + n0/n0,0* − 1
n0,0* − 1
(B16)
=
n0*
n0,0*
(B17)
that completes the induction step. Eq. (B11) means that
the value of p approaches a linear function of y˜ for t˜ =
N2/3/n0 as N →∞. Hence, the boundary condition for
t→ −∞ is p = y/N˜1/3.
Rescaling of p according to
p˜ = N˜1/3p (B18)
gives the boundary condition
lim
t→−∞
p˜ = y˜. (B19)
If Eq. (B19) is extended to be valid for all non-negative
y˜, the boundary condition at y˜ = N˜1/3 can be dropped.
In the limit of large N , Eq. (B8) becomes
∂p˜
∂t˜
=
1
2
∂2p˜
∂y˜2
. (B20)
With p˜ is written on the form p˜(t˜, y˜), the boundary con-
ditions are
p˜(t˜, 1/t˜) = 0 for t˜ < 0 (B21)
and
lim
t˜→−∞
p˜(t˜, y˜) = y˜ for y˜ ≥ 0, (B22)
as N →∞.
The solution to Eqs. (B20)–(B22) can be calculated
numerically. By expressing the transformed variables t˜
and y˜ in terms of more fundamental quantities, we get
Pcc(N, q;n0, n0*)
≈ N˜−1/3p˜
[
− N˜
2/3
n0,0*
, N˜1/3
(
1− α1n0
Nq(n0,0*/N)
)]
(B23)
and
Pcc(N, q;N − n0*, n0*)
≈ N˜−1/3p˜
[
− N˜
2/3
N
, N˜1/3
(
1− α1n0
Nq(1)
)]
(B24)
for large N .
If the avalanche is initiated by letting each node start
from 0 with probability q(1), we get
〈ni0*〉 = N [1− q(1)] (B25)
and
σ(ni0*) =
√
Nq(1)[1− q(1)]. (B26)
Provided that q(x) does not depend on N , N˜ is fixed
and the spread in y˜ that correspond to the initial value of
m will go to zero as N → ∞. Also, N˜2/3/N approaches
zero as N → ∞. In this case, the probability for an
avalanche to yield complete coverage is given by
Pcc(N, q) ≈ N˜−1/3p˜[0, N˜1/3(1− α1)], (B27)
for large N . Only the first two arguments to Pcc are kept
in Eq. (B27), because the process is fully determined by
N and q.
In the special case that q(x) = x for all x ∈ [0, 1],
Eq. (8) yields a = 1/n0,0*, which is a strong form of
Eq. (B10). By using the same induction steps that lead
from Eq. (B10) to Eq. (B11), we conclude that
Pcc(N, x 7→ x;n0, n0*) =
n0*
n0,0*
. (B28)
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APPENDIX C: ASYMPTOTES FOR SPARSE
PERCOLATION
Provided that the derivative of g(x) is well defined at
x = 0, we let λ = g′(0), where g′(x) denotes the deriva-
tive of g(x). Then,
lim
N→∞
g1N,n(x) = x, (C1)
which means that
lim
N→∞
q1N,N−n(x) = x (C2)
and
lim
N→∞
P 1
cc
(n, ℓ;N) =
ℓ
n
(C3)
according to Eq. (B28). Thus, the large N limit of
Eq. (57) is
lim
N→∞
Pn,N(n) = ρ(n)τ(n, ℓ)λ
n−ℓen(1−λ)
ℓ
n
(C4)
=
ℓ(nλ)n−ℓ
n(n− ℓ)!e
−nλ. (C5)
For large N , Eq. (C5) yields
lim
N→∞
Pn,N (n) ≈ ℓ√
2π
en(1−λ)λn−ℓn−3/2. (C6)
Due to the correspondence to well investigated branch-
ing processes, Eq. (C5) is not a new result. For the special
case of ℓ = 1, Eq. (C5) is given explicitly in Ref. [32], and
the general form of Eq. (C5) can easily be obtained by
the theorem presented in Ref. [38].
APPENDIX D: ASYMPTOTES FOR
EXHAUSTIVE PERCOLATION
In analogy with our investigation of sp, we assume
that q(x) has a well-defined derivative at x = 0 and let
λ = q′(0). For ep to be likely in the large N limit, it
is required that q(x) ≤ x for all x, meaning that λ ≤ 1.
The large N behavior of Eq. (64) is partly explained by
lim
N→∞
ρ(u)ρ(N − u)
ρ(N)
[Q(u/N)]N = ρ(u)λueu(1−λ), (D1)
but it remains to investigate the role of P 1
cc
(N −
u, 0;N). To this end, we consider the ratio P 1
cc
(N −
u, 0;N)/Pcc(N). [Here, we have dropped the argument
q from Pcc(N, q).]
When N → ∞, there are two processes that influence
on this ratio: q1N,u approaches q and N increases. The
increase of N makes the involved probabilities more sen-
sitive for the shrinking differences between q1N,u and q.
Thus, there are two competing processes as N → ∞.
The sensitivity with respect to q is limited by the vari-
ance of the number of nodes with initial state 0*, because
this variance can be seen as a rescaling of q. The change
in q(x) by such a rescaling scales like q(x)/
√
N for large
N . If q(x) has a well-defined nonzero derivative at x = 0,
the difference q1N,u(x)− q(x) scales like q(x)/N for large
N . Hence, the decrease in the difference between q1N,u
and q dominates over the increase in sensitivity, meaning
that
lim
N→∞
P 1
cc
(N − u, 0;N)
Pcc(N)
= 1. (D2)
Thus,
lim
N→∞
Pu,N (u)
Pcc(N)
= ρ(u)λueu(1−λ) (D3)
=
(uλ)u
u!
e−uλ, (D4)
where (uλ)u should be interpreted with the convention
that 00 = 1 in order to handle the case u = 0 properly.
1. Limit distributions for supercritical EP
If 0 < λ < 1 and x = 0 is the only solution to q(x) =
x in the interval 0 ≤ x ≤ 1, the exponential decay of
[Q(u/N)]N , in Eq. (64), with increasing u ensures that
∞∑
u=0
lim
N→∞
Pu,N(u) = 1 (D5)
and
[
lim
N→∞
Pcc(N)
] ∞∑
u=0
(uλ)u
u!
e−uλ = 1. (D6)
Thus, limN→∞ has a unique value for each λ. This value
can be calculated by considering the simplest case, q(x) =
λx. From the definition of the spreading process, we get
Pcc(N, x 7→ λx;n0, n0*) = Pcc(N, x 7→ x;n0, n0*).
(D7)
Then, Eq. (B28) and averaging over initial configurations
yield
Pcc(N, x 7→ λx) = 1− λ, (D8)
which means that
lim
N→∞
Pcc(N, q) = 1− λ (D9)
for all q that satisfy the above mentioned criteria. We
get,
lim
N→∞
Pu,N (u) = (1− λ) (uλ)
u
u!
e−uλ, (D10)
which for large u means that
lim
N→∞
Pu,N (u) ≈ 1− λ√
2π
eu(1−λ)λuu−1/2. (D11)
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2. Scaling at the EP transition
This section aims to derive the asymptotic distribution
of u for large N for critical ep with α2 > 0 and ℓ = 0.
Define α11, α
1
2 and N˜
1 analogous to the definitions of α1,
α2 and N˜ in Eqs. (41) and (B7). The derivatives of q
1(x)
in Eq. (50) at x = 0 are given by
(q1)′(0) = q′(u/N)
1− u/N
1− q(u/N) (D12)
and
(q1)′′(0) = q′′(u/N)
(1− u/N)2
1− q(u/N) (D13)
and we get
N˜1 = N˜ +O(u/N) (D14)
and
α11 = α1 + (α1 − 1− 2α2)u/N +O(u2/N2). (D15)
For critical networks, with α1 = 1, we get N˜ = N/α2
and
α11 = 1− 2u/N˜ +O(u2/N2). (D16)
Insertion into Eq. (B27) yields
P 1
cc
(N − u, 0;N) ≈ N˜−1/3p˜(0, 2N˜−2/3u) (D17)
for u≪ N .
Because Q(x) ≤ 1 with equality if and only if q(x) = x,
Pu,N that vanishes exponentially, as N goes to infinity,
for any fixed u/N such that q(u/N) 6= u/N . For a typical
network with α2 > 0 at the ep transition, the only solu-
tion to q(x) = x is x = 0. For such a network, the large
N behavior of Pu,N is found by expanding Q(x) around
x = 0. To the leading non-vanishing order, we get
Q(x) ≈ exp
(
−α
2
2x
3
2
)
, (D18)
which yields
Pu,N (u) ≈ ρ(u) exp
(
− u
3
2N˜2
)
P 1
cc
. (D19)
Hence,
Pu,N (u) ≈ N˜−1/3ρ(u) exp
(
− u
3
2N˜2
)
p˜(0, 2N˜−2/3u),
(D20)
with asymptotic equality for large N . The probability
density, P (u˜), for the distribution of u˜ = N˜−2/3u asN →
∞ approaches
P (u˜) =
exp(− 12 u˜3)√
2πu˜
p˜(0, 2u˜). (D21)
APPENDIX E: EXACT RESULTS
A network with g(x) = x is critical for all x. For such
a network, G(x) = 1 for all x and P 1
cc
(n, ℓ;N) = ℓ/n.
Hence, Eq. (57) yields
Pn,N (n) =
ρ(n)ρ(N − n)
ρ(N)
τ(n, ℓ)
τ(N, ℓ)
ℓ
n
(E1)
=
ℓ
n
(
N − ℓ
n− ℓ
)
nn−ℓ(N − n)N−n
NN−ℓ
. (E2)
For n and N satisfying n≫ 1 and N − n≫ 1, we get
Pn,N (n) ≈ ℓ√
2π
√
N
n
√
n(N − n) . (E3)
In the special case ℓ = 1, Pn,N(n) is the distribution
of the number of predecessors to an element in a random
map. This distribution, which is consistent with eq. (E2)
for ℓ = 1, was obtained in Ref. [37] and restated in Ref.
[36].
For completeness, we provide an explicit expression for
the distribution of avalanche sizes in the case that g(x)
is a first order polynomial. From Eq. (57), we get
Pn,N (n) =Pu,N (u)
=
nn−ℓuu
NN−ℓ
(
N − ℓ
n− ℓ
)(
g(0) +
ℓ
n
)
×
(
ug(0) + ng(1)
n
)n−ℓ(
nq(0) + uq(1)
u
)u
.
(E4)
