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Abstract
Dynamic Binary Translation (DBT) is the key technology behind
cross-platform virtualization and allows software compiled for one
Instruction Set Architecture (ISA) to be executed on a processor
supporting a different ISA. Under the hood, DBT is typically im-
plemented using Just-In-Time (JIT) compilation of frequently ex-
ecuted program regions, also called traces. The main challenge is
translating frequently executed program regions as fast as possi-
ble into highly efficient native code. As time for JIT compilation
adds to the overall execution time, the JIT compiler is often de-
coupled and operates in a separate thread independent from the
main simulation loop to reduce the overhead of JIT compilation. In
this paper we present two innovative contributions. The first con-
tribution is a generalized trace compilation approach that consid-
ers all frequently executed paths in a program for JIT compilation,
as opposed to previous approaches where trace compilation is re-
stricted to paths through loops. The second contribution reduces JIT
compilation cost by compiling several hot traces in a concurrent
task farm. Altogether we combine generalized light-weight trac-
ing, large translation units, parallel JIT compilation and dynamic
work scheduling to ensure timely and efficient processing of hot
traces. We have evaluated our industry-strength, LLVM-based par-
allel DBT implementing the ARCompact ISA against three bench-
mark suites (EEMBC, BIOPERF and SPEC CPU2006) and demon-
strate speedups of up to 2.08 on a standard quad-core Intel Xeon
machine. Across short- and long-running benchmarks our scheme
is robust and never results in a slowdown. In fact, using four proces-
sors total execution time can be reduced by on average 11.5% over
state-of-the-art decoupled, parallel (or asynchronous) JIT compila-
tion.
Categories and Subject Descriptors D.3.4 [Programming Lan-
guages]: Processors—Incremental Compilers
General Terms Design, experimentation, measurement, perfor-
mance
Keywords Dynamic binary translation, just-in-time compilation,
parallelization, task farm, dynamic work scheduling
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1. Introduction
DBT is a widely used technology that makes it possible to run code
compiled for a target platform on a host platform with a different
ISA. With DBT, machine instructions of a program for the target
platform are translated to machine instructions for the host plat-
form during the execution of the program. Among the main uses of
DBT are cross-platform virtualization for the migration of legacy
applications to different hardware platforms (e.g. DEC FX!32 [9],
Apple Rosetta and IBM POWERVM LX86 [32] both based on Tran-
sitive’s QuickTransit, or HP ARIES [44]) and the provision of vir-
tual platforms for convenient software development for embedded
systems (e.g. Virtual Prototype by Synopsys). Other current and
emerging uses of DBT include, but are not limited to, generation
of cycle-accurate architecture simulators [6, 12], dynamic instru-
mentation [17], program analysis, cache modeling, and workload
characterization [23], software security [42], and transparent soft-
ware support for heterogeneous embedded platforms [11].
Efficient DBT heavily relies on Just-in-Time (JIT) compilation
for the translation of target machine instructions to host machine in-
structions. Although JIT compiled code generally runs much faster
than interpreted code, JIT compilation incurs an additional over-
head. For this reason, only the most frequently executed code re-
gions are translated to native code whereas less frequently executed
code is still interpreted. Using a single-threaded execution model,
the interpreter pauses until the JIT compiler has translated its as-
signed code block and the generated native code is executed di-
rectly. However, it has been noted earlier [1, 16, 20] that program
execution does not need to be paused to permit compilation, as a
JIT compiler can operate in a separate thread while the program
executes concurrently. This decoupled or asynchronous execution
of the JIT compiler increases complexity of the DBT, but is very
effective in hiding the compilation latency – especially if the JIT
compiler can run on a separate processor.
Our main contribution is to demonstrate how to effectively
reduce dynamic compilation overhead and speedup execution by
doing parallel JIT compilation, exploiting the broad proliferation
of multi-core processors. The key idea is to detect independent,
large translation units in execution traces and to farm out work to
multiple, concurrent JIT compilation workers. To ensure that the
latest and most frequently executed code traces are compiled first,
we apply a priority queue based dynamic work scheduling strategy
where the most recent, hottest traces are given highest priority.
We have integrated this novel, concurrent JIT compilation
methodology into our LLVM-based state-of-the-art ARCSIM [19,
38] DBT implementing the ARCompact ISA and evaluated its per-
formance using three benchmark suites: EEMBC, BIOPERF and
SPEC CPU2006. We demonstrate that our parallel approach yields
an average speedup of 1.17 across all 61 benchmarks – and up
to 2.08 for individual benchmarks – over decoupled JIT compila-
tion using only a single compilation worker thread on a standard
quad-core Intel Xeon host platform. At the same time our scheme
is robust and never results in a slowdown even for very short- and
long-running applications.
1.1 Trace-based JIT Compilation
Before we take a more detailed look at our approach to general-
ization of JIT trace compilation using a parallel task farm, we pro-
vide a comparison of state-of-the-art trace-based JIT compilation
approaches to highlight our key concepts (see Figure 1).
Trace-based JIT compilation systems start executing in inter-
preted mode until a special structure (e.g. loop header, method en-
try) is detected. This causes the system to switch from interpreted
mode to trace mode. In trace mode executed paths within that par-
ticular structure are recorded to form a trace data structure. Once
the traced code region’s execution count reaches a threshold, the
recorded trace is compiled just-in-time and control flow is diverted
from the interpreter to the faster, native code. In general, trace-
based JIT compilation approaches can be categorized based on the
following criteria:
• Trace Boundaries - One popular [14–16, 26, 27, 29, 37] ap-
proach is to only consider paths within natural loops ( 1© 2© 3©
in Figure 1). However, there are also paths outside of loops (e.g.
paths crossing method or function boundaries, IRQ handlers, ir-
reducible loops) which are executed frequently enough to jus-
tify their compilation to machine code. In this work we propose
a generalized approach to tracing based on traced control-flow-
graphs (CFG) of basic blocks, that can start and end almost any-
where in the program ( 4© in Figure 1). As a result we can dis-
cover more hot traces and capture larger regions of frequently
executed code than just loop bodies.
• JIT Compilation Strategy - Some state-of-the-art JIT trace com-
pilers [26, 27, 37] are sequential and wait for JIT compilation
of a trace to finish before continuing execution ( 1© in Figure 1).
An early approach to parallel JIT compilation [14] proposed
to split trace compilation into multiple, parallel pipeline stages
operating at instruction granularity ( 2© in Figure 1). While the
compiler pipeline can – in principle – be parallelized, this ap-
proach is fundamentally flawed as execution is stopped until
compilation of a complete trace is finished. This results in con-
sistent slowdowns over all benchmarks in [14]. Synchroniza-
tion of up to 19 pipeline stages for every compiled instruction
adds significantly to the overall compilation time while no new
translation units are discovered. The HOTSPOT JVM [29] and
[16] implement a concurrent JIT compilation strategy by run-
ning the JIT compiler in one separate helper thread whilst the
master thread continues to interpret code ( 3© in Figure 1). We
build on this approach and extend it to run several JIT compilers
in a parallel task farm whilst execution continues. We do this to
further hide JIT compilation cost and switch to native execution
of hot traces even sooner and for longer ( 4© in Figure 1) than
previous approaches.
The objective of our trace-based JIT compilation strategy 4© out-
lined in Figure 1 is translating frequently executed program re-
gions into native code faster when compared to e.g. 1© 2© 3© [14–
16, 26, 27, 29, 37]. Figure 1 also illustrates that task parallel JIT
compilation 4© reduces the time until native code execution starts
in comparison to current approaches 1© 2© 3©.
Our generalized approach to tracing enables us to start tracing
right from the first instruction, avoiding a period of interpretation
until specific structures (e.g. loop headers) are encountered. Con-
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Figure 1. Comparison of trace-based JIT compilation approaches:
1© sequential approach [15, 26, 27, 37], 2© parallel compilation
pipeline [14], 3© decoupled JIT compilation using one thread [16,
29]. Finally, 4© depicts our parallel JIT compilation task farm.
sequently we can find more opportunities for JIT compilation (i.e.
hot traces) earlier. Being able to discover more hot traces that can
be compiled independently, we take the idea of decoupled JIT com-
pilation a step further, and propose a truly parallel and scalable JIT
compilation scheme based on the parallel task farm design pattern.
1.2 Motivating Example
Consider the full-system simulation of a Linux OS configured and
built for the ARC 700 processor family (RISC ISA). On a standard
quad-core Intel Xeon machine we simulate the complete boot-up
sequence, the automated execution of a set of commands simulating
interactive user input at the console, followed by the full shut-down
sequence. This example includes rare events such as boot-up and
shut-down comparable to the initialization phase in an application,
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Figure 2. Full-system Linux simulation benchmark - comparison of 1© simulation time in seconds, rate in MIPS, and 2© interpreted vs.
natively executed instructions in %, between decoupled only and decoupled parallel JIT compilation using three JIT compilation worker
threads. Histogram 3© demonstrates how often more than one hot trace per trace interval is found.
but it also includes very frequent events occurring after the boot-
up sequence during interactive user mode. In a full-system OS
simulation there are frequent calls to interrupt service routines that
must be simulated. Our generalized tracing approach can easily
identify frequent traces including interrupt service routines that
would otherwise be missed if we would restrict tracing to loop or
function boundaries.
Our dynamic binary translator speeds up the simulation by iden-
tifying and translating hot traces to native x86 code during simu-
lation using the sequence of steps illustrated in Figure 3. As sim-
ulation runs in parallel to JIT compilation we continue to discover
and dispatch more hot traces to the JIT compiler. In fact, it is pos-
sible that JIT compilation of the previous trace has not yet been
completed by the time new traces are discovered. In this case, work
is distributed over several JIT compilation threads. To ensure that
the most profitable traces are compiled first, we have implemented
a dyna ic work scheduling strategy that dynamically prioritizes
co pilation tasks according to their heat and recency.
For the purpose of this motivating example we compare a simu-
lation using only one decoupled JIT compiler thread (current state-
of-the-art) with a simulation using multiple decoupled JIT compiler
threads in parallel (see 4© in Figure 1). In Chart 1© of Figure 2 we
compare the overall simulation time in seconds and the simulation
rate in MIPS for both approaches. Our new approach using three de-
coupled JIT compilers in parallel completes the previously outlined
sample application 21 seconds earlier. This results in an improve-
ment of 38% and, thus, achieves a speedup of 1.6 when compared
to using only one decoupled JIT compiler. The overall simulation
rate (in MIPS) improves from 62 to 112 MIPS by using our new
approach. As several JIT compilers work on hot traces in parallel,
native translations are available much earlier than using a single de-
coupled JIT compiler (see 3© in Figure 1), leading to a substantial
increase from 77% to 92% of natively executed target instructions
(see Chart 2© of Figure 2).
The obvious question to ask is where does the speedup come
from? Histogram 3© in Figure 2 shows how often a certain amount
of frequently executed traces is found per trace interval. The fact
that 65% of the time there are at least two or more hot traces dis-
covered per interval clearly demonstrates the benefits of having
more than one JIT compiler available on today’s multicore ma-
chines. Ev n if only one hot trace per interval is discovered, the
JIT compilation of the previous hot trace might not have finished.
Having several JIT compilers that can already start working on the
newly discovered hot traces before others have finished helps to ef-
fectively hide most of the JIT compilation latency (see Box 1© in
Figure 5).
1.3 Contributions
Among the contributions of this paper are:
1. The introduction of a light-weight and generalized JIT trace
compilation approach considering frequently executed paths
(i.e. hot traces) that can start and end almost anywhere in a
program and are not restricted to loop or function boundaries,
2. the introduction of an innovative parallel task farming strategy
for truly concurrent JIT compilation of hot traces,
3. the development of dynamic work scheduling and adaptive
hotspot threshold selection approaches that give priority to the
most recent, hottest traces in order to reduce time spent in in-
terpreted simulation mode, and
4. an extensive evaluation of our LLVM-based DBT targeting the
ARCompact ISA using three full benchmark suites, EEMBC,
BIOPERF and SPEC CPU2006.
1.4 Overview
The remainder of this paper is structured as follows. In section 2
we give an overview of the LLVM-based ARCSIM dynamic binary
translator. This is followed by a presentation of our tracing ap-
proach and parallel JIT compilation scheme in section 3. We then
explain the evaluation methodology and show our empirical results
in section 4. Related work is discussed in section 5 and, finally, we
summarize and conclude in section 6.
2. Background
In our work we extended our DBT ARCSIM, a target adaptable
simulator with extensive support of the ARCompact ISA. It is a
full-system simulator, implementing the processor, its memory sub-
system (including MMU), and sufficient interrupt-driven periph-
erals to simulate the boot-up and interactive operation of a com-
plete Linux-based system. The DBT has a very fast and highly-
optimized interpreted simulation mode [38]. By using a trace-based
JIT compiler to translate frequently interpreted instructions into na-
tive code, our DBT is capable of simulating applications at speeds
approaching or even exceeding that of a silicon ASIP whilst faith-
fully modeling the processor’s architectural state [38].
The JIT compiler is based on release 2.7 of the LLVM compiler
infrastructure [22] and executes in a concurrent thread to the main
interpretation loop, reducing the overhead caused by JIT compila-
tion [16, 29]. The LLVM JIT compilation engine implementation
provides a mature and competitive JIT compilation environment
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used in many major products by companies such as Apple, Adobe,
Nvidia, and Sony, to name just a few [36].
State-of-the-art trace-based JIT compilers typically use natural
loops as boundaries for traces, resulting in relatively small units of
translation [14–16, 26, 27, 29, 37]. Our DBT deliberately considers
larger traces by allowing traces to start and end almost anywhere
in a program. This approach is comparable to the techniques eval-
uated in [3, 19] and has the benefit of providing greater scope for
optimizations to the JIT compiler as it can operate on larger traces.
Furthermore our DBT includes various software caches [3, 38] (e.g.
decode cache to avoid re-decoding recently decoded instructions,
translation cache to improve lookup times for locations of native
code) to improve simulation speed.
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Figure 4. Incremental 1© 2© 3© trace construction from sequence of
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3. Methodology
Our approach to parallel and decoupled JIT compilation in a dy-
namic binary translator significantly speeds up execution whilst
maintaining full architectural observability of the target architec-
ture. We use a light-weight approach to discover and construct
traces eligible for JIT compilation. A trace reflects the control flow
exhibited by the source program at run-time. Newly discovered hot
traces are then translated using multiple decoupled JIT compiler
threads in parallel. Decoupling the simulation (i.e. interpretation)
loop from JIT compilation prevents any slowdown incurred by JIT
compilation as the simulation continues while hot traces are be-
ing translated [16, 34]. By adding more JIT compilation threads,
working on independent hot traces, JIT compilation time is further
reduced resulting in increased simulation speed as native code be-
comes available earlier.
In the following sections we outline our trace generation and
hotspot detection technique and explain why this technique discov-
ers more relevant hot traces for JIT compilation than previous ap-
proaches [14–16, 26, 27, 29, 37]. We also discuss the decoupling
and parallelization of JIT compilation and demonstrate the impor-
tance of scheduling hot traces for JIT compilation. The key idea
behind our scheduling scheme is to consider heat and recency of
traces in order to prioritize hot traces that are being simulated right
now and to JIT compile them first.
3.1 Trace Construction and Hotspot Detection
Interpreted simulation time is partitioned into trace intervals (see
Figures 3, 4 and 5) whose length is determined by a user-defined
number of interpreted instructions. After each trace interval, the
hottest recorded traces are dispatched to a priority queue for JIT
compilation before the simulation loop continues. Decoupled from
this simulation loop, JIT compilation workers dequeue and compile
the dispatched traces. The heat of a trace is defined as the sum of
the execution frequencies of its constituent basic blocks.
Our DBTmust maintain an accurate memory model (see Section
2) to preserve full architectural observability. This means that traces
generated during a trace interval are separated at page boundaries,
where a page can contain up to 8 KB of target instructions. For
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each page a trace recording interpreted basic blocks contained in
that page is maintained (see Figure 5). Tracing is light-weight
because we only record basic block entry points (i.e. memory
addresses) as nodes, and pairs of source and target entry points as
edges in the per-page CFG traces. Figure 4 shows the incremental
trace construction for interpreted basic blocks within one page
during one trace interval and highlights our trace boundary or unit
of compilation, namely a trace within a page of target memory
instructions.
Typically JIT compilation schemes [14–16, 26, 27, 29, 37] are
based on compilation units reaching threshold frequencies of exe-
cution to determine when to trigger compilation. Our approach is
based around the concept of trace intervals during which traces are
recorded and execution frequencies are maintained. At the end of
a trace interval we analyze generated traces for each page that has
been touched during that interval and dispatch frequently executed
traces to a trace translation priority queue (see 1© 2© 3© in Figure
3). We decided to use an interval based scheme because we found
it generates more uniformly sized compilation units, resulting in
better and more predictable load balance between compilation and
execution. Our trace intervals are somewhat related to the concept
of bounded history buffers in DYNAMO [3] but impose fewer re-
strictions on their use.
3.2 Parallel JIT Compilation
Our main contribution is the demonstration, through practical im-
plementation, of the effectiveness of a parallel multi-threaded JIT
compilation task farm based on release 2.7 of the LLVM [22] com-
piler infrastructure. By parallelizing JIT compilation we effectively
hide JIT compilation latency and exploit the available parallelism
exposed by our generalized trace construction scheme.
A concurrent trace translation priority queue acts as the main
interface between the simulation loop and multiple JIT compilation
workers (see 3© and 4© in Figure 3). Each JIT compilation worker
thread dequeues a trace and generates a corresponding LLVM in-
termediate representation (IR). Subsequently, a sequence of stan-
dard LLVM optimization passes is applied to optimize the gen-
erated LLVM-IR. We use LLVM’s ExecutionEngine to JIT-
Interpreter
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lated
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flush
Figure 6. Trace translation state variable transitions.
compile and link the generated LLVM-IR code. Each JIT compila-
tion worker thread receives its own private ExecutionEngine
instance upon thread creation.
In our parallel trace-based JIT compiler the interpreter uses a
translation state variable to mark unseen traces for JIT compilation
and to determine if a native translation for a trace already exists.
While traces are JIT compiled, the interpreter continues to execute
the program. As soon as JIT compilation of a trace is finished, the
JIT compilation worker immediately modifies its translation state
variable such that the interpreter is notified about its availability.
Thus, a trace can be in one of the following three states:
• UNTRANSLATED - When a trace is seen for the first time, its
state is set to untranslated by the interpreter.
• IN TRANSLATION - When a trace is dispatched for JIT compi-
lation the interpreter changes its state from untranslated to in
translation.
• TRANSLATED - When a JIT compilation worker is finished with
the translation of a trace it changes its state from in translation
to translated.
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Benchmark R0-T1 R1-T1 R2-T1 R3-T1 R4-T1 R5-T1 R6-T1 R7-T1 R8-T1 R9-T1 R0-T3 R1-T3 R2-T3 R3-T3 R4-T3 R5-T3 R6-T3 R7-T3 R8-T3 R9-T3 R-MIN-T1 R-MIN-T3 R-MAX-T1 R-MAX-T3 R-AVG-T1 R-AVG-T3 STDEV-T1[s] STDEV-T3[s] STDEV-T1[%] STDEV-T1[%]
Negative
STDEV-T1[%]
Positive
STDEV-T3[%] STDEV-T3[%]
Negative
STDEV-T3[%]
Positive
R-T1 R-T3 Speedup-T1 Speedup-T3 INT-R1 INT-R2 INT-R3 INT-AVG
blast-blastn TOO SHORT 3.18 3.17 3.16 3.17 3.15 3.16 3.16 3.16 3.15 3.15 3.26 3.26 3.28 3.39 3.31 3.28 3.26 3.30 3.49 3.27 3.15 3.26 3.18 3.49 3.16 3.31 0.01 0.07 0.30% 0.15% 0.15% 2.25% 1.12% 1.12% 100.00% -4.71% 1.00 0.95 2.88 2.66 2.70 2.75
clustalw 11.14 11.11 11.08 11.15 11.07 11.21 11.05 11.12 11.16 11.19 5.32 5.32 5.31 5.77 5.29 5.30 5.30 7.31 5.30 5.75 11.05 5.29 11.21 7.31 11.13 5.60 0.05 0.63 0.93% 0.46% 0.46% 11.27% 5.64% 5.64% 100.00% 49.70% 1.00 1.99 29.80 29.81 29.77 29.79
fasta-ssearch 84.28 84.46 84.33 85.14 84.47 85.07 84.33 84.42 84.47 85.28 78.52 78.70 78.54 78.47 79.25 79.45 79.49 79.18 78.64 78.47 84.28 78.47 85.28 79.49 84.63 78.87 0.38 0.42 0.48% 0.24% 0.24% 0.53% 0.27% 0.27% 100.00% 6.80% 1.00 1.07 664.43 668.43 665.86 666.24
promlk 127.09 130.88 128.76 126.97 127.14 127.46 126.72 128.28 127.36 135.46 123.75 124.64 127.69 129.83 123.54 125.57 127.34 125.95 127.04 123.65 126.72 123.54 135.46 129.83 128.61 125.90 2.70 2.08 2.15% 1.07% 1.07% 1.65% 0.83% 0.83% 100.00% 2.11% 1.00 1.02 1900.98 1925.88 1899.03 1908.63
grappa 9.76 9.78 9.72 9.75 9.72 9.72 9.73 9.76 9.72 9.72 7.20 7.21 7.20 7.20 7.22 7.22 7.19 7.24 7.21 7.20 9.72 7.19 9.78 7.24 9.74 7.21 0.02 0.01 0.31% 0.16% 0.16% 0.20% 0.10% 0.10% 100.00% 25.97% 1.00 1.35 19.12 19.31 19.52 19.32
hmmer-hmmsearch CFG 5.13 5.13 5.17 5.12 5.14 5.15 5.12 5.15 5.11 5.11 3.34 3.36 3.36 3.37 3.38 3.37 3.39 3.37 3.36 3.36 5.11 3.34 5.17 3.39 5.13 3.37 0.02 0.01 0.58% 0.29% 0.29% 0.40% 0.20% 0.20% 100.00% 34.42% 1.00 1.52 5.08 5.10 5.11 5.10
hmmer-hmmpfam 213.35 213.13 212.45 213.76 213.34 213.06 212.21 213.70 211.86 214.40 207.54 207.90 207.53 207.82 207.36 206.38 208.38 207.17 208.89 208.99 211.86 206.38 214.40 208.99 213.13 207.80 0.77 0.80 0.37% 0.19% 0.19% 0.38% 0.19% 100.00% 2.50% 1.00 1.03 1752.48 1746.59 1751.64 1750.24
tcoffee 11.53 11.56 11.51 12.58 11.55 11.53 11.53 13.19 11.50 11.54 9.13 9.21 9.12 9.23 8.87 9.23 9.22 9.02 9.15 9.16 11.50 8.87 13.19 9.23 11.80 9.13 0.59 0.11 6.45% 3.22% 3.22% 1.24% 0.62% 0.62% 100.00% 22.61% 1.00 1.29 13.19 13.17 13.25 13.20
blast-blastp 40.18 40.28 40.30 40.32 40.20 40.28 40.40 40.75 40.15 40.15 19.33 19.72 19.17 19.11 19.77 18.78 19.06 19.66 19.72 19.43 40.15 18.78 40.75 19.77 40.30 19.38 0.18 0.34 0.92% 0.46% 0.46% 1.76% 0.88% 0.88% 100.00% 51.92% 1.00 2.08 53.17 52.97 53.41 53.18
glimmer 21.74 21.70 21.61 21.43 21.68 21.65 21.70 21.67 21.65 21.68 14.96 15.15 15.52 15.05 14.93 15.12 15.07 15.14 15.03 15.02 21.43 14.93 21.74 15.52 21.65 15.10 0.09 0.16 0.56% 0.28% 0.28% 1.09% 0.55% 0.55% 100.00% 30.26% 1.00 1.43 105.09 105.37 105.25 105.24
ce 125.24 125.56 127.86 125.50 126.89 128.04 125.21 124.91 128.93 125.50 124.93 125.10 125.12 125.58 125.06 124.76 125.20 124.95 124.89 124.65 124.91 124.65 128.93 125.58 126.36 125.02 1.44 0.26 1.15% 0.58% 0.58% 0.21% 0.10% 0.10% 100.00% 1.06% 1.00 1.01 1421.09 1424.69 1422.43 1422.74
average 1.29% 0.65% 0.65% 1.91% 0.95% 0.95% 100.00% 22.74% 1.00 1.34
a2time01 2.90 2.89 2.89 2.88 2.88 2.88 2.88 2.88 2.88 2.89 2.49 2.51 2.49 2.49 2.48 2.49 2.49 2.48 2.47 2.47 2.88 2.47 2.90 2.51 2.89 2.49 0.01 0.12 0.28% 0.14% 0.14% 5.01% 2.50% 2.50% 100.00% 13.83% 1.00 1.16 18.95 17.31 17.30 17.85
aifftr01 2.56 2.54 2.56 2.56 2.54 2.52 2.55 2.55 2.55 2.57 1.70 1.73 1.57 1.71 1.54 1.71 1.71 1.67 1.70 1.57 2.52 1.54 2.57 1.73 2.55 1.66 0.01 0.27 0.85% 0.43% 0.43% 16.18% 8.09% 8.09% 100.00% 34.86% 1.00 1.54 4.34 4.33 4.39 4.35
aifirf01 0.68 0.67 0.67 0.68 0.67 0.68 0.67 0.68 0.67 0.67 0.68 0.68 0.68 0.68 0.67 0.68 0.68 0.67 0.68 0.68 0.67 0.67 0.68 0.68 0.67 0.68 0.01 0.01 0.76% 0.38% 0.38% 0.76% 0.38% 0.38% 100.00% -0.59% 1.00 0.99 0.67 0.66 0.65 0.66
aiifft01 2.48 2.43 2.50 2.42 2.42 2.49 2.48 2.42 2.47 2.48 1.38 1.60 1.40 1.41 1.42 1.59 1.40 1.45 1.45 1.40 2.42 1.38 2.50 1.60 2.46 1.45 0.03 0.34 2.24% 1.12% 1.12% 23.58% 11.79% 11.79% 100.00% 41.03% 1.00 1.70 4.22 4.17 4.20 4.20
autcor00 2.35 2.25 2.25 2.25 2.27 2.25 2.25 2.25 2.25 2.25 2.26 2.26 2.26 2.25 2.26 2.26 2.25 2.26 2.27 2.25 2.25 2.25 2.35 2.27 2.26 2.26 0.03 0.01 1.40% 0.70% 0.70% 0.30% 0.15% 0.15% 100.00% 0.18% 1.00 1.00 11.79 11.76 11.95 11.83
basefp01 2.73 2.72 2.72 2.71 2.73 2.72 2.72 2.72 2.71 2.71 2.07 2.07 2.06 2.07 2.07 2.07 2.08 2.07 2.06 2.07 2.71 2.06 2.73 2.08 2.72 2.07 0.01 0.20 0.36% 0.18% 0.18% 9.91% 4.95% 4.95% 100.00% 23.91% 1.00 1.31 15.71 14.93 14.92 15.19
bezier01 1.19 1.17 1.17 1.17 1.17 1.17 1.17 1.18 1.17 1.17 1.19 1.18 1.19 1.18 1.17 1.18 1.17 1.19 1.17 1.17 1.17 1.17 1.19 1.19 1.17 1.18 0.01 0.01 0.57% 0.29% 0.29% 0.57% 0.29% 0.29% 100.00% -0.51% 1.00 0.99 20.08 20.08 21.14 20.43
bitmnp01 2.69 2.68 2.68 2.69 2.76 2.77 2.68 2.67 2.67 2.68 1.72 1.72 1.72 1.72 1.71 1.71 1.72 1.70 1.69 1.72 2.67 1.69 2.77 1.72 2.70 1.71 0.04 0.31 2.13% 1.07% 1.07% 18.18% 9.09% 9.09% 100.00% 36.48% 1.00 1.57 3.06 3.04 3.04 3.05
cacheb01 0.61 0.61 0.60 0.61 0.61 0.61 0.61 0.61 0.62 0.61 0.61 0.61 0.61 0.60 0.61 0.66 0.62 0.61 0.61 0.62 0.60 0.60 0.62 0.66 0.61 0.62 0.00 0.00 0.77% 0.38% 0.38% 0.77% 0.38% 0.38% 100.00% -0.98% 1.00 0.99 0.50 0.48 0.49 0.49
canrdr01 0.93 0.94 0.93 0.92 0.93 0.92 0.94 0.92 0.93 0.93 0.93 0.93 0.91 0.91 0.93 0.91 0.92 0.91 0.92 0.92 0.92 0.91 0.94 0.93 0.93 0.92 0.01 0.01 0.80% 0.40% 0.40% 0.80% 0.40% 0.40% 100.00% 1.08% 1.00 1.01 0.95 0.98 0.95 0.96
coremark 3.45 3.44 3.43 3.45 3.45 3.44 3.46 3.44 3.44 3.44 2.56 2.55 2.55 2.57 2.56 2.55 2.57 2.54 2.55 2.56 3.43 2.54 3.46 2.57 3.44 2.56 0.01 0.28 0.33% 0.16% 0.16% 10.93% 5.47% 5.47% 100.00% 25.78% 1.00 1.35 11.99 12.08 12.01 12.03
cjpeg 60.07 61.47 60.14 59.97 60.06 59.95 59.92 59.84 60.01 60.27 56.92 56.55 56.35 56.64 56.39 56.52 56.46 57.12 56.79 56.45 59.84 56.35 61.47 57.12 60.17 56.62 0.47 1.13 0.83% 0.42% 0.42% 2.00% 1.00% 1.00% 100.00% 5.90% 1.00 1.06 538.25 536.14 537.75 537.38
conven00 1.04 1.03 1.03 1.02 1.04 1.03 1.03 1.03 1.03 1.03 0.99 1.00 1.01 1.00 1.00 1.00 1.02 0.99 1.00 1.00 1.02 0.99 1.04 1.02 1.03 1.00 0.01 0.01 0.57% 0.28% 0.28% 1.35% 0.67% 0.67% 100.00% 2.91% 1.00 1.03 10.10 10.19 10.24 10.18
dither01 6.27 6.27 6.27 6.24 6.28 6.25 6.24 6.27 6.29 6.25 6.96 6.26 6.27 6.26 6.27 6.27 6.27 6.28 6.27 6.24 6.24 6.24 6.29 6.96 6.26 6.34 0.02 0.22 0.27% 0.13% 0.13% 3.49% 1.75% 1.75% 100.00% -1.15% 1.00 0.99 56.05 56.07 61.15 57.76
djpeg 47.29 47.24 47.22 47.26 47.25 47.30 47.37 47.29 47.27 47.23 45.13 44.85 44.81 44.82 44.89 45.13 44.71 44.85 44.81 44.88 47.22 44.71 47.37 45.13 47.27 44.89 0.04 0.68 0.10% 0.05% 0.05% 1.51% 0.76% 0.76% 100.00% 5.04% 1.00 1.05 480.74 487.90 482.63 483.76
fbital00 2.81 2.83 2.82 2.89 2.81 2.80 2.80 2.82 2.80 2.81 2.89 2.81 2.81 2.78 2.82 2.86 2.82 2.85 2.89 2.85 2.80 2.78 2.89 2.89 2.82 2.84 0.03 0.03 0.95% 0.47% 0.47% 1.22% 0.61% 0.61% 100.00% -0.67% 1.00 0.99 32.40 32.49 32.19 32.36
fft00 0.88 0.87 0.87 0.90 0.87 0.87 0.87 0.87 0.88 0.88 0.69 0.68 0.68 0.68 0.68 0.69 0.68 0.68 0.69 0.69 0.87 0.68 0.90 0.69 0.88 0.68 0.01 0.06 1.41% 0.71% 0.71% 8.69% 4.35% 4.35% 100.00% 21.92% 1.00 1.28 1.89 1.85 1.85 1.86
idctrn01 1.26 1.11 1.25 1.12 1.11 1.13 1.14 1.14 1.12 1.13 1.13 1.16 1.14 1.14 1.13 1.13 1.14 1.13 1.14 1.14 1.11 1.13 1.26 1.16 1.15 1.14 0.06 0.04 4.91% 2.45% 2.45% 3.58% 1.79% 1.79% 100.00% 1.13% 1.00 1.01 1.02 1.00 1.01 1.01
iirflt01 1.65 1.64 1.66 1.65 1.65 1.66 1.64 1.65 1.65 1.67 1.12 1.12 1.11 1.14 1.12 1.13 1.26 1.11 1.13 1.12 1.64 1.11 1.67 1.26 1.65 1.14 0.01 0.17 0.81% 0.40% 0.40% 14.84% 7.42% 7.42% 100.00% 31.23% 1.00 1.45 1.75 1.73 1.73 1.74
matrix01 8.99 8.91 8.92 8.93 8.94 8.91 8.94 8.96 9.04 8.94 7.61 7.62 7.63 7.69 7.59 7.60 7.60 7.60 7.65 7.62 8.91 7.59 9.04 7.69 8.95 7.62 0.04 0.42 0.53% 0.26% 0.26% 5.55% 2.78% 2.78% 100.00% 14.83% 1.00 1.17 65.76 65.59 65.50 65.62
ospf 0.29 0.28 0.29 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.28 0.29 0.28 0.28 0.29 0.29 0.28 0.29 0.00 0.00 1.46% 0.73% 0.73% 1.46% 0.73% 0.73% 100.00% -2.48% 1.00 0.98 0.20 0.19 0.19 0.19
pktflow 0.25 0.24 0.24 0.24 0.24 0.24 0.24 0.27 0.24 0.24 0.25 0.24 0.24 0.28 0.24 0.25 0.25 0.25 0.25 0.28 0.24 0.24 0.27 0.28 0.24 0.25 0.01 0.01 3.82% 1.91% 1.91% 3.82% 1.91% 1.91% 100.00% -3.69% 1.00 0.96 0.19 0.18 0.18 0.18
pntrch01 1.21 1.21 1.20 1.20 1.21 1.21 1.21 1.20 1.20 1.21 1.17 1.16 1.15 1.15 1.16 1.15 1.15 1.16 1.15 1.15 1.20 1.15 1.21 1.17 1.21 1.16 0.01 0.01 0.45% 0.22% 0.22% 1.06% 0.53% 0.53% 100.00% 4.23% 1.00 1.04 1.83 1.86 1.84 1.84
puwmod01 0.83 0.83 0.82 0.82 0.85 0.82 0.82 0.82 0.85 0.84 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.84 0.82 0.83 0.82 0.82 0.85 0.84 0.83 0.83 0.01 0.01 1.50% 0.75% 0.75% 1.50% 0.75% 0.75% 100.00% 0.00% 1.00 1.00 0.63 0.62 0.62 0.62
rgbcmy01 4.56 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.54 4.58 4.56 4.55 4.55 4.54 4.56 4.58 4.55 4.55 0.00 0.00 0.07% 0.03% 0.03% 0.00% 0.00% 0.00% 100.00% -0.04% 1.00 1.00 65.62 63.17 66.25 65.01
rgbhpg01 0.97 0.96 0.95 0.95 0.95 0.96 0.95 0.96 0.95 0.95 0.96 0.96 0.95 0.96 0.96 0.96 0.96 0.96 0.96 0.97 0.95 0.95 0.97 0.97 0.96 0.96 0.01 0.01 0.74% 0.37% 0.37% 0.54% 0.27% 0.27% 100.00% -0.52% 1.00 0.99 9.90 13.25 9.79 10.98
rgbyiq01 13.26 13.25 13.27 13.29 13.47 13.23 13.24 13.29 13.22 13.21 13.12 13.04 13.07 13.21 13.64 12.87 13.07 13.13 13.15 13.14 13.21 12.87 13.47 13.64 13.27 13.14 0.07 0.09 0.57% 0.28% 0.28% 0.68% 0.34% 0.34% 100.00% 0.97% 1.00 1.01 15.10 13.53 13.53 14.05
rotate01 3.27 3.25 3.23 3.24 3.25 3.25 3.24 3.26 3.27 3.26 3.25 3.27 3.30 3.27 3.28 3.28 3.25 3.29 3.25 3.28 3.23 3.25 3.27 3.30 3.25 3.27 0.01 0.01 0.40% 0.20% 0.20% 0.35% 0.18% 0.18% 100.00% -0.62% 1.00 0.99 17.45 17.47 17.40 17.44
routelookup 0.68 0.67 0.68 0.68 0.69 0.68 0.69 0.68 0.69 0.68 0.68 0.69 0.69 0.68 0.69 0.69 0.68 0.69 0.69 0.68 0.67 0.68 0.69 0.69 0.68 0.69 0.01 0.01 0.92% 0.46% 0.46% 0.92% 0.46% 0.46% 100.00% -0.59% 1.00 0.99 0.70 0.69 0.69 0.69
rspeed01 0.86 0.85 0.85 0.87 0.85 0.85 0.90 0.85 0.85 0.85 0.85 0.86 0.86 0.85 0.86 0.86 0.85 0.86 0.86 0.86 0.85 0.85 0.90 0.86 0.86 0.86 0.02 0.02 1.89% 0.94% 0.94% 1.91% 0.95% 0.95% 100.00% 0.12% 1.00 1.00 0.83 0.83 0.81 0.82
tblook01 2.70 2.69 2.68 2.69 2.67 2.67 2.68 2.68 2.68 2.68 2.04 2.02 2.06 2.04 2.07 2.07 2.06 2.06 2.05 2.04 2.67 2.02 2.70 2.07 2.68 2.05 0.01 0.20 0.45% 0.22% 0.22% 9.87% 4.94% 4.94% 100.00% 23.53% 1.00 1.31 9.70 9.67 9.74 9.70
text01 4.89 4.86 4.86 4.84 4.83 5.00 4.87 4.83 4.86 4.84 4.62 4.59 4.59 4.59 4.60 4.59 4.60 4.59 4.61 4.59 4.83 4.59 5.00 4.62 4.87 4.60 0.05 0.09 1.09% 0.54% 0.54% 2.00% 1.00% 1.00% 100.00% 5.57% 1.00 1.06 29.97 29.63 29.64 29.75
ttsprk01 2.17 2.15 2.19 2.15 2.21 2.14 2.16 2.17 2.15 2.14 1.88 1.88 1.87 1.88 1.87 1.88 1.87 1.87 1.87 1.86 2.14 1.86 2.21 1.88 2.16 1.87 0.02 0.09 1.21% 0.60% 0.60% 4.91% 2.46% 2.46% 100.00% 13.41% 1.00 1.15 1.83 1.68 1.69 1.73
viterb00 1.73 1.72 1.72 1.72 1.72 1.73 1.72 1.73 1.72 1.73 1.70 1.69 1.69 1.70 1.69 1.70 1.70 1.70 1.69 1.69 1.72 1.69 1.73 1.70 1.72 1.70 0.01 0.01 0.30% 0.15% 0.15% 0.52% 0.26% 0.26% 100.00% 1.68% 1.00 1.02 18.07 18.25 18.05 18.12
average 1.05% 0.53% 0.53% 4.67% 2.33% 2.33% 100.00% 8.76% 1.00 1.12
400.perlbench 23.54 23.62 23.63 23.49 23.56 23.39 25.15 23.50 23.44 23.51 20.08 21.20 19.80 20.08 19.76 19.99 20.15 19.88 20.03 19.64 23.39 19.64 25.15 21.20 23.68 20.06 0.52 1.26 2.60% 1.30% 1.30% 6.26% 3.13% 3.13% 100.00% 15.29% 1.00 1.18 25.02 24.68 24.66 24.79
401.bzip2 80.07 80.29 79.85 79.95 79.76 79.57 80.27 79.89 80.04 79.89 74.60 74.41 73.96 74.46 73.87 73.98 74.76 74.76 74.15 75.00 79.57 73.87 80.29 75.00 79.96 74.40 0.22 1.70 0.30% 0.15% 0.15% 2.29% 1.15% 1.15% 100.00% 6.96% 1.00 1.07 735.27 737.24 739.50 737.34
403.gcc 213.55 213.14 214.10 213.78 213.17 213.79 213.82 214.24 213.33 213.21 104.66 105.09 103.36 104.04 105.86 105.72 106.72 105.44 103.99 104.43 213.14 103.36 214.24 106.72 213.61 104.93 0.39 34.46 0.38% 0.19% 0.19% 32.84% 16.42% 16.42% 100.00% 50.88% 1.00 2.04 243.58 241.98 242.78 242.78
429.mcf 45.12 44.92 45.14 45.04 45.11 45.04 44.99 45.09 45.14 45.96 42.38 43.19 42.72 42.04 42.39 42.35 42.38 42.56 42.45 42.95 44.92 42.04 45.96 43.19 45.16 42.54 0.29 0.93 0.69% 0.34% 0.34% 2.18% 1.09% 1.09% 100.00% 5.79% 1.00 1.06 196.26 216.53 195.71 202.83
433.milc 1027.22 1032.01 1028.59 1027.97 1033.52 1026.02 1034.81 1024.79 1037.65 1033.10 1035.10 1029.19 1030.59 1028.40 1022.55 1026.61 1034.62 1036.27 1027.98 1033.41 1024.79 1022.55 1037.65 1036.27 1030.57 1030.47 4.23 4.27 0.41% 0.21% 0.21% 0.41% 0.21% 0.21% 100.00% 0.01% 1.00 1.00 12962.82 13338.62 12937.77 13079.74
445.gobmk 378.07 382.92 380.29 378.25 378.47 378.47 378.52 378.69 378.71 378.13 352.87 351.51 352.47 352.95 351.75 354.81 354.71 352.41 350.85 351.41 378.07 350.85 382.92 354.81 379.05 352.57 1.50 8.44 0.42% 0.21% 0.21% 2.39% 1.20% 1.20% 100.00% 6.99% 1.00 1.08 2158.96 2151.81 2141.71 2150.83
450.soplex 421.21 425.89 417.43 422.48 417.40 420.77 418.47 418.92 422.32 417.34 411.89 413.75 413.24 413.65 416.93 412.41 414.78 413.92 412.17 435.43 417.34 411.89 425.89 435.43 420.22 415.82 2.82 3.82 0.68% 0.34% 0.34% 0.92% 0.46% 0.46% 100.00% 1.05% 1.00 1.01 3726.76 3685.72 3692.08 3701.52
453.povray 151.02 151.40 149.70 149.73 150.63 150.51 150.84 150.79 149.98 150.38 126.68 125.33 125.06 125.66 125.28 127.01 124.67 125.43 124.46 126.31 149.70 124.46 151.40 127.01 150.50 125.59 0.56 7.53 0.45% 0.22% 0.22% 6.00% 3.00% 3.00% 100.00% 16.55% 1.00 1.20 972.43 974.41 972.21 973.02
456.hmmer 183.65 183.26 186.38 188.85 181.52 183.43 182.79 183.08 181.75 182.53 180.28 180.61 180.77 178.64 178.54 179.23 179.82 186.88 181.55 181.28 181.52 178.54 188.85 186.88 183.72 180.76 2.24 2.49 1.24% 0.62% 0.62% 1.38% 0.69% 0.69% 100.00% 1.61% 1.00 1.02 2067.77 2061.32 2272.90 2134.00
458.sjeng 133.49 133.19 135.24 134.67 133.85 133.98 133.13 133.84 132.77 133.46 130.30 130.77 130.34 128.88 130.62 129.63 133.63 129.30 129.98 130.58 132.77 128.88 135.24 133.63 133.76 130.40 0.74 1.33 0.57% 0.28% 0.28% 1.02% 0.51% 0.51% 100.00% 2.51% 1.00 1.03 719.91 708.63 710.65 713.06
462.libquantum 107.77 107.46 107.88 110.11 107.86 108.65 108.51 107.60 107.53 107.33 103.74 104.08 104.17 104.68 103.81 103.74 104.62 104.34 104.15 103.66 107.33 103.66 110.11 104.68 108.07 104.10 0.84 1.61 0.80% 0.40% 0.40% 1.55% 0.77% 0.77% 100.00% 3.67% 1.00 1.04 1276.53 1276.94 1277.77 1277.08
464.h264ref 397.58 398.34 395.29 396.47 396.04 398.64 396.10 405.67 396.42 396.54 375.39 372.39 380.22 373.63 374.08 370.12 372.41 372.32 378.49 373.92 395.29 370.12 405.67 380.22 397.71 374.30 2.99 7.67 0.80% 0.40% 0.40% 2.05% 1.02% 1.02% 100.00% 5.89% 1.00 1.06 3953.28 3948.90 3964.63 3955.60
470.lbm 1032.50 1035.54 1028.97 1042.34 1034.24 1020.46 1030.52 1018.96 1027.47 1021.92 1014.70 1009.13 1019.58 1016.95 1013.28 1008.40 1016.73 1016.08 1016.92 1015.61 1018.96 1008.40 1042.34 1019.58 1029.29 1014.74 7.36 8.56 0.73% 0.36% 0.36% 0.84% 0.42% 0.42% 100.00% 1.41% 1.00 1.01 6448.58 6982.09 6463.18 6631.28
471.omnetpp 107.63 107.50 107.46 108.17 107.31 107.05 107.20 107.23 107.68 107.74 91.92 92.97 92.98 92.79 92.71 92.41 92.48 92.50 93.21 92.82 107.05 91.92 108.17 93.21 107.50 92.68 0.33 4.93 0.35% 0.18% 0.18% 5.32% 2.66% 2.66% 100.00% 13.78% 1.00 1.16 413.65 412.78 413.63 413.35
473.astar 101.50 101.52 101.11 101.58 101.27 104.89 101.42 101.65 101.56 101.50 94.64 95.34 95.41 94.91 95.41 95.77 94.96 94.65 95.52 95.31 101.11 94.64 104.89 95.77 101.80 95.19 1.10 2.52 1.15% 0.58% 0.58% 2.65% 1.33% 1.33% 100.00% 6.49% 1.00 1.07 1009.25 1010.02 1013.72 1011.00
482.sphinx3 202.35 201.71 202.15 201.31 201.45 201.90 200.41 202.62 201.41 202.23 194.13 194.19 194.67 191.94 191.95 193.90 194.14 193.20 192.18 192.47 200.41 191.94 202.62 194.67 201.75 193.28 0.64 2.47 0.33% 0.17% 0.17% 1.28% 0.64% 0.64% 100.00% 4.20% 1.00 1.04 2136.46 2134.09 2126.62 2132.39
483.xalancbmk CFG thresh:2 34.10 34.07 34.02 33.94 34.04 33.96 34.04 34.03 34.02 34.12 23.28 23.28 22.99 22.87 22.83 22.96 23.00 23.09 23.13 23.43 33.94 22.83 34.12 23.43 34.03 23.09 0.06 3.40 0.24% 0.12% 0.12% 14.72% 7.36% 7.36% 100.00% 32.17% 1.00 1.47 27.11 27.09 27.08 27.09
average 0.71% 0.36% 0.36% 4.95% 2.47% 2.47% 100.00% 10.31% 1.00 1.15
11.48%
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Benchmark SPEEDUP-0 T1/T3
SPEEDUP-1 
T1/T3
SPEEDUP-2 
T1/T3
SPEEDUP-3 
T1/T3
SPEEDUP-4 
T1/T3
SPEEDUP-5 
T1/T3
SPEEDUP-6 
T1/T3
SPEEDUP-7 
T1/T3
SPEEDUP-8 
T1/T3
SPEEDUP-9 
T1/T3
STDEV-
BASELINE
STDEV-SPEEDUP 
T1/T3
INTERPRETIVE 
SPEEDUP (OLD!)
BASELINE T1 AVG-SPEEDUP 
T1/T3
INTERPRETIVE 
TIME (OLD!)
Total 
Instructions
MIPS 
Interpretive
MIPS T1 
Baseline
MIPS T3 REAL SPEEDUP INT SPEEDUP-1 INT SPEEDUP-2 INT SPEEDUP-3 AVG INT 
SPEEDUP
STDEV INT 
SPEEDUP
blastn TOO SHORT 0.9696319018 0.9696319018 0.9637195122 0.9324483776 0.9549848943 0.9637195122 0.9696319018 0.9578787879 0.905730659 0.9666666667 0.0031459314 0.02074486374471 1.07 1 0.96 2.96 60657542 22.08 19.19 18.33 0.95 1.0975694444 1.1883458647 1.1707407407 1.15 0.05
clustalw 2.0917293233 2.0917293233 2.0956685499 1.9285961872 2.1035916824 2.0996226415 2.0996226415 1.5222982216 2.0996226415 1.9353043478 0.0046752008 0.18363907550598 0.34 1 2.01 32.77 833343182 27.97 74.89 148.89 1.99 50.17% 0.3734228188 0.3732975512 0.3737991266 0.37 0.00
fasta-ssearch 1.0777508915 1.0752858958 1.0774764451 1.0784376195 1.0678233438 1.0651353052 1.0645993207 1.0687673655 1.0761063072 1.0784376195 0.0044956649 0.00571308411717 0.11 1 1.07 742.10 18390729671 27.60 217.32 233.17 1.07 6.80% 0.1273648089 0.1266026360 0.1270912804 0.13 0.00
promlk 1.0392888889 1.0318677792 1.0072206124 0.9906185011 1.0410555286 1.0242255316 1.0099890058 1.0211353712 1.0123740554 1.0401293975 0.021027706 0.01677789571546 0.06 1 1.02 1988.84 46020920830 24.11 357.83 365.54 1.02 2.13% 0.0676556303 0.0667809002 0.0677251018 0.07 0.00
grappa 1.3525 1.3506241331 1.3525 1.3525 1.3487534626 1.3487534626 1.3543810848 1.3450276243 1.3506241331 1.3525 0.0023114867 0.0027108894057 0.47 1 1.35 20.88 493553641 25.55 50.68 68.46 1.35 25.97% 0.5093096234 0.5042982910 0.4988729508 0.50 0.01
hmmsearch 1.5368263473 1.5276785714 1.5276785714 1.5231454006 1.5186390533 1.5231454006 1.514159292 1.5231454006 1.5276785714 1.5276785714 0.0037921427 0.00611789383993 0.94 1 1.52 5.45 118797407 23.31 23.14 35.29 1.52 34.43% 1.0104330709 1.0064705882 1.0045009785 1.01 0.00
hmmpfam 1.0269152934 1.0251370851 1.0269647762 1.0255317101 1.027806713 1.0326872759 1.0227756982 1.0287493363 1.0202786155 1.0197904206 0.0036188193 0.00392758625288 0.12 1 1.03 1839.56 40880624840 23.36 191.81 196.73 1.03 2.50% 0.1216139414 0.1220240583 0.1216722614 0.12 0.00
tcoffee 1.2926615553 1.2814332248 1.2940789474 1.2786565547 1.3305524239 1.2786565547 1.2800433839 1.3084257206 1.2898360656 1.2884279476 0.0498961729 0.01628987209955 0.81 1 1.29 14.49 319332249 24.19 27.06 34.96 1.29 22.62% 0.8947687642 0.8961275626 0.8907169811 0.89 0.00
blastp 2.0848939472 2.0436612576 2.102295253 2.108895866 2.0384926657 2.1459531416 2.1144281217 2.0498982706 2.0436612576 2.0741636644 0.0044007347 0.03680448758088 0.68 1 2.08 59.31 1369011548 25.74 33.97 70.66 2.08 51.94% 0.7579650179 0.7608268831 0.7545590713 0.76 0.00
glimmer 1.4472593583 1.4291089109 1.3950386598 1.4386046512 1.4501674481 1.4319444444 1.4366954214 1.4300528402 1.4405189621 1.4414780293 0.0039339073 0.01536851598321 0.19 1 1.43 113.60 2447437589 23.26 113.04 162.09 1.43 30.27% 0.2060234085 0.2054759419 0.2057102138 0.21 0.00
ce 1.0114784279 1.0101039169 1.0099424552 1.0062430323 1.010426995 1.0128566848 1.0092971246 1.0113165266 1.0118023861 1.0137505014 0.0114243869 0.00208139229408 0.08 1 1.01 1501.42 33897449616 23.83 268.25 271.13 1.01 1.06% 0.0889204765 0.0886957865 0.0888367090 0.09 0.00
average 0.0102474685 0.02819777786723 0.44 1 1.38 24.89 135.80 158.69 1.38 22.79% 0.41 0.00
a2time01 1.1586345382 1.1494023904 1.1586345382 1.1586345382 1.1633064516 1.1586345382 1.1586345382 1.1633064516 1.1680161943 1.1680161943 0.0024509767 0.00547002454655 0.14 1 1.16 20.25 488927341 27.39 169.47 196.67 1.16 13.83% 0.1522427441 0.1666666667 0.1667630058 0.16 0.01
aifftr01 1.5 1.4739884393 1.6242038217 1.4912280702 1.6558441558 1.4912280702 1.4912280702 1.5269461078 1.5 1.6242038217 0.0055459355 0.06865357798617 0.50 1 1.54 5.08 126654467 29.09 49.67 76.25 1.54 34.98% 0.5875576037 0.5889145497 0.5808656036 0.59 0.00
aifirf01 0.9911764706 0.9911764706 0.9911764706 0.9911764706 1.0059701493 0.9911764706 0.9911764706 1.0059701493 0.9911764706 0.9911764706 0.0076616881 0.00623756260741 0.85 1 0.99 0.79 19488282 29.53 28.91 28.74 0.99 -0.59% 1.0059701493 1.0212121212 1.0369230769 1.02 0.02
aiifft01 1.781884058 1.536875 1.7564285714 1.7439716312 1.7316901408 1.5465408805 1.7564285714 1.695862069 1.695862069 1.7564285714 0.0132054536 0.08780574681911 0.49 1 1.70 4.97 122143760 29.10 49.67 84.24 1.70 41.18% 0.5827014218 0.5896882494 0.5854761905 0.59 0.00
autcor00 1.0008849558 1.0008849558 1.0008849558 1.0053333333 1.0008849558 1.0008849558 1.0053333333 1.0008849558 0.9964757709 1.0053333333 0.0139489061 0.00280515366258 0.16 1 1.00 14.17 389802673 32.94 172.33 172.63 1.00 0.18% 0.1918575064 0.1923469388 0.1892887029 0.19 0.00
basefp01 1.31352657 1.31352657 1.3199029126 1.31352657 1.31352657 1.31352657 1.3072115385 1.31352657 1.3199029126 1.31352657 0.0027137359 0.0036063335463 0.17 1 1.31 16.12 389397481 25.64 143.21 188.21 1.31 23.91% 0.1730744749 0.1821165439 0.1822386059 0.18 0.01
bezier01 0.9857142857 0.9940677966 0.9857142857 0.9940677966 1.0025641026 0.9940677966 1.0025641026 0.9857142857 1.0025641026 1.0025641026 0.0057540372 0.00737960614081 0.05 1 0.99 24.39 574815994 28.13 490.04 487.55 0.99 -0.51% 0.0584163347 0.0584163347 0.0554872280 0.06 0.00
bitmnp01 1.5680232558 1.5680232558 1.5680232558 1.5680232558 1.5771929825 1.5771929825 1.5680232558 1.5864705882 1.5958579882 1.5680232558 0.0135446973 0.00980731083504 0.75 1 1.57 3.58 86004464 28.23 31.89 50.21 1.57 36.49% 0.8813725490 0.8871710526 0.8871710526 0.89 0.00
cacheb01 1 1 1 1.0166666667 1 0.9242424242 0.9838709677 1 1 0.9838709677 0.007727943 0.02517233032893 1.05 1 0.99 0.58 13458448 27.47 22.06 21.85 0.99 -0.92% 1.2200000000 1.2708333333 1.2448979592 1.25 0.03
canrdr01 0.9989247312 0.9989247312 1.0208791209 1.0208791209 0.9989247312 1.0208791209 1.0097826087 1.0208791209 1.0097826087 1.0097826087 0.0079425704 0.00961629129924 0.85 1 1.01 1.09 26309364 27.41 28.32 28.63 1.01 1.08% 0.9778947368 0.9479591837 0.9778947368 0.97 0.02
coremark 1.3453125 1.3505882353 1.3505882353 1.340077821 1.3453125 1.3505882353 1.340077821 1.3559055118 1.3505882353 1.3453125 0.0024485309 0.00509130331981 0.26 1 1.35 13.39 349006189 29.02 101.34 136.54 1.35 25.78% 0.2872393661 0.2850993377 0.2867610325 0.29 0.00
cjpeg 1.057097681 1.0640141468 1.0677905945 1.0623234463 1.0670331619 1.0645789101 1.0657102373 1.0533963585 1.0595175207 1.0658990257 0.0078509794 0.00468382175134 0.10 1 1.06 590.32 15379979678 28.62 255.61 271.64 1.06 5.90% 0.1117882025 0.1122281494 0.1118921432 0.11 0.00
conven00 1.0414141414 1.031 1.0207920792 1.031 1.031 1.031 1.0107843137 1.0414141414 1.031 1.031 0.0055057829 0.00894785682912 0.08 1 1.03 12.81 289588760 28.46 280.88 289.30 1.03 2.92% 0.1020792079 0.1011776251 0.1006835938 0.10 0.00
dither01 0.8998563218 1.0004792332 0.9988835726 1.0004792332 0.9988835726 0.9988835726 0.9988835726 0.9972929936 0.9988835726 1.0036858974 0.0027190462 0.03158613792601 0.09 1 0.99 72.89 1737243150 30.08 277.38 274.23 0.99 -1.05% 0.1117395183 0.1116996611 0.1024202780 0.11 0.01
djpeg 1.047462885 1.0540022297 1.0549430931 1.0547077198 1.053063043 1.047462885 1.0573026169 1.0540022297 1.0549430931 1.0532976827 0.0009237052 0.00320173273687 0.09 1 1.05 503.90 13340652937 27.58 282.21 297.20 1.05 5.04% 0.0983317386 0.0968887067 0.0979466672 0.10 0.00
fbital00 0.975432526 1.003202847 1.003202847 1.014028777 0.9996453901 0.9856643357 0.9996453901 0.989122807 0.975432526 0.989122807 0.0095259 0.01263949865372 0.08 1 0.99 34.72 929808652 28.73 329.84 327.63 0.99 -0.66% 0.0870061728 0.0867651585 0.0875737807 0.09 0.00
fft00 1.2695652174 1.2882352941 1.2882352941 1.2882352941 1.2882352941 1.2695652174 1.2882352941 1.2882352941 1.2695652174 1.2695652174 0.011028445 0.00964118616447 0.38 1 1.28 2.33 54650671 29.33 62.39 79.90 1.28 21.92% 0.4634920635 0.4735135135 0.4735135135 0.47 0.01
idctrn01 1.0185840708 0.9922413793 1.0096491228 1.0096491228 1.0185840708 1.0185840708 1.0096491228 1.0185840708 1.0096491228 1.0096491228 0.048537711 0.00808810042157 0.90 1 1.01 1.28 29951770 29.66 26.02 26.32 1.01 1.14% 1.1284313725 1.1510000000 1.1396039604 1.14 0.01
iirflt01 1.475 1.475 1.4882882883 1.449122807 1.475 1.4619469027 1.3111111111 1.4882882883 1.4619469027 1.475 0.0055625701 0.05232360283899 0.84 1 1.46 1.97 41887404 24.12 25.36 36.87 1.45 31.32% 0.9440000000 0.9549132948 0.9549132948 0.95 0.01
matrix01 1.1758212878 1.1742782152 1.1727391874 1.1635890767 1.1789196311 1.1773684211 1.1773684211 1.1773684211 1.1696732026 1.1742782152 0.0044950389 0.00459727517689 0.12 1 1.17 75.23 1861408323 28.37 208.03 244.25 1.17 14.83% 0.1360705596 0.1364232352 0.1366106870 0.14 0.00
ospf 0.9724137931 0.9724137931 0.9724137931 0.9724137931 0.9724137931 0.9724137931 0.9724137931 0.9724137931 1.0071428571 0.9724137931 0.0149516674 0.01098229433704 1.04 1 0.98 0.27 4937091 25.54 17.51 17.08 0.98 -2.47% 1.4100000000 1.4842105263 1.4842105263 1.46 0.04
pktflow 0.976 1.0166666667 1.0166666667 0.8714285714 1.0166666667 0.976 0.976 0.976 0.976 0.8714285714 0.0395939255 0.0538230773772 0.94 1 0.97 0.26 4395822 23.98 18.02 17.37 0.96 -3.38% 1.2842105263 1.3555555556 1.3555555556 1.33 0.04
pntrch01 1.0307692308 1.0396551724 1.0486956522 1.0486956522 1.0396551724 1.0486956522 1.0486956522 1.0396551724 1.0486956522 1.0486956522 0.0042819053 0.00635624305552 0.57 1 1.04 2.12 52958916 28.73 43.91 45.85 1.04 4.23% 0.6590163934 0.6483870968 0.6554347826 0.65 0.01
puwmod01 1 1 1 1 1 1 1 0.9880952381 1.012195122 1 0.0150267365 0.00568072691474 1.06 1 1.00 0.78 17108240 27.45 20.61 20.61 1.00 0.00% 1.3174603175 1.3387096774 1.3387096774 1.33 0.01
rgbcmy01 1.0002197802 1.0002197802 1.0002197802 1.0002197802 1.0002197802 1.0002197802 1.0024229075 0.9936681223 0.9980263158 1.0002197802 0.0006948534 0.00231683471454 0.06 1 1.00 73.63 2073605735 31.90 455.64 455.44 1.00 -0.04% 0.0693538555 0.0720436916 0.0686943396 0.07 0.00
rgbhpg01 0.9947916667 0.9947916667 1.0052631579 0.9947916667 0.9947916667 0.9947916667 0.9947916667 0.9947916667 0.9947916667 0.9845360825 0.0074042595 0.00488563056414 0.08 1 0.99 12.14 318655386 29.02 333.67 331.93 0.99 -0.52% 0.0964646465 0.0720754717 0.0975485189 0.09 0.01
rgbyiq01 1.0116615854 1.0178680982 1.0155317521 1.0047691143 0.9730938416 1.0313131313 1.0155317521 1.0108910891 1.0093536122 1.0101217656 0.0056049007 0.01479778322284 0.82 1 1.01 16.16 399361740 28.42 30.09 30.38 1.01 0.99% 0.8790066225 0.9810051737 0.9810051737 0.95 0.06
rotate01 1.0006153846 0.9944954128 0.9854545455 0.9944954128 0.9914634146 0.9914634146 1.0006153846 0.988449848 1.0006153846 0.9914634146 0.0040484661 0.0053212067969 0.17 1 0.99 19.41 453987119 26.03 139.60 138.75 0.99 -0.61% 0.1863610315 0.1861476817 0.1868965517 0.19 0.00
routelookup 1.0029411765 0.9884057971 0.9884057971 1.0029411765 0.9884057971 0.9884057971 1.0029411765 0.9884057971 0.9884057971 1.0029411765 0.0092735415 0.00750603763033 0.84 1 0.99 0.81 20005912 28.85 29.33 29.16 0.99 -0.58% 0.9742857143 0.9884057971 0.9884057971 0.98 0.01
rspeed01 1.0094117647 0.9976744186 0.9976744186 1.0094117647 0.9976744186 0.9976744186 1.0094117647 0.9976744186 0.9976744186 0.9976744186 0.0188732833 0.00566967681178 0.95 1 1.00 0.90 20171779 24.50 23.51 23.54 1.00 0.12% 1.0337349398 1.0337349398 1.0592592593 1.04 0.01
tblook01 1.3147058824 1.3277227723 1.3019417476 1.3147058824 1.2956521739 1.2956521739 1.3019417476 1.3019417476 1.3082926829 1.3147058824 0.0034263109 0.01021042813601 0.24 1 1.31 11.18 261754809 26.98 97.60 127.62 1.31 23.53% 0.2764948454 0.2773526370 0.2753593429 0.28 0.00
text01 1.0536796537 1.0605664488 1.0605664488 1.0605664488 1.0582608696 1.0605664488 1.0582608696 1.0605664488 1.0559652928 1.0605664488 0.0102848443 0.00243383194908 0.15 1 1.06 33.16 811209623 27.27 166.64 176.47 1.06 5.57% 0.1624290958 0.1642929463 0.1642375169 0.16 0.00
ttsprk01 1.1505319149 1.1505319149 1.156684492 1.1505319149 1.156684492 1.1505319149 1.156684492 1.156684492 1.156684492 1.1629032258 0.0104633966 0.0041668595724 1.16 1 1.15 1.87 45070732 26.00 20.84 24.06 1.15 13.41% 1.1819672131 1.2875000000 1.2798816568 1.25 0.06
viterb00 1.0141176471 1.0201183432 1.0201183432 1.0141176471 1.0201183432 1.0141176471 1.0141176471 1.0141176471 1.0201183432 1.0201183432 0.0029953467 0.00316264455629 0.08 1 1.02 20.72 524503493 28.94 304.24 309.44 1.02 1.68% 0.0954067515 0.0944657534 0.0955124654 0.10 0.00
average 0.009588738 0.01484316850676 0.47 1 1.12 28.01 139.29 149.02 1.12 8.79% 0.57 0.01
perlbench 1.1794322709 1.1171226415 1.1961111111 1.1794322709 1.1985323887 1.1847423712 1.1753349876 1.1912977867 1.1823764353 1.2058553971 0.0219855753 0.02447852714426 0.88 1 1.18 26.90 542360736 21.88 22.90 27.04 1.18 15.33% 0.9465627498 0.9596029173 0.9603811841 0.96 0.01
bzip2 1.0718230563 1.074559871 1.0810978908 1.0738383024 1.0824150535 1.0808056231 1.06952916 1.06952916 1.0783277141 1.0661066667 0.0027576277 0.00564846989277 0.10 1 1.07 805.39 20161793814 27.34 252.15 271.01 1.07 6.96% 0.1087464469 0.1084558624 0.1081244084 0.11 0.00
gcc 2.0410185362 2.0326672376 2.0666892415 2.0531814687 2.0178821084 2.0205542944 2.0016210645 2.0259199545 2.0541686701 2.0455137413 0.0018455696 0.01984445680043 0.85 1 2.04 251.01 5320894430 21.92 24.91 50.71 2.04 50.88% 0.8769726579 0.8827713034 0.8798624269 0.88 0.00
mcf 1.0654789995 1.0454966427 1.0569990637 1.074096099 1.065227648 1.0662337662 1.0654789995 1.0609727444 1.0637220259 1.051338766 0.006455963 0.0082425874507 0.21 1 1.06 210.91 4771964279 23.53 105.68 112.17 1.06 5.79% 0.2300774483 0.2085392324 0.2307240305 0.22 0.01
milc 0.9956216791 1.001338917 0.999978653 1.0021081291 1.0078411814 1.0038554076 0.9960835862 0.994497573 1.0025175587 0.9972498815 0.0041078277 0.00423152498096 0.08 1 1.00 13337.82 303526077274 23.21 294.52 294.55 1.00 0.01% 0.0795018368 0.0772619656 0.0796557676 0.08 0.00
gobmk 1.0741972965 1.0783533897 1.0754163475 1.0739538178 1.0776176262 1.0683238917 1.068625074 1.0755994438 1.0803819296 1.0786602544 0.0039484527 0.00405262534333 0.17 1 1.08 2218.72 45647616202 21.22 120.43 129.47 1.08 6.99% 0.1755715715 0.1761549579 0.1769856797 0.18 0.00
soplex 1.0202311297 1.015644713 1.0168981706 1.0158902454 1.0078982083 1.0189447395 1.0131226192 1.0152275802 1.0195380547 0.965075902 0.0067182574 0.01647319525171 0.11 1 1.01 3988.16 93308474696 25.21 222.05 224.40 1.01 1.07% 0.1127582672 0.1140138155 0.1138174146 0.11 0.00
povray 1.1880170508 1.2008138514 1.2034063649 1.1976603533 1.2012931034 1.1849303204 1.2071709313 1.1998564937 1.2092077776 1.1914971103 0.0037159401 0.00797601819075 0.15 1 1.20 995.95 20797215668 21.37 138.19 165.60 1.20 16.55% 0.1547648674 0.1544503854 0.1547998889 0.15 0.00
hmmer 1.0191036166 1.0172415702 1.0163412071 1.0284594716 1.0290355102 1.0250739274 1.0217105995 0.9831121575 1.0119746626 1.0134819064 0.0121849149 0.01313388968513 0.08 1 1.02 2226.98 51953814038 24.35 282.78 287.42 1.02 1.63% 0.0888512746 0.0891292958 0.0808324167 0.09 0.00
sjeng 1.0265694551 1.0228798654 1.0262544115 1.0378801986 1.0240545093 1.0318753375 1.0009878021 1.034508894 1.0290967841 1.0243682034 0.0055421729 0.00999777541102 0.18 1 1.03 738.67 15901509810 22.30 118.88 121.94 1.03 2.52% 0.1858037810 0.1887614129 0.1882248646 0.19 0.00
libquantum 1.0417389628 1.0383358955 1.037438802 1.0323844096 1.041036509 1.0417389628 1.0329764863 1.0357485145 1.0376380221 1.0425429288 0.0077381468 0.00365098652674 0.07 1 1.04 1499.71 38187323203 29.90 353.36 366.84 1.04 3.68% 0.0846591933 0.0846320109 0.0845770366 0.08 0.00
h264ref 1.0594554996 1.0679905475 1.0459970543 1.0644461098 1.063165633 1.0745406895 1.0679331919 1.0681913408 1.0507780919 1.0636205605 0.0075174705 0.00857266645664 0.09 1 1.06 4246.13 101327503194 25.62 254.78 270.71 1.06 5.89% 0.1006022847 0.1007138697 0.1003142790 0.10 0.00
lbm 1.0143806051 1.0199795864 1.0095254909 1.0121362899 1.0158021475 1.0207179691 1.0123552959 1.0130029132 1.0121661488 1.0134717067 0.0071547072 0.00355689142675 0.15 1 1.01 7077.16 153348932962 23.13 148.98 151.12 1.01 1.42% 0.1596152952 0.1474188961 0.1592547322 0.16 0.01
omnetpp 1.1694625762 1.1562547058 1.1561303506 1.1584976829 1.1594973574 1.1632615518 1.1623810554 1.1621297297 1.1532775453 1.1581232493 0.003036328 0.00460085726075 0.26 1 1.16 412.25 7532317390 18.22 70.07 81.27 1.16 13.79% 0.2598742899 0.2604220166 0.2598868554 0.26 0.00
astar 1.0756551141 1.0677574995 1.0669741117 1.0725950901 1.0669741117 1.0629633497 1.0720303286 1.0755414686 1.0657453936 1.0680935893 0.0107788761 0.00428072454259 0.09 1 1.07 1113.25 25581176691 25.30 251.29 268.73 1.07 6.49% 0.1008669804 0.1007900834 0.1004222073 0.10 0.00
sphinx3 1.0392726523 1.0389515423 1.0363897878 1.0511305616 1.051075801 1.0405054152 1.0392191202 1.0442753623 1.0498178791 1.0482360887 0.0031891897 0.00571034268697 0.09 1 1.04 2165.71 47902613777 22.46 237.43 247.84 1.04 4.20% 0.0944337830 0.0945386558 0.0948707338 0.09 0.00
xalancbmk 1.4619415808 1.4619415808 1.4803827751 1.4881504154 1.4907577749 1.4823170732 1.4797391304 1.4739714162 1.4714223952 1.4525821596 0.0016341818 0.01237856605839 1.22 1 1.47 27.96 541816954 20.00 15.92 23.47 1.47 32.17% 1.2554039100 1.2563307494 1.2567946824 1.26 0.00
average 0.0064888942 0.00922530030058 0.28 1 1.15 23.35 171.43 182.02 1.15 10.32% 0.30 0.00
1.17 1.17 11.51%
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Figure 7. Speedups using the BIOPERF benchmark suite comparing (a) interpreted-only simulation, (b) simulation using a decoupled JIT
compiler, and (c) simulation using our novel, parallel JIT compiler with three JIT compilation worker threads including dynamic work
scheduling.
This particular use of a state variable indicating the translation
state of a trace allows for lock-free synchronization between JIT
compilation threads and the simulation loop (see Figure 6). This
approach is somewhat similar to the compiled state variable con-
cept implemented in [16].
3.3 Dynamic Work Scheduling
In any kind of JIT compilation environment it is paramount to
translate hot code regions as fast as possible into highly efficient
native code. Thus having discovered multiple traces across several
trace intervals we would like to JIT compile the most recently and
frequently executed traces first.
To efficiently implement a dynamic work scheduling scheme
based on both recency and frequency of interpreted traces, we have
chosen a priority queue as an abstract data type using a binary heap
as the backbone data-structure. We chose a binary heap because of
its worst case complexity of O(log(n)) for inserts and removals.
Our sorting criteria insert the most frequently executed trace from
the most recent trace interval at the front of the priority queue.
3.4 Adaptive Hotspot Threshold Selection
It is possible that our trace-selection and dispatch system can pro-
duce more tasks than the JIT workers can reasonably handle. The
aforementioned dynamic work scheduling mitigates this problem
by ensuring that the hottest and most recent traces are serviced first,
leaving relatively colder and older tasks waiting until the important
work has been completed. However, it would also be beneficial to
reduce the number of tasks actually being dispatched to the trace
translation queue in the event of an overloaded JIT compilation task
farm.
In order to avoid large amounts of waiting trace translation
tasks, we implemented an adaptive hotspot threshold scheme. Ini-
tially, the hotspot threshold is set to a constant value based on the
number of JIT workers available – as the number of workers in-
creases, the threshold can be set more aggressively. This threshold
is then adjusted based on the priority queue’s current length, where
a longer queue raises the threshold at which new potential traces
are considered to be hot enough. The threshold can either be tied
directly to the length of the queue, or a certain queue length can
trigger an increase in the hotspot threshold.
4. Empirical Evaluation
We have evaluated our parallel trace-based just-in-time compilation
and dynamic work scheduling approach across more than 60 indus-
try standard benchmarks, including BIOPERF, SPEC, EEMBC, and
COREMARK, from various domains. In this section we describe our
experimental setup and methodology before we present and discuss
our results.
4.1 Evaluation Methodology
We have evaluated our parallel trace-based JIT compilation ap-
proach using the BIOPERF benchmark suite that comprises a com-
prehensive set of computationally-intensive life science applica-
tions [2]. It is well suited for evaluating our parallel trace-based
JIT compiler as it exhibits many different potential hotspots per
application for most of its benchmarks. We also used the indus-
try standard EEMBC 1.1, and COREMARK [35] embedded bench-
mark suites. These benchmarks represent small and relatively short
running applications with complex algorithmic kernels. An evalua-
tion using SPEC CPU 2006 benchmarks [18] is included as they are
widely used and considered to be representative of a broad spec-
trum of application domains.
The BIOPERF benchmarks were run with “class-A” input data-
sets available from the BIOPERF web site. The EEMBC 1.1 bench-
marks were run for the default number of iterations and CORE-
MARK was run for 1000 iterations. For practical reasons we used
the largest possible data set for each of the SPEC CPU 2006 bench-
marks such that simulation time does not become excessive.
Our main focus has been on simulation speedup by reducing the
overall simulation time. Therefore we have measured the elapsed
real time between invocation and termination of our simulator using
the UNIX time command. We used the average elapsed wall
clock time across 10 runs for each benchmark and configuration
(i.e. interpreted-only, decoupled, decoupled parallel) in order to
calculate speedups. Additionally, we provide error bars for each
benchmark result denoting the standard deviation to show how
much variation there is between different program runs.
We use a strong and competitive baseline for our comparisons,
namely a decoupled trace-based JIT compiler using one asyn-
chronous thread for JIT compilation [16]. Relative to that base-
line we plot the speedups achieved by our parallel trace-based JIT
compiler using three asynchronous JIT compilation threads. Fur-
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Benchmark R0-T1 R1-T1 R2-T1 R3-T1 R4-T1 R5-T1 R6-T1 R7-T1 R8-T1 R9-T1 R0-T3 R1-T3 R2-T3 R3-T3 R4-T3 R5-T3 R6-T3 R7-T3 R8-T3 R9-T3 R-MIN-T1 R-MIN-T3 R-MAX-T1 R-MAX-T3 R-AVG-T1 R-AVG-T3 STDEV-T1[s] STDEV-T3[s] STDEV-T1[%] STDEV-T1[%]
Negative
STDEV-T1[%]
Positive
STDEV-T3[%] STDEV-T3[%]
Negative
STDEV-T3[%]
Positive
R-T1 R-T3 Speedup-T1 Speedup-T3 INT-R1 INT-R2 INT-R3 INT-AVG
blast-blastn TOO SHORT 3.18 3.17 3.16 3.17 3.15 3.16 3.16 3.16 3.15 3.15 3.26 3.26 3.28 3.39 3.31 3.28 3.26 3.30 3.49 3.27 3.15 3.26 3.18 3.49 3.16 3.31 0.01 0.07 0.30% 0.15% 0.15% 2.25% 1.12% 1.12% 100.00% -4.71% 1.00 0.95 2.88 2.66 2.70 2.75
clustalw 11.14 11.11 11.08 11.15 11.07 11.21 11.05 11.12 11.16 11.19 5.32 5.32 5.31 5.77 5.29 5.30 5.30 7.31 5.30 5.75 11.05 5.29 11.21 7.31 11.13 5.60 0.05 0.63 0.93% 0.46% 0.46% 11.27% 5.64% 5.64% 100.00% 49.70% 1.00 1.99 29.80 29.81 29.77 29.79
fasta-ssearch 84.28 84.46 84.33 85.14 84.47 85.07 84.33 84.42 84.47 85.28 78.52 78.70 78.54 78.47 79.25 79.45 79.49 79.18 78.64 78.47 84.28 78.47 85.28 79.49 84.63 78.87 0.38 0.42 0.48% 0.24% 0.24% 0.53% 0.27% 0.27% 100.00% 6.80% 1.00 1.07 664.43 668.43 665.86 666.24
promlk 127.09 130.88 128.76 126.97 127.14 127.46 126.72 128.28 127.36 135.46 123.75 124.64 127.69 129.83 123.54 125.57 127.34 125.95 127.04 123.65 126.72 123.54 135.46 129.83 128.61 125.90 2.70 2.08 2.15% 1.07% 1.07% 1.65% 0.83% 0.83% 100.00% 2.11% 1.00 1.02 1900.98 1925.88 1899.03 1908.63
grappa 9.76 9.78 9.72 9.75 9.72 9.72 9.73 9.76 9.72 9.72 7.20 7.21 7.20 7.20 7.22 7.22 7.19 7.24 7.21 7.20 9.72 7.19 9.78 7.24 9.74 7.21 0.02 0.01 0.31% 0.16% 0.16% 0.20% 0.10% 0.10% 100.00% 25.97% 1.00 1.35 19.12 19.31 19.52 19.32
hmmer-hmmsearch CFG 5.13 5.13 5.17 5.12 5.14 5.15 5.12 5.15 5.11 5.11 3.34 3.36 3.36 3.37 3.38 3.37 3.39 3.37 3.36 3.36 5.11 3.34 5.17 3.39 5.13 3.37 0.02 0.01 0.58% 0.29% 0.29% 0.40% 0.20% 0.20% 100.00% 34.42% 1.00 1.52 5.08 5.10 5.11 5.10
hmmer-hmmpfam 213.35 213.13 212.45 213.76 213.34 213.06 212.21 213.70 211.86 214.40 207.54 207.90 207.53 207.82 207.36 206.38 208.38 207.17 208.89 208.99 211.86 206.38 214.40 208.99 213.13 207.80 0.77 0.80 0.37% 0.19% 0.19% 0.38% 0.19% 100.00% 2.50% 1.00 1.03 1752.48 1746.59 1751.64 1750.24
tcoffee 11.53 11.56 11.51 12.58 11.55 11.53 11.53 13.19 11.50 11.54 9.13 9.21 9.12 9.23 8.87 9.23 9.22 9.02 9.15 9.16 11.50 8.87 13.19 9.23 11.80 9.13 0.59 0.11 6.45% 3.22% 3.22% 1.24% 0.62% 0.62% 100.00% 22.61% 1.00 1.29 13.19 13.17 13.25 13.20
blast-blastp 40.18 40.28 40.30 40.32 40.20 40.28 40.40 40.75 40.15 40.15 19.33 19.72 19.17 19.11 19.77 18.78 19.06 19.66 19.72 19.43 40.15 18.78 40.75 19.77 40.30 19.38 0.18 0.34 0.92% 0.46% 0.46% 1.76% 0.88% 0.88% 100.00% 51.92% 1.00 2.08 53.17 52.97 53.41 53.18
glimmer 21.74 21.70 21.61 21.43 21.68 21.65 21.70 21.67 21.65 21.68 14.96 15.15 15.52 15.05 14.93 15.12 15.07 15.14 15.03 15.02 21.43 14.93 21.74 15.52 21.65 15.10 0.09 0.16 0.56% 0.28% 0.28% 1.09% 0.55% 0.55% 100.00% 30.26% 1.00 1.43 105.09 105.37 105.25 105.24
ce 125.24 125.56 127.86 125.50 126.89 128.04 125.21 124.91 128.93 125.50 124.93 125.10 125.12 125.58 125.06 124.76 125.20 124.95 124.89 124.65 124.91 124.65 128.93 125.58 126.36 125.02 1.44 0.26 1.15% 0.58% 0.58% 0.21% 0.10% 0.10% 100.00% 1.06% 1.00 1.01 1421.09 1424.69 1422.43 1422.74
average 1.29% 0.65% 0.65% 1.91% 0.95% 0.95% 100.00% 22.74% 1.00 1.34
a2time01 2.90 2.89 2.89 2.88 2.88 2.88 2.88 2.88 2.88 2.89 2.49 2.51 2.49 2.49 2.48 2.49 2.49 2.48 2.47 2.47 2.88 2.47 2.90 2.51 2.89 2.49 0.01 0.12 0.28% 0.14% 0.14% 5.01% 2.50% 2.50% 100.00% 13.83% 1.00 1.16 18.95 17.31 17.30 17.85
aifftr01 2.56 2.54 2.56 2.56 2.54 2.52 2.55 2.55 2.55 2.57 1.70 1.73 1.57 1.71 1.54 1.71 1.71 1.67 1.70 1.57 2.52 1.54 2.57 1.73 2.55 1.66 0.01 0.27 0.85% 0.43% 0.43% 16.18% 8.09% 8.09% 100.00% 34.86% 1.00 1.54 4.34 4.33 4.39 4.35
aifirf01 0.68 0.67 0.67 0.68 0.67 0.68 0.67 0.68 0.67 0.67 0.68 0.68 0.68 0.68 0.67 0.68 0.68 0.67 0.68 0.68 0.67 0.67 0.68 0.68 0.67 0.68 0.01 0.01 0.76% 0.38% 0.38% 0.76% 0.38% 0.38% 100.00% -0.59% 1.00 0.99 0.67 0.66 0.65 0.66
aiifft01 2.48 2.43 2.50 2.42 2.42 2.49 2.48 2.42 2.47 2.48 1.38 1.60 1.40 1.41 1.42 1.59 1.40 1.45 1.45 1.40 2.42 1.38 2.50 1.60 2.46 1.45 0.03 0.34 2.24% 1.12% 1.12% 23.58% 11.79% 11.79% 100.00% 41.03% 1.00 1.70 4.22 4.17 4.20 4.20
autcor00 2.35 2.25 2.25 2.25 2.27 2.25 2.25 2.25 2.25 2.25 2.26 2.26 2.26 2.25 2.26 2.26 2.25 2.26 2.27 2.25 2.25 2.25 2.35 2.27 2.26 2.26 0.03 0.01 1.40% 0.70% 0.70% 0.30% 0.15% 0.15% 100.00% 0.18% 1.00 1.00 11.79 11.76 11.95 11.83
basefp01 2.73 2.72 2.72 2.71 2.73 2.72 2.72 2.72 2.71 2.71 2.07 2.07 2.06 2.07 2.07 2.07 2.08 2.07 2.06 2.07 2.71 2.06 2.73 2.08 2.72 2.07 0.01 0.20 0.36% 0.18% 0.18% 9.91% 4.95% 4.95% 100.00% 23.91% 1.00 1.31 15.71 14.93 14.92 15.19
bezier01 1.19 1.17 1.17 1.17 1.17 1.17 1.17 1.18 1.17 1.17 1.19 1.18 1.19 1.18 1.17 1.18 1.17 1.19 1.17 1.17 1.17 1.17 1.19 1.19 1.17 1.18 0.01 0.01 0.57% 0.29% 0.29% 0.57% 0.29% 0.29% 100.00% -0.51% 1.00 0.99 20.08 20.08 21.14 20.43
bitmnp01 2.69 2.68 2.68 2.69 2.76 2.77 2.68 2.67 2.67 2.68 1.72 1.72 1.72 1.72 1.71 1.71 1.72 1.70 1.69 1.72 2.67 1.69 2.77 1.72 2.70 1.71 0.04 0.31 2.13% 1.07% 1.07% 18.18% 9.09% 9.09% 100.00% 36.48% 1.00 1.57 3.06 3.04 3.04 3.05
cacheb01 0.61 0.61 0.60 0.61 0.61 0.61 0.61 0.61 0.62 0.61 0.61 0.61 0.61 0.60 0.61 0.66 0.62 0.61 0.61 0.62 0.60 0.60 0.62 0.66 0.61 0.62 0.00 0.00 0.77% 0.38% 0.38% 0.77% 0.38% 0.38% 100.00% -0.98% 1.00 0.99 0.50 0.48 0.49 0.49
canrdr01 0.93 0.94 0.93 0.92 0.93 0.92 0.94 0.92 0.93 0.93 0.93 0.93 0.91 0.91 0.93 0.91 0.92 0.91 0.92 0.92 0.92 0.91 0.94 0.93 0.93 0.92 0.01 0.01 0.80% 0.40% 0.40% 0.80% 0.40% 0.40% 100.00% 1.08% 1.00 1.01 0.95 0.98 0.95 0.96
coremark 3.45 3.44 3.43 3.45 3.45 3.44 3.46 3.44 3.44 3.44 2.56 2.55 2.55 2.57 2.56 2.55 2.57 2.54 2.55 2.56 3.43 2.54 3.46 2.57 3.44 2.56 0.01 0.28 0.33% 0.16% 0.16% 10.93% 5.47% 5.47% 100.00% 25.78% 1.00 1.35 11.99 12.08 12.01 12.03
cjpeg 60.07 61.47 60.14 59.97 60.06 59.95 59.92 59.84 60.01 60.27 56.92 56.55 56.35 56.64 56.39 56.52 56.46 57.12 56.79 56.45 59.84 56.35 61.47 57.12 60.17 56.62 0.47 1.13 0.83% 0.42% 0.42% 2.00% 1.00% 1.00% 100.00% 5.90% 1.00 1.06 538.25 536.14 537.75 537.38
conven00 1.04 1.03 1.03 1.02 1.04 1.03 1.03 1.03 1.03 1.03 0.99 1.00 1.01 1.00 1.00 1.00 1.02 0.99 1.00 1.00 1.02 0.99 1.04 1.02 1.03 1.00 0.01 0.01 0.57% 0.28% 0.28% 1.35% 0.67% 0.67% 100.00% 2.91% 1.00 1.03 10.10 10.19 10.24 10.18
dither01 6.27 6.27 6.27 6.24 6.28 6.25 6.24 6.27 6.29 6.25 6.96 6.26 6.27 6.26 6.27 6.27 6.27 6.28 6.27 6.24 6.24 6.24 6.29 6.96 6.26 6.34 0.02 0.22 0.27% 0.13% 0.13% 3.49% 1.75% 1.75% 100.00% -1.15% 1.00 0.99 56.05 56.07 61.15 57.76
djpeg 47.29 47.24 47.22 47.26 47.25 47.30 47.37 47.29 47.27 47.23 45.13 44.85 44.81 44.82 44.89 45.13 44.71 44.85 44.81 44.88 47.22 44.71 47.37 45.13 47.27 44.89 0.04 0.68 0.10% 0.05% 0.05% 1.51% 0.76% 0.76% 100.00% 5.04% 1.00 1.05 480.74 487.90 482.63 483.76
fbital00 2.81 2.83 2.82 2.89 2.81 2.80 2.80 2.82 2.80 2.81 2.89 2.81 2.81 2.78 2.82 2.86 2.82 2.85 2.89 2.85 2.80 2.78 2.89 2.89 2.82 2.84 0.03 0.03 0.95% 0.47% 0.47% 1.22% 0.61% 0.61% 100.00% -0.67% 1.00 0.99 32.40 32.49 32.19 32.36
fft00 0.88 0.87 0.87 0.90 0.87 0.87 0.87 0.87 0.88 0.88 0.69 0.68 0.68 0.68 0.68 0.69 0.68 0.68 0.69 0.69 0.87 0.68 0.90 0.69 0.88 0.68 0.01 0.06 1.41% 0.71% 0.71% 8.69% 4.35% 4.35% 100.00% 21.92% 1.00 1.28 1.89 1.85 1.85 1.86
idctrn01 1.26 1.11 1.25 1.12 1.11 1.13 1.14 1.14 1.12 1.13 1.13 1.16 1.14 1.14 1.13 1.13 1.14 1.13 1.14 1.14 1.11 1.13 1.26 1.16 1.15 1.14 0.06 0.04 4.91% 2.45% 2.45% 3.58% 1.79% 1.79% 100.00% 1.13% 1.00 1.01 1.02 1.00 1.01 1.01
iirflt01 1.65 1.64 1.66 1.65 1.65 1.66 1.64 1.65 1.65 1.67 1.12 1.12 1.11 1.14 1.12 1.13 1.26 1.11 1.13 1.12 1.64 1.11 1.67 1.26 1.65 1.14 0.01 0.17 0.81% 0.40% 0.40% 14.84% 7.42% 7.42% 100.00% 31.23% 1.00 1.45 1.75 1.73 1.73 1.74
matrix01 8.99 8.91 8.92 8.93 8.94 8.91 8.94 8.96 9.04 8.94 7.61 7.62 7.63 7.69 7.59 7.60 7.60 7.60 7.65 7.62 8.91 7.59 9.04 7.69 8.95 7.62 0.04 0.42 0.53% 0.26% 0.26% 5.55% 2.78% 2.78% 100.00% 14.83% 1.00 1.17 65.76 65.59 65.50 65.62
ospf 0.29 0.28 0.29 0.28 0.28 0.28 0.28 0.28 0.28 0.28 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.29 0.28 0.29 0.28 0.28 0.29 0.29 0.28 0.29 0.00 0.00 1.46% 0.73% 0.73% 1.46% 0.73% 0.73% 100.00% -2.48% 1.00 0.98 0.20 0.19 0.19 0.19
pktflow 0.25 0.24 0.24 0.24 0.24 0.24 0.24 0.27 0.24 0.24 0.25 0.24 0.24 0.28 0.24 0.25 0.25 0.25 0.25 0.28 0.24 0.24 0.27 0.28 0.24 0.25 0.01 0.01 3.82% 1.91% 1.91% 3.82% 1.91% 1.91% 100.00% -3.69% 1.00 0.96 0.19 0.18 0.18 0.18
pntrch01 1.21 1.21 1.20 1.20 1.21 1.21 1.21 1.20 1.20 1.21 1.17 1.16 1.15 1.15 1.16 1.15 1.15 1.16 1.15 1.15 1.20 1.15 1.21 1.17 1.21 1.16 0.01 0.01 0.45% 0.22% 0.22% 1.06% 0.53% 0.53% 100.00% 4.23% 1.00 1.04 1.83 1.86 1.84 1.84
puwmod01 0.83 0.83 0.82 0.82 0.85 0.82 0.82 0.82 0.85 0.84 0.83 0.83 0.83 0.83 0.83 0.83 0.83 0.84 0.82 0.83 0.82 0.82 0.85 0.84 0.83 0.83 0.01 0.01 1.50% 0.75% 0.75% 1.50% 0.75% 0.75% 100.00% 0.00% 1.00 1.00 0.63 0.62 0.62 0.62
rgbcmy01 4.56 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.55 4.54 4.58 4.56 4.55 4.55 4.54 4.56 4.58 4.55 4.55 0.00 0.00 0.07% 0.03% 0.03% 0.00% 0.00% 0.00% 100.00% -0.04% 1.00 1.00 65.62 63.17 66.25 65.01
rgbhpg01 0.97 0.96 0.95 0.95 0.95 0.96 0.95 0.96 0.95 0.95 0.96 0.96 0.95 0.96 0.96 0.96 0.96 0.96 0.96 0.97 0.95 0.95 0.97 0.97 0.96 0.96 0.01 0.01 0.74% 0.37% 0.37% 0.54% 0.27% 0.27% 100.00% -0.52% 1.00 0.99 9.90 13.25 9.79 10.98
rgbyiq01 13.26 13.25 13.27 13.29 13.47 13.23 13.24 13.29 13.22 13.21 13.12 13.04 13.07 13.21 13.64 12.87 13.07 13.13 13.15 13.14 13.21 12.87 13.47 13.64 13.27 13.14 0.07 0.09 0.57% 0.28% 0.28% 0.68% 0.34% 0.34% 100.00% 0.97% 1.00 1.01 15.10 13.53 13.53 14.05
rotate01 3.27 3.25 3.23 3.24 3.25 3.25 3.24 3.26 3.27 3.26 3.25 3.27 3.30 3.27 3.28 3.28 3.25 3.29 3.25 3.28 3.23 3.25 3.27 3.30 3.25 3.27 0.01 0.01 0.40% 0.20% 0.20% 0.35% 0.18% 0.18% 100.00% -0.62% 1.00 0.99 17.45 17.47 17.40 17.44
routelookup 0.68 0.67 0.68 0.68 0.69 0.68 0.69 0.68 0.69 0.68 0.68 0.69 0.69 0.68 0.69 0.69 0.68 0.69 0.69 0.68 0.67 0.68 0.69 0.69 0.68 0.69 0.01 0.01 0.92% 0.46% 0.46% 0.92% 0.46% 0.46% 100.00% -0.59% 1.00 0.99 0.70 0.69 0.69 0.69
rspeed01 0.86 0.85 0.85 0.87 0.85 0.85 0.90 0.85 0.85 0.85 0.85 0.86 0.86 0.85 0.86 0.86 0.85 0.86 0.86 0.86 0.85 0.85 0.90 0.86 0.86 0.86 0.02 0.02 1.89% 0.94% 0.94% 1.91% 0.95% 0.95% 100.00% 0.12% 1.00 1.00 0.83 0.83 0.81 0.82
tblook01 2.70 2.69 2.68 2.69 2.67 2.67 2.68 2.68 2.68 2.68 2.04 2.02 2.06 2.04 2.07 2.07 2.06 2.06 2.05 2.04 2.67 2.02 2.70 2.07 2.68 2.05 0.01 0.20 0.45% 0.22% 0.22% 9.87% 4.94% 4.94% 100.00% 23.53% 1.00 1.31 9.70 9.67 9.74 9.70
text01 4.89 4.86 4.86 4.84 4.83 5.00 4.87 4.83 4.86 4.84 4.62 4.59 4.59 4.59 4.60 4.59 4.60 4.59 4.61 4.59 4.83 4.59 5.00 4.62 4.87 4.60 0.05 0.09 1.09% 0.54% 0.54% 2.00% 1.00% 1.00% 100.00% 5.57% 1.00 1.06 29.97 29.63 29.64 29.75
ttsprk01 2.17 2.15 2.19 2.15 2.21 2.14 2.16 2.17 2.15 2.14 1.88 1.88 1.87 1.88 1.87 1.88 1.87 1.87 1.87 1.86 2.14 1.86 2.21 1.88 2.16 1.87 0.02 0.09 1.21% 0.60% 0.60% 4.91% 2.46% 2.46% 100.00% 13.41% 1.00 1.15 1.83 1.68 1.69 1.73
viterb00 1.73 1.72 1.72 1.72 1.72 1.73 1.72 1.73 1.72 1.73 1.70 1.69 1.69 1.70 1.69 1.70 1.70 1.70 1.69 1.69 1.72 1.69 1.73 1.70 1.72 1.70 0.01 0.01 0.30% 0.15% 0.15% 0.52% 0.26% 0.26% 100.00% 1.68% 1.00 1.02 18.07 18.25 18.05 18.12
average 1.05% 0.53% 0.53% 4.67% 2.33% 2.33% 100.00% 8.76% 1.00 1.12
400.perlbench 23.54 23.62 23.63 23.49 23.56 23.39 25.15 23.50 23.44 23.51 20.08 21.20 19.80 20.08 19.76 19.99 20.15 19.88 20.03 19.64 23.39 19.64 25.15 21.20 23.68 20.06 0.52 1.26 2.60% 1.30% 1.30% 6.26% 3.13% 3.13% 100.00% 15.29% 1.00 1.18 25.02 24.68 24.66 24.79
401.bzip2 80.07 80.29 79.85 79.95 79.76 79.57 80.27 79.89 80.04 79.89 74.60 74.41 73.96 74.46 73.87 73.98 74.76 74.76 74.15 75.00 79.57 73.87 80.29 75.00 79.96 74.40 0.22 1.70 0.30% 0.15% 0.15% 2.29% 1.15% 1.15% 100.00% 6.96% 1.00 1.07 735.27 737.24 739.50 737.34
403.gcc 213.55 213.14 214.10 213.78 213.17 213.79 213.82 214.24 213.33 213.21 104.66 105.09 103.36 104.04 105.86 105.72 106.72 105.44 103.99 104.43 213.14 103.36 214.24 106.72 213.61 104.93 0.39 34.46 0.38% 0.19% 0.19% 32.84% 16.42% 16.42% 100.00% 50.88% 1.00 2.04 243.58 241.98 242.78 242.78
429.mcf 45.12 44.92 45.14 45.04 45.11 45.04 44.99 45.09 45.14 45.96 42.38 43.19 42.72 42.04 42.39 42.35 42.38 42.56 42.45 42.95 44.92 42.04 45.96 43.19 45.16 42.54 0.29 0.93 0.69% 0.34% 0.34% 2.18% 1.09% 1.09% 100.00% 5.79% 1.00 1.06 196.26 216.53 195.71 202.83
433.milc 1027.22 1032.01 1028.59 1027.97 1033.52 1026.02 1034.81 1024.79 1037.65 1033.10 1035.10 1029.19 1030.59 1028.40 1022.55 1026.61 1034.62 1036.27 1027.98 1033.41 1024.79 1022.55 1037.65 1036.27 1030.57 1030.47 4.23 4.27 0.41% 0.21% 0.21% 0.41% 0.21% 0.21% 100.00% 0.01% 1.00 1.00 12962.82 13338.62 12937.77 13079.74
445.gobmk 378.07 382.92 380.29 378.25 378.47 378.47 378.52 378.69 378.71 378.13 352.87 351.51 352.47 352.95 351.75 354.81 354.71 352.41 350.85 351.41 378.07 350.85 382.92 354.81 379.05 352.57 1.50 8.44 0.42% 0.21% 0.21% 2.39% 1.20% 1.20% 100.00% 6.99% 1.00 1.08 2158.96 2151.81 2141.71 2150.83
450.soplex 421.21 425.89 417.43 422.48 417.40 420.77 418.47 418.92 422.32 417.34 411.89 413.75 413.24 413.65 416.93 412.41 414.78 413.92 412.17 435.43 417.34 411.89 425.89 435.43 420.22 415.82 2.82 3.82 0.68% 0.34% 0.34% 0.92% 0.46% 0.46% 100.00% 1.05% 1.00 1.01 3726.76 3685.72 3692.08 3701.52
453.povray 151.02 151.40 149.70 149.73 150.63 150.51 150.84 150.79 149.98 150.38 126.68 125.33 125.06 125.66 125.28 127.01 124.67 125.43 124.46 126.31 149.70 124.46 151.40 127.01 150.50 125.59 0.56 7.53 0.45% 0.22% 0.22% 6.00% 3.00% 3.00% 100.00% 16.55% 1.00 1.20 972.43 974.41 972.21 973.02
456.hmmer 183.65 183.26 186.38 188.85 181.52 183.43 182.79 183.08 181.75 182.53 180.28 180.61 180.77 178.64 178.54 179.23 179.82 186.88 181.55 181.28 181.52 178.54 188.85 186.88 183.72 180.76 2.24 2.49 1.24% 0.62% 0.62% 1.38% 0.69% 0.69% 100.00% 1.61% 1.00 1.02 2067.77 2061.32 2272.90 2134.00
458.sjeng 133.49 133.19 135.24 134.67 133.85 133.98 133.13 133.84 132.77 133.46 130.30 130.77 130.34 128.88 130.62 129.63 133.63 129.30 129.98 130.58 132.77 128.88 135.24 133.63 133.76 130.40 0.74 1.33 0.57% 0.28% 0.28% 1.02% 0.51% 0.51% 100.00% 2.51% 1.00 1.03 719.91 708.63 710.65 713.06
462.libquantum 107.77 107.46 107.88 110.11 107.86 108.65 108.51 107.60 107.53 107.33 103.74 104.08 104.17 104.68 103.81 103.74 104.62 104.34 104.15 103.66 107.33 103.66 110.11 104.68 108.07 104.10 0.84 1.61 0.80% 0.40% 0.40% 1.55% 0.77% 0.77% 100.00% 3.67% 1.00 1.04 1276.53 1276.94 1277.77 1277.08
464.h264ref 397.58 398.34 395.29 396.47 396.04 398.64 396.10 405.67 396.42 396.54 375.39 372.39 380.22 373.63 374.08 370.12 372.41 372.32 378.49 373.92 395.29 370.12 405.67 380.22 397.71 374.30 2.99 7.67 0.80% 0.40% 0.40% 2.05% 1.02% 1.02% 100.00% 5.89% 1.00 1.06 3953.28 3948.90 3964.63 3955.60
470.lbm 1032.50 1035.54 1028.97 1042.34 1034.24 1020.46 1030.52 1018.96 1027.47 1021.92 1014.70 1009.13 1019.58 1016.95 1013.28 1008.40 1016.73 1016.08 1016.92 1015.61 1018.96 1008.40 1042.34 1019.58 1029.29 1014.74 7.36 8.56 0.73% 0.36% 0.36% 0.84% 0.42% 0.42% 100.00% 1.41% 1.00 1.01 6448.58 6982.09 6463.18 6631.28
471.omnetpp 107.63 107.50 107.46 108.17 107.31 107.05 107.20 107.23 107.68 107.74 91.92 92.97 92.98 92.79 92.71 92.41 92.48 92.50 93.21 92.82 107.05 91.92 108.17 93.21 107.50 92.68 0.33 4.93 0.35% 0.18% 0.18% 5.32% 2.66% 2.66% 100.00% 13.78% 1.00 1.16 413.65 412.78 413.63 413.35
473.astar 101.50 101.52 101.11 101.58 101.27 104.89 101.42 101.65 101.56 101.50 94.64 95.34 95.41 94.91 95.41 95.77 94.96 94.65 95.52 95.31 101.11 94.64 104.89 95.77 101.80 95.19 1.10 2.52 1.15% 0.58% 0.58% 2.65% 1.33% 1.33% 100.00% 6.49% 1.00 1.07 1009.25 1010.02 1013.72 1011.00
482.sphinx3 202.35 201.71 202.15 201.31 201.45 201.90 200.41 202.62 201.41 202.23 194.13 194.19 194.67 191.94 191.95 193.90 194.14 193.20 192.18 192.47 200.41 191.94 202.62 194.67 201.75 193.28 0.64 2.47 0.33% 0.17% 0.17% 1.28% 0.64% 0.64% 100.00% 4.20% 1.00 1.04 2136.46 2134.09 2126.62 2132.39
483.xalancbmk CFG thresh:2 34.10 34.07 34.02 33.94 34.04 33.96 34.04 34.03 34.02 34.12 23.28 23.28 22.99 22.87 22.83 22.96 23.00 23.09 23.13 23.43 33.94 22.83 34.12 23.43 34.03 23.09 0.06 3.40 0.24% 0.12% 0.12% 14.72% 7.36% 7.36% 100.00% 32.17% 1.00 1.47 27.11 27.09 27.08 27.09
average 0.71% 0.36% 0.36% 4.95% 2.47% 2.47% 100.00% 10.31% 1.00 1.15
11.48%
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Benchmark SPEEDUP-0 T1/T3
SPEEDUP-1 
T1/T3
SPEEDUP-2 
T1/T3
SPEEDUP-3 
T1/T3
SPEEDUP-4 
T1/T3
SPEEDUP-5 
T1/T3
SPEEDUP-6 
T1/T3
SPEEDUP-7 
T1/T3
SPEEDUP-8 
T1/T3
SPEEDUP-9 
T1/T3
STDEV-
BASELINE
STDEV-SPEEDUP 
T1/T3
INTERPRETIVE 
SPEEDUP (OLD!)
BASELINE T1 AVG-SPEEDUP 
T1/T3
INTERPRETIVE 
TIME (OLD!)
Total 
Instructions
MIPS 
Interpretive
MIPS T1 
Baseline
MIPS T3 REAL SPEEDUP INT SPEEDUP-1 INT SPEEDUP-2 INT SPEEDUP-3 AVG INT 
SPEEDUP
STDEV INT 
SPEEDUP
blastn TOO SHORT 0.9696319018 0.9696319018 0.9637195122 0.9324483776 0.9549848943 0.9637195122 0.9696319018 0.9578787879 0.905730659 0.9666666667 0.0031459314 0.02074486374471 1.07 1 0.96 2.96 60657542 22.08 19.19 18.33 0.95 1.0975694444 1.1883458647 1.1707407407 1.15 0.05
clustalw 2.0917293233 2.0917293233 2.0956685499 1.9285961872 2.1035916824 2.0996226415 2.0996226415 1.5222982216 2.0996226415 1.9353043478 0.0046752008 0.18363907550598 0.34 1 2.01 32.77 833343182 27.97 74.89 148.89 1.99 50.17% 0.3734228188 0.3732975512 0.3737991266 0.37 0.00
fasta-ssearch 1.0777508915 1.0752858958 1.0774764451 1.0784376195 1.0678233438 1.0651353052 1.0645993207 1.0687673655 1.0761063072 1.0784376195 0.0044956649 0.00571308411717 0.11 1 1.07 742.10 18390729671 27.60 217.32 233.17 1.07 6.80% 0.1273648089 0.1266026360 0.1270912804 0.13 0.00
promlk 1.0392888889 1.0318677792 1.0072206124 0.9906185011 1.0410555286 1.0242255316 1.0099890058 1.0211353712 1.0123740554 1.0401293975 0.021027706 0.01677789571546 0.06 1 1.02 1988.84 46020920830 24.11 357.83 365.54 1.02 2.13% 0.0676556303 0.0667809002 0.0677251018 0.07 0.00
grappa 1.3525 1.3506241331 1.3525 1.3525 1.3487534626 1.3487534626 1.3543810848 1.3450276243 1.3506241331 1.3525 0.0023114867 0.0027108894057 0.47 1 1.35 20.88 493553641 25.55 50.68 68.46 1.35 25.97% 0.5093096234 0.5042982910 0.4988729508 0.50 0.01
hmmsearch 1.5368263473 1.5276785714 1.5276785714 1.5231454006 1.5186390533 1.5231454006 1.514159292 1.5231454006 1.5276785714 1.5276785714 0.0037921427 0.00611789383993 0.94 1 1.52 5.45 118797407 23.31 23.14 35.29 1.52 34.43% 1.0104330709 1.0064705882 1.0045009785 1.01 0.00
hmmpfam 1.0269152934 1.0251370851 1.0269647762 1.0255317101 1.027806713 1.0326872759 1.0227756982 1.0287493363 1.0202786155 1.0197904206 0.0036188193 0.00392758625288 0.12 1 1.03 1839.56 40880624840 23.36 191.81 196.73 1.03 2.50% 0.1216139414 0.1220240583 0.1216722614 0.12 0.00
tcoffee 1.2926615553 1.2814332248 1.2940789474 1.2786565547 1.3305524239 1.2786565547 1.2800433839 1.3084257206 1.2898360656 1.2884279476 0.0498961729 0.01628987209955 0.81 1 1.29 14.49 319332249 24.19 27.06 34.96 1.29 22.62% 0.8947687642 0.8961275626 0.8907169811 0.89 0.00
blastp 2.0848939472 2.0436612576 2.102295253 2.108895866 2.0384926657 2.1459531416 2.1144281217 2.0498982706 2.0436612576 2.0741636644 0.0044007347 0.03680448758088 0.68 1 2.08 59.31 1369011548 25.74 33.97 70.66 2.08 51.94% 0.7579650179 0.7608268831 0.7545590713 0.76 0.00
glimmer 1.4472593583 1.4291089109 1.3950386598 1.4386046512 1.4501674481 1.4319444444 1.4366954214 1.4300528402 1.4405189621 1.4414780293 0.0039339073 0.01536851598321 0.19 1 1.43 113.60 2447437589 23.26 113.04 162.09 1.43 30.27% 0.2060234085 0.2054759419 0.2057102138 0.21 0.00
ce 1.0114784279 1.0101039169 1.0099424552 1.0062430323 1.010426995 1.0128566848 1.0092971246 1.0113165266 1.0118023861 1.0137505014 0.0114243869 0.00208139229408 0.08 1 1.01 1501.42 33897449616 23.83 268.25 271.13 1.01 1.06% 0.0889204765 0.0886957865 0.0888367090 0.09 0.00
average 0.0102474685 0.02819777786723 0.44 1 1.38 24.89 135.80 158.69 1.38 22.79% 0.41 0.00
a2time01 1.1586345382 1.1494023904 1.1586345382 1.1586345382 1.1633064516 1.1586345382 1.1586345382 1.1633064516 1.1680161943 1.1680161943 0.0024509767 0.00547002454655 0.14 1 1.16 20.25 488927341 27.39 169.47 196.67 1.16 13.83% 0.1522427441 0.1666666667 0.1667630058 0.16 0.01
aifftr01 1.5 1.4739884393 1.6242038217 1.4912280702 1.6558441558 1.4912280702 1.4912280702 1.5269461078 1.5 1.6242038217 0.0055459355 0.06865357798617 0.50 1 1.54 5.08 126654467 29.09 49.67 76.25 1.54 34.98% 0.5875576037 0.5889145497 0.5808656036 0.59 0.00
aifirf01 0.9911764706 0.9911764706 0.9911764706 0.9911764706 1.0059701493 0.9911764706 0.9911764706 1.0059701493 0.9911764706 0.9911764706 0.0076616881 0.00623756260741 0.85 1 0.99 0.79 19488282 29.53 28.91 28.74 0.99 -0.59% 1.0059701493 1.0212121212 1.0369230769 1.02 0.02
aiifft01 1.781884058 1.536875 1.7564285714 1.7439716312 1.7316901408 1.5465408805 1.7564285714 1.695862069 1.695862069 1.7564285714 0.0132054536 0.08780574681911 0.49 1 1.70 4.97 122143760 29.10 49.67 84.24 1.70 41.18% 0.5827014218 0.5896882494 0.5854761905 0.59 0.00
autcor00 1.0008849558 1.0008849558 1.0008849558 1.0053333333 1.0008849558 1.0008849558 1.0053333333 1.0008849558 0.9964757709 1.0053333333 0.0139489061 0.00280515366258 0.16 1 1.00 14.17 389802673 32.94 172.33 172.63 1.00 0.18% 0.1918575064 0.1923469388 0.1892887029 0.19 0.00
basefp01 1.31352657 1.31352657 1.3199029126 1.31352657 1.31352657 1.31352657 1.3072115385 1.31352657 1.3199029126 1.31352657 0.0027137359 0.0036063335463 0.17 1 1.31 16.12 389397481 25.64 143.21 188.21 1.31 23.91% 0.1730744749 0.1821165439 0.1822386059 0.18 0.01
bezier01 0.9857142857 0.9940677966 0.9857142857 0.9940677966 1.0025641026 0.9940677966 1.0025641026 0.9857142857 1.0025641026 1.0025641026 0.0057540372 0.00737960614081 0.05 1 0.99 24.39 574815994 28.13 490.04 487.55 0.99 -0.51% 0.0584163347 0.0584163347 0.0554872280 0.06 0.00
bitmnp01 1.5680232558 1.5680232558 1.5680232558 1.5680232558 1.5771929825 1.5771929825 1.5680232558 1.5864705882 1.5958579882 1.5680232558 0.0135446973 0.00980731083504 0.75 1 1.57 3.58 86004464 28.23 31.89 50.21 1.57 36.49% 0.8813725490 0.8871710526 0.8871710526 0.89 0.00
cacheb01 1 1 1 1.0166666667 1 0.9242424242 0.9838709677 1 1 0.9838709677 0.007727943 0.02517233032893 1.05 1 0.99 0.58 13458448 27.47 22.06 21.85 0.99 -0.92% 1.2200000000 1.2708333333 1.2448979592 1.25 0.03
canrdr01 0.9989247312 0.9989247312 1.0208791209 1.0208791209 0.9989247312 1.0208791209 1.0097826087 1.0208791209 1.0097826087 1.0097826087 0.0079425704 0.00961629129924 0.85 1 1.01 1.09 26309364 27.41 28.32 28.63 1.01 1.08% 0.9778947368 0.9479591837 0.9778947368 0.97 0.02
coremark 1.3453125 1.3505882353 1.3505882353 1.340077821 1.3453125 1.3505882353 1.340077821 1.3559055118 1.3505882353 1.3453125 0.0024485309 0.00509130331981 0.26 1 1.35 13.39 349006189 29.02 101.34 136.54 1.35 25.78% 0.2872393661 0.2850993377 0.2867610325 0.29 0.00
cjpeg 1.057097681 1.0640141468 1.0677905945 1.0623234463 1.0670331619 1.0645789101 1.0657102373 1.0533963585 1.0595175207 1.0658990257 0.0078509794 0.00468382175134 0.10 1 1.06 590.32 15379979678 28.62 255.61 271.64 1.06 5.90% 0.1117882025 0.1122281494 0.1118921432 0.11 0.00
conven00 1.0414141414 1.031 1.0207920792 1.031 1.031 1.031 1.0107843137 1.0414141414 1.031 1.031 0.0055057829 0.00894785682912 0.08 1 1.03 12.81 289588760 28.46 280.88 289.30 1.03 2.92% 0.1020792079 0.1011776251 0.1006835938 0.10 0.00
dither01 0.8998563218 1.0004792332 0.9988835726 1.0004792332 0.9988835726 0.9988835726 0.9988835726 0.9972929936 0.9988835726 1.0036858974 0.0027190462 0.03158613792601 0.09 1 0.99 72.89 1737243150 30.08 277.38 274.23 0.99 -1.05% 0.1117395183 0.1116996611 0.1024202780 0.11 0.01
djpeg 1.047462885 1.0540022297 1.0549430931 1.0547077198 1.053063043 1.047462885 1.0573026169 1.0540022297 1.0549430931 1.0532976827 0.0009237052 0.00320173273687 0.09 1 1.05 503.90 13340652937 27.58 282.21 297.20 1.05 5.04% 0.0983317386 0.0968887067 0.0979466672 0.10 0.00
fbital00 0.975432526 1.003202847 1.003202847 1.014028777 0.9996453901 0.9856643357 0.9996453901 0.989122807 0.975432526 0.989122807 0.0095259 0.01263949865372 0.08 1 0.99 34.72 929808652 28.73 329.84 327.63 0.99 -0.66% 0.0870061728 0.0867651585 0.0875737807 0.09 0.00
fft00 1.2695652174 1.2882352941 1.2882352941 1.2882352941 1.2882352941 1.2695652174 1.2882352941 1.2882352941 1.2695652174 1.2695652174 0.011028445 0.00964118616447 0.38 1 1.28 2.33 54650671 29.33 62.39 79.90 1.28 21.92% 0.4634920635 0.4735135135 0.4735135135 0.47 0.01
idctrn01 1.0185840708 0.9922413793 1.0096491228 1.0096491228 1.0185840708 1.0185840708 1.0096491228 1.0185840708 1.0096491228 1.0096491228 0.048537711 0.00808810042157 0.90 1 1.01 1.28 29951770 29.66 26.02 26.32 1.01 1.14% 1.1284313725 1.1510000000 1.1396039604 1.14 0.01
iirflt01 1.475 1.475 1.4882882883 1.449122807 1.475 1.4619469027 1.3111111111 1.4882882883 1.4619469027 1.475 0.0055625701 0.05232360283899 0.84 1 1.46 1.97 41887404 24.12 25.36 36.87 1.45 31.32% 0.9440000000 0.9549132948 0.9549132948 0.95 0.01
matrix01 1.1758212878 1.1742782152 1.1727391874 1.1635890767 1.1789196311 1.1773684211 1.1773684211 1.1773684211 1.1696732026 1.1742782152 0.0044950389 0.00459727517689 0.12 1 1.17 75.23 1861408323 28.37 208.03 244.25 1.17 14.83% 0.1360705596 0.1364232352 0.1366106870 0.14 0.00
ospf 0.9724137931 0.9724137931 0.9724137931 0.9724137931 0.9724137931 0.9724137931 0.9724137931 0.9724137931 1.0071428571 0.9724137931 0.0149516674 0.01098229433704 1.04 1 0.98 0.27 4937091 25.54 17.51 17.08 0.98 -2.47% 1.4100000000 1.4842105263 1.4842105263 1.46 0.04
pktflow 0.976 1.0166666667 1.0166666667 0.8714285714 1.0166666667 0.976 0.976 0.976 0.976 0.8714285714 0.0395939255 0.0538230773772 0.94 1 0.97 0.26 4395822 23.98 18.02 17.37 0.96 -3.38% 1.2842105263 1.3555555556 1.3555555556 1.33 0.04
pntrch01 1.0307692308 1.0396551724 1.0486956522 1.0486956522 1.0396551724 1.0486956522 1.0486956522 1.0396551724 1.0486956522 1.0486956522 0.0042819053 0.00635624305552 0.57 1 1.04 2.12 52958916 28.73 43.91 45.85 1.04 4.23% 0.6590163934 0.6483870968 0.6554347826 0.65 0.01
puwmod01 1 1 1 1 1 1 1 0.9880952381 1.012195122 1 0.0150267365 0.00568072691474 1.06 1 1.00 0.78 17108240 27.45 20.61 20.61 1.00 0.00% 1.3174603175 1.3387096774 1.3387096774 1.33 0.01
rgbcmy01 1.0002197802 1.0002197802 1.0002197802 1.0002197802 1.0002197802 1.0002197802 1.0024229075 0.9936681223 0.9980263158 1.0002197802 0.0006948534 0.00231683471454 0.06 1 1.00 73.63 2073605735 31.90 455.64 455.44 1.00 -0.04% 0.0693538555 0.0720436916 0.0686943396 0.07 0.00
rgbhpg01 0.9947916667 0.9947916667 1.0052631579 0.9947916667 0.9947916667 0.9947916667 0.9947916667 0.9947916667 0.9947916667 0.9845360825 0.0074042595 0.00488563056414 0.08 1 0.99 12.14 318655386 29.02 333.67 331.93 0.99 -0.52% 0.0964646465 0.0720754717 0.0975485189 0.09 0.01
rgbyiq01 1.0116615854 1.0178680982 1.0155317521 1.0047691143 0.9730938416 1.0313131313 1.0155317521 1.0108910891 1.0093536122 1.0101217656 0.0056049007 0.01479778322284 0.82 1 1.01 16.16 399361740 28.42 30.09 30.38 1.01 0.99% 0.8790066225 0.9810051737 0.9810051737 0.95 0.06
rotate01 1.0006153846 0.9944954128 0.9854545455 0.9944954128 0.9914634146 0.9914634146 1.0006153846 0.988449848 1.0006153846 0.9914634146 0.0040484661 0.0053212067969 0.17 1 0.99 19.41 453987119 26.03 139.60 138.75 0.99 -0.61% 0.1863610315 0.1861476817 0.1868965517 0.19 0.00
routelookup 1.0029411765 0.9884057971 0.9884057971 1.0029411765 0.9884057971 0.9884057971 1.0029411765 0.9884057971 0.9884057971 1.0029411765 0.0092735415 0.00750603763033 0.84 1 0.99 0.81 20005912 28.85 29.33 29.16 0.99 -0.58% 0.9742857143 0.9884057971 0.9884057971 0.98 0.01
rspeed01 1.0094117647 0.9976744186 0.9976744186 1.0094117647 0.9976744186 0.9976744186 1.0094117647 0.9976744186 0.9976744186 0.9976744186 0.0188732833 0.00566967681178 0.95 1 1.00 0.90 20171779 24.50 23.51 23.54 1.00 0.12% 1.0337349398 1.0337349398 1.0592592593 1.04 0.01
tblook01 1.3147058824 1.3277227723 1.3019417476 1.3147058824 1.2956521739 1.2956521739 1.3019417476 1.3019417476 1.3082926829 1.3147058824 0.0034263109 0.01021042813601 0.24 1 1.31 11.18 261754809 26.98 97.60 127.62 1.31 23.53% 0.2764948454 0.2773526370 0.2753593429 0.28 0.00
text01 1.0536796537 1.0605664488 1.0605664488 1.0605664488 1.0582608696 1.0605664488 1.0582608696 1.0605664488 1.0559652928 1.0605664488 0.0102848443 0.00243383194908 0.15 1 1.06 33.16 811209623 27.27 166.64 176.47 1.06 5.57% 0.1624290958 0.1642929463 0.1642375169 0.16 0.00
ttsprk01 1.1505319149 1.1505319149 1.156684492 1.1505319149 1.156684492 1.1505319149 1.156684492 1.156684492 1.156684492 1.1629032258 0.0104633966 0.0041668595724 1.16 1 1.15 1.87 45070732 26.00 20.84 24.06 1.15 13.41% 1.1819672131 1.2875000000 1.2798816568 1.25 0.06
viterb00 1.0141176471 1.0201183432 1.0201183432 1.0141176471 1.0201183432 1.0141176471 1.0141176471 1.0141176471 1.0201183432 1.0201183432 0.0029953467 0.00316264455629 0.08 1 1.02 20.72 524503493 28.94 304.24 309.44 1.02 1.68% 0.0954067515 0.0944657534 0.0955124654 0.10 0.00
average 0.009588738 0.01484316850676 0.47 1 1.12 28.01 139.29 149.02 1.12 8.79% 0.57 0.01
perlbench 1.1794322709 1.1171226415 1.1961111111 1.1794322709 1.1985323887 1.1847423712 1.1753349876 1.1912977867 1.1823764353 1.2058553971 0.0219855753 0.02447852714426 0.88 1 1.18 26.90 542360736 21.88 22.90 27.04 1.18 15.33% 0.9465627498 0.9596029173 0.9603811841 0.96 0.01
bzip2 1.0718230563 1.074559871 1.0810978908 1.0738383024 1.0824150535 1.0808056231 1.06952916 1.06952916 1.0783277141 1.0661066667 0.0027576277 0.00564846989277 0.10 1 1.07 805.39 20161793814 27.34 252.15 271.01 1.07 6.96% 0.1087464469 0.1084558624 0.1081244084 0.11 0.00
gcc 2.0410185362 2.0326672376 2.0666892415 2.0531814687 2.0178821084 2.0205542944 2.0016210645 2.0259199545 2.0541686701 2.0455137413 0.0018455696 0.01984445680043 0.85 1 2.04 251.01 5320894430 21.92 24.91 50.71 2.04 50.88% 0.8769726579 0.8827713034 0.8798624269 0.88 0.00
mcf 1.0654789995 1.0454966427 1.0569990637 1.074096099 1.065227648 1.0662337662 1.0654789995 1.0609727444 1.0637220259 1.051338766 0.006455963 0.0082425874507 0.21 1 1.06 210.91 4771964279 23.53 105.68 112.17 1.06 5.79% 0.2300774483 0.2085392324 0.2307240305 0.22 0.01
milc 0.9956216791 1.001338917 0.999978653 1.0021081291 1.0078411814 1.0038554076 0.9960835862 0.994497573 1.0025175587 0.9972498815 0.0041078277 0.00423152498096 0.08 1 1.00 13337.82 303526077274 23.21 294.52 294.55 1.00 0.01% 0.0795018368 0.0772619656 0.0796557676 0.08 0.00
gobmk 1.0741972965 1.0783533897 1.0754163475 1.0739538178 1.0776176262 1.0683238917 1.068625074 1.0755994438 1.0803819296 1.0786602544 0.0039484527 0.00405262534333 0.17 1 1.08 2218.72 45647616202 21.22 120.43 129.47 1.08 6.99% 0.1755715715 0.1761549579 0.1769856797 0.18 0.00
soplex 1.0202311297 1.015644713 1.0168981706 1.0158902454 1.0078982083 1.0189447395 1.0131226192 1.0152275802 1.0195380547 0.965075902 0.0067182574 0.01647319525171 0.11 1 1.01 3988.16 93308474696 25.21 222.05 224.40 1.01 1.07% 0.1127582672 0.1140138155 0.1138174146 0.11 0.00
povray 1.1880170508 1.2008138514 1.2034063649 1.1976603533 1.2012931034 1.1849303204 1.2071709313 1.1998564937 1.2092077776 1.1914971103 0.0037159401 0.00797601819075 0.15 1 1.20 995.95 20797215668 21.37 138.19 165.60 1.20 16.55% 0.1547648674 0.1544503854 0.1547998889 0.15 0.00
hmmer 1.0191036166 1.0172415702 1.0163412071 1.0284594716 1.0290355102 1.0250739274 1.0217105995 0.9831121575 1.0119746626 1.0134819064 0.0121849149 0.01313388968513 0.08 1 1.02 2226.98 51953814038 24.35 282.78 287.42 1.02 1.63% 0.0888512746 0.0891292958 0.0808324167 0.09 0.00
sjeng 1.0265694551 1.0228798654 1.0262544115 1.0378801986 1.0240545093 1.0318753375 1.0009878021 1.034508894 1.0290967841 1.0243682034 0.0055421729 0.00999777541102 0.18 1 1.03 738.67 15901509810 22.30 118.88 121.94 1.03 2.52% 0.1858037810 0.1887614129 0.1882248646 0.19 0.00
libquantum 1.0417389628 1.0383358955 1.037438802 1.0323844096 1.041036509 1.0417389628 1.0329764863 1.0357485145 1.0376380221 1.0425429288 0.0077381468 0.00365098652674 0.07 1 1.04 1499.71 38187323203 29.90 353.36 366.84 1.04 3.68% 0.0846591933 0.0846320109 0.0845770366 0.08 0.00
h264ref 1.0594554996 1.0679905475 1.0459970543 1.0644461098 1.063165633 1.0745406895 1.0679331919 1.0681913408 1.0507780919 1.0636205605 0.0075174705 0.00857266645664 0.09 1 1.06 4246.13 101327503194 25.62 254.78 270.71 1.06 5.89% 0.1006022847 0.1007138697 0.1003142790 0.10 0.00
lbm 1.0143806051 1.0199795864 1.0095254909 1.0121362899 1.0158021475 1.0207179691 1.0123552959 1.0130029132 1.0121661488 1.0134717067 0.0071547072 0.00355689142675 0.15 1 1.01 7077.16 153348932962 23.13 148.98 151.12 1.01 1.42% 0.1596152952 0.1474188961 0.1592547322 0.16 0.01
omnetpp 1.1694625762 1.1562547058 1.1561303506 1.1584976829 1.1594973574 1.1632615518 1.1623810554 1.1621297297 1.1532775453 1.1581232493 0.003036328 0.00460085726075 0.26 1 1.16 412.25 7532317390 18.22 70.07 81.27 1.16 13.79% 0.2598742899 0.2604220166 0.2598868554 0.26 0.00
astar 1.0756551141 1.0677574995 1.0669741117 1.0725950901 1.0669741117 1.0629633497 1.0720303286 1.0755414686 1.0657453936 1.0680935893 0.0107788761 0.00428072454259 0.09 1 1.07 1113.25 25581176691 25.30 251.29 268.73 1.07 6.49% 0.1008669804 0.1007900834 0.1004222073 0.10 0.00
sphinx3 1.0392726523 1.0389515423 1.0363897878 1.0511305616 1.051075801 1.0405054152 1.0392191202 1.0442753623 1.0498178791 1.0482360887 0.0031891897 0.00571034268697 0.09 1 1.04 2165.71 47902613777 22.46 237.43 247.84 1.04 4.20% 0.0944337830 0.0945386558 0.0948707338 0.09 0.00
xalancbmk 1.4619415808 1.4619415808 1.4803827751 1.4881504154 1.4907577749 1.4823170732 1.4797391304 1.4739714162 1.4714223952 1.4525821596 0.0016341818 0.01237856605839 1.22 1 1.47 27.96 541816954 20.00 15.92 23.47 1.47 32.17% 1.2554039100 1.2563307494 1.2567946824 1.26 0.00
average 0.0064888942 0.00922530030058 0.28 1 1.15 23.35 171.43 182.02 1.15 10.32% 0.30 0.00
1.17 1.17 11.51%
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Figure 8. Speedups using SPEC CPU 2006, EEMBC and COREMARK benchmark suites comparing (a) interpreted-only simulation, (b)
simulation using a decoupled JIT compiler, and (c) simulation using our novel, parallel JIT compiler with three JIT compilation worker
threads including dynamic work scheduling.
thermore, we also present speedups (i.e. slowdowns) relative to
our baseline when using interpreted simulation only (i.e. disabling
trace-based JIT compilation).
All measurements were performed on a standard x86 DELL
TM
POWEREDGE
TM
quad-core outlined in Table 1 under conditions of
low system load. To evaluate the scalability of our approach, when
adding more cores, we performed additional measurements on a
parallel symmetric multiprocessing machine with 16 2.6 GHz AMD
Opteron
TM
(AMD64e) processors running Scientific Linux 5.0 (see
Section 4.4).
4.2 Summary of Key Results
Ou novel parallel trace-based JIT compilation approach is always
faster than the baseline decoupled JIT compiler and achieves an
average speedup of 1.38 equivalent to an average execution time
reduction of 22.8% for the BIOPERF benchmark suite. This corre-
sponds directly to an average increase of 14.7% in the number of
natively executed instructions compared to the baseline.
For some benchmarks (e.g. blastp, clustalw) our pro-
osed scheme is more than twice as fast as the baseline. This can be
explained by the fact that 59% of the time we find more than one
hot trace per trace interval for blastp. From this it follows that
blastp exhibits a large amount of task parallelism (see Box 2©
in Figure 5). Clustalw mainly benefits from hiding compilation
latency by using several JIT compilation worker threads (see Box
1© in Figure 5).
Shorter running BIOPERF benchmarks perform particularly
well with our scheme (e.g. tcoffee, hmmsearch, clustalw)
ecause more JIT compilation workers can deliver translations
much quicker as they can split the workload (i.e. hide compila-
tion latency). Especially for hmmsearch where the baseline de-
coupled JIT compiler performs worse than the interpreted-only
version, our scheme can significantly boost execution speed and
reduce overall simulation time by 34.4%. Even for very long run-
ning BIOPERF benchmarks (e.g. fasta-ssearch, promlk,
hmmer-hmmpfam, ce), where JIT compilation time typically
represents only a small fraction of the overall execution time, our
scheme achieves a reduction of execution times of up to 6.8%.
4.3 Worst-Case Scenarios
The BIOPERF benchmark suite is well suited to show the effi-
cacy of our parallel trace-based JIT compiler. Additionally we also
demonstrate its favorable impact on benchmarks where we would
not expect to see significant speedups from our technique - so called
worst-case scenarios.
For this analysis we have considered short running embed-
ded benchmarks (EEMBC, COREMARK) containing few applica-
tion hotspots (i.e. algorithmic kernels). Some of these benchmarks
are so short that interpreted only execution takes less than two sec-
onds, leaving very little scope for improvement by a JIT compiler.
At the other end of the scale are very long running and CPU in-
tensive benchmarks (SPEC CPU 20 6) where JIT compilation time
contributes only a marginal fraction to the overall execution time.
Across the SPEC CPU 2006 benchmarks our parallel trace-
based JIT compiler is never slower than the baseline and achieves
an average speedup of 1. 5, corresponding to an average increase
of 4.2% in the number of natively executed instructions. The best
speedups are achieved for gcc (2. 4x), xalancbmk (1.47x),
Benchmark Wall time W1 Wall time Improvement Workers Speedup
blast-blastn 4.07 4.07 0.00% 1 1.00
blast-blastn 4.07 4.12 -1.23% 2 0.99
blast-blastn 4.07 4.22 -3.69% 3 0.96
blast-blastn 4.07 4.26 -4.67% 4 0.96
blast-blastn 4.07 4.31 -5.90% 5 0.94
blast-blastn 4.07 4.34 -6.63% 6 0.94
blast-blastn 4.07 4.14 -1.72% 7 0.98
blast-blastn 4.07 4.06 0.25% 8 1.00
blast-blastn 4.07 4.00 1.72% 9 1.02
blast-blastn 4.07 4.49 -10.32% 10 0.91
blast-blastn 4.07 4.49 -10.32% 11 0.91
blast-blastn 4.07 4.57 -12.29% 12 0.89
blast-blastn 4.07 4.52 -11.06% 13 0.90
blast-blastn 4.07 4.23 -3.93% 14 0.96
blast-blastp 52.45 52.45 0.00% 1 1.00
blast-blastp 52.45 33.24 36.63% 2 1.58
blast-blastp 52.45 25.83 50.75% 3 2.03
blast-blastp 52.45 23.50 55.20% 4 2.23
blast-blastp 52.45 23.14 55.88% 5 2.27
blast-blastp 52.45 20.57 60.78% 6 2.55
blast-blastp 52.45 18.25 65.20% 7 2.87
blast-blastp 52.45 18.67 64.40% 8 2.81
blast-blastp 52.45 19.13 63.53% 9 2.74
blast-blastp 52.45 18.01 65.66% 10 2.91
blast-blastp 52.45 17.55 66.54% 11 2.99
blast-blastp 52.45 17.25 67.11% 12 3.04
blast-blastp 52.45 17.37 66.88% 13 3.02
blast-blastp 52.45 17.08 67.44% 14 3.07
ce 168.07 168.07 0.00% 1 1.00
ce 168.07 159.99 4.81% 2 1.05
ce 168.07 158.30 5.81% 3 1.06
ce 168.07 161.14 4.12% 4 1.04
ce 168.07 157.24 6.44% 5 1.07
ce 168.07 161.70 3.79% 6 1.04
ce 168.07 165.04 1.80% 7 1.02
ce 168.07 157.31 6.40% 8 1.07
ce 168.07 156.94 6.62% 9 1.07
ce 168.07 161.79 3.74% 10 1.04
ce 168.07 157.35 6.38% 11 1.07
ce 168.07 158.15 5.90% 12 1.06
ce 168.07 157.98 6.00% 13 1.06
ce 168.07 156.53 6.87% 14 1.07
clustalw 14.50 14.50 0.00% 1 1.00
clustalw 14.50 9.46 34.76% 2 1.53
clustalw 14.50 7.63 47.38% 3 1.90
clustalw 14.50 7.34 49.38% 4 1.98
clustalw 14.50 8.16 43.72% 5 1.78
clustalw 14.50 7.58 47.72% 6 1.91
clustalw 14.50 7.83 46.00% 7 1.85
clustalw 14.50 7.66 47.17% 8 1.89
clustalw 14.50 8.23 43.24% 9 1.76
clustalw 14.50 7.77 46.41% 10 1.87
clustalw 14.50 7.74 46.62% 11 1.87
clustalw 14.50 9.09 37.31% 12 1.60
clustalw 14.50 7.96 45.10% 13 1.82
clustalw 14.50 8.21 43.38% 14 1.77
fasta-ssearch 111.89 111.89 0.00% 1 1.00
fasta-ssearch 111.89 103.25 7.72% 2 1.08
fasta-ssearch 111.89 103.68 7.34% 3 1.08
fasta-ssearch 111.89 101.47 9.31% 4 1.10
fasta-ssearch 111.89 101.61 9.19% 5 1.10
fasta-ssearch 111.89 100.60 10.09% 6 1.11
fasta-ssearch 111.89 100.30 10.36% 7 1.12
fasta-ssearch 111.89 96.42 13.83% 8 1.16
fasta-ssearch 111.89 98.23 12.21% 9 1.14
fasta-ssearch 111.89 97.87 12.53% 10 1.14
fasta-ssearch 111.89 98.53 11.94% 11 1.14
fasta-ssearch 111.89 100.05 10.58% 12 1.12
fasta-ssearch 111.89 99.70 10.89% 13 1.12
fasta-ssearch 111.89 99.70 10.89% 14 1.12
grappa 12.46 12.46 0.00% 1 1.00
grappa 12.46 9.80 21.35% 2 1.27
grappa 12.46 9.44 24.24% 3 1.32
grappa 12.46 8.23 33.95% 4 1.51
grappa 12.46 8.21 34.11% 5 1.52
grappa 12.46 7.95 36.20% 6 1.57
grappa 12.46 7.18 42.38% 7 1.74
grappa 12.46 7.11 42.94% 8 1.75
grappa 12.46 7.54 39.49% 9 1.65
grappa 12.46 7.21 42.13% 10 1.73
grappa 12.46 7.40 40.61% 11 1.68
grappa 12.46 7.53 39.57% 12 1.65
grappa 12.46 7.19 42.30% 13 1.73
grappa 12.46 7.35 41.01% 14 1.70
hmmer-hmmsearch 7.09 7.09 0.00% 1 1.00
hmmer-hmmsearch 7.09 4.77 32.72% 2 1.49
hmmer-hmmsearch 7.09 4.42 37.66% 3 1.60
hmmer-hmmsearch 7.09 4.09 42.31% 4 1.73
hmmer-hmmsearch 7.09 3.78 46.69% 5 1.88
hmmer-hmmsearch 7.09 3.95 44.29% 6 1.79
hmmer-hmmsearch 7.09 3.78 46.69% 7 1.88
hmmer-hmmsearch 7.09 3.89 45.13% 8 1.82
hmmer-hmmsearch 7.09 3.96 44.15% 9 1.79
hmmer-hmmsearch 7.09 3.84 45.84% 10 1.85
hmmer-hmmsearch 7.09 3.72 47.53% 11 1.91
hmmer-hmmsearch 7.09 3.95 44.29% 12 1.79
hmmer-hmmsearch 7.09 3.82 46.12% 13 1.86
hmmer-hmmsearch 7.09 3.79 46.54% 14 1.87
tcoffee 14.31 14.31 0.00% 1 1.00
tcoffee 14.31 13.31 6.99% 2 1.08
tcoffee 14.31 12.32 13.91% 3 1.16
tcoffee 14.31 10.71 25.16% 4 1.34
tcoffee 14.31 10.06 29.70% 5 1.42
tcoffee 14.31 9.35 34.66% 6 1.53
tcoffee 14.31 9.33 34.80% 7 1.53
tcoffee 14.31 9.36 34.59% 8 1.53
tcoffee 14.31 8.84 38.23% 9 1.62
tcoffee 14.31 9.01 37.04% 10 1.59
tcoffee 14.31 8.41 41.23% 11 1.70
tcoffee 14.31 9.10 36.41% 12 1.57
tcoffee 14.31 9.24 35.43% 13 1.55
tcoffee 14.31 8.89 37.88% 14 1.61
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SPEC Scalability
Benchmark Wall time W1 Wall time Improvement Workers Speedup
400.perlbench 36.05 36.05 0.00% 1 1.00
400.perlbench 36.05 33.72 6.46% 2 1.07
400.perlbench 36.05 33.15 8.04% 3 1.09
400.perlbench 36.05 30.91 14.26% 4 1.17
400.perlbench 36.05 28.65 20.53% 5 1.26
400.perlbench 36.05 27.40 23.99% 6 1.32
400.perlbench 36.05 26.44 26.66% 7 1.36
400.perlbench 36.05 25.63 28.90% 8 1.41
400.perlbench 36.05 25.69 28.74% 9 1.40
400.perlbench 36.05 24.81 31.18% 10 1.45
400.perlbench 36.05 24.31 32.57% 11 1.48
400.perlbench 36.05 24.48 32.09% 12 1.47
400.perlbench 36.05 24.50 32.04% 13 1.47
400.perlbench 36.05 24.57 31.84% 14 1.47
401.bzip2 99.72 99.72 0.00% 1 1.00
401.bzip2 99.72 94.54 5.19% 2 1.05
401.bzip2 99.72 92.66 7.08% 3 1.08
401.bzip2 99.72 93.86 5.88% 4 1.06
401.bzip2 99.72 92.17 7.57% 5 1.08
401.bzip2 99.72 91.68 8.06% 6 1.09
401.bzip2 99.72 92.78 6.96% 7 1.07
401.bzip2 99.72 92.11 7.63% 8 1.08
401.bzip2 99.72 92.51 7.23% 9 1.08
401.bzip2 99.72 92.01 7.73% 10 1.08
401.bzip2 99.72 90.65 9.10% 11 1.10
401.bzip2 99.72 90.93 8.81% 12 1.10
401.bzip2 99.72 92.65 7.09% 13 1.08
401.bzip2 99.72 90.82 8.92% 14 1.10
403.gcc 281.29 281.29 0.00% 1 1.00
403.gcc 281.29 172.86 38.55% 2 1.63
403.gcc 281.29 147.97 47.40% 3 1.90
403.gcc 281.29 134.60 52.15% 4 2.09
403.gcc 281.29 124.05 55.90% 5 2.27
403.gcc 281.29 118.37 57.92% 6 2.38
403.gcc 281.29 111.37 60.41% 7 2.53
403.gcc 281.29 110.42 60.75% 8 2.55
403.gcc 281.29 106.97 61.97% 9 2.63
403.gcc 281.29 106.86 62.01% 10 2.63
403.gcc 281.29 107.61 61.74% 11 2.61
403.gcc 281.29 107.1 61.93% 12 2.63
403.gcc 281.29 106.9 62.00% 13 2.63
403.gcc 281.29 106.9 62.00% 14 2.63
429.mcf 59.25 59.25 0.00% 1 1.00
429.mcf 59.25 56.67 4.35% 2 1.05
429.mcf 59.25 55.85 5.74% 3 1.06
429.mcf 59.25 56.23 5.10% 4 1.05
429.mcf 59.25 56.57 4.52% 5 1.05
429.mcf 59.25 55.98 5.52% 6 1.06
429.mcf 59.25 55.16 6.90% 7 1.07
429.mcf 59.25 54.68 7.71% 8 1.08
429.mcf 59.25 54.97 7.22% 9 1.08
429.mcf 59.25 55.04 7.11% 10 1.08
429.mcf 59.25 55.32 6.63% 11 1.07
429.mcf 59.25 55.57 6.21% 12 1.07
429.mcf 59.25 56.26 5.05% 13 1.05
429.mcf 59.25 55.86 5.72% 14 1.06
453.povray 211.92 211.92 0.00% 1 1.00
453.povray 211.92 180.57 14.79% 2 1.17
453.povray 211.92 182.35 13.95% 3 1.16
453.povray 211.92 178.46 15.79% 4 1.19
453.povray 211.92 173.68 18.04% 5 1.22
453.povray 211.92 173.17 18.29% 6 1.22
453.povray 211.92 172.79 18.46% 7 1.23
453.povray 211.92 169.11 20.20% 8 1.25
453.povray 211.92 171.83 18.92% 9 1.23
453.povray 211.92 167.84 20.80% 10 1.26
453.povray 211.92 167.49 20.97% 11 1.27
453.povray 211.92 168.39 20.54% 12 1.26
453.povray 211.92 166.81 21.29% 13 1.27
453.povray 211.92 168.54 20.47% 14 1.26
456.hmmer 240.26 240.26 0.00% 1 1.00
456.hmmer 240.26 236.98 1.37% 2 1.01
456.hmmer 240.26 238.02 0.93% 3 1.01
456.hmmer 240.26 236.39 1.61% 4 1.02
456.hmmer 240.26 235.76 1.87% 5 1.02
456.hmmer 240.26 237.79 1.03% 6 1.01
456.hmmer 240.26 235.13 2.14% 7 1.02
456.hmmer 240.26 235.67 1.91% 8 1.02
456.hmmer 240.26 243.78 -1.47% 9 0.99
456.hmmer 240.26 239.02 0.52% 10 1.01
456.hmmer 240.26 239.73 0.22% 11 1.00
456.hmmer 240.26 240.09 0.07% 12 1.00
456.hmmer 240.26 247.14 -2.86% 13 0.97
456.hmmer 240.26 237.26 1.25% 14 1.01
458.sjeng 161.46 161.46 0.00% 1 1.00
458.sjeng 161.46 152.58 5.50% 2 1.06
458.sjeng 161.46 155.38 3.77% 3 1.04
458.sjeng 161.46 153.79 4.75% 4 1.05
458.sjeng 161.46 153.44 4.97% 5 1.05
458.sjeng 161.46 150.84 6.58% 6 1.07
458.sjeng 161.46 150.62 6.71% 7 1.07
458.sjeng 161.46 152.75 5.39% 8 1.06
458.sjeng 161.46 152.50 5.55% 9 1.06
458.sjeng 161.46 151.63 6.09% 10 1.06
458.sjeng 161.46 150.63 6.71% 11 1.07
458.sjeng 161.46 149.17 7.61% 12 1.08
458.sjeng 161.46 153.75 4.78% 13 1.05
458.sjeng 161.46 151.90 5.92% 14 1.06
462.libquantum 139.84 139.84 0.00% 1 1.00
462.libquantum 139.84 137.02 2.02% 2 1.02
462.libquantum 139.84 135.94 2.79% 3 1.03
462.libquantum 139.84 136.29 2.54% 4 1.03
462.libquantum 139.84 135.04 3.43% 5 1.04
462.libquantum 139.84 137.64 1.57% 6 1.02
462.libquantum 139.84 135.17 3.34% 7 1.03
462.libquantum 139.84 134.38 3.90% 8 1.04
462.libquantum 139.84 134.56 3.78% 9 1.04
462.libquantum 139.84 134.73 3.65% 10 1.04
462.libquantum 139.84 134.75 3.64% 11 1.04
462.libquantum 139.84 134.41 3.88% 12 1.04
462.libquantum 139.84 137.16 1.92% 13 1.02
462.libquantum 139.84 135.26 3.28% 14 1.03
471.omnetpp 134.56 134.56 0.00% 1 1.00
471.omnetpp 134.56 117.40 12.75% 2 1.15
471.omnetpp 134.56 111.20 17.36% 3 1.21
471.omnetpp 134.56 110.14 18.15% 4 1.22
471.omnetpp 134.56 109.80 18.40% 5 1.23
471.omnetpp 134.56 108.86 19.10% 6 1.24
471.omnetpp 134.56 108.66 19.25% 7 1.24
471.omnetpp 134.56 108.80 19.14% 8 1.24
471.omnetpp 134.56 107.97 19.76% 9 1.25
471.omnetpp 134.56 108.50 19.37% 10 1.24
471.omnetpp 134.56 105.09 21.90% 11 1.28
471.omnetpp 134.56 107.31 20.25% 12 1.25
471.omnetpp 134.56 105.88 21.31% 13 1.27
471.omnetpp 134.56 108.15 19.63% 14 1.24
473.astar 129.98 129.98 0.00% 1 1.00
473.astar 129.98 122.07 6.09% 2 1.06
473.astar 129.98 121.59 6.45% 3 1.07
473.astar 129.98 120.82 7.05% 4 1.08
473.astar 129.98 120.15 7.56% 5 1.08
473.astar 129.98 127.92 1.58% 6 1.02
473.astar 129.98 119.53 8.04% 7 1.09
473.astar 129.98 119.93 7.73% 8 1.08
473.astar 129.98 118.98 8.46% 9 1.09
473.astar 129.98 125.14 3.72% 10 1.04
473.astar 129.98 121.09 6.84% 11 1.07
473.astar 129.98 119.29 8.22% 12 1.09
473.astar 129.98 119.66 7.94% 13 1.09
473.astar 129.98 119.50 8.06% 14 1.09
482.sphinx3 270.66 270.66 0.00% 1 1.00
482.sphinx3 270.66 250.34 7.51% 2 1.08
482.sphinx3 270.66 241.05 10.94% 3 1.12
482.sphinx3 270.66 247.22 8.66% 4 1.09
482.sphinx3 270.66 243.60 10.00% 5 1.11
482.sphinx3 270.66 242.01 10.59% 6 1.12
482.sphinx3 270.66 240.24 11.24% 7 1.13
482.sphinx3 270.66 240.68 11.08% 8 1.12
482.sphinx3 270.66 247.20 8.67% 9 1.09
482.sphinx3 270.66 237.53 12.24% 10 1.14
482.sphinx3 270.66 246.51 8.92% 11 1.10
482.sphinx3 270.66 236.14 12.75% 12 1.15
482.sphinx3 270.66 242.55 10.39% 13 1.12
482.sphinx3 270.66 249.49 7.82% 14 1.08
483.xalancbmk 43.81 43.81 0.00% 1 1.00
483.xalancbmk 43.81 43.50 0.71% 2 1.01
483.xalancbmk 43.81 45.54 -3.95% 3 0.96
483.xalancbmk 43.81 46.02 -5.04% 4 0.95
483.xalancbmk 43.81 37.60 14.17% 5 1.17
483.xalancbmk 43.81 34.91 20.31% 6 1.25
483.xalancbmk 43.81 34.05 22.28% 7 1.29
483.xalancbmk 43.81 32.28 26.32% 8 1.36
483.xalancbmk 43.81 32.28 26.32% 9 1.36
483.xalancbmk 43.81 31.14 28.92% 10 1.41
483.xalancbmk 43.81 31.28 28.60% 11 1.40
483.xalancbmk 43.81 31.22 28.74% 12 1.40
483.xalancbmk 43.81 31.55 27.98% 13 1.39
483.xalancbmk 43.81 31.59 27.89% 14 1.39
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Figure 9. Scalability charts for selected benchmarks from BIOPERF 1© 2© and SPEC CPU 2006 4© 5© 6© demonstrating the effect of
additional JIT compilation workers on speedup. Top right cumulative histogram 3© shows % of benchmarks benefiting from given number
of JIT compilation threads.
Vendor & Model DELL
TM
POWEREDGE
TM
1950
Number CPUs 4 (quad-core)
Processor Type Intel c©XeonTM processor E5430
Clock/FSB Frequency 2.66/1.33 GHz
L1-Cache 32K Instruction/Data caches
L2-Cache 12 MB
Operating System Scientific Linux 5.5 (64-bit)
Table 1. Simulation Host Configuration.
povray (1.2x), and perlbench (1.18x). For perlbench and
gcc the number of natively executed instructions improves by
19.5% and 38.0%, respectively, when using our parallel trace-based
JIT compiler. The gcc benchmark greatly benefits from our ap-
proach as it runs a compiler with many optimization flags enabled
resulting in a multitude of application hotspots representing com-
pilation phases.
Xalancbmk is one of the shorter running SPEC CPU bench-
marks performing XML transformations. Due to its short run-
time and abundance of application hotspots the tracing overhead
causes the baseline decoupled JIT compiler to be slower than the
interpreted-only version. Our parallel trace-based JIT can easily
recover this overhead resulting in a speedup of 1.47 when com-
pared to the baseline, and a speedup of 1.21 when compared to
interpreted-only simulation. Povray represents a long running
benchmark where we achieve a speedup of 1.2. This is again due
to an abundance of application hotspots across the runtime of the
povray benchmark.
For the EEMBC and COREMARK benchmark suites our ap-
proach achieves an average speedup of 1.12 over the baseline, and
an average improvement of 3.8% in the number of natively exe-
cuted instructions. Small embedded benchmarks do not often ben-
efit from task parallelism because they rarely exhibit more than
one hot trace per trace interval. The speedups are mostly due to
the fact that JIT compilation workers can already start working on
newly discovered traces while previous traces are being translated
by other workers. Also tracing must be light-weight, causing only
very little overhead, to enable speedups for small benchmarks like
EEMBC and COREMARK.
For all benchmarks performing Fast Fourier Transforms (i.e.
aifftr01, aiifft01, fft00) speedups ranging from 1.46
to 1.7 are achieved by our parallel trace-based JIT compiler. The
bit manipulation (bitmnp01) and infinite impulse response fil-
ter (iirflt01) benchmarks also show speedups of 1.57 and
1.46 using our scheme. Three EEMBC benchmarks (cacheb01,
puwmod01, ospf) yield very short runtimes using interpreted-
only mode (i.e. below one second) causing a small slowdown of
the baseline decoupled JIT compiler and our parallel JIT compiler.
This is entirely due to the fact that for very short benchmarks a
JIT compiler has almost no chance to speed up execution, actually
causing a slight slowdown due to the overheads caused by tracing
and JIT compiler thread creation.
4.4 Available Parallelism and Scalability
According to Amdahl’s law we expected only marginal improve-
ments with increasing numbers of JIT compilation worker threads,
so it is remarkable how well some benchmarks scale (see Figure 9)
on a 16-core system. For blastp 1© from BIOPERF the maximum
speedup of 3.1 is reached with 14 JIT compilation workers. The
gcc 4© and perlbench 5© benchmarks from SPEC CPU reach
their maximum speedup of 2.6 and 1.5 with 10 and 11 JIT compila-
tion workers, respectively. Not all benchmarks show benefits from
adding more JIT compilation threads. For bzip2 6© from SPEC
CPU the peak speedup is reached with 3 JIT compilation threads,
thus adding more threads does not improve execution time.
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Figure 10. Comparing compiled traces per time interval and trace translation queue length per time interval using an aggressive threshold
for hot trace selection for (a) simulation using a decoupled JIT compiler, and (b) simulation using our novel, parallel JIT compiler with three
JIT compilation worker threads.
As shown in the scalability charts in Figure 9, the peak speedup
is reached with different numbers of JIT compilation worker
threads. So what is the maximum number of JIT compilation
threads such that 100% of all benchmarks show speedup, i.e. how
far does it scale? The cumulative histogram 3© in Figure 9 answers
this question by depicting the number of benchmarks (in %) that
show an improvement by adding more JIT compilation threads.
From the histogram we can see all benchmarks show speedups
with 3 JIT compilation worker threads and 50% of all benchmarks
benefit from 9 or more JIT compilation threads.
4.5 Dynamic Work Scheduling
We have also evaluated the impact of our novel dynamic work
scheduling scheme in comparison to a simpler approach that sched-
ules traces based on their order of creation for JIT compilation. For
BIOPERF, we measured an average improvement of 8.9%, which is
equivalent to an average speedup of 1.13. For the SPEC CPU 2006
benchmarks, the average improvement and speedup are 3.5% and
1.04, respectively.
4.6 Compiled Traces and Trace Translation Queue Length
over Time
The key performance indicator of our parallel trace compilation
scheme is the reduction of overall simulation time. In this section
we give a more detailed overview of two additional performance
indicators, namely (1) the number of compiled traces per time
interval (i.e. rate at which work is completed), and (2) the resulting
trace translation queue lengths over the runtime of three selected
benchmarks (see Figure 10). We chose one benchmark from each
benchmark suite exhibiting a variety of application hotspots over
time, and used a rather aggressive threshold for hot trace selection
to highlight some of the main advantages of using more than one
JIT compilation thread.
A comparison of the number of compiled traces and trace trans-
lation queue lengths over time indicates that our parallel JIT com-
pilation task farm is able to translate traces significantly faster
than the decoupled scheme which relies on a single JIT compi-
lation thread. On average, three parallel JIT compilation threads
can translate 2.1, 3.1 and 1.5 times as many traces per time in-
terval than the decoupled JIT compiler for blastp, gcc and
matrix01, respectively. Consequently, the average trace transla-
tion queue length is 43%, 52% and 51% shorter, and the maximum
observed queue sizes are 33%, 37%, and 9% shorter for the same
three benchmarks, respectively. At the same time, the queue length
grows at a noticeably slower rate.
Using a very aggressive initial hotspot threshold, the amount of
hot traces identified per trace interval and the resulting translation
queue lengths quickly exceed the number of available JIT transla-
tion workers, even for a short benchmark such as matrix01. This
demonstrates the need for our dynamic work scheduling and adap-
tive hotspot threshold selection schemes. Dynamic work schedul-
ing ensures that the most recent and hottest traces are scheduled
for translation first, whereas adapting the hotspot threshold based
on the translation queue length aims at improving the utilisation of
available resources.
4.7 Memory Overhead of Parallel JIT Compilation
The use of multiple LLVM JIT compiler threads incurs a memory
overhead. However, we found this overhead to be modest compared
to the baseline. Internal memory consumption (i.e. memory which
is not application data or target binary code) never exceeds 150 MB
for any of the benchmarks.
5. Related Work
5.1 Dynamic Binary Translation
Dynamic translation techniques are used to overcome the lack of
flexibility inherent in statically-compiled simulators. The MIMIC
simulator [24] simulates IBM SYSTEM/370 instructions on the IBM
RT PC and translates groups of target basic blocks into host in-
structions. SHADE [10] and EMBRA [21] use DBT with transla-
tion caching techniques in order to increase simulation speeds. The
Ultra-fast Instruction Set Simulator [45] improves the performance
of statically-compiled simulation by using low-level binary trans-
lation techniques to take full advantage of the host architecture.
Just-In-Time Cache Compiled Simulation (JIT-CCS) [28] exe-
cutes and caches pre-compiled instruction-operation functions for
each function fetched. The Instruction Set Compiled Simulation
(IC-CS) simulator [31] was designed to be a high performance and
flexible functional simulator. To achieve this the time-consuming
instruction decode process is performed during the compile stage,
whilst interpretation is enabled at simulation time. The SIMICS [31]
full system simulator translates the target machine-code instruc-
tions into an intermediate format before interpretation. During sim-
ulation the intermediate instructions are processed by the inter-
preter which calls the corresponding service routines. QEMU [5]
is a fast simulator using an original dynamic translator. Each target
instruction is divided into a simple sequence of micro-operations,
the set of micro-operations having been pre-compiled offline into
an object file. During simulation the code generator accesses the
object file and concatenates micro-operations to form a host func-
tion that emulates the target instructions within a block. More re-
cent approaches to JIT DBT ISS are presented in [7, 19, 30, 38].
Apart from different target platforms these approaches differ in the
granularity of translation units (basic blocks vs. pages or CFG re-
gions) and their JIT code generation target language (ANSI-C vs.
LLVM IR).
Parallel simulation of multi-core target platforms on multi-core
host platforms has been demonstrated in [21, 25, 40]. These ap-
proaches, however, are mainly concerned with the mapping of tar-
get to host processors and do not consider the parallelization of the
embedded JIT compiler.
5.2 Trace-based JIT Optimization/Compilation
Tracing is a well established technique for dynamic profile guided
optimization of native binaries. Bala et al. [3] introduced tracing
as a method for runtime optimization of native program binaries in
their DYNAMO system. They used backward branch targets as can-
didates for the start of a trace, but did not attempt to capture traces
of loops. Zaleski et al. [43] used DYNAMO-like tracing in order to
achieve inlining, indirect jump elimination, and other optimizations
for Java. Their primary goal was to build an interpreter that could
be extended to a tracing VM.
Whaley [41] uses partial method compilation to reduce the
granularity of compilation to the sub-method level. His system uses
profile information to detect never or rarely executed parts of a
method and to ignore them during compilation. If such a part gets
executed later, execution continues in the interpreter. Compilation
still starts at the beginning of a method. Similarly, Suganuma et al.
[33] propose region-based compilation to overcome the limitations
of method-based compilation. They use heuristics and profiles to
identify and eliminate rarely executed sections of code, but rely on
expensive runtime code instrumentation for trace identification.
Gal et al. [13, 15] proposed an approach to building dynamic
compilers in which no CFG is ever constructed, and no source code
level compilation units such as methods are used. Instead, they use
runtime profiling to detect frequently executed cyclic code paths in
the program. The compiler then records and generates code from
dynamically recorded code traces along these paths. It assembles
these traces dynamically into a trace tree, a tree-like data-structure,
that covers frequently executed (and thus compilation worthy) code
paths through hot code regions. Trace trees suffer from the problem
of code explosion when many control-flow paths are present in a
loop, causing them to grow to very large sizes due to excessive tail
duplication as outlined in [4]. To solve this problem Bebenita et al.
[4] propose to use trace-regions as a data-structure for tracing in
their implementation of Hotpath, a trace-based Java JIT compiler
in the Maxine VM. Trace-regions are an extension to trace trees as
they can include join nodes instead of using tail duplication. Lo-
cations where trace recording can be enabled, so called anchors,
are determined statically during byte-code verification, and trace
regions are restricted to method boundaries. In contrast, our ap-
proach does not rely on statically determined anchors for tracing
and trace regions are not confined to method boundaries.
5.3 Parallel JIT Compilation
JIT compilation has a long history [1] dating back to the 1960s.
The possibility of reducing the overhead of dynamic compilation
by decoupling the JIT compiler from the main simulation loop and
executing it in a separate thread has been suggested by several
researchers, e.g. [16, 20, 39].
Parallel JIT compilation is not an entirely new concept. Some
approaches [8, 14] have attempted to exploit pipeline parallelism in
the JIT compiler. However, pipelining of the JIT compiler has sig-
nificant drawbacks. First, compiler stages are typically not well bal-
anced and the overall throughput is limited by the slowest pipeline
stage – this is often the front-end or IR generation stage. Second,
unlike method based compilers, trace-based JIT compilers operate
on relatively small translation units in order to reduce the compila-
tion overhead to a bare minimum [15]. Small translation units and
long compilation pipelines, however, increase the relative synchro-
nization costs between pipeline stages and, again, limit the achiev-
able compiler throughput. Third, compilation pipelines are static
and do not scale with the available task parallelism in inherently
independent translation units.
Most relevant to our work is the approach presented in [30].
This paper pioneered the concept of concurrent JIT compilation
workers to speed up DBT, but suffers from a number of flaws. First,
rather than taking a trace-based compilation approach entire pages
are translated – this is unnecessarily wasteful in a time-critical
JIT environment. Second, there are no provisions for a dynamic
work scheduling scheme that prioritizes compilation of hot traces
– this may defer compilation of critical traces and lower overall
efficiency. Third, JIT compilers reside in separate processes on
remote machines – this significantly increases the communication
overhead and limits scalability. This last point is critical, as results
shown in [30] are based solely on CPU time of the main simulation
process rather than the more relevant wall clock time that includes
CPU time, I/O time and communication channel delay.
6. Summary and Conclusions
In this paper we have presented a generalized trace construction
scheme enabling parallel JIT compilation based on a task farm
design pattern. By combining parallel JIT compilation with light-
weight tracing, large translation units and dynamic work schedul-
ing, we not only minimize and hide JIT compilation overhead, but
fully exploit the available hardware parallelism in standard multi-
core desktop PCs. Across three full benchmark suites comprising
non-trivial and long-running applications from various domains we
achieve an average reduction in total execution time of 11.5% –
and up to 51.9% – for four processors. Our innovative, parallel JIT
scheme is robust and never results in a slowdown. Given that only a
small fraction of the overall execution time is spent on JIT compila-
tion, and the majority of time is spent executing natively-compiled
code, these results are more than remarkable.
While primarily developed for DBT, the concept of concurrent
JIT compilation may also be exploited elsewhere to effectively
reduce dynamic compilation overheads and speedup execution.
Prime examples are JIT-compiled Java Virtual Machines (JVM)
or JavaScript engines. In our future work, we plan to extend our
DBT for the simulation of multi-core architectures, and explore
alternative dynamic work scheduling strategies.
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