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a b s t r a c t
Consider a system of ordinary differential equations (ODEs) dy/dt = f (t, y) where (a)
t ∈ [a, b] with b > a, (b) y is a vector containing s components and (c) y(a) is given.
The θ-method is applied to solve approximately the system of ODEs on a set of prescribed
grid points. If N is the number of time steps that are to be carried out, then this numer-
ical method can be defined using the following set of relationships: yn = yn−1 + h(1 −
θ) f (tn−1, yn−1) + hθ f (tn, yn), θ ∈ [0.5, 1.0] , n = 1, 2, . . . ,N, h = (b − a)/N, tn =
tn−1 + h = t0 + nh, t0 = a, tN = b. As a rule, the accuracy of approximations
{yn | n = 1, 2, . . . ,N } can be improved by applying the Richardson Extrapolation under
the assumption that the stability of the computational process is preserved. Therefore, it is
natural to require that the combined numerical method (Richardson Extrapolation + the
θ-method) is in some sense stable. It is proved in this paper that the combined method is
strongly A-stablewhen θ ∈ [2/3, 1.0] . It is furthermore shown that some theoremsproved
in a previous paper by the same authors, Faragó et al. (2009) [1], are simple corollaries of
the main result obtained in the present work.
The usefulness of the main result in the solution of many problems arising in different
scientific and engineering areas is demonstrated by performing a series of tests with an
extremely badly scaled and very stiff atmospheric chemistry schemewhich is actually used
in several well-known large-scale air pollution models.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction of the Richardson Extrapolation
Consider the classical initial value problem for systems of ordinary differential equations (ODEs):
dy
dt
= f (t, y), t ∈ [a, b] , b > a, y ∈ <s, s ≥ 1, (1)
with a given initial value vector y(a) = y0.
Assume that N ≥ 1 is a given positive integer and that h = (b − a)/N is a real positive constant. It is convenient to
consider the equidistant grid defined by
TN = {tn, n = 0, 1, . . . ,N|t0 = a, tn = tn−1 + h (n = 1, 2, . . . ,N − 1), tN = b} , (2)
but the results proved in this paper can easily be extended to the case where non-equidistant grids are used.
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It will also be assumed that yn, zn and wn are some approximations of the exact solution y(t) of (1) at the grid point
t = tn ∈ TN . Furthermore, when the Richardson Extrapolation is studied, it is appropriate to consider an approximation
wn−0.5 of y(t) at the intermediate grid point t = tn−0.5 = tn − 0.5h.
The simplest version of the Richardson Extrapolation can be formulated as follows. Assume that two approximations zn
and wn of y(tn) have been calculated by using a numerical method of order p and step sizes h and 0.5h respectively. The
following two relationships can be written by exploiting the fact that the order of the selected numerical method is p:
y(tn) = zn + hpK + O(hp+1), (3)
y(tn) = wn + (0.5h)pK + O(hp+1), (4)
where K is some quantity depending on the numerical method applied in the calculation of zn and wn, but not on the step
size h. Eliminating K from (3) and (4) gives
y(tn) = 2
pwn − zn
2p − 1 + O(h
p+1). (5)
Define
yn = 2
pwn − zn
2p − 1 . (6)
It is clear that the approximation yn, being of order p+1, will in general bemore accurate than both zn andwn (at least when
the step size h is sufficiently small). Thus, the Richardson Extrapolation can be used in the efforts to improve the accuracy
of the approximate solution.
There are two ways of implementing the Richardson Extrapolation. Assume that the three approximations zn, wn and
yn are already calculated and it is necessary to calculate the next approximation yn+1. The first implementation is based
on the use of zn and wn as initial values in the calculation of zn+1 and wn+1 respectively and after that the improved
approximation yn+1 can be calculated by utilizing the values of zn+1 andwn+1 obtained. This computational device is called
Passive Richardson Extrapolation in [2]. In the second approach the calculated improvement yn is used as an initial value
in the calculation of both zn+1 and wn+1. After that again zn+1 and wn+1 are applied to calculate yn+1. This device is called
Active Richardson Extrapolation in [2]. The terms ‘‘global extrapolation’’ and ‘‘local extrapolation’’ are used in [3] instead
of passive extrapolation and active extrapolation respectively. We prefer the term ‘‘Active Richardson Extrapolation’’ (to
point out immediately that the improvements obtained in the extrapolation are directly applied in the further calculations)
as well as the term ‘‘Passive Richardson Extrapolation’’ (to express in a straightforward way that the values obtained in
the extrapolation process at time step n will never be used in the consecutive time steps). The application of the Passive
Richardson Extrapolation does not affect the stability of the underlying numerical method for solving systems of ODEs (see
also [2]).
It must be emphasized here that only Active Richardson Extrapolation will be studied in the remaining part of this paper.
Moreover, the word ‘‘Active’’ will always be omitted.
2. Combining the Richardson Extrapolation with the θ-method
The Richardson Extrapolation can be combined with the θ-method by using a computational process consisting of three
stages.
Stage 1: Perform a large time step:
zn = yn−1 + h [(1− θ)f (tn−1, yn−1)+ θ f (tn, zn)] . (7)
Stage 2: Perform two small time steps:
wn−0.5 = yn−1 + 0.5h [(1− θ)f (tn−1, yn−1)+ θ f (tn−0.5, wn−0.5)] , (8)
wn = wn−0.5 + 0.5h [(1− θ)f (tn−0.5, wn−0.5)+ θ f (tn, wn)] . (9)
Stage 3: Calculate an improved approximation:
yn = 2wn − zn when θ 6= 0.5 and yn = 4wn − zn3 when θ = 0.5. (10)
It is clear that at any time step n (n = 1, 2, . . . ,N) it is necessary to (i) perform one large step by applying (7), (ii) perform
two small steps by applying (8)–(9) and (iii) to combine the calculated approximations using (10). The θ-method is reduced
to the second-order Trapezoidal Rule when θ = 0.5. Therefore, (6) is used with p = 2 for θ = 0.5. The θ-method is of order
1 when θ 6= 0.5 and (6) has to be used with p = 1 in this case.
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3. Stability properties of the combined method
The scalar linear test equation (proposed originally in [4])
dy
dt
= λy, (11)
where λ is a given complex constant, is often used in stability studies. The application of formulae (7)–(9) in the numerical
solution of (11) results in
zn = 1+ (1− θ)µ1− θµ yn−1 (12)
and
wn =
[
1+ (1− θ)(0.5µ)
1− θ(0.5µ)
]2
yn−1, (13)
where µ = hλ is a complex number.
The application of the Richardson Extrapolation leads to the following relationship:
yn = R(µ)yn−1 (14)
with
R(µ) = 2
[
1+ (1− θ)(0.5µ)
1− θ(0.5µ)
]2
− 1+ (1− θ)µ
1− θµ for θ 6= 0.5 (15)
and
R(µ) = 4
3
[
1+ 0.25µ
1− 0.25µ
]2
− 1
3
1+ 0.5µ
1− 0.5µ for θ = 0.5. (16)
The last three formulae show clearly that the application of the Richardson Extrapolation combined with the θ-method in
the solution of the test problem (11) is equivalent to the application of a one-step method for solving ODEs with a stability
function R(µ).
We are mainly interested in solving stiff systems of ODEs. Therefore, it is important to preserve the stability of the
computational process. Several definitions related to the stability properties of numerical methods with stability function
R(µ) are proposed in the literature (see for example [5–9] or [10]). The following three definitions will be used in this paper.
Definition 1. Consider the set S containing all values of µ = α + iβ for which |R(µ)| ≤ 1. If S ⊃ C− = {ν | ν = γ + iδ,
γ ≤ 0}, then the method with stability function R(µ) is called A-stable (see, for example, [7]).
Definition 2. A numerical method with stability function R(µ) is said to be strongly A-stable if it is A-stable and if the
relationship
lim
µ→∞ (|R(µ)|) = ζ , (17)
where ζ < 1 is some non-negative constant, holds (see [8]).
Remark 1. If µ ∈ C , then µ→∞will always mean that |µ| grows beyond any assigned positive real number.
Definition 3. A numerical method with a stability function R(µ) is called L-stable if it is A-stable and the relationship
lim
µ→∞ (R(µ)) = 0 (18)
holds (this definition was originally proposed in [11]; see also [7] or [8]).
It should be pointed out here that the class of L-stable methods is a sub-class of the class of strongly A-stable methods,
which in their turn form a class which is a sub-class of the class of A-stable methods.
The use of numerical methods that are at least A-stable is desirable when the system of ODEs is stiff. It is well-known (see,
for example, [8]) that the θ-method is
• A-stable but not strongly A-stable when θ = 0.5,
• strongly A-stable but not L-stable for θ ∈ (0.5, 1.0) and
• L-stable for θ = 1.0.
Therefore, it is assumed in this paper that θ ∈ [0.5, 1.0].
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It is important to answer the question:Will the combination consisting of the Richardson Extrapolation and a given numerical
method for solving system of ODEs be stable if the selected numerical method is stable? The answer to this question is in general
negative. Indeed, the following theorem can be proven (see [2]):
Theorem 1. The combined numerical method consisting of the Richardson Extrapolation and the Trapezoidal Rule (the θ-method
with θ = 0.5) is not A-stable.
Theorem 1 shows that in general the use of the Richardson Extrapolationmay cause instability of the computational process.
The next question is whether it is possible to ensure stability when the Richardson Extrapolation is applied with some
particular numerical methods. The answer to this question is positive. More precisely, it can be proved that the combination
of the Richardson Extrapolation and the Backward Euler Formula, which can be obtained as a special case of the θ-method
with θ = 1, is an L-stable method (see again [2]):
Theorem 2. The combined numerical method consisting of the Richardson Extrapolation and the Backward Euler Formula is L-
stable.
The stability properties of the combination of the Richardson Extrapolation with the θ-method when θ ∈ (0.5, 1.0] will be
studied in the remaining part of this paper. More precisely, the following theorem will be proved:
Theorem 3. The numerical method consisting of a combination of the Richardson Extrapolation and the θ-method is strongly
A-stable when θ ∈ [θ0, 1] with θ0 = 2/3.
Proof. A strongly A-stable methodmust also be A-stable according to Definition 2. A numerical method for solving systems
of ODEs is A-stable if and only if
(a) it is stable on the imaginary axis (i.e., |R(iβ)| ≤ 1 for all real values of β) and
(b) R(µ) is analytic in C− (see [7]).
The inequality (17) must additionally be satisfied if we require strong A-stability. Therefore, the theorem should be proved
in three steps. In the first step, Step A, it will be proved that the combination of the Richardson Extrapolation and the θ-
method is stable on the imaginary axis when θ ∈ [θ0, 1.0] with θ0 = 2/3. In the second step, Step B, it will be shown that
R(µ) is analytic in C−. Finally, it will be proved in the third step, Step C, that (17) holds.
Step A: Stability on the imaginary axis. The stability function R(µ) from (15) can be rewritten as a ratio of two polynomials:
R(µ) = P(µ)
Q (µ)
, (19)
where
P(µ) = 2 [1+ (1− θ)(0.5µ)]2 (1− θµ)− [1+ (1− θ)µ] [1− θ(0.5µ)]2
= 2 [0.25(1− θ)2µ2 + (1− θ)µ+ 1] (1− θµ)− [1+ (1− θ)µ] (0.25θ2µ2 − θµ+ 1)
= 2 [−0.25θ(1− θ)2µ3 − θ(1− θ)µ2 − θµ+ 0.25(1− θ)2µ2 + (1− θ)µ+ 1]
− [0.25θ2(1− θ)µ3 − θ(1− θ)µ2 + (1− θ)µ+ 0.25θ2µ2 − θµ+ 1]
= −0.5θ(1− 2θ + θ2)µ3 − 2θ(1− θ)µ2 − 2θµ+ 0.5(1− 2θ + θ2)µ2 + 2(1− θ)µ+ 2
− 0.25θ2(1− θ)µ3 + θ(1− θ)µ2 − (1− θ)µ− 0.25θ2µ2 + θµ− 1
= (−0.5θ + θ2 − 0.5θ3 − 0.25θ2 + 0.25θ3)µ3 + (−2θ + 2θ2 + θ − θ2 + 0.5− θ + 0.5θ2
− 0.25θ2)µ2 + (−2θ + 2− 2θ − 1+ θ + θ)µ+ 1
= (−0.25θ3 + 0.75θ2 − 0.5θ)µ3 + (1.25θ2 − 2θ + 0.5)µ2 + (−2θ + 1)µ+ 1 (20)
and
Q (µ) = [1− θ(0.5µ)]2 (1− θµ). (21)
Assume that the complex variable µ is represented as µ = α + iβ with α ≤ 0. It is shown in [7] that the stability of the
numerical method on the imaginary axis is ensured if
E(β) ≥ 0 (22)
for all real values of β , where E(β) is defined by
E(β) = Q (iβ)Q (−iβ)− P (iβ) P(−iβ). (23)
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Consider the first term in the right-hand side of (23). Successful transformations of this term are given below.
Q (iβ)Q (−iβ) = [1− θ(0.5iβ)]2 (1− θ iβ) [1+ θ(0.5iβ)]2 (1+ θ iβ), (24)
Q (iβ)Q (−iβ) = [(1− 0.5iθβ)(1+ 0.5iθβ)]2 (1− iθβ)(1+ iθβ), (25)
Q (iβ)Q (−iβ) = (1+ 0.25θ2β2)2(1+ θ2β2), (26)
Q (iβ)Q (−iβ) = (0.0625θ4β4 + 0.5θ2β2 + 1)(1+ θ2β2), (27)
Q (iβ)Q (−iβ) = 0.0625θ6β6 + 0.5625θ4β4 + 1.5θ2β2 + 1. (28)
Similar transformations of the second term in (23) are represented below. Consider
P(iβ)P(−iβ) = [A(iβ)3 + B(iβ)2 + C(iβ)+ 1] [A(−iβ)3 + B(−iβ)2 + C(−iβ)+ 1]
= (−Aiβ3 − Bβ2 + C iβ + 1)(Aiβ3 − Bβ2 − C iβ + 1), (29)
where
A = −0.25θ3 + 0.75θ2 − 0.5θ, B = 1.25θ2 − 2θ + 0.5, C = −2θ + 1. (30)
Now Eq. (29) can successively be transformed in the following way:
P(iβ)P(−iβ) = A2β6 + ABiβ5 − ACβ4 − Aiβ3 − ABiβ5 + B2β4 + BC iβ3 − Bβ2
− ACβ4 − BC iβ3 + C2β2 + C iβ + Aiβ3 − Bβ2 − C iβ + 1, (31)
P(iβ)P(−iβ) = A2β6 − 2ACβ4 + B2β4 − 2Bβ2 + C2β2 + 1, (32)
P(iβ)P(−iβ) = A2β6 + (B2 − 2AC)β4 + (C2 − 2B)β2 + 1. (33)
Substitute the expressions for A, B and C from (30) in (33). The result is
P(iβ)P(−iβ) = (−0.25θ3 + 0.75θ2 − 0.5θ)2β6 +
[
(1.25θ2 − 2θ + 0.5)2
− 2(−0.25θ3 + 0.75θ2 − 0.5θ)(−2θ + 1)
]
β4
+ [(−2θ + 1)2 − 2(1.25θ2 − 2θ + 0.5)]β2 + 1, (34)
P(iβ)P(−iβ) = 1
24
(θ6 + 9θ4 + 4θ2 − 6θ5 + 4θ4 − 12θ3)β6
+
[
1
24
(25θ4 − 80θ3 + 84θ2 − 32θ + 4)− θ4 + 3.5θ3 − 3.5θ2 + θ
]
β4
+ [(4θ2 − 4θ + 1− 2.5θ2 + 4θ − 1)]β2 + 1, (35)
P(iβ)P(−iβ) = 1
24
(θ6 − 6θ5 + 13θ4 − 12θ3 + 4θ2)β6 + 1
24
(9θ4 − 24θ3 + 28θ2 − 16θ + 4)β4
+ 1.5θ2β2 + 1. (36)
Everything is prepared now for the evaluation of E(β) from (23). Substitute the expressions found in (28) and (36) in the
right-hand side of (23). The result is
E(β) = 1
24
θ6β6 + 9
24
θ4β4 + 1.5θ2β2 + 1− 1
24
(θ6 − 6θ5 + 13θ4 − 12θ3 + 4θ2)β6
− 1
24
(9θ4 − 24θ3 + 28θ2 − 16θ + 4)β4 − 1.5θ2β2 − 1, (37)
E(β) = 1
24
(6θ5 − 13θ4 + 12θ3 − 4θ2)β6 + 1
24
(24θ3 − 28θ2 + 16θ − 4)β4. (38)
It is clear that
E(β) ≥ 0⇒ θ2(6θ3 − 13θ2 + 12θ − 4)β2 + 4(6θ3 − 7θ2 + 4θ − 1) ≥ 0. (39)
Introduce the following notation:
H1(θ) = 6θ3 − 13θ2 + 12θ − 4 and H2(θ) = 6θ3 − 7θ2 + 4θ − 1. (40)
It follows from (40) and (41) that E(β) will be non-negative for all values of β and for a given θ if and only if both
polynomials from (41) are non-negative for the selected value of θ . It is easy to show that the inequalities dH1/dθ > 0
and dH2/dθ > 0 hold when θ ∈ [0.5, 1.0], which implies that the polynomials H1(θ) and H2(θ) are increasing in this
interval. Since H1(2/3) = 0 and H2(2/3) > 0, the polynomials H1(θ) and H2(θ) are clearly non-negative for θ ∈ [2/3, 1.0]
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Fig. 1. Variations of the values of the two polynomials from (41) for θ ∈ [0.5, 1.0]. The dotted curve represents the polynomial H1 , while the continuous
curve represents the polynomial H2 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
and, therefore, E(β)will certainly be non-negative for all values of θ in the interval [θ0, 1.0], where θ0 = 2/3 is the unique
zero of the polynomial H1(θ) in the interval [0.5, 1.0]. A graphical illustration of this fact is presented in Fig. 1 (the blue
curve represents the variation of the values of H1, while the variation of the values of H2 is drawn in red).
In this way it has been shown that the combination of the Richardson Extrapolation with the θ-method is stable on the
imaginary axis if θ ∈ [θ0, 1.0] with θ0 = 2/3.
Step B: A-stability. After the proof that the combination of the Richardson Extrapolation with the θ-method is stable on
the imaginary axis when θ ∈ [θ0, 1.0] with θ0 = 2/3, it should also be proved that the function R(µ) is analytic in C−.
The function R(µ) is a ratio of two polynomials, P(µ) and Q (µ); see (19). It is well-known that polynomials are analytic
functions and a ratio of two polynomials is analytic function in C− if the denominator Q (µ) has no roots in C−. The roots
of the denominator Q (µ) of the stability function R(µ) are µ1 = 1/θ > 0 (single root) and µ2,3 = 2/θ > 0 (double root).
This means that R(µ) is analytic in C−.
Step C: Strong A-stability. It remains to establish for which values of θ in the interval [θ0, 1.0] the relationship (17) holds.
Rewrite (15) as
R(µ) = 2
[ 1
µ
+ 0.5(1− θ)
1
µ
− 0.5θ
]2
−
1
µ
+ (1− θ)
1
µ
− θ . (41)
It is obvious now that the following equality is satisfied:
lim
µ→∞(R(µ)) = 2
[
0.5(1− θ)
−0.5θ
]2
− (1− θ)−θ
= 2(1− θ)
2
θ2
+ 1− θ
θ
= 2− 4θ + 2θ
2 + θ − θ2
θ2
= 2− 3θ + θ
2
θ2
. (42)
Since the terms in the right-hand side of (43) are real, the requirement (17) reduces to
∣∣(2− 3θ + θ2)/θ2∣∣ < 1. This implies
that the following relationships are satisfied:
2− 3θ + θ2
θ2
< 1⇒ 2− 3θ + θ2 < θ2 ⇒ θ > 2
3
(43)
and
− 1 < 2− 3θ + θ
2
θ2
⇒ 2θ2 − 3θ + 2 > 0. (44)
This completes the proof of the theorem, because the second inequality in (45) holds for all real values of θ (the minimal
value of the polynomial 2θ2 − 3θ + 2 is 7/8, which is achieved for θ = 3/4). 
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Corollary 1. If θ = 1.0 (i.e., if the Backward Euler Formula is used) then the combined method is L-stable.
Proof. It is immediately seen that the right-hand side of (43) is equal to zero when θ = 1.0 and, thus, the method is L-
stable. 
Remark 2. If we set θ = 1.0 (i.e., if the Backward Euler Formula is used as the underlying numerical method in the
Richardson Extrapolation), then (28) and (36) can be reduced to
Q (iβ)Q (−iβ) = 0.0625β6 + 0.5625β4 + 1.5β2 + 1 (45)
and
P(iβ)P(−iβ) = 0.0625β4 + 1.5β2 + 1. (46)
The same expressions were found in [2] where the stability properties of the combined method were obtained when the
Richardson Extrapolation was used with the Backward Euler Formula; see formulae (38) and (39) in [2].
Remark 3. Corollary 1 and Remark 2 show that the main results in [2] are special cases of Theorem 3, which was proved
above.
Remark 4. Equality (43) shows that the constant ζ in (17) depends on the selected value of θ . For every value θ , the
corresponding value of ζ can be calculated by using (43). Theorem 3 shows that ζ is less than 1 for all θ ≥ 2/3. For example,
if θ = 0.75, then ζ = 5/9.
4. Numerical experiments
It is necessary to demonstrate that the combined method (consisting of the Richardson Extrapolation and a strongly A-stable
θ-method) has the following properties:
(a) it behaves as a second-order numerical method,
(b) for some values of θ the results produced by thismethod aremore accurate than the results produced by the combination
consisting of the Richardson Extrapolation and the Backward Euler Formula (which is obtained when θ = 1) and
(c) it is much more efficient (in terms of the computing time) when a prescribed (not too low) accuracy is required.
Several numerical experiments were carried out in order to illustrate the fact that (a)–(c) hold. A representative
atmospheric chemistry scheme was used in the experiments. This scheme is discussed in the following sub-section.
4.1. The atmospheric chemistry scheme
An atmospheric chemistry scheme, in which s = 56 species are involved, was applied in the experiments whose results
will be presented below. This scheme contains all important air pollutants (ozone, sulphur pollutants, nitrogen pollutants,
ammonium–ammonia andmany hydrocarbons). It is used in several well-known environmental models, for example, in the
EMEPmodels (see [12]) and inUNI-DEM (see [13,14]; it should bementionedhere that EMEP stands for EuropeanMonitoring
and Evaluation Programme, while UNI-DEM is an abbreviation for the Unified Danish Eulerian Model). The atmospheric
chemistry scheme is described mathematically as a non-linear system of ODEs of type (1). The numerical treatment of this
system of ODEs is extremely difficult because (a) it is non-linear, (b) it is very badly scaled and (c) some chemical species
vary very quickly during the periods of changes from daytime to night-time and from night-time to daytime (this fact is
discussed and illustrated by using several plots in [2]).
4.2. Organization of the computations
The atmospheric chemistry scheme, which was briefly discussed in the previous sub-section, was treated numerically
on the time interval [a, b] = [43 200, 129 600]. The value a = 43 200 corresponds to twelve o’clock, noon (measured in
seconds and starting from themidnight), while b = 129 600 corresponds to twelve o’clock on the next day. Thus, the length
of the time interval is 24 h and it contains important changes from daytime to night-time and from night-time to daytime
(when most of the chemical species are very quickly varying).
In each experiment the first run is performed by using N = 168 time steps (this means that the time step size is
h ≈ 514.285 s). After that the step size h was halved eighteen times (which implies that the number of time steps, N ,
is doubled after every successive run). The behavior of the errors made in this sequence of 19 runs was studied. The error
made in each run is measured in the following way. Define
ERRm = max
k=1,2,...,56
( ∣∣ym,k − yrefm,k∣∣
max(
∣∣yrefm,k∣∣ , 1.0)
)
, (47)
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Table 1
Numerical results obtained in (a) 19 runs in which the direct implementation of the θ-method with θ = 0.75 is used and (b) 19 runs in which the
combination consisting of the Richardson Extrapolation and the θ-method with θ = 0.75 is applied. The errors obtained by (48) are given in the columns
under ‘‘Accuracy’’. The ratios of two successive errors are given in the columns under ‘‘Rate’’.
Job number Number of time steps Direct use of the θ-method Richardson Extrapolation
Accuracy Rate Accuracy Rate
1 168 1.439E−00 – 3.988E−01 –
2 336 6.701E−01 2.147 5.252E−02 7.593
3 672 3.194E−01 2.098 1.503E−03 3.495
4 1344 1.550E−01 2.060 3.787E−03 3.968
5 2688 7.625E−02 2.033 9.502E−04 3.985
6 5376 3.779E−02 2.018 2.384E−04 3.986
7 10752 1.881E−02 2.009 5.980E−05 3.986
8 21504 9.385E−03 2.005 1.499E−05 3.989
9 43008 4.687E−03 2.002 3.754E−06 3.993
10 86016 2.342E−03 2.001 9.394E−07 3.996
11 172032 1.171E−03 2.001 2.353E−07 3.993
12 344064 5.853E−04 2.000 6.264E−08 3.756
13 688128 2.926E−04 2.000 1.618E−08 3.873
14 1376256 1.463E−04 2.000 4.111E−09 3.935
15 2752512 7.315E−05 2.000 1.036E−09 3.967
16 5505024 3.658E−05 2.000 2.601E−10 3.984
17 11010048 1.829E−05 2.000 6.514E−11 3.993
18 22020096 9.144E−06 2.000 1.628E−11 4.001
19 44040192 4.572E−06 2.000 4.051E−12 4.019
where ym,k and yrefm,k are the calculated value and the reference solution of the kth chemical species at time tm = t0 + mh0
(where m = 1, 2, . . . , 168 and h0 ≈ 514.285 is the time step size that has been used in the first run). The reference
solution was calculated by using a three-stage fifth-order L-stable fully implicit Runge–Kutta algorithm (see [6] or [7]) with
N = 998 244 352 and href ≈ 6.1307634E–05. It is clear from the above discussion that only the values of the reference
solution at the grid points of the coarse grid (which is used in the first run) have been stored and applied in the evaluation
of the error (it is, of course, also possible to store all values of the reference solution, but such an action will increase the
storage requirements tremendously).
The global error made during the computations is estimated by using the following formula:
ERR = max
m=1,2,...,168 (
ERRm) . (48)
It is desirable to eliminate the influence of the rounding errors when the quantities involved in (47) and (48) are calculated.
Normally, this task can be successfully accomplished when double-precision arithmetic is used during the computations.
Unfortunately, this is not truewhen the atmospheric chemistry scheme is handled. The difficulty can be explained as follows.
If the problem is stiff, and the atmospheric chemistry scheme is as mentioned above a stiff non-linear system of ODEs, then
implicit numerical methods are to be used. The application of such numerical methods leads to the solution of systems
of non-linear algebraic equations, which are normally treated at each time step by the Newton Iterative Method (see, for
example, [7]). This means that long sequences of systems of linear algebraic equations are to be handled during the iterative
process. As a rule, this does not cause great problems. However, the atmospheric chemistry scheme is, as mentioned in the
previous sub-section, very badly scaled and the condition numbers of the matrices involved are very large. It was found by
applying a LAPACK subroutine for calculating eigenvalues and condition numbers [15] that the condition numbers of the
matrices involved in the Newton Iterative Process during the numerical integration of the atmospheric chemistry scheme
on the interval [a, b] vary in the range [4.56E+08, 9.27E+12]. Simple application of error analysis arguments from [16]
indicates that there is a danger that the rounding errors will affect the fourth significant digit of the approximate solution
on most of the existing computers when double-precision arithmetic (based on the use of REAL*8 declarations of the real
numbers and leading to the use of about 16-digit arithmetic on many computers) is applied. Therefore, all computations
reported in the following sub-sections were performed by selecting quadruple-precision (i.e. by using REAL*16 declarations
for the real numbers and, thus, about 32-digit arithmetic) in order to eliminate the influence of the rounding errors on the
first 16 significant digits of the computed approximate solutions.
4.3. Achieving second-order accuracy
Results obtained by using the θ-method directly and in combination with the Richardson Extrapolation are given in
Table 1. The value θ = 0.75 is selected, which means that (17) is satisfied with ζ = 5/9 (see Remark 4 in the previous
section). It is clearly seen that the θ-method performs as a first-order method when it is applied directly and as a stable
second-order method when it is used as an underlying method in the Richardson Extrapolation.
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Table 2
Comparison of the accuracy achieved when the Backward Euler Formula and θ-method with θ = 0.75 are run with 19 different time step sizes. The
errors obtained by (48) are given in the columns in this table. The ratios (the errors obtained when the θ-method with θ = 0.75 is used divided by the
corresponding errors obtained when the Backward Euler Formula is used) are given in brackets.
Job number Number of time steps Backward Euler formula The θ-method with θ = 0.75
Direct Richardson Direct Richardson
1 168 2.564E−00 3.337E−01 1.439E−00 (0.561) 3.988E−01 (1.195)
2 336 1.271E−00 1.719E−01 6.701E−01 (0.527) 5.252E−02 (0.306)
3 672 6.227E−01 5.473E−02 3.194E−01 (0.513) 1.503E−03 (0.027)
4 1344 3.063E−01 7.708E−03 1.550E−01 (0.506) 3.787E−03 (0.491)
5 2688 1.516E−01 1.960E−03 7.625E−02 (0.503) 9.502E−04 (0.484)
6 5376 7.536E−02 5.453E−04 3.779E−02 (0.501) 2.384E−04 (0.437)
7 10752 3.757E−02 1.455E−04 1.881E−02 (0.501) 5.980E−05 (0.411)
8 21504 1.876E−02 3.765E−05 9.385E−03 (0.500) 1.499E−05 (0.398)
9 43008 9371E−03 9583E−06 4.687E−03 (0.500) 3.754E−06 (0.392)
10 86016 4.684E−03 2.418E−06 2.342E−03 (0.500) 9.394E−07 (0.389)
11 172032 2.341E−03 6.072E−07 1.171E−03 (0.500) 2.353E−07 (0.388)
12 344064 1.171E−03 1.522E−07 5.853E−04 (0.500) 6.264E−08 (0.411)
13 688128 5.853E−04 3.809E−08 2.926E−04 (0.500) 1.618E−08 (0.425)
14 1376256 2.926E−04 9.527E−09 1.463E−04 (0.500) 4.111E−09 (0.432)
15 2752512 1.463E−04 2.382E−09 7.315E−05 (0.500) 1.036E−09 (0.435)
16 5505024 7.315E−05 5.957E−10 3.658E−05 (0.500) 2.601E−10 (0.437)
17 11010048 3.658E−05 1.489E−10 1.829E−05 (0.500) 6.514E−11 (0.437)
18 22020096 1.829E−05 3.720E−11 9.144E−06 (0.500) 1.628E−11 (0.438)
19 44040192 9.144E−06 9.273E−12 4.572E−06 (0.500) 4.051E−12 (0.437)
4.4. Comparing the θ-method (with θ = 0.75) and the Backward Euler Formula
The performance of the Backward Euler Formula was studied in [2]. It will be shown here that (a) it can theoretically be
justified that the θ-method with θ = 0.75 should perform better than the Backward Euler Method when both methods are
used directly (see Theorem4 below) and (b) the numerical results confirm the conclusions from the theoretical investigation
(see Table 2).
Theorem 4. The principal part of the local truncation error of the θ-method with θ = 0.75 is twice smaller than that of the
Backward Euler Formula.
Proof. Consider two approximations ybackwardn and y
0.75θ
n of the exact solution y(t) of (1) which are obtained at time step n
(i.e., for t = tn) by applying respectively the Backward Euler Formula and the θ-method with θ = 0.75 assuming that the
same initial value yn−1 ≈ y(tn−1) is applied. The equations, which are used in the calculation of ybackwardn and y0.75θn , can be
written in the following form:
ybackwardn − yn−1 − hf (tn, ybackwardn ) = 0, (49)
y0.75θn − yn−1 − 0.25hf (tn−1, yn−1)− 0.75hf (tn, y0.75θn ) = 0. (50)
Replace (a) ybackwardn and y
0.75θ
n with y(tn) and (b) yn−1 with y(tn−1) in the left-hand side of (49) and (50). Use the relationship
y′(t) = f (t, y(t)) and introduce, as on p. 48 in [9], linear difference operators to express the fact that the right-hand sides of
the expressions obtained from (49) and (50) will not be equal to zero after the substitutions are made:
Lbackward [y(tn); h] = y(tn)− y(tn−1)− hy′(tn), (51)
L0.75θ [y(tn); h] = y(tn)− y(tn−1)− 0.25hy′(tn−1)− 0.75hy′(tn). (52)
Expanding y(tn) and y′(tn) in Taylor series about tn−1 and keeping the terms containing h2 one can rewrite (51) and (52) in
the following way:
Lbackward [y(tn); h] = −h
2
2
y′′(tn−1)+ O(h3), (53)
L0.75θ [y(tn); h] = −h
2
4
y′′(tn−1)+ O(h3). (54)
The terms in the right-hand sides of (53) and (54) are called local truncation errors (see p. 56 in [9]). It is seen that the
principal part of the local truncation error of the θ-method with θ = 0.75 is twice smaller than that of the Backward Euler
Formula. This completes the proof of the theorem. 
Theorem 4 indicates that one should expect, as stated above, the θ-method with θ = 0.75 to be more accurate than the
Backward Euler Formula. Some results are shown in Table 2. It is seen that the accuracy of the results obtained by using the
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Table 3
Comparison of the computational costs (measured by the CPU times given in hours) needed to achieve prescribed accuracy in the cases where (a) the
θ-method with θ = 0.75 is implemented directly and (b) the Richardson Extrapolation with the θ-method is used. The computing times measured in
hours are given in the columns under ‘‘CPU time’’. The numbers of time steps needed to obtain the desired accuracy are given in the columns under ‘‘Time
steps’’.
Desired accuracy θ-method Richardson Extrapolation
CPU time (h) Time steps CPU time (h) Time steps
[1.0E−02, 1.0E−01) 0.0506 2688 0.0614 336
[1.0E−03, 1.0E−02) 0.1469 21504 0.0897 1344
[1.0E−04, 1.0E−03) 1.1242 344032 0.1192 2688
[1.0E−05, 1.0E−04) 6.6747 2752512 0.2458 10752
[1.0E−06, 1.0E−05) 43.0650 22020096 0.6058 43008
[1.0E−07, 1.0E−06) Required accuracy was not achieved 1.0197 86016
[1.0E−08, 1.0E−07) Required accuracy was not achieved 3.1219 344064
[1.0E−09, 1.0E−08) Required accuracy was not achieved 10.3705 1376256
[1.0E−10, 1.0E−09) Required accuracy was not achieved 35.3331 5505024
[1.0E−11, 1.0E−10) Required accuracy was not achieved 66.1322 11010048
[1.0E−12, 1.0E−11) Required accuracy was not achieved 230.2309 44040192
θ-methodwith θ = 0.75 is indeed considerably better than that obtained using the Backward Euler Formula (see the figures
given in the third and the fifth columns of Table 2). It is remarkable that the accuracy is improved precisely by a factor of
two when the time step size becomes sufficiently small.
It is not clear how to derive corresponding expressions for the principal parts of the local truncation error when the
Richardson Extrapolation is used together with these two numerical methods for solving systems of ODEs. However the
results in Table 2 show that the accuracy is in general improved by a factor greater than two when the θ-method with
θ = 0.75 is used as an underlying method instead of the Backward Euler Formula.
4.5. Comparing the computing times needed to obtain prescribed accuracy
Three time steps (one large and two small) with the underlying numerical method are necessary when one time step of
the Richardson Extrapolation is performed. This means that if the Richardson Extrapolation and the underlying numerical
method are used with the same time step size, then the computational cost of the Richardson Extrapolation will be about
three times greater than that of the underlying numerical method. In many practical situations this factor will be less than
three, but considerably larger than two (because the number of Newton iterations needed for each of the two small time
steps will normally be smaller than the corresponding number for the large time step). However, the use of the Richardson
Extrapolation leads also to an improved accuracy of the calculated approximations (see Table 1). Therefore, it is not relevant
(and not fair either) to compare the Richardson Extrapolation with the underlying method under the assumption that the
two devices are run with equal numbers of time steps. It is much more relevant to investigate how much work is needed
in order to achieve the same accuracy in the cases where (a) the θ-method with θ = 0.75 is applied directly and (b) it is
combined with the Richardson Extrapolation. The computing times needed in the efforts to achieve the prescribed accuracy
are given in Table 3. If the desired accuracy is 10−k (k = −1,−2, . . . ,−11), then the computing time achieved in the first
run in which the quantity ERR from (48) becomes less than 10−k is given in Table 3. This means that the error is in the
interval
[
10−(k+1), 10−k
)
when accuracy of order 10−k is required.
Four conclusions can be drawn by studying the results shown in Table 3:
• The direct use of the θ-method with θ = 0.75 is slightly more efficient with regard to the computing time than the
implementation of the Richardson Extrapolation when the desired accuracy is very low, for example when ERR ∈[
10−2, 10−1
)
; compare the CPU times in the first row of Table 3.
• The implementation of the Richardson Extrapolation becomes much more efficient than the direct θ-method with
θ = 0.75when the accuracy requirement is increased (see the second, the third, the fourth and the fifth lines of Table 3). If
it desirable to achieve accuracywhich is better than 10−5, andmore precisely if it is required to have ERR ∈ [10−6, 10−5),
then the computing time spent with the Richardson Extrapolation is more than 70 times smaller than the corresponding
computing time for the θ-method with θ = 0.75 when it is used directly (compare the CPU times on the fifth line of
Table 3).
• Accuracy better than 10−6 has not been achieved in the 19 runswith the θ-methodwith θ = 0.75when it is used directly
(see Table 1), while even accuracy better than 10−11 is achievable when the Richardson Extrapolation is used (see the
last line of Tables 3 and 1).
• The major conclusion is that not only is the Richardson Extrapolation a powerful tool for improving the accuracy of the
underlying numerical method, but also it is extremely efficient as regards the computational cost (this being especially
true when the accuracy requirement is not very low).
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5. Concluding remarks
Important properties of the Richardson Extrapolation were studied in the previous sections of this paper. Theorems
related to the stability of the computational process and the accuracy of the results were formulated and proved. Numerical
experimentswere carried out to demonstrate (a) the improvement of the accuracy by applying the Richardson Extrapolation,
(b) the better accuracy properties of the combination Richardson Extrapolation + the θ-method with θ = 0.75 when
comparedwith the accuracy achieved by using the combination the Richardson Extrapolation+ the Backward Euler Formula
and (c) the great savings in computing time achieved when a prescribed accuracy is required.
• There are still many open problems which will be studied in the near future. Four of the open problems are listed below:
• It seems plausible to conjecture that Theorem 3 could be extended for some implicit or diagonally implicit Runge–Kutta
methods for solving systems of ODEs when these are to be applied together with the Richardson Extrapolation.
• It is desirable to obtain some stability results related to the Richardson Extrapolation applied together with strongly
stable or L-stable numerical methods for solving systems of ODEs that are of higher order, i.e. for combined numerical
methods with p ≥ 3.
• Theorem 4 and the results shown in Table 2 indicate that not only should one select methods of a given order, but it is
also necessary to try to improve the results by designing methods with smaller (in absolute value) principal parts of the
local truncation error.
• Splitting procedures can be useful in many applications. It is interesting to try to prove in a rigorous way when the
splitting procedures preserve the stability properties of the combined methods (i.e., when the combination consisting
of the Richardson Extrapolation + some splitting procedure + the numerical methods for solving systems of ODEs has
good stability properties).
The application of the Richardson Extrapolation together with different splitting is another interesting topic. Some results
in this direction have already been published in [1]. We are going to continue the work on this topic.
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