Abstract. Let P := for all x ∈ R, and ν is a self-similar measure on R with compact support such that the quantization dimension D(ν) of ν satisfies D(ν) < k, where k is the unique number given by (
for all x ∈ R, and ν is a self-similar measure on R with compact support such that the quantization dimension D(ν) of ν satisfies D(ν) < k, where k is the unique number given by ( 
2 ) k 2+k = 1. Then, with the help of a given sequence F (n) we have shown that the quantization dimension D(P ) of the condensation measure P exists and satisfies D(P ) = k. Moreover, we have shown that the D(P )-dimensional lower quantization coefficient for the condensation measure P is infinity which was not known for a long time. Then, we give a conjecture on the existence of the quantization dimension D(P ), and the D(P )-dimensional lower and upper quantization coefficients for a general condensation measure P .
Introduction
Let R d denote the d-dimensional Euclidean space equipped with the Euclidean norm · , and let P be a Borel probability measure on R. Write D n := {α ⊂ R d : 1 ≤ card(α) ≤ n}. Then, the nth quantization error for P is given by V n (P ) := inf α∈Dn x − a 2 dP.
If the infimum occurs at some α ⊂ R d with 1 ≤ card(α) ≤ n, we call α an optimal set of n-means for P . The set of all optimal sets of n-means for a probability measure P is denoted by C n (P ). It is known that for a continuous probability measure an optimal set of n-means contains exactly n-elements (see [GL1] ), and if x 2 dP < ∞, then there is some set α for which the infimum is achieved (see [AW, GKL, GL, GL1] ). The lower and upper quantization dimensions of P are defined respectively by D(P ) := lim inf n→∞ 2 log n − log V n (P ) and D(P ) := lim sup n→∞ 2 log n − log V n (P )
.
If D(P ) = D(P ), we say that the quantization dimension of P exists and the common value, denoted by D(P ), is called the quantization dimension of P . On the other hand, for any s > 0, the lower and upper quantization coefficients for P are defined respectively by Q s (P ) := lim inf n→∞ n 2 s V n (P ) and Q s (P ) := lim sup n→∞ n 2 s V n (P ).
If Q s (P ) = Q s (P ), we say that the s-dimensional quantization coefficient for P exists. It is known that if 0 < Q s (P ) ≤ Q s (P ) < +∞, then D(P ) = s (see [GL1, GL2] ). Quantization dimension measures the speed at which the specified measure of the error goes to zero as n approaches to infinity. Quantization problem arises in signal processing, data compression, cluster analysis and patter recognition. For theoretical results and promising applications of quantization one can see [BW, G, GG, GKL, GL1, GL2, GL3, GL4, GLP, GN, Z1, Z2] . With respect to a finite set α ⊂ R d , the Voronoi region generated by an element a ∈ R d is the set of all elements in R d which are closer to a than to any other element in α, and is denoted by M(a|α). The set {M(a|α) : a ∈ α} is called the Voronoi diagram or Voronoi tessellation of R d with respect to α. It is called a centroidal Voronoi tessellation (CVT) with respect to a
for all a ∈ α, i.e., if the generators of the tessellation are also the centroids of their own Voronoi regions with respect to P (see [DFG, R1] ). Notice that a = E(X : X ∈ M(a|α)) for all a ∈ α, where X is a random variable with probability distribution P . We now state the following proposition (see [GG, GL1] ):
Proposition 1.1. Let α be an optimal set of n-means and a ∈ α. Then, (i) P (M(a|α)) > 0, (ii) P (∂M(a|α)) = 0, (iii) a = E(X : X ∈ M(a|α)).
be a set of similarity mappings on R d with similarity ratios {s j } N j=1 respectively, and let ν be a Borel probability measure on R d with compact support C. Let (p j ) N j=0 be a probability vector. Following [B, L1] , we call (
, ν) a condensation system. Then, there exists a unique Borel probability measure P on R d with compact support K satisfying the following conditions:
The measure P is called the attracting measure or the condensation measure for the condensation system ({S j } N j=1 , (p j ) N j=0 , ν), and the set K, which is the support of the measure P , is called the attractor for the system. Such a measure P is also termed as inhomogeneous self-similar measure (see [OS1] ). L q spectra and Rényi dimensions of inhomogeneous self-similar measures were studied by Olsen-Snigireva, and then by Liszka (see [OS2, L2] ). For some previous work on quantization dimensions of inhomogeneous self-similar measures one can see [R2, R3, Z2, Z3] . We say that {S j } 
In the condensation system let ν be the self-similar measure associated with the similarity mappings {S j } N j=1 and a probability vector (t j ) Notice that in the above expression ξ 1 is the quantization dimension D(ν) of the self-similar measure ν (see [GL2] ). Then, if {S j } N j=1 satisfies the open set condition, it is known that (see [Z4, Theorem 1.2] ) the quantization dimension D(P ) of the condensation measure P exists and equals ξ, and
, it remained open whether the D(P )-dimensional lower and upper quantization coefficients are finite or not (see [Z4, Remark 3.7] ). In this paper, we investigate an answer of it.
In this paper, we have considered the condensation measure P given by P = for all x ∈ R. For a given sequence F (n), first we have determined the optimal sets of F (n)-means and the F (n)th quantization error for all n ≥ 1. Then, we have shown that the quantization dimension D(P ) exists, D(P ) = max{D(ν), ξ 2 }, and the D(P )-dimensional quantization coefficient is infinite. Notice that in this case D(ν) = ξ 1 , and ξ 1 < ξ 2 , where ξ 1 and ξ 2 are the unique numbers satisfying the relation (1) for the settings given in this paper. This leads us to give a conjecture Conjecture 5.3 on the quantization dimension, and the lower and upper quantization coefficients for a general condensation measure P when D(ν) > k, and when D(ν) ≤ k.
Preliminaries
In this section, we give the basic definitions and lemmas that will be instrumental in our analysis. By a word ω of length k over the alphabet I := {1, 2}, we mean ω := ω 1 ω 2 · · · ω k ∈ I k . A word of length zero is called the empty word and is denoted by ∅. Length of a word ω is denoted by |ω|. By I * , it is meant the set of all words over the alphabet I including the empty word ∅. For any two words ω := ω 1 ω 2 · · · ω |ω| and τ := τ 1 τ 2 · · · τ |τ | in I * , by ωτ it is meant the concatenation of the two words ω and τ , i.e., ωτ := ω 1 ω 2 · ω |ω| τ 1 τ 2 · · · τ |τ | . Let S 1 , S 2 , T 1 and T 2 be the similarity mappings as defined before. Set J :
, and L ω := S ω (L). For the empty word ∅ in I * , by S ∅ it is meant the identity mapping on R, and so
The following lemma is useful.
Lemma 2.1. Let K be the support of the condensation measure. Then, for any n ≥ 1,
The sets being disjoint, we have
Again, P (K) = 1 and K is the support of P . Hence,
This completes the proof of the lemma.
By equation (2), we can deduce the following lemma.
Lemma 2.2. Let g : R → R + be Borel measurable and n ∈ N. Then, , and hence V (P ) = x 2 dP − ( xdP ) 2 = 423 1168
. For any
follows from the standard theory of probability. Thus, the proof of the lemma is complete.
We now give the following proposition.
Proposition 2.5. Let ω ∈ I k , k ≥ 0, and let X be the random variable with probability distri-
Proof. By equation (2), we have P (J ω ) = 1 3 k and P (L ω ) = 1 3 k+1 . Then, by Lemma 2.2, the proof follows.
Note 2.6. By Lemma 2.4, it follows that the optimal set of one-mean for the condensation measure P consists of the expected value 1 2 and the corresponding quantization error is the variance V (P ) of P , i.e., V (P ) = V 1 (P ). In the sequel α n := α n (P ) and V n := V n (P ) respectively represent the optimal set of n-means and the nth quantization error for P . On the other hand, for the probability distribution ν we represent them respectively by α n (ν) and V n (ν). For any n ∈ N, by [GL5] , it is known that V 2 n (ν) = 1 49 n W.
The following lemma that appears in [CR] is true.
Lemma 2.7. (see [CR, Lemma 3.7] ) Let α be an optimal set of n-means for the condensation measure P . Then, for any ω ∈ I * , the set S ω (α) := {S ω (a) : a ∈ α} is an optimal set of n-means for the image measure P • S −1 ω . Conversely, if β is an optimal set of n-means for the image measure
is an optimal set of n-means for P . We now give the following lemma.
Lemma 2.8. Let α n (ν) be an optimal set of n-means for ν. Then, for any ω ∈ I k , k ≥ 0, S ω (α n (ν)) is an optimal set of n-means for the image measure
Proof. Let α n (ν) be an optimal set of n-means for ν. By Lemma 2.7, S ω (α n (ν)) is an optimal set of n-means for the image measure ν • S −1 ω , and so
Thus, the proof of the lemma is complete.
Essential lemmas and propositions
In this section, we give some lemmas and propositions that we need to determine the optimal sets of n-means and the nth quantization error for all n ≥ 2. To determine the quantization error we will frequently use the formulas given in the expressions (3). Also, we will use the symmetry of P , i.e., if two intervals of equal lengths are equidistant from the point 1 2 then they have the same P -measure.
Proposition 3.1. Let α := {a 1 , a 2 } be an optimal set of two-means with a 1 < a 2 . Then,
, and the corresponding quantization error is V 2 = 321827 12877200 = 0.024992.
Proof. Since P is symmetric about 1 2 , we can assume that a 1 = E(X : X ∈ [0,
, 1]). Thus,
Similarly, a 2 = 2 1 3
. The corresponding quantization error is given by = 0.024992. Thus, the proof of the lemma is complete.
Proof. Since { } is an optimal set of two-means. Due to symmetry of the probability measure P , we have
)) 2 dP = 1 75 k 1 2 V 2 . Thus, the proof of the lemma is complete.
From the above lemma the following corollary follows.
Corollary 3.3. Let ω ∈ I k for k ≥ 0. Then, for any a ∈ R,
Proposition 3.4. Let α := {a 1 , a 2 , a 3 } be an optimal set of three-means with a 1 < a 2 < a 3 . Then, a 1 = S 1 (
, and a 3 = S 2 (
. The corresponding quantization error is V 3 = 481 87600 = 0.00549087.
}. Then, using (3), we have
Since V 3 is the quantization error for three-means, we have 0.00549087 ≥ V 3 . Let α = {a 1 , a 2 , a 3 } be an optimal set of three-means with a 1 < a 2 < a 3 . Since a 1 , a 2 , and a 3 are the centroids of their own Voronoi regions, we have 0 < a 1 < a 2 < a 3 < 1. Suppose that 1 5
≤ a 1 . Then, due to symmetry of P we can assume that a 3 ≤ 4 5 yielding
which is a contradiction. So, we can assume that a 1 < 1 5
. Similarly, we have
which is a contradiction. So, we can assume that
. Thus, we have . We now show that the Voronoi region of a 1 does not contain any point from L. Suppose that
, which is a contradiction, and so the Voronoi region of a 1 does not contain any point from L. Similarly, the Voronoi region of a 3 does not contain any point from L. In the similar fashion, we can show that the Voronoi region of a 2 does not contain any point from J 1 and J 2 . Hence,
, and a 3 = S 2 ( 1 2 ) = 9 10 , and the corresponding quantization error is V 3 = 481 87600 = 0.00549087. Thus, the proof of the proposition is complete.
The following lemma is useful. , the distortion error due to the set β := { 3 10
, 1} is obtained as min
Let α := {a, 1} be an optimal set of two-means for which the minimum in the hypothesis occurs, andṼ 2 is the corresponding quantization error. Then,Ṽ 2 ≤ 0.0354909. Suppose that a ≤ , we have the distortion error as
which leads to a contradiction. So, we can assume that
which is a contradiction. Suppose that , we havẽ
which gives a contradiction. So, we can assume that
, and then notice that
yielding the fact that a = E(X :
, and the corresponding quantization error isṼ 2 = 3109 87600 = 0.0354909. Thus, the proof of the lemma is complete. . Proof. By Lemma 3.5, we have
which occurs when c = 3 50
. Proposition 3.7. The set {S 1 (
)} is an optimal set of four-means with quantization error V 4 = 13057 4292400 = 0.00304189.
Proof. The distortion error due to the set β := {S 1 (
Since V 4 is the quantization error for four-means, we have V 4 ≤ 0.00304189. Let α = {0 < a 1 < a 2 < a 3 < a 4 < 1} be an optimal set of four-means for P . If a 1 > 1 5
, then
which leads to a contradiction. So, we can assume that a 1 < 1 5
, and similarly, . Then due to symmetry 41 60
which gives a contradiction. So, we can assume that 19 60
≤ a 2 and a 3 ≤ 41 60
. Then, due to symmetry of P , the following two cases can arise: . Thus, by Corollary 3.3, we have
which leads to a contradiction. Case II. . Thus,
which is a contradiction. By Case I and Case II, we have α∩L = ∅. We now show that α contains exactly one point from each of J 1 and J 2 . Since α ∩ L = ∅, without any loss of generality assume that card(α ∩ J 1 ) = 2 and card(α ∩ J 2 ) = 1. Then, notice that the Voronoi region of any point in α ∩ L does not contain any point from J 1 and J 2 . Thus, the distortion error is obtained as
which leads to a contradiction. Hence, α contains exactly one element from each of J 1 and J 2 . We now show that α does not contain any point from the open intervals ( ). For the sake of contradiction, assume that α contains a point from ( ). Since, α contains points from J 1 , J 2 and L, we can assume that a 1 ∈ J 1 , a 2 ∈ ( ), a 3 ∈ L and a 4 ∈ J 4 . The following two cases can arise: Case 1. , and notice that E(X : X ∈ J 1 ) = S 1 (
. Thus,
which is a contradiction. Case 2. . Again, using Corollary 3.6, we have,
2 dP = 3109 6570000 , and so
which is a contradiction. Thus, we see that α does not contain any point from the open interval (
). Reflecting the situation with respect to the point ), α contains two points from L, yielding the fact that α = {S 1 (
)}, which is the proposition.
Lemma 3.8. Let α be an optimal set of five-means. Then, α∩J 1 = ∅, α∩J 2 = ∅, and α∩L = ∅. Moreover, α does not contain any point from the open intervals ( Since V 5 is the quantization error for five-means, we have V 5 ≤ 0.00187968. Let α = {0 < a 1 < a 2 < a 3 < a 4 < a 5 < 1} be an optimal set of five-means. As shown in Proposition 3.7, we have 0 < a 1 < . Then,
which leads to a contradiction. Next, suppose that a 3 < ≤ a 4 , then
which yields a contradiction. So, the following two cases can arise: Case 1. . Moreover,
Again, T 1 ( ), and so
which is a contradiction. Case 2. < a 5 . So, by symmetry
which leads to a contradiction. Hence, we can assume that α ∩ L = ∅. We now show that card(α ∩ L) = 2. Since α
which gives a contradiction. So, 1 ≤ card(α ∩ L) ≤ 2. Suppose that card(α ∩ L) = 1. Then, due to symmetry, the following two cases can arise: Case I. a 3 = 1 2
and a 2 ≤ ). Moreover,
Thus,
which is a contradiction. Case II. a 3 = yielding, ) and ( ). The following two cases can arise: Case A. , and a 3 , a 4 ∈ L and a 5 ∈ J 2 . Then,
which is a contradiction. Case B. , and a 3 , a 4 ∈ L and a 5 ∈ J 2 . Then,
). Again, using Corollary 3.6, we have,
2 dP = 3109 6570000 , and so ). Thus, the proof of the lemma is complete.
Proposition 3.9. Let α n be an optimal set of n-means for all n ≥ 3. Then, α n ∩ J 1 = ∅, α n ∩ J 2 = ∅, and α n ∩ L = ∅. Moreover, α n does not contain any point from the open intervals ( ).
Proof. By Proposition 3.4, Proposition 3.7 and Lemma 3.8, we see that the proposition is true for all 3 ≤ n ≤ 5. We now show that the proposition is true for all n ≥ 6. Let α n = {0 < a 1 < a 2 < a 3 < · · · < a n < 1} be an optimal set of n-means for all n ≥ 6. Consider the set of six points
Then, min
= 0.000717474. Since V n is the quantization error for nmeans for all n ≥ 6, we have V n ≤ V 6 ≤ 0.000717474. Proceeding in the similar way as shown in the proof of Proposition 3.7, we have 0 < a 1 < 1 5 and 4 5 < a 4 < 1 implying α n ∩ J 1 = ∅ and
. We now show that . So, we have
which is a contradiction. Next, assume that a j ≤ 3 10
. Then,
as α n ∩ L = ∅, and so
which yields another contradiction. So, we can assume that α n ∩ L = ∅. Next, we show that α n does not contain any point from the open intervals (
) and ( . In this case a k−1 < 1 10 which as before yields
which is a contradiction. Case II.
, we have
which leads to a contradiction. By Case I and Case II, we can assume that α n does not contain any point from the open interval ( ). Hence, the proof of the proposition is complete.
4. Optimal sets and the quantization error for a given sequence F (n)
In this section we first define the two sequences {a(n)} n≥1 and {F (n)} n≥1 . These two sequences play an important role in the rest of the paper.
Definition 4.1. Define the sequence {a(n)} n≥1 such that a(1) = 1, and a(n) = n − 1 for all n ≥ 2. Define the sequence {F (n)} n≥1 such that F (n) = (n + 3)2 n−1 , i.e., 10, 24, 56, 128, 288, 640, 1408, 3072, 6656, 14336, 30720, 65536 , · · · }.
Lemma 4.2. Let a(n) and F (n) be the sequences defined by Definition 4.1. Then, F (n + 1) = 2 a(n+1) + 2F (n).
Proof. We have, 2 a(n+1) + 2F (n) = 2 n + (n + 3)2 n = (n + 4)2 n = F (n + 1), and thus the lemma follows.
For 1 ≤ ℓ ≤ n, write S(ℓ) := ∪ ω∈I n−ℓ S ω (α 2 a(ℓ) (ν)) and S (2) (ℓ) := ∪ ω∈I n−ℓ S ω (α 2 a(ℓ)+1 (ν)). Notice that if ℓ = n, then S(n) = α 2 a(n) (ν). Moreover, write
) : ω ∈ I n }, and
For any ℓ ∈ N ∪ {0}, if A := S(ℓ), we identify S (2) (ℓ) and S (2)(2) (ℓ) respectively by A (2) and
and SF (n) := {S(n), S(n − 1), S(n − 2), · · · , S(1), S(0)}. In addition, write
For any element a ∈ A ∈ SF * (n), by the Voronoi region of a it is meant the Voronoi region of a with respect to the set ∪ B∈SF * (n) B. Similarly, for any a ∈ A ∈ SF (n), by the Voronoi region of a it is meant the Voronoi region of a with respect to the set ∪ B∈SF (n) B. Notice that if a, b ∈ A, where A ∈ SF (n) or A ∈ SF * (n), the error contributed by a in the Voronoi region of a equals to the error contributed by b in the Voronoi region of b. Let us now define an order > on the set SF * (n) as follows: For A, B ∈ SF * (n) by A > B it is meant that the error contributed by any element a ∈ A in the Voronoi region of a is larger than the error contributed by any element b ∈ B in the Voronoi region of b. Similarly, we define the order relation > on the set SF (n).
Remark 4.3. By Definition 4.1, we have
Lemma 4.4. Let > be the order relation on SF * (n). Then,
Proof. For any n ≥ k ≥ 1, the distortion error due to any element in the set S(k) is given by (19) . Combining all these inequalities, we see that the lemma follows. Lemma 4.6. Let α F (n) and SF (n) be the sets as defined before. Then,
Proof. The proof clearly follows from the definitions of S(k) for all 0 ≤ k ≤ n, and S (2) (0).
Lemma 4.7. For any two sets A, B ∈ SF * (n), let A > B. Then, the distortion error due to the set (SF * (n) \ A) ∪A (2) ∪B is less than the distortion error due to the set (SF * (n) \ B) ∪B (2) ∪A.
Proof. We have SF * (n) = {S(n), S(n−1), · · · , S(1), S(0), S (2) (0)}. Let V SF * (n) be the distortion error due to the set SF * (n). First, take A = S(k) and B = S(k ′ ) for some 2 ≤ k < k ′ ≤ n. Then, by Lemma 4.4, A > B. The distortion error due to the set (SF
Similarly, The distortion error due to the set (SF
Thus, (5) will be less than (6) if ( 98 75 ) k ′ −k > 1, which is clearly true since k ′ > k. Similarly, we can prove the lemma for any two elements A, B ∈ SF * (n). Thus, the proof of the lemma is complete.
Proposition 4.8. For any n ≥ 1 the set α F (n) is an optimal set of F (n)-means for the condensation measure P with quantization error given by . Let α F (n) be an optimal set of F (n)-means for some n ≥ 1. We show that α F (n+1) is an optimal set of F (n + 1)-means. We have α F (n) = ∪ A∈SF (n) A. In the first step, let A(1) ∈ SF (n) be such that A(1) > B for any other B ∈ SF (n). Recall that by Proposition 3.9, an optimal set of n-means for any n ≥ 3 does not contain any point from the open intervals ( ). Thus, proceeding in the similar way as in the proof of Lemma 4.7, we see that the set (α F (n) \ A(1)) ∪ A (2) (1) gives an optimal set of F (n) − card(A(1)) + card(A (2) (1))-means. In the 2nd step, let A(2) ∈ (SF (n) \ {A(1)}) ∪ {A (2) (1)} be such that A(2) > B for any other set B ∈ (SF (n) \ {A(1)}) ∪ {A (2) (1)}. Then, using the similar technique as the proof of Lemma 4.7, we can show that the distortion error due to the following set:
with cardinality F (n) − card(A(1)) + card(A (2) (1)) − card(A(2)) + card(A (2) (2)) is smaller than the distortion error due to the set obtained by replacing A(2) in the set (7) by any other set A ′ (2) having the same cardinality as A(2). In other words, ((α
forms an optimal set of F (n) − card(A(1)) + card(A (2) (1)) − card(A(2)) + card(A (2) (2))-means. Proceeding inductively in this way, up to (n + 2) steps, we can see that α
2)(2) (0) forms an optimal set of F (n + 1)-means. Thus, by the induction principle, we can say that for any n ≥ 1, the set α F (n) forms an optimal set of F (n)-means with quantization error V F (n) as given as follows: Similarly, lim ℓ(n)→∞ 2 log(F (ℓ(n)+1)) − log(V F (ℓ(n))) = k. Thus, k ≤ lim inf n 2 log n − log Vn ≤ lim sup n 2 log n − log Vn ≤ k implying the fact that the quantization dimension of the measure P exists and equals k.
Theorem 5.2. The D(P )-dimensional quantization coefficient for the condensation measure P is infinity.
Proof. For n ∈ N, n ≥ 4, let ℓ(n) be the least positive integer such that F (ℓ(n)) ≤ n < F (ℓ(n) + 1). Then, V F (ℓ(n)+1) < V n ≤ V F (ℓ(n)) implying (F (ℓ(n))) 2/k V F (ℓ(n)+1) < n 2/k V n < (F (ℓ(n) + 1)) 2/k V F (ℓ(n)) . As ℓ(n) → ∞ whenever n → ∞, we have 2/k V F (ℓ(n)) = 4 1/k lim n→∞ (F (ℓ(n))) 2/k V F (ℓ(n)) = ∞ yielding the fact that ∞ ≤ lim inf n→∞ n 2/k V n (P ) ≤ lim sup n→∞ n 2/k V n (P ) ≤ ∞, i.e., the D(P )-dimensional quantization coefficient for the condensation measure P is infinity.
Conjecture 5.3. Let P be the condensation measure generated by the condensation system ({S 1 , S 2 }, (p 0 , p 1 , p 2 ), ν), where S 1 , S 2 are two similarity mappings on R with similarity ratios s 1 and s 2 , and ν is a Borel probability measure on R with compact support. Assume that the quantization dimension D(ν) of ν exists and let k be the unique number satisfying (p 1 s 2 1 ) k 2+k + (p 2 s 2 2 ) k 2+k = 1. Further assume that {S 1 (K), S 2 (K), C} satisfies the strong separation condition, in other words, S 1 (K), S 2 (K), and C are pairwise disjoint, where K is the support of P and C is the support of ν. Then, the quantization dimension D(P ) of the condensation measure P exists and satisfies D(P ) = max{k, D(ν)}. Moreover, if D(ν) > k, then the D(P ) dimensional lower and upper quantization coefficients are finite and positive, and if D(ν) ≤ k, then the D(P )-dimensional lower quantization coefficient is infinity.
Remark 5.4. We say that {S 1 (K), S 2 (K), C} satisfies the inhomogeneous open set condition (IOSC) if there exists a bounded nonempty open subset U of R such that the following three conditions are satisfied: S i (U) ⊂ U for 1 ≤ i ≤ 2, S i (U) ∩ C 0 = ∅ for 1 ≤ i ≤ 2, and S 1 (U) ∩ S 2 (U) = ∅ (see [OS2] ), where C 0 represent the interior of the set C. Notice that if {S 1 (K), S 2 (K), C} satisfies the strong separation condition, it also satisfies the IOSC.
