Abstract. In this paper, a cluster-based feature extraction from the coefficients of discrete wavelet transform is proposed for machine fault diagnosis. The proposed approach first divides the matrix of wavelet coefficients into clusters that are centered around the discriminative coefficient positions identified by an unsupervised procedure based on the entropy value of coefficients from a set of representative signals. The features that contain the informative attributes of the signals are computed from the energy content of so obtained clusters. Then machine faults are diagnosed based on these feature vectors using a neural network. The experimental results from the application on bearing fault diagnosis have shown that the proposed approach is able to effectively extract important intrinsic information content of the test signals, and increase the overall fault diagnostic accuracy as compared to conventional methods.
Introduction
Machine fault diagnostic technologies have attracted so significant attention for the ability to help modern industrial operations execute intelligent maintenance of their manufacturing and production equipment to achieve near-zero breakdown performance.
In general, signals from running machines in manufacturing processes can be classified as either stationary or non-stationary. Stationary signals are characterized by time-invariant statistical properties, such as the mean value or autocorrelation function [1] . Analysis of stationary signals has largely been based on well-known spectral techniques such as the Fourier transform, which identifies the constituent frequency components within the signal. However, various kinds of factors, such as the change of the environment and the faults from the machine itself, often make the output signals of the running machines contain non-stationary components. Effective and timely detection of transient components hidden in a non-stationary signal is of significant importance to reliable machine fault diagnosis since they represent the precursor of potential machine failure. However, due to their 'one-shot' nature and the inherently short duration and weak magnitude, reliable identification of transient signals has remained a challenging task [2, 3] .
Due to their excellent properties of time-frequency localization and multi-scale decomposition, wavelets have been widely used as powerful feature extraction tools for pattern recognition tasks [4] . Since Mallat [5] has introduced multi-resolution wavelet transform by using a set of quadratic mirror filters to decompose a signal into a set of low and high frequency components, the orthogonal wavelet representations have been applied extensively for feature extraction for machine fault diagnostic applications [6] . Because of highly non-stationary characteristics of the monitoring signals due to multiple faults existed in complex mechatronic systems, local patterns of each frequency component from wavelet representations are different among various fault classes. Therefore traditional single-valued feature extraction method such as the energy of each frequency component ignores the patterns that lie within the boundaries of the chosen frequency component. In order to address this issue, we developed a cluster-based feature extraction method [7] that divides the matrices of computed wavelet coefficients into clusters at each scale, and verified the effectiveness of the cluster-based method through real world applications. However, the developed cluster-based method and many other existing feature extraction methods are based on the implicit assumption that large valued coefficients provide more information about the signal characteristics and primarily good discrimination ability. Therefore, the selection of the coefficients is built on the mean or mean-related measures of the coefficients. However, they do not take into account the deviations of the coefficients among different signal classes. The coefficient may be big and providing good information about the signal, but the use of that coefficient for discrimination of signals would not be useful if the coefficient does not show any difference when compared to other signals.
In this paper, we extend our developed cluster-based feature extraction method by dividing the matrices of wavelet coefficients into clusters that are centered around the discriminative coefficient positions identified by an unsupervised procedure based on the entropy value of coefficients from a set of representative signals. The energy content of each of those clusters is treated as a feature that contains the informative attributes of the signals. The feature vectors thus computed serve as input patterns to a neural network for fault diagnosis. The results from the application on bearing fault diagnosis show that the diagnostic performance obtained with the proposed method is superior to the performance obtained using channel energies from the standard discrete wavelet transform alone.
An Extended Cluster-based Wavelet Feature Extraction Method
In this section, an extended cluster-based feature extraction from wavelet coefficients for signal interpretation based on previous work [7] is briefly introduced. The wavelet coefficients are grouped into clusters using a set of representative signals that pertain to a given machine fault diagnostic application in an unsupervised mode. In practical situations, this set of signals can be the same as the one used for training the classifier (e.g., a neural network). The procedure proposed in this section divides the scheme of all computed wavelet coefficients into disjoint clusters serve as the input patterns to a signal interpretation procedure such as a neural network.
Wavelet Transform. Compared to the Fourier Transform, the wavelet transform is a time-frequency function, which describes the information of a signal in various time windows and frequency bands. As a result, the wavelet transform is capable of capturing non-stationary information. Signal decomposition through discrete wavelet transform (DWT) can be efficiently realized by means of a pair of low-pass and high-pass wavelet filters, also known as Quadrature Mirror Filters (QMF) [8] . Using these filters, the signal being analyzed is decomposed into a set of low and high frequency components [9] , for example, a signal can be decomposed by a three level DWT into four feature groups: one group containing the lowest frequency components denoted as the approximation information and labeled as 3 a , and three groups containing progressively higher frequency components, which are called the detail information and labeled as 3 d , 2 d and 1 d . Entropy Matrix for Deviations of the Coefficients among Different Fault Conditions. The proposed method uses a set of K representative signals that reflect the whole spectrum of possible types of machine faults under inspection to determine the clusters in an unsupervised mode. First, the complete DWT is computed for all K representative signals, then arrange the wavelet coefficients as the row vectors to form coefficient matrix B as shown in Fig. 1 (a) .
In order to quantify the deviations of the wavelet coefficients among the different fault classes, we apply Shannon entropy [10] as a measure for the energy concentration of wavelet coefficients. The Shannon entropy of column vectors of coefficient matrix B is computed as: Vols. 10-12 549
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where k is the number of representative signals; n is the number of coefficients in each row of coefficient matrix B , and , :,
( ) / 1... , 1... 
where max E is the maximum entropy, which can be found by placing the value k / 1 of , i j p in Eq. 1 as follows:
If the coefficients show more differences between the different classes, the corresponding value of matrix k T is expected to be higher, which means the related distribution of the coefficients are clustered, otherwise the distribution of the coefficients is uniform, and consequently the corresponding value of matrix k T is lower. Since our aim is to find the coefficients that show bigger variations between different classes, the corresponding coefficients according to values of matrix k T that have bigger values are considered to have better discriminative ability than the others.
Binary Matrix for Cluster Determination. For any matrix A , we denote the sample mean and standard deviation of the elements of matrix by ( ) A µ and ( ) A σ , respectively. Then, we construct the matrix:
And expect the elements of the matrix G to be nearly ( ) G as shown in Fig. 1 (b) . We expect b G to contain at least L ln 2 / π γ 1s by the Lemma 4 [7] . This way, the 1s in the matrix G b occur at the same location where the largest elements are located in matrix G, which means the positions of 1s are related to the coefficient positions where there are largest variations among different classes, therefore they have better discriminative ability than the others.
Cluster Boundaries Formation. After we computed the binary matrix b G from wavelet coefficients, we pass the binary matrix b G through a clustering procedure to form the boundaries of the clusters. Here the care is taken to see that the clusters thus formed neither overlap across different scales nor cross the boundaries of wavelet decompositions from different frequency channels at the same scale. Fig. 1 (c) shows the cluster boundaries formed by using the clustering procedure based on the positions of 1s in matrix G b .
Fault Feature Extraction. From the procedure described in the previous subsections, clusters
are determined from a set of representative signals. The feature vectors that are input to a signal interpretation procedure can be computed with a two-step procedure. In the first step, the DWT is applied to a signal to obtain the matrix of wavelet coefficients, which is then divided into 
in other words, each feature i v is determined as the square root of the energy of the wavelet coefficients in the corresponding cluster i V . Consequently, the number of features, c , of an signal is equal to the number of clusters determined with the method described in the previous subsection. Fig.1 A cluster-based feature extraction method.
Application on Bearing Fault Diagnosis
In rotating machinery, the root cause of faults is often faulty rolling element bearings. One way to increase operational reliability and thereby increase machine availability is to monitor incipient faults in these bearings.
Experimental Data Set. The bearing vibration signals of four types of bearing conditions were extracted from the CWRU bearing test data center [12] . Bearings were seeded with faults using electro-discharge machining (EDM). Faults ranging at 0.007 inches, 0.014 inches, and 0.021 inches in diameter were introduced separately at the inner raceway, rolling element and outer raceway. Faulted bearings were reinstalled into the test motor and vibration signals were recorded for motor loads of 0 to 3 horsepower (motor speeds of 1797 to 1720 RPM). We transformed all signals to the signal records with 2048 data points in each record, then for all 2280 signal records representing four bearing conditions, we used 1680 signal records for training the probabilistic neural networks (PNN) classifier, and 600 for testing the diagnostic performance. The signal records from the training set were used to determine the cluster boundaries for the feature extraction procedures presented previously. Haar wavelet was used in this paper for the wavelet decomposition because of its computational simplicity.
Probabilistic Neural Networks for Machine Fault Diagnosis. The nonlinear properties of neural networks have made them successful for machine fault diagnostic applications [13] . Most applications so far has been based on multi-layer perceptron (MLP) neural networks, but their slow training speed and requirements for large enough training data set have limited their potential in real world implementations. The original PNN, which was proposed by Specht [14] , is a direct neural network implementation of the Parzen nonparametric probability density function (PDF) estimation and Bayes classification rule. The PNN's training is so fast that for the case of a small number of input and output variables it can be performed in real-time. In addition, the PNN is very robust, learning only the essential information from outliers, and being able to handle sparse samples.
Results. After training the PNN using 1680 signal records based on 20 features extracted using the proposed cluster-based method, the diagnostic performance for 4 types of bearing conditions was tested, the overall diagnostic performance for this specific application is found to be 97%. For and the number of features is equal to 12 for this application. The feature vectors thus obtained are used as an input to the PNN classifier, the overall diagnostic performance is found to be 93%.
Conclusions
In this paper, we presented an extended cluster-based feature extraction method based on DWT for fault diagnosis, which especially deal with the machine fault diagnostic problems in a given application using the features extracted from the wavelet coefficients of the signals. The results from the application on bearing fault diagnosis have shown that the proposed cluster-based wavelet feature extraction can efficiently extract most of the problem-specific information content intrinsic in input signals and diagnose the bearing faults accurately. The diagnostic performance obtained with the proposed method is superior to the performance obtained using channel energies from the standard DWT. The proposed approach has a great potential for a variety of machine fault diagnostic applications.
