Three-dimensional (3D) radiative transfer in cloudy atmospheres is too computationally expensive to perform in large-scale atmospheric models. Several fast approximate radiative transfer methods, such as plane-parallel and the independent pixel approximation, are in use or have been proposed for climate models. The accuracy of these approximations for a large sample of realistic cloud fields has not been determined. This study examines 150 fields of small marine tropical cumulus to assess the magnitude of 3D effects on domain average solar fluxes and to evaluate the accuracy of these approximations in actual cumulus fields. The cloud fields are derived from high-resolution MODIS Airborne Simulator visible and thermal infrared imagery. Domain average broadband solar fluxes in these fields are simulated with a Monte Carlo radiative transfer model using four radiative transfer methods: full 3D, the independent pixel approximation, the tilted IPA, and the plane-parallel approximation. The average 3D radiative effects of these cumulus cloud fields are small, with mean reflected flux errors up to 3 W/m for overhead sun and less than 1 W/m for the daytime average. The mean errors for column absorbed fluxes are less than 0.3 W/m for all sun angles. The small absolute flux errors are a result of the average field having small cloud fraction (10%), relatively low cloud optical depth (4.4), and shallow clouds. Some individual fields have large 3D absolute reflected flux effects, and the normalized reflected flux errors are significant. The errors correlate well with some of the parameters of the cloud fields, including the statistics of the optical depth distribution, so it may be possible to estimate and correct the errors when these approximations are used.
Introduction
The calculation of true three-dimensional (3D) radiative transfer in cloudy atmospheres is computationally intensive. Consequently, climate models must use some form of radiative transfer approximation. In climate modeling the purpose of radiative transfer is to calculate the average radiative fluxes and heating rates given the cloud properties predicted for a grid box. Most climate models use some form of planeparallel approximation (PPA), which assumes horizontally uniform layers.
However, real clouds are seldom plane-parallel. They exhibit remarkable heterogeneity, from inhomogeneous stratus decks to fields of distinct cumuli. It has long been recognized that the non-plane-parallel nature of clouds can strongly influence radiative transfer [e.g., McKee and Cox, 1974; Davies, 1978; Welch and Wielicki, 1984] . This influence stems from two principal physical processes, as summarized by Varnai and Davies [1999] . The first, which may be termed the "one-dimensional (1D) heterogeneity effect," involves the non-linear relationship between cloud optical depth and albedo. The mean albedo of a cloud with horizontally varying optical depth is less than the albedo of a uniform cloud with the mean optical depth. This has been called the "plane-parallel albedo bias" [Cahalan et al., 1994a] . The second process, which may be termed the "horizontal transport effect," involves the horizontal transfer of radiation, such as between adjacent grid cells or pixels. Pho-tons striking the top of a cloud can leak out the sides. For low sun, photons illuminating the side of a cloud can diffuse out the top. Horizontally moving photons can be intercepted by cloud features, shading adjacent clouds. Conversely, photons exiting cloud sides can enter the sides of other clouds and be scattered out their tops. All of these possibilities can affect a cloud field's domain average radiative properties, such as reflectance and transmittance.
One method to partly address heterogeneity effects is the independent pixel (or column) approximation (IPA) [Cahalan et al., 1994a] . This method performs a separate planeparallel radiative transfer calculation for each pixel or column. For remote sensing, the IPA simply retrieves the cloud properties for each pixel using plane-parallel radiative transfer. For climate applications, the IPA averages the results from plane-parallel radiative transfer from each column over the distribution of cloud properties in the domain. The IPA assumes that each pixel or column is horizontally infinite and so radiatively independent of all others. Thus the IPA addresses the "1D heterogeneity effect" by accounting for the horizontal distribution of cloud properties, but it does not address the "horizontal transport effect."
The primary errors in the IPA stem from neglecting this horizontal photon transport. One error source is the effective cloud fraction seen by incoming solar radiation (or a remote sensor), which is especially relevant for fields of distinct cumulus clouds [Minnis, 1989] . For lower sun, there is a larger effective cloud area due to cloud side illumination, until the clouds begin to shadow one another. This results in higher albedo. The tilted independent pixel approximation (TIPA) is a recent attempt to account for this effect by using independent columns oriented along the slant path of incoming solar photons [Varnai and Davies, 1999] . A second error source is side leakage and side illumination, which are also relevant to fields of distinct cumulus clouds. For high sun, photons strike the tops of clouds and leak from their sides, while for low sun, photons strike the sides and exit the tops. Missing these effects, the IPA albedo is too high for high sun and too low for low sun. A third error source is radiative smoothing [Marshak et al., 1995] . In a real cloud, photons can diffuse from optically thick regions to optically thin regions. This smooths the radiation field at smaller scales, an effect the IPA misses. Since the horizontal transport issue is a geometric effect, it is confined to horizontal scales less than about five times the cloud depth. The 1D heterogeneity effect depends only on the distribution of optical depth, and so is especially important for larger scales which have a greater degree of variability.
Recent studies, with increasingly realistic retrieved or modeled cloud fields, have focused specifically on the planeparallel albedo bias, caused by the "1D heterogeneity effect," and on the accuracy of the IPA, which may be compromised by the "horizontal transport effect." Numerous studies have found the plane-parallel albedo bias to be significant for a range of cloud types [Cahalan et al., 1994a Chambers et al., 1997b; Zuidema and Evans, 1998; Oreopoulos and Davies, 1998; Barker et al., 1998 ]. Studies have generally found the IPA to be more accurate for domain average fluxes [e.g., Cahalan et al., 1994b; Chambers et al., 1997b] . The absolute accuracy of the IPA relative to a full 3D calculation, however, is still a matter of some debate. Cahalan et al. [1994b] and Zuidema and Evans [1998] found the IPA to be highly accurate in stratocumulus. Barker [1996] found the IPA to be accurate in stratocumulus for overhead sun, but too low for low sun. In cumulus clouds, Barker [1996] found it to be too high for overhead sun and too low for low sun (side leakage and illumination). Chambers et al. [1997a] found generally small optical depth retrieval errors with the IPA, although the error could become large for broken clouds and overhead sun. The IPA might be expected to have larger errors in cumuliform clouds, due to their greater opportunity for side leakage, side illumination, and other 3D effects.
The present study seeks to assess the magnitude of 3D radiative transfer effects on domain average fluxes in realistic cloud fields, as well as the adequacy of various radiative transfer approximations. A large and hopefully representative sample of a particular cloud type -small tropical marine cumulus clouds below the freezing level without overlying ice clouds -is examined. These ubiquitous broken clouds might be expected to have large 3D effects. Realistic cloud structure is sought by using high resolution imagery to retrieve the optical depth and cloud top height. No previous work has attempted to characterize the 3D radiative effects in a large number of scenes representing a particular class of clouds. Section 2 describes the imagery data and explains how cloud fields are retrieved from these data. Section 3 outlines the radiative transfer simulations. Section 4 discusses the results, regarding the magnitude of the IPA and PPA errors and their relation to certain cloud field parameters. Section 5 summarizes and draws some conclusions.
3D Cloud Derivation
There is no readily available technique for observing the 3D structure of clouds. Cloud radars measure vertical profiles, but cannot observe horizontal structure over large areas. Visible and IR imagery provide detailed horizontal structure, but give little vertical profile information. Therefore, one must make a number of assumptions to derive 3D cloud structure from observations. Here high-resolution visible and thermal infrared imagery is used, which allows for a relatively accurate inference of optical depth and cloud top height. Although satellite observations provide no information about internal structure, solar reflectance is not particularly sensitive to this variability [Zuidema and Evans, 1998; Loeb et al., 1998 ]; in the interests of simplicity an adiabatic assumption is made.
Data description
This study uses data from the Moderate Resolution Imaging Spectroradiometer (MODIS) Airborne Simulator (MAS) [King et al., 1996] , acquired during the Tropical OceanGlobal Atmosphere Coupled Ocean-Atmosphere Response Experiment (TOGA COARE) in the tropical western Pacific [Webster and Lukas, 1992] and the Central Equatorial Pacific Experiment (CEPEX) in the tropical central Pacific [Williams, 1993] , both in early 1993. The MAS is a scanning spectroradiometer carried by the NASA ER-2 high-altitude research aircraft. From the ER-2's 20 km altitude, the MAS has a cross-track scan width of 716 pixels and a nadir resolution of 50 m. For TOGA COARE and CEPEX it included 12 spectral channels ranging from 0.664 ¡ m to 13.952 ¡ m [Gumley et al., 1994] . This study used the visible channel at 0.664 ¡ m and the thermal infrared (IR) channel at 11.002
The MAS visible and near-IR channels received an absolute radiometric calibration immediately before TOGA COARE and immediately after CEPEX, but no such calibrations were performed in the field. Calibration errors would influence the retrieval of cloud optical depth, but they would not affect the cloud mask or the retrieval of cloud height (and thus the geometric structure of the cloud field), as these are determined primarily from the IR channel.
Thirteen MAS flight legs (listed in Table 1 ) yield 150 scenes of small cumulus without overlying cirrus. Each 500 by 500 pixel scene is from the center of the MAS scan. The pixel size is assumed to be a constant 50 m, resulting in 25 km by 25 km scenes. Scene boundaries are chosen to maximize the clear pixels on each edge. Several flight legs are excluded in their entirety for high solar zenith angle or for suspected contamination by thin cirrus. The necessary criterion of no overlying cirrus presumably selects for convectively suppressed conditions, however the selection process did not specifically exclude scenes with either low or high cloud fraction.
Cloud retrieval method
A radiative transfer based approached is taken to relate the MAS visible and infrared radiances to physical cloud properties. Rather than directly retrieving optical depth, which is wavelength dependent, the liquid water path for a fixed cloud droplet concentration is retrieved. This approach is taken because physical cloud properties are required for the broadband radiative transfer calculation. An adiabatic liquid water content (LWC) profile is obtained by lifting a surface parcel in a mean sounding for tropical suppressed convective conditions during TOGA COARE (P. Zuidema, 1998, personal communication) . Cloud base is the lifting condensation level (LCL) of 680 m (see Figure 1 ). The largest effect of variability in the TOGA COARE soundings is the surface humidity changing the LCL. The one standard deviation range in relative humidity from 70% to 86% corresponds to an uncertainty range of about 600 m in LCL (assuming a fixed temperature profile). This uncertainty in cloud base will affect the retrieved cloud thickness, but not the retrieved optical depth.
Lookup tables for the two channels are created for each flight leg to relate the cloud properties to the radiances observed by the MAS. The two retrieved cloud properties are cloud geometric thickness above cloud base ( § ) and adiabatic fraction (¨). The adiabatic fraction is proportional to liquid water path (LWP), which is a proxy for the optical depth. As shown in Figure 1 , for a given cloud thickness and adiabatic fraction, the adiabatic LWC profile is simply cut off (in § ) and scaled (by¨) to give an appropriate LWC profile. The LWC profiles for a grid of § and¨are converted to cloud optical properties at the two MAS wavelengths with a Mie scattering code, assuming a gamma size distribution with a constant 50 droplets cm© ¦ [Miles et al., 2000] . An optical depth cutoff of 128 is applied because there is almost no sensitivity of visible reflectance beyond that. Plane-parallel radiative transfer calculations with the Spherical Harmonics Discrete Ordinate Method (SHDOM) [Evans, 1998 ] radiative transfer model simulate the radiances observed by the MAS for each combination of and . These calculations use a correlated-k distribution based on the true bandpass of the two MAS channels, and include molecular scattering and absorption, but not aerosol scattering. They required a separate computation for each flight leg, using the solar geometry, aircraft heading, surface albedo, and sea surface temperature (SST). Surface albedo and SST are tuned via a series of preliminary calculations so that the average clear sky radiances in the model output and the MAS data matched. Tuned albedos range from 2.3% to 3.8%, and this tuning accounts for aerosol scattering to first order. Tuned SST's range from 300.6 to 304.7 K. SST's that appear too low relative to colocated National Meteorological Center modeled SST's suggest thin cirrus contamination, and such flight legs are discarded. Each lookup table also includes a range of viewing angles, encompassing the full range of angles the MAS needed to view the central 25 km of its scan lines.
Finally, the lookup tables are used to derive the cloud properties from the MAS imagery. MAS pixels are identified as cloudy if they are brighter in the visible channel or colder in the infrared channel than some threshold values [Benner and Curry, 1998 ]. These thresholds are determined for each flight leg from the histogram of radiances (mainly from the infrared channel). The visible and IR radiances for each cloudy pixel are simultaneously matched to the interpolated table values to extract and for that pixel. This retrieval produces 2D fields of and , which are converted to a 3D grid of LWC using the same adiabatic LWC profile described above. Table 2 lists the resulting statistics for the 150 cloud scenes. 
Solar Radiative Transfer Modeling
The 3D radiative effects of the cumulus fields are assessed with broadband solar Monte Carlo radiative transfer calculations. Molecular absorption is included in the broadband calculations using the correlated k-distribution of Fu and Liou [1992] . Only the first four of their six solar bands, from 0.2 to 2.5 3 m, are included because there is very little solar flux (and virtually no reflected flux) in the other two bands. While it has only four bands in this spectral range, the Fu and Liou k-distribution is considered adequate because the focus here is on the 3D radiative effects and not an absolute comparison with measured solar fluxes. The cloud LWC fields are converted to 3D fields of optical properties (extinction, single scattering albedo, and phase function) with the Mie code in the SHDOM distribution [Evans, 1998 ]. The Monte Carlo radiative transfer code uses the maximal cross section method [Marchuk and et al., 1980] applied to three slabs (below cloud, cloud layer, above cloud). The IPA and TIPA approximations are calculated by constraining the photons to move along either the vertical axis (IPA) or the solar direction (TIPA). The plane-parallel approximation (PPA) is calculated using IPA on a field in which the cloudy parts have the average cloud optical properties. Thus the PPA is cloud fraction weighted clear and cloudy plane-parallel radiative transfer. The solar photons are in-jected at either a fixed solar zenith/azimuth angle or randomly over all solar zenith and azimuth angles to simulate a daytime average. This is a daytime average in the Tropics for which the sun is overhead at noon ( Using visible and thermal infrared imagery to deduce 3D cloud structure requires major assumptions. The vertical cloud profile assumption is tested here by comparing the original adiabatic profiles with uniform liquid water content profiles. The LWC and effective radius of the uniform profiles are chosen to match the liquid water path and optical depth (geometric optics limit) of the original profiles. The simulated broadband reflected solar fluxes are compared for a scene with large IPA error (3/11, leg 5, #1) and a scene with average cloud fraction, optical depth, and IPA error (3/11, leg 8, #6). For the large 3D effect scene the reflected flux differences between the two vertical profiles ranges between e f @ T V h g p i r q E with no particular trends over the six sun angles and four radiative transfer approximations. For the average scene the flux differences are mostly in the range e s F T V h g t i u q E , and are probably not distinguishable from Monte Carlo noise. These differences are small compared to the 3D radiative transfer effects described below. The error due to the plane-parallel assumption in the cloud retrieval is probably larger. However, it does not appear to be computationally feasible to test this in a statistically representative manner.
Results
The modeled reflected and absorbed fluxes are examined to assess the magnitude of 3D radiative transfer effects in the cumulus cloud fields. Flux errors are computed as the difference between the approximate fluxes and the 3D fluxes. These flux errors are related to several parameters of the cloud field to try to explain their physical causes.
Overall 3D Effects
The errors in reflected and absorbed flux for the three radiative transfer approximations (IPA, TIPA, PPA) relative to a 3D calculation are computed for each of the 150 MAS scenes for all five solar zenith angles and for the daytime average (not diurnal average) . Figure 2 shows the mean errors (in W md E ) as a function of solar zenith angle. The IPA error is positive for overhead sun, as it neglects the leakage of photons from cloud sides. It is negative for low sun, as it neglects the larger effective cloud fraction seen by incoming photons. This IPA error can be interpreted as a measure of the horizontal transport effect. The TIPA error is also positive for overhead sun, where TIPA is the same as IPA. However, the TIPA error remains positive at all zenith angles because TIPA accounts for the increased effective cloud fraction for low sun. The PPA error is positive for overhead sun and greater than the IPA/TIPA error, as it includes both the non-linearity of the optical depth -albedo relation and the horizontal transport of photons. This horizontal transport cancels the non-linearity for low sun, and the PPA error actually decreases to near zero. The difference of the PPA error and the IPA error is a measure of only the 1D heterogeneity effect. The non-linearity makes this error positive at all solar zenith angles. In general, this 1D heterogeneity error is comparable to the magnitude of the error due to horizontal photon transport (i.e., the IPA error).
Most significantly, the overall 3D radiative effect of small tropical marine cumulus clouds is quite small. The mean error for the daytime average reflected fluxes for the three approximations is at most about 1. 
¦
. Thus the overall solar radiative effect of this cloud type is small, due to the small average cloud fraction of about 10% and mean cloud optical depth of 4.4. Therefore, because these cumulus cloud fields have a relatively small total radiative effect, the mean 3D radiative effect (which is of order 10% of the total) probably can be neglected.
It should be noted that some scenes have much larger errors than the mean errors discussed above. Figure 4 shows the reflected flux errors (approximate minus 3D) versus the 3D reflected fluxes for all 150 MAS scenes, for two solar zenith angles and the daytime average. Most scenes show very small errors due to their small cloud fraction. However, some scenes show more substantial errors. The IPA error magnitude is larger than 5.0 W m ¦ for 11% of the scenes for overhead sun and 25% of the scenes for low sun (63 ). The PPA error for overhead sun is larger than 5.0 W m ¦ for 15% of the scenes.
While the absolute 3D radiative effect in W/m is small for these scenes, the 3D effects are significant compared to the total radiative effect of these clouds. The "normalized error" is defined as the absolute reflected flux error divided by the total reflected flux cloud effect (i.e., cloudy minus clear). 
Relations Between 3D Effects and Cloud Properties
Relating the reflected flux errors to the characteristics of the cloud fields may identify the physical aspects of the clouds most responsible for the 3D radiative effects. Linear correlations are used to measure the relationships between the absolute or normalized flux errors and numerous parameters derived from the cloud fields. Some of these parameters are analogous to those computed in Benner and Curry [1998] for the full flight legs, such as the cloud fraction, perimeter, and fractal dimension. The cloud side area (SA) is calculated as the sum over all individual clouds of the cloud perimeter multiplied by the average cloud height. This is also normalized by the total cloud horizontal area in the scene (SA/A). The mean vertical aspect ratio is calculated as the mean over the clouds of the average cloud height divided by the effective horizontal diameter. A simple average cloud size (A/n) is computed as the total horizontal area of all the clouds in a scene divided by the number of clouds.
Correlations are also performed with statistics of the cloud optical depth distribution: the mean optical depth (d
¦ e
), the standard deviation (f U g
), and the standard deviation of the natural log (f U h j i S g
). Table 3 lists the correlation coefficients of IPA and TIPA errors for these parameters derived from the cloud fields. Cloud parameters with very low correlations are omitted from the table.
The IPA correlations are all positive for overhead sun and negative for low sun, while the TIPA errors are positive for all sun angles. The absolute IPA and TIPA errors are most strongly correlated with cloud fraction, the total cloud side area, the average cloud size, and the 3D reflected flux itself. The flux errors are correlated with the reflected flux, since a scene with little cloud reflection cannot have a significant absolute 3D radiative effect. The good correlation with the other three parameters is explained by the cloud fraction, total cloud side area, and average cloud size all being well correlated with the reflected flux. There is very poor correlation of the IPA and TIPA errors with perimeter, mean vertical aspect ratio, and fractal dimension (the worst). Figure 6 illustrates some of the correlations between absolute IPA and TIPA error and cloud fraction and side area.
To explore the underlying 3D radiative transfer processes it is better to examine the relationships between the normalized IPA and TIPA errors and the cloud parameters. We expect that horizontal radiative transfer effects should be related to cloud aspect ratio and side area parameters. For example, for overhead sun more flux should leak out the side of clouds with more side area, and so there should be a correlation between normalized IPA error and normalized side area (SA/A). Unfortunately, there are no strong correlations for the normalized IPA or TIPA errors. The largest correlations are with the optical depth distribution parameters, not with the physical cloud parameters such as side area. For example, there is a moderate correlation between the normalized TIPA error and the optical depth variability parameters. Perhaps these ways of defining cloud geometric properties are inadequate or the relationships are too complex for linear correlations.
The PPA flux errors are the sum of the 1D heterogeneity errors and the IPA errors. The PPA reflected flux errors (not shown) are correlated with the cloud fraction and the 3D reflected flux. The PPA flux errors are most strongly correlated with the characteristics of the optical depth distribution, i.e., . This is a result of the 1D heterogeneity 
Conclusions
This study assesses the 3D solar radiative effects of small tropical Pacific cumulus clouds below the freezing layer. Using plane-parallel radiative transfer, 150 scenes of cumulus fields are retrieved from 50 meter resolution MODIS Airborne Simulator data from the tropical Pacific Ocean. Cloud top height and optical depth are retrieved from visible and mid-infrared images, and an adiabatic type assumption is made for the vertical liquid water distribution. A broadband Monte Carlo radiative transfer model simulates solar radiative transfer through these cloud fields. The focus is on 3D radiative transfer effects for this class of clouds, so domain average fluxes are computed for 3D, the independent pixel approximation (IPA), the tilted IPA (TIPA), and the planeparallel approximation with cloud fraction (PPA). The errors of the three approximations are calculated relative to the 3D flux, for five solar zenith angles and a daytime average.
The mean daytime average reflected flux error for IPA is -0.8 W mu are positive for all sun angles, because TIPA accounts for the effectively larger cloud fraction seen by non-overhead sun, while still neglecting side leakage. PPA errors are more positive than IPA errors, and also decrease with solar zenith angle. Given the small absolute flux errors, these approximations -TIPA in particular -appear to be useful in estimating domain average fluxes for this class of clouds. The IPA/TIPA reflected flux errors are most strongly correlated with cloud fraction, cloud side area, and the reflected flux itself. The normalized IPA/TIPA errors are not well correlated with cloud properties such as normalized side area or mean vertical aspect ratio.
Of the approximations investigated in this study, the TIPA has the smallest range of error. The sign of that error is always positive, making it easier to understand and correct. The input to a TIPA-based algorithm would be the probability distribution of optical path for all solar zenith angles, rather than only the vertical optical depth distribution needed for IPA. In practice, this means that such an algorithm would require the mean and variability of cloud optical depth as a function of solar zenith angle. This is illustrated in Fig. 7 with cloud fraction and optical depth parameters as a function of sun angle derived from mean optical path histograms of the 150 MAS scenes. As expected, the cloud fraction and optical depth variability increase with solar zenith angle. If the clouds were geometrically very thin, then the cloud fraction would not depend on sun angle, and the optical depth histogram would just be shifted according to the increase 0.0 in optical path through the clouds (e.g. u r £
). We propose that a measure of broken cloudiness relevant for 3D radiative transfer would be the change in the path length normalized optical depth histogram as a function of sun angle.
As they derive from a large sample of small tropical cumulus fields, these results should be generally applicable to similar fields of small marine cumulus in a variety of settings. One would expect 3D radiative effects (in particular the IPA/TIPA errors) to be larger in cumulus clouds and smaller in stratiform clouds. However, these results show the 3D effects of small cumulus clouds to be quite small. Larger 3D effects are likely to occur with higher cloud fractions and optically and geometrically thicker cumulus clouds. Cumulus congestus cloud fields over land may have substantial 3D radiative effects (IPA/TIPA errors), though this cloud type is relatively uncommon.
These results may have implications for climate modeling. The distribution of optical depth is an important consideration in computing cloud albedo, and simple planeparallel calculations produce a significant albedo bias [Cahalan et al., 1994a] . It may be important for climate models to take this into account in some fashion, whether with simple corrections to plane-parallel, like the effective thickness approximation of Cahalan et al. [1994a] or the renormalization method of Cairns et al. [2000] ), or with a form of the IPA such as the gamma weighted two-stream approximation of Oreopoulos and Barker [1999] . For fields of small tropical marine cumulus, the IPA and TIPA errors are on average quite small. If this is the case more generally, then the IPA based parameterizations may be adequate for cloudy radiative transfer in large scale climate models. These climate models already sustain large errors due to the incorrect prediction of cloudiness parameters, which dominate the errors due to 3D radiative effects.
