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THE ANOMALY FLOW AND THE FU-YAU
EQUATION 1
Duong H. Phong, Sebastien Picard, and Xiangwen Zhang
Abstract
The Anomaly flow is shown to converge on toric fibrations with the Fu-Yau
ansatz, for both positive and negative values of the slope parameter α′. This implies
both results of Fu and Yau on the existence of solutions for Hull-Strominger systems,
which they proved using different methods depending on the sign of α′. It is also
the first case where the Anomaly flow can even be shown to exist for all time. This
is in itself remarkable from the point of view of the theory of fully nonlinear partial
differential equations, as the elliptic terms in the flow are not concave.
1 Introduction
The Hull-Strominger system [25, 36] is a system of equations for supersymmetric compact-
ifications of the heterotic string, which is less restrictive than the Ricci-flat and Ka¨hler
conditions originally proposed by Candelas, Horowitz, Strominger, and Witten [6]. More
specifically, let Y be a compact 3-fold with a nowhere vanishing holomorphic (3, 0)-form
ΩY and a vector bundle E → Y . Then the Hull-Strominger system is the following system
of equations for a Hermitian metric χ on Y and a Hermitian metric H on E,
F 2,0 = F 0,2 = 0, χ2 ∧ F 1,1 = 0 (1.1)
i∂∂¯χ− α
′
4
Tr(Rm ∧ Rm− F ∧ F ) = 0 (1.2)
d(‖ΩY ‖χχ2) = 0. (1.3)
Here α′ is a constant parameter called the slope, ‖ΩY ‖χ is the norm of ΩY with respect to
χ defined by ‖ΩY ‖2χ = iΩY ∧ Ω¯Y χ−3, and Rm and F are respectively the curvatures of the
Chern unitary connections of χ and H , viewed as (1, 1)-forms valued in the bundles of en-
domorphisms of T 1,0(Y ) and E 2. For fixed χ, the first equation (1.1) is just the well-known
Hermitian-Yang-Mills equation. The essential novelty in the Hull-Strominger system, from
the point of view of both non-Ka¨hler geometry and non-linear partial differential equations,
resides rather in the last two equations (1.2) and (1.3). The equation (1.3) says that the
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2The equation (1.3) was originally written in [25, 36] as d†χ = i(∂ − ∂¯) log ‖Ω‖χ. That (1.3) is an
equivalent formulation is an important insight due to J. Li and S.T. Yau [29].
metric χ is not required to be Ka¨hler, but conformally balanced, and the equation (1.2) de-
fines a new curvature condition, which differs markedly from more familiar conditions such
as Einstein since it is quadratic in the curvature tensor. By now, many special solutions of
the Hull-Strominger system have been found, both in the physics (see e.g. [3, 5, 11]) and
the mathematics literature (see e.g. [1, 2, 12, 14, 15, 16, 17, 18, 19, 22, 29, 30, 42]). The
main goal in the present paper is rather to develop PDE techniques towards an eventual
general solution.
A first major difficulty in the Hull-Strominger system, symptomatic of non-Ka¨hler
geometry, is to implement the conformally balanced condition (1.3) in the absence of an
analogue of the ∂∂¯-lemma. While balanced metrics can be produced by many Ansa¨tze,
none seems more natural than the others, and all lead to unwieldy expressions for the
equation (1.2). This is why it was proposed by the authors in [31] to bypass completely
the choice of an Ansatz by considering instead the flow
H−1 ∂tH = −ΛχF (H) (1.4)
∂t(‖ΩY ‖χχ2) = i∂∂¯χ− α
′
4
Tr(Rm(χ) ∧ Rm(χ)− F (H) ∧ F (H)) (1.5)
starting from a metric H(0) on E, and a metric χ(0) on Y which is conformally balanced.
Here Λχψ = χ
2 ∧ ψ χ−3 is the Hodge operator on (1, 1)-forms ψ. The point of this flow is
that, by Chern-Weil theory, the right hand side of (1.5) is a closed (2, 2)-form, so if the
initial metric χ(0) is conformally balanced, then the metric χ(t) will remain conformally
balanced for all t. It suffices then to determine whether the flow exists for all time and
converges. Flows of the form (1.4) have been called Anomaly flows in [31], in recognition
of the fact that the equation (1.2) originates from the famous Green-Schwarz anomaly
cancellation mechanism [23] required for the consistency of superstring theories.
The flow (1.4) has been shown in [31] to be weakly parabolic when |α′Rm(χ)| is small,
which implies its short-time existence. However, for any given elliptic system, there are
many parabolic flows with it as stationary point, so the true test of whether a particular
parabolic flow is the right one is its long-time existence and convergence. In the general
theory of fully non-linear PDE’s, it is customary to select the parabolic flow by some
desirable properties, such as, in the case of scalar equations, concavity in the second
derivatives [8, 24, 28]. In the present case, there is no further flexibility, as the particular
flow (1.4) provides the only known way of implementing the conformally balanced condition
(1.3) without appealing to any particular Ansatz. In effect, the geometric constraint
of the metric being conformally balanced has excluded the customary desirable analytic
properties for flows, and it is vital at this stage to develop some new analytic tools. For
this, we shall consider the Anomaly flow on the model case of Calabi-Eckmann fibrations.
This case retains enough features of the general case to provide a valuable guide in the
future (see §2.4 below). It is also the case where J.X. Fu and S.T. Yau [18, 19] found, by a
particularly difficult and delicate analysis, the first non-perturbative, non-Ka¨hler solution
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of the Hull-Strominger system. The precise C0 estimate that they obtained has a great
influence on the present work. On the other hand, we shall see that the Anomaly flow
requires very different C1, C2, and C2,α estimates, which actually sharpen the elliptic
estimates in many ways. In particular, they define a new region, narrower than the space
of positive Hermitian forms, which is preserved by the flow and where the unknown metric
ultimately belongs. We now describe more precisely our results.
Let (X, ωˆ) be a Calabi-Yau surface, equipped with a nowhere vanishing holomorphic
(2, 0)-form Ω normalized to satisfy ‖Ω‖ωˆ = 1 and two harmonic form ω1, ω2 ∈ H1,1(X,Z).
Building on an earlier construction of Calabi and Eckmann [4], Goldstein and Prokushkin
[21] have shown how to associate to this data a toric fibration π : Y → X , equipped with
a (1, 0)-form θ with the property that ΩY = Ω ∧ θ is holomorphic and non-vanishing on
Y , and ωu = π
∗(euωˆ) + iθ ∧ θ¯ is a conformally balanced metric on Y for all u ∈ C∞(X)
(see §2.1 for more details). We shall prove
Theorem 1 Let π : Y → X be a Goldstein-Prokushkin fibration over a Calabi-Yau surface
(X, ωˆ) with Ricci-flat metric ωˆ as above, and EX → (X, ωˆ) a stable vector bundle with zero
slope and Hermitian-Yang-Mills metric HX . Assume that the cohomological condition∫
X µ = 0 is satisfied, where µ is defined in (2.18) below. Set E = π
∗(EX) and consider
the Anomaly flow (1.4, 1.5) on (Y,E), with initial data H(0) = π∗(HX), and χ(0) =
π∗(Mωˆ) + iθ∧ θ¯, where M is a positive constant. Then there exists M0 ≫ 1 such that, for
allM ≥M0, the flow exists for all time, and converges smoothly to a solution (χ∞, π∗(HX))
of the Hull-Strominger system for (Y,E).
In particular, the theorem recaptures at one stroke the results of Fu and Yau in [18, 19],
where they proved the existence of solutions of the Hull-Strominger system on Goldstein-
Prokushkin fibrations satisfying the cohomological condition
∫
X µ = 0, when α
′ > 0 and
α′ < 0 respectively.
Restricted to a Goldstein-Prokushkin fibration, the Anomaly flow becomes equivalent
to the following flow for a metric ω = igk¯jdz
j ∧ dz¯k on a Calabi-Yau surface X , equipped
with a nowhere vanishing holomorphic (2, 0)-form Ω,
∂tω = − 1
2‖Ω‖ω
(
R
2
− |T |2 − α
′
4
σ2(iRicω) + 2α
′ i∂∂¯(‖Ω‖ωρ)
ω2
− 2 µ
ω2
)
ω (1.6)
where σ2(Φ) = Φ ∧ Φω−2 is the usual determinant of a real (1, 1)-form Φ, relative to the
metric ω. The expression |T |2 is the norm of the torsion of ω defined in (2.33) below. Thus
the theorem that we shall actually prove is the following
Theorem 2 Let (X, ωˆ) be a Calabi-Yau surface, equipped with a Ricci-flat metric ωˆ and
a nowhere vanishing holomorphic (2, 0)-form Ω normalized by ‖Ω‖ωˆ = 1. Let α′ be a non-
zero real number, and let ρ and µ be smooth real (1, 1) and (2, 2)-forms respectively, with
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µ satisfying the integrability condition
∫
X
µ = 0. (1.7)
Consider the flow (1.6), with an initial metric given by ω(0) =M ωˆ, whereM is a constant.
Then there exists M0 large enough so that, for all M ≥ M0, the flow (1.6) exists for all
time, and converges exponentially fast to a metric ω∞ satisfying the Fu-Yau equation
i∂∂¯(ω∞ − α′‖Ω‖ω∞ ρ)−
α′
8
Ricω∞ ∧ Ricω∞ + µ = 0, (1.8)
and the normalization
∫
X ‖Ω‖ω∞ ω
2
∞
2!
= M.
Rewriting the flow as a flow of the conformal factor u, we can discuss now more precisely
its features in the context of the general theory of non-linear parabolic PDE’s. The flow
(1.6) can be expressed as
∂tu =
1
2
(
∆ωˆu+ α
′e−uσˆ2(i∂∂¯u)− 2α′e−u i∂∂¯(e
−uρ)
ωˆ2
+ |Du|2ωˆ + e−uµ˜
)
(1.9)
where µ˜ = 2µ ωˆ−2 is a time-independent scalar function, and both the Laplacian ∆ωˆ and
the determinant σˆ2 are written with respect to the fixed metric ωˆ. Setting the right hand
side to 0 gives the equation solved by Fu and Yau [18, 19], so the Anomaly flow is indeed
a parabolic version of the Fu-Yau equation. Moreover, the equation (1.9) can be rewritten
in the form
2α′eu∂tu =
(
euωˆ + e−uρ+ α′i∂∂¯u
)2
ωˆ2
+ w(µ, ρ, u,Du), (1.10)
and it is a parabolic complex Monge-Ampe`re type equation. However, unlike the Ka¨hler-
Ricci flow where the elliptic term is log det(gij¯ + uij¯), the equation (1.10) has none of the
desirable concavity properties of elliptic and parabolic equations. In particular, none of
the techniques used in [18, 19] for the elliptic case (as well as the ones for the more general
equations in [33, 34]) can be adapted here besides the Moser iteration technique for the
C0 estimate. We shall see below that the proof of Theorem 2 relies instead, in an essential
manner, on the geometric formulation of (1.6), and that the estimates are obtained using
the metric which evolves with the flow.
Various geometric flows have been studied in non-Ka¨hler complex geometry (see e.g.
[9, 20, 37, 38, 39, 40, 41] and references therein). The main difficulty in studying (1.6) is
that it is quadratic in the Ricci curvature. This creates substantial problems in applying
known techniques to try and obtain estimates on the torsion, curvature, and derivatives of
curvature. To overcome these issues, we first start the flow with a metric with vanishing
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Ricci curvature and torsion, and the objective is to show that for suitably large normal-
ization of the initial metric, we can prevent the terms which are nonlinear in curvature
from growing too large and dominating the behavior of the flow. Proposition 4 in §7 shows
exactly how the estimates on Ricci curvature and torsion depend on the normalization of
the initial metric. More precisely, the metric ω(t) will be proved to belong at all times in
the following set
C−1M ωˆ ≤ ω(t) ≤ CM ωˆ, |T (ω(t))| ≤ CM−1/2, |α′Ricω(t)| ≤ CM−1/2 (1.11)
for a constant C depending only on the geometric data defining the Goldstein-Prokushkin
fibration, the Hermitian-Yang-Mills metric HX , and the slope α
′, but independent of the
normalization constant M . In particular, it is a set much narrower and more specific than
the cone of metrics on X .
The normalization of the initial metric actually sets a scale for the problem, and Propo-
sition 4 is an example of estimates with scales. The key underlying strategy of the present
paper can be viewed as the use of estimates with scales to tame higher powers of the cur-
vature tensor. This strategy appears both flexible and powerful: since the initial posting
online in 2016 of the original version of the present paper, we have applied it successfully
in our paper “Fu-Yau Hessian equations”, arXiv:1801.09842, in fact with the same test
functions used in the proof of Proposition 4, to solve the Fu-Yau equation and its Hes-
sian generalizations in all dimensions, for both signs of the parameter α′. See also the
paper “The Fu-Yau equation in higher dimensions” by J. Chu, L. Huang, and X.H. Zhu,
arXiv:1801.09351.
The paper is organized as follows. In Section §2, we provide the background on
Goldstein-Prokushkin fibrations, and show how to reduce the Anomaly flow in this case to
the flow (1.6) for metrics on a Calabi-Yau surface. Sections §3-§6 are devoted to successive
estimates: the uniform boundedness of the metrics ω in §3, the estimates for the torsion in
Section §4, the estimates for the curvature, and higher order derivatives of both the torsion
and the curvature in Sections §5-§6. Finally, long time existence is shown in Section §7
and the convergence of the flow is proved in Section §8.
2 Anomaly flows on Goldstein-Prokushkin fibrations
2.1 The Goldstein-Prokushkin fibration
We would like to restrict the Anomaly flow from a general 3-fold Y to the special case of
a Goldstein-Prokushkin fibration π : Y → X . We begin by recalling the basic properties
of Goldstein-Prokushkin fibrations that we need.
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Let (X, ωˆ) be a compact Calabi-Yau manifold of dimension 2, with ωˆ a Ricci-flat Ka¨hler
metric, and Ω a nowhere vanishing holomorphic (2, 0)-form, normalized so that
1 = ‖Ω‖2ωˆ = Ω ∧ Ω ωˆ−2. (2.1)
Let ω1, ω2 ∈ 2πH2(X,Z) be two (1, 1)-forms such that ω1 ∧ ωˆ = ω2 ∧ ωˆ = 0. From this
data, Goldstein and Prokushkin [21] construct a compact 3-fold Y which is a toric fibration
π : Y → X over X equipped with a (1, 0) form θ on Y satisfying
∂¯θ = π∗(ω1 + iω2) ∂θ = 0. (2.2)
Furthermore, the (3, 0)-form
ΩY =
√
3Ω ∧ θ (2.3)
is holomorphic and nowhere vanishing, and the (1, 1)-form
χ0 = π
∗(ωˆ) + iθ ∧ θ¯ (2.4)
is positive-definite on Y . Observe that
iΩY ∧ ΩY = 3Ω ∧ Ω ∧ iθ ∧ θ¯ = ‖Ω‖2ωˆ(3ωˆ2 ∧ iθ ∧ θ¯) = ‖Ω‖2ωˆ χ30. (2.5)
Thus, defining the norm ‖ΩY ‖χ of the holomorphic form ΩY on Y with respect to a metric
χ as ‖ΩY ‖2χ = iΩY ∧ Ω¯Y ∧ χ−3, we have ‖ΩY ‖χ0 = ‖Ω‖ωˆ = 1. Consequently,
‖ΩY ‖χ0χ20 = ωˆ2 + 2iωˆ ∧ θ ∧ θ¯. (2.6)
This implies that d(‖ΩY ‖χ0χ20) = 0 by (2.2) and the fact that ω1 and ω2 wedged with ωˆ
gives zero. Thus χ0 is a conformally balanced metric on Y .
More generally, for any smooth function u on Y , introduce the following metrics ωu
and χu on the manifolds X and Y respectively,
ωu = e
uωˆ, χu = π
∗(euωˆ) + iθ ∧ θ¯. (2.7)
Then the same arguments that we just used show that
‖ΩY ‖χu = ‖Ω‖ωu = e−u, (2.8)
and furthermore,
‖ΩY ‖χuχ2u = ‖Ω‖ωuω2u + 2iωˆ ∧ θ ∧ θ¯. (2.9)
This shows that d(‖ΩY ‖χuχ2u) = 0 since d(‖Ω‖ωuω2u) is the pull-back of a differential form
of rank 5 defined on the 4-dimensional manifold X , and 2id(ωˆ ∧ θ ∧ θ¯) is zero as before in
view of (2.2). It follows that the metric χu is a conformally balanced metric on Y for any
choice of u.
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2.2 The Fu-Yau Ansatz
In [18, 19], Fu and Yau obtain a solution of the Hull-Strominger system in the following
manner. Let π : Y → X be a Goldstein-Prokushkin fibration, constructed as described
above from a Calabi-Yau surface (X, ωˆ), equipped with two integer-valued harmonic (1, 1)-
forms ω1/(2π) and ω2/(2π).
Let EX → X be a stable holomorphic vector bundle over X , with slope
∫
X c1(EX)∧ωˆ =
0. Then by the Donaldson-Uhlenbeck-Yau [10, 43] theorem, EX admits a metric HX
with respect to ωˆ satisfying the Hermitian-Yang-Mills equation ωˆ ∧ F (HX) = 0. Let
E = π∗(EX)→ Y be the pull-back bundle over Y , and let H = π∗(HX). Since
χ2u ∧ F (H) = π∗(euωˆ ∧ F (HX)) ∧ (euωˆ + 2iθ ∧ θ¯) = 0, (2.10)
it follows that H is Hermitian-Yang-Mills with respect to χu, for any u. Now recall that
χu is conformally balanced for any u. This means that, if we look for a solution of the
Strominger system under the form (Y,E), equipped with the metrics χu and H , then the
only equation which is left to solve is the Green-Schwarz anomaly cancellation equation
(1.2), with the scalar function u defining the metric χu as the unknown.
The key property that allows this approach to work is that, for metrics of the form χu
in a Goldstein-Prokushkin fibration, the equation on Y
i∂∂¯χu − α
′
4
Tr(Rm(χu) ∧ Rm(χu)− F ∧ F ) = 0 (2.11)
descends to an equation on the base X . This was established by Fu and Yau [18] and a
summary of their results is as follows.
First, the term i∂∂¯χu is readily worked out, using the properties (2.2) of the form θ,
i∂∂¯χu = i∂∂¯ωu − ∂¯θ ∧ ∂θ¯. (2.12)
Next, the quadratic term in the curvature tensor can be worked out to be (Proposition 8
in [18])
Tr(Rm(χu) ∧ Rm(χu)) = Tr(Rm(ωu) ∧Rm(ωu)) + ∂∂¯(‖Ω‖ωuTr(∂¯B ∧ ∂B∗ · ωˆ−1)).(2.13)
Here B is a (1, 0)-form depending on the data (ωˆ, ω1, ω2), which is only locally defined.
However the full expression Tr(∂¯B ∧ ∂B∗ · ωˆ−1) is not only globally well-defined on Y , but
it is the pull-back of a globally defined real (1, 1)-form ρ on X ,
1
4
Tr(∂¯B ∧ ∂B∗ · ωˆ−1) = π∗(ρ). (2.14)
On the other hand, from ωu = e
uωˆ, it follows that
Rm(ωu) = −∂∂¯u⊗ I +Rm(ωˆ) (2.15)
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and hence, in view of the fact that the metric ωˆ is Ricci-flat,
Tr(Rm(ωu) ∧Rm(ωu)) = Tr(Rm(ωˆ) ∧ Rm(ωˆ)) + 2∂∂¯u ∧ ∂∂¯u. (2.16)
Altogether, the Green-Schwarz anomaly cancellation equation can be written as the fol-
lowing equation on the base manifold X ,
0 = i∂∂¯(ωu − α′‖Ω‖ωuρ)−
α′
2
(∂∂¯u) ∧ (∂∂¯u) + µ (2.17)
where we have set
µ = −∂¯θ ∧ ∂θ¯ − α
′
4
Tr(Rm(ωˆ) ∧ Rm(ωˆ)) + α
′
4
Tr(F (HX) ∧ F (HX)). (2.18)
which is a well-defined (2, 2)-form on X . The equation (2.17) is the Fu-Yau equation.
Clearly, a necessary condition for the existence of solutions is
∫
X
µ = 0. (2.19)
This condition was shown to be sufficient by Fu and Yau in [18] for α′ > 0 and in [19] for
α′ < 0. Examples of fibrations π : Y → X and vector bundles E → X satisfying ∫X µ = 0
are exhibited in [18, 19].
2.3 Reduction of the Anomaly flow by the Fu-Yau Ansatz
We consider now the Anomaly flow (1.5) on a Goldstein-Prokushkin fibration π : Y → X ,
equipped with the holomorphic (3, 0)-form ΩY and restricted to metrics of the form χ = χu.
Recall that F = F (π∗(HX)) is fixed, and that ΛχF = 0. Thus the metric HX remains
fixed along the flow, and we need only concentrate on the flow for the metric χu.
We work out both sides of the flow (1.5) in this setting. Recall that we have set
ωu = e
uωˆ which is a metric on X . From the earlier equation (2.9) and the fact that the
term ωˆ ∧ θ ∧ θ¯ is time-independent, it follows at once that
∂t(‖ΩY ‖χuχ2u) = ∂t(‖Ω‖ωuω2u). (2.20)
On the other hand, the same formulas derived by Fu and Yau [18] for their reduction of
the anomaly equation on Y to an equation on X and which we described in the previous
section give
i∂∂¯χu − α
′
4
Tr(Rm(χu) ∧ Rm(χu)− F ∧ F )
= i∂∂¯(ωu − α′‖Ω‖ωuρ)−
α′
2
∂∂¯u ∧ ∂∂¯u+ µ (2.21)
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with µ the (2, 2)-form defined by (2.18). Thus the Anomaly flow for Goldstein-Prokushkin
fibrations is equivalent to the flow for metrics on X given by
∂t(‖Ω‖ωuω2u) = i∂∂¯(ωu − α′‖Ω‖ωuρ)−
α′
2
∂∂¯u ∧ ∂∂¯u+ µ. (2.22)
Since we wish to apply techniques of geometric flows, it is useful to re-express the flow
entirely in terms of curvature. If we denote by Ricωu the Chern-Ricci tensor of ωu, we have
Ricωu = −2∂∂¯u (2.23)
since the metric ωˆ is Ricci-flat. Thus the Anomaly flow can be rewritten as the following
flow of metrics on X ,
∂t(‖Ω‖ωω2) = i∂∂¯(ω − α′‖Ω‖ωρ)− α
′
8
Ricω ∧ Ricω + µ (2.24)
which we can take now as our starting point. Here we have suppressed the subindex u in
ωu.
A technical issue in Anomaly flows is that they are formulated in terms of flows for
‖Ω‖ω ω2, and not of ω itself. This issue was addressed in all generality in [32] in dimension
3. For the above Anomaly flow on the surface X arising from the Goldstein-Prokushkin
fibration, the metric ω is already characterized by its volume form, and we can proceed
more directly as follows.
First, using the two-dimensional identity 2∂tω ∧ ω = (∂t logω2)ω2 and the fact that
ω2 = ‖Ω‖−2ω ωˆ2, we can rewrite the left hand side as
∂t(‖Ω‖ωω2) = ‖Ω‖ω(∂t log ‖Ω‖ωω2 + 2∂tω ∧ ω) = −‖Ω‖ω(∂t log ‖Ω‖ω)ω2. (2.25)
Next, we work out the right hand side more explicitly. Following [32], we define the
torsion T (ω) = 1
2
Tk¯pq dz
q ∧ dzp ∧ dz¯k of a Hermitian metric ω by
T = i∂ω, T¯ = −i∂¯ω, (2.26)
and we also introduce the (1, 0)-form Tm and the (0, 1)-form T¯m¯ by
Tm = g
jk¯Tk¯jm, T¯m¯ = g
j¯kT¯kj¯m¯. (2.27)
Then
(i∂∂¯ω)k¯jℓ¯m = Rk¯jℓ¯m − Rk¯mℓ¯j +Rℓ¯mk¯j − Rℓ¯jk¯m + gsr¯ Tr¯mjT¯sk¯ℓ¯. (2.28)
In general, there are several notions of Ricci curvature for Hermitian metrics, given by
Rk¯j = Rk¯j
p
p, R˜k¯j = R
p
pk¯j , R
′
k¯j = Rk¯
p
pj, R
′′
k¯j = R
p
jk¯p. (2.29)
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For metrics of the form ω = euωˆ, where ωˆ is Ka¨hler and Ricci-flat, the following important
relations between torsion and curvature hold,
Tq(ω) = ∂q log ‖Ω‖ω, T¯q¯(ω) = ∂q¯ log ‖Ω‖ω (2.30)
and
Rk¯j(ω) = 2∇k¯Tj(ω) = 2∇jT¯k¯(ω),
R′k¯j(ω) = R
′′
k¯j(ω) =
1
2
Rk¯j(ω). (2.31)
Also, because ωˆ is Ka¨hler, we have
T (ω) = i∂u ∧ ω (2.32)
so that the (1, 0)-form Tm actually determines in our case the full (2, 1) torsion tensor
T (ω). Henceforth, unless explicitly indicated otherwise, we shall designate by T the (1, 0)-
form Tmdz
m rather than the (2, 1)-form i∂ω. For example, the norm |T |2 will designate
the expression
|T |2 = gmℓ¯TmT¯ℓ¯ (2.33)
rather than |i∂ω|2 (which can be verified to be equal to 2|T |2).
Using these relations, and the fact that we are in dimension 2, we find
i∂∂¯ω =
1
2
(−R + 2|T |2)ω
2
2
. (2.34)
Substituting this equation and (2.25) in the flow (2.24), we obtain
∂t log ‖Ω‖ω = 1‖Ω‖ω
(
R
2
− |T |2 + 2α′ i∂∂¯(‖Ω‖ωρ)
ω2
− α
′
4
σ2(iRicω)− ‖Ω‖2ω µ˜
)
, (2.35)
where we have introduced the time-independent, scalar function µ˜ by µ = µ˜ ωˆ
2
2
, and the
σ2 operator with respect to the evolving metric
2σ2(iRicω)
ω2
2
= iRicω ∧ iRicω. (2.36)
Since the metric ω = euωˆ is entirely determined by the conformal factor eu, this flow for
the volume form is equivalent to the flow of metrics (1.6) quoted in the Introduction. The
flow in terms of the conformal factor u is easily worked out to be given by the equation
(1.9).
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2.4 Comparisons between the 3-dimensional Anomaly flow and
its 2-dimensional reduction
It may be noteworthy that the flow (2.24) retains many of the features of the original
Anomaly flow in 3-dimensions. Indeed, as shown in [32], the conformally balanced con-
dition (1.3) in dimension 3 implies that the Hermitian metric χ on the 3-fold Y satisfies
exactly the same relations (2.30) and (2.3) between torsion and curvature as the metric
ω = euωˆ on the surface X ,
Tq(χ) = ∂q log ‖ΩY ‖χ, T¯q¯(χ) = ∂q¯ log ‖ΩY ‖χ (2.37)
and
Rk¯j(χ) = 2∇k¯Tj(χ) = 2∇jT¯k¯(χ),
R′k¯j(χ) = R
′′
k¯j(χ) =
1
2
Rk¯j(χ). (2.38)
This suggests that the flow (1.6) is interesting not just as a special case of the general
Anomaly flow, but also as a good model for developing general methods for studying the
flow.
2.5 Starting the Flow
In [31] general conditions were given for the short-time existence of the Anomaly flow,
using the Nash-Moser implicit function theorem. However, the short-time existence of the
flow can be seen more directly from the parabolicity of the flow, which holds when the
form
ω′ = euωˆ + α′e−uρ+ α′i∂∂¯u > 0, (2.39)
is positive definite. This can be seen from the scalar equation (1.9). We will always assume
that we start the flow from a large constant multiple of the background metric
u(x, 0) = logM ≫ 1, ω(0) = eu(0)ωˆ = Mωˆ. (2.40)
Recall that µ is defined in (2.18). In all that follows, we will assume that the cohomological
condition ∫
X
µ = 0, (2.41)
is satisfied. Integrating (2.22) and using the fact that ‖Ω‖ωω2 = euωˆ2 gives the following
conservation law
∂
∂t
∫
X
eu
ωˆ2
2!
= 0. (2.42)
Hence ∫
X
eu
ωˆ2
2!
= M, (2.43)
along the flow.
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3 The C0 estimate of the conformal factor
In this section, we will work with equation (2.22), since it will be easier to work with
differential forms to obtain integral estimates. We let ωˆ denote the fixed background
Ka¨hler form of X . We can rescale ωˆ such that
∫
X
ωˆ2
2!
= 1. We will omit the background
volume form ωˆ
2
2!
when integrating scalar functions. All norms in the current section will be
taken with respect to the background metric ωˆ. The starting point for the Moser iteration
argument is to compute the quantity∫
X
i∂∂¯(e−ku) ∧ ω′, (3.1)
in two different ways. Recall that ω′ is defined in (2.39). On one hand, by the definition
of ω′ and Stokes’ theorem, we have∫
X
i∂∂¯(e−ku) ∧ ω′ =
∫
X
{euωˆ + α′e−uρ} ∧ i∂∂¯(e−ku). (3.2)
Expanding ∫
X
i∂∂¯(e−ku) ∧ ω′ = k2
∫
X
e−ku{euωˆ + α′e−uρ} ∧ i∂u ∧ ∂¯u
−k
∫
X
e−ku{euωˆ + α′e−uρ} ∧ i∂∂¯u. (3.3)
On the other hand, without using Stokes’ theorem, we obtain∫
X
i∂∂¯(e−ku) ∧ ω′ = k2
∫
X
e−kui∂u ∧ ∂¯u ∧ ω′ − k
∫
X
e−ku{euωˆ + α′e−uρ} ∧ i∂∂¯u
−α′k
∫
X
e−kui∂∂¯u ∧ i∂∂¯u. (3.4)
We equate (3.3) and (3.4)
0 = −k2
∫
X
e−kui∂u ∧ ∂¯u ∧ ω′ + k2
∫
X
e−ku{euωˆ + α′e−uρ} ∧ i∂u ∧ ∂¯u
+α′k
∫
X
e−kui∂∂¯u ∧ i∂∂¯u. (3.5)
Using equation (2.22) and that ‖Ω‖ωω2 = euωˆ2,
0 = −k2
∫
X
e−kui∂u ∧ ∂¯u ∧ ω′ + k2
∫
X
e−ku{euωˆ + α′e−uρ} ∧ i∂u ∧ ∂¯u
−2k
∫
X
e−kuµ− 2k
∫
X
e−kui∂∂¯(euωˆ − α′e−uρ) + 4k
∫
X
e−(k−1)u∂tu
ωˆ2
2!
. (3.6)
Expanding out terms and dividing by 2k yields
0 = −k
2
∫
X
e−kui∂u ∧ ∂¯u ∧ ω′ + k
2
∫
X
e−ku{euωˆ + α′e−uρ} ∧ i∂u ∧ ∂¯u−
∫
X
e−kuµ
12
−
∫
X
e−(k−1)ui∂∂¯u ∧ ωˆ −
∫
X
e−(k−1)ui∂u ∧ ∂¯u ∧ ωˆ − α′
∫
X
e−(k+1)ui∂∂¯u ∧ ρ
+α′
∫
X
e−(k+1)ui∂u ∧ ∂¯u ∧ ρ+ α′
∫
X
e−(k+1)ui∂∂¯ρ
−2α′Re
∫
X
e−(k+1)ui∂u ∧ ∂¯ρ+ 2
∫
X
e−(k−1)u∂tu
ωˆ2
2!
. (3.7)
Integration by parts gives
0 = −k
2
∫
X
e−kui∂u ∧ ∂¯u ∧ ω′ − k
2
∫
X
e−ku{euωˆ + α′e−uρ} ∧ i∂u ∧ ∂¯u
−
∫
X
e−kuµ+ α′
∫
X
e−(k+1)ui∂∂¯ρ− α′Re
∫
X
e−(k+1)ui∂u ∧ ∂¯ρ
+2
∫
X
e−(k−1)u∂tu
ωˆ2
2!
. (3.8)
One more integration by parts yields the following identity:
k
2
∫
X
e−ku{euωˆ + α′e−uρ} ∧ i∂u ∧ ∂¯u+ ∂
∂t
2
k − 1
∫
X
e−(k−1)u
ωˆ2
2!
(3.9)
= −k
2
∫
X
e−kui∂u ∧ ∂¯u ∧ ω′ −
∫
X
e−kuµ+ (α′ − α
′
k + 1
)
∫
X
e−(k+1)ui∂∂¯ρ.
The identity (3.9) will be useful later to control the infimum of u, but to control the
supremum of u, we replace k with −k in (3.9). Then, for k 6= 1,
k
2
∫
X
e(k+1)u{ωˆ + α′e−2uρ} ∧ i∂u ∧ ∂¯u+ ∂
∂t
2
k + 1
∫
X
e(k+1)u
ωˆ2
2!
(3.10)
= −k
2
∫
X
ekui∂u ∧ ∂¯u ∧ ω′ +
∫
X
ekuµ− (α′ − α
′
1− k )
∫
X
e(k−1)ui∂∂¯ρ.
3.1 Estimating the supremum
Proposition 1 Start the flow with initial data eu(x,0) = M . Suppose the flow exists for
t ∈ [0, T ) with T > 0, and that infX eu ≥ 1 and α′e−2uρ ≥ −12 ωˆ for all time t ∈ [0, T ).
Then
sup
X×[0,T )
eu ≤ C1M, (3.11)
where C1 only depends on (X, ωˆ), ρ, µ, α
′.
Proof: As long as the flow exists, we have
i∂u ∧ ∂¯u ∧ ω′ ≥ 0. (3.12)
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Let β = n
n−1
= 2. We can use (3.12), (3.10), and α′e−2uρ ≥ −1
2
ωˆ to derive the following
estimate for any k ≥ β
k
4
∫
X
e(k+1)u|Du|2 + ∂
∂t
2
k + 1
∫
X
e(k+1)u ≤ (‖µ‖L∞ + 2|α′|‖ρ‖C2)
(∫
X
eku +
∫
X
e(k−1)u
)
.
(3.13)
Here we omit the background volume form ωˆ
2
2!
when integrating scalars.
We now consider two cases: the case of small time and the case of large time. We must
consider both these cases carefully because the objective is more than just to control eu
uniformly in time; rather, we need to establish that eu stays comparable to the scale M
for all times.
We begin with the estimate for large time. Suppose T ∈ [n, n+1] for an integer n ≥ 1.
Let n − 1 < τ < τ ′ < T . Let ζ(t) ≥ 0 be a monotone function which is zero for t ≤ τ ,
identically 1 for t ≥ τ ′, and |ζ ′| ≤ 2(τ ′ − τ)−1. Multiplying inequality (3.13) by ζ gives,
for any k ≥ β,
kζ
4
∫
X
e(k+1)u|Du|2 + ∂
∂t
2ζ
k + 1
∫
X
e(k+1)u
≤ (‖µ‖L∞ + 2|α′|‖ρ‖C2)
{
ζ
∫
X
e(k−1)u + ζ
∫
X
eku
}
+
2ζ ′
k + 1
∫
X
e(k+1)u. (3.14)
Let τ ′ < s ≤ T . Integrating from τ to s yields
k
4
∫ s
τ ′
∫
X
e(k+1)u|Du|2 + 2
k + 1
∫
X
e(k+1)u(s) (3.15)
≤ C
{ ∫ T
τ
∫
X
e(k−1)u +
∫ T
τ
∫
X
eku +
1
τ ′ − τ
∫ T
τ
∫
X
e(k+1)u
}
, (3.16)
for any k ≥ β, where C only depends on α′, ρ, µ. We rearrange this inequality to obtain,
for k ≥ β + 1,
(k − 1)
k
∫ s
τ ′
∫
X
|De k2u|2 +
∫
X
eku(s)
≤ Ck
{ ∫ T
τ
∫
X
e(k−2)u +
∫ T
τ
∫
X
e(k−1)u +
1
τ ′ − τ
∫ T
τ
∫
X
eku
}
. (3.17)
Using e−u ≤ 1,
∫ s
τ ′
∫
X
|De k2u|2 +
∫
X
eku(s) ≤ Ck
{
1 +
1
τ ′ − τ
}{ ∫ T
τ
∫
X
eku
}
. (3.18)
The Sobolev inequality gives us
(∫
X
ekβu
) 1
β ≤ C ′X
(∫
X
|e k2u|2 +
∫
X
|De k2u|2
)
, (3.19)
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where C ′X is the Sobolev constant on manifold (X, ωˆ). Let β
∗ be such that 1
β
+ 1
β∗
= 1.
By Ho¨lder’s inequality and the Sobolev inequality,
∫ T
τ ′
∫
X
ekue
k
β∗
u ≤
∫ T
τ ′
(∫
X
ekβu
)1/β( ∫
X
eku
)1/β∗
≤ C ′X sup
t∈[τ ′,T ]
( ∫
X
eku
)1/β∗ ∫ T
τ ′
{∫
X
eku +
∫
X
|De k2u|2
}
. (3.20)
Using estimate (3.18), and defining γ = 1 + 1
β∗
= 1 + 1
2
, we have for k ≥ 1 + β,
( ∫ T
τ ′
∫
X
eγku
)1/γ
≤ Ck
{
1 +
1
τ ′ − τ
}∫ T
τ
∫
X
eku. (3.21)
We will iterate with τk = (n− 1) + θ1 − γ−k(θ1 − θ2), for fixed 0 < θ2 < θ1 ≤ 1.
(∫ T
τk+1
∫
X
eγ
k+1u
)1/γk+1
≤
{
Cγk + (θ1 − θ2)−1 Cγ
2k
1− γ−1
}1/γk{ ∫ T
τk
∫
X
eγ
ku
}1/γk
. (3.22)
Iterating, and using
∑
i γ
−i = 3, we see that for p = γκ0 ≥ 1 + β, there holds
sup
X×[n−1+θ1,T ]
eu ≤ C
(θ1 − θ2)3 ‖e
u‖Lp(X×[n−1+θ2,T ]), (3.23)
where C only depends on (X, ωˆ), ρ, µ, and α′. A standard argument can be used to relate
the Lp norm of eu to
∫
X e
u = M . Indeed, by Young’s inequality,
sup
X×[n−1+θ1,T ]
eu ≤ C(θ1 − θ2)−3
(
sup
X×[n−1+θ2,T ]
e(1−1/p)u
)( ∫
X×[n−1+θ2,T ]
eu
)1/p
≤ 1
2
sup
X×[n−1+θ2,T ]
eu + C(θ1 − θ2)−3p
∫
X×[n−1,T ]
eu, (3.24)
for all 0 < θ2 < θ1 ≤ 1. We iterate this inequality with θ0 = 1 and θi+1 = θi− 12(1−η)ηi+1,
where 1/2 < η3p < 1. Then for each k > 1,
sup
X×[n,T ]
eu ≤ 1
2k
(
sup
X×[n−1+θk,T ]
eu
)
+
23p CM
(1− η)3pη3p
k−1∑
i=0
(
1
2η3p
)i
. (3.25)
Taking the limit as k → ∞, we obtain a constant C depending only on (X, ωˆ), ρ, µ, α′
such that
sup
X×[n,T ]
eu ≤ CM, (3.26)
for any T ∈ [n, n+ 1] and integer n ≥ 1.
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Next, we adapt the previous estimate to the small time region [0, T ] ⊆ [0, 1]. The
argument is similar in essence, and we provide all details for completeness. Integrating
(3.13) from 0 to 0 < s ≤ T yields
k
4
∫ s
0
∫
X
e(k+1)u|Du|2 + 2
k + 1
∫
X
e(k+1)u(s) ≤ C
{ ∫ T
0
∫
X
e(k−1)u +
∫ T
0
∫
X
eku +Mk+1
}
,
for any k ≥ β, where C only depends on α′, ρ, µ. We rearrange this inequality to obtain,
for k ≥ β + 1,
(k − 1)
k
∫ s
0
∫
X
|De k2u|2 +
∫
X
eku(s) ≤ Ck
{ ∫ T
0
∫
X
e(k−2)u +
∫ T
0
∫
X
e(k−1)u +Mk
}
. (3.27)
Using e−u ≤ 1, we obtain the following estimate, which holds uniformly for all 0 < s ≤ T .
∫ s
0
∫
X
|De k2u|2 +
∫
X
eku(s) ≤ Ck
{ ∫ T
0
∫
X
eku +Mk
}
. (3.28)
As estimate in (3.20), by the Ho¨lder and Sobolev inequalities there holds
∫ T
0
∫
X
ekue
k
β∗
u ≤ C ′X sup
s∈[0,T ]
( ∫
X
eku
)1/β∗ ∫ T
0
{ ∫
X
eku +
∫
X
|De k2u|2
}
. (3.29)
Recall that γ = 1 + 1
β∗
. Thus for k ≥ 1 + β,
∫ T
0
∫
X
ekγu ≤ (Ck)γ
( ∫ T
0
∫
X
eku +Mk
)γ
. (3.30)
Therefore
( ∫ T
0
∫
X
ekγu +Mkγ
)1/γ
≤
{
(Ck)γ
( ∫ T
0
∫
X
eku +Mk
)γ
+Mkγ
}1/γ
, (3.31)
and hence (∫ T
0
∫
X
ekγu +Mkγ
)1/γ
≤ Ck
{ ∫ T
0
∫
X
eku +Mk
}
. (3.32)
It follows that for all γk ≥ 1 + β,
( ∫ T
0
∫
X
eγ
k+1u +Mγ
k+1
)1/γk+1
≤
{
Cγk
}1/γk{ ∫ T
0
∫
X
eγ
ku +Mγ
k
}1/γk
. (3.33)
Iterating, we see that for all k such that γk ≥ γκ0 ≥ 1 + β,
(∫ T
0
∫
X
eγ
k+1u
)1/γk+1
≤
{ k∏
i=κ0
(
Cγi
)1/γi}{∫ T
0
∫
X
eγ
κ0u +Mγ
κ0
}1/γκ0
. (3.34)
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Sending k →∞, we obtain for p = γκ0 ,
sup
X×[0,T ]
eu ≤ C(‖eu‖Lp(X×[0,T ]) +M), (3.35)
where C only depends on (X, ωˆ), ρ, µ, and α′. Lastly, we relate the Lp norm of eu to∫
X e
u = M . By the previous estimate
sup
X×[0,T ]
eu ≤ C
(
sup
X×[0,T ]
e(p−1)u
) 1
p
( ∫
X×[0,T ]
eu
)1/p
+ CM. (3.36)
We absorb the supremum term on the right-hand side using Young’s inequality. Therefore,
sup
X×[0,T ]
eu ≤ CTM + CM ≤ CM, (3.37)
for any 0 < T ≤ 1, and C only depends on (X, ωˆ), ρ, µ, and α′.
By combining (3.26) and (3.37), we conclude the proof of Proposition 1. Q.E.D.
3.2 Estimating the infimum
We introduce the constant
θ =
1
2C1 − 1 . (3.38)
Note that since C1 ≥ 1, we must have 0 < θ ≤ 1. Fix a small constant 0 < δ < 1 such
that
δ <
θ
4CX(|α′|‖ρ‖C2 + ‖µ‖C0) , and α
′δ2ρ ≥ −1
2
ωˆ, (3.39)
where CX is the Poincare´ constant for the reference Ka¨hler manifold (X, ωˆ). Define
Sδ := {t ∈ [0, T ) : sup
X
e−u ≤ δ}. (3.40)
Recall that we start the flow at u0 = logM . It follows that if M > δ
−1, then the flow
starts in the region Sδ. At any time tˆ ∈ Sδ, we consider U = {z ∈ X : e−u ≤ 2M }. Then
by Proposition 1,
M =
∫
U
eu +
∫
X\U
eu ≤ |U | sup
X
eu + (1− |U |)M
2
≤ C1M |U | + (1− |U |)M
2
. (3.41)
It follows that at any tˆ,
|U | > θ > 0. (3.42)
We will also need the constant C0 > 1 defined by
C0 =
1
1− θ
4
(1 +
2
θ
)
(
2
θ2
)
. (3.43)
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3.2.1 Integral estimate
Proposition 2 Start the flow at u0 = logM , where M is large enough such that the flow
starts in the region Sδ. Suppose [0, T ] ⊆ Sδ. Then on [0, T ], there holds∫
X
e−u ≤ 2C0
M
. (3.44)
Proof: At t = 0, we have
∫
X e
−u = 1
M
< 2C0
M
. Suppose tˆ ∈ Sδ is the first time when we
reach
∫
X e
−u = 2C0
M
. Then we must have
∂
∂t
∣∣∣∣
t=tˆ
∫
X
e−u ≥ 0. (3.45)
Setting k = 2 in (3.9) and dropping the negative term involving ω′ ≥ 0, we have
∫
X
e−u{ωˆ + α′e−2uρ} ∧ i∂u ∧ i∂¯u+ 2 ∂
∂t
∫
X
e−u ≤
(
|α′|‖ρ‖C2
∫
X
e−3u + ‖µ‖C0
∫
X
e−2u
)
.
Since ∂
∂t
∣∣∣∣
t=tˆ
∫
X e
−u ≥ 0, and e−u ≤ δ < 1, there holds at tˆ,
∫
X
|De−u2 |2 ≤ (|α′|‖ρ‖C2 + ‖µ‖C0)δ
∫
X
e−u. (3.46)
By the Poincare´ inequality
∫
X
e−u −
( ∫
X
e−
u
2
)2
=
∫
X
∣∣∣∣e−u2 −
∫
X
e−
u
2
∣∣∣∣2 ≤ CX
∫
X
|De−u2 |2. (3.47)
By (3.39), we have ∫
X
e−u −
(∫
X
e−
u
2
)2
≤ θ
4
∫
X
e−u, (3.48)
and it implies ∫
X
e−u ≤ 1
1− θ
4
(∫
X
e−
u
2
)2
. (3.49)
We may use the measure estimate and (3.49) to obtain
( ∫
X
e−
u
2
)2
≤ (1 + 2
θ
)
(∫
U
e−
u
2
)2
+ (1 +
θ
2
)
( ∫
X\U
e−
u
2
)2
≤ (1 + 2
θ
)|U |
∫
U
e−u + (1 +
θ
2
)(1− |U |)
∫
X\U
e−u
≤ (1 + 2
θ
)
2
M
+ (1 +
θ
2
)(1− θ) 1
1− θ
4
( ∫
X
e−
u
2
)2
. (3.50)
Thus (∫
X
e−
u
2
)2
≤ (1 + 2
θ
)
2
M
(
1
1− (1 + θ
2
)(1− θ)(1− θ
4
)−1
)
. (3.51)
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For any θ ≥ 0, we have the elementary estimate
(1 +
θ
2
)(1− θ)(1− θ
4
)−1 ≤ 1− θ2. (3.52)
Using this and (3.49),
∫
X
e−u ≤ 1
1− θ
4
(1 +
2
θ
)
(
2
θ2
)
1
M
=
C0
M
. (3.53)
This contradicts that
∫
X e
−u = 2C0
M
at tˆ. It follows that
∫
X e
−u stays less than 2C0
M
for all
time t ∈ Sδ.
3.2.2 Iteration
Proposition 3 Start the flow with initial data eu(x,0) = M . Suppose the flow exists for
t ∈ [0, T ) with T > 0, and [0, T ) ⊆ Sδ. Then
sup
X×[0,T )
e−u ≤ C2
M
, (3.54)
where C2 only depends on (X, ωˆ), ρ, µ, α
′.
Proof: We can drop the negative terms involving ω′ ≥ 0 and use α′e−2uρ ≥ −1
2
ωˆ in (3.9)
to obtain the estimate, for k ≥ 2,
k
4
∫
X
e−(k−1)u|Du|2 + ∂
∂t
2
k − 1
∫
X
e−(k−1)u ≤ C
(∫
X
e−(k+1)u +
∫
X
e−ku
)
. (3.55)
As in the upper bound on eu, we split the argument into the cases of large time and small
time, and first consider the case of large time.
Suppose T ∈ [n, n+1] for an integer n ≥ 1. Let n− 1 < τ < τ ′ < T . Let ζ(t) ≥ 0 be a
monotone function which is zero for t ≤ τ and identically 1 for t ≥ τ ′. Multiplying (3.55)
by ζ gives
kζ
4
∫
X
e−(k−1)u|Du|2+ ∂
∂t
2ζ
k − 1
∫
X
e−(k−1)u ≤ C
{
ζ
∫
X
e−(k+1)u+ ζ
∫
X
e−ku+ ζ ′
∫
X
e−(k−1)u
}
.
(3.56)
Let τ ′ < s ≤ T . Integrating from τ to s
k
4
∫ s
τ ′
∫
X
e−(k−1)u|Du|2 + 2
k − 1
∫
X
e−(k−1)u(s)
≤ C
{ ∫ T
τ
∫
X
e−(k+1)u +
∫ T
τ
∫
X
e−ku +
1
τ ′ − τ
∫ T
τ
∫
X
e−(k−1)u
}
. (3.57)
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We rearrange this inequality to obtain, for k ≥ 1,
∫ s
τ ′
∫
X
|De− k2u|2 + 2
∫
X
e−ku(s) ≤ Ck
{ ∫ T
τ
∫
X
e−(k+2)u +
∫ T
τ
∫
X
e−(k+1)u +
1
τ ′ − τ
∫ T
τ
∫
X
e−ku
}
.
Since e−u ≤ δ < 1, we have
∫ s
τ ′
∫
X
|De− k2u|2 + 2
∫
X
e−ku(s) ≤ Ck
{
1 +
1
τ ′ − τ
}{ ∫ T
τ
∫
X
e−ku
}
. (3.58)
Recall that we denote β = n
n−1
= 2, β∗ such that 1
β
+ 1
β∗
= 1, and γ = 1 + 1
β∗
. By the
Sobolev inequality
∫ T
τ ′
∫
X
e−kue−
k
β∗
u ≤
∫ T
τ ′
( ∫
X
e−kβu
)1/β(∫
X
e−ku
)1/β∗
≤ C sup
t∈[τ ′,T ]
( ∫
X
e−ku
)1/β∗ ∫ T
τ ′
{ ∫
X
e−ku +
∫
X
|De− k2u|2
}
. (3.59)
Using estimate (3.58), we arrive at
( ∫ T
τ ′
∫
X
e−γku
)1/γ
≤ Ck
{
1 +
1
τ ′ − τ
}{∫ T
τ
∫
X
e−ku
}
. (3.60)
Iterating with τk = (1− γ−(k+1)) + (n− 1),
( ∫ T
τk+1
∫
X
e−γ
k+1u
)1/γk+1
≤
{
Cγk +
Cγ2k
1− γ−1
}1/γk{ ∫ T
τk
∫
X
eγ
ku
}1/γk
. (3.61)
Note τk ≥ n− 23 . Sending k →∞, we have the C0 estimate
sup
X×[n,T ]
e−u ≤ C‖e−u‖L1(X×[n− 2
3
,T ]). (3.62)
By Proposition 2, for n ≤ T ≤ n+ 1 and n ≥ 1, we obtain
sup
X×[n,T ]
e−u ≤ C
M
. (3.63)
Next, we consider the small time region [0, T ] ⊆ [0, 1]. Integrating (3.55) from 0 to
0 < s < T , we obtain
k
4
∫ s
0
∫
X
e−(k−1)u|Du|2 + 2
k − 1
∫
X
e−(k−1)u(s) ≤ C
{∫ T
0
∫
X
e−(k+1)u +
∫ T
0
∫
X
e−ku +
M−(k−1)
k − 1
}
.
We rearrange this inequality to obtain, for k ≥ 1,
∫ s
0
∫
X
|De− k2u|2 + 2
∫
X
e−ku(s) ≤ Ck
{∫ T
0
∫
X
e−(k+2)u +
∫ T
0
∫
X
e−(k+1)u +M−k
}
. (3.64)
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Since e−u ≤ δ < 1, we have
∫ s
0
∫
X
|De− k2u|2 + 2
∫
X
e−ku(s) ≤ Ck
{ ∫ T
0
∫
X
e−ku +M−k
}
. (3.65)
As before, by the Sobolev inequality
∫ T
0
∫
X
e−kue−
k
β∗
u ≤ C sup
s∈[0,T ]
( ∫
X
e−ku
)1/β∗ ∫ T
0
{ ∫
X
e−ku +
∫
X
|De− k2u|2
}
. (3.66)
Combining this with (3.65) yields
( ∫ T
0
∫
X
e−γku +M−γk
)1/γ
≤ Ck
{ ∫ T
0
∫
X
e−ku +M−k
}
. (3.67)
Iterating, we obtain the C0 estimate
sup
X×[0,T ]
e−u ≤ C‖e−u‖L1(X×[0,T ]) + CM−1. (3.68)
By Proposition 2, for 0 < T ≤ 1 we obtain
sup
X×[0,T )
e−u ≤ CTM−1 + CM−1 ≤ C
M
. (3.69)
By combining (3.63) and (3.69), we conclude the proof of Proposition 3. Q.E.D.
Theorem 3 Suppose the flow exists for t ∈ [0, T ), and initially starts with u0 = logM .
There exists M0 ≫ 1 such that for all M ≥M0, there holds
sup
X×[0,T )
eu ≤ C1M, sup
X×[0,T )
e−u ≤ C2
M
, (3.70)
where C1, C2 only depend on (X, ωˆ), ρ, µ, α
′.
Proof: By Proposition 1 and Proposition 3, the estimates hold as long as we stay in Sδ.
Choose M0 such that
C2
M0
<
δ
2
, (3.71)
where recall δ is defined in (3.39). Then at t = 0, we have e−u0 < δ, and the estimate is
preserved on [0, T ). The theorem follows. Q.E.D.
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4 Evolution of the torsion
Before proceeding, we clearly state the conventions and notation that will be used for
the maximum principle estimates of Sections §4-6. All norms from this point on will be
with respect to the evolving metric ω = euωˆ, unless denoted otherwise. We will write
ω = igk¯jdz
j ∧ dz¯k. We will use the Chern connection of ω to differentiate
∇k¯V α = ∂k¯V α, ∇kV α = gαβ¯∂k(gβ¯γV γ). (4.1)
The curvature of the metric ω is
Rk¯j
α
β = −∂k¯(gαγ¯∂jgγ¯β) = Rˆk¯jαβ − uk¯jδαβ. (4.2)
The torsion tensor of the metric ω is Tk¯mj = ∂mgk¯j − ∂jgk¯m, and since ωˆ has zero torsion,
we may compute
T λmj = g
λk¯Tk¯mj = umδ
λ
j − ujδλm. (4.3)
We note the following formulas for the torsion and Chern-Ricci curvature of the evolving
metric
Rk¯j = Rk¯j
α
α = −2uk¯j, Tj = T λλj = −∂ju. (4.4)
Recall that |T |2 refers to the norm of Tj , as noted in (2.33). We will often use the following
commutation formulas to exchange covariant derivatives
[∇j,∇k¯]Vi = −Rk¯jpiVp, [∇j ,∇k]Vi = −T λjk∇λVi. (4.5)
To handle the differentiation of the equation, we will rewrite the terms involving ρ in the
flow (1.6). Compute
−α′i∂∂¯(e−uρ) = −α′e−ui∂∂¯ρ+ 2α′Re{e−ui∂u ∧ ∂¯ρ}
+α′e−ui∂∂¯u ∧ ρ− α′ie−u∂u ∧ ∂¯u ∧ ρ. (4.6)
We introduce the notation
−α′i∂∂¯(e−uρ) =
(
− α′e−uψρ + α′e−uRe{biρui}+ α′e−uρ˜jk¯uk¯j − α′e−uρ˜pq¯upu¯q¯
)
ωˆ2
2
, (4.7)
where ψρ(z), b
i
ρ(z), ρ˜
jk¯(z) are defined one by one corresponding to the previous expression.
We note that ψρ, b
i
ρ, ρ˜
jk¯ are bounded in C∞ by constants depending only on the form ρ
and the background metric ωˆ. We also note that ρ˜jk¯ is Hermitian since ρ is real. We may
rewrite this expression as
−α′i∂∂¯(e−uρ) =
(
−α′e−3uψρ−α′e−3uRe{biρTi}−
α′
2
e−3uρ˜jk¯Rk¯j−α′e−3uρ˜pq¯TpT¯q¯
)
ω2
2
. (4.8)
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With all the introduced notation, we can write the flow (1.6) in the following way.
∂tgk¯j =
1
2‖Ω‖ω
(
− R
2
− α
′
2
‖Ω‖3ωρ˜pq¯Rq¯p +
α′
4
σ2(iRicω) + |T |2 + ‖Ω‖2ω ν
)
gk¯j, (4.9)
where
ν = −α′‖Ω‖ωψρ − α′‖Ω‖ωRe{biρTi} − α′‖Ω‖ωρ˜pq¯TpT¯q¯ + µ˜. (4.10)
In the following, we will use ‖Ω‖ to replace ‖Ω‖ω for simplicity, if there is no confusing of
the notation.
4.1 Torsion tensor
Using ‖Ω‖ = e−u and gk¯j = eugˆk¯j , (4.9) implies the following evolution of ‖Ω‖,
∂t log ‖Ω‖ = 1
2‖Ω‖
(
R
2
+
α′
2
‖Ω‖3ρ˜pq¯Rq¯p − |T |2 − α
′
4
σ2(iRicω)− ‖Ω‖2 ν
)
. (4.11)
Using (2.30) and (4.11), we evolve
∂tTj = ∂j∂t log ‖Ω‖
= ∇j
{
1
2‖Ω‖
(
R
2
+
α′
2
‖Ω‖3ρ˜pq¯Rq¯p − |T |2 − α
′
4
σ2(iRicω)− ‖Ω‖2 ν
)}
. (4.12)
Using ∂j‖Ω‖ = ‖Ω‖Tj and the definition of ν (4.10), a straightforward computation gives
∂tTj =
1
2‖Ω‖
{
− 1
2
TjR + Tj |T |2 + α
′
4
Tjσ2(iRicω)
+
1
2
∇jR + α
′
2
‖Ω‖3ρ˜pq¯∇jRq¯p −∇j|T |2 − α
′
4
∇jσ2(iRicω) + Ej
}
, (4.13)
where
Ej = 2α
′‖Ω‖3ψρTj + 2α′‖Ω‖3Re{biρTi}Tj + α′‖Ω‖3ρ˜pq¯Rq¯pTj
+2α′‖Ω‖3(ρ˜pq¯TpT¯q¯)Tj − ‖Ω‖2µ˜Tj + α′‖Ω‖3∇jψρ
+α′‖Ω‖3Re{∇jbiρTi}+ α′‖Ω‖3Re{biρ∇jTi}+
α′
2
‖Ω‖3(∇j ρ˜pq¯)Rq¯p
+α′‖Ω‖3(∇j ρ˜pq¯)TpT¯q¯ + α′‖Ω‖3ρ˜pq¯∇jTpT¯q¯ + α
′
2
‖Ω‖3ρ˜pq¯TpRq¯j
−‖Ω‖2∇jµ˜. (4.14)
Our reason for treating Ej as an error term is that the C
0 estimate tells us that ‖Ω‖ =
e−u ≪ 1 if we start the flow from a large enough constant logM . As we will see, the terms
appearing in Ej will only slightly perturb the coefficients of the leading terms in the proof
of Theorem 4.
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We need to express the highest order terms in (4.13) as the linearized operator acting
on torsion. First, we write the Ricci curvature in terms of the conformal factor
∇jRq¯p = −2∇j∇p∇q¯u. (4.15)
Exchanging covariant derivatives
−2∇j∇p∇q¯u = −2∇p∇q¯∇ju− 2T λpj∇λ∇q¯u. (4.16)
It follows from (4.4) that
∇jRq¯p = 2∇p∇q¯Tj + T λpjRq¯λ. (4.17)
Hence
∇jR− α
′
2
∇jσ2(iRicω) + α′‖Ω‖3ρ˜pq¯∇jRq¯p
= gpq¯∇jRq¯p + α′‖Ω‖3ρ˜pq¯∇jRq¯p − α
′
2
σpq¯2 ∇jRq¯p
= 2F pq¯∇p∇q¯Tj + F pq¯T λpjRq¯λ, (4.18)
where we introduced the notation
σpq¯2 = Rg
pq¯ − Rpq¯, (4.19)
and
F pq¯ = gpq¯ + α′‖Ω‖3ρ˜pq¯ − α
′
2
(Rgpq¯ − Rpq¯). (4.20)
The tensor F pq¯ is Hermitian, and in Section §5 we will show that F pq¯ stays close to gpq¯
along the flow. Substituting (4.18) into (4.13)
∂tTj =
1
2‖Ω‖
{
F pq¯∇p∇q¯Tj −∇j |T |2 − 1
2
TjR +
α′
4
Tjσ2(iRicω)
+
1
2
F pq¯T λpjRq¯λ + Tj |T |2 + Ej
}
. (4.21)
Before proceeding, let us discuss σpq¯2 and F
pq¯ using convenient coordinates. Suppose we
work at a point where the evolving metric gij¯ = δij and Rk¯j is diagonal. Let A
i
j = g
ik¯Rk¯j .
The function σ2(A
i
j) maps a Hermitian endomorphism to the second elementary symmetric
polynomial of its eigenvalues. We are working in dimension n = 2, so σ2(A
i
j) is the product
of the two eigenvalues of A. Our operator σ2(iRicω) defined in (2.36) is with respect to
the evolving metric ω, so denoting Aij = g
ik¯Rk¯j , we have σ2(iRicω) = σ2(A). We define
σpq¯2 =
∂σ2
∂Akp
gkq¯. It is well-known that ∂σ2
∂A11
= A22,
∂σ2
∂A22
= A11, and
∂σ2
∂A12
= 0 if A is diagonal.
Then in our case,
σ11¯2 = R2¯2, σ
22¯
2 = R1¯1, σ
12¯
2 = σ
21¯
2 = 0. (4.22)
We obtain
F 11¯ = 1 + α′‖Ω‖3ρ˜11¯ − α
′
2
R2¯2, F
22¯ = 1 + α′‖Ω‖3ρ˜22¯ − α
′
2
R1¯1,
F 12¯ = α′‖Ω‖3ρ˜12¯, F 21¯ = α′‖Ω‖3ρ˜21¯. (4.23)
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4.2 Norm of the torsion
We will compute
∂t|T |2 = ∂t{gij¯TiT¯j¯}. (4.24)
We have
∂tg
ij¯ = −giλ¯gγj¯∂tgλ¯γ =
1
2‖Ω‖
(
R
2
+
α′
2
‖Ω‖3ρ˜pq¯Rq¯p−α
′
4
σ2(iRicω)−|T |2−‖Ω‖2 ν
)
gij¯. (4.25)
Hence
∂t|T |2 = 2Re〈∂tT, T 〉
+
|T |2
2‖Ω‖
(
R
2
+
α′
2
‖Ω‖3ρ˜pq¯Rq¯p − α
′
4
σ2(iRicω)− |T |2 − ‖Ω‖2 ν
)
(4.26)
Next, using the notation |W |2Fg = F pq¯gij¯WpiW¯q¯j¯,
F pq¯∇p∇q¯|T |2 = F pq¯gij¯∇p∇q¯TiT¯j¯ + F pq¯gij¯Ti∇p∇q¯T¯j¯ + |∇T |2Fg + |∇T |2Fg
= F pq¯gij¯∇p∇q¯TiT¯j¯ + gij¯TiF qp¯∇q∇p¯Tj + F pq¯gij¯TiRq¯pj¯ λ¯T¯λ¯
+|∇T |2Fg + |∇T |2Fg. (4.27)
We introduce the notation ∆F = F
pq¯∇p∇q¯. We have shown
∆F |T |2 = 2Re〈∆FT, T 〉+ |∇T |2Fg + |∇T |2Fg + F pq¯gij¯TiRq¯pj¯ λ¯T¯λ¯. (4.28)
Combining (4.21), (4.26), and (4.28), we obtain
∂t|T |2 = 1
2‖Ω‖
{
∆F |T |2 − |∇T |2Fg − |∇T |2Fg − 2Re{gij¯∇i|T |2T¯j¯}
−1
2
R|T |2 + α
′
4
σ2(iRicω)|T |2 + Re{F pq¯gij¯T λpiRq¯λT¯j¯}
−F pq¯gij¯TiRq¯pj¯ λ¯T¯λ¯ + |T |4 +
α′
2
‖Ω‖3ρ˜pq¯Rq¯p|T |2
−‖Ω‖2|T |2ν + 2Re〈E, T 〉
}
. (4.29)
4.3 Estimating the torsion
Theorem 4 There exists M0 ≫ 1 such that all M ≥ M0 have the following property.
Start the flow with a constant function u0 = logM . If
|α′Ricω| ≤ 10−6 (4.30)
along the flow, then there exists C3 > 0 depending only on (X, ωˆ), ρ, µ˜ and α
′, such that
|T |2 ≤ C3
M
≪ 1. (4.31)
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Denote Λ = 1 + 1
8
. We will study the test function
G = log |T |2 − Λ log ‖Ω‖. (4.32)
Taking the time derivative gives us
∂tG =
∂t|T |2
|T |2 − Λ∂t log ‖Ω‖. (4.33)
Computing using (2.30) and (4.20),
∆F log ‖Ω‖ = F pq¯∇pT¯q¯ = 1
2
F pq¯Rq¯p
=
1
2
R− α
′
4
σpq¯2 Rq¯p +
α′
2
‖Ω‖3ρ˜pq¯Rq¯p
=
1
2
R− α
′
2
σ2(iRicω) +
α′
2
‖Ω‖3ρ˜pq¯Rq¯p. (4.34)
Therefore by (4.11)
∂t log ‖Ω‖ = 1
2‖Ω‖
{
∆F log ‖Ω‖ − |T |2 + α
′
4
σ2(iRicω)− ‖Ω‖2 ν
}
. (4.35)
Substituting (4.29) and (4.35) into (4.33), we have
∂tG =
1
2‖Ω‖
{
∆FG+
|∇|T |2|2F
|T |4 −
|∇T |2Fg
|T |2 −
|∇T |2Fg
|T |2 −
2
|T |2Re{g
ij¯∇i|T |2T¯j¯}
−1
2
R +
α′
4
σ2(iRicω) +
1
|T |2Re{F
pq¯gij¯T λpiRq¯λT¯j¯}
− 1|T |2F
pq¯gij¯TiRq¯pj¯
λ¯T¯λ¯ + |T |2 +
α′
2
‖Ω‖3ρ˜pq¯Rq¯p − ‖Ω‖2ν
+
2
|T |2Re〈E, T 〉+ Λ|T |
2 − α
′
4
Λσ2(iRicω) + Λ‖Ω‖2 ν
}
. (4.36)
Let (p, t0) be the point in X × [0, T ] where G attains its maximum. Since we start the
flow at t = 0 with a constant function u0 = logM , the torsion is zero at the initial time.
It follows that t0 > 0. The following computation will be done at this point (p, t0), and
we note that |T |2 > 0 at (p, t0). The critical equation ∇G = 0 gives
0 =
∇i|T |2
|T |2 − ΛTi. (4.37)
Using (2.38), this can be rewritten in the following way
〈∇iT, T 〉
|T |2 = ΛTi −
〈T,∇i¯T 〉
|T |2 = ΛTi −
1
2|T |2g
jk¯TjRk¯i. (4.38)
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Therefore, by Cauchy-Schwarz and the critical equation,
−|∇T |
2
Fg
|T |2 ≤ −
∣∣∣∣〈∇T, T 〉|T |2
∣∣∣∣2
F
= −
∣∣∣∣ΛTi − 12|T |2gjk¯TjRk¯i
∣∣∣∣2
F
= −Λ2|T |2F −
1
4|T |4
∣∣∣∣gjk¯TjRk¯i
∣∣∣∣2
F
+
Λ
|T |2Re{F
pq¯gjk¯TjRk¯pT¯q¯}. (4.39)
Here we used the notation |V |2F = F pq¯VpV¯q¯. We may also expand the following term using
the definition of F pq¯,
4|∇T |2Fg = F pq¯gij¯Rq¯iRj¯p = |Ricω|2 −
α′
2
gij¯σpq¯2 Rq¯iRj¯p + α
′‖Ω‖3gij¯ρ˜pq¯Rq¯iRj¯p. (4.40)
Set ε = 1/100. Using (4.39) and (4.40), and the critical equation (4.37) once more on the
first and last term, we obtain
|∇|T |2|2F
|T |4 − (1− ε)
|∇T |2Fg
|T |2 −
|∇T |2Fg
|T |2 −
2
|T |2Re{g
ij¯∇i|T |2T¯j¯}
≤ Λ2|T |2F − (1− ε)Λ2|T |2F − (1− ε)
1
4|T |4
∣∣∣∣gjk¯TjRk¯i
∣∣∣∣2
F
+(1− ε) Λ|T |2Re{F
pq¯gjk¯TjRk¯pT¯q¯} −
1
4
|Ricω|2
|T |2 +
α′
8|T |2g
ij¯σpq¯2 Rq¯iRj¯p
− α
′
4|T |2‖Ω‖
3gij¯ρ˜pq¯Rq¯iRj¯p − 2Λ|T |2. (4.41)
Substituting this inequality into (4.36), our main inequality becomes
∂tG ≤ 1
2‖Ω‖
{
∆FG− ε
|∇T |2Fg
|T |2 −
1
4
|Ricω|2
|T |2 − (Λ− 1)|T |
2 + εΛ2|T |2F −
1
2
R
−α
′
4
(Λ− 1)σ2(iRicω) + α
′
8|T |2g
ij¯σpq¯2 Rq¯iRj¯p + (1− ε)
Λ
|T |2Re{F
pq¯gjk¯TjRk¯pT¯q¯}
− 1|T |2F
pq¯gij¯TiRq¯pj¯
λ¯T¯λ¯ +
1
|T |2Re{F
pq¯gij¯T λpiRq¯λT¯j¯}
−(1− ε)
4|T |4
∣∣∣∣gjk¯TjRk¯i
∣∣∣∣2
F
− α
′
4|T |2‖Ω‖
3gij¯ρ˜pq¯Rq¯iRj¯p +
α′
2
‖Ω‖3ρ˜pq¯Rq¯p
+(Λ− 1)‖Ω‖2ν + 2|T |2Re〈E, T 〉
}
, (4.42)
which holds at (p, t0). Next, we use (4.2) to write the evolving curvature as
Rq¯pj¯
λ¯ = Rˆq¯pj¯
λ¯ +
1
2
Rq¯pδj
λ. (4.43)
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This identity allows us to write
− 1|T |2F
pq¯gij¯TiRq¯pj¯
λ¯Tλ¯ = −
1
|T |2F
pq¯gij¯TiRˆq¯pj¯
λ¯T¯λ¯ −
1
2
F pq¯Rq¯p. (4.44)
Next, by (4.3), the torsion can be written as
T λpi = Tiδ
λ
p − Tpδλi, (4.45)
so we may rewrite
1
|T |2Re{F
pq¯gij¯T λpiRq¯λT¯j¯} = F pq¯Rq¯p −
1
|T |2Re{F
pq¯gij¯Rq¯iT¯j¯Tp}. (4.46)
Together, we have
− 1|T |2F
pq¯gij¯TiRq¯pj¯
λ¯T¯λ¯ +
1
|T |2Re{F
pq¯gij¯T λpiRq¯λT¯j¯}
= − 1|T |2F
pq¯gij¯TiRˆq¯pj¯
λ¯T¯λ¯ +
1
2
F pq¯Rq¯p − 1|T |2Re{F
pq¯gij¯Rq¯iT¯j¯Tp}
= − 1|T |2F
pq¯gij¯TiRˆq¯pj¯
λ¯T¯λ¯ +
1
2
R− 1
2
α′σ2(iRicω)
+
α′
2
‖Ω‖3ρ˜pq¯Rq¯p − 1|T |2Re{F
pq¯gij¯Rq¯iT¯j¯Tp}. (4.47)
We also compute
|T |2F = |T |2 + α′‖Ω‖3ρ˜pq¯TpTq¯ −
α′
2
σpq¯2 TpT¯q¯. (4.48)
Substituting (4.47) and (4.48) in the main inequality (4.42), we see that the terms of order
R have cancelled.
∂tG ≤ 1
2‖Ω‖
{
∆FG− ε
|∇T |2Fg
|T |2 −
1
4
|Ricω|2
|T |2 − (Λ− 1− εΛ
2)|T |2
−εΛ2α
′
2
σpq¯2 TpT¯q¯ − (1 + Λ)
α′
4
σ2(iRicω) +
α′
8|T |2g
ij¯σpq¯2 Rq¯iRj¯p
+(Λ− εΛ− 1) 1|T |2Re{F
pq¯gjk¯TjRk¯pT¯q¯} −
(1− ε)
4|T |4
∣∣∣∣gjk¯TjRk¯i
∣∣∣∣2
F
− 1|T |2F
pq¯gij¯TiRˆq¯pj¯
λ¯T¯λ¯ −
α′
4|T |2‖Ω‖
3gij¯ρ˜pq¯Rq¯iRj¯p + εΛ
2α′‖Ω‖3ρ˜pq¯TpT¯q¯
+α′‖Ω‖3ρ˜pq¯Rq¯p + (Λ− 1)‖Ω‖2ν + 2|T |2Re〈E, T 〉
}
. (4.49)
We now substitute Λ = 1 + 1
8
and ε = 1
100
. Then
∂tG ≤ 1
2‖Ω‖
{
∆FG− 1
100
|∇T |2Fg
|T |2 −
1
4
|Ricω|2
|T |2 −
1
9
|T |2 −
(
9
8
)2 1
100
α′
2
σpq¯2 TpT¯q¯
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−17
16
α′
2
σ2(iRicω) +
α′
8|T |2g
ij¯σpq¯2 Rq¯iRj¯p +
(
1
8
− 9
800
)
1
|T |2Re{F
pq¯gjk¯TjRk¯pT¯q¯}
− 99
400
1
|T |4
∣∣∣∣gjk¯TjRk¯i
∣∣∣∣2
F
− 1|T |2F
pq¯gij¯TiRˆq¯pj¯
λ¯T¯λ¯ −
α′
4|T |2‖Ω‖
3gij¯ρ˜pq¯Rq¯iRj¯p
+α′‖Ω‖3ρ˜pq¯Rq¯p + 1
100
(
9
8
)2
α′‖Ω‖3ρ˜pq¯TpT¯q¯ + 1
8
‖Ω‖2ν + 2|T |2Re〈E, T 〉
}
(4.50)
We are assuming in the hypothesis of Theorem 4 that |α′Ricω| < 10−6. By Theorem 3, we
know that ‖Ω‖ ≤ C2
M
≪ 1, so for M large enough we can assume
(1− 10−6)gij¯ ≤ F ij¯ ≤ (1 + 10−6)gij¯. (4.51)
One way to see this inequality is by writing F ij¯ in coordinates (4.23). Using (4.51), we
can estimate
−17
16
α′
2
σ2(iRicω)− α
′
8|T |2g
ij¯σpq¯2 Rq¯iRj¯p +
(
1
8
− 9
800
)
1
|T |2Re{F
pq¯gjk¯TjRk¯pT¯q¯}
≤ 17
16
1
2
|α′Ricω| |Ricω|+ 1
8
|α′Ricω| |Ricω|
2
|T |2 +
1
7
|Ricω|
≤ 1
(2)(3)
|Ricω|+ 1
100
|Ricω|2
|T |2
≤ 1
(2)(3)2
|T |2 +
(
1
100
+
1
(2)(2)2
) |Ricω|2
|T |2 . (4.52)
We also notice
−
(
9
8
)2 1
100
α′
2
σpq¯2 TpT¯q¯ ≤ |α′Ric||T |2 ≤
1
106
|T |2, (4.53)
and
− 1|T |2F
pq¯gij¯TiRˆq¯pj¯
λ¯T¯λ¯ ≤ Ce−u = C‖Ω‖. (4.54)
Substituting these estimates into (4.50) gives
∂tG ≤ 1
2‖Ω‖
{
∆FG− 1
200
|∇T |2
|T |2 −
1
100
|Ricω|2
|T |2 −
1
100
|T |2
+C‖Ω‖+ α
′
4|T |2‖Ω‖
3gij¯ρ˜pq¯Rq¯iRj¯p + α
′‖Ω‖3ρ˜pq¯Rq¯p
+
1
100
(
9
8
)2
α′‖Ω‖3ρ˜pq¯TpT¯q¯ + 1
8
‖Ω‖2ν + 2|T |2Re〈E, T 〉
}
. (4.55)
By the definition of E (4.14) and ν (4.10), the terms on the last two lines can only slightly
perturb the coefficients of the first line since ‖Ω‖ = e−u ≤ C2
M
≪ 1 forM ≫ 1 large enough.
We recall that ρ˜pq¯ and biρ are bounded in C
∞ in terms of the background metric gˆ, so for
example,
‖Ω‖ρ˜pq¯ ≤ Ce−ugˆpq¯ = Cgpq¯, ‖Ω‖1/2|biρTi| ≤ C|T |. (4.56)
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This allows us to bound certain terms such as
α′‖Ω‖3ρ˜pq¯Rq¯p ≤ C‖Ω‖2|Ricω| ≤ C
2
‖Ω‖2 |Ricω|
2
|T |2 +
C
2
‖Ω‖2|T |2, (4.57)
and
α′‖Ω‖3Re{biρTi} ≤ C‖Ω‖2|T | ≤ C‖Ω‖2
|T |2
2
+
C
2
‖Ω‖2. (4.58)
Covariant derivatives with respect to the evolving metric act like ∇i = ∂i − Ti, so we can
bound terms such as
2
|T |2
α′
2
‖Ω‖3gjk¯(∇j ρ˜pq¯)Rq¯pT¯k¯ ≤ C‖Ω‖2
|Ricω|
|T | + C‖Ω‖
2 |Ricω|
|T | |T |. (4.59)
The inequality 2ab ≤ a2+b2 can be used to absorb terms into the first line. We also bound
terms
− 2|T |2‖Ω‖
2gjk¯∇jµ˜T¯k¯ ≤ C‖Ω‖2
‖Ω‖1/2
|T | . (4.60)
Using these estimates, it is possible to show that at the maximum point (p, t0) of G, for
‖Ω‖ ≤ C2
M
≪ 1, there holds
0 ≤ 1
2‖Ω‖
{
∆FG− 1
200
|T |2 + C‖Ω‖
(
1 +
‖Ω‖1/2
|T |
)}
. (4.61)
By (4.51), ∆FG ≤ 0 at the maximum (p, t0) of G, hence
|T |2 ≤ C‖Ω‖ ≤ C
M
. (4.62)
Therefore
G ≤ G(p, t0) ≤ log C
M
+ Λu(p). (4.63)
By Theorem 3,
|T |2 ≤ C
M
exp {Λ(u(p)− u)}
≤ C
M
(
sup
X×[0,T )
eu
)Λ(
sup
X×[0,T )
e−u
)Λ
≤ C
M
(C2C1)
Λ ≪ 1. (4.64)
This proves Theorem 4.
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5 Evolution of the curvature
5.1 Ricci curvature
In this subsection, we flow the Ricci curvature of the evolving Hermitian metric eugˆ. We
will use the well-known general formula for the evolution of the curvature tensor
∂tRk¯j
α
β = −∇k¯∇j(gαγ¯∂tgγ¯β). (5.1)
Recall that we defined Rk¯j = Rk¯j
α
α, hence substituting (4.9) yields
∂tRk¯j = −∇k¯∇j
{
1
2‖Ω‖
(
− R− α′‖Ω‖3ρ˜pq¯Rq¯p + α
′
2
σ2(iRicω) + 2|T |2 + 2‖Ω‖2ν
)}
. (5.2)
Expanding out terms gives
∂tRk¯j =
1
2‖Ω‖
{
∇k¯∇jR + α′‖Ω‖3ρ˜pq¯∇k¯∇jRq¯p −∇k¯∇j
α′
2
σ2(iRicω)− 2∇k¯∇j |T |2
+α′∇k¯(‖Ω‖3ρ˜pq¯)∇jRq¯p + α′∇j(‖Ω‖3ρ˜pq¯)∇k¯Rq¯p
+α′∇k¯∇j(‖Ω‖3ρ˜pq¯)Rq¯p −∇k¯∇j2‖Ω‖2ν
}
−∇j‖Ω‖
2‖Ω‖2 ∇k¯
{
R + α′(‖Ω‖3ρ˜pq¯Rq¯p)− α
′
2
σ2(iRicω)− 2|T |2 − 2‖Ω‖2ν
}
−∇k¯‖Ω‖
2‖Ω‖2 ∇j
{
R + α′(‖Ω‖3ρ˜pq¯Rq¯p)− α
′
2
σ2(iRicω)− 2|T |2 − 2‖Ω‖2ν
}
+
{−∇k¯∇j‖Ω‖
2‖Ω‖2 +
2∇k¯‖Ω‖∇j‖Ω‖
2‖Ω‖3
}{
R + α′‖Ω‖3ρ˜pq¯Rq¯p
−α
′
2
σ2(iRicω)− 2|T |2 − 2‖Ω‖2ν
}
. (5.3)
Using ∇j‖Ω‖ = ‖Ω‖Tj ,
∂tRk¯j =
1
2‖Ω‖
{
∇k¯∇jR + α′‖Ω‖3ρ˜pq¯∇k¯∇jRq¯p −∇k¯∇j
α′
2
σ2(iRicω)
−2∇k¯∇j |T |2 + α′∇k¯(‖Ω‖3ρ˜pq¯)∇jRq¯p + α′∇j(‖Ω‖3ρ˜pq¯)∇k¯Rq¯p
+α′∇k¯∇j(‖Ω‖3ρ˜pq¯)Rq¯p − 2∇k¯∇j
{
‖Ω‖2ν
}
− Tj∇k¯R
−α′Tj∇k¯(‖Ω‖3ρ˜pq¯Rq¯p) + 2Tj∇k¯|T |2 +
α′
2
Tj∇k¯ (σ2(iRicω)) + 2Tj∇k¯
{
‖Ω‖2ν
}
−Tk¯∇jR − α′Tk¯∇j(‖Ω‖3ρ˜pq¯Rq¯p) + 2Tk¯∇j |T |2 +
α′
2
Tk¯∇j (σ2(iRicω))
+2Tk¯∇j
{
‖Ω‖2ν
}
+RTjTk¯ + α
′TjTk¯(‖Ω‖3ρ˜pq¯Rq¯p)− 2|T |2TjTk¯
−α
′
2
σ2(iRicω)TjTk¯ − 2TjTk¯
{
‖Ω‖2ν
}
− R∇k¯Tj − α′∇k¯Tj(‖Ω‖3ρ˜pq¯Rq¯p)
+2|T |2∇k¯Tj +
α′
2
σ2(iRicω)∇k¯Tj + 2∇k¯Tj
{
‖Ω‖2ν
}}
. (5.4)
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We now study the highest order terms, namely
∇k¯∇jRq¯p = −2∇k¯∇j∇p∇q¯u. (5.5)
We will use the following commutation formula for covariant derivatives in Hermitian
geometry
∇k¯∇j∇p∇q¯u = ∇p∇q¯∇j∇k¯u+ T λpj∇q¯∇λ∇k¯u+ T¯ λ¯q¯k¯∇p∇j∇λ¯u
+Rk¯j
λ
puq¯λ − Rq¯pk¯λ¯uλ¯j + T¯ λ¯q¯k¯T γpjuλ¯γ . (5.6)
Using Rq¯p = −2uq¯p, we obtain
∇k¯∇jRq¯p = ∇p∇q¯Rk¯j + T λpj∇q¯Rk¯λ + T¯ λ¯q¯k¯∇pRλ¯j
+Rk¯j
λ
pRq¯λ − Rq¯pk¯λ¯Rλ¯j + T¯ λ¯q¯k¯T γpjRλ¯γ. (5.7)
Hence
∇k¯∇jR = gpq¯∇p∇q¯Rk¯j + gpq¯T λpj∇q¯Rk¯λ + gpq¯T¯ λ¯q¯k¯∇pRλ¯j
+Rk¯j
pq¯Rq¯p − Rppk¯λ¯Rλ¯j + gpq¯T¯ λ¯q¯k¯T γpjRλ¯γ . (5.8)
Differentiating σpq¯2 (4.19) leads to the following definition
σpq¯,rs¯2 = g
pq¯grs¯ − gps¯grq¯. (5.9)
With this notation, we now differentiate σ2(iRicω) twice.
∇k¯∇jσ2(iRicω) = ∇k¯(σpq¯2 ∇jRq¯p)
= σpq¯2 ∇k¯∇jRq¯p + σpq¯,rs¯2 ∇k¯Rs¯r∇jRq¯p
= σpq¯2 ∇p∇q¯Rk¯j + σpq¯,rs¯2 ∇k¯Rs¯r∇jRq¯p + σpq¯2 T λpj∇q¯Rk¯λ
+σpq¯2 T¯
λ¯
q¯k¯∇pRλ¯j + σpq¯2 Rk¯jλpRq¯λ − σpq¯2 Rq¯pk¯λ¯Rλ¯j
+σpq¯2 T¯
λ¯
q¯k¯T
γ
pjRλ¯γ . (5.10)
By (5.8) and (5.10), and proceeding similarly for the ρ term, we obtain
∇k¯∇jR + α′‖Ω‖3ρ˜pq¯∇k¯∇jRq¯p −
α′
2
∇k¯∇jσ2(iRicω)
= F pq¯∇p∇q¯Rk¯j −
α′
2
σpq¯,rs¯2 ∇k¯Rs¯r∇jRq¯p + F pq¯T λpj∇q¯Rk¯λ + F pq¯T¯ λ¯q¯k¯∇pRλ¯j
+F pq¯Rk¯j
λ
pRq¯λ − F pq¯Rq¯pk¯λ¯Rλ¯j + F pq¯T¯ λ¯q¯k¯T γpjRλ¯γ, (5.11)
where the definition of F pq¯ was given in (4.20).
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Using (2.38), we may convert derivatives of torsion ∇T into curvature terms, but terms
∇T are of different type and must be treated separately. For example
−2∇k¯∇j|T |2 = −2gpq¯∇k¯∇jTpT¯q¯ − 2gpq¯∇jTp∇k¯T¯q¯ −
1
2
gpq¯Rk¯pRq¯j − gpq¯Tp∇k¯Rq¯j
= −gpq¯∇jRk¯pT¯q¯ − 2gpq¯Rk¯jλpTλT¯q¯ − 2gpq¯∇jTp∇k¯T¯q¯
−1
2
gpq¯Rk¯pRq¯j − gpq¯Tp∇k¯Rq¯j . (5.12)
Substituting (5.11) and (5.12) into (5.4),
∂tRk¯j =
1
2‖Ω‖
{
F pq¯∇p∇q¯Rk¯j −
α′
2
σpq¯,rs¯2 ∇k¯Rs¯r∇jRq¯p
+2α′‖Ω‖3ρ˜pq¯∇jTp∇k¯T¯q¯ − 2gpq¯∇jTp∇k¯T¯q¯ + Yk¯j
}
. (5.13)
where Yk¯j contains various combinations of torsion and curvature terms, but is linear in
first derivatives of curvature and torsion and does not contain higher order derivatives of
curvature and torsion. Explicitly,
Yk¯j = F
pq¯T λpj∇q¯Rk¯λ + F pq¯T¯ λ¯q¯k¯∇pRλ¯j + F pq¯Rk¯jλpRq¯λ − F pq¯Rq¯pk¯λ¯Rλ¯j
+F pq¯T¯ λ¯q¯k¯T
γ
pjRλ¯γ − gpq¯∇jRk¯pT¯q¯ − 2gpq¯Rk¯jλpTλT¯q¯ −
1
2
gpq¯Rk¯pRq¯j
−gpq¯Tp∇k¯Rq¯j + α′∇k¯(‖Ω‖3ρ˜pq¯)∇jRq¯p + α′∇j(‖Ω‖3ρ˜pq¯)∇k¯Rq¯p
+α′(∇k¯∇j‖Ω‖3ρ˜pq¯)Rq¯p − TjF pq¯∇k¯Rq¯p − α′Tj∇k¯(‖Ω‖3ρ˜pq¯)Rq¯p + gpq¯TjRk¯pT¯q¯
+2gpq¯TjTp∇k¯T¯q¯ − 2
{
− α′∇k¯∇j(‖Ω‖3ψρ)−
α′
2
Re{‖Ω‖3biρ∇jRk¯i}
−α′Re{‖Ω‖3biρRk¯jλiTλ} − α′Re{∇k¯(‖Ω‖3biρ)∇jTi}
−α′Re{∇j(‖Ω‖3biρ)∇k¯Ti} − α′Re{∇k¯∇j(‖Ω‖3biρ)Ti}+∇k¯∇j(‖Ω‖2µ˜)
}
+
{
2α′(∇k¯∇j‖Ω‖3ρ˜pq¯)TpT¯q¯ + 2α′∇k¯(‖Ω‖3ρ˜pq¯)∇j(TpT¯q¯)
+2α′∇j(‖Ω‖3ρ˜pq¯)∇k¯(TpT¯q¯) + α′‖Ω‖3ρ˜pq¯∇jRk¯pT¯q¯ + 2α′‖Ω‖3ρ˜pq¯Rk¯jλpTλT¯q¯
+α′‖Ω‖3ρ˜pq¯Tp∇k¯Rq¯j +
α′
2
‖Ω‖3ρ˜pq¯Rk¯pRq¯j
}
+2Tj∇k¯
{
− α′‖Ω‖3ψρ − α′‖Ω‖3Re{biρTi} − α′‖Ω‖3ρ˜pq¯TpT¯q¯ + ‖Ω‖2µ˜
}
−Tk¯F pq¯∇jRq¯p − α′Tk¯∇j(‖Ω‖3ρ˜pq¯)Rq¯p + 2gpq¯Tk¯∇jTpT¯q¯ + gpq¯Tk¯TpRq¯j
+2Tk¯∇j
{
− α′‖Ω‖3ψρ − α′‖Ω‖3Re{biρTi} − α′‖Ω‖3ρ˜pq¯TpT¯q¯ + ‖Ω‖2µ˜
}
+RTjTk¯ + α
′TjTk¯(‖Ω‖3ρ˜pq¯Rq¯p)− 2|T |2TjTk¯ −
α′
2
σ2(iRicω)TjTk¯
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−2TjTk¯
{
− α′‖Ω‖3ψρ − α′‖Ω‖3Re{biρTi} − α′‖Ω‖3ρ˜pq¯TpT¯q¯ + ‖Ω‖2µ˜
}
−1
2
RRk¯j −
α′
2
Rk¯j(‖Ω‖3ρ˜pq¯Rq¯p) + |T |2Rk¯j +
α′
4
σ2(iRicω)Rk¯j
+Rk¯j
{
− α′‖Ω‖3ψρ − α′‖Ω‖3Re{biρTi} − α′‖Ω‖3ρ˜pq¯TpT¯q¯ + ‖Ω‖2µ˜
}
. (5.14)
The terms in brackets indicate terms which come from substituting the definition of ν
(4.10).
5.2 Evolving the norm of the curvature
We will compute
∂t|Ricω|2 = ∂t{gkℓ¯gij¯Rℓ¯iRk¯j}. (5.15)
We have
∂tg
ij¯ = −giλ¯gγj¯∂tgλ¯γ
=
1
2‖Ω‖
(
R
2
+
α′
2
‖Ω‖3ρ˜pq¯Rq¯p − α
′
4
σ2(iRicω)− |T |2 − ‖Ω‖2 ν
)
gij¯. (5.16)
Hence
∂t|Ricω|2 = 2Re〈∂tRicω,Ricω〉
+
|Ricω|2
2‖Ω‖
(
R + α′‖Ω‖3ρ˜pq¯Rq¯p − α
′
2
σ2(iRicω)− 2|T |2 − 2‖Ω‖2 ν
)
.(5.17)
Next,
F pq¯∇p∇q¯|Ricω|2 = gkℓ¯gij¯F pq¯∇p∇q¯Rℓ¯iRj¯k + gkℓ¯gij¯Rℓ¯iF pq¯∇p∇q¯Rj¯k
+|∇Ricω|2Fgg + |∇Ricω|2Fgg
= gkℓ¯gij¯F pq¯∇p∇q¯Rℓ¯iRk¯j + gkℓ¯gij¯Rℓ¯iF qp¯∇q∇p¯Rk¯j
−gkℓ¯gij¯Rℓ¯iF pq¯Rq¯pλkRj¯λ + gkℓ¯gij¯Rℓ¯iF pq¯Rq¯pj¯ λ¯Rλ¯k
+|∇Ricω|2Fgg + |∇Ricω|2Fgg. (5.18)
We have shown
∆F |Ricω|2 = 2Re〈∆FRicω,Ricω〉+ |∇Ricω|2Fgg + |∇Ricω|2Fgg
−gkℓ¯gij¯Rℓ¯iF pq¯Rq¯pλkRj¯λ + gkℓ¯gij¯Rℓ¯iF pq¯Rq¯pj¯ λ¯Rλ¯k. (5.19)
Substituting (5.13) into (5.17) gives
∂t|Ricω|2 = 1
2‖Ω‖
{
∆F |Ricω|2 − |∇Ricω|2Fgg − |∇Ricω|2Fgg (5.20)
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−α′Re{gjℓ¯gmk¯σpq¯,rs¯2 Rℓ¯m∇k¯Rs¯r∇jRq¯p}
+4α′Re{gjℓ¯gmk¯Rℓ¯m‖Ω‖3ρ˜pq¯∇jTp∇k¯T¯q¯}
−4Re{gjℓ¯gmk¯Rℓ¯mgpq¯∇jTp∇k¯T¯q¯}+ 2Re{gjℓ¯gmk¯Rℓ¯mYk¯j}
+gkℓ¯gij¯Rℓ¯iF
pq¯Rq¯p
λ
kRj¯λ − gkℓ¯gij¯Rℓ¯iF pq¯Rq¯pj¯ λ¯Rλ¯k + |Ricω|2R
+α′‖Ω‖3ρ˜pq¯Rq¯p|Ricω|2 − 2|T |2|Ricω|2 − α
′
2
σ2(iRicω)|Ricω|2
−2‖Ω‖2|Ricω|2 ν
}
.
5.3 Estimating Ricci curvature
Lemma 1 Let 0 < δ, ǫ < 1
2
be such that −1
4
gpq¯ < α′δ2‖Ω‖ρ˜pq¯ < 1
4
gpq¯, and
‖Ω‖2 ≤ δ, |T |2 ≤ δ, |α′Ricω| ≤ ǫ, (5.21)
at a point (p, t0). Let Λ > 1 be any constant. Then at (p, t0) there holds
∂t(|α′Ricω|2 + Λ|T |2)
≤ 1
2‖Ω‖
{
∆F (|α′Ricω|2 + Λ|T |2)−
(
1
2
− 2ǫ
)
|α′∇Ricω|2 (5.22)
−
(
Λ
4
− (5 + Cδ2)ǫ|α′|−1
)
|∇T |2 − Λ
8
|Ricω|2 + C(1 + Λ)ǫδ + Cǫ2 + CΛδ
}
,
for some constant C only depending on µ˜, ρ, α′, and the background manifold (X, ωˆ).
Proof: Since ǫ and δ are assumed to be small, we have
F pq¯ = gpq¯ + α′‖Ω‖3ρ˜pq¯ − α
′
2
σpq¯2 ,
1
2
gpq¯ < F pq¯ <
3
2
gpq¯. (5.23)
We note the following estimate
−α′Re{gjℓ¯gmk¯σpq¯,rs¯2 Rℓ¯m∇k¯Rs¯r∇jRq¯p} ≤ |α′Ricω| |∇Ricω|2. (5.24)
We will estimate and group terms in (5.20) and (5.14). We will convert F pq¯ into the metric
gpq¯, and handle ρ˜pq¯ and bi as in (4.56). We will also use that the norm of the full torsion
T (ω) = i∂ω is 2|T |2, ∇i‖Ω‖ = ‖Ω‖Ti, ∇k¯∇i‖Ω‖ = ‖Ω‖TiT¯k¯ + 2−1‖Ω‖Rk¯j , and ‖Ω‖ ≤ 1.
∂t|Ricω|2 ≤ 1
2‖Ω‖
{
∆F |Ricω|2 − 1
2
|∇Ricω|2 − 1
2
|∇Ricω|2 (5.25)
+|α′Ricω||∇Ricω|2 + (4 + C‖Ω‖2)|Ricω||∇T |2
}
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+
C
2‖Ω‖
{
|T ||Ricω||∇Ricω|+ ‖Ω‖2(1 + |T |)|Ricω||∇Ricω|
+(|Ricω|+ |Ricω|2)|T |2|∇T |+ |Rm||Ricω|2 + |Rm||Ricω||T |2
+|Ricω|2|T |2 + |Ricω||T |4 + |Ricω|3(|T |+ 1)2 + |Ricω|4
+‖Ω‖2|Ricω|(|T |+ 1)4(|Ricω|+ |Rm|+ |∇T |+ 1)
}
.
First, we estimate
C(|Ricω|+ |Ricω|2)|T |2|∇T | ≤ |Ricω||∇T |2 + C
2
2
|Ricω|(1 + |Ricω|)2|T |4. (5.26)
C|T ||Ricω||∇Ricω| ≤ 1
2
|α′Ricω||∇Ricω|2 + C
2
2|α′| |Ricω||T |
2, (5.27)
We may estimate, using |T | ≤ 1,
C‖Ω‖2|Ricω| (|T |+ 1)4|∇T | ≤ ‖Ω‖2 |Ricω||∇T |2 + C
2
4
(2)8‖Ω‖2|Ricω|, (5.28)
C‖Ω‖2(1 + |T |)|Ricω||∇Ricω| ≤ 1
2
|α′Ricω||∇Ricω|2 + 1
2|α′|(2C‖Ω‖
2)2|Ricω|. (5.29)
Recall that
Rk¯j
α
β = Rˆk¯j
α
β +
1
2
Rk¯j δ
α
β. (5.30)
Hence, using ‖Ω‖ ≤ 1, |T | ≤ 1 and |α′Ricω| ≤ 1 on lower order terms, from (5.25) and the
above estimates, we get
∂t|Ricω|2 ≤ 1
2‖Ω‖
{
∆F |Ricω|2 −
(
1
2
− 2|α′Ricω|
)
|∇Ricω|2 + (5 + C‖Ω‖2)|Ricω||∇T |2
}
+
C
2‖Ω‖
{
|Ricω||T |2 + |Ricω|2 + ‖Ω‖2|Ricω|
}
. (5.31)
In terms of 0 < ǫ, δ < 1, we have
∂t |α′Ricω|2 ≤ 1
2‖Ω‖
{
∆F |α′Ricω|2 −
(
1
2
− 2ǫ
)
|α′∇Ricω|2
+(5 + Cδ2)ǫ|α′|−1|∇T |2 + Cδ ǫ+ Cǫ2
}
. (5.32)
Using the evolution of the torsion (4.29)
∂t|T |2 = 1
2‖Ω‖
{
∆F |T |2 − |∇T |2Fg −
1
4
|Ricω|2Fg − 2Re{gij¯gpq¯∇iTpT¯q¯T¯j¯}
−Re{gij¯gpq¯TpRq¯iT¯j¯} −
1
2
R|T |2 + α
′
4
σ2(iRicω)|T |2
+Re{F pq¯gij¯T λpiRq¯λT¯j¯} − F pq¯gij¯Ti(Rˆq¯pj¯ λ¯ +Rq¯pδλ¯j )Tλ¯ + |T |4
+
α′
2
‖Ω‖3ρ˜pq¯Rq¯p|T |2 − |T |2‖Ω‖2 ν + 2Re〈E, T 〉
}
. (5.33)
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Estimating by replacing F pq¯ by the evolving metric gpq¯,
∂t|T |2 ≤ 1
2‖Ω‖
{
∆F |T |2 − 1
2
|∇T |2 − 1
8
|Ricω|2 + 2|∇T ||T |2 + C|Ricω||T |2
+|R||T |2 + |α
′|
4
|Ricω|2|T |2 + ‖Ω‖|Rˆm|gˆ|T |2 + |T |4
+C‖Ω‖2(|T |4 + |T |3 + |T |2 + |T |)(1 + |Ricω|+ |∇T |)
}
. (5.34)
Estimate
2|∇T ||T |2 ≤ 1
8
|∇T |2 + 8|T |4, (5.35)
and
C‖Ω‖2(|T |4 + |T |3 + |T |2 + |T |)|∇T | ≤ 1
8
|∇T |2 + 2C2‖Ω‖4(4)2. (5.36)
Using 0 < δ, ǫ < 1,
∂t |T |2 ≤ 1
2‖Ω‖
{
∆F |T |2 − 1
4
|∇T |2 − 1
8
|Ricω|2 + Cǫδ + Cδ
}
. (5.37)
Combining (5.32) and (5.37), we obtain the desired estimate.
Theorem 5 Start the flow with a constant function u0 = logM . There exists M0 ≫ 1
such that for every M ≥M0, if
‖Ω‖2 ≤ C
2
2
M2
, |T |2 ≤ C3
M
, (5.38)
along the flow, then
|α′Ricω| ≤ C5
M1/2
, (5.39)
where C5 only depends on (X, ωˆ), ρ, µ˜ and α
′. Here, C2 and C3 are the constants given
in Theorems 3 and 4 respectively.
Proof: Denote
ǫ =
1
M1/2
, δ =
C3
M
. (5.40)
Let C4 denote the constant C on the right-hand side of (5.22), which only depends on
(X, ωˆ), ρ, µ˜ and α′. For M0 large enough, we can simultaneously satisfy the hypothesis of
Lemma 1, and the inequalities 2ǫ < 1
2
and (5 + C4δ
2)ǫ ≤ 1. We will study the evolution
equation of
|α′Ricω|2 + Λ|T |2, (5.41)
where Λ is a constant given by
Λ = max{ 4|α′|−1, 8|α′|2(C4 + 1) }. (5.42)
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With this choice of Λ and M0, we have
(
1
2
− 2ǫ
)
≥ 0,
(
Λ
4
− (5 + C4δ2)ǫ|α′|−1
)
≥ 0. (5.43)
At t = 0, u0 = logM and it follows that
α′2|Ricω|2 + Λ|T |2 = 0. (5.44)
Suppose that along the flow, we reach
α′2|Ricω|2 + Λ|T |2 = (2ΛC3 + 1)ǫ2, (5.45)
at some point p ∈ X at a first time t0 > 0. By Lemma 1,
∂t(|α′Ricω|2 + Λ|T |2) ≤ 1
2‖Ω‖
{
− Λ
8
|Ricω|2 + C4(1 + Λ)ǫδ + C4ǫ2 + C4Λδ
}
.(5.46)
At (p, t0), we have
|α′Ricω|2 = (2ΛC3 + 1)ǫ2 − Λ|T |2 ≥ (2ΛC3 + 1)ǫ2 − Λδ. (5.47)
Thus
∂t(|α′Ricω|2 + Λ|T |2) ≤ 1
2‖Ω‖
{
− Λ
8|α′|2 ǫ
2 + C4ǫ
2 − Λ
2
8|α′|2 (2C3ǫ
2 − δ) + C4Λδ + C4(1 + Λ)ǫδ
}
.
After substituting the definition of ǫ and δ, we obtain
∂t(|α′Ricω|2 + Λ|T |2) ≤ 1
2‖Ω‖
{
−
(
Λ
8|α′|2 − C4
)
1
M
−
(
Λ
8|α′|2 − C4
)
C3Λ
M
+C3C4(1 + Λ)
1
M1/2
1
M
}
. (5.48)
By our choice of Λ (5.42), for M0 ≫ 1 depending only on (X, ωˆ), α′, µ˜, ρ, for all M ≥M0
we have at (p, t0)
∂t(|α′Ricω|2 + Λ|T |2) ≤ 0. (5.49)
Hence along the flow, there holds
|α′Ricω|2 + Λ|T |2 ≤ (2ΛC3 + 1)ǫ2. (5.50)
It follows that
|α′Ricω| ≤ (2ΛC3 + 1)1/2ǫ (5.51)
is preserved along the flow.
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6 Higher order estimates
6.1 The evolution of derivatives of torsion
6.1.1 Covariant derivative of torsion
Since ∇k¯Tj = 12Rk¯j , we only need to look at ∇kTj . We will compute
∂t∇iTj = ∇i∂tTj − ∂tΓλijTλ. (6.1)
First, using the standard formula for the evolution of the Christoffel symbols and (1.6),
we compute
∂tΓ
λ
ij = g
λµ¯∇i∂tgµ¯j
= ∇i
{
1
2‖Ω‖
(
− R
2
− α
′
2
‖Ω‖3ρ˜pq¯Rq¯p + |T |2 + α
′
4
σ2(iRicω) + α
′‖Ω‖2 ν
)}
δλj
=
1
2‖Ω‖
{
− 1
2
∇iR− α
′
2
‖Ω‖3ρ˜pq¯∇iRq¯p + α
′
4
σpq¯2 ∇iRq¯p + gpq¯∇iTpT¯q¯
+
1
2
gpq¯TpRq¯i +
R
2
Ti − |T |2Ti − α
′
4
σ2(iRicω)Ti − Ei
}
δλj . (6.2)
We recall that the definition of Ei is given in (4.14). Using (4.21)
∂t∇iTj = 1
2‖Ω‖∇i
{
F pq¯∇p∇q¯Tj −∇j |T |2 − 1
2
TjR +
α′
4
Tjσ2(iRicω) +
1
2
F pq¯T λpjRq¯λ
+Tj |T |2 + Ej
}
+∇i
{
1
2‖Ω‖
}{
F pq¯∇p∇q¯Tj − gpq¯∇jTpT¯q¯ − 1
2
gpq¯TpRq¯j
−1
2
TjR +
α′
4
Tjσ2(iRicω) +
1
2
F pq¯T λpjRq¯λ + Tj|T |2 + Ej
}
− 1
2‖Ω‖
{
− F pq¯∇p∇q¯Ti + gpq¯∇iTpT¯q¯ + 1
2
gpq¯TpRq¯i
+
R
2
Ti − |T |2Ti − α
′
4
σ2(iRicω)Ti − Ei
}
Tj . (6.3)
First, we may rewrite
F pq¯∇p∇q¯Tj = 1
2
F pq¯∇pRq¯j. (6.4)
Next,
∇i{F pq¯∇p∇q¯Tj} = F pq¯∇i∇p∇q¯Tj +∇i
(
α′‖Ω‖3ρ˜pq¯ − α
′
2
σpq¯2
)
∇p∇q¯Tj
= F pq¯∇p∇i∇q¯Tj + F pq¯T λpi∇λ∇q¯Tj + α′∇i(‖Ω‖3ρ˜pq¯)∇p∇q¯Tj
−α
′
2
σpq¯,rs¯2 ∇iRs¯r∇p∇q¯Tj
= F pq¯∇p∇q¯∇iTj − F pq¯∇p(Rq¯iλjTλ) + F pq¯T λpi∇λRq¯j
+
α′
2
∇i(‖Ω‖3ρ˜pq¯)∇pRq¯j − α
′
4
σpq¯,rs¯2 ∇iRs¯r∇pRq¯j. (6.5)
39
We also compute
∇i∇j |T |2 = gpq¯∇i∇jTpT¯q¯ + gpq¯∇jTp∇iT¯q¯ + gpq¯∇iTp∇jT¯q¯ + gpq¯Tp∇i∇jT¯q¯
= gpq¯∇i∇jTpT¯q¯ + 1
2
gpq¯∇jTpRq¯i + 1
2
gpq¯∇iTpRq¯j + 1
2
gpq¯Tp∇iRq¯j . (6.6)
We introduce the notation E , which denotes any combination of terms involving only Rm,
T , g, ‖Ω‖, α′, ρ and µ, as well as any derivatives of ρ and µ. Note that F pq¯ is an element
of E . The notation ∗ refers to a contraction using the evolving metric g. The notation DE
denotes any term which is a covariant derivative of a term in E . For example, the group
DE contains terms involving ∇T , ∇¯T¯ , and ∇Ricω. Substituting (6.4), (6.5), (6.6) gives
∂t∇iTj = 1
2‖Ω‖
{
∆F∇iTj − α
′
4
σpq¯,rs¯2 ∇iRs¯r∇pRq¯j +∇∇T ∗ E +DE ∗ E + E
}
. (6.7)
Here we also used that ∇iEj = ∇∇T ∗ E + DE ∗ E + E which can be verified from the
definition of Ej given in (4.14)
6.1.2 Norm of covariant derivative of torsion
We will compute
∂t|∇T |2 = ∂t{gij¯gkℓ¯∇iTk∇j¯T¯ℓ¯}. (6.8)
As in (4.26), we have
∂t|∇T |2 = 2Re〈∂t∇T,∇T 〉
+2
|∇T |2
2‖Ω‖
(
R
2
+
α′
2
‖Ω‖3ρ˜pq¯Rq¯p − α
′
4
σ2(iRicω)− |T |2 − ‖Ω‖2 ν
)
. (6.9)
Next,
∆F |∇T |2 = F pq¯gij¯gkℓ¯∇p∇q¯∇iTk∇j¯T¯ℓ¯ + gij¯gkℓ¯∇iTkF qp¯∇p¯∇q∇jTℓ
+F pq¯gij¯gkℓ¯∇p∇iTk∇q¯∇j¯T¯ℓ¯ + F pq¯gij¯gkℓ¯∇q¯∇iTk∇p∇j¯T¯ℓ¯
= 2Re〈∆F∇T,∇T 〉+ gij¯gkℓ¯∇iTkF pq¯Rq¯pj¯ λ¯∇λ¯T¯ℓ¯
+gij¯gkℓ¯∇iTkF pq¯Rq¯pℓ¯λ¯∇j¯Tλ¯ + |∇∇T |2Fgg + F pq¯gij¯gkℓ¯∇q¯∇iTk∇p∇j¯T¯ℓ¯.
The last term can be written as a norm of ∇Ricω plus commutator terms. Explicitly,
F pq¯gij¯gkℓ¯∇q¯∇iTk∇p∇j¯T¯ℓ¯ = F pq¯gij¯gkℓ¯∇i∇q¯Tk∇p¯∇jTℓ + F pq¯gij¯gkℓ¯Rq¯iλkTλ∇p∇j¯T¯ℓ¯
= F pq¯gij¯gkℓ¯∇i∇q¯Tk∇j∇p¯Tℓ + F pq¯gij¯gkℓ¯∇i∇q¯TkRj¯pℓ¯λ¯Tλ¯
+F pq¯gij¯gkℓ¯Rq¯i
λ
kTλ∇j¯∇pT¯ℓ¯ + F pq¯gij¯gkℓ¯Rq¯iλkTλRj¯pℓ¯λ¯T¯λ¯
=
1
4
F pq¯gij¯gkℓ¯∇iRq¯k∇jRp¯ℓ + 1
2
F pq¯gij¯gkℓ¯∇iRq¯kRj¯pℓ¯λ¯Tλ¯
+
1
2
F pq¯gij¯gkℓ¯Rq¯i
λ
kTλ∇j¯Rℓ¯p + F pq¯gij¯gkℓ¯Rq¯iλkTλRj¯pℓ¯λ¯T¯λ¯.
(6.10)
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Hence
∆F |∇T |2 = 2Re〈∆F∇T,∇T 〉+ |∇∇T |2Fgg +
1
4
|∇Ricω|2Fgg
+gij¯gkℓ¯∇iTkF pq¯Rq¯pj¯ λ¯∇λ¯T¯ℓ¯ + gij¯gkℓ¯∇iTkF pq¯Rq¯pℓ¯λ¯∇j¯Tλ¯
+
1
2
F pq¯gij¯gkℓ¯∇iRq¯kRj¯pℓ¯λ¯Tλ¯ +
1
2
F pq¯gij¯gkℓ¯Rq¯i
λ
kTλ∇j¯Rℓ¯p
+F pq¯gij¯gkℓ¯Rq¯i
λ
kTλRj¯pℓ¯
λ¯T¯λ¯. (6.11)
Therefore, by (6.7), (6.9) and (6.11),
∂t|∇T |2 = 1
2‖Ω‖
{
∆F |∇T |2 − |∇∇T |2Fgg −
1
4
|∇Ricω|2Fgg
−α
′
2
Re{gij¯gkℓ¯σpq¯,rs¯2 ∇iRs¯r∇pRq¯k∇j¯T¯ℓ¯}+∇∇T ∗ ∇T ∗ E
+DE ∗DE ∗ E +DE ∗ E + E
}
. (6.12)
6.2 The evolution of derivatives of curvature
6.2.1 Derivative of Ricci curvature
We will compute
∂t∇iRk¯j = ∇i∂tRk¯j − ∂tΓλijRk¯λ. (6.13)
Using (5.13) and (6.2), we obtain
∂t∇iRk¯j =
1
2‖Ω‖
{
∇i(F pq¯∇p∇q¯Rk¯j)−
α′
2
∇i(σpq¯,rs¯2 ∇k¯Rs¯r∇jRq¯p)
+(2gpq¯ + 2α′‖Ω‖3ρ˜pq¯) ∗ ∇∇T ∗ ∇T +DDE ∗ E
+DE ∗DE ∗ E +DE ∗ E + E
}
. (6.14)
Here, we used that ∇∇¯T¯ = ∇¯Ricω +Rm ∗ T¯ . Compute
∇i(F pq¯∇p∇q¯Rk¯j) = F pq¯∇i∇p∇q¯Rk¯j + α′∇i(‖Ω‖3ρ˜pq¯)∇p∇q¯Rk¯j −
α′
2
∇i(σpq¯2 )∇p∇q¯Rk¯j
= F pq¯∇p∇i∇q¯Rk¯j + F pq¯T λpi∇λ∇q¯Rk¯j
+α′∇i(‖Ω‖3ρ˜pq¯)∇p∇q¯Rk¯j −
α′
2
σpq¯,rs¯2 ∇iRs¯r∇p∇q¯Rk¯j
= F pq¯∇p∇q¯∇iRk¯j + F pq¯∇p(Rq¯ik¯λ¯Rλ¯j −Rq¯iλjRk¯λ)
+F pq¯T λpi∇λ∇q¯Rk¯j + α′∇i(‖Ω‖3ρ˜pq¯)∇p∇q¯Rk¯j
−α
′
2
σpq¯,rs¯2 ∇iRs¯r∇p∇q¯Rk¯j . (6.15)
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Hence, using that ∇iσpq¯,rs¯2 = 0 (5.9), we obtain
∂t∇iRk¯j =
1
2‖Ω‖
{
∆F∇iRk¯j −
α′
2
σpq¯,rs¯2 ∇i∇k¯Rs¯r∇jRq¯p
−α
′
2
σpq¯,rs¯2 ∇k¯Rs¯r∇i∇jRq¯p −
α′
2
σpq¯,rs¯2 ∇iRs¯r∇p∇q¯Rk¯j
+(2gpq¯ + 2α′‖Ω‖3ρ˜pq¯) ∗ ∇∇T ∗ ∇T
+DDE ∗ E +DE ∗DE ∗ E +DE ∗ E + E
}
. (6.16)
6.2.2 Norm of derivative of Ricci curvature
We will compute
∂t|∇Ricω|2 = ∂t{gia¯gbk¯gjc¯∇iRk¯j∇aRb¯c}. (6.17)
As in (4.26), we have
∂t|∇Ricω|2 = 2Re〈∂t∇Ricω,∇Ricω〉
+3|∇Ricω|2 1
2‖Ω‖
(
R
2
+
α′
2
‖Ω‖3ρ˜pq¯Rq¯p − α
′
4
σ2(iRicω)− |T |2 − ‖Ω‖2 ν
)
.
Next, compute
∆F |∇Ricω|2 = F pq¯gij¯gkℓ¯gmn¯∇p∇q¯∇iRn¯k∇jRm¯ℓ + gij¯gkℓ¯gmn¯∇iRn¯kF qp¯∇p¯∇q∇jRm¯ℓ
+|∇∇Ricω|2Fggg + |∇∇Ricω|2Fggg
= 2Re〈∆F∇Ricω,∇Ricω〉+ |∇∇Ricω|2Fggg + |∇∇Ricω|2Fggg
+F pq¯gij¯gkℓ¯gmn¯∇iRn¯kRq¯pj¯ λ¯∇λ¯Rℓ¯m + F pq¯gij¯gkℓ¯gmn¯∇iRn¯kRq¯pℓ¯λ¯∇j¯Rλ¯m
−F pq¯gij¯gkℓ¯gmn¯∇iRn¯kRq¯pλm∇j¯Rℓ¯λ. (6.18)
Commuting covariant derivatives
|∇∇Ricω|2Fggg = |∇∇Ricω|2Fggg +∇∇E ∗ E + E . (6.19)
Hence
∂t|∇Ricω|2 = 1
2‖Ω‖
{
∆F |∇Ricω|2 − |∇∇Ricω|2Fggg − |∇∇Ricω|2Fggg
}
+
1
2‖Ω‖2Re
{
− α
′
2
gia¯gbk¯gjc¯σpq¯,rs¯2 ∇i∇k¯Rs¯r∇jRq¯p∇aRb¯c
−α
′
2
gia¯gbk¯gjc¯σpq¯,rs¯2 ∇k¯Rs¯r∇i∇jRq¯p∇aRb¯c
−α
′
2
gia¯gbk¯gjc¯σpq¯,rs¯2 ∇iRs¯r∇p∇q¯Rk¯j∇aRb¯c
+(2gpq¯ + 2α′‖Ω‖3ρ˜pq¯) ∗ ∇∇T ∗ ∇T ∗ ∇Ricω
}
+DDE ∗DE ∗ E +DDE ∗ E +DE ∗DE ∗DE ∗ E
+DE ∗DE ∗ E +DE ∗ E . (6.20)
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Lemma 2 Suppose |α′Ricω| ≤ 14 and −18gpq¯ < α′‖Ω‖3ρ˜pq¯ < 18gpq¯. Then
∂t|∇Ricω|2 ≤ 1
2‖Ω‖
{
∆F |∇Ricω|2 − 1
2
|∇∇Ricω|2 − 1
2
|∇∇Ricω|2
}
+
1
2‖Ω‖
{
9α′2|∇Ricω|4 + 5|∇∇T ||∇T ||∇Ricω|
+DDE ∗DE ∗ E + (DE + E)3
}
. (6.21)
Proof: By assumption, we may use
|∇∇Ricω|2Fggg + |∇∇Ricω|2Fggg ≥
3
4
(|∇∇Ricω|2 + |∇∇Ricω|2). (6.22)
In coordinates where the evolving metric g is the identity, we have σpq¯,rs¯2 = ±1. Using
2ab ≤ a2 + b2, estimate (6.21) follows from (6.20).
6.3 Higher order estimates
Theorem 6 There exists 0 < δ1, δ2 with the following property. Suppose
−1
8
gpq¯ < α′‖Ω‖3ρ˜pq¯ < 1
8
gpq¯, ‖Ω‖ ≤ 1, (6.23)
|α′Ricω| ≤ δ1, (6.24)
and
|T |2 ≤ δ2, (6.25)
along the flow. Then
|∇Ricω| ≤ C, |∇T | ≤ C, (6.26)
where C depends only on δ1, δ2, α
′, ρ, µ˜, and (X, ωˆ).
Proof: Let us assume that δ1 <
1
4
. This will allow us to use the estimate
3
4
gk¯j ≤ F jk¯ ≤ 2gk¯j . (6.27)
This follows from the definition of F jk¯, see (4.23). From (5.20), with assumptions (6.24)
and (6.27) we may estimate
∂t|Ricω|2 ≤ 1
2‖Ω‖
{
∆F |Ricω|2 − 1
2
|∇Ricω|2
}
+
1
2‖Ω‖Re
{
DE ∗ E + 5∇T ∗ ∇T ∗ Ric + E
}
. (6.28)
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Here we used
−α′Re{gjℓ¯gmk¯σpq¯,rs¯2 Rℓ¯m∇k¯Rs¯r∇jRq¯p} ≤ δ1|∇Ricω|2, (6.29)
to absorb this term into the −|∇Ricω|2 term. We will compute the evolution of
G = (|α′Ricω|2 + τ1)|∇Ricω|2 + (|T |2 + τ2)|∇T |2, (6.30)
where τ1 and τ2 are constants to be determined. First, we compute
∂t{(|α′Ricω|2 + τ1)|∇Ricω|2} = α′2∂t|Ricω|2|∇Ricω|2 + (|α′Ricω|2 + τ1)∂t|∇Ricω|2. (6.31)
By (6.21) and (6.28)
∂t{(|α′Ricω|2 + τ1)|∇Ricω|2}
≤ 1
2‖Ω‖
{
∆F |α′Ricω|2|∇Ricω|2 − α
′2
2
|∇Ricω|4
}
+
1
2‖Ω‖Re
{
DE ∗ E + 5∇T ∗ ∇T ∗ Ric + E
}
α′2|∇Ricω|2
+
(|α′Ricω|2 + τ1)
2‖Ω‖
{
∆F |∇Ricω|2 − 1
2
|∇∇Ricω|2 − 1
2
|∇∇Ricω|2
}
+
(|α′Ricω|2 + τ1)
2‖Ω‖
{
9α′2|∇Ricω|4 + 5|∇∇T ||∇T ||∇Ricω|
+∇∇E ∗DE ∗ E +∇∇E ∗DE ∗ E + (DE + E)3
}
. (6.32)
Hence
∂t{(|α′Ricω|2 + τ1)|∇Ricω|2}
≤ 1
2‖Ω‖
{
∆F{(|α′Ricω|2 + τ1)|∇Ricω|2} −
(
1
2
− 9|α′Ricω|2 − 9τ1
)
α′2|∇Ricω|4
−1
2
|∇∇Ricω|2(|α′Ricω|2 + τ1)− 1
2
|∇∇Ricω|2(|α′Ricω|2 + τ1)
−2Re {F ij¯∇i|α′Ricω|2∇j¯|∇Ricω|2}+ 6(δ21 + τ)|∇∇T ||∇T ||∇Ricω|
}
+
α′2|∇Ricω|2
2‖Ω‖ Re
{
5∇T ∗ ∇T ∗ Ric +DE ∗ E + E
}
+
(|α′Ricω|2 + τ1)
2‖Ω‖
{
∇∇E ∗DE ∗ E +∇∇E ∗DE ∗ E + (DE + E)3
}
. (6.33)
We estimate
−2Re {F ij¯∇i|α′Ricω|2∇j¯ |∇Ricω|2}
≤ 8|α′|δ1|∇Ricω|2(|∇∇Ricω|+ |∇∇Ricω|+ E)
≤ α
′2
24
|∇Ricω|4 + 28δ21(|∇∇Ricω|2 + |∇∇Ricω|2) + C|∇Ricω|2, (6.34)
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6(δ21 + τ1)|∇∇T ||∇T ||∇Ricω|
≤ 1
2
(δ21 + τ1)|∇∇T |2 + 2132(δ21 + τ1)|∇T |2|∇Ricω|2
≤ 1
2
(δ21 + τ1)|∇∇T |2 +
α′2
24
|∇Ricω|4 + 2434α′−2(δ21 + τ1)2|∇T |4, (6.35)
α′2|∇Ricω|2
2‖Ω‖ Re
{
5∇T ∗ ∇T ∗ Ric +∇E ∗ E + E
}
≤ 1
2‖Ω‖
{
α′2
24
|∇Ricω|4 + 2252δ21|∇T |4 + C|∇Ricω|3 + C|∇T |3 + C
}
. (6.36)
(|α′Ricω|2 + τ1)
2‖Ω‖
{
∇∇E ∗DE ∗ E +∇∇E ∗DE ∗ E + (DE + E)3
}
≤ 1
2‖Ω‖
{
1
4
|∇∇Ricω|2(|α′Ricω|2 + τ1) + 1
4
|∇∇Ricω|2(|α′Ricω|2 + τ1)
+
1
2
(δ21 + τ1)|∇∇T |2 + C|∇Ricω|3 + C|∇T |3 + C
}
. (6.37)
Therefore
∂t{(|α′Ricω|2 + τ1)|∇Ricω|2} (6.38)
≤ 1
2‖Ω‖
{
∆F{(|α′Ricω|2 + τ1)|∇Ricω|2} −
(
1
4
− 9δ21 − 9τ1
)
α′2|∇Ricω|4
−(|∇∇Ricω|2 + |∇∇Ricω|2)(τ1
4
− 28δ21) + (δ21 + τ1)|∇∇T |2
+
(
2434α′−2(δ21 + τ1)
2 + 2252δ21
)
|∇T |4 + Cα′,τ,δ|∇Ricω|3 + Cα′,τ,δ|∇T |3 + Cα′,τ,δ
}
.
Next, we compute
∂t{(|T |2 + τ2)|∇T |2} = ∂t|T |2|∇T |2 + (|T |2 + τ2)∂t|∇T |2. (6.39)
By (4.29), we have
∂t|T |2 ≤ 1
2‖Ω‖
{
∆F |T |2 − |∇T |2Fg + C|∇T |+ C
}
. (6.40)
By (6.12), we have
∂t|∇T |2 ≤ 1
2‖Ω‖
{
∆F |∇T |2 − |∇∇T |2Fgg + |α′||∇T ||∇Ricω|2
+C|∇∇T ||∇T |+ C|∇T |2 + C|∇Ricω|2 + C
}
. (6.41)
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By our assumption |α′Ricω| ≤ 14 , we have |∇∇T |2Fgg ≥ 12 |∇∇T |2 and |∇T |2Fg ≥ 12 |∇T |2.
Therefore
∂t{(|T |2 + τ2)|∇T |2}
≤ 1
2‖Ω‖
{
∆F{(|T |2 + τ2)|∇T |2} − 2Re{F ij¯∇i|T |2∇j¯|∇T |2}
−1
4
|∇T |4 − (|T |2 + τ2)1
4
|∇∇T |2 + C|∇Ricω|3 + C|∇T |3 + C
}
. (6.42)
Here we used Young’s inequality |∇T ||∇Ricω|2 ≤ 13 |∇T |3 + 23 |∇Ricω|3. In the following,
we will use that ∇T can be expressed as Ricci curvature. We estimate
−2Re{F ij¯∇i|T |2∇j¯|∇T |2}
≤ 4|T ||∇T |(|∇T |+ |∇T |)(|∇∇T |+ |∇∇T |)
≤ 4|T ||∇T |2|∇∇T |+ 4|T ||∇T |2|∇Ricω|+ 4|T ||∇T ||Ricω||∇∇T |
+4|T ||∇T ||Ricω||∇Ricω|+ 4|T ||∇T |(|∇T |+ |∇T |)|R ∗ T |. (6.43)
We may estimate the first term in the following way
4|T ||∇T |2|∇∇T | ≤ 4|∇T |2(δ2)1/2|∇∇T | ≤ 1
23
|∇T |4 + 25δ2|∇∇T |2. (6.44)
The other terms may be estimated using Young’s inequality, and we can derive
−2Re{F ij¯∇i|T |2∇j¯|∇T |2} ≤
1
23
|∇T |4 + 26δ2|∇∇T |2 + C|∇T |3 + C|∇Ricω|3 + C.
Hence
∂t{(|T |2 + τ2)|∇T |2} ≤ 1
2‖Ω‖
{
∆F{(|T |2 + τ2)|∇T |2} − 1
8
|∇T |4
−(τ2
4
− 26δ2)|∇∇T |2 + C|∇Ricω|3 + C|∇T |3 + C
}
.(6.45)
Combining (6.38) and (6.45) gives
∂tG ≤ 1
2‖Ω‖
{
∆FG−
(
1
4
− 9δ21 − 9τ1
)
α′2|∇Ricω|4
−
(
τ1
4
− 28δ21
)
(|∇∇Ricω|2 + |∇∇Ricω|2)−
(
τ2
4
− 26δ2 − δ21 − τ1
)
|∇∇T |2
−
(
1
8
− 2434α′−2(δ21 + τ1)2 − 2252δ21
)
|∇T |4
+Cα′,τ,δ|∇Ricω|3 + Cα′,τ,δ|∇T |3 + Cα′,τ,δ
}
. (6.46)
We may choose τ1 = min{2−7, 2−53−2|α′|} and τ2 = 1. Then for any δ1, δ2 > 0 such that
δ1, δ2 ≤ 2−6τ1 ≪ τ2 = 1, (6.47)
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we have the estimate
∂tG ≤ 1
2‖Ω‖
{
∆FG− 1
8
α′2|∇Ricω|4 − 1
16
|∇T |4 + Cα′,τ,δ
}
. (6.48)
Now, suppose G attains its maximum at a point (z, t) where t > 0. From the above
estimate, at this point we have
1
8
α′2|∇Ricω|4 + 1
16
|∇T |4 ≤ Cα′,τ,δ. (6.49)
It follows that G is uniformly bounded along the flow, and hence
|∇Ricω| ≤ C, |∇T | ≤ C, (6.50)
along the flow.
Corollary 1 There exists 0 < δ1, δ2 with the following property. Suppose
−1
8
gpq¯ < α′‖Ω‖3ρ˜pq¯ < 1
8
gpq¯, (6.51)
|α′Ricω| ≤ δ1, (6.52)
and
|T |2 ≤ δ2, (6.53)
along the flow. If there exists δ0 > 0 such that 0 < δ0 ≤ ‖Ω‖ ≤ 1 along the flow, then
|DkRicω| ≤ C, |DkT | ≤ C, (6.54)
where C depends only on δ0, δ1, δ2, α
′, ρ, µ˜, and (X, ωˆ).
Proof: Since ‖Ω‖ = e−u, we are assuming that |u| stays bounded, and that the metrics gˆ
and g = eugˆ are equivalent. We are also assuming that e−u|Du|2gˆ ≪ 1 and e−u|α′uk¯j|gˆ ≪ 1.
By Theorem 6, there exists δ1 and δ2 such that |∇∇u| and |∇∇¯∇u| stay bounded along
the flow. We will estimate partial derivatives in coordinate charts. Since
∂i∂¯j∂ku = ∇i∇¯j∇ku+ Γλikuj¯λ, ∂i∂ju = ∇i∇ju+ Γλijuλ, (6.55)
and the Christoffel symbol
Γλik = e
−ugˆλγ¯∂i(e
ugˆγ¯k) = uiδ
λ
k + Γˆ
λ
ik (6.56)
stays bounded, we have that
|u|, |∂u|, |∂∂u|, |∂∂¯u|, |∂∂¯∂u| ≤ C. (6.57)
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The scalar equation is
∂tu = ∆ωˆu+ α
′e−2uρ˜pq¯uq¯p + α
′e−uσˆ2(i∂∂¯u) + |Du|2ωˆ + e−uν. (6.58)
where ν(x, u,Du). Differentiating once gives
∂tDu = Fˆ
pq¯Duq¯p + α
′D(e−2uρ˜pq¯)uq¯p +D|Du|2gˆ − α′e−uσˆ2(i∂∂¯u)Du+D(e−uν), (6.59)
where
Fˆ pq¯ = gˆpq¯ + α′e−2uρ˜pq¯ + α′e−uσˆ2
pq¯. (6.60)
We note that Fˆ jk¯ only differs from F jk¯ (4.20) by a factor of eu. From our assumptions on
|α′Ricω| = e−u|α′∂∂¯u|gˆ and ‖Ω‖ = e−u, we have uniform ellipticity of Fˆ jk¯. Differentiating
twice yields
∂tuk¯j = Fˆ
pq¯∂p∂q¯uk¯j +Ψ(x, u, ∂u, ∂∂u, ∂∂¯u, ∂∂¯∂u), (6.61)
where Ψ is uniformly bounded along the flow. By the Krylov-Safonov theorem [27], we
have that uk¯j is bounded in the C
α/2,α norm. The function u and the spacial gradient
Du are also bounded in the Cα/2,α norm since the right-hand sides of (6.58) and (6.59)
are bounded. We may now apply parabolic Schauder theory (for example, in [26]) to the
linearized equation (6.59). Standard theory and a bootstrap argument give higher order
estimates of u, and hence we obtain estimates on derivatives of the curvature and torsion
of g = eugˆ.
7 Long time existence
Proposition 4 Let C1, C2, C5 be the named constants as before, which only depend on
(X, gˆ), µ˜, ρ, and α′. There exists M0 ≫ 1 such that for all M ≥ M0, the following
statement holds. If the flow exists on [0, t0), and initially starts with u0 = logM , then
along the flow
1
C1M
≤ e−u ≤ C2
M
, |T |2 ≤ C3
M
, |α′Ricω| ≤ C5
M1/2
, (7.1)
and
|Dku|2gˆ ≤ C˜k,
1
2
gˆjk¯ ≤ Fˆ jk¯ ≤ 2gˆjk¯, (7.2)
where C˜k only depends on (X, gˆ), µ, ρ, α
′, M .
Proof: Let δ1 and δ2 be the constants from Corollary 1, and choose a smaller δ1 if necessary
to ensure δ1 < 10
−6. Recall that from Theorem 3,
1
C1M
≤ ‖Ω‖ = e−u ≤ C2
M
(7.3)
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along the flow for M large enough. Consider the set
I = {t ∈ [0, t0) such that |α′Ricω| ≤ δ1, |T |2 ≤ δ2 holds on [0, t]}. (7.4)
Since at t = 0 we have |α′Ricω| = |T |2 = 0, we know that I is non-empty. By definition,
I is relatively closed. We now show that I is open. Suppose tˆ ∈ I. By definition of I,
the hypothesis of Theorem 4 is satisfied, hence |T |2 ≤ C3
M
< δ2 at tˆ as long as M is large
enough. It follows that the hypothesis of Theorem 5 is satisfied as long as M is large
enough, hence |α′Ricω| ≤ C5M1/2 < δ1 at tˆ. We can conclude the existence of ε > 0 such that
[tˆ+ ε) ⊂ I, and hence I is open.
It follows that I = [0, t0). We know that −Cgˆpq¯ ≤ ρ˜pq¯ ≤ Cgˆpq¯ since ρ˜ can be bounded
using the background metric. For M large enough, we can conclude
−1
8
e−ugˆpq¯ < α′e−3uρ˜pq¯ <
1
8
e−ugˆpq¯, (7.5)
and we can apply Corollary 1 to obtain higher order estimates of u. Uniform ellipticity
follows from the definition of Fˆ jk¯ (6.60) and the estimates on |α′Ricω| = e−u|α′∂∂¯u|gˆ and
‖Ω‖. Q.E.D.
Theorem 7 There exists M0 ≫ 1 such that for all M ≥ M0, if the flow initially starts
with u0 = logM , then the flow exists on [0,∞).
Proof: By short-time existence [31], we know the flow exists for some maximal time interval
[0, T ). If T <∞, we may apply the previous proposition to extend the flow to [0, T + ǫ),
which is a contradiction. Q.E.D.
8 Convergence of the flow
We may apply Theorem 7 to construct solutions to the Fu-Yau equation.
Theorem 8 There exists M0 ≫ 1 such that for all M ≥ M0, if the flow initially starts
with u0 = logM , then the flow exists on [0,∞) and converges smoothly to a function u∞,
where u∞ solves
0 = i∂∂¯(eu∞ωˆ − α′e−u∞ρ) + α
′
2
i∂∂¯u∞ ∧ i∂∂¯u∞ + µ,
∫
X
eu∞ = M. (8.1)
Proof: Since we will work with the scalar equation, all norms in this section will be with
respect to the background metric ωˆ. Let v = ∂te
u. Recall that
∫
X
v = 0, (8.2)
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along the flow. Differentiating equation (2.22) with respect to time gives
2∂tv
ωˆ2
2!
= i∂∂¯(vωˆ + α′e−2uvρ) + α′i∂∂¯u ∧ i∂∂¯(e−uv). (8.3)
Consider the functional
J(t) =
∫
X
v2
ωˆ2
2!
. (8.4)
Compute
dJ
dt
=
∫
X
v i∂∂¯(vωˆ + α′e−2uvρ) + α′
∫
X
v i∂∂¯u ∧ i∂∂¯(e−uv) (8.5)
= −
∫
X
i∂v ∧ ∂¯v ∧ ωˆ − α′
∫
X
i∂v ∧ ∂¯(e−2uvρ)− α′
∫
X
i∂∂¯u ∧ i∂v ∧ i∂¯(e−uv)
= −
∫
X
|∇v|2 − α′
∫
X
e−2u i∂v ∧ ∂¯v ∧ ρ+ 2α′
∫
X
e−2uv i∂v ∧ ∂¯u ∧ ρ
−α′
∫
X
e−2uv i∂v ∧ ∂¯ρ− α′
∫
X
e−u i∂∂¯u ∧ i∂v ∧ i∂¯v + α′
∫
X
e−uv i∂∂¯u ∧ i∂v ∧ i∂¯u.
We may estimate
dJ
dt
≤ −
∫
X
|∇v|2 + α′‖ρ‖
∫
X
e−2u|∇v|2 + 2α′‖ρ‖‖∇u‖
∫
X
e−2u|v| |∇v| (8.6)
+α′‖∂ρ‖
∫
X
e−2u|v| |∇v|+ ‖α′e−ui∂∂¯u‖
∫
X
|∇v|2
+‖∇u‖ ‖α′e−ui∂∂¯u‖
∫
X
|v| |∇v|.
By Proposition 4, we know that on [0,∞) we have the estimates
e−u ≤ C2
M
≪ 1, |∇u|2gˆ ≤ C3C1, |α′e−uuk¯j|gˆ ≤
C5
M1/2
. (8.7)
Hence for any ε > 0, we can choose M large enough such that
dJ
dt
≤ −1
2
∫
X
|∇v|2 + ε
∫
X
|v| |∇v| ≤ −
(
1
2
− ε
2
) ∫
X
|∇v|2 + ε
2
∫
X
|v|2. (8.8)
Since
∫
X v = 0, we may use the Poincare´ inequality to obtain, for ε > 0 small enough,
dJ
dt
≤ −η
∫
X
v2 = −ηJ, (8.9)
with η > 0. This implies that
J(t) ≤ Ce−ηt, (8.10)
that is, ∫
X
v2 ≤ Ce−ηt. (8.11)
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From this estimate, we see that for any sequence v(tj) converging to v∞, we have v∞ = 0.
We can now show convergence of the flow. Following the argument given in Proposition
2.2 in [7], we have
∫
X
|eu(x, s′)− eu(x, s)| ≤
∫
X
∫ s′
s
|∂teu(x, t)| =
∫ s′
s
∫
X
|v(x, t)|
≤
∫ s′
s
(∫
X
v2
) 1
2
dt ≤
∫ +∞
s
(∫
X
v2
) 1
2
dt
≤ C
∫ +∞
s
e−
η
2
tdt (8.12)
Recall that we normalized the background metric such that
∫
X
ωˆ2
2
= 1. This estimate
shows that, as t → +∞, eu(x, t) are Cauchy in L1 norm. Thus eu(x, t) converges in the
L1 norm to some function eu∞(x) as t→∞.
By our uniform estimates, eu∞ is bounded in C∞, and a standard argument shows
that eu converges in C∞. Indeed, if there exist a sequence of times such that ‖e−u(x,tj) −
e−u∞(x)‖Ck ≥ ǫ, then by our estimates a subsequence converges in Ck to e−u′∞ . Then
‖e−u′∞(x) − e−u∞(x)‖L1 = 0 but ‖e−u′∞(x) − e−u∞(x)‖Ck ≥ ǫ, a contradiction.
It follows from (8.11) that eu∞ satisfies the Fu-Yau equation (8.1).
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