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Membaca pada asasnya adalah tugas penyelesaian masalah. Berdasarkan apa yang 
dibaca, seperti penyelesaian masalah, ia memerlukan usaha, perancangan, pemantauan 
kendiri, pemilihan strategi, dan refleksi. Tambahan lagi, semakin pembaca cuba 
menyelesaikan masalah yang sukar, dengan bahan bacaan yang semakin rumit, maka 
ia memerlukan usaha yang lebih dan mencabar kognitif. Untuk menangani isu ini, 
robot peneman boleh digunakan untuk membantu pembaca dalam menyelesaikan 
tugas membaca yang sukar dengan menjadikan proses membaca lebih menyeronokkan 
dan bermakna. Robot sebegini memerlukan model agen ambien, yang memantau 
keupayaan kognitif pembaca yang mana ia melibatkan tugas yang lebih kompleks dan 
interaksi dinamik antara manusia dan persekitaran. Model agen ambien beban kognitif 
pada masa kini yang dibangunkan tidak mempunyai keupayaan analitikal dan tidak 
diintegrasikan ke dalam robot peneman. Oleh sebab itu, kajian ini dijalankan untuk 
membangunkan satu model agen ambien bagi beban kognitif dan prestasi bacaan yang 
diintegrasikan ke dalam robot peneman bacaan. Aktiviti penyelidikan adalah 
berdasarkan Proses Penyelidikan RekaBentuk Sains, Pemodelan Berasaskan Agen, 
dan Rangkakerja Agen Ambien. Model cadangan ini telah dinilai melalui beberapa siri 
penentusahan dan pengesahsahihan. Proses penentusahan melibatkan penilaian 
keseimbangan dan analisa jejakan automatik untuk memastikan model ini 
menunjukkan tingkah laku yang realistik dan selaras dengan data empirikal dan 
sorotan kajian. Di samping itu, proses pengesahsahihan yang melibatkan eksperimen 
manusia telah membuktikan bahawa robot peneman bacaan berupaya mengurangkan 
bebanan kognitif semasa tugas membaca. Tambahan lagi, keputusan eksperimen 
menunjukkan bahawa dengan mengintegrasikan model agen ambien ke dalam robot 
peneman bacaan dapat menjadikan robot diterima sebagai teman sampingan digital 
sosial yang pintar, berguna, dan mampu memberikan motivasi. Sumbangan kajian 
menjadikan penyelidikan ini sebagai usaha baharu yang bertujuan merekabentuk 
aplikasi ambien berasaskan proses fizikal dan kognitif manusia. Di samping itu, 
penemuan ini dapat berfungsi sebagai satu prinsip rekabentuk robot peneman yang 
lebih realistik di masa hadapan. 
 

















Reading is essentially a problem-solving task. Based on what is read, like problem 
solving, it requires effort, planning, self-monitoring, strategy selection, and reflection. 
Also, as readers are trying to solve difficult problems, reading materials become more 
complex, thus demands more effort and challenges cognition. To address this issue, 
companion robots can be deployed to assist readers in solving difficult reading tasks 
by making reading process more enjoyable and meaningful. These robots require an 
ambient agent model, monitoring of a reader’s cognitive demand as it could consist of 
more complex tasks and dynamic interactions between human and environment. 
Current cognitive load models are not developed in a form to have reasoning qualities 
and not integrated into companion robots. Thus, this study has been conducted to 
develop an ambient agent model of cognitive load and reading performance to be 
integrated into a reading companion robot. The research activities were based on 
Design Science Research Process, Agent-Based Modelling, and Ambient Agent 
Framework. The proposed model was evaluated through a series of verification and 
validation approaches. The verification process includes equilibria evaluation and 
automated trace analysis approaches to ensure the model exhibits realistic behaviours 
and in accordance to related empirical data and literature. On the other hand, validation 
process that involved human experiment proved that a reading companion robot was 
able to reduce cognitive load during demanding reading tasks. Moreover, experiments 
results indicated that the integration of an ambient agent model into a reading 
companion robot enabled the robot to be perceived as a social, intelligent, useful, and 
motivational digital side-kick. The study contribution makes it feasible for new 
endeavours that aim at designing ambient applications based on human’s physical and 
cognitive process as an ambient agent model of cognitive load and reading 
performance was developed. Furthermore, it also helps in designing more realistic 
reading companion robots in the future.  
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Intelligent artefacts have always received important attention among many scientists, 
engineers, and innovators to improve quality of life and facilitate daily activities 
through understanding human physical and cognitive processes (Costa, Novais, & 
Julian, 2018). These new endeavours of creating intelligent and knowledgeable 
artefacts to the great extent are becoming a dispensable part towards broaden the 
landscape of state of the arts in intelligent applications. For instance, in ambient 
intelligence paradigm (AmI), which is a discipline that brings intelligence to our living 
environments and makes those environments responsive to our needs, intelligent 
applications were developed extensively to aid humans by making their surrounding 
environments more sensible to response in a timely fashion. Such AmI applications 
can be seen in a wide range of application domains, such as in education (Zhu, Yu, & 
Riezebos, 2016; Corno, De Russis, & Sáenz, 2017; Durães, Castro, Bajo, & Novais, 
2017), healthcare interventions (Al-Shaqi, Mourshed, & Rezgui, 2016; Dey & Ashour, 
2017; Durães et al., 2017), public transportations (Nakashima, Hirata, & Ochiai, 2017), 
emergency services (Kleinberger, Jedlitschka, Storf, Steinbach-Nordmann, & 
Prueckner, 2009), and robotics (Bellotto, Fernandez-Carmona, & Cosar, 2017). 
However, with the new endeavours to enhance the state of the arts of these smart 
applications (Treur, 2016b), these AmI applications need to acquire additional 
information related to human functioning to provide relevant assistance in a 
knowledgeable manner. In other words, AmI applications were initially developed 
merely based on the sensor-based and data fusion information acquisition, therefore 
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 Consent Form 
Dear participant, 
You are asked to participate in an experimental research conducted by Hayder Mohammed Ali, 
doctoral candidate, Azizi Ab Aziz, Ph.D., and Faudziah Ahmad, Ph.D., from School of Computing 
at Universiti Utara Malaysia (UUM). The result of this experiment will be used as an essential 
part in the doctoral thesis of Hayder Mohammed Ali. You were selected as a possible participant 
in this research because you have indicated that you are ready to provide identical feedback which 
is extremely appreciated in evaluating a reading companion robot that was developed to 
accompany and assist readers during their reading. You should read the provided information 
below, and ask questions about anything you don’t understand before proceeding to participate. 
Your participation in this experiment is highly respected and you are free to decide whether to be 
in it or not. 
• PURPOSE OF THE RESEARCH 
The main goal of this experimental study is to evaluate the first prototype of a reading companion 
robot that called IQRA’. It was developed to support readers during reading tasks. The obtained 
results of this experiment will help to validate to what extend the designed robot is accepted and 
useful to help readers. 
• CONFIDENTIALITY 
Any information that is obtained in connection with this survey and that can be identified with 
you will remain confidential and will be used only for research purpose.   
• IDENTIFICATION OF RESEARCHERS  
If you have any additional questions or concerns about this survey, please feel free and do not 
hesitate to contact: 
 
Dr. Azizi Ab Aziz (Principal researcher)  
College of Arts and Sciences 
School of Computing  








Hayder Mohammed Ali (Graduate researcher)  
College of Arts and Sciences 
School of Computing  
Universiti Utara Malaysia  
hayder_2015@yahoo.com 
 
Assoc Prof Dr Faudziah Ahmad (Co-researcher) 
College of Arts and Sciences 
School of Computing  







 Survey Evaluation Items 
I. DEMOGRAPHIC DETAILS (Please mark (√) in the appropriate place provided) 
1. Gender?  
 Male           Female    
2. Nationality?  
 Malaysian           Not Malaysian, state …………………   
3. Email address………………………………………. 
4. Age group? 
15-20          21-30                 31-40    > 40 
5. Highest Education level?  
 Diploma         Matriculation/STPM/A level     High Secondary School  
II. THE ROBOT USABILITY MEASUREMENT 
Instruction: For each of the following statements, please circle the number that best describes 
your reactions toward using IQRA’:  






1. I think that I would like to use the robot frequently. 1 2 3 4 5 6 7 
2. I found the unnecessarily complex. 1 2 3 4 5 6 7 
3. I thought the robot was easy to use. 1 2 3 4 5 6 7 
4. I think that I would need assistance to be able to use the robot. 1 2 3 4 5 6 7 
5. I found the various functions in the robot were well integrated 1 2 3 4 5 6 7 
6. I thought there was too much inconsistency in the robot. 1 2 3 4 5 6 7 
7. I would imagine that most people would learn to use the robot 
very quickly. 
1 2 3 4 5 6 7 
8. I found the robot very cumbersome/ awkward to use. 1 2 3 4 5 6 7 
9. I felt very confident using the robot. 1 2 3 4 5 6 7 
10. I needed to learn a lot of things before I could get going with 
the robot. 
1 2 3 4 5 6 7 
Strongly 






III. PERCEPTION TOWARD THE DEVELOPED ROBOT 
Instructions: For each of the following sub-sections, please circle the number that best 
describes your impression toward IQRA’.   
SECTION A: Please rate your impression of the robot on these scales: 
a) Perceived Likeability 
Dislike 1 2 3 4 5 6 7 Like 
Unfriendly 1 2 3 4 5 6 7 Friendly 
Unkind 1 2 3 4 5 6 7 Kind 
Unpleasant 1 2 3 4 5 6 7 Pleasant 
Awful 1 2 3 4 5 6 7 Nice 
 
b) Perceived Intelligence  
 
Incompetent 1 2 3 4 5 6 7 Competent 
Ignorant 1 2 3 4 5 6 7 Knowledgeable 
Irresponsible 1 2 3 4 5 6 7 Responsible 
Unintelligent 1 2 3 4 5 6 7 Intelligent 
Foolish 1 2 3 4 5 6 7 Sensible 
  
c) Perceived Animacy  
Dead 1 2 3 4 5 6 7 Alive 
Stagnant 1 2 3 4 5 6 7 Lively 
Mechanical 1 2 3 4 5 6 7 Organic 
Artificial 1 2 3 4 5 6 7 Lifelike 
Inert 1 2 3 4 5 6 7 Interactive 











SECTION B: For each of the following statements, please circle the number that best describes 





SECTION C: For each of the following statements, please circle the number that best 
describes your opinion toward using the developed robot. 
 
SECTION D: Cognitive Load Measurement: Please circle the number that best describes the 
difficulty of the task? 





• Perceived Sociability         
1.  I consider the robot a pleasant conversational partner. 1 2 3 4 5 6 7 
2. I find the robot pleasant to interact with. 1 2 3 4 5 6 7 
3. I feel the robot understands me. 1 2 3 4 5 6 7 
4. I think the robot is nice. 1 2 3 4 5 6 7 
• Perceived Usefulness         
5. I think the robot is useful to me. 1 2 3 4 5 6 7 
6. It would be convenient for me to have the robot. 1 2 3 4 5 6 7 
7.  I think the robot can help me with many things. 1 2 3 4 5 6 7 
• Social Presence         
8.  When interacting with the robot I felt like I’m talking to a real 
person. 
1 2 3 4 5 6 7 
9.  It sometimes felt as if the robot was really looking at me. 1 2 3 4 5 6 7 
10. I can imagine the robot to be a living creature. 1 2 3 4 5 6 7 
11. I often think the robot is not a real person. 1 2 3 4 5 6 7 
12. Sometimes the robot seems to have real feelings. 1 2 3 4 5 6 7 
1. I would like to continue using the robot.  Not at all 1 2 3 4 5 6 7 Very Much 
2. I am satisfied with support given by the robot Not at all 1 2 3 4 5 6 7 Very Much 
3. The robot was able to motivate me.  Not at all 1 2 3 4 5 6 7 Very Much 
Strongly 







Appendix C  
Formal Specifications in the Integration Algorithm 
NOMENCLATURES OF AGENT’S OBSERVATIONS 
No Agent’s observations Representation 
1 Agent observes reading task o(A, Rt) 
2 Agent observes academic level o(A, Al) 
3 Agent observes Subject matter o(A, Sr) 
4 Agent observes Sound o(A, Sd) 
5 Agent observes duration to complete o(A, Ra) 
6 Agent observes graphical presentation  o(A, Gp) 
7 Agent observes brightness o(A, Br) 
8 Agent observes comprehensive information  o(A, Ci) 
8 Agent observes temperature o(A, Te) 
 
NOMENCLATURES OF AGENT’S BASIC BELIEFS 
No Agent’s basic beliefs  Representation 
1 Agent believes reading b(A, Ra) 
2 Agent believes task level b(A, Tl) 
3 Agent believes study subject matter b(A, Ss) 
4 Agent believes adequate time b(A, Ad) 
5 Agent believes task structure b(A, Ts) 
6 Agent believes noise b(A, Ns) 
7 Agent believes ambient temperature b(A, At) 
8 Agent believes lighting b(A, Ln) 
9 Agent believes personality b(A, Ps) 
10 Agent believes task familiarity b(A, Tf) 
11 Agent believes exposure b(A, Ep) 
12 Agent believes basic knowledge b(A, Bk) 
13 Agent believes reading skills b(A, Rs) 
14 Agent believes language competency b(A, Lc) 









NOMENCLATURES OF AGENT’S DERIVED BELIEFS 
 No Agent’s derived beliefs Representation 
1 Agent believes reading task complexity d(A, Tc) 
2 Agent believes time pressure d(A, Tp) 
3 Agent believes task presentation d(A, Tn) 
4 Agent believes physical environment d(A, Pe) 
5 Agent believes personal profile d(A, Pp) 
6 Agent believes experience level d(A, El) 
7 Agent believes prior knowledge   d(A, Pk) 
8 Agent believes reading norm d(A, Rn) 
 
NOMENCLATURES OF AGENT”S ASSESSMENTS 
No Agent’s assessments Representation 
1 Agent assesses cognitive load a(A, Cl) 
2 Agent assesses persistence a(A, Pr) 
3 Agent assesses accumulative exhaustion a(A, Ae) 
4 Agent assesses reading performance  a(A, Rp) 
 
NOMENCLATURES OF AGENT’S DISPLAY TO THE READER 
No Agent’s display Representation 
1 Agent displays the first confirmation to confirm room conditions   s(A, Cpi) 
2 
Agent displays the second confirmation to tell the actual belief on 
environment condition  
s(A, Cpi+1) 
2 Agent display the confirmation to confirm reader’s conditions  s(A, Cc) 
3 




















NOMENCLATURES OF AGENT’S ACTIONS TO THE READER 
No Agent’s actions Representation 
1 Agent advises to make the environment ambience v(A, Am) 
2 Agent provides praising for good progress p(A, Pg) 
2 Agent provides praising for maintaining good progress p(A,	Pm) 
3 Agent advises for short break v(A, Sb) 
4 Agent provides motivational talk p(A, Mt) 
 
NOMENCLATURES OF AGENT’S EVALUATION ON READER’S CONDITIONS 
No Reader conditions Representation 
1 An Agent performs constant checking f(A, Cc) 
2 Agent displays a confirmation screen s(A, Cr) 
2 Agent evaluates whether a reader experiences high cognitive load e(r, Hcl) 
3 Agent evaluates whether a reader experiences high exhaustion e(r, Hae) 





 Integration Modules Flow Charts 
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MONITORING MODULE FLOW CHART 
Mmd
Compute instantaneous beliefs 
















dRp/dt <= 0 & Rp 
< = Rp_threshold 
c=c+1 
c=c+1 
ts=tp +t  
tp= tp + 1
else
Praise for maintaining 
good performance
 p(A, Pm)
Praise for good 
progress p(A, Pg)
((dRp/dt> 0) & 
(Rp_threshold – Rp> 
max_progress)) 
dRp/dt >= 0 and Rp 
>= Rp_threshold
d=d+1 
ts=ts +t  
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EXHAUSTION SUPPORT MODULE 
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COGNITIVE LOAD MODULE FLOW CHART 
EvCl




length.List≠ (∅)Agent suggest Sm, St, Sk.  
g(A, Sm^St^Sk)     
Update belief on 
Sm, St, Sk.

















 confirm with  the actual 
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 Further Simulation Results 
1) Simulation Results for Cognitive Agent Model 
a) Motivation and Persistence 
The simulation traces pertinent to motivation and persistence are presented based on 
different settings for two fictional agents as follows. 
Exogenous factors Initial settings 
Agent A Agent B 
Tc 0.9 0.9 
Tp 0.9 0.9 
Pp 0.9 0.9 
Tn 0.1 0.1 
Pe 0.1 0.1 
Pk 0.9 0.1 
El 0.9 0.1 













Simulation Results of Motivation and Persistence 
 

















































b) Cognitive Load and Mental Effort 
For simulating cognitive load and mental effort levels, simulation traces were 
generated based on different settings for two fictional agents as follows. 
Exogenous factors Initial settings 
Agent A Agent B 
Tc 0.9 0.9 
Tp 0.9 0.9 
Pp 0.9 0.1 
Tn 0.1 0.1 
Pe 0.1 0.9 
Pk 0.9 0.1 
El 0.9 0.1 













Simulation results of Cognitive Load and Mental Effort 
 
 























































































































c) Reader’s Engagement 
Engagement level during performing a reading task depends upon a persistence level. 
However, regardless of a reader being focused, a reader tends to disengage due to 
cognitive load and exhaustion effects. The results are depicted for two fictional agents 
as follows. 
Exogenous factors Initial settings 
Agent A Agent B 
Tc 0.9 0.9 
Tp 0.9 0.9 
Pp 0.9 0.9 
Tn 0.1 0.1 
Pe 0.1 0.1 
Pk 0.9 0.1 
El 0.9 0.1 

















































































d) Mental Load  
Mental load was computed as the weighted sum of intrinsic load, extraneous load, and 
germane load. Two fictional agents were simulated as follows. 
Exogenous factors Initial settings 
Agent A Agent B 
Tc 0.9 0.9 
Tp 0.9 0.9 
Pp 0.1 0.9 
Tn 0.1 0.1 
Pe 0.9 0.1 
Pk 0.1 0.9 
El 0.1 0.9 













Simulation Results of Mental Load and Its precursors 
2) Simulations for Ambient Agent Model 
a) Demanding Task with Insufficient Reader’s Resources. 
In this simulation, the agent observes several conditions concerning reading task, such 






high level of sound, temperature, and brightness. Likewise, reading task is not 
presented with comprehensive and graphical information. A reader also has no enough 
knowledge and experience on the reading task. As a result, the agent will be able to 
assess reader’s condition as time progresses and an appropriate action will be 
performed if all beliefs hold true. The detrimental conditions are high exhaustion, high 
cognitive load, low persistence, and low reading performance. The results are 









b) Not Demanding Task with Insufficient Reader’s Resources 
If the agent observed that reading task has no impact on reader conditions where it was 
not difficult, meant for the right academic level, and presented with graphical and 
comprehensive information. The environment was not distraction as well. In addition, 
the agent believes that the reader is not skilled enough to perform the task. In this case, 
the agent will be able to assess three unwanted conditions through the time which are 
low persistence, high exhaustion, and low reading performance. With the time, the 
agent is able to tackle all the unwanted conditions as appropriate actions will be 





Appendix F  
Preliminary Study Questionnaire 
Consent to participate in survey research of 
"Designing a sociable robot to support reading process" 
 
You are asked to participate in a research study conducted by Hayder Mohammed Ali, doctoral 
candidate, Azizi Ab Aziz, Ph.D., and Rahayu Ahmad, Ph.D., from School of Computing at 
Universiti Utara Malaysia (UUM). The result of this survey will be used as apart in the doctoral 
thesis of Hayder Mohammed Ali. You were selected as a possible participant in this study 
because you have indicated that you are ready to provide identical feedback which is extremely 
appreciated in designing sociable robot. You should read the provided information below, and 
ask questions about anything you don’t understand before proceeding to participate. Your 
participation in this research is completely unpaid and you are free to decide whether to be in 
it or not.  
• PURPOSE OF THE STUDY  
The purpose of this study is to acquire further information on major problems people might 
encounter during reading process and what types of technologies are to be incorporated in 
providing aid for them. Based on the result, a personal robot will be designed to support people 
during reading. 
 
• CONFIDENTIALITY  
Any information that is obtained in connection with this survey and that can be identified with 
you will remain confidential and will be used only for research purpose.  
 
• IDENTIFICATION OF RESEARCHERS   
If you have any additional questions or concerns about this survey, please feel free and do not 
hesitate to contact: 
Dr. Azizi Ab Aziz, (Principal researcher) 
College of Arts and Sciences/ School of Computing 
Universiti Utara Malaysia  
aziziaziz@uum.edu.my   
 
Hayder Mohammed Ali, (Graduate researcher)  
College of Arts and Sciences/ School of Computing 
Universiti Utara Malaysia    
hayder_2015@yahoo.com 
 
SECTION A: DEMOGRAPHIC DETAILS 
Please mark (√) in the appropriate place provided.  
1. Please indicate your gender? 
      Male                 Female 
2. Which of the following age categories do you belong to? 
      <15                   15 - 20                      21- 30              31- 40      > 41                   
3. Please identify your highest educational level?  
      Ph.D.                Master            Diploma       Undergraduate/ degree 
      Matriculation/STPM/A level       Others, Please state……….………. 
4. Please, specify your nationality?  




5. Monthly earning/ pocket money in ringgit  Malaysia (RM/MYR) 
      < 1000              1000 -2000      2001- 3000     3001- 4000     > 4000 
6. Living situation 
      Living alone              Living with housemate    Living with spouse 
      Living with children  Living with roommate     Living with other relatives  
 
SECTION B: PERSONALITY MEASUREMENT   
Here are a number of characteristics that may or may not apply to you. For example, do you 
agree that you are someone who likes to spend time with others? Please write a number next 
to each statement to indicate the extent to which you agree or disagree with that statement 
Disagree         Disagree             Neither agree nor                    Agree             Agree 
Strongly          a little                       disagree                            a little            strongly  
  1                         2                                  3                                        4                     5 
 

























Please check: Did you write a number in front of each statement? 
 
SECTION C: READING HABITS 
1. Instructions: Please circle the number that best represents your opinion to the 




1. Reading is very important in your daily life 1 2 3 4 5 6 7 
2. I prefer to read digital materials (screen-based) 1 2 3 4 5 6 7 
3. I prefer to read printed materials ( Paper-based) 1 2 3 4 5 6 7 
4. Reading with your companions/ friends is better than reading alone 1 2 3 4 5 6 7 
___23. Tends to be lazy 
___24. Is emotionally stable, not easily upset 
___25. Is inventive 
___26. Has an assertive personality 
___27. Can be cold and aloof 
___28. Perseveres until the task is finished 
___29. Can be moody 
___30. Values artistic, aesthetic experiences 
___31. Is sometimes shy, inhibited 
___32. Is considerate and kind to almost everyone 
___33. Does things efficiently 
___34. Remains calm in tense situations 
___35. Prefers work that is routine 
___36. Is outgoing, sociable 
___37. Is sometimes rude to others 
___38. Makes plans and follows through with them 
___39. Gets nervous easily 
___40. Likes to reflect, play with ideas 
___41. Has few artistic interests 
___42. Likes to cooperate with others 
___43. Is easily distracted 
___44. Is sophisticated in art, music, or literature 
 
___1. Is talkative 
___2. Tends to find fault with others 
___3. Does a thorough job 
___4. Is depressed, blue 
___5. Is original, comes up with new ideas 
___6. Is reserved 
___7. Is helpful and unselfish with others 
___8. Can be somewhat careless 
___9. Is relaxed, handles stress well 
___10. Is curious about many different things 
___11. Is full of energy 
___12. Starts quarrels with others 
___13. Is a reliable worker 
___14. Can be tense 
___15. Is ingenious, a deep thinker 
___16. Generates a lot of enthusiasm 
___17. Has a forgiving nature 
___18. Tends to be disorganized 
___19. Worries a lot 
___20. Has an active imagination 
___21. Tends to be quiet 
___22. Is generally trusting 
 








5. It's easy for me to get distracted/ lose concentration during reading process  1 2 3 4 5 6 7 
6. Short rest/ pause after long duration of reading will help me to stay focus 1 2 3 4 5 6 7 
7. Reading for a very long duration causes me fatigue such as eye strain and backache. 1 2 3 4 5 6 7 
8. Reading for a very long duration causes me mental exhaustion such as lack of focus and tiredness 1 2 3 4 5 6 7 
   
Please mark (√) in the appropriate place provided.  
 
2. If you live with another person(s), do they support your efforts to read any 
materials?  
 Yes  
 No 
If yes, please proceed with question 3 
3. What kinds of support do they normally provide to you? (You can choose more than one) 
  Encouraging words to keep you reading  
  Sharing conversations about what you are reading 
  Provide refreshments to you  
  Don't make noise to let you focus  
  Others, please state………………………………………………… 
4. Do you have a person(s) who will support you when you are reading something? 
  Yes  
  No 
If yes, please proceed with question 5 
5. What kinds of support do they normally provide to you? (You can choose more than one) 
  Encouraging words to keep me reading  
  Sharing conversations about what you are reading 
  Provide refreshments to me  
  Don't make noise to let me focus  
  Others please state……………………………………………………….. 
6. What type of reading techniques do you most apply during reading? ( you can 
choose more than one) 
  Skimming (confirm the general idea of the text)  
  Scanning (seeking for specific piece of information) 
  Close reading (paying very close attention / complete searching) 
 
7. What type of reading materials you usually prefer to read during reading process?   
      (You can choose more than one) 
 Newspapers  
 Magazines  
 Novel/ Story book 
 Textbook/ Journal 
 Comics 
 Websites 
 Others, please state……………………………………………… 
8. Where do you normally read? ( you can choose more than one) 
 At the library 




   At school 
   At other homes 
   On the bed 
   In the living room 
   In front of the TV or computer 
   Public place (e.g. airport, bus/train station) 
   Coffee shop/ Restaurant 
   Anywhere I can 
   Others, please state…………………………………….. 
9. When you read, how much time do you spend reading? 
   About 15 minutes 
   About half an hour 
   About an hour 
   More than an hour 
10. How often do you read something?  
 1-2 times a week 
 2-3 times a week 
 4-5 times a week 
 Every day 
 Others, please state…………………………………………….. 
11. If you are losing concentration during reading, what are the reasons do you 
think that cause the problem? ( You can choose more than one) 
   Drowsiness 
  Prior commitment (e.g. appointment, scheduled activities)   
  Difficult to understand   
  Tiredness   
  Noise 
  Bored     
  Stress      
  Hungry 
 Others, please state ……………………………………………. 
12. If you are given a digital device for reading, what device will you use during    
reading process? ( you can choose more than one) 
  E-book readers (e.g. Amazon kindle) 
  Tablet   
  Desktop     
  Laptop   
  Smart phone 
  Others, please state …………………………………………….. 
13. What make you prefer digital devices during reading process (you can choose 
more than one) 
  Zoom in and Zoom out  
  Highlighting particular text  
  Easy to copy and paste  
  Very fast in searching  
  Multimedia (interactive) 
  Portability 
  Annotation (make notes) 













Introduction: Personal robots are robotic technologies that have been developed to engage/ 
interact with people and also to partake in people's daily lives in rich and rewarding ways to 
help them live healthier lives, connect with others and learn well.  
Please mark (√) in the appropriate place provided.        
1. Based on the photos above, what image of personal robots do you have? 
 Good (It is good for helping human) 
 Bad (It constitutes danger and replaces man)    
 Neutral (It depends on what is done with it) 




3. How do you prefer the embodiment/presentation of your personal robot? 
 Physical embodiment  
 Virtual embodiment (on the screen/ avatar) 
 Uncertain 
4. How do you prefer your personal robot to look like? 
 Human-like  
 Machine- like 




AUTOM is a personal robot (coach robot for weight loss) that has been developed to 
professionally interact/ engage with people to keep track their losing weight progress. It 
became an integral part in their daily lives.  
 
Some of Autom's features: 
1. It possesses expressive, blue eyes that even offer up the occasional wink 
2. It is able to motivate its users to continue their diet program 
3. It is able to remind its users to eat healthy                 
4. It has short conversation to communicate with its users 
(No two conversations are alike) 





5. Based on the concepts above, please circle the number that best represents your opinion 
about designing a personal robot that can help you during reading?  
 
                              1        2        3        4        5        6        7 
 
1. i. I like the idea of having a personal robot that can support me during reading  1 2 3 4 5 6 7 
2. ii I can afford to have a personal robot at home 1 2 3 4 5 6 7 
3. Personal robot can encourage/motivate me during reading 1 2 3 4 5 6 7 
4. Personal robot can help me to reduce my fatigue such as backache and eye strain during reading 1 2 3 4 5 6 7 
5. 
Personal robot can help me to reduce my mental 
exhaustion such lack of focus and tiredness during 
reading 
1 2 3 4 5 6 7 
 
6. If one of these objects will be represented as a personal robot to assist your reading 
process, kindly, circle the priority for each object? 
                                                                                       
1. Table lamp    LOWEST                                                                        HIGHEST 
                         PRIORITY   1            2           3            4            5          PRIORITY 
 
2. Mug/ Cup     LOWEST                                                                        HIGHEST 
                         PRIORITY   1            2           3            4            5          PRIORITY 
 
3. Pen holder    LOWEST                                                                        HIGHEST 
                         PRIORITY   1            2           3            4            5          PRIORITY 
 
4. Table fan      LOWEST                                                                        HIGHEST 
                         PRIORITY   1            2           3            4            5          PRIORITY 
 
5. Clock            LOWEST                                                                        HIGHEST 
                         PRIORITY   1            2           3            4            5          PRIORITY 
 
Please check: No two objects can have the same priority. 
7. If there is a personal robot to assist/ accompany you during reading, what is the 
function the robot should do? (You can choose more than one) 
   Remind me to take a break 
   To control the intensity of light 
   Motivate me for reading 
   Play music   
   Short conversation 
   Others, please state what other functions you might think that robot should do? 
8. What are the qualities you prefer to be added to the personal robot that can assist you 
during reading? ( You can choose more than one) 
 Intelligence (the capacity for knowing your needs)            
 Empathy (the capacity for recognizing your feeling) 
 Rationality (the capacity for reasoning and respond logically towards you)        
 Reliability (the capacity of robot to be trusted by you)  









 Survey Results 
Overview of Demographic Information 
 
• Readers’ personal experiences towards using personal robots were surveyed and 
revealed that 90.1 percent of the respondents got no experiences with robot.   
 































Respondent's Living situation 
Living alone 
Living with housemate  
Living with spouse 
Living with children  
Living with roommate  


















Respondent's Monthly income 
< 1000  
1000 -2000  























































• Apart from determining what object is preferred to be represented as a robot, 
readers determined what functions they wish the robot has and the result is as 
follows:   
 
• Respondents specified the qualities they wish the robot should have. Respondents 
prefer the robot to have some qualities such as intelligence (the capacity for 
knowing your needs), empathy (the capacity for recognizing your feeling), 
rationality (the capacity for reasoning and respond logically towards you), and 










































• Respondents were highlighted the reasons that have major impacts on reading. The 















Intelligence Empathy Rationality Reliability
What are the qualities you prefer to be added to 
the personal robot that can assist you during 
reading?
89% 



























































 Hardware Components Specifications 
 
• Electronic Circuit Design  
The electronic circuit diagram for all the hardware components was made. This circuit 
visualized how robot’s electronic components can be powered from any typical power 
source with 220/240V AC using a switching power supply and a DC- to- DC converter.   
Electronic Circuit Diagram for IQRA’ 
First, the switching power supply converts 240V (AC current) to 12V (DC current). 
Next, the 12VDC-to-5VDC converter is used to power the Raspberry Pi and the motor 




motor (using General-Purpose Input/Output (GPIO) pin 4 / GPIO4) while the motor 
driver powers the other two DC motors. It is interesting to mention that the Raspberry 
Pi microprocessor controls the direction (Cartesian coordinates) of the DC motors 
(DIG1 and DIG2) using GPIO12 and GPIO22 by sending analogue signals (AN1 and 
AN2) via GPIO10 and GPIO16. Also, it controls the servo direction by sending a 
PWM (Pulse Width Modulation) signal using GPIO8. 
• Physical Driver Components   
IQRA’ was designed to support four-degrees-of freedom (4DOF). The first 2-DOF 
allows the robot head to rotate from left to right directions (within 55 to 130 degrees). 
Another 2-DOF permits the entire body (robot’s arms) to move forward and backward 
direction (to allow changes in social space interaction within the range of 0-30 
degrees). Although the maximum rotational degrees of servo motors are between 0-
180 degrees, the 55 to 130 degrees range have been chosen as the results from 
extensive experiments to determine the optimal positions for the robotic head. 
Moreover, it is more realistic to mimic a maximum rotational position of a human neck 
as a basis for subtle social human-robot interaction to take place. In addition to the 
motors movements, the interface of the robot (the head-mounted Android mobile 
phone) has an interactive animated character to give a sense of a living and sociable 
object (animacy).  
• Robot Microcontrollers  
This section explains the essential micro-electronic devices that are used to construct 
IQRA’. There are three different devices, namely; Raspberry Pi, Android mobile 
phone, and Smart Motor Drive were used to control the entire behaviours of the robot. 




I. Raspberry Pi 
The huge advancement in electronic devices make it easily for developers to get palm 
size and low-cost electronic boards, like Raspberry Pi microcontroller that carry 
extraordinary capabilities like a normal personal computer processor. The figure below 
shows the Raspberry Pi design and its physical components. Due to its versatility and 
costs, Raspberry Pi is selected as a platform to control the movement of the robot. 
IQRA’ utilizes the Raspberry Pi 3 Model B -version 1.2 as a microcontroller platform 
and was purchased online via https://www.element14.com website.  
 
 Physical Components of Raspberry Pi (from https://www.element1 4.com website) 
The detailed explanations of Raspberry Pi variants and its capabilities can be obtained 
in Upton and Halfacree (2014). 
II. SmartDriveDuo10 
As Raspberry Pi is limited only to handle up to 5V, and any overloading current can 
cause damage or burn itself, the smart motor driver dual channels is needed to allow 




additional device to power robot’s DC motors. This component is designed to drive a 
medium power brushed DC motor with a maximum current capacity up to 30A peak 
(few seconds) and 10A continuously. Primarily, this driver is designed specially to 
control a differential-drive mobile robot. The following figure depicts the 





 Motor Driver SmartDriveDuo10 (from https://www.cytron.io website) 
This motor driver was purchased online from https://www.cytron.io. The detailed 
specifications (including user manual) for SmartDriveDuo10 motor driver can be 
found from the mentioned website.  
III. Android Phone 
The Android-based smartphone was chosen to serve as a robotic face and its main 
computational unit due to the versatility and robustness to process real time data from 
Raspberry Pi microcontroller. Moreover, this decision was made due to its popularity, 
low developmental cost, open source platform and its rich hardware and Java platform 
support. In fact, an Android platform requires low development costs due to no 
licensing fees or expensive development tools are needed. Given the extensive set of 
Java libraries supported by Android OS and its comprehensive Software Development 
Kit (SDK), it facilitates any Java developers to create or extend the application even 
















Once an Android OS based smartphone is chosen, the next step is to select the model 
in implementing the robotic tasks. For this purpose, a model name ASUS ME172 V 
4.1.1 is selected due to the screen size, weight, and its resolution to display vibrant 
animations. This ability is needed to transform the phone into a believable mediated 
friendly character.   
 
 
ASUS ME172V 4.1.1 
Besides that, the ASUS phone is reasonable choice due to its lightweight design and 
maximum load of the motor carrying capacity for stall torque conditions.   
• Servo and DC Motors  
Within robotic hardware components, both servo and DC motors are considered as the 
main components for the robotic development. For example, the servo motor is used 
to manipulate the robot head movement for realistic and subtle human-robot 
interactions. Therefore, to fulfil this requirement, a high torque RC servo motor with 
straight mounting that capable to perform 180 degrees rotation is chosen. The key 
reason to use this servo motor for IQRA’ is because of it is affordable, capable to 
support high torque, and can be communicated with the Raspberry Pi microcontroller. 
The selected servo motor that controls left/right movement of IQRA’ robotic head is 









Similarly, two DC “Dual shaft self-locking DC worm gear motor” motors powered by 
Raspberry Pi are used to control the physical robot movement during the interaction. 
The figure below shows the type of a DC motor that was used in the robot’s 
construction process. 
 






















• Technical specifications for both servo and DC motors as well as circuitry design 
related to the switching power supply, and DC- to- DC converter are detailed out 
as follows. 
SmartDriveDuo-10 Motor Driver Specifications: 
• Input Voltage (Motor): 7 - 35VDC 
• Single power operation 
• Dual Channels, means it can drive two brushes motor independently, or mixed. 
• Operating modes: RC (RC servo signal), Analog, PWM, simplified and packetized 
UART. 
• Two manual/test buttons for each channel. 
• Two output indicator LEDs for each channel. 
Dual shaft self-locking DC worm gear motor Specifications: 
• Rated Voltage: 12V. 
• No load speed: 16 RPM 
• Power Supply: Regulated DC power supply 
High Torque RC Servo Motor with Straight Mounting 
• Max rotating angle: 180° 
• Operating torque: 15Kg.cm at 6.0V; 16Kg.cm at 7.4V 
• Operating speed: 0.16sec/60° at 6v; 0.14sec/60°at7.4v 
• Idle running current: <500m 
Switching Power Supply 240V to 12V 
• Size: 15.8 x 9.7 x 4.2cm 
• Input Voltage: 100~120V AC, 200~240V AC (Preset 220V) 
• Output Voltage: 12V DC 
• Output Current: 0~10.0A 
• Shell Material: Metal case / Aluminum base 
• Protection: Shortage Protection, Overload Protection, Over Voltage Protection 
DC to DC Converter 
• Input: DC 8-20V, (12V changes to 5V) 
• Output: DC 5V, 3A, 15W. 
• Size: 46mm X 27mm X 14mm. 
• Synchronous rectification, the conversion rate is ≥96%, very low heat. 
• With overload/over-current/over temperature/short circuit protection and it can work 
in normal condition when restored. 
• All epoxy sealed containers with Waterproof Housing. 





 Appendix I 
Low and High-Fidelity Prototypes 
Low-Fidelity Prototype (Lo-Fi) 
Basically, the low fidelity (paper prototyping) provides a limited functionality and 
restricted amount of interaction. It helps to generate various design alternatives for fast 
and crude prototype development manners to demonstrate the basic system 
functionalities. In other words, it visualizes the fundamental design ideas at the 
beginning of the design process. The outcome from this process is a conceptual 
prototype which is simple, cost saving, and fast (Sefelin, Tscheligi, & Giller, 2003). In 
this study, all the system interfaces were sketched on papers to get better understanding 
and design alternatives prior to the real working prototype deployment. Following 










Low Fidelity Prototypes 
The examples of the paper-based prototyping design (Lo-Fi) related to the robotic 








the input processes (a, c, and d). Correspondingly, the whole Lo-Fi results for the 
human-robot interfaces are shown in (e) and (f). Next, all the obtained conceptual 
designs from this this stage provide an underlying construct for software 
developmental process (High-Fidelity prototyping) as described in the next section.      
High-Fidelity Prototype (Hi-Fi) 
The High- Fidelity prototype (high fidelity wireframe) aims to visualize the final 
design of the user interface with all system functionalities. The Hi-Fi prototype has a 
higher degree of realism and it is always considered identical to the final product 
(Walker et al., 2002; Tsai & Yang, 2017). Moreover, the Hi-Fi prototype enables 
application developers to test entire system (e.g., the flow of the system) prior to the 
real /final development stage.  
 
Pencil Developmental Platform Software 
As such, once the Lo-Fi prototype for the robot interfaces has been completed, the Hi-














High Fidelity Prototypes 
The figure shows the Hi-Fi design output of a slider bar to capture user’s confirmation 
for provided support (as in a), and user’s inputs for robot’s computational derived 
beliefs about the task presentation (as in (b)). Also, both screenshots in (c) and (d) 










 Robot User Interface  
Robot’s Observation Interfaces:  
Initially, the reading companion robot collects individual data (data acquisition). Towards this 
end, the robot will show different screens asking the users to answer several questions related 
to its observation. Next, users will key-in their answers using enabled touch slider where the 
user has to select the slider based on a range between 0 and 100. The followings are examples 














      Robot Data acquisition  
Furthermore, the personality of the user was collected following the Big-Five inventory where 
two questions were used to measure neuroticism. Not here, personality in this work refers to 
general concept of positive or negative personality where neurotic person was determined as 
a person with negative personality (represented as 0) while a person with any of the other four 
personalities (openness, extroversion, introversion, conscientiousness) was determined with 
positive personality (represented as 1). As such, the interface to measure the personality of the 








The value from the interface was calculated as follows. First, the answer from the question one 
was reversed as explained in the descriptions of Big Five Inventory scoring (i.e., if a reader 
selected agree strongly which represents 5, then the value must be reversed to be 1 and vice 





For example, if a reader’s answers for question one is disagree strongly (1) and for question 
two is agree strongly (5), the personal profile value was computed as follows: 








	It means the personality of the reader is negative.  
 



































                              Robot’s supports actions Interface  
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