Except in three cells, the frequency of the oscillation did not depend on the physical characteristics of the stimulus that were tested (contrast, orientation, direction, ocularity and position in the receptive field). No significant correlation was found between the intensity of the visual response and the strength of the rhythmic component. 8. Although it cannot be excluded that the dominant frequency of oscillations might be related to the type of anaesthetics used, no correlation was found between local EEG and the oscillatory activity elicited by visual stimulation. 9. We conclude that the oscillations observed in the present work are generated by synaptic activity.
1. We have studied the oscillatory activity of single neurons (91 recorded extracellularly and 76 intracellularly) in the primary visual cortex of cats and kittens to characterize its origins and its stimulus dependency. A new method for the detection of oscillations was developed in order to maximize the range of detectable frequencies in both types of recordings. Three types of activity were examined: spontaneous background activity, responses to intracellular current steps and visual responses. 2. During spontaneous activity, persistent oscillatory activity was very rare in both types of recordings. However, when intracellular records were made using KCl-filled micropipettes, spontaneous activity appeared rhythmic and contained repeated depolarizing events at a variety of frequencies, suggestive of tonic periodic inhibitory input normally masked at resting potential. 3. Patterns of firing activity in response to intracellular current steps allowed us to classify neurons as regular spiking, intrinsically bursting, and fast-spiking types, as described in vitro. In the case of rhythmically firing cells, the spike frequency increased with the amount of injected current. Subthreshold current-induced oscillations were rarely observed (2 out of 76 cells). 4 . Visual stimulation elicited oscillations in one-third of the neurons (55 out of 167), predominantly in the 7-20 Hz frequency range in 93 % of the cases. Rhythmicity was observed in both simple and complex cells, and appeared to be more prominent at 5 and 6 weeks of age. 5. Intracellular recordings in bridge mode and voltage clamp revealed that visually evoked oscillations were driven by synaptic activity and did not depend primarily on the intrinsic properties of recorded neurons. Hyperpolarizing the membrane led to an increase in the size of the rhythmic depolarizing events without a change in frequency. In voltage-clamped cells, current responses showed large oscillations at the same frequency as in bridge mode, independently of the actual value of the holding potential. 6. In fourteen intracellularly recorded neurons, oscillations consisted of excitatory events that could be superimposed on a depolarizing or a hyperpolarizing slow wave. In two other neurons, visual responses consisted of excitatory and inhibitory events, alternating with a constant phase shift. 7. Drifting bars were much more efficient in evoking oscillatory responses than flashed bars.
Except in three cells, the frequency of the oscillation did not depend on the physical characteristics of the stimulus that were tested (contrast, orientation, direction, ocularity and position in the receptive field). No significant correlation was found between the intensity of the visual response and the strength of the rhythmic component. 8. Although it cannot be excluded that the dominant frequency of oscillations might be related to the type of anaesthetics used, no correlation was found between local EEG and the oscillatory activity elicited by visual stimulation. 9. We conclude that the oscillations observed in the present work are generated by synaptic activity.
It is likely that they represent an important mode of transmission in sensory processing, resulting from periodic packets of synchronized activity propagated across recurrent circuits. Their relevance to perceptual binding is further discussed.
Statistical analysis of the visually evoked firing of cortical cells reveals that some neurons have an oscillatory activity, i.e. they tend to emit action potentials in a periodic manner ). This behaviour is in contrast to the dominant firing process of central neurons, usually observed in their resting mode, and characterized by a distribution of the interspike intervals of the Poisson type, where a refractory period in addition limits the occurrence of the shorter intervals (Cox, 1962) . Theoretically, periodic firing could stem from pacemaker properties of the cell, or from a source of periodicity already contained in the input. Experimental evidences for these two types of mechanisms have been found in different cortical areas. Pacemaker properties at frequencies ranging from 5 to 50 Hz are present in the subthreshold and in the spiking activity. Subthreshold oscillations have been recorded in vitro in stellate cells of entorhinal cortex (Alonso & Klink, 1993) and depend on a persistent sodium current. They are also present in pyramidal cells of frontal cortex where a potassium current sets their resonant frequency and a persistent sodium current controls their amplitude (Gutfreund, Yarom & Segev, 1995) . Current-induced periodic firing has been reported essentially in intrinsically bursting and fast-spiking cells, since regular cells classically exhibit discharge adaptation and therefore lack endogenous rhythmicity. Recently, McCormick & Gray (1995) have described a new category of neocortical cells, termed 'chattering cells', that can emit periodic bursts at high frequencies in response to current injection. However, periodicity can also be synaptically driven through reverberation of activity in a network of non-pacemaker neurons, as illustrated by many models, including recurrent connections, either only excitatory (Deppisch, Bauer, Schillen, Konig, Pawelzik & Geise., 1993) or excitatory and inhibitory (Wilson & Cowan, 1972; Konig & Schillen, 1991 ). An interplay between local excitatory and inhibitory connectivity and intrinsic voltage-dependent properties determines the spindle-like oscillations observed in slices of thalamus, where reciprocal connections between perigeniculate and lateral geniculate nuclei are preserved (Von Krosigk, Bal & McCormick, 1993) . Synaptically driven periodicity can also be inherited from extrinsic projections. For instance, it is well established that the spontaneous spindles observed during barbiturate anaesthesia are generated in the thalamus and propagated to the cortex (for review, see Andersen & Andersson, 1968) . Using intracellular recording in the motor cortex, Creutzfeldt, Watanabe & Lux (1966) have observed systematic correlations between the negative peaks of the surface EEG spindles and intracellular depolarizations.
The study of oscillatory activity in the visual cortex recently regained interest because stimulus-induced neural oscillations have been shown to synchronize across large cortical distances as a function of global features of the stimulus (Eckhorn et al. 1988 ; Gray, Konig, Engel & Singer, 1989 ).
The source of such visually evoked periodicity has been documented at the intracellular level by several studies. An early report, based on a small number of cells, described periodic inhibitory potentials during visual stimulation, but no quantitative analysis was performed (Ferster, 1986) . The same laboratory, using blind patch-clamp recordings, later reported rhythmic potentials that were assumed to be synaptic because their frequency did not vary with polarization of the membrane potential (Jagadeesh, Gray & Ferster, 1992) . However, the role of inhibitory and excitatory synaptic potentials, and the importance of these phenomena across the population of cortical cells still need to be clarified.
In the present study we Part of this work has been briefly presented elsewhere (Bringuier, Fregnac, Debanne, Shulz & Baranyi, 1992) .
METHODS Animals, surgical preparation and physiological controls
Normally reared kittens from our breeding colony, aged from 4 to 24 weeks of age, and adult cats (over 1 year of age) were used for this study. Initial anaesthesia was induced by intramuscular injection of Althesin (Glaxo, 1 2 ml kg-'; 10-8 mg kg-' alfaxalone and 3 6 mg kg-' alfadolone acetate). (Fig. lA c) . ACFs were also generated from subthreshold membrane potential fluctuations obtained by hyperpolarizing the cell with a negative DC current while the receptive field was visually stimulated (Fig. 1Ad) . Finally, we computed the ACF of membrane currents while the cell was voltage clamped ( Fig. 1 A e) . The presence of oscillations (rhythmicity) in spike trains was revealed by regularly spaced peaks in the ACHs. This cumulative measure excluded transient oscillatory behaviour from the analysis, which could be dominant in one trial but absent in the others, or which changed in frequency across trials. Oscillatory ACHs often showed damped peaks, but the pattern itself varied from one cell to the other. In some instances, the ACH could be fitted by a Gabor function (product of a cosine by a Gaussian function), but it was far from a general rule. Generally, the shape of the peaks did not match that of the Gabor template, because their flanks were too asymmetric. Furthermore, the Gabor approach is devoid of theoretical background. A two-step template-free analysis was therefore applied in order to assess the presence of oscillations. ACHs were tagged as oscillatory if: (a) their peaks were patterned in a rhythmic fashion; and (b) their amplitude was larger than a given threshold. Although the following processing description focuses on ACHs, the same analysis was applied separately to ACFs.
Step (a). In the first step, local extrema were defined as points (x, y) of the ACH that have a maximum or minimum y value within an (x -1, x + 1) interval (where I is half the width of the moving window). The interval itself was displaced as a moving window along the time axis from zero to 500 ms. In the case where several local extrema were detected in a given interval, the one with the smallest abscissa value was selected. In order to scan a broad spectrum of temporal frequencies with accuracy, the width of the moving window was progressively varied (I = 5, 10, 20, 30, 40, between the maxima and the latency of the first maximum) was less than 0-16. This threshold value was empirically determined by examining a sample of ACHs computed from artificial spike trains. Several pseudoperiodic point processes were generated by adding a Gaussian jitter of null mean (positive or negative) to a fixed time interval, and ACHs were compared for progressively higher and higher variation coefficients of the Gaussian noise. The rhythmicity threshold was set such that three peaks detectable by an observer appeared in the ACH. The fact that the time excursion of the ACH was limited to a 500 ms lag duration and that at least four minima were required for significant oscillation detection implies that the oscillation spectrum was high-pass filtered at 7 Hz. Because of the extrema definition (see above) and the chosen minimal 1 value of 5 ms, our maximal frequency resolution was limited to 200 Hz. However, because of the 7 ms uniform smoothing procedure of the ACH, we observed that oscillations above 85 Hz tended to be reduced. The method is therefore characterized by a 7-85 Hz bandpass filtering. Note that this procedure allows the extraction of several frequencies from the same ACH.
Step (b). In the second step, two parameters (Fig. 1B ) that quantified peak amplitudes were extracted from the ACHs (and ACFs) that had satisfied the previous rhythmicity analysis. The first parameter is Cm, the 'Michelson contrast' of the first peak for extracellular data, i.e.:
where Max is the amplitude of the first peak and Min the averaged amplitude of the first two minima (Minl and Min2 in Fig. 1B ). The second parameter is a time constant r characterizing the damping of the modulation, and is defined as the difference between the two exponential curves (of the type a,exp (a2 x) + a3) fitting the four maxima and the three minima, respectively. T was chosen by algorithm running on a perceptron (see Methods for details). Three representative examples are given in Cb, c and d. Cb, the ACH was estimated as non-oscillatory and its representation in the Cm-(T/T) plane was situated under the separation line (arrow to the right in Ca). Cc and d, ACHs were estimated as oscillatory but were distinguished by the Euclidean distance of their associated circle and the separation line (d = 2-8 and 9-8, respectively), which provided a quantitative rhythmicity index for the strength of the oscillation observed in the ACH. about every 100 ms. The spiking activity tended to be more intense with KCl electrodes and always occurred riding on the top of subthreshold modulation of the cell membrane potential. KCl recordings could also reveal a true repertoire of rhythmic abilities, during episodes too short in duration (< 500 ms) to reach the significance criteria. Such episodes contained small events (peak amplitude of the order of 1 mV) repeated at frequencies up to several hundred hertz (Fig. 3B ).
Current-induced oscillations Intracellular current pulses were applied to characterize the firing mode of the cell, and test its ability to generate rhythmic discharge. RS cells with strong adaptation showed no oscillatory behaviour during current injection. However, some of the RS cells which showed a reduced level of adaptation of discharge after the first two spikes (see also Baranyi et al. 1993) , and the majority of bursting cells and the fast-spiking cells could exhibit rhythmicity. Some IB cells exhibited an initial burst following the current step onset followed by periodic firing of single spikes, a discharge pattern that has been reported in vitro (McCormick et al. Figure 4 presents intracellular oscillatory responses in a cell recorded in a 9-week-old kitten. Expanding the time scale (Fig. 4A b) allowed more careful inspection of events contributing to a single period of the oscillation. In subthreshold events a jagged appearance was suggestive of summated individual EPSPs. Moreover, the depolarizing events were often separated by an apparently silent time zone. Such 'isopotential pauses' suggest that fast depolarization cannot be explained solely by voltagedependent properties.
Intracellularly and extracellularly recorded oscillations most probably corresponded to the same phenomenon because:
(1) they share a similar phenomenology in terms of frequency and stimulus dependency (see next section); (2) ACHs computed on spike discharges during a significantly oscillating episode of membrane potential showed a modulation at the same frequency as that exhibited by the ACF computed on the spike suppressed record; and (3) a strict phase relationship between spiking and the membrane potential could be established by spike-triggered averaging of the membrane potential. For instance, the neuron in Fig. 4 had an oscillatory discharge, as shown by the evenly spaced peaks in the ACH in the lower part of the figure, and the periodic changes in membrane potential were in phase with the suprathreshold periodicity, as shown in the upper record of the bottom part of Fig. 4B . Fig. 5 . A moving bar of light evoked a 10 Hz oscillatory pattern of membrane potential, leading to rhythmic discharge (Fig. 5B ). When the cell was hyperpolarized by anodal current injections, the oscillatory behaviour of membrane potential was maintained at the same frequency although the cell no longer reached firing threshold. The peak-to-peak amplitude of the subthreshold depolarizing events increased significantly with hyperpolarization, a linear fit giving an extrapolated reversal potential of -32 mV (graph in Fig. 5B inhibitory nature of the compound synaptic potential. This behaviour differed from that observed in the same cell in the absence of visual stimulation, when a current step was applied (Fig. 5A ). While subthreshold currents evoked no rhythmnicity, currents of higher value triggered an oscillatory discharge, the frequency of which depended on the amount of current injected. By adjusting the value of current injected so that the frequency of discharge matched that of the visually induced oscillation, the modulation of the membrane potential in each situation could be directly compared (superimposed traces in Fig. 5C ). Visual oscillations consisted of events with a depolarization phase faster than that seen during repolarization, while a more symmetric, if not opposite pattern, was characteristic of the current step-induced oscillations. In Fig. 5D and E, we superimposed several periodic potentials elicited by current and visual stimulation, respectively. Periodic potentials elicited by current (Fig. 5D) This neuron was recorded in an 8-week-old kitten and stimulated through the non-preferred eye with a moving light bar (narrow rectangles and arrows in the upper diagrams) swept across its receptive field (large rectangles), and recorded both in bridge mode (A) and in voltage-clamp mode (B). A, at rest (-72 mV, middle trace), the response profile consisted in rhythmic waves of depolarization often followed by a brief hyperpolarization. When the cell was depolarized with a positive DC current (-57 mV, +0-2 nA, top trace), the response consisted of a series of hyperpolarizing events, that could be clearly separated, with sharp onsets and slower repolarizations; in some instances, a small fast depolarization was observed at the end of the cycle, and was abruptly cut by the occurrence of the next hyperpolarizing event. At -87 mV(-0 5 nA, lower trace), excitatory events became larger and longer than at rest, while hyperpolarizing potentials almost disappeared. However, the frequency of the oscillation remained unchanged. Scale bars, 4 mV and 200 ms. B, voltage clamped at -59 mV (top), the response was composed of inward and outward currents recurring periodically at the same frequency as that observed in bridge mode. When clamped at -79 mV (bottom), the inward events were larger and longer than at the resting holding potential and the outward currents were strongly reduced. Current traces appear more phasic than voltage records. Scale bar, 50 pA and 200 ms; same scale for voltage traces as in A.
cell, we found that anodal hyperpolarization led to a decrease in the size of the depolarizing events. However, very clear subthreshold oscillation persisted (data not shown). The larger amplitude modulation observed at the resting membrane potential might be explained by the involvement of NMDA receptor-mediated transmission or by the presence of voltage-gated currents activated by the depolarizing synaptic responses. However, the rhythm itself seemed to be determined by periodic synaptic input since hyperpolarization did not evoke significant changes in the frequency of oscillations. In contrast, cells could behave rhythmically under current injection and at the same time show no periodicity in visual firing. Voltage-clamp evidence for rhythmic synaptic currents. If oscillations mainly stem from periodic synaptic inputs, a straightforward prediction is that one should be able to observe them in voltage-clamp recording mode. Four neurons that showed significant visually elicited oscillatory behaviour in bridge mode were studied under singleelectrode discontinuous voltage clamp, during which rhythmic inward currents at a similar frequency were evoked. The case of a cell recorded in a 9-week-old kitten, stimulated with a moving bar, first in current clamp, then in voltage-clamp mode, is illustrated in Fig. 6 . In current clamp, while the resting potential was fluctuating around -67 mV, visual stimulation induced periodic depolarizations often leading to spikes, at a dominant frequency of 9 Hz (Fig. 6A) . The same stimulus presented while the cell was voltage clamped at -66 mV triggered a succession of inward events of 200-400 pA, appearing in a rhythmic fashion at A Current steps the same temporal frequency (Fig. 6B ). When the cell was clamped at -80 mV (Fig. 6C) depolarizing and spiking events (data not shown), stimulation through the non-preferred eye evoked a response of alternated depolarizing and hyperpolarizing events (shown in Fig. 7) . The resting potential of this cell was -72 mV. When depolarized to -57 mV, the visual response in bridge mode was marked by periodic hyperpolarizing events of 2-4 mV, separated in some cases by fast depolarizations (Fig. 7A, top trace) . These excitatory potentials were cut by the inhibitory ones. Repolarizing to -72 mV and further hyperpolarizing the membrane to -87 mV with a negative DC current led to an attenuation of the inhibitory events, and an enhancement of the excitatory ones, both in amplitude and duration (Fig. 7A, bottom  trace) . The current-clamp records alone could not determine if this excitatory periodic activity depended on intrinsic properties of the neuron that are interrupted by inhibitory synaptic input at more depolarized membrane potential levels, or if both the excitatory and inhibitory events stemmed from synaptic activation. The voltage-clamp recording performed on the same cell for identical stimulus conditions, as shown in Fig. 7B showed alternance of inward and outward currents when the cell was clamped at -59 mV, whereas inward currents were dominant when the cell was clamped at -79 mV, therefore indicating that these events were of synaptic origin. Under all these recording conditions, the ACFs for this cell remained oscillatory at the same frequency, thus demonstra-A -60 mVting independence in the frequency domain between the inward and outward components at the post-synaptic level. The time lag between the inward and outward currents corresponded to a 45 deg phase shift between excitation and inhibition during the oscillatory cycle. This phase shift did not depend on the direction of the bar moving along the axis orthogonal to the preferred orientation and therefore could not be explained in terms of the spatial organization of the receptive field. Since, in the same cell, the response to the dominant eye contained suprathreshold oscillations (data not shown) devoid of apparent hyperpolarizing events, these results also show that the imbalance in the level of inhibition elicited from each eye might contribute to the ocular dominance of single cortical neurons. y range oscillations The oscillations in neural activity we have discussed so far concern the a and , frequency ranges. Very seldomly did we record oscillations above 20 Hz. Two cells recorded intracellularly exhibited oscillatory frequencies above 30 Hz (32 and 33 Hz) when stimulated with a moving light bar. The complex IB cell shown in Fig. 8 Oscillatory inward currents (14 Hz) were evoked by visual stimulation whereas the EEG showed no rhythmically organized pattern. Scale bars, 04 nA (top trace) and 200 ms. B, a second simple cell recorded in bridge mode in a 12-week-old kitten with a sharp electrode containing QX314. Top: V., during a stimulation by a bar swept across the receptive field at optimal orientation and speed. Bottom: EEG recorded simultaneously, less than 2 mm from the penetration site. Oscillatory depolarizations (31 Hz) were evoked by visual stimulation, whereas the EEG showed no rhythmically organized pattern. Scale bars, 10 mV (top trace) and 100 ms. evoked at the same frequency. However, current step injections alone did not evoke any stable oscillatory discharge, nor subthreshold rhythmicity. The intraburst frequency observed during optimal visual stimulation could reach 500 Hz, which is a much higher value than that typically observed during slower oscillatory activity (up to 200 Hz). Absence of correlation of unitary responses with EEG As stated earlier, most oscillatory responses we observed were in the 8-20 Hz range, which raises the issue of their dependency on the state of anaesthesia of the preparation, and more specifically of their relationship with sleep spindles. In fact, it could be argued that under our conditions of anaesthesia, visual stimulation might activate the thalamic mechanisms generating spindles, that could propagate to the visual cortex. This would be in agreement with the synaptic origin of the cortical rhythms we recorded. We therefore examined the EEG recorded at the primary visual cortex level. A first observation is that in our preparation, during anaesthesia with Althesin, a synthetic steroid, EEG spectrum peaks were typically restricted to the 4-7 Hz range, a lower frequency than that of the visually evoked oscillations. A second argument comes from the direct comparison of single neuron behaviour and surface EEG recorded simultaneously at close distance (< 2 mm from the penetration site). Seven intracellular recordings were performed in these conditions. In no case did we observe spindles or higher frequency oscillations (> 7 Hz) in the EEG during the visual stimulation. However, two cells showed oscillatory behaviour and are illustrated in Fig. 9 . One cell was recorded in voltage clamp (whole-cell mode, Fig. 9A ) and the other intracellularly, in bridge mode (Fig. 9B ). Both cells were recorded with 2(triethylamino)-N-(2,6-dimethylphenyl)acetamide (QX314) in the pipette, in order to block fast and persistent sodium channels and potassium channels. Although QX314 and, in one of the cases, voltage clamp, are expected to maximize the influence of synaptic activity on the behaviour of the cell, no correlation could be observed between the periodic inward currents (or depolarization) and the concomitantly recorded EEG. Furthermore, when studying long time periods of extracellular recorded activity, oscillations in the background firing rate were mostly transient and never in the same range of frequency as those observed during the visual stimulation. A last argument pleading for a lack of correlation between EEG and cellular activity during visual responses is that different oscillation frequencies could be recorded in the same neuron in response to opposite contrast stimuli during interleaved trials. Therefore, the oscillatory responses we have observed at the single cell level cannot be accounted for in terms of massive synchronization, such as those underlying spindles or a rhythm. In summary, the oscillations we observed both in the spike trains and membrane potential are generated presynaptically from the recorded cell. Because we could not record neurons that behaved as pacemakers during visual stimulation, we conclude that rhythmicity is a result of the network architecture and function, or stems from periodic inputs inherited from afferent activation. Voltage-dependent inherent mechanisms do not contribute to rhythmogenesis of the visually evoked oscillation at the single cell level, although it cannot be excluded that they might determine in a co-operative manner some of the temporal properties of the network.
Stimulus dependency
Visually driven oscillations have been proposed to participate in the neural processing underlying binding and image segmentation and their strength assumed to signal the coherence of the visual input configuration (Fig. 9 in . It is therefore of importance to study in a systematic and quantitative way their dependency with respect to the visual stimulation. General charaoteristics Twenty-one of the oscillatory cells recorded extracellularly were all stimulated by light and dark bars, swept at optimal velocity in both directions orthogonal to the preferred orientation, and by stationary stimulus flashed 'on' and 'off' in at least two positions of the receptive field (at least eight configurations of stimulation). Among these, only ten cells oscillated for more than one stimulus configuration. We therefore considered the possibility that some stimuli might be more efficient than others for eliciting an oscillatory response. This was confirmed by the fact that the distribution of occurrence of oscillatory responses with respect to the type of stimulus used was not uniform (P < 0 0007, t test). As described previously (Tovee & Rolls, 1992) , oscillations were more likely to occur when using moving bars rather than stationary ones (15 vs. 6 cells). However, the contrast polarity or the 'on' vs. 'off' transition polarity (see Methods) did not affect the probability of occurrence of oscillations.
We also attempted to correlate the frequency of the oscillation with the stimulus configuration. We found only three cells where different stimuli evoked statistically significant differences in frequency. In two of these cells, direction or contrast polarity significantly modulated the frequency of the rhythmicity by 20-30% (in the 10-14 Hz range), but the absolute value of the changes remained below 3 Hz. In another cell, a moving bar optimally oriented evoked a superposition of two oscillations at 10 and 70 Hz. If the bar stimulated the receptive field at the orthogonal orientation, only the high frequency oscillation was apparent. However, in all other cases the frequency did not appear to be a coding variable. Stimulus phase-locked oscillations were found in three extracellularly recorded cells and one intracellularly recorded cell, and were withdrawn from the analysis, as mentioned in the Methods section. They were observed in response to a static stimulus, shown 'on' and 'off' in specific regions of the receptive field, and exhibited frequencies between 10 and 16 Hz. In the intracellular case, the response included a 766 V Bringuier, Y Fregnac, A. Bai succession of five to seven depolarizing events showing a damping in amplitude, some being subthreshold. For nonstimulus-locked oscillatory neurons, the phase of the oscillatory component with respect to the onset of the response to a moving bar was highly variable, even for the same neuron and using the same stimulus.
Oscillatory strength and response amplitude Extracellular population analysis. An extensive study of stimulus dependency of oscillatory behaviour with respect to the response intensity was carried out for the extracellular sample and restricted to the twenty-one oscillatory cells that had been tested with the same set of stimulus configurations (see Methods). The amplitude of responses was computed rantyi, D. Debanne and D. E. Shulz J Physiol.500.3
either by considering the averaged number of spikes per second evoked by a given stimulus (raw response), or by normalizing this value with respect to the maximal response evoked in the same cell by the optimal configuration from the stimulus set (normalized response). Neither the raw (Fig.  IOA a) nor the normalized response (Fig. IOA b) was correlated with the oscillation strength (r2 = 0064, P > 019 and r2 = 0-013, P > 055, respectively). Two other analyses were then undertaken. First, we selected cells that oscillated for only one configuration and computed in each cell the algebraic difference between each normalized non-oscillatory response and the normalized oscillatory response. The distribution pattern of these differences A b, the same data have been plotted again in a plane where raw response intensities for the different stimulus configurations have been normalized with respect to the maximal response intensity obtained in each cell (for a specific stimulus configuration). Still no significant correlation between oscillatory strength and response intensity was observed after this normalization (r2 = 0-013, P> 0 55). Ba, for cells which oscillated for only 1 stimulus configuration, it can be seen from the distribution of the differences in normalized response intensity between oscillatory and non-oscillatory responses that, although a trend is observed towards negatives values, non-oscillatory responses could be larger than the oscillatory ones in many cases. Bb, for cells of the sample that oscillated significantly for more than 1 stimulus configuration, the distribution of the ratios of the smallest oscillatory response intensity in each cell divided by the largest, indicates that oscillatory responses could be obtained from stimuli giving very different levels of excitation in the same cell. shows that non-oscillatory responses could be weaker, as strong or stronger than oscillatory responses (Fig. lOB a) . Thus, in these cells, the oscillatory response was not necessarily the strongest one. Second, for cells oscillating for more than one stimulus, we computed for each cell the ratio of the smallest raw oscillatory response to the largest one.
A The distribution of this parameter showed that oscillatory behaviour could occur in the same cell for very different response levels (ranging from 10 to 95% of the highest oscillatory response; Fig. lOBb) . Taken together, these results show that the rhythmicity of the firing does not depend on the strength of visually induced activation. Gray et al. 1989) , one could expect oscillatory behaviour to show maximal strength for the preferred stimulus. In order to test this prediction, we compared orientation tuning of the rate of discharge with that of the oscillatory behaviour of the membrane potential. The complex IB cell shown in Fig. 11 was recorded in a 9-week-old kitten and stimulated with light bars drifting at eight different orientations.
Response to a 0 deg (non-optimal) oriented bar is shown at the bottom of the figure. Orientation tunings of four parameters were compared. The top tuning curve (Fig. 11 A) is a polar plot of the averaged number of spikes in the response represented as a function of the stimulus direction. The cell was directional and orientation selective, and showed a clear preference for 150 deg. The second tuning ( Fig. 1 IB) shows the integral of the absolute value of the deviation of the instantaneous membrane potential (after spike filtering) from the mean resting potential computed over the full duration of the visual response. The inner dotted curve represents spontaneous fluctuations of membrane potential integrated for a similar duration. The two tuning curves ( Fig. lIA and B) exhibit similar orientation preference, although the one based on spike counts is more selective than that based on fluctuations of membrane potential (probably due to non-linearity introduced by the spike thresholding). The visual response in this cell could be decomposed into a slow waxing and waning modulation envelope on which rode the oscillatory wave. The third tuning curve (Fig. 1 C) represents the tuning of the modulation amplitude of the oscillatory response. This modulation is given by the integral value of the spike-suppressed intracellular signal, from which the slow depolarization envelope evoked for each direction of the stimulus has been subtracted, and displays poor orientation selectivity. The bottom curve (Fig. 1 ID) shows the polar plot of the strength of the oscillatory behaviour measured by the rhythmicity index (see Methods). This tuning curve indicates that strong sustained oscillations are evoked only for a set of orientations that do not match the tuning of the other parameters. In the present cell, the orientations which elicited the strongest rhythmicity were approximately orthogonal to those evoking the largest discharge intensity. Two examples of ACF are given in Fig. 1 1E and F. Although they correspond to a similar amount of subthreshold depolarization (see arrows in Fig. 1lB) , one (open arrow for the 0 deg stimulation; see also Fig. 1 iF and C) shows a strong modulation, whereas the other one (filled arrowhead for 210 deg; see also Fig. 1 E) does not. This orthogonal relationship was not a systematic finding but the absence of correlation between preferred orientations based on spike based on the population analysis presented earlier, in that preferred stimulus parameters in classical terms ( (Creutzfeldt et al. 1966 ). In the visual cortex, our initial hypothesis was that at the cellular level the oscillatory response may be essentially subthreshold, with a probability of occurrence close to that observed using LFP, the demonstration of which required the use of intracellular recording. However, under the present conditions (local stimulation of the receptive field under anaesthesia), it turned out that the occurrence of oscillatory responses was the same in spike trains and subthreshold fluctuations of membrane potential. Other sources of discrepancy could result from differences in the set of visual stimulation parameters routinely used to assess RF properties. Indeed, since we showed that oscillatory behaviour did not correlate with the largest evoked responses, one cannot exclude that the number of oscillating cells may be underestimated in studies where only a restricted stimulus set of optimal configurations was tested. A last source of variability between studies might result from different statistical tools used to assess the presence of oscillations. This issue has been discussed in details elsewhere (Fregnac, 1991; Young, Tanaka & Yamane, 1992) . The type of neural signal used for the analysis might affect not only the probability of occurrence of oscillatory behaviour, but also the frequency. Namely, single neurons might fire rhythmically at 10 Hz while summated 'population' activity would oscillate at 40 Hz (see for example Kopell & Le Masson, 1994) . Indeed, our own study, like others, at the single-unit level, has shown oscillatory behaviour bound in a relatively low frequency spectrum (Schillen, Konig, Engel & Singer, 1992; Young et al. 1992) . However, the possibility of frequency multiplexing in our preparation remains unlikely, for two reasons. First, higher frequencies in the activity of single neurons were routinely observed in several studies (Eckhorn et al. 1988; Gray et al. 1990; Ghose & Freeman, 1992) , and were present in our simultaneous geniculate recordings (data not shown).
Second, a prediction of the multiplexing hypothesis is that intracellular recordings should reveal the population Masson, 1994 it cannot be excluded that these were undetected because of the 24-96 Hz filtering procedures applied before oscillation detection ). This also applies to the developmental study by Ghose & Freeman (1992) where the peak of detected frequencies is found in the lower range of the analysed spectrum. Origin of the oscillations Oscillatory activity was very rare in the background activity. However, when the cells were recorded with KCl, a variety of transient oscillatory episodes were revealed. It is well established that the equilibrium potential of chloride ions shifts during the first minutes of KCl recordings, due to a dialysis of the intracellular medium by the electrolyte of the electrode, and stabilizes around -30 mV (Shulz, Bringuier & Fregnac, 1993) . This abnormal frequency of depolarizing events most probably corresponds to a continuous GABAergic bombardment which is not revealed when recording with KMS or KAc, since, in this case, the resting membrane potential is very close to the normal equilibrium potential of chloride ions (-75 mV) . During visual activation, does each recorded cell generate a rhythm when stimulated by a non-modulated input (intrinsic origin), or is the rhythmicity already contained in the afferent activity (extrinsic origin)? Three main reasons support an extrinsic origin. First, in our in vivo preparation, we were unable to record consistent subthreshold oscillations triggered non-synaptically. This differs from the subthreshold pacemaker abilities which have been extensively described in some rodent cortical neurons (Alonso & Klink, 1993) , but have yet to be reported in the visual cortex of the cat. Second, certain conditions of visual stimulation could evoke subthreshold oscillatory activity, in the same frequency range as the suprathreshold ones. Neither the occurrence nor the frequency of visually evoked oscillatory activity was affected while the cell was hyperpolarized to -80 mV with a negative DC current. At this potential, most conductances (such as persistent sodium, low threshold calcium, and potassium channels) that could be involved in cortical pacemaking are inactivated or de-activated. Third, since one could always argue that a certain set of conductances could generate the rhythm in such a way that the frequency would be independent of the resting potential, we therefore used voltage clamp to 'freeze' voltage-dependent mechanisms during visual stimulation. In these conditions, cells that showed oscillatory behaviour in bridge mode were found to display rhythmic currents during visual stimulation, at the same frequency. In spite of the possibility that, even clamped, voltage-dependent non-inactivated conductances might participate in the genesis of some currents in the conditions of steady-state activation (for example, synaptically mediated calcium influx might trigger outward potassium currents; see Fig. 6 in Markram & Sakmann, 1994) , it seems unlikely that they might be involved in the genesis of a repetitive process. Moreover, the fact that clamped at a hyperpolarized level rules out any possible contribution of voltage-dependent mechanisms near the electrode impalement site. Recently, Gray & McCormick (1996) suggested that the intrinsic properties of a newly described category of cells, the 'chattering' cells, could be involved in the generation of y range visually evoked oscillations. However, the comparison of the oscillations evoked by a visual stimulus and by a positive current injected through the electrode is not as straightforward as it seems. Indeed, the frequencies evoked by current injections and visual stimulation do not always overlap (see Fig. 3 in Gray & McCormick, 1996) . Even when the frequencies do overlap, this is not sufficient to ensure that both phenomena share the same (voltage dependent) mechanism. A crucial test would be to replicate the type of experiments done in our study, i.e. to polarize the cell during visual response and see how this affects the frequency and the occurrence of the visually evoked oscillation, and the trajectory of the membrane potential in the two cases (see Fig. 5D (Markram & Sakmann, 1994; Stuart & Sakmann, 1994) . One observation of special relevance to our study was made by the former group, who showed that single subthreshold EPSPs could trigger calcium transients independently of the activation of NMDA receptors. One might imagine a putative pacemaker system relying on such subthreshold calcium currents and potassium rectifiers under the influence of a tonic synaptic input. However, if these currents were too far away to be clamped, it is difficult to see how their amplitudes could be affected by the DC current that we used to assess their voltage dependency. A putative model of oscillations generated at the dendritic level would also have to account for the complex stimulus dependency of oscillatory behaviour observed in our study. It is therefore highly probable that rhythmicity is already present in the activity afferent to the recorded neuron. Several hypotheses arise regarding the possible extrinsic sources of periodicity. One possibility is to consider the cortex as the recipient of a rhythm generated in the thalamus. Indeed, we observed oscillatory activity in the visual responses of certain thalamo-cortical fibres that matched the dominant frequency of cortical neurons. It has been shown in vitro that relay cells of the lateral geniculate nucleus (LGN) show periodic activity, and in vivo that the thalamo-cortical pathway is involved in the propagation of spindle and d-waves (from thalamus to cortex) while the slow (< 1 Hz) oscillations follow the inverse stream (review oscillatory currents are still present even if the membrane is in Steriade, McCormick & Sejnowski, 1993) . Using extra-cellular recordings, Ghose & Freeman (1992) observed y range oscillations in the visual responses of single cortical neurons, and in the spontaneous and visual activity of geniculate cells. Since these oscillations were stronger in the LGN, they proposed that, during spontaneous activity, the LGN feeds the cortex with a background oscillatory activity which is not effective enough to reach the spike initiation threshold in the cortical cell. Visual stimulation would favour the expression of the modulation at the suprathreshold level by adding a synaptic DC component. Although we observed thalamo-cortical fibres oscillating in the absence of visual stimulation, this model of Ghose & Freeman (1992) seems difficult to apply to our own findings for several reasons. First, one would expect that intracellular cortical recordings might reveal stable LGNoriginating subthreshold oscillations during spontaneous activity of cortical cells, which is not the case. Second, the model predicts that stimuli that are efficient for the cortical cells will favour their oscillatory behaviour, because the DC component added by the stimulus will be more important. This is indeed the case in their results, but fails to account for ours, since we were unable to find a correlation between the strength of the oscillations and the amplitude of the responses. Moreover, the complex orientation dependency we observed in some cases (see Fig. 11 ) argues more in favour of a cortical origin of the low frequency rhythms we observed. Another possibility is that the functional architecture of the visual cortex itself generates oscillations, even if its constitutive elements are not by themselves intrinsic oscillators. Such models have been formally described in the literature (Wilson & Cowan, 1972) . Possible contributions of excitation and inhibition will be discussed later. The majority of our oscillatory cells fire in the bursting mode, which may seem at first glance paradoxical given the independence of visually evoked oscillations on intrinsic properties. Some insights might come from rodent cortex, where it has been shown that bursting cells are highly interconnected, thus forming a 'subnetwork' that might generate rhythmic patterns (Silva, Chagnac-Amitai & Connors, 1991) , and propagate them to other cortical cells.
This raises the possibility that, at the collective level, voltage-dependent properties might be determinant in the setting of the rhythm, although the participation of each neuron might be negligible. Thus expression of certain temporal specificities in a densely connected excitatory network might lead to oscillatory resonance at a given frequency. Indeed, 'resonant properties' that have been reported for cortical pyramidal cells in vitro are below 25 Hz (Gutfreund et al. 1995) . However, this interpretation should be taken with great caution because most of the data in the literature concerning laminar distribution of the firing modes in the visual cortex come from experiments made in slices of rodent cortex, and may not apply to feline cortex in vivo: in the motor cortex, bursting neurons are encountered at cortical depths between 900 and 1300 ,qsm pyramidal cells do show extensive axonal and dendritic arbours in infragranular layers (Martin & Whitteridge, 1984) . The 'chattering' cells that could participate in the generation of higher rhythms have been recently reported to form a subclass of layer II-III pyramidal cells (Gray & McCormick, 1996 (Wilson & Cowan, 1972) , a schema that has been applied in a number of studies of synchronization of oscillatory activity (Konig & Schillen, 1991 (Douglas & Martin, 1991) and thus raises the possibility that oscillations observed in these two cells stemmed from synchronized thalamic discharge. We never observed rhythmic IPSPs in the absence of EPSPs.
Related data come from the group of Ferster (Ferster, 1986; Jagadeesh et al. 1992) (Baranyi et al. 1993 ) and in the visual cortex, layer V J Physiol. 500.3 results obtained by this method were twofold: in an early study using sharp electrodes (Ferster, 1986) , rhythmic IPSPs were reported in both simple and complex cells. A later study from the same laboratory, based on whole-cell recordings, put emphasis on EPSPs occurring at 40 Hz in response to a moving light bar. This effect was more pronounced in complex cells. However, the presented data did not fully support the assumptions of the method since a strong 40 Hz component was still observed when the cell was depolarized at a membrane potential level at which electrically evoked EPSPs were suppressed (Fig. 3 in Jagadeesh et al. 1992) . In summary, from the work of Jagadeesh et al. (1992) as well as our own, it appears that a clear-cut separation of excitation and inhibition is difficult in the absence of pharmacological techniques (but see Shulz et al. 1993) . Furthermore determination in current clamp and voltage clamp of the potential for which reversal of visual PSCs or PSPs is observed should be taken with caution, because of space-clamp problems. However, our data document for the first time favourable cases, where events dominated by excitation can be identified. This is the case when the extrapolated reversal potential of the PSPs and PSCs is close to 0 mV (e.g. Fig. 6 ), or when EPSCs and IPSCs are out of phase (Fig. 7) . Possible functions of oscillatory activity The functional significance of oscillatory activity is still an open matter for discussion. While it is for some authors a tool for promoting synchronized activity in cell assemblies ), it has been described as purely epiphenomenal by others (Ghose & Freeman, 1992) . According to the first schema, a given stimulus will activate a constellation of feature detectors in different cortical modules, responding to different dimensions of the stimulus. The working hypothesis is that the rhythmicity of response of each detector should favour synchronization, resulting in the binding of specific members of the initial assembly. Several studies have established that long-range synchronization occurs preferentially between cells coding for similar orientation when they are stimulated with their optimal stimulus (Ts'o et al. 1986; Gray et al. 1989) . Therefore two strong predictions can be made concerning the instrumental role of oscillatory activity binding: (1) responses of the feature detectors should be oscillatory for their optimal stimulus; and (2) cortical domains coding values different from that contained in the stimulus should not oscillate. We have shown here that there is no correlation between the amplitude of the neuronal response and the strength of the oscillation, which means that cortical cells do not tend to oscillate more in response to their optimal feature, whereas they could strongly oscillate for non-optimal stimuli. In the theoretical framework sketched above, this would lead to erroneous synchronization. This simplistic reasoning is meant to pin down the weakness of a synchronization-by-oscillation model and pleads for a more comprehensive approach. According to our data, oscillations at the single cell level induced by visual stimulation are not limited to the y range, and appeared more as the signature of a working circuit than as a tool for temporal binding. Recently, Konig, Engel, Roelfsema & Singer (1995) Ts'o et al. 1986; Toyama, 1988) . The extent to which packets of locally synchronized spiking events mediate non-periodic activity is the subject of future investigation.
