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1. Introduction
Working over an arbitrary field, the authors of [3] discuss the representations of a free group with
two generators. They give equivalent conditions for a representation of such group with given traces
and determinants to exist and to be reducible. We will consider this problem for a finitely generated
free group. In their book [2, pp. 79–84], the authors give a classification of two-dimensional complex
representations of the free group with two generators. A more general problem is the classification
of pairs of matrices up to simultaneous conjugation. It was considered over the complex numbers by
Friedland [1]. The classification of [2] is extended in [3] to representations over an arbitrary field. In [5]
the authors enumerate the representations of such group over finite field and their similarity classes
by characterizing absolute irreducibility of these two-dimensional representations of the free group
with two generators. In this paper we will extend the classification to the representations of a finitely
generated free group over an arbitrary field.
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LetG = 〈u1, . . . , un〉 be the free group generated by u1, . . . , un; V a two-dimensional vector space
over an arbitrary field F; and ρ : G → GL(V), a two-dimensional representation of G.
Let gi = ρ(ui) for i = 1, . . . , n and gij = ρ(uiuj)−1 for 1  i < j  n. Set ti = tr(gi), tij = tr(gij),
ei = det(gi) and eij = det(gij). Since gigjgij = 1, we have eiejeij = 1.
If F is algebraically closed (or, more generally, quadratically closed), we will see (Theorem 1 below)
that there are no other relations. In general, we describe all possible tuples (ti; tij; ei) in F with i, j ∈{1, . . . , n} and i < j.
Theorem 1. A two-dimensional representation ρ of G over F with given (ti, tij, ei), where e1 · · · en = 0,
exists if and only if there exist xi, xjn ∈ F, 1  i  n, 1  j < n, with at most one of {xi, xn, xin} is zero
for each 1  i < n, satisfying the following equations
x2i /ei + x2n/en + x2in/ein + tixnxin + tnxixin + tinxixn = 0, (1)
2xixj(xin/ein)(xjn/ejn)+ tixixjxn(xjn/ejn)+ tjxixjxn(xin/ein)+ (titj − tij/eij)xixjx2n
− eix2j x2n − x2j (xin/ein)2 − tix2j xn(xin/ein)
− ejx2i x2n − x2i (xjn/ejn)2 − tjx2i xn(xjn/ejn) = 0, (2)
where 1  i < n for the first family of equations and 1  i < j < n for the second family of equations.
For convenience, we call the solutions mentioned in Theorem 1 non-trivial.
We will now give some equivalent conditions for a representation of G with given traces and de-
terminants to be reducible.
Theorem 2. Let ρ be a two-dimensional representation of G with traces and determinants (ti, tij, ei) in F
for i, j ∈ {1, . . . , n} and i < j. The following three conditions are equivalent:
(a) the representation ρ is reducible;
(b) the eigenvalues of gi (1  i  n) and gij (1  i < j  n) are in F and there are eigenvalues λi, λij
of the matrices gi, gij , respectively, such that λiλjλij = 1 for 1  i < j  n;
(c) ρ is not unique up to similarity.
The equivalence of (a) and (c) shows that an irreducible representation of G with the given traces
and determinants (ti, tij, ei) in F is unique up to similarity.
A reducible representation is either decomposable, i.e., V is the direct sum of two invariant sub-
spaces of V ; or the representation is indecomposable. In Section 4, we will classify all reducible rep-
resentations with given traces ti, tij and determinants ei.
In the following two sections, we will choose a basis for V so that the endomorphisms gi and gij of
V become 2 × 2 matrices.
2. Proof of Theorem 1
Assume first that the system in the theorem has non-trivial common zeros. For each 1  i < n,
if two of {xi, xn, xin} vanish, then all the three equal zero. So we may assume that at most one of{xi, xn, xin} vanishes, say xixn = 0. (The cases xixin = 0 and xnxin = 0 can be reduced to this case by
observing that gi(gnging
−1
n )gn = 12 and then observing that gn(g−1n gign)gin = 12.)
Set
gi =
⎛
⎝ ti + yi zi
xi −yi
⎞
⎠ , 1  i < n, gn =
⎛
⎝ 0 −en/xn
xn tn
⎞
⎠
with zi = −(ei + yi(yi + ti))/xi and yi = xin/(xnein). Then tr(gi) = ti and det(gi) = ei for 1 
i  n. Set gij = (gigj)−1 for 1  i < j  n. Then gij has the correct determinant eij = (eiej)−1
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automatically. We have to check that gij has the correct trace tij , or, equivalently, we will show that
tr(g−1ij ) = tr(gigj) = tij/eij . The straightforward computation shows that the equations
tr(gign) = zixn − xien/xn − yitn = tin/ein, 1  i < n
and
tr(gigj) = 2yiyj + yitj + tiyj + titj + zixj + xizj = tij/eij, 1  i < j < n
become (1) and (2), respectively.
Assume now there is a two-dimensional representation ρ of G with the given (ti, tij, ei) such that
e1 · · · en = 0.
If each gi is a scalar, then ti = 2λi, ei = λ2i and (1) becomes
(xi/ei + xn/en + xin/ein)2 = 0
which implies xin/ein = −(xi/ei + xn/en). Apply this in (2) we get(
(λ−2i − λ−2j )xixj − (λ−2n − λi)xjxn
)2 + ((λ−2i − λ−2j )xixj − (λ−2n − λj)xixn)2
+ ((λ−2n − λi)xjxn − (λ−2n − λj)xixn)2 = 0.
Then obviously x1 = · · · = xn−1 = 0, xn ∈ F× is a non-trivial common zero for the system in the
theorem.
If not all of the gi (1  i  n) are scalars, then without lose of generality we may assume that gn is
not scalar. Thereforewemay choose an appreciated basis ofV such that (gn)11 = 0. Denote xi = (gi)21,
xij = (gij)21. Then we must have xn = (gn)21 = 0. If there is an i such that xi = 0, then (gi)22 = 0, so
xin = (gi)22(gn)21 = 0 andwemay replace gi, gn, gin by gin, gn, g−1n gign since replacing ui by (uiun)−1
gives another set of generators of V . Therefore we may assume xi = 0 for all i. Write
gi =
⎛
⎝ ti + yi zi
xi −yi
⎞
⎠ , 1  i < n, gn =
⎛
⎝ 0 −en/xn
xn tn
⎞
⎠ .
Then
gign =
⎛
⎝ zixn −(yi + ti)en/xn + zitn
−yixn −xien/xn − yitn
⎞
⎠ , 1  i < n,
gigj =
⎛
⎝ (yi + ti)(yj + tj) + zixj (yi + ti)zj − ziyj
xi(yj + tj) − yixj xizj + yiyj
⎞
⎠ , 1  i < j < n.
Since −yixn = (gign)21 = (g−1in )21 = −xin/ein, it follows that yi = xin/(xnein). From det(gi) = ei we
get zi = −(ei + yi(yi + ti))/xi. A straightforward computation from
zixn − xien/xn − yitn = tr(gign) = tr(g−1in ) = tin/ein
and
(yi + ti)(yj + tj) + zixj + xizj + yiyj = tr(gigj) = tr(g−1ij ) = tij/eij
will give (1) and (2), respectively. Note that each xi is non-zero, we complete the proof.
3. Proof of Theorem 2
Firstly, we will prove that (a) and (b) are equivalent. If ρ is reducible, then all gi and gij are upper
triangular in a certain basis of V . Thus λiλjλij = 1 for the first eigenvalues λi of gi and λij of gij (the
product of the second corresponding eigenvalues are also 1) and all eigenvalues are in F .
J. Ma / Linear Algebra and its Applications 434 (2011) 2456–2461 2459
Assume now that the eigenvalues of gi (1  i  n) and gij (1  i < j  n) are in F and there are
eigenvalues λi, λij of the matrices gi, gij , respectively, such that λiλjλij = 1. We want to prove that ρ
is reducible.
Since the eigenvalues of g1 are in F , we may assume that either
g1 is a non-scalar diagonal matrix, i.e. g1 = diag(λ1, μ1), λ1 = μ1, (3)
or
g1 is a non-scalar upper triangular matrix with equal eigenvalues, (4)
or
g1 is a scalar matrix, i.e. g1 = diag(λ1, λ1). (5)
Set
gi =
⎛
⎝ ai bi
ci di
⎞
⎠ , i  2.
Then the characteristic polynomial of gi (i  2) is
F(gi) = x2 − (ai + di)x + ei. (6)
Note that λi (i  2) satisfies this equation and such that λiλjλij = 1.
In case (3), g1 = diag(λ1, μ1), λ1 = μ1. Sinceλ1λi is aneigenvalueof g1gi = g−11i for all 1 < i  n,
we have
(λ1λi)
2 − (λ1ai + μ1di)λ1λi + λ1μ1ei = 0. (7)
On the other hand, since λi is an eigenvalue of gi, from (6)
λ2i − (ai + di)λi + ei = 0. (8)
Multiplying (8) with λ21 and subtracting (7) from the result give that for all 1 < i  n,
(λ1 − μ1)(diλi − ei) = 0. (9)
From λi = 0 and λ1 = μ1 we obtain that for all 1 < i  n
di = μi, ai = λi. (10)
Note that ei = λiμi = aidi − cibi, we conclude that bici = 0 (1 < i  n). If there are 1 < i < j  n
such that bi = cj = 0 and cibj = 0, then from (10) we get
gi =
⎛
⎝ λi 0
ci μi
⎞
⎠ , gj =
⎛
⎝ λj bj
0 μj
⎞
⎠
and then
gigj =
⎛
⎝ λiλj λibj
ciλj cibj + μiμj
⎞
⎠ .
Note that λiλj = λ−1ij is an eigenvalue of gigj = g−1ij , then
(λiλj)
2 − (λiλj + μiμj + cibj)λiλj + eiej = 0.
Note that ei = λiμi, ej = λjμj and both λi and λj are non-zero, so we get cibj = 0, a contradiction.
Therefore bi = 0 for all 1 < i  n or ci = 0 for all 1 < i  n, i.e., ρ is reducible.
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In case (4),
g1 =
⎛
⎝ λ1 z
0 λ1
⎞
⎠ , z = 0.
Then for 1 < i  n,
g1gi =
⎛
⎝ λ1ai + zci λ1bi + zdi
λ1ci λ1di
⎞
⎠ .
For 1 < i  n, since λ1λi = λ−11i is an eigenvalue of g1gi = g−11i ,
(λ1λi)
2 − (λ1(ai + di) + zci)λ1λi + e1ei = 0. (11)
On the other hand, λ1λi is also an eigenvalue of λ1gi, so
(λ1λi)
2 − λ1(ai + di)λ1λi + λ21ei = 0.
Then from (11), and note that e1 = λ21, we get zciλ1λi = 0. But each λi is non-zero and z = 0, so
ci = 0 (1 < i  n). Therefore ρ is reducible.
In case (5), g1 = λ1I2. Then g1 is of this form under any basis of V . Wewill prove that ρ is reductive
by induction. It is proved in [3, Theorem2] that the conclusion is true for n = 2. Assume the conclusion
is also true for n − 1. Then ρ|〈u2,...,un〉 is reducible, i.e., each gi (1 < i  n) is upper triangular under
an appreciated basis of V . Since g1 is also upper triangular, ρ is reductive.
So we have proved that (a) and (b) are equivalent. Now assume (a), and let us prove (c). Since ρ is
reducible we can assume that all gi and gij are upper triangular. Replacing the off-diagonal entries of gi
by zeros and ones, we obtain 2n different (not similar) representations of G with the same (ti, tij, ei).
We now have to prove that (c) implies (a) or, equivalently, that an irreducible ρ is similar to any
representation ρ′ with the same (ti, tij, ei).
If ρ′ is scalar, then (b) holds. Hence (a) holds for any representation with given (ti, tij, ei). This
contradicts the assumption that (ti, tij, ei) came from an irreducible representation.
So we can assume that ρ′ is not scalar, i.e., at least one of g′i is not scalar, where g′i = ρ′(ui). By
the symmetry of these g′i we may consider only the case when g′n is not scalar. If one of the other g′i0 ,
i0 ∈ {1, . . . , n−1}, is scalar, then gi0 has equal eigenvalues λi0 and λi0 satisfies all the related product
conditions in (b). We announce that the corresponding gi0 must be scalar. Otherwise, gi0 is similar to
an upper triangular non-scalar matrix with equal eigenvalues and, as was seen in the proof of case (4),
we get a contradiction.
So gi is similar to g
′
i for i = 1, . . . , n. We now conclude by rigidity [4] that ρ and ρ′ are similar.
4. Reducible case
In this section, we assume that ρ is reducible. In terms of eigenvalues, this means (see Theorem 2)
that the eigenvalues of gi and gij are in the ground field F and there are eigenvalues λi and λij of gi and
gij , respectively, such that λiλjλij = 1. Letμi andμij be the other eigenvalue of gi and gij , respectively.
Then μiμjμij = 1 too.
In this section we will classify ρ (up to similarity) with given {λi, μi, λij, μij} in F . The classifica-
tion and proofs are similar to the case when G has two generators (see [2] and [3]). So we give the
classification without proofs.
First of all, given {λi, μi, λij, μij} in F as above, ρ could be decomposable, i.e., all matrices of ρ
would be diagonal under some basis of V . It is clear that a decomposable representation ρ with given
{λi, μi, λij, μij} in F is unique up to similarity.
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By re-indexing the generators u1, . . . , un of G, we can now describe all indecomposable reducible
ρ as follows.
Case 1: λ1 = μ1, so g1 is not scalar. Then there are two families of conjugacy classes given by
• gi =
(
λi 0
0 μi
)
, i  r; gi =
(
λi 1
0 μi
)
, r < i  s; gi =
(
λi bi
0 μi
)
, bi ∈ F, i > s;
• gi =
(
λi 0
0 μi
)
, i  r; gi =
(
λi 0
1 μi
)
, r < i  s; gi =
(
λi 0
bi μi
)
, bi ∈ F, i > s,
where 1  r < s  n.
Case 2: Each gi has equal eigenvalues, i.e., t
2
i = 4ei for i = 1, . . . , n. Then there are a family of
conjugacy classes of ρ given by
• gi =
(
λi 0
0 λi
)
, i  r; gi =
(
λi 1
0 λi
)
, r < i  s; gi =
(
λi bi
0 λi
)
, bi ∈ F, i > s,
where 0  r < s  n.
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