Ultimate goal of symbolic algebraic analysis: given equations, extract from them as much information on solutions as possible without (generally impossible) explicit integration/solving and/or "simplify/rewrite" the equations for the further numerical solving.
But what can we hope to do algorithmically with (polynomially nonlinear) systems of equations?
• Check compatibility, i.e., consistency.
• Detect dimension of the solution space.
• Simplify the system, e.g. exclude dependent equations.
• Determine which terms (derivatives, differences, monomials, etc.) occuring in the system can be considered as independent "modulo" the equations and explicitly express the other terms via the independent ones.
• Eliminate a subset of variables.
• Check satisfiability of an extra equation on the solutions (i.e., if it is independent on the system).
• 
Simple Illustrative Examples
Compatibility
arbitrary constant and functions
Is there a "universal" algorithmic tool for the above listed subproblems?
If the system has polynomial nonlinearity in unknowns with "algorithmically computable" coefficients (such as rational functions), then such a tool exists and based on transformation of the system into another set of equations (for nonlinear PDEs it may also include inequalities) with certain "nice" properties.
For the conventional polynomial systems and some their generalizations to noncommutative polynomials (recurrence relations can be converted into this form) and (quasi)linear PDEs such a form is canonical, i.e., uniquely defined by the initial systems and an order on the variables, and called reduced Gröbner basis (Buchberger'65).
Another "nice" form is called involutive (G.,Blinkov'98). A minimal involutive basis is also canonical and is a Gröbner basis, although (in most cases) redundant as a Gröbner one.
From the symbolic algorithmic analysis point of view, the conventional multiplication, derivation and shift operations are rather similar:
Moreover, linear differential equations and linear difference equations with one dependent variable admit exactly the same symbolic algorithms for their transformation into Gröbner basis as polynomial systems.
As regards nonlinear equations, there are some peculiarities when derivation and shift operators are applied to a product
A total (linear) order ≺ ("simplicity" relation ) over the set of derivatives (similarly for differences)
Association between derivatives and monomials
implies the reduction of a ranking ≺ to the associated admissible monomial ordering that is an attribute of the algebraic Gröbner bases theory.
Gröbner bases can be computed by the classical Buchberger algorithm which implemented in most of modern general-purpose computer algebra systems such as Maple, Mathematica, MuPAD, etc. Among the fastest implementations are those done in Singular and Magma.
Involutive bases can be computed by the Involutive algorithm (G.,Blinkov).
Buchberger algorithm: Start with G := F . For a pair of polynomials f 1 , f 2 ∈ G:
If h = 0, consider the next pair. If h = 0, add h to G and iterate.
Iinvolutive algorithm:
G).
N.B. For linear PDEs instead of f · x one should take ∂ x (f ).
The method of Gröbner bases has been applied successfully to:
• commutative algebra and algebraic geometry
• invariant theory
• cryptography
• partial differential equations
• symbolic summation and integration
• non-commutative (operator) algebra 
Linear algebraic systems (deg(f i ) = 1)
Buchbergers's algorithm =⇒ Gauss algorithm.
How can Gröbner bases theory be applied?
The general strategy in the Gröbner basis approach:
Given a set F of equations (that describes the problem at hand) we transform F into the Gröbner basis form G. At that F and G are "equivalent" and G is "simple" than F .
From the theory of Gröbner bases we know:
• Because of some "nice" special properties of Gröbner bases, many problems that are difficult for general F are "easy" for Gröbner basis G.
• There is an algorithm for transforming an arbitrary F into G.
• The solution of the problem for G can often be easily translated back into a solution of the problem for F .
Algorithm for Reduction to Master Integrals
Integrals which are not dependent on a set of relations are master integrals for (modulo) these relations.
Computation of the set of master integrals MI and reduction of integral I to MI can be done by the following algorithm:
1. Start with the set of RR and .
2. Construct a Gröbner basis GB by the involutive algorithm.
3. MI := set of integrals not multiple of any leading term in GB.
I 1 is multiple of I 2 if I 1 is obtained from I 2 by increasing some indices (or by differentiation in the case of DE).
4. Compute N F (I, GB) as a representation of I in terms of integrals in MI.
Remarks:
• The output set MI depends on .
• Having Gröbner basis computed, it is easy to check independency of an extra relation R R is independent on RR ⇐⇒ N F (R, RR) = 0.
Example from Perturbative Calculations
Computation of Gröbner Bases for the differential system describing two-loop propagator type integrals ( Tarasov'03 )
Recurrence relations were obtained from the equations
where
and x i ,w j are arbitrary parameters.
Integrals with irreducible numerators were expressed in terms of those with shifted dimension. For example, (z 1 , z 2 , z 3 ), and three equations for the tadpole integrals with different masses were added
The leading (i.e. the highest w.r.t. the ranking chosen) derivatives of these 19 elements in the Gröbner basis are basic integrals ⇓
