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Logistikmitarbeiter können mit Augmented-Reality-Datenbrillen ausgerüstet werden, um 
relevante Daten in ihr Sichtfeld einblenden zu lassen. Mithilfe moderner Datenbrillen können 
Visualisierungen dabei aufgrund der Brennweitendifferenz zwischen dem menschlichen Auge 
und der Datenbrillenoptik meist nur auf definierte Entfernungen scharf dargestellt werden. Ein 
Angleich der Brennweite der Optik an die Brennweite des Auges ermöglicht eine scharfe 
Darstellung der Inhalte innerhalb des Griffbereiches des Mitarbeiters. Zur Realisierung dieses 
Ansatzes wird in dieser Arbeit ein multikamerabasiertes Verfahren zur automatischen 
Adaptierung der Optikbrennweite vorgeschlagen. Für die Brennweitenadaptierung wird ein 
Ansatz zur Pupillendetektion in Kombination mit einer 3D-Umgebungskamera vorgestellt. Da 
geläufige Algorithmen zur Pupillendetektion nicht für die Verwendung auf eingebetteten 
Systemen optimiert sind, wird der Schwerpunkt auf die Entwicklung eines geeigneten 
ressourcenarmen Algorithmus gelegt. Die nötige Relation zwischen dem menschlichen Auge 
und der 3D-Kamera wird dabei über einen Ansatz der mehrstufigen Ebenenkalibrierung 
realisiert. Die gewonnenen 3D-Tiefeninformationen werden anschließend mithilfe einer 
adaptiven Flüssiglinse zur Brennweitenjustierung der Optik genutzt. Da aktuell keine 
Datenbrillen mit den genannten Komponenten erhältlich sind, wurde eine eigenes Konzept 
realisiert. Die später beabsichtigte Anwendung soll dem Nutzer dabei Informationen zur 
Umsetzung aktueller Aufgaben anzeigen und diese direkt auf die Brennweite des Auges 
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Aktuell wird ein Großteil der digitalen Inhalte auf Geräten angezeigt, welche vom Nutzer aktiv 
betrachtet werden müssen. Mithilfe von Augmented-Reality(AR)-Datenbrillen können die 
Daten dagegen direkt in das Sichtfeld projiziert werden. Dies kann beispielsweise einem 
Logistikarbeiter helfen einen direkten Abgleich von Artikelnummern vorzunehmen, ohne 
ständig den Kopf Richtung des Anzeigemediums zu drehen. AR-Datenbrillen sind jedoch erst 
2012 durch die Ankündigung der Google Glass in den Fokus der Öffentlichkeit geraten  1 und 
ließen seitdem ein vermehrtes Interesse an der Forschung in diesem Bereich entstehen. 
Anwendungen in der Industrie sind bisher selten, was auch mit technischen Limitierungen zu 
begründen ist. Eine mögliche Anwendung stellt das Pick-by-Vision Prinzip [1] dar. Dabei 
werden zu bearbeitende Artikelnummern direkt auf die Datenbrille projiziert und ermöglichen 
eine schnellere Abarbeitung sowie eine erhöhte Bewegungsfreiheit des Anwenders. Da das 
virtuelle Bild beziehungsweise die Projektion in einer fest definierten Entfernung dargestellt 
wird, muss der Nutzer seine Sicht meist zwischen der realen und der virtuellen 
Projektionsebene umfokussieren. Die daraus entstehende kognitive Belastung führt dazu, 
dass häufige Pausen für die Mitarbeiter eingeräumt werden, damit diese sich erholen können 
[1]. Die Langzeitfolgen dieser hohen Belastung sind noch nicht untersucht, werden allerdings 
vermutet. 
 
Zur Reduzierung der kognitiven Belastung bei der Überlagerung von virtuellen und realen 
Inhalten wird ein multikamerabasiertes Verfahren vorgestellt. Dazu wird das Auge des 
Anwenders mithilfe von Eye-Tracking ausgewertet und in Kombination mit einer 3D-
Umgebungskamera dessen Blickpunkt berechnet. Anhand des Blickpunktes kann 
anschließend die Entfernung zwischen dem Auge und des betrachteten Objektes bestimmt 
werden, um mithilfe einer adaptiven Linse die virtuelle Projektionsebene auf die reale 
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Die Steuerung der HoloLens wird aus einer Kombination von Gesten- und 
Blickrichtungserkennung realisiert. Die Blickrichtung resultiert aus der Position und Richtung 
der Datenbrille, ohne eine separate Erkennung der Augen zu realisieren .1  Der Blick des 
Benutzers kann bei einer statischen Betrachtung daher nur annähernd ermittelt werden. Da 
jedoch die Bedienelemente für die Aktivierung betrachtet werden müssen, muss sich der Kopf 
immer mitbewegen.  
 
Eine Alternative stellt das Eye-Tracking dar, welches die Pupille erfasst und den Blickpunkt 
des Benutzers mittels 3D-Kamera berechnen kann. Eine ergänzende Unterstützung seitens 
der HoloLens ist nicht gegeben. Ein Umrüstungs-Kit von der externen Firma Pupil Labs wird 
jedoch angeboten .2  Microsoft kündigte dabei an, dass auch die folgende Generation der 
Datenbrille kein Eye-Tracking erhalten wird, die Möglichkeit der späteren Implementierung 
aber offen gehalten wird [3]. 
 
Trotz der Hologrammprojektion der HoloLens kann die Brennweite innerhalb des Greifraums 
des Benutzers, auch als Arbeitsbereich bezeichnet, nicht angepasst werden.  
 
Ein neues Konzept stellte Intel mit der Vaunt-Datenbrille vor. Dabei wird das Display durch 
einen Laser ersetzt, um Informationen direkt auf die Retina abzubilden. Hiermit können Inhalte 
unabhängig von deren Entfernung ohne zusätzliche Brennweitenanpassung scharf dargestellt 
werden. Aus bislang unbekannten Gründen wurde das Projekt vor der Auslieferung erster 
Prototypen beendet. 
 
Alle vorgestellten AR-Datenbrillen sind in unterschiedlichen Endeinsatzszenarien anzutreffen, 
was sich in ihren Spezifikationen widerspiegelt. Ihnen fehlt jedoch die Möglichkeit der 
Brennweitenadaption innerhalb des Arbeitsbereiches, um die kognitive Belastung des 










1 https://developer.microsoft.com/en-us/windows/mixed-reality/gaze, Zugriff: 01.03.2017 
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Für die Realisierung einer Brennweitenadaptierung der Datenbrillenoptik soll ein neues 
Gesamtsystem konzipiert werden. Dieses System soll beispielsweise von 
Instandhaltungspersonal oder Logistikmitarbeitern genutzt werden, um zusätzliche 
Informationen innerhalb ihres Arbeitsbereiches anzeigen zu können. Die Informationen sollen 
dabei auf die Fokusebene des jeweiligen Benutzers projiziert werden, damit eine 
Brennweitenanpassung des Auges nicht erforderlich ist. Hiermit soll eine Verringerung der 
kognitiven Belastung des Nutzers und eine Erhöhung der Sicherheit erreicht werden, da die 
reale Umgebung zu keiner Zeit unscharf dargestellt wird. Der zu erfassende Arbeitsraum 
entspricht dabei der ungefähren Länge der Arme des Benutzers. Daher wird eine minimale 
Distanz von 15 Zentimetern und eine maximale Distanz entsprechend der Armlänge definiert. 
Die minimale Distanz wird anhand des Sehkomforts sowie der Einschränkungen der 3D-
Kamera festgelegt. 
Weiterhin wird ein neues, Eye-Tracking-basiertes Menükonzept vorgestellt. Dies soll eine Hilfe 
für Amyotrophic-lateral-sclerosis (ALS)-Patienten bei der Kommunikation mit Mitmenschen 
bieten. Bei der Krankheit ALS sterben Neuronen zum Kontrahieren von Muskelpartien ab und 
führt in späteren Stadien zur Bewegungsunfähigkeit des Betroffenen. Da eine Lähmung der 
Muskelpartien rund um das Auge erst sehr spät erfolgt, ist eine Kommunikation anhand von 
Augenbewegungen bis dahin weiterhin möglich. 
 
Die Datenbrille inklusive der verwendeten Recheneinheit und des Akkus, die zusammen das 
Datenbrillensystem bilden, soll im späteren Betrieb als autarkes System funktionieren. Eine 
mobile Nutzung der Datenbrille soll ohne zusätzliche Einschränkungen möglich sein. Dabei 
soll auf ein eingebettetes System zurückgegriffen werden, was die zur Verfügung stehenden 
Ressourcen limitiert. Die Gewährleistung eines echtzeitfähigen Systems und einer damit 
verbundenen Berücksichtigung der Rechenzeiten spielt bei der Entwicklung der Algorithmen 
eine entscheidende Rolle. Aufgrund dieser Restriktionen wurde sich für eine monokulare 
Variante des Eye-Trackings entschieden. Die Verfolgung eines zusätzlichen Auges würde die 
Rechenzeiten des Eye-Trackers verdoppeln. Eine zukünftige mögliche Aufrüstung auf eine 
binokulare Variante wird jedoch vorgesehen. 
 
Für die Blickpunktdetektion wird dabei ein neues Eye-Tracking-Verfahren namens Fast-
Ellipse-Fitting (FEF) vorgestellt. Anders als bestehende Verfahren wurde FEF auch auf 
eingebetteten Systemen getestet. Die Hardware des Eye-Tracking-Systems basiert dabei auf 
einer Eye-Tracking-Kamera sowie einer Infrarot-LED zur Ausleuchtung des Auges. Zur 
Reduzierung von Lichtstörungen werden Wellenlängen unterhalb 800 Nanometer mithilfe 
eines Hochpassfilters gefiltert. In Abbildung 1.5 werden alle relevanten Komponenten des 








EHLGHU .DPHUDV NDQQ HLQH .DOLEULHUXQJ GXUFKJHIKUW ZHUGHQ ZHOFKH ]X HLQHU ([WUDNWLRQ GHU

























Einleitung    8  
 
1.3 Inhaltliche Gliederung 
 
Thema dieser Arbeit stellt das Angleichen der Fokusebenen der Datenbrillenoptik dar. Dazu 
werden im zweiten Kapitel theoretische Vorbetrachtungen und Grundkenntnisse bezüglich 
des Auges sowie der 3D-Umgebungsaufnahme vermittelt. Das Auge wird hinsichtlich der 
Anatomie sowie seiner Verhaltensmuster genauer untersucht.  
Im dritten Kapitel werden die Komponenten sowie die Entwicklung einer geeigneten 
Datenbrillenhardware erläutert. Dabei werden Strahlenbelastungen für das Auge und der 
Haut, die aus der Infrarotbestrahlung des Auges resultieren, untersucht. Da die Bestrahlung 
des Auges erhebliche Schädigungen der Retina sowie der Haut nach sich ziehen kann, 
wurden Folgen aufgezeigt und Berechnungen zur Strahlenbelastung der verwendeten IR-LED 
durchgeführt. 
Im vierten Kapitel werden aktuelle Eye-Tracking-Algorithmen in Bezug auf deren 
Echtzeitfähigkeit und Präzision untersucht. Dabei stellte sich heraus, dass die Kriterien nur 
unzureichend erfüllt wurden. Ein neuer Algorithmus namens Fast Ellipse Fitting (FEF) wurde 
daraufhin entwickelt und mit den zuvor untersuchten Algorithmen verglichen. Weiterhin 
werden Probleme des Algorithmus, die durch äußere Faktoren entstehen können, eingehend 
analysiert. Hierbei wurde besondere Aufmerksamkeit auf die praktische Anwendbarkeit 
gelegt.  
Nach erfolgreicher Detektion der Pupille werden Möglichkeiten der Korrelation mit der 3D-
Umgebungskamera und/oder dem Display im fünften Kapitel näher erläutert. Dieses Mapping 
wird über eine Interpolation mithilfe von Polynomen berechnet und verglichen. Hierbei ist zu 
beachten, dass der Parallaxenfehler mit zunehmender Entfernung zu einer einzelnen 
Kalibrierungsebene erhöht wird. Um die Fehler durch Interpolation zu verringern werden 
Verfahren vorgestellt, welche den Arbeitsbereich mit zwei Kalibrierungsebenen abdecken. 
Weiterhin wird ein Kalibrierungsverfahren zwischen der Pupille und dem Display 
vorgeschlagen, um Darstellungen positionsgenau mit der 3D-Welt zu überlagern oder Menüs 
zu steuern. Dabei werden verschiedene Ansätze zur Steuerung von Menüs betrachtet und 
bewertet. Besonders Augenmerk liegt dabei auf dem Problem des Midas-Touches, welcher 
impliziert, dass nicht jedes betrachtete Steuerelement zu einer gewollten Interaktion führen 
soll. Für eine erhöhte Robustheit gegenüber Bewegungen wird die Infrarotreflexion auf der 
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Die Anforderungen der Arbeit lassen sich zusammenfassend in folgende Aspekte 
untergliedern: 
 
 Bewegungsfreiheit des Benutzers 
 Markerlose Umgebung 
 Monokularer Aufbau der Datenbrille 
 Blickpunktschätzung auch auf untexturierten Flächen möglich 
 Möglichst hohe Bildfrequenz der Kamera 
 Niedriger Rechenaufwand 
 Kurze Kalibrierungsdauer 
 
 
1.4 Wissenschaftlicher Beitrag 
 
Konzeptioneller Beitrag  
Das Hauptaugenmerk der Arbeit liegt auf der Verwendung einer Eye-Tracking-Kamera in 
Kombination mit einer 3D-Umgebungskamera sowie einer adaptiven Linse zur automatischen 
Brennweitenadaptierung. Die einzelnen Komponenten werden dabei in einer eigens 
entwickelten AR-Datenbrille verbaut. Dabei werden mögliche Probleme während der 
Konzeption aufgezeigt und Verbesserungsvorschläge vorgebracht und erläutert. 
Während fast alle aktuellen Datenbrillen über statische Brennweiten verfügen, wird in dieser 
Arbeit eine Verfahrensweise zur automatischen Brennweitenadaptierung vorgestellt. Dazu 
wird im Strahlengang der Datenbrillenoptik eine adaptive Linse verbaut. Durch die Änderung 
der Dioptrien dieser Linse lässt sich die Projektionsebene auf die Entfernung des Blickpunktes 
anpassen. Dies soll nicht nur zur Entlastung der kognitiven Belastung des Nutzers, sondern 
auch eine Überlagerung virtueller und realer Objekte bewirken. Aufgrund der 
entfernungsabhängigen Pupillenbewegungen werden virtuelle Objekte innerhalb der 
Griffweite des Benutzers (bis zu einer maximalen Entfernung von 1,5 Metern) scharf 
dargestellt.  
Eye-Tracking-Algorithmen verwenden für die Verbesserung des Bildes meist eine Infrarot-
LED, um die Kontraste zwischen Pupille und Iris zu verstärken. Dabei werden die 
resultierenden Strahlungsauswirkungen oft nicht ausreichend berücksichtigt, weshalb bei 
langer Nutzung Schädigungen auftreten können.  Diese Schädigungen betreffen nicht nur das 
Auge, sondern auch die umliegende Haut. Diese Auswirkungen werden in dieser Arbeit näher 
beleuchtet und die verwendete IR-LED auf ihre Eignung untersucht. 
Für die Montage aller Komponenten (IR-lED, Eye-Tracking-Kamera, 3D-Umgebungskamera,  
Optik und Hardware) wurde eine Datenbrille konzipiert und erstellt. Diese wurde bis zum 
aktuellen Stand stetig weiterentwickelt, um stabilere Resultate zu erzielen (siehe Kapitel 
5.2.2). 




Da geläufige Algorithmen zur Pupillendetektion nicht für die Verwendung auf eingebetteten 
Systemen optimiert sind, wird der Schwerpunkt auf die Entwicklung eines geeigneten 
ressourcenarmen Algorithmus namens Fast-Ellipse-Fitting (FEF) gelegt. Dieser basiert auf 
einem adaptiven Schwellwertverfahren mit anschließender Bewertung einzelner extrahierter 
Segmentierungen. Zur Validierung werden neben frei verfügbaren Datensätzen zusätzlich 
eigens annotierte Datensätze mit unterschiedlichen Auflösungen und Problematiken 
eingebunden.  
Zur Bestimmung des 3D-Blickpunktes des Benutzers wird neben dem 
Pupillendetektionsverfahren auch eine Relation zu der 3D-Umgebungskamera benötigt. Zum 




Zur Evaluierung des Eye-Tracking-Algorithmus werden neben frei zugänglichen Datensätzen 
auch eigene Datensätze angefertigt. Dies stellt sich als notwendig heraus, da die Auflösung 
der freien Datensätze mit 384 x 288 Pixel nur sehr gering ist. Die Auflösung der neuen Daten 
beträgt 1296 x 972 Pixel und umfasst nicht nur annotierte Pupillenmittelpunkte, sondern auch 
Aufnahmen mit korrespondierenden Binärbildern der Pupille. Diese werden beispielsweise 
benötigt, wenn ein Autoencoder angelernt werden soll. 
Das Gesamtsystem, welches hardwareseitig aus den einzelnen Datenbrillenkomponenten 
und softwareseitig aus den verwendeten Algorithmen besteht, wird am Ende der Arbeit 
evaluiert. Dazu werden mithilfe von Probanden aktuelle Techniken in der Logistikbranche 
sowie die in der Arbeit vorgestellten Konzepte verglichen. Die Probanden müssen die 
Einsatzszenarien nach Kriterien der Benutzerfreundlichkeit, der kognitiven Belastung, sowie 
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2 Theoretische Vorbetrachtungen 
 
 
2.1 Augmentierte Realität 
 
Ein Anwendungsgebiet der hier vorgestellten Datenbrille soll die Einblendung von virtuellen 
2D-Inhalten ermöglichen. Diese virtuellen Inhalte sollen beispielsweise Anleitungen und 
technische Darstellungen umfassen, jedoch keine 3D-Modelle darstellen. Diese Darstellungen 
sollen anschließend auf die Fokusebene des Benutzers angepasst werden, so dass deren 
Betrachten die kognitive Belastung reduziert. Daher werden in diesem Kapitel Möglichkeiten 





Die augmentierte Realität kann auf zwei unterschiedliche Weisen definiert werden. Die erste 
Definition wurde von Sutherland erstellt und beschreibt das „Ultimate Display“, welches einen 
Raum darstellt, in dem der Computer die Existenz der Materie kontrollieren kann [5]. Im 
einfachsten Fall wäre dies das Einfügen von virtuellen Objekten in die reale Umgebung. 
Neuere Definitionen (z.B. von Azuma) beschreiben, dass eine augmentierte Realität nicht nur 
eine Überlagerung zwischen virtueller und realer Umgebung ist, sondern zugleich auch 
interaktiv, echtzeitfähig und geometrisch registriert ist [6]. Eine geometrische Registrierung 
bezeichnet dabei das korrekte Platzieren von 3D-Elementen in die Umgebung, so dass kaum 
Unterschiede zwischen realen und virtuellen Inhalten zu erkennen sind. Die Definition von 
Azuma wird weitestgehend im wissenschaftlichen Sprachgebrauch genutzt, während die 
Definition von Sutherland stärker im populärwissenschaftlichen Umfeld auftaucht. Die 
Erstellung einer augmentierten Realität kann vereinfacht in fünf Schritte aufgeteilt werden: 
 
1. Videoaufnahme in Echtzeit 
Zur Abbildung der Umgebung des Benutzers wird im ersten Schritt ein Bild durch eine Kamera 
aufgenommen. Dabei spielt es keine Rolle, ob das Bild zwei oder drei Dimensionen aufweist. 
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2. Tracking 
Tracking wird in diesem Kontext genutzt, um die Position sowie die Lage des verwendeten 
Gerätes zu bestimmen. Anhand der berechneten Transformation kann zwischen 
Kamerakoordinatensystem und virtuellem Koordinatensystem transformiert werden. 
Für die Realisierung der Lageschätzung können hybride 3-DOF-Lagesensoren verwendet 
werden. Diese bestehen meist aus Inertialsensoren, Gyrosensoren und Magnetometern und 
sind vor allem in heutigen Smartphones standardmäßig verbaut. 
Eine exakte Positionserkennung gestaltet sich meist schwieriger, da zwischen Innen- und 
Außenbereich unterschieden werden muss. Während im Außenbereich Systeme wie GPS 




Die geometrische Registrierung beschreibt den Prozess des Verankerns und das korrekte 
Einpassen von virtuellen Inhalten in die reale Umgebung. Anhand der Daten vom Tracking 
sowie des Koordinatensystems der virtuellen Elemente kann eine Platzierung in Abhängigkeit 
zur realen Umgebung realisiert werden. Eine Bewegung der Kamera und damit auch der 
realen Umgebung führt zu einer entsprechenden Bewegung der virtuellen Inhalte.  
 
4. Darstellung 
Basierend auf den resultierenden Transformationen der geometrischen Registrierung und der 
Kameraperspektive werden die virtuellen Inhalte passgenau dargestellt, womit die eigentliche 
Augmentierung erfolgt. Alternativ können Objekte in die Sicht des Benutzers integriert werden, 
wie es beispielsweise bei See-Through-Datenbrillen der Fall ist. Weiterhin kann die 
Anpassung der Umgebungslichtverhältnisse auf die virtuellen Inhalte, die sogenannte 
photometrische Registrierung, zu einer verstärkten realitätsgetreuen Darstellung führen. 
Diese ist jedoch meist mit einem hohen Rechenaufwand verbunden. 
 
5. Ausgabe 
Anschließend können die durch den vorhergehenden Schritt abgebildeten Objekte auf einem 






Theoretische Vorbetrachtungen    13  
 
2.1.2 Videoaufnahme in Echtzeit 
 
An erster Stelle einer AR-Anwendung stehen die Kameras zur Aufnahme der Umwelt des 
Benutzers. Eine 2D-Kamera beschränkt jedoch das Verständnis der Umwelt auf zwei 
Koordinatenachsen, was eine virtuelle Rekonstruktion der Umgebung erschwert. Aufgrund der 
steigenden Nutzung von 3D-Kameras in Alltag, wie beispielsweise in Smartphones oder in 
Automobilen, sind diese Kameras auch für den Endverbraucher zu erwerben. In Kapitel 2.3 
werden anhand aktueller Forschungsergebnisse weitere Gründe aufgezeigt, warum sich 3D-





Das Tracking wird zur Schätzung der Position und Lage der verwendeten Kamera 
beziehungsweise dem Blickpunkt des Nutzers eingesetzt. Dabei wird unterschieden, ob ein 
Bezug zwischen einzelnen Objekten und der Kamera oder eine Beziehung zwischen 
mehreren Objekten und der Kamera hergestellt wird. Ein Bezug zwischen einzelnen 
Elementen und der Kamera kann dabei durch die relative Transformation beider 
Koordinatensysteme definiert werden [7]. Soll eine Beziehung der Kamera zu mehreren 
Objekten hergestellt werden, wird ein weiteres Koordinatensystem aufgespannt deren Bezug 
zu den einzelnen Objekten bekannt ist. Die darauf folgende relative Transformation beschreibt 
eine Relation zwischen Kamerakoordinatensystem und dem Koordinatensystem, in dem die 
einzelnen Objekte liegen. 
Zur Detektion der Lage und Position der Kamera können Sensoren, wie beispielsweise 
Magnetometer, Inertialsensoren oder Gyrosensoren, verwendet werden. Auch das 
satellitengestützte GPS kann zu einer approximierten Positionsfindung im Freien genutzt 
werden [7]. Da diese Sensoren für diese Arbeit keine Relevanz besitzen, werden nur die 
Bildverarbeitungsverfahren zur Lage- und Positionsschätzung näher betrachtet. Dazu zählt 
das kamerabasierte Tracking mit vordefinierten Markern. 
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Abbildung 2.1: Abbildung eines AR-Markers für die ARToolKit API. Aufgrund der starken Kontraste 
zwischen weiß und schwarz kann auch bei starker Lichteinstrahlung eine Erkennung realisiert werden. 
 
Kamerabasiertes Tracking mit vordefinierten Markern 
Das kamerabasierte Tracking mit Markern ist ein weit verbreitetes Verfahren, welches schon 
seit Ende der 90er Jahre verwendet wird. Dabei werden Marker, meist mit einem schwarz-
weißen Muster, mittels eines Schwellwertes detektiert und anschließend ausgewertet. Für 
eine Auswertung der Marker müssen sowohl seine Muster, als auch seine Größe in dem 
verwendeten Programm hinterlegt worden sein. Aufgrund der Verwendung unterschiedlicher 
Muster ist eine Auswertung multipler Marker möglich. Ist ein Marker nicht komplett innerhalb 
eines Bildes abgebildet, führt dies entweder zu keiner Erkennung oder nur zu einer 
Identifizierung, sofern redundante Strukturen vorhanden sind. Dieses Problem wird in der 
Diskussion 6.3, welche Bezug auf die Kalibrierung der 3D-Kamera mittels Glint-Vektoren 
nimmt, nochmals aufgegriffen. 
Die Hauptvorteile des markerbasierten Trackings liegen damit bei der Einfachheit des 
Detektierens sowie der simplen Erstellung von unterschiedlichen Markern. Anschließend 
können diese Marker an Objekten in der realen Umgebung platziert werden. Darin liegt jedoch 
auch der größte Nachteil des Verfahrens. Pro Objekt muss ein Marker benutzt werden, um 
eine Identifizierung zu ermöglichen. Diese Marker müssen jederzeit sichtbar sein und dürfen 
durch keine Unreinheiten verfälscht werden. Auch die Platzierung von Markern an kleinen 
Elementen, wie beispielsweise Stiften, stellt ein großes Problem dar. Eine Alternative dazu 
stellt das merkmalsbasierte Tracking dar. 
 
Merkmals- bzw. geometriebasiertes Tracking 
Das geometriebasierte Tracking ist auf keine physischen Marker angewiesen, sondern basiert 
auf extrahierten Kanten und/oder Ecken der Umgebung. Mithilfe der berechneten 
Transformationen vorangegangener Bilder können anhand der Verschiebung der Kanten und 
Ecken die Transformationen angepasst werden. Da in einem Bild normalerweise mehrere 
Kanten und Ecken vorhanden sind, werden jene selektiert, welche die geringste Veränderung 
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der zur zuvor berechneten Transformation aufweisen. Aufgrund der inkrementell berechneten 
Posen ist eine genaue Initialisierung des Trackers notwendig.  
 
Weitere merkmalsbasierte Trackingverfahren 
Eine weitere Möglichkeit des merkmalbasierten Trackings ist das Tracken von Merkmalen, 
welche komplexer sind als Kanten und Ecken. Diese Merkmale werden vom Menschen 
teilweise nicht wahrgenommen, können jedoch von Algorithmen verwendet werden. Dabei 
werden sogenannte Merkmalsdetektoren benutzt, um definierte Merkmale in einem Bild zu 
extrahieren. Aufgrund der Vielzahl an möglichen Merkmalen können die Algorithmen an die 
Situation angepasst werden, indem beispielsweise rotations- oder transformations- 
unabhängige Merkmale gesucht werden. Das zusätzliche Detektieren von Merkmalen 
verlangsamt die Algorithmen jedoch im selben Maße. Daher muss zwischen der zur Verfügung 
stehenden Rechenleistung und der Auswahl an Detektionsmöglichkeiten abgewogen werden. 
Zu den bekanntesten Merkmalsdetektoren zählen die Scale Invariant Feature Transformation 





Die Registrierung beschreibt den Prozess des Einpassens virtueller Objekte in die reale 
Umgebung. Dabei wird nicht nur von einer geometrischen, sondern auch von einer 
photometrischen Registrierung gesprochen. Die geometrische Registrierung passt die 
virtuellen Objekte in Anhängigkeit ihrer Lage und Position in die Szene ein, während die 
photometrische Registrierung die Beleuchtung des virtuellen Objektes an die Szene anpasst. 
Die Registrierung der Objekte ist ein komplexes Themengebiet, welches jedoch für die Arbeit 
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2.1.5 Visuelle Ausgabemöglichkeiten 
 
In diesem Kapitel werden unterschiedliche Ausgabemöglichkeiten für AR-Anwendungen 




Unter den Begriff Handheld-Geräte fallen überwiegend Smartphones und Tablets. Zur 
Aufnahme der Umgebung verfügen diese über eine rückseitige und ggf. eine frontseitige 
Kamera sowie Sensoren zur Lagebestimmung, welche für das Tracking genutzt werden 
können. Die Augmentierung wird hierbei auf einem Display, welches unabhängig von dem 
Blickpunkt des Nutzers ist, abgebildet.  
 
Video-See-Through-Displays 
Video-See-Through-Displays projizieren ihre Inhalte in das Sichtfeld des Benutzers, so dass 
der Eindruck eines durchsichtigen Displays entsteht. Typische Vertreter dieser Klasse sind 
VR-Brillen mit einer zusätzlichen Umgebungskamera in Blickrichtung des Benutzers. Damit 
kann die Umgebung aufgenommen und anschließend mit virtuellen Objekten versehen 
werden. Zu beachten ist hierbei, dass die Kamera ein größeres Gesichtsfeld (Field of View) 
als das des Auges benötigt. Auch eine Entzerrung der Kamera ist notwendig, damit die 
Relationen der realen Gegenstände nicht manipuliert werden kann. 
 
Optische See-Through-Displays 
Ähnlich wie bei Video-See-Through-Displays wird die Projektion des Displays in die 
Blickrichtung des Benutzers eingeblendet. Das Display liegt in diesem Fall jedoch nicht direkt 
im Sichtfeld des Benutzers, sondern wird beispielsweise über Prismen oder halbdurchlässige 
Spiegel in den Strahlengang projiziert. Dadurch müssen lediglich virtuelle Objekte auf dem 
Display dargestellt werden, damit die reale Umgebung durch die Optik weiterhin sichtbar 
bleibt. Dieser Aufbau wird oft für Datenbrillen verwendet. Einen Nachteil stellt dabei die 
Unfähigkeit zur Ausblendung realer Gegenstände dar. Auch das Einfügen von schwarzen 
Flächen (beispielsweise Schatten) ist nicht realisierbar, da die Projektion dunkler Flächen nicht 
möglich ist. Aufgrund der verwendeten Optik wird nicht die volle Helligkeit der Umgebung und 
des Displays dargestellt, da beide nur zu einem gewissen Prozentsatz reflektiert werden. 
Während bei Video-See-Through-Displays das Einblenden von scharfen virtuellen Objekten 
kein Problem ist, muss bei optischen See-Through-Displays die Brennweitendifferenz 
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Retinale Datenbrillen 
Retinale Datenbrillen besitzen kein Display im herkömmlichen Sinne, sondern einen Laser, 
der den Inhalt direkt auf die Retina projiziert. Aufgrund dieser direkten Projektion muss keine 
separate Brennweitenanpassung durchgeführt werden, um Inhalte scharf darzustellen. Diese 
Technik wird beispielsweise vom Militär zur Einblendung von Informationen in Kampfjets 
genutzt. Die Einblendung der Informationen erfolgt dabei nur einfarbig. Wie an der Einstellung 
des Intel-Vaunt-Projektes zu erahnen ist, gibt es noch einige Probleme zu lösen, bevor die 
Technik für die Allgemeinheit zugänglich gemacht werden kann. 
 
Abhängig von der Wahl der Ausgabemöglichkeit müssen gewisse Limitierungen beachtet 
werden. Die Verwendung einer Datenbrille schränkt beispielsweise das Sichtfeld des 
Benutzers ein. Das gesamte Gesichtsfeld beträgt horizontal 180° und vertikal 130° [7]. Der 
Bereich den beide Augen horizontal wahrnehmen liegt nur bei 120°. Zum Vergleich: die 
aktuelle VR-Datenbrille Vive Pro hat nur ein Gesichtsfeld von 110°. Werden AR-Datenbrillen 
zum Vergleich genommen, beispielsweise die Microsoft HoloLens, ist das Field of View mit 
30° noch geringer und stellt eine deutliche Beschränkung dar. Ein weiteres Problem bildet die 
Abdunkelung des von der AR-Datenbrille abgedeckten Bereiches im Vergleich zur realen 
Umgebung. In diesem Fall kommt zu einer offensichtlichen optischen Trennung zwischen 
augmentiertem und realem Bereich. 
 
 
2.1.6 Eye-Tracking in AR 
 
Eye-Tracking für die augmentierte Realität erfreut sich zunehmender Popularität. Dies liegt 
u.a. an der Zunahme an kommerziell erhältlichen Datenbrillen sowie auch an Komplett-Kits, 
welche eine Nachrüstung von Eye-Tracking ermöglichen. In einer Untersuchung von Jalaliniya 
et al. [10] bezüglich der Ergänzung der Google Glass mit einer Eye-Tracking-Kamera zeigte 
sich eine erhöhte Präzision bei der Bedienung von Menüs im Vergleich zu einfachen 
Kopfbewegungen. Für den Versuch wurden Punkte auf dem Display dargestellt und mussten 
von den Probanden betrachtet werden. Dabei stellte sich heraus, dass mit zunehmender 
Entfernung der Punkte der Eye-Tracking-Ansatz eine Verbesserung darstellte. Die 
Hauptintention der Untersuchung war jedoch die Reduzierung ergonomischer Probleme, die 
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Weiterhin bietet die Firma Pupil Labs ein Aufrüst-Kit für die HoloLens an, welche eine 
Kalibrierung der Augen auch zur Umwelt ermöglicht. Für die Berechnung von hervorstehenden 
Merkmalen, auch salient Features genannt, kann die Umgebung mit einer geringen Anzahl an 
Kalibrierpunkten kalibriert werden .1  Untersuchungen bezüglich der Kombination eines Eye-
Trackers mit einer Kopfrichtungsdetektion wurden von Meulen et al. [11] durchgeführt. Dabei 
zeigte sich, dass die Betrachtung realer Elemente mithilfe des Eye-Trackers präziser waren 
als ohne. Wurden nur virtuelle Objekte betrachtet, konnte keine Verbesserung bezüglich der 
Präzision festgestellt werden, was in dem geringen FOV begründet liegt.  
 
Eine Anpassung der Brennweite innerhalb des Arbeitsbereiches eines Nutzers zur scharfen 
Darstellung von Inhalten mittels der besprochenen Verfahren kann aufgrund der verwendeten 
Hardware nicht realisiert werden. Der Grundaufbau der AR-Datenbrillen lässt keine 
Modifizierung des Strahlengangs zu. Daher muss eine eigene Hardware erstellt werden. 
 
 
2.2 Das menschliche Auge 
 
Das menschliche Auge dient dem Menschen zur visuellen Wahrnehmung seiner Umgebung. 
Dazu werden Photonen von der Retina erfasst, in elektrische Signale umgewandelt und 
anschließend an das Gehirn weitergeleitet. Meist korreliert die Fokussierung des Auges mit 
dem Interessenspunkt in der Umgebung [12]. Wird ein Interessenspunkt gefunden, kann eine 
gewollte Interaktion mit dem Gegenstand interpretiert werden [13]. Die Blickrichtung ist dabei 
nicht nur abhängig von der jeweiligen horizontalen und vertikalen Verschiebung, sondern 
ebenso von der Tiefenposition des Objektes. 
Eine exakte anatomische Betrachtung des menschlichen Auges bildet die Grundlage des 
Designkonzepts sowie die der implementierten Algorithmen der Datenbrille. Diese bildet die 
Voraussetzung, um mögliche Ungenauigkeiten und Fehlerquellen, die während des 
Kalibrierungsvorganges durch die Beschaffenheit und das Verhalten des Auges verursacht 









1 https://docs.pupil-labs.com/#calibration-process, Zugriff am: 12.06.2018 




Der Augapfel (Bulbus oculi) liegt gesichert von Knochen umschlossen in den Augenhöhlen 
und wird damit gegen Stöße geschützt [14]. Gelangen Fremdkörper an den Bulbus oculi, 
entfernt das Augenlid, durch einen Reflex betätigt, die Unreinheit. Kann der Fremdkörper nicht 





Abbildung 2.2: Relevante Aspekte der Anatomie des Auges. Die Kornea und Sklera beschützen den 
Glaskörper vor physischen Schädigungen, während das Licht durch die Kornea eintreten kann. Mittels 
Linse kann das durchfallende Licht auf die Retina projiziert und durch Kontraktion des Ziliarmuskels die 
Brennweite geändert werden, um eine scharfe Abbildung zu gewährleisten. 
 
Das Auge besteht aus einem Linsensystem und lichtsensitiven Zellen. Der darin befindliche 
Glaskörper, von der Lederhaut (Sklera) umhüllt/geschützt, erzeugt einen Innendruck, welcher 
den gespannten Zustand der Sklera erzeugt. Am vorderen Teil des Auges endet die Sklera 
und die Hornhaut (Kornea) beginnt. Abgegrenzt werden diese beiden Schichten durch den 
Limbus, welcher für die Zellerneuerung verantwortlich ist. Die Kornea ähnelt in ihrer Funktion 
der Sklera mit dem Unterschied, dass sie durchsichtig ist und circa zwei Drittel der gesamten 
Brechkraft des Auges ausmacht. Einfallendes Licht, welches die Kornea und die Augenlinse 
durchdringt, wird auf der Netzhaut (Retina) als verkleinertes invertiertes Bild dargestellt. Um 
die Menge des Lichtes auf der Retina zu regulieren kann die Größe der Pupille mithilfe der Iris 
justiert werden. Die Iris ist ein Muskel, bestehend aus Bindegewebe sowie Pigmenten, welche 
die Reflexionen des Lichts bestimmen. Durchdringende Lichtstrahlen werden durch einen 
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Strahlenkörper (Corpus ciliare) auf der Retina abgebildet. Gesteuert wird dieser durch den 
Ziliarmuskel (M. ciliares), der bei Kontraktion den Strahlenkörper entspannt, so dass sich die 
Linse staucht. Dieser Prozess ist als Akkommodation bekannt. Die auf der Retina absorbierten 
Lichtstrahlen werden in elektrische Signale umgewandelt. Dies kann dabei entweder mithilfe 
der Zapfen beim Farbsehen oder mithilfe der Stäbchen beim Dämmerungssehen realisiert 
werden. Die elektrischen Signale bündeln sich am blinden Fleck (Papille) und verlassen das 
Auge durch den Sehnerv (N. opticus). Da an der Papille keine Zapfen oder Stäbchen 
vorhanden sind, können keine Lichtstrahlen erfasst werden. Die Verteilung von Zapfen und 
Stäbchen kann als inhomogen betrachtet werden. Während die Stäbchen über die ganze 
Retina verteilt sind, konzentriert sich die Ansammlung der Zapfen in der Sehgrube (Fovea 
centralis). Diese Region auf der Netzhaut ist besonders dünn und mit nur wenigen Stäbchen 
überdeckt. Der Fokus der scharfen Farbwahrnehmung in der Fovea centralis liegt in einem 
rund 0,5 mm (1,5°) großen Bereich mit radial abnehmender Zapfenanzahl. Der Unterschied 
zwischen hoher und geringer Zapfendichte ist für den Menschen kaum wahrnehmbar [15].  
 
 
Abbildung 2.3: Unterschied zwischen optischer und visueller Achse. Die optische Achse repräsentiert 
dabei eine Linie, auf der alle optischen Elemente mit ihren Mittelpunkten angeordnet sind. Die visuelle 
Achse zeigt hingegen die reelle Blickrichtung an. 
 
Die rund 120 Millionen Sensoren der Retina werden über die Bipolarzellen auf circa eine 
Millionen Ganglienzellen verteilt. Die Bipolarzellen gewichten dazu die eingehenden 
Lichtsignale und geben diese an die Ganglienzellen weiter. Diese Ganglienzellen bilden den 
N.opticus, welcher Bildinformationen überträgt. Der N.opticus beider Augen kreuzt sich im 
Chiasma opticum nucleus. Dort erfolgt die Trennung zwischen nasaler und temporaler Hälfte 
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mit anschließender Mündung in den Lateral geniculate, in dem erste Filterungen visueller 
Daten vorgenommen werden.  
 
 
Abbildung 2.4: Anbindung und Aufteilung der visuellen Daten an den lateral geniculate nucleus. Dabei 
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2.2.2 Das Auge als dioptrischer Apparat 
 
 
Abbildung 2.5: Darstellung des Auges als dioptrischer Apparat. Die Augenlinse kann über die 
Kontraktion der Ziliarmuskeln verformt werden. Dies führt zu einer Änderung der Brennweite des Auges. 
 
Der dioptrische Apparat, bestehend aus der Kornea, dem vorderen Kammerwasser, der Linse 
und dem Glaskörper, erzeugt eine scharfe Projektion auf der Kornea, insofern keine 
Erkrankung oder andere Einschränkungen der Augen vorliegen. Es ergeben sich folgende 
Grenzflächen: 
 
Tabelle 2.1: Grenzflächen von dem Licht passierten Materialien. 







Ein weiteres Charakteristikum ist der Brechungsindex, welcher das Verhältnis der 
Lichtgeschwindigkeit im Vakuum zu einem Medium angibt.   
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Tabelle 2.2: Der Brechungsindex, das Verhältnis der Wellenlänge des Lichtes zwischen Vakuum und 









Um die Brechkraft einzelner Elemente zu berechnen kann folgende Formel benutzt werden: 
 




   
Dabei entspricht D der Brechkraft in Dioptrien und f der Brennweite des optischen Systems. 
Die Brennweite ist somit umgekehrt proportional zur Brechkraft [15]. Das Auge kann auf zwei 
optische Grenzflächen, Kornea und Linse, reduziert werden. Durch die Kenntnis des 
Brechungsindexes 𝑛𝐵 sowie der Entfernung d zwischen den Systemen kann die Gullstrand 
Formel [16] zur Berechnung der Brechkraft des Auges herbeigezogen werden.  
 
𝐷𝑔𝑒𝑠 = 𝐷1 + 𝐷2 − 
𝑑
𝑛𝐵
∗  𝐷1 ∗ 𝐷2 (2.2) 
 
𝐷𝑛 entspricht dabei der Brechkraft der Grenzflächen mit 43,05 Dioptrien für die Kornea und 
19,11 Dioptrien für die Linse [17]. Die gesamt resultierende Brechkraft des Auges im Falle 
einer entspannten Linse beträgt somit 58,64 Dioptrien. Werden die Linsen durch 
Akkommodation verändert, verschiebt sich die Gesamtbrechkraft entsprechend. 
 
Alternativ können beide Grenzflächen zu einem System zusammengefasst werden, welches 
als reduziertes Auge bezeichnet wird. Die Bestimmung der Brechkraft 𝐷 kann hierbei über die 
Anwendung der Gegenstandsweite g, der Entfernung zwischen brechenden 
Medium/Gegenstand und der Bildweite b, also der Entfernung zwischen brechenden 
Medium/reellem Bild ermittelt werden [16].  
 















Abbildung 2.6: Schematischer Aufbau eines Strahlengangs. Die Gegenstandsweite 𝒈 und die Bildweite 
𝒃 sind direkt von der Brennweite 𝒇 abhängig. 
 
Befindet sich ein Gegenstand in einer gegen unendlich strebenden Entfernung, ist die 
Gegenstandsweite 𝑔 zu vernachlässigen. Dabei ergibt sich folgende vereinfachte Formel: 
 





Die Brechkraft ist somit umgekehrt proportional zur Bildweite. Die Akkommodation, welche 
ausschlaggebend für die Änderung der Brechkraft der Linse ist, kann mit der Fokussierung 
eines Fotoapparats verglichen werden [16]. 
 
Die Fähigkeit Objekte unterschiedlicher Entfernung scharf darzustellen wird über den Nah- 
und Fernpunkt definiert. Der Fernpunkt ist dabei der entfernteste Punkt bis zu dem ein Objekt 
scharf dargestellt werden kann. Der Nahpunkt definiert den nächstliegenden Punkt, der scharf 
betrachtet werden kann. Die Differenz zwischen Naheinstellung 𝐷𝑛  [𝑚] und Ferneinstellung 
𝐷𝑓  [𝑚], bei der eine Scharfeinstellung vorgenommen werden kann, wird als 
Akkommodationsbreite A bezeichnet [15]. 
 
𝐴 = 𝐷𝑛 − 𝐷𝑓  (2.5) 
 
Im jugendlichen Alter beträgt die Akkommodationsbreite bis zu 15 Dioptrien. Die 
Fernakkommodation liegt hierbei im Unendlichen, während die Nahakkommodation circa 
sieben Zentimeter beträgt. Im hohen Alter geht die Akkommodationsbreite gegen Null [16].  
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Aufgrund von optischen Abbildungsfehlern kann der dioptrische Apparat des Auges nicht als 
perfekt angesehen werden. Die auf die Linse treffenden Strahlen brechen nicht homogen, 
sondern brechen stärker an den äußeren Rändern als in der Nähe der optischen Achse. 
Dieses Phänomen wird in der Optik als sphärische Aberration bezeichnet und wird durch eine 
Verkleinerung der Pupille vermindert. Eine weitere Form ist die chromatische Aberration, die 
durch die inhomogene Brechung der Lichtstrahlen in Abhängigkeit ihrer Wellenlänge entsteht. 
Strahlen mit einer kurzen Wellenlänge (beispielsweise blaues Licht) werden stärker 
gebrochen, als Strahlen längerer Wellenlänge und erscheinen daher weiter entfernt. Durch 
eine geringere Blauempfindlichkeit wird jedoch physiologisch entgegengewirkt. Eine 
vollständige Kompensation ist dennoch nicht realisierbar. Dieser Effekt wird beispielsweise in 
der Malerei genutzt, um Objekte näher (rot) beziehungsweise ferner (blau) erscheinen zu 
lassen [16].  
 
 
2.2.3 Die Pupille 
 
Im Rahmen dieser Arbeit kommt der Pupille und deren Verhalten unter unterschiedlichen 
Bedingungen besondere Bedeutung zu. Für die Fokussierung eines Objektes werden u.a. die 
Stellung der Bulbi, die Akkommodation sowie die Pupillenweite je nach Entfernung zum Objekt 
reflektorisch aufeinander abgestimmt. 
 
Bei Nahfokussierungen sind folgende Reaktionen der Pupille zu beobachten [16]: 
 Nahakkommodation (Kontraktion des Ziliarmuskel -> max. Krümmung) 
 Engstellung der Pupille (Miosis) 
 Drehung der Bulbi nasalwärts (Konvergenz) 
 
Bei der Fernfokussierung können die entgegengesetzten Beobachtungen wahrgenommen 
werden [16]:  
 Fernakkommodation (Entspannung des Ziliarmuskel -> min. Krümmung) 
 Weitstellung der Pupille (Mydriasis)   
 Drehung der Bulbi temporalwärts (Divergenz) 
 
Weiterhin kann sich die Pupillengröße in Abhängigkeit des einfallenden Lichtes verändern. 
Dieser sogenannte Pupillenreflex benötigt zwischen einer halben und einer ganzen Sekunde, 
um die Lichtmenge zu regulieren. Die Menge des absorbierten Lichtes hängt quadratisch mit 
dem Pupillenradius 𝑟 zusammen (mit 𝐴 =  𝜋 ∗  𝑟2). Da der Durchmesser im Durchschnitt 
zwischen 7,5 und 1,5 Millimeter liegt, kann die einfallende Lichtmenge um bis zu 2500 % 
skaliert werden [15].  
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Der Pupillenreflex kann dabei direkt durch Lichteinfall auf das betroffene Auge oder durch 
Bestrahlung des zweiten Auges ausgelöst werden (konsensuell), da beide reflektorisch 
miteinander verbunden sind [15]. 
 
 
2.2.4 Verhaltensanalyse des Auges 
 
Um eine zuverlässige softwaretechnische Interpretation der Blickrichtung implementieren zu 
können müssen die Bewegungsmuster des Auges näher untersucht werden. Die 
Bewegungsmuster stellen dabei keine kontinuierlichen Bewegungen dar, sondern werden in 
Sakkaden und Fixationen aufgeteilt. Während einer Fixation bleibt das Auge still und 
verarbeitet ankommende Lichtimpulse. Bewegungen zwischen Fixationen werden als 
Sakkaden bezeichnet. Sakkaden werden als ballistische Bewegungen eingestuft und sind 
zwischen einer Dauer von 10 bis 80 Millisekunden nicht korrigierbar. Innerhalb dieser Zeit ist 
kein fokussiertes Sehen und keine visuelle Aufnahme von Informationen möglich [15]. Am 
Bulbus sitzen sechs verschiedene Augenmuskeln an, welche sich vertikal und horizontal 
bewegen und rotieren können. Dabei wird unterschieden, ob sich die Augen rein horizontal 
nasalwärts/medial (Adduktion) oder temporalwärts/lateral (Abduktion) bewegen [15]. Die 
einzelnen Bewegungen und Rotationen können dabei unterschiedlich kombiniert werden, um 
komplexere Bewegungen realisieren zu können [15]. Nach einer Sakkade folgt meist eine 
Fokussierung, die zwischen 200 und 600 Millisekunden andauert, bevor eine weitere Sakkade 
ausgeführt werden kann [16]. Nur während einer Fixation ist die Aufnahme der Umgebung 
möglich. Sakkaden können bewusst oder unbewusst mit einer Geschwindigkeit von bis zu 
600-700°/s ausgelöst werden. Bei einer konzentrierten Sakkade mit anschließender Fixation 
dauert es von Bewegungsbeginn bis Darstellung eines Bildes nur 70 Millisekunden [15]. Da 
der gewünschte Punkt nicht immer nach der ersten Iteration gefunden wird, ist eine zusätzliche 
Rückstellsakkade in die entgegengesetzte Richtung notwendig. Dieser Prozess wird als 
Nystagmus bezeichnet [16]. Wenn eine Fixation unter 200 Millisekunden andauert, spricht 
man von einer Suchfixation. Liegt sie über 300 Millisekunden wird der Vorgang als 
Verarbeitungsfixation bezeichnet [15]. Beim Verfolgen von Objekten werden diese in der 
Fovea centralis zentriert. Dies wird als glatte Verfolgung bezeichnet. Ist das nicht möglich, 
wird mithilfe von Korrektursakkaden sowie zusätzlichen Kopfbewegungen versucht das Bild in 
der Fovea centralis zu zentrieren [16]. Die Korrektursakkade ist dabei eine schnelle, kurze 
Sakkade in Richtung des zu betrachteten Objektes. Die zeitliche Differenzierung zwischen der 
Registration eines Bildes und dessen scharfe Darstellung liegt zwischen 100 und 150 ms [15].  
 
Sehr kleine Bewegungen des Auges, sogenannte Mikrobewegungen (wie beispielsweise 
Tremor und Drift) werden eingesetzt, um das Auge in Bewegung zu halten. Fehlende 
Bewegungen bei der Betrachtung eines statischen Objektes würden zu einer Ermüdung der 
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Rezeptoren und damit zur Ausblendung des Objektes führen [18]. Diese kleinen Bewegungen 
werden anschließend durch Mikrosakkaden wieder in die richtige Position verschoben, um 
eine stabile Abbildung des Bildes zu gewährleisten [19]. 
Bei der binokularen Fixation eines sich nähernden/entfernenden Objektes wird dies mit 
Konvergenz- und Divergenzbewegungen ausgeglichen. Die Latenz beträgt dabei zwischen 
150 und 200 Millisekunden [15]. 
 
 
2.2.5 Die retinale Signalverarbeitung 
 
Die in der Retina befindlichen Photorezeptoren können nur Licht definierter Wellenlängen 
registrieren und auswerten. Dieser Bereich erstreckt sich von 400 (Blau-Violett) bis zu 750 
Nanometer (Rot) [15]. Ultraviolettes Licht mit einer Wellenlänge kleiner als 400 Nanometer 
und infrarotes Licht mit einer Wellenlänge größer als 750 Nanometer werden hingegen nicht 
registriert [15]. Das kann insbesondere dann zu Problemen führen, wenn das Auge einer 
größeren Menge Licht nicht wahrnehmbarer Wellenlänge ausgesetzt ist und daher nicht durch 
den Pupillenreflex geschützt wird. Linsentrübungen (Katarakte), Verletzungen der Kornea 
oder Schädigungen der Netzhaut können die Folge sein [15].   
 
Die Photorezeptoren sind auf der dem Licht abgewandten Seite der Retina lokalisiert. Von den 
vorhandenen Neuronen befinden sich mehrere vor den Rezeptoren und überdecken diese. 
Das ist auch der Grund, warum sich nicht bewegende Objekte ohne zusätzliche Sakkaden 
vom Auge ausgeblendet werden [16]. Die Photorezeptoren werden in Stäbchen und Zapfen 
untergliedert und unterscheiden sich durch unterschiedliche Sehpigmente, der topografischen 
Anordnung sowie der Morphologie [16].  
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Abbildung 2.7: Verteilung von Stäbchen und Zapfen in Abhängigkeit vom visuellen Winkel, der aus der 
visuellen Achse resultiert (siehe Abbildung 2.3). Die Konzentration an Zapfen ist in der Fovea centralis 
am Höchsten, während die Anzahl der Stäbchen stark nachlässt.  
 
Die Zapfen sind dabei für das Farbsehen zuständig und mit sechs bis sieben Millionen 
Elementen hauptsächlich in der Fovea centralis lokalisiert. In dieser Region ist jeweils ein 
Zapfen mit einer Ganglienzelle verbunden. Im Gegensatz dazu ist in den umliegenden 
Gebieten eine Ganglienzelle für bis zu 200 Zapfen zuständig. Die Zapfen und Stäbchen 
werden auf insgesamt eine Millionen Ganglienzellen verteilt [15]. Ganglienzellen sind 
Verabeitungszellen, welche Informationen von untergeordneten Zellen annehmen, 
verarbeiten und direkt an den Lateral geniculate, einem Teil des Zwischenhirns, weiterleiten. 
Das kumulative Empfindlichkeitsmaximum der Zapfen liegt bei 550 Nanometer (Grün) [16]. 
Derzeit sind drei Zapfenpigmente bekannt. Die jeweiligen Absorptionsmaxima der 
Zapfenpigmente liegen bei 440 (Blau), 540 (Grün) und 570 Nanometer (Rot) [16]. 
Die Stäbchen sind mit einer Anzahl von 120-130 Millionen wesentlich zahlreicher vertreten. 
Anders als bei den Zapfen befinden sie sich in der retinalen Peripherie und sind kaum in der 
Fovea centralis anzutreffen [16]. Sie sind zuständig für das Nachtsehen, dem sogenannten 
skotopischen Sehen. Das Empfindlichkeitsmaximum liegt bei 500 Nanometer, welches durch 








Für die Ansteuerung der adaptiven Linse werden 3D-Informationen aus der Umgebung des 
Nutzers zusammen mit dem Eye-Tracking zur Blickpunktanalyse korreliert, die Projektion der 
3D-Umgebung auf die Bildebene einer Kamera reduziert und die 3D-Koordinaten auf 2D-
Koordinaten transformiert. Werden die Tiefeninformationen zu einem späteren Zeitpunkt 
dennoch benötigt, müssen spezielle Verfahren zu deren Berechnung eingesetzt werden. In 





Dazu werden zuerst die Grundlagen des Kameramodells vorgestellt. Um die Komplexität des 
Modells gering zu halten, wird zunächst eine Lochkamera ohne zusätzliche Linsen betrachtet.  
 
 
Abbildung 2.8: Darstellung des vereinfachten Kameramodells. Der Punkt 𝑷𝟏 des 
Weltkoordinatensystems wird dabei auf die Bildebene im Punkt 𝑷𝟐 des Kamerakoordinatensystems 
abgebildet. 
 
Die 3D-Koordinaten im Punkt 𝑃1(𝑋, 𝑌, 𝑍) können mithilfe des Gesetzes der gleichen Dreiecke 
in die 2D-Koordinaten 𝑥, 𝑦, 𝑓 im Punkt 𝑃2 der Bildebene transformiert werden. Um das 
Kameramodell weiter zu vereinfachen, wird die Bildebene mit dem Projektionsloch getauscht. 
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−𝑥 = 𝑓 
𝑋
𝑍
  (2.1) 












Folglich ergibt sich bei einem Punkt, dessen Tiefendistanz 𝑓 und 𝑍 identisch sind, keine 
Transformation der Koordinaten. Durch das Einfügen einer weiteren Dimension wird die 
Ausführung einer linearen Matrixoperation ermöglicht. 
 
[
1  0  0
0  1  0
 




















) ⇒  𝑢, 𝑣 (2.4) 
 
Extrinsische Parameter  
Für weitere Berechnungen werden die Werte 𝑋, 𝑌, 𝑍 im Kamerakoordinatensystem benötigt. 
Da diese jedoch in dem Weltkoordinatensystem vorliegen, muss eine Transformation 
vorgenommen werden. Die benötigten extrinsischen Parameter werden in Translation und 
Rotation aufgeteilt. Die Translation berechnet sich wie folgt: 
 
𝑃𝐶 = 𝑃𝑊 + 𝑂𝑊
𝐶  (2.5) 
 
Dabei ist 𝑃𝐶  der gesuchte Punkt im Kamerakoordinatensystem. Der Punkt 𝑃𝑊  ist im 
Weltkoordinatensystem bekannt und bezieht sich auf 𝑂𝑊 . Wird der Ursprung des 
Weltkoordinatensystems 𝑂𝑊  im Kamerakoordinatensystem mit 𝑂𝑊
𝐶  ausgedrückt, kann der 
Punkt 𝑃𝐶  berechnet werden. Um die Formel in eine Matrixform umwandeln zu können, wird 














Die Rotation kann wie folgt dargestellt werden: 
 
𝑃𝐶 = 𝑅 𝑃𝑊𝑊
𝐶  (2.7) 
Mit                                                 
𝑅𝑊
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𝑅𝑊
𝐶  gibt dabei die Rotation jeder Achse 𝑖, 𝑗, 𝑘 an, um vom Weltkoordinatensystem in das 
Kamerakoordinatensystem zu wechseln. Durch die Zusammenführung von Rotation und 
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Für die Projektion von 3D-Kamerakoordinaten auf die Bildebene werden zusätzliche 
Parameter, wie die Brennweite und Fehlerkorrekturen, benötigt. Da aktuelle Bildsensoren 
nicht immer exakt im optischen Zentrum platziert sind, werden diese mit einem Offset 𝑐𝑥/𝑐𝑦  
in X/Y-Richtung angegeben. Die Punkte in der Bildebene können somit wie folgt berechnet 
werden: 
𝑥 = 𝑓𝑥 (
𝑋
𝑍
) + 𝑐𝑥   (2.10) 
𝑦 = 𝑓𝑦 (
𝑌
𝑍
) + 𝑐𝑦 (2.11) 
 












Anstatt beide Parameter 𝑓𝑥 und 𝑓𝑦 anzugeben, kann auch nur das Verhältnis zwischen beiden 
verwendet werden. Da die Pixel nicht exakt quadratisch aufgebaut sind, wird ein zusätzlicher 
Parameter s (skew) eingefügt. Die Zusammenfassung der extrinsischen sowie intrinsischen 





















   Intrinsisch     Projektion        Rotation  Translation 
 
Da in der Praxis der skew nur geringen Einfluss auf das Ergebnis hat, wird dieser teilweise in 
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Verzerrungen 
Das bislang betrachtete Kameramodell stellt eine vereinfachte Version dar, ohne eine 
Linsenverzerrungen zu berücksichtigen. Diese Verzerrungen können nach Brown in radiale 
und tangentiale Verzerrungen untergliedert werden [20]. 
Radiale Verzerrungen, welche hauptsächlich durch eine von der Wellenlänge abhängigen 
Brechung des Lichtes entstehen, können je nach der Art der Verzerrungen in Barrel, Fish-eye 
oder Mustache untergliedert werden. Preiswerte Kameras zeigen dabei eine deutlich höhere 
Anfälligkeit für Verzerrungen. Da die Verzerrung im Mittelpunkt der Linse Null beträgt und 
abhängig vom Radius zunimmt, wird in der Praxis eine Taylor-Funktion mit den ersten zwei 
Termen 𝑘1 / 𝑘2 zur Approximation angewandt. Abhängig von der Stärke der Verzerrung 
können weitere Terme 𝑘𝑛 hinzugefügt werden.  
 









Die originalen Bildpunkte x / y werden dabei in die entzerrten Koordinaten 𝑥𝑐𝑜𝑟𝑟 / 𝑦𝑐𝑜𝑟𝑟 
transformiert. Je weiter sich der Radius r erhöht, desto stärkeren Einfluss haben die Parameter 
k. Treten größere Verzerrungen (beispielsweise bei der Fischaugenlinse) auf, können der 
Taylor-Funktion noch weitere Terme hinzugefügt werden. 
Die tangentiale Verzerrung wird durch die nicht exakte parallele Anordnung des Bildsensors 
zur Linse verursacht. Dies kann beispielsweise schon aus einer Volumenänderung des 
verwendeten Klebers resultieren. Die tangentiale Verzerrung wird durch die Parameter 𝑝1 und 
𝑝2 bestimmt. 
 
𝑥𝑐𝑜𝑟𝑟 = 𝑥 + (2 𝑝1𝑦 + 𝑝2(𝑟
2 +  2𝑥2)) (2.16) 
𝑦𝑐𝑜𝑟𝑟 = 𝑦 + ( 𝑝1(𝑟





Der erste vorgestellte Ansatz zur Tiefenextraktion ist die Stereoskopie. Dabei werden zwei 
Kameras in einer vordefinierten Entfernung positioniert, um die Verschiebung einzelner 
korrespondierender Pixel zu berechnen. 
 
Triangulation 
Für die folgenden Betrachtungen wird angenommen, dass alle Kamerasensoren planparallel 
liegen und keine Verzerrungen auftreten. Aufgrund dieser Annahmen folgt eine Angleichung 
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Epipolargeometrie 
Aufgrund der rechenintensiven Korrelationsprüfungen zwischen den einzelnen Punkten ist die 
Betrachtung der Epipolargeometrie erforderlich [21]. 
 
Abbildung 2.10: Schematische Darstellung der Epipolargeometrie. Die Linie 𝑿𝑳 vom Ursprung 𝑶𝑳 
schneidet den Punkt 𝑿. Aufgrund der unbekannten Tiefe kann der Punkt 𝑿 im Koordinatenursprung 𝑶𝑹 
nur einen Punkt der Linie 𝒍𝑹 annehmen. Die Suche ist somit auf einen Teil der Bildebene begrenzt. 
 
Der Punkt 𝑋 im Weltkoordinatensystem wird durch die Gerade 𝑂𝐿𝑋 im rechten 
Koordinatensystem (Ursprung 𝑂𝑅) abgebildet, wobei 𝑂𝐿 als das Projektionszentrum der linken 
Kamera definiert ist. Die resultierende Gerade in der rechten Bildebene 𝑋𝑅𝑒𝑅 wird als 
Epipolarlinie 𝑙𝑅 bezeichnet und zur Suche des korrespondierenden Bildpunktes 𝑋 genutzt. Der 
Schnittpunkt der Bildebenen mit der Verbindungslinie 𝑂𝑅 / 𝑂𝐿 entspricht den jeweiligen 
Punkten 𝑒𝑅 / 𝑒𝐿, der sogenannten Epipole. Die Verbindungslinie wird auch als Baseline 𝐵 
bezeichnet. Aus den zwei Projektionszentren 𝑂𝑅 / 𝑂𝐿 sowie dem ermittelten Punkt 𝑋 wird eine 
Ebene 𝑂𝑅𝑂𝐿𝑋, genannt Epipolarebene, erstellt. Die Schnittachse mit den Bildebenen 
entspricht dabei den Epipolarlinien. 
 
Die essentielle Matrix 
Die Berechnung des Punktes 𝑋 in den unterschiedlichen Koordinatensystemen kann in einer 
kalibrierten Umgebung mit der essentiellen Matrix erfolgen. Diese kann wie folgt berechnet 
werden [21]: 
 
𝑋𝐶,𝑅 = 𝑅𝑋𝐶,𝐿 + 𝑇 (2.21) 
𝑇 𝑥 𝑋𝐶,𝑅 = 𝑇 𝑥 𝑅𝑋𝐶,𝐿 + 𝑇 𝑥 𝑇 (2.22) 
𝑋𝐶,𝑅 ∗ (𝑇 𝑥 𝑋𝐶,𝑅) = 𝑋𝐶,𝑅 ∗ (𝑇 𝑥 𝑅𝑋𝐶,𝐿) (2.23) 
0 = 𝑋𝐶,𝑅 ∗ (𝑇 𝑥 𝑅𝑋𝐶,𝐿) (2.24) 
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Der Punkt 𝑋𝐶,𝐿 im Kamerakoordinatensystem der linken Projektionsebene muss rotiert und 
bewegt werden, um den Punkt in der anderen Projektionsebene darzustellen. Zur 
Vereinfachung der Formel wird das Kreuzprodukt der Translation eingefügt. Da das 
Kreuzprodukt eine Orthogonale, deren Länge vom Winkel zwischen beiden Geraden abhängig 
ist, erzeugt, wird der Term 𝑇 𝑥 𝑇 auf null gesetzt. Anschließend wird das Punktprodukt 𝑋𝐶,𝑅 
hinzugefügt. Da die Orthogonale 𝑇 𝑥 𝑋𝐶,𝑅 mit 𝑋𝐶,𝑅 Null ergibt, kann dieser Term ebenfalls 
eliminiert werden. Weitere Vereinfachungen können durch das Einführen der 
Matrixschreibweise für das Kreuzprodukt getroffen werden.  
 








] =  [𝑎𝑥⃗⃗⃗⃗⃗]?⃗? (2.25) 
 
Angewendet auf die Gleichung 2.23 ergibt dies: 
 
0 = 𝑋𝐶,𝑅 ∗ ([𝑇𝑥]𝑅𝑋𝐶,𝐿) (2.26) 
 
Daraus kann die essentielle Matrix 𝐸 gewonnen werden: 
 
𝐸 = [𝑇𝑥]𝑅 (2.27) 
𝑋𝐶,𝑅
𝑇𝐸𝑋𝐶,𝐿 = 0 (2.28) 
 
Die fundamentale Matrix 
Ausgangspunkt für die fundamentale Matrix ist eine schwache Kalibrierungsumgebung. Dabei 
wird angenommen, dass die Parameter beider Kameras sowie deren Beziehung zueinander 
im Raum unbekannt sind. Weiterhin wird angenommen, dass keine radialen oder zusätzlichen 
Verzerrungen auftreten. Anstatt der Berechnung eines Punktes im Koordinatensystem einer 












𝑝𝑖𝑚 = 𝑘𝑖𝑛𝑡ϕ𝑒𝑥𝑡𝑋𝑃 (2.30) 
𝑝𝑖𝑚 = 𝑘𝑖𝑛𝑡𝑋𝐶 (2.31) 
 
Die Umwandlung eines Punktes im Weltkoordinatensystem 𝑋𝑤 zu einem Bildpunkt 𝑝𝑖𝑚 erfolgt 
über die extrinsischen und intrinsischen Parameter ϕ𝑒𝑥𝑡 und 𝑘𝑖𝑛𝑡. Der Weltpunkt  𝑋𝑤 kann 
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mithilfe der extrinsischen Parameter zu einem Punkt im Kamerakoordinatensystem 𝑋𝐶 
transformiert werden. 
𝑋𝐶 = 𝑘𝑖𝑛𝑡
−1  𝑝𝑖𝑚  (2.32) 
 
Durch die Bildung der Inversen von 𝑘𝑖𝑛𝑡 kann die Koordinate 𝑝𝑖𝑚 im 
Kamerakoordinatensystem ausgedrückt werden. Dies ist nur möglich, da der Punkt als 
homogene Koordinate interpretiert wird. In einem stereoskopischen Aufbau sind zwei 
Kamerasysteme mit verschiedenen intrinsischen Parametern, hier als 𝑘𝑖𝑛𝑡,𝑟





−1  𝑝𝑖𝑚,𝐿 (2.33) 
𝑋𝐶,𝑅 = 𝑘𝑖𝑛𝑡,𝑅
−1  𝑝𝑖𝑚,𝑅  (2.34) 
 
Werden die essentielle sowie die fundamentale Matrix betrachtet, können diese in einen 
Kontext zueinander gebracht werden. Anders als bei der essentiellen Matrix wird eine 
Transformation zwischen den Kamerakoordinatensystemen ausgeführt [21]: 
 
𝑋𝐶,𝑅















−1  (2.38) 
𝑝𝑖𝑚,𝑅
𝑇 F 𝑝𝑖𝑚,𝐿 = 0 (2.39) 
 
Ein Sonderfall tritt ein, wenn der Punkt 𝑝𝑖𝑚,𝑅 mit allen Punkten auf F 𝑝𝑖𝑚,𝐿 korrespondiert. 
Dieser Fall tritt nur ein, wenn der Punkt auf dem Epipol liegt. 
 
F 𝑝𝑖𝑚,𝐿 = 0 (2.40) 
F𝑇𝑝𝑖𝑚,𝑅
𝑇 = 0 (2.41) 
 
Mithilfe der essentiellen Matrix in einer kalibrierten Umgebung oder der fundamentalen Matrix 
in einer unkalibrierten Umgebung kann die komplementäre Epipolarlinie in der anderen 
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2.3.3 Strukturiertes Licht 
 
Im Gegensatz zur Stereo-3D-Berechnung wird anstatt einer zweiten Kamera eine zusätzliche 
Lichtquelle verwendet. Durch die Erkennung der Lichtquelle im Kamerabild sowie der 
bekannten Relation beider Elemente können Rückschlüsse auf die vorhandene 3D-Objekt-
Szene geschlossen werden. Die Verfahren können dabei in „Single-Shot“ und „Multi-Shot“ 
unterteilt werden. Dabei ist das Single-Shot-Verfahren besser für Echtzeitbetrachtungen 
geeignet, während das Multi-Shot-Verfahren ein präziseres Resultat liefert [22]. Die 
Unterscheidung beider Ansätze liegt dabei in der Anzahl der erforderlichen Bilddaten. Für das 
bessere Verständnis wird zunächst die Light-Spot-Projektion genauer erläutert. Dieses 
Verfahren verdeutlicht die Grundlagen, auf denen die komplexeren Algorithmen basieren. 
 
Light-Spot-Projektion 
Das System basiert auf einer Kamera und einem Lichtemitter, deren örtliche Beziehung 
zueinander bekannt ist. Anschließend können zwei Geraden gebildet werden. Die erste 
Gerade verläuft zwischen dem projizierten Lichtstrahl auf der Objektoberfläche und der 
Kamera lokalisierten Position des Punktes, während die zweite Gerade zwischen dem 
Lichtstrahlemitter und dem beleuchteten Punkt liegt. Der Schnittpunkt zwischen beiden 
Geraden entspricht dem gesuchten 3D-Punkt [23]. 
 
 
Abbildung 2.11: Schematischer Aufbau der Light-Spot-Projektion. Der vom Lichtemitter 𝑳 ausgesandte 
Strahl trifft das 3D-Objekt am Punkt 𝑷, der in der Bildebene als Punkt 𝒑 erkannt wird. Anhand der 
gegebenen Relationen zwischen 𝑪𝑶𝑷 und dem Lichtemitter lassen sich die Positionen 𝑿𝟎, 𝒀𝟎, 𝒁𝟎 
bestimmen. 
 
Abbildung 2.11 stellt das Prinzip der Projektion dar. Dabei ist der Nullpunkt des 
Kamerakoordinatensystems 𝑂 zugleich das Projektionszentrum 𝐶𝑂𝑃. 𝐿 repräsentiert die 
Lichtquelle mit einem Offset 𝑏 zum 𝐶𝑂𝑃, was zur Koordinate 𝐿(𝑏, 0,0) führt. Der beleuchtete 
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Bereich des Objektes im 3D-Raum wird mit 𝑃(𝑋, 𝑌, 𝑍) bezeichnet und der dazugehörige Punkt 
𝑝(𝑥, 𝑦) bildet den Punkt 𝑃 auf der Bildebene ab. Die Differenz zwischen der Bildebene und 
dem 𝐶𝑂𝑃 ergibt die Brennweite 𝑓.  
 
















Durch Einsatz der Trigonometrie kann der Winkel 𝛼 bestimmt werden: 
 




𝑍0 = tan(𝛼) (𝑏 − 𝑋0) (2.45) 
 









+ tan(𝛼)) = tan(𝛼) 𝑏 (2.47) 
𝑋0 =
tan(𝛼) 𝑏𝑥
𝑓 + 𝑥 tan(𝑥)
 (2.48) 
 








𝑓 + 𝑥 tan(𝛼)
 (2.50) 
 
Mithilfe der vorhandenen 3D-Koordinaten kann die gewünschte Distanz zwischen dem 
Zentrum der Projektion 𝐶𝑂𝑃 und des 3D-Objektes 𝑃 berechnet werden: 
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𝜕 =  
𝑐






Der Modulationskontrast 𝑐𝑑 beschreibt die Qualität des TOF-Sensors hinsichtlich der Fähigkeit 
Photoelektronen zu separieren und zu bündeln. Durch eine Erhöhung der Amplitude der 
Frequenz sowie des Modulationskontrasts kann die Genauigkeit verbessert werden. Eine 
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3 Entwurf einer AR-Datenbrille mit 
blickpunktabhängiger Brennweitenadaptierung 
 
In diesem Kapitel wird der Entwurf einer AR-Datenbrille mit einer adaptiven Optik und 
multiplen Kameras zur Blickpunktschätzung vorgelegt. Da keine der kommerziell erhältlichen 
Datenbrillen auf einen modularen Systemaufbau basieren, wurde eine Neuentwicklung 
angestrebt.  
 
Die beabsichtigte Einsatzgebiete und Modi der Datenbrille können wie folgt eingeteilt werden: 
 
2D-Blickpunktschätzung 
Die 2D-Blickpunktschätzung soll eine Kommunikationsmöglichkeit der ALS-Patienten 
ermöglichen. Die Betroffenen sollen mithilfe einfacher, Eye-Tracking-gestützter Menüs eine 
Kommunikation zu ihren Mitmenschen aufzunehmen.  
 
3D-Blickpunktschätzung 
Für die 3D-Blickpunktschätzung wird das Szenario des Servicemitarbeiters und eines 
Logistikmitarbeiters näher betrachtet. Dabei steht hauptsächlich die Überlagerung der 
Projektionseben im Vordergrund, um beispielsweise Schaltpläne oder Seriennummern 
anzuzeigen. Dazu wird zusätzlich zum Eye-Tracking-System eine 3D-Umgebungskamera 
benötigt. 
 
Da beide Blickpunktschätzer ähnliche Hardwareaufbauten voraussetzen wurde ein 





Das Gesamtsystem der Hardware besteht aus folgenden Komponenten: 
 
Eye-Tracking-Kamera / IR-LED 
Für die Eye-Tracking-Kamera wurde eine Ximea MU9PM-MH verbaut, welche sich durch die 
sehr kleine Bauweise und die hohe Effizienz im Infrarotbereich eignet. Zur Ausleuchtung des 
Auges wird eine IR-LED neben der Kamera platziert. Welche Risiken und Folgen die 
Verwendung einer IR-LED auf die Augen hat, wird dabei im Kapitel 3.2 näher beschrieben. 
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Für die Projektion eines Displays auf eine Ebene werden zusätzliche Optikkomponenten 
verwendet. Diese wurden so ausgewählt, dass eine Projektion im Bereich von circa 20-300 
Zentimeter zustande kommen kann. In Kapitel 3.3 werden die einzelnen Komponenten näher 
besprochen. Die bereichsändernde Komponente ist dabei die adaptive Linse. 
 
Adaptive Linse 
Durch das Anlegen eines Stromes kann die Dioptrie der Linse variiert werden. Dies führt zu 
einer Änderung der Brennweite der Datenbrillenoptik und damit zeitgleich zur 
Projektionsebenenanpassung. Kapitel 3.4 befasst sich genauer mit der Funktion der Linse. 
 
3D-Umgebungskamera 
Für die Bestimmung des 3D-Blickpunktes wird eine zusätzliche 3D-Umgebungskamera zur 
Vermessung der Umgebung benötigt. Es wurde recherchiert welche Kamerasysteme 
erhältlich sind und welche Schwächen diese aufweisen. Dazu wurden unterschiedliche 3D-
Extraktionsverfahren betrachtet und miteinander verglichen (siehe Kapitel 3.5). 
 
Recheneinheit 
Für die Berechnung zur Blickpunktschätzung auf unterschiedlichen Systemen wurden 
universale Steckverbinder benutzt. Dies ermöglicht die Nutzung an Systemen mit USB-3.0- 
und HDMI-Schnittstellen. Als eingebettetes System wurde ein Intel Compute Stick verwendet 
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Abbildung 3.1: Die Abbildung zeigt den aktuellsten Stand der verwendeten Datenbrille mit allen 
relevanten Komponenten.  
 
Alle Komponenten wurden dabei in ein monokularen Datenbrillengestell gefasst. Im Laufe der 
Arbeit wurde das Gestell bis hin zu einer zufriedenstellenden Version fortwährend verbessert. 
Mit der finalen Version wurden alle abschließenden Tests dieser Arbeit absolviert. 
 
 
3.2 Infrarotbeleuchtung für die Eye-Tracking-Kamera 
 
Zur Kontrasterhöhung der Aufnahme des Auges wurde ein IR-Emitter vor dem Auge 
positioniert. Aufgrund der zusätzlichen Strahlungseinwirkung auf das Auge und der damit 
einhergehenden steigenden gesundheitlichen Belastung werden in diesem Kapitel die 
Auswirkungen sowie gesetzlich festgelegten Grenzwerte näher betrachtet. Die Infrarotstrahlen 
treffen dabei nicht nur auf die Retina des Auges, sondern auch auf die umliegende Haut. 
Direkte Sonneneinstrahlung beinhaltet ebenfalls einen hohen Anteil an IR-Strahlen und sollte 
zusammen mit der IR-LED-Strahlung zu keiner Schädigung des Auges führen. Werden die 
Schwellwerte überschritten, kann eine Linsentrübung, der sogenannte Katarakt, entstehen. 
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Abbildung 3.2: Vergleich zwischen einem gesunden und einem durch IR-Strahlen geschädigten Auge. 
Bei einer Überdosis IR-Strahlen kommt es zu einer Trübung der Linse und einer einhergehenden 
Verschlechterung der Sicht. 
 
Die IR-Strahlen können durch folgende Prozesse Schädigungen am Auge hervorrufen [25]: 
 Thermische Prozesse 
 Fotochemische Prozesse 
 Thermisch-mechanische Prozesse 
 
Diese Prozesse betreffen vorwiegend die Kornea, die Augenlinse sowie die Retina. Ein 
Großteil des nicht sichtbaren Lichtes wird bis zur Retina kaum absorbiert und kann daher zu 
großen Schädigungen führen. IR-Strahlen werden in drei Typen untergliedert: 
 
 IR-A: 750-1400 nm Wellenlänge 
 IR-B: 1400-3000 nm Wellenlänge 
 IR-C: 3000-10000 nm Wellenlänge 
 
Abbildung 3.3: Schematische Darstellung des Spektrums des Lichtes. Von 350 bis circa 750 Nanometer 
erstreckt sich der Bereich des sichtbaren Lichtes. Ab 750 Nanometer beginnt der Bereich der infraroten 
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3.2.1 Gefährdung der Kornea durch IR-A Strahlen 
 
Zur Berechnung der thermischen Belastung des Auges innerhalb des IR-A-Spektrums wird 
die Bestrahlungsstärke 𝐸𝐼𝑅 betrachtet. Die Berechnung der Bestrahlungsstärke ist abhängig 
von der zeitlichen Charakteristik t. Die maximal zulässige Bestrahlungsstärke der Kornea ist 
in der IEC-62471 wie folgt angegeben [27]: 
 






 , für 𝑡 > 1000 s (3.0) 
 
Die maximal zulässige Bestrahlungsstärke hängt dabei direkt mit der maximalen thermischen 
Belastung der Zellen zusammen. Abhängig von der Umgebungstemperatur kann sich die 
maximal zulässige Bestrahlungsstärke erhöhen (400 W ∗ m−2 bei 0 °C, 300 W ∗ m−2 bei 10 
°C). Weitere Betrachtungen der Bestrahlungsstärke finden bei 25 °C statt. Insbesondere bei 
der Justierung des Eye-Trackers, bestehend aus der Eye-Tracking-Kamera und der IR-LED, 
können sich sehr geringe Distanzen zwischen dem Auge und der IR-LED ergeben. Bei 
verkürzter Bestrahlungszeit erhöht sich die maximal zulässige Bestrahlungsstärke auf [27]: 
 







, für 𝑡 ≤ 1000 s (3.1) 
 
In der Praxis wird bei der Berechnung von 𝐸𝐼𝑅 auf die Berücksichtigung der 
Emissionswellenlängen der IR-LEDs verzichtet und folgende Approximierung 𝐸𝑒 verwendet 
[28]: 
 





𝐼𝑒 stellt dabei die Strahlenintensität der IR-LED und d die Distanz zwischen Objekt und LED 
dar. Eine separate Betrachtung der maximal zulässigen Bestrahlungsstärke der Haut wird 
nicht vorgenommen, da die Werte geringfügig höher als die der Kornea [28] ausfallen. Wird 
die Haut über eine längere Zeit mit zu viel IR-A-Licht bestrahlt, kommt es zu starken 
Schmerzreaktionen. Erst danach erfolgt eine Schädigung der nahegelegenen Haut [29]. Bei 
der Verwendung von n IR-LEDs wird 𝐼𝑒 mit 𝑛 multipliziert, was einer perfekten Überschneidung 
aller LED’s entspricht. 
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3.2.2 Thermische Netzhautgefährdung – schwacher visueller Reiz 
 
Infrarotstrahlung, insbesondere IR-A-Strahlung, dringen bis auf die Netzhaut des Auges vor 
und können zu einer thermischen Netzhautschädigung führen. Aufgrund des fehlenden 
Pupillenreflexes des Auges erfolgt keine Reduzierung der Strahlen wie bei sichtbarem Licht. 
Die sich ständig ändernden Pupillengröße stellt ein Problem für die Berechnung der maximal 
effektiven Strahlendichte auf der Retina dar. Wird der Mittelwert des Pupillendurchmessers 
verwendet, kann diese Annahme bei niedrigem Umgebungslicht zu Schädigungen führen. 
Aufgrund dessen wird für die folgenden Berechnungen vom größtmöglichem 
Pupillendurchmesser (7 Millimeter) ausgegangen. Das Licht wird über die Linse auf die Retina 
fokussiert, was eine starke thermische Belastung der Retina zur Folge hat. Die 
Winkelausdehnung α der Lichtquelle korreliert dabei mit der bestrahlten Fläche auf der Retina 
und kann wie folgt berechnet werden:  
 









𝑙 und 𝑤 bezeichnen die Dimension der von der IR-LED emittierende Fläche und 𝑑 die Distanz 
zwischen dem Auge und der IR-LED. Aufgrund von physikalischen Gegebenheiten wird α 
zeitabhängig betrachtet. Die Winkelausdehnung kann dabei nicht kleiner als α𝑚𝑖𝑛 oder größer 
als α𝑚𝑎𝑥 werden. 
 
Tabelle 3.1: Winkelausdehnung 𝛂 in Relation zur Zeitspanne 𝒕. Aufgrund von Augenbewegungen kann 
angenommen werden, dass sich die Strahlung auf einen größeren Bereich der Retina verteilt. Eine 
zeitliche Betrachtung von t ≥ 10 s ist somit ausreichend [30]. 
Zeitspanne α𝑚𝑖𝑛 in rad α𝑚𝑎𝑥 in rad 
t ≤ 0,25 s 0,0017 0,1 






t ≥ 10 s 0,011 0,1 
 
In der Untersuchung stellt die Wellenlänge zur Bestrahlungsstärke ebenfalls einen wichtigen 
Faktor dar. Die spektrale Wirkungsfunktion der thermischen Netzhautgefährdung wird 
innerhalb des Bereiches von 700-1050 Nanometer in der IEC-62471 [27] wie folgt definiert: 
 
𝑅(𝜆) =   10
700−𝜆
500 , bei 700 <  𝜆 ≤  1050 nm (3.5) 
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Je größer die Wellenlänge 𝜆 ist, desto geringer fällt der Gewichtungsfaktor aus. Die effektive 
Strahlendichte 𝐿𝐼𝑅 dient zur Beurteilung der thermischen Netzhautschädigung und wird wie 
folgt berechnet [27]: 
 





m2 ∙  sr
1400
780
, bei 𝑡 > 10 s, 780 <  𝜆 ≤ 1400 nm (3.6) 
 
𝐿𝜆 repräsentiert die spektrale Strahlendichte der Quelle. Die effektive Strahlendichte 𝐿𝐼𝑅  muss 




 bleiben. Wird eine kürzere Zeiteinheit t betrachtet, gilt [27]: 
 





m2 ∙  sr
1400
780
, bei 𝑡 ≤  10 s (3.7) 
 
In der Praxis wird bei der Berechnung der effektiven Strahlendichte 𝐿𝐼𝑅 auf eine 
Berücksichtigung der Emissionswellenlängen der IR-LEDs verzichtet und folgende 
Approximierung verwendet: 
 





m2 ∙  sr
 (3.8) 
 
Werden mehrere LEDs eingesetzt, wird 𝐼𝑒 mit deren Anzahl n multipliziert. Dies entspricht 
meist nicht der Realität, sondern bildet lediglich den worst case ab, in dem sich die Strahlen 
aller IR-LEDs perfekt überlagern. 
Das IR-Strahlenrisiko kann dabei in vier Gruppen aufgeteilt werden [27]: 
 
Tabelle 3.2: Darstellung der Risikogruppen die sich durch die Grenzwerte der Bestrahlungsstärke der 
Kornea 𝑬𝑳 und die effektive Strahlendichte der Retina 𝑳𝑰𝑹 ergeben. Eine Strahlenbelastung innerhalb 
der Kategorie 0 ist dabei anzustreben. Die Angaben gelten für eine Distanz von d = 200 mm [28]. 
 𝐿𝐼𝑅 𝐿𝐼𝑅 (𝑡 ≤ 10 𝑠)  𝐸𝐿 
0 - kein Risiko 6000/ 𝛼 28000/ 𝛼 100 
1 - geringes Risiko 6000/ 𝛼 28000/ 𝛼 570 
2 - moderates Risiko 6000/ 𝛼 71000/ 𝛼 3200 
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Die Risikogruppen sind wie folgt zu bewerten: 
 0: kein Risiko: keine Schädigung 
 1: geringes Risiko: keine Schädigung unter normalen Bedingungen 
 2: moderates Risiko: keine Schädigung, außer bei zusätzlichem grellem Licht oder 
zusätzlicher Hitze 
 3: hohes Risiko: Schädigung selbst bei kurzer Beleuchtung durch die IR-LED 
 
 
3.2.3 Überprüfung der Einhaltung der Grenzwerte der selektierten 
IR-LED 
 
Nach dem Test von circa 20 IR-LEDs wurde die SFH4250S ausgewählt. Diese verfügt über 
einen 120° Abstrahlungswinkel und ermöglicht somit eine homogene Beleuchtung. Weitere 
getestete LEDs mit geringerem Abstrahlungswinkel verursachten eine inhomogene 
Beleuchtung und mussten vor jeder Anwendung erneut positioniert werden. In den ersten 
Versionen des Eye-Trackings wurde eine analoge Kamera ohne hohe Quanteneffizienz im IR-
Bereich benutzt. Aus diesem Grund wurden zwei IR-LEDs mit hoher Strahlungsintensität 
(SFH4258S) eingesetzt. Diese verursachten zusätzlich zur inhomogenen Beleuchtung ein 
Überschreiten der Grenzwerte für die Strahlensicherheitsklasse 0.  
 
 
Abbildung 3.5: Implementierung zweier IR-LEDs mit hoher Strahlungsintensität. Die Implementierung 
führte zu einer Überschreitung der Risikogruppe 0 und einer inhomogenen Beleuchtung aufgrund des 
geringen Abstrahlwinkels. 
 
In der aktuellen Datenbrillenversion ist nur eine einzelne IR-LED implementiert. Jedoch soll 
die Möglichkeit der Implementierung weiterer LEDs vorgesehen werden, um ein robusteres 
Tracking zu ermöglichen. Weiterhin wird die IR-LED nicht mit dem maximalen Strom von 70 
Milliampere, sondern nur mit 50 Milliampere betrieben. Laut der OSRAM Strahlensicherheit 
[28] verhält sich der Eingangsstrom linear zur Strahlungsintensität 𝐼𝑒. Mit 50 Milliampere sinkt 
damit der Wirkungsgrad η auf 70 %. Folgende Daten der IR-LED sind angegeben [26]:  
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𝐼𝑒 = 22 
mW
sr
     𝑛 = 1    𝑙 = 𝑤 = 0,3 mm     𝑑 = 0,02 m     𝜆 = 850 nm     η ≈ 0,7  
 
Zunächst wird die Strahlungsbelastung der Kornea berechnet. Die angenommene Distanz 
zwischen dem Auge und der IR-LED ist in der Regel zwei Zentimeter oder größer. Aufgrund 
der nutzerseitigen Justierung der Datenbrille kann sich der Abstand kurzzeitig verkleinern. 
Eine minimale Distanz von einem Zentimeter sowie einer zehn-sekündigen Bestrahlungszeit 










 ∙  0,7 = 38,5 
W
m2









 ∙  0,7 =  154 
W
m2
      𝑓ü𝑟 𝑑 = 1 cm (3.10) 
 




 von 100 
W
m2
 unterschritten. Die Implementierung einer weiteren LED ist somit ohne 
Probleme möglich. Werden die Grenzwerte für 𝑑 = 1 cm, 𝑡 = 10 s in die Formel (3.1) 
eingesetzt, ergibt sich ein Grenzwert von 3200,9 W
m2
. Die IR-LED könnte während der 
Ausrichtung des Displays versehentlich für maximal zehn Sekunden bis auf 2,2 Millimeter vor 
dem Auge zu positioniert werden, ohne eine Überschreitung der Strahlenklasse 
herbeizuführen.  
 
Weiterhin müssen die Grenzwerte für die thermische Belastung der Retina untersucht werden. 





 =  0,3 mm (3.11) 
α =  
𝑍
𝑑
 =   
0,3 mm
20 mm
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Da die Winkelausdehnung α innerhalb des Wertebereiches der Tabelle 3.1 liegt, muss keine 
zusätzliche Anpassung vorgenommen werden. Bei der betrachteten Distanz von einem 
Zentimeter ergeben sich 0,03 rad. Weiterhin kann durch die Winkelausdehnung die effektive 







0,015 mm2 ∙  sr
= 400 
mW
mm2 ∙  sr






0,03 mm2 ∙  sr
= 200 
mW
mm2 ∙  sr
  für 𝑑 = 1 cm  (3.14) 
 
Die spektrale Wirkungsfunktion 𝑅(𝜆) der thermischen Netzhautschädigung wird mithilfe der 
maximalen Quanteneffizienz der IR-Diode (850 nm) berechnet: 
 
𝑅(𝜆) =   10
700−𝜆
500  =  10
700−850 nm
500 = 0,5 (3.15) 
 
Anhand der spektralen Wirkungsfunktion 𝑅(𝜆), der Dimensionierung der IR-Diode Z sowie der 
Daten aus dem Datenblatt der IR-LED lässt sich die effektive Strahlendichte 𝐿𝐼𝑅 berechnen:  
 
𝐿𝐼𝑅  ≈ 𝑛 ∙  𝐼𝑒 ∙  
𝑅(𝜆)
𝑍2











Die Strahlungsgrenzwerte für 𝑑 =  2 cm, siehe Formel 3.13, sowie für 𝑑 =  1 cm, siehe Formel 
3.14, wurden unterschritten. Folglich ist die ausgewählte IR-LED innerhalb der Risikogruppe 
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3.3 Optisches System 
 
Für die Projektion des Mikrodisplays in einer definierten virtuellen Entfernung wird ein 
optisches System vorgestellt, das auf einer adaptiven Brennweitenjustierung basiert. Dies 
kann durch zwei unterschiedliche Verfahren realisiert werden. Der erste Ansatz beruht auf 
einer mechanischen Verschiebung einzelner Linsen. Das zweite Verfahren basiert auf der 
Verwendung einer adaptiven Linse, welche ihre Brennweite mithilfe einer Spannung ändern 
kann. Aufgrund der folgenden Eigenschaften fiel die Wahl auf die adaptive Linse: 
 
 Kompakte Größe 
Die Positionierung der Optik nahe dem Auge reduziert den sichtbaren Bereich. Daher wurden 
geringe Baugrößen der Optik bevorzugt, ohne eine Verringerung des Blickfeldes 
herbeizuführen. 
 
 Kurze Reaktionszeit 
Mit einer Reaktionszeit von weniger als 2,5 Millisekunden vergrößert sich die Latenzzeit des 
Gesamtsystems nur marginal.  
 
 Einfache Installation 
Für die Implementierung wird nur eine zusätzliche Linse verwendet, so dass mechanische 
Aktoren nicht notwendig sind. 
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Abbildung 3.6: Abbildung des derzeitigen Strahlenganges der Datenbrillenoptik. Die adaptive Linse 
stellt dabei die Kernkomponente des Systems dar. Da der Durchmesser der Linse jedoch sehr gering 
ist, wurde eine Zerstreuungslinse zur Verkleinerung des Bildes genutzt. 
 
Das optische System, welches aus dem OLED Mikrodisplay, der Zerstreuungslinse, der 
Flüssigkeitslinse, der Sammellinse und dem Teilerspiegel besteht, projiziert das Mikrodisplay 
auf das Auge. Das System kann somit in die Gruppe der optischen See-Through-Displays 
eingegliedert werden. Aufgrund des geringen Durchmessers der Flüssiglinse muss eine 
Verkleinerung des Bildes durch eine Zerstreuungslinse erfolgen. Weiterhin wird das Bild in 
einen Teil des Akkomodationsbereiches des Auges (25-300 cm) verschoben, um eine 
Visualisierung zu ermöglichen. Die Flüssigkeitslinse kann in Abhängigkeit der angelegten 
Spannung die Brechkraft in einem Bereich von fünf bis zehn Dioptrien anpassen. Die 
Sammellinse vergrößert das Bild anschließend und leitet es in Richtung Teilerspiegel weiter. 
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Für jedes vorgestellte Verfahren zur Tiefenextraktion in Kapitel 2.3 wurde eine repräsentative 
Kamera ausgewählt und mit den Restlichen verglichen. Das hier vorgestellten System sollte 
den Greifbereich des Nutzers, den sogenannten Arbeitsraum, abdecken. Der Arbeitsbereich 
bewegt sich gewöhnlich in einem Bereich von 20–70 Zentimetern und wird bei der Betrachtung 
der einzelnen Kameras einbezogen. 
 
Stereoskopie – Intel Realsense R200 
Die Intel Realsense R200 besteht aus zwei Infrarotkameras für die Stereoberechnungen und 
einem zusätzlichen IR-Projektor, der auch nicht texturierte Flächen erkennen soll. Die 
Berechnung aller Algorithmen findet auf einem speziellen ASIC statt, welcher sich direkt auf 
der Kameraplatine befindet. Damit können die Bild- und Tiefenwerte direkt an ein System 
übertragen werden. Dies ist besonders für mobile Geräte, deren Leistung zumeist beschränkt 
ist, wichtig. 
 
Strukturiertes Licht – Intel Realsense SR300 
Wie in der Sektion 2.3.3 erklärt, projiziert der IR-Projektor ein Muster, welches von der IR-
Kamera erkannt wird. Texturarme Flächen stellen somit keine Probleme dar. Der 
Arbeitsbereich wird mit 20-200 Zentimeter angegeben und korrelieren somit mit der gesuchten 
Spezifikation. 
 
Time of Flight - PMD pico flexx 
Der große Vorteil dieser Methode liegt in der Erkennung sowohl von sehr nahen (bis zu 10 
Zentimeter) als auch relativ weit entfernten Objekten (bis zu 4 Meter). Damit würde auch eine 
spätere Änderung des Arbeitsbereiches kein Problem darstellen. Im Vergleich zu den 
Konkurrenten weist die Kamera jedoch eine geringere Auflösung auf. Ein weiteres Problem 
entsteht durch die notwendige Erweiterung des Systems um eine Farbkamera, welche 
zusätzlich kalibriert werden muss. 
 
Hybrid – Intel Realsense D435 
Die Intel Realsense D435 verwendet sowohl die Stereoskopie als auch das Verfahren des 
strukturierten Lichtes. Dies ermöglicht die Distanzbestimmung auch auf matten Oberflächen 
und führt zeitgleich zu einer Erhöhung der maximalen Distanz. Die Veröffentlichung der 
Kamera erfolgte jedoch erst am Ende dieser Arbeit, weshalb nur die Evaluierung des 3D-
Blickpunktschätzers mit dieser Kamera durchgeführt wurde. 
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Tabelle 3.3: Vergleich der für die Arbeit relevanten Eigenschaften der 3D-Kameras. 
 SR300 R200 Pico flexx D435 
Arbeitsraum + - + + 
Farbinformation + + - + 
Auflösung + + - + 
Matte 
Oberflächen 
- + + + 
 
 
Tabelle 3.3 zeigt die Vor- und Nachteile der ausgewählten 3D-Kameras auf. Die SR300 wurde 
zum Zeitpunkt des ersten Tests dem Großteil der Anforderungen, die sich aus der 
Aufgabenstellung ergeben, am besten gerecht. Das beinhaltet den übereinstimmenden 
Arbeitsraum, der vergleichsweise hohen Auflösung, sowie der Integration einer zusätzlichen 
Farbkamera.  
 
Anstatt nur einzelne Punkte eines Lasers zu betrachten, können auch binäre Muster 
verwendet werden. Da die gewählte 3D-Kamera SR300 keine genauen Angaben bezüglich 
der angewandten Technik veröffentlichte, wurde das Verfahren rekonstruiert. Ein binäres 
Muster wird bei 50 fps elf-mal wiederholt [32] und auf die Objektoberfläche projiziert. Diese elf 
Muster werden so übereinandergelegt, dass zeitlich gesehen ein binäres Muster entsteht. 
Dieses Verfahren nennt sich Time-Coded Light Patterns und kann durch die binäre Kodierung 
die Lage jedes 3D-Punktes, der sich im Arbeitsbereich der Kamera befindet, eindeutig 
bestimmen. Für dieses Verfahren werden in der Praxis verschiedenen Muster genutzt. Da 
hohe Belichtungszeiten für das Verfahren notwendig sind, können nur statische Objekte 
fehlerfrei erkannt werden. 
 
Um das projizierte Binärmuster der verwendeten Kamera aufzunehmen zu können, wurde 
eine infrarotempfindliche Kamera auf eine Oberfläche gerichtet und zeitgleich von der 3D-
Kamera vermessen. Dabei wurde eine Belichtungszeit von 0,9 Millisekunden verwendet.  
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Abbildung 3.8: Visualisierung der von der SR300 projizierten binären eingefärbten Muster. Dabei 
werden grob aufgelöste Flächen in der linken Abbildung mit feineren Lichtstrukturen in der rechten 
Abbildung beleuchtet. Dieses Verfahren deutet auf die Verwendung eines Gray Codes hin, in dem sich 
benachbarte Pixel nur um ein Bit unterscheiden. 
 
Das Muster wird nach jeder Projektion in der vertikalen Ebene verschoben, um auch kleinere 
Details erfassen zu können. Aufgrund der hohen Frequenz können mehrere Projektionen pro 
Tiefenbild aufgenommen werden. Somit kann das Verfahren auch als Multi-Shot-Verfahren 
bezeichnet werden. Wie aus der Abbildung 3.8 ersichtlich ist, werden anfangs niedrig 
aufgelöste Flächenmuster in der folgenden Iteration höher aufgelöst. Die Anordnung sowie 
der Versatz der Muster deuten auf das Verwenden eines Gray Codes hin. Dieser besagt, dass 






Bei einer hohen benötigten Rechenleistung kann die Datenbrille in Verbindung mit einem 
statischen Arbeitsrechner verwendet werden, was die Mobilität des Systems jedoch stark 
reduziert. Zur Erhöhung der Mobilität soll daher ein eingebettetes, tragbares System zur 
Verfügung gestellt werden. Der aktuelle Stand der Datenbrille erlaubt aufgrund der 
universellen Schnittstellen einen Anschluss an diverse Geräte. In dieser Arbeit wird ein Intel 
Compute Stick mit einem Intel Core M m3-6Y30 verwendet. Zusätzlich wird ein Akku verbaut, 
der eine Mobilität erst möglich macht. Die Akkulaufzeit liegt dabei bei mehreren Stunden unter 
Höchstleistung. Für den Compute Stick sowie den Akku wurde ein Gürtel entwickelt, der beide 
Komponenten hält. 
 
Alternativ zum stationären Rechner und zum Intel Compute Stick können auch Smartphones 
als Recheneinheit dienen.   
 




Eye-Tracking-Algorithmen suchen im Allgemeinen nach markanten Augenpartien, 
beispielsweise der Pupille, sowie durch IR-Strahlung entstehende Reflexionen. Anhand dieser 
Informationen können 3D-Sichtlinien (Line of Sight - LoS) oder ein 2D-Blickpunkt (Point of 
Regard - PoR) für die Visualisierung der Benutzeraufmerksamkeit erstellt werden [33]. Für die 
Detektion der Pupille wurde aufgrund unzureichender gängiger Verfahren ein neuer 
Algorithmus entwickelt und implementiert, der die Vorgaben in Hinsicht auf Performanz und 
Präzision erfüllt.  
 
 
Abbildung 4.1: Schematische Darstellung des Eye-Trackers mit einer IR empfindlichen Kamera und 
einer IR-Diode zur Kontrasterhöhung. 
 
Wie in Abbildung 4.1 ersichtlich, besteht die Eye-Tracker-Hardware aus einer IR-
empfindlichen Kamera und einer IR-Diode zur Kontrasterhöhung. Das gesamte Eye-Tracker-
System ist für die Aufnahme und Auswertung des Auges und seiner Bewegungen zuständig. 
Die Kalibrierung der 3D-Umgebung mittels Glint-Vektoren wird in Kapitel 5.3 näher erläutert. 
 
In dieser Arbeit wird vorerst lediglich ein monokularer Eye-Tracker implementiert. Eine später 
mögliche Einführung einer binokularen Variante, welche aufgrund seiner redundanten 





Eye-Tracking-Verfahren bestehen bereits seit Ende des 19. Jahrhunderts. Erste Prototypen 
bestanden aus einer Kopfklemme, einer Trommel und einem Stift, welcher mechanisch an der 
Kornea befestigt wurden [34]. Diese invasive Methode ermöglichte ein erstes Verfolgen der 
Augenbewegungen, war jedoch aufgrund des Aufbaus nur eingeschränkt verwendbar. Über 
die Jahre wurden weitere, benutzerfreundlichere Verfahren entwickelt: 




Die entstehende elektrische Spannung der Augenmuskulatur wird gemessen und in 
Bewegungen umgerechnet [35]. Problematisch sind dabei notwendige zusätzliche 
Messwerkzeuge sowie Störungen durch naheliegende Muskelpartien, die aus 
vertikalen Bewegungen resultieren [36]. 
 
 Elektromagnetisches Spulensystem 
Durch das Aufsetzen einer speziellen Kontaktlinse mit einer integrierten Spule können 
Induktivitäten in Abhängigkeit der Bewegung gemessen und ausgewertet werden. 
Dies ermöglicht eine präzise Verfolgung der Pupille [36]. Aufgrund des Bedarfs an 
speziellen, für den Benutzer angefertigten Kontaktlinsen, der umständlichen 
Benutzung sowie des geringeren Tragekomforts wird diese Methode selten in der 
Praxis umgesetzt. 
 
 Videookulographie (VOG) 
Durch die stetige Verbesserung von Videokameras wurde das Video-Eye-Tracking 
ermöglicht. Durch den Verzicht von zusätzlichen Komponenten an den Probanden 
erhöhte sich die Benutzerakzeptanz stark [37]. Eine der bekanntesten untersuchten 
Methoden war die Detektion der Purkinje-Reflexionen, die durch die 
Mehrfachbrechung des optischen Apparates entsteht [36]. 
 
Systeme die auf Elektrookulogrammen und elektromagnetische Spulensysteme basieren 
benötigten stets einen Spezialisten für die Konfiguration sowie die Auswertung der Daten. Die 
Videookulographie kann aktuell hingegen mit einer einfachen Videokamera ohne zusätzliche 
Hardware realisiert werden [38] [39]. Die Auswertung der von der Videokamera 
aufgenommenen Bilder kann jedoch durch Störfaktoren wie der Irisstruktur, Reflexionen oder 
aufgrund geringer Kontraste negativ beeinflusst werden, wie in Abbildung 4.2 zu erkennen ist 
[40] .  
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Abbildung 4.2 : Das Augenbild wurde ohne zusätzliche IR-LEDs aufgenommen. Zu erkennen ist, dass 
Reflexionen sowie geringe Kontraste zwischen der Pupille und der Iris eine Detektion erschweren. 
 
Aufgrund der Anforderung dieses Projektes nach einer möglichst pixelgenauen Auswertung 
wurden IR-LEDs eingebaut, welche die Störungen reduzieren und zugleich die Kontraste 
erhöhen. Abhängig von der Position der IR-LED in Bezug zum Auge können zwei 
unterschiedliche Effekte auftreten: der Dark-Pupil-Effekt und der Bright-Pupil-Effekt.  
 
 
Abbildung 4.3 : Schematische Darstellung des Dark-Pupil-Effekts und Bright-Pupil-Effekts. Der Dark-
Pupil-Effekt führt aufgrund der nicht reflektierenden Strahlen zu einer dunklen Pupille, während der 
Bright-Pupil-Effekt eine Reflexion der Strahlen herbeiführt. 
 
Bright-Pupil-Effekt 
Der Bright-Pupil-Effekt entsteht, wenn die IR-LED nur wenige Grad vom Strahlengang 
abweicht oder direkt auf dem Strahlengang der IR-Kamera positioniert ist. Dabei werden die 
Strahlen direkt an der Retina reflektiert und von der Kamera absorbiert, was eine helle Fläche 
an der Position der Pupille entstehen lässt. Störeffekte, wie beispielsweise Mascara, können 
aufgrund des starken Helligkeitsunterschiedes unproblematisch differenziert werden. Die 
Differenzierung zwischen der Reflexion der IR-LED und der Pupille wird jedoch schwierig, da 
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diese äquivalente Helligkeiten aufweisen können. Die Positionierung der IR-LED nahe dem 
Kamerasensor ist somit problematisch. Daher wird die Implementierung über einen Strahlteiler 
favorisiert. Die folgende Abbildung 4.4 visualisiert die Positionierungsproblematik der IR-LED 
nahe am Strahlengang. Da dieses Problem entfernungsabhängig ist, kann eine 
Implementierung bei einer vergrößerten Distanz (beispielsweise bei einem Remotesetup) 
leichter erfolgen. Ein Remotesetup ist dabei ein Eye-Tracking-System, welches stationär an 
einem Objekt oder alternativ direkt an einem Monitor befestigt ist. 
 
 
Abbildung 4.4 : Positionierung der IR-LED im Strahlengang der Kamera. Aufgrund des geringen 
Winkels zwischen dem Strahlengang und der IR-LED ist ein Teil der Pupille verdeckt. Durch die Reflexion 
der IR-Strahlen ist eine helle Färbung der Pupille wahrzunehmen.  
 
Dark-Pupil-Effekt 
Im Gegensatz zum Bright-Pupil-Effekt wird beim Dark-Pupil-Effekt die IR-LED abseits des 
Strahlengangs positioniert, wodurch eine Reflexion der IR-Strahlen in Richtung der Kamera 
verhindert wird. Die Pupille wird daher schwarz abgebildet und kann anschließend von der IR-
LED eindeutig differenziert werden. Aufgrund der schwarzen Färbung verringern sich die 
Kontraste zu weiteren dunklen Objekten, wie beispielsweise Wimpern oder Make-up. 
 
 
Abbildung 4.5 : Positionierung der IR-LED abseits des Kamerastrahlengangs. Da keine Reflexion der 
IR-Strahlen auf die Eye-Tracking-Kamera treffen, wird die Pupille schwarz dargestellt. 
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Beide Beleuchtungseffekte haben ihre spezifischen Vor- und Nachteile. Ein Umschalten der 
Beleuchtungseffekte durch zwei einzeln ansteuerbare LEDs kann jedoch die Nachteile 
reduzieren [41] [42]. Gleichzeitig halbiert sich jedoch die Bildrate der Kamera. Da die 
verwendete Kamera nur eine maximale Bildfrequenz von 30 Herz erreichen kann [43], würde 
eine Halbierung der Frequenz zu einem trägeren System führen. Aufgrund dessen sowie der 
komplexeren Positionierung wurde sich ausschließlich für den Dark-Pupil-Effekt entschieden. 
Für die Detektion der für die Augen relevanten Partien können die Algorithmen in drei 
unterschiedliche Klassifizierungen unterteilt werden: 
 
Feature-basiert 
Die Bilder werden mittels unterschiedlicher Algorithmen auf Feature-Punkte untersucht. 




Das vorhandene Bild wird mit vorhandenen Modellen verglichen, um einen geeigneten 
Kandidaten für die Repräsentation zu erhalten. Die Suche erfolgt oft über den RANSAC- 
Ansatz [44]. Dieser stellt ein iteratives Verfahren zur Modelloptimierung dar. 
 
Hybrid 
Die anfängliche Suche von Featurepunkten kann dazu verhelfen, das modellbasierte 
Verfahren zu optimieren. Dies kann nicht nur zu einer Verringerung der Iterationszyklen 


















Dongheng Li et al. [45] stellten 2005 mit dem Starburst-Algorithmus einen neuen hybriden 
Ansatz für die Pupillendetektion vor. Dabei werden Gradientenanstiege genutzt, um einzelne 
Feature-Punkte zu generieren, welche mit dem Verfahren der kleinsten Quadrate eine Ellipse 
abbilden [46]. Diese Feature-Punkte können jedoch durch Wimpern, Make-up oder ähnliche 
Störungen fehlerhafte Informationen enthalten. Um diese zu filtern, wird der RANSAC-
Algorithmus [44] mit einbezogen. Dieser nimmt aus der Gesamtzahl der extrahierten Punkte 
nur eine vorher festgelegte Anzahl an zufälligen Punkten und bildet damit eine Ellipse. 
Anschließend werden die Abweichungen von allen Punkten zur Ellipse bestimmt. 
Ausgenommen werden Punkte einer definierten Abweichung, die als Outlier bezeichnet 
werden. Nach einer definierten Anzahl an Iterationen oder einer erreichten Präzision ist die 
beste Ellipse gefunden. Da die Anzahl an Outliern zu Beginn unbekannt ist, muss ein 
geeigneter Schwellwert selektiert werden. Dieser variiert jedoch abhängig von dem 
verwendeten Eye-Tracking-System. Da die Anzahl an Hyperparametern sehr hoch ist, wurde 
dieser Ansatz letztendlich als ungeeignet für das Projekt eingestuft. 
 
Ausgehend vom Starburst-Algorithmus wurde nach Möglichkeiten zur Behebung einiger 
Probleme untersucht. Eines dieser Probleme stellt das Detektieren des Startpunktes in Form 
der initialen Schätzung des Pupillenmittelpunktes dar, um Strahlen in die Umgebung 
ausweiten zu können. Dieser wird entweder durch einen Zufallswert oder auf die Mitte des 
Bildes festgelegt (siehe Abbildung 4.6). Ausgehend von dem Startpunkt werden Strahlen in 
definierten Winkeln ausgesandt, um Gradientenanstiege zu detektieren. Abhängig von der 
Konzentration der Gradientenanstiege wird der Startpunkt in Richtung des 
Konzentrationsmittelpunktes verschoben [47]. Anschließend werden erneut Strahlen 
ausgesandt, bis ein definiertes Maß an Gradientenanstiegen gefunden ist.  
 
 
Abbildung 4.6 : Die linke Abbildung veranschaulicht die Problematik der Startpunktselektion. Der 
Startpunkt fällt in diesem Falle nur knapp auf die Pupille, ermöglicht aber dennoch die korrekte Detektion 
der Ellipse. Die blauen Strahlen repräsentieren ausgesandte und die roten reflektierte Strahlen. Aufgrund 
von Überlagerungen können blaue Strahlen von roten Strahlen überlagert werden. Die resultierende 
Ellipse wird als grünes rotiertes Rechteck in der Abbildung dargestellt. 
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Eine Verbesserung der Startpunktschätzung erfolgte durch das Einfügen von horizontalen und 
vertikalen Strahlen. Werden Gradienten oberhalb eines definierten Grenzwertes detektiert, 
erfolgt eine Reflexion in die entgegengesetzte Richtung (siehe Abbildung 4.7). 
 
 
Abbildung 4.7 : Alternative Methode zur Schätzung eines Startpunktes. Horizontale und vertikale 
Strahlen werden in einem festen Abstand ausgesandt, anschließend werden Schwarz/Weiß-Übergänge 
gesucht. Bei jedem Übergang werden Strahlen in die entgegengesetzte Richtung ausgesandt. Die 
resultierende Ellipse wird in der Abbildung grün dargestellt. 
 
Anhand der Anzahl der Reflexionen kann anschließend ein grober Startpunkt definiert werden. 
Da sowohl die horizontalen, als auch die vertikalen Linien betrachtet werden, können Fehler, 
die beispielsweise durch Mascara entstehen, detektiert und ignoriert werden. Mit dem 
Aufkommen von inhomogener Beleuchtung stieg die Fehleranfälligkeit stark an, da der 
Schwellwert zum Erkennen von Transitionen durch einen statischen Wert repräsentiert wurde 
(siehe Abbildung 4.8). 
 
 
Abbildung 4.8 : In der linken Abbildung werden 50 % der Transitionen falsch erkannt, was zu einer 
fehlerhaften Ellipsendetektion in der rechten Abbildung führte. Die fehlerhafte Erkennung ist auf die 
inhomogene Beleuchtung des Auges zurückzuführen. Der Hardwareaufbau verwendete eine IR-LED mit 
einem geringen Abstrahlwinkel, die für eine Implementierung nahe dem Auge als ungeeignet eingestuft 
wird. 
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Da vorerst nur die Steuerung eines Menüs im Fokus stand und die Kalibrierung innerhalb 
kürzester Zeit erfolgen sollte, wurde ein einfacherer Detektionsansatz gewählt. Anstatt eine 
pixelgenaue Berechnung zu verfolgen, wurde eine gröberer Ansatz gewählt. Bei einem Dark-
Pupil-Effekt kann davon ausgegangen werden, dass die Pupille die größte runde Fläche im 
Bild darstellt. Mascara und Wimpern gleichen dabei eher einer Linie. Wird das Bild in Kacheln 
von beispielsweise 11x8 Elementen unterteilt, in dem jedes Element der durchschnittlichen 
Summe aller Helligkeitswerte des abgedeckten Bereiches entspricht, wird die dunkelste 
Kachel mit hoher Wahrscheinlichkeit die Pupille beinhalten. Probleme können entstehen, 
wenn die Pupille auf zwei oder mehreren Kacheln abgebildet wird. Für diesen Fall können die 
Kacheln in horizontaler und vertikaler Richtung so verschoben werden, dass sich die Pupille 
nur innerhalb einer Kachel befindet. 
 
 
Abbildung 4.9: In dieser Abbildung wird das Kamerabild des Auges in eine vordefinierte Anzahl an 
Kacheln unterteilt. Jede dieser Kacheln enthält anschließend den Durchschnittswert der Helligkeit aller 
Pixel innerhalb dieser Kacheln. Dies eliminiert einige dunkle Störfaktoren, wie beispielsweise Mascara. 
 
Für die Kalibrierung wurden zwei Randpunkte auf dem Display benötigt. Anhand der 
Randpunkte wurde eine Gerade 𝑔𝑟𝑎𝑛𝑑 mit dem Mittelpunkt als approximiertes Displayzentrum 
𝑃𝐷𝐴𝑃 gebildet. Anhand der Distanzen der einzelnen Blickpunkte zum Mittelpunkt 𝑑𝐷𝐴𝑃 des 
Displays und deren Winkel 𝛼𝐷𝐴𝑃 zur Geraden 𝑔𝑟𝑎𝑛𝑑 konnten einfache Steuerbefehle 
umgesetzt werden. Die Steuerung eines Menüs mit vier Kommandos konnte erfolgreich 
implementiert werden (siehe Kapitel 6.2.1). Sporadische Fehlinterpretationen, die durch eine 
Umgebungsbetrachtungen des Benutzers entstehen können, führten allerdings zu Problemen. 
Da zudem ein präziseres Tracking ermöglicht werden sollte, wurde der Fast-Ellipse-Fitting-
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4.3 Eye-Tracking-Algorithmus „Fast Ellipse Fitting “(FEF) 
 
 
4.3.1 Stand der Forschung 
 
Ein Großteil der folgenden vorgestellten Algorithmen sind für HMD’s und/oder Remotesetups 
konzipiert.  
 
Aufbauend auf dem Starburst-Algorithmus konzipierten Swirski et al. [48] eine verbesserte 
Version. Um die Performance zu steigern, wurde im ersten Schritt der Haar-Like-Feature-
Detector [49] zur approximierten Detektion der Pupille verwendet. Dies ermöglichte eine 
Anwendung weiterer Algorithmen auf eine Region of Interest (ROI). Für die anschließende 
Schwellwertselektion wurde eine K-Means-Segmentation verwendet.  
 
Da bei fehlerbehafteten Bildern die Ergebnisse weiterhin vergleichsweise schlecht ausfielen, 
wurde der ExCuSe-Algorithmus von Fuhl et al. [50] erstellt. Hier wird in einem ersten Schritt 
mit einer Histogrammanalyse nach einer hellen Fläche im Bild gesucht. Sobald eine helle 
Fläche gefunden wurde, wird anschließend ein Canny-Kantendetektor sowie ein Filter zur 
Reduzierung ungewollter Informationen eingesetzt. Die Filterung besteht dabei aus dem 
Entfernen einzelner Pixel und gerader Linien, der Eliminierung von Geraden mit niedrigem 
Winkel sowie der Trennung von geraden und schrägen Linien durch manuell erstellte 
morphologische Operationen. Anschließend werden für alle verbleibenden Linien die 
Helligkeitswerte der umschlossenen Flächen geprüft. Die dunkelste Fläche wird dabei als 
wahrscheinlichste Position der Pupille deklariert.  
Wenn keine helle Stelle gefunden wird oder das Resultat der Filterung unzureichend ist, wird 
ein Schwellwertverfahren angewandt. Der Schwellwert definiert sich dabei als die Hälfte der 
Standardabweichung der Bildhelligkeit. Für die Extraktion von Featurepunkten wurde der 
Algorithmus von Mohammed et al. [51] angewandt. Die Feature-Punkte wurden anschließend 
für die Berechnung der Ellipse verwendet. 
Die Resultate wurden mit dem Starburst-Algorithmus verglichen und auf Basis einer 
Datenbank von rund 39.000 annotierten Bildern evaluiert. Dabei zeigte sich, dass ExCuSe, 
mit Ausnahme von zwei Datensätzen, eine signifikant bessere Erkennungsrate aufwies. 
 
Der Algorithmus SET [52] von Javadi et al. wurde circa zur gleichen Zeit wie ExCuSe 
veröffentlich und basiert auf einem Schwellwertverfahren mit anschließender Segmentation. 
Die extrahierten Segmente werden über eine Größenfilterung auf gewünschte Kandidaten, 
deren konvexe Hülle für die weitere Verarbeitung erstellt wird, reduziert. Für jede konvexe 
Hülle werden das Gewichtszentrum und die jeweiligen Winkel zu den einzelnen Punkten der 
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Hülle berechnet. Eine Aufteilung der Winkel in ihre Sinus- und Kosinuskomponenten wird 
genutzt, um Fehler durch Defekte zu eliminieren und den richtigen Pupillenkandidaten zu 
bestimmen. Der zu bestimmende Schwellwert für die Binarisierung und die approximierte 
Größe der vorhandenen Konturen sind Hyperparameter und müssen vor jeder Benutzung neu 
festgelegt werden. Die Präzision des Algorithmus zeigt gegenüber dem Starburst-Algorithmus 
eine leichte Verbesserung. 
 
Aufbauend auf ExCuSe veröffentlichte Fuhl et al. [53] ein Jahr später den ElSe Algorithmus. 
Dabei werden Teile der Verarbeitungspipeline, wie der Canny-Kantendetektor, oder die 
Filterung von ExCuSe übernommen. Filterungen anhand von Winkeln werden jedoch nicht 
durchgeführt. Zum Ausdünnen oder Verstärken sowie zur Auftrennung orthogonal liegender 
Geraden wurden neue morphologische Operationen eingeführt. Anschließend werden alle 
Pixel mit einer Nachbarschaftsanzahl von größer als zwei Pixeln gelöscht, um verbundene 
Linien aufzutrennen. Weiterhin werden gerade Linien aussortiert, da diese keine Relevanz für 
das Verfahren besitzen. Alle verbleibenden Linien werden über eine Mustererkennung weiter 
ausgesondert, bis lediglich eine Linie übrigbleibt und diese als Pupille deklariert wird. Wird 
keine Pupille gefunden, wird ähnlich wie bei ExCuSe ein zweiter Algorithmus angewandt, auf 
den an dieser Stelle nicht weiter eingegangen werden soll. Für die Validierung wurden alle 
hier vorgestellten Algorithmen verglichen (ExCuSe, Swirski et al., Starburst, SET) und anhand 
von rund 95.000 Pupillenbildern evaluiert. Hierbei zeigte sich, dass ElSe in fast allen 
Datensätzen die beste Erkennungsrate liefert. 
 
Trotz der guten Erkennungsraten sind die Algorithmen für eine Nutzung mit stationären 
Recheneinheiten konzipiert, was eine Nutzung in eingebetteten Systemen erschwert. Daher 
wurde die Entscheidung getroffen, einen neuen Algorithmus zu entwickeln, der den 

















Abbildung 4.10 : Ablauf des FEF-Algorithmus. Im ersten Schritt wird das Auge durch eine Kamera 
aufgenommen. Anschließend werden Filter zur Reduzierung von Störungen verwendet. Darauf folgt eine 
Skalierung des Bildes. Abhängig davon, ob ein guter Schwellwert aus vorherigen Iterationen vorhanden 
ist, wird entweder nach einem approximierten oder exaktem Schwellwert gesucht. Danach wird der 
Schwellwert verwendet, um das Kamerabild in seiner Originalgröße weiter zu verarbeiten. Je nach 
Bewertung der resultierenden Kontur wird entschieden, ob eine Pupille gefunden wurde. 
 
Der hier vorgestellte merkmalsbasierte Algorithmus Fast Ellipse Fitting (FEF) nutzt ein 
adaptives Schwellwertverfahren. Diese Adaptierung ermöglicht eine Anpassung an neue 
Umwelteinflüsse während der Laufzeit. Zur Entfernung störender Fragmente wurde ein 
Medianfilter und ein Gaußfilter implementiert. Nach einer Reduzierung der Auflösung auf 10% 
der Originalgröße wird das Bild mithilfe unterschiedlicher Schwellwerte binarisiert. Jedes Bild 
wird anschließend mit morphologischem Closing bearbeitet, um Konturen extrahieren und 
diese anhand einer Liste von Features bewerten zu können. Die approximierte 
Schwellwertfindung wird dabei nur zu Beginn oder sobald die Pupillenbewertung ein 
schlechtes Ergebnis liefert ausgeführt und im Normalfall daher nicht verwendet. Der 
Schwellwert der besten Kontur wird weiterverarbeitet, um das Bewertungsverfahren mit einer 
geringer aufgelösten Schwellwertabstufung zu wiederholen. Nach erneuter Bewertung wird 
der finale Schwellwert von der besten Kontur extrahiert und auf die Originalgröße des Bildes 
angewandt. Die Kontur mit der höchsten Bewertung wird dabei als Pupille identifiziert. Mithilfe 
einer konvexen Hülle werden Störungen entfernt. Über einen anschließenden Ellipsenfitter 
wird die finale Pupillenkontur erstellt.  
Liegt der Bewertungswert unter einem definierten Schwellwert beziehungsweise einer 
Mindestpunktzahl, wird die Pupille als nicht extrahiert eingestuft. Wenn die Pupille über einen 
bestimmten Zeitraum nur selten erkannt wird, findet eine erneute approximierte 
Schwellwertfindung statt, um diese den neuen Lichtverhältnissen anzupassen. Mögliches 
Blinzeln des Benutzers führt dabei aufgrund des kurzen Zeitintervalls zu keiner neuen 
approximierten Schwellwertfindung. 
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Da der Algorithmus auf eingebetteten Systemen den Echtzeitanforderungen gerecht werden 
soll, wurde die Performance als vorrangig betrachtet. Kompromisse zwischen der errichten 
Genauigkeit und Performance mussten dabei eingegangen werden. Für eine verbesserte 
Verarbeitung wurden zusätzliche Hardwarekomponenten in Form einer 120°-IR-LED, einer 





Die Wahl eines geeigneten Schwellwertes für das vorgestellte Schwellwertverfahren stellt ein 
komplexes Problem dar. Abhängig von der Belichtung, der Augenfarbe des Anwenders und 
der Charakteristik der Kamera kann der Schwellwert stark variieren. Die Benutzung eines 
statischen Wertes kann aufgrund der dynamischen Veränderung der Belichtung als 
unbrauchbar eingestuft werden. Die in diesem Projekt untersuchten Pupillenbilder weisen 
Schwarzwerte von 10 - 90 bei einem Wertebereich von 0 - 255 auf. Erste Versuche zur 
geeigneten Schwellwertfindung wurden mittels einer Suche des dunkelsten Punktes im Bild 
und einem zusätzlichen Median realisiert. Im Vergleich zur statischen Annahme eines 
Schwellwertes wurden bessere Resultate erzielt. Externe Umweltfaktoren, wie beispielsweise 
Beleuchtung oder Make-up, führen jedoch verstärkt zu Ungenauigkeiten (siehe Abbildung 
4.11). Dunkles Make-up kann geringere Schwarzwerte als die Pupille aufweisen und den 
Startschwellwert entsprechend verfälschen. Ebenfalls betroffen ist die Standardabweichung, 
welche in dem ExCuSe-Algorithmus [50] für den schwellwertbasierten Ansatz Verwendung 




Abbildung 4.11: Die resultierende Ellipse wird durch das Make-up am oberen Lid verfälscht. Es kommt 
zu einer Fehlauswertung. 
 
Für die adaptive Schwellwertjustierung wurde nur der untere Wertebereich (0 - 100) des Bildes 
betrachtet, da nur dunklere Regionen von Relevanz sind. Anschließend wurde für alle 5 
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Dabei werden die Schwerpunkte 𝑥𝑐 und 𝑦𝑐 von den einzelnen Punkten  𝑥, 𝑦 subtrahiert und 













Folgende Features werden zur Bestimmung einer Pupille ausgewählt: 
 
Fläche: 
Anhand der Größe der Kontur kann ein Großteil der vorhandenen Konturen herausgefiltert 
werden. Dies beinhaltet unter anderem sehr kleine Punkte und die Iris als großes Objekt. 
 
𝑃𝑎 = 𝑚00 (4.5) 
 
Aufgrund der differenzierten Einwirkung unterschiedlicher Features werden diese mit einer 
zusätzlichen Priorität skaliert. Eine Ausnahme bildet dabei die Fläche, die größenabhängige 
Filterungen durchführt und zum direkten Aussortieren führt. Die Anzahl der Pixel der Kontur 
darf dabei nur zwischen 0,1 % und 3 % der Gesamtzahl aller Pixel betragen. 
 
Konvexität: 
Die Konvexität entspricht dem Verhältnis zwischen der Fläche und der konvexen Hülle der 
Kontur. Ein stark abweichendes Verhältnis weist dabei auf eine hohe Anzahl von konvexen 
Defekten hin. Ausnahmen entstehen, wenn die IR-Reflexion in einen konkaven Defekt 
resultiert. Da die Reflexionen im Vergleich zur Pupille sehr klein sind, kann dies in Bezug auf 
das Feature vernachlässigt werden.  
Für die Berechnung der Konvexität wird vorerst die konvexe Hülle [57] gebildet. Die Fläche 








Dieses Feature fließt zu 100 % in die Bewertung mit ein. 
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Rundheit: 
Die Rundheit entspricht dem Verhältnis zwischen dem Umfang eines optimalen Kreises zu der 
Fläche 𝑃𝑎 der runden Kontur. Mit zunehmender Ungleichheit des Verhältnisses verringert sich 







Für einen perfekten Kreis kürzen sich beide Terme. Mit zunehmender Entfernung der Pupille 
zur Ausgangsposition (das Auge blickt geradeaus) verformt sich die kreisförmige Pupille 
zunehmend zu einer Ellipse. Die Rundheit wird lediglich mit einer Gewichtung von 80 % 
versehen. 
 
Verhältnis der Minoritätsachse zur Majoritätsachse: 
Über das Verhältnis beider Achsen kann die Verzerrung der Ellipse berechnet werden. Achsen 
gleicher Werte repräsentieren dabei Kreise, ungleiche Werte hingegen Ellipsen. Eine Fläche, 
die beispielsweise durch dunkles Make-up entsteht, kann aufgrund der länglichen Form 
identifiziert werden. Die folgenden Formeln zeigen die Berechnung der Minoritätsachse 𝑏 und 
Majoritätsachse 𝑎 [58] und das errechnete Verhältnis 𝑃𝑅: 
 
𝑎 =  √
1
2
∗ (𝜇20 + 𝜇02) + √4 ∗ 𝜇211 − (𝜇20 − 𝜇02)
2  (4.8) 
𝑏 =  √
1
2







Aufgrund der Verzerrung der Pupille, die entsteht sobald die Blickrichtung von der 
Kopfrichtung abweicht, wird dieses Feature mit nur 40 % gewichtet. 
 
Anhand der unterschiedlichen extrahierten Features kann jede Segmentierung bewertet und 
hierarchisch angeordnet werden. Dieses Verfahren wird für jedes Binärbild der Pupille 
angewandt, um anschließend die Ellipse mit der höchsten Bewertung zu erhalten. Ist die 
geeignetste Ellipse gefunden wird nach Prüfung einer Mindestpunktzahl der Schwerpunkt 
berechnet. Wird der Schwellwert unterschritten, findet keine weitere Verarbeitung statt. Die 
Bewertungen jeder Pupille werden in einem Zeitfenster gespeichert, um deren 
durchschnittliche Qualität zu ermitteln. Fällt diese Qualität unter einen empirisch ermittelten 
Wert, werden alle Parameter zurückgesetzt und erneut eine Schwellwertapproximation 
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Unterschiedliche Einflussfaktoren können das Eye-Tracking stören, so dass es zu einer 
Fehlinterpretation der Daten kommt. In diesem Kapitel werden daher die am häufigsten 
auftretenden Fehler dargestellt und Lösungsmöglichkeiten aufgezeigt. 
 
Vergrößerung der Pupille 
Abhängig von der Helligkeit der Umgebung kann die Pupille ihre Größe auf bis zu 2500 % 
vergrößern (siehe Kapitel 2.2.3). Generell kann dabei davon ausgegangen werden, dass mit 
Zunahme der Pupillengröße die Fehlerrate steigt, da eine Differenzierung zwischen Eyeliner, 
Brillen, Wimpern und Reflexionen nicht gewährleistet werden kann. Eyeliner befindet sich 
beispielsweise am Rand des Auges und daher näher an der Pupille, wenn diese vergrößert 
ist. Eine Benutzung des Eye-Trackers wird daher bei guten Lichtverhältnissen empfohlen. 
Aufgrund der konsensuellen Verknüpfung beider Augen ist jedoch eine Beleuchtung des nicht 
mit dem Eye-Tracker erfassten Auges ausreichend.  
 
 
Abbildung 4.15: Beide Abbildungen zeigen ein Bild aus dem HD II Datensatz. Der Datensatz beinhaltet 
dabei Bilder einer Probandin mit Kontaktlinse und Eyeliner, was zu einer fehlerhaften Erkennung der 
Pupille führen kann.  
 
Unschärfe 
Wie in Abbildung 4.15 zu erkennen ist, trägt die Probandin Kontaktlinsen. Dies beeinflusst 
ebenfalls die Auswertungen negativ, da die Pupille durch die Linse anders gebrochen wird 
und an den Rändern schneller zu einer Unschärfe neigt. Generell werden Bereiche, die weiter 
von dem scharf justierten Mittelpunkt entfernt sind, unscharf dargestellt. Dies führt zu einer 
Verschlechterung der Bewertungskriterien. 
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Abbildung 4.16: Die Probandin blickt stark in eine Richtung. Aufgrund der Distanzänderung zwischen 
der Pupille und der Eye-Tracking-Kamera ändert sich auch die benötigte Brennweite. Dies resultiert in 
einer unscharfen Darstellung der Pupille. 
 
Multiple IR-Reflexionen 
Wird eine Kontaktlinse mit sehr hohen oder sehr niedrigen Dioptrien (-6/6) verwendet 
entstehen mehrere Reflexionen. Aufgrund dieser mehrfachen Brechungen kann keine 
eindeutige Bestimmung der IR-Reflexion vorgenommen werden. Probanden deren 
Kontaktlinsen nur drei Dioptrien betrugen, wiesen keine mehrfachen Brechungen auf. Wird 
anstatt einer Kontaktlinse eine Brille verwendet, wird das Problem der 
Betrachtungsabhängigkeit verringert, allerdings kommt es zu zusätzlichen Reflexionen. 
 
 
Abbildung 4.17: Wird statt einer Kontaktlinse eine Brille verwendet, entstehen zusätzliche Reflexionen. 
Je nach Positionierung der IR-LED können diese Reflexionen unterschiedlich stark negative Einflüsse 
haben. Wird die IR-LED wie in dieser Abbildung unterhalb des Prismas positioniert, wird nur ein 
unbedeutender Teil des Bildes überleuchtet. 
 
Das Resultat ist abhängig von der Platzierung der IR-LED. Bei einer Positionierung unter dem 
Auge wird der Arbeitsbereich der Glint-Vektoren (siehe Gleichung 5.1, S.89 und Abbildung 
5.3, S.90) nur gering eingeschränkt (siehe Abbildung 4.17). Bei einer Positionierung frontal 
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Wird zusätzlich die IR-Reflexion detektiert, um die Robustheit der späteren Kalibrierung zu 
erhöhen, entstehen bezüglich der Positionierung weitere Probleme. Dabei ist zu beachten, 
dass die IR-Reflexion immer einen definierten Abstand zum Limbus, also dem Übergang 
zwischen Iris und Sklera, einhält. Kann diese Distanz nicht gewährleistet werden, bricht die 
IR-Reflexion in diverse Reflexionen auf, deren Informationen nicht weiterverwendet werden 
können (siehe Abbildung 4.20). Daher wird empfohlen, den Arbeitsbereich der IR-Reflexion 
vor der Kalibrierung zu prüfen. 
 
 
Abbildung 4.20: Zusätzlich zum Pupillenmittelpunkt werden auch IR-Reflexionen (linke Abbildung) mit 
detektiert. Bewegen sich diese Reflexionen auf die Sklera oder den Limbus, entstehen 
Mehrfachreflexionen (rechte Abbildung), die eine Identifizierung unmöglich machen.  
 
Sonneneinstrahlung 
Bei direkter Sonneneinstrahlung verkleinert sich die Pupille stark, was die negativen Effekte 
von Wimpern reduziert. Gleichzeitig lassen jedoch die IR-Strahlen der Sonne zusätzliche 
















Um den vorgestellten Algorithmus mit konkurrierenden Algorithmen vergleichen zu können, 
werden diese an unterschiedlichen Datensätzen validiert. Jeder Datensatz besteht dabei aus 
einer Vielzahl von Bildern, die spezielle Szenarien abbilden: 
 
Tabelle 4.1: Auflistung aller verwendeten Datensätze. Die Datensätze HD I/II wurden im Laufe der Arbeit 
annotiert. 
Datensätze Szenario Auflösung in Pixel 
II inhomogene Beleuchtung, Reflexionen 384 x 288 
VI inhomogene Beleuchtung, Make-up 384 x 288 
VII inhomogene Beleuchtung, Make-up 384 x 288 
VIII inhomogene Beleuchtung, Wimpern 384 x 288 
X inhomogene Beleuchtung, Pupille am Rand 384 x 288 
XII inhomogene Beleuchtung 384 x 288 
XIII inhomogene Beleuchtung, Wimpern 384 x 288 
XIV inhomogene Beleuchtung 384 x 288 
XVI Make-up, Wimpern 384 x 288 
XVII inhomogene Beleuchtung, Wimpern 384 x 288 
XXIII Hoher Winkel zwischen Kamera- und 
optische Achse 
384 x 288 
HD I Geringer Kontrast zwischen Pupille und Iris 1296 x 972 
HD II Geringer Kontrast zwischen Pupille und Iris, 
Make-up, Kontaktlinse 
1296 x 972 
 
HD I/II sind Datensätze, welche mithilfe einer parallel zu dieser Arbeit entwickelten Datenbrille 
aufgenommen wurden. Diese beinhaltet eine infrarotsensitive Kamera sowie einen 
Wellenlängenfilter. HD I stellt dabei Bilder einer männlichen Testperson im Alter von 27 Jahren 
und HD II Bilder einer weiblichen Probandin im gleichen Alter dar. Aufgrund von Make-up und 
Kontaktlinsen der weiblichen Probandin wurde die Auswertung erschwert. 
Alle Datensätze beinhalten insgesamt über 14.000 Pupillenbilder von insgesamt 13 
unterschiedlichen Probanden. Die Auflösungen der im Zuge dieses Projektes erstellten 
Datensätze HD I/II unterscheiden sich von den externen Daten, welche von Fuhl et al. 
veröffentlicht wurden [53]. Jedes einzelne Bild der Pupille enthält einen Pupillenmittelpunkt, 
der von Hand eingetragen wurde. Der zu errechnende Fehler zwischen Soll- (𝑃𝑠𝑜𝑙𝑙) und Ist-
Wert (𝑃𝑖𝑠𝑡) wird dabei über die euklidische Distanz wie folgt berechnet: 
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𝑒𝑝 = |𝑃𝑖𝑠𝑡 − 𝑃𝑠𝑜𝑙𝑙| (4.11) 
 
Wenn der Fehler 𝑒𝑝 größer als fünf Pixel bei externen Datensätzen oder zehn Pixel bei 
internen Datensätzen beträgt, wurde die Pupille als nicht erkannt gewertet. Während des 
Prozesses der Pupillendetektion wurden keine manuellen Justierungen der Parameter 
vorgenommen. Bei der Betrachtung einiger zufällig ausgewählter gelabelter Pupillenbilder aus 
den externen Datensätzen stellte sich heraus, dass die Pupillenmittelpunkte teilweise 
fehlerhaft annotiert wurden. Weil ein Vergleich mit zukünftigen Algorithmen gewährleistet 
werden soll, wurden diese Fehler nicht behoben. Da der Schwerpunkt auf der 
Bearbeitungsgeschwindigkeit der Algorithmen lag, wurden die jeweilig benötigten Zeiten 
aufgezeichnet. Gemessen wurden ausschließlich die Verarbeitungszeiten der Algorithmen, 
Lade- und Dekodierzeiten wurden nicht einbezogen.  
Aufgrund der fehlenden Möglichkeit verdeckte Pupillen zu erkennen, erreichte FEF geringere 
Erkennungsraten als die verglichenen Algorithmen. 
 
 
Abbildung 4.21: Bild aus dem Datensatz VII. Die Pupille ist mit dunklen Wimpern vergleichbarer 
Helligkeit verdeckt, was zu einer fehlhaften Erkennung führt.  
 
Diese Störungen wurden von den verglichenen Algorithmen durch die Einführung von 
RANSAC oder durch die Implementierung des Canny-Kantendetektors weitestgehend 
aussortiert. Bei den frei zugänglichen Datensätzen wurden nur solche untersucht, die wenig 
Störfaktoren enthalten. Weitere behandelte Datensätze sind in der Anlage A1 zu finden.  
Es wurde je eine FEF-Implementierung mit adaptiver Helligkeitseinstellung (FEF mit 
Feedback) und eine Implementierung ohne adaptive Helligkeitseinstellung getestet. Dabei 
wurde nach 150 Bildern wiederholt eine globale Schwellwertuntersuchung durchgeführt. Dies 
ist in erster Linie für eine praktische Anwendung von Bedeutung, da die Helligkeit regelmäßig 
schwanken kann. Die HD-Datensätze profitieren allerdings nicht von diesem Feature, da die 
Helligkeit hier nahezu konstant bleibt. Für einen Vergleich des FEF-Algorithmus wurden 
folgende konkurrierende Algorithmen selektiert: Swirski [48], ElSe [53] und ExCuSe [50]. Der 
Quellcode der jeweiligen Algorithmen ist öffentlich erhältlich und wurde unverändert in Visual 
Studio 2015 integriert. Der FEF-Algorithmus wurde mithilfe von C++ und OpenCV 3.1 realisiert 
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und ebenfalls in Visual Studio 2015 integriert. Alle Algorithmen wurden auf einem 
handelsüblichen Arbeitscomputer ausgeführt.  
 
Tabelle 4.2: Resultate der Eye-Tracking-Algorithmen die auf unterschiedliche Datensätze angewandt 
wurden. Diese Datensätze beinhalten nur Bilder ohne starke Störungen. Die HD Datensätze wurden auf 
die benötigte Auflösung des ExCuSe- und ElSe-Algorithmus skaliert. Weitere Ergebnisse sind im Anhang 


















#XVI             
ElSe 2.45 4.11 126 392 67.86 95.44 
ExCuSe 2.83 9.22 261 392 33.42 42.50 
Swirski 2.76 40.78 313 392 20.15 9.61 
FEF Feedback 2.23 4.76 118 392 69.90 82.39 
FEF 2.31 3.76 176 392 55.10 104.19 
              
#XVII             
ElSe 1.88 3.20 31 268 88.43 83.68 
ExCuSe 2.25 7.51 57 268 78.73 35.68 
Swirski 1.89 22.48 182 268 32.09 11.92 
FEF Feedback 1.73 1.17 5 268 98.13 229.19 
FEF 1.77 0.75 4 268 98.51 357.02 
              
#XXIII             
ElSe 1.75 6.00 41 636 93.55 106.01 
ExCuSe 2.16 8.68 59 636 90.72 73.28 
Swirski 1.57 23.96 21 636 96.70 26.55 
FEF Feedback 2.47 1.64 39 636 93.87 388.81 
FEF 2.45 1.82 29 636 95.44 350.39 
              
HD I              
ElSe 1.41 0.93 1.00 82 98.78 87.99 
ExCuSe 3.25 0.77 80.00 82 2.44 106.49 
Swirski 1.00 2.34 80.00 82 2.44 35.04 
FEF Feedback 2.20 0.17 5.00 82 93.90 482.35 
FEF 2.19 0.19 2.00 82 97.56 427.08 
              
HD II             
ElSe 1.96 2.13 56.00 200 72.00 93.90 
ExCuSe 2.25 1.17 144.00 200 28.00 170.94 
Swirski 4.30 3.70 174.00 200 13.00 54.05 
FEF Feedback 3.01 0.51 70.00 200 65.00 392.16 
FEF 2.99 0.49 62.00 200 69.00 412.37 
 
Im Allgemeinen kann die Aussage getroffen werden, dass FEF besonders bei qualitativ guten, 
mit wenig Störfaktoren versehenen Aufnahmen gute Erkennungsraten liefert. Mit sinkender 
Qualität treten jedoch vermehrt Probleme auf. Ungeachtet dessen liegt die 
Verarbeitungsgeschwindigkeit in jedem Fall vor denen der Konkurrenzalgorithmen. Weitere 
Testresultate sind im Anhang A1 zu finden. 
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Aufgrund der zusätzlichen Hardware für die Aufnahme der HD-Datensätze wurde eine höhere 
Bildqualität als bei denen der Konkurrenzdatensätze erreicht. Der FEF-Algorithmus kann mit 
unterschiedlichen Bildauflösungen arbeiten. Aufgrund der Parameteroptimierung wird jedoch 
eine Auflösung von 1296 x 972 Pixel bevorzugt. ElSe sowie ExCuSe haben große Probleme 
mit der Auflösung. Während ElSe die Auflösung immer auf eine definierte Auflösung skaliert 
(384 x 288 Pixel), stürzt der ExCuSe-Algorithmus bei der Verarbeitung ab. Nur Swirski und 
FEF sind in der Lage unterschiedliche Auflösungen zu verarbeiten, ohne eine Skalierung 
vorzunehmen. 
 
Tabelle 4.3: Resultate der Eye-Tracking-Algorithmen an HD-Datensätzen mit originaler Größe. 


















HD I       
ElSe - - - - - - 
ExCuSe - - - - - - 
Swirski 1.09 6.14 15.00 82 81.71 13.36 
FEF 
Feedback 1.57 2.60 0.00 82 100.00 31.57 
FEF 1.62 1.96 0.00 82 100.00 41.93 
              
HD II             
ElSe - - - - - - 
ExCuSe - - - - - - 
Swirski 3.59 10.80 174.00 200 13.00 18.51 
FEF 
Feedback 2.56 3.43 20.00 200 90.00 58.35 
FEF 2.29 3.20 20.00 200 90.00 62.52 
 
Da FEF für eine große Auflösung optimiert ist, werden in der Tabelle 4.3 nur Algorithmen 
gelistet, die ebenfalls die volle Auflösung zur Berechnung verwenden. Dabei zeigt sich, dass 
alle FEF-Implementierungen in dem Datensatz HD I eine hundertprozentige Erkennungsrate 
haben. Die Erkennungsrate lag hingegen bei Swirski nur bei 81,71 %. Auch die 
Berechnungszeiten blieben weiterhin gering, erhöhten sich jedoch geringfügig im Vergleich zu 
der niedrigen Auflösung. Der Algorithmus von Swirski erreichte zwar eine geringere 
Erkennungsrate, zugleich aber eine höhere Präzision als FEF. Dies kann damit begründet 
werden, dass FEF zwar die Pupillenposition von problematischen Bildern erkennt, der 
Mittelwert hingegen negativ beeinflusst wird. 
Im Datensatz HD II hat der Algorithmus von Swirski starke Probleme bei der Erkennung der 
Pupille. Durch die automatische Schwellwertextraktion wurde fälschlicherweise die Iris als 
Pupille selektiert und zur Berechnung herangezogen. 
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Abbildung 4.22: Der Algorithmus von Swirski et al. erkennt statt der Pupille die Iris. Eine Approximation 
ist zwar möglich, der resultierende Fehler ist jedoch größer als der festgelegte Schwellwert. 
 
Der FEF-Algorithmus stieß bei Aufnahmen, bei denen die Probanden Make-up trugen, auf 
leichte Probleme. Dennoch wurden, bei einer zeitgleichen Erhöhung des Durchschnittfehlers, 





In diesem Kapitel wurden Grundlagen und Ansätze des Eye-Trackings aufgezeigt. Dabei 
wurde das nicht invasive Verfahren der Videookulographie als bevorzugtes Medium 
betrachtet, da dieses eine hohe Benutzerakzeptanz erfährt. Weiterhin wurden 
unterschiedliche Verfahren für die VOG betrachtet und mit dem Stand der aktuellen Technik 
verglichen. Da keiner der untersuchten Algorithmen die geforderten Kriterien erfüllte, wurde 
der FEF-Algorithmus entwickelt. FEF basiert auf einem adaptiven Schwellwertverfahren mit 
einem anschließenden Bewertungssystem bezüglich der Bildkonturen. Die höchstbewertete 
Kontur representiert schlussendlich die Pupille. Kommt es aufgrund von Umgebungsfaktoren 
zu Fehldetektionen, kann der Algorithmus dies erkennen und eine Anpassung einleiten.  
 
Umwelteinflüsse, welche die Pupillendetektion erschweren können, wurden anhand 
unterschiedlicher Probanden näher untersucht und Lösungsansätze vorgestellt. Für den 
besseren Vergleich der untersuchten Algorithmen wurden diese an Datensätzen getestet und 
bewertet. Die Datensätze wurden in externe (frei verfügbare) und interne (im Rahmen der 
Arbeit annotiert) aufgeteilt. Für die Bearbeitung dieser Datensätze wurden Rechenzeiten, 
Auflösungen sowie der euklidische Fehler näher untersucht. Die Ergebnisse zeigen, dass FEF 
in allen untersuchten Fällen als schnellster, aber nicht immer als präzisester Algorithmus 
eingestuft werden kann. Dies liegt an der beschränkten Verwendbarkeit der gegebenen 
Konturen. Ist die Qualität der Kontur unzureichend, kann keine Ellipse gefunden werden. Die 
Auswahl der Algorithmen sollte somit situationsbedingt erfolgen. Sind die Rechenkapazitäten 
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(beispielsweise in eingebetteten Systemen) beschränkt aber die Qualität der Aufnahmen 





In diesem Kapitel wurde ein neuer Algorithmus für das Eye-Tracking vorgestellt und anhand 
von unterschiedlichen Datensätzen evaluiert. Im Vergleich zu konkurrierenden Algorithmen 
erwies sich dieser Algorithmus insbesondere als ressourcenschonend. In Kapitel 6.2.2 wurden 
die Latenzzeiten des Gesamtsystems für einen Arbeitsrechner und für ein eingebettetes 
System aufgeschlüsselt. 
Als Nachteil kann die geringere Erkennungsrate bei schlechten Bildverhältnissen aufgeführt 
werden. Zur Vergleichbarkeit aller Algorithmen wurden zusätzliche Datensätze mithilfe des 
neuen Hardwareaufbaus angefertigt und annotiert. Tests mit diesen Datensätzen zeigten gute 
Erkennungsraten. Wird die Kamera jedoch ungünstig platziert, können Wimpern, Make-up 
oder der begrenzte IR-Reflexionsbereich zu einer erhöhten Fehlerkennung führen. Der 
Anwender sollte daher eine Einweisung zur Nutzung und zu den Einschränkungen des 
Systems erhalten. Weiterhin kann eine geringe Ausleuchtung der Augen durch 
wahrnehmbares Licht zu einer Vergrößerung der Pupille führen. Dies erhöht die 
Fehleranfälligkeit und sollte dringlichst vermieden werden. Eine Lösung stellt der Einsatz der 
Displaybeleuchtung als aktive Lichtquelle dar. Liegt jedoch eine geringe Lichtempfindlichkeit 
der Augen vor, reagiert die Iris vermindert auf Lichtreize und die Pupille verkleinert sich in 
geringerem Maße. Abhängig vom Anwender und den Lichtverhältnissen sollte daher die 
Verwendung einer zusätzlichen Lichtquelle zur Verbesserung der Erkennungsrate in Betracht 
gezogen werden. 
Während der ROI-Findung sowie der Schwellwertapproximation erfolgt eine Skalierung der 
Bilddaten. Dies kann zu einer Verfälschung des Bewertungssystems führen. Da die Benutzung 
von Hu-Momenten gerade im Bereich kleiner Auflösungen instabil ist [59], kann angenommen 












Nach der erfolgreichen Erkennung der Pupillenposition mittels Eye-Tracking muss eine 
Möglichkeit gefunden werden, den 3D-Blickpunkt des Benutzers mittels einer 3D-
Umgebungskamera oder den 2D-Blickpunkt auf einem Displays zu ermitteln. 
 
 
Abbildung 5.1 : Schematischer Aufbau des Eye-Tracking-Systems mit der 3D-Kamera. Display und 3D-
Kamera werden dabei so kalibriert, dass sich die Sichtbereiche überschneiden. Die dicke schwarze Linie 









Innerhalb des Geometriemodells sind Relationen zwischen dem Auge, der 3D-Kamera und 
der IR-LED bekannt. Um eine Kalibrierung nicht vor jeder Nutzung durchzuführen zu müssen, 
kann die Modellierung des Auges als 3D-Objekt zur Blickpunktextraktion herangezogen 
werden [60]. Zur Bestimmung der notwendigen Parameter dieses Modells werden diverse 
Vermessungen benötigt, die später beispielsweise in ein Gullstrandmodell überführt werden 
können [61]. Alternativ können auch Kalibrierverfahren zur einmaligen Parameterextraktion 
für einen Benutzer angewandt werden. Für den Aufbau wird eine Datenbrille mit statisch 
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Interpolationsmodell 
Sind die Relationen zwischen den Komponenten unbekannt, kann ein Interpolationsmodell 
verwendet werden. Durch die Kalibrierung einzelner Koordinatensysteme mittels 
Polynomgleichungen kann eine approximierte mathematische Beziehung ermittelt werden. 
Für die Bildung einer entsprechenden Gleichung werden korrelierende Punkte vom Auge und 
der Umgebung benötigt, welche vor der Benutzung generiert werden müssen. 
  
Da die einzelnen Komponenten der Datenbrille größtenteils anpassbar sind und damit keine 
statische Relation zwischen den Komponenten vorhanden ist, wird das Interpolationsmodell 
herangezogen. Dies erfordert zwar bei jeder Anwendung eine Kalibrierung, kann jedoch auch 
von neuen Benutzern ohne zusätzlichen Aufwand verwendet werden. Dieser Ansatz ist bei 
einer Datenbrille im Instandhaltungsbetrieb bei einer Vielzahl an unbekannten Benutzern 
sinnvoll. 
 
Wie in Kapitel 2.2.3 beschrieben, kann eine Akkommodation in einer Miosis beziehungsweise 
Mydriasis erfolgen, auf deren Basis der Blickpunkt näher bestimmt werden kann. Cheng et al. 
[62] stellte diesbezüglich in ihren Untersuchungen fest, dass Veränderungen der 
Pupillengröße zwar messbar, jedoch stark vom Umgebungslicht abhängig sind. Eigene 
Aufnahmen von Augen zeigten, dass eine geringe Rotation des Glaskörpers ausreicht, um 
eine Pupillenänderung zu veranlassen. Da in der Praxis zusätzlich Übergänge von Schatten 
zu Licht und umgekehrt sowie Änderungen der Lichtintensität jederzeit präsent sein können, 
wird auf eine zusätzliche Analyse der Pupillengröße verzichtet.  
Prinzipiell kann eine Kalibrierung mithilfe dreier unterschiedlicher Ansätze [63] realisiert 
werden: 
 
Kalibrierung zweier Ebenen 
Mithilfe einer Kalibrierung wird eine Beziehung zwischen zwei zweidimensionalen Flächen 
etabliert. Diese Flächen werden beispielsweise durch die Aufnahme der Eye-Tracking-
Kamera und dem Display repräsentiert. 
 
Kalibrierung einer Ebene und eines Raums 
Mithilfe einer Kalibrierung wird eine Beziehung zwischen einer zweidimensionalen Fläche und 
einem dreidimensionalen Raum etabliert. Die zweidimensionale Fläche entspricht dabei 
beispielsweise der Aufnahme der Eye-Tracking-Kamera, während die Aufnahme der 3D-
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Kalibrierung zweier Räume 
Mithilfe einer Kalibrierung wird eine Beziehung zwischen zwei 3D-Räumen etabliert. Diese 
dreidimensionalen Räume entsprechen dabei beispielsweise einer geometrischen 
Repräsentation der Pupille sowie dem 3D-Raum der Aufnahme der 3D-Kamera. 
 
Die Nutzung des Interpolationsmodells schließt die Kalibrierung zweier dreidimensionaler 
Räume allerdings aus.  
 
 







Abbildung 5.2: Für die Kalibrierung des Displays wird zunächst das Auge aufgenommen und der 
Pupillenmittelpunkt bestimmt. Anschließend wird eine Relation zu dem Display aufgebaut, so dass 
Pupillenmittelpunkte zu Displaykoordinaten transformiert werden können. Das blau dargestellte Objekt 
repräsentiert dabei die Datenbrillenoptik inklusive Display. Da in diesem Szenario keine Anpassung der 
Brennweite realisiert wird, liegt die Projektionsebene in einer definierten Distanz. 
 
Da die Koordinatensysteme des Auges und des Bildschirms der Datenbrille zu Beginn jeder 
Anwendung aufgrund von unterschiedlichen mechanischen Einstellmöglichkeiten immer in 
einem neuen und somit unbekannten Verhältnis zueinanderstehen, ist eine Kalibrierung vor 
jeder Nutzung notwendig. Diese Kalibrierung kann anhand bekannter korrelierender 
Positionen in beiden Koordinatensystemen über ein Polynom ausgedrückt werden [64]. Um 
eine erhöhte Stabilität der Datenbrille gegen ein Verrutschen zu gewährleisten, wird nicht nur 
die Pupillenposition (𝑥𝑒 , 𝑦𝑒), sondern auch die Infrarotreflexionen an der Kornea (𝑥𝑘 , 𝑦𝑘) mit in 





] −  [
𝑥𝑘
𝑦𝑘
]  (5.1) 
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Bei einem leichten Verrutschen der Datenbrille verschiebt sich der Pupillenmittelpunkt ähnlich 
wie die IR-Reflexion und resultiert nur in einem geringen Fehler. 
 
 
Abbildung 5.3: Mithilfe der Mittelpunkte der Pupille und der IR-Reflexion wird der Glint-Vektor gebildet. 
Dieser ist weniger anfällig gegenüber Verschiebungen der Datenbrille und erhöht dementsprechend die 
Robustheit des Gesamtsystems. 
 
Für die Kalibrierung wird eine feste Anzahl an Bezugspunkten auf dem Display dargestellt. 
Die Anzahl muss dabei mindestens neun Punkte betragen. Aufgrund des zeitlich 
voranschreitenden Konzentrationsverlustes und der daraus resultierenden beobachtbaren 
abnehmenden Präzision mit einer zunehmenden Anzahl von verwendeten 
Kalibrierungspunkten, wird eine Matrix von maximal 5*5 Kalibrierungspunkten dargestellt. Der 
Kalibrierungspunkt startet dabei als kleiner schwarzer Punkt mit einem weißen Punkt im 
Zentrum, der die Fokussierung des Punktes erleichtern soll. Mit der Zeit nimmt die Größe des 
Punktes zu, um einem Aufmerksamkeitsverlust entgegenzuwirken [65].  
 
 
Abbildung 5.4: Die Animation eines Kalibrierungspunktes zur Erhöhung der Konzentration des 
Benutzers. Ohne eine entsprechende Animation ist die Betrachtung des gleichen Punktes über mehrere 
Sekunden problematisch und führt zu einer erhöhten Fehlerrate. 
 
Insgesamt werden innerhalb von zwei Sekunden 15 Glint-Vektoren aufgenommen und 
anschließend gefiltert. Die ersten 500 Millisekunden werden aufgrund von möglichen 
Zerstreuungen und der notwendigen Reaktionszeit des Benutzers außer Acht gelassen. Für 
die Bestimmung der jeweiligen Mittelpunkte wird ein Medianfilter angewandt. Nach zwei 
Sekunden wird anschließend eine Animation ausgeführt, die den Benutzer zum nächsten 
Punkt führt.  
 







Abbildung 5.5: Um den Blick des Nutzers zur gewünschten Position zu führen, werden zwischen den 
einzelnen Aufnahmepunkten Animationen ausgeführt. Dies erhöht die Konzentration und führt zu einer 
Reduzierung der Fehlerrate. 
 
Für die jeweiligen Szenarien wurden die Displaykoordinaten mit 𝑠𝑖 = (𝑠𝑥 , 𝑠𝑦) angegeben. Für 
die Tests wurde ein Vergleich zwischen einer linearen Gleichung und einem Polynom zweiten 
und dritten Grades durchgeführt. Ein Polynom zweiten Grades ist wie folgt definiert: 
 
𝑠𝑥 = 𝑎0 + 𝑎1𝑒𝑒𝑥 + 𝑎2𝑒𝑒𝑦 + 𝑎3𝑒𝑒𝑥𝑒𝑒𝑦 + 𝑎4𝑒𝑒𝑥
2 + 𝑎5𝑒𝑒𝑦
2 + 𝑎6𝑒𝑒𝑦𝑒𝑒𝑥
2  +  𝑎7𝑒𝑒𝑥𝑒𝑒𝑦
2  +  𝑎8𝑒𝑒𝑦
2 𝑒𝑒𝑥
2  (5.2) 
𝑠𝑦 = 𝑏0 + 𝑏1𝑒𝑒𝑥 + 𝑏2𝑒𝑒𝑦 + 𝑏3𝑒𝑒𝑥𝑒𝑒𝑦 + 𝑏4𝑒𝑒𝑥
2 + 𝑏5𝑒𝑒𝑦
2 + 𝑏6𝑒𝑒𝑦𝑒𝑒𝑥
2  +  𝑏7𝑒𝑒𝑥𝑒𝑒𝑦
2  +  𝑏8𝑒𝑒𝑦
2 𝑒𝑒𝑥
2    (5.3) 
 
𝑎𝑖 , 𝑏𝑖 sind unbestimmte Koeffizienten und 𝑒𝑒𝑥 , 𝑒𝑒𝑦 bezeichnet die Glint-Vektoren. Bei der 
Annahme von neun Kalibrierungspunkten sowie neun unbestimmten Koeffizienten kann die 
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Mit der Zunahme des Polynomgrades steigt auch die Anzahl der benötigten 
Kalibrierungspunkte. Aufgrund der Zunahme der Anzahl an benötigten Kalibrierungspunkten 
sowie der nachgewiesenen Zunahme der Fehlerrate mit der Erhöhung des Polynomgrades 
[65], werden keine Polynome oberhalb des dritten Grades weiter betrachtet. Vereinfacht kann 
die Gleichung wie folgt dargestellt werden: 
 
𝑠 = 𝑋𝐵 (5.5) 
 
Anschließend wird die Gleichung nach 𝐵 umgestellt, um die Koeffizienten berechnen zu 
können: 
 
𝑋𝑇𝑠 = 𝑋𝑇𝑋𝐵 (5.6) 





Für die Kalibrierung wurden mehrere Testreihen mit jeweils sechzehn und neun 
Kalibrierungspunkten aufgenommen, um mit Polynomen unterschiedlicher Ordnung die 
Koeffizienten zu berechnen. Zur Beurteilung wurde ein Datensatz mit mittlerer Fehlerquote 
und ohne starke Störungen ausgewählt. Zur Evaluierung des Polynoms wurden anschließend 
erneut sechzehn Punkte generiert, die der Benutzer betrachten musste. Für die 
Fehlerberechnung wurde die euklidische Distanz zwischen dem Soll- und dem Ist-Wert 
berechnet. Erste Untersuchungen wurden mit einem Polynom erster Ordnung durchgeführt: 
 
𝑠𝑥 = 𝑎0 + 𝑎1𝑒𝑒𝑥 + 𝑎2𝑒𝑒𝑦 + 𝑎3𝑒𝑒𝑥𝑒𝑒𝑦 (5.8) 
𝑠𝑦 = 𝑏0 + 𝑏1𝑒𝑒𝑥 + 𝑏2𝑒𝑒𝑦 + 𝑏3𝑒𝑒𝑥𝑒𝑒𝑦  (5.9) 
 
Die folgende Tabelle zeigt eine Kalibrierung mit neun beziehungsweise sechszehn 
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 Für neun Koeffizienten gilt: 
 
𝑠𝑥 = 𝑎0 + 𝑎1𝑒𝑒𝑥 + 𝑎2𝑒𝑒𝑦 + 𝑎3𝑒𝑒𝑥𝑒𝑒𝑦 + 𝑎4𝑒𝑒𝑥
2 + 𝑎5𝑒𝑒𝑦
2 + 𝑎6𝑒𝑒𝑦𝑒𝑒𝑥
2  +  𝑎7𝑒𝑒𝑥𝑒𝑒𝑦
2  +  𝑎8𝑒𝑒𝑦
2 𝑒𝑒𝑥 
2 (5.12) 
𝑠𝑦 = 𝑏0 + 𝑏1𝑒𝑒𝑥 + 𝑏2𝑒𝑒𝑦 + 𝑏3𝑒𝑒𝑥𝑒𝑒𝑦 + 𝑏4𝑒𝑒𝑥
2 + 𝑏5𝑒𝑒𝑦
2 + 𝑏6𝑒𝑒𝑦𝑒𝑒𝑥
2  +  𝑏7𝑒𝑒𝑥𝑒𝑒𝑦
2  +  𝑏8𝑒𝑒𝑦
2 𝑒𝑒𝑥
2   (5.13) 
 
Für ein Polynom dritten Grades werden zusätzliche Kalibrierungspunkte benötigt, da sonst die 
Gleichung unterbestimmt ist. Für ein Polynom dritten Grades gilt:  
 
𝑠𝑥 = 𝑎0 + 𝑎1𝑒𝑒𝑥 + 𝑎2𝑒𝑒𝑦 + 𝑎3𝑒𝑒𝑥𝑒𝑒𝑦 + 𝑎4𝑒𝑒𝑥
2 + 𝑎5𝑒𝑒𝑦
2 + 𝑎6𝑒𝑒𝑦𝑒𝑒𝑥
2  +  𝑎7𝑒𝑒𝑥𝑒𝑒𝑦









3  + 𝑎13𝑒𝑒𝑥
2 𝑒𝑒𝑦
3  (5.14) 
 
𝑠𝑦 = 𝑏0 + 𝑏1𝑒𝑒𝑥 + 𝑏2𝑒𝑒𝑦 + 𝑏3𝑒𝑒𝑥𝑒𝑒𝑦 + 𝑏4𝑒𝑒𝑥
2 + 𝑏5𝑒𝑒𝑦
2 + 𝑏6𝑒𝑒𝑦𝑒𝑒𝑥
2  +  𝑏7𝑒𝑒𝑥𝑒𝑒𝑦









3  + 𝑏13𝑒𝑒𝑥
2 𝑒𝑒𝑦
3  (5.15) 
 
 
Das Polynom dritten Grades scheint in einer Überanpassung der Funktion zu resultieren [65]. 
Aufgrund der stark steigenden Anzahl an Koeffizienten und Kalibrierungspunkten und dem 
erhöhten Durchschnittsfehler [67], wurden keine weiteren Tests mit Polynomen höherer 
Ordnung durchgeführt. Morimoto et al. [66] zeigte zwar auf, dass Polynome höherer Ordnung 
zu einer Fehlerreduzierung führen können, allerdings nur unter der Voraussetzung eines 
statischen Aufbaus.  
Wie aus Tabelle 5.1 ersichtlich ist, erhöht sich zeitgleich zur Anzahl der Kalibrierungspunkte 
die Genauigkeit und die benötigte Zeit des Kalibriervorgangs. Je nach Anwendungsszenario 
muss die Anzahl variiert werden, um das gewünschte Ergebnis zu erzielen. Bei der Selektion 
des Polynoms kann generell davon ausgegangen werden, dass ein Polynom zweiten Grades 
mit neun Termen generell das beste Ergebnis erzielt. Nur in besonderen Fällen sollte ein 
Polynom höheren Grades herangezogen werden. 
Um den Pixelfehler zu reduzieren, wurde die Kameraauflösung auf 2592x1944 Pixel 
eingestellt. Der Pixelfehler resultiert aus der Displaydiagonale und dem Arbeitsbereich der 
Pupille. Die Displaydiagonale 𝑑𝑑𝑖𝑎𝑔 liegt bei 935,4 Pixeln und der Arbeitsbereich der Glint-
Vektoren 𝑑𝑎𝑟𝑏 bei 47,4 Pixeln. Der Arbeitsbereich 𝑑𝑎𝑏𝑑 entspricht dem Verhältnis einer 








= 19,7 px (5.16) 
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Somit deckt ein Pixel der Eye-Tracking Kamera 19,7 Pixel des Displays ab. Da ein Pixel immer 
nur ganzzahlig sein kann, ist jede Pupillenberechnung mit einem Fehler von 𝑑𝑎𝑏𝑑
2
 behaftet. Mit 
einem maximalen Field of View (FOV) des Displays 𝜑𝐷𝑖𝑠 von  15° kann der Fehler 𝜑𝐸𝑇 in Grad 




2   𝜑𝐷𝑖𝑠  
𝑑𝑑𝑖𝑎𝑔
= 
9,85 𝑝𝑥 ∙ 15°
935,4 px
= 0,158° (5.17) 
 
Bei einer optimalen Kalibrierung ergibt sich somit eine maximale Abweichung von 0,158°. Eine 
Verschiebung der Kamera in Richtung des Auges würde eine Erhöhung des Arbeitsbereiches 
bedeuten. Dies ist jedoch aufgrund des gegebenen Aufbaus der Datenbrille nicht möglich. Ein 
weiterer Fehler entsteht durch den negativen Einfluss der Fovea und die daraus entstehenden 
Korrektursakkaden. Der Fehler beläuft sich je nach Benutzer auf circa 1,5 % des Sichtfeldes 
und kann durch das Einfügen eines Filters zwar reduziert, jedoch nicht komplett eliminiert 
werden.  
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mitbewegen. Dies verringerte die Präzision auf 2-3° und stellte damit keinen Zugewinn zu dem 
präsentierten System dar. 
 
Für die Detektion der IR-Reflexion können Teile des FEF-Algorithmus wiederverwendet 
werden. Dabei wird entsprechend der IR-Helligkeit ein Schwellwertbild erstellt und 
anschließend analysiert. Die Analyse basiert auf den FEF-Bewertungskriterien. Da weitere 
Reflexionen auf der Haut oder am Rand der Pupille entstehen können, wird die Kontur mit der 




Abbildung 5.8: Darstellung eines aufgenommenen Auges mit der IR-Reflexion. Die Suche nach der 
Reflexion wird dabei über ein Schwellwertverfahren mit statischen Schwellwerten realisiert. Anhand der 
Größe und der Entfernung zur Pupille wird eine geeignete Fläche gesucht. Der weiße Kreis dient zur 
Visualisierung der Erkennung der IR-Reflexion.   
 
Im Verlauf der Arbeit entstanden unterschiedliche Datenbrillenversionen, die auf den 
Erkenntnissen des vorherigen Modells aufbauten. Die hier verglichenen Versionen 
unterscheiden sich in der Fixierung am Kopf, wobei die aktuelle Version dem Verrutschen der 
Datenbrille verstärkt entgegenwirkt. Nachfolgend werden die Auswirkungen des Verrutschens 
der Datenbrille anhand einer alten und der aktuellen Version näher erläutert. 
 
Alte Version 
Für einen Vergleich wurden vier Testreihen angefertigt. Dabei wurde mit den Augen unter 
kontinuierlichen Kopfbewegungen ein statischer Punkt fixiert und die dazugehörigen Daten 










=XU 9HUDQVFKDXOLFKXQJ ZXUGHQ GLH .RRUGLQDWHQ LQ HLQHP +LVWRJUDPP DEJHELOGHW 'LH
6WDQGDUGDEZHLFKXQJ ߜ௔௥௕ EHLGHU .RRUGLQDWHQ EHWUlJW UXQG  3L[HO :LUG ZHLWHUKLQ HLQ





















HUJLEW GLHV HLQH 6WDQGDUGDEZHLFKXQJ ߜ௔௥௕ YRQ UXQG  3L[HOQ 'DPLW HLJQHW VLFK GLH
9HUZHQGXQJYRQ*OLQW9HNWRUHQEHVVHUDOVHLQH UHLQH3XSLOOHQGHWHNWLRQ(LQSUl]LVHV(\H






$XIJUXQG GHU KRKHQ6WDQGDUGDEZHLFKXQJZXUGH HLQH QHXH'DWHQEULOOHPLW HLQHU HUK|KWHQ














GHU %OLFNULFKWXQJ PLWWHOV GHU DEVROXWHQ 3XSLOOHQSRVLWLRQ JHPl GHU EHVWLPPWHQ














GHV'LVSOD\VZHLWHU YHUULQJHUW'LHVH EHWUlJW DQVFKOLHHQGQXU QRFK  DQVWDWW 3L[HO
EH]LHKXQJVZHLVHGHV)29(LQH$QSDVVXQJGHU.DOLEULHUXQJZlKUHQGGHU%HQXW]XQJ
Blickpunktschätzung    100  
 
beispielsweise durch zufällig platzierte Kalibrierungspunkte auf dem Display, kann zu einer 






5.3.1 Stand der Technik  
 
Abbildung 5.13: Die Abbildung zeigt das Prinzip einer Möglichkeit zur 3D-Tiefenextraktion. Dabei wird 
zusätzlich zu dem in Kapitel 5.2 vorgestellten Verfahren eine 3D-Umgebungkamera verwendet, während 
auf eine Displaykalibrierung verzichtet wird.  
 
Eine Kalibrierung mit einem Remote-Eye-Tracker oder einer Datenbrille mit statischen 
Komponenten kann über das Geometriemodell realisiert werden [71] [72]. Systeme, die auf 
dem Geometriemodellen basieren, erzielen im Vergleich zu Systemen, die sich auf 
Interpolationsmodelle stützen, meist bessere Resultate, mit gleichzeitig geringerem Aufwand 
der Kalibrierung. Perra et al. [61] stellten eine Möglichkeit zur Realisierung eines Systems 
ohne aktive Benutzerkalibrierung vor. Dabei wird angenommen, dass sich das Auge, im 
Gegensatz zu untexturierten Flächen, länger auf markante Punkte fixiert [61]. Aufgrund dieser 
Annahme können Kalibrierungen etabliert werden, die keine aktive Teilnahme des Benutzers 
erfordern [73]. Fehlen markante Punkte in der Umgebung wird dieser Ansatz der 
Blickpunktschätzung allerdings unpräzise. Die Anwendung der Extraktion von markanten 
Punkten eignet sich aus diesem Grund nicht für diese Arbeit, da der Blick des Benutzers auch 
auf untexturierte Flächen gerichtet werden kann. Dieser Fall kann beispielsweise auftreten, 
wenn ein Servicearbeiter eine ebenmäßige Wand betrachtet und dennoch seine Blickrichtung 
ausgewertet werden soll. 
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MobiGaze [74] zeigt eine andere Möglichkeit zur Realisierung zur 3D-Tiefenextraktion mithilfe 
eines Motion-Capture-Systems (Mocap). Dabei wird das Eye-Tracking mithilfe eines 
Geometriemodells umgesetzt und anschließend eine Kalibrierung mit einem statischen 
Monitor realisiert. Nach einer erfolgreichen Kalibrierung beträgt der Medianfehler bei der 
Betrachtung statischer Punkte auf dem Monitor in etwa 1,26°. Dabei wurde der Kopf jedoch in 
eine Apparatur eingespannt, da bei Bewegung des Benutzers wesentlich höhere Fehlerraten 
auftraten. Durch die Implementierung von Mocap-Markern können zusätzliche 3D-
Informationen für die Personenpositionsbestimmung ermittelt werden.  
Aufgrund des benötigten Mocap-Systems sowie der benötigten geometrischen Abmessungen 
zwischen den einzelnen Kameras ist auch dieser Ansatz für diese Arbeit nur von geringer 
Relevanz.  
 
Auch nicht IR-basierte Verfahren können vergleichsweise akzeptable Erkennungsraten 
aufweisen, wenn diese auf einem geometrischen Modell basieren [75]. Für die 
Blickpunktschätzung kann eine Lookup-Tabelle (LUT), die einmalig pro Benutzer über die 
Kalibrierung an vordefinierten Markern erstellt wird, verwendet werden. Dabei werden jedoch 
weder die Divergenz der Strahlen (Parallaxenfehler), noch die anatomischen Gegebenheiten 
bei Fern- und Nachfokussierung berücksichtigt. Zudem wurde keine Betrachtung bezüglich 
unterschiedlicher Entfernungen durchgeführt. 
 
Auch Verfahren, die auf binokularen Eye-Trackern basieren, wurden betrachtet [76]. Dabei 
wird das Auge durch das Gullstrandmodell nachgebildet, um die visuelle Achse des Nutzers 
zu bestimmen. Der Schnittpunkt der Blickrichtung beider Augen ergibt dabei den gesuchten 
Punkt. Allerdings zeigt das Modell Probleme bei der Modellparameterschwankungen. Eine 
Anpassung für jeden Benutzer wird daher erforderlich. Durch eine zusätzliche Kalibrierung 
konnte der Offset zwischen der optischen und der visuellen Achse bestimmt und somit 
akzeptable Ergebnisse erreicht werden [76].  Aufgrund der benötigten statischen Parameter 
sowie des binokularen Aufbaus stellte diese Variante jedoch keine Option dar. 
 
Munn et al. [77] untersuchte wie mithilfe eines monokularen Eye-Trackers ein binokulares 
System realisiert werden kann. Dabei wird für jedes aufgenommene Bild die Anzahl der 
enthaltenen Featurepunkte berechnet. Verringert sich die Anzahl der korrelierenden Features 
stark, wird von einer Bewegung ausgegangen. Anschließend wird die Position des gesuchten 
Punktes mithilfe der Epipolargeometrie berechnet. Dieses Verfahren setzt anhaltende 
Änderungen im Bild voraus und benötigt eine Vielzahl an Featurepunkten, was für den 
Anwendungsfall des Servicearbeiters nicht immer gegeben ist. 
 
Wird eine exakte Positionserkennung gefordert, kann die Verwendung von Markern als 
Unterstützung dienen [78]. Für die Durchführung wird zunächst eine Kalibrierung auf eine feste 
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Distanz mit einer unterschiedlichen Anzahl an Punkten durchgeführt. Anschließend wird ein 
3D-Objekt mit zusätzlichen Markern vor den Kalibrierungspunkten positioniert. Anhand der 
kalibrierten Umgebung und der auf dem bekannten 3D-Objekt befindlichen Marker können 
durch die Divergenz entstehende Fehler verringert werden. Der Winkelfehler reduziert sich mit 
einem fest positionierten Kopf dadurch auf bis zu 0,8 %. 
 
Mlot et al. [4] stellten ein neues Verfahren zur 3D-Blickpunktberechnung mit einem binokularen 
Eye-Tracker vor. Dazu wird das Auge im ersten Schritt auf mehreren Ebenen kalibriert, um 
mithilfe einer Look-up-Tabelle (LUT) die Position zu lokalisieren. Die LUT beinhaltet dabei die 
Vergenzwinkel im Verhältnis zur Distanz zur Bestimmung der approximierten Tiefenebene. 
Jede Ebene wurde dabei mit 25 Markern versehen und der Kopf mit einem Kinnhalter fixiert. 
Der Algorithmus wurde mit zwei konkurrierenden Algorithmen von Wang et al.  [79] und 
Hennessey et al. [76] verglichen. Wang et al. nutzten für die Kalibrierung einen größeren 
Bereich von 380-620 mm, wohingegen Hennessey et al. nur einen Bereich von 200-400 mm 
abdeckte. Weiterhin muss die ausgewählte Distanz kritisch betrachtet werden, da die 
Vergenzwinkel stark mit der Distanz abnehmen. Während bei einer Änderung der Distanz von 
200 auf 250 cm die Winkeländerung 2,8° beträgt, reduziert sich diese bei einer Änderung von 
350 auf 400 Zentimeter auf nur noch 1,3° [4]. Das Resultat ergab eine Genauigkeit innerhalb 
der kalibrierten Ebenen von 1,2°. Diese Genauigkeit wurde jedoch nur mit 125 
Kalibrierungspunkten und der Verwendung eines Kinnhalters erreicht. 
 
Die Firma Pupil Labs stellt eigene Datenbrillen mit Eye-Tracking sowie Nachrüstkits für 
vorhandene Datenbrillen her und stellt dazu die passende Software zur Verfügung.  Auch für 
die HoloLens ist ein Erweiterungskit verfügbar, welches der Brille zusätzlich Eye-Tracking 
unter Verwendung einer zusätzlichen 3D-Kamera ermöglicht. Mithilfe einer monokularen Eye-
Tracking-Variante ist eine Berechnung des Blickvektors möglich. Jedoch ist nur mit einer 
binokularen Variante die Bestimmungen eines Blickpunktes realisierbar .1  Zusätzlich werden 











1  https://pupil-labs.com/pupil, Zugriff am: 10.07.2018 
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Zusammenfassend erfüllen alle oben vorgestellten Verfahren nicht die Anforderung der Arbeit. 
Aus diesem Grund wurde die Entscheidung getroffen, einen eigenen Algorithmus zu 
konzipieren. Dieser Algorithmus muss folgende Anforderungen erfüllen (vergleiche Kapitel 
1.3): 
 
 Bewegungsfreiheit des Benutzers 
 Markerlose Umgebung 
 Monokularer Aufbau der Datenbrille 
 Blickpunktschätzung auch auf untexturierten Flächen möglich 
 Möglichst hohe Bildfrequenzen der Kamera 
 Niedriger Rechenaufwand 
 Kurze Kalibrierungsdauer 
 
 
5.3.2 Aufnahme von Kalibrierungspunkten im 3D-Raum 
 
Aufgrund der fehlenden Möglichkeit zur Anzeige statischer Punkte in der Umgebung, werden 
Marker als Identifizierungspunkte zur Kalibrierung der Umgebung verwendet. Dabei wurde 
das Green-Screen-Verfahren für die Farbselektion angewandt. Der Marker wurde auf einem 
Stück Pappe platziert, um keine Verzerrung des Markers zu ermöglichen. 
 
 
Abbildung 5.14: Die Abbildung stellt den verwendeten Kalibrierungsmarker dar. Dieser wird vor jeder 
Datenbrillennutzung benötigt, um eine Transformation zwischen der 3D-Umgebungskamera und den 
Glint-Vektoren zu etablieren. 
 
In der Kalibrierungsphase wird der Benutzer dazu angehalten auf das Zentrum des 
Markermittelpunktes zu blicken, während der Glint-Vektor extrahiert wird (siehe Abbildung 
5.16). Nach dem Auslösen einer definierten Taste werden der Markermittelpunkt sowie der 
korrespondierende Glint-Vektor aufgenommen. Aufgrund des dynamisch betrachtenden 
Markers kann jedoch nur die Aufnahme eines korrelierenden Punktes erfolgen, wodurch 
Korrektursakkaden einen höheren Einfluss auf die Fehlerrate besitzen. Da unbekannt ist, wie 
viele Bilder an welcher Position aufgenommen werden müssen, wird für jedes aufgenommene 
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Bild ein Bereich der Kamera als kalibriert betrachtet (siehe Abbildung 5.15). Insgesamt 
ermöglicht das Verfahren dem Benutzer, Bereiche mit geringer Kalibrierauflösung höher 
aufzulösen und eine homogene Verteilung zu gewährleisten. Ist ein definierter Prozentsatz 
der Kamera (mindestens jedoch neun Aufnahmepunkte) kalibriert, werden keine weiteren 
Punkte benötigt. Um zu einem späteren Zeitpunkt Tiefenschätzungen vorzunehmen zu 
können, ist während der Kalibrierung darauf zu achten, dass die Distanz des Markers zum 
Auge annähernd konstant bleibt. Das Auslösen der Aufnahme geschieht in der aktuellen 
Version noch manuell. 
 
 
Abbildung 5.15: Veranschaulichung des abgedeckten kalibrierten Bereichs. Dazu wird für jeden 
aufgenommenen Glint-Vektor ein Markerpunkt aufgezeichnet und gleichzeitig auf dem Display für den 
Benutzer angezeigt. Damit hat dieser immer eine Rückmeldung über den Fortschritt des 
Kalibrierungsvorgangs. 
 
Ist die Aufnahme der Punkte abgeschlossen wird ein Polynom, wie in Kapitel 5.2 beschrieben, 
gebildet, um ein Mapping herzustellen.  
 
 
5.3.3 Algorithmen zur 3D-Blickpunktschätzung 
 
Die oben vorgestellten Algorithmen zur 3D-Blickpunktschätzung basieren überwiegend auf 
statischen Ansätzen. Dabei werden entweder geometrische Augenmodelle genutzt, bei denen 
eine Fixierung des Benutzers notwendig ist, oder Verfahren verwendet, die in einer mit 
Markern versetzen Ebene stattfinden müssen. Eine dynamische Möglichkeit der 
Blickpunktschätzung im 3D-Raum ist in diesem Zusammenhang bislang nicht möglich. 
Aufgrund fehlender Alternativen wird in diesem Kapitel ein neues Verfahren vorgestellt, das 
auf der Verwendung einer 3D-Kamera basiert. Moderne, kompakte Bauweisen ermöglichen 
mittlerweile auch die Nutzung solcher Kameras im Zusammenhang mit Datenbrillen. Dies 
wiederum ermöglicht die Lokalisation von Objekten in der X-, Y- und Z-Ebene. Wie von Mlot 
et al. [4] aufgezeigt, ist der Tiefenfehler jedoch dominant. Aufgrund der hohen Relevanz der 
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Genauigkeit der Tiefenwerte im Rahmen dieser Arbeit muss ein neuer Ansatz gefunden 
werden.  
 
Innerhalb des neuen Algorithmus werden zwei Ebenen kalibriert, so dass eine Einteilung in 
eine vordere und eine hintere Clippingebene vorgenommen werden kann.  
 
 
Abbildung 5.16: Betrachtung eines Markers nahe dem Auge zur Erstellung der vorderen Clippingebene. 
Gleichzeitig muss der Nutzer den Mittelpunkt des Markers betrachten, damit ein korrelierender Glint-
Vektor aufgenommen werden kann. 
 
Beide Ebenen decken dabei einen Raum ab, der mit dem Arbeitsbereich des Nutzers 
übereinstimmt. Die Bestimmung der vorderen Clippingebene wird durch die Platzierung und 
Aufnahme mehrere Marker nahe dem Auge realisiert. Gleichzeitig müssen diese Marker weit 
genug entfernt sein, damit eine Detektion der Tiefenwerte noch möglich ist. Insbesondere bei 
Stereokameras wird meist eine minimale Distanz definiert, ab der eine Tiefenerkennung 
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Abbildung 5.17: Betrachtung eines Markers mit ausgestrecktem Arm zur Erstellung der hinteren 
Clippingebene. Gleichzeitig muss der Nutzer den Mittelpunkt des Markers betrachten, damit ein 
korrelierender Glint-Vektor aufgenommen werden kann. Der Raum zwischen vorderer und hinterer 
Clippingebene gilt anschließend als kalibriert. 
 
Die zweite Ebene - die hintere Clippingebene – sollte so weit wie möglich, maximal jedoch 
zwei Meter vom Benutzer entfernt sein. In diesem Bereich nimmt die Änderung der 
Pupillenposition exponentiell ab, wodurch der resultierende Fehler steigt [4]. Da in der Praxis 
keine Marker in einem Raum aufgestellt sind und der Benutzer auf keine zweite Person 
angewiesen sein soll, wird von einer eigenständigen Kalibrierung ausgegangen. Dabei streckt 
der Benutzer seinen Arm aus und nutzt diese Entfernung als hintere Clippingebene. Dabei 
entsteht, abhängig von der Länge des Armes des Nutzers, eine Arbeitsdistanz von bis zu 70 
Zentimetern. 
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Abbildung 5.18: In der Abbildung sind zwei Clippingebenen dargestellt, welche durch die vorhandenen 
Kalibrierpunkte gebildet wurden. Nach der Kalibrierung können Glint-Vektoren in die jeweilige Ebene 
transformiert werden, um anschließend einen Blickvektor zu bilden. Der Schnittpunkt des Blickvektors 
mit der 3D-Geometrie bildet dabei den 3D-Blickpunkt. 
 
Nach einer erfolgreichen Kalibrierung der vorderen und hinteren Clippingebene können 
anschließend die berechneten Glint-Vektoren in eine Position innerhalb der Ebenen 
transformiert werden. Diese beiden Positionen bilden anschließend einen Vektor, der sich im 
Arbeitsbereich des Nutzers erstreckt. Die anschließende Auswertung des Vektors 
unterscheidet sich je nachdem, ob ein monokularer oder binokularer Aufbau verwendet wurde. 
 
Algorithmus für einen monokularen oder redundanten binokularen Aufbau  
Werden nur die Daten eines einzelnen Auges ausgewertet, wird der Schnittpunkt der 3D-
Geometrie mit dem Vektor, der aus der Transformation der Glint-Vektoren resultiert, gesucht. 
Werden mehrere Schnittpunkte detektiert, wird der Schnittpunkt mit der geringsten Distanz zur 
3D-Kamera ausgewählt, da davon ausgegangen werden kann, dass dieser dem gesuchten 
Blickpunkt entspricht. Der nachfolgende Pseudo-Code soll diese Methode veranschaulichen:  
 
minimalDist = 5 meter 
vec = vector(NearClippingPlanePos,FarClippingPlanePos) 
 
foreach point in PointCloud: 
     
    if(point.depth < 1.5 meter): 
         
        dist = distance(point.depth,vec) 
        dist = max(dist,1) 
         
        if(dist * (point.depth/10)**2 < minimalDist * (point.depth/10)**2): 
            minimalDist = dist 
            pointOfInterest = point 
 
Innerhalb der Punktewolke werden Punkte mit einer Entfernung von mehr als eineinhalb 
Metern zur 3D-Kamera herausgefiltert. Diese Distanz kann zwar frei variiert werden, der 
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Fehler nimmt jedoch aufgrund des nichtlinearen Parallaxenfehlers mit steigender Entfernung 
stark zu [47].  
 
 
Abbildung 5.19: Transformation der Glint-Vektoren in die vordere und hintere Clippingebene. Anhand 
der beiden Punkte wird ein Vektor (grüner Pfeil) gebildet. Das geschnittene Objekt mit dem geringsten 
Tiefenwert wird als wahrscheinlichster Blickpunkt (roter Punkt) angenommen. 
 
Ist ein binokularer Eye-Tracker vorhanden, kann der vorgeschlagene Algorithmus redundant 
verarbeitet werden, was zu einer Verringerung des Fehlers führen würde. Alternativ kann 
folgender Ansatz betrachtet werden: 
 
Algorithmus für einen binokularen Aufbau 
Bei einem binokularen Aufbau werden beide Augen des Benutzers ausgewertet. Hierbei wird 
jedes Auge separat mit den jeweiligen Clippingebenen kalibriert, wodurch zwei Vektoren 
gebildet werden. Der Punkt, an dem beide Vektoren den geringsten Abstand zueinander 
haben, entspricht dabei dem Blickpunkt. Im Vergleich zur monokularen Variante führt dies zu 
einer präziseren Lokalisierung des Blickpunktes, gleichzeitig aber auch zu einer erhöhten 





Für die Evaluierung der Blickpunktextraktion wird aufgrund des vorhandenen 
Datenbrillenaufbaus nur der Algorithmus für den monokularen Aufbau näher betrachtet. Nach 
der Kalibrierung wurden die jeweiligen Glint-Vektoren für die Evaluierung transformiert, 
während der Benutzer auf einen Marker blickte. Anschließend wurden die Glint-Vektoren über 
einen Zeitraum von mindestens 180 Millisekunden aufgenommen und der Median aus diesen 
Werten gebildet. Zur besseren Vergleichbarkeit der Werte wurden während dieser Zeit die 
Positionen der Markermittelpunkte aufgezeichnet. 




Abbildung 5.20: Innerhalb dieser Abbildung wird der Unterschied zwischen der realen Markerposition 
(blau) und dem korrespondierenden Blickpunkt (rot) dargestellt. Der Unterschied zwischen beiden 
Positionen weist einen besonders geringen Fehler der Tiefeninformation auf.  Zur Bildung des Polynoms 
werden die Kalibrierpunkte der beiden Ebenen (grün) benötigt.  Dabei ist zu beachten, dass in dieser 
Abbildung die vordere und die hintere Clippingebene die gleichen Dimensionen aufweisen.  
 
Nach der Aufnahme der Kalibrierpunkte wurden deren Tiefenwerte auf einen 
Durchschnittswert gesetzt, um eine Ebene zu erzeugen. Alle in der Abbildung dargestellten 
Blickpunkte sowie deren korrespondierende Markerpositionen wurden innerhalb von vier 
Durchläufen generiert. Zwischen den einzelnen Durchläufen wurde die Datenbrille abgesetzt 
und im Anschluss eine erneute Kalibrierung durchgeführt. Die dargestellten Kalibrierpunkte 
repräsentieren dabei nur die Punkte der ersten Durchführung. Abbildung 5.21 zeigt eine 
alternative, winkelabhängige Darstellung der Daten. 
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Abbildung 5.21: Diese Abbildung gleicht der Abbildung 5.20 mit dem Unterschied, dass alle Punkte 
perspektivisch korrekt dargestellt werden. Dabei ist zu erkennen, dass die vordere Clippingebene eine 
höhere Auflösung von Kalibrierpunkten aufweist, als die hintere Clippingebene. Daraus folgt, dass der 
vordere Bereich weniger Kalibrierpunkte für eine vergleichbare Auflösung benötigt.  
 
Die jeweiligen Punkte werden hier nicht in Pixeln, sondern in Millimetern dargestellt, wobei die 
Z-Achse keine zusätzliche Transformation benötigt. Wie in Abbildung 5.21 zu erkennen ist, 
zeigt die vordere Clippingebene eine höhere Auflösung als die hintere Clippingebene. 
Aufgrund dieser Tatsache wurde die vordere Ebene mit weniger Kalibrierpunkten aufgelöst, 
was zu keiner nennenswerten Erhöhung der Fehlerrate führte.  
 
Wie in beiden vorhergehenden Abbildungen gut zu erkennen ist liegen die berechneten 
Blickpunkte sowie die realen Markerpositionen nah beieinander. Auch Punkte außerhalb des 
kalibrierten Arbeitsbereiches wurden erkannt. Der euklidische Gesamtfehler betrug 5,3 Pixel 
beziehungsweise 4,6 Millimeter. Der für diese Arbeit hauptsächliche relevante Fehler der 
Tiefeninformation beträgt hingegen nur 0,3 Pixel beziehungsweise 0,3 Millimeter und ist damit 
vernachlässigbar.  
 
Zum Vergleich erreichte der von Mlot et al. [4] vorgestellte Algorithmus bereits einen 
euklidischen Gesamtfehler von 14,3 Millimeter, wobei allein der Fehler in der Z-Achse 12,3 
Millimeter betrug. Die Kalibrierung erfolgte gleichzeitig unter größerem Aufwand mit 125 
Kalibrierpunkten über fünf verschiedene Tiefenebenen, mithilfe einer zusätzlichen 
Kinnhalterung und eines binokularen Eye-Trackers.  
 
 




In diesem Kapitel wurden Möglichkeiten zur Blickpunktschätzung und deren Anwendung 
näher betrachtet. Dabei wurde zunächst eine Kalibrierung des Displays mithilfe von Glint-
Vektoren näher untersucht und eine Kalibrierung mit animierten Kalibrierpunkten zur 
Steigerung der Konzentration vorgestellt. Anschließend wurden die Auswirkungen der 
Verwendung unterschiedlicher Polynomgrade auf den resultierenden Kalibrierungsfehler 
untersucht. Die Hauptfehlerquelle während der Kalibrierung stellten Kopfbewegungen des 
Benutzers dar. Die Entwicklung einer mechanisch robusteren Datenbrille wurde daraufhin 
angetrieben. Zusätzlich wurde die Kalibrierung durch die Einführung von Glint-Vektoren 
erweitert. 
Aufbauend auf den Erkenntnissen der Display-Kalibrierung, wurde ein neues Konzept der 
Kalibrierung der 3D-Umgebungskamera mittels Glint-Vektoren vorgestellt. Aufgrund der 
fehlenden Anzeigemöglichkeit von Kalibrierpunkten auf dem Display, wurde die Kalibrierung 
mit Markern durchgeführt. Diese wurden nicht fest im Raum (wie beispielsweise von Mlot et 
al. [4] vorgeschlagen), sondern in der Benutzerhand platziert, was eine größere 
Bewegungsfreiheit des Benutzers gewährleistete. Dieses Verfahren ermöglichte zudem ein 
eigenständiges Kalibrieren ohne zusätzliche Unterstützung eines Dritten.  
Für die Kalibrierung wurde ein Verfahren für eine binokulare Datenbrille und ein Verfahren für 
die monokulare Variante der Datenbrille vorgestellt. Das in dieser Arbeit vorgestellte Verfahren 
für die binokulare Datenbrille basiert auf zwei Kalibrierungsebenen für jedes Auge und nutzt 
den Schnittpunkt der resultierenden Geraden zwischen den einzelnen Kalibrierungsebenen. 
Eine Evaluierung konnte aufgrund des Fehlens eines binokularen Aufbaus nicht stattfinden, 
weswegen dieses Verfahren nur theoretisch vorgestellt wurde. Die monokulare Variante nutzt 
ausschließlich die beiden Kalibrierungsebenen eines Auges. Anstatt den Schnittpunkt 
zwischen den Blickvektoren beider Augen zu berechnen, wird ein Schnittpunkt zwischen dem 
Blickvektor mit der 3D-Geometrie der Umgebung ermittelt. Für die Beurteilung des Verfahrens 





In diesem Kapitel wurde die Blickpunktschätzung für eine zweidimensionale Ebene und einen 
dreidimensionalen Raum näher betrachtet. Für die Steuerung der Datenbrille wurde eine 
Relation zwischen dem Auge und dem Display etabliert, welche anhand der Kalibrierung mit 
einer sich ändernden Anzahl an Kalibrierpunkten erstellt wurde. Dabei wurden 
unterschiedliche Untersuchungen aus der Literatur bezüglich einer Kalibrierung betrachtet und 
miteinander verglichen. Die sich unterscheidende Hardwarebasis der verwendeten 
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Datenbrillen sowie die unterschiedlichen Testumgebungen mussten in der Auswertung jedoch 
berücksichtigt werden. Während Morimoto et al. [42] eine simple konische Repräsentation 
vorschlägt, benutzt Ramanauskas et al. [65] ein Polynom dritten Grades in Zusammenhang 
mit einem statischen Aufbau. Aufgrund der widersprüchlichen Resultate der betrachteten 
Verfahren wurden eigene Untersuchungen zur Bestimmung des geeignetsten Ansatzes in 
Zusammenhang mit der hierbei verwendeten Hardware durchgeführt. Ein Verfahren, das auf 
einem Polynom zweiten Grades basiert, lieferte dabei die besten Resultate, was auch durch 
die These von Abbott et al. [80] bezüglich der Wahl des Polynoms gestüzt wird. Dabei ist zu 
beachten, dass der angegebene Fehler sich auf ein FOV von maximal 15° bezieht. In der 
Praxis ist dieser Wert jedoch variabel und oft geringer, was zu einer Verminderung des Fehlers 
beiträgt. Weiterhin zeigte sich eine hohe Fehlerquote während der Anwendung, wenn der 
Benutzer seinen Kopf stark bewegte. Verstärkt wurde dieser Fehler durch den Zug, welcher 
durch die an der Datenbrille angebundenen Kabel entstand. Eine Vielzahl an 
Kopfbewegungen wie sie in diesem Test durchgeführt wurden sind jedoch kaum für die Praxis 
geeignet.  
In dieser Arbeit wurden zwei neue Verfahren zur 3D-Blickpunktextraktion vorgestellt, die auf 
der Verwendung einer binokularen beziehungsweise einer monokularen Datenbrille basieren. 
Für die Evaluierung wurden die Daten mehrerer Probanden aufgenommen und ausgewertet. 
Dabei zeigte sich im Vergleich zu aktuell vorhandenen Methoden [4] ein geringerer 
euklidischer Durchschnittsfehler von 4,6 Millimetern. Dieses Ergebnis wurde zudem mit einer 
geringeren Anzahl an Kalibrierungspunkten erreicht. Die geringe Abweichung des Tiefenwerts 
lässt sich insbesondere auf die Benutzung einer 3D-Kamera zurückführen. Die für die adaptive 
Linse benötigte Entfernung wurde anfangs genau gemessen. Es stellte sich jedoch heraus, 
dass selbst ein geringer Fehler der gemessenen Entfernung keine bedeutende negative 
Auswirkung auf die Genauigkeit des Verfahrens besitzt.  
Aufgrund des verwendeten Markers und dem Ignorieren von Punkten ohne Tiefenwert besteht 
jedoch die Möglichkeit, dass während der Evaluierung Punkte unerfasst bleiben, was die 
Resultate beschönigen könnte. Diese nicht erfassten Punkte werden durch Fehlauswertungen 
der Kamera oder abgedeckten Flächen erzeugt. Die praktischen Tests zeigen jedoch eine 
Übereinstimmung mit der berechneten Präzision, wobei die vorhandenen Messwerte keine 
Fehlkalibrierungen, die insbesondere durch die Unaufmerksamkeit des Benutzers oder durch 
Bewegungsunschärfe entstehen, aufwiesen.  
Eine 3D-Blickpunktschätzung außerhalb des kalibrierten Raumes wird derzeit zwar 
unterstützt, aufgrund des nicht linearen Verhaltens des Parallaxenfehlers [81] vergrößert sich 
jedoch die Fehlerrate mit zunehmender Entfernung. Da mit zunehmender Entfernung auch die 
Auswirkung des Kalibrierfehlers ansteigt, wird derzeit eine maximale Distanz von 1,5 Metern 
definiert. Eine größere Entfernung kann durch die Integrierung zusätzlicher Kalibrierebenen 
erreicht werden. 
 




Nachdem im vorrangegangenen Kapitel eine Möglichkeit zur Blickpunktdetektion des 
Benutzers gefunden wurde, kann dieser schlussendlich zur Steuerung von Menüs sowie zur 
Entfernungsmessung für die adaptive Fokusebene benutzt werden. Dazu werden zuerst 
negative Auswirkungen von Mikrosakkaden auf die Blickpunktschätzung untersucht und 
mögliche Gegenmaßnahmen betrachtet. Anschließend wird untersucht, wie ein Menü 
konzipiert werden sollte damit eine Steuerung mittels Eye-Tracking erfolgen kann. Die 
Projektion des Menüs erfolgt dabei auf das Display der Datenbrillenoptik.  
Der 3D-Blickpunkt kann genutzt werden, um die Entfernung zum betrachtenden Objekt 
bestimmen zu können und die Projektionsebene der Datenbrillenoptik auf die des Auges 
anzupassen. Eine Evaluierung anhand von 11 Probanden soll feststellen, ob das Verfahren 
die kognitive Belastung der Benutzer reduzieren kann. 
 
 
6.1 Filterung der Augenbewegungen/Glint-Vektoren 
 
Aufgrund von beispielsweise Mikrosakkaden unterliegen die Glint-Vektoren nach der 
Extraktion gewissen Schwankungen. Um diese Schwankungen zu minimieren kann eine 
Aufteilung der Daten in einzelne Kategorien in Bezug auf die konkreten Augenbewegungen 
erfolgen. Neben den beiden relevantesten Augenbewegungen (Sakkaden und Fixationen) 
können zusätzliche Bewegungen erkannt werden. Diese Aufteilungen dienen einer besseren 
Filterung der Glint-Vektoren. 
 
 
6.1.1 Stand der Forschung 
 
Die Blickrichtung gibt einen guten Aufschluss über die Aufmerksamkeit oder Intention eines 
Benutzers [82]. Interaktionsmöglichkeiten in Verbindung mit dem menschlichen Auge finden 
vielseitige Anwendungsmöglichkeiten. In der Forschung wird sich vorrangig den 
Themenbereichen des menübasierten Interfaces [83] [84] [85] und dem des Marketings, 
beispielsweise zur Webseitengestaltung [86] [87] [88], zugewandt. Aber auch in speziellen 
Bereichen, z.B. in der Flughafenkontrolle [89], in der Medizin [90] sowie in der Bestimmung 
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Um solche Anwendungsmöglichkeiten realisieren zu können, werden die Augenbewegungen 
in Bewegungsarten eingeteilt. Eine einheitliche Einteilung der Daten konnte aufgrund der 
situationsabhängigen Relevanz in unterschiedlichen Untersuchungen nicht festgestellt 
werden. In verschiedenen Untersuchungen wurden allerdings eine Separierung der Daten in 
Sakkaden/Fixationen [93] [94] [95] für einfache Analyseanwendungen favorisiert. Die 
Detektion von Drift und Tremor kann dabei ignoriert werden, da sie die Daten kaum 
beeinflussen [95]. 
 
Sind auch kleinere Augenbewegungen von Bedeutung, wie z.B. in der Medizin, ist eine weitere 
Separierung der Daten erforderlich.  Dadurch kann auch das Überschießen der Pupille bei 
Bewegungen registriert werden. Dieser Vorgang wird auch als Glissade bezeichnet [96]. Diese 
Glissaden dauern im Durchschnitt 24 Millisekunden und sind bei über 50 % der Sakkaden 
festzustellen [96]. Wenn keine separate Betrachtung der Glissaden erfolgt, werden diese 
zufällig als Sakkaden oder Fixationen klassifiziert und beeinflussen damit das Ergebnis [96]. 
 
Eine weitere Klassifizierungsmöglichkeit ist die glatte Verfolgung. Glatte Verfolgungen treten 
auf, wenn das Auge mithilfe von Korrektursakkaden versucht, das Bild in der Fovea zu halten, 
wie es bei bewegten Objekten der Fall ist [97]. Viele der untersuchten Algorithmen arbeiten 
nicht in Echtzeit und sind daher für diese Arbeit ohne Relevanz. Ebenfalls zu berücksichtigen 
sind die Latenzzeiten einiger Algorithmen, die mit bis zu 363 Millisekunden eine stark 
verzögerte Reaktion aufweisen [97].  
 
Für die Selektion eines geeigneten Algorithmus zur Glättung der Augenbewegungen wird 
zunächst zwischen drei prinzipiellen Ansätzen zur Klassifizierung unterschieden [95]: 
 
Zerstreuungsbasiert 
Fixationen weisen aufgrund ihrer geringen Geschwindigkeit eine höhere Streuung auf als die 
Sakkaden. Abhängig von der verwendeten Kamera wird vorgeschlagen, ein Zeitfenster im 
Bereich von 100-200 Millisekunden aufzunehmen, um eine entsprechende Klassifizierung und 
Parameteroptimierung durchzuführen [98]. 
 
Bereichsbasiert 
Hier werden Bereiche im Sichtfeld des Benutzers, welche eine besondere Bedeutung 
aufweisen, detektiert und mit den Augenpositionen verglichen. Für den Fall, dass beide 
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Geschwindigkeitsbasiert 
Anhand der Geschwindigkeit der Augenbewegungen kann eine Separierung der Daten 
erfolgen. Eine geringe Geschwindigkeit deutet dabei auf Fixationen und eine hohe 
Geschwindigkeit auf Sakkaden hin. Die Latenz- und Rechenzeiten sind im Vergleich zu den 
restlichen vorgestellten Algorithmen in der Regel am geringsten.  
 
Eine Übersicht über Präzision und Verzögerung ausgewählter Algorithmen findet sich in der 
Arbeit von Spakov [99] wieder. Dabei werden folgende Algorithmen genauer betrachtet: 
 
Zwei-Modi-Tiefpassfilter (Zerstreuungsbasiert) 
Olsson [100] stellte einen Zwei-Modus-Tiefpassfilter vor, deren Filterung sich abhängig von 
Sakkade oder Fixation unterschied. Der Algorithmus wurde in der vorgestellten Arbeit anhand 
eines vorgegeben Testsets evaluiert. Der dynamische Betrieb blieb dabei unbeachtet.  
 
Savitzsky-Golay (Geschwindigkeitsbasiert) 
In diesem von Nyström et al. [96] vorgestellten Ansatz werden zusätzlich zur Sakkaden- und 
Fixationserkennung Glissaden erkannt. Mit einer Verzögerung eines Frames ist dieser 
Algorithmus einer der Schnellsten. 
 
Kalmanfilter (Geschwindigkeitsbasiert) 
Komogortsev et al. [101] stellten einen Kalmanfilter zur Eingliederung der Daten in Fixationen, 
Sakkaden und glatte Verfolgungen vor. 
 
Gewichtete Durchschnittswerte über ein dynamisches Zeitfenster 
(Geschwindigkeitsbasiert) 
Das Verfahren von Kumar et al. [102] ist ein geschwindigkeitsbasierter Algorithmus und teilt 
die Augenbewegungen in Fixationen und Sakkaden ein. Dazu wird ein Filter mit endlicher 
Impulsantwort (FIR) mit Dreiecksgewichtungen implementiert. 
 
Gewichtete An-/Aus-Filter (Geschwindigkeitsbasiert) 
Aufbauend auf dem Verfahren von Kumar et al. erweiterte Veneri et al. [103] den Algorithmus 
um einen finiten Datenspeicher sowie die Nutzung eines arithmetischen Mittelwertes. 
 
Ausgehend von den berichteten Ergebnissen von Spakov lässt sich der Kalmanfilter sowie der 
Savitzsky-Golay-Algorithmus ausschließen, da diese in sämtlichen Situationen schlechtere 
Ergebnisse als die verglichenen Algorithmen lieferten. Analysen bezüglich der einzelnen 
Verfahren stellten eine fehlende Robustheit und geringere Genauigkeit bei den 
geschwindigkeitsbasierten Algorithmen fest [95]. Da die zerstreuungsbasierten Algorithmen 
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einen Vorlauf einiger hundert Millisekunden benötigen und die bereichsbasierten Algorithmen 
eine Objekterkennung erfordern, werden die geschwindigkeitsbasierten Verfahren für eine 
Echtzeitberechnung favorisiert.  
 
 
6.1.2 Glättung der Glint-Vektoren 
 
Aufgrund der geringen Verzögerungszeit und der guten Präzision des Algorithmus von Kumar 
et al. [102] wird dieser für die weitere Filterung verwendet. Hier werden während der Laufzeit 
zwei unterschiedliche Bereichsfenster, in denen die einzelnen Augenpositionen gespeichert 
werden, erstellt. Das erste Fenster wird als „derzeitiges Fixationsfenster“ bezeichnet und 
speichert alle Werte unterhalb einer definierten Geschwindigkeit ab (Fixationen). Durch 
Wichtungen der einzelnen aufgenommenen Werte 𝑝𝑛 wird die Dimensionierung des Fensters 
neu berechnet, wobei zeitlich jüngere Punkte eine höhere Gewichtung erfahren.  
 
𝑝𝑚𝑒𝑎𝑛 = 
1𝑝0 +  2𝑝1 + ⋯+  𝑛𝑝𝑛−1
(1 + 2 + ⋯+ 𝑛)
 (5.19) 
 
Ist der Wert der neuen Aufnahme größer als die definierte Geschwindigkeit (Sakkade), wird 
dieser in ein neues Fenster mit der Bezeichnung „potentielle Fixationen“ gegliedert. Zu diesem 
Zeitpunkt kann keine Auskunft zu der derzeitigen Augenposition getroffen werden, da keine 
Unterscheidung zwischen dem Rauschen und einer Bewegung möglich ist. Erst mit 
Betrachtung eines weiteren Wertes kann eine Gliederung vorgenommen werden. Wird der 
Wert erneut als Sakkade innerhalb des „derzeitigen Fixationsfensters“ klassifiziert und erfolgt 
gleichzeitig eine Klassifizierung des Wertes als Fixationen im „potentiellen Fixationsfenster“, 
wird das „potentielle Fixationsfenster“ zum „derzeitigen Fixationsfenster“. Ist das Ergebnis der 
Klassifizierung des „derzeitigen Fixationsfensters“ jedoch eine Fixation, wird das „potentielle 
Fixationsfenster“ verworfen. 
 
Abbildung 6.1: Komponentenweise Filterung der rohen Glint-Vektoren. Einzelne Datenpunkte 
außerhalb des „derzeitigen Fixationsfensters“ (blau) werden als Ausreißer („potentielle Fixationsfenster“, 
rot) deklariert und vorerst ignoriert. Folgt ein weiterer Datenpunkt in der Nähe des Ausreißers wird das 
„potentielle Fixationsfenster“ zum „aktuellen Fixationsfenster“, da angenommen werden kann, dass eine 
Sakkade stattfand. 
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Wie in der Abbildung 6.1 zu erkennen ist, werden einzelne fehlerhafte Daten ignoriert. 
Weiterhin bleibt die Fähigkeit schnell auf Änderungen zu reagieren erhalten, wobei den 
limitierenden Faktor die Framerate der Kamera darstellt. Ist eine neue Fixation erkannt, wird 
durch die Zunahme von Datenpunkten eine höhere Stabilität erreicht. 
Aufgrund der statischen Schwellwerte sollten die zu filternden Werte einen vorhersehbaren 
Bereich abdecken. Da sich aufgrund von Bewegungen der Eye-Tracking-Kamera der 
Arbeitsbereich vor jeder Testreihe ändern kann, werden die transformierten Glint-Vektoren zur 
Filterung vorgezogen. Diese decken annähernd den Bereich der Displayauflösung ab und 
verändern sich nur, wenn ein neues Display oder eine neue Optik integriert wird. 
 
 
6.2 Blickpunktauswertung  
 
Ist ein Verhältnis zwischen den Glint-Vektoren und der 3D-Umgebung beziehungsweise dem 
Display etabliert, kann eine Mensch-Maschine-Interaktion als Schnittstelle etabliert werden. 
Dazu werden zunächst zwei unterschiedliche Kalibrierungsmöglichkeiten betrachtet. 
 
Kalibrierung des Displays 
Ein Verhältnis zwischen den Glint-Vektoren und dem Display kann als eigenständiges System 
(mit der Prämisse der Pupille als Steuerelement) oder in Abhängigkeit von der 3D-Umgebung 
betrachtet werden. Das Field of View des Displays kann mit der 3D-Umgebungskamera so 
überlagert werden, dass ein Mapping erstellt werden kann. Eine exakte Positionierung eines 
GUI-Elements mit dem korrespondierenden 3D-Objekt wäre somit möglich (siehe Abbildung 
6.2). 
 
Abbildung 6.2: Zusätzlich zum Verhältnis zwischen den Glint-Vektoren und der 3D-Umgebungskamera 
kann eine zusätzliche Kalibrierung mit dem Display realisiert werden. Dies ermöglicht eine Positionierung 
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Die Steuerung des Displays setzt eine Kalibrierung mit diesem voraus, um Menüs mithilfe von 
Augenbewegungen (beispielsweise durch ALS-Patienten) steuern zu können. Bei 
amyotrophic-lateral-sclerosis-(ALS) Patienten sind die für Muskelbewegungen zuständigen 
Nervenzellen irreversibel geschädigt. Je weiter die Krankheit voranschreitet, desto stärker 
werden die Symptome, bis die Grundfunktionen des menschlichen Körpers schlussendlich 
versagen. Während der Zeit des regungslosen Zustandes ist eine Kommunikation nur schwer 
möglich. Lediglich die Augen der Patienten können in dieser Phase zur Kommunikation 
genutzt werden. Das Eye-Tracking stellt daher einen geeigneten Ansatz dar, um die 
Lebensqualität dieser Menschen zu verbessern. Dazu wurde mit der Firma Interactive Minds 
Dresden (IMD) kooperiert, da diese die nötigen Erfahrungen mit ALS-Patienten besitzt. Die 
Realisierung einer Steuerung von Patienten mit ALS und Locked-in-Syndrom wird schon seit 
geraumer Zeit untersucht [104]. 
 
Die vorliegenden Eye-Tracking-Daten können dabei in zwei Verfahren, dem Top-down und 
dem Bottom-up-Verfahren [105], untergliedert werden. Das Top-down-Prinzip beruht auf 
einem zielgerichteten System zur Interaktion mithilfe des Eye-Trackigs [106]. Das Bottom-up 
Prinzip dient konträr zur Analyse des Blickpunktes, um dessen Verhalten zu deuten. Für die 
2D-Steuerung der hier vorgestellten Menüs wird dementsprechend das Top-down-Prinzip und 
für die 3D-Blickpunktschätzung zur Informationsergänzung das Bottom-up-Prinzip, 
angewandt. Die adaptive Fokusebene wird dabei nur zur 3D-Blickpunktschätzung verwendet. 
 
Die naheliegendste Methode der Interpretation ist die Imitierung des Mauszeigers, wodurch 
die Nutzung eines Computers ohne zusätzliche Menüs ermöglicht werden kann. Aufgrund von 
Tremor, Mikrosakkaden und Korrektursakkaden wird sich die Position sprunghaft bewegen 
und ein unangenehmes Gefühl seitens des Benutzers entstehen lassen [16] [107]. Je höher 
die Bildrate der benutzten Kamera ist, desto stärker tritt dieser Effekt auf. Durch die Einführung 
eines Filters wird eine Glättung der Daten realisiert und eine Nutzung ermöglicht. Sibert et al. 
[108] zeigte dabei, dass die Interaktionen mit Elementen auf dem Display sogar schneller 
durchgeführt werden können, als mit einer Maussteuerung. In dem verwendeten Aufbau 
wurde jedoch nur die Verweilzeit beim Betätigen der Taste betrachtet und keine explizite 
praktische Implementierung angestrebt. Aufgrund der fortwährenden Aktivität des Eye-
Trackers können, anders als bei einer Maussteuerung, Fehlinteraktionen ausgelöst werden. 
Wird zum Beispiel das Blinzeln der Augen als Eingabe interpretiert, muss sich dieses vom 
normalen Blinzeln unterscheiden. Eine Alternative stellt die Einführung eines verlängerten 
Blinzelns dar, was allerdings zu einer unnatürlich empfundenen Steuerung führen würde.  
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Eine Aktion, die nach einer bestimmten Verweilzeit ausgeführt wird (vergl. Sibert et al.), bildet 
eine intuitive Möglichkeit zur Steuerung. Wird jedes längere Fixieren eines Objektes als eine 
Aktion interpretiert, kann jedoch keine Unterscheidung zwischen einem Betrachten und einer 
Interaktion stattfinden. Dieses als Midas Touch bezeichnete Problem ist insbesondere 
problematisch, wenn der Benutzer durch das Display in die Umgebung blickt und keine Aktion 
beabsichtigt.  
 
Eine Lösung dafür kann eine zusätzliche Integration von Eingabegeräten darstellen. Surakka 
et al. [109] implementierten ergänzend einen Muskelaktivierungsdetektor für das Auslösen 
wichtiger Elemente. Auch wenn die resultierenden Ergebnisse dieser Methode 
vielversprechend sind, ist eine praktische Umsetzung für dieses Projekt nicht realisierbar.  
 
Ein weiterer Ansatz besteht darin, das zu betrachtende Objekt langsam zu vergrößern, um es 
anschließend auszuwählen [107]. Dies könnte eine Interaktion mit Buttons verbessern, führt 
jedoch zu keiner Verbesserung bezüglich der Umweltbetrachtung bei einem überlagernden 
Display. 
 
Kaur et al. [110] kombinierten den Eye-Tracking-Ansatz mit einer Spracherkennung und 
Yamamoto et al. [111] mit einem zusätzlichen Mausklick. Dies führt jedoch erneut zu der 
Einführung weitere Eingabegeräte, was im Rahmen dieses Projektes nicht stattfinden soll. 
 
Die für dieses Projekt angewandte Steuerung soll ohne zusätzliche Hardware sowie ohne 
vorhergehendes Training der Benutzer auskommen. Die implementierte Steuerung basiert auf 
einer approximierten Pupillendetektion. Dazu wurden zwei Kalibrierungspunkte 
aufgenommen, um den Mittelpunkt des Displays zu bestimmen. Anhand dieses Mittelpunkts 
konnte anschließend der Winkel 𝛼 sowie die Distanz zum Blickpunkt berechnet werden.  
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Abbildung 6.5: Nach einer kurzen Kalibrierung der zwei Punkte kann der Winkel sowie die Entfernung 
zwischen dem Blickpunkt und dem Mittelpunkt berechnet werden. Abhängig von dem Winkel kann eine 
bestimmte Aktion ausgewählt werden, wenn die Distanz einen bestimmten Schwellwert überschreitet. 
 
Anhand der Distanz konnten anschließend vier unterschiedliche Befehle ausgelöst werden. 
Die Blickrichtungen wurden dabei wie folgt ausgewertet: 
 
Tabelle 6.1: Auflistung der Interpretationen der jeweiligen Blickrichtungen des Auges. Dabei werden nur 
intensive und damit eher unnatürliche Positionen beachtet, um das Midas touch Problem zu lösen.  
Blickrichtung Befehl 
Linke Blickrichtung Springe eine Menüebene zurück 
Rechte Blickrichtung Aktivierung des selektierten Elements 
Untere Blickrichtung Selektion des unteren Elements 
Obere Blickrichtung Selektion des oberen Elements 
 
Das selektierte Element wird dabei durch einen farblichen Hintergrund hervorgehoben. 
Aufgrund der verstärkten Wahrnehmung des Auges gegenüber Bewegungen, wird das Menü 
während einer Selektionsänderung in die jeweilige Richtung verschoben. Dies ermöglicht dem 
Benutzer, eine Reaktion auf seine Aktion festzustellen, auch wenn die Augen das Display in 
diesem Moment nicht betrachten. Das Auslösen eines Befehls wird erst nach einer Verweilzeit 
𝑡𝑠𝑐𝑟  von einer Sekunde aktiviert und bleibt anschließend für eine nachfolgende Aktivierung mit 
einer Sperrzeit 𝑡𝑙𝑜𝑐𝑘  von zwei Sekunden belegt. Weitere Befehle können betätigt werden ohne 
diese Sperrzeit einzuhalten. Hiermit wird eine schnellere Menüführung gewährleistet. Die 
maximale Selektionszeit 𝑡𝑠𝑒𝑙 kann für die jeweilige Menüebene wie folgt berechnet werden: 
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𝑡𝑠𝑒𝑙 = (𝑛 − 1) ∗ (𝑡𝑠𝑐𝑟 + 𝑡𝑙𝑜𝑐𝑘), für 𝑛 > 0 (5.20) 
 
Aufgrund der steigenden maximalen Selektionszeit für 𝑛 Elemente wurde das Menü mit fünf 
Einträgen versehen. Die Selektion startet dabei in der Mitte des Menüs, so dass maximal zwei 
Schritte in jede Richtung erforderlich sind, um ein äußeres Element zu erreichen. Damit wird 
die Selektionszeit 𝑡𝑠𝑒𝑙 bei gleichem Funktionsumfang halbiert. Ebenso werden die Elemente 
nach der Häufigkeit der Benutzung sortiert. Das wichtigste Element ist in der Mitte platziert, 
weitere Elemente sind absteigend angeordnet.  
 
 
Abbildung 6.6: Anzeige eines Scroll-Down-Menüs des Prototyps für Remoteservicearbeiter. Zum 
Bewegen des aktiv selektierten Buttons, muss das Auge stark nach unten oder oben blicken. Um den 
Button zu aktivieren, muss nach rechts geblickt werden. Das orange hinterlegte Icon stellt die aktuelle 
Auswahl dar. 
 
Nach einer kurzen Einarbeitungszeit (< 10 Minuten) konnte das Menü von erstmaligen 
Benutzern ohne große Fehlerraten (< 10 %) benutzt werden. Vereinzelte Fehler entstanden, 
wenn der Benutzer die Umgebung betrachtete oder zwischen zwei Extremapositionen blickte. 
Im letzteren Fall wurden zwei Befehle gleichzeitig ausgelöst. Um diesen Fehler zu beheben, 
werden alle Zähler zurückgesetzt, sobald ein Übergang zwischen zwei Befehlen festgestellt 
wird. Ein zusätzlicher Fehler entstand bei Betrachtung des linken Extrems, der auch unter 
normalen Umständen und ohne die Intention einer Aktion häufig auftritt. Es kommt also vor, 
dass bei normaler Umgebungsbetrachtung das Menü um einige Ebenen aufsteigt, da der 
Befehl für „Springe eine Menüebene höher“ unbeabsichtigt ausgelöst wird. Dies kann durch 
ein Training des Nutzers vermindert werden. Ein Restfehler bleibt jedoch weitestgehend 
bestehen.  
 
Der zweite vorgestellte Ansatz basiert auf den Erfahrungen der ersten Version, insbesondere 
in Bezug auf die Problematik der ungewollten Auslösung von Befehlen während der 
Umgebungsbetrachtung und der langen Selektionszeit bei einer großen Anzahl an Elementen. 
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Für diesen Ansatz wird der Vorgang in zwei Zustände unterteilt. Der erste Zustand wird als 
steuerloser Zustand bezeichnet. In diesem Zustand wird die Pupille verfolgt, jedoch keine 
Befehle angenommen. Eine Visualisierung des Zustands findet für den Benutzer innerhalb 
des Displays statt. Innerhalb des zweiten Zustandes werden die Daten, wie in Kapitel 6.1.2 
beschrieben, gefiltert und ausgewertet. Diese Anwendung würde von einer Kamera mit sehr 
hohen Bildfrequenzen (≥ 120 Hz) stark profitieren. Die verwendete Kamera liefert nur maximal 
30 Hertz, wodurch sich die Reaktionsgeschwindigkeit des Menüs reduziert. Für die 
Umschaltung zwischen beiden Zuständen muss das Auge sich stark in die temporale Hälfte 
des Sichtbereiches bewegen. 
 
Für die Selektion einzelner Elemente werden diese visuell in einer 4x4 Matrix angeordnet 
(siehe Abbildung 6.7). Aufgrund der benötigten höheren Genauigkeit des Eye-Trackers 
werden minimal neun Kalibrierungspunkte benötigt, um die Koeffizienten für das Mapping 
berechnen zu können (siehe Kapitel 5.2.1).  
 
Die übliche Ansteuerung von Menüs in Verbindung mit einem Eye-Tracker wird mittels einer 
Verweilzeit über dem entsprechenden Icon realisiert. Betrachtet der Benutzer das Icon oder 
die Schrift aufgrund von Interesse oder Verwirrung zu lange, führt dies offensichtlich zu einer 
ungewollten Interaktion. Mithilfe der Ungenauigkeiten des Eye-Trackers, die durch 
Mikrosakkaden entstehen, soll der Unterschied zwischen einer Betrachtung und einer 
gewollten Interaktion eindeutig bestimmt werden können. Dazu werden anstatt der gefilterten 
Daten nur die Rohdaten ausgewertet. Dabei kann angenommen werden, dass sich die 
ungefilterten Daten radial um einen Medianpunkt sammeln und eine zufällige Streuung 
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Abbildung 6.7: Darstellung eines Menüs für das Eye-Tracking mit 4x4 Kacheln. Es wird untersucht, wie 
das Problem des Midas Touches verhindert werden kann. Dazu werden die Glint-Vektoren zu 
Displaykoordinaten transformiert (runde unausgefüllte Kreise). In dieser Abbildung werden circa zehn 
Glint-Vektoren abgebildet, die in einem Zeitraum von circa einer Sekunde berechnet werden. 
Anschließend wird für jede anvisierte Kachel ein Zähler inkrementiert und der Zähler aller übrigen 
Kacheln auf null zurückgesetzt. Wird fortlaufend nur eine Kachel getroffen, erfolgt eine Inkrementierung 
des Zählers bis zur Überschreitung eines Schwellwertes zur Aktivierung. In der Abbildung wird 
ersichtlich, dass bei der Betrachtung der Schrift zwei Kacheln getroffen werden und damit keine 
Aktivierung des Buttons ausgelöst wird. Der ausgefüllte Kreis ist dabei der Medianfilter der abgebildeten 
unverarbeiteten und transformierten Glint-Vektoren. 
 
Für eine erfolgreiche Steuerung spielt die Platzierung des Textes oder der Icons eine 
entscheidende Rolle. Wird vom Benutzer der Text betrachtet, wie beispielsweise in Abbildung 
6.7 dargestellt, ist die Streuung der Werte so groß, dass zwei Elemente selektiert werden. Der 
interne Zähler für jedes Objekt wird jedoch bei der Änderung des Elementes wieder auf null 
gesetzt. Somit wird kein Element selektiert, wenn der Blick nicht konstant auf dasselbe 
Element fällt und die Möglichkeit alle Button-Texte zu lesen, ohne eine Aktion auszuführen, 
bleibt erhalten. Soll ein Befehl betätigt werden, muss der Mittelpunkt des Buttons betrachtet 
werden, da dann die Streuung der Daten nur innerhalb eines Elementes stattfindet (siehe 
Abbildung 6.8). 
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Abbildung 6.8: Soll ein ausgewählter Button aktiviert werden, muss dessen Mittelpunkt betrachtet 
werden. Aufgrund der geringen Streuung der Glint-Vektoren befinden sich alle Blickpunkte auf dem 
Button. Da in diesem Fall kein Glint-Vektor auf einen anderen Button fällt, kann davon ausgegangen 
werden, dass eine Interaktion beabsichtigt wird. 
 
Wichtig ist dabei die initiale Größe und Anzahl der Buttons, welche für die jeweilige Streuung 
des Eye-Trackers ausgelegt werden muss.  
 
 
6.2.2 Eye-Tracking zur Informationsergänzung 
 
Während zahlreiche Untersuchungen zum Thema des Eye-Trackings mit 2D-Kalibrierung 
durchgeführt wurden, erfährt die 3D-Blickpunktschätzung bislang nur wenig Beachtung [35]. 
Einen möglichen Anwendungsfall für den Eye-Tracker mit einer 2D-Kalibierung stellt 
beispielsweise die Auswertung der Aufmerksamkeit von Probanden zum Betreiben von 
Marketing- oder Platzierungsanalysen dar [112]. 
 
Pfeiffer et al. [113] verwendeten für die 3D-Blickpunktschätzung das Geometriemodell, da 
anhand der Relationen zwischen den einzelnen Komponenten und durch die Verwendung von 
Markern in der 3D-Umgebung zur Kopfpositionsbestimmung verlässliche Angaben zur 3D-
Positionen erstellt werden können. Aufgrund der verwendeten Marker ist die Anwendung 
jedoch nur in vorbereiteten Arbeitsumgebungen möglich [113].  
 
Eine Realisierung ohne solche Marker konnte durch die automatische Erkennung der 
Kopfbewegungen erfolgreich über den SLAM-Algorithmus realisiert werden [114]. Probleme 
entstanden bei einer nicht ausreichenden Anzahl an extrahierbaren SIFT-Featurepunkten, die 
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das ursprüngliche Tracken ermöglichten. Eine zusätzliche Herausforderung stellt der mit der 
Tiefe zunehmende Parallaxenfehler dar [115] [81], der aus dem Verhältnis zwischen dem 
Auge und der 3D-Umgebung resultiert. Dabei wird davon ausgegangen, dass das Auge 
unabhängig von der realen Situation in dem Koordinatenursprung der Kamera platziert ist. 
 
Zusätzlich zu einer reinen Eye-Tracking-Lösung, stellte Lee et al. [116] ein System vor, 
welches auf den Akkommodationsgeschwindigkeiten der Augen sowie der Nutzung der 
Elektroenzephalografie (EEG) basiert. Für die 3D-Punktselektion wird die Tiefeninformation 
mittels eines EEG näher bestimmt, da das Eye-Tracking nur auf eine 2D-Ebene kalibriert wird. 
Anschließend kann die Bestimmung der Position eines Objektes mittels des Eye-Trackings 
und der Bestätigung durch die EEG-Daten stattfinden. Die Akkommodations-
geschwindigkeiten, die vom Eye-Tracking System gemessen werden, dienen dabei zur 
Konzentrations- [117] und Belastungsmessung [118] [119]. 
 
Untersuchungen bezüglich der Anwendbarkeit von 3D-Blickpunktschätzungen wurden 
vorrangig mit Remote-Eye-Trackern durchgeführt [63]. Aufgrund der zusätzlichen Hardware 
[120], der modellbasierten Pupillendetektion sowie der fehlenden Referenzpunkte  (Nase oder 
Augenbrauen) wurde Datenbrillen weniger Beachtung geschenkt [63]. 
 
Innerhalb dieser Arbeit wird das Eye-Tracking lediglich verwendet, um den Blickpunkt des 
Benutzers in der realen Umgebung zu lokalisieren. Es wird keine zusätzliche Steuerung mittels 
der Augen implementiert, um das System nicht unnötig komplex zu gestalten.  
 
 
Abbildung 6.9: Schematischer Aufbau zur Blickpunktschätzung. Der Eye-Tracker zeichnet dabei das 
Auge sowie die IR-Reflexionen auf, die zur Berechnung des Glint-Vektors benötigt werden. 
Anschließend wird eine Transformation zwischen den Glint-Vektoren und der 3D-Umgebungskamera 
etabliert. Anhand des detektierten Blickpunktes wird die Tiefeninformation extrahiert, um eine 
Brennweitenjustierung der Datenbrillenoptik vorzunehmen. Eine zusätzliche Kalibrierung zum 
Datenbrillendisplay wird nicht betrachtet, da das FOV zu klein ist. 
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Die Messwerte wurden dabei durch eine approximierte Funktion repräsentiert. Es zeigte sich, 
dass bei geringen Abweichungen des Stromes die Bildebene nur marginal verschoben wird 
und somit keine Unschärfen entstehen. Weiterhin wurde deutlich, dass ab einer Distanz von 
100 Zentimeter sich der Strom im Verhältnis zur Distanz nur geringfügig ändert. Bei niedrigen 
Distanzen wurde hingegen das Gegenteil festgestellt. Das Mapping kann nun verwendet 
werden, um die Tiefeninformation des Blickpunktes in einen Strom der adaptiven Linse 
umzuwandeln. 
Aktuelle Datenbrillen mit einer statischen Projektionsebene können virtuelle und reale Objekte 
nur in einer definierten Entfernung gleichzeitig scharf darstellen. Dieser Effekt kann auch mit 
einer adaptiven Linse und falschen Tiefeninformationen rekonstruiert werden (siehe Abbildung 
6.11). Dabei erscheint die Schrift unscharf und ein korrektes, paralleles Ablesen beider Zahlen 
ist nicht möglich, so dass eine Umfokussierung der Augen erfolgen muss.  Je nach Fall kann 
eine derartige Umfokussierung auf die virtuelle Projektionsebene mehrere Sekunden dauern. 
 
 
Abbildung 6.11: In dieser Darstellung ist die Kamera auf den realen Text fokussiert, während der 
virtuelle Inhalt sich auf einer anderen Projektionsebene befindet. Ein paralleles scharfes Betrachten 
beider Texte ist nicht möglich. Erst durch eine Konzentration des Nutzers auf den virtuellen Inhalt ist eine 
Änderung der Brennweite des Auges realisierbar. 
 
Wird die adaptive Optik mit den Daten, die aus dem Mapping der Tiefeninformation des 
Blickpunktes gewonnen wurden, justiert, kann eine Anpassung der Brennweiten der 
Datenbrillenoptik erreicht werden (siehe Abbildung 6.12). Ein visueller Vergleich beider Zahlen 
ohne eine entsprechende Brennweitenänderung (Umfokussierung) des Nutzers wird somit 
ermöglicht. In diesem Fall kann davon ausgegangen werden, dass sich beide 
Projektionsebenen approximiert auf der gleichen Ebene befinden. Geringe Unterschiede 
zwischen den Ebenen stellen dabei kaum ein Problem dar und werden vom Nutzer nicht 
wahrgenommen. Dies zeigt auch die in Abbildung 6.10 dargestellte Streuung der einzelnen 
Messwerte. 
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Abbildung 6.12: Die Brennweite der adaptiven Optik wurde auf die Brennweite des Auges angepasst. 
Die virtuelle und die reale Fokusebene liegen übereinander, wodurch ein visueller Vergleich beider 
Zahlen möglich ist. Auffallend ist die Verdeckung der realen durch die virtuelle Umgebung, die als störend 
empfunden werden kann. 
 
Aufgrund der hellen, weißen Hintergrundbeleuchtung wird die reale Umgebung jedoch stark 
beeinflusst und führt streckenweise zu deren Überdeckung. Daher wird vorgeschlagen, die 
virtuellen Inhalte weiß und den Hintergrund schwarz darzustellen, da die OLED-Technologie 
kaum eine eigene Hintergrundbeleuchtung erzeugt. Schwarze Flächen führen bei optischen 
See-Through-Brillen zu einer kompletten Durchsicht, wie in Abbildung 6.13 ersichtlich ist. 
 
 
Abbildung 6.13: Anstatt den Hintergrund wie in Abbildung 6.12 hell auszuleuchten, wird nur der virtuelle 
Inhalt hell dargestellt. Dies führt zu einer Reduzierung von Störungen bei der Wahrnehmung der realen 
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Werden größere Inhalte, wie beispielsweise Bilder, über ein reales Objekt projiziert, kann dies 
abhängig von der Helligkeit eine Verdeckung des realen Objektes bewirken. Eine zusätzliche 
Implementierung eines Helligkeitssensors sollte daher zur Regulierung der Displayhelligkeit 
stattfinden. 
Hierbei ist anzumerken, dass die virtuellen Projektionen teilweise etwas unscharf dargestellt 
werden. Dies liegt jedoch nicht in den Projektionen selbst, sondern in der aufnehmenden 
Smartphone-Kamera begründet. 
 
Die Projektionsverschiebung ist dabei einer gewissen Latenz unterliegen. Nachfolgend sind 
alle relevanten Latenzen aufgeführt: 
 
 71 Millisekunden für die Aufnahme des Pupillenbildes 
 46-68 Millisekunden für die Berechnung des 3D-Blickpunktes an einem 
Arbeitsrechner 
 77-121 Millisekunden für die Berechnung des 3D-Blickpunktes an einem Intel 
Compute Stick mit einer reduzierten, visuellen Ausgabe 
 2 Millisekunden für das Senden und Verarbeiten über die serielle 
Schnittstelle 
 
In der ersten Untersuchung wird ein Arbeitsrechner mit einem Intel Core i7-7700K verwendet. 
Dazu werden jeweils die geringste und höchste erreichbare Latenzzeit berechnet. Die 
geringste Latenz wird nur während des starren Blickes des Nutzers erreicht und beträgt 120 
Millisekunden und ist für den Benutzer kaum bemerkbar. Beim schnellen Wechsel der 
Blickrichtung hingegen müssen aufgrund der zusätzlichen Latenz durch den implementierten 
Filter mindestens zwei Pupillenbilder verarbeitet werden. Dies resultiert in einer 
Verzögerungszeit von bis zu 281 Millisekunden. Diese Zeitspanne wird zwar vom Benutzer 
wahrgenommen, in den meistens Fällen aber nicht als störend empfunden. 
 
Als eingebettetes System wurde ein Intel Compute Stick mit einem Intel Core M m3-6Y30 
ausgewählt. Bei der Nutzung des Intel Compute Sticks steigt die Latenz im besten Fall auf 
150 Millisekunden an, wobei die visuelle Ausgabe aufgrund der dafür benötigten Leistung 
reduziert wurde. Wie auch bei dem Arbeitsrechner sind diese Verzögerungen jedoch kaum 
wahrnehmbar. Im schlimmsten Fall kann die Latenz auf bis zu 387 Millisekunden ansteigen, 
was allerdings immer noch nicht als störend empfunden wird. Diese Einschätzungen müssen 
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6.2.3 Validierung der 3D-Blickpunktschätzung 
 
Zur Validierung der 3D-Blickpunktschätzung wurde ein Szenario aus der Logistikbranche 
ausgewählt. Dazu wurden insgesamt 26 Seriennummern innerhalb des Arbeitsbereichs von 
Probanden platziert. Eine zufällig ausgewählte Seriennummer wurde auf dem Display oder 
der Datenbrille angezeigt und musste vom Probanden mit den in der realen Umgebung 
platzierten Seriennummern solange verglichen werden, bis die korrekte Ziffer identifiziert 
wurde. Dieser Vorgang wurde anschließend 12-mal wiederholt. Die Ausgabe der 
Seriennummern erfolgte dabei auf folgenden Medien: 
 
Monitor 
In der ersten Testphase wurden die Seriennummern auf einem Monitor dargestellt. Der 
Proband konnte vor der Nutzung die Position selbst festlegen, um so eine für ihn bessere 
Arbeitsumgebung zu schaffen. Dieses Verfahren bildet den aktuellen Stand der Technik in der 
Industrie ab. 
 
Datenbrille mit statischer Brennweite 
Nach der Anzeige auf dem Monitor erhielt der Proband eine Datenbrille, auf deren Display die 
Seriennummer angezeigt wurde. Die Fokusebene war dabei circa zwei Meter vom Auge 
entfernt. Für die Betrachtung der virtuellen Projektionsebene musste der Proband eine 
Umfokussierung vornehmen. 
 
Datenbrille mit variabler Brennweite (Kopfrichtung) 
In der dritten Testphase erhielt der Proband eine Datenbrille mit einer variablen Brennweite. 
Ähnlich wie bei der HoloLens wurde die Kopfrichtung berechnet und ausgehend von der 3D-
Kamera ein Blickvektor erstellt. Der erste Schnittpunkt des Blickvektors mit der 3D-Geometrie 
entsprach dabei der gesuchten Entfernung. 
 
Datenbrille mit variabler Brennweite (Eye-Tracking) 
In der letzten Variante wurde das Eye-Tracking (wie in Kapitel 6.2.2 besprochen) genutzt, um 
eine Kalibrierung mit der 3D-Umgebung zu realisieren zu können. Anhand der Blickrichtung 
kann anschließend die Entfernung berechnet werden. 
 
Die 11 Probanden erhielten zur Bewertung einen Fragebogen, in dem die 
Benutzerfreundlichkeit, die kognitive Belastung sowie die subjektive Arbeitsgeschwindigkeit 
des jeweiligen Vorgangs bewertet werden sollte. Zusätzlich wurde die vom Probanden 
benötigte Zeit zur Abarbeitung aller Seriennummern gemessen. Die Seriennummern wurden 
dabei im Arbeitsbereich des Benutzers an unterschiedlichen Positionen verteilt. Die Positionen 
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Abbildung 6.14: An unterschiedlichen Positionen im Raum wurden Zettel platziert, die bis zu vier 
Seriennummern enthielten. Diese wurden in unterschiedlicher Entfernung zum Probanden angeordnet. 
Zudem wurde deren Position so gewählt, dass sich der Blickwinkel des Probanden ändern musste. 
Insgesamt wurden 26 Nummern verteilt, welche sich nur in wenigen Stellen unterschieden. Hierdurch 
sollte ein Lerneffekt verhindert werden. 
 
In den ersten Tests wurden reale Produkte statt eigens generierter Seriennummern 
verwendet. Dies führte aufgrund der stark abweichenden Zahlen jedoch zu einem Lerneffekt 
bei den Probanden und verfälschte somit die Tests. Alle Ergebnisse der ersten Tests wurden 
daher nicht in die weitergehenden Untersuchungen mit einbezogen. Um den Lerneffekt zu 
verringern, wurden in der Folgedurchführung nur 13 der 26 Nummern abgefragt. Nachfolgend 
wurden Probanden, welche dicke Kontaktlinsen und Gleitsichtbrillen tragen von der 
Auswertung ausgeschlossen. Auch die Ergebnisse von Probanden, welche unfähig waren 
virtuelle und reale Projektionsebenen übereinander zu lagern, wurden in der Untersuchung 
nicht berücksichtigt. In der nachfolgenden Tabelle sind daher die verbleibenden Ergebnisse 
(6 von 11 Probanden) dieser Tests aufgeführt. Alle Ergebnisse der einzelnen Probanden sind 
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Tabelle 6.2: Die Tabelle zeigt die Bewertung unterschiedlicher Aspekte der Ausgabeverfahren. Der 
Monitor repräsentiert dabei den derzeitigen Standard in der Logistikbranche. Die statische 
Projektionsebene (PE) wird aktuell von einigen Firmen eingesetzt, führt aber zu einer erhöhten 
kognitiven Belastung. Mithilfe einer Kopfrichtungsapproximitation (HT) und einer variablen 
Projektionsebene kann die kognitive Belastung reduziert werden. Zusätzlich kann statt der Kopfrichtung 
die exakte Blickrichtung mittels Eye-Tracking (ET) bestimmt werden. Dieses Verfahren ist jedoch mit 
einer zusätzlichen Kalibrierung verbunden. Der Wertebereich der einzelnen Kriterien erstreckt sich dabei 
von 0-10, wobei eine 10 einer exzellenten Bewertung bei Benutzerfreundlichkeit und subjektive 
Arbeitsgeschwindigkeit entspricht, während es bei der kognitiven Belastung umgedreht ist. 




Benutzerfreundlichkeit 5,67 5,83 6,83 6,50 
Kognitive Belastung 4,83 6 5,33 4,33 
Subj. Arbeitsgeschw. 4,5 6 6,67 7,33 




Generell kann aus den Ergebnissen geschlussfolgert werden, dass das hohe Gewicht der 
Datenbrille von den Probanden als sehr störend empfunden wurde. Dies beeinflusste in 
starkem Maße deren Einschätzung der Benutzerfreundlichkeit der Brille. Die empfundene 
Benutzerfreundlichkeit variiert jedoch zwischen den datenbrillengestützten Verfahren. Die 
statische Variante erforderte eine zusätzliche Konzentration des Benutzers, da diese 
zwischen den Fokusebenen häufig wechseln musste. Dies wurde allgemein als störend 
eingestuft. Dennoch empfand ein Großteil der Probanden die Projektion der Seriennummer 
durch die Datenbrille angenehmer, als den Blick auf den Monitor richten zu müssen. Aufgrund 
des fehlenden Tragekomforts ist dies jedoch nicht unmittelbar aus der Bewertung der 
Benutzerfreundlichkeit ersichtlich. Beim Vergleich der zwei variablen Fokusebenen wurde die 
Eye-Tracking-Variante bevorzugt, wenn auch eine Kalibrierung vorausgesetzt wurde. Die 
zusätzliche Präzision gegenüber der Kopfrichtungsapproximation wurde dabei besser 
bewertet. Eine Verbesserung der Benutzerfreundlichkeit könnte durch die geometrische 




Die höchste kognitive Belastung entstand bei der Datenbrille mit statischer Brennweite. Dies 
ist auch der Grund, warum den Benutzern in den datenbrillengestützten Verfahren zusätzliche 
Pausen gewährt werden mussten [1]. Wird jedoch ein Verfahren mit variabler Brennweite 
verwendet, verringert sich die kognitive Belastung. Wird zusätzlich das Eye-Tracking 
verwendet, ist eine weitere Verringerung der Belastung zu beobachten. Dies liegt darin 
begründet, dass die Kopfrichtungsapproximation nur durch einen einzelnen Benutzer kalibriert 
wird und die Kalibrierung anschließend für weitere Probanden verwendet werden kann. Dabei 
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entstanden jedoch Fehlinterpretationen, die bei einer eigenen Kalibrierung mit dem Eye-
Tracking-System verhindert wird.  
 
Subjektive Arbeitsgeschwindigkeit 
Jeder Proband sollte zusätzlich seine eigene Arbeitsgeschwindigkeit bewerten, ohne die 
exakte Zeit zu kennen. Der subjektive Eindruck der Geschwindigkeit war während der 
Betrachtung des Monitors am Schlechtesten. Bei allen datenbrillenbasierten Ansätzen wurde 
die Arbeitsgeschwindigkeit durchweg höher eingeschätzt. Beim Verfahren mit der 
approximierten Kopfrichtung entstanden jedoch vereinzelt Fehler, die sich auf die 
Einschätzung der Arbeitsgeschwindigkeit negativ auswirkten. Das Eye-Tracking-Verfahren 
wurde daher als schnellstes Verfahren bewertet.  
 
Reale Arbeitsgeschwindigkeit 
Neben der subjektiven Arbeitsgeschwindigkeit wurden auch die real benötigten Zeiten 
gemessen. Diese unterschieden sich letztendlich kaum zwischen den einzelnen Verfahren. 
Ein Großteil der Probanden hatte keine vorangehenden Erfahrungen mit der Datenbrille. Aus 
diesem Grund ist anzunehmen, dass sich die Arbeitsgeschwindigkeit der 
datenbrillengestützten Verfahren mit der Zeit weiter verbessern werden. Hierbei ist 
anzumerken, dass die Ausgabe der Seriennummer auf dem Monitor in einer optimalen 
Position erfolgte. Ist das Ausgabemedium weiter entfernt oder muss sich der Benutzer 
bewegen, um das Objekt zu sehen, würde entsprechend mehr Zeit benötigt werden. 
 
Vergleichbare Tendenzen sind bei der Betrachtung aller Probanden erkennbar. Die 
Benutzerfreundlichkeit der datenbrillengestützten Verfahren wurde von einigen Probanden 
derart schlecht bewertet, so dass sich der Durchschnitt stark verringerte und damit unterhalb 
der monitorbasierten Ausgabe ansiedelte. In der folgende Tabelle 6.3  sind alle Probanden 
aufgelistet.  
 
Tabelle 6.3: Die Tabelle beinhaltet den Durchschnitt aller Bewertungen der Probanden ausgenommen 
der Eye-Tracking-Variante. Die Tendenzen bleiben mit der Ausnahme der Benutzerfreundlichkeit im 
Vergleich zu der vorhergehenden Betrachtung ähnlich. 
 Monitor Statische PE Variable PE 
HT 
Benutzerfreundlichkeit 6 4,7 5,2 
Kognitive Belastung 5,5 6,7 6,3 
Subj. Arbeitsgeschw. 4,4 4,9 5,6 
Reale Arbeitsgeschw. 322 s 340 s 332 s 
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Es war zu beobachten, dass einige Probanden trotz der Möglichkeit der Überlagerung der 
Projektionsebenen die virtuelle Ebene weiterhin als separaten Monitor verwendeten und die 
Zahlen nicht direkt überlagerten.  
Auch der Wechsel zwischen den Projektionsebenen wurde von den Probanden sehr 
unterschiedlich wahrgenommen. Während einige Probanden beim Wechsel eine hohe 
kognitive Belastung erfahren, empfanden andere Benutzer dies als unproblematisch. Trotz 





In diesem Kapitel wurden Möglichkeiten zur Glättung der Glint-Vektoren näher betrachtet, um 
die Auswirkung von Mikrosakkaden auf die Blickpunktextraktion begrenzen zu können. 
Innerhalb der untersuchten Algorithmen wurde der Algorithmus von Kumar et al. [102] 
aufgrund seiner sehr geringen Latenz als geeignet eingestuft. Dieser teilt die Glint-Vektoren 
für eine schnelle Separierung in Fixationen und Sakkaden auf. 
Für eine Steuerung der Datenbrille mithilfe von Eye-Tracking wurden zwei unterschiedliche 
Ansätze näher betrachtet. Im ersten Verfahren wurde eine Steuerung für ein menübasiertes 
Programm implementiert, welches auf Extremapositionen des Auges reagieren soll. Das Menü 
wurde dabei abhängig von der Augenposition vertikal verschoben, bis der gewünschte 
Unterpunkt selektiert werden konnte. Für eine schnellere, übersichtlichere Steuerung wurde 
ein zweites Verfahren vorgestellt, welches zudem das Midas-Touch-Problem berücksichtigt. 
Dazu fand eine Kalibrierung des Displays mithilfe von Glint-Vektoren statt. Die ungefilterten, 
transformierten Glint-Vektoren wurden verwendet, um einem versehentlichen Aktivieren der 
Unterpunkte entgegenzuwirken. Zur Vermeidung einer Fehlinterpretation beim Blick in die 
reale Umgebung, wurde vorgeschlagen eine Möglichkeit zur Aktivierung und Deaktivierung 
der Menüs zu implementieren. 
Der berechnete Blickpunkt wurde anschließend genutzt, um die Tiefeninformation des zu 
betrachtenden Objektes zu bestimmen und den korrespondierenden Strom für die adaptive 
Linse zu berechnen, um eine passende Dioptrie der Linse einstellen zu können.   
Für die Evaluierung mussten elf Probanden mit unterschiedlichen Anzeigemedien ein 
Logistikszenario abarbeiten und bewerten. Die adaptive Fokusebene wurde dabei vom 









Für eine robustere Blickpunktschätzung wurden die Daten zusätzlich mit einem Filter 
behandelt. Spakov [99] untersuchte und bewertete dabei aktuelle Methoden. Das Resultat 
bestand in einer notwendigen situationsabhängigen Benutzung der Algorithmen und in der 
Empfehlung einer Kerneloptimierung. Die Auswahl wurde in diesem Fall zugunsten des 
schwellwertbasierten Verfahrenen von Kumar et al. [102] getroffen, obwohl ein zusätzlicher 
Parameter zur Justierung benötigt wird. Dies kann ein Problem darstellen, wenn die Glint-
Vektoren direkt gefiltert werden, da sich der Wertebereich vor jeder Benutzung ändert. Werden 
die Glint-Vektoren jedoch nach der Transformation gefiltert, kann von einer konstanten 
Auflösung der Clippingebene ausgegangen werden. Dieser Ansatz wurde auch bei der 
Verwendung der 3D-Umgebungskamera angewandt, da die vordere und hintere 
Clippingebene eine vordefinierte Auflösung aufweisen. Jeder Pixel auf einer der 
Clippingebenen hat dabei einen definierten Winkel zum Kamerakoordinatenursprung.  
Wird anschließend der Blickpunkt des Benutzers ermittelt, können Fehler in beiden 
Clippingebenen zu einem Verschieben des Vektors führen (siehe beispielsweise Abbildung 
6.15).   
 
Abbildung 6.15: Die reale Sichtlinie stimmt nicht mit der berechneten Sichtlinie überein. Dies kann 
zum einen durch Fehler in der Berechnung der einzelnen Clippingebenen verursacht werden. Zum 
anderen kann dieser Fehler entstehen, wenn das hintere Objekt eine hohe Entfernung aufweist, so 
dass der Algorithmus das vordere Objekt bevorzugt. 
 
In der Praxis wird dieses Problem jedoch selten auftauchen, da der Mensch ein freies Sichtfeld 
bevorzugt, um beide Augen benutzen zu können. Nach der erfolgreichen 
Blickpunktberechnung kann die Tiefeninformation des betrachteten Objektes zur Anpassung 
der adaptiven Linse verwendet werden. Dazu wurde ein Mapping erstellt, welches eingehende 
Tiefenwerte in den jeweiligen Strom entsprechend der Dioptrien der adaptiven Linse 
umwandelt. Die aufgenommenen Werte zeigten eine starke Streuung. Dies liegt darin 
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begründet, dass die Fokusebene einen größeren Bereich als erwartet annehmen kann. Diese 
Streuung ist abhängig von der Distanz des betrachteten Objektes. 
 
Eine Evaluierung des Gesamtsystems wurde mit 11 Probanden durchgeführt, wobei 
letztendlich nur die Ergebnisse von 6 Probanden ausgewertet wurden. Dabei wurde deutlich, 
dass die Mehrheit der Probanden keine Erfahrung im Umgang mit Datenbrillen aufwies. Diese 
bevorzugten dennoch die Datenbrille als Anzeigemedium. Das ständige Drehen des Kopfes 
zum Abgleich der Seriennummer bei der Benutzung des Monitors wurde von vielen Personen 
als störend empfunden. Mithilfe der Projektion der Datenbrille auf eine statische Fokusebene 
mussten anstatt des Kopfes die Ziliarmuskeln der Augen benutzt werden, um ein Wechsel 
zwischen den Fokusebenen zu ermöglichen. Zusätzlich wurde der mangelnde Tragekomfort 
der Datenbrille als größter Kritikpunkt hervorgebracht. Alle Probanden nahmen bei jeder 
Gelegenheit die Datenbrille ab, um sich von der Belastung zu erholen. Mit einer innovativeren 
Halterung könnte die Verteilung des Gewichtes von der Nase beispielsweise auf den Kopf 
verschoben werden. Weiterhin war eine geringe Lernkurve bei einigen Teilnehmern zu 
erkennen. Die reale und subjektive Arbeitsdauer konnte somit beeinflusst werden.  
Mit der Einführung einer adaptiven Brennweite verringerte sich die kognitive Belastung bei der 
Mehrheit der Probanden. Auch wenn nicht alle Probanden in der Lage waren, reale und 
virtuelle Inhalte zu überlagern, sank im Allgemeinen die benötigte kognitive Belastung. 
Schlossen die Probanden das vom Eye-Tracker aufgenommene Auge, konnte eine 
Überlagerung der Inhalte erzwungen werden. Konnte keine Überlagerung beider 
Projektionsebenen erzielt werden, wurden keine weiteren Tests mit dem Eye-Tracking-
System veranlasst. Zudem stellten dicke Kontaktlinsen und Gleitsichtbrillen ein weiteres 
Ausschlusskriterium für das Eye-Tracking-System dar. Dadurch wurden im Vergleich zu den 
anderen Tests insgesamt weniger Resultate ausgewertet.  
Einzelne Probanden machten schon vor den Tests negative Erfahrungen im Umgang mit 
Vorgängerprototypen der Datenbrille, was sich auch auf die Bewertung entsprechend negativ 
ausgewirkt hat. Für eine aussagekräftigere Analyse müsste die Probandenanzahl stark erhöht 
werden. Die Abarbeitung der Testszenarien entspricht der Reihenfolge wie in der Tabelle 6.2. 
Daher kann angenommen werden, dass trotz der nahezu identischen Nummern ein gewisser 
Lerneffekt auftritt und die Zeitwahrnehmung hierdurch verfälscht wurde. 
Aufgrund des aktuellen kleinen FOV der Datenbrille sowie des empfindlichen Eye-Trackers 
wird von einem Großteil der Probanden das System mit adaptiver Linse und der 
Kopfrichtungsauswertung als bevorzugtes Anzeigemedium benannt. Wird ein binokularer 
Aufbau zur Visualisierung der virtuellen Inhalte in Betracht gezogen, kann davon ausgegangen 
werden, dass eine Anpassung beider Fokusebenen erfolgreich realisiert werden kann. Dazu 
müssten die adaptiven Linsen jedoch separat angesteuert werden, um eine Unterscheidung 
der Dioptrien beider Augen zu ermöglichen.  
 
 




AR-Datenbrillen gewinnen im privaten und beruflichen Bereich zunehmend an Bedeutung. 
Derzeitige Ansätze ermöglichen jedoch keine vollständige Verschmelzung der realen und 
virtuellen Umgebung. Diese Separierung führt nicht nur zu einer erhöhten kognitiven 
Belastung der Nutzer, sondern kann auch ungewollte Gefahrensituationen herbeiführen. Der 
hier vorgestellte Ansatz der multikamerabasierten adaptiven Fokusebenenbestimmung bietet 
eine Möglichkeit zur Realisierung der nahtlosen Verknüpfung beider Umgebungen an. Dazu 
wird der Blickpunkt des Nutzers mithilfe von Eye-Tracking und der Nutzung einer 
Umgebungskamera näher bestimmt und anschließend mit einer adaptiven Linse die 
Brennweite der Datenbrillenoptik an die Brennweite des Auges angepasst. 
Für ein besseres Verständnis der Blickpunktdetektion wurde das Verfahren in einzelne 
Untergruppen gegliedert. Der erste Schritt bestand dabei in der Selektion eines geeigneten 
Eye-Tracking-Algorithmus, welcher das Echtzeitkriterium der Anwendung erfüllte. Da sich 
unter den vorhandenen Ansätzen kein geeigneter Algorithmus befand, wurde der neue FEF-
Algorithmus entwickelt. Mithilfe eines adaptiven Schwellwertverfahrens und eines 
Bewertungssystems wurden die Pupillen innerhalb der Augenaufnahmen erfasst. Die 
Verarbeitungsgeschwindigkeit des Algorithmus überzeugte während der Validierung im 
Vergleich zu den weiteren getesteten Algorithmen, wenngleich die Erkennungsraten bei 
schlechter Bildqualität geringer ausfielen. Für die Validierung wurden mehrere Datensätze 
unterschiedlicher Probanden annotiert. Diese Datensätze enthalten Augenaufnahmen mit 
einer hohen Auflösung sowie Aufnahmen mit korrespondierenden Binärbildern der Pupille. 
Da zur besseren Pupillenerkennung das Auge mit Infrarotstrahlen bestrahlt wird, wurde die 
Strahlungsbelastung für das Auge und die umliegende Haut berechnet und anschließend die 
Einhaltung der Grenzwerte überprüft. Ist die Strahlenbelastung zu hoch, kann es zur Bildung 
eines Kataraktes und damit zur nachhaltigen Schädigung des Auges kommen. Die 
Untersuchung zeigte, dass die Strahlungsbelastung der verwendeten IR-LED unterhalb der 
Strahlenklasse 0 fällt und damit Raum für die Verwendung von weiteren IR-LEDs lässt.  
Die Positionierungsfreiheit der IR-LED sowie der restlichen Komponenten sollte jederzeit 
gegeben sein, woraufhin eine neue Datenbrille entwickelt wurde. Diese dient nicht nur als 
Halterung der einzelnen Komponenten, sondern als flexibles Grundgerüst.  
Nach der erfolgreichen Pupillendetektion wurde eine Kalibrierung mit dem Display etabliert. 
Hierbei wurde zusätzlich zum Pupillenmittelpunkt die IR-Reflexion des Auges genutzt, um 
einen Glint-Vektor zu erstellen. Die Verwendung des Glint-Vektors reduzierte die Fehlerrate, 
welche durch eine mechanische Verschiebung des Systems entsteht und ermöglichte eine 
stabilere Transformation der Daten. Zur anschließenden Steuerung des Displays wurden zwei 
unterschiedliche Ansätze vorgestellt. Der erste Ansatz benötigte nur eine kurze Zeit zur 
Kalibrierung und erwies sich als robust, konnte jedoch nur vier verschiedene Befehle 
verarbeiten. Der zweite Ansatz benötigte eine komplexere Kalibrierung, konnte dafür aber eine 
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genauere Steuerung realisiert werden. Einzelne Buttons konnten mithilfe des Blickes betätigt 
werden, ohne dass eine Fehlinterpretation durch das Midas-Touch-Problem zustande kam. 
Auf Grundlage der 2D-Kalibierung wurden zwei Algorithmen für die 3D-Blickpunktextraktion 
entwickelt. Dazu wurden zwei zweidimensionale Flächen auf unterschiedlichen Entfernungen 
kalibriert, die einen Raum aufspannen, der den Arbeitsbereich abdeckt. Je größer die 
Entfernung zwischen beiden Ebenen ist, desto größer fällt der entstehende Parallaxenfehler 
aus. Die Verwendung eines Arbeitsbereiches von rund 50 Zentimetern erzielte eine niedrige 
Fehlerrate innerhalb des abgedeckten Bereichs. Um einen größeren Raum abdecken zu 
können sind weitere Ebenen für die Kalibrierung hinzuzufügen. Anschließend wird der Glint-
Vektor jeder Ebene transformiert und zu einem Blickvektor umgeformt. Der Punkt, in dem der 
Blickvektor die 3D-Geometrie schneidet, stellt schlussendlich den gesuchten 3D-Blickpunkt 
dar. Der berechnete Blickpunkt kann einerseits für eine Überwachung des Blickes des Nutzers 
verwendet werden, um beispielsweise bei Qualitätskontrollen auf nicht kontrollierte Bereiche 
aufmerksam zu machen. Andererseits kann die Tiefeninformation des Blickpunktes verwendet 
werden, um die Fokusebene der Datenbrille anzupassen. Um die Praxistauglichkeit der 
Fokusebenadaptierung zu testen, wurde eine Evaluierung anhand von 11 Probanden 
vorgenommen. Dabei wurden 26 Seriennummern zufällig im Raum verteilt, die anschließend 
von den Benutzern abgeglichen werden sollten. Sodann wurden die Ergebnisse unter 
Verwendung der unterschiedlichen Anzeigegeräte miteinander verglichen und ausgewertet. 
Ein Großteil der Probanden bevorzugte dabei die Implementierung mithilfe einer variable 
Fokusebene, wobei die Eye-Tracking-Version zumeist als die angenehmste Variante 
empfunden wurde. Insgesamt zeigt sich, dass eine adaptive Fokusebene nicht nur zur 





















Der Eye-Tracking-Algorithmus FEF ist auf eine hohe Verarbeitungsgeschwindigkeit optimiert, 
die Voraussetzung dafür ist jedoch, dass die Pupillen unverdeckt sind. Dies führt unter 
Umständen zu einer fehlerhaften oder ausbleibenden Erkennung. Eine Optimierung 
hinsichtlich der Erkennung von solchen problembehaften Pupillen sollte in Betracht gezogen 
werden. 
Wird das Auge im derzeitigen Eye-Tracking-Setup zu stark in eine Richtung rotiert, verschiebt 
sich die IR-Reflexion über den Limbus auf die Sklera. Dies bewirkt eine starke Streuung der 
Reflexion und verhindert ein gezieltes Tracking. Würden mehrere IR-Dioden in einem 
definierten Muster angeordnet werden, wie von Villanueva et al. [72] oder Hennessey et al. 
[76] vorgeschlagen, könnten nicht nur die Fehlerrate der Kalibrierung, sondern auch der 
Arbeitsbereich der Glint-Vektoren verbessert werden. Dies führt zeitgleich zu einem 
vergrößerten möglichen FOV der Augen. Da in der aktuellen Version das FOV des Displays 
kleiner als 15° ist, sollte dieses Feature erst in Betracht gezogen werden, wenn sich das FOV 
erhöht oder die Applikation primär die Blickpunktdaten für eine Analyse auswertet. 
Ist ein größeres FOV vorhanden, können einzelne Kalibrierpunkte direkt auf der 
Datenbrillenoptik abgebildet werden. Auf einen externen Marker kann somit verzichtet werden. 
Mithilfe der adaptiven Optik können diese Punkte auch auf unterschiedlichen Distanzen 
platziert werden, was eine 3D-Kalibrierung und zugleich eine Kalibrierung mit dem Display 
beziehungsweise der Datenbrillenoptik ermöglicht. Die Kalibrierpunkte könnten innerhalb des 
FOV gezielt projiziert werden, um eine bessere Kalibierqualität zu ermöglichen. 
Weiterhin könnte mit der Verwendung eines Geometriemodells anstelle eines 
Interpolationsmodells die Robustheit des Systems erhöht und die Kalibrierdauer verringert 
werden. Dazu müsste die Lage und Ausrichtung aller Systemkomponenten untereinander 
bekannt und statisch sein. Dies könnte entweder durch die Entwicklung einer neuen 
Datenbrille oder durch die Verwendung der HoloLens mit dem entsprechenden Eye-Tracking-
Kit realisiert werden. 
Aktuell wird keine geometrische Registrierung vorgenommen, was dazu führt, dass 
geometrische Größen und Anordnungen der realen Umgebung mit den virtuellen Inhalten 
nicht übereinstimmen. Dies kann zu Problemen bei der Visualisierung führen. Für die 
geometrische Registrierung müssten unterschiedliche Merkmale je nach Anwendungsgebiet 
gesucht und ausgewertet werden. Hierbei stehen jedoch auf dem mobilen System nur 
ungenügende Rechenkapazitäten zur Verfügung. 
Eine Synchronisierung zwischen der Eye-Tracking-Kamera und der 3D-Kamera kann 
zusätzlich zu einer Verbesserung der Kalibrierung führen. In der aktuellen Version lieferte die 
Tiefenkamera 30 FPS, während die Eye-Tracking-Kamera aufgrund des Filters und der 
schwachen Infrarotbeleuchtung nur maximal 14 FPS erreichte. Dies führte gerade bei einer 
Bewegungsunschärfe der Pupille zu einer erhöhten Fehlerquote. Zusätzlich führten die 14 
Ausblick    141  
 
Bilder pro Sekunde zu einer generell hohen Latenz des Gesamtsystems. Eine Kamera mit 
einer höheren Bildfrequenz würde daher zu einer geringeren Fehlerquote führen.  
In der derzeitigen Version müssen aufgrund der genannten Ergebnisse einige 
Einschränkungen während des Kalibriervorgangs beachtet werden. Die Kalibrierung sollte 
daher nur von Fachpersonal durchgeführt werden. Mithilfe der vorgeschlagenen Änderungen 
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A.1 Vergleichswerte der Datensätze 
Die in der Tabelle A.1 dargestellten Werte, repräsentieren alle verglichen Datensätze mit 
aktuellen Eye-Tracking-Verfahren. Zusätzlich wurde der Durchschnitt aller externen 
Datensätze angegeben. 
 
Tab A.1: Aktuelle Eye-tracker im Vergleich 
         values 
 
Algorithm 














#II             
ElSe 2.64 6.19 177 505 64.95 81.55 
ExCuSe 2.82 11.86 264 505 47.72 42.59 
Swirski 2.43 67.44 342 505 32.28 7.49 
FEF Feedback 2.49 1.29 362 505 28.32 390.18 
FEF 2.60 1.63 326 505 35.45 310.15 
              
#VI             
ElSe 1.71 46.35 1021 4400 76.80 94.93 
ExCuSe 1.99 75.33 2024 4400 54.00 58.41 
Swirski 2.08 114.32 3646 4400 17.14 38.49 
FEF Feedback 2.16 14.28 1164 4400 73.55 308.21 
FEF 2.15 18.96 828 4400 81.18 232.03 
              
#VII             
ElSe 2.30 52.11 1999 4890 59.12 93.84 
ExCuSe 2.59 96.31 2953 4890 39.61 50.78 
Swirski 2.55 114.90 4076 4890 16.65 42.56 
FEF Feedback 3.04 14.41 2513 4890 48.61 339.23 
FEF 3.14 13.43 2641 4890 45.99 364.15 
              
#VIII             
ElSe 2.11 6.70 202 630 67.94 94.06 
ExCuSe 2.28 11.81 289 630 54.13 53.36 
Swirski 1.98 51.00 370 630 41.27 12.35 
FEF Feedback 2.01 1.87 203 630 67.78 336.73 
FEF 2.12 1.79 338 630 46.35 352.88 
              
#X             
ElSe 1.82 8.60 145 840 82.74 97.64 
ExCuSe 2.09 18.42 200 840 76.19 45.61 
Swirski 1.83 67.52 696 840 17.14 12.44 
FEF Feedback 2.10 2.52 241 840 71.31 333.03 
FEF 2.11 2.31 542 840 35.48 364.16 
              
#XII             
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ElSe 2.16 5.23 107 524 79.58 100.10 
ExCuSe 2.38 8.41 131 524 75.00 62.33 
Swirski 2.16 42.76 215 524 58.97 12.25 
FEF Feedback 2.37 1.64 147 524 71.95 318.55 
FEF 2.35 1.59 244 524 53.44 328.91 
              
#XIII             
ElSe 2.54 4.65 120 491 75.56 105.53 
ExCuSe 2.72 8.10 202 491 58.86 60.61 
Swirski 2.62 41.78 194 491 60.49 11.75 
FEF Feedback 2.50 1.50 308 491 37.27 327.33 
FEF 2.22 1.07 396 491 19.35 458.95 
              
#XIV             
ElSe 1.78 5.19 73 469 84.43 90.41 
ExCuSe 2.05 11.10 154 469 67.16 42.25 
Swirski 2.10 41.35 243 469 48.19 11.34 
FEF Feedback 1.96 2.83 80 469 82.94 165.86 
FEF 1.95 1.30 83 469 82.30 361.27 
              
#XVI             
ElSe 2.45 4.11 126 392 67.86 95.44 
ExCuSe 2.83 9.22 261 392 33.42 42.50 
Swirski 2.76 40.78 313 392 20.15 9.61 
FEF Feedback 2.23 4.76 118 392 69.90 82.39 
FEF 2.31 3.76 176 392 55.10 104.19 
              
#XVII             
ElSe 1.88 3.20 31 268 88.43 83.68 
ExCuSe 2.25 7.51 57 268 78.73 35.68 
Swirski 1.89 22.48 182 268 32.09 11.92 
FEF Feedback 1.73 1.17 5 268 98.13 229.19 
FEF 1.77 0.75 4 268 98.51 357.02 
              
#XXIII             
ElSe 1.75 6.00 41 636 93.55 106.01 
ExCuSe 2.16 8.68 59 636 90.72 73.28 
Swirski 1.57 23.96 21 636 96.70 26.55 
FEF Feedback 2.47 1.64 39 636 93.87 388.81 
FEF 2.45 1.82 29 636 95.44 350.39 
              
  Ø Ø Ø Σ Ø Ø 
ElSe 2.31 14.83 404.20 14045.00 84.10 94.68 
ExCuSe 2.62 26.67 659.40 14045.00 67.55 52.65 
Swirski 2.40 62.83 1029.80 14045.00 44.11 22.35 
FEF Feedback 2.51 4.79 518.00 14045.00 74.36 293.13 
FEF 2.52 4.84 560.70 14045.00 64.86 290.18 
              
              
              
HD I             
ElSe - - - 82 - - 
ExCuSe - - - 82 - - 
Swirski 1.09 6.14 15.00 82 81.71 13.36 
FEF Feedback 1.57 2.60 0.00 82 100.00 31.57 
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FEF 1.62 1.96 0.00 82 100.00 41.93 
              
HD II             
ElSe - - - 200 - - 
ExCuSe - - - 200 - - 
Swirski 3.59 10.80 174.00 200 13.00 18.51 
FEF Feedback 2.56 3.43 20.00 200 90.00 58.35 
FEF 2.29 3.20 20.00 200 90.00 62.52 
Low 
Resolution             
HD I             
ElSe 1.41 0.93 1.00 82 98.78 87.99 
ExCuSe 3.25 0.77 80.00 82 2.44 106.49 
Swirski 1.00 2.34 80.00 82 2.44 35.04 
FEF Feedback 2.20 0.17 5.00 82 93.90 482.35 
FEF 2.19 0.19 2.00 82 97.56 427.08 
              
HD II             
ElSe 1.96 2.13 56.00 200 72.00 93.90 
ExCuSe 2.25 1.17 144.00 200 28.00 170.94 
Swirski 4.30 3.70 174.00 200 13.00 54.05 
FEF Feedback 3.01 0.51 70.00 200 65.00 392.16 
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Benutzerfreundlichkeit 7 1 1 - 
Kognitive Belastung 2 6 6 - 
Arbeitsgeschwindigkeit  
(subjektiv) 5 5 6 - 
Arbeitsgeschwindigkeit  
(gemessen in ms) 343510 321327 315692 - 
     
Proband 2     
Benutzerfreundlichkeit 5 7 9 6 
Kognitive Belastung 7 5 4 4 
Arbeitsgeschwindigkeit  
(subjektiv) 3 6 7 7 
Arbeitsgeschwindigkeit  
(gemessen in ms) 311139,5 336423 391719 496406 
     
Proband 3     
Benutzerfreundlichkeit 4 5 5 6 
Kognitive Belastung 4 6 6 5 
Arbeitsgeschwindigkeit  
(subjektiv) 6 7 7 8 
Arbeitsgeschwindigkeit  
(gemessen in ms) 534103 608671 460613 466126 
     
Proband 4     
Benutzerfreundlichkeit 2 0 1 - 
Kognitive Belastung 8 10 10 - 
Arbeitsgeschwindigkeit  
(subjektiv) 2 0 1 - 
Arbeitsgeschwindigkeit  
(gemessen in ms) 301550 320367 355679 - 
     
Proband 5     
Benutzerfreundlichkeit 5 6 7 7 
Kognitive Belastung 5 7 5 4 
Arbeitsgeschwindigkeit  
(subjektiv) 5 7 9 9 
Arbeitsgeschwindigkeit  
(gemessen in ms) 244543 277191 202991 215886 
     
     
Proband 6     
Benutzerfreundlichkeit 8 6 5 7 
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Kognitive Belastung 4 5 7 5 
Arbeitsgeschwindigkeit  
(subjektiv) 4 6 3 5 
Arbeitsgeschwindigkeit  
(gemessen in ms) 413785 317911 394807 392039 
     
Proband 7     
Benutzerfreundlichkeit 10 8 7 - 
Kognitive Belastung 9 8 6 - 
Arbeitsgeschwindigkeit  
(subjektiv) 4 6 7 - 
Arbeitsgeschwindigkeit  
(gemessen in ms) 300775 224079 250263 - 
     
Proband 8     
Benutzerfreundlichkeit 7 7 8 5 
Kognitive Belastung 7 5 4 4 
Arbeitsgeschwindigkeit  
(subjektiv) 4 6 7 7 
Arbeitsgeschwindigkeit  
(gemessen in ms) 268103 284880 300391 191304 
     
Proband 9     
Benutzerfreundlichkeit 8 4 4 - 
Kognitive Belastung 7 8 8 - 
Arbeitsgeschwindigkeit  
(subjektiv) 5 4 4 - 
Arbeitsgeschwindigkeit  
(gemessen in ms) 146175 131687 188319 - 
     
Proband 10     
Benutzerfreundlichkeit 5 4 3 - 
Kognitive Belastung 5 6 7 - 
Arbeitsgeschwindigkeit  
(subjektiv) 5 3 4 - 
Arbeitsgeschwindigkeit  
(gemessen in ms) 223702 284095 163239 - 
     
Proband 11     
Benutzerfreundlichkeit 5 4 7 8 
Kognitive Belastung 2 8 6 4 
Arbeitsgeschwindigkeit  
(subjektiv) 5 4 7 8 
Arbeitsgeschwindigkeit  
(gemessen in ms) 457703 634495 517695 377663 
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Benutzerfreundlichkeit  6,0 4,7 5,2 6,5 
Kognitive Belastung 5,5 6,7 6,3 4,3 
Subjektive 
Arbeitsgeschwindigkeit 4,4 4,9 5,6 7,3 
Reale Arbeitsdauer in ms 322281 340102 332564 356571 
     
Nur Eye-Tracking Probanden     
Benutzerfreundlichkeit 5,67 5,83 6,83 6,50 
Kognitive Belastung 4,83 6,00 5,33 4,33 
Subjektive 
Arbeitsgeschwindigkeit 4,50 6,00 6,67 7,33 
Reale Arbeitsdauer in ms 371563 409929 378036 356571 
 
