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Abstract
Monte Carlo Tree Search (MCTS) is currently the most popular game playing algo-
rithm for perfect-information extensive-form games. Its adaptation led, for example,
to human expert level Go playing programs or substantial improvement of solvers
for domain-independent automated planning. Inspired by this success, researchers
started to adapt this technique also for imperfect-information games. Imperfect-
information games provide several difficulties not present in perfect-information
games, such as the necessity to use randomized strategies to ensure an optimal
play. Even though the properties of the optimal strategies in these games are well-
studied, MCTS literature on imperfect-information games does not build on this
knowledge sufficiently. None of the pre-existing MCTS algorithms is known to con-
verge to the optimal strategy in the game, even if they were given an infinite time
for computation.
In this thesis, we study MCTS in two-player zero-sum extensive-form games with
imperfect information and focus on game-theoretic properties of the produced strate-
gies. We proceed in two steps. We first analyze in detail one of the simplest classes
of games with imperfect information: games with simultaneous moves. Afterwards,
we proceed to fully generic imperfect-information games. We survey the existing
MCTS algorithms for these classes of games and classify them to few fundamentally
distinct classes. Furthermore, we provide the following contributions.
First, we propose new MCTS algorithms that provably converge to Nash equi-
librium of the game with increasing computation time. We introduce three such
algorithms. One based on a minor modification of the standard MCTS template
for simultaneous-move games and other two as an adaptation of the successful
Monte Carlo Counterfactual Regret Minimization (MCCRF) to online search in
both simultaneous-move and imperfect-information games.
Second, we focus on improving the performance of MCTS algorithms, mainly by
proposing and evaluating novel selection functions for choosing the actions to sample
in the later iterations based on the statistics collected from the earlier iterations.
In generic imperfect-information games, we propose explicit modelling of player’s
beliefs about the probability of being in a specific game state during a match.
Third, we perform an extensive evaluation of the proposed and existing MCTS
methods on five simultaneous-move games and four fully imperfect-information games
with variable size and fundamentally different properties. We evaluate both the abil-
ity of the algorithms to quickly approximate Nash equilibrium strategy and their
performance in head-to-head tournaments. We show that the algorithms based on
MCCFR have very a fast convergence to an equilibrium, but classical MCTS with the
novel selection functions has superior performance in tournaments in large games.
Finally, we present a case study of using MCTS for creating intelligent agents for
a robotic visibility-based pursuit-evasion game. We design domain-specific variants
of the previously introduced algorithms and evaluate their performance in a complex
simulated environment. We show that the algorithms based on MCTS outperform
the best previously known algorithm for this problem.

Abstrakt
Monte Carlo Tree Search (MCTS) je v posledn´ı dobeˇ velmi popula´rn´ı algoritmus pro
hran´ı her v extenzivn´ı formeˇ s u´plnou informac´ı. Jeho adaptace vedla naprˇ´ıklad k
programu˚m hraj´ıc´ım hru Go na u´rovni lidsky´ch expert˚u nebo podstatne´mu zlepsˇen´ı
algoritmu˚ pro dome´noveˇ neza´visle´ automaticke´ pla´nova´n´ı. Inspirova´ni teˇmito u´speˇchy
zacˇali vy´zkumn´ıci prˇizp˚usobovat tuto techniku i pro hry s neu´plnou informac´ı.
Neu´plna´ informace zp˚usobuje v teˇchto hra´ch neˇkolik komplikac´ı, ktere´ se u her
s u´plnou informac´ı neobjevuj´ı. Prˇ´ıkladem je trˇeba nutnost pouzˇ´ıva´n´ı randomi-
zovany´ch strategi´ı pro zajiˇsteˇn´ı optima´ln´ıho hran´ı. I kdyzˇ vlastnosti optima´ln´ıch
strategi´ı v teˇchto hra´ch jsou dobrˇe prozkouma´ny, prˇedchoz´ı vy´zkum v oblasti MCTS
v hra´ch s neu´plnou informac´ı na teˇchto znalostech nestav´ı dostatecˇneˇ. Zˇa´dny´ z ex-
istuj´ıc´ıch MCTS algoritmu˚ u teˇchto her nekonverguje k optima´ln´ı strategii, i kdyby
meˇl neomezeny´ cˇas na vy´pocˇet.
V te´to pra´ci studujeme MCTS v hra´ch dvou hra´cˇ˚u s nulovy´m soucˇtem v ex-
tenzivn´ı formeˇ s neu´plnou informac´ı a zameˇrˇujeme se na herneˇ teoreticke´ vlastnosti
produkovany´ch strategi´ı. Postupujeme ve dvou kroc´ıch. Nejprve detailneˇ analyzu-
jeme jednu z nejjednodusˇsˇ´ıch trˇ´ıd her s neu´plnou informac´ı: hry se soucˇasny´mi
tahy. Pote´ prˇistoup´ıme k plneˇ genericky´m hra´m s neu´plnou informac´ı. Zkouma´me
sta´vaj´ıc´ı MCTS algoritmy pro tyto druhy her a zarˇazujeme je do neˇkolika principia´lneˇ
odliˇsny´ch trˇ´ıd. Da´le prezentujeme na´sleduj´ıc´ı prˇ´ınosy:
Za prve´ se zameˇrˇujeme na na´vrh novy´ch MCTS algoritmu˚, ktere´ prokazatelneˇ
konverguj´ı k Nashoveˇ rovnova´ze hry s rostouc´ım vy´pocˇetn´ım cˇasem. Navrhujeme trˇi
takove´ algoritmy. Jeden je zalozˇeny´ na mensˇ´ı modifikaci standardn´ı MCTS sˇablony
pro hry se soucˇasny´mi tahy a dalˇs´ı dva na adaptaci u´speˇsˇne´ho algoritmu Monte Carlo
Counterfactual Regret Minimization (MCCRF) pro online hran´ı her jak v hra´ch se
soucˇasny´mi tahy tak v obecny´ch hra´ch s neu´plnou informac´ı.
Za druhe´ jsme se zameˇrˇili na zlepsˇen´ı vy´konu MCTS algoritmu˚ a to prˇedevsˇ´ım
t´ım, zˇe navrhujeme a vyhodnocujeme nove´ funkce pro vy´beˇr akc´ı, ktere´ urcˇuj´ı takove´
akce, ktere´ maj´ı by´t vzorkova´ny v pozdeˇjˇs´ıch iterac´ıch na za´kladeˇ statisticky´ch u´daj˚u
z´ıskany´ch z prˇedchoz´ıch iterac´ı. V obecny´ch hra´ch s neu´plnou informac´ı navrhu-
jeme explicitn´ı modelova´n´ı hra´cˇovy´ch odhad˚u pravdeˇpodobnosti, zˇe se nacha´z´ı v
konkre´tn´ım hern´ım stavu beˇhem hry.
Za trˇet´ı prova´d´ıme rozsa´hle´ vyhodnocen´ı navrzˇeny´ch a existuj´ıc´ıch MCTS metod
na peˇti hra´ch se soucˇasny´mi tahy a cˇtyrˇech hra´ch s neu´plnou informac´ı, ktere´ maj´ı
promeˇnnou velikost a za´sadneˇ odliˇsne´ vlastnosti. Hodnot´ıme schopnost algoritmu˚
rychle konvergovat k Nashoveˇ rovnova´ze a jejich vy´kony srovna´va´me ve vza´jemny´ch
turnaj´ıch. Ukazujeme, zˇe algoritmy zalozˇene´ na MCCFR maj´ı velmi rychlou kon-
vergenci k rovnova´ze, ale klasicke´ MCTS s novy´mi funkcemi pro vy´beˇr akc´ı vynikaj´ı
prˇi turnaj´ıch ve velky´ch hra´ch.
Za´veˇrem prezentujeme prˇ´ıpadovou studii vyuzˇit´ı MCTS pro vytva´rˇen´ı inteligen-
tn´ıch agent˚u pro roboticke´ hry prona´sledova´n´ı c´ıl˚u. Navrhujeme dome´noveˇ specificke´
varianty navrzˇeny´ch algoritmu˚ a vyhodnocujeme jejich u´speˇsˇnost ve slozˇite´m simulo-
vane´m prostrˇed´ı. Ukazujeme, zˇe algoritmy zalozˇene´ na MCTS prˇekona´vaj´ı nejlepsˇ´ı
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Game theory is a formal framework for analyzing the optimal behavior of self-
interested agents interacting in a shared environment. It describes the possible
developments of these interactions and the computational game theory has recently
provided algorithms for computing the optimal strategies for increasingly complex
games. These advancements led to expert level game playing algorithms for a range
of artificial games (such as Chess [Hsu06], Go[GS11], or Poker[Joh07]), but also
to creating strategies for real world problems, such as auctions [CSS06] and vari-
ous physical or network security, and law enforcement scenarios [Tam11]. Complex
game-theoretic strategies computed by non-trivial algorithms are in daily use for
example by airport security patrols [JTP+10] and coast guards [SAY+12].
Many of these application domains require the agents to perform sequences of
decisions in time. Agents participating in auctions may decide about their next
actions based on sequences of the bids made by their opponents, security patrols
select their actions based on alerts and observations caused by their earlier actions.
Furthermore, many of these domains include hidden information about the actions
performed by the opponents. One of the generic game-theoretic models of games
with imperfect information that evolve in time are the two-player zero-sum extensive-
form games with imperfect information. Computing near-optimal strategies for these
games is the main subject of this thesis. One of the main challenges in creating
strategies for these games is often their size, even though the problem of finding the
optimal strategy for these games is polynomially solvable [KMvS96]. The games are
often defined by compact game rules, but the actual explicit representation of the
game is usually exponential in several parameters of the game. For example, the
No-Limit Texas Hold’em game played at the computer Poker competition has more
than 10165 terminal states [Joh13]. A robotic visibility-based pursuit-evasion game
with two pursuers and one evader on a four-connected graph and 100 moves time
limit has more than 10180 terminal states.
There are two main approaches to creating strategies in such large games. If the
exact definition of the game is known sufficiently long in advance, a smaller abstract
version of the game that captures the most important features of the game can be cre-
ated. The optimal strategy for each situation in the abstract game can be computed
or approximated using weeks of parallel computation. The resulting strategy is then
used in the original game, based on some mapping from the actions in the abstract
1
CHAPTER 1. INTRODUCTION
game to the actions in the original game. This approach has been successful for
example in Poker [San10, Joh07], where the game allows natural abstractions, such
as card bucketing. In general, making good abstractions by hand can be difficult and
time-consuming and an automatic creation of abstractions may not be computation-
ally feasible for large games [KS14]. Therefore, abstractions can be complemented,
or even substituted, by online game playing also often referred to as online search in
games. In online game playing, the complete strategy for the game is not computed
in advance, but the relevant parts of the strategy are computed during the match,
based on the current state of the game. This reduces the need to store the strategy
for a large number of game states in advance and allows the programs to work with-
out any, or with a much finer, abstraction of the game. A classic example of using
this approach in perfect-information games is the minimax search with evaluation
function, which is typically used in chess programs [RN09]. However, a significant
jump in the performance of the state-of-the-art solvers for many perfect-information
problems, such as the game of Go [GS11], or domain-independent planning under
uncertainty [KE12] was recently caused by Monte Carlo Tree Search (MCTS) al-
gorithm. The main idea of Monte Carlo Tree Search is running a large number of
randomized simulations of the problem and learning the best actions to choose from
the experience. The earlier simulations are generally used to create statistics that
help to guide the latter simulations to more important parts of the search space
and eventually decide on the best action to play in the current state of the game.
In this thesis, we study how the success of MCTS can be translated to games with
imperfect information.
Games with imperfect information are fundamentally more complicated than
perfect-information games for several reasons. The most important complication is
that the optimal strategies in imperfect-information games may require the players
to make randomized decisions. For example, in the well-known game of Rock-Paper-
Scissors, none of the available actions can be considered optimal. Playing any of the
actions all the time can always be exploited by the opponent and the optimal strategy
against a rational opponent is to play each action with the same probability. Another
important complication is the strong inter-dependency between the strategies in
different parts of the game. A player often does not know the exact state of the
game during the match and the probability of the game being in the individual
possible state can depend on the opponent’s strategy in previous decisions in the
game, which may generally depend on the optimal strategy in any other decision
point in the game.
Game theory provides means to deal with all these complications, but previous
attempts to adapt MCTS to imperfect-information games generally did not try to
ensure optimality of the strategies from the perspective of game theory. The algo-
rithms were developed mainly based on heuristics and analogies with the perfect-
information case. We show that the lack of theoretical foundations of the algorithms
causes pathologies, such as more computation time per move leading to worse, more
exploitable, strategies. There are several fundamental concepts in game theory,
which can help in designing algorithms for creating strategies in complex games.
The notion of Nash equilibrium defines the optimal strategy against the strongest
possible opponent with well-understood quality guarantees against suboptimal op-
2
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ponents. Moreover, refinements of this concept define what action to play if the
opponent performs clearly irrational moves.
In this thesis, we review the existing MCTS algorithms for imperfect-information
games and we propose several novel variants of these algorithms. We build on the
foundations of game theory and propose algorithms that are either guaranteed to
converge to a Nash equilibrium, or at least use the insights from game theory to
allow reasonable approximations of a Nash equilibrium strategies. Our main aim is
not creating the strongest computer player for a specific game, but rather providing
general algorithms with reasonably good performance over a wide range of different
games.
1.1 Research Questions
Based on the motivation above, this thesis tries to answer the following research
questions:
What are the fundamental principles of the existing MCTS algorithms
for imperfect-information games? We review the existing research on the use
of Monte Carlo Tree Search algorithms in two-player zero-sum extensive-form games
with imperfect information (EFGs). We focus both on the existing algorithms and
data structures they use, as well as any possible theory describing their performance
guarantees. We also briefly review the most important research in MCTS for perfect-
information games and the basic results about algorithms for multi-armed bandit
problem, which often form the basis of MCTS algorithms.
What theoretical guarantees are provided by the existing algorithms?
The most desirable property of online game playing algorithms is a rapid and con-
tinual increase of the quality of the computed solution even with short computation
times. In this thesis, we conclude that formal theoretical guarantees are known only
for MCTS in perfect-information setting. We formally analyze the convergence of
our novel MCTS algorithms to Nash equilibria and at least empirically evaluate this
property for algorithms that do not have formal guarantees.
Can we design better MCTS algorithms for these games using insights
from game theory? Eventual convergence to a Nash equilibrium or a similar
well-understood game-theoretic solution concept is important for online game play-
ing algorithms. It can guide their design and provide formal guarantees on the
quality of the produced solutions. We design our novel algorithms so that they
are guaranteed to converge to an approximate Nash equilibrium and use the game-
theoretic concept of consistent beliefs over information sets to substantially improve
the existing algorithms.
How are the theoretical properties connected to the actual performance
in various domains? Formal properties of algorithms often do not correlate with
their actual performance on specific problems. We have implemented most of the
3
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discussed algorithms in a unified domain-independent framework and compare the
actual performance of the algorithms in mutual matches with their more abstract
convergence properties on a wide range of specific domains.
Is it possible to use MCTS for imperfect-information games to solve real-
world problems? The model of extensive-form games could possibly be too re-
strictive to model real-world problems of useful size or the computational require-
ments could be too high to compute good strategies in a reasonably short time. In
the last chapter of this thesis, we focus on an existing model of a realistic problem
of visibility-based pursuit and evasion. We show that selected MCTS algorithms
adapted to this problem outperform the pre-existing state-of-the-art algorithm for
this problem.
1.2 Organization of the Thesis
Chapter 2 summarizes the basic game-theoretic definitions related to the game mod-
els and solution concepts used throughout the thesis. Afterwards, it presents the
most important results and algorithms related to the multi-armed bandit problem,
which is a fundamental model of exploration-exploitation problems and an impor-
tant component in many existing MCTS algorithms. Next, it briefly summarizes
the most important results about MCTS in perfect-information problems. Finally,
Chapter 2 presents the Counterfactual Regret Minimization algorithm, which is the
basis for two of our novel MCTS algorithms.
Chapter 3 presents all the existing and novel MCTS algorithms for imperfect-
information games. We first focus on the simplest case of imperfect information,
which are game with simultaneous moves, but otherwise perfect information. We
first present the algorithms and then discuss their convergence guarantees. After
the simultaneous-move games, Chapter 3 continues with the description of the algo-
rithms for generic two-player zero-sum imperfect-information extensive-form games
without any further restrictions.
Chapter 4 presents an evaluation of the algorithms described in Chapter 3 on
a range of artificial and randomly generated games based on either card and board
games played by people or abstracted versions of real-world problems. This chapter
first describes the rules of the games and then presents the results in one game after
another, first for all simultaneous-move games and then for all generic imperfect-
information games. The presentation of each of these sections is concluded by a
summarizing discussion.
Chapter 5 presents a case study of application of MCTS algorithms in a real-
istic problem of a robotic visibility-based pursuit-evasion game. It first presents
the previous research on the problem and then formally defines the problem as an
extensive-form game. The chapter then presents the domain-specific modifications
of the generic algorithms proposed in Chapter 3. The algorithms are then evalu-
ated in a complex simulation platform developed in Agent Technology Center over
a series of projects in the past years.
4
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Chapter 6 concludes the thesis, highlights the most important contributions of






This chapter summarizes the basic game-theoretic definitions related to the game
models and solution concepts used throughout the thesis. Afterwards, it presents the
most important results and algorithms related to the multi-armed bandit problem,
which is a fundamental model of exploration-exploitation problems and an important
component in many existing MCTS algorithms. Next, it briefly summarizes the most
important results about MCTS in perfect-information problems. Finally, it presents
the Counterfactual Regret Minimization algorithm, which is the basis for two of our
novel MCTS algorithms.
2.1 Basic Game-Theoretic Definitions
This section introduces the most fundamental concepts of game theory that will
be used in this thesis. We base most of the definitions on [OR94] and [SLB08].
Game theory formally studies interactions between agents who are selecting actions
to maximize their own reward. Such an agent is further termed a rational agent.
2.1.1 Normal-Form Games
Normal-form games are the most basic game model used in game theory. The basic
components of this model must be present in any game.
Definition 2.1.1 (Normal-form game). A normal-form game consists of
• N - a set of players;
• Ai i ∈ N - a set of actions also called pure strategies for each player;
• ui : Πi∈NAi → R - a real-valued utility function each of the players maximizes.
In normal-form games, each player i ∈ N selects an action ai from his action
set Ai and then plays it simultaneously with all the other players in the game.
Afterwards, it receives a pay-off ui(a) depending on the actions selected by other
players. Besides choosing a specific action, the players can chose to play a mixed
strategy σi ∈ ∆(Ai), which is a probability distribution over their possible actions.
In that case, the reward received by the players is the expected value with respect
7
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to the distributions of all players. As a result, we extend the utility function ui to
be applicable also to mixed strategies with the meaning of this expected value.
For each action profile a ∈ Πi∈NAi containing one action for each player and
player i ∈ N , we denote the action of player i in a by ai and the actions of all
the other players besides i by a−i. We use the same convention for strategy profiles
σ ∈ Πi∈N∆(Ai). A zero-sum game is a two player game (|N | = 2), such that for each
action profile a ∈ Πi∈N cAi, the reward for one player is the loss of the other player
(ui(a) = −u−i(a)). A game is not substantially modified if the utility functions are
shifted, hence zero-sum games are equivalent to constant-sum games, in which for
all action profiles a holds ui(a) + u−i(a) = c ∈ R. If a game is not constant sum, it
is termed a general-sum game.
The utility function for zero-sum games can be represented as a matrix with
rows indexed by the actions of one player and columns indexed by the actions of the
other player. Hence, the zero-sum normal-form games are also called matrix games.
If σ1 ∈ ∆(A1) is first player’s strategy represented as a row vector and σ2 ∈ ∆(A2)
if second player’s strategy represented as a column vector, then the expected value
of player 1 when both players play with these strategies is u1(σ1, σ2) = σ1Mσ2.
2.1.2 Extensive-Form Games
We adapt the definition of the Extensive-form game (EFG) from [OR94].
Definition 2.1.2 (Extensive-form game). An extensive-form game with imperfect
information consists of:
• N is the set of players including the nature player (c) that represents the
dynamics of the game;
• for each i ∈ N , Ai is the set of actions available to player i;
• H is the set of possible states of the game, each corresponding to a history of
actions performed by all players;
• Z ⊆ H is the set of terminal game states or histories;
• P : H \ Z → N is a function assigning each non-terminal state a player that
selects an action in the state;
• A : H \ Z → 2Ai is a function assigning each non-terminal game state the
actions applicable by the acting player;
• T : H×Ai → H∪Z is the transition function realizing one move of the game;
• ui : Z 7→ 〈vmin, vmax〉 ⊆ R gives the utility of player 1, with vmin and vmax
denoting the minimum and maximum possible utility respectively. Without loss


















































Figure 2.1: Example of a zero-sum imperfect-information extensive-form game.
• Ii for player i represent player’s imperfect information about the game. It
is a partition of Hi = {h ∈ H : P(h) = i} termed information sets. Each
information set I ∈ Ii represents the set of histories that are indistinguishable
for player i.
• ∆c(h) ∈ ∆(A(h)) is the commonly known probability distribution of nature
player’s actions.
The game starts with the empty history ∅. In each history h, player P (h) selects
an action a ∈ A(h). After the action is performed, the game proceeds to history
h′ = T (h, a), often also denoted ha. The game ends when it reaches a terminal
history h ∈ Z. At that point, each player i ∈ N receives the pay-off ui(h). We
denote by hvh′ the fact that history h is a preffix of history h′ and by h@h′ that
hvh′ and h 6= h′.
Extensive-form games can be represented by a game tree, such as the one in
Figure 2.1. The set of histories H are the nodes in the tree and Z are the leaves. In
zero-sum games, we denote the nodes where first player selects an action (H1) by 4
and the nodes of the second player (minimizing the utility of the first player) by 5.
The nodes of the chance player are denoted by©. In this example, the action sets of
the players are A1 = {a, b, . . . , h}, A2 = {A,B, . . . , J}. We denote the information
sets as the ellipses around the tree nodes. After the history h = aA player 4 decides
about the next move from A(h) = {c, d}, but in the game, he has exactly the same
information as if h′ = aB was the current state of the game. The numbers in the
leaves denote the utility of the first player.
In order for the have the information sets well-defined, we require that ∀h, h′ ∈
I ∈ Ii A(h) = A(h′) & P(h) = P(h′); hence, we extend the notation P(I) and
A(I) to be applicable also to information sets. We denote I(h) the information set
containing h. Another natural requirement to information sets is that the player
does not forget his own actions during the game. If we denote for history h ∈ H
and player i ∈ N by hi the sequence of only the actions of player i in history h,
then we say that a game has perfect recall if ∀h, h′ ∈ I ∈ Ii hi = h′i. A game in
which each information set contains only one history is called a perfect-information
game. If at least one information set contains more than one history, it is a game
with imperfect-information.
A pure strategy in an extensive-form game is a function, which assigns each
information set I ∈ Ii of player i an action from A(I). Example pure strategies
in Figure 2.1 is s4 = {a, d, f, g} for the maximizer and s5 = {B,D,G, J} for the
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minimizer. Any extensive-form game can be seen as a normal-form game, in which
the set of actions is the set of pure strategies of the extensive-form game. Each pair of
pure strategies naturally defines the utility function as the expected value of playing
this pair of strategies. The expectation is taken over the actions in the chance nodes,
in which the action is selected based on a commonly known probability distribution.
The pair of strategies s4, s5 in the game without chance nodes uniquely defines
utility of 4 for player 4 and −4 for player 5. The set of mixed strategies of an
extensive-form game is defined as the set of all probability distributions over the pure
strategies. In games with perfect recall, a theorem proposed by Khun [Kuh53] allows
us to use the following equivalent, but much more compact, representation of the
mixed strategies. A behavioral strategy σi : Ii → ∆(Ai) assigns each information set
a probability distribution over the available actions. If it is not specified otherwise,
we mean by a strategy in an extensive-form game the behavioral strategy and we
denote the set of all strategies of player i by Σi.
For any fixed strategy profile σ ∈ Σ = Πi∈NAi, we define the belief BσI over
the information set I given σ to be a probability distribution over the histories in I
consistent with σ:
BσI (h) = Πi∈NΠai∈hσi(I(h), ai)/pi
σ(I) (2.1)
Where piσ(I) is the normalization factor corresponding to the probability of reaching
the information I when players play strategy profile σ. In two player games of perfect
recall, the belief depends only on the strategy of the opponent of the player deciding
in I and the probabilities of nature moves.
We call a match of an extensive-form game the process in which a the game
environment starts the game in its initial state, informs the players about the current
information set it it is their turn, collects the actions selected by the players and
select the actions for the nature based on distribution δc. Each complete match
corresponds to a terminal history in the extensive from game and its outcome is the
utility of the players in this terminal history.
2.1.3 Perfect-Information Simultaneous-Move game
One of the simplest forms of imperfect information in an extensive-form game are
simultaneous moves of the players. Simultaneous-move extensive-form games pro-
gresses in steps. In each step, both players perfectly know the current state of
the game, but decide on the action to play simultaneously. After the actions are
played, the game transitions to the following state, which is disclosed to both play-
ers. Simultaneous-move games can be viewed as a tree of normal-form games (see
Figure 2.2a), in which each action profile leads to another subtree or a terminal node
containing the rewards. The numbers in the non-terminal nodes of the game are not
a part of the game and correspond to the optimal solution in the subtree.
Formally, a finite zero-sum game with perfect information and simultaneous
moves (SMG) can be described by a tuple (N ,H,Z,A, T , u1, h0), where
• N = {1, 2} contains player labels;

































































(b) Equivalent extensive-form game
Figure 2.2: A game tree of a game with perfect information and simultaneous moves.
Only the leaves contain the actual rewards; the remaining numbers are the expected
reward for the optimal strategy.
• Z ⊆ H denotes the terminal histories;
• C ⊆ H denotes the histories in which chance select the next state;
• A = A1 × A2 is the set of joint actions of individual players and we denote
A1(h) and A2(h) the actions available to individual players in state h ∈ H;
• T : H×A1×A2 7→ H∪Z defines the successor state given a current state and
actions for both players. For brevity, we sometimes denote T (h, i, j) ≡ hij .
• ∆c : H 7→ ∆(H) is the chance transition function;
• ui : Z → R for each i ∈ N \ {c} are the utility functions of the players.
The simultaneous-move games can be represented as extensive-form games with
imperfect information. Figure 2.2b presents the equivalent representation of the
SMG as EFG. In EFG, the players choose their moves sequentially, but information
sets are used to create information structure required by the simultaneous-move
games. The decision about the move of the player that decides first is hidden form
the second player until he selects his own move. The chance decisions not included
in this example map to chance nodes. Regardless of the equivalence to EFGs, we
use the definition of SMG, because it simplifies definition of algorithms and their
formal analysis. The main advantage is the ability to easily refer to the joint actions
of the players and properties of the “matrix games” in the inner nodes.
2.1.4 Basic Solution Concepts
The following solution concepts are applicable to all game definitions we introduce
above. The only difference is the structure of the strategy sets. Regardless of this
11
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structure, we denote a set of all strategies of player i ∈ N by Σi and Σ = Πi∈NΣi.
Definition 2.1.3 (Best response). For a strategy profile σ, we define a best response






One of the most fundamental solution concepts in game theory is the Nash
equilibrium (see e.g., [OR94]).




−i)− ui(σ∗) ≤  ∀i ∈ N , σi ∈ Σi.
A strategy profile is an exact Nash equilibrium (NE) if  = 0.
In words, in Nash equilibrium, each player plays the best response to the strate-
gies of the other players. In zero-sum games, a Nash equilibrium is a very appealing
strategy to play. It prescribes a (generally randomized) strategy, which is optimal
in several aspects. It is a strategy that gains the highest expected reward against
its worst opponent, even if the opponent knows the strategy played by the player
in advance. Moreover, in the zero-sum setting, even if the opponent does not play
rationally, the strategy still guarantees at least the reward it would gain against the
rational opponent. This guaranteed reward is termed the value of the game. The
support of a strategy σi is the set of pure strategies of player i, which have non-zero
probability of being played in σi.
A game can have, in general, infinite number of Nash equilibria. A refinement
of the concept of Nash equilibrium is a subset of the equilibria, which satisfies
some additional conditions. The most common NE refinement in perfect-information
extensive-form games, which is also applicable in simultaneous-move games is sub-
game perfect Nash equilibrium. A subgame is a subtree of the game tree that is
rooter in a singleton information set and no information set below this root spans
out of this subtree. More formally:
Definition 2.1.5 (Subgame). A subgame of an extensive-form game Γ = (N ,H,Z,
P,A, T , I, ui) rooted in a history hr ∈ H is the extensive-form game Γ′ = (N ,H′,Z ′,
P,A, T , I, ui) generated by a subset of histories H′ ⊆ H, such that
|I(h)| = 1 & ∀h ∈ H′ hr vh & ∀h ∈ H′ h′ ∈ I(h)⇒ h′ ∈ H′.
A subgame perfect NE is then a NE, which is also a NE in each subgame of the
game. This generally does not have to be the case, because if some action in the
game would never be played by a rational player, the NE strategy below this action
can be completely arbitrary. For example in the game in Figure 2.2, action A of the
minimizer is always worse than action B regardless of whether the opponent plays
a or b. This means that a rational player will never play A and any strategy in the
subgame below bA can be part of a Nash equilibrium. However, only the equilibria
that prescribe playing e,f and E,F with uniform probability are subgame perfect.
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In generic EFGs without further restrictions on information sets, well defined
non-trivial subgames are rare. In many games, the complete game is the only sub-
game. The equilibrium refinements are much more complex in this case. See [VD91]
for extensive survey. We have evaluated the empirical performance of various equi-
librium refinements in [CBL14]. In this thesis, we will mention only one of the
more complex equilibria called sequential equilibrium introduced in [KW82]. This
equilibrium concept takes into account the possibility that the opponent will make
a mistake and prescribe meaningful strategies after this point. A strategy profile
is completely mixed if it assigns a non-zero probability larger than some  > 0 to
playing each action in each information set. A strategy profile σ∗ is a sequential equi-
librium, if there is a belief distribution B∗, such that (σ∗, B∗) = limn→∞(σn, Bσ
n
)
for some sequence of fully mixed σn. And also, σ∗i is the best response to σ
∗
−i in all
information sets, given beliefs B∗.
The distance of a strategies from a Nash equilibrium can be measured in terms
of exploitability (e.g., [JWBM11]), which is the difference between the value of the
games (i.e., the value of the best response to the optimal strategy) and the value of
the best response to the evaluated strategy.
Definition 2.1.6 (Exploitability). The exploitability of strategy σi is
expl(σi) = vi − ui(σi, br(σi))
where vi is the value of the game for player i. The exploitability of a strategy profile
σ is
expl(σ) = ui(σi, br(σi))− ui(br(σ−i), σ−i).
An alternative solution concept, which is often important in analysis of learning
algorithms, allows the player to coordinate their action selection based on external
events. One of the common ways to define the equilibrium is to assume there is an
impartial mediator in the game. A correlated equilibrium is a probability distribution
over the set of all pure strategy profiles. If the mediator selects a profile based on
this distribution and discloses each player only his own action and not the actions
of the other players, a rational player plays this action, under the assumption that
all the other players also obey their suggestion. Many common learning dynamics
generally converge to correlated equilibria of a game rather than Nash equilibria.
However, the set of all correlated equilibria of a game is a superset of the set of all
Nash equilibria [OR94]. Moreover, in zero-sum games, each correlated equilibrium
directly corresponds to a Nash equilibrium, because the strategy suggestions to the
players are not correlated.
2.1.5 Computing Nash Equilibria
Nash equilibria in zero-sum games can be computed by a linear program for both
normal-form games [SLB08] and extensive-form games [KMvS96]. These algorithms
are polynomial in the size of the game, but because the size of the game is, in gen-
eral, exponential in the parameters that define games in the real world, research has
focused on improving scalability of NE computation in large extensive from games.
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This research includes our double-oracle alpha-beta algorithm for simultaneous-
move games [BLC+13, BLL+14], which we use for computing the basic properties
of the small versions of the simultaneous-move games used for evaluation in this
thesis. As well as the double-oracle algorithm for generic extensive-form games
[BKL+13, BKLP14], we use for computing game values of the small versions of
generic extensive-form games. The advantage of the methods described above is
that they compute and exact Nash equilibrium (within the precision of LP solvers).
For practical applications (e.g., the Computer Poker competition), it is common
to compute a very good approximation of the NE, instead of the precise equilibrium.
The most effective recent methods for this problem are the Counterfactual Regret
Minimization [ZJBP08] we describe in Section 2.5 and the Excessive Gap Technique
[HGPnS10].
2.2 Multi-Armed Bandit Problem
Multi-armed bandit (MAB) problem is one of the most basic models in online learn-
ing [BCB12]. In theoretical studies, it is often the basic model for studying funda-
mental trade-offs between exploration and exploitation in an unknown environment
[ACBFS95, ACBF02]. In the practical applications, the algorithms developed for
this model has recently been very successfully used in online advertising [PCA07],
generic optimization [FKM05], and most importantly for the topic of this thesis in
Monte Carlo tree search algorithms [KS06, BPW+12, GS11, TF11].
The multi-armed bandit problem got its name after a simple motivating example
concerning slot machines in casinos, also known as one-armed bandits. Assume you
have a fixed number of coins n you want to use in a casino with K slot machines.
Each slot machine has a hole where you can insert a coin and as a result, the machine
will give you some (often zero) reward. Each of the slot machines is generally
different and decides on the size of the rewards using a different mechanism. The
basic task is to use the n coins sequentially, one by one, to receive the largest possible
reward. Intuitively, it is necessary to sufficiently explore the quality of the machines,
but not to use too many coins in the machines that are not likely to be good. The
following formal definitions use notations form an extensive survey of the field by
Bubeck [BCB12].
Definition 2.2.1 (Multi-armed Bandit Problem). The multi-armed bandit problem
is a set of actions (or arms) denoted 1, . . . ,K, and a set of sequences Xi,t for each
action i and time step t = 1, 2, . . . . In each time step, an agent selects an action It
and receives the payoff XIt,t. In general, the agent does not learn the values Xj,t for
j 6= It.
Different variants of MAB problem pose various assumption on the reward se-
quences Xi,t. The algorithms for solving the MAB problem usually optimize some
notion of regret. Intuitively, the algorithms try to minimize the difference between
playing the prescribed strategy and playing some baseline strategy, which can pos-
sibly use information not available to the agent. For example, the most common
notion of regret is the external regret, which is the difference between playing ac-
cording to the prescribed strategy and playing the fixed optimal arm all the time.
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Definition 2.2.2 (External Regret). The external regret for playing a sequence of









The payoff sequences Xi,t as well as the agent selections It are often assumed to
be randomized. In these situations, we are interested in average case regret. There
are two slightly different definitions of this notion.
Definition 2.2.3 (Expected Regret). The expected regret is the expected value of














The pseudo-regret is the maximum of the expected difference between the agent’s













The main difference between the notions is that the expected regret allows a
different maximal action in each run of the system considered in the expectation,
while the pseudo-regret compares to a single fixed action selection for all runs. These
two notions of regret coincide if the rewards are selected independently of the agent’s
selection, such as, if reward sequences are fixed in advance, before the agent starts
selecting actions. For this thesis, we will mainly focus on the pseudo-regret, because
of its connection to game-theoretic notions. If it is not specified explicitly, by regret
we mean the pseudo-regret.
2.2.1 Stochastic Multi-Armed Bandit Problem
The basic variant of the MAB problem is the stochastic bandit problem, first ana-
lyzed by [Rob52, LR85].
Definition 2.2.4 (Stochastic MAB). The stochastic MAB problem is a MAB prob-
lem, in which each action corresponds do a fixed probability distribution on 〈0, 1〉
and Xi,t are assumed to be independent draws from these distributions.
The distributions of the rewards are assumed to be unknown to the agent. In
this setting, if the means of the distributions corresponding to individual actions are
µi and µ






The expectation in the formula above is over the agent’s randomized action
selection. For a fixed setting and any time, the first term is a constant. As a result,
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Input: K-number of actions;
1: for n← 1, 2, . . . do
2: if n ≤ K then
3: i← n
4: else




6: r ← reward for playing action i
7: x¯i ← nix¯i+rni+1
8: ni ← ni + 1
Figure 2.3: Upper Confidence Bounds algorithm for regret minimization in stochastic
bandit setting.
minimizing the regret is equivalent to maximizing the expected reward obtained by
the agent.
The fundamental problem behind solving the stochastic MAB problem is finding
the optimal trade-off between exploration and exploitation. After certain number of
samples, the agent can estimate the means of the distributions behind the actions.
If the agent takes only the seemingly optimal action all the time from this point on
(i.e., pure exploitation), we would never learn if our initial estimate was wrong and
the agent may suffer some positive regret. On the other hand, if the agent explores
too much and wastes iterations on probing actions than are not likely to be optimal,
he receives smaller rewards and suffers positive regret.
The most popular algorithm for solving the stochastic MAB is the Upper Confi-
dence Bounds (UCB1) algorithm [ACBF02]. We present the algorithm in Figure 2.3.
The algorithm maintains the mean of the rewards received for each action x¯i and the
number of times each action has been used ni. It first uses each of the actions once
and then decides what action to use based on the size of the one-sided confidence
interval on the reward computed based on the Cheroff-Hoeffding bounds (line 5).
After the reward for playing the action is received, it updates the mean reward and
the number of action uses are updated (lines 7-8).
It is important to realize that this algorithm is fully deterministic, given a fixed
sequence of rewards. We will use this observation later. Auer et al. [ACBF02] has
proven the following theorem about UCB.
Theorem 2.2.5. For any stochastic MAB problem with K actions and arbitrary
reward distributions on 〈0, 1〉 with means µ1, . . . , µK , the pseudo-regret after any













where ∆i = µ
∗ − µi.
The theorem says that the pseudo-regret grows logarithmically in the number of
trials. As a result the average regret per move R¯nn quickly approaches zero. This
convergence rate is asymptotically best possible [BCB12].
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Input: K - number of actions; γ - exploration parameter
1: ∀iGi ← 0
2: for t← 1, 2, . . . do






4: p′i ← (1− γ)pi + γK
5: Use action It from distribution p
′ and receive reward r
6: GIt ← GIt + rp′It
Figure 2.4: Exponential-weight algorithm for Exploration and Exploitation (Exp3)
algorithm for regret minimization in adversarial bandit setting
2.2.2 Adversarial Multi-Armed Bandit Problem
In the stochastic bandit setting, the sequences of rewards are assumed to come from
a fixed probability distribution. As a result, they have a well-defined expected value
and it is clear that in the long run, the agent should almost always use the action
corresponding to the largest of these expectations. In adversarial bandit problem,
there is no stochastic assumption about the rewards and the reward sequences can
be completely arbitrary.
Definition 2.2.6 (Adversarial MAB). The adversarial MAB problem is a MAB
problem, in which in each time step an adversary selects arbitrary rewards Xi,t ∈
〈0, 1〉 simultaneously with the agent selecting the action.
In adversarial bandit setting, it is important to distinguish between the oblivious
adversary, who is selecting the rewards independently of the agent’s previous choices
and the non-oblivious adversary, who can take the agent’s previous choices into
account in setting the pay-offs for the next round. Minimizing regret in adversarial
bandit setting is substantially more difficult than in the stochastic setting. Let us
first consider an agent playing UCB. UCB is a deterministic strategy and as with
any other deterministic action selection strategy, the adversary can cause the player
to suffer a large regret R¯n ≥ K−1K n. Even the oblivious adversary can simulate
the execution of the deterministic strategy. At time t, the adversary can select the
reward of 0 for the action It, which will be selected by the agent and 1 for all the
other actions. Even if all the actions are selected equally often by the agent, both
pseudo-regret and expected regret of the agent will be at least K−1K n.
The only way how an agent can guarantee a smaller regret against an adversary is
to randomize its action selections. The most popular algorithm for minimizing regret
in adversarial bandit setting is the Exponential-weight algorithm for Exploration
and Exploitation (Exp3) algorithm proposed in [ACBFS03] and further improved in
[Sto05]. The algorithm has many different variants for various modifications of the
setting and desired properties. We present a formulation of the algorithm based on
[ACBFS03] in Figure 2.4.
Exp3 stores the estimates of cumulative reward of each action over all iterations,
even in case the action was not selected. In the pseudo-code in Figure 2.4, we
denote this value for action i by Gi. It is initially set to 0 on line 1. In each
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iteration, a probability distribution p is created proportionally to the exponential
of these estimates. The distribution is combined with a uniform distribution with
probability γ to ensure sufficient exploration of all actions (line 4). After an action
is selected and the reward is received, the estimate for the performed action is
updated using importance sampling (line 6). I.e., the reward is weighted by one over
the probability of using the action. As a result, the expected value of the reward
estimated only from the time steps where the agent selected the action is the same
as the expected reward over all the time steps.
The exponential weights are suitable for formal analysis of the algorithm, but
cause problems in implementations. Already after few thousands time steps, line 3
of the algorithm requires dividing numbers out of the precision of basic data types
for floating point numbers. For this reason, we have derived a more numerically




















Not that this reformulation changes the number of call to computing the ex-
pensive exponential function from 2K to K(K − 1), which causes each round of
the algorithm to be substantially more expensive with higher number of actions.
However, without this modification, the algorithm was not able to converge to good
solutions. Practically the same version of the numerically more stable formulation
of Exp3 was also proposed in [CPW12]. The following upper bound on the regret
of Exp3 was derived in [ACBFS03].
Theorem 2.2.7. For adversarial MAB problem with oblivious adversary, K actions
and any γ ∈ (0, 1]
ERn ≤ (e− 1)γn+ K lnK
γ
.
In other words, the average regret per move decreases quickly to (e − 1)γ, but
it is not guaranteed to go any lower. A direct consequence of the definition of
regret is that R¯n ≤ ERn; hence, the same bound holds also for pseudo-regret.
It is possible to create variants of Exp3 that gradually decrease the exploration
parameter and eventually reach arbitrarily low regret. Most of these algorithms
periodically restart the algorithm with smaller exploration parameter and forget
all the previously seen rewards. For applications in MCTS, this behavior seems to
be wasteful. Alternatively, a version of Exp3 with losses and without the explicit
exploration is proven to converge at a better rate in [Bub10]. However, the empirical
speed of convergence when used with MCTS varies a lot and there is not clear way
to tune it, without the exploration factor. For these reasons, we use the formulation
presented in Figure 2.4 in this thesis.
Based on the theorem above, Exp3 reaches low pseudo-regret in expectation.
However, it is not necessarily the case for each run of the algorithm. For example,
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Input: K - number of acitons; ηt - non-increasing sequence of real numbers; γ, β ∈
[0, 1]
1: ∀iGi ← 0
2: for t← 1, 2, . . . do
3: ∀ipi ← (1− γ) exp(ηtGi)∑K
j=1 exp(ηtGj)
+ γK
4: Use action It from distribution p and receive reward r
5: GIt ← GIt + r+βpIt
Figure 2.5: Exponential-weight algorithm for Exploration and Exploitation (Exp3.P)
algorithm for minimizing regret with high probability.
the variance of the loss estimated is in the order of 1/pi,t, which can be arbitrarily
large. In order to have regret guarantees with high probability, different variant
of the algorithm denoted Exp3.P has been developed [ACBFS03]. We base our
presentation of the algorithm in Figure 2.5 on [Bub10]. The main ideas of the
algorithm is to (1) bound the variance of the loss/reward estimates by adding non-
zero uniform probability γ of playing any action and (2) to add small bonus β to
all the reward so that the estimates of the rewards are with a high probability an
upper bound on the actual cumulative rewards. While authors in [Bub10] say that
the anytime bounds can easily be derived based on the techniques presented in the
paper, they provide only the bounds for the case of known number of steps of the
game, such as the following.

















The presented regret bounds on Exp3 and Exp3.P are almost optimal, because
the problem cannot be solved asymptotically better than
√
nK.
Regret matching in MAB problem
An alternative learning algorithm that allows minimizing regret in stochastic bandit
setting is Regret Matching [HMC01b], later generalized as polynomially weighted
average forecaster [CBL+06]. Regret matching corresponds to selection of the pa-
rameter p = 2. It is a general procedure originally developed for playing known
general-sum matrix games in [HMC00]. The algorithm computes, for each action
in each step, the regret for not playing another fixed action every time the action
has been played in the past. The action to be played in the next round is selected
randomly with probability proportional to the positive portion of the regret for not
playing the action. This procedure has been shown to converge arbitrarily close to
the set of correlated equilibria in the general sum game. As a result, it converges to
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Input: K - number of actions; γt - non-increasing sequence of real numbers
1: ∀i Ri ← 0
2: for t← 1, 2, . . . do





j = 0 then
5: ∀i pi ← 1/K
6: else







8: Use action It from distribution p and receive reward r
9: ∀i Ri ← Ri − r
10: RIt ← RIt + rpIt
Figure 2.6: Regret matching variant for regret minimization in adversarial bandit
setting.
a Nash equilibrium in a zero-sum game. The regret matching procedure in [HMC00]
requires the exact information about all utility values in the game, as well as the
action selected by the opponent in each step. In [HMC01b], the authors modify
the regret matching procedure and relax these requirements. Instead of computing
the exact values for the regrets, the regrets are estimated in a similar way as the
cumulative rewards in Exp3. As a result, the modified regret matching procedure is
applicable in MAB.
We present the algorithm in Figure 2.6. The algorithm stores the estimates of
the regrets for not playing action i in all time steps in the past in variables Ri. On
lines 3-7, it computes the strategy for the current time step. If there is no positive
regret for any action, a uniform strategy is used (line 5). Otherwise, the strategy
is chosen proportionally to the positive part of the regrets (line 7). The uniform
exploration with probability γt is added to the strategy as in the case of Exp3. It
also ensures that the addition on line 10 to be bounded.
Cesa-Bianchi and Lugosi [CBL+06] prove that regret matching eventually achieves
zero regret in the adversarial MAB problem, but they provide the exact finite time
bound only for the perfect-information case, where the agent learns rewards of all
arms.
2.3 Learning in Matrix Games
The classical game theory assumes that all players involved in a game are rational,
aware of the exact definition of the games, and know the pay-offs of all players in each
outcome of the game. Using this, the players can reason to identify the equilibrium
strategy for all players and play accordingly. The theory of learning in games studies
an alternative approach to how equilibria in games may occur (e.g., [Fud98]). It has
been shown, that many simple learning dynamics in a shared environment converge
to Nash or Correlated equilibria, if the game is repeated many times. This holds
even with a very limited knowledge of the players about the game. In this thesis, we
use these learning principles to design sampling-based algorithms for approximating
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the optimal strategies in games.
The best known learning rule of this type is the fictitious play introduced by
[Bro51]. A player using this rule assumes that the other players play a fixed proba-
bility distribution, estimates this distribution from past observations of opponents’
actions and plays (pure) best response to this estimation in each iteration. If the
empirical frequencies of playing individual actions when all players use this dynamics
converge, they form the Nash equilibrium of the game. While this may not happen
in some games, for zero-sum normal-form games, fictitious play always converges to
the Nash equilibrium [Rob51].
Further research led to improvements of this dynamics to converge in more gen-
eral classes of games. An important concept in this context is a criterion on regret
minimization termed Hannan consistency in [HMC01a, CBL+06]. An algorithm A
is Hannan-consistent, if in any matrix game, with any (not necessarily stationary)
strategy of the opponent, the regret for not playing any single fixed action is almost
surely non-positive in the limit. We use the following a little more general term also
used for example in [JGGE01].
Definition 2.3.1 (Hannan-consistency). We say that a player’ strategy in a repeated
matrix game is -Hannan-consistent if, against any opponent strategy, its external
regret is almost surely (i.e., with probability 1) smaller than .
lim sup
t→∞
, Rn ≤ .
An algorithm A is -Hannan-consistent, if a player who chooses his actions based
on A is -Hannan-consistent. If  = 0, we say the strategy (player) is Hannan-
consistent.
There is a clear connection between -Hannan consistency a -Nash equilibria.
A well-known result (e.g., [CBL+06, Wau09]) says that if two players in a repeated
zero-sum game play so that their regret for not playing the best fixed action is
smaller than , the average of the strategies used by the player over all rounds form
a 2-Nash equilibrium.
There are two important sub-classes of Hannan-consistent algorithms, based on
the information they use about the matrix of the game. In the known-game setup, the
algorithms use the exact pay-off matrix of the game. An example of such algorithm
is the original version of regret matching from [HMC00]. The algorithm is basically
the same as the version presented in Section 2.2.2, but instead of the estimates of
regret Ri, it computes their exact values. If the agent played action It and the
opponent played action j
∀i Ri = Ri + ui(i, j)− ui(It, j) (2.5)
In the unknown-game setup, the players do not know the pay-off matrix of the
game and they are often also assumed not to know the number of actions of the
opponent. The only information they have is the number of their actions and after
each trial, the reward they have obtained. All of the algorithms that minimize regret
in the adversarial multi-armed bandit problem introduced in Section 2.2.2 are -
Hannan-consistent. As a result, using any of the algorithms for playing repeated
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Figure 2.7: General scheme of Monte Carlo Tree Search. The picture is a variation
on the well-known schema from [CBSS08].
matrix game leads to eventual convergence of the frequencies of action selection to
an approximate Nash equilibrium in two-player zero-sum normal-form games. In
Section 3.1.2, we extend this result to simultaneous-move extensive-form games.
2.4 Monte Carlo Tree Search in Perfect-Information Games
Monte Carlo Tree Search (MCTS) [Cou07, KS06] maintains a small part of a search
tree close to the initial state. At the beginning, this tree consist of only the root node
and then it gradually grows more in the areas that are promising. The standard
iteration of a MCTS algorithm consists of four procedures demonstrated in Figure 2.7
that are repeatedly called in the following order:
• Selection: It starts in the root note and descends down the already con-
structed part of the tree based on the statistical information stored in the tree
nodes.
• Expansion: After a leaf of the part of the tree maintained in memory is
reached, it adds a small subtree rooted in the leaf to the tree. Usually, just a
single node is added.
• Simulation: It chooses one of the leaves of the newly added subtree and runs
a simulation of the play following that node using a randomized simulation
strategy.
• Backpropagation: It returns back to the root of the tree and updates statis-
tics in all visited nodes using the result of the simulation.
The main idea of the algorithm is to use the earlier iterations to create statistics that
allow guiding the later iterations to the portions of the search space that are more
relevant for the game. The output of the algorithm are the actions in the root node
that lead to statistically most favorable results for the agent that runs the algorithm.
One of the main advantages of this method in perfect-information games is that it
does not require a heuristic evaluation function, as it is in classical minimax-like
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search. The simulation can be run until the end of the game, where the value of the
terminal state can be determined exactly. However, if a good evaluation function is
available, it can often improve the results [BLL+14].
MCTS can be instantiated by various selection functions, which decide what
statistics are stored and how they are used for selecting actions in each iteration.
The most common selection function is the Upper Confidence bound applied to trees
(UCT)[KS06], which is a minor variation on UCB introduced in Section 2.2.1. Each
node in the tree is treated as a multi-armed bandit problem. The action selected in
MAB corresponds to a child in the search tree and the reward received in the MAB
is the utility of the leaf reached by the simulation.
An extensive survey of MCTS methods with focus on game playing is presented
in [BPW+12]. The first algorithm that proposed Monte Carlo tree evaluation with
incremental tree building was presented in [Cou07] and evaluated on a small vari-
ant of Go. At the same time, another important paper connected Monte Carlo
tree search and multi-armed bandit problem [KS06], which lead to first convergence
guarantees for MCTS algorithm in perfect-information games. They named their al-
gorithm the Upper Confidence bounds applied to Trees (UCT). This algorithm was
immediately adapted by algorithms for computer Go [GWM+06] and along with
many other improvements, it lead to an expert level performance [GS11]. The most
notable improvement is RAVE [GS07], which combines the ideas from reinforcement
learning with UCT and allows learning about multiple actions from a single simula-
tion. The key idea is that in incremental games, such as Go, an action that is good
after few moves are played is likely to be good right now as well.
While UCT performs well in many applications and is guaranteed to eventually
converge to the optimal strategy, the time required for convergence can be very long
in the worst case. Coquelin and Munos [CM+07] show that the cumulative regret
of UCT in a tree of depth D can be as high as
Ω(
D−1 times︷ ︸︸ ︷
exp(exp(. . . exp(1) . . . )) +O(log(n). (2.6)
This inspired several novel approaches to Monte Carlo tree search algorithms, such as
the once summarized in [Mun14] or presented in [FD13]. These approaches provide
substantially better theoretical guarantees then UCT, but they are focused on single
agent problems. They aim to minimize the simple regret for eventual decision made
based on the sampling algorithms. This is certainly the correct approach for a
single agent problem, but it is not clear how to adapt it to imperfect-information
games. The approaches in this thesis rely on the properties of average strategies in
minimizing cumulative regret, which have a natural connection to Nash equilibrium
strategies as it is explained in Section 2.3.
2.5 Counterfactual Regret Minimization
Counterfactual Regret Minimization (CFR) is an adaptation of the regret matching
algorithm to extensive-form games introduced in [ZJBP08]. Since then, it is very
successfully applied in computer Poker bots [BHRZ13]. The main advantages of the
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algorithm are the minimal memory requirements, an easy parallelization and the
ability to converge to good strategies in game of imperfect recall [WZJ+09, LGBB12].
The algorithm minimizes a special form of regret that can be defined individually
for each information set, given a strategy profile of the players.
Let σ be a strategy profile for an extensive-form game and σi(I, a) be the prob-
ability that player i plays action a in information set I. For a history h ∈ H, we
denote piσ(h) = Πh′a@hσP (h′)(I(h
′), a) the probability of reaching h with strategy
profile σ. We denote piσi (h) = Πh′a@h,P (h′)=iσi(I(h
′), a) the contribution of player
i to this probability and therefore piσ(h) = Πi∈Npiσi (h). For h@ z, we also use
piσ(h, z) and piσi (h, z) as the probability of reaching history z from history h. Let
ZI = {(h, z)|z ∈ Z, h ∈ I, h@ z} be the terminal histories passing though informa-







It is the expected value of player i when information set I is reached multiplied by
the probability that the opponent plays to reach the information set. We denote
σI→a a strategy profile identical to σ with the exception that in information set I,
action a is played with probability 1.
Definition 2.5.1 (Counterfactual regret). The counterfactual regret for not playing
action a in information set I under the strategy profile σ is
rσ(I, a) = vP(I)(I, σI→a)− vP(I)(I, σ) (2.8)
The CFR algorithm, similarly to regret matching in normal-form games, iter-
atively improves the strategies of the players in self-play. Initially, it starts with
the uniform probability distribution for each information set σ0. In each iteration,
players play a strategy profile σt. In the basic form of the algorithm, the whole
tree of the extensive-form game is traversed by a depth-first search in each iteration.
The algorithm maintains for each action a and information set I the cumulative







T (I, a)). The strategy for the next iteration of the
algorithm is obtained based on the cumulative regret by regret matching
σT+1(I, a) =
{




The algorithm also maintains the average strategy profile used over the iterations












P(I)(I) is the contribution to player P(I) to the probability of reaching
information set I with strategy profile σt.
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Zinkevich et al. [ZJBP08] show that running this procedure will in each infor-












It is the average regret of not playing the best fixed action in information set I over
all iterations, weighted by the probability that the opponent will play in the way to
allow player i to reach information set I. The rate at which this regret is minimized
is







The key result from [ZJBP08] is that minimizing the immediate counterfactual
regret in all in formation sets minimizes also the average overall regret. Therefore,
the average strategy profile converges to an -Nash equilibrium of the extensive-form
game.
Theorem 2.5.2 (CFR Convergence). Let RTi be the average overall regret of playing












Recall from Section 2.3 that if both players have average regret for a sequence
of strategies lower than  the mean strategies computed from this sequence form a
2-Nash equilibrium of the game. This fact holds for strategies in the extensive-form
games exactly as for strategies in normal-form games discussed in Section 2.3. Recall
that there is an equivalent NFG to each EFG.
2.5.1 Monte Carlo Counterfactual Regret Minimization
One of the biggest drawbacks of CFR is the expensive traversal over the whole game
tree required in each iteration. In many imperfect-information games, it is possible
to create a good estimate of the quality of actions, and therefore of the regret
caused by playing a strategy, by traversing only a small portion of the game tree.
If the portions of the tree to be updated can be selected well based on background
knowledge of the specific game, the convergence process can be substantially faster.
Moreover, as we describe later, these fast estimates can then be used to lead the
additional computational effort to more important parts of the game, analogically
to Monte Carlo tree search.
The Monte Carlo Counterfactual Regret Minimization (MCCFR) algorithm in-
troduced in [LWZB09] is a modification of CFR built on this idea. The set of
terminal states of the game is partitioned to a set of blocks Q = {Q1, Q2, . . . }. In
each iteration, only the histories that are prefixes of the histories in a single block
are traversed and only the regrets in the information sets containing these prefixes
are updated. Lanctot et al. [LWZB09] introduce several sampling schemes, but in
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this thesis, we use only one of them – outcome sampling. In outcome sampling, each
block corresponds to a single terminal history and only the information sets along
a single branch from the game tree root to the leaf are updated. If history z ∈ Z is






σ(h, z)ui(z) if (h, z) ∈ ZI
0 otherwise.
(2.13)
If each terminal history in Z is sampled with a non-zero probability, v˜i(I, σ) is an
unbiased estimator of the real conterfactual value vi(I, σ), i.e., E v˜i(I, σ) = vi(I, σ).
The reason is the same importance sampling trick as the one used in Exp3 (see
Section 2.2.2). Based on the sampled counterfactual value, we can define the sam-
pled immediate counterfactual regret as r˜σ(I, a) = v˜P(I)(I, σI→a) − v˜P(I)(I, σ) and
the corresponding sampled cumulative regret R˜T (I, a). The sampled regrets can
be updated in each iteration and the strategies for the following iterations can be
computed based on regret matching exactly as for the exact values.
The convergence rate of this algorithms was first proven in [LWZB09] and further
improved in [Lan13]. In a little weaker form that does not require defining additional
concepts, it is given by the following theorem.
Theorem 2.5.3 (Outcome sampling bound). For any p ∈ (0, 1], if q(z) ≥ δ > 0 or
piσ−i(z) = 0 holds in every time step, the average overall regret suffered by outcome-










) |vmax − vmin||Ii|√|Ai|√
T
.
CFR and MCCFR are algorithms designed for oﬄine equilibrium computation
and not as online game playing algorithms. The typical use is to run a parallel version
of these algorithms on a large cluster for several weeks on an abstracted form of a
game of interest, compute an equilibrium approximation and then use this strategy
in form of a look-up table (e.g., [Joh07]). One of the contributions of this thesis
is also adaptation of this algorithm to online search setting and evaluation of its
performance in this setting. Therefore, pseudocode of two variants of this algorithm
will be presented in Sections 3.1.3 and 3.2.4. For a very detailed description of CFR




This chapter presents the existing and novel MCTS algorithms for imperfect-informa-
tion games. The chapter is split to two sections. In the first, we address the
extensive-form games with simultaneous moves, but otherwise perfect information.
This section is based on our research presented in [LKLB13, LLW14, BLL+14].
Even this class of games includes some of the challenges present in fully imperfect-
information games, such as the need for randomized strategies. We start with the
generic template of MCTS for SMGs, which is compatible even with the first related
works on MCTS in SMGs [Fin07, TF11]. We further present the existing meth-
ods previously used as selection functions in SM-MCTS along with the novel regret
matching variant we introduced in [LLW14]. Afterwards, we present the theoretical
analysis, first presented in [LKLB13], showing that SM-MCTS can be easily mod-
ified to guarantee convergence to an approximate equilibrium with a large class of
selection functions. The last algorithm for simultaneous-move games we present is
an online version of MCCFR for SMGs, which we first introduced in [LLW14] and
further developed and thoroughly evaluated in [BLL+14].
In the second part of this chapter, we present algorithms for generic imperfect-
information games. We first discuss the possible search space representations for
search in EFGs and use them to categorize the existing work. Afterwards, we briefly
explain MCTS on a single-agent information-set tree that generally cannot lead to
optimal game-theoretic strategies, but which is often efficient in practice [CF10,
LBP12, LBP14], as we show in Chapter 5. Then we focus on MCTS variants on
the complete EFG representation of the game. We begin with the most popular
IS-MCTS, which we improve in two directions. We propose novel, more efficient,
selection functions we originally present in [Lis14] and we describe explicit modelling
of belief distributions over the information set, we originally presented in [LPS+12]
and further developed in [LBP14]. Finally, we focus on a novel online variant of
MCCFR for generic extensive-form games, we have originally introduced in [LLB14],
but explain and evaluate in much more details in this thesis.
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SM-MCTS(h)
Input: h – current state of the game
1: if h ∈ Z then return u1(h)
2: if h ∈ C then
3: Sample h′ ∼ ∆c(h)
4: return SM-MCTS(h′)
5: if h ∈ T then
6: (a1, a2)← Select(h)
7: h′ ← T (h, a1, a2)
8: vh′ ← SM-MCTS(h′)
9: Update(h, a1, a2, vh′)
10: return vh′
11: else
12: T ← T ∪ {h}
13: vh ← Rollout(h)
14: return vh
Figure 3.1: Simultaneous Move Monte Carlo Tree Search
3.1 Games with Simultaneous Moves and Perfect Infor-
mation
This section describes the algorithms we have developed for games with simultaneous
moves, but otherwise perfect information. We start with the more standard MCTS
template with local selection functions and continue with an adaptation of MCCFR
to the online search setting.
3.1.1 Simultaneous-Move Monte Carlo Tree Search
We first present a generic template of MCTS algorithms for simultaneous-move
games (SM-MCTS) and then explain specific algorithms derived from this template.
Figure 3.1 describes a single iteration of SM-MCTS. T represents the incrementally
built MCTS tree, in which each state is represented by one node. Every node h
maintains algorithm-specific statistics about the iterations that previously used this
node. The template can be instantiated by specific implementations of the updates
of the statistics on line 9 and the selection based on these statistics on line 6. In the
terminal states, the algorithm returns the value of the state for the first player (line
1). In the chance nodes, the algorithm selects one of the possible next stated based
on the chance distribution (line 3) and recursively calls the algorithm on this state
(line 4). If the current state has a node in the current MCTS tree T , the statistics
in the node are used to select an action for each player (line 6). These actions are
executed (line 7) and the algorithm is called recursively on the resulting state (line
8). The result of this call is used to update the statistics maintained for state h
(line 9). If the current state is not stored in tree T , it is added to the tree (line 12)
and its value is estimated using the rollout policy (line 13). Finally the result of the
Rollout is returned to higher levels of the tree.
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This template can be turned into a working algorithm by selecting a specific
selection and update functions. Different algorithms can be the bases for selection
functions, but the most successful selection functions are based on the algorithms for
multi-armed bandit problem introduced in Section 2.2. We now present the variants
of SM-MCTS that were consistently the most successful in previous works, though
more variants can be found in [PSPME12, LWWDT13, TLW14].
Decoupled Upper-confidence Bounds applied to Trees
The most common selection function for SM-MCTS is Decoupled Upper-confidence
Bound applied to Trees (DUCT) first used in [Fin07]. For selection and updates, it
executes the well-known UCT [KS06] algorithm independently for each of the players
in each nodes. The statistics stored in search nodes are independently computed
for each action of each player. For player i ∈ N and action ai ∈ Ai(h) the reward
sums xai and the number of times the action was used nai are maintained. When
a joint action needs to be selected by the Select function, an action that maximizes

















The Update function increases the visit count and rewards for each player i and its
selected action ai using xai ← xai + ui and nai ← nai + 1.
After all the simulations are performed, there are two options how to determine
the resulting action to play in the current state of the game. The more standard
option is to choose for each state the action ai that maximizes nai for each player
i. This is suitable mainly for games, in which using mixed strategy is not necessary.
Alternatively, the action to play in each state can be determined based on the mixed





We call the former DUCT(max) and the latter DUCT(mix). Using the first method
will certainly not make the algorithm converge to a Nash equilibrium, because the
game may require a mixed strategy. The second has been shown not to converge to
a Nash equilibrium as well; a counter-example in Rock, Paper, Scissors with biased
payoffs is shown in [SSS09].
Note that UCT does not explicitly define which action is selected if multiple
actions have identical value in the maximization. It is not relevant in sequential






. It has only one NE, such that both players play
the first action. However, DUCT selecting the first or the last action among the
options with the same value will always get only the 0 rewards and the bias term
will cause the players to round-robin over the diagonal indefinitely. This is clearly
not optimal. DUCT(mix) would explicitly play each action with probability 12 and
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DUCT(max) would in half of the runs of the algorithm choose to play the first
action and in the other half choose to play the second action, depending on whether
it managed to perform even or odd number of iterations. In both variants, the player
can improve by playing first action with probability 1. If we choose the action to play
randomly among the once with the same probability, DUCT will quickly converge
to the optimal solution in this game. Therefore, we use the randomized variant in
our implementation.
Even with this modification, we later show that DUCT is not guaranteed to
converge to the optimal solution. However, it is often very successful in practice,
such as in general game playing [Fin12], or in the game of Tron [PSPME12]. Note
that DUCT is different than UCT run on a game that is transformed to perfect
information by serialization of the simultaneous moves [TLW14],because in the latter
case one player has the advantage of knowing what the other player chose at every
stage.
Exponential-weight algorithm for Exploration and Exploitation
The second most common instantiation of SM-MCTS is to use the Exponential-
weight for Exploration and Exploitation (Exp3) [ACBFS03] independently for each
of the players. In Exp3, each player maintains an estimate of the sum of rewards
for each action, denoted Gai . The joint action produced by Select is composed of
an action independently selected for each player. The probability of using action
ai is proportional to the exponential of the reward estimates. As we explain in






|Ai(h)| , where η =
γ
|Ai(h)| . (3.3)
The Update after selecting actions (a1, a2) and obtaining a simulation result v1 nor-
malizes the result to the unit interval for each player by
u1 ← (v1 − vmin)
vmax − vmin ; u2 ← (1− u1) (3.4)
and adds to the corresponding reward sum estimates the reward divided by the
probability that the action was played by the player using




Recall that dividing the value by the probability of selecting the corresponding action
makes Gai estimate the sum of rewards over all iterations, not only the once where
ai was selected.
As the final strategy, after all iterations are executed, the algorithm computes
the average strategy of the Exp3 algorithm over all iterations for each player. After
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In our implementation, we maintain the cumulative sum and normalize it to obtain
the average strategy after the iterations. In the previous work (e.g., [ACBFS03,
TF11]), empirical frequencies of using individual action are used instead of mean
strategy. However, we have shown these two methods to be equivalent in [LKLB13]
in limit and in the short time, average strategy produces slightly more stable strate-
gies. Moreover, this approach is more consistent with the methods based on regret
matching [ZJBP08].
Previous work [TF11] also suggests first removing the samples caused by the
exploration. This modification proved to be useful also in our experiments, so as






normalized to sum to one. Note that this cannot change the expected payoff of the
produced strategy by more than γ.
Decoupled Regret Matching
The decoupled regret matching (DRM) uses in each state an independent regret
matching algorithm described in the context of adversarial multi-armed bandit prob-
lem in Section 2.2.2. We use it here and in [LKLB13] mainly as an alternative ex-
ample of a SM-MCTS with decoupled Hannan-consistent selection strategies. The
algorithm stores the cumulative regret estimates (Rai) for each action of each player.
The Select function chooses for each player an action based on regret matching and











bi∈Ai(h) max(0, Rbi). Update adds the regrets to the estimates using
importance sampling. After joint action (a1, a2) is selected and utility v1 is returned
from the recursive call of SM-MCTS, assuming v2 = −v1, the regrets are updated
as follows.
∀i∀bi ∈ Ai(h) Rbi =
{
Rbi − vi if bi 6= ai
Rbi + vi/σi(bi) otherwise.
(3.9)
The final strategy suggested by this method is again the mean strategy over all
iterations, as shown in equation 3.6.
Coupled Regret Matching
This variant of the selection function applies the origiginal regret matching (RM)
for known matrix games setting [HMC00] to the current estimated matrix game at
each stage. The statistics stored by this algorithm in each node are the use count of
each joint action (na1a2) and the sum of rewards for each joint action (Xa1a2). This
algorithm also maintains for each player i a cumulative regret Rai for having played
σti instead of ai ∈ Ai(h) on iteration t, initially set to 0. The regret values Rai are
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maintained separately by each player, as in the decoupled algorithms. However, the
updates use values that are a function of the joint actions.
On iteration t, function Select builds each player’s current strategies exactly
the same way as presented in equation 3.8. Update adds regret accumulated at
the iteration to the regret tables Ri differently. Suppose joint action (a1, a2) is
selected by the selection policy and utility v1 is returned from the recursive call
of SM-MCTS. Label reward(b1, b2) =
Xb1b2
nb1b2
if (b1, b2) 6= (a1, a2), or v1 otherwise.
Assuming v2 = −v1, the updates to the regrets are:
∀b1 ∈ A1(h), Rb1 ← Rb1 + (reward(b1, a2)− v1), (3.10)
∀b2 ∈ A2(h), Rb2 ← Rb2 − (reward(a1, b2)− v1). (3.11)
After all simulations, the strategy to play in state h is defined by the mean strategy
used in the corresponding node, as shown in equation 3.6.
3.1.2 Convergence of SM-MCTS to Nash Equilibrium
In spite of the success of MCTS first in perfect-information games and later also in
imperfect information, there is a lack of theory analyzing MCTS outside two-player
perfect-information sequential games. To the best of our knowledge, no convergence
guarantees are known for MCTS in games with simultaneous moves or general EFGs.
Therefore, one of the contributions of this thesis is the following analysis of sufficient
conditions for convergence of SM-MCTS to -Nash equilibrium of the game, first
presented in [LKLB13]. The detailed proofs are included in the appendix of this
paper.
In the following, we work with a slightly modified SM-MCTS algorithm. It does
not return the current sample value as in Figure 3.1, but computes means of the val-
ues returned on line 8 over all iterations and returns these means on line 10. We were
not able to formally prove convergence of the algorithm without this modification.
We further call this variant SM-MCTS-A. We show that it converges to C-Nash
equilibrium with any -Hannan-consistent algorithm, which assures attempting each
action infinitely many times, used in the decoupled way (i.e., independently for each
player) as the selection function.
We focus on the eventual convergence to approximate NE, which allows us to
make an important simplification. We disregard the incremental building of the
tree and assume we have built the complete tree. We show that this will eventually
happen with probability 1 and that the statistics collected during the tree building
phase cannot prevent the eventual convergence.
The main idea of the proof is to show that the algorithm will eventually converge
close to the optimal strategy in the leaf nodes and inductively prove that it will
converge also in higher levels of the tree. In order to do that, after introducing
the necessary notation, we start by analyzing the situation in simple matrix games,
which corresponds mainly to the leaf nodes of the tree. In the inner nodes of the
tree, the observed payoffs are imprecise because of the stochastic nature of the
selection functions and the bias caused by exploration, but the error can be bounded.
Hence, we continue with analysis of repeated matrix games with bounded error.
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Finally, we compose the matrices with bounded errors in a multi-stage game to
prove convergence guarantees of SM-MCTS-A.
Notation and definitions
This proof sketch uses a slightly different notation than the rest of the thesis to keep
it consistent with the full proofs of the presented theorems in appendix of [LKLB13]
and other related literature, e.g., [ACBFS03]. Consider a repeatedly played matrix
game (aij) where at time s players 1 and 2 choose actions is and js respectively. We




aisjs , g(t) =
1
t





where G(t) is the cumulative payoff, g(t) is the average payoff, and Gmax is the
maximum cumulative payoff over all actions, each to player 1 and at time t. We also
denote gmax(t) = Gmax(t)/t and by R(t) = Gmax(t)−G(t) and r(t) = gmax(t)−g(t)
the cumulative and average regrets. For actions i of player 1 and j of player 2,
we denote ti, tj the number of times these actions were chosen up to the time t
and tij the number of times both of these actions has been chosen at once. By
empirical frequencies we mean the strategy profile (σˆ1(t), σˆ2(t)) ∈ 〈0, 1〉m×〈0, 1〉n
given by the formulas σˆ1(t, i) = ti/t, σˆ2(t, j) = tj/t. By average strategies, we













2 are the strategies used at time s. Remember
that a player is -Hannan-consistent if, for any payoff sequences (e.g., against any
opponent strategy), lim supt→∞, r(t) ≤  holds almost surely. An algorithm A is
-Hannan consistent, if a player who chooses his actions based on A is -Hannan
consistent.
Hannan consistency (HC) is a commonly studied property in the context of online
learning in repeated (single stage) decisions (e.g., [CBL+06]). In particular, RM
and Exp3 algorithms presented in Section 2.2.2 are -Hannan consistent. In order
to ensure that the SM-MCTS-A algorithm will eventually visit each node infinitely
many times, we need the selection function to satisfy the following property.
Definition 3.1.1. We say that A is an algorithm with guaranteed exploration, if
for players 1 and 2 both using A for action selection limt→∞ tij = ∞ holds almost
surely ∀(i, j) ∈ A1 ×A2.
Note that many HC algorithms, such as RM and Exp3, guarantee exploration
without any modification. If there is an algorithm without this property, it can be
adjusted the following way.
Definition 3.1.2. Let A be an algorithm used for choosing action in a matrix game
M . For fixed exploration parameter γ ∈ (0, 1) we define a modified algorithm A∗
as follows: In each time, with probability (1 − γ) run one iteration of A and with
probability γ choose the action randomly uniformly over available actions, without
updating any of the variables belonging to A.
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Repeated matrix games
First we show that the -Hannan consistency is not lost due to the additional explo-
ration.
Lemma 3.1.3. Let A be an -Hannan consistent algorithm. Then A∗ is an (+ γ)-
Hannan consistent algorithm with guaranteed exploration.
In previous works on learning in games, RM variants generally suggested using
the average strategy and Exp3 or UCT variants the empirical frequencies to obtain
the strategy to be played. The following lemma says there eventually is no difference
between the two.
Lemma 3.1.4. As t approaches infinity, the empirical frequencies and average
strategies are almost surely equal. That is, lim supt→∞maxi∈A1 |σˆ1(t, i)− σ¯1(t, i)| =
0 holds with probability 1.
The proof is a consequence of the martingale version of Central Limit Theorem.
It is well-known that two Hannan consistent players will eventually converge to NE
(see [CBL+06] and [BM07]). We prove a similar result for the approximate versions
of the notions.
Lemma 3.1.5. Let  > 0 be a real number. If both players in a matrix game with




u (br, σˆ2(t)) ≤ v + 2 and lim inf
t→∞ u (σˆ1(t), br) ≥ v − 2. (3.12)
The proof shows that if the value caused by the empirical frequencies was outside
of the interval infinitely many times with positive probability, it would be in contra-
diction with definition of -HC. The following corollary is than a direct consequence
of this lemma.
Corollary 3.1.6. If both players in a matrix game are -Hannan consistent, then
there almost surely exists t0 ∈ N, such that for every t ≥ t0 the empirical frequencies
and average strategies form (4+ δ)-Nash equilibrium for arbitrarily small δ > 0.
The constant 4 is caused by going from a pair of strategies with best responses
within 2 of the game value guaranteed by Lemma 3.1.5 to the approximate NE,
which multiplies the distance by two.
Repeated matrix games with bounded error
After defining the repeated games with error, we present a variant of Lemma 3.1.5
for these games.
Definition 3.1.7. We define M(t) = (aij(t)) to be a game, in which if players chose
actions i and j, they receive randomized payoffs aij (t, (i1, ...it−1), (j1, ...jt−1)). We
will denote these simply as aij(t), but in fact they are random variables with values
in 〈0, 1〉 and their distribution in time t depends on the previous choices of actions.
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We say that M(t) = (aij(t)) is a repeated game with error η, if there is a matrix
game M = (a˜ij) and almost surely exists t0 ∈ N, such that |aij(t)− a˜ij | < η holds
for all t ≥ t0.
Symbols v and u (·, ·) will still be used with respect to M without errors. The
following lemma states that even when receiving rewards with errors, -HC algo-
rithms still converge to an approximate NE of the game of the exact unperturbed
games.
Lemma 3.1.8. Let  > 0 and c ≥ 0. If M(t) is a repeated game with error c




u (br, σˆ2) ≤ v + 2(c+ 1), lim inf
t→∞ u (σˆ1, br) ≥ v − 2(c+ 1) (3.13)
and v − (c+ 1) ≤ lim inf
t→∞ g(t) ≤ lim supt→∞ g(t) ≤ v + (c+ 1). (3.14)
The proof is similar to the proof of Lemma 3.1.5. It needs an additional claim
that if the algorithm is -HC with respect to the observed values with errors, it still
has a bounded regret with respect to the exact values. In the same way as in the
previous subsection, a direct consequence of the lemma is the convergence to an
approximate Nash equilibrium.
Theorem 3.1.9. Let , c > 0 be real numbers. If M(t) is a repeated game with error
c and both players are -Hannan consistent, then for any δ > 0 there almost surely
exists t0 ∈ N, such that for all t ≥ t0 the empirical frequencies form (4(c+ 1)+ δ)-
equilibrium of game M .
Extensive-form games with simultaneous moves





h∈H be a game with perfect information and simulta-
neous moves with maximal depth D. Then for every -Hannan consistent algorithm
A with guaranteed exploration and arbitrary small δ > 0, there almost surely exists
t0, so that the average strategies (σˆ1(t), σˆ2(t)) form a subgame perfect(
2D2 + δ
)
-Nash equilibrium for all t ≥ t0.
Once we have established the convergence of the -HC algorithms in games with
errors, we can proceed by induction. The games in the leaf nodes are simple matrix
game so they will eventually converge and they will return the mean reward values
in a bounded distance from the actual value of the game (Lemma 3.1.8 with c = 0).
As a result, in the level just above the leaf nodes, the -HC algorithms are playing
a matrix game with a bounded error and by Lemma 3.1.8, they will also eventually
return the mean values within a bounded interval. On level d from the leaf nodes,
the errors of returned values will be in the order of d and players can gain 2d by
deviating. Summing the possible gain of deviations on each level leads to the bound
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in the theorem. The subgame perfection of the equilibrium results from the fact
that for proving the bound on approximation in the whole game (i.e., in the root of
the game tree), a smaller bound on approximation of the equilibrium is proven for
all subgames in the induction.
This result tells us that if we use an exact HC algorithm as a selection function,
we will converge arbitrarily close to the exact Nash equilibrium in this class of games.
However, the situation is less promising with the commonly used -HC algorithms
with constant exploration factor [TLW14, LLW14]. With exploration γ = 0.1, a
game can be constructed so that the algorithm is no less than 0.1-HC. The bound
then does not give us practically any guarantees already for a game of depth 7.
However, we assume the bound is not tight. We were able to construct example
games with equilibrium error in the order of 2D, but not D2. Therefore, we
are currently working on a tighter bound. On the other hand, from the practical
perspective and with a very short time, constant exploration often performs better
than lowering the exploration parameter over time. This result only tells us, that
we should not expect convergence close to equilibrium using this method. It is not
always correlated with the game playing performance, as we show in the experiments.
3.1.3 Online Counterfactual Regret Minimization in Simultaneous
Move Games
As we explained before, the simultaneous-move games we analyze in this thesis
are a special case of generic extensive-form games. For generic EFGs, we introduced
MCCFR in Section 2.5.1. It is a sampling-based algorithm similar to MCTS, which is
guaranteed to converge to Nash equilibrium in EFGs. This algorithm was originally
designed and used for oﬄine strategy computation with weeks of computation time
spent before the game is actually played. In this section, we adapt it to an online
search algorithm, while keeping the guarantee of convergence to a Nash equilibrium.
We have first introduced this algorithm a joint work with Marc Lanctot and Mark
Winands in [LLW14].
The main idea of the algorithm is to combine MCCFR with outcome sampling
strategy, the incremental building of the game tree, and random simulations used in
MCTS. In short time, MCTS would not be able to converge to reasonable strategies
deeper in the tree anyway, hence in online game playing setting, it is pointless to
allocate the memory for the whole tree. Good results may be achievable already
with keeping the statistics close to the root of the tree, where the decision about the
next move needs to be performed.
In the root state of the game, the algorithm runs as in the oﬄine case, with the
exception of incremental tree building, which may slow-down the convergence, but
saves substantial amount of memory. The complications could occur later in the
game, after some actions were performed and we want to use additional thinking
time to refine the computed strategy. Running the additional samples from the root
of the game as suggested by the oﬄine approach would likely have practically no
effect on the quality of the strategy in the specific history the game has reached.
Only a small fraction of the samples would actually reach the relevant history in the
game. The solution of this problem for simultaneous-move games presented in this
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section is quite straightforward, but it is substantially more complicated in generic
extensive-form games discussed later.
Simultaneous Move Online Outcome Sampling
In simultaneous-move games, the algorithm can be run directly from the current
information set and not the root state, because the subtree below the (singleton)
information set forms a subgame. When started from a history h, the algorithm
runs iterations from this history to the end of the game until it uses the given time
limit. Each iteration is performed by the function presented in Figure 3.2, which
recursively descends down the tree. In the root of the game, the function is run
as SM-OOS(root, i, 1, 1, 1), alternating player i ∈ {1, 2} in each iteration. If the
function reaches a terminal history of the game (line 1), it returns the utility of the
terminal node for player i, the sampling probability of reaching this node s and 1
for the tail probability. If it reaches a chance node, is recursively continues after a
randomly selected action of chance (lines 2-4). If none of the first two conditions
holds, the algorithm reaches a state where players make decisions. If this state
is already included in the incrementally built tree (line 5), the following state is
selected based on the statistics in the tree by regret matching, with additional γ-
exploration for player i (line 7). The recursive call on line 11 then updates the
player’s reach probabilities directly with the strategy from regret matching and the
sampling probability with the modified strategy σ′i for player i. If the reached node is
not in the tree (line 12), it a node for the current that is added to the tree (line 13).
An action for each player is selected based on the uniform distribution (lines 14-
17) and random rollout of the game until a terminal node is initiated on line 18.
The rollout is similar to the MCTS case, but in addition, it has to compute the
probabilities x and q required by the definition of the sampled counterfactual value.
Whether the current node was in the tree or not, the algorithm updates the regret
table of player i based on the definition of sampled counterfactual regret (lines 19-
23) and the mean strategy of player −i (line 24). Finally, the function returns the
correct probabilities to the upper level of the tree.
Progressing in the game
We disregard the chance transitions in the following discussion for better clarity,
but they can be included without any complications. When SM-OOS is used for
game playing, it is run in the root of the game until the time limit is reached, the
action ai is selected based on the (normalized) mean strategy σ¯i in the root node
(∅) and based on the action of the opponent (a−i), the game progresses to some
h = T (∅, ai, a−i). In MCTS, we would simply make h the new root of the game
and continue sampling. Importantly, all other successors of the root and whole their
subtrees can be removed from memory to save computational resources. However,
CFR works with reach probabilities computed from the root of the game. In order
to start the following samples from node h, we should reflect the reach probabilities
in the initial calls of SM-OOS. In node h, we would start the iterations with SM-
OOS(h, σ¯i(∅, ai), σ¯i(∅, ai), 1). After next game progression, the reach probabilities
should be further updated to correctly reflect pii and pi−i in the specific node in the
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SM-OOS(h, i, pii, pi−i, s)
Input: h – current state of the game; i – the regret updating player; pii – player
i’s contribution to the probability of reaching h; pi−i – player −i’s and chance’s
contribution to probability of reaching h; s – the probability of sampling the
current history
Output: (x, q, u): x – probability of reaching the sampled leaf from current state
based on player’s strategies (piσ(h, z)); q – probability of sampling the leaf from
the root (q(z)); ui – utility of the leaf for player i
1: if h ∈ Z then return (1, s, ui(h))
2: if h ∈ C then
3: Sample chance outcome h′ from ∆c(h)
4: return SM-OOS(h′, i, pii, pi−i∆c(h, h′), s∆c(h, h′))
5: if h ∈ T then
6: σi ← RegretMatching(Ri(h))
7: ∀a ∈ Ai(h) σ′i(a)← (1− γ)σi(a) + γ|Ai(h)|
8: Sample action ai from σ
′
i
9: σ−i ← RegretMatching(R−i(h))
10: Sample action a−i from σ−i
11: (x, q, ui)←SM-OOS(T (h, ai, a−i), σi(ai)pii, σ−i(a−i)pi−i, σ′i(ai)σ−i(a−i)s)
12: else
13: T ← T ∪ {h}
14: ∀a ∈ Ai(h) σi(a)← 1|Ai(h)|
15: Sample action ai from σi
16: ∀a ∈ A−i(h) σ−i(a)← 1|A−i(h)|
17: Sample action a−i from σ−i
18: (x, q, ui)← OOS-Rollout(T (h, ai, a−i), s 1|Ai(h)| 1|A−i(h)|)
19: c← x · σ−i(a−i)
20: x← c · σi(ai)
21: W ← uipi−i / q
22: Ri(h, ai)← Ri(h, ai) + (c− x)W
23: ∀a ∈ Ai(h) \ {ai} Ri(h, a)← Ri(h, a)− xW
24: σ¯−i(h)← σ¯−i(h) + 1spi−iσ−i
25: return (x, q, ui)
Figure 3.2: Online Outcome Sampling for simultanoeus-move games.
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tree. The sampling probability can stay 1, as from now on, all the samples will go
through the current history.
An alternative solution is to simply consider the current history h to be a new
root of the game. As a result, values pii and pi−i in a specific node will be substantially
larger in the iterations run from h compared to the initial iterations run from ∅. As a
result, disregarding the higher q which is in both cases compensated by the frequency
of visits, W would be larger and the regret updates will be stronger as before. This
should not be a problem, since the later iterations are generally more correct due to
a larger part of the tree already stored in the memory and better approximations of
the optimal strategies later in the tree. We use the approach with setting the new
game root in simultaneous-move games.
Convergence guarantees
Both approaches to progress in the game discussed above are, given enough time,
guaranteed to converge to the Nash equilibrium of the current subgame. The algo-
rithm run in the subgame eventually builds the complete game tree and then per-
forms the same regret updates as the oﬄine Outcome Sampling MCCFR [LWZB09].
If there are some wrong regret values accumulated during tree building or in the
previous stages of the game, these have bounded size. Eventually, their contribution
will be negligible compared to the correct MCCFR samples. Therefore, we can state
the following theorem.
Theorem 3.1.11. Let σ¯t(h) be a strategy produced by SM-OOS in a zero-sum
extensive-form game with simultaneous moves started from match history h run for
t iterations, and with exploration γ > 0. For any p ∈ (0, 1〉, ε > 0 there exists t <∞
such that with probability 1− p the strategy σ¯t(h) is a ε-Nash equilibrium.
3.2 Generic Imperfect-Information Games
This section introduces various MCTS algorithms for generic imperfect-information
games. We first discuss possible state space representations and the existing algo-
rithms that use them. Afterwards, we present the existing MCTS algorithms, our
improvements of these algorithms and a variant of Online Outcome Sampling for
generic imperfect-information games.
3.2.1 Search Space of Imperfect-Information Games
As we discuss in Section 2.1.2, an extensive-form game (EFG) can be visualized as a
game tree with information sets denoted as subsets of game nodes. A simple example
of such game is on top of Figure 3.3. However, until recently, search algorithms for
imperfect-information games rarely used this explicit EFG representation as the
search space. The reason is possibly that before Monte Carlo tree search algorithms
were introduced, the overhead of selecting the best consistent decision over the whole
information set was too large and in many domains, unnecessary.
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Collection of perfect-information games
One of the search methods popularized after allowing for an expert level computer
Bridge player [Gin01] was Perfect Information Monte Carlo sampling (PIMC), orig-
inally proposed in [Lev89]. The main idea is to model the current information set
of the player during the match, but ignore the information structure of the game in
thinking about the future moves. The algorithm randomly selects states from the
current information set and runs a perfect-information search algorithm from each
of them. The action selected for a player is the one with the best average perfor-
mance over these perfect-information searches. This approach also performs well,
for example, in Scrabble [She02], Hearts [Stu08], Skat [BLFS09], and Phantom Go
[BSCU07].
This method is clearly not guaranteed to converge to the optimal solutions in
general. A systematic analysis of this fact is provided in [FB98], where the authors
show two specific situations that cause this approach to find sub-optimal strategies.
(1) Strategy fusion, caused by allowing the player to select a different action in
the same information set, when it is reached in perfect-information searches from
different states in the current information set. (2) Non-locality, which is says that
the optimal strategy in one information set can depend on the optimal strategy of
the opponent in information sets in distant parts of the tree. One specific example
is discussed later in Section 3.2.3.
The discrepancy between the good empirical performance in some games and
the clear theoretical flaws of this approach was resolved in [LSBF10], where authors
empirically analyze a class of artificially constructed games along with few real world
games to show the measurable properties of games that predict the ability of PIMC
to achieve a good performance in the games.
In this thesis, we focus on algorithms that can possibly be modified to guarantee
convergence close to NE in any imperfect-information game. Therefore, we do not
evaluate methods based on PIMC.
Information set tree
An alternative search space representation used by search algorithms for imperfect-
information games, such as the once presented in [RNK+10, CF10, CPW12, LBP12],
is called information-set tree (IST). It represents the decisions of only one of the
players and models the effect of the other player’s actions using a heuristic opponent
model. The information set trees corresponding to the example EFG for both players
are presented in the bottom part of Figure 3.3. There are two different kinds of
nodes in the information-set tree – decision nodes and observation nodes. Nodes in
a single ply of the tree are of the same kind and the plies of decision and observation
nodes are regularly alternating. The decision nodes represent whole information
sets, in which the searching player is making a decision. This make search on
this data structure avoid strategy fusion, but also unable to deal with non-locality.
The children of the decision node are observation nodes, one for each action that is
applicable for the player in the information set. In turn-taking games, each action of
the searching player in combination with an action of the opponent in the next turn
produces a set of possible observations. Each observation corresponds to some subset
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Figure 3.3: Full extensive-form game between 4 and 5, and the corresponding
information-set trees for both players, in which the observation nodes are denoted
by ©.
of actions (or action sequences) the opponent and chance could have performed
between the current and the next information set of the player. The observation
node has one child for each such observation. Its children are again the decision
nodes corresponding to information sets in the game.
This kind of search space has been used in Kriegspiel [CF10], where the ob-
servations correspond to messages about legality of moves and capturing of pieces
from the referee. In pursuit-evasion games [RNK+10, LBP12], the observations cor-
respond exactly to the opponent’s moves when there is a direct visibility contact
between the pursuers and the evader. If the pursuing agents lose the evader from
sight, the possible observations resulting from a joint action can either be that the
pursuer discovers the evader at some place in the environment, or that the evader
will stay hidden.
The leaves in the information-set tree represent sets of terminal states of the
game. It is not clear how to aggregate the utility values in the leaves of EFG to
the leaves of IST. However, the applications using this search space representation
generally use only depth-limited search with heuristic evaluation function. In that
case, the mapping between the leaf nodes of EFG and IST does not have to be
created explicitly. It is part of the domain-specific expert knowledge.
The problem with mapping between the leaves in the information set tree and the
complete EFG can also be solved by maintaining an IST for each player in the game.
Any compatible combination of terminal nodes in these trees uniquely determines a
leaf node of EFG. We further discuss this approach in Section 3.2.3
3.2.2 Search from Single Player’s Perspective
Approximating the optimal strategy for both players is a computationally expensive
task. With a very limited time frame, it may be beneficial to rather approximate
the best response to some fixed heuristic behavior of the opponent, which is a sub-
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stantially simpler problem. Moreover, in many realistic situations, the player will
play against a human opponent or computationally bounded agent, which means
that a heuristic model of the opponent’s behavior may even be more precise than
the assumption of rationality used by equilibrium solutions.
Computing an optimal strategy with a fixed opponent model is essentially com-
puting the best response to the model of the opponent’s strategy. A systematic (not
sampling) algorithm computing a strategy based on a fixed opponent model was
introduced, e.g., in [PNS06], we present several efficient pruning techniques for this
algorithms in [BKLP14], and much more efficient implementations are possible for
specific domains [JWBM11]. Computing the pure best response from [PNS06] was
later extended by the same authors to computing a uniformly mixed strategy over
the actions that belong to the best response [PNS10].
A more interesting question addressed by [PNS06, PNS10] is what heuristic op-
ponent model to use, if we do not have enough historic data to learn from. They
define two basic opponent models for their depth-first search algorithm. The para-
noid model chooses in opponent’s information sets an action that minimizes the
searching player’s utility. Note that this uses the information of the player, not the
opponent, to choose the worst opponent’s action. This is often worse than the real
worst case, which gave the name to the model. The overconfident opponent model
returns in opponent’s information sets the mean value over all actions, assuming
that the opponent plays randomly. The authors compare these two opponent mod-
els on Kriegspiel and randomly generated games, concluding that the overconfident
opponent model performs better in these domains.
In [PNS06, PNS10], the authors propose to run the search on the full extensive-
form representation of the game. Without a perfect opponent model, this approach
does not provide any guaranteed on the quality of play. A very similar algorithm
can be formulated on IST of one player, which is much more efficient in domains
that allow fast implementation of the generative model of IST. IST can be orders of
magnitude smaller than the complete EFG (e.g, [LPS+12]). If we can generate the
IST directly, we can modify the search procedure to select the maximizing action
for the searching player as before, but to select the worst possible observation or the
mean over all observations in the observation nodes.
This approach was taken by [CF10, RNK+10, LBP12] and it was presented as
Single-Observer Information Set Monte Carlo Tree Search with Partially Observable
Moves in [CPW12]. It allows the search to go substantially deeper, but it may cause
the strategy fusion problem, which causes the paranoid search to be even more
paranoid. As we can see in the example in Figure 3.3, multiple observation nodes
can correspond to the same information set of the opponent. While in the EFG, the
opponent would have to make a consistent worst case decision for whole information
set, observations corresponding to different actions can be selected in IST.
One mayor advantage of running paranoid search on IST is its direct equivalence
to the minimax algorithm, just on a modified search space. It allows alpha-beta
pruning and all other search improvements developed for perfect-information games.
For this reason, the full width minimax (or expectimax) search can be substituted
by classical perfect-information MCTS without any modifications. For the paranoid
opponent model, this MCTS uses a selection function minimizing the searching
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player’s utility in the observation nodes. For the overconfident opponent model, it
just picks one of the observations randomly.
The problem of strategy fusion in IST is less important for the overconfident
opponent model. If the opponent’s actions are selected randomly, splitting the op-
ponent’s information set does not have any effect. On the other hand, the model
for generating probabilities of individual observations would have to be more com-
plicated on IST, if it is supposed to model the uniform player in EFG. On the other
hand, for general non-uniform opponent model, it may be even easier to express it
in terms of probabilities of observations than the probabilities of opponent’s actions,
mainly is the model is learned automatically.
The biggest computational advantages for search from single player’s perspective
are possible mainly with a domain specific generative representation of IST, which
is generally not the case for all EFGs. Therefore, we further discuss and evaluate
this algorithm in domain specific case study in Chapter 5.
3.2.3 Information Set Monte Carlo Tree Search
Information Set Monte Carlo Tree Search (IS-MCTS) is a Monte Carlo tree search
technique that learns from samples in the full extensive-form tree of the game. Fun-
damentally very similar algorithms have been previously formulated in two different
ways. The formulation that is easier to understand is presented in [PdJL11]. The
MCTS-like iterations are performed on the complete game tree of the extensive-form
games (i.e., all possible states on the game). However, the statistics for the selection
algorithm, such as UCT, are collected for the whole information set. If any of the
nodes in the information set is reached, the selection algorithm is used to select the
next action and subsequently, the statistics stored by this algorithm are updated by
the result of the simulation. In the tree expansion step, authors in [PdJL11] suggests
adding a single node to the extensive-form tree of the game.
A very similar algorithm is presented in [LPS+12], in [CPW12] as “multi-observer
information set Monte Carlo tree search” (MO-ISMTCS) and [Aug11] as “Multiple
Monte Carlo Tree Search”. The algorithms perform the exact same computation as
[PdJL11], but they use different data structures to represent the tree. Instead of the
regular extensive-form game tree, they use two information set trees for individual
players. If we run a MCTS iteration from the root state of the game, we can
simultaneously descend in the information set trees of both players. When we need
an action for a player, we have reached a decision node in his information set tree
and we can use the selection function from that node. If an action is selected for one
player, an appropriate observation can be generated for the other player to select
the right child in his information set tree. Note that the strategy fusion problem for
the opponent is not present in the tree anymore. The move is always selected from
IST of the player with all information sets represented by a unique node.
Differences between the algorithms presented in [CPW12] and [Aug11] are that
the latter focusses only on the oﬄine case without further search during the game
play and that the first uses UCT and the second Exp3 algorithm with depth-
dependent weighting for selection. In [CPW12], the authors discuss the online case
and explicitly say they do not model the likelihood of individual states in the current
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inner information set and run the search assuming all these states are equally likely.
In this section, we adapt an approach based on [LPS+12] and compute non-uniform
belief distribution among the states in the game.
Even though the algorithms with single and multiple trees perform the same com-
putation, they can have different applicability trade-offs. The single tree approach,
as proposed in [PdJL11], requires storing all states of the game in the partially con-
structed EFG search tree, while the multiple trees approach requires storing only
the ISTs of the players. If the information sets include large number of nodes, the
latter can be substantially more memory efficient. In [LPS+12], we show that for
the specific game modelling real world problem from network security, the size of
the EFG is in the order of 1020 while the size of bot ISTs combined is only 1014.
One the other hand, computing directly with the information sets, determining what
observations can be seen after performing an action in an information set and com-
puting the successor information sets without explicitly storing all its nodes can be
expensive. In the case of the visibility tracking game, information set consists of
the set of all possible trajectories the unseen agents of the opponent might have
followed since they were spotted for the last time. The possible observations are all
positions where the opponent’s agents may become visible in the next step of the
game. Computing these successors in the information set tree can be substantially
more time consuming than computing the next states after applying an action in
a specific game state, which is required in the regular EFG representation. The
belonging to the information sets in case of EFG can be efficiently checked using a
hashing approach, as the one we explain later.
Proposed IS-MCTS implementation
In this subsection we propose a variant of MCTS, which combines the lower memory
requirements of approaches from [Aug11, LPS+12, CPW12] and the simpler repre-
sentation of state space from [PdJL11]. Moreover, it allows estimating the belief
distribution among individual states in the current information set, which substan-
tially improves performance of the algorithm in our experiments. We first presented
this approach in [LBP14].
Pseudo-code for a single iteration of the algorithm is presented in Figure 3.4.
It starts in the root node of the game tree and descends the game tree towards
a terminal state. However, the tree nodes are never created in the memory and
only the statistics for the information sets are stored in a hash table (HT ). If the
function is called with a terminal state, it just returns its utility for the first player
(line 1). If nature selects an action in the current node (line 2), it is selected from the
commonly known nature distribution and the algorithm is called recursively on the
resulting state (line 4). Otherwise, the statistics for the information set it belongs
to are accessed in the hash table (line 5) and used to make the decision about the
action to select (line 7). This action is than executed on the game state, producing
the following game state, which is used in recursive call of the function (line 8).
This process is continued until a state without information set statistics in the hash
table is reached (line 9). This is the end of the selection stage and the expansion
consists of adding new (empty) information set statistics for the currently reached
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IS-MCTS(h)
1: if h is terminal then return u1(h)
2: if h is a chance node (P (h) = c) then
3: a← random chance action from Ac(h)
4: return IS-MCTS(T (h, a))
5: IS ← HT (h)
6: if IS is not null then
7: a← select(IS)
8: v ← IS −MCTS(T (h, a))
9: else
10: add new IS for h to HT
11: a← select(IS)
12: v ← simulate(T (h, a))
13: update(IS, a, v)
14: return v
Figure 3.4: Information-set Monte Carlo tree search
information set to the hash table (line 10). At this point, an action is selected
(typically randomly) by the selection function and the simulation is executed to
estimate the quality of the following position (lines 11-12). The information sets
accessed during the iteration are updated by the result of the simulation (line 13)
when returning from the recursion and the next iteration can start. Iterations are
repeated until a given time budget is spent.
The functions select and update in the pseudo-code can be implemented by a
suitable selection function, such as any algorithm for multi-armed bandit problem
form Section 2.2 (with negative of the received value for the opponent). Function
simulate can be either completely random, or domain dependent simulation, as in
perfect-information MCTS.
An important part of the algorithm is the hash table HT . It has to quickly
return the statistics of the information set that includes a specified game state. For
this, the game state can be used as the key of the hash table, but the functions for
computing the hash code and checking the equality have to be modified to use only
that part of the information included in the game state that is known to the player
making the decision in the requested information set. Since IS-MCTS with UCT
selection does not have any guarantees that would rely on perfect recall, domain
specific applications can use a custom imperfect recall abstraction within the hash
table.
Progressing in the game
MCTS algorithms in perfect-information games usually do not run a new computa-
tion from scratch in each step of the game, but reuse a part of the previously build
game tree. This process is natural, because in a perfect-information game, the play-
ers know exactly the state of the game and the search for the successor of the root
node looks exactly the same as if the node is a root node from the beginning. The
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ISMCTS-progress(ai, o, curIS)
Input: ai – performed action, o – new observations, curIS - set of possible states
and their probabilities
Output: newIS – new possible states and their probabilities
1: for s ∈ curIS do
2: s′ ← execute(s, ai)
3: for a−i opponent’s action applicable in s′ do
4: if execute(s′, a−i) generates o then
5: s′′ ← execute(s′, a−i)
6: newIS ← newIS ∪ {s′′}
7: newIS.p(s′′)← curIS.p(s) ∗ freq(a−i, HT (s))
8: normalize probability estimates in newIS
9: return newIS
Figure 3.5: Reusing information after a move in Information-set Monte Carlo tree
search
situation is more complicated in imperfect-information games. The player knows
only the current information set, which can include hundreds of game states. Fur-
thermore, these states are not equally probable and in many games, the probability
of being in a specific game state heavily depends on the strategy deployed by the
opponent.
None of the versions of the IS-MCTS algorithm presented in [CPW12] tries to
model these probabilities. They assume the uniform probability distribution over
all possible states if the match proceeds to a non-singleton information set. This
is often a very unrealistic assumption. For example in a visibility-based pursuit-
evasion game, consider the evader sees he is being followed by a pursuer unit, which
is 3 steps behind him and he turns behind a corner, losing the visibility contact with
the pursuer. After two more steps, the evader assumes it is equally likely that the
pursuer is just behind the corner as that the evader turned around and moved 2
steps in the opposite direction. The other papers on IS-MCTS ([Aug11, PdJL11])
did not discuss running the algorithm from a non-root information set at all.
We suggest better approximating the likelihood of individual states in the cur-
rent information set using the approximation of the opponent’s optimal strategy
computed by the algorithm. We first suggested this method in [LPS+12] and we
further developed it in [LBP14].
The algorithm assumes that the player has selected an action ai to play and
before it has to select next action, he is informed about some observations o, which
represents the information defining the information set in which he will have to
decide next. Without loss of generality, we assume that the searching player’s ob-
servation is generated by a single action of the opponent. It opponent can perform
sequences of moves before the searching player moves again, they can be substituted
by individual actions without fundamentally changing the game.
The algorithm is presented in Figure 3.5. During a match, the player maintains
the set of all game states in the current information set (curIS). For each game
state, it sores an approximation of the probability that this state is actually the
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current state of the game (curIS.p(s)). In the root of the game, the players know
the exact state of the game with probability 1. In any information set in the game,
after the player chooses and performs the action ai, he applies this action to each
state they consider possible (line 2). Furthermore, for each possible state, he applies
all actions that are applicable by the opponent (lines 3-7). If the action generates
observations different from the once received, it is discarded (line 4). Otherwise, the
player can estimate the relative probability of the rational opponent actually using
the action based on the frequency of selecting the actions during his search (line 7).
At the end, these estimates are normalized to ease further processing (line 8).
In some domains, the size of the current information set can grow too quickly to
make its complete representation practical. In that case, the states in the current IS
can be sampled (e.g., [PNS10]), but issues with receiving an observation inconsistent
with all considered game states can occur. In that case, methods for sampling new
states in an information set, such as the one in [RA12] can be used to recover. In our
evaluation, this happens very rarely. Therefore, we simply continue with random
actions until the end of the match if it happens.
When further IS-MCTS iterations are run from the new information set, the
starting state of each iteration is selected from the possible state with frequency
proportional to its probability estimate. In order to implement this quickly, we
suggest selecting a state from the current information set uniformly, but then run
1+K∗curIS.p(s) iterations from this information set, where K is a constant selected
with respect to the expected number of iterations per move.
The action to be played by player after the time limit for simulations is depleted
is for all MAB-based selection functions selected at random from a probability dis-
tribution given by normalizations of the use counts of actions in the root information
set.
IS-MCTS non-convergence
In this thesis, we focus on convergence of MCTS methods to Nash equilibrium of
the game. The following example shows why it is usually not the case with IS-
MCTS without approximating the belief distribution in the current information set,
as it is introduced in [CPW12]. After a non-root information set is reached during
the match, further simulations are run from a random node in this information
set with uniform probability. Consider the game in Figure 3.6. Suppose IS-MCTS
searches from information set I. Because utilities for actions taken from both states
are combined, IS-MCTS will choose left and right action equally often. However,
mixing uniformly at I is not part of an equilibrium in this game. It would lead
to an expected utility of 34 to the maximizing player for playing right and
5
4 for
playing left. Hence, the uniform strategy in I could be equilibrium only with pure
strategy of playing left for the maximizer. This is not an equilibrium, because it
the maximizer plays left, the minimizer would be better off playing right, reaching
expected reward of 0.5 than keeping the uniform distribution with reward 54 .
In this particular example, even our modification with approximating the belief
in the current information set does not help the IS-MCTS algorithm to converge to
Nash equilibrium. When the algorithm is run from the root, it likely converges close
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1 0
0.5
3 0 0 3
0.5
I
Figure 3.6: An example game with maximizing 4, minimizing 5 and chance ©
players. The optimal (Nash equilibrium) strategy is for 4 to play (0.5,0.5) and for
5 to play (left,right) with probabilities (13 ,23). Its value is 1.0.
to a Nash equilibrium of the game, learning that player 4 should play a uniform
probability distribution. After information set I is reached, the belief distribution is
correctly uniform and the problem remains. Even if the correct strategy is originally
present at I, it will be re-learned to the incorrect uniform strategy. This example
also shows that the non-locality problem introduced in [FB98] is not always caused
by misrepresentation of the beliefs. Even with correct beliefs, the strong relation
between different parts of the game can prevent a search algorithm to reach an
optimal decision.
Our modification wit modelling beliefs would; however, help in a slightly modified
game, where the left-most leaf node has value 5 instead on 1. In that case, the
optimal strategy of player 4 is to play left with probability 1. This will be reflected
in the belief distribution in information set I, which will say that the left node is
much more probable than the right. Hence, after additional search, the right action
will be selected for player 5, giving him the loss of zero in this case and 2.5 overall.
The original IS-MCTS would still converge to the uniform distribution with expected
loss of 4.
3.2.4 Online Conterfactual Regret Minimization
Similarly to the case of the simultaneous-move games described in Section 3.1.3,
we have adapted MCCFR to an online algorithm for playing generic extensive-
form game. We have first published the algorithm in [LLB14]. The algorithm
runs on the full extensive-form game tree, which is incrementally build as in IS-
MCTS. The algorithm is very similar to MCCFR when run from the root of the
game; however, the situation is much more complex after players have played some
moves in the game. There is no clear notion of a subgame in most imperfect-
information games. Strategies in different parts of the game strongly influence each
other. Therefore, even after the game progresses deep into the tree, we still have to
run samples form the root of the game, biasing the sampling mechanism to refine
the strategy more quickly in the current information set of the game, where we need
to make the next action selection. The disadvantage of the targeting is possibly a
higher variance of value estimates for information sets that include both targeted
and untargeted histories, which was proven to have negative impact on speed of
convergence in [GLB+12]. The advantage we gain, if we do it properly, is an anytime
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game playing algorithm with guaranteed convergence to the Nash equilibrium of the
game.
Online Outcome Sampling
The structure of the algorithm is similar to SM-OOS described in Section 3.1.3
or MCCFR. The main difference is that the algorithm allows running the standard
untargeted γ-on policy sample with probability (1 − δ) and a targeted (or biased)
sample reaching one of a pre-selected subsets of terminal nodes of the game tree
(ZT ) with probability δ. Typically, the targeted part of the tree will be the current
information set (i.e, ZT = ZI). In the OOS-main procedure in Figure 3.7, targeting
is decided first (line 1) and then two iterations, one for each player, are run with
this setting.
Unlike in SM-OOS, individual iteration in function OOS keeps two variants of
the sampling probability of the current history: the sampling probability in the
unbiased case su and the sampling probability in the biased case sb. We do that to
be able to eventually compute the overall probability of reaching a particular history
in the sampling, but keeping track of the probabilities separately makes it simpler.
The return values are the same as in SM-OOS, namely (x, q, ui) corresponding to the
tail probability piσ(h, z), the probability of sampling the reached terminal history
from the root, and the utility of the terminal history for the regret updating player i.
If the algorithm reaches a terminal history (line 1), it returns the utility value in the
terminal history and computes the probability of sampling the history, regardless of
running the biased or unbiased iteration. If it reaches a chance node, the chance
strategy for that node is restricted to the actions that lead to the targeted part
of the game ZT and normalized to sum to one on line 3. If the current iteration
is biased, the chance action is sampled from the restricted distribution (line 5).
Otherwise, it is sampled from the original chance distribution (line 7). On line 8,
OOS is recursively called on the history after the selected chance action, adding the
probability of selecting the chance action to the opponent’s reach probability (pi−i)
and unbiased sampling probability, and adding the biased chance probability to the
biased sample probability. If none of the conditions on lines 1 and 2 is satisfied,
the algorithm reached a decision history for one of the players. On line 9, the
algorithm attempts to fetch the information set for this history from memory. If it
is already there, it builds strategy σ by regret matching from the cumulative regrets
stored in the information set (line 11). Function “SampleAction” on line 12 samples
an action a from (possibly biased) strategy σ, with added γ-exploration if player
i decides in the history h. This function also updates the sampling probabilities
accordingly. The detailed pseudocode for this function is presented in Figure 3.8
and explained later. Line 13 updates the reach probability for the player deciding
in history h and the algorithm is recursively called to the following history with the
updated probabilities on line 14. If the information set for history h is not found in
memory (line 15), it is created and the next action is sampled based on the uniform
probability (lines 14-18). Afterwards, a rollout selecting random actions until the
end of the game is initiated on line 19. This rollout is similar to the MCTS case;
however, it keeps track of the overall probability of reaching the terminal node from
49
CHAPTER 3. DESCRIPTIONS OF ALGORITHMS
OOS(h, i, pii, pi−i, su, sb)
Input: h – current state of the game; i – the regret updating player; pii – player
i’s contribution to the probability of reaching h; pi−i – player −i’s and chance’s
contribution to probability of reaching h; su – the probability of sampling the
current history in an unbiased iteration; sb – the probability of sampling the
current history in a biased iteration
Output: (x, q, u): x – probability of reaching the sampled leaf from current state
based on player’s strategies (piσ(h, z)); q – probability of sampling the leaf from
the root (q(z)); ui – utility of the leaf for player i
1: if h ∈ Z then return (1, (1− δ)su + δsb, ui(h))
2: if h ∈ C then
3: σbc ← Restrict(h, σc(h),ZT )
4: if biased then
5: Sample chance action a from σbc(h)
6: else
7: Sample chance action a from σc(h)
8: return OOS(ha, i, pii, pi−iσc(h, a), suσc(h, a), sbσbc(h, a))
9: I ← HT (h)
10: if I is not null then
11: σ ← RegretMatching(R(I))
12: (a, s′u, s′b)← SampleAction(h, σ, i, γ, su, sb)
13: pi′P(h) ← σ(a)piP(h); pi′−P(h) ← pi−P(h)
14: (x, q, ui)←OOS(ha, i, pi′i, pi′−i, s′u, s′b)
15: else
16: Add new I into HT
17: σ ← Uniform(A(h))
18: Sample a from σ
19: (x, q, ui)← OOS-Rollout(ha, 1|A(h)|((1− δ)su + δsb))
20: c← x
21: x← c · σ(a)
22: if P(h) = i then
23: W ← uipi−i / q
24: R(I, a)← R(I, a) + (c− x)W
25: ∀b ∈ A(h) \ {a} R(I, b)← R(I, b)− xW
26: else
27: σ¯i(I)← σ¯i(I) + 1(1−δ)su+δsbpi−iσ
28: return (x, q, ui)
OOS-main(root, δ, L)
1: while time limit L is not reached do
2: biased = TRUE with probability δ and FALSE otherwise
3: OOS(root, 1, 1, 1, 1, 1)
4: OOS(root, 2, 1, 1, 1, 1)
Figure 3.7: Online Outcome Sampling algorithm. Description of functions Restrict
and SampleAction is provided in Figure 3.8.
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Restrict(h, σ,ZT )
1: A′ ← {a ∈ A(h)|∃z ∈ ZT ha@ z}
2: ∀a ∈ A(h) σb(a)← 0
3: sum←∑a∈A′ σ(a)
4: ∀a ∈ A′ σb(a)← σ(a)/sum
5: return σb
SampleAction(h, σ, i, γ, su, sb)
1: σb ← Restrict(h, σ,ZT )
2: if P(h) = i then
3: ∀a ∈ A(h) σ(a)← (1− γ)σ(a) + γ|A(h)|
4: A′ ← {a ∈ A(h)|∃z ∈ ZT ha@ z}
5: ∀a ∈ A′ σb(a)← (1− γ)σb(a) + γ|A′|
6: if biased then
7: Sample a from σb
8: else
9: Sample a from σ
10: return (a, σ(a)su, σ
b(a)sb)
Figure 3.8: Helper functions for Online Outcome Sampling.
the root (q) and tail probability of reaching the terminal node from history h due to
(uniform) strategies of the players and chance (x). Regardless of whether the current
information set has been already in memory, the algorithm follows by updating the
regrets and mean strategies in the information set. First, it updates x to include
also the probability of selecting the action in the current information set (line 21).
If player i decides in the history h, it updates the cumulative regrets in the current
information set. The product of terms that are identical in the definition of sampled
counterfactual value (equation 2.13 in Section 2.5.1) for the actual strategy and the
strategy modified to play a in I is stored to W . Using this, the following two lines
update the regrets based on sampled counterfactual regret definition for the sampled
action a (line 24) and all the other actions (line 25). If player −i decides in history
h (line 26), the mean strategy is updated on line 27. Note that we actually store
the weighted sum of the used strategies and have to eventually normalize σ¯i(I) to
sum to one to get the actual strategy.
The helper functions used in OOS algorithm are presented in details in Figure 3.8.
The “Restrict” function restricts a strategy σ in history h to only those actions that
lead to terminal histories in ZT . First, it creates the set of actions, for which adding
these actions to the current history creates a prefix of some history in ZT (line 1).
The new strategy is initialized by zeros for all actions (line 2). The sum of the
probabilities of actions leading to ZT is computed and if it is not zero, which should
never happen in a biased iteration, the rescaled probabilities of playing these actions
is stored to the output strategy.
Function “SampleAction” first restricts strategy σ only to the desired actions
on line 1. Then if player i decides in history h, it adds the γ-exploration to both
the restricted and the unrestricted version of the strategy (lines 3-5). It samples
the action from the corresponding version of the strategy (line 6-9) and returns this
actions and sampling probabilities for both the biased and unbiased cases (line 10).
Progressing in the game
After some moves are played in an imperfect-information game, the player who
decides about the next move knows the current information set I and typically has
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some additional computation time available before he selects an action to play. We
aim to use the targeting included in the algorithm description to refine the strategy
more quickly in the current information set. In other words, we want to bias the
search to visit more often the terminal histories from ZI . However, focusing fully
only on these histories may cause problems, since convergence guarantees are lost.
Consider again the game in Figure 3.6. If the minimizing player knows it is in the
information set I and focuses its entire search only to this information set for a
sufficiently long time, she computes the incorrect uniform strategy, in the right part
of the game. On the other hand, any fixed non-zero probability of sampling the
left chance action will eventually solve the problem. The regrets are multiplied by
the reciprocal of the sampling probability; hence, their influence to the strategy in
the information set is proportionally stronger if the samples are rare. This solves
the problem. If there is no such pathology as in Figure 3.6 in the game played by
the algorithm, it benefits from refining the important part of the tree more. If it is
present, there is a good chance that the strategy will be at least partially corrected
by the untargeted samples in the short time and it will provably converge to the
optimal strategy in the long run.
An alternative way of understanding the problem caused by fully targeted sam-
pling is breaking the information structure of the game. Even though the player us-
ing the proposed algorithm to decide about its next move knows that it has reached
information set I, this information is unknown to his opponent. If it restricts the
regret updates only to histories with prefixes in I, even opponent’s regrets are up-
dated only based on the outcomes of the game after these histories. As a result, the
regrets are updated as if the opponent knew that the game is currently in one of
the histories in I, which is generally not the case. Note that this is not a problem
in the variant of OOS for the simultaneous-move games introduced in Section 3.1.3,
because the information in these games is symmetric.
The impact of progressing in the game to an information set I to the algorithm is
changing the targeted set ZT to ZI . In general all the previously created information
sets remain in memory. Let’s analyze the impact of this change to the algorithm.
There is no substantial impact on probabilities pii, pi−i, and su after the change of
targeting. The main impact will be on sb. In general, the new set of targeted leaves
is a subset of the previously targeted leaves. For the histories that will stay targeted,
sb will slightly increase. For the histories that will not be targeted anymore, sb will
become zero, which will dramatically decrease the overall probability of reaching
prefixes of these histories ((1 − δ)su + δsb) and the overall leaf reach probabilities
q. This effect will be the strongest when the actions chosen by the players since the
last computation are least probable. However, in theory, in should not influence the
convergence dramatically, because the decreased weight of samples caused by higher
q should be compensated by much more frequent updates in the more targeted part
of the tree and vice versa.
Convergence guarantees
We designed the Online Outcome Sampling algorithm to stay consistent with stan-
dard oﬄine Outcome Sampling Monte Carlo Counterfactual Regret Minimization
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with non-uniform sampling scheme [LWZB09]. As a result, we can almost directly
reuse the proof of its convergence to the Nash equilibrium of the game.
Theorem 3.2.1. Let σ¯tm(δ, h) be a strategy produced by OOS in a zero-sum extensive-
form game with perfect recall, targeting any subset of terminal nodes ZT with prob-
ability δ < 1 started from match history h run for t iterations, and with exploration
γ > 0. For any p ∈ (0, 1], ε > 0 there exists t < ∞ such that with probability 1 − p
the strategy σ¯tm(δ, h) is a ε-Nash equilibrium.
Since δ < 1 and γ > 0, every terminal history has non-zero probability of being
sampled. Therefore, every information set will eventually be contained in memory.
From this point, the algorithm becomes Outcome Sampling MCCFR with a non-
uniform sampling scheme and possibly wrong initial values in the regret tables.
While the regret values are cumulated during the run of the algorithm, any such
initial values will eventually become irrelevant compare to newly accumulated correct
regret values. Consequently by [LWZB09, Theorem 5] OOS minimizes regret with
high probability and converges to Nash equilibrium.
Irrational moves and equilibrium refinements
Above we show that OOS converges to the Nash equilibrium of the game. While
playing a Nash equilibrium is optimal against rational opponents and ensures at least
the value of the game also against irrational play, in general, it does not exploit op-
ponent’s mistakes. The behavior of the players after their opponent performs a move
with zero probability in an equilibrium is under-defined. The only requirement is
that the strategy has to be sufficiently good to prove the move to be irrational.
Moreover, the strategy under player’s own irrational moves can be completely ar-
bitrary. For these reasons, researchers study various refinements of the concept of
Nash equilibrium, such as the once introduced in Section 2.1.4.
The problems that led to studying Nash equilibrium refinements demonstrate
also in OOS. During the match, the game can reach an information set with histories
only below irrational moves of the opponent. In that case, even with heavy targeting,
the strategies below this information set will not improve anymore. Note that in
definition of (sampled) counterfactual value in equation 2.13, we multiply the utility
of the sampled leaf by the reach probability of the opponent pi−i. This is always
zero after an irrational move of the opponent; hence, all the regrets will be zero as
well, once the move is identified as irrational.
Note that a possible solution would be to remove the rational actions from the
game, which would naturally make some of the remaining actions rational, but this
might lead to the same problems as absolute targeting, explained in Section 3.2.4.
In order to avoid this problem and allow further improvement of the strategy, we
propose substituting the regret matching on line 11 with -regret matching, which
returns a strategy composed from the standard regret matching strategy with weight
(1−) and a uniform strategy with weight . This ensures that no action of any player
has zero probability of being played and consequently pi−i never to be zero. This
completely solves the problem for information sets that are fully below the current
information set. All updates in the information set are updated with similar small,
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but non-zero, values of pi−i and relative portions of regret represents the quality
of the moves well. In games of perfect recall, acting player’s information sets are
always fully below the current information set. Having an information set reach out
of these histories would mean there is a history in which no action was performed
in the current information set. The information sets of the opponent are further
updated normally, even below his irrational moves. In iterations updating regrets
in his information sets, OOS uses γ-on policy exploration and does not weight the
values with its own reach probabilities.
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Evaluation on Abstract Games
In the first set of experiments, we evaluate the strengths and weaknesses of the pro-
posed algorithms on artificial and random games. These games are usually based
on (possibly simplified versions of) existing games people play for fun, or specific
abstract games that demonstrate some fundamental principles. In the evaluation,
we focus on two main setting. First, in smaller versions of the games, we study
the convergence properties of the algorithms. Mainly, how quickly individual algo-
rithms are able to converge to the Nash equilibrium of the game. Second, in much
larger versions of the games, in which computing the distance from an equilibrium
is not feasible anymore, we focus mainly on the actual game playing performance
of the algorithms in head-to-head matches. The part of this evaluation concerning
simultaneous-move games is largely based on [BLL+14], which compares sampling
based and exact algorithms for solving this class of games. Part of the evaluation in
the generic imperfect-information games was presented in [Lis14] and [LLB14], but
most of it has not been published yet.
In the following, we first introduce the rules and properties of all the games we
use in this chapter. Afterwards, we proceed with the evaluation of the algorithms
for simultaneous-move games in Section 4.2 and the evaluation of the algorithms for
generic extensive-form games in Section 4.3.
4.1 Games Descriptions
Here we describe the rules and basic properties of all games used for evaluation in
this chapter. We start with simultaneous-move games and continue with the generic
imperfect-information games.
4.1.1 Simultaneous-Move Games
In this section, we describe the five simultaneous-move games used in our experi-
ments. The games in our collection differ in characteristics, such as the number of
available actions for each player (i.e., the branching factor), maximal depth, and
number of possible utility values. Moreover, the games also differ in how often it
is necessary to use mixed strategies and whether this randomization occurs at the
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beginning of the game, near the end of the game, or it is spread throughout the
whole course of the game.
In some games, we also evaluate the option of substituting the simulation stage
of the MCTS algorithms by a heuristic evaluation function. For these domains,
we also present the evaluation function here. Note that we are not seeking the
best-performing algorithm for a particular game; hence, we have not aimed for
the strongest evaluation functions for each game. We intentionally use evaluation
functions of different quality that allow us to evaluate the differences between the
algorithms from this perspective as well.
Goofspiel Goofspiel is a card game that appears in many works dedicated to
simultaneous-move games (e.g., [Ros71, RB12, SFB12, LLW14, BLC+13]). There
are 3 identical decks of cards with values {0, . . . , (d − 1)} (one for nature and one
for each player). Value of d is a parameter of the game. The variant of the game
played by people has 13 cards. The deck for the nature is shuﬄed at the beginning
of the game. In each round, nature reveals the top card from its deck. Each player
selects any of their remaining cards and places it face down on the table so that the
opponent does not see the card. Afterwards, the cards are turned face up and the
player with the higher card wins the card revealed by nature. The card is discarded
in case of a draw. At the end, the player with higher sum of the nature cards wins
the whole game. In the results, we use utilities 1/0/-1 for win/draw/loss and count
a draw as half win half lose in win-rates. We follow the assumption made in [SFB12]
that both players know the sequence of the nature’s cards.
Goofspiel correspond to game trees with interesting properties. First unique
feature is that the branching factor is uniformly decreasing by 1 with the depth.
Secondly, algorithms must randomize in NE strategies, and this randomization is
present throughout the whole course of the game. As an example, the following
table depicts the number of states with pure strategies and mixed strategies for each
depth in a subgame-perfect NE calculated by exact backward induction presented
in [BLL+14] for Goofspiel with 5 cards:
Depth 0 1 2 3 4
Pure 0 17 334 3354 14400
Mixed 1 8 66 246 0
Mixed/All 1.0 0.32 0.16 0.07 0.0
The depth is measured from the root of the game with depth 0. We can see
that the relative number of states with mixed strategies slowly decreases; however,
players need to mix throughout the whole game. In the last round, each player has
only a single card; hence, there cannot be any mixed strategy.
The evaluation function used in Goofspiel takes into consideration two compo-
nents: (1) the difference in the current score for both players weighted by the current
round in the game, and (2) the remaining cards in the deck weighted by a chance
of winning these cards depending on the remaining cards on hand for each player.
Formally, let pi, r, ci be player i’s score (points), the current round, and the sum of
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0.5 · d(d+ 1)
)
eval(s) is equal to 0 in the beginning of the game (i.e., when p1 + p2 is 0) and
to the utility value of the game at the end (i.e., when c1 + c2 is 0). We use tanh
to scale the evaluation function into the interval 〈−1, 1〉. Moreover, if the position
is clearly winning for one of the players (there is not enough cards to change the
current score), the evaluation function is set to 1, or −1.
Oshi-Zumo Oshi-Zumo is a board game analyzed from the perspective of compu-
tational game theory in [Bur03]. There are two players in the game, both starting
with N coins, and there is a playing board represented as a one-dimensional playing
field with 2K + 1 locations (indexed 0, . . . , 2K). At the beginning, there is a stone
(or a wrestler) located in the center of the playing field (i.e., at position K). During
each move, both players simultaneously place their bid from the amount of coins
they have (but at least M if they still have some coins). Afterwards, the bids are
revealed, both bids are subtracted from the number of coins of the players, and the
highest bidder can push the wrestler one location towards the opponent’s side. If
the bids are the same, the wrestler does not move. The game proceeds until the
money runs out for both players, or the wrestler is pushed out of the field. The
winner is determined based on the position of the wrestler – the player in whose
half the wrestler is located loses the game. If the final position of the wrestler is the
center, the game is a draw. Again, the utility values are restricted to {−1, 0, 1}.
The interesting feature of this game is a rather large branching factor, which cor-
responds to the number of coins left to the players. Furthermore, different branches
in the game can have substantially different lengths, which is not the case in the
previous game. Furthermore, many instances of Oshi-Zumo have pure Nash equilib-
rium. With the increasing number of the coins, all optimal strategies become mixed
at some point. However, choosing a move randomly is typically required only at the
beginning of the game. The following table depicts the number of states with pure
strategies and mixed strategies in a subgame-perfect NE calculated by backward
induction for Oshi-Zumo with N = 10 coins, K = 3, and minimal bid M = 1. The
table shows that there are very few states where mixed strategies are required, and
they are present only at the beginning of the game tree.
Depth 0 1 2 3 4 5 6 7 8 9
Pure 1 98 2012 14767 48538 79926 69938 33538 8351 861
Mixed 0 1 4 17 8 0 0 0 0 0
Mixed/All 0 0.01 0.002 0.001 0.0002 0 0 0 0 0
The evaluation function used in Oshi-Zumo takes into consideration two compo-
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where b equals to 1 if coins1 ≥ coins2 and wrestler ≥ K, and at least one of the
inequalities is strict; b equals to −1, if coins1 ≤ coins2 and wrestler ≤ K, and at
least one of the inequalities is strict. Again, we use tanh to scale the evaluation
function into the interval 〈−1, 1〉.
Pursuit-Evasion Games Another important class of games is pursuit-evasion
games (for example, see [NT13]). There is a single evader and a pursuer that controls
2 pursuing units on a four-connected grid in our pursuit-evasion game. In each turn,
all units move simultaneously to an adjacent node on the grid. The evader wins, if
she successfully avoids the units of the pursuer for a given number of moves; pursuer
wins, if her units successfully capture the evader. The evader is captured if either
her position is the same as the position of a pursuing unit, or the evader used the
same edge as a pursuing unit (in the opposite direction). The game is win-loss and
the players receive utility from set {−1, 1}. We use 3 different square grid-graphs
(with the size of a side 4, 5, and 10 nodes) for the experiments without any obstacles
or holes. In the experiments we varied the length of the game d and the starting






moves, in order to provide a possibility for the pursuers to capture the
evader).
Since all units move simultaneously, the game has larger branching factor than
Goofspiel (up to 16 actions for the pursuer). An interesting property of the game is
its asymmetry. The evader has a much smaller branching factor than the pursuer
and based on the starting position, one player is often in a more convenient position
than the other. Similarly to Oshi-Zumo, many instances of pursuit-evasion games
have a pure Nash equilibrium. However, randomization can be required towards
the end of the game in order to capture the evader. Therefore, depending on the
length of the game and the distance between the units, there might be many states
that do not require mixed strategies (units of the pursuers are simply going towards
the evader). Once the units are close to each other, the game may require mixed
strategies for final coordination. This can be seen on our small example on a graph
4× 4 nodes and depth 5:
Depth 0 1 2 3 4
Pure 1 12 261 7656 241986
Mixed 0 0 63 1008 6726
Mixed/All 0 0 0.19 0.12 0.03
The evaluation function used in pursuit-evasion games takes into consideration
the distance between the units of the pursuer and evader (denoted distancej for the
distance in moves of the game between the jth unit of the pursuer and the evader).
Formally:
eval(s) =
min(distance1,distance2) + 0.01 ·max(distance1,distance2)
1.01 · (w + l)
where w and l are dimensions of the grid graph.
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Random/Synthetic Games We also use randomly generated games to be able
to experiment with additional parameters of the game, mainly larger utility values
and their correlation. In randomly generated games, we fixed the number of actions
that players can play in each stage to 4 and 5 (the results were similar for different
branching factors) and we varied the depth of the game tree. We assign the utility
values to the terminal states of the game based on the N-games, often used to
generate random game trees (e.g., [SN95, PNS10]). We randomly assign either −1,
0, or +1 value to each joint action (pair of actions) and the utility value in a leaf is
a sum of all values on edges on the path from the root of the game tree to the leaf.
This creates more realistic games using the intuition of good and bad moves.
Randomly generated games represent games that require mixed strategies in
most of the states. The following table shows the number of states that require
randomization in each depth of randomly generated game of depth 5 with 4 actions
available to both players in each state:
Depth 0 1 2 3 4
Pure 0 2 29 665 20093
Mixed 1 14 227 3431 45443
Mixed/All 1 0.88 0.89 0.84 0.69
The evaluation function used in this case is calculated similarly as the utility
value and it is equal to the sum of values on the edges from the root to the current
node.
Tron Tron is a two-player simultaneous-move game played on a discrete four con-
nected grid, possibly obstructed by walls [SRL10, PSPME12, LWWDT13]. Each
player controls one unit. The units are initially positioned in opposite corners of
the grid. At each step, both players move to adjacent cells, and a wall is placed
to players’ original positions. A player loses the game if he hits the wall or the
opponent. The goal of both players is to survive as long as possible. If both players
move into a wall, off the board, or into each other at the same turn, the game ends
in a draw. In the experiments, we used an empty grid with no obstacles and various
sizes of the grid.
Tron is a game with a rather small branching factor (at most 3 per player), but
potentially a very deep tree. The number of actions in the longest branch is equal to
half the number of squares in the grid. Similarly to pursuit-evasion games, there are
many instances of Tron that have pure NE. However, even if mixed strategies are
required, they appear in the middle of the game once both players reach the center
of the board and compete over the advantage of possibly being able to occupy more
squares. Once this is determined, the endgame can be solved in pure strategies
since it consists of the single-agent problem of filling the available space missing
as little squares as possible. The following table comparing the number of states
demonstrates this characteristics of Tron on a grid 5× 6:
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Depth 0 1 2 3 4 5 . . .
Pure 1 4 14 100 565 2598
Mixed 0 0 2 0 9 7
Mixed/All 0 0 0.13 0 0.02 0.003
. . . 6 7 8 9 10 11 12 13
9508 25964 54304 83624 87009 63642 23296 3127
51 92 106 121 74 0 0 0
0.005 0.004 0.002 0.001 0.001 0 0 0
The evaluation function is based on how much space is “owned” by each player,
which is a more accurate version of the space estimation heuristic [DTW12] that
was used in [LWWDT13]. A cell is owned by player i if it can be reached by
player i before the opponent. These values are computed using an efficient flood-fill








We further discuss the imperfect rules and properties of the imperfect-information
games we use for evaluation.
Imperfect-Information Goofspiel Even though Goofspiel is usually played as
the simultaneous-move game explained in Section 4.1.1. Lanctot [Lan13] introduced
an imperfect-information modification of the game. The players only discover who
won or lost a bid, but not the bid cards played. Hence, the game has a different
structure of information sets, but it is otherwise identical.
The imperfect information in the game originates only from the unknown actions
of the opponent. Figure 4.1a presents the dependence of the size of an information
set on the depth of the game with 6 cards in each deck. The darkness of each
tile represents the probability that randomly selected information set in the depth
depicted on the x-axis will contain the number of states depicted on the y-axis.
The players alternate in the game with the chance player playing in depths 0, 3, . . . ,
player 1 playing in depths 1, 4, . . . , and player 2 in depths 2, 5, . . . . We can clearly
see that the information sets of player two are generally larger than the information
sets of player 1. This is caused by modelling simultaneous moves in the game as as
postponing the information about the move to the second player.
Figure 4.1b presents the dependence of the number of moves played with a non-
zero probability in an information set on the depth of the information set on the
same game as before. We computed the size of the support based on an equilib-
rium computed by sequence form linear program [KMvS96]. Because the game is
symmetric, each player’s support is equally large in each depth. Furthermore, intro-
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Figure 4.1: The size of the information sets (left) and the size of the support (right)
in different depths of Imperfect-Information Goofspiel with 6 cards. The darker


























Figure 4.2: The size of the information sets in different depths of Phantom Tic-Tac-
Toe, in which the first move of each player is forced to be to the middle field. The
darker color means higher portion of information sets with given property in given
depth.
ducing the imperfect information in the game increased the need for randomization.
In majority of information sets, the players randomize over all remaining cards.
Phantom Tic-Tac-Toe Phantom Tic-Tac-Toe is a blind variant of the well-
known game of Tic-Tac-Toe. The game is played on a 3 × 3 board, where two
players (cross and circle) attempt to place 3 identical marks in a horizontal, verti-
cal, or diagonal row to win the game. The player who achieves this goal first wins the
game. In the blind variant, the players are unable to observe opponent’s moves and
each player only knows that the opponent made a move and it is her turn. If a player
tries to place her mark on a square that is already occupied by an opponent’s mark,
the player learns this information and can place the mark in some other square.
The uncertainty in phantom Tic-Tac-Toe makes the game large (≈ 1010 nodes
[LGBB12]). In addition, since one player can try several squares before a move is
successful, the players do not necessarily alternate in making their moves. This rule
makes the structure of the information sets rather complex and since the player never
learns how many attempts the opponent actually performed, a single information
set can contain nodes at different depth in the game tree.
Figure 4.2 presents the dependence of the size of the information sets on the
depth in the tree in a simplified variant of the game, in which the first move of
each player is forced to be to the middle field. We were not able to compute these
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statistics for the full game in a reasonable time. For measuring the depth, we picked
a random history in the information set. We can see that even this simplified version
of the game has rather large information sets. Part of the reason is that even after a
player discovers the opponent’s moves, he never learns the order in which the moves
were played, which will still have to be represented by the information sets. This
information may easily be irrelevant for the game, but removing it would cause the
game to lose perfect recall, which brings many complications to the algorithms and
even to the theory defining the solution concepts.
Poker Games Poker is frequently studied in the literature as an example of a
large extensive-form game with imperfect information. It is also an example of a
game that typically has solutions with large support. We include experiments with
a simplified two-player poker game inspired by Leduc Hold’em.
In our version of poker, each player starts with the same amount of chips, and
both players are required to put some number of chips in the pot (called the ante).
In the next step, the Nature player deals a single card to each player (the opponent
is unaware of the card), and the betting round begins. A player can either fold (the
opponent wins the pot), check (let the opponent make the next move), bet (add
some amount of chips, as first in the round), call (add the amount of chips equal to
the last bet of the opponent into the pot), or raise (match and increase the bet of the
opponent). If no further raise is made by any of the players, the betting round ends,
the Nature player deals one card on the table, and a second betting round with the
same rules begins. After the second betting round ends, the outcome of the game
is determined — a player wins if: (1) her private card matches the table card and
the opponent’s card does not match, or (2) none of the players’ cards matches the
table card and her private card is higher than the private card of the opponent. If
no player wins, the game is a draw and the pot is split.
In the experiments we alter the number of types of the cards (from 3 to 4; there
are 3 types of cards in Leduc), the number of cards of each type (from 2 to 3; set to
2 in Leduc), the maximum length of sequence of raises in a betting round (ranging
from 1 to 4; set to 1 in Leduc), and the number of different sizes of bets (i.e., amount
of chips added to the pot) for bet/raise actions (ranging from 1 to 4; set to 1 in
Leduc).
This game is substantially different from the Imperfect-Information Goofspiel in
several aspects. Most important aspect is that all actions of the players are public.
As a result, all information sets in the game have the same size. In the simple game
with 2 bet sizes, at most 2 rounds of rising and 3 cards of each of 3 types, which we
use in experiment, the size of all information sets is 3 (see Figure 4.3a). The nodes
in the information set correspond to each possible card held by the opponent.
Each player has up to 4 actions in each information set and different situations
require mixing among different numbers of actions. Figure 4.3b shows the sizes of the
supports in individual information sets computed based on a similar methodology
as for before. The first two levels of the tree are decisions of the nature player.
Afterwards, the number of actions played a player in an information set if spread
quite uniformly.
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Figure 4.3: The size of the information sets (left) and the size of the support (right)
in different depths of Generic Poker with 2 bet sizes, at most 2 rounds of rising and
3 cards of each of 3 types. The darker color means higher portion of information
sets with given property in given depth.
4.2 Evaluation on Simultaneous-Move Games
In this section, we first experimentally study the convergence of SM-MCTS and
SM-MCTS-A to the Nash equilibrium on very simple games. We show that even
though we currently provide the proof only for SM-MCTS-A, even SM-MCTS with
a Hannan consistent selection function seems to converge close to a Nash equilibria
of the game. Moreover, the empirical convergence rate seems to be faster.
Afterwards, we thoroughly evaluate the performance of SM-MCTS and SM-OOS
in one game at a time, providing more general conclusions at the end. For each game,
we present three basic experiments. First, we evaluate the speed of convergence of
individual algorithms on a smaller version of the game. We run each algorithm from
the root of the game for up to 500 seconds and regularly compute the distance form
Nash equilibrium. Afterwards, we run a set of matches on the exact same small
version of the game and analyze the relation between the speed of convergence and
game playing performance. Finally, we run a set of matches on a substantially larger
version of the game and study how the results from the small version of the game
translate to a more realistic situation. All head-to-head results are means from at
least 1000 matches.
4.2.1 Propagating Values Versus Propagating Means
The formal analysis presented in Section 3.1.2 requires the SM-MCTS algorithms to
return the mean of all previous samples instead of the value of the current sample.
While we can prove convergence to approximate Nash equilibrium for the first, the
latter is generally the case in previous works on SM-MCTS [LLW14, TF11, TLW14].
Therefore in our first experiment, we run both variants with the Regret matching
selection function on a set on the randomly generated games parameterized by depth
and branching factor. In this experiment, the utility values are uniformly randomly
selected from interval 〈0, 1〉. Each experiment uses 100 random games and 100 runs
of the algorithm.
Figure 4.4 presents how the exploitability of the strategies produced by Decou-
pled regret matching with propagation of the mean (DRMM) and current sample
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Figure 4.4: Exploitability of strategies given by the empirical frequencies of Regret
matching with propagating values (RM) and means (RMM) for various depths and
branching factors.
value (DRM) develops with increasing number of iterations. Note that both axes
are in logarithmic scale. The top graph is for depth of 2, different branching factors
(BF) and γ ∈ {0.05, 0.1, 0.2}. The bottom one presents different depths for BF = 2.
The results show that both methods converge to the approximate Nash equilibrium
of the game. DRMM converges slower in all cases. The difference is small in shallow
games, but becomes more apparent in games with larger depth.
4.2.2 Empirical Worst Case
Although the formal analysis guarantees the convergence to an -NE of the game, the
rate of the convergence is not given. Therefore, we give an empirical analysis of the
convergence and specifically focus on the cases that reached the slowest convergence
from a set of evaluated games.
We have performed a brute force search through all games of depth 2 with
branching factor 2 and utilities from the set {0, 0.5, 1}. We made 100 runs of DRM
and DRMM with exploration set to γ = 0.05 for 1000 iterations and computed the
mean exploitability of the strategy. The games with the highest exploitability for
each method are presented in Figure 4.5. These games are not guaranteed to be the
exact worst case, because of possible error caused by only 100 runs of the algorithm,
but they are representatives of particularly difficult cases for the algorithms. In gen-
eral, the games that are most difficult for one method are difficult also for the other.
Note that we systematically searched also for games in which DRMM performs bet-
ter than DRM, but this was never the case with a sufficient number of runs of the
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Figure 4.5: The games with maximal exploitability after 1000 iterations with RM
(left) and RMM (right) and the corresponding exploitabililty for all evaluated meth-
ods.
algorithms. These games are difficult for the sampling algorithms because they are
misleading at the beginning of the search. Consider the maximizing (row) player in
the second game. He should learn to play the first action. However, any time he
tries this action and explores lower in the tree, he receives the worst possible reward
of 0. This makes the first action appear worse than it actually is. Every time the
agent tries the second action and the opponent explores, he receives a high reward,
making the second action looks better. This makes it harder to learn quickly that
the first action is always better and should be played with probability 1.
Figure 4.5 shows the convergence of DRM and Exp3 with propagating the cur-
rent sample values and the mean values (DRMM and Exp3M) on the empirically
worst games for the DRM variants. The DRM variants converge to the minimal
achievable values (0.0119 and 0.0367) after a million iterations. This values cor-
responds exactly to the exploitability of the optimal strategy combined with the
uniform exploration with probability 0.05. The Exp3 variants most likely converge
to the same values; however, they do not make it in the first million iterations in
WC DRM. The convergence rate of all the variants is similar and the variants with
propagating means always converge a little slower. Therefore, in the following ex-
periments on wider range of game, we only evaluate the variant with propagating
the current sample value, and not the mean.
4.2.3 Goofspiel
We follow with evaluation of the proposed algorithms on a set of games inspired by
games that people play for fun. We begin with the game of Goofspiel.
Convergence
First, we focus on the speed of convergence of sampling algorithms in small variant
of Goofspiel with 5 cards (0, 1, . . . , 4) We measure the ability to approximate Nash
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0.5s OOS DUCT EXP3 RM
OOS 50.1 49.8 48.9 47.6
DUCT 49.2 50.0 48.6 49.5
EXP3 51.7 49.1 49.9 49.5
RM 50.0 50.0 49.6 51.0
Figure 4.6: Convergence and game playing comparison of different algorithms on
Goofspiel with 5 cards. All results in the table are within ±2.0 interval with 95%
confidence.
equilibrium strategies of the complete game as the sum of exploitabilities of both
players’ strategies.
Figure 4.6 depicts the results (note the logarithmic horizontal scale). In all
convergence experiments in this section, we compare the SM-MCTS algorithm with
three different selection functions: DUCT(various C), Exp3(γ = 0.1), RM(γ = 0.1);
and SM-OOS(γ = 0.6). We do not explicitly write the SM-prefix further in this
section, in order to save space in the figures, but we always mean the simultaneous-
move variants of the algorithms. The convergence graphs are means out of 20 runs of
each algorithm. Due to the different selection and update functions, the algorithms
differ in the number of iterations per second. RM is the fastest with more than
2.6×105 iterations per second, OOS has around 2×105 iterations, DUCT 1.9×105,
and Exp3 only 5.4× 104 iterations per second.
The results show that OOS converges the fastest from all sampling algorithms
during the whole time. MCTS with RM selection function is only slightly slower;
however, other two selection functions perform worse. While Exp3 eventually con-
verges close to 0, the exploitability of DUCT decreases rather slowly and it was
still over 0.35 at the time limit of 300 seconds. The best exploration constant (C)
for DUCT was 5 in this setting. While setting lower constant typically improved
slightly the convergence during the first iterations, the final error was always larger.
Moreover, when we have not used randomization in DUCT, the algorithm was not
able to converge to error lower than 0.5 in the time limit.
Game playing
In the matches on the small game, none of the evaluated algorithms performed
significantly differently than the other algorithms (see Figure 4.6). We assume that
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1s OOS DUCT EXP3 RM RAND
OOS 48.5(3.0) 45.9(3.0) 42.1(2.9) 42.3(2.9) 73.8(2.6)
DUCT 53.9(3.0) 48.3(3.0) 50.6(2.9) 50.7(2.9) 66.3(2.8)
EXP3 57.5(2.9) 48.3(2.9) 51.4(2.4) 42.9(2.6) 66.3(2.8)
RM 57.8(2.9) 49.0(2.9) 56.1(2.6) 50.0(2.9) 66.2(2.8)
RAND 26.2(2.6) 34.3(2.8) 29.1(2.7) 35.0(2.8) 49.6(3.1)
5s OOS DUCT EXP3 RM RAND
OOS 51.5(3.0) 48.0(3.0) 41.9(2.9) 47.0(3.0) 70.6(2.8)
DUCT 53.2(3.0) 50.2(3.0) 52.6(2.9) 50.5(3.0) 61.6(3.0)
EXP3 58.5(2.9) 45.6(2.9) 50.6(1.4) 47.5(2.4) 65.4(2.9)
RM 56.6(3.0) 48.0(3.0) 55.0(2.4) 51.0(2.7) 62.4(2.9)
RAND 28.8(2.8) 38.8(3.0) 30.5(2.8) 38.1(2.9) 51.1(3.1)
* 1s OOS DUCT EXP3 RM RAND
OOS 48.6(1.4) 47.2(1.3) 44.3(1.3) 42.0(1.3) 80.4(1.0)
DUCT 53.8(1.3) 50.6(1.4) 48.7(1.3) 45.9(1.3) 80.0(1.0)
EXP3 55.7(1.3) 50.6(1.3) 50.3(1.3) 45.2(1.2) 83.5(0.9)
RM 58.8(1.3) 54.7(1.3) 54.7(1.2) 49.7(1.3) 83.6(0.9)
RAND 19.2(1.0) 19.9(1.0) 16.1(0.9) 16.3(0.9) 49.8(1.4)
Table 4.1: Win-rate (and 95% confidence intervals) in head-to-head matches of
Goofspiel(13) with decreasing nature cards with one (top) and five (middle) seconds
per move. (bottom) Win-rate in Goofspiel(13) and known random sequences of
nature cards.
even though there are significant differences in how quickly the algorithms converge
in the whole game, they can all quickly converge to a good strategy in the current
state of the game and select a near optimal move.
In the large scale head-to-head comparison, we use Goofspiel with 13 cards,
as it is typically played by people. However, for the sake of consistency with the
convergence results, we assume a fixed known sequence of the cards of the nature
player. In spite of this simplification, the game has still more than 3.8 × 1019 leaf
nodes. The win-rates are presented in Table 4.1, where the two top tables show
results on an instance of the game with strictly decreasing ordering of nature cards.
The bottom table shows the results for 5 random orderings, with 1000 matches
played for each ordering. The numbers in the brackets show the 95% confidence
interval.
First, we can see that finding a good strategy in Goofspiel is very hard for all
algorithms. This is noticeable thanks to the results of random (RAND) player,
that performs reasonably well (RAND typically loses almost every match in all the
remaining game domains). The differences in the performance of all algorithms are
relatively small. Even though OOS converges the fastest (see Figure 4.6), it is losing
against all other algorithms with 1 second per move. Its performance improves with
5 seconds per move, but it still does not significantly outperform any other sampling
algorithm. With both time settings, RM seems to perform slightly the best. Its
performance against other algorithms is very similar to Exp3, but it significantly
wins in their mutual matches. This is also seen in the setting across 5 random cards
ordering, where RM clearly dominates, which is aligned with our previous results
from a completely independent implementation [LLW14].
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0.5s OOS DUCT EXP3 RM
OOS 49.5 53.9 67.5 49.8
DUCT 46.5 48.9 62.3 44.7
EXP3 32.3 36.0 49.4 33.5
RM 47.4 54.2 67.0 50.1
Figure 4.7: Convergence and game playing comparison of different algorithms on
Oshi-Zumo game, with 10 coins, K = 3, and M = 1. All results in the table are
within ±2.1 interval with 95% confidence.
4.2.4 Oshi-Zumo
Convergence
Many instances of the Oshi-Zumo game have Nash equilibria in pure strategies.
We show in [BLL+14] that for K equal to 3, the change occurs when the number
of coins increase from 11 to 12. Hence, the instance we use for the convergence
experiment with 10 coins, K set to 3 and minimum bid set to 1, has an equilibrium
in pure strategies. Due to a relatively large branching factor for both players (10
actions at the root node for each player) all sampling algorithms converge slowly.
The performance of the algorithms in terms of iterations per second is similar to the
previous games, however, OOS is slightly better in this case with 1.9×105 iterations
per second compared to the second RM with 1.6× 105 iterations per second. Exp3
is the slowest with 4.8× 104 iterations per second.
As before, OOS is the best converging algorithm, however, in a given time limit
(500 seconds) the reached error was only slightly below 0.5 (0.41). On the other
hand, all of the other sampling algorithms perform significantly worse – RM ends
with error slightly over 1, DUCT (C = 2) with 1.50, and Exp3 with 1.88. This
confirms the findings of multi-armed bandit theory (see Section 2.2) and the previous
experiments that increasing branching factor slows down the convergence rate. A
surprising result is that even in a game with a pure strategy Nash equilibrium, DUCT
does not perform very well. This indicates that the ability to model the correct
mixed strategy is not the only advantage of OOS. We assume the main reason of
better performance is the separate treatment of different player’s contributions to
the outcome of the iteration.
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1s OOS DUCT EXP3 RM RAND
OOS 53.5(3.0) 52.0(2.1) 56.9(2.0) 31.4(1.9) 97.3(0.7)
DUCT 53.8(2.1) 50.5(3.0) 55.3(2.1) 32.3(1.9) 94.0(1.0)
EXP3 47.3(2.1) 45.1(2.1) 48.9(3.0) 26.0(1.8) 94.2(0.9)
RM 73.1(1.8) 67.8(1.9) 75.5(1.8) 48.1(3.0) 99.0(0.4)
RAND 3.4(0.7) 5.6(1.0) 5.3(0.9) 0.7(0.3) 48.5(2.9)
5s OOS DUCT EXP3 RM RAND
OOS 54.9(2.9) 51.3(3.0) 50.0(3.0) 34.9(2.8) 98.2(0.8)
DUCT 54.1(3.0) 51.2(3.0) 51.1(3.0) 35.0(2.8) 97.2(1.0)
EXP3 53.5(3.0) 46.9(3.0) 50.6(2.9) 31.6(2.8) 97.9(0.9)
RM 72.0(2.6) 64.5(2.9) 69.2(2.7) 51.5(2.9) 99.9(0.1)
RAND 3.2(1.1) 3.6(1.1) 1.6(0.8) 1.0(0.6) 49.6(2.9)
E 1s OOS DUCT EXP3 RM RAND
OOS 59.5(2.9) 30.9(2.8) 40.0(3.0) 29.4(2.7) 96.6(1.1)
DUCT 80.9(2.4) 46.5(3.0) 74.8(2.6) 62.0(3.0) 97.8(0.9)
EXP3 63.9(2.9) 25.2(2.6) 52.7(3.0) 43.7(3.0) 96.2(1.2)
RM 80.5(2.4) 43.2(3.0) 56.9(3.0) 48.7(3.0) 99.2(0.5)
RAND 3.0(1.0) 2.6(1.0) 4.6(1.2) 0.5(0.4) 49.0(2.9)
E 5s OOS DUCT EXP3 RM RAND
OOS 59.4(3.0) 28.2(2.7) 26.6(2.7) 32.8(2.8) 98.4(0.8)
DUCT 83.6(2.3) 48.5(3.0) 65.5(2.9) 65.8(2.9) 99.2(0.6)
EXP3 77.7(2.5) 32.5(2.8) 48.4(3.0) 64.8(2.9) 99.3(0.5)
RM 77.5(2.5) 32.1(2.8) 35.6(2.9) 44.5(3.0) 99.2(0.5)
RAND 1.6(0.8) 2.0(0.9) 1.8(0.8) 0.6(0.4) 50.5(2.9)
Table 4.2: Win-rate in head-to-head matches of Oshi-Zumo(50,3,1). From top down
first 1 and 5 seconds per move without evaluation function, then the same with
evaluation function used in sampling algorithms (denoted by “E”).
Game playing
The game playing performance with 0.5 seconds of computation time in the small
game is presented in Figure 4.7. The results are, to large extend, consistent with
the speed of convergence of the algorithms. OOS performs significantly the best,
followed closely by RM only based on the mutual matches. DUCT is slightly worse
and Exp3 is by far the worst.
In large scale Oshi-Zumo, we use the setting with 50 coins, K=3 fields on each
side of the board and minimal bet of 1. We chose this parameters to be consistent
with [TLW14] and to have a game with larger branching factor. The size of the game
is large with strictly more than 1015 leaves (number of choices of a single player in
the game; hence, square of this number is the upper bound on the number of leaves).
In the smaller version of the game, none of the algorithms was able to converge
anywhere close to the equilibrium in short time (Figure 4.7). In spite of the slow
convergence, Table 4.2 shows that all sampling algorithms are able to find reasonably
good strategy and strongly win over the random player. With one second per move,
RM is clearly the strongest sampling algorithm, having the strongest opponent in
DUCT (RM still wins 67.8% of games). OOS and DUCT tie for the second place
and Exp3 is the weakest algorithm in this game. With five seconds per move, the
differences among the algorithms are a little smaller but the same ranking of the
algorithms holds.
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0.5s OOS DUCT EXP3 RM
OOS 56.0 55.4 51.9 53.9
DUCT 54.9 56.7 55.0 55.2
EXP3 57.0 53.6 53.9 52.9
RM 57.3 55.6 53.9 52.5
Figure 4.8: Convergence and game playing comparison of different algorithms on
random game with branching factor 4 and depth 5. All results in the table are
within ±2.7 interval with 95% confidence.
Because there is a high quality evaluation function available in this game, we
performed experiments where the rollout simulation was replaced by the evaluation
function. The tables for this variant are labelled with “E” in the tables. The
results show that using an evaluation function creates larger differences among the
algorithms. DUCT is clearly the best followed by RM with the shorter computation
time. Superior performance of DUCT is also obvious in the results for 5 seconds per
move. Exp3 is better than RM in this case, even though it performs substantially
less iterations.
The main difference between RM, which was the best sampling algorithm without
evaluation functions, and the other MCTS algorithms is that RM tries to estimate
the quality of each joint action of the players, instead of using a fully decoupled
dynamics. These estimates may be misleading when using the evaluation function
in Oshi-Zumo, since the evaluation function is not very stable and can change dras-
tically after a single move.
4.2.5 Random Games
Convergence
Figure 4.8 depicts the results for convergence of the sampling algorithms for the
random game with correlated utility values, branching factor set to 4 and depth 5.
The number of iterations per second is similar to Goofspiel, with Exp3 being the
exception. It is able to achieve more than 6.5×104 iterations per second, which is still
significantly the lowest number of iterations. Interestingly, there is a rather small
difference between the performance of the algorithms in this game. Eventually, OOS
converges the closest to the equilibrium; however, the performance of RM is very
similar and even better during the first second. Again, since the game almost always
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1s OOS DUCT EXP3 RM RAND
OOS 51.1(2.9) 40.2(2.8) 37.1(2.7) 36.0(2.7) 82.8(2.2)
DUCT 57.1(2.9) 52.5(2.9) 46.9(2.8) 47.9(2.8) 85.7(2.1)
EXP3 65.3(2.7) 54.5(2.9) 49.2(2.9) 51.5(2.9) 91.5(1.6)
RM 64.8(2.7) 55.1(2.9) 54.0(2.9) 55.0(2.9) 87.1(1.9)
RAND 19.7(2.3) 17.4(2.2) 11.1(1.8) 12.4(1.9) 49.9(2.9)
5s OOS DUCT EXP3 RM RAND
OOS 50.9(2.9) 40.2(2.8) 35.8(2.8) 36.1(2.8) 83.1(2.2)
DUCT 55.3(2.9) 48.9(2.9) 47.8(2.9) 48.9(2.9) 86.9(2.0)
EXP3 61.6(2.8) 49.9(2.9) 47.4(2.8) 49.5(2.8) 91.0(1.6)
RM 59.9(2.8) 50.5(2.9) 50.9(2.8) 48.4(2.8) 91.2(1.6)
RAND 17.1(2.2) 12.2(1.9) 7.6(1.5) 10.1(1.7) 50.1(2.9)
Table 4.3: Win-rate (95% confidence interval) in head-to-head matches of Random
games (15,5) with one (top) and five (bottom) seconds per move.
requires mixed strategies, Exp3 outperforms DUCT in the longer run; however, it is
the worst sampling algorithm during the first iterations. Exploration constant for
DUCT was set to 12 due to larger utility values this setting.
Game playing
In order to compute the win-rates as in other games, we use signum of the utility
value defined in Section 4.1. In the small version of the games, the differences
between game playing performance of the algorithms are not significant; however,
mainly based on the performance in columns, RM performs slightly better than
OOS against all opponents besides DUCT, where the difference is very little in favor
of OOS. This is consistent with the convergence performance after 0.5 second of
computation.
The next set of matches was played on 10 different random games with each
player having 5 actions in each stage and depth 15. Hence, the game has more than
9.3 × 1020 leaf nodes. The results are presented in Table 4.3. The performance
of all MCTS algorithms is similar as in the small variant of the game. Overall,
OOS loses against all MCTS variants. RM and Exp3 are both slightly better than
DUCT, with RM performing a little better in the mutual match. The differences
between the performance of different algorithms are even smaller with 5 seconds of
computation per move. OOS is still the weakest, but the differences between the
other algorithms are apparent only against OOS.
We also performed an experiment with larger branching factor (15) and smaller
depth (5), but the results were very similar to this setting.
4.2.6 Pursuit-Evasion Games
Convergence
In terms of number of iterations per second, again RM was the fastest and OOS the
second fastest with similar performance as in Goofspiel. DUCT achieved slightly less
(1.7×105 iterations per second), and Exp3 only 2.6×104 iterations. The results are
depicted in Figure 4.9 for the 4×4 graph and 4 moves for each player (note again the
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0.5s OOS DUCT EXP3 RM
OOS 3.9 0.7 13.8 9.0
DUCT 6.9 0.6 16.2 9.6
EXP3 4.9 0.4 13.5 7.7
RM 5.1 0.8 11.9 7.8
0.5s OOS DUCT EXP3 RM
OOS 4.0 11.4 9.6 4.4
DUCT 6.0 17.9 12.5 4.6
EXP3 4.9 10.7 7.0 3.6
RM 4.0 13.2 9.1 3.3
Figure 4.9: Convergence and game playing comparison of different algorithms on
pursuit-evasion game on 4 × 4 graph, with depth set to 4. The match results are
presented for two different starting positions. All results in the tables are within
±2.4 interval with 95% confidence.
logarithmic horizontal scale). The starting positions were selected such that there
does not exist a pure NE strategy in the game. The results again show that OOS is
overall the fastest out of all sampling algorithms; however, during the first iterations
both DUCT and RM faster reach a smaller exploitability. On the other hand, while
OOS is able to keep the convergence rate and reach almost 0 exploitability, DUCT
again converges to an exploitable strategy with error 1.16 at best in the time limit
of 500 seconds (C = 2). The convergence of RM is much better; however, the best
final error is 0.14 in the given time. Exp3 converges slowly, but it still outperforms
DUCT after 50 seconds.
Game playing
The results on the small variant of the game presented in Figure 4.9 show that many
of the games of this size are strongly biased in favor of the second player (pursuer).
The two tables present results from two different initial positions of the game and
0.5 second of computation per move. In the first setting, DUCT pursuer was able to
capture its opponents in almost all cases. This seems to be a co-incidence, because in
the second setting, DUCT was the weakest algorithm on this position. OOS and RM
kept more stable performance, which is consistent with lower exploitability. From
the evader’s position, DUCT wins most often against all other algorithms. Exp3 is
consistently among the worst.
For the large version, we compared algorithms on a pursuit-evasion game on an
empty 10 × 10 grid with 15 moves time limit and 10 different randomly selected
initial positions of the units. The branching factor is up to 12, causing the number
of leaf nodes to be less than 1016. The results in Table 4.4 show that the game is
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1s OOS DUCT EXP3 RM RAND
OOS 76.6(3.7) 82.0(0.7) 67.6(0.9) 58.3(1.0) 98.1(0.3)
DUCT 93.1(0.5) 91.9(1.7) 86.5(0.7) 78.0(0.8) 98.8(0.2)
EXP3 94.2(0.5) 91.7(0.5) 86.6(2.1) 78.9(0.8) 99.3(0.2)
RM 94.9(0.4) 93.4(0.5) 90.2(0.6) 81.3(2.4) 99.2(0.2)
RAND 30.7(0.9) 38.1(0.9) 8.0(0.5) 3.9(0.4) 70.9(2.8)
5s OOS DUCT EXP3 RM RAND
OOS 84.1(2.3) 76.2(2.6) 57.3(3.1) 58.8(3.1) 98.5(0.8)
DUCT 93.2(1.6) 85.4(2.2) 79.9(2.5) 75.3(2.7) 99.0(0.6)
EXP3 95.0(1.4) 85.9(2.2) 78.8(2.5) 76.2(2.6) 99.7(0.3)
RM 94.9(1.4) 87.1(2.1) 78.5(2.5) 75.2(2.7) 99.2(0.6)
RAND 28.3(2.8) 30.8(2.9) 1.6(0.8) 1.5(0.8) 71.0(2.8)
Table 4.4: Win-rate in head-to-head matches of Pursuit evasion game with time
limit of 15 moves and 10× 10 grid board. One (top) and five (bottom) seconds per
move.
strongly biased towards the first player, which is the evader. The self-play results
on the diagonal with one second of computation per move show that RM won over
81% matches against itself as the evader. Adding more computation time typically
improved the play of the pursuer in self-play. This is caused by more complex
optimal strategy of the pursuer. This optimal strategy is more difficult to find due
to a larger branching factor (recall that pursuer controls two units) and a higher
cost of mistakes. A single move played incorrectly can cause an escape of the evader
and can result in losing the game due to the time limit. On both positions, OOS
is substantially weaker than the other algorithms, which perform very close to each
other when playing for the evader (rows), with RM performing slightly the best.
However, if we look at the pursuer’s performance in columns, RM is clearly able to
pursue the opponents the best. This difference is much more apparent in the shorter
time setting. These results are consistent with the convergence results in Figure 4.9,
in which in short time, RM converges significantly the fastest.
4.2.7 Tron
Convergence
The size of the game tree in Tron causes slow convergence for all algorithms. This is
apparent also in the number of iterations that is slightly lower than in other games.
OOS is the fastest performing 1.3×105 iterations per second, RM achieves 1.2×105
iterations, DUCT only 8×104, and Exp3 is again the slowest with 7.8×104 iterations
per second. Figure 4.10 depicts the results for the grid 5× 6. Consistently with the
previous results, OOS performs the best and it is able to converge to very close to
the exact solution in 300 seconds. Similarly, both RM and Exp3 are again eventually
able to converge to a very small error; however, it takes them more time and after
500 seconds, they achieve error 0.05, or 0.02 respectively. Finally, DUCT (C = 5)
performs reasonably well during the first 10 seconds, where the exploitability is
better than both RM and Exp3. This is most likely due to the existence of a pure
NE; however, the length of the game tree prohibits DUCT to converge and the best
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0.5s OOS DUCT EXP3 RM
OOS 51.2 48.7 53.6 50.2
DUCT 51.0 52.7 55.7 50.1
EXP3 47.5 47.0 49.1 47.8
RM 50.1 48.6 53.0 49.2
Figure 4.10: Convergence and game playing comparison of different algorithms on
Tron on grid 5 × 6. All results in the table are within ±1.8 interval with 95%
confidence.
error the algorithm was able to achieve in the time limit was equal to 0.68.
Game playing
Unlike in some of the other games, the matches on the small variant of Tron used
for convergence experiments show significant differences in performance of the al-
gorithms (see Figure 4.10). However, these are not consistent with the speed of
convergence. The OOS algorithm with the fastest convergence is outperformed by
DUCT, which did not manage to converge anywhere close the equilibrium even in
500 seconds. On the other hand, the weakest algorithm is clearly Exp3, which lost
significantly to all other algorithms.
The large variant of Tron in our evaluation was played on en empty 13 × 13
board. The branching factor of this game is up to 4 for each player and its depth is
up to 83 moves. Tron is the largest game in our comparison with much more than
1021 leaves in the game tree1. The results are shown in Table 4.5. RM is a clear
winner when the algorithms use the random simulation to evaluate game sates, and
this is consistent for both time settings. As before, OOS is the weakest algorithm in
a large version of the game. In the setting with 5 seconds, it won only 14.9% matches
against RM. Among MCTS algorithms, DUCT performs the worst and loses 60.9%
matches against RM.
As in the case of Oshi Zumo, we also run the matches with the evaluation function
instead of the random rollout simulation. The usage of the evaluation function
improves the performance of OOS, but the relative performance of MCTS algorithms
playing against each other does not change very much. Exp3 still outperforms DUCT
1The number only estimates the number of possible paths when both players stay on their half
of the board.
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1s OOS DUCT EXP3 RM RAND
OOS 50.6(2.8) 23.2(2.2) 18.7(2.1) 15.1(1.9) 96.0(1.0)
DUCT 78.1(2.2) 50.0(2.3) 42.0(2.3) 36.0(2.1) 97.8(0.7)
EXP3 80.9(2.2) 55.0(2.3) 49.6(2.3) 43.5(2.3) 97.8(0.7)
RM 84.9(2.0) 61.6(2.3) 54.6(2.3) 49.0(2.0) 97.7(0.7)
RAND 5.0(1.2) 3.5(0.8) 1.9(0.6) 2.4(0.7) 51.1(3.2)
5s OOS DUCT EXP3 RM RAND
OOS 50.3(2.6) 22.8(2.0) 18.3(1.9) 14.9(1.8) 95.8(0.9)
DUCT 77.6(2.1) 50.1(2.1) 42.0(2.1) 36.1(2.0) 97.9(0.6)
EXP3 80.8(2.0) 55.4(2.1) 49.5(2.2) 43.7(2.0) 97.8(0.7)
RM 85.9(1.6) 60.9(1.8) 55.6(1.9) 49.5(1.7) 97.6(0.7)
RAND 4.6(1.0) 3.5(0.8) 2.1(0.6) 2.4(0.7) 51.4(2.9)
E 1s OOS DUCT EXP3 RM RAND
OOS 49.8(1.9) 45.0(1.4) 44.2(1.6) 40.9(1.4) 96.1(0.9)
DUCT 56.0(1.8) 50.2(0.5) 44.6(1.1) 43.6(1.2) 97.6(0.7)
EXP3 58.2(1.8) 55.0(1.1) 50.9(0.8) 45.1(1.0) 98.2(0.6)
RM 62.2(1.7) 55.4(1.2) 54.4(1.0) 49.9(0.4) 97.9(0.6)
RAND 3.3(0.9) 2.2(0.7) 0.8(0.4) 1.7(0.6) 49.8(3.0)
E 5s OOS DUCT EXP3 RM RAND
OOS 49.8(1.9) 45.0(1.4) 44.2(1.6) 40.9(1.4) 96.1(0.9)
DUCT 56.0(1.8) 50.2(0.5) 44.6(1.1) 43.6(1.2) 97.6(0.7)
EXP3 58.2(1.8) 55.0(1.1) 50.9(0.8) 45.1(1.0) 98.2(0.6)
RM 62.5(1.6) 55.5(1.1) 54.6(0.9) 50.0(0.4) 97.9(0.6)
RAND 3.3(0.9) 2.2(0.7) 0.8(0.4) 1.7(0.6) 49.8(3.0)
Table 4.5: Win-rate in head-to-head matches of Tron 13. From top down first 1
and 5 seconds per move without evaluation function, then the same with evaluation
function used in sampling algorithms (denoted by “E”).
in the both time setting. Both Exp3 and DUCT are losing to RM in both time
settings regardless of the evaluation function. This makes RM the overall winner in
Tron. This is in contrast with the Oshi-Zumo results with the evaluation function,
where DUCT performed best. The difference in this case is that the evaluation
function provides more consistent game state quality estimates after performing a
single move.
4.2.8 Parameter Tuning
In the previous experiments, we kept the exploration parameters of the algorithms
fixed to meaningful values with reasonably good performance over all domains. How-
ever, the performance of the algorithms can be substantially influenced by setting
parameters suitable for a specific domain. In Table 4.6, we present the win-rate of the
algorithms with various parameters first against the same algorithm with the default
parameter setting and then against a very strong opponent built using the Double
Oracle Alpha Beta (DOαβ) algorithm we introduced in [BLL+14]. We chose the
Oshi-Zumo game, in which all the presented algorithms perform the worst against
DOαβ. Tuning parameters in self-play is the common practice is MCTS research
(e.g., [TLW14]). We evaluate also the worst case, because in zero-sum games, the
optimal player that approximates the Nash equilibrium in the game should maximize
its performance against its strongest opponent. The default exploration parameters
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Self-play
Time OOS
0.6 0.5 0.4 0.3 0.2 0.1
1s 53.5(3.0) 50.3(3.1) 54.1(3.1) 58.5(3.1) 55.2(3.1) 57.1(3.1)
5s 54.9(2.9) 53.8(3.0) 56.0(3.0) 59.1(2.9) 60.6(2.9) 59.6(2.9)
DUCT
4 2 1.5 1 0.8 0.6
1s 36.2(3.1) 50.5(3.0) 53.6(3.2) 57.8(3.1) 63.0(3.0) 64.7(3.0)
5s 42.2(3.0) 51.2(3.0) 53.4(3.0) 57.4(3.0) 61.0(2.9) 65.8(2.8)
EXP3
0.6 0.5 0.4 0.3 0.2 0.1
1s 65.2(2.9) 60.1(3.0) 62.2(3.0) 55.2(3.1) 48.9(3.0) 39.3(3.1)
5s 64.5(1.9) 61.8(2.0) 58.2(2.1) 55.3(2.1) 50.6(2.9) 42.7(2.1)
RM
0.75 0.5 0.3 0.2 0.1 0.05
1s 25.4(2.5) 36.7(2.9) 44.2(3.1) 46.8(3.1) 48.1(3.0) 52.8(3.1)
5s 18.1(2.4) 30.0(2.9) 37.6(3.2) 44.9(3.3) 51.5(2.9) 51.4(3.3)
Strongest opponent
Time OOS
0.6 0.5 0.4 0.3 0.2 0.1
1s 12.9(1.4) 15.2(2.2) 14.0(2.1) 15.6(2.2) 15.6(2.2) 16.9(2.3)
5s 10.9(1.4) 9.3(1.8) 11.4(2.0) 10.7(1.9) 14.1(2.1) 13.1(2.1)
UCT
4 2 1.5 1 0.8 0.6
1s 7.2(1.6) 11.3(2.0) 13.0(2.1) 13.7(2.1) 12.9(2.0) 11.9(2.0)
5s 8.3(1.7) 11.7(1.4) 7.5(1.6) 7.0(1.6) 7.5(1.6) 8.9(1.8)
EXP3
0.6 0.5 0.4 0.3 0.2 0.1
1s 26.1(2.7) 20.1(2.5) 17.9(2.4) 17.5(2.3) 11.8(2.0) 7.2(1.6)
5s 17.4(2.3) 14.2(2.1) 11.3(1.9) 11.7(2.0) 11.0(1.3) 8.1(1.7)
RM
0.75 0.5 0.3 0.2 0.1 0.05
1s 21.9(2.5) 25.8(2.7) 21.9(2.6) 17.9(2.4) 16.6(2.3) 18.1(2.4)
5s 15.1(2.5) 14.7(2.7) 10.5(2.2) 9.8(2.2) 14.4(1.5) 12.0(2.3)
Table 4.6: The win-rate of different parameter setting of the algorithms in Oshi-
Zumo(50,3,1). First, self-play against the default parameter setting from the head-
to-head matches denoted by the bold font. Second, against a strong non-MCTS
opponent.
for the algorithms in the complete head-to-head comparison above were hand-tuned
and fixed to 0.6 for OOS, 2 for DUCT, 0.2 for Exp3 and 0.1 for RM.
The results show that OOS is least sensitive to the setting of the exploration
parameter. Because the game is balanced, the statistically significant winning of
the OOS in self-play with the default parameter is just a coincidence. All results
corresponding to the default parameter in self-play should be 50%. The results in
self-play are consistent over the two time settings: they indicate that OOS could
have been better with smaller exploration parameter in this game. The performance
of DUCT and Exp3 are more sensitive to modification of the parameter in the
evaluated range than OOS. DUCT seems to perform better with smaller exploration
parameters and Exp3 with the higher once. RM seems to be very sensitive to the
parameter setting and the default parameter seems to be the best.
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Oshi OshiE GS Rand PE Tron TronE
d¯ Its. d¯ Its. d¯ Its. d¯ Its. d¯ Its. d¯ Its. d¯ Its.
OOS 5.5 187k 5.8 349k 11.2 73k 9.7 93k 8.1 28k 17.7 77k 17.4 265k
RM 7.1 186k 7.6 244k 17.8 92k 12.3 108k 11.0 34k 26.3 75k 25.1 251k
DUCT 4.0 134k 6.5 213k 9.6 74k 8.0 94k 7.0 30k 15.1 72k 16.7 279k
Exp3 3.3 14k 3.7 12k 12.0 50k 8.4 95k 7.6 32k 17.5 80k 18.3 275k
Table 4.7: The number of iterations (in thousands) and the mean depth(d¯) of the
tree constructed by the sampling algorithms in 5 seconds in the root node of the
large version of the games.
The situation is different in the tuning against the strong opponent. More time
makes the opponent even stronger and the difference between parameter settings
smaller. Different parameter settings often do not have statistically significant influ-
ence on the performance. The performance of DUCT can likely be slightly improved
by setting the parameter to 1.5 instead of 2 for the shorter time setting, but our
default value seems to be optimal for the longer time setting. Setting much higher
exploration for Exp3 can significantly improve the performance of the algorithm
against DOαβ with one second per move, but the influence of the parameter is
weaker with the longer time setting. Similar behavior is apparent also for RM. The
algorithm performs better against DOαβ with higher exploration factor; however,
with 1 second in a self-play, RM with exploration factor 0.5 significantly loses against
RM with exploration factor 0.1 (i.e., wins only 36.7(±2.9)% of matches).
The conclusion from this parameter tuning is that it can have a significant im-
pact, but it is hard to achieve consistent results among different time setting and
different opponents.
4.2.9 Discussion
Several conclusions can be made from the experiments presented above. First, OOS
converges significantly the fastest to the exact equilibrium of the game. This was
observed consistently in all games. This is most likely caused by the algorithm using
the extra information about the samples in the form of the reach probabilities. All
the other algorithms use only the value of the sampled terminal node. In the long
run, DUCT converges the slowest and it did not manage to converge close to an
equilibrium in a reasonable time in any of the other evaluated games.
Second, the fast convergence and low exploitability of OOS in the smaller variants
of the games is not a very good predictor of its performance in the online setting.
While the matches in the small games were not very conclusive, OOS was consistently
one of the worst performing algorithms in the large versions of the games. One
possible reason could be that with higher exploration parameter required for faster
convergence, the part of the game tree constructed by OOS is too wide and shallow,
and does not allow it to find important situations later in the game. However,
Table 4.7 shows that while OOS builds a substantially less deep tree than RM, it is
often deeper than for other MCTS algorithms, which outperformed OOS in matches.
If we set the exploration parameter to smaller numbers, and also deeper in the tree,
the importance sampling correction of regret updates causes very high variance of
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their values, which generally slows-down the convergence to good solutions [GLB+12]
and may result in building the tree in less useful directions.
Third, when the sampling algorithms are allowed to use the evaluation functions,
their relative performance can change substantially. All MCTS variants, and DUCT
in particular, benefit a lot form using evaluation function in Oshi-Zumo. With
evaluation function, all these algorithms win over OOS significantly. On the other
hand, the situation in Tron is the opposite and OOS seems to benefit from the
evaluation function much more than the MCTS algorithms.
Fourth, when the algorithms have more time for finding the move to play, the
differences between win-rates of the algorithms are getting smaller. Longer thinking
time has also the same effect on different parameters of the algorithms.
Fifth, Exp3 in the form we use is usable only in games with smaller branching
factors. The cost of computing the quadratic number of exponential functions in
each state causes an order of magnitude smaller number of iterations in Oshi-Zumo,
compared to all other sampling algorithms (see Table 4.7).
Finally, RM seems to be consistently the best performing algorithm in game
playing for this class of games. Even with similar number of iterations, it builds a
substantially deeper tree (see Table 4.7), which indicates the algorithm is able to
better target the search to important parts of the tree. Out of all the large games
and both time settings, it loses only in Oshi-Zumo with evaluation function, where
it is outperformed by DUCT. DUCT seems to be also good in matches in the small
games with very short time setting.
4.3 Evaluation on Imperfect-Information Games
In this section, we present similar experiments with the speed of convergence and
game playing quality in artificial games with the algorithms for fully imperfect-
information games. Here, we focus on the algorithms that work on full extensive-
form game representation, because they do not require a domain-specific evaluation
function. We evaluate the remaining algorithms in the domain-specific case study
in Chapter 5. The default exploration constants for this section were selected based
on initial hand-tuning for UCT as C = 2 ∗ vmax, Exp3 as γ = 0.1, RM as γ = 0.1,
for OOS exploration constant we use γ = 0.4 and for -regret matching in OOS we
use  = 0.01.
In the following we first discuss the methodology we use during the experiments,
then we present the results on each game separately. In the last section, we summa-
rize the results through all games and draw conclusions.
4.3.1 Evaluating Online Game-Playing Algorithms
First we discuss methodology of evaluating the quality of online game playing algo-
rithms. In generic imperfect-information games, it is a substantially more difficult
problem than in simultaneous-move games evaluated in Section 4.2. The main dif-
ference is that the situation in the root of the game is completely different from
the situations later during the match. During the match, the player knows a set of
possible game states the game may be in and he might have some belief distribution
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estimating the probability that each of the states is the real state of the game. In
the root, both players know that the game is in the unique initial state and they do
not have to estimate any probabilities. It is possible that strategy quality measures
of the algorithm started from the root do not correspond to the same measures when
the algorithm is run in an inner information set of the game.
For these reasons, besides the exploitability in the root and the game playing
performance in tournaments, we propose additional evaluation methods. They are
not dependent on a specific set of opponents as the tournaments and they are more
representative of the actual game playing quality than the root exploitability. If we
have unlimited computational resources or a very small game, the problem is not
difficult. The method we termed full stitching runs the search from the root of the
game to each information set of a player and stores the strategy computed in the
information set to an external “stitched” strategy. After visiting each information
set sufficient number of times, the value of the best response to the stitched strategy
is exactly the expected value of the online game playing algorithm facing its worst
possible opponent.
With larger games and limited computation resources, we propose the multi-
match aggregate method for creating an approximation of the full stitched strategy.
We run a larger number of matches of the evaluated algorithm against a random
opponent. After each computation of the algorithm, we collect the current strategy
in all information sets that can still be reached in the game and add it to the stitched
strategy. In order to give more weight to the strategies in the information sets that
are evaluated by the algorithm more precisely, we weight the current strategies in
the information sets by the number of MCTS samples that visited the information
set. After all the matches are played, we normalize the strategy in each information
set of the stitched strategy and compute its exploitability.
With really large games, even computing exploitability or explicitly constructing
the stitched strategy is not possible. In these cases, we do not know of any better
measure of strategy quality than the performance in a tournament.
4.3.2 Imperfect-Information Goofspiel
Convergence
First, we focus on the speed of convergence in a small variant of Imperfect-Information
Goofspiel with 6 cards (0, 1, . . . , 5). We measure the ability of the algorithms to ap-
proximate Nash equilibrium strategies of the complete game, as before, by the sum
of exploitabilities of both players’ strategies. Figure 4.11 depicts the results (note
the logarithmic horizontal scale). We compare the IS-MCTS algorithm with four
different selection functions (UCT, Randomized UCT, Exp3, and RM), and OOS.
UCT denotes the basic variant of UCT always selecting the first action with identi-
cal value, Randomized UCT (RUCT) is the same algorithm that breaks ties among
the identically-valued actions randomly. The top figure presents the exploitability of
the algorithms run from the root state for 30 minutes. The results are means of 20
runs of each algorithm. Due to the different selection and update functions, the al-
gorithms differ in the number of iterations per second. UCT and RM are the fastest
with more than 6.4 × 104 and 5.9 × 104 iterations per second, RUCT has around
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Figure 4.11: Convergence in the game root (top) and overall during the game com-
puted by the aggregate method (bottom) on Imperfect Information version of Goof-
spiel with 6 cards.
3.9×104, EXP3 has around 3.4×104 iterations, and OOS 3.3×104 iterations per sec-
ond. The results show that OOS converges the fastest from all sampling algorithms
during the whole time. The exploitability of RUCT starts decreasing fairly quickly,
but after approximately 20 seconds of computation, it starts increasing again. A
similar behavior can be seen also in the convergence of UCT, but it starts diverging
sooner and does not reach as good values as RUCT. The lowest error of UCT is
0.84. The variants of the IS-MCTS algorithm with Exp3 and RM converge slowly
at the beginning, but eventually achieve smaller error than the UCT variants. After
500 seconds of computation, the error of Exp3 is 0.41 and the error of RM is 0.27.
These results confirm that even in the fully imperfect-information games, using ran-
domization in UCT has large positive effect and that OOS is the only one from the
algorithms that converges to near exact equilibrium in a reasonable time.
The lower graph in Figure 4.11 presents the overall exploitability of the algo-
rithms in the whole match computed by the aggregate method introduced in Sec-
tion 4.3.1. Each data point is computed after aggregating the strategy from 500
matches. Note that the horizontal scale is linear in this case and shows substantially
shorter times. The trends are consistent with the exploitability in the root. The only
algorithm that consistently converges to the equilibrium is OOS, with exploitabil-
80














































Figure 4.12: Influence of OOS parameters to convergence of aggregated exploitability
in Imperfect-Information Goofspiel with 6 cards.
ity below 0.1 with 1.6 second of computation per move. Even with 0.1 second of
computation, OOS is still the closest to the equilibrium. The variants of IS-MCTS
are depicted both with and without approximating the belief distribution in the
current information set during a match. The exploitability of all variants behaves
the same way. Without approximating the belief (circles), the exploitability with
short computation times is generally lower than with estimating the beliefs (trian-
gles). Imprecise belief estimations are worse than uniform random. With increasing
computation time per move, all variants without belief approximation first converge
closer to NE, but at some point start to drift further from the equilibrium, eventually
reaching highly exploitable strategies. The IS-MCTS variants approximating beliefs
generally start with more exploitable strategies in the short times, but then con-
verge to the equilibrium more consistently for a longer time. For UCT and RUCT,
which do not converge to the right solution even in matrix games [SSS09, BLL+14],
the exploitability eventually starts growing again even when modelling beliefs. How-
ever, with larger computation times, the variants modelling beliefs are clearly all less
exploitable. The lowest exploitability achieved by IS-MCTS (0.23) is with RUCT
selection and modelling belief with 0.8 second of computation per move.
In Figure 4.12, we investigate the influence of the parameters of OOS to its con-
vergence. The amount of exploration has a stronger effect to speed of convergence
than the amount of targeting, which indicates that the game is not very misleading
in the estimates of the quality of the moves. Additional exploration slows down the
convergence mainly with very short computation times. In the longer run, explo-
ration set to 0.4 seems to perform the best in this game. With short computation
times, OOS consistently finds better strategies using stronger targeting. However,
in the longer time the order of the lines switches and at 1.6 second per move, the
strongest targeting is already slightly the worst and the best performance is reached
by targeting with probability 0.5. This result was expected, because with very short
computation times, it is important to ensure sufficient number of samples in the cur-
rent information set of the game and the additional time can be useful to converge
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Without modelling belief
0.1s OOS RUCT UCT EXP3 RM RAND
OOS 51.4(2.3) 57.7(2.8) 60.8(2.7) 54.0(2.3) 61.0(2.6) 81.5(2.3)
RUCT 51.2(2.2) 62.9(2.6) 65.4(2.5) 55.6(2.1) 62.7(2.5) 84.0(2.1)
UCT 50.6(1.9) 64.8(2.7) 67.5(2.4) 60.2(1.8) 67.2(2.3) 85.8(2.0)
EXP3 52.9(1.8) 74.5(2.2) 71.2(2.3) 62.8(1.6) 74.8(2.0) 88.0(1.9)
RM 52.3(1.4) 70.6(1.7) 71.0(2.3) 60.0(1.6) 73.1(2.1) 87.8(1.4)
RAND 17.1(2.2) 15.7(2.2) 15.0(2.1) 8.2(1.6) 10.3(1.8) 49.7(3.0)
Without modelling belief
1s OOS RUCT UCT EXP3 RM RAND
OOS 52.1(2.3) 59.6(2.7) 58.9(2.8) 54.0(2.3) 59.0(2.6) 82.8(2.2)
RUCT 52.0(2.2) 61.5(2.7) 68.8(2.4) 54.0(2.1) 64.5(2.5) 84.2(2.1)
UCT 51.6(2.0) 64.2(2.6) 67.0(2.5) 59.0(1.9) 67.7(2.3) 84.0(2.2)
EXP3 53.0(1.8) 74.5(2.2) 74.7(2.1) 61.8(1.5) 75.7(2.0) 87.8(1.9)
RM 52.1(1.9) 72.8(2.3) 70.5(2.4) 59.2(1.7) 75.2(2.1) 88.8(1.9)
RAND 19.1(2.3) 14.9(2.1) 14.5(2.1) 8.7(1.7) 10.6(1.8) 48.7(3.0)
With modelling belief
1s OOS RUCT UCT EXP3 RM RAND
OOS 51.6(2.3) 50.9(2.2) 48.6(1.9) 47.9(1.9) 49.0(2.0) 83.0(2.2)
RUCT 49.0(2.2) 47.9(2.1) 49.0(1.5) 49.3(1.7) 50.1(1.7) 82.9(2.2)
UCT 50.5(2.0) 47.7(2.1) 48.2(1.4) 50.3(1.2) 51.5(1.5) 85.8(2.0)
EXP3 53.7(1.8) 51.0(1.7) 50.6(0.8) 49.9(0.3) 50.4(1.0) 89.8(1.8)
RM 52.0(1.9) 49.6(1.8) 49.5(1.1) 50.7(0.9) 50.5(1.3) 89.2(1.8)
RAND 20.1(2.4) 14.1(2.0) 9.3(1.7) 7.2(1.5) 10.4(1.8) 49.4(3.0)
Table 4.8: Win-rates of the row player against different algorithms on Imperfect
Information version of Goofspiel with 6 cards. First without modelling beliefs with
0.1 (top) and 1 (middle) second of computation per move. The last table is with
modelling beliefs and 1 second per move. The number in brackets indicates 95%
confidence interval.
more precisely to the equilibrium, which is ensured only with weaker targeting.
Game playing
After analyzing convergence of the strategies computed by the sampling algorithms,
we evaluate how this property translates to actual performance of the algorithms in
head to head matches. We first evaluate the small game used for computation of
exploitability from the previous section to see the connection to the exploitabilities
and then we focus on a substantially larger game to evaluate practical applicability.
Table 4.8 presents the win-rates of the algorithms in mutual matches in Imperfect-
Information Goofspiel with 6 cards. The first two tables evaluate the algorithms
without modelling beliefs. The table on the top presents the results with 0.1 second
per move and the table in the middle with 1 second per move, but they are very sim-
ilar. The first important observation is that even though the game is symmetric and
the first player does not have any advantage, all IS-MCTS variants perform much
better as the first player (rows). The reason is the asymmetry of the game model
in the form of EFG. Even though in reality the players choose an action simultane-
ously, the game models this fact as a sequential decision with hidden information.
As a result, the second player has substantially larger information sets than the first
player (see Figure 4.1). If the search is run from a larger information set, it is more
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Without modelling belief
1s OOS RUCT UCT EXP3 RM RAND
OOS 49.5(3.1) 25.4(2.7) 23.8(2.6) 20.0(2.4) 21.2(2.5) 72.8(2.7)
RUCT 77.2(2.5) 70.0(2.8) 69.7(2.8) 67.7(2.9) 61.0(3.0) 90.6(1.8)
UCT 75.8(2.6) 67.4(2.9) 71.2(2.8) 66.3(2.9) 63.9(3.0) 92.2(1.6)
EXP3 83.3(2.3) 79.5(2.5) 78.2(2.5) 63.2(2.8) 66.4(2.9) 95.6(1.2)
RM 79.8(2.4) 73.8(2.7) 71.2(2.8) 68.2(2.8) 67.5(2.9) 92.8(1.5)
RAND 24.4(2.6) 6.2(1.5) 5.1(1.3) 4.0(1.2) 4.9(1.3) 49.0(3.0)
With modelling belief
1s OOS RUCT UCT EXP3 RM RAND
OOS 49.0(3.0) 20.1(2.5) 19.4(2.4) 16.0(2.3) 20.1(2.5) 71.5(2.7)
RUCT 76.8(2.6) 62.9(3.0) 65.9(2.9) 68.0(2.8) 64.9(2.9) 89.9(1.8)
UCT 78.9(2.5) 63.2(3.0) 65.5(2.9) 69.3(2.8) 68.3(2.9) 90.2(1.8)
EXP3 84.5(2.2) 52.6(3.0) 51.5(3.0) 61.0(2.5) 59.1(2.8) 94.7(1.3)
RM 80.8(2.4) 59.9(3.0) 59.1(3.0) 63.5(2.7) 66.2(2.8) 94.2(1.4)
RAND 23.2(2.6) 5.5(1.4) 6.0(1.4) 3.5(1.1) 5.4(1.4) 50.7(3.1)
Table 4.9: Win-rate of different algorithms on Imperfect Information version of
Goofspiel with 13 cards. The number in brackets indicates 95% confidence interval.
important to have a good approximation of the current belief. The second player is
at a large disadvantage here. Recall that IS-MCTS without modelling belief just as-
sumes uniform belief here. This is not a problem in the purely simultaneous moves,
as the search is always started from a singleton information set there.
OOS has a much more stable performance. In the first position (row), it is able
to win against the weaker opponents playing from the second position. For example,
it wins 61% of matches against RM with 0.1 second per move. When OOS is playing
on the second position, it is clearly the best algorithm. Only Exp3 and RM are able
to win significantly from the first position, but it is only in 53% and 52% matches.
Among the IS-MCTS variants, Exp3 wins the most from the first position and loses
the least from the second position. This is a surprising result, as Exp3 has the
slowest convergence in the root as well as with the aggregated method. Apparently,
it quickly reaches a strategy that is exploitable, but performs well against the other
opponents in the tournament.
While the added time does not change the table significantly, adding modelling
of beliefs to the IS-MCTS algorithm does. The last part of Table 4.8 presents these
results. None of the algorithms can exploit any other algorithm and besides the
matches with the random player, no result is significantly different from a draw
after 1000 matches.
The game playing performance of the algorithms in the large game of Imperfect-
Information Goofspiel with 13 cards and one second of computation per move is
presented in Table 4.9. In the large game, the performance of IS-MCTS variants
is similar to the performance on the smaller version. Exp3 is winning significantly
the most against UCR and RUCT, but RM loses the least from the second position.
OOS, however, performs poorly on the large game. It wins around 20% to 25%
matches against IS-MCTS with various selection functions and loses the most from
the second position. Modelling beliefs in the large game helps RUCT, UCT and
Exp3 playing for the second player against OOS and does not change the results
against the random player significantly. The mutual win-rate are generally closed to
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Figure 4.13: Convergence in the game root (top) and overall during the game com-
puted by the aggregate method (bottom) on Generic Poker with 2 bet sizes, at most
2 rounds of rising and 3 cards of each of 3 types.
50%, which indicates that the players play closer to the equilibrium. Exp3 performs
the best against OOS, but does not win against UCT and RUCT from the first
position. It significantly loses against these opponents from the second position.
Among the IS-MCTS variants, UCT and RUCT are winning the most from the first
position and losing the least from the second position with the beliefs.
4.3.3 Generic Poker Games
Convergence
Next we analyze the performance of the algorithms in a small Poker game with 2
bet sizes, at most 2 rounds of rising, and 3 cards of each of 3 types. The differences
in the number of iterations per second of the algorithms run from the root of the
game are similar to Goofspiel. UCT and RM are the fastest with 1.2×105 iterations
per second, followed by RUCT with 8.2 × 104, OOS with 7.7 × 104 and Exp3 with
6.8× 104 iterations per second.
The graph on the top of Figure 4.13 presents the exploitability of the algorithms
run from the root state for 30 minutes. All of the algorithms have a similar conver-
gence trend in this game. At first, the exploitability of the strategies increases and
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Figure 4.14: Influence of OOS parameters to convergence of aggregated exploitability
in Generic Poker with 2 bet sizes, at most 2 rounds of rising and 3 cards of each of
3 types.
it mostly decreases after more than 1 second of computation. With more than 0.5
second of computation, OOS already produces clearly the least exploitable strate-
gies, eventually converging close to the optimum. UCT and RUCT perform almost
the same, indicating that the randomization is not helpful in this game. Both these
algorithm converge quickly to a reasonably good strategy, but are unable to further
improve and slowly make the strategies worse. RM and Exp3 converge slower, but
as before, they eventually converge to better strategies.
The results are substantially different for overall in-game exploitability estimated
by the aggregated method presented in the bottom of Figure 4.13. The only substan-
tially worse algorithm is Exp3 and RM with estimation of believes. All remaining
variants have similar exploitability, indicating that in games with special structure,
even UCT and RUCT can converge very close to NE. Even though the algorithms
do not converge well deeper in the tree when run from the root, once the relevant
information set is reached, the computed strategy is not very exploitable. Further-
more, uniform belief effectively used when the algorithm is not modelling beliefs is
a useful approximation of the actual beliefs in this game. The results also show
that estimating beliefs generally reduces performance of IS-MCTS with RM and
Exp3 evaluation functions in this game. The explanation of this phenomenon can
be based on the convergence in the root. The convergence starts from a uniform ran-
dom strategy. In the first second, the computed strategy for these selection functions
gets substantially worse. This means that the uniform belief estimation resulting
from the uniform strategy is actually more exact than using the strategy after short
computation time.
Figure 4.14 presents the influence of the parameters of OOS to its convergence.
In this game, targeting has slightly larger influence on the convergence than ex-
ploration, which the opposite of what happens in Goofspiel. The main reason is
probably that the important decisions in Goofspiel are made mainly in the begin-
ning of the game. The default ordering of the nature cards in the game are from
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the highest to the lowest card. On poker, the most important decisions are likely
As in the case of Imperfect-Information Goofspiel, more targeting is clearly helpful
with short computation times. However, even with large computation times, tar-
geting with probability 1 and 0.9 performs the best. This is likely caused by the
special structure of the game that does not include the pathologies that might cause
stronger targeting to converge to an incorrect strategy. All actions are public and
once they are performed, both players have common knowledge of this fact. This
may reduce the negative effects of too strong targeting.
Game playing
The head to head performance results are much harder to interpret, because of
much higher variance and the resulting larger confidence intervals. The result of this
game is not only win or loss, but a utility value from 〈−37,+37〉 in the small and
〈−121,+121〉 in the large variant. Even after 1000 matches played for each presented
value, the 95% confidence interval is often larger than the actual result. Moreover,
the game is not balanced and the first player has a disadvantage of approximately
−0.11 in both game size we use in this section. We computed these game values by
our exact Double-Oracle Sequence-Form algorithm [BKL+13, BKLP14]. In order to
make the results in this section easier to interpret, we subtract the game value form
the results. Hence, the numbers represent how much more or less utility the players
gain by the quality of their play, as if the game was balanced.
Table 4.10 presents the results from the smaller Generic Poker game with 2 bet
sizes, at most 2 rounds of rising and 3 cards of each of 3 types. All the proposed
algorithms are able to significantly win over the random player. Most of the results
are not statistically significant with 95% confidence, so we highlight those that are
significant. With 0.1 second per move, the algorithm that is significantly winning is
RM. It was able to significantly win over RUCT and Exp3 in at least one position.
RUCT won over UCT at the edge of the confidence interval, but also lost against
Exp3 with the same confidence. With one second per move, the results are similar.
The only statistically significant results with non-random players are UCT winning
over Exp3, Exp3 losing to RM and RM winning over RUCT and UCT. The last
table shows the influence of modelling beliefs by the players on the second position.
Positions are balanced with respect to the sizes of information sets in this game
(see Figure 4.3). The results are again very similar, with little significant results.
Adding modeling of beliefs slightly increased variance in the game, which made the
only significant result to be the loss of Exp3 against itself form the second position.
This is consistent with the aggregate exploitability results in Figure 4.13 showing
that modelling beliefs reduces performance of this algorithm.
For the experiment with a larger poker game presented in Table 4.11, we used
Generic Poker with 4 bet sizes, at most 4 rounds of rising and 4 cards of each of 6
types. Even though we have removed the natural bias of the game, all algorithms
perform consistently better as the second player. A possible explanation of this
phenomenon is that the real advantage of the second player is rather small if both
players play optimally, but it is much more difficult to come-up with a good strategy
for the first player. In the large game, OOS performs the worst. It loses more than
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Without beliefs
0.1s OOS RUCT UCT EXP3 RM RAND
OOS 0.10(0.23) -0.07(0.21) 0.13(0.18) -0.00(0.19) 0.04(0.16) 2.13(0.51)
RUCT 0.19(0.20) -0.01(0.16) 0.15(0.15) -0.18(0.18) -0.14(0.15) 1.98(0.42)
UCT 0.16(0.18) 0.02(0.18) 0.01(0.23) 0.16(0.23) -0.19(0.21) 1.66(0.41)
EXP3 0.01(0.37) 0.10(0.34) 0.15(0.32) 0.03(0.30) -0.36(0.31) 2.37(0.48)
RM 0.25(0.26) 0.38(0.25) 0.14(0.22) 0.49(0.25) -0.08(0.24) 1.55(0.42)
RAND -2.13(0.57) -1.60(0.48) -1.69(0.45) -2.23(0.50) -2.37(0.52) 0.92(0.63)
Without beliefs
1s OOS RUCT UCT EXP3 RM RAND
OOS 0.19(0.32) 0.20(0.26) 0.03(0.24) 0.10(0.26) 0.04(0.23) 2.15(0.48)
RUCT -0.02(0.31) -0.12(0.23) 0.10(0.22) 0.03(0.24) -0.20(0.25) 1.37(0.42)
UCT 0.08(0.22) 0.08(0.23) 0.10(0.21) 0.27(0.22) 0.04(0.21) 1.85(0.41)
EXP3 -0.09(0.33) -0.10(0.28) -0.05(0.29) 0.32(0.33) -0.39(0.31) 2.62(0.47)
RM 0.21(0.24) 0.37(0.25) 0.22(0.22) 0.13(0.28) -0.04(0.21) 1.82(0.44)
RAND -2.34(0.56) -2.37(0.51) -1.54(0.46) -1.80(0.50) -1.99(0.48) 0.95(0.63)
With beliefs for column players only
1s RUCT UCT EXP3 RM
OOS 0.02(0.27) -0.05(0.32) 0.06(0.28) 0.13(0.29)
RUCT -0.03(0.24) -0.01(0.24) 0.02(0.27) 0.00(0.31)
UCT 0.10(0.23) 0.11(0.26) 0.14(0.25) 0.22(0.24)
EXP3 -0.23(0.33) 0.17(0.36) -0.36(0.32) 0.16(0.33)
RM 0.27(0.29) 0.28(0.29) 0.07(0.27) -0.07(0.27)
RAND -2.19(0.48) -1.81(0.52) -1.76(0.51) -1.78(0.53)
Table 4.10: The difference of the average reward of different algorithms and the
game value in head to head matches in Generic Poker with 2 bet sizes, at most 2
rounds of rising and 3 cards of each of 3 types. Players have 0.1 (top) and 1 second
per move. The number in brackets indicates 95% confidence interval.
the other algorithms as the first player and it is the only algorithm that manages
to lose also as the second player. Otherwise, the results without using beliefs are
not very consistent. RM as the first player significantly wins over OOS, but loses
to RUCT and UCT. RUCT and UCT non-significantly win against OOS, RUCT
loses to itself and UCT even more than RM. UCT performs best against itself and
RUCT, but seems to lose more than RM and RUCT to Exp3 and RM.
Modeling beliefs does not make the results much more clear. OOS is still the
worst and seems to perform slightly better than before. The reason might be that
the MCTS algorithms with modeling beliefs play less exploitative strategies. Exp3
also still performs badly, with overall a little less extreme values. The matches
among the remaining three algorithms are inconclusive, even with modeling beliefs.
4.3.4 Phantom Tic-Tac-Toe
Convergence
The game of Phantom Tic-Tac-Toe has approximately 1010 terminal states, which
makes it difficult to compute exploitability of strategies in this game. Therefore, we
initially focus on a simpler version of the game with first move enforced to be to
the field in the center of the board. The first player has only this action available,
the second player can also first play only this action, which reveals the position of
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Without beliefs
1s OOS RUCT UCT EXP3 RM RAND
OOS -2.56(1.47) -3.64(1.33) -3.79(1.27) -2.19(1.24) -2.24(1.13) 10.21(1.72)
RUCT 0.76(1.14) -1.64(0.98) -1.36(0.84) -1.02(0.95) -0.44(0.80) 8.77(1.48)
UCT 0.74(1.03) -0.60(0.95) -0.83(0.92) -1.38(0.88) -0.77(0.70) 8.63(1.46)
EXP3 -1.21(1.32) -2.96(1.10) -3.54(1.08) -2.59(0.94) -3.34(0.94) 11.26(1.55)
RM 1.26(1.19) -1.23(0.88) -1.02(0.95) -0.66(0.83) -0.25(0.75) 8.35(1.39)
RAND -4.30(1.27) -4.03(1.14) -5.61(1.17) -4.75(1.19) -5.56(1.07) 3.77(1.68)
With beliefs
1s OOS RUCT UCT EXP3 RM RAND
OOS -0.98(1.45) -3.44(1.27) -3.05(1.23) -3.90(1.28) -1.86(1.15) 10.08(1.83)
RUCT -0.38(1.08) -0.44(0.93) -1.54(0.89) -0.17(0.88) -1.28(0.79) 8.64(1.40)
UCT 0.17(1.02) -1.35(0.94) -1.06(0.86) -0.41(0.79) -0.60(0.69) 7.00(1.37)
EXP3 -0.46(1.30) -3.31(1.11) -2.29(1.09) -1.56(0.90) -1.83(0.86) 11.12(1.62)
RM 1.07(1.10) -0.72(0.91) -1.17(0.89) -0.74(0.81) -1.41(0.70) 7.83(1.43)
RAND -4.34(1.23) -4.23(1.05) -5.00(1.09) -4.38(1.10) -3.48(0.99) 1.30(1.66)
Table 4.11: The difference of the average reward of different algorithms and the
game value in head to head matches in Generic Poker with 4 bet sizes, at most 4
rounds of rising and 4 cards of each of 6 types. The number in brackets indicates
95% confidence interval.
the first player’s mark and allow to second player to move again. The second move
of the second player and all the following moves can then be any legal moves in
Phantom Tic-Tac-Toe.
The number of iterations per second in this restricted game is similar to the
previous two games. This time, RM makes the most iteration (9.5 × 104), likely
because the game has a higher number of applicable actions in many states and RM
uses simplest functions to compute the probability of selecting each action. Little
less iterations is performed by UCT (8.7×104) and OOS (7.6×104). RUCT performs
significantly less iterations than UCT (5.1×104), which is probably caused by actions
often having very similar values. RUCT needs to iterate through the actions multiple
times to select an action. Exp3 is again the slowest with 3.4 × 104 iterations per
second.
The convergence of the algorithms in the root of the game presented in Fig-
ure 4.15 shows trends similar to the case of Generic poker. OOS quickly and consis-
tently converges to the Nash equilibrium of the game. UCT and RUCT both first
quickly reduce the exploitability of the strategy and then gradually make the strat-
egy more exploitable after more than 100 seconds of computation. Approximately
at this point, initially the worst RM becomes the second best algorithm and after
the full 30 minutes, it converges to the exploitability of 0.13. Exp3 is clearly the
worst algorithm between the first and the hundredth second, possibly because of the
slower convergence.
We do not present the results for the aggregate exploitability on Phantom Tic-
Tac-Toe, because creating the stitched strategy and computing the exploitability of
this strategy is extremely slow even for the game with the enforced first move.
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Figure 4.15: Convergence and game playing comparison of different algorithms on
Phantom Tic-Tac-Toe, in which the first move of each player is forced to be to the
middle field.
With beliefs
0.1s OOS RUCT UCT EXP3 RM RAND
OOS 85.3(1.8) 84.5(1.8) 84.3(1.9) 85.2(1.8) 84.2(1.9) 93.9(1.3)
RUCT 86.8(1.6) 85.9(1.7) 84.5(1.7) 84.8(1.7) 82.3(1.8) 95.6(1.1)
UCT 85.0(1.7) 84.5(1.8) 82.9(1.9) 82.8(1.8) 80.0(1.9) 94.0(1.4)
EXP3 86.7(1.6) 87.2(1.6) 85.8(1.7) 88.1(1.5) 85.3(1.6) 96.6(1.0)
RM 87.8(1.5) 87.7(1.6) 88.0(1.4) 88.1(1.4) 85.2(1.5) 96.0(1.0)
RAND 62.4(2.9) 50.5(3.0) 49.3(3.0) 46.1(3.0) 48.0(3.0) 71.4(2.7)
With beliefs
1s OOS RUCT UCT EXP3 RM RAND
OOS 86.0(1.7) 85.8(1.8) 85.2(1.9) 85.5(1.8) 84.0(1.9) 92.9(1.4)
RUCT 86.8(1.5) 86.5(1.8) 86.8(1.7) 86.3(1.7) 84.0(1.8) 95.2(1.1)
UCT 86.2(1.6) 88.5(1.6) 87.5(1.7) 86.7(1.7) 84.2(1.8) 94.4(1.3)
EXP3 87.9(1.6) 88.5(1.6) 88.0(1.6) 88.5(1.5) 87.0(1.6) 96.2(1.0)
RM 88.1(1.4) 90.0(1.4) 89.0(1.4) 87.4(1.5) 85.2(1.5) 96.3(1.0)
RAND 63.4(2.8) 52.0(3.0) 52.5(3.0) 48.9(3.0) 46.2(2.9) 70.9(2.7)
Table 4.12: Win-rate of different algorithms on full Phantom Tic-Tac-Toe. The
number in brackets indicates 95% confidence interval.
Game playing
Since all the algorithms seems to be performing very well even in the complete game
of Phantom Tic-Tac-Toe, we do not present the evaluation on the smaller game with
enforced first move here. We assume the differences between the algorithms would
be even smaller there.
The results in Table 4.12 show even larger imbalance between the results achieved
from the first and the second position in the game. This time, it is not caused only
by the disadvantage of larger information sets (see Figure 4.2, but also the fact that
the game is not balanced on its own. When both players play an optimal strategy,
the player who moves first wins 83% of games. With 0.1 second per move (top),
the performance of RM and Exp3 is practically identical from the first position, but
RM loses less on the second position, which is consistent with its generally lower
exploitability over the experiments. UCT generally performs the worst. With 1
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second per move, the performance of all algorithms is more similar to each other.
RM still wins most often and loses least often against UCT, but the mutual matches
with Exp3 are more balanced. Either of the algorithms wins 87% of matches from
the first position against each other. However, when the algorithms play against
themselves, RM loses less from the second position, which makes it the more suitable
algorithm for this setting. We observed no significant influence of using beliefs in
this game.
4.3.5 Discussion
This section summarizes the results over all evaluated games. The novel OOS algo-
rithm was always the algorithm that converged the fastest very close to the actual
equilibrium in the game. IS-MCTS algorithm variants, regardless of the selection
function, converge slower and do not come close to the equilibrium even with huge
computation times. Moreover, the convergence of the most common (R)UCT selec-
tion method is in all games non-monotonic and after some point, more computation
time makes the computed strategy worse.
We propose the aggregated method for measuring the quality of the convergence
to a Nash equilibrium, suitable for online game playing algorithms. These measures
allow us to rigorously study the influence of the parameters to the performance of
the algorithms without the bias of facing specific set of opponents in a tournament.
Thanks to this measure, we show that the quality of convergence of OOS depends
more on changes in the exploration parameter than the changes in targeting and we
confirm the natural assumption that weaker targeting is beneficial only with longer
computation times. Furthermore, we show that this measure is, to certain extent,
useful for predicting performance in tournaments. While the order of different algo-
rithms in the tournament did not match the results very well, the less exploitable
parameter settings generally perform better. Overall, the results based on measur-
ing exploitability are clearer and easier to interpret than the results obtained from
the tournaments.
One of the novel contributions of this thesis is introducing modelling of beliefs to
IS-MCTS algorithm. Our experiments clearly show that in the domains where the
correct belief is far from uniform, explicitly modelling beliefs produces substantially
less exploitable strategies. We show this both in the aggregate exploitability measure
as well as in the tournaments, where IS-MCTS with modelling believes loses less
often.
Another novel contribution is the use of Regret Matching as a selection function
for IS-MCTS. We show that this selection function has several advantages. Unlike
with UCT and RUCT, an additional computation time never causes drifting further
from an optimal solution. Furthermore, it converges to an equilibrium substantially
faster than Exp3 in all experiments. Finally, it often performs the best in the actual
head-to-head matches.
We also evaluated the importance of randomization in the UCT selection func-
tion in these games. While the randomization seems to have a positive effect on
the convergence in the root with short computation times, the performance in the
matches did not show RUCT nor UCT to be better than the other.
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Finally, head-to-head matches of IS-MCTS confirmed that OOS has a low ex-
ploitability in smaller games. It never lost significantly in the smaller games, but it
was also not trying to exploit the opponents. This is also often the case with near
equilibrium players in the computer Poker tournaments [BHRZ13]. In the large
game, OOS performed clearly worse than IS-MCTS.
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Chapter 5
Case study: Pursuing Smart
Targets
In this chapter, we demonstrate that the advanced MCTS algorithms studied in this
thesis can be used to solve complex real-world problems. In particular, we focus on
the problem of robotic pursuit-evasion games.
Recent advancements in robotics are noticeable in deploying unmanned vehi-
cles capable of autonomously performing simple tasks in real-world scenarios (e.g.
UAVs can navigate through fixed points over an area in order to gather information).
These deployments motivate the research of algorithms for more complex tasks that
the group of unmanned vehicles can perform. Targeting real robotic systems im-
poses strong constraints on the computation time required by the algorithms; hence,
anytime algorithms are preferable. Important representatives of tasks for a group
of autonomous systems are the problem of visibility tracking – a group of tracking
agents cooperates in order to maintain a direct visibility contact with an evading
target as often as possible; or the problem of capturing the evading unit by arriving
sufficiently close to the unit.
These problems are of particular interest for the defence or security domains in
which the target actively avoids being seen and captured by the tracking agents.
Game theory provides theoretic and algorithmic foundations for such situations and
a game modeling the described scenarios is defined as a visibility-based pursuit-
evasion game (PEG) [HS09, BH10, RNK+10] with simultaneous moves — a two-
player zero-sum extensive-form game between the pursuer (that controls multiple
pursuing or tracking agents) and the evader. We focus on variants of these games
played in an Euclidean environment discretized as a graph, and we assume that
both players have a full knowledge of the topology of the environment. However,
we consider imperfect information in the game; if none of the pursuing agents has a
direct visual contact with the evader, the pursuer does not know neither the position
nor the actions performed by the evader. He can only infer the set of possible
positions of the opponent. The same holds for the evader respectively. In the case
of tracking, the main objective of the pursuers is to keep the average size of the set
of possible positions of the evader as small as possible. Ideally, the pursuer prefers
to have a direct visual contact with the evader as often as possible. The objective
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of the evader is the opposite. We evaluate multiple alternative formulations of the
objective of the pursuer, but the results with respects to all of them are closely
correlated.
In this chapter, we propose and evaluate three anytime search-based algorithms
for playing this variant of visibility-based pursuit-evasion games from the perspective
of both players. The algorithms operate on both types of search spaces introduced
in Section 3.2.1. For both search space representations, we propose algorithms based
on Monte Carlo Tree Search, but we also compare then to an iterative deepening
variant of the minimax algorithm proposed in [RNK+10] for this domain.
The main contributions of this chapter include: (1) Presenting an interesting
evaluation domain for game playing in imperfect-information games with a unique
set of features. It is modelling a real world problem. It is asymmetric in terms
of player’s strategies and numbers of available actions. The players choose their
actions simultaneously and their reward is cumulative, i.e., it is obtained gradually
and cannot be lost, once received. (2) Adaptation of three fundamentally different
algorithms for playing imperfect-information games and presenting their domain-
specific improvements. (3) Thorough experimental evaluation of the algorithms and
their modifications on two scenarios modelling a real-world urban area as well as a
complex artificial maze.
The experimental evaluation shows that each of the evaluated search spaces is
suitable for a different player in the game. The search based on the single player’s
IST performs better for the pursuer with substantially more actions available in
each move and a larger impact of mistakes, because the evader can become lost
and very hard to re-discover. The search based on EFG performs better for the
evader with fewer actions per move and less costly mistakes. For both players,
the performance of the algorithms operating on EFG was substantially improved by
explicitly modelling the belief distributions (i.e., the likelihood of being in individual
states consistent with the available observations). Furthermore, consistently with
previous work in other domain [CF10], we were able to achieve a better performance
using the evaluation function instead of a simulation in the MCTS on a single player’s
information-set tree.
5.1 Related Work
The problem of the collaborative tracking or surveillance of targets that are aware
of being monitored (evaders) is formally described by various variants of pursuit-
evasion games. There are several different characteristics of the studied PEGs.
The differences can be found in the environment (it can be a graph, a polygonal
environment, or a free space), in the maximal speed of the agents (the speed can be
bounded or not, or the speed of the evaders can be superior or not), or in the range
of sight (if there is a limited range of visibility, or if there is an angle of the sight
(e.g. camera)). In general, we can identify two main tasks that pursuers tackle in
these games: (1) search/capture, or (2) target tracking.
The origins of the problem of pursuit-evasion games were given by works [Isa65,
BO99] and followed by many others. One of the first works for the task of target
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tracking is the work by LaValle et al. [LGBBcL97] in which authors solve the prob-
lem of maintaining visibility of a stochastic, not adversarial, evader in a polygonal
environment with obstacles in discrete time. Fabiani et al. [FGBLL02] improve the
framework to work under uncertainty in localization of the pursuer. Vidal et al.
[VSK+02] pushed the pursuit-evasion games into the real-world experiments with
several UAVs and UGVs. Scenarios with an adversarial evader and a group of pur-
suers were studied by Vieira et al. [VGS08, VSG09], and by Raboin et al. [RNK+10].
Each of these works focus on the algorithmic aspect; the first works solve the prob-
lem of capturing the adversarial evader by means of minimax algorithm in [VGS08],
and in [VSG09] they scale the scenarios by decomposing the multi-pursuer scenarios.
The minimax algorithm, although modified to work under the imperfect-information
assumption, is also used in [RNK+10] to solve the problem of tracking. This work is
closest to our approach. Our main extensions of this paper are the introduction of
the anytime requirement; adaptation of two substantially different MCTS algorithms
for solving the problem; development of strategies for both pursuer and evader; and
a more realistic evaluation with opponents respecting the imperfect-information re-
strictions. Our preliminary work on one of the proposed algorithms was reported in
[LBP12] and most of the reminder of this chapter is reported in [LBP14].
Besides the solution methods based on the heuristic game-tree search algorithms,
there are also exact methods for computing the optimal strategies for the players.
For example, Harmati et al. [HS09] formulate the game as a mathematical program
and seek a Stackelberg equilibrium for this game. Because we define our game as
generic zero-sum imperfect-information game, formulation of the game in form of a
mathematical program would also be possible (see Section 2.1.5). The size of this
program is, however, polynomial in the size of the complete game tree; hence, it is not
solvable for practically large games. Therefore, from the algorithmic perspective we
base our approach on the Monte Carlo Tree Search method. A well-studied perfect-
information game that is most similar to the game analyzed in this chapter is Ms.
Pacman, in which MCTS was successfully applied, e.g., in [NT13, PWL14].
5.2 Problem Definition
We are solving a visibility-based pursuit-evasion game in a discretized environment
played in moves. The game definition and the notation is the same as in [RNK+10]
after discretization. We assume that there is a single evader and multiple pursuing
agents. The long-term goal of the pursuing agents is to collaboratively ensure main-
taining visibility contact between at least one of the pursuing agents and the evader.
The pursuing agents are therefore seen as resources of a single player controlled by
a centralized algorithm. The evader aims for the opposite. The game is therefore
an extensive-form zero-sum game with imperfect information.
We use the following notation:
• P = {p1 . . . pq} is a set of agents controlled by the pursuer;
• e is the agent representing the evader;
• N is a common set of nodes (positions) for all agents;
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• pos0 : P ∪{e} → N are the initial position of the agents, not necessarily known
to both players;
• t : N → P(N) is the accessibility mapping that assigns each place a set of
places an agent can move to from the given position in one time step;
• v : N → P(N) is the visibility mapping that assigns each place a set of places
in which the agent can see other agents from the given position;
• h is the number of time steps in which the game is played (i.e., the fixed
horizon).
Further, we define for brevity the set of all agents I = P ∪ {e} and we extend
the definition of t and v to be applicable also to sets of nodes. For S ⊆ N , t(S) =⋃
n∈S t(n) and v(S) =
⋃
n∈S v(n). We abbreviate t(t(. . . t(n))) by t
i(n).
We define a trajectory of agent a ∈ I as a mapping ρa : {0 . . . h} → N , such that
ρa(0) = pos0(a) (5.1)
∀s ∈ {1 . . . h} ρa(s) ∈ t(a, ρa(s− 1)) (5.2)
We further denote the joined trajectory of a subset of agents G ⊆ I by the same
symbol with a set subscript ρG and the set of all legal trajectories of agents in G by
LG.
The set of histories in this game is the set of all combinations of trajectories
of the agents. Let us refer to a portion of a trajectory ρ between steps i and j as
ρ(i . . . j), then it is
H = {ρI(0 . . . s) : ρI ∈ LI & s ∈ {0 . . . h}} . (5.3)
Note that a history from H corresponds to a node in the game tree, i.e., extensive
form of the game. We say that two joint trajectories of the agents are indistinguish-
able by a group of agents in G
ρ1I(0 . . . s) ∼G ρ2I(0 . . . s)
iff ∀i ∈ (0 . . . s)∀a ∈ I : ρ1a(i) 6= ρ2a(i)
⇒ (∀b ∈ G; ρ1a(i) 6∈ v(ρ1b(i))&ρ2a(i) 6∈ v(ρ1b(i)))
(5.4)
In our approach, we assume that players can remember their full history; hence, if
a group of agents is controlled by a single player, they can distinguish between the
trajectories with different histories of actions of their agents even without seeing
each other.
The information set of a player is the set of histories that are indistinguishable
by the agents it controls. The information of the player controlling agents in G
about the possible position of agent a at time s in case of trajectories ρI is:
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The main objective of the pursuers is to minimize the average size of the set
of possible positions of the evader based on the shared information of the pursuer’s







|PPP (e, s, ρI)| (5.6)
Note, that the evader does not know the optimized value exactly in the states without
visual contact with a pursuer’s agent. In his reasoning, he has to approximate
this value or optimize some correlated value, such as the size of the set of possible
positions of the pursuer’s agents based on the evader’s information.
In some situations, it is important to have visual contact with the target as
often as possible (e.g., it may enter an unknown underground passage). In order to
evaluate the algorithms for these situations, we consider the number of times the
evader has been spotted by a pursuer agent as another performance measure.




The last performance measure is the size of the set of possible positions at the
end of the game. This measure was used by [RNK+10] and it is included mainly for
fair comparison.
endSize(ρI) = PPP (e, h, ρI) (5.8)
The game defined above is a zero-sum extensive-form game with imperfect infor-
mation. Solution of a game can be under the assumption of the rationality described
by various solution concepts; the best known is Nash equilibrium (NE), in which no
player is motivated to deviate unilaterally from its strategy. A NE solution not only
guarantees the optimal performance against the optimal opponents, but in zero-sum
games, it guarantees the predicted quality of the solution even in case the oppo-
nent does not play optimally. However, computing an exact NE or its guaranteed
approximations is infeasible for imperfect-information games of size we focus on in
this chapter. Therefore, similarly to the previous works in pursuit-evasion games
[VGS08, VSG09, RNK+10], we focus on the heuristic game tree search algorithms.
5.3 MCTS for Visibility-Based Pursuit-Evasion Games
This section describes the domain specific adaptations and the background knowl-
edge used in our MCTS-based algorithms for solving the problem defined above.
Because of large size of the game used for evaluation, with up to 10180 leaf nodes,
we do not consider Online Outcome Sampling. Perfect Information sampling Monte
Carlo is likely also not a suitable method for this problem, because it has been shown
to be efficient when the size of information sets is getting smaller during the game
[LSBF10], which is not the case for this problem. Therefore, we focus on IS-MCTS
as the main solution method for this problem. We evaluate using the explicit belief
distributions, because of large size of the information sets in the game. Furthermore,
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we provide more thorough evaluation of efficiency of MCTS on single player’s infor-
mation set tree, which requires domain specific knowledge and is, therefore, difficult
to evaluate in direct comparison with other method on wider range of domains.
5.3.1 MCTS on Single Player’s Information Set Tree
Problem-specific knowledge can be added at many places in information set search
in both the full-width and MCTS version. In this thesis, we focus only on the most
basic options. The main requirement for efficient use of MCTS on single player’s
information set tree is availability of efficient generative model for IST in the specific
domain (see Section 3.2.2). Visibility-based PEG is a suitable domain from this
perspective, especially after applying an imperfect recall abstraction.
Imperfect recall abstraction
Recall that a player in an extensive-form game has perfect recall if he remembers
all the information he gained during the game, mainly the history of all his moves.
This property is necessary to achieve guarantees of all known equilibrium computing
algorithms and even existence of some equilibria in extensive-form games. ISS with
the practically used heuristic opponent models has no guarantees relaying on the
perfect recall. Therefore, we assume the player forgets part of the information to
improve efficiency of the algorithm. As a result, some of the information sets in the
IST of the game are merged.
The extended information set used by the algorithm at any time consists of the
current position of the player’s agents and his believe about current possible positions
of the opponent’s units. When there is direct visibility between the units, this is
only one position, but otherwise, it can be a larger collection of possible positions.
The player forgets the trajectories used by their agents to reach their positions, but
still remember their effect on the set of possible positions of the opponent’s agents.
This state representation allows to easily generate the information-set tree di-
rectly. The actions available to the searching player are the combinations if the
moves available to his units, position of which is explicitly represented by in the
state. After an action is applied the observations that can be generated can also
be easily computed from the set of possible positions of the opponent’s units. Each
position that is reachable by the opponent in the next move and visibly by some
in the player’s units generates a new observation corresponding to the opponent’s
unit becoming visible at that place. The set of possible position of the opponent
unit becomes a singleton in that case. Furthermore, an additional observation is
generated for the opponent’s unit staying hidden. The set of possible position of the
unit typically grows in this case.
Evaluation functions
Heuristic evaluation function is a crucial requirement if we want to apply full-width
search techniques to larger game trees. Raboin et al. [RNK+10] compared per-
formance of several evaluation functions for the pursuer and determined that the
one they call relaxed lookahead (RLA) performs best in this setting. The heuristic
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computes the mean size of the region where the evader cannot be spotted under any
movement of the pursuers in the following d steps of the game.





∣∣ti(PPP (e, s, ρI)) \ v(ti({ρp(s) : p ∈ P}))∣∣ (5.9)
An efficient method to compute this value is presented in [RNK+10]. The au-
thors, however, do not define any heuristics for the evader. They assume the worst
case behavior of the evader that knows the position of the pursuers all the time in
their experiments (E. Raboin 2011, pers. comm. 2 February). In this thesis, we
aim to achieve realistic behavior of the evader as well. That is why we define a very













The domain-independent MCTS uses random moves for all players in the simula-
tion phase. In information-set tree, it corresponds to random selection of player’s
decision as well as the observation received by the player. The most common use
of the problem-specific knowledge in MCTS is biasing the simulation towards more
probable behavior of the players.
For the pursuer, the basic heuristic rules we added to the simulation are (1) if
the evader has an action that will certainly keep him hidden from the pursuers in
the next time step, it always selects the action and (2) if the pursuer has actions
after which it will certainly see the evader in the next time step, it selects randomly
among those actions.
The simulation algorithm for the pursuer based on this strategy is presented in
Figure 5.1. It runs for d steps, which is generally until the pre-specified horizon of
the game is reached. If the position of the evader is known (line 2), the algorithm
computes for each pursuer’s agent the set of candidate positions that ensure that the
evader is visible also in the next time step (line 4). If the set of these positions is not
empty, it selects one of them for the pursuer (line 6). Otherwise, the pursuer moves
randomly (line 8). If the position of the evader is unknown (line 9), we assume that
it is not likely that we will find candidate positions as above. Therefore, the pursuers
move randomly (line 11). After moving the pursuers the simulation continues to an
observation node. It computes the set of evader’s positions, where it can be seen in
the next time step (line 12). If it can be seen at all its possible next positions, its
position is selected randomly (line 14). Otherwise, we assume that it is not seen in
the next step (line 16). The result is the mean size of the set of possible positions
of the evader (line 18).
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Input: pos : P → N – positions of the pursuer; PPe – possible positions of the
evader; d – length of the simulation
Output: result of the simulation – estimate of meanSize
1: for i ∈ {1 . . . d} do
2: if |PPe| = 1 then
3: for p ∈ P do
4: candidates← {n ∈ t(pos(p)) : PPe ⊆ v(n)}





10: for p ∈ P do
11: pos(p)← random(t(pos(p)))
12: nextSeen← {n ∈ t(PPe) : ∃p ∈ P n ∈ v(pos(p))}
13: if nextSeen← t(PPe) then
14: PPe ← {random(nextSeen)}
15: else
16: PPe ← t(PPe) \ nextSeen
17: uP ← uP + |PPe|
18: return uP /d
Figure 5.1: The algorithm of pursuer’s heavy simulation in MCTS on the
information-set tree.
Unseen pursuer’s agents
An important issue for the algorithms controlling the evader is consideration of the
pursuers that has never been seen in the game. If the set of their possible positions
are all the currently unseen positions of the game, the search on IST cannot be used
for the evader. It renders all the strategies of the evader almost equally bad, because
the worst-case observation in the case of any action is that the unseen pursuer will
appear just in front of the evader. Therefore in our IST implementation, the evader
completely ignores the existence of the pursuers it has never seen. Similarly, if the
size of the set of possible positions of a pursuer grows over a certain threshold, the
set of possible positions of the pursuer stops growing and the evader does not expect
it to appear in its search anymore. However, where applicable, the evader still tries
to avoid these positions in the evaluation or simulation.
5.3.2 MCTS on Full Extensive-Form Game
The domain specific knowledge for IS-MCTS includes the hash function mapping
a game state to the (possibly abstracted) information set it belongs to and the
simulation strategy used after the search leaves the portion of the game trees stored
in the memory.
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Information set hash function
Two search nodes belong to the same abstracted information set if they have identical
• player i deciding in the search node;
• current position of units of player i;
• positions where each of the units of the opponent of i was observed the last
time;
• time steps at which each of the units of the opponent of i was observed the
last time.
Note that this abstraction is even coarser than the one used for search on
information-set tree in Section 5.3.1. Consider that two nodes represent two different
trajectories ρ1a 6= ρ2a of the same unit a. Than the player controlling a can infer differ-
ent sets of possible positions of an opponent’s unit b (PPa(b, s, ρ
1
a) 6= PPa(b, s, ρ2a)),
even if the unit was last observed at the same time in both trajectories. Here, we
propose to discard this information, in order to maximize the number of samples
used to for a decision in each abstract information set.
Simulation strategy
Domain specific implementations of MCTS often benefit from a non-uniform sim-
ulation strategy. In general, the better the simulation strategy approximates the
real outcome of the game from the node where it is started the faster the MCTS
algorithm converges to the right decision. The only improvement to the uniformly
random simulation strategy that proved to be effective in our experiments was pre-
venting the units from returning to their original position:
∀a ∈ I; ρa(s+ 1) ∈ t(a, ρa(s)) \ {ρa(s)}. (5.11)
We also evaluate an alternative simulation strategy, which for the pursuer’s units
follows the shortest path to the last observed position of the evader’s unit and for
the evader’s unit moves to a position with the largest sum of distances from the
pursuer’s units.
Unseen pursuer’s agents
The pursuer’s agents not seen for a long time are a little less problematic for this
algorithm. The algorithm does not rely on modelling the set of possible positions so
they are completely ignored if they can be present at too many locations.
5.4 Experimental Framework
We provide the evaluation of the proposed algorithm in a complex simulation plat-
form developed in a series of projects in our group. Several screenshots from the
framework are presented in Figure 5.2. It allows us to test the strategies computed
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Figure 5.2: Tactical AgentScout simulator facilitates rich models of physical real-
ity and supports physical mobility dynamics of robots, such as ground and aerial
vehicles, be it fixed-wing aircraft, helicopters or various rotorcraft.
by our algorithms in a more realistic settings (such as imprecise space discretization)
and provides a visually attractive and interactive live-system demonstrator. For ex-
ample, it allows humans to play the pursuit-evasion game against the algorithms.
We presented details on the framework and its capabilities in [NKL+12].
The framework also allows reducing the uncertainty in execution of agent’s plans
to completely obey the formal model of the problem, in order to provide rigorous
evaluation without side effects which are hard to fully replicate. The results in this
chapter are all from this fully reproducible setting.
5.5 Experimental Evaluation
We use two main ways to evaluate algorithms for playing zero-sum extensive-form
games in the previous chapter. We are not able to compute exploitability in huge
games, such as this one. Therefore, we focus only in head-to-head performance
here. The exploitability of the players can still be estimated from their performance
against the opponent that performs best against the particular player. We further
call this player the nemesis opponent. If the set of players in the tournament is
sufficiently representative and each pair of the players plays sufficient number of
matches, then the player with best minimum performance over all opponents is the
best approximation of the optimal (Nash equilibrium) play.
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5.5.1 Experimental Settings
In the experiments, we assume two agents of the pursuer are tracking one evader.
The implementation of each player uses only one thread and its computation time
is limited to one second on Intel(R) Core(TM) i7 CPU @ 2.80GHz. Each of the
scenarios runs for 100 time steps.
Algorithms
The first algorithm we use in the evaluation is based on [RNK+10]. It is depth-
limited minimax search on the information-set tree with heuristic evaluation func-
tion. The authors do not impose the anytime requirement on their algorithm. In
order to meet it, we have implemented the algorithm with alpha-beta pruning and
iterative deepening, and we denote it MM. We start with search depth of three time
steps and increase the depth by one with each iteration. The result from the last
computation that is completed before the 1 second limit is used. In our experiments,
depth over 6 is usually reached; however, if the size of the possible positions of the
evader is very large, even the first iteration might not finish in time. In that case,
random action is returned. We use two heuristic evaluation functions.
• RLA The evaluation functions defined in Section 5.3.1 with depth d = 10.
• URLA For player i, URLAi(s, ρI) = RLAi(s, ρI) + ui(s, ρI).
The second heuristic is necessary to achieve good results for deeper search. With
the original RLA, the pursuers might not go to see the evader immediately if they
are certain they can do that later. If the search depth is 10 and the pursuers needs
5 moves to see an evader located anywhere in a small set of possible positions, they
do not have an incentive to act immediately. The RLA evaluation is the same even
with waiting one move. Adding the utility acquired before reaching the leaf of the
tree removes this problem. The threshold for the change of modelling of the unseen
opponent (see Section 5.3.1) is 250 possible positions.
The second algorithm is MCTS with UCT selection on the IST of the game. We
denote it SO consistently with [CPW12]. We run expansion in each iteration of the
algorithm and we select the first child generated for simulation without preference
ordering. We use five methods for the simulation phase of the algorithm. The first
two methods are specific for the pursuer and the rest is applicable for both players
• Random In the decision nodes, it takes a random action. In the observation
nodes, it randomly decides if the evader stays hidden or not and if not, it
randomly selects the node where it appears. This simulation ends at depth 30
form the root.
• Heavy Simulation described in Figure 5.1. This simulation ends at depth
h = 30 from the root.
• NoSim No simulation at all. The utility value of the current node is returned
as if it was terminal.
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• RLA Instead of simulation, heuristic value computed using RLA with d = 10
is returned.
• RS The size of the set (region) of the uncertain positions of the opponent in
the current node is returned.
For the Heavy, Random and NoSim simulation strategies, we use the logarithm of
the actual utility value (i.e., region size) to stress that the differences between the
small region sizes are more important than the differences between large region sizes.
For





|PPP (e, i, ρI)|, (5.12)







|PPe(p, i, ρI)|. (5.13)
Furthermore, this allows us to better scale the UCT parameter and a we tuned the
value to C = 2 for SO.
The third algorithm is the IS-MCTS simultaneously computing the strategy for
both players and we denote it MO. We use the estimate of the belief as described in
Section 3.2.3 and the maximal number of consequent sample repetitions K = 100.
The simulations are by default ended after 50 moves form the root for the pursuer
and 40 moves form the root for the evader. In the root of the game form the evader’s
perspective, we completely ignore a pursuer that was never seen or its set of possible
positions is larger than 250 nodes. The default simulation strategy only requires the
agents not to return to the node they occupied in the previous time step. As for
the previous algorithm, the UCT is C = 2 and the threshold for ignoring an unseen
pursuer is 250.
Map
We use two maps in the experimentation. The first is the exact same map and visi-
bility model as in [RNK+10] for fair comparison with the state-of-the-art algorithm.
The topology of the map in form of 50x49 pixels bitmap is presented in Figure 5.3a.
White pixels represent possible position of the agents, black pixels are obstacles and
agent can move to the adjacent pixels in one time step. Line-of-sight visibility with
Euclidean distance limitation of 10 pixels is assumed.
The second map is based on the topology of a small real-world urban area.
Figure 5.3b presents the overview of the complete road network and Figure 5.3c is a
detail from the center of the map. The road network was discretized as a graph with
a node placed every 5 meters, creating 465 nodes. We assume symmetric visibility
and the agents can see each other if they are not further than 25 meters from each
other and there is no building in their line of sight. Three larger circles represent
positions of the agents, the one in the middle being the evader. The white circles
are the positions currently visible by the pursuers. The black dots represent the
current set of possible positions of the evader, as believed by the pursuers based on
their past observations.
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Figure 5.3: The environment maps used for experimentation. (a) the complete
road-network map; (b) a detail of the road-network map, the agents are visualized
as large circles (the evader is in the middle), the black circles represent the current
set of possible positions of the evader, the white circles represent currently visible
positions to the pursuer; (c) full maze map used in [RNK+10].
For initial positions of the game, we also follow [RNK+10]. The main idea is to
generate random setting where the evader is visible by at least one of the pursuers,
but at the same time, it is far enough from the pursuers to make tracking difficult.
The first pursuer is placed randomly. The second pursuer is placed randomly, but
not closer than 25 moves from the first. The evader is placed randomly to a posi-
tion that is most distant (in the number of moves) from each of the pursuers and
at the same time, visible by at least one of the pursuers (E. Raboin 2011, pers.
comm. 31 January). Each reported result is the mean of runs on 100 fixed starting
configurations.
5.5.2 Results
We first present analysis of computation times required for using full-width search
in our domain to motivate the need for anytime algorithms. Then we present the
results of the tournament of the best performing setting of each type of algorithm we
study. Afterwards, we explore various setting of the algorithms and their influence
on players’ performance.
Minimax computation time
If we want to use the state-of-the-art minimax algorithm as it is, we need to set a fixed
search depth. However, the time required for computation varies a lot for different
situations. Figure 5.4 presents the times required by depth 8 minimax alpha-beta
search for the pursuer. It is a histogram of run-times from 10 000 executions of the
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Figure 5.4: The histogram of the computation time needed by the pursuer using the
minimax algorithm with alpha-beta pruning and fixed depth of 8.































































MM(URLA) -58.6 -60.7 -55.7 80.9 77.4 78.9 125.4 119.7 119.4
SO(NoSim) -62.3 -68.7 -68.8 72.7 53.2 56.5 109.5 75.3 73.0
MO(h=40) -58.6 -58.6 -52.1 78.6 78.9 108.1 133.8 128.7 164.3
Maze Map
MM(URLA) -50.0 -56.4 -45.7 79.8 69.2 128.3 144.2 135.0 232.6
SO(NoSim) -75.2 -76.3 -75.8 47.0 36.3 34.4 78.5 63.6 48.6
MO(h=40) -45.9 -44.7 -35.7 164.2 146.6 252.7 279.0 287.1 466.4
Figure 5.5: Comparison of the best settings for both Monte Carlo tree search ap-
proaches and the best iterative deepening minimax approach. The pursuer minimizes
and the evader maximizes the presented values.
algorithm in 100 different 100 moves long games. More than half of the computations
were finished within one second, but there were hundreds of situations that required
more than 10 seconds. In a real-world application, the pursuer would not know in
time, where to move. If the search depth is lowered, the quality of the produced
solutions is decreased.
Methods comparison
Figure 5.5 presents the results of mutual matches of each algorithm on each posi-
tion. The parameter setting of each algorithm in this table is tuned for the best
performance against the worst of the opponents. For example, the parameters of
MO on the side of the pursuer in the table are those that perform best against the
MO evader.
Let’s first focus on the performance of the evader (rows), the first map and the
first measure in the upper left part of the table. It is the number of time steps in
which the evader was seen by the pursuer. The evader prefers not to be seen so he
maximizes the negative of this number. We use the negative numbers in the tables
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to make consistent that the pursuer tries to maximize the presented values and the
evader tries to minimize them. In the table, we always mark the performance of the
evader’s strategy against its nemesis pursuer’s strategy by bold font. For the MM
evader, the nemesis pursuer’s strategy is SO. The best evader’s strategy is the one
with the highest value among the bold numbers. It is marked by grey background.
For the numSees measure, it is the MO strategy, slightly before the MM strategy.
Also with respect to the other two measures, the bold numbers indicate that the
MO is the best, followed by MM and SO is the worst. This ordering of game playing
quality is even more apparent in the maze map.
On the side of the pursuer (columns), we use the same method of comparison;
however, we mark the performance against the nemesis strategy by underlining the
value. The minimal value among the underlined values (marked in grey) are reached
by both the MM and SO algorithms depending on the map and measure selection
with MO performing significantly worse. Based on the meanSize measure that we
defined as primary for this paper, SO approach is slightly the best.
An interesting observation is that the SO and MO approaches switch places at
being the best and the worst approach for each player. It can be explained by the
importance considering of the worst case behavior of the opponent for individual
players. If the pursuer makes a mistake and the evader gets out of sight, it is likely
that he will be lost completely for the rest of the game. Hence the pursuer should
avoid risk and try to approximate the worst case well. On the other hand, if the
evader makes a mistake and stays in sight, he will likely have an opportunity to
lose the pursuer few moves later. In the information-set tree based SO approach,
the pursuer approximates the worst case development of the game even beyond the
capabilities of the evader, which creates a very risk-averse strategy. On the other
hand, the evader based on SO can become paralyzed when he assumes the worst case
observations in the information-set tree. In fact, it can never get completely lost,
because the worst case observation is that he is discovered whenever it is possible.
On the other hand, the MO approach computes a much more realistic model of the
possible positions of the pursuer’s units and can decide to take chances against the
most likely once. The minimax approach scores in middle on both positions. The
reason is likely that for the evader, the guaranteed ways out that might be present
are rare and require complex tactical combinations which are more difficult to find
by MCTS approaches. As a result, the MM approach gets paralyzed less often.
MO parameters influence
We present the results of MO parameters’ tuning in Figure 5.6. The domain specific
C parameter for the UCT selection function has moderate influence on the quality
of the play of the MO algorithm for the pursuer and quite strong influence on the
game playing quality for the evader, for whom C = 2 is clearly the best setting.
Modifications of the search depth (h) show that too small search depth causes the
players not to consider the possible risks and opportunities in more distant future and
too large search depth reduces the number of simulation that can be performed in the
restricted time. Moreover, it increases the influence of the random simulation part
of the iteration relatively to the influence of the actions whose effect the algorithm
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C P e h P e
0.5 235 31 20 237 126
1 253 43 30 234 157
2 253 147 40 209 147
4 263 115 50 253 171
8 314 76 60 263 160
Figure 5.6: The meanSize measure for the pursuer and the evader after variation of
the UCT parameter C and simulation depth h in MO algorithm facing its nemesis
algorithm, i.e., SO against the evader and MO against the pursuer.
numSeen meanSize endSize Iter./s
NoSim -7.7 625.7 1167 20394
Heavy -12.2 600.6 1039 570
Random -12.3 612.8 1109 5271
RS -20.8 352.9 702 23788
RLA -44.7 146.6 287 13892
Figure 5.7: Comparison of different simulations for SO pursuer against MO evader
tries to estimate. That further slows down learning of good strategies.
An important modification of our MO algorithm to the algorithm presented in
[CPW12] is that we explicitly estimate the belief of the players about the possible
current state of the game. If we turn off this feature and assume uniform probability
of all the states as assumed in [CPW12] the meanSize for the evader decreases from
146.6 to 89.2 and for the pursuer it increases from 252.9 to 267.6.
The last modification we evaluate is the effect of the knowledge in the simulation.
Using a completely random simulation is only slightly worse than using the simula-
tion that disallows moving back to the previous position. The heavy simulation using
the last seen opponent’s positions described in Section 5.5.1 also did not improve
the performance. For example, when facing the MM evader, the meanSize measure
increased from 123.4 to 160.1 with the heavy simulation used with 50% probability
and the standard simulation otherwise. The average number of simulations per sec-
ond decreased only slightly from 20867 to 20496 with the heavy simulation; hence,
we conjecture it is not a good approximation of the optimal strategy.
SO parameters influence
The best performance of MCTS for the pursuer was surprisingly achieved with an
evaluation function and not with simulation. The results for alternative simulations
are presented in Figure 5.7. The actual simulations until the end of the game do not
perform well, mainly because of their high computational cost. Random simulation
was able to make only a little over five thousand and the heavy simulation less
than six hundred, because of the one move look-ahead needed to compute the set of
candidates on line 4 of the algorithm. Not using any simulation and returning the
utility value of the current node leads to the worst performance for the pursuer. It
may be caused by high branching factor and insufficient guidance of the search to
better parts of the tree.
The clearly best performance is achieved by the RLA evaluation function. Using
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Figure 5.8: The quality of the MCTS pursuer playing against MC(URLA) evader
with various lengths of simulation.
URLA is not necessary for the pursuer in MCTS. The reason is that in the pro-
gressing iterations, evaluation function is computed for each node on the path to a
leaf of the current portion of the tree stored in the memory. Hence, the statistics
in the nodes reflect the quality of the path even without adding it explicitly to the
evaluation.
Similar results with unsuccessful longer simulations were reported by Ciancar-
ini et al. [CF10] who applied MCTS on the information-set tree in the game of
Kriegspiel. They have better results with very short simulations (only a few moves)
similar to the quiescence search. Hence, we tried running the simulations only for
a few steps after the current leaf of the MCTS tree. The results are presented in
Figure 5.8. We confirm that even in our domain, the performance of MCTS de-
creases with the increasing length of the simulation. Ciancarini et al. argue that
it is caused by the instability of the hidden information in Kriegspiel in contrast
to, e.g., phantom Go, where the information once learned stays unchanged until the
end of the game. Our game has the same property; hence our results also support
this hypothesis.
5.6 Discussion
In this chapter, we propose and evaluate three anytime search-based algorithms for
playing visibility-based pursuit-evasion games from the perspective of both players,
the pursuer and the evader. The algorithms operate on two distinct search spaces:
the complete extensive-form game and the information-set tree. In our experiments,
each of the search spaces is more suitable for one player of the game.
The pursuer with a higher branching factor and a more critical effect of mistakes
in the play performs better when searching on the information-set tree. With the
paranoid opponent model, this search space representation is more suitable for find-
ing a strategy robust against the worst-case behavior of the opponent. Both iterative
deepening minimax and MCTS search with the evaluation function performed sim-
ilarly well on this search space for the pursuer, but MCTS with the simulation was
substantially less successful. This is consistent with the previously stated hypothesis
that in imperfect-information games, in which the information learned can quickly
become invalid, longer simulation prevent MCTS from achieving good results.
The performance of the evader with a smaller branching factor and less critical
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mistakes was much better using MCTS on the full extensive-form representation of
the game. The performance of both players using this search space representation
was substantially improved by explicitly modelling the likelihood of the current state
of the game during the game play. Using these likelihoods and the more exact model
of the information available to the opponent in the game, it is easier for the evader
to find opportunities to escape the pursuers.
All the presented algorithms allow for endless optimizations and improvements,
such as move ordering, transposition tables, progressive bias, etc.; hence, it is likely
that each of the methods can be tuned to perform better for the problem. Moreover,
the performance of the algorithms can be further improved by alternative methods.
Conceptually, all the proposed adversarial search algorithms perform two sepa-
rate tasks in parallel:
• single-agent planning - finding sequences of actions achieving some partial
goals of individual agents, such as coming closer to the opponent or cutting
his escape route
• interactions consideration - exploring how plans of individual agents in-
teract with each other (in negative but also positive way in case of pursuer’s
units)
In [LBJP09], we propose a method that substantially reduces the complexity of
multi-agent games (i.e., games with players controlling multiple agents) by sepa-
rating these tasks. Instead of all possible sequences of actions, only the sequences
consistent with the satisfaction of some higher level goals of the units are explored
by the search.
The knowledge about goal-oriented behavior in multi-agent systems can be gen-
erally categorized as declarative, which utilizes the formalization of goals and use
computationally expensive search-based planning, or procedural, where the explicit
knowledge of how to achieve goals is captured (typically as algorithms, plan tem-
plates, or predefined plans) and agents only decide which goals should be pursued
(e.g. in most of BDI architectures). In our approach [LBJP09], we reduce the com-
plexity of the first task by employing the background knowledge in the procedural
form and leave only the second task to the search.
Even though we have originally proposed Goal-Based Game-Tree search (GB-
GTS) for games with perfect information, it can also be easily extended to games
with imperfect information and to both the algorithms that operate on the full
extensive-form definition of the games as well as on the single-player information
set tree. The algorithms for goal satisfaction used in GB-GTS can also produce the
actions to be explored by the search based on information sets, instead of states.
The algorithms for playing visibility-based pursuit-evasion games proposed in
this chapter perform very well for smaller teams of pursuers. However, the branch-
ing factor in the pursuer’s decisions grows exponentially with the number of units
it controls. The algorithms would very likely become much weaker if the algorithm
controlled more than 5 pursuing units. One possible way to tackle this problem
would be the method we proposed in [LBVP10]. Instead of one large search consid-
ering all options of all units, we propose computing the strategy by multiple searches,
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each exploring the options for a subset of units, while the remaining units follow a
fixed plan based on past searches for these units. As a result, the complexity of
the search grows polynomially with the number of units, but even strategies that
require a complex coordination of a larger number of units can still be found by the
search. Even this method was originally proposed for perfect-information games,
but its extension to imperfect-information games is straightforward.
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The main goal of this thesis was to look at the research on online game playing
by means of Monte Carlo Tree Search in two-player zero-sum extensive-form games
with imperfect information from the perspective of game theory. To analyze the
convergence guarantees of the existing algorithms and propose new Monte Carlo
tree search algorithms, that would be better founded in game theory.
All existing MCTS algorithms for this class of games are based on online learning
theory developed around the multi-armed bandit problem. In imperfect-information
games, this is a meaningful foundation for such algorithms, because of the clear
connection between the minimization of cumulative regret, which is the primary
optimized criterion in multi-armed bandit problem, and the concept of Nash equi-
librium. In this thesis, we argue that in addition to this, game theory in general,
and the recent research on (Monte Carlo) Counterfactual Regret Minimization in
particular should also be considered as the basis for online Monte Carlo Tree Search
algorithms. It provides a solid formal framework that allows creating MCTS algo-
rithms with well-understood asymptotic behavior and further study their behavior
in short computation times.
We believe that a methodology that can lead to good algorithms for complex
problems is to approach the problem from both the empirical and the theoretical
perspective. From the empirical perspective, it is important to try to solve the
problem in its whole complexity, invent and empirically evaluate intuitive heuristics
that help solving special cases of the problem very efficiently. From the theoretical
perspective, it is good to start from well-understood solutions with strict theoretical
guarantees, which may initially not be applicable to the problem in its whole com-
plexity. However, good understanding of the fundamental properties of the problem
allows making conscious decisions about the trade-offs between losing guarantees in
well-defined sub-classes of the problem, the loss in solution quality it can cause and
potential benefits for the practical applicability of the solutions.
In this thesis, we tried to make contributions from both these directions, but a
larger amount of further research is needed to create well-understood and widely-




In this thesis, we have reviewed the existing MCTS algorithms for two-player zero-
sum extensive-form games with imperfect information. We observe that none of the
pre-existing algorithms are known to converge to the optimal solution in the game.
Therefore, we propose the first MCTS algorithms that do have these guarantees.
First we focus on a simpler subclass of two-player zero-sum extensive-form games
with imperfect information – games with simultaneous moves, but otherwise perfect
information. On a wide range of games, we confirm the previously-known result
showing that the most commonly used MCTS algorithm for this class of games
converges to solutions very far from Nash equilibrium. We present a novel algo-
rithm called Simultaneous Moves Online Outcome Sampling and a class of addi-
tional MCTS algorithms (SM-MCTS-A) that are guaranteed to converge to a Nash
equilibrium in these games. For all of them, we prove their convergence formally as
well as demonstrate empirically on various domains. Even though we do not prove
it formally, we show that several other existing and novel SM-MCTS algorithms also
converge to a NE in our experiments and they do so much faster than SM-MCTS-A.
However, SM-OOS is currently the fastest converging MCTS algorithm on all the
evaluated domains. Furthermore, we show that even though a Nash equilibrium is
the optimal strategy against the worst-case opponent, the speed of convergence to a
NE is not a good predictor of the actual performance of algorithms in head-to-head
matches in large games. Even though SM-OOS often performed the largest number
of iterations and built a comparably deep tree within the time limits, it consistently
performed worse than SM-MCTS in these tournaments. In large games, the best
empirical performance was achieved by SM-MCTS with our novel Regret Matching
selection strategy.
Next we analyze the generic two-player zero-sum extensive-form games with im-
perfect information. We show that all existing online MCTS algorithms for these
games are minor variants of three fundamentally different algorithms that can be
described by different search spaces they utilize. We explain that none of them
is guaranteed to converge to a Nash equilibrium of the game. We present Online
Outcome Sampling, the first online MCTS algorithm that is guaranteed to eventu-
ally converge to a NE, given enough time. We prove its convergence formally as
well as demonstrate empirically on various domains. We propose novel methods for
measuring distance of the strategies computed by online search algorithms from a
Nash equilibrium, which are both useful and computable in a reasonable time. Fur-
thermore, we improve IS-MCTS algorithm by approximating the belief distributions
and thoroughly experimentally evaluate the convergence properties of the proposed
algorithms with various selection functions, one of which has never been used in
MCTS before. While even in generic EFGs the distance from NE does not predict
the winner of a tournament, the extensive head-to-head tournaments we present
show its usefulness in tuning parameters of the algorithms and interpreting results.
This thesis provides the first systematic evaluation of convergence and game playing
quality of IS-MCTS with various selection functions. The novel regret matching
based selection we proposed is often the best-performing selection function.
An important contribution of this thesis are also domain independent reference
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implementations of the novel algorithms proposed in this thesis, along with imple-
mentations of the evaluated existing MCTS algorithms and some of the synthetic
domains used for the evaluation. These implementations are a part of a compre-
hensive framework that includes a range of algorithms for exact and approximate
solving of extensive from games, as well as many useful tools for implementing and
executing experiments similar to those presented in this thesis. All experiments in
Chapter 4 can be easily replicated in the framework. It is publicly available under
GNU Lesser General Public License at
http://agents.felk.cvut.cz/topics/Computational_game_theory.
Finally, we present a case study showing that MCTS algorithms outperform
the state-of-the-art algorithm for playing a visibility-based pursuit evasion game.
We show that fundamentally different MCTS algorithms are suitable for creating
strategies of each of the players and that modelling beliefs in IS-MCTS substantially
improves the performance of the algorithm in this realistic domain.
6.2 Future Work
This thesis motivates several lines of future work towards creating well-understood
and practical MCTS algorithms for imperfect-information games.
Online Outcome Sampling relaxation The clearly superior speed of conver-
gence of OOS algorithm in both simultaneous-move and fully imperfect-information
games has shown that this algorithm is a good start if we want to converge to a
NE. However, the practical performance of the algorithms in larger games was a
little disappointing. This motivates further improvements of OOS, possibly at the
cost of weakening the convergence guarantees. One such direction is to modify the
algorithm to start samples only from the current information set. Thanks to the
understanding of what exactly makes the algorithm lose the convergence guarantees
in this case, we can try to detect those specific situations in the game tree and try to
compensate for the error they cause. Another possible direction is trying to reduce
the variance of the regret updates in long games by limiting the effective depth of the
samples. The probabilities collected for the importance sampling correction could
be used only to a limited depth, efficiently solving a slightly different game, in which
the very end of the game is assumed to be played randomly in the first moves.
Using additional information about samples Another line of future work
should further improve the practical performance of MCTS based on the results of
this thesis. One such improvement should be using as much information provided
by a sample as possible. The current MCTS algorithms use the information avail-
able from the sample very locally. Using additional information about the sample,
such as the probability of the sample and its decomposition to the contributions
of the individual agents could further improve the performance of current MCTS
algorithms. Another novel feature of our algorithms that proved to be useful in
simultaneous-move games is using coupled learning dynamics, which primarily tries
to approximate the equilibrium in the game and not just play the game competi-
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tively and learn the equilibrium as a side effect. Further improvement along this line
would be to adapt the coupled dynamics of Excessive Gap Technique with superior
asymptotic convergence bounds as the selection function for SM-MCTS.
Confidence on belief distributions The uneven, but strong, effect of using
belief distributions in various domains indicates that there are some fundamental
properties of the domains that decide if this method is useful. Therefore, it may
be interesting to explicitly identify these properties and create methods for their
fast automatic detection in a specific domain. This may be based on some form of
confidence measure about the current belief, which would indicate whether to use
the current belief in the next iterations or rather use the uniform estimate.
Understanding the empirically efficient methods This thesis shows a dis-
crepancy between the ability of the algorithms to converge to game-theoretically
optimal solutions and their actual performance in tournaments. This motivates fur-
ther study of the best performing algorithms from the perspective of game theory.
What are the fundamental properties that make them work better than the faster-
converging algorithm? Do they remove clearly wrong moves more quickly? Do they
find moves that are likely to exploit weak opponents, thanks to their slower conver-
gence to a less exploitable strategy? Formal definition of these notions and a further
theoretical and empirical study of the performance guarantees with respect to these
notions would be an important future work direction.
Combining online and oﬄine game playing There is a substantial amount
of work in oﬄine equilibrium computation in extensive-form games. In this thesis,
we summarize the best-performing online game playing methods. However, com-
binations of the two approaches are still not very well-studied. Substantially new
methods need to be developed for complex games, in which an abundant computa-
tion time is available before the match is started, but there is still some computation
time available during the match. An abstracted version of the large game can be
solved in advance and then, during the match, online search on the non-abstracted
game can use the abstract solution to initialize the learned strategies and guide
the sampling and rollouts. This could create good trade-offs between the memory
required to store the abstract strategy and the precision of the decisions made in
specific situations in the game.
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