Sustainable management of complex human-environment systems, and the essential services they provide, remains a major challenge, felt from local to global scales. These systems are typically highly dynamic and hard to predict, particularly in the context of rapid environmental change, where novel sets of conditions drive coupled socio-economic-environmental responses. Faced with these challenges, our tools for policy development, while informed by the past experience, must not be unduly constrained; they must allow equally for both the fine-tuning of successful existing approaches and the generation of novel ones in unbiased ways. We study ocean fisheries as an example class of complex human-environmental systems, and present a new model (POSEIDON) and computational approach to policy design. The model includes an adaptive agentbased representation of a fishing fleet, coupled to a simplified ocean ecology model. The agents (fishing boats) do not have programmed responses based on empirical data, but respond adaptively, as a group, to their environment (including policy constraints). This conceptual model captures qualitatively a wide range of empirically observed fleet behaviour, in response to a broad set of policies. Within this framework, we define policy objectives (of arbitrary complexity) and use Bayesian optimization over multiple model runs to find policy parameters that best meet the goals. The trade-offs inherent in this approach are explored explicitly. Taking this further, optimization is used to generate novel hybrid policies. We illustrate this approach using simulated examples, in which policy prescriptions generated by our computational methods are counterintuitive and thus unlikely to be identified by conventional frameworks.
Introduction
As the 'great acceleration' continues, achieving sustainable use of resources from coupled human-environmental systems ('CHE' systems) remains one of the key challenges facing humanity (Kotchen and Young 2007; Schlueter et al. 2012) . A broad range of 'ecosystem services' (Daily 1997) is provided by links between ecosystems (including linked 1 3 physical and biogeochemical processes) and complex human systems with embedded social, political, economic, and cultural components (Boyd and Banzhaf 2007; Carpenter et al. 2009; Crossman et al. 2013) . These large systems are intrinsically difficult to manage, in part because of competition over resource allocation ('common action problems', e.g., Harding 1968; Ostrom 1999 ), but also because by their nature, they are among other things multi-scaled, spatially heterogeneous, time-varying, highly path-dependent, adaptive, and affected by both internal and external influences Liu et al. 2007) . Predicting the effect of any intervention in the face of such complexity presents difficulties, and it is the associated inherent uncertainty that drives the current need for innovative models and novel analytical approaches.
Ocean fisheries illustrate aspects of many CHE systems, namely, a dynamic environmental-ecological system, strong human presence, and a complex regulatory landscape (Fulton et al. 2011; Hunt et al. 2013) . As a result, management of marine living resources is a well-known difficult problem, and is far from resolved (Glaser et al. 2014) . In 2016 the FAO (2016) reported on the state of fisheries globally, finding 31.4% were fished at biologically unsustainable rates. Christensen et al. (2014) described a 65% global decline in predator fish biomass over the preceding 40 years, interpreted as due to overfishing. While some (mostly developed-world) fisheries are sustainably managed or in strong recovery, defining paths to recovery for the remainder, while maintaining acceptable levels of service provision over a spectrum of developed-developing-world contexts, is a key challenge (Costello et al. 2016) . In the present work, we focus on marine fisheries as an example CHE system, and describe both a new model (POSEIDON) and a new computational approach to goal-orientated policy generation. However, our approach is generalizable to other types of CHE systems.
Goal-orientated approaches-where policies are explicitly mapped on to specified desired outcomes (optimal sustainable harvest, biological conservation, social equity, for example), informed by expert knowledge and by simulation of sets of candidate policies-have proved effective in many contexts (e.g., Marine Spatial Planning; see also Cabral et al. 2016a) . Indeed, part of the solution for improved sustainable management of natural resources is better implementation of known successful policies (e.g., Costello et al. 2016) . However, tailoring existing approaches is not necessarily feasible when, for example, novel combinations of conditions occur (e.g., through anthropogenically induced combinations of environmental stressors), or because lack of management capacity precludes application of whole classes of otherwise successful management approaches.
In any governance context, there exists an array of individual factors that can in principle be varied by regulators to attempt to influence behaviour, either directly (e.g., exclusion) or indirectly (e.g., market-based incentives or technological constraints). Where there are relatively few factors, systematic exploration of possible combinations of measures may be feasible using simulations. In fisheries, this type of simulation approach is referred to as 'management strategy evaluation' (see Punt et al. 2016, for review) . Alternatively, the system response to individual policies may be estimated using controlled experiments (including adoption of adaptive management in real time ; Walters 1986) or analysis of historical empirical data (Porch et al. 2007 ). However, extensive experimentation in real human-environmental systems is seldom, if ever, achievable. In part this is due to the overwhelmingly large number of experimental factors involved ('the curse of dimensionality'), both in policy choice and in the number of states in which the system may exist. There are also obvious practical and ethical problems associated with experimentation on real human-environmental systems. This lack of opportunity for either empirical experimentation or 'brute-force' theoretical assessment of 'all' possible policy outcomes, means a different approach is required for screening policy choices. In this paper, we introduce the POSEIDON model for ocean fisheries (see Fig. 1 ), and use it to explore policy choice and novel methods of policy generation. We explore the behaviour of the model, and its capabilities in generating appropriate behavioural responses, at a conceptual level. We simplify as many aspects of the model as possible, to remove extraneous influences and provide a focus on the core behaviour of the model in the absence of additional complication.
Computation and optimization as a solution
We present here a computational approach to policy development. In essence, the process starts with a decision regarding the desired system state/outcome-the management objective; following this, an automated computational process is initiated which uses simulations of the CHE system to find policies that most closely achieve the desired outcome. This process is in a sense the reverse of policy evaluation strategies, where simulations are used to rank the outcomes of pre-defined policies. In later sections of this paper we use this approach to both optimize existing policies and to generate new hybrid policies.
If policies can be encoded as parameter sets, such that varying the parameters varies the policies, then automated numerical optimization is in principle possible. Multiple policy variants give rise to multiple parameter sets, which can be considered together as a large combinatorial parameter space, representing a set of possible policies. Any given policy or set of policies is then represented (defined) by a point or region in this space and in principle a CHE system model can be used to evaluate their success in relation to the policy objective(s). This allows a goal-orientated approach to policy development in which the starting point is the definition of the desired outcome (the emergent system state), defined by a 'scoring function' (SF); the optimization process then efficiently searches the parameter space to identify parameter combinations (policies) that best achieve the desired outcome, maximizing the value of the SF, subject to constraints. The emphasis in this process is, therefore, on defining the desired state for the system (and relevant metrics), and removes the need to attempt any design of policies to achieve the identified goals.
This approach requires sophisticated models to predict policy outcomes, which include the adaptive 'counter-measures' potentially employed by agents within the system in response to changing policies. This requirement amplifies the dimensionality problem, as regulations are now input parameters of a complicated, non-linear computational model. To be a feasible proposition, the search over policy parameters that maximizes the SF must be a highly efficient routine (Lee et al. 2015 ; see discussion of the 'QBME' method, Stonedahl and Wilensky 2010 ). An inherent tradeoff emerges between the needs of optimization (which works better with fewer parameters and faster models) and realism (which involves more parameters and slower execution time). This trade-off can be tamed somewhat by efficient optimization. Below we describe the use of a Bayesian metamodel to guide the optimization process, and also exploit the parallelizable nature of agent-based models. While the optimization approach is promising, it is not without possible drawbacks and the potential for 'brittleness' is one such weakness, and is discussed below.
The need for simulating adaptive responses
The set of subcomponents necessary for adequately realistic simulation of human-environmental systems, and the balance between parsimonious representation of necessary components and the need for realism and adaptability, is specific to each application, but we mention here what we consider to be relevant principles.
Fundamentally, the model must be driven by mechanistic processes to perform well under novel conditions. It must have sufficient granularity to capture relevant heterogeneity, both spatially and temporally, in all model components. This applies equally to the human components. For example, representing human agents as aggregated, homogeneous, rational, optimal social-economic entities is a poor assumption in many contexts (Conlisk 1996) . Models of Outside of this is the optimization routine, which iteratively adjusts policy parameters, based on system state, to achieve specified policy objectives. In the present conceptual version of the model, the environment and market modules were not activated, and both environmental conditions and sales prices were kept constant throughout all simulations. Further details are provided in the ESM social behaviour in natural environments should capture the known heterogeneity of the actors (their motives, preferences, etc.), the effects of their interactions through social networks (e.g., Barnes et al. 2016) , and some characteristics of their adaptive behaviour. After all, those who are being regulated typically adapt in some way to new policies, and in potentially unexpected and undesirable ways (Kydland and Prescott 1977) . This triggers the need to first be able to predict actors' behaviour and then to use this ability to fine-tune regulation parameters (as part of the optimization process). The problem of trying to optimally manage adaptive agents is well-suited to computational approaches, because many of the conventional tools of control theory break down in such settings (Kydland and Prescott 1977) .
Agent-based modelling approaches are uniquely suited in this regard, as the actions and behaviours of individual actors are explicitly represented Filatova et al. 2013 ). There is a risk when modelling humans of 'hardwiring' behaviour and adaptation paths in to the model (Railsback and Grimm 2011) . This can happen directly ('if x then y', for example, informed by simplified decision trees derived from social surveys) or indirectly (e.g., by focusing only on certain behavioural parameters in a dynamic optimization). Hard-wiring generates fragility, in the sense that when the model is applied to new situations (that the modeller ignored or could not predict), the quality of the results is compromised (Grimm and Railsback 2012) . One approach (which is adopted in our fisheries model described below) is instead to build agents with generic exploration routines that automatically adapt to changes in their environment (Berry et al. 2002; Tesfatsion 2003) . That is, agents make choices with the same algorithm in all contexts (e.g., any imposed policy), and this same process incorporates the different incentives generated by each rule to produce different final behaviour. This generic approach can be made specific using relevant empirical data, either directly through model fitting or indirectly through interviews and focused group discussions, as a way to tune the adaptation hyperparameters to local behaviour (subsuming hard to quantify factors like appetite for risk).
Methods

The model
In this paper, we introduce concepts and methods for computationally augmented policy development, using fisheries as an example. To avoid introducing the added complexities of parameterizing, simulating and interpreting models of specific real-world fisheries, the model presented here is a conceptual version of the more general POSEIDON model (Fig. 1) . It nonetheless includes many of the components necessary for modelling real-world contexts, and real-world site-specific applications will be the focus of subsequent work.
The domain of the model is a near-shore capture fishery, represented spatially by a shoreline (which houses a single port), and an ocean. The ocean contains spatially distributed fish biomass, and a fishing fleet that can traverse the ocean catching fish. The framework includes a rudimentary representation of internal markets (for tradeable quotassee below) plus external market signalling through pricing (in the present conceptual version external pricing remains fixed). Policies can be imposed on the fleet using various restrictions and financial incentives. A full technical description of the model is given in the Electronic Supplementary Material (ESM). The ocean component is modular and all ocean module options are spatially explicit with biomass that responds to (is depleted by) fishing pressure. In the simplest case we have small numbers of non-interacting fish species, with population density that grows locally (per spatial cell) according to a simple logistic model, and diffuses spatially according to the local gradient (following Soulié and Thébaud 2006; Cabral et al. 2010) . A significantly more sophisticated option for the biology is the OSMOSE model Cury 2001, 2004; Grüss et al. 2015) a computational model of fish dynamics simulated at school level. All options are described fully in the ESM, and in examples shown in the main paper the logistic model is used throughout.
While considerable effort has already been expended in developing models of marine ecological systems [e.g., OSMOSE (ibid.), ATLANTIS (Fulton 2010; Fulton et al. 2004) , ECOSIM (Christensen and Walters 2004) ], the human components of ocean system models have received less attention, and for this reason much of our focus has been on fleet behaviour (Fulton et al. 2011; van Putten et al. 2012) . Rather than treating the fleet as a homogenous population, we simulate individual boats (including crew) as autonomous agents. Behaviour is determined by the multiple decisions the agents make each day, such as whether to go fishing, where to fish, which gear to use (Fig. 2) . These decisions must be made without precise and full knowledge of the simulated world, but rather on what can be gathered from agent's past experience and from members of their social network (see also Little et al. 2004; Little and McDonald 2007 for discussion of foraging strategies and influence of social networks). The value of this information then decays relatively rapidly, as conditions change (e.g., biomass distribution, market conditions, profit opportunities), and as resources are simultaneously exploited by competitor agents.
We model fishers' decisions as so-called 'bandit problems' (Katehakis and Veinott 1987) , in which the fishers' goal is to allocate resources (e.g., time spent fishing) among competing options (e.g., fishing locations), with information that is initially limited but which increases as subsequent choices are made. The 'multi-armed bandit' problem provides a framework for studying the exploration-exploitation trade-off faced when repeatedly choosing among a finite set of options (i.e., the relative benefits of continuing to exploit an existing choice versus exploring another option) (Bubeck and Cesa-Bianchi 2012; Kuleshov and Precup 2014) (pseudo-code is available; see ESM §1.1). Within our implementation of this scheme, agents initially make a random choice from the available options (in any given context), evaluate the outcome of this choice and compare this to the success of others in their social network. In subsequent choices, and with some probability, they choose to continue with their present choice, copy the choice of a more successful agent, or randomly explore another option. We refer to this as explore-exploit-imitate (EEI). As this continues over time, and in parallel across the fleet, it generates an evolved group response that is successful in terms of whatever the agents' value (which, in this relatively simple abstract model, is profit, but could be defined with arbitrary levels of sophistication). The 'rules' of the policies, therefore, do not change the behaviour algorithms, but do affect the agent (fisher) behaviour indirectly both at individual and group levels, through incentives in relation to profit. That is, choices that result in greater profit (or other benefit) will be reinforced and adopted more widely. A benefit of this approach is that fishers' choice behaviour is dynamic, and general enough that it works regardless of the biological model it exploits, or the policies it operates under. This results in a hallmark of agent-based models, which is the emergence of high-level dynamic patterns from low-level rules/incentives.
In this conceptual version of the model, environmental conditions (e.g., conditions that affect fishery productivity, such as ocean temperature) are unchanging and have no effect on agent behaviour or ecology. The nature of the imposed policies is described below, and as a simplification, we enforce full compliance in all agents in the present version. However, adding dynamic environmental conditions or options for fisher compliance with regulations are natural extensions of the model, planned for subsequent work.
Optimization methods
Simulated policies are defined here by parameter sets, such that varying the policy parameter values changes the Fig. 2 Daily routine of the fishing agents. Decision points are shown as grey boxes policies. A simple example would be a seasonal fishery closure policy, defined by two numbers (t 1 , t 2 ) representing the start and end day of the annual season, operating over some period of years. It is then in principle possible to search the full parameter space (combinations of t 1 , t 2 ), evaluating model performance for each combination against some desired outcome at the system level, calculated using a relevant scoring function. The goal might be to maximize total catch, c, by varying both t 1 and t 2 , and the model would be used to provide values of c, over the two dimensions t 1 , t 2 .
The parameter values (t 1 , t 2 ) that elicit the "best" response (largest value of c) could then in principle be found. In this sense we can treat the model as a 'black-box' function, where the input is the policy parameter set and the output is a score based on the simulation outcome; finding the "best" policy is a function maximization problem. In the present case we use Bayesian optimization (Shahriari et al. 2016 ) to achieve this outcome. Bayesian optimization works by creating a meta-model of the simulation outcomes, iteratively simulating new policies and using the outcomes to update the meta-model. In computational models (including agentbased models) the search for optimality is tied to the question of the number of simulation runs necessary for a given level of confidence that the output found is the best outcome (the global optimum), versus a relatively good outcome (a local optimum). The advantage of Bayesian optimization is that it answers both questions at once, and with great efficiency. The posterior distribution (over all dimensions) generated by the Bayesian optimizer provides not only the average expected value of running a new simulation under any parameter combination, but also its uncertainty. The precise formulation of the scoring function is of course important in this process. In the above example of a seasonal fishery closure, whether the catch (c) being maximized was defined as that at the end of some interval or as the sum over that interval, may have a significant effect on the optimized values of t 1 and t 2 .
There are secondary benefits of tying together optimisers and computer simulations. First is the ability to calibrate the model. To achieve this, the scoring function is changed to represent some distance of the model output from empirical data (Hartig et al. 2011; Grazzini and Richiardi 2015) . The optimizer then proceeds to tune model parameters to achieve the best fit (with the usual caveats of calibration, in particular the need to cross validate the results to have a fair estimate of the fit quality). A second benefit is the ability to assess the 'brittleness' of solutions, which is a response to a core difficulty: computational models are somewhat opaque (source code for many models is long and difficult to read, for nonexperts particularly), parameters interact non-linearly and the input space is so large that most of it lays unexplored. In developing and testing models there is a risk associated with focusing on model configurations and parameter choices that produce expected behaviour. The more the realistic behaviour of a model depends on fine-tuning of parameters, the greater its 'brittleness'. A model system that is brittle tends to operate acceptably within a relatively small volume of the control parameter space, but performance degrades sharply otherwise (Bush et al. 1999) . Fine-tuning of parameters may lead to improved performance, but risks increasing the brittleness of the modelled behaviour. A trade-off potentially exists between finely tuned high performance (e.g., better model/data comparison, highly sensitive to parameter choice) and robust poorer performance (with lower sensitivity to change in parameters). Testing for robustness both of the model behaviour, and of the parameters defining the policies generated by our approach, is, therefore, essential. Here, we use the Automated Non-linear Tests (ANTs) approach (Miller 1998) , in which we objectively define the degree to which parameters must be changed to force the model in to 'incorrect' behaviour. We do this by devising a scoring function to favour unwanted/unrealistic model behaviour and searching within given bounds (using Bayesian optimization) for parameters that generate the unwanted behaviour. Any investigated model behaviour can then be described as robust under the identified parameter variation if it cannot be 'denatured' through this approach. This is conceptually allied to the 'pattern-orientated' approach of Jakoby et al. (2014) , in that both approaches guard against inclusion of unrealistic parameter values, and those parameter sets that lead to unwanted behaviour. The ANTs approach does have limitations and these are outlined in ESM §2.1.3, along with ANTs results for each of the model behaviours shown.
Quantifying trade-offs
Implicit in the discussion of optimization and scoring functions so far, has been the notion that there exists a single outcome targeted by the policy and that this was the sole focus of the optimization, or that if a combination of outcomes existed then an appropriately weighted summation of these outcomes had been defined. While for many such problems it is possible to combine and explicitly weight multiple variables, it is not necessarily desirable to define a priori a single numerical definition of policy success. An alternative is to assign multiple objectives and present a set of policies that represents the best possible trade-offs between them. This is multi-objective optimisation (Deb 2001; Luke 2009 ) the output of which is a Pareto front: the set of efficient (highest scoring) choices over the full range of policy variable combinations (see Jacobsen et al. 2017 , for a fisheries example). One way to understand the Pareto front is to consider it as the 'budget constraint' for the policy maker, in that it expresses what must be given up in one objective to improve another. We produce Pareto fronts in the present work using the NSGA-II algorithm (Deb et al. 2002; see ESM §4.3) . Examples of simulated trade-offs between 'competing' policy objectives are discussed below.
Approach to model assessment
As the model presented here is a conceptual model, full validation through quantitative comparison to empirical data is not a relevant means of assessment. While a range of biological representations can be used within the POSEIDON model (described above), for the present simulations, the highly simplified 'logistic growth with diffusion' model was used. This provides a sufficiently responsive spatially distributed stock for the present model experiments, but is not adequately realistic for data/ model comparisons (an externally validated model such as OSMOSE (ESM §2.5) would be used in this case). The stronger focus in the present work on fleet dynamics does, however, require evidence that our formulation of vessel behaviour, and in particular the simple bandit algorithms that determine individual agent choices, are an adequate way to model fishing fleets in broad terms. Evidence is found in the nature of emergent behaviours generated in response to: (1) imposed policies, including marine protected areas (MPA's), seasonal fishery closures, fishing gear (technology) regulations, and the use of tradeable and non-tradeable catch quotas and (2) non-policy-related factors, including fuel and fish sale prices-the fleet should respond in qualitatively realistic ways under such changes.
Optimization experiments
To explore the use of our policy optimization methods in both fine-tuning individual policies and in generating novel policy combinations, we present three cases: (1) the setting of tradeable and non-tradeable quotas in the context of geographically mixed and geographically separated target/ bycatch species; (2) the optimal placement of an MPA when trading-off catch against conservation in a mixed (two boat types) fishery; and (3) the use of the optimizer to generate novel (hybrid) policies in the context of a trade-off between catch and conservation.
To improve readability in the following section, we present sequentially for each experiment, the background, methods and results, after first presenting the model assessment results.
Experiments and results
Model assessment results
Model assessment results are summarised in Table 1 (with references to relevant ESM sections for full details). We focus first on the fleet response to two relatively direct Target switching until biomasses equalize Sutton and Ditton (2004) , Béné and Tewfik (2001) ITQ incentivizes selection of gear that avoids bycatch; TAC incentivizes higher catchability overall Miller and Deacon (2017) 1 3 effects: changes in the total biomass and distribution of fish species, and changes in fuel price. To summarise these results, agents react to local biomass depletion by moving to fish in areas of the ocean with higher biomass, and when biomass fluctuates, agents naturally target more abundant species, all without explicit knowledge of stock levels and locations. With regard to fuel price, agents incur a financial cost in buying fuel, and respond to changes in fuel prices by changing fishing location, fishing at distances from port that better balance the trade-off between fuel costs and catch (for any given distribution of biomass in the ocean). Furthermore, when we allow for adoption of more fuel efficient gear, higher fuel prices drive faster uptake of this gear by the agents. While both sets of responses are relatively easy (for knowledgeable humans) to predict, and would be expected of any real fleet, we note that none of these behaviours are programmed into the agents. For example, agents have no built-in concept of distance, and all related changes in fishing location emerge as a consequence of their decisionmaking process. Other responses, to policies, are perhaps less obvious a priori, but nonetheless expected in hindsight. Following imposition of a (no-take) marine protected area (MPA), which agents can traverse but not fish, agents react by 'fishing the line' (McClanahan and Kaunda-Arara 1996; Kellner et al. 2007 ) to benefit from 'spill-over' effects of fish leaving the protected area, in spite of the concepts 'border' and 'line' not being part of their programming. We can impose global quotas (total allowable catch-TACper species per season over the whole fishery), in which the season for a species is closed once its TAC is reached. Here, the agents naturally learn as a group to race (competitively) to catch the full quota as quickly as possible. This is a classic commons problem, as there is no incentive not to fish as effectively as possible. Implementation of a simulated individual tradeable quota (ITQ) system resolves this "race to fish", and results in greater overall earnings (as explained by Branch et al. 2006) . Furthermore, mismatches between quotas and availability incentivise agents to target species whose quota is cheaper either by changing to more speciesselective gear or by changing fishing location if the species occupy different regions of the ocean. Where we introduce variation in the efficiency of gear or fuel use, the more efficient agents prosper further under the ITQ system by buying quota from less efficient agents, therefore, eventually leading to consolidation of the fleet (if we allow boats to exit the fishery once earnings drop below some prescribed level; also shown in the model of Little et al. 2009 ). We assessed the robustness of these seemingly realistic behaviours using ANTs (described above), and found all behaviours were persistent under at least ± 20% variation in relevant parameter values.
In summary, relatively simple (but adaptive) agents used in POSEIDON are able to reproduce a broad range of fleet behaviours observed in real fisheries. For example, without being explicitly coded in to the model, under open access a race-to-fish emerges endogenously from the simulated fleet, which then responds appropriately to policies aimed at solving this problem (ESM §3.3). Similarly, agents learn to avoid bycatch through location choice (ESM §3.4) and gear selection (ESM §3.5), in the presence of complex policy scenarios. This flexibility suggests great potential for POSEIDON to answer a wide range of policy-related questions. The following sections provide use-case examples of policy optimization, both for fine-tuning prescribed policies, and for generating policy hybrids.
Experiment 1: tradeable versus non-tradable quotas
As described above, a well-used output control in fishery management is the imposition of fishery-wide quotas of total allowable catches (TAC, in units of mass), enforced at species (or species group) level. Here, the fishery season remains open for that species until total catches across the fleet reach the TAC. An unintended consequence of this approach is the 'race to fish' it incentivizes between fishers who aim to maximize, competitively, their individual catch (hence profit) (see review by Branch et al. 2006) . By distributing amongst the fishers, before the season starts, permits/quotas to catch a given amount of fish within the season, and then allowing them to trade these quotas (an individual tradeable quota [ITQ] system, see Costello et al. 2008) , the race-to-fish can be eliminated, as the incentives to race no longer exist. According to Costello et al. (2008) , 121 fisheries worldwide were using this approach by 2003, distributing the TAC amongst some proportion of the extant fishers. We describe two experiments to explore the use of TACs (Expt.1a) and ITQs (Expt.1b) using the present model.
Experiment 1a (TACs): methods
As in model runs described above, we use two versions of a highly simplified simulated world to demonstrate optimization of both TACs and ITQs. Two moderately mobile species of fish inhabit a rectangular ocean: in the first case, species 'A' ('red fish') live in the upper half, species 'B' ('blue fish') live in the lower half (both can be caught and sold), and populations regrow logistically (with a rate constant of 0.7/year; ESM §2.1.2); in the second case, the populations of red and blue fish are well-geographically mixed, occurring homogeneously in all parts of the ocean in an arbitrary proportion (the conclusions we present are not sensitive to this ratio). The chosen policy goal, through adjusting quota levels, is to maximize the total red fish catch over 20 years ( ) (here, index t is model year, C is total annual catch, and superscript A and B refer to species). The scoring function S (necessary for the optimization procedure), is defined
(also see caption to Fig. 3) . For both the ITQ and the TAC there are two parameters to set: annual quotas for species A and species B, Q red and Q blue, respectively (which in the case of the ITQ are distributed equally amongst the N = 100 agents; we did not investigate how variation in the initial allocation of quota impacts our results, and this will be explored in future work). Figure 3 shows the estimated score distributions generated during the optimization of quotas for TAC (Fig. 3a, b) and ITQ (Fig. 3c, d ) policies. The position of these points is decided iteratively by the Bayesian Optimizer. As each result (value of S) is calculated, following each successive run of the model, the optimizer updates the estimate of the distribution of scores (and associated uncertainty) across the [Q red , Q blue ] parameter space, and provides the 'coordinates' for the next model run. The contours plotted in Fig. 3 represent this meta-model of the score distribution at the end of 200 simulation runs (equivalent plots of the uncertainty in the estimated value of the meta-model are shown in ESM §4.2).
Experiment 1a (TACs): results
For the 'separated' and 'mixed' cases ( Fig. 3a, b) , the scores produce an L-shaped pattern. For 'separated' species, with the two limbs intersect at Q red ≈ Q blue ≈ 2.6e5, while for 'mixed' the intersection happens at Q red ≈ Q blue ≈ 3.75e5 (arbitrary units). For the agents, whose goal is to maximize profit, the fleet-wide TACs provide no individual incentive to target either species, since both can be sold for profit, and agents tend to catch whatever is close to port (to reduce fuel costs). This results in well-mixed yearly landings. Since the policy score is a simple (non-weighted) sum, catching reds contributes to the score by the same amount as preserving blues; hence, the L-shaped results are shown in Fig. 3a, b . That is, to avoid a low policy score by year 20, total catch must be constrained (to preserve blue and ensure red fish are not caught at a rate that depletes the stock too rapidly) but not constrained to the extent that catches are too heavily limited. This is achieved by constraining either the red or the blue quota, and once this constraint is present for one species, the results (policy score) are insensitive to the quota for the other species so long as that quota is large enough avoid further constraining the catch. This explanation applies to both the 'separated' and the 'mixed' cases, with the optimizer 'discovering' what is effectively the maximum profit yield for red species in both cases (over the 20 year period), which is larger for the 'mixed' case as there is greater total biomass.
Experiment 1b (ITQs): methods
We now turn to the ITQ under otherwise identical model conditions ('mixed' and 'separated'). Quotas for each species are allocated to each agent at the start of each simulated season. Throughout the season, agents participate in an open auction market for quotas at the end of each day. Each agent needs sufficient quotas to cover their catch and based on their earnings needs and catch rate, they decide whether to buy/sell quotas from/to other fishers (see ESM §3.1 for details of quota valuation and trading). If they catch more than the quotas they have, they sell only the portion of the catch covered by the quota (the remaining fish are discarded) and they are disqualified from fishing until the end of the season (when the quota allowance refreshes-see ESM §3 for full description). In this experiment the boat holds are relatively small and the effect of discards is insignificant.
Experiment 1b (ITQs): results
In this experiment, the optimizer returns a TAC for each species (Q red and Q blue ) which is then distributed equally amongst the fishers. Results are shown in Fig. 3c, d : in the case of mixed populations, optimal quotas are Q red ≈ Q blue ≈ 3.75e5; for geographically separated populations, the results are Q red ≈ 3.75e5 and Q blue ≈ 0.
Comparing Fig. 3a and c shows, for the case of geographically separated fish populations, the optimal quota allocation under TAC and ITQ to be significantly different. The optimal blue quota under the ITQ is found to be zero. Agents operating under the simulated ITQ are in general incentivized to avoid species whose quotas are rare, and in this is an extreme instance of this tendency. Agents who by experimentation land in the south of the map and catch blue fish are unable to fish again for the entire season and those within their social network learn not to imitate them. The Bayesian optimizer exploits this ability of the fleet to adapt, and converges, quite logically, to a scheme, where red quota is at the discovered MSY and blue fish are conserved by setting their quota to zero. To demonstrate this difference is caused by agents' reaction to policy, we run the same optimisations on the well-geographically mixed distribution of red and blue fish (see Fig. 1c, d) . Agents in this case are unable to modulate the ratio of blue to red catches by fishing location choice, and the optimal ITQ and TAC quotas are largely indistinguishable (yielding the familiar L-shaped optimum, since blue/red landings are always correlated). A somewhat counterintuitive result from our model is that the optimal total quota allocated under an ITQ is not necessarily equal to the optimal (fishery-wide) TAC. In the case outlined above, this is because ITQs, unlike TACs, incentivise changes in fishing location choices (further discussion in ESM).
Experiment 2: optimizing marine protected area (MPA) placement
Experiment 2 (MPA placement): methods
In this experiment, we investigate the optimal placement of an MPA in a simulated world, where there is only one species of fish (with biomass density that increases linearly with distance from shore), and two types of fishing agents [real-world decisions, e.g., Watts et al. (2009) , rest on larger bodies of information, but we maintain relative simplicity here, to ease interpretation]. In our simulation, the first agent type has large boats with large travel range, large holds and efficient gear (high probability of catching fish per unit effort); the second has small boats, with small holds, inefficient gear and limited travel range (see ESM §4 for details). The policy goal is to protect the catch of small-scale fishers, in the face of competition from the larger boats while maximizing the total fishery catch. The total catch, which is most likely to be dominated by the larger boats, is expressed in terms of summed catches from all boats over a 20-year period. The policy choice is the size and location of a limited-entry MPA in which small-scale fishers can fish but larger boats cannot (traversing the MPA is allowed for all). This situation is akin to a developing country setting (e.g., Philippines), where commercial vessels are allowed to fish only beyond a prescribed distance from shore, while small-scale fishers face no such restrictions. In Experiment 1, there was an implicit assumption that the two terms in the score function (S) were equally weighted, allowing for a straightforward optimization of each policy. However, in this second example we wish to explore the possible trade-off between the two objectives (total catch versus small-boat catch), and we explore the associated Pareto front.
Experiment 2 (MPA placement): results
Results from Experiment 2 are shown graphically as a Pareto front in Fig. 4a , where the nature of the trade-off between the two policy objectives can be seen. Three example protected areas, generated by the Bayesian optimizer, are also shown in Fig. 4b-d . Figure 4b shows the MPA that prioritizes small-boat catches. The optimizer creates a large MPA around the port within which small boats fish, without competition from larger boats. Figure 4c shows the MPA that maximizes total catch, at the expense of small boat catch. When prioritizing total catches the optimizer no longer protects the small boats, which then must compete against the larger boats close to port. It does, however, still create an MPA further out at sea. This region of the ocean is too far from port for small boats to reach and the effect of the MPA is to prevent overfishing by the large boats. The optimizer 'discovers' this protected area is necessary to maximize long-term catches and prevent early depletion, and the (large boat) agents duly learn to fish the line to maximize their catch. Finally, Fig. 4c represents the numerically optimal tradeoff between the extremes (the equally weighted case).
Experiment 3: generating hybrid policies
A natural development from the first two examples is to move away from the need to decide a priori the particular policy to be optimized in any given context. In real world situations this choice may be constrained by practicalities, but in principle (and in the modelling context) we can make such unconstrained choices. To achieve this, we expand the 'policyspace' by allowing the optimizer to take control simultaneously of all policy parameters across all applicable policies (in this case, policies for MPAs, TAC and ITQ allocations, and season start-and end-dates). This provides opportunity for the optimizer to 'create' higher-scoring hybrid policies by combining aspects of different individual policies (see Fig. 5 for an explanatory example). We describe two examples of the use of this approach that echo the previous experiments: Experiment 3a in which target/bycatch species are geographically mixed, and Experiment 3b in which they are separated. Computationally, optimization of hybrid policies is more intensive (the search space is larger), and while it is also possible that optimal hybrid policies may . The set of possible combinations of policies is described by the 2D-space shown in part (c), with points in this space relating to the two parameters. Scoring the outcome of these choices results in a surface, with maximum value indicating the most effective parameter choice, and this can be extended to a many dimensional volume representing aspects of many individual policies, over which optimization can be performed retain the simplicity of individual existing policies (i.e. hybrids are no better than the best individual policy), there is also a risk of the process creating impractical levels of complication in the highest scoring policy. Ways of avoiding these potential difficulties are also discussed below.
Experiment 3a (geographically mixed species): methods
The model configuration for Experiment 3a is identical to Experiment 1a (two species of geographically mixed fish populations, red [A] and blue [B] ), and we use the same scoring function, with higher scores for greater catch of red fish and greater conservation of blue fish:
. As a baseline case, we optimize a fisher-wide TAC and the optimizer returns two policy parameters (Q red , Q blue ), and a score for the policy outcome (S). We do the same for other individual policies: (1) a permanent MPA (4 parameters defining MPA location); (2) a temporal MPA (4 location parameters plus 1 parameter defining the number of days the MPA is active, counting from day 1); (3) season length (1 parameter, number of days the season is open, counting from day 1); and (4) ITQ (2 parameters controlling initial quota for each species per fisher). For the generation of hybrid policies, we combine the parameters of the TAC, temporal MPA and season length policies (8 parameters in total) and allow the optimizer to search over this enlarged policy space.
Experiment 3a (geographically mixed species): results
The optimization routine yields a policy score, as defined above, for the TAC (denoted by the relevant subscript) of S TAC = 1.3e7, which we normalized to 1 and use as a baseline for comparison to the other policies. For each of the different policy options, the optimal policy version was found (using the Bayesian optimizer); a further 100 simulations were then run, with the optimal policy imposed for the duration of the 20 year simulation, to provide a mean and standard deviation for each score. The resultant normalized scores (S) and standard deviations (σ) are: permanent MPA, S pMPA = 1.09 (σ pMPA = 0.04); temporary MPA, S tMPA = 1.48 (σ tMPA = 0.008); season length, S SL = 0.99 (σ SL = 0.005); ITQ, S ITQ = 1.03 (σ pMPA = 0.006).
For this model setup, the hybrid policy produced results that were indistinguishable from the top scoring individual policy (the temporary MPA; S Hybrid = 1.45, σ Hybrid = 0.0158). While the expectation might be that more degrees of freedom (policy parameters) would routinely produce higher scores, in this case the optimizer effectively 'switches off' both of the TACs (by setting red, blue TACs to 1.2e6 and 2.0e6, respectively, which are so large as to be non-binding) and the season length restriction (by setting season length to 366 days). The resultant policy is a relatively large MPA adjacent to the port (see ESM, §4.5.1), which is imposed for part of the year (283 days). The optimizer (without being coded to do so, and working only to maximize the score, S) exploits the logistic growth characteristics of the individual fish populations. It sets a policy that avoids local biomass being depleted to the point, where growth rates become drastically reduced. Without any regulation, the fleet would naturally generate radial 'fishing fronts', first depleting cells closest to port and working outwards. Were the effort more dispersed, fewer cells would be emptied and the recruitment rates would be higher (for the same global biomass). A temporary MPA close to port is a way to achieve a more dispersed effort. When the MPA region is open, it is exploited by the agents (it is close to port and more profitable), but since the MPA is only open for a portion of the year, the effect of fishing is insufficient to cause major depletion. For the rest of the year agents 'fish the line' around the MPA (see ESM §2.4 for equivalent examples), which causes some local depletion but this is tempered by the days agents spend fishing within the protected area. No other policy approach is able to improve on this situation.
Experiment 3b (geographically separated species): methods
In the second hybrid optimization, we re-run the same scenario as for Experiment 3a, with the exception that red/blue fish are geographically split: red in northern half, blue in southern half of the ocean (as for Experiment 1).
Experiment 3b (geographically separated species): results
In the case of geographically separated species, the highest scoring individual policy is the ITQ, with individual blue and red quotas being Q red ≈ 3.75e5 and Q blue ≈ 0, with a score of ~ 1e7. As for Experiment 3a, normalized mean scores and standard deviations for 100 model runs of each optimized individual policy were calculated, here yielding: permanent MPA, S pMPA = 1.54 (σ pMPA = 0.03); temporary MPA, S tMPA = 1.54 (σ tMPA = 0.03); season length, S SL = 1.00 (σ SL = 0.02); ITQ, S ITQ = 1.66 (σ pMPA = 0.02).
Unlike Experiment 3a, a higher score can in this case be achieved using the hybrid approach. The optimiser finds a mixture of an MPA plus a restricted season to be superior to the ITQ (the normalized score is S Hybrid = 1.70, σ pMPA = 0.01). The hybrid policy includes a year-round MPA covering the entire area, where blue fish live and a short season length (118 days) to fish the remaining (red fish) areas; the quotas (TACs) are set at levels so high as to be un-restrictive (1.1e6 for red fish, and 1.2e6 for blue, although the blue TAC is inactive in this particular case as blue fish are in a protected area, but is calculated as this is not necessarily the case for other hybrid policies). This hybrid solution combines the obvious effect of protecting blue fish using an MPA and discovers that effort control through season length returns a better long-term yield than the use of quotas. The improvement of the hybrid policy over the ITQ, while statistically significant (p < 1e−10) is not dramatic in terms of score, but demonstrates that hybrid policies can indeed produce better outcomes than individual policies in some cases.
Discussion
The conceptual version of POSEIDON presented here is highly simplified compared to real fisheries, and the sensitivity of the observed model outcomes to the various simplifications imposed requires careful investigation before meaningful lessons can be learnt for specific fisheries. For example, increasing the heterogeneity of the agents, the initial allocation of quotas in the simulated ITQ, and the level of fidelity with which physical/environmental/economic conditions are represented, are all likely to affect the model outcomes. Nonetheless, the flexibility of POSEIDON in simulating known behavioural characteristics of fishing fleets in response to a broad range of management policies suggests considerable potential for real-world application, once additional empirically informed model complexity is included.
The use of numerical optimization to achieve policy goals, both by tuning existing policies and by generating policy hybrids, has been demonstrated in the previous sections. A necessary part of the approach advocated is the use of models that include human actors who behave adaptively under the influence of management policies. Rather than driving our simulated agents with statistical models of historical/empirically informed decision outcomes, we provided the agents with a means of making decisions. The use of an explore-exploit-imitate (EEI) algorithm represents what is perhaps the simplest approach to developing this fully adaptive group (fleet) response. While individual human behaviour is undoubtedly more complex than this algorithm, demonstration that this approach is indeed reasonable for fleet-level simulation is the appearance of higher level behaviour (emergent in modelled time and/or space) which is unexpected or hard to predict-for example, the emergence of 'fishing the line' around an MPA. The features listed in Table 1 provide some confidence that EEI agents collectively react realistically (i.e., produce behavioural patterns documented empirically) across a range of relevant contexts, and provide means for gaining insights in to the outcomes of real-world management decisions. For example, results of Experiment 1 show that optimal ITQ allocation is not achieved necessarily by dividing the optimal TAC amongst the fishers. This is by no means an obvious result and is due to the adaptation of the fleet to financial constraints/opportunities and the spatial distribution of biomass.
However, while the use of EEI agents is potentially powerful, it is also not without limitations. It is not necessarily expected that the transient response of the EEI fleet would closely match that of a real fishing fleet. This is because, under the present scheme, improvements in behaviour are incremental, requiring both 'bad' choices by some agents, which are then avoided by others, and randomly found 'good' choices which are then actively reinforced. More cognitively sophisticated agents (and real fishers) would be expected, through a variety of potential mechanisms, such as forward planning, to discount predictably bad choices or risky options and, therefore, adapt their behaviour more rapidly. Such additional behavioural features would require further (empirical) calibration, which adds complication and potential biases, and these were avoided in the present conceptual work, at the potential cost of less-realistic dynamic responses.
An unsurprising feature of the optimization approach is that the outcome (the optimal policy) is sensitive to the specification of the scoring function. For example, if the management goal is to maximize whole fishery earnings over a short interval, the optimizer may find policies that lead to full collapse of the stock, if this is the best way to maximize catch and earnings over that particular time interval. Specification of the scoring function, therefore, requires some effort, and in real-world contexts, some expert knowledge. We do not see this as a drawback, but rather an appropriate allocation of human effort. Users of this approach must spend time deciding what is required from the system (the preferred system state), and how best to quantify it, rather than attempting the difficult task of deciding which specific policies might achieve that state, and which may then be tested using simulation or other means.
The ability to optimize across a range of competing objectives is a necessary inclusion within this approach, and we present tools which allow policy trade-offs to be explored. In real-world applications, decisions over tradeoffs would likely entail factors such as management costs, and a variety of risks and rewards (e.g., Little et al. 2016 ). These have not been included in the present model, but are a natural extension, and while likely complex in nature, would be conceptually straightforward to include in relevant policy scoring functions.
Results from Experiment 3 show it is possible to use optimization to generate hybrid policies, by presenting a broad collection of policy options to the optimizer. Two interesting observations came of Experiment 3 in this regard. In the first experiment, the optimiser effectively 'turned off' some policy options to achieve the best score (e.g., ignoring season length by setting it to > 365 days). In doing so, it effectively 1 3 reverted to a single policy option of a temporal MPA. In the second, it produced a hybrid policy with better outcomes than the best of the single policies. The improvement of the hybrid policy over this single policy (an ITQ) was statistically significant (p < 1e−10), but was not dramatic in terms of score. It demonstrates, nonetheless, that improvements are possible.
While the examples described for Experiment 3 showed the optimiser turning off some policies to achieve the best score, or producing relatively simple hybrids, the optimiser could in principle create a complex mix of policy components. Such a mix might be unworkable in terms of real-world implementation, and in some contexts it may be necessary to set an arbitrary level for maximum policy complexity. A response to this might be to adjust the scoring function, such as directly "penalizing" for policy complexity or by including the associated implementation costs. Alternatively, the optimization could be run as a multi-objective optimisation, with policy complexity or implementation cost as one of the dimensions. In the case of Experiment 3b (and imagining a real-world application), the minor increase in score (as defined) may also entail a subsidiary advantage in terms of ease of implementation (i.e., it may be cheaper and easier to implement a season closure and an MPA than to run an ITQ), and this could naturally be included in the score, such that the difference between the single and hybrid options may be more stark.
The approach of using computational methods to evaluate candidate policies, or to generate hybrids of existing policies, has a number of advantages over more traditional assessments in which policy candidates are created a priori and scored using simulations. Two classes of advantages are: (1) avoiding constraining the policy type and (2) optimization in light of unforeseen (or poorly resolved) risks and opportunities.
On point (1), it is notoriously difficult to confidently predict what type of policy (typically referenced against those already in use) is likely to be successful (let alone optimal in some sense) in achieving specified goals over extended time periods. In some well-resourced fisheries, strict top-down (TD) control may be successful (e.g., enforced protected areas or observers enforcing no-discard policies); in resource-poor contexts, policies that facilitate self-organizing/-policing bottom-up (BU) responses (e.g., TURF reserves; Christy 1982; Afflerbach et al. 2014) may promote better outcomes (as compared to a sub-optimal implementation of TD controls). In the optimization scheme we describe, decisions on whether to opt for TD or BU approaches, or mixtures of both, need not be made early in the process, thereby closing off potentially (and unexpectedly) useful options. The optimization process naturally 'experiments' with a wide range of policies that incorporate specified TD controls and naturally include BU responses due to the adaptive nature of the group (fleet) response. It is the score of the outcome that is the focus of the optimization, and unless factors associated with penalizing TD or BU solutions are included in the scoring function, all possibilities will be explored.
Point (2) is largely about unintended consequences, be they detrimental or serendipitous, that may operate over a variety of temporal and spatial scales. An immediate and well-studied consequence of incorporating spatial effort controls, for example, may be the displacement of effort (ABPmer 2017) . Dynamic responses may be less obvious. For example, a suite of policy goals may include the long-term stability of fish catch, defined perhaps by scoring highly for reduced catch variance (or discounting for variability in catch; Mangel 2000) . There is evidence in some systems that policies intended to smooth-out shorter term variation may increase the risk of pushing the system towards malign critical transitions in the longer term. Actively suppressing higher frequency variability risks losing valuable (perturbation response) information on the underlying system state, but also may condition the system towards resilience to a limited spectrum of disturbances (Carpenter et al. 2015) . In other words, managing for short-term variability (which may be politically favourable) may entail higher long-term risk to both economic and biological sustainability-a somewhat counterintuitive possibility. The optimization procedures we describe could in principal accommodate such phenomena, requiring no special vigilance or even knowledge of such effects by the user. Policies that promote strong short-term stability would be down-weighted once the associated longer term risks were realised in the model results (so long as the model was run for sufficient time), and it may not be obvious why these policies were avoided. If such concerns are placed also within the context of non-analogue present/ future environmental conditions, and the recognition that many complex systems become increasingly fragile as levels of stress are increased (Scheffer et al. 2009 ), the need to use a freely searching, process-based, coupled human-environmental model becomes even more compelling.
Conclusions
We argue there is a strong need for new approaches to generating policies in the domain of complex human-environmental systems. Models which couple environmental processes to complex (adaptive) human components are essential for exploring system-level responses to changes in policy. We have employed agent-based modelling in our ocean fisheries model (POSEIDON), which captures qualitatively a wide range of empirically observed fishing behaviour and fisheries responses. The fleet responds adaptively to novel changes in policy and/or other conditions and this frees the model user to explore policies and behaviours beyond those which have been observed empirically in the past. As such, we can define policy objectives (of arbitrary complexity) and use Bayesian optimization (over multiple model runs) to find policies that best meet the management goals. In addition, we can generate hybrid policies which outperform single policies by running the optimization over all (individual policy) parameters simultaneously. For future work, we identify three key areas: (1) a focus on adaptive management strategies, in which there is optimization of management algorithms rather than the parameters of statically imposed policies; (2) incorporation of agents with greater cognitive sophistication than the explore-exploit-imitate agents currently used, to explore transient aspects of policy response; and (3) 'concrete models' of specific real-world fisheries, to explore the effects on behaviour and policy choice of heterogeneity in both the ecology and the fishing fleet.
