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The real-time dynamics of topological defects and turbulent configurations of gauge fields for
electric and magnetic confinement are studied numerically within a 2+1D Abelian Higgs model. It
is shown that confinement is appearing in such systems equilibrating after a strong initial quench
such as the overpopulation of the infrared modes. While the final equilibrium state does not support
confinement, metastable vortex defect configurations appear in the gauge field which are found to
be closely related to the appearance of physically observable confined electric and magnetic charges.
These phenomena are seen to be intimately related to the approach of a non-thermal fixed point of
the far-from-equilibrium dynamical evolution, signalled by universal scaling in the gauge-invariant
correlation function of the Higgs field. Even when the parametersof the Higgsaction do not support
condensate formationin the vacuum, during this approach, transient Higgs condensation is observed.
We discuss implications of these results for the far-from-equilibrium dynamics of Yang-Mills fields
and potential mechanisms how confinement and condensation in non-abelian gauge fields can be
understood in terms of the dynamics of Higgs models. These suggest that there is an interesting
new class of dynamics of strong coherent turbulent gauge fields with condensates.
PACS numbers: 05.70.Jk 11.15.-q 11.27.+d 25.75.Nq 67.90.+z
I. INTRODUCTION
Matter produced in heavy-ion collisions has been ar-
gued to form a Glasma at early times [1–5]. This
Glasma is initially a highly coherent, stochastic ensemble
of colour electric and colour magnetic fields. The colour
fields are very strong and correspond to high occupancy
of coherent gluon modes. The gluon states begin evolv-
ing from certain initial conditions, but soon fluctuations,
amplified by instabilities, begin to dominate the form of
the classical fields. The field configuration becomes tur-
bulent, but at the same time remains highly coherent,
with a high occupancy of gluon modes.
Initially, one particular scale characterizes the momen-
tum distribution of gluons. This is the saturation mo-
mentum Qsat  ΛQCD which is derived from the colour
glass condensates of the initial nuclei [6–9] As the system
evolves, there is a separation of momentum scales be-
tween an infrared scale Λs and an ultraviolet scale Λ, see
e.g. [10–13]. The infrared scale Λs marks the momentum
below which modes are maximally coherent and occupa-
tion numbers are of order n(k) ∼ αs(Qsat)−1, k . Qsat.
The coupling constant of QCD is weak at that scale,
αs(Qsat)  1, since the saturation momentum is large
compared to the QCD scale for high energy collisions of
large nuclei. Above the ultraviolet scale Λ, mode occu-
pation numbers go rapidly to zero. At the initial time,
the different scales are of the same order,
Λs(tin) = Λ(tin) = Qsat. (1)
When thermalisation is reached at time tth, one has
Λs(tth) ∼ αsΛ(tth). (2)
The last relation follows because for a thermalized sys-
tem, the coherence scale is given by the magnetic mass
Mmag ∼ αsT . Hence, relation (2) determines the ther-
malisation time.
Studying these types of systems and initial conditions
is interesting in its own right, as they are relevant beyond
the context of heavy-ion collisions. A central feature is
that the considered systems initially are dominated by
modes with high occupation number, that is, each of the
momentum modes with momentum below the scale Λ
has an occupation number much larger than one. This
is equivalent to having large coherent fields. If such a
system were not described by a gauge theory, one would
expect the formation of a condensate [14–17]. For gauge
systems, however, it is to a certain extent difficult to
precisely articulate what is meant by condensation, and
one of the goals of the present article is to demonstrate
how this can be realized far from equilibrium.
It is well-known that in a generic evolution of a system
of interacting fields towards a thermal state, turbulence
can appear [18–20]. Also this is different for gauge sys-
tems [12, 13, 21–25] as opposed to most other systems
since the turbulent variables describe very strong fields.
Thus, even though the coupling can be very weak, one has
both strong fields and strongly fluctuating fields. Such
a system looks somewhat like the Yang-Mills vacuum,
where the strong quantum fluctuating fields can induce
non-trivial phenomena such as confinement. One needs
to ask here what the expected non-trivial phenomena
associated with such turbulent, strong-field, but weakly
coupled systems are.
In this article we discuss condensation as well as topo-
logical defects and turbulence in abelian as well as non-
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2abelian gauge theories. We present a concrete numerical
study of the relation between turbulence, topological de-
fects, and condensation in an abelian Higgs model. The
simulated evolutions start from a metastable symmet-
ric state, leading to tachyonic evolution, as well as from
the above described overpopulated initial states. Our re-
sults show the transient formation of (quasi-)topological
vortex defects. Vortices formed during the early evolu-
tion after the initial quench are stabilized by magnetic
fluxes in the gauge sector. At later times, these desta-
bilize due to strong short-wavelength fluctuations in the
gauge and matter sectors. For sufficiently weak gauge
coupling we find soliton-like defect formation, separating
spatial domains of opposite-sign homogeneous charge dis-
tributions and thus exhibiting a type of electric confine-
ment. Also these patterns are due to vortex and vortex-
sheet defects in the gauge-invariant field correlations of
the Higgs field. These defects mark the onset of turbu-
lent cascades [26–30]. As indirect cascades they lead to
symmetry breaking and condensation of the Higgs field
[16, 17]. The universal scaling in the turbulent occu-
pation number distributions signals the approach of a
non-thermal fixed point [31]. Dynamics near such fixed
points has recently been studied for non-relativistic Bose
systems [26, 27, 29, 30, 32–34], pure scalar relativistic
theories [16, 28, 31, 35–37] as well as pure gauge systems
[12, 13, 21, 23, 24] studied extensively in the recent past.
Most remarkably, increasing the gauge coupling causes
the condensation of the Higgs field to disappear.
Our article is organized as follows. In Sect. II, we dis-
cuss generic issues related to condensation phenomena
that are peculiar to gauge theories, as well as possible
observables for condensation. We furthermore discuss
how topological objects such as vortices and defects may
appear in turbulent gauge systems. In Sect. III we lay
out our results of numerical semi-classical simulations of
the equilibration dynamics of the Abelian Higgs model
starting from different initial states far from equilibrium.
These results show the formation of vortical topological
defects, related to magnetic as well as electric confine-
ment phenomena, the approach of a non-thermal fixed
point, as well as transient Bose-Einstein condensation.
II. CONDENSATION IN GAUGE THEORIES
A. Confinement in Higgs models
For gauge theories, condensation is conventionally for-
malized within Higgs models. For example, in the
Abelian Higgs model, a gauged vector potential couples
to a scalar field. The abelian U(1)-symmetric model is
described by its classical action
S[Aµ, φ] = −
∫
x
[
1
4
FµνF
µν + (Dµφ)
∗Dµφ+ V (φ)
]
,
V (φ) =
1
2
m2|φ|2 + λ
4!
|φ|4 + 3m
4
2λ
=
λ
4!
(φ∗φ− v2)2,
(3)
where
∫
x
=
∫
d1+2x, Dµ = ∂µ + ieAµ, and v = |m|√6/λ
is the Higgs field’s equilibrium expectation value.
The scalar field is in the fundamental representation
of the gauge group, i.e., it acquires a phase under gauge
transformations. In the most basic setup, one considers
the Higgs potential and looks for a minimum at a non-
zero value of the scalar field. The scalar field, however,
rotates under local gauge transformations and hence can-
not have a non-zero expectation value. The root of this
problem is that the Higgs field possesses two degrees of
freedom, its phase and its modulus, of which the phase
is gauge dependent. The modulus is positive definite, so
that when fluctuations are included, it will always have
an expectation value. However, at first glance, there is
no gauge invariant way of characterizing the condensed
phase in terms of spontaneous symmetry breaking.
The Abelian Higgs model, nevertheless, shows several
phases. In the condensed phase, one observes the Meiss-
ner effect of magnetic fields being expelled by the charged
Higgs field which, thinking in the Landau-Ginzburg con-
densed matter context, describes the Cooper pair conden-
sate. Moreover, depending on the value of the Ginzburg-
Landau parameter which measures the relative strength
of the Higgs and the gauge couplings, the superconduc-
tor is in its type I or type II phase. In the type II phase,
magnetic fields exceeding a critical strength become con-
fined within flux tubes, centered at Abrikosov vortices in
the Cooper pair condensate. Despite the fact that the
phase of the Higgs field is gauge dependent, it is twisted
by a non-zero integer multiple of 2pi when following it
around a vortex core. Gauge transformations cannot un-
wind this defect structure. Finally, the Abelian Higgs
model can also be in the symmetric or Coulomb phase
where magnetic flux is not confined.
Little is known about the role of topological defects
for Higgs models excited far from thermal equilibrium.
In Sect. III we will study numerically time-evolutions
of the Abelian Higgs model in view of the role of de-
fects in the equilibration dynamics after a strong ini-
tial quench. Before we proceed with this, we discuss,
in the remainder of this section, potential implications
for non-Abelian gauge theories, in particular the relation
between condensation, confinement, and topological de-
fects. We will discuss monopole parametrisation defects
in the non-Abelian gauge field which are understood to
be closely related to electric confinement. Interestingly,
similar, vortex-type defects will show up in the simula-
tions of the Abelian Higgs model in Sect. III.
In non-Abelian Higgs models, condensation is associ-
ated with an analogous but in general richer spectrum
of topological defects. A way to formalize this structure
is in terms of the following two order parameters: One
is the conventional Wilson loop measuring confinement
of electric charges. The other is the ’t Hooft loop that
3measures the confinement of magnetic monopoles. The
Wilson and ’t Hooft loops are convenient parameters to
use for systems in thermal equilibrium, that can be for-
mulated in terms of a Euclidean path integral.
Three possible phases can be associated with these or-
der parameters in gauge theories [38]:
— The confined phase shows electric confinement and
magnetic deconfinement. The Yang-Mills theory vacuum
and the strong-coupling limit of compact electrodynam-
ics provide example realisations of the confined phase.
— The magnetic confinement phase shows electric decon-
finement and magnetic confinement. The Abelian Higgs
model in the Higgs phase is an example of the magnetic
confinement phase.
— The Coulomb phase shows electric and magnetic de-
confinement. Electrodynamics without condensation is
an example of the Coulomb phase, as there is confine-
ment neither in the electric nor in the magnetic sector.
A non-trivial example of the Coulomb phase occurs for
SU(2) Yang-Mills theory with an adjoint-representation
Higgs field as it is realized in the (Georgi-Glashow) non-
Abelian Higgs model. An expectation value of the Higgs
field causes two vector bosons to become massive. One
direction remains unbroken, so that both colour electric
and colour magnetic charges are deconfined.
The dynamics of all of these models is entirely non-
trivial in the infrared. To generate electric confinement,
one presumably needs condensation or degeneracy with
some type of colour magnetic monopole excitations. In
analogy to the non-Abelian Higgs model, colour electric
charge condensation is expected to be required for mag-
netic confinement.
B. Topological defects, condensation, and
confinement in Yang-Mills theories
From the above discussion of condensation and confine-
ment in Higgs models it remains unclear whether anal-
ogous relations exist in pure Yang-Mills theories which
contain only adjoint-representation fields. It has al-
ready been pointed out that the condensation of adjoint-
representation fields as in the Georgi-Glashow model gen-
erates a Coulomb phase. While the confinement of mag-
netic or electric flux can be fairly easily imagined if there
is condensation of fundamental-representation fields, it
remains unclear how this is realized in a model with
adjoint-representation fields only. In this subsection we
present a possible order parameter for the confinement-
deconfinement transition in the frame of a non-Abelian
Higgs reformulation of the Yang-Mills Lagrangian.
The main difficulty in describing condensation phe-
nomena in gauge theories is to find suitable gauge-
invariant order parameters. Gluon descriptions in terms
of the gauge fields Aaµ are not gauge invariant, and it
may be difficult to directly read off physical mechanisms
of condensation from correlation functions of the gauge
field. This problem already occurs in a static setting
and has been discussed at length in the context of the
confinement-deconfinement phase transition [38].
Standard confinement scenarios are based on conden-
sation or percolation involving topological defects, i.e.
colour-magnetic monopoles or center vortices. In QCD,
in four dimensions, these topological defects are not sta-
ble objects as the related topological invariant vanishes.
The only stable configurations known are instantons. In
fact, gauge field configurations which contain monopoles
or vortices have infinite action. Nevertheless, non-trivial
vacuum configurations are possible which carry a non-
vanishing topological density well-described in terms of
these defects instead of instantons. This favors a de-
scription of the ground state in terms of defects which
are simplified within appropriate gauge fixings.
In order to describe the static confinement-
deconfinement phase transition in this way, an
appropriate gauge is the Polyakov gauge where the
temporal gauge field is locally rotated into the Cartan
subalgebra and made static. For the non-equilibrium
evolution we consider in the following we take a spatial
component, say A3, and apply such a gauge fixing. More
precisely, we apply a diagonalisation transformation to
the Wilson loop in x3-direction,
W3 = P exp
{
i g
∫ L3
0
dx3A3(x)
}
, (4)
where P denotes path ordering and L3 is the spatial ex-
tent along this direction. Now we write the Wilson line
in terms of an algebra-valued field φ, to wit
W3 = exp{i φ} , (5)
where φ is referred to as a Higgs field. Under gauge trans-
formations U ∈ SU(N) the Wilson loop (4) transforms
as
W3 → U−1(0)W3U(L3) , (6)
where U(0) and U(L3) is the gauge-group element eval-
uated at x3 = 0 and x3 = L3, respectively. The SU(N)-
rotation in (6) can be used to diagonalise the Wilson
loop, and hence φ, up to defects, see e.g. [39]. A diagonal
W3 takes a particularly simple form in terms of φ. For
example, for SU(2), its trace reads
1
2
trW3 = cos(ϕ/2) , with φ = ϕ σ
3
2
. (7)
The above diagonalisation can be achieved within a whole
class of gauges. The natural one is a type of Polyakov
gauge where the 3-component of the gauge field is rotated
into the Cartan subalgebra,
A3(x) = A
c
3(x¯)τ
c , with x¯ = (x0, x1, x2, x3 = 0) , (8)
where {τ c} are the generators in the Cartan, i.e. for
SU(2) we have one Cartan component with τ c = σ3/2,
4see also (7). In the gauge (8), we have the relation
φ = g L3A
c
3(x¯)τ
c . (9)
The definition of φ implies that its eigenvalues ϕn with
n = 1, ..., Nc in the fundamental representation are gauge
invariant. They are directly related to the eigenval-
ues of the Wilson line W3 which read exp{iϕn} and do
not change under gauge rotations (6) with periodicity
U(L3) = U(0). We emphasise that W3 is in general not
gauge invariant.
In SU(2), a center flip combined with an adjungation
of the Polyakov loop is provided by the transformation
ϕ→ 2pi−ϕ [39], with the fixed point ϕ = pi. We conclude
that in the center-symmetric phase where the trace of the
Polyakov loop vanishes, we have 〈ϕ〉 = pi. In euclidean
space, a vanishing ground-state expectation value of the
trace of the Polyakov loop implies confinement. Hence
〈φ〉 or trW3(〈φ〉) serve as well as order parameters of
confinement as does 〈trW3〉. Indeed one can also show
that
trW3(〈φ〉) ≥ 〈trW3〉 , (10)
with saturation in the confined phase, see [40, 41].
The related order-parameter potential has been com-
puted perturbatively, [42, 43], and non-perturbatively,
[40, 41, 44], in Yang-Mills theory, see also [45–47] for
recent lattice computations.
As a result of the above gauge prescriptions one ob-
tains the Higgs field φ as an order parameter field for
the confinement-deconfinement phase transition. The
parametrisation of this phase transition in terms of φ
allows to relate confinement to the vortex percolation
picture: The gauge described above which diagonalizes
W3 potentially has defects that are located at the points
where W3 is an element of the center Z of the gauge
group; Z ' ZN for SU(N), i.e., when ϕ ∈ {0, 2pi} for
SU(2). This is easily seen for the case W3 = 1l. Assume
that the Higgs field vanishes, φ = 0. This can happen
either homogeneously, or with a non-trivial angular de-
pendence around the point in the (x1, x2)-plane where
φ = 0. In this case the phase
φˆ =
φ
‖φ‖ . (11)
possesses a non-vanishing winding. The related topolog-
ical invariant is the standard Hopf winding number
n(S) = 1
16pi i
∮
S
d2x ijtr φˆ ∂iφˆ ∂j φˆ , (12)
ij being the antisymmetric tensor. Hence, magnetic
(anti-)monopole defects occur, where W3 = 1l (W3 =
−1l). If 〈trW3〉 = 0 then monopoles and anti-monopoles
are condensed in equal proportions, i.e., no net magnetic
charge exists and the system is in the confined phase.
Note that the winding numbers (12) are parametri-
sation-windings and not windings of the Wilson line W3.
However, they are related to the monopole number of
2+1-dimensional Yang-Mills theory. In four-dimensional
Yang-Mills theory they are known to be related to the
instanton number, see e.g. [39]. For vortex-free configu-
rations, that is, those where φ sustains no Hopf windings,
the diagonalisation can be performed in the entire space.
Rewriting the Yang-Mills action in terms of the scalar
field φ in an expansion in φ leads to a gauge action of the
remaining spatial components of the gauge field coupled
to the scalar field φ. In order to describe confinement,
the effective potential of this field must exhibit, in the
confined phase, a non-trivial minimum at ϕ = pi.
The Yang-Mills action SYM = 1/2
∫
x
trF 2µν written in
terms of a reduced gauge theory with Lorentz indices µ¯ =
0, 1, ..., d−1 and a Higgs field formed from the remaining
gauge field, reads, in the Polyakov gauge (8),
SYM =
1
2
∫
x
trF 2µ¯ν¯+
∫
x
tr(DdAµ¯)
2+
∫
x
tr(∂µ¯Ad)
2 , (13)
where
∫
x
=
∫
d1+dx. If we restrict ourselves to con-
figurations that do not depend on xd but only on
x¯ = (x0, x1, ..., xd−1), this action further reduces to the
Glasma action
1
Ld
SYM =
1
2
∫
x¯
trF 2µ¯ν¯ +
∫
x¯
tr (Dµ¯Ad)
2 . (14)
In summary the following picture emerges. Yang-Mills
theory, if parameterized in diagonalisation gauges, resem-
bles a non-Abelian Higgs model, with the Higgs field in
the adjoint representation. The Higgs field carries infor-
mation about a confinement-deconfinement phase transi-
tion. The diagonalisation gauges feature topological con-
figurations/defects which, at face value, are nothing but
parameterisation defects even though the global informa-
tion about these defects relates to the stable topological
charge in these systems. In Yang-Mills theory, the sin-
gle defects are not stable and can decay. Despite this
fact, they are still related to stable topological configura-
tions in Yang-Mills theory and can be used to extract the
topological density. Interestingly, similar, vortex-type
defects will show up in the simulations of the Abelian
Higgs model in Sect. III.
This establishes a close link between the two classes of
theories, pure Yang-Mills and Higgs, and makes it even
more relevant to study the far-from-equilibrium dynam-
ics of the Higgs model.
III. TURBULENT DYNAMICS OF THE
ABELIAN HIGGS MODEL
A. Model and observables
In the following we present our results of real-time
semi-classical simulations of an abelian U(1)-symmetric
Higgs model. We will study the dynamical equilibration
5of 2 + 1-dimensional systems starting from different ini-
tial conditions far from thermal equilibrium and different
values of the Landau-Ginzburg parameter. The model is
described by the classical action (3). The correspond-
ing equations of motion (EOM) for the gauge and scalar
fields read
∂µF
µν = Jν , DµD
µφ =
∂V
∂φ∗
,
with the current
Jν = i e (φ∂νφ∗ − φ∗∂νφ) + 2e2φ∗φAν . (15)
The action and the EOM are discretized on a cubic lattice
using the compact formulation for U(1) gauge fields,
S[U, φ] = − 1
γe2as
∑
i<j,x
(1− ReUij(x))
+
γ
e2as
∑
i,x
(1− ReU0i(x))
+ a2sat
∑
x
(|Dµφ(x)|2 + V (φ(x))) , (16)
in terms of the plaquette variables Uµν , and the ratio
of spatial and temporal lattice spacings γ = as/at. The
variation of the action with respect to the fields yields the
discretised EOM as well as the Gauss constraint. Rescal-
ing the scalar field as φ′ =
√
λφ, one finds that only the
ratio of the couplings e2/λ is relevant for the dynamics.
This is called the Ginzburg-Landau parameter
ξ =
6e2
λ
(17)
which controls the transition between the type I (ξ >
1/2) and type II (ξ < 1/2) superconducting phases.
During the time evolution we measure photon number
distributions using the two-point correlators of the gauge
fields,
fEij (x− y, t) = 〈Ei(x, t)Ej(y, t)〉cl, (18)
where the brackets 〈...〉cl denote averages over the clas-
sical ensemble defined by averaging over the initial con-
ditions. The occupation number is calculated from the
spatial Fourier transform of the two-point correlators,
fE(k, t) =
∫
d2x eikxfEii (x, t) =
1
V
〈|Ei(k, t)|2〉cl , (19)
which can be conveniently calculated using the Fourier
transform Ei(k, t) =
∫
d2xEi(x, t) e
ikx of the field vari-
ables. We consider a definition of the occupation number
in terms of the field and its canonical conjugate which
does not involve the dispersion relation explicitly. The
Coulomb gauge is used to evaluate the occupation num-
ber as
fk(t) =
1
V
√
〈|Ei(k, t)|2〉cl〈|ACi (k, t)|2〉cl , (20)
where we also use angle averaging within the 〈·〉cl brack-
ets to improve statistics, AC is the gauge field in Coulomb
gauge, ∇·A = 0, and V is the volume. The above expres-
sion can be conveniently calculated from the magnetic
field using |AC(k, t)|2 = |B(k, t)|2/k2 and thus does not
require knowledge of the dispersion. We have typically
chosen a two-dimensional grid of 5122 to 20482 spatial
points. Correspondingly, we consider the dispersion
ω2k =
〈|Ei(k)|2〉cl
〈|ACi (k)|2〉cl
=
〈|Ei(k)|2〉clk2
〈|B(k)|2〉cl . (21)
We will also be interested in the two-point function of
the Higgs field,
G(x,y, t) = 〈φ(x, t)φ(y, t)∗〉cl , (22)
but since this is not gauge invariant, it is not suitable for
defining a meaningful occupation number. In contrast,
GU (x,y, t) = 〈φ(x, t)U(x,y, t)φ(y, t)∗〉cl , (23)
(no angle averaging yet) which involves the parallel trans-
port operator
U(x,y, t) = exp
(
i e
∫
γ(x,y)
dx′ ·A(x′, t)
)
(24)
along some path γ(x,y) between x and y, is a gauge in-
variant two-point function and thus better suited, despite
the fact that it will have some residual path dependence.
In practice, we use the zig-zag path along the lattice close
to the straight line connecting x and y.
In analogy to the gauge sector we furthermore define
the two-point correlation of the (gauge covariant) time
derivative of the fields,
HU (x,y, t) = 〈Dtφ(x, t)U(x,y, t)Dtφ(y, t)∗〉cl . (25)
This serves to define the angle-averaged scalar field oc-
cupation number (GU (k, t) =
∫
dΩkG
U (k, t), etc.),
nk(t) =
√
GU (k, t)HU (k, t), (26)
and the dispersion,
ωk(t) =
HU (k, t)
GU (k, t)
, (27)
in terms of the angle-averaged two-point functions
HU (k, t) and GU (k, t).
6B. Initial conditions
We consider two different type of initial conditions and
ranges of parameters. The first is the ‘tachyonic’ sce-
nario, where we have −λv2/6 ≡ m2 < 0, and the ex-
pectation value of the Higgs field vanishes initially. For
a purely scalar model, the evolution of such a system is
well known to give rise to a non-zero expectation value
of the Higgs field following the tachyonic instability in
which modes with k < |m| become strongly populated
[48–50].
All modes are being populated with random ampli-
tude and phase fluctuations to account for the quantum
ground-state fluctuations with energy ~ω/2. After the
rescaling Φ′ =
√
λΦ and using a small coupling this in
practice gives field fluctuations with very small ampli-
tude, and since the dynamics will be governed by the
tachyonic instability, the actual value of the coupling
(and thus the level of initial fluctuations) has very lit-
tle impact on the dynamics. The negative mass-squared
implies that the equilibrated system will be in the Higgs
phase.
Second, in the ‘overpopulation’ scenario, we choose the
scalar modes to be occupied up to a cutoff Qs with a
constant particle number
nk(t = 0) = n0θ(Qs − k), (28)
with n0λ ' 1. We choose m2 = 0, such that the system
will equilibrate to a state in the Coulomb phase at late
times, but as we will see below, the system shows a tran-
sient behavior exhibiting signs of being in the Higgs phase
before thermalisation. The initial gauge field modes are
chosen empty. Hence, we expect early-time dynamics in
the locally gauge invariant model that resembles that of
a purely complex scalar field theory.
C. Vortex defects
Pure scalar theories have recently been studied with
respect to vortex formation and the interpretation of the
corresponding field dynamics in terms of non-thermal
fixed points [26–29]. The example of a non-relativistic
Gross-Pitaevskii model served to illustrate that the evo-
lution of a diluting vortex ensemble with vanishing to-
tal winding number corresponds to a self-similar pro-
cess within which the system approaches a non-thermal
fixed point, experiences critical slowing down and even-
tually moves away again from the critical point towards
final thermalisation [17, 29]. The vortices appearing in
the superfluid thereby take the important role of slowing
down the evolution and stabilizing the field configuration
against equilibration. While scattering of vortices leads
to a redistribution of the inter-vortex distances and initi-
ates mutual defect annihilation, the final departure from
the fixed point becomes possible only through the much
weaker exchange of energy through sound modes propa-
FIG. 1: (Colour online) Time evolution of the 2+1D system
starting from ‘tachyonic’ initial conditions, meaning that ini-
tially the expectation value of the Higgs field vanishes, with
quantum noise in all momentum modes. Each panel shows
the entire 2562 grid (m2a2 = 0.05) on a linear scale. The oth-
erwise periodic boundary conditions impose a net magnetic
flux of ΦB = 2pi/e through the area. The left column of pan-
els shows the spatial magnetic field pattern, specifically, the
dimensionless ratio B(x, t)/|m|3/2, at different times during
the evolution (|m|t = 8, 20, 53, in the top, middle and bot-
tom rows, respectively). The right column shows the spatial
configuration of the phase of the Higgs field in radians, en-
coded in colour between −pi and pi. Vortex defects forming
in the Higgs field at early times (|m|t = 8) induce the forma-
tion of localized magnetic flux at intermediate times (center
left panel). At later times the smooth magnetic flux pattern
destabilizes, short-range fluctuations build up, which also de-
teriorate the phase coherence of the Higgs field.
gating on the quasi-coherent background.
Coupling the evolving scalar field to a gauge sector, we
expect the gauge field to become relevant at some stage
during and after the initial evolution which resembles the
dynamics of the pure scalar theory. We specifically ex-
pect the scalar gauge field interaction to inflict the typical
counter winding which is present in static solutions.
In a pure scalar relativistic theory, Derrick’s theorem
[51] forbids the formation of stable vortex solutions. In
the Higgs phase, the above dynamic equations possess,
however, stationary Abrikosov/Nielsen-Olesen vortex so-
7lutions [52, 53] with spatially asymptotic behavior
φas(x) = ve
iϕ (x1 + i x2)
n
|x| , Aas =
n
i e
∇ lnφas , (29)
for |x| → ∞, with a constant phase ϕ and winding num-
ber n, |n| ≥ 1. The asymptotic form (29) exhibits an
important property of a vortex solution in a gauge the-
ory. Asymptotically, the vortex winding carried by the
scalar field is countered by that in the gauge field. This
is how Derrick’s theorem is circumvented and a finite and
even minimum energy for the vortex solution is arranged
for. In the center of the vortex core the ansatz (29) is not
valid anymore. The Higgs field has a zero at this point,
the vortex configuration therefore possesses a finite en-
ergy, and thus the appearance of dynamical vortices in
scalar theories in (1 +d)-dimensional theories with d > 1
is possible.
D. Magnetic confinement in the tachyonic scenario
In Sect. II we have discussed the occurrence and sta-
bility of vortices in the stationary limit and pointed to
their importance for the scalar field dynamics. Starting
from tachyonic initial conditions we find the scalar theory
and the Higgs model to exhibit closely related dynamical
evolution. In both cases, with and without gauge cou-
pling, the phase distribution of the scalar field exhibits
vortex defects with winding number n = ±1. The phase
pattern shown in the right column of Fig. 1 for a case
with gauge coupling exhibits vortex defects, i.e., singu-
lar points around which the colour encoded phase angle
wraps from −pi to pi. The formation of these vortex-type
configurations follows very similar patterns in the pure
scalar and the gauge theory shown here.
However, after the formation of the vortices in the
scalar field, the dynamics differs. In the Higgs theory we
find a reaction to occur in the magnetic field, forming typ-
ical magnetic Aharonov-Bohm-type fluxes which in the
stationary limit signal the formation of stable Nielsen-
Olesen vortices in the coupled gauge-scalar system, as
seen in the second row in Fig. 1. The respective left-
column panels show the magnetic flux which, in the sec-
ond row, is seen to become confined within the vortex
cores.
During the progressing evolution, we find the confined
magnetic flux to dissipate, however, due to the forma-
tion of additional vortex-antivortex pairs in the vicin-
ity of the initial vortices. These pairs seem to appear
due to counter flow being induced by the rising magnetic
flux and because the hybrid scalar-gauge vortex has not
yet adapted to a Nielsen-Olesen equilibrium shape. Note
that for a pure scalar vortex, the field modulus asymptot-
ically approaches the bulk as |φbulk|− |φ| ∼ 1/r2 where r
is the distance from the vortex core, while for a Nielsen-
Olesen vortex, both, the Higgs and the gauge field ap-
proach their bulk moduli exponentially in r.
Eventually, the system enters a phase of wildly fluctu-
ating magnetic fields and a considerably changing phase
of the Higgs field, see bottom row in Fig. 1. This means,
the intermediate magnetic confinement disappears. The
reason for this behavior is that the initial energy is too
high to allow for a stable configuration bearing Nielsen-
Olesen vortices.
To check whether the dynamics evolves to the expected
equilibrium states we have also studied the evolution of
a single scalar vortex with large winding number n = 5.
We have found that it breaks up into five n = 1 vortices
for ξ . ξLG while it stays confined for ξ & ξLG indicating
a transition from an Abrikosov (type II) to a Meissner
phase (type I) at ξLG ' 0.5. In both situations, type I
and type II, the equilibrium magnetic field is confined in
analogy to Meissner extrusion from the superconductor.
During the ensuing dynamical evolution the phase of
the scalar field develops strong variations across the sam-
ple. Considering, however, gauge invariant correlations,
we find that the coherence present in the early-time field
configuration is preserved at later times. Specifically,
the roˆle of the covariance (22) in the scalar theory is
taken over by its gauge invariant counter part defined in
Eq. (23). One may speculate that the two observables
behave similarly in both theories which would imply the
possibility of quasi-universal similarities between them.
This will be discussed more in the following section.
E. Defects and electric confinement
A particularly interesting question which arises with
regard to previous results for scalar models [28] is how
the dynamics occurring after the initial evolution due to
the instability is “distributed” between the scalar and
the gauge sectors. In the following we will show that, for
weak gauge coupling, i.e., a Landau-Ginzburg parame-
ter ξ . 1/2, the universal dynamics known to appear in
a self-interacting Klein-Gordon model with global U(1)
symmetry is recovered in the locally gauge invariant the-
ory. It is found, in particular, that the pattern of the
modulus of the scalar field as well as the gauge invariant
pattern of relative phases between two given points in the
system resembles the structure found in the purely scalar
theory. This implies the spontaneous spatial separation
of regimes with opposite electric, i.e., Higgs charge, sep-
arated by sharp boundaries, without the occurrence of
(meta)stable confined magnetic fluxes. As we will dis-
cuss further below, the appearance of this pattern can be
related to the approach of a non-thermal fixed point of
the dynamical evolution towards equilibrium.
Fig. 2 shows the time evolution of the phase angle of
the complex scalar field starting from the overpopulation
initial condition, with m2 = 0 and a weak gauge cou-
pling ξ = 0.0252 . Similarly as in the tachyonic scenario
discussed in the previous section, the pattern becomes
soon dominated by strong phase rotations. At the same
time, the modulus squared of the magnetic field devel-
8FIG. 2: (Colour online) Time evolution of the spatial con-
figuration of the phase angle ϕ(x, t) of the Higgs field φ =
|φ| exp{iϕ} on a 5122 lattice, starting from the overpopula-
tion initial state in which all Higgs modes up to a maximum
momentum scale Qs (= 0.5/as in lattice units) are populated
uniformly, each chosen with a random phase. The simulation
was done for ξ = 6e2/λ = 0.0252 in temporal gauge, A0 = 0.
Times shown are Qst = 0, 500, 7000, 45000, as indicated un-
der each panel. Each panel shows the colour-encoded phase
angle in radians on the entire spatial grid on a linear scale.
The random initial phase becomes coherent within a short
time, forming long-range coherent patterns which, at later
times are superimposed by strong spatial phase gradients.
ops strong spatial fluctuations as is shown in a series of
snapshots in Fig. 3.
On the contrary, depicting the evolution of the relative
phase distribution as obtained from the gauge invariant
correlator (23) we find, at later times, much weaker vari-
ations, see Fig. 4. The system rather quickly develops
long-range phase coherence which is disrupted by defect
lines separating large areas of almost equal phase. The
phase jumps by approximately pi at these defect lines.
Along these defect lines the modulus squared of the Higgs
field is found to be suppressed to near zero, see Fig. 5.
The boundary lines separate regions of opposite phase
rotation of GU in time and thus of opposite charge of the
Higgs field, see Fig. 6, lower left panel, and the respec-
tive animations [54]. In accordance with the observed
charge distribution, inhomogeneous near-static electric
fields build up.
Looking at the details of the time evolution we find
that the phase jump by pi seen in Fig. 4 is in fact the max-
imum of a phase jump oscillating sinusoidally in time.
This is the result of the oppositely rotating phases on
either side of the boundary. Due to an additional spa-
tial oscillation of the phase along the lines, the observed
phase jump and Higgs field suppression near this kink
propagates in time along the boundary between the op-
FIG. 3: (Colour online) The time evolution of the spatial
configuration of the dimensionless magnetic field strength
B(x, t)/Q
3/2
s , corresponding to the time evolution of the Higgs
phase in Fig. 2. on a 5122 lattice using ξ = 0.0252. The panels
show the same time steps as those in Fig. 2.
positely charged regions which are shown in Fig. 6. The
propagating defect lines can be considered as elongated
“vortex sheets”. These sheets have the form of phase de-
fect lines of finite length, delimited by semi-vortex config-
urations at both ends. The observed pattern is analogous
to the formation of long-lived domains of opposite charge
found in purely scalar simulations [28].
It is emphasized that, here, the gauge-field pattern is
releted to the phase pattern in the lower two panels as is
seen by comparing with Fig. 2. The clear phase pattern
is only seen in the gauge covariant quantities. Differ-
ently stated, while the charge J0, in our temporal gauge,
is identical to the pure Higgs charge, the spatial cur-
rent distribution J receives a distinct contribution from
the gauge field A. As we will show in Sect. III G, for
stronger gauge coupling, ξ & 1/2, this gauge-field con-
tribution leads to the deterioration of the observed long-
range charge separation.
At late times, the charge difference gradually vanishes,
see lower right panel of Fig. 6, and only much weaker
fluctuations of the Higgs field around zero remain as is
seen in Fig. 5. The system approaches a thermal con-
figuration in the Coulomb phase as will be seen in the
following results for momentum-space spectra.
Back to the intermediate-time pattern in the gauge
field: Given the almost flat, up to line defects, gauge co-
variant phase distribution of the Higgs field seen in the
lower panels of Fig. 4, it becomes clear that the gradient
of the phase distribution seen in Fig. 2 reflects, at the
later times (lower panels), the distribution of the vector
potential A accross the sample. Interestingly, this dis-
tribution shows clear vortex-type defects. These, how-
9FIG. 4: (Colour online) The spatial configuration of the rela-
tive phase ϕU (x, t) = arg(GU (0,x, t)) of the gauge covariant
correlator GU where 0 is taken to be the center of the lattice.
The colour-encoded phase is shown on the entire 5122 grid,
on a linear scale, for ξ = 0.0252. The panels show the same
time steps as those in Fig. 2. At short times, Qst . 103, the
pattern is very close to that shown in Fig. 2, i.e., the build-up
of long-range coherence in the Higgs field is not yet modified
by the gauge potential. At the later stage, sharp boundaries
appear in the gauge-covariant phase where the phase jumps
by approximately pi. Along these defect lines the modulus
squared of the Higgs field vanishes, cf. Fig. 5. The boundary
lines separate regions of opposite phase rotation of GU in time
and thus of opposite charge of the Higgs field. At late times
the defects vanish and the system approaches a thermal con-
figuration. It is emphasized that the gauge-field contribution
is relevant for the phase pattern in the lower two panels as is
seen by comparing with Fig. 2.
ever, do not give rise to Aharonov-Bohm phases when
integrated around a defect, and therefore do not corre-
spond to type II Abrikosov vortices enclosing magnetic
flux. Comparing with Figs. 4 and 6, it becomes clear,
however, that the position of these vortex defects is cor-
related with the pattern of the solitary defect lines which
separate the regions of opposite charge, see also [54].
In summary, at intermediate times of the equilibration
process, a comparatively stable, slowly evolving defect
structure is present in the gauge field. It is clear that
no smooth gauge transformation can be found to unwind
the defects in the gauge field unless the vortices of op-
posite charge approach each other and mutually annihi-
late. This annihilation process is not seen in our sim-
ulations. Comparing Figs. 2 and 6 we find that even
at late times, when the electric confinement has disap-
peared, the vortices in the gauge potential remain, with
equal numbers and density. Comparing this to the cases
of larger gauge coupling and thus ξ, just below as well
as above the transition [54], one finds that the density
FIG. 5: The spatial configuration of the modulus squared
of the Higgs field, specifically the dimensionless combination
λ|φ|4/(6Q2s), on a 5122 lattice, for ξ = 0.0252. The panels
show again the same time steps as those in Fig. 2. The do-
main structure seen in the lower left panel corresponds to the
domain structure in the gauge-invariant relative phase pat-
tern seen at the corresponding time in Fig. 4. At the black
lines, the modulus of the Higgs field is close to zero due to the
sharp phase kink of the gauge-invariant correlator GU . The
lines separate regions of opposite phase rotation of GU in time
and thus of opposite charge of the Higgs field, see Fig. 6.
of vortices increases as does the size of the charged do-
mains decrease. For ξ & 1/2 there are no clearly sepa-
rated defects visible any more. These observations can
be traced back to the slowly evolving electric fields be-
tween the regimes of opposite Higgs charge. As we chose
temporal gauge, A0 = 0, the electric fields are propor-
tional to the time derivative of the vector potential A.
Hence, the spatial pattern of the vector potential reflects
the time-integrated electric field pattern. As the latter
to first approximation only slowly evolves in time and
since at late times it simply degrades in strength due
to the charge difference between the regimes levelling off
[28] while keeping its pattern stable, see Fig. 6, also the
pattern in A survives to late times and conserves the
previously existing structure.
We conclude that the vortex defects in the gauge field
seen in our simulations do not directly give rise to physi-
cally visible magnetic confinement. They rather play an
important part in the physics of electric confinement of
nearly homogeneous charge distributions within sharply
bounded regions. In contrast to this, as discussed in the
previous section, also Nielsen-Olesen vortices and anti-
vortices, confining magnetic flux, are possible if the fluc-
tuations in the short-wave-length modes are suppressed,
i.e., there is considerably less energy in the system than
in the realisations described here. We will discuss, in
the next section, that it is the formation of the charge-
separated regimes which reflects the approach of a non-
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FIG. 6: The spatial configuration of the charge J0(x, t)
of the Higgs field, specifically the dimensionless combination
J0/(eQ
2
s), on a 512
2 lattice, for ξ = 0.0252. The panels repre-
sent again the same time steps as those in Fig. 2. This figure
shows clearly the domain structure defined by the rotation
sense of the phase of the Higgs field. The phase kinks propa-
gating along the boundaries are responsible for the long life-
time of the intermediate configuration near the non-thermal
fixed point.
thermal fixed point, rather than the presence of a dilute
ensemble of Nielsen-Olesen (anti-)vortices, as it is the
case in a non-relativistic Gross-Pitaevskii system with-
out gauge fields [26, 27].
F. Relation to a non-thermal fixed point
The appearance of the above coherent spatial config-
urations is accompanied by characteristic gauge invari-
ant power-law momentum distributions of the coupled
gauge-scalar fields. Fig. 7 shows the time evolution of the
momentum distribution obtained by taking the Fourier
transform of GU (x,y) with respect to x − y and angle-
averaging over the direction of these vectors. Following
the early-time overpopulation at intermediate momenta,
together with an underpopulation at large k, the spec-
trum develops power-law regimes at intermediate times.
Comparing with the real-space patterns we find that this
scaling, n(k) ∼ k−ζ , with a characteristic infrared power
ζ = 3 . . . 3.5 for k . kL = 0.3Qs, corresponds to the onset
of the formation of separate oppositely charged domains.
In particular, the extent of the scaling regime in the in-
frared is roughly of the order of the inverse size of the
domains. At large times, the domains gradually disap-
pear, as does the infrared scaling, leaving an essentially
thermalized classical ensemble of fluctuations which ac-
cording to the Rayleigh-Jeans law scales as n(k) ∼ k−1.
In Refs. [28, 30] the infrared scaling was shown to sig-
FIG. 7: (Colour online) Time evolution of the occupation
number for the Higgs field defined in Eq. (26), multiplied by
the dimensionless Higgs coupling λ/6Qs, as a function of time,
for a coupling parameter ξ = 0.0252. The different colours
encode the time steps Qst = 0, 1510, 11510, 39510, with the
t = 0 configuration defining the overpopulation initial distri-
bution. The approximate power law of ∼ k−3.5 indicates the
approach of a non-thermal fixed point at intermediate times.
This power law coincides with the appearance of the domain
structure as seen in position space in Figs. 4 to 6.
nal the approach of a non-thermal fixed point. It was,
in particular, argued in Ref. [30] that the strongest in-
frared scaling n(k) ∼ k−ζ is related to the appearance
of vortex-type defects. The scaling thereby can be ex-
plained as arising from the geometric nature of the phase
angle gradient around the vortex defect which falls off
as 1/r as a function of the distance r from the vortex
core. A non-integer power of ζ = 3.5 had been reported
in Ref. [28] which is likely to be explained as a mixed ef-
fect of an infrared power of ζ = 4 caused by vortices and
ζ = 3 which indicates elongated soliton-like phase kinks
as they are present in the domain walls. In our case,
the ensemble of “vortex sheets” is expected to have both
effects, the steeper vortex-induced power law in the in-
frared due to the vortex-type behavior at the end of the
sheet, in particular the contribution from short sheets
and point-like defects, and the less steep power law due
to the elongated, soliton-type nature of the sheets.
We remark that a dilute ensemble of Nielsen-Olesen
vortices and anti-vortices, which is possible in the Higgs
phase for low total energies, does not give rise to the
infrared scaling seen for the non-gauged non-relativistic
Gross-Pitaevskii model [26, 27] because the confined
magnetic field and the Cooper current around the defects
counteract each other. This leads to a current which de-
cays exponentially as a function of the distance r from the
core, as compared to the algebraic decay ∼ 1/r around a
Gross-Pitaevskii vortex.
We finally emphasize that the steep scaling with ζ = 3
(i.e., ζ = d + 1 in d dimensions) was predicted within
quantum field theory, extending kinetic-theory results
from weak-wave-turbulence theory to the infrared regime
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where Boltzmann-type kinetic equations break down
[31, 33, 36]. Analyzing Kadanoff-Baym dynamic equa-
tions derived from a non-perturbatively resummed two-
particle-irreducible (2PI) effective action the above power
law was derived as the momentum-space signature of a
non-thermal fixed point [31] and of strong wave turbu-
lence in the infrared limit of strong occupation numbers.
G. Strong gauge coupling
Fig. 8 shows the evolution of the same momentum
spectra as above for different gauge couplings e. In-
creasing the gauge coupling, i.e., the Landau-Ginzburg
parameter to ξ > 1/2, which in equilibrium implies real-
isation of the type I Meissner phase, we find neither the
characteristic infrared momentum scaling to appear dur-
ing the chaotic evolution towards thermal equilibrium nor
the clear domain formation in the gauge invariant spatial
phase pattern.
The spectrum of the gauge fields for ξ = 1 is shown
in the upper panel of Fig. 9. Since the gauge fields are
unoccupied initially, they are excited by the scalar fields,
which have their dominant contribution to the energy
density of the system at the scale Qs. One observes, at
early times, a peak around k = 0.5Qs in the gauge field
spectrum, which slowly evolves into the thermal distri-
bution of nk ∼ k−1. In the lower panel, we also show the
dispersion of the gauge modes, changing quickly from an
initial massive behavior into the expected ωk ∼ k for
high modes. In the infrared, a discrepancy from the free
dispersion is visible.
A gauge invariant and quasiparticle-definition [55] in-
dependent way to characterize the phase of the system
may be possible in terms of Wilson and t’Hooft loop vari-
ables, which are beyond the scope of this study, or the
screening properties of (static) gauge fields, as described
in the next section.
H. Screening dynamics of test charges
As indicated in Sect. II one can characterize the Higgs
phase with strong electromagnetic fluctuations by the
screening of electric and magnetic charges. The screen-
ing behavior can be directly obtained by introducing test
charges to the system. The test charges should be small
enough such that they do not influence the physical state
of the system. We choose them, on the other hand, suf-
ficiently large, such that the excess electric field can be
detected clearly on the background of the fluctuations in
the plasma.
In the initial state, we introduce the test charges by
solving the Poisson equation
∇ ·Etc(x, t = 0) = ρ(x) = c[δ(x− x1)− δ(x− x2)],(30)
adding a positive and a negative test charge at positions
FIG. 8: (Colour online) Same as in Fig. 7, but for stronger
gauge coupling ξ = 1 (upper panel) and ξ = 0.252 (lower),
at evolution times as indicated. A scaling of n(k) ∼ k−3.5 as
seen in Fig. 7 is less clear under the stronger gauge coupling
chosen here.
x1 and x2, respectively, such that the total charge in our
box with periodical boundary conditions still vanishes.
In the U(1)-symmetric model, in which the gauge fields
have no self interactions, the contribution of the initial
plasma state can be added to Etc directly. For SU(N)
gauge fields, one has to solve the above equation for the
full system, with the contribution of the plasma added
to the r.h.s. of Eq. (30). The solution of Eq. (30) can be
calculated easily by performing a Fourier transformation
on the lattice.
The solution of the EOM then supplies a time depen-
dent electric field, the divergence of which satisfies
∇·Etc(x, t = 0) = c[δ(x−x1)−δ(x−x2)]+ρ(x, t), (31)
where ρ(x, t) is the charge density contribution of the
Higgs field (15). This equation is satisfied automatically
once the initial configuration is chosen to include a contri-
bution according to Eq. (30). This is a consequence of the
property of the EOM that the external charge (defined
below as the ’excess divergence’ of the electric field) does
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FIG. 9: (Colour online) The time evolution of the occupation
of the gauge-field modes as defined in Eq. (20) (upper panel),
and their dispersion (Eq. (21), lower panel) starting from the
overpopulation initial state, for ξ = 1, at evolution times as
indicated.
not change as the fields evolve according to the EOM,
∂ρex(x, t)
∂t
= 0 , (32)
ρex(x, t) = ∇ ·E(x, t)− ρplasma(x, t). (33)
Usually one uses the special case where ρex(x, t) = 0,
which just means there are no charges other than the
particles in the plasma.
To measure the decay of the electric field, we insert two
test charges of opposite sign onto the lattice. We then
measure the component of the time-averaged electric field
parallel to the line connecting the test charges, on the
line connecting the two charges. In Fig. 10 we show the
electric field of two test charges in the plasma after the
Higgs field gets populated starting from the tachyonic
initial condition. (Note that the time-averaged electric
field points to the negative direction between the charges,
therefore it does not show up on the plot.) At t = 0 we see
the electric field of the charges in vacuum, described by
the Coulomb law, while at later times we observe screen-
FIG. 10: (Colour online) The spatial and temporal decay of
the electric field around a testcharge, in the evolution starting
from a tachyonic instability, with m2a2 = −0.1 on a 1282
lattice, for the fraction ξ = 1 of coupling constants.
FIG. 11: (Colour online) The spatial decay of the electric
field around a testcharge, starting from the overpopulation
initial configuration of the Higgs field and m2 = 0. The field
is measured on a 1282 lattice with Qsa = 1 and ξ = 1. The
field first decays in time before it raises again in the tails.
ing, i.e., the electric field decays exponentially with the
distance. This is consistent with the expectation that the
system ends up in the Higgs phase.
Fig. 11 shows the electric field of the test charges de-
veloped from the overpopulation initial condition for the
scalar fields, with initially unoccupied gauge fields, ex-
cept for the field of the test charges. We find that, despite
the unscreened field at t = 0, the electric fields become
screened at intermediate times, while at late times, the
field does not decay exponentially anymore implying that
the fields are no longer screened. This suggests a tran-
sient condensation of the scalar fields, as it has been seen
for non-gauged systems [16], which leads to a screening
of the electric fields at intermediate times. At late times
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FIG. 12: (Colour online) The time evolution of the zero-
momentum mode of the gauge variant two point function
F (p = 0, t) (upper panel) and and its gauge invariant counter
part Fgi(p = 0, t) (lower panel), starting from an overpop-
ulation initial condition, with ξ = 0.09, and Qsa = 0.707,
measured on N2 lattices. The lower panel demonstrates tran-
sient condensation of the system, as indicated by the overall
volume independence of the zero-mode occupation within a
time span from Qst ' 103 to 104.
when the condensate has decayed, the fields become again
un-screened.
I. Condensation
The overpopulation initial state of a pure scalar field
theory leads to non-equilibrium transient condensation
even though the theory has a non-negative mass term
[16, 28]. As we have seen in the previous section the
screening properties of the electric fields suggest that the
same phenomena also happen in a gauged system. The
question naturally arises whether one can see the analo-
gous condensation in this system by studying the occu-
pation numbers of the scalars directly.
In the non-gauged scalar model, condensation can be
detected through the volume independence of the quan-
FIG. 13: The gauge-invariant zero momentum two point
functions Fgi(p = 0, t) starting from an overpopulation initial
condition using Qsa = 0.707, measured on N
2 lattices, at
coupling ξ = 0.36 (upper panel), and ξ = 1 (lower panel). No
transient condensation as is observed as in Fig. 12.
tity
F (p = 0)
V
=
1
V 2
∫
dx dyG(x,y, t). (34)
The local gauge symmetry allows the fields to have any
direction in field space which means that, after averaging
over gauge rotations, the above integral has only diagonal
contributions left, i.e., those at x = y. As a consequence,
the integral is only proportional to the volume, and thus
one would argue that no condensation is possible. We can
make the above quantity gauge invariant by introducing
a parallel transporter U(x, y):
FU (p = 0)
V
=
1
V 2
∫
dx dyGU (x,y, t). (35)
This corresponds to using the particle number definition
in Eq. (26). This definition introduces a path dependence
which can become important when the gauge field fluc-
tuations are strong. In practice we choose the shortest
possible path between the two end points, i.e., in general,
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FIG. 14: The gauge-invariant zero momentum two point
functions Fgi(p = 0, t) starting from an overpopulation initial
condition using Qsa = 0.7071, measured on a 128
2 lattice at
different couplings, showing how condensation disappears for
increased ξ.
a zig-zag path on the lattice.
With the gauge invariant definition of the two-point
function, it is possible to recover the scenario which is
realized for non-gauged scalars by considering ξ < 1/2.
In Fig. 12 the two-point functions introduced above are
shown for a simulation with ξ = 0.09. One observes that,
while the observable (34) fails to show condensation, the
gauge invariant quantity (35) confirms that transient con-
densation is present in the system. Note the relatively
large deviation for the largest system size N = 256. This
occurs because the coherence of the dynamics of the sys-
tem is limited by the speed of light, and thus the build-up
of coherence within a given time is only possible on scales
smaller than the light propagation distance for that time.
This means that exact volume independence is satisfied
only for small volumes. Larger volumes show a large
growth, but the condensate starts to decay before the
volume independence is reached.
In Fig. 13, we show the gauge invariant two-point func-
tion (35) for couplings ξ = 0.36 and ξ = 1.0. One ob-
serves that, as the photons become more relevant, the
volume independence of the condensate is no longer sat-
isfied. It is remarkable that the quantity still shows a
strong growth in the first part of the time evolution, but
can not reach volume independence. Whether this signals
that condensation does not happen because of stronger
decay processes, or whether the too strong contributions
to Eq. (35) from gauge fields cause it to fail to signal
condensation, is an open question. Note that the zero-
momentum two-point function shows a strong growth at
short times suggesting a strong IR particle cascade, in-
dependent of the coupling ξ, see Fig. 14.
IV. CONCLUSIONS
In this paper we have investigated the far-from-
equilibrium dynamics of the Abelian Higgs model in two
spatial dimensions. Using classical simulations we have
studied initial conditions triggering a tachyonic instabil-
ity as well as initial conditions with a strong overpopu-
lation in the IR modes of the scalar field. We have com-
pared the equilibration dynamics of the system for dif-
ferent choices of the Landau-Ginzburg parameter which,
in equilibrium, determines whether the system in the
phase of spontaneous U(1)-symmetry breaking is of type
I (Meissner effect with magnetic fields expelled from the
superconductor) or of type II (appearance of Abrikosov
vortices within which confined magnetic flux can intrude
the superconducting region).
For sufficiently weak gauge coupling, corresponding to
a type II equilibrium Higgs phase, we find transient mag-
netic or electric confinement, topological defect formation
in the gauge and Higgs fields, and turbulent scaling, even
if the system at large times reaches an equilibrium state
in the U(1)-symmetric or Coulomb phase. We find, in
particular, that electric charge separation appears in the
system which has no net total charge, and that the re-
gions with almost homogeneous charge density are sepa-
rated by sharp soliton-like boundary walls. These bound-
aries are caused by vortex sheets appearing in the gauge
invariant Higgs phase correlator and are spatially corre-
lated with vortex configurations in the gauge field which
can not be removed by a smooth gauge transformation.
Hence, the topological structure present in the gauge field
is crucially relevant for the appearance and dynamics of
transient confinement in the electromagnetic quantities.
We have shown that the appearance of these defect
structures is intimately related to the approach of a non-
thermal fixed point [31], showing up in universal infrared
momentum scaling of the gauge-invariant Higgs corre-
lation function. This relation is consistent with earlier
studies of non-equilibrium non-relativistic [26, 27, 29, 30]
as well as relativistic [28] scalar field theories, in particu-
lar the dynamics of the defect formation for the approach
of a non-thermal fixed point [29]. The build-up of topo-
logical configurations corresponds to a shift of occupa-
tion numbers towards the infrared and causes an infrared
strong-wave-turbulence cascade [16, 17, 33]. We empha-
sise that the relation between the appearance of topolog-
ical defects and non-thermal fixed points was also found
in 3 + 1 dimensional theories [26–28].
We furthermore find transient Bose-Einstein conden-
sation, proposed for a Glasma in Ref. [10]. In Ref. [16],
such condensation was shown, for the un-gauged version
of the theory we study here, to result from turbulent cas-
cades. According to our results, for weak gauge coupling
ξ = 6e2/λ . 0.5, using a gauge invariant definition of
particle numbers (26), one recovers the known behavior
of the scalar theory.
We have also studied the screening of static electric
fields as a signal of the transient behavior in the system
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by inserting test-charges into the plasma and measur-
ing the decay of their fields. The results suggest that
the overpopulation scenario indeed leads to a transient
condensation and a non-thermal fixed point being ap-
proached.
In summary, condensation, turbulence, the appearance
of topological defects in the gauge fields, and confinement
are found to be all closely related.
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