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INDECOMPOSABLE HIGHER CHOW CYCLES ON JACOBIANS
ALBERTO COLLINO AND NAJMUDDIN FAKHRUDDIN
Abstract. We construct some natural cycles with trivial regulator in the
higher Chow groups of Jacobians. For hyperelliptic curves we use a criterion
due to J. Lewis to prove that the cycles we construct are indecomposable,
and then use a specialization argument to prove indecomposability for more
general curves.
0. Introduction
The aim of this paper is to construct some natural cycles in the higher Chow
groups of Jacobians of smooth projective curves. Most of the paper is devoted to
the first higher Chow groups CHk(J(C), 1), especially the case k = g = genus(C),
but in the last section we also construct elements of CHk(J(C), n), n > 1, for
curves of low genus.
For a smooth projective variety X , the subgroup of CHk(X, 1) of decomposable
cycles, CHkdec(X, 1), is defined to be the image of CH
k−1(X) ⊗ C∗, where we use
the isomorphism CH1(X, 1) ∼= C∗. We let CHkind(X, 1) := CHk(X, 1)
/
CHkdec(X, 1)
be the quotient group of indecomposable cycles. In [4], a natural element K was
constructed in CHg(J(C), 1), C hyperelliptic, and using the regulator map K was
shown to give a non-torsion element of CHgind(J(C), 1) when C is generic hyperel-
liptic. The Pontryagin product of K with zero cycles of degree zero, gives elements
of CHg(J(C), 1) which lie in the kernel of the regulator map. Our first result, Theo-
rem 1.2, shows that such cycles give uncountably many elements of CHgind(J(C), 1)Q
if g ≥ 3. We prove a more precise statement using the decomposition of the higher
Chow groups due to Beauville [1] and Deninger-Murre [5]. Applying the motivic
hard Lefschetz theorem of Ku¨nnemann [11] we obtain uncountably many elements
of CHkind(J(C), 1)Q, 3 ≤ k ≤ g, lying in the kernel of the regulator map. The main
technical tool used in the proof is a Hodge theoretic criterion due to J. Lewis [12].
This has been used earlier by Gordon and Lewis [9] to construct indecomposable
cycles with similar properties in products of generic elliptic curves.
Our main goal is to construct indecomposable cycles in CHg(J(C), 1) for more
general curves. A result of Nori [14, 7.5] implies that upto torsion the regulator
image of CHg(J(C), 1) is the same as that of CHgdec(J(C), 1) for a generic curve
of genus g = 3, and it seems likely that this should also be true for higher g. This
makes it difficult to use Lewis’ criterion to prove indecomposability; instead we em-
ploy a specialization argument. To this end, we first prove that the specialization
of a decomposable cycle is decomposable (Theorem 2.1). The difficulty here is that
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a cycle on a family of smooth projective varieties which restricts to a decompos-
able cycle on a generic fibre need not be decomposable on the entire family. We
circumvent this problem by considering an auxiliary family which is constructed by
gluing a product family along a special fibre.
Given a divisorD = (a1+a2)−(b1+b2) on a curve C of genus g ≥ 2 with 2[D] = 0
in J(C), we construct an element ZD of CH
g(J(C), 1), called the 4-configuration
since it is supported on 4 copies of C in J(C). When C andD are generic and g ≥ 3,
we show (Theorem 3.1 that this element is indecomposable: By using a suitable
Hurwitz scheme, we show that we may specialize C to a hyperelliptic curve C′ in
such a way that the 4-configuration specializes to K −Kt, with t a generic point of
C′. Indecomposability follows by applying Theorem 1.2 and 2.1. We then deduce
that CHgind(J(C), 1)Q is uncountable for generic curves of genus 3 and 4.
To construct elements of CHg(J(C), 1) for arbitrary curves, we consider divisors
D =
∑n
i=1 ai −
∑n
i=1 bi with 2[D] = 0 in J(C) and n > 0. Associated to such a
divisor there is a natural subspace of CHn+1(Cn+1, 1)Q and we describe a method,
generalizing that used for the 4-configuration, which we believe should enable one
to prove indecomposability of the general such element with C and D also generic
and g ≥ n + 1. Unfortunately, due to the combinatorial complexity of the cycles
involved, we have not been able to complete the proof. However, we have checked
indecomposability using a simple computer program for n ≤ 6. In particular, we see
that CHgind(J(C), 1)Q is uncountable for a generic curve with 3 ≤ genus(C) ≤ 12.
We conclude the paper with a construction of elements in CH3(J(C), 4−g), with
g ≤ 2. These may be viewed as successive degenerations of the 4-configuration on
a genus 3 curve, as the curves acquire nodes. We expect, but do not prove, that
these elements are indecomposable in a sense stronger than that of Lewis. We
do prove however, using Lewis’s criterion, that for B a bielliptic genus 2 curve
CH3(J(B), 2)
/
Im(K2(C)⊗ CH1(J(C))) is non-trivial modulo torsion.
Conventions. All varieties will be over the complex numbers C and all points will
be closed points. We shall say that a condition holds for a general point of a variety
if it holds for all points in a Zariski open subset and it holds for a generic point if
it holds for all points outside a countable union of proper subvarieties.
We denote by ∗ the Pontryagin product on the higher Chow groups of an abelian
variety.
1. Lewis’ conditions, Pontryagin products and hyperelliptic
Jacobians
The first higher Chow group CHk(X, 1) ≃ Hk−1(X,Kk) of a non singular variety
X is generated by higher cycles of the form Z =
∑
i Zi ⊗ fi, where the Zi are
irreducible subvarieties of codimension (k − 1) and the rational functions fi ∈
k(Zi)
× obey the rule
∑
i div(fi) = 0 as a cycle on X . Consider the subgroup of
decomposable cycles
CHkdec(X, 1) := Im
{
CH1(X, 1)⊗CHk−1(X) −→ CHk(X, 1)} ,(1.1)
and the related quotient of indecomposable cycles
CHkind(X, 1) := CH
k(X, 1)
/
CHkdec(X, 1) .
Recall that if X is projective, then CH1(X, 1) = C∗.
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Let I be the zero cycles of degree zero on an abelian variety A. Bloch has shown
that I∗n is non-zero for 1 ≤ n ≤ g whereas I∗(g+1) is always zero, g = dim(A).
Given Z an indecomposable element in CHk(A, 1), a natural question to ask is
whether I∗n ∗Z contains indecomposable cycles for n ≥ 1. We remark that I∗n ∗Z
is in the kernel of the regulator map for any Z, since translation acts trivially on
the Deligne cohomology H2k−1D (X,Z(k)).
Using as a basic tool a condition of Hodge type due to Lewis, for Z a real
regulator indecomposable element of CHg(J(C), 1) we give a criterion in terms of
the primitive cohomology of J(C) for I∗n ∗Z to contain indecomposable cycles. A
significant instance of this situation is the case of generic hyperelliptic Jacobians,
where we can use as Z the basic cycle in CHgind(J(C), 1) found in [4]. We show
that I∗n ∗Z contains indecomposable cycles for 1 ≤ n ≤ g−2, whereas all elements
of I∗(g−1) ∗ Z are decomposable (with Q coefficients).
1.1. Preliminaries. We recall some notation and definitions and then we state a
theorem of Lewis. Our aim is to have a concrete reference at hand, for more details
the reader should consult either the original paper [12] or the survey [10].
For X projective and nonsingular,
Hi−1(X,C)
F jHi−1(X,C) +Hi−1(X,R(j))
≃ H
i−1(X,R(j − 1))
πj−1(F jHi−1(X,C))
and therefore one has the identification
H2k−1D (X,R(k)) ≃ H2k−2(X,R(k − 1)) ∩ F k−1H2k−2(X,C)
=: Hk−1,k−1(X,R(k − 1)) .
According to Beilinson [2], the real regulator image of a cycle Z =
∑
Zi ⊗ fi in
CHk(X, 1) is the element
Rk,1(Z) ∈ H2k−1D (X,R(k)) ≃ Hk−1,k−1(X,R(k − 1)) ,
determined by the class of the current
Rk,1(Z) : ω 7−→ (2π
√−1)k−1−d
∑
i
∫
Zi−Z
sing
i
ω log |fi| .
Definition. A higher Chow cycle Z ∈ CHk(X, 1) is said to be (real) regulator
indecomposable if there exists a differential form
ω ∈ (Hdgk−1(X)⊗ R)⊥ ⊂ Hd−k+1,d−k+1(X,R(d− k + 1))
such that the pairing [Rk,1(Z), ω] 6= 0.
Lemma 1.1. If Z ∈ CHk(X, 1) is regulator indecomposable then Z is indecompos-
able.
Recall that the coniveau filtration on Hi(X,Q) is
N jHi(X,Q) := ker
(
Hi(X,Q) −→ limcodimXY≥jHi(X − Y,Q)
)
,
where the direct limit is over closed subvarieties Y ⊂ X . The complex subspace
generated by the Hodge projected image of the coniveau filtration is
Hk−l,k−mN (X) := Im(N
k−lH2k−l−m(X,Q)⊗ C −→ Hk−l,k−m(X) ) .
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Lewis constructs certain complex subspaces
H{k,l,m}(X) ⊆ Hk−l,k−m(X) ,
such that for m = 0 one has
H{k,l,0}(X) ⊆ Hk−l,kN (X) .(1.2)
The spaces H{k,l,m}(X) are obtained by a process of Ku¨nneth projection of the
Hodge components of the real regulator classes of the elements in CHk(X ×S,m),
with varying smooth projective varieties S.
We give an abridged version of the main result from [12], since we only need it
for CHkind(X, 1).
Theorem 1.1 (Lewis). Let X be a non singular projective variety:
(i) H{k−1,l−1,0}(X) ⊂ H{k,l,1}(X).
(ii) If H{k,l,1}(X)/H{k−1,l−1,0}(X) 6= 0 for some l, 2 ≤ l ≤ k, then CHkind(X, 1)Q
is uncountable.
Note that Lewis’ proof shows that for a cycle ξ ∈ CHk(X×S, 1) which gives rise
to a nonzero element of H{k,l,1}(X)/H{k−1,l−1,0}(X), the cycles ξs, s ∈ S, form an
uncountable subset of CHkind(X, 1)Q.
Our results will show that (ii) holds for a generic hyperelliptic Jacobian of genus
g ≥ 3, for k = g and all l such that 2 ≤ l ≤ g − 1.
1.2. Lewis’ condition holds for the Pontryagin families Z(m). Let C be
a smooth projective curve of genus g and J = J(C) be its Jacobian. Let Z ∈
CHg(J(C), 1) be a regulator indecomposable cycle. Given m points pi on C,
we construct higher cycles Z(m) in CHg(Cm × J(C), 1), so that the fibre over
(t1, . . . , tm) is Z ∗ ([t1 − p1] − e) ∗ · · · ∗ ([tm − pm] − e), where e is the origin
in J(C). Set Z(1) := b∗(C × Z) − C × Z, where b : C × J(C) → C × J(C)
is the twisted isomorphism b(t, x) = (t, [t − p1] + x). By iteration this gives
Z(m) on Cm × J(C) = C × (Cm−1 × J(C)), where the twisted map is now
b((tm, . . . , t1, x)) = (tm, . . . , t1, [tm − pm] + x).
Proposition 1.1. Let C be a smooth projective curve of genus g and Z a regula-
tor indecomposable cycle in CHg(J(C), 1). Assume that the primitive cohomology
P i(J(C)) is an irreducible sub-Hodge structure of Hi(J(C),Q) for some m ≤ g− 2
and all i ≤ m+2. Then the real regulator of Z(m) gives rise to a non-zero element
of H{g,m+1,1}(J(C))/H{g−1,l,0}(J(C)), and hence the restriction of Z(m) to the
fibre over a generic point of Cm is indecomposable.
If ωJ1 , . . . , ω
J
g is a basis for H
0(J(C),Ω1J (C)) such that the restriction ζi :=
ωJi |C , 1 ≤ i ≤ g, is an orthonormal frame for H0(C,Ω1C), then the class of the
divisor Θ is determined by the form θJ(C) = (i/2)
∑g
j=1 ω
J
j ∧ ω¯Jj . We define τC =
ωJ1 ∧ ω¯J1 − ωJ2 ∧ ω¯J2 .
Lemma 1.2. Under the assumptions of Proposition 1.1, if Z is real regulator in-
decomposable then there is a basis as above with [R(Z), τ ] 6= 0.
Proof. The inner product on H0(C,Ω1C) allows us to view it as a representation V
of the unitary group U(g). H1,1(J(C)) is then also a representation of U(g), and is
isomorphic to a twist of V ⊗V ∗ by a 1-dimensional representation. Hence by Pieri’s
INDECOMPOSABLE HIGHER CHOW CYCLES ON JACOBIANS 5
formula we see that it decomposes as a direct sum of two irreducible representations
T and U , T being the subspace corresponding to the class of the Θ divisor.
Now consider the subspace W of H1,1(J(C)) spanned by all possible τ ’s as
above. Since the unitary group preserves the inner product, it follows that W is a
subrepresentation ofH1,1(J(C)). ClearlyW is not equal to T , hence it must contain
U . If there were no τ ’s with a non-zero pairing with Z then the pairing would be
zero on all of W , contradicting the assumption of real regulator indecomposable.
(Note that our assumptions imply that the space spanned by the rational Hodge
classes is T ).
Let αm = ζ¯m+2 . . . ζ¯3 ∧ τ ∧ ωJ3 ∧ . . . ωJm+2.
Lemma 1.3. [R(Z(m)), αm] = (−1)m[R(Z), τ ]
Proof. By iteration the proof is the same for all m ≥ 1. Say m = 1, then we have
b∗(ωJs ) = ω
J
s + ζs and b
∗(ζs) = ζs, thus
b∗(ζ¯3 ∧ τ ∧ ωJ3 ) = ζ¯3 ∧ b∗(τ ∧ ωJ3 ) = −(ζ3 ∧ ζ¯3) ∧ τ +
∑
i
φCi ∧ ψJi .
Here φCi is a form from C and ψ
J
i is from J(C), and it is either φ
C
i = ζ¯3 or else
φCi = ζ¯3 ∧ ζl, l 6= 3, and therefore it is of volume 0, because of the orthogonality
assumption. We have then : [R(Z(1)), ζ¯3 ∧ τ ∧ ωJ3 ] = [R(C × Z), b∗(ζ¯3 ∧ τ ∧
ωJ3 )]− [R(C ×Z), ζ¯3 ∧ τ ∧ ωJ3 ] = [R(C ×Z), b∗(ζ¯3 ∧ τ ∧ ωJ3 )] = [−R(Z), τ ], because
[R(C × Z), φC ∧ ψJ ] = [R(Z), ψJ ] ∫C φC .
Proof of Proposition 1.1. The previous lemma along with equation (1.2) implies
that R(Z(m)) gives a non-zero element of H{g,m+1,1}(J(C))/H{g−1,m,0}(J(C)) if
τ∧ωJ3 ∧. . . ωJm+2 is orthogonal to Ng−m−1H2g−m−2(J(C)). The assumptions on the
primitive cohomology imply that Ng−m−1H2g−m−2(J(C)) = Θg−m−1Hm(J(C)).
Since τ ∧ ωJ3 ∧ . . . ωJm+2 · Θg−m−1 = 0, it follows that the condition is indeed
satisfied.
The next proposition shows that the hypothesis on the primitive cohomology of
Proposition 1.1 holds for the Jacobian of a generic hyperelliptic curve. The reader
may refer to [13] for the definition and basic properties of the Hodge group.
Proposition 1.2. Let C be a generic hyperelliptic curve of genus g. Then the
Hodge group of J(C) is isomorphic to Sp(2g,Q), hence P i(J(C)) is an irreducible
Hodge structure for 0 ≤ i ≤ g.
Proof. We shall use induction on g, the result for g = 1 and 2 being well known.
Assume that g ≥ 3 and the result is known for smaller g. We degenerate C to a
stable curve Co with 3 smooth irreducible components C1, C2 and C3, with C1 and
C3 of genus 1, and C2 of genus g − 2 intersecting each of C1 and C3 transversally
in a single Weierstrass point. By choosing a path in a suitable parameter space,
we can identify V := H1(C,Q) as a symplectic vector space with V1 ⊕ V2 ⊕ V3,
where Vi = H
1(Ci,Q), i = 1, 2, 3. Let D1 and D3 be generic hyperelliptic curves
of genus g − 1, with Di specializing to Ci ∪ C2, i = 1, 2. Let C′ = D1 ∪ C3 and
C′′ = C1 ∪ D3, the two components of each curve intersecting transversally in a
single point. Again, by choosing paths we may identify H1(C′,Q) and H1(C′′,Q)
with V1 ⊕ V2 ⊕ V3 in such a way that H1(Di,Q) is identified with Vi ⊕ V2.
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Now consider the family of Jacobians. Since C is generic, G, the Hodge group of
J(C), contains the Hodge groups G′ and G′′ of J(C′) and J(C′′) respectively. Using
induction and the above identifications, we see that G contains both Sp(V1 ⊕ V2)
and Sp(V2⊕V3). One easily checks, by an explicit computation using Lie algebras,
that the smallest subgroup of GL(V ) containing both these two subgroups is Sp(V ).
The Hodge group is always contained in Sp(V ) so G must equal Sp(V ).
From the representation theory of symplectic groups it follows that P i(J(C)) is
an irreducible representation of the Hodge group, 0 ≤ i ≤ g. Since the sub-Hodge
structures of Hi are precisely the subrepresentations of the Hodge group, it follows
that the P i(J(C))’s are also irreducible as Hodge structures.
1.3. On the real regulator image of the basic hyperelliptic cycle. Let f :
C → P1 be the double cover associated with a hyperelliptic curve. We fix two
ramification points w1 and w2 on C and choose a standard parameterization on P
1
so that f(w1) = 0 and f(w2) = ∞. The points w1 and w2 are the distinguished
Weierstrass points, and ǫ := [w1 − w2] is the associated element of order two in
Pic0(C).
It is convenient to identify J(C) = Pic0(C) with Pic1(C) by adding w1. We
embed C in the natural way in Pic1(C), and for t ∈ Pic1(C) we let Ct be the
translate of C by [t − w1]. Now consider W1 := C = Cw1 and W2 := Cw2 , the ǫ
translate of C, and fix a point t ∈ C. Observe that the intersection Ct ∩W1 ∩W2
is the point w1. We shall follow the convention to indicate a rational function on
Ct by using the same name given to the corresponding function on C.
Consider K :=W1 ⊗ f +W2 ⊗ f . K is the basic hyperelliptic cycle of [4], where
it was provedthat it is a non trivial indecomposable element of CHg(J(C), 1)Q for
generic C. There it was shown that the primitive contribution of the standard
regulator image of K does not vanish by studying an infinitesimal invariant of Grif-
fiths type associated with the relevant normal function. The following proposition
shows that K is real regulator indecomposable. Here τC is of the form considered
in section 1.2.
Proposition 1.3. For C a generic hyperelliptic curve of genus g ≥ 2 there is τC
with [R(K), τC ] 6= 0 .
By definition [R(K), τ ] = 2
∫
C log|f |τ|C ; we shall prove that it is not trivial by
means of a reduction process to the case of elliptic curves.
Let Eλ be the elliptic curve with affine equation y
2 = x(x − 1)(x − λ). Define
fλ := x as a rational function on Eλ. The form associated with the Θ divisor is
here θλ = (i/2)ωλ ∧ ω¯λ. It is an invariant form on Eλ of volume one. We write
I(λ) :=
∫
Eλ
log |fλ|θλ.
Lemma 1.4. I(λ) varies with λ.
Proof. Multiplication of x by λ−1 shows that Eλ and Eλ−1 are isomorphic models
of the same curve E. On E the volume forms coincide, while fλ = λfλ−1 . Thus
I(λ) =
∫
E
log |λ|θ + I(λ−1) = log |λ|+ I(λ−1) ,
hence I(λ) cannot be constant.
We define I(h, τ) :=
∫
C log |h|τC , for any rational function h on C.
Lemma 1.5. If C is a generic curve of genus 2, then I(f, τ) 6= 0.
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Proof. We prove it for a bielliptic curve C which is a double cover of E1 := Eλ1
and of E2 := Eλ2 . Consider the diagram
E2
k2←−−−− C k1−−−−→ E1
f2
y f
y f1
y
P1
h←−−−− P1 h−−−−→ P1
Here fi is ramified over {0, 1,∞, λi}, h is the double cover ramified over λ1 and λ2,
and f : C → P1 is the hyperelliptic cover ramified at h−1({0, 1,∞}). On the range
of h we have already fixed a standard parameter, we choose a standard parameter
on the domain of h so that 0 maps to 0, and similarly for 1 and for ∞. In this
manner f is a well defined rational function on C, and we denote by f¯ its transform
under the involution of P1 associated with h. Letting g := hf , we see that f f¯ = cg,
c a constant.
One can take τC to be the form (k
∗
1(θ1)− k∗2(θ2)) on J(C) and thus
I(g, τC) =
∫
C
log |g|(k∗1(θ1)− k∗2(θ2)) 6= 0 .
It then follows that I(f, τC) 6= 0 for the general bielliptic curve C because
I(f, τC) + I(f¯ , τC) = I(g, τC) + log|c|
∫
C
τC = I(g, τC) .
Proof of Proposition 1.3. The proof for arbitrary genus is obtained by induction.
Starting from a hyperelliptic curve G → P1 and a double cover h : P1 → P1 we
construct the commutative diagram
C
π−−−−→ G
fC
y fG
y
P1
h−−−−→ P1
Here C is the normalization of the Cartesian product, hence π is branched at 4−2m
points, wherem is the number of ramification points of h which coincide with points
of ramification for fG. We have g(C) = 2g(G) + 1−m.
By induction, Proposition 1.3 holds for G. It then also holds for C by using the
arguments given for Lemma 1.5, where we now take τC to be the form π
∗τG, the
lift to J(C) of τG.
1.4. Indecomposable elements on hyperelliptic Jacobians. For a g dimen-
sional abelian variety A, the following decomposition of the higher Chow groups is
a consequence of the motivic decomposition of the diagonal due to Beauville [1],
and Deninger and Murre [5]:
CHk(A,m)Q =
⊕
s
CHk(A,m)s(1.3)
Here CHk(A,m)s is the subspace of CH
k(A,m)Q on which [n]
∗ (resp. [n]∗) acts
by multiplication by n2k−s (resp. n2g−2k+s). The Fourier transform of Mukai and
Beauville induces isomorphisms:
F : CHk(A,m)s
∼=−→ CHg−k+s(Aˆ,m)s(1.4)
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where Aˆ is the dual abelian variety.
For Θ a symmetric ample divisor, the motivic hard Lefschetz theorem of Ku¨nnemann
[11] implies that intersecting with powers of Θ gives isomorphisms:
· Θg+s−2k : CHk(A,m)s
∼=−→ CHg+s−k(A,m)s , 0 ≤ 2k − s ≤ g .(1.5)
It follows from the definitions that the decomposition (1.3) and the isomorphisms
(1.4) and (1.5) preserve decomposable cycles as defined in (1.1), hence
CHkind(A, 1)Q =
⊕
s
CHkind(A, 1)s(1.6)
F : CHkind(A, 1)s
∼=−→ CHg−k+sind (A, 1)s(1.7)
· Θg+s−2k : CHkind(A, 1)s
∼=−→ CHg+s−kind (A, 1)s , 0 ≤ 2k − s ≤ g .(1.8)
Proposition 1.4. Let A be a g-dimensional abelian variety. Then CHgind(A, 1)s =
0 for s < 2 or s > g.
Proof. We use equation (1.7) i.e. F(CHgind(A, 1)s) = CHsind(Aˆ, 1)s. If s < 1,
CHs(Aˆ, 1) is itself zero. The action of [n]∗ on CH1(Aˆ, 1) = C∗ is trivial hence
CH1(Aˆ, 1)1 is also zero. We conclude the proof by observing that for any g-
dimensional variety X , CHs(X, 1) = 0 for s > g + 1 and CHg+1ind (X, 1) = 0
Remark. A conjecture of C. Voisin [17] says that CH2ind(X, 1) should be countable
for any smooth projective variety X . For an abelian variety A, the injectivity of
the rational regulator on CHk(A, 1)2 would imply that CH
k
ind(A, 1)2 is countable.
If g = 2, the proposition shows that then CH2ind(A, 1)Q would also be countable.
For the rest of this section, C will be a hyperelliptic curve of genus g and K the
basic hyperelliptic cycle in CHg(J(C), 1).
Lemma 1.6. The component of K in CHgind(J(C), 1)s is zero for all s 6= 2. Con-
sequently, for any integer n, [n]∗(K) = n
2K in CHgind(J(C), 1)Q.
Proof. Consider the following copies of C embedded in C × C: X1 = C × {w1},
X2 = {w1} × C, X3 = C × {w2}, X4 = {w2} × C, X5 = ∆, and X6 = ∆′. Here
w1 and w2 are two distinct Weierstrass points, ∆ is the diagonal, and ∆
′ is the
image of C via the embedding x 7→ (x, σ(x)), with σ the hyperelliptic involution.
If f is a Weierstrass function with div(f) = 2w1 − 2w2 then one easily checks that
Z =
∑6
i=1Xi ⊗ f is an element of CH2(C × C, 1). If we use w1 to embed C in
J(C), then the image of Z in CHg(J(C), 1) is equal to 2K − (1/2)[2]∗(K).
The involution τ = (id, σ) of C×C preserves Z, hence Z must be the pullback of
a cycle from C×C/τ ∼= C×P1. CH2(C×P1, 1) is always decomposable for any curve
C, hence Z must also be decomposable. Thus 4K = [2]∗(K) in CH
g
ind(J(C), 1)Q.
This implies that all the components of K except the one in CHgind(J(C), 1)2 must
be zero.
For T = (t1, t2, . . . , tm), P = (p1, p2, . . . , pm) points on C
m, let KP (T ) = K ∗
([t1 − p1]− e) ∗ ([t2 − p2]− e) ∗ . . . ∗ ([tm − pm]− e) ∈ CHg(J(C), 1), where e is the
origin in J(C). The following theorem is the main result of this section.
Theorem 1.2. If C is a generic hyperelliptic curve and T a generic point of Cm,
1 ≤ m ≤ g− 2, then KP (T ) is indecomposable and the set of all such cycles with T
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varying and P fixed forms an uncountable subset of CHgind(J(C), 1)Q. Furthermore,
CHkind(J(C), 1)s is uncountable for 3 ≤ s ≤ k ≤ g.
Proof. The first part of the theorem follows directly by combining Propositions 1.1,
1.2 and 1.3.
Let I = ⊕gs=1CHg(J(C))s be the zero cycles of degree 0 (with Q coefficients).
Then for m ≥ 1, I∗m = ⊕gs=mCHg(J(C))s and if T ∈ Cm, then KP (T ) ∈
CHg(J(C), 1)Q ∗ I∗m. Using Proposition 1.4, Lemma 1.6 and the fact that the
subscripts are additive under Pontryagin products, we see that if m = g − 2
then the only nonzero component of KP (T ) in CH
g
ind(J(C), 1)Q is the one in
CHgind(J(C), 1)g . The first part of the theorem then implies that the image of K ∗
CHg(J(C))g−2 in CH
g
ind(J(C), 1)g is uncountable. We then use that CH
g(J(C))s =
CHg(J(C))∗s1 , s ≥ 1, and descending induction on s starting from s = g to
show that the image of K ∗ CHg(J(C))s−2 in CHgind(J(C), 1)s is uncountable for
3 ≤ s ≤ g.
The statement for k < g follows by using the Fourier transform and the motivic
hard Lefschetz theorem: Letting k = s, we see by (1.7) that CHsind(J(C), 1)s is un-
countable for 3 ≤ s ≤ g. By (1.8), intersection with Θg−s induces an isomorphism
from CHsind(J(C), 1)s to CH
g
ind(J(C), 1)s, hence intersection with Θ
k−s must in-
duce an injection from CHsind(J(C), 1)s to CH
k
ind(J(C), 1)s, 3 ≤ s ≤ k ≤ g. Since
CHsind(J(C), 1)s is uncountable, it follows that CH
k
ind(J(C), 1)s is also uncount-
able.
Remark. Proposition 1.4 shows that the theorem is optimal for k = g. It should
also be optimal for k < g — the proof for s > k still works but we do not know
how to handle the s < 2 case.
2. Decomposability specializes
Our aim is to show that decomposability specializes. Consider a flat and projec-
tive family X → A, where A is a smooth curve, X is non singular and so is X0, the
fibre over p0.
Theorem 2.1. If the restriction of an element Q ∈ CHd(X , 1)Q to the generic
fibre is decomposable then restriction of Q to the central fibre is also decomposable.
2.1. One can replace Q by a multiple and A by an open subset of a finite cover of
the original A so that now the following holds:
Assumption. Over U := A−{p0} the restriction QU is equivalent in CHd(XU , 1)
to an elementW :=∑Zj⊗fj, where Zj are irreducible subvarieties which intersect
properly X0 and fj are rational functions lifted from A and regular on U .
We meet now the problem that W may have a boundary B on X , and then B
is supported on X0. On the other hand Q is a cycle, and so it has no boundary.
Since on XU the classes Q andW coincide by hypothesis, then under the boundary
map CHd(XU , 1) → CHd−1(X0) the image of W is trivial, that is B is rationally
equivalent to 0 on the central fibre. Let R be a relation of rational equivalence on
X0 which kills B, then W − R has no boundary and thus W − R − Q is a cycle
for CHd(X , 1) whose class is represented by a cycleM coming from CHd−1(X0, 1).
We will show that M and R can be moved conveniently for our purposes, but to
do this we need to embed X in a larger space Y → A. Our first result is that
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we can work on Y and with a cycle WY := ∑Zj ⊗ fj as described above. The
improvement is that WY has no boundary now and that it is equivalent to Q on
Y. The second issue is to compute the restriction of WY to X0 so to check that it
is indeed of decomposable type. The difficulty that we meet is the fact that each
fj may have a boundary on the central fibre, we overcome this trouble by means
of some test curves.
2.2. We find useful to work for a while with G(T ) theK-theory of coherent sheaves
on a quasiprojective scheme T and to use the topological filtration FmG1(T ), this is
the subgroup generated by the images of iZ,∗ : G1(Z)→ G1(T ), where iZ : Z → T
are closed subschemes of T of dimension at most m. The relations with Bloch’s
CHp(X, 1) are now recalled.
We know from Soule´ [16] that the Quillen coniveau spectral sequence
Ep,q1 =
∐
x∈Xp
K−p−qk(x)⇒ G−p−q(X)
degenerates modulo torsion for p+ q ≤ 2, in particular we need
G1(X)Q =
d⊕
p=0
Ep,−p−12 ⊗Q
Moreover for m = 0, 1, 2 the coniveau filtration of the spectral sequence coincides
rationally with the γ filtration. Using Bloch’s isomorphism
⊕
i
griγGm(X)Q ≃ Gm(X)Q ≃
⊕
i
CHi(X,m)Q
one has then
Ep,−p−12 ⊗ Q ≃ CHp(X, 1)Q
Let iD : D → T be the inclusion of an effective Cartier divisor, then i∗DGm(T )→
Gm(D) is defined. Next proposition, see 2-11 in [15], implies that if each component
of a subscheme Z of dimension m intersects properly D, then i∗D(iZ∗(G1(Z)) lands
in Fm−1G1(D).
Proposition 2.1 (Quillen). Consider a cartesian diagram of quasiprojective schemes
X ′
g′−−−−→ X
f ′
y f
y
Y ′
g−−−−→ Y
Assume that f is proper, that g is of finite tor-dimension and that Y ′ and X are
tor-independent over Y (i.e. Tor
OY,y
i (O(Y ′,y′), O(X,x)) = 0 for i ≥ 1)
Then
g∗f∗ = f
′
∗g
′∗ : Gm(X)→ Gm(Y ′)
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2.3. A larger space. We come back to consider X → A, by gluing it transversally
with X × A along the fibre over p0 we construct Y, so that g : Y → A has central
fibre the scheme Y , whose reduced support is X0.
The diagram
X −−−−→ Xy
y
Y −−−−→ Y := X ∪X×{p0} (X ×A)
satisfies the hypotheses of Proposition 2.1. Indeed one has only to check vanishing
of Tor1, because Y is a Cartier divisor in Y. Let t be a local parameter at p0, then
t generates the ideal of Y , and we see that Tor1 = 0 because t is not a 0-divisor in
the local rings of X .
Applying devissage we find then:
Gq(X) ←−−−− Gq(X )
≃
y
y
Gq(Y ) ←−−−− Gq(Y)
We use next the setting above to check that the specialization mapG1(X )→ G1(X)
is compatible with the topological filtration Fm. The useful fact is that on Y it is
easy to move to general position with respect to X . This way of moving turns out
to be also the trick that we need to show that decomposability specializes.
We work by induction onm and consider z in the graded quotient Fm+1/FmG1(X ),
then z is represented by a Quillen cycle
∑
Zi ⊗ fi, with
∑
div(fi) = 0 where Zi
are irreducible subvarieties of dimension m+ 1. Now:
Lemma 2.1. On X × A a Quillen chain Z ⊗ f is equivalent to a chain whose
support intersects properly X × {p0}.
Proof. The only problem is when Z ⊂ X × {p0}. Consider the symbol {g, f} on
Z × A, where g is a rational function with simple 0 at p0 and therefore div(g) =
p0+
∑
miqi. The boundary of (Z ×A)⊗{g, f} is (Z ×{p0})⊗ f +
∑
(Z ×{qi})⊗
fmi − (div(f) × A) ⊗ g, and thus (Z × {p0}) ⊗ f is equivalent to a chain of the
stated kind.
In this way the image of z in Fm+1/FmG1(Y) is supported on a scheme T of
dimension m+ 1 with the property that each component of T meets properly the
central divisor X , therefore the restriction of z belongs to FmG1(X) because it is
supported on the intersection T ∩X .
The same proof yields that the chainM +R which was discussed above is equiv-
alent on Y to a sum of Quillen chains of the preceding type (div(f)×A)⊗g. Notice
that here we may have had to replace A by a smaller open set, with this proviso
we have then proved:
Proposition 2.2. The restriction of Q to X coincides with the restriction from
Y to Y of a cycle WY := ∑Zj ⊗ fj, where Zj are irreducible varieties in Y and
where fj is pull back of a rational function of the same name from A under the flat
projection Zj → A. The functions fj are regular away from p0.
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2.4. Computing the restriction of WY . Let (∪jZj) ∩ X0 = ∪lHl be the de-
composition in irreducible components, then we know from the preceding discussion
that the restriction morphism CHd(Y, 1) → CHd(X, 1) sends WY to a cycle sup-
ported on ∪lHl, and therefore to a cycle
∑
lHl ⊗ hl. Next proposition completes
the proof of the theorem.
Proposition 2.3. The rational functions hl are constant functions.
Proof. By taking general linear sections of Z = ∪Zj one may construct curves
B = ∪Bj such that B → A is finite. Our program is to prove that at the points
of intersection of B with Hl the value of the relevant function hl is constant, inde-
pendent of the chosen section B.
We may assume that B is smooth outside the inverse image of p0. Let Q be the
element of G1(B) determined by WY , and thus Q is such that its restriction to the
smooth part is given by functions fj on the components Bj of B, each fj being
the pull-back of a rational function with the same name on A. Using devissage we
restrict Q to G1(p) ≃ C∗, where p is a point in the inverse image of p0. Then the
claim is that for any such point p this restriction is equal to (
∏
fj
nj )(p0). Here
the nj’s may depend on p and they are such that the product doesn’t have a pole
or zero at p0. Note that contravariant functoriality for local complete intersections
yields here the equality (
∏
fj
nj )(p0) =
∏
(hl(p)), where we set hl(p) = 1 if p 6∈ Hl.
This argument shows that at the points of intersection of curves like B with Hl the
values of the functions hl lie in a countable set, and therefore hl must be constant
on the irreducible component Hl.
To prove the claim, we let C be the normalization of an irreducible component
of the fibre product of all the Bi’s over A. C is flat over A, so we can replace C
by A and B by the fibre product of A and B over C. The advantage is that here
we are reduced to the case that there is only one point in the inverse image of (the
new) ’p’ because we now have sections, and so the claim follows by functoriality
from the simple case, which we describe next.
The simple case is when each Bi is an isomorphic copy of A and moreover the
scheme B := ∪Bi, is constructed by gluing at one point q (= p0 on A). Let the
projection map be π : B → A, then we write U := A−{p0}, and Vi = Bi−{q}, and
set V := ∪Vi = B − {q}. The map π : B → A is the identity on each component
Bi. Give rational functions fi on Bi, (A is not necessarily complete, and we assume
that the only zero or pole of fi is at q) and assume that
∑
div(fi) = 0. Then
{fi} defines an element f say in G1(V ), which comes from G1(B), because it has
boundary 0 in the exact sequence G1(B) → G1(V ) → G0(q). Consider now p0 as
a Cartier divisor on A and let q∗ be the scheme, which is the pull back of p0 on B.
The map G1(B)→ G1(q∗) is well defined because q∗ is a local complete intersection
in B. By devissage G1(q
∗) = G1(q) = C
∗; the question is to understand the value
of the image of f in G1(q) = C
∗. Each fi is a function fiA on A. The answer is
consider the product fA := ΠfiA, then fA is a rational function which is in fact
regular at p0, because of our assumption, and then we have that the image value is
fA(p0). The reason is once more the commutativity from Proposition 2.1 (it is so
below at p0 and then it must have been so at q).
3. The 4-configuration
For C a generic hyperelliptic curve of genus g ≥ 3, we have constructed indecom-
posable elements in CHg(J(C), 1)Q which are in the kernel of the regulator map.
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We shall now construct such elements in CHg(J(C), 1)Q, for more general curves,
in particular for generic curves of genus 3 and 4. The natural parameter space for
our construction will be a certain Hurwitz scheme of degree 4 covers of P1. We
shall show that one can specialize to a hyperelliptic curve in such a way that our
cycle specializes to K −Kt, allowing us to use the results of the previous sections
to prove indecomposability.
3.1. Construction of the 4-configuration. Let C be a smooth projective curve
of genus g ≥ 3 and let D = (a1 + a2) − (b1 + b2) be a divisor on C such that
[D] = ǫ is a point of order 2 in Pic(C). Let f be a rational function on C such that
div(f) = 2D. To this data we shall associate a natural element of CHg(Pic3(C), 1)
supported on four copies of C.
Let i(y, z) : C → Pic3(C) be the map i(y, z)(x) = x+y+z, C(y, z) := i(y, z)(C),
and let j : C → Pic3(C) be the map j(x) = −x + 2(a1 + a2), G := j(C). We
consider C(a1, a2), C(b1, b2) and G. Translation by ǫ maps C(a1, a2) to C(b1, b1),
and we let Gǫ be the image of G. We shall use the convention that f represents
the rational function on each of the preceding curves which maps to f under the
chosen isomorphism with C. Thus, we set Z1 := C(a1, a2) ⊗ f , Z2 := G ⊗ f ,
Z3 := C(b1, b2)⊗ f , Z4 := Gǫ ⊗ f .
Proposition 3.1. ZD :=
∑4
i=1(−1)iZi is a higher cycle.
Note that ZD also depends on the choice of the rational function f , but we can
neglect this since multiplying f by an element of C∗ amounts to the addition of a
decomposable element to ZD.
Proof. The only possible difficulty is to see where the curves intersect. C(a1, a2)
intersects G in two points; on both curves the points come from a1 and a2 under
the isomorphism with C, but the point which comes from a1 in G comes from a2
in C(a1, a2) and conversely. A similar statement holds for C(b1, b2) ∩G, and then
intersections with Gǫ can be recovered by using ǫ-symmetry. Note that if C is not
hyperelliptic then C(a1, a2) ∩ C(b1, b2) = ∅ and G ∩Gǫ = ∅.
Remark. By translation of ZD by a a zero cycle ξ of degree −3 on C, we obtain an
element ZD,ξ of CH
g(J(C), 1). The component of ZD,ξ in CH
g(J(C), 1)2 is always
zero, hence it is in the kernel of the (rational) regulator map. To see this, first note
that this component is preserved by translation since CHg(J(C), 1)s = 0 for s < 2
(c.f. proof of Proposition 1.4), hence is independent of ξ. One easily checks that
[−1]∗(ZD,−3a1) = −ZD,−3a2 , This implies the desired fact, since the action of [−1]∗
on CHg(J(C), 1)2 is trivial.
3.2. A Hurwitz scheme. In order to construct the specialization needed to prove
indecomposability, we shall use certain Hurwitz schemes parametrizing the ramified
coverings of P1 corresponding to the functions f as above. We refer the reader to
[7, Section 1] for the basic facts about Hurwitz schemes.
Let g ≥ 2 be an even integer and Hg be the Hurwitz scheme whose points
correspond to degree 4 covers of P1 branched over n = 2g + 4 distinct points, such
that the inverse image of n−2 of these points consists of three points and the inverse
image of each of the remaining points consists of two points, each of ramification
degree 2. From the Riemann-Hurwitz formula it follows that such a cover C → P1
is of genus g.
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Proposition 3.2. For each g ≥ 2, Hg consists of two components.
Proof. Let n = 2g+4. Recall that we have a finite etale map δ : Hg → Pn−∆, where
Pn is thought of as (P1)
(n)
and ∆ is the discriminant locus. Let P = {p1, p2, . . . , pn}
be an element of Pn −∆ and let x ∈ P1 be distinct from the pi’s. We may choose
loops σi based at x and going around pi in such a way so that σ1, σ2, . . . σn generate
G = π1(P
1\{p1, p2, . . . , pn}, x) with the single relation as σ1σ2 · · ·σn = 1. Now
degree 4 covers of P1 branched over P correspond to transitive representations of
G in the symmetric group Σ4. For the covers to correspond to points of Hg, the
images of n − 2 of the σi’s must be transpositions and the images of the other
two must be products of 2 disjoint transpositions. Two such representations give
isomorphic covers if they differ by an inner automorphism of Σ4. Thus δ
−1(P ) can
be identified with classes of n-tuples (s1, s2, . . . , sn) of elements of Σ4 , all but two
of the si’s being transpositions, the remaining two being products of two disjoint
transpositions, and s1s2 · · · sn = 1. Two such n-tuples are identified if they differ
by coordinatewise conjugation by an element of Σ4.
The action of the monodromy on δ−1(P ) contains elements Γi, 1 ≤ i ≤ n − 1,
which act on n-tuples as above by:
Γi(s1, s2, . . . , sn) = (s1, . . . , si−1, sisi+1s
−1
i , si, . . . , sn) .
To show that Hg has two components we use the Γi’s to prove that the monodromy
action on δ−1(P ) has two orbits. The proof is a case by case analysis; we shall
describe the main steps and leave some simple verifications to the reader. Let ti,j ,
i 6= j, denote the transposition which switches i and j and let v1, v2 and v3 be the
permutations (1 2)(3 4), (1 3)(2 4) and (1 4)(2 3) respectively. Let V = {v1, v2, v3}.
Using the action of the Γi’s one sees that each orbit contains an n-tuple S such
that sn−1 and sn are in V . Upto conjugation, we may assume that sn = v1 and
sn−1 = v1 or v2. Suppose sn−1 = v2, hence s1s2 · · · sn−2 = v3. Let K be the
subgroup of Σ4 generated by s1, s2, . . . sn−2. Using the fact that v3 ∈ K and K
is generated by transpositions we analyze the two possibilities for the action of K
on {1, 2, 3, 4} (i) transitive and (ii) intransitive. In both cases ((i) requires some
computations with the Γi’s) we conclude that we may assume that at least one of
t1,4 or t2,3 occurs among the si’s (without changing sn−1 and sn). Again using the
action, we may assume that i = n − 2. Then replacing S, by Γn−2(Γn−1(S)) we
may also assume that sn−1 = v1.
As above, let K be the subgroup of Σ4 generated by s1, s2, . . . sn−2 and note
that now s1s2 · · · sn−2 = 1. We now consider four possibilities for the action of K
on {1, 2, 3, 4}.
(i) The action is transitive.
(ii) The action has a unique fixed point.
(iii) The action has two fixed points.
(iv) The action has no fixed points but fixes two disjoint subsets of two elements
each.
(i) Since s1s2 · · · sn−2 = 1, it follows by a result of Clebsch (see [7, p.547]) that we
may assume
(s1, s2, . . . sn−2) = (t1,2, t1,2, t1,3, t1,3, t1,4, . . . t1,4) .
Note that a priori we may also have to use an inner automorphism of Σ4 in order to
achieve this, but it is easy to check using the action of the Γi’s that we may choose
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an automorphism preserving v1. Hence we may assume that
S = (t1,2, t1,2, t1,3, t1,3, t1,4, . . . t1,4, v1, v1) .
(ii) Without loss of generality, we may assume that the fixed point is 4. Again, by
Clebsch’ result we may assume that
S = (t1,2, t1,2, t1,3, . . . t1,3, v1, v1) .
Moreover, it is easy to check that if we replace v1 by v2 or v3, we stay in the same
orbit, hence all elements of type (ii) lie in one orbit. Further, note that using the
Γi’s , we can switch pairs of adjacent transpositions, i.e.
(t1,2, t1,2, t1,3, t1,3) ∼ (t1,3, t1,3, t1,2, t1,2) ,
so we may replace S by (t1,3, . . . , t1,3, t1,2, t1,2, t1,3, t1,3, v1, v1). One checks that
Γn−2(Γn−3(Γn−4(Γn−5(Γn−4(Γn−5(Γn−4(Γn−3(Γn−2(Γn−4(S))))))))))
= (t1,3, . . . , t1,3, t2,4, t1,2, t1,2, t2,4, v1, v1) .
Since we have assumed that n ≥ 8, it follows that the K corresponding to this
element acts transitively on {1, 2, 3, 4}. Hence elements of types (i) and (ii) lie in
the same orbit.
(iii) In this case we must have S = (t, t, . . . , t, v1, v1) where t is one of t1,3, t2,3, t1,4,
t2,4, since the representation is assumed to be transitive. It is clear that all choices
are conjugate by an element of Σ4 which fixes v1, hence all elements of type (iii)
are in the same orbit.
Assume, without loss of generality that t = t1,3. Then
Γn−2(Γn−3(Γn−3(Γn−2(S)))) = (t1,3, t1,3, . . . , t1,3, t2,4, t2,4, v1, v1) .
Since t1,3 and t2,4 commute, Γi, for 1 ≤ i ≤ n− 2, just switches si and si+1. Thus
we may repeat the above procedure and deduce that S is in the same orbit as
elements of the form (s1, s2, . . . , sn−2, v1, v2) where each si for 1 ≤ i ≤ n − 2, is
either t1,3 or t2,4, there being an even number of both kinds.
(iv) Elements of type (iv) are precisely those considered in the previous paragraph,
so all such elements lie in the same orbit as elements of type (iii).
We thus see that Hg has at most two components. Now observe that covers
of type (iii) have an automorphism of order 2 commuting with the covering map,
corresponding to the representation of G in Σ2 induced from the original repre-
sentation in Σ4 by identifying 1 with 2 and 3 with 4. Covers of type (i) have
no automorphisms commuting with the covering map, hence Hg has precisely two
components.
3.3. Indecomposability of the generic 4-configuration. Let H ′g be the com-
ponent of Hg corresponding to covers without automorphisms. Then there exists
a universal family of curves ψ : Cg → H ′g and a corresponding universal degree 4
map π : Cg → H ′g × P1.
We continue using the same notation as in the proof of Proposition 3.2, so
P = {p1, p2, . . . , pn}, pi ∈ P1, and let p be any other point of P1. Let X be
the curve in Pn = (P)(n) with points {(1 − t)p1 + tp, (1 − t)p2 + tp, p3, p4, . . . pn},
t ∈ C. By the previous proposition, there exists an element of δ−1(P ) such that
the monodromy representation of the corresponding cover is given by the n-tuple
S = (t2,3, t2,3, t1,2, t1,2, . . . , t1,2, v1, v1) of elements of Σ4. Let Y
′ be the component
of δ−1(X) containing this point and let Y be the normalization of X in the function
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field of Y ′. Then C = ψ−1(Y ′) maps to X × P1 by the map π and we let C be the
normalization of X × P1 in the function field of C. Clearly ψ|C induces a flat and
projective morphism ψ : C → Y . Let y0 be a point of Y lying above the point
{p, p, p3, p4, . . . pn} of X .
Lemma 3.1. The fibre of the map ψ : C → Y over y0 has two smooth components,
C1 and C2, meeting transversally in a single point lying over p. The map from
C1 to P
1 has degree 2 and is branched over p3, p4, . . . , pn, while the map from
C2 to P
1 is branched over pn−1 and pn. In particular, C1 is hyperelliptic of genus
g = (n− 4)/2 while C2 is of genus 0.
Proof. Let B be small topological disc in Y containing y0 and such that the only
point where the map from B to X is ramified is y0. By construction of X , if B
is small enough then the ramification locus of the map π intersected with (B −
{y0}) × P1 consists of n disjoint punctured discs, each mapping isomorphically to
B−{y0}. The closures of all these discs remain disjoint in B×P1 except for two of
them which meet at (y0, a). By construction, the product of the local monodromies
around these two discs is trivial, hence the map π|
ψ
−1
(B)
: ψ
−1
(B) → B × P1 is
unramified over the complement of the closures of all the above discs.
To complete the proof we examine the induced monodromy representation of
π1(P
1\{a, p3, p4, . . . , pn}, x) in Σ4. The local monodromy around a is equal to the
product of the local monodromies around p1 and p2 of the original representation
used in the construction of Y and the local monodromies around the other points
are the same as those in the original representation. Then we see that the rep-
resentation is no longer transitive but breaks up into two representations, each of
degree 2. The conclusions of the lemma follow immediately on inspection of these
two representations.
For any point h of H ′g, the covering map C = (Cg)h → P1 gives us points a1, a2,
b1, b2 on C such that 2[a1+ a2] = 2[b1+ b2]. Choosing a function f on C such that
div(f) = 2(a1+ a2)− 2(b1+ b2) allows us to define a 4-configuration Z in Pic3(C).
Note that Z is well defined upto sign in CHgind(Pic
3(C), 1).
Theorem 3.1. The 4-configuration corresponding to a generic point of H ′g is in-
decomposable for all g ≥ 3. Moreover CHkind(J(C), 1)s is uncountable for 4 ≤ s ≤
k ≤ g.
Proof. Let C → Y be the family constructed in the discussion preceding Lemma
3.1. We blow down the genus 0 curve C2 in the fibre over y0 and call the resulting
family of curves C′. By replacing Y by a Zariski open subset we may assume that all
fibres are smooth and then by replacing Y by a finite cover we may also assume that
branch locus of the map C → Y ×P1 is a union of sections. Finally, by replacing Y
by a further open subset (containing y0) we may assume that there exist a rational
function F on C′ such that div(F ) = 2(A1 + A2) − 2(B1 + B2) = 2D, where D
restricts to the divisor used to define the 4-configuration on each fibre.
F allows us to construct an element Z of CHg(Pic3(C′/Y ), 1) which restricts
to the 4-configuration on each fibre. By Lemma 3.1, we see that upto labelling
the restrictions of A1, B1, A2, B2 to C1 = C′y0 must be w1, w2, t, t, where w1
and w2 are distinct Weierstrass points on C1 and t is a point lying over the point
a ∈ P1. It is then clear that fy0 = F |C1 has divisor 2w1 − 2w1 and is therefore a
Weierstrass function. One easily checks that the element of CHg(J(C1), 1) obtained
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by translating Zy0 by −3w1 is equal to K −Kt, where K is the basic hyperelliptic
cycle and the subscript denotes translation. Since p1, p2, . . . , pn and p are arbitrary
points in P1, it follows that we may assume that C1 is a generic hyperelliptic curve
of genus g and t a generic point on C1. By Theorem 1.2 it follows that Zy0 is
indecomposable and then by Theorem 2.1 it follows that Z restricted to a generic
fibre is also indecomposable.
The second statement follows by considering the Pontryagin product of the 4-
configuration with the zero cycles (t1 − t0) ∗ (t2 − t0) ∗ · · · ∗ (tr − t0), 0 ≤ r ≤ g− 3,
where (t0, t1, . . . , tr) is a generic point of C
r+1. Taking r = g − 3 > 0, we see
from the proof of Theorem 1.2 that the components of elements of Z ∗ I∗(g−3) give
uncountably many elements of CHgind(J(C), 1)g (note that specialization preserves
the decompositions). We then deduce that CHgind(J(C), 1)s is uncountable for
4 ≤ s ≤ g, as well as the statement for k < g, in the same way as in Theorem
1.2.
Consider the natural map τg : H
′
g → Mg. Since the map C(2) × C(2) → J(C)
given by ({a1, a2}, {b1, b2}) 7→ [a1 + a2 − (b1 + b2)] is surjective for any curve of
genus g ≤ 4, by counting parameters we see that τg is dominant for g = 3, 4. For
g > 4 a degeneration argument shows that the image has dimension 2g + 1. Note
that the (non-empty) fibres of τg are at least 3 = dim(Aut(P
1)) dimensional and
the generic fibre of τ3 is 4 dimensional.
Corollary 3.1. For C a generic curve of genus g = 3, 4, CHgind(J(C), 1)g is un-
countable.
Proof. The statement for g = 4 follows from the theorem. For g = 3, the generic
curve has a 1-parameter family of 4-configurations. Consider a family of genus 3
curves with special fibre a hyperelliptic curve as in the theorem. By varying the
4-configuration in the Jacobian of the generic fibre in the 1-parameter family, we ob-
tain as specializations cycles of the formK−Kt where now t varies in a 1-parameter
family. By Theorem 1.2, it follows that the set of specializations is an uncountable
subset of CH3ind(J(C1), 1)3. Hence by Theorem 2.1 the 4-configurations also form
an uncountable subset of CH3ind(J(C), 1)3.
4. Higher Chow cycles on self products of a curve
4.1. Construction of the cycles. The indecomposability of the basic hyperel-
liptic cycle and the 4-configuration suggest that to construct indecomposable ele-
ments in CHg(J(C), 1) for more general Jacobians, we should consider more gen-
eral divisors D on C, with [D] of order 2 in Pic(C). Let D be such a divisor, so
D =
∑n
i=1 ai −
∑n
i=1 bi for some n > 0 and distinct points ai, bi ∈ C, and there
exists a rational function f on C with div(f) = 2D. Note that if 0 < g ≤ 2n then
there always exist such divisors on a general curve, and if g ≥ 2n then there exists
a 2g + 2n− 3 dimensional family of curves of genus g which have such divisors.
Let E be the set of embeddings of C in Cn+1 such that the composition of any
e ∈ E with the projection to any factor is either the identity map or is constant
with image equal to one of the ai’s or bi’s. We have the following group actions on
the set E.
(i) Σn+1 acts by permuting the factors.
(ii) Σn acts by permuting the ai’s.
(iii) Σn acts by permuting the bi’s.
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(iv) Z/2 acts by switching ai and bi for all i.
Let fe be the function f considered as a function on e(C).
Proposition 4.1. The set of higher Chow 1-cycles of the form
∑
e∈E me(e(C) ⊗
fe), e ∈ E, me ∈ Q invariant under all the above group actions on E, is a positive
dimensional vector space for all n > 0.
Proof. By a partition of a positive integer n we shall mean a tuple of non-increasing
positive integers α = (n1, n2, . . . , nr) such that |α| :=
∑r
i=1 ni = n and by a parti-
tion of zero we mean the empty tuple (). If α is as above and m is a positive integer,
we let α+m be the partition of n+m obtained by reordering (n1, n2, . . . , nr,m).
The orbits of the action generated by all the above groups on E are in 1-1
correspondence with the set
E = {{α, β} | α a partition of i, β a partition of j, i+ j ≤ n} .
Here the elements of E (and P below) are viewed as unordered pairs.
The boundary of an element
∑
e∈E me(e(C)⊗fe) is supported on points of Cn+1,
each of whose coordinates is one of the ai’s or bi’s. The orbits of the set of all such
points under the group action are in 1-1 correspondence with the set
P = {{α, β}|α a partition of i, β a partition of j, i+ j = n+ 1}\{{(1, . . . , 1), ()}} .
{(1, . . . , 1), ()} is not included because the number of ai’s and bi’s is n.
Let R ⊂ E × P be the set⋃
{α,β}∈E
{
({α, β}, {α, β + (n+ 1− |α| − |β|)}), ({α, β}, {α+ (n+ 1− |α| − |β|), β})} .
Consider the projection p2 : R → P and observe that |p−12 ({α, β})| ≥ 2 for all
{α, β} ∈ P except for those of the form (i) α = (d, d, . . . , d), β = (), with d > 1
a divisor of n + 1 and (ii) α = β = (d, d, . . . , d) with n odd and d a divisor of
(n + 1)/2. For both these cases |p−12 ({α, β})| = 1. Using the fact that for any
integers d,m, if m/2 < d < m then d cannot divide m, one checks that if n > 3,
then
∣∣{{α, β} ∈ P | |p−12 ({α, β})| = 1}∣∣ ≤ n.
On the other hand, |p−11 ({α, β})| = 2 for all {α, β} ∈ E except for those with α =
β or α = (1, 1, . . . , 1), |α| = n, and β = (). For both these cases |p−11 ({α, β})| = 1.
If Π(m) denotes the number of partitions of m, one sees that the number of such
elements is 1 +
∑[n/2]
i=0 Π(i) which is greater than n for all n > 5.
Elements of P give us sufficient relations among the me’s for the boundary of∑
e∈Eme(e(C) ⊗ fe) to be zero, but if n is odd then elements of the form {α, α},
|α| = (n+ 1)/2, give trivial relations because of symmetry. Using this observation
along with explicit computations for 1 ≤ n ≤ 5, one sees that the number of
relations is always strictly less than the number of variables i.e. |E|, hence the
space of invariant cycles is positive dimensional.
Let V (C, f) be the space of all invariant higher Chow 1-cycles as in the propo-
sition. By abuse of notation we shall also denote this space by V (C,D). For n = 1
and 2, V (C,D) is of rank 1, but it is of rank > 1 for all n > 2.
4.2. Indecomposability of the product cycles via specialization. Proposi-
tion 4.1 provides us with elements of CHn+1(Cn+1, 1)Q. After pushforward by the
natural map Cn+1 → Picn+1(C) and translation by a divisor of degree −(n + 1),
we obtain elements of CHg(J(C), 1)Q. We now outline a method which should
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allow one to prove indecomposability of the image of a general element of V (C,D)
in CHg(J(C), 1)Q, for C generic among curves of genus g ≥ n+1 > 2, having such
divisors D.
Let Mg be the moduli space of genus g curves (pointed curves if g = 1) with
level 2m structure for some m ≥ 3 and let Cg be the universal family of curves over
Mg. Consider the map σ : Symn(Cg/Mg)×Symn(Cg/Mg)→ J(Cg/Mg) given on
the fibres overMg by ({a1, a2, . . . , an}, {b1, b2, . . . , bn}) 7→ [
∑
n ai−
∑
n bi] and let
Xg,n = σ
−1(S2), where S2 is the union of sections of J(Cg/Mg) corresponding to
points of order 2 on each fibre. Let τ be the composite of σ with the natural map
from J(Cg/Mg) to Mg.
Lemma 4.1. Let n > 1 and g > 0. Then there exists an irreducible component
Yg,n of Xg,n with the following properties:
(i) dim(Yg,n) = 2g + 2n− 3.
(ii) If g ≤ 2n, then the map τ |Yg,n : Yg,n →Mg is dominant and if g ≥ 2n, then
dim(τ(Yg,n)) = 2g + 2n− 3.
(iii) In the fibre of τ |Yg,n over a point onMg corresponding to a generic hyperellip-
tic curve C′, there exist points ({w1, t1, t2, . . . , tn−1}, {w2, t1, t2, . . . , tn−1}),
where w1 and w2 are distinct Weierstrass points on C
′, and (t1, t2, . . . , tn−1)
is a generic point of C′
n−1
.
Outline of proof. The lemma can be proved by considering a suitable Hurwitz
scheme as in section 3. We do not know the number of components if n > 2,
but a suitable choice of the monodromy representation allows us to single out a
component which gives rise to the desired specializations (c.f. the discussion before
Lemma 3.1). For example, if n = 3 we would consider the representation in Σ6
corresponding to the tuple
((23), (23), (45), (45), (12), (12), . . . , (12), (12)(34)(56), (12)(34)(56)) .
We let Yg,n be the closure in Xg,n of points of the form C, {a1, a2, . . . , an},
{b1, b2, . . . , bn}, where C is a cover of P1 corresponding to a point on the chosen
component of the Hurwitz scheme, and {a1, a2, . . . , an}, {b1, b2, . . . , bn} are the
inverse images of the two points of P1 over which the cover is not simply ramified.
Since the dimension of each component of the Hurwitz scheme is 2g + 2n and
dim(Aut(P1)) = 3, it follows that dim(Yg,n) = 2g + 2n− 3.
To prove the statement about the τ(Yg,n), we consider a degeneration of the
cover such that three of the simply ramified points come together (generically) at a
point. For instance, in the above example we would let p5, p6 and p7 come together.
If g ≥ 2, the special fibre of the stable model of the degenerating family of genus g
curves then consists of two smooth components, one of them a curve of genus g− 1
which is a cover of P1 of the same type, and the other a generic elliptic curve. If
g = 1, we obtain a nonconstant family of elliptic curves and so the statement is
true in this case. The statement for g = 2 follows, since we may then assume that
both components are generic elliptic curves.
If 2 < g ≤ 2n, we may assume using induction that the point of intersection of the
two components is a generic point on the curve of genus g − 1 (also generic). Thus
dim(τ(Yg,n)) ≥ dim(τ(Yg−1,n)) + 3, and so τ |Yg,n must be dominant. Finally, if
g > 2n we see that dim(τ(Yg,n)) ≥ dim(τ(Yg−1,n))+2. Since dim(Yg,n) = 2g+2n−3
and dim(τ(Y2n,n)) = 4n− 3, it follows that we must have equality for all g ≥ 2n.
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The basic idea for the proof of indecomposability is now the same as that used
for the 4-configuration i.e. we specialize to a hyperelliptic curve and then use the
results of sections 1 and 2. In somewhat more detail, the argument is as follows.
By Lemma 4.1 we may construct a family of smooth curves C → S of genus g and
a divisor D = ∑nAi −∑nBi on C, with S a smooth curve with a distinguished
point s, such that the fibre over the generic point, (C,D) corresponds to a generic
point of Yg,n and the fibre over s, (C
′, D′), corresponds to the special points of Yg,n
in Lemma 4.1 (iii).
Let W be the subspace of CHg(J(C′), 1) obtained by mapping V (C,D) to
CHg(Picn+1(C), 1)Q, specialization to CH
g(Picn+1(C′), 1)Q, and then translation
by −(n+ 1)[w1]. Note that specialization is always defined here, since we are free
to modify f by a nonzero constant.
By the condition on D′ it follows that f ′, the specialization of f must be a
Weierstrass function on C′ corresponding to the divisor 2w1−2w2. The components
of the support of elements of W are all images of the various diagonals in C′
n+1
,
and the function on each component is f ′. Lemma 1.6 then allows us to assume
that modulo decomposable elements each element ofW is a sum of translates of the
basic hyperelliptic cycle K. It is then clear that the results of sections 1 and 2 imply
that if g ≥ n+ 1, the general element of V (C,D) (with (C,D) corresponding to a
generic point of Yg,n) is indecomposable, provided that the following hypothesis is
satisfied.
Hypothesis 4.1. The image of W in CHgind(J(C
′), 1)Q is the vector space spanned
by the cycle K ∗ ([t1 − w1]− e) ∗ ([t2 − w1]− e) ∗ . . . ∗ ([tn−1 − w1]− e).
Remark. The difficulty in verifying the hypothesis is purely combinatorial; every-
thing can be computed explicitly for any given n. We have verified it using a
computer for 2 ≤ n ≤ 6. (In all these cases, the kernel of the map from W to
CHgind(J(C
′), 1)Q consists of those cycles which do not contain the (small) diagonal
of Cn+1 in their support.) Using the dimension formula from Lemma 4.1, we see
that CHgind(J(C), 1)Q is nonzero for a generic curve with 3 ≤ genus(C) ≤ 12. As
in the case of the 4-configuration, Pontryagin product with zero cycles can be used
to prove that for these cases CHgind(J(C), 1)Q is in fact uncountable.
5. Higher analogues in lower genus
In the first part of the section we construct elements F ∈ CH3(J(C), 4−g), where
the genus g ≤ 2. The cycles F are natural generalizations of the 4-configuration and
we expect that they should be strongly indecomposable in the sense that we explain
below. In the second part we study a certain cycle B ∈ CH3(J(C), 2) where C is
a bielliptic curve of genus 2. We show that B is (weakly) indecomposable using
Lewis’ criterion, which we show to hold by means of the same kind of proof as the
one which was given in (1.3).
5.1. Higher analogues of the 4-configuration in lower genus. Bloch’s groups
CHp(X,n) can be described by means of chains built from those integral subvari-
eties of codimension p in X × (P1 − {1})n which meet all the cubical faces over 0
or over∞ properly. Consider a semistable degeneration B′ of an abelian variety B
with trivial extension class, then B′ = A × C∗ with compactification B¯′ = A × P1
and thus one may expect that CHm(A, n) should retain memory of the properties
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of CHm(B, n − 1). This was the guess that prompted our construction of the 4-
configuration, which in a way can be seen as being the memory of cycles studied in
[6]. In the same vein we describe now a unified procedure for building a series of
cycles F in CH3(J(C), 4 − g), g = genus(C) ≤ 3. The first is the 4-configuration
and each element is the memory of the preceding one.
Choose a class ǫ of order 2, consider a divisor D := (a1 + a2) − (b1 + b2) on C
with class(D) = ǫ, and let f be a rational function with div(f) = 2D. We embed
C → J(C) using the maps α1(x) = [x−a1], α2(x) = [−x+a2], α3(x) = [x−a1]+ ǫ,
α4(x) = [−x + a2] + ǫ, and define Ci := αi(C). The useful property here is the
fact that on C1 the point which comes from ai coincides with the point on C2 from
ai±1. The same happens for bi with respect to the curves C1 and C4, and things
stay the same for every other curve instead of C1.
We start from genus 3, here we take βi = C → J(C) × P1 to be the map
x→ (αi(x), f(x)s(i)), where s(i) means ∓1, according to the parity of i.
The curves Ki := βi(C) in J(C)× P1 meet properly the cubical faces,
∑4
i=1Ki
is indeed a cycle and this is our element
F (f) :=
4∑
i=1
Ki ∈ CH3(J(C), 1) .
Clearly F (f) is equivalent to the the 4-configuration as it was previously defined.
To go higher in Chow groups we need at each step a new and convenient rational
function. It can be found by imposing restrictions on D by means of conditions on
f and this is the reason why we need to go down in genus.
In genus 2 we require ǫ = [w1 −w2], the distinguished ramification points of the
Weierstrass double cover h : C → P1. The condition is
f(w1) = f(w2)(+)
which is satisfied by a 1- dimensional family of a’s and b’s as above. Weil reciprocity
and (+) yield
(h(a1)h(a2))
2 = (h(b1)h(b2))
2 .(*)
We may change h by a multiplicative constant so as to have
1 = (h(a1)h(a2))
2 = (h(b1)h(b2))
2 .(**)
Writing now βi(x) := (αi(x), f(x)
s(i) , h(x)2s(i)) then Ki := βi(C) is a curve in
J(C)× P1 × P1 which meets properly the cubical faces. It is easy to check that
F (f, h) :=
4∑
i=1
Ki ∈ CH3(J(C), 2) ,
for instance one can see that the boundary is trivial over the point of C1 which
comes from w1 by realizing that it coincides with the point on C3 from w2, and by
using then the condition f(w1) = f(w2).
In genus 1 having fixed the divisor D of class ǫ as before we choose further two
rational functions h1 and h2 of degree 2 on E both ramified over 0 and ∞. Let
div(hi) = 2(q
′
i − q′′i ). We require our choice to satisfy:
[q′1 − q′′1 ] = [q′2 − q′′2 ] = ǫ(1)
h1(q
′
2) = h1(q
′′
2 ) and h2(q
′
1) = h2(q
′′
1 ) .(2)
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This can be done, see [4]. Here the conditions on f read
f(q′i) = f(q
′′
i ) i = 1 , 2 .(+)
As it was before this implies
((hi(a1)hi(a2))
2 = (hi(b1)hi(b2))
2 .(*)
We normalize the choice of the rational functions hi by the request:
1 = ((hi(a1)hi(a2))
2 = (hi(b1)hi(b2))
2 .(**)
Using βi(x) := (αi(x), f(x)
s(i) , h1(x)
2s(i), h2(x)
2s(i)), we obtain
F (f, h1, h2) :=
4∑
i=1
Ki ∈ CH3(E, 3) .
The 4-configuration F (x, f, h1, h2) ∈ CH3(C, 4) is constructed in the same way
as F (f, h1, h2) was. One thinks of P
1 as having the structure of a degenerate
Jacobian, given by the choice of a standard parameter x. The opposite map from
J(C) to J(C) becomes x → x−1 and the sum of points corresponds to product
of the coordinates. Translation by ǫ is here multiplication by −1. The condition
class(D) = ǫ reads a1a2 = −b1b2 and f := (x− a1)2(x− a2)2(x− b1)−2(x− b2)−2.
We may take explicitly: h1 = c1(x − 1)2(x + 1)−2 , h2 = c2(x − i)2(x + i)−2. The
requirements on f are
f(1) = f(−1) , f(i) = f(−i)(+)
Our choice yields also : f(0) = f(∞). One has
(hi(a1)hi(a2))
2 = (hi(b1)hi(b2))
2 , i = 1, 2.(*)
Choose and fix the constants c1 and c2 so that it is
1 = (hi(a1)hi(a2))
2 = (hi(b1)hi(b2))
2 , i = 1, 2.(**)
With this dictionary the maps αi : P
1 → P1 are defined as before (for in-
stance α1(t) = ta
−1
1 ), here the range of αi should be understood as the re-
placement of J(C). In this way the maps β : P1 → (P1)4 are here βi(x) =
(αi(x), f(x)
s(i), h1(x)
2s(i), h2(x)
2s(i)). Setting again Ki := βi(P
1) our cycle is then
F (x, f, h1, h2) :=
4∑
i=1
Ki ∈ CH3(C∗, 4) .
Remark. One may define an element in CHa(X, b) to be strongly indecomposable
if it is not in the image of CHa−1(X, b − 1) ⊗ C×. We think that the higher
4-configurations are good candidates to strong indecomposability.
5.2. The B-configuration. Following the terminology of [12] we define the group
of (weakly) decomposable cycles in CHp(X, 2) ≃ Hp−2(X,Kp) to be :
CHpdec(X, 2) := Im
{
K2(C)⊗CHp−2(X) −→ CHp(X, 2)
}
,
and thus the indecomposable group is
CHkind(X, 2) := CH
k(X, 2)
/
CHkdec(X, 2) .
It is known that translations on an elliptic curve E act trivially on CH2ind(E, 2),
see [8, 3.10]. We show that on the contrary translations on a genus 2 bielliptic
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Jacobian J(G) operate non trivially on CH3ind(J(G), 2). Our procedure is similar
to the one which we have applied above in (1.3). We deal here with the B-
configuration which is shown to be indecomposable by checking Lewis’ condition
on a cycle B of CH3(J(G) ×G, 2).
S. Bloch in his seminal memoir [3] constructed certain elements Sb ∈ Γ(E,K2))
associated with a point b of finite order on an elliptic curve E. He proved that the
real regulator image of Sb is not trivial for some curves with complex multiplication,
and thus it is not trivial in general.
Consider a bielliptic curve G of genus 2 with associated map δG : G→ E1, and
let a : G→ J(G) be the Abel Jacobi map. In this way Z(b) := a∗δ∗G(Sb) is a cycle
in CH3(J(G), 2). Translation by an element t ∈ Pic0(G) maps Z(b) to the cycle
Zt(b), our aim is to prove
Theorem 5.1. The B-configuration B(t) := Zt(b) − Z(b) is indecomposable for
generic t.
Note that B(t) has trivial regulator image.
Proof. Consider the cycle G × Z(b) ∈ CH2(G × G, 2). The straight embedding
σ := id×a : G×G→ G×J(G) maps it to S := σ∗(G×Z(b)) in CH3(G×J(G), 2).
The twisted embedding τ(t, x) := (t, a(x)+(t−w1))) gives instead T := τ∗(G×Z(b)),
with section T∗(t) = Zt(b), and therefore B(t) is the section at t ∈ G ofB := T−S.
We use the same type of notations as we did in part 1.2, in particular the
holomorphic form ωJi comes from Ei. We need to consider also the forms ν :=
ω¯J1 ∧ ωJ2 on J(G) and ζ¯2 on G. The procedure of 1.2 gives here again: (i) <
R(B), ζ¯2 ∧ ν > 6= 0. The Neron-Severi space of divisors with rational coefficients on
J(G) is isomorphic to the same space on the product of the two associated elliptic
curves. On the gneric bielliptic Jacobian ν is orthogonal to the Neron-Severi group,
because it is orthogonal to the elliptic curves. A look at the proof of the main
theorem of [12] shows that this property of ν and (i) imply that the generic section
B∗(t) is indeed weakly indecomposable.
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