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ABSTRACT
A new rate theory model for the radiation enhanced diffusion (RED) has been developed. To
improve the traditional mean-field theory, which assumes all defects are produced uniformly
and continuously in the form of Frenkel pairs under irradiation, the new model considers more
realistic defect production processes based on many experimental and theoretical findings.
In the new model, both clustered and isolated defects are included and the importance of
the contribution of interstitials to diffusion is emphasized.
Applications of the new model to the experimental results in MgO, CeO2 and UO2 are
generally successful.
For the RED on the anion sublattice in MgO, experimental results have shown sink limited
kinetics in the low temperature range and recombination limited kinetics in the high tem-
perature range, which are the opposite of the predictions from the traditional RED model.
Thus, a modified model was created by others to explain the new results quite successfully
but with some deficiencies.
Our new model corrects the deficiencies and reconstructs the sink limited kinetics with a
linear dependence on radiation flux in the low temperature range, and recombination limited
kinetics with a square root dependence on radiation flux in the high temperature range. Both
analytical and numerical results agree with the experimental data.
We find anion diffusion in MgO under irradiation is dominated by interstitials in the low
temperature range, which is characterized by a low binding energy between small intersti-
tial clusters. As temperature increases, in the intermediate temperature range, vacancies
gradually become mobile and contribute to diffusion, which is characterized by a sharp in-
crease in the diffusion coefficient. In the high temperature range, all defects are essentially
freely-migrating and the new model returns to the traditional form. Defects are annealed
ii
by mutual recombination and an activation energy of half of the vacancy migration energy
is found, which is a characteristic feature of the recombination limited kinetics.
RED on the cation sublattice in MgO, CeO2 and UO2 have all shown low activation
energies in the low temperature range, which is difficult to be explained by the traditional
model. Our new model proposes an interstitial dominant diffusion mechanism with a weak
bond between small interstitial clusters at low temperatures, and the results agree well with
the experimental results.
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CHAPTER 1
INTRODUCTION
Radiation Enhanced Diffusion (RED) refers to the atomic transport in materials under
energetic particle bombardment. It has long been known that many phenomena that occur in
the radiation environment would be very different from that in the normal conditions without
radiation, such as segregation, void swelling, ordering and disordering. Some phenomena that
would not be observed normally could be detected because of the existence of radiation, such
as the RED. No diffusion could be observed in some materials under certain temperatures
which may then be detected after irradiation, because the defects population has been greatly
increased.
RED had been considered since the early 1940s [1]. The first experimental demonstration
of RED was done by Blewitt and Coltman in 1952 [2], and the first rate theory model
was solved analytically by Lomer [3]. Many experimental and theoretical work have been
performed since, especially in the 1970s. This topic is still an active research area because
of the fundamental importance to study the defect properties and radiation damage effects.
Several good reviews can be found in [4–7].
Significant progress in the study on RED has been made since the new technology of mak-
ing good quality thin films became available. The ideal single crystal films in the sandwich
structure with tracer elements in the film middle plane can then be made for RED study.
Some typical examples can be found in [8, 9].
However, although the experimental techniques have been greatly improved, the theoret-
ical models that have been used to explain the experimental results of RED mainly rely
on the traditional mean-field theory, which assumes that defects are produced uniformly
in space by irradiation and all the defects are free to contribute to diffusion. But many
theoretical and experimental results suggest that defects produced by energetic heavy ions
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are segregated in the clustered form. Further, clustered interstitials and clustered vacancies
behave very differently in terms of diffusion, which may provide a biased supply of freely-
migrating defects. The diffusion mechanisms and phenomena would then deviate from the
traditional approach because of the clustered defects. Moreover, new experimental results of
RED in MgO contradict with the traditional theory; for instance, sink limited kinetics was
found in the low temperature range while recombination limited kinetics was found in the
high temperature range [8]. Apparently, a more comprehensive understanding of the RED
processes and new models must be made to explain the new results.
In the current study, we improved the traditional rate theory model for RED based on the
more realistic defect properties under irradiation. In the new model, clustered and isolated
defects are all produced under irradiation. Those isolated defects are freely-migrating and
can contribute to diffusion directly. The clustered defects present a more complicated con-
tribution to diffusion because of the segregated defect structure after collision cascades. The
vacancy clusters tend to dissociate into single vacancies at high temperatures and become
freely-migrating. The interstitial clusters are thermally stable and not likely to decompose
at high temperatures. However, they may still be as mobile as single interstitials even at
low temperatures. So small interstitial clusters may migrate as an entity and contribute to
diffusion. But there may exist a weak bond between those small interstitial clusters because
of the stress field. Based on the mobility and stability of the various defects produced by
irradiation, a new model has been made and applied to explain many experimental results.
In this dissertation, we will begin with the preliminary theories and models for the defect
production process, diffusion mechanisms and the traditional approach of radiation enhanced
diffusion. Specifically, the defect production process within collision cascade and the concept
of freely-migrating defects will be introduced in Chapter 2. Diffusion in solids is said to occur
via these defects, so in Chapter 3, we will introduce the fundamental theory of diffusion in
solids. Because the new model is developed based on the RED results in MgO, a detailed
study on the diffusion mechanisms in MgO has been made, as well. After the basic theory
of radiation and diffusion is introduced in Chapter 2 and Chapter 3 respectively, we will
show how the radiation enhances the diffusion in Chapter 4. There are mainly two parts in
Chapter 4, the traditional treatment of RED and the modified model of RED in MgO.
2
Then, we will propose our new RED model in Chapter 5 based on the experimental and
theoretical results included in the previous chapters. The applications of the new model to
the experimental results of RED in MgO, CeO2 and UO2 will all be shown in Chapter 6.
Finally some issues and the limitations of the new model will be discussed in Chapter 7.
Some new aspects and preliminary results beyond the radiation enhanced diffusion will be
shown in Chapter 8.
3
CHAPTER 2
INTERACTION OF RADIATION WITH MATTER
Diffusion is enhanced by radiation because radiation produces extra defects in solids. The
phenomena of producing defects by radiation can be described by the following experiment.
Assume we have a piece of single crystal metal without defects and a beam of mono-
energetic neutrons, when the neutron beam strikes the piece of metal, atoms will be displaced
from their normal lattice sites and the neutron beam will lose energy. Thus, defects will be
produced in the perfect crystal.
The energy loss mechanism of the irradiating particle and the number of defects produced
in the solids are of the most interest.
In this chapter, we’ll first discuss how the irradiating particle is slowed down, which
is mainly taken from [10, 11]. While the irradiating particle is slowed down, a number
of primary knock-on atoms (PKAs) will be produced in the material. In Section 2.2, we
will show how the number of defects produced by these PKAs is calculated based on the
Kinchin-Pease model. To improve the limitations of the Kinchin-Pease model, the concept of
freely-migrating defects will be introduced in Section 2.3 and the process of defects produc-
tion simulated by the molecular dynamics (MD) will be shown in Section 2.4. Finally, the
relationship between the irradiating particle and the PKAs will be discussed in Section 2.5.
2.1 Slowing Down of Irradiating Particles
In the preceding paragraphs, we have shown an example of neutron beam as the radiation
particles, which is the typical case in the reactor environment. Mostly in radiation dam-
age studies, charged particles are used instead of neutrons. The beam energy can be well
controlled and various elements can be used, e.g., Kr+, Ne+ and H+ etc.
4
An irradiating particle moving through a target is slowed down by many collisions. There
are two types of collisions: inelastic collision and elastic collision. In inelastic collisions,
the energy is lost primarily by electronic excitation, while in elastic collisions, the energy is
transferred mainly by displacing atoms.
Generally, when an irradiating particle or a moving atom has very high energy, it mainly
loses energy by inelastic collisions, after the atom slows down, the elastic collisions become
more important. The transition is not abrupt but can be fairly well expressed by a limiting
energy for ionization, Ei. When the moving atom has energy E  Ei, it will lose energy
mainly by elastic collisions. On the other hand, when E  Ei, it will mainly lose energy by
inelastic collisions. For metals, one may take
Ei =
1/16(M1/me)F (2.1)
where M1 is the mass of the moving atom, me is the mass of an electron, and F is the Fermi
energy.
The most important process in irradiation is the displacement of atoms. Moving charged
particles produce displacement mainly by elastic collisions. For neutrons, the interaction
between neutron and target atoms can be described as the hard-sphere collisions because
neutron has no charge. In contrast to neutrons, protons interact with target atoms by
Coulomb potential, or the so called Rutherford scattering. Unlike the two extreme cases
of neutrons and protons, charged particles or the heavy ions, because the nuclear charge is
partially screened by the electrons, the interaction between the moving charged atom and
the lattice atoms can be described by the screened Coulomb potential energy, of the form
V (r) = (Z1Z2e
2/r)Φ(r/a12) (2.2)
where r is the separation of the two atoms, Z1e and Z2e are the nuclear charges of the
projectile and target, respectively. Φ(x)is the screening function and a12 is the screening
length.
An approximation of whether hard-sphere or Rutherford collision is appropriate to describe
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the interactions between the moving atom and the target lattice atoms can be done by
comparing the energy of the moving atom to a critical energy EA, of the form
EA = ER[2(M1 +M2)/M2]Z1Z2
√
Z
2/3
1 + Z
2/3
2 (2.3)
where ER is the Rydberg energy (13.60 eV), Z and M are the atomic numbers and masses
respectively, and the subscripts 1 and 2 refer to moving and stationary atoms respectively.
The elastic collisions are of Rutherford type when E  EA, and approximately of hard-
sphere type when E  EA. When E ∼ EA, it should be treated as a partially screened
collision type.
In radiation damage considerations, the most important characteristic of a collision is the
energy transferred to the struck atom. The maximum energy transferred is given by
Tm =
4M1M2
(M1 +M2)2
E (2.4)
Another important quantity is the probability for any given amount of energy transfer.
It can be conveniently measured by the differential cross section for energy transfer. In
Rutherford collisions, small energy transfers are more probable than large, the differential
cross section for energy transfer from T to T + dT is inverse proportional to T 2, being
dσ =
4piM1a
2
0(Z1Z2)
2E2R
M2ET 2
dT (2.5)
where a0 is the Bohr radius of hydrogen (a0 = ~2/me2 = 5.29× 10−9 cm).
In hard-sphere collisions, all energy transfers from zero to Tm are equally probable, and
the differential cross section for energy transfer from T to T + dT can be shown to be
dσ =
pir2min
Tm
dT (2.6)
where rmin is the distance of the closest approach.
For screened Coulomb collisions at energies in a rather broad range in the neighborhood
of EA, the differential cross section is neither of the Rutherford nor of the hard-sphere type,
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and can be represented by the formula
dσ ∝ T−ndT (2.7)
where the exponent n ranges between 1 and 2.
2.2 Theory of Displacement Production
In the previous section it has been shown that as an irradiating particle slows down in a
solid, it continually transfers energy to lattice atoms. If it is assumed that an atom is always
displaced when it receives energy greater than a certain threshold Ed, and is never displaced
at lower energies, atoms will be displaced when T > Ed. Those atoms displaced directly by
the irradiating particle are called the primary knock-on atoms (PKAs). These PKAs will
continue to produce further displacements.
When calculating the number of displaced atoms by an irradiating particle, we solve the
problem in two steps: the first step is calculating the energy distribution of the PKAs,
known as the primary recoil spectrum; the second step is calculating the number of defects
produced by each PKA, known as the damage function. The primary recoil spectrum will
be discussed in detail in the last section. Here, we focus on the number of defects produced
by each PKA.
The PKA moving through the lattice can be treated as a special case of irradiating par-
ticles, which interacts with lattice atoms by screened Coulomb forces. In order to make
progress with this problem drastic simplifications are required. We will follow the widely
used model proposed by Kinchin and Pease [12]. The original model is derived in a statistical
manner and the basic assumption is that the interaction is a hard-sphere type. More de-
tailed derivations of the model can be found in [10,11]. Note that they have slightly different
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expressions. In Dienes and Vineyard’s notation, [10], the damage function is of the form
Nd(E) =

1, 0 < E < 2Ed
E/2Ed, 2Ed < E < Ei
Ei/2Ed, E > Ei
(2.8)
where E is the PKA energy, Nd is the number of displaced atoms or the damage function.
Eq. (2.8) is the same as the original Kinchin and Pease expression [12]. However, Nastasi
[11] and Olander [13] have a different expression, of the form
Nd(E) =

0, 0 < E < Ed
1, Ed < E < 2Ed
E/2Ed, 2Ed < E < Ei
Ei/2Ed, E > Ei
(2.9)
The difference is that, in Eq. (2.8), the PKA is assumed to be displaced initially and it is
counted as one defect, however in Eq. (2.9), it is not counted. Eq. (2.8) and Eq. (2.9) are
essentially the same but with different treatment of the initial PKA.
Note that the Kinchin-Pease model is derived based on the hard-sphere collisions, but it
may also be used in some Rutherford collisions. Before describing the application conditions
of the Kinchin-Pease model, it is necessary to introduce an energy
EB = 4E
2
RZ
2
1Z
2
2(Z
2/3
1 + Z
2/3
2 )M1/M2Ed (2.10)
where most of the terms are the same as defined in Eq. (2.3).
When E < EB, all Rutherford collisions displace atoms, but when E > EB, only some of
the Rutherford collisions do so. When E  EB, half the energy lost in Rutherford collisions
is dissipated in lattice vibrations without displacing atoms.
Referring back to the slowing down of irradiating particles in Section 2.1, a complete
description of the many types of collision mechanisms can now be summarized, which is
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shown below: 
0 < E < EA, Hard-sphere type
EA < E < EB, Rutherford type
EB < E <∞, Partial Rutherford type
Ei < E <∞, Electronic excitation prodeominates
(2.11)
where E is the energy of the irradiating particle, EB is not necessarily smaller than Ei in
some cases, and Ei essentially represents the energy limits below which ionization losses may
be neglected.
Based on the discussions above, the appropriate conditions for the Kinchin-Pease model
may be described as
0 < E < EA, hard-sphere type
EA < E < EB, Rutherford type
Kinchin-Pease model holds (2.12)
When E > EB, some portion of the energy is dissipated in lattice vibrations and the
Kinchin-Pease model doesn’t hold. It is necessary to calculate EA, EB and Ei to check the
validity and be clear about the collision types when using the Kinchin-Pease model.
It can now be seen that the Kinchin-Pease model mainly accounts for the energies. In
real collisions, the situation is much more complicated than this. The consideration of the
realistic interatomic potential leads to the modified Kinchin-Pease model, also known as the
NRT model [11,14].
Both computer simulation [15] using the binary-collision approximation and theoretical
calculation [16] have shown that the Kinchin-Pease model has overestimated the defects
production. By accounting for the electronic stopping and using a realistic interatomic
potential, a displacement efficiency κ has been introduced into the model. The Kinchin-
9
Pease damage function is then modified, which is given by
Nd(E) =

0, 0 < E < Ed
1, Ed < E < 2.5Ed
κEˆ/2Ed, 2.5Ed < E <∞
(2.13)
where Eˆ is the damage energy, which is the amount of PKA energy not lost to electronic
excitation. Both analytical theory and computer simulations suggest that the displacement
efficiency is near κ = 0.8.
2.3 Freely-migrating Defects
In the last section, we have shown the basic theory of atom displacement. The direct
consequence of the displacement is creating defects. Suppose in a perfect single crystal,
when an atom was displaced by an irradiating particle, a vacant site will be left which is
called a vacancy. When the displaced atom finally rested at a site not in the regular lattice
site (interstitial site), it is called an interstitial. And this kind of defects of coexisting of a
vacancy and an interstitial is called the Frenkel pair. In the traditional theory of diffusion
in solids, the atoms cannot move directly but are transported through the defects, such as
the Frenkel pairs.
The modified Kinchin-Pease model provides a simple way to calculated the number of
displaced atoms, which is the defects population, but the space distribution of the defects
and the defects interactions are not considered, e.g. recombination and clustering of defects.
And in diffusion studies, the mobility of certain type of defects is very critical. These
considerations of defect properties lead to the concepts of freely-migrating defects.
Ideally, every defect has the potential to contribute to diffusion, but this is not the case
when considering the spontaneous recombination of interstitials and vacancies, and the clus-
tering of the defects of the same type. In most cases, only a small portion of the total defects
can contribute to diffusion and this portion of defects is called the freely-migrating defects.
A systematic results of the freely-migrating defect production from ion-irradiation studies
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are briefly summarized in [17]. Many experimental results have shown that the defect con-
centration is much smaller than the calculated value from the Kinchin-Pease model and it
has a correlation with the radiation energy: a strong decrease in the relative efficiency for
producing freely-migrating defects occurs with increasing PKA energy. The reasons for the
small fraction of the freely-migrating defects may be explained in three different ways:
i. “Intracascade annihilation”: In high energy PKA radiations, atoms undergo many mul-
tiple uncorrelated low-energy displacement and relocation events. This multiple dis-
placement sequence of collision events is referred to as a collision cascade. Both the
spontaneous recombination of interstitials and vacancies, and the clustering of the de-
fects of the same type in the cascade events greatly reduced the defects that are freely-
migrating.
ii. “Intercascade annihilation”: Two models are proposed in this case. One states that
vacancies form immobile clusters and the freely-migrating intertitials annihilate at these
vacancy clusters. The other states that interstitials form clusters and freely-migrating
vacancies annihilate at the interstitial clusters. The latter case is proposed in the “pro-
duction bias” model [18].
iii. “Isolating defects”: Freely-migrating defects are generated only by isolated displace-
ments, i.e., displacement events occur at sufficiently large distance.
Each explanation has its own physical background. The basic concept is that point defects
have strong interaction with each other in the cascade mode, as a consequence, the resulting
defect structure, the stability and mobility of the defect complexities must be considered for
diffusion study.
To get a better understanding of the production of freely-migrating defects, the evolution
of the irradiation damage cascade must be introduced, which is shown in the following
section.
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2.4 Defect Production Under Cascade
For low energy PKAs, only simple displacement events are produced, which may be well
described by the modified Kinchin-Pease model. But for higher energy PKAs, a great many
atoms are temporarily displaced and a localized cascade is produced. Spontaneous recom-
bination and clustering of defects in the cascade greatly altered the homogenous defect
properties in the mean-field theory. Apparently the Kinchin-Pease model cannot be ap-
plied in cascade damage events and it is important to know the development of the cascade
damage.
The cascade typically has dimensions of 1 to 10 nm with a life time of several picoseconds
(ps). Thus, the spatial and time resolution required to study the cascade evolution directly
is not available by any experimental means. Molecular dynamics (MD) is a powerful tool to
simulate the development of cascade with time step less than a femtosecond (fs).
In the MD simulation, a certain sized block of atoms is chosen, and an initial MD PKA
energy EMD, which is similar to the damage energy Eˆ in Eq. (2.13), is given to the atom
near the center of the block in a representative direction. The subsequent collisions and the
many interactions among the atoms in the block can then be simulated. To get reasonable
results, many directions must be sampled. The energy and temperature dependence can be
studied, as well. Typical MD simulations of cascade evolution can be found in [19–21]. Here
we make a brief summary of the general cascade processes.
The evolution of a displacement cascade can be conceptually divided into 4 overlapping
stages:
I. “Collisional phase”: The high energy primary knock-on atom will displace secondary
knock-ons, which then displace tertiary, etc. As a result, a high density of displaced
atoms are generated in a spatially localized region. The region is in a much disordered
state, or sometimes are characterized as a thermal spike depending on the local tem-
perature. The cascade reaches a peak in less than a ps with up to several thousand
atoms displaced.
II. “Cascade quench”: At the end of the collisional phase, atoms within the cascade region
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possess a high mean kinetic energy which is dissipated into the lattice, e.g., through
residual agitation, thermal spike, etc. Most displaced atoms return to vacant lattice
sites within a few tenths of ps following the time of peak damage, but the highly dis-
ordered cascade core survives somewhat longer. A segregated distribution of clustered
and isolated interstitials and vacancies is formed.
III. “Intracascade recombination”: Also known as the correlated recombination or the spon-
taneous recombination, occurs after the cascade quench and at temperatures high e-
nough to allow thermal diffusion. Substantially more recombination of interstitials
and vacancies occurs as the core cools. The central region recombination is generally
complete after 1 to 2 ps.
IV. “Defects partitioning”: Following the intracascade recombination, debris is left in the
form of isolated Frenkel pairs and small point defect clusters, typically with little or no
change in the number and size of the defects after 5 to 10 ps .
After these stages of the cascade are complete, the interstitial-type defects are generally
found at the periphery of the original cascade volume and the vacancy-type defects tend
to be found near the cascade core. A few of the interstitials are ejected relatively far from
the core by the replacement collision sequence mechanism. A rough and simple picture of
the defect configuration after cascade may be described as a vacancy-rich core in the center
region surrounded by a spherical annular region of small interstitial clusters, and with few
isolated interstitials far from the original cascade volume.
As a consequence, those isolated interstitials may contribute to the portion of the freely-
migrating defects. For the defect clusters, the situation is more complicated depending on
many factors, such as the temperature. At intermediate temperatures, vacancy clusters are
thermally unstable and can evaporate. Small interstitial clusters are found to be very stable
and not likely to dissociate thermally until under very high temperatures. But they may
be able to migrate very easily as single interstitials [22–24], or they can be transported long
distances without breaking apart through one-dimensional glide [25,26].
Fig. 2.1 schematically outlines the development of the displacement cascade and the result-
ing various defect sources which may contribute to freely-migrating defects. It is necessary
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to mention here that because of the clustering of the defects and the difference of the ther-
mal stability of these clusters, an asymmetric supply of freely-migrating interstitials and
vacancies is expected.
The temperature and energy dependence of the defect properties in radiation cascade are
also very important. It is found that the onset of cascade-like behaviour occurs at very low
energies, for example, in irradiation of copper at 100K, energies EMD between 250 and 500
eV are sufficient for a cascade initiation [19]. Generally, only isolated point defects exist
at low PKA energies, defect clusters exist at higher PKA energies. A systematic study of
energy and temperature dependence of the surviving defect fraction and defect clustering
fraction after cascade is given in [20]. The main results which relate to the current study
are shown below:
i. “Energy dependence”: Defect survival fraction decreases strongly below 1–2 keV, grad-
ually decreases at higher energies, on the other hand, defect clustering fraction increases
sharply as EMD increases to 1–2 keV, and only slowly increases at higher energies.
ii. “Temperature dependence”: Defect survival fraction is weakly dependent on tempera-
ture, similarly, defect clustering fraction is essentially unchanged between 100 and 600
K, but the interstitial clustering fraction drops significantly by 900 K.
The conclusions above are based on copper and iron. Although it is certain that situations
are different between different materials, the general properties may remain to be the same.
The most important conclusion from the displacement cascade study is that radiation
itself can create not only isolated point defects, but also clustered defects, depending on
the energy of the PKAs and temperature of the target materials. The clustered defects are
found to play a key role in the study of diffusion under heavy ion irradiation, which must
be incorporated into the traditional mean-field theory.
2.5 Primary Recoil Spectrum
We have shown the way to calculate the number of defects produced by the PKAs, which is
briefly introduced in Section 2.2. However, this is not the entire process because the number
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of the PKAs of particular energies created by an projectile of energy E0, is not known.
We may treat this problem in the same way as the defects created by PKAs. However,
the energy of the projectile is usually in the “MeV” range, and from Section 2.1, we know
that Rutherford scattering is important at high energies and the energy available to atomic
displacement cannot only be accounted for by the simple limiting energy for ionization Ei.
So, other approaches are used to solve this problem. As mentioned in Section 2.2, the
primary recoil spectrum is used to characterize the energy distributions of the number of
PKAs (primary recoils are the primary knock-on atoms). One typical example can be found
in [27]. Here we just introduce the key steps and the main difficulties to calculate the primary
recoil spectrum.
The equation used to calculate the number of recoils per unit energy produced in the
energy interval (T, T + dT ) as the ion slows down and comes to rest is given [11]
NR(T )dT = dT
∫ E0
0
dσ(E, T )
dT
dE
S(E)
(2.14)
where dσ(E, T )/dT is the differential cross section for energy transfer, and S(E) = Sn(E) +
Se(E) is the ion total stopping cross section, which is the sum of the nuclear stopping cross
section Sn(E) and the electronic stopping cross section Se(E).
The function, NR(T )dT , defined by Eq. (2.14) is the primary recoil spectrum. Then the
number of recoils below energy T is an integration over the recoil energy
∫ T
Ed
NR(T
′)dT ′ =
∫ E0
0
dE
S(E)
∫ T
Ed
dσ(E, T ′)
dT ′
dT ′ (2.15)
The results are usually plotted as the fraction of the recoils below energy T [28,29], of the
form
P (T ) =
∫ E0
0
dE
S(E)
∫ T
Ed
dσ(E,T ′)
dT ′ dT
′∫ E0
0
dE
S(E)
∫ Tm
Ed
dσ(E,T ′)
dT ′ dT
′
(2.16)
It is also of some interest to consider the number of defects generated as a function of
recoil energy, which is characterized by the fractional damage function, also known as the
weighted average recoil spectrum, W (T ), given by
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W (T ) =
∫ E0
0
dE
S(E)
∫ T
Ed
Nd(T
′)dσ(E,T
′)
dT ′ dT
′∫ E0
0
dE
S(E)
∫ Tm
Ed
Nd(T ′)
dσ(E,T ′)
dT ′ dT
′
(2.17)
Eq. (2.17) is essentially the primary recoil spectrum weighted by the number of displace-
ments produced by the recoil, so it provides the fraction of defects produced by recoils of
energy below T .
Among the above equations, the most important one is Eq. (2.14). It seems to be a
simple integral equation but it is not that easy to get the differential scattering cross section
dσ(E, T )/dT , and the stopping cross section S(E). As in [27], dσ/dT is calculated based on
the Thomas-Fermi potential and the numerically tabulated data. Lindhard-Scharff stopping
formula and the semiempirical stopping power tables are employed to calculated S(E).
Since it is hard to calculate dσ(E, T )/dT and S(E), a simple method based on the thin
target assumption may be used. When the thickness of the target is small compared with
the range of the projectile, the energy loss of the projectile is negligible, and, as a first
approximation, Eq. (2.14) can be simplified by the equation below
NR(E0, T )dT =
dNR(E0)
dT
dT = N∆x
dσ(E0)
dT
dT (2.18)
where N is the atomic density of the target and ∆x is the target thickness.
Because the projectile is now mono-energetic in Eq. (2.18), the differential scattering cross
section may be further simplified by using the Rutherford scattering approximation Eq. (2.5)
or the hard-sphere approximation Eq. (2.6) under proper experimental conditions.
Basically after knowing the primary recoil spectrum and the damage function, we are able
to calculate the number of displaced atoms by an incident particle with energy E0. The
problem can be solved in two steps. The first step is calculating the number of the PKAs or
the primary recoil spectrum NR(T )dT . The second step is calculating the number of defects
produced by each PKA, or the damage function Nd(T ). Then the total number of defects
Ndt produced by the projectile is an integral of the multiplication of the damage function
and the primary recoil spectrum over the whole energy range. The equation is shown as
below
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Ndt =
∫ Tm
Ed
Nd(T
′)NR(T ′)dT ′ (2.19)
Substituting Eq. (2.14) in and rearrange
Ndt =
∫ E0
0
dE
S(E)
∫ Tm
Ed
Nd(T
′)
dσ(E, T ′)
dT ′
dT ′ (2.20)
A simple diagram illustrates the main procedures is shown in Fig. 2.2.
Instead of using the total number of defects Ndt, a widely used term for radiation damage
is the displacements per atom, or dpa. A unit of 1 dpa means that, on average, every atom
in the irradiated volume has been displaced once from its equilibrium lattice site. Or it is
simply the number of displaced atoms divided by the total number of atoms, of the form
dpa =
Nd
N
(2.21)
where Nd and N are the number of displaced atoms per unit volume and the number of
atoms of the target per unit volume respectively. Nd may be calculated by Eq. (2.20) or
Eq. (2.13).
This might be the end of the chapter, but, the difficulties still exist when calculating
dσ(E, T )/dT and S(E) in Eq. (2.20). There is no simple analytical expressions for the two
terms and the thin target approximation may not be applicable in most cases. Therefore,
computer simulations may be used to help solve this problem, such as TRIM.
For an ion flux of φ ions/(cm2 s) irradiating a slab of a target, a simple approximation can
be made by assuming that Nd(x) can be expressed by a modified Kinchin-Pease expression,
Eq. (2.13), of the form
Nd(x)
φ
=
0.8FD(x)
2Ed
(2.22)
where Nd(x) is the number of displacements per unit volume at a depth x, φ is the ion flux,
and FD(x) is the energy deposited into the target per unit depth, which can be calculated
by TRIM.
Substituting Eq. (2.22) into Eq. (2.21), the dependence of dpa vs. depth can be estimated
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by
dpa(x) =
0.8FD(x)
2EdN
φ (2.23)
This may be the most simplest way to calculate dpa especially when the target is a
thin film, e.g., less than 2000 A˚, where the differential energy deposition FD(x) is almost a
constant. Note that the thin target approximation may not be used here because the amount
of energy deposited in the film might not be small.
Another interesting thing is that, a “COLLISION.txt” file can be created by TRIM itself.
The column “Recoil Energy(eV)” in the file is the primary recoil energy when using the
Type“A” or Type “B” calculation, Type “B” is recommended. Type “C” is more compli-
cated because the subsequent collision details are included. By running enough ions and
statistically analyzing the recoil energy distribution, a primary recoil spectrum may be cre-
ated in this way. More physical details of the TRIM simulation should be investigated when
using the results.
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Figure 2.1: Flow chart showing the evolution of displacement cascade and the various
sources which may contribute to freely-migrating defects.
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Figure 2.2: Diagrams showing the defects production processes by an incident energetic
particle and the physical quantities that are used in each process.
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CHAPTER 3
DIFFUSION MECHANISMS
In Chapter 2, we have introduced how radiation produces defects in solids. In this chapter,
we will show how diffusion occurs via these defects in the first section, which is mainly
from [13]. Because the new RED model we are going to propose is based on the diffusion
in MgO, where both the cation and the anion diffusion mechanisms have been found to be
very complex, we will make a review of the diffusion mechanisms in MgO in Section 3.2.
Then a brief discussion about the attempt frequencies in MgO will be shown in Section 3.3.
Finally, in the last section, the anion diffusion coefficients and the defect concentrations
under thermal equilibirum in MgO will be determined based on the theoretical models and
experimental results in the previous three sections.
3.1 Diffusion in Solids
The movement of foreign atoms or solute species with respect to the atoms of the host crystal
is called diffusion. The flow of the solute atoms is called a flux J, which is a vector and
represents the number of atoms that pass a plane of unit area per unit time. The flux of
solute atoms is driven by some nonuniformity or gradient, generically referred to as a force.
The driving force for diffusion is the chemical potential µ, which represents the change in the
Gibbs free energy. In ideal mixtures the gradient of the chemical potential is proportional
to the gradient of the concentration. When the concentration gradient drives diffusion, the
flux is given by the Fick’s First Law:
J = −D∇C (3.1)
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where J is the vector flux in units of atoms/(cm2 s), D is the diffusion coefficient in units of
cm2/s, C is the concentration of the diffusing species in units of atoms/cm3, and ∇C is the
spacial gradient of the concentration.
When two different gases or liquids contact each other, for instance, pulling out the slab
in a box which separates two types of gases, the two species will diffuse into each other
and finally be uniform. In other words, there is a net flux because of the concentration
gradient. However, in solids, like Cu and Fe, when they make contact with each other at
room temperature, nothing will happen although there is a concentration gradient. The
difference mainly arises from the diffusion coefficient D in Eq. (3.1). Generally, in gas, D is
on the order of 10−1 cm2/s, in liquid it is of 10−5 cm2/s at room temperature, however, D
is many orders of magnitude lower in solids, e.g., D ∼ 10−48 cm2/s for α-Fe self-diffusion at
room temperature, which can be ignored and this is why we cannot observe diffusion in the
Cu and Fe diffusion couple at room temperature. However, the diffusion coefficient in solid
has a very strong dependence on temperature, so we are able to detect the diffusion in the Cu
and Fe diffusion couple at elevated temperatures that are still much lower than their melting
points. Therefore, it is the diffusion coefficient D that is usually important and knowledge
of D is critical in the diffusion studies. Here, we focus on the diffusion mechanisms in solids.
Atoms in solid mostly vibrate around their equilibrium lattice site. In metals, the direct
exchange of atoms is found to be of little importance for diffusion. By contrast, in the indirect
mechanism, atoms transport via the lattice defects, e.g., vacancies and interstitials [30]. And
the two dominating mechanisms for metallic diffusion is vacancy diffusion and interstitial
diffusion [31]. In vacancy diffusion, atom in a normal lattice site migrates to an adjacent
vacant lattice site. In interstitial diffusion, atoms migrate from an interstitial position to
a neighboring interstitial position that is empty. The defects which mediate the diffusion
are not constrained to point defects, i.e., mono-vacancies or mono-interstitials. Small defect
clusters, such as di-vacancies, di-interstitials or tri-vacancies, etc., may also contribute to
diffusion. Diffusion via these mono-, di-, tri-, etc., defects are called diffusion channels.
Therefore, the diffusion coefficient of a particular lattice atom is, in linear superposition of
various conceivable diffusion channels, of the form
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Da = fvDvCv + f2vD2vC2v + fiDiCi + f2iD2iC2i + . . . (3.2)
where the subscript “a” means atoms, “v” means vacancies, “i” means intertitials. D is the
diffusion coefficients, C is the concentrations, and f is the correlation factors which accounts
for the correlated jump instead of random walk.
The correlation factors are usually < 1 and changing from case to case. The effects of
correlation on diffusion will be no larger than the uncertainties in the attempt frequency ν
and the defect migration energy Hm in many applications (ν and Hm will be introduced
later), so here we will consider it to be a constant, or approximately f ≈ 1.
In most cases, it is found to be enough to explain the experimental results just by con-
sidering the single defects and ignoring the correlation factors. Thus, the simplified form of
the diffusion coefficient is of the form
D = DvCv +DiCi (3.3)
In the equation above, Dv and Di can be calculated by the Einstein formula, which is
given by
D =
1
6
λ2Γ (3.4)
where λ is the jump distance, Γ is the total jump frequency.
Note that the D in Eq. (3.4) is different from that in Eq. (3.3). It actually represents Dv
or Di.
In cubic lattices, the jump distance is a fraction f of the lattice constant, or
λ = fa0 (3.5)
where a0 is the lattice constant.
The total jump frequency is a multiple β of the one-way jump frequency:
Γ = βω (3.6)
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where β is the jump frequency multiple and ω is the one-way jump frequency, which is then
given by
ω = ν exp(Sm/k) exp(−Hm/kT ) (3.7)
where Sm is the migration entropy and Hm is the migration enthalpy or migration energy,
k is the Boltzmann’s constant, T is the temperature, ν is the attempt frequency, which is of
the order of the Debye frequency.
The rigorous meaning of the attempt frequency ν is as follows: ν is the vibration frequency
around the equilibrium site but in the direction of the reaction path [32].
Putting Eq. (3.5)–Eq. (3.7) back into the Einstein formula Eq. (3.4), the diffusion coeffi-
cient for vacancies and interstitials are expressed as
Dv = 1/6f
2
v a
2
0βvνv exp(S
m
v /k) exp(−Hmv /kT )
Di = 1/6f
2
i a
2
0βiνi exp(S
m
i /k) exp(−Hmi /kT )
(3.8)
where the subscripts v and i stands for vacancies and interstitials respectively, f is the
fraction of the lattice constant, as shown in Eq. (3.5).
Note that the Einstein formula expressed here is a little different from the expressions in
[13] which treat the concentration as the probability of defect sites, but the final expressions
for D will be the same. It’ll be found later that separating the concentration apart from
the Einstein formula is very convenient and straight forward in the RED theory. We will
therefore use this notations here.
The thermal equilibrium concentrations of vacancies and interstitials are given by
Cv = exp(S
f
v /k) exp(−Hfv /kT )
Ci = exp(S
f
i /k) exp(−Hfi /kT )
(3.9)
where Sf is the formation entropy and Hf is the formation enthalpy or formation energy.
In metals, the dominating mechanism for self-diffusion is vacancy diffusion mechanism
because the formation enthalpy of interstitials is very large and interstitial diffusion can be
ignored. In this case, Eq. (3.3) can be simplified more in the form
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D = DvCv (3.10)
Substituting Eq. (3.8) and Eq. (3.9) in, then
D = 1/6f 2v a
2
0βvνv exp[(S
m
v + S
f
v )/k] exp[−(Hmv +Hfv )/kT ] (3.11)
If the interstitial diffusion mechanisms were dominant, the corresponding equation for
interstitials would be
D = 1/6f 2i a
2
0βiνi exp[(S
m
i + S
f
i )/k] exp[−(Hmi +Hfi )/kT ] (3.12)
The entropies Sm and Sf are usually assumed to be 0, the factors before the exponential
term is unified to be one term called the pre-exponential D0. As a result, the simplest form
of the diffusion equation is
D = D0 exp(−Ha/kT ) (3.13)
where the term Ha = Hm +Hf is called the activation enthalpy or the activation energy.
Eq (3.13) is usually plotted as logD vs. 1/T , which is called the Arrhenius plot, as shown
in Fig. 4.2, and the activation energy is found from the slope of the curve.
This is pretty much about the key concepts of diffusion in solids and the theory of RED
should be discussed next. But we found that the diffusion mechanisms in MgO are very
complicated and some of the important results have been neglected in the past. Since the
new RED model we are going to propose is mainly based on the RED study in MgO [8], it is
then necessary to summarize and clarify the various diffusion results of MgO in the following
sections.
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3.2 Diffusion Mechanisms in MgO
3.2.1 Definition of Various Diffusion Coefficients
There are several types of diffusion and the corresponding diffusion coefficients. These terms
will be used many times later and it is important to define them in the first time [13,33].
(a) “The self-diffusion coefficient”: Dself
This term refers to the migration of the atoms of a pure element or the cation or anion
of an ionic solid in the absence of a concentration gradient. The expression is deduced in
the previous section from the Einstein formula. There is no direct method for measuring
the self-diffusion coefficient.
(b) “The tracer diffusion coefficient”: Dtr
This diffusivity is subject to the same conditions as the self-diffusion coefficient except
that some of the atoms are radioactive isotopes of the host element or ion. The diffu-
sivities of these two terms are equal.
Dself = D
tr (3.14)
(c) “The inter-diffusion coefficient”: D˜
This type of diffusion coefficient is also called the chemical or mutual-diffusion coefficient.
Unlike the tracer diffusion, there exist a concentration gradient and it is related to the
intrinsic diffusion coefficient by the Darken equation which is derived in [34].
(d) “The thermal-diffusion coefficient”: DT
It refers to the transport of atoms driven by a temperature gradient.
It must be noted that the thermal diffusion or the corresponding thermal diffusion coeffi-
cient DT are often used in the situation that there is no temperature gradient. In this case,
it simply means diffusion at elevated temperatures, thus, DT = Dself for the self-diffusion.
This kind of meaning will be adopted here, as well.
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We’ll use the terms as defined above in this dissertation. Because there are also some
other definitions which might be different from that presented here, the actual meanings
must be inferred from the context when comparing different results by different authors.
3.2.2 Cation and Anion Diffusion Mechanisms
Diffusion in MgO has been studied quite extensively because of the simple crystal structure
and similarity to alkaline halide. It has long been accepted that trivalent impurities exist in
the MgO, which control the cation diffusion coefficient. The existence of trivalent impurities
increases the cation vacancy concentration. By employing the Kro¨ger-Vink notation, the
quasi-chemical point defect equation can be expressed by
A2O3
MgO−−−→ 2A·Mg + 3OxO + V
′′
Mg (3.15)
where “A” indicates a trivalent impurity, “V” indicates a vacancy, the subscript “Mg” indi-
cates a lattice site. The “′” represents a 1-minus charge, the dot superscript “·” represents
a 1-plus charge relative to the perfect lattice. O2− going on O2− site is electrically neutral
and the neutrality is frequently designed with a superscript “x”.
As shown in Eq. (3.15), by introducing 2 trivalent impurity atoms, a Mg vacancy must be
created to maintain the charge neutrality. Concentrations of such impurities in the ppm level
would increase the cation diffusion coefficient significantly, so the cation diffusion coefficient
is dominated by the trivalent impurities.
On the other hand, while the cation vacancy concentration is increased, the anion vacancy
concentration is reduced correspondingly [35].
From the Schottky equilibrium, we have
[V
′′
Mg][V
··
O] = KS (3.16)
where [V] denotes the concentration of vacancies and KS is the Schottky equilibrium con-
stant.
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For the anion Frenkel defect, we have
[V··O][O
′′
i ] = KFX (3.17)
where KFX is the Frenkel equilibrium constant and the subscript FX denotes Frenkel defect
on the anion sublattice.
While the cation vacancy concentration is increased because of the trivalent impurities,
as shown in Eq. (3.15), the anion vacancy concentration is suppressed in the Schottky e-
quilibrium in Eq. (3.16), which in turn, enhances the anion interstitial concentration in the
Frenkel equilibrium in Eq. (3.17). From this general argument, we may expect that the
anion diffusion may be dominated by the interstitial mechanism [35]. However, this is not
true because other diffusion mechanisms are possible. Both experimental and theoretical
studies on this topic will be summarized subsequently.
As shown above, the cation diffusion is enhanced by the trivalent impurities, which in turn,
suppresses the anion diffusivity. This is probably one of the reasons that anion diffusivity is
much lower than that of cation in MgO, and one may expect the anion diffusivity must be
dependent on the concentration of the trivalent impurities. However, it has been found that
the anion self-diffusion coefficient is independent of the concentration of trivalent impurities
[36, 37], which indicates that the free vacancy or interstitial mechanism is not predominant
in the anion diffusion in MgO. To solve this problem, it was suggested that anion may diffuse
by a vacancy-pair mechanism. The formation of the vacancy pair is described by
V··O + V
′′
Mg = (V
··
OV
′′
Mg) (3.18)
The bound pairs are electrically neutral and unaffected by the impurity-induced potential.
A detailed study can be found in [38,39].
Note that the vacancy-pair mechanism can explain the anion’s trivalent impurity indepen-
dent diffusion quite well, but it is very interesting that two temperature regimes are found in
several experiments [40–42]. The two regimes are characterized by a larger activation energy
in the high temperature region which is called the intrinsic regime, and a lower activation
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energy in the low temperature region which is called extrinsic regime. The vacancy-pair
mechanism can explain the diffusion mechanism in the intrinsic regime which includes the
formation and migration of the vacancy pairs. However, in the low temperature regime or the
extrinsic regime, it does not work. Oishi and Ando et al. compared the anion self-diffusion
coefficients in chemically polished, cleaved and crushed MgO samples [40] and they found
that
i Oxygen diffuses extrinsically at low temperature regime with high diffusivity and low ac-
tivation energy, which is attributed to dislocations and micro fissures induced by different
sample preparation methods.
ii Even for the chemically polished samples, two regimes still exist. It is expected that
the extrinsic regime for the polished samples is induced by the presence of as-grown
dislocations.
It can be seen that, in the extrinsic regime, the anion diffusion is controlled by the dislo-
cations which are produced extrinsically, e.g., crush or during sample preparations.
In Yang and Flynn’s study [42], the two regimes are also found in the high quality single
crystal MgO film grown by the molecular beam epitaxy (MBE) system. One important
feature is that, in the high temperature regime, after a quick calculation using the vacancy-
pair mechanism, the formation energy of the Schottky defect can be found to be HS = 7.1
eV, which is quite consistent with theoretically values 7.4 − 7.9 eV [43], and 7.7 eV [44].
The other is that, in the low temperature regime, the activation energy 2.66 eV is right
in the range of the widely accepted anion vacancy migration energies in MgO. These two
features seem to support the vacancy-pair mechanism in the high temperature region and
the extrinsic diffusion mechanism in the low temperature region. Both of the two features
are not addressed in their paper and more study may be done in the future to verify the
speculation.
The distinct extrinsic and intrinsic diffusion regions have been previously recognized in
NaCl [45–47] and the slope in the extrinsic regime reflects the corresponding migration
energy. Anion self-diffusion in MgO shows the same feature and the activation energy in the
extrinsic region is likely the vacancy migration energy of anions.
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3.2.3 Anion Vacancy Migration Energy Hmv
To determine the diffusion coefficient of anion vacancy in MgO, the critical aspect is the
vacancy migration enthalpy Hmv . Extensive studies have been performed by others and the
results are quite consistent both experimentally and theoretically.
Oishi and Kingery measured the oxygen self-diffusion coefficients in 1960 and the result
was 2.71 eV [48]. In 1983, Oishi et al. did a more systematic study and found a value of
2.21 eV in the extrinsic diffusion regime [40]. This value seems to reflect the anion vacancy
migration energy. Hashimoto, Hama and Shirasaki (1972), found that the oxygen diffuses
preferentially along grain boundaries in polycrystalline MgO, and measured the migration
energy as 2.61 eV [49]. Shirasaki (1973) measured the self-diffusion coefficients of oxygen
in well-sintered and in loosely-sintered polycrystalline MgO. The activation energy of the
well-sintered material was 2.42 eV and 2.61 eV for the loosely-sintered one in the extrinsic
region [41]. Both values will be treated as the migration energies in MgO here. Mackrodt
and Stewart (1979) made a systematic calculation of a wide variety of point defects and
found an encouraging measure of agreement with experiment in most cases based on the
HADES simulation. They found O2− vacancy migration energy to be 2.38 eV [50]. Sangster
and Rowell (1981) used the HADES simulations again but with different potential models to
calculate the formation volumes and the formation energy for some defects. The O2− vacancy
migration energy was found to be 2.11 eV [51]. Mackrodt (1984) showed new calculated
values of anion vacancy migration energy to be 2.40 eV and vacancy pair migration energy
to be 2.50 eV [52]. Vieira and Brook (1984) presented a review of the diffusion coefficients
in MgO, new values of 1.31, 3.56, 2.36, 1.47, 1.84 eV were presented under different oxygen
partial pressures, temperature ranges, and impurities’ concentrations [53]. Kinoshita and
Hayashi (1984) measured the migration energies through a study of the nucleation and
growth of dislocation loops under electron irradiation in a high-voltage electron microscope
(HVEM). The migration energy of anion vacancy was determined to be 1.90 eV [54]. A
similar approach was used by Satoh, Kinoshita and Nakai (1991) and the migration energy
of O vacancy is estimated to be 2.03 eV [55]. Yang and Flynn (1994) measured the intrinsic
diffusion properties of high structural quality MgO film grown by MBE system. They found
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an activation energy of 6.91 eV on the anion sublatttice which is claimed to agree well
with predictions for intrinsic vacancy pair activation [42]. This large value can be seen as
an activation energy for Schottky pairs [56], and will not be treated as an anion vacancy
migration energy here. Runevall and Sandberg (2011), performed density functional theory
calculations based on O diffuses intrinsically by a vacancy-pair mechanism. They found O
migration energy to be 2.70 eV [57].
Clearly, extensive studies of the diffusion coefficients in MgO have been carried out by
others. A brief summary of different values of the anion vacancy migration energies can be
found in Table 3.1. Both experimental and theoretical results are in good agreement where
Hmv ∼ 2.4 eV. Very few exceptions are listed in the first and last columns, either too high
or too low compared to the widely accepted values.
3.2.4 Anion Interstitial Migration Energy Hmi
The determination of the anion interstitial migration energy Hmi is more difficult than that
of the vacancy. Most of the results are from theoretical calculations or simulations, and
only three values exist from experimental studies to the best of our knowledge. Unlike the
vacancy migration energies which are quite consistent, the interstitial migration energies are
widely variable. One of the reasons is that different diffusion mechanisms are involved in
the mono-interstitial migration process, as described below.
In the systematic calculation of Mackrodt and Stewart (1979), it was found that the migra-
tion energy of O− interstitial is 1.01 eV, and the migration energy of O2− interstitial is 1.35
eV. But the O− interstitial is energetically unfavourable because large formation energy [50].
Sangster and Rowell (1981) used new potential models to calculate the defect energies and
volumes in some oxides. The anion interstitial O2−i migration energies were found different
for different migration mechanisms. In a direct face-centered mechanism, the migration en-
ergy is 0.92 eV. In a (111) interstitialcy mechanism, 0.65 eV, and in a (110) interstitialcy
mechanism, 0.98 eV [51]. Kinoshita, Hayashi and Mitchell (1984) presented studies of MgO
by high-voltage electron microscope. They found the anion interstitial migration energy of
∼ 0.05 eV, but with large uncertainties [54]. Later Kinoshita (1992) mentioned that the
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most stable anion interstitial is configured at the body centered position [58]. Yoo, Wuensch
and Petuskey (1984, 2002) measured the oxygen self-diffusion in single crystal MgO. The
diffusion equation from their gas-solid configuration yields an activation energy of 3.24 eV,
which is interpreted by interstitial type diffusion in the form of defect complex [59, 60].
Scholz and Ehrhart (1992) measured the anion interstitial migration experimentally, which
is estimated to be 1.6 eV at around 400 ◦C [61]. Brudevoll, Kotomin and Chirstensen (1996)
calculated the anion interstitial properties in MgO and found that energetically the most
favorable ground state Oi configuration is the (111) dumbbell centered at a regular oxygen
site, with charge state close to O−i . The anion interstitial migrates through a process in-
volving a dumbbell (111) rotation to the (110) configuration, then migrates along the (110)
axis. They determined the migration energy to be 1.45 eV [62]. Evarestov, Jacobs and Leko
(1996) later did a similar calculation. They found that the most stable configuration of the
anion interstitial is in the face-centered (110) dumbbell configurations in the form of O−i -O
−
i ,
and the corresponding migration energy is 2.12 eV [63]. In [62] the authors mentioned that
energetically the most favorable equilibrium position is the cube centered position for the
double-charged anion interstitial O2−i with an migration energy of 1.17 eV for direct hopping
or of 0.54 eV for collinear interstitial mechanism. But it is difficult to find the relevant
reference [14] in that paper. Fortunately, Kotomin and Popov (1998) have performed a
very good review and the corresponding diffusion mechanisms can be found. For the direct
diffusion mechanism of charged interstitial anions, the ions hop along the (100) direction
with a migration energy of 1.17 eV. For the collinear interstitialcy mechanism, the ions hop
along the (111) axis with a migration energy of 0.54 eV [64]. Jacobs, Kotoimin, Christensen
and Brudevoll (1997) used three different but complementary theoretical techniques, pair-
potential (PP) methods, intermediate neglect of differential overlap (INDO) semi-empirical
method, and first-principle methods like Hartree-Fock (HF) and density-functional theory
schemes, to calculate the properties of isolated defects and clusters in MgO and corundum.
Both of the results of anion interstitial diffusion in [62] and [63] are repeated, 1.45 eV and
2.00 eV respectively [65].
The various migration energies of anion interstitial in MgO are summarized in Table 3.2.
Note that the values spread in a quite wide range and most of them are from theoretical
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calculations. And they are categorized into five groups as shown in the five columns.
3.2.5 Interstitial Dominant Diffusion Phenomena
We have shown that two mechanisms for diffusion exist: vacancy and interstitial diffusion.
It is always found that intersititials are more mobile than vacancies, which is implied in
the migration energies of the two species: interstitials have lower values than that of the
vacancies, as shown in Table 3.1 and Table 3.2. On the other hand, formation energies of
interstitials are much higher than that of vacancies, which means although interstitials are
easy to migrate, they are difficult to produce thermally. More clearly, vacancy is created
by removing an atom from a particular, but arbitrary, lattice site and incorporating it at
a surface site (‘Halbkristalllage’). Not only surfaces also grain boundaries and dislocations
can act as sources or sink for vacancies. The work required to create this vacancy is the
formation energy of an isolated vacancy [66]. For interstitial, the formation process is totally
independent of vacancy creation, which is just an atom situated in the interstitial site. This
independent formation of vacancy and interstitial is different from the formation of Frenkel
pairs, which requires simultaneous creation of vacancy and interstitial, as discussed in the
beginning of Section 2.3.
In the presence of radiation, it is assumed that vacancies and interstitials are produced
as Frenkel defects, and both can contribute independently to diffusion of lattice atoms. As
a result, it is important to know which mechanism is predominant in certain conditions.
In the traditional RED theory, a simple relation, DvCv = DiCi, which means vacancy and
interstitial contribute to diffusion equally, is widely applied. But this conclusion is based
on some simple assumptions which may not be applied to many materials under various
experimental conditions. The derivation of this relation and the validity of the conclusion
will be discussed in the next chapter. Before we move on to the next section, let’s see how
this issue has been studied experimentally before.
Chen, Williams and Sibley (1969) used the optical absorption methods to study the pro-
duction and annealing of defect cluster centers in MgO single crystals [67]. They compared
the annealing of single anion vacancies in neutron-irradiated, electron-irradiated, and Mg-
33
additively colored samples. Their results indicate that isolated anion vacancies are not
mobile below 900 ◦C, and the annealing of these defects at lower temperatures in irradiated
crystals is due to interstitial migration. This means that below 900 ◦C, anion intertitials are
mobile but vacancies are not mobile in the irradiated MgO.
From our understanding, the isolated anion vacancies in MgO are not absolutely immobile
but with very low diffusivity, for example, Dv ∼ 7.9 × 10−13 cm2/s at 900 ◦C, which is 7
orders of magnitude lower than Di ∼ 9.6× 10−6 cm2/s. Even the isolated vacancies are free
to migrate, their contribution to diffusion can be ignored compared to interstitials, and the
highly mobile interstitials probably recombine with the isolated vacancies. In this sense, the
isolated vacancies essentially act as sinks for the interstitials.
Kinoshita, Hayashi and Kitajima (1984) have studied the kinetic behavior of point defects
in MgO through the observation of the nucleation and growth process of dislocation loops
during electron irradiation in a high-voltage electron microscope (HVEM) [68]. They found
that below ∼ 600 ◦C, only interstitials are mobile, and above ∼ 600 ◦C, both interstitials
and vacancies are mobile. The defects in that work include both cations and anions.
Scholz and Ehrhart (1992) irradiated single crystal MgO with electrons [61]. The irra-
diation induced defects and their reactions have been investigated by optical absorption
spectroscopy and by X-ray diffraction. They haven’t observed an increase of the number
of vacancy clusters during the annealing of F-centers, which is in agreement with the as-
sumption that interstitials are mobile and recombine with the vacancies. Their results are
consistent with that of Chen et al. [67].
These are the direct evidences which indicate that below certain temperatures anion inter-
stitials are mobile, while anion vacancies are not in MgO during irradiation. Other related
evidences that indirectly support the conclusion are:
Yager and Kingery (1984) studied the defect structure of MgO single crystal doped with
Fe [69]. They found that Fe3+ and cation vacancies aggregate to form 3-clusters (2 dimers
+ Fe·Mg) below 600
◦C and their mobility is reduced. Above 600 ◦C, clusters dissociate and
the defects become more mobile. This result is consistent with the general assumption that
vacancy clusters are immobile at low temperatures but they tend to dissociate at higher
temperature. The difference is that there is doped Fe3+ impurity in this case.
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Scholz and Ehrhart(1992) found most of the defects in MgO are contained within ag-
glomerates after neutron irradiation from the study of Huang Diffuse Scattering (HDS) [61].
These agglomerates contain in average about 10 interstitial atoms. It has been found that
vacancy clusters have very low mobility while interstitial clusters may exhibit as high mo-
bility as mono-interstitials. Therefore, it may account for the immobility of vacancies under
certain temperatures in MgO.
Halliburton and Kappers (1978) studied the neutron irradiation of single crystal MgO.
They found that oxygen interstitials are produced and these interstitials combine with in-
digenous oxygen ions forming O−2 molecules. And the interstitial O
−
2 molecules are stabilized
by the magnesium vacancies [70]. This can be viewed as an example for the different defect
properties between ionic crystals and metallic crystals: anion interstitials may be stabilized
by cation vacancies in ionic crystals.
From the result of the various computational techniques made by Jacobs et al. (1997), it
indicates that stable interstitials and vacancies may be formed in high local concentration
during irradiation, with consequent clustering for both cations and anions [65]. This is an
additional evidence for the importance of clustering in irradiated MgO.
Uberuaga et al. (2004) made a detailed study of the structure and mobility of defects
formed after collision cascades in MgO by using molecular dynamics (MD) and temperature
accelerated dynamics (TAD) simulations. They found that, besides the mono-interstitials,
more complex type of defects, e.g., tera-interstitials and hexa-interstitials, formed. And
these large interstitial clusters may have fast diffusivities [71,72]. This result supports that,
although interstitials may in the clustered form, the mobility is not reduced significantly.
Aidhy et al. (2009) performed MD simulations of defect evolution after defect creation
in radiation damage events. They found equal numbers of Frenkel pairs mostly tend to
aggregate into clusters and the spontaneous formation of new, structural Frenkel pairs in
the form of a complete cube of an interstitial MgO crystal [73].
From the various experimental and theoretical results presented and discussed above, we
may hypothesize that a critical temperature Tc for the anion diffusion in MgO exists; below
Tc, the anion interstitials are the predominant species for anion diffusion, above Tc, anion
vacancies are the predominant species. The critical temperature Tc seems not to be a single
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value, but a temperature range, inferred from the above discussion to be ∼ 600–900 ◦C.
There are two reasons for the fact that vacancies do not dominate diffusion in the low
temperature range under irradiation. One is the formation of vacancy clusters: once vacancy
clusters are formed after the collision cascade, those vacancies become immobilized, and
the formation of vacancy clusters considerably reduced the fraction of the freely-migrating
vacancies. The other is the low mobility of the isolated vacancies: the diffusivity of the
isolated vacancies is so low that they essentially act as sinks for the highly mobile interstitials.
Therefore, both the clustered and isolated vacancies hardly contribute to diffusion at low
temperatures.
However, for interstitials, the effect of clustering seems not to be significant: clustered
interstitials are evidently as mobile as the isolated single interstitials. Thus, the interstitials
become the dominant diffusion species at low temperatures.
One may argue that although the migration of anion vacancies has not been observed in
HVEM at low temperatures, that does not mean vacancies do not contribute to diffusion at
low temperatures. Vacancies may be in the form of small clusters that cannot be detected by
the electron microscope. Strictly, this is true and small vacancy clusters must be considered.
But from the evidences proposed by many authors, it suggests us that anion interstitials
dominate diffusion in the low temperature range in irradiated MgO. And this is consistent
with the mobilities of the isolated and clustered vacancies and interstitials. However, we
do not reject the possibility of anion vacancy migration. New experimental and theoretical
results may support this possibility in the future.
Actually similar diffusion properties has been found in metals for a long time. Schilling,
Ehrhart and Sonnenberg (1975) reviewed the basic processes for the interpretation of defect
reactions during recovery in irradiated metals. Various recovery stages and defect reactions
in electron irradiated Cu have been proposed. In the proposed model interstitials migrate
in Stage I and agglomerate into small clusters. These interstitial clusters grow and lead to
identifiable small interstitial loops in Stage II. Vacancies migrate in Stage III and may also
agglomerate into clusters. The approximate temperature associated with Stage III is around
250 K for Cu. Similar stages exist for other metals with specific temperatures [74,75]. From
this point of view, it is not surprising to find that the various stages may also exist in MgO.
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3.3 The Attempt Frequencies ν in MgO
The formulas to calculate Dv and Di are given by Eq. (3.8) and the migration enthalpies of
anion vacancies and interstitials with different diffusion mechanisms are shown in Table 3.1
and Table 3.2. An additional quantity required in Eq. (3.8) is the attempt frequency ν. This
quantity is usually approximated to be of the order of lattice vibration frequency ∼ 1013 Hz.
We may use this simple value to proceed but it may be interesting to know how this little
quantity has been studied in MgO before and we may find more reliable values.
Sangster et al. (1984) used atomistic modeling to calculate absolute rate of diffusion for
Mg2+ in MgO. Several different values have been provided, and they can be summarized
briefly as below [76,77].
1. For Mg2+ in MgO at 1400 ◦C, they predicted a pre-exponential factor of ν0 = 32.9 THz
using the Vineyard theory [78].
2. After corrections by both analytical methods and numerical integration, they improved
the above value to be ν0 = 23 ∼ 25 THz.
3. From the experimental results of cation vacancy diffusion coefficient in MgO [79], they
deduced a value of 210±80 THz, which is an order of magnitude larger than the maximum
lattice frequency in MgO. They corrected this value by the volume dependence of the
activation energy. A new value of ν0 = 18 ± 7 THz was provided which was called the
experimental results.
4. Another estimate of ν0 is provided by the usual continuum approximation for the dynam-
ical theory [80], which gives ν0 = 15.2 THz.
Note that the various ν0 given above are essentially ν0 exp(S
m,v/k), where Sm,v is the
migration entropy at constant volume. This was later pointed out by Harding et al. [81].
A similar investigation of cation vacancy jumps in MgO was made by Harding, Sangster
and Stoneham (1987). They calculated the pre-exponential factor A in terms of migration
entropy at constant pressure Sm,p because experiments are always carried out at constant
pressure. The result was A = ν0 exp(S
m,p/k) = 31.29 THz. The corresponding value under
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constant volume is found to be ν0 exp(S
m,v/k) = 14.5 THz [81], which can be compared to
∼ 23 THz found by Sangster and Stoneham [76].
Vocadlo and Wall et al. (1995) calculated the self-diffusion coefficients in MgO based upon
lattice dynamics. The used the Vineyard theory [78] to estimate the attempt frequency and
obtained values of ν∗ = 8.55 THz for oxygen and ν∗ = 15.95 THz for magnesium [82]. Here
ν∗ is related to the attempt frequency ν via
ν∗ = ν exp(Sm/k) (3.19)
The value ν∗ = 8.55 THz is probably for anion vacancies and we’ll choose ν∗v ≈ 9.0 THz
for anion diffusion here.
Runevall and Sandberg (2011) estimated the attempt frequency ν∗ based on the calculated
Einstein frequencies of magnesium and oxygen atoms in the bulk, 12 THz and 13 THz
respectively [57]. Note that they use ν∗ as the attempt frequency which is different from our
definition (ν∗ is the Vineyard attempt frequency and ν is the attempt frequency).
3.4 Determination of Dv, Di, Cv0 and Ci0 in MgO
We now have the necessary parameters to calculate Dv and Di. Substituting Eq. (3.19) into
Eq. (3.8) for vacancies and interstitials, we have
Dv =
βv
6
(fva0)
2ν∗v exp(−Hmv /kT )
Di =
βi
6
(fia0)
2ν∗i exp(−Hmi /kT )
(3.20)
The lattice parameter of MgO is found to be a0 = 4.212 A˚ = 4.212× 10−8 cm [83].
For anion vacancies, as discussed in Section 3.2.3 and summarized in Table 3.1, most of
the values are quite consistent with Hmv = 2.38 ≈ 2.40 eV. The Vineyard attempt frequency
ν∗v ≈ 9.0 THz = 0.9 × 1013 s−1, as discussed in the previous section. If we assume a direct
migration of oxygen vacancies or the vacancy pairs, we can get βv = 12 and fv = 1/
√
2.
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Putting these values into Eq. (3.20) for vacancies, then Dv is given by
Dv = 1.60× 10−2 exp(−2.40/kT ) cm2/s (3.21)
For anion interstitials, the situation is more complicated because several diffusion mecha-
nisms are involved that result in different migration energies. As discussed in Section 3.2.4,
the value in column I in Table 3.2 is uncertain and largely deviate from other results, the one
in column V may relate to interstitial complex, thus, we are will not use these two values.
Representative interstitial migration energies may be chosen from columns II III and IV
which are categorized based on the migration mechanisms and the magnitude of the values.
Three cases will be considered:
case 1: O2−, cube centered, collinear interstitialcy migration, Hmi = 0.54 eV [62, 64], βi =
4, fi =
√
3/4, and assume ν∗i = ν
∗
v = 0.9 × 1013 s−1, substitute these vallues into
Eq. (3.20) for interstitials, yields
Di = 2.00× 10−3 exp(−0.54/kT ) cm2/s (3.22)
case 2: O−, cube centered, direct migration, Hmi = 1.01 eV [50], βi = 6, fi = 1/2, and
ν∗i = 0.9× 1013 s−1, substitute these values into Eq. (3.20) for interstitials, gives
Di = 3.99× 10−3 exp(−1.01/kT ) cm2/s (3.23)
case 3: Neutral O, dumbbell (111) rotates to (110), then (110) hopping, Hmi = 1.45 eV [62],
βi = 12, fi = 1/
√
2, and ν∗i = 0.9× 1013 s−1, substitute these values into Eq. (3.20)
for interstitials, gives
Di = 1.60× 10−2 exp(−1.45/kT ) cm2/s (3.24)
Since we have known Dv and Di, it’ll be very convenient to calculate the defect concen-
tration under thermal equilibrium, i.e., Cv0 and Ci0, which will be used in the future in the
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defect balance equations for RED.
From the anion thermal diffusion measurements in the intrinsic region, the following
equation is obtained [42]:
76 exp(−6.91/kT ) cm2/s (3.25)
According to Eq. (3.3), we may write it in the form
Dself = DvCv0 = 76 exp(−6.91/kT ) cm2/s (3.26)
where Cv0 is the concentration of vacancies under thermal equilibrium in MgO. Dv is given
by Eq. (3.21), so
Cv0 =
Dself
Dv
= 4.75× 103 exp(−4.51/kT ) (3.27)
To get the thermal interstitial concentration, the Frenkel equilibrium has to be applied,
as shown in Eq. (3.17).
KF = exp(−GF/kT ) = exp(SF/k) exp(−HF/kT ) (3.28)
where G is the Gibbs free energy and the subscript F denotes Frenkel defects.
The entropy term SF is usually approximated to be zero, because it is unknown for
most elements and is small for those that have been measured. The formation enthalpy of
Frenkel pairs is found to be HF = 15.2 eV, which is taken from Mackrodt and Stewart ’s
calculation [50].
Then, substitute KF into Eq. (3.17), the anion interstitial concentration under thermal
equilibrium can now be expressed as
Ci0 =
KF
Cv0
= 2.11× 10−4 exp(−10.69/kT ) (3.29)
Note that although several diffusion mechanisms with different migration energies exist
for anion interstitial diffusion, it will not affect the thermal equilibrium concentration, Ci0,
which is mostly related to the interstitial formation mechanisms.
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Table 3.1: Anion Vacancy Migration Enthalpies in MgO
I II III
Hmv (eV) Ref. H
m
v (eV) Ref. H
m
v (eV) Ref.
1.31† [53] 2.38 [50] 3.56† [53]
1.47† [53] 2.40 [52]
1.84† [53] 2.50 [52]
2.70 [57]
2.11 [51]
2.61† [49]
2.71† [48]
2.21† [40]
1.90† [54]
2.03† [55]
2.42† [41]
2.61† [41]
2.36† [53]
† Experimental values.
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Table 3.2: Anion Interstitial Migration Enthalpies in MgO
I II III IV V
Hmi (eV) Ref. H
m
i (eV) Ref. H
m
i (eV) Ref. H
m
i (eV) Ref. H
m
i (eV) Ref.
0.05† [54] 0.54 [64] 1.01 [50] 1.45 [62] 3.24† [60]
0.65 [51] 1.17 [64] 2.12 [63]
0.92 [51] 2.00 [65]
0.98 [51] 1.35 [50]
1.60† [61]
† Experimental values.
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CHAPTER 4
RADIATION ENHANCED
DIFFUSION—TRADITIONAL APPROACH
In Chapter 2 we presented how the radiations produce defects in solids. In Chapter 3 we
presented how atoms diffuse via defects. Based on the two chapters, we are able to study
how the radiation “enhances” diffusion. In this chapter, we will present the traditional rate
theory of RED in the first section. Basically we will introduce the simple model which is
developed for metals, along with several important conclusions derived from the model, such
as the recombination and sink limited kinetics, the relation DvCv = DiCi, and the associated
limitations. In Section 4.2, we’ll show how the simple model has been modified by others and
extended to ionic crystals, especially the study on MgO, which will be discussed in detail.
4.1 Radiation Enhanced Diffusion in Metals
Radiation Enhanced Diffusion (RED) was considered in the early 1940s [1] and demonstrated
experimentally in 1952 by neutron irradiation of disordered Cu3Au alloy [2]. The early
theoretical analysis was given by Lomer, who considered the effect of fast neutron irradiation
in copper in 1954 [3]. Dienes and Damask (1958) performed experiments using short range
ordering in alpha-brass under neutron irradiation and analyzed their results in terms of the
Lomer model [84].
Although it is difficult to find Lomer’s original model now, several very good reviews
help us to understand how this subject has been studied before both theoretically and
experimentally. Adda, Beyeler and Brebec (1975) made a brief but fundamental discussion
of the RED theory, and they presented tables of many experimental results that had been
performed before 1975 [5]. Later Lam and Rothman (1975) made a new review about this
subject in a different approach. The important experimental results including the ones in [5]
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was summarized, categorized, and analyzed systematically [85]. Sizmann (1978) made a
comprehensive review and many of the results are widely cited by others [6].
More recent reviews include that by Myers (1980) on enhanced diffusion via mobile point
defects, rapid diffusion along extended defects and solute trapping at irradiation damage [86].
Rothman (1983) made a brief and similar review to Sizmann, but pointed out the limitations
of the simple Lomer model and considered the more complex phenomena present in real
situations which include defect binding and gradients [7]. Starostin (2006) reviewed RED in
perspective materials [87].
Here we will follow the approach by Sizmann to study RED since it is comprehensive and
widely cited. Other approaches have minor differences but are essentially consistent.
It is known that diffusion in solids occurs via lattice defects, and high energy irradiation
produces defects in materials. When the concentration of the defects is increased by ra-
diation, the diffusion coefficient must increase, this can be inferred from Eq. (3.3). This
is essentially the basic principle of RED and most of the effort is to determine the defect
concentrations produced by irradiation.
However, this is not the entire picture. Diffusion coefficients in solids are strongly depen-
dent on temperature. At very low temperatures, atoms are not mobile even if defects exist
in solids. But radiation can induce atomic mixing in a ballistic manner: when the lattice
atoms are struck by high energy particles, they will be mixed by recoiling and multiple dis-
placement sequence, which is called ballistic mixing [88], or ion beam mixing [8,89]. During
this process, target atoms can be permanently displaced from their lattice sites and it is
temperature independent. In the Arrhenius plot, it will show a horizontal line, as illustrated
in Fig. 11.17. in [11]. On the other hand, at very high temperatures, thermally activated
vacancies dominate diffusion and the contribution from radiation produced defects can be
ignored. It is in the temperature range that T is not too low at which the atomic mobility
can be ignored and not too high where vacancy self-diffusion dominate, the RED becomes
very important since considerable increase of diffusion coefficient may exist, e.g., several or-
ders of magnitude higher than the thermal diffusion coefficient. In this sense, the complete
RED can be called, temperature activated and radiation enhanced diffusion. A schematic
drawing which illustrates the temperature ranges is shown in Fig. 4.1. RED is important in
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the intermediate temperature range.
Thus, at temperatures where RED dominates atomic transport, the kinetics of defect
reaction during irradiation can be treated in the rate equations, of the form
∂Cv
∂t
= K0 −KivCiCv −KvsCvCs +∇Dv∇Cv (4.1)
∂Ci
∂t
= K0 −KivCiCv −KisCiCs +∇Di∇Ci (4.2)
where K0 is the defect production rate, Kiv, Kvs and Kis are the rate constants for the
defect reactions indicated by the suffix combination, which are the interstitial and vacancy
recombination, vacancy and sink annihilation, interstitial and sink annihilation respectively.
Cv, Ci and Cs are the concentration of vacancies, interstitials and sinks respectively. While
Cs denotes the uniformly distributed sinks, the diffusion terms ∇D∇C originates from the
presence of extended localized sinks, e.g., the surface of an irradiated specimen, dislocations,
defect clusters, grain boundaries.
The production rate of Frenkel defects per lattice atom is given by
K0 = σ¯dφ (4.3)
where σ¯d is the mean total displacement cross section, φ is the flux or flux density of the
incoming radiation.
Eq. (4.1) and (4.2) are in a relatively complete form which includes the time and spacial
dependence of defect reactions. If the mean defect separation is larger than the mean distance
between extended sinks or in the cases that the extended sink strength can be expressed as
the effective uniformly distributed sink concentration Cs, the term ∇C ≈ 0. Then the
equations above can be simplified to
dCv
dt
= K0 −KivCiCv −KvsCvCs (4.4)
dCi
dt
= K0 −KivCiCv −KisCiCs (4.5)
which are the chemical rate equations for defect reactions in RED. The term “chemical”
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refers to homogeneous reactions, where the rate depends only on concentrations and not on
the local distribution of the reactants.
The rate constants are given by
Kiv = 4piriv(Di +Dv)/Ω
Kvs = 4pirvsDv/Ω
Kis = 4pirisDi/Ω
(4.6)
where r is the reaction radius denoted by the corresponding suffix, Ω is the atomic volume.
Time dependent solutions of Cv and Ci is complicated because it is influenced by many
parameters in Eq. (4.4) and (4.5), which are mostly unknown. However, it is well represented
schematically in log-log diagrams as proposed by Sharp [90]. The diagrams can also be found
in Fig. 1 in [6].
Here we are more interested in the solutions in steady state condition. When the true
steady state is attained, dC/dt = 0, Eq. (4.4) and (4.5) are simplified to
K0 −KivCiCv −KvsCvCs = 0 (4.7)
K0 −KivCiCv −KisCiCs = 0 (4.8)
To solve this set we subtract Eq. (4.8) from Eq. (4.7) to get Ci, substitute back into
Eq. (4.7), then solve the resulting quadratic equation. This gives the steady state solutions
Cv = −KisCs
2Kiv
+
[ K0Kis
KivKvs
+
K2isC
2
s
4K2iv
]1/2
(4.9)
Ci = −KvsCs
2Kiv
+
[K0Kvs
KivKis
+
K2vsC
2
s
4K2iv
]1/2
(4.10)
Once the defect concentrations Cv and Ci are know, they can be substituted into Eq. (3.3)
to give the radiation enhanced diffusion coefficient Drad as
Drad = DvCv +DiCi (4.11)
46
From the symmetry of the Eq. (4.9) and (4.10), it can easily be shown,
KvsCv = KisCi (4.12)
Substituting in Eq. (4.12) with Eq. (4.6), we have
rvsDvCv = risDiCi (4.13)
If assuming rvs = ris (no sink bias), then
DvCv = DiCi (4.14)
Eq. (4.14) has been widely used in the RED analysis before and it means that the contribu-
tion of vacancies and interstitials to Drad are equal.
Putting Eq. (4.14) into Eq (4.11), Drad is now in the simplest form of
Drad = 2DvCv (4.15)
Two limiting kinetics can now be derived, namely recombination limited kinetics and sink
limited kinetics.
At low temperatures and low sink concentrations, ignore the two terms KisCs
2Kiv
in Eq. (4.9),
then
Cv ∼=
( K0Kis
KivKvs
)1/2
(4.16)
Putting Eq. (4.16) into Eq. (4.15), we get
Drad ∼= 2Dv
( K0Kis
KivKvs
)1/2
(4.17)
Substituting in Eq. (4.17) with the rate constants given in Eq. (4.6), after several steps of
simplification, we have
Drad ∼= 2
( Ω
4piriv
)1/2
K
1/2
0
( 1
Di
+
1
Dv
)−1/2
(4.18)
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Generally the mobility of interstitial is much higher than that of vacancy, Di  Dv, or
1
Di
 1
Dv
, thus, we ignore 1
Di
, and
Drad ∼= 2
( Ω
4piriv
)1/2
K
1/2
0 D
1/2
v (4.19)
Replacing Dv in Eq. (4.19) by Eq. (3.20), and simplify, so that
Drad ∼= AK1/20 exp(−Hmv /2kT ) (4.20)
where A = 2( Ω
4piriv
)1/2[βv
6
(fva0)
2ν∗v ]
1/2, which may be viewed as a constant.
Now, writing K0 explicitly, which is given in Eq. (4.3), we have
Drad ∼= Aσ¯d1/2φ1/2 exp(−Hmv /2kT ) (4.21)
which is the final form of the radiation enhanced diffusivity in the recombination limited
regime.
Before we move on to generalize characteristic features of the recombination limited ki-
netics, we provide another approach to this problem.
Because we have assumed a condition of low temperature, low sink concentration and we
ignored the sink term in Eq. (4.9) to get Eq. (4.16), the sink term Cs in Eq. (4.7) may be
ignored and the defect balance equation is now in form of
K0 −KivCiCv ≈ 0 (4.22)
where K0 is the production rate of Frenkel defects, and the main mechanism of defects
annihilation is vacancy and interstitial recombination.
This is the so called recombination limited kinetics. In Dienes and Damask’s treatment
[84], they imposed a boundary condition of Cv = Ci and got similar results.
It must be noted that, in the recombination limited regime, as shown in Eq. (4.21), Drad
is proportional to the square root of radiation flux φ, and the activation energy is one half
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of the defect migration energy, or, more explicitly
Hav =
1
2
Hmv , for fixed φ (4.23)
Drad ∝ φ1/2, for fixed T (4.24)
These are the two characteristic features of the recombination limited kinetics.
Eq. (4.21) is usually plotted in certain scales and the characteristic features can easily be
seen as the following:
i. If we keep the flux φ constant and vary the temperature T , in the Arrhenius plot, a
straight line with negative slope which corresponds to the activation energy, as illustrated
in Fig. 4.2, is expected. At low temperatures, all curves are in the recombination limited
regime and and Drad has an activation enthalpy of
1
2
Hmv .
ii. If we keep the temperature T constant and vary the flux φ, a line with a slope of 0.5
would be expected in the Log-Log plot of Eq. (4.21), or it is usually referred to as a
square root dependence on flux because the exponent of φ is 0.5.
Many experiments had been done to demonstrate both the temperature and flux depen-
dence of Drad in the recombination limited regime. Some of them have shown the charac-
teristic features and this will be discussed later.
Next, we are going to see another important kinetics which is called sink limited kinetics.
At higher temperatures and higher sink concentrations, vacancies and interstitials anni-
hilate at their respective sinks, resulting in sink limited kinetics. In this regime, defects are
more mobile and the sink concentration is higher, so defects migrate to sinks before they
recombine. Eq. (4.9) can be written in the form of
Cv = −KisCs
2Kiv
+
KisCs
2Kiv
(
1 +
4K0Kiv
KvsKisC2s
)1/2
(4.25)
If 4K0Kiv
KvsKisC2s
 1, in the first order approximation, the equation above can be written in the
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form of
Cv ∼= −KisCs
2Kiv
+
KisCs
2Kiv
(
1 +
1
2
4K0Kiv
KvsKisC2s
)
∼= K0
KvsCs
(4.26)
Substituting it into Eq. (4.15), replacing the rate constants with Eq. (4.6) and simplify, so
that
Drad = 2DvCv
∼= 2Dv K0
KvsCs
∼= 2 ΩK0
4pirvsCs
∼= BK0 (4.27)
where B = Ω/2pirvsCs. If we assume a fixed sink concentration, B could be viewed as a
constant.
Again, replacing K0 with Eq. (4.3), we have
Drad ∼= Bσ¯dφ (4.28)
where the total displacement cross section σ¯d is not expected to change much with temper-
ature, so Drad is now linearly proportional to the irradiation flux φ. For constant flux, Drad
is essentially a constant and independent of temperature.
Therefore, more explicitly, the flux and temperature dependent characteristic features in
the sink limited regime can be expressed as:
Drad = Const, for fixed φ (4.29)
Drad ∝ φ, for fixed T (4.30)
These are the two characteristic features of the sink limited kinetics, which can then be
compared to that of the recombination limited kinetics, given in Eq. (4.23) and Eq. (4.24).
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Like before, the sink limited kinetics can also be analyzed in a different approach.
Because we have assumed a condition of high temperature and high sink concentration,
radiation produced vacancies and interstitials are mostly lost to sinks instead of mutual
recombination. Therefore, we may ignore the recombination term in Eq. (4.7), so that
K0 −KvsCvCs ∼= 0 (4.31)
where K0 is the defect production rate, and the main source of defects loss term is annihi-
lation to sinks.
This is the so called sink limited kinetics. The vacancy concentration can easily be cal-
culated from the equation above, Cv ∼= K0KvsCs , which is the same as Eq. (4.26). Dienes and
Damask [84] followed this analytical approach and they call it linear annealing of defects.
As before, Eq. (4.28) is usually plotted in certain scales and the characteristic features
can easily be seen as stated below:
i. If we keep the flux φ constant and vary the temperature T , a horizontal line is expected
in the Arrhenius plot, which can be seen in Fig. 4.2. In the intermediate temperature
range, Drad levels off for Curve 2 and 3 because defects are mainly annealed at sinks.
The sink density ρD increases gradually for Curve 1, 2 and 3: Curve 3 has the largest
sink density which results in a long plateau, in contrast, Cruve 1 has the lowest sink
density and grades into the thermal equilibrium diffusion directly.
ii. If we keep the temperature T constant and vary the flux φ, a line with a slope of 1.0
would be expected in the Log-Log plot of Eq. (4.28), or it is usually referred to as a
linear dependence on flux because the exponent of φ is 1.0.
So far, a brief introduction of the traditional RED theory is complete. While it seems
to be quite simple it is very difficult to determine the various terms in the defect balance
equations (Eq. (4.1)and (4.2)) both theoretically and experimentally. For instance, the sink
concentration Cs, various types of sinks exist during irradiation and they have different
strengths to absorb defects. This subject has be treated theoretically in a detailed way by
Brailsford et al. [91–93].
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While the steady state solutions of Eq. (4.4)and (4.5) have been analyzed, their time
dependent solutions are quite difficult to be expressed in the analytical form because they
are non-linear differential equations. And they are not mutually symmetric because of the
difference in Kvs and Kis. If the spatial dependence of defect concentrations is also con-
sidered, as in Eq. (4.1) and (4.2), analytical solutions become untreatable and can only be
solved numerically. Lam (1975) has analyzed the defect build up as a function of time, space
and temperature for interstitials, monovacancies and small vacancy clusters for irradiated
silver foil by numerically solving the rate equations. The diffusion equations are much more
complicated because various small vacancy clusters are considered. But their results are
quite valuable to this work: they found interstitials make the dominant contribution to the
diffusion process at low sink concentration, and mono-vacancies and interstitials make com-
parable contributions to the mass transport at higher temperatures. And the humps near
the surface (peak concentration of defects near the surface), defects evolutions with time,
and various sink concentrations, etc., are all calculated, analyzed and discussed [4].
In addition to the development of the basic theory of RED, many experiments have been
performed. These can be found in the review papers mentioned at the beginning of this
section. Two typical and widely cited results are introduced below.
The first is from Schu¨le, Lessmann and Scholz (1975). These authors measured RED of Ni
irradiated by 2 MeV electron from 150 to 565 ◦C [94]. They found the recombination limited
regime and a square root dependence on flux. The authors explained their results based on
the interstitial dominant diffusion mechanism. However, Lam (1975) later cited their results
and explained it based on a vacancy dominant diffusion mechanism, which seemed to be
reliable [85]. Sizmann (1978) reviewed the results by vacancy diffusion mechanisms as well,
and stated that their experiments are promising [6].
The second is from Mu¨ller, Naundorf and Macht (1988). They measured the RED of Ni
irradiated by 300 keV Ni ions [89]. The experiment was successful and the data matched
to the theory very well. Both a square root dependence for high displacement rates or low
sink concentrations in the recombination limited regime, and a linear dependence for low
displacement rates or high sink concentration in the sink limited regime, are well deter-
mined. The effective sink concentration Cs was found to be independent of displacement
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rate but strongly dependent on temperature based on experimental results. More impor-
tantly, the production rate of the freely-migrating defects is found to be only about 1.5%
of the calculated displacement rate, and considerable discussions have been made on this
subject.
It can be seen that the rate theory for RED we have just introduced is quite successful
to explain the previous experimental results, mainly in metals or alloys. However, it is met
with difficulties when applied to ionic crystals, which will be discussed in the next section.
4.2 Radiation Enhanced Diffusion in MgO
Since RED had aroused the interest of scientists in the 1940s, much research has been done
both experimentally and theoretically. Even now, it is still an important and interesting
subject [95]. Before the 1990s, most of the experiments were performed with metals or
alloys, and the traditional theory was developed for these materials. As ceramic materials,
which are covalent or ionic bonded, become more important, additional experiments were
performed. One representative ionic crystal is MgO, the self-diffusion of which has been
studied quite extensively and some important results have been summarized in Section 3.2.
Because of the fundamental importance of MgO (fcc structure, ionic bond, +2 valence state),
RED study were performed. Excellent experiment and model exist, and the results are very
surprising compared to that in metals. Details are presented below.
Van Sambeek et al. (1998) studied the radiation enhanced diffusion in MgO [8]. They grew
high quality single crystal MgO films with buried tracer layers by molecular beam epitaxy
(MBE). The films were then irradiated by energetic ions at elevated temperatures and the
diffusion coefficients were determined by measuring the tracer spreading using secondary
ion mass spectroscopy (SIMS). A complete set of experiments were performed for anion
diffusion in MgO irradiated by 2.0 MeV Kr+. Both the temperature dependence and flux
(rate) dependence were studied. They found that opposite diffusion mechanisms appeared
in MgO: sink limited kinetics was found at low temperatures, recombination limited kinetics
was found at high temperatures, and a transition region was found in the intermediate
temperature range. Besides the experimental results, a modified model of the traditional
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rate theory was developed to explain their results quite successfully.
The Arrhenius plot is shown in Fig. 4.3. These authors found sink limited kinetics in
the lowest temperature region (900 − 1100 ◦C), a transition from sink limited kinetics to
recombination limited kinetics in the intermediate temperature range (1100− 1350 ◦C), and
finally recombination limited kinetics in the highest temperature region (1350 − 1500 ◦C).
The activation enthalpy in the highest temperature region was found to be Hav = 1.2 eV,
and the corresponding vacancy migration enthalpy is Hmv = 2.4 eV, which agrees well with
the predicted values.
A set of flux dependent experiments were performed to confirm the results as well: in the
Log(D)–Log(φ) plot in FIG. 4 in their paper, they found slopes of n = 1.3± 0.2 at 900 ◦C,
n = 0.9± (+0.1/−0.2) at 1100 ◦C, n = 0.7± (+0.5/−0.2) at 1250 ◦C, and n = 0.5±0.05 at
1400 ◦C. The slope n of 1.3± 0.2 and n = 0.9± (+0.1/− 0.2) correspond to the sink limited
kinetics, 0.7± (+0.5/− 0.2) corresponds to a transition regime, and 0.5± 0.05 corresponds
to the recombination limited kinetics.
If we compare the RED results in MgO with the traditional theory, e.g., Fig. 4.2, the
results are the opposite, of what is expected for metals, recombination limited kinetics in
the lowest temperature region and sink limited kinetics in the higher temperature region.
To explain their experimental results, Van Sambeek et al. modified the traditional model
and fitted the data very nicely as shown in Fig. 4.3. Some details of the modified theory are
discussed below.
First, they assume that the defect production process leads not to homogeneously dis-
tributed defects as assumed in the traditional theory, but to two types of defects, namely
freely-migrating defects and immobile defects, with the ratio being temperature dependent.
Second, in the collision cascade mode, interstitials are located on the periphery of the cascade
zone while vacancies are created in a loose cluster near the center of the cascade, thus, they
assume that the more dispersed interstitials are free to migrate while only a temperature
dependent fraction of the vacancies is free to do so.
Based on the two assumptions, they added two terms, the fraction of freely migrating
vacancies, f , and immobile vacancy clusters, Cc, to the basic rate equations that are given
54
by Eq. (4.4) and (4.5). The following new rate equations were obtained,
dCv
dt
= fK0 −KivCiCv −KvsCvCs, (4.32)
dCi
dt
= K0 −KivCiCv −KisCiCs −KicCiCc, (4.33)
dCc
dt
= (1− f)K0 −KicCiCc, (4.34)
f = A exp(−Hdiss/kT ) + f0, 0 6 f 6 1, (4.35)
where Cc is the concentration of immobile vacancy clusters, Kic is the rate constants for
interstitial annihilation at vacancy clusters, f is the fraction of freely migrating vacancies,
(1−f) is the fraction of vacancies contained in immobile clusters. Other terms are the same
as they are in Eq. (4.4) and (4.5).
In Eq. (4.35), Hdiss represents the dissociation energy for vacancies to leave the loose
vacancy cluster, which is found to be Hdiss = 4.1 eV. A is a fitting parameter, and it is
found to be A = 2 × 1013 which has a magnitude typical of lattice vibration frequencies.
f0 represents the fraction of vacancies produced as isolated defects that are free to migrate
at all temperatures, which is found to be f0 = 0.1 from the fitting. The fraction of freely
migrating vacancies f can now be expressed explicitly as
f = 2× 1013 exp(−4.1/kT ) + 0.1 (4.36)
At steady state, dC/dt = 0, the set of equations above is simplified to
fK0 −KivCiCv −KvsCvCs = 0 (4.37)
fK0 −KivCiCv −KisCiCs = 0 (4.38)
which are equivalent to Eq. (4.7) and (4.8) except the effective net production rate of freely-
migrating defects fK0. Other terms, e.g., Cs on the surface and in dislocation loops, are
generally discussed in the paper, and more details can be found in the original dissertation
[96].
The rate Equations (4.37) and (4.38) can now be solved in the same way as Eq. (4.7) and
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(4.8), then the defect concentration Cv can be determined. Substituting Cv into Eq. (4.15)
to find Drad.
The experimental data can then be fitted, as shown in Fig. 4.3. The authors obtained re-
combination limited kinetics in the highest temperature region (1500−1350 ◦C), a transition
from recombination limited kinetics to sink limited kinetics in the intermediate temperature
range (1350− 1100 ◦C), and finally sink limited kinetics in a portion of the lowest temper-
ature region (1100− 900 ◦C). In the temperature region below 800 ◦C, the modified model
predicts recombination limited kinetics. However, the measured amount of diffusion exceeds
the calculated amount below 800 ◦C and this discrepancy is attributed to an increase in the
ion beam mixing component (ballistic mixing only).
This is the traditional RED model modified for MgO. The experimental results in MgO
have been explained very well by the modified model.
However, we believe there are deficiencies in the modified model, which are stated below:
(i) The freely migrating vacancy fraction f should vary from 0 to 1, as stated in Eq. (4.35).
However, the explicit expression, Eq. (4.36), does not do so. It is an exponential
function that exceeds 1 above about 1280 ◦C, e.g., f ≈ 45 at 1500 ◦C, and (1 − f)
would be negative in Eq. (4.34).
(ii) To calculate Drad, the relation DvCv = DiCi is used. This implies vacancies and inter-
stitials contribute equally to diffusion at all temperatures in MgO. First, the validity
of the relation, or Eq. (4.14), is based on the assumption that there is no sink bias,
rvs = ris. But it is usually found that interstitial loops preferentially absorb inter-
stitials, the simple relation rvs = ris can be questioned and the model for the rate
constants, as shown in Eq. (4.6), may not apply to MgO. Second, as discussed in de-
tail Section 3.2.5, there are evidences that interstitials contribute to diffusion below
a critical temperature Tc, and vacancies start to contribute at higher temperatures in
MgO. This conclusion may be further indicated again by the TEM result shown in
FIG. 5 in their paper: only interstitial type loops are found in the temperature range
500 − 1250 ◦C, and no evidence for vacancy type loops or clusters are found. As the
authors state, vacancies are present in the form of small clusters which are too small to
56
be observed by TEM. It is possible that these small vacancy clusters may not be mobile
at relatively low temperatures so they would not contribute to diffusion. Their TEM
results therefore support our conclusion that vacancies do not contribute to diffusion
in the low temperature range, thus, the relation DvCv = DiCi is not properly used
in their modified model. Note that the temperature 1250 ◦C is much higher than the
temperature suggested in Section 3.2.5, which is ∼ 600 − 900 ◦C. This may originate
from the different irradiating particles.
(iii) Although recombination limited kinetics in the highest temperature range and sink
limited kinetics in the lowest temperature range are obtained, no formulas or figures
are given to illustrate this feature. For instance, Eq. (4.21) denotes the recombination
limited kinetics and Eq. (4.28) denotes the sink limited kinetics, such equations should
be derived in the modified model to demonstrate the kinetics. Alternatively the ex-
perimental data of flux dependence should be fitted by the modified model. Or the
various terms which contribute to defect annihilation might be shown to demonstrate
that sinks are the main defect annealing terms in the lowest temperature range, vacan-
cy and interstitial recombinations are the main defect annealing terms in the highest
temperature range, as indicated by Eq. (4.31) and (4.22) respectively.
(iv) The last important aspect that may be improved is the fitting, as shown in Fig. 4.3.
It is a good fit, especially in the temperature range above 1000 ◦C, but the fit be-
low 1000 ◦C is poor. This discrepancy is explained by an increase in the amount of
ion beam mixing. However, as discussed in the beginning of Section 4.1, ion beam
mixing or ballistic mixing is generally temperature independent, which contradicts the
apparent temperature dependence at low temperatures. Therefore, the experimental
results in the low temperature range may indicate other diffusion mechanisms with the
corresponding activation energy. Intuition tells us that this is probably related to the
interstitials.
So far, we have reviewed the experimental results and the modified RED model for MgO.
The theoretical predictions by the modified model are quite consistent with the experi-
mental results; however, deficiencies are deemed to exist and further improvement can be
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implemented. As Van Sambeek has stated in his PhD dissertation, “it is certainly possible
that alternative interpretations of the behavior could be developed”—which is the goal of
the current dissertation. Details of the improvement will be shown in the next chapter.
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Figure 4.1: Schematic drawing which shows the dominant diffusion processes in different
temperature regions. RED is important in the intermediate temperature range under
radiation.
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Figure 4.2: Calculated Drad for self-diffusion in copper as a function of temperature for
different defect production rates and dislocation densities. Curve1: K0 = 10
−6s−1,
ρD = 10
11m−2. Curve2: K0 = 10−6s−1, ρD = 1014m−2. Curve3: K0 = 10−6s−1,
ρD = 10
15m−2. Curve4: K0 = 10−4s−1, ρD = 1011m−2 (courtesy of F. V. Nolfi [7]).
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Figure 4.3: Radiation enhanced diffusion coefficients in the anion sublattice of MgO during
2.0 MeV Kr+ irradiation. Open squares are experimental data with corresponding error
bars. Solid line is the calculated results from a modified RED model (after Van Sambeek et
al. [8], with the permission of AIP Publishing LLC).
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CHAPTER 5
A NEW MODEL FOR RED
In last chapter, we reviewed the traditional theory of RED and a modified RED model for
MgO. In this Chapter, we will modify the deficiencies in the modified model and improve
the traditional theory based on the following facts:
i The relatively realistic defects production processes under heavy ion bombardment,
which have been introduced in Chapter 2.
ii The experimental and theoretical findings of the diffusion mechanisms in MgO, which
have been introduced in Chapter 3.
We will start with the basic assumptions in the first section, which serve as the foundation
of the new model. Before introducing the new model, we have to define some important terms
since they have been used in different ways before and clarification is necessary, which will
be shown in Section 5.2. After these assumptions and definitions, in Section 5.3 we will
introduce the new model starting with the conservation law.
5.1 Basic Assumptions
As we have discussed in Chapter 3, diffusion in solids occurs via lattice defects in the form of
vacancies and interstitials. Many experimental and theoretical results have shown that inter-
stitials are the predominant diffusion species at low temperatures while vacancies dominate
at high temperatures. The existence of different stages in Cu is an example: interstitials
diffuse in Stage I and II, vacancies start diffuse in Stage III at temperature around −13 ◦C.
Another example is MgO, it is found that below ∼ 600−900 ◦C, anion diffusion is dominated
by interstitials, while above that temperature, vacancies begin to diffuse. Based on these
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facts, we assume that there exists a critical temperature Tc; below Tc, diffusion is dominated
by the fast moving defects, which are usually interstitials, above Tc, diffusion is dominated by
slow moving defects, which are usually vacancies. The term fast and slow moving defects are
used because vacancies might be more mobile than interstitials in some materials. Note that
the existence of Tc is because of the clustering of defects after collision cascade and different
mobilities between vacancies and interstitials. The existence of the critical temperature Tc
serves as our first assumption.
As discussed in Chapter 2, defects produced by high energy heavy ions or neutrons are not
distributed homogeneously in materials, but in a spatial localized mode, or the cascade mode.
After the cascade evolution, two types of defects are produced, isolated defects and defect
clusters, as illustrated in Fig. 2.1. The isolated defects are those sufficiently widely separated
defects, which are in the form of single vacancies or single interstitials. The structure of the
defect clusters are more complicated. Typically, the small interstitial clusters are located
on the periphery of the cascade zone, while vacancy clusters are located near the center of
the cascade zone. Both isolated defects and defect clusters characterize the defect structure
after irradiation. As shown in Section 2.4, the fraction of the clustered defects has shown
a temperature dependence, where the interstitial clustering fraction drops significantly at
high temperatures. The hypothesis that most of the defects produced by radiation are in
the form of clusters at low temperatures after the cascade evolution has been used in the
production bias model [18] and in the model developed by Wiedersich [97]. Temperature
dependent fraction of clustered vacancies has been used in the modified RED model for
MgO, which has been shown in the Section 4.2. Thus, we assume that at low temperatures,
most of the defects produced by heavy ions or neutrons are in the form of clusters, while at
high temperatures most of the defects are in the isolated form. The temperature dependent
production of the two types of defects by irradiation, namely isolated defects and clustered
defects, serves as our second assumption.
Because only these freely-migrating defects can contribute to diffusion, as discussed in
Chapter 2, it is necessary to distinguish the types of defects which are freely migrating.
If we consider the previous two assumptions, the situation is a little complicated. For the
isolated single defects, because they are sufficiently widely separated, they may all be viewed
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as the freely-migrating defects. For the defect clusters, because the interstitial clusters and
vacancy clusters behave very differently, they must be considered separately. As discussed
in Section 2.4, small interstitial clusters are very stable and do not tend to dissociate even
at high temperatures, but they may still be very mobile and contribute to the fraction of
freely-migrating defects. However, vacancy clusters are essentially not mobile and tend to
dissociate at high temperatures, which is another source of freely-migrating defects. The
immobility of vacancy clusters and dissociation at high temperatures have been applied in
several models before [8, 18, 97]. In sum, the isolated interstitials, isolated vacancies, small
interstitial clusters, and the dissociated vacancy clusters are the sources for freely-migrating
defects. However, these defects seem not to be “free” completely. Intuitively, the isolated
defects may migrate independently because they are widely separated. The small interstitial
clusters may not migrate independently because they are still close to each other and there
exists an interaction between them. It has been found that the underlying driving force of the
interstitial clustering is the strong affinity of the interstitials to each other, which originates
from the strong elastic interaction between the stress field of the interstitial atoms [98].
Therefore, we assume that these small interstitial clusters surrounding the vacancy cluster
center may still attract each other by the stress field and form a weak bond. Because the bond
between the small interstitial clusters is weak, they have a higher probability to migrate to
the cascade center and combine with vacancies instead of forming larger interstitial clusters.
Briefly, the various sources of freely-migrating defects serve as our third assumption.
The basic assumptions now can be summarized as blow:
(I) Diffusion in solids occurs via defects in the form of vacancies and interstitials. There
exists a critical temperature Tc; below Tc, diffusion is dominated by fast moving
defects, which are usually interstitials, above Tc, diffusion is dominated by slow moving
defects, which are usually vacancies.
(II) Heavy ion or neutron irradiation tend to produce defects in a cascade mode. After the
cascade evolution, two types of defects are formed, namely isolated defects and clus-
tered defects. The isolated defects are those single defects that are sufficiently widely
separated. The clustered defects are configured roughly in the way that small intersti-
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tial clusters are located on the periphery of the cascade zone, while vacancy clusters
are located near the center of the cascade zone. At low temperatures, most of the
defects produced by radiation are in the form of clusters, while at high temperatures
most of the defects are in the isolated form.
(III) Those isolated defects are freely-migrating both for vacancies and interstitials. For
those clusters, interstitial clusters and vacancy clusters behave differently. Small in-
terstitial clusters are very stable even at high temperatures. They do not tend to
dissociate but they may still be very mobile and comprise a portion of the free-
migrating defects. Vacancy clusters are not mobile and they tend to dissociate at
high temperatures, thus become freely-migrating single vacancies.
It must be noted that in assumption (I), the critical temperature Tc is not an exact tem-
perature, it actually represents a temperature range. This is similar to the glass transition
temperature Tg found in many materials. Assumption (II) address on the importance of
temperature dependent production of defect clusters by radiation, which has been neglected
in the traditional RED model. In assumption (III), it can be seen that vacancy clusters
and interstitial clusters behave very differently. Vacancy clusters tend to dissociate at high
temperatures and become freely-migrating single defects. The dissociation of vacancy clus-
ters can be characterized by a binding energy HBvc. Small interstitial clusters do not tend to
dissociate, but they may still be very mobile as an entity. These clusters may be attracted
to other small interstitial clusters because of the stress field. This mutual attraction among
the small interstitial clusters may be characterized by a low binding energy HBic . There is no
direct evidence for the existence of this low binding energy HBic , and it is mainly a speculated
quantity based on the defect properties and structure after the cascade evolution.
These three assumptions are not independent, but are related to each other. For exam-
ple, in assumption (II), most of the vacancies are in the form of clusters after the cascade
damage, in assumption (III), the clustering of vacancies greatly reduced fraction of freely-
migrating vacancies since the clustered vacancies are not mobile and hardly dissociate at
low temperatures. Consequently, vacancies do not dominate diffusion at low temperatures
under irradiation, which is stated in assumption (I). Similarly for interstitials, both isolated
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and clustered interstitials may be freely-migrating based on assumption (II) and (III), so
interstitials mainly contribute to diffusion at low temperatures under irradiation, which is
stated in assumption (I) as well.
5.2 Definitions of Important Terms
Before introducing the new model, it is important to define some terms because they have
been used by different authors in different ways. For instance, Drad in the notation of Van
Sambeek et al. does not include the thermal diffusion [8,96]. However, Dienes and Damask
include the thermal part [84]. Thus, it is necessary to clarify these definitions and then it
will make it easy to start the modeling.
Van Sambeek et al. grew single crystal MgO films with tracer layers. During irradiation,
half part of the film is irradiated by energetic heavy ions while the other half was not. Both
parts under went the same thermal heat treatment during the irradiation process. The
effective diffusion coefficient is calculated from the formula
2Dt = σ2irr − σ2unir (5.1)
where σirr is the variance of the marker layer in the irradiated part of the sample and σunir
is the variance in the unirradiated part, t is the irradiation time.
The radiation enhanced diffusion coefficient Drad (they use the notation DRED) is given
by
Drad =
(Dt
t
)
T
−
(Dt
t
)
30C
(5.2)
where the subscript T means at elevated temperatures, 30C means at room temperature.
If the irradiation time at elevated temperatures and room temperature are the same, from
Eq. (5.1) and (5.2), we have
Drad =
(σ2irr − σ2unir
2t
)
T
−
(σ2irr − σ2unir
2t
)
30C
=
σ2irr,T − σ2unir,T − σ2irr,30C + σ2unir,30C
2t
(5.3)
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The equation above shows that the total variance minus the variance in the thermal part
and in the ballistic mixing part, however, the variance of the as grown samples are deduced
twice, so the last term is plus the as grown variance back. Briefly, it means Drad equals to
the total diffusion which includes every source of expansion of the delta function like profile,
minus the diffusion during film growth, the thermal diffusion at elevated temperatures and
the ballistic mixing.
This is how the Drad is used by Van Sambeek et al.. To compare with other notations,
the equations must be rewritten.
If the irradiation time at elevated temperatures and room temperature are equal, rewrite
Eq. (5.3), so that
Drad =
(σ2irr,T − σ2irr,30C
2t
)
−
(σ2unir,T − σ2unir,30C
2t
)
(5.4)
For simplicity, define
Dtotal =
σ2irr,T − σ2irr,30C
2t
(5.5)
DT =
σ2unir,T − σ2unir,30C
2t
(5.6)
Note the total diffusion coefficient Dtotal here is different from the total diffusion in the
discussion of Eq. (5.3), which doesn’t subtract the ballistic mixing part. DT means the
thermal diffusion coefficient or the diffusion coefficient at elevated temperatures.
Substituting Eq. (5.5) and (5.6) into Eq. (5.4), we have
Drad = Dtotal −DT (5.7)
or
Dtotal = Drad +DT (5.8)
In Dienes and Damask’s experiment, instead of measuring the variance of the marker
layers, the diffusion coefficient is determined by measuring the electrical resistivity changes
associated with changes in short-range order in alpha-brass. The radiation enhanced diffu-
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sion coefficient D
′
(we use Drad instead), is determined by the equation
D
′
= D
′
v +D
′
i (5.9)
where
D
′
v = (v + v0)λ
2νv (5.10)
D
′
i = (i+ i0)λ
2νi (5.11)
where v0 is the fraction of vacancies under thermal equilibrium, v is the fraction of vacancies
produced by irradiation, i0 is the fraction of interstitials under thermal equilibrium, i is the
fraction of interstitials produced by irradiation, λ and ν are the jump distance and effective
jump frequencies respectively.
Putting Eq. (5.10) and (5.11) back into Eq. (5.9), we have
D
′
= (v + v0)λ
2νv + (i+ i0)λ
2νi (5.12)
It can be seen that in the notation of Dienes and Damask, Drad or D
′
includes the fraction
of defects under thermal equilibrium, in other words, Drad includes the thermal diffusion
coefficient DT , while in the notation of Van Sambeek et al., this part has been subtracted,
as shown in Eq. (5.7).
Sizmann does not considered the defect under thermal equilibrium, as discussed in Chapter
4, all the concentrations in the defect balance equations can be viewed as the defects produced
by radiation only [6].
Pappas, Heuser and Strehle (2010) measured the RED of La in single crystal film CeO2 [9],
which is similar to the experiment carried out by Van Sambeek et al.. The variance of
the marker layers were measured to determine the diffusion coefficient, which is given by
Eq. (5.1), but they have different definitions, as shown below.
The diffusion coefficient is determined by the equation
2Dt = σ2irr − σ2ref (5.13)
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Instead of using σunir, the term σref is used. σref is the reference variance and it is different
in different situations.
To calculate the radiation enhanced diffusion coefficient D
′
(we use Drad instead) from
the experimental results, σref equals to the variance under irradiation at room temperature
22 ◦C, which is given by
D
′
=
σ2irr,T − σ2irr,22C
2t
(5.14)
To calculate the diffusion coefficient under thermal equilibrium DT , σref equals to the vari-
ance of the as grown samples, which is given by
DT =
σ2unir,T − σ2unir,22C
2t
(5.15)
The theoretically determined radiation enhanced diffusion coefficient is given by the equation
D
′
= DT +D
′
v +D
′
i
= v0λ
2νv + i0λ
2νi + vλ
2νv + iλ
2νi (5.16)
where the meaning of each term is the same as that in Eq. (5.10) and (5.11).
It can be seen from Eq. (5.16) that the fraction of defect under thermal equilibrium is also
included in D
′
, which is the same as Dienes and Damask’s notation. Note that the term DT
in Eq. (5.16) seems to be redundant because the thermal part has already be included in D
′
v
or D
′
i, which is defined in Eq. (5.14).
In sum, Dienes and Damask, Pappas, Heuser and Strehle use D
′
stands for radiation en-
hanced diffusion coefficient Drad, which includes the thermal diffusion coefficient DT , how-
ever, in the notation of Van Sambeek et al., Drad does not include the thermal part. The
differences are mainly because of different definitions by the authors. It should be noted
that, if DT is very small and can be neglected, the two definitions give almost the same
result for Drad, e.g., anion diffusion in MgO. If DT is not small and cannot be neglected, the
two definitions give different results for Drad, for example as in cation diffusion in CeO2.
Thus, it is necessary to make a clear definition of each term and avoid the annoying confu-
sion when comparing the results from different authors. We’ll mainly follow the approach of
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Van Sambeek et al.. The definitions of various diffusion coefficients and defect concentrations
are shown below.
The diffusion coefficient D is given by the equation
2Dt = σ2irr − σ2unir (5.17)
The radiation enhanced diffusion coefficient Drad is given by the equation
Drad =
(Dt
t
)
T
−
(Dt
t
)
RT
(5.18)
If the the radiation time at elevated temperatures (T ) and room temperature (RT ) are
equal, then from Eq. (5.17) and (5.18), Drad can be written explicitly as
Drad =
(σ2irr − σ2unir
2t
)
T
−
(σ2irr − σ2unir
2t
)
RT
=
(σ2irr,T − σ2irr,RT
2t
)
−
(σ2unir,T − σ2unir,RT
2t
)
(5.19)
Define
Dtotal =
σ2irr,T − σ2irr,RT
2t
(5.20)
DT =
σ2unir,T − σ2unir,RT
2t
(5.21)
where Dtotal stands for the total diffusion coefficient, DT stands for the thermal diffusion
coefficient.
Now Eq. (5.19) can be written in the simple form of
Drad = Dtotal −DT (5.22)
and the total diffusion coefficient is of the form
Dtotal = Drad +DT (5.23)
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Following this definition, the corresponding defect concentrations can also be defined as
the following
Cv = Cvr + Cv0 (5.24)
Ci = Cir + Ci0 (5.25)
where Cv is the total fraction of vacancies, Cvr is the fraction of vacancies produced by
irradiation, Cv0 is the fraction of vacancies under thermal equilibrium. The same definitions
for interstitials with the subscript i.
Putting these terms back into Eq. (3.3), the diffusion coefficients can be written in terms
of the defect concentrations, which are given by
Dtotal = DvCv +DiCi
= Dv(Cvr + Cv0) +Di(Cir + Ci0)
= (DvCvr +DiCir) + (DvCv0 +DiCi0)
= Drad +DT (5.26)
and
Drad = DvCvr +DiCir (5.27)
DT = DvCv0 +DiCi0 (5.28)
The various defect concentrations and diffusion coefficients are now intrinsically consistent.
And we will follow this definition in the following sections and chapters.
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5.3 Modeling
5.3.1 Defect Balance Equations
Diffusion in solids occurs via defects in the form of vacancies and interstitials. These defects
can be produced under thermal equilibrium at elevated temperatures, or they can be pro-
duced by energetic particles. We know that in the temperature range where the temperature
is high enough to activate diffusion, but not so high that the thermal defects become predom-
inant, radiation produced defects will mainly contribute to diffusion. The most important
aspect of any RED theory is to determine the effective concentration of defects contributing
to diffusion. In the traditional RED model, as introduced in Chapter 4, it uses the chemical
rate theory to describe the various defect reactions quite successfully. Therefore, we will
follow the same approach to improve the traditional RED model with more realistic defec-
t production processes with respect to the importance of defect clusters, the mobilities of
different types of defects and the small fraction of freely-migrating defects.
The fundamental law of the rate theory is the law of conservation, in the form of
Rate of Change = Rate of Gain − Rate of Loss
This simple relation is applied in many situations, such as the neutron balance equation
and the Navier-Stokes equation.
In the case of RED, we are interested in the conservation of defects under irradiation. The
main problem is how to describe the “Rate of Gain” and the “Rate of Loss” properly. Since
the traditional theory has proven to be quite successful, we will use it as a starting point.
An simple approach is to start with the model introduced by Sizmann, where the balance
of radiation produced defects are given by the following equations
dCvr
dt
= K0 −KivCirCvr −KvsCvrCs (5.29)
dCir
dt
= K0 −KivCirCvr −KisCirCs (5.30)
where K0 is the defect production rate, the substrate r denotes the radiation produced
defects, and other terms are the same as they are in Eq. (4.4) and (4.5).
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On the right hand side of the equations, K0 is the only term which represents the “Rate
of Gain”, and it is equal for vacancies and interstitials.
From the previous discussion, the term K0 here actually represents the production rate
of freely-migrating defects, which is just a small fraction of the value calculated from the
Kinchin-Pease model. As discussed before and shown briefly in Fig. 2.1, both clustered
defects and isolated defects can contribute to the freely-migrating defects, so the the “Rate
of Gain” term should be described by these two types of defects.
For vacancies, we know that radiation will produce both isolated vacancies and clustered
vacancies, so at least two terms are required to describe the defect production rate K0
properly. Similar to the modified model for MgO, Eq. (4.32), the simple term
fvK0
will be used to describe the isolated vacancies, where K0 is the total production rate of
isolated freely-migrating vacancies, fv represents the fraction of the isolated vacancies, and
it must vary from 0 to 1.
Another source of freely-migrating vacancies is vacancy cluster dissociation, which will be
described by the term
KvcCvc
where Cvc is the concentration of vacancy clusters produced by irradiation and Kvc is the
rate constant for the vacancy cluster dissociation.
Based on the assumption (II), as shown in Section 5.1, the fraction of the isolated and
clustered vacancies after cascade evolution are temperature dependent. At low temperatures,
most of the vacancies are in the clustered form, while at high temperatures, most are isolated.
In this sense, there must be a correlation between the isolated vacancies and clustered
vacancies. To describe this feature, the two terms fvK0 and Cvc must be correlated, which
may be described by the following formula
Cvc = fvcCvc0 (5.31)
fvc = 1− fv (5.32)
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where fvc is the fraction of clustered vacancies produced by radiation, Cvc0 represents the
initial concentration of vacancy clusters which is determined by the radiation condition and
the material of the target.
Note when fv = 0, fvc = 1, this is the case all the vacancies which may contribute to
diffusion are in the clustered form at low temperatures. When fv = 1, fvc = 0, this is the
case all the vacancies which may contribute to diffusion are isolated vacancies, or, more
clearly, it is the case when the temperature is high, all clustered vacancies produced by
radiation dissociate to isolated vacancies immediately.
The rate constant for vacancy dissociation Kvc may be described by the formula
Kvc = νvc exp(−HBvc/kT ) (5.33)
where νvc represents the effective vibration frequency of vacancy clusters, H
B
vc is the binding
energy of the vacancy clusters.
This formula originates from the release of point defects from traps [99]. Similar formula
can also be found in the decay of vacancy traps in [6], or in the interstitial cluster emission
rate in [100].
Now the “Rate of Gain” for the freely-migrating vacancies is given by
Rate of Gain = fvK0 + KvcCvc
Like the vacancies, the interstitials are described as isolated interstitials
fiK0
and clustered interstitials
KicCic
where fi is the fraction of the freely-migrating interstitials in the isolated form. K0 is
the total production rate of isolated freely-migrating interstitials, which is equal to that of
vacancies because at temperatures high enough where all radiation produced Frenkel pairs
are freely-migrating, the number of vacancies and interstitials should be equal. Kic is the
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rate constant for the emission rate of interstitial clusters and Cic is the concentration of
interstitial clusters produced by radiation.
The correlation between isolated interstitials and interstitial clusters still exists, in the
form of
Cic = ficCic0 (5.34)
fic = 1− fi (5.35)
where fic is the fraction of clustered interstitials, Cic0 is the initial concentration of interstitial
clusters which is determined by the radiation condition and the target material.
When fi = 0, fic = 1, all the potential freely-migrating interstitials are in the clustered
form. When fi = 1, fic = 0, all interstitials which may contribute to diffusion are in the
isolated form.
The rate constant for the emission rate of interstitial clusters Kic is given by
Kic = νic exp(−HBic/kT ) (5.36)
where νic is the effective vibration frequency of interstitial clusters, H
B
ic is the biding energy
of the interstitial clusters.
It must be noted that the interstitial clusters are different from the vacancy clusters.
First, small interstitial clusters do not tend to dissociate into single interstitials even at high
temperatures, and they may be mobile. After the cascade evolution, these small interstitial
clusters are located in periphery of the cascade center, and they may attract each other by
the stress field. Thus, the binding energy HBic of interstitial clusters here actually describes
the weak bond among the small interstitial clusters. Second, because the small interstitial
clusters may be as mobile as mono-interstitial, the isolated interstitials may include both
the mono-interstitial and the small interstitial clusters which are widely separated.
Now, the “Rate of Gain” for the freely-migrating interstitials is given by
Rate of Gain = fiK0 + KicCic
For the “Rate of Loss” term, similar to Eq. (5.29) and (5.30), both recombination and
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sink terms must be considered.
For the defect recombination, since we have distinguished the radiation produced defect-
s and the thermal defects, both must be considered. In the defect balance equation for
radiation produced vacancies, Eq. (5.29), the recombination term including the thermal
interstitials is in the form of
Kiv(Cir + Ci0)Cvr
Because the vacancies produced by radiation can recombine with both the radiation pro-
duced interstitials and the thermal interstitials, the term Ci0 must be included.
Similarly, in the defect balance equation for radiation produced interstitials, Eq. (5.30),
the recombination term including the thermal vacancies is in the form of
KivCir(Cvr + Cv0)
Because interstitials produced by radiation can recombine with both the radiation pro-
duced vacancies and the thermal vacancies, the term Cv0 must be included.
The inclusion of the thermal defects Ci0 or Cv0 is very important at temperatures where
the concentration of the thermal defect is not low.
It must be notated that in the recombination term, both interstitials and vacancies are
freely-migrating defects.
The rate constant for interstitial and vacancy recombination Kiv is given by
Kiv = αiv(Dv +Di) (5.37)
note that it is different from the one in Eq. (4.6) in the way that αiv is a constant which will
be determined in the fitting.
For the sink term, we will follow Dienes and Damask’s notation [84]. The term
KvsCvr
represents the vacancy and sink annihilation, and
KisCir
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represents the interstitial and sink annihilation.
The choice of Dienes and Damask’s notation is because of two reasons. One is that
it is simple. The sink concentration, Cs, will not appear explicitly in the defect balance
equations which makes the system much simpler and easier to solve. The corresponding
sink concentrations are actually incorporated into the rate constants Kvs and Kis, which are
given by the following Equation (5.40). The second reason is that all the other terms in the
defect balance equations are freely-migrating, the inclusion of the immobile sink terms seems
to be not proper because sinks are considered to be not mobile, or at least their mobility is
much smaller compared to the freely-migrating defects. This does not mean including Cs in
the balance equations is wrong, it simply states the reason why we choose the Dienes and
Damask’s notation. If we accept it, the rate constant is given by
Kvs = αvsDv (5.38)
Kis = αisDi (5.39)
If it is assumed that vacancies and interstitials are eliminated at dislocations, the propor-
tionality constants are given by
αvs = αis =
2piN0
ln(r1/r0)
(5.40)
where N0 is the number of dislocation lines per cm
2, r0 is the effective radius of cylindrical
line of dislocations, and r1 is given by the formula
pir21 = 1/N0 (5.41)
If the dislocation densities are known, Eq. (5.38) and (5.39) can be used to calculate the
rate constants for dislocation type of sinks.
Since we have introduced clustered defects, it is possible that the freely-migrating defects
may move to these clusters and combine, too. Hence, another term
KvicCvr
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is used to describe the freely-migrating vacancies move to the interstitial clusters, where Kvic
is the rate constant for the vacancy and interstitial cluster reaction.
When the interstitial cluster fraction fic = 0, which means there is no radiation produced
interstitial clusters, the term Kvic must be zero. Like the correlation between isolated de-
fects and the clustered defects, the rate constant Kvic must be correlated to the fraction of
clustered interstitials fic, too, in the form of
Kvic = αvicficDv (5.42)
where αvic is a constant. When fic = 0, Kvic = 0, so it is correctly correlated.
Similarly, for the freely-migrating interstitials, the corresponding term is
KivcCir
which represents the freely-migrating interstitials react with vacancy clusters and Kivc is the
rate constant, which is given by
Kivc = αivcfvcDi (5.43)
where αivc is a constant, again, when fvc = 0, Kivc = 0, it is correctly correlated.
Here, it must be notated that the reaction between the freely-migrating defects and their
opposite clusters is different from the defect recombination. In the defect recombination
term, KivCirCvr, both Cir and Cvr are freely-migrating defects. However, when the freely-
migrating defects move to their opposite clusters, these clusters are essentially immobile. For
example, at low temperatures, most of the vacancies are produced in the form of clusters
while the interstitials are mostly freely-migrating. When the interstitials move to these
vacancy clusters and combine, it seems to be the same as recombination of interstitials and
vacancies. However, the vacancies in this temperature range are immobilized in the clusters,
they should not appear in the recombination term KivCirCvr because it requires both freely-
migrating interstitials and vacancies. Therefore, the vacancy clusters now essentially act
as sinks for interstitials. Furthermore, the fact that these vacancy clusters act as sinks
is different from other type of sinks because these vacancy clusters will dissociate at high
temperatures and contribute to diffusion. In this sense, these vacancy clusters should be
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called temporary sinks.
In sum, the “Rate of Loss” is composed of three terms: vacancy and interstitial recombi-
nation, freely-migrating defects and sink annihilation, freely-migrating defects and clustered
defects reaction.
For radiation produced vacancies, it can be described as
Rate of Loss = Kiv(Cir + Ci0)Cvr + KvsCvr + KvicCvr
and, for radiation produced interstitials, we have
Rate of Loss = KivCir(Cvr + Cv0) + KisCir + KivcCir
So far, all the terms for the defect conservation equation are known. Putting the “Rate of
Gain” and the “Rate of Loss” terms back into the defect conservation equation, the complete
defect balance equations can be written as
dCvr
dt
= fvK0 +KvcCvc −Kiv(Cir + Ci0)Cvr −KvsCvr −KvicCvr (5.44)
dCir
dt
= fiK0 +KicCic −KivCir(Cvr + Cv0)−KisCir −KivcCir (5.45)
where K0 is the total production rate of isolated freely-migrating defects, f is the fraction of
freely-migrating defects in the isolated form, K is the rate constant, C is the concentration,
and the subscripts v, i, c, s, and r refer to vacancy, interstitial, cluster, sink, and radiation,
respectively.
The defect balance equations state that, the rate of change of defects under irradiation
equals to the rate of defect gain minus the rate of defect loss in the control volume. The
rate of gain is comprised of two terms: isolated defects and defects dissociated from the
corresponding clusters. The rate of loss is comprised of three terms: defects recombination,
annihilation to corresponding sinks and reaction with opposite defect clusters. A summary
of the various terms are briefly shown in Table 5.1.
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The various rate constants in Eq. (5.44) and (5.45) are given by
Kvs = αvsDv (5.46)
Kis = αisDi (5.47)
Kiv = αiv(Dv +Di) (5.48)
Kvic = αvicficDv (5.49)
Kivc = αivcfvcDi (5.50)
Kvc = νvc exp(−HBvc/kT ) (5.51)
Kic = νic exp(−HBic/kT ) (5.52)
and the correlated terms are given by
fvc = 1− fv (5.53)
fic = 1− fi (5.54)
Cvc = fvcCvc0 (5.55)
Cic = ficCic0 (5.56)
Note that for these rate constants, we mainly follow the formulism of Dienes and Damask.
The values for the various constants α are not known (except for the dislocation type of sinks,
see Eq. (5.40)), and it seems difficult to derive valid expressions for all these constants. For
now we simply treat them as fitting parameters.
At steady state, the defect balance equations are of the form
fvK0 +KvcCvc −Kiv(Cir + Ci0)Cvr −KvsCvr −KvicCvr = 0 (5.57)
fiK0 +KicCic −KivCir(Cvr + Cv0)−KisCir −KivcCir = 0 (5.58)
Subtracting Eq. (5.57) from Eq. (5.58), we obtain the expression for Cir, substituting into
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Eq. (5.57), and solving the quadratic equations, yields
Cvr = −
( A
2G
+
B
2Kiv
)
+
[ BF
KivG
+
( A
2G
+
B
2Kiv
)2]1/2
(5.59)
Cir = −
(
− A
2B
+
G
2Kiv
)
+
[ GF
KivB
+
( A
2B
+
G
2Kiv
)2]1/2
(5.60)
with
A = (fi − fv)K0 +KicCic −KvcCvc
B = KivCv0 +Kis +Kivc
G = KivCi0 +Kvs +Kvic
F = fvK0 +KvcCvc
(5.61)
The radiation produced defect concentrations, Cvr and Cir, can be used to determine the
radiation enhanced diffusion coefficient Drad using Eq. (5.27), or the total diffusion coefficient
Dtotal using Eq. (5.26).
So far, the new model has been formulated. The final defect balance equations and steady
state solutions are given by Eq. (5.44)–Eq. (5.61).
Next, we will show the relation between the new model and the traditional model, and
we will derive the sink limited kinetics and recombination limited kinetics analytically with
the new model.
When the temperature is high enough, all the clustered defects produced by radiation
essentially dissociate into single defects immediately. In this situation, we may assume all
defects are produced uniformly and are freely-migrating. Then the fraction of isolated defects
must equal to 1 and the clustered defects must equal to 0; fv = fi = 1, fvc = fic = 0, and
Cvc = Cic = Kvic = Kivc = 0. Equations (5.44) and (5.45) become
dCvr
dt
= K0 −Kiv(Cir + Ci0)Cvr −KvsCvr (5.62)
dCir
dt
= K0 −KivCir(Cvr + Cv0)−KisCir (5.63)
which are essentially the same as the defect balance equations in the traditional approach,
as shown in Eq. (5.29) and (5.30).
Therefore, the new model recovers to the traditional form at high temperatures where all
81
defects produced by radiation are freely-migrating.
5.3.2 The Limiting Kinetics
In this section, we will derive the the limiting kinetics at different temperatures based on
the defect balance equations derived here. For simplicity, we will consider the radiation
produced defects only.
At low temperatures, radiation produced interstitials are mobile, however, the vacancies
are mainly immobilized in the vacancy clusters. In this case, the fraction of the freely-
migrating vacancies are essentially zero, Cvr ≈ 0 and fv ≈ 0. Since we only consider
radiation produced defects, the concentration of thermal defects Cv0 is ignored, as well.
Hence, Eq. (5.57) and (5.58) are reduced to the form
fiK0 +KicCic −KisCir −KivcCir = 0 (5.64)
Solving Eq. (5.64) for Cir, so that
Cir =
fiK0 +KicCic
Kis +Kivc
(5.65)
To explain Eq. (5.65) clearly, two cases can be considered separately.
(i). At the lower end of the low temperature range, 600−800 ◦C in MgO for example, most
of the interstitials produced by irradiation is in the form of clusters, the fraction of isolated
mono-interstitials is small and can be ignored, then the only source of freely-migrating defects
is the dissociation of interstitial clusters. In this case, fi ≈ 0, fic ≈ 1 and fvc ≈ 1. Eq. (5.64)
can be further simplified,
KicCic −KisCir −KivcCir = 0 (5.66)
where the freely-migrating interstitials mostly annihilate at sinks and vacancy clusters.
Because the small interstitial clusters are still close to the cascade center, they have higher
probability to move to the center and annihilate with vacancy clusters. It can be seen that
at this temperatures, the immobile vacancy clusters act as sinks for interstitials, so it may
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be called the sink limited kinetics.
Solving Eq. (5.66) for Cir,
Cir =
KicCic
Kis +Kivc
(5.67)
Substituting Eq. (5.47), (5.50) and (5.56) into Eq. (5.67), and simplifying using the ap-
proximations of fi ≈ 0, fic ≈ 1 and fvc ≈ 1, Cir can be written as
Cir ≈ KicCic0
Di(αis + αivc)
(5.68)
Putting it into Eq. (5.27) with Cvr ≈ 0, the radiation enhanced diffusion coefficient can
be written as
Drad ≈ KicCic0
αis + αivc
(5.69)
Substituting Kic from Eq. (5.52), we have
Drad ≈ L exp(−HBic/kT ) (5.70)
where
L =
Cic0νic
αis + αivc
(5.71)
From Eq. (5.70), we can see that in the lower end of the low temperature range, Drad is
characterized by an activation energy HBic , which represents the binding energy of the small
interstitial clusters. As we have discussed before, this weak bond is because of the mutual
attraction of small interstitial clusters.
We assume the vibration frequency of interstitial clusters νic is proportional to the defect
production rate K0, which is
νic = αicK0 (5.72)
similarly, for vacancy clusters
νvc = αvcK0 (5.73)
where αic and αvc are constants.
Mu¨ller et al. assumed the jump frequency is proportional to the displacement rate, Γ ∝ K ′ ,
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for the ion beam mixing diffusion coefficient Dmix = Γλ
2/6. The physical basis is that
Dmix should increase linearly with the displacement rate and essentially no temperature
dependence is expected [89]. Note that the term ion beam mixing is the ballistic mixing
we use here. In our case, the clusters are in steady state conditions under irradiation;
on the one hand radiation produces clusters, on the other hand radiation breaks clusters,
hence, the dissociation rate of the clusters should be influenced by the radiation rate of
incident particles. Therefore, we assume that the dissociation rate of defect clusters are
proportional to the radiation rate, which means Kic ∝ K0. By analogy to the treatment of
the jump frequency by Mu¨ller et al., it is convenient to incorporate this proportionality to
the vibration frequency of the defect clusters.
Then, substituting νic into Eq. (5.70), we have
Drad ≈ Cic0αicK0
αis + αivc
exp(−HBic/kT ) (5.74)
and write K0 explicitly by Eq. (4.3), we have
Drad ≈ L′φ exp(−HBic/kT ) (5.75)
where
L′ =
Cic0αicσ¯d
αis + αivc
(5.76)
From Eq. (5.75), it can be seen that Drad is linearly proportional to the radiation flux φ.
At constant temperatures, a slope of 1 would be expected in the Log(D)–Log(φ) plot, and
this is one of the characteristic features of the sink limited kinetics.
(ii). As the temperature increases, at the higher end of the low temperature range, where
all the freely-migrating interstitials are produced in the isolated form. In this case, fic ≈
0, fi ≈ 1 and fvc ≈ 1. Substituting them into Eq. (5.64), gives
K0 −KisCir −KivcCir = 0 (5.77)
where the freely-migrating interstitials mainly annihilate at sinks and vacancy clusters.
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Because the temperature is now relatively high, interstitials are more mobile, a large
portion annihilate at sinks. In the mean time, most of the vacancy clusters are still immobile
and act as another type of sinks. In this sense, it may be called the sink limited kinetics, as
well.
Solving Eq. (5.77) for Cir, so that
Cir =
K0
Kis +Kivc
=
K0
Di(αis + αivc)
(5.78)
Putting it back into Eq. (5.27) with Cvr ≈ 0, we have
Drad ≈ K0
αis + αivc
= Const (5.79)
It can be seen that at the higher end of the low temperature range, Drad is a constant and
independent of temperature.
Writing K0 explicitly using Eq. (4.3), so that
Drad ≈ σ¯dφ
αis + αivc
≈ L′′φ (5.80)
where
L′′ =
σ¯d
αis + αivc
(5.81)
Similar to Eq. (5.75), Drad is now linearly proportional to the flux φ. In the Log(D)–Log(φ)
plot, a slope of 1 would be expected, as well.
From the discussion of the two cases (i) and (ii) in the low temperature range, we can
see that most of the radiation produced vacancies are in the form of clusters and they are
essentially not mobile. While interstitials are mobile, the vacancy clusters act as sinks for
these interstitials, thus, the defect annealing kinetics of the two cases can both be called
sink limited kinetics. Both cases have a linear dependence of Drad on the radiation flux φ
at constant temperature, as illustrated in Eq. (5.75) and Eq. (5.80). However, at the lower
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temperature end, Drad is characterized by an activation energy H
B
ic , which originates from
the weak bond between small interstitial clusters. At the higher temperature end, Drad is a
constant and independent of temperature, which is shown in Eq. (5.79).
Another important feature of the diffusion in the low temperature range is that, all the
freely-migrating defects are clustered or isolated interstitials, while most of vacancies are
still immobilized in the vacancy clusters and act as sinks, thus, the diffusion is dominated
by interstitials in the low temperature range.
As the temperature continues to increase, vacancies become mobile and start to contribute
to diffusion. A sharp increase of diffusivity may be evident in the Arrhenius plot. This
transition is complicated and cannot be easily characterized by the analytical approach, but
it can be well illustrated in the numerical solutions and fittings.
At high temperatures, where both the freely-migrating vacancies and interstitials are in the
isolated form, the fraction of the clustered defects can be ignored. In this case, fv ≈ fi ≈ 1,
fvc ≈ fic ≈ 0, Cvc ≈ Cic ≈ 0 and Kvic ≈ Kivc ≈ 0. Substituting them into Eq. (5.57) and
(5.58), ignoring the thermal defects Cv0 and Ci0, the resulting defect balance equations are
given by
K0 −KivCirCvr −KvsCvr = 0 (5.82)
K0 −KivCirCvr −KisCir = 0 (5.83)
which are in the form of the traditional rate equations, as shown in Eq. (4.7) and (4.8).
The freely-migrating defects produced by radiation are now annealed by mutual recom-
bination and annihilation at sinks. Since the temperature is not high enough for vacancies
to diffuse to sinks before they recombine with interstitials, the main annealing mechanism
is mutual recombination, which is called the recombination limited kinetics.
Substracting Eq. (5.82) from Eq. (5.83), find an expression of Cir,
Cir =
Kvs
Kis
Cvr (5.84)
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Substituting Eq. (5.84) into Eq. (5.82), and solving the quadratic equations, so that
Cir = − Kvs
2Kiv
+
[KvsK0
KivKis
+
( Kvs
2Kiv
)2]1/2
(5.85)
Cvr = − Kis
2Kiv
+
[ KisK0
KivKvs
+
( Kis
2Kiv
)2]1/2
(5.86)
Eq. (5.85) and Eq. (5.86) are the steady state concentration of radiation produced vacan-
cies and interstitials at high temperatures, which are similar to Eq. (4.9) and Eq. (4.10), and
the relation
KvsCvr = KisCir (5.87)
still holds.
Substituting the corresponding rate constants with Eq. (5.46) and Eq. (5.47), we have
αvsDvCvr = αisDiCir (5.88)
and we are not going to assume αvs = αis because there probably is sink bias, thus, in-
terstitials and vacancies contribute to diffusion differently and we cannot use the relation
DvCv = DiCi. Other methods must be used to simplify and proceed.
Rewrite Eq. (5.86) in the form of
Cvr = − Kis
2Kiv
+
( KisK0
KivKvs
)1/2(
1 +
KisKvs
4KivK0
)1/2
(5.89)
Because we are considering the temperature range where all the freely-migrating vacancies
have just been in the isolated form, which means they are freely-migrating, but the mobility
is not high enough for them to move to sinks. These vacancies are then mainly annealed
out by the freely-migrating interstitials, or by mutual recombination. In this case, we may
assume KivK0  KisKvs, or KisKvsKivK0  1, and simply neglect this term in Eq. (5.89), we have
Cvr = − Kis
2Kiv
+
( KisK0
KivKvs
)1/2
=
( KisK0
KivKvs
)1/2[
1− 1
2
(KisKvs
KivK0
)1/2]
(5.90)
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Since we have assumed KisKvs
KivK0
 1, we continue to assume it is small enough so the square
root of the value is still very small, which means
(
KisKvs
KivK0
)1/2
 1. Again, simply neglect
this term and Eq. (5.90) becomes
Cvr =
( Kis
KivKvs
)1/2
K
1/2
0 (5.91)
which is in the same form as Eq. (4.16).
Substituting the rate constants with Equations (5.46), (5.47) and (5.48), so that
Cvr =
( αis
αivαvs
)1/2[ Di
Dv(Dv +Di)
]1/2
K
1/2
0 (5.92)
Substituting Eq. (5.92) into Eq. (5.84), and simplifying, Cir is given by
Cir =
( αvs
αivαis
)1/2[ Dv
Di(Dv +Di)
]1/2
K
1/2
0 (5.93)
Putting Eq. (5.92) and (5.93) into Eq. (5.27), Drad becomes
Drad =
[( αvs
αivαis
)1/2
+
( αis
αivαvs
)1/2]( 1
1
Dv
+ 1
Di
)1/2
K
1/2
0 (5.94)
because Di  Dv, or, 1Di  1Dv , we ignore 1Di in Eq. (5.94), so that
Drad ≈ Y D1/2v K1/20 (5.95)
where
Y =
[( αvs
αivαis
)1/2
+
( αis
αivαvs
)1/2]
(5.96)
Writing K0 and Dv explicitly with Eq. (4.3) and Eq. (3.8), we have
Drad ≈ Y ′φ1/2 exp(−Hmv /2kT ) (5.97)
where
Y ′ = σ¯d1/2
(1
6
f 2v a
2
0βvνv exp(S
m
v /k)
)1/2
(5.98)
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It can be seen from Eq. (5.97) that Drad is now proportional to the square root of the
radiation flux φ, and the activation energy is half of the migration energy of vacancies, which
is Ha = Hmv /2.
Because the defect annealing mechanism is mainly by mutual recombination of vacancies
and interstitials, the limiting kinetics can be called recombination limited kinetics. The
diffusion coefficient is characterized by the squared root dependence of radiation flux at
constant temperatures, and half of the vacancy migration energy at constant flux. Note the
term fv in Eq. (5.98) is the jump distance fraction, as shown in Eq. (3.5).
As temperature continues to increase, vacancies become more and more mobile and mainly
migrate to sinks, similar to the traditional approach, we expect a transition to sink limited
kinetics. Thus, ignore the recombination term KivCirCvr in Eq. (5.82) and Eq. (5.83), the
steady state concentration of vacancies and interstitials are given by
Cvr ≈ K0
Kvs
(5.99)
Cir ≈ K0
Kis
(5.100)
Substituting into Eq.(5.27), we have
Drad ≈ ( 1
αvs
+
1
αis
)K0 = Const (5.101)
Writing K0 explicitly with Eq. (4.3), so that
Drad ≈ S ′φ (5.102)
where
S ′ = (
1
αvs
+
1
αis
)σ¯d (5.103)
Eq. (5.102) is similar to the traditional result, as shown in Eq. (4.28), Drad is independent
of temperature and linearly proportional to the radiation flux φ.
Therefore, at high temperatures, the new model essentially returns to the traditional form.
A schematic drawing which shows the various diffusion regimes is given in Fig. 5.1, these
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are:
IL: Lower end of the low temperature regime, interstitial dominant diffusion, sink limited
kinetics, Drad ≈ L′φ exp(−HBic/kT ).
IH : Higher end of the low temperature regime, interstitial dominant diffusion, sink lim-
ited kinetics, Drad ≈ L′′φ.
II: Intermediate temperature regime, vacancies start to contribute to diffusion.
III: High temperature regime, vacancy dominant diffusion, recombination limited kinet-
ics, Drad ≈ Y ′φ1/2 exp(−Hmv /2kT ).
IV: High temperature regime, vacancy dominant diffusion, sink limited kinetics, Drad ≈
S ′φ.
V: High temperature regime, thermal diffusion is dominant.
So far, the modeling process is finished. We have the defect balance equations, as shown
in Eq. (5.44) and (5.45), the steady state solutions, as shown in Eq. (5.59) and (5.60). We
have showed the relationship between the new model and the traditional model, as shown
in Eq. (5.62) and (5.63). The limiting kinetics and the corresponding diffusion coefficients
are all derived, as shown in Equations (5.75), (5.80), (5.97) and (5.102).
Next, we are going to apply the new model to the various RED results in MgO, CeO2 and
UO2 in the following chapter.
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Table 5.1: Summary of the various defect production and annealing terms, corresponding
to Eq. (5.44) and Eq. (5.45).
Terms Meaning
fvK0: Production rate of the isolated freely-migrating vacancies.
fiK0: Production rate of the isolated freely-migrating interstitials.
KvcCvc: Freely-migrating vacancies dissociated from the vacancy clusters.
KicCic: Freely-migrating interstitials dissociated from the interstitial clusters.
Kiv(Cir + Ci0)Cvr: Vacancies and interstitials recombination.
KivCir(Cvr + Cv0): Interstitials and vacancies recombination.
KvsCvr: Vacancies annihilation at corresponding sinks.
KisCir: Interstitials annihilation at corresponding sinks.
KvicCvr: Vacancies migrate to immobile interstitial clusters.
KivcCir: Interstitials migrate to immobile vacancy clusters.
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Figure 5.1: Schematic drawing which shows the different diffusion regimes predicted by the
new model. Red solid line is the radiation enhanced diffusion coefficient Drad, black solid
line is the thermal diffusion coefficient DT or Dself.
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CHAPTER 6
APPLICATIONS OF THE NEW MODEL
We have developed the new model for RED in the previous chapters. Now, we will use the
new model to analyze and fit the experimental results of RED in MgO, CeO2 and UO2,
which are briefly illustrated below:
(I) MgO:
Anion

Kr+ :

Hmi = 0.54 eV : T, φ, and time dependence
Hmi = 1.01 eV : T and time dependence
Hmi = 1.45 eV : T and time dependence
Ne+ :
{
Hmi = 0.54 eV : T dependence
Cation(Ca2+, Zn2+)
{
Kr+: T dependence
(II) CeO2:
Cation(La3+)
{
Kr+: T dependence
(III) UO2:
Cation(Nd3+)
{
Kr+: T and φ dependence
As shown above, in the first section, we will analyze the RED results in MgO, which include
both the anion and cation diffusion. For the anion diffusion, two irradiating particles will
be compared: Kr+ and Ne+. For the Kr+ radiation, the various intersitial migration mech-
anisms will be compared, which are characterized by the three migration enthalpies. The
temperature, flux and time dependent results will all be shown for the interstitial migration
enthalpy of 0.54 eV. The temperature dependent results of the cation impurity diffusion,
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namely Ca2+ and Zn2+, will also be shown. In the second section, results of cation impurity
diffusion in CeO2 and UO2 will be shown.
6.1 RED in MgO
6.1.1 Hmi = 0.54 eV: T , φ, and time dependence
The RED data of the anion diffusion in MgO is relatively complete: both temperature
and flux dependent data are available in the appendixes in [96], where we have taken the
experimental data for MgO. To determine Drad, both Di and Dv must be known, as shown
in Eq. (5.27). However, several diffusion mechanisms for the anion diffusion in MgO exist,
which result in several different D0/H
m
i combinations. This has been generalized in Chapter
3 in three cases, as shown in Eq. (3.22)–Eq. (3.24).
We begin with Hmi = 0.54 eV as the representative migration energy for anion interstitials,
as shown in Eq. (3.22). Dv is given by Eq.(3.21). Cv0 and Ci0 are given by Eq. (3.27) and
Eq. (3.29) respectively. However, the fractions of the isolated freely-migrating defect, fv and
fi, are not known.
This is a challenging issue because either experimental data or theoretical derivation are
not available. Computer simulations could give us some information but the available results
are very limited. What we know is that it is a function that varies from 0 to 1 as temperature
increases, as shown in Eq. (4.35). For simplicity, we choose a function that varies from 0 to
1 for the current analysis, e.g., the sigmoid function or the Gompertz function.
For interstitials, we use the sigmoid function as the fraction of the isolated freely-migrating
defects, of the form
fi =
1
1 + e−βi(T−Tci)
(6.1)
where T is the temperature, βi is a constant that determines the slope of fi as T increases,
and Tci determines the position of the curve.
For vacancies, we use the Gompertz function as the fraction of the isolated freely-migrating
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defects, of the form
fv = e
e−βv(T−Tcv) (6.2)
where βv is a constant that determines the slope of fv as temperature increases, and Tcv
determines the position of the curve.
The reason we choose different functions for fi and fv is that Eq. (6.1) has a long tail
in the low temperature range which leads to isolated freely-migrating interstitials at low
temperatures, while Eq. (6.2) is effectively 0 at low temperatures, leading to a fraction of
the isolated freely-migrating vacancies of 0 at low temperatures. The different choices of the
two functions are mainly because we want to obey the basic assumptions. An example of
the curves can be found in Fig. 6.6.
Taking Hmi = 0.54 eV as the interstitial migration energy, and using the new model to
fit the experimental data of 2.0 MeV Kr+ irradiating MgO at different temperatures (T
dependence). The fitting parameters are listed in Table 6.1 and the fitting curves are shown
in Fig. 6.1. The original experimental data are essentially Drad because the DT has been
subtracted, as shown in Eq. (5.22). Dtotal is also shown for comparison in Fig. 6.1, where
DT ≈ 0, and Drad ≈ Dtotal. Comparing Drad and thermal diffusion coefficient Dself below
1500 ◦C, Drad is at least 3 orders of magnitude higher than Dself , thus, it clearly shows
diffusion has been largely enhanced by radiation. The experimental results in different
limiting kinetics are well represented by the fitting curves:
i. At the lower end of the low temperature range, below approximately 800 ◦C, the source
of freely-migrating defects are mostly from small interstitial clusters, as shown in Fig. 6.4
(from the term KicCic), and these small interstitial clusters mainly move to the vacancy
clusters (from the term KivcCir). We refer to this as the sink limited kinetics because the
immobile vacancy clusters act as sinks for small interstitial clusters. The binding energy
characterizes the interaction of the small interstitial clusters, as shown in Eq. (5.75).
The binding energy is found to be HBic ≈ 0.45 eV, which is listed in Table 6.1.
ii. As temperature increases to the higher end of the low temperature range, approximately
from 900 ◦C to 1100 ◦C, more and more freely-migrating interstitials are in the isolated
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form, as illustrated by the term fiK0 in Fig. 6.4. Sinks then become important for
annealing interstitials, which is illustrated by the KisCir term.
In the Arrhenius plot in Fig. 6.1, Drad is independent of temperature in this temperature
range because interstitials are more mobile and both the vacancy clusters and other
sinks are available for defect annihilation. This feature has also been characterized by
Eq. (5.79).
Another important feature in this temperature range is the flux dependence of Drad.
From Eq. (5.75), Drad is linearly proportional to the flux φ and a slope of 1 is expected
in the Log(D)–Log(φ) plot. This feature is illustrated by the line of 1173 K in Fig. 6.5.
The solid lines are calculated from the new model and the open squares are experimental
data. The line denoted by 1173 K match the experimental data pretty well. Both the
experimental data and the calculated curve have shown a slope of 1.
Note that the original data for flux dependence are shifted vertically to get close to the
calculated curve, so the slope can be well recognized. The reason is that, for the flux
dependence, it is the slope that is important rather than the absolute value of Drad.
iii. In the low temperature range, ∼ 600–1100 ◦C, the dominant diffusion species which
contribute to diffusion are radiation produced interstitials, as shown in Fig. 6.2 and
Fig. 6.3. Note the term Ci0 does not appear in the figure because the concentration
of thermally activated interstitials is very small (formation energy Hfi is large). In the
lower end of the low temperature range, it is mainly the freely-migrating small interstitial
clusters which dissociated from the periphery of the cascade center that contribute to
diffusion. In the higher end of the low temperature range, it is the isolated freely-
migrating interstitials that mainly contribute to diffusion.
iv. As the temperature continues to increase, in the intermediate temperature range, which
are approximately from ∼ 1100 ◦C to 1300 ◦C, vacancies become more and more mobile
and start to contribute to diffusion, which is shown in Fig. 6.2 and Fig. 6.3. A sharp
increase in the diffusion coefficient can be found in Fig. 6.1 at around 1050 ◦C. The
binding energy of the vacancy clusters are found to be HBvc = 3.0 eV. Note that this
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value is generated from the fitting which makes the concentration of the freely-migrating
vacancies to be zero at low temperatures and in accord with our basic assumptions. The
dominating source of freely-migrating vacancies are from the isolated vacancies (the term
fvK0 in Fig. 6.4), and the contribution from the vacancy clusters is very small (the term
KvcCvc in Fig. 6.4). This indicates that although the vacancy clusters dissociate into
single vacancies, the highly mobile interstitials quickly recombine with them (the term
KivCirCvrCv0).
For the flux dependence, the calculated results do not fit the experimental data well, as
shown by the two curves, 1373 and 1523 K in Fig. 6.5 respectively. Especially, the 1523
K curve does not represent any feature of the slope at all. Experimentally, the slope or
the exponent of φ is found to be n = 0.9 at 1373 K, and n = 0.7 at 1523 K. Both the
calculated curves have smaller slope than expected. One of the reasons may lie in the
term βv, which is the characteristic constant of the fraction of freely-migrating vacancies
fv, as shown in Eq. (6.2). It is possible that βv has some dependence on the flux but we
simply treat it as a constant here. We could attempt to find the relationship between
βv and φ via fitting. However, validity of the function fv has not yet be proven and any
improvement of the constant βv has no meaning. The curve at 1523 K departs from the
experimental data a lot so it is essentially incorrect. The curve at 1373 K has a slightly
smaller slope than the experimental results but still is a good fit. This may be because
that 1373 K is still close to the low temperature range.
v. In the high temperature range, approximately from 1300 ◦C to 1500 ◦C, a transition
occurs, as shown in Fig. 6.1. As the temperature increases, a larger fraction of the iso-
lated freely-migrating vacancies are produced by irradiation (the term fvK0 in Fig. 6.4),
and they are more mobile. However, the mobility is not high enough for most diffuse
to sinks, thus, the main limiting mechanism is recombining with interstitials (the term
KivCirCi0Cvr or KivCirCvrCv0 in Fig. 6.4). In this temperature range, radiation pro-
duced isolated vacancies are the dominant diffusion species, as shown in Fig. 6.2 and
Fig. 6.3. The activation energy in this temperature range is found to be Ha ≈ 1.2 eV,
which is half of the vacancy migration energy Hmv ∼ 2.4 eV, as shown in Table 6.1 and
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Fig. 6.1. For the flux dependence, as shown by the curve 1676 K in Fig. 6.5, the slope or
the exponent of φ is ∼ 0.5, and the calculated curve and the experimental data matches
well. This is consistent with the derivation of the recombination limited kinetics, where
an activation energy which is half of the vacancy migration energy and a square root
dependence on the radiation flux are demonstrated, which are shown in Eq. (5.97).
Another feature in this temperature range is that the concentration of thermal vacancies
Cv0 is still orders of magnitude lower than radiation produced vacancies Cvr, as shown
in Fig. 6.2.
vi. As the temperature continues to increase above 1500 ◦C, no experimental data is avail-
able because of excessive substrate sublimation which causes the roughening of the
sample surface [8]. However, some features may be predicted by the fitting curves.
From 1500 ◦C to 1800 ◦C, the features are similar to those in the 1300–1500 ◦C range.
When the temperature increases above 1800 ◦C, vacancies are very mobile and mainly
move to the sinks (the term KvsCvr in Fig. 6.4). The concentration of the thermal
vacancies Cv0 increases exponentially and eventually exceeds the concentration of the
radiation produced vacancies Cvr, as shown in Fig. 6.2. Therefore, as the temperature
increases, the limiting kinetics transits to the sink limited kinetics and then merges with
thermal diffusion coefficient Dself , as shown in Fig. 6.1.
This discussion captures the limiting kinetics described both experimentally and theo-
retically with the new RED model for the diffusion process in MgO under 2.0 MeV Kr+
irradiation.
In summary, in the low temperature range, 600–1100 ◦C, the dominant diffusion species
are interstitials and the limiting kinetics are sink limited kinetics which is characterized by
an exponent of 1 in the flux dependence measurement. In the lower end of the low tem-
perature range, 600–800 ◦C, an activation energy of 0.45 eV is found and it characterizes
the weak bond between small interstitial clusters. In the higher end of the low tempera-
ture range, 900–1100 ◦C, Drad is approximately independent of temperature. In the inter-
mediate temperature range, 1100–1300 ◦C, the isolated vacancies become freely-migrating
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and contribute diffusion, which is characterized by a sharp increase of the diffusion coef-
ficient. In the high temperature range, 1300–1500 ◦C, radiation produces mostly isolated
freely-migrating vacancies and the main annealing mechanism is by recombination with
interstitials—recombination limited kinetics. The activation energy Ha ≈ 1.2 eV in this
temperature range is about half of the vacancy migration energy Hmv ∼ 2.4 eV. A square
root dependence on the radiation flux is found both experimentally and theoretically. As the
temperature continues to increase, the theory predicts a transition to sink limited kinetics
and eventually the vacancy self-diffusion. Fig. 6.7 summarizes the temperature dependent
results.
While the steady state solutions of RED have provided us with important information
regarding the defect production and annealing processes as a function of temperature and
flux, little is known about the defect evolution as a function of time. Experimentally, it
would be very difficult to perform such measurements because the time to reach the steady
state may be too long, or too short. We will present calculated time dependent results in
lieu of experimental results for MgO.
Based on the parameters in Table 6.1, we can therefore calculate the concentrations of
the freely-migrating defects as a function of time. The calculation procedure is shown in
Appendix A.
The results of defect concentrations are shown in Fig. 6.8 and the corresponding diffusion
coefficients are also given in Fig. 6.9.
The time dependent solutions have been drawn schematically in log–log diagrams by
Sharp, which now can be found in [6]. Other time dependence solutions can be found in the
RED model proposed by Lam [4], and the solute segregation study proposed by Johnson
and Lam [101]. Here we will make a comparison between the schematic representation and
the current numerical solutions.
As shown in Fig. 6.8, at 973 K, the concentration of interstitials quickly reach steady
state in ∼ 10−4 s, while the vacancies take much longer to get to steady state and the
concentration is nearly 4 orders of magnitude lower than that of interstitials. The difference
of diffusion coefficient is much more pronounced, as shown in Fig. 6.9, where the contribution
to diffusion from interstitials is more than 10 orders of magnitude higher than that from
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vacancies. This is consistent with our basic assumptions that the freely-migrating vacancies
can be ignored at low temperatures. Compared to the schematic curve, as shown in Fig.1 (d)
in [6] where the defect evolution at high temperatures where sink strength is very strong, a
similar phenomena occurs as both interstitials and vacancies build up and level off to steady
state directly. One difference is that immobile vacancy clusters act as sinks for interstitials
at low temperatures in our case, which is different from that in the schematic curve. The
other is that freely-migrating interstitials and vacancies are produced in different ways by
irradiation in our case because of formation of defect clusters, however, the interstitials and
vacancies are equally built up by radiation in the schematic curve.
As temperature increases to 1250 K, the concentration of freely-migrating vacancies ex-
ceeds that of interstitials. However, the contribution to diffusion from interstitials is still
higher than that of vacancies because the high mobility of interstitials. Similar case might
be the one in Fig. 5 (d) in [6], except that the steady state contributions to diffusion are
equal for interstitials and vacancies.
As temperature continues to increase, at 1473 K, vacancies become mobile and change
the diffusion profile. Both freely-migrating interstitials and vacancies are built up nearly
equally, but interstitials quickly reach a quasi steady state after ∼ 10−5 s, while vacancies
continue to build. Interstitials level off because of migration to sinks. After ∼ 1 s, vacancies
begin to level off and the quasi steady state concentration of the interstitials is disrupted.
This is due to the high concentration of vacancies and recombination with interstitials. As
time increases, true steady state is reached. At this time and temperature, vacancies mainly
recombine with interstitials, while interstitials move to sinks in addition to recombining with
vacancies. This can be seen in Fig. 6.4. Vacancy contribution to diffusion exceeds that of
interstitials.
At the highest representative temperature, 1673 K, the concentration and diffusion profiles
are similar to that at 1473 K. One of the differences is that vacancies contribute more to
diffusion at 1673 K than that at 1473 K. The other is that, at steady state, while most of the
vacancies recombine with interstitials, there is a small portion of vacancies that annihilate
at sinks, as shown in Fig. 6.4. This case is similar to the schematic curve in Fig. 1 (c) in [6].
After comparing all the defects evolution as a function of time and temperature, steady
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state is reached no more than 100 s at all temperatures measured. After checking the
duration of the experiments at different temperatures, typical experimental time are more
than 1000 s, so the steady state condition can be applied. The smallest experimental time
is the one at the highest temperature 1500 ◦C, which is only 172 s. It is still longer than
the time required to reach steady state. Thus, all the experimental results are in the steady
state condition, and the steady state solutions can be applied for MgO, such as Eq. (5.59)
and (5.60).
So far, a complete and detailed investigation of the temperature, flux, and time dependence
of RED in MgO has been performed. The representative interstitial migration enthalpy
H ii = 0.54 eV is used. As we have discussed before, several diffusion mechanisms are proposed
for the anion interstitial migration in MgO, which result in different migration enthalpies.
We have categorized these different values mainly into three cases, as shown Table 3.2, and
the resulting three different Di are shown in Section 3.4. Next, we are going to show the
effect of the different anion interstitial migration enthalpies on the diffusion coefficient under
irradiation in MgO.
6.1.2 Other Migration Mechanisms and Irradiating Particles
Before we consider the numerical results for the different interstitial migration mechanisms,
we examine the analytical solutions first. Interstitials contribute to diffusion mainly in the
low temperature range and the corresponding concentration is given by Eq. (5.65). Then
Drad can be approximated by the equation
Drad ≈ Dir = DiCir
=
fiK0 +KicCic
αis + αivcfvc
(6.3)
From Eq. (6.3), it can be seen that Drad mainly varies with fi and Kic when temperature
is varied. Other terms are largely constant and fvc ≈ 1 in the low temperature range.
Thus, the change of Di due to various interstitial migration mechanisms will not affect Drad.
However, Cir will be changed—as H
m
i increases, Di decreases (Di = D0 exp(−Hmi /kT )),
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therefore, Cir will increase as H
m
i increases.
From the numerical calculations, after comparing Figures 6.7, 6.10 and 6.12, it can be
seen that Drad, Dir, Dvr and various defect production and annealing terms mainly remain
unchanged. The significant change is the concentration of the freely-migrating interstitials:
as Hmi increases, Cir increases. From the time dependence results, as shown in Figures 6.8,
6.11 and 6.13, both the concentration of interstitials and the time to reach steady state
increase as Hmi increases. The fitting parameters for H
m
i = 1.01 eV are listed in Table 6.2,
for Hmi = 1.45 eV are listed in Table 6.3. Most of the parameters remain the same as that in
Table 6.1 for Hmi = 0.54 eV, except νic and Cic0, and this agrees with our analytical results.
Besides the various interstitial migration mechanisms and the 2.0 MeV Kr+ irradiation,
experimental results of anion diffusion in MgO under 1.0 MeV Ne+ are also available [96]
and the fitting curves are shown in FIG. 6(b) in [8]. Here we will create a new fitting for
Ne+ irradiation and compare with that of the Kr+ irradiation.
The temperature dependent results of the 1.0 MeV Ne+ radiation are shown in Fig. 6.14
and the various fitting parameters are listed in Table 6.4. Comparing the corresponding
results of the 2.0 MeV Kr+ irradiation in Fig. 6.7 and Table 6.1 , it can be seen that, the
calculated diffusivity from Ne+ is slightly smaller than that from the Kr+—this can clearly
be seen in Fig. 6.15, where the data from both Ne+ and Kr+ are plotted together.
From Table 6.4, we can see that the binding energy of small interstitials of Ne+ radiation
is a little smaller than that of Kr+ radiation, HBic = 0.40 eV vs. 0.45 eV. More interstitials
dissociate and migrate to the vacancy clusters at low temperatures in the Ne+ irradiation
case, which is shown in Fig. 6.14. This may indicate that the two irradiating elements,
Ne+ and Kr+, produce different sizes of clusters: Ne+ produce more dispersed but smaller
size clusters. Smaller sized interstitial clusters are easier to dissociate and they have higher
tendency to move back to the central vacancy clusters since the displacement cascades are
smaller.
Another important feature which must be addressed can be seen in Fig. 6.15. The dpa
calculated from the modified Kinchin-Pease model Eq. (2.23), is ∼ 4.0 × 10−4 dpa/s for
Ne+, and 5.4 × 10−3 dpa/s for Kr+. It means the Frenkel pairs produced by 2.0 MeV Kr+
is at least one order of magnitude higher than by 1.0 MeV Ne+. However, in terms of the
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freely-migrating defects, the defect production rate K0 = 1.0 × 10−6 dpa/s for Ne+ and
K0 = 1.3× 10−6 dpa/s for Kr+. These two values are very close, on the order of 1.0× 10−6
dpa/s. The experimental data, as shown in Fig. 6.15, Drad indicates the two irradiating ions
are similar. We therefore conclude, although the two ions, Ne+ and Kr+, have very different
proficiency to produce defects in the Kinchin-Pease model, they are similar in terms of the
freely-migrating defects. The reason lies in the clustered and isolated defect fractions and
the mobility of these defects after collision cascades, which were discussed in Chapter 2.
Several data points from He+ and H+ radiation are also shown for comparison in Fig. 6.15.
So far, all the RED study on the anion sublattice of MgO has been done: temperature,
flux and time dependence analysis, comparison of different anion interstitial migration mech-
anisms and comparison of different irradiating particles. Next, we are going to investigate
the cation diffusion in MgO, relevant data and results are available in [96] and [8].
6.1.3 Cation Impurity Diffusion in MgO
The measured RED of cation diffusion in MgO presented is actually impurity diffusion
because Ca and Zn are embedded in the MgO thin film. Differences between the tracer
diffusion and the impurity diffusion were discussed in Section 3.2.1. A concentration gradient
exists in the impurity diffusion or the inter-diffusion, but not for the tracer diffusion. Since
impurity elements of Ca and Zn are introduced in the MgO crystal lattice, we refer to it
RED of impurities on the cation sublattice in MgO.
To begin, we repeat the procedure for the anion diffusion to find Dv and Di on the cation
sublattice, which are shown in Section 3.4.
First, we consider Ca2+ diffusion in MgO. The calculated vacancy migration enthalpy was
found to be Hmv = 2.29 eV and the cited experimental activation energies are 2.13, 2.76, 3.2
eV [50]. In Yang and Flynn’s [42], an activation energy of Ha = 2.52 eV was found for
Ca diffusion in MgO film. Since cations are believed to diffuse extrinsically in MgO, the
measured activation energy for thermal diffusion should be the vacancy migration energy,
thus Hmv = H
a = 2.52 eV. Because these values all vary around 2.5 eV and [42] is more
relevant to the current MgO samples, we choose the value of Hmv = 2.52 eV as the vacancy
103
migration energy of Ca2+ in MgO. For the interstitial migration energy of Ca2+, we simply
choose the calculated interstitial migration energy of Mg2+, which is 1.34 eV [50].
The RED results of Zn and Ca are very close and the authors, Van Sambeek et al.,
combined Ca and Zn diffusion data together [8]. Besides, the data for Zn2+ diffusion in
MgO is very limited. For these reasons, we will simply follow their step and treat Zn2+ the
same as Ca2+.
Therefore, we use Hmv = 2.52 eV and H
m
i = 1.34 eV as the migration energies for Ca
2+
and Zn2+ diffusion in MgO. The procedures to calculate Dv, Di, Cv0 and Ci0 are shown in
Appendix B. With those parameters, we can fit the experimental data. The results are show
in Table 6.5 and Fig. 6.16.
Below 700 ◦C, as shown in the Arrhenius plot in Fig. 6.16, an activation energy of Ha =
0.33 eV is found, which is not equal to the cation vacancy migration energy Hmv = 2.52 eV or
the interstitial migration energy Hmi = 1.34 eV, or
1
2
of any migration energy. However, it can
be well characterized by the low binding energy between small interstitial clusters. In this
sense, at temperatures below 700 ◦C, the diffusion species are small interstitial clusters which
are produced by irradiation and the activation energy is the low binding energy of HBic = 0.33
eV, which is listed in Table 6.5. Again, as shown in Fig. 6.16, in this temperature range,
diffusion is dominated by interstitials. However, the annealing kinetics is not dominated
by moving to the immobile vacancy clusters but rather by recombination with thermal
vacancies. The thermal concentration of cation vacancies is very large because it is controlled
extrinsically, so the freely-migrating interstitials primarily recombine with these vacancies at
low temperatures (the absolute value of Cv0 is unreasonably large and it has been explained
in Appendix B).
As temperature increases above 700 ◦C, very few data are available and large variation
exists. We propose a few possible scenarios. One is that thermal diffusion becomes dominant
because Dv increases faster and the Cv0 is large. The total diffusion curve Dtotal merges with
the thermal diffusion curve DT . Note that the radiation produced vacancies are still available
but its concentration is smaller than the thermal one. This is the case shown in Fig. 6.16.
The other may be similar to the explanations of Van Sambeek et al., where the Drad
continues to follow the straight line in the low temperature range and it is attributed to
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ion beam mixing. However, ion beam or ballistic mixing is temperature independent; the
apparent activation energy in the Arrhenius plot in Fig. 6.16 contradicts this explanation.
Therefore, other diffusion mechanisms may be active.
For this set of experiment, samples were grown with 1%–3% Ca which exceeds the solu-
bility limit of < 1% in MgO, which may indicate that some of the Ca are in the clustered
form instead of solid solutions [8]. Therefore, the effect of breaking up of clusters must be
considered in addition to the effect of enhanced diffusion under radiation [84]. This could
explain the disappearance of the two components of the peak and narrower peak width for
the irradiated one at 900 ◦C in FIG. 7 in [8].
Therefore, at temperatures above 700 ◦C, it seems to be too early to make conclusions
unless more data at higher temperatures are available.
6.2 RED in CeO2 and UO2
6.2.1 Thermal Diffusion Properties
While the diffusion in the simple ionic crystal MgO has been studied very extensively before,
more complex crystal systems, CeO2 and UO2, which are both of the fluorite structure, have
also been studied.
Because UO2 serves as the basic nuclear fuel in most PWRs currently, it is of funda-
mental importance to know the diffusion properties. A good review can be found in [102].
Although many problems still remain unsolved, some commonly accepted conclusions are
useful for the current study. One is that the cation self-diffusion in UO2 is strongly depen-
dent on stoichiometry. A small change of x in UO2+x will change Dself by several orders
of magnitude [103]. The other conclusion is related to the predominant defects in the non-
stoichiometric fluorite crystals. Using M to denote the metal ions, such as U, Pu, Ce, Zr, Th,
the fluorite crystal can be written as MO2. It is found that the predominant defects in the
nonstoichiometric fluorite cyrstal MO2±x are oxygen defects [104]. In MO2−x, experimental
evidences have shown that the predominant defects are oxygen vacancies rather than metal
interstitials, while in MO2+x, the predominant defects are oxygen interstitials rather than
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metal vacancies.
CeO2 is often referred as a UO2 surrogate and many studies on this material exist.
The RED study in CeO2 has been done by Pappas et al. [9], and the one in UO2 has
been done by Han [105]. Both studies are on the cation sublattice with impurity layers
embedded in thin films, which are similar to the study on MgO. Here, we will re-analyze the
experimental results of CeO2 and UO2 using the new model.
As before, various migration enghalpies must be found, or more exactly, the thermal
diffusion properties in CeO2 and UO2 must be known because they are the basis for RED
study.
For UO2, we will rely on the study which has been done by Matzke [102, 104]. On the
cation sublattice, the interstitial migration energy is suggested to be Hmi ∼ 0.2 eV, the
vacancy migration energy is Hmv ∼ 2.4 eV, and the activation energy is Ha = 5.6 eV which
we will treat as the sum of the vacancy formation and migration energies Ha = Hfv +H
m
v . For
CeO2, to our best knowledge, no direct measurement has been done for the self-diffusion on
the cation sublattice. Theoretical calculations showed an vacancy migration energy of Hmv ∼
5.08 eV [106] on the cation sublattice which seems to be too large. Based on our current
knowledge, the thermal diffusion coefficient of Nd in UO2 is several orders of magnitude lower
than La in CeO2 (refer to Fig. 7.3 in [105]). Since the impurity diffusion is correlated with
the self-diffusion, we may expect the cation self-diffusion in UO2 should be much lower than
that in CeO2. If this argument was true, the migration energy of cation in UO2 (H
m
v ∼ 2.4
eV) was probably higher than that in CeO2. Thus, the cation migration energy of H
m
v ∼ 5.08
eV in CeO2 seems to be too large, which is even close to the cation activation energy in UO2
(Ha = Hfv +H
m
v = 5.6 eV). Thus, we have to find out the migration energies for CeO2 using
other approaches.
Besides the self-diffusion, we are more interested in the Nd diffusion in UO2 and the La
diffusion in CeO2 because they are directly related to our RED study. Unfortunately, more
difficulties come out regarding this problem.
The thermal diffusivity of Nd in UO2 is found to be very low but no reliable data are
available to the best of knowledge [105]. However, it seems that it shows some similarities to
the uranium self-diffusion, thus, we may speculate that the migration and activation energies
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were close to each other. Based on this argument, the various enthalpies of Nd diffusion in
UO2 are H
m
v = 2.4 eV, H
m
i = 0.2 eV, H
a
v = H
f
v + H
m
v = 5.6 eV, for vacancy migration,
interstitial migration and vacancy activation enthalpies respectively. It must be emphasised
that this is just a speculation.
The situation is more difficult for La diffusion in CeO2. The thermal diffusion data exists
in the RED measurement which was done by Pappas et al. themselves, as shown in Fig. 7
in [9]. The thermal measurement gives an activation energy of Ha = 1.46 eV. To be more
clear about this value, we have to do some analysis first.
By introducing trivalent impurities La3+ into the CeO2, oxygen vacancies must be created
due to the charge neutrality condition, which is shown in Eq. (6.4) by using the Kro¨ger-Vink
notation.
La2O3
CeO2−−−→ 2La′Ce + 3OxO + V··O (6.4)
Thus, the stoichiometric CeO2 becomes CeO2−x because of the existence of La3+ impurities.
Since we have made the conclusion in the beginning of this section that the predominant
defects are oxygen vacancies rather than metal interstitials in MO2−x. Therefore, in CeO2−x,
the predominant defects are not likely to be La interstitials and the measured activation
energy of Ha = 1.46 eV may not be attribute to La interstitials. This conclusion is also
consistent with the fact that the formation energy of interstitials is usually quite large. Thus,
the activation energy Ha = 1.46 eV is likely due to La vacancy, which is the sum of the
vacancy formation energy and migration energy Hav = H
f
v +H
m
v = 1.46 eV.
By analogy to the Nd vacancy in UO2, we assume
(Hmv
Hav
)
CeO2,La
=
(Hmv
Hav
)
UO2,Nd
(6.5)
so (
Hmv
)
CeO2,La
=
(Hmv
Hav
)
UO2,Nd
(
Hav
)
CeO2,La
= 0.63eV (6.6)
No diffusion data for the La interstitials in CeO2 exists to the best of our knowledge, so
we simply assume the value from the Nd interstitials in UO2, which is H
m
i = 0.2 eV.
From the available data and general arguments above, we have the following activation
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and migration energies: La in CeO2 : Hmv = 0.63 eV, Hmi = 0.2 eV, Hav = 1.46 eV;Nd in UO2 : Hmv = 2.4 eV, Hmi = 0.2 eV, Hav = 5.6 eV.
In addition to these energies, other terms in Eq. (3.20) are required. For the self-diffusion
in the fluorite crystal, the cation vacancy diffusion mechanism is similar to that in a fcc
lattice, which gives βv = 12, fv = 1/
√
2. The cation interstitial diffusion mechanism is quite
complicated, several different mechanisms are proposed. For simplicity, we assume a direct
diffusion mechanism in the normal interstitial site, which gives βv = 6, fv = 1/2.
Following what was done for MgO, the parameters Dv, Di, Cv0, Ci0 must be known before
calculating the radiation enhanced diffusion coefficient. The corresponding parameters for
CeO2 and UO2 are shown in Appendix C, which we will use in the next section to calculate
Drad.
6.2.2 RED Results
The measurement of RED of La in CeO2 has been done by Pappas et al., and the correspond-
ing data are available in [9]. Some of the results of RED of Nd in UO2 can be found in [105],
however, they are not complete and some conclusions are found to be incorrect. Here we
will provide the most recent and reliable data of Nd diffusion in UO2, which are given in
Table 6.8, and analyze them based on the new model. As mentioned in Section 5.2, different
notations are used by different authors and care must be taken in terms of Drad, DRED, D
′
etc., because some of them include the part from the thermal diffusion, some do not.
In the approach of Pappas et al., as shown in Eq. (5.14) and (5.15),
D
′ −DT =
σ2irr,T − σ2irr,RT
2t
− σ
2
unir,T − σ2unir,RT
2t
=
σ2irr,T − σ2irr,RT − σ2unir,T + σ2unir,RT
2t
(6.7)
where the subscript RT is used here instead of 22C, which simply means room temperature.
In our case, the radiation enhanced diffusion coefficient Drad is defined to be (refer to
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Eq. (5.18))
Drad =
(Dt
t
)
T
−
(Dt
t
)
RT
=
(σ2irr − σ2unir
2t
)
T
−
(σ2irr − σ2unir
2t
)
RT
=
σ2irr,T − σ2irr,RT − σ2unir,T + σ2unir,RT
2t
(6.8)
where the same irradiation time at elevated temperature and room temperature are assumed
in the intermediate step of Eq. (6.8), which is actually implied in Eq. (6.7), as well.
Comparing Eq. (6.8) and Eq. (6.7), they are the same, so Drad in the current definition is
actually D
′ −DT in the approach of Pappas et al..
In the case of Nd diffusion in UO2, the thermal diffusion coefficient is very small and can
be ignored in the temperature range that has been measured [105]. Thus, approximately
σunir,T ≈ σunir,RT , Eq. (6.8) then becomes
Drad =
σ2irr,T − σ2irr,RT
2t
(6.9)
which has been used for DRED in the approach by Han for UO2 [105].
From Eq. (6.7)–Eq. (6.9), we see that although different definitions are used, all are well
described by the current notation. We will the current definitions (see Section 5.2) to analyze
the RED results in CeO2 and UO2.
The fitted curves for La diffusion in CeO2 are shown in Fig. 6.17, and the fitting parameters
are listed in Table 6.6. Compared to the anion diffusion in MgO, as shown in Fig. 6.7, the
total diffusion coefficient Dtotal and the radiation enhanced diffusion coefficient Drad are well
separated in CeO2. This is because the thermal diffusion coefficient DT is relatively large in
CeO2.
Below 560 ◦C, diffusion is dominated by the cation interstitials. The freely-migrating
interstitials are mainly from the dissociation of small interstitial clusters, which is character-
ized by a binding energy of HBic = 0.30 eV, as shown in Table 6.6. Most of the interstitials
move to sinks and immobile vacancy clusters, where the sink strength is larger than the
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immobile vacancy clusters.
As temperature incerases, in the range of 560–680 ◦C, the binding of small interstitial
clusters and vacancy clusters becomes weak and the freely-migrating interstitials are mainly
in the isolated form. Most of the interstitials still move to sinks and immobile vacancy
clusters. As the thermally activated vacancy concentration increases, a portion of the freely-
migrating interstitials start to combine with these vacancies. And Dtotal levels off in this
temperature range, as shown in Fig. 6.17.
As temperature increases above 680 ◦C, radiation produced vacancy clusters dissociate
and become free to migrate, however, most of these move to sinks and contribute very little
to diffusion. Simultaneously, thermal vacancies become dominant and mainly contribute to
diffusion. The concentration of radiation produced defects are much smaller than that of
the thermally activated defects in this temperature range, so the total diffusion coefficient
Dtotal merges with the thermal diffusion coefficient DT .
Another important point is that the fitting parameters in Table 6.6 and the fitting results
in Fig. 6.17 are not unique (actually none of the fittings are unique but the others are
more confined to certain values). If HBvc is reduced and we allow the dissociation of vacancy
clusters contribute to diffusion, we could fit the data just as well. And it is not easy to
distinguish the immobile clusters and sinks in certain temperature range, increasing one can
be compensated by decreasing another. One reason is that there are too many unknown
parameters in this model. Without more experimental data, such as sink strength or flux
dependence, some of the parameters can not be fixed. Therefore, this model cannot give
precise results, especially with limited data.
For UO2, the most recent and reliable experimental results are given in Table 6.8, fitting
results are shown in Fig. 6.18 and Fig. 6.19, and the corresponding fitting parameters are
shown in Table 6.7
The film growth procedures, characterization, irradiation conditions and measurement
of the diffusion profiles have been described in [105]. It must be noted that some of the
results and conclusions in [105] have changed based on our new model. The conclusion that
diffusion is in the recombination limited regime in the temperature range 400–800 ◦C must
be questioned. The various activation and migration energies are not clearly attributed to
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vacancies or interstitials, although it is a very important feature for defect properties. The
measurement of the mixing parameter, temperature dependent diffusion, flux dependent
diffusion were done in different samples with different Nd concentration and film thickness.
All of these factors introduce uncertainties that may alter the diffusion mechanisms.
To avoid the effect of different samples, a second set of experiments were done in the same
samples. Four UO2 films were grown simultaneously on YSZ (yittria stabilized zirconia)
substrates. The dimension of the YSZ substrates were 10 × 10 × 0.5 mm. The four films
(46A, B, C and D), are shown in Table 6.8. We assume all these four films have identical
properties, such as thickness, crystallinity and Nd layer width. The XRD results showed
similar results for example. The standard deviations of the four films are quite consistent
except sample 46D, which deviates quite a bit from the others. This is likely due to the
instrument error during the SIMS (Secondary Ion Mass Spectroscopy) measurement. We
simply take the average of the variances of sample 46 A, B and C as our variance for the
as grown film, which is 30.93 A˚. After the films have been grown and characterized, they
were cut into small pieces and irradiated at different temperatures and fluxes. The diffusion
profiles were measured by SIMS after irradiation and the variances were obtained from
Gaussian fittings of the Nd peaks. The results are shown in Table 6.8. Most of the errors of
the variances are smaller than 0.5 A˚, except the samples irradiated at temperatures above
1000 ◦C, the largest of which is 9.88 A˚. Generally the errors are small and the error bars
would be comparable to the size of the plotting symbols, however, all the errors are just the
statistical errors, the systematic errors were not taken into account.
Several SIMS measuremts were performed at different sample locations for the samples
irradiated at temperatures above 900 ◦C. The results exhibit significant variations and we
suspect the temperature on the film surface was not uniform. These samples are irradiated
in a tubular stage which is described in detail in [96] (there were some modifications of the
stage but mostly they are quite similar).
The thermal diffusion coefficient of Nd in UO2 is very small [105], we can also see it in the
current data, as shown in Table 6.8. The variances at temperatures above 900 ◦C without
irradiation are almost the same as that of the as grown samples, which are roughly 1 A˚ larger.
Since the variances do not change and they do not show a temperature dependence, we may
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ignore the small diffusion and simply treat the thermal diffusion coefficient as DT ≈ 0 below
1113 ◦C based on Eq. (5.21). In this case, the expression of Drad can be simplified to the
form
Drad ≈
σ2irr,T − σ2irr,RT
2t
(6.10)
where the terms and conditions are discussed in Eq. (6.9).
Therefore, Drad can be calculated from only the irradiated part at various temperatures if
we know the variance of the as grown one. In Table 6.8, the variances below 900 ◦C without
irradiation are not listed because they would be nearly equal to the as grown variance.
The fittings of the temperature dependent measurement are shown in Fig. 6.18, and the
corresponding fitting parameters are shown in Table 6.7. The data at 500 ◦C are not shown
in Fig. 6.18 because they are larger than that at 600 ◦C, which is unusual and is assumed
to be associated with the instrumental error.
In the temperature range between 600 ◦C and 800 ◦C, the diffusion is characterized by an
activation energy of Ha = 0.48 eV. Identical to before, we attribute this activation energy to
the low binding energy between small interstitial clusters, HBic = 0.48 eV. Again, interstitials
mainly contribute to diffusion at low temperatures. The freely-migrating interstitials are
those small interstitial clusters which dissociate from the cluster complexes after collision
cascade and are annealed by migrating to immobile vacancy clusters.
As temperature increases, in the current case, from 900 ◦C to 1113 ◦C, a transition is
evident which is indicated by the activation energy of Ha = 1.82 eV by an exponential
fitting (the binding energy of HBvc = 4.0 eV in Table 6.7 is obtained from the fitting to
make the fraction of freely-migrating vacancies zero at low temperatures). We have seen a
similar transition in MgO and this was explained by a transition from interstitial dominant
diffusion to vacancy dominant diffusion. Similarly, for UO2, the fraction of isolated freely-
migrating vacancies produced by irradiation in UO2 increases as temperature increases and
start to contribute to diffusion, which causes a sharp increase in the diffusion coefficient.
Those isolated vacancies are mainly annealed out by migrating to the interstitial clusters
and sinks.
Experimental data at higher temperatures above 1113 ◦C is not available because the
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accelerator didn’t cooperate with us well. However, based on the results of MgO and the
current data of UO2, the new model predicts a transition at around 1400
◦C, which is a little
higher than the anion diffusion in MgO (around 1300 ◦C). The defect annealing mechanism
is mainly by vacancy and interstitial recombination because they are both mobile in this
temperature range. As temperature increases, sink strength will become stronger and defect
annealing mechanism will be sink limited kinetics. Finally, as temperature increases above
1800 ◦C, the diffusion will gradually merge to the thermal diffusion.
One set of flux dependent experiment at 610 ◦C has also been performed and result is
shown in Fig. 6.19. It can be seen that the experimental data agrees with the theoretical
prediction well at fluxes above 3.47 × 1012 ions/(cm2 s). It shows a slope of ∼ 1.0 and
the kinetics is sink limited where the immobile vacancy clusters act as the sinks for freely-
migrating small interstitial clusters. However, the data with flux of 2.08× 1012 ions/(cm2 s)
largely deviate from the linear dependence in the sink limited kinetics regime, which shows
a quite larger diffusion coefficient than expected. This might be explained by the argument
that at low fluxes, the irradiating particles are more isolated which may indicate a higher
probability of producing isolated freely-migrating interstitials.
Looking back to the diagram at the beginning of this chapter, all the fittings and analysis
of RED in MgO, CeO2 and UO2 have been performed. The new model works well, but some
limitations do exist, which will be discussed in the next chapter.
113
Table 6.1: Parameters used in the calculations for the diffusion on the anion sublattice of
MgO under 2.0 MeV Kr+ irradiation. Hmi = 0.54 eV, corresponding to the case 1 in
Section 3.4.
Name of parameter Notation Value Reference
Migration enthalpy of single interstitial Hmi 0.54 eV [64]
Migration enthalpy of single vacancy Hmv ∼ 2.4 eV [50]
Binding enthalpy of interstitial clustersa HBic 0.45 eV Fitting
Binding enthalpy of vacancy clustersb HBvc 3.0 eV Fitting
Attempt frequency of single interstitialc ν∗i 0.9× 1013 s−1 [82]
Attempt frequency of single vacancyc ν∗v 0.9× 1013 s−1 [82]
Vibration frequency of of interstitial clustersd νic 6.6× 106 s−1 Fitting
Vibration frequency of of vacancy clustersd νvc 1.4× 105 s−1 Fitting
Concentration of the initial interstitial
clusterse
Cic0 1.1× 10−11 Fitting
Concentration of the initial vacancy clusterse Cvc0 7.5× 10−6 Fitting
Characteristic temperature in Eq. (6.1) Tci 1130 K Fitting
Characteristic temperature in Eq. (6.2) Tcv 1330 K Fitting
Characteristic constant in Eq. (6.1) βi 0.02 K
−1 Fitting
Characteristic constant in Eq. (6.2) βv 0.01 K
−1 Fitting
Defect production rate K0 1.3× 10−6 dpa/s Fitting
Rate constant in Eq. (5.47) αis 3.0× 109 Fitting
Rate constant in Eq. (5.46) αvs 2.8× 107 Fitting
Rate constant in Eq. (5.50)f αivc 1.0× 1010 Calculation
Rate constant in Eq. (5.49)g αvic 1.0 Fitting
Rate constant in Eq. (5.48) αiv 3.2× 1015 Fitting
Rate constantd αic 5.08× 1012 Calculation
Rate constantd αvc 1.08× 1011 Calculation
Mean total displacement cross section h σ¯d 1.49× 10−19 cm2 Calculation
a The binding enthalpy of interstitial clusters represents the interactions of small interstitial clusters and
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vacancy clusters.
b The binding enthalpy of vacancies represents the dissociation of vacancy clusters.
c From Vineyard theory, the relationship between ν∗ and ν can be found in Eq. (3.19). The original
value of ν∗ is 8.55 THz, here we approximate it to be 9.0 THz for both anion interstitial and anion vacancy
vibrations.
d For the flux dependence, the vibration frequencies are calculated from the formula νic = αicK0 for
interstitial clusters, and νvc = αvcK0 for vacancy clusters, as shown in Equations (5.72) and (5.73).
e The initial concentrations are defined as the peak of the corresponding defect concentrations. The
product of νic and Cic0 is essentially the fitting constant, similarly, the product of νvc and Cvc0 is the fitting
constant. So, if the initial concentration were known, the frequency were determined from the fitting.
f This value is calculated from the formula αivc = K0/1.0× 10−16 − αis for the temperature dependent
calculation, which is derived from Eq. (5.79). For the flux dependence, it is fixed as a constant as αivc =
1.3× 10−6/1.0× 10−16 − αis.
g This value is essentially 0 because at the temperature where vacancies become mobile, there is almost
no immobile interstitial clusters produced by irradiation.
h For the flux dependence, the defect production rate is calculated from the formula K0 = σ¯dφ, which is
shown in Eq. (4.3).
115
Table 6.2: †Parameters used in the calculations for the diffusion on the anion sublattice of
MgO under 2.0 MeV Kr+ irradiation. Hmi = 1.01 eV, corresponding to the case 2 in
Section 3.4.
Name of parameter Notation Value Reference
Migration enthalpy of single interstitial Hmi 1.01 eV [50]
Migration enthalpy of single vacancy Hmv ∼ 2.4 eV [50]
Binding enthalpy of interstitial clusters HBic 0.45 eV Fitting
Binding enthalpy of vacancy clusters HBvc 3.0 eV Fitting
Attempt frequency of single interstitial ν∗i 0.9× 1013 s−1 [82]
Attempt frequency of single vacancy ν∗v 0.9× 1013 s−1 [82]
Vibration frequency of of interstitial clusters νic 7.26× 103 s−1 Fitting
Vibration frequency of of vacancy clusters νvc 1.4× 105 s−1 Fitting
Concentration of the initial interstitial clus-
ters
Cic0 1.0× 10−8 Fitting
Concentration of the initial vacancy clusters Cvc0 7.5× 10−6 Fitting
Characteristic temperature Tci 1130 K Fitting
Characteristic temperature Tcv 1330 K Fitting
Characteristic constant βi 0.02 K
−1 Fitting
Characteristic constant βv 0.01 K
−1 Fitting
Defect production rate K0 1.3× 10−6 dpa/s Fitting
Rate constant αis 3.0× 109 Fitting
Rate constant αvs 2.8× 107 Fitting
Rate constant αivc 1.0× 1010 Calculation
Rate constant αvic 1.0 Fitting
Rate constant αiv 3.2× 1015 Fitting
† Notations of the various parameters are the same as that in Table 6.1.
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Table 6.3: †Parameters used in the calculations for the diffusion on the anion sublattice of
MgO under 2.0 MeV Kr+ irradiation. Hmi = 1.45 eV, corresponding to the case 3 in
Section 3.4.
Name of parameter Notation Value Reference
Migration enthalpy of single interstitial Hmi 1.45 eV [62]
Migration enthalpy of single vacancy Hmv ∼ 2.4 eV [50]
Binding enthalpy of interstitial clusters HBic 0.45 eV Fitting
Binding enthalpy of vacancy clusters HBvc 3.0 eV Fitting
Attempt frequency of single interstitial ν∗i 0.9× 1013 s−1 [82]
Attempt frequency of single vacancy ν∗v 0.9× 1013 s−1 [82]
Vibration frequency of of interstitial clusters νic 72.6 s
−1 Fitting
Vibration frequency of of vacancy clusters νvc 1.4× 105 s−1 Fitting
Concentration of the initial interstitial clus-
ters
Cic0 1.0× 10−6 Fitting
Concentration of the initial vacancy clusters Cvc0 7.5× 10−6 Fitting
Characteristic temperature Tci 1130 K Fitting
Characteristic temperature Tcv 1330 K Fitting
Characteristic constant βi 0.02 K
−1 Fitting
Characteristic constant βv 0.01 K
−1 Fitting
Defect production rate K0 1.3× 10−6 dpa/s Fitting
Rate constant αis 3.0× 109 Fitting
Rate constant αvs 2.8× 107 Fitting
Rate constant αivc 1.0× 1010 Calculation
Rate constant αvic 1.0 Fitting
Rate constant αiv 3.2× 1015 Fitting
† Notations of the various parameters are the same as that in Table 6.1.
117
Table 6.4: †Parameters used in the calculations for the diffusion on the anion sublattice of
MgO under 1.0 MeV Ne+ irradiation. Hmi = 0.54 eV, corresponding to the case 1 in
Section 3.4.
Name of parameter Notation Value Reference
Migration enthalpy of single interstitial Hmi 0.54 eV [64]
Migration enthalpy of single vacancy Hmv ∼ 2.4 eV [50]
Binding enthalpy of interstitial clusters HBic 0.40 eV Fitting
Binding enthalpy of vacancy clusters HBvc 3.0 eV Fitting
Attempt frequency of single interstitial ν∗i 0.9× 1013 s−1 [82]
Attempt frequency of single vacancy ν∗v 0.9× 1013 s−1 [82]
Vibration frequency of of interstitial clusters νic 6.6× 106 s−1 Fitting
Vibration frequency of of vacancy clusters νvc 2.02× 105 s−1 Fitting
Concentration of the initial interstitial clus-
ters
Cic0 1.1× 10−11 Fitting
Concentration of the initial vacancy clusters Cvc0 5.2× 10−6 Fitting
Characteristic temperature Tci 1130 K Fitting
Characteristic temperature Tcv 1330 K Fitting
Characteristic constant βi 0.02 K
−1 Fitting
Characteristic constant βv 0.008 K
−1 Fitting
Defect production rate K0 1.0× 10−6 dpa/s Fitting
Rate constant αis 3.0× 109 Fitting
Rate constant αvs 8.0× 107 Fitting
Rate constant αivc 2.48× 1010 Calculation
Rate constant αvic 1.0 Fitting
Rate constant αiv 4.2× 1015 Fitting
† Notations of the various parameters are the same as that in Table 6.1.
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Table 6.5: †Parameters used in the calculations for the diffusion on the cation sublattice of
MgO under 2.0 MeV Kr+ irradiation.
Name of parameter Notation Value Reference
Migration enthalpy of single interstitial Hmi 1.34 eV [50]
Migration enthalpy of single vacancy Hmv 2.52 eV [8]
Binding enthalpy of interstitial clusters HBic 0.33 eV Fitting
Binding enthalpy of vacancy clusters HBvc 3.0 eV Fitting
Attempt frequency of single interstitial ν∗i 1.0× 1013 s−1 Assumption
Attempt frequency of single vacancy ν∗v 1.0× 1013 s−1 Assumption
Vibration frequency of of interstitial clustersa νic 1.75× 10−4 s−1 Fitting
Vibration frequency of of vacancy clustersa νvc 8.08 s
−1 Fitting
Concentration of the initial interstitial clus-
ters
Cic0 0.12 Fitting
Concentration of the initial vacancy clusters Cvc0 1.3× 10−3 Fitting
Characteristic temperature Tci 1000 K Fitting
Characteristic temperature Tcv 1100 K Fitting
Characteristic constant βi 0.01 K
−1 Fitting
Characteristic constant βv 0.01 K
−1 Fitting
Defect production rate K0 1.0× 10−7 dpa/s Fitting
Rate constant αis 5.0× 108 Fitting
Rate constant αvs 1.0× 107 Fitting
Rate constant αivc 5.0× 108 Calculation
Rate constant αvic
b 5.0× 108 Fitting
Rate constant αiv 1.0× 1012 Fitting
† Notations of the various parameters are mostly the same as that in Table 6.1.
a The small values of the vibration frequencies of vacancy and interstitial clusters are mainly because
of our definition of the initial concentration of defect clusters, Cvc0 and Cic0, which are defined to be the
peak value of Cvr and Cir, as shown in Fig. 6.16. The terms νvcCvc0 and νicCic0 are essentially the fitting
constant.
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b Unlike the anion diffusion, while radiation produced cation vacancies become mobile, a large portion of
the cation interstitials are still in the clustered form, so the term αvic is not zero.
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Table 6.6: †Parameters used in the calculations for the diffusion of La in CeO2 under 1.8
MeV Kr+ irradiation.
Name of parameter Notation Value Reference
Migration enthalpy of single interstitial Hmi 0.2 eV Calculation
Migration enthalpy of single vacancy Hmv 0.63 eV Calculation
Binding enthalpy of interstitial clusters HBic 0.30 eV Fitting
Binding enthalpy of vacancy clusters HBvc 1.4 eV Fitting
Attempt frequency of single interstitial ν∗i 1.0× 1013 s−1 Assumption
Attempt frequency of single vacancy ν∗v 1.0× 1013 s−1 Assumption
Vibration frequency of of interstitial clusters νic 2.67× 108 s−1 Fitting
Vibration frequency of of vacancy clusters νvc 6.17× 1010 s−1 Fitting
Concentration of the initial interstitial clus-
ters
Cic0 3.4× 10−13 Fitting
Concentration of the initial vacancy clusters Cvc0 1.7× 10−13 Fitting
Characteristic temperature Tci 870 K Fitting
Characteristic temperature Tcv 1000 K Fitting
Characteristic constant βi 0.02 K
−1 Fitting
Characteristic constant βv 0.01 K
−1 Fitting
Defect production rate K0 1.0× 10−6 dpa/s Fitting
Rate constant αis 5.0× 109 Fitting
Rate constant αvs 1.0× 1011 Fitting
Rate constant αivc
a 3.3× 109 Calculation
Rate constant αvic 1.0× 1012 Fitting
Rate constant αiv 6.0× 1020 Fitting
† Notations of the various parameters are mostly the same as that in Table 6.1.
a This value is calculated from the formula αivc = K0/1.2× 10−16 − αis for the temperature dependent
calculation, which is derived from Eq. (5.79).
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Table 6.7: †Parameters used in the calculations for the diffusion of Nd in UO2 under 1.8
MeV Kr+ irradiation.
Name of parameter Notation Value Reference
Migration enthalpy of single interstitial Hmi 0.2 eV Calculation
Migration enthalpy of single vacancy Hmv 2.4 eV Calculation
Binding enthalpy of interstitial clusters HBic 0.48 eV Fitting
Binding enthalpy of vacancy clusters HBvc 4.0 eV Fitting
Attempt frequency of single interstitial ν∗i 1.0× 1013 s−1 Assumption
Attempt frequency of single vacancy ν∗v 1.0× 1013 s−1 Assumption
Vibration frequency of of interstitial clusters νic 2.47× 109 s−1 Fitting
Vibration frequency of of vacancy clusters νvc 2.9× 104 s−1 Fitting
Concentration of the initial interstitial clus-
ters
Cic0 3.3× 10−14 Fitting
Concentration of the initial vacancy clusters Cvc0 3.1× 10−5 Fitting
Characteristic temperature Tci 1150 K Fitting
Characteristic temperature Tcv 1240 K Fitting
Characteristic constant βi 0.02 K
−1 Fitting
Characteristic constant βv 0.012 K
−1 Fitting
Defect production rate K0 1.0× 10−6 dpa/s Fitting
Rate constant αis 1.0× 1010 Fitting
Rate constant αvs 1.0× 106 Fitting
Rate constant αivc
a 4.0× 1010 Calculation
Rate constant αvic 2.0× 1011 Fitting
Rate constant αiv 1.0× 1015 Fitting
Rate constant αic 2.47× 1015 Calculation
Rate constant αvc 2.9× 1010 Calculation
Mean total displacement cross section σ¯d 2.88× 10−19 cm2 Calculation
† Notations of the various parameters are mostly the same as that in Table 6.1.
a This value is calculated from the formula αivc = K0/2.0× 10−17 − αis for the temperature dependent
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calculation, which is derived from Eq. (5.79).
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Table 6.8: Irradiation conditions, measured standard deviations and the corresponding
diffusion coefficients of Nd in UO2 (from sample 46).
T Φ φ σ Drad
Sample (◦C) ions/cm2 ions/(cm2 s) A˚ cm2/s
46A RT 0 0 30.82 –
46B RT 0 0 31.44 –
46C RT 0 0 30.54 –
46D RT 0 0 34.95 –
46B4 915a 0 0 30.83 –
46B4 915a 0 0 34.41 –
46C1 1012a 0 0 32.37 –
46C1 1012a 0 0 31.92 –
46C2 1113a 0 0 31.74 –
46C2 1113a 0 0 32.07 –
46B1B RTb 1.0× 1016 3.47× 1012 36.43 6.43× 10−18
46B2A 500 1.0× 1016 3.47× 1012 40.08 4.85× 10−18
46B2A 500 1.0× 1016 3.47× 1012 39.43 3.95× 10−18
46B2A 500 1.0× 1016 3.47× 1012 42.19 7.86× 10−18
46A7 610 1.0× 1016 3.47× 1012 38.79 3.08× 10−18
46B3B 710 1.0× 1016 3.47× 1012 40.85 5.93× 10−18
46B3A 806 1.0× 1016 3.47× 1012 44.35 1.11× 10−17
46B4 915 1.0× 1016 3.47× 1012 44.72 1.17× 10−17
46B4 915 1.0× 1016 3.47× 1012 44.87 1.19× 10−17
46B4 915 1.0× 1016 3.47× 1012 53.29 2.63× 10−17
46C1 1012 1.0× 1016 3.47× 1012 61.23 4.20× 10−17
46C1 1012 1.0× 1016 3.47× 1012 79.88 8.77× 10−17
46C1 1012 1.0× 1016 3.47× 1012 89.78 1.17× 10−16
46C1 1012 1.0× 1016 3.47× 1012 74.77 7.40× 10−17
(cont.)
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Table 6.8(cont.)
T Φ φ σ Drad
Sample (◦C) ions/cm2 ions/(cm2 s) A˚ cm2/s
46C1 1012 1.0× 1016 3.47× 1012 90.85 1.20× 10−16
46C1 1012 1.0× 1016 3.47× 1012 72.44 6.81× 10−17
46C2 1113 1.0× 1016 3.47× 1012 155.0 3.94× 10−16
46C2 1113 1.0× 1016 3.47× 1012 153.0 3.83× 10−16
46C2 1113 1.0× 1016 3.47× 1012 145.0 3.42× 10−16
46C2 1113 1.0× 1016 3.47× 1012 110.5 1.89× 10−16
46A8 610 1.0× 1016 2.08× 1013 38.71 1.78× 10−17
46A9 610 1.0× 1016 1.39× 1013 40.26 2.04× 10−17
46A6 610 1.0× 1016 6.94× 1012 39.18 7.22× 10−18
46B1A 600 1.0× 1016 2.08× 1012 50.93 1.32× 10−17
a The unirradiated part of sample 46B4, 46C1 and 46C2. The annealing time is 48 minutes, which is the
same as the irradiated parts.
b The diffusion coefficient at room temperature under heavy ion bombardment is actually not Drad, it
essentially represents the ballistic mixing DB .
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Figure 6.1: Radiation enhanced diffusion coefficients on the anion sublattice of MgO under
2.0 MeV Kr+ irradiation. Open circles are experimental data which is taken from [96].
Solid line is the calculated results from the new RED model. The thermal diffusion
coefficient is also included, which is taken from [42].
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Figure 6.2: The variations of different defects concentrations as temperature increases.
Corresponding to Fig. 6.1.
127
Figure 6.3: The contributions to Drad from vacancies and interstitials produced by
irradiation. Corresponding to Fig. 6.1.
128
Figure 6.4: Various defects production and annealing processes as a function of
temperature. Corresponding to Fig. 6.1. Please refer to Table 5.1 for the meaning of each
term.
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Figure 6.5: Flux dependence of Drad on the anion sublattice in MgO under 2.0 MeV Kr
+
irradiation at various temperatures. The slope of each curve represent different limiting
kinetics. The original experimental data are shifted vertically to get better view of the
slope.
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Figure 6.6: The correlation between the fraction of isolated freely-migrating vacancies fv
and the fraction of clustered vacancies fvc as a function of temperature, corresponding to
Eq. (6.2). And the same for interstitials, corresponding to Eq. (6.1). The parameters used
are shown in Table 6.1.
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Figure 6.15: RED results on the anion sublattice of MgO under 1.0 MeV Ne+ irradiation
and 2.0 MeV Kr+ irradiation. Open squares are the experimental data of Ne+ irradiation.
Open stars are the experimental data of Kr+ irradiation and they are set into the
background to make a clear comparison with that of Ne+ irradiation.
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Figure 6.19: Flux dependence of Drad on the cation sublattice in UO2 under 1.8 MeV Kr
+
irradiation at 883 K. The slope of the curve represent the corresponding limiting kinetics.
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CHAPTER 7
DISCUSSION AND CONCLUSIONS
A new model for RED has been made and applied to three systems. The model works well
but a few important aspects remain:
i. The structure and the mobility of the vacancies at low temperatures and their actual
role in terms of diffusion.
ii. The fate of interstitials after collision cascade and the existence of the weak bond between
small interstitial clusters.
iii. The main types of defects produced in MgO under 2.0 MeV Kr+ irradiation—whether
they are clusters or isolated defects.
iv. Two types of sinks must be considered: dislocations and sample surface.
v. Other issues, such as the fraction of the temperature dependent production of isolated
defects and impurity diffusion.
In this chapter, these issues will be discussed in sequence and conclusions will then be
given.
7.1 More About Vacancy Clusters
Our new model are developed based on the three assumptions which are shown in Section 5.1.
In this model, vacancy clusters are assumed to be immobile at low temperatures and tend
to dissociate at high temperatures. This assumption has been used in several other models
before.
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The first one is the production bias model which assumes a very large fraction of the
surviving vacancies and interstitials are immobilized in the form of clusters. Vacancy clusters
would emit vacancies above certain temperatures [18].
The second one is the model proposed by Wiedersich [97]. It is assumed that a significant
fraction of defects surviving the cascade event are in the form of small defect clusters which
contribute to the sink strength. Vacancy clusters will evaporate at high temperatures and
become freely-migrating.
The third one is the modified RED model for MgO proposed by Van Sambeek et al.
[8]. These authors assume that vacancies are immobilized in the small clusters and only a
temperature dependent fraction of the vacancies is free to migrate.
However, a more detailed investigation of the vacancy clusters shows certain mobility of
small vacancy clusters. The calculated migration energy of di-vacancies in nickel are much
smaller than that of the single vacancy, and the migration energy increases as the size of the
vacancy cluster increases [107]. Smaller migration energy of di-vacancies has also been found
in Cu, Ag and Ni by Lam et al. [23, 24]. Zinkle and Singh reviewed the defect properties
under cascade damage and they made the conclusion that the migration energies for small
clusters containing up to 4 point defects are comparable to the corresponding values for
isolated point defects, which include both vacancies and interstitials [21].
It can be seen that small vacancy clusters are still mobile, which seems to contradict with
the assumptions in the various models. Furthermore, if small vacancy clusters are mobile,
they should contribute to diffusion at low temperatures as well. But, diffusion does not
behave this way, the reasons are stated below.
The first reason is related to the size of the clusters. As indicated by the MD simulations,
vacancies tend to form large clusters in the cascade center while interstitials are segregated
as small interstitial clusters surrounding the cascade center. Large vacancy clusters have
very low mobility, thus, most of the vacancies are immobilized in the large vacancy clusters
after cascade damage.
The second reason is related to the mobility of the isolated defects. If the small interstitial
clusters and vacancy clusters are as mobile as the isolated defects, both should contribute
to diffusion. For small interstitial clusters, this is true because the isolated interstitials are
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very mobile. However, the isolated vacancies are essentially immobile at low temperatures
compared to interstitials (several orders of magnitude differences). Even if the small vacancy
clusters are as mobile as isolated vacancies, they hardly contribute to diffusion because the
mobility is too low. These vacancy clusters then act as recombination centers for the mobile
interstitials, or, they are essentially sinks.
Because of the two reasons, higher probability to form large vacancy clusters and the very
low mobility of isolated vacancies at low temperatures, it is safe to say that vacancies are
immobilized in clusters after cascade evolution, thus, the assumptions made by Woo et al.,
Wiedersich and Van Sambeek et al. are reasonable.
In our case, because both the isolated and clustered vacancies act as sinks for interstitials at
low temperatures, they are contained in the term Cvc, as shown in Eq. (5.44) and Eq. (5.45).
Therefore, the fraction of freely-migrating vacancies is very low at low temperatures and the
condition fv ≈ 0 is applied in several cases.
7.2 Fate of Interstitials
As mentioned before, there are several models which employ similar treatment for the va-
cancy clusters. However, these models have quite different treatment for the interstitial
clusters.
In the traditional mean-field theory, interstitials are totally free to migrate [6]; in the
production bias model, interstitials are mainly frozen in the clusters which will not decom-
pose or migrate (except some special cases) [18]; in Wiedersich’s model, both isolated and
clustered interstitials are considered, the clustered interstitials below a certain size would
decompose into mobile single interstitials [97]; in the model of Van Sambeek et al., although
all interstitials are considered to be isolated and freely-migrating, a temperature dependent
fraction of freely-migrating vacancies is introduced [8].
The mean-field theory and the production bias model could be viewed as two extreme
cases for interstitial migration: totally free and almost no mobility respectively. The model
of Wiedersich gives some freedom to interstitial clusters by introducing a certain size limit.
In our model, we assume both a fraction of isolated interstitials and a fraction of clus-
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tered interstitials are produced after the collision cascades, which is similar to Wiedersich’s
approach, and the fractions are temperature dependent, which is similar to the treatment
of Van Sambeek et al. for vacancies. Those isolated interstitials are freely-migrating. Inter-
stitial clusters are assumed to be thermally stable and not to dissociate. However, certain
interstitial clusters are assumed to be as mobile as single interstitials even if they do not
decompose.
Our new model seems to be similar to the Wiedersich’s model, but with different treatment
of small interstitial clusters. And our new model recovers the conventional RED model
at high temperatures when the clustered defects essentially all become free, as shown in
Eq. (5.62) and (5.63).
Another important feature in our model is the weak bond between the small interstitial
clusters. The weak bond may originate from the attraction of the small interstitial clusters,
which results in a binding energy HBic at low temperatures. Since the stress field of interstitial
atoms is the driving force to form small interstitial clusters, and these small interstitial
clusters are located surrounding the cascade center, we therefore assume the stress field still
attracts these closely separated interstitial clusters but the binding energy is much lower.
This type of weak bond is similar to the intermolecular bonds between molecules which are
related to the Van der Waals forces.
We may find some indication of the existence of the low binding energy from the exper-
imental results presented in Chapter 6. For MgO, as shown in Fig. 6.1 and Table 6.1, the
activation energy in the low temperature range is found to be Ha = 0.45 eV. In the tra-
ditional treatment, this value may represent the recombination limited kinetics and equal
to half of the migration energy of the vacancies, thus, Hmv = 0.90 eV. However, this value
is not close to the widely accepted value of Hmv = 2.4 eV, or any value listed in Table 3.1.
In addition, there are evidences which show that interstitials contribute to anion diffusion
at low temperatures whereas vacancies do not, as discussed in Section 3.2.5. Therefore, the
activation energy of 0.45 eV is not likely related to vacancy migration.
The failure to explain the small activation energies at low temperatures by vacancy mi-
gration mechanism, in turn, supports the previous conclusion that interstitials dominate the
atomic transport at low temperatures. Generally the interstitial migration energy is much
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lower than that of the vacancies. However, several migration mechanisms are proposed for
the anion diffusion in MgO which results in different migration energies, as discussed in
Section 3.2.4. The three representative values of 0.54 eV, 1.01 eV, and 1.45 eV for anion
interstitial migration energies are not equal to 0.45 eV. Or, none of the values listed in Ta-
ble 3.2 equal to this result. In this sense, it is likely that the value 0.45 eV represent the low
binding energy between small interstitial clusters.
For the cation diffusion in MgO, a value of Ha = 0.33 eV is found in the low temperature
range, as shown in Fig. 6.16 and Table 6.5, whereas the interstitial migration energy is found
to be Hmi = 1.34 eV [50]. The large difference between these two values may be explained
by the low binding energy between interstitial clusters.
The RED results in CeO2 and UO2 also show low activation energies in the low temperature
range, which can be well characterized by the interstitial migration with low binding energies,
as shown in Fig. 6.17 and Fig. 6.18.
In summary, from the many RED results in MgO, CeO2 and UO2, low activation energies
are all found in the low temperature range, which are consistent with the previous conclusions
that interstitials are the dominant species which contribute to diffusion at low temperatures.
The explanation of the low activation energy by the weak bond between small interstitial
clusters seems to be reasonable. However, we do not exclude other possible explanations,
for example, it represents the interstitial migration energy.
7.3 Types of Defects Produced in MgO
The assumption that defect clusters are produced after cascade damage is based on the
general argument of the MD simulations and several other models developed for metals. It
is then necessary to make an investigation of the MD simulation in MgO to determine the
relationship between the MD results and the 2.0 MeV Kr+ irradiation in MgO.
The MD simulation in MgO is available in [71] and later a more detailed results were
published [72]. The results we are interested in are listed below.
a. For a 0.4 keV PKA on the anion sublattice, most of the defects have recombined and only
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a few isolated defects remain.
b. For a 2.0 keV PKA on the anion sublattice, the dominant defects after cascade evolution
are well-separated mono-interstitials and vacancies.
c. For a 5.0 keV PKA on the anion sublattice, more defect clustering occurs while isolated
defects are still predominate.
All MD simulations were perfoemed at 0 K and the cell heat up because of the added
energy was also considered.
From the MD results listed above, it can be seen that the clustered defects exist at PKA
energy of several keV but the isolated defects are still dominant. In our model, we assume
that at low temperatures, the defects are mostly in the clustered form under heavy ion
bombardment. Therefore, it is necessary to know the energy distribution of the PKAs in
MgO under 2.0 MeV Kr+ irradiation, and relate it to the MD results.
Unfortunately, no direct results are available, but we can perform a simple analysis to
estimate the distribution of the PKA energies in MgO, as shown below.
A rough determination of the types of slowing down mechanism of 2.0 MeV Kr+ in MgO
may be done by using Eq. (2.11). We have calculated the corresponding energies, which are
EA = 1.9× 105 eV, EB = 7.5× 107 eV and Ei = 9.5× 104 eV.
Comparing he kinetic energy of the Kr+ particles, which is E = 2.0 × 106 eV, with the
calculated critical energies, it can be seen that
i. E  Ei: The energy loss by electronic excitation may be predominate, or a significant
portion of the total energy is lost by inelastic collision or electronic excitation.
ii. EA < E < EB: For the elastic collision part, the interactions are mainly Rutherford
type, and all of the Rutherford collisions displace atoms.
Considering the assumption of a sharp cut-off to the ionization losses, we may conclude
that a large portion of the Kr+ energy is lost by the electronic excitation, and the other
portion displace atoms by Rutherford collisions. Or more simply, only a portion of the
incident energy displaces atoms via the Rutherford collisions.
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To know the distribution of the PKA energies, we have to calculate the primary recoil
spectrum. However, as discussed in Section 2.5, it is not easy to calculate the total stopping
cross section S(E). Therefore, we simply follow the thin-target approximation to calculate
the primary recoil spectrum, and the corresponding equation is given by Eq. (2.18). The
Rutherford and the hard-sphere differential cross section for energy transfer dσ(E, T )/dT
are employed, which are given by Eq. (2.5) and (2.6) respectively. The results are shown in
Fig. 7.1.
For the hard-sphere collision, only ∼ 10% of the recoils have recoil energies lower than
100 keV. However, for the Rutherford collisions, about 80% of the recoils have energy lower
than 0.3 keV. This implies that, if the collision is hard-sphere type, most of the PKAs have
energy greater than 100 keV; if the collision is the Rutherford type, most of the PKAs have
energy lower than 0.3 keV .
Based on the previous argument that the atomic displacement are mainly of the Rutherford
type for 2.0 MeV Kr+ irradiating MgO targets, we would expect most of the PKAs have
energy lower than 0.3 keV. Comparing to the results of the MD simulations above, most
of the defects would recombine and only a few isolated defects remain. This conclusion
is in contradiction to our expectation because we thought most of the defects were in the
clustered form.
Another interesting point is that, as discussed in the last paragraph of Section 2.5, TRIM
may also be used to calculate the primary recoil spectrum. A “COLLISION.txt” file of the
Type “B” is generated by simulating 2.0 MeV Kr+ irradiating MgO films. After extracting
the energy and counts of the recoils on the anion sublattice in the film, the statistics of the
recoils are plotted, as shown in Fig. 7.2. It can be seen that, most of the recoil energy is still
below 0.3 keV.
All the analysis above indicates that most of the PKAs are in the low energy range when
a 2.0 MeV Kr+ irradiates a MgO film, so the defects produced after the collision cascade
are mostly in the isolated form. However, this does not mean that both vacancies and
interstitials will diffuse and contribute to diffusion. As discussed in Section 7.1, the mobility
of the isolated vacancies is much lower than interstitials at low temperatures, therefore,
the isolated vacancies are essentially not mobile and act as sinks. In the defect balance
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equations (5.44) and (5.45), they are contained in the term of clusters which act as temporary
sinks, and the dissociation of the clusters represent escaping recombination with interstitials
at high temperatures.
Furthermore, if we look back to the experimental results which provide evidences for that
anion vacancies do not contribute to diffusion under certain temperatures in MgO [61,67,68]
in Section 3.2.5, we see that these experiments were done by electron irradiation. As we know,
electrons mainly produce isolated defects instead of clustered defects, so more precisely, the
conclusion should be that below certain temperatures, the isolated anion vacancies do not
contribute to diffusion. This phenomena can be explained by the low mobility of isolated
vacancies which are essentially sinks for mobile interstitials, thus, interstitials dominant
diffusion at low temperatures.
However, since the distinction of the various collision types by the simple energies EA, EB
and Ei is very crude and they are mainly applied for metals, the real atomic collisions
probably lie between the hard-sphere and the Rutherford type. In the damage morphology
of different type of incident on nickel, it is shown that the average recoil energy for 1 MeV
heavy ions is 5 keV [108], which indicates large recoil energy for Kr irradiation. This makes
sense because the atomic number of Kr+ is high, which means a large portion of the nuclear
charge will be screened by the electrons that are still associated with the ion. Therefore, the
interaction between Kr+ and MgO is most likely to be hard-sphere collisions and the primary
recoil spectrum should be close the hard-sphere curve in Fig. 7.1. More realistic differential
cross section for energy transfer and stopping cross section are needed for a reliable analysis,
and cascade overlapping should be considered.
In addition, from the experimental and theoretical results presented in Section 3.2.5, it
strongly suggests that most of the defects are in the clustered form after irradiation in MgO,
so we still maintain the preferential formation of clustered defects in the new model.
7.4 Sinks in MgO
Many fitting parameters exist in the new model, as shown in Table 6.1. It is possible to
reduce these fitting parameters based on the experimental results of the defects properties,
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for example, the sink density.
Fortunately the TEM micrographs of the dislocation density in MgO after irradiation
with 2.0 MeV Kr+ are available in FIG. 5. in [8], and a more clear picture can be found
in Figure 6.9 in the original dissertation [96]. We use the latter figure and calculate the
dislocation densities in the following way.
The total number of dislocation lines/cm2 is calculated by the equation
N0 =
∑n
i=1 pidi
At
+
Nl
A
(7.1)
where t is the film thickness, A is the area, d is the diameter of the dislocation loop, Nl is
the number of dislocation lines shown in the TEM micrographs.
The first term in Eq. (7.1) represents the dislocation loops, the second term represents the
line dislocations. The film thickness is assumed to be t ≈ 150 nm because the dislocation
loops were observed at the marker depth, which is 70—300 nm according to the film growth
conditions.
It is impossible to count the number of the dislocation lines for 500 ◦C. For 750 ◦C,
Nl ≈ 123 lines. For 1000 ◦C, Nl ≈ 10 lines, and the total length of loops is found to be∑
pid ≈ 1.27× 10−3 cm. For 1250 ◦C, Nl ≈ 20 lines, and
∑
pid ≈ 5.71× 10−4 cm. Then N0
can be calculated at various temperatures using Eq. (7.1).
Substituting Eq. (7.1) into Eq. (5.40), assume r0 = a0 = 4.212× 10−8 cm, the parameter
αis can be calculated and the result is plotted in Fig. 7.3. The solid line is a fitting of the
calculated values of αis, of the form
αis = 2.21× 1014 exp(− T
117.84
) + 3.27× 109 lines/cm2 (7.2)
since all the dislocations are of the interstitial type, only αis is calculated.
It can be seen that αis is strongly dependent on temperature, which has been applied in
the model of Van Sambeek et al. in a different approach.
Another important type of sinks is the sample surface. Defects are found to be segregated
to the surface in certain temperature ranges during irradiation [101], thus, it is crucial to
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consider the sample surface as an important sink. In the approach of Van Sambeek et al., the
sample surface was assumed to act as the minimum sink concentration with an effective rate
constant. However, a better approach would be treat the sample surface as an extended sink,
therefore, the spatial dependence of the defect concentrations must be considered and the
gradient terms in Eq.(4.1) and Eq. (4.2) must be included in the defect balance equations.
More about the surface sink will be discussed in the next chapter.
7.5 Other Issues
Other issues exist in the new model.
The first issue is the fraction of the isolated defects fi and fv. Now we choose the sigmoid
function and the Gompertz function for interstitial and vacancy respectively, which are shown
in Eq. (6.1) and (6.2). The main reason for using these two functions is these functions vary
from 0 to 1 and obey our basic assumptions.
The fittings using these two functions work well; most of the experimental data are fitted
with good agreement, except the flux dependent result in MgO at intermediate temperatures,
as shown in Fig. 6.5. Theoretical predictions in the low and high temperature range agree
well with the experimental data. However, in the intermediate temperature range, the fitting
does not work well. One possible reason lies in the term βv, a constant term in fv, which may
be dependent on the flux. Since fv is just a function chosen for fitting, it would be pointless
to investigate the relations between βv and the flux φ. However, if the clustering mechanism
under irradiation could be modeled, it would be possible to derive reliable functions fi and
fv, and account for the fractions of isolated and clustered defects. Then the dependence on
the irradiation flux could be investigated and the fitting of the flux dependence may lead to
better results.
The second issue is related to impurity diffusion. The new model is mainly developed
based on the self-diffusion in solids, e.g., oxygen diffusion in MgO. It could also be extended
to impurity diffusion if Di and Dv of the impurity were know. However, these data are
very limited and we have to use the data of self-diffusion to estimate that for the impurity
diffusion. Although the self-diffusion are related to the impurity diffusion, there must be
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some differences and consequently, Di and Dv are different. Therefore, more reliable experi-
mental and theoretical results of the impurity diffusion are needed to evaluate the radiation
enhanced diffusion of impurities.
In addition, several limitations exist, such as the space charge effects are likely important
but not accounted for in the new model, cation interstitial clusters would be subject to
Coulomb repulsive interactions and point defect populations are not conserved in the new
model.
7.6 Conclusions
We have improved the traditional RED model based on more realistic defect properties,
diffusion mechanisms and several other models related to RED. The improvements are mainly
in three aspects, which are stated below:
I. Production of clusters: The new model considers both the isolated and clustered defects
which are produced after collision cascades. The configuration of the clustered defects
is generally in the form that small interstitial clusters are located in the periphery of the
vacancy clusters. Based on many experimental and theoretical results, we emphasize
the importance of the defect clusters produced by irradiation instead of the uniformly
distributed defects in the conventional mean-field theory. And the production of the
defect clusters are temperature dependent: at low temperatures, most of the defects
are produced in the form of clusters; at high temperatures, most of the defects are
produced in the isolated form.
II. Mobility of clusters: Clusters produced by irradiation behave very differently in terms
of atomic transportation. Vacancy clusters tend to dissociate at high temperatures and
become freely-migrating single vacancies. Interstitial clusters are thermally stable and
not tend to dissociate into single interstitials. However, small interstitial clusters may
be as mobile as those single interstitials and contribute to diffusion. Further, they may
be weakly bonded with the other interstitial clusters because of the stress field.
155
III. Importance of interstitials: In the traditional rate theory, vacancies and interstitials
contribute to diffusion equally via the relation DvCv = DiCi. However, this conclusion
is based on many assumptions which may not be valid in real experimental conditions.
Furthermore, many experimental results indicate that interstitials contribute to diffu-
sion at low temperatures while vacancies become important at higher temperatures.
Based on this, we separate the interstitials and vacancies with regard to the respective
contribution to diffusion. At low temperatures, both vacancy clusters and isolated va-
cancies are essentially immobile and act as sinks, thus, interstitials dominate diffusion.
The new model has been applied in three materials.
For the RED results in MgO, both temperature dependent and flux dependent data on
the anion sublattice are well fitted by the new model. We improved the original fittings
by Van Sambeek et al. [8], especially for the anion diffusion in the low temperature range
where interstitials are dominant. Analytically, we obtain sink limited kinetics in the low
temperature range with a flux exponent of 1.0 and recombination limited kinetics in the
high temperature range with a flux exponent of 0.5. Numerical calculations show a sink
limited kinetics between 600 and 1100 ◦C in MgO. The flux exponent in this regime has
a value of 1.0, and the fitted activation enthalpy in the lower temperature end is 0.45 eV,
which characterizes the weak bond between small interstitial clusters. Recombination limited
kinetics is found between 1300 and 1500 ◦C. The flux exponent in this regime has a value
of 0.5, and the fitted activation enthalpy is 1.2 eV, which agrees well with 1
2
the value for
the migration enthalpy of an anion vacancy, 2.4 eV. In the intermediate temperature range
between 1100 and 1300 ◦C, the temperature dependent results are well fitted. However,
the flux dependent results deviate significantly from the model. We attribute this to a flux
dependence of the fraction of isolated vacancies fv, which is not considered in the new model.
Futher analysis of the concentrations of various defects, the contributions of interstitials
and vacancies to diffusion, and the defect production and annihilation mechanism as a
function of temperature have all been shown in details.
Using the various parameters which have been generated from the temperature and flux
dependent fittings, the time dependence of defect evolutions are also calculated at various
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temperatures, which confirm the steady state conditions were met experimentally.
Since several different mechanisms of the anion interstitial diffusion are possible in MgO,
which result in many different migration enthalpies, we investigate the representative values
and good agreements are obtained.
The RED on the anion sublattice of MgO induced by 1.0 MeV Ne+ irradiation has also
been analyzed with the new model and the results have been compared with those from 2.0
MeV Kr+ irradiation. One important conclusion is that although the Kinchin-Pease model
predicts a much larger defect production rateK0 for the Kr
+ irradiation than that for the Ne+
irradiation, the fitted K0 are quite close to each other for the two irradiating particles. The
the measured Drad are close to each other, as well. These phenomena support the concept
that both of the irradiating particles have the same efficiency to produce freely-migrating
defects.
For the RED of cation impurities in MgO, experimental data are also available and they
are fitted by the new model. A small activation energy is found below 700 ◦C and it is
explained by interstitial dominant diffusion with a low binding energy between the small
interstitial clusters. At temperatures above 700 ◦C, several different explanations may be
possible because the experimental data are limited.
Detailed analysis of the RED in CeO2 and UO2 have also been presented. Experimental
data are well fitted with the new model. A common finding is that in both materials
they show a low activation energy in the low temperature range which is similar to that in
MgO. Since it is difficult to explain the low activation energy by vacancy diffusion in the
recombination limited regime which is originated from the traditional RED theory, we explain
it with a weak bond between interstitial clusters in our new model. The flux dependent result
in UO2 also shows good agreement with the new model.
In summary, we have improved the traditional RED model and applied it to the experi-
mental RED results in MgO, CeO2 and UO2. General good agreement is obtained. However,
limitations exist, such as the real types of defects in MgO, the existence of the weak bond
between small interstitial clusters, and the sink strength. More improvement will be made
and other important phenomena will be considered, e.g., the solute segregation, which will
be discussed in the next chapter.
157
Figure 7.1: Primary Recoil Spectrum of 2 MeV Kr+ irradiating MgO based on the
thin-target approximation. The abscissa is the recoil energy, the ordinate is the fraction of
the recoils.
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Figure 7.2: TRIM results of the statistics of the number of recoils produced by 2 MeV Kr+
irradiating MgO. The abscissa is the recoil energy on the anion sublattice, the ordinate is
the number of the recoils.
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Figure 7.3: Determination of the sink strength in MgO after irradiation with 2.0 MeV Kr+.
Solid circles are the values calculated from the TEM results. Solid line is a fitting of the
calculated values as a function of temperature.
160
CHAPTER 8
FUTURE WORK
In the new RED model, we have mainly considered the effects of temperature, flux and time
on the defect buildup, reaction and finally contribution to diffusion. However, the effect of
the spacial dependence has not been considered. In fact, the sample surface may be a very
strong sink for defect annihilation in the thin film geometry at appropriate temperatures.
If this phenomena occurred for impurity diffusion, the impurity would accumulate on the
sample surface, which is described by radiation induced segregation (RIS).
Study of the impurity segregation has been published by Johnson and Lam [101]. These
authors developed a kinetic model to study substitutional solute segregation during irradia-
tion in fcc metals and they emphasized in the paper that, “in interpreting radiation-enhanced
impurity diffusion data, one should keep the segregation effect in mind because, within the
range of temperature and defect-production rate of interest to enhanced-diffusion experi-
ments, impurity segregation to extended sinks may be significant.” Then we looked back to
our data of the RED in UO2, segregation really happened.
The original SIMS depth profiles of the Nd atoms in the as-grown UO2 sample and the
following irradiation with 1.8 MeV Kr+ at 915 ◦C are shown in Fig. 8.1. The x-axis can
be converted to depth and the method has been explained in [105]. The film is on the
left part and with a relatively constant UO intensity. The substrate is on the right part
and with a high Zr intensity. Nd peak is located in the middle of the film. For the as-
grown sample, it can be seen that the Nd intensity on the surface is much lower than the
Nd peak and it can be ignored. The first data which shows a high intensity is because
of the surface contamination, after the top surface has been sputtered, it quickly drops to
very low intensity, which is indicated by the second data point. For the sample that has
been irradiated at elevated temperatures, the Nd intensity on the surface has shown very
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different behavior. First, the intensity is much higher. Second, the intensity of the first data
is lower than the second data. Third, the depth of the Nd from the surface into the film
is approximately 50 A˚. These three phenomena is difficult to be explained by the surface
contamination. Therefore, we speculate that it is possibly because of the segregation of the
Nd. More investigation of the RIS will be performed in the future, such as the temperature
and flux dependence.
Since solute segregation has been addressed during the RED study and this effect has
been found in the impurity diffusion in UO2, it is then very important to consider the
sample surface as an extended sinks. Thus, the total sink strength should be separated into
the surface sink and the dislocation sink. Both the sink strength of the dislocations αis and
the gradient term ∇D∇C should be included in the defect balance equations (5.44) and
(5.45).
Another phenomenon that deserves to be mentioned is that since the kinetic energy of Kr+
is relatively high, it penetrates the UO2 film and travels into the YSZ substrate. This film
structure naturally forms a diffusion couple of UO2 and YSZ, therefore, the inter-diffusion
of uranium and zirconium under irradiation may also be analyzed with the current data.
Moreover, when the Zr diffuses into the UO2 film, it has showed different diffusion behaviors
at different depth, as illustrated in Fig. 8.1, and segregation of the Zr and Y to the sample
surface has also been found and may be studied in the future, as well. The preliminary RED
result of the uranium diffuses into the YSZ substrate is shown in Fig. 8.2.
In summary, three things may be considered in the future:
i) Improve the new RED model with surface sinks and dislocation sinks.
ii) Study RIS of Nd in UO2 under 1.8 MeV Kr
+ irradiation.
iii) Study RED and RIS on the UO2 and YSZ diffusion couple.
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Figure 8.1: SIMS depth profiles of the Nd atoms in the (a) as-grown UO2 sample, (b) the
following irradiation with 1.8 MeV Kr+ at 915 ◦C.
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Figure 8.2: Preliminary results of the RED of uranium diffusing into YSZ substrate in the
UO2 and YSZ diffusion couple under 1.8 MeV Kr
+ irradiation at elevated temperatures.
Solid circles are the experimental data of Drad, solid squares are the experimental data of
DT , and solid lines are exponential fittings.
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APPENDIX A
CALCULATION PROCEDURES FOR THE TIME
DEPENDENT RESULTS IN MGO
From Eq. (5.44) and (5.45), the first order approximation of the derivative can be written as
dCvr
dt
=
Cvr(t+ ∆t)− Cvr(t)
∆t
(A.1)
dCir
dt
=
Cir(t+ ∆t)− Cir(t)
∆t
(A.2)
where ∆t is the time step.
We use the notation Cvr(t) = Cvr,j, Cvr(t+∆t) = Cvr,j+1, and Cir(t) = Cir,j, Cir(t+∆t) =
Cir,j+1. Eq. (A.1) and (A.2) can be written as
dCvr
dt
=
Cvr,j+1 − Cvr,j
∆t
(A.3)
dCir
dt
=
Cir − Cir,j
∆t
(A.4)
where the subscript j denotes the time step ∆t index.
Substituting Eq. (A.3) and (A.4) into the rate equations Eq. (5.44) and (5.45) respectively,
the defect concentration of the next time step can be expressed as
Cvr,j+1 = Cvr,j+
[fvK0 +KvcCvc −Kiv(Cir,j + Ci0)Cvr,j −KvsCvr,j −KvicCvr,j]∆t
(A.5)
Cir,j+1 = Cir,j+
[fiK0 +KicCic −KivCir,j(Cvr,j + Cv0)−KisCir,j −KivcCir,j]∆t
(A.6)
where the right hand side only depends the defect concentrations of time step j. Using an
initial condition, the defect concentration at any time step can be calculated.
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The initial condition is set as
Cvr,0 = 0 (A.7)
Cir,0 = 0 (A.8)
Thus, all the defect concentrations as a function of time can now be calculated via the
equations above if proper time step is chosen.
In the current calculation, different time steps are used at different time ranges. For
instance, ∆t = 1.0 × 10−12 s in the time interval 1 × 10−6 s – 1 × 10−3 s, ∆t = 1.0 × 10−9
s in the time interval 1 × 10−3 s – 1 s, ∆t = 1.0 × 10−6 s in the time interval 1 s – 1 × 104
s. For each time interval, the initial value is drawn from the last value in the previous time
interval.
In this way, the concentrations of defects as a function of irradiation time and temperature
can be calculated.
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APPENDIX B
CALCULATIONS OF DV , DI , CV 0 AND CI0 ON THE
CATION SUBLATTICE IN MGO
For mono-vacancy migration, a0 = 4.212 × 10−8 cm, the jump frequency multiple βv = 12,
the fraction of jump distance fv = 1/
√
2, take the attempt frequency in the Vineyard theory
to be ν∗ = 1.0 × 1013 Hz, the vacancy migration enthalpy Hmv = 2.52 eV, and ignore the
correlation effect, then, putting these values into Eq. (3.20), we have
Dv = 1.77× 10−2 exp(−2.52/kT ) cm2/s (B.1)
Similarly, for mono-interstitials, assume a direct migration mechanism, βi = 6, fi = 1/2,
ν∗ = 1.0× 1013 Hz, and Hmi = 1.34 eV, from Eq. (3.20), Di can be expressed as
Di = 4.44× 10−3 exp(−1.34/kT ) cm2/s (B.2)
The defect concentration under thermal equilibrium must be determined, as well.
For vacancies, the thermal or self-diffusion coefficient of Ca is measured [42], which is of
the form
DT = DvCv0 = 1.04× 10−4 exp(−2.52/kT ) cm2/s (B.3)
thus,
Cv0 =
DT
Dv
= 5.88× 10−3 (B.4)
Note that in Eq. (B.4), Cv0 is independent of temperature. This is because the vacan-
cy concentration on the cation sublattice in MgO is dominated by trivalent impurities, as
discussed in Section 3.2.2. However, the value of 5.88 × 10−3 is unreasonably high. This is
probably because the pre-exponential factor in Eq. (B.1) estimated by the Einstein formula
is too low. Other factors may influence the pre-exponential factor of Dv. Since this value is
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what we have now, we will use it for the following analysis.
From the Frenkel equilibrium, as shown in Eq. (3.29), we have
Ci0 =
KF
Cv0
=
exp(−HF/kT )
Cv0
= 1.70× 102 exp(−11.9/kT ) (B.5)
where SF ≈ 0, and HF = 11.9 eV which is taken from [50] are applied in Eq. (B.5).
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APPENDIX C
CALCULATIONS OF DV , DI , CV 0 AND CI0 ON THE
CATION SUBLATTICE IN CEO2 AND UO2
For La diffusion in CeO2:
i) Vacancy migration, assume a mono-vacancy direct migration mechanism. a0 = 5.411×
10−8 cm, βv = 12, fv = 1/
√
2, ν∗v ∼ 1.0 × 1013 Hz and Hmv = 0.63 eV, substituting these
parameters into Eq. (3.20), we have
Dv = 2.93× 10−2 exp(−0.63/kT ) cm2/s (C.1)
ii) Interstitial migration, assume a mono-interstitial direct migration mechanism. a0 =
5.411× 10−8 cm, βi = 6, fi = 1/2, ν∗i ∼ 1.0× 1013 Hz and Hmi = 0.2 eV, substituting these
parameters into Eq. (3.20), we have
Di = 7.32× 10−3 exp(−0.2/kT ) cm2/s (C.2)
iii) From the measurement of diffusion coefficient at elevated temperatures [9], the thermal
diffusion coefficient is given by
DT = DvCv0 = 1.5× 10−9 exp(−1.46/kT ) cm2/s (C.3)
Dividing Eq. (C.3) by Eq. (C.1), we obtain
Cv0 =
DT
Dv
= 5.12× 10−8 exp(−0.83/kT ) (C.4)
iv) Since the formation energy of interstitials is usually very large and the concentration
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of interstitials under thermal equilibrium can be ignored, we simply approximate that
Ci0 ≈ 0 (C.5)
For Nd diffusion in UO2:
i) Vacancy migration, assume a mono-vacancy direct migration mechanism. a0 = 5.464×
10−8 cm, βv = 12, fv = 1/
√
2, ν∗v ∼ 1.0 × 1013 Hz and Hmv = 2.4 eV, substituting these
parameters into Eq. (3.20), we have
Dv = 2.99× 10−2 exp(−2.4/kT ) cm2/s (C.6)
ii) Interstitial migration, assume a mono-interstitial direct migration mechanism. a0 =
5.464× 10−8 cm, βi = 6, fi = 1/2, ν∗i ∼ 1.0× 1013 Hz and Hmi = 0.2 eV, substituting these
parameters into Eq. (3.20), we have
Di = 7.46× 10−3 exp(−0.2/kT ) cm2/s (C.7)
iii) The uranium self-diffusion coefficient is given by Matzke [102]
DT = DvCv0 = 0.65 exp(−5.6/kT ) cm2/s (C.8)
Divide Eq. (C.8) by Eq. (C.6), we obtain
Cv0 =
DT
Dv
= 21.7 exp(−3.2/kT ) (C.9)
In principle, Eq. (C.9) is not valid for the actual vacancy concentration in UO2 with Nd
as cation impurities. The defect concentration is probably dominated extrinsically by the
impurity concentration, however, the impurity concentration is not known and it is not
uniformly distributed in the thin film (Nd is mainly grown in the middle plane of the thin
film), and the thermal diffusion coefficient of Nd in UO2 has not been measured. Without
these information, we simply assume Eq. (C.9) represented the cation vacancy concentration
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under thermal equilibrium in UO2 with Nd in the thin film.
iv) From the Frenkel equilibrium
Cv0Ci0 = KF = exp(−GF/kT ) (C.10)
where the Gibbs free energy of Frenkel pairs on cation sublattice is GF = 9.5 eV, which is
given by Matzke [102].
Substituting in Eq. (C.10) with Eq. (C.9), we have
Ci0 =
KF
Cv0
= 4.61× 10−2 exp(−6.3/kT ) (C.11)
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