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« On n'est jamais meilleur que 
quand on a un défi à surmonter » 
« Never limit yourself by others limited imagination, 
and never limit the others by your limited imagination » 




La tomographic d'émission par positrons (TEP) occupe une place de choix dans le domaine 
de l'imagerie moléculaire par sa capacité d'obtenir des informations ultrasensibles et 
quantitatives sur des processus métaboliques, physiologiques ou cellulaires. De plus, grâce 
à la similitude des génomes de l'homme et de petits rongeurs comme la souris, elle attire un 
grand intérêt dans le domaine de la recherche médicale, allant de la détection précoce de 
différentes formes de cancers jusqu'au développement de nouveaux médicaments. 
Toutefois, pour tirer profit des images acquises lors d'études animales, des scanners de plus 
en plus performants sont nécessaires. Le LabPET™, le scanner TEP petit animal conçu par 
les efforts unis du Groupe de recherche en appareillage médicale de Sherbrooke (GRAMS) 
et du Centre d'imagerie moléculaire de Sherbrooke (CIMS) se démarque des autres 
scanners d'une part par son couplage individuel des photodiodes à avalanche à une paire de 
cristaux scintillateurs et d'autre part par une numérisation hâtive des signaux et un 
traitement numérique parallèle. Cela permet d'y implanter des algorithmes de traitement de 
signaux puissants. Le filtre de Wiener est une des techniques utilisées dans le LabPET™ 
pour optimiser à la fois le rendement et la capacité d'identification du cristal (IC) excité par 
le rayonnement émis dans le scanner par les radioisotopes. 
Les travaux de cette thèse portent, dans une première partie, sur le développement et 
l'implantation d'une version plus complète et ajustée de la méthode d'IC basée sur le filtre 
de Wiener. L'amélioration de cette technique porte sur l'utilisation des deux 
caractéristiques élémentaires des cristaux, soit leur constante de temps et leur rendement 
lumineux pour une IC plus précise et rapide. Une telle IC peut être réalisée même avec des 
cristaux possédant des caractéristiques très similaires, et pour des énergies très basses -
jusqu'à 100 keV. Dans une deuxième partie, les performances de la méthode d'IC Wiener 
ont été évaluées en tenant compte de la contribution des différentes sources de bruit de la 
chaîne d'acquisition d'un scanner TEP. L'influence du bruit de multiplication de la 
photodiode à avalanche (un bruit non-stationnaire et poissonien), le bruit électronique (un 
bruit stationnaire et gaussien), ainsi que l'effet de l'utilisation des filtres de mise en forme 
rapide CR-RC" sur les résultats de l'algorithme d'IC ont été étudiés grâce au 
développement d'un simulateur de TEP qui imite les signaux de sortie du LabPET™. 
Finalement, la possibilité d'utiliser la méthode d'IC Wiener pour discriminer des détecteurs 
multicouches, composés de trois et quatre cristaux, a été étudiée. L'implantation de cet 
algorithme dans un scanner TEP permettra à court terme d'améliorer les performances de 
démultiplexage des détecteurs et, de ce fait, la résolution spatiale axiale du système. Des 
techniques de modélisations du bruit non-stationnaire sont proposées pour rehausser les 
résultats de l'algorithme d'IC. En se basant sur les résultats de l'algorithme d'IC, il est 
possible de développer des techniques pour mesurer l'énergie déposée dans les cristaux et 
parvenir à une séparation des événements Compton diffusés entre les cristaux d'un même 
détecteur comparativement aux autres diffusions Compton. À plus long terme, ceci 
permettra de bonifier la sensibilité du scanner. 
Mots clés : Identification des cristaux, détecteurs phoswich, diffusions Compton, résolution 
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CHAPITRE 1 INTRODUCTION 
La tomographic d'émission par positrons (TEP) est un outil d'imagerie médicale unique pour 
l'étude des processus biologiques. La haute sensibilité de la TEP la rend très intéressante en 
imagerie moléculaire et fonctionnelle et complémente l'information anatomique obtenue 
avec l'imagerie par résonance magnétique (IRM), la tomodensitométrie ou la tomographic 
par rayons X (TDM ou CT). Appliquée aux petits animaux, cette technique d'imagerie est un 
outil important pour le développement de nouveaux médicaments ainsi que pour la recherche 
post-génomique. 
Jusqu'en 1995, les examens TEP pratiqués sur des animaux étaient limités à des animaux de 
grande taille tels que les singes faute de scanners possédant une résolution spatiale suffisante 
pour visualiser correctement les organes des petits animaux comme le rat ou la souris. 
Actuellement, 90% des mammifères utilisés en laboratoire sont des souris [Malakoff, 2000] 
grâce à leur facilité de manipulation, leur taux de reproduction élevé et la grande similitude 
de leur génome à celui de l'humain (95%). Ces animaux sont utilisés pour développer des 
modèles des processus biologiques afin de comprendre les fondements de la vie. 
Soutenus par une très forte demande de la part des industries pharmaceutiques et des instituts 
de recherche biomédicale, de nombreux groupes travaillent actuellement au développement 
de scanners TEP pour petits animaux. Les avancements technologiques en instrumentation 
TEP au cours des dernières décennies ont permis d'adapter les scanners TEP clinique à 
l'échelle du petit animal [Lecomte et coll. 1996, Bloomfield et coll., 1997, Cherry et coll. 
1997, Seidel et coll. 2003]. Néanmoins, sachant qu'une souris possède une taille de 30 fois 
inférieure à celle de l'homme, afin de pouvoir aborder chez la souris les mêmes questions 
biologiques que celles chez l'homme, cette technique impose plusieurs limitations de 
performances par rapport aux scanners TEP cliniques. 
En TEP, la performance se mesure à l'aide de deux critères principaux : l'efficacité ou 
sensibilité de l'appareil, c'est-à-dire la quantité de radiation analysée en fonction de la dose 
radioactive injectée [Strother et coll., 1990], et la qualité de l'image, définie par des 
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paramètres comme le contraste, le bruit, la présence d'artefacts, la netteté, la taille des détails 
observables, etc. [Sandrik et Wagner, 1982]. Les problèmes qui diminuent la performance 
des scanners sont nombreux. 
Des problèmes physiques comme la non-détection de nombreux photons, la diffusion 
Compton ou l'atténuation de la radiation dans le sujet affectent surtout l'efficacité de 
l'appareil et la qualité de son image [de Dreuille et coll., 2002a]. 
Les problèmes matériels, quant à eux, affectent surtout la qualité de l'image. La taille non 
nulle des détecteurs limite la finesse des détails observables, appelée la résolution spatiale, et 
introduit un effet de parallaxe. C'est un problème qui devient critique en TEP petit animal 
avec un anneau de détection de petite taille. Différentes méthodes ont été développées pour 
augmenter la résolution spatiale en TEP chez le petit animal qui avoisine actuellement ~1 
mm, c.à.d. l'utilisation des détecteurs composés d'un grand bloc de scintillateur monolithique 
couplé à une photodiode [Pichler et coll., 2004] ou l'utilisation d'une matrice de cristaux 
couplée à un tube photomultiplicateur (TPM) ou à une photodiode à avalanche (PDA) 
sensible à la position d'entrée du photon [Huber et coll. 2001] [Shah et coll. 2004]. 
Cependant, le partage du TPM ou de la PDA entre plusieurs cristaux limite de façon 
importante les taux de comptage admissibles sur chaque cristal. L'utilisation de détecteurs 
composés de plusieurs cristaux de différents matériaux et avec des constantes de temps 
différentes, appelés phoswich (phosphor sandwich) [Saoudi et coll., 1999] constitue une 
façon innovatrice et efficace d'améliorer la résolution spatiale. Plus récemment, la 
disponibilité de nouveaux cristaux rapides et émetteurs des grandes quantités de lumière 
visible rend l'utilisation des phoswich encore plus intéressante. 
Le bruit et les caractéristiques des détecteurs limitent aussi la précision des mesures de temps 
et d'énergie [Herbert et coll., 2002]. Les circuits analogiques d'acquisition et de 
conditionnement du signal issu des détecteurs ont atteint les limites de leur performance [de 
Dreuille et coll., 2002b]. Par suite de tous ces problèmes et de leurs propres limites, les 
algorithmes d'analyse et de reconstruction d'image introduisent du bruit et des artefacts dans 
l'image. 
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Le Groupe de recherche en appareillage médical de Sherbrooke (GRAMS) et le Groupe 
d'imagerie médicale préclinique LabTEP de l'Université de Sherbrooke ont conjointement 
développé un appareil d'imagerie TEP petit animal haute résolution, le LabPET™, à système 
de détection unique, celui basé sur des PDA [Fontaine et coll. 2009], Un détecteur constitué 
d'une paire de cristaux de type LYSO d'une part et LGSO d'autre part couplés à une PDA a 
été utilisé pour diminuer les coûts de fabrication de l'appareil. Ce type de montage permet de 
diviser par deux le nombre de canaux d'acquisition électronique. Il nécessite, toutefois, à un 
traitement en temps réel de signaux suffisamment puissant pour déterminer le type de cristal 
ayant absorbé le photon d'énergie. 
De multiples méthodes de discrimination des cristaux, basées sur les caractéristiques 
temporelles, appelée 'discrimination sur la forme des impulsions' ou le « Pulse Shape 
Discrimination » (PSD) [Knoll, 1999] [Saoudi et coll. 1999] [Casey et coll., 1997] [Streun et 
coll. 2003], ou les caractéristiques fréquentielles des signaux [Kasahara et coll., 2003] 
[Wisniewski et coll., 2005] [Astakhov et coll., 2003]) ont été proposées. Ces techniques 
utilisent souvent la constante de temps des cristaux comme paramètre d'identification. 
Toutefois, ces techniques d'identification des cristaux ne sont efficaces que face aux 
événements photoélectriques et ce, lorsque la différence de constantes de temps entre les 
cristaux est suffisamment grande. Par contre, Il est attendu que la performance de ces 
méthodes se dégrade sensiblement en présence de sources de bruit ou d'événements de 
basses énergies de même que lorsque les cristaux ont des caractéristiques physiques 
similaires. 
Une approche récente basée sur l'application de filtres adaptatifs et d'algorithmes itératifs, 
adaptés du domaine des asservissements et du contrôle, a été proposée pour extraire les 
caractéristiques des cristaux par des pôles et zéros dans le domaine z. Deux méthodes 
itératives basées sur des algorithmes de moindres carrés récursif («Recurive Least-Square», 
RLS) [Michaud et coll. 2010] et l'algorithme de moindres carrés moyens {«Least Mean 
Square », LMS) [Semmaoui et coll. 2005] donnent des résultats d'identification des cristaux 
prometteurs. Malgré leurs performances, aucune de ces méthodes n'allie simultanément 
rapidité et justesse. Cependant, une augmentation de la rapidité d'exécution de l'algorithme 
d'identification ouvrirait la porte au traitement en temps réel des diffusions Compton entre 
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cristaux en TEP. De récents travaux ont mis en place le développement d'une technique 
d'identification des cristaux basée sur le filtrage de Wiener, qui, de façon optimale, atteint 
des résultats comparables à l'algorithme LMS précédemment utilisé [Viscogliosi et coll., 
2008]. Sa rapidité, sa justesse et sa facilité d'implantation dans un réseau de portes 
programmables (« Field-Programmable Gate Array », FPGA en anglais), grâce à son haut 
degré de parallélisme, en ont fait l'algorithme de choix pour une implantation dans le scanner 
LabPET™. 
Jusqu'à présent, la validation d'un algorithme d'identification des cristaux en temps réel n'a 
été possible que de manière empirique et l'arrivée sur le marché de nouveaux cristaux rapides 
et lumineux augmente l'intérêt des concepteurs visant une résolution spatiale encore plus 
élevée pour les détecteurs phoswich multicouches. La justesse et la performance de 
l'algorithme de Wiener face à la discrimination de ces détecteurs à trois ou quatre couches 
méritent donc d'être évaluées. Une validation analytique incluant l'influence des différents 
bruits de la chaîne d'acquisition comme telle (filtre de mise en forme, amplification des 
signaux etc.) devient nécessaire pour connaître les performances de l'identification des 
cristaux (IC) dès le début de la conception d'un scanner. 
L'objectif de ces travaux de doctorat est d'augmenter le rendement de l'algorithme 
d'identification des cristaux basé sur le filtre de Wiener, utilisé présentement dans le scanner 
LabPET™, par une évaluation approfondie de la contribution de chacun des facteurs qui 
pourraient affecter les résultats de l'algorithme. Le présent document synthétise quelques 
notions relatives au problème de discrimination des cristaux et à l'application des méthodes 
basées sur le traitement numérique des signaux en TEP. La contribution de différents facteurs 
à l'erreur de ces méthodes, comme le bruit ou l'architecture de l'électronique frontale du 
système, est aussi évaluée. Des pistes de solutions sont également envisagées afin 
d'améliorer les solutions existantes de même que la méthodologie proposée pour y parvenir. 
Le chapitre 2 de ce document présentera, en premier lieu, les principes de base en TEP. Il y 
sera aussi question des éléments limitant la performance de cette modalité d'imagerie, du 
problème de la parallaxe et des méthodes pouvant l'atténuer et enfin des moyens qui 
permettent d'améliorer les performances du scanner. La discussion de ce chapitre se tournera 
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ensuite vers les caractéristiques et l'architecture du scanner LabPET™ auquel ces travaux de 
doctorat sont dédiés. 
Le chapitre 3 traitera des techniques de traitement numérique de signal basées sur le filtrage 
adaptatif qui ont déjà été proposées pour l'identification des cristaux dans un détecteur 
phoswich. Le comportement de ces filtres face aux différents types de bruits stationnaires et 
non-stationnaires sera analysé. Une attention plus particulière sera portée au filtre de Wiener, 
déjà implémenté dans le scanner LabPET™, avec chacune des étapes de prétraitement 
nécessaires au bon fonctionnement de l'algorithme. Des solutions pour optimiser 
l'algorithme sont proposées. 
Le chapitre 4 met en avant d'une manière détaillée les problématiques et questions de 
recherche traitées dans cette thèse et le chapitre 5 présente les étapes et méthodologies 
adoptées pour parvenir à les résoudre. 
Le chapitre 6 expose en détails le fonctionnement du filtre de Wiener amélioré par les 
présents travaux et fera état des résultats d'identification de cristaux obtenus. Ceci est 
présenté dans l'article intitulé 'A fast Wiener filter-based crystal identification algorithm 
applied to LabPET™ phoswich detectors' publié au journal IEEE Transactions on Nuclear 
Science en juin 2008. 
Le chapitre 7 se concentre sur la validation des résultats de l'algorithme d'identification de 
cristaux (IC) basé sur le filtre de Wiener et sur l'évaluation de la contribution des différents 
facteurs physiques et électriques sur les résultats obtenus par le filtre de Wiener. Pour ce 
faire, une méthode de simulation de la chaîne de détection des radiations TEP est proposée. 
Les résultats de cette section sont présentés dans l'article intitulé 'Contribution of photon 
statistics and shaping filter in crystal identification of PET phoswich detectors' soumis au 
journal IEEE Transactions on Nuclear Science en juin 2010. 
Le chapitre 8 présente les résultats de l'identification des cristaux, en utilisant le filtre de 
Wiener, dans un détecteur multicouche à trois cristaux avec des cristaux rapides qui 
présentent des différences de constantes de temps aussi rapprochées que 13 ns. Ces résultats 
sont présentés sous la forme d'acte de conférence intitulé 'Wiener filter-based crystal 
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identification applied to dual and triple-layer phoswich detectors' publié dans le proceeding 
of IEEE Nuclear Science Symposium en novembre 2009. 
Le chapitre 9 présente la discussion et l'impact des présents travaux sur l'imagerie TEP petit 
animal. Il met un accent sur l'originalité des travaux de ce doctorat et expose d'autres 
possibilités d'application de l'algorithme d'IC développé pour améliorer la résolution 
spatiale et la sensibilité du scanner. Un travail préliminaire de séparation des diffusions inter-
cristaux des détecteurs phoswich et de calcul de leur énergie déposée dans les cristaux lors 
d'une interaction est montré. Il propose aussi des investigations futures à ce sujet pour 
améliorations et développements visant à combler les lacunes des modèles et algorithmes 
présentés. 
Enfin, le chapitre 10 présente la conclusion portée sur les travaux, notamment des 
conclusions tirées sur les performances de l'algorithme d'IC développé et utilisée dans cette 
thèse. 
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CHAPITRE 2 TOMOGRAPfflE D'ÉMISSION PAR 
POSITRONS 
2.1 Principes 
La physique à la base de l'imagerie TEP repose sur l'utilisation d'un traceur radioactif injecté 
dans un sujet qui se désintègre en émettant un positron [Hume et coll., 1998]. Lors de cette 
désintégration, un positron est éjecté du noyau avec une certaine énergie cinétique. Le 
déplacement moyen résultant de cette vitesse borne la résolution spatiale atteignable en TEP 
[Levin et Hoffman, 1999]. Le positron entre en collision de manière aléatoire avec des 
atomes et s'annihile avec un électron. L'anti-particule et la particule se transforment en 
énergie, émise sous forme de deux photons gamma, possédant chacun une énergie de 511 
keV, et émis dans des directions quasi-opposées (180° ± 0.25°). Du point de vue du scanner, 
il est impossible de mesurer la non-colinéarité résiduelle des photons d'annihilation; cela 
limite encore la résolution spatiale maximale. 
Ce sont les deux photons d'annihilation émergeant de l'objet qui sont interceptés par la 
caméra qui mesure leur position d'interaction, leur temps d'arrivée et leur énergie (Figure 
2.1). Les détecteurs capables d'arrêter le rayonnement gamma sont formés de cristaux 
contenant des matériaux lourds comme le lutécium. Ces cristaux ont la particularité 
d'absorber l'énergie du rayon gamma et de scintiller dans le spectre visible. . Cette 
scintillation lumineuse est ensuite convertie en photoélectrons (charges électriques) à l'aide 
d'un photodétecteur tel que le tube photomultiplicateur (TPM) ou la photodiode à avalanche 
(PDA). Une chaîne d'acquisition électronique convertit les photoélectrons en tension et les 
amplifie. 
Quand une paire de photons possédant une énergie suffisante a été enregistrée à l'intérieur 
d'une fenêtre temporelle, fixée en fonction de la quantité de bruit dans le système, elle est 
appelée une coïncidence. La droite le long de laquelle deux photons gamma sont détectés en 
coïncidence est appelée « ligne de réponse » (LDR). Seules les LDRs passants par le champ 
de vue (CDV) sont conservées et la détection d'un nombre suffisamment grand de LDRs 
permet la reconstruction d'une image TEP. Ainsi, une partie des événements détectés sont 
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éliminés lorsque les événements proviennent de détecteurs très près les uns des autres, si leur 
énergie ne correspond pas à celle de l'annihilation d'un positron, ou encore si le délai entre les 
événements est trop long. 
Détecteurs 
Désintégration du 
noyau radioactive Photon 
d'annihilation 








Figure 2.1 Principe d'annihilation sur lequel repose la TEP. 
Trois types de coïncidences se distinguent: les coïncidences vraies, les coïncidences diffusées 
et les coïncidences fortuites (Figure 2.2). Les coïncidences vraies sont celles provenant de 
deux événements issus de l'annihilation d'un même positron et à l'intérieur de la fenêtre 
prédéterminée d'énergie. Ce sont les coïncidences utiles à la reconstruction d'image. 
Contrairement aux coïncidences vraies, les événements simples des coïncidences fortuites ne 
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proviennent pas de la même annihilation, mais sont tout de même détectées à l'intérieur de la 
même fenêtre de temps. Ces événements peuvent provenir de différentes sources radioactives 
tout comme du bruit ambiant ou encore d'annihilations situées hors du champ de vue de 
l'appareil. Les coïncidences fortuites sont minimisées en appliquant une fenêtre temporelle de 
coïncidence la plus étroite possible [Knoll, 1999]. La taille de la fenêtre temporelle est 
directement proportionnelle à la résolution en temps du système et donc dépend des 
performances de l'électronique et de l'architecture du système. Le taux de coïncidences 
fortuites est proportionnel au carré du taux d'émission des positrons contrairement au taux de 
coïncidences vraies qui est linéaire. Les coïncidences diffusées proviennent quant à elles de 
deux événements issus de la même annihilation, mais dont l'un ou les deux photons de 511 
keV a subi une diffusion Compton avant d'être détectés. 




Tube de réponse 
Coïncidence fortuite 
Figure 2.2 Exemples de différents types de coïncidences détectées. Seules les coïncidences 
vraies permettent de localiser le site de la désintégration radioactive [mémoire de maîtrise de 
Jean-Daniel Leroux, 2005]. 
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2.2 Instrumentation en TEP 
2.2.1 Cristaux scintillateurs 
La première étape de détection des photons d'annihilation de 511 keV en TEP se fait 
généralement par un cristal scintillateur pour absorber les photons d'annihilation. Le pouvoir 
d'arrêt du scintillateur est dépendant du type de matériau utilisé dans le scintillateur, soit son 
nombre atomique effectif et sa densité. Le pouvoir d'arrêt et la taille du cristal, surtout sa 
longueur, comptent parmi les facteurs qui affectent le plus une détection efficace des photons 
de 511 keV. Ces facteurs ont une influence majeure sur la sensibilité d'un système TEP. 
L'énergie absorbée par le cristal est convertie en photons visibles. Le rendement lumineux du 
cristal et sa constante de temps de scintillation, c.à.d. sa rapidité, affectent la résolution 
temporelle et la résolution en énergie du système. 
Pour une détection des photons visibles générés par les cristaux scintillateurs, ces derniers 
sont couplés -individuellement ou en matrice de cristaux- à un photodétecteur. La longueur 
d'onde d'émission (pic d'émission) et l'indice de réfraction du cristal scintillateur sont alors 
les facteurs importants pour un meilleur couplage optique du cristal avec le photodétecteur 
choisi. 
Le nombre de photons visibles générés dépend de l'énergie déposée par l'interaction dans le 
cristal et du rendement lumineux du scintillateur. Le taux d'émission des photons visibles est 
conditionné par la constante de temps de scintillation possédant généralement une forme 
d'exponentielle décroissante, 
£?(')= £?oexP C2.1) 
où Qo est le taux initial maximum d'émission de photons générés par une interaction dans le 
cristal et r,la constante de temps de scintillation du cristal [Knoll, 1999]. 
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Le tableau 2.1 résume les principales caractéristiques de différents types de scintillateurs 
[Knoll, 1999] [Pépin et coll., 2004] [Pépin et coll., 2007]. 
Tableau 2.1 Caractéristiques de différents cristaux à scintillation 
LYSO1 LGSO2 LSO3 GSO4 BGO5 
Constante de temps (ns) 40 65-75 40 60/600 60/300 
Rendement lumineux PDA (%)* 85 45 85 40 30 
Pic d'émission (nm) 420 415 420 430 480 
Indice de réfraction 1.81 1.8 1.82 1.85 2.15 
Densité (g/cm) 7.1 6.5 7.35 6.71 7.13 
* valeurs en % du Nal. 3 L^SiOsiCe 
1 Lu, gYozSiOj 4 Gd2Si05:Ce 
2 Lug^Gdi 6SiOs:Ceo.o2 5BÎ4Ge30]2 
2.2.2 Photodétecteurs 
La détection par le cristal scintillateur des photons visibles générés par l'absorption des 
photons d'annihilation se fait à l'aide d'un photodétecteur. Les TPM constituent une solution 
intéressante pour la conversion de l'énergie lumineuse en énergie électrique principalement 
grâce à leur haut gain d'amplification des photoélectrons (~106) et à leur faible bruit, ce qui 
permet un excellent S/B. Cependant, pour atteindre une haute résolution spatiale, des 
détecteurs de petites tailles sont requis. Or, la dimension physique importante des TPM 
disponibles sur le marché ne permet pas de les coupler individuellement avec un scintillateur 
de très petite taille [Casey et coll., 1999]. 
Les PDA offrent une alternative intéressante à cet égard. Malgré un faible gain, de l'ordre de 
50 à 100 comparé à celui du TPM de l'ordre de 105 - 106, un S/B plus faible ainsi que la 
nécessité d'employer un préamplificateur de charge générateur de bruit électronique, les 
PDA sont tout de même de plus en plus utilisées dans les scanners TEP animal grâce à leur 
faible taille, leur possibilité d'être mise en matrices et leur capacité à se coupler 
individuellement à un petit cristal scintillateur. De plus, elles peuvent fonctionner dans un 
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champ magnétique intense, ce qui les rend intéressantes dans la perspective d'un couplage 
entre un scanner TEP et un appareil d'IRM. La conversion par une PDA de la lumière 
visible, provenant du cristal, en charges électriques prend en compte le pourcentage des 
pertes de couplage optique entre le scintillateur et la PDA (y/opt), et le rendement quantique 
du photodétecteur (£ ). Le nombre de charges générées, N(t), à la sortie de la PDA se calcule 
par, 
où M est le gain de la PDA. La forme exponentielle décroissante des photons émis par le 
scintillateur selon sa constante de temps est conservée. Le courant de fuite et la capacité 
équivalente de la PDA sont des paramètres non négligeables dans la conception et la 
modélisation de l'électronique analogique frontale. Le courant de fuite d'une PDA (JPDA) est 
décrit par [Lecomte, 2002], 
où Is est son courant de fuite de surface, h est son courant de fuite de la jonction (« bulk ») 
qui est multiplié par le gain d'avalanche de la PDA M. Le bruit électronique de la PDA est 
une des sources importantes du bruit électronique du système qui est dû à la fluctuation 
aléatoire des porteurs de charges, et représente les fluctuations du courant de bruit 
d'obscurité (« Dark Noise ») de la PDA (iPDA). Il est un bruit blanc et fonction de son courant 
de fuite, représenté par [Radeka, 1988] [Casey et coll., 2003], 
où q est la charge électrique et F est le « facteur d'excès de bruit » (Excess noise factor) de la 
multiplication avalanche de la PDA qui se calcule comme [PerkinElmer, 2006], 





où keffQsX le ratio d'ionisation effective des trous par rapport aux électrons dans le silicium. 
La contribution de ce bruit au bruit électronique parallèle de l'analogique frontale sera 
exposée dans la section suivante. 
La partie du bruit photostatistique liée à l'utilisation d'une PDA et causée par la 
multiplication des charges dans la PDA s'exprime par [Radeka et coll., 1968] [Casey et coll., 
2003] [Pratte et coll., 2008], 
v PDA2(0 =  FI ( t )*  (Mw( t ) ) 2  (2.9) 
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où * spécifie la convolution, M est le gain de la PDA, w(t) la fonction de pondération ou 
réponse du système, /(t) est le signal des photoélectrons généré par la scintillation du cristal. 
Ce bruit est un bruit non-stationnaire qui suit la loi de Poisson. 
L'utilisation des photomultiplicateurs à Silicon (SiPM) est récemment devenue un sujet de 
grand intérêt en TEP [Schaart et coll., 2009] [Spanoudaki et Levin, 2009]. Les SiPM ont des 
gains élevés comparables à leur homologues TPM, mais peuvent être compatible à l'IRM et 
ont une réponse temporelle beaucoup plus intéressante que les PDA. Bien que récent, le 
développement des détecteurs TEP basés sur des SiPM et leur intégration dans cette modalité 
d'imagerie est un défi qui, à mesure d'être réalisé, pourrait apporter des avances 
considérables en imagerie TEP. 
2.23 Préamplificateur de charge 
Lorsque la photodiode à avalanche est le dispositif choisi pour convertir les photons émis par 
le scintillateur en une charge électrique, un étage d'amplification à très faible bruit appelé 
préamplificateur de charge « Charge Sensitive Preamplifier, (CSP) » est requis pour convertir 
la charge incidente en tension. La figure 2.3 est un schéma simplifié d'un préamplificateur de 
charges. Le préamplificateur de charges intègre l'impulsion de charges provenant du 
détecteur et est conçu de façon à optimiser le S/B du signal envoyé aux circuits d'extraction 
de l'information TEP subséquents [Knoll, 1999]. La figure 2.4 montre une impulsion de 
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charges typique produite par un détecteur et la sortie équivalente du préamplificateur de 
charges [Robert, 2004]. 
—wv 
rfï* 
Figure 2.3 Schéma simplifié d'un préamplificateur de charges couplé à une PDA [Robert, 
2004]. 
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Figure 2.4 Illustration d'une impulsion typique présentée à l'entrée (courbe du haut) et de 
l'effet balistique sur le signal de sortie d'un préamplificateur de charges (courbe du bas) 
[Robert, 2004]. 
Un des inconvénients du préamplificateur de charges est le retour à zéro du signal qui est 
dicté par la résistance de rétroaction. Si ce retour est trop long, il peut en résulter un 
empilement des signaux qui risque de limiter le taux d'événement par seconde qu'il peut 
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traiter. Par contre, si ce retour est trop court ceci cause une dégradation du signal intégré, 
appelé « effet balistique » [Knoll, 1999] qui réduit l'amplitude du signal en sortie du 
préamplificateur ce qui dégrade le rapport signal sur bruit. La figure 2.4 illustre cet effet. Le 
signal à la sortie du préamplificateur (courbe du bas) atteint son maximum avant que le 
signal provenant du détecteur (courbe du haut) ne soit entièrement intégré. Par contre, bien 
que l'effet balistique ne doive pas être trop prononcé, il n'aura pas un impact important sur 
un scanner TEP. 
Une constante de temps souvent lente du CSP (~ 50 ns - 1 fis) comparativement à la 
constante de décroissance du cristal (17- 300 ns) est choisie pour minimiser le bruit et éviter 
de saturer la sortie du CSP. De plus, le temps de montée du CSP doit être plus rapide que la 
constante de temps du scintillateur afin de minimiser l'effet balistique. Cependant, le faible 
S/B de la PDA rend le CSP très susceptible au bruit électronique. La conception du CSP 
mérite donc une attention toute particulière et doit être faite selon les règles de l'art [Pratte et 
coll., 2004] [Binkley et coll., 2000] afin de minimiser ce bruit. Le signal de sortie d'un 
préamplificateur de charge classique se définit par l'équation [Knoll, 1999], 
où trétro est la constante de temps de rétroaction du CSP, xs est la constante de temps du 
scintillateur et Vo est une constante représentant la valeur maximum de la tension de sortie. 
Le bruit de l'électronique analogique frontale (plus spécifiquement du transistor d'entrée du 
CSP) est une des sources principales de bruit électronique et la minimisation de la 
contribution au bruit de l'électronique analogique frontale est la majeure préoccupation dans 
la conception du préamplificateur et de l'électronique frontale complète. Dans la conception 
d'un CSP, le concept de charge équivalente de bruit («Equivalent Noise Charge», ENC) est 
utilisé pour la modélisation de sa contribution au bruit. Le bruit ENC à l'entrée d'un CSP 
représente la quantité de charges nécessaire pour avoir un rapport signal sur bruit (S/B) 
unitaire à la sortie du système. De plus, le bruit ENC est directement lié au filtre de mise en 
forme. Il se compose de trois parties. Premièrement, le bruit thermique ou série (ENC,) qui 
exp 
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est causé par les mouvements aléatoires des porteurs de charges du transistor d'entrée du 
CSP. Il dépend des dimensions du transistor et du temps du maximum du signal (inversement 
proportionnel au temps maximum). Deuxièmement, le bruit parallèle (ENCP) qui représente 
la contribution au bruit du détecteur à travers son courant de fuite, sa polarisation et par la 
contribution de la résistance de décharge dans la contre-réaction au niveau du CSP qui 
prévient la saturation du CSP. Il dépend du temps du maximum du signal (directement 
proportionnel). Troisièmement, le bruit de scintillement (« Fliker Noise ») ou 1/f qui est une 
caractéristique du transistor MOS et dépend de la qualité de l'interface entre le canal du 
transistor et la grille, où des pièges profonds existent. Ce bruit, dit fréquentiel, augmente aux 
faibles fréquences. En première approximation, il est indépendant du temps du maximum et 
dépend des paramètres de la technologie et des dimensions du transistor [Radeka, 1988]. Les 
transistors CMOS contribuent principalement au bruit thermique (ou bruit blanc série) et au 
bruit 1/f Les équations (2.11) à (2.13) représentent les bruits ENC série, parallèle, et 1/f 
[Robert, 2004], 
ENC, = L\2kTa-'~« (C„ + C^f -4-
Q V S m-entrée ^ crête 
* 9 
E N C ,  =  ^ ENC 2 p d a  + Q- j  (q l f u i t e _ r é t r o  + 2kTa„_ r é t r o g m _ r é t r o  ) r c r é l e A 
(2.11) 
, (2.12) 
EN C l / / =lL-JU^ { C e q + C g r i l l e ÏA f  
C 0 X WL (2.13) 
où k est la constante de Boltzmann, T la température, On est un paramètre qui dépend du type 
de transistor et de sa région d'opération, gm-entrée est la transconductance du transistor 
d'entrée, Kf le coefficient de bruit de scintillement, Tcrête définie le temps que prend le signal 
filtré à atteindre son maximum, q est la charge électrique, ENCm* est la charge équivalente 
de bruit électronique de la PDA, CoxWL est la capacité de l'oxyde de grille, Cgruie est la 
capacité de grille du transistor d'entrée, et Ceq représente toutes les autres capacités à l'entrée 
du préamplificateur. La charge de l'électron (q) qui divise les équations ENC sert à convertir 
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l'équation en unité d'électrons. Sans ce terme, ces mêmes équations sont en unités de 
coulombs. De ces équations, les paramètres Cgriik, CoxWL, gm-*ntrée et a„^ntrée dépendent des 
dimensions et de la polarité du transistor d'entrée. Le paramètre K/, quant qu'à lui, ne dépend 
que de la polarité du transistor d'entrée. La démonstration des équations ENÇ dans la 
littérature Erreur ! Source du renvoi introuvable, indique que le type de filtre de mise en 
forme utilisé à la suite du préamplificateur de charges modifiera la charge équivalente de 
bruit à l'entrée du système. De cette démonstration surviennent les paramètres As, Ap et Aj, 
qui sont propres au type de filtre utilisé. Les valeurs de ces paramètres ont déjà été calculées 
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Figure 2.5 Courbe typique du ENC en fonction de Tcroe [Robert, 2004], 
Le bruit ENC total est la valeur efficace (« root mean square », RMS) de toutes les équations 
ENC en unité d'électrons. Il est aléatoire, non corrélé avec le signal, avec une distribution 
normale qui ne varie pas dans le temps. Il peut donc être approximé par un 'bruit blanc 
gaussien stationnaire'. 
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2.2.4 Filtre de mise en forme 
Le filtre de mise en forme, communément appelé « shaper » en anglais, a en TEP pour 
objectif de maximiser le rapport S/B soit pour la mesure en énergie, soit pour la mesure en 
temps (obtenir une pente la plus grande possible au temps de mesure pour optimiser la 
résolution en temps). De plus, il doit amplifier le signal du CSP et le ramener à zéro le plus 
rapidement possible. La sortie du filtre de mise en forme doit offrir des signaux proprement 
séparés même si les signaux de la sortie de CSP se superposent. Il doit en même temps 
préserver le contenu d'information du signal soit l'amplitude du puise qui est proportionnelle 
à l'énergie de l'événement radioactif et le temps où l'événement a été détecté. Ainsi, le 
problème revient à choisir la constante de temps du filtre de mise en forme de façon à 
minimiser le bruit présent, tout en conservant l'information utile du signal. 
En spectroscopic nucléaire, les filtres gaussiens sont potentiellement les meilleures options 
de mise en forme pour réaliser une amplification dans un système de spectroscopic haute 
résolution et à haut taux de comptage [Okhawa et coll., 1976]. Ce type de filtre de mise en 
forme gaussien procure au signal TEP les caractéristiques favorables en ce qui a trait à la 
diminution des erreurs d'empilement quand le taux de comptage de photons est élevé; ce qui 
diminue l'erreur de mesure du temps d'un événement. Cependant, la vraie forme gaussienne 
ne peut pas être obtenue par des circuits physiquement réalisables. Il est bien connu dans la 
littérature que l'enchaînement d'un étage de dérivation CR suivi d'un nombre infini d'étages 
d'intégration avec les mêmes constantes de temps que le dérivateur donne 
approximativement un filtre gaussien [Okhawa et coll., 1976]. Le différentiateur possède 
couramment un zéro à l'origine et un ou des pôles réels. Il est possible d'avoir un 
différentiateur avec des pôles complexes, qui permettent d'obtenir une forme plus gaussienne 




où r est la constante de temps du filtre qui est directement relié au temps du maximum 
(« peaking time » en anglais). La constante de temps de l'étage de dérivation (CR) et celle 
des étages d'intégration (nxRC) sont habituellement fixées à une même valeur. De plus, la 
densité spectrale de bruit équivalent de la chaîne, ramené à l'entrée du CSP est dépendante de 
T. Il est donc possible de filtrer une partie de bruit du préamplificateur en appliquant un filtre 
de mise en forme dans le but de maximiser le S/B. Figure 2.3 montre la réponse à l'échelon 
de quelques exemples de filtres CR-RC" de différents ordres et constantes de temps. 
e intégrateur RC 
CR-RC filters 
tau =100 ns, 
.  1 5  2  
Temps (sec) x 10 
Figure 2.6 La réponse à l'échelon d'un filtre de mise en forme RC utilisé dans LabPET 
(constante de temps, T, 1.5 us, temps de montée, TR, 15 ns) et la réponse à l'échelon des filtres 
CR-RC" avec des pôles réels d'ordres 1 et 3 avec un temps du maximum de 50 ns (constantes 
de temps, r, 50 ns et 16.6 ns respectivement) et un temps du maximum de 100 ns (r 100 ns et 
33 ns respectivement). 
2.3 Physique de la TEP 
En TEP, la performance se mesure à l'aide de deux critères principaux : l'efficacité ou 
sensibilité de l'appareil, c'est-à-dire la quantité de radiation analysée en fonction de la dose 
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radioactive injectée et la qualité de l'image, définie par des paramètres comme la taille des 
détails observables, le bruit, etc. Les problèmes qui diminuent la performance des scanners 
sont nombreux. 
2.3.1 Résolution spatiale 
La résolution spatiale (RS) d'un scanner est le plus petit pixel ou voxel contenant une 
information quantifiable de la distribution du radiotraceur. Elle correspond à la plus petite 
distance entre deux sources ponctuelles permettant que celles-ci soient discernables sur 
l'image acquise. La résolution spatiale est mesurée à la largeur à la mi-hauteur (LMH, ou 
FWHM pour « Full Width at Half Maximum » en anglais) du taux de comptage d'une paire 
de détecteurs en coïncidence en fonction de la position de la source et dépend de la résolution 
intrinsèque du détecteur, de la distance séparant les détecteurs en coïncidence, de la 
dimension effective de la source, incluant la portée du positon, et du filtre de reconstruction 
tomographique utilisé [Moses et coll., 1994]. La LMH de cette résolution en mm au centre du 
champ de vue est donnée par la formule empirique suivante, 
LMH= a j (d  / 2 )2+b2 + r2 +(0.0022D)2 (2.5) 
où d est la dimension des en mm, b est le facteur de décodage du détecteur liée à 
l'imprécision sur la localisation d'interaction dans le détecteur en mm (=0 pour un couplage 
individuel des détecteurs), r est la contribution liée au parcours des positrons et représente la 
dimension effective de la source, D est le diamètre du scanner séparant les détecteur en 
coïncidence en mm et traduit l'effet de la non-colinéarité des photons d'annihilation : la 
déviation de l'angle de 180° (± 0.25°) des photons émis en coïncidence. Le facteur a (1 < a 
< 1.3) dépend de l'algorithme de reconstruction utilisé. Il vaut typiquement 1.2 lorsqu'on 
utilise un algorithme de rétroprojection filtré et est sans unité. Les deux premiers termes de la 
racine carrée déterminent la résolution intrinsèque des détecteurs. Elle comprend une 
contribution géométrique liée aux dimensions des éléments de détection (résolution 
intrinsèque géométrique) et une contribution liée à l'imprécision sur la localisation des 
éléments de détection où se produit l'interaction (résolution intrinsèque de décodage). 
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La RS varie aussi avec la position de la source dans le champ de vue (CDV) du détecteur et 
se dégrade en s'éloignant du centre axial du tomographe. Trois paramètres caractérisant la 
résolution spatiale sur image se distinguent: La résolution radiale définie par la LMH de la 
fonction de dispersion ponctuelle du profil de la source mesuré dans le plan de coupe du 
système et dans la direction de la ligne joignant le centre de la coupe transversale au point 
source. La résolution tangentielle mesurée dans la direction perpendiculaire à la direction de 
la ligne joignant le centre de la coupe transversale au point source. La résolution axiale 
définie par la LMH de la fonction de dispersion ponctuelle du profil de la source, mesurée 
dans le plan axial du tomographe (Figure 2.6). 
Figure 2.7 Les résolutions spatiales radiale et tangentielle du tomographe mesurées avec une 
source ponctuelle placée dans le même plan axial dans le CDV du système. 
Deux facteurs extrinsèques posent des limites sur la RS en TEP : la déviation de l'angle de 
180° (± 0.25°) des photons émis en coïncidence appelé l'acolinéarité, et la distance parcourue 
par les positrons dans le tissu avant l'annihilation (~1 à 2 mm en fonction du radioisotope). 
Le premier facteur est le facteur majeur limitant la RS en TEP clinique (causant une limite de 
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1.5-4 mm); le deuxième facteur limite la RS de la TEP préclinique haute résolution à ~1 
mm. Le traceur ,8F-fluorodeoxyglucose (FDG), possédant une distance de parcours de 
positron de 0.7 mm RMS, est le plus couramment utilisé en imagerie TEP clinique et 
préclinique pour obtenir des images de très haute résolution. 
2.3.2 Problème de parallaxe et mesure de la profondeur d'interaction 
L'équation (2.5) montre que la taille de chaque détecteur en TEP joue un rôle dans la 
résolution spatiale d'un scanner. Les détecteurs plus longs, nécessaire pour obtenir une bonne 
capacité d'arrêt de la part des détecteurs, améliorent l'efficacité de détection, mais dégradent 
la RS radiale à cause d'un problème appelé « parallaxe » (Figure 2.4). Le problème de 
parallaxe augmente avec la distance par rapport au champ de vue. L'erreur maximale sur 
l'estimation de la LDR dans le centre du CDV se résume à la surface du cristal tangente à 
l'anneau, donc à la résolution intrinsèque des détecteurs. En effet, la projection radiale de la 
longueur du détecteur, qui est beaucoup plus grande que la surface du détecteur, cause cette 
incertitude sur la LDR. Par contre, plus la trajectoire empruntée par les photons 
d'annihilation est éloignée du centre de l'anneau, plus le facteur d'incertitude sur l'estimation 
de la LDR augmente (Figure 2.4.a). 
Afin d'améliorer la résolution spatiale et diminuer le problème de parallaxe, une solution 
consiste à empiler des cristaux de plus petite taille (petite longueur) l'un sur l'autre (Figure 
2.4.b et Figure 2.4.c), ce qui permet de garder une longueur de cristal adéquate afin de 
conserver le pouvoir d'arrêt et donc la sensibilité sans augmenter le nombre de chaîne 
analogique nécessaire. Cette approche appelée aussi phosphor sandwich ou phoswich, est 
basée sur l'utilisation de détecteurs formés de plusieurs types de cristaux aux caractéristiques 
dynamiques différentes [Saoudi et coll., 1999] [Mosset et coll., 2006]. Il est alors possible de 
mesurer la profondeur d'interaction (PDI, ou « Depth of interaction » en anglais) du photon 
dans les détecteurs en discriminant le cristal récepteur [MacDonald et coll., 1998] par 
différentes techniques d'identification des cristaux. 
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Figure 2.8 a) l'erreur de parallaxe; b) et c) le détecteur phoswich est une solution au 
problème de parallaxe par la mesure de la profondeur d'interaction pour améliorer la 
résolution spatiale tout en conservant le même nombre de canaux électroniques. 
2.3.3 Sensibilité 
La sensibilité absolue d'un scanner TEP se définit comme étant l'efficacité de détection des 
paires de photons d'annihilation issues d'une source ponctuelle placée au centre du CDV. La 
sensibilité absolue dépend d'une part de la couverture angulaire - solid angle- et d'autre part 
de l'efficacité intrinsèque des détecteurs. En général, la sensibilité d'un système n'est pas 
homogène partout dans le champ de vue et est maximale au centre du CDV. La sensibilité 
diminue à cause de la couverture angulaire incomplète des anneaux de détecteurs par rapport 
au volume du sujet étudié et à cause de la faible proportion de photons détectés en 
coïncidence par rapport au nombre des photons interagissant dans les détecteurs. 
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2.3.4 Diffusions Compton et son impact sur la qualité d'image 
Tel que vu précédemment, le cristal scintillateur posé à l'avant du détecteur dans un système 
TEP capte le rayonnement gamma de 511 keV et convertit cette énergie en photons dont la 
longueur d'onde varie du visible à l'ultraviolet. Or, le gamma n'interagit pas toujours de la 
même façon avec le cristal. En effet, le système de détection fait face à deux phénomènes 
physiques: l'interaction photoélectrique et la difïusion Compton. L'interaction 
photoélectrique constitue le type d'interaction recherché puisqu'il correspond au cas idéal où 
toute l'énergie du photon d'annihilation est transférée à un électron fortement couplé au 
noyau d'un atome du cristal. Ce photon ionise plusieurs autres atomes par une avalanche de 
collisions. Les électrons extraits vont ensuite relaxer par l'entremise d'impuretés qui crée des 
niveaux d'énergies disponibles dans le le photodétecteur [Pépin, 2001]. La difïusion 
Compton survient lorsque le photon incident interagit sur sa trajectoire avec un électron du 
milieu ou un électron faiblement couplé à un atome et transmet une partie de son énergie à 
cet électron puis change de trajectoire. Les scénarios de la diffusion Compton dépendent 
essentiellement de l'énergie du photon incident, du matériau du détecteur et de la géométrie 
du scanner. L'énergie du photon diffusé dépend de la déviation angulaire du rayon incident et 
suit la relation, 
E E> 
D 
{  ,  £,(l-cosg) 
m e 2  ( 2 . 6 )  
où Ej correspond à l'énergie du photon incident ( c.à.d. 511 keV), 6 à l'angle formé entre la 
trajectoire du photon incident et celle du photon diffusé, m à la masse de l'électron et c à la 
vitesse de la lumière [Knoll, 1999]. La distribution angulaire des photons diffusés s'obtient 





Figure 2.9 Probabilité angulaire des diffusions Compton obtenue par le modèle de Klein-
Nishina [Knoll, 1999]. 
Le photon diffusé peut prendre toutes les directions, mais son énergie résiduelle dépend de la 
direction prise. Le modèle de Klein-Nishina quantifie la probabilité qu'un photon soit diffusé 
avec un certain angle. Ce modèle montre que plus grande est l'énergie du photon incident, 
plus grande est la probabilité que le photon diffusé soit émis vers l'avant (Figure 2.5). 
Inversement, pour les énergies plus basses, les probabilités que le photon soit diffusé vers 
l'avant ou vers l'arrière tendent à s'équilibrer. Pour un photon incident de 511 keV, la 
probabilité de diffusion Compton est de 50% pour une diffusion entre 0° et 60°, de 30% pour 
une diffusion entre 60° et 90° et de 20% pour une diffusion entre 90° et 180° [Knoll, 1999]. 
Lorsque le photon est diffusé vers l'avant, il dépose très peu de son énergie dans le cristal 
avec lequel il interagit, alors qu'une diffusion vers l'arrière (rétrodiffusion) implique un dépôt 
d'une grande partie de son énergie dans le cristal récepteur. À un angle de 90°, il dépose la 
moitié de son énergie et repart avec 255 keV d'énergie. Pour une énergie incidente donnée, la 
probabilité qu'une interaction soit photoélectrique ou Compton dépend de la densité et de la 
composition du détecteur (nombre atomique effectif Zc«) (Figure 2.9). La probabilité d'une 
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Figure 2.10 La probabilité d'une interaction photoélectrique/Compton pour une énergie 
incidente et/ou un nombre atomique effectif donnés. La courbe à gauche (ape= Oincoh) montre 
l'endroit où les probabilités d'une interaction photoélectrique et d'une diffusion Compton 
sont égales et la courbe à droite (apair= Oincoh) montre l'endroit où les probabilités de 
production dé pair et d'une diffusion Compton sont égales. 
En pratique, lorsqu'une interaction Compton dans un détecteur donné est suivie d'une ou 
plusieurs interactions Compton et/ou photoélectriques dans ce même détecteur, ces 
événements sont indiscernables du point de vue du scanner; l'énergie totale détectée sera 
égale à la somme des énergies déposées dans le détecteur par toutes ces interactions quasi 
simultanées. En conséquence, le ratio de photons Compton versus photoélectriques vu par le 
scanner diffère de la probabilité physique d'occurrence de ces événements. Plus le détecteur 
est gros, plus le nombre apparent de détections photoélectriques augmente. 
Une diffusion Compton peut survenir dans tous les matériaux qui se retrouvent sur le chemin 
du photon d'annihilation avant son absorption complète. Les scénarios d'une diffusion 
Compton dans un scanner TEP peuvent donc être très variés. Une diffusion peut arriver dans 
l'environnement du scanner, le sujet à imager ou les détecteurs. Un photon peut subir 
plusieurs diffusions Compton successives en perdant progressivement de l'énergie, diffusions 
dites multiples, ou ne diffuser qu'une seule fois et se faire absorber au bout d'une deuxième 
interaction avec la matière, diffusion dite simple. Les coïncidences diffusées détectées dans 
un scanner TEP peuvent alors être issues de deux photons dont l'un ou l'autre ou les deux ont 
subi une ou plusieurs interactions Compton. 
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Dans le cas d'un scanner TEP petit animal, la diffusion dans le sujet demeure minimale 
comparée aux autres scénarios de diffusion dans les détecteurs du scanner. La fraction des 
photons diffusés à l'intérieur du sujet dans une fenêtre de 150 keV à 750 keV est de 3-4 % 
pour une souris et de 10 % pour un rat [Yang et coll., 2006]. Cependant, les diffusions 
Compton à l'intérieur des détecteurs d'un scanner TEP petit animal constituent plus de la 
moitié des événements (Figure 2.7). En résumé, deux scénarios généraux de diffusion 
Compton peuvent survenir dans les détecteurs. Le premier se produit dans un même 
détecteur, dépendant de la taille et la matière des cristaux utilisés, une diffusion Compton 
simple ou multiple peut surgir et un seul signal représentant la somme des interactions sera 
mesuré. Cela cause une indissociabilité des photons diffusés et une seule LDR sera attribuée 
au cristal récepteur. Le second scénario implique les diffusions inter-détecteur qui 
surviennent quand le photon dépose une partie de son énergie (Ej) dans un cristal et sort du 
détecteur avec une énergie E2 =511-Ei; la différence des énergies étant liée par l'angle de 
diffusion (Équation 2.6). 
Figure 2.11 Quelques exemples des différents scénarios de la diffusion Compton entre les 
détecteurs d'un scanner TEP petit animal [Rafecas et coll., 2003]. (a) l'un des photons de 
coïncidence a subi une diffusion Compton, (b) les deux photons en coïncidences ont subi une 
diffusion Compton, (c) l'un des photon de coïncidence a subi deux diffusion Compton. 
(a 
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Le scénario le plus probable des diffusions Compton inter-cristaux pour un photon incident 
de 511 keV est une diffusion Compton simple, dont le photon diffusé est complètement 
absorbé à la deuxième interaction avec la matière. Les simulations Monte Carlo pour le 
scanner MADPET-II [Rafecas et coll., 2001] ont démontré que seulement 14% des 
coïncidences diffusées ont eu des photons engagés dans une diffusion multiple. Selon 
Rafecas le cas le plus probable serait une coïncidence où un des photons a subi un effet 
photoélectrique et l'autre photon une seule interaction Compton. La diffusion Compton est 
certainement l'effet le plus difficile à corriger en TEP, surtout en mode 3D, en raison de 
l'influence de l'activité en dehors du champ de vue et de la résolution en énergie 
relativement faible des détecteurs. Au niveau des images, les diffusions Compton 
introduisent du bruit dans l'image reconstruite se traduisant majoritairement par une 
diminution du contraste, d'une dégradation du rapport signal sur bruit de l'image et une 
modification du nombre d'événements comptés par pixel (dégradation de la précision de 
quantification). La dégradation substantielle du contraste peut causer une mauvaise visibilité 
des objets et des éléments de taille fine dans l'image. La diffusion inter détecteur peut causer 
une mauvaise identification du cristal de la première interaction, appelé cristal primaire, et 
donc une LDR erronée et une diminution de la précision de l'algorithme de reconstruction 
d'image. Les diffusions inter-cristaux au sein d'un même détecteur phoswich sont 
indissociables et causent une mauvaise identification des cristaux par les algorithmes 
d'identification. Cette mauvaise identification cause une LDR erronée et un contraste 
dégradé. Néanmoins, bien que les photons diffusés par effet Compton contiennent de 
l'information pertinente à la reconstruction de l'image, ils ne sont donc pas considérés par le 
système faute d'un outil assez puissant pour déterminer leur trajectoire et les intégrer dans le 
processus de reconstruction d'image. Les événements diffusés sont rejetés du processus de 
reconstruction d'image en appliquant une fenêtre d'énergie. Présentement les fenêtres 
d'énergie utilisées dans les scanners ne prennent généralement en compte que les événements 
de 350-750 keV, ce qui cause la perte d'une grande partie des événements et une dégradation 
importante de la sensibilité du scanner. La possibilité de pouvoir intégrer les événements de 
100 keV à 350 keV dans le processus de reconstruction d'image serait une solution pour 
augmenter significativement la sensibilité en préservant la haute résolution des images 
[Rafecas et coll., 2003]. 
2.3.5 Résolution en énergie 
L'énergie est le paramètre principalement utilisé en imagerie TEP pour distinguer les 
interactions photoélectriques des interactions Compton. La façon commune d'extraire 
l'énergie d'un signal en TEP consiste à numériser l'amplitude du signal lorsqu'il a atteint son 
apogée, et cela à condition que le temps de montée du CSP et le temps du maximum de la 
mise en forme du signal soit choisi d'une manière à minimiser le déficit balistique afin 
d'assurer que toutes les charges issues du détecteur soient intégrées. Le spectre d'énergie 
permet de distinguer entre les événements utiles réels et les événements diffusés (Figure 2.8). 
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Figure 2.12 Le spectre d'énergie d'un détecteur phoswich LYSO/LGSO, avec deux photopics 
de 511 keV. 
La largeur à la mi-hauteur (LMH) du pic de 511 keV, couramment utilisée pour calculer la 
résolution en énergie du détecteur, est due à la variation de l'amplitude des impulsions de 
511 keV et provient des sources de bruit présent dans le détecteur et dans la chaîne 
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d'acquisition qui causent des incertitudes sur la mesure d'énergie. Dans un système TEP, les 
incertitudes sur la mesure d'énergie proviennent majoritairement de deux catégories de 
sources de bruit: les variations statistiques qui sont des sources inévitables d'incertitude dans 
toutes les mesures nucléaires à cause de la nature discrète des signaux mesurés et sont 
souvent la source prédominante de l'imprécision ou de l'erreur [Cherry, 2003]; et le bruit 
électronique du système. La LMH total pour le calcul de la résolution en énergie du système 
est alors équivalente à la somme des LMHs des différentes fluctuations existantes, 
LMH tota| — LMH bruit électroniq ue LMH jncertjtue s statistiqu es (2.15) 
2.3.6 Sources de bruit en imagerie TEP 
Les erreurs de mesures sont de quelques types généraux : les erreurs systématiques 
reproduisant une différence constante avec la réalité et les erreurs aléatoires causées par la 
variation aléatoire de la quantité à mesurer elle-même. Les erreurs aléatoires nuisent à la 
reproductibilité d'une détection réelle. Il est possible de minimiser les erreurs aléatoires en 
utilisant des instruments raffinés; néanmoins, il est impossible de les éliminer complètement. 
La quantité de l'erreur aléatoire présente dans la mesure est appelée l'incertitude de la 
mesure .  S i  x ( t )  es t  un  p roces sus  a l éa to i r e  ou  s tochas t ique  où  chaque  va l eu r  i n s t an t anée  de  x ( f )  
est indépendante des autres, dans ce cas x(t) est appelé 'bruit blanc ', sinon il est appelé 'bruit 
coloré Le bruit blanc a une auto-corrélation nulle en tout point sauf à l'origine; le processus 
est donc non corrélé. Les puissances de toutes les fréquences d'un processus de bruit blanc 
sont égales. Si la distribution de l'amplitude du bruit blanc est une distribution normale, on 
l'appelle 'bruit blanc gaussien '. Mais il existe aussi du 'bruit blanc poissonien', etc. 
Le bruit statistique dans un système TEP 
Cette erreur est composée de différents facteurs. Premièrement, la radioactivité elle-même 
qui est un processus aléatoire, et en conséquence, toutes les mesures basées sur des 
observations faites à partir d'une émission de radiation nucléaire sont sujettes à un certain 
degré de fluctuation statistique [Knoll, 1999]. Deuxièmement, une variation photostatistique 
s'observe sur le nombre de photons de lumière produits par scintillation à cause des 
caractéristiques intrinsèques du cristal lui-même [Lecomte et coll., 2001]. Troisièmement, le 
nombre de photoélectrons générés dans la PDA suit également une variation statistique 
[Radeka et coll., 1968]. Quatrièmement, l'efficacité de collecte de la lumière est non 
uniforme selon l'endroit où l'interaction a eu lieu dans le cristal [Knoll, 1999]. Et finalement, 
la réponse en énergie du cristal scintillateur qui est non-linéaire : la quantité de lumière 
produite par des diffusions Compton multiples est différente de la quantité de lumière 
produite par un événement photoélectrique simple, même si l'énergie totale déposée dans le 
cristal est la même [Knoll, 1999]. Le bruit photostatistique du cristal ainsi que le bruit de 
multiplication par la PDA ou «Excess Multiplication Noise», (v2pda (0) de l'équation (2.9), 
sont des processus stochastiques, corrélés avec le signal des photoélectrons, sont variant dans 
le temps (non-stationnaires), et suivent la loi de Poisson. 
Le bruit électronique dans un système TEP 
Les variations électroniques aléatoires ont aussi une contribution à la variance de l'amplitude 
du signal de sortie. Les principales sources du bruit électronique causées par la chaîne 
d'acquisition sont le bruit du photodétecteur, équation (2.8) dans le cas d'une PDA, et celui 
de l'électronique analogique frontale, équations (2.11) à (2.13). 
Le bruit total 
En statistique, la combinaison de plusieurs sources de bruits indépendantes (pour éviter 
l'effet de la corrélation entre les bruits) tend vers une distribution gaussienne avec une 
moyenne qui est la somme des moyennes et une variance qui est la moyenne quadratique des 
variances : a = ^<rf +o\ +.... 
Dans le cas d'un système TEP, la valeur de la moyenne quadratique (« root mean square », 
RMS) du bruit total de la chaîne de détection en unité de voltage peut alors être approximé 
par une distribution gaussienne, 
(2.14) 
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où vScin est le bruit RMS photostatistique du cristal, vpDA est le bruit RMS de multiplication 
des charges par la PDA, et VENC est le bruit RMS du ENC [Casey et coll., 2003]. Étant donné 
la nature non-stationnaire du bruit de Poisson, le bruit total ajouté sur signal mesuré à la 
sortie de la chaîne d'acquisition (DAQ) est aussi non-stationnaire. 
Étant donné la corrélation du bruit Poisson avec le signal, cette source de bruit est dominante 
pour les événements photoélectriques. Toutefois, le bruit électronique devient dominant pour 
les signaux basse énergie. 
2.4 Le scanner LabPET™ 
La dernière section de ce chapitre met en lumière l'architecture électronique du scanner 
LabPET™, un scanner TEP petit animal développé à l'Université de Sherbrooke [Fontaine et 
coll., 2009] qui dans le cadre des présents travaux de doctorat, servira de plate-forme de 
validation pour les développements théoriques. 
Ce scanner TEP préclinique utilise des détecteurs phoswich, mais cette fois avec deux 
cristaux agencés côte à côte de façon à augmenter le nombre de pixels tout en gardant un 
/ 
nombre relativement bas de canaux électroniques (Figure 2.9). Les modules des détecteurs du 
LabPET™ sont des cristaux de deux matériaux différents, LYSO et LGSO, agencés côte à 








Les modules de détection sont construits de deux phoswich LYSO/LGSO (t, ~ 40 ns et ~ 65 
ns respectivement) où chaque cristal possède un volume de ~ 2 x 2 x ~12 mm3. La 
détermination du cristal scintillant (ayant arrêté le rayon gamma) récepteur dans des paires de 
cristaux en phoswich se fait à l'aide d'un algorithme d'identification des cristaux. Une 
numérisation hâtive des signaux acquis du LabPET™ permet de bénéficier de la grande 
flexibilité d'un traitement numérique. 
Les détecteurs basés sur des PDA sont disposés en anneau et permettent une acquisition par 
comptage de photons. L'anneau de 16.2 cm de diamètre offre un champ de vue de 110 mm 
de diamètre et est d'une profondeur de 3.75 cm, 7.5 cm ou de 11.5 cm [Bergeron et coll., 
2009]. Le préamplificateur de charge (CSP) à faible bruit transforme le signal des charges 
électroniques en un signal de tension. La solution simple de mise en forme du signal 
actuellement utilisée dans le LabPET™ consiste en un circuit de mise en forme intégrateur 
RC avec une forme, 
1 — — 
h( t )  =  —-—(e r '  -e t j) (2.12) 
T,  -R 2  
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où T\ est la constante de temps du CSP (1.50 ^s) et T2 est le temps de montée du signal 
dominé par la constante de décroissance du cristal scintillant (~40 ns ou -65 ns). 
L'intégration du signal sert à la mesure du contenu énergétique déposé dans le cristal par le 
photon incident. Le signal est ensuite numérisé par un convertisseur analogique/numérique 
(CAN) puis envoyé à une matrice de portes logiques programmables (FPGA) afin 1) 
d'enregistrer les échantillons du signal détecté, 2) déterminer le moment de leur arrivée et, 3) 
de les formater en vue de leur traitement dans le processeur de signaux numériques (« Digital 
Signal Processor », DSP) [Fontaine et coll., 2006]. La résolution en énergie LMH des 
détecteurs phoswich dans LabPET™ est d'environ 25% pour le pic à 511 keV [Bergeron et 
coll., 2009]. La résolution spatiale est de 1.3 mm au centre du CDV et l'efficacité de 
détection pour une fenêtre d'énergie de 250 keV à 650 keV est de 1.2% à 2.1%. L'efficacité 
de détection assez faible de ce système comparée à d'autres scanners est due à la petite 
dimension des détecteurs individuels et aux espaces vides entre les détecteurs qui induisent la 
perte d'une grande quantité d'événements. Cependant, la sensibilité dans l'image reconstruite 
est encore à démontrer [Bergeron et coll., 2009]. Ce chapitre a couvert les principes généraux 
à la base de la TEP, des phénomènes physiques jusqu'à l'enregistrement des événements par 
le système d'acquisition et des limites actuelles rencontrées. La dernière section du chapitre a 
mis en lumière l'architecture électronique du LabPET™, le scanner développé par le 
GRAMS et le LabTEP, qui dans le cadre des présents travaux de doctorat servira de plate-
forme de la validation des améliorations apportées à l'algorithme d'identification de Wiener. 
Il servira aussi de modèle pour le développement d'un simulateur de chaîne d'acquisition qui 
sera utilisé pour évaluer l'algorithme de Wiener face aux différents facteurs physiques et 
électroniques contribuant aux résultats d'identification des cristaux. 
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CHAPITRE3 ÉTAT DE L'ART: TEP À HAUTE 
PERFORMANCE 
Le chapitre précédent a permis de connaître de plus près les limites physiques de l'imagerie 
TEP pour atteindre de hautes performances, notamment une haute résolution spatiale et une 
haute sensibilité. Comme il a été démontré, diminuer la taille des cristaux détecteurs en TEP 
constitue une solution pour améliorer la résolution spatiale. Cette amélioration s'effectue 
cependant au détriment de l'efficacité de détection du scanner à cause de la petite dimension 
des détecteurs individuels et des espaces introduits entre les détecteurs et augmente 
significativement le nombre de canaux électronique du système. 
Comme il a été élaboré dans la section 2.3.2, l'utilisation des détecteurs composés de 
plusieurs cristaux de différents matériaux et avec des constantes de temps différentes, appelés 
phoswich, est une solution innovatrice qui aide à minimiser l'erreur de parallaxe dans les 
détecteurs et augmenter la résolution spatiale du système sans doubler sa complexité 
analogique. Néanmoins, l'identification du cristal (IC) excité dans un détecteur phoswich 
devient une information essentielle afin de localiser le cristal récepteur. 
3.1 Identification des cristaux d'un détecteur phoswich en TEP 
Différentes méthodes ont été développées afin d'identifier le cristal récepteur dans un 
détecteur phoswich. Parmi ces méthodes, on remarque l'utilisation des TPM ou PDA 
sensibles à la position d'interaction du photon [Levin et coll., 2003] [Burr et coll., 2004] 
[Yang et coll., 2006] qui, couplées à des matrices de cristaux, arrivent à discriminer des 
détecteurs à trois ou quatre couches de cristaux [Huber et coll. 2001] [Shah et coll. 2004] 
[Tsuda et coll., 2004] [Hong et coll., 2008]. Toutefois, la distorsion de la position sur les 
images obtenues par ces photodétecteurs a pour effet de diminuer la résolution de l'appareil 
(Figure 3.1). De plus, le partage du TPM ou de la PDA entre plusieurs cristaux limite de 
façon importante les taux de comptage admissibles sur chaque cristal. 
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Figure 3.1 Résolution en position d'un TPM sensible à la position [Viscogliosi, 2007]. 
Des méthodes de traitement analogique des signaux basées sur la discrimination des cristaux 
par les caractéristiques temporelles des signaux ont aussi été investiguées auparavant [Saoudi 
et coll., 1999] [Streun et coll. 2003]. Ces techniques, appelées discrimination sur la forme des 
impulsions (« Pulse Shape Discrimination », PSD), comportent des erreurs d'identification 
non-négligeables, spécialement en dehors de la fenêtre d'énergie de 350-750 keV. Ces 
méthodes ne sont toutefois pas utilisables quand les réponses temporelles des deux types de 
cristaux sont très proches. Il convient de rappeler aussi que ces méthodes ne sont pas 
performantes dans la discrimination des photons avec un faible rapport S/B [Fontaine et coll., 
2007]. Des techniques numériques plus puissantes avec des taux d'erreur beaucoup moins 
élevés en identification des cristaux ont récemment été développées [Semmaoui et coll., 
2005] [Viscogliosi et coll., 2008] [Michaud et coll. 2010]. Ces techniques, basées sur le 
filtrage adaptatif, sont issues de la théorie des systèmes et de l'asservissement et paraissent 
être une avenue très prometteuse grâce à la rapidité de calcul, l'implantation en temps réel et 
le taux d'erreur très faible qu'elles peuvent atteindre. 
3.2 Techniques de filtrage adaptatif pouvant servir à 
l'identification des cristaux en TEP 
Un filtre adaptatif est un filtre qui auto-ajuste sa fonction de transfert via un algorithme 
d'optimisation. Le filtrage adaptative est utilisé en traitement numérique des signaux pour ie 
débruitage, la prédiction ou l'identification de systèmes [Haykin, 2001]. Dans l'application 
en identification d'un système, un algorithme adaptatif minimise l'erreur entre la sortie du 
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filtre et la sortie réelle du système [Lyung, 1999]. Dans ce cas, un signal x(ri) est injecté à 
l'entrée du système réel ainsi qu'à l'entrée du filtre, soit l'identificateur qui vise à modéliser 
au mieux le système par un modèle mathématique (Figure 3.1). L'ajustement des paramètres 
du modèle du système à l'aide de l'algorithme adaptatif tente de minimiser l'erreur e(ri) en 
faisant en sorte que la sortie y(n) du système se rapproche le plus possible de la sortie du 
système réel d(n). Pour identifier de façon appropriée le système, on doit d'abord 
sélectionner un modèle valable pour le filtre adaptatif. Ce modèle est conçu afin qu'il 
représente les caractéristiques dynamiques importantes du système. Ainsi, l'algorithme 
adaptatif sert à obtenir les paramètres modélisant le système qui serviront à l'identification 





Figure 3.2 Principe général d'identification des systèmes. 
Dans le cas à l'étude, le système à identifier, soit le cristal, ainsi que le reste de la chaîne 
d'acquisition, sont des systèmes linéaires et invariants dans le temps (« Linear Time 
Invariant », LTI). Il existe une multitude façon pour modéliser un système LTÏ et différentes 
algorithmes d'adaptation de modèles aux caractéristiques diverses ont aussi été développés 
par le passé tel les algorithmes adaptatifs de moindres carrés. 
3.2.1 Modèles à série temporelle 
Un système peut être modélisé par différentes formes mathématiques : les relations 
statistiques, les équations différentielles, la fonction de transfert dans le domaine Z ou 
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Laplace et les modèles à série temporelle (itime-series). Les modèles à série temporelle sont 
avantagés par rapport aux autres modèles par leur nature numérique, ce qui les relie 
directement à la fonction de transfert numérique. Parmi les modèles à série temporelle, le 
modèle auto régressif (« Auto-Regressive », AR) est un des modèles les plus simples où la 
sortie du système ne dépend que de ses valeurs passées pondérées, 
Ay(t )=e( t ) ,  (3.1) 
où y(t) et e{t) sont des séquences aléatoires et A est une matrice des paramètres du système à 
ajuster. Il existe aussi le modèle auto régressif avec une variable exogène (ARX) qui est un 
modèle AR avec une entrée exogène qui influence le comportement du système, 
A y(t) = B u(t-k) + e(t) , (3.2) 
où u(t-k) est l'entrée exogène du système, avec une matrice des paramètres B. Le modèle 
« Auto-Regressive Moving Average exogenous » (ARMAX) est un modèle puissant qui 
conviendrait le mieux à la modélisation d'un système de détection d'imagerie TEP. Le 
modèle ARMAX tient compte des modèles plus simples d'AR et de « Moving-Average » 
(MA) avec une entrée exogène qui influence le comportement du système, 
A y( t )  = B.  u( t -k)  + C.  e( t )  . (3.3) 
Le modèle ARMAX est l'équivalent stochastique de la fonction de transfert numérique. 
L'inconvénient de ce modèle est sa complexité de calcul à cause du nombre élevé de 
paramètres à estimer. Il serait donc convenable d'évaluer en premier lieu l'application des 
modèles plus simples d'AR ou ARX avant d'utiliser directement le modèle ARMAX. 
Le choix d'un algorithme adaptatif approprié pour ajuster les paramètres du modèle choisi se 
fait, dans une forme très générale, entre deux types d'algorithmes : les algorithmes itératifs et 
les algorithmes optimaux. Les algorithmes adaptatifs itératifs essaient de trouver la solution 
du filtre optimal échantillon par échantillon. En règle générale, en fonction de leur rapidité de 
convergence et de leur simplicité de calcul, certains de ces algorithmes itératifs sont préférés 
aux autres. Quelques exemples les plus courants des algorithmes itératifs sont les méthodes 
des moindres carrés moyens (« Least Mean Square », LMS) et des moindres carrés récursifs 
(« Recursive Least Square », RLS) qui se rapprochent dans leurs réponses à la solution du 
filtre optimal de Wiener [Haykin, 2001]. 
3.2.2 L'algorithme LMS 
De part sa simplicité, l'algorithme LMS compte parmi les algorithmes adaptatifs itératifs les 
plus utilisés [Haykin, 1998]. Les poids du filtre se calculent selon l'équation suivante, 
y ( n )  =  W T ( n ) x ( n )  
e(n)= d{r i ) -y(n)  (3.4) 
W (n +1)  = W (n)  + n  e(n)x(n)  
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où X") est le signal estimé, e(n)  est l'erreur entre le signal mesuré d(n)  et le signal estimé 
pour chaque échantillon n, W{n) est la matrice des coefficients du filtre, x(n) est le signal 
d'entrée et le facteur n contrôle la stabilité et la vitesse de convergence. L'algorithme LMS a 
une complexité relative au nombre d'échantillon n, mais une convergence lente. 
L'algorithme LMS et le bruit 
L'algorithme itératif de LMS est très fréquemment utilisé dans l'adaptation des coefficients 
du filtre de Wiener. Son comportement vis-à-vis au bruit est semblable au filtre de Wiener. 
Pour un signal d'entrée x(n) et un vecteur de poids W(n) contenant les coefficients du filtre 
adaptatif, 
W(n + 1)  = W(n)  + f ie(n)  
e M ^ E ^ d W - W ' x i n ) ) 2 } '  (3S) 
où en minimisant l'espérance du carré des différences entre le signal réel d(rt) et le signal de 
la sortie du filtre y(n), E{e(n)2}, dans le cas d'un environnement stationnaire, l'algorithme 
LMS trouve les coefficients du filtre adaptatif W(n) les plus proches des vrais coefficients du 
système, W0(n). Dans le cas d'un bruit non-stationnaire, le signal mesuré devient non 
stationnaire et les valeurs du vecteur des coefficients optimums du filtre changent d'une 
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itération à la prochaine. Alors, comme dans le cas du filtre de Wiener, l'algorithme LMS 
cherche le point minimum de la surface de l'erreur et ainsi la position changeante de la 
valeur minimum. Par contre, sachant que l'algorithme LMS estime d'une manière 
instantanée le W(n), un choix optimal du facteur de convergence n permet de réduire les biais 
d'identification comme l'erreur de décalage des coefficients et l'erreur de bruit des 
coefficients. Un modèle préalablement connu de p.(«) variant dans le temps avec une fonction 
de pondération exponentielle pourrait modéliser la non-stationnarité poissonienne du système 
TEP. 
3.2.3 L'algorithme RLS 
L'algorithme récursif de RLS se dérive des algorithmes de moindres carrés et auto-ajuste ses 
coefficients de filtre automatiquement sans avoir besoin des connaissances statistiques du 
signal d'entrée. Cet algorithme utilise toutes les informations du contenu du signal d'entrée 
du début d'adaptation jusqu'au temps présent. Il constitue une solution élégante au problème 
de minimisation de la fonction de coût, soit l'erreur quadratique moyenne entre le signal 
mesuré, d(n), et le signal estime, y(ri). L'estimation faite ainsi n'a aucun biais d'erreur si 
l'erreur du signal e(n) a une moyenne nulle. L'algorithme RLS compte parmi les algorithmes 
les plus puissants qui minimise la somme des erreurs au carré (« Least-square », LS) en se 
basant sur la mise à jour des poids après chaque itération, 
W(n)  = W(n-1)  + K(n)  e(n)  
e(r i )  = d  («)  -  W T  (n  -1)  x (n)  
K(n)  = P(w-l) x(n ) , (3.6) 
(X+u T (n)  P( j i - \ )  x (n))  
P  (n)  = Â l (P(n- l ) -K(n)  x T  (r i )  />(h-1)) 
où y{n) est le signal estimé, e(n) est l'erreur entre le signal mesuré d(n) et le signal estimé 
pour chaque échantillon n, W(n) est la matrice des coefficients de filtre et x(n) est le signal 
d'entrée. Les matrices P{n) et K(n) sont des variables intermédiaires dans le calcul d'itération 
et X est une valeur positive appelé facteur d'oubli ('forget factor ") qui est le poids appliqué 
aux échantillons de l'erreur du passé et détermine la mémoire de l'algorithme pour minimiser 
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l'effet du bruit. L'algorithme RLS a une complexité de calcul reliée au carré du nombre 
d'échantillon, ri1, mais une convergence plus rapide que le LMS. 
3.2.3.1 L'algorithme RLS et le bruit 
L'algorithme RLS, ayant été pensé pour un environnement stationnaire, doit être modifié 
pour l'opération dans un environnement non-stationnaire en adoptant une somme des résidus 
des carrés pondérés comme la fonction de coût, 
J ( n )  =  Ï H ( n , i ) e 2 ( i ) (3.7) 
9 
où H (n,  î )  est un facteur de pondération, variant dans le temps, 
0< H(n,i)<= 1, avec /= 1,2,... ,n. 
L'utilisation de la fonction de pondération assure que les données dans le loin passé soient 
oubliées et donne la possibilité de suivre les variations statistiques des données quand 
l'environnement est non-stationnaire. La forme de cette fonction de pondération, en pratique, 
est souvent une pondération exponentielle définie par, 
H(n, i )  = X n ~ l ; i = l,2,...,n, (3.8) 
où X est irn scalaire positif, inférieur ou égale à 1. Alors 1- X est, grossièrement parlant, une 
mesure de la mémoire du degré d'exponentialité des pondérations de l'algorithme RLS. Bien 
que pour X = 1, toutes les données du passé ont un poids égal dans la mise à jour des 
coefficients, une valeur X. < 1 atténuera exponentiellement les données du passé donnant plus 
de poids aux données récentes dans la mise à jour des coefficients du filtre. L'algorithme 
RLS devient, 
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l  + X { H A \ T (r i )P{n- \ )u(r i )  
p{n)  = X i n A ) P{n -1)  -  X { n A ) k{n)u T {n)P(n -1)  ,  ( 3 . 9 )  
7j(n)  = d(n)-u T (n)h(n- l )  
h(n)  = h(n -1)  + k(n) i j (r i )  
Il faut savoir que la pondération exponentielle n'affecte que le calcul de gain AT(n) et la 
matrice de corrélation de l'estimation d'erreur, P(n). 
3.2.4 Filtre de Wiener 
Le filtre de Wiener constitue la base de la théorie des filtres adaptatifs [Bose, 2004]. Le filtre 
de Wiener donne la solution optimale que la plupart des algorithmes adaptatifs veulent 
atteindre. Il est développé pour les systèmes linéaires et les situations où le signal et/ou le 
bruit sont stationnaires ou stationnaires au sens large. Le filtre de Wiener produit une 
estimation optimale de la sortie du système. Selon cette technique, le modèle simple AR pour 
les systèmes linéaires invariants dans le temps (LTI) est choisi pour représenter les 
caractéristiques dynamiques du système, 
M N 
y(n)  = £bjx{n -  j)  -  £  ayin  - i )  (3.10) 
j=0 i=l • 
où les paramètres représentent les paramètres non-récursifs connus sous le terme « zéros du 
système » et les paramètres at représentent les paramètres récursifs ou encore les « pôles ». 
La solution optimale du filtre est obtenue en minimisant l'erreur quadratique moyenne de la 
fonction de coût J, 
J(W) = -E.{(d(n)-y(n) f}  
(3.11) 
où W  est la matrice des paramètres du filtre à optimiser. Un calcul de gradient permet de 
trouver la matrice optimale avec les valeurs des paramètres a et b qui minimisent l'erreur 
entre le signal estimé y(ri) et le signal mesuré d{n), 
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W o p i =R x  P 
5 (3.12) 
où p est la matrice de covariance entre y(n) et le signal d'entrée x(n) et R est la matrice de 
covariance de x(n). Le vecteur optimum Wopt minimise l'erreur quadratique moyenne et 
donne la solution. L'équation (3.12) est appelée l'équation Wiener-Hopf. Les algorithmes 
itératifs LMS et RLS tentent de trouver cette solution de Wiener par des techniques 
itératives. 
3.2.4.1 Filtre de Wiener et le bruit 
La théorie du filtrage optimal indique que le détecteur optimal d'un signal caché dans un 
'bruit stationnaire blanc gaussien' se trouve par la solution du filtre de Wiener. Si d(t) est le 
signal mesuré bruité: d(t)=y(t)+ v(t), où y(t) est le signal désiré sans bruit et v(/) un bruit 
blanc gaussien, l'erreur e(t) entre le signal mesuré et le signal désiré, se voit minimisée d'une 
manière optimale par le filtre de Wiener. 
La solution du filtre de Wiener est basée sur le critère de minimisation d'erreur quadratique 
moyenne (Mean-squared error). Le bruit présent dans le signal désiré tend alors vers zéro si 
le modèle du système est bien choisi. La minimisation par cette méthode est basée sur le fait 
que la corrélation entre le bruit et le signal est égale à zéro et que le bruit est blanc. Le filtre 
réussit donc à séparer le bruit blanc gaussien (0, a2) du signal. Le signal désiré y(ri)=WT x(n) 
avec une entrée x(n) et des coefficients de la réponse impulsionnelle du filtre W, E{e(«)2} est 
minimisé avec une fonction de coût, 
y ( W  ) = E y ( n ) f }  =  E(/'(»)-2i(»)r(»)t y '  ( « ) }  =  
E{j !(n)}-2E^ ( » ) W r . i ( B ) } + E { w '.i( » ) . j '(n).W } 
Si le bruit sur d(ri) a une moyenne zéro, l'espérance de cF(n) est égale à sa variance. Alors, 
o2(rf2(»)) = aV(n)) + aVW). (3.14) 
E{2d(ri)y(ri)} est la corrélation croisée du signal mesuré et du signal désiré. Elle est égale à 
P auto-corrélation du signal désiré parce que la corrélation du bruit avec le signal désiré est 
égale à zéro dû au fait que le bruit est blanc. Alors, la fonction de coût ne contiendra que du 
bruit à minimiser, 
E(e2 («)) = a 2  (s 2  («»+a 2  (v2 (n)) -2a 1  {s 1  («)) + <r2 (j2 («)) (3.15) 
La minimisation de la fonction de coût donne les coefficients optimaux les plus proches des 
vraies valeurs. Si les signaux d'entrée et de sortie sont stationnaires, e(n) aussi sera 
stationnaire. La minimisation de l'erreur par MSE donne une forme parabolique des 
coefficients avec un seul point minimum. Quand la dynamique du système est variante dans 
le temps, la surface de l'erreur varie dans le temps et le filtre adaptatif doit non seulement 
chercher continuellement la valeur minimale de l'erreur, mais aussi ajuster les coefficients du 
filtre à chaque itération. Cette non-stationnarité cause une grande variance sur les paramètres 
du filtre puisqu'il n'existera plus un seul point minimum pour chaque paramètre, mais 
plusieurs points minimums. 
Dans le cas où v(t) est un bruit de Poisson non-stationnaire corrélé avec le signal s(t), la 
corrélation croisée entre le signal désiré et le bruit n'est plus égale à zéro et de ce fait, la 
corrélation croisée du signal mesuré avec le signal non bruité, E{d(n)y(ri)}, ne sera plus égale 
à l'auto-corrélation du signal désiré, mais plutôt égale à la partie de la corrélation entre le 
signal et le bruit qui s'y ajoutera. Alors, la fonction de coût deviendra, 
E(e2(«)) = a 2 (s 2 (n))  + cr 2 (v 2 (n))  -  2a 2  (s 2  (n)  + E(v( t )W r x(n))  + a 2 (s 2 (n))  (3.16) 
Par conséquent, la partie corrélée du bruit avec le signal sera en quelque sorte "redressée " et 
t r a i t é e  c o m m e  d u  s i g n a l ,  c e  q u i  c o n d u i t  à  u n  b i a i s  d ' i d e n t i f i c a t i o n  s u r  l e s  c o e f f i c i e n t s  W .  
Deux composantes d'erreur seront identifiées : l'erreur de décalage des coefficients, qui est 
l'erreur entre la moyenne des coefficients estimés et les vrais coefficients du filtre, et l'erreur 
de bruit des coefficients, qui est un biais de calcul de chaque coefficient par rapport à la 
moyenne calculée. Ces deux bruits causent une variance importante sur le spectre des 
coefficients calculés. 
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3.3 Identification des cristaux basée sur le filtre de Wiener 
L'identification des cristaux (IC) basée sur le filtre de Wiener et appliquée aux détecteurs 
phoswich TEP a récemment été proposée [Viscogliosi et coll., 2008]. Dans cette méthode les 
caractéristiques dynamiques importantes du cristal jugées suffisantes pour l'IC, soit le 
rendement lumineux du cristal et sa constante de temps, sont extraites à partir des signaux de 
la sortie. L'extraction des caractéristiques dynamiques des cristaux se fait en modélisant la 
chaîne de détection TEP par un modèle adapté des séries temporelles au système TEP, 
y(n)  = b 0  x(n)  + a x  y(n- l  ) (3.17) 
> 
où x(n)  est la réponse impulsionnelle de la chaîne d'acquisition et y(n) est le signal de la 
sortie du système; bo et ai sont respectivement les coefficients non récursif (le gain) et 
récursif (le pôle) de l'équation différentielle représentant le rendement lumineux et la 
constante de temps du cristal. La réponse impulsionnelle du modèle de la chaîne 
d'acquisition, soit l'entrée x(n), est une connaissance a priori de la chaîne d'acquisition. Le 
filtre de Wiener infère directement les paramètres du cristal d'une façon optimale et non 
itérative, par la minimisation d'une fonction de coût quadratique qui est l'espérance E{») du 
carré des différences entre le signal réel d{n) et le signal de la sortie du filtre y{ri). Alors si, 
y(n)  = W.Z(n)  ,  
o ù :  w  = \ > o a \ \  ( 3 . 1 8 )  
' x ( n )  
d ( n - l )  
Z  ( « )  
la fonction de coût sera minimum si son gradient est égal à zéro, 
SJiW) n ÔJ{W) 
~~&T " ^T=0 (319> 
Ce qui nous amène au calcul des paramètres bo et a\ par, 
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a  ^dinjdin- l j^xQt) 2  -^d(n)x(nj£djn- l)s(w) 
^d(n- l ) 2 Y,x(n) 2 - fcd(n- l )x(nj f  (  )  
9 
b -X ~ l)Hd(n- l)x(n) 
Zdin - i)2 Y*x(n)2 - (£d{n- \ )x{n) f  
Une fois les paramètres du filtre extraits, l'identification des cristaux se fait par une 
classification du paramètre ai, soit le paramètre représentant la constante de temps. La 
discrimination des cristaux est effectuée par application d'un seuil sur l'histogramme du 
paramètre a\. La figure (3.2) montre l'exemple de l'histogramme des pôles (ai) extrait par le 
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Figure 3.3 Exemple de l'histogramme des pôles (ai) extrait par le filtre de Wiener à partir de 
50000 événements acquis par un détecteur phoswich LYSO-LGSO (40 ns et 65 ns de 
constante de temps respectivement) couplés optiquement à une photodiode à avalanche. Un 
seuil est appliqué sur l'histogramme pour l'identification des cristaux. 
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Les pôles sont extraits à partir de 50000 événements acquis par un détecteur phoswich 
LYSO-LGSO (40 ns et 65 ns de constante de temps respectivement) couplés optiquement à 
une photodiode à avalanche. L'identification des cristaux par cette technique approche 99% 
de succès pour les signaux photoélectriques provenant des cristaux LYSO-LGSO en 
phoswich couplés optiquement à une photodiode à avalanche couplé à une chaîne 
d'acquisition. Le filtre de Wiener a été capable de séparer tous les signaux (comprenant les 
diffusions Compton) avec < 2% d'erreur (Figure 3.3). L'erreur d'identification se calcule à 
partir de la surface commune entre les deux courbes du LYSO et LGSO sur l'histogramme 
des pôles (nombre d'événements dans la surface commune entre les deux courbes divisé par 
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Figure 3.4 Résultats d'identification des cristaux d'un détecteur phoswich LYSO-LGSO sur 
l'histogramme des pôles (ai) extrait par le filtre de Wiener à partir de 50000 événements. 
L'erreur d'identification est la surface commune entre les deux courbes du LYSO et LGSO 
divisé par le nombre total des événements (~2%). 
La figure 3.3 montre la mise en œuvre en temps réel de l'algorithme de Wiener Hans un 
FPGA, grâce à sa structure parallèle. Il est important de noter qu'afin d'améliorer ses 
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performances en identification de cristaux et de minimiser la durée du traitement, un 
ensemble de prétraitement des signaux TEP est d'abord nécessaire. Premièrement, un filtre 
DC est employé pour enlever le niveau continu du signal (Jbaseline) provenant de 
l'électronique frontale. À cette fin, lors de la détection d'un événement, la moyenne des 
quatre échantillons précédant l'apparition de l'événement est enlevée à tout le signal. 
Deuxièmement, la normalisation en amplitude du signal est appliquée pour limiter la plage 
dynamique des signaux qui entrent dans le filtre de Wiener afin d'en faciliter l'implantation à 
l'intérieur du FPGA. Troisièmement, on réalise l'interpolation du signal par un filtre passe-
bas, nécessaire pour la mise en phase des échantillons de l'événement et de la réponse 
impulsionnelle du modèle de la chaîne d'acquisition afin d'augmenter la justesse de 
l'identification. Quatrièmement, la décimation est appliquée pour râmener la fréquence 
d'échantillonnage associée au signal discret à celle des CAN suite à l'interpolation et à la 
mise en phase du signal. Dans le cas présent, le signal est décimé d'un facteur égal au facteur 
d'interpolation. Seulement 16 échantillons par signal sont conservés pour l'identification des 
cristaux. Cette chaîne de prétraitement peut être implémentée dans un FPGA et effectuée sur 
les signaux avant d'arriver dans le processeur de traitement de signaux numériques (« Digital 
Signal Processor », DSP) pour l'identification. Il est primordial, pour obtenir du filtre de 
Wiener des résultats représentatifs, que le signal enregistré en temps réel soit en phase avec 
la réponse impulsionnelle issue du modèle de la chaîne d'acquisition. Le critère utilisé pour 
la mise en phase du signal est de considérer comme le début de l'événement, le premier 
échantillon de la montée qui se situe au-dessus de 20% de l'amplitude maximale de 
l'événement. Pour l'implantation dans le FPGA, il est plus rapide d'utiliser une table de 




Figure 3.5 La mise en oeuvre en temps réel du filtre de Wiener dans un FPGA pour extraire 
les caractéristiques des cristaux [Viscogliosi et coll. 2008]. 
3.4 Comparaison des techniques de filtrage adaptatif en 
identification des cristaux 
L'application de différentes techniques du filtrage adaptatif pour l'identification des cristaux 
pour des détecteurs phoswich en TEP en utilisant des modèles ARX et AR avec les 
algorithmes itératifs RLS et LMS ou le filtre de Wiener ont récemment été étudiées 
[Semmaoui et coll., 2005] [Viscogliosi et coll., 2008] [Michaud et coll., 2010] et comparées 
[Fontaine et coll., 2007], Dans PIC par filtrage adaptatif, le choix d'un modèle approprié qui 
d'un côté est capable d'extraire les paramètres dynamiques des cristaux scintillateurs et 
identifier les cristaux excités dans les détecteurs phoswich et d'un autre côté explicite la 
contribution du bruit du système TEP s'avère primordiale. Une telle structure offre 
l'avantage de découpler les paramètres servant à la discrimination des cristaux, soit la 
constante de temps et le rendement lumineux, des paramètres de bruit. Cette indépendance 
relative entre les paramètres évite qu'une variation identifiable des uns influence de manière 
significative la séparabilité des autres. 
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Du point de vue de l'algorithme adaptatif, en général, les algorithmes de lissage par les 
moindres carrés moyens comme le LMS se basent sur l'auto-corrélation du critère d'erreur 
pour déterminer l'estimation des paramètres. L'addition au signal mesuré d'un bruit corrélé 
comme le bruit de Poisson augmente de façon significative la variance des paramètres 
estimés et cela entraîne que les paramètres de bruit et les paramètres identifiés deviennent 
moins indépendants les uns des autres. Les méthodes de descente de gradient (comme le 
RLS) n'ont pas ce comportement et auto-ajustent leurs coefficients sans avoir une 
connaissance a priori du signal et donnent généralement de meilleurs résultats. 
Un modèle décrivant bien le comportement de systèmes TEP et ses bruits associés est le 
modèle ARMAX. Cependant, tenir compte de la couleur et de la distribution statistique de 
tous les bruits séparément rendent le modèle complexe. Michaud [Michaud et coll. 2010] a 
démontré la possibilité de l'utilisation du modèle ARX en TEP avec un seul paramètre de 
bruit, sachant que cela aurait un impact sur la précision du modèle, sur la variance et la 
corrélation des autres paramètres identifiés. La variable exogène de ce modèle (qui peut 
modéliser n'importe quelle perturbation) permet de "canaliser " l'effet néfaste du bruit sur le 
paramètre modélisant le bruit, donnant ainsi plus de marge sur les autres paramètres 
déterministes. L'ajustement du modèle ARX s'effectue par vin algorithme RLS. Cette 
méthode excelle en présence de bruits importants, mais demeure une alternative coûteuse en 
calculs. Une méthode plus simple se limite à l'optimisation d'un modèle adaptatif de type 
AR à l'aide d'un algorithme LMS pour diminuer la quantité de calculs [Semmaoui et coll. 
2005]. La solution de cette méthode se rapproche de la solution optimale du filtre adaptatif 
de Wiener. En effet, même si la méthode ARX-RLS donne une erreur plus faible que 
l'algorithme de Wiener, il requiert plus de calcul. Néanmoins, parmi les filtres proposés et les 
résultats de chacun en termes de performance, rapidité et simplicité de calcul [Fontaine et 
coll., 2007], l'algorithme de Wiener [Viscogliosi et coll., 2008] est le candidat le plus 
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Figure 3.6 Comparaison de la performance des différents algorithmes d'identification des 
cristaux en fonction de nombre d'unités de calcul («Multiply-Accumulate unit», MAC) 
utilisées pour 20000 événements [Fontaine et coll., 2007]. Des algorithmes adaptatifs tel que 
ARX-RLS [Michaud et coll. 2010] et AR-LMS [Semmaoui et coll., 2005] ainsi que des 
méthodes basées sur la corrélation croisée [Semmaoui et coll., 2008] et les ondelettes 
[Semmaoui et coll., 2008] sont comparés. L'algorithme de Wiener [Yiscogliosi et coll., 




CHAPITRE 4 PROBLÉMATIQUES 
Parmi les solutions existantes pour atteindre de hautes performances en imagerie TEP, 
notamment une haute résolution spatiale et une haute sensibilité, il existe plusieurs critères 
définissant une méthode optimale de détection haute résolution/haute sensibilité. Elle doit 
pouvoir déterminer de la façon la plus certaine possible quel matériau a été excité par la 
radiation et cela, sans la nécessité d'injecter une grande dose de radioactivité et avec une 
excellente performance en présence de bruit. En bref, il faut une méthode capable d'effectuer 
cette extraction d'information dans la très grande majorité des conditions d'utilisation 
rencontrées. La réalisation de cette méthode exige des ressources matérielles et une 
complexité modérée, et cela, sans compromettre la performance. 
La solution de détecteurs phoswich constitués des cristaux avec des caractéristiques très 
similaires est une technique couramment utilisée en imagerie TEP petit animal pour corriger 
l'erreur de parallaxe et augmenter la résolution spatiale du système TEP sans détériorer la 
sensibilité du scanner. Néanmoins, l'application de cette technique exige le développement 
d'une méthode fiable et robuste de discrimination du cristal ayant scintillé dans le détecteur 
phoswich. Différentes techniques numériques et robustes ont récemment été proposées à cette 
fin. Parmi les techniques de filtrage adaptatif suggérés pour l'IC en TEP, le filtre de Wiener 
est un choix optimal du filtrage adaptatif qui, implémenté dans un scanner TEP avec des 
détecteurs phoswich, donne des résultats d'identification des cristaux aussi précis que des 
méthodes itératives équivalentes [Viscogliosi et al, 2008]. La comparaison de la performance 
des différents algorithmes d'identification des cristaux en fonction de nombre d'unités de 
calcul MAC utilisées pour 20000 événements [Fontaine et coll., 2007] a confirmé le choix de 
l'algorithme de Wiener comme étant le candidat le plus prometteur pour une IC en temps réel 
en imagerie TEP. Cependant, quelques problèmes et questions tel que présenté plus bas 
persistent encore. 
4.1 Méthode d'IC basée sur le filtre de Wiener 
L'identification des cristaux par la méthode de Viscogliosi n'est basée que sur l'utilisation de 
la constante de temps des cristaux comme critère de séparation et le rendement lumineux des 
cristaux n'est pas considéré comme paramètre nécessaire à l'identification des cristaux. 
Toutefois, l'utilisation des deux caractéristiques du cristal est susceptible d'améliorer à l'IC, 
surtout quand les cristaux en phoswich ont des caractéristiques très semblables. Alors, dans le 
but d'une imagerie TEP petit animal haute performance, la première question de recherche se 
pose sur la possibilité d'améliorer la méthode d'IC basée sur le filtre de Wiener en 
développant un modèle qui tiendrait compte de tous les éléments caractéristiques des 
cristaux. Est-ce possible sans rendre les calculs plus lourds et complexes ? Est-ce que cela 
améliorerait les résultats d'IC de l'algorithme et cette nouvelle version pourrait-elle être mise 
en œuvre en temps réel à un coût pas très élevé par rapport à l'ancienne version ? 
4.2 Technique de validation et évaluation de l'algorithme IC 
Le problème d'une IC accrue ne s'arrête pas au développement et à l'amélioration d'un 
algorithme d'IC, mais les deuxième et troisième questions de recherches se posent sur les 
problèmes de validation en temps réel de l'algorithme d'IC et son évaluation face aux 
différents facteurs physiques du scanner TEP. Comment valider un algorithme d'IC? 
Comment évaluer un tel algorithme quand différents éléments de la chaîne d'acquisition 
varient? 
Il faut noter qu'il existe une problématique importante concernant la validation de la 
performance d'un algorithme d'IC. En raison du caractère statistique d'une détection dans un 
empilement de matériaux, il n'existe pas de méthode absolument certaine pour déterminer le 
cristal qui a scintillé, et en conséquence il est impossible d'obtenir un échantillon de 
référence avec lequel comparer les photons expérimentaux soumis aux présents algorithmes 
sans erreur de discrimination. Les récentes publications se contentent d'estimer l'erreur d'IC 
par le filtre de Wiener par la surface en commun entre les deux distributions superposées sur 
le spectre des pôles [Viscogliosi et coll. 2008]. Cependant, il n'est pas possible de valider 
cette méthode d'estimation d'erreur. Actuellement, pour la validation des résultats de 
l'algorithme d'IC, une méthode hors-ligne {offline) est utilisée. Celle-ci consiste à acquérir 
des signaux provenant de chacun des cristaux du détecteur phoswich déposé individuellement 
sur la chaîne d'acquisition, puis mélanger ces signaux et appliquer le filtre de Wiener pour 
évaluer la performance et le taux d'erreur d'IC en comparaison avec les résultats d'IC du 
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détecteur phoswich [Viscogliosi et coll. 2008]. Cependant, cette méthode de validation ne 
tient pas compte des événements diffusés entre les cristaux du détecteur (diffusions inter-
cristaux) qui théoriquement dégraderaient la performance de l'identification des cristaux 
[Degenhardt et coll., 2005]. Il serait alors question de développer une méthode de validation 
en temps réel des résultats d'IC d'un détecteur phoswich avant son implantation dans le 
scanner. Aucune étude effectuée à ce jour ne permet de répondre à cette problématique. 
Par cette occasion, il serait aussi intéressant de comparer les résultats d'IC du détecteur 
phoswich avec les résultats d'IC des signaux obtenus par des acquisitions individuelles de 
chacun des cristaux et qui ont ensuite été mélangées artificiellement pour évaluer l'influence 
de la présence des événements de diffusions inter-cristaux sur les résultats d'IC de 
l'algorithme de filtre de Wiener. 
4.3 Performance de l'algorithme d'IC pour différents facteurs 
physiques et électriques du scanner 
L'évaluation de l'algorithme d'IC pour les facteurs physiques du scanner TEP, comme les 
différents types de bruit ou les éléments électriques de mise en forme du signal TEP utilisés 
dans la chaîne d'acquisition est une phase primordiale de design de l'architecture d'un 
système TEP basé sur des détecteurs phoswich. Ce type d'évaluation reste à son tour 
inexploré, faute d'outils qui permettraient de réaliser convenablement ce genre d'étude. 
L'étude d'évaluation de la performance de l'algorithme d'IC face aux différents facteurs 
pouvant influencer ses résultats est primordiale au design de l'architecture des systèmes TEP 
et pour une amélioration éventuelle des résultats d'IC. 
D'une part, dans les modèles du filtrage adaptatif, l'estimation du bruit la plus courante est 
«l'erreur de prédiction», donc l'erreur entre le modèle identifié et le signal mesuré. Ces 
méthodes estiment souvent que le bruit est blanc et stationnaire avec une distribution 
gaussienne. Cette estimation n'est pas vraie en imagerie TEP et étant donné que le cas de 
bruit de Poisson n'a jamais encore pu entrer dans les lois de ces filtres, une estimation 
gaussienne de l'ensemble des bruits impose alors une imprécision aux résultats de 
l'algorithme. Cette imprécision est présentée en forme d'une différence appelée le «biais 
d'identification» entre l'espérance et la valeur vraie du paramètre estimé. Cependant, dans 
l'identification des cristaux c'est la séparabilité des paramètres d'un matériau à l'autre qui 
doit primer à la minimisation du biais d'identification et de la variance d'estimation des 
paramètres. Le biais ne constitue donc ni un critère de performance ni de sélection. Ceci rend 
possible l'application d'algorithmes adaptés au bruit gaussien aux signaux colorés de 
différentes distributions statistiques de l'imagerie TEP. La variance des paramètres calculés 
pour sa part entre en jeu dans la mesure où une variance excessivement grande peut conduire 
à l'impossibilité de distinguer un matériau d'un autre lorsque les paramètres identifiés 
deviennent confondus. Une modélisation de tous les bruits en TEP s'avère nécessaire pour 
minimiser l'erreur de calcul des algorithmes adaptatifs, mais cela alourdit dramatiquement 
les calculs. Un modèle simplifié remplace alors le modèle complet. Néanmoins, la bonne 
séparabilité des paramètres dépend de la performance de l'algorithme adaptatif avec le 
modèle choisi face aux bruits du système. Il s'avère alors primordial de répondre à la 
question : quelle serait l'influence de différents bruits du système TEP sur la performance de 
l'algorithme d'IC de filtre de Wiener ? 
D'autre part, le type du filtre de mise en forme de la chaîne d'acquisition, choisi par les 
concepteurs selon leurs priorités pour atteindre une certaine résolution temporelle ou 
résolution en énergie optimisée, peut à son tour contribuer à la performance de la méthode 
d'IC. 
4.4 Performance de l'algorithme d'IC pour différents cristaux 
Enfin, la variété de nouveaux cristaux rapides et lumineux disponibles pour la médecine 
nucléaire attire un intérêt particulier des développeurs de détecteurs TEP pour le design des 
détecteurs phoswich multicouches qui permettent d'estimer la profondeur d'interaction et 
d'augmenter la résolution spatiale radiale des scanners TEP. L'utilisation de ces types de 
cristaux en détecteur phoswich implique l'accès à une méthode d'IC robuste. De là résulte la 
nécessité de savoir si l'algorithme de filtre de Wiener serait suffisamment performant pour 
discriminer ces cristaux rapides avec des constantes de temps très proches. 
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CHAPITRE 5 MÉTHODOLOGIE 
À la lumière de ce qui a été décrit comme problématiques et questions de recherche de cette 
thèse de doctorat, les étapes et méthodes suivantes ont été menées à terme. 
5.1 Nouvelle méthode élaborée d'IC basée sur le filtre de 
Wiener 
Le modèle du filtre de Wiener, développé précédemment par Viscogliosi, a été utilisé comme 
une étape de calibration dans la nouvelle version améliorée de la technique d'IC. Lors de 
cette étape de calibration, le filtre de Wiener extrait les caractéristiques dynamiques des 
cristaux scintillateurs, soit leur constante de temps et rendements lumineux. Cette 
connaissance de chaque cristal permet d'estimer la réponse impulsionnelle de chacun de ces 
cristaux. Un nouveau modèle compare alors le degré de ressemblance du signal de la sortie 
avec la réponse impulsionnelle de chacun de ces cristaux au moyen de la minimisation d'une 
fonction de coût qui serait l'erreur entre le signal de la sortie et la réponse impulsionnelle 
estimée de chacun des cristaux. Néanmoins, la constante de temps et son rendement 
lumineux extraits dans l'étape de calibration, sont utilisés pour une discrimination de 
cristaux, tandis que seulement un paramètre représentant le degré de ressemblance de chaque 
puise de la sortie avec les cristaux se calcule en temps-réel. Il est important de noter qu'une 
série de prétraitements, pour enlever le niveau de base {baseline) des signaux, les normaliser, 
les interpoler, et puis les décimer, doit être appliquée aux signaux avant qu'ils soient envoyés 
au filtre de Wiener [Viscogliosi et coll., 2008]. 
5.2 Technique de simulation mathématique des impulsions TEP 
Le seul moyen pour valider l'algorithme d'IC en temps réel a été de générer des impulsions 
identiques aux signaux TEP à partir des informations d'interaction des photons avec les 
cristaux, soit le cristal ayant scintillé et l'énergie déposée dans le cristal, qui ont pu être 
extraites par des simulations GATE. En utilisant le modèle mathématique de la chaîne 
d'acquisition du LabPET™ comme plate-forme expérimentale, une technique de simulation 
des signaux TEP identiques aux signaux expérimentaux a été développée lors de cette thèse. 
Cette technique de simulation se base sur les équations mathématiques de génération de 
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photons dans le cristal et le photodétecteur pour ensuite appliquer une convolution de ce 
signal exponentiel avec la réponse impulsionnelle du filtre de mise en forme et échantillonner 
le signal de la sortie aux même valeurs que l'ADC utilisé dans le LabPET™. Les bruits de 
différentes sources sont calculés et ajoutés échantillon par échantillon aux signaux à la sortie 
du filtre de mise en forme. Les signaux simulés sont comparés avec les signaux 
expérimentaux pour validation de la technique de simulation. 
5.3 Validation et évaluation de l'algorithme IC 
L'algorithme d'IC a été appliqué aux signaux simulés pour la validation de la méthode de 
discrimination des cristaux basée sur le filtre de Wiener. La validation de l'algorithme d'IC 
s'est alors fait par la connaissance a priori du cristal récepteur pour chaque signal simulé, 
donnée par des simulations Monte Carlo basées sur « The Geant4 Application for 
Tomography Emission » (GATE) [Jan et coll., 2004]. Les résultats de PIC du filtre de Wiener 
ont été comparés avec la vraie position d'interaction de chaque puise et le taux d'erreur de 
l'algorithme a été calculé par le nombre total des événements faussement identifiés sur le-
nombre total des événements détectés. 
En plus de la validation de l'algorithme d'IC, le simulateur de puise permet d'aller plus loin 
dans les études d'évaluation de cet algorithme en générant des signaux TEP sous différentes 
conditions sur lesquels l'algorithme d'IC peut être appliqué. Ce type d'étude sert à évaluer 
l'influence et la contribution de différentes propriétés physiques de la chaîne d'acquisition 
TEP sur la performance de l'algorithme d'IC. 
5.3.1 Influence du bruit électrique et du bruit de Poisson sur les résultats 
d'IC 
Pour répondre à un des majeurs soucis en évaluation d'un algorithme d'IC qui est connaître 
l'influence des différentes sources de bruit sur les résultats d'IC, différentes séries 
d'impulsions TEP ont été simulé. Chaque série de signaux simulés contient seulement un des 
bruits importants du système TEP, soit le bruit électronique ou le bruit de Poisson. En 
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appliquant l'algorithme d'IC sur chacune de ces séries de signaux simulés, il a été possible de 
connaître le taux d'erreur d'identification causé par chacun de ces éléments. 
5.3.2 Influence d'utilisation des filtres de mise en forme CR-RCn sur les 
résultats d'IC 
Parmi les filtres de mise en forme sophistiqués utilisés en médecine nucléaire, les filtres 
semi-gaussiens et leurs quasi-équivalents soient les filtres CR-RCn sont les filtres les plus 
intéressants pour leurs bons résultats de résolution temporelle. Le choix des filtres CR-RC" 
serait alors un excellent départ pour une étude de l'influence de l'utilisation des filtres de 
mise en forme sur les résultats d'IC du filtre de Wiener. Au lieu d'utiliser un filtre de mise en 
forme RC, des signaux TEP mis en forme par des filtres CR-RC" de différents ordres et 
constantes de temps ont été ainsi simulé et ensuite discriminés par l'algorithme d'IC. Les 
résultats d'IC de ces signaux pour différents filtres de mise en forme ont été comparés pour 
trouver le meilleur choix. Il est important de noter que pour le bon fonctionnement du filtre 
de Wiener, la réponse impulsionnelle du filtre de mise en forme a dû être en phase avec les 
signaux simulés. En utilisant les signaux simulés, il a aussi été possible de reconnaître et 
séparer les diffusions Compton inter-cristaux du détecteur phoswich des autres signaux et 
ainsi étudier la contribution de ce type de diffusions inter-cristaux sur l'erreur d'IC de 
l'algorithme de filtre de Wiener. 
5.3.3 Performance de l'algorithme d'IC pour discriminer les nouveaux 
cristaux rapides en double et triple-couche 
Le simulateur de signaux TEP a été utilisé pour démontrer les résultats de discrimination des 
cristaux de l'algorithme d'IC basé sur le filtre de Wiener pour de nouveaux cristaux rapides 
avec des constantes de temps très proches. Trois nouveaux cristaux rapides avec des 
constantes de temps aussi proches que 13 ns ont été simulés en détecteur phoswich par les 
simulations GATE et les données d'interaction de ces détecteurs ont été utilisées pour 
simuler de nouveaux signaux de sortie. Les signaux générés pour ce détecteur ont été 
discriminés par l'algorithme d'IC afin d'évaluer sa performance d'IC pour d'autres cristaux 
que le LYSO-LGSO utilisés dans le LabPET™. 
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Contribution au document 
Cet article contribue à cette thèse en élaborant un algorithme d'IC basé sur le filtre de Wiener 
qui satisfait le besoin d'une méthode robuste et rapide de discrimination des cristaux en 
temps-réel. En utilisant les deux caractéristiques dynamiques des cristaux pour les séparer, 
cette méthode d'IC sera la méthode de référence de ces travaux de thèse à laquelle les 
prochains chapitres se réfèrent. La haute capacité de discrimination de cette nouvelle version 
du filtre de Wiener et sa rapidité seront mises en valeur pour son éventuelle implantation 
dans les scanners TEP. 
6.1 Sommaire 
Ce chapitre présente, sous la forme d'un article publié dans le journal IEEE TNS, la première 
étape de recherche de ces travaux de thèse, soit une amélioration de la technique 
d'identification des cristaux proposée par Viscogliosi [Viscogliosi et coll., 2008]. La 
méthode se base sur le filtre de Wiener et consiste en deux étapes. La première étape est celle 
de la calibration du scanner, les caractéristiques dynamiques de chacun des cristaux du 
détecteur phoswich, leurs constantes de temps et leurs rendements lumineux, sont extraites à 
partir des 50000 premiers événements. Pour cela la méthode de Viscogliosi de la section 3.3 
est utilisée. Les deux paramètres de chaque cristal (constante de temps et rendement 
lumineux) seront utilisés pour modéliser leurs réponses impulsionnelles. La seconde étape est 
celle de l'IC, où la réponse impulsionnelle de chaque cristal est comparée au signal normalisé 
de la sortie pour évaluer le pourcentage de la contribution de chaque cristal dans le signal de 
la sortie. Ce paramètre de pourcentage est calculé par une fonction de coût et exprime la 
présence de la couleur de chacun des cristaux dans le signal de la sortie. Si le degré de 
ressemblance ou de la présence de couleur d'un cristal dans le signal de la sortie est supérieur 
à un certain seuil, le signal sera alors considéré comme issu de ce cristal. 
Pour une implantation expérimentale de cette technique, une seule paire de détecteur LYSO-
LGSO (tr ~ 40 ns et 65 ns de constante de temps respectivement) est déposée sur une PDA 
qui à son tour est couplée à la chaîne de détection du scanner LabPET™. La paire de 
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détecteur est exposée à une source de 1 mCi de "Ge (511 keV). 50000 événements sont 
sauvegardés. L'algorithme réussit à discriminer les cristaux LYSO et LGSO avec une erreur 
< 2% quand les événements de toutes les énergies (> 100 keV) sont inclus. Étant donné la 
rapidité de calcul du paramètre de pourcentage pour la discrimination des cristaux, cette 
méthode permet une IC deux fois plus rapides en utilisant les deux paramètres dynamiques 
de chaque cristal. Malgré la nécessité d'une calibration avant la discrimination, 
l'implantation initiale de cet algorithme d'identification des cristaux dans un FPGA à 400 
MHz peut traiter jusqu'à 25 Mégas événements/seconde. 
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Abstract 
Detectors based on LYSO and LGSO scintillators in a phoswich arrangement coupled to an 
avalanche photodiode are used in the LabPET™, an all-digital positron emission tomography 
(PET) scanner for small animal imaging developed in Sherbrooke. A Wiener filter based 
crystal identification (CI) algorithm achieving excellent discrimination accuracy (~98%) was 
recently proposed for crystal identification of LYSO-LGSO phoswich detectors [Viscogliosi 
et coll., 2008]. This algorithm was based on estimating parameters describing the scintillation 
decay time constant and the light yield of events sampled at 45 MSPS. The CI process was 
performed by applying a threshold on the scintillation decay parameter of events. The light 
yield was not considered in the CI process even if it should be. We propose a 2-fold faster CI 
approach which takes both the scintillation decay and light yield coefficients of each crystal 
into consideration. The new algorithm uses the previous Wiener filter based algorithm as a 
calibration process in order to evaluate the model of each individual crystal. The DAQ chain 
model as a priori knowledge is then incorporated into the model of each crystal and the 
output signal is estimated. The CI is performed by evaluating a single parameter representing 
the percentage contribution of each crystal characteristics in the event signal. The CI 
algorithm demonstrats a discrimination rate accuracy >98.5% for LYSO-LGSO LabPET™ 
detectors and >99% for LSO-GSO crystals in phoswich arrangement for 511 keV events. 
Although a calibration is required, the real-time implementation of the new CI algorithm 
needs 2 times less direct operations. An FPGA clocked at 400 MHz can process up to 25M 
events/sec with such an algorithm. 
Index Terms- Positron Emission Tomography (PET), Digital Signal Processing, Wiener 
Filter, Phoswich, Crystal Identification. 
6.2 Introduction 
The LabPET™, a commercial all-digital high resolution small animal APD-based PET 
scanner [Fontaine et coll., 2007a], [Bergeron et coll., 2007], uses phoswich detectors to 
increase pixelization per electronic channel. The novel design of the LabPET™ phoswich 
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detectors consists of two different scintillation crystals, arranged side by side and coupled to 
an avalanche photodiode (APD) [Saoudi et coll., 1999]. 
Various approaches have been proposed to identify the scintillating crystal in phoswich 
detectors [Miyaoka, et coll., 1997], [MacDonald et coll., 1998], [Astakhov et coll., 2003], 
[Streun et coll., 2003]. The most powerful CI algorithms are digital-based and appear to be 
derived from the command-and-control theory methods such as the Auto-Regressive with 
eXogeneous variable (ARX) model [Michaud et coll., 2010] or on simpler adaptive filter 
theory approaches relying on Recursive-Least-Square (RLS) or Least-Mean-Square (LMS) 
algorithms applied to an Auto-Regressive (AR) model [Semmaoui et coll., 2005]. Even 
though the digital architecture of LabPET™ enables the use of complex CI algorithms, these 
approaches are computationally expensive and are too time consuming for real-time 
implementation. 
The Wiener filter is another approach that provides an optimum solution and fast calculations 
for CI, and that is amenable to highly parallel layout. It can thus be implemented in a high 
capacity Field Programmable Gate Array (FPGA) for real-time computation [Viscogliosi et 
coll., 2008]. However, the recently proposed Wiener filter-based CI algorithm computes 
both the crystal light yield (bo) and scintillation decay (a\) constants of each crystal, but 
applies a single threshold to the ai spectra to separate the two crystal species. This algorithm 
achieves high crystal discrimination accuracy (~98%) combined to a reasonable computation 
burden, but in its proposed implementation, the non-recursive parameter (bo) was not 
considered in the CI process, even if it must be computed. 
We propose a 2-fold faster CI algorithm that takes into consideration both the light yield bo 
and decay constant a\ parameters. This Wiener filter based CI process uses the pre-calculated 
crystal's model as a priori knowledge to evaluate the percentage of the contribution of 
individual crystal light output in the event signal. Although a calibration is required, this 
approach significantly speeds up the computation by up to a factor of 2 when implemented in 
a digital signal processor (DSP) or reduces to half the amount of logic required in an FPGA 
when compared to the Wiener algorithm proposed by Viscogliosi et coll., 2008. 
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6.3 Materials and methods 
DAQ Channel 
gamma 
Figure 6.1 The LabPET™ data acquisition chain (DAQ). A phoswich detector consisting of 
two different crystals is excited by a source of 511 keV photons; the recorded signal d(n) is 
the output signal of the acquisition chain. 
In this study, a simulator of the LabPET™ parallel data acquisition (DAQ) electronic chain 
was used to collect data [Fontaine et coll., 2009]. The DAQ chain is a light-to-voltage 
converter with a shaping stage (Figure 6.1). The charge signals supplied by the APD are 
collected and amplified by a charge sensitive preamplifier (CSP) and shaped with a peaking 
time of 75 ns [Pratte et coll., 2004a] [Pratte et coll., 2004b]. The CSP output signals do not 
contain frequencies higher than 5 MHz. After filtering by an anti-aliasing filter, CSP signals 
are sampled by an off-the-shelf 45 MSPS 8-bit analog to digital converter. Each output signal 
contains 64 samples. Two different phoswich detector modules were investigated: LabPET™ 
detectors consisting of LYSO-LGSO crystals (tr ~40 ns and ~65 ns), and LSO-GSO crystals 
(tr ~40 ns and ~60 ns). GSO has about half the light output but a slightly longer emission 
wavelength than LGSO that somewhat enhances its signal amplitude with APD readout. 
GSO also has a 15% emission component with a decay time constant of 600 ns that may be 
useful for CI. Each individual crystal had a volume of 2 x 2 x ~12 mm3. To maximize the 
crystal light collection in each phoswich module, crystals were optically coupled with optical 
grease on one long side and the phoswich was wrapped with Teflon tape. The phoswich pah-
was also optically coupled with optical grease to the APD sensitive area. Each phoswich 
detector assembly was connected to the DAQ chain simulator and exposed to a 1 mCi MGe 
rod source of 511 keV annihilation photons. The source was placed in front of the crystal tip 
within a distance of 1 cm as depicted in Fig 6.1. For this experiment two times 50000 signals 
were acquired for each pair of phoswich and transferred to Matlab for off-line signal 
processing. The method was also coded in C++ so that it can be run real-time on a digital 
signal processor (DSP). 
As the method is sensitive to the absence of synchronization of the first sample in the rising 
edge of the events, a preprocessing stage consisting of a filtered interpolation, normalization, 
and decimation was performed on acquired signals in order to improve the CI performance 
and to reduce the processing time [Fontaine et coll., 2008]. The processed signal used for the 
CI process contains 16 samples selected, among the 64 available, in the rising edge portion of 
the event stream. The new CI algorithm method consists of two steps. 1) A calibration 
process in order to extract the model of each crystal (Figure 6.2.a). This crystal model is then 
fused with the a priori known DAQ chain model (x(n)) to create a new model ((xi(n) and 
X2(n)) that could be stocked in a memory as time-invariant data and used in the proposed CI 
process (Figure 6.2.b). 
Wiener Filter: 





b) Crystal Identification 
Figure 6.2 a) Calibration process based on a Wiener filter algorithm to extract crystal 
parameters bo and a\. Recorded events d(n) registered as shown in Figure 5.1 are compared 
to an estimated output signal model for a minimum error, b) The Crystal Identification (CI) 
process based on a Wiener filter algorithm. The DAQ chain model evaluated in a) is 
incorporated into the model of each crystal extracted from the calibration process. The 
individual responses of the DAQ chain and crystals, x\(n) and X2(«), are weighted by the 
contribution (in %) of each crystal, p\ and p2, to generate the output signal. 
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The calibration step needs to be done once at the beginning of the experiment. 2) The CI 
process which uses another Wiener filter with two new models ((*1 (n) and X2(n)) as a priori 
knowledge of the system and evaluates the contribution p\ and pi (in %) of each crystal in the 
event signal (Figure 6.2.b). 
6.3.1 Calibration Process: Crystal Model Extraction 
The calibration process consists in evaluating empirically the crystals' models through a 
Wiener filter scheme. Crystal materials used in the LabPET™ are properly modeled as a 
first-order discrete linear time-invariant (LTI) system described by a difference equation, 
y(n)=b0x(n) - axy(n-\) (6.1) y 
where x(n) and y(n) are the input data and output of the system respectively, and bo and a\ are 
constant coefficients of the system representing the light yield and decay time parameters of 
the crystal respectively. From the signals and systems theory, the impulse response of an 
equivalent system representing two LTI systems connected in cascade is the convolution of 
their individual impulse responses. Thus as a property of convolution, the digital DAQ model 
can be placed before phoswich crystals and its impulse response can be incorporated into 
crystals without any change in the behaviour of the whole system. Therefore, as the DAQ 
chain can be considered as an LTI system, x(n) in equation (1) will be considered as a priori 
known impulse response of the DAQ chain (Fig. 6.2.a). Once that the recursive a\ and non-
recursive bo parameters have been calculated from a statistically representative population of 
events one can extract the impulse response of the crystal containing the characteristics of 
that crystal. 
According to the Wiener filter structure, a specific cost function j{bQ,a^) minimizes the 
expected value £{•} of the square differences between the recorded event d{ri) and the 
computed output y(ri) in order to recover 2>oand a\ parameters [Haykin, 2001]. 50000 events 
were evaluated to be statistically sufficient to obtain the spectra of each parameter. Each 
spectrum contains two distinct Gaussian-like peaks where the maximum of each peak is 
considered as the average value of bo or a\ parameters for individual crystal of the phoswich 
pair. After smoothing the spectra in order to find maximum average-values and from a priori 
knowledge of crystal decay time (ai) and light yield (bo), one can generate a model of 
individual parameters [Z>oi an] for Crystal 1 and [602 an] parameters for Crystal 2. The 
impulse response of each crystal will then be, 
The convolution of the DAQ chain impulse response x(ri) with the individual impulse 
response of each crystal generates the equivalent photon acquisition system impulse 
responses described by x\(n) and X2(n) (Fig. 6.b), 
As h\{ri) and hj(ri) are at this point considered as two 16 sample vectors with constant values, 
then x\(n) and xj(ri), as well as any mathematical operation of these two vectors needed for 
the CI, can be pre-calculated at the end of this step and used as a priori knowledge in the CI 
step of the algorithm. 
6.3.2 Fast Wiener Filter Based Crystal Identification 
Theoretically, the event signal produced by a phoswich detector can be one of these two 
cases: 1) the signal is generated only by one of the crystals; 2) the signal is colored by both 
crystals because of Compton scatter within the phoswich detector. One should note that even 
though scintillation light propagates through both crystals of the phoswich to reach the APD, 
in the absence of Compton scatter, the characteristic signature bo and a\ of the scintillating 
crystal is preserved. Therefore, the output can be considered as the sum of crystals' impulse 
response weighted by percentages p\ and pi, where p\ and pi represent the respective 
contribution of each crystal in the output signal. The output signal, y(ri), will then be, 
h («) = h\0 " a\ 1 + <h \ - + (-!)"«,,") 
^(") = ^02(1-ai2+ûi22 - + (-1)"Û!2") 
(6.2) 
*10) = *(")* M") 
x 2 ( n )  =  x (n )*h 2 (n )  
(6.3) 
y(n) = P.X(n) , (6.4) 
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P=[P\ Pi]  
where> w v r t v , \i—i • (6-5> 
*00 = [xi(n),x2(n)\ 
As the output signal from the DAQ chain is normalized, the sum of contributions from 
Crystal 1 and 2 (p\ and pi) are equal to one (100%) irrespective of the total energy absorbed 
in the phoswich detector, including Compton events. Therefore, p2 can be rewritten as \-p\, 
and the output signal Xn) will be, 
y (n )  =  p x x x  (« )  +  (1  -p x ) x 2  («) (6.6) 
As JCI(H) and X2(n )  are pre-calculated in the calibration process, the CI process will be reduced 
to calculate only the percentage contribution of Crystal 1 (pi) in the output signal. This is the 
major advantage of the new algorithm which reduces significantly the identification 
parameter computation and time. A threshold applied to p\ will thus identify whether the 
signal is generated mostly by Crystal 1 or Crystal 2. 
In order to recover p\, a Wiener filter is used to minimize the error between the computed 
output y(n) and the recorded event d(ri) by minimizing a specific cost function J(p\), the 
expec ted  va lue  E{*}  o f  t he  squa re  d i f f e rences  be tween  d in )  andX"X  
J (p x )  =  'Ekd( n ) - y (n ) ) ->) .  (6.7) 
If we consider the matrix D(ri) as, 
D(n)-. 
' d (n )  '  
x 2 (n )  
(6.8) 
then the coefficient of the optimal Wiener filter that minimizes this cost function is, 




M = det(E {X(n).D(n>}) 
N = det(E{x(n).XT(n)}) 
(6.10) 
6.4 Results 
The discrimination performance of the new algorithm was investigated experimentally. In 
our data presentation, Crystal 1 is considered as the crystal having the shorter scintillation 
decay time (LYSO in LYSO-LGSO phoswich and LSO in LSO-GSO phoswich) and Crystal 
2 the slower one (LGSO and GSO). The first 50000 acquired events were used for the 
calibration process of each detector. Figure 6.3 shows the spectra of al and bO extracted for 
the LYSO-LGSO phoswich and Fig. 6.4 shows the spectra of a\ and bo for the LSO-GSO 
phoswich detector. These two figures were acquired for all events irrespective of whether the 
event is a photoelectric or a Compton scatter interaction. In both phoswich pairs, the light 
yield of Crystal 1 is higher than Crystal 2. Since a single noise threshold was applied, then 
Crystal 1 included more Compton scatter than Crystal 2. Also, as in each phoswich pair 
Crystal 1 (LYSO or LSO) has a higher stopping power than Crystal 2 (LGSO or GSO), a 
larger number of events appeared in Crystal l's peak for crystals of the same length. These 
two factors are important for explaining the uneven number of events of each crystal in the 
spectra shown. 
Each crystal's recursive and non-recursive constant values, [2>oi an] and [602 Û12], were 
evaluated by finding the two peak values of each Gaussian-like distribution. Thus, the 
crystal impulse responses, as well as matrices X(n) and N were computed and kept as pre-
calculated constant values. For the crystal identification, the Wiener filter was used to 
calculate the p\ value of each event for the identification process. Fig. 6.5 and Fig. 6.6 show 
the spectra of the percentage p\ for LYSO-LGSO and LSO-GSO phoswich detectors 
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Figure 6.3 Spectra of bo (gain) and a\ (scintillation decay) values obtained for 50 000 events 
generated by a LYSO-LGSO phoswich detector when exposed to a 1 mCi 68Ge (511 keV) 
rod source. Each Gaussian-like distribution peak represents the mean recursive and non-
recursive constant values of crystals. 
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Figure 6.4 Spectra of bo (gain) and ai (scintillation decay) values obtained for 50 000 events 
generated by a LSO-GSO phoswich detector when exposed to a 1 mCi 68Ge (511 keV) rod 
source. Each Gaussian-like distribution peak represents the mean recursive and non-recursive 
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Figure 6.5 Spectrum of p\ (in %) of 50000 events acquired with the LYSO-LGSO phoswich 
detector and selected energy threshold. 
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Figure 6.6 Spectrum p\ (in %) of 50000 events acquired with the LSO-GSO phoswich 
detector and selected energy threshold. 
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It is expected for the optimum threshold will be at the minimum between the two peaks in the 
pi spectra corresponding to equal contributions of ~50% from both crystal characteristics in 
the output signal. In other words, events having more than 50% of Crystal l's characteristics 
(pl> 50%) are attributed to Crystal 1, while events having less than 50% of Crystal 1 
characteristics (p\< 50%) are assumed to come from Crystal 2. As it can be seen in Fig. 6.5 
and Fig. 6.6, two Gaussian-like shape peaks appear around 0% and 100% of each p\ spectra, 
indicating that the majority of events are photopeaks that have been absorbed either by 
crystal 1 (p\~ 100%) or by crystal 2 (p\~ 0%). However, the disproportion of Compton-
photopeak events of different crystal materials combined with the energy resolution ~ 20% 
make these distributions to spread above 100% and below 0%. Moreover, as we will see 
further, once that photopeak and Compton events have been separated, the photopeak 
threshold tends to be shifted from 50%. Finally, values in between 0% and 100% contain 
photons that went through a photopeak interaction as well as photons of Compton scatter that 
makes the valley not equal to zero. This latter case is not the scope of the paper but is 
currently under scrutiny. In order to validate the CI process based on p\ as described above, 
the al spectra of the same 50000 events used for Fig. 6.3 and Fig. 6.4 were plotted for 
discriminated events using p\ threshold of 50% and the discrimination error was calculated 
(Fig. 6.7 and Fig. 6.8). As expected, two clearly separated distributions representing 
individual crystal events for the phoswich pairs were obtained. The identification error was 
estimated as the fraction of area under the crossing point of the Gaussian curves of each 
crystal out of the threshold divided by the integral of its Gaussian curve. This CI method 
resulted in an overall error rate of <1.5% for the LYSO-LGSO and <1% for LSO-GSO 
phoswich detectors. To further investigate the performance of the algorithm, energy spectra 
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Figure 6.8 Crystal identification of LSO-GSO phoswich detector shown on a\ spectrum. 
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Figure 6.9 Energy spectrum of LYSO-LGSO phoswich after crystal identification. The lines 













5 OK rvants 
311keV 
40 60 80 100 120 
Energy (ADC channel) 
140 
Figure 6.10 Energy spectrum of LSO-GSO phoswich after crystal identification. The lines 
show the thresholds applied between Compton scatters and photopeak events at crystal 
granularity. 
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The Compton scatter events can be thresholded on individual discriminated energy spectra. 
From this threshold, one can re-evaluate the crystal discrimination error rate for photopeak 
and Compton events on al spectra plotted for separate Compton-photopeak events of each 
crystal (Figure 6.11 and Figure 6.12). Figure 6.11 shows the result of this separation for the 
LYSO-LGSO phoswich detector where the curves for photopeak and Compton events are 
plotted. The identification error rates computed as the area under the crossing point of the 
distributions was found to be <1% for photopeak events and <2% for Compton events. 
Figure 6.12 shows a similar plot for the LSO-GSO phoswich detector where the error rate 
was ~0% for the photopeak and <1% for the Compton scatter. Figure 6.13 and Figure 6.14 
show the spectra p\ traced for only photopeak events of each crystal. As explained before, 
because of the disproportion of Compton-photopeak events of different crystal materials, the 
px threshold of photopeaks tends to be shifted. The CI error can be minimized by 
thresholding at the crossing of a dual Gaussian-fit (Figure 6.13 and Figure 6.14). The 
optimum threshold is found at 59%. The fraction of the area under the Crystal l's Gaussian-
fit divided by the sum of areas of two Gaussian curves is 55% for both LYSO-LGSO and 
LSO-GSO phoswich giving the proportion of Crystal l's photopeak events comparing to 
Crystal 2's photopeak events. This percentage of Crystal 1 (55%) and Crystal 2 (45%) 
photopeak events is identical to the attenuation coefficient of crystal in hand multiplied with 
their respective crystal length. This fact, added with energy spectra traced at crystal 
granularity, demonstrates the functionality of the proposed algorithm. 
We evaluated the CI method using a second set of 50000 events obtained from the same 
phoswich-DAQ chain. We used the calibration parameters that were already calculated. Only 
the identification step was calculated in order to trace the p\ spectra (Figure 6.15 and Figure 
6.16). As one can see, the all-events p\ threshold is again at ~50%, and once that photopeak 
and Compton events have been removed the photopeak threshold is again shifted near to 
Crystal 1 (threshold ~59%). 
The photpeak-Compton separation was done based on the same energy thresholds found on 
Figure 6.9 and Figure 6.10. The method successfully discriminated new events finding the 
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Figure 6.11 The al spectrum of photopeak and Compton events of Fig. 4.7 after individual 
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Figure 6.12 The al spectrum of photopeak, and Compton events of Fig. 8 after individual 
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Figure 6.13 The p\ spectrum for photopeak and Compton scatter after energy thresholding for 
LYSO and LGSO signals. Gaussian curves have been fitted to photopeak spectra in order to 









Figure 6.14 The p\ spectrum for photopeak and Compton scatter after energy thresholding for 
LSO and GSO signals. Gaussian curves have been fitted to photopeak spectra in order to 
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Figure 6.15 The p\ spectra for all-events and photopeaks of 50000 new events of LYSO-
LGSO phoswich. Two Gaussian curves were fitted to photopeak spectra in order to find the 
exact threshold value. 
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Figure 6.16 The p\ spectra for all-events and photopeaks of 50000 new events of LSO-GSO 
phoswich. Two Gaussian curves were fitted to photopeak spectra in order to find the exact 
threshold value. 
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6.4.1 Real-Time Implementation 
The new algorithm takes its major advantage from the smaller number of computation steps 
involved in the identification process which makes it at least 2-fold faster than the Wiener 
filter algorithm presented Viscogliosi et coll., 2008 Using 16 samples per event, the real-time 
implementation of the new algorithm needs only 35 MAC units (Figure 6.17) as compared to 
the older method which required 70 MAC units for a real-time implementation. As the new 
method consumes less space in real-time implementation, so an FPGA clocked at 400 MHz 
can process up to 2SM events/sec using the new method. In a full-size PET scanner, the 
calibration process must be performed for every individual phoswich detector before 
applying the CI algorithm. This operation will need a sufficient memory space to keep two 
vectors of 16 samples (at 8-bit) for each phoswich, which is reasonable for a FPGA 
implementation. Alternatively, implementation in a fixed point DSP like the Texas 
Instruments TMS320C6414 when clocked at 500 MHz for real-time crystal identification can 





Figure 6.17 FPGA implementation scheme. D and N are respectively used to identify the 
denominator and numerator inputs of the divider. 35 MAC units are needed for a d(n) with 
16 samples. Vectors hi(n) and h^n) as well as their sums and multiplications are all pre-
calculated in the calibration process. 
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6.5 Discussion and Conclusion 
A high-performance real-time CI algorithm was proposed for the LabPET™ detectors and 
investigated with two phoswich detector assemblies. The parallel structure of the Wiener 
filter algorithm enables high processing speed by taking advantage of the parallel FPGA 
implementation that is available with the LabPET™ scanner architecture. The method 
achieves at least similar CI rates as other digital methods investigated previously, but at half 
the computation burden [Fontaine et coll., 2007]. The algorithm performs well even for low 
energy events resulting from Compton scatters (discrimination error < 2%). Two different 
phoswich detectors with four different types of crystals commonly used in phoswich 
detectors for higher resolution or DOI readout schemes were investigated. Although this 
study was more oriented toward a crystal model extraction through event signals than direct 
DOI readout scheme, these encouraging results enable to foresee that the method could be 
coupled to a more powerful discrimination algorithm such as ARX in order to discriminate 
more than two crystals in multi-scintillator detector assemblies for improved granularity or 
DOI readout. The combination of this method with more powerful algorithms will also let to 
overcome the principal limit of the algorithm which is its dependency on the scintillation 
decay time of the chosen crystals. 
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Contribution au document 
Ce chapitre contribue à cette thèse en développant un simulateur de signaux TEP identiques 
aux signaux obtenus expérimentalement avec le LabPET™. Le simulateur de puise est la clé 
de la validation et de l'évaluation de l'algorithme d'ÏC, développé dans le chapitre précédent. 
Le développement du simulateur de signaux TEP est une étape importante et valorisante de 
ces travaux de thèse et est le seul moyen qui permet de valider une technique d'IC. Or, ce 
chapitre permet aussi de répondre aux questions de recherche concernant l'influence de 
différents facteurs physiques d'un scanner TEP sur les résultats d'IC. 
7.1 Sommaire 
Ce chapitre présente sous la forme d'un article soumis au journal IEEE TNS en juin 2010, le 
développement d'un simulateur de signaux TEP identiques aux signaux TEP expérimentaux 
et évalue la validité de l'algorithme d'IC et la contribution de différents facteurs physiques 
d'un scanner TEP sur les résultats de l'algorithme d'IC basé sur le filtre de Wiener. 
Pour une génération des signaux TEP, les simulations Monte Carlo basées sur GEANT 4 
(GATE) sont d'abord utilisées pour simuler l'interaction et l'absorption des photons gamma 
avec une paire de cristaux phoswich LYSO-LGSO. Les informations concernant chaque 
interaction gamma avec la matière, soit l'énergie déposée dans le cristal, le temps 
d'interaction, et le cristal récepteur, sont enregistrées. Ces données servent d'entrée aux 
modèles mathématiques de génération de photons visibles et de courant par le cristal 
(équation 2.1), et la PDA (équation 2.2) pour générer un signal à la sortie d'une PDA qui a 
un gain équivalent à la PDA utilisée dans la chaîne de détection du LabPET™. La 
convolution de ce signal avec la réponse impulsionnelle du filtre de mise en forme (CSP) 
donne alors le signal de la sortie qui sera échantillonné sur 8-bit à 45 MHz pour passer des 
signaux analogiques aux signaux numériques semblables aux signaux expérimentaux du 
LabPET™. 
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Il faut prendre note que l'addition adéquate des bruits du système est une étape importante de 
la génération de signaux. Les bruits photostatistique et électronique sont calculés et ajoutés 
aux signaux échantillon par échantillon. La comparaison des signaux simulés avec les 
signaux du LabPET™ permet de valider la méthode du générateur de puise. La résolution en 
énergie des signaux simulés a une valeur comparable à celle du LabPET™ 24%) affirmant 
le bon rapport du signal sur bruit ajouté sur les signaux simulés. L'application du filtre de 
Wiener sur les signaux simulés permet de comparer les histogrammes de pôles, gains, et de 
pourcentage entre les signaux expérimentaux et les signaux simulés et de valider la méthode 
de simulation. Les résultats d'IC du filtre de Wiener sur les signaux simulés sont alors 
comparés aux vraies informations des cristaux récepteurs pour chaque puise pour calculer 
l'erreur d' d'identification causée par l'algorithme d'IC. Afin d'évaluer l'influence des 
différentes sources de bruit sur l'algorithme de l'IC, différentes séries de signaux, chacune 
comportant seulement un type de bruit, sont simulées et les résultats d'identification des 
cristaux sont comparés. Ceci démontre l'influence que chacune des sources de bruit peut 
avoir sur l'erreur d'identification causée par l'algorithme d'IC. De même pour une évaluation 
de l'influence des différents filtres de mise en forme CR-RC" sur l'algorithme de 
discrimination des cristaux. Différents filtres de mise de forme avec des constantes de temps 
variables seront utilisés pour la génération des impulsions, et les résultats d'IC sont comparés 
pour évaluer la contribution du modèle de mise en forme du signal sur les résultats d'IC. 
Il est démontré par ces travaux que le bruit photostatistique est la majeure cause 
d'élargissement des distributions dans les spectres de pôles et induit de l'erreur dans 
l'algorithme de Wiener. De plus, les études de simulations plus approfondies démontrent que 
la partie commune entre les deux distributions sur l'histogramme des pôles contient des 
événements diffusés inter-cristaux, entre les deux cristaux du détecteur phoswich; ce qui 
affecte les résultats d'IC. Cette erreur n'est pas due à la performance de l'algorithme, mais à 
la nature physique de ces événements hybrides. 
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Abstract 
A fast Wiener filter-based crystal identification (WFCI) algorithm was recently developed 
for discriminating crystal species with close scintillation decay times in phoswich detectors. 
Although its promising performance, the influence of various physical and electrical noise 
sources of the data acquisition chain (DAQ) on the crystal identification process was not 
fully investigated. This paper examines the effect of different noise sources, such as photon 
statistics, avalanche photodiode (APD) excess multiplication noise, and front-end electronic 
noise, as well as the influence of different shaping filters on the performance of the WFCI 
algorithm. To this end, a PET-like signal simulator based on a model of the LabPET™ 
DAQ, a small animal APD-based digital PET scanner, was developed. Simulated signals 
were generated under various noise conditions with CR-RCn shapers of order 1, 3, and 5 
having different time constants (x). Applying the WFCI algorithm to these simulated signals 
showed that the non-stationary Poisson photon statistics is the main contributor to the 
identification error of WFCI algorithm. A shaping filter of order 1 with x = 50 ns yielded 
the best WFCI performance (error ~1%), while a longer shaping time of x = 100 ns slightly 
degraded the WFCI performance (error -3%). Filters of higher orders with fast shaping time 
constants (10 ns to 33 ns) also produced good WFCI results (error 1.4% to 1.6%). This study 
confirms the influence of the detection chain on the WFCI performance. 
Index Terms- PET-like pulse simulation, Poisson photon statistics, Wiener filter, crystal 
identification, phoswich detector. 
7.2 Introduction 
The phoswich detector design, an assembly of scintillation crystals with different decay time 
characteristics, is a simple technique used to improve spatial resolution in small animal 
Positron Emission Tomography (PET) [Lecomte et coll., 1986]. Phoswich detectors are 
usually made by stacking two or more scintillation crystals with different characteristics to 
enable depth of interaction (DOI) measurement [Dahlborm et coll., 1998], [Seidel et coll., 
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1999], [Saoudi et coll., 1999], [Miyaoka et coll., 1998], [Astakhov et coll., 2003], or higher 
pixelization in order to improve the 2D spatial resolution without increasing the number of 
electronic readout channels [Bergeron et coll., 2009]. 
Techniques of crystal identification (CI) based on classical 'Pulse Shape Discrimination' 
[Dahlborm et coll., 1998], [Seidel et coll., 1999], [Saoudi et coll., 1999], [Schmand et coll., 
1999], or more sophisticated digital signal processing algorithms [Streun et coll., 2003], 
[Michaud et coll., 2003], [Viscogliosi et coll., 2008], [Yousefzadeh et coll., 2008] are 
mandatory to identify the scintillating crystal in a phoswich detector. Among the proposed 
digital signal processing approaches, a fast Wiener filter-based crystal identification (WFCI) 
algorithm was recently shown to have the ability of discriminating crystals with close 
scintillation decay times even for events with energies as low as 100 keV [Viscogliosi et 
coll., 2008], [Yousefzadeh et coll., 2008]. Despite the good performance of WFCI algorithm 
achieved in specific experimental conditions and validated by offline techniques [Viscogliosi 
et coll., 2008], its performance characteristics can hardly be evaluated for different physical 
and electronic parameters of the PET acquisition chain. Evaluating the influence of photon 
statistics, APD multiplication noise, electronic noise and shaping filter on the CI performance 
is necessary at the design stage of PET scanners to optimize architecture design prior to its 
materialization. 
This paper investigates the development of a PET-like. signal simulation technique using a 
mathematical model of the data acquisition chain of the LabPET, a small animal APD-based 
PET scanner developed at Université de Sherbrooke [Fontaine et coll., 2009]. This model 
will be further used to simulate signals under various noise and shaping filter conditions. The 
simulated signals are then supplied to the WFCI algorithm and the results can be compared 
for assessment and validation purposes. 
The main features of the LabPET detection system are first reviewed and the mathematical 
model of its data acquisition chain is then introduced, together with the theory of the WFCI 
algorithm. The methodology used to generate PET-like pulses by simulation and to evaluate 
the WFCI approach for various physical conditions is then described and the most salient 
results presented. 
7.3 Theory review 
7.3.1 Mathematics of LabPET data acquisition chain 
The LabPET detection front-end consists of two 2 x 2 x -12 mm3 LYSO-LGSO crystals 
(time constants, T, ~40 ns and ~65 ns, respectively) (Table 7.1) [Pepin et coll., 2006] in a 
phoswich arrangement, optically coupled along one long side and read out by one common 
APD with a gain of ~80 [Bergeron et coll., 2009]. The charge pulses from the APD are 
converted to voltage by a charge sensitive preamplifier (CSP) with a gain of 1.8 mV/fC, then 
filtered and shaped using a RC filter with a peaking time of ~50 ns to shorten signal 
processing while optimizing signal-to-noise ratio. A 45-MHz 8-bit analog-to-digital 
converter (ADC) digitizes the amplified/filtered signals and 64 samples of every events 
reaching a predetermined threshold are kept for further processing [Fontaine et coll., 2009]. 
Experimental signals were acquired using the LabPET data acquisition (DAQ) setup shown 
in Fig. 7.1, and by exposing the LYSO-LGSO phoswich detector to a 511 keV radiation 
source. 
Table 7.1 
LabPET™ Crystals' Scintillation Properties [Pepin et coll., 2006] 
LYSO LGSO (80% Gd> 
DECAY TIME CONSTANT (ns) 40 65-75 
LIGHT OUTPUT APD (%)* 85 45 
PEAK EMISSION (nm) 416 425 
INDEX OF REFRACTION 1.81 1.81 
DENSITY (g/cm3) 7.13 6.5 
PHOTOELECTRONS/MeV -3000 -2000 




Figure 7.1 The LabPET™ data acquisition chain (DAQ). Phoswich detectors consist of two 
different crystals placed side-by-side and coupled to an APD. Charge pulses from the APD 




where I(t) and Q(t) are respectively the number of primary photoelectrons generated in the 
APD and the number of scintillation photons generated in the scintillator as a function of 
time, Mis the gain of the APD, y/opt is the optical coupling efficiency between the scintillator 
and APD expressed in percentage and Ç is the APD quantum efficiency. Qo is the initial 
maximum scintillation photon yield generated in the scintillator and r, is the crystal 
scintillation decay time constant. 
In a linear system, the output signal of the DAQ chain can be expressed as the mathematical 
convolution of the individual impulse responses of its components. In this case, the output 
signal 5(f) can be computed as the convolution of the APD output signal N(t) with the DAQ 
impulse response h(t), assumed to be time-invariant: 








The charge signal N(t) at the output of the APD can be mathematically 
[Knoll, 1999]: 
N{f )  =  M- l { f )  
l ( ' )  =  Q( t )Vo P l Ç 
Q(t) = Q0exp 
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Two main noise sources must be added to S(t): 1) the DAQ electronic noise measured as the 
Equivalent Noise Charge (ENC), which is Gaussian and stationary (OENC)- It can be 
calculated as the root mean square (RMS) electron noise (e^,) [Radeka et coll., 1988], 
[Lecomte et coll., 1999] and it is estimated to be lower than 700 e^for the LabPET DAQ; 2) 
the APD excess multiplication noise {ap) resulting from the electron generation in the APD, 
which is a non-stationary Poisson noise amplifying the variance in photoelectron statistics. It 
can be measured in erms at the shaping filter input by [Lecomte et coll., 1999], [Casey et coll., 
2003]: 
where hn(t) is the noise in en* at the output of the shaping filter referred to the shaping filter 
input, and F is the excess noise factor introduced by Mclntyre [Mclntyre, 1966] that can be 
expressed as a function of the effective hole to electron ionization ratio, kej? : 
In LabPET, for a keffOÎ 0.016 and an APD gain of 80, the excess noise factor F is -3.07. In 
other words, # is the factor by which the statistical noise at the APD output exceeds that 
expected from a noiseless multiplier [Perkinelmer, 2006]. Therefore, the total RMS noise (pi) 
in electron added to the LabPET signal will be the quadratic sum of every individual noise 
source [Fontaine et coll., 2009]: 
Because of the non-stationary nature of the ap Poisson statistics, ot (t) will be non-stationary. 
Therefore, v£t) will vary temporally and must be calculated and added to the simulated signal 
sample by sample. The ap{t) noise is colored by the APD output current and has its maximum 
value at the peak APD output signal. The OENC noise is not colored by the output signal and 
has the same value for all digitized signal samples. Thus, higher energy signals, for instance 
o p \ t )  =  F . h n ( t )  





511 keV photopeak events, will be mostly affected by the statistical noise op(t), whereas the 
electronic noise OENC will be prevalent in low energy signals. 
7.3.2 Wiener Filter Crystal Identification (WFCI) 
A fast Wiener filter-based CI algorithm applied to the LabPET phoswich detectors was 
recently developed [Yousefzadeh et coll., 2008]. Briefly, in this method, a parameterized 
time-series model with one zero, bo, representing the crystal light yield (Qo), and one pole, a\, 
related to the crystal decay time (r,), is used: 
where x(ri) is the DAQ impulse response, y(ri) is the estimated output signal to be adapted to 
real measured signals, d(rt) (Fig. 7.2). From (7.6), the pole, a\, can be related to the crystal 
decay time by: 
where 7e is the ADC sampling period. For LabPET signals with a sampling period of 22.2 ns 
(sampling frequency 45 MHz), LYSO crystal (rs~40 ns) should have a pole value at 0.57 and 
LGSO crystal ( rs ~65 ns) a pole value at 0.71. 
In order to extract the parameters bo and a\ from real measured signals, a specific cost 
function J(bo, a{) is used to minimize the expected value £{•} of the square differences 
between y(ri) and d(ri) (Fig.7 2): 
y W  =  b Q . x ( n )  +  a x .  y ( n - l )  (7.6) 
a, = e (7.7) 
J ( b 0 , a l )  =  E { ( d ( n ) - y ( „ ) Y }  (7.8) 
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Figure 7.2 In Wiener filter crystal identification (WFCI), LabPET™ crystals and DAQ chain 
are modeled in Z domain with one pole and one gain, and the error between the estimated 
signal and the measured data is minimized. 
The bo and a\ values of each crystal are extracted from 50,000 experimentally measured 
signals (50,000 d(n) signals, with 64 samples per signal). Two quasi-Gaussian distributions 
with mean values of 0.57 and 0.71 appeared on the a\ spectrum. The precision of calculated 
parameters could thus be verified. Two other quasi-Gaussian distributions with mean values 
representing the light yield of each crystal also appeared on the bo spectrum [Yousefzadeh et 
coll., 2008]. Using the bo and a\ extracted values, it is possible to calculate the impulse 
response of each crystal and therefore extract the percentage of contribution of each crystal in 
the measured output signal for crystal identification [Yousefzadeh et coll., 2008]. This WFCI 
algorithm could successfully discriminate LYSO-LGSO scintillator crystals with rather close 
scintillation decay times (error < 2%). 
7.4 Materials and methods 
7.4.1 LabPET signal simulation and WFCI validation 
Monte Carlo simulations based on the Geant4 Application for Tomographic Emission 
(GATE) [Jan et coll., 2004] was used to generate 50,000 radiation interactions coming from a 
511 keV point source. Gamma rays were detected within a LYSO-LGSO phoswich detector 
with the LabPET geometry. The energy, time of arrival and the identity of the scintillating 
crystal were registered by GATE and used to mathematically simulate 50,000 LabPET-like 
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signals following the equations (7.1) to (7.5). It is noteworthy that N ( f )  was generated at a 
frequency 32 times higher than the LabPET sampling frequency (45 MHz) in order to 
simulate a quasi-analog APD output signal that could be compared to the experimental DAQ 
output signal with negligible phase shift. The LabPET DAQ impulse response h(t) in 
equations (7.2) and (7.3) was determined a priori by inserting a step pulse at the preamplifier 
input and recording output data. Once the APD output signal was shaped by convolution with 
h(t) and the total noise (a,) added to the signal, the simulated signal was decimated to 45 
MHz and 8-bit, in phase with the measured signal timestamp. 64 samples per event were 
preserved. In order to validate the simulation technique, about 100 simulated signals were 
visually compared to 100 LabPET experimental signals acquired using the LabPET setup 
(Fig. 7.1). 
For the WFCI method validation, 50,000 simulated events were presented to the WFCI 
algorithm as d(ri) in (7.8). Knowing the true position of interaction of each event through 
GATE, the WFCI error rate of the simulated signals could be calculated as the number of 
misidentified events divided by the total number of events. The energy and pole (ai) spectra 
of 50,000 experimental and 50,000 simulated discriminated events were then compared. 
7.4.2 WFCI evaluation for different types of noise 
In order to evaluate the individual contribution of each noise source to WFCI results, two 
new sets of 50,000 events were generated: 1) 50,000 events where only the ENC noise was 
added to the signals as a random white Gaussian noise; 2) 50,000 signals where only the 
photon statistics and APD excess multiplication noise (ap) was added to individual samples 
of the signal. WFCI was applied to each new set of signals and the results were compared in 
a\ spectra. The WFCI error rate was again computed as the number of misidentified events 
divided by the total number of events. 
7.4.3 WFCI evaluation of different CR-RC" shaping filters 
The APD output signals are usually shaped for noise reduction in order to improve time and 
energy measurement. Different shaper/preamplifier topologies such as simple RC integrator 
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circuit [Fontaine et coll., 2009], CR-RC", or more sophisticated semi-Gaussian filters can 
also be used [Okawa et coll., 1976]. In small animal PET scanners, simulation studies 
showed that better timing performance was obtained for CR-RCn filters with order n larger 
than one [Pratte et coll., 2002]. However, the choice of signal processing filter might affect 
the WFCI results. Therefore, their impact on WFCI performance must be assessed before 
considering their implementation in new DAQ designs. 
The CR-RC" shaping filters have an impulse response of the form [Okawa et coll., 1976]: 
i  f / V  -h ( t )  = - e * (7.9) 
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Figure 7.3 The impulse response of CR-RC" shaping filters of first and third order with /p=50 
ns (T =50 ns and 16.6 ns, respectively) and fp=100 ns (r =100 ns and 33 ns, respectively) in 
comparison to the LabPET RC shaper impulse response with /p=50 ns and T =1.5 us. 
where T is the time constant of the filter, and n the order of the filter, r is related to the 
peaking time (tp) by: 
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The ENC noise for a CR-RC" shaper can be calculated as proposed in [Murakami, 1985]. In 
order to evaluate the performance of the WFCI for CR-RC" shaping filters, new sets of 
simulated events were generated where the a priori known LabPET DAQ impulse response 
was replaced by the CR-RC" filter's impulse response h(t) in equations (7.2) and (7.3). Six 
CR-RC" shaping filters of order 1, 3, and 5 with peaking times of 50 ns and 100 ns were used 
to generate six new sets of 50,000 PET-like simulated events. The peaking time of 50 ns was 
selected in order to have a peaking time similar to the LabPET shaper, but with faster time 
constants. The filters' peaking time of 100 ns was selected as a control and for comparison 
purposes. Using (7.10), the CR-RC" filters had time constants of: 100 ns (fp=100 ns, n=l), 50 
ns (/p=50 ns, «=1), -33 ns (/p=100 ns, n= 3), 20 ns (/p=100 ns, n=5), 16.6 ns (fp=50 ns, n= 3), 
and 10 ns (/p=50 ns, «=5). The comparison of their impulse responses to the LabPET DAQ 
impulse response is shown in Fig. 3. The simulated signals were processed by the WFCI 
algorithm again as d(n) in (7.8) and the results were compared in energy and a\ spectra to 
determine the WFCI error rate. 
7.5 Results 
7.5.1 LabPET signal simulation and WFCI validation 
Fig. 7.4 shows a visual comparison between LabPET experimental signals and simulated 
signals acquired for a 511 keV point source in GATE. The LabPET-like signal simulator 
achieved good agreement with the experimental data in terms of signal shape and signal-to-
noise ratio (SNR). Fig. 7.5 shows the comparison of WFCI results in a\ spectra for 50,000 
experimental and 50,000 simulated signals acquired from a 511 keV source. As expected 
from theory, (7.7), distributions centered at ai~0.57 for LYSO (rs ~40 ns) and ai~0.71 for 
LGSO (rs -65 ns) were obtained for both experimental and simulated signals, confirming 
again the good agreement between simulation and experimental data. The simulation and 
experimental a\ spectra had almost similar widths - experimental data has slightly larger a\ 
curves. WFCI error rate of simulated data, calculated from the number of misidentified 
events known from GATE, was -2% for energies higher than 100 keV. A slight difference 
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between the position of the distribution cross point for experimental and simulated data is 
also observed. 
Fig. 7.6 compares the energy spectra of 50,000 experimental and 50,000 simulated signals 
obtained after discrimination by WFCI. The position and width of the 511 keV photopeaks 
from experimental and simulated data are very similar and the shapes of the spectra nearly 
coincide down to the 100 keV noise threshold. The full width at half maximum (FWHM) 
energy resolution of ~24% for simulated data is very similar to the experimentally measured 
one of ~24.5% [Bergeron et coll., 2009]. 
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Figure 7.4 Simulated pulses in comparison to LabPET™ experimental data. 
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Figure 7.5 WFCI pole spectra of 50,000 simulated and 50,000 experimental signals acquired 
from a 511 keV source. The distribution peak positions are similar, but the widths of the 
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Figure 7.6 Validation of Wiener filter crystal identification (WFCI) results on energy spectra 
of simulated data and LabPET™ experimental data. 
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7.5.2 WFCI evaluation for different types of noise 
Fig. 7.7 shows the comparison of pole spectra for simulated signals containing different noise 
sources. Obviously, the photon statistics (after APD multiplication) mostly affects the WFCI 
performance by spreading the distributions in the pole spectrum. The WFCI error rate 
increased from ~0% for the 50,000 signals containing only ENC noise to ~2% for the 50,000 
signals containing only photon statistical noise (for signals with energies higher than 100 
keV). A slight displacement of the pole peaks - of the order of 1 to 2 ns - was also observed. 
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Figure 7.7 Contribution of different noise sources on pole spectrum. Photon statistic noise 
enlarges the Gaussian curves and decreases the Wiener filter crystals identification 
performance. 
7.5.3 WFCI evaluation of different CR-RCn shaping filters 
Fig. 7.8 shows the WFCI results on the pole spectrum of 50,000 signals simulated using a 
CR-RCn shaper of order 3 with a peaking time of 50 ns (shaper time constant of 16.6 ns). The 
distributions were correctly positioned at aj~0.57 for LYSO events and ai~0.71 for LGSO 
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events, confirming the accuracy of the simulations. When comparing this spectrum to Fig. 
7.5 where signals were simulated using the LabPET RC shaper impulse response, it is 
observed that the distributions obtained with the CR-RC" shaper are narrower. As a result, a 
better WFCI performance (error rate ~1.5% for energies higher than 100 keV) is also 
obtained. The distribution cross point is at the same position as for the simulated signals of 
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Figure 7.8 WFCI results on the pole spectrum of 50,000 simulated signals using a CR-RC" 
shaper of third order with a peaking time of 50 ns (x -16.6 ns). The position of Gaussian 
curves' peaks and cross point are the same as the simulated events of Fig. 5. However, the 
curves are narrower here and the WFCI error is improved (-1.5% error). 
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Figure 7.9 Results of Wiener filter-based crystal identification (WFCI) on the energy 
spectrum of 50000 simulated events using a CR-RCn shaper of third order with 50 ns time 
constant (WFCI error ~ 5%, energies:» 100 keV). 
Fig. 7.9 shows simulated energy spectra of 50,000 signals discriminated by WFCI when 
shaped using a CR-RC" shaper of order 3 with tp =50 ns (T~16.6 ns). As a result of the faster 
shaping time, there is an important ballistic deficit and the LYSO and LGSO 511 keV peaks 
have lower ADC values when compared to Fig. 6. The 511 keV energy resolution was also 
degraded to -27% for LYSO and ~30% for LGSO. 
Fig. 7.10 summarizes the WFCI error rate for simulated signals - with energies higher than 
100 keV - obtained with the different CR-RC" shaping filters. The best WFCI performance 
was obtained for the filter of order 1 with /p=50 ns and r=50 ns (error 1%) while the worst 
WFCI performance was obtained from the filter of order 1 with /p =100 ns and T=100 ns. 
Higher order filters with faster time constants (10 ns to 33 ns) also achieved fairly good 
WFCI performance (error 1.4% to 1.6%). 
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Figure 7.10 WFCI error rate for simulated signals - with energies higher than 100 keV - with 
different CR-RC" filters of order 1,3, and 5 with two peaking times: fp=50 ns which gives 
three filters with times constants of: T =50 ns, 16.6 ns, and 10 ns respectively, and rp=100 ns 
which gives three filters with t =100 ns, 33 ns, and 20 ns respectively. The best WFCI 
performance was achieved for a filter of order 1, with /p=50 ns and x =50 ns (error 1%). 
7.6 Discussion 
The main challenge of small animal PET systems is to obtain high detection efficiency and a 
highly accurate localization of disintegrations. High precision crystal identification (CI) 
techniques in multi-layer scintillator detectors have been used to localize the radiation 
interactions and to enhance the spatial resolution of the system. However, achieving a high 
CI performance is a challenge, because besides the detectors' physics and design, the 
detection chain readout electronics might also compromise the performance of a CI 
algorithm. In this study we evaluated the performance of the WFCI algorithm for the photon 
statistics issued from the APD multiplication noise, as well as for the ENC noise for various 
CR-RC" shaper filters. A LabPET-like signal simulator using GATE radiation information 
about the energy, time of arrival, and position of interactions was used to generate different 
sets of 50,000 simulated signals under various noise and shaper filter conditions. The 
simulated signals were introduced to WFCI algorithm for evaluation and results were 
compared for validation. 
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The high degree of visual similarity between the simulated and LabPET experimental signals 
and SNR confirmed the simulation methodology (Fig. 7.4). The pole spectrum of simulated 
signals was also very similar to experimental data in terms of pole peaks positions, where the 
mean value of the Gaussians represents the crystal scintillation decay time and in term of the 
standard deviation representing the added noise. However, the experimental data had slightly 
larger pole spectrum which might come from the higher amount of low-energy electrical 
noise of the experimental setup. This was also shown on the energy spectrum of these signals 
(Fig. 7.6), where the noise reproduced by simulation signals was less than the amount of 
noise of experimental electronics when approaching the 100 keV noise threshold. 
The cause of the simulated data LGSO's curve's small tail on its left on Fig. 7.5 could not be 
determined and need further investigation. The position of peaks on all pole spectra was 
correctly calculated. The comparison of the calculated WFCI error rate of simulated signals 
(2%) to experimental signals (<2%) validates the performance of the WFCI algorithm. A 
slightly higher WFCI error rate of the simulated data could be a result of the events causing 
the larger tail of LGSO pole curve (Fig. 7.5). 
The evaluation of the impact of different noise sources on WFCI results confirmed the 
photon statistics issued from the APD multiplication gain as the main contributor to the 
WFCI error. It was shown that the Poisson distribution on the photon statistics decreased the 
WFCI performance by enlarging the Gaussian curves on the pole spectrum and increasing the 
WFCI error rate (Fig. 7.7). The explanation would be that the Wiener filter, like other 
common linear time-invariant (LTI) adaptive filters, is designed to deal with a white 
Gaussian stationary noise [Bose, 2004]. Therefore, the photon statistic noise, which is a non-
stationary colored Poisson process, decreases the performance of the Wiener filter algorithm. 
The non-white characteristic of the photon statistical noise generates uncertainties resulting 
in an enlargement of the peak width in the pole spectrum calculated by WFCI algorithm. 
Moreover, the non-stationary nature of the Poisson distribution over time causes an error in 
the calculation of the a\ and bo parameters themselves. This is the reason why a slight 
displacement of the pole Gaussian mean values -peaks seen on the pole spectrum- was also 
observed. However, this shift was in order of 1-2 ns which would not have a critical impact 
on WFCI performance by itself. 
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Three CR-RC" shapers of order 1, 3, 5 with a peaking time of 50 ns similar to LabPET shaper 
peaking time (resulting times constants of 50 ns, 16.6 ns, and 10 ns respectively), as well as 
three CR-RC" shapers of order 1, 3, 5 with slower peaking time of 100 ns (resulting times 
constants of 100 ns, 33 ns, and 20 ns respectively) were used for WFCI performance 
evaluation. For LYSO-LGSO crystals with times constants of —40 ns and ~65 ns, the WFCI 
algorithm obtained the best performance when a CR-RC" shaper of first order with peaking 
time of 50 ns (T =50 ns) was used (error ~1%). Using a filter with slower peaking time and 
time constant (/p= 100 ns, x =100 ns, n=l) affected the WFCI performances of these crystals 
(error ~ 3%), but when higher orders of this filter with faster time constants were used, the 
WFCI error rate improved. This confirms that using CR-RC" filters with fast time constants -
at least close to crystal scintillation time constants- give better WFCI results. The example of 
Fig. 7.8 for a CR-RC" shaper of order 3 with /p=50 ns and T =16.6 ns showed that the pole 
Gaussian curves were narrower (WFCI error rate ~1.5%) than the pole curves of Fig. 7.5 
obtained with the LabPET shaper filter (WFCI error rate ~2% ). Therefore, the fast nature of 
these filters seems to reduce the noise over the pole calculation and improve generally the 
WFCI performance. However, the energy spectrum of the same CR-RC" shaper (n=3, /p=50 
ns and x =16.6 ns) showed a shift of the 511 keV peaks' positions toward lower values of 
ADC channel because of the shorter integration time. Therefore, as it was expected, an 
insufficient energy collection of the signals degraded the FWHM energy resolution and the 
separation of scatter and noise events on low-energy signals could be hardly performed 
especially on the LGSO energy spectrum. 
7.7 Conclusion 
This study was investigated to evaluate the influence and contribution of different physical 
and electronic factors of a PET detection chain on the performance and results of the WFCI 
algorithm. The Wiener filter algorithm was mainly designed for Gaussian stationary noise 
environments and the non-stationary APD Poisson photon statistics decreases the WFCI 
performance. However, the WFCI algorithm still offers a high discrimination rate for APD-
based LYSO-LGSO crystals with scintillation decay times as close as 25 ns. Moreover, it 
105 
was demonstrated that beside the physical nature of the detection chain, the selection of the 
shaper filter can also influence the WFCI results. Using an appropriate CR-RC" filter can 
improve the WFCI results by decreasing the error rate. CR-RC" shapers of orders higher than 
1 with fast time constants give high WFCI performance by reducing the effect of non-
stationary noise on WFCI pole spectrum. This adds to the benefits of using these filters 
besides improving the timing resolution of the PET scanners. This study confirmed the 
robustness of the WFCI algorithm for various noise or filtering conditions. The outcome of 
this work demonstrate the capability to upgrade small animal PET scanners' performances by 
using phoswich detectors with close scintillation time characteristics, and/or using suitable 
CR-RC" shaper filters for better CI and timing resolution performances. 
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Contribution au document 
Les travaux de ce chapitre contribuent à cette thèse en élaborant la possibilité d'utiliser 
l'algorithme d'IC de Wiener pour la discrimination de différents cristaux dans des détecteurs 
phoswich, et cela même quand les caractéristiques des cristaux sont très semblables. Cette 
étude affirme la haute performance de l'algorithme d'IC basé sur le filtre de Wiener et ouvre 
la discussion sur la possibilité de concevoir des détecteurs phoswich à trois ou quatre couches 
qui permettent de mesurer la profondeur d'interaction avec encore plus de précision et de 
bonifier la résolution spatiale des scanners TEP. 
8.1 Sommaire 
L'introduction récente des cristaux scintillateurs rapides avec un rendement lumineux élevé 
suscite beaucoup d'intérêt pour l'utilisation de ces cristaux comme détecteurs en imagerie 
TEP petit animal. La rapidité de ces cristaux diminue le temps mort du scanner et améliore la 
résolution temporelle en coïncidence. La possibilité d'utilisation de ces cristaux en très 
petites tailles dans la conception des détecteurs phoswich avec la profondeur d'interaction 
(DOI) permet d'améliorer la résolution spatiale TEP. Néanmoins, l'utilisation des détecteurs 
phoswich impose l'application d'une technique d'identification des cristaux (IC) capable de 
séparer les cristaux avec des matériaux très semblables. Une étude a récemment démontré la 
possibilité de discriminer les signaux issus des cristaux rapides et semblables utilisés dans 
des détecteurs phoswich à double couche par le filtre de Wiener [Pépin et coll. 2010]. 
L'objectif de ce chapitre est de valider les résultats d'IC par le filtre de Wiener pour de 
nouveaux cristaux rapides qui ont le potentiel d'être combinés en détecteur phoswich dans les 
futurs scanners TEP. Le simulateur de puise développé dans; le chapitre précédent est utilisé 
pour cette validation. Dans cette étude, les détecteurs à deux et trois couches-assemblés côte 
à côte utilisant les cristaux GSO, LSO: Ce,Ca et LGSO (10% Gd) avec des constantes de 
temps aussi proches que 13 ns sont utilisés. Ces cristaux et leurs interactions avec des 
photons d'annihilation de 511 keV sont en première étape simulés par GATE et l'énergie de 
l'interaction, le temps d'arrivée, et le cristal récepteur de chaque interaction sont les 
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informations enregistrées pour chaque événement. Ces données de simulation GATE sont 
ensuite envoyées au générateur de puise du chapitre précédent pour simuler les signaux de 
sortie de la chaîne d'acquisition LabPET. Les résultats montrent une erreur d'IC de 0.5-3% 
pour différents détecteurs à double couche (différences de constantes de temps 13 ns à 28 ns) 




A detector pulse simulator was recently developed to simulate digital output signals from 
LabPET™, an APD-based small animal Positron Emission Tomography (PET) scanner 
developed at Université de Sherbrooke. The main goal of the simulator was to validate the 
digital crystal identification (CI) and timing algorithms implemented in the LabPET™. The 
pulse simulator uses information generated by Monte Carlo simulation, such as energy, time 
of arrival and position of interactions in a LYSO-LGSO (80%Gd) phoswich detector to 
generate digital output signals in which Poisson photon statistics and electronic noise are 
included. We report here the validation of the Wiener filter CI results for new types of fast 
and high luminosity scintillation crystals that can potentially be used as new depth of 
interaction phoswich detectors. The fast Wiener filter-based CI method was investigated for 
discriminating two and three layer detectors using GSO, and new LSO: Ce,Ca and 
LGSO(l()%Gd) crystals with decay time differences as close as 13 ns. CI error rate was 
0.5%-3% for various two layer phoswich detectors and 6% for a three-layer detector for 
energies higher than 100 keV. 
Index Terms -Crystal identification, Wiener filter, PET detector pulse simulator, phoswich 
detector, DOI 
8.2 Introduction 
Several new fast and high luminosity scintillators have recently been introduced to the 
medical imaging field, some of which are very promising and of particular interest for use in 
small animal Positron Emission Tomography (PET) [Pépin et coll., 2010]. Scintillators with 
short decay time can reduce the scanner dead time while improving coincidence timing 
resolution. The availability of a variety of crystals with a range of different scintillation 
properties has triggered sustained interest for phoswich detectors, which allow the depth of 
interaction (DOI) measurement within multi-crystal assemblies [Miyaoka et coll., 1997], 
[Seidel, et coll., 1999]. Different crystal identification (CI) techniques have been developed 
for DOI measurement in phoswich detectors. However, the number of scintillators with 
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suitable characteristics for CI application has remained fairly limited due to the lack of 
efficient techniques to discriminate crystals with close scintillation decay time 
characteristics. Classical Pulse Shape Discrimination (PSD) techniques used for phoswich 
crystal identification such as LSO-LuYAP or LSO-YSO [Streun et coll., 2006] have achieved 
4% to 7% misidentification rate for events with energies higher than 250 keV. 
A fast digital Wiener filter-based CI technique based on adaptive filter theory has recently 
been developed [Yousefzadeh et coll., 2008]. This algorithm has demonstrated excellent 
crystal discrimination performance for LYSO-LGSO crystals with similar decay time 
constants (40 ns vs 65 ns respectively) used in LabPET™ [Fontaine et coll., 2009], even for 
events with energies as low as 100 keV (<3% error). We report on the possibility to use 
different dual and triple-layer phoswich detector assemblies that can be separated by the 
Wiener filter-based CI algorithm. Results were simulated using the recently developed 
LabPET-like pulse generator [Yousefzadeh et coll., 2009] and compared to experimental 
data. 
8.3 Materials and methods 
Table 8.1 Crystals' Scintillation Properties 
LSO LGSO 
DECAY TIME CONSTANT (ns) 32 47 
LIGHT OUTPUT APD (%)» 76 120 
PEAK EMISSION (nm) 420 415 
INDEX OF REFRACTION 1,82 1,8 
DENSITY (g/cm) 7,35 6,5 
ENERGY RESOLUTION 11,1 10,8 
* RELATIVE TO NaI(Tl) 
Three new fast high light output crystals, LGSO (10% Gd, 0.75% Ce), LSO (Table 8.1), and 
GSO (Table 2.1) were first simulated two by two in a phoswich design using the Geant4 
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Application for Tomography Emission (GATE). Crystals were each 2 x 2 x ~10 mm3 in size 
and were positioned side by side. The simulations were done under the irradiation conditions 
of a point source of 511 keV gamma rays. Timing and energy data generated by GATE was 
inserted in the recently developed LabPET™ DAQ pulse generator [Yousefzadeh et coll., 
2009] for supplying pulses mimicking LabPET-like output signals. The fast Wiener filter-
based CI (WFCI) algorithm, recently developed [Yousefzadeh et coll., 2008] was then 
applied to simulated signals. In the WFCI method, the time constant and light yield of each 
crystal is modeled as a filter containing one pole and one zero in Z domain. These parameters 
are then used for crystal discrimination. Once the separation of dual-layer phoswich crystals 
was demonstrated by simulation, results were validated experimentally using the LabPET™ 
DAQ chain. 50000 events were acquired for each crystal individually and were then mixed 
all together for CI verification. Table 8.2 shows the decay time and light output of each 
crystal in Z domain - pole and zero. We demonstrated that two- and three-layer combinations 
of LSO, LGSO and GSO crystals of Table 8.1 could get separated by WFCI. 
Table 8.2 Wiener filter Crystal Parameters 
LSO LGSO GSO 
POLE 0,53 0,62 0,7 
ZERO 0,49 0,41 0,32 
Energy (ADC) 87 150 40 
8.4 Results 
Table 8.3 shows the CI error rate when different crystal pairs were presented to the WFCI 
algorithm. The LSO-GSO crystal pair, having the largest decay time difference (~28 ns time 
decay difference), was best identified (1.5% CI error rate). Closer crystal decay time 
constants lead to closer poles in the CI spectra and higher CI error rate. For decay time 
differences of ~ 15 ns LGSO-GSO had less CI error than LGSO-LSO as their zeros were 
further apart. Figure 8.1 and figure 8.2 show the individual and combined pole and energy 
spectra of a LGSO-LSO phoswich detector using 50000 simulated events in each crystal. 
Figure 8.3 and figure 8.4 show the same for a LSO-LGSO-GSO phoswich achieving an 
overall ~ 7% CI error rate. 
Table 8.3 Wiener filter Crystal Identification (CI) 
LSO-GSO LGSO-GSO LGSO-LSO 
TIME DECAY DIFFERENCE (ns) 28 13 15 
CI ERROR RATE (%) 1,5 3 6 
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Figure 8.1 Pole spectra of 100,000 LGSO-LSO phoswich events simulated using LabPET™ 
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Figure 8.2 Energy spectra of 100,000 events from a LGSO-LSO phoswich detector simulated 
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Figure 8.3 Pole spectra of 50000 LGSO, 50000 GSO, and 50000 LSO events mixed together 
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Figure 8.4 Energy spectra of 50000 LGSO, 50000 GSO, and 50000 LSO events mixed 
together and separated by the Wiener filter crystal identification algorithm (error rate 7%). 
8.5 Discussion and conclusion 
In this study, we showed that Wiener filter-based crystal identification algorithm (WFCI) can 
be used for separating three different crystals with time constants as close as 15 ns. Other 
various crystals could get separated by WFCI as well (study not shown here). 
We used the LabPET™ simulation pulse generator in order to simulate different 
combinations of LGSO, LSO, and GSO pairs of dual phoswich detectors. Decay time 
constant and light yield of crystals are two parameters used in WFCI method. The WFCI 
algorithm was shown to efficiently identify crystals with time constants as close as 15 ns 
(maximum error rate 6% for energies higher than 100 keV). We then showed that mixed 
experimental events from a LGSO-LSO-GSO crystal assembly could get separated by WFCI 
with <7% error. Further pulse generator simulations of tri-layer and possibly more layer 
phoswich detectors will be compared to these results and presented at the conference. 
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CHAPITRE 9 DISCUSSION 
La TEP pour petits animaux comporte des contraintes particulières de conception et de 
performance, notamment en termes de résolution spatiale, d'efficacité de détection et 
d'espace disponible pour les détecteurs. La diminution du champ d'observation utile et 
l'application des détecteurs rapides et longs qui visent à augmenter la sensibilité du scanner 
se transposent en problème de parallaxe et en dégradation de la résolution spatiale du 
système. Néanmoins, obtenir à la fois une bonne efficacité de détection et une haute 
résolution spatiale dans tout le champ de vue devient un défi de taille en imagerie TEP dédiée 
au petit animal. L'utilisation des détecteurs multicouches appelés phoswich, constitués de 
cristaux scintillateurs avec des constantes de temps rapides et similaires, compte parmi les 
techniques développées en imagerie TEP petit animal pour mesurer la profondeur 
d'interaction (PDI) et augmenter la résolution spatiale du système par une localisation précise 
des interactions dans les détecteurs sans compromettre l'efficacité de détection. Cependant, 
dans l'application des détecteurs phoswich, qu'ils soient formés de cristaux posés l'un sur 
l'autre pour mesurer la PDI ou des cristaux juxtaposés côte-à-côte sur un même 
photodétecteur pour diminuer le nombre des chaînes d'acquisition nécessaires, l'application 
d'une méthode d'identification des cristaux (IC) récepteurs des photons gamma devient 
indispensable. La disponibilité imminente de nouveaux cristaux scintillateurs très rapides, 
capables d'être couplés en détecteurs phoswich à deux, trois, ou quatre couches accentue la 
nécessité d'un algorithme d'IC puissant et robuste qui utilise les différentes caractéristiques 
physiques des scintillateurs pour discriminer les cristaux avec des constantes de temps très 
proches. 
L'originalité des travaux de thèse présentés au cours des chapitres précédents repose sur le 
développement d'un algorithme d'IC robuste qui basé sur le filtre de Wiener, utilise les deux 
caractéristiques dynamiques des cristaux, soit la constante de temps et le rendement 
lumineux, pour calculer un paramètre séparateur du cristal récepteur et cela dans un contexte 
de détecteur phoswich couplé à une photodiode à avalanche (PDA). Une nouvelle technique 
de simulation mathématique des impulsions TEP a été développée pour la validation de la 
méthode d'IC et a permis d'obtenir des résultats qui accentuent l'originalité des travaux en 
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évaluant l'algorithme d'IC pour des facteurs physiques du scanner comme le bruit 
photostatistique ou le type de filtre de mise en forme CR-RC" de la chaîne d'acquisition. 
L'algorithme d'IC développé dans ces travaux se propose comme une nouvelle version 
étendue, plus rapide et précise que celle basée sur le filtre de Wiener proposée auparavant 
[Viscogliosi et coll., 2008]. Cette nouvelle technique utilise la méthode de Viscogliosi dans 
une étape de calibration pour modéliser la réponse impulsionnelle de chacun des cristaux du 
détecteur et ensuite calculer un paramètre de séparation représentant le degré de similitude du 
signal de la sortie avec la réponse impulsionnelle de chacun des cristaux. Cette technique 
d'IC a atteint des précisions de moins de 1% d'erreur d'IC pour les cristaux LYSO-LGSO (tr 
~40 ns et -65 ns) avec des énergies supérieures à 350 keV, et cela avec une vitesse de calcul 
deux fois plus rapides que des méthodes développées précédemment [Fontaine et coll., 
2007]. La vitesse de calcul accrue de cet algorithme origine de la structure parallèle du filtre 
de Wiener facilement réalisable sur FPGA. Cette technique d'IC démontre d'excellentes 
performances de discrimination des cristaux face aux événements de diffusions Compton à 
basse énergie (~100-3 50 keV) avec une erreur de discrimination inférieure à 2% 
[Yousefzadeh et coll., 2008]. Dans ces travaux, l'erreur d'IC s'estime à partir de la surface en 
commun entre les deux distributions sur l'histogramme des pôles - les pôles représentent les 
constantes de temps des cristaux dans le domaine z [Viscogliosi et coll., 2008]. Malgré la 
haute précision de discrimination des cristaux par cette méthode, la performance vraie d'un 
algorithme d'IC est difficile à valider, en raison de l'incertitude de discrimination dans les 
conditions réelles d'application. Dans des expérimentations hors-ligne pour valider les 
résultats de l'algorithme d'IC, chacun des cristaux LYSO ou LGSO a été déposé 
individuellement sur une PDA et 50000 événements ont été acquis pour chaque cristal. Ces 
signaux ont ensuite été mélangés et envoyés à l'algorithme d'IC pour discrimination. Les 
résultats d'IC de cette expérience ont été comparés aux résultats d'IC des cristaux LYSO-
LGSO acquis en phoswich. Cette méthode hors-ligne a permis d'évaluer les performances 
d'IC, mais n'a pas été suffisante à sa validation car les événements de diffusions Compton 
d'un détecteur phoswich sont soustraits de ces types d'essais. Cela devient particulièrement 
important quand des études ont déjà démontré que les résultats de l'IC peuvent être affectés 
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par les événements diffusés de basse énergie [Degenhardt et coll., 2005] [Moses et coll., 
1993]. 
Pour des raisons de validation de l'algorithme d'IC, une nouvelle technique de simulation 
mathématique des impulsions TEP mimant les mêmes conditions de mesure que la chaîne 
d'acquisition des expérimentations réelles a été développée. Un seul travail similaire se 
trouve dans la littérature où la chaîne d'acquisition TEP est modélisée mathématiquement à 
des fins d'optimisation de conception, d'évaluation et de validation de différents algorithmes 
de traitement de signaux numériques implémentés dans le système TEP [Guerra et coll., 
2006]. Cette étude utilise l'outil Simulink 5.0 (The Mathworks, Natick, MA, USA) pour 
modéliser les signaux de sortie d'une chaîne d'acquisition TEP comprenant un détecteur 
phoswich LSO-GSO, un tube photomultiplicateur sensible à la position, un filtre CR-RC et 
finalement un convertisseur analogique/numérique (ADC). Néanmoins, aucun travail 
permettant d'inclure une PDA et un préamplificateur de charge dans la simulation de la 
chaîne d'acquisition TEP n'a été effectué avant les présents travaux. 
Le simulateur de signaux TEP développé lors de ces travaux a été la clé pour valider 
l'algorithme d'IC. Il mime la chaîne d'acquisition de LabPET™ comprenant une PDA, un 
CSP, un filtre amplificateur RC, et finalement un ADC, pour générer des signaux semblables 
aux signaux LabPET™ par des formules mathématiques modélisant chaque élément 
électronique de la chaîne d'acquisition. Les simulations Monte Carlo GATE a été utilisé pour 
générer les interactions des photons gamma avec le détecteur phoswich LYSO-LGSO, et 
l'énergie déposée dans le cristal, le temps d'arrivée, et la position d'interaction de chaque 
photon d'annihilation sont enregistrés et utilisés pour la simulation mathématique des 
impulsions à la sortie de l'électronique du système. Il faut noter que dans ces simulations, les 
diffusions Compton ne sont issues que des diffusions inter-cristaux et les diffusions issues de 
l'objet n'existent pas car la source des rayons gamma est une source ponctuelle, ce qui est 
tout de même représentatif en imagerie du petit animal. Malgré le fait que GATE permet de 
modéliser l'électronique de la chaîne d'acquisition, une simulation mathématique de la 
chaîne d'acquisition a été priorisée pour plusieurs raison : LabPET utilise une PDA pour la 
détection des photons, tandis que GATE permet seulement la modélisation de la chaîne par 
une TPM. En plus, l'ajout du bruit de multiplication de la PDA sur les signaux ne peut être 
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fait que par des méthodes mathématiques. Aussi, les simulations mathématiques permettent 
de facilement changer les différents éléments de la chaîne électronique pour évaluer les 
signaux de sortie de la chaîne d'acquisition. 
Dans cette méthode, les événements de sorties de GATE - les interactions gamma- sont 
enregistrés en mode 'hits'. À l'aide de l'énergie déposée et le temps d'interaction dans le 
cristal, et connaissant la constante de temps et le rendement lumineux du cristal, le signal de 
sortie du cristal en forme exponentielle est reconstruit. Le bruit total de la chaîne, soit la 
somme quadratique des trois principales sources de bruit TEP : le bruit Poisson 
photostatistique des cristaux, le bruit de multiplication de la PDA avec une distribution 
poissonienne, et le bruit électronique de la chaîne sous forme de bruit blanc gaussien, a été 
calculé et ajouté échantillon par échantillon aux signaux simulés. Les signaux simulés ont été 
comparés avec les signaux expérimentaux pour valider la méthode de simulation. La 
comparaison de la similarité des histogrammes des pôles du filtre de Wiener au niveau de la 
largeur des spectres et la position des courbes gaussiennes pour les signaux générés et 
expérimentaux confirme la précision des simulations. Il est important de mentionner qu'afïn 
d'avoir une position précise des courbes des pôles qui représentent les constantes du temps 
des cristaux dans le domaine z, les échantillons de la réponse impulsionnelle du filtre de mise 
en forme doivent être en phase avec les réponses impulsionnelles des cristaux. Le déphasage 
de ces derniers affecte dramatiquement la position des pics des spectres des pôles. Les 
résultats de la technique d'IC ont pu être validés par le simulateur de signaux et les taux 
d'erreur d'IC des signaux simulés ont été comparables aux taux d'erreur des impulsions 
réels. 
L'évaluation des performances de l'algorithme d'IC dans différentes conditions physiques a 
été effectuée par la technique de simulateur de signaux TEP. La contribution des facteurs 
comme le bruit de Poisson de multiplication de la PDA, le bruit électronique de CSP, où des 
divers filtres de mise en forme CR-RC" sur les résultats d'IC ont été étudiés. Il existe une 
étude similaire dans la littérature où la performance de l'IC basé sur la technique PSD est 
analysée pour le bruit électronique dans le cas d'utilisation d'un TPM [Moses et coll., 1993]. 
L'analyse de la contribution des sources de bruit non-stationnaire poissonien sur les résultats 
d'IC est une originalité de ces travaux de thèse. Il est prouvé par ces travaux que le bruit 
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photostatistique poissonnien après multiplication par la PDA est la principale source 
d'élargissement des courbes de l'histogramme des pôles et la principale source d'erreur d'IC. 
Cela est en raison de la nature non-stationnaire de ce type de bruit qui diminue la 
performance de l'algorithme de filtre de Wiener, un filtre adaptatif conçu pour les 
environnements stationnaires avec du bruit blanc gaussien [Haykin, 2001]. 
L'étude de l'influence d'utilisation des filtres de mise en forme CR-RC" sur les résultats d'IC 
fait aussi partie de l'originalité de ces travaux de thèse qui n'a pas à ce jour été effectuée. Des 
filtres de mise en forme CR-RC" d'ordre 1,3, et 5 avec deux temps du maximum : 50 ns pour 
être semblable au temps maximum du filtre RC présentement utilisé dans le LabPET™ 
[Fontaine et coll., 2009], et 100 ns pour tester une condition différente ont été utilisés pour la 
génération des signaux TEP par le simulateur de signaux. Les résultats d'IC avec ces 
différents filtres de mise en forme ont été comparés. L'algorithme d'IC a eu la meilleure 
performance pour le filtre d'ordre 1 avec une constante de temps de 50 ns, la plus proche aux 
constantes de temps des cristaux LYSO et LGSO (40 ns et 65 ns respectivement). L'erreur 
d'IC dans ce cas était de ~1%. L'utilisation d'un filtre de mise en forme avec une constante 
de temps plus longue comme c'était le cas du filtre d'ordre 1 avec une constante de temps de 
100 ns augmente l'erreur d'IC (~3%) car une constante de temps lente du filtre de mise en 
forme affecte la collecte d'information des signaux de TEP et ainsi dégrade les résultats d'IC. 
En conclusion, l'étude d'évaluation de la contribution des différents facteurs sur les résultats 
de PIC est un travail original qui accentue la nécessité de considérer la performance de 
l'algorithme d'IC pour les différents éléments physiques et électroniques de la chaîne 
d'acquisition avant la conception de nouvelles architectures électroniques des systèmes TEP. 
En plus des facteurs de bruit ou de filtre de mise en forme, les types des cristaux scintillateurs 
agencés en phoswich influencent le taux d'erreur d'IC de l'algorithme de Wiener. La 
disponibilité de nouveaux cristaux scintillateurs avec des constantes de temps très rapides 
attire un intérêt particulier dans le design des détecteurs phoswich à deux ou plusieurs 
couches de cristaux. Cependant, cela implique l'accès à un algorithme d'IC robuste qui 
donne la possibilité d'une discrimination précise de ces cristaux. Afin d'évaluer la 
performance et la précision de l'algorithme d'IC de Wiener pour des cristaux rapides avec 
des constantes de temps proches, une expérimentation sur deux nouveaux cristaux, un LGSO 
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(10% Gd) avec une constante de temps de 45 ns et un LSO avec une constante de temps de 
32 ns, couplés côte-à-côte en phoswich a été effectuée. Pour acquérir des données 
expérimentales, les cristaux en phoswich ont été couplés optiquement à une même PDA et la 
chaîne d'acquisition de LabPET™ a été utilisée. En plus de l'expérimentation, des données 
de simulation ont été générées pour la validation des résultats de l'expérimentation. La 
méthode d'IC par le filtre de Wiener a été capable de séparer les cristaux LGSO (10% Gd)-
LSO qui n'ont que 13 ns d'écart de constante de temps avec une erreur d'IC de 3% pour les 
énergies plus élevées que 100 keV. L'erreur d'IC d'un détecteur phoswich à trois cristaux, 
LSO-LGSO-GSO (constante de temps 60 ns), a été ~6%. L'accès à un tel algorithme d'IC 
robuste ouvre la possibilité de combiner plusieurs cristaux en multiples couches pour 
concevoir des détecteurs de mesure de profondeur d'interaction. 
L'analyse critique des résultats obtenus par simulations et mesures expérimentales conduit à 
quelques des recommandations pour poursuivre les travaux de recherche. Une fois 
l'algorithme est validé par des simulations, l'implémentation en temps réel de l'algorithme 
dans LabPET permettra d'apprécier l'amélioration des performances qu'il apporte au 
système, par exemple une amélioration de la performance des algorithmes de correction de la 
LDR et la résolution spatiale. De plus, des simulations GATE pourront être utilisées pour 
PIC des différents détecteurs phoswich en DOI à fin d'évaluer la performance de 
l'algorithme de Wiener pour ces types de détecteurs. Autres pistes de développement qui 
déborde le cadre des présents travaux concernent d'utiliser les simulations développé afin 
de : 1) identifier quels sont les facteurs physiques ou technologiques qui devraient faire 
l'objet d'efforts supplémentaires pour améliorer les performances du système; 2) vers quels 
critères devrait s'orienter la sélection des scintillateurs pour l'implantation de la mesure de 
profondeur d'interaction. 
Outre ces répercutions et en complément immédiat aux travaux présentés, il importe de 
mener à terme une analyse des possibilités d'amélioration des performances du scanner par 
l'implantation de l'algorithme d'IC. En plus de fournir une localisation précise des 
interactions photoélectriques, un algorithme d'IC pourrait servir à séparer les événements de 
diffusions inter-cristaux (inter-crystal scatter, ICS) des autres événements [Schmand et coll., 
1999] pour leur éventuelle intégration dans le calcul de la LDR et ainsi augmenter la 
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sensibilité du scanner TEP sans détériorer la qualité d'image [Rafecas et coll., 2003]. À la 
suite de ces travaux de thèse, un travail préliminaire, présentés à la conférence de la société 
de génie biomédical du Canada (CMBEC Juin 2008, Montréal, Québec) qui propose 
d'utiliser l'algorithme d'IC de filtre de Wiener poux séparer les différents scénarios de 
diffusions Compton dans un détecteur phoswich a été effectué. Cette étude a réussi à 
distinguer les événements de diffusions inter-cristaux d'un détecteur phoswich des autres 
événements Compton. 
Parmi les différents scénarios d'ICS existants, les scénarios les plus simples et les plus 
récurrents d'un détecteur phoswich sont: 1) le photon interagit seulement avec l'un des 
cristaux du détecteur phoswich, dépose une partie de son énergie dans le cristal, puis 
s'échappe du cristal vers un autre détecteur (Figure 9.1). À la sortie de la photodiode, le 
signal issu de cette interaction possède la couleur d'un seul des cristaux et l'algorithme d'IC 
le sépare correctement. L'énergie du signal sera moins élevée que 511 keV ; 2) l'événement, 
nommé diffusion « hybride », est issu d'une diffusion inter-cristal entre les deux cristaux du 
détecteur phoswich. Un seul signal sera émis par la photodiode qui a alors la couleur des 
deux cristaux (Figure 9.1). L'algorithme d'IC ne pourra donc pas correctement discriminer 
cet événement et les résultats d'IC pour ces types d'événements seront erronés dans au moins 
50% des cas (Même si l'algorithme ne peut correctement discriminer ce type d'événement à 
interactions multiples, il risque d'arriver aléatoirement à la bonne réponse dans environ la 
moitié des cas). L'amplitude maximale - l'énergie- de ce signal sera l'addition des énergies 
déposées dans les deux cristaux, 511 keV quand toute l'énergie du photon incident est 
déposée dans les deux cristaux du détecteur phoswich ou moins si le photon a eu une 
interaction préalable ou si un photon diffusé Compton s'échappe du détecteur. 
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Figure 9.1 Les deux types de scénarios simples de diffusion Compton les plus récurrents dans 
un détecteur phoswich : 1) l'interaction du photon avec un seul des deux cristaux et sa 
diffusion vers l'extérieur; 2) une diffusion du photon entre les cristaux du même détecteur 
puis son absorption. 
La discrimination des cristaux par le filtre de Wiener pour des signaux de simulations 
montrent que les diffusions Compton inter-cristaux « hybrides » se démarquent sur le spectre 
des pôles en occupant une zone entre les deux courbes gaussiennes qui contiennent la 
constante de temps de chacun des deux cristaux (Figure 9.2). Il serait alors possible de 
séparer ces événements des autres à l'aide de l'algorithme d'IC en superposant deux courbes 
gaussiennes sur le spectre des pôles et extraire les données du milieu qui représenteraient en 
majorité les données de diffusions ICS 'hybrides'. Ce résultat est en accord avec l'étude de 
Schmand [Schmand et coll., 1999] qui utilise une méthode d'IC basée sur le PSD pour 
séparer les diffusions Compton ICS sur le spectre temporel de la constante de temps des 
cristaux. Le spectre d'énergie des diffusions Compton 'hybrides' est aussi montré (Figure 
9.3). Les simulations Monte Carlo ont été utilisées pour calculer le ratio des événements ICS 
'hybrides' comparés aux événements détectés. Il est démontré que sur une population de 
100000 événements acquis en irradiant deux cristaux LYSO-LGSO, couplé optiquement 
avec les mêmes géométries que dans LabPET™, par une source ponctuelle de gamma 511 
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Figure 9.2 Le spectre des pôles d'un détecteur phoswich où les diffusions inter-cristaux 
« hybrides » ont été séparées des autres événements. 
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Figure 9.3 Le spectre d'énergie d'un détecteur phoswich où les diffusions inter-cristaux 
« hybrides » ont été séparées des autres événements. 
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Quelques méthodes de simulation ont récemment tenté de résoudre le problème général du 
calcul de la bonne ligne de réponse (LDR) des diffusions Compton pour le cas des diffusions 
ICS en utilisant l'énergie et l'angle de diffusion pour estimer l'interaction primaire à partir de 
la formule de « Klein-Nishina » [Rafecas et coll., 2003] [Knoll, 1999]. Une autre méthode de 
simulation récente, basée sur l'intelligence artificielle, utilise un scénario simple des 
coïncidences ICS diffusées où un seul photon d'une coïncidence aurait subi une interaction 
Compton ICS et en connaissant leurs énergies, elle peut estimer la bonne LDR des ICS avec 
90% de réussite [Michaud et coll., 2009]. Par conséquent, la distinction des diffusions 
Compton ICS 'hybrides' ouvre la possibilité d'intégrer ces événements dans le processus de 
calcul de la LDR si leurs énergies déposées peuvent être mesurées. 
Étant donné la linéarité du système TEP, il serait possible de calculer l'énergie de chaque 
photon incident à partir de l'amplitude du signal en valeur ADC et en connaissant les 
caractéristiques du cristal scintillant - sa constante de temps et son rendement lumineux et les 
caractéristiques de la chaîne d'acquisition : le gain de la photodiode, le gain du CSP et sa 
réponse impulsionnelle et la fréquence d'échantillonnage de l'ADC. Cependant, le calcul de 
l'énergie déposée par cette méthode est entaché d'une incertitude causée par la résolution en 
énergie du scanner TEP (~15%-25%) qui est majoritairement dû au bruit photostatistique des 
cristaux et de la PDA. La performance de l'algorithme d'IC face au bruit non-stationnaire 
photostatistique devient alors un facteur important dans la séparation des deux cristaux du 
détecteur phoswich (Figure 9.3). Comme il est constaté, la résolution en énergie s'observe sur 
le spectre d'énergie d'un détecteur phoswich par un élargissement de la distribution des 
photoélectriques et empêche alors une discrimination objective des événements 
photoélectriques et Compton. La bonne performance de l'algorithme d'IC pour les 
événements Compton basses énergies est indispensable pour le calcul de l'énergie et 
l'estimation de la LDR de ces événements. 
Sachant que l'amplitude ADC du signal de la sortie des événements ICS 'hybrides' se 
compose de l'addition des énergies déposées dans les deux cristaux, il n'est pas possible de 
connaître exactement l'énergie déposée dans chacun des cristaux par ces événements. 
Toutefois, il est possible d'estimer le scénario et l'angle de diffusion Compton hybride le 
plus probable pour calculer leur énergie déposée, c.à.d. Figure 9.4 montre un scénario de 
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diffusion Compton hybride avec l'angle de diffusion 90° où l'énergie du signal de la sortie 
est divisée par deux. 
255 keV 255 keV 255 keV I 255 keV 
I 
Figure 9.4 Exemple d'une diffusion Compton inter-cristaux appelée « hybride », avec un 
angle de diffusion de 90° au sein d'un même détecteur phoswich où la totalité de l'énergie du 
photon (511 keV) est déposée dans le détecteur. La moitié de l'énergie du photon est 
attribuée à chacun des cristaux. 
Une étude intéressante qui mérite une éventuelle investigation serait d'utiliser les possibilités 
qu'offrent GATE afin d'évaluer la performance de l'algorithme d'IC basé sur le filtre de 
Wiener pour différents scénarios de diffusions Compton hybride, c.à.d. une petite énergie 
déposée dans le premier cristal versus une grande énergie déposée dans le deuxième cristal, 
et d'étudier la possibilité de discriminer les cristaux dans certains cas de diffusions hybride. 
Les algorithmes de calcul de la LDR des diffusions Compton utilisent l'énergie et la position 
de l'événement pour tenter de trouver l'interaction primaire de la diffusion Compton. Or, 
dans le cas des diffusions ICS 'hybrides', l'algorithme d'IC peut être appliqué pour attribuer 
l'un des deux cristaux du détecteur phoswich comme cristal primaire au signal de la sortie. Il 
sera alors possible de songer à améliorer l'efficacité du système en intégrant 7% de plus 
d'événements dans le processus de la reconstruction d'image. Cette étude montre qu'il serait 
possible de séparer les événements Compton 'hybrides' des autres événements en utilisant la 
technique d'IC du filtre de Wiener. Ainsi ces événements 'hybrides' peuvent être inclus dans 
le processus du calcul de la LDR pour augmenter l'efficacité de détection du scanner en 
diminuant le nombre d'événements rejetés comme ineptes à la reconstruction des images. 
Finalement, ce chapitre a permis de survoler les travaux proposés lors de cette thèse en 
mettant un accent sur l'originalité des travaux: 1) utiliser les deux caractéristiques 
dynamiques des cristaux dans le modèle d'un algorithme de discrimination des cristaux basé 
sur le filtre de Wiener et ainsi bénéficier de la précision, la rapidité de calcul, et la simplicité 
d'implantation de l'algorithme de filtre de Wiener pour améliorer la résolution spatiale du 
système ; 2) connaître la contribution des facteurs physiques comme le bruit photostatistique 
avec distribution poissonienne et la contribution des filtres de mise en forme CR-RC" sur la 
performance de l'algorithme d'IC et ainsi mettre en valeur l'importance de considérer ces 
facteurs dans la conception et l'architecture du scanner TEP; 3) utiliser la même technique 
d'IC pour séparer les diffusions Compton inter-cristaux 'hybrides' et permettre d'intégrer ces 
événements dans le processus de calcul de la LDR en calculant leurs énergies déposées et 
ainsi, ouvrir les portes à augmenter la sensibilité des scanners TEP petit animal en intégrant 
plus d'événements dans le processus de la reconstruction d'image. 
Malgré le succès de la technique du filtre de Wiener en identification des cristaux, sa 
dépendance à la stationnarité des processus aléatoires limite sa performance face aux 
processus non-stationnaires de l'imagerie TEP. Les résultats de l'algorithme d'IC basé sur le 
filtre de Wiener sont alors biaisés par ceux-ci. De plus, il détériore significativement la 
résolution en énergie et le calcul de l'énergie déposée dans les cristaux. On propose alors une 
technique pour modéliser le bruit de Poisson, un bruit corrélé avec le signal, afin d'extraire le 
spectre d'énergie des signaux non-bruités. Cela permettrait de corriger en partie la résolution 
en énergie du système et de calculer l'énergie déposée dans le cristal avec moins d'erreur. 
Trois différentes techniques de modélisation du bruit Poisson sont proposées : 1) l'utilisation 
d'un algorithme d'identification des cristaux basé sur le filtrage adaptatif en utilisant un 
modèle complexe ARMAX qui tiendrait compte du bruit non-stationnaire du système TEP; 
2) l'application du filtre de Kalman au lieu du filtre de Wiener pour prendre en compte la 
non-stationnarité du bruit; 3) l'application d'une transformation qui permet de transformer le 
bruit de Poisson en bruit Gaussien avant d'appliquer un filtre adaptative. 
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Modélisation du bruit Poisson dans un modèle ARMAX 
Afin d'améliorer l'erreur du filtre de Wiener causée par le bruit photostatistique avec 
distribution Poissonnienne d'un système TEP, un modèle plus complet de la chaîne de 
détection doit être utilisé. L'intégration du bruit Poisson dans un modèle ARMAX serait faite 
de la façon suivante, 
où c(n) modélise le bruit Poisson corrélé avec le signal estimé y(ri), e(n) est un vecteur 
aléatoire, et x(n) le signal d'entrée qui dans notre cas, est la réponse impulsionnelle de la 
chaîne d'acquisition. Les valeurs a\ et bo sont les caractéristiques dynamiques du cristal soit 
la constante de temps de scintillation et son rendement lumineux (chapitre 6). Un algorithme 
itératif pourrait être utilisé pour extraire les paramètres a\ et bo et calculer un tableau 
d'estimation c(«). 
Application du Filtre de Kalman pour le bruit non-stationnaire 
Le filtre de Kalman est une solution alternative au filtre de Wiener qui, développé pour les 
systèmes linéaires avec des caractéristiques non-stationnaires, enrichit le filtre de Wiener sur 
deux points essentiels : il est récursif, et il peut être appliqué aux systèmes non-stationnaires. 
Par conséquent, ce filtre apparaît comme un bon candidat pour une application en TEP. Le 
filtre de Kalman ne nécessite pas de conserver la totalité des informations passées, ce qui 
rend la méthode très intéressante aux applications en temps-réel. La solution optimale de ce 
filtre se rapproche de la solution de l'algorithme RLS. 
En 1961, Kalman a introduit son filtre en utilisant une représentation dans l'espace d'état du 
système et l'équation d'observation du système [Haykin, 2001], 
yn = a\yn-\ + K xn + c{n)e{n) 
(9.1) 
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x(ri) = A(ri)x(n -1) + Mri) 
y(n) = H(«)x(« -1) + v(ri) 
(9.2) 
(9.3) 
où x(n) est le paramètre d'état à l'instant n, A(n) est une matrice de transition d'états, w(n) est 
un vecteur aléatoire gaussien, inconnu et inaccessible à la mesure, avec une moyenne zéro et 
une variance Q; il est souvent appelé le bruit d'état, y(ri) est une mesure d'observations 
partielles entachées d'erreurs, H(n) est une matrice de mesure connue qui peut évoluer au 
cours du temps, et v(n) est un vecteur aléatoire gaussien inconnu et inaccessible à la mesure; 
v(w) est souvent appelé le bruit de mesure et a une moyenne zéro et une variance R. Les 
bruits blancs gaussiens additifs sont mutuellement indépendants et indépendants de la 
condition initiale x0. La première équation (9.2) est appelée l'équation d'état et la deuxième 
(9.3), l'équation de mesure. Le filtre de Kaiman exige une connaissance a priori des bruits 
w(n) et v(n) et leurs covariances Q et R, ainsi qu'une connaissance des matrices A(n) et H(ri). 
Le principe du filtre de Kaiman consiste à évaluer par récurrence l'estimée du vecteur d'état 
à l'instant n, en tenant compte à la fois de l'estimé de ce même vecteur à l'instant n -1 et de 
l'information acquise depuis cet instant. Il est souvent plus facile d'utiliser la non-
stationnarité dans un espace d'état en utilisant des matrices d'état variantes dans le temps. Le 
filtre de Kaiman se divise en deux étapes, l'étape de prédiction, suivie d'une étape 
d'estimation, 
x(r\n -1) = A(ri)x(n -1) 
P{n\n -1) = Mn)P(n - l)Ar (n) + Q 
G(ri) = />(«!« - l)Hr [HP(«|« - l)Hr +R]-1  
x(n) = x(n\n -1) + G(n)\y(n) - Hx(«|n -1)] 
P(n) = [L - G(«)H]P(H|« -1) 
(9.4) 
: Covariance de prédiction 
: Gain de Kaiman 
Si le bruit d'état du système w{ri) et le bruit de mesure v(«) sont des bruits blancs gaussiens, 
le filtre de Kaiman apparaît comme la meilleure solution à la réduction d'erreur entre l'état 
réel du système et son état estimé. En revanche, si w(») et v(w) ne sont pas gaussiens, la 
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solution Kalman est la meilleure solution linéaire au problème. Des méthodes non linéaires, 
telles que le filtrage particulaire, peuvent donner d'encore meilleures performances, mais, au 
risque de se répéter, le filtre Kalman constitue la meilleure solution linéaire. La supposition 
de bruit gaussien n'est donc pas nécessaire au bon déroulement de cette méthode. 
Quand le filtre de Kalman opère dans un environnement linéaire et stationnaire, ses équations 
d'état et de mesures deviennent, 
x{n + \) = x(ri) (9.5) 
y 
y(n) = Ht (ri) jc(ri) + e(ri) 
9 
où y(ri) est le signal mesuré, x(n) le signal d'entré, e(n) l'erreur à minimiser entre le signal 
estimé et le signal mesuré. 
Dans le cas d'une application du filtre de Kalman dans un environnement linéaire avec un 
bruit d'état non-stationnaire, l'équation d'état devient, 
x(n+1) = x(«)+w(ri) (9.6) 
avec: w(n) = A(n)e'(ri) , 
où w(ri) est un bruit blanc non-stationnaire. Le vecteur de coefficients optimaux a un 
cheminement aléatoire ('random walk),' A (ri), d'une itération à l'autre, modélisant ainsi le 
fait que dans un environnement non-stationnaire l'erreur a un mouvement aléatoire continu 
[Zhang et Haykin, 1983]. À chaque nouvelle mesure on met à jour la moyenne et la variance 
d'état. 
Si le bruit d'état ou de mesure est un bruit Poisson coloré par le signal, il suffirait de modifier 
les équations du système et d'obtenir un système équivalent d'un ordre supérieur, avec du 
bruit blanc [D. Simon, 2006]. Pour un bruit coloré d'état on aura, 
x(ri) = Fx(n -1) + w(n -1) 
w(«) = Qw(n-l) + vF(«-l) ' (9-7) 
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où y est un bruit blanc avec une moyenne zéro et la covariance Q, et pas corrélé avec w(ri). 
Les équations du système deviennent alors, 
"*(»)' 
w(ri) 
Le coût de calcul de la nouvelle équation d'état est plus élevé puisque la dimension des 
vecteurs d'état a doublé, mais conceptuellement il est plus simple de faire face à un bruit 
blanc qu'un bruit coloré. Les équations standards du filtre Kalman peuvent alors être 
appliquées. 
Dans l'application du filtre de Kalman à un système TEP, c'est le bruit de mesure v(n) qui est 
non-stationnaire. Le bruit de mesure est en fait composé des fluctuations statistiques avec une 
distribution poissonienne en plus du bruit électronique, estimé comme un bruit blanc 
gaussien. La variance de chacun de ces bruits est connue. Sachant que l'addition quadratique 
des séries de données avec des distributions poissonienne et gaussienne donne un résultat 
avec des caractéristiques statistiques plutôt gaussiennes, on peut supposer que le bruit d'état 
et le bruit de mesure sont tous les deux du bruit blanc gaussien non-stationnaire. 
Afin d'appliquer le filtre de Kalman à l'identification des cristaux tel qu'expliqué dans le 
chapitre 5, on aura: 
H  ( n )  = [/M p 2 ]  ,  x ( n )  =  
où pi et p2 sont les paramètres de séparation, et x\(ri) et xi (ri) sont les réponses 
impulsionnelles de chacun des cristaux du détecteur phoswich. Le calcul de ces deux 
matrices par l'algorithme du filtre de Kalman se fait alors par une étape de prédiction, suivie 
d'une étape d'estimation ainsi, 





 w(n -1) ¥(w-l)  
xi (ri) 
X 2  ( r i )  
(9.9) 
G(ri) = P(n - \)x(ri)[xr (n)P(n - ï)x (ri)+ 
y" = H(ri)x(ri) : y estimé 
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(9.10) 
e(n) = d(n)-y" 
H(w +1) = H(«) + G(ri)e(n) 
P(n) = P(n-\)-G{n)xT{n)P(n-\) 
Transformation d'une distribution poissonienne en une distribution 
gaussienne 
Une méthode permettant de corriger l'erreur causée par le bruit non-stationnaire de Poisson 
dans les résultats des filtres adaptives est de transformer ce bruit en un bruit avec une 
distribution gaussienne avant d'appliquer un filtre adaptative comme le filtre de Wiener, un 
filtre itératif comme le modèle ARMAX, ou le filtre de Kalman sur les données projetées [Lu 
et coll., 2000] [Li et coll., 2001]. 
Il existe plusieurs transformations statistiques stabilisant la variance (variance-stabilizing 
transformation) qui transforment une variable aléatoire avec une distribution de Poisson en 
une distribution approximativement gaussienne. Elles sont souvent utilisées pour le 
prétraitement des données dans le but de générer un bruit gaussien pour pouvoir ensuite 
appliquer les algorithmes de débruitage standard. 
Quelques exemples sont la transformée d'Anscombe [Anscombe, 1948] qui est très utilisée 
dans l'imagerie par photons (rayon X, astronomie) où les images suivent naturellement la loi 
de Poisson [Hannequin et coll., 1998], et une transformée plus puissante, la transformée de 
Haar-Fisz basée sur les ondelettes de Haar, qui a récemment été utilisée pour le débruitage, 
déconvolution et extraction de caractéristiques de signaux dans le domaine temporel pour 
imagerie biomédicale optique et a été démontré d'être plus efficace et plus précise que la 
transformée d'Anscombe [Bodi, 2010]. 
Transformée d'Anscombe 
La transformée d'Anscombe d'une série de données X avec une moyenne m est la suivante, 
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(9.11) 
La nouvelle série de données a une moyenne m'=^nt+— et une variance approximative de 
0.25. Cette série de données présente une distribution gaussienne et peut être introduite aux 
filtres adaptatifs pour l'identification des cristaux. À la fin de l'application du filtre adaptatif, 
une transformée inverse Y = X2 - 0.125 est appliquée pour trouver les résultats finaux, où Y 
est le résultat final et X les données transformées. Pour une variance stable égale à 0.25, la 
moyenne des données doit être supérieure à 4. Cependant, quand m est inférieur à 4, la 
variance diminue brutalement. 
Transformée de Haar-Fisz 
La transformée de Haar-Fisz (HFT - Haar-Fisz transform) est basée sur les ondelettes. Cette 
méthode s'appuie sur la normalité asymptotique d'une fonction non-linéaire des coefficients 
de détail et d'approximation de la transformée de Haar. Cette transformée sert notamment à 
convertir un bruit de Poisson en bruit blanc gaussien. Son principe est de modifier les 
coeffcients de détail de la décomposition en ondelettes de Haar du signal bruité. Cette 
modification est appelée transformée de Fisz. La transformée de Haar-Fisz opère de la 
manière suivante : 
1. Décomposition selon les ondelettes de Haar. Les coefficients de détail sont dénotés par d 
et les coefficients d'approximation par a. 
2.  Modification des coefficients de détail : 
0 siû„=0, 
Y =\d / 
" y i— autrement ~ 
/A ( y i 2 )  
Les nouveaux coefficients de détail résultent en une variable aléatoire Y représentant le bruit 
avec une distribution asymptotique gaussienne. L'estimation est ensuite effectuée en 
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considérant le bruit ainsi transformé comme additif blanc Gaussien. Une transformation 
inverse à la fin du débruitage des signaux permet de ramener les données au domaine 
original. 
Par conséquent, étant donné que la stationnarité des données projetées est nettement plus 
précise que celle des données originales, la méthode d'IC basée sur le filtre de Wiener pourra 
être appliquée avec moins d'erreur d'IC -originalement causée par le bruit de Poisson 
(chapitre 7). Cependant, sachant que le bruit des données transformées n'est pas encore tout à 
fait stationnaire, il y'aura aussi la possibilité d'améliorer la performance d'IC en utilisant une 
méthode basée sur le filtre de Kalman pour un bruit non-stationnaire ou une méthode basée 
sur un algorithme itératif adapté aux environnements non-stationnaires (chapitre 3). 
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CHAPITRE 10 CONCLUSION 
Les travaux de cette thèse de doctorat ont été consacrés 1) au développement d'un algorithme 
robuste d'identification des cristaux qui utilise les deux caractéristiques dynamiques des 
cristaux, 2) à la validation et l'évaluation de cet algorithme pour différents facteurs physiques 
du système comme le bruit non-stationnaire et à la contribution du filtre de mise en forme 
aux performances de cet algorithme. 
L'algorithme d'identification des cristaux (IC) développé dans ces travaux s'applique aux 
signaux de TEP provenants des détecteurs phoswich qui sont constitués des cristaux de 
petites tailles et de caractéristiques très semblables où chaque paire de cristaux est couplée à 
une photodiode à avalanche (PDA). Un algorithme d'IC précis, rapide et facile à implanter 
permet de calculer la ligne de réponse (LDR) qui sera utilisée pour la reconstruction d'image 
avec plus précision, et ainsi d'améliorer la résolution spatiale du système. Il est attendu que 
la technique d'IC soit performante pour les diffusions Compton de basses énergies car une 
bonne discrimination des cristaux pour ces événements ouvrirait la voie à leur éventuelle 
intégration dans le processus de reconstruction d'image, et ainsi à l'amélioration de la 
sensibilité du système TEP. 
Les trois premières sections de ce document ont présenté une brève introduction sur 
l'historique, l'instrumentation et la physique de l'imagerie TEP, et discuté les limites 
majeures actuelles aux performances de cette modalité d'imagerie, ainsi que les solutions 
existantes à ces limites. Les détecteurs utilisés en TEP, les caractéristiques des scintillateurs 
et des photodétecteurs, les différents éléments de la chaîne d'acquisition comme le 
préamplificateur de charge et le filtre de mise en forme ont ensuite été survolés. Puis, les 
performances d'un scanner TEP et les défis en ce qui concerne la résolution en énergie et les 
sources de bruit, l'efficacité de détection et la diffusion Compton, la résolution spatiale et le 
problème de parallaxe ont été exposés. Les chapitres 4 et 5 ont mis au clair les questions de 
recherche et la méthodologie appliquée pour parvenir à y répondre. 
137 
Les résultats du développement, l'implantation, la validation et l'évaluation d'un algorithme 
d'IC basé sur le filtre de Wiener ont été démontrés sous forme de deux articles de journaux et 
un article de conférence. 
Le chapitre 6 a présenté, sous forme d'un article de journal, le développement d'un 
algorithme d'IC rapide basé sur le filtre de Wiener. Cet algorithme utilise les deux 
caractéristiques dynamiques des cristaux, soit la constante de temps et le rendement 
lumineux pour modéliser la réponse impulsionnelle de chaque cristal d'un détecteur 
phoswich et ainsi trouver la couleur de chaque cristal dans le signal de la sortie. Les 
performances de la discrimination d'une paire phoswich de cristaux LYSO-LGSO (tr ~40 ns 
et -65 ns respectives) déposée sur la chaîne d'acquisition du LabPET™ ont été démontrés 
(erreur <1%). Malgré la bonne performance de cet algorithme dans un contexte de validation 
hors-ligne, la validation en temps réel de l'algorithme d'IC et son évaluation pour différents 
facteurs physiques a été jusqu'à maintenantimpossible et constituent néanmoins, le majeur 
défi de la suite de ces travaux. Cela a amené la prochaine étape de cette thèse qui s'est 
concentrée sur le développement d'une méthode de simulation de la chaîne d'acquisition de 
LabPET™ dans le but de valider la technique d'IC. 
Le chapitre 7 a présenté sous forme d'un autre article de journal le développement d'un 
générateur de signaux TEP simulant la chaîne d'acquisition du scanner LabTEP™. L'énergie 
déposée, le temps d'arrivé, et la position d'interaction des photons dans un détecteur 
phoswich ont d'abord été simulés par GATE, un logiciel basé sur les simulations Monte 
Carlo. Le simulateur de signaux TEP utilise alors ces informations pour générer 
mathématiquement des impulsions semblables aux signaux TEP. Pour cette fin, les 
impulsions exponentiels à la sortie du cristal sont calculées puis multipliés par le gain de la 
PDA et convolués avec la réponse impulsionnelle du CSP/ filtre de mise en forme. Les bruits 
électronique et photostatistique sont calculés et ajoutés échantillon par échantillon aux 
signaux. À la fin, les signaux sont quantifiés et numérisés tels que dans la vraie chaîne 
d'acquisition du système LabPET™. La ressemblance des signaux simulés avec des signaux 
expérimentaux du LabPET™ valide la méthode de simulation de signaux TEP. Ainsi les 
performances de l'algorithme d'IC appliqué aux signaux simulés sont comparées aux 
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résultats de l'IC des signaux expérimentaux pour validation de l'algorithme d'IC. Après le 
développement du simulateur de signaux TEP et la validation de l'algorithme d'IC, une 
partie importante de l'originalité des travaux repose sur l'utilisation du simulateur de signaux 
pour évaluer l'influence des facteurs du bruit photostatistique et du bruit de multiplication 
ainsi que la contribution du filtre de mise en forme CR-RC" sur les performances d'IC. En 
vue des résultats obtenus, il est démontré que le bruit non-stationnaire poissonien intrinsèque 
au cristal amplifié de l'excès de bruit de multiplication par la PDA affecte les performances 
de l'algorithme d'IC et que l'amélioration de la performance de l'algorithme d'IC n'est pas 
indépendante de l'architecture de la chaîne d'acquisition de données d'un scanner TEP. 
Avec la disponibilité d'une variété de nouveaux cristaux scintillateurs plus lumineux et 
rapides qui aident à améliorer les performances des systèmes TEP, il s'avère indispensable 
d'évaluer leur performance lorsqu'ils sont utilisés dans un agencement phoswich 
multicouches. Ainsi, la performance et la précision de l'algorithme d'IC de filtre de Wiener 
en discrimination de deux nouveaux cristaux rapides, LSO Ce :Ca et LGSO (10% Gd) avec 
des constantes de temps de 32 ns et 45 ns respectivement ont été évaluées. Les résultats du 
chapitre 8 ont confirmé, sous forme d'un acte de conférence, la bonne performance de 
l'algorithme d'IC pour séparer ces cristaux avec des constantes de temps aussi proches que 
13 ns (erreur d'IC inférieure à 3%). La bonne précision de l'algorithme d'IC pour ces 
nouveaux cristaux rapides est encourageante et permet d'anticiper la conception des 
détecteurs phoswich à trois et quatre couches de cristaux avec des cristaux scintillateurs 
couplés l'un sur l'autre pour une mesure de la profondeur d'interaction (PDI), ce qui 
bonifiera la résolution spatiale du système. 
La section de discussion a permis de mettre en lumière la nouveauté et l'originalité des 
travaux de cette thèse, du développement de l'algorithme d'IC jusqu'à son évaluation pour 
des facteurs physiques du scanner en passant par la validation des résultats d'IC. Une 
révision bibliographique des travaux déjà effectués dans le domaine de discrimination des 
cristaux et leurs comparaisons aux méthodes et résultats obtenus dans ce document valorisent 
les travaux de cette thèse et accentuent leur pertinence. À la fin de ce chapitre, les 
applications de la méthode d'IC basée sur le filtre de Wiener aux autres fins que la 
discrimination des cristaux ont été discutées. Il est démontré que cet algorithme peut être 
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utilisé pour séparer les diffusions inter-cristaux 'hybrides' et calculer l'énergie déposée dans 
les cristaux pour leur éventuelle intégration dans le processus de calcul de la LDR. 
En conclusion, les travaux de cette thèse de doctorat ont activement contribué à éclaircir 
certaines problématiques jusque là demeurées inexplorées et de répondre à des questionns 
auxquelles les réponses étaient à toutes fins pratiques inaccessibles. Ces travaux ont le 
potentiel de contribuer à une amélioration sensible des performances des systèmes TEP petit 
animal, notamment au niveau de la résolution spatiale et de la sensibilité. 
En complément aux présents travaux, de futures pistes de développements pour inclure le 
modèle du bruit photostatistique non-stationnaire dans l'algorithme adaptatif d'IC sont 
envisageables. Ceci permettrait d'améliorer les performances de l'algorithme de 
discrimination des cristaux. 
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