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Abstract
The extraordinary intrinsic properties of low dimensional materials depend highly on the envi-
ronment they are subjected to. Hence they need to be prepared, processed and characterized
without defects. In this thesis, I discuss about how to control the environment of low dimensional
nanomaterials such as graphene, MoS2 and carbon nanotubes to preserve their intrinsic physical
properties. Novel solutions for property enhancements are discussed in depth. In the first part,
we fabricate state-of-the-art, edge-contacted, graphene Van der Waals(VdW) heterostructure
devices encapsulated in hexagonal-boron nitride(hBN), to obtain ballistic transport. We use a
technique based on 1/f-noise measurements to probe bulk and edge transport during integer
and fractional Quantum Hall regimes. In the second part, the same fabrication concept of VdW
heterostructures has been extended to encapsulate monolayer MoS2 in hBN to improve optical
properties. In this regard we present an extensive study about the origin and characterization
of intrinsic and extrinsic defects and their affect on optical properties. Further, we describe
a technique to probe the interlayer coupling along with the generation of light with spatial
resolution below the diffraction limit of light. Finally, we discuss a natural systemic process
to enhance the mechanical properties of natural polymer silk using HipCO-made single walled
carbon nanotubes as a food for silkworm.
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Re´sume´
Les proprie´te´s intrinse`ques extraordinaires de ces mate´riaux de faible dimension de´pendent
fortement de l’environnement auquel ils sont soumis. Par conse´quent, ils doivent eˆtre pre´pare´s,
traite´s et caracte´rise´s sans de´fauts. Dans cette the`se, je discute de la manie`re de controˆler
l’environnement des nanomate´riaux de faible dimension tels que le graphe`ne, le MoS2 et les
nanotubes de carbone afin de pre´server leurs proprie´te´s physiques intrinse`ques. De nouvelles
solutions pour l’ame´lioration des proprie´te´s sont discute´es en profondeur. Dans la premie`re
partie, nous fabriquons des dispositifs d’he´te´rostructure a` base de graphe`ne de Van der Waals
(VdW) de dernie`re ge´ne´ration, en contact avec les bords, encapsule´s dans du nitrure de bore
hexagonal (hBN), afin d’obtenir un transport balistique. Nous utilisons une technique base´e sur
des mesures de bruit 1 / f pour sonder le transport de masse et de bord lors de re´gimes Quantum
Hall entiers et fractionnaires. Dans la deuxie`me partie, le meˆme concept de fabrication des
he´te´rostructures VdW a e´te´ e´tendu pour encapsuler la couche monocouche MoS 2 dans le hBN
afin d’en modifier les proprie´te´s optiques. A` cet e´gard, nous pre´sentons une e´tude approfondie
sur l’origine et la caracte´risation des de´fauts intrinse`ques et extrinse`ques et leur incidence sur
les proprie´te´s optiques. En outre, nous de´crivons une technique pour sonder le couplage entre
couches ainsi que la ge´ne´ration de lumie`re avec une re´solution spatiale infe´rieure a` la limite
de diffraction de la lumie`re. Enfin, nous discutons d’un processus syste´mique naturel visant a`
ame´liorer les proprie´te´s me´caniques de la soie polyme´rique naturelle a` l’aide d’une nanotube de
carbone a` paroi unique fabrique´s par HipCO comme aliment pour le ver a` soie.
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Outline of the thesis
Nanomaterials in particular one dimensional nanotubes and two-dimensional layered materials
discovered with extraordinary properties have been touted as the components for next gen-
eration technologies. The discovery of Graphene has led to the innovation of a flurry of two
dimensional materials. These include semimetals like graphene, insulators such as hexagonal
boron nitride(hBN), and transition metal dichalcogenides(TMDC) semiconductors. Over the
years graphene has bagged plenty of interest owing to its unique electronic properties especially
its high mobility whereas most of the TMDCs attracted the researchers due to their direct
bandgap at the monolayer limit that make them optically active. On the other hand carbon
nanotubes discovered long before the 2D materials have been found to have excellent mechanical
and electronic properties that could result in different kind of applications.
To obtain the potential outstanding property of the nano-material, it needs to be produced
in the purest form and also processed and maintained in the same form even when used in
different applications. This is a very challenging task where degradation could lead to catas-
trophic failures. Hence each of the steps such as the nanomaterial production, processing and
behaviour in the environment needs to be studied in depth. This needs several characterization
techniques to quantify the quality of the nanomaterial. Based on these studies, protection and
enhancement solutions could be envisioned.
This thesis work is divided into five chapters starting from the introduction explaining the
general concepts, motivation and questions that are being addressed in the thesis. The re-
maining four chapters are based on different physical properties of nanomaterials being probed.
(electronic or optoelectronic or mechanical) In second, third and fourth chapter, a 2D material
is interfaced with another 2D material in a layered fashion to form a stack kind of structure
called Van der Waals heterostructure which basically enhances the electronic and optoelectronic
properties of the 2D material. In the fifth chapter, 1D single walled carbon nanotubes are in-
tegrated with natural polymer fiber (Bombyx Mori silk) to enhance the mechanical property of
the initial material.
In the second chapter, few layer of hexagonal boron nitride (hBN) is used with graphene
to significantly boost its mobility and thus the quantum electronic properties. In this case the
graphene is encapsulated between two few layered hBN flakes which acts as an ideal substrate
and gate dielectric to improve its electronic properties. It was found out that the extraordi-
nary intrinsic properties of 2D materials depends highly on the substrate upon which they are
resting. The Si/SiO2 substrates while convenient were later found not to be ideal ones due to
roughness and charged impurity effects.
The quest to find an ideal substrate resulted in forming Van-der-Waals heterostructures
with atomically flat and inert 2D hBN. A state-of-the-art method was introduced by Cory
Dean group[1] to encapsulate the graphene in its pristine form between two hBN flakes with
one-dimensional edge-contacts to obtain ballistic devices. These ballistic transport devices show
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very high mobility of up to million cm2/V.s allowing the observation of fractional quantum Hall
effect. We have also measured the 1/f noise behaviour at these regimes to better understand
the transport dynamics in the bulk and along the edges.
In the third chapter, hBN is employed again and interfaced with monolayer MoS2 to en-
hance its optical properties. Here h-BN acts as an atomically-flat buffer substrate to improve
the optical properties of the direct band gap monolayer MoS2. In these kind of samples, we
have studied the possible origin of intrinsic and extrinsic defects which may affect the optical
properties of the monolayer MoS2. This is explained with detailed examination of the samples
using different characterization techniques such as Raman spectroscopy, photoluminescence and
scanning tunnelling microscopy.
In the fourth chapter,the same fabrication concepts as that in chapter two has been ex-
tended to monolayer MoS2 where hBN encapsulation has been found to improve the excitonic
features. Narrow linewidths approaching to intrinsic limit have been reported. We study again
the influence of defects and disorder using four wave mixing spectroscopy technique. In addi-
tion, we describe a technique where hBN is no more just a passive buffer layer but has an active
role while generating light from monolayer MoS2. Further using a technique based on SEM
called cathodoluminescence, we perform the probing of interlayer coupling in VdW heterostruc-
tures during generation of light where the spatial resolution is below the diffraction limit of light.
Finally, in the fifth chapter, single walled carbon nanotubes (SWCNT) are used to amplify
the mechanical properties of the Bombyx Mori silk fibers. SWCNTs, one of the strongest known
materials, is doped into the silk fibroin matrix by natural means to significantly improve its
mechanical properties. The resulting nano-composite has been characterized using techniques
such as Raman spectroscopy, scanning electron microscopy, transmission electron microscopy
and X-ray diffraction. We further study the mechanical properties based on tensile load exper-
iments of the nano-composite SWCNT silk where SWCNTs span over a large range of dose and
found an optimum value for nanotube doping.
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Introduction: order/disorder in low
dimensional materials
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1.1 Motivation of the work
For any kind of applications whether it is electronic or optical or mechanical, pristine material
in its purest form is very important. If not then the device may get degraded very easily and
fails to reach its potential. Further it is also very important in any application to maintain over
the course of events, the desired material in pristine form. The quality of the material could
be degraded by various means such as irreversible defects in the material, surrounding environ-
ment affecting the material with reversible defects, and disorders formed due to manufacturing
processes. Continuous improvements in processing and manufacturing have to be made in each
of these factors to get best out of the material.
For example, in the microlectronic industry, ultra pure silicon is used for electronics and
photovoltaics. The silicon used is perfect, defect-free single crystalline material where the pu-
rity is 99.9999999% famously called as ’nine-9’. Pure silicon has very low conductivity and in
practice to enhance the conductivity, it is doped with small concentration of other elements.
This doping improves the conductivity of silicon greatly and is used in semiconductor applica-
tions.
In this case, it is very important that the silicon used is very pristine and that the process
of doping is also carried out in a controlled way. If these two basic points are not fulfilled, (i.e
if the purity of starting material and the manufacturing process are not good enough) it may
jeopardize the functionality and there would be severe degradation in the applications.
Figure 1.1 – Schematic block diagram with factors involving in the conversion of a material into
sucessful application by harnessing their physical property.
The condition that we have discussed for 3D silicon is even more true when one reduces the
dimensionality of the devices. In this thesis, the materials used are low dimensional nanomate-
rials like two-dimensional graphene and MoS2 and one-dimensional carbon nanotubes. In the
pristine form, each of these nano materials are wonder-materials with the potential of defining
future electronics, optoelectronics and mechanical applications.
Nano objects or nanostructures can be categorized according to the number of its dimension
in nanoscale. Nanoparticles including fullerenes have all the three dimension in the nanoscale
and are named as 0-D nanostructures. One-dimensional nanostructures having two of their
dimensions in nanoscale such as nanowires and nanotubes are considered to be ideal systems for
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studying the effects of size reduction and quantum confinement on transport properties. Both
0-D and 1-D systems have also been used to embed in a bulk solid to form nanocomposites.
The two-dimensional nanostructures having at least one dimension in nanoscale, are starting
to be explored by the microelectronics industry. They have gained a lot of scientific interest in
the past few years after the discovery of graphene. Indeed, in the wake of Moore’s law, there
has been continuous efforts on reduction on the size of electronic devices.
1D and 2D nanostructures such as carbon nanotubes, semiconductor nanowires, graphene,
transition metal dichalcogenides (TMDs) appear as strong candidates to be the building blocks
for the fabrication of such devices. The properties like excellent electronic transport and direct
bandgap have been stimulating the utilization of 1D and 2D nanostructures in a number of
electronic and optoelectronic devices.
Figure 1.2 – (Top) Low dimension nanomaterials: structure of carbon-based 0D, 1D and 2D
nanomaterials (Bottom) Classification of 2D materials. Figure adapted from [1],[2]
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1.1.1 The Questions addressed in this thesis
Owing to their absence of bulk, these nanoscale few-atoms-layer materials could become easily
defective either during its production or processing. In this thesis, I aimed at providing an
in-depth study regarding how to preserve the nanomaterials during its pristine form and to
optimize its environment.
How to identify or probe the defects if there are any and how to characterize or classify them?
How external factors such as environment and manufacturing processes play a role in enhancing
or degrading the quality? And finally what are the solutions to enhance the properties of the
material regarding how to get the best property out of the material by combining different prop-
erties of distinct materials? In this work, the nanomaterials under test are graphene, MoS2 and
carbon nanotube, whereas the properties being tested are electronic, optical and mechanical
respectively.
From past 15 years, graphene has been studied and it posses unique electronic properties. It
took quite some time to grow/isolate the material in pristine form to obtain very high electron
mobility as predicted. Here in this thesis, the state-of-the-art technique is used to maintain
it in pure form. Another 2D material called hexagonal boron nitride (hBN) with completely
opposite electrical property has been used to make a composite structure called Van der Walls
heterostructures to get the best out of graphene.
Hence, here hBN protects graphene from external factors, optimize its environment and
helps it to be itself and show its true worth. Further the probe used to characterize the de-
fects is low frequency noise measurements. In this case we operate graphene in quantum Hall
regimes (integer and fractional) and we obtain ballistic edge-transport. Still if the bulk part
has higher defects it may affect the edge transport and this can be probed using low frequency
noise measurements.
After the advent of graphene, flurry of 2D materials were discovered out of which the most
prominent are the family of transitional metal di-chalcogenide (TMDC) materials. The unique-
ness of these 2D-materials is that most of them become direct band gap in the monolayer limit.
Hence these materials are touted as next generation semiconductors for opto-electronics. As
expected, we study optical properties of MoS2, a TMDC material in this thesis.
Especially for optoelectronics, pristine material is of utmost importance where even a tiny
defect can affect its performance. Hence we perform in-depth studies ranging from defects al-
ready intrinsic to material to defects caused by environment and fabrication processes. Further
to improve and obtain the optical properties close to its intrinsic potential, similar Van der
Waals heterostructures discussed before are fabricated and studied.
Carbon nanotubes (CNT), one-dimensional materials discovered long before 2D materials
have exceptional mechanical properties. In the previous chapters, a 2D material is coupled with
another 2D material to enhance the physical property. In this chapter, a nano scale material
has been incorporated into a macro scale natural polymer to get the best of both. When CNTs
are mixed together to form a fiber, it has been seen that the mechanical properties degrade
compared to just single CNT.Hence small quantities of CNTs have been added as fillers to
a natural polymer matrix to enhance the possible mechanical property. However the mixing
should be controlled as it may induce amorphization into polymer matrix. A thorough study is
made to check the influence of CNTs in the natural polymer environment and how it changes
the properties and the structure of the fiber.
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Figure 1.3 – Table describing the nanoscale and macroscale materials used in the thesis along
with the physical properties being probed, the possible causes of deterioration and the enhance-
ments solutions applied to improve the properties.
1.2 Order in solids: crystals
Crystals are solid materials arranged in a highly ordered microscopic structure. All the two di-
mensional materials are obtained from their respective crystals. Crystals are obtained naturally
for example during mining but they can be manufactured artificially too. Graphene is isolated
from graphite crystal, which is nothing but packed several layers of single layer carbon atoms
held by forces called Van der Waals (VdW) explained in the coming paragraphs.
Similarly, monolayer MoS2 is also obtained from natural occuring molybdenite crystal. To
isolate defect-less monolayers, it is important that these natural crystals are very pure with-
out any impurities. Normally , impurities such as amorphous elements, aggregates and other
dopants from the environment can affect the quality of these natural crystals.
Hence to overcome these possible disorders in the crystal, artificial methods have been im-
plemented to obtain pure synthetic crystals. In case of graphite, artificial methods like over
heating of silicon carbide, graphitization or production of Kish-graphite crystals during cast-
iron processing have been used to obtain synthetic crystal. When it comes to MoS2, literatures
have pointed out that natural crystals have many point defects and therefore they have been
plenty of studies to grow the crystals artificially.
In this thesis, synthetic MoS2 crystals grown by NIMS Lab in Tsukuba, Japan using their
dedicated and unique high-pressure, high-temperature process have been used. An attempt
is made to characterize and compare them against natural sources in order to produce future
ultra-pure MoS2 crystals. This has been explained in details in the chapter 3 of the thesis.
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1.3 Defects and disorder in 2D materials
As explained before, defects are detrimental to the quality of the 2D materials and therefore
the applications they have been used in. It is thus important to understand, classify them
and identify their origin in order to engineer materials with optimized and sometimes enhanced
properties. By studying the kind of defects and origin, we could engineer to obtain defect-less
materials. In this section, we explain the different kind of defects, their origin and possible
techniques to characterize and ways to find a solution to get rid of them. We can broadly
classify the defects into two types, namely intrinsic defects that are internal to the material and
extrinsic defects that are originating from external effects.
1.3.1 Intrinsic defects
Intrinsic defects are the disorders originating from the inner structure of material itself.(i.e
degradation of the crystalline structure) There could be defects in the 2D material crystal dur-
ing its synthesis or acquired while isolation to obtain 2D material from the crystal. The most
common and abundant defects experimentally observed in 2D materials are point defects. The
different kind of intrinsic point defects observed are single vacancies, double vacancies, complex
or line vacancies, and substitutional impurities. The simplest single vacancy defect is nothing
but a single missing atom in the crystal lattice structure. While in case of a substitutional
defect, one of the dopant not belonging to the crystal structure occupies one of the atom site
in the lattice.
The different kind of intrinsic defects explained in previous paragraph are shown in the
figure 1.4.
Figure 1.4 – Different types of point defects in MoS2 2D crystal a) single Mo vacancy b)single
Mo adsorption c) single substitution of S atom d) sulfur vacancy e) sulfur adsorption f) single
substitution of Mo atom. Figure adapted from [3]
1.3.2 Extrinsic defects
Extrinsic defects are the disorder in the material originating from the external environment or
external sources. We know 2D materials cannot stand by themselves but need a substrate to
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hold them as they do not have any bulk and basically consist only two surfaces. These sub-
strates may not be ideal as they introduce unnecessary charges into the 2D material system that
may degrade its original property. So substrate induced charge effects are one of the extrinsic
defects. Further, the environment to which the 2D material is exposed to can interfer with
surface impurities. These impurities may just adsorb and deteriorate the quality or they can
make a structural damage by covalent reactions or oxidations. These kind of extrinsic defects
can be reduced and suppressed using proper substrate and protection techniques that will be
discussed in the coming subsections.
Figure 1.5 – (Left) Extrinsic defects originating from susbtrate, exposed environment. (Right)
Extrinsic defects due transfer processes in form of blisters or bubbles. Figure adapted from [4],
[5].
1.4 Defect characterization techniques
Characterization studies become very important during the defect study, where it is used to
identify the nature of defects and quantify them. Over the years a wide range of characteriza-
tion techniques have been used to study defects. The structural point defects have been studied
by employing techniques such as transmission electron microscopy (TEM), scanning tunneling
microscopy (STM) and X-ray photoelectron spectroscopy(XPS).While these techniques give a
very good spatial resolution, it is difficult and complex to prepare the samples and also to char-
acterize very large ones. Moreover, some of these techniques are invasive and highly detrimental
to the samples, where there could be damages from the electron beam which could render the
samples no more pristine for any further measurements.
This brings in a need to find new characterization solutions where there is sufficient spatial
resolution, easiness to measure large structures and more importantly not to degrade the quality
of the two dimensional material. So in this thesis work, optical spectroscopy techniques such as
Raman and photoluminescence have been employed to characterize and differentiate different
kind of defects. The advantages of using these techniques are that they are non-invasive and
can be carried out easily at room temperature over large area samples in a time efficient manner.
As we know, the defects degrade the optical properties, by reverse engineering concept new
features could be observed in these optical spectroscopic methods which classify and quantify
the defects. Moreover, these techniques can probe and help to distinguish the different defects
such as structural point defects, charge/doping effects from substrate or environment, strain
or stacking. More details about these optical spectroscopic techniques will be discussed in the
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chapter 3.
The spectroscopy techniques discussed above have maximum spatial resolution of half a
micron determined by the minimum achieved laser spot size. In order to improve the spatial
resolution below the diffraction limit of light, electron beam has been employed as a photon
pump which creates probing source in a method called as cathodolminescence (CL). This tech-
nique allows us to have spatial resolution in order of few 10s of nanometers. Normally CL
technique could be destructive, but using a special stack architecture, the optically-active 2D
material could be protected. This has been discussed in detail in chapter 4 of this thesis.
Figure 1.6 – Table of classification of defects in two dimensional materials with respect to their
types and possible origin. Typical characterization techniques also included that are used to
identify them.
1.5 Solutions for protection and physical property enhance-
ments
In the previous section, we explained the different kinds of defects and ways to probe and char-
acterize them. The next task is now to protect them from additional degradation over time in
order to enhance the physical properties. The intrinsic defects related to the material could be
overcome by optimizing the growth properties during the crystal generation. Although in this
thesis we have compared the different crystal sources, the optimization of the growth parameters
to get rid of internal defects is still an on-going topic.
This brings us to the second category of defects, the extrinsic ones, which could be avoided by
using fabrication techniques that control the environment. In addition, these passive solutions
enhance the physical property of the active 2D materials. As we know the corrugated non-
atomically flat substrate cause charge transfer, atomically flat and inert/insulator substrates
could be used to get rid of this substrate effect. In order to further protect the 2D material
from the harsh environment, we can cover or encapsulate them again with an atomically flat or
inert material. Hexagonal boron nitride (hBN) has been discovered as this atomically flat and
inert material whose lattice constant almost matches that of graphene is explained in the next
subsection. Hence with all these ideas, a new field in 2D materials, made like a composite of
2D materials called Van der Waals heterostructures was born.
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Similarly, by using a macroscale materials, we can protect or enhance the property of a
nanoscale material by forming composites. These called as nanocomposite are made up of low
dimensional nanomaterial filler in a macroscale polymer matrix. Different physical properties
such as mechanical, conductive etc can be enhanced using these nanocomposite solutions. The
nanocomposites can be made naturally or by synthetic techniques explained in the further
sub-sections. In this thesis, we embed single walled carbon nanotubes (SWCNT) in a natural
polymer silk and study their possible enhancement in the mechanical properties.
1.5.1 Van der Waals (VdW) heterostructures
The period of layered two-dimensional materials started after the discovery of graphene by
graphite exfoliation. Immediately, a flurry of 2D materials as shown in the table of the figure
1.2 were discovered with different physical properties than their bulk. In depth studies informed
us that the bulk is nothing but several monolayer held together by Van der Waals forces.
In these layered materials, the strong covalent bond provide the required in-plane stability
whereas the weak Van der Waals forces in the out-of-plane direction are barely enough to hold
them together. This is the reason that monolayer sheets could be formed just by mechanical
exfoliation. Hence upon exfoliation and Van der Waals adhesion of the flakes on Si/SiO2 sub-
strates, 2D insulators like hexagonal boron nitride, monolayer-semiconductors like transition
metal dichalcogenides and monolayer semimetals such as graphene are available in the research
labs for exotic experiments.
Previously we discussed that hBN plays an important role in carrying the 2D material in
its pristime form and also protecting them from environment. Hence by employing flat hBN
flakes with the major support of Van der Waals forces (both discussed in next subsection), we
could build heterostructures where a single-atomic layer of 2D material is encapsulated between
20 to 40 layers of inert hBN. This superstructure keeps the monolayer material in its 2D form
without any influence of external factors. Similarly these VdW heterostructures can be built at
will using any desired 2D materials equivalent to playing a two dimensional LEGO game. In this
section, we will describe about the different methods to fabricate these VdW heterostructures.
1.5.1.1 Van der Waals (VdW) forces
Van der Waals forces were firstly described by Johannes Diderik van der Waals in the year 1873.
These interactions are noncovalent type and are dependent on distance where they quickly van-
ish at the longer distances. This VdW interactions are characterized by power laws in the
distance R between the two or more objects. It could be characterized either by a short range
strong repulsive core with a R−12 dependence or a long range attractive tail with a R−6 depen-
dence. With the absence of any other forces, the equilibrium position at which this force begins
to be repulsive rather than attractive determines the Van der Waals contact distance.
To generalize, if the interatomic distance is greater than 0.6nm (approximately), the force is
found to be not strong enough to be observed whereas as the interatomic distance becomes less
than 0.4nm the force exhibits repulsive character. Van der Waals forces are one of the weakest
interaction forces in nature with a strength just between 0.4 and 4 kJ/mol (compared to covalent
bonds that are 1350 kJ/mol), but are very strong during the multitudes of such interactions.
Recently it has been shown that VdW interactions exhibit wave-like charge density fluctuations
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at the nanoscale.
Figure 1.7 – Van der Waals force description resulting from attractive dipole-dipole interaction.
(Figure adapted via agpa.uakron.edu)
Generally, there are four contributions for this intermolecular VdW forces. These include a
repulsive component from Pauli exclusion principle, an electrostatic component (Kessom inter-
action) either attractive or repulsive arising due to charges, dipoles or quadrapoles, an attractive
polarization interaction between the multipoles (Debye’s force) and an attractive dispersion in-
teraction (London dispersion) created by instantaneous multipoles.
However the classification of Van der Waals force is debatable as it has a composite origin.
While some include only attractive forces, and others consider the totality of intermolecular
forces including the repulsive ones. In this thesis, we consider only the attractive part of the
VdW forces which promotes the adhesion between the surfaces that is the basic principle which
enable the formation of artificial heterostructures.
Figure 1.8 – Van der Waals force-distance curve description. The attractive force increases
when distances between the interacting atoms increase until the point electron clouds touch
each other where they repel electrostatically.
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Van der Waals forces have some amazing characteristics such as their non-directionality, their
independence against temperature, additive and unsaturable etc. However they are anisotropic
and hence depend on the orientation of the objects (atoms, molecules, 2D layers) at stake. The
polarization and dispersion interactions are always attractive irrespective of object orientation
whereas the electrostatic interaction may change sign upon rotation. With these characteristics
they can still support or hold together macroscopic mega-structures as the forces are additive.
Surface topography is another main parameter on which the VdW forces of adhesion de-
pends upon. If there are surface asperities which provide larger area of contact, then VdW
forces of attraction are higher. However the presence of impurities of any other kind could be
unfavourable. These forces are effective when surface contact area is maximised. VdW forces af-
fect flat surfaces and play a very important role during the assembly of complex heterostructures.
1.5.1.2 Hexagonal Boron Nitride (hBN), the work horse of 2D VdW heterostruc-
tures
Boron Nitride is a compound made of Boron and Nitrogen which has isoelectronic structure sim-
ilar to that of Carbon lattice. The hBN is the most stable structure corresponding to graphite of
Carbon where each layers are made of sp2 conjugated boron and nitrogen atoms in a honeycomb
structure, whereas the layers are held by weak van der Waals forces. hBN appears as white,
inert and has excellent thermal, chemical stability and dielectric properties. hBN nanosheets
are electrical insulators with a wide indirect bandgap[6] of 5.9eV which had lead to its usage in
2D electronics such as gate dielectrics and substrates. Recently it has been discovered that it is
the best substrate to hold graphene owing to its similar lattice constant to that of graphene and
hence it is used as a work horse to form heterostructures due to its affinity towards polymer films.
Figure 1.9 – Lattice structure of hexagonal Boron Nitride showing similar structure to that of
graphene. The lattice mismatch with graphene is only 1.7%. Figure adapted from [7]
1.5.1.3 VdW heterostructures obtained by direct growth
After the discovery of graphene by exfoliation, there were plenty of research works going on
after, to grow the monolayer 2D materials directly on the intended substrate. This was done
using different types of chemical vapor deposition (CVD) and epitaxial methods. Many research
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groups used metallic substrates because of their catalytic properties and were successful in pro-
ducing graphene, MoS2 and many other 2D materials. However the problem was that they
could not be directly used for experiments or applications as they were on metallic substrates.
Since the growth on desired silicon or silicon oxide substrate was difficult, many solutions were
devised to transfer them on to the desired substrates.
In Keun Soo Kim et al [8], they grew graphene on nickel layer and used PDMS film to
hold on to the graphene, etch off the nickel and stamp it on the desired substrate. In another
technique, they also etched the nickel film and fished the graphene floating on the solution.
Various groups have made growth of graphene on copper sheets, spin coated PMMA on the
graphene, etched the copper, fished the graphene on desired substrates and finally removed the
PMMA on the graphene. The disadvantage of these methods are that they could not reach the
minimal level of purity and kinetics of growth was another problem. Though several groups did
excellent experiments with these 2D materials but fell short of their initial predicted potential
by different theories. So the need of the hour was to develop transfer methods to preserve the
intrinsic cleanliness of 2D-materials.
Recently, many experimetalists have succeeded in growing 2D materials directly on required
substrates and even on hBN flakes. Shown in the figure 1.10 is graphene/hBN heterostructure
by direct growth using CVD technique in our group. However it required further in-depth stud-
ies for direct growth of large scale heterostructure by CVD, ALD or epitaxial techniques.
Figure 1.10 – (Top) Van der Waals heterostructures prepared by growth on metal followed by
transfer to oxidized silicon wafers. (Bottom) Heterostructures produced by direct growth of
graphene on hBN. Figure adapted from [9] [10]
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1.5.1.4 VdW heterostructures by exfoliation and polymer transfer
With the advancement of smart transfer methods and innovation of atomically flat substrates,
the first Van der Waals heterostructure was build by Dean et al [11] where exfoliated graphene
was transferred on to an exfoliated hBN to form a graphene/hBN heterostructure. Boron Ni-
tride having almost similar lattice, insulating large bandgap, inert and free of dangling bonds
or surface charge traps, atomically planar surface became the most appealing and suitable sub-
strate to bring the real predicted potential of graphene. They used a similar but upgraded
transfer technique where PMMA was coated on graphene later separated from the substrate
using a water-soluble layer. They aligned this graphene on PMMA on the intended hexagonal-
Boron Nitride with the help of a glass plate and finally removed the PMMA. Electron transport
measurements of graphene in these heterostructures showed electron mobilities three times
higher than that of graphene on silicon oxide indicating the decrease in scattering caused by the
charged impurities. Moreover , the Quantum Hall effects were observed at lower fields, more
than a factor of two compared to that of graphene on SiO2.
The employment of hBN as high quality ultra flat substrate for graphene was confirmed by
scanning tunneling microscopy and spectroscopy by LeRoy group.[12] Just by using the hBN as
a high quality substrate many new properties of graphene appeared or were found out by dif-
ferent research groups. At higher magnetic fields, multi-component fractional Hall effects were
reported in graphene by CR Dean et al.[13] Multiple Dirac points were observed in graphene
due to leakage of the insulating properties from the hBN into graphene when both are oriented
at specific tilt angles.[14] This further opened a new branch in physics called Moire´ superlat-
tices and structures in which the additional periodicity gives to the material novel electronic
properties.
Figure 1.11 – (a)Histogram of the height distributions for graphene on SiO2 (blue squares) and
graphene on hBN (red triangles) along with Gaussian fits. (b)STM topographic images of a
Moire´ pattern produced by graphene on hBN. The scale bar is 2 nm. The inset is a zoomed
region of 2nm area with a scale bar of 0.3 nm. (c) STM topographic image of monolayer
graphene on hBN showing the underlying surface corrugations and d) monolayer graphene on
SiO2 showing increased corrugations. Figure adapted from [12].
This concept of VdW forces keeping the layers together has given rise to a new emerging
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field of research called van der Waals heterostructures. These hetero-structures are artificially
assembled structures with quality matching those of molecular beam epitaxy (MBE). This ex-
traordinary process of making heterostructures opened a completely new field in 2D physics to
fabricate high quality devices for transport to imaging and optics to applications. The idea in
this VdW heterostructure is pretty simple to put one monolayer on the top of another mono-
layer or multilayer to form a stack which is made artificially.
This artificial assembly method gives you the additional freedom to choose any 2D materials
and build up atomically flat 2D heterostructure which has been compared to atomic scale struc-
ture construction by A.K Geim et al.[1] Different methods or processes have been proposed and
demonstrated to build these heterostructures in both large scale and small scale areas. There
are several polymer based transfer techniques such as Polycarbonate PC method [15], PDMS
viscoelastic stamping method [16] and polypropyl carbonate (PPC) method[17] to name a few.
The state of the art method is a Van der Waals attraction based pickup technique to make
heterostructures using polymer called polypropyl carbonate[17]. In this technique, the quality
of graphene/2D material is maintained prisitine as none of the polymer or wet chemicals come
in contact with graphene. Hence graphene was encapsulated between two pristine, inert and
insulating hBN flakes to overcome the charged substrate effects and also to protect the graphene
from the possible environmental impurities on the top. One of the major challenge in these kind
of structures were to provide good metal contacts to graphene to observe its potential intrinsic
properties.
Further state-of-the-art high quality electrical contacts were realized again by C.R.Dean
group [17] to provide graphene one dimensional electrical contacts where graphene edges were
exposed by etching. Similar method is utilized to prepare the devices in this thesis and ex-
plained in the device fabrication section of chapter 2 in detail. With this architecture graphene
has been found to manifest mobility up to few million cm2/V s allowing for ballistic transport
of over 15 micrometers at low temperatures.
Another method called PDMS viscoelastic stamping method allows us to build the het-
erostructures quickly in time.[16] In this method, the 2D materials are directly exfoliated on
the PDMS, aligned and stamped on another desired 2D material or any other substrates. This
method enables us to build very large heterostructures. However, the disadvantage of this
transfer technique is that the 2D material is in contact with the polymer PDMS and hence
the prisitinity is not preserved. Nevertheless, major areas are clean to fabricate the required
devices for measurements. This PDMS-method of stamping has been used and will be further
presented in chapter 3 of this thesis.
In this thesis, we predominently use the so-called PPC transfer technique for assembling
ultra-clean heterostuctures as well as PDMS transfer technique for large scale heterostructures.
In chapter 4, we will compare the cleanliness and the quality of the heterostructures prepared
using these two polymer transfer techniques.
1.5.2 Nanocomposites
Nanomaterials like nanotubes, fullerenes, graphene or other 2D materials could be used as ideal
fillers in a matrix of a macroscale bulk material such as polymers or metals. The resulting
nanocomposite is formulated to improvize one of the physical property of the bulk material.
Van der Waals forces and hydrogen bonding also play an important role here where it could
enhance or degrade the formation of such nanocomposites. If proper care is not taken, then
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the nanomaterial fillers could agglomorate due to VdW attraction and destroy the purpose of
nanocomposites. There were many theoretical and experimental reports where nanomaterials
such as graphene, CNTs etc.. were used as nanofillers in different polymers such as PVA, nylon
etc.. using various artifical processing methods. It was found out that by adding just a little
quantity of nanomaterials, the mechanical properties can be boosted significantly. This high
perfomance triggered rapid studies on nanocomposites.
During the studies, it was noted that there were issues of adhesion and dispersions which
resulted in low-tensile loading and weak interfacial interactions, when higher quantity of nano-
materials were added. These issues in traditional polymer nanocomposites inspired to study
the natural polymer fibers like cotton, Spider silk and Bombyx Mori silk, which then finally
resulted in studies of bio inspired polymer nanocomposites. Further, these bio-inspired polymer
nanocomposites can be processed using different techniques from artificial methods to natural
systemic one where in particular, a living organism is used in preparing the composite as ex-
plained in the next subsections.
1.5.2.1 Nanocomposites by artificial processing methods
As explained before, many low dimensional nano-objects have been incorporated into natural
polymers to enhance their mechanical properties. For these artificial processing methods such
as layer-by-layer, evaporation, filtration, freeze casting, hydrogel casting and electrophoretic
deposition have been employed to realize a homogeneous dispersion and good interfacial inter-
actions. One of the nice example is silver nanoparticles that are homogeneously dispersed in
the cotton fiber. This unique inorganic-organic hybrid structure changed the fiber morphology
and demonstrated significant increase in tenacity and brittle failure behaviour.[18]
Figure 1.12 – (left) Schematics of the microfibrillar structure of cotton fiber modified by the
in-situ synthesis of the silver nanoparticles and TEM images of the same. (right) Elongation
for control, alkali treated and silver nanoparticle doped cotton. Figure adapted from Sunghyun
Nam et al.[19]
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However, these nanocomposites have their own disadvantages such as large scale production
and precise control of the structures. Hence new methods have been identified where nanos-
tructures are incorporated by natural method into these natural polymer fibers.
1.5.2.2 Nanocomposites by natural systemic approach
The novel method to integrate the nanomaterials into fiber is natural systemic approach. In this
method, the low dimensional materials are fed to bio-organisms that prepare the natural fibers.
By ingesting the nanomaterials, these bio organisms produce natural polymer fibers integrated
with nanomaterials. The method is very facile and several experiments have reported that the
mechanical properties have improved significantly. One such example is a reinforced spider silk,
where spiders were fed with CNT and graphene resulting the production of CNT/Graphene
spider silk with enhanced mechanical properties.
Figure 1.13 – a)Schematics of spider producing silk integrated with graphene and CNTs. b)
Tensile-load set-up c) The stress-strain experiments for reinforced fibers show a significant
increase in mechanical properties compared to the control spider silk fibers. Figure adapted
from Emiliano Lepore et al.[20]
In the chapter 5 of this thesis, a similar approach has been adopted, where CNTs were
sprayed on mulberry leaves and were fed to Bombyx Mori silkworm. These silkworms digest
the leaves along with the low diamter (1nm) single walled carbon nanotubes (SWCNT) to pro-
duce the silk embedded with SWCNTs. The hence obtained SWCNT silk is expected to have
improved mechanical properties. In the chapter we characterize the silk to confirm the presence
of SWCNTs. We also perform characterizations to check the differences in structure of the
SWCNT silk and probe if the mechanical properties indeed have improved.
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Novel technique to probe defects of
the bulk in quantum Hall regimes in
hBN/graphene/hBN
heterostructures
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2.1 Brief Introduction to the chapter
Graphene is an atomically-thin lattice of carbon atoms. Discovered in 2004 by K.Novoselov and
A.Geim at University of Manchester, it is the world’s first two dimensional material [21] and
was soon found to display outstanding physical properties. In particular, the sp2 hybridization
of carbon lattice known to exist in graphite is preserved down to the monolayer. This property
combined with quantum confinement associated to the reduced dimension, gives to graphene
zero-bandgap semiconducting properties in a 2D gas of high mobility charges with electrostatic
control of the density of charge carriers[22], a linear band structure and relativistic massless
Dirac fermions. Such properties have attracted a huge interest in the community and culmi-
nated with the Nobel prize awarded to the discoverers in 2010.
Graphene is stable in air but, as a material without any bulk and thus reduced to two sur-
faces, its properties are super-sensitive to the environment and those can be strongly affected
by adsorbates and interfacial charges. Also graphene usually needs a substrate as support and
it has been found that properties of graphene are extremely dependent on the quality of the
substrate used [23]. In order to bring in its intrinsic properties, the graphene layer can be
suspended [24] to decouple it from its environment but with this solution it is very cumbersome
to fabricate, not fully scalable and have limited gate control.
As explained in the introduction chapter, hexagonal boron nitride (hBN) flakes have been
found to behave as ideal substrates [11]. Unlike silica, they do not have have any dangling bonds
nor charged adsorbates and their lattice symmetry and parameters are similar to graphene. Such
properties associated with a full encapsulation strategy [17], greatly help graphene to maintain
his pristine electron transport properties. Ballistic transport combined with the specificity of
Dirac fermions has lead to a complete new range of electronics devices where electrons trajec-
tories behave like optical beams. [25]
In this chapter, we are going to present the design, fabrication methods and characteriza-
tion of edge-contacted hBN-encapsulated graphene devices suitable for high-quality quantum
electron transport. These state-of-the-art devices show charge mobilities reaching one million
cm2/V.s at very low temperature. The Integer quantum Hall effect (i-QHE) together with the
fractional quantum Hall effect (f-QHE) that is observed under high magnetic fields are further
proofs for the high quality of these devices. As a further development beyond the current state-
of-the-art, we present preliminary results of a novel technique to further investigate the nature
of charge carrier, especially in the regime of f-QHE by studying the noise behaviour in graphene
in the low frequency regime.
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2.2 Electronic properties of Graphene
This section gives a short overview about structure and properties of graphene regarding its
crystal lattice, dispersion relation with complete band structure and resulting electric field ef-
fect. It is based on references [26][27] where more detailed explanation can be obtained.
2.2.1 Crystal structure
Figure 2.1 – Graphene lattice represented in real-space and reciprocal space. (Left) Lattice
structure of graphene, made out of two interpenetrating triangular lattices. ( a1 and a2 are the
lattice unit vectors, and δi, i = 1, 2, 3 are the nearest neighbour vectors.) (Right) Corresponding
Brillouin zone of graphene with two Dirac points located at the K and K ′ points. Figure adapted
from Castro Neto et al. [26]
Graphene lattice is composed of carbon atoms arranged in a honeycomb structure where neigh-
boring carbon atoms (blue dots and yellow dots) withstand inequivalent cristalline environment.
As a consequence, it can be described as two inter-twinned triangular lattices A and B with
two atoms per unit cell. One has to note, however, that the honeycomb lattice is not a Bravais
lattice as this latter can be seen as the rombi defined by a1 and a2 vectors. The atoms in
graphene occupying the two sublattices are identical. The existence of these two sub-lattice has
important implications to its electronic band structure.
The vector a1 and a2 represent the corresponding basis of the Bravais lattice given by:
a1 =
a
2
(3,
√
3), a2 =
a
2
(3,−
√
3). (2.2.1.1)
The nearest neighbour vector δ1, δ2 and δ3 are:
δ1 =
a
2
(1,
√
3), δ2 =
a
2
(1,−
√
3), δ3 = −a(1, 0). (2.2.1.2)
The reciprocal lattice is also a hexagonal structure but rotated by pi/2 in comparison to real
space lattice. The corresponding first Brillouin zone with its centre Γ and the reciprocal vectors
b1 and b2 given by:
b1 =
2pi
3a
(1,
√
3), b2 =
2pi
3a
(1,−
√
3). (2.2.1.3)
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As shown in the figure 2.1 the Brillouin zone (BZ) comprises of two in equivalent points K and
K ′ at corner where Dirac cones are located and their momentum space coordinates are given by:
K = (
2pi
3a
,
2pi
3
√
3a
),K ′ = (
2pi
3a
,− 2pi
3
√
3a
). (2.2.1.4)
2.2.2 Electronic band structure
Graphene exhibits sp2 orbital hybridization which constitutes in a combination of orbital s,
px and py that forms an σ-bond with each of its three neighboring carbon atoms. The car-
bon–carbon σ-bonds are 0.142 nm long and are 120 degrees apart. These very strong bonds are
responsible for the planar structure of graphene and for its exceptional mechanical and thermal
properties. The remaining pz electrons make up the pi-bond that is oriented out of plane.
These pi-bonds hybridize together to form the pi-band and pi∗-band. Each carbon atom con-
tributes one electron to this band so that it is only half filled. Hence due to these delocalized
pi-electrons over the full area, graphene exhibit a surface exposed 2D electron/hole gas of high
mobility. The anomalous electronic properties of graphene is due to its 2D structure, honey-
comb lattice and the fact that all the sites on its honeycomb lattice are occupied by the same
atoms, which introduces inversion symmetry.
Figure 2.2 – Depiction of sp2 hybridization in graphene with σ-bonds(left) and pi bonds(right).
Figure adapted from [28]
Band structure due to these pi-band electrons in graphene is approximated by tight binding
approach. In this model an electron can hop between the nearest neighbor(nn) and the next
nearest neighbor(nnn). When we consider an independent atom, its wavefunction is φa(r) . But
in a crystal lattice, atoms are not independent and hence on the application of Bloch wavefunc-
tion, we obtain:
ψk(r) =
∑
Rj
exp(ik.Rj)φ
(a)(r −Rj), (2.2.2.1)
where Rj = mja1 + nja2 are the Bravais vectors of the lattice.
Also in graphene the unit cell has two atoms and two sublattices A and B. There is lack of
symmetry between these sublattices and hence must be considered separately represented by
different wavefunction. The trial wavefunction of the two electrons would be:
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ψk(r) = akψ
A
k (r) + bkψ
B
k (r). (2.2.2.2)
where ak and bk are complex wavefunction of the wave vector k.
The solution of time dependent Schro¨dinger equation gives the energy dispersion:
ˆHψk(r) = kψk(r). (2.2.2.3)
The energy dispersion relation takes the form of:
λk = 2t
′
nnn
3∑
i=1
cos(k.ai) + λtnn
√√√√3 + 2 3∑
i=1
cos(k.ai). (2.2.2.4)
where tnn is the nearest neighbor hopping amplitude and t
′
nnn is the effective nnn hop-
ping amplitude considering the overlap correction yielding the renormalized hopping amplitude.
λ = ±1 corresponds to two solutions representing the two bands, conduction band (pi∗) and the
valence band (pi) respectively.
As we could see from the figure 2.3 the valence and the conduction band touch at the point
where the equations λk become zero. The valence band is filled with electrons and the conduc-
tion band is empty , then the Fermi level is located above the last filled state at the point where
equation λk is zero. These points are called as Dirac points.
Hence there are six Dirac points out of which only two are independent and are represented
as K and K ′. If we expand the equation 2.2.2.4 around K point until the second order in qK with
k = K+q(| q | K), the dispersion relation can be linearised in the vicinity of Dirac point under
the long wavelength limit and low energy excitations. Thus we obtain first order approximation:
E±(q) = λh¯vF | ~q | (2.2.2.5)
where vF = 1× 106 m/s is the Fermi velocity.
This equation 2.2.2.5 indicates the existence of two Dirac points K and K’ where the lin-
ear energy bands of electrons and holes touch with no energy gap leading to two fold valley
degeneracy in graphene. This linear energy dispersion appears similar to that of relativistic
particles whose dynamics could be described by massless Dirac equations. The group velocity
of charge carriers is independent of energy unlike the parabolic dependence of energy in case of
two dimensional electron gas in III-V heterostructures (2DEG).
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Figure 2.3 – (a) Graphene band structure. (b) Zoom in to low-energy dispersion at one of the
K points shows the e–h symmetric Dirac cone structure crossing the zero energy plane. Figure
adapted from A. Castro-Neto et al.[26]
2.2.3 Field effect properties
The figure 2.4a describes the electrical field effect behavior in graphene. The inset shows conical
low-energy spectrum E(k) of graphene, indicating changes in the position of the Fermi energy
EF with changing gate voltage Vg. Positive Vg induce electron-doping while negative Vg induce
hole-doping . This implies that graphene exhibits a strong ambipolar electric field effect such
that charge carriers can be tuned continuously between electrons and holes in concentrations
up to few 1013cm−2 and room-temperature mobility up to 50,000 cm2/V s can be induced by
applying a gate voltage (for example of a few tens of volts on the back-substrate ) .
As shown in the figure 2.4a, under negative gate bias, the Fermi level drops below the Dirac
point, introducing a significant population of holes into the valence band; while under positive
gate bias, the Fermi level rises above the Dirac point, promoting a significant population of
electrons into the conduction band. The rapid decrease in resistivity ρ on adding charge carri-
ers indicates their high mobility.
34
Figure 2.4 – (a) Ambipolar field effect in mono-layer graphene . (b) The gate voltage and
temperature dependence of resistivity of the high mobility sample (µ = 20, 000cm2/V s), ρ versus
Vg at three temperatures, T = 0.03K, 77K, and 300 K.(c) The gate voltage and temperature
dependence of resistivity of the low mobility sample (µ = 2, 000cm2/V s), ρ versus Vg at three
temperatures, T = 0.03K, 77K, and 300K. Adapted from Geim et al [2] and Y-W. Tan et al.[29]
Moreover as shown in the figure 2.4b, the observed mobility weakly depends on tempera-
ture, which means that mobility at 300K is still limited by impurity scattering and therefore
can be improved significantly. From the peak position in resistance, we obtain a corresponding
gate voltage for the charge neutrality point. A finite value of this indicates an unintentional
doping of the graphene samples whose origin may be from electrostatic effects caused by surface
charged impurities.
In the figure 2.4c for low mobility sample, the Dirac point is shifted to a large positive
gate voltage value. Such a large shift of the charge neutrality point indicates that there is
heavy doping of the sample due transferred charges from the environment. Ionized charge
traps in the substrate or adsorption of molecules on the graphene surface may locally induce
a chemical doping that might be partly responsible for the low mobility observed in this sample.
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2.3 Sample fabrication
This section gives the complete process flow for fabricating graphene devices from flakes prepa-
ration to bonding the device pads. As explained in the introduction chapter, to improve its
mobility graphene has been encapsulated into two thin atomically flat hBN flakes and are pro-
vided with one dimensional contacts. This preparation of Van der Waals heterostructure will
be discussed in deep to obtain a stable recipe. The difficulties experienced during critical step
of etching for the realization of 1D contacts would be discussed. Also state-of-art lithography
techniques used to fabricate these devices will be shown in detail.
2.3.1 Mechanical exfoliation and identification of graphene and hBN
During the mechanical exfoliation, a natural graphite crystal is placed in a scotch tape, pressed
together and peeled repeatedly to obtain thinner layers of graphite. Nobel prize winners A.Geim
and K Novoselov were the first to introduce this method to obtain monolayer Graphene. In
our case we use a 3M Magic scotch tape in which a 1mm2 size piece of crystal is placed on
adhesive side, folded and pressed beside itself repeatedly without gaps or overlaps to obtain a
homogeneous square like structure as shown in the figure 2.5. This structure on the scotch tape
could be attached to any desired substrate and peeled down slowly at different angles to which
leaves behind some of the flakes on the target substrate out of which some would be monolayers.
We also use application of heat up to 100˚ C while peeling to obtain larger flake coverage on the
substrates.
Figure 2.5 – Homogeneous square-like structure of flakes obtained after repeated exfoliation
steps on the same scotch tape
Variety of substrates could be used as the host substrate after rubbing of scotch leaving
behind the ultrathin flakes. These can be Si /SiO2 substrate, metals like copper, quartz, glass
or even polymers like PDMS. It is very important to start with very clean and high-quality
substrate for exfoliation to obtain clear-cut clean flakes. Generally highly-doped Silicon with
290nm of SiO2 as capping oxide is used as a common substrate in labs for fabricating devices.
There are two basic but important advantages in using this substrate. The structure of SiO2
capping layer acts as a dielectric which is convenient to be used a gate oxide during applicaiton
of a voltage on the substrate. Another advantage is that 290nm of SiO2 is at a sweet spot for
optical interfererometry so that monolayers of graphene deposited on top could be identified
with ease with an optimized contrast [30].
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As said before, to obtain ultra clean Si/SiO2 substrates several methods are employed. These
Si/SiO2 wafers are cut into 1cm× 1cm squares and while cutting using a diamond cutter, care
is taken that none of the residue fall on the surface which may change the surface adhesion of
the substrate. Any particles or residues are detrimental for exfoliation or for the future steps of
fabrication. If the substrates are maintained clean while cutting, then virgin substrates could
be used for exfoliation without the need of cleaning it.
In case there are Si/SiO2 particles everywhere, then it needs cleaning procedures. Sev-
eral complicated cleaning procedure such as RCA cleaning, Piranha solution, Nitric acid based
cleaning are being employed to obtain a clean substrate. In our case we use a simple method
where we ultrasonicate the substrates in acetone for about 5 mins followed by rinsing in iso
propyl alcohol (IPA) for a minute. The substrates were then dried by blowing with Nitrogen
gas. Further sometimes a minute of 10 Watt oxygen plasma is carried out to get ultra clean
substrates with hydrophilic properties.
Figure 2.6 – a) Optical image of monolayer graphene mechanically exfoliated on Si/SiO2(290nm)
substrate. Visible contrast is maintained down to the monolayer. b) Optical image of 20nm-
thick hBN flake mechanically exfoliated on Si/SiO2(290nm) substrate.
Selection of flakes with proper size, homogeneity and color is a critical step before preparing
a Van der Waals heterostructure. In our graphene devices, we need strictly monolayer graphene
and few layer hBN about 20 to 25nm in thickness. Optical microscopy is the technique that
is usually used to identify the monolayers. Based on contrast difference and color, it is easy
after a while, to identify with rapid visual inspection under a simple optical microscope strictly
monolayered flakes with reasonable yield. While the monolayer graphene appears as a faint
purple or violet in colour as shown in the figure 2.6a, with increase in thickness the colour turns
out to be darker version of violet.
Further we could use a more reproducible and quantitative approach to establish correspon-
dence between optical contrast and number of layers for a given material (graphene, hBN, but
also dichalcogenides...) and illumination. Note that it is easier to identify the adequate hBN
flakes as, for our usage, thickness uncertainty of ±5nm have little to no significance on the
device properties.
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Figure 2.7 – AFM topography image of ultra-clean graphene(left) and hBN flakes(right).
In order to further confirm the monolayer nature of graphene, Raman spectroscopy (ex-
plained in detail in next chapter) could be used. When excited with green laser 532nm ,
monolayer graphene has a characteristic Raman signature as shown in the figure 2.8. There
are two peaks around 1580cm−1 and 2700cm−1 which are assigned to G band and 2D band of
graphene respectively. Furthermore absence of defect peak D at 1350cm−1 indicates the high
quality of graphene without defects or disorder. The single peaks with full width at half max-
imum which is around 22cm−1 confirms that the graphene is single layer. In case of bilayer
graphene the full width at half maximum of 2D peak broadens to be above 40cm−1 as the peak
starts to divide into two.
Figure 2.8 – Raman spectrum of hBN-encapsulated graphene, exhibiting characteristic G and
2D band of monolayer graphene and signature of hBN peak.
In the previous paragraphs, we have emphasized the importance of cleaning substrates.
While super-clean substrates are important as starting materials, the cleanliness of the exfoli-
ated flakes deposited on top are equally crucial for good devices. All the optically identified
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flakes that are suitable for preparing a heterostructure are then scanned using Atomic Force Mi-
croscopy (AFM) to determine their flatness and tidiness. Any flakes contaminated with scotch
tape glue residues or with any other particle impurities are rejected from the further steps of
fabrication. Only atomically-flat and residue-free hBN flakes of thickness of about 20 to 25nm
are selected. Another bare minimum criteria for selection of the hBN flakes is that they should
be larger in size than the monolayer graphene which are used to make the stack so that they
are fully protected. hBN flakes produced from the crystals provided by our collaborators (K.
Watanabe and H. Taniguchi at NIMS, Tsukuba, Japan) have lateral size repeatedly exceeding
100 micrometers with homogeneous thickness, giving ample surface for hosting further top lay-
ers.
Figure 2.9 – AFM topography image of hBN flakes showing impurities on its surface caused by
contamination during processing (possibly from scotch tape glueduring repeated cleaving.)
2.3.2 Stack preparation recipe using PPC Method
Here we present the process and recipes for preparation of hBN/Graphene/hBN heterostructures
using the pickup technique method first demonstrated by Dean et al. [17] . This technique is
based on the principle that graphene is picked-up by hBN previously exfoliated on a Polypropy-
lene Carbonate (PPC) Stamp. This picking of graphene is based on the strong graphene/hBN
Van der Waals adhesion force caused by their respective flatness optimizing the contact area.
As a consequence, the graphene has a stronger interaction with hBN compared to silica which
enables the pickup with good reproducibility. This so-called ”PPC method” provides the clean-
est heterostructures with pristine graphene encapsulated as never in the process graphene is
placed in contact with polymers . Further, one-dimensional contact to graphene is realised by
side-contacting to obtain high mobility graphene devices. In this context, lithography tech-
niques used to fabricate the devices are explained in detail.
2.3.2.1 Polypropylene Carbonate (PPC) Stamps
In this polymer transfer method, we use a copolymer called Polypropylene Carbonate (PPC)
that is made of carbon dioxide and propylene oxide. PPC is a low-weight polymer that has a
glass-transition temperature between 25˚ C to 45˚ C and a melting temperature of about 120˚ C.
It is soluble in polar solvents. We prepare a PPC solution as follows: 3 grams of PPC crystals
are dissolved in 20 ml of Anisole. This solution is stirred continuously using a magnetic stirrer
and is maintained at 50˚ C temperature for about 24 hours. Later the solution is purified using
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a 0.2µm filter paper and stored under ambient conditions.
To obtain a homogeneous PPC film, we spin coat for 60sec the PPC solution on 1×1 cm2
silicon substrate which is further peeled for later use. Speed and acceleration for this spin coat-
ing are 4000 rpm and 4000 rpm/s respectively. This is followed by hard-baking for 5 mins at
temperature of 90 C˚. Below is the recipe to make the PPC stamps on the glass slide.
1. A square shaped PDMS of 1×1 cm2 is cut out and placed at centre of a clean glass slide
at 1cm from one of the end.
2. A crystal clear tape is taped down on it to get a dome shaped surface over the PDMS.
3. Take a piece of 3M magic scotch tape and cut out a small circular hole that is enough to
cover the PDMS piece.
4. Take the PPC film that was previously spinned over Si substrate and make a scratch at one
end of the substrate.
5. Stick the tape with circular hole over the centre of PPC film on the Si substrate and peel off
such that the PPC film is attached to the tape having circular hole.
6. Paste the PPC film on tape with circular hole on the glass slide such that the circular hole
with PPC covers the PDMS piece on the glass slide.
7. Heat the thus prepared stamp on a hot plate at 90˚ C for about 30s so that the PPC homo-
geneously sticks over the PDMS without any air bubbles.
Figure 2.10 – Picture of a glass-slide stamp prepared using the steps explained above. The PPC
film is exposed in the circular hole region above PDMS for the pick-up.
2.3.2.2 Microtransfer setup
The figure 2.11 shows the custom-built micro-transfer setup which basically consists of an optical
microscope(A) (equiped with long focal distance objectives with 10X and 50X magnification),
a camera connected to computer (B), a X-Y-Z motorized stepper-motor stage(C/D), a manual
3-axis micromanipulator(E) and a temperature controller(F). The whole setup is placed on a
vibration-isolated table to provide stable conditions during the transfer. The stage (holding the
sample to be stamped) can be moved in X, Y and Z direction using a joystick coupled to a PC
controller with a precision control of 20nm in Z and 0.2 micron in X,Y (Micos GmbH). There
is a variable temperature, vacuum-assisted sample holder at the middle of the stage and the
stage could also be heated from room temperature up to 200 C˚ and cooled using nitrogen gas
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circulation inside the stage . A high precision PID temperature regulator(F) has sensitivity of
up to 0.1˚ C for slow heating. Further the glass slide holder/ manual micromanipulator could
be fixed on the thick steel plate at desired angle. This holder can be moved in X, Y and Z
directions manually with the help of the knobs. Both the movable stage and the glass slide
holder/ manual micromanipulator help in alignment of the desired flakes.
The substrate holding stage as shown in the figure 2.11(bottom) is fixed on lower elevator
stage. It is a nickel plated copper(1) with a size of 2 inch diameter assisted with vaccum (11).
The copper plate is integrated with a Type-J thermocouple(2) that is heated uniformly by two
175 W heating cartridges. The whole unit is supported by a stainless steel plate(3) mounted
via insulating fiberglass pedestals(4) on a fibregalss screening plate(5). This screening plate has
three adjusting screws(6) with spherical bearing surfaces(7), thereby giving an angular adjust-
ment ±2˚ with respect to the XY plane, for bringing the substrate and the glass side exactly
parallel. After the transfer process, rapid cooling of copper plate could be realized by nitrogen
gas circulation, fed via a flexible coaxial metal tube(10), through a dissipator chamber(9) inside.
Figure 2.11 – (top) Pictures of microtransfer setup used to build the heterostructures. The
micro-transfer apparatus: the microscope and display, the XYZ displacement elements, the
sample-holding stage and temperature controller.(bottom) Inside picture of the temperature
controlled sample-holding stage.
2.3.2.3 Pick-up transfer technique Recipe using PPC
Following are the steps executed during the pick-up transfer technique to produce heterostruc-
tures involving graphene encapsulated between two hBN flakes. To begin with, we prepare
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the raw materials required for the preparation of heterostructures. We exfoliate hBN and the
graphene flakes on two respective Si/SiO2 substrates. We then select and identify the flakes
that have to be picked up in the micro-manipulator. Optical images and AFM images helps
in selecting clean and flat flakes as explained before. We also prepare the PPC stamp placed
on a PDMS cushion and fixed on the glass slide following the instruction given in the previous
sections.
2.3.2.3.1 First pick-up of top hBN After the PPC stamp on glass slide has been pre-
pared, we place the substrate with hBN flake to be picked up first (final top (i.e. capping) hBN
layer ) under the microscope on the stage that is firmly held by vacuum. One makes sure that
the thickness of hBN flake is above 10nm. We fix the glass slide which was preheated at 80 C˚
for 30s (PPC surface placed upside down) on to the glass slide holder and we align it such that
the circular PPC area is exactly over the hBN flake. We then focus on the selected hBN flake
through the transparent and optically clear (glass/PDMS/PPC) stamp to get a clear image of
the flake that is aligned versus the stamp using X and Y motorized manipulator. We focus
on hBN as well as PPC and align the hBN flake to be at the centre of circular PPC area on
the PDMS using the fine tuning manual XYZ micromanipulator holding the glass slide stamp.
We move down using the Z direction of the glass slide holder and bring the glass slide with
PDMS very close to the hBN flake . As you go down towards the flake while the PPC touches
the substrate, choose a contact point which is not very far from the hBN flake appears and is
clearly seen as a black contact contour/line. The dome shape of the stamp allows the PPC to
be touched on to a very small area of the substrate.
When the PPC touches the surface of the substrate, there is around the contact area, optical
interference patterns (equal thickness fringes) called Newton rings that help a lot in monitoring
the approach. As we go down these Newton rings move along with the contact line. When
these rings are very close to the flake to be picked up, we gradually increase the temperature of
the stage from 38˚ C in steps of 0.5˚ C until the flake is completely covered. Thermal effect allow
fine control of the contact line and also makes PPC sticky. The Newton rings move over the
hBN flake due to temperature gradient as the PPC softens. When these rings have completely
crossed the flake, we reduce the temperatures in the steps of 0.5˚ C back to 38 C˚ along with tiny
upward movements in Z direction of the holder.The spreadover PPC surface over the substrate
should move back very slowly and in the process the hBN flake will be picked up by the PPC.
Here the hBN is picked up due to its very strong adhesiveness towards polymer film PPC. It
has been found out that the thick hBN flakes of 10nm and above readily adheres to PPC when
brought in contact along with change in temperature as discussed before. Once the first hBN
flake is picked up, move the glass slide away from the substrate using the Z direction upward
movement of the glass slide holder.Verify in the optical microscope if the desired hBN flake is
picked up and take the picture. The hBN flake would appear whitish in color on the PPC.
2.3.2.3.2 Further pick-up steps for any 2D material After a very flat hBN flake above
10nm has been picked-up as explained in the previous paragraph, we heat the glass slide again at
90˚ C for approximately around 30 seconds before the pickup of any other 2D material (graphene
in this case). This step should be performed every time before pickup. Now we place the sub-
strate with graphene flake on the stage and align it such that the hBN flake on PPC film and
graphene flake on substrate are overlapping such that hBN covers the complete area of graphene.
We then increase the temperature by gradual steps of 0.5˚ C from initial temperature of 38˚ C
as explained before, but during this time we stop when the graphene flake is fully covered by
PPC, but not the whole hBN flake. This allows for an easy pick up of graphene as some part of
hBN flake would be still on PPC and would ensure that the stack is picked up. In subsequent
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pickups, it is always convenient to keep a part of first hBN still on PPC during the cool down
and pickup step for the same reason. In this case the graphene is picked up as a result of stonger
Van der Waals attraction towards the hBN upon contact.
2.3.2.3.3 Graphene encapsulation in pristine condition After the graphene has been
picked up, again we heat the glass plate at 90˚ C for approximately around 30 seconds. Again we
place the substrate with bottom hBN flake to be picked up, on the stage and align with the al-
ready picked top hBN + graphene on PPC film so that the latter could be encapsulated between
two hBN flakes. Use the ritual pickup steps of increasing and decreasing the temperature by
gradual steps that cover and pickup the required bottom hBN flake. In this way the graphene is
maintained pristine where it is not in contact with any polymer or chemicals during the transfer
process. Further by encapsulating it into two hBN flakes, it is maintained in pristine condition
without any contact with the environment. Hence by employing this method, we can obtain the
cleanest heterostructure as possible almost comparable to the vacuum conditions as any surface
impurities would be pushed outside the heterostructure. The same ritual steps could be used
to pick up as many 2D material flakes as possible, almost up to 4 to 6 layers of different 2D
materials.
2.3.2.3.4 Drop-down of stack from PPC to desired substrate After the desired 2D
material flakes have been picked-up, the entire heterostructure would be on the PPC and could
be landed on to desired target substrate (Si/SiO2 in this case) for further fabrication steps. For
that purpose, we take a clean Si/SiO2 substrate, we place it on the stage such that stack is
aligned at the desired location. As described before, we move the glass slide downwards and
with gradual increase in temperature and with the movement of PPC over the substrate, the
stack comes in contact with substrate. We then heat the stage to 110˚ C to 120˚ C gradually in
steps of 20˚ C upon which PPC softens and would be at semi melting stage. After about 10
minutes, slowly move the glass slide away from the substrate in small steps. The PPC film with
the heterostructure melts on to the substrate and detaches from the glass slide.The substrate
with the stack and residual PPC could be washed with acetone followed by rinsing in IPA to
remove the PPC. But there are high chances that the stack would flow away with PPC in ace-
tone.To avoid any wash away of the heterostructure, we anneal the stack for 30 minutes under
high vacuum conditions up to temperatures of around 350˚ C. In this way the heterostructure
could be built without the use of any solvents. After the annealing one could perform AFM
characterization to check the quality and cleanliness of the stack.
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Figure 2.12 – (Top) Process flow diagram of PPC pick-up technique. In the first image hBN
is already on PPC film and aligned with graphene for pickup. Second image the graphene is
picked up as explained by the recipe. Third image depicts the drop down of the stack from the
PPC to the target substrate as explained by recipe. (bottom) The optical images of the stack
first with hBN, second with graphene/hBN on PPC film, third the complete stack dropped
down on Si/SiO2 substrate.
2.3.2.4 Improvements in the stacking process
The quality of the heterostructures prepared depends not only on cleanliness of the flakes used
but also the time used for its fabrication. As explained before the PPC or PPC/hBN spreads
over the flake to be picked up by gradually increasing the temperature. If this temperature is
increased very fast during the pick-up, bubbles trapped with air or impurities could be formed
as shown in the figure 2.13 a,b,c. These bubbles could degrade quality of the stacks and thus
electronic properties. We can get rid of these bubbles to some extent by long annealing of the
stack at 350˚ C for about 2 hours. As a result of annealing the bubbles move over the surface and
get accumulated at the edges of graphene as shown in the 2.13d. Further, we could avoid any
bubbles by slow pick-up process where the pick-up temperature is increased slowly by uniform
gradual steps of 0.2/0.1 C˚. The 2.13 e,f shows the bubble free stacks prepared using such a
slow pick-up process.
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Figure 2.13 – a) Scanning electron microscopy image of a hBN/graphene/hBN Hall bar with bub-
bles that may effect the mobility. b) Atomic force microscopy image of a hBN/graphene/hBN
Hall bar with bubbles. c) Optical image of the as obtained stack with bubbles. d) Optical
image of the long annealed stack with bubbles moved to the graphene edges. e,f) Bubble-free
heterostructures prepared using slow pick-up process.
2.3.3 Nanofabrication of edge-contacted devices
After the preparation of the heterostructure, one can proceed to devices design and fabrication.
For the fabrication of edge-contacted device, we need several steps of lithography for alignment
marks, stack shaping and etching, gate buffer deposition and finally for the metal contacts.
Here we use a three-step lithography process with the help of both the optical lithography for
markers and electron beam lithography for etching and metal deposition. We also present the
very critical etching process to obtain one dimensional contacts by depositing metal layer on the
sandwich edge. The figure 2.14 shows the process flow of the fabrication that was developed,
stabilized and further refined during the course of the thesis. Each sub-step is described in
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details in the following subsections.
Figure 2.14 – Process-flow for the fabrication of the edge-contacted devices. The process includes
realizing markers by laser lithography, EBL using negative resist for device area follwed by
reactive ion etching(RIE) and resist removal, and then final EBL using positive resist for metal
contacts followed by metal deposition and liftoff to obtain the edge contact devices.
2.3.3.1 Markers using Laser Lithography
Figure 2.15 – (Left) Design file with markers for laser lithography. (Right) Optical image of
markers on the desired location on the susbtrate after laser lithography followed metal deposition
and liftoff.
In this step of lithography, we basically design markers for alignment case for the further elec-
tron beam lithography procedures. When we place the final stack, it is possible that it would
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be randomly distributed on the substrate. The relative position of the stack should be very pre-
cisely known especially when we do electron beam lithography. Hence we use a markers around
the stack as shown in the figure 2.15a which could be used for design of the device using the
CAD software and for the precise alignment while doing the ebeam lithography (EBL) .Relative
errors during the alignment process can be reduced down to 10 nm or less using NanoBeam
Mini-Masker EBL writer as it is equipped with an interferometric stage.
Here we use an automated optical lithography called Laser lithography which is fast and
dynamic for this kind of marker design which does not require a very high precision of below
a micron. Here we design 8x8 micron square shapes around the stack to recover the exact
positions of the stacks during further EBL steps. Since it is based on direct writing optical
lithography, we spin coat an optical resist (S1805) on the stack-stamped substrate . Lithogra-
phy will be always followed by development using different developers. All the parameters of
spinning, development and liftoff are presented below.
UV Resist : S1805
Spinnning parameters: speed 6000 rpm, acceleration 4000 rpm/s, time 30s
Baking parameters: 115˚ C for 1 min
Exposure Dose: 15mJ/cm2
Development: Microposit Developer/DI water 1:1, 1 min dip followed by DI rinse and Nitrogen
blowdry
Metal deposition: Ti/Au 5nm/50nm at any rate
Liftoff: Acetone dip 2 hours, IPA rinse 1 min followed by Nitrogen blow-dry.
2.3.3.2 E-Beam Lithography (EBL) for device area definition
We take the optical images after the deposition of the markers around the stack. These images
are imported into the CAD design so that we can get very precise alignment and positioning
of the device design in the required area of the stack. The basic device shapes are designed
using the design software, (KLayout/AutoCad in our case) by aligning the optical image on the
underlying markers as shown in the figure 2.16a. Since we need relative alignement between the
steps better than 50nm, we use ebeam lithography for the design of the devices that would be
further etched into required shapes.
EBL requires resists which are sensitive to electrons. These resists are of two types, a
positive-tone resist, which upon exposure by electrons see its polymer chains modified and is
dissolved during the development and a negative-tone resist which upon exposure gets cross-
linked and remains non-soluble after the development. For the etch lithography, we use negative
resist like HSQ or ARN to get the desired shapes on the stack upon development. During the
etching time, it is found out that HSQ/ARN resist further solidify and occasionally becomes
glassy which indeed is difficult to remove during the liftoff. Hence when we use HSQ/ARN we
need a another layer of resist PMMA underneath so that it is easy for removal during the liftoff
process. Below are the parameters presented for the HSQ and ARN processes.
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Figure 2.16 – (Left) CAD design file with device area (in black) defined for electron beam
lithography. (Right) Optical image of the device area on the stack after ebeam lithography
followed by development.
2.3.3.2.1 HSQ (hydrogen silesquioxane) process: 2-Layer Resist
1st Layer: PMMA 950K 2%, speed 4000 rpm, acceleration 4000 rpm/s, time 60s, bake 200˚ C/
5mins
2nd Layer: HSQ 6%, speed 4000 rpm, acceleration 4000 rpm/s, time 60s, no bake
Dose: 600 microC/cm2 at 80keV
Development: MF26 90s, DI water rinse 60s, Nitrogen blow dry
Liftoff: Acetone dip 2 hours, IPA rinse 1 min and Nitrogen blowdry.
Since HSQ has a very short shelf life and is expensive, we developed another recipe based
on the negative resist ARN 7700.18 which could be directly used or in a bilayer configuration
with PMMA underneath for better liftoff and resist cleanliness.
2.3.3.2.2 ARN 7700.18 process: 2-Layer Resist
1st Layer: PMMA 950K 2%, speed 4000 rpm , acceleration 4000 rpm/s, time 60s, bake 200˚ C/
5mins
2nd Layer: ARN 33%, speed 4000 rpm, acceleration 4000 rpm/s, time 60s, bake 85˚ C/ 1mins
Dose: 1200 microC/cm2 at 80keV
Development: Hard bake 105˚ C/ 2mins, DI water : AR 300-46 1 : 4, 60 sec, DI water rinse 60s,
Nitrogen blow dry
Liftoff: Acetone dip 2 hours, IPA rinse 1 min and Nitrogen blowdry.
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2.3.3.3 Reactive ion etch process
Figure 2.17 – (Top) Single layer graphene edge-atoms exposed for realizing the 1D contacts after
the etching process. (Bottom) Optical image of the stack after the reactive ion etching process.
After the development of the device shape, graphene needs to be exposed at the edges so that
low-resistance one-dimensional edge contacts (as pioneered by Cory Dean group at Columbia )
could be realized in the forthcoming steps. This is achieved by reactive ion plasma etching pro-
cess of the hBN/G/hBN stack. It should be noted that the thicknesses of both top and bottom
hBN flakes are typically 30 to 40 times that of graphene and hence a recipe that specifically
etch hBN and is less efficient on graphene (to preserve the edge protrusion) must be found and
optimized. In the seminal paper of Wang et al.[17], they show that a small angle arises at the
etched sidewalls (pyramid like stack edge as seen in figure 2.17) which is of paramount impor-
tance for obtaining reliable electrical contacts of the deposited metal film connecting graphene
edges. The recipe and parameters that was developed during the thesis and used during RIE
etching are presented below.
1. Oxygen plasma etch:
Power 10 Watt, temp 15˚ C, pressure 5 mBar, 20 sscm for 1 min.
This etch step is for removal of bottom PMMA layer. We need to confirm from optical images
that indeed all PMMA has been removed.
2. CHF3-Oxygen plasma etch:
Power 60Watt, temp 15˚ C, pressure 5 mBar, CHF3:O2 in 5:1 ratio, 20 sscm: 4 sscm, etch rate
36nm/min.
It should be also noted that the etching step is the most critical step to get the cumbersome
one-dimensional contacts and it should be executed in a super clean stable environment with
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respect to pressure and temperature. It is always helpful to execute a 10-min oxygen plasma
to clean the chamber from previous process residues followed by dummy etching process before
the actual etching. Sometimes if the chamber is not clean or the used resist was outdated or
impure, the etching would not be as good and thus partial or no contacts would be established.
One such example is shown in the SEM figure 2.18, where we could see the deposition of the
resist impurities at edges of the sample. This residues cover the graphene edges and no contacts
were established in such kind of devices.
Figure 2.18 – (Left) Optical image of the stack after the flawed etching process. (Right) Elec-
trically insulating residues (shinny deposits in SEM image) could be seen at the stack edges
which prevent the realization of graphene edge contacts.
2.3.3.4 Ebeam Lithography (EBL) for contacts electrode definition
A second electron beam lithography step is carried out after the etching process in order to
incorporate metal contacts. We use low current (1.1nA) during the lithography of the fine con-
tacts and higher currents (15nA) for larger contacts and pads. Here we use the positive resist,
double layer PMMA to realize the contacts. The double layer serves for the precision in the
critical size and also during the liftoff process. The recipe parameters of this step used during
the thesis are presented below.
Bi layer PMMA Resist:
1st Layer: PMMA 4% , speed 5000 rpm, acceleration 4000 rpm/s, time 30s, bake 200˚ C/ 5mins
2nd Layer: PMMA 950K 2%, speed 1500 rpm, acceleration 2000 rpm/s, time 60s, bake 180˚ C/
5mins
Dose: 1000 microC/cm2 at 80keV
Developers:
MIBK : dip 30s , rinse in IPA, blow dry
Cold developer: DI Water: IPA (1:3) at 4˚ C, dip 90s, rinse IPA, blow dry
Liftoff:
Acetone dip 2 hours, IPA rinse 1 min and Nitrogen blowdry.
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Figure 2.19 – (top) Optical image of the device after the lithography and development that
defines the contacts. The contacts and the pad area used for bonding could be seen in the
figure. (bottom) Diagram showing the one dimensional lateral edge contact realized for 2D
graphene.
2.3.3.5 Metal deposition and lift-off process
After the electron beam lithography of the contacts, a very short 2-4 seconds, 10 Watt oxygen
plasma is carried out just before the metal deposition process. This is to ensure that there are
no residues of PMMA left at the edges of the stack which would degrade the contacts. We use
the electron beam deposition technique to evaporate the desired metal as the contacts. The
evaporation must be uniform and homogenous for which reason we use a rotating stage with a
small angle tilt of about 2 degrees. We use a thin adhesion layer of chromium which is found
to stick well on graphene surface followed by a thicker gold layer.
Gold Au thickness 70nm, deposition rate 0.5nm/s
Chromium Cr thickness 2nm, deposition rate 0.11nm/s
Finally the pads of the device are carefully micro-bonded to the chip holder and device
should be ready for electrical test.
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Figure 2.20 – Final device structure after the metal deposition and liftoff.
2.3.3.6 Top gate backend process
Most of the times it is difficult to have an arrangement where the top gate or quantum point
contacts gates to be realized during the contact and pads lithography. Since the contacts are
edge-contacted, the graphene is exposed at the edges and not possible to design the top gates
with out a work-around as gates might contact the graphene. In this case, I have developed
a process where we use a over-exposed-glassy reticulated PMMA patch just near the edges to
sufficiently cover them. Care is also taken that the PMMA patch doesnt extend too much over
the heterostructure which may diminish the gate effect. Taking this into account only 50-100nm
of patch is fabricated on the heterostructure as shown in the figure 2.21.
Figure 2.21 – (Left) Top gate process depiction to avoid the exposed graphene at the edges.
(Right) SEM image of graphene edge-contacted device where red dotted lines shows the PMMA
patch that was over-exposed to solidify it into a glass non removable structure so that the gate
metal contact can pass over it without coming into contact with graphene exposed at the edge.
In this gate-last process, in continuation to previous processes, fourth and fifth steps of e-
beam lithography is utilized for PMMA patch and gate contacts . We use a single layer PMMA
as positive resist, design the required small structures to cover the edges, develop them and
highly overexpose the PMMA during lithography. This over-exposed PMMA turns solid and
glassy because of cross-linking of its polymer chains. The liftoff is not necessary here and even
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if one carries out the liftoff process, glassy PMMA remains stable.
PMMA patch:
PMMA 2% , speed 4000 rpm, acceleration 4000 rpm/s, time 60s, bake 200˚ C for 5mins
Dose: 5000 microC/cm2 at 80keV
2.4 Dilution fridge measurement technique
All the measurements in this chapter of the thesis were executed in Oxford Triton 400XL
cryogen-free dilution refrigerator integrated with a superconducting magnet . This system can
reach a base temperature lower than 20mK, thanks to the dual pulse-tube refrigerators pro-
ducing 1.5 Watt and 1 Watt @ 4.2 K respectively. The sample stage is inserted inside a 57
mm-bore superconducting solenoid with a huge mass of 130kg, an inductance of 60H and an
operating current of 140 A that gives a provision of applying high-magnetic fields up to 16 T.
As shown in the figure 2.22, the Oxford-Instruments Triton system consists of a cryostat with
a pulse-tube cooler, gas handling and control rack, magnet power supply rack, pump rack and
a pulse tube compressor which occupies almost a big room of 40m2. The system is equipped
with a bottom-loading stick allowing samples to be changed while the cryostat is still cold.
When we are performing very low temperature measurements that requires low-noise high
precision electronic measurements, the suppression of external source of noise becomes extremely
important. Coaxial cables were used to achieve good shielding. Isolation transformer was used
to reduce the electrical noise originating out of the raw power supply. The main goal of the
isolation transformer was to separate the measurement system’s ground from the raw power
supply’s ground. Any floating wires in high magnetic field could also generate noise and for the
same reason all the cables were well anchored inside the dilution fridge. In order to suppress
the high frequency noise above a cut-off frequency of fc = 50 MHz, the electrical lines inside
the dilution fridge were filtered using three-stage passive low-pass RC filters. These filters inte-
grated on PCBs were mounted on the mixing chamber plate of the dilution fridge.
Our measurements are carried-out generally at sub-Kelvin temperatures and cooling down
the electrons down to this temperature is highly strenuous task as filterings of measurement
lines is necessary. Lattice cooled down to certain temperature does not also mean that electron
were also cooled-down to that temperature as the electron phonon coupling are suppressed at
lower temperatures. Several steps were ensured in the dilution fridge in cooling down of elec-
trons. To minimize thermal loads from the room temperature components to the target device,
resistive coaxial cables were used from room temperature connectors to the mixing chamber
plate inside the dilution fridge. A thin layer of General-Electric varnish was used for thermal
coupling of all the cables. Sample holder was anchored to the mixing chamber connector using
thin long copper wires which were well-clamped to the mixing chamber plate.
53
Figure 2.22 – (Left): Cryogen-free dilution refrigerator used for measurements situated at Prof.
Aveek Bid Lab, IISc, Bangalore. Note the large cryostat vessel cylinder hosting the dry 16T
superconducting magnet surrounding the dilution fridge. (Right): block diagram of the 4-cold
stage inside dilution fridge (the sample is placed on the lowest (coolest) part which is coupled to
the mixing chamber of the dilution fridge (base temperature 20mK).Figure adapted from [31]
2.5 Quantum electron transport in the quantum Hall regime
In this section, we shall discuss about the electrical transport characteristics in graphene. We
start by introducing the concept of diffusive transport regime and classical motion of electron in
the magnetic field. It is then followed by transport in 2DEG system of how low dimension, low
temperatures and high fields induce quantization effects in the electron transport leading to the
introduction of interesting concepts in the ballistic regime such as Integer Quantum Hall effect.
We would explain then how graphene has different integer quantum Hall effect compared to
conventional 2DEG systems. The theory explained is based on[32][27][33][34] could be referred
for detailed description.
2.5.1 Classical motion of electron in a magnetic field
In the diffusive transport regime, the electronic charge carriers experience elastic scattering be-
cause of the instantaneous collision with the impurities indicating that the conductivity would
be better with less impurities. The average time between the subsequent collisions of an electron
is τ also called as relaxation time. If we apply an electric field to the system , then according
to the Drude model the momentum based equation of motion reads:
dp
dt
= −p
τ
+ eE. (2.5.1.1)
The carrier mobility can be defined as vd = µE where vd is carrier drift velocity and hence
the mean free path of electron would be l = vdτ .
These equations imply that higher the mobility means the conductivity would be higher and
the electrons would have a higher mean free path.
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Now for the above system having transverse electric field in the x direction, the electrons
are restricted to move in (x, y) plane resulting a constant current I in the x direction. If we
apply a constant magnetic field in the z-direction , it induces a voltage Vh in the y direction.
This effect is called as Hall effect discovered by Edwin Hall in 1879.
This classical Hall effect arises due to the fact that the applied magnetic field causes the
charged particles to move in form of circles. The corresponding equation of motion would be:
m
dv
dt
= −ev ×B. (2.5.1.2)
The frequency with which the charged particle rotating as a circle in the magnetic field,
called as cyclotron frequency is given by:
ωB =
eB
m
. (2.5.1.3)
The Hall resistance and the longitudinal resistance ρxx and ρxy could be derived from the
Drude model given as:
ρxx =
m
ne2τ
, ρxy =
B
ne
. (2.5.1.4)
2.5.2 Shubnikov de Haas effect
The classical Hall effect equations show that the longitudinal resistance is independent of the
magnetic field while the Hall resistance is linearly proportional to the magnetic field. Mean-
while, during the transport measurements of 2D electrons in a strong magnetic field, Shubnikov
and de-Haas found out that, above some critical value, longitudinal resistance starts oscillating
as a function of the magnetic field. This so-called Shubnikov de Haas (SdH) effect is the first
demonstration of possible quantum phenomena in the 2D electron systems. SdH effect is a
direct consequence of energy quantization of the 2D electrons systems in a strong magnetic
field. This quantization of cyclotron radius of electron in a magnetic field is called as Landau
quantization which would be explained in detail in the next section.
As a result, the kinetic energy also gets quantized into Landau levels(LLs) given by:
n = }ωC(n+ 1/2). (2.5.2.1)
Using the Einstein’s diffusion relation longitudinal conductivity could be defined as:
σL = e
2Dρ(EF ). (2.5.2.2)
From the equation it can be seen that the longitudinal conductivity depends rather on den-
sity of states (DOS) at Fermi energy instead of electronic density.
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Figure 2.23 – a) Graph explaining the Shubnikov-de Haas effect. Above a critical field Bc (black
dotted line), the longitudinal resistance (grey) starts to oscillate as a function of the magnetic
field. The Hall resistance varies linear with respect to B. b) Density of states (DOS). In a
clean system, the DOS consists of equidistant delta peaks (grey), whereas in a sample with a
stronger impurity concentration, the peaks are broadened (dashed lines). The continuous black
line represents the sum of overlapping peaks, and EF denotes the Fermi energy. Figure adapted
from Mark Goebirg notes[32].
As a consequence of Landau quantization, the DOS of the clean system forms a sequence
of delta peaks as seen in the figure 2.23. These peaks would be broadened due to impurities in
the system and may also overlap. During the increase in the magnetic field, the energy distance
between the Landau levels increases and as a result DOS becomes maximum when Fermi energy
coincides with the energy of a LL and minimum if Fermi energy lies in between two adjacent
LLs. From the diffusion equation we have seen that the longitudinal resistance is a function
of DOS. Hence the above mentioned oscillation in DOS as a function of magnetic field directly
translates into the oscillation of longitudinal resistance and hence the SdH oscillations.
2.5.3 Landau quantization
In the previous section we discussed about the quantization of 2D electron on the application
of magnetic field resulting in SdH oscillations. We will discuss this quantization called Landau
quantization in detail here. As explained in previous subsection , after a critical magnetic field
value, Landau quantization occurs. This magnetic field must be strong enough so that electron
completes at least one complete circle without any collision that is ωc.τ > 1. This Landau quan-
tization of kinetic energy into discrete energy levels called Landau levels could be calculated by
solving the Schrodinger equation in external magnetic field.
Considering a conventional 2D electron system with quadratic energy dispersion given as:
[
(~p+ | e | ~A)2
2m∗
]
ψ(~r) = ψ(~r), (2.5.3.1)
where ~A is the vector potential with Landau gauge ~A = −By eˆy where magnetic field is in
the z direction perpendicular to the motion of 2D electrons in x, y plane. On simplification
with these parameters,
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[
(px− | e | By)2 + p2y
2m∗
]
ψ(x, y) = ψ(x, y). (2.5.3.2)
If we consider electron as a plane wave propagating in x direction, ψ(x, y) = exp(ikxx)η(y)
[
p2y
2m∗
+
1
2
m∗ω2c
(
y − }kx| e | B
)2]
η(y) = η(y). (2.5.3.3)
This equation is similar to ordinary one dimensional Schrodinger equation for a simple har-
monic oscillator.The eigenvalues of the equation is given as:
N = }ωc
(
N +
1
2
)
. (2.5.3.4)
where N=0,1,2 .... are Landau levels that are equally spaced with the cyclotron gap }ωc.
Hence with the increase in the magnetic field, the DOS splits into discrete energy levels
as shown in the figure 2.24. Initially until the critical magnetic field, the DOS peaks overlap
and causes the longitudinal resistance to oscillate as a function of magnetic field called SdH
oscillation. Further increase in the magnetic field results in larger spacing between the peaks
than their width. During this regime the longitudinal resistance falls to zero and the transverse
resistance take specific constant values in the form of plateaus which is called as Quantum Hall
Regime discussed in the next section.
From the eigenenergy values in the equation N one can notice that it only depends on the
quantum number n and this shows that Landau levels are highly degenerate. The number of
allowed states per unit surface area in a Landau level nL depends on the sample dimensions
where the centre coordinate y0 has to lie within the width of the sample.
N = }ωc
(
N +
1
2
)
, nL =
eB
h
=
B
Φ
. (2.5.3.5)
Hence as many electrons as magnetic flux quanta (h/e) penetrating the sample could be
accommodated in a Landau level. In this context filling factor defined as the number of Landau
levels filled with electron could be calculated as:
ν =
ne
nL
=
neh
eB
, (2.5.3.6)
ne being the electron density.
Until now we have not considered the role of electron spin on the quantization subject.
When an electron spin is placed in a magnetic field, an additional energy called Zeeman energy
Ez is contributed.
ν =
ne
nL
=
1
gs
neh
eB
, (2.5.3.7)
where gs corresponds to spin degeneracy. Thus the Zeeman effect splits the Landau level
into spin up and spin down branches which doubles the density of states in a Landau level. This
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spin effect is more pronounced at higher magnetic fields as Zeeman energy increases linearly
with the magnetic field.
Figure 2.24 – Density of states under application of magnetic field. (a) Typical plot of density
of states (DOS) versus energy E in 2D. (b) The 2D DOS splits into discreet Landau levels in
presence of large transverse magnetic field. (c) In presence of disorder, the Landau level splits
into band of extended states, separated by localized states. Figure adapted from [35].
2.5.4 Integer Quantum Hall effect
The Landau quantization theory assumes an infinite plane without any physical boundary con-
ditions. However, in reality, the samples are finite in size and have a physical boundary. Clas-
sically speaking, at the edges of the sample we can imagine that the charged particles moving
in circles at the edge must collide with the boundary and in the presence of magnetic field the
only option for this particle is to bounce back and carry on with the forward motion. Quantum
mechanically, at the edges of the sample, the electron density drops to zero and introduces a
confining potential in the y direction V (y):
[
p2y
2m∗
+
1
2
m∗ω2c
(
y − }kx| e | B
)2
+ V (y)
]
η(y) = η(y). (2.5.4.1)
At the edges, the confinement potential causes the Landau levels to be lifted upwards and
forces them to cross the Fermi energy at a finite distance, shown in figure 2.25a is the main rea-
son for the Hall quantization. Hence even though the bulk having no states is insulating, at the
edges there are non zero DOS where Landau levels cross the Fermi energy. At these crossover
points , there emerges one dimensional edge channels. These edge channels are chiral and only
propagate in one direction and hence back scattering occurs only if there are some means to
transport the electron to the counter propagating edge at the opposite edge of the sample and
given that the edges are macroscopically separated, backscattering is nearly impossible in the
Quantum Hall regime.
58
Figure 2.25 – a) Landau levels bending up at the edges due to confining potential of the physical
edge. One dimensional edge channels emerge when landau levels cross the fermi level. Figure
adapted from [36]. b) Localized states depiction in a single particle picture. Spatial varaiation
of electrostatic potential due to disorders in the sample. Electrons are trapped in the valleys
and hills of the disorder landscape.( Their orbits are indicated in blue.) adapted from [34]
Using the edge concept, the conductance of a completely filled single Landau level could be
calculated as Gn =
e2
h .
Hence the conductance due to n completely filled Landau levels would be:
Gn = n
e2
h
. (2.5.4.2)
This explains that the Hall resistance is quantized when ’n’ Landau levels are completely
filled with filling factor ν=n . However, it does not explain the formation of plateaus as such
why the Hall resistance remains constant even though the filling factor is varied using the mag-
netic field around ν=n. Here comes the important role of disorder or impurities which strongly
influences the width of the resistance plateaus.
In reality, samples are seldom ideal and disorder is present due to possible impurities due to
internal or external factors. These impurities lead to broadening of the Landau levels as shown
in the figure 2.25b. The disorder potential causing the broadening of the Landau levels also
divides the electron system into localised states and extended states. As shown in the figure
2.25b, the electrons could be localised either in randomly distributed hills and valleys created
by the disorder potential. Using this concept of separation of DOS into localized and extended
states, it is possible to explain the zero longitudinal resistance and the constant transverse re-
sistance plateaus for wide range of magnetic field.
As shown in the figure 2.26a, let us consider a situation where there are ’n’ completely filled
Landau levels with the nth Landau level being unoccupied. When we decrease the magnetic
field, the Landau level ’n’ is being filled by electrons. These electron occupy the hills or valley
sites, at the equipotential lines that enclose the disorder as shown in the previous figure 2.25b.
The Fermi level falls into the region of localized states. Thus these added electrons are localized
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somewhere in the bulk and do not contribute to the electronic transport measured at the edges.
As a result Hall resistance remains constant at the plateau and the longitudinal resistance at
zero in spite the increase in the magnetic field.
On further decrease of the magnetic field, the extra added electrons enclosed in the disorder
equipotential line in the bulk almost touches the opposite edges as shown in the figure 2.26c.
Hence the longitudinal resistance takes a non zero value as the electron leaks from the upper
edge to the lower as it is backscattered due to its chirality. During the same time transverse
Hall resistance is no more quantized and is in the process to jump to the next lower possible
plateau called as plateau transition state. A clear transition of the Hall resistance between the
plateaus is accompanied by a peak in the longitudinal resistance.
Figure 2.26 – Description of Quantum Hall effect. The (impurity-broadened) density of states
are shown in the first row for increasing fillings (a)-(c) described by the Fermi energy EF . The
second row represents the impurity-potential landscape the valleys of which become successively
filled with electrons when increasing the filling factor, i.e. when lowering the magnetic field at
fixed particle number. The third row depicts the corresponding Hall (blue) and the longitudi-
nal (red) resistance measured in a six-terminal geometry, as a function of the magnetic field.
The first figure in column (c) indicates that the bulk extended states are in the centre of the
DOS peaks, whereas the localised states are in the tails. Figure adapted from Mark Goerbig
chapter.[32]
Thus the formation of localised states due to disorder forms a crucial role to observe quan-
tum Hall plateaus. In the absence of disorder, the plateaus and thus the zero longitudinal
resistance would be observed only when Fermi level jumps from one Landau level to another
shrinking the plateaus to a single point.
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Figure 2.27 – First experimental observation of quantum Hall effect showing quantized trans-
verse resistance plateaus with corresponding zero longitudinal resistance. Original data of iQHE
by Klitzing in 1980. Figure adapted from [37]
Hence the Integer Quantum Hall effect exhibits constant transversal resistance plateaus or
the steps quantized to few parts per billion to Rh = h/ne
2, where n is an integer. This was first
discovered by Klaus von Klitzing in a two-dimensional electron system of a silicon MOSFET
transistor [37] at the high magnetic field lab in Grenoble. Similar plateaus were observed
in a two dimensional electron system in GaAs/AlGaAs heterostructure. After the advent of
two dimensional materials like graphene which are strictly two dimensional electron system,
Quantum Hall effect studies have gathered momentum.
2.5.5 Relativistic iQHE in graphene
Quantum Hall effect in graphene is distinctive and differs from those observed in conventional
2D electron systems. Graphene has linear energy dispersion and is ambipolar where the charge
carriers are both electron and holes. This anomalous Quantum Hall effect was observed by
Novoselov et al [38] during the discovery of graphene. Considering the four-fold degeneracy in
graphene Quantum Hall plateaus occur at:
Gxy = ν
e2
h
, ν = ±gsgv
(
nl +
1
2
)
. (2.5.5.1)
where gs and gv have two-fold spin degeneracy and two-fold valley degeneracy respectively
giving four-fold degeneracy for each Landau levels. The sign +/- in the filling factor ν corre-
sponds to the charge carriers electron and holes. Thus the QH plateaus are expected in the
position centred around:
ν = ±4n+ 2 = ±2,±6,±10, .... (2.5.5.2)
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Figure 2.28 – Experimental observation of Quantum Hall effect for massless Dirac fermions.
Shown in the figure are Longitudinal resistivity ρxx (green) and Hall conductivity ρxy (red)
with carrier concentration n at B = 14T and T= 4K. This shows that the half-integer QHE is
exclusive to ‘ideal’ graphene. Figure adapted from Novoselov et al.[38]
We can derive the energy spectrum of relativistic Landau levels in case of graphene using
the Dirac equation in presence of magnetic field given as:
Enl = ±
√
2e}v2F | nl | B, (2.5.5.3)
where nl = 0,±1,±2, .... and ± corresponds to Landau levels of electrons and holes respec-
tively.
This equation signifies that the relativistic energy dispersion has a square root dependence
on the magnetic field and Landau level index whereas in the previously discussed QHE in case
of 2D electron systems had a linear dependence. Hence the Landau levels are no more equally
spaced in energy but the adjacent Landau level energy increase according to:
∆n = vF
√
2}eB
(√
n+ 1−√n) . (2.5.5.4)
Secondly, the equation also points that there is a Landau level at zero energy occupied by
both electron and holes unlike the case of 2DEG systems. In case of zeroth Landau level, it has
been found that while transverse conductance shows a step-like feature neither of the resistances
longitudinal and transverse exhibit a plateau or the zero resistance. Highly insulating behaviour
is observed in case of longitudinal resistance which further increases under higher magnetic fields.
Further, as the sample preparation techniques improved, graphene becomes cleaner with
higher mobility, and many groups have then found many additional plateaus in Quantum Hall
effect. At high magnetic fields the Kim group at Columbia U.[39] discovered QH plateaus at
filling factors ν =0, +1, +4. Later Dean et al [11] in the same lab observed the QH plateaus at
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all the integer values of the filling factor in the graphene supported by atomically-flat hBN flakes.
The appearance of these plateaus has been attributed to breaking of spin and valley sym-
metry of the Landau levels. The breaking of spin symmetry is due to Zeeman energy splitting
which is enhanced further by exchange interactions between electrons in graphene and 2DEG.
The breaking of valley symmetry is attributed to valley anisotropy induced by lattice distortion
arising from short range electron interactions and electron phonon interactions. The lifting of
degeneracy causes intermediate filling factors at ν =1,2,3.. and the quantization of Hall con-
ductance becomes:
Gxy = ±ν e
2
h
, ν ∈ N. (2.5.5.5)
The Landau levels due to broken symmetry have small energy gap and thus difficult to
observe them during the experiments. If the disorder level is more compared to the energy gap,
the adjacent Landau levels would mix and the observation of well defined plateaus would be
difficult. However due to advanced fabrication techniques such as hBN encapsulated graphene
devices, the disorder level is reduced significantly and the broken symmetry Landau states are
seen well resolved. The integer Quantum Hall effect in one of our edge contacted hBN encap-
sulated device measured at 16T magnetic field and 20mK temperature is shown in the figure
2.30.
2.5.6 Devices and iQHE measurements
Figure 2.29 – (inset)Edge-contacted hBN/Graphene/hBN Hall bar (device109). Plot of field
effect curves (in blue) for device109 at low temperature of 20mK. The red curve is the fit to
calculate the mobility of graphene.(Formula 2.5.6.1 )
An example device (Device109) which is a edge-contacted hBN-encapsulated device is shown in
the figure 2.29(left). All the measurements were carried out in a dilution refrigerator explained
in the section 2.3 along with the help of low-frequency lock-in measurement techniques. The
device field effect characteristics at lower temperatures is shown in the figure 2.29 right. The
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Dirac point is observed close to zero indicating no extra doping by impurities. The on state
resistance is as low as 25 Ω. The mobility at 20 mK temperature for this device was found out
to be 115, 800cm2/V.s using the fit (red curve in figure 2.29) with the formula as a function of
gate voltage given below.
R =
L
Weµ
√
(n0)2 + [7.56× 1010(Vg − Vd)]2
+RC (2.5.6.1)
where L and W are length and width of the device, Vd is the Dirac volatge and Rc is the
contact resistance. Mobility of the device µ and residual carrier concentration n0 are the un-
known variables are estimated by fitting the experimental data.
Figure 2.30 – Integer quantum Hall effect showing all integer plateaus (ν=1,2...6) taken at
temperature 20mK and magnetic field of 16T for the device109. Rxx longitudinal resistance in
red and Rxy transverse resistance in blue.
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Figure 2.31 – Magneto-resistance measurements at gate voltage 15V and temperature 20mK
with magnetic field varied from 0 to 12T for the device109. Rxx longitudinal resistance in red
and Rxy transverse resistance in blue.
The figure 2.31 shows the magneto-resistance characteristics of the device with a gate voltage
of Vg=15 V. It could be seen that well defined QH plateaus are observed with vanishing longi-
tudinal resistances. It could be noted that after 6T the symmetries are broken we could observe
n=3,4,5 and 6 plateaus at integer multiples. The quantum Hall effect can also be studied by
fixing the magnetic field knob and varying the electric field that is the gate voltage of the device.
The figure 2.30 shows the plot of Rxx and Rxy versus the varied gate voltage of the device
at fixed magnetic field of 16T. It can be seen that the degeneracy is completely lifted at 16T
and we could observe all the integer valued plateaus from G= e2/h to 6e2/h. The figure 2.32
is called a Landau fan diagram which is a 2D plot where conductance Gxy is measured versus
gate voltage Vg at different magnetic fields. Different colour in the plot represents each e
2/h
plateau and all the plateaus from 1 to 8 could be observed in the graph.
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Figure 2.32 – ”Landau fan” diagram at temperature 20mK and varying magnetic field( 0-16T)
and electric field(0-30V) for the device shown in the figure 2.29. Each plateau has its filling
factor assigned in red.
2.5.7 Ballistic transport and Landau-Buttiker formalism
In the section of classical transport, we discussed about the diffusive transport because of the
collision and that mobility is higher when mean free path increases. when the mean free path
is very large such that it exceeds the dimensions of the device, then the transport is said to be
ballistic transport. Hence this can no more be explained using the Drude diffusion transport
model instead could be described as electronic conduction similar to wave propagation in a
waveguide as explained by Landauer-Buttiker formalism.[40] In this model, it was defined that
the conductance is quantized in the ballistic regime and the current transport occurs through
the number of transverse mode M allowed in the waveguide. The two terminal conductance of
such a ballistic conductor is given by:
G =
2e2
h
MTr, (2.5.7.1)
where Tr is the transmission probability between the conductor and the contacts.
If we consider low-contact resistance and the complete transmission of the modes from con-
ductor to contacts, the device is completely ballistic and the conductance is quantised given by:
G =
2e2
h
M. (2.5.7.2)
We can recognize that this ballistic transport formula is similar to that of quantized con-
ductance in case of the integer QHE. Hence it could be explained that in case of the QHE the
transport that happens at the edges is ballistic. These edge modes are topologically protected
and could be considered as perfectly ballistic one-dimensional channels.
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2.6 Fractional Quantum Hall effect
Over a period of time, due to improvement in many factors from novel 2D electron systems,
better fabrication techniques together with the availability of higher magnetic fields, the devices
and measurement techniques improved significantly in terms of mobility approaching the ballis-
tic regime at low temperatures. These 2D electron samples exhibited excellent integer Quantum
Hall regimes. For the first time in the history, D. C. Tsui, H. L. Stormer, and A. C. Gossard[41]
observed an anomalous Hall plateau at transverse resistance 3h/e2 accompanied by a dip in the
longitudinal resistance in a high mobility sample where the lowest level spin polarised Landau
level was 1/3 filled. Initially this result was surprising and it was attributed to formation of
Wigner solid or charge density wave state with triangular symmetry.
Meanwhile Laughlin [42] had already deduced that the Hall resistance is the ratio of the
magnetic flux quanta (h/e) and the electronic charge. From this purview, they had suggested
that quasiparticles with fractional electronic charge could be the reason for the 1/3-filled quasi
one dimensional system. Later the same people observed strikingly new structures at Landau
filling factors ν=1/3, 2/3, 4/3, 5/3, 2/5, 3/5, 4/5, and 2/7. [43] These results suggested the
existence of fractional quantization of the Hall effect. One of the first results of HL Stomer et
al. [41] is presented in the figure showing the fractional Hall plateaus in transverse resistance
and corresponding minimums in the longitudinal resistance.
Figure 2.33 – First experimental observation of fractional quantum Hall effect in 2DEG
GaAs/AlGaAs in 1983. Transverse resistance exhibits plateaus at fractional steps at 1/3,2/3
etc.. with corresponding dips in longitudinal resistance. Devices were measured at T=0.55K.
Figure adapted from [41].
As we explained previously, integer Quantum Hall effect has edge transport where the elec-
trons are non-interacting. It is a single particle effect and Coulomb interactions are neglected
for the study. The fractional Quantum Hall Effect (fQHE) could be understood on the basis of
interaction between the electrons and hence is a many particle problem. In case of fQHE the
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charged electrons can avoid one another in energetically advantageous way unlike iQHE where
electrons are packed closely without any possibility of avoidance. The electrons can rearrange
themselves to reduce the Coulomb energy while maintaining kinetic energy constant. Several
theoretical concepts and models have been put forward by many to understand the concept of
fQHE. In the following section we would discuss the two important theories, Laughlin’s wave-
function theory by Laughlin[42] and composite fermions theory by J.Jain.[44]
2.6.1 Laughlin theory
In order to explain the electron correlated fractional quantum Hall theory, Laughlin came up
with a concept of attaching vortices to an electron where vortices are nothing but one flux
quantum h/e of the magnetic field. Hence for example in the fQHE state ν=1/3, each electron
is occupied by three vortices to minimize the Coulomb energy as such to reduce the electron-
electron repulsion. In general for ν=1/q, there would be q vortices attached to each electron.
Based on the concept, Laughlin[42] proposed a many body wavefunction which describes the
formation of fractional Hall states at filling factors ν=1/q in the lowest Landau level given by:
ψ1/q =
∏
i<j
(zi − zj)qexp
(
− 1
4l2B
∑
i
| zi |2
)
, (2.6.1.1)
where zi is the position of i
th electron. This wavefunction includes the Coulomb interaction
term and a Gaussian wavefunction representing the ground state of non interacting charge par-
ticles.
Figure 2.34 – Further more fractional plateaus were observed in ballistic 2DEG systems. Figure
adpated from [45]
The above wavefunction was based on the assumption that all the electrons are spin po-
larised in the lowest Landau levels and thus pushing the q to be an odd integer number. In
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fact the proposed waveform could be accounted only for the ν=1/q fractional states where q is
an odd integer. Meanwhile, several other plateaus were experimentally discovered of the form,
filling factor ν =p/q where q was an odd integer, such as 4/3, 5/3, 2/5 etc. On the same lines,
Laughlin’s wavefunction was generalised for the fractional states with filling factor ν = 1− 1/q
taking into account the particle hole symmetry. Further to explain the other fQHE states,
Haldane[46] and Halperin[47] [48] extended Laughlin’s theory with iterative hierarchical model
where a daughter state occurs in presence of a parent state. Parent state are of form Laughlin
like and condense into daughter state due to Coulomb interaction. This scheme could explain
the fractional states of type ν = 1/(2q + 1) where denominator is odd. However the fractional
states having even denominator filling factors could not be explained by the current approach
which brings us to an alternative elegant model called composite fermion theory discussed in
the next section.
2.6.2 Composite fermions
The Laughlin’s quasiparticles were complex in the part that they do not obey Fermi-Dirac
statistics or the Bose Einstein’s statistics instead are found to follow a more general ”any-
onic” statistics. With the experimental observation of even denominator fractional states, there
needed a new unified theory to shed light on these new fractions. Jainendra Jain proposed [44]
[49] a new unified theoretical approach to explain both the integer quantum Hall effect and also
the additional fractional plateaus of the form:
ν =
p
2kp± 1 , (2.6.2.1)
where k and p are integers.
This theory is again based on the concept of coupling electrons and vortices. However in
this case when electrons are coupled with the even number of vortices, the new quasi particle
is called as composite fermion (CF). An electron dressed with odd number of flux quanta (vor-
tices) are called as composite boson which obey the Bose Einstein’s statistics whereas composite
fermions defined before follow Fermi-Dirac statistics. Since the magnetic field is integrated to
electron in form of flux quanta, these composite particles are virtually in a magnetic field free
region. Thus the composite bosons condensate into the ground state with an energy gap in
accordance with Bose condensation which are seen as fractional states. The plateau formation
is similar to that of iQHE due to disorder fluctuation and carrier localization but with new kind
of fractionally charged quasi particles.
In the case of composite fermions, instead of condensation they fill up according to Fermi
statistics forming a compressible Fermi sea and cannot form a plateau like composite bosons.
If from now, the magnetic field is increased, the effective magnetic field would be:
B∗ = B −B(ν = 1/2). (2.6.2.2)
Increase in the magnetic field will lead to Quantum Hall states but with integer values of
the effective filling factor[47]:
ν∗ =
neh
(eB∗)
. (2.6.2.3)
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Hence this theory deduces that fractional quantum Hall effect is nothing but the integer
Quantum Hall effect of weakly interacting composite fermions. The generalised filling factor in
accordance to this theory would be:
ν =
ν∗
p.ν∗ ± 1 , (2.6.2.4)
where p is an even integer number denoting the number of flux quanta coupled to every
electron.
Composite fermion theory has been pretty successful in explaining the different observed
fractional states. However still additional states like 4/11, 5/13 observed could not be supported
by this theory. Further the fractional quantum Hall effect of composite Fermions because of
weak residual interaction between the same has been proposed and observed. Finally, the frac-
tional charge in the quasi particles of fQHE is not just a theoretical concept but has been proven
experimentally. Shot noise measurements where the current fluctuations are proportional to the
carrier charge have been measured to confirm the fractional charges in the fractional states.[50]
2.6.3 The curious case of 3/2 and 5/2 states
All the odd denominator fractional states have fairly been explained by Laughlin’s theory or
extensions of it like composite fermion theory. The even denominator states like 1/2 were ex-
plained by composite fermion theory but one could not observe plateaus in transverse resistance
or a falling longitudinal resistance. Strikingly further even denominator fractional states were
experimentally observed such as 3/2, 5/2 [51], 7/2 [52] and 1/4[53] and a pronounced plateau
was observed in the case of 5/2. The 5/2 state was postulated to be a 1/2 state in the next higher
Landau level. But mysteriously one could observe a well defined plateau at ν =5/2. Many pos-
sibility such as composite fermions forming pair like cooper pairs have been speculated[54],[55].
The another peculiarity of this state is that they follow the fractional statistics of anyons [56].
Nevertheless, at present there is no clear explanation for the occurrence of this state which
explains the labyrinthine behaviour and origin of fQHE.
Figure 2.35 – Experimentally observed even denominator fractions. Figure adapted from W.Pan
et al [57]
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2.6.4 Fractional states in graphene
As explained in the beginning of the chapter, graphene is a unique and special material com-
pared to conventional 2D electron systems where graphene’s electrons are massless relativistic
particles. It has inequivalent Brillouin zone corners K and K’ which results in four-fold sym-
metry. This four-fold spin valley symmetry is described by SU(4) group which includes SU(2)
spin and SU(2) valley isospin. They are broken by lattice effects resulting in anomalous Quan-
tum Hall effect discussed in previous section. Due to the same reason the fractional states in
graphene are also different to that of convention 2D electron systems.
Disorder in the system makes it difficult to observe any possible fractional Hall effects. With
the improvement in the mobility of the graphene either by suspending it or using an atomically
flat hBN substrates, fractional Hall plateaus for ν < 1 [58],[59] were observed my many groups.
Later in course of time, mobility in graphene improved multi-fold with the advent of edge
contacted hBN encapsulated graphene stressed throughout in this chapter lead to discovery of
fractional states with higher filling factors ν > 1 [13],[60] [61],[62].
Figure 2.36 – Multi-component fractional Hall effect in graphene/hBN samples:(Top) plot of
longitudinal (left axis) and Hall resistance (right axis) versus gate voltage at B = 35T. Inset
depicts SdH oscillations at gate voltage of -18.5 V. (Bottom) Representation of the FQHE
hierarchy observed by Dean et al[13]. The expected electron–hole symmetry is shown with
assumptions (i) full lifting of all internal degeneracies (ii) full breaking of only one degeneracy
(iii) schematic diagram of the fractions observed in the article. Arrows explains particle–hole
conjugate pairs in each scenario.
The multi-component fractional Hall effect in graphene was observed by Dean et al[13]
group where they measure fractions at filling factors ν=1/3,2/3 and 4/3 in n=0 Landau level
and at ν=7/3,8/3,10/3,11/3 and 13/3 in the n=1 Landau level as shown in the figure 2.36.
The figure 2.36b gives the representation of possible fourfold symmetry breaking of graphene.
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In figure2.36b i) we could notice that all the degeneracies have been lifted due to coupling to
the external magnetic field and that fQHE states could not mix spin/valley branches. In the
figure 2.36b ii) only spin or valley degeneracy is broken and it is possible to see even numerator
fractional states and finally in figure 2.36b iii) case the spin and valley fQHE states mix due to
small Zeeman and valley splitting leading to Coulomb interaction mixing the branches.
Taking into account of this SU(4) symmetry in graphene Landau levels M.O Goerbig et [63]
all propose a trial wavefunction based on Halperin approach for explaining the two component
fQHE states. The Laughlin wave function explained in the Laughlin’s theory section given as:
ψm =
∏
j<k
(zj − zk)mexp
(
−1
4
∑
l
| zl |2
)
. (2.6.4.1)
This was generalised by Halperin to SU(2) symmetry taking spin degree of freedom into
consideration. Here similar to his approach Laughlin’s wave function was extended to SU(4)
symmetry to include spin and valley degeneracies:
ψSU(4)m1,.....,mK ;nij = φm1,.....,m4φ
inter
nij e
−∑kj=1−∑Njkj=1|z(j)kj |2/4. (2.6.4.2)
The first term consists of product of four Nj particle Laughlin’s function given by:
φLm1,....mK =
4∏
j=1
Nj∏
kj<lj
(
z
(j)
kj
− z(j)lj
)mj
, (2.6.4.3)
which is a product for each spin valley component denoted by m1,m2,m3 and m4.
The correlations between the different components denoted by indices i,j=1,...4. is given by:
φinternij =
4∏
i<j
Ni∏
ki
Nj∏
kj
(
z
(i)
ki
− z(j)kj
)nij
. (2.6.4.4)
Here mj must be odd to take into account of Fermionic statistics of electrons whereas nij
that defines the correlation between i and j states could also be even.
Based on specific spin and valley configurations 1 = (↑,K), 2 = (↑,K ′), 3 = (↓,K) and
4 = (↓,K ′), they derive independent filling factors given by:
νf =
1
m
; νf =
2
2m− 1; νf =
4
4m− 3 . (2.6.4.5)
2.6.5 Fractional states in graphite backgated hBN encapsulated devices
Our previous devices graphene encapsulated between the two hBN flakes showed mobility of
up to 200,000 cm2/V s and exhibited a well-defined Quantum Hall effect. However we were not
able to observe the fractional states in them owing to lower mobility in our system and being
restricted to 16T of magnetic field. We decided to go for graphite back gate to further improve
the screening from Si/SiO2 substrate. This device gave us a very good mobility exceeding
500,000 cm2/V s and also we were able to observe many fractional states as explained in the
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following.
Figure 2.37 – Multi-component fractional Hall effect in our hBN/graphene/hBN/graphite sam-
ple. Rxx in red and Rxy in blue. Inset shows the Hall bar device with graphite back gate.
These electron transport measurements were carried out in a dry dilution refrigerator in-
tegrated with maximum 16T transverse magnetic field during IISc visit in Bangalore, India.
The base temperature was maintained at around 20mK. The device exhibited many fractional
states at n=1 Landau level at ν=7/3,8/3,10/3,11/3 and 13/3. We were also able to observe
fractional states in n=0 Landau levels with the filling factor ν=4/3 and 5/3. The fractional
states 1/3 and 2/3, we were not able to observe due to competing insulating phase at low density.
2.7 Noise in quantum devices
Electrical noise is an undesirable electrical signal that interferes with or distorts the original
electrical signal of interest. The signal to noise ratio is important when we consider about the
electronic applications. The output signal measured is a combination of original output signal
along with the summation of several different types of noises, in fact modified by the device
characteristics. Hence study of noise is an important specification during the electron trans-
port measurements. When it comes to the electron transport, noise in specific, resistance noise
are the dynamic fluctuations in the resistance around its time averaged mean value 〈R〉 given by:
∆R(t) = R(t)− 〈R〉. (2.7.0.1)
The fluctuating resistance could give information about the dynamics of charge carriers in
the devices.
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According to Weiner-Khinchine theorem the power spectral density (PSD), SR(f) defined
as the Fourier transform of the autocorrelation function is given by:
SR(f) =
∫ ∞
−∞
dτCR(τ)exp(−2piifτ), (2.7.0.2)
where
CR(τ) = lim
T→∞
1
2T
[∫ T
−T
δR(t+ τ)δR(t)dt
]
. (2.7.0.3)
is the autocorrelation function of R(t).The squared magnitude of Fourier transform of R(t)
is given by:
SR(f) = lim
T→∞
1
2T
[∫ T
−T
δR(t)exp(−2piift)dt
]2
. (2.7.0.4)
This expression is used as PSD as we measure finite length data sequences during the ex-
periments.
2.7.1 Different types of noise in electron devices
The above explained resistance noise or electrical noise can be broadly classified into three types
as given below. The differentiation is based on their spectral nature and by the dependence on
the bias of the circuit.
2.7.1.1 Thermal noise or Johnson-Nyquist noise
The fluctuations across the leads of any conductor due to random motion of electrical charges
at non zero temperature even without application of any current is called as thermal noise also
named as Johnson Nyquist noise after the experimental observation of it. Thermal noise of the
resistor could be represented by a simple model consisting of a noise voltage source in series with
a noiseless resistor. Using this model the power spectral density PSD of voltage fluctuations
because of thermal noise of the resistor maintained at a temperature T is given as:
SV = 4kbTR. (2.7.1.1)
Therefore from the equation we can notice that the PSD of thermal noise is dependent only
on the equilibrium temperature and the resistance. The PSD also indicates that it is indepen-
dent of frequency and hence referred sometimes as White noise. This thermal noise does not
give any information on charge carrier dynamics of the system. However it is very useful while
calibrating the measurement setup for noise measurements as we exactly know the thermal noise
of the system.
2.7.1.2 Shot noise
The time dependent fluctuations in an electrical current is referred as Shot noise. The shot noise
is a non equilibrium noise due to discreetness and stochastic nature of charge carriers during
the transport. In a truly Poisson type electron emission process, that is number of electrons in a
given time interval is a Poissonian distribution, the power spectral density of current fluctuation
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is given by
Sshot = 2e〈I〉 (2.7.1.2)
where 〈I〉 is the mean current and e the unit of electronic charge.
Shot noise is predominantly used in mesoscopic physics for experimental measurements of
the charge and statistics of the current carrying quasiparticles in the system. In such systems
different charges like cooper pair charges (2e), fractionally charged quasiparticles have been
understood because of shot noise measurements[50].
2.7.1.3 Flicker noise/ low frequency noise or 1/f noise
1/f noise is a low frequency noise whose spectral density depends inversely on the frequency,
degrades the performance of devices and circuits. This has been observed in wide variety of
devices including current carrying resistor and its power spectral density could be given as:
S1/f (f) ∼ 1/fα, α ≈ 0.8− 1.2 (2.7.1.3)
2.7.2 Low frequency 1/f noise
In electronics, 1/f noise is also called as flicker noise and is generally found below the frequency
f < 100KHz. The low frequency noise has been widely studied to probe phenomenon such as
structural phase transitions, quantum phase transitions[64] and super conducting transition[65]
experiments. The electrical current fluctuations can be represented as:
δI ∝ q(δN)µ+ qN(δµ), (2.7.2.1)
where N is the number of charge carriers, q is the electronic charge and µ is the mobility.
Hence 1/f noise has been described using mobility fluctuation approach and carrier number
fluctuation mechanism.
2.7.2.1 ’du Pre’ interpretation of 1/f noise
du Pre introduced a mechanism to understand the behaviour of spectral density of 1/f noise as
represented in the figure 2.38[66]. When we consider a system with arbitrary double well po-
tential having two accessible states separated by an energy difference Ea, the system fluctuates
between these two states with a characteristic time scale T which depends on Ea. The time
series of any measurable quantity of the system fluctuates randomly between the two values.
If we consider this fluctuation in terms of resistance, then one of the state should correspond
to Rlow and another to Rhigh. The time series of the resistance of the system measured would
fluctuate randomly between these two values. This time-series is called as Random Telegraphic
Noise (RTN) as shown in the figure 2.38. The power spectral density of such a fluctuation is a
Lorentzian given by:
S(f) ∝ 2τ
1 + (2pifτ)2
, (2.7.2.2)
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where τ is the characteristic time scale of the relaxation.
The power spectrum would be determined by 1/τ ; For fτ  1 , S(f) ∝ 1/f2
and for fτ  1, PSD would be frequency independent (i.e white noise). A system will
usually have a wide distribution of τ , maybe due to distribution of defect configuration.
If we consider this distribution with time scale D(τ), the power spectrum would result to:
S(f) =
∫
dτD(τ)
2τ
1 + (2pifτ)2
. (2.7.2.3)
If we consider D(τ) ∝ τ−1 over a time scale τ1 ≤ τ ≤ τ2, then
S(f) ∝ 1/f for a frequency range 2pi/τ2  f  2pi/τ1.
Figure 2.38 – Figure explaining the origin of 1/f PSD. During a single time scale τ , a Lorentzian
PSD originating from a defect relaxation in an arbitrary double-walled-potential. Due to super-
position of fluctautions with a distribution D(τ) of relaxation times in an arbitrary potential
landscape, the above Lorentzian PSD develops to a 1/f PSD. Adapted from [35].
2.7.2.2 McWhorter’s model
In context of semiconductors, in the same lines as du Pre interpretation, the idea got developed
into McWhorter’s model based on fluctuation of charge carriers[67]. In semiconductors accord-
ing to this model, the major source of 1/f noise is due to trapping and detrapping of charged
impurities at semiconductor-oxide interfaces. This would be activated process Ea corresponding
to the depth of the trap. If defects that act as carrier traps are distributed throughout the width
of the oxide and if the rate limiting process for trapping and detrapping is tunneling of carrier
from bulk into the traps, then the distribution D(T) will depend on the distribution D(l) which
is the distribution of distances of the trap from the interface.
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Hence for a tunneling process, τ ∝ exp(l/l0)
D(τ) ∝| ∂l
∂τ
| D(l) ∝ l0D(l)/τ. (2.7.2.4)
This results in 1/f power spectrum of the resistance fluctuations if we consider a uniform
distribution of the depth of the traps making D(l) constant and D(τ) ∼ τ−1.
2.7.2.3 Dutta and Horn model
The above explained idea of activated random process was re-casted by Dutta and Horn to
understand the process behind 1/f noise mechanism [68]. It was suggested by them that the low
frequency noise arises from superposition of thermally activated random processes with broad
range of energies. Considering T to be thermally activated process with τ = τ0exp(Ea/kBT )
then:
S(f) ∝ kBT
2pif
D(E′), (2.7.2.5)
where
F (E, f) =
τ0exp(Ea/kBT )
1 + (2piτ0)2exp(2Ea/kBT )
. (2.7.2.6)
and E′ is the energy value at F(E) peak.
This Dutta-Horn model for 1/f noise provides a suitable explanation of the spectral shape
for a wide range of frequency.
2.7.2.4 Mobility fluctuations model
Meanwhile, mobility fluctuations mechanism has also been used to explain the low frequency
1/f noise in which the cause is interpreted as a result of superposition of elementary scattering
events where scattering cross section σ fluctuates from σ1 to σ2. From the mobility fluctuation
model [69] the noise spectral density is given by:
SI
I2
∝ N
µ
t
V
τζ(1− ζ)
1 + (ωτ)2
Λ2(σ1 − σ2)2. (2.7.2.7)
where Nµt is the concentration of the scattering centres, Λ the mean free path of the charge
carriers, ζ is probability that scattering centre would be in the state σ1.
2.7.2.5 Hooge’s model
It is complicated to generalize the 1/f noise mechanism and hence very difficult to obtain a
meaningful figure of merit for 1/f noise. However the most commonly used figure of merit is
Hooge parameter αH which is based on the empirical formula built by Hooge[70],[71] given as:
SR
R2
=
αH
Nf
. (2.7.2.8)
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where N is the number of charge carriers and SR ∼ (δR)2 is the power spectral density of
the fluctuations at frequency f. This model was particularly based on the mobility fluctuations
of the charge carriers but later extended to other 1/f noise mechanisms.
During the experiments, it is convenient to use relative variance δR2/R2 for the comparison
of 1/f noise magnitude defined as:
δR2
R2
=
1
〈R〉2
∫ fmax
fmin
dfSR(f), (2.7.2.9)
where 〈R〉 is the average resistance, fmin and fmax lower and upper cutoff of the measured
bandwidth. δR2/R2 parameter could be studied while varying the external parameters such as
temperature, magnetic field or gate voltage.
2.7.3 1/f measurement technique
1/f noise measurement techniques have been well developed and established in Indian Institute
of Science, Bangalore.[72][35][73] Below is the brief explanation about the measurement tech-
niques followed during the thesis.
Figure 2.39 – (Top) Schematic of 1/f noise measurement technique used to measure resistance
fluctuation of the device in 4-probe configuration. LIA is lock-in amplifier. (Bottom) Typical
1/f noise power spectrum for graphene in green dots and background noise in open red cirles.
The grey lines indicate expected PSD.
As explained in the previous section, dynamical resistance fluctuations ∆R(t) is required in
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the measurement of 1/f noise which is given as:
∆R(t) = R(t)− 〈R〉. (2.7.3.1)
where 〈R〉 is the time averaged mean resistance value. The power spectral density of ∆R(t)
is used in the noise characterization of the device.
In our experiments, we have used ac method introduced by John et al [74] to calculate the
PSD of the resistance fluctuations. The complete noise measurement setup block diagrams is
given by the figure. A constant amplitude AC current iac = i0sin(2pif0t) is used to bias the
device and the voltage fluctuations δv(t) across the device was measured. As described in the
figure 2.39, a low noise room temperature pre amplifier(SR552 or SR 554) amplifies the volt-
age δv(t) which is later measured with a lock in amplifier (LIA SR380). The phase sensitive
detector of the lock in amplifier demodulates the amplified voltage. We record the X and Y
output voltage of the lock in amplifier simultaneously with a data acquisition card (NI-USB
6201) which are further processed by digital signal processing techniques. We use the average
periodogram technique developed by Peter D Welch[75] for estimating the PSD from the mea-
sured time series. The DSP techniques used are described in the references [76][72].
According to ac method[74] of measuring low frequency noise, the PSD is given by:
∑
v
(f, δ) = G20
[
S0vBG(f0 − f) + I20SR(f) cos2 δ
]
. (2.7.3.2)
where G0 is the total gain which is the product of the gain of used preamplifier and LIA, f is
the measurement frequency (f  f0), f0 is the excitation frequency and δ is the phase angle of
detection of the input voltage to the lock in amplifier with respect to the phase of source current.
SR(f) is the PSD of the device due to resistance fluctuations and S
0
vBG
is the PSD of voltage
fluctuations because of background fluctuations. This S0vBG has noise contributions arising from
various electrical components used in the measurements set up such as pre amplifier, current
sources etc. in addition to Johnson Nyquist noise.
While the in phase component (δ = 0) containing noise contributions from both the sample
and the background is given as:
∑
v
(f, δ) = G20
[
SvBG(f0 − f) + I20SR(f)
]
. (2.7.3.3)
the quadrature component (δ = pi/2) giving only the background noise is given by :
∑
v
(f, δ) = G20 [SvBG(f0 − f)] . (2.7.3.4)
Thus the estimate of SR(f) is obtained by subtraction the quadrature component from the
in phase component. The most important advantage of this ac technique is that the background
noise is measured simultaneously with the current noise.
The figure 2.39c shows a typical graph of PSD of graphene measured at room temperature
300K. The red circles represent the measured Johnson-Nyquist noise background data which is
in excellent agreement with the expected value of the Johnson-Nyquist noise represented by the
grey solid line. The green filled circles is the signature of the measured PSD of 1/f noise of the
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graphene device.
2.7.4 1/f noise measurement in graphene
Low frequency 1/f noise has been extensively studied in graphene[77][78]. All the reports point
to the fact that the low frequency noise in graphene is scale invariant and shows a 1/f spectral
dependence in the range 1KHz to 100KHz. There are so many factors affecting this one atomic
layer graphene where the carriers are not only exposed directly to disorder and traps of sub-
strate or gate oxide but also to the environmental conditions of oxygen and humidity. However
interestingly it has been found out that 1/f noise amplitudes are relatively low compared to
other bulk systems. Experimental studies reported on 1/f noise with different channel area ex-
plain that 1/f noise most probably originates from graphene itself rather than the contributions
from metal contacts. It has also been observed that defects on edges of the graphene channels
contributed to low frequency noise spectrum. There have been different reports consistently
reporting noise spectrum ranging from 10−9 to 10−7 Hz−1 for graphene devices.
It has been describe that 1/f noise in graphene has an unusual gate dependence where the
noise amplitude attains a minimum at the Dirac point with maximum resistance and growing
with the increase in the gate voltage[79][80][81]. This V-shape characteristic has been reported
by various groups despite the varied design and different fabrication techniques used. The
same V-shape dependence was extended to M-shape dependence where noise amplitude starts
decreasing beyond a critical value of gate bias voltage. The M-shape dependence has been at-
tributed to spatial charge inhomogeneities related to the presence of electron and hole puddles
in graphene. It has also been shown that the M-shaped behaviour before annealing transform-
ing into a V-shape behaviour after annealing. The mechanism of interplay between long-range
and short-range scattering play an important part in this transformation. Any water vapour
or impurities adsorbed to graphene would be removed by thermal annealing, leading to the
suppression of the long-range scattering effects.
Figure 2.40 – 1/f noise studies in graphene: a) Plot of noise amplitude as a function of gate
voltage with respect to Dirac point for graphene on Si/SiO2 and hBN/graphene/hBN het-
erostructure. b) 1/f noise power spectral density spectrum measured at different temperatures
with zero magnetic flux density, and a current of I = 10µA. A power-law fit at T = 0.4K is
shown by the black solid line. Figure adapted from [82] and [83].
It has been found out by many experiments that due to the unusual gate dependence be-
80
haviour, the 1/f noise in graphene does not follow conventional McWhorter model. The de-
viation was attributed to contacts, inhomogeneous trap distribution or even significant contri-
butions from mobility fluctuations. On the same lines, many recent studies observed the fact
that there was dominant contribution to 1/f noise by the mobility fluctuations originating from
fluctuations in the scattering cross-section[77].
Long environmental exposure leading to degradation of graphene has been found out to have
higher level of noise amplitudes. Suspended graphene devices have been found to exhibit signif-
icantly lower 1/f noise levels compared to that of graphene devices on SiO2[84]. Top or bottom
gate electrodes deposited on graphene have been found to have similar or lower noise level in
spite of mobility degradation suggesting that capping of graphene which prevents to exposure
of water or organic contaminants could be used to suppress the noise magnitude. On the same
lines, graphene encapsulated in hBN devices show significant reduction of noise amplitudes as
compared to graphene on SiO2 devices as depicted in the figure2.40 [82][85].
In micro or nano-electronic devices, the flicker noise (also called 1/f noise) is a serious
problem limiting the development of practical applications and pushing toward the use of high
frequency. Graphene with its high mobility could be used for many of the future applications
such as sensors, metrology, ultrafast transistors, transparent electrodes and interconnects. From
long time its been reported that the origin of 1/f noise in graphene is either due to charge density
fluctuations or mobility fluctuation. Majority of them claim that 1/f noise arises from mobility
fluctuations, owing to both short-range (defect configuration) and long-range (Coulomb) scat-
terings.
At very low temperatures, it has been found out that the origin of 1/f noise in mesoscopic
graphene devices is due to quantum interference effects [86]. It was also reported that meso-
scopic conductance fluctuations were the origin of 1/f noise at low temperature and in presence
of magnetic fields. It was observed that 1/f noise strongly depends on temperature and also on
magnetic fields. The 1/f noise increased with the increase in the magnetic field indicating that
conductance fluctuations in the inhomogeneous landscape, with network of compressible and
incompressible subregions, as the origin.[83]
Beyond a certain characteristic magnetic field, further increase in the magnetic field reduced
the 1/f noise amplitude and with resulting quantum Hall plateau, the noise became immeasur-
ably small and vanishes, confirming that current noise and quantized Hall resistance being
inseparable[87]. In addition it was also reported that the 1/f noise spectral density significantly
increases during the regime of quantum Hall transitions[88]. Hence measurement of 1/f noise
was proposed as an alternative way of confirming resistance quantization in graphene.
However there were no detailed reports describing the 1/f noise fluctuations in the high
mobility samples to examine its behaviour at the plateaus and the transition. Any possible cor-
relation between the transverse and longitudinal resistances with respect to the 1/f noise had to
be studied [89]. The possible origins of the 1/f noise in these quantum Hall and fractional Hall
regime needed to be studied to understand the noise behaviour at the edge modes and the bulk
of the system. The noise behaviour at these regimes could provide an idea of charge dynamics
in the bulk of the system. It can also provide information about charge localization in the bulk
and about the origin of mesoscopic conductance fluctuations (seen in narrow devices). Therefore
in this thesis we have studied the 1/f noise behaviour at low temperature and high magnetic
fields at the quantum Hall regime, both in integer quantum Hall and fractional quantum Hall
regime to explain its origin and the charge dynamics.
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2.7.5 1/f noise in iQHE and fQHE regime
The localised bulk state play a very important role in precise quantization of Hall resistance in
quantum Hall regime. Eventhough the edge channels have been studied very well in this regime,
the behavior of the bulk has been seldom documented and is difficult using conventional electron
transport techniques. Hence the study of 1/f noise behavior at the QHE regime can shed light
about the electron dynamics happening in the bulk states.It can provide significant information
of QHE breakdown, scattering mechanisms and electron overheating.
Quantum interference effects come into picture in 1/f noise measured at very low temper-
atures in mesoscopic regime of graphene devices[86]. As shown in the figure 2.40b, the noise
amplitude increases exponentially with the decrease in the temperature( 56 K to 400 mK).
Increase in the magnetic field even by small scales of 0.3T leads to a significant reduction of
almost 4 orders of magnitude in 1/f noise. With further increase in magnetic field up to 4T,
it was noticed that 1/f noise increases by order of magnitude indicating a presence of different
mechanism during these regimes.
It has been suggested that during the increase of magnetic fields, the conductance fluc-
tuations in the inhomogeneous landscape form a network of compressible and incompressible
sub regions leading to increase in the noise magnitude[83]. It has been described that the
noise amplitude increases sharply during Shubnikov de Hass regime and decreases below the
measurement threshold during the Quantum Hall regime. It is also been vaguely pictured
that noise is qualitatively correlated to the longitudinal resistance in Quantum Hall regime.
Hence a detailed analysis is required to understand the behaviour of 1/f noise at the plateaus
and plateau to plateau transition in Quantum Hall regime and Fractional Quantum Hall regime.
The noise measurements were recorded at magnetic field of 16T and at very low temperature
of about 20 mK. At these experimental conditions, we observe integer quantum Hall effect and
also fractional quantum Hall effect in clean higher mobility devices as explained in the previous
sections. It is noticed that during these quantum Hall regimes, the 1/f noise is suppressed if the
conductance is quantized. This is attributed to conductance quantization where transmission
probability is almost close to unity due to the strong magnetic field that suppresses any residual
back-scattering.
During the switching between the plateaus, that is, in the transition between the plateaus,
the 1/f noise is observed to be the highest with the data recorded showing more than four order
increase. This is similar to increase of the longitudinal resistance during the transition between
the plateaus. Hence the 1/f noise follows or is correlated to the longitudinal resistance of the
Hall bar and the origin of the noise can be traced back to the concept of resistance fluctuation
in the longitudinal resistance.
In the figures 2.41, 2.42, we can see the noise fluctuations both at the plateau (n=2) and
transition between the plateaus. It could be seen that the fluctuations are not exactly like RTN
as explained in the figure 2.38, but similar to RTN fluctuations. The power spectral density of
such fluctuation gives a noise spectrum as shown in the figure 2.41, 2.42. By fitting the data,
we understand that the power spectrum is 1/f related to 1/f noise. In the figure 2.41, 2.42, we
could see two curves red and black, corresponding to background noise and 1/f noise.
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Figure 2.41 – (left) Noise fluctuations during the transition from ν=1 to ν=2 and its power
spectral density showing low noise amplitude. (right)1/f noise spectrum in red and background
noise spectrum in black.
Figure 2.42 – (left) Noise fluctuations at the plateaus ν=2 and its power spectral density showing
very low noise amplitude compared to previous figure 2.41 taken at the transition. (right)1/f
noise spectrum in red and background noise spectrum in black.
It could be seen that behavior of noise is 1/f both at plateaus and the transition. However
the power spectral density is four orders of magnitude lesser at the plateaus when compared to
the transition. This could be explained using an illustration as shown in the figure 2.43. During
QHE regime, the electron transport happens at the counterflowing edges channels seperated by
the bulk insulating state. In the figure 2.43, the edge channels are shown in thick red lines at
the edges. Further in the bulk, electron and holes are in form of puddles and are localized as
depicted by dotted red lines.
At the plateaus, the Fermi level would be at the zero-gap metallic state at the edge and at
the energy gap in the bulk. This bulk state energy gap protects the backscattering of electrons
and hence there is no interaction between the edge states and the bulk states. But during onset
of the transition between plateaus, the edge state could hop/tunnel to the localised bulk state
or vice versa. This gives rise to the RTN-kind of fluctuation in the noise and hence the 1/f
behavior of noise. Therefore at the dissipationless edge modes, the electrons are not interacting
and the noise is supressed. But during the transitions, the electrons in the bulk and the edge
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modes could interact and significantly increase the 1/f noise.
The 1/f noise measurement was executed at diferent gate voltages in iQHE and fQHE regime
covering all the plateaus and trasitions. The noise spectral density at each gate voltage point
was integrated to obtain the 1/f noise amplitude at that gate voltage. Hence the figure 2.44
is the graph of 1/f noise amplitude measured at different gate voltages covering the iQHE and
fQHE regime. It could be seen from the graph that, at the plateaus the 1/f noise is supressed
and in between the transition they are four order higher. It could be seen that this effect is
more pronounced at iQHE plateaus than the fQHE plateaus.
Figure 2.43 – Illustration of QHE behavior and possible tunneling/hopping events between the
edge states and the bulk states. The red dashed curve represents unoccupied state while the
red solid as occupied. The black dashed line illustrates the possible hopping/tunneling between
the states.
It could be noted that, these fQHE edge states might have not been formed completely as
they still show residual resistance in Rxx. This longitudinal resistance is non zero because of
possible backscattering or interaction with the bulk states. It could also be seen that the 1/f
noise amplitude curve is in correlation with the longitudinal resistance. Hence our theory of
hopping or tunneling between the edge states and the bulk states is the origin of the 1/f noise
during the iQHE and fQHE regime.
In hand waving terms, we could explain these results in terms of McWhorter model where
the origin of the 1/f noise was due to the charge traps in the insulating dielectric positioned
above or below the semiconductor. Similarly quantum Hall transport in graphene is a phenom-
ena where at the edges the graphene is ballistic but the majority of the bulk is an insulator.
Hence the hopping charges between the insulating bulk to the edges during the transition of
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the plateaus can lead to significant increase in the 1/f noise observed.
Figure 2.44 – 1/f noise and transverse resistance comparison in graphene at quantum Hall and
fractional quantum Hall regime
Figure 2.45 – 1/f noise and longitudinal resistance comparison in graphene at quantum Hall
and fractional quantum Hall regime
Further it is observed that the 1/f noise is also suppressed at fractional Hall plateaus which
are due to quasi-particles. We see the reduction in the 1/f noise but not as much compared to
the quantum Hall plateaus. One reason being that these fractions not being formed completely
as there is still residual longitudinal resistance at these fractional plateaus. Hence it requires
more comprehensive study to check if the 1/f noise falls to similar levels as that of quantum
Hall plateaus.
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2.8 Conclusions and perspectives
2.8.1 Conclusions
A detailed methodology for fabrication of edge-contacted BN/Graphene/BN devices has been
depicted in the thesis. The importance of etching and edge contacts has been explained to
obtain high mobility ballistic samples with low resistance edge contacts.
These high quality devices exhibit Integer Quantum Hall plateaus. The spin and valley
symmetry of graphene is broken at very low magnetic field of up to 2T further revealing the
anomalous Quantum Hall effect of graphene.
In these high quality devices, with mobility above 250,000 cm2/V s approaching the ballistic
regime, Fractional Quantum Hall Effect has been observed. All the n/3 plateaus except 1/3
have been visible as a clear plateaus. However the longitudinal resistance has not been reduced
completely to zero having a residual resistance indicating that fractional plateaus are not com-
pletely formed.
Further, 1/f noise experiments were conducted on these graphene samples at QHE and fQHE
regimes to understand the origin of noise behaviour during these regimes. The noise amplitude
was found to be at the lowest during the plateaus and increasing during the transition between
the plateaus. More studies are on-going to study and understand more about 1/f behavior in
these regimes.
2.8.2 Quantum point contacts for shot-noise measurements
Figure 2.46 – Hall bar devices with split top gates to implement quantum point contacts (QPC).
We propose to develop top-gated devices based on high mobility hBN-graphene-hBN het-
erostructures. The metallic top gates will be used to realize quantum point contacts (QPC)[90]
and gate controlled tunnel junctions which will form the basic building block of the devices
for shot noise and interference measurements. We propose to probe the tunnelling charge and
statistical phase of the quasiparticles in the Fractional Quantum Hall Regime in these materials
using Shot noise measurements. We also propose to perform detailed measurements of Shot
noise in the fQHE states to better understand the effect of magnetic field, temperature and
transmission co-efficient on the tunnelling charge. An observation of anyonic statistics of the
charge carriers in such devices would open up these materials to possible applications in Quan-
tum computation. In addition, observation of fractional tunnelling charge would be a definite
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proof that Laughlin’s theory of fQHE is indeed universal in nature.
We propose to carry out extensive studies of the charged and neutral modes in FQH states
based on shot noise measurements to probe the ground state of the system, test its stability to
local perturbations and to understand the temperature dependence of the quasiparticle decay
lengths. We also propose to study their phase using electronic Fabry-Perot interferometers to
gain an insight into their mutual interactions and their phase correlation length scales. The
energy gaps seen in such systems, especially the fragile 5/2 state is of the order of a few tens of
milli Kelvins. It has also been established from our previous experiments[91]that the effects of
neutral modes die out significantly by about 50 mK. These two points justify the requirement
of carrying out the proposed experiments at temperatures of the order of 10 mK, achievable
only using a dilution refrigerator.
2.8.3 Fabry Perot interferometers
Figure 2.47 – Fabry-Perot interferometer devices with loops and Quantum point contacts fab-
ricated on hBN/Graphene/hBN heterostructures.
We propose to probe the effect of Coulomb interactions on the charge and statistics of charge
carriers in graphene in the fQHE regime as a function of device geometry, heterostructure pa-
rameters and edge-state configuration to deconvolute the Aharonov-Bohm like oscillations peaks
(which contains information regarding the statistics of the quasiparticles) from the Coulomb
energy dominated Coulomb blockade like single particle charging peaks.
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3.1 Brief introduction to the chapter
Molybdenum di sulfide is an inorganic compound naturally occurring in the form of Molyb-
denite, having a layered structure of several layers of MoS2 held together by weak Van der
Waals interactions. It belongs to group VI transition metal di chalcogenides (TMDC) family
of the form MX2 where M is a transition metal and X is a chalcogen. The in plane or intra
layer covalent bonds are strong but the interlayer Van der Walls forces are weak in multilayer
MoS2 which on application of proper forces can be cleaved down to a few layers and monolayers.
Like other TMDC’s, the bulk MoS2 is known to be an indirect bandgap semiconductor which
on thinning down to a monolayer turns out to be a direct bandgap semiconductor. The direct
band gap paves way for interesting optoelectronic properties that has promoted the research
of these 2D monolayer MoS2 based devices. Eventhough these monolayers are thought to be
stable under the ambient conditions, they are found to degrade over time when exposed to the
environment which may affect their electrical or optical properties.
Natural diamonds are produced over 120 to 130 km deep inside the earth in an extreme
environment of 1,500 C˚ and 4.93 GPa (50, 000 atmospheric pressure). However, we cannot get
them until magmas bring them up above the ground. Ultrahigh pressure diamond press can
provide these processes artificially in a short time. In recent years, there was a similar kind of
process carried out in case of natural hexagonal boron nitride (hBN). In this occasion, a synthetic
hBN was fabricated using a special high pressure, high temperature (HP/HT) technique by
K.Watanabe and T.Tanuguchi, NIMS [92], where it was found that hBN was close to prisitine
with very less amount of defects. In addition, it was found that the exfoliation of such crystals
yields large-scale flakes useful for experiments.
Figure 3.1 – High pressure, high temperature press machine used for production of
synthetic crystals such as Diamond, hBN and MoS2. (left) 294 MN (30,000 tf) Flat
Belt Type Press (right) 39.2 MN (4,000 tf) Flat Belt Type Press
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Natural MoS2 obtained from molybdenite is found to have some structural defects. The
most common and abundant defects that were found and studied in depth were simple vacan-
cies like sulphur vacancies.[93] Hence to improve the quality of the crystal, extensive studies
and experiments have been going on. Similar strategy as that of HP/HThBN has been applied
by the same group from NIMS to produce an alternative source of MoS2 crystal. In this process
99.9% pure MoS2 powder is encapsulated in a hBN capsule and brought to a high pressure of
5 GPa and high temperature of about 1800 c for 20 mins by using a belt type high pressure
apparatus. The sample is slowly cooled down from this molten state to room temperature at a
rate of 0.8 C˚/min. After releasing the pressure, the MoS2 crystal is recovered by crushing the h-
BN capsule. We obtain a typical 1-2 mm crystal size after the execution of this HP/HT process.
Hence, in this chapter we compare the quality of the natural MoS2 and synthetic HP/HT
MoS2 crystals. In this thorough study, we check if we can obtain larger and better quality
flakes in case of HP/HT MoS2 similar to that of previously observed HP/HT hBN. Further,
we compare them with the studies of possible defects and disorders with the help of various
characterization techniques.
When we talk about these crystals, we have to look deep into the material itself first, the
possible intrinsic defects in it and the way to characterize them to select the best samples for
the experiments or applications. As discussed in the introduction of the thesis, the intrinsic de-
fects include simple to complex vacancies in the structure or/and the substitutional impurities
by other atomic species in the crystal structure. The other important component for bringing
disorder in the crystals/flakes are extrinsic defects arising from the environment around, non
ideal substrate that are carrying the 2D materials or the manufacturing processes.
There lies a challenge to identify the nature of these defects and quantify them. Differ-
ent characterization techniques have been employed such as transmission electron microscopy,
scanning electron microscopy and scanning tunneling microscopies.While these techniques give
a very good spatial reolution, it is difficult and complex to prepare the samples and also to
characterize very large ones. Moreover, some of these techniques are detrimental to the sam-
ples, where there could be damages from the electron beam which could render the samples no
more pristine for any further measurements.
This brings in a need to find new characterization solutions where there is sufficient spatial
resolution, easiness to measure large structures and more importantly not to degrade the quality
of the two dimensional material. So in this thesis work, optical spectroscopy such as Raman
and photoluminescence have been employed to characterize and differentiate different kind of
defects. The advantages of using these techniques are that they are non invasive and can be
carried out easily at room temperature over large area samples in very less time.
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Figure 3.2 – Table for classification of defects in two dimensional materials with respect to their
types and possible origin. Typical characterization techniques also included that are used to
identify them.
In general, several solutions are proposed to enhance the physical properties of the monolayer
MoS2 material to get the best intrinsic property out of the 2D direct bandgap semiconductor.
Similar to graphene, hBN has been proposed as an atomically flat substrate and along with
encapsulation has been shown to improve the electronic and optical properties. In this chapter
we address several questions in relation to the nature of the material and quality of the process
or solutions proposed and fabricated to enhance its properties. Hence there are several key
messages which come from this profound experimental work.
First, we discuss about how to clearly distinguish between internal defects and external
defects and their influence on the physical properties using optical probes such as Raman spec-
troscopy and photoluminescence. The defects could be intrinsic to the monolayer MoS2 itself
such as sulfur vacancies and/or substitutional atoms. They could also be extrinsic where charged
impurities may come from the substrate underneath or the atmosphere above it. Nevertheless,
both the impurities have thought to limit the electronic and optical properties of the monolayer
MoS2.
Hence this chapter that has resulted in a publication [94] covers multitude of information
about TMDC materials, in particular monolayer MoS2, where we have discussed about the use
of different crystal sources like natural and artificial, different substrates to carry them, different
polymer transfer techniques to build the heterostructure samples and variety of complementary
characterization techniques that give distinct defect information. With all these useful informa-
tion and measures, we could build near perfect 2D MoS2 samples showing its intrinsic properties
for the future optoelectronic devices.
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3.2 Electronic properties of monolayer MoS2
In this section, we will describe some of the electronic properties of monolayer MoS2 which
would be helpful for the understanding of the work carried out in the thesis. Here we basically
explain the crystal structure and thus resulting band diagram.The excitonic properties and the
vibrational properties of single layer MoS2 form the basis on which the thesis has been built
upon.
3.2.1 Crystal structure
The monolayer of MoS2 has three atomic layers S-Mo-S in which each layer of Mo or S atoms
form a 2D hexagonal lattice. The Mo atoms in the middle plane are surrounded by three nearest
neighbour S atoms at both top and the bottom layer giving the crystal a D3h symmetry. The
crystal structure is characterized by in plane lattice constant a0 and the distance between the
two chalcogen planes dx−x. The top view of a monolayer MoS2 has similar hexagonal lattice
structure to that of graphene.
Figure 3.3 – Crystal structure of monolayer MoS2. a) Description of monolayer MoS2
structure with hexagonally arranged Molybdenum atoms (Mo in color cyan) that are sandwiched
between two layers of Sulfur (S in color yellow) atoms. b) Top view of the structure with lattice
vectors a1 and a2 (adapted from Kormanyos et al. [95] c) Figures describing the top view
and the side view of the structure where the top view has a hexagonal structure with the real
structure shown in the side views being of the form trigonal prismatic coordination.(adapted
from Xiao et al. [96])
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A monolayer 2H-MoS2 has 2 chalcogen layers per unit cell stacked in hexagonal symmetry
with each molybdenum atom at the center of a trigonal prismatic coordination sphere and is
covalently bonded to six sulfide ions whereas each sulphur atom has pyramidal coordination
and is bonded to three molybdenum atoms. Here we study the crystal in the 2H phase and
would be just referred as MoS2 in the forthcoming instances. The 2H phase breaks the inversion
symmetry in a monolayer but is restored in case of even number of layers. Inversion symmetry
is broken as the two sublattices are occupied, respectively, by one molybdenum and two sulphur
atoms.
3.2.2 Band diagram
The electronic band structure of bulk and monolayer MoS2 calculated using density functional
theory by Splendiani et al [97] is shown in the figure 3.4. We could see that in case of bulk,
the top of the valence band and the bottom of the conduction band are located at the Γ point
and the midpoint along the Γ − K line, respectively resulting in an indirect bandgap. In the
case of a monolayer, band extremas are located at finite momentum K+ and K− points of
the hexagonal Brillouin zone. As we can notice from the figure 3.4 that the direct excitonic
transition energy at the K point of the Brillouin zone hardly changes with the change in the
layer thickness. Instead we could see a significant change in the indirect band gap between Γ
and the midpoint of Γ−K monotonically increases with the increase in the layer thickness and
finally making MoS2 a direct band gap semiconductor in the monolayer.
This change is a result of characteristic d-electron orbitals that comprise the conduction and
the valence bands of MoS2. At the K amd K
′ point, the conduction band states are mainly
composed of strongly localized d-orbitals at Mo atom sites in x-y plane, to be specific, dz2 orbital
of Mo atom along with small contribution from px and py of the sulfur atom. And the states at
valence band have dx2+idxy of transition metal Mo atom slightly mixed with chalcogen sulfur
px+ipy orbitals.[98]
These d- orbitals have minimal coupling with other layers as the Mo atoms are located in
the middle of S-Mo-S unit cell. The states near the Γ point and at the indirect bandgap point
originate due to the linear combination of d2z orbitals on Mo and pz orbitals on S atoms both
of which are delocalized and of antibonding nature. Here there is strong coupling between the
layers and their energy depends on the thickness of the layers which results in decrease in the
indirect bandgap.
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Figure 3.4 – Calculated band structure diagram for MoS2 by density functional the-
ory. (a) Bulk MoS2 (b) Quadrilayer MoS2 (c) Bilayer MoS2 and (d) Monolayer MoS2 showing
transition from indirect bandgap semiconductor to a direct bandgap one. The lowest energy
transition at conduction (in red) and valence band (in blue) extremas are shown in the solid
lines. Figure adapted from Splendiani et al [97]
3.2.3 Excitonic properties in monolayer MoS2
A bound state created by a negatively charged electron and a positively charged hole because
of coulomb attraction is called an exciton. The nature of exciton is similar to that of an hy-
drogen atom in terms of internal structure and excited energy states. In the bulk form of the
semiconductors exciton has small binding energy of 1-10 meV due to large dielectric screening
whereas in two dimensional monolayer semiconductors there is large coulomb interaction due
to spatial confinement and reduced dielectric screening with excitons having 100-500 meV of
binding energy.
The excitonic properites of monolayer MoS2 discussed in this section are based on the re-
view article of Gang Wang et al. For further in depth information please refer to the article. [99]
As discussed before an electron and a hole can form a bound state namely neutral exci-
ton as shown in the figure 3.5 (a) and we can represent this as two particle problem where a
negatively charged conduction electron interacting with a positively charged valence hole. The
Bloch function of the empty electron state in the valence band is given by | v〉 =| sv, τv, kv〉
where sv(v = c, v) denotes the spin index, τv = ±1 is the valley index and kv is the wave vector
for a valence (v) or conduction (c) state.
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Figure 3.5 – a) A real space representation of a bound electron hole pair in form of a Wannier-
Mott exciton showing a very strong spatial correlation between the two constituents. The
arrow points the motion of the exciton as a whole from the centre of mass wavevector. b)
Representation of an ideal 2D semiconductor with a series of bright exciton transitions below
the renormalized quasiparticle bandgap.The inset represents atom like energy level diagram of
the exciton states assigned by their principal quantum number n, with binding energy EB of the
ground state exciton below the free particle gap.(FP) c) exciton represented in the reciprocal
space. The width of the shaded regions shows the contribution of electron and hole quasi
particles in the conduction band and the valence band respectively. Figure adapted from Gang
Wang et al.[99]
By the application of the time reversal operator | h〉 = Kˆ | v〉 on it, we obtain the valence
hole Bloch function represented by | h〉 =| sh, τh, kh〉. Here the hole wavevector would be op-
posite to that of the empty electron state as orbital part changes to its complex conjugate and
the spin part flips upon the application of time reversal operator given by kh = −kv. Hence the
hole valley and spin quantum number would also be opposite to that of empty electron state
represented as sh = −sv, τh = −τv.
Upon the interaction of MoS2 monolayer with a σ
+ photon having a wavevector projection
q‖ to the plane, creates an electron with a wavevector ke with spin se = +1/2 and τe = +1(K+)
valley index and an unoccupied state in the valence band with wavevector kv = ke − q‖. The
corresponding hole wave vector is given by kh = −kv = q‖ − ke with valley index τh = −1 and
spin sh = −1/2. Hence the centre of mass wavevector of the electron hole pair as a whole is
given by Kexc = ke + kh = q‖. Similarly a σ− photon results in formation of electron hole pair
with τe = −τh = −1, se = −sh = −1/2.
In MoS2 monolayers, the electrons and holes are tightly bound together as excitons by at-
tractive coulomb potential with large binding energies of order 0.5eV. They have small Bohr
radius in real space of order aB ' 1nm and hence the spread of exciton in the K space is very
significant .
95
Hence exciton wavefunction with phase locked or coherent electron states | e〉 =| se, τe, ke〉
and hole states | h〉 =| sh, τh, kh〉 around the respective band extrema in the k-space can be
denoted as
ψX =
∑
e,h
CX(ke, kh) | e;h〉 (3.2.3.1)
where CX is expansion coefficient that describes the relative contribution of electron and hole
states to the exciton. The values of CX are represented by the shaded regions near the bands
in figure 3.5c.
The exciton can propagate freely around the centre of mass in the plane of the mate-
rial as described by the Bloch theorem. Hence the resulting exciton states is given by X =
{Kexc, se, τe, sh, τh, (n,m)} where Kexc is the centre of mass wavevector, se, τe, sh, τh are elec-
tron and hole spin and valley indices and (n,m) are relative motion labels. This relative motion
states (n, m) can be represented by principal and magnetic quantum number with n=1,2,3..
and m ∈ Z and | m |< n respectively. This is similar to that of a hydrogen atom where prin-
cipal quantum number n = 1 results in a ground state and n > 1 are excited state of Wannier
Mott excitons as depicted by the energy level diagram in the inset of figure 3.5b. The magnetic
quantum number m and the set of spin and valley indices se.h and τe,h determine the selection
rules for optical transitions further dividing the exciton states into optically active bright states
and dark states which would not be the focal point of this thesis.
Coulomb interactions play a major role during the exciton formation process with a contri-
bution of self energy. Self energy is related to the repulsive interaction between the identical
charges leading to overall increase of the quasiparticle bandgap of the semiconductor. This en-
ergy required to create an unbound electron hole pair in the continuum is called as free particle
bandgap. The optical adsorption of an ideal 2D direct bandgap semiconductor is described in
the figure 3.5b. The excitonic resonances occur below the renormalized free particle bandgap
as consequence of strong Coulombic interactions. This is called as optical bandgap which is de-
fined with respect to ground state of exciton which has lowest energy feature in the absorption.
Hence the optical bandgap is different from free particle bandgap which could be described also
as n=∞ limit of the bound exciton state.
Reduced dielectric screening from the environment and an ideal 2D confinement in these
monolayer TMDC materials like MoS2 results in very strong coulomb interactions between the
electron and hole pairs when compared to conventional quasi 2D systems. This Coulomb inter-
action can be separated into two namely direct and exchange contributions where both again
have sub divisions called long range and short range interactions. The Coulomb interactions
taking place at inter particle distances in real space larger than the inter atomic lattice distances
are long range interactions. It could also be termed that long range interactions arise for small
wavevectors in reciprocal space when compared to the size of the Brillouin zone. While the
short range contributions are due to electron and hole wavefunctions overlapping at the scales
of order of the lattice constant.
The interaction of positive and negative charge distributions corresponding to electron and
hole comprises the direct part of Coulomb interactions. Further the long range interactions in
this direct part arises from dimensionality and dielectric properties of the system and they are
electrostatic in nature and hence provides a major contribution to the exciton binding energy
Eb. The envelope function of the electron hole pair that are weakly sensitive to certain type of
valley and spin Bloch functions represent this long range direct interactions.
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Coulomb term Impact Interaction Result
Direct
Exciton binding
Energy
long-range
neutral excitons
(500meV)
short-range
charged excitons,
biexcitons (50meV)
Exchange
Exciton fine
structure
long-range
neutral exciton spin/
valley depolarization
(1...10meV)
short-range
splitting of dark
and bright excitons
(10’s of meV)
Table 3.1 – Different Coulombic interaction affecting the optical properties of excitons in mono-
layer MoS2.
In general it could be described that direct long range interactions are attractive Coulomb
forces between the opposite charges which form a bound state of electron and hole called neutral
exciton with strongly correlated relative motion in the real space as shown in the figure 3.5a.
The short range part of the direct interaction arises due to coulomb attraction of the electron
and hole at same or neighboring unit cells. This short range direct interaction is sensitive to
spin and valley state Bloch functions and normally considered with corresponding part in the
exchange interaction.
In case of exchange interaction, the contribution originates from Coulomb interaction incor-
porated with Pauli’s exclusion principle. Similar to exchange interaction in atoms, the mutual
orientation of electron and hole spins on the quasi particle valley states determines the energy of
the excitons. Further, exchange interactions can also be divided into long range and short range
interactions. The long range exchange interaction is electrodynamic in nature where an exciton
interacts with the induced electromagnetic field during the virtual electron hole recombination
state.
The back action of the electric field produced by exciton which is like a microscopic dipole,
on the exciton corresponds to long range part of exchange interactions. This interaction pro-
motes the transitions between individual exciton states excited by the light of different helicity
thus dictating the spin valley relaxation of the excitons. The short range part of exchange in-
teraction are dependent mainly on spin and valley states of the quasi particles and thus controls
the separation between bright and dark excitons.
The excitonic properties of monolayer TMDC materials discussed above are pertaining to
low density regime. However, at intermediate and higher density regimes, as a result of photo-
excited carriers, that are either in form of Coulomb-bound or free-charges, can alter the excitonic
properties significantly. At elevated carrier density regimes there would be major scattering
events, both elastic and inelastic. As a consequence of these scattering events there would be
spectral broadening of the exciton resonances due to relaxation of the exciton phase, energy,
momentum and spin.Further due to inelastic scattering with free charge carriers, an exciton can
catch an additional charge to form a trion which is a bound three particle state with two elec-
tron and a hole. In the same lines, two excitons can interact together to form a biexciton state
which is a bound two exciton state. In addition, at higher density regimes, dynamic Coulomb
interaction screening can occur leading to decrease in electron hole attraction and thus the red
shift in exciton energy.
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3.2.4 Vibrational properties in monolayer MoS2
Phonon is a quantized unit of vibrational energy of oscillating lattice or atoms in the crystalline
solid. It has both wave and particle like properties. Phonons are bosons and are not subjected
to Pauli exclusion principle.
Figure 3.6 – One dimensional Bravais lattice with two different atoms or ions.
Figure 3.6 is a schematic of one dimensional Bravais lattice with two different atoms or ions
having different masses M1 and M2 per unit cell such that M1 > M2 with lattice constant a.
Assuming that each atom interacts only with its nearest neighbours and on application of
harmonic oscillator model, we obtain the solution of the problem in form as
ω2± = K
(
1
M1
+
1
M2
)
±K
√√√√[( 1
M1
+
1
M2
)2
− 4 sin
2
( qa
2
)
M1M2
]
(3.2.4.1)
where K is the force constant.
This solution is called as phonon dispersion relation for diatomic linear chain of two differ-
ent mass and is plotted in the figure 3.7a. We could see that there are two branches in the
dispersion map. The first branch ω− which tends to become zero at q = 0 is called as acoustic
mode. In this mode the atoms vibrate in unison or coherence out of their equilibrium position.
When the displacement is in the direction of propagation, some atoms would be closer and
others would be farther apart like a sound wave in air and hence they are called as acoustic
phonons. These phonons have a linear relationship for long wavelengths between the frequency
and phonon wavevector.
The other solution ω+ is called as an optical mode where the atoms in the unit cell vibrate
out of phase as if the atoms are independent of the neighbours. In this case the two sublattices
of the two types of atoms move rigidly in opposition to one another. From the figure 3.7a, we
could see that optical phonons at the Brillouin centre show non zero frequency and near the
long wavelength limit, they do not show any dispersion. Optical phonons can interact with the
light and scatter them called as Raman scattering discussed in the next section.
Figure 3.7c shows the arrangement of atoms in the acoustic and optical modes in a one di-
mensional chain with two atoms per unit cell. In this system of linear chain of atoms, we obtain
the dispersion relation for longitudinal acoustic (LA) and longitudinal optical (LO) phonons.
In the same lines if we continue with two atoms per primitive cell in a three dimensional lat-
tice, there would be two branches in the dispersion relation corresponding for each polarization
mode in a direction of propagation. Therefore there exists transverse acoustic(TA) and trans-
verse optical (TO) phonons as depicted in the figure 3.7c. In case of the optical phonons, figure
3.7(bottom a,b) shows the vibrational displacement of the atoms in TO and LO modes of os-
cillation.
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Figure 3.7 – (TOP) a) Optical and acoustic phonon branches of a diatomic linear chain. b)
Transverse optical and acoustical waves for the same wavelength in a diatomic linear lattice. c)
Configuration of atoms in acoustic and optical modes in the diatomic linear chain. (BOTTOM)
The direction of displacement of individual ions in (a) transverse optical (TO) and (b) longitu-
dinal optical (LO) modes of oscillation. (Adapted from ’physics of condensed matter’ Prasanta
Kumar Mishra.[100])
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This is continued on the same lines with the bulk MoS2, having Bravais lattice that is hexag-
onal and with P63/mmc space group (D6h non-symmorphic group). The unit cell possesses 6
atoms with two being Mo and remaining four sulphur atom sites with point group symmetry
C3v. Using these parameters along with an approach called density functional perturbation
theory (DFPT), the phonon dispersion maps for bulk MoS2 and monolayer MoS2 has been
calculated by Molina-Sanchez et al [101] as shown in the figure 3.8 along with the density of
states represented in the right panels.
Figure 3.8 – Phonon dispersion maps and density of states for (top) monolayer MoS2 and
(bottom) bulk MoS2. Figure adapted from Molina-Sanchez et al. [101]
We could notice from the figure 3.8 that there are not much differences between the phonon
dispersions of single layer and the bulk for in-plane dispersion. In case of bulk, all the single
layer modes are split into two branches. The splitting is very low since the interlayer interaction
are weak. The significant noticeable difference between the two is the splitting of the acoustic
modes of bulk MoS2 around Γ point. From the phonon dispersion curve of bulk MoS2, we no-
tice the three acoustic modes, longitudinal acoustic(LA) and transverse acoustic (TA) are the
in plane vibration modes which have a linear dispersion near the gamma point and also higher
energy than the out of plane acoustic mode(ZA).
Along with these there are low frequency optical modes corresponding to interlayer interac-
tion with rigid layer motion in plane called shearing mode and an out of plane layer breathing
mode. The monolayer MoS2 has a similar resemblance to that of bulk with phonon branches
being reduced to nine. As one can expect, the lower frequency shearing and breathing modes
are absent.
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Figure 3.9 – Pictorial representation of optical phonon modes for bulk MoS2. The first row
represents the modes with parallel polarization to the layer. The perpendicular modes are
shown in the second row. The third row shows the optical phonon modes for monolayer MoS2.
The figure is adapted from A.Molina Sanchez et al. [101]
Group theory analysis yields 18 normal modes of vibration at q=0 with irreducible rep-
resentation given as A1g ⊕ A2u ⊕ 2B2g ⊕ B1u ⊕ E1g ⊕ E1u ⊕ 2E2g ⊕ E2u where A2u and E1u
correspond to TA modes, A1g, E1g, and E2g are associated as Raman active optical modes and
E22g corresponding to low frequency shear mode. When reduced to monolayer with three atoms
in the unit cell, there would be nine phonons at the Brillouin zone centre (Γ point) and could
be represented as A
′
1⊕A
′′
2 ⊕E
′ ⊕E′′ where A′1 and E′ are optical Raman active modes and the
other acoustic modes.
The atomic displacements of the optical phonon modes of bulk and monolayer MoS2 at
Γ point are shown in the figure 3.9. Each of the E modes are doubly degenerate and hence
correspond to in plane vibrations of either Mo and/or S atoms whereas the modes A and B are
non degenerate corresponding to out of plane movement of the atoms. In case of bulk MoS2,
inversion center lies half way between two S atoms of neighboring layers. Hence there are ger-
ade (g) modes and ungerade (u) modes which are symmetric and anti symmetric with respect
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to inversion. The gerade mode corresponds to anti-phase movements and ungerade mode, the
in-phase movement. The gerade and ungerade modes come in pairs while also being close in
frequency. The A and B modes could be distinguished by rotating the crystal by 2pi/6 around
the principal rotation axis.
In the simplified 2D representation in the figure 3.9, the third row corresponds to translation
of the 3 upper atoms onto the 3 lower atoms. In other words, if the direction of arrows changes,
the mode is A. The subscript used shows which modes are symmetric or antisymmetric. If the
subscript used is 1 then modes are symmetric whereas the subscript 2 are antisymmetric modes.
In the case of monolayer MoS2, the inversion symmetry is absent leading to no differences be-
tween gerade and ungerade modes. The subscripts 1 and 2 are dropped for doubly degenerate
E modes and instead symmetric modes are denoted with a prime (E′) and antisymmetric with
double prime (E′′).
3.3 Sample fabrication
Before going into physical or optical experiments on monolayer MoS2, here is a brief description
of how very high quality samples are fabricated. In this section, we discuss about the different
crystal sources used, exfoliation techniques and identification process of monolayer MoS2 using
physical characterization.
3.3.1 MoS2 crystal sources
In our experiments, the MoS2 flakes are obtained from two different sources of bulk crystals.
One of them is a natural source MoS2 bought from SPI(Structure Probe Inc.) supplies while the
other is a synthetic crystal prepared at high temperature(HP) and high pressure(HT) complex
process by NIMS, Tsukuba. In this process 99.9% pure MoS2 powder is encapsulated in a h-BN
capsule and brought to a high pressure of 5 GPa and high temperature of about 1800 C˚ for
20 mins by using a belt type high pressure apparatus. The sample is slowly cooled down form
this molten state to room temperature at a rate of 0.8˚ C/min. After releasing the pressure, the
MoS2 crystal is recovered by crushing the h-BN capsule. We obtain a typical 1-2mm crystal
size after the execution of this HP/HT process.
3.3.2 Mechanical exfoliation
Mechanical exfoliation is an easy and very effective procedure to obtain high quality monolayer
flakes at as short time as possible for conducting laboratory experiments. The discovery of
graphene and electrical experiments on these samples by Novoselov et al [21] was possible be-
cause of the very same exfoliation method. In the mechanical exfoliation method a scotch tape
( 3M magic scotch in our case) is used to micromechanically cleave the sample and thin them
down. In this method a piece of MoS2 crystal is placed on the adhesive side of the scotch tape.
This adhesive side is pressed on to itself many times to thin down the crystal and to form a
square like structure as shown in the figure 3.10 which could pressed on to the desired substrates.
Variety of substrates could be used such as Si /SiO2(290nm) substrate, metals like copper,
quartz, glass or even polymers like PDMS. The tape with the already thinned down crystals is
pressed onto the surface of the target substrate. It is caressed slowly from the top so that the
tape gets nicely adhered to the substrate. The tape is peeled off slowly which leaves behind
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some of the flakes on the target substrate out of which some would be monolayers.
Figure 3.10 – (left) Picture of exfoliation on scotch tape executed by the above explained method
using (right) natural and HP/HT crystal of MoS2.
3.3.3 Optical identification of monolayer MoS2 flakes
Generally the MoS2 flakes would be first exfoliated on Si /SiO2(290nm) substrate to get an
idea about the thickness of the flakes and isolate the monolayer flakes for the future use. These
substrates are mainly used because the 290nm of Si/SiO2 on the top helps to optimize the
contrast for monolayers during optical microscopy. Optical microscopy is the technique that is
usually used to identify the monolayers. Based on contrast difference, it is easy to recognize the
monolayer flake. However its matter of experience to be able to exactly identify the monolayer
just by optical contrast. Further we could use an approach to establish correspondence between
optical contrast that can vary with number of layers and the optical wavelength.
In this regard ,we find that in the red channel of the digital optical images, the contrast is
the lowest (0.22 ± 0.08) for a monolayer. This characteristic contrast can be used as criterion
for the fast identification of the monolayers of MoS2. We chose the contrast of the RBG images
with respect to the surrounding SiO2 surface in the red channel (red channel contrast, RCC) as
a relevant quantity, defined as the difference between the signal from SiO2 (IsilicaR) and from
the flake (IflakeR), normalized by IsilicaR :
RCC =
(IsilicaR − IflakeR)
IsilicaR
(3.3.3.1)
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Figure 3.11 – (a) Optical micrographs of (from left to right) single-(1L), bi- (2L), and tri- (3L)
layer MoS2 flakes exfoliated on SiO2 with Scotch tape.(b)Occurrence of all MoS2 1L flakes (green
bars) showing a characteristic optical contrast relative to SiO2 in the red channel in numerical
images. For comparison, some flakes of more than one layer in thickness (black bars), showing
a higher optical contrast, are shown: 75 flakes have been measured in total. Green bars signal
single-layer flakes, as ascertained with Raman spectroscopy, and black bars signal flakes of more
than one layer in thickness.
Further to confirm we could do atomic force microscopy(AFM) to check the thickness of
the deposited flake. In case of a monolayer MoS2 flakes the thickness should be around 0.8nm.
We could also confirm them using Raman spectroscopy or Photoluminescence which would be
discussed in the later sections of the chapter.
Figure 3.12 – Atomic force microscopy image of exfoliated MoS2. Shown in the figure are
monolayer and bilayer MoS2 with typical thickness(height) of 0.8nm and 1.6nm respectively.
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3.3.4 Large area monolayer flakes
One of the disadvantage of exfoliating on Si /SiO2 is that irrespective of the source of MoS2
whether natural or artificial, the typical area is of the order few to 20− 50µm2. We have seen
that if we use polydimethylsiloxane (PDMS) Gelpak 4 as the substrate instead of Si /SiO2, the
area of the exfoliated flakes substantially increases by almost 10 folds. In this case, the tape
with already thinned down MoS2 is gently pressed on the PDMS substrate and peeled slowly
to obtain flakes.
Figure 3.13 – (a) Schematics of the process for exfoliation with scotch tape toward a SiO2 surface
and PDMS. (b) Occurrence of MoS2 flakes of less than four layers in thickness, obtained by
scotch tape exfoliation on SiO2 (light-pink-shaded regions) and stamping on PDMS (blueshaded
regions), in the case of a natural source of MoS2 (top) and the HP/HT-MoS2 (bottom) for both
Scotch tape and PDMS: 45 and 52 flakes have been measured for the two sources of MoS2. (c)
Optical micrograph of a large bilayer MoS2 flake obtained by exfoliation on PDMS.
In above figure 3.13, there is also a comparison of exfoliation between the natural and
HP/HT MoS2 sources. We wanted to confirm with the statistics if the synthetic MoS2 is any
better in terms of number and the area of the monolayer flakes obtained. Whether the substrate
is Si /SiO2 or PDMS, we see that the quantity of flakes and their area are approximately same.
Hence we cannot conclude that synthetic MoS2 is better than the natural one.
3.3.5 Preparation of samples
As explained in the introduction in case of monolayer MoS2, we try to enhance its optical prop-
erties by transferring it onto hBN flakes to form a MoS2/BN heterostructure. For the transfer,
we use a polymer transfer technique called PDMS viscoeleastic transfer method.
In the case of PDMS method, first the h-BN crystal is placed on a scotch tape and was
mechanically exfoliated onto a Si/SiO2 substrate. A very flat hBN flake with thickness around
20nm is identified. Meanwhile, the MoS2 crystal is exfoliated onto a gelpack PDMS thin film. A
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large monolayer MoS2 is identified on PDMS based on optical contrast. This monolayer MoS2 is
aligned and transferred onto the h-BN on Si/SiO2 by viscoelastic stamping method discovered
by Castellanos et al.[16]
This process is similar to stamping but at very slow speed. During the stamping, the mono-
layer MoS2 gets transferred on to hBN flake. A pictorial representation of this process is shown
in the figure 3.14. While this process is known to yield clean MoS2/h-BN interface, at some
areas there maybe air blisters, puddles and cracks. These may form as a result of the exerted
mechanical stress, but a negligible amount of contaminants is expected which was verified using
AFM or TEM.
Figure 3.14 – Flow diagram for preparation of MoS2/BN heterostructure using PDMS. a) MoS2
is exfoliated on gelpak thin film of PDMS and a monolayer is identified and aligned to clean
and flat hBN flake b) After the PDMS stamping process, the monolayer MoS2 is transferred on
to the selected hBN flake.
Using the PDMS method explained above, two kind of samples were fabricated. In the first
kind, natural monolayer MoS2 was stamped on to the hBN flake. This sample had two parts,
one where monolayer MoS2 was on Si/SiO2 substrate and another on hBN flake. Similarly in
the second kind of sample, synthetic HP/HT monolayer MoS2 was stamped on to the hBN
flake. This second sample also had monolayer MoS2 lying on Si/SiO2 and hBN respectively.
The optical images for the same is shown in the figure 3.15.
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Figure 3.15 – a) Natural MOS2/BN heterostructure b) Synthetic MoS2/BN heterostructure
both prepared using PDMS technique of viscoelastic stamping.
3.4 Introduction to spectroscopy techniques
In this section we provide basic introduction to the different spectroscopy techniques such as
Raman, photoluminescence and reflectance spectroscopy that are used in the further course of
the thesis.
3.4.1 Introduction to Raman spectroscopy
Raman spectroscopy is a non contact, non destructive vibrational spectroscopic technique used
to obtain information on molecular vibration and crystal structures. When a material is illumi-
nated with light, often a part of it is transmitted, a part that is reflected and the remaining part
interacts with the material in form of absorption, emission or scattering. This scattering of light
is majorly an elastic process where there is no change in the energy called Rayleigh scattering.
However there would be a infinitesimal amount of inelastic scattering where the scattered light
has different energy from the incident light called as Raman scattering. The difference in energy
is hence the energy of the optical phonon involved in the process.
Raman scattering could be classified into two types called as Stokes Raman scattering and
anti-Stokes Raman scattering. In case of Stokes Raman scattering, an electron that is excited
from the ground level falls to a vibrational level and involves energy absorption by the material
resulting in scattered light having lower energy than the incident light. In contrast, during anti-
Stokes Raman scattering an electron is excited from the vibrational level to an excited state
and thereby scattered light having more energy than the incident. Hence, when temperature is
increased during the measurement process the intensity of anti-Stokes increases when compared
to that of the Stokes scattering and due to this reason, intensity ratio of anti-Stokes and Stokes
could be used to measure the temperature of the sample.
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Figure 3.16 – Inelastic Raman scattering process: Schematic of the Raman diffusion. An ex-
ample of Raman spectra exhibiting different peaks both in the Stokes Raman and anti-Stokes
Raman region. (Figure adapted from Nedjma Bendiab HDR)[102]
Raman scattering can be represented as an incident photon of energy hωi and momentum
ki that scattered into a photon of energy hωsc and momentum ksc in accordance with energy
and momentum conservation laws.
hωi = hωsc + hΩph. (3.4.1.1)
ki = ksc + qph, (3.4.1.2)
where Ωph and qph are the energy and the momentum of the phonon.
The Raman scattering intensity according to Fermi golden rule is proportional to the total
transitional probability given as:
I ∝|
∑
n,n∗
〈ωsc, ph, i | Hρ | 0, ph, n∗〉〈0, ph, n∗ | H e−ph | 0, 0, n〉〈0, 0, n | Hρ | ωi, 0, i〉
[hωi − (En − Ei)] · [hωi − hΩph − (En∗ − Ei)] |
2 ·δ (ωi − Ωph − ωsc)
(3.4.1.3)
where Hρ represents electron photon interactions, He−ph contains the electron phonon in-
teractions. Here the quantum state of the system which are influenced by photonic, phononic
and electronic nature of the system are represented as:
The term 〈0, 0, n | Hρ | ωi, 0, i〉 describes the electronic excitation from state i to n due to
absorption of an incident photon of specific energy hωi.
The term 〈0, ph, n∗ | H e−ph | 0, 0, n〉 explains the phonon emission by the excited electron
due to its scattering from state n to n∗.
Finally the term 〈ωsc, ph, i | Hρ | 0, ph, n∗〉 is the recombination of excited electron in the
state n∗ with the hole so that it returns to its initial state i.
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In the above equation, when the difference between the incoming photon energy and the
scattered photon energy is equal to an electronic transition, the denominator term tends to zero
resulting in maximal intensity. This phenomena is called as Resonant Raman scattering. In
addition, the above discussed process is the first order Raman process which are result of photon
interaction with one phonon in the material. The selection rule qph ≈ 0 allows the phonon to
be accessed only near the centre of the Brillouin zone. However we can access the phonons far
from the gamma point because of higher order Raman scattering processes.
Higher order processes occur either when two phonons are excited which are of the same
phonon branch resulting in overtones of a particular mode or two phonons of different branches
generate modes that are superposition of different modes. These higher order scattering process
are generally due to phonon scattering at defects which would be discussed briefly in the next
chapter of the thesis.
3.4.2 Confocal micro Raman spectroscopy set-up
A confocal micro Raman consists of a laser excitation source with well defined wavelength and
beam profile, sample illumination system and light collection optics, wavelength selector typi-
cally a filter and a detector such as a photodiode or a CCD. Typically laser wavelengths such
as 633 nm, 532 nm, and 488 nm are used in the laboratory setup. The intensity of the Raman
scatter is proportional to 1/4λ, so short excitation laser wavelengths deliver a much stronger
Raman signal.
In this technique, a confocal microscope with typical objectives 10X, 50X or 100X aids us
to probe a required spot with good precision. Here the resolution is limited to diffraction limit
of light of approximately 500nm called as spot size. Along with the microscope is a mechanical
stage to place a sample which can move in X, Y and Z directions that is used to focus the laser
spot on the required position of the sample.
An important element is a piezoelectric element that can perform precise movements down
to some tens of nm during Raman imaging. Scattered light from the sample is collected by a
large numerical aperture objective which is guided by a fiber to the spectrometer which further
will be dispersed by the grating. In our setup there are 600gr/mm grating with resolution of
3cm−1 and 1800gr/mm grating with resolution of 0.5cm−1. These wavelength dispersed photons
are then collected by a CCD camera maintained at low temperatures. Typically notch filters
are used to cut off the high intensity elastic Rayleigh scattering from the low probable inelastic
scattering.
109
Figure 3.17 – Scheme of a Raman spectrometer. The incoming laser reaches the sample, goes
then through notch filter (in this case a holographic notch filter), passes through a system of
lenses and a slit and is diffracted by a grating, which divides its spectrum with respect to its
frequencies. (Figure adapted from master-intership Martina Ballerio)[103]
3.4.3 Introduction to Photoluminescence technique
Photoluminescence spectroscopy is a widely used contact less and non destructive technique for
characterisation of the optical and electronic properties of semiconductors. Photoluminescence
(PL) is a light emission by any material after the absorption of photons that excite electron to
a higher energy level. The electrons are photo excited into allowed excited states by light, upon
relaxation electrons return to their equilibrium states and may include the emission of photon
to be called a radiative process where as the result of no emission is called to be a non radiative
process.
The energy of the emitted light (photoluminescence) will be the difference in energy levels of
the two electron states involved in the transition between the excited state and the equilibrium
state. While this explanation is general , other more complex phenomena occur during photo-
luminescence in many body systems like that of semiconductors. We would discuss in details
the photoluminescence in case of semiconductors in the following paragraph.
The set-up used in photoluminescence technique is similar to that of the confocal Raman
one instead the detector collects the photon emission. If the extrema of the conduction band
and the valence band are at the same point in k, then the semicondcutor is called to be direct
bandgap semiconductor. In this case upon excitation by laser, electron is excited from valence
band to conduction band while creating a hole in valence band. This electron and hole pair
called exciton is bound together and upon relaxation emits the photon pertaining to the optical
bandgap of the direct bandgap semiconductor. This anhiliation of exciton resulting in photon
emission is called radiative recombination.
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Figure 3.18 – Band diagram for direct bandgap semiconductors (left) and indirect bandgap
semiconductors (right). Direct bandgap semiconductor showing direct transition of electron
hole pair to form a photon whereas indirect bandgap needs phonon assistance for the photon
emission. Figure taken from (Li, caltech.edu)
However, in some of the semiconductors, the extremas are not at the same point resulting in
indirect bandgap semicondutor as shown in the figure 3.18. In this case the electron hole pair
annihilates in non radiative recombination where photon emission is absent. Moreover, in some
cases a phonon of suitable energy may assist the electron hole pair to recombine radiatively but
the probability of this is very low. Hence for the significant photon emission, the semiconduc-
tor must be direct bandgap material unless profoundly assisted by phonons (in case of hBN [6]).
3.5 Extrinsic and intrinsic defect characterization using Raman
and PL
In this context, we perform a comparative discussion about the two different samples namely
natural monolayer MoS2 and artificial HPHT monolayer MoS2 standing on two different kind of
substrates of SiO2 and h-BN. Using the PDMS viscoelastic stamping method discussed before,
MoS2 was exfoliated on PDMS, identified using optical microscope and transferred onto Si/SiO2
substrate and h-BN substrate (which was exfoliated on Si/SiO2 beforehand) such that a part
of monolayer MoS2 is on the latter and the other part on the former. This is shown clearly in
the figure 3.15. Hence the comparison is between the four samples all having monolayers: a)
natural MoS2 on Si/SiO2 b) natural MoS2 on hBN c) HP/HT MoS2 on Si/SiO2 and d) HP/HT
MoS2 on hBN.
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3.5.1 Raman spectroscopy signature of monolayer MoS2
The typical signature of MoS2 Raman spectrum includes in plane E
′
(E12g in multilayer) mode
and out of plane A′1 mode(A1g in multilayer) along with the low frequency modes depending
on whether the MoS2 is monolayer or not. Conventionally the difference between the high fre-
quency modes E
′
and A
′
1 has been used to determine the thickness of the MoS2 layers. It could
be noted from the figure 3.19b that the frequency of E
′
mode decreases with increasing number
of layers whereas the A
′
1 mode frequency increasing with the number of layers.
The out of plane mode A
′
1 increases with layer thickness due to interlayer interaction caused
by weak Van der Waals attraction of the S atoms of the nearby layers. While this result is ex-
pected as the layer stacking can be seen as addition of a spring between S atoms of the nearby
layers, but unexpectedly in case of E
′
it shows opposite trend. This anomalous behaviour has
been still debated with explanations attributing from long range Coulomb interaction to weak-
ening of nearest neighbour Mo-S force constant.
Figure 3.19 – a) Raman spectrum of MoS2 having different layer thickness b) Plot of position
of A1g and E
1
2g modes (A
′
1 and E
′ in case of monolayer) and their frequency difference as a
function of thickness of MoS2 layers. Figure adapted from Lee et al. [104]
The figure 3.19a shows the thickness dependence of MoS2 on its characteristic high frequency
Raman modes. If the frequency difference between the high frequency mode is in between 18
to 20 cm−1, it has been considered to be a monolayer MoS2. While most of the times this is
true, the positions of E′ and A′1 and thus the frequency difference depends on the underlying
substrate, stress and doping contributed by the substrate and also the doping contributed by
internal or external defects. Hence sometimes it may not be right to use just the frequency dif-
ference to characterize the monolayer MoS2. For example, monolayer MoS2 grown using CVD
methods on Si/SiO2 substrates and monolayer MoS2 transferred on hBN have been found to
have this frequency difference a bit higher up to 21 cm−1.
However, there is other reliable way to measure the number of layers using Raman spec-
troscopy on MoS2 flakes [105][106]. These are the low frequency modes of MoS2 namely rigid
layer shear mode (S1) and layer breathing mode (B1) corresponding to vertical rigid layer vibra-
tions as represented in the figure 3.20. We can notice that the monolayer MoS2 Raman spectra
has no signature of the low frequency modes. The occurrence and position of these shear (S1)
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and breathing (B1) modes indicates that the flake is not a monolayer MoS2.
Further these low frequency Raman active modes display stronger dependence on frequency
than the high frequency modes where the two modes are stiffer in trilayer than in the bilayer as
shown in the figure 3.20. Due to presence of these low frequency Raman active modes very close
to Rayleigh, sometimes it is difficult to measure them easily. In that case, the most reliable
way to identify the monolayer MoS2 is by combination of high frequency Raman modes and
photoluminescence technique that is explained in the next sub section. Since only monolayer
MoS2 has a direct bandgap, it displays strong photoluminescence.
Figure 3.20 – (a) Optical micrographs of (from top to bottom) single-(1L), bi- (2L), and tri-
(3L) layer MoS2 flakes exfoliated on SiO2 with Scotch tape. (b) Raman spectra of the interlayer
shear (S1) and breathing (B1) modes measured at the locations marked with a cross in (a).
The three spectra are vertically shifted for clarity; the grey-shaded area corresponds to the stop
band of the notch filter (within which the measured intensity is not informative).
3.5.2 Photoluminescence signature of monolayer MoS2
In the case of semiconductors like MoS2, photo-excitation generates a pair of bound electron
and holes typically with binding energies 0.5eV (for monolayer MoS2), that behave similar to
hydrogen atoms called as excitons. When the recombination of these electron hole pairs occurs,
a photon is emitted which is observed as PL. The behaviour explained is true in the case of
direct bandgap semiconductor such as monolayer MoS2. In the indirect bandgap semiconduc-
tors like bulk MoS2, phonons are needed to assist the photoluminescence process as shown in
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the figure 3.18. However the probability of the occurrence of this case is very low compared to
former because of which the monolayer MoS2 has a very strong photoluminescence compared
to its multilayer. Hence PL could be used a tool to identify and differentiate the monolayers of
MoS2.
Photoluminescence spectra were acquired with a 532 nm Nd:YAG laser using a commercial
confocal WITEC spectrometer at room temperature under ambient conditions. The laser spot
size is 0.5 micron. The signal was collected through a 50X objective with a numerical aperture
of 0.75. A low power of 8 microW was used with a grating of 600 lines/mm. The photolumi-
nescence spectra were taken with an integration time of 30 s to improve signal-to-noise ratio,
and the spatially resolved photo-luminescence maps were taken with an integration time of 5 s.
The spectrum shown in the figure 3.21b is a typical PL signature of monolayer MoS2. We
could observe two major peaks which could be fit with three lorentzians called as trion (A-),
exciton (A) and exciton(B). The excitons can bind to extra electrons called as trions which
are nothing but charged excitons. In MoS2, there is very strong spin orbit interaction due
to relatively heavy element which gives rise to a significant spin orbit splitting of the valence
band and hence the two peaks neutral exciton(A) and neutral exciton(B), due to holes from
the upper and lower spin band respectively. At the conduction band there is very small but
significant spin splitting also which gives rise to concept of bright and dark exciton which will
not be discussed in this thesis.
Figure 3.21 – (left) Schematic band diagram of monolayer MoS2 explaining the optical transition
at K point. Background peak (BG) corresponds to the difference in conduction band and valence
band energy. Figure adapted from Dhakal et al. [107]. (right) Typical PL spectrum recorded
during the experiments showing trion (A-), exciton (A) and exciton(B) peaks.
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3.5.3 Reflectance spectroscopy of monolayer MoS2
Figure 3.22 – Reflectivity signature of monolayer MoS2.
Along with Raman spectroscopy and photoluminescence techniques, reflectance spectroscopy is
a simple and powerful technique to probe 2D-materials and in particular, the thickness/layers.
The figure 3.22 illustrates the differential reflectence spectra of monolayer MoS2. It could be
seen that the spectra has two prominent peaks occuring at energy 1.95eV and 2.1eV respec-
tively. These peaks correspond to the optical absorption resulting from the direct transition at
K point of the Brillouin zone. These peaks A(1s) and A(2s) are associated to generation of the
A and B excitons during PL respectively.
3.5.4 Strain and Doping from vibrational spectroscopy
The high frequency Raman modes for each of the four samples is shown in the figure 3.23. In
the high frequency modes of monolayer MoS2, the in plane mode E
′ is susceptible majorly to
strain[108], [109], [110] caused by the substrate or other effects while the out plane mode A
′
1
is susceptible mostly to electron doping [111] due to its sensitivity to electron phonon coupling
effects. The first difference among the samples we could readily observe from their correspond-
ing spectrum is that the position of A
′
1 varies according with the substrate underneath the
monolayer MoS2. We observe a blue shift of 1.0 ± 0.1 and 0.8 ± 0.1 cm−1 from SiO2 to the
h-BN substrate both in natural and HP/HT samples respectively. These blue shift are maybe
due to mechanical strain translating the anharmonicity of the interatomic potential or electron
doping arising as a effect of electron phonon interaction or both. Therefore we define and use
a method to decouple and quantify the strain and electron doping effects as explained in detail
by A.Michail et al.[112]
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Figure 3.23 – (a) Raman spectra (532 nm wavelength laser) for MoS2 single layers exfoliated
from a natural crystal (black) and from a HP/HT source (red), on SiO2 and hBN. (b, c, d)
Optical micrographs for MoS2 exfoliated from the two kinds of crystals. The cartoons (c) clarify
the stacking of MoS2 on hBN and SiO2. (e, f) Raman maps of the position of the A
′
1 mode for
the region corresponding to (b) and (d) for the two kinds of MoS2 samples. The distribution of
the mode position is shown for the top and bottom maps. The thick black and red frames in
(b) to (f) refer to two MoS2 sources, natural and HP/HT.
For the sake of calculation of the effect of strain, we define a parameter called Gruneisen
parameter (γ) [113]which quantifies the effect that changing crystal lattice has on its vibrational
properties. In our case it denotes the change in the frequency of a mode with respect to strain
applied on the substrate. The phonon frequency shift in a particular mode induced by the strain
can be calculated using the relation
δω = 2γω0 (3.5.4.1)
where ω0 is the frequency of a mode at zero strain, γ is the Gruneisen parameter of that
mode, and  is the applied biaxial strain.
However, it is difficult to obtain the frequency of the mode with no strain or no doping
experimentally as it is an unrealistic situation. Hence we use the mean value of the observed
frequency of the flake as an estimate for this unperturbed phonon frequency. This Gruneisen
parameter has been calculated for in plane mode E′ and found to lie between 0.64 to 1.1 whereas
for the out of plane A
′
1 mode it takes a value around 0.15. Hence its usually assumed that the
E′ mode is more suceptible to strain effects. In our case we take a mean value of 0.86 for in
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plane E′ mode and 0.15 for the out of plane A′1 mode.
Electron phonon coupling (EPC) occurs due to increased electron doping where the anti-
bonding states are at the bottom of the conduction band, positioned at the K-point of the
Brillouin zone. These arising electron phonon coupling alters the Raman active modes of MoS2.
It has been found out that the effect of EPC is much lower for the in plane E′ mode when
compared to out of plane A
′
1 mode. Further, the EPC is proportional to the phonon linewidth.
Hence the linewidth of A
′
1 mode increases with electron doping upto 6cm
−1 whereas the E′
mode does not display any significant variation as a function of electron doping. This coex-
isiting strain and electron doping could be expressed linearly in terms of Pos(A
′
1) and Pos(E
′)
with assumption that strain and electron doping effects are decoupled at low levels of the same.
Hence a linear transformation between the vector spaces δPos(A
′
1) − δPos(E′) and  − n, n
being electron doping, could be formulated which is explained as below.
The relative difference between the strain and doping induced phonon frequency shift of the
Raman mode E′ and A′1 and their mean values taken as unperturbed frequency is given as
∆Pos(E′) = Pos(E′)− Pos(E′)0 (3.5.4.2)
∆Pos(A′1) = Pos(A
′
1)− Pos(A′1)0 (3.5.4.3)
where Pos(E′)0 and Pos(A′1)0 are the mean position values taken as unperturbed frequency.
These equations can be expressed as functions of strain  and electron concentration n, given
as
∆Pos(E′) = −2γ(E′)Pos(E′)0+ kn(E′)n (3.5.4.4)
∆Pos(A′1) = −2γ(A′1)Pos(A′1)0+ kn(A′1)n (3.5.4.5)
where γ(E′) is the Gruneisen parameter of the E′ mode, γ(A′1) is the Gruneisen parameter
of the A′1 mode and kn corresponds to the shift rate with the carrier concentration.
These equations could be written in terms of  and n as
 =
kn(A
′
1)∆Pos(E
′)− kn(E′)∆Pos(A′1)
2γ(A′1)Pos(A′1)0kn(E′)− 2γ(E′)Pos(E′)0kn(A′1)
(3.5.4.6)
n =
γ(A′1)Pos(A′1)0∆Pos(E′)− γ(E′)Pos(E′)0∆Pos(A′1)
γ(A′1)Pos(A′1)0kn(E′)− γ(E′′)Pos(E′)0kn(A′1)
(3.5.4.7)
with their unit vectors of the -axis and n-axis respectively given as
ˆ =
γ(E′)Pos(E′)0iˆ+ γ(A′1)Pos(A′1)0jˆ√
[γ(E′)Pos(E′)0]2 + [γ(A′1)Pos(A′1)0]
2
(3.5.4.8)
nˆ =
kn(E
′)ˆi+ kn(A′1)jˆ√
kn(E′)2 + kn(A′1)2
(3.5.4.9)
where iˆ and jˆ are the unit vectors of the ∆Pos(A′1) and ∆Pos(E′) respectively.
For our experimental case we have used the mean Pos(E′) and Pos(A′1) as 385cm−1 and
405cm−1 respectively. The Gruneisen parameter values used are γ(E′) as 0.86 and γ(A′1) as
0.15 and the kn values used are kn(E
′) = −0.33×10−13cm−1 and kn(A′1) = −2.22×10−13cm−1.
Using these we can construct a −n reference space with positions of E′ and A′1 modes as axes
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system as represented in the figure 3.24.
Figure 3.24 – Positions of the A′1 and E′ modes of the Raman spectra (532 nm wavelength
laser), each point corresponding to a point in the maps shown in figure 3.19 e,f. The grid of the
strain vs electronic doping has increments of 0.05% and 2×1012cm−2. (a and b) The two MoS2
sources, natural and HPHT, respectively. Each point is coded with a color corresponding to the
ratio of areas of the two contributions to the main excitonic feature in the photoluminescence
spectra, shown in the insets (see Figure 3.25).Inset shows spatial dispersion of area ratio.
The figure 3.24 shows the graph for the four types of samples explained at the beginning.
Just by the visual analysis of the graph, we could notice that there are two groups of points.
The two groups of points correspond to MoS2 on hBN sample having a higher A
′
1 position and
MoS2 on Si/SiO2 respectively. This trend is similar despite that the MoS2 comes from two
different sources pointing that the effect is caused by external means possibly the nature of the
substrate [114], [115] [116]. Additionally, it is found out that the electron doping is higher by
2.5 × 1012 and 2.0 × 1012 electrons/cm−2 on Si/SiO2 samples for both the natural and HPHT
sources respectively. This is attributed to phenomena of substrate induced doping where the
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charged impurities in SiO2 dope the two dimensional material resting over it. These effects are
absent in case of h-BN which is a crystalline inert atomically flat substrate. Hence this doping
effect on MoS2 induced by charged impurties in the substrate are classified as extrinsic defects
to monolayer MoS2.
We can also notice from the figure 3.24, that the two clusters of points are scattered within
a range of 0.05% to 0.1% in strain. This comes from the fact that a small extent of non uni-
form strain could be generated during the transfer by PDMS method explained in the previous
sections. Further a strain difference of 0.05% to 0.1% is reported between the two clusters of
points, corresponding to the sample of natural MoS2 on hBN and the sample of natural MoS2
on SiO2 respectively. However such a difference is not found in the case of HPHT MoS2 samples.
This observed difference is attributed to the possiblity of different mechanical efforts exerted
during the fabrication of the samples rather than internal strain induced by the defects.
3.5.5 Excitonic complex in presence of strain, doping and defects
Similar to previous section, both electronic doping and strain influence the excitonic properties
of monolayer MoS2.[108],[117],[118],[119],[120] Photoluminescence spectroscopy measurements
were performed on the same samples addressed before at room temperature using a 532 nm
green laser excitation at low power of about 0.1 µW. The figure 3.25 displays the characteristic
spectra after the optical interference effect corrections. As expected for monolayer MoS2, we
observe two peaks designated as A exciton and B exciton corresponding to different transition
involving one or the other spin polarized valence band. [121]
In this section we will consider only the A exciton. Further while fitting the spectrum, we
could notice that the peak actually comprises two components namely neutral exciton simply
called as exciton and charged exciton named as trion.[120] The peak positions of these are seper-
ated by 40meV called as trion binding energy and the peaks have a full width at half maximum
of several 10meV dominated by electron phonon coupling.[122] The trion prominently depends
on electron doping and is higher with the increase in doping.[123]
Conventionally electron doping is extracted from photoluminescence spectra where the ratio
of trion and exciton gives the level of electron doping. This is estimated to be typically on
the order of several 1012 electrons /cm−2. The inset in the previous figure reveals a distinctive
trion vs exciton population whether MoS2 lies on SiO2 or h−BN. The ratios of A− to A areas,
typically 0.01−0.02 and 0.1, respectively, on these two substrates are consistent with changes of
electronic doping levels, due to charged impurities in SiO2, found in the analysis of the Raman
data (on the order of a few 1012cm−2).
The position of the two peaks (Figures 3.25b) is changing by 12 meV whether MoS2 lies
on SiO2 or h-BN. As Raman spectroscopy suggests, this is a result of the preparation process
causing a spatial strain variation, a compression on SiO2 relative to the case on h-BN, by about
0.1%. The magnitude of the strain-induced energy shift fits with that corresponding to previ-
ously reported strain-induced electronic band gap change.[108]
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Figure 3.25 – (a) Room-temperature photoluminescence spectra for single layer MoS2 prepared
by exfoliation from natural (black) and HP/HT(red) crystals, deposited on the surface of SiO2
(top) and hBN (bottom). The spectra have been corrected for interference effects associated
with the presence of the MoS2/hBN, MoS2/SiO2, hBN/SiO2, and SiO2/Si interfaces. The
spectra are fitted with three Lorentzian components, respectively corresponding to the lowest
energy direct transition, for the exciton (A), the trion for natural MoS2 (A-), or the defect-
bound exciton for HP/HT MoS2 (A), and the second lowest energy direct transition for the
exciton (B). The dotted lines are the best fits to the data. (bcde) Maps of energy of the A
component, ωA (b, c), and of the difference in energy ∆ω of the A- and A (d,e)components, for
the same area as in Figure 3.23 b,d, for natural (thick black frames, b, d) and HP/HT (thick
red frames, c, e) MoS2 single layers.
Let us now turn to the photoluminescence signatures in the case of HP/HT-MoS2. In this
case also, we find that the main excitonic feature does not consist of a single component. While
the above-discussed energy difference between the two components was about 40 meV for nat-
ural MoS2, consistent with the expected trion binding energy corresponding to electron doping
levels on the order of few 1012 electrons/cm−2 [120], here the two components are separated by
a substantially lower energy difference (20 meV), regardless of the substrate (Figure 3.25e).
Such an energy difference cannot correspond to a trion under the influence of strain or elec-
tronic doping: the variations of strain and electronic doping in our samples are in the range
of a few 0.1% and 1012cm−2,respectively, which have only a marginal influence on the binding
energy of the trion (a few meV or below).[120][124] What is then the nature of this low-energy
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emission? The corresponding component is not the A− found in natural MoS2. In fact, such
a component is also expected (the main excitonic feature would hence consist of three compo-
nents), but appears to represent a negligible one in the case of HP/HT MoS2. Its spectral weight
is globally high and strikingly, unlike the A− feature for natural MoS2, does not correlate with
the kind of substrate and corresponding doping level revealed by Raman spectroscopy (Figure
3.23b). This is at variance with the behavior expected for trions.
A rational explanation for this low-energy feature (in the case of HP/HT MoS2) is that
it relates to a defect-bound exciton. Defect bound excitons were previously invoked in MoS2
and attributed to sulfur vacancies, divacancies, and metal vacancies.[125],[126] While they were
found to be associated with a binding energy of the order 100 meV, here we find a binding
energy of 20 meV. The limited variations of strain or electronic doping in our samples do not
allow us to reveal a possibly different influence of these effects on the A′, A−, and A features.
As we will see, samples from the HP/HT source comprise a larger amount of defects. In the
following, we determine the nature and density of these defects using additional probes.
3.6 Intrinsic defect confirmation in artificial HP/HT MoS2
Further to confirm the defect bound exciton probed by photoluminescence technique explained
in the previous section, additional characterization was utilized. In this section we show the
nature of these internal defects using scanning tunneling microscopy. To support and describe
the findings from STM, we employ DFT technique. Finally, field effect transistor of monolayer
MoS2 is fabricated to study any further change in the electronic properties due to the internal
defects in MoS2.
3.6.1 Scanning Tunneling Microscopy-nature of point defects
A large variety of defects have been considered in MoS2, including sulfur vacancies [127],[125],
[128],[129], substitutional atoms replacing either the metal or the sulfur atom [130],[127],[125],
[128],[131],[129], and individual atoms (the electron-donor alkali atoms) adsorbed onto the sur-
face [130].Only the latter kind has been reported to be associated with shallow donor levels,
which could account for usually reported n-doping in monolayer MoS2 at room temperature.
The chemical analysis of the starting material in the HP/HT process does not seem compatible
with the presence of alkali atoms, though. On the contrary, based on this analysis, potential
candidates as impurities are iron and carbon prominently, or boron and nitrogen from the cap-
sule used to seal the MoS2 during the HP/HT treatment.
The impurity levels in MoS2 are too low to be reliably assessed with standard macroscopic
chemically sensitive probes such as X-ray photoelectron spectroscopy [132]. High-resolution mi-
croscopy circumvents this issue, by addressing the defects individually. We used STM for this
purpose, as implemented in a ultra high vacuum environment that limit spurious interactions
of the defects with, for example, small molecules. Very few reports in the literature have in
fact been devoted to STM measurements on single or fewlayer flakes. Mostly, this is due to
the small size (few 1 to 10 µm2) of the exfoliated flakes, which if deposited on a nonconductive
substrate, must be electrically contacted with finely designed electrodes. The observation of
such small features with a short field of view technique such as STM is obviously very laborious.
This is probably why most reports for the last 20 years rely on cleaved bulk MoS2.[114],
[133],[132],[134], [132] Two workarounds have been recently implemented : one, taking benefit
of large area growth of MoS2 on graphite[135], [136] and the other the strong adhesion of MoS2
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exfoliated on a gold surface [137]. As far as we are concerned, we chose an alternative strategy
and once more exploited PDMS exfoliation (Figure 3.13a), which yields large flakes of sizes ap-
proaching 1000 µm2, using as a host substrate a (conductive) graphene-covered silicon carbide
surface. To ease the localization of the (fewlayer) flake, we further deposited micrometer-sized
gold markers as shown in the figure 3.26.
Figure 3.26 – (a) Optical micrograph of the five-layer HP/HT MoS2 deposited on graphene/SiC,
with gold markers. (b) STM image measured with a bias voltage of Vb = −2 V and a tunneling
current of It = 0.2 nA. The image shows the derivative of the apparent height as a function
of the horizontal spatial coordinate to enhance the contrast of the atomic size defects. The
red arrow points to an atomic step edge of the substrate, with a height of 0.75 nm. (c) STM
topograph (Vb = −2V, It = 0.2nA) close-up view on some defects. The green and pink arrows
point to two kinds of defects.
The five-layer MoS2 flake (typically 100 × 80µm2) prepared from the HP/HT source was
transferred by PDMS stamping onto graphene grown over the SiC substrate. The average
graphene coverage on 6H-SiC(0001), as deduced from Auger electron spectroscopy and STM
images, was between one and two layers. Gold markers were evaporated on this substrate,
122
served as alignment marks, further helping to locate the MoS2 flake in STM experiments. STM
measurements were performed in an ultra high vacuum (UHV) environment at 300 K using a
homemade microscope (Measurements were performed by Pierre Mallet and Jean-Yves Veuillen
team, Institut NEEL). The samples were gently outgassed in UHV (typically at 300 C˚ for 1 h)
before being loaded in the STM setup. The tips were made from mechanically cut PtIr wires.
The data were analyzed using the WsXM software.
This rather advanced sample preparation allows imaging single defects with STM (yet it
should be noted that the measurements are in no way straightforward). A high density of de-
fects is observed (Figure 3.26b), on the order of 1×1012cm−2, varying from 0.6 to 4×1012cm−2
from one place to the other. A spatially inhomogeneous distribution of defects was already
quoted in previous STM analyses from MoS2 samples. The density we find on the HP/HT
sample is larger than the one observed on samples prepared by exfoliation of natural molyb-
denite, which is in the few 1011cm−2 range or less (3.5× 1010cm−2). Conversely, a much larger
density of defects (from 5 × 1012cm−2 to 5 × 1013cm−2) has been reported for MoS2 prepared
by exfoliating synthetic crystals.
In the HP/HT MoS2 we find two prominent populations of point defects, which appear as
a bright feature and a depression, respectively (Figure 3.26c). Depression like defects of the
same extension (1 − 2nm) or slightly larger (in the few nanometer scale) have been reported
previously. Among them, one appears as a depression at negative tip-sample bias as in our
observations and is a characteristic defect in natural MoS2 that is ascribed to missing S-Mo-S
fragments located either in the top or in a buried MoS2 layer.
The second kind of defect (the bright one) has not been observed in natural MoS2 samples
and is hence generated during the preparation of the HP/HT sample. It has a characteristic
shape resolved with sharp STM tips, consisting in a ring with three pairs of radial legs. The size
of the ring is typically 0.7 nm. Defects featuring a ring shape in STM have also been reported
previously and were ascribed to alkali atoms adsorbed on the surface. Neither the HP/HT pro-
cess nor the ultra high vacuum chamber where the STM measurements were performed seems
to yield such adsorbates, though.
3.6.2 Density functional theory (DFT) and STM simulations
Both electronic and structural information contribute to the STM images. To determine the
nature of the defects, DFT simulations provide key insights to interpret the observed STM
contrasts. The comparison of experimental STM images with spatially resolved information
provided by DFT is a well established approach to study defects. To our knowledge such a
comparison has not been made in the case of defects in MoS2 beyond the case of lattice vacan-
cies. We computed the stable configurations of five defects corresponding to the impurities that
are detected in the chemical analysis of the raw MoS2 or present in the h-BN capsule used in
the HP/HT process.
This includes a sulfur vacancy, a molybdenum atom substituted by an iron atom, a sulfur
atom substituted by a carbon, a nitrogen, and a boron atom. Each of these defects are asso-
ciated with electronic states inside the band gap of MoS2 (here expectedly close to the bulk
value of 1.3 eV) or close to the band gap edges (see Figures 3.27a). The sample bias of -2.0 V
corresponds to electrons tunneling from the sample to the tip, in an energy window of 2.0 eV
below the MoS2 Fermi level, which is presumably located close to the conduction band mini-
mum. It is thus expected that the defect electronic state within the band gap have a significant
contribution compared to the valence band, given that they correspond to a lower tunnel barrier.
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Figure 3.27 – (a) Electronic density of states as a function of electron energy with respect to the
Fermi level for a nitrogen atom substituting a sulfur atom in single layer MoS2 and for defect-free
MoS2 (red). The spectra have been shifted horizontally to match the bottoms of the conduction
band. The arrow points to the position of a very sharp defect state. (b) Corresponding simulated
STM image with the Fermi level located at the bottom of the conduction bond and a -2 V tip-
sample bias, with the STM tip 4A from the surface with (right) and without (left) the atomic
structure overlaid. (DFT calculations performed by Van-Dung Nguyen and Laurence Magaud,
Institute NEEL)
We simulated STM images by taking into account the STM tip in the presence of the differ-
ent defects. The DFT localized-orbital molecular-dynamics code as implemented in Fireball has
been used for the structural relaxation of the different defects in MoS2 considered for STM im-
age calculations. The results are shown in Figure 3.29 and for one specific defect (nitrogen atom
substituting a sulfur atom) in Figure 3.27b. For the latter defect, the simulated STM image is
in rather good agreement with the experimental one, despite the significant difference in spatial
resolution, which is higher in the simulations. Indeed in the experiment, an Angstrom-scale
instability of the scanning tip is observed (as shown by the occurrence of horizontal stripes at
the defect location in Figure 3.26c), and the tip’s shape presumably deviates from the ideal
pyramidal shape assumed in the calculations. STM simulation and calculations were supported
by Yannick J Dappe of CEA, Saclay.
We consider this as the reason that the three brilliant lobes observed in the simulated image
appear as a circle in the experimental image. Beyond this, the main features compare very
well for the N substitutional defect: the sizes of the lower-intensity central feature match, and
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the three pairs of legs appearing in the experimental image seem reminiscent of the three lobes
found in the simulations. On the basis of this comparison we propose that the ring-shaped de-
fects we observed correspond to nitrogen atoms having replaced sulfur ones during the HP/HT
sample preparation (and originating,for example, from the h-BN capsule used in this process).
Figure 3.28 – Electronic density of states and constant-height cuts (1 A˚) around the sulfur
vacancy, the Mo/Fe, C/S N/S and B/S substituted atoms integrated in the energy range shaded
in the electronic density of states spectra (the fifth and sixth rows correspond to the two
lower- and higher-energy yellow-shaded ranges respectively). The electronic density of states
for defect-free MoS2 is shown as a reference. All spectra have been shifted horizontally to match
the minima of the conduction band (at zero energy) and vertically for clarity. (Images from
Yannick J Dappe, CEA, Saclay)
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Figure 3.29 – Simulated STM images for the five kind of defects (from left to right): nitro-
gen/sulfur, boron/sulfur, carbon/sulfur, iron/molybdenum substitionals, and sulfur vacancy.
(Images from Yannick J Dappe, CEA, Saclay)
3.6.3 Field Effect characterization of artificial HP/HT MoS2
Single-layer MoS2 prepared under HP/HT conditions was finally integrated into a field-effect
transistor (FET) with electrostatic gating from the back side, in which direct contact with SiO2
was avoided by a h-BN buffer layer (Figure 3.30). Accordingly, a low amount of charged im-
purities is expected in the vicinity of MoS2. Consistent with previous reports, we find that the
conduction properties are improved under vacuum (compared to ambient pressure), presumably
due to the desorption of species acting as charged impurities.[138] We only observe the blocked
state of the transistor and the regime of electron conduction (and not the hole conduction
regime) in the source-drain current vs gate-voltage characteristic (Figure3.30).
The transport properties overall show very typical semi-conducting properties that match
those found in similar devices based on natural MoS2. We estimate the threshold voltage to
be at a gate voltage of 10 V. The mobility from the gating curve is estimated to be 2 cm2/V.s
(the device in the on-state has not reached saturation in the range of applied gate voltage, so
this value is a lower estimate). These two values are similar to those found in devices using
the same geometry based on natural MoS2 and more recently in similar field-effect transistor
architecture featuring single-layer MoS2 synthesized by chemical vapor deposition transferred
onto h-BN.[139], [140] In all these works and ours, we stress that the Schottky barriers at the
Au/MoS2 junctions under the source and drain electrodes play a dominant role in the low-value
mobility obtained from the two-probe measurement; in other words, the defects that are present
in the MoS2 channel are not limiting transport in this configuration.
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Figure 3.30 – Room temperature conductance measured under vacuum in a single-layer tran-
sistor based on HP/HT MoS2, as a function of gate voltage, with a source-drain bias of 0.2 V.
The inset shows an optical micrograph of a single layer device, which is transferred on hBN
(exfoliated on SiO2) and contacted with Au electrodes.The two contacts used for measuring the
conductance are shown in the cartoon.
127
3.7 Chapter conclusions and perspectives
3.7.1 Conclusions
In this chapter, using Raman spectroscopy, photoluminescence spectroscopy,scanning tunneling
microscopy, density functional theory, and electronic transport measurements, we addressed
the optoelectronic properties of MoS2 single layers prepared by exfoliation from two different
sources of bulk material: a natural one and another one prepared under high-pressure and high-
temperature conditions. The latter preparation process opens the route to the control of the
structure of MoS2, in terms of intentional generation of otherwise inaccessible defects and pos-
sibly in the future as well in terms of superior quality, namely, increased single-crystal size and
lower defect (e.g., vacancies) concentration as was achieved with h-BN. This holds promise for
close-to-ideal support for other two-dimensional materials and high-performance optoelectronic
devices.
Natural and HP/HT both have a substantial electron-type doping, on the order of 1012cm−2,
which is stronger on SiO2 substrates than on h-BN due to a lower amount of extrinsic charged
impurity in the latter case. Additional defects are present in HP/HT MoS2. We argue that
they lead to defect-bound excitons, with a few 10 meV binding energy. We propose that these
defects are nitrogen atoms substituting sulfur atoms. Exploring the nature of the localization
potential associated with the defects and its effects on the coupling to the electromagnetic field
will provide valuable insights to understand light-matter coupling in transition metal dichalco-
genides.
In addition, the defect-bound exciton we discover, may couple coherently with the neutral
exciton. Stronger coupling and larger coherent times than reported in MoSe2 at low temperature
between excitons and trions might result from the weak trapping of the defect-bound exciton.
On a general note, our work also sheds light on the influence of defects on the optoelectronic
properties of these two-dimensional materials and their interplay with internal and external
(force, electric, optical) fields.
3.7.2 Perspectives
As explained in the introduction, the goal of the synthetic HP/HT production method was to
improve the quality of the MoS2 crystal. But during the first trial (explained in this thesis),
we saw that a new kind of substitutional defect was identified along with the most common
sulphur vacancy defects found in natural MoS2. Hence the process has to be improved to avoid
contamination from hBN capsule to get rid of these substitutional defects. Further the sulphur
vacancy defects need to be taken care of by introducing sulphur rich atmosphere during the
HP/HT process.
These process improvements have already been taken care of and as a result new kind of
synthetic crystals MoS2 and MoS2+S have been produced using the same high pressure and
high temperature approach. Similar detailed analysis using optical probes have been continued
on these newly obtained samples and are still ongoing.
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hBN encapsulated MoS2 Van der
Waals heterostructures
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4.1 Brief introduction to the chapter
Eventhough MoS2 monolayers are thought to be stable under the ambient conditions, they are
found to degrade over time when exposed to the environment which may affect their electrical
or optical properties. Several solutions are proposed to enhance the physical properties of the
monolayer MoS2 material to get the best intrinsic property out of the 2D direct bandgap semi-
conductor. Similar to graphene, hBN has been proposed as an atomically flat substrate and
along with encapsulation has been shown to improve the electronic and optical properties as
discussed in the previous chapters.
In the first part of chapter, we discuss how the encapsulation strategy with intimate Van der
Waals interaction in the heterostructures promotes the intrinsic optical property of the material.
Again the heterostructures are based on inert hBN which plays an important role in keeping
the monolayer MoS2 in pristine form. It not only forms an ideal substrate (buffer layer) where
charged impurities orginating from Si/SiO2 are cut off but also protects the monolayer MoS2
getting degraded by the environment.
Here we show that in such a kind of heterostructures, the monolayer MoS2 could be main-
tained pristine where photoluminescence reveals a very sharp excitonic feature approaching the
homogeneous limit. Further, we characterize samples using a non linear optical probe called as
four wave mixing. Using this technique, we study about homogeneous broadening and inhomo-
geneous broadening which quantifies the purity of the material.
Further, in this chapter, yet again we revisit optical spectroscopy techniques used for char-
acterization. In the previous chapter we discussed about Raman spectroscopy and the photolu-
minescence spectroscopy to probe the material. Though these techniques provide excellent and
efficient information for large scale samples, the spatial resolution is poor. The spatial resolu-
tion estimated around 0.5 microns to 0.25 microns is limited by diffraction limit of laser light.
Obviously to improve the spatial resolution beyond the diffraction limit of light, we need to use
either near-field optics or electron-beam for probing the samples. In our case we use a standard
electron microscope to obtain a electron beam that could be focused to a sub-nanometer di-
ameter. The spatial resolution given by this technique is very high, determined by spatial and
energy profile of the electrons.
In a scanning electron microscope (SEM), different diameters of the focused electron beam
that could be tuned with different accelerating voltages are available. The electron beam im-
pinges the material and interacts with its surface. The spatial resolution is strongly dependent
on the interaction of the impinging electrons with the specimen. For example, a high energy
electron could penetrate the specimen transferring energy through a series of inelastic scattering
events. During this time, the sample can release the energy by various kind of emission as shown
in the figure 4.1. The emission could be secondary or backscattered electrons detected and used
as SEM image, could be x-rays or photons. Our area of interest are the photons emitted called
as cathodoluminescence.
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Figure 4.1 – An electron beam interacting with bulk of the sample generating different kind of
secondary signals. The pear shows the cross-sectional area of interactions and green pear region
in particular corresponding to the generation volume of cathodoluminescence photons. Figure
adapted from Gatan, Inc.
Hence this cathodoluminescence technique provides the local spectroscopic information which
could be typically as small as few nanometers. Generally since high energy electrons impinge
the surface of the material, this technique could be destructive for the samples. This is the
major disadvantage of this characterization technique. However, we could overcome this dis-
advantage again with the concept of Van der Waals heterostructures where the 2D material is
encapsulated between the two thin (20nm) hBN flakes. Here the hBN flake acts not only as
protector but also as initiator which we would discuss in detail in this chapter.
In the same context we explain the importance of interlayer coupling. We also compare the
different polymer transfer techniques with regard to the quality of the monolayer MoS2. Since
the heterostructures are produced in conditions that are far from the ultrahigh vacuum systems,
there are possibilities of impact of air bubbles, traps and residuals at the interface. Finally we
show that cathodoluminescence technique can be used to spatially probe this poor contact and
thus the electronic coupling at nanometric scale.
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4.2 Cathodoluminescence set-up
Cathodoluminescence is a process where photons are generated due to recombination of an elec-
tron and hole pair in a semiconductor which were excited by an impinging electron beam. In
this electron beam, the primary beam has very high energy to directly excite electrons, instead
the secondary beam created due to inelastic scattering of these primary electrons excite the
valence electrons into the conduction band. The main advantage of this spectroscopy is that
one can obtain a high spatial resolution below the diffraction limit of light as they are excited
by a beam of electrons.
In the Cathodoluminescence set up as shown in the figure 4.2, we utilize a FEI Inspect F50
FESEM for producing the beam of electron (30KeV to 1KeV) and imaging the samples (spatial
resolution down to 1nm to 3nm). This SEM is equipped with a Gatan helium cooled stage using
which we can perform low temperature measurements down to 4K. The emitted light is col-
lected through a bare aluminium parabolic mirror and separated into its component wavelength
with a 550mm focal length iHR550 monochromator equipped with diffraction grating with 600
grooves/mm. In the setup a Andor technology thermoelectric cooled silicon CCD detector is
used to record the spectrum. A single channel detector R928 Hamamastu photomultiplier tube
that is synchronized to electron beam scanning is used to obtain the cathodoluminescence map-
ping.
Figure 4.2 – a) Modified SEM into Cathodoluminescence set up in the lab. b) Block diagram
of the cathodo set up. (figure adapted from Donatini et al. [141])
132
4.3 Fabrication of hBN/monolayer MoS2/hBN heterostructures
As explained in the introduction, in case of monolayer MoS2, we try to enhance its optical
properties by encapsulating it into two h-BN layers to form a hBN/MoS2/hBN heterostructure.
As described in the chapter 2 and 3, we could make heterostructures either using pickup tech-
nique called as PPC method[17] or a deposit technique based named PDMS method [16]. Each
method has their advantages along with a set of disadvantages. In this chapter, we make MoS2
stacks using both the PPC and PDMS polymer techniques and we compare regarding which
transfer method yields high quality samples.
4.3.1 hBN/monolayer MoS2/hBN stack by PDMS method
In the case of PDMS method, first the h-BN crystal is placed on a scotch tape and is mechani-
cally exfoliated onto a Si/SiO2 substrate whereas the MoS2 crystal is exfoliated onto a PDMS
layer. A large SL MoS2 is identified on PDMS based on optical contrast and is aligned and
transferred onto the hBN on Si/SiO2 by viscoelastic stamping method discussed in the PDMS
transfer method in chapter 3. Likewise, another hBN is exfoliated on PDMS and again aligned
and stamped over the monolayer MoS2, hence to encapsulate it and to obtain a hBN/MoS2/hBN
Van der Walls heterostructure.
Figure 4.3 – hBN/MOS2/hBN heterostructure prepared using PDMS technique of viscoeleastic
stamping. a) Monolayer MoS2 identified on PDMS b) Monolayer MoS2 stamped on bottom
hBN in the first step of stamping c) Top hBN stamped on MoS2/hBN in the second step of
stamping.
The main advantages of using this method is that we could make heterostructures at a faster
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pace at room temperature and we obtain large scale heterostructures upon which many devices
could be fabricated and characterized. While this process is known to yield clean MoS2/h-BN
interface at the bottom, the top interface with h-BN may encapsulate air blisters, puddles and
cracks. These may form as a result of the exerted mechanical stress, but a negligible amount of
contaminants is expected which could be verified by AFM or TEM. Hence the monolayer MoS2
is not strictly pristine considering that it is in contact with PDMS.
4.3.2 hBN/monolayer MoS2/hBN stack by PPC method
Figure 4.4 – hBN/MOS2/hBN heterostructure prepared using PPC pickup technique. a) Mono-
layer MoS2 exfoliated on Si/SiO2 substrate. b) Top hBN already picked up on PPC film c)
Monolayer MoS2 picked up in the second step d) Third pickup of bottom hBN to encapsulate
the monolayer MoS2 e) Resulting heterostructure dropped on Si/SiO2 substrate. The monolayer
MoS2 is encapsulated in the region of white square shown in the figure.
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In the PPC method, the top, bottom hBN and also the MoS2 are exfoliated onto Si/SiO2 sub-
strates respectively. Monolayer MoS2 and 15-20nm thick hBN flakes are identified and selected
using an optical microscope. Using a micron-thick, thin-film of PPC polymer, the top hBN,
monolayer MoS2 and the bottom hBN are picked up one after another by PPC method to form
hBN/MoS2/hBN Van der Waals heterostructure. This stack is dropped onto the Si/SiO2 sub-
strate and the PPC is removed using annealing. Refer PPC technique in chapter 2 for details.
The main advantage of this method is that the MoS2 is pristine and is not touched by any
polymer or solvents. However there are possibilities of air bubbles during the stacking process.
4.4 hBN encapsulation as passive component for enhancement
of optical properties
Monolayer MoS2 has been the most widely studied semiconducting 2D material due to its di-
rect bandgap and superior stability in atmospheric conditions. Due to its efficient emission
and absorption of light, where excitons are created with high binding energy and fast radiative
recombination, it has been regarded as the next generation candidate for future optoelectronics
along with other TMDCs. However its atmospheric stabilty has been in question as the mea-
sured exciton linewidth has been on the order of several tens of meV even at low temperatures.
In this section, by employing a method of Van der Waals heterostructures where monolayer
MoS2 is encapsulated between two flakes of hBN as explained in the sample fabrication section,
we show that sharp excitonic features of few meV linewidth approaching the expected homoge-
neous limit could be observed. By using a technique called four wave mixing microsocopy and
imaging, we correlate the homogeneous and inhomgeneous broadening of the exciton.
4.4.1 Homogeneous and inhomogeneous broadening
Homogeneous broadening (γ) refers to broadening of the optical linewidth of an electronic tran-
sition where the effect equally affects the different radiating or absorbing spatial area of the
sample. Hence the spectral shape of the transistion cross section across the sample would be
equal. The causes of the broadening include finite lifetimes of the energy levels involved called
lifetime broadening. The homogeneously broadened emission would have a Lorentzian profile.
Inhomogeneous broadening (σ) refers to the case where there is an increase in the exciton
linewidth of an electronic transition caused by different radiating or absorbing spatial area of
the sample to interact with different wavelength components. Hence the spectral shape of the
transistion cross section will be different across the sample. This broadening arises due to impu-
rities or dopants where local electric would be different for each of the emitter. Inhomogeneously
broadened emission exhibits a Gaussian profile.
Two fundamental parameters are used to characterize the exciton quantum dynamics as
depicted in the figure 4.5. The two parameters are excited state population relaxation rate(Γ)
which is inversely proportional to the population decay time T1 arising from both radiative and
nonradiative recombination. The second parameter is the dephasing rate (γ) arising due to the
coherent superposition of the crystal ground state (| 0〉) and the exciton state (| 1〉) that defines
the homogeneous linewidth of an exciton resonance.
The dephasing rate is inversely proportional to the coherence time T2. The homogeneous
linewidth that is related to population relaxation through γ = Γ2 +γ
∗ where γ∗ characterizes the
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pure dephasing processes arising due to elastic exciton-exciton and exciton-phonon interactions.
The popultaion decay time T1 and coherence time T2 are the two fundamental time scales
used in quantum optoelectronics. These time scales could be probed by employing either the
frequency or the time domain using linear or non linear spectroscopic techniques. It is observed
that the excitonic spectral line shape measured using linear transmission or reflection techniques
is a convolution of γ and σ. The separation of these components by applying line-shape fits like
Voigt profile requires prior knowledge of homogeneous and inhomogeneous line shapes.
For instance, in the (σ  γ) limit, the lineshape would be gaussian and γ cannot be reliably
estimated. Interestingly the exciton emission measured using non resonantly excited PL could
show narrower linewidths than those measured via resonant absorption. The reason being that
the carrier and exciton relaxation selecting a local potential minima at low temperatures prior
to recombination. Hence to separate the homogeneous component from the inhomogeneous
broadening in the exciton line-shape, the most suited method is nonlinear spectroscopy and in
particularly four wave mixing (FWM) spectroscopy which would be explained in the coming
subsections.
Figure 4.5 – Intrinsic exciton coherent dynamics and resonance broadening mechanisms. (a)
The quantum dynamics of an exciton with resonance frequency ω0 are characterized by two key
parameters: the population decay rate Γ (population lifetime T1), and the dephasing rate γ
(coherence time T2), which defines the exciton homogeneous linewidth. (b) An inhomogeneous
distribution of exciton oscillator frequencies (Γin) due to a varying local potential landscape
masks the intrinsic homogeneous linewidth in most optical spectroscopy experiments. Figure
adapted from Galan Moody et al. [142]
4.4.2 Line-width reduction/improvement
As discussed before, at room and even at low temperature monolayer MoS2 exhibits excitonic
linewidth of several tens of meV range. The large value of this linewidth indicates the presence
of inhomogeneous broadening (σ) of the exciton transition which would be more than an order
of magnitude compared to the homogeneous broadening (γ). This dominating inhomogenities
(σ  γ) in monolayer MoS2 masks the intrinsic properties of excitons and its role in complex
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band structure. These inhomogenities observed in the MoS2 arise from the external defects such
as adsorbed impurities,substrate effects and internal defects such as crystal defects with vacan-
cies or substitutional atoms that were discussed in detail in the previous chapter. The most
conventional substrate, Silicon with thin amorphous thermal oxide used to fabricate optoelec-
tronic devices have rough and corrugated surface containing charged impurities that generate a
disorder potential landscape for excitons.
The advancement in the transfer technology where two dimensional materials could be
stacked one over another in the form of so called Van der Waals heterosturctures by poly-
mer transfer methods have significantly improved the quality of the devices. In these kind of
superlattice structures, MoS2 is devoid of charge impurities arising from the SiO2 or the possible
adsorbed impurities from the environment due to its encapsulation between two atomically flat
and inert hBN flakes.
These VdW heterostructures are thought to promote conformal, intimate and atomicall flat
contact at the MoS2/hBN interfaces rendering the MoS2 close to its intrinsic quality. Other re-
search groups have shown that these kind of samples reveal extremely sharp excitionic features
of down to 2 meV linewidth approaching the homogeneous limit as shown in the figure 4.6.[143]
The used encapsulation strategy here for monolayer MoS2 has been extended to other TMD
materials to reduce the inhomogeneous broadening.
Figure 4.6 – (a) PL spectrum (filled curve) at 4 K for one capped ML when excited with a
2.33eV cw laser with a power density of 50 µW/µm2. The neutral exciton transition, which is
also the main feature of the differential reflectivity spectrum (red curve), exhibits a very narrow
linewidth of 4.5 meV for this particular sample. Also shown is the PL spectrum of an uncapped
MoS2 ML deposited directly onto the SiO2 substrate (black curve) measured under the same
conditions. b) Typical PL spectra for different TMDC MLs at 4K when deposited directly onto
SiO2 (top) and when capped with hBN (bottom).Figure adapted from Cadiz et al. [143]
4.4.3 Four-wave mixing spectroscopy in monolayer MoS2
As explained in the previous paragraphs, due to impurities and disorder in monolayer MoS2, the
excitonic linewidths exhibits inhomogeneous broadening along with the intinsic homogeneous
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broadening. This inhomogeneous broadening is because of spatial variation of the exciton en-
ergy and it can vary spatially across the whole sample surface area. Hence to seperate the
homogeneous from inhomogeneous braodening in the exciton line-shape, we use a non linear
spectroscopy called four-wave mixing(FWM). In this technique, to measure the coherent and
resonant FWM spectra, heterodyne spectral interferomerty(HSI) is used which would not be
discussed in detail in this thesis.
In this FWM technique, three laser beams are pumped and corrected so that they arrive
at sample close to their Fourier limit, with around 150fs duration. These three beams are
labelled as ε1,2,3 which are resonant with the exciton transition. They are focussed on the
sample with a microscope of objective NA=0.6 down to diffraction limit. Enhanced spatial and
temporal resolutions are required and hence FWM spectroscopy, resolving the signal on a 100
femto-second(fs) time and 300nano-meter(nm) spatial scale is implemented. While the signal is
discerned via optical heterodyning, the exciting laser pulses propagate co-linearly in the same
spatial mode. This technique allows us to spatially resolve σ and γ, and underlying correlations
between exciton-dephasing and σ.
Eventhough the encapsulation strategy leads to monolayer MoS2 being maintained close
to pristine, there could be variations across the flake due to strain from the substrate or en-
capsulating layer, dielctric environment, intrinsic impurities and defects, and the free carrier
concentration. These spatial variations give rise to disorder affecting the exciton radiating rates
and thus the inhomogeneous broadening. FWM driven on such an inhomogeneously broad-
ened optical transition created by a spatially varying exciton transition, forms a photon echo
as shown in the figure 4.7. While its temporal width is determined by σ, assuming sufficiently
short excitation pulses with respect to }/σ, the amplitude decay with delay time between the
first two exciting pulses (τ12) is only due to microscopic exciton dephasing. During the simple
exponential decay, it determines the full width half maximum (FWHM) of the γ = 2}/T2.
From the experiment, we find in general that the hBN encapsulation of monolayer MoS2
leads to a global reduction of σ to a few meV, comparable to the homogeneous broadening.
At some micron sized sample areas, a decrease of σ correlated with an enhanced FWM sig-
nal could be observed. In the regions of varying inhomogeneous broadening across the sample,
we investigate the impact of exciton disorder and retrieve the correlations between σ,γ, µ and T1.
The estimation of σ and γ is made by inspection of the time-resolved FWM amplitude as a
function of τ12. The recorded experimental details are as shown in the figure 4.7 c and d. From
the graph c, it could be noted that FWM is observed for τ12 > 0, and already for τ12 > 0.2ps,
the photon echo is formed where FWM takes the form of a Gaussian pulse centered close to
t = τ12.
For two-level systems and for delta-pulses, ideally, the FWM signal for τ12 > 0, t > 0 can be
assessed by a product of an exponential decay and a Gaussian shifting its maximum in time,
given as
| FWM(t, τ12) |∝ exp [−τ12/T2] .exp
[−ν2(t− τ12)2/2] (4.4.3.1)
The photon echo has a constant temporal width exhibiting a standard deviation of 1/ν
and FWHM
√
8ln2/ν. The quantity ν could be linked to inhomogeneous broadening σ as
σ =
√
8ln2}ν. On contrary to this, the amplitude decay of the echo with increasing τ12 at-
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tributes the homogeneous dephasing time T2 = 2}/γ. Hence using the above theoretical analysis
and fitting the experimental data, we could estimate σ and γ that provides information about
the local character of the sample.
The two-dimensional fit to the experimental data is shown in the right panels in the figure
4.7(left panels are the experimentally observed data respectively). The fit 4.7d for figure 4.7c
yields (γ, σ) ≈ (2.1, 12.5)meV indicating strong inhomogeneous broadening due to disorders.
Similarly at another point of the flake, 4.7e we could obtain (γ, σ) ≈ (3.1, 5.5), reaching closer
to homogeneous limit signifying less disorders at the position.
In the plot 4.7e, we can notice that photon echo is different from 4.7c in several aspects.
First, it is broader in real time, exhibiting a smaller σ. Second, the amplitude decay along τ12 is
faster revealing a shorter T2 and hence a larger γ. These changes were quantified and included
during the fit of the echo form. Further, we could identify that in 4.7e, the response starts to
deviate from the echo form, where maximum of the signal is not aligned along the diagonal,
indicating the transition to be close to the homogeneously broadened case. These two cases 4.7c
and e demonstrate that the exciton optical response is affected by disorders on the scale above
and below the resolution of the experiment (300nm).To probe the optical response, below this
resolution limit, we define a new kind of characterization explained in the next section of the
chapter.
All the above observations were made on the hBN/MoS2/hBN sample prepared using PDMS
method as explained in section 4.3.1 with optical image of the sample shown in 4.7a. Based on
above discussion, it could be concluded that the sample has both cleaner part and parts with
disorder. In addition to this, another sample was made using PPC method (section 4.3.2) and
the FWM signatures are shown in the figure 4.7 g,h. In this sample, at micron-sized areas, we
were able to record FWM amplitude as narrow as 4.4meV at T=4.5K as shown in the figure
4.7h. Strictly speaking, no signatures of the photon echo were noticed while inspecting FWM
transients versus τ12. Hence in this sample, σ is not detectable and the boradening reaches its
homogeneous limit.
Along with above experiments, further in-depth studies regarding exciton’s coherence dy-
namics and four-wave mixing mapping and statistical correlation were performed on the same
samples in collaboration with Jacek Kasprzak team. This will not be part of this thesis but for
more information one can refer to Jakubczyk et al.[144]
These experiments indicate that the samples produced using PPC method are pristine show-
ing the optical properties close to their intrinsic limit than the ones made using PDMS stamping
process. In the further experiments, we study the kind of disorders possible in these heterostruc-
ture and ways to probe them below the resolution limit of light.
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Figure 4.7 – (a) Optical microscopy image of the sample under the white light illumination
(b) Spatial mapping of the confocal photoluminescence (PL) at (636±5 )nm of the investigated
heterostructure. (c,d,e,f) Time-resolved FWM amplitude for different delays τ12 at T=5 K,
showing formation of the photon echo. The disorder is decreasing from top to bottom, quan-
tifed by the increase of γ and decrease of σ and graphs beside are corresponding simulations.
(g) FWM transients versus τ12 at T=4.5K FWM free induction decay, thus proving Exciton
broadening in its homogeneous limit. (h) Corresponding FWM spectra measured for τ12 = 0.5
ps. Red trace in the panel is the spectral shape of the reference pulse.
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4.5 hBN encapsulation as active component for efficient light
generation in MoS2
In all the previous sections and other chapters, it has been shown that hBN could be used as
a passive layer either as a buffer layer or as a protective layer to improve the physical proper-
ties of the relevent 2D material. In this section we devise a technique where hBN is used both
as a passive component and as an active component to bring the best out of the monolayer MoS2.
As explained in the fabrication section before, the MoS2 is encapsulated in between two
20nm hBN flakes to obtain a heterostructure where hBN acts as a buffer and protection layer
for the charge impurities originating from substrate or the environment. In this section, we
explain the use of hBN as an active component that acts as exciton resevoir to provide the same
to monolayer MoS2 for light generation.
4.5.1 Probing Interlayer coupling
The development of deterministic stacking of individual or few layers from layered materials such
as graphite, boron nitride, or transition metal dichalcogenides (TMDCs) in the last few years
allows now to build van der Waals heterostructures at will.[145] Even though such structures
are produced in conditions that are far from ultra high vacuum conditions usually required
to obtain very high quality heterostructures, carefull preparation yields clean enough inter-
faces to observe phenomena requiring efficient electronic coupling between layers. For instance,
long-lived interlayer excitons were observed,[146, 147] interlayer exciton-phonon coupling was
reported in WSe2/hexagonal boron nitride (h-BN), [148] interlayer phonon coupling was demon-
strated in MoS2/graphene [149] as well as in TMDC-based Van der Waals heterostructures [150].
Type II band alignment and charge transfer was already realized using monolayer two di-
mensional materials such as WSe2 and MoS2. The optical image in the figure 4.8 B) and D)
shows the fabricated heterostructures by exfoliation/polymer transfer and CVD grown/PMMA
transfer respectively. This was probed using photoluminescence technique with the spectrum
from each part WSe2, MoS2 and the heterostructure WSe2/MoS2 as shown in the figure 4.8.
Complete or efficient charge transfer is possible only if the two monolayers are coupled well
within the Van der Waals gap limit.
It could be confirmed from the figure 4.8A,C, that the interlayer coupling was extremely
good for the exfoliation-polymer transfer case than the CVD grown-PMMA transfer one. This
is because, in the hetrostructure part, in the exfoliation-polymer transfer sample almost all the
excitons combine radiatively and emit light pertaining to the expected type I band alignment
compared to the CVD grown-PMMA transfer sample. In the CVD grown-PMMA transfer sam-
ple, the interlayer coupling might be disturbed by transfer residues in between, at the interface
of the heterostructures.
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Figure 4.8 – A) Photoluminescence spectra of monolayer WSe2, MoS2, and the corresponding
hetero-bilayer B) Optical image of WSe2/MoS2 hetero-bilayer prepared using polymer transfer
method. C) Optical image and atomic force microscopy images(inset) for the WSe2/MoS2
heterostructure on a sapphire substrate. (D) Photoluminescence spectra for the selected sites
including MoS2 only (A), WSe2 only (C) and WSe2/MoS2 (B) stacked areas. Figure adapted
from [151], [152].
These achievements demonstrate that both inter-layer electronic and structural coupling can
be obtained in such heterostructures. Moire´ superlattices, which are the van der Waals (soft)
counterpart of dislocation networks in heteroepitaxial three-dimensional semiconductors, enrich
the electronic and optical properties. [153, 154, 155, 156, 157] Direct observations with high
resolution transmission electron microscopy indeed revealed locally perfect crystalline interfaces
between two-dimensional materials, with no apparent defects and only a van der Waals gap a
few A˚ngstro¨m-thick, devoid of impurity species.[158]
Even though beam-induced damages can be reduced by lowering the energy of the electron
beam to a few 10 keV in the transmission electron microscope column [159], such analysis is
destructive (the samples need to be cut and thinned down to a few nanometer), and it is tedious
to extend it at the scale of the entire heterostructure. On the contrary optical hyperspectral mi-
croscopies, mapping excitonic (photoluminescence) or vibrational (Raman) interlayer modes of
the heterostructures, require no additional sample preparation, and provide indirect information
on the quality of interfaces.[150, 160] Their downside is their limited spatial resolution, which
conceals information on, e.g., strain or electronic doping variations at scales below a few 100 nm.
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4.5.2 Type I band alignment in hBN/ monolayer MoS2/ hBN heterostruc-
ture
Cathodoluminescence (CL) is a powerful tool to study opto-electronic properties at the nanome-
ter scale, when implemented in a scanning electron microscope. Here, an electron beam of ad-
justable energy in the keV range excites electrons and holes, that can form electron-hole pairs
(excitons) and recombine radiatively, giving local spectroscopic information. In that case spatial
resolution is linked to the size of the excitation source, i.e. the electron beam which is as small
as a few nanometers, rather than limited by the optical diffraction limit.
In fact, spatial resolution in such experiment could ultimately be set by the diffusion of
the excitons. It can reach several hundreds of nanometers at room temperature in monolayer
TMDCS but is expected to be strongly quenched at low temperature due to the enhancement
of the radiative recombination rate[161]. Due to the low interaction with the electron beam,
atomically thin layers are expected to produce a small signal below the detection limit of most
instruments. In fact, no CL could be measured so far on a free-standing TMDC single layer.
Van der Waals heterostructures can be used to artificially enhance the interaction by en-
capsulating the active layer into an electronic barrier, very much like semiconductor quantum
wells are build: a small band gap material (well) is surrounded by a larger band gap material
(barrier). Electron beam irradiation generates hot electrons and holes inside the barrier, which
can be arbitrarily thick and hence produce a significant population of hot charge carriers that
relax and can be transferred into the low band gap material. This approach has been recently
demonstrated with h-BN as a barrier and a single layer TMDC (MoS2,WS2, WSe2) as the active
layer.[162]
Figure 4.9 – a) Optical micrographs of the full stack prepared with PDMS stamping . b)The
process of luminescence excitation in a van der Waals heterostructure with an electron beam.
So far cathodoluminescence was observed only in limited area of van der Waals heterostruc-
tures, and the absence of cathodoluminescence was ascribed to a locally poor contact between
the h-BN and TMDC surfaces.[162] In this scenario, it is implied that charge carrier transfer
between the barrier and active material is inefficient, so no excitons can be generated in the
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latter material. Poor-contact-regions are indeed very common in heterostructures. They corre-
spond to blisters trapped at the interfaces, where contaminants associated to the manipulation
of the two-dimensional materials gather.[163]
Here we demonstrate that indeed an intimate contact between the materials is key to observe
efficient cathodoluminescence. Conversely, we find that in presence of contaminants at the in-
terfaces cathodoluminescence is quenched. This quenching is also observed in photoluminesence
performed after the cathodoluminescence. It is hence not only the signature of an inefficient
transfer of electrons and holes, but it proves the creation of crystal defects inside MoS2 that
presumably strongly promote non-radiative exciton recombination.
Such defects are detected in Raman spectroscopy. We trace back the origin of defects to
a possible chemical reaction between trapped species and the pristine MoS2, promoted by the
electron beam. We show that the spatial uniformity of the cathodoluminescence response of the
heterostructures can be greatly enhanced by reducing the amount of contaminants at interfaces
(in particular, the amount of trapped blister), using polypropylene carbonate (PPC) to pick-up
and release the different materials of the heterostructure.[163]
4.5.3 Non uniform cathodoluminescence and quenching
Figure 4.10a shows a typical CL spectrum of single-layer MoS2 encapsulated between h-BN with
the PDMS transfer technique. A strong emission is centered around 1950 meV corresponding
to the energy of the recombination of the neutral A-exciton (EX) in MoS2. The high energy
of the electrons (1keV) compared to the h-BN band gap allows to excite electrons and holes
directly in the h-BN, as witnessed by near band edge luminescence from h-BN (see figure 4.12).
Due to its thickness (top: 18 nm, bottom: 22 nm) a significant number of electrons and holes
can be generated in h-BN.
Using Monte-Carlo simulations, we have shown that at 1keV, the absorption length in h-BN
is of the order of several tens of nm (see figure 4.11). When the contact with single-layer MoS2
is intimate, electrons and holes can be transferred into the latter material which has a much
smaller band gap than h-BN. They can then form an EX that will eventually contribute to
luminescence when recombining radiatively (A-exciton emission in Figure 4.10a). Alternatively
EX can be formed directly in h-BN and either recombine radiatively or relax into MoS2. The
full CL process is illustrated in Figure 4.10b.
For comparison with CL, a PL spectrum taken in the same area is presented in figure 4.10a.
We see that the spectra are very similar proving their common origin, that is radiative recom-
bination (photon emission) of the A exciton of single layer MoS2. We also want to stress that
linewidths are both of the order of 10 meV. It shows that no additional broadening is brought
by using a high energy electron beam (in the CL experiment) as the excitation instead of light
(PL experiment).
This is a very important point, and rather unexpected when referring to literature on CL.
Large broadenings, associated to the large number of free charges generated, can indeed often
be observed [164]. The lack of broadening demonstrated here is a strong asset for the potential
application of CL in mapping properties of van der Waals heterostructures at the nanoscale.
We note that the excitation used in our PL experiment is not sufficient (unlike in the CL
experiment) to excite electrons and holes directly in h-BN, so we do not observe luminescence
from this material in these conditions.
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Figure 4.10 – Optical characterization using Photoluminescence (PL) and Cathodoluminescence
(CL). A comparison of spatially-resolved spectra at 5K obtained in PL and CL is presented in
(a). The spectra are acquired within less than 1 µm of each other, bearing in mind that the
probed area differ in both techniques. In both cases, the signal is dominated by neutral exciton
emission. The spatially-resolved integrated CL intensity of the exciton is shown in (b) showing
some strong inhomogeneities. This is not the case for the integrated PL intensity measured
before CL at room temperature (c). In contrast, integrated PL intensity performed after CL
(d) shows a strong inhomogeneity presenting a spatial correlation with the CL mapping. Scale
bar are 10 µm.
The spatial mapping of the CL intensity measured at 1937 meV (+/- 30 meV ) is presented
in figure 4.10b. Bright and dark regions are observed, in accordance with a previous report[162].
In the absence of the encapsulating h-BN, no CL is detected; CL is only detected in localized
regions of the h-BN-encapsulated MoS2 (see 4.12b). Encapsulation hence appears necessary,
because h-BN is the source of electrons and holes that will eventually recombine in MoS2, but
not sufficient.
An absence of CL in presence of h-BN is in principle surprising, and this was proposed as
an evidence of a poor contact between h-BN and MoS2.[162] Atomic force microscopy (AFM)
reveals that the corresponding regions show a significant roughness and bubble-like features at
the surface (see figure 4.16). We relate these observations to the presence of blisters filled with
species (airborne, contaminants from the polymer stamp) and trapped at the interface between
h-BN and MoS2. The regions exhibiting CL actually appear very flat in AFM (see 4.16), with
a root minus square roughness in the range of 2 A˚, typically several times lower than for other
regions. This is indicative of very smooth and flat (buried) interfaces between the materials.
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Prior to the measurement of CL maps, we measured PL maps. Figure 4.10c,d displays the
integrated PL intensity of the EX (sum of neutral and charged excitons, which appear as a low
energy shoulder, contributions). Unlike for CL, we here only observe bright regions, except at
locations where the MoS2 layer is physically cracked. There are variations of the PL intensity
and position which are attributed to local changes (strain, doping, coupling to h-BN) but no
quenching.
A straightforward interpretation for the only partial spatial correlations between CL and PL
maps on one hand, and the clear correlation between dark regions as found with CL and rough
regions as found in AFM on the other hand, relates to the effectiveness of electrons and holes
transfer at the interface between MoS2 and h-BN. [162] Indeed, it seems reasonable to expect
that the presence of species intercalated in between the two materials, in the form of blisters or
in other forms, hinders charge transfers. However, we will now see that other effects prevail.
4.5.4 Importance of hBN
As explained before hBN plays a crucial role as exciton reservoir. The intensity of CL would
be dependent on thickness of the hBN. When the hBN is too thin, the CL intensity coming
from monolayer MoS2 reduces because of the limited interaction cross section. If the hBN is
too thick, for instance above 50nm, then few layers form like a barrier and the excitons from
hBN cannot reach the monolayer MoS2. In our case the top hBN was around 20nm so that it
could have sufficient interaction cross section and exciton proximity to the MoS2.
To estimate the interaction length of the electron beam with the sample we have performed
Monte-Carlo simulations using the Casino program. Simulations were performed using 1keV
electrons and a density of 2.1 g/cm3 for h-BN and are presented in Figure 4.11. It shows that
at this acceleration voltage, most of the energy is transferred within the top 20 nm.
Figure 4.11 – Electron trajectory simulations (a). The in-plane integrated energy that is trans-
ferred to the material is illustrated in (b). The horizontal scale is in nm.
Due to the high energy of the electron beam compared to the h-BN band gap, it was possible
to retrieve near band edge CL emission from the hBN as illustrated in Figure 4.12a. Observation
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of near band edge emission around 215nm is also the signature of the high crystalline quality
of hBN flakes. We note that recent studies have established that hBN is an indirect band gap
semiconductor[6] and that the complex emission spectra should be interpreted with regards to
the phonon band structure. In addition, in figure 4.12b, we show that in region where MoS2
is not encapsulated in hBN, no measurable CL signal can be retrieved. This shows that hBN
plays a very important role as exciton contributor.
Figure 4.12 – (a) CL obtained at 5K and 5kV on a thick h-BN flake. (b) Comparaison of CL
spectra measured on MoS2 with (red) and without (black) hBN encapsulation.
4.5.5 Raman studies on defects created by ion bombardment
Structural defects created due to ion bombardment has already been studied by Mignuzzi et al
[165]. In this report, they have made a detailed Raman spectroscopic analysis on change in the
different Raman modes as a result of ion radiation. The density of defects were controlled dur-
ing ion bombardment and they were able to quantify these defects with respect to vibrational
spectroscopy. It could be seen from the figure 4.13a, that as the defects increased, the high
frequency peaks A′1 and E′ broadened along with significant appearance of LA(M) mode. They
were also able to quantify the defects with respect to position of the high frequency modes and
the full width half maximum of the modes as shown in the figure 4.13c and d respectively.
The introduced defects perturb the spatial translational invariance of the system resulting
in breakdown of fundamental selection rules. Hence the defect causes a situation of moving
away from Γ point to M point in the corresponding branches of phonon dispersion curve. As
a result, the broadening of first order high frequency peaks A′1 and E′ and appearance of sev-
eral acoustic peaks occur in the Raman spectrum. These disorder activated peaks have been
assigned to different phonon at M point as shown in the table.
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Figure 4.13 – (a) Raman spectra of monolayer MoS2 flakes with varying inter-defect distances
LD. (b) High frequency first order Raman spectrum for sample with LD = 2.2 nm. The gray
lines are the fitted Voigt peaks, and the red line is the cumulative spectrum from the Voigt
fitting process. The black dots represent the experimental spectrum. (c)Position of E′ and A′1
as a function of LD (d) FWHM(Γ) of E
′ and A′1 as a function of LD.Figure adapted from [165].
Band (cm−1) Assignment
154.5± 2.4 TA(M)
180.6± 1.9 ZA(M)
187.9± 0.8 TA(K)
227.6± 0.7 LA(M)
357.7± 2.8 TO(M)
377.0± 1.1 LO(M)
411.9± 1.2 ZO(M)
Table 4.1 – Assignment of the different Raman modes observed due to disorder in the monolayer
MoS2.
4.5.6 Raman analysis before and after electron beam irradiation
While before exposure to the electron beam (used for the CL measurement), PL revealed es-
sentially bright regions, the PL map measured after CL strongly correlates with the CL maps,
showing the same dark regions (compare Figures 4.10 c,e). Obviously the irradiation by the
electron beam locally quenches luminescence, whatever the source of excitation used to observe
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it. This observation questions the common conception that CL is quenched only by charge
transfer hindrance at interfaces; instead it suggests a more invasive effect of the electron beam,
damaging MoS2.
Figure 4.14 – Raman spectroscpopy and spatial mapping of defects. The spatially resolved
width of the A′1 peak is used as a metric for the presence of defects created during the CL
experiment, as discussed in the main text. The map shown in (a) presents a strong spatial
correlation with both CL and PL mapping performed after CL (see Figures 2b,d). A′1 map with
a better spatial resolution of a smaller area is presented in (b). The histogram of A′1 widths is
presented in (c), in which two peaks attributed to the absence (blue, small width) or presence
(green, large width) of defects appear. The color scale meaning in (a), (b) is provided in (c).
In (d) representative spectra of the different regions are presented: pristine (i.e. before CL),
PL active and PL inactive/defective. PL active and pristine are virtually indistinguishable.
In addition to a broader A′1 peak, the defective regions show the emergence of Raman signal
around 230 cm−1, which we refer to as the LA area. Such signal in this area is also a signature
of defects. (e) shows the spatially-resolved integrated intensity in this spectral region at the
same position as in (b). As expected, defective/PL inactive regions shows more signal in this
area (red) and correlate with a wider A′1 peak (b) providing a consistent picture. The color
scale used in (e) is detailed in (f).
To address this possibility, we analyzed the vibrational properties of MoS2, before and after
electron beam irradiation. We performed Raman spectroscopy at room temperature using an
excitation wavelength of 532 nm (see Methods). In the regions showing CL, we always observe
Raman spectra with two prominent peaks (Figure 4.14a), corresponding to the intralayer in-
plane E
′
and out-of-plane A
′
1 modes.[104],[166]. These modes correspond to first-order Raman
processes and arise from single phonon at the center of the Brillouin zone.
Small deviations from single Lorentzian lineshapes, expected for such processes, can never-
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theless be extracted from the experimental spectra of pristine monolayer MoS2. Such deviations
likely come from the additional contributions of doubly resonant Raman (DRR) processes. For
the E
′
mode, a low energy shoulder was already reported in pristine monolayer MoS2[167, 168].
As the E
′
mode is doubly degenerate, such shoulder could be attributed to a degeneracy lifting
induced by strain or doping. [166]
Electron beam irradiation has no effect on the spectra in regions showing CL. In regions
showing no CL, on the contrary, electron irradiation has strong effects. Prior to irradiation,
we also exclusively observe signatures of the E
′
and A
′
1 modes. After irradiation, the corre-
sponding peaks appear broader and show some structure, and new modes are found at lower
frequency, around 230 cm−1 (Figure 4.14a). They form a band, that is referred to as LA(M) in
the literature.[169, 167, 168]. While an exact fitting procedure would require a full theoretical
description of Raman intensities including DRR contributions, such complex spectra have been
fitted with a sum of Lorentzian in the literature [170, 167, 168].
Within this approximation, we can associate a peak to a given phonon in the band struc-
ture. The band around 230 cm−1 was shown to be defect-induced. A detailed, excitation energy
dependent study, showed that this band arises from DRR processes involving one phonon; elas-
tic scattering by a defect ensuring momentum conservation [168]. This band has three main
contributions: a van Hove singularity in the phonon density of states between the K and M
points, the LA band in vicinity of the M point (LA(M)) and the LA band in the vicinity of
the K point (LA(K)) [168]. In addition we observe another defect-activated contribution near
250 cm−1 which was also reported by Mignuzzi et al. [167] but left unassigned.
We now discuss the evolution of the spectra in the vicinity of the E
′
and A
′
1 modes upon
electron irradiation in regions showing no CL. Defect-induced contributions are visible close to
both E
′
and A
′
1. They have been attributed to phonons in the vicinity of the M points on the
TO, LO and ZO branches [167]. We have quantitatively analyzed the weight of those defect-
induced contributions in order to spatially map the occurrence of defects. The details of the
analysis are presented in the appendix section. In Figure 4.14b,c , we image the presence of
defects in the sample using this approach.
We see that there is a remarkable spatial correlation between defect mapping using Raman
spectroscopy and CL/PL mapping (Figure 4.10c,e). In addition, to strengthen the validity of
our method, we perform a similar defect-mapping analysis based on the LA(M) band (Figure
4.14e). We see here that regions with a measurable contribution around 230 cm−1 are the ones
that are defective and thus CL/PL inactive. The quenching of luminescence by electron beam
irradiation is hence related to defect creation in MoS2.
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Figure 4.15 – Spatially resolved contact mapping through doping analysis before cathodolumi-
nescence. In (a) the energy shifts of both the E′ and A′1 Raman modes acquired on the whole
sample are presented. Their positions are both dependent on strain and doping (strain and
doping axis are represented by non-orthogonal vectors in this space). The spatially resolved
doping (b) shows that region that are tightly coupled to hBN present less electron doping. The
colorscale in (a) represents the electron doping as in (b).
We now turn our attention to the origin of defects creation and the possibility to locate re-
gions with an intimate contact between h-BN and MoS2 prior to CL and the creation of defects.
In Figure 4.15, we present a doping analysis of the sample realized prior to CL. We used
Raman spectroscopy and tracked local shifts in the positions of the E
′
and A
′
1 modes (see the
distribution in Figure 4.15a) to retrieve the spatial dependence of doping (Figure 4.15b). This
is possible thanks to their different dependence on strain and doping. This kind of analysis
was already outlined in the literature on monolayer MoS2 in chapter 3. [112, 94] We observe
that regions exhibiting CL have a smaller n doping, by typically several 1012 cm−2, compared
to regions presenting no CL. Noting that the analysis concerns measurements acquired before
the CL measurements, i.e. prior to electron beam irradiation, we conclude that regions tightly
coupled to h-BN are less electron doped than regions with a loose coupling.
While the presence of an h-BN susbtrate has been shown to reduce electron doping compared
to SiO2, [94] in which case doping is created by charge traps at the interface, [114] the exact
mechanism at stake here to explain the coupling-dependent doping is more complex. Species
trapped at the interface and gathered in the form of blisters are likely candidates to explain
the observed n doping. But the effect of, for instance, oxygen, that was present during the
sample preparation in ambient atmosphere is still debated and might depend on the substrate.
[171] While the identification of the exact mechanism responsible for the observed reduction of
n doping in tighly coupled h-BN/MoS2 regions will require further investigations, it is never-
theless possible to identify those regions using Raman spectroscopy as shown in Figure 4.15b.
We note that we could not observe low-energy interlayer vibrational modes in Raman spec-
troscopy, that could be another signature, besides electronic doping level, of an intimate contact
between MoS2 and h-BN. Although such modes have indeed been observed in between TMDC
layers,[172, 173, 174] we are not aware of any reports of such modes between h-BN and MoS2.
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4.5.7 Origin of defects
Having established that defects are induced by irradiation by the electron-beam used during
the cathodoluminescence measurements, and that these defects yield prominently non-radiative
recombination of EXs, we now discuss their possible origin. The energy of the electron beam is
well below the threshold for knock-on displacement of individual S or Mo atoms in MoS2, which
is several 10 keV and few 100 keV respectively.[175, 176, 177] This effect can hence be ruled
out as a source of defects in MoS2 here. The dose in a typical CL experiment is estimated to
be of the order of tens of mC/cm2 (tens of electrons/nm2) which is several orders of magnitude
below the dose for typical transmission electron microscopy experiments [109].
Another possible origin, also related to the electron beam, is a chemical reaction rather
than a scattering effect. MoS2 has indeed been shown to act as an active catalyst for hydro-
gen evolution reactions (HER). Following a Volmer-Heyrovsky type of mechanism, the electron
beam used in our experiment might thus promote a multi-step chemical processes proceeding
for instance through the formation of MoH adducts.[178, 179] In our case, it is reasonable to
assume that the blisters located at the MoS2/h-BN interface contain airborne species such as
water and/or oxygen that naturally adsorb on surfaces in ambient pressure conditions and will
be trapped during the assembly of the heterostructure.
Figure 4.16 – Atomic force microscopy image of the sample made using the PDMS technique.
Regions with very different roughness can be observed. The left histograms are obtained in the
blue and pink area on the right image. The blue region, that presents a much smaller roughness
(root minus square roughness in the range of 2 A˚) is the one which shows the best coupling
between h-BN and MoS2.
It has been shown that the presence of oxygen can enhance catalytic reactions in MoS2.[180]
The trapped blisters may hence behave as aqueous solution micro- or nano-reactors. The chem-
ical environment of the MoS2 atoms bonded to hydrogen is different from that of the pristine
material, which may authorize the electron scattering processes needed to activate the above-
discussed defect-induced Raman signatures.
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4.5.8 Heterostructure fabrication for better interlayer coupling
The nanometer-scale spatial resolution of cathodoluminesence, as implemented in a scanning
electron microscope, together with the tendency for defect formation under electron-beam ir-
radiation of the blisters, represents a high resolution probe of the quality of the MoS2/h-BN
contact. Employing this probe allowed us to conclude that the PDMS transfer technique does
not allow to achieve extended clean contacts beyond a few µm.
We then used an alternative transfer technique based on pick-up and drop-down with a PPC
stamp. This technique allows to reduce the amount of blisters trapped at the interface.[163]
Figure 4.17a shows an optical micrograph of a h-BN/MoS2/h-BN heterostructure. The CL
map of this sample is much more uniform than that of heterostructures prepared with a PDMS
stamping as expected from the more uniform contact (compare Figures 4.17c and 4.4). Also
the PL taken before and after CL are very similar (see Figures 4.17) in contrast to the sample
prepared using PDMS (see Figures 4.3). It shows that electron beam irradiation in CL has
not created extended defective regions because of the uniform coupling in that sample. The
complete suppression of bubbles should allow further optimization of the process. [163]
Figure 4.17 – Uniform coupling and properties using PPC preparation technique.The sample
prepared using the pick-up technique is shown in (e). The inset presents the region of interest
of MoS2 prior pick-up, i.e. on SiO2, in which case the optical contrast is higher.The CL signal
measured at 5K in the sample prepared by the pick-up drop-down technique is uniform across
the flake. We observe sub-micrometric regions with reduced CL signal (blue) that are (air)
bubbles. The integrated PL intensity measured at room temperature before (b) and after (c)
CL shows a limited evolution compared to the sample made using PDMS. The absence of
signal is limited to sub-micrometer size regions that are caused by (air) bubbles created in the
fabrication process.
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4.6 Chapter conclusions and perspectives
4.6.1 Conclusions
In this chapter, we have shown that encapsulating MoS2 SLs in between h-BN layers drastically
improves the optical quality in this material and permits to recover its intrinsic optical prop-
erties .We have performed three-beam FWM which reveals the formation of the photon echos,
extracting homogeneous and inhomogeneous contributions to the EX spectral line-shape. Inter-
estingly, at some positions the echo formation is suppressed. The FWM transient approaches
the form of interaction dominated free-induction decay, implying that locally the EX broadening
is dominantly homogeneous.
FWM microscopy reveals the impact of the local disorder onto the EX’s oscillator strength
and its line-shape. The latter is shown to be affected also by the temperature. This methodol-
ogy is well suited to accurately assess the impact of disorder on the EX responses in forthcoming
experiments with novel TMD heterostructures.
Finally we show that clean interfaces between TMDCs (here MoS2) and h-BN are required
to allow efficient charge transfer between the barrier and active material. Assembly techniques
that are commonly employed to prepare heterostructures often trap blisters of contaminants at
the interface between the TMDC and h-BN surfaces. Contrary to what may have been thought,
the detrimental effect of such blisters is a hindrance of charge transfers at interface. Cathodolu-
minescence is there quenched due also to electron-beam-induced damage of the TMDC crystal.
Defects are generated, and induce non-radiative charge carrier combination.
We ascribe the formation of defects to an electron-promoted chemical reaction. We find that
the cleanliness of the interface is of superior spatial uniformity, and the generation of defects
is greatly avoided, when a pick-up/drop-down assembly technique with PPC is employed. The
narrow emission linewidth observed in CL and the localized electron beam should allow to spa-
tially map strain and doping profiles with nanometer resolution by analyzing the exciton peak
position and the presence of trion emission. CL could also be used to study with unprecedented
spatial resolution single photon emitters that were reported in several TMDCs.
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4.6.2 Perspectives: MoSe2 heterostructure in tailored electromagnetic envi-
ronments
Figure 4.18 – (left) Monolayer MoSe2 encapuslated in hBN. (right) A 500 micron diameter
zirconium lens covering the heterostructure.
The monolayer MoSe2 was encapuslated inside two hBN flakes by using the PPC technique as
explained in the sample fabrication section. Similar to monolayer MoS2, it has direct bandgap
at the single-layer limit. A 500 micron diameter zirconium lens is transferred on the hBN/
MoSe2/hBN heterostructure using micromanipulator techniques. Here the goal is to study the
exciton dispersion further in k-space. It has been predicted theoritically that the exciton disper-
sion has several branches, one of them being linear near k.[181] Therefore, using the zirconium
lens and anti-reflective coating on top of it, we want to probe the dispersion relation experimen-
tally. We chose MoSe2 heterostructure as its spectral range is adapted to the use of a tunable
Ti-Sa laser.
Further, in the team there is now an ongoing effort to measure such heterostructures in
microcavities in the regime of strong light matter coupling, in order to study the role of inter-
actions. TMDC are especially suitable to reach the strong coupling regime due to their high
oscillator strength.[182]
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4.7 APPENDIX
I would like to thank the post doc of the group Dr. Simone Lisi for the specific complex IGOR
codes developed for the analysis of Photoluminescence and the Raman spectra and maps. His
fitting procedures were used in all of our published papers and in the present thesis and a brief
description is given in this appendix.
4.7.1 Photoluminescence spectrum fitting procedure
Photoluminescence spectra were acquired with a 532 nm Nd:YAG laser using a commercial con-
focal WITEC spectrometer at room temperature under ambient conditions. The laser spot size
was around 1 µm. The signal was collected through a 50x objective with a numerical aperture
of 0.75. A low power of 8 µ W was used to avoid any possible photodoping along with a grating
of 600 lines/mm. The photoluminescence spectra were taken with an integration time of 30s
to improve signal-to-noise ratio, and the spatially resolved photoluminescence maps were taken
with an integration time of 3-5s.
Photoluminescence spectra at room temperature have been fitted with purely Lorentzian
lineshape, as intrinsic effect dominate the character of the spectral distribution in such mate-
rial. Indeed, gaussian broadening due to extrinsic effect are hardly detectable, and a satisfactory
fit is achieved with a purely Lorentzian curves. The two contributions comprised in the spectral
range 1.75eV − 1.95eV can be straightforwardly ascribed to the A exciton and and its charged
counterpart, the A- trion, at higher and lower photon energies respectively.
4.7.2 Raman spectrum fitting procedure
All the Raman spectras were acquired with a 532 nm Nd:YAG laser using a commercial confocal
WITEC spectrometer at room temperature under ambient conditions. The laser spot size was
around 1 µm. The signal was collected through a 50x objective with a numerical aperture of
0.75. For the Raman spectra, the power was kept at 300 µW to avoid damage due to laser-
induced heating in MoS2 flakes. The signal was integrated for 2s after being dispersed by a
1800 lines/mm grating.
This spectral region is fitted with a single Voigt line profile together with a linear back-
ground. The simplicity of the spectral shape allows for an unambiguous fit.For a pristine,
poorly defected sample, two Raman signatures can be identified in the spectral region ranging
from 320−420cm−1. Increasing the defect density qualitatively results in a broadening of these
spectral features and a the concomitant rise of additional spectral weight in their proximity.The
first step of our strategy consists in approximating these additional spectral weight with the
combination of series of Voigt line profiles. It is important to remark that the aim of these first
step is not to extract physically relevant information from the fit parameters, but rather to ob-
tain a smoothing spline to be later used in our fits to separate purely defective signatures from
spurious ones. With spurious features we refer to the spectral features due to the both purely
Raman Eg and Ag peaks and their broadening due to defect scattering. The deconvolution of
pristine and defect related features for these peaks is beyond the scope of this analysis.
4.7.2.1 Residuals for quantitative fit analysis
Fitting spectral distributions is a common practice in spectroscopy for extracting valuable physi-
cal information, when an ’a priori’ known model is available to describe the observed spectra.The
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Figure 4.19 – Details of residual analysis for error bars estimation. The subscript G (resp. L)
stems to the Gaussian (resp. Lorentzian) contribution to the Voigt lineshape.
reliability of the fit and in particular the standard deviation associated to each fit parameter
fundamentally relies on error-bars associated to each point in the spectral distribution, that are
normally not readily available experimental outputs. In the following, a strategy is defined to
evaluate the standard deviation associated to our experimental curves. The spectrum of the
pristine MoS2 will be used as a model.
For each spectrum, a region comprising a single Raman peak together with a smoothly vary-
ing background is found. In our case the spectral range 477-558 cm−1 is chosen (as shown in the
bottom-left panel of Figure 4.19), where only signal from the SiO2/Si substrate is found, on an
almost flat background. It is worth noting that a peak-less region would be a fair choice as well,
but for the sake of accumulating statistics on a wide experimental range, a region comprising a
single peak was chosen for our analysis.
This spectral region is fitted with a single Voigt line profile together with a linear back-
ground (bottom-left panel of Figure 4.19). The simplicity of the spectral shape allows for an
unambiguous fit. The fit function takes the form of a linear component plus a Voigt function:
fit(x) = K0 +K1× x+ V oigt(x)
The % of fit residuals (%Norm Residuals(x)) are calculated point by point, computing the
difference between the fit value (Fit(x)) and the spectral intensity (Iexp(x)), normalized by the
latter and multiplying by 100 (top-left panel of Figure 4.19).
%Norm Residuals(x) = 100 ∗ (Fit(x)− Iexp(x))/(Iexp(x))
Then the standard deviation is computed and double checked fitting with a gaussian func-
tion the distribution of the residuals (right panel of Figure 4.19):
st dev% =
√
(
∑
x(%Norm Residuals(x)
2)/(N − 1))
with N number of points.
Finally, this st dev% is used to compute the error-bars for each point in the spectrum by
157
rescaling as:
error bars(x) = st dev%× Iexp(x)/100
4.7.2.2 The spectral function
The aim of this study is to exploit spatially resolved Raman spectroscopy to readily ascertain,
and to quantify to some extent, the presence of defects in large area flakes (several tens of
µm2). Raman spectroscopy is an efficient tool for identifying defect related spectral features, as
recently shown by Mignuzzi et al. [167]. To this end, the possibility to densely sample Raman
spectra on large areas is explored.
The main downside of a dense spatial sampling is the consequent lowering of spectral qual-
ity (i.e. signal to noise ratio) that is needed for scanning the whole sample surface in a time
compatible with drift in position and focus in the setup (typically on the hour scale).
Such a loss of spectral quality hinders refined fit analysis, where multiple unresolved peaks
are found, (as shown in the literature [167]). Therefore the aim of our analysis is to devise a
simple strategy for extracting defect related quantities out of noisy data.
For a pristine sample, two Raman signatures can be identified in the spectral region ranging
from 320-420 cm−1. Increasing the defect density qualitatively results in a broadening of these
spectral features and a concomitant rise of additional spectral weight in their proximity.
The first step of our strategy consists in approximating these additional spectral weight with
the combination of series of Voigt line profiles. It is important to remark that the aim of these
first step is not to extract physically relevant information from the fit parameters, but rather
to obtain a smoothing spline to be later used in our fits to separate purely defective signatures
from the remaining features, (peak3 and peak 5 in the following discussion) in the spectra. Such
features arise primarily from E
′
and A
′
1, but with additional contribution, mainly in the form of
broadening, due to defects. The deconvolution of pristine and defect related features for these
peaks is beyond the scope of this analysis.
A good fit of a defect rich area has been achieved with a series of 7 peaks (Figure 4.20).
Peaks 3 and 5 refer to the features just described, peaks 0-2 describe the smoothing spline of
defect signatures around the E
′
peak (bunch1), while peak 4 an 6 describe defect signatures
near the A
′
1 peak (bunch2).
bunch1(x) = peak0(x) + peak1(x) + peak2(x)
bunch2(x) = peak4(x) + peak6(x)
G FWHM [cm−1] Rel. Area [Arb. Units] Center [cm−1] L FWHM [cm−1]
peak0 28.693 0.334479 361.86 0.06775
peak1 14.237 0.370025 375.42 0.012103
peak2 7.7384 0.295496 381.8 0.0083741
peak4 1.5332 0.314408 403.15 3.9348
peak6 3.4388 0.685592 412.81 4.416
Table 4.2 – Fit parameters for the spectrum presented in Figure 4.20.
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Figure 4.20 – Fit of a Raman spectrum from MoS2 in a defective area.
We then proceeded to fit good quality spectra (Figure 4.21) with various defect densities by
fixing the shape of these smoothing splines and allowing for small relative position adjustment
(offset bunch i, i=1,2) and area rescaling (area bunch i, i=1,2), plus two Voigt peaks represent-
ing the E
′
and A
′
1 peaks (peak3 and peak5 respectively) and a linear background (K0+K1×x):
F (x) = K0 + K1 × x + Area bunch 1 × bunch1(x − offset bunch 1) + Area bunch 2 ×
bunch2(x− offset bunch 2) + peak3(x) + peak5(x)
The spectra acquired at different locations show a varying amount of defect related spectral
weight, with higher levels of defects being correlated to broader E
′
and A
′
1 spectral features.
The tables below report the fit results for the spectra in Figure 4.21.
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Figure 4.21 – Examples of fits in regions presenting a wide range of defect densities.
160
Spectrum0 Spectrum1 Spectrum2 Spectrum3
K0 243.1 (1.7) 215.7 (1.1) 228 (3) 208.8 (1.4)
K1 0.035 (0.005) 0.0331 (0.003) 0.022 (0.008) 0.056 (0.004)
Area bunch 1 236 (19) 202 (12) 450 (40) 196 (14)
Offset bunch 1 0.4 (0.9) 0.1 (0.6) 0.0 (1.0) 0.2 (0.8)
E
′
G FWHM 2.6 (0.3) 2.60 (0.09) 3.6 (0.5) 2.65 (0.08)
E
′
Area 120 (20) 295 (13) 270 (40) 393 (16)
E
′
Center 385.80 (0.05) 385.380 (0.015) 385.18 (0.09) 385.680 (0.014)
E
′
L FWHM 1.1 (0.6) 1.06 (0.15) 1.6 (0.6) 0.81 (0.14)
Area bunch 1 110 (20) 22 (11) 160 (0.6) 48 (14)
Offset bunch 1 -0.1 (0.4) -3.0 (0.8) -0.3 (0.4) -3 (0.5)
A
′
1 G FWHM 3.3 (0.4) 1.91 (0.12) 2.9 (0.4) 2.36 (0.10)
A
′
1 Area 440 (30) 893 (14) 1000 (60) 1065 (16)
A
′
1 Center 407.07 (0.03) 406.810 (0.009) 406.63 (0.03) 406.910 (0.009)
A
′
1 L FWHM 2.2 (0.6) 2.85 (0.12) 4.0 (0.5) 2.18 (0.12)
Spectrum4 Spectrum5 Spectrum6 Spectrum7
K0 209.3 (1.4) 231.1 (1.4) 254 (2) 220.5 (1.4)
K1 0.050 (0.004) 0.017 (0.004) -0.006 (0.006) 0.044 (0.004)
Area bunch 1 171 (14) 494 (20) 570 (20) 270 (17)
Offset bunch 1 -0.26 (1.0) 0.0 (0.5) 0.0 (0.5) 0.2 (0.7)
E
′
G FWHM 2.61 (0.08) 3.3 (0.2) 4.4 (0.6) 2.60 (0.11)
E
′
Area 427 (16) 200 (20) 84 (20) 365 (19)
E
′
Cent 385.310 (0.014) 385.11 (0.04) 385.60 (0.16) 385.445 (0.017)
E
′
L FWHM 0.84 (0.14) 1.2 (0.3) 0.01 (1.01) 1.14 (0.17)
Area bunch 1 35 (15) 140 (20) 162 (17) 37 (15)
Offset bunch 1 -3.0 (0.7) -0.6 (0.2) 0.2 (0.2) -0.5 (0.7)
A
′
1 G FWHM 2.36 (0.10) 2.4 (0.2) 2.9 (0.3) 2.00 (0.16)
A
′
1 Area 1087 (19) 950 (30) 880 (30) 1079 (19)
A
′
1 Center 406.780 (0.009) 406.720 (0.018) 407.06 (0.03) 406.845 (0.011)
A
′
1 L FWHM 2.17 (0.12) 4.0 (0.3) 5.3 (0.3) 2.89 (0.16)
Table 4.3 – Fit parameters for the spectra presented in Figure 4.20.
By fitting, with the above model, Raman maps with a small field of view and good quality
spectra, a correlation can be established between low defect related intensity and strong PL
activity (Figure 4.22). In Figure 4.22 we report the FWHM of the E
′
and A
′
1 Voigt curves
(Figure 4.22a and Figure 4.22b respectively) and we compare them with the area of the two
defect-related bunches (1 and 2 in Figure 4.22c and Figure 4.22d respectively). The histogram
representing the distributions of values on the 2D plots are also reported for clarity.
The outputs of such analysis clearly shows that a correlation exists between regions where
the PL emission is still prominent, after the CL experiments and regions where the spectral
contribution from defect related peaks are the smallest (confront with main text Figure 2).
Moreover, these PL active regions also show the sharpest E
′
and A′1 spectral features, i.e. a
spectral distribution very close to a pristine sample. In conclusion, extracting the spectral
weight of the purely defect related feature is an efficient way to identify potentially PL active
regions.
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Figure 4.22 – Example of small scale Raman mapping. FWHM of the E
′
(a) and A
′
1 (b) peaks.
(c) and (d) represent the area of two defect related features.
4.7.3 Noisy spectra on large scale images
However, performing highly resolved, spatially extended Raman mapping while preserving a
signal to noise ratio low enough to perform curve fitting with many degrees of freedom may be
extremely time consuming, if not completely unfeasible. Therefore, we investigated the possi-
bility of identifying the PL active regions from noisier spectra, acquired with a faster rate. The
concomitant occurrence of sharp E
′
and A
′
1 spectral features, together with reduced defect ones
, and vice versa, naturally suggests the following approach:
I) we define a spectral range around the A
′
1 features comprising both the A
′
1 peak an the
defect spectral contributions (395-420 cm−1).
II) For each spectrum, we compute the total area comprised in this region, after the subtraction
of a background to set the minimum of the spectrum around zero.
III) Afterward, we shrink the spectral range from each side (low and high energy) until a 20%
of the spectral weight is lost on each side and we record the width of such spectral window.
In Figure 4.23a two spectra extracted from a PL active region (red) and a PL mute one
(black) are shown. The vertical bars define the range where 60% of the spectra weight is found,
after cutting 20% of it from the left and 20% from the right. In Figure 4.23b we report a small
2D plot of such spectral width mapped around a region with PL active and mute regions (check
Figure 2 in the main text for comparison), together with its histogram (Figure 4.23c). The
result of the above analysis clearly shows how the narrowest spectral windows are found around
PL active regions, while larger windows are associated to defective regions, due to the broader
spectral distributions. This method, due to the integral nature of the areas, reduces the effect
of the noise (at the expenses of more quantitative analysis).
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Figure 4.23 – Optimizing the metric used for mapping allows to improve the signal to noise
ratio. Spectra on defective and pristine area (a). (b) shows a map of the 60% spectral weight
width of the A′1 area. (c) details the colorscale. This figure is the same as Figure 3 (c,d) in the
main text.
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Enhanced composite silk
nano-biomaterial by systemic intake
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5.1 Introduction: Nanomaterials integrated into composite silk
fibers
Silk is a natural protein fiber produced by arthropods which has been used from the very ancient
period to manufacture textiles in the form of sericulture industry by rearing the cocoons of the
larvae of several types of worms. Silk produced by Bombyx Mori silkworms is mainly composed
of protein fiber, fibroin, that give the material excellent physical and mechanical properties[183]
which are held together by an adhesive protein called sericin.
Upon softening of the sericin are obtained the silk fibers of about 10 to 20 micrometers in di-
ameter and are one of the strongest natural fibers found in nature just after the spider silk[184],
however the latter is not compatible with industrial production. Owing to this strength and
durability, silk has been used from long time as high-end textile fibers for clothing that protects
the body from many insect bites that would easily pierce through the normal clothing and is
still used today for bulletproof garments.[185]
Enormous amount of research has already led to rapid improvement of silk production and
diversifying its uses from biological or technical processing into foams and gels[186], artificial
composite fibers[187] or epoxy matrices, silk-based chimaeric hybrid proteins[188], technical ap-
plications like novel woven Bombyx Mori natural silk reinforced epoxy composite face sheet/skin
for impact testing[189], to wide range of biomedical applications. Along with its impressive
mechanical strength, silk is biocompatible and biodegradable which makes it an excellent bio-
material to be used as substrate in a wide range of biomedical applications.[190]
Different ways can be undertaken to functionalize silk with a nanomaterial. The fast and
simplest method in post processing is either by mixing after cocoon threading (post treatment
of silk fiber) or by feeding the silk worm with specific enhanced food (systemic intake). Sys-
temic intake of chemicals to enhance silk quality or to add new functionalities (color, strength,
diameter) has been already used in the past. For example, the silk has been hybridized by
feeding the silkworms with dye-containing diet to produce a new class of functional luminescent
silk that could possibly find an useful application in biology.[191, 192]
With recent developments in nanotechnology, carbon nanomaterials like 1D carbon nan-
otubes(CNT) would be the natural choice with impressive mechanical and electrical properties
which could nicely integrate into the silk without any structural changes. These SWCNTs(single-
walled) have been amalgamated with the silk to form composite scaffolds that has found to pro-
mote human stem cell neuronal differentiation.[193] Artificial composite fibers of more than
100 meters in length were already being processed using SWCNT for promising electronic
textiles.[194] Regenerated silk fibroin dissolved and mixed with a dispersion of SWCNTs[195]
and MWCNTs(multi-walled) [196] are then drawn into fibers by electro-spinning process that
show significant increase in Young’s modulus and breaking strength.
In recent studies, SWCNTs have been already incorporated with the spider silk by nurturing
the spiders with CNT dispersed in water and thus obtained spider silk has been found to be
strongest till date with the mechanical strength matching the material like Kevlar used in bul-
letproof applications[20]. Though the spider silk has slightly better mechanical properties than
Bombyx Mori silk, the obvious disadvantage of this process is the industrial scale production
whereas the sericulture is one of the oldest and evolving industry related to the mass production
of the silk.
In the first attempt with Bombyx Mori, the MWNTs were sprayed on the food of the
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silkworms to get the CNT integrated silk fibers by a natural process which shows enhanced me-
chanical, thermal and electrical properties.[124] More recently the silk has also been reinforced
similarly with the SWNTs that exhibits superior mechanical properties in terms of fracture
strength and elongation at the break.[197]
Although silk has been also touted to be made electrically conductive by heavily doping
it with SWCNTs using methods discussed before, a step of carbonization is necessary to ob-
tain such conductance, which strikingly affect the mechanical resistance of the fiber[197]. Even
though all these studies indicate that the mechanical strength of the CNT enriched silk is en-
hanced, we present here for the first time the influence of the dose intake of CNTs on the silk
mechanical properties directly produced by the silk worms.
In the present experiment, we use small diameter, HiPCO -type Single-Walled Carbon nan-
otubes which are mass-produced in Nopo nanotechnologies, Bangalore. They are incorporated
into silk by tuning the dose concentrations and we are then measure the enhancement of their
properties such as Young modulus, breaking strength, and finally could make them electrical
conductive.
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5.2 Single Walled Carbon Nanotubes (SWCNT)
Carbon nanotubes are cylindrical nanostructures made of sp2 hybridized carbon atoms belong-
ing to the structural family of fullerenes and graphene. These nanotubes of carbon can be
single-walled or multi-walled, with a large dispersion of possible structure caused by the infinite
way of wraping a sheet of graphene leading to armchair, zigzag or chiral structures. From the
wraping symmetry, emerge the electronic properties, which can be metallic or semiconducting.
It has extraordinary thermal, mechanical and electrical properties which has led to boom in
its usage in research areas such as the nanotechnology, electronics, optics and material science
fields. It is possible to grow carbon nanotubes by many processes namely arc discharge, laser
ablation , chemical vapor deposition and by high-pressure carbon monoxide disproportionation
(HipCo).
HipCo SWCNTs used in our following work are high purity single walled CNTs grown using
a reactor that operates at high temperature 900-1100 C˚ and high pressure of 30-50 bars using
carbon monoxide (CO) as carbon source and nickel carbonyl as catalyst. HipCo is a continu-
ous growth process and the SWCNTs thus obtained have been studied for different applications.
Figure 5.1 – Varieties of single walled carbon nanotubes from top to bottom, armchair, Zigzag
and chiral. Figure adapted from [198],[199]
5.2.1 Mechanical properties of SWCNTs
Single walled carbon nanotubes are the strongest material in the world in terms of Young’s
modulus and tensile strength. Theoretically it was predicted that the Young’s modulus to be in
the range from 1-5 TPa whereas the tensile strength from 15-50 GPa based on its analogy with
mechanical properties of graphite. Surely, the outstanding mechanical properties were derived
from covalent bonds of sp2 hybridization.
While SWCNTs are brittle at low temperature, they are flexible at room temperature. This
flexibility is not because of any plastic deformation but due to their high strength and capability
to form hexagonal network to relax and release the stress. Hence high breaking strengths were
predicted for SWCNTs where they could be used for high strength cum light weight material
applications.[200]
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Multiple range of papers forecasted that the Youngs modulus for nanotubes were close to
1TPa independent of its type and diameter. It was also envisioned that very large strain could
be sustained mainly in the axial direction due to preferred strain-releasing mechanisms. It was
also found out that strained SWCNT easily releases the strain energy by nucleation of defects
and dislocations beyond a critical tensile strain of about 5%. Studies were also conducted to an-
alyze the kind of dislocations involved. In these strained SWCNTs, defects such as spontaneous
formation of double pentagon–heptagon pairs were formed. These single pentagon–heptagon
pair defects were found to act as nucleation centres for further possible dislocations.
Figure 5.2 – Eight stress versus strain curves obtained from the tensile-loading experiments on
individual SWCNT ropes. Each rope diameter is measured at high magnification in the SEM,
accuracy a few nm. Figure adapted from [201]
The major mechanical experiments were executed by Yu et al.[201] in 2000 where they per-
formed stress-strain measurements on individual arc-MWNTs inside a electron microscope. In
this scanning electron microscope, SWCNT ropes were tensile loaded to a nanostressing stage
which is incorporated with an AFM probe that can provide a deflection of upto 150µm and a
force of around 0.1N. They executed experiments on 8 of these ropes where δL as a function of
applied load was measured and hence the strain was obtained as δL/L. Based on this experi-
ment, they caluclated the average Youngs modulus to be in the range of 320 to 1470 GPa and
average breaking strength of about 13 to 52GPa. At the breaking point, the maximum breaking
strain values for these SWCNTs were around 5.3% or lower.
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5.2.2 Growth of SWCNT by HipCO process
Figure 5.3 – a) Growth of SWCNTs by HipCO process in Nopo nanotechnologies, Bangalore.
b,c,d) Raman, AFM and SEM characterization of the as grown SWCNTs.e) Macroscopic fiber
resulting from the as-grown product.
The High Pressure Carbon Monoxide (HiPCO) process developed under the guidance of Dr.
Richard Smalley was very promising development for the growth of SWCNTs [202]. The ma-
terial is very well studied[203], its properties and chemistry are well known making it a perfect
starting material for generating composites. HiPCO-type SWNT are characterized by their
well-defined and interesting features, such as their narrow diameter (0.6-1.2nm) homogeneity
and low density of metal impurities. The main difficulty is to ramp up the production and
quality control in order to reach industrial grade.
Nopo have developed a new HiPCO technology that is rugged, scalable, safe, reliable, ca-
pable of producing 200g/month of SWNTs with defect and catalyst content less than 0.1%
material. The production has been doubling every 2 months. They first developed a continuous
Iron Carbonyl and Nickel Carbonyl Generator that uses Monds process with feedback from a
chemiluminescence detector to produce small amounts of catalyst on the fly. This eliminates
the need to store toxic metal carbonyls as they are produced in-situ.[204]
Nopo eliminated quartz and ceramics as structural materials as they were deemed unsuitable
for scaling. After evaluation of several high temperature alloys, they have zeroed in on a nickel
based alloy as the structural material of the reactor. It exhibits excellent resistance to metal
dusting attack. The reactor has been operated at pressure between 20-30 Bar and temperature
between 900-950 C˚. To ensure rapid mixing of gases, they have developed a new injector that
mimics a turbine like gas flow without the need of a physical turbine.
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Material is collected using a dual 1-micron microglass cellulose filter supplied by 3B filters.
The NoPo HiPCO reactor has consistently produced material with G/D Raman Peaks ratio
above 50 as measured on a25 532nm Raman Spectrometer from EnWave Optronics. G/D
ratios of 90 and above have been observed in a few instances. Catalyst content as measured
by TGA is between 4-10 wt%. SWCNT content by weight is over 75% for as produced raw
material. An interesting observation is the high reactivity of the material. Significant increase
in defects during brief periods, 30s of ultrasonication and in the presence of dilute acids has
been noticed. The enhanced reactivity could be useful in fabricating devices and dispersing
the material. The as-prepared SWCNT is mechanically sieved through micro porous sieve to
remove the amorphous carbon that are produced because of carburization on the metal with
99% carbon content.
5.2.3 SWCNT fibers
As explained in the section before, SWCNTs have high strength and high Young’s modulus
where these properties would be advantageous to enhance the mechanical properties of other
materials like polymers. They are the highly desirable and potential candidates to improve the
properties of the conventional reinforcement fibers. The production of these nanoscale com-
posites leads to special challenges. There are many important requirements when it comes to
the preparation of these enhanced effective reinforcement fibers. These parameters include high
aspect ratio, excellent dispersion, interfacial load transfer and alignment of the nanotubes. To
improve the mechanical property of the SWNT reinforced fiber, possesing a high aspect ratio
of SWCNTs is very important. This allows the effective load transfer from the polymer to the
nanotube.
Intrinsically nanotube should remain stable without any defects or dislocations and also not
creating further any defects during the functionalization. The surface area of the SWCNTs
are very efficient when it comes to interface stress transfer but there might be a problem if it
induces undesirable attractive forces among SWCNTs themselves forming agglomorates. The
adhesion between the matrix and the SWCNT plays a key role for effective load transfer. When
adhesion is not good enough, it cannot sustain high load and the advantage of high tensile
strength property added by SWCNTs could be lowered or worsened.
Figure 5.4 – (left) SEM image of nanocomposite fiber with carbon nanotubes. (right) Nominal
stress–strain curves with increasing filler weight content obtained under stress control at 30 C˚
for nanocomposite fibres containing nanotubes. figure adapted from [205].
170
To increase the mechanical properties and also conductivity in some cases, SWCNTs were
used as filler in the polymer composite fibers[206]. Composite fibers have potential in wide
range of applications. SWCNTs have been dispersed into solution or melt of the polymer and
have been drawn into fibers. SWCNTs have been sucessfully dispersed in polymers such a
PMMA, polyamide-12, polypropylene, polyvinyl alcohol (PVA) to name a few[205]. In one of
the reported experiment, the arc-grown carbon nanotubes were dispersed in polymer matrix
of polyamide-12 at different concentrations and were spun into fibers. The SEM image of one
such fiber is shown in the figure 5.4. The stress-strain plot of performed tensile load test is also
shown in the figure 5.4. It could be seen that the composite-nanotube fibers with higher con-
centration of nanotube have superior mechanical properties compared to the composite fibers
without nanotubes.
5.3 Bombyx Mori Silk as high mechanical strength fibers
Bombyx Mori silk is a natural protien fiber obtained from the cocoons of the Bombyx Mori
silk worms. Its a very common fiber used in textiles and hence produced in abundant quan-
tities. The structure, mechanical properties have been well studies over the years. Due to its
strong mechanical strength, it has been used in many different industrial applications such as
textiles, fabrics, parachutes etc. Its is an excellent biomaterial where it is both biocompatiable
and biodegradable. Therefore its used in medical applications such as non-absorbable surgical
sutures, tenson tissue enginnering and drug delivery systems. In this section, we explain in
detail about the structure of the silk, mechanical properties and recent developments in silk
that have taken place to improve its properties.
5.3.1 Bombyx mori silk
Bombyx Mori silk is the most common silk that is used for different suitable applications. It is
one of the strongest natural fibers available. In the raw form, a pair of primary fibroin filaments
called brin are held together by gluing agent sericin. The whole structure is callled as bave.
This fiber when produced by the silk worms would be in form a cocoon composed of 700-1500
m in length and 10-15 µm in diameter. Each fibroin is built from twisted bunches of nanofibrils
which are of 20-30 nm in diameter. Further a fibroin is made up of heavy (H) chain of 390 kDa
and a light (L) chain of 26 kDa connected by a disulfide bond, along with a glycoprotein named
P25 (30 kDa).
Nevertheless, structural analysis studies point out that silk fibers are composed of crystalline
units of β- sheet protien embedded in a less ordered semi amorphus matrix along with the ran-
dom coils.[207] XRD and NMR studies indicate that these β crystallites are aligned with the
peptide chain along the axis of the fiber.[208] These β sheets along with the hydrogen bonds,
Van der Waals and hydrophobic components between their intersheets give a stong stability to
the fiber structure.
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Figure 5.5 – Structure of the Bombyx Mori silk fibers. Figure adapted from [189],[209]
5.3.2 Mechanical properties of Bombyx Mori silk
Bombyx Mori silk has astounding mechanical properties like high tensile strength, large break-
ing strain and high toughness exceeding the different available synthetic fibers. These superior
mechanical properties are due to the main structral component β sheet crystallites. Several
experimental studies were conducted on Bombyx Mori silk to study the mechanical properties
such as Young’s modulus, shear modulus, yield stress and tensile breaking strain under different
conditions.
Load extension test performed on the silk fibers usually provides the tensile properties in the
form of a stress-strain plot. A typical stress-strain plot is as shown in the figure 5.6. From this
stress-strain curve, for one such experiment conducted, we could obtain different parameters
from the curve.[189] The parameter such as Elastic region, Plastic region, Elastic modulus/
Youngs modulus, Yield point and breaking point/strength could be invesitgated from the ob-
tained curve.
Figure 5.6 – (left) Typical stress-strain plot obtained in the tensile load experiment[189].(right)
Stress-strain curves for Bombyx Mori silk bave and brin.[183]
The comparison of mechanical properties along with other natural and synthectic fibers are
listed in the table below.
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Material
Youngs
modulus (GPa)
Tensile
Strength (MPa)
Breaking
strain (%)
Toughness
(MJ/m3)
Bombyx Mori silk 10-17 300-740 4-26 70-78
Spider silk 10 1100 16-38 200
Wool 0.5 200 50 60
Nylon 1.8-5 430-950 18 80
Kevlar 130 3600 2.7 50
Polypropylene 4.6 490 23 -
During these tensile load experiments, usually average diameter of bave or brin is taken into
account to obtain the stress-strain curves. This is not desirable as the diameter is highly varying
across the length of the fiber. Scanning electron microscopy confirms that the diameter of the
fibers are varying with more than a factor of two. Another problem is the presence of patches
of sericin even in the degummed fibers. These are the two important points to be considered
during the characterization of the tensile loading.
In our tensile load test (explained in the mechanical characterization section), we have con-
sidered another parameter called minimal radius where the highest amount of stress would
be accumulated. The same minimal radius is used during the calculations of the stress-strain
curves. The second problem of the sericin residues remain, as the silk is produced from conven-
tional textile yarn industry. Better methods and processes to obtain sericin free silk needs to be
investigated. Further mechanical properties depend on several factors such as feeding, rearing
conditions and spinning or reeling process.
5.3.3 Recent developments in silk fibers
Several methods have been utilized to enhance the mechanical properties of the silk. The silk
worms have been genetically transformed where a gene sequence from spider silk has been incor-
porated in silkworms to improve the tensile performance. Degummed silk have been dissolved
into a fibroin solution and artificially drawn into reconstructed and regenerated silk fibers for
different applications. But it has been found that natural silk fibers have superior properties
than the artificially reconstructed ones. Further other polymers have been cross linked to form
a composite fiber for mechanical enhancements.
A wide range of regenerated silk scaffolds such as fibroin sponges, fibroin hydrogels, fibroin
films, fibroin mats etc have been demonstrated for different applications. Similarly silk has
been functionalized with drugs, peptides, fluorescent protiens, antibodies, enzymes, conductive
polymers, and nanoparticles to improve one of their functionalities. Fluorescent colored silk has
been constructed by genetic modifications where fluorescent color gene was inserted into the
silkworm genome. In this method, fluorescent colored silk cocoons have been produced with
more or less the same mechanical properties.[192]
To take a step further, to enhance the mechanical properties of the silk, in-vivo upload of
the components into silk have been demonstrated by natural methods. Silkworms haven been
fed directly with nanoparticles, molecules etc where these components reach the silk within the
glands so that it can interact with the silk protein in the gland itself. In particular, citric acid
(CA) molecules were mixed with mulberry leaves at 0.05 wt% and were fed to the silkworms
directly. Thus obtained CA-silk has been recorded to have significantly enhanced mechanical
properties. Tensile load testing have shown that CA-silk features remarkably short crystallites
rendering the silk mechanically strong and tough.[210]
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Very recently, with the advent of nanomaterials, such as carbon nanotubes, have been incor-
porrated into Bombyx Mori silk[197] and spider silk [20] by similar natural methods. Carbon
nanotubes being the strongest and toughest material was expected to enhance the mechanical
properties of the silk significantly. These experiments indeed reported that there is remarkable
enhancement in the tensile properties of the silk. The same approach has been extended in this
thesis where single walled carbon nanotubes (SWCNT) with different concentration have been
incorporated in the silk by a systemic approach explained in detail in the next section.
Figure 5.7 – Stress-strain plots for CA-Silk(left) and SWCNT-silk(right) showing superior me-
chanical properties when incorporated with SWCNT.Figure adapted from [210],[197]
5.4 Systemic process of SWCNT silk production
In this thesis, the SWCNT Silk fibers are produced in a natural systemic process. In this process,
we use the purified SWCNTs grown using HipCO process. These SWCNTs are sprayed on the
mulberry leaves and fed to the Bombyx Mori silkworms. The silkworms eat the SWCNT doped
mulberry leaves for about 2 to 3 days. After the leaf consumption stage stops, they start
producing the silk fibers around them in the form of the cocoons. These cocoons after certain
matrurity level are reeled into silk where the SWCNTs are embeded into the fiber matrix of the
silk. The hence obtained silk is called as SWCNT silk.
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Figure 5.8 – Schematics of the principle for the production of Single Walled Carbon Nan-
otube(SWCNT) enriched silk. The numbers refer to each steps of the process with picture of
the setup used 1) SWCNTs dispersed in Iso-Propyl-Alcohol solution is sprayed on mulberry
leaves and blow dried before given as food as feed. Optical image of a mulberry leaf coated
with SWCNTs. 2) Bombyx Mori Silkworms feeding on SWCNT coated mulberry leaves. 3)
Formation of cocoons by silk worms kept in a mesh kind of structure 4) SWCNT enriched silk
fibers obtained after the reeling process.
5.4.1 Mulberry leaves and Bombyx Mori eggs
Mulberry leaves were freshly plucked from mulberry plants and stored in a thread-sack by
spreading water on the sack. The leaves were wiped properly with tissue paper to remove all
trace of water before feeding them to silk worms since silkworms are allergic to water. The
worms were separated into different batches in different trays having 70 worms in each. One
of the batch of wiped mulberry leaves were fed directly to the control worms without further
treatment.
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Figure 5.9 – Mulberry leaves arranged in different batches as the feed.
5.4.2 Spin coating Nopo SWNTs on leaves
Figure 5.10 – Mulberry leaves coated with purified SWCNT.
The as-prepared SWCNT is mechanically sieved through micro porous sieve to remove the
amorphous carbon that are produced because of carburization on metal. Different concentra-
tion of nanotubes pastes (0.001, 0.01, 0.05, 0.1, 0.5, 1 wt. %) were prepared. To prepare them,
in detail, 0.001g, 0.01g, 0.05g, 0.1g, 0.5g and 1 g of single walled carbon nanotubes (SWCNT)
were weighed and taken in a 100 ml flask. 20ml of isopropyl alcohol (IPA) was added to each of
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them. The SWCNT and IPA mixture was sonicated for 5-10 min keeping the sonication bath at
room temperature. Once the SWCNTs were dispersed well, the resulting solution were coated
over thoroughly wiped mulberry leaves using a hair dye brush and were allowed to dry.
5.4.3 Cocoon growth
Once the IPA evaporates from the leaves, the control and obtained SWCNT coated leaves were
fed to silk worms. The silk worms were fed thrice a day with the leaves. The silkworms do not
tolerate high temperature, high humidity and poor ventilation. The temperature of the room
was maintained at 23 C˚ using wall mounted A/C.
Figure 5.11 – Mulberry leaves coated with different concentration of SWCNTs fed to the silk
worms in different batches.
Once the silk worm reaches its final stage the color of the worm turns yellowish. The be-
havior of the worms also differ. They stop eating the mulberry leaves. Once this behavior is
noticed, they are transferred to another tray which is prepared for formation of cocoons. Once
the moth is transferred to the tray, they start to make web network with the near walls. In
the course of 4 days they make the complete form of cocoon. The weight of cocoon varies
from one another. The average weight of a single cocoon is approximately 2g in the case of
normal (control batch in this case) silk worm. If we leave the cocoon for long time such as 10
days or more after the mature state, it forms a kind of liquid and brakes the shell and comes out.
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Figure 5.12 – Process of formation of coccoon.
5.4.4 Reeling of silk fibers
The cocoons reared by NoPo technologies, Bangalore were prepared and reeled at at CSTRI,
Bangalore. The cocoons were dried in hot air drier at 100 C˚ for one hour. Then the cocoons
were conditioned for one day. Later the cocoons were cooked using two pan cooking system
following low-high low method to soften the sericin and then brushed at 85 C˚ to find the true
ends from the cocoons. The cooked cocoons were shifted to reeling basin to conduct the reeling.
CSTRI Multiend reeling technology: The cooked cocoons were transferred to reeling basin.
About 7 cocoons were accumulated and passed through Jetteboute, porcelain button, croissure
pulleys, traverse guide on to small reels. During the passage the raw silk is taken on croissure
pulleys to form tavallette type of croissure to remove excess water from raw silk, harden the
sericin and to impart circular cross section in raw silk. The raw silk is continuously reeled
by maintaining required number of cocoons through out the process of reeling by the reeler.
During the process of reeling in CSTRI multiend reeling machine the following parameters were
maintained.
1. Reel speed : 100 - 120 meters/min.
2. Croissure length : 8 - 10 Cm
3. Reeling basin water temperature : 40 C˚
4. Good quality reeling button with appropriate hole size developed by CSTRI.
The raw silk thus reeled on small reels are converted into standard size skeins in CSTRI
closed type re-reeling machine after reel permeation. The silk skeins thus produced are removed
from re-reeling machine and skeinned and weighed.
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Figure 5.13 – Silk obtained after reeling.
5.4.5 Key observations during the rearing and reeling of SWCNT silk fibers
The first observation during the growth of the silk worms was that for the lower concentrations
(0.001, 0.01 and 0.05 wt. %) of SWNT the death rate of the silk worms were very similar to
that of control but as we increase the concentration (0.1, 0.5, 1 wt. %) of SWNT the death
rate of the silk worms significntly decreased. This was thought to be due to the non-toxic effect
of single walled carbon nanotubes. While the worms grew up, the worms that were fed with
SWCNT appeared thinner than the control.
Adding to this, control worms consumed the mulberry leaves completely whereas the SWNT
coated leaves were not completely consumed by the worms almost leaving 1/8th of leaf uncon-
sumed. One reason could be that the leaves dry faster. We keep the leaf for drying, so as to
evaporate all the alcohol that is used during the coating process. These dried part of leaves are
not eaten by the worms. Also, it could be due to the nanotoxicity of the SWNTs that were
added on the leaves.
SWCNT wt% coated No. of worms expired
Control 12-15
0.001 12-15
0.01 13
0.05 12
0.1 7
0.5 3
1 0
Further, it was noticed that the average weight of cocoon varies and that the average weight
of a single cocoon was 1.5g in case of 1 wt. % SWNT silk and 2g in the case of control silk
which also points toward the nanotoxicity of the SWCNTs. A statistics was made by measur-
ing the diameters of the fibers, both control and SWCNT doped fibers. It indicates that both
the average diameter and the minimum diameter of the control silk fiber were larger than the
SWCNT doped silk fibers.
A table is shown regarding the average diameter and the minimum diameter with respect
to the different concentration of SWCNT. It is interesting to note that, while average diam-
eter decreased with the increased concentration of SWCNT, the minimum diameter initially
decreased and then had a more stabilized value. These parameters were taken into account in
our mechanical measurement analysis.
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Silk Type Average radius (µm) Minimum radius(µm) Single cocoon wt (gm)
Control 33 25 1.6
0.001 wt% xx xx 1.717
0.01 wt% 31 22 1.858
0.05 wt% 29 21 xx
0.1 wt% 26 18 1.76
0.5 wt% 29 20 1.574
1 wt% 28 21 1.613
5.5 Characterization of SWCNT silk
Once the SWCNT silk with different concentration of SWCNTs is obtained by natural systemic
process explained in the previous section, the first and foremost study would be to confirm the
presence of SWCNTs in it. Different characterization techniques could be used such as Raman
spectroscopy, scanning electron microscopy(SEM), transmission electron spectrscopy(TEM) and
also X-ray diffraction(XRD) techniques. These characterization techniques are complementary.
While Raman spectroscopy indicates the presence of SWCNT, SEM could give us the texture
and surface properties of the fiber. TEM was used to check the possible orientation of the SWC-
NTs in the fiber. Finally the XRD provides the overall crystallinity and material properties of
the fibers which will be discussed seperately in the next section.
5.5.1 Raman spectroscopy on SWCNT silk
Raman spectroscopy was used to confirm the SWCNT presence on the mulberry leaves (see
figure 5.14) , in as obtained SWCNT silk fibers and in the excreta of the silkworms compared
to that of the control. Raman spectra were registered at the room temperature using a 1mW
power 532nm green laser. The G-band SWCNT signature was readily observable on the leaf as
shown in the figure 5.14 but was majorly shifted due to doping by possible alcohol used in the
solution. Raman was performed on the SWCNT silk at the edges and on the bulk to verify the
existence of SWCNTs either protruding out or being embedded into the silk.
We could slightly observe SWNT signature using green laser on the cross section of the
fiber at 1615 cm−1 along with many other peaks from 1000 cm−1 to 2500cm−1. The peaks
at around 1085 cm−1 is characteristic of the n(C-C) skeletal band of polypeptide chains. Two
peaks were also observed at around 1230 cm−1 which maybe of amide III groups in pi-sheets
structured proteins and at around 1444 cm−1 as signature of CH2 bending modes. The peak
1665 cm−1 are signature of n(CO) amide I bands characteristic of the pi-sheets configuration
for the polypeptide backbone. Raman spectroscopy carried out at the cut edges of the fibers
clearly pointed the presence of SWNTs. We could observe G+ and G- peak at 1615 cm−1 and
2D peak at 2600 cm−1 as shown in the figure 5.16 which indicates the presence of SWCNT
bundle. Raman spectra on droppings also show the SWCNT signatures but majorly shifted due
to doping by many constituent materials and breaking down of SWCNT into smaller parts.
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Figure 5.14 – Raman spectra of normal/control mulberry leaf in red and SWCNT coated mul-
berry leaf in black. (inset) Picture of a mulberry leaf sprayed with SWCNT solution. Optical
image of SWCNT sprayed mulberry leaf.
Figure 5.15 – Raman Spectra of the droppings of the worms, enriched with SWCNT (black) vs
control (red curve)
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Figure 5.16 – Raman spectroscopy at the cut edges of a silk brin produced by SWCNT-fed
worms (in black) compared to control sample (in red) of silk produced at the same time with
similar worms but fed with pristine (no-SWCNT enriched) mulberry leaves.
Figure 5.17 – Raman spectroscopy on the surface of a Silk brin produced by SWCNT-fed worms
(in blue) compared to control sample (in red) of silk produced at the same time with similar
worms but fed with pristine (no-SWCNT enriched) mulberry leaves.
5.5.2 Scanning electron microscopy of SWCNT silk
SEM was performed on silk fibers and droppings with an aim to confirm the SWCNTs and
to measure the average diameters of the fibers with various SWCNT concentration. SEM was
performed at very low operating voltage of 1.5kV. It was cumbersome to visualize the SWCNTs
in the fibers because of the charging effects, but on the droppings a Bucky ball (bundle of CNTs)
kind of structure were seen as shown in figures 5.20.
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Figure 5.18 – Scanning Electron Microscopy images of SWCNT silk brin surface and sidewalls
a) principle of the observation at the surface of a brin shown in SEM image b) zoomed view at
the surface c,d,f) large view of the surface e) principle of the observation at the cut edge of a
brin shown in SEM image.
In SWCNT silk, as indicated by Raman spectroscopy, the SWCNT bundles were observed
at the edges of the silk brin and also on the surface of the silk brin. These features were not
observed in the control silk where the SWCNT doping was absent as shown in the figure 5.19.
This gives a clear confirmation that SWCNT are present in the silk fibers. The surface of the
silk fibers doped with SWCNT were corrugated and non uuniform when compared to the control
silk fibers where the fiber surface was smooth and uniform.
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Figure 5.19 – a) Scanning Electron Microscopy image of control silk brin surface and sidewalls
Figure 5.20 – SEM micrograph showing the mesh (bucky paperlike) of carbon nanotubes em-
bedded in the dropping/excreta of worms fed with SWCNT enriched food.
5.5.3 Transmission electron microscopy on SWCNT silk
Transmission electron microscopy was used to observe fine structure of silk with and without
SWCNTs. The acceleration voltage of electron beam was 200 kVolt in the FEI Technai micro-
scope. A strand of sample was coiled and stuck with glue onto the TEM grid. A scalpel was
used to make cuts on the sample as shown in the SEM image in figure 5.18f. The TEM images
in figure 5.21 (a) show that the nanotube-like structures are protruding out of the edges of the
silk. The large diameter variation of these structures could be either due to SWCNT bundles
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or silk wrapping around some of the SWCNTs. It is difficult to differentiate between silk and
SWCNT since both are made of carbon.
It was also observed that these SWCNT structures were also embedded into the silk as
shown in the figure 5.21 (b) and (c). We note here that not all tube-like-structures found in
the figures could be SWCNTs as many of them could be ripples created due to folding of the
silk. However, we found no tube-like-structure either protruding or embedded in the control
samples. This is clearly visible in the TEM image of the silk without SWCNTs in the figure
5.22.This indicates that the tube-like structures in figure 5.21 are indeed CNTs.
Figure 5.21 – Transmission electron microscopy images of the SWCNT-enriched silk at the cut
edges showing the SWNT bundles protruding out the brin cross section.
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Figure 5.22 – Transmission electron microscopy images of on control silk samples probed at the
edges and cross-section of silk brins.
5.6 Mechanical experiments of SWCNT silk
In this section, we discuss about the tensile loading tests (stress-strain experiments) performed
on the fibers obtained corresponding to various concentration of SWCNT fed to silkworms.
5.6.1 Measurement setup for mechanical strength characterization
100cms of length of fibers (7 threads) were obtained by gently pulling with the help of a pair
of tweezers from the raw silk with maximal care to avoid the stretching of fibers plastically.
One side of each sample was tied to a U-shaped support attached to a wall. The support was
held 10 cm from the wall so that the hanging fiber doesn’t touch or rest on the wall. The fiber
was held vertically so that all the load was imparted through the fiber. The other end of the
fiber was tied to a balance with a resolution of 100mg. A black mark was made on the fiber
with a graph paper glued to the wall. Gradually the weight was increased in the balance and
the corresponding change in the length was immediately recorded. The process of registering
the weight vs length change was continued until the fiber elongates and finally breaks. The
weight at the fiber breaking instant was also recorded which serves as an important parameter
in the study. The experiment was repeated under same circumstances and conditions so as to
minimize any possible errors in our calculations and statistics. The schematic representation of
the experimental setup used for the mechanical experiment is illustrated in the figure 5.23.
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Figure 5.23 – Schematic of the stress versus strain mechanical experimental set up.
5.6.2 Critical radius and Youngs modulus
The obtained silk fibers doped with SWCNTs showed significant improvement in mechanical
properties with respect to the fracture strength, elongation at the break and in terms of rough-
ness modulus compared to that of the control silk with no doping. The mechanical properties
clearly depend on the concentration of the SWCNTs fed to the silkworms. The plots of me-
chanical measurements are shown in the figure 5.245.25. While 0.1 wt% SWCNT silk showed
fracture strength of 0.6GPa and 14% elongation at the break which is 3 times higher than that
of the control silk, the 0.01 wt% SWCNT silk showed fracture strength of 0.35GPa an 12%
elongation at the break showing that even slight incorporation of SWCNTs improves the me-
chanical strength considerably.
These values match with the recent publication made by Wang et al [197] on SWCNT silk,
but there is significant improvement in fracture strength, percentage elongation and the tough-
ness modulus in our case considering the concentration of SWCNT used. A table indicating
the fracture strength, elongation at break and toughness modulus is shown for the comparison.
Further we have assessed the dependence of mechanical properties with respect to doping con-
centration of SWCNTs in the silk(fed to the silkworms).
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Figure 5.24 – Stress versus strain graph for control and SWNT silk with different concentration
of SWNTs fed.
Figure 5.25 – Stress versus strain graph for control and SWNT silk with different concentration
of SWNTs fed.
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Figure 5.26 – (left) Stress-strain curves for single silk-strand control fiber and double silk-strand
control fiber. (right) Plot of Youngs modulus for different concentration of SWCNT.
5.6.3 Breaking strength versus SWCNT concentration
To keep the mechanical experiment simple and minimise the errors we have measured only the
breaking strength of the 2 fibers ( 7 threads in each) stuck together. Figure 5.275.28 is a plot
of breaking strength/fracture strength at different concentration of SWCNTs doped into the
silk via feeding. The results indicate that the fracture strength increases as we increase the
amount of doping up to a certain optimum doping level, later the it decreases and reaches a
saturation which is still higher than the control sample. In this particular example, we see that
the breaking strength linearly increases and peaks at 0.1 wt% at 1.8 GPa and further above this
concentration namely at 0.5 wt% and 1.0 wt%, it tends to decrease and saturate. If we take an
average for a single fibre the 0.1 wt% breaking strength value comes around 0.9 GPa which is
considerably higher than previous single string experiment where it was 0.6 GPa showing that
sticking fibers together minimises the errors or the possible defects/fractures in the fiber.
It is not clearly known to us whether this decrease in the mechanical properties at the
higher concentration of SWCNTs is due to nanotoxicity of the SWCNTs exerted on the worms
to produce a lower quality fibre or if the higher amount of SWCNTs in the fiber changes the
composition and the structure of the silk to degrade its mechanical properties. Nevertheless,
the mechanical properties of the SWCNT silk fiber are superior than the control silk at any
SWCNT concentrations that we have used.
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Figure 5.27 – Breaking strength measurement where the maximum weight the silk can withstand
is plotted for various SWNT silk corresponding to different concentration of SWNTs sprayed.
Figure 5.28 – Breaking Strength measurement where the maximum weight the silk can withstand
is plotted for various SWNT silk corresponding to different concentration of SWNTs sprayed.
5.6.4 X- ray nano diffraction studies on SWCNT silk
Further to understand the mechanical characterization, scanning X-ray nanodiffraction (nanoXRD)
was performed for probing the Bombyx mori single brin-thread control and also the ones loaded
with carbon nanotubes. The measurements and analysis were conducted at ESRF, Grenoble
using ID13 beamline by Christian Riekel. Using this technique, we could obtain information
about structure of the silk fibers and crystallinity in particular. Further, we could verify the
homogeneity of the SWCNTs contained in the silk fibers.
The approach followed is described for spider silk in the reference, Riekel et al [211]. It
consisted of scanning a fiber through an X-ray nanobeam and recording at each position, a
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diffraction pattern by a 2D detector. For the experiments we used a monochromatic beam of
0.008157 nm wavelength and a focal spot size of about 200nm x 200nm ([211]) at the sample
position. The threads were imaged and positioned in the focal spot by an on-axis Olympus mi-
croscope. Optical microscopy images of the samples attached to the Si3N4 sample support are
shown in figure 5.29a,b. For the samples, short pieces of single-brin-threads (control, 0.1wt%
and 1wt%) were attached by fast glue to Silson Si3N4 membranes.
Figure 5.29 – (Top) Optical microscopy of single-threads attached to the Si-frame of a highly
X-ray transparent, 1 µm thick Si3N4 membrane of 5x5 mm
2 area (Silson). Below: Optical
microscopy of selected parts of the single-threads recorded by an on-axis Olympus microscope
at the ESRF-ID13 beamline prior to the experiments[211]. The images were recorded while
aligning the scanning area of each fiber (e.g. centre: red circle in left image) in the about
200nm x 200nm focal spot of the X-ray beam.
Scanning nanoXRD was performed in transmission geometry along the vertical (z) and hor-
izontal (y) axis, in a plane normal to the beam direction with the fiber axis along the y-axis.
The scanning approach is schematically shown for a B. mori control thread in the figure 5.30a.
In this particular case we used step-increment of 1.0µm x 1.0µm to reveal overall structural fea-
tures. The sequence of patterns recorded is transformed by software to a composite diffraction
image which corresponds to the projection of the fiber (electron density) is shown in the 5.30(in-
set). We used only a fraction of the full patterns containing the strongest Bragg reflections for
each pixel of the composite image, providing information on the projection of the local electron
density (e.g. crystallinity, phases) variation. The projection shown in figure 5.30b corresponds
closely to the optical image of the B. mori fibre.
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Figure 5.30 – (a) Schematic design of mesh-scan of B. mori thread by 1.0µm x 1.0µm step-
increments. At each position of the mesh a 2D X-ray nanodiffraction pattern was recorded.
(b) Composite X-ray nanodiffraction image[211] and zoom derived from the mesh-scan. The
pattern-pixels of the image are composed of a selected area of the full pattern. Indeed, the
pattern-pixel shown as inset to (a) is limited to the strongest Bragg reflections. The black open
arrow corresponds to the fiber axis
To obtain an information on the overall structural feature, we have averaged about 100 of
the patterns from each fiber and subtracted a corresponding background recorded outside of the
fibre. The averaged patterns, shown in figure 5.31 corresponds all to the fibroin crystal structure
[212],[213],[214],[215] and show only qualitatively an increase in diffuse scattering attributed to
short-range order (SRO). One can show this more quantitatively by calculating the azimuthal
average of about 20 degrees around the equatorial axis containing the (hk0) reflections. For a
more detailed approach see reference [211]. One obtains in this way an 1D scattering profile.
The scattering profiles were individually scaled to the scattering volume by a reference scatter-
ing volume outside the Bragg and SRO scattering on the meridional axis.
The 1D scattering profile of B. mori can be simulated by a sequence of Gaussians (Figure
5.32a) corresponding to the Bragg peaks of the fibroin structure and the SRO scattering [214].
The comparison of the B. mori sample with the SWCNTs containing samples shows a system-
atic intensity reduction as evidence by a decrease of the β-sheet (210) and neighbouring (020)
Bragg reflections (Figure 5.32b).
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Figure 5.31 – Color-scale X-ray nanodiffraction patterns of B. mori fiber without and with
SWCNTs. About 100 diffraction patterns recorded during a mesh-scan were averaged for each
pattern. The patterns show fiber texture and can be indexed for the antipolar, antiparallel β-
sheet structure[212],[213],[214],[215]. The limitation of the indexation to the (010), (020), (210),
and (030) equatorial peaks is based on results from doubly oriented samples[216]. The open
arrow corresponds to the meridional (fiber-axis) direction assumed by definition to be along
the c-axis. The orthogonal equatorial axis contains the (hk0) reflections. The scattering from
the three samples is very similar but shows an increase of short-range-order (SRO) scattering
visible as a broad, diffuse powder ring.
Figure 5.32 – 1D scattering profile of B. mori fiber obtained by azimuthal integration of the
averaged pattern in figure 5.31 for appx. 20˚ around the equator containing the (hk0) reflec-
tions. The experimental curve was simulated by Gaussians (in blue) using the FIT2D program
[217]. Miller’s indices of the Bragg peaks correspond to the the antipolar, antiparallel β-sheet
structure[212],[213],[214],[215]. (b) Analysis of 1D scattering profiles from the averaged patterns.
The profiles are scaled to equivalent scattering volumes. To show the decrease in crystallinity
with increasing SWCNTs content, the difference of the B. mori control minus B. mori/0.1 wt%
SWCNTs profile is shown.
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Figure 5.33 – (a-c) Comparison of the evolution of the composite X-ray nanodiffraction images
with increasing SWCNTs content based on mesh-scans with 1.0x0.333 µm2 step-increments.
Zoom of equivalent areas of the left, outer edges is shown to the right for B. mori and B.
mori/0.1 wt% SWCNTs (red, dashed rectangles). (d,e) The range of fibroin Bragg reflections
in the zooms is shown approximately by a reddish rectangle. The comparison of the zooms
corresponding to equivalent areas shows an amorphous skin layer for the B. mori/0.1 wt%
SWCNTs which is not present for the B. mori sample. (f) Comparison of scattering from
amorphous zone in the skin of B. mori/0.1 wt% SWCNTs fiber to the B. mori fibre profile. In
both cases the azimuthal integration of the patterns was performed for the full (3600) angular
range. The B. mori/0.1 wt% SWCNTs profile shows mostly diffuse scattering (called here
“amorphous”) as compared to the B. mori curve.
We now checked the variation of the crystallinity across the radius of the fibers by a higher
resolution mesh-scan of 1.0µm(along fiber)x0.333 µm (across fiber). We observe for the B. mori
thread that the crystallinity as evidenced by the presence of the (020)/(210) reflections extends
until the edge of the fibre (Figure 2.39a,d) as already observed for the lower resolution scan
(Figure 5.30b). The 0.1wt% SWCNTs containing fiber shows, however, an amorphous skin of
about 3 µm diameter (Figure 2.39b,e). For the higher SWCNTs concentration, we also observe
that the Bragg peaks extend to the edge of the fibre (Figure 2.39c). The comparison of the
semicrystalline B. mori fiber with the amorphous skin of 0.1 wt% SWCNTs is also shown for
the azimuthally averaged patterns in figure 2.39f.
One can postulate that the skin/core structure is at the origin of the increase of Young’s
modulus and breaking strength, although a detailed discussion will not be attempted here. It
should, however, be noted that the high-performance dragline silk fibre also has an amorphous
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skin and a crystalline core ([211], [218]). The decrease of mechanical properties for the 1 wt%
SWCNT-silk concentration with higher amorphisation could be discussed in the context of the
network model developed for spider silk. Indeed, a network of random peptidic chains reinforced
by nanodomains has been proposed to be at the origin of the exceptional spider dragline silk
mechanical features [219]. Although the crystallinity of B. mori (about 52% [214]) is higher
than that of Nephila dragline silk (about 12% [220]), one can also assume a network with rein-
forcing nanodomains. Reducing the fraction of crystalline nanodomains could explain a loss in
mechanical properties. This does not exclude other factors such as a change in nanodomains size.
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5.7 Conclusions and perspectives
In conclusion, in this work we have shown a natural method where silk fibers of higher me-
chanical properties can be produced in mass scale by integrating the home-grown SWCNTs
which were also produced in large quantities. Raman, SEM and TEM measurements show the
proofs that the SWCNTs are well incorporated into the silk fibers. The detailed tensile load
measurements indicate that there exist an optimum of concentration of SWCNT either in the
food given to the worms or integrated into the fibers which gives a maximum increase of the
breaking strength of the produced silk.
In addition, detailed scanning X-ray nanodiffraction (nanoXRD) probing of Bombyx mori
threads loaded with carbon nanotubes (SWCNTs) reveals a reduction in crystallinity with in-
creasing SWCNT content. A disordered skin layer is observed at the lowest examined SWCNT
concentration of 0.1wt%, while the disordered fraction appears to be distributed throughout the
fibre for 1.0 wt% SWCNT. We note that 0.1wt% SWCNTs containing fiber has an amorphous
skin of about 3 µm diameter. This skin/core structure could be the origin of the increase of
Young’s modulus and breaking strength. Further, increased amorphisation for 1 wt% SWCNT
silk, may alter the structure by reducing the fraction of crystalline nanodomains leading to loss
of mechanical properties.
Further, though it is extremely difficult to make silk conduction by doping it with SWCNTs
by above shown natural method, instead it would be interesting to weave the SWCNT silk
fibers into a fabric and perform the mechanical stress tests to validate its future use in many
engineering and technological applications.
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General conclusions and future
perspectives
In this thesis, we have emphasized on novel experimental methods to better control the envi-
ronment and the interfacing of low-dimensional materials. The goal of this nano-engineering
project was to unleash the full potential of the novel intrinsic physical properties of 2D and
1D materials and to study potential novel effects originating from novel couplings. By utilizing
shielding and synergistic strategies, it has been proved that the properties of low dimensional
materials could be enhanced significantly in very different fields such as electron transport,
nano-optics and mechanics.
In the second chapter, where the discussion was dealing with graphene, we showed that, by
encapsulating graphene in between two hBN flakes, we could obtain high quality devices espe-
cially when combined with the edge-contacted fabrication method. Graphene could then reach
quasi-ideal properties. Indeed these graphene devices exhibited mobility up to million cm2/Vs
and displayed fractional quantum Hall effect. These regimes show that indeed devices are of
very high quality. Again, we introduce a novel 1/f noise technique to study the charge dynamics
in the edge state and the bulk state in quantum Hall regimes. In this regard, we confirm that
the 1/f noise is at its minimum at the plateaus of quantum Hall regime and increases almost
by 4 orders during the transition between plateaus.
In the third chapter, we presented the distinctive signature of intrinsic and extrinsic defects
in MoS2 2D crystals. We studied in details the behavior of these defects with respect to ma-
terial and environment. In particular, we compared two different sources of crystals namely
natural MoS2 crystal and HP/HT MoS2 crystal and were able to discriminate the origin of de-
fect and effect on optoelectronics properties. Distinction between intrinsic and extrinsic defects
was indeed achieved using complementary characterization techniques such as Raman spec-
troscopy, photoluminescence and scanning tunneling microscopy. We discovered a new kind of
substitutional defect in synthetic MoS2 whose signature could be traced both by STM and by
room-temperature photoluminescence.
Following a similar strategy, in the fourth chapter, we fabricated VdW heterostructures
based on monolayer MoS2 embedded in hBN. Once more, the VdW transfer technique allowed
controlled deposition of flakes that protected the monolayer MoS2 from any possible degradation
due to environment. The encapsulation strategy was found to improve the excitonic features
of monolayer MoS2. Narrow photoluminescence peak linewidths approaching to intrinsic limit
of 4 meV have been observed. In these new type of heterostructures, we have studied the
correlations in homogeneous and inhomogeneous broadening. Further, we characterized theses
devices using cathodoluminescence and found that this technique provided a useful instrument
to probe the interlayer coupling and interfacial defects in VdW heterostructures. We also found
that it allowed the effective generation of light with spatial resolution below the diffraction limit
paving the way to further nano optoelectronic studies in Van der Waals heterostructures.
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Finally in chapter five, we reported the fabrication of novel composite fibers based on the
incorporation of controlled fraction of single-walled carbon nanotubes inside industrial-grade
silk. For that purpose, we used a natural systemic process to embed the single walled car-
bon nanotubes into silk fibers by feeding Bombyx Mori silkworms with controlled doses of
CNT-enriched mulburry leaves. This is performed in order to further enhance the mechanical
properties of the silk. Surprisingly, it has been observed that there exists an optimum carbon
nanotube concentration upto which both the Youngs modulus and the breaking strength could
be enhanced. Beyond a certain concentration, the mechanical properties lowers due to the ap-
pearance of structural changes in the way the silk is produced by the silkworms.
Perspectives
By now it is well known fact that hexagonal boron nitride beyond its own intrinsic properties,
(such as large bandgap semiconducting properties) is the most suitable and ideal substrate for
interfacing other 2D materials. Hence we either need to transfer or directly grow the 2D mate-
rials on hBN. Presently the technologies, either the transfer techniques or the growth methods
such as Atomic layer deposition(ALD), epitaxial methods(MBE) and, in a lesser extent, chemi-
cal vapour deposition are still in young and immature stage, and therefore can only accomodate
the realization of prototypes and proof-of-concept devices. Both synthesis and assembly tech-
niques needs to be rationalized and enhanced before reaching semi-industrial grade. Indeed, it is
still very difficult to grow the 2D materials directly on hBN by ALD, MBE or CVD techniques.
Additionaly, one must note that transfer methods used for building the heterostructures are
also far from an ideally clean limit (i.e. pristine crystal non interacting in ’vacuum’), as some
impurities may get embedded into it and creating strain or doping of the material.
Figure 5.34 – Picture of microtransfer machine built inside the glove box with Argon atmosphere.
To further conclude in a simple way, both intrinsic and extrinsic defects further need to be
reduced and requires different but combined strategies. To reduce intrisic defects, work has to
be done on synthesis techniques (combined synthesis with interfacial control) while to reduce
extrinsic defects, work has to be done in controlled encapsulation and in-situ contacts in inert
environment (i.e. vacuum and/or gloveboxes filled with inert gases). A glove box filled with
Argon as shown in the figure 5.34 which was developed in-house in our lab. The control of
interfacial stress and crystal tilt orientation are other issues that need to be better adressed.
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