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Abstract
This paper has two main parts. First, we give a classification of the ℓ-blocks of finite special
linear and unitary groups SLn(ǫq) in the non-defining characteristic ℓ ≥ 3. Second, we describe how
the ℓ-weights of SLn(ǫq) can be obtained from the ℓ-weights of GLn(ǫq) when ℓ ∤ gcd(n, q − ǫ),
and verify the Alperin weight conjecture for SLn(ǫq) under the condition ℓ ∤ gcd(n, q − ǫ). As a
step to establish the Alperin weight conjecture for all finite groups, we prove the inductive blockwise
Alperin weight condition for any unipotent ℓ-block of SLn(ǫq) if ℓ ∤ gcd(n, q − ǫ).
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1 Introduction
Let q = p f be a power of a prime p and SLn(ǫq) with ǫ = ±1 be the finite special linear (when
ǫ = 1) and unitary (when ǫ = −1) group (SLn(−q) is understood as SUn(q), for definitions, see Section
2.5). Let ℓ be a prime number different from p. We are interested in parametrizing ℓ-blocks of SLn(ǫq).
It seems natural to proceed through the ℓ-blocks of of general linear and unitary groups, which had been
classified by Fong and Srinivasan [19] for odd prime ℓ and by Broue´ [8] for ℓ = 2. For arbitrary finite
groups of Lie type, Cabanes and Enguehard [13] gave a label for their ℓ-blocks when ℓ ≥ 7 and this result
was generalised by Kessar and Malle [26] to its largest possible generality.
It is natural to try to relate the label in [19] and [8] to the label in [13] and [26] for an ℓ-block
B of GLn(ǫq). In this paper, we compare these two kinds of labeling and then give the number of ℓ-
blocks of SLn(ǫq) covered by B. The proof here relies on some lemmas given in [26] to investigate
the relationship between the labeling of ℓ-blocks of GLn(ǫq) and SLn(ǫq). In this way we obtain a
corresponding parametrization of ℓ-blocks of SLn(ǫq) when ℓ is odd (see Remark 4.13).
One of the most important conjectures in the modular representation theory of finite groups is the
Alperin weight conjecture, which relates for a prime ℓ information about a finite group G to properties
of ℓ-local subgroups of G, that is, normalizers of ℓ-subgroups of G. For a finite group G and a prime ℓ,
we write Irr(G) for the set of ordinary irreducible characters of G, and IBrℓ(G) for the set of irreducible
ℓ-Brauer characters of G. Moreover, Irr(B) and IBrℓ(B) denote the sets of ordinary irreducible characters
and irreducible ℓ-Brauer characters of B, respectively, where B is an ℓ-block of G. An ℓ-weight of G
means a pair (R, ϕ), where R is an ℓ-subgroup of G and ϕ ∈ Irr(NG(R)) with R ⊆ ker ϕ is of ℓ-defect
zero viewed as a character of NG(R)/R. When such a character ϕ exists, R is necessarily an ℓ-radical
subgroup of G. For an ℓ-block B ofG, a weight (R, ϕ) is called a B-weight if blℓ(ϕ)
G
= B, where blℓ(ϕ) is
the ℓ-block of NG(R) containing ϕ. We denote byWℓ(B) the set of allG-conjugacy classes of B-weights.
In [1], Alperin gave the following conjecture.
∗The author gratefully acknowledges financial support by SFB TRR 195.
1
Conjecture 1.1 (Alperin). Let G be a finite group, ℓ a prime. If B is an ℓ-block of G, then |Wℓ(B)| =
| IBrℓ(B)|.
The blockwise Alperin weight Conjecture 1.1 (BAWC) was proved by Isaacs and Navarro [25] for
ℓ-solvable groups. It was also shown to hold for groups of Lie type in defining characteristic by Cabanes
[12]. By work of Alperin, An and Fong, there is a combinatorial description for the ℓ-weights of general
linear and unitary groups if ℓ is not the defining characteristic and from this (BAWC) holds for general
linear and unitary groups for any prime, see [2], [3], [4] and [5]. In this paper we give a description of the
ℓ-weights of special linear and unitary groups SLn(ǫq) with the assumption ℓ ∤ gcd(n, q− ǫ) (see Remark
5.13). Here, the ℓ-weights of SLn(ǫq) are obtained from the ℓ-weights of GLn(ǫq). We will prove the
following statement.
Theorem 1.2. Let X ∈ {SLn(q), SUn(q)} and ℓ ∤ |Z(X)|. Then the blockwise Alperin weight Conjecture
1.1 holds for X.
Even though (BAWC) has been verified in many particular instances, it has not been possible so far
to find a general proof for arbitrary finite groups. In the recent past, the conjecture has been reduced
to certain (stronger) statements about finite (quasi-)simple groups by Navarro and Tiep [36] for original
version and by Spa¨th [41] for blockwise version. More precisely, it was shown that in order for the
(BAWC) to hold for all finite groups, it is sufficient that all non-abelian finite simple groups satisfy a
system of conditions, which is called the inductive blockwise Alperin weight (iBAW) condition. In this
paper we use another version of the (iBAW) condition (see Definition 2.7) which was given by Koshitani
and Spa¨th [29].
The (iBAW) condition has been verified for some cases, such as many of the sporadic groups, simple
alternating groups and any prime, simple groups of Lie type and the defining characteristic. But for
non-defining characteristic, only a few simple groups of Lie type have been proved to satisfy the (iBAW)
condition (see [14], [34], [39] and [41]).
It seems that there is no general method yet to verify the (iBAW) condition for arbitrary finite simple
groups of Lie type and the non-defining characteristic, even for simple groups of type A. Using the
description of ℓ-weights of GLn(ǫq) in [2], [3], [4] and [5], Li and Zhang [31] proved that if the pair
(n, q) is such chosen that the outer automorphism group of PSLn(ǫq) is cyclic, then the simple group
PSLn(ǫq) satisfies the (iBAW) condition for any prime. In this paper, we consider the (iBAW) condition
for the unipotent blocks of SLn(ǫq) without any restriction for n and q. Our results are the following:
Theorem 1.3. Let X ∈ {SLn(q), SUn(q)} and ℓ ∤ |Z(X)|. Suppose that b is a unipotent ℓ-block of X, then
the inductive blockwise Alperin weight (iBAW) condition (cf. Definition 2.7) holds for b.
This paper is built up as follows. In Section 2, we introduce the general notation around characters,
weights and general linear and unitary groups. In Section 3, we recall the results of [27] and [16]
about irreducible Brauer characters of special linear and unitary groups. Then we determine when the
labeling of blocks of general linear and unitary groups in [19] and [8] is the labeling given in [13] and
[26], and then classify the blocks of special linear and unitary groups in non-defining characteristic in
Section 4. In Section 5 we give a description of weights of special linear and unitary groups in non-
defining characteristic and prove Theorem 1.2. Section 6 gives the extendiblility of weight characters
of unipotent blocks of special linear and unitary groups in non-defining characteristic, while Section 7
proves Theorem 1.3.
2 Notation and preliminaries
In this section we establish the notation around groups and characters that is used throughout this
paper.
Notation. The cardinality of a set, or the order of a finite group, X, is denoted by |X|. If a group A acts
on a finite set X, we denote by Ax the stabilizer of x ∈ X in A, analogously we denote by AX′ the setwise
stabilizer of X′ ⊆ X.
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Let ℓ be a prime. If A acts on a finite group H by automorphisms, then there is a natural action of A
on Irr(H) ∪ IBrℓ(H) given by
a−1χ(g) = χa(g) = χ(ga
−1
) for g ∈ G, a ∈ A and χ ∈ Irr(H) ∪ IBrℓ(H). For
P ≤ H and χ ∈ Irr(H) ∪ IBrℓ(H), we denote by AP,χ the stabilizer of χ in AP.
We denote the restriction of χ ∈ Irr(H) ∪ IBrℓ(H) to some subgroup L ≤ H by Res
H
L χ, while Ind
H
L ψ
denotes the character induced from ψ ∈ Irr(L) ∪ IBrℓ(L) to H. For N E H we sometimes identity the
characters of H/N with the characters of H whose kernel contains N.
For N E H, and χ ∈ Irr(H) ∪ IBrℓ(H), we denote by κ
H
N
(χ) the number of irreducible constituents of
ResHN (χ) forgetting multiplicities. Let B be an ℓ-block of H, we denote by κ
H
N
(B) the number of ℓ-blocks
of N covered by B.
2.1 Clifford theory
Lemma 2.1. Suppose that H is a finite group and N E H satisfies that H/N is cyclic.
(i) Let χ ∈ Irr(H) and θ ∈ Irr(N | χ), then every character in Irr(H | θ) has the form χη for some
η ∈ Irr(H/N), and κH
N
(χ) is equal to the cardinality of the set {η ∈ Irr(H/N) | χη = χ}.
(ii) Let ψ ∈ IBrℓ(H) and ϕ ∈ IBrℓ(N | ψ), then every ℓ-Brauer character in IBrℓ(H | ϕ) has the
form ψτ for some τ ∈ IBrℓ(H/N) and the ℓ
′-part of κH
N
(ψ) is equal to the cardinality of the set
{τ ∈ IBrℓ(H/N) | ψτ = ψ}.
Proof. This is a direct consequence of Clifford theory (see, for example, [24, §19] and [35, Chap. 8]).
For (ii), see also [27, Lem. 3.3 and 3.8]. 
For a finite group H, we denote by Radℓ(H) the set of all ℓ-radical subgroups of H and Radℓ(H)/ ∼H
a complete set of representatives of H-conjugacy classes of ℓ-radical subgroups of H.
Lemma 2.2. Let H be a finite group, N E H and ℓ a prime.
(i) If R is an ℓ-radical subgroup of H, then R ∩ N is an ℓ-radical subgroup of N.
(ii) The map Radℓ(H) → Radℓ(N), R 7→ R ∩ N is surjective.
(iii) Let S be an ℓ-radical subgroup of N. Assume that there is only one ℓ-radical subgroup R of H
such that R ∩ N = S . Then R = Oℓ(NH(S )) and NH(S ) = NH(R).
Proof. (i) is [37, (2.1)]. For (ii), if S is an ℓ-radical subgroup of N, let R = Oℓ(NH(S )), then we claim
that R is an ℓ-radical subgroup of H with R∩N = S . Indeed, R∩N is a normal ℓ-subgroup of NN(S ) and
then R ∩ N ≤ S since S = Oℓ(NN(S )). Obviously S ≤ R ∩ N. Thus S = R ∩ N. Then NH(R) ≤ NH(S ).
Now R E NH(S ), so NH(R) = NH(S ). Then R is an ℓ-radical subgroup of H. Thus the claim holds and
then (ii) holds and (iii) easily follows. 
Lemma 2.3. Let H be a finite group, N E H and ℓ a prime. Assume that H/N is cyclic and the map
Radℓ(H) → Radℓ(N), R 7→ R ∩ N is bijective.
(i) If (R, ϕ) is an ℓ-weight of H, then (S , ψ) is an ℓ-weight of N for S = R ∩ N and any ψ ∈
Irr(NN(S ) | ϕ).
(ii) Let (S , ψ) be an ℓ-weight of N, and R ∈ Radℓ(H) such that R ∩ N = S . Assume further that
ℓ ∤ |NH(R)ψ/NN(S )R|. Then there exists an ℓ-weight (R, ϕ) of H such that ϕ ∈ Irr(NH(R) | ψ).
Proof. Let R be an ℓ-radical subgroup of H, S = R ∩ N. By Lemma 2.2 (iii), NH(R) = NH(S ) and then
NN(S ) = NH(R) ∩ N. By the assumption, NH(R)/NN(S ) is cyclic. Now NN(S )R/R  NN(S )/S , so there
is a bijection Ψ : Irr(NN(S ) | 1S ) → Irr(NN(S )R | 1R) such that if ψ ∈ Irr(NN(S ) | 1S ) and ψ
′
= Ψ(ψ),
then ψ′ is an extension of ψ. Obviously, every character in Irr(NN(S ) | 1S ) is R-invariant.
(i). Let (R, ϕ) be an ℓ-weight of H and ψ ∈ Irr(NN(S ) | ϕ), then Res
NH(R)
NN (S )
ϕ is multiplicity-free. So
ϕ(1) = tψ(1) with t = [NH(R) : NH(R)ψ]. Hence t | [NH(R) : NN(S )R]. Notice that ϕ(1)ℓ = |NH(R)/R|ℓ,
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so ψ(1)ℓ ≥ |NN(S )/S |ℓ. Thus ψ(1)ℓ = |NN(S )/S |ℓ. Hence ψ is of ℓ-defect zero as a character of NN(S )/S
and then (S , ψ) is an ℓ-weight of N.
(ii). Let (S , ψ) be an ℓ-weight of N, ψ′ = Ψ(ψ) and ϕ ∈ Irr(NH(R) | ψ
′). Then the proof is similar to
(i). 
2.2 Blocks
Let H be a finite group, χ ∈ Irr(H), ℓ a prime, we denote by χ◦ the restriction of χ to the set of all
ℓ′-elements of H. Let θ be a linear character of H. Then θχ is an irreducible character of H and the
map χ 7→ θχ is a permutation on Irr(H). Moreover, this permutation respects ℓ-blocks. The following is
elementary.
Lemma 2.4. Suppose that H is a finite group and B is an ℓ-block of H. Let θ be a linear character of H
of ℓ′-order. Then there is an ℓ-block of H, say θ ⊗ B, such that Irr(θ ⊗ B) = {θχ | χ ∈ Irr(B)}. Moreover,
IBrℓ(θ ⊗ B) = {θ
◦φ | φ ∈ IBrℓ(B)}.
Proof. Let (K,O, k) be a splitting ℓ-modular system for H where K is an extension of the ℓ-adic field Qℓ.
Let J(O) be the maximal ideal of O and ∗ : O → k = O/J(O) the canonical homomorphism. We denote
by θ′ be the linear character of H such that θ′(h) = θ(h)−1 for every h ∈ H. Now θ is of ℓ′-order, so is θ′.
From this θ′ induces a group homomorphism θ′∗ : H → k. Define σ : kH → kH by h 7→ θ′∗(h)h. Then
it is easy to check that σ is an automorphism of k-algebra kH.
Now let B′ be the ℓ-block of H which is the image of B under σ. Then Irr(B) = {χσ | χ ∈ Irr(B)}
and IBrℓ(B
′) = {φσ | φ ∈ IBrℓ(B)}. For any χ ∈ Irr(B) and φ ∈ IBrℓ(B), we see at once that χ
σ
= θχ and
φσ = θ◦φ. Now we take θ ⊗ B = B′, and we complete the proof. 
Let Y ⊆ IBrℓ(H). A subset X ⊆ Irr(H) is called a basic set of Y if {χ
◦ | χ ∈ X} is a Z-basis of ZY . Let
B be a union of some ℓ-blocks of H. If Y = IBrℓ(B), then we also say X a basic set of B.
Lemma 2.5. Let N E H be arbitrary finite groups, B be an ℓ-block of N and X ⊆ Irr(B) a basic set of
B. Suppose that the ℓ-decomposition matrix associated with X and IBrℓ(B) is unitriangular with respect
to a suitable ordering. Assume that every character in X is invariant under H. Then every irreducible
ℓ-Brauer character of B is invariant under H. Moreover, if every character in X extends to H, then every
irreducible ℓ-Brauer character of B extends to H.
Proof. This is [38, Lem. 1.27 and Prop. 1.29]. 
We will make use of the following result.
Lemma 2.6 ([28, Lem. 2.3]). Let K be a normal subgroup of finite group H and L a subgroup of H. Let
M = K ∩ L. Suppose that b is an ℓ-block of M and c is an ℓ-block of L such that c covers b. If both bK
and cH are defined, then cH covers bK .
2.3 Cuspidal pairs
We will make use of the classification of the blocks of finite groups of Lie type in non-defining
characteristic given by Cabanes-Enguehard [13] and Kessar-Malle [26]. Algebraic groups are usually
denoted by boldface letters. Let q be a power of some prime number p and Fq the field of q elements.
Suppose that G is a connected reductive linear algebraic group over the algebraic closure of Fq and
F : G → G a Frobenius endomorphism endowing G with an Fq-structure. The group of rational points
GF is finite. Let G∗ be dual to G with corresponding Frobenius endomorphism also denoted F.
Let d be a positive integer. We will make use of the terminology of Sylow d-theory (see for instance
[9]). For an F-stable maximal torus T of G, denotes (T)d its Sylow d-torus. An F-stable Levi subgroup
L of G is called d-split if L = CG(Z
◦(L)d), and ζ ∈ Irr(L
F) is called d-cuspidal if ∗RL
M⊆P
(ζ) = 0 for
all proper d-split Levi subgroups M < L and any parabolic subgroup P of L containing M as Levi
complement.
Let s ∈ G∗F be semisimple. Following [26, Def. 2.1], we say χ ∈ E(GF, s) is d-Jordan-cuspidal if
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• Z◦(C◦
G∗
(s))d = Z
◦(G∗)d, and
• χ corresponds under Jordan decomposition (see, for example, [32, Prop. 5.1]) to the CG∗(s)
F-orbit
of a d-cuspidal unipotent character of C◦
G∗
(s)F .
If L is a d-split Levi subgroup ofG and ζ ∈ Irr(LF) is d-Jordan-cuspidal, then (L, ζ) is called a d-Jordan-
cuspidal pair of G.
Let ℓ be a prime number different from p. Now we define an integer e0 = e0(q, ℓ), which is denoted
by “e” in [26] (in this paper, we will use “e” for another integer, see Section 2.5):
e0 = e0(q, ℓ) = multiplicative order of q modulo
{
ℓ, if ℓ > 2,
4, if ℓ = 2.
(2.1)
For a semisimple ℓ′-element s of G∗F , we denote by Eℓ(G
F , s) the union of all Lusztig series
E(GF, st), where t ∈ G∗F is a semisimple ℓ-element commuting with s. By [11], the set Eℓ(G
F , s) is
a union of ℓ-blocks of GF .
Also, we denote by E(GF, ℓ′) the set of irreducible characters ofGF lying in a Lusztig series E(GF , s),
where s ∈ G∗F is a semisimple ℓ′-element.
The paper [13] gave a label for arbitrary ℓ-blocks of finite groups of Lie type for ℓ ≥ 7 and it was
generalised in [26] to its largest possible generality. Under the condition of [26, Thm. A (e)], the set of
GF-conjugacy classes of e0-Jordan-cuspidal pairs (L, ζ) of G such that ζ ∈ E(L
F , ℓ′), is a labeling set of
the ℓ-blocks of GF .
2.4 The inductive blockwise Alperin weight conditions
Notation. For a finite group H and a prime ℓ, we denote by
• dzℓ(H) the set of ℓ-defect zero characters of H, and
• blℓ(ϕ) the ℓ-block of H containing ϕ, for ϕ ∈ Irr(H) ∪ IBrℓ(H).
If Q is a radical ℓ-subgroup of H and B an ℓ-block of H, then we define the set
dzℓ(NH(Q)/Q, B) = {χ ∈ dzℓ(NH(Q)/Q) | blℓ(χ)
H
= B},
where we regard χ as an irreducible character of NG(Q) containing Q in its kernel when considering the
induced ℓ-block blℓ(χ)
H .
There are several versions of the (iBAW) condition. Apart from the original version given in [41, Def.
4.1], there is also a version treating only blocks with defect groups involved in certain sets of ℓ-groups
[41, Def. 5.17], or a version handling single blocks [29, Def. 3.2]. We shall consider the inductive
condition for a single block here (in order to consider unipotent ℓ-blocks of special linear or unitary
groups).
Definition 2.7 ([29, Def. 3.2]). Let ℓ be a prime, S a finite non-abelian simple group and X the universal
ℓ′-covering group of S . Let b be an ℓ-block of X. We say the inductive blockwise Alperin weight (iBAW)
condition holds for b if the following statements hold:
(i) There exist subsets IBrℓ(b | Q) ⊆ IBrℓ(b) for Q ∈ Radℓ(X) with the following properties:
(1) IBrℓ(b | Q)
a
= IBrℓ(b | Q
a) for every Q ∈ Radℓ(X), a ∈ Aut(X)b,
(2) IBrℓ(b) =
⋃˙
Q∈Radℓ(X)/∼X IBrℓ(b | Q).
(ii) For every Q ∈ Radℓ(X) there exists a bijection
Ω
X
Q : IBrℓ(b | Q) → dzℓ(NX(Q)/Q, b)
such that ΩX
Q
(φ)a = ΩX
Qa
(φa) for every φ ∈ IBrℓ(b | Q) and a ∈ Aut(X)b.
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(iii) For every Q ∈ Radℓ(X) and every φ ∈ IBrℓ(b | Q) there exist a finite group A := A(φ,Q) and
φ˜ ∈ IBrℓ(A) and φ˜′ ∈ IBrℓ(NA(Q)), where we use the notation
Q := QZ/Z and Z := Z(X) ∩ ker(φ)
with the following properties:
(1) for X := X/Z the group A satisfies X E A, A/CA(X)  Aut(X)φ, CA(X) = Z(A) and ℓ ∤ |Z(A)|,
(2) φ˜ ∈ IBrℓ(A) is an extension of the ℓ-Brauer character of X associated with φ,
(3) φ˜′ ∈ IBrℓ(NA(Q)) is an extension of the ℓ-Brauer character of NX(Q) associated with the
inflation of ΩX
Q
(φ)◦ ∈ IBrℓ(NX(Q)/Q) to NX(Q),
(4) blℓ(Res
A
J (φ˜)) = blℓ(Res
NA(Q)
NJ(Q)
(φ˜′))J for every subgroup J satisfying X ≤ J ≤ A.
2.5 Some notations and conventions for GLn(ǫq)
From now on to the end of this paper, we always assume that p is a prime, q = p f with a positive
integer f , and ℓ is a prime number different from p.
We follow mainly the notation from [19], [8], [3], [4] and [5]. We first give some notation and
conventions used throughout this paper.
For a positive integer d, we denote by I(d) the identity matrix of degree d and by Id the identity
matrix of degree ℓd. Let ǫ = ±1 and G = GLn(ǫq), where GLn(−q) denotes the general unitary group
GUn(q) = {A ∈ GLn(q
2) | Fq(A)
trA = I(n)}, where Fq(A) is the matrix whose entries are the q-th powers
of the corresponding entries of A, and tr denotes the transpose operation of matrices.
Denote X = SLn(ǫq), where SLn(−q) = SUn(q) = GUn(q) ∩ SLn(q
2). We also use the notation
GL(n, ǫq) (and SL(n, ǫq), respectively) for GLn(ǫq) (and SLn(ǫq), respectively). Let Fp be the automor-
phism of G defined by Fp((gi j)) = (g
p
i j
) and γ the automorphism of G defined by γ(A) = (A−1)tr . Denote
D = 〈Fp, γ〉. Then D is an abelian group of order 2 f and the group G⋊D is well-defined. For the unitary
groups, D is cyclic. By [23, Thm. 2.5.1], the automorphisms of X induced by G ⋊ D equal Aut(X). If
n = 2, γ is an inner automorphism. If n ≥ 3, then Aut(X)  G/Z(G) ⋊ D. We denote by F = Fǫq = Fq or
Fq2 the field of q or q
2 elements when ǫ = 1 or ǫ = −1 respectively. Let e be the multiplicative order of
ǫq modulo ℓ.
For a positive integer d, we denote by Fqd [x] (Irr(Fqd [x]), respectively) the set of all polynomials (all
monic irreducible polynomials, respectively) over the field Fqd . For a polynomial
∆(x) = xm + am−1x
m−1
+ · · · + a0
in F
q2d
[x], we define ∆˜(x) = xma
−qd
0
∆
qd (x−1), where ∆q
d
(x) means the polynomial in x whose coefficients
are the qd-th powers of the corresponding coefficients of ∆(x). Then α is a root of ∆ if and only if α−q
d
is
a root of ∆˜. Now, we denote by
F0(d) =
{
∆ ∈ Irr(Fqd [x]) | ∆ , x
}
,
F1(d) =
{
∆ ∈ Irr(Fq2d [x]) | ∆ , x,∆ = ∆˜
}
,
F2(d) =
{
∆∆˜ | ∆ ∈ Irr(Fq2d [x]),∆ , x,∆ , ∆˜
}
.
Let
F (d) =
{
F0(d) if ǫ
d
= 1,
F1(d) ∪ F2(d) if ǫ
d
= −1.
(2.2)
In particular, we abbreviate F := F (1) and Fi := Fi(1) for i = 0, 1, 2. We denote by dΓ the degree of
any polynomial Γ. For unitary groups, the polynomials in F1 ∪ F2 serve as the “elementary divisors” as
polynomials in F0 serve for linear groups (see, for example, [19, p.111-112]). For Γ ∈ F , if σ is a root
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of Γ, then σ(ǫq)
h
is also a root of Γ for any positive integer h. So dΓ is the smallest integer d such that
σ(ǫq)
d−1
= 1 and all the roots of Γ are σ, σǫq, . . ., σ(ǫq)
dΓ−1
.
Note that the meaning of our notation here for unitary groups, such as e and GUn(q), is the same as
those in [4] and [5] which is slightly different from that in [19] (for details, see [5, p.6]). In particular,
with the notation adopted here, there is no need to introduce the reduced degrees δΓ for the unitary
groups. (For the results in [19] for unitary groups where δΓ appears, it is easy to reformulate them with
the notation adopted here and dΓ replacing δΓ as in [5]).
Let F be the algebraic closure of Fq. As usual, we denote G = GLn(F) (a connected reductive linear
algebraic group). Define Fq := F
f
p and F = γ
1−ǫ
2 ◦ Fq which is a Frobenius endomorphism over G
defining an Fq structure on it. We write G
F for the group of fixed points, then G = GF .
Now, for Γ ∈ F , let (Γ) be the companion matrix of Γ. Let s be a semisimple element of G and
s =
∏
Γ sΓ is the primary decomposition of s (see, for example, [19, p.112]). If the multiplicity mΓ(s)
of Γ in sΓ is not zero, we call Γ an “elementary divisor” of s although Γ may not be irreducible in
the unitary case. Then there exists gΓ(s) such that s
gΓ(s)
Γ
= I(mΓ(s)) ⊗ diag(σΓ, σ
ǫq
Γ
, · · · , σ
(ǫq)dΓ−1
Γ
) where
σΓ, σ
ǫq
Γ
, · · · , σ
(ǫq)dΓ−1
Γ
are all the roots of Γ, and vΓ(s) = gΓ(s)
−1F(gΓ(s)) is a blockwise permutation
matrix corresponding to a dΓ-cycle. Now let H = CG(s), then H =
∏
ΓHΓ, where HΓ = CGΓ(sΓ) with
GΓ = GL(mΓ(s)dΓ, F). Let HΓ,0 := H
gΓ(s)
Γ
, then HΓ,0 = GL(mΓ(s), F) × · · · ×GL(mΓ(s), F) with dΓ factors
and F acts on HΓ in the same way as vΓ(s)F acts on HΓ,0. Let HΓ = H
F
Γ
, then by [19, Prop. (1A)],
HΓ  H
vΓ(s)F
Γ,0
 GL(mΓ(s), (ǫq)
dΓ ). Also, CG(s) = H
F
=
∏
Γ HΓ. Let P(s) be the set of the symbols
µ =
∏
Γ µΓ, such that µΓ is a partition of mΓ(s). Then the unipotent characters of CG(s) are in bijection
with Irr (
∏
ΓS(mΓ(s)) and consequently with P(s) (see, for example, [8, §4.B2]). For µ ∈ P(s), we
denote by χµ =
∏
Γ χµΓ the unipotent character of CG(s) corresponding to µ.
3 The characters and Brauer characters of SLn(ǫq)
With the parametrization of pairs involving semisimple elements above, the irreducible characters of
G can be constructed by the Jordan decomposition. The irreducible characters of G are in bijection with
G-conjugacy classes of pairs (s, µ), where s is a semisimple element of G and µ ∈ P(s). The bijection is
given as
χs,µ = ǫGǫCG(s)R
G
CG(s)
(sˆχµ),
where χµ is a unipotent character of H = CGF (s) described as in the end of previous section, and sˆ is the
image of s under the isomorphism (see [19, (1.16)])
Z(H)  Hom(H/[H,H],Q
×
ℓ ). (3.1)
Here, Qℓ is an algebraic closure of the ℓ-adic field Qℓ.
Let
Z := {z ∈ F× | zq−ǫ = 1}. (3.2)
Then we may identify the elements of Z with the elements of Z(G). For Γ ∈ F , let ξ be a root of Γ. For
z ∈ Z, define z.Γ to be the unique polynomial in F such that zξ is a root of z.Γ. Note that dΓ = dz.Γ. In fact,
since all the roots of Γ are ξ, ξǫq, . . . , ξ(ǫq)
dΓ−1
, we know that all the roots of z.Γ are zξ, zξǫq, . . . , zξ(ǫq)
dΓ−1
.
Now we define an action of Z on the set of pairs (s, µ) with µ ∈ P(s). For z ∈ Z, define zµ =
∏
Γ(zµ)Γ
with (zµ)z.Γ = µΓ. Then zµ ∈ P(zs).
By Lemma 2.1, for χ ∈ Irr(G), in order to compute the number of irreducible constituents of
ResG
X
(χ) (recall that X = SLn(ǫq) is defined as in Section 2.5), we need to know when χζ = χ, for
ζ ∈ Irr(G/X). Note that the group Z(G) (or Z) is isomorphic via ˆ to the group of linear characters of
G/X. The following proposition follows from [16, Prop. 3.5].
Proposition 3.1. zˆχs,µ = χzs,zµ for z ∈ Z.
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Thus, for a semisimple element s ∈ GF and z ∈ Z, if we write E(GF , s) = {χ1, . . . , χk}, then
E(GF , zs) = {zˆχ1, . . . , zˆχk}. (3.3)
If z ∈ Oℓ′(Z), we may regard zˆ as an irreducible ℓ-Brauer character of G/X. Then the group Oℓ′(Z) is
isomorphic via ˆ to the group of linear ℓ-Brauer characters of G. Recall that for a semisimple ℓ′-element
s of GF , Eℓ(G
F , s) is a union of ℓ-blocks of GF (cf. [11]). Then by (3.3) and Lemma 2.4, we have:
Corollary 3.2. Let s be a semisimple ℓ′-element of GF . Suppose that IBrℓ(Eℓ(G
F , s)) = {φ1, . . . , φk},
then IBrℓ(Eℓ(G
F , zs)) = {zˆφ1, . . . , zˆφk} for any z ∈ Oℓ′(Z).
Remark 3.3. By [22, Thm. 5.1], E(GF , s) is a basic set of Eℓ(G
F , s). By the proof of Lemma 2.4, with
a suitable ordering, the decomposition matrices associated with the basic sets E(GF , s) and E(GF , zs) of
Eℓ(G
F , s) and Eℓ(G
F , zs), respectively, are the same.
Now we may use the parameterisation (s, µ) of irreducible characters in E(GF , s) for the irreducible
ℓ-Brauer characters of Eℓ(G
F , s). Let φs,µ denote the irreducible ℓ-Brauer characters corresponding to
(s, µ). Then it is convenient to assume that zˆφs,µ = φzs,zµ for all z ∈ Oℓ′(Z) by Corollary 3.2. (For ǫ = 1,
this is just [27, Lem. 4.1].)
The number of irreducible constituents of the restriction of irreducible ℓ-Brauer characters of G to
X was obtained by Kleshchev and Tiep for ǫ = 1 (see [27, Thm. 1.1 and Cor. 1.2]), and generalized by
Denoncin for ǫ = ±1 (see [16, Prop. 3.5, 4.2 and 4.9]). We will state it as the following remark.
Remark 3.4. We introduce the notations of the combinatorial description of irreducible ℓ-Brauer char-
acters of G used in [27]. For a partition µ = (µ1, µ2, . . .), denote |µ| = µ1 + µ2 + · · · and write µ
′ for the
transposed partition. Set ∆(µ) = gcd(µ1, µ2, . . .).
For σ ∈ F
×
, we denote by [σ] the set of all roots of the polynomial in F which has σ as a root.
Denote by deg(σ) the cardinality of [σ]. Then deg(σ) is the minimal integer d such that σ(ǫq)
d−1
= 1 and
[σ] = { σ,σǫq, σ(ǫq)
2
, . . . , σ(ǫq)
deg(σ)−1
}.
An (n, ℓ)-admissible tuple is a tuple
(([σ1], µ
(1)), . . . , ([σa], µ
(a))) (3.4)
of pairs, where σ1, . . . , σa ∈ F
×
are ℓ′-elements, and µ(1), . . . , µ(a) are partitions such that
• [σi] , [σ j] for all i , j, and
•
a∑
i=1
deg(σi)|µ
(i)| = n.
An equivalence class of the (n, ℓ)-admissible tuple (3.4) up to a permutation of pairs
([σ1], µ
(1)), . . . , ([σa], µ
(a))
is called an (n, ℓ)-admissible symbol and is denoted as
s = [([σ1], µ
(1)), . . . , ([σa], µ
(a))]. (3.5)
The set of (n, ℓ)-admissible symbols is the labeling set for irreducible ℓ-Brauer characters of G. Denote
by φs the irreducible ℓ-Brauer character corresponding to the (n, ℓ)-admissible symbol s.
The group Oℓ′(Z) acts on the set of (n, ℓ)-admissible symbols via
z · [([σ1], µ
(1)), . . . , ([σa], µ
(a))] = [([zσ1], µ
(1)), . . . , ([zσa], µ
(a))]
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for z ∈ Oℓ′(Z). We denote by κℓ′(s) the order of the stabilizer group in Oℓ′(Z) of an (n, ℓ)-admissible
symbol s. Next, for an (n, ℓ)-admissible symbol s as (3.5), let κℓ(s) be the ℓ-part of
gcd(n, q − 1,∆((µ(1))′), · · · ,∆((µ(a))′)).
Let κ(s) = κℓ(s)κℓ′ (s). By [27] and [16], κ
G
X
(φs) = κ(s) (i.e. Res
G
X
φs is a sum of κ(s) irreducible
constituents). For two (n, ℓ)-admissible symbols s and s′, if they are in the same Oℓ′(Z)-orbit, then
ResGX φs = Res
G
X φs′ .
If moreover, we write the decomposition ResG
X
φs =
⊕κ(s)
j=1
(φs) j, then the set {(φs) j}, where s runs
through the Oℓ′(Z)-orbit representatives of (n, ℓ)-admissible symbols and j runs through the integers
between 1 and κ(s), is a complete set of the irreducible ℓ-Brauer characters of X.
Notice that Remark 3.4 also holds for complex irreducible characters if we set ℓ = 0 by Proposition
3.1. (For ǫ = 1, the complex irreducible characters of SLn(q) were obtained in [30].)
For an ℓ-block B of G and an (n, ℓ)-admissible symbol s, if φs ∈ IBrℓ(B), then we say that s belongs
to B.
4 The blocks of SLn(ǫq)
Let X = SLn(F), then X = [G,G]. The labeling of ℓ-blocks of G
F and XF (using e0-Jordan-cuspidal
pairs) described in [13] and [26] can be stated as following.
Theorem 4.1. Let H ∈ {G,X} and e0 = e0(q, ℓ) is defined as in Equation (2.1).
(i) For any e0-Jordan-cuspidal pair (L, ζ) of H such that ζ ∈ E(L
F, ℓ′), there exists a unique ℓ-block
bHF (L, ζ) of H
F such that all irreducible constituents of RH
L
(ζ) lie in bHF (L, ζ).
(ii) Moreover, the map Ξ : (L, ζ) 7→ bHF (L, ζ) is a surjection from the set of H
F-conjugacy classes of
e0-Jordan-cuspidal pairs (L, ζ) of H such that ζ ∈ E(L
F , ℓ′) to the ℓ-blocks of HF .
(iii) If ℓ is odd, then Ξ is bijective.
Remark 4.2. By a result of Bonnafe´ [7], the Mackey formula holds for type A, hence the Lusztig
induction in Theorem 4.1 (i) is independent of the ambient parabolic subgroup (containing L). Also,
throughout this paper we always omit the parabolic subgroups when considering Lusztig inductions.
Note that we let e be the multiplicative order of ǫq modulo ℓ throughout this paper. Here, e0 and e
may not equal. In fact,
(i) when ℓ is odd,
• if ǫ = 1, then e = e0, and
• if ǫ = −1, then e = 2e0, e0/2, e0 if e0 is respectively odd, congruent to 2 modulo 4, or
divisible by 4, and
(ii) when ℓ = 2, we have e = 1 while e0 = 1 or 2 if 4 | q − 1 or 4 | q + 1 respectively.
For a positive integer d, we let Φd(x) ∈ Z[x] be the d-th cyclotomic polynomial over Q, i.e., the
monic irreducible polynomial whose roots are the primitive d-th roots of unity. So if ℓ is odd, then
Φe(ǫx) = ±Φe0 (x).
We will use the following lemma.
Lemma 4.3. Assume that ℓ is odd. Let λ be an e-core of a partition of n, and w = e−1(n − |λ|). Let T(e)
be a Coxeter torus of (GL(e, F), F), T = (T(e))w × I(|λ|), and L = CG(T) = (T
(e))w × GL(|λ|, F). Let φλ
be the unipotent character of GL(|λ|, ǫq) corresponding to λ and φ = 1TF × φλ ∈ Irr(L
F). Then every
irreducible constituent of RG
L
(φ) has the form χµ such that λ is the e-core of µ.
9
Proof. Let H = GL(ew, F) × GL(|λ|, F), then H is an F-stable Levi subgroup of G (moreover, there
exists a semisimple element ρ ∈ GF such that H = CG(ρ)). Then every irreducible constituent of R
H
L
(φ)
has the form φν × φλ, where φν is a unipotent character of GL(ew, ǫq) corresponding to some ν ⊢ we.
Since RG
L
(φ) = RG
H
(RH
L
(φ)), it suffices to prove that every irreducible constituent of RG
H
(φν × φλ) has
the form χµ such that λ is the e-core of µ and then the result follows by [19, (2.12)] (a result from the
Murnaghan-Nakayama formula) and the remark following it. 
Remark 4.4. In fact, with the hypothesis and setup of Lemma 4.3, the pair (L, φ) is an e0-cuspidal
pair (note that L = CG(Te0 )), and the set of the irreducible constituents of R
G
L
(φ) is exactly the e0-Harish-
Chandra series above (L, φ). So Lemma 4.3 also follows from the proof of [10, Thm. 3.2 and 3.3].
Now we give the relationship between the e0-cuspidal pairs of G and the e0-cuspidal pairs of X.
Proposition 4.5. (i) Let (L, ζ) be an e0-cuspidal pair of G and b an ℓ-block of X covered by B =
bGF (L, ζ), then b = bXF (L0, ζ0), where L0 = L∩X and ζ0 is an irreducible constituent of Res
LF
LF
0
ζ.
(ii) Let (L0, ζ0) be an e0-cuspidal pair of X and B an ℓ-block of G which covers b = bXF (L0, ζ0), then
B = bGF (L, ζ) where the e0-cuspidal pair (L, ζ) satisfies that L0 = L ∩ X and ζ0 is an irreducible
constituent of ResL
F
LF
0
ζ.
Proof. Note that if L0 = L ∩ X and ζ0 is an irreducible constituent of Res
LF
LF
0
ζ, then by [26, Lem. 2.3],
(L, ζ) is an e0-cuspidal pair of G if and only if (L0, ζ0) is an e0-cuspidal pair of X. Thus (i) follows by
[26, Lem. 3.7].
For (ii), set L = L0Z(G), then L0 = L ∩ X. Also, Z(L) = Z(L0)Z(G) and Z(L0)e0 ⊆ Z(L)e0 since
G = Z(G)X. Hence CG(Z(L)e0) = Z(G)CX(Z(L)e0) ⊆ Z(G)CX(Z(L0)e0 ) = Z(G)L0 = L, and then L is
an e0-split Levi subgroup of G. Thus (ii) follow by [26, Lem. 3.8]. 
Remark 4.6. Proposition 4.5 is not restricted to the case of type A. In fact, it holds for any connected
reductive linear algebraic group G and X = [G,G].
Lemma 4.7. Let L be an F-stable Levi subgroup ofG, ζ ∈ Irr(LF) and L0 = L∩X. Let ∆ := Irr(L
F
0
| ζ),
then NXF (L0)∆ acts trivially on ∆.
Proof. Let L = LF and L0 = L
F
0
. Note that there exist integers ni, ai, bi (1 ≤ i ≤ s) and r such that
ni , n j for i , j and L = L0 × L
b1
1
× · · · × L
bs
s where L0  GL(r, ǫq) and Li  GL(ni, (ǫq)
ai ). Then
NGF (L) = L0 ×
∏
1≤i≤s
Ni ≀ S(bi), where Ni = 〈Li, σi〉, o(σi) = ai, and σi act on Li  GL(ni, (ǫq)
ai ) as
a field automorphism of order ai. We denote by OutN
GF
(L)(L
F
0
) the the subgroup of Out(LF
0
) induced
by NGF (L) (i.e. OutNGF (L)(L
F
0
)  NGF (L)/L
F
0
Z(LF)). By comparing orders, we have OutN
GF
(L)(L
F
0
) =
OutLF (L
F
0
) ⋊ OutN
XF
(L)(L
F
0
) since Z(LF
0
) = Z(LF) ∩ LF
0
. Let ∆0 := Irr([L
F ,LF] | ζ).
First, we consider the case L = Li = GL(ni, (ǫq)
ai ). Then NGF (L) = Ni and OutLF ([L
F ,LF]) and
OutN
XF
(L)([L
F ,LF]) commute. Now by [15, Thm. 4.1], there exists ζ0 ∈ ∆0 such that NGF (L)ζ0 =
LF
ζ0
NXF (L)ζ0 . So ζ0 is invariant under NXF (L0)∆ since
OutN
GF
(L)([L
F ,LF]) = OutLF ([L
F ,LF]) × OutN
XF
(L)([L
F ,LF]).
Now LF acts transitively on ∆0, then NXF (L0)∆0 acts trivially on ∆0. Hence NXF (L0)∆ acts trivially on ∆
since the restriction of ζ to [L, L] is multiplicity-free.
Now we consider the case L = L
bi
i
 GL(ni, (ǫq)
ai )bi . Then NGF (L) = Ni ≀S(bi). Let ζ = ζ1×· · ·×ζbi ,
where ζk ∈ Irr(Li) for 1 ≤ k ≤ bi. Then ∆0 =
∏
1≤k≤bi ∆0,k, where ∆0,k = Irr([Li, Li] | ζk) for 1 ≤ k ≤ bi.
Let ζ0 ∈ ∆0 and ζ0 = ζ0,1 × · · · × ζ0,bi where ζ0,k ∈ ∆0,k for 1 ≤ k ≤ bi. Let g ∈ NGF (L). If ζ
g
0
∈ ∆0,
then without loss of generality, we may assume that g = (σ1, . . . , σbi ; τ), where σk ∈ Ni, τ ∈ S(bi) and
τ = (1, . . . , bi). Then ζ
g
0
= ζ
σbi
0,bi
× ζ
σ1
0,1
× · · · ζ
σbi−1
0,bi−1
. Hence there exist l1, . . . , lbi−1 ∈ Li such that ζ
l1
0,1
= ζ
σbi
0,bi
and ζ
lk
0,k
= ζ
σk−1
0,k−1
for 2 ≤ k ≤ bi − 1. By the argument of above paragraph, it is easy to check that
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ζ
lbi
0,bi
= ζ
σ1
0,1
for lbi = (
∏
1≤k≤bi−1
lk)
−1. Now let l = diag(l1, . . . , lbi ), then l ∈ L0 and ζ
l
0
= ζ
g
0
. Then there exists
ζ′
0
∈ ∆, such that ζ0, ζ
g
0
∈ Irr([L, L] | ζ′
0
) since ResL[L,L] ζ is multiplicity-free. So NXF (L0)∆ acts trivially
on ∆.
The assertion in general case now follows by reduction to the preceding cases. 
Let J be a subgroup of some general linear or unitary group GLm(ǫq), we denote
D(J) := {det(M) | M ∈ J}. (4.1)
ThenD(J) is a subgroup of Z (where Z is defined as in (3.2)) and J/(J ∩ SLm(ǫq))  D(J).
Remark 4.8. LetL a Levi subgroup ofG, and L0 = L∩X. Note thatD(L
F) = Z. ThenGF = XFNGF (L)
and LF/LF
0
 GF/XF . So the GF-conjugacy classes of e0-split Levi subgroups of G are just the X
F-
conjugacy classes of e0-split Levi subgroups of G.
We denote by L˜ a complete set of representatives of the GF-conjugacy classes of e0-Jordan-cuspidal
pairs of G such that ζ ∈ E(LF , ℓ′). We may assume that for (L, ζ), (L′, ζ′) ∈ L˜, if L and L′ are GF-
conjugacy, then L = L′.
Define an equivalence relation on L˜ : (L, ζ) ∼ (L′, ζ′) if and only if L = L′ and ResL
F
LF
0
ζ = ResL
F
LF
0
ζ′
where L0 = L ∩ X. Then by Lemma 2.1, 4.7 and Proposition 4.5, {(L ∩ X, ζ0)} is a complete set of
representatives of XF-conjugacy classes of e0-Jordan-cuspidal pairs of X such that ζ0 ∈ E((L ∩ X)
F , ℓ′),
where (L, ζ) runs through a complete set of representatives of the equivalence classes of L˜/ ∼ and ζ0
runs through Irr((L ∩X)F | ζ).
The ℓ-blocks of GF were classified in [19] and [8]. For Γ ∈ F , we denote by eΓ the multiplicative
order of (ǫq)dΓ modulo ℓ. Obviously, eΓ =
e
gcd(e,dΓ)
. Note that for ℓ = 2, e = eΓ = 1. Given a semisimple
element s of GF , let CΓ(s) be the set of eΓ-cores of partitions of mΓ(s), and let C(s) =
∏
Γ
CΓ(s). The
following result is a combination of [19, (5D) and (7A)] and [8, (3.2) and (3.9)].
Theorem 4.9. There is a bijection from the set of ℓ-blocks of G onto the set of G-conjugacy classes of
pairs (s, λ), where s is a semisimple ℓ′-element of G and λ ∈ C(s).
Moreover, let B be an ℓ-block of G with label (s, λ). Then an irreducible character of G of the form
χt,µ belongs to B if and only if the ℓ
′-part of t is G-conjugacy to s and for every Γ ∈ F , µΓ has eΓ-core
λΓ.
We denote by B(s, λ) the ℓ-block of G with label (s, λ). Note that, for ℓ = 2, (s, λ) is always of the
form (s,−) (here, “−” denotes the empty partition).
Now we give an e0-Jordan-cuspidal pair for the ℓ-block B(s, λ). Let s ∈ G
F be a semisimple element
and λ ∈ C(s). Take the primary decomposition s =
∏
Γ sΓ with sΓ = mΓ(s)(Γ). ThenCG(s) =
∏
ΓCGΓ(sΓ)
with GΓ = GL(mΓ(s)dΓ, F). Let wΓ(s) = e
−1
Γ
(mΓ(s) − |λΓ|).
First, we assume that ℓ is odd. Let TeΓ,0 be a Coxeter torus of (GL(eΓ, F), F), MΓ,1 = (TeΓ ,0)
wΓ(s) ×
GL(|λΓ|, F) and HΓ,0 = MΓ,1 × · · · ×MΓ,1 with dΓ factors. Let HΓ =
gΓ(s)HΓ,0 ≤ CGΓ(sΓ). Then H
F
Γ

H
vΓ(s)F
Γ,0
 (GL(1, (ǫq)eΓdΓ))wΓ(s) × GL(|λΓ|, (ǫq)
dΓ ). Let H = ΠΓHΓ. Obviously s ∈ H
F .
Now let TΓ,0 = ((TeΓ ,0)
wΓ(s) × I(|λΓ |))
dΓ . Then gΓ(s)TΓ,0 is a torus of CGΓ(sΓ). Now let TΓ be the Sylow
e0-torus of
gΓ(s)TΓ,0. Then T = ΠΓTΓ is an e0-torus of G. Let L = CG(T), then L is an e0-split Levi
subgroups of G. Also, s ∈ L and H = CCG(s)(T) = CL(s).
Let φλΓ be the unipotent character of GL(|λΓ|, (ǫq)
dΓ ) corresponding to λΓ and φΓ = 1(GL(1,(ǫq)eΓdΓ ))wΓ(s)×
φλΓ ∈ Irr(H
F
Γ
). Then φ = ΠΓφΓ is an e0-cuspidal unipotent character of H
F . Let ζ ∈ E(LF , s) correspond
under Jordan decomposition to φ ∈ E(HF , 1). Then ζ = εLεHR
L
H
(sˆφ) is e0-Jordan-cuspidal. We denote
L = Ls,λ and ζ = ζs,λ.
Now we assume that ℓ = 2. Then λ is empty.
Let TΓ,0 be the maximal torus of (GL(mΓ(s), F), F) satisfying that
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(1) if 4 | q − ǫ or dΓ is even, TΓ,0 consists of all diagonal matrices,
(2) if 4 | q + ǫ and dΓ is odd,
• TF
Γ,0
 GL(1, q2)
mΓ(s)
2 if mΓ(s) is even,
• TF
Γ,0
 GL(1, q2)
mΓ(s)−1
2 × GL(1, ǫq) if mΓ(s) is odd.
Let HΓ,0 = TΓ,0 × · · · × TΓ,0 with dΓ factors. Let HΓ =
gΓ(s)HΓ,0 ≤ CGΓ(sΓ). Then HΓ is a maximal
torus of CGΓ(sΓ). Let H = ΠΓHΓ, then s ∈ H
F . Let TΓ be the Sylow e0-torus of HΓ, then T = ΠΓTΓ
is an e0-torus of G. Let L = CG(T), then L is an e0-split Levi subgroup of G. Also, s ∈ L
F and
H = CCG(s)(T) = CL(s). Let ζ ∈ E(L
F , s) correspond under Jordan decomposition to the (unique) e0-
cuspidal unipotent character φ = 1HF ∈ E(H
F, 1). Then ζ is e0-Jordan-cuspidal. We denote L = Ls,λ and
ζ = ζs,λ.
Thus (Ls,λ, ζs,λ) is an e0-Jordan-cuspidal pair of G in both the cases ℓ is odd and the case ℓ = 2.
Proposition 4.10. Suppose that s ∈ GF is a semisimple ℓ′-element, λ ∈ C(s) and B(s, λ) is an ℓ-block of
GF . Then bGF (Ls,λ, ζs,λ) = B(s, λ).
Proof. Abbreviate ζ = ζs,λ. It is obvious for the case that ℓ = 2. Now we assume that ℓ is odd and it
suffices to prove that every irreducible constituent of RG
L
ζ lies in B(s, λ) by Theorem 4.1. First, with the
notation above,
RGL (ζ) = εLεHR
G
L (R
L
H(sˆφ)) = εLεHR
G
CG(s)
(sˆR
CG(s)
H
(φ)).
We note that H = CL(s) is an F-stable Levi subgroup of CG(s) since H = CCG(s)(T). Hence it suffices
to prove that every irreducible constituent of R
CG(s)
H
(φ) has the form χµ where µ =
∏
Γ µΓ ∈ P(s) satisfies
that µΓ has eΓ-core λΓ for all Γ and this follows by Lemma 4.3. 
Thus according to Theorem 4.1, 4.9 and Proposition 4.10, if ℓ ≥ 3, then the set {(Ls,λ, ζs,λ)}, where s
runs through a complete set of representatives of GF-conjugacy classes of the semisimple ℓ′-elements of
GF and λ runs through C(s), is a complete set of representatives of GF-conjugacy classes of e0-Jordan-
cuspidal pairs of G.
For an e0-Jordan-cuspidal pair (L, ζ) ofG, let L0 = L∩X. Nowwe consider the number of irreducible
constituents of ResL
F
LF
0
ζ. Note that LF/LF
0
 GF/XF by Remark 4.8. So Irr(LF/LF
0
) can be identified to
Irr(GF/XF) which is isomorphic to Z(G) (hence to Z). So we may regard zˆ as a character of Irr(LF/LF
0
)
for z ∈ Z.
We define the action of Z on C(s). For λ =
∏
Γ λΓ ∈ C(s) and z ∈ Z, define zλ =
∏
Γ(zλ)Γ with
(zλ)z.Γ = λΓ. Then by the definition, for every z ∈ Z, Lz,λ = Lzs,zλ and (L, ζzs,zλ) is also an e0-Jordan
cuspidal pair for G.
Proposition 4.11. With the notation above, zˆζs,λ = ζzs,zλ for z ∈ Z.
Proof. Note that ζs,λ = εLεHR
L
H
(sˆφ). Then by [17, Prop. 12.6],
zˆζs,λ = εLεHzˆR
L
H(sˆφ) = εLεHR
L
H(ẑsφ),
since H = CL(zs). Obviously, ζzs,zλ = εLεHR
L
H
(ẑsφ). So zˆζs,λ = ζzs,zλ. 
For a positive integer d and Γ ∈ F , let Γ(d) be a polynomial in F (d) such that Γ(d) and Γ have a
common root in F (where F (d) is defined as in (2.2)). Thus Γ(d) has degree
dΓ
gcd(d,dΓ)
. Moreover, if the
roots of Γ are σ, σǫq, . . ., σ(ǫq)
dΓ
, then we may take Γ(d) to be the polynomial in F (d) whose roots are σ,
σ(ǫq)
d
, . . ., σ(ǫq)
d(
dΓ
gcd(d,dΓ)
−1)
.
For a semisimple ℓ′-element of GF , we denote by E(s) := { Γ ∈ F | mΓ(s) > 0} the set of all
elementary divisors of s. When ℓ is odd, we let Γ(ℓ) := Γ(e) and Eℓ(s) := { Γ ∈ E(s) | wΓ(s) > 0 }. When
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ℓ = 2, we let Γ(2) := Γ if 4 | q − ǫ or dΓ is even, and Γ
(2) := Γ(2) if 4 | q + ǫ or dΓ is odd. Also we define
E2(s) := E(s) if 4 | q − ǫ, and E2(s) := { Γ ∈ E(s) | dΓ is even or mΓ(s) > 1 }. Obviously, the degree of
Γ
(ℓ) is eΓdΓ/e in all cases above.
Corollary 4.12. Let z ∈ Z. Then zˆζs,λ = ζs,λ if and only if (s, λ) and (zs, zλ) are G
F-conjugate and
z.Γ(ℓ) = Γ(ℓ) for all Γ ∈ Eℓ(s).
Proof. First we assume that ℓ is odd. Abbreviate Ls,λ = L. By Proposition 4.11, zˆζs,λ = ζs,λ if and
only if (s, λ) and (zs, zλ) are LF-conjugate. Note that LF = L0 × L1, where L0  GL(
∑
Γ |λΓ|dΓ, ǫq) and
L1 
∏
ΓGL(
eΓdΓ
e
, (ǫq)e)wΓ(s). We write s = s0 × s1 the corresponding decomposition such that s0 ∈ L0
and s1 ∈ L1. Then (s, λ) and (zs, zλ) are L
F-conjugate if and only if (s0, λ) and (zs0, zλ) are L0-conjugate
and s1 and zs1 are L1-conjugate. The semisimple element of GL(
eΓdΓ
e
, (ǫq)e) corresponding to the part of
(s1)Γ has a unique elementary divisor which may be assumed to be Γ(e). So s1 and zs1 are L1-conjugate if
and only if z.Γ(e) = Γ(e) for all Γ ∈ Eℓ(s). Hence (s, λ) and (zs, zλ) are L
F-conjugate if and only if (zs, zλ)
are GF-conjugate and z.Γ(e) = Γ(e) for all Γ ∈ Eℓ(s). This proves the assertion for the case that ℓ is odd.
For ℓ = 2, the proof is entirely similar to the above. 
Suppose that s ∈ GF is a semisimple ℓ′-element. By Proposition 4.11 and Corollary 4.12, if zˆζs,λ =
ζs,λ, then z ∈ Oℓ′(Z). Also, zˆζs,λ ∈ E(L
F
s,λ
, ℓ′) if and only if z ∈ Oℓ′(Z). So in order to compute
κ
LF
s,λ
(Ls,λ∩X)F
(ζs,λ), we only need to consider the action of Oℓ′(Z) on the G
F-conjugacy classes of pairs (s, λ),
where s is a semisimple ℓ′-element of GF and λ ∈ C(s).
Remark 4.13. Analogously with the description for irreducible ℓ-Brauer characters of X in Remark 3.4,
now we give a description for ℓ-blocks of X = SLn(ǫq) by summarizing the argument above. We call a
tuple
(([σ1],m1, λ
(1)), . . . , ([σa],ma, λ
(a))) (4.2)
of triples an (n, ℓ)-admissible block tuple, if
• for every 1 ≤ i ≤ a, σi ∈ F
×
is an ℓ′-element, and mi is a positive integer such that λ
(i) is the ei-core
of some partition of mi, where ei is the multiplicative order of (ǫq)
deg(σi) modulo ℓ,
• [σi] , [σ j] if i , j, and
•
a∑
i=1
mideg(σi) = n.
An equivalence class of the (n, ℓ)-admissible block tuple (4.2) up to a permutation of triples
([σ1],m1, λ
(1)), . . . , ([σa],ma, λ
(a))
is called an (n, ℓ)-admissible block symbol and is denoted as
b = [([σ1],m1, λ
(1)), . . . , ([σa],ma, λ
(a))]. (4.3)
Thus by Theorem 4.9, the set of (n, ℓ)-admissible block symbols is a labeling set for ℓ-blocks of G.
Denote by Bb the ℓ-block of G corresponding to the (n, ℓ)-admissible block symbol b.
The group Oℓ′(Z) acts on the set of (n, ℓ)-admissible block symbols via
z · [([σ1],m1, λ
(1)), . . . , ([σa],ma, λ
(a))] = [([zσ1],m1, λ
(1)), . . . , ([zσa],ma, λ
(a))]
for z ∈ Oℓ′(Z). Now we denote by C1(b) the stabilizer group in Oℓ′(Z) of the (n, ℓ)-admissible block
symbol b.
For a positive integer d and σ ∈ F
×
, if [σ] = {σ,σǫq, . . . , σ(ǫq)
deg(σ)
}, then we let
[σ](d) := {σ,σ
(ǫq)d , σ(ǫq)
2d
, . . . , σ(ǫq)
d(
deg(σ)
gcd(d,deg(σ))
−1)
}.
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We also define
z[σ](d) := { zσ, zσ
(ǫq)d , zσ(ǫq)
2d
, . . . , zσ(ǫq)
d(
deg(σ)
gcd(d,deg(σ))
−1)
}
for z ∈ Z.
For an (n, ℓ)-admissible block symbol b as (4.3), we define the sets [σi]b for 1 ≤ i ≤ a as follows:
(i) When ℓ is odd, if |λ(i)| = mi, then [σi]b is empty, and if |λ
(i)| < mi, then [σi]b = [σi](e).
(ii) When ℓ = 2,
• if 4 | q − ǫ or deg(σi) is even, then [σi]b = [σi],
• if 4 | q + ǫ, deg(σi) is odd and mi = 1, then [σi]b is empty, and
• if 4 | q + ǫ, deg(σi) is odd and mi > 1, then [σi]b = [σi](2).
Obviously, if [σi]b is not empty, then it has cardinality eideg(σi)/e. If [σi]b is empty, we define the
set z[σi]b to be the empty set for z ∈ Z. Now we denote
C2(b) := { z ∈ Oℓ′(Z) | z[σi]b = [σi]b for all 1 ≤ i ≤ a },
and let κ(b) := |C1(b) ∩C2(b)|.
Assume that ℓ is odd. By Lemma 2.1, Proposition 4.5 and Corollary 4.12, κG
X
(Bb) = κ(b) (i.e. the
number of ℓ-blocks of X covered by Bb is κ(b)). For two (n, ℓ)-admissible block symbols b and b
′, if they
are in the same Oℓ′(Z)-orbit, then the sets of the ℓ-blocks of X covered by Bb and Bb′ are the same.
If moreover, we let (Bb)1, (Bb)2, . . . , (Bb)κ(b) the ℓ-blocks of X covered by Bb, then by Remark 4.8,
the set {(Bb) j}, where b runs through the Oℓ′(Z)-orbit representatives of (n, ℓ)-admissible block symbols
and j runs through the integers between 1 and κ(b), is a complete set of the ℓ-blocks of X.
If ℓ = 2, then κG
X
(Bb) ≤ κ(b), for any (n, ℓ)-admissible block symbol b.
Remark 4.14. Suppose that b = [([σ1],m1, λ
(1)), . . . , ([σa],ma, λ
(a))] is an (n, ℓ)-admissible block sym-
bol. Then the set of ℓ-Brauer characters { φs }, where
s = [([σ1], µ
(1)), . . . , ([σa], µ
(a))]
runs through the (n, ℓ)-admissible symbols such that |µi| = mi and λ
(i) is an ei-core of µ
(i) where ei is the
multiplicative order of (ǫq)deg(σi) modulo ℓ for every 1 ≤ i ≤ a, is a complete set of irreducible ℓ-Brauer
characters of Bb. Let b be an ℓ-block of X covered by Bb, then Res
G
X
φs has exactly κ(s)/κ(b) irreducible
constituents lying in b when ℓ is odd.
Moreover, if we write IBrℓ(Bb) = { φ1, . . . , φk }, then by Corollary 3.2, IBrℓ(Bzb) = { zˆφ1, . . . , zˆφk }
for all z ∈ Oℓ′(Z).
Remark 4.15. Let s be a semisimple ℓ′-element of G, λ ∈ C(s), and B the ℓ-block of G with label (s, λ).
Suppose that z ∈ Oℓ′(Z) and B
′ is the ℓ-block of G with label (zs, zλ). Then by Remark 3.3 and 4.14,
with a suitable ordering, the decomposition matrices associated with the basic sets E(G, s) ∩ Irr(B) and
E(G, zs) ∩ Irr(B′) of B and B′, respectively, are the same.
Now we consider the unipotent blocks. The following result follows by Remark 3.4, 4.13 and 4.14
immediately (also by [21, Thm. C]).
Lemma 4.16. Assume that ℓ ∤ gcd(n, q − ǫ).
(i) The restriction of ℓ-Brauer characters gives a bijection from the set of irreducible ℓ-Brauer char-
acters in unipotent ℓ-blocks of G to the set of irreducible ℓ-Brauer characters in unipotent ℓ-blocks
of X.
(ii) Let b be a unipotent ℓ-block of X, then there exists a unique unipotent ℓ-block B of G which covers
b. Moreover, ResG
X
: IBrℓ(B)→ IBrℓ(b) is a bijection.
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We can consider the extendibility of the irreducible ℓ-Brauer characters in unipotent ℓ-blocks of
X = SLn(ǫq) now.
Proposition 4.17. Let χ ∈ Irr(G), then χ extends to (G ⋊ D)χ.
Proof. First, (G ⋊ D)χ = G ⋊ Dχ. If Dχ is cyclic, then χ extends to (G ⋊ D)χ. If Dχ is not cyclic,
then Dχ = 〈γ, F
i
p〉 for some i | f . By [6, Thm. 4.3.1 and Lem. 4.3.2], there exists an extension χ˜
of χ to G ⋊ 〈Fip〉 such that χ˜(F
i
p) , 0. Since γ fixes χ, χ˜
γ is also an extension of χ. Also we have
χ˜γ(Fip) = χ˜(F
i
p) , 0 since γ and Fp commute. By a direct consequence of Gallagher’s theorem (see [40,
Rmk. 9.3(a)]), we have χ˜γ = χ˜, hence χ˜ is γ-invariant. So χ˜ has an extension to G ⋊ Dχ which is also an
extension of χ. 
Corollary 4.18. Let φ ∈ IBrℓ(G) in a unipotent ℓ-block of G, then φ extends to G ⋊ D.
Proof. It is well-known that every unipotent character of G is D-invariant (see, for example, [33, Thm.
2.5]). By [22, Thm. 5.1], E(GF , ℓ′) is a basic set of IBrℓ(G) and by [20], after a suitable arrangement,
the decomposition matrix of G with respect to E(GF , ℓ′) is unitriangular. Then the claim follows by
Proposition 4.17 and Lemma 2.5. 
Thus by Lemma 4.16 and Corollary 4.18, we have:
Corollary 4.19. Let ℓ ∤ gcd(n, q − ǫ), and θ ∈ IBrℓ(X) in a unipotent ℓ-block of X, then θ extends to
G ⋊ D.
5 Weights of SLn(ǫq)
5.1 Radical subgroups of GLn(ǫq)
First, we consider the case that ℓ is an odd prime and let a = vℓ((ǫq)
e − 1). We first recall the basic
constructions in [2] and [5]. Let α, γ be non-negative integers, Zα be the cyclic group of order ℓ
a+α and
Eγ be an extraspecial ℓ-group of order ℓ
2γ+1. We may assume the exponent of Eγ is ℓ by [2, (4A)] and [5,
(1B)]. Denote by ZαEγ the central product of Zα and Eγ overΩ1(Zα) = Z(Eγ). Assume ZαEγ = 〈z, x j, y j |
j = 1, . . . , γ〉 with 〈z〉 = Zα, Eγ = 〈x j, y j | j = 1, . . . , γ〉, o(z) = ℓ
a+α, o(x j) = o(y j) = ℓ (1 6 j 6 γ),
[xi, x j] = [yi, y j] = [xi, y j] = 1 if i , j, and [x j, y j] = x jy jx
−1
j
y−1
j
= zℓ
a+α−1
.
The group ZαEγ can be embedded into GL(ℓ
γ, (ǫq)eℓ
α
) uniquely up to conjugacy in the sense that Zα
is identified with Oℓ(Z(GL(ℓ
γ, (ǫq)eℓ
α
))). We denote by Rα,γ the image of ZαEγ in GL(ℓ
γ, (ǫq)eℓ
α
). Then
by [5, (1C)], Rα,γ is unique up to conjugacy in GL(eℓ
α+γ, ǫq) in the sense that Z(Rα,γ) is primary.
Let Rm,α,γ = Rα,γ ⊗ I(m). For each positive integer c, let Ac denote the elementary abelian group of
order ℓc. For a sequence of positive integers c = (c1, . . . , ct) with t > 0, we denote by Ac = Ac1 ≀ · · · ≀ Act
and |c| = c1 + · · ·+ ct. Then Ac can be regarded as an ℓ-subgroup of the symmetric group S(ℓ
|c|). Groups
of the form Rm,α,γ,c = Rm,α,γ ≀ Ac are called the basic subgroups. Rm,α,0,0 is just R
m,α in [19] which
we will write as Rm,α here. By [2, (4A)] and [5, (2B)], any ℓ-radical subgroup R of G is conjugate to
R0 × R1 × · · · × Ru, where R0 is a trivial group and Ri (i > 1) is a basic subgroup.
LetGm,α = GL(meℓ
α, ǫq), Gm,α,γ = GL(meℓ
α+γ, ǫq), Cm,α = CGm,α(Rm,α) and Cm,α,γ = CGm,α,γ(Rm,α,γ),
then Cm,α,γ = Cm,α ⊗ Iγ. Let Gm,α,γ,c = GL(meℓ
α+γ+|c|, ǫq) and Cm,α,γ,c = CGm,α,γ,c(Rm,α,γ,c). Then
Cm,α,γ,c = Cm,α ⊗ Iγ ⊗ Ic. We will also use the notation that Nm,α,γ = NGm,α,γ (Rm,α,γ).
Now we consider the case that ℓ = 2. Assume that q is odd and let a be the positive integer such that
2a+1 = (q2 − 1)2. We will use the following conventions:
• Case 1 “4 | q − ǫ” or “4 | q + ǫ and α > 1”,
• Case 2 “4 | q + ǫ and α = 0”.
We first recall the basic constructions in [3] and [4].
Let α, γ be non-negative integers. We denote by Zα the cyclic group of order 2
a+α in Case 1 and of
order 2 in Case 2. Let Eγ be an extraspecial group of order 2
2γ+1. Denote by ZαEγ the central product of
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Zα and Eγ over Ω1(Zα) = Z(Eγ). Thus in Case 2, ZαEγ = Eγ. Assume ZαEγ = 〈z, x j, y j | j = 1, . . . , γ〉
with 〈z〉 = Zα, Eγ = 〈x j, y j | j = 1, . . . , γ〉, [x j, y j] = x jy jx
−1
j
y−1
j
is z2
a+α−1
in Case 1 and z in Case 2.
Assume furthermore that o(x j) = o(y j) = 2 for j > 2 and o(x1) = o(y1) = 2 or 2
2 when Eγ is of plus type
or minus type respectively, which means that 〈x1, y1〉 is isomorphic to D8 or Q8. We may assume Eγ is
of plus type in Case 1.
The group ZαEγ can be embedded into GL(2
γ, (ǫq)2
α
) uniquely up to conjugacy in the sense that Zα
is identified with O2(Z(GL(2
γ, (ǫq)2
α
))) by [3, p.509] and [4, p.266]. We denote by Rα,γ the image of
ZαEγ in GL(2
γ, (ǫq)2
α
). Then by [3, p.510] and [4, p.266], Rα,γ is unique up to conjugacy in GL(2
α+γ, ǫq)
in the sense that Z(Rα,γ) is primary. Set Rm,α,γ = Rα,γ ⊗ I(m).
Now assume 4 | q+ ǫ, then GL(2, ǫq) has a Sylow 2-subgroup isomorphic to the semi-dihedral group
S a+2 of order 2
a+2, thus S a+2 is unique up to conjugacy in GL(2, ǫq). Denote by S a+2Eγ the central
product of S a+2 and Eγ over Z(S a+2) = Z(Eγ). We may assume Eγ is of plus type by [3, (1F)] and [4,
(1I)]. Also, S a+2Eγ can be embedded into GL(2
γ+1, ǫq) and we denote by S 1,γ the image of S a+2Eγ. By
[3, (1F)] and [4, (1I)], S 1,γ is unique up to conjugacy in GL(2
γ+1, ǫq). Set Sm,1,γ = S 1,γ ⊗ Im.
For each α > 0, γ > 0, m > 1 and 1 6 i 6 2, define
Rim,α,γ =
{
Sm,1,γ−1 in Case 2 and γ > 1, i = 2,
Rm,α,γ otherwise.
For each positive integer c, let Ac denote the elementary abelian group of order 2
c. For a sequence of
positive integers c = (c1, . . . , ct) with t > 0, we denote by Ac = Ac1 ≀ · · · ≀ Act and |c| = c1 + · · · + ct. Set
Rim,α,γ,c = R
i
m,α,γ ≀ Ac.
Groups of the form Rim,α,γ,c are called the basic subgroups except in Case 2 and γ = 0, c1 = 1. By [3,
(2B)] and [4, (2B)], any 2-radical subgroup R of G is conjugate to R1 × · · ·Rs × Rs+1 × · · · × Ru, where
Ri = {±Imi} for 1 6 i 6 s and Ri (i > s + 1) are basic subgroups. Moreover, if 4 | q − ǫ, then s = 0.
When considering further the weights instead of only radical subgroups, we can exclude some basic
subgroups which do not afford any weight by the remark on [3, p.518] and [4, p.275]. Thus as in [3] and
[4], we may assume every component of a 2-radical subgroup is of the form Dm,α,γ,c defined as follows:
Dm,α,γ,c =

Rm,α,γ,c in “Case 1” or “Case 2 and γ = 0, c1 , 1”,
Sm,1,γ−1,c in Case 2 and γ > 1,
Rm,0,1,c′ in Case 2 and γ = 0, c1 = 1,
(5.1)
where c′ = (c2, . . . , ct) for c = (c1, . . . , ct) and in Case 2 and γ = 0, c1 = 1, Rm,0,1 is a quaternion group.
We will use some obvious simplification of the notations, such as Dα,γ = D0,α,γ,0. Note also that Dm,0,0,0
in Case 2 is just the group {±Im}.
In order to deal with the two cases that ℓ is odd and ℓ = 2 simultaneously, we use the notation Dm,α,γ,c
standing for the basic subgroups, so for an odd prime ℓ, Dm,α,γ,c = Rm,α,γ,c, and for ℓ = 2, Dm,α,γ,c is as in
(5.1).
Lemma 5.1. Assume that ℓ ∤ gcd(n, q − ǫ). Let R be an ℓ-radical subgroup of G, then D(RCG(R)) =
D(NG(R)) = Z (where D is defined as in (4.1)).
Proof. Note that Oℓ(Z(G)) ≤ R, hence D(R) = Oℓ(Z) since ℓ ∤ gcd(n, q − ǫ). So it suffices to show that
Oℓ′(Z) ≤ D(CG(R)). By the structure of ℓ-radical subgroups, it suffices to show that for a basic subgroup
Dm,α,γ,c of G, we have Oℓ′(Z) ≤ D(Cm,α,γ,c).
By [2], [3], [4] and [5], Cm,α,γ,c  Cm,α ⊗ Iγ+|c| where Cm,α  GL(m, q
eℓα). The elements of
Cm,α,γ,c have the form diag(g, . . . , g) where g ∈ Cm,α. Also, Cm,α is the image under the embedding
GL(m, (ǫq)eℓ
α
) ֒→ GL(meℓα, ǫq). Let c be a generator of the group {x ∈ F×
(ǫq)eℓ
α | x
(ǫq)eℓ
α
−1
= 1} and
∆ ∈ F such that c is a root of ∆. Then the roots of ∆ are c, cǫq, . . . , c(ǫq)
eℓα−1
and then det((∆)) = c
(ǫq)eℓ
α
−1
ǫq−1 .
From this det((∆)) is a generator of the group Z. Thus D(Cm,α) = Z. So Oℓ′(Z) ≤ D(Cm,α,γ,c) since
Cm,α,γ,c  Cm,α ⊗ Iγ+|c|. This completes the proof. 
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5.2 Radical subgroups of SLn(ǫq)
Now we consider the ℓ-radical subgroups of X. Let Xˆ = XZ(G). We will always assume ℓ ∤
gcd(n, q − ǫ) from now on to the end of this section.
By Lemma 2.2, the map Radℓ(G) → Radℓ(X) given by R 7→ R ∩ X is surjective. In fact, we have:
Proposition 5.2. R 7→ R ∩ X gives a bijection from Radℓ(G) to Radℓ(X) with inverse given by S 7→
SOℓ(Z(G)).
Proof. First, we have Radℓ(G) = Radℓ(Xˆ), since ℓ ∤ |G/Xˆ|.
Since Xˆ/Z(X)  X/Z(X) × Z(G)/Z(X) and Z(X) is a central ℓ′-subgroup of Xˆ, by the same argument
as the proof of [18, Lem. 4.5] (use [18, Lem. 4.3 and 4.4]), there is a bijection Radℓ(Xˆ)→ Radℓ(X) given
by R 7→ R ∩ X with inverse given by S 7→ SOℓ(Z(G)). 
Lemma 5.3. Let R be an ℓ-radical subgroup of G and S = R ∩ X. Then
(i) CX(S ) = CG(R) ∩ X, SCX(S ) = RCG(R) ∩ X, NX(S ) = NG(R) ∩ X,
(ii) RCG(R)/SCX(S )  NG(R)/NX(S )  G/X.
Proof. By Proposition 5.2, R = SOℓ(Z(G)), so we have CX(S ) = CG(R) ∩ X, NX(S ) = NG(R) ∩ X. Also
RCG(R) ∩ X = SCG(R) ∩ X = S (CG(R) ∩ X) = SCX(S ) and then we obtain (i). By Lemma 5.1, we have
G = XRCG(R) and then G = XNG(R). Thus (ii) follows. 
Let R be an ℓ-radical subgroup of G, by Lemma 5.1, G = XNG(R). So if two ℓ-radical subgroups of
G are G-conjugate, then they are X-conjugate. Thus by Proposition 5.2 and Lemma 5.3, we have:
Corollary 5.4. R 7→ R ∩ X gives a bijection from Radℓ(G)/ ∼G to Radℓ(X)/ ∼X.
5.3 Weights of SLn(ǫq)
Now we consider the ℓ-weights of X with ℓ ∤ gcd(n, q − ǫ). By Lemma 2.3 and Proposition 5.2 and
Lemma 5.3, we have:
Proposition 5.5. Assume that ℓ ∤ gcd(n, q− ǫ). Let (R, ϕ) be an ℓ-weight of G and S = R∩X, then (S , ψ)
is an ℓ-weight of X for every ψ ∈ Irr(NX(S ) | ϕ).
Conversely, let (S , ψ) be an ℓ-weight of X and R = SOℓ(Z(G)), then there exists ϕ ∈ Irr(NG(R) | ψ)
such that (R, ϕ) is an ℓ-weight of G.
Remark 5.6. LetWℓ(G) be a complete set of representatives of all G-conjugacy classes of ℓ-weights of
G. We may assume that for (R1, ϕ1), (R2, ϕ2) ∈ Wℓ(G), R1 and R2 areG-conjugate if and only if R1 = R2.
Now define a equivalence relation on Wℓ(G) such that for (R1, ϕ1), (R2, ϕ2) ∈ Wℓ(G), (R1, ϕ1) ∼
(R2, ϕ2) if and only if R1 = R2 and ϕ1 = ϕ2η for some η ∈ Irr(NG(R1)/NX(R1)). Then by Lemma
2.1, Corollary 5.4 and Proposition 5.5, the set {(R ∩ X, ψ)}, where (R, ϕ) runs through a complete set of
representatives of the equivalence classes ofWℓ(G)/ ∼ and ψ runs through Irr(NX(R) | ϕ), is a complete
set of representatives of all X-conjugacy classes of ℓ-weights of X.
Remark 5.7. Let (R, ϕ) be an ℓ-weight of G, (S , ψ) an ℓ-weight of X such that S = R ∩ X and ϕ ∈
Irr(NG(R) | ψ). Let b = blℓ(ϕ), b0 = blℓ(ψ) and B = b
G and B0 = b
X
0
. By Lemma 2.6, if b covers b0, then
B covers B0.
Let B0 be an ℓ-block of X. Denote by B0 the union of the ℓ-blocks of X which are G-conjugate to B0
and B the union of the ℓ-blocks of G which cover B0. Then
• if (R, ϕ) is an ℓ-weight ofG belonging to B and S = R∩X, then for every ψ ∈ Irr(NX(S ) | ϕ), (S , ψ)
is an ℓ-weight of X belonging to B0, and
• if (S , ψ) is an ℓ-weight of X belonging toB0 and R = SOℓ(Z(G)), then there exists ϕ ∈ Irr(NG(R) |ψ)
such that (R, ϕ) is an ℓ-weight of G belonging to B.
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Let (R, ϕ) be an ℓ-weight of G. For some η ∈ Irr(NG(R)/NX(R)), if (R, ηϕ) is also an ℓ-weight of G,
then Oℓ(Z(G)) ⊆ ker η since Oℓ(Z(G)) ⊆ R by Proposition 5.2. Hence η ∈ Oℓ′(Irr(NG(R)/NX(R))).
By Lemma 5.3, NG(R)/NX(R)  G/X  Z (where Z is defined as in (3.2)). Now we identify
Irr(NG(R)/NX(R)) with Irr(G/X). So in order to compute κ
NG(R)
NX(R)
(ϕ), it suffices to consider when ResG
NG(R)
(zˆ)·
ϕ = ϕ for z ∈ Oℓ′(Z). We often abbreviate zˆ for Res
G
NG(R)
(zˆ).
Now we recall the description of ℓ-weights of G in [2], [3], [4] and [5] and give some more notations
and conventions.
We denote by F ′ the subset of F consisting of polynomials whose roots are of ℓ′-orders. By [8,
(3.2)], given any Γ ∈ F ′, there is a unique ℓ-block BΓ of GΓ = GL(mΓeℓ
αΓ , ǫq) with DΓ = DmΓ,αΓ as a
defect group. This ℓ-block has the label (eΓ(Γ),−). Here mΓ, αΓ are non-negative integers determined
by mΓeℓ
αΓ = eΓdΓ and (mΓ, ℓ) = 1. Also, note that there is no direct connection between mΓ and mΓ(s).
These results have been proved for odd primes in [19, (5A)] and for ℓ = 2 on [3, p.520] and [4, p.276]
using the results from [8]. Let CΓ = CGΓ(DΓ) and NΓ = NGΓ(DΓ). Then CΓ  GL(mΓ, (ǫq)
dΓ ). The
polynomial Γ also determines a unique NΓ-conjugacy classes of pairs (bΓ, θΓ) where bΓ is a root ℓ-block
of CΓDΓ = CΓ with defect group DΓ and θΓ is the canonical character of bΓ. The subpair (DΓ, bΓ) has
the label (DΓ, sΓ,−) as in [8, (3.2)]. Since dΓ = dz.Γ, αΓ = αz.Γ and mΓ = mz.Γ, we may assume that
DΓ = Dz.Γ, CΓ = Cz.Γ, and NΓ = Nz.Γ.
Let Γ ∈ F ′ and keep the notation of the previous sections. Let DΓ,γ,c = DmΓ,αΓ,γ,c be a basic subgroup
and let GΓ,γ,c,CΓ,γ,c,NΓ,γ,c be defined similarly. Then CΓ,γ,c = CΓ ⊗ Iγ ⊗ Ic. Let θΓ,γ,c = θΓ ⊗ Iγ ⊗ Ic, then
θΓ,γ,c can be viewed as the canonical character of CΓ,γ,cDΓ,γ,c with DΓ,γ,c in the kernel and all canonical
characters are of this form. Note that the equations [3, (3.2)] and [4, (3.1)] can be written also uniformly
in this form (see the remarks before [31, Prop. 4.2 and 4.3]). Let RΓ,δ be the set of all the basic subgroups
of the form DΓ,γ,c with γ + |c| = δ and denote Iδ = Iγ ⊗ Ic. Label the basic subgroups in RΓ,δ as DΓ,δ,1,
DΓ,δ,2, . . . and denote the canonical character associated to DΓ,δ,i by θΓ,δ,i. It is possible that there exists
Γ
′ ∈ F ′ such that mΓ′ = mΓ =: m and αΓ′ = αΓ =: α. In this case, RΓ,δ = RΓ′,δ and naturally we may
choose the labeling of RΓ,δ and RΓ′,δ such that DΓ,δ,i = DΓ′,δ,i for i = 1, 2, . . .. We will denote Dm,α,γ,c as
DΓ,δ,i or DΓ′,δ,i depending on whether the related canonical character of Cm,αDm,α = Cm,α considered is
θΓ or θΓ′ . Set GΓ,δ,i = GL(mΓeℓ
α+δ, ǫq), and denote by NΓ,δ,i and CΓ,δ,i the normalizer and centralizer of
DΓ,δ,i in GΓ,δ,i respectively.
For z ∈ Oℓ′(Z), zˆ is a linear character of GΓ,δ,i. By the proof of Lemma 5.1, Oℓ′(D(GΓ,δ,i)) =
Oℓ′(D(CΓ,δ,i)), so zˆ may be regarded as a character of CΓ,δ,i (by restriction). Here we need some pre-
cise information on zˆ.
Remark 5.8. Now we recall the description of the map ˆ given in [8]. As pointed in [8, note2 (p.186)],
the isomorphism in Equation (3.1) is not uniquely determined. Also, the author introduces a set S(G) to
replace the set of semisimple elements of G in [8].
First, denote by k a subfield of Qℓ of finite degree over Qℓ. Also, assume that k is big enough for
all finite groups considered. Suppose that we have chosen an algebraic closure F of F, an isomorphism
ι : µ(Qℓ)→ Q/Z, and an isomorphism ι
′ : F
×
→ (Q/Z)p′ .
Let s be a semisimple element of G, then L = CG(s) =
∏
Γ LΓ with LΓ  GL(mΓ(s), (ǫq)
dΓ ). If
FΓ denotes the field generated by Z(LΓ) in EndF(F
n), the group Z(LΓ) is equal to the subgroup of order
|(ǫq)dΓ − 1| of F×
Γ
. Every family σ of embeddings σΓ : FΓ → F over F is associated to a character ζσ(s)
of Z(L) with values in k in the following way. Let gΓ be the particular generator of Z(LΓ) defined by the
corresponding embedding of F×
Γ
in Q/Z. The character ζσ(g) is defined by the equation ι(ζσ(s)(gi)) =
ι′(σi(sΓ)).
We denote by S(G) the set of pairs (L, ζ) such that there exists semisimple a element s of G and an
embedding F ⊆ F, ι, ι′, σ = such that L = CG(s) and ζ = ζσ(s). Then by [8, (4.4)], the G-conjugacy
classes of S(G) are in bijection with the set of G-conjugacy classes of semisimple elements of G.
If s = (L, ζ) ∈ S(G), we denote by sˆ the linear character of L = CG(s) with values in k obtained
by composing ζ with the (surjective) morphism detL : L → Z(L) (defined in [8, p.171]. Indeed, If
h ∈ L, we write h =
∏
Γ hΓ corresponding to the decomposition L =
∏
Γ LΓ. Also, we identity Z(LΓ) with
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F(ǫq)dΓ . Then detL(h) =
∏
Γ detL(hΓ), where detL(hΓ) is the determinant of the matrix corresponding to hΓ
in GL(mΓ(s), (ǫq)
dΓ ) ).
Let s = (CG(s), ζ) ∈ S(G), and X an ℓ
′-subgroup of CG(s). We set C = CG(X), and we define
an element sX = (CC(s), ζX) in the following way: we may suppose that CC(s) =
∏
Γ LΓ, where LΓ 
GL(mΓ(s), (ǫq)
dΓ ). Then Z(CLΓ(s)) isomorphic to a product of GL(1, FΓ,i) where FΓ,i is a certain extension
of F(ǫq)dΓ . For any element z of one such factor, we set then ζX(z) = ζ(NFΓ,i/F(ǫq)dΓ
(z)). The surjectivity of
the norm in the finite extensions of finite fields allows then to establish that (CC(s), ζX) belongs to S (C).
Noting that if X is abelian, the linear character sˆX is simply the restriction to CC(s) of the linear character
sˆ to CG(s). Also, the map form S(G) into S(C) which associates sX to s is surjective. We often omit the
index X in sX.
Remark 5.9. Abbreviate D = DΓ,δ,i. Now we consider the relationship between zˆ ∈ Irr(GΓ,δ,i) and
zˆD ∈ Irr(CΓ,δ,i) for z ∈ Oℓ′(Z). Choose a particular generator η of F
×. For g ∈ GΓ,δ,i, if detGΓ,δ,i (g) = η
k
for some k ∈ Z, then zˆ(g) = ι−1 ◦ ι′(z)k. Now we choose an isomorphism τ : CΓ → GL(mΓ, (ǫq)
eℓαΓ ).
Let ηd ∈ F
×
(ǫq)eℓ
αΓ
such that NF
(ǫq)eℓ
αΓ /F(ηd) = η. Let c ∈ CΓ,δ,i with c = c0 ⊗ Iδ and c0 ∈ CΓ. Suppose that
det(τ(c0)) = η
j
d
for some j ∈ Z, then zˆR(c) = ι
−1 ◦ ι′(z) j. Also, detGΓ,δ,i (τ(c)) = η
jℓδ , so Res
GΓ,δ,i
CΓ,δ,i
(zˆ)(c) =
ι−1 ◦ ι′(z) jℓ
δ
. So Res
GΓ,δ,i
CΓ,δ,i
(zˆ) = zˆℓ
δ
D
.
Let s = sΓ = eΓ(Γ) ⊗ Iδ. Then CGΓ,δ,i (s)  GL(eΓℓ
δ, (ǫq)dΓ ). Let FΓ be the field generated by
Z(CGΓ,δ,i(s)) in EndF(F
eΓdΓ ) and σ : FΓ → F an embedding of fields. Let ξ be the particular generator of
F×
(ǫq)dΓ
and hence it can be regarded as a generator of Z(CGΓ,δ,i(s)). For g ∈ CGΓ,δ,i(s), if the determinant
of the matrix corresponding to g in GL(eΓℓ
δ, (ǫq)dΓ ) is ξk
′
, then sˆ(g) = ι−1 ◦ ι′(σ(s))k
′
. It is easy to
check that if NF
(ǫq)dΓ
/F(ξ) = η, then Res
GΓ,δ,i
CGΓ,δ,i (s)
(zˆ) · sˆ = ẑs. Now CCΓ,δ,i (s)  GL(1, F(ǫq)mΓeℓ
αΓ ) is a Coxeter
torus of CΓ,δ,i. Let τ
′ : CCΓ,δ,i (s) → F
×
(ǫq)mΓeℓ
αΓ
be an embedding morphism. Notice that mΓeℓ
αΓ = eΓdΓ,
so F
(ǫq)mΓeℓ
αΓ is also an extension of F(ǫq)dΓ . Let c ∈ CCΓ,δ,i (s), then there exists a positive integer j
′,
such that NF
(ǫq)mΓeℓ
αΓ /F(ǫq)dΓ
(τ′(c)) = ξ j
′
. So sˆD(c) = ι
−1 ◦ ι′(σ(s)) j
′
. Also, if NF
(ǫq)dΓ
/F(ξ) = η, then
Res
CΓ,δ,i
CCΓ,δ,i (s)
(zˆD) · sˆD = ẑsD.
Now z is an ℓ′-element, so by the argument above, we can choose suitable τ, σ and τ′ such that
Res
GΓ,δ,i
CCΓ,δ,i (s)
(zˆ) · sˆD = ẑsD.
Lemma 5.10. Res
GΓ,δ,i
CΓ,δ,i
(zˆ) · θΓ,δ,i = θz.Γ,δ,i for z ∈ Oℓ′(Z).
Proof. By [8, Prop. 4.16], θΓ,δ,i = ±R
CΓ,δ,i
CCΓ,δ,i (s)
(sˆ), where s is a semisimple ℓ′-element of CΓ,δ,i which
has only one elementary divisor Γ with multiplicity eΓℓ
δ (as in Remark 5.9). Note that CCΓ,δ,i (s) =
CCΓ,δ,i (zs) = CCz.Γ,δ,i (zs). Then Res
GΓ,δ,i
CΓ,δ,i
(zˆ) · θΓ,δ,i = ±Res
GΓ,δ,i
CΓ,δ,i
(zˆ) ·R
CΓ,δ,i
CCΓ,δ,i (s)
(sˆ) = ±R
CΓ,δ,i
CCΓ,δ,i (s)
(Res
GΓ,δ,i
CCΓ,δ,i (s)
(zˆ) · sˆ)
by [17, Prop. 12.6]. By Remark 5.9, we may assume that Res
GΓ,δ,i
CCΓ,δ,i (s)
(zˆ) · sˆ = ẑs. Notice that zs is a
semisimple ℓ′-element of CΓ,δ,i = Cz.Γ,δ,i which has only one elementary divisor z.Γ with multiplicity
eΓℓ
δ. This completes the proof. 
Let CΓ,δ,i be the set of characters of NΓ,δ,i(θΓ,δ,i) lying over θΓ,δ,i and of defect zero as characters of
NΓ,δ,i(θΓ,δ,i)/DΓ,δ,i and CΓ,δ =
⋃
i
CΓ,δ,i. By Clifford theory, this set is in bijection with the set of characters
of NΓ,δ,i lying over θΓ,δ,i and of defect zero as characters of NΓ,δ,i/DΓ,δ,i for all i. We assume CΓ,δ = {ψΓ,δ,i, j}
with ψΓ,δ,i, j a character of NΓ,δ,i(θΓ,δ,i). Note that for ℓ = 2, j has only one choice. Also, we may assume
DΓ,δ,i = Dz.Γ,δ,i, NΓ,δ,i = Nz.Γ,δ,i, and CΓ,δ,i = Cz.Γ,δ,i. We choose the labeling of CΓ,δ and Cz.Γ,δ such that
Res
GΓ,δ,i
NΓ,δ,i
(zˆ) · ψΓ,δ,i, j = ψz.Γ,δ,i, j. (5.2)
Remark 5.11. We can make (5.2) because if for some z ∈ Oℓ′(Z), Res
GΓ,δ,i
CΓ,δ,i
(zˆ) · θΓ,δ,i = θz.Γ,δ,i, then
Res
GΓ,δ,i
NΓ,δ,i
(zˆ) fixes every element of CΓ,δ,i. In fact, if ℓ = 2, then CΓ,δ,i has only one element by [3] and
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[4]. If ℓ is odd, and we assume that DΓ,δ,i = RmΓ,αΓ,γ,c, then by [2, p.14] and [5, p.10], NΓ,δ,i/DΓ,δ,i 
NmΓ,αΓ,γ/RmΓ,αΓ,γ × Yc/Ac, for some subgroups Yc and Ac. Also, all elements of Yc and Ac are permu-
tation matrices and then have determinant 1. So we may assume that |c| = 0. By the construction of
(NmΓ,αΓ,γ)θΓ⊗Iγ in [2] and [5], we may assume that γ = 0 and then DΓ,δ,i = RΓ and NΓ,δ,i = NΓ. By [31,
§4], up to conjugation, NΓ = CΓ ⋊ 〈P〉, where P is a permutation matrix. Thus Res
GΓ,δ,i
NΓ,δ,i
(zˆ) fixes every
element of CΓ,δ,i.
We use the notation from [31, §5] now. Define iWℓ(G) to be the G-conjugacy classes of the set (s, λ,K)
∣∣∣∣∣∣∣∣∣∣∣
s is a semisimple ℓ′-element of G,
λ =
∏
Γ λΓ, λΓ is the eΓ-core of a partition of mΓ(s),
K = KΓ, KΓ :
⋃
δ CΓ,δ → { ℓ-cores } s.t.∑
δ,i, j ℓ
δ|KΓ(ψΓ,δ,i, j)| = wΓ,mΓ(s) = |λΓ| + eΓwΓ.
 .
Note that for ℓ = 2, the triple becomes (s,−,K).
A bijection between Wℓ(G) and iWℓ(G) has been constructed implicitly in [2], [3], [4] and [5] and
can be described as follows. Let (R, ϕ) be an ℓ-weight of G. Set C = CG(R) and N = NG(R). Then there
exists an ℓ-block b of CR with R a defect group such that ϕ = IndN
N(θ) ψ where θ is the canonical character
of b and ψ is a character of N(θ) lying over θ and of ℓ-defect zero as a character of N(θ)/R. Assume
R = D0D+ with D0 an identity group of degree n0 and D+ a product of basic subgroups. Note that for
ℓ = 2, R = D+. Then C,N, ϕ, θ, ψ,N(θ) can be decomposed accordingly.
First, we have C0 = N0 = GL(n0, ǫq) and ϕ0 = ψ0 = θ0 a character of GL(n0, ǫq) of ℓ-defect zero.
So it is of the form χs0 ,λ where s0 is a semisimple ℓ
′-element of GL(n0, ǫq) and λ =
∏
Γ λΓ with λΓ a
partition of ms0,Γ without eΓ-hook which affords the second component of the triple (s, λ,K).
Secondly, assume we have the following decomposition θ+ =
∏
Γ,δ,i
θ
tΓ,δ,i
Γ,δ,i
, D+ =
∏
Γ,δ,i
D
tΓ,δ,i
Γ,δ,i
. Now θΓ
determines a semisimple ℓ′-element with canonical form eΓ(Γ) in GΓ. Thus s = s0
∏
Γ,δ,i(eΓ(Γ) ⊗ Iδ)
tΓ,δ,i
is the first component of the triple (s, λ,K). We can view b as an ℓ-block of CG(R), then the Brauer pair
(R, b) has a label (R, s, λ) as in [8, (3.2)]. Thus (R, ϕ) belongs to an ℓ-block B of G with label (s, λ). In
particular, λΓ is the eΓ-core of a partition of mΓ(s).
Finally, we have N+(θ+) =
∏
Γ,δ,i
NΓ,δ,i(θΓ,δ,i)≀S(tΓ,δ,i), ψ+ =
∏
Γ,δ,i
ψΓ,δ,i withψΓ,δ,i a character of NΓ,δ,i(θΓ,δ,i)≀
S(tΓ,δ,i) covering θ
tΓ,δ,i
Γ,δ,i
and of defect zero as a character of
(
NΓ,δ,i(θΓ,δ,i) ≀S(tΓ,δ,i)
)
/D
tΓ,δ,i
Γ,δ,i
. By Clifford the-
ory, ψΓ,δ,i is of the form
Ind
NΓ,δ,i(θΓ,δ,i)≀S(tΓ,δ,i)
NΓ,δ,i(θΓ,δ,i)≀
∏
jS(tΓ,δ,i, j)
∏
j
ψ
tΓ,δ,i, j
Γ,δ,i, j
·
∏
j
φλΓ,δ,i, j (5.3)
where tΓ,δ,i =
∑
j tΓ,δ,i, j,
∏
j ψ
tΓ,δ,i, j
Γ,δ,i, j
is an extension of
∏
j ψ
tΓ,δ,i, j
Γ,δ,i, j
from NΓ,δ,i(θΓ,δ,i)
tΓ,δ,i to NΓ,δ,i(θΓ,δ,i) ≀∏
jS(tΓ,δ,i, j), λΓ,δ,i, j ⊢ tΓ,δ,i, j without ℓ-hook and φλΓ,δ,i, j a character of S(tΓ,δ,i, j) corresponding to λΓ,δ,i, j.
Define KΓ :
⋃
δ CΓ,δ → { ℓ-cores }, ψΓ,δ,i, j 7→ λΓ,δ,i, j. Then we get the third component K =
∏
Γ KΓ of the
triple (s, λ,K).
Now we define an action of Oℓ′(Z) on iWℓ(G) by setting zK =
∏
Γ(zK)Γ where (zK)z.Γ = KΓ. For
an ℓ-weight (R, ϕ) of G with label (s, λ,K)G , we also write R = Rs,λ,K and ϕ = ϕs,λ,K. Then by the
conventions above, Rs,λ,K = Rzs,zλ,zK.
By Proposition 5.3, RCG(R)/SCX(S )  NG(R)/NX(S )  G/X. So we regard zˆ as a character of
NG(R) (or CG(R)) for z ∈ Oℓ′(Z).
Proposition 5.12. zˆϕs,λ,K = ϕzs,zλ,zK for z ∈ Oℓ′(Z).
Proof. Let (R, ϕ) be an ℓ-weight of G corresponding to (s, λ,K) and assume R can be decomposed as
above. Let z ∈ Oℓ′(Z). We want to find which triple corresponds to (R, zˆϕ). Assume it be (s
′, λ′,K′).
Now, zˆϕ = zˆϕ0 × zˆϕ+. ϕ0 is of the form χs0,λ by construction. By Proposition 3.1, zˆχs0 ,λ = χzs0 ,z.λ.
Then we have λ′ = z.λ.
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Secondly, by Lemma 5.10, zˆθΓ,δ,i = θz.Γ,δ,i for z ∈ Oℓ′(Z). Note that zˆθΓ,δ,i corresponds to eΓℓ
δ(Γ) and
θz.Γ,δ,i corresponds to ez.Γℓ
δ(z.Γ). Up to conjugacy, we have s′ = zs.
Finally, by the conventions above, we may assume DΓ,δ,i = Dz.Γ,δ,i, NΓ,δ,i = Nz.Γ,δ,i, andCΓ,δ,i = Cz.Γ,δ,i.
To determine K′, we note that zˆψ+ =
∏
Γ,δ,i zˆψΓ,δ,i. By (5.3), zˆψΓ,δ,i is
zˆ Ind
NΓ,δ,i(θΓ,δ,i)≀S(tΓ,δ,i)
NΓ,δ,i(θΓ,δ,i)≀
∏
j S(tΓ,δ,i, j)
∏
j
ψ
tΓ,δ,i, j
Γ,δ,i, j
 ·∏
j
φλΓ,δ,i, j
= Ind
Nz.Γ,δ,i(θz.Γ,δ,i)≀S(tΓ,δ,i)
Nz.Γ,δ,i(θz.Γ,δ,i)≀
∏
jS(tΓ,δ,i, j)
zˆ
∏
j
ψ
tΓ,δ,i, j
Γ,δ,i, j
 ·∏
j
φλΓ,δ,i, j .
Since zˆθΓ,δ,i = θz.Γ,δ,i, we have NΓ,δ,i(θΓ,δ,i) = Nz.Γ,δ,i(θz.Γ,δ,i). We can fix the way to extend
∏
j ψ
tΓ,δ,i, j
Γ,δ,i, j
as in
[24, Lem. 25.5], then we have that zˆ
(∏
j ψ
tΓ,δ,i, j
Γ,δ,i, j
)
=
∏
j
(
zˆψΓ,δ,i, j
)tΓ,δ,i, j
. Since zˆψΓ,δ,i, j = ψz.Γ,δ,i, j by (5.2),
zˆψΓ,δ,i would be
Ind
Nz.Γ,δ,i(θz.Γ,δ,i)≀S(tΓ,δ,i)
Nz.Γ,δ,i(θz.Γ,δ,i)≀
∏
jS(tΓ,δ,i, j)
∏
j
ψ
tΓ,δ,i, j
z.Γ,δ,i, j
·
∏
j
φλΓ,δ,i, j .
Then K′
z.Γ
= KΓ which is just K
′
= z.K. Thus we complete the proof. 
Now by Proposition 5.12, for an ℓ-weight (R, ϕ) of G, the number of irreducible constituents of
Res
NG(R)
NX(R)
ϕ can be obtained.
Remark 5.13. Analogous to the description of irreducible Brauer characters of G and X in Remark 3.4,
now we give an analogous description of ℓ-weights of G and X by summarizing the argument above.
For positive integers h,w, d, we define
Id(h) := { (d, k, j) | 1 ≤ k ≤ h, 1 ≤ j ≤ ℓ
d },
I(h) :=
∐
d≥0
Id(h), and
A (h,w) := { K : I(h) → {ℓ-cores} |
∑
d,k, j
ℓd |K((d, k, j))| = w }.
We call a tuple
(([σ1],m1, λ
(1),K(1)), . . . , ([σa],ma, λ
(a),K(a))) (5.4)
of tuples an (n, ℓ)-admissible weight tuple, if
• for every 1 ≤ i ≤ a, σi ∈ F
×
is an ℓ′-element, and mi is positive integers such that λ
(i) is an ei-
core of some partition of mi and K
(i) ∈ A (ei,wi) where ei is the multiplicative order of (ǫq)
deg(σi)
modulo ℓ and wi = e
−1
i
(mi − |λ
(i)|),
• [σi] , [σ j] if i , j, and
•
a∑
i=1
mideg(σi) = n.
An equivalence class of the (n, ℓ)-admissible weight tuple (5.4) up to a permutation of tuples
([σ1],m1, λ
(1),K(1)), . . . , ([σa],ma, λ
(a),K(a))
is called an (n, ℓ)-admissible weight symbol and is denoted as
w = [([σ1],m1, λ
(1),K(1)), . . . , ([σa],ma, λ
(a),K(a))].
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Then by [2], [3], [4] and [5], the set of (n, ℓ)-admissible weight symbols is a labeling set for the G-
conjugacy classes of ℓ-weights of G. We denote by (Rw, ϕw) the ℓ-weight of G corresponding to the
(n, ℓ)-admissible weight symbol w.
The group Oℓ′(Z) acts on the set of (n, ℓ)-admissible weight symbols via
z · [([σ1],m1, λ
(1),K(1)), . . . , ([σa],ma, λ
(a),K(a))]
=[([zσ1],m1, λ
(1),K(1)), . . . , ([zσa],ma, λ
(a),K(a))]
for z ∈ Oℓ′(Z). We denote by κ(w) the order of the stabilizer group in Oℓ′(Z) of an (n, ℓ)-admissible
weight symbol w.
Assume that ℓ ∤ gcd(n, q − ǫ). Then by Lemma 2.1 and Proposition 5.12, κ
NG(Rw)
NX (Rw)
(ϕw) = κ(w) (i.e.,
Res
NG(Rw)
NX(Rw)
ϕw is a sum of κ(w) irreducible constituents). For two (n, ℓ)-admissible weight symbols w and
w′, if they are in the same Oℓ′(Z)-orbit, then Rw = Rw′ and the restrictions of ϕw and ϕw′ to NX(Rw ∩ X)
are the same.
If moreover, we write the decomposition Res
NG(Rw)
NX(Rw)
ϕw =
⊕κ(w)
j=1
(ϕw) j, then by Remark 5.6, the
set {(Rw ∩ X, (ϕw) j)}, where w runs through the Oℓ′(Z)-orbit representatives of (n, ℓ)-admissible weight
symbols and j runs through the integers between 1 and κ(w), is a complete set of representatives of
X-conjugacy classes of the ℓ-weights of X.
Remark 5.14. Let b = [([σ1],m1, λ
(1)), . . . , ([σa],ma, λ
(a))] be an (n, ℓ)-admissible block symbol. Then
by [2], [3], [4] and [5], the set of ℓ-weights { (Rw, ϕw) }, where w runs through the (n, ℓ)-admissible
symbols of the form
w = [([σ1],m1, λ
(1),K(1)), . . . , ([σa],ma, λ
(a),K(a))],
is a complete set of representatives of G-conjugacy classes of ℓ-weights of Bb.
Assume that ℓ ∤ gcd(n, q − ǫ). If we write Wℓ(Bb) = { (R1, ϕ1), . . . , (Rl, ϕl) }, then by Proposition
5.12,Wℓ(Bzb) = { (R1, zˆϕ1), . . . , (Rl, zˆϕl) } for all z ∈ Oℓ′(Z).
Assume that ℓ is odd. Let b be an ℓ-block of X covered by Bb, then the number of ℓ-weights lying in
b of the form (Rw ∩ X, ϕ
′) where ϕ′ ∈ Irr(NX(Rw) | ϕw) is κ(w)/κ(b).
For an ℓ-block B and (n, ℓ)-admissible weight symbol w, we say w belongs to B, if (Rw, ϕw) is a
B-weight.
Proof of Theorem 1.2. If ℓ = p, then the assertion holds by [12]. Now we assume that ℓ , p. For an
ℓ-block b of X, let B be an ℓ-block associated to B. By Remark 4.14, 5.14 and [2, (1A)], there is a natural
bijection S from the (n, ℓ)-admissible symbols belonging to B onto the (n, ℓ)-admissible weight symbols
belonging to B. For any two (n, ℓ)-admissible symbols s, s′ which belong to B, by Remark 3.4 and 5.13
and the construction of S in [2, (1A)], we have
• κ(s) = κ(S (s)),
• s and s′ are in the same Oℓ′(Z)-orbit if and only if S (s) and S (s
′) are in the same Oℓ′(Z)-orbit.
Hence | IBrℓ(b)| = |Wℓ(b)| by Remark 5.7. 
5.4 The unipotent blocks
Lemma 5.15. Assume that ℓ ∤ gcd(n, q − ǫ). Let b be a unipotent ℓ-block of X and B the unipotent
ℓ-block of G which covers b. Then (R, ϕ) 7→ (R ∩ X,Res
NG(R)
NX(R)
ϕ) gives a bijection fromWℓ(B) toWℓ(b).
Proof. By Lemma 4.16, there is a unique unipotent ℓ-block B of G which covers b. Then the claim
follows by Remark 5.13 and 5.14 immediately. 
Corollary 5.16. Assume that ℓ ∤ gcd(n, q − ǫ). If b is a unipotent ℓ-block of X, then there exists an
Aut(X)-equivariant bijection between IBrℓ(b) andWℓ(b).
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Proof. Let B be a unipotent ℓ-block ofG which covers b. By [31, Thm. 1.1], there exists a D-equivariant
bijection between IBrℓ(B) and Wℓ(B). Then the assertion follows from Lemma 4.16 and 5.15 since the
automorphisms of X induced by G ⋊ D equal Aut(X). 
Now note that the universal covering group of a simple group PSLn(ǫq) is a group isomorphic to
SLn(ǫq), apart from a few exceptions, see [23, 6.1.8].
Corollary 5.17. Assume that ℓ ∤ gcd(n, q − ǫ). Let b be a unipotent ℓ-block of X, then the conditions (i)
and (ii) of Definition 2.7 hold for b.
Proof. By Corollary 5.16, there is an Aut(X)-equivariant bijection Ωb : IBrℓ(b) → Wℓ(b). Now for
every Q ∈ Radℓ(X), we set
IBrℓ(b | Q) :=
⋃
ψ∈Irr0(NX (Q),b)
{ Ω−1b ((Q, ψ)) }
and define a map
Ω
X
Q : IBrℓ(b | Q) → dzℓ(NX(Q), b),
such that φ 7→ Ω˜b(φ), where Ω˜b(φ) denotes the unique element in dzℓ(NX(Q), b) whose inflation ψ to
NX(Q) satisfies that Ωb(φ) = (Q, ψ). Then by [38, Lem. 3.8] (or [39, Lem. 2.10]), the subsets IBrℓ(b | Q)
and maps ΩX
Q
defined here satisfy (i) and (ii) of Definition 2.7. 
Remark 5.18. In fact, we have a generalisation of Corollary 5.17. Assume that ℓ ∤ gcd(n, q−ǫ). Suppose
that s is a semisimple ℓ′-element of G such that zs and s are not G-conjugate for any z ∈ Oℓ′(Z). Let B
be an ℓ-block of G with label (s, λ) and b the ℓ-block of X covered by B. Then by the same argument,
there exists an Aut(X)-equivariant bijection between IBrℓ(b) andWℓ(b), and then the conditions (i) and
(ii) of Definition 2.7 hold for b.
To end this section, we give the following result for the general ℓ-blocks.
Proposition 5.19. Let q = p f be a power of a prime p and ℓ a prime different from p. Assume that
X ∈ {SLn(q), SUn(q)} such that gcd( f , 2|Z(X)|) = 1, ℓ ∤ |Z(X)| and 2 ∤ |Z(X)|. Then there is a blockwise
bijection between the ℓ-Brauer characters of X and the ℓ-weights of X which is Aut(X)-equivariant.
In particular, the conditions (i) and (ii) of Definition 2.7 hold for any ℓ-block of X.
For a positive integer, we denote byCd the cyclic group of order d. We will make use of the following
lemma to prove Proposition 5.19.
Lemma 5.20. Let B1 and E be cyclic groups of order n1 and n2 respectively. Suppose that H = B × E
satisfies that either
(i) B = B1, or
(ii) B = B1 ⋊ C2 is isomorphic to a dihedral group of order 2n1 and n1 is odd.
Assume that gcd(|B|, |E|) = 1. Let H1 and H2 be two subgroups of H such that |H1| = |H2|, |H1 ∩ B| =
|H2 ∩ B| and H1 ∩ B1 = H2 ∩ B1. Then H1 and H2 are conjugate in H.
Proof. We first recall the result about the subgroups of direct products. A subgroup H0 of H = B × E is
determined by a tuple (S˜ 1, S 1, S˜ 2, S 2, π), where S 1 E S˜ 1 are subgroups of B, S 2 E S˜ 2 are subgroups of E
and π : S˜ 1/S 1 → S˜ 2/S 2 is a group isomorphism (see for instance [42, (1.1)]). Now gcd(|B|, |E|) = 1, so
S˜ 1 = S 1 and S˜ 2 = S 2, and hence H0 = S 1 × S 2 is also a direct product. Thus H1 = (H1 ∩ B) × (H1 ∩ E)
and H2 = (H2 ∩ B) × (H2 ∩ E).
Now |H1 ∩ B| = |H2 ∩ B|, so |H1 ∩ E| = |H2 ∩ E|. Then H1 ∩ E = H2 ∩ E since E is cyclic. Since
H1 ∩ B1 = H2 ∩ B1, we have that H1 ∩ B and H2 ∩ B are conjugate in B. So H1 and H2 are conjugate in
H. 
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Proof of Proposition 5.19. Thanks to [41, Thm. C], we can assume that ℓ , p. For any θ ∈ IBrℓ(X), let
φ ∈ IBrℓ(G | θ) and (R, ϕ) the ℓ-weight of G corresponding to φ under the bijection induced by S (see
the proof of Theorem 1.2). Let S = R ∩ X and ψ ∈ Irr(NX(S ) | ϕ). Now we consider the G ⋊ D-orbit
of θ (and (S , ψ), respectively) in IBrℓ(X) (and Wℓ(X), respectively). Denote by ∆1 the G ⋊ D-orbit of
θ in IBrℓ(X) and ∆2 the Aut(X)-orbit of (S , ψ) inWℓ(X). By Remark 3.4 and 5.13 and the construction
of S (note that it is D-equivariant by [31, Thm. 1.1]), ∆1 and ∆2 have the same cardinality. Obviously,
Aut(X) acts on ∆1 (or ∆2, respectively) as Out(X) does. Also |Out(X)θ| = |Out(X)ψ|.
Now we denote by Outdiag(X) the outer automorphisms induced by G on X then Outdiag(X) 
Cgcd(n,q−ǫ) is cyclic. Thus by Remark 3.4 and 5.13, the stabilizers of θ and ψ in Outdiag(X) are the same.
If n ≥ 3, by a similar argument of the paragraph above (replace Out(X) by 〈Outdiag(X), γ〉, where γ is
defined as in Section 2.5), we have |〈Outdiag(X), γ〉θ| = |〈Outdiag(X), γ〉ψ|.
Now
Out(X) 
{
(Outdiag(X) ⋊ C2) ×C f if n ≥ 3,
Outdiag(X) ×C f if n = 2.
Thus by Lemma 5.20, Out(X)θ and Out(X)ψ are conjugate in Out(X). Thus there exists an Aut(X)-
equivariant bijection between ∆1 and ∆2, hence there exists an Aut(X)-equivariant bijection G between
IBrℓ(X) andWℓ(X). Obviously, we can choose the bijection G satisfies that if θ ∈ IBrℓ(X), φ ∈ IBrℓ(G |
θ), (R, ϕ) = S (φ), S = R ∩ X, then G (θ) = (S , ψ) for some ψ ∈ Irr(NX(S ) | ϕ). So G preserves blocks.
Moreover, the conditions (i) and (ii) of Definition 2.7 hold for any ℓ-block of X (for details, see the proof
of Corollary 5.17). 
6 Extendibility of weight characters of unipotent blocks
In this section, we will prove the following result.
Proposition 6.1. Let (R, ϕ) be an ℓ-weight of G which belongs to a unipotent ℓ-block. Then ϕ extends to
(G ⋊ D)R,ϕ.
We will use the following lemma.
Lemma 6.2. Suppose that H is a finite group, C E H, N E H, D0 ≤ D ≤ H, χ ∈ Irr(N) satisfies that
• H/N is abelian, H = ND, N ∩ D0 ≤ C1 and H/ND0 is cyclic,
• there are normal subgroups C0, C1, N0 and N1 of H such that C = C0 ×C1, N = N0 ×N1, C0 = N0
and C1 ≤ N1,
• D0 acts trivially on N1/C1,
• N0D = N0 ⋊ D,
• χ ∈ Irr(N | θ) where θ = θ0 × θ1 with θ0 ∈ Irr(C0) and θ1 = 1C1 ,
• Hχ = H and θ0 extends to N0 ⋊ (D/K), where K is the kernel of the action of D on N0.
Then χ extends to H.
Proof. Let χ = χ0 × χ1 where χ0 = θ0 and χ1 ∈ Irr(N1). Now θ0 extends to N0 ⋊ (D/K), so there exist an
extension χ′
0
∈ Irr(N0D) of χ0 and a representation ρ
′
0
affording χ′
0
such that if n0 ∈ N0, d, d
′ ∈ D satisfy
that d and d′ induce the same automorphism on N0, then ρ
′
0
(n0d) = ρ
′
0
(n0d
′). Let ρ˜0 = Res
N0D
N0D0
ρ′
0
.
Let ρ1 : N1 → GLχ1(1)(C) a representation of N1 affording χ1. Now let ρ˜ : ND0 → GLχ(1)(C) satisfy
ρ˜(n0n1d) = ρ˜0(n0d) ⊗ ρ1(n1) for all n0 ∈ N0, n1 ∈ N1 and d ∈ D0. Here, ρ˜ is well-defined. In fact, if
n0, n
′
0
∈ N0, n1, n
′
1
∈ N1 and d, d
′ ∈ D0 satisfy n0n1d = n
′
0
n′
1
d′, then n0 = n
′
0
and there exists c ∈ C1 such
that n1 = n
′
1
c and d = c−1d′. Hence ρ1(n1) = ρ1(n
′
1
) since C1 ≤ ker ρ1. Also, by the paragraph above,
ρ˜0(n0d) = ρ˜0(n
′
0
d′). So ρ˜(n0n1d) = ρ˜(n
′
0
n′
1
d′).
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We claim that ρ˜ is a representation of ND0. In fact, let n0, n
′
0
∈ N0, n1, n
′
1
∈ N1 and d, d
′ ∈ D0,
ρ˜(n0n1dn
′
0n
′
1d
′) = ρ˜(n0(
dn′0)n1(
dn′1)dd
′)
= ρ˜0(n0(
dn′0)dd
′) ⊗ ρ1(n1(
dn′1))
= ρ˜0(n0dn
′
0d
′) ⊗ ρ1(n1(
dn′1)).
On the other hand, ρ˜(n0n1d)ρ˜(n
′
0
n′
1
d′) = ρ˜0(n0d)ρ˜0(n
′
0
d′)⊗ρ1(n1)ρ1(n
′
1
). Since D0 acts trivially on N1/C1,
then dn′
1
= n′
1
c for some c ∈ C1. Hence ρ1(n1(
dn′
1
)) = ρ1(n1)ρ1(
dn′
1
) = ρ1(n1)ρ1(n
′
1
) since C1 ≤ ker(ρ1).
Thus the claim holds.
Let g ∈ D, n0 ∈ N0, n1 ∈ N1, d ∈ D0, then
ρ˜(g(n0n1d)) = ρ˜(
g((n0d)(
d−1n1))) = ρ˜0(
g(n0d)) ⊗ ρ1(
gd−1n1).
Let χ˜ be the character afforded by ρ˜, then χ˜(n0n1d) = χ˜0(n0d)χ1(d). Hence
χ˜g(n0n1d) = Trace(ρ˜0(
g(n0d)))Trace(ρ1(
gd−1n1))
= χ˜0(
g(n0d))χ1(
gd−1n1) = χ˜0
g(n0d)χ
gd−1
1
(n1)
= χ˜0(n0d)χ1(n1) = χ˜(n0n1d)
since χ˜0, χ1 are D-invariant. Thus χ˜ is D-invariant. Then χ˜ extends to H since H/ND0 is cyclic. So χ
extends to H. 
First, by the uniqueness of Rm,α,γ and R
i
m,α,γ proved in [3], [4] and [5], D acts trivially on the set of
G-conjugacy classes of ℓ-radical subgroups of G. Denote σ1 = Fp and σ2 = γ. Then D = 〈σ1, σ2〉. So
there exist g(k) ∈ G such that g(k)σk ∈ (G ⋊ D)R for k = 1, 2. Let D
′
= 〈g(1)σ1, g
(2)σ2〉. Then we have the
following result by direct calculation.
Lemma 6.3. With the notations above,
(i) (G ⋊ D)R = NG(R)D
′,
(ii) D′/D′ ∩G  D,
(iii) NG(R)D
′/NG(R)  D.
If D is cyclic, then Proposition 6.1 holds immediately. So we will assume that D is not cyclic. Then
ǫ = 1, that is G = GLn(q). Let q = p
f for some prime p and integer f . Then f is even. In particular, if
q is odd, then 4 | q − 1. Hence, by the description in Section 5, if ℓ = 2, we always only have “Case 1”
when considering basic subgroups. Then Dm,α,γ,c = Rm,α,γ,c whenever ℓ is odd or ℓ = 2.
One embedding of ZαEγ can be constructed explicitly as follows (see, [3] and [5]). Let ξ be a fixed
ℓa+α-th primitive root of unity in F(ǫq)eℓα and ζ = ξ
ℓa+α−1. We first let Z0 = ξIγ with Iγ the identity matrix
of degree ℓγ and
X0 = diag(1, ζ, · · · , ζ
ℓ−1), Y0 =
[
0 1
Iℓ−1 0
]
.
We then set X0, j = Iℓ ⊗ · · · ⊗ X0 ⊗ · · · ⊗ Iℓ and Y0, j = Iℓ ⊗ · · · ⊗ Y0 ⊗ · · · ⊗ Iℓ with X0 and Y0 appearing as
the j-th components. Define
ρα,γ,0 : ZαEγ −→ GL(ℓ
γ, (ǫq)eℓ
α
)
z 7−→ Z0
x j 7−→ X0, j
y j 7−→ Y0, j
.
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Now, let ι be an embedding of GL(ℓγ, (ǫq)eℓ
α
) into GL(eℓα+γ, ǫq) with ι(ξ) being the companion
matrix (Λα) of the polynomial Λα ∈ F having ξ as a root. Then we set Rα,γ the image of ZαEγ under
ρα,γ = ι ◦ ρα,γ,0.
For later use, we replace Rm,α,γ and Rm,α,γ,c by one of their conjugates. Now define
Zm,0 = I(m) ⊗ Z0, Xm,0, j = I(m) ⊗ X0, j, Ym,0, j = I(m) ⊗ Y0, j.
Define
ρm,α,γ,0 : ZαEγ → GL(mℓ
γ, (ǫq)eℓ
α
)
in the same way as ρα,γ,0 with Z0, X0, j, Y0, j replaced by Zm,0, Xm,0, j, Ym,0, j. Denote still by ι the embedding
of GL(mℓγ, (ǫq)eℓ
α
) into GL(meℓα+γ, ǫq) and ρm,α,γ = ι ◦ ρm,α,γ,0. Then we set Rm,α,γ the image of ρm,α,γ.
Finally, we set Rm,α,γ,c = Rm,α,γ ≀ Ac.
Now we give some precise information for g(1), g(2) above. Indeed, by [31, Prop. 4.2 and 4.3],
if there is a decomposition R = R0 × R1 × · · · × Ru where R0 is a trivial group and Ri  Rmi,αi,γi,ci
(i ≥ 1) is a basic subgroup, then g(k) is blockwise diagonal corresponding to the decomposition g(k) =
diag(g
(k)
0
, g
(k)
1
, . . . , g
(k)
u ) where g
(k)
0
is identity matrix and g
(k)
i
= gmi ,αi ⊗ Iγi ⊗ Ici with gmi,αi ∈ Gmiαi such
that g
(k)
i
σk fixes Ri for all k = 1, 2 and 0 ≤ i ≤ u. Obviously, the action of g
(k)
i
σk on Gmi,αi ⊗ Iγ ⊗ Ic,
Cmi,αi⊗ Iγ⊗ Ic, and Nmi,αi⊗ Iγ⊗ Ic is just as the actions of g
(k)
mi ,αiσk onGmi,αi , Cmi,αi and Nmi,αi , respectively,
for all k = 1, 2 and 0 ≤ i ≤ u. We also regard the actions above as the actions of g(k)σk ( k = 1, 2).
Lemma 6.4. With the notations above, there exists a subgroup D′
0
of D′ independent of m, α and γ,
such that D′
0
acts trivially on Rm,α,γ and D
′/(D′ ∩ G)D′
0
is cyclic. In particular, D′
0
acts trivially on
Nm,α,γ/Cm,α,γ.
Proof. Denote Z = ι(Zm,0), X j = ι(Xm,0, j), Y j = ι(Ym,0, j) and B = 〈Z, X j | j = 1, . . . , γ〉, H = 〈Y j | j =
1, . . . , γ〉. Then Rm,α,γ = B ⋊ H. By the proof of [31, Lem. 4.1], for k = 1, 2,
gkσk(x) =
{
xhk , if x ∈ B
x, if x ∈ H
where h1 = p and h2 = −1.
Now let r be the multiplicative order of p modulo ℓ. We take D′
0
= 〈(g1σ1)
r〉 when r is odd, and
D′
0
= 〈(g1σ1)
r/2g2σ2, 〉 when r is even. Then D
′
0
acts trivially on Rm,α,γ and D
′/(D′ ∩G)D′
0
is cyclic. 
Corollary 6.5. With the notations above, D′
0
acts trivially on Nm,α,γ,c/Cm,α,γ,c.
Proof. For c = (c1, . . . , ct), we have Nm,α,γ,c = Nm,α,γ/Rm,α,γ ⊗ Yc by [2] and [3]. Here Yc is the nor-
malizer of Ac in S(ℓ
|c|) and then consists of permutation matrices. By Lemma 6.4, D′
0
acts trivially on
Nm,α,γ/Rm,α,γCm,α,γ. Hence D
′
0
acts trivially on Nm,α,γ,c/Rm,α,γ,cCm,α,γ,c since Cm,α,γ,c = Cm,α,γ ⊗ Ic. 
Proof of Proposition 6.1. By the argument after Lemma 6.3, we may assume that ǫ = 1 and q = p f
with f even. Suppose that G = GLn(q) = GL(V), where V is a vector space of dimension n over
F. By [2, (4A)] and [3, (2B)], R = R0 × R+ where R0 is an identity group and R+ is a direct product
of basic subgroups. Let V = V0 × V+ be the corresponding decomposition of V , such that V0 is the
underlying space of R0 and V+ is the underlying space of R+. Note that if ℓ = 2, then dim(V0) = 0. Then
CG(R) = C0×C+ and NG(R) = N0×N+, whereC0 = N0 = GL(V0),C+ = CGL(V+)(R+), N+ = NGL(V+)(R+).
Let θ ∈ Irr(RCG(R) | ϕ), then θ = θ0×θ+, where θ0 ∈ Irr(R0C0) and θ+ ∈ Irr(R+C+). We write ϕ = ϕ0×ϕ1,
with ϕ0 ∈ Irr(N0) and ϕ+ ∈ Irr(N+). Obviously, ϕ0 = θ0.
We write R+ = R
b1
1
× · · · × R
bu
u as a direct product of basic subgroups, where Ri appears bi times as a
component of R+. Let Ci = CGL(Vi)(Ri), Ni = NGL(Vi)(Ri), where Vi is the underlying space of Ri. Then
C+ = C
b1
1
× · · · × C
bu
u and θ+ =
∏u
i=1
∏vi
j=1
θ
bi j
i j
, where θi1, . . . , θivi are distinct irreducible characters of
CiRi trivial on Ri and θi j occurs bi j times as a factor in θ.
Now (R, ϕ) belongs to a unipotent ℓ-block, so for all 1 ≤ i ≤ u, 1 ≤ j ≤ vi, θi j has the form θΓ,δ,k
for some δ and k, where Γ = x − 1. By the construction of θΓ, we have θΓ = 1CΓ when Γ = x − 1 (since
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θΓ = ±R
CΓ
CCΓ (1)
(1ˆ) = 1CΓ by [8, (4.16)]). Hence θi j = 1CiRi for all 1 ≤ i ≤ u, 1 ≤ j ≤ vi. Also, ϕ0 = θ0 is a
unipotent character of N0 = C0. By Proposition 4.17, ϕ0 extends to N0 ⋊ D.
Now N+(θ+) =
∏
i=1u
∏vi
j=1
(Ni(θi j) ≀S(bi j)). By the argument above, θi j is the trivial character hence
is invariant under Ni. By Corollary 6.5, D
′
0
acts trivially on Ni/Ci. So D
′
0
acts trivially on N+/C+ since
D′
0
acts trivially on every S(bi j). Also, NG(R)D
′/NG(R)D
′
0
is cyclic since D′/(D′ ∩ G)D′
0
is cyclic by
Lemma 6.4. Hence ϕ extends to (G ⋊ D)R by Lemma 6.2. This completes the proof. 
Corollary 6.6. Assume that ℓ ∤ gcd(n, q−ǫ). Let (Q, ψ) be an ℓ-weight of X which belongs to a unipotent
ℓ-block. Then ψ extends to (G ⋊ D)Q.
Proof. By Lemma 5.15, there is an ℓ-weight (R, ϕ) of G in a unipotent ℓ-block of G, such that Q = R∩X
and ψ = Res
NG(R)
NX(Q)
ϕ. So (G⋊D)R,ϕ ≤ (G⋊D)Q,ψ. Note that (G⋊D)R,ϕ = (G⋊D)R and (G⋊D)R = (G⋊D)Q.
So (G⋊D)Q,ψ = (G⋊D)R. Now by Proposition 6.1, ϕ extends to (G⋊D)R, then ψ extends to (G⋊D)Q. 
7 Proof of Theorem 1.3
Now we consider the condition (iii) of Definition 2.7.
Proposition 7.1. Assume that ℓ ∤ gcd(n, q − ǫ) and n ≥ 3. Let b be a unipotent ℓ-block of X, then the
subsets IBrℓ(b | Q) and mapsΩ
X
Q
, for every Q ∈ Radℓ(X), defined as in the proof of Corollary 5.17, satisfy
Definition 2.7 (iii)(1)-(3) for φ ∈ IBrℓ(b,Q), A := A(φ,Q) = (G ⋊D)/Oℓ(Z(G))Z with Z = Z(X)∩ ker(φ).
Proof. Now X = X/Z. It is easy to check (1) of Definition 2.7 (iii). For (2), by Corollary 4.19, we have
an extension φ′ ∈ IBrℓ(G ⋊ D) of φ. Then Oℓ(Z(G)) ≤ Oℓ(G ⋊ D) ≤ ker(φ
′). Also, Z ≤ ker(φ′). Let
φ˜ be the Brauer character of A associated with φ′, then φ˜ is an extension of the ℓ-Brauer character of X
associated with φ.
For (3), we let ψ ∈ Irr(NX(Q)) be the inflation of Ω
X
Q
(φ) to NX(Q) and ψ be the character of NX(Q) =
NX(Q) associated with ϕ. Moreover, we have (G ⋊ D)Q,ψ = N(G⋊D)φ(Q) by [38, Lem. 9.16] since
Z(G) = Z(G ⋊ D) and Aut(X) = (G ⋊ D)/Z(G). Now by Corollary 6.6, ψ ∈ Irr(NX(Q)) extends to a
character ψ˜ of (G⋊D)Q,ψ = (G⋊D)Q, then there exists an extension of ψ to NA(Q) = NG⋊D(Q)/Oℓ(Z(G))Z
since Oℓ(Z(G)) ⊆ ker(ψ˜) by the proof of Corollary 6.6. Then ψ
◦
extends to NA(Q). This completes the
proof. 
For condition (4) of Definition 2.7(iii), we have:
Lemma 7.2. Keep the hypotheses and setup of Proposition 7.1, let (S , ϕ) be an ℓ-weight of X. Denote
by φ′ the inflation of ΩX
S
(φ)0 viewed as ℓ-Brauer character in IBrℓ(NX(S )/S ) to NX(S ). Let φ˜
′ be an
extension of φ′ to NA(S ). Then there exists an extension φ˜ ∈ IBrℓ(A) of φ to A satisfying
blℓ(Res
NA(S )
NJ (S )
φ˜′)J = blℓ(Res
A
J φ˜)
for any X ≤ J ≤ A.
Proof. Since A/X is solvable, all Hall ℓ′-subgroups of A/X are conjugate and every ℓ′-element of A is
contained in some J such that J/X is a Hall ℓ′-subgroup of A/X. Then by [28, Lem 2.4 and 2.5(a)], to
prove this proposition, it suffices to prove that A = XNA(S ) and that the proposition holds for certain (thus
every) X ≤ J ≤ A such that J/X is a Hall ℓ′-subgroup of A/X (for details, see the proof of [38, Prop.
9.21]).
First, let R = SOℓ(Z(G)), then by Proposition 5.2, R is an ℓ-radical subgroup ofG such that R∩X = S .
As pointed in Section 6 (by the uniqueness of Rm,α,γ and R
i
m,α,γ proved in [3], [4] and [5]), G ⋊ D acts
trivially on theG-conjugacy classes of ℓ-radical subgroups ofG. HenceG⋊D = GNG⋊D(R) by Frattini’s
argument . Then A = XNA(S ) since NA(S ) = NG⋊D(S )/Oℓ(Z(G))Z and NG⋊D(S ) = NG⋊D(R).
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Now (G˜ ⋊ D)φ = G˜ ⋊ D. Let G := G/ZOℓ(Z(G)), then A = (G ⋊ D)φ/ZOℓ(Z(G)) = G ⋊ D. Since
ℓ ∤ gcd(n, q − ǫ), G/X  G/XOℓ(Z(G)) is an ℓ
′-group. Thus there is a unique Hall ℓ′-subgroup Aˆ/X of
A/X such that G ≤ Aˆ. Let φˆ′ = Res
NA(R)
N
G
(R)
φ˜′, then bl(φˆ′)G covers bl(φ′)X = bl(φ). Note that φ extends to
φˆ ∈ IBrℓ(bl(φˆ′)
G) with Aφˆ = Aφ = A by Lemma 4.16 and Corollary 6.6. Replacing X, NX(R), φ, φ
′ by G,
N
G
(R), φˆ, φˆ′ respectively and noting that A/G is abelian, we can use the same arguments as in the first
paragraph of the proof of [38, Prop. 9.21] to prove that the proposition holds for Aˆ. By the remarks at
the beginning of the proof, the proposition holds for general X ≤ J ≤ A. 
Proof of Theorem 1.3. If ℓ = p, then the assertion holds by [41, Thm. C]. Now we assume that ℓ , p.
Now the case when n ≥ 3 is completely solved by our results in Corollary 5.17, Proposition 7.1 and
Lemma 7.2. Now we assume that n = 2. By Corollary 5.17, it suffices to check condition (iii) of
Definition 2.7. Note that, if we define D := 〈Fp〉 for this case, then it is easy to see that Proposition 7.1
and Lemma 7.2 also hold by the same argument. This completes the proof. 
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