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Consider the Cauchy problem of the semi-linear parabolic equation
u − ∂tu + V up + w = 0, p > 1,
in RN × (0, T ), T > 0, u(x,0) = u0(x) 0, and u0, V ,w ∈ L1loc(RN ).
We establish a necessary condition on the nonlinear potential
V = V (x) so that the above has a positive solution for some
w = w(x)  0, u0 = u0(x)  0. An application to the case when
V is the important inverse square potential is also given.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
The purpose of the paper is to prove that certain conditions are necessary for the existence of
positive solutions to the Cauchy problem
{
u(x, t) − ∂tu(x, t) + V (x)up(x, t) + w(x) = 0, p > 1,
u(x, t) = u0(x). (1.1)
Here u = ∑Ni=1 uxixi and V = V (x), w = w(x), u0 = u0(x)  0 with V ,w ∈ L1loc(RN ); x ∈ RN and
t > 0.
For many years, the equation, being in the core of nonlinear analysis, has been studied by many
authors. There are many suﬃcient conditions on the functions V , w and u0 such that (1.1) has positive
solutions. See e.g. [5]. However, as far as we know, the necessity is missing with the exception of [3].
There, Baras and Pierre introduced an interesting implicit necessary condition. A well-known open
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and u0. The main goal of the paper is to answer this question for a wide class of V and some w , u0,
the nonlinear potential in the equation. See Theorem 3.1 which is the main theorem of the paper.
The elliptic counterpart of the problem was solved by Kalton and Verbitsky in the important pa-
per [4]; and also by Brezis and Cabré, in another important paper [1]. In [1], the authors also studied
the parabolic case when V is the important inverse square potential. Speciﬁcally, they proved that
when V = 1/|x|2 and p = 2, then (1.1) has no positive solutions. However, the case when p = 2 was
left open. As an application of our main theorem, it will be shown at the end of Section 3 that this
nonexistence result actually holds for all p > 1 (cf. Corollary 3.2).
The proof of our results follows the general road map developed in [4] for the elliptic case. But
the original ideas there are very dependent on the quasi-metric assumption for the Green function K
of the Laplacian. Recall that K is said to satisfy a quasi-metric condition if
∃κ > 0 s.t. 1
K (x, y)
 κ
(
1
K (x, z)
+ 1
K (y, z)
)
.
This condition is false for the heat kernel. We need to develop a scheme using shifts in the time
direction to manufacture what is accomplished by the quasi-metric property. We will prove the main
necessity condition for the nonlinear potential V in Section 3.
At this time we are unable to ﬁnd a similar solvability condition for the inhomogeneous term w ,
as was done in [4] for the elliptic case. We hope to address this problem in the future.
We now ﬁx some notation and conventions. We denote the fundamental solution to the heat
equation as
G(x, t; y, s) = 1
(4π(t − s))N/2 e
−|x−y|2
4(t−s) , t > s.
Deﬁnition 1.1. An integrable function u is called a solution to (1.1) in RN × (0, T ] if
u(x, t) =
∫
G(x, t; y,0)u0(y)dy +
t∫
0
∫
G(x, t; y, s)V (y)up(y, s)dy ds
+
t∫
0
∫
G(x, t; y, s)w(y)dy ds
for all (x, t) ∈ RN × (0, T ].
If also u(x, t) > 0 a.e. for t > 0, then u is called a positive solution to (1.1).
Solutions of this kind are sometimes referred to as mild solutions. Note that we do not presume
the solution has any smoothness.
Frequently, our calculations will involve the heat ball P (x, t; r) deﬁned by
P (x, t; r) =
{
(y, s): G(x, t; y, s) 1
r
}
.
We think of the point (x, t) as the “center” or vortex and r as the radius. By deﬁnition the heat
ball P (x, t; r) is oval shaped. One can see in terms of relative heat ball size that if r2 > r1, then
P (x, t, r1) ⊂ P (x, t, r2). Furthermore, it can be shown that the radius of the widest cross section is√
N
2πe r
1/N . Also the largest interval in time contained in the ball has length r2/N/(4π).
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term V in (1.1).
Deﬁnition 1.2. Given g ∈ L1loc(RN × (0,∞)), we deﬁne the weighted convolution with the heat ker-
nel G under a weight function f ∈ L1loc(RN ) as
(G ∗ f g)(x, t) =
t∫
0
∫
G(x, t; y, s) f (y)g(y, s)dy ds.
when the right-hand side is ﬁnite a.e.
In Section 2 we will prove a result on the geometry on heat balls which will replace the quasi-
metric assumption in the elliptic case. The main theorem and its proof will be given in Section 3.
2. A containment property of heat balls
In this section we state and prove a result on the geometry of heat balls, which will be essential
in proving the main results. The proof is an elementary but tedious calculation involving the triangle
inequality.
Proposition 2.1. Let P be the parabolic ball P (x, t;a) for a > 0 and P j = P (x, t; a2 j ) for j ∈ N. Then there
exists a dimensional constant b = b(N) > 0 and a positive integer σ such that
P
(
x, t − λ(2 j)−2/N ; a
2 j
)
⊂ P (x, t;a) ∩ P
(
y, s; ba
2 j+1
)
, (2.1)
for all (y, s) ∈ P j with j  σ . Here λ = a2/N/(2π).
Proof. First let us prove that, for all nonnegative integers j,
P
(
x, t − λ(2 j)−2/N ; a
2 j
)
⊂ P
(
y, s; ba
2 j+1
)
.
By scaling invariance, we can and do take j = 0.
We want to prove, for (y, s) ∈ P (x, t;a) and (z, τ ) ∈ P (x, t − λ;a), it holds (z, τ ) ∈ P (y, s;ba/2) for
b = b(N). Since we have (y, s) ∈ P (x, t;a), by deﬁnition
1
(4π(t − s))N/2 e
−|x−y|2
4(t−s)  1
a
. (2.2)
Similarly since (z, τ ) ∈ P (x, t − λ;a)
1
(4π(t − λ − τ ))N/2 e
−|x−z|2
4(t−λ−τ )  1
a
. (2.3)
Applying ln to both sides of (2.2) gives
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4(t − s) − ln
(
a
(4π(t − s))N/2
)
,
|x− y|2  [2N(t − s)] ln( a2/N
4π(t − s)
)
. (2.4)
The same calculation can be made for (2.3) to give
|x− z|2  2N(t − λ − τ ) ln
(
a2/N
4π(t − λ − τ )
)
. (2.5)
We want to prove (z, τ ) ∈ P (y, s;ab/2), which according to the above calculations is equivalent to
having
|y − z|2  2N(s − τ ) ln
(
(ab/2)2/N
4π(s − τ )
)
. (2.6)
But from the triangle inequality we see that
|y − z| |x− y| + |x− z|. (2.7)
Hence we have
|y − z|2  2|x− y|2 + 2|x− z|2. (2.8)
We have already obtained bounds on |x− y|2 and |x− z|2 in (2.4) and (2.5) respectively. Hence from
using (2.4) and (2.5) with (2.8) we obtain
|y − z|2  [4N(t − s)] ln( a2/N
4π(t − s)
)
+ [4N(t − λ − τ )] ln( a2/N
4π(t − λ − τ )
)
= 2N(s − τ )
{[
2(t − s)
s − τ ln
(
a2/N
4π(t − s)
)]
+ 2(t − λ − τ )
s − τ ln
(
a2/N
4π(t − λ − τ )
)}
.
But we can dominate this by maximizing the function f (m) =m ln( a2/N4πm ) where m > 0. Note that the
maximum value of f is a2/N/(4πe) which is reached when m = a2/N/(4πe). Hence we have
|y − z|2  2N(s − τ )
[
2
s − τ
(
a2/N
4πe
)
+ 2
s − τ
(
a2/N
4πe
)]
 2N(s − τ )
[(
1
λ − (a2/N4π )
)(
a2/N
πe
)]
= 2N(s − τ )
(
a2/N
πe
)(
1
λ − (a2/N4π )
)
. (2.9)
The second to last step is justiﬁed by the following arguments. Since (y, s) ∈ P (x, t;a) we have 0 <
t − s < a2/N/(4π) and hence
s > t − (a2/N/(4π)). (2.10)
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τ < t − λ. (2.11)
Therefore computing s − τ from (2.10) and (2.11) directly gives
1
s − τ 
1
λ − (a2/N/(4π)) ,
which justiﬁes the previous estimate.
As the minimum of τ is t − ( a2/N4π ) − λ; and the maximum of s is t we have
s − τ 
(
a2/N
4π
)
+ λ = 3
4π
a2/N ,
since λ = a2/N2π . With this we can compute
ln
[
(ab/2)2/N
4π(s − τ )
]
 ln
[
(ab/2)2/N
4π
(
4π
3
)(
1
a
)2/N]
= ln
[
(b/2)2/N
3
]
. (2.12)
Now all we choose b such that
ln
[
(b/2)2/N
3
]
=
(
a2/N
πe
)(
1
λ − (a2/N4π )
)
=
(
a2/N
πe
)(
1
(a
2/N
2π ) − (a
2/N
4π )
)
= 4
e
,
i.e. b = 2(3e4/e)N/2.
So that in totality we have, from (2.9) and (2.12)
|y − z|2  2N(s − τ )
(
a2/N
πe
)(
1
λ − (a2/N4π )
)
= 2N(s − τ ) ln
[
(b/2)2/N
3
]
 2N(s − τ ) ln
[
(ab/2)2/N
4π(s − τ )
]
.
This is (2.6). Hence we see that indeed (z, τ ) ∈ P (y, s;ab/2), showing that P (x, t − λ(2 j)−2/N ; a
2 j
) ⊂
P (y, s; ba
2 j+1 ) after scaling.
Next we prove
P
(
x, t − λ(2 j)−2/N ; a
2 j
)
⊂ P (x, t;a)
when j  σ > 0. Let (z, τ ) ∈ P (x, t − λ(2 j)−2/N ; a
2 j
). The containment follows if we can prove the
second inequality in the following expression:
|x− z|2  2N(t − λ(2 j)−2/N − τ ) ln[ (a/2 j)2/N
4π(t − λ(2 j)−2/N − τ )
]
 2N(t − τ ) ln
[
a2/N
4π(t − τ )
]
.
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reached when m =m0 = a2/N4πe . However for (z, τ ) in the ball P (x, t − λ(2 j)−2/N ; a2 j ) we see that
a2/N
4πe
 (a/2
j)2/N
4π
+ λ(2 j)−2/N  t − τ
when j  σ with σ suﬃciently large since λ = a2/N/(2π). The function f = f (m) is increasing when
m < a
2/N
4πe . The proof is done since
t − λ(2 j)−2/N − τ  t − τ . 
3. Solvability condition on the nonlinear potential
From Proposition 2.1 we have the following result.
Lemma 3.1. Let V = V (x) be a L1loc function. Let P be the parabolic ball P (x, t;a) for a > 0 and P j =
P (x, t; a
2 j
) for j ∈ N. Denote by χP and χP j the characteristic functions of P and P j respectively. Then for
all (y, s) ∈ P (x, t;a), there exists a positive integer σ , such that,
(G ∗V χP )(y, s) φσ (y, s) (3.1)
where
φσ ≡
∑
jσ
η jχP j (y, s).
and
η j = (ab)−12 j
∣∣∣∣P
(
x, t; a
2 j
)∣∣∣∣
V
≡ (ab)−12 j
∫
P (x,t; a
2 j
)
V (y)dy ds,
and b is the dimensional constant given in Proposition 2.1.
Proof.
(G ∗V χP )(y, s) =
s∫
0
∫
G(y, s; z, τ )χP (z, τ )V (z)dzdτ
=
∞∫
0
∫ ∫
G(y,s;z,τ )> 1r
χP (z, τ )V (z)dzdτ
dr
r2
Fubini
=
∞∫
0
|P (x, t;a) ∩ P (y, s; r)|V dr
r2

∞∑
j=0
ab
2 j∫
ab
j+1
|P (x, t;a) ∩ P (y, s; r)|V dr
r22
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(
1
ab
) ∞∑
j=0
2 j
∣∣P (x, t;a) ∩ P(y, s;ab2−( j+1))∣∣V . (3.2)
Here, b is from Proposition 2.1.
Fixing (y, s), let j0 be the largest number such that (y, s) ∈ P j0 . Then the containment from Propo-
sition 2.1 holds for all σ  j  j0 since (y, s) ∈ P j , i.e.
P
(
x, t − λ(2 j)−2/N ; a
2 j
)
⊂ P (x, t;a) ∩ P
(
y, s; ba
2 j+1
)
. (3.3)
Therefore,
(G ∗V χP )(y, s) =
∞∫
0
∫ ∫
G(y,s;z,τ )> 1r
χP (x,t;r)(z, τ )V (z)dzdτ
dr
r2
 (ab)−1
j0∑
j=σ
2 j
∣∣∣∣P
(
x, t − λ(2 j)−2/N ; a
2 j
)∣∣∣∣
V
χP j (y, s)
 (ab)−1
∞∑
j=σ
2 j
∣∣∣∣P
(
x, t − λ(2 j)−2/N ; a
2 j
)∣∣∣∣
V
χP j (y, s)
=
∞∑
j=σ
η jχP (x,t; a
2 j
)(y, s) = φσ . (3.4)
The last step holds as the function V is independent of time and we can take η j = (ab)−12 j |P (x, t;
a
2 j
)|V . So we see that G ∗ χP  φσ . We also used the fact that, if j  j0 + 1, then χP (x,t; a
2 j
)(y, s) = 0.
So we see that (3.1) holds, as desired. 
Using the above result we derive a technical lemma which is essential to our main result. This
result again has its root in the paper [4] even though it is more diﬃcult than the elliptic case.
Lemma 3.2. Suppose V = V (x) satisﬁes the doubling condition, i.e. there exists D0 > 0 such that∫
B(x,r)
V (y)dy  D0
∫
B(x,2r)
V (y)dy
for all x and r > 0.
For any k = 1,2,3, . . . , and η j as in the statement of the previous lemma, deﬁne
φσ,k =
∞∑
j=σ
η jχP j+kσ .
Then for all 1 s < ∞, we have
G ∗V φsσ ,k 
Q k+1
s + 1 φ
s+1
σ ,k+1. (3.5)
Here Q depends only on the constant in the doubling condition.
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mean value inequality, it is easy to see that
βs+1j − βs+1j−1  (s + 1)η jβsj . (3.6)
We now make the observation that if we denote
α j ≡ βsj − βsj−1
then we can write
φsσ ,k =
∞∑
j=σ
α jχP j+kσ . (3.7)
This is easy to see since,
φσ,k =
∞∑
j=σ
(β j − β j−1)χP j+kσ =
∞∑
j=σ
β j(χP j+kσ − χP j+kσ+1).
Hence further we have
φsσ ,k =
( ∞∑
j=σ
β j(χP j+kσ − χP j+kσ+1)
)s
=
∞∑
j=σ
βsj(χP j+kσ − χP j+kσ+1)
=
∞∑
j=σ
(
βsj − βsj−1
)
χP j+kσ
=
∞∑
j=σ
α jχP j+kσ . (3.8)
One should note that (3.8) is valid since we consider essentially disjoint sets of the type P j+kσ −
P j+kσ+1.
Now observe that
G ∗V φsσ ,k = G ∗V
( ∞∑
j=σ
α jχP j+kσ
)
=
∞∑
j=σ
α jG ∗V χP j+kσ

∞∑
j=σ
α j
∞∑
i= j+(k+1)σ
ηiχPi .
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have
G ∗V φsσ ,k 
∞∑
i=(k+2)σ
ηi
( i−(k+1)σ∑
j=σ
α j
)
χPi
=
∞∑
i=2σ
ηiβ
s
i−(k+1)σ χPi since α j = βsj − βsj−1.
By the doubling condition on V (on the Euclidean balls) and the assumption that V is independent
of time, one can prove that V is also doubling for the heat balls. This can be done by inscribing the
largest cylinder in space time in the heat balls. Therefore we have, for some Q > 0,
ηi  Q k+1ηi−(k+1)σ .
Hence, it holds
G ∗V φsσ ,k  Q k+1
∞∑
i=(k+2)σ
ηi−(k+1)σ βsi−(k+1)σ χPi
 Q
k+1
s + 1
∞∑
i=(k+2)σ
(
βs+1i−(k+1)σ − βs+1i−(k+1)σ−1
)
χPi from (3.6).
This shows that
G ∗V φsσ ,k =
Q k+1
s + 1
∞∑
i=(k+2)σ
βs+1i−(k+1)σ (χPi − χPi+1)
= Q
k+1
s + 1
[ ∞∑
i=(k+2)σ
βi−(k+1)σ (χPi − χPi+1)
]s+1
= Q
k+1
s + 1
[ ∞∑
i=(k+2)σ
(βi−(k+1)σ − βi−(k+1)σ−1)χPi
]s+1
 Q
k+1
s + 1
[ ∞∑
i=(k+2)σ
ηi−(k+1)σ χPi
]s+1
= Q
k+1
s + 1
[ ∞∑
i=σ
ηiχPi+(k+1)σ
]s+1
= Q
k+1
s + 1 φ
s+1
σ ,(k+1). 
Now we are in a position to state and prove the main result.
Theorem 3.1. Let V = V (x) be an L1loc function satisfying the doubling condition with constant Q > 0, i.e. for
any r > 0 and x ∈ RN
∫
B(x,r)
V (y)dy  Q
∫
B(x,2r)
V (y)dy.
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{
u(x, t) − ut(x, t) + V (x)up(x, t) + w(x) = 0,
u(x,0) = u0(x) (3.9)
has a positive solution in RN × (0, T ].
Deﬁne, for any (x0, t0) ∈ RN × (0, T ], the quantity
Λ(x0, t0) =
∫
G(x0, t0; y,0)u0(y)dy +
t0∫
0
∫
G(x0, t0; y, s)w(y)dy ds.
Then for almost all (x0, t0) ∈ RN × (0, T ] and all a > 0, there exists S0 = S0(Λ(x0, t0), p,N, Q , T ) > 0, such
that
(G ∗V χP )(x0, t0) :=
t0∫
0
∫
G(x0, t0; y, s)χP (y, s)V (y)dy ds < S0 < ∞. (3.10)
Here again P = P (x0, t0,a) is the heat ball with vertex (x0, t0) and size a.
Remark 3.1. (a) One notes that the condition given in Theorem 3.1 is also almost suﬃcient if the
potential V is bounded near inﬁnity, i.e. the singularity of V are local. This follows from an argument
in Theorem B in [5]. Indeed, for V being bounded near inﬁnity, (3.10) easily implies that the quantity
K (V ,h)(x0, t0) ≡
t0∫
t0−h
∫
G(x0, t0; y, s)χP (y, s)V (y)dy ds < ξ(h), a.e. (x0, t0).
Here h is a positive number and ξ > 0 depends on h. Now if
lim
h→0
sup
(x0,t0)
K (V ,h)(x0, t0) = 0.
Then V is in the (parabolic) Kato class. Hence (3.9) has positive solutions. For details please see [5].
Actually the existence still holds if the above limit is just suﬃciently small. So the gap between our
necessary condition and the suﬃcient condition is just the size of the above quantity K (V ,h).
A natural question is whether the constant S0 in the theorem can be chosen independent of u0
and w . The answer is trivially no since the equation has a positive solution when V is any constant.
(b) While in most applications it is suﬃcient to deal with nonlinear potentials V satisfying the
doubling condition, at this time we do not know if the doubling condition on V is necessary for the
theorem.
Proof. By standard comparison method, we can assume, without loss of generality, that u0 = 0.
One can also see it by observing that if u is a solution to (3.9) then the function v = u(x, t) −∫
G(x, t; y,0)u0(y)dy satisﬁes
⎧⎨
⎩ (v − ∂t)v(x, t) + 2
p−1V (x)vp(x, t) + 2p−1
(∫
G(x, t; y,0)u0(y)dy
)p + w(x) 0,
u(x,0) = 0.
2450 J.M. Wrkich, Q.S. Zhang / J. Differential Equations 247 (2009) 2440–2454We also consider the potential term V = V (x) to be deﬁned in all space time RN × (−∞,∞). The
inhomogeneous term w is considered to be 0 when t < 0. In this manner, we can deﬁne u in all
space time by setting u(x, t) = 0 when t < 0. The extended function, still called u, is clearly a solution
to the equation in (3.9) in all space time.
The rest of the proof is divided into two steps. We rely heavily on the general ideas in [4]. How-
ever the proof contains a new ingredient and an added complexity to overcome the main diﬃculty
mentioned earlier, i.e. the lack of quasi-metric conditions.
Step I. From (3.9) and Duhamel’s formula we see that, for t > 0,
u(x, t) =
t∫
0
∫
G(x, t; y, s)V (y)up(y, s)dy ds +
t∫
0
∫
G(x, t; y, s)w(y)dy ds
which implies that
u(x, t)
∫ ∫
G(x, t; y, s)V (y)up(y, s)dy ds ≡Au(x, t), (3.11)
where for convenience we have deﬁned
Au(x, t) =
∫ ∫
G(x, t; y, s)V (y)up(y, s)dy ds.
But as the solution is positive when t > 0, then for any ﬁxed (x0, t0) ∈ RN × (0, T ] there exists
some θ > 0 and a > 0 such that
u(x, t) θχP (x, t) (3.12)
where P = P (x0, t0,a) is the heat ball with vertex at (x0, t0) and size a. This follows from the fact
that
u(x, t)
∫
RN
G(x, t; y,0)u0(y)dy +
t∫
0
∫
RN
G(x, t; y, s)w(y)dy ds.
Recall the right-hand side of the above inequality is called Λ(x, t) in the statement of the theorem.
This is how the dependence on Λ occurs.
So we see via substitution from (3.12) and (3.11)
Au(x, t) θ p
∫ ∫
G(x, t; y, s)V (y)χP (y, s)dy ds.
Hence we have
Au(x, t) θ p
∫ ∫
G(x, t; y, s)V (y)χP (y, s)dy ds := θ p(G ∗V χP )(x, t). (3.13)
Therefore, from Lemma 3.1,
Au(x, t) θ p(G ∗V χP )(x, t) θ pφσ (x, t). (3.14)
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A2u  A(θ pφσ ) θ p2G ∗V φpσ .
By Lemma 3.2, this implies
A2u  θ p2 Q
p + 1φ
p+1
σ ,1 .
Applying A on both sides of the above inequality and using Lemma 3.2 with s = p2 + p, we have
A3u  θ p3 Q
p
(p + 1)p G ∗V φ
p2+p
σ ,1  θ
p3 Q
p
(p + 1)p
Q 2
p2 + p + 1φ
p2+p+1
σ ,2 .
By induction it is easy to show that
Anu  θ pn
n−1∏
j=1
(
1+ p + · · · + p j)−pn− j−1 Q pn−2+2pn−3+···+(n−2)p+n−1φ1+p+···+pn−1σ ,n−1 . (3.15)
We have already seen that
u(x, t)Au(x, t)
and hence
u(x, t)Anu(x, t).
Since u is L1loc , it must be ﬁnite a.e. Suppose u(x0, t0) is ﬁnite. Then the above shows
u(x0, t0) θ p
n
c(n, p)d(n, Q )φ(p
n−1)/(p−1)
σ ,n−1 . (3.16)
Here, for brevity, we have used the notations
c(n, p) =
n−1∏
j=1
(
1+ p + · · · + p j)−pn− j−1 , d(n, Q ) = Q pn−2+2pn−3+···+(n−2)p+n−1.
Let us recall that by deﬁnition
φσ,n =
∞∑
i=σ
ηiχPi+nσ
with the vertex of the heat balls χPi+nσ being at (x0, t0). So, for all natural numbers n,
φσ,n(x0, t0) =
∞∑
i=σ
ηi .
Note that the right side no longer depends on n, which is the key.
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φσ (x, t) =
∞∑
i=σ
ηiχPi 
∞∑
i=σ
ηi  C1(Q , p)θ−(p−1) (3.17)
for a.e. (x, t). Here C1 is a constant depending only on p and Q . Note that we also used the simple
fact that C(n, p)
p−1
pn−1 and d(n, Q )
p−1
pn−1 converge to ﬁnite constants as n → ∞.
One notes that by deﬁnition we have φσ =∑∞j=σ η jχP j . As before if we call η j = β j −β j−1 where
β j =∑ ji=σ ηi , j  σ , then we have
φσ =
∞∑
j=σ
η jχP j =
∞∑
j=σ
(β j − β j−1)χP j =
∞∑
j=σ
β j(χP j − χP j−1).
So we see that
‖φσ ‖∞ = supβ j =
∞∑
i=σ
ηi . (3.18)
Clearly,
∫ ∫
G(x0, t0; y, s)V (y)χP (x0,t0,a/2σ )(y, s)dy ds =
∞∑
j=σ
a
2 j∫
a
2 j+1
|P (x0, t0; r)|V dr
r2

∞∑
j=σ
∣∣∣∣P
(
x0, t0; a
2 j
)∣∣∣∣
V
2 j
a
= b
∞∑
j=σ
η j
where b is the constant in the deﬁnition of η j in the ﬁrst lemma of the section. This together
with (3.18) shows that
∫ ∫
G(x0, t0; y, s)V (y)χP (x0,t0,a/2σ )(y, s)dy ds  b
∑
j0
η j
= b‖φ‖∞ from (3.18)
 c(N, p, Q , θ) ≡ S0 from (3.17).
The proof is ﬁnished by renaming a/2σ by a since a is arbitrary. 
For some applications, it is useful to estimate the constant S0 in Theorem 3.1 in the following
way. Generalizing from the elliptic case in [4], we introduce the following:
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tion
u(x, t) =
t∫
0
∫
G(x, t; y, s)V up(y, s)dy ds + μ−1 f
has a nontrivial solution for (x, t) ∈ RN × (0,∞).
Corollary 3.1. Under the same assumptions as in Theorem 3.1, we have, for some C = C(p, Q ) > 0, almost all
(x0, t0), 0 < t0  T , and all a > 0,
C(p, Q )
( a/2σ∫
0
∫
G(x0,t0;z,τ )> 1r
V (z)
r2
dzdτ dr
)1/(p−1)
 ‖χP (x0,t0,a)‖Z .
Proof. Let θ be the supremum of the numbers so that the integral equation
u(x, t) =
t∫
0
∫
G(x, t; y, s)V (y)up(y, s)dy ds + θχP
has a solution. Here again P = P (x0, t0,a). Then u  θχP . We can proceed line by line as in the proof
of the theorem starting from (3.12) to reach
∫ ∫
P (x0,t0,a/2σ )
G(x0, t0; y, s)V (y)dy ds  C1(p, Q )θ p−1.
By deﬁnition ‖χP‖Z = θ−1. The corollary follows by using the usual “layer cake” integration. 
The next corollary provides a general nonexistence result in the case when the nonlinear poten-
tial V is the popular inverse square potential. In particular it contains a well-known result of Brezis
and Cabré [1] (when p = 2) as a special case.
Corollary 3.2. For any h > 0, T > 0 and p > 1, the problem
⎧⎨
⎩u(x, t) +
h
|x|2 u
p(x, t) + w(x) − ∂tu(x, t) = 0, (x, t) ∈ RN × (0, T ),
u(x,0) = u0(x), x ∈ RN
has no positive solutions. Here w and u0 are any nonnegative functions.
Proof. It is not hard to check that the inverse square potential satisﬁes the doubling condition. Indeed,
by direct calculation, one has, for some Q > 0,
∫
B(x,2r)
1
|y|2 dy  Q
∫
B(x,r)
1
|y|2 dy.
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time, this also shows that
∫
P (x,t;2r)
1
|y|2 dy ds C
∫
P (x,t;r)
1
|y|2 dy ds,
which is the parabolic doubling property.
By straight forward computation, it is clear that, for any a > 0 and t > 0,
lim
x→0
t∫
0
∫
G(x, t; y, s)χP (x,t,a) 1|y|2 dy ds = ∞.
So, the nonexistence of positive solutions follows. 
It is interesting to compare this nonexistence result with another classical one by Baras and Gold-
stein [2]. There the authors studied the linear equation
⎧⎨
⎩u(x, t) +
h
|x|2 u(x, t) − ∂tu(x, t) = 0, (x, t) ∈ R
N × (0, T ),
u(x,0) = u0(x), x ∈ RN .
They proved that there exists a dimensional constant h0 so that the following holds. If h  h0 then
the above possesses a positive solution for nontrivial and suﬃciently regular u0. Otherwise there is
no positive solution. Corollary 3.2 shows that 1/|x|2 as a nonlinear potential is more dominant than
as a linear potential.
In this paper we are mainly dealing with the nonlinear potential term V . We hope to address the
necessity question on the inhomogeneous term W , as done in [4] for the elliptic case, in the future.
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