Abstract. It is characterized when a bilateral operator weighted shift is a Cowen-Douglas operator.
Introduction
Let C denote the complex plane, C n = n i=1 C (n < ∞) and {W k } + are referred to as backward operator weighted shifts, and n is said to be their multiplicity. Operator weighted shifts were first defined by A. Lambert [4] . When n = 1, they are exactly scalar weighted shifts which have been widely studied (see [6] ).
First, we recall some notations and terminologies (see, for example, [2] ). Let H be a complex separable Hilbert space and let L(H) denote the set of all bounded linear operators acting on H. For T ∈ L(H), let σ(T ) and σ p (T ) denote the spectrum and the point spectrum of T , respectively. Set nul T = dim ker T . We write r(T ) for the spectral radius of T and let r 1 (T ) = lim k→∞ (m(T k )) 1/k , where m(T ) := inf{ T x : x = 1}. Recall that T is called a Fredholm operator if ran T , the range of T , is closed and both nul T and nul T * are finite. In this case, the intex of T is defined by ind T = nul T − nul T * . Moreover,
and σ e (T ) := C\ρ F (T ) will denote the Fredholm domain and the essential spectrum of T , respectively.
Let Ω be a connected open subset of C and m a natural number.
Originally, Cowen-Douglas operators were introduced as using the method of complex geometry to developing operator theory (see [1] ). However, it has been presented recently that they are closely related to the structure of bounded linear operators (see [3] ).
The backward unilateral shift, i.e., all its weights W k 's are the identity operator on C, is the simplest Cowen-Douglas operator. Thus, it is a proper problem when an operator weighted shift is a Cowen-Douglas operator. It is not hard to show σ p (S + ) = ∅. Hence, S + cannot be a Cowen-Douglas operator. When S * + is a Cowen-Douglas operator has been characterized in [5] . In this note, we will prove the following theorem.
bilateral operator weighted shift with multiplicity n. Then S is a Cowen-Douglas operator if and only if there exists a
* is unitarily equivalent to the bilateral operator weighted shift with the weight sequence {W *
Thus, the theorem is also applicable for backward bilateral operator weighted shifts.
Some lemmas
Note that a bilateral operator weighted shift S ∼ {W k } +∞ k=−∞ can be represented as the following operator matrix:
where S + (S − , resp.) is a forward (backward, resp.) unilateral operator weighted shift with the weight sequence
, resp.), and F is an n rank operator. Therefore, we can immediately obtain the following lemma. Lemma 1. Let S be given as in (2.1). Then σ e (S) = σ e (S − ) σ e (S + ) and
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In [5] , σ e (S + ) and the indices associated with all holes in σ e (S + ) have been described. For convenience, we draw the following conclusions. 
Lemma 2 ([5]). Each
Let Ω be a hole of σ e (S + ). It follows from Lemma 2 and the above formulas that one and only one of the following two situations must occur:
(a) Ω = {λ : |λ| < δ}, where δ = min{r 1 (S ii ) :
Lemma 3 ([5]). (1) If the situation (a) occurs, then ind (S
+ − λ) = −n, ∀λ ∈ Ω; (2) If the situation (b) occurs, then ind (S + − λ) = −i 0 , ∀λ ∈ Ω.
Proof of the Theorem and its corollaries
Now, we are ready to prove our theorem. ∈ σ(S + ) = {λ : |λ| ≤ r(S + )} (see [4] ). Let Ω 0 be the component of ρ F (S − ) containing λ 0 . Then it follows from Lemma 3 that Ω 0 is an open disk with the center at 0. It implies that σ(S + ) ⊂ Ω 0 . By Proposition 2.3 in [5] , moreover, we have that S − ∈ B n (Ω 0 ). Set Ω = Ω 0 \σ(S + ). Then Ω is a connected open subset of C. We will prove that S ∈ B n (Ω). For this purpose, it suffices to show the following statements:
. From Lemma 1, (i) is immediate. Also, by the continuity of index, (ii) holds. Finally, it follows from Proposition 1.51 in [3] that there exist holomorphic
forms a basis of ker (S − − λ) for each λ ∈ Ω. Now, set
and
Then h i (λ) ∈ ker (S − λ). To prove (iii), it suffices to show that M := {h i (λ) :
Suppose that there exists some x ∈ K M. Write x = y ⊕z with y in K − and z in K + . It follows that
Namely,
Thus, we have that 
where
and {d j } n j=1 are linear independent. It implies that
The left side of the equality is holomorphic on Ω 0 . Meanwhile, the right side is holomorphic on {λ : |λ| > r(S + )} and (
Hence, it follows from the Liouville Theorem that
It follows that (S Conversely, if S is a Cowen-Douglas operator, i.e., S ∈ B m (Ω), then it is clear that m ≤ n. Imitating the case n = 1, we can show that σ(S), σ e (S) and σ p (S) are circular symmetric about the origin. Thus, without loss of generality, we can assume that Ω is an annular domain that contains 1. For each natural number l, set λ l = e −i π l , where i denotes the imaginary unit. Then λ l ∈ Ω for all l and lim l−→∞ λ l = 1. Now, it follows from Proposition 1.41 in [3] that {ker (S − λ l ) : l ≥ 1} = {ker (S − λ) : λ ∈ Ω} = K.
