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Abstract—The main objective of this paper is to explore
the precise relationship between the Bethe free energy (or
entropy) and the Shannon conditional entropy of graphical error
correcting codes. The main result shows that the Bethe free
energy associated with a low-density parity-check code used over
a binary symmetric channel in a large noise regime is, with
high probability, asymptotically exact as the block length grows.
To arrive at this result we develop new techniques for rather
general graphical models based on the loop sum as a starting
point and the polymer expansion from statistical mechanics. The
true free energy is computed as a series expansion containing
the Bethe free energy as its zero-th order term plus a series of
corrections. It is easily seen that convergence criteria for such
expansions are satisfied for general high-temperature models.
We apply these general results to ensembles of low-density
generator-matrix and parity-check codes. While the application
to generator-matrix codes follows standard “high temperature”
methods, the case of parity-check codes requires non-trivial
new ideas because the hard constraints correspond to a zero-
temperature regime. Nevertheless one can combine the polymer
expansion with expander and counting arguments to show that
the difference between the true and Bethe free energies vanishes
with high probability in the large block length limit.
Index Terms—Low-density parity-check codes, low-density
generator-matrix codes, graphical models, Bethe free energy, loop
calculus, polymer expansion, expanders.
I. INTRODUCTION
OFTEN one needs to compute the free energy and/orentropy of a random graphical model. For example in the
theory of codes on graphs, which is our main motivation here,
it is known that the conditional input-output Shannon entropy
of a graphical code used over a binary memoryless symmetric
channel is related by a simple formula to the free energy of
the graphical model arising in Maximum Posterior decoding.
The Bethe approximation and the related Belief Propagation
(BP) equations may sometimes offer a good starting point for
computing this free energy. However it is seldom a controlled
approximation. In special cases, it can be a rigorous upper or
lower bound but neither holds in general. A very interesting
general result of Vontobel [1] relates the Bethe free energy
of an instance of a graphical model to the average of the
true free energy over all graph covers of the instance. In the
special case of Ising-like graphical models with attractive pair
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interactions Wainwright [2] has shown that, under additional
special conditions, the Bethe free energy is a bound to the
true free energy. This has been extended recently to a much
wider setting (for interactions satisfying log-supermodularity
conditions) by Ruozzi [3]. For counting independent sets in
sparse graphs with large girth, Chandrasekaran et al. [4] show
that the Bethe free energy is asymptotically exact as the size
of the graph grows. References [2] and [4] use a generic
representation of the partition function developed by Chertkov
and Chernyak [5] and which also forms the basis of this work.
In this paper our main objective is to show that the Bethe
free energy associated with a low-density parity-check (LDPC)
code used over a binary symmetric channel (BSC) in a large-
noise regime is, with high probability, asymptotically exact
as the block length grows. In that regime the Bethe free
energy allows to compute the Shannon entropy of the input
code word conditioned on the output message. Admittedly the
high noise regime is not the most interesting one for practical
purposes; however it is the regime where the conditional
Shannon entropy is non-trivial; indeed for low noise it vanishes
in the large block length limit. It is conceptually interesting
that the Bethe free energy and the Shannon conditional entropy
are intimately related in the regime where they are non trivial.
Our proofs work for high enough noise levels but presumably
the result holds for all noise levels above the MAP threshold
of the code ensemble.
We introduce techniques that are somewhat new in the
theory of graphical codes. The proof is based on a tool from
statistical mechanics, called the polymer expansion (see the
end of this introduction for related ideas). Interestingly the
polymer expansion has to be combined with special features
of the graphical model associated with LDPC codes (features
that are not needed in the usual applications of the polymer
expansion). In fact the polymer expansion has an easy appli-
cation to the case of low-density generator-matrix (LDGM)
codes for high noise and more generally to graphical models
in a high-temperature regime. Since we believe these tools are
somewhat new to the coding theory community we present
these applications as well. This also serves the pedagogical
purpose of introducing polymer expansions.
Let us immediately mention that we develop the analysis
for the BSC only to keep the technicalities to a minimal level,
but the present techniques have a wider range of validity.
A few years ago Chertkov and Chernyak [5] developed a
loop-sum representation for the partition function of graphical
models. The virtue of this representation is that the partition
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2function factorizes as the product of the Bethe contribution
and a finite sum of terms over subgraphs (not necessarily
connected) with no dangling edges. Each term of the sum
involves only belief propagation messages adjacent to the
subgraphs. In [5] these subgraphs are called loops.
It is tempting to use the loop-sum representation not only
as a mere formal tool, but to compare the true and Bethe free
energies. One of the aims of this contribution is to develop
this idea systematically. We recognize that the loop sum is
itself the partition function of a system of polymers. A loop
is the union of connected subgraphs with no dangling edges,
which are called polymers. Each polymer has an associated
weight which depends only on belief propagation messages
adjacent to it. By definition the polymers cannot intersect.
This places a constraint that can be viewed as an infinitely
repulsive pair interaction. The representation of the loop sum
as the partition function of a polymer system with infinitely
repulsive interactions opens the way to the computation of
the logarithm of this sum via a combinatorial expansion
known in statistical mechanics as the polymer expansion [6]. If
this expansion converges, then we can in principle, compute
corrections to the Bethe free energy (which corresponds to
the zero-th order term of the expansion) to an arbitrarily high
order. If the girth of the graph is large all contributions beyond
the zero-th order Bethe free energy only come from large
loops and, if these contributions become small as the size of
a loop increases, one may expect that, provided the expansion
converges uniformly in system size, the Bethe free energy
is asymptotically exact. More generally this mechanism may
occur for typical instances of graphs from a random ensemble
of Erdo˝s-Rényi type, because the neighborhood of a given
vertex is tree like. Conversely, when the Bethe free energy
is asymptotically exact one may hope that the expansion
converges and is controllable. This is of course not necessarily
true as cancellations between terms in the expansion may
occur. On the other hand we know of systems, such as random
constraint satisfaction models (e.g, K-SAT or Q-coloring) or
spin glasses, where the true free energy is definitely not given
by the Bethe formula (even when averaged over the graph
ensemble). For these systems it is certainly not possible for
the polymer expansion to converge. The local tree-like nature
of the graph is not sufficient to eliminate the contributions of
large loops when long ranged correlations are present.
The program outlined above is first carried out in various
cases. While our main application is for LDPC codes, we also
consider for pedagogical reasons high temperature models that
have an immediate application to LDGM codes (at high noise).
For high temperature models the polymer expansion starts
with a zero-th order term and the rest of the series is absolutely
convergent provided the temperature is large enough. We show
that this has an application to models whose factor graph has
a large girth in the sense that the girth grows logarithmically
with the size of the graph. For such models the Bethe free
energy is asymptotically exact in the thermodynamic limit.
Another application is to irregular LDGM codes for large noise
(no assumption on the girth). We show that the free energy
of an instance drawn at random from an irregular LDGM
ensemble is, with high probability, given by the Bethe formula
in the large block length limit.
Let us now describe the results concerning LDPC codes.
We consider regular LDPC codes used over a BSC (no
assumption on the girth). Our analysis goes through essentially
unchanged for irregular codes but we refrain to present it in
such generality to avoid technical complications. In the case
of LDPC codes we cannot prove that the polymer expansion
is absolutely convergent. The reason is that the check node
constraints are not of high-temperature nature but rather low
(even zero) temperature. It is therefore not clear a priori why
the polymer expansion should be of any use, except for the fact
that the zero-th order term is the Bethe free energy. However,
interestingly, using expander properties of typical instances
from the LDPC ensemble we can show that a truncated form
of this expansion does converge absolutely (uniformly in the
system size). Moreover the convergent truncated expansion
accounts for the biggest part of the corrections to the Bethe
free energy, up to a remainder of order O(e−n),  > 0. This
remainder part is not expanded but estimated by a combinato-
rial counting method. The final result is again that the Bethe
free energy is asymptotically exact with high probability in
the large size limit.
Let us briefly comment on the connections of this work with
other recent approaches. For the class of graphical models
that describe communication with low-density parity-check
and low-density generator-matrix codes over binary-symmetric
memoryless channels we have plenty of evidence that the
replica-symmetric solution1 is exact. Bounds between the
replica-symmetric and true free energy were derived in [7],
[8], [9], and for the special case of the binary erasure channel
equality was proven in [10], [11]. These results are based on
specific methods such as combinatorial calculations for the
binary erasure channel, and the interpolation method for the
bounds on general channels. In [12] a more generic approach
is taken based on cluster expansions combined with duality.
The cluster expansions used in [12] are sophisticated forms
of polymer expansions. It is proven that correlations between
pairs of distant (with respect to graph distance) bits decay
exponentially fast for LDGM codes in the regime of large
noise, and LDPC codes in the regime of small noise. This
also allowed to conclude that the replica symmetric formu-
las are exact in these regimes for general binary-symmetric
memoryless channels. A case where the cluster expansions in
[12] do not work is that of LDPC codes on general channels
in the regime of large noise considered here. We also stress
that while in the case of LDGM codes at high noise one could
also make use of the Dobrushin uniqueness condition (see e.g.
[13]) to prove correlation decay (and subsequently exactness
of the Bethe free energy), for LDPC codes this method breaks
down. Indeed Dobrushin’s condition fails in the presence of
parity check hard constraints (see [12] for more details). A
preliminary account of the results and methods presented here
was given in [14].
In the next Section II we give the precise definitions of
the models and briefly review the associated Bethe formulas.
1Replica-symmetric formulas are averaged forms of the Bethe formulas,
where the average is over the channel output realizations and code ensemble.
3The main results pertaining to LDGM and LDPC codes are
summarized in Section III. The polymer representation and
expansion are developed in Section IV. This expansion is
then applied to the analysis of general factor graph models
and LDGM codes for large noise in Sections V and VI. The
more involved analysis for LDPC codes is then presented in
Section VII. Extensions of the method presented in the paper
are discussed in VIII. For the convenience of the reader, simple
derivations of the loop-sum identity and polymer expansion
are reviewed in a streamlined fashion in appendices A and
B. Other appendixes contain more technical material needed
throughout the analysis.
II. PRELIMINARIES
A. Factor Graphs
We begin with a few definitions and notations. Consider
two vertex sets: V a set of n variable nodes and C a set of m
check nodes. We think of n and m large. We consider bipartite
graphs - call them Γ - connecting V and C. The set of edges
is E. When we say that Γ is random we mean that we draw it
uniformly from some specified ensemble. The corresponding
expectation and probability are denoted by EΓ, PΓ. Letters i, j
will always denote nodes in V and letters a, b nodes in C. We
reserve the notations ∂i (resp. ∂a) for the sets of nodes that
are neighbors of i (resp. a) in Γ.
For a graph Γ from a standard ensemble LDGM(Λ, P ) [10]
the fraction of variable nodes of degree 1 ≤ s ≤ lmax is
Λs ≥ 0, and the fraction of check nodes with degree 1 ≤
t ≤ rmax is Pt ≥ 0. Of course
∑lmax
s=1 Λs =
∑rmax
t=1 Pt = 1.
Here Γ is the Tanner graph of an LDGM code with design
rate r/l = n/m, where l and r are the average variable and
check nodes degree respectively. The large block length limit
corresponds to n,m→∞ with fixed design rate.
For LDPC codes, we will limit ourselves to regular codes.
Instead of working with the standard LDPC(l, r) ensemble
with variable node degree l and check node degree r, we find
it more convenient to consider a different ensemble B(l, r, n).
This is simply the set of all bipartite (l, r) regular graphs -
call them Γ - connecting V and C. In other words vertices
of V have degree l, vertices of C have degree r, and there
are no double edges. Γ ⊂ B(l, r, n) is the Tanner graph of an
LDPC code with design rate 1 − l/r = 1 −m/n. The large
block length limit again corresponds to n,m → +∞ with
fixed design rate.
In the case of LDPC codes we will make use of expansion
arguments. For the convenience of the reader we briefly review
the necessary tools [10]. We will say that Γ is a (λ, κ) expander
if for every subset V ⊂ V such that |V| < λn we have
|∂V| ≥ κl |V| , (1)
where |∂V| is the number of check nodes that are connected
to V , and λ, κ are two positive numerical constants. Take a
random Γ ⊂ B (l, r, n). Fix 0 < κ < 1 − 1l and 0 < λ < λ0
where λ0 is the (only) positive solution of the equation2
l − 1
l
h2(λ0)− 1
r
h2(λ0κr)− λ0κrh2( 1
κr
) = 0 . (2)
2Here h2(x) = −x lnx−(1−x) ln(1−x) is the binary entropy function.
Then we have
P[Γ is a (λ, κ) expander] = 1−O( 1
nl(1−κ)−1
)
. (3)
Later on we need to take κ ∈]1 − 2(r−1)lr , 1 − 1l [, which is
always possible for r > 2. In the rest of the paper κ is always
a constant in this interval, and 0 < λ < λ0. For concreteness,
one can think of the example (l, r) = (3, 6), κ = 0.5 and
λ0 = 7.7× 10−4.
B. General Factor Graph Models
The LDGM and LDPC codes are special cases of general
factor graph models. We find it convenient to develop the
formalism of the loop sum and polymer expansions in a unified
manner which applies to general models.
Consider a bipartite graph Γ. We construct a general factor
graph model or spin system as follows. We attach spin
degrees of freedom si ∈ {−1,+1} to nodes i ∈ V . A spin
configuration is an assignment s = (si)i∈V . To each check
node a we associate a weight depending on spins i ∈ ∂a. The
collection of spins si with i ∈ ∂a and the weight are denoted
s∂a and ψa(s∂a). The partition function of the factor graph
model (or spin system) is
Z =
∑
s∈{−1,+1}n
∏
a∈C
ψa(s∂a). (4)
The free energy is defined by
f =
1
n
lnZ (5)
and the thermodynamic limit is the limit n→ +∞.
If we restrict ourselves to the class of strictly positive
weights their most general form is
ψa(s∂a) = exp{β
∑
I⊂∂a
JI
∏
i∈I
si}, (6)
where β > 0 has the interpretation of an inverse temperature
and JI ∈ R have the interpretation of coupling constants3.
When we speak of a high-temperature regime it is meant that
β > 0 is small enough so that
µ ≡ 2β sup
a∈C
∑
I⊂∂a
|JI | << 1. (7)
We remark for later use that in a high-temperature regime∣∣ψa({s∂a})− 1∣∣≤ 2β sup
a∈C
∑
I⊂∂a
|JI | = µ. (8)
It will become clear that for LDGM codes the high-
temperature regime is equivalent to large noise. However for
LDPC codes this is not true because these codes essentially
correspond to take JI = +∞.
3Units are suitably chosen so that βJI is dimensionless.
4C. Transmission with LDGM Codes.
We transmit codewords from an LDGM code with Tanner
graph Γ and uniform prior over a BSC with flip probability
p. Here information bits u = (ui)ni=1 are attached to variable
nodes V and codewords are given by x = (xa)ma=1 with
xa = ⊕i∈∂aui . (9)
We must have n < m and l > r so that the design rate r/l is
well defined. We can assume without loss of generality that
the all-zero codeword is transmitted. The posterior probability
that x = (xi)ni=1 ∈ {0, 1}n, or equivalently u = (ua)ma=1,
is transmitted given that y = (ya)ni=1 ∈ {0, 1}n is received,
reads
pU |Y
(
u|y) = 1
ZLDGM
∏
a∈C
eha
∏
i∈∂a(−1)ui . (10)
In this expression
ha = (−1)ya 1
2
ln
1− p
p
(11)
are the half-log-likelihood variables and
ZLDGM =
∑
u∈{0,1}n
∏
a∈C
eha
∏
i∈∂a(−1)ui (12)
is the partition function. The amplitude of ha is set to
|ha| ≡ h ≡ 1
2
ln
1− p
p
. (13)
It is good to keep in mind that the high-noise regime - p close
to 1/2 - corresponds to small h. It is equivalent to describe the
channel outputs y in terms of the half-log-likelihood variables
h = (ha)
m
a=1 which are i.i.d with probability distribution
c(ha) = (1− p)δ(ha − h) + pδ(ha + h). (14)
The expectation with respect to this distribution is called Eh.
Remark 1. Equ. (12) is the partition function of a spin system
with one coupling constant βJI → ha per check, and the
high-temperature regime (8) simply corresponds to h << 1.
The free energy for fixed (Γ, y) is
fLDGM =
1
n
lnZLDGM (15)
For communications, the importance of this quantity stems
from the fact that it is intimately related to the Shannon
conditional entropy by the simple formula,
1
n
HLDGM (U |Y ) = Eh [fLDGM]− l
r
1− 2p
2
ln
1− p
p
. (16)
D. Transmission with LDPC Codes.
We transmit code words with uniform prior, from an LDPC
code with Tanner graph Γ, over a BSC with flip probability
p. Here n > m and l < r so that the design rate 1 − l/r is
well defined. We assume without loss of generality that the all
zero codeword is transmitted. Then the posterior probability
that x = (xi)ni=1 ∈ {0, 1}n is the transmitted word given that
y = (yi)
n
i=1 ∈ {0, 1}n is received, reads
pX|Y
(
x|y) = 1
ZLDPC
∏
a∈C
I (⊕i∈∂axi = 0)
∏
i∈V
exp((−1)xihi) .
(17)
In this formula
hi = (−1)yi 1
2
ln
1− p
p
(18)
are the half-log-likelihood variables and the normalizing factor
Z is the partition function
ZLDPC =
∑
x∈{0,1}n
∏
a∈C
I (⊕i∈∂axi = 0)
∏
i∈V
exp((−1)xihi).
(19)
As before the amplitude of hi is set to |hi| ≡ h ≡ 12 ln 1−pp and
the high-noise regime - p close to 1/2 - corresponds to small
h. The distribution of the i.i.d half-log-likelihood variables is
c(hi) = (1− p)δ(hi − h) + pδ(hi + h).
Remark 2. Equ. (19) is the partition function of a spin system
with two types of coupling constants βJI → hi and +∞. The
infinite coupling constant mimics the parity check constraints,
so the high-temperature condition 8 is never satisfied which
makes the ensuing analysis more challenging.
The Shannon conditional entropy HLDPC(X|Y ) of the input
word given the output word y is again directly related to the
free energy
fLDPC =
1
n
lnZLDPC (20)
through the formula
1
n
HLDPC (X|Y ) = Eh[fLDPC]− 1− 2p
2
ln
1− p
p
. (21)
E. The Bethe Approximation
The Bethe-Peierls (mean field) theory allows one to com-
pute candidate approximations, called Bethe free energies, for
f = 1n lnZ. In the case of LDPC and LDGM it allows us to
compute candidate approximations for the free energies fLDPC
and fLDGM. As explained in the introduction, controlling in
a rather systematic way the quality of these approximation is
the object of this paper.
Let us first recall the Bethe formulas for general factor
graph models. This involves a set of messages ζi→a and ζ̂a→i
attached to the edges of (ia) ∈ E. The collection of all
messages is denoted (ζ, ζ̂); they satisfy the belief propagation
fixed point equations
ζi→a =
∑
b∈∂i\a ζ̂b→i
tanh ζ̂a→i =
∑
s∂a
siψa(s∂a)
∏
j∈∂a\i(1+sj tanh ζj→a)∑
s∂a
ψa(s∂a)
∏
j∈∂a\i(1+sj tanh ζj→a)
.
(22)
The Bethe free energy associated with a particular solution of
these equations is
fBethe(ζ, ζ̂) =
1
n
(∑
a∈C
Fa +
∑
i∈V
Fi −
∑
(i,a)∈E
Fia
)
, (23)
5where
Fa = ln
{∑
s∂a
ψa(s∂a)
∏
j∈∂a(
1+sj tanh ζj→a
2 )
}
,
Fi = ln{
∏
a∈∂i(1 + tanh ζ̂a→i)
+
∏
a∈∂i(1− tanh ζ̂a→i)},
Fia = ln{1 + tanh ζi→a tanh ζ̂a→i}.
(24)
It is easy to check that the stationary points of fBethe(ζ, ζ̂)
considered as a function of the messages over RE×RE satisfy
the Belief propagation equations.
It is immediate to specialize these formulas to LDGM codes.
This yields
ζi→a =
∑
b∈∂i\a ζ̂b→i
ζ̂a→i = tanh−1
(
tanhha
∏
j∈∂a\i tanh ζj→a
)
.
(25)
and
Fa = ln{1 + tanhha
∏
i∈∂a tanh ζi→a}+ ln coshh,
Fi = ln{
∏
a∈∂i(1 + tanh ζa→i)
+
∏
a∈∂i(1− tanh ζa→i)},
Fia = ln{1 + tanh ζi→a tanh ζ̂a→i}.
(26)
The Bethe free energy given by a sum of these three type of
quantities and is denoted by fBetheLDGM(ζ, ζ̂).
Since LDPC codes will require a separate treatment, in order
to avoid confusions, the messages are denoted (η, η̂). They
satisfy the belief propagation fixed point equations
ηi→a = hi +
∑
b∈∂i\a η̂b→i
η̂a→i = tanh−1
(∏
j∈∂a\i tanh ηj→a
)
.
(27)
The Bethe free energy associated with a solution is
fBetheLDPC(η, η̂) =
1
n
(∑
a∈C
Pa +
∑
i∈V
Pi −
∑
(i,a)∈E
Pia
)
, (28)
where
Pa = ln{1 +
∏
i∈∂a tanh ηi→a} − ln 2,
Pi = ln{ehi
∏
a∈∂i(1 + tanh ηa→i)
+e−hi
∏
a∈∂i(1− tanh ηa→i)},
Pia = ln{1 + tanh ηi→a tanh η̂a→i}.
(29)
Considering the expression on the right hand side of (28) as
a function of
(
η, η̂
) ∈ RE × RE , allows one to check that
its stationary points are solutions of the belief propagation
equations.
III. MAIN RESULTS
Our main interest is on standard LDPC codes Sec. III-C
below. However it is useful to first consider “high temperature”
models for which the convergence criterion of the polymer
expansion is much easier to assess. Two quick applications
are presented in Sec. III-A and III-B. These simple cases will
allow us to see how the formalism of loop sum combined
with a further polymer expansion works out (see Sections
V, VI). For LDPC codes, as we will see, only part of the
polymer expansion converges which makes the analysis more
challenging.
One word about notation: in order to avoid adding subscripts
it is understood that we write limn→+∞A the quantity A
means a sequence An.
A. Factor Graphs with Large Girth
We begin with the high-temperature regime of general factor
graph models. It has been proven [15] that when the high-
temperature condition (8) is satisfied the belief propagation
equations have a unique fixed point solution. In the next
theorem the Bethe free energy is computed at this fixed point.
Theorem 3. Let Γn be a sequence of Tanner graphs, with
uniformly bounded degrees and, with large girth in the sense
that girth(Γn) ≥ C ln |Γn| where C > 0 is a constant
independent of n. Consider free energy sequences of models
constructed on Γn. For 0 < β < β0 small enough we have
lim
n→+∞ |f − f
Bethe(ζ, ζ̂)| = 0 . (30)
Remark 4. Even if the individual limits of f and fBethe are
not well defined their difference tends to zero. As will be
seen in the proof, the order of magnitude of this difference is
O((cβ)2girth/(2+rmax)) with c > 0 a constant depending only
on the degrees of the nodes and the couplings JI .
Remark 5. This result could also be obtained in a different
way. The high temperature condition implies a decay of cor-
relations condition on the computation tree, which combined
with the large girth condition, implies exactness of the Bethe
free energy.
B. LDGM Ensembles
For h small enough, an instance of an LDGM code is a high-
temperature graphical model with a special form of the factor
weights. If the LDGM code contains no degree one check
nodes then the unique fixed point of the belief-propagation
equations is trivial i.e. (ζ, ζ̂) = (0, 0). However if there is a
non-vanishing fraction of degree one check nodes the fixed
point (ζ, ζ̂) 6= (0, 0) is non-trivial.
Theorem 6. Suppose that we draw Γ uniformly at random
from the ensemble LDGM(Λ, P, n). For h < h0 small enough
we have
lim
n→+∞EΓ
[∣∣fLDGM − fBetheLDGM(ζ, ζ̂)∣∣] = 0 . (31)
Remark 7. Our analysis yields h ≤ (4l2maxrmax)−1 for
the bound on the noise for LDGM codes. For example for
6regular (3, 6) LDGM code the probability of error p should
be bigger than 0.4889, see [16, p. 78] for the details. This
can be compared to Dobrushin’s uniqueness condition applied
to LDGM codes h ≤ (2lmaxrmax)−1. The later condition
also implies mixing on the computation tree. This type of
result has been shown in detail in [17] for high temperature
models with pairwise interactions, and can be extended general
interactions (as already argued in [17]). One can check that
both bounds are not very good when compared with the
true phase transition threshold, so the present methods are
not practical for determining an estimate of the true phase
transition point. This is commonly the case for such methods.
It might be thought that it is possible to improve the l2max
down to lmax (as in Dobrushin’s bound) but this is presumably
not the case at least from the present techniques. Indeed
the different dependence here as a function of the variable
node degree also occurs in the standard Ising model (see for
example [13] Chap V) In general the Dobrushin uniqueness
condition is weaker than analyticity conditions obtained by
cluster expansions.
C. LDPC Ensembles
Let us now describe our main result which is the analogous
theorem for LDPC codes. We assume that for h < h∗
small enough independent of n and  > 0 independent of
n and h, there exist a high-noise solution (η, η̂) of the belief
propagation equations which satisfies (see Appendix C)
| tanh ηi→a| ≤ (1 + ) tanhh. (32)
The analysis does not require the uniqueness of this solution
but only its existence. We call such solutions “high-noise
solutions”. For simplicity of notations we use throughout the
analysis the quantity θ define as
θ = (1 + ) tanhh. (33)
Theorem 8. Suppose l is odd and 3 ≤ l ≤ r. There exists
θ0 > 0 (small) independent of n, such that for θ ≤ θ0 and
any high-noise solution
EΓ
[∣∣ 1
n
lnZ − fBetheLDPC
(
η, η̂
)∣∣]= O(n−(l(1−κ)−1)) . (34)
The O(·) is uniform in the channel output realizations h.
Remark 9. We recall that κ ∈]1− 2(r−1)lr , 1− 1l [ which implies
that the expansion constant κ is such that, for r > 2, 0 <
l(1− κ)− 1 < (r − 2)/r.
Remark 10. To the best of our knowledge this type of result
for LDPC codes has never been obtained before. Related but
different results in [12], already alluded to in the introduction
concern the low noise regime. Moreover as remarked there, the
Dobrushin uniqueness condition fails for LDPC codes and the
situation is qualitatively different than in the high temperature
or LDGM cases.
Figure 1. Example of Γ ∈ B (3, 4, 8). The generalized loop g has two
disjoint connected parts γ1 and γ2.
IV. LOOP SUM AND POLYMER EXPANSION
The formalism developed in this section is valid for general
graphical models, and in particular for fixed instances of LDPC
and LDGM codes. We give only the necessary information
needed for the subsequent analysis in Sections V, VI, VII.
More details can be found in appendices A, B.
A. Polymer Representation
Take a subset of edges of Γ together with the end-vertices of
these edges. This forms a subgraph g of Γ. We call di(g) (resp.
da(g)) the induced degree of node i (resp. a) in a subgraph
g. If di (g) ≥ 2 and da (g) ≥ 2 for all i, a ∈ g, we say that g
is a loop. In other words a loop has no dangling edge. Note
that a loop is not necessarily a cycle, and is not necessarily
connected. Figure 1 shows an example.
For a finite size system, Chertkov and Cherniak [5] derived
the following loop-sum identity
Z = exp(nfBethe)× (1 + ∑
g⊂Γ
K (g)
)
. (35)
where each quantity on the right hand side is computed for a
solution of the belief propagation equations. The sum on the
right hand side carries over all loops included in Γ. As long as
the graph is finite, this is a finite sum which is well defined.
The quantities K(g) can be expressed entirely in terms of
belief propagation messages (ζi→a, ζ̂a→i) or (ηi→a, η̂a→i)
such that i or a belong to g. The explicit formulas for general
models as well as for LDPC and LDGM codes are given in
Appendix C. For the convenience of the reader we give a short
derivation of identity (35) in Appendix A.
Each generalized loop can be decomposed in a unique way
as an union of its connected components
g = ∪kγk, (36)
where γk are the connected components of g. It is easy to see
that the γk entering in (36) are non-empty connected loops and
are mutually disjoint (see Figure 1). The connected loops γk
are called polymers. Remarkably each K(g) can be factorized
(see Appendix A, eqn. (124)) in a product of contributions
associated with the connected parts of g. We have4
K(g) =
∏
k
K(γk). (37)
4We note that this factorization is not necessarily unique and in practice
one should choose the most natural one.
7The factorization implies
1 +
∑
g⊂Γ
K (g) ≡ Zpolymer, (38)
with
Zpolymer =
∑
M≥0
1
M !
∑
γ1,...,γM⊂Γ
M∏
k=1
K (γk)
×
∏
k<k′
I (γk ∩ γk′ = ∅) . (39)
In the second sum on the right hand side, each γk runs over all
polymers contained in Γ. The factor 1M ! accounts for the fact
that a polymer configuration has to be counted only once. The
indicator function ensures that the polymers do not intersect.
By convention the term M = 0 is equal to 1 and for M = 1
the indicator function equals 1. Note that because of the non-
intersection constraint of the polymers, the number of terms
in the sums on the right hand side is finite.
From a physical point of view (39) interprets the loop sum
in Equ. (35) as the partition function of a gas of polymers that
can acquire any shape allowed by Γ, have activity5 K(γ), and
interact via a two body hard-core repulsion which precludes
their overlap. This analogy allows us to use methods from
statistical mechanics to analyze the corrections to the Bethe
free energy.
B. Polymer Expansion
All the corrections to the Bethe free energy are contained
in the free energy of the polymer gas, namely
1
n
lnZ = fBethe +
1
n
lnZpolymer. (40)
We start with a heuristic discussion in order to motivate
the ensuing formalism. If a suitable fixed point of the belief
propagation equations is chosen such that the Bethe free
energy is a good approximation, then we expect that the
polymer free energy is small (or negligible in an appropriate
limit). One way that this may happen is if the activities
of the polymers become small as the size of the polymers
increase. Let us explain this point in more detail. We expect
the activities to be exponentially small in |γ| (as will become
clear later for LDPC and LDGM this is true for small h). This
smallness of the activities is counterbalanced by an entropic
contribution that accounts for the large number of polymers
of given size. This number is exponentially large in |γ|. For
h small enough the smallness of the activities wins over the
entropic terms and one can expand the log in a power series in
K(γ). Since the polymers have no dangling edges, on a locally
tree like graph they have a typical size |γ| ≈ c lnn for some
small constant c. This means K(γ) ≈ O(e−c lnn) and since
the series expansion starts linearly with K(γ), the polymer
free energy is itself O(e−c lnn). Note that the polymer free
5“Activity” is the name used by chemists for the prior probability weight
K(γ) of an isolated polymer. Note that here K(γ) can be negative and this
analogy is at best formal. We use the name “activity” rather than “prior
weight” for K(γ) precisely because they can be negative in the present
context.
energy could still be negligible even if the activities are not
small because in general they have signs and cancellations
could occur. However such cancellations would be difficult
to control. The regimes investigated in this paper are those
where the activities are small enough so that their weight
counterbalances the entropy of the polymers and we do not
need to track sign cancellations.
As just explained, with small activities it is natural to
expand the logarithm on the right hand side of (40) and to
control the convergence of this expansion. Such expansions
are called polymer expansions6. We now describe the combi-
natorial structure of the polymer expansion and explain what
convergence criteria are available.
We introduce the set GM of all connected graphs G with
M labeled vertices 1, · · · ,M (see Figure 2). These are called
Mayer graphs. We associate to an ensemble of Mayer graphs
GM an Ursell function whose arguments are polymers
UM (γ1, . . . , γM ) =
∑
G∈GM
∏
(k,k′)∈G
(I (γk ∩ γk′ = ∅)− 1) ,
(41)
were the notation
∏
(k,k′)∈G denotes a product over the edges
(k, k′) of G. By convention UM=1 (γ1) ≡ 1. Notice that
an Ursell function is equal to zero if the polymers are two-
by.two disjoint. Expanding the logarithm in the free energy of
polymers in powers of the activities yields the expansion
1
n
lnZpolymer =
1
n
+∞∑
M=1
1
M !
∑
γ1,...,γM⊂Γ
M∏
k=1
K (γk)
×UM (γ1, · · · , γM ) . (42)
A short check of this identity is given in Appendix B.
Figure 2. All the Mayer graphs for M = 1, 2, 3 and their associated Ursell
functions.
It is important to note that now the first two sums on the
right hand side are infinite because the Ursell functions force
polymers to overlap. It is therefore important to control the
6They are also called Mayer expansions. another more generic name is
cluster expansion.
8convergence of this formal power series. A standard criterion
for uniform (with respect to n) convergence is that
Q ≡
∞∑
t=0
1
t!
sup
x∈V ∪C
∑
γ3x
|γ|t |K (γ)| < 1 , (43)
where the last sum in runs over polymers γ containing x. This
implies in particular that the polymer free energy is analytic
as a function of {K(γ), γ ⊂ Γ}.
A mathematically precise and simple way to express the
analyticity of the series is to replace K(γ) by zK(γ), z ∈ C,
|z| < z0, where z0 > 1 is fixed. Then the polymer free energy
becomes a function of the complex variable z,
1
n
lnZpolymer(z) (44)
and (42) becomes a series expansion in zM , M ≥ 1. If
the convergence criterion (43) holds with K(γ) replaced by
z0K(γ) we can conclude that the series is holomorphic for
|z| < z0. Moreover the limit n → +∞, as long as it exists,
is also holomorphic for |z| < z0. In practice, existence of
the limit requires some regularity structure on the sequence
of graphical models (which is not the case in the present
formulation), and it can be checked term by term on the series
expansion. We take z0 > 1 in order to then apply the results
to the case of interest z = 1.
As will be seen in Sections V, VI it is fairly easy to check
that (43) is satisfied for high-temperature general models and
also for typical instances of LDGM codes in the large-noise
regime. This case also serves as a pedagogical one to better
understand the difficulties that arise in the case of LDPC codes.
In fact for LDPC codes we are not able to satisfy this criterion
as such. However the criterion holds if Γ is an expander and
the sum in Zpolymer is restricted to small polymers of size
|γ| < λn, 0 < λ < λ0 (recall λ0 is defined in Section II-A).
The contribution of “large” polymers |γ| > λn is treated
differently.
V. HIGH-TEMPERATURE MODELS
We recall that when the high-temperature condition (8) is
satisfied the fixed point solution of the belief propagation
equations is unique [15]. Moreover we show in Appendix C
that it satisfies
| tanh ζi→a| ≤ 2(lmax − 1)µ, | tanh ζ̂a→i| ≤ 2µ, (45)
where µ is define by Equation (8) and is proportional to the
temperature β.
Lemma 11. Consider the z dependent free energy defined in
(44) computed at the fixed point (45). One can find a β0 > 0
small enough such that for 0 < β < β0, such that:
1) n−1 lnZpolymer(z) has an absolutely uniformly (in n)
convergent power series expansion in zM , M ≥ 1 for
|z| < z0.
2) If one considers a sequence of factor graph
models such that the thermodynamic limit
limn→+∞ n−1 lnZpolymer(z) exists, this limit is
an analytic function of z for |z| < z0.
3)
1
n
| lnZpolymer(z)| ≤ 4
n
z0
∑
x∈V ∪C
∑
γ3x
(6eµ)
2|γ|
2+rmax e|γ| .
(46)
Remark 12. Note that the second statement is an immediate
consequence of the first one. Later we make use of the third
statement for z = 1.
Proof: For the activities of the polymers computed at the
fixed point we have the bounds (Appendix C)
|K(γ)| ≤ (6eµ) 2|γ|2+rmax . (47)
Next we use the remarkable inequality [6]
|UM (γ1, · · · , γM )| ≤
∑
T∈TM
∏
(k,k′)∈T
|I (γk ∩ γk′ = ∅)− 1|
=
∑
T∈TM
∏
(k,k′)∈T
I (γk ∩ γk′ 6= ∅) , (48)
where TM is the set of trees on M vertices labeled 1, · · · ,M .
Using (47) and (48) we find that the term of order M in (42)
is smaller than
1
M !
∑
T∈TM
∑
γ1,...,γM
∏
(k,k′)∈T
I (γk ∩ γk′ 6= ∅)
M∏
k=1
z0(6eµ)
2|γk|
2+rmax .
(49)
We will now estimate the sum over γ1, ..., γM for each tree
T . Let t1, ..., tM be the degrees of the nodes 1, ...,M . One
can decide that γ1 labels the root of T and that the leafs are
among 2, ...,M . We first perform recursively the sum over
γ2, ..., γM by starting from the leaf nodes in this set. One
finds the estimate
∑
γ2,...,γM
M∏
k=2
z0(6eµ)
2|γk|
2+rmax
∏
(k,k′)∈T\{1}
I (γk ∩ γk′ 6= ∅)
≤ |γ1|t1
M∏
k=2
{
sup
x∈V ∪C
∑
γ3x
|γ|tk−1z0(6eµ)
2|γ|
2+rmax
}
.
(50)
This implies
∑
γ1,...,γM
M∏
k=1
z0(6eµ)
2|γk|
2+rmax
∏
(k,k′)∈T
I (γk ∩ γk′ 6= ∅)
≤
∑
y∈V ∪C
∑
γ13y
z0(6eµ)
2|γ1|
2+rmax |γ1|t1
×
M∏
k=2
{
sup
x∈V ∪C
∑
γ3x
|γ|tk−1z0(6eµ)
2|γ|
2+rmax
}
. (51)
Now it is easy to estimate the sum over T in (49). According
to the Cayley formula the number of trees with M vertices of
degrees t1, ..., tM is equal to
(M − 2)!
(t1 − 1)!...(tM − 1)! , (52)
9so we find that (49) is upper bounded by∑
y∈V ∪C
∑
γ13y
z0(6eµ)
2|γ1|
2+rmax e|γ1|
1
M
×
{+∞∑
t=0
1
t!
sup
x∈V ∪C
∑
γ3x
|γ|tz0(6eµ)
2|γ|
2+rmax
}M−1
. (53)
We will check that in this expression the quantity in brackets
Q∗ ≡
+∞∑
t=0
1
t!
sup
x∈V ∪C
∑
γ3x
|γ|tz0(6eµ)
2|γ|
2+rmax . (54)
can be made smaller than 1/2 for β0 small enough. This
implies the first statement of the lemma.
The number of polymers with size |γ| = t containing a
node x ∈ V ∪ C is upper-bounded by eAt where A > 0 is
a numerical constant depending only on the maximal degrees
of Γ (See Appendix D). As a polymer contains at least two
nodes, one finds
Q∗ ≤
+∞∑
t=2
z0(6eµ)
2t
2+rmax et(A+1)
≤ z0 (6eµ)
4
2+rmax e2(A+1)
1− (6eµ) 22+rmax e(A+1)
≤ 1
2
(55)
Summing (53) over M ≥ 1 and using Q∗ ≤ 1/2 yields the
third statement (46).
An immediate application of this lemma is the proof of
Theorem 3.
Proof of Theorem 3: Let n the number of variable nodes
of the graph Γn. Proving Equ. (30) is equivalent to
lim
n→+∞
1
n
lnZpolymer = 0. (56)
To show this we will use estimate (46) for z = 1. The graphs
Γn have large girth, and since a polymer γ ⊂ Γn containing x
certainly have at least one closed cycle, we have |γ| ≥ C lnn
(for C > 0 not too large). Using this fact and that the number
of such polymers is less than eA|γ| we find
1
n
| lnZpolymer| ≤ 4
n
∑
x∈Γn
∑
γ3x
(6eµ)
2|γ|
2+rmax e|γ|
≤ 4
(
1 +
l
r
) +∞∑
t≥C lnn
(6eµ)
2t
2+rmax et(A+1). (57)
We recall that µ is proportional to β (see Equation (8)).
Clearly there exist β0 > 0 such that this estimate tends
to zero as n → +∞ for β < β0. In fact we have that
n−1 ln
∣∣Zpoylmer∣∣ = O(β2girth/(2+rmax)).
VI. ANALYSIS FOR LDGM CODES
For h small enough the fixed point solution of the belief
propagation equations of an LDGM(Λ, P ) ensemble satisfies
| tanh ζi→a| ≤ 4(lmax − 1)h, | tanh ζ̂a→i| ≤ 4h. (58)
For the activities of the polymers computed at the fixed point
we have the bounds (Appendix C)
|K(γ)| ≤ (12eh)2|γ|/(2+rmax) . (59)
Therefore Lemma 11 applies with βJ replaced by h. This
allows us to prove Theorem 6.
Proof of Theorem 6: For h small enough Lemma 11
implies
1
n
| lnZpolymerLDGM | ≤
4
n
∑
x∈V ∪C
∑
γ3x
(12eh)
2|γ|
2+rmax e|γ| (60)
Taking the expectation of this inequality,
EΓ
[
1
n
| lnZpolymerLDGM |
]
≤ 4
(
1 +
l
r
)
EΓ
[∑
γ3o
(12eh)
2|γ|
2+rmax e|γ|
]
,
(61)
where o ∈ V ∪C is chosen arbitrarily. Given Γ, let NR(o) be
the subgraph formed by the set of nodes that are at distance
less than R from o. For the moment R is a fixed number.
For R fixed and n large enough, this subgraph is a tree with
probability
1−O(Clmax,rmax,R
n
), (62)
where Clmax,rmax,R > 0 depends only on R and the maximal
degrees. This means that for n large enough the polymers
γ 3 o have a size |γ| ≥ R. Thus for R fixed and n large
enough
EΓ
[∑
γ3o
(12eh)
2|γ|
2+rmax e|γ|
]
≤ (1−O(Clmax,rmax,R
n
))
∑
t≥R
((12eh)
2
2+rmax eA+1)t
+O(
Clmax,rmax,R
n
)
∑
t≥3
((12eh)
2
2+rmax eA+1)t. (63)
Replacing this estimate in (61) and taking the limit n→ +∞,
lim
n→+∞EΓ
[
1
n
| lnZpolymerLDGM |
]
≤
∑
t≥R
((12eh)
2
2+rmax eA+1)t.
(64)
Finally, taking the limit R→ +∞ ends the proof.
VII. ANALYSIS FOR LDPC CODES
Recall that θ = (1 + ) tanhh (eqn. (33)). From (32) we
deduce in Appendix C a (qualitatively) optimal estimate (176),
(177) on the activity of a polymer.
A. Contribution of Small Polymers
The estimate in Appendix C given by (176) and (177) is
quite cumbersome, so let us begin with a few remarks to
understand its main qualitative features. The activity K(γ)
is not necessarily very small for graphs containing too many
check nodes of maximal induced degree and too many variable
nodes of even induced degree. More precisely for these “bad
graphs” the rate of decay as |γ| grows is too slow even
for θ small, and it is not clear that it counterbalances the
exponentially large entropic terms. However the rate of decay
as |∂γ ∩ C| grows is large for θ small. Here the boundary
∂γ ∩ C is by definition the set of check nodes in γ of non-
maximal induced degree. An example is shown on figure 3.
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Figure 3. Example for a Γ ∈ B (3, 4, 8) of polymers and their associated
bound on their activity. The constants α1 and α2 are close to 1 (see Appendix
C). On the left a small polymer and on the right a large polymer.
For Γ ⊂ B(l, r, n) that are expanders, if γ is ”small” then
|∂γ∩C| is of the order of |γ| and the activity is exponentially
small in the size of the polymer. This is the meaning of the
following lemma.
Lemma 13. Assume that Γ is a (λ, κ) expander with κ ∈
]1− 2(r−1)lr , 1− 1l [. For |γ| < λn we have for θ small enough
|K(γ)| ≤ θ c2 |γ|, (65)
with
c = r − 2 + r
3− l(1− κ) . (66)
Remark 14. In the process of this derivation one has to require
3− l(1−κ) > 0 and c > 0. This imposes the condition on the
expansion constant κ > 1 − 2(r−1)lr . Note that an expansion
constant cannot be greater than 1− 1/l, so it is fortunate that
we have 1− 1l > 1− 2(r−1)lr (for any r > 2).
Proof: Recall that di(γ) (resp. da(γ)) is the induced
degree of node i (resp. a) in γ. The type of γ is given
by two vectors n = (ns(γ))ls=2 and m = (mt(γ))
r
t=2
defined as ns (γ) := |{i ∈ γ ∩ V |di(γ) = s}| and mt (γ) :=
|{a ∈ γ ∩ C|da(γ) = t}|. In words, ns(γ) and mt(γ) count
the number of variable and check nodes with induced degrees
s and t in γ. Note that we have the constraints{
|γ| = ∑ls=2 ns(γ) +∑rt=2mt(γ)∑l
s=2 sns(γ) =
∑r
t=2 tmt(γ)
(67)
We apply the expander property to the set V = {i ∈ γ ∩ V }.
This reads
|∂V| ≥ κl
l∑
s=2
ns (γ) . (68)
On the other hand |∂V| ≤∑rt=2mt(γ) +∑ls=2(l− s)ns(γ).
With (67) and (68) this yields the constraint
r∑
t=2
(r−t)mt(γ) ≥ −|γ|l(1−κ)+(l(1−κ)+r−1)
r∑
t=2
mt(γ).
(69)
Relaxing the second constraint in (67) gives
r∑
t=2
tmt(γ) ≥ 2
l∑
s=2
ns(γ). (70)
Combined with the first constraint of (67) this yields
(r + 2)
r∑
t=2
mt(γ) ≥ 2|γ|+
r∑
t=2
(r − t)mt(γ). (71)
We have by use of inequalities (69) and (71)
r−1∑
t=2
(r − t)mt(γ) ≥
(
r − 2 + r
3− l(1− κ)
)|γ|. (72)
Finally, by bounding the product over t = 2, · · · , r− 1 in the
activity bound (177) of Appendix C, we obtain (65).
We say that a polymer is small if |γ| < λn. We define the
partition function (with activities computed at the fixed point
(η, η̂) of a gas of small polymers
Zsmall =
∑
M≥0
1
M !
∑
γ1,...,γM s.t |γk|<λn
M∏
k=1
K (γk)
×
∏
k<k′
I (γk ∩ γk′ = ∅) . (73)
The free energy of the gas of small polymers n−1 lnZsmall
has a polymer expansion (42) with the second sum replaced
by a sum over γ1, · · · , γM s.t |γi| < λn.
Lemma 15. Suppose r > 2. Fix z0 > 1 and replace K(γ)
by zK(γ), z ∈ C, |z| < z0, in the polymer expansion
of n−1 lnZsmall which now becomes a power series in the
parameter zM , M ≥ 1. Assume that Γ is a (λ, κ) expander
with κ ∈]1 − 2(r−1)lr , 1 − 1l [. One can find θ0 > 0 such that
for |θ| < θ0:
1) This power series is absolutely uniformly convergent in
n and θ.
2) The following bound holds∣∣ 1
n
lnZsmall
∣∣ ≤ 4
n
z0
∑
x∈V ∪C
∑
γ3x,|γ|<λn
θ
c
2 |γ|e|γ|. (74)
Proof: When Γ is an expander we can use the bound
(65) on the activities of the small polymers. The proof is then
almost identical to that of Lemma 11.
Lemma 15 has the following consequence (we now take
z = 1):
Corollary 16. Suppose r > 2. Let E be the event that Γ is
(λ, κ) expander. For |θ| < θ0,
EΓ
[
1
n
∣∣lnZsmall∣∣∣∣∣∣E] = O(n−(1−χ)) (75)
for any 0 < χ < 1.
Remark 17. We stress that Corollary 16 and Lemma 15 hold
for any (l, r) with r > 2. The restriction to odd l will come
only when we estimate the contribution of large polymers.
Proof: Taking the conditional expectation over expander
graphs (74) implies
1
n
EΓ
[∣∣lnZsmall∣∣∣∣∣∣E] ≤ EΓ[ ∑
γ3o,|γ|<λn
θ
c
2 |γ|e|γ|
∣∣∣∣E]
×4z0
(
1 +
l
r
)
. (76)
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We can compute this expectation by conditioning on the first
event that Γ is tree-like in a neighborhood of size O(lnn)
around this vertex, and on the second complementary event.
The second event has small probability O(n−(1−χ)) for any
0 < χ < 1. Besides, from (74) it is easy to show that
n−1| lnZsmall| is bounded uniformly in n. Thus the sec-
ond event contributes only O(n−(1−χ)) to the expectation.
For the first event we have that the smallest polymer is
a cycle with |γ| = O(lnn). This implies that this event
contributes O((θ
c
2 eA+1)lnn)) to the expectation. For small θ
it is O(n−(1−χ)) that dominates.
B. Probability Estimates on Graphs
The loop sum is equal to the partition function of the gas
of small polymers plus a contribution containing at least one
polymer of large size |γ| > λn. We call the later contribution
Rlarge. More precisely
1 +
∑
g⊂Γ
K(g) = Zsmall +Rlarge, (77)
where
Rlarge =
∑
g⊂Γ s.t ∃γ⊂g with |γ|≥λn
K(g), (78)
The next lemma shows that the contribution from large poly-
mers is exponentially small, with high probability with respect
to the graph ensemble.
Lemma 18. Fix δ > 0. Assume l ≥ 3 odd and l < r. There
exists a constant C > 0 depending only on l and r such that
for θ small enough
PΓ
[
|Rlarge| ≥ δ
]
≤ 1
δ
e−Cn. (79)
The proof which relies on counting estimates for subgraphs
is presented in the Appendix E. Unfortunately it breaks down
for l even.
C. Proof of Theorem 8
The results of Sections VII-A and VII-B allow us to prove
the following.
Proposition 19. Suppose l is odd and 3 ≤ l < r. Take Γ at
random in B(l, r, n). There exist a small θ0 independent of n
such that for θ < θ0, and any high-noise solution
(
η, η̂
)
of the
BP equations, with probability 1−O(n−(l(1−κ)−1)) we have∣∣ 1
n
lnZLDPC − (fBetheLDPC
(
η, η̂
)
+
1
n
lnZsmall)
∣∣
= O(e−n
l(1−κ)−1
) . (80)
Remark 20. We recall that 0 < l(1 − κ) − 1 < (r − 2)/r.
This proposition shows that large polymers contribute only
with exponentially small corrections to the Bethe free energy.
Inverse power in n corrections can be computed systematically
from the polymer expansion of n−1 lnZsmall.
Proof: Note that
1
n
ln
{∑
g⊂Γ
K(g)
}
=
1
n
lnZsmall +
1
n
ln
(
1 +
Rlarge
Zsmall
)
, (81)
which means that the term on the left hand side of (80) is
equal to
1
n
∣∣∣∣ln(1 + RlargeZsmall
)∣∣∣∣ . (82)
On one hand, from Corollary 16 and the Markov bound, we
have for any  > 0,
P
[
e−n ≤ Z−1small ≤ en
∣∣∣∣E] = 1− 1O(n−(1−χ)). (83)
On the other hand, from Lemma 18
P
[
|Rlarge| ≥ δ
∣∣∣∣E]P[E] ≤ P[|Rlarge| ≥ δ]≤ 1δ e−Cn (84)
and since P[E] = 1−O(n−(l(1−κ)−1)),
P
[
|Rlarge| ≥ δ
∣∣∣∣E]≤ 2δ e−Cn. (85)
Using (83) and (85), and choosing δ2 = e
−2n it is not difficult
to show that (at this point one must take 0 < 2 < C)
P
[∣∣∣∣RlargeZsmall
∣∣∣∣ ≥ e−n∣∣∣∣E] ≤ 1O(n−(1−χ)) + e−n(C−2) . (86)
Thus
P
[∣∣∣∣RlargeZsmall
∣∣∣∣ ≤ e−n∣∣∣∣E] ≥ 1− 1O(n−(1−χ)) . (87)
This implies for n large
P
[∣∣∣∣ln(1 + RlargeZsmall
)∣∣∣∣ ≤ 2e−n∣∣∣∣E] ≥ 1− 1O(n−(1−χ)).
(88)
Furthermore
P
[∣∣∣∣ln(1 + RlargeZsmall
)∣∣∣∣ ≤ 2e−n]
≥(1− 1

O(n−(1−χ))
)(
1−O(n−(l(1−κ)−1)))
≥ 1−O(n−(l(1−κ)−1)) . (89)
The last line is obtained by choosing
 =
nl(1−κ)−1
n1−χ
≤ n r−2r −1+χ < C
2
, (90)
which is possible since κ ∈]1− 2(r−1)lr , 1− 1l [ and we can take
χ > 0 as small as we wish.
Finally from
n = nl(1−κ)−1+χ ≥ nl(1−κ)−1 (91)
and (89) we deduce the statement of the proposition.
It is now possible to complete the proof of Theorem 8.
Proof of Theorem 8: Consider the difference∣∣ 1
n
lnZLDPC − fBetheLDPC(η, η̂)
∣∣ (92)
We first remark that this quantity is bounded uniformly in n
because each term n−1| lnZLDPC| and |fBetheLDPC| is bounded,
as can be checked directly from their definition.
Now consider the event S - or the set of graphs - such that∣∣∣∣ln(1 + RlargeZsmall
)∣∣∣∣ ≤ e−nl(1−κ)−1 . (93)
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Proposition (19) says that
P[Sc] = O(n−(l(1−κ)−1)). (94)
Thus we have
E
[∣∣ 1
n
lnZLDPC − fBetheLDPC
∣∣∣∣∣∣Sc]P[Sc] = O(n−(l(1−κ)−1)) .
(95)
We will now estimate
E
[∣∣ 1
n
lnZLDPC − fBetheLDPC
∣∣∣∣∣∣S]P[S] . (96)
Since P[S] = 1− O(n−(l(1−κ)−1)) we have to show that the
expectation conditioned over S is small.
E
[∣∣ 1
n
lnZLDPC − fBetheLDPC
∣∣∣∣∣∣S]
= E
[∣∣ 1
n
lnZLDPC − fBetheLDPC
∣∣∣∣∣∣S ∩ E]P[E]
+ E
[∣∣ 1
n
lnZLDPC − fBetheLDPC
∣∣∣∣∣∣S ∩ Ec]P[Ec].
(97)
Since, as remarked before, (92) is bounded and P[Ec] =
O(n−(l(1−κ)−1) the second term on the right hand side is
O(n−(l(1−κ)−1). It remains to show that the conditional ex-
pectation in the first term of the right hand side is small. This
is bounded above by two contributions. The first one is
E
[
1
n
∣∣∣∣ln(1 + RlargeZsmall
)∣∣∣∣∣∣∣∣S ∩ E] ≤ e−nl(1−κ)−1 , (98)
and the second (recall Corollary 16)
E
[
1
n
| lnZsmall|
∣∣∣∣S ∩ E] = O(n−(1−χ)) . (99)
Putting all contributions (95), (97), (98), (99) together we
obtain the desired result
E
[∣∣ 1
n
lnZLDPC − fBetheLDPC
∣∣] = O(n−(1−χ)) +O(n−(l(1−κ)−1))
= O(n−(l(1−κ)−1)) . (100)
In the last step we have taken 0 < χ < l(1− κ)− 1.
VIII. DISCUSSION
A. LDPC: The Case l Even
When l is even the point θ = 0 as a singular behavior. As
the channel realization is trivial h = 0, the low-noise fixed
point is simply the all zeros messages (ηi→a, η̂a→i) = (0, 0).
The activities can be computed exactly for this BP fixed point
Ka (γ) =
{
1 if |∂a ∩ γ| = r
0 otherwise
, Ki (γ) =
1 + (−1)|∂i∩γ|
2
.
(101)
When the graph Γ is an expander, every small polymer |γ| <
nλ contains at least one check node with induced degree less
than r (see Lemma 13). Thus K (γ) = 0 and
Zsmall = 1. (102)
The contribution of the small polymer vanishes which is
of course in adequacy with the prediction of the polymer
expansion (see Lemma 15).
However for the total graph, and unlike the case l odd, we
have
K (Γ) = 1. (103)
More generally polymers with a size of the order of the total
graph have an activity close to one. This implies that the
contribution coming from large polymer is non-vanishing but
is growing linearly
1 < EΓ (|Rlarge|) < Cl,rn4r2 , (104)
as it can be shown using the same counting arguments as
in the Appendix E. As a consequence, we find similarly to
Theorem 19 that the Bethe free energy is asymptotically exact
with high probability. More precisely, with probability 1 −
O(n−(l(1−κ)−1))∣∣ 1
n
lnZLDPC − fBetheLDPC
∣∣ = O( 1
n
lnn
)
. (105)
The notable difference with Theorem 19 is that the decay rate
of the difference is not exponential.
When l is even and θ > 0, the bound on the activity of the
total graph predict an exponential growth
K (Γ) = (1 + α1θ
r)
l
rn
(
1 + α2θ
2
)n
. (106)
The contribution of the large polymer can no longer be
estimated as in Appendix E. To tackle this problem, it seems
necessary to have a precise control of sign cancellations in
the sum Rlarge. Such a control is out of reach of the method
presented in the paper.
B. The Case l > r
The constraint r > l appears naturally for proving Theorem
18. If r < l, large polymer with an activity exponentially
increasing with their size are also exponentially numerous.
Therefore we found using counting arguments that the contri-
bution of Rlarge is not negligible.
When r < l, the graphical model is no longer describing
a code. In fact for at exactly h = 0, the partition function
counts the number of solution of a random linear system of
equations which is overdetermined. This corresponds to an
UNSAT phase of a linear constraints satisfaction problem. In
this phase, it is expected that the Bethe free energy is not a
good approximation of the free energy (instead one should
use the RSB free energy [18]). It seems then reasonable to
think that the corrections to the Bethe free energy are non
vanishing even with a precise control of the sign cancellation
in the activities.
C. LDPC Low Noise
The low noise regime is characterized by half-log likeli-
hoods with high magnitudes h ≈ ∞. The low noise fixed point
of the Belief-Propagation equations is the trivial solution
(ηi→a, η̂a→i) = (+∞,+∞) . (107)
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The activities can be computed exactly at the low noise fixed
point
K (γ) =
∏
a∈γ∩C
1 + (−1)|∂a∩γ|
2
×
∏
i∈γ∩V
(−1)l e−2hiI (|∂i ∩ γ| = l) . (108)
According to (108), polymers are subgraphs which have check
nodes with even induced degree and variable nodes with
induced degree equal to l. The particularity of the low noise
activities is that their intensity depends on the sign of the half-
log likelihoodshi, and a fortiori on the distribution of h. Using
Hoeffding’s inequality, we see that a polymer have, with large
probability, a small activity
Ph
(
|K (γ)| ≤ e−2h(tanhh−2)|γ∩V |
)
≥ 1− e−22|γ∩V |.
(109)
However, the expected activity is dominated by rare events
Eh [|K (γ)|] = 1. (110)
This prevents to use the same counting arguments as in
Appendix E.
D. Lattice Graph with Low Dimension
Figure 4. Polymer in a honeycomb lattice at low temperature. The activity
is decreasing in the boundary size (blue nodes).
An other possible application of the polymer expansion is
the study of spin systems on a lattice Λ = (V,E). In low
dimension, it is known that the mean field approximation like
the Bethe free energy is equal to the free energy and thus
lim
n→∞
1
n
lnZpolymer 6= 0. (111)
However, if the polymer expansion converges, it could be use
as a systematic way of computing corrections to the mean field
approximation.
Let us illustrated the question of the convergence for the
Ising model on the honeycomb lattice (see Figure 4). The spins
are attached to vertices and an edge represents a ferromagnetic
interaction between spins
ZIsing =
∑
σ∈{−1,1}n
∏
(i,j)∈E
exp (βJσiσj) . (112)
There are three solutions of the BP equations and they can be
computed exactly. There is one fixed point which described
a high-temperature phase (βJ ≈ 0) and two fixed point
describing a low-temperature phase (βJ ≈ ∞). The two low-
temperature fixed point differs only by a sign.
The high-temperature activity is
K0Ising (γ) =
{
tanhβJ if γ is a cycle
0 otherwise
. (113)
Thus the activity is decreasing in the polymer size. To prove
the convergence of the expansion for high temperature one
can apply directly Lemma 11. Or one can see that, in the
honeycomb lattice, the number of cycles containing the same
vertex and having a length t is upper-bounded by 2t.
For small temperature the activity is
K±∞Ising (γ) =
∏
i∈V,|∂i∩γ|=3
1 + tanhβJ
2 tanhβJ
√
2 tanhβJ − 1
tanhβJ
×
∏
i∈V,|∂i∩γ|=2
∓1− tanhβJ
2 tanhβJ
. (114)
The polymers have an activity which is decreasing with respect
to the size of the boundary (the nodes with induced degree
equal to two). This is similar to the activity of polymers for
LDPC at high noise. But unlike the LDPC case, we cannot
apply an expander argument to prove that the boundary of a
polymer is of the same order than its size. In fact we suspect
that the polymer series is not convergent (at low temperatures)
but that it is an asymptotic series. This is supported by the fact
that for exactly solvable models (e.g. Ising in two dimensions
and Ice model) the first few loop corrections allow to compute
refined approximations to the true free energy. We hope to
come back to this question elsewhere.
APPENDIX A
DERIVATION OF THE LOOP-SUM IDENTITY
The “loop-sum identity” is a representation of the error
term between the free energy and the Bethe free energy. It
takes the form of the logarithm of a sum over sub-graphs that
are non-necessarily connected. This identity was first derived
for graphical models with binary variables by Chertkov and
Chernyak in [5] and later generalized for variables on a q-
ary alphabet by the same authors in [19]. The extension of
the loop-sum identity to continuous alphabet has been carried
out by Xiao and Zhou in [20]. The present section contains a
short derivation of the loop-sum identity based on the original
paper [5]. There exists other representations of the loop-
sum identity and its generalization notably as the holographic
transformation of a normal factor graph [21], [22].
Consider the problem of computing the partition function
of a factor graph model
Z =
∑
s∈{−1,+1}n
∏
a∈C
ψa(s∂a). (115)
The loop expansion takes a natural form on graphical models
called vertex models, where variables are attached to edges.
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We introduce the auxiliary set of spins σia, σ̂ai ∈ {−1, 1}
attached to directed edges (i → a) and (a → i) respectively.
We denote by σ∂a = {σja|j ∈ ∂a} the collection of spins
that are on edges pointing toward a and we denote by σ̂∂i =
{σ̂bi|b ∈ ∂i} the collection of spins that are on edges pointing
toward i. We can rewrite (115) as a partition function of a
vertex model
Z =
∑
σ,σ̂∈{−1,1}|E|
∏
a∈C
ψa(σ∂a)
∏
i∈V
φi(σ̂∂i)
∏
(a,i)∈E
1 + σiaσ̂ai
2
,
(116)
where
φi(σ̂∂i) =
∏
b,c∈∂i
1 + σ̂biσ̂ci
2
. (117)
Let us comment on the expression (116). The new factors
φi(σ̂∂i) ensure that all spins on edges outgoing from a variable
node i take the same value si. As for the last product, it forces
spins on the same edge to be equal. The key idea in the loop
expansion is to “soften” the constraints on the edges before
performing the expansion.. Using the following identity, valid
for any binary distributions νia and ν̂ai ,
1 + σiaσ̂ai
2
=
νia(σia)ν̂ai(σ̂ai) + σiaν̂ai(−σia)σ̂aiνia(−σ̂ai)∑
s∈{−1,1} νia(s)ν̂ai(s)
,
(118)
we can rewrite the partition function (116)
Z =
∑
σ,σ̂∈{−1,1}|E|
∏
a∈C
ψa(σ∂a)
∏
j∈∂a
νja(σja)∏
i∈V
φi(σ̂∂i)
∏
b∈∂i
ν̂bi(σ̂bi)
∏
(a,i)∈E
 ∑
s∈{−1,1}
νia(s)ν̂ai(s)
−1
∏
(a,i)∈E
(
1 + σia
ν̂ai(−σia)
νia(σia)
σ̂ai
νia(−σ̂ai)
ν̂ai(σ̂ai)
)
.
(119)
We use the “generalized binomial formula” on graphs. For
any function f defined on the edges e ∈ E of a graph Γ, the
following relation holds∏
e∈E
(1 + f(e)) = 1 +
∑
g⊂Γ
∏
e∈E∩g
f(e), (120)
where the sum runs on every non-empty subset of edges
represented by subgraphs g whose vertices are incident to the
edges in the subset. On the left-hand side of Equation (120)
the products run over the set of edges of g which is denoted by
E∩g. Expanding the last product in (119) with the generalized
binomial formula leads to
Z = exp(nfBethe)×
(
1 +
∑
g⊂Γ
K (g)
)
. (121)
The quantity that factorized in the expansion appears to be the
Bethe free energy
fBethe(ν, ν̂) =
1
n
∑
a∈C
Fa +
∑
i∈V
Fi −
∑
(i,a)∈E
Fia
 , (122)
where

Fa = ln{
∑
s∂a
ψa(s∂a)
∏
j∈∂a νja(sj)},
Fi = ln{
∑
si
∏
b∈∂i ν̂bi(si)},
Fia = ln{
∑
si
νia(si)ν̂ai(si)}.
. (123)
The activities K(g) associated with each subgraphs can be
distributed in contributions coming from vertices in g
K(g) =
∏
i∈g∩V
Ki
∏
a∈g∩C
Ka, (124)
where
Ki(g) =
∑
si
∏
a∈∂i\g ν̂ai(si)
∏
a∈∂i∩g siνia(−si)∑
si
∏
a∈∂i ν̂ai(si)
, (125)
and
Ka(g) =
∑
s∂a
ψa(s∂a)
∏
i∈∂a\g νia(si)
∏
i∈∂a∩g siν̂ai(−si)∑
s∂a
ψa(s∂a)
∏
i∈∂a νia(si)
.
(126)
The sum over subgraphs in (121) is the “loop-sum identity”.
Note that for the moment the binary distributions entering in
(118) are completely arbitrary. The transformation (118) is
crucial in that it allows the preservation of the correlations
between neighboring spins. Messages ν̂a→i directed toward a
spin σi can be interpreted as an interaction from the neighbor-
ing variables σ∂a\i that bias the average value of the spin σi.
Expanding the Kronecker delta in (116) directly is equivalent
as taking ν and ν̂ as being uniform distributions. Such an
expansion would be accurate only in a regime were the spins
are almost independent from each other and almost uniformly
distributed between +1 and −1. This is the case for instance
in the high-temperature regime. Thanks to the transformation
(118), the effect of correlations between neighboring spins can
be captured by the distributions ν and ν̂. Thus, for appropriate
choices of messages (ν, ν̂), the expansion can also be accurate
in the low-temperature regime.
In order for the loop-sum identity to be useful one has
to choose the “correct” binary distributions. The natural re-
quirement for sparse locally tree-like graphs is that every
subgraph g that is not a loop must have a zero weight. Said
differently, the distributions ν and ν̂ must be chosen such
that |∂a ∩ g| = 1 and |∂i ∩ g| = 1 implies Ka(g) = 0
and Ki(g) = 0 respectively. The requirement Ka(g) = 0 is
fulfilled by distributions ν̂ai that satisfy the following equation∑
si
siν̂ai(−si)
∑
s∂a\i
ψa(s∂a)
∏
j∈∂a\i
νja(sj) = 0. (127)
15
This is satisfied if ν̂ai is a solution of the first Belief-
Propagation equation
ν̂ai(si) =
∑
s∂a\i
ψa(s∂a)
∏
j∈∂a\i νja(sj)∑
s∂a
ψa(s∂a)
∏
j∈∂a\i νja(sj)
. (128)
Similarly one can check that the requirement Ki(g) = 0 is
fulfilled by the choice
νia(si) =
∏
b∈∂i\a ν̂bi(si)∑
si
∏
b∈∂i\a ν̂bi(si)
. (129)
This is nothing else but the second belief propagation equation.
APPENDIX B
POLYMER-EXPANSION IDENTITY (42)
The polymer expansion is a powerful tool from statistical
physics to expand the logarithm of a polymer partition function
in powers of the activity. We give in this appendix a quick
derivation of the polymer expansion based on [6].
We recall that GM is the set of all connected graphs G with
M labeled vertices 1, . . . ,M and that the Ursell functions are
UM (γ1, . . . , γM ) =
∑
G∈GM
∏
(k,k′)∈G
(I (γk ∩ γk′ = ∅)− 1) ,
(130)
if M > 1 and U1 (γ) ≡ 1 otherwise. We recall that the
notation
∏
(k,k′)∈G in Equation (130) is a shorthand for the
product over the edges (k, k′) of G. Furthermore we denote
the complete graph with M labeled vertices by KM . We
say that a partition of the set {1, . . . ,M} into q “blocks” is
an unordered list {I1, . . . , Iq} of disjoint nonempty subsets
It ⊂ {1, . . . ,M}. The partitions of M elements into q
“blocks” form an ensemble denoted by PqM .
The polymer partition function is
Zpolymer = 1 +
∑
M≥1
1
M !
∑
γ1,...,γM⊂Γ
M∏
k=1
K (γk)
×
∏
k<k′
I (γk ∩ γk′ = ∅) . (131)
We recall that polymers γ are connected subgraphs of Γ that
cannot intersect due to the presence of the hard core constraints
I (γk ∩ γk′ = ∅). The polymer-expansion identity is based on
the expansion of these hard core constraints using the binomial
theorem on graphs (Eqn. (120))
∏
k<k′
I (γk ∩ γk′ = ∅) =
∏
(k,k′)∈KM
(I (γk ∩ γk′ = ∅)− 1 + 1)
= 1 +
∑
G⊂KM
∏
(k,k′)∈G
(I (γk ∩ γk′ = ∅)− 1) , (132)
The sum in (132) runs over non-empty subset of edges of KM
represented by subgraphs G whose vertices are incident to the
edges in the subset. Notice that each general subgraph in KM
can be written as an union of disjoint connected subgraphs
G1, ..., Gq . This with the fact that U1 (γk) = 1 enable us to
re-sum (132) as
1 +
∑
G⊂KM
∏
(k,k′)∈G
(I (γk ∩ γk′ = ∅)− 1)
=
M∑
q=1
∑
{I1,...,Iq}∈PqM
q∏
t=1
U|It|
(
(γk)k∈It
)
. (133)
Together with (132) and (133), the polymer partition function
(131) can be rewritten as
Zpolymer = 1 +
∑
M≥1
1
M !
M∑
q=1
∑
{I1,...,Iq}∈PqM
q∏
t=1
φ (It) , (134)
where
φ (It) :=
∑
γk∈It
U|It|
(
(γk)k∈It
) ∏
k∈It
K (γk) . (135)
The function introduced in (135) depends only on the size of
the ensemble
φ (It) = φ (|It|) , (136)
as k ∈ It in (135) are just dummy indices. The number of par-
titions of {1, ...,M} with prescribed size |I1| = m1, ..., |Iq| =
mq is ∑
{|I1|=m1,...,|Iq|=mq}∈PqM
1 =
M !
q!
q∏
t=1
1
mt!
, (137)
where m1, ...,mq are non-zero integers satisfying m1 + ...+
mq = M . These considerations allow us to rewrite (134) as
Zpolymer =1 +
∑
M≥1
M∑
q=1
1
q!
∑
m1+···+mq=M
q∏
t=1
φ (mt)
mt!
.
=1 +
M∑
q=1
1
q!
∞∑
M=q
∑
m1+···+mq=M
q∏
t=1
φ (mt)
mt!
=1 +
M∑
q=1
1
q!
( ∞∑
M=1
φ (M)
M !
)q
= exp
( ∞∑
M=1
φ (M)
M !
)
. (138)
The logarithm of the polymers partition function (131) can
thus be expressed as
lnZpolymer =
∞∑
M=1
1
M !
∑
γ1,...,γM⊂Γ
M∏
k=1
K (γk)
×UM (γ1, · · · , γM ) . (139)
APPENDIX C
ACTIVITIES OF LOOPS AND BOUNDS
A. High-Temperature General Models
We recall that the partition function of a general factor graph
model is given by (4) and the weights by (8). We take β small
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enough so that∣∣ψa(s∂a)− 1∣∣≤ 2β sup
a∈C
∑
I⊂∂a
|JI | ≡ µ, (140)
As will be seen later on we will need β small enough so that
µ < O(1/l2maxrmax).
In order to find bounds on the activities (125) and (126),
we should control the behavior of the Belief-Propagation
messages. This is realized through the BP equations (128) and
(129). We first choose to parametrize the BP distributions ν, ν̂
with real numbers ζ, ζ̂
ν̂ai(si) =
1 + si tanh ζ̂a→i
2
and νia(si) =
1 + si tanh ζi→a
2
.
(141)
The BP equation (128) now reads
tanh ζ̂a→i =
∑
s∂a
ψa(s∂a)si
∏
j∈∂a\i νja(sj)∑
s∂a
ψa(s∂a)
∏
j∈∂a\i νja(sj)
. (142)
Injecting the high-temperature condition (140) leads to the
following bound
| tanh ζ̂a→i| ≤
∑
s∂a
|ψa(s∂a)− 1|
∏
j∈∂a\i νja(sj)
1−∑s∂a |ψa(s∂a)− 1|∏j∈∂a\i νja(sj)
≤ µ
1− µ
≤ 2µ, (143)
where in the last line, we use the fact that µ < 1/2.
The other BP equation (129) takes the form
tanh ζi→a = tanh
 ∑
b∈∂i\a
ζ̂b→i
 . (144)
Using the bound (143) on messages ζ̂a→i gives
| tanh ζi→a| ≤ tanh
(
(lmax − 1) tanh−1(2µ)
)
≤ 2(lmax − 1)µ. (145)
The inequalities (143) and (145) can be restated in terms of
distributions ν̂, ν and take the form{
1−2µ
2 ≤ ν̂ai(si) ≤ 1+2µ2
1−2(lmax−1)µ
2 ≤ νia(si) ≤ 1+2(lmax−1)µ2 .
(146)
By noticing that
∑
s sν̂ai(s) = tanh ζ̂a→i and using the bound
(143), we are in position to control the activity (126)
|Ka(g)| ≤
∑
s∂a
|ψa(s∂a)− 1|
∏
i∈∂a\g νia(si)
∏
i∈∂a∩g ν̂ai(−si)
1−∑s∂a |ψa(s∂a)− 1|∏i∈∂a νia(si)
+
∏
i∈∂a∩g |
∑
si
siν̂ai(si)|
1−∑s∂a |ψa(s∂a)− 1|∏i∈∂a νia(si)
≤ µ+ (2µ)
|∂a∩g|
1− µ
≤ 6µ, (147)
where in the last line we use the fact that subgraphs g have
no dangling edges (i.e. |∂a ∩ g| ≥ 2) and µ ≤ 1/2.
The second activity (125) is directly controlled using bounds
on distributions ν̂ and ν given by equations (146)
|Ki(g)| ≤
∑
si
∏
a∈∂i\g |ν̂ai(si)|
∏
a∈∂i∩g |νia(−si)|
|∑si∏a∈∂i ν̂ai(si)|
≤
(
1 + (lmax − 1)2µ
1− 2µ
)lmax
≤ (1 + 4lmaxµ)lmax . (148)
The total activity of a generalized loop g, given by the
relation (124), is then bounded by
|K(g)| ≤
∏
i∈g∩V
|Ki|
∏
a∈g∩C
|Ka|
≤ exp
(
|g ∩ V |lmax ln(1 + 4lmaxµ) + |g ∩ C| ln(6µ)
)
.
(149)
There are two antagonistic contributions in the loops activities.
One is exponentially increasing in the number of variable
nodes. The other is exponentially decreasing in the number of
check nodes. We define the size of a subgraph g, denoted by
|g|, as the total number of variable and check nodes contained
in the loop
|g| := |g ∩ C|+ |g ∩ V |. (150)
In order to show that the activities in (149) are exponentially
decreasing in the loop size, we should show that the number
of variable nodes contained in a loop cannot be arbitrarily
larger than the number of check nodes. Consider the number of
edges contained in a subgraph. We can bound from above this
number counted from the check node perspective and we can
find a lower bound counted from the variable node perspective.
This leads to the following bound on the number of variable
nodes
rmax|g ∩ C| ≥ 2|g ∩ V |. (151)
Using the definition (150) and the bound (151), we find that
for every non-negative numbers p ≥ 0 and q ≥ 0
|g ∩ V |p− |g ∩ C|q = −(p+ q)|g ∩ C|+ p|g|
≤ |g|rmaxp− 2q
2 + rmax
(152)
This implies the upper bound for the exponent in (149)
|g|
2 + rmax
ln
(
(6eµ)2(1 + 4lmaxµ)
rmaxlmax
)
. (153)
Moreover for µ < 1/(2l2maxrmax) we have
(6eµ)2(1 + 4lmaxµ)
rmaxlmax ≤ (6eµ)2. (154)
From (149), (153) and (154) we deduce the bound on the
activities
|K(g)| ≤ (6eµ)2|g|/(2+rmax). (155)
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B. LDGM Codes
We recall that the partition function of a LDGM code is
ZLDGM =
∑
s∈{−1,1}n
∏
a∈C
eha
∏
i∈∂a si . (156)
The LDGM codes can be seen as a special case of the high-
temperature general models with I → ∂a and βJI → ha. The
high-temperature condition translates into 2 supa |ha| = µ 
1. Recalling that |ha| = h = 12 ln 1−pp , we see that the high-
temperature condition is equivalent to taking p close to 1/2.
The bound on the activity is obtained by applying (155)
|K(g)| ≤
(
6e ln
1− p
p
)2|g|/(2+rmax)
. (157)
The activities of the LDGM codes have a high-temperature
bound and the high-noise regime p ≈ 1/2 is then similar to a
high-temperature regime for general models.
There is a remarkable simplification for LDGM ensembles
with no degree one check nodes. In this case the BP equations
admit a trivial fixed point where νia(s) = 1/2, ν̂ia(s) = 1/2.
The activities at the trivial fixed point can be computed exactly
K triviala (g) =
{
tanhha if ∂a ∩ g = ∂a
0 otherwise,
(158)
and
K triviali (g) =
{
1 if |∂a ∩ g|is even
0 otherwise.
(159)
Subgraphs contributing in the loop sum are only those which
have check nodes with maximal induced degree and variable
nodes with odd degree. Their activities admit the simple bound
|K(g)trivial| ≤ (1− 2p)|g∩C| ≤ (1− 2p) 2|g|2+rmax (160)
C. Regular LDPC Codes
The LDPC codes cannot be seen as high-temperature mod-
els. Their partition function
ZLDPC =
∑
x∈{0,1}n
∏
a∈C
I (⊕i∈∂axi = 0)
∏
i∈V
exp((−1)xihi).
(161)
is composed of two type of weights. The variable node
weights, coming from channel observations, satisfies a high-
temperature condition at high noise. But the check node
weights, enforcing a parity check constraint, always admit
a configuration of variable which cancels the weight. Thus
it make impossible that the check node weights satisfies the
high-temperature condition (140).
We use the standard parametrization for the BP distributions
ν, ν̂ in term of the real numbers η, η̂
ν̂ai(si) =
1 + si tanh η̂a→i
2
and νia(si) =
1 + si tanh ηi→a
2
.
(162)
With this parametrization the Belief-Propagation equations
(128), (129) for the messages reads{
tanh(η̂a→i) =
∏
j∈∂a\i tanh ηj→a
ηi→a = hi +
∑
b∈∂i\a η̂b→i.
(163)
Indeed the BP equations always admit the trivial solution
tanh ηa→i = 1, tanh η̂i→a = 1. Thus unlike the high-
temperature cases, the BP equations of LDPC codes are not
sufficient to control the BP fixed points. We need an extra
requirement on the class of fixed point used in the loop
expansion, called high-noise fixed points.
Given  > 0, we say that a fixed point (η, η̂) is a  high-
noise fixed point if for all (i, a) ∈ E
| tanh ηi→a| ≤ θ. (164)
where
θ = (1 + ) tanhh. (165)
The condition (164) can be justified by looking at the Taylor
expansion of solution at high noise. For h = 0, the BP
equations (163) admit the simple solution tanh ηa→i = 0,
tanh η̂i→a = 0. If we compute the Taylor expansion of this
solution with respect to the noise parameter, we find{
tanh η̂a→i =
∏
j∈∂a\i tanhhj
tanh ηi→a = tanhhi +
∑
b∈∂i\a
∏
j∈∂a\i tanhhj ,
(166)
plus some term of order O((tanhh)r). This shows that there
exists a h0(, n) such that the high-noise condition (164) is
satisfied for h < h0(, n). However it does not guaranteed
that h0(, n) is uniform in the size of the graph.
By using the high-noise condition (164) along with the BP
equations (163), we find the reciprocal bound on messages
from check nodes to variable nodes
| tanh η̂a→i| ≤ θr−1. (167)
We recall that the induced degree of check and variable node
are denoted by da(g) = |∂a ∩ g| and di(g) = |∂i ∩ g| respec-
tively. The number of check nodes and variable nodes with pre-
scribed induced degree by ns (g) = |{i ∈ g ∩ V |di(g) = s}|
and mt (g) = |{a ∈ g ∩ C|da(g) = t}|. For LDPC codes, the
activities associated with check nodes (126) are
Ka(g) =
ua + (−1)da(g)va
1 + uawa
, (168)
where 
ua =
∏
i∈∂a\g tanh ηi→a
va =
∏
i∈∂a∩g tanh η̂a→i
wa =
∏
i∈∂a∩g tanh ηi→a.
(169)
Using inequalities (164), (167), it is straightforward to bound
the check activities
|Ka(g)| ≤ |ua|+ |va|
1− |ua||wa|
≤ θ
r−da(g) + θ(r−1)da(g)
1− θr . (170)
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Thus for a fixed numerical constant α1 that we can take close
to one
|Ka(g)| ≤
{
1 + α1θ
r if da(g) = r
α1θ
r−da(g) if da(g) 6= r. (171)
The activities associated with variable nodes (125) reads
Ki(g) =
e(ui−vi) + (−1)di(g)e−(ui−vi)
e(ui+wi) + e−(ui+wi)
∏
a∈∂i∩g
cosh η̂a→i
cosh ηi→a
,
(172)
where 
ui = hi +
∑
a∈∂i\g η̂a→i
vi =
∑
a∈∂i∩g ηi→a
wi =
∑
a∈∂i∩g η̂a→i.
(173)
Again by a direct application of inequalities (164) and (167),
we find
|Ki(g)| ≤ e
(di(g)+1) tanh
−1 θ + (−1)di(g)e−(di(g)+1) tanh−1 θ
e(di(g)+1) tanh
−1 θ + e−(di(g)+1) tanh−1 θ
×
(
1 + θ2
1− θ2
)di(g)/2
. (174)
For a fixed constant α2 close to one we have the following
bound
|Ki(g)| ≤
{
1 + α22 (1 + 4di(g) + di(g)
2)θ2 if di(g) even
α2(1 + di(g))θ if di(g) odd.
(175)
Using the formulas (124) we derive the following estimate
of subgraphs activities for θ < θ0 small enough
|K(g)| ≤ K(n(g),m(g)), (176)
where
K(n(g),m(g)) = (1 + α1θ
r)
mr(g)
r−1∏
t=2
(
α1θ
r−t)mt(g)
×
l−1∏
s=2,
even
(
1 +
α2
2
(1 + 4s+ s2)θ2
)ns(g)
×
l∏
s=3,
odd
(α2(1 + s)θ)
ns(g) . (177)
Estimate (177) is essentially optimal for small θ as can be
checked by Taylor expanding K(g) in powers of θ.
APPENDIX D
ON THE NUMBER OF ROOTED POLYMER
The convergence criterion in the polymer expansion requires
an evaluation of the “entropy” of rooted polymers. The term
“entropy” has to be understood as the number of polymers
of a given size. The following lemma gives a bound on the
entropy of polymers on a d-regular graph. Its generalization to
irregular bipartite graphs with degrees of variable nodes and
check nodes bounded by lmax and rmax is straightforward by
setting d = max (lmax, rmax).
Lemma 21 (Bound on the number of rooted polymers). Let
Γ = (V,E) be a d-regular graph with vertex set V and edge
set E. The number of polymers γ (connected subgraphs) of
size |γ ∩ V | = t rooted to any vertex x ∈ V is upper-bounded
by ∑
γ3x
I (|γ ∩ V | = t) ≤ edt.
Proof: A polymer γ 3 x is uniquely determined by one
of its spanning tree Tγ plus the complementary set of edges
γ \Tγ . Figure (5) shows an example of this injective mapping.
We ask the following question: If T is a spanning tree, how
Figure 5. On the left: a polymer is represented with colored solid lines. A
spanning tree is shown in blue and the complementary edges in red. On the
right: the spanning tree is shown on the computational tree in blue with a
possible representation of the complementary edges in red.
many different polymers have T as a spanning tree? In other
words how many combinations of complementary edges can
be made once T is given? Let g be the graph spanned by T
which contains the most edges. As T is a tree, |T ∩ E| =
|T ∩ V | − 1. Therefore the number of complementary edges
unspecified by a spanning tree is at most
|g \ T | = |g ∩ E| − |T ∩ E|
= |g ∩ E| − |T ∩ V |+ 1
= |g ∩ E| − |g ∩ V |+ 1
≤
(
d
2
− 1
)
|g ∩ V |+ 1. (178)
Denote by At (x) the number of polymers of size t rooted in
x ∈ V and call Bt the number of rooted d-ary trees with size
t. Based on the previous considerations
At (x) ≤ 2( d2−1)t+1Bt. (179)
To find a formula for Bt, we use a derivation based on
generating functions similar to the one of Catalan numbers
in [23]. Define the generating function
B (z) :=
∑
t=0
ztBt. (180)
If one removes the root of a d-ary tree it splits the tree into
d trees of smaller size. This yields the following equation for
the generating function
B = 1 + zBd. (181)
By using the Lagrange-Bürmann formula on Equation (181)
we find
Bt =
1
t (d− 1) + 1
(
td
t
)
. (182)
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Finally we can relax the bound (179) to have a simpler
expression by noticing that
2(
d
2−1)t+1Bt ≤edt. (183)
APPENDIX E
PROOF OF LEMMA 18
In this appendix we prove the Lemma 18 which is restated
below for convenience
Lemma. Fix δ > 0. Assume l ≥ 3 odd and l < r. There exists
a constant C > 0 depending only on l and r such that for θ
small enough
PΓ
[
|Rlarge| ≥ δ
]
≤ 1
δ
e−Cn, (184)
where
Rlarge =
∑
g⊂Γ s.t ∃γ⊂g with |γ|≥λn
K(g). (185)
Proof: Let ΩΓ (n,m) be the set of all g ⊂ Γ with
prescribed type (n(g),m(g)). By (177) and the Markov bound
P [|Rlarge| ≥ δ] ≤ 1
δ
∑
n,m∈∆
K (n,m)EΓ [|ΩΓ (n,m)|] ,
(186)
where
∆ ≡
{
(n,m) |λn ≤
l∑
s=2
ns +
r∑
t=2
mt,
l∑
s=2
sns =
r∑
t=2
tmt,
l∑
s=2
ns < n,
r∑
t=2
mt < nl/r
}
. (187)
The expectation of the number of g ⊂ Γ with prescribed
type can be estimated by combinatorial bounds provided by
McKay [24]. It turns out that these subgraphs proliferate
exponentially in n only for a subdomain of ∆ where K (n,m)
is exponentially much smaller in n. In the subdomain where
K (n,m) is not small (but it is always bounded) the number
of subgraphs is sub-exponential when l is odd and l < r. As
a consequence for l odd and l < r, we are able to prove that
the sum on the right hand side of (186) is smaller than e−Cn.
Let us now give the details of this calculation. Let ω =
4r2 − 2r + 2, a number independent of n. The combinatorial
bound is only valid for subgraphs g with number of edges at
most equal to nl − ω. Thus we have to separate the domain
of summation (187) into
∆ω = ∆ ∩
{
(n,m) |
l∑
s=2
sns ≤ nl − ω
}
and ∆cω = ∆ \∆ω,
(188)
and handle each part separately.
For (n,m) ∈ ∆cω a trivial bound of the expected size of
ΩΓ (n,m) is given by
EΓ [|ΩΓ (n,m)|] ≤
(
nl
ω
)
= O (nω) . (189)
This is nothing but simply counting the possible subgraphs
obtained by removing ω edges from Γ. For the same reason
the activity (177) is upper-bounded by∣∣K (n,m)∣∣ ≤ (1 + α1θr)n lr (1 + α2
2
(1 + 4l + l2)θ2
)ω
× (α2(1 + l)θ)n−ω
= O
((
α2 (1 + l) (1 + α1)
l
r θ
)n−ω)
. (190)
Indeed the activity of the total graph is upper-bounded by
K (Γ) = (1 + α1θ
r)
n lr (α2(1 + l)θ)
n. The worst case sce-
nario for the activity of subgraphs obtained by removing ω
edges from Γ is then bounded by (190). Therefore for every
θ < θ1 =
(
α2 (1 + l) (1 + α1)
l
r
)−1
and n large enough, there
exists a constant C1 > 0 depending on l and r such that∑
n,m∈∆cω
K (n,m)EΓ [|ΩΓ (n,m)|] ≤ eC1(n−ω) ln
(
θ
θ1
)
.
(191)
For (n,m) ∈ ∆ω , the probability that a graph g with
prescribed type (n(g),m(g)) belongs to ΩΓ(n,m) is upper-
bounded by McKay’s estimate
PΓ [g ∈ ΩΓ(n,m)] ≤
∏l
s=2
(
l!
(l−s)!
)ns∏r
t=2
(
r!
(r−t)!
)mt
(nl−ω)!
(nl−∑ls=2 sns−ω)!
.
(192)
By counting the number of graph g with prescribed degrees
(n(g),m(g)), we deduce
EΓ [|ΩΓ(n,m)|] ≤
(
n
n2, ..., nl
)(
n lr
m2, ...,mr
)
×
(∑l
s=2 sns
)
!∏l
s=2 s!
ns
∏r
t=2 t!
mt
PΓ [g ∈ ΩΓ(n,m)] .
(193)
Setting xs = nsn , yt =
r
l
mt
n , we perform an asymptotic anal-
ysis for n large of the bound (193). Therefore we transform
factorials using Stirling approximation valid for k > 0
e
1
12k+1 ≤ k!√
2pike−kkk
≤ e 112k . (194)
In order to simplify the terms in ω we also use the following
inequality valid for n > lω and 0 ≤ z ≤ 1− ωnl
(1− z) ln (1− z)− ω
nl
ln
ω
nl
≥
(
1− z − ω
nl
)
ln
(
1− z − ω
nl
)
.
(195)
This could be easily proven by considering a joint probability
distribution p(A = 0, B = 0) = 0, p(A = 0, B = 1) = z,
p(A = 1, B = 0) = ωnl , p(A = 1, B = 1) = 1 − z − ωnl and
applying the inequality
H (A) ≤ H (A,B) ,
where H is the Shannon entropy in nat.
Observe that
−
(
1− ω
nl
)
ln
(
1− ω
nl
)
≤ ω
nl
. (196)
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Using the relations (193), (194), (195) along with (196) gives
the following bound on the number of subgraphs of Γ
EΓ [|ΩΓ(n,m)|] ≤ Cl,rnωl +2 exp
(
nlf
(
x, y
))
, (197)
where Cl,r is a constant that depends only on l and r and
f
(
x, y
)
=
(
1−
l∑
s=2
s
l
xs
)
ln
(
1−
l∑
s=2
s
l
xs
)
+
(
l∑
s=2
s
l
xs
)
ln
(
l∑
s=2
s
l
xs
)
+
1
l
(
l∑
s=2
xs ln
(
l
s
))
+
1
r
(
r∑
t=2
yt ln
(
r
t
))
− 1
r
((
1−
r∑
t=2
yt
)
ln
(
1−
r∑
t=2
yt
)
+
r∑
t=2
yt ln yt
)
− 1
l
((
1−
l∑
s=2
xs
)
ln
(
1−
l∑
s=2
xs
)
+
l∑
s=2
xs lnxs
)
.
(198)
The bound on the activity (177) can also be put in a form
where the growth rate in n is explicit
K (n,m) = exp
(
nlkθ
(
x, y
))
, (199)
where
kθ
(
x, y
)
=
yr
r
ln (1 + α1θ
r) +
r−1∑
t=2
yt
r
ln
(
α1θ
r−t)
+
l−1∑
s=2,
even
xs
l
ln
(
1 +
α2
2
(
1 + 4s+ s2
)
θ2
)
+
l∑
s=3,
odd
xs
l
ln (α2 (1 + s) θ) . (200)
Define the ensemble
∆′ ≡
{(
x, y
) ∈ Rl−1+ × Rr−1+ | λ ≤ 1l
l∑
s=2
xs +
1
r
r∑
t=2
yt,
l∑
s=2
s
l
xs =
r∑
t=2
t
r
yt,
l∑
s=2
xs < 1,
r∑
t=2
yt < 1
}
. (201)
It is easy to verify that if (n,m) ∈ ∆ω then
(
x, y
) ∈ ∆′.
Combining (191), (197) and (199) gives finally∑
n,m∈∆ω
K (n,m)EΓ [|ΩΓ (n,m)|] ≤ C ′l,rn
ω
l +l+r exp (nlΛ) ,
(202)
where
Λ (θ) = max
(x,y)∈∆′
{
f
(
x, y
)
+ kθ
(
x, y
)}
. (203)
In (191) we estimate the sum over (n,m) ∈ ∆ω by the crude
bound |∆ω| ≤ nl−1
(
nl
r
)
r−1.
It remains now to prove that Λ (θ) is strictly negative for
θ small enough. In the subspace ∆0 ⊂ ∆′ defined by having
all coordinates xs for s odd and yt for t < r equal to zero,
the function kθ
(
x, y
)
can be made arbitrarily close to zero
as θ is small. Notice also that in the complementary subspace
∆′\∆0, the function kθ
(
x, y
)
can be made arbitrarily negative
for small θ due to the presence of the terms ln θ. It is therefore
sufficient to show that the restriction of f
(
x, y
)
to ∆0 is
strictly negative. Call zs = x2s and define the set
∆′0 ≡
z ∈ R l−12+ | lλ ≤
l−1
2∑
s=1
zs < 1
 . (204)
If z ∈ ∆′0 then
(
x, y
) ∈ ∆0, as we can express the variable
yr =
∑ l−1
2
s=1
2s
l zs with the second constraint in (201). The
restriction to ∆0 of f
(
x, y
)
can be recast into the form
lf
(
x, y
)
= f0 (z)−
(
1− l
r
)
h2
 1−12∑
s=1
2s
l
zs
 , (205)
where
f0 (z) = − (l − 1)h2
 l−12∑
s=1
2s
l
zs

+
 l−12∑
s=1
zs ln
(
l
2s
)
−
1− l−12∑
s=1
zs
 ln
1− l−12∑
s=1
zs
+ l−12∑
s=1
zs ln zs
 .
(206)
The function f0 takes its maximum in ∆′0 at z
∗ = 1
2l−1
(
l
2s
)
and f0 (z∗) = 0. Thus, since 2λ <
∑ l−1
2
s=1
2s
l zs < 1 − 1l , for(
x, y
) ∈ ∆0 we have
lf
(
x, y
)
< −
(
1− l
r
)
min
{
h2 (2λ) , h2
(
1
l
)}
< 0.
(207)
Therefore for θ small enough Λ (θ) < 0 and there exist for
large n a constant C2 > 0 depending on l and r such that∑
n,m∈∆ω
K (n,m)EΓ [|ΩΓ (n,m)|] ≤ e−nC2 . (208)
Combining Markov’s inequality (186) and inequalities (191),
(208) ends the proof.
Notice that the condition lr < 1 appears naturally in (207).
It is thus necessary that the graph Γ describes a code (i.e. with
positive rate).
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