Voxelwise classification is a popular and effective method for tissue quantification in brain magnetic resonance imaging (MRI) scans. However, there are often large differences over sets of MRI scans due to how they were acquired (i.e. field strength, vendor, protocol), that lead to variation in, among others, pixel intensities, tissue contrast, signal-to-noise ratio, resolution, slice thickness and magnetic field inhomogeneities. Classifiers trained on data from a specific scanner fail or under-perform when applied to data that was differently acquired. In order to address this lack of generalization, we propose a Siamese neural network (mrai-net) to learn a representation that minimizes the between-scanner variation, while maintaining the contrast between brain tissues necessary for brain tissue quantification. The proposed mrai-net was evaluated on both simulated and real MRI data. After learning the MR acquisition invariant representation, any supervised classifier can be applied. In this paper we showed that applying a linear classifier on the MRAI representation outperforms supervised convolutional neural network classifiers for tissue classification when little target training data is available.
Introduction
Very few of the many medical image analysis algorithms that were proposed in the literature are applicable in clinical practice. One of the reasons for this is the complexity of the medical image data, i.e. the vast amount of variation that is present in this data. A more specific example of this, is brain tissue segmentation in MRI scans. Many automatic methods have been proposed [1, 2, 3, 4, 5, 6, 7, 8] , but due to a lack of generalization, large scale use in clinical practice remains a challenge [9] . In order to test the capacity of algorithms to generalize to new data, a representative sample (dataset) is required.
This entails identifying all factors of variation in the data that would influence algorithm performance with respect to the medical image analysis task at hand. For brain tissue segmentation in MRI scans, we identify for example subject related variation (i.e. pathology, age, ethnicity, gender) and acquisition related variation (i.e. MR field strength, protocol settings, scanner vendor, artefacts).
Supervised voxel classification approaches have been shown to perform well on small data sets [10, 11, 12] . However, in order to ensure generalization, these algorithms should be trained and tested on a sufficiently large representative dataset that covers all possible types of variation. This is practically infeasible since training and testing require not only the MRI scans, but also the manual labels that are used as ground truth. This manual segmentation process is labor intensive and time consuming, and adds another layer of variation as a result of non-standardized manual segmentation protocols and inter-and intra-observer variability. To address this problem, we propose an alternative approach, by learning a representation of the data [13] that is invariant to disturbing types of variation, while preserving the variation relevant for the selected classification task, i.e. clinically relevant variation. By reducing undesired variation, this method has the potential to decrease the number of fully labeled samples required for generalization and enable broader use of voxel classification approaches. In contrast to previously proposed transfer classifiers (variations of SVM, AdaBoost) [14, 10] , the proposed learned representation can subsequently be used as input for any type of supervised classifier.
Learning such a representation can be achieved by marking certain factors of variation as desirable and others as undesired [15] . To this end, we exploit a particular type of neural network, referred to as a Siamese network, that is designed to predict similarity between inputs [16] . Our work was inspired by the work of Hadsell [17] on learning a lighting-invariant representation for airplane images in the NORB [18] dataset. In this paper we aim to provide a proof of principle for learning an MR-acquisition invariant (mrai-net) representation for MR brain tissue segmentation.
Magnetic Resonance Acquisition-Invariant Network (mrai-net)
Neural networks transform data into a representation based on minimizing a loss function. In supervised neural networks, labels are used to determine the loss (error between prediction and label). Many labels are required to learn a task. We aim to use as little labels as possible to learn a representation in which the variation over different methods of acquisition is minimal, without destroying the variation relevant to distinguish between brain tissues.
The proposed network works as follows. Suppose the same subject's scans are acquired in two different ways (A and B): different scanners, different protocols for the same scanner, different receiver coils on the same scanner, or different distances between the subjects and the receiver coils. A tissue patch, for example gray matter, is selected from both scans A and B. The aim is to teach the network that both these patches are gray matter regardless of their acquisition variation. Therefore, we use a loss function that expresses that in the MRAI representation, pairs of samples from the same tissue but from different scanners should be as similar as possible. However, that expression alone would cause all samples to be mapped to a single point and would destroy variation between tissues. To balance out the action of pulling pairs marked as similar together, it is necessary to push other pairs apart [17] . Since we want to maintain the relevant variation between tissues, we additionally express that in the MRAI representation, pairs from different tissues should retain their dissimilarity. The loss function is described in section 2.1. Section 2.2 describes how pairs of samples are labeled as similar or dissimilar. The Siamese neural network that is used to learn the MRAI representation is described in section 2.3. The network consists of two pipelines with shared weights and a Siamese loss layer that acts on the output layer of the two pipelines (MRAI representation).
Siamese loss
To find an optimal transformation from input patches to the new representation, we employ a loss function based on the distances between pairs. Pairwise distances are computed through an L 1 -norm; · 1 . The L 1 -norm is used, because larger values of p in L p -norms result in either problems in high-dimensional spaces or problems with the gradient during optimization (see Appendix C). The loss function for the similar pairs consists of the squared
2 , to express that large distances are less desirable. The loss function for the dissimilar pairs consists of a hinge loss, where the distance is subtracted from a margin parameter m and the negative values are set to 0:
. This expression indicates that pairs that lie close together will suffer a loss, while pairs that are pushed sufficiently far away from each other, i.e. past the margin, will not suffer a loss. We discuss the effect of the margin parameter in Appendix B. The similar and dissimilar loss functions are combined in a Siamese loss function [16, 17] :
Note that this loss is asymmetric, as it penalizes similar patches differently than dissimilar patches.
Labeling pairs as similar or dissimilar
As described above, assume that the same subject is scanned in two different scanners (A and B). Assume further that we have sufficient manual segmentations (labeled voxels) on scans from scanner A, to train a supervised classifier, but a very limited amount of labels from scanner B, for example 1 labeled voxel per tissue for 1 subject. The data from scanner A will be referred to as the source set, and the data from scanner B as the target set. Let K be the set of tissue labels. The set of patches extracted from Scanner A is denoted {(a tn } N n=1 , and the set from scanner B is denoted {b tm } M m=1 , with t specifying the sample's tissue. Given these two sets of patches, we form sets of similar and dissimilar pairs, with a similarity label y. The following pairs are labeled as similar (y = 1) and therefore will be pulled closer together:
• Source patches from the same tissue k ∈ K: {(a t=k , a t=k )},
• Source and target patches from the same tissue k ∈ K: {(a t=k , b t=k )},
• Target patches from the same tissue k ∈ K:
The subscript t = k selects all patches that belong to tissue k. The following pairs are labeled as dissimilar (y = 0) and therefore will be pushed apart:
• Source patches from different tissues k, l ∈ K: {(a t=k , a t=l )},
• Source and target patches from different tissues k, l ∈ K: {(a t=k , b t=l )},
• Target patches from different tissues k, l ∈ K: {(b t=k , b t=l )}. 
, where i iterates over the pairs. The number of pairs that can be generated is very large, even when only a small number of patches is available. In total, the number This proof of principle uses a 4-layer hybrid convolutional-dense network for the pipeline. However, the network architecture can be changed. Variations involve, for example, thinner or wider dense layers, less or more convolutions, and heavier or lighter pooling, but these produce relatively similar results. The most important aspect is the total number of parameters (weights): with an order of magnitude less parameters, the network's transformation will not be flexible enough and it will not be able to reduce scanner variation without introducing overlap between tissues. On the other hand, if the number of parameters is an order of magnitude larger, the network will find a transformation that is very specific to the given target subject and will not generalize to new target subjects (overfitting). shared weights, either one of the pipelines can be used to transform the input patches into the MRAI representation. Input patches from both the source and target scanner can be fed to the network, and any supervised classifier can subsequently be trained to distinguish tissues in the acquisition-invariant representation. Once the supervised classifier is trained, both the trained mrainet and the trained supervised classifier are used to segment a new image. This is done by feeding a new patch through the mrai-net and let the tissue classifier predict the label in the MR acquisition invariant space. In this way, the mrainet acts as a preprocessing step to ensure that acquisition-based variation does not affect the tissue classifier.
Network architecture

Training and applying mrai-net for adaptive segmentation
Evaluating mrai-net
Since the aim of the mrai-net is to preserve variation between tissues while reducing the MR acquisition related variation, two different measures of performance are used to evaluate mrai-net. MR acquisition invariance is measured with the proxy A-distance that measures the distance between the source and 
MR acquisition invariance measure
The H-divergence can be used as a measure of the discrepancy between the source and target scanner data sets [19, 20, 21] . This divergence relies on the ability of a classifier to distinguish between domains. If a classifier is not able to distinguish source from target, i.e. has a test error of 1/2, then invariance is achieved. Unfortunately, the original H-divergence is a measure between distributions and not samples. Since we only have samples, we use its proxy instead: the A-distance [20, 21] , as used in [22, 23] . The proxy A-distance, denoted by d A , is defined as follows:
where e represents the test error of a classifier trained to discriminate source samples x from target samples z. An error of 0, i.e. perfect separability, corresponds to an A-distance of 2 and an error 1/2, i.e. no separability (perfect invariance), corresponds to an A-distance of 0. We use a linear support vector machine (SVM) as domain classifier.
Measure of preserving tissue variation
The tissue classification error is used as a measure of tissue variation preservation. The aim is to learn a linearly separable representation with mrai-net, to aid the number of methods that can be used for classification. Therefore, we evaluate the tissue classification error of the samples in the acquisition-invariant representation with a logistic regressor. The classifier is 2 -regularized and crossvalidated for optimal regularization parameters. This classifier net, based on the mrai-net, is compared to two other supervised classifiers: 1) s+t classifier:
a convolutional-dense neural network (CNN) trained on samples from the source (4 subjects) and target data (1 subject), and 2) tgt classifier: a CNN trained on samples from the target data (1 subject). In order to ensure that differences in performance between s+t, net and tgt are not due to differences between classifiers, the mrai-net ( Figure 2 ) neural network architecture was used for the s+t and tgt classifiers as well.
Data
To be able to provide a proof of principle, we simulated different MR acquisitions from various anatomical models of the human brain [24, 25] , using an MRI simulator (SIMRI [26, 27, 25] ). The anatomical models consist of transverse slices of 20 normal brains and are publicly available through Brainweb 1 .
These models were used as input for the MRI simulator. For the experiments, we simulated two acquisition types: 1) Brainweb1.5T, a standard gradient-echo acquisition protocol for a 1.5 Tesla scanner (c.f. [28] ), and 2) Brainweb3T, a standard gradient-echo protocol for a 3.0 Tesla scanner (c.f. [29] ). Table 1 and Brainweb3T scan of the same subject. For all scans, we used a brain mask to strip the skull. In order to test the proposed method on real data, we use Figure 5c shows an example of an MRBrainS scan. Again, a brain mask is used to strip the skull.
Experiment 1: One training target sample per tissue
The first experiment with the simulated data tests the scenario described at the beginning of this section. Suppose a supervised classification algorithm trained on one scanner needs to be calibrated for a new scanner, would this be possible with three clicks (1 for each tissue type) using mrai-net? Therefore we manually selected 1 sample for each tissue in the target scan (1 subject) and used this data to learn the acquisition-invariant representation using mrainet. After which the three classifiers, net (linear classifier after mrai-net), s+t (supervised CNN trained on source patches and 3 target patches), and tgt (supervised CNN trained on 3 target patches) were applied to the target test data. For comparison, we repeated this experiment with randomly selected target patches. Table 2 lists the tissue classification errors of the three classifiers and the proxy A-distance between the source and target patches before (raw) and after (rep) applying mrai-net. Due to random extraction of the source patches from Brainweb1.5T (4 subjects), the experiments were repeated 10 times and the average is reported with the standard error of the mean between brackets. 
Discussion
In this paper, we proposed a method to learn an MR acquisition invariant (mrai) representation that preserves the variation between brain tissues for segmentation. Once the representation is learned using mrai-net, any classifier can be used to classify the brain tissues. The proposed method addresses the problem that the difference between scans acquired with two different MRI scanners or protocols can be so large that scans from one scanner are not representative of scans from another scanner. This difference does not affect assessment by human vision (e.g. radiologists can perform diagnostic work-up on both), but it does affect computer vision. To get insight into the difference between scans and to assess the performance of mrai-net to reduce this difference (achieve invariance), the proxy A-distance measure between source and target patches was used. The experiments (Figure 7) show that this is a good measure to determine the difference between source and target acquisition, and might be used to predict classifier performance of a source classifier. Note that this measure does not require any tissue labels, and can thus be used as a general measure of distance between scanners. It merely requires source patches to be labeled as source, and target patches to be labeled as target. When the proxy A-distance is low (Figure 7 (Figure 7) show that the mrai-net performance on real data follows the same pattern as its performance on simulated data, be it with a higher classification error due to additional factors of variation.
A limitation of the proposed method is that learning an MRAI representation with mrai-net, will not necessarily work well on data sets with poor contrast between tissues. In that case, the network will both push and pull points in the overlap. Since these actions will mostly cancel each other out, the network will not be able to reduce acquisition-variation without sacrificing tissue variation, and vice versa.
Another limitation is that the proposed mrai-net requires at least 1 sample per tissue from the target scanner. This is not an unreasonable request, as it is not hard to find at least 1 patch per tissue (Section 3.4) in only one sub-ject scanned with the target scanner. However, it may be possible to perform the similar/dissimilar labeling based on assumptions instead. For instance, if one assumes that the registration between two scans is accurate and that the subject-variation is not too large, then one could assume that target patches at certain locations are the same tissue as the source patches at these locations.
Hence, those voxels could be used for the similarity-labeling process.
The proposed representation learning method could be used to reduce any type of variation, by adjusting the way that the similar and dissimilar pairs are defined. For example, registration, which can be viewed as variation in position, might be approached in a similar manner [30] . Key is to identify the forms of variation, determine which variation should be preserved and which should be reduced, and to find a way to label them as similar or dissimilar accordingly.
Conclusion
In this paper we addressed one of the major challenges of supervised voxel classification, i.e. generalization to data that is not representative of the training data. We provided a proof of principle for learning an MR acquisition invariant representation that reduces the variation between MRI scans acquired with different scanners or acquisition protocols, while preserving the variation between brain tissues. We showed that the proposed mrai-net is able to learn an MR acquisition invariant representation (low proxy A-distance), and outperform supervised convolution neural networks trained on patches from the source or target scanners for tissue classification, when little target training patches are available. By reducing the acquisition related variation using mrainet, the ground truth labels from the source data can be reused for the target data, since the source and target data are mapped to the same representation achieving generalization. 
Appendix B Balance between similar and dissimilar
The margin parameter m in the dissimilar loss function,
, is important as it balances the actions of pushing and pulling between pairs. For small values, dis will be much smaller than sim and the network will focus on pulling pairs together. For large values, dis will always be much larger than sim and network will focus on pushing pairs apart. Figure 11 what happens when a large margin parameter is used: it focuses almost entirely on separating red versus blue and is not making the data sets more similar. . Additionally, the optimal value for the margin parameter is affected by the number of similar versus dissimilar pairs. If there are twice as many similar pairs, then their loss will be twice as large as well and the network will focus more on pulling pairs together. Overall, the more similar pairs there are, the larger the margin parameter will need to be.
Appendix C Practical considerations
Our method is implemented in a combination of Tensorflow 4 and Keras 5 [43, 44] . All experiments in this paper are performed with the default back-propagation algorithm ("rmsprop"), which normalizes the gradient update with a running average of itself [45] . Its default parameters are: a learning rate of 0.001, a ρ of 0.9, an of 1e-08, and a weight decay factor of 0.0 (see [45] for more details on optimizer parameters). "rmsprop" is based on stochastic gradient descent, which splits the dataset into batches and updates the networks parameters after processing each batch. An epoch is the number of times the optimization procedure splits the training set into batches. The number of epochs can not be too large. Otherwise, the network starts to overfit to the specific target subject from which the target patches originated. This behavior could be combated by including patches from other subjects in the target scanner. Alternatively, "early stopping" techniques could be used that maintain a held-out validation set of pairs of samples and check when the validation loss starts to increase.
It is important that the batches are well-mixed with respect to the 6 types of pairs outlined in Section 2.2. If this is not the case, such as when one batch mostly consists of similar gray-matter patches and another batch consists mostly of dissimilar gray-matter / white-matter patches, then the network tends to push and pull in the same direction. These actions cancel each other out. The overall effect of having too many uniform batches is that the optimization procedure is slowed down.
During training, we apply an l 2 -regularization of 0.001 to every layer with weights. Regularization punishes the size of the weights, which prevents model over-complexity. In our experiments, the regularization parameter could be increased/decreased by two orders of magnitude with little effect on the networks performance. It is however always necessary to include some regularization as there is not only the danger of overfitting to training data but also the danger to overfitting to the specific target subject used during training.
In Section 2.1 we specified the Siamese loss as the networks objective function. The input of this loss consists of a pairwise distance, for which we chose an L 1 -norm. There are 2 reasons for this: the first is that L p -norms with larger values for p concentrate densely in high-dimensional spaces [46] . Concentration means that the differences between pairwise distances of a set of points become smaller as the number of dimensions increases. This is a problem because the actions of pulling and pushing will not sufficiently decrease the distance between similar pairs or sufficiently increase the distance between dissimilar pairs. The second reason is that the gradient of the L 1 -norm is constant, while the gradient of an L p -norms with p > 1 are functions of the distance [47] . Gradients of norms with large p's become smaller as the distance between pairs becomes smaller, which means the incentive for the network to pull pairs closer decreases.
A constant gradient ensures that there will also be a constant incentive to pull similar pairs closer together. Considering that we want our representation to be truly invariant, we want the network to continue to pull similar pairs together until they are as close as possible.
