This paper analyzes the performance of two parallel algorithms for solving the linear-quadratic optimal control problem arising in discrete-time periodic linear systems. The algorithms perform a sequence of orthogonal reordering transformations on formal matrix products associated with the periodic linear system, and then employs the so-called matrix disk function to solve the resulting discrete-time periodic algebraic Riccati equations needed to determine the optimal periodic feedback. We parallelize these solvers using two different approaches, based on a coarse-grain and a medium-grain distribution of the computational load.
Under certain assumptions [10, 11] , the unique optimal periodic feedback is given by see [11] for details. In case Ô ½, the DPRE reduces to the well-known discrete-time algebraic Riccati equation (DARE) [29] .
Periodic linear systems naturally arise when performing multirate sampling of continuous linear systems [18] . Large state-space dimension Ò and/or large period appear, e.g., in the helicopter ground resonance damping problem and the satellite attitude control problem; see, e.g., [9, 22, 26, 37] . The analysis and design of these class of systems has received considerable attention in recent years (see, e.g., [10, 11, 13, 26, 33, 32, 36, 37] ).
The need for parallel computing in this area can be seen from the fact that (2) In this paper we analyze the parallelization of two DPRE solvers, introduced in [5, 6] , following two different approaches. First, we present a coarse-grain approach which only requires efficient point-to-point communication routines and a few high-performance numerical serial kernels for well-known linear algebra computations. A version of this coarse-grain algorithm with computational cost of Ç´Ô ¾ Ò ¿ µ flops was reported in [7, 8] .
Here we extend the theoretical analysis of the parallel properties of the algorithm and include a second variant, suggested in [6] , with computational cost of Ç´Ô ÐÓ ¾´Ô µÒ ¿ µ.
Second, we investigate a medium-grain parallel approach, based on the use of parallel linear algebra libraries; in particular, we employ ScaLAPACK [12] to obtain scalable and portable implementations of the solvers. This approach is applied to both algorithms mentioned above.
The paper is structured as follows. In section 2 we briefly review three numerical DPRE solvers based on a reordering of a product of matrices associated with (2) . Coarse-grain and medium-grain parallelizations of the solvers are described and analyzed in sections 3 and 4, respectively. In section 5 we report the performance of the algorithms on a Beowulf cluster of Intel ÌÅ Pentium-II processors. This class of parallel distributed computer systems presents a better price/performance ratio than traditional parallel supercomputers and has recently become a cost-effective, widely-spread approach for solving large applications [15] . Finally, some concluding remarks are given in section 6.
SOLVING DISCRETE-TIME PERIODIC RICCATI EQUATIONS
In order to solve the LQ optimal control problem for discrete-time perioidc systems, we need to solve the DPRE (2). Here we consider the ¾Ò¢¾Ò periodic matrix pairs associated with this DPRE,
where Á Ò denotes the identity matrix of order Ò. In case all the are non-singular, the solution matrices of the DPRE in (2) are given via the invariant subspaces of the periodic matrices [23] 
corresponding to the eigenvalues inside the unit disk. Under mild control-theoretic assumptions, the ¥ have exactly Ò of these eigenvalues. If the columns of
Í Î ¾ Ê Ò¢Ò , span this invariant subspace, and the Í are invertible, then Î Í ½ . Note that these relations still hold in a generalized sense if any of the are singular [6, 11, 23, 35] . and all algorithms presented here can still be applied in that case.
The periodic QZ algorithm is a numerically sound DPRE solver which relies on an extension of the generalized Schur vector method [13, 23] . This is a QR-like algorithm with a computational cost of Ç´ÔÒ ¿ µ flops (it has to deal with Ô eigenproblems). Several experimental studies report the difficulties in parallelizing this type of algorithms on parallel distributed systems (see, e.g., [24] ). The algorithms present a fine granularity which introduces performance losses due to communication start-up overhead. Besides, traditional data layouts (column/row block scattered) lead to an unbalanced distribution of the computational load. These drawbacks can partially be solved by using a block Hankel distribution to improve load balancing [24] and multishift techniques to increase the granularity [25, 14] . Nevertheless, the parallelism and scalability of these algorithms are still far from those of traditional matrix factorizations [12] .
In this paper we follow a different approach described in [5, 6] for solving DPREs without explicitly forming the matrix products in (3). The approach relies on the following lemma. Lemma 1. Consider ¾ Ê Õ¢Õ , with invertible, and let
The application of this lemma to a Õ ¢ Õ matrix pair requires ¼Õ ¿ ¿ flops and storage for Õ ¾ real numbers [6] . Hereafter, we denote by ×Û Ô and ×ØÓÖ the computational and storage costs, respectively, of applying the above swapping procedure to a matrix pair of size Õ ¾Ò.
We next describe three different algorithms, based on the swapping lemma, for solving DPREs [5, 6] .
Reordering a matrix product
The basic idea in this first algorithm is to apply the swapping procedure to reorder the matrix products in ¥ in order to obtain ¥
without computing any explicit inverse. We describe the procedure by means of an example of period Ô
. First, apply the swapping procedure to´Ä ½ Å ¼ µ, to obtain a reordered matrix pair´Ä´½
Here, we borrow the colon notation from [6] , is then obtained from the associated matrix pair´ Ä Å µ, using any method that computes the deflating subspace corresponding to the generalized eigenvalues inside the unit disk [28, 30, 31] .
In case all , [6] . The cost of solving the DPRE depends on the method employed to compute the corresponding deflating subspace and will be given in section 2.4.
The previous algorithm requires all to be non-singular. Furthermore, a single moderately ill-conditioned matrix may affect negatively the accuracy of the computed solutions. This algorithm is not considered any further.
Reordering Ô matrix products
Next we describe an algorithm that deals with the case of singular matrices, at the expense of increasing the computational cost of the algorithm in the previous subsection by a factor of Ô. We illustrate the idea in this algorithm by means of an example of period Ô . Consider the matrices
and apply the swapping procedure to the matrix pairs´Ä ¿ Å ¾ µ,´Ä ¾ Å ½ µ,´Ä ½ Å ¼ µ, and
Repeating the swapping procedure with the matrix pairs´Ä´½
provides the required reordering in (5).
The algorithm can be stated as follows [5] . In the algorithm we denote by´ µ ×Û Ô´ µ the application of the swapping lemma to the matrix pair´ µ, where and are overwritten by É ¾¾ and É ¾½ , respectively, using the notation of Lemma 1.
The algorithm is only composed of QR factorizations and matrix products [20] . The computational cost of the reordering procedure is Ô´Ô ½µ ÓÑÔ flops and Ô´¾Ò ¾ · ×ØÓÖ µ for workspace [6] .
Reducing the computational cost
In this subsection we describe an algorithm which reduces the computational cost of the previous algorithm to Ç´Ô ÐÓ ¾´Ô µÒ ¿ µ flops, while maintaning a similar numerical behavior.
We use an example of period Ô to describe the algorithm. Consider the matrices
and apply the swapping procedure to reorder the matrix products
respectively. Note that these matrix products appear twice in ¥ ¼ ¥ ¿ . Thus, we obtain reordered matrix products
Now, we only need to apply the swapping procedure again, to reorder the matrix products
and thus obtain the required reordered matrix products in (5).
The algorithm can be stated as follows. For simplicity, we present the algorithm for Ô equal to a power of 2.
The computational cost of the reordering procedure in this case is Ô ÐÓ ¾´Ô µ ÓÑÔ flops and ¾Ô´¾Ò ¾ · ×ØÓÖ µ for workspace [6] .
Computing
At the final stage of the three reordering algorithms described above, it is necessary to solve the DPRE (2). As outlined in section 2, these solutions can be obtained from certain invariant subspaces of the formal matrix products ¥ . As these subspaces are exactly the deflating subspaces of the matrix pairs´ Ä Å µ, the are computed from the right deflating subspace of´ Ä Å µ corresponding to the eigenvalues inside the unit disk.
Here we propose to compute the using the so-called matrix disk function [5] . This matrix function can be computed using an inverse-free iteration, composed of QR factorizations and matrix products, which employs the rationale behind the swapping lemma.
The inverse-free iteration for the matrix disk function was introduced in [27] and made truly inverse-free in [4] . The iterative procedure can be stated as follows.
In the algorithm, is a user-defined tolerance threshold for the stopping criterion. The disk function of the matrix pair´Ä Åµ is defined from the matrix pair at convergence, denoted by´Ä ½ Å ½ µ, as disk´Ä Åµ ´Ä ½ · Å ½ µ ½ Å ½ [5] . Note that the QR factorization computed at each iteration of the algorithm is exactly the same used as in the swapping lemma. 
COARSE-GRAIN PARALLEL ALGORITHMS
Our coarse-grain parallel algorithms employ a logical linear array of Ô processes, È ¼ , È ½ ,. . . , È Ô ½ , where Ô is the period of the system. These parallel algorithms require efficient point-to-point communication routines, high-performance numerical serial kernels for the matrix product and the QR factorization, like those available in BLAS [16] and LAPACK [2] , and a serial subspace extraction method based in our case on the matrix disk function [5] .
Consider first the parallelization of Algorithm 2. (5), is stored in process È , and the solution of the corresponding DPRE can be obtained locally. (Using a number of processors larger than Ô does not produce any benefit in this algorithm.)
In the ideal distribution a group of ´Ô Ö ½µ Ò Ô · ½ consecutive processes are mapped onto processor È Ö , Ö ¼ Ò Ô ½. As the communication pattern only involves neighbour processes, this mapping only requires the communication of Ò Ô matrix pairs between neighbour processors at each iteration of loop Ø. The remaining Ô Ò Ô transferences are actually performed inside a processor, and can be implemented as local memory matrix copies.
To derive a theoretical model for our parallel algorithm we use a simplified variant of the "logGp" model [1] , where the time required to transfer a message of length Ð between two processors is given by «·¬Ð. (Basically, the latency and overhead parameters of the logGp model are combined into «, while no distinction is made between the bandwidth, ¬ ½ , for short and long messages.) We also define as the time required to perform a flop. Finally, for simplicity, we do not distinguish between the cost of sending a square matrix of size Ò and that of performing a matrix copy between two processes in the same processor. We use « · ¬Ò ¾ in both cases, though we recognize that the matrix copy can be much faster. An upper bound for the parallel execution time of the previous algorithm is given by This model will surely deviate from the experimental results obtained in section 5. We point out two reasons for this behavior. First, in general « and ¬ depend on the message length. Second, the computational cost of a flop depends on the problem size and the type of operation; e.g., the so-called Level 3 BLAS operations (basically, matrix products) exploit the hierarchical structure of the memory to achieve a lower .
Let us consider now the parallelization of Algorithm 2.2. For simplicity, again we only present the algorithm for a period Ô ¾ for some positive integer . The analysis on the execution time of this parallel algorithm, the overlapping between communication and computation, and the maximum speed-up attainable follow closely those of Algorithm 4.1.
In the parallel coarse grain algorithms each is computed on a single processor, so only a serial implementation of Algorithm 3.3 is required.
MEDIUM-GRAIN PARALLEL ALGORITHMS
The coarse-grain algorithms lose part of their efficiency when the parallel architecture consists of a number of processors Ò Ô larger than the period Ô of the system. Specifically, in such a case, there are Ò Ô Ô idle processors, and the maximum speed-up attainable using Ò Ô processors is limited by Ô.
To overcome this drawback we propose to use a different parallelization scheme, with a finer grain, where all the processors of the system cooperate to compute each of the matrix operations in the algorithm. Another advantadge of the medium-grain approach in case Ô Ò Ô is that the distribution of each matrix among several processors may allow the solution of larger problems (in Ò) than the coarse-grain approach.
The development of medium-grain parallel algorithms, which work "at the matrix level", is supported by parallel matrix algebra libraries like ScaLAPACK [12] and PLAPACK [34] . Both public libraries rely on the message-passing paradigm and provide parallel routines for basic matrix computations (e.g., matrix-vector product, matrix-matrix products, matrix norms), and solving linear systems, eigenproblems and singular value problems. ScaLA-PACK closely mimics the functionality of the popular LAPACK [2] , and is used as a black box. PLAPACK basically offers parallel routines for the BLAS [16] and provides the user with an environment for easy development of new, user-tailored codes.
In this paper we propose to use the kernels in ScaLAPACK. This library employs BLAS and LAPACK for serial computations, PB-BLAS (parallel block BLAS) for parallel basic matrix algebra computations, and BLACS (basic linear algebra communication subprograms) for communication. The efficiency of the ScaLAPACK kernels depends on the efficiency of the underlying computational BLAS/PB-BLAS routines and the communication BLACS library. BLACS can be used on any machine that supports either PVM [19] or MPI [21] , thus providing a highly portable environment.
In ScaLAPACK, the user is responsible for distributing the data among the processes. Access to data stored in a different process must be explicitly requested and provided via message-passing. The implementation of ScaLAPACK employs a block-cyclic distribution scheme [12] . The data matrices are mapped onto a logical Ô Ö ¢ Ô grid of processes. Each process owns a collection of blocks of dimension Ñ ¢ Ò , which are locally and contiguously stored in a two-dimensional array in "column-major" order.
For scalability purposes, we map each process onto a different physical processor (i.e., Ò Ô Ô Ö ¢ Ô ), and we use a 2-dimensional block-scattered layout for all our matrices.
We employ square blocks of size Ò for the layout, with Ò experimentally determined to optimize performance. The parallelization of a numerical algorithm using this library consists of distributing the matrices, and identifying and calling the appropriate parallel routines.
The reordering algorithms for the DPRE perform the following matrix operations based on Lemma 1: QR factorization, forming É ½¾ and É ¾¾ (these matrices can be computed by applying from the right the transformations computed in the QR factorization to a matrix of the form ¼ Ò Á Ò ℄), and matrix product. ScaLAPACK provides routines È ÉÊ , È ÇÊÅÉÊ, and È ÅÅ for these purposes.
The computation of requires basically the same matrix operations plus the solution of a consistent overdetermined LLS problem at the final stage. This problem can be solved by performing the QR factorization of the coefficient matrix, applying these transformations to the right-hand side matrix, Ä Ì ½½ Ä Ì ¾½ ℄ Ì , and solving a triangular linear system. The two first steps can be performed using routines È ÉÊ , È ÇÊÅÉÊ, while the last step is done using È ÌÊËÅ. Table 1 reports the number of subroutine calls required by the reordering procedure in the DPRE solvers (swapping stage in Algorithms 2.1 and 2.2) and solving the DPRE from the reordered matrix pair (Algorithm 3.1). In the table, " Ø Ö" stands for the number of iterations necessary for convergence in the inverse-free iteration for the matrix disk function. 
In general, predicting execution time is a complex task due to the large number of factors that have an influence on the final results (system software such as compilers, libraries, operating system; layout block size, processor grid size, actual implementation of collective communication routines, etc.). This is also true for ScaLAPACK, where proposed models for the execution time of the routines are oversimplistic and neglect many of these factors; see, e.g., [3, 17] . We therefore do not pursue this goal any further. In our coarse-grain parallel algorithms we employed basic Ë Ò and Ê Ú communication routines in an implementation of MPI, specially tuned for the Myrinet, which makes direct use of the GM API. This is a native application programming interface by Myricom ÌÅ for communication over Myrinet which avoids the overhead of using MPI on top of the TCP/IP protocol stack.
EXPERIMENTAL RESULTS
Our medium-grain parallel algorithms are implemented using ScaLAPACK. The communications in this case are performed using BLACS on top of MPI/GM API. Table 2 reports the communication performance of these libraries measured using a simple ping-pong test, both for short (20 KB) and long (500 KB) messages.
Performance of the coarse-grain parallel reordering
In these algorithms we are interested in finding the threshold from where the communications will be overlapped with the computations. For this purpose, we use data in table 2 and ns. to determine the theoretical threshold at Ò .
In practice, the resolution of the timer that we used did not allow to obtain accurate measurements for Ò ¿¼. For Ò ¿¼ and period Ô, the coarse-grain parallel algorithms using Ò Ô processors, Ò Ô Ô, obtained a perfect speed-up. As expected, for Ô Ò Ô , the speed-up of the algorithm in practice is Ô Ô ÒÔ . The scalability of the algorithm as Ô is increased with the number of processors (Ô Ò Ô and Ò are fixed) is perfect. However, the algorithm is not scalable as Ò is increased with the number of processors (Ò ¾ Ò Ô and Ô are ½ see ØØÔ »»ÛÛÛºÑÝÖ ºÓÑ for a detailed description. fixed). The matrix becomes too large to be stored in the memory of a single processor. For more performance results, see [7] .
Performance of the medium-grain parallel reordering
We now evaluate the parallelism and scalability of our medium-grain parallel reordering algorithms. There is only a minor decrease in performance and the parallel algorithms can be considered scalable in Ò. The algorithm however is not scalable with Ô: As Ô is increased while´¾Òµ ¾ Ô Ò Ô is kept fixed, the matrix size per processor is reduced and the performance of the computational matrix kernels will become lower. Table 3 reports the speed-up of the medium grain reordering algorithms for Ô and Ò ¾.
Performance of the DPRE solver
Once the reordering procedure provides the corresponding matrix pair, we only need to use our subspace extraction method, based on matrix disk function, to obtain the solution of the DPRE.
We have already noted that the coarse-grain parallel DPRE solvers only requires a serial implementation of the matrix disk function. In case Ô Ò Ô , the algorithm will achieve a theoretical and experimental speed-up of Ô Ô ÒÔ . (There is no overhead due to syncronization or communication as the 's can be computed independently). Otherwise, the attained speed-up will be Ô. In the medium-grain parallel solvers all the processors in the system participate in the computation of each . Figure 3 reports the execution time of the DPRE solver for a matrix pair of size Õ ¾Ò ¼¼, using Ò Ô , , ½¾ and ½ processors. The execution time on 1 processor is that of a serial implementation of the algorithm. Ten inverse-free iterations were required in all cases for convergence. The figure also reports the scalability of the solver. In this case we set Ò Ô Ò Ô =1000 and evaluate the Mflop ratio (millions of flops per second) per node achieved by the algorithm using a square-like mesh of processors (Ò Ô ¾ ¢ ¾, ¿ ¢ ¿, ¢ , ¢ , and ¢ ). Table 3 reports the speed-up of the DPRE solver for a problem of size Õ ¾Ò ¼¼ (see column labeled as Algorithm 3.1).
A comparison between the DPRE solver employed by the coarse-grain and the mediumgrain solvers is straight-forward. The coarse-grain solver (serial) will achieve a better performance as long as Ô Ò Ô , as overhead due to communications does not increase. In case Ô Ò Ô we would just need to compare the experimental execution time of the medium-grain DPRE solver with that of the serial solver for Ô ½. 6. CONCLUDING REMARKS We have investigated the performance of two parallel algorithms for linear-quadratic optimal control of discrete-time periodic systems. Two different approaches are used to parallelize these solvers. A coarse-grain parallel approach is better suited for problems of period larger than the number of available processors, and moderate dimension of the matrices. The medium-grain parallel solver obtains better results for problems with largescale matrices. The period does not play an essential role in this case.
The experimental results report the high performance and scalability of the parallel algorithms on a Beowulf cluster.
