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SUMMARY
As the exploration of materials trends further towards the atomic scale, understanding
the dynamic processes that occur at such domains becomes increasingly important. These
processes include the nucleation of voids, the coarsening of grains, as well as the growth
and melting of surfaces and particles. As these processes are all governed by individual
atomic-level interactions, any strategy that aims to probe these regimes, be it experimental
or computational, must be capable of accurately capturing the evolution of atomic-level
processes. Over the past century, computational techniques have been instrumental in the
study of materials at these time and length scales, and have been widely used to explain a
multitude of atomistic processes. However, even with the successes of modern computa-
tional methods, they are hindered by either the computational cost associated with a partic-
ular method (quantum mechanics), limiting the time and lengths scales that can be studied,
or by a given model’s accuracy (semi-empirical), restricting the types of phenomena that
can be simulated.
In this thesis, data-driven (machine learning (ML)) methods are utilized to bridge the
gap between these two limitations, by combining the accuracy of quantum mechanics with
the efficiency of semi-empirical methods. In this thesis, ML models for potential energy,
atomic forces, and the total stress tensor are independently constructed for each materials
system using generated density functional theory data as their reference. Atomic/nano-
scale phenomena, for three elemental systems (Al, Pt, and Li), such as the diffusion of
defects on surfaces and within bulk environments, the temperature dependence of lattice,
mechanical, the growth of surfaces and grains in large-scale systems containing hundreds-
of-thousands of atoms, and the structural properties of liquids and complex defect environ-
ments are predicted, using atomistic simulations, to show the breadth of the capabilities of
the ML models in bridging the gap between the quantum world and the observable one.
The work presented in this thesis highlights the ability of machine learning methods to
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accurately simulate both small and large-scale phenomena, connecting simulations with




1.1 From atoms to materials
Since the dawn of civilization, or perhaps even before, mankind has observed the universe
and asked the question “Why?”. This question obviously takes on many forms: Why does
the sun rise and set? Why do some objects float on water, and other sink? Why do offspring
grow to look like their parents? Over the last several thousand years, we as a species have
found answers to questions that our forefathers could only have dreamed of understanding.
But as we’ve learned over time, the universe does not offer its secrets willingly. Every
fact, every observation, every new piece of knowledge that has ever been added to human-
ity’s wealth of information has come by meticulously building upon previous knowledge,
regardless of its complexity, or simplicity. To quote Sir Issac Newton’s popularized latin
expression, “If I have seen further it is by standing on the shoulders of giants”. The work
presented in this thesis is no exception, with the discoveries and creations of hundreds of
scientists and engineers serving as the foundation to my work. While the work presented
in this thesis aims to answer questions about the study of materials at the atomic level, per-
haps this work will seem no more fundamental to a scientist a thousands years from now,
as the question about the sun rising seems to me today.
For many millennia, humanity has used materials in every aspect of life: tools to grow
and harvest food, weapons to defend or conquer, and engines to travel within, and outside
of, our planet. However, with ever-increasing complexity in the challenges we face, comes
the need for more complex materials to solve those challenges [1, 2, 3, 4, 5, 6]. Therefore,
one can often no longer rely on simply observing macroscopic behavior to solve these
problems, but is required to probe increasingly smaller time and length scales to construct
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better materials [7, 8, 9, 10, 11, 12, 13, 14, 15].
As the investigation of materials trends further towards the atomic scale, understanding
how these materials change over time at these domains becomes crucial. Many dynamic
processes such as the nucleation of voids, coarsening of grains, growth and/or melting of
surfaces, and the transformation from one to phase to another, are all governed by indi-
vidual atoms interacting with one-another [16, 17, 18]. However, accurately capturing the
intricate nature of these interactions is often a daunting challenge, owing to the complexity
of the interactions themselves, as well as the time and length scales required to observe
them [19]. Therefore, any strategy that aims to probe the atomic regime, be it experimen-
tal or computational, must be capable of accurately capturing the evolution of individual
atomic processes. But a further question remains: how does one connect these atomic-level
processes with the observations of macro-scale phenomena, as there is often a disparity of
many orders of magnitude in both time and size between the macro and micro world [20,
21, 22].
To illustrate this connection I will discuss how individual atomic-level adatom diffu-
sion profiles can be used to understand how surfaces grow. One can imagine that a single
adatom, on an arbitrary surface of a material, can take many paths to diffuse between some
point A and another point B [23]. The number of pathways the adatom can take will not
only depend on the physical structure of the surface (is it a clean surface, or are there other
defects present), but also conditions such as the temperature of the system, external pres-
sure, presence of external field, etc. Even if one can discover a subset of all the unique
physical paths the adatom can take, the question of how likely is each to occur arises. Now
one must know both the physical pathway as well as the kinetics of the reaction. But how
does temperature and disorder affect each profile? Even if one could probe the surface ex-
perimentally and observe such length-scales, capturing the various diffusion processes in
action is nearly impossible due to the time-scales in which they occur [24, 25, 26, 27, 28].
However, if one could observe each mechanism in real-time, a picture would form where
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one could predict exactly where atoms will travel, eventually resulting in the growth of the
surface. Therefore, one needs tools to probe these domains, and connect what transpires
there with what we observe as the end result.
1.2 Role of computational methods
Over the past century, computational methodologies have become instrumental in studying
materials at these time and length scales, and have been widely used to explain a multitude
of atomistic processes [29, 30, 31, 32, 33]. Historically, the vast majority of computational
studies have employed quantum mechanics (QM), via direct and indirect methods [34, 35,
36, 37]. Such tools are generally referred to as ab initio or first principles methods. While
QM by itself is too cumbersome to study materials directly, advances in the mid 1960s
brought QM to the forefront of computational studies through a theory called density func-
tional theory (DFT) [38, 39]. At its heart, DFT transforms the many-electron Schrodinger
equation to the single-electron Kohn-Sham equation. Such a transformation provided the
community with a practical capability to reliably calculate the energy of a configuration of
atoms. Even then, it would take until the mid 1990s for DFT to become a common, and
accepted, tool in the physical science and engineering communities [40, 41, 42, 43, 44].
Today, DFT has proven to be one of the most useful tools for the study of atomistic phe-
nomena, owing to its unparalleled accuracy and transferability to practically any chemical
system.
However, while reliably predicting the energy of a configuration of atoms is an impor-
tant piece of the puzzle, it is not enough to connect the atomic world with the observable
one. To this end, two computational frameworks, independent of DFT, had to be intro-
duced. These paradigms can be qualitatively described as: (1) the ability to minimize the
energy of a configuration of atoms to discover a lowest-energy structure [45, 46, 47, 48, 49,
50, 51, 52], and (2) the ability to study the dynamic evolution of materials by allowing them
to exchange properties such as energy, temperature, and pressure with an external system
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[53, 54, 55, 56, 57, 58]. Finally, to connect the output of these frameworks, one must also
rely on statistical mechanics to map the microscopic world with the macroscopic one [59,
60, 61]. The combination of these mathematical frameworks with DFT provides access to
observable properties such as temperature, pressure, energy, elastic constants, mechanical
properties, heat capacity, etc [62, 63]. It is this combination that has allowed scientists and
engineers to probe the atomic world in search of answers to fundamental questions about
materials.
However, while the success of this combination cannot be understated, it suffers from a
serious drawback [64, 65, 66]. QM methods, while able to provide access to properties at
an extremely high level of fidelity, are computationally cumbersome, and severely restrict
both the time and length scales that can be studied. For instance, the explicit dynamical
evolution of a single point defect in a bulk elemental metal, with timescales larger than
a few picoseconds, and length scales beyond a few angstrom, is still a daunting task for
QM methods. More complex phenomena such as grain coarsening, melting, and surface
growth are simply not possible to study. Therefore, QM methods, such as DFT, cannot be
practically utilized to explain important portions of the atomistic world..
In an attempt to fill the void left by QM/DFT, researchers have developed a plethora of
clever schemes to accelerate/approximate behavior of materials at the atomic-level. These
methods can be grouped into two broad classes: (1) methods that aim to reduce the cost of
calculating the energy and forces on a configuration of atoms, and (2) methods that coarsen
simulations, either by redefining time or by eliminating degrees of freedom in the system.
The first class of methods include schemes such as cluster expansion [67, 68, 69, 70],
tight-binding DFT [71, 72], classical/semi-empirical force fields [73, 74, 75, 76], reactive
force fields [77], and the machine learning (ML) models constructed in this thesis. The
second class of methodologies includes schemes such as Monte Carlo methods [78], meta-
dynamics [79, 80, 81], accelerated molecular dynamics [82, 83], hyper-dynamics [84], and
coarse-grained molecular dynamics [85, 86, 87].
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However, even with these advances, the end result is still not satisfactory. While the
first class has opened the door to the atomistic study of materials at length and time scales
far beyond that of DFT, they have come at the cost of accuracy and transferability [88,
89]. Models are parameterized for specific problems, and generally fail when encountering
enironments that they were not fit to. The second class has allowed for the study of even
larger systems, over longer time-scales, such as the folding of proteins [90, 91, 92], but
requires a priori knowledge about the critical features encountered during the evolution of
a system; a task that is generally difficult or impossible [93]. Therefore, current atomistic
simulations are still hindered by the many deficiencies of the methodologies discussed so
far.
1.3 Machine learning as a bridge between computations and experiments
The challenges and deficiencies discussed in the previous section have prompted a new
way of thinking, in which the immense amount of data being generated is used to augment
and/or create models [94, 95]. Such methods have been employed by many fields over the
last half-century to aid in a variety of aspects in our daily life such as recommendation
and search engines [96, 97, 98], image recognition [99, 100, 101], and self-driving cars
[102, 103, 104]. However, the use of data-driven methods within the physical science
communities took until the mid 2000s to gain ground [105, 106]. The following decade
saw the creation of a multitude of models, all aimed at exploring the capabilities of such
models, and their usefulness at solving the community’s list of long-standing problems
[107, 108, 109].
Such methods have generally be employed to aid in one of two ways: (1) to comb
through and discover hidden relationships and/or rules among the data, and (2) build pre-
dictive models by using the data to learn mappings between and input and an output. ML
methods have indeed made significant progress within these two categories in the materi-
als science community [105, 110, 111, 112, 113, 114]. Determination of phase diagrams
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[115, 116], construction of force fields and potential energy surfaces [117, 118, 119], ac-
celeration of structure search algorithms [120, 121], determination of hidden relationships
between complex sets of data [122, 123, 124], are all examples of ML’s success within this
domain. Of particular importance to the work presented in this thesis is the progress made
in the realm of force field/potential energy surface construction to aid in the study of the
dynamic evolution of atomistic pheoneoma.
Many such ML schemes have been developed recently, as seen in Table 1.1. Neural
Network Potentials[125, 126, 127] (NNP), High-Dimensional Neural Network Potentials
[117, 128] (HDNNP), Cluster-based Neural Networks [129], the Atomic Energy Network
(Aenet) [130], and Permutation Invariant Polynomial Neural Networks (PIP-NN) [131]
have employed single layer, and deep neural networks to learn the underlying potential en-
ergy surfaces (PES), by passing a set of symmetry functions through the neural network and
learning the atomic energies, and sometimes the atomic forces as well. Gaussian Approxi-
mation Potentials [119] (GAP), Spectral Neighborhood Analysis Potentials [132] (SNAP),
Moment Tensor Potentials [133] (MTP), N-body Kernel Gaussian Processes [134], the Bag
of Bonds [135] (BOB) approach, and a ML prescription proposed by Theil et al [136], all
employ linear or non-linear regression methods to directly learn atomic energies for a struc-
ture of atoms, and sum these energies to predict the total potential energy.
Other ML methodologies were developed to learn the forces directly. The AGNI scheme
[118, 137], along with the Machine Learning for Quantum Mechanical Properties [138]
(MLQMP) methodology used a set of atom-centered symmetry functions, optimized through
KRR, to predict the various force components individually. Vectorial Gaussian Processes
[139] (VGP) employed a multivariate Gaussian distribution with a vector-valued mean
function and matrix-valued kernel function, to learn the force vector directly. However,
both methods suffered from energy conservation issues, again, due to error propagation
when integrating the atomic forces to obtain the potential energy. In an attempt to solve
this issue, Gradient Domain Machine Learning [140] (GDML) directly obtains a conser-
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Table 1.1: Various ML scheme aimed at calculating atomistic properties such as potential
energy or atomic forces.
ML Scheme Property Learned
Neural Network Potentials Potential Energy
High Dimensional Neural Network Potentials Potential Energy
Cluster-based Neural Networks Potential Energy
Permutation Invariant Polynomial Neural Networks Potential Energy
Moment Tensor Potentials Potential Energy
N-body Kernel Gaussian Processes Potential Energy
Theil et al prescription Potential Energy
Gaussian Approximation Potentials Potential Energy
Spectral Neighborhood Analysis Potentials Potential Energy
Bag Of Bonds Potential Energy
Adaptive Generalizable Neighborhood Informed Forces
Gradient Domain Machine Learning Forces
Vectorial Gaussian Processes Forces
Machine Learning Quantum Mechanical Properties Forces
vative vector field estimate of the forces, ensuring that energy will be conserved; though
other properties such as stresses are not guaranteed to avoid this issue.
In this thesis I demonstrate the capability of ML for the construction of models that
learn properties such as the potential energy, atomic forces, and stress tensor, directly, to
understand the dynamic evolution of processes such as crystal growth and grain coarsen-
ing. Using a set of local geometric descriptors, combined with a robust set of reference
DFT data, ML models were created and validated over several proof-of-concept systems,
including adatom diffusion on the several low-index aluminum surfaces, the migration of
a single vacancy in bulk platinum, and the prediction of a multitude of grain boundary and
surface energies in platinum. Long time and length scale simulations were used to study
phenomena far outside the reach of DFT, such as growth of the Al (110) surface, the dy-
namic evolution of mechanical properties and the coarsening of grains in platinum, and the
successful prediction of accurate crystal structures via the dynamic quenching of lithium.
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Such a set of predicted phenomena at time and length scales far beyond those of QM meth-
ods, provides yet another layer of validation that the methods presented in this thesis are
not only a viable theoretical tool, but can, and should, be used to push the boundaries of
nano-scale materials research, and aid in bridging the gap between atomic-level phenomena
and macroscopic observations.
1.4 Thesis outline
Below is an outline describing the subsequent chapters that compose this thesis.
In Chapter 2, I provide a detailed explanation of the theoretical frameworks used in
this work: density functional theory, the AGNI machine learning platform, molecular dy-
namics, and finally structure optimization methods. While many of the methods discussed
in this chapter are well documented within the literature, the work presented in this thesis
may be viewed by researches spanning many fields, and therefore I have provided a detailed
explanation of all methods used.
Chapter 3 contains a series of works on aluminum surfaces, spanning several time and
length-scales. I demonstrate the use of ML models for the prediction of atomic forces and
potential energy, for the calculation of minimum energy profiles of a multitude of defect
diffusion mechanisms on the Al (111),(110), and (100) surfaces. I then predict the melting
temperature of these surfaces, as well as that of several Al (111)-(100) Wulff clusters, rang-
ing from 1nm to 10nm. Finally, I showcase the ML model’s use in the epitaxial growth of
the Al (110) surface, and match the resulting observations, qualitatively, with experiments.
Chapter 4 also contains a series of sections corresponding to the study of defect behav-
ior of several time and length scales in platinum. Unlike chapter 3, ML models for atomic
forces, potential energy, and the total stress tensor are employed. I start by discussing the
construction of these models for the study of bulk phenomena. Using these models, I il-
lustrate their capability in the prediction of bulk properties such as the vibrational density
of states, elastic and mechanical properties, both at T= 0K and T> 0K. I then discuss how
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the models can be iteratively improved to target new application domains. I display the
improved model’s accuracy in predicting thermodynamic properties, such as surface and
grain boundary energies, adatom/dimer adsorption and binding energies, and the vacancy
formation energy of a single vacancy within the grain boundary plane, for a multitude of
surfaces and grain boundaries. I then demonstrate the ML model’s use in predicting the
kinetic profiles of adatom and vacancy diffusion on low-index surfaced and within/away-
from grain boundary planes respectively. Lastly, the ML models are used to accurately
predict the temperature threshold for grain growth, simulated via NPT molecular dynamics
simulations.
In Chapter 5, I provide a case-study in which new ML algorithms must be employed to
accurately capture the underlying physics of liquid lithium. A neural network force model
is used to simulate the local atomic structure of liquid phases of lithium at pressures span-
ning several orders of magnitude. I demonstrate that the neural network model outperforms
the kernel ridge regression model when it comes to accurately predicting the correct atomic
neighbor distributions for several liquid phases. Kernel ridge regression models for the en-
ergy and stress tensor are also created, and used to simulate the quenching of liquid phases,
at specific pressures, to predict the corresponding crystal phase. I finalize this chapter with
a discussion regarding the move to neural network models for all predicted properties.
In Chapter 6, I provide a broad outlook on the promises and challenges of using ML
for the prediction of atomistic properties, and their use in simulating atomic/nano-scale
phenomena.
Lastly, an appendix containing the preliminary work for the prediction of energy, force,




2.1 Density functional theory
2.1.1 General overview
Quantum mechanics (QM) provides an exact description of the interaction of matter at the
atomic level [141]. This prescription begins by postulating that the total energy of a sys-
tem of atoms can be formulated as a wave equation, formally known as the Schrodinger
equation. The Schrodinger equation takes on many forms, but for the purpose of the
work presented in this thesis, a particular set of approximations are employed. The first
approximation, generally used in the realm of materials science problems, is the Born-
Oppenheimer approximation [142]. This approximation states that, as the nuclei of an
atom move substantially slower than that of its electrons, then one can effectively treat the
nuclei as fixed particles. This treatment allows the Schrodinger equation to effectively rely
only on the motion of the electrons, even though a nuclear-electron interaction term will
still be included.
In this work, how states evolve over time is not entirely relevant, and therefore, the
second approximation is the use of the time-independent Schrodinger equation [143]. With



















Ψe(r1, ...,rN) = EeΨe(r1, ...,rN) (2.1)
The terms in the bracket, from left to right, denote the kinetic energy, nuclear-electron
interaction energy, and electron-electron interaction energy. As the nuclei are not treated
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explicitly, but rather approximately, one need only to solve the Schrodinger equation using
the electron wavefunctions, denoted by Ψe. The solutions to the above eigenvalue problem,
Ee, are the spectrum of electronic energy values, with the lowest energy value represent-
ing the ground state energy of the electrons. The total energy of the system can then be
represented as:
Etotal = Ee +Enuclei (2.2)
As Enuclei is treated approximately through the Born-Oppenheimer approximation, it
is Ee that must ultimately be solved to study atomic-level interactions. However, upon
further inspection, one will find that computing Ee for any system containing more than a
single electron is non-trivial, as Ψe is a function of 3N variables (x, y, and z positions of
every electron in the system). Therefore, an alternative route must be taken to practically
compute the total energy of a system of atoms.
Density functional theory (DFT) provides a framework that reformulates equation 2.1
as a single-electron problem, making computations of many-electron systems practical [38,
39]. A visual representation of this reformulation can be found in Figure 2.1. DFT relies on
two fundamental theorems proposed by Hohenburg and Kohn [38]: (1) The ground state
energy from the Schrodinger equation is a unique functional of the electron density, and
(2) The electron density that minimizes the energy of this functional is the exact electron
density that corresponds to the solution set of the Schrodinger equation. However, even
with such knowledge, a practical method for solving this functional representation would
have to wait until Kohn and Sham would propose the Kohn-Sham equation, providing a
prescription in which the many-electron system, in the presence of fixed nuclei, could be
mapped to a fictitious system containing non-interacting point particles in the presence of
an effective external potential [39]. This formalism, referred to as the Kohn-Sham equation,
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Quantum Mechanical View Density Functional Theory View
Electrons interacting 
with each other Non-interacting particles
Figure 2.1: Generalized representation of how electrons are treated in quantum mechanics
(left) and DFT (right). The yellow arrow represents the mapping DFT establishes between
the two pictures, allowing for the ground state solution of the non-interacting systems to
yield an exact solution to the interacting system.









φi(r) = εiφi(r) (2.3)
Here the terms in the bracket, form left to right, represent the kinetic energy of an
electron, the interaction potential of an electron surrounded by the corresponding nuclei,
the interaction potential of an electron surrounded by the corresponding electrons, and
the exchange-correlation potential. Equation 2.3 requires several approximations, as exact
forms for VH(r) and VXC(r) are not universally known, and will be discussed in more detail
in later sections. However, the reduction of a many-electron problem to a single-electron
one is worth the substitution of known quantities for approximate ones. With the reduction
in computational cost, properties such as elastic constants, vibrational frequencies, and
equilibrium geometries can be calculated with unprecedented accuracy, as they rely only
on the total energy [40, 41, 42, 43, 44].
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For the purpose of this work, two other properties, aside from the total energy, are of
critical importance: the atomic forces and the total stress tensor. Both the atomic forces,
and the total stress tensor can be represented as the derivative of the total energy of the











While this relationship provides a prescription for the calculation of forces and stresses,
it is again, non-trivial, as an exact derivative of the total energy is not known. Finite-
difference methods [144] can be used to provide access to both quantities, though such
a process is often cumbersome. In the case of atomic forces, however, an alternative to
finite-difference methods is available. The Hellmann-Feynman theorem [145] establishes
a simple formalism that provides computationally cheap access to the atomic forces. The











Here H, ϒi and Ri are the Hamiltonian, wavefunctions and positions of the nuclei re-




= 0, since the wavefunctions are normalized to 1, the force acting
on each atom is only dependent on the wavefunctions of the nuclei, and the nuclei Hamil-
tonian, which contains the electrostatic interaction between nuclei, and the interaction be-
tween the nuclei and electron charge density.
2.1.2 Plane-wave basis sets
The first question that should arise during the above prescription is, how does one actually
determine the wavefunctions needed to calculate these atomic properties? While there are
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many approaches one can take to answer this question, each with its own pros and cons,
in this work a basis set of plane-wave functions are chosen to represent all wavefunctions






Where G represents discrete grid points within the space the basis set lives within,
and cik,G represents Fourier coefficients, as equation 2.7 represents a Fourier expansion of
ψi,k(r). The main advantages of using plane-wave basis sets over other approaches are
[147]: (1) Can use extremely efficient Fast Fourier Transform (FFT) methods to quickly
transform wavefunctions between real space and G-space representations, (2) O(N2) scal-
ing allows for calculations to be made containing hundreds (or more) atoms, (3) Forces and
stresses are simple to evaluate, as the derivatives of such functions are simple to derive an-
alytically, and (4) such functions are not atom-centered, but rather live on user-defined grid
points, in which the atom positions do not entirely dictate the wavefunction, as well as al-
lowing the user to systematically control the accuracy of their wavefunction representation
by controlling the density of the grid.
However, all good things have a down-side; by using plane-wave basis sets one must
make three large sacrifices [147]: (1) Generally one needs to employ many hundreds (per-
haps more) basis coefficients, which makes storing the Hamiltonian matrix practically im-
possible, (2) the vacuum regions are just as expensive to calculate as regions containing
atoms, as the grid must be specified over the entire space, and not just where atoms exist,
and (3) core electron regions become prohibitively expensive to calculate due to the nodal
structure of the function within this region, thereby requiring pseudopotentials be employed
to approximate the interaction between the electrons and an atom’s nucleus.
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2.1.3 PAW potentials
Projector augmented-wave (PAW) potentials [148, 149] are employed in this work to repre-
sent the interaction between the electrons and an atom’s nucleus. The PAW method arises
from the problem of wavefunction oscillations near the nucleus, which leads to the require-
ment of an extremely fine grid to accurately describe the wavefunctions in this region. The
PAW method maps these oscillating wavefunctions to smooth functions in a new space.




Where Ψn is the true, all-electron (AE) wavefunction, and φ̃i is the corresponding wave-
function in the new space. n represents the index of a given wavfunction within the set con-
taining all wavefunctions within a band. φi, and p̃i represent the true partial wavefunction,
and corresponding partial wavefunction in the new space, at atomic site i. The projector
functions, pi, must satisfy the the requirement of 〈p̃i|φ̃i j〉= δ j. The total charge density is
then broken into several components, represented as:







ρi j 〈φi|r〉〈r|φ j〉 (2.11)
ñ1(r) = ∑
i, j
ρi j 〈φ̃i|r〉〈r|φ̃ j〉 (2.12)
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Here, ρi j are the occupancies of each augmentation channel (i, j), and are calculated
using only the wavefunctions which live in the new space, ρi j = ∑n fn 〈Ψ̃n|p̃i〉〈p̃ j|Ψ̃n〉.
The fn coefficients represent the orbital occupation numbers. Upon closer inspection, one
will note that n1 contains the contribution of the true core states, and ñ1 and ñ contain
the contribution of the mapped core states. Because of the way charge density is broken
into separate contributions, the total energy must also be rewritten accordingly, and can be
represented as:
Etotal = Ẽ +E1− Ẽ1 (2.13)
As we are still within the Kohn-Sham framework, each energy term above will fol-
low equation 2.3, with the appropriate substitutions for wavefunctions and charge density
representations. The PAW method ultimately provides a scheme to capture the same infor-
mation as the true wavefunctions outside of the core region, as well as obtain a reliable and
computationally efficient wavefunction representation within the core region.
2.1.4 PBE exchange-correlation functional
Another important approximation made during a DFT calculation is the treatment of the
exchange-correlation contribution to the total energy. Similarly to the treatment of electron-
nucleus interaction, there are many available prescriptions for the exchange-correlation
contribution. In this work, the Perdew-Burke-Ernzerhof (PBE) functional [150, 151] is em-
ployed for all DFT calculations. The PBE functional belongs to a class of functionals called
generalized gradient apparoximation functionals, which take both the electron density and
the density gradient into consideration when approximating the exchange-correlation con-
tribution.
Another important distinction with the PBE method is its treatment of the charge den-
sity. Previously, the exchange-correlation contribution to the total energy was defined as
VXC[n(r)], with n(r) being the total charge density. However, this picture neglects any
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contribution from the electron spin, and therefore will incorrectly capture the exchange-
correlation effects. Therefore, PBE employs what is referred to as spin-density func-
tional, represented as VXC[nup(r),ndown(r)], in which the total charge density is defined as




n(r)εPBEXC (rs(r),s(r),ζ (r))dr (2.14)
where ζ = nup−ndownn , and represents the spin polarization term. rs represents the Wigner-
Seitz radius, which is defined as rs = (43πn)
−1
3 . s(r) represents the gradient of the charge






. The term, εPBEXC (rs(r),s(r),ζ (r)) represents
the PBE functional form.
2.2 Machine learning
2.2.1 General overview
While the QM framework described in the previous section is transferable and accurate
to any material system, it suffers from a set of drawbacks discussed in detail throughout
Chapter 1. Therefore, many methods have been developed over the last half-century in
an attempt to solve these fundamental limitation of QM methods [64, 65, 66]. Attempts
to approximate the mapping of structure to energy through empirical means [73, 74], or
through physical approximations [75, 76], as well as methods that discover a portion of the
underlying potential energy surface [152, 153, 154, 155, 156, 157] have proved successful
in many regards. However, even these methodologies have severe limitations in terms of
difficulty in construction of the models themselves, or in their lack of transferability to new
configurations [88, 89].
ML methodologies have emerged over the last decade within the materials science,
physics, and chemistry communities as a viable alternative to these classical/semi-empirical
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methods for simulations involving large time (> ns) and length (> nm) scales [105, 110,
111, 112, 113, 114]. A detailed listing of all ML schemes used for these fields can be
found in Chapter 1. These ML methodologies, however, all suffer a serious drawback; the
models are generally fit to predict a single property, e,g,. potential energy, while properties
such as forces, stresses, etc, are obtained either through numerical means, or via analytical
derivatives of the ML algorithm. This poses a major problem, as errors in the model’s
primary output will be propagated down to any of the subsequently derived properties [140,
158, 159, 160, 161, 162, 163] (though some methods such as GDML impose constraints in
an attempt to control error propagation).
An example of this can be seen in the prediction of forces from two ML methods: (1)
GAP, and (2) AGNI, for the case of crystalline carbon [164, 165]. When employing GAP
to predict the atomic forces on crystalline carbon, which are calculated as the derivative of
the potential energy, an RMSE of 0.1 eV/Å is obtained. However, when using AGNI, which
learns the forces directly, an RMSE of 0.08 eV/Å is achieved. Therefore, it is reasonable
to assume that learning each property with its own ML model, rather than as a numerically
derived quantity, can improve the performance of its predictions.
2.2.2 The AGNI machine learning platform
The AGNI platform, developed in this work, consists of several key steps: (1) The gen-
eration of a diverse set of reference data with certain target applications in mind, (2) Nu-
merically encoding local/structural geometric information (fingerprinting), (3) Training a
ML model given some subset of the reference data, (4) Employing the final ML models
in an external MD engine, capable of simulating the dynamic, time-evolution of atomistic
processes [166]. Figure 2.2 provides a visual representation of these steps. Steps 2-4 are
discussed in detail in the following sections, while step 1 will be discussed at the beginning
of each subsequent chapter, as the generation of reference data changes slightly depending


























Figure 2.2: Generalized workflow for the AGNI machine learning platform. Black lines
indicate the flow of fingerprints, while pink lines indicate the flow of raw DFT data.
2.2.3 From atoms to numerical features
Fingerprinting for Atomic Forces
The fingerprint used to learn the atomic forces can be broken into two schemes. The first
method, denoted by v1, is an atom-centered approach, used to encode local structural infor-
mation around an atom, within some cutoff, and map it directly to the force. Its functional












Here, ri and r j are the Cartesian coordinates of atoms i and j, ri j = |r j - ri|, rαi j is the
projection of r j - ri onto any arbitrary direction α . The summation runs over the neighbor
list set { j} of atom i. The damping function fcut(ri j) = 12 [cos(
πri j
Rcut
)+ 1], which accounts
for a smooth degradation in an atom’s contribution to the atomic force exerted on atom i,
has a cut-off radius Rcut chosen to be 8 Å. There is an adjustable parameter, {ηk}, which is
obtained through a separate optimization process.
The second approach, denoted by v2, removes the atom-centered restriction, and places
symmetry functions at various distances away from an atom. This approach allows one to
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fine-tune which symmetry functions capture to most relevant information about an atom’s












Here ak represents the center of a specific symmetry function, at a distance ak away
from atom i, whose width is controlled by the tuning parameter w. All other variables in
equation 2.16 are the same as in equation 2.15.
Fingerprinting for Potential Energy
In a similar fashion to the force fingerprints, a hierarchical representation of an atom’s
local structural environment is employed to encode local geometric information that maps
directly to the total potential energy. This hierarchy aims to capture different aspects of the
atomic neighborhood with features resembling scalar, vector, and tensor quantities defined
by [169, 170, 166, 171]:







































Here, ri and r j are the Cartesian coordinates of atoms i and j, ri j = |r j - ri|. α





)+1], which accounts for a smooth degradation towards zero, has a cut-off radius















, which create unique vector and tensor components respectively, help to capture
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angular information about the local atomic environment by computing all possible dipoles
between atomic neighbors, and their interactions in different directions. However, this
processes renders these two components directionally-dependent, in contrast to the scalar
quantity. Therefore, we must employ rotationally-invariant forms of these quantities in or-
der to map them to a rotationally-invariant property such as potential energy. The invariant
form of the vector component is defined as:
Vi,k =
√
(Vi,x;k)2 +(Vi,y;k)2 +(Vi,z;k)2 (2.20)
and the invariant forms of the tensorial component are:
T
′













Since our objective is to map the locally-derived fingerprint components directly to the
global potential energy, rather than atomic energies as explored in previous works, we must

























Here the function Mn(X) represents the nth moment of the rotationally invariant finger-
print components. For this work only the first (n = 1) moment is considered, and can be
interpreted as the average atomic environment of the system. It should also be noted that
our final fingerprint Gk is indeed rotationally invariant, as all constituent components are
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rotationally invariant, and therefore is suitable for learning the total potential energy.
Fingerprinting for the Stress Tensor
If one considers the functional form of the tensorial atomic fingerprints, Ti,{α,β};k, it be-
comes apparent that each individual (α,β ) pair can map directly to each component of the
stress tensor. The functional form used is identical to that used in equation 4, however, the
atomic fingerprints are not mapped to an invariant form, as the stress tensor is not rotation-













Here the first moment of the atomic fingerprint tensor is taken, resulting in a single
fingerprint tensor for each structure. Similar to the energy scheme, the first moment of
the atomic stress tensor is equivalent to taking the average value of each atomic tensorial
fingerprint. Finally, every component of the averaged fingerprint tensor is mapped directly
to the corresponding component of the stress tensor.
2.2.4 Sampling a Diverse Training Set
A plethora of unique sampling methods have been developed that attempt to create a diverse
subset from the given reference information. Recently, several machine learning force
fields have employed a technique referred to as grid sampling to develop models capable of
accurately handling numerous distinct atomic environments [167, 172, 165, 166]. In this
work, we have chosen to adopt this methodology as well. Grid sampling can be broken
into 3 stages: (1) projecting the reference data onto a new two-dimensional (2D) space







Figure 2.3: Principle component analysis decomposition for the case of the ML-force
model. Colors indicate the type of defect present in the atomic configuration. The training
points of the final ML-force model are shown in black. A visual inspection clearly shows
that the training set spans the entire configuration space.
a principal component analysis [173] (PCA)), (2) defining a 2D grid that spans the subset
of this space where the reference data lies, and (3) performing a uniformly-distributed
random selection within the cells of this 2D manifold. As previous work has shown, PCA
can be used to distinguish unique atomic environments, and hence, by performing this
sampling scheme, one can intuitively expect that it will capture the diversity of the reference
data. Figure 2.3 shows the clustering of reference data in the PCA space (when using the
2 most dominant PCA components) for the case of the ML-force model. The model’s
training points (shown in black), can be seen to span the entire training set, allowing for all
environments to be robustly represented.
2.2.5 Kernel ridge regression
After the final fingerprint forms have been chosen, and a subset of our reference data has
been selected, Kernel Ridge Regression [174] (KRR) can be used to create three indepen-
23
dent ML models for atomic forces, potential energy, and the stress tensor. This learning
scheme employs a similarity-based non-linear kernel to establish a mapping between the
reference fingerprints and the desired property using a functional form defined by [118,












Here the summation runs over the number of reference environments, with Y being
each fingerprint within a given model’s training set. P represents the desired property (total
potential energy, stress tensor components, or atomic forces), where X is the fingerprint of
the new structure. dXY represents the euclidean distance between fingerprints X and Y in the
hyperspace they are defined on, specified by a length scale σ . During the model’s training
phase, the regression weights αY and the length scale σ are determined by optimizing a
regularized objective function through a 5-fold cross validation process.
2.2.6 Neural networks
In this work, artificial neural networks [175] (NN) are also used to predict the atomic forces.
The primary benefit of employing NN over KRR is the size of the model’s training set. With
KRR, there is a rough maximum of 5,000-10,000 training points, in which training set
sizes greater than this range not only become extremely expensive to calculate, but become
difficult to iteratively improve [174]. NN do not have either problem; the size of the model’s
training set plays no role in the time required to make a new prediction, and, increasing the
amount of training data can be augmented by a change in the NN architecture. While there
is no reason one could not use NN to create models for both the potential energy and stress
tensor, such models are not considered in this work, with only the atomic force model
detailed in Chapter 5 being predicted by NN.
There are two main controls one has when constructing/training a NN model [175]:
(1) The NN architecture, and (2) the activation functions used at each neuron. The NN
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architecture used in this work employs an input layer equal to the number of fingerprint
components, two hidden layers with the number of neurons equal to the number of fin-
gerprint components, and a single output that maps to a particular force component. The
network also uses the tanh activation function, due to its symmetry about x = 0, making
it ideal for mapping the fingerprint components to a given force component. When train-
ing the NN models, a minimum of 50% of a given set of reference data was used in the
model’s training set, reaching numbers that are practically impossible with KRR models.
A minimum of 250 epochs were used to ensure convergence in the model’s predictions. In
all cases, the Adam optimization algorithm [176] was used to obtain the final NN model.
The final mathematical form of the NN is expressed in matrix form as:
#»u (1)(i) =
#»
V i ∗ ŵ(0,1) (2.26)
#»u (n)(i) =
#»
f ( #»u (n−1)(i))∗ ŵ(n−1,n) 3 n > 1 (2.27)
Here, #»u (n) represents a given set of neurons for a particular layer n, with n = 1 rep-
resenting the input layer.
#»
V i represents the fingerprint vector used for a particular atom i.
w(n−1,n) is the weight matrix of size (Mn−1 x Mn), where Mn is the number of neurons is a








2.2.7 LAMMPS-AGNI pair style
Once the ML-AGNI platform has been designed to go from data to ML model, integration
into a MD engine is still required to study the time-dependent, dynamic behavior of materi-
als. The Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) package
[177] was chosen as the MD engine due to its scalability to HPC systems and memory cost.
Lammps is also designed to work with both periodic and non-periodic systems, and comes
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with a plethora of physical and statistical tools to study atomic-level properties.
The general LAMMPS workflow, seen in Figure 2.4, is as follows, and explained in
further detail throughout this section: (1) All ML models, which are stored as text files and
contain all relevant information required to make a prediction, are read into LAMMPS on
the MPI thread of rank 0, and all relevant parameters are distributed to any other threads, (2)
Atomic fingerprinting is performed over all MPI threads, as LAMMPS stores the atoms,
and their corresponding neighbor lists on each MPI rank, and is finally reduced on MPI
rank 0 for the structural energy and stress fingerprints (3) Force predictions are performed
on each MPI thread, (4) Energy and stress calculations are then performed on the MPI
thread of rank 0, and (5) Forces, stresses, and energy are then distributed to the appropri-
ate LAMMPS internal classes to perform other actions, such as verlet integration to obtain
new ionic positions. Currently the LAMMPS interface can handle all fingerprint types
discussed earlier, and supports KRR, Gaussian Process Regression (GPR), and Neural Net-
work (NN) calculations for atomic forces, along with KRR, and GPR predictions of energy
and stresses.
Step 1, which consists of reading the various ML model files into LAMMPS, requires
no further explanation. Step 2 involves atomic fingerprinting for all property mappings.
This fingerprinting step, which requires only a given atom and its corresponding neighbor
list, is performed over all MPI threads. Each thread, which contains a subset of all atoms,
with each atom’s corresponding global neighbor list, will fingerprint all atoms assigned
to that thread. This domain decomposition allows for the complex, and time-consuming
atomic fingerprinting process to be broken up into subsets, and reduce computational time.
However, the potential energy and stress tensor mappings require a single global finger-
print for a given structure, and therefore cannot be performed on each MPI thread. While
the atomic fingerprints that serve as the foundation for each structural fingerprint are still
calculated over all MPI threads, each structural fingerprint must then be constructed on a
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Figure 2.4: Schematic of the general workflow during a LAMMPS simulation, moving
from a new atomic configuration, to the prediction of a particular property. Atomic finger-
printing and force predictions are done in parallel, whereas structural fingerprinting, as well
as energy and stress tensor calculations are only performed on a single MPI rank. Arrows
are colored based on the flow towards the next step in the process.
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fingerprint is constructed on MPI rank 0.
Step 3 involves the ML prediction of the atomic forces. As each atom is assigned to
a particular MPI rank, each force calculation is performed on that rank. Recall from step
2, each atom’s atomic fingerprint will be calculated on the rank that the atom is assigned,
as the atom’s global neighbor list can be called from any MPI rank. Therefore, each force
calculation can be performed using the atomic fingerprint generated on the atom’s MPI
rank. Step 4 involves the prediction of the total potential energy and total stress tensor.
Again, as mentioned in step 2, these properties involve a single fingerprint being mapped
to a single property value. As each fingerprint, which is a single, structural fingerprint,
is stored on MPI rank 0, the prediction for the total potential energy and total stress ten-
sor is performed on MPI rank 0 as well. Step 5, which involves passing the pair style
information to other LAMMPS classes is performed outside of the pair style, by internal
LAMMPS function calls, and requires no input/modification from the user. This process
has been benchmarked for several bulk structures of elemental Pt, containing 4, 32, and
256 atoms, with the ML-AGNI models, several EAM potentials, and DFT. The ML-AGNI
scheme is approximately 40 times slower than the EAM predictions, but roughly 5 orders-
of-magnitude faster than DFT. Therefore, calculations on systems containing more than a
million atoms, for simulation times greater than a nanosecond, are easily attainable with
the ML-AGNI scheme, something far beyond the reaches of DFT.
2.3 Molecular dynamics
2.3.1 General overview
Molecular dynamics [53, 54, 55, 56, 57, 58] (MD) is a framework in which the time-
dependent evolution of atomistic phenomena can be studied. At its most fundamental, MD
is simply solving Newton’s equations of motion (otherwise known as Newton’s second
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law), which is described by the following mathematical relation:
Fi = miai (2.28)
Where Fi, mi, and ai are the force, mass, and acceleration respectively, of a particle i. A







Where V represents the potential energy of the system, and t represents time. If one
were to integrate this equation twice, expressions for both the velocity and acceleration can
be obtained. Therefore, to calculate the trajectory of a particle, one need only its position,
initial velocity and acceleration. This implies that the equations of motion are determin-
istic, in that, the conditions at t = k determines the conditions at t = k+ 1. However, the
acceleration and velocity is calculated as a function of the potential energy gradient, which
is a function of 3N atomic coordinates, making an analytic derivative practically impossible
to calculate. Therefore, the solutions to equation 2.29 must be found numerically.
While there are numerous methods for approximating these solutions, this work will
focus on one of them, the velocity-verlet algorithm [178]. This algorithm calculates both
the velocity and positions using the same value of time, and is represented as:




#»v (t +4t) = #»v (t)+
#»a (t)+ #»a (t +4t)
2
4t (2.31)
It is important to note though, that in this algorithm #»a (t +4t) depends only on #»x (t +
4t). Therefore, one can either calculate position first, and then velocity, or employ a
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“half-timestep” scheme, in which the velocity is calculated first, as #»v (t + 124t), using the
previous timesteps’ acceleration a(t). #»v (t + 124t) would then be used to solve for
#»x (t +
4t), and so on. The velocity-verlet algorithm is used for all MD simulations performed in
this work.
While the previous paragraphs discuss the theoretical framework in which particle tra-
jectories are determined, there has been no mention of how these atomic-level properties
are converted into macroscopic observables. While it may seem like the tools mentioned
above are enough to extract this information, one must realize just how many atoms are
present in a macroscopic material system. For example, 1 cm3 of Al contains 1022 atoms,
which is practically impossible to simulate due to the computational expense it would carry.
Therefore, we must rely on mathematical laws that can connect the microscopic world with
the macroscopic one.
The mathematical framework that allows us to connect these two domains is that of
statistical mechanics [59, 60, 61] (SM). In SM, the evolution of microscopic systems can
be thought of as a set of states, each one representing a point along the system’s trajectory.
These states are then averaged in an attempt to map directly to the observed behavior of the
corresponding macroscopic system. This averaging is calculated as [58]:
〈A〉ensemble =
∫ ∫
A(r, p)P(r, p)drd p (2.32)
Here r and p describe the phase space that the microstates exist within, and represent
the positions and momentum of a configuration of atoms. A(r, p) is the value of the property
that is being sought after, while P(r, p) represents the probability of such a property existing
at a particular point in the phase space. While A(r, p) is obviously dependent upon the














Where E(r, p) is the total energy of the system at a given point in the phase space, T
is the system’s temperature, and kB is the Boltzmann constant. The determination of Z is
the primary bottleneck in extracting reliable information from microscopic trajectories. In
theory, one must integrate Z over the entire phase space, which for most systems is exhaus-
tively vast. Therefore, in practice, one would be required to perform MD simulations for
near infinite time-scales, a feat the is practically impossible. Therefore, one must employ
the Ergodic hypothesis to extract any useful information. This hypothesis states that an en-
semble average is equivalent to a time average for a given property, and can be represented
as [179]:








Therefore, rather than relying on the complete phase space, one can extract information,
to a degree of accuracy specified by τ , as the time average of the phase space captured by
the MD trajectory. It is important to note that, without such a mathematical representation,
reliable information would be practically impossible to obtain from MD simulations due to
the potential size of the phase space.
However, the framework discussed thus far pertains only to the microcanonical ensem-
ble (NVE), as the mathematics here assume isolated systems, and offer no control over how
properties such as temperature and pressure can affect a given microstate. That being said,
even with these missing pieces, the same general issues regarding phase space exploration
will remain, regardless of the ensemble framework chosen. While the framework men-
tioned above is not used in this work explicitly, it provides the reader with a foundation in
which further modifications to it be can understood more easily. Such modifications are
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discussed in the following sections.
2.3.2 Canonical ensemble (NVT)
The canonical ensemble [180] (NVT) differs from the NVE ensemble in that it represents
all possible microstates of a system connected, in equilibrium, to an eternal thermal reser-
voir. The simulated system can exchange energy with the reservoir, allowing for the various
system states to differ in total energy. Here, unlike NVE in which the total energy drives the
probability distribution, temperature has the most influence over the probability distribution













Here, the introduction of the Helmholtz free energy F , which is a function of the number
of particles N, the volume V , and the temperature T , to distinguish each microstate in
the phase space. While F will remain constant throughout a trajectory, each trajectory’s
probability distribution will depend on the chosen set of (N,V,T ).
However, one must employ a separate algorithm that can simulate the canonical ensem-
ble, described above, during an MD simulation. In this work, the Nose-Hoover thermostat
is used to approximate the canonical ensemble. The Nose-Hoover thermostat [181] rede-









Where U(r) is the potential energy, defined as a function of coordinates r. s represents
a new degree of freedom, introduced into the system due to its contact with the external
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reservoir. ps is defined as the conjugate momentum of s. pi represents the “virtual” mo-
mentum, which is defined in terms of the real momentum as pi = preali s. Q is often referred
to as the Nose mass, and serves as the “mass” for the motion of s, though it is not a real
mass. g represents, roughly, the number of degrees of freedom the system contains, though
in practice is chosen based on the canonical distribution at equilibrium. Finally, T is the
user-defined temperature.
2.3.3 Isobaric-isothermal ensemble (NPT)
The isobaric-isothermal ensemble [182] (NPT) adds another layer of control over that of
the canonical ensemble, in that the system of interest is in contact with not only a heat
reservoir, but also a barostat. While the system and the heat bath still exchange energy,
as in NVT, the system and the barostat also exchange volume. Therefore, at equilibrium,
the total energy and volume will fluctuate about a converged value. The NPT probability
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Here the introduction of pV allows for each microstate to be distinguished by both
the volume and the pressure of the system. As with F in the canonical ensemble, for a
given volume, p remains fixed throughout a trajectory, while each trajectory’s probability
distribution will depend on a chosen set of (N,P,T ).
Again, analogous to NVT, one must employ a separate algorithm that can actually sim-
ulate the isobaric-isothermal ensemble during an MD simulation. In this work, the Nose-
Hoover thermostat is used to represent the thermal bath, while the Nose-Hoover barostat
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[56] is chosen to act as the NPT barostat. The redefined, Nose-Hoover isobaric-isothermal
















Here, the “virtual” variables are related to the real variables via a coordinate scaling
factor of V
1
3 ; qreali =V
1
3 qi, and preali s = piV
−1
3 . pV represents the conjugate momentum of
V . W is analogous to Q in the Nose-Hoover thermostat, but here represents the “mass” for
the volume change. Finally, Pex is the user-defined external pressure.
2.4 Structure optimization
2.4.1 General overview
Structure optimization, also known as energy minimization, geometry optimization, etc, is
a general mathematical framework that simulates the search for the structure corresponding
to the global energy minimum along the system’s potential energy surface [45, 46, 47, 48,
49, 50, 51, 52]. Many algorithms exist to aid in this search, but they all follow a general set










∂ ri∂ r j
)
i j
= Hi j = BT MB > 0 3 b > 0∀b ∈ B (2.43)
Equation 2.42 states that the forces acting on all atoms must be equal to zero. In prac-
tice, this is impossible due to how floating point operations are performed in computational
settings, and therefore are generally considered zero when the value converges on the order
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of floating-point accuracy. Equation 2.43 states that the second derivative matrix of the
energy, otherwise known as the system’s Hessian, must contain all positive eigenvalues (be
a positive-definite matrix). If these two conditions have been satisfied, then the converged
geometry has reached a minimum. The challenge becomes, can one find an algorithm that
can converge quickly, and not become trapped in local minima along the potential energy
surface. The following sections describe in detail the optimization algorithms used in this
work to find relaxed structures.
2.4.2 Conjugate gradient algorithm
The conjugate gradient [183] (CG) algorithm is a common optimization scheme that aims
to find a numerical solution to a given system of linear equations (SLE). In particular, the
CG algorithm is ideal for situations in which the SLE is a symmetric, positive-definite
matrix, making it ideal for an energy minimization. The SLE can be defined as:
Ax = b (2.44)
Where A is the symmetric positive-definite matrix, b is a matrix defined over all real
numbers, and x is the solution to the SLE. The CG method assumes that a set of vectors
P = {p1, p2, ..., pn} exists and is mutually conjugate with respect to A. One can then define
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= 0∀i 6= j, as the set P must be orthogonal to the
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inner product of its elements. This definition eliminates the summation, and allows for the





Therefore, one need only solve for αi, and find a set of conjugate vectors P, and the
SLE will always have a solution. While the CG method is a powerful minimization tool, it
does suffer one major drawback; in general, the CG method requires n steps to reach con-
vergence, where n is defined as the size of the matrix A. As an atomistic system may yield
a n that is very large, it becomes extremely expensive to perform an optimization on these
configurations. That being said, the CG method is used in this work for all unconstrained
geometry optimizations.
2.4.3 Nudged elastic band algorithm
Unlike the unconstrained optimization of a single structure, discussed previously, one may
find themselves needing to optimize multiple structures, together, along a pathway in the
configuration space. Such an optimization falls into the broad class of constrained opti-
mizations algorithms, and is very useful in finding the minimum energy pathway (MEP)
for a reaction and/or diffusion mechanism. In this work, the nudged elastic band (NEB)
algorithm [184, 185], along with the climbing image formalism [186], is used to discover
such MEPs.
The NEB method follows a simple premise, in that the total force acting on an image
along the reaction pathway can be broken into two components: (1) the true force, per-
pendicular to the band, and (2) a spring force, parallel to the band, serving to couple each





Where the true force is given by:
Fi|⊥ = Fi−Fiτ̂i (2.49)
Here τ̂i is defined as the local tangent at image i. In this work, τ̂i is calculated using the
prescription outlined in [184, 185]. The spring force is then defined as:
Fspringi |‖ = k(|Ri+1−Ri|− |Ri−Ri−1|)τ̂i (2.50)
Here k is represents a spring constant, and can be tuned by the user. With these con-
straints in place, an second optimization algorithm is used to move the images, with updated
positions calculated using equation 2.48. The drawback to this definition of force is that
there is no strict requirement regarding the transition state, as all images along the pathway
are considered equal during the optimization. The climbing image formalism [186] helps
to guide the band towards a saddle point by changing how the force is predicted on the
image with the highest energy, after several iterations of the base NEB method described
above. This new force calculation can be represented as:
Fimax = Fimax +2Fimax |‖ (2.51)
Equation 2.51 effectively removes the spring force acting on the maximum energy im-
age, allowing the image to climb up the PES along the band, and down the PES perpen-
dicular to it. Such an constraint allows the maximum energy image to relax to a saddle
point more effectively than the base NEB method defined in equation 2.48. As the other
images along the band will eventually converge to the MEP, the reaction pathway around




CAPTURING MULTI-SCALE SURFACE PHENOMENA IN ALUMINUM WITH
MACHINE LEARNING
3.1 Introduction
As the fabrication of materials approaches the atomic-scale, an interest in layer by layer
growth methods (such as molecular-beam epitaxy or atomic layer deposition), in electron-
ics, catalysis, and/or biomedical applications, has risen sharply over the last few decades
[187, 188]. Therefore, understanding how individual atomic-level process aid in the ob-
servation of macroscopic phenomena is of critical importance. Aluminum and Al-alloys
are vital materials for such applications for many reasons e.g., electrical conductivity, re-
cyclability to its original state, respectable corrosion resistance, etc [189, 190, 191, 192,
193]. Therefore, understanding how Al is fabricated, as well as how it breaks down, are
crucial pieces of information for these applications, as their dependability directly depends
on answers to these phenomena.
To this end, I have employed DFT and ML-AGNI force and energy models to study a
multitude of surface properties of Al. Many of the DFT calculations present in this chapter
are the first of their kind, and not only serve as reference data to both train and validate the
ML-AGNI models, but also serve to understand the physics of the atomic-level processes
being studied. In this chapter I focus on the following properties: (1) the minimum energy
profiles of a plethora of adatom/vacancy diffusion pathways on the Al (111), (110), and
(100) surfaces, (2) accurately predicting the melting temperature of the Al (111), (110),
and (100) surfaces, as well as the size-dependant melting temperature of several (111)-
(100) Wulff nano-particles, (3) the growth of 2D islands on the Al (111) surface, and (4)
the epitaxial growth via atomic layer deposition on the Al (110) surface.
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Table 3.1: The final fingerprint forms utilized to learn energy or atomic forces. For the
property type, the subscripts i and I represent a per-atom or per-structure quantity respec-
tively, and the superscripts α ,β represent two possible Cartesian directions.
Property Type # σk σk Range (Å) Final Fingerprint Form
Forces (Fαi ) 8 (1.0, 8.0) v
1





















3.2.1 Machine learning model details
The ML-AGNI force and energy models used in this chapter were not created as part of this
thesis, but were created using the AGNI platform [137, 169]. The force model employs the
v1 fingerprinting scheme, along with KRR to map the features to the atomic forces. The
energy model employs all three scalar, vector, and tensor components, along with KRR to
map them to the total potential energy. Table 3.1 shows the final fingerprint forms for both
mappings. Both models have previously been used to study a multitude of bulk and surface
phenomena [137, 169]. However, they have still been relatively limited in the overall scope
of the simulations used to validate them.
3.2.2 Nudged elastic band calculation details
For all defect diffusion mechanisms studied in this chapter, the energy barriers calculated
were studied using DFT, EAM, and ML-AGNI to allow for a systematic and consistent
comparison. The DFT calculations were performed on a 4-layer slab containing 101 atoms,
plus any adatoms. The bottom layer remained fixed, giving the impression of a bulk-like
region. All DFT calculations were done using the Vienna Ab Initio Simulation Pack-
age (VASP) [194, 195]. The PBE functional [196] was used to calculate the electronic
exchange-correlation interaction. PAW potentials and plane-wave basis functions up to a
kinetic energy cutoff of 500 eV were used [197]. All projection operators (involved in
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the calculation of the non-local part of the PAW pseudopotentials) were evaluated in the
reciprocal space to ensure further precision. The NEB routine [184, 185], along with the
climbing image method [186] in the Transition State Tools package, was used with DFT
energy calculations to predict the lowest energy pathway for each mechanism. Ionic relax-
ations were considered converged at an energy difference of 10−2 eV, and the electronic
convergence was terminated at an energy difference of 10−5 eV.
EAM and ML-AGNI calculations were performed using a 5-layer slab of Al (100)
containing 126 atoms, plus any adatoms. The bottom 2 layers remained fixed, making this
structurally identical to the DFT slab. As mentioned earlier, three EAM potentials were
considered (created by Voter, Liu, and Mishin) [198, 199, 200], henceforth referred to as
EAM-V, EAM-L, EAM-M. EAM-V was chosen as it was used previously to predict the
barrier heights of all Al (100) mechanisms considered in this work[201, 202]. EAM-M
was chosen due to its popularity and ability to reproduce several mechanical and thermal
properties of Al [200, 203, 204], but lack of study with regards to the surface behavior.
Similarly, EAM-L was chosen owing to its success in reproducing complex behavior in
good agreement with DFT [198, 199, 200].
All EAM and ML-AGNI NEB calculations were performed using LAMMPS [177].
Potential energy barriers were calculated using the NEB routine in tandem with the climb-
ing image formalism. Owing to relatively low computational cost, a stricter convergence
criteria of 10−5 eV/Å for forces and 10−8 eV for energy were used.
For all levels of theory, NEB calculated barrier heights were calculated with respect to
the global barrier height, regardless of the number of local minima along a given reaction
pathway. Such a definition stems from the assumption that the intermediate states can be
assumed to be at steady state. From this assumption it can be shown that the largest barrier
will dominate the overall reaction rate [205, 206].
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3.2.3 Molecular dynamics details
All MD simulations were performed in the canonical ensemble using LAMMPS. The melt-
ing temperatures of the (111), (110), and (100) surfaces were calculated using a 2x2x20
supercell, in which neither the top, nor the bottom, of the slab was fixed. These sizes allow
for thermal effects to dissipate between surface regions, to avoid having such oscillations
effect the melting point. The melting temperature of the (111)-(100) Wulff clusters was
also calculated using a clusters ranging from 1nm to 10nm in diameter.
To study the dynamic process of island growth on the Al (111) surface, a 35x30 Å2
asymmetric surface model was constructed, with 5 dynamic layers and a bottom layer fixed
in-place. The adatoms were then randomly distributed on the surface, and the concentration
of adatoms, described by a coverage θ , was given as the ratio of adatoms on the surface
to the maximum number of available three-fold sites. All dynamic simulations were per-
formed in the canonical ensemble, with a timestep of 0.5 fs, and encompassed a simulation
time of 2.5 ns.
To study the epitaxial growth of the Al (110) surface, MD simulations were performed,
using an initial system size of 224,872 atoms, at 300K for 25ns, with deposition occurring
for the first 10ns, and equilibration of the deposited atoms occurring over the final 15ns.
Deposited atoms were randomly spawned from a region approximately 20 Åabove the sur-
face, and given random initial velocities, though their velocity component, in the direction
normal to the surface, ensured that the atom migrated towards the surface, and not away
from it. Atoms were deposited at a rate of 1 MLns , which corresponds to approximately 1
new atom being spawned in the “spawn region” every 100 fs. This deposition rate ensures
that atoms will not interact with each other prior to reaching the surface. While this restric-
tion may leave out important physics, the ML-AGNI models cannot simulate gas-phase
interactions, and therefore such a limitation is necessary.
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Table 3.2: Melting temperatures of various aluminum surfaces as computed/predicted us-
ing experiments, ML-AGNI and EAM-V, EAM-L, and EAM-M, for the nine mechanisms
considered in this work. Experimental values/ranges are also shown.
Surface Exp. (K) ML-AGNI (K) EAM-V (K) EAM-L (K) EAM-M (K)
(111) ∼950 [209] ∼950 ∼700 ∼1000 ∼1100
(110) ∼650-750 [209] ∼650 ∼600 ∼750 ∼950
(100) ∼950 [209] ∼850 ∼700 ∼1000 ∼1000
3.3 Predicting the melting temperature of Al surfaces and nanoparticles
The melting behavior of aluminum surfaces varies greatly, as the difference in packing
densities leads to a a wide range of melting temperatures [207, 208]. Experimental obser-
vations indicate that, between the low-index (111), (110), and (100) surfaces, a difference
in melting temperature of nearly 300K exists [209]. The (111) and (100) surface exhibit
melting at the bulk melting temperature of between 900K and 950K. However, due to the
packing density, the (110) surface has a melting temperature of between 600K and 800K
[210]. This disparity becomes more complex when one moves from a slab to a nano-
particle, with small particles showing melting temperatures around 400K lower than that
of the bulk melting temperature, and vary drastically as a function of their size [208, 211].
The melting temperature of the Al (111), (110), and (100) surfaces was calculated us-
ing three EAM potentials, and our ML-AGNI models. Figure 3.3 provides a histogram of
the melting temperature values. Figure 3.1 shows, in the top row, the potential energy as a
function of time at different temperatures for each case considered. The bottom row corre-
sponds to the Lindemann index, calculated for all cases considered. From the EAM poten-
tial’s perspective, there is no consensus among the potentials. EAM-V underestimates all
melting temperatures, sometimes by several hundred degrees Kelvin, while EAM-M gen-
erally over-estimates all melting temperatures, though is often closer to the experimentally
observed melting temperature [209]. EAM-L seems to be the robust EAM potential, when
predicting the melting temperature of clean Al surfaces, showing excellent agreement with
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Figure 3.1: (Top) Potential energy, as a function of timestep during an MD simulation,
for (a) Al (111) surface, (b) Al (110) surface, (c) Al (100) surface. Colors correspond to a
particular temperature, and are the same throughout all top-row plots. (Bottom) Lindemann
index, used to study the structural order of each system, calculated for the (d) Al (111)
surface, (e) Al (110) surface, (f) Al (100) surface. Vertical red, dotted lines correspond to
the experimentally predicted melting temperature.
mately 950K, 850K, and 750K for the (111), (100),and (110) surfaces respectively. These
results are in good overall agreement with experiments [209], and are only out-performed,
on the whole, by EAM-L.
The melting temperature of several Al nanoparticles was also considered in this work. It
has been observed experimentally that the melting temperature of Al nanoparticles changes
dramatically as a function of nanoparticle size, with particles 1nm in diameter showing a
melting temperature nearly 400K less than that of a 10nm particle, which has a melting
temperature close to that of bulk Al [212, 213]. To this end, MD simulations were per-
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Figure 3.2: Lindemann index, used to study the structural order of each system, calcu-
lated for the (a) Al 1nm particle, (b) 2nm particle, (c) 4nm particle, and (d) 10nm particle.
Vertical red, dotted lines correspond to the experimentally predicted melting temperature.
calculated Lindemann index for four nanoparticles, all of different sizes, while Figure 3.3
provides a histogram of the melting temperature values.
As was the case with the clean surfaces, there is no consensus amongst the EAM poten-
tials, with dramatic differences in the melting temperatures being observed. Interestingly,
the same trend exists, with EAM-M overestimating the melting temperature, and EAM-
V generally underestimating (expect for the 1nm case in which it slight overestimates the
melting temperature). While EAM-V performs well for small particles, it performs poorly
for larger ones, with the opposite being true for EAM-M and EAM-L. Therefore, there is




Figure 3.3: Melting temperatures for all configurations studied in this work. Colors cor-
respond to the prediction method. Error bars correspond to the assumed error in a given
calculation (experimental results are given as zero error, as the error is unknown, whereas
the MD simulation error is given as 50K, as this is the error assumed given the Lindemann
index calculations.)
3.4 Capturing the kinetics of defect diffusion on the Al (111), (110), and (100) sur-
faces
Accurate surface dynamics of materials has become crucial due to its relevance in tech-
nologically relevant applications, such as catalysis [214], thin films [215], crystal growth
[216] and functional nano-materials [217]. Although experiments based on field-ion mi-
croscopy (FIM) and scanning tunneling microscopy can be used to elucidate surface dif-
fusion mechanisms and rates [218, 219], the information available from these instruments
is often limited in spatial and temporal resolution [220]. Computational methods based on
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density functional theory (DFT), on the other hand, allow us to estimate the energy barriers
and reaction rates associated with plausible diffusion mechanisms. Typically, numerical
approaches such as the NEB method are used in conjunction with DFT to discover how
energy pathways and transition state structures [166, 221, 222, 223].
3.4.1 Adatom diffusion on the Al (111) and Al (110) surfaces
Adatom diffusion on the Al (111) surface is an important surface science phenomena to
understanding as the Al (111) surface will exist more frequently in nature due to it being
the lowest energy surface [224]. However, because the surface is a close-packed surface,
the number of unique adatom diffusion mechanisms that can occur is limited due to the
energy required to move substrate atoms. The Al (110) surface, while occurring with less
frequency than the Al (111) surface, is still an important surface when it comes to adatom
diffusion due to the low packing density between rows, allowing for several competing
adatom diffusion pathways [225].
The physical nature of adatom diffusion on the Al (111) surface paints a very simplistic
picture, as only a hop to an adjacent site occurs with any real frequency. That being said,
the exchange of the adatom with a substrate atom, pushing the substrate atom up above
the surface layer, is also considered. The physical nature of adatom diffusion on the Al
(110) surface is more complex [225], with the reduction in packing density allowing for
more potential mechanisms to occur. However, in this work, only two mechanisms are
considered: (1) a hop along a row, from one four-fold site to the next, and (2) the exchange
between rows, in which an adatom replaces the position of a substrate atom, pushing this
atom into the next row to serve as a new adatom.
The potential energy barriers for these mechanisms were studied with three EAM poten-
tials and our ML-AGNI models. All potential energy barriers calculated in this subsection
can be found in Table 3.3. For the simple (111) hop, all potentials show good agreement
with both DFT and the experimental results [226, 227], with values ranging from 0.03 to
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Table 3.3: Potential energy barrier for several adatom diffusion mechanisms on the Al
(111) and Al (110) surfaces. all barriers are given in eV.
Property Exp DFT ML EAM-V EAM-M EAM-L
(111)
Ea,hop 0.04 0.05 0.03 0.06 0.03 0.03
Ea,exc - 0.72 1.09 0.74 1.05 1.02
(110)
Ea,hop 0.43 0.47 0.33 0.19 0.36 0.30
Ea,exc 0.43 0.53 0.52 0.13 0.25 0.27
0.06 eV. However, for the case of exchange on the (111) surface, some disagreement exists.
EAM-M, EAM-L, and our ML-AGNI models predict a barrier of around 1eV, while EAM-
V and DFT predict a barrier of roughly 0.72. That being said, the take-away from this is
that all potentials predict that the exchange on the (111) surface is significantly higher in
energy than that of the simple hop.
For the Al (110) surface, a slightly more complex picture exists. For both the exchange
and the hop, our calculated DFT results are in good agreement with experimentally ob-
served values. However, for both cases, EAM-V significantly underestimates the potential
energy barriers. While both EAM-L and EAM-M show decent agreement with the DFT
predicted value of the hop mechanisms], they both significantly underestimate the barrier
for the exchange mechanism. For both cases, our ML-AGNI models show the same level of
agreement for the hop mechanisms that EAM-M and EAM-L show, but performs much bet-
ter when estimating the barrier for the exchange mechanism, predicting a nearly identical
result.
3.4.2 Adatom diffusion on the Al (100) surface
While the Al (111) and (110) surfaces are relatively simplistic in terms of the physical com-
plexity of the pathways in which adatom diffusion can take, self-diffusion on the (100) sur-
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face is not as restricted [228, 229]. For some metals, such as Al, Pt, Pd and Au, the adatom
is known to diffuse by an exchange mechanism [230] (see Figure 3.4a) where an adatom
pushes a surface atom up onto the surface, taking its place in the process. In contrast, for
Cu and Rh, the adatom diffuses through a simple (and intuitive) hopping mechanism (see
Figure 3.4d) from one 4-fold site to next [231]. This is in stark contrast to both the Al (111)
in which an adatom hop is universally lower in energy than an exchange process, as well as
the Al (110) surface in which only a few diffusion pathways are even possible, due to the
physical structure of the surface.
Furthermore, a multitude of non-trivial low-energy diffusion mechanisms have been
shown to exist in the case of Al (100) surface [230, 201, 202, 232, 233]. The complexity of
such mechanisms can be seen in Figure 3.4. Besides exchange mechanisms being preferred
over the hopping mechanism, past studies have also shown that some complex vacancy-
based mechanisms (Figure 3.4f, 3.4e) [201, 202] have similar energy barriers to that of
the intuitive hop. Such mechanisms have only been studied with classical parameterized
potentials, however, and the question regarding which processes dominate the (100) crystal
growth is yet to be answered.
In this section, I have created a catalog of nine mechanisms, varying in both energy and
physical complexity, guided by previous work [201, 202, 234]. These nine mechanisms
involve atomic exchange, hopping, and vacancy-formation, all involving the same initial
configuration of a single adatom on an otherwise clean (100) surface. The physical nature
of these nine mechanisms is described in detail throughout this section. The mechanisms
are labeled a-i in the order of increasing barrier height; a corresponds to the lowest and i to
the mechanism with highest barrier energy. In the case where multiple barriers exist along
a given pathway, the largest among them is reported as the barrier corresponding to that
mechanism. All nine mechanisms are illustrated in Figure 3.4.
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Figure 3.4: The top and perspective views of the nine surface diffusion mechanisms studied
in this work. Moving from left to right, the initial, mid-point, and final configurations along
the reaction pathway are presented in each view. The atoms are colored corresponding to
their height along the surface normal to serve as a guide to the eye. For each mechanism,
relevant atoms are numbered to help track their trajectory, and red arrows are used to indi-
cate current trajectory of the atoms.
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Physical nature of the diffusion pathways
Mechanism a corresponds to the previously discussed two-atom exchange involving an
adatom and a surface atom. The adatom pushes a surface atom up onto the surface, taking
its place in the process. Mechanism b is a 3-atom exchange where an adatom pushes its
way into the surface, causing 2 surface atoms to move within the surface plane until the
furthest surface atom involved in the exchange is pushed up onto the surface as an adatom.
The most simple and intuitive mechanism considered in this work is Mechanism c which
involves an adatom hopping from one 4-fold site to another, as stated earlier. Mechanism
d is a 4-atom exchange where an adatom pushes its way into the surface, causing 3 surface
atoms to move in a line, within the surface plane, until the furthest surface atom is pushed
onto the surface as a new adatom.
Mechanism e is a highly complex set of atomic exchanges where various atoms swap
positions. This mechanism, as dilettante as it may sound, is reminiscent of a game of
musical chairs. The adatom first exchanges with a surface atom, which in turn exchanges,
within the surface plane, with a neighboring atom. This process of surface-plane exchange
continues in a circular path until the original adatom is pushed back atop the surface to its
original position. While the adatoms initial and final positions remain constant, the various
surface atoms involved have all exchanged places. This mechanism is arguably the most
structurally complex of the nine mechanisms considered here, as reflected by the presence
of multiple saddle points along the potential energy surface (PES), to be discussed later
(see Figure 3.5).
Mechanism f is a 2-part exchange and vacancy creation involving 5 atoms. The first
process involves an adatom exchanging with its nearest surface atom, which in turn ex-
changes with a neighboring surface atom, pushing that atom onto the surface. This process
is identical to mechanism b. The second part of this process involves 3 surface atoms ex-
changing, one of which gets pushed onto the surface. This ultimately creates 2 adjacent
adatoms, and a surface vacancy.
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Mechanism g is a vacancy formation mechanism involving a surface atom pushing
upon an adjacent surface atom on top of the surface. This new adatom sits adjacent to
another adatom. Mechanism h involves 4 surface atoms rotating parallel to the surface
plane, similar to that of a spinning windmill. At the center of the axis of rotation for the 4
surface atoms exists a 4-fold site. An adatom is located two 4-fold sites away, following
any arbitrary straight path. The adatom is not directly involved in the mechanism, but does
exert its influence by keeping all exchanging atoms to the surface plane.
Mechanism i involves two surface layers rather than one. An atom on the second layer
pushes an atom above it until that atom eventually makes its way above the surface as an
adatom, where the second layer atom now takes its place. Having a vacancy now formed
in the second layer, another adatom pushes down on a surface atom, which in turn rushes
to fill the vacancy, with the second adatom taking its place.
Minimum energy profiles
Figure 3.5 showcases the minimum energy profiles for all nine mechanisms considered,
while Table 3.4 provides the raw values. Some available literature results, also calculated
using DFT but with different exchange-correlation functionals, are included and show good
agreement with our computed values. We see that the adatom-surface exchange, mecha-
nism a, has a potential energy barrier roughly 3 times less than that of the 4-fold adatom
hop, mechanism c. As stated previously, mechanisms b and d also have a potential barrier
less than or equal to that of the 4-fold adatom hop. Mechanisms e and f show a barrier
within 0.2 eV of the hop, indicating they could occur with similar frequency. Mechanisms
g through i yield substantially larger barriers and thus are predicted to occur less frequently.
Figure 3.5 clearly suggests that both EAM-L and EAM-M over-estimate the energy
barrier for almost all mechanisms. Naturally, due to this inconsistency in barrier heights,
the rate of occurrence of each of these mechanism will be substantially lower than that
predicted by DFT during molecular dynamics simulations. Further, elevated temperatures
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Table 3.4: Al (100) surface diffusion energy barriers, as computed using DFT, ML-AGNI
and EAM-V, EAM-L, and EAM-M, for the nine mechanisms considered in this work. Past
computations are included in brackets.
Mechanism Type DFT (eV) ML-AGNI (eV) EAM-V (eV) EAM-L (eV) EAM-M (eV)
a exchange 0.27 [23] 0.31 0.30 [23] 0.63[23] 0.81[23]
b exchange 0.63 [23] 0.63 0.63[23] 1.00[23] 1.04[23]
c hop 0.63 [23] 0.42 0.46[23] 0.52[23] 0.53 [23]
d exchange 0.68 [23] 0.67 0.66 [23] 1.20[23] 1.16[23]
e exchange 0.75 [23] 0.72 0.84 [23] 1.42[23] 1.60[23]
f vacancy 0.81 [23] 1.25 0.88[23] 1.19[23] 1.05[23]
g vacancy 0.89 [23] 1.03 0.90[23] 1.05[23] 0.95[23]
h exchange 1.03 [23] 0.94 0.94[23] 1.33 [23] 1.34 [23]
i exchange 1.22 [23] 1.24 1.04[23] 1.38[23] 1.49[23]
will be needed to activate these mechanisms. In contrast, the EAM-V potential captures
most barrier heights within 0.12 eV, but fails to capture the energy profile’s shape as the
complexity increases. This difference can lead to certain pathways being kinetically locked,
or favored, at incorrect thermal energies. Thus, no single EAM potential can completely
describe the complex nature of adatom surface diffusion on Al (100).
The ML-AGNI force and energy models were also used to predict the MEPs of all
nine (100) mechanisms. Overall, the ML-AGNI results align extremely well with DFT.
The ML-AGNI profile shape agrees more with respect to DFT than EAM-V’s MEP shape,
and the ML-AGNI transition state energies yeild an RMSE of 0.21 eV, compared to an
RMSE of 0.33 eV and 0.35 eV for EAM-L and EAM-M respectively. While this 0.21 eV
RMSE is higher than that of EAM-V’s 0.1 eV, this difference can be attributed to the ML-
AGNI prediction on mechanism f, which is 0.44 eV off compared to DFT. The ML-AGNI
RMSE, comapred to DFT, on all mechanisms not including mechanism f is 0.08, which is
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Figure 3.5: Minimum energy profiles for all nine mechanisms studied in this work using
DFT, ML-AGNI-AGNI and EAM-V,C, and M. Mechanisms are organized in the order of
increasing DFT potential energy barriers.
f. This result, along with the fact that the ML-AGNI MEP shapes are more aligned with
DFT than EAM’V’s profile shapes, indicate that the ML-AGNI models can more reliably
predict the kinetics of adatom/vacancy diffusion profiles on the Al (100) surface. The other
benefit of ML-AGNI over EAM, is that, while mechanism f is clearly poorly predicted on
the part of ML-AGNI, the ML-AGNI models can be iteratively improved by including the
configuration from that mechanisms in its training set and retraining the model.
3.5 Surface clustering and growth on the Al (111) and (110) surfaces
Island nucleation on the Al (111) surface
The 2D clustering of adatoms into islands, as a function of initial surface coverage and
temperature, was simulated on the Al (111) surface. 2D growth involves numerous unique
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surface diffusion pathways that either an individual adatom or cluster can take [235]. While
the previous section regarding adatom diffusion showed excellent agreement between our
ML-AGNI platform and DFT, the NEB calculations do not considering temperature effects
that a truly dynamic environment encounters.
We began by exploring the time-evolution of a system with θ= 0.14 at 300 K. Snap-
shots during the course of the simulations are shown in Figure 3.6 (right top), for several
nanoseconds. The randomly distributed adatoms form small islands, within a few picosec-
onds, with a densities between 3-6 atoms. Once these small islands have formed, they
remain kinetically locked and therefore retain their shape and density. This observation is
consistent with past theoretical studies in which dimers, trimers, and larger clusters were
shown to be stable once formed and preferred to move in a together, rather than dissociate
[236, 237, 238].
As the surface coverage is increased to θ= 0.31 and θ= 0.45, the growth process leads to
distinctly different island shapes. At higher coverages, the small compact islands become
large fractal-like clusters. However, a direct comparison with experiments on the island
shape is difficult due to the time and length-scales required to accurately observe such
phenomena. One would need to employ simulation methods such as kineic Monte Carlo
simulations or accelerated MD techniques to reach such scales. Nevertheless, the goal
of studying different initial coverages is to show that the ML-AGNI models can reliably
reproduce the qualitative trends observed by experiments, given the time and length scales
we can reasonably cover.
Temperature also plays a crucial role in the morphology of the islands. Past experimen-
tal studies, at θ= 0.11, by Busse et al. revealed distinct structural patterns for islands that
formed in a temperature range of 50-300 K [239, 240]. At low temperatures the lack of
thermal energy results in small islands, as adatoms that were initially close together were
able to make short hops to form small islands, which transitions into larger, more com-
pact islands as the temperature increases. To better understand the role of temperature,
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Figure 3.6: Left panel: Island density and size as a function of temperature. a2 refers to
the surface area of the basal plane. Two scaling regimes are observed with a transition
temperature of 200K. Right panel: Island ripening as a function of temperature and time.
Grey and red colored atoms correspond to the surface atoms and adatoms, respectively.
The top panel shows snapshots of the time-evolution of adatoms on Al (111) surface using
constant temperature (300 K) molecular dynamics simulation. Adatoms were randoML-
AGNIy distributed on the surface as shown t = 0 ps, θ = 0.14. The images shown are a
2x2 repeat of the unit cell. The bottom panel highlights a simulation at the end of 2.5ns for
100K, 200K, 300K, θ = 0.14.
dynamical simulations between 50 K and 300 K were performed, as shown in Figure 3.6
(right bottom). At 100 K, we observe several small islands that remain kinetically locked
after formation. At 200 K, the islands take on dendritic shapes, in which adatoms clusters
together with little subsequent rearrangement.
Further, in the case of an Al (111) surface Busse et al. experimentally observed two
distinct growth regimes, as measured by the change in island density as a function of tem-
perature (T): (1) T< 200 K, (2) T> 200 K [239, 240]. From the MD simulations described
above, we have observed an identical transition, T =200 K, shown in Figure 3.6 (left). For
the two regimes we compute the activation energy by measuring the slope of each domain,
resulting in values of 1.2 K−1 and 4.2 K−1. The consistent features observed, both in is-
land shapes and growth regimes, suggests that the MD simulations undertaken with our
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ML-AGNI force model is capable of capturing both the thermodynamics and kinetics of
the ripening process.
Expitaxial growth on the Al (110) surface
In the previous section, the clustering of adatoms, already present on the surface, at dif-
ferent temperatures and coverages proved that the ML-AGNI models can be reliably used,
and qualitatively compared with experiments, to study surface growth processes. However,
such a study is only vaguely connected to experimental observations due to the time and
length scales employed. In this section, the connection to experiments is expanded upon, by
directly observing the shapes and sizes of 3D surface features after atoms are dynamically
deposited on the Al (110) surface.
AFM images of epitaxial growth on the Al (110) surface [241], via atomic-layer depo-
sition, provides us with quantitative values in which to benchmark our ML-AGNI models
against. At 300K, pyramidal clusters form on the surface, with lengths and heights approx-
imately three and six times smaller than their width, respectively. While the MD simula-
tions performed in this section will still not reach the time and length scales observed in
experiments, the time and length-scales used can provide exact qualitative measurements;
the size of the pyramidal clusters may be an order of magnitude smaller via MD, but the
height-width-length relationship can match experimental observations.
It can be seen from Figure 3.7 that the height-width-length relationship obtained from
the ML-AGNI MD simulations match extremely well with experimental observations. The
width, height, and length of clusters were calculated as the average of all clusters present at
the end of the MD simulation. The height, specifically, was calculated as the distance from
the nearest mono-layer atom to the top of a given cluster. The measured average cluster
width was measured as 22.31 Å, almost exactly three times smaller than the 68.72 Åwidth.
The average cluster height was calculated to be 10.92 Å, in near perfect agreement with the
experimental observation of the cluster height to width ratio of 6:1.
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Figure 3.7: (Top) A 2x2 replicated top-down view, shown on the left, and a 3x3 replicated
perspective view, shown on the right, of the epitaxial growth of the Al (110 surface. Col-
ors corresponding to the z-position of an atom, with red representing smaller, and blue
representing a larger z-position. (Bottom) Normalized histograms for the (a) width, (b)
length, and (c) height, of the deposited clusters on the surface after both deposition and
equilibration had occurred.)
To build upon the agreement with experiments, Figure 3.7 shows the top-down and
perspective views of the Al (110) surface at the end of the MD simulation. AFM images
indicate long, tube-shaped clusters spread throughout the surface, with small clusters and
valleys filling the remaining space [241]. Figure 3.7 indicates similar surface features,
obtained via the MD simulations, being present. The perspective view of the final ML-
AGNI simulated structure also clearly shows pyramidal structures being present, whose
width-length ratio resembles the long tube-like shape observed in experiments.
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3.6 Summary
In this chapter, previously created ML-AGNI force energy models were used to study a
multitude of surface phenomena of aluminum. Here, we further extend the scope of pre-
vious ML-AGNI works by tackling simulations of increasingly complex physical systems,
and significantly larger time and length scales than had been previously considered. The
various ML-AGNI models were validated by accurately reproducing the MEPs of a plethora
of defect diffusion mechanisms on several low-index Al surfaces, accurately reproducing
the correct the melting temperatures of Al surfaces and nano-particles, qualitatively cap-
turing the growth behavior of islands on the (111) surface, and accurately reproducing
experimental observations of the cluster shapes and sizes during the epitaxial growth, via
atomic-layer deposition, of the Al(110) surface.
The ML-AGNI calculations presented in this chapter show a clear improvement over
many commonly used EAM potentials, as well as the subtle improvement over other EAM
potentials less commonly used, when considering the MEPs calculated in this chapter. The
ML-AGNI models presented here also, purposefully, do not contain reference data for all
of the environments studied, indicating there extrapolative power allows them to be reliably
used to study a plethora of surface phenomena. Using ML-AGNI models, with the accuracy
of DFT, and the speed of classical/semi-empirical models, allows us to accurately and reli-
ably study properties far beyond the reach of DFT. This work adds another layer of proof
that ML-AGNI models can make accurate and reliable predictions over multiple length and




CAPTURING MULTI-SCALE DEFECT PHENOMENA IN PLATINUM WITH
MACHINE LEARNING
4.1 Introduction
Many dynamic mechanical phenomena, such as the growth of grains, the temperature de-
pendence of a material’s mechanical/elastic properties, and the nucleation of voids, are
all governed by individual atomistic processes interacting with one another [16, 17, 18].
However, accurately capturing the intricacies of such processes is often non-trivial, ow-
ing to the complexity of the interactions, as well as the time and length scales required
to accurately study them [19]. Therefore, any strategy that probes the atomic regime, be
it experimental or computational, must be capable of capturing the dynamic evolution of
atomistic processes.
Platinum is chosen here because of its commercial importance, particularly in the
regime of catalysis [242, 243, 244, 245, 246, 247, 248], as well as its importance as a bulk
material, in part because of its strong mechanical properties and high melting temperature
[249, 250, 251]. Classical methods have generally struggled to accurately, and universally
predict both Pt’s surface and bulk properties [252, 253]. While less complex properties,
such as the cohesive energy, can be accurately reproduced by many semi-empirical models,
more complex phenomena such as the activation energy of a single vacancy, are not reli-
able [253]. To this end, predictions of more complex properties, such as the dissociation of
coupled vacancies, void nucleation, and melting, which are governed by the interactions of
less complex phenomena [254, 255, 256], cannot be universally trusted. Therefore, ML can
be employed to fill this void and bring the community closer to bridging the gap between
QM methods and experimental observations for Pt.
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In this chapter, I demonstrate the use of our ML-AGNI platform, in predicting a mul-
titude of properties in Platinum over several length and time-scales. Properties, such as
the bulk modulus, vacancy formation energy, and elastic constants, among others, are pre-
dicted. Ionic relaxations of highly disordered systems, as well as calculations of phonon
frequencies are used to show how our ML-AGNI models respond to both large and small
atomic perturbations. The diffusion of a single vacancy within an otherwise pristine bulk
system is considered, along with how entropic effects can help to lower the activation bar-
rier for diffusion. The kinetics of the dissociation and diffusion of a divacancy are simulated
via nudged elastic band calculations. I demonstrate the use of the AGNI models in explor-
ing how the mechanical properties of Platinum are affected by changes in temperature.
Atomic-level properties, such as grain boundary and surface energies, as well as adatom
and dimer binding and adsorption energies on several surfaces are calculated to show the
models capabilities at accurately capturing the complexity and diversity of atomic-level
defect properties. Grain coarsening simulations are also performed, and compared to ex-
perimental observations, to explore the ML-AGNI models ability to accurately simulate
the dynamic behavior of nano-meter phenomena. The compilation of work presented in
this chapter aims to truly realize the potential of ML-AGNI methodologies for the study
of materials phenomena over many time and length-scales, bridging the gap between QM,
semi-empirical/classical, and experimental methodologies.
4.2 Computational Details
4.2.1 Density functional theory details
All DFT calculations were performed using VASP [194, 195]. The PBE functional [196]
was used to calculate the electronic exchange-correlation interaction. PAW potentials and
plane-wave basis functions up to a kinetic energy cutoff of 500 eV were used [197]. All
projection operators (involved in the calculation of the non-local part of the PAW pseu-
dopotentials) were evaluated in the reciprocal space to ensure further precision. K-poimt
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convergence was carefully calibrated to ensure both convergence of energy, but also forces,
where possible. However, due to the size of several system considered in this chapter, the
convergence with respect to forces could not be met. For all NEB calculations, ionic relax-
ations considered converged at an energy difference of 10−2 eV, and electronic convergence
terminated at an energy difference of 10−4 eV.
4.2.2 Embedded atom method details
Three EAM potentials, henceforth referred to as EAM-B[249] EAM-Z [250], and EAM-
F [251] (due to their respective authors) were chosen for this work and were used as a
comparison to the ML-AGNI platform presented in this work. All EAM potentials were
chosen for their ability to accurately capture a variety of bulk properties for Pt with respect
to experimental evidence.
4.2.3 Machine learning model details
In this section two sets of ML-AGNI models were developed, one pertaining to section
4.3, and the other corresponding to section 4.4. This is due to the use of an iterative im-
provement method [168], in which new data was added to the first model in order to study
new phenomena. The final fingerprint forms for all models are provided in Table 4.3. The
following paragraphs detail both processes.
Iteration 1
A comprehensive set of reference data, summarized in Table 4.1, was prepared for Pt in an
accurate and uniform manner in order to minimize numerical noise intrinsic to atomistic
calculations. All reference data was obtained using VASP [194, 195, 184, 185, 186], with
computational details described in section 4.2.1.
During the training phase of the first model creation process, statistical measures were
used to determine if a given model is capable of making reliable predictions. In Figure 4.1,
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Table 4.1: Summary of the reference data set that was prepared for Platinum ML-AGNI
model generation. The data is divided into subsets based on the type of defect that is
present. T=0K are designated as either NEB calculations or geometry relaxations, where
T>0K represents MD calculations. The final column, titled ML-AGNI iteration, indicates
which set of ML-AGNI models contain a particular dataset (1 being the first iteration, used
in section 4.3, and 2 being the second iteration, used in section 4.4).
Defect Type Systems Temperature (K) ML-AGNI
iteration
Defect-free Bulk (w/o strain) 300,1000,2000 1,2
Strained Bulk Bulk (w/ strain ± 7 %) 300,1000,2000 1,2
Monovacancy Bulk with 1 vacancy 0 (NEB), 1000, 1500,
2000
1,2
Divacancy Bulk with Divacancy 0 (NEB), 1000, 1500,
2000
1,2
Clustered vacancies Bulk with 4 vacancies 1000, 1500, 2000 1,2
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Table 4.2: Statistical error metrics of the final ML-AGNI models, for each property learned,
generated in this work. All values presented here are the metrics calculated on a given
model’s test set, not a model’s training set. The final rows correspond to the number of
training points in the final models. Iteration 1 and 2 correspond to the data present in the
model’s training sets, as described in section 4.2.3.
Error Metric Energy model (meV/atom) Force model (eV/Å) Stress model (GPa)
Iteration 1
RMSE 2.73 0.15 0.42
STD 2.71 0.15 0.41
Max 1 % Error 7.90 0.80 1.68
r2 0.99 0.99 0.99
# Training Points 1728 3000 3000
Iteration 2
RMSE 6.39 0.23 1.23
STD 6.40 0.22 1.24
Max 1 % Error 12.34 1.83 7.79
r2 0.99 0.99 0.98
# Training Points 2832 4500 5000
Table 4.3: The final fingerprint forms utilized to learn energy, stresses, or atomic forces.
For the property type, the subscripts i and I represent a per-atom or per-structure quantity
respectively, and the superscripts α ,β represent two possible Cartesian directions.
Property Type # σk σk Range (Å) Final Fingerprint Form
Forces (Fαi ) 8 (1.0, 8.0) v
1
i,α;k





























several such metrics are provided: (1) the root mean square error (RMSE) as a function
of the number of training points, (2) the maximum 1 % error as a function of the number
of training points, and (3) a parity plot for the best generated model. For all three cases,
both the overall RMSE, as well as the maximum 1% error, decrease as the training set size
increases.
However, saturation occurs in the overall learning for all models by a training set size of
3000 points. All statistical error metrics for the first model iteration for the final ML-AGNI
models can be seen in Table 4.2. Overall, these metrics indicate that all three ML-AGNI
models can adequately capture their respective DFT reference data over a large range of
external conditions. However, such statistical metrics are not the deciding factor when
determining if a given model can be used to simulate dynamical material properties. Further
validation, as seen in the section 4.3, must be performed to say that a given ML-AGNI
model can be confidently deployed to study more complex phenomena.
Iteration 2
While the first set of models was trained only to simulate environments close to defect-free
bulk, strained defect-free bulk, and bulk with vacancies. More complex phenomena, such a
planar and line defects, and combinations of these defect classes, shown in Table 4.1, were
not present in the ML-AGNI model’s respective training sets. Before performing simu-
lations of these new systems, the model’s predictions of potential energy, atomic forces,
and the total stress tensor were compared to the reference DFT data. Parity plots, shown
in Figure 4.2 (top), indicate that, while the previous ML-AGNI models perform well for
grain boundary configurations, they cannot make reliable predictions on surface environ-
ments. Therefore, these systems must be added to the three model’s training sets before
performing any simulations.
Using an iterative improvement scheme developed for our ML-AGNI force models
[168], failed configurations were continuously added to all three ML-AGNI model’s train-
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(a) (b) (c)
Figure 4.1: Statistical error metrics used to compare ML-AGNI models during the opti-
mization process. The columns are labelled as (a) Energy, (b) Force, (c) Stress. The top
row shows the average RMSE of both the training and test sets. The middle row measures
the max 1% error of the test set. The x-axis for the top two rows corresponds to the number
of training points in a given model. The bottom row shows parity plots of the final model
used throughout this work. Column titles indicate the property’s units.
ing sets until statistical metrics reached convergence. All statistical error metrics regarding
the second model iteration for the final ML-AGNI models can be seen in Table 4.2. From
Figure 4.2 (bottom), a clear improvement in all ML-AGNI models can been seen. With
converged statistical metrics showing significant improvement in the model’s performance,
when encountering previously disparate domains in the configuration space, the ML-AGNI
models can be reliably deployed to study the phenomena described in section 4.4.
4.2.4 Simulation details
All MD simulations (outside of DFT reference data generation) were performed using




Figure 4.2: Parity plots of the energy, forces, and stresses, predicted on the total set of
grain boundary (red) and surface (blue) reference data before (top) and after (bottom) the
ML-AGNI models iterative improvement procedure.
Environment (ASE) [257]. Geometry optimizations were performed using both VASP (for
DFT) LAMMPS (for EAM and ML-AGNI). NEB calculations, along with the climbing
image formalism [186], were employed to determine the minimum energy pathway of dif-
fusion profiles. NEB calculations were performed using both LAMMPS (ML-AGNI-AGNI
and EAM), as well as VASP (DFT).
Geometry optimizations were used to gather information such as the grain boundary
energy, surface energy, work of separation energy, vacancy formation energy for in-plane
vacancies of grain boundaries, and the relaxed structure of both edge and screw disloca-





with nGB being the number of atoms in the grain boundary structure, AGB being the
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area of the grain boundary plane, and E0 being the cohesive energy. The surface energy
was calculated using the same formula, substituting nGB for nSur f , and AGB for ASur f . A
factor of 2 is used in both cases to account for the double counting of energy that occurs
from periodicity. The work of separation energy was calculated as:
Wsep = 2γSur f − γGB (4.2)
The grain grain boundary vacancy formation energy, both with respect to a bulk config-
uration, as well as a pristine grain boundary environment was also calculated. In both cases,
the vacancy was placed at the center of the boundary plane. For boundaries that space mul-
tiple layers, the vacancy was placed as close to the midpoint (normal to the boundary) as
possible. The vacancy formation energy, with respect to bulk was calculated as:
Evac = EGB+vac−nGB+vacE0 (4.3)
with nGB+vac being the number of atoms in the grain boundary structure containing a
single vacancy, and EGB+vac is the corresponding energy of the structure. When using the
pristine grain boundary as the reference, the equation (10) is used, but E0 is substituted for
EGB, where EGB is the energy of the grain boundary system without a vacancy, and is given
in eVatom ,.
Adsorption energies for both a single adatom, as well as a dimer, were calculated on
the Pt (111), (110), and (100) surfaces, using an 80, 144, 180-atom slabs respectively. The
binding energy and a dimer on each of these surfaces was also calculated. The adsorption




(Eslab+adsorbate− (Eslab +NEatom)) (4.4)
N is defined as the number of adsorbates in the system. Eslab+adsorbate is defined as
the energy of the slab with the adsorbate bonded to the surface, Eslab is the energy of just
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the slab (no adsorbate), and Eatom is the energy of a single adsorbate atom in a box. The
binding energy of a dimer is also defined as:
Ebind = Eseparate−Etogether (4.5)
where Eseparate is defined as the en energy of a system containing a slab with the two
atoms in the dimer placed as far away from each other as possible. Etogether is defined as the
energy of the slab with the dimer bonded to the surface, and is equivalent to Eslab+adsorbate
for the case of the dimer.
In all scenarios, both the ionic positions and the cell volume were allowed to change.
Electronic convergence terminated at an energy difference of 10−4 eV, and ionic relaxations
were considered converged at an energy difference of 10−2 eV, for all calculations.
NEB calculations were used to study the diffusion of a single vacancy both along, and
away from, the boundary plane, of the ∑3[111](111) grain boundary, as well as the ac-
tivation energies of several adatom diffusion mechanisms on the (111), (110), and (100)
surfaces. In all scenarios, both the ionic positions and the cell volume were allowed to
change. Electronic convergence terminated at an energy difference of 10−4 eV, and ionic
relaxations were considered converged at an energy difference of 10−2 eV, for all calcula-
tions.
MD simulations were used to capture both the tensile and shear strains of single crystal
FCC Platinum. Simulations were performed for a temperature range of 100K to 1000K.
Temperatures above 1000K were not considered, as reliable experimental values do not ex-
ist in this regime. Simulations at temperatures lower than 100K were also not considered in
this work, as it has been shown that zero-point energy contributions become non-negligible
below 100K for Platinum [258, 259]. As the simulations considered in this work are clas-
sical in nature, and do not consider quantum effects, temperatures below 100K cannot be
reliably predicted.
For the case of tensile strain, a 21x21x21 supercell containing 37,044 atoms is used.
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NPT simulations, run for 2 ns at P = 0, are used to equilibrate the supercell volume at a
given temperature. Then, NVT simulations are performed, in which the cell was strained
along the X axis at a rate of 10−3 1ps for 10 ns. As the strain along the Y and Z axis remains
constant at 0, the elastic constants can be calculated from the stress-strain relationships
defined by σxx = C11exx +C12(eyy + ezz) and σyy = C11eyy +C12(exx + ezz), where Ci j is a
given elastic constant, σii is the stress along the ii direction, and eii is the strain along the ii
direction.
For the case of shear strain, the same supercell and simulation arrangement employed
during the tensile strain test was used. However, due to the stress-strain relationship, de-
fined by σxy = C44exy, the initial supercell was defined with tilt factors, initially set to 0.
After an equilibration run, as defined previously, the cell was deformed along both the X
and Y axis, uniformly, at a rate of 10−3 1ps for 10 ns. For both tensile and shear strains, the
stress was plotted against the strain, for a given elastic constant. A linear regression curve
was then fit to the stress-strain relationship, whose slope is the corresponding elastic con-
stant. An R2 fit of 0.95, as a minimum, was used to determine a line’s convergence, before
extracting the elastic constants. The bulk, shear, and Young’s modulus was then calculated
from the predicted elastic constants using the Voigt-Reuss-Hill approximation [260].
MD simulations were performed for properties such as the coefficient of linear expan-
sion, and the change in lattice parameter as a function of temperature. A 25x25x25 super-
cell, containing 62,500 atoms, was used. NPT simulations, run for 10ns, were performed
for temperatures between 100K and 2000K. The final lattice parameter was carefully cho-
sen only after a strict convergence criteria of 10−3Å was met. For the calculation of the
coefficient of linear expansion, the reference temperature was set at 300K to compare with
experimental values.
MD simulations, were also performed to study how grain sizes are affected by temper-
ature. A 51x51x51 supercell containing 508,971 atoms was used. The initial distribution
of grains was created using the voronoi tessellation package in Atomsk [261]. NPT sim-
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ulations, run for 1 ns at P = 0, were used to equilibrate the supercell volume at a given
temperature. Simulations were performed between T=300K and T=700K, to align with
experimental results [262]. Previous computational work indicates that 1 ns is sufficient to
allow for an equillibration among grain sizes at the temperatures and system size consid-
ered in this work [263, 264].
4.3 Capturing multi-scale phenomena in single-crystal bulk Platinum
4.3.1 Understanding bulk thermodynamic properties
The three generated ML-AGNI models were used to reproduce several thermodynamic
quantities, shown in Table 4.4. We begin this discussion by looking at the predictions made
by the ML-AGNI-energy model. The cohesive energy (E0), equilibrium volume (V0), and
bulk modulus (B) were all obtained by fitting the Birch-Murnaghan equation of state [265]
(EOS) to energies corresponding to volumes between 14 and 17 Å3. The cohesive energy
and the equilibrium volume were also obtained from a geometry optimization.
Table 4.4: Thermodynamic properties of Pt, calculated using either the ML-AGNI energy
or stress models, and DFT. ∗ represents the Birch-Murnaghan EOS [265], where ‡ repre-
sents the Voigt-Reuss-Hill approximation [260], and ℘ represents a geometry optimization.
The values in brackets for the shear and Young’s modulus represent the calculated lower
and upper bounds. For DFT’s calculation of the elastic coefficients, two values are reported
using different methods: (1) Energy as a function of strain, and (2) Stress as a function of
strain (in brackets). Please see text for details on the prescription used to calculate the
elastic constants.
Property DFT ML-AGNI-Energy ML-AGNI-Stress
E0 (eV/atom) -6.05∗, -6.05℘ -6.05∗, -6.05℘ -
V0 (Å3 / atom) 15.68∗,15.73℘ 15.69∗,15.74℘ -
B (GPa) 265.62∗, 227.39‡ 265.95∗, 239.86‡ 234.39‡
G (GPa) [76.51‡, 77.08‡] [80.91‡, 81.48‡] [76.22‡, 76.85‡]
E (GPa) [206.38‡, 207.76‡] [218.19‡, 219.57‡] [206.29‡, 207.83‡]
C11 (GPa) 341.12 (341.36) 359.83 348.46
C12 (GPa) 170.53 (179.07) 179.88 177.36
C44 (GPa) 71.61 (65.32) 75.83 71.06
E1 f (eV) 0.65 0.55 -
E2b (eV) -0.18 -0.15 -
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The bulk modulus, along with upper and lower bounds for the shear modulus (G),
as well as the Young’s modulus (E), can also be calculated via the Voigt-Reuss-Hill ap-
proximation [260]. Employing both the Birch-Murnaghan EOS and the Voigt-Reuss-Hill
approximation allows one to compare the agreement between the ML-AGNI energy and
stress values. The elastic constants C11, C44, and C12 were calculated according to a pre-
scription described by Ding et al [266]. Figure 4.3 shows energy and stress as a function of
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C44 C44
Figure 4.3: Comparison of different elastic constants as computed using DFT and ML-
AGNI models, as derived using the energy vs strain trends (first column) and stress vs
strain trends (second column). Please see text for more details.
The elastic properties mentioned above can also be calculated with the ML-AGNI-
stress model, shown in Figure 4.3 (right). For the case of the bulk, shear, and Young’s
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Figure 4.4: (a) Phonon band structure, (b) vibrational density of states,ML-AGNI force
model (blue), EAM-Z and EAM-B (green, yellow), and DFT (red). The phonon band
structure and DOS were computed using the finite atomic displacement method.
access to stress. The elastic constants were calculated according to σii = Ciiεii, where σii
is the stress. The agreement across multiple, unique approximation methods can be seen
between not only the ML-AGNI-energy and ML-AGNI-stress models, but also between
the ML-AGNI-stress model and DFT. This agreement shows that both models can be used
interchangeably to reliably make predictions of a material’s mechanical properties.
We then shift our focus to the ML-AGNI-force model. The vibrational density of states
(VDOS) as well the phonon band structure, which have to be properly represented to allow
for the prediction of thermodynamic quantities such as thermal expansion, heat capacity,
etc, are used to determine the ML-AGNI force model’s capability of capturing small atomic
perturbations. Figure 4.4(a) shows the phonon band structure, calculated via the finite
displacement method [267] and Figure 4.4(b) shows the corresponding VDOS. The ML-
AGNI-force model shows good agreement to DFT for predicting the acoustic modes of the
phonon band structure, indicating that under small atomic perturbations (as opposed to the
much larger displacements often encountered during dynamic trajectories), the fidelity of
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the force model is maintained. This also implies that any properties one desires to extract
from the phonon frequencies, e,g,. heat capacity, vibrational density of states, etc, can be
reliably obtained as well.
For the case of the single vacancy formation energy (E1 f ), and the divacancy binding
energy (E2b), both the ML-AGNI force and energy models were employed. The divacancy
binding energy is calculated as the difference in energy between the two vacancies adjacent
to one another, and the two vacancies being separated by several intermediate sites. For
this, two vacancies were placed next to each other, and NEB calculations were performed
(which will be explained in detail in later sections), allowing for one of the vacancies to
move away from the other. At some distance away, each vacancy effectively acts as a single
vacancy, and no longer feels the effect of the other. Forces and energies, calculated by each
of their respective ML-AGNI models, were used to relax the corresponding structures.
4.3.2 Exploring the potential energy surface
The ML-AGNI model’s ability to extrapolate during dynamic conditions gives rise to an-
other question: can the ML-AGNI models accurately predict the kinetics of specific atom-
istic processes with the accuracy of QM? A straightforward approach to answer this ques-
tion is to perform an ionic relaxation starting from a highly disordered state. To this end,
we employ the ML-AGNI-force and ML-AGNI-energy models to perform ionic relaxations
on highly disordered systems, starting from initial configurations of: (1) defect-free bulk,
and (2) bulk with a single vacancy in a 7x7x7 supercell. Random displacements on these
configurations of up to 0.5 Å, in each of the x, y, and z cartesian directions, were used.
Each relaxation was terminated when an accuracy of 10−7 eV and 10−2 eV/Å, for en-
ergies and forces respectively, was reached. Several runs were performed with varying
random displacement seeds to ensure the fidelity of the model under different disordered
configurations. Both scenarios show excellent agreement with their respective equilibrium
geometries. A visual representation of these relaxations can be found in Figure 4.5.
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Defect-free bulk Bulk with vacancy
Figure 4.5: The before (top) and after (bottom) atomic configurations, of defect-free bulk
(left) and bulk with a single vacancy (right), simulated via a conjugate-gradient geometry
optimization. Colors correspond to an atom’s coordination, with white representing an






Figure 4.6: ML-AGNI model predictions, compared against DFT for (a) force, (b) stress,
(c) energy. Structures were gathered from trajectories of defect-free bulk Pt at different
temperatures, generated during MD using the ML-AGNI-force model. It should be noted
that the configurations encountered during these MD simulations are not explicitly present
in the model’s training set. Colors correspond to the different temperatures used.
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The ML-AGNI model’s performance during dynamic conditions is of great importance,
as the complex materials phenomena that we aim to capture occur under these conditions.
To this end, we consider MD simulations of a 256-atom bulk configuration. Canonical en-
semble MD was performed at several temperatures between 300 and 1800K. A timestep of
0.5 fs was chosen for the runs with a total simulation time of 10ns. Single-step DFT calcu-
lations were also performed on several snapshots, randomly chosen from each trajectory to
verify the accuracy of the models. Parity plots comparing the forces, stresses, and energies,
predicted by both DFT and each corresponding ML-AGNI model, on these snapshots are
shown in Figure 4.6. The excellent agreement between the ML-AGNI models and DFT, in-
dicates that all three ML-AGNI models can make accurate predictions within configuration






Figure 4.7: ML-AGNI model predictions, compared against DFT for (a) force, (b) stress,
(c) energy. Structures were gathered from trajectories of bulk Pt with a single vacancy, at
different temperatures, generated during MD using the ML-AGNI-force model. It should
be noted that the configurations encountered during these MD simulations are not explicitly
present in the model’s training set. Colors correspond to the different temperatures used.
Next, we consider MD simulations of a 256-atom bulk configuration containing a sin-
gle vacancy (a total of 255 atoms). Canonical ensemble MD was performed at several
temperatures between 300 and 1800K, shown in Figure 4.7. A timestep of 0.5 fs was cho-
sen for the runs with a total simulation time of 10ns. Single-step DFT calculations were
also performed on several snapshots, randomly chosen from each trajectory to verify the
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accuracy of the models. Parity plots comparing the forces, stresses, and energies, predicted
by both DFT and each corresponding ML-AGNI model, on these snapshots are shown in
Figure 4.7. The excellent agreement between the ML-AGNI models and DFT, indicates
that all three ML-AGNI models can make accurate predictions within configuration spaces
not explicitly employed in their respective training sets.
4.3.3 Capturing the kinetics of vacancy diffusion in bulk
Next, we consider the pathway of a single vacancy hopping from one site to a nearest-
neighbor site in a bulk fcc configuration. NEB calculations, performed with the ML-AGNI
energy and force models (as well as all three EAM potentials and DFT), along with the
climbing image formalism, were used to determine the minimum energy pathway (MEP)
of the hop. Figure 4.8(left) shows the MEP predicted by ML-AGNI as well as DFT. For the
case of ML-AGNI, the diffusion barrier was predicted to be 1.20 eV, which is in excellent
agreement with the calculated DFT value of 1.19 eV. EAM-B, EAM-F, and EAM-Z predict
barrier heights of 0.83, 0.81, and 0.54 eV respectively. Experimental values vary depending
on vacancy concentration and quench rates[268, 269, 270], however, the values reported
are typically between 1.0 and 1.4 eV. Many factors can contribute to the accuracy of the
calculated DFT barrier, including the treatment of surface effects around the vacancy [271],
as well as the cell size’s possible restriction of relaxations [272]. However, one should be
reminded that the ML-AGNI models can only be as accurate as the reference data used to
train them, and therefore should only be compared to the DFT value, and not experimental
values.
The activation energy predicted by the NEB calculations can also be determined through
dynamic simulations. In this case, MD runs were performed on a 7x7x7 supercell contain-
ing 1371 atoms and a vacancy, between 1000K and 2000K, using the ML-AGNI-force
model to drive the dynamics. Simulations were run for a minimum of 1ns (with a time







Figure 4.8: (left) Nudged elastic band prediction of a single vacancy migrating in bulk
Pt. (right) Arrhenius plots for a single vacancy migrating in bulk Pt, generated from all
methods used in this work. For each temperature, the MD simulation time was extended so
as to allow at least 25 hopping events (thus allowing estimation of an average hop rate, and
the corresponding distribution. A linear fit (red lines) was used to determine the dynamic
activation energy (Ea).
regards to the hop rates. By observing the dynamics of the vacancy, the average rate con-
stant (k) for the diffusion process was calculated. k is represented as 1thop , where thop is the
average time taken for a vacancy to migrate from one arbitrary site to an adjacent site. A
minimum of 25 hops were recorded at each temperature to ensure that thop was not domi-
nated by events 2σ or greater away from the mean. Figure 4.8(right) shows an Arrhenius
plot of k versus the the reciprocal temperature.
The ML-AGNI force model predicts an activation energy of 0.94 eV. As one cannot
obtain a dynamic activation energy from DFT, the value of 1.19 eV, determined from the
0K NEB calculation described earlier, is used and agrees well with the dynamic ML-AGNI
result. While the predicted ML-AGNI barrier is slightly lower, when compared to the
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NEB barriers (for both ML-AGNI and DFT), one can expect that the activation energy
obtained through MD will be lower than that obtained through NEB calculations, as such
a methodology neglects any entropic effects that may help to “soften” the barrier [273,
274]. EAM-B, EAM-F, and EAM-Z predict activation energies of 0.96, 0.94, and 0.63 eV
respectively, and is in good agreement with their respective NEB energy barriers, indicating





























Figure 4.9: Nudged elastic band prediction of divacancy migration in bulk Pt. Reaction co-
ordinates correspond to different positions of one vacancy as it moves away from its diva-
cancy pair. As the pathway traverses from (0,1,2,3), one vacancy moves along the <110>
direction away from the other vacancy. As the pathway moves from (0,4,5), one vacancy
first moves along a <110> vector away from the other vacancy. After one hop along
<110>, it then moves along a <100> vector away from the other vacancy. In all scenarios
the first vacancy remains stationary. The inserted diagram outlines this procedure, where
the white outlined circle represents the stationary vacancy, and light-red circles represent
the different end-points of the second vacancy as it moves along each diffusion pathway
(numbers in the inserted diagram correspond to the reaction coordinate values along the x-
axis of the main plot). All energies plotted refer to the configuration at reaction coordinate
0 as the reference.
How vacancies interact with one another is also of importance. Here we consider the
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diffusion/dissociation of a divacancy pair through NEB calculations, using the ML-AGNI
force and energy models, along several possible diffusion pathways. For this, a 4x4x4 FCC
supercell containing 254 atoms and a divacancy was considered. Figure 4.9 highlights two
possible pathways that can occur during dissociation. From these minimum energy path-
ways (MEP) we can conclude several important pieces of information. The first pertains to
the relative thermodynamic stability of the divacancy versus two isolated vacancies. Both
ML-AGNI and DFT predict the divacancy configuration to be higher in energy than that
of two isolated vacancies, (this can be seen by observing the difference in energy between
the reaction coordinates 0 and 3, as well as 0 and 5, in Figure 4.9). The second belongs to
the kinetics of the dissociation/diffusion process. When travelling along the <110> direc-
tion (from reaction coordinate 0 to 3), the barrier heights between each reaction coordinate
remain consistent, with a decrease in energy of the final configuration (as mentioned previ-
ously). However, due to the prohibitively large barrier height when travelling from reaction
coordinate 4 to 5, one can make the assumption that, under dynamic conditions, diffusion
should occur along the <110> direction.
However, for all three EAM potentials considered in this work, the divacancy is pre-
dicted to be more energetically favorable than 2 isolated vacancies, regardless of the dif-
fusion pathway that is chosen. The barrier heights are also predicted to be significantly
lower than those calculated by both ML-AGNI and DFT, indicating a more diffuse solid.
The differing profiles presented here paint vastly different pictures of vacancy behavior, at
least at 0K. DFT and ML-AGNI do not seem to favor divacancy formation, indicating that
energy must be provided to the system to allow vacancies to come together. All considered
EAM potentials indicate the opposite, in that energy must be supplied to the system to favor
vacancy separation. However, we must remind the reader that this picture exists at T = 0K,









Figure 4.10: (Top) The elastic constants C11, C12, and C44, (a-c) respectively, for our AGNI
models (blue), an EAM potential (yellow), and experiments (red) are shown. While ab-
solute values between computational methods and experiments will rarely agree explicitly,
due to deviations between experiments and the reference data used to fit the computa-
tional models, the difference in slopes should be negligible in order to be considered in
agreement with experiments. The AGNI models are the only computational method whose
slopes agree quantitatively with experiments. (Bottom) The bulk, shear, and Young’s mod-
ulus, (d-f) respectively, is shown for our AGNI models (blue), an EAM potential (yellow),
and experiments (red). These values were calculated using the elastic constants using the
Voigt-Reuss-Hill approximation [260]
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4.3.4 Simulating the dynamic evolution of mechanical properties
The dynamic, temperature dependent behavior of the mechanical properties of Platinum
was calculated via MD simulations. Figure 4.10 shows the change in the C11, C12, and C44
elastic constants as the temperature is increased from 100K to 1000K. Three sets of values
are shown: (1) Experimental values [275, 253], (2) AGNI predictions, and (3) EAM pre-
dictions. The EAM values shown in Figure 4.10 were taken from previous studies [253].
While several EAM potentials were studied in previous works, only the most reliable poten-
tial’s values are shown here. This EAM potential will henceforth be referred to as EAM-A,
due to its primary author James Adams [276].
One important point that must be mentioned is the relative versus absolute nature of
the properties discussed in the remainder of this article. As both ML-AGNI and semi-
empirical potentials are fit to a set of reference data, one cannot always compare the ab-
solute values of a predicted property to experimental values. For example, as shown in
our previous work [172, 166], the absolute value of the 0K elastic constants will deviate
significantly from experiments at low temperature. This discrepancy however, is not due to
the model’s failure, but rather the value that the model’s reference level of theory predicts.
In this case, the AGNI models are trained on reference DFT data, generated using the PBE
exchange-correlation functional, which deviates from experiments significantly [277, 166,
278]. Therefore, AGNI cannot be expected to predict absolute property values equivalent
to experiments, but will make predictions at the corresponding DFT level of theory. Due
to these differences amongst various levels of theory, one cannot rely on absolute values,
but rather the quantitative, and qualitative, trends that the models yield with respect to
experiments.
With this in mind, we begin by looking at several important trends that can be observed
from the C11, C12, and C44 elastic constants as the temperature is increased from 100K to
1000K. Figure 4.10 shows a visual manifestation of these trends, while Table 4.5 provides





Figure 4.11: The coefficient of isothermal compressability, change in lattice parameter, and
coefficient of linear expansion, (a-c) respectively, is shown for our AGNI models (blue),and
experiments (red). Lattice parameter values (b) are used to fit a cubic spline (shown in
black). Linear expansion values (c) are then calculated from the derivative of the cubic
spline.
22% between 100K and 1000K, while EAM-A predicts a thermal degradation of (14%),
and the AGNI framework a degradation of (20%). Contrary to C11, however, both C12,
and C44 show little to no thermal degradation experimentally, (1%) and (4%) respectively.
However, EAM-A shows significant thermal degradation with respect to experiments in
both C12 (11%), and C44 (21%). The AGNI framework performs substantially better than
EAM-A, yielding degradation of (1%) and (16%) , for C12, and C44 respectively. While
AGNI’s predicted change in C11 and C12 between is nearly identical when compared to
experiments, thermal degradation in C44 is still 4 times that of experiments; though EAM-
A yields a degradation greater than 5 times that of experiments.
Understanding how a material will respond to various forms of stress is critically im-
portant for a variety of applications [253, 279, 280, 266]. To this end, the dynamic behavior
of the bulk, shear, and Young’s modulus can be calculated from the predicted elastic con-
stants using the Voigt-Reuss-Hill approximation [260]. Figure 4.10, and Table 4.5 show
the change in these properties as the temperature is increased from 100K to 1000K. Exper-
imental predictions of the bulk modulus indicate a thermal degradation of (10%), compared
to a degradation of (12%) and (8%) for EAM-A and AGNI respectively. Therefore, one can
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Table 4.5: Absolute values for the properties predicted in this work. δ represents the
percent difference between the property values at 100K vs 1000K. dXdT represents the slope
of a given property as a function of temperature.
Property Experiments EAM-A AGNI
δC11 (%) 22 14 20
δC12 (%) 1 11 1
δC44 (%) 4 21 16
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argue that both EAM and AGNI will perform equally well in understanding the resistance
to compression. For the shear modulus, experimental values indicate a thermal loss of
(39%), compared to a degradation of (29%) and (54%) for EAM-A and AGNI respectively.
Finally, for Young’s modulus, experimental values indicate a decrease of (37%), compared
to a decrease of (29%) and (53%) for EAM-A and AGNI respectively. From these metrics,
both AGNI and EAM show moderate deviations, when compared to experiments, when
understanding the response to both linear and shear stresses.
However, If we assume that the change of these properties is perfectly linear between
100K and 1000K, we can easily calculate their slopes, shown in Table 4.5, which will
provide the rate in which these properties change as a function of temperature. For the
case of the bulk modulus, we arrive at slopes of -0.03 GPaK , -0.04
GPa
K , and -0.02
GPa
K for
experiments, EAM-A, and AGNI respectively. For the shear modulus, we obtain slopes
of -0.03 GPaK , -0.01
GPa
K , and -0.03
GPa
K for experiments, EAM-A, and AGNI respectively.
Finally, for Young’s modulus, we calculate slopes of -0.07 GPaK , -0.03
GPa




for experiments, EAM-A, and AGNI respectively. Therefore, while EAM-A and AGNI’s
prediction yield moderate errors when one considers only the absolute thermal degradation
over the entire temperature range, the slopes of these relationships tell a different story,
where AGNI outperforms EAM-A significantly.
Another important aspect of the dynamic mechanical response of Platinum that must be
well understood is the physical change in the supercell as a function of temperature. To this
end we present calculations for the lattice parameter, coefficient of isothermal compress-
ibility, and coefficient of linear expansion, shown in Figure 4.11 and Table 4.5. In a bulk
material, the coefficient of isothermal compressibility can be represented as the inverse of
the bulk modulus [281], and can be thought of as the relative volume change that will oc-
cur in response to an applied stress. From Figure 2 one can see good agreement between
the ML-AGNI models and experiments. As described previously, the rate of change in the
isothermal compressibility can be calculated by assuming a linear rate of change. Experi-
ments predict a rate of change of 4.17x10−7 1GPaK , while EAM-A and AGNI yield rates of
5.67x10−7 1GPaK and 4.11x10
−7 1
GPaK respectively.
Figure 4.11 also provides information about change in lattice parameter as a function of
temperature. As can be seen in Figure 4.11b, AGNI and experimental values of the change
in lattice parameter as a function of temperature, show exceptional agreement between
over the entire temperature range. Small deviations close to the melting temperature can be
explained from the results obtained in our previous work [166]. As before, if we take the
slope of this curve, information about the rate of change in lattice parameter as a function
of temperature can be calculated. Experiments indicate a rate of change of 9.33x10−5 ÅK ,
while AGNI predicts a rate of 1.16x10−4 ÅK respectively.
Finally, the information encoded in the change in lattice parameter can be used to cal-
culate the coefficient of linear expansion as a function of temperature [282]. A cubic spline
is fit to the lattice parameter values, shown in black in Figure 4.11b. The derivative of this
spline is then used to calculate the coefficient of linear expansion, shown in Figure 4.11c.
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As the difference in lattice parameter between experiments and PBE creates an artificial
shift in the coefficient of linear expansion, the values in Figure 4.11c are referenced to the
value at 100K for both AGNI and experiments. As there are small deviations in the lat-
tice parameter at high temperatures, errors in the coefficient of linear expansion, at these
same temperatures, are to be expected. Even with small discrepancies near the melting
temperature, the agreement between AGNI and experiments can clearly be seen.
4.4 Multi-scale defect behavior of polycrystalline platinum
4.4.1 Predicting the atomic structure of edge and screw dislocations
Edge and screw dislocations play a crucial role in the plasticity and fracture of metals [283,
284, 285, 286]. Therefore, accurately predicting the geometry of dislocation lines is of
paramount importance. To this end, we have studied the 12 [110] edge and screw dislocation.
As Pt is an fcc metal, the most favorable slip system is 12 < 110 > 111 [287], We employ
the dislocation extraction algorithm [288] (DXA) to determine the geometric information
around the dislocation core. Using a 1x1x3 supercell of the relaxed dislocation system (due
to the requirements of the DXA algorithm, and the reduction in the z-direction required for
the system sizes needed to perform a DFT relaxation), the dislocation type, dislocation line
length, and the dislocation’s Burgers vector were determined.
When considering the edge dislocation, upon relaxation, the dislocation type deter-
mined by the DXA analysis was 12 < 110 > for all levels-of-theory used in this work. The
dislocation line length was calculated as 14.61 Åfor DFT, and 14.61 Å, 14.22 Å, 13.89 Å,
and 13.91 Åfor ML-AGNI, EAM-B, EAM-F, and MEA-Z respectively. The Burgers vector
for all models was calculated as 12 [01̄1̄]. Upon relaxation, the initial dislocation core split
into two cores, that migrated away from each other along the dislocation’s Burgers vector.
The final core centers were located 9.31 Åapart for DFT and 9.11 Å, 15.03 Å, 18.05 Å,
and 18.05 Åfor ML-AGNI, EAM-B, EAM-F, and MEA-Z respectively. The agreement be-
tween ML-AGNI and DFT can be seen in both the dislocation line length, as well as the
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separation distance between dislocation cores. While the calculated dislocation line lengths
for all EAM potentials will not necessarily agree with DFT, due to differences in the equi-
librium lattice parameters, there does exist substantial disagreement in the core separation
distance between the EAM models used in the work and DFT.
When considering the screw dislocation, upon relaxation, the dislocation type deter-
mined by the DXA analysis was 12 < 110 > for all models use. The dislocation line length
was calculated as 8.439 Åfor DFT, and 8.58 Å, 8.37 Å, 8.27 Å, and 8.28 Åfor ML-AGNI,
EAM-B, EAM-F, and MEA-Z respectively. The Burgers vector for all models was calcu-
lated as 12 [01̄1̄]. Unlike the edge dislocation, the initial screw dislocation core remained
intact after relaxation for all levels-of-theory. While there is no discernible difference be-
tween ML-AGNI/EAM and DFT for the relaxed screw dislocation structure, there is a
exists a substantial discrepancy between the relaxed EAM and DFT edge dislocation struc-
ture. This disparity is alleviated when using the ML-AGNI models, which show a near
perfect agreement with DFT.
4.4.2 Understanding the behavior of clean surfaces
In this work we calculate properties of clean surfaces, such as the surface energy and the
inter-layer relaxation difference for a variety of low-index surfaces. Figure 4.13b, and Table
4.6, show all surface energy calculations for ML-AGNI and the three EAM potentials with
respect to the corresponding DFT prediction. Statistically, our ML-AGNI models have an
root mean square error (RMSE) of 0.08 Jm2 with respect to the DFT surface energies. EAM-





EAM-F performs slightly better than our ML-AGNI models, though both models perform
equally well as the surface complexity increases.
The inter-layer relaxation difference, δd12 and δd23 was calculated for the (111), (110),
and the (100) surfaces. Table 4.7 provides the calculated values, along with experimental
predictions where they are available [289, 290]. For the (111) surface, δd12 is calculated as
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Table 4.6: Properties of low-index Platinum surfaces. All energy values are given in units
of eV, while dadatom is shown in Å, and δdxy is provided in %. All properties shown here
are calculated using T=0K methods (optimizations or NEB).
Surface DFT ML-AGNI EAM-B EAM-F EAM-Z
(111) 1.51 1.47 1.62 2.08 1.44
(112̄) 1.68 1.79 1.82 2.37 1.69
(021) 1.89 1.92 1.91 2.50 1.87
(013) 1.89 2.02 1.90 2.46 1.83
(22̄1) 1.62 1.77 1.78 2.33 1.65
(3̄32) 1.80 1.77 1.84 2.41 1.76
(1̄13) 1.82 1.87 1.85 2.36 1.74
(230) 1.89 1.96 1.90 2.49 1.84
(33̄4̄) 1.61 1.65 1.75 2.26 1.58
(11̄6̄) 1.59 1.63 1.73 2.23 1.56
(340) 1.89 1.97 1.89 2.47 1.83
+0.92% for DFT, in good agreement with experiments, which indicate a positive relaxation
difference. While our ML-AGNI models indicate a smaller percent change than both DFT
and experiments, they do predict a positive inter-layer relaxation difference. This is in
contrast to all EAM potentials, which predict a negative inter-layer relaxation difference.
Experimental predictions indicate that there is no substantial difference between the second
and third layers, though both DFT and ML-AGNI yield a small negative value for δd23.
However all EAM potentials predict a positive difference.
For the (110) surface, δd12 is calculated as −15.92% for DFT, in good agreement with
experiments. Our ML-AGNI models again predict a value roughly half that of the DFT
value, but correctly capture its negative nature. Among the EAM potentials, there exists
a substantial spread, with EAM-F performing extremely well, EAM-Z performing com-
parably to our ML-AGNI models, and EAM-B showing significant deviation from both
DFT and experiments. For δd23, DFT deviates significantly from experiments, with DFT
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Table 4.7: Properties of low-index Platinum surfaces. All energy values are given in units
of eV, while dadatom is shown in Å, and δdxy is provided in %. All properties shown here
are calculated using T=0K methods (optimizations or NEB).
Property Exp DFT ML-AGNI EAM-B EAM-F EAM-Z
(111)
δd12 +1.1 ± 0.5 +0.92 +0.24 -1.29 -4.11 -2.32
δd23 0.0 -0.71 -0.54 +1.41 +1.27 +0.47
dadatom 2.57 2.54 2.56 2.35 2.35
E1,hop 0.26 ± 0.02 0.32 0.28 0.09 0.03 0.05
E1,exc 1.70 1.75 1.70 0.82 1.90
E1,ads 4.45 3.75 4.39 4.44 3.97
E2,ads 4.61 3.89 4.62 4.90 4.37
E2,bind 0.54 0.60 0.42 0.94 0.82
(110)
δd12 -18.0 ± 5.0 -15.92 -8.29 -3.37 -14.92 -8.76
δd23 -10.0 ± 5.0 +8.53 +9.00 +3.09 +3.99 +3.36
dadatom 2.64 2.74 2.68 2.54 2.59
E1,hop 0.84 ± 0.1 1.10 0.70 0.21 0.23 0.23
E1,exc 0.78 ± 0.1 0.91 0.81 0.50 0.41 0.24
E1,ads 5.42 4.54 5.08 5.44 5.15
E2,ads 5.53 4.66 5.25 5.63 5.41
E2,bind 0.22 0.26 0.33 0.38 0.53
(100)
δd12 +0.2 ± 2.6 -2.46 -1.41 +0.03 -4.27 -4.25
δd23 -0.80 -0.94 +2.32 +3.54 -0.54
dadatom 2.63 2.70 2.61 2.40 2.47
E1,hop 1.06 0.65 0.65 0.68 0.95
E1,exc 0.47 ± 0.1 0.43 0.41 0.83 0.29 0.36
E1,ads 5.22 4.08 4.75 5.06 4.45
E2,ads 5.31 4.30 4.91 5.22 4.74
E2,bind 0.20 0.13 0.34 0.47 0.56
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predicting a positive inter-layer relaxation difference, and experiments indicating a nega-
tive difference. As our ML-AGNI models are trained on DFT data, they are expected to
follow its trend. Our ML-AGNI models are in near perfect agreement with DFT, and all
levels-of-theory indicate a positive δd23 occurs.
For the (100) surface, there is a significant spread among experiments regarding δd12,
with some predicting a positive difference, and others a negative difference. DFT, ML-
AGNI, and EAM-B fall within the possible values, indicated by experiments, while both
EAM-F and EAM-Z fall outside of the experimental spread. As no experimental values
exist for δd23, we can only compare our ML-AGNI models to DFT, which indicate good
agreement. Both EAM-B and EAM-F deviate significantly from DFT, though EAM-Z is in
good agreement, though we would like to emphasize that the true value is unknown.
4.4.3 Simulating the kinetics of surface adsorbates
In this section, we discuss the introduction of defects onto the (111), (110), and (100)
surfaces. First we consider a single adatom on each surface. Upon relaxing each system, the
adatom adsorption energy, and distance between adatom and surface atoms is calculated,
and can be found in Table 4.7. Our ML-AGNI models, as well as all EAM potentials,
agree well with DFT with regards to the bond distance, when considering the differences in
equilibrium lattice parameter. However, our ML-AGNI models, while predicting the exact
trend in adsorption energy with respect to DFT, yields values approximately 1eV lower than
DFT. For all surfaces, there exists a spread among EAM values, but the trend in adsorption
energy with respect to DFT is captured exactly.
The activation energy for adatom diffusion is also considered, calculated via the NEB
method, and can be found in Table 4.7. For all surfaces, two mechanisms are considered:
(1) hop, (2) two-atom exchange. For the (111) surface hop and exchange, our ML-AGNI
models are in excellent agreement with both DFT and experiments [291, 292]. All EAM
potentials significantly underestimate the hop mechanisms, but most perform well for the
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exchange profile. For the (110) surface hop and exchange, our ML-AGNI models are
again in excellent agreement with both DFT and experiments [293]. All EAM potentials
significantly underestimate the activation energy of both mechanisms, with only EAM-B
predicting a reasonable energy barrier for the exchange mechanism. For the (100) surface
hop and exchange, our ML-AGNI models are once again in excellent agreement with both
DFT and experiments [292]. The various EAM potentials fare slightly better here, though
significant discrepancies exist for EAM-B’s exchange, and EAM-Z’s hop predictions.
We finally consider the adsorption and binding energies of a dimer on the (111), (110),
and (100) surfaces, which can be found in Table 4.7. The DFT calculated energies are
in good agreement with reported literature values [294], where available. Similarly to the
adatom adsorption energy, our ML-AGNI models, while predicting the exact trend in the
dimer adsorption energy with respect to DFT, yields values approximately 1eV lower than
DFT. For all surfaces, there exists a spread among EAM predicted values, but, again, the
trend in dimer adsorption energy with respect to DFT is captured correctly. Our ML-AGNI
models predict the dimer binding energy, on all surfaces, to be in excellent agreement with
the calculated DFT values. EAM-B performs well for all surfaces, while EAM-F deviates
from DFT on both the (110) and (100) surfaces, and EAM-Z deviates significantly from
DFT for all surfaces considered.
4.4.4 Predicting grain boundary energies
Accurately predicting properties, such as the grain boundary energy, surface energy, and
work of separation energy, is an important step in simulating the complex behavior of
material defect classes [295, 296, 297, 298, 299, 300]. Recent work has provided a simple
prescription of the creation of grain boundary structures, as well as a list of low-sum grain
boundary, surface, and work of separation energies to benchmark our DFT values against
[301]. All grain boundary configurations used in this work were constructed using the
Aimsgb software [302]. Figure 4.12 provides the reader with a visual representation of all
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grain boundaries considered in this work, while Figure 4.13a encapsulates the data as a
parity plot. Table 4.8 contains all grain boundary energies calculated here.
∑ 3[111](111) ∑ 3[110](11̄2̄) ∑ 5[100](021) ∑ 5[100](013) ∑ 7[111](111) ∑ 9[110](22̄1)
∑ 11[110](3̄32) ∑ 11[110](−113) ∑ 13[100](230) ∑ 17[110](33̄4̄) ∑ 19[110](11̄6) ∑ 25[100](340)
FCC HCP Unknown
Figure 4.12: All grain boundary structures predicted in this work, prior to relaxation. Col-
ors correspond to an atom’s coordination environment.
Statistically, our ML-AGNI models have an root mean square error (RMSE) of 0.13
J
m2 with respect to the DFT grain boundary energies. EAM-B, EAM-Z, and EAM-F yield




m2 respectively. From these values, the agreement
between DFT and our ML-AGNI models can clearly be seen. It is also worth noting that
agreement between DFT and ML-AGNI, compared to the agreement between DFT and
EAM, is greater as the complexity of the boundary plane increases. This indicates that
our ML-AGNI models could be used to accurately explore the grain boundary energy for







Figure 4.13: Grain boundary energy (a), surface energy (b), and work of separation energy
(c) calculated for all grain boundaries and surfaces studied in this work. The parity line
corresponds to the DFT prediction.
are likely to deviate from DFT.
The combination of surface and grain boundary energies can be used to predict the
work of separation energy, or the energy required the cleave the grain boundary into two
free surfaces. Figure 4.13c shows this data as a parity plot. Statistically, our ML-AGNI
models have an root mean square error (RMSE) of 0.17 Jm2 with respect to the DFT grain
boundary energies. EAM-B, EAM-Z, and EAM-F yield RMSE values of 0.26 Jm2 , 1.17
J
m2 ,
0.29 Jm2 respectively. As our ML-AGNI models are in good agreement with DFT for both
grain boundary and surface energies, the work of separation energies are also predicted
extremely well. As all EAM potentials considered in this work perform inadequately for
either surface energies or grain boundary energies, the combination of them compounds
their errors. Statistical metrics used to judge the accuracy of all levels-of-theory used here,
for all thermodynamic properties discussed, can be found in Table 4.10.
4.4.5 Capturing the behavior of grain boundaries in the presence of vacancies
During a dynamic environment, point defects diffuse in and around grain boundaries, mak-
ing their way from one grain to another [303, 304, 305]. Therefore, understanding these
environments at the atomic level allows us to fundamentally understand whether grain
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Table 4.8: Grain boundary, surface, and work of separation energies, given in Jm2 , for
several grain boundaries. Boundaries are ordered by increasing ∑.
Property DFT ML-AGNI EAM-B EAM-Z EAM-F
Grain boundary energy
∑3(111)[111] 0.16 0.01 0.06 0.04 0.01
∑3(110)[11̄2̄] 0.69 0.78 0.81 0.60 0.67
∑5(100)[021] 1.10 1.12 1.48 0.86 0.91
∑5(100)[013] 0.89 0.84 1.21 0.83 0.98
∑7(111)[111] 0.29 0.38 0.34 0.32 0.29
∑9(110)[22̄1] 0.79 0.73 1.01 0.88 0.98
∑11(110)[3̄32] 0.81 0.91 1.00 0.86 0.95
∑11(110)[1̄13] 0.33 0.20 0.36 0.27 0.39
∑13(100)[230] 0.84 0.95 0.91 1.10 1.21
∑17(110)[33̄4̄] 0.76 1.02 1.01 1.00 1.31
∑19(110)[11̄6̄] 0.97 1.06 1.02 1.29 1.17
∑25(100)[340] 0.68 0.89 0.77 0.79 0.78
Work of separation energy
∑3(111)[111] 2.88 2.93 3.18 4.12 2.87
∑3(110)[11̄2̄] 2.69 2.80 2.83 4.14 2.71
∑5(100)[021] 2.77 2.72 2.34 4.14 2.83
∑5(100)[013] 2.89 3.20 2.59 4.07 2.68
∑7(111)[111] 2.76 2.56 2.90 3.84 2.88
∑9(110)[22̄1] 2.45 2.81 2.55 3.78 2.32
∑11(110)[3̄32] 2.41 2.39 2.50 3.66 2.21
∑11(110)[1̄13] 3.27 3.34 2.68 4.55 3.13
∑13(100)[230] 2.94 2.97 2.89 3.88 2.47
∑17(110)[33̄4̄] 2.52 2.24 2.45 3.46 1.81
∑19(110)[11̄6̄] 2.67 2.68 2.68 3.43 2.31
∑25(100)[340] 3.10 3.05 3.01 4.15 2.88
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boundaries aid or prohibit the diffusion of point defects such as vacancies. To this end
we have calculated the vacancy formation energy of the grain boundaries discussed in the
last few paragraphs. However, the vacancy formation energy was calculated with respect
to two distinct reference environments, providing unique insight into how vacancies affect






Figure 4.14: Vacancy formation energy of a single vacancy located inside of the grain
boundary plane, using (a) bulk and (b) corresponding perfect grain boundary, as the refer-
ence system.
The first reference environment considered was a perfect bulk configuration. By using
a bulk configuration as the reference, a direct comparison to the bulk vacancy formation en-
ergy can be made, providing insight into the thermodynamic stability of a vacancy within
the grain boundary, compared to the bulk-like region of a grain. Using equation 10, and
following the prescription described earlier in this work, the vacancy formation energy was
calculated for all grain boundaries studied. Figure 4.14a provides the results of these calcu-
lations as a parity plot, and all values can be found in Table 4.9. Statistically, our ML-AGNI
models have an root mean square error (RMSE) of 0.26 eV with respect to the DFT grain
boundary energies. EAM-B, EAM-Z, and EAM-F yield RMSE values of 1.43 eV , 1.77 eV ,
1.58 eV respectively. Our ML-AGNI models clearly show a significant improvement over
the existing EAM potentials, for every considered grain boundary configuration.
It should also be noted that such environments were not included in the ML-AGNI
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Table 4.9: Vacancy formation energies, given in eV , of a single vacancy within the GB
plane with respect to a perfect bulk system, as well as with respect to the perfect grain
boundary system, corresponding to each GB given in Table 4.8.
Property DFT ML-AGNI EAM-B EAM-Z EAM-F
Evac f orm bulk reference
∑3(111)[111] 1.53 1.40 1.38 1.84 0.63
∑3(110)[11̄2̄] 2.54 2.41 2.03 0.08 3.91
∑5(100)[021] 2.97 3.34 4.22 2.49 2.62
∑5(100)[013] 3.56 3.31 5.22 2.83 2.92
∑7(111)[111] 2.46 2.72 4.06 0.51 0.39
∑9(110)[22̄1] 3.23 3.14 4.62 2.52 2.32
∑11(110)[3̄32] 4.74 4.89 6.39 3.69 3.76
∑11(110)[1̄13] 1.79 1.51 2.34 0.62 0.65
∑13(100)[230] 3.53 2.97 5.38 2.52 2.37
∑17(110)[33̄4̄] 5.37 5.56 7.47 3.42 3.39
∑19(110)[11̄6̄] 6.61 6.20 7.14 2.45 2.93
∑25(100)[340] 3.94 4.36 5.88 3.27 2.88
Evac f orm GB reference
∑3(111)[111] 1.65 1.40 1.32 0.28 1.17
∑3(110)[11̄2̄] 1.29 1.26 0.11 0.31 0.08
∑5(100)[021] 0.64 1.27 0.71 1.85 1.88
∑5(100)[013] 1.10 0.81 1.66 -0.88 -1.77
∑7(111)[111] 0.97 0.42 1.70 -0.72 -1.11
∑9(110)[22̄1] 1.45 1.09 1.34 -1.87 -1.92
∑11(110)[3̄32] 1.71 0.99 0.41 -3.02 -4.75
∑11(110)[1̄13] 1.74 2.37 1.72 0.39 0.14
∑13(100)[230] 0.84 0.30 1.33 -2.59 -3.82
∑17(110)[33̄4̄] 2.05 2.02 -0.61 -6.32 -8.87
∑19(110)[11̄6̄] 1.90 0.40 -1.08 -7.61 -9.54
∑25(100)[340] 0.92 0.02 0.44 -3.39 -5.33
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Table 4.10: Statistical metrics used to judged all force field’s performance on various
thermodynamic properties calculated in this work. Each block corresponds to a specific
property. The units of each value presented here corresponds to the units used for each
property displayed in this chapper.
Statistical metrics ML-AGNI EAM-B EAM-Z EAM-F
γGB
RMSE 0.13 0.19 0.17 0.23
σ 0.12 0.13 0.16 0.20
r2 0.94 0.97 0.89 0.87
γSur f
RMSE 0.08 0.1 0.61 0.04
σ 0.05 0.06 0.05 0.03
r2 0.94 0.96 0.93 0.97
WOS
RMSE 0.17 0.25 1.17 0.29
σ 0.17 0.24 0.19 0.22
r2 0.82 0.47 0.77 0.77
Evac f orm Bulk reference
RMSE 0.26 1.43 1.58 1.77
σ 0.26 0.83 1.13 1.09
r2 0.98 0.91 0.62 0.63
Evac f orm GB reference
RMSE 0.66 1.30 5.64 4.44
σ 0.57 1.16 3.79 2.95
r2 0.53 -0.45 -0.47 -0.53
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model’s respective training sets. Therefore, we conclude that the ML-AGNI models can
reliably extrapolate to such configuration domains, using precursor information such as
pristine grain boundaries, and vacancies in a bulk configuration. Such an ability is cru-
cial when simulating material’s phenomena containing hundreds of thousands (or more) of
atoms, as it is impossible to train the ML-AGNI models on every possible permutations of
atomic configurations during a dynamic process.
The second reference environment considered was a grain boundary configuration with-
out a vacancy. By using the grain boundary as the reference, one can compare the relative
thermodynamic stability of the pristine grain boundary versus the boundary in the presence
of a vacancy. Here, a positive number indicates that the pristine grain boundary would be
more energetically favorable, compared to a negative number, which indicates the vacancy
within the boundary plane is more favorable. Figure 4.14b provides the results of these
calculations as a parity plot, and all values can be found in Table 4.9. Statistically, our
ML-AGNI models have an root mean square error (RMSE) of 0.66 eV with respect to the
DFT grain boundary energies. EAM-B, EAM-Z, and EAM-F yield RMSE values of 1.30
eV , 4.45 eV , 5.64 eV respectively.
It can be seen from Figure 4.14b that many predictions made by the EAM potentials
actually indicate that the vacancy within the plane is more energetically stable, a result in
stark contrast to DFT. Therefore, while the EAM potentials provide a good understanding
of properties for the grain boundaries and surfaces, the introduction of a second defect
within these configurations pushes their predictions into pure extrapolation, in which their
accuracy breaks down. However, our ML-AGNI models clearly have the ability to make
reliable predictions in this regime, and are a clear improvement over the existing models
for Pt. Statistical metrics used to judge the accuracy of all levels-of-theory used here, for
all thermodynamic properties discussed, can be found in Table 4.10.
However, the question of how likely is the diffusion of vacancies to occur along or
away from the grain boundary plane, is not completely answered by the above calculations.
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Figure 4.15: Nudged elastic band calculated diffusion pathways for a mono-vacancy dif-
fusing in and away from the ∑3(111)[111] grain boundary plane. Reaction coordinates
correspond to the pathway taken by the vacancy. The pathway taken along each reaction
coordinate is described visually above the energy profiles.
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In order to truly probe the kinetics of the diffusion process itself, nudged elastic band
calculations were used to study these mechanisms. Here we consider a vacancy diffusing
in and around the ∑3(111)[111] grain boundary plane. A 3x3x1 super-cell containing 215
atoms was used (compared to the 27 atom cell used to calculate the grain boundary energy)
to avoid the vacancy interacting with its periodic image. Due to the super-cell sizes required
to achieve this, only ∑3(111)[111] was considered in this work, and we leave a though a
more thorough analysis for future work.
Figure 4.15 shows the minimum energy profile for the two diffusion pathways. Here
there are two reactions present: (1) a vacancy moving to an adjacent site within the grain
boundary plane, defined as moving from reaction coordinate 0 to 4 in Figure 4.15, and
(2) a vacancy moving along the grain boundary normal into the bulk portion of the gain,
defined as moving, in order, from reaction coordinate 0 to 1, then 1 to 2, and finally from
2 to 3 in Figure 4.15. From these calculations, one can see an increase in the DFT tran-
sition state energies as the vacancy diffuses away from the grain boundary plane, but also
a negative energy difference between the initial configuration (vacancy in plane) and the
final configuration (vacancy 10Å away from boundary plane), which is consistent with the
thermodynamic properties discussed previously. Our ML-AGNI models follow this trend,
lining up with both DFT, but also the ML-AGNI predictions of the grain boundary vacancy
formation energy.
However, the EAM potentials predictions disagree with not only DFT, but also with
each other. All three EAM potentials predict a unique relationship between the initial and
final configurations, for the pathway moving the vacancy away from the boundary plane.
Only EAM-Z predicts the correct qualitative relationship, in that the final configuration is
lower in energy than the initial configuration. Though this comes at the cost of transition
state energies being nearly four times lower than that of DFT, indicating the diffusion mech-
anism to occur more frequently at lower temperatures. EAM-B and EAM-F, while predict-
ing more accurate transition state energies, indicate that the vacancy is either equally likely,
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or more likely, to end up staying within the boundary plane compared to migrating into the
bulk-like region. This is both inconsistent with the DFT-NEB prediction, but also the re-
spective EAM calculations of the grain boundary vacancy formation energy, indicating that
these EAM potentials are not sufficient to study these configuration spaces.
4.4.6 Simulating the dynamic evolution of grains
While the previous section aimed to capture an atomic-level understanding of different de-
fect classes,and their interactions with each other, larger length and time-scales must be
explored to truly connect with experimental observations. To this end, we consider the
phenomena of grain coarsening, as a function of temperature, through MD (NPT) simula-
tions. Here, we aim to connect to experimental observations of annealing nano-crystalline
Platinum during an irreversible recovery process [262] by calculating the average grain size
as a function of temperature.
Experimentally, prior to 175C, there is no change in the average grain size observed,
outside of statistical fluctuations. It has been proposed that this behavior is due to the
relaxation of unstable grain boundaries, to their respective metastable configurations [262].
Between 175C and 200C the mean grain size begins to increase, and continues to increase
through 325C.
Figure 4.16 (top) shows the distribution of grains sizes, along with a fitted, normalized
gaussian function, for several temperatures around the transition point between metastable
grain-boundary transition, and grain growth. Figure 4.16 (bottom) shows the mean grain
sizes plotted as a function of each temperature studied in this work. The NPT simula-
tions performed using our ML-AGNI models predict a transition point at exactly the same
temperature as experiments, showing excellent agreement between ML-AGNI and experi-
ments. We also extend the temperature range beyond that of experiments, to 425C. While
our MD simulations indicate that grain growth plateaus between 325C and 350C, such a
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Figure 4.16: (Top) Normalized histograms detailing the grain sizes calculated from MD
simulations at temperatures between 125C and 225C. Mean grain size and spread of grain
sizes can be seen above each histogram. (Bottom) Predicted grain size as a function of
temperature. The vertical dotted line corresponds to the experimental transition tempera-
ture, in which grain grows begins. The resulting grain structure from the ML-AGNI MD
simulations for 75C and 325C are shown to the left and right, respectively.
behavior.
There is one critical piece of information to note from these MD simulations. We
emphasize here, that with the system sizes considered in this work, we cannot attain mean
grain sizes in direct comparison with experiments. However, previous MD work on grain
growth has indicated that system sizes containing more than 16 million atoms would be
needed to quantitatively compare the grain structure with experiments. Therefore, the aim
of this work is not to predict the exact grain structure, but rather to observe that grain growth
does not occur prior to 175C.
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4.5 Summary
In this chapter, we further extend the scope of the ML-AGNI paradigm by incorporating
the predictions of atomic forces, stresses, and potential energy simultaneously and seam-
lessly through three independent ML-AGNI models. This paradigm bypasses the primary
drawback of many prominent ML-AGNI strategies by independently learning all predicted
atomic-level properties. The various ML-AGNI models were validated by accurately re-
producing bulk thermal, vibrational, elastic, and diffusive properties of bulk Platinum. In
particular, we highlight the ability of the ML-AGNI models to accurately predict properties
such as the kinetics of divacancy dissociation/diffusion, the temperature dependence of the
mechanical properties of Platinum, as well as the dynamic evolution of grain sizes during
an annealing process, simulated via MD.
The ML-AGNI models presented in this chapter show a clear improvement over cur-
rent EAM potentials, when considering the predictions made over all of the various tests
performed in this work. The ML-AGNI models used here also represent a paradigm shift,
in that a first iteration of models were created to study purely bulk and vacancy behavior,
and were then iteratively improved to study grain boundary and surface phenomena, using
the previous ML-AGNI models as a starting point. They also, purposefully, do not contain
reference data for all of the environments studied here, indicating there extrapolative power
allows them to be reliably used to study a plethora of materials phenomena. Using ML-
AGNI models, with the accuracy of DFT, and the speed of classical/semi-empirical models,
allows us to accurately and reliably study properties that cannot be computed using DFT.
This work adds another layer of validation that ML-AGNI models can make reliable pre-
dictions over multiple length and time-scales, and solidifies ML-AGNI as a vital tool in the
study of atomic and nano-scale research.
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CHAPTER 5
UNDERSTANDING THE ATOMIC STRUCTURE OF LIQUID PHASES OF
LITHIUM WITH MACHINE LEARNING
5.1 Introduction
For many years, alkali metals were considered relatively simple systems, owing to their
straightforward electronic structure at low temperatures and pressures [306]. However,
over the last twenty years, it has become apparent that such metals are not so simple, and
exhibit a rich set of structural transitions throughout both the solid and liquid phases at
increasing pressures [307, 308, 309, 310, 311, 312, 313]. Perhaps more interestingly, is
that the local atomic structure in a particular liquid phase, is shockingly similar to the
corresponding crystal phase (at a specific pressure) [309]. Therefore, the notion that under-
standing the geometries present in the liquid phases, computationally, can lead to insights
regarding the crystal phases is gaining popularity, in part due to the difficultly in experi-
mentally determining the atomic structure of crystal phases at high pressures. However,
studying the liquid phases computationally is a daunting challenge, due to the time-scales
required to accurately capture the liquid phases’ structure, as well as the lack of reliable
semi-empirical/classical models for these domains [314, 315].
In this chapter, I use a combination of DFT and ML to accurately predict the atomic
structure of liquid phases of lithium, over a range of nearly 400GPa. Nearest-neighbor
distributions, coupled with time-averaged pair correlation functions are used to generate a
reliable picture of an atom’s local geometry at different pressures. A comparison between
three models, used to predict the atomic forces, using KRR, NN, and EAM, is made for
several different liquid phases, to emphasize the need to transition to NN to reliable study
these configuration spaces. The NN force model is then used to study the entire range of
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pressures, and validated against DFT. Finally, the NN force model, combined with KRR
models for energy and stresses, is used to perform anisotropic NPT simulations to study the
crystal phase, at a given pressure, obtained when dynamically quenching from a particular
liquid phase.
5.2 Computational details
5.2.1 Density functional theory details
DFT calculations were performed to generate a robust set of data for the training of ML
models. This data also serves to validate the ML models. All DFT calculations were
performed using VASP [194, 195]. The PBE functional [196] was used to calculate the
electronic exchange-correlation interaction. A customized PAW potential was used, due
to the complexity of oscillations in the core region at high pressures making previously
available PAW potentials inadequate for this work. Plane-wave basis functions up to a
kinetic energy cutoff of 1350 eV were used [197]. All projection operators (involved in
the calculation of the non-local part of the PAW pseudopotentials) were evaluated in the
reciprocal space to ensure further precision. A k-point mesh of 1x1x1 was used, but was




2). This shift yields convergence, with a single
kpoint, to the same energy as a 4x4x4 mesh centered at the gamma point, thereby reducing
the cost of all DFT calculations.
MD simulations were performed in the canonical ensemble, at T = 1000K, for all liquid
simulations. The Nose mass was carefully calibrated to predict the correct phonon density
of states of several liquid phases. MD simulations began at a pressure of 77GPa, as the
structure at this pressure was previously known. Each run was performed for 50ps, to allow
for equilibration of the atoms, followed by a 5% increase and decrease of the unit vectors,
to simulate different pressures. This process was performed until a range of pressures
between 36GPa and 345GPa was obtained.
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Table 5.1: Statistical error metrics of the final ML-AGNI models, for each property learned,
generated in this work. All values presented here are the metrics calculated on a given
model’s test set, not a model’s training set. The final rows correspond to the number of
training points in the final models. The force model column is broken into 2 pieces, the first
number corresponding to KRR, and the second number corresponding to the NN model.
Error Metric Energy model (meV/atom) Force model (eV/Å) Stress model (GPa)
RMSE 3.37 0.45; 0.24 9.41
STD 3.37 0.44; 0.25 9.41
Max 1 % Error 9.35 8.42; 1.73 39.21
r2 0.99 0.81; 0.99 0.99
# Training Points 5000 5000; 10,000,000 5000
5.2.2 Machine learning model details
To generate a ML model capable of learning the atomic forces, the v2 fingerprint was used.
Due to the highly asymmetric structures present in the liquid phases, having a densely pop-
ulated set of symmetry functions at specific distances from an atom, provides a significant
benefit over the atom-centered approach described in v1. 48 symmetry functions were used
to generate the fingerprint, each with a w = 0.1. A NN was used to establish a mapping
from the v2 features to the atomic force components. The architecture and training process
of the NN is described in chapter 2. The NN model was trained on 10,000,000 reference
DFT points from across all liquid phases. The final NN model yielded an RMSE of 0.24 eV
Å
,
standard deviation of 0.25 eV
Å
, and maximum 1% error or 1.73 eV
Å
on the remaining DFT data
not included in the mode’s training set.
KRR was used to generate energy and stress tensor models, using the fingerprint setup
described in chapter 2, and shown in table 5.1. Each model was trained on 5,000 reference
points. The final KRR energy model yielded an RMSE of 3.37 meVatom , standard deviation of
3.37 meVatom , and maximum 1% error or 9.35
meV
atom on the remaining DFT data not included in
the mode’s training set. The final KRR stress tensor model yielded an RMSE of 9.41kB,
standard deviation of 9.42kB, and maximum 1% error or 39.21kB on the remaining DFT
data not included in the mode’s training set.
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Table 5.2: The final fingerprint forms utilized to learn energy, stresses, or atomic forces.
For the property type, the subscripts i and I represent a per-atom or per-structure quantity
respectively, and the superscripts α ,β represent two possible Cartesian directions.
Property Type # σk σk Range (Å) Final Fingerprint Form
Forces (Fαi ) 48 (1.0, 8.0) v
2
i,α;k




























5.2.3 Molecular dynamics details
All EAM and ML MD calculations were performed using LAMMPS [177]. To calculate
the nearest-neighbor distributions, NVT simulations, at a given pressure, were performed
for 25ps. Anisotropic NPT simulations were also performed using the ML models to study
the crystal structure obtained via quenching. These MD simulations were performed for
50ns, allowing ample time for equilibration at a new pressure.
5.3 Simulating the atomic structure of liquid lithium
5.3.1 Comparison of semi-empirical potentials with machine learning models
Several pressures, 36GPa, 114GPa, and 345GPa were chosen to benchmark the created
ML models, with both the reference DFT data, as well as an EAM potential chosen from
the literature. It should also be noted that there are very few EAM potentials available for
lithium, and none that claim any reliability when studying liquid phases [314, 315]. The
benchmark pressures were chosen due to their differences in local atomic structure, pro-
viding a good basis for the range of pressures studied in this chapter. Figure 5.1 shows the
nearest-neighbor distributions for the three benchmark pressures, for all levels-of-theory
used to study them. Each curve represents a histogram of the nth nearest-neighbor, aver-
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Figure 5.1: Nth nearest neighbor positions histograms, averaged over the course of an
MD simulation, with each column corresponding to a different liquid phase of Li. Colors
represent different simulation methods, with red being DFT, blue being a NN ML-AGNI
model, green being a KRR ML-AGNI model, and yelloe representing an EAM potential.
At 36GPa, two peaks are observed with DFT, one corresponding to the peak in the
6th nearest-neighbor located at approximately 2.42 Å, and the other corresponding to the
peak in the 20th nearest-neighbor located at approximately 3.52 Å. The NN simulations
predict identical results to DFT, though with slightly different densities for several of the
distributions. However, the KRR model predicts the first peak to correspond to the 7th
nearest-neighbor located at approximately 2.47 Å. While the KRR model does predict the
second peak at the 20th nearest-neighbor peak, the depth of the valley between the two
peaks is much deeper than that of the DFT and NN distribution. Finally, one can see that
the EAM generated distribution is poorly predicted, with the first peak corresponding to
the peak in the 2nd nearest-neighbor, and almost not difference in the density between the
9th and 20th neighbor distributions.
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At 114GPa, only a single peak is observed with DFT, corresponding to the peak in the
8th nearest-neighbor located at approximately 2.23 Å. The NN simulations predict a similar
trend with respect to DFT, with only a single peak present. However, this peak occurs at the
5th nearest-neighbor. The KRR model predicts the presence of two peaks, albeit the second
peak is very subtle. The first peak is predicted to correspond to the 6th nearest-neighbor
located at approximately 2.12 Å, and the second peak at 3.09 Å, corresponding to the 20th
nearest-neighbor distribution. Again, is it obvious that the EAM generated distribution
is in poor agreement with DFT, with atoms more-or-less overlapping with each other, an
indication of a complete breakdown in the physics of the system, and a nearest-neighbor
distribution in total disagreement with DFT.
At 345GPa, two peaks are observed with DFT, one corresponding to the peak in the
1st nearest-neighbor located at approximately 1.26 Å, and the other corresponding to the
peak in the 15th nearest-neighbor located at approximately 2.31 Å. The NN simulations
predict a very similar trend, but yielding distribution densities more subtle than the stark
differences observed by DFT. However, the first peak does correspond to the peak in the 1st
nearest-neighbor located at approximately 1.24 Å, and the other corresponding to the peak
in the 14th nearest-neighbor located at approximately 2.25 Å. The KRR model predicts
the presence of only a single peak, corresponding to the 12th nearest-neighbor located at
approximately 2.16 Å. Similarly to the previous pressures, the EAM generated distribution
is in stark contrast to DFT, with the EAM potential actually predicting a stable crystalline
phase present at 345GPa. While experiments have yet to probe this regime thoroughly, it is
unlikely that this combination of pressure and temperature would result in a crystal phase
[316, 317].
5.3.2 Neural network predictions of liquid lithium
The previous section discussed the predictions made by two ML models, as an EAM poten-
tial, with respect to DFT. This sections aims to fill the gaps between liquid phases studied
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in the previous section using the NN model. Figure 5.2 shows nearest-neighbor histograms
for all the pressures studied here, obtained via DFT and the NN model. From this plot,
one can see the overall excellent agreement between ML and DFT, especially for pres-
sures up to 161GPa. Between 161GPa and 279GPa some discrepancies arise, especially at
161GPa, 194GPa, and 279GPa. For 161GPa and 194GPa, there is disagreement between
DFT and ML regarding the peaks around the 15th nearest-neighbor, with DFT predicting
an observable peak, and ML predicting a nearly uniform density for all peaks between 10th
nearest-neighbor and the 20th nearest-neighbor distribution. At 279GPa, DFT clearly pre-
dicts a peak at the 1st nearest-neighbor distribution, followed by a slight valley and then
a sharp rise. The NN model however does not predict a peak at the 1st nearest-neighbor
distribution, and instead gradually rises until a peak is reached at the 15th nearest-neighbor
distribution. It should be noted however, that ML and DFT do agree on the location of the
peak located at the 15th nearest-neighbor distribution.
While it is useful, as a first step, to compare the general shape and position of the
nearest-neighbor histograms, it is still a relatively qualitative comparison between ML and
DFT. A more telling analysis comes from the calculation of the average nearest-neighbor
distances, relative to a given liquid phase. From this information, we can determine if, for
example, the first nearest neighbor at 345GPa, is closer or further away, on average, than the
first nearest neighbor at 46GPa. This provides us with important information regarding the
structural differences between liquid phases, and ultimately provides insight to the potential
crystal structures at a given pressure.
This information can be found in Figure 5.3, for DFT and ML. Here, the reference
is chosen as the liquid phase at 46GPa, and is based on the level-of-theory (ML liquid
phases use the liquid phase at 46GPa, predicted by ML, as their reference, and not the
liquid phase predicted by DFT at 46GPa). Only a select few liquid phases are shown
for the sake of simplicity, as the curves become indistinguishable from each other when
all phases are present. From Figure 5.3, it is observed that, as the pressure increases,
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Figure 5.2: Nth nearest neighbor positions histograms, averaged over the course of an MD
simulation, with each plot corresponding to a different liquid phase of Li. Colors represent
different simulation methods, with red being DFT, and blue being a NN ML-AGNI model.
All x and y axis are fixed, to give the reader a visual understanding of the decrease in
nearest-neighbor distances as the pressure increases.
the first two nearest-neighbors are, on average, closer together. However, from the 3rd
nearest-neighbor to the 8th nearest-neighbor, the average distances is larger than that of the
reference phase. This is due to the fact that, at lower pressures, the liquid is more diffuse,
owing to a larger percentage of free-volume. At higher pressures, the structure is much less
diffuse, effectively locking the atoms into a highly disordered configuration. In all cases,
ML and DFT show excellent agreement, with both the trend captured correctly, but also
the relative difference in the curves, with respect to pressure changes, also being predicted
correctly. As the nearest-neighbor index increases, the disagreement between ML and DFT
also grows. However, this could be in-part due to the fingerprint chosen to represent the
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Figure 5.3: Relative nearest-neighbor distances for several liquid phases of Li. Colors cor-
respond to a different liquid phase, while open and filled square markers correspond to dif-
ferent simulation methods (open) DFT, (filled) ML-AGNI, and the dashed lines correspond
to DFT, while the solid lines correspond to ML-AGNI. The reference phase was taken as
the phase at 46GPa. Negative numbers imply a shorter distance between neighbors than at
the reference phase, whereas positive numbers indicate a larger distance between neighbors
than at the reference phase. Images shown at the top represent the atomic configuration of
the various liquid phases plotted below.
their influence reduced due to the cutoff function. Therefore, a slight change in fingerprint
may result in immediate improvement of these regions.
5.4 Recovering crystal structures of lithium via dynamic quenching
The dynamic behavior of phase changes is non-trivial, and often impossible, due to the
complexity of such transformation, but also the time-scales required to accurately observe
them[318, 319]. However, one can use a slow-quench MD method, in which the thermostat
slowly cools the configuration, while tailoring the rate of cooling to allow for equilibration
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at each new average temperature. Such simulations often require many nanoseconds to






















Figure 5.4: (Left) Atomic configurations of the liquid phase of Li at 77GPa at (top) 1000K,
and (bottom) 200K. Structures were obtained via anisotropic NPT simulations with the
NN ML-AGNI models. (Right) Time-averaged pair-correlation functions at (top) 1000K,
and (bottom) 200K. Colors correpsond to the level-of-theory, with red corresponding to
ML-AGNI, and blue corresponding to DFT.
Here, the quenching of the liquid phase, corresponding to 77GPa is studied, via anisotropic
NPT simulations. There are a few caveats to such simulations though: (1) The number of
atoms present in the liquid does not line up with the required number of atoms in the
corresponding crystal phase, and (2) only 0K atomic positions exist for the crystal phase at
77GPa. These limitations will obviously affect the final structure comparison between DFT
and ML however, the goal of this section is not to compare the exact positions of atoms,
but rather to gain insight into whether the ML models can be trained on only liquid phases
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and quench to a structure even remotely close to the DFT prediction.
Figure 5.4 shows the results of the ML MD simulation. On the left, the initial liquid
structure is shown at the top, and the final “crystal” structure is observed at the bottom. The
right side of the plot shows the time-averaged pair correlation function of both the liquid
phase (top) and the resulting crystal phase (bottom). A few interesting observations emerge
from this data. Both DFT and ML show a small peak prior to 2Å, followed by a large peak.
While there appears to be a splitting of the peaks from ML, and only a single broad peak
with DFT, one must remember that the DFT data is obtained at 0K, and may show splitting
at temperatures > 0K. Several peaks follow up to 3Å, in which a large valley is observed.
Both ML and DFT show peaks up to 3Å, aligned at similar distances, but with different
densities. Both DFT and ML predict an almost identical valley shape after 3Å, indicating
that the immediate structure.
The final cell shape, obtained by ML, also agrees somewhat with DFT. The final pre-
dicted lattice parameters for ML were (a=10.73Å,b=7.81Å,c=11.12Å), compared to the
predicted DFT values of (a =9.08Å,b =7.22Å,c =9.93Å). While the absolute values are
slightly off, they shouldn’t agree completely due to the limitation described earlier. How-
ever, the liquid phase’s cell began as a perfect cube, indicating that the ML stress tensor
model is capable of independently altering the lattice vectors during a dynamic simulation,
and at least qualitatively agree with the predicted DFT structure. The relative agreement
in final structures also indicate that the NN force model is capable of extrapolating to en-
vironments, especially those with wildly different cell shapes than it was trained on, with
decent accuracy, far outperforming any classical/semi-empirical model for lithium.
5.5 Summary
In this chapter, a NN model for atomic forces, along with KRR models for the energy
and stress tensor predictions was created to study the dynamics of liquid lithium. The
atomic structure of liquid phases, spanning nearly 400GPa was studied. A comparison of
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KRR and NN model, for the prediction of atomic forces was performed to highlight the
breakdown of KRR models, and the need to explore more sophisticated ML algorithms for
complex materials problems. Nearest-neighbor distributions were calculated for all studied
liquid phases, to showcase the good overall agreement between ML and DFT. Relative
nearest-neighbor distances were also calculated, showing not only the differences between
the atomic structure of various liquid phases, but also the ML model’s ability to accurately
model these differences. Finally, the dynamic quenching of a liquid phase of lithium at
77GPa was performed using anisotropic NPT simulations, with the ML predicted unit cell
and atomic structure in decent overall agreement with DFT.
The ML calculations presented in this chapter show a clear improvement over the avail-
able EAM potential, with the ability to simulate complex properties of highly disordered
liquid phases of lithium. The ML models presented here also, purposefully, do not con-
tain reference data for all of the environments studied, indicating there extrapolative power
allows them to be reliably used to study a multitude of phenomena. Using ML models,
with the accuracy of DFT, and the speed of classical/semi-empirical models, allows one to
accurately and reliably study structural properties of physical complex systems. This work
adds another layer of proof that ML models can make accurate and reliable predictions on
systems that are far from the pristine case-study examples of the past, further bridging the




Understanding the atomic-level behavior of materials, and how that translates to observ-
able experimental phenomena is an important topic in materials science. These problems
encompasses time and length scales that span several orders of magnitude, pushing current
theoretical/computational methods to their limit. As our need for better materials pushes
us to probe and manipulate these regimes, the ability to understand the complexity that
awaits us grows ever more necessary. Ultimately, our capacity to conquer such problems
relies on our ability to reliably simulate the dynamic environments that await us, captur-
ing both the thermodynamic and kinetic relationships that exist. Thus far, a combination
of ab initio methods and classical/semi-empirical methods have been instrumental in our
understanding of the processes that take place in these domains. Their ability to predict
properties such as energy, forces, and stresses, for a diverse set of chemical species and
configurations, makes them immeasurably powerful. Nevertheless, the computational cost
of ab initio methods severally restricts the types of problems that can be studied to that of
length-scales on the order of a few nano-meters, and time-scales of a few nano-seconds.
While semi-empirical/classical reduce this burden, and open the door to the exploration
of more complex regimes, their lack of transferability also restricts their applicability to a
small set of problems with configurations similar to the data used to create them. To over-
come these drawbacks, this work employs emerging machine learning techniques to build
upon the best aspects of ab initio and semi-empirical/classical methods. By combining the
accuracy of ab initio methods, with the sophisticated mathematical frameworks of machine
learning, predictive models can be created in a fraction of the time as classical methods, but
at prediction costs equivalent to them. Such a framework ultimately allows for the study of
problems with the accuracy of ab initio methods, but at the cost of semi-empirical/classical
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methods.
In this thesis, machine learning methods were used in the construction of predictive
models for the study of atomic/nano-level materials behavior. A prescription to numer-
ically decompose an atom’s local geometry, and map those values to properties such as
the potential energy, atomic forces, and total stress tensor was proposed. Integration of
this platform into LAMMPS for the study of a multitude of materials problems ranging
from nudged elastic band calculations to molecular dynamics was described. Using this
platform, several distinct aspects of atomistic phenomena, were then considered.
In the first example, surface phenomena, such as the melting temperature of the Al
(111), (110), (100) surfaces and (111)-(100) Wulff nano-particles, the kinetics of adatom
diffusion processes on the Al (111), (110), and (100) surfaces, the nucleation of islands
on the Al (111) surface, and the expitaxial growth of the Al (110) surface via atomic-
layer deposition was studied. In the second example, the behavior of point, planar, and
line defects in Platinum was studied, along with the dynamic behavior of defect-free bulk
properties. Grain boundary and surface energies were predicted for a variety of non-trivial
boundaries/surfaces. The kinetics of defect diffusion, such as the migration of adatoms on
surfaces, and vacancies in bulk, and around grain boundaries was studied. The temperature
dependence of the mechanical and elastic properties of defect-free bulk environments was
predicted. Finally, the dynamic effects of temperature on the coarsening of grains was also
predicted. In the third example, the atomic structure of liquid lithium was studied over
a range of pressures spanning nearly 400 GPa. The failure of more simplistic machine
learning methods, and the need to move to more complex ones, is discussed. Crystal struc-
tures, obtained by dynamically quenching the liquid environments, were then studied, and
compared to experimentally observed atomic configurations.
Thus far, the work in this thesis has demonstrated the power of machine learning for
atomistic materials simulations. This work paves the way for the use of these methods to
study more complex phenomena, that no method currently available can reliably predict.
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However, there are still challenges that need to be solved before such methods will be used
by the community as a mainstream tool. These challenges are discussed below.
The need for more data
As the types of problems one wishes to study become more and more complex, in terms of
the physical structures required to study such phenomena, the need for reliable reference
data will increase exponentially. However, the reference data used, generally created by
ab initio methods, is not cheap, and rapidly a wall will be reached. Enhanced sampling
techniques, such a metadynamics or accelerated molecular dynamics, will be needed to
effectively explore the required conjuration spaces. This data must also be created in a
uniform manner, as any discrepancies in the accuracy of the reference data will wreak
havoc on the machine learning models.
Adaptive machine learning models
Eventually one runs into a problem, where including more points into your machine learn-
ing model does not improve its predictive capabilities. This is in part due to the model’s pre-
diction being heavily weighted in a particular region of the configuration space. Therefore,
adaptive models, that can intelligently scan the complexity of the environments provided,
and select the training data that will result in the best model, will become increasingly
important. Even more so, the ability to retrain models on-the-fly during a prediction will
eliminate the tedious down-time required to analyze the model’s deficiencies and improve
it manually. Such a paradigm will dramatically speed up the model generation/retraining
processes, allowing for the efficient exploration of interesting phenomena.
Numerical descriptors for complex chemical systems
Perhaps the most important, and difficult, of the challenges is the need for better numerical
descriptors. The fingerprinting process used in this work has been very successful in the
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study of elemental metals, but what about other chemical systems? Can these fingerprints
be reliably used for systems in which bonding plays an important role? What about sys-
tems with long-range electronic effects? What changes are required to study alloy, oxide,
and polymer systems? Most of the urgent materials problems require the study of these
systems, only increasing the urge for the construction of descriptors that can study them.






PRELIMINARY MACHINE LEARNING MODELS FOR ELEMENTAL
SYSTEMS
In this section three machine learning models are presented: (1) Aluminum stress tensor
model, (2) Copper potential energy model, (3) Copper stress tensor model, and (4) Carbon
potential energy model. While these three models have not been tested as rigorously as
those presented earlier in this thesis, they are still capable models, trained over a diverse
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Figure A.1: Parity plot representing the ML model’s stress tensor predictions on the DFT
reference data for Aluminum. The plot is broken into the predictions made on the training
(yellow), and test (green) data. Two of the inserted figures show a histogram of the abso-
lute errors between ML and DFT for both the training and test set (colors correspond to





RMSE = 6.81 meV/atom 
STD = 6.80 meV/atom 

















Figure A.2: Parity plot representing the ML model’s potential energy predictions on the
DFT reference data for Copper. The plot is broken into the predictions made on the train-
ing (blue), and test (green) data. Two of the inserted figures show a histogram of the ab-
solute errors between ML and DFT for both the training and test set (colors correspond to





RMSE = 3.86 kB 
STD = 3.86 kB 














Figure A.3: Parity plot representing the ML model’s stress tensor predictions on the DFT
reference data for Copper. The plot is broken into the predictions made on the training
(yellow), and test (green) data. Two of the inserted figures show a histogram of the abso-
lute errors between ML and DFT for both the training and test set (colors correspond to





RMSE = 14.12 meV/atom 
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Figure A.4: Parity plot representing the ML model’s potential energy predictions on the
DFT reference data for Carbon. The plot is broken into the predictions made on the train-
ing (blue), and test (green) data. Two of the inserted figures show a histogram of the ab-
solute errors between ML and DFT for both the training and test set (colors correspond to




THEORETICAL DETAILS REGARDING THE EMBEDDED ATOM METHOD
The underlying principle that embodies the EAM methodology is the idea that the cohesive
energy of a configuration of atoms can be represented as the sum of atomic embedding
energies [76]. This notion stems from the physics of the jellium model [320], in which at
any arbitrary point in space, an object encounters a uniform electron density as well as the
uniform distribution of atomic nuclei. For a metallic system, the embedding energies were
combined with an electrostatic term [321], effectively making each atom in the system
embedded into an electron gas that arises from all other atoms. Therefore, different atomic
environments would encounter different electron density profiles, making such a method
extremely transferable to a multitude of atomic configurations.













2 ∑i, j 6=i
Ui j(Ri j)+Eerror (B.1)
Where Gi represents the combined effects of the kinetic, exchange, and correlation
energies. This term can be represented as Gi(ρ̄) = G[ρai + ρ̄i]−G[ρai ]−G[ρ̄i], with ρ̄i
representing some constant electron density around an embedded atom. ρaj (Ri j) is the
contribution to the total electron density embedded atom i encounters from atom j. Ui j(Ri j)
is an electrostatic term embedded atom i encounters from atom j. Eerror is defined as the
error in the background density ρ̄i.
Generally the embedding function is represented semi-empirically through several tun-
able parameters such as the lattice parameter, cohesive energy, elastic constants, and the
vacancy formation energy [76]. Generally, these properties are chosen as they explicitly
determine the many-body interactions encountered within a material. There are many ap-
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proaches one can take to represent the embedding functions, including the interpolation
of splines or the use of analytic functional forms. In any case, the flexibility provided by
the embedding functions allows for one to tailor the overall fit to the application at hand.
However, this flexibility comes with drawbacks, as discussed throughout the main text.
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[258] J. Byggmästar, A. Hamedani, K. Nordlund, and F. Djurabekova, “Machine-learning
interatomic potential for radiation damage and defects in tungsten,” Phys. Rev. B,
vol. 100, p. 144 105, 14 2019.
149
[259] T. Sun, K. Umemoto, Z. Wu, J.-C. Zheng, and R. M. Wentzcovitch, “Lattice dy-
namics and thermal equation of state of platinum,” Phys. Rev. B, vol. 78, p. 024 304,
2 2008.
[260] D. H. Chung and W. R. Buessem, “The voigt reuss hill approximation and elas-
tic moduli of polycrystalline mgo, caf2, -zns, znse, and cdte,” Journal of Applied
Physics, vol. 38, no. 6, pp. 2535–2540, 1967. eprint: https://doi.org/10.
1063/1.1709944.
[261] P. Hirel, “Atomsk: A tool for manipulating and converting atomic data files,” Com-
puter Physics Communications, vol. 197, pp. 212 –219, 2015.
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