Abstract. It is shown that the extended version of the Puri-Rubin result given recently by Stadje (1994) is neither new nor the most general available in the literature.
Assuming X 1 and X 2 to be independent identically distributed random variables, Puri and Rubin [3] characterized, under some conditions, a certain class of distributions via the property that |X 1 − X 2 | d = X 1 . Recently, Stadje [9] proved, using Fourier analytic methods, that the Puri-Rubin result holds under a more general hypothesis. However, unfortunately the result of Stadje turns out to be neither new nor the most general available in the literature. We now make some observations in this respect.
Indeed, Lau and Rao [2] have pointed out in essence that the following theorem of theirs (i.e. Theorem 1) gives as a corollary the result that Stadje now proves. An elegant probabilistic proof based on exchangeability for the Lau-Rao theorem is given by Alzaid, Rao and Shanbhag [1] ; see, also Ramachandran and Lau [5] for various other references on the theorem. 
, where L corresponds to Lebesgue measure. Then, either µ is arithmetic with some span λ and
or µ is non-arithmetic and
with c as a constant and η such that
(Here 'a.e.' and 'a.a.' refer to 'almost everywhere' and 'almost all' respectively.) [6] and Ramachandran and Lau [5] among others have produced versions of the following theorem. This theorem also follows as a corollary to Theorem 1; this is essentially an observation of Rao [6] , and Ramachandran and Lau ([5; pages 44 and 45)] (see, also, Lau and Rao [2] for an observation in this connection). This latter result gives Stadje's result as an immediate corollary on taking n = 2 and i = 1, and ignoring the trivial case of X i = 0 a.s. The precise statement of the theorem is taken from Rao and Shanbhag [7] . (Incidentally, the statement as given in Ramachandran and Lau [5] is somewhat misleading as it involves an erroneous equation Proof. We shall first establish the 'only if' part of the assertion. (1) implies that P {X 1:n−i ≥ 0} = (1 − F(0−)) n−i = 1 and hence that F is concentrated on R + . Hence, we can conclude from (1) that (2) n i
where F (x) = 1 − F (x), x ∈ R + . As P {X 1 = 0} < 1, we have then F (0) > 0 and (2) implies that n i (F (0)) i ≤ 1 (where obviously we have used the property of F that F (0−) = 0). If F is a non-arithmetic distribution (concentrated on R + ) with (2) is not met if F is non-arithmetic, or arithmetic with some span λ with at least two positive support points, but is met by any F concentrated on {0, λ} for some λ (> 0). This completes the proof of the 'only if' part of the assertion.
It is easily seen that (1) is equivalent to the condition that (2) holds with F (0−) = 1. For all the distributions that we have arrived at in the proof of the 'only if' part, we have F (0−) = 1 and (2) met. Hence, we have the 'if' part of the assertion, and consequently the theorem. Remark 1. Suppose we consider a family of the distributions of the form in (ii), but not necessarily satisfying the condition that P {X i+1:n > X i:n } = (1 − α) n−i . Then, if we take a fixed β ∈ (0, 1) and allow α to vary, we get for a sufficiently small α, P {X i+1:n > X i:n } < (1−α) n−i , and for α = n i
n−i ; since we have now P {X i+1:n > X i:n } to be a continuous function of α, we have the existence of an α value such that P {X i+1:n > X i:n } = (1−α) n−i . This proves that the claim made by us under brackets immediately after the statement of the theorem is justified. consequently we have here P {X i+1:n > X i:n } = (1 − α) n−i , i.e. the probability to be equal to 1 − α, if and only if β = 1 − 2α. One can hence see how Stadje's result follows as a corollary to Theorem 2.
