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Abstract
We extend the theory of weakly coupled oscillators to incorporate
slowly varying inputs and parameters. We employ a combination of
regular perturbation and an adiabatic approximation to derive equa-
tions for the phase-difference between a pair of oscillators. We apply
this to the simple Hopf oscillator and then to a biophysical model.
The latter represents the behavior of a neuron that is subject to slow
modulation of a muscarinic current such as would occur during tran-
sient attention through cholinergic activation. Our method extends
and simplifies the recent work of Kurebayashi [17] to include coupling.
We apply the method to an all-to-all network and show that there is
a waxing and waning of synchrony of modulated neurons.
Keywords Modulation - weak coupling - oscillators - Traub model - slowly
varying parameters
1 Introduction
The theory of weakly coupled oscillators [8, 9, 16] has served very well as
a predictor of the dynamics in networks of coupled neural oscillators (for a
comprehensive review, see [24]). In the application of this theory, one gener-
ally assumes that, while the oscillators may have different intrinsic frequen-
cies, these frequencies are fixed as are the uncoupled limit-cycle oscillators.
However, more generally, local regions of the nervous system are constantly
modulated by extrinsic inputs and by slow processes such as the accumu-
lation of extracellular ions. Thus, synchronization and other properties are
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likely to change due to this modulation which can change the frequency,
conductances, and even the synapses within an oscillatory network [21].
Neuronal modulators such as acetylcholine, norepinephrine [20], and
dopamine [11] are known to alter the firing properties of neurons. These
properties, in turn, could alter the synchronization behavior of neurons and
more formally, the form that the weak coupling equations take. One of
the key components to understanding synchronization of neuronal oscilla-
tors is the phase response curve (PRC) which describes how the phase of
an oscillator is shifted by the timing of inputs. The PRC plays the key
role in determining whether or not a pair of coupled neuronal oscillators
will synchronize or not. In [26, 27], the authors directly demonstrated that
cholinergic modulation of a cortical pyramidal neuron had a profound effect
on the shape of the PRC. Acetylcholine is known to directly act on the so-
called M-type potassium current and in [5], they showed how changing the
strength of this current made a huge difference on the shape of the PRC as
well as in the ability of synaptically coupled neurons to synchronize. Neu-
ronal properties are also affected by the extracellular milieu, notably, con-
centration of extracellular potassium which can profoundly alter excitability
of neurons [2]. Rubin et al [23] showed that the synchronization between
two coupled neurons was strongly dependent on the mean concentration of
extracellular potassium. Jeong and Gutkin [13] showed the changes in the
reversal potential of GABAergic conductances changed the ability of neu-
rons to synchronize; the reversal potential is mainly driven by extracellular
chloride. Thus, since many neuromodulators as well as the ionic concentra-
tions are constantly changing, it is important to see how this time varying
environment alters the ability of neurons to synchronize.
In two recent papers Kurebayashi et al [17, 18], extended the notion of
phase reduction to oscillators that are subject to large slowly varying pa-
rameters. They demonstrated that the evolution of the phase depended, not
just on the instantaneous frequency of the oscillator, but, also on the rate of
change of the slowly varying parameter. In this paper, we re-derive the phase
equation in [17] by using the method of adiabatic invariance [14] (Chapter
12.1.2) and incorporate the slow variation of parameters into weak coupling
of oscillators using the Fredholm alternative. Thus we have a theory to pre-
dict synchrony and antiphase along with stability, in the presence of a slowly
varying parameter. Moreover, because we only assume the parameter to be
slowly varying, our theory is shown to accurately predict phase differences
with periodic, quasi-periodic, and stochastic slowly varying parameters.
We first derive the equations for the phases and the phase-differences
for a pair of coupled oscillators that are subject to slow changes in a pa-
rameter. Next, we apply the theory to the Hopf oscillator (so-called λ − ω
system, [15]) where all of the required functions for our analysis can be ex-
actly derived. We then consider a biophysical Hodgkin-Huxley model for
pyramidal neurons (the simplified “Traub” model [5]). This model includes
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an M-type potassium current, so in our analysis and simulations, we allow
the conductance to slowly change as a model for cholinergic modulation. We
conclude with a discussion and contrast the results with fast modulation.
2 Methods
2.1 Weakly Coupled Oscillators With a Slowly Varying Pa-
rameter
We consider a pair of weakly coupled slowly-varying oscillators:
dXa
dt
= F (Xa, q(t)) + Ga(X
b, Xa) (1)
dXb
dt
= F (Xb, q(t)) + Gb(X
a, Xb)
where 0 <   1 is a small parameter. We assume that the slowly varying
parameter, q, lies in an interval Q := [q−, q+] such that for each q ∈ Q, the
system:
dX
dt
= F (X, q)
has an asymptotically stable limit cycle with frequency ω(q). The period
of the oscillators is just T (q) = 2pi/ω(q). Thus, each of the two oscillators
is modulated by a common slowly varying signal, q(t) that can alter the
shape and frequency of the rhythm but does not destroy its existence. The
functions Ga,b represent the weak coupling between the two oscillators. If
there is no modulation of the oscillations, then, we can regard equation (1) as
a standard weakly coupled system. However, the slow modulation changes
the dynamics and interactions in a way that we will now demonstrate. We
point out that [17] derived the phase modulation for a single slowly varying
oscillator using successive changes of variables and showed that the “naive”
phase approximation was not valid. More precisely, the term β(τ) defined
in equation (9) accounts for possibly large variations in the slowly varying
parameter. Therefore, omitting this term (the “naive” approximation) from
equations (7)–(8) results in a poor phase approximation in the case of a
single forced oscillator. Here, we introduce a simpler way to derive the same
equations using a standard adiabatic approximation [14], and extend the
results to coupled oscillators. In the coupled oscillator case, the “naive”
phase approximation is valid.
Clearly, there are two time scales in this problem, a slow time scale,
τ = t and a fast time scale, s that is related to t. To put everything on a
similar fast time scale, we generally allow that
ds
dt
= g(τ, )
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and expand to get a relationship between s and t that is τ−dependent.
However, we need only terms in the lowest order in the fast time scale, so
we will simply cut to the chase and write s = ω(q)t, so that the oscillators are
all 2pi−periodic in s. (For the time being, we have suppressed the implicit
τ dependence of the fast time scale, by just putting the parameter q in the
frequency, but, in fact, q is just shorthand notation for q(τ).)
Before continuing with the perturbation, we introduce some additional
notation. Let U0(s, q) be the limit cycle solution to the uncoupled system
ω(q)∂U/∂s = F (U, q), (2)
and let A(s, q) := DUF (U0, q) be the linearization of the uncoupled system
evaluated at the limit cycle. By taking the derivative with respect to s on
both sides of equation (2), we see that the linear equation
L(s, q)Y := ω(q)
∂Y
∂s
−A(s, q)Y = 0 (3)
has a periodic solution given by ∂sU0(s, q) where the notation, ∂s means
differentiation with respect to the first component in U0. Associated with
the set of 2pi−periodic functions is an inner product defined as
〈Y1(s), Y2(s)〉 =
∫ 2pi
0
Y1(s) · Y2(s) ds,
where Y1·Y2 is the standard Euclidean dot product. With this inner product,
the linearized equation has a well-defined adjoint operator:
L∗(s, q)Y := ω(q)
∂Y
∂s
+AT (s, q)Y, (4)
from which we attain the adjoint equation,
ω(q)
∂Y ∗
∂s
= −AT (s, q)Y ∗
where AT is the transpose. There is a unique 2pi−periodic solution to the
adjoint equation, which we call Z(s, q) such that
Z(s, q) · ∂U0(s, q)
∂s
= 1.
Finally, the linearization has the Fredholm alternative property [14]. That
is, there is a 2pi−periodic solution to:
L(s, q)Y = b(s) (5)
where b(s) is 2pi−periodic and L is defined in (3) if and only if∫ 2pi
0
Z(s, q) · b(s) ds = 0.
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With these preliminaries defined, we are now ready to analyze weak coupling
of slowly varying oscillators.
We assume that the solutions to equation (1) can be expressed in a series
in  and have the form
Xa(t, ) = Xa0 (s, τ) + X
a
1 (s, τ) + . . .
Xb(t, ) = Xb0(s, τ) + X
b
1(s, τ) + . . . .
To lowest order, we must have
ω(q(τ))
∂Xa,b0 (s, τ)
∂s
= F (Xa,b0 (s, τ), q(τ)).
The 2pi−periodic limit cycle solution to this problem is
Xa,b0 (s, τ) = U0(s+ θ
a,b(τ), q(τ))
where θa,b(τ) are slowly varying arbitrary phase shifts due to the time-
translation invariance of the limit cycle. Our goal is to now derive equations
for the slow evolution of the phase. Using the chain rule, we see that d/dt =
ω∂/∂s + ∂/∂τ. Thus, after a bit of rearranging, the next order equations
are:
L(s, q(τ))Xa1 (s, τ) = −∂sU0(s+ θa(τ), q(τ))
∂θa
∂τ
(6)
−∂qU0(s+ θa(τ), q(τ)) dq
∂τ
+Ga[U0(s+ θ
b(τ), q(τ)), U0(s+ θ
a(τ), q(τ))],
where L(s, q(τ)) is defined by (3). There is a similar equation for Xb1(s, τ).
Finally, we see that this equation has the form of (5), so that there is a
2pi−periodic solution if and only if the right-hand side is orthogonal to the
adjoint. This leads to the following equations for the phases:
∂θa
∂τ
= −β(τ) + ha(θb − θa, τ) (7)
∂θb
∂τ
= −β(τ) + hb(θa − θb, τ), (8)
where,
β(τ) =
∫ 2pi
0
Z(s, q(τ)) · ∂qU0(s, q(τ))∂q
∂τ
ds (9)
ha,b(φ, τ) =
∫ 2pi
0
Z(s, q(τ)) ·Ga,b[U0(s+ φ, q(τ)), U0(s, q(τ))] ds. (10)
The extra β(τ) term arises due to the fact that the parameter q is slowly
varying. Notice in its definition through equation (9), that it is proportional
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to the time derivative of q(τ). This is the term that [17] emphasized in their
analysis. That is, we recover their results if we ignore coupling. We remark
that the phase-interaction functions, ha,b(·) are exactly those that would
be obtained from standard weak-coupling theory with all parameters held
fixed. In absence of coupling, the total phase evolves as
θ(t) = θ(0) + ω(q(τ))t− 
∫ t
0
β(t′) dt′.
If both oscillators are subject to the exact same slowly varying inputs, then
the β term becomes irrelevant to their phase difference, φ := θb − θa which
satisfies the simple scalar slowly varying equation [24]:
dφ
dτ
= hb(−φ, τ)− ha(φ, τ) := G(φ, τ) (11)
Equation (11) will be our main tool for comparing the phase reduced model
to the full model. We remark that the interaction functions are τ−dependent,
so that the reduced system for the phase-difference is no longer autonomous
and we will not be able to write exact solutions. However, if ha = hb,
then the right-hand side of equation (11) is, for each τ , an odd periodic
function of φ, so that φ = 0, pi will always be equilibrium points. That is
G(0, τ) = G(pi, τ) = 0 for all τ. In this symmetric case, we define Hodd to be
the odd part of the function ha.
2.2 Mode Truncation
In order to study the phase-reduced equations, we need to get formulae for
the τ−dependent interaction functions, ha,b. For our first application of
the method, these functions are explicitly computable since the oscillation
and the adjoint are simple sine and cosine functions. However, for the
neural model that we also study (and which gives more interesting results),
we need to somehow approximate the required slowly varying functions.
To this end, we use XPPAUT [4] to numerically compute the adjoint and
interaction functions. For each interaction function we perform a mode
truncation (that is, we keep just a few of the Fourier terms). We finish
the approximation by deriving a q-dependent equation for the coefficients of
the Fourier series expansion; generally piecewise-linear. This approximation
serves particularly well for our problem because only two sine coefficients are
required to preserve the change in synchrony, bistability between synchrony
and antiphase (pi−phase difference), and other interesting phenomena.
3 Results
We apply our theory to the Lambda-Omega system and a modified Traub
model with adaptation. For each model, we consider three types of slowly
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varying parameters, which we briefly discuss before delving into the details
of each model. We remark that all figure code and relevant data files are
available on github at https://github.com/youngmp/park and ermentrout
2016
3.1 Slowly Varying Parameters
The slowly varying parameter, q(τ), is explicitly written as three types of
slowly varying parameters: periodic (qp), quasi-periodic (qqp), and stochastic
(qs):
qp(τ) := q0 + q1 cos(fτ),
qqp(τ) := q0 + (q1/2)(cos(fτ) + cos(fτ
√
2)),
qs(τ) := q0 + q1z(τ).
(12)
The terms qi, f , and ε depend on the system. For the Lambda-Omega
system, we choose f = 1 and various combinations of q0 and q1 because the
choice of qi affects the asymptotic dynamics. Surveying multiple values of qi
provides a more complete demonstration of the dynamics and the accuracy
of our theory. For the Traub model, we chose by default q0 = 0.3, q1 = 0.2,
and f = 5 unless otherwise stated (as in figure 8). The default choice of
parameters represents a biophysically realistic parameter range, while the
slightly different parameter choice in figure 8 demonstrates the accuracy of
our theory when we avoid slow stability changes.
The noisy parameter, z, is an Ornstein-Uhlenbeck (OU) process satisfy-
ing the stochastic differential equation
µdz = −zdt+√µdW,
where µ = 1000. The raw random noise data is normalized so that
z(τ) ∈ [−1, 1], ∀τ,
and this data is used in all noisy simulations. The OU data may be repro-
duced by using XPP seeds 1–4.
3.2 Lambda-Omega System
We first apply our result to the λ−ω system [15] with weak diffusive coupling,
(
x˙j
y˙j
)
=
(
λ(rj) −ω(rj , q(τ))
ω(rj , q(τ)) λ(rj)
)(
xj
yj
)
+ ε
(
1 −κ
κ 1
)(
xk − xj
yk − yj
)
(13)
where j, k = 1, 2 and k 6= j; rj :=
√
x2j + y
2
j ; and
λ(r) = 1− r2
ω(r, q) = 1 + q(r2 − 1).
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When ε = 0, equation (13) is equivalent to the Hopf oscillator in polar
coordinates,
r˙j = rjλ(rj)
θ˙j = ω(rj , q(τ)).
One can verify the limit cycle for uncoupled system is
U0(s, τ) = [cos(s), sin(s)]
T ,
and the solution to the adjoint equation (the iPRC) is
Z(t) = [q(τ) cos(t)− sin(t), q(τ) sin(t) + cos(t)]T .
Finally, Equation (11) for the λ− ω system is
dφ
dτ
= 2 (κq(τ)− 1) sin(φ). (14)
Note that synchrony (φ = 0) is indeed a fixed point of Eq. 14. For a brief
stability analysis, we note that equation (14) is a separable equation and
solve for an implicit solution the differential equation:
tan(φ/2) = c exp
[∫ τ
0
(κq(s)− 1)ds
]
. (15)
We can write the inside of the exponential as τQ(τ) whereQ(τ) = (1/τ)
∫ τ
0 [κq(s)−
1] ds. Q(τ) is the running average of the integrand. Since the integrand is
bounded and continuous, the limit of Q(τ) exists as τ → ∞. If this limit
is positive then the exponential diverges to +∞ and the phase φ → ±pi.
Similarly, if the limit is negative, then the exponential goes to zero and φ
converges to 0 as well.
Figure 1 shows the result of simulating equation (13) for different func-
tions of q(τ). In the left column (labeled a,c,e) the mean value of q(τ) is less
than 1, so that we expect that the phase differences will go to synchrony. In
the right panels, the mean value of q(τ) > 1 so that the theory predicts that
phase-differences will go to pi. This is clearly evident from the simulations
of the full model. Furthermore, the approach to equilibrium predicted by
the phase model is almost identical to that of the full simulations. There
is very little error even in the stochastic cases (panels e,f). Even though
this is a highly nonlinear system, the system goes to the stable state that
is appropriate for the average of the slowly varying parameter. If we break
the homogeneity, then the dynamics is more complex and interesting.
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Figure 1: Periodic ((a),(b)), quasi-periodic ((c),(d)) and stochastic ((e),(f))
slowly varying parameters. The phase difference φ = θ2 − θ1 theory (light
blue dashed line) is plotted on top of experiment (black solid line). The
slow periodic parameter is shown as a dashed red line. The horizontal line
represents the parameter value q at which there is onset or offset of syn-
chrony. For all subfigures, ε = 0.0025, f = κ = q1 = 1. (a) Periodic,
q0 = 0.9, E[q] < 1. (b) Periodic, q0 = 1.1, E[q] > 1. (c) Quasi-periodic,
q0 = 0.9, E[q] < 1. (d) Quasi-periodic, q0 = 1.1, E[q] > 1. (e) Stochastic
(OU), q0 = 0.85, E[q] = 0.913, XPP seed 2. (f) Stochastic (OU), q0 = 0.9,
E[q] = 1.145, XPP seed 1.
Heterogeneities.
So far, the model derivation assumes that both oscillators are identical.
However, in general, this will not necessarily be the case. If the differences
are O() (that is, small) then we will get some additional terms in the phase
equations. To account for this, in general, we add terms to equation (1) of
the form:
fa,b(X
a,b, τ) (16)
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where we could also include some τ -dependence in the heterogeneity. For
example, in the λ− ω system, we could set
ωa,b(r, q) = 1 + q(τ)(r
2 − 1) + [da,b + ca,b(τ)(r2 − 1)]
where the subscripts refer again to the two oscillators. Here, the parameters
da,b are just constants that affect the baseline frequency and ca,b(τ) are
modulatory. With the addition of the terms (16), the phase equations we
get are like equations (7-8) but have additional terms:
∂θa
∂τ
= −β(τ) + ηa(τ) + ha(θb − θa, τ)
∂θb
∂τ
= −β(τ) + ηb(τ) + hb(θa − θb, τ),
where
ηa,b(τ) =
∫ 2pi
0
Z(s, q(τ)) · fa,b(U0(s, q(τ)), τ) ds.
Subtracting the two equations yields the more general phase equation with
heterogeneities:
dφ
dτ
= ηb(τ)− ηa(τ) + hb(−φ, τ)− ha(φ, τ) := G(φ, τ). (17)
We have still eliminated the commmon O(1) slow variation β(τ), but the
explicit heterogeneities appear threough the differences ηb(τ)− ηa(τ).
With this extension, we now alter the simple model by introducing a
small frequency difference in the oscillators. For oscillator 2, we replace
ω(r, q) = 1 + q(1− r2) with ω(r, q) = 1 + d+ q(1− r2), so that in absence
of coupling, there is an order  frequency difference, d. In this case the
equation for φ becomes
dφ
dτ
= d+ 2 (κq(τ)− 1) sin(φ). (18)
This means that φ(τ) will no longer generally approach a steady state. In
figure 2 we show two simulations with different values of  when there is a
slight difference in frequency. For  = 0.025, the solutions match for most
of the time, but there are places in each segment, where the solutions are
about pi out of phase. On the other hand, when we reduce  by factor of 10,
the solutions to the full model and the phase model are indistinguishable.
As the effects of heterogeneities are rather interesting, even in this simple
case, we will now examine equation (18) in more detail in order to explain
the behavior in figure 2. We can rewrite equation (18) as a system with the
time rescaled:
φ′ = (d+ 2(q(s)− 1) sinφ)/f
s′ = 1.
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Figure 2: The effects of inhomogeneity on slowly modulated solutions. The
slowly varying parameter is chosen to be periodic with q0 = 1.1, q1 = 2, f =
1.3, d = 0.05, κ = 1. (a)  = 0.025 (b)  = 0.0025. Black is the full
model and blue dashed is the phase-reduced model. The solid gray lines at
φ(t) = 0 ≡ 2pi (φ(t) = pi) represent synchrony (anti-phase).
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This is an equation on the torus and so the behavior is fairly restricted;
in particular, the ratio ρ = limτ→∞ φ/s, called the rotation number is a
continuous function of the parameters. We find three different behaviors as
the inhomogeneity d and the frequency f vary. Figure 3 shows the behavior
as these parameters are varied. In the upper left part of the diagram (high
frequency), above the red curve, φ(τ) has a winding number of 0. That is,
φ(τ + 2pi) = φ(τ). This means that the phase-difference, φ between the two
oscillators is bounded between two values and one oscillator is consistently
ahead of the other. In the lower right part of the diagram (low frequency),
φ(τ+2pi) = φ(τ)+2pi, that is, φ has winding number 1. This means that the
phase-difference between the two neurons stays close to 0 for about half a
cycle and close to pi for the other half and makes these switches rapidly and
periodically; it does not get “stuck” at synchrony or anti-phase. Finally, the
middle region (and also the choice used in figure 2) shows that the the phase
makes rapid transition, first between pi and 2pi and then between pi and 0.
This explains the switching back and forth observed in figure 2. In sum,
heterogeneity (even in the simplest form) can add good deal of complexity
to the dynamics.
3.3 Traub Model with Adaptation
The membrane potential dynamics of the Traub model, V , satisfies
CV˙ = −gNam3h(V − ENa)− (gkn4 + q(τ)w)(V − Ek)− gl(V − El) + I
≡ f(V, q(τ)),
(19)
where q(τ) is the slowly varying parameter with q ∈ [0.1, 0.5], q0 = 0.3,
q1 = 0.2, and gating variables n,m, h,w satisfying
n˙ = an(V )(1− n)− bn(V )n,
m˙ = am(V )(1−m)− bm(V )m,
h˙ = ah(V )(1− h)− bh(V )h,
w˙ = (w∞(V )− w)/tw(V ).
We introduce weak coupling by adding a synaptic conductance
dV1
dt
= f(V1, q(τ)) + εgs2(Esyn − V1),
dV2
dt
= f(V2, q(τ)) + εgs1(Esyn − V2),
where si is the synaptic conductance of Vi and satisfies
s˙i = α(Vi)(1− si)− si/τs.
12
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Figure 3: The behavior of equation (18) for periodic modulation as a func-
tion of the homogeneity, d and the modulation frequency, f . Green points
show the border for 1 : 1 locking; red points show the border for 0 : 1 locking
and between these are mixed solutions. Typical phase-planes are shown in
each region.
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Figure 4: The Traub model (equation (19) for two fixed values of q, the
M-type potassium current. (a) the adjoints for q = 0.1 and q = 0.5; (b)
The odd part of the interaction functions for q = 0.1, 0.5 (thick lines) and
two-term sine fit (thin dashed lines) of Hodd(φ). Zero crossings in (b) are
denoted by black circles.
Here α(V ) = 4/(1 + exp(−v/5)) [29]. Adaptation in this model is con-
trolled by the magnitude of the M−type potassium current. This low-
threshold, slow current can drastically affect the dynamics of the Traub
model [5] changing it from Class I excitable (oscillation arises via a saddle-
node infinite cycle or SNIC) to class II excitable (oscillation arises via a
sub-critical Hopf bifurcation). Because of that change, the adjoint, Z(t)
can also drastically change [1,6] and thus, the interaction function will also
be strongly affected. Biologically, this current is quite important since it is
altered by acetylcholine, a neuromodulator. Thus, since neuromodulators
tend to operate at much slower time scales than the firing rates of neurons,
the slow alteration of the M−type potassium current is an ideal example of
the methods we have developed in this paper.
Figure 4 shows the results of a numerical computation of the adjoint and
the odd part of the interaction function. For small values of the M-current
(q = 0.1) the adjoint (a) is almost strictly positive which is typical for so-
called Class I excitable systems where the periodic orbit arises as a SNIC.
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On the lower panel (b) we see that the Hodd(φ) is small and that synchrony
is unstable. (Recall that the phase model satisfies, φ′ = −2Hodd(φ), so that
a negative (positive) slope at an equilibrium is unstable (stable).) Anti-
phase (φ = pi) is also unstable, but there are two stable fixed points that are
near anti-phase. When there is sufficient M-current (q = 0.5), the adjoint
has a large negative lobe right after the spike. This qualitative change
in the shape of the adjoint leads to the stabilization of the synchronous
state (panel b). Thus, as q is varied from a low to high value, we expect
that the phase-difference will move toward synchrony (at high values) and
away from synchrony (at lower values). Panel b also shows that a two-
term sine approximation is reasonable and captures the qualitative (and to
some extent, quantitative) shape of the functions. In particular, the full
Hodd(φ) and the two-term sine approximation have the same equilibrium
point properties. For this reason, we make a simple linear interpolation
using a two term sine expansion of the interaction as q slowly varies. The
approximation is thus:
−2Hodd ≈ 2(b1(q(τ)) sin(φ) + b2(q(τ)) sin(2φ)),
where a linear approximation to bi(q) passing through the points (0.1, bi(0.1))
and (0.3, bi(0.3)) predicts onset and offset of synchrony sufficiently well:
bi(q) = 5(bˆi(0.3)− bˆi(0.1))q + 1.5bˆi(0.1)− 0.5bˆi(0.3), i = 1, 2.
The number represented by bˆi(x) is the actual coefficient value at q = x (see
section 6.1).
In order to compare the slowly varying phase model to the full model,
we need a way to extract the phase from the full model. For the simple
λ−ω model, we could get the exact phase since the limit cycle is circle with
a constant angular velocity. One method that is commonly used is to apply
a Hilbert transform to the voltage and then extract the phase from this.
However, for the Traub model (and, in fact, any model), we have more than
just the voltage, so we can extract an approximate phase by picking a point
on the unperturbed limit cycle that is closest to the point whose phase we
wish to determine. (This is a fairly crude approximation; ideally, we would
determine which isochron the point lies on by integrating the initial data
forward for several periods and then matching the point. This method is
very time consuming [3], so we have opted for the simpler approximation.)
Figure 5 shows how this is done. We take the (V, n) coordinates of the
simulation and find the value of (V, n) on the projected limit cycle that is
closest in distance to the point on the actual trajectory. Since the voltage
(V ) spans a region of about 150 and the recovery (n) spans values between 0
and 1, we scale the distance metric accordingly. We compute the variance of
V0(t), n0(t) over one cycle of the unperturbed limit cycle, call these (σ
2
V , σ
2
n).
Thus the distance is:
dist(∆V,∆n) :=
√
(∆V )2/σ2V + (∆n)
2/σ2n.
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Figure 5: How the phase is extracted. A trajectory in green is shown near
the limit cycle (red, for q = 0.1). The point (asterisk) on the trajectory is
closest to the magenta point on the limit cycle which has phase φ, so we
assign this phase. The black curve is the projection of the limit cycle for
q = 0.5.
We define the phase of a point (V (t), n(t)) to be the value φ that minimizes:
dist(V (t)− V0(φT/(2pi)), n(t)− n0(φT/(2pi))),
where T is the natural period of the unperturbed limit cycle. We pick
the comparison limit cycle (V0, n0) for a fixed value of the slowly varying
parameter that is the mean value. However, as the figure shows, the phase
portrait is very similar for two different values of q. As we will see later, this
method produces a very reasonable approximation of the phase.
The next three figures compare the approximated phase model with the
approximated phase extracted from the full model. That is, there are sev-
eral levels of approximation to compare the theory to the full model. As
described above, we approximate the function G(φ, τ) in equation (11) by
two sine terms whose coefficients are τ−dependent (cf Figure 4b). We ap-
ply the same slowly varying function for the conductance of the adaptation
current to get the τ−dependence for the phase model. We extract the ap-
proximate phase-difference from the full model and compare the result with
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the phase-difference derived from equation (11). Figure 6 shows the result
of letting q vary periodically in time; the period is 5 seconds. The dashed
red curves show the modulation and the red line shows the mean value.
The light blue curve is the phase-difference as predicted by equation (11)
and the black dots are the instantaneous approximate phase-differences from
the model equations. Each dot represnts the phase value at approximately
1/300 of one period. Because the period of the oscillation varies from 12.65s
to 24.6s as a function of the slowly varying parameter, we can not give a pre-
cise total number of cycles. However, based on the total times one oscillator
passes through zero phase, we estimate that there are 245 total cycles.
On the falling phase of the modulation (say, t = 2.5 − 5, t = 8 − 10,
etc) the phase model and the full model agree very closely, On the rising
phase, the reduced system lags the full system by quite a bit. Since both the
rising and falling parts of the stimulus include all ranges of q, this difference
cannot be due to a bad approximation of the interaction functions. As we
noted above, the synchronous solution is a fixed point and for a range of q, it
is attracting. Because synchrony is a fixed point and we are slowly changing
from stable to unstable, there is great sensitivity at the transition. Small
changes (such as ignoring small higher order terms in the perturbation) can
have drastic effects on the “jump-up” time as synchrony loses stability. This
is an example of a slow passage through a bifurcation [19]. To see what we
mean here, we simulate the phase-model with the periodic stimulus and
perturb the phase-difference, φ by slightly increasing it when it is close to 0.
Figure 7 shows the result of such a manipulation. By increasing φ(t = 164)
from, say, 10−14 to 10−4 (this is still an order of magnitude smaller than the
 used in the simulations), we can advance the “jump-up” time by almost an
eighth of the cycle. The inset of the figure shows that dφ/dt is very small at
this point. For this reason, we can expect that the main error will be on the
up-jump since φ has to escape from the equilibrium point at zero. We will
see similar, although less drastic, effects in the subsequent comparisons. By
reducing the range of the slow parameter so that it is never close to the value
for which synchrony is an attractor, we can do a much better job of tracking
the phase-difference through the reduced model. Figure 8 shows an example
where the modulated adaptation never gets to a region where synchrony is
stable. In this case, the phase-difference for the phase-reduced model never
gets close to 0 and the modulation stays away from any bifurcation points.
Figure 9 is similar to figure 6, except that the modulation is quasi-
periodic. As with the periodic modulation, the phase model follows the
full model quite closely once the system jumps away from the synchronous
equilibrium. However, like the periodic case, the phase model has a delayed
jump-up from synchrony relative to the full model; this is especially evident
at t ≈ 25.
Finally, in Figure 10, we use a slowly varying stochastic signal that is
generated by an Ornstein-Uhlenbeck process and then rescaled so that the
17
Figure 6: Periodic slowly varying parameter. Absolute value of phase dif-
ference |φ| = |θ2 − θ1|∈ [0, 2pi) theory (light blue) vs numerics (black dots).
The slow periodic parameter is shown as a dashed red line. The horizontal
line represents the parameter value q at which there is onset or offset of
synchrony. ε = 0.0025, f = 5. 245 cycles.
range is [−1, 1]. As in figures 6 and 9, the phase model does a fairly good
job of tracking the full model. Similarly, the jump up from synchrony is
often delayed (especially evident for t ∈ [2.5, 4] ) as was the case in all the
previous simulations.
The slowly modulated interaction function works well in spite of the
many approximations that we have made in the biophysical model.
3.4 Networks and synchrony
The methods we have described have, so far, been applied only to two cou-
pled oscillators. There is no reason why we cannot apply them to networks
as well. In this case, it is interesting to consider the idea of global synchro-
nization in the presence of modulation. Here we consider (for simplicity) a
population of N (we take N = 51, here) globally coupled neurons that are
subject to slow modulation of the M−current as in the previous sections.
We weakly couple the Traub model neurons with excitatory coupling and
slow periodic modulation of the adaptation. Coupling is all-all and divided
by the total number of neurons. Thus, each includes the synaptic current,
Isyn = gsynstot(t)(V − Esyn), where
stot(t) =
1
51
50∑
j=0
(t)sj(t) (20)
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Figure 7: Small perturbations of the phase model near the transition.
At t = 164, the value of φ is increased for 10−14 to 10−10, 10−8, 10−4
(red,green,blue), leading to an earlier jump-up time. Inset shows the log
of dφ/dt.
Figure 8: Periodic slowly varying parameter. Absolute value of phase differ-
ence |φ| = |θ2−θ1|∈ [0, 2pi) theory (light blue) vs numerics (black dots). The
slow periodic parameter is shown as a dashed red line. The slowly varying
parameter constants are q0 = 0.175, q1 = 0.125. ε = 0.0025, f = 5. 219
cycles.
19
Figure 9: Quasi-periodic slowly varying parameter. The absolute value of
phase difference |φ| = |θ2 − θ1|∈ [0, 2pi) in theory (light blue) vs numerics
(black dots). The quasi-periodic parameter is shown as a dashed red line.
ε = 0.0025, f = 5. 444 cycles.
and sj(t) are the individual synaptic gating variables for each neuron. Figure
11 shows the result of the simulation. As a surrogate for, say, the local
field potential, we look at the total voltage of all the oscillators, Vtot =
(1/N)
∑
j Vj(t). Panel A shows the full picture of Vtot(t) over 12 seconds. It
is difficult to see the synchronization, but can be roughly judged by looking
at the variance of Vtot: larger variance means greater synchrony. (If the
oscillators were completely asynchronous, their sum would be close to a
constant and so the variance of the sum will be small. If they are completely
synchronized, then the variance of the sum will be large as the voltage
swings over a 150 mV range.) To better illustrate this point, we have also
computed the spectrogram (panel B) over this period of time. Notice the
large red band that starts at the peak of q(t) and tails off as q(t) tends to
zero. Higher bands represent harmonics of the oscillations. This panel also
illustrates the dramatic effect that adaptation has on the frequency of the
rhythm which ranges between 40 and 100 Hz. Higher frequencies correspond
to lower adaptation and weaker synchrony. We can apply the same phase
reduction methods to this model to get a system of phase equations:
θ′i =
1
N + 1
N∑
j=0
H(θj − θi, τ) + σξj
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Figure 10: Noisy slowly varying parameter. Absolute value of phase dif-
ference |φ| = |θ2 − θ1|∈ [0, 2pi) theory (light blue) vs numerics (black dots).
The noisy parameter is shown as a dashed red line. XPP seed 4. ε = 0.0025,
f = 5. 404 cycles.
where we have added some weak noise, σ to push off the invariant synchrony
manifold. To quantify the synchronization, we look at the order parameter:
OP =
1
N + 1
∣∣∣∣∣∣
N∑
j=0
eiθj
∣∣∣∣∣∣ .
Figure 11c shows the clear periodic waxing and waning of OP as the slowly
varying potassium conductance goes from large to small. When q(t) is close
to zero (no adaptation), the OP is also near zero and as q(t) tends to its
maximum value of 0.5, OP gets very close to 1. Thus, we see that slow mod-
ulation of this type of network shows transitions in and out of synchrony. We
expect similar effects for non-periodic modulation as long as it is sufficiently
slow.
4 Discussion
We have shown that it is possible to still accurately apply weak coupling
theory and phase reduction to oscillators even in a changing environment
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Figure 11: Network of 51 Traub oscillators all-all coupled as in previous
figures. (a) Summed voltage Vtot =
∑
j Vj(t) along with the modulation
of the potassium conductance; (b) Spectrogram showing greatly increased
power when the conductance is high; (c) Order parameter from the phase
reduction showing a similar increase
when the changes are occurring at a sufficiently slow time scale. In a previous
paper [23], we showed that slow coupling between oscillators was equivalent
to weak coupling and that when the slow parameters were frozen, then
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the spike-to-spike synchrony in some moderate interval of time could be
predicted by the corresponding interaction function. Here, we formalize this
notion and demonstrate that the interaction functions are time-dependent
(with respect to the slowly varying parameter) and thus, we do not need to
freeze any parameters. In the present theory, the slow forcing was exogenous
and imposed on the system. In contrast, in bursting systems, the slow
modulation is internally generated as the slow variable goes through various
bifurcations between quiescence and oscillations. In [25], Sherman studied
two weakly coupled bursters and observed that during the spiking phase
(when the fast system is periodic), spikes did not synchronize but were
driven to asymmetric and out-of-phase oscillations. The methods we have
developed here require the existence of a limit cycle, so they cannot be
applied globally to the spike synchronization during autonomous bursting.
However, if we make the reasonable assumption that during the quiescent
stage of the burst, the two cells are drawn to the slowly changing equilibrium,
then, when they jump up, they will be nearly synchronous (but, not quite;
if they were precisely synchronous, then they would stay that way for all
time). We can then use the theory developed here to study the dynamics of
the spike-to-spike synchrony during the active period of the burst and thus
explain in a more formal matter Sherman’s results.
Gutkin et al [12] looked at how spiking neural oscillators subjected to a
slowly varying input responded to brief perturbations given between spikes.
They measured the inter-spike interval (ISI) without the perturbation and
then fixed the input so the oscillator had the same period as the ISI. With
this fixed oscillator, they computed the phase response curve (the function
Z(t) solving the adjoint problem) and used this to predict how the perturba-
tion would affect the spike time in the slowly varying system. The method
developed here, could be used to improve this estimate since we know both
the slowly varying frequency and the slowly varying function Z(t; τ). This
type of correction was, in fact, the goal of [17].
Slowly varying inputs differ in ways both quantitative and, more im-
portantly, qualitative from faster inputs. For example, suppose that two
oscillators receive identical periodic inputs that have a frequency close to
the unforced frequency of the oscillators. Then for some range of input am-
plitudes, we can expect the oscillators to lock in a 1:1 manner with each other
and thus be completely synchronized even in absence of coupling. Similarly,
weak identical noise applied to two uncoupled oscillators will also synchro-
nize them [7,22,28], but the noise has to be sufficiently fast; synchrony falls
off rapidly as the time constant of the noise slows down [10]. Thus, fast
common rapidly changing inputs will tend to synchronize uncoupled oscil-
lators. But the slow modulations we study here have no such properties.
Indeed, looking at equations (7-8), the common slow input cannot move the
phase-difference without direct coupling. It would be interesting to look
at the synchronization between two slowly varying oscillators that are sub-
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jected to fast correlated noise and derive some equations for the expected
phase-difference.
5 Conclusion
The Fredholm alternative provides a useful proof method to re-derive the
phase equation in Kurebayashi et al. After obtaining the phase equation, we
use the theory of weakly coupled oscillators to derive the interaction func-
tion, from which we can study the stability of synchrony and anti-synchrony.
Despite the phase estimation and the mode truncation, our theory accu-
rately predicts the phase of the Traub model with periodic, quasi-periodic,
and stochastic slowly varying parameters (we have similar positive results
for the λ−ω system). Because the mode truncation depends on the accuracy
of the numerically derived interaction functions, and because the interaction
functions in turn depend only on the coupling terms and the iPRC, we can
apply the mode truncation method (and subsequently our result) to any
autonomous system for which the iPRC and coupling terms are known. The
methods here show that we can extend the notion of weak coupling and
synchronization of nonlinear neural oscillators to the more realistic scenario
in which the environment is changing.
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6 Traub Model With Adaptation
All other equations for the Traub model are defined as follows
tw(V ) = τw/(3.3 exp((V − Vwt)/20) + exp(−(V − Vwt)/20))
w∞(V ) = 1/(1 + exp(−(V − Vwt)/10))
am(V ) = 0.32(54 + V )/(1− exp(−(V + 54)/4))
bm(V ) = 0.28(V + 27)/(exp((V + 27)/5)− 1)
ah(V ) = 0.128 exp(−(V − Vhn)/18)
bh(V ) = 4/(1 + exp(−(V + 27)/5))
an(V ) = 0.032(V + 52)/(1− exp(−(V + 52)/5))
bn(V ) = 0.5 exp(−(57 + V )/40)
α(V ) = a0/(1 + exp(−(V − Vt)/Vs))
6.1 Fourier Coefficients
The Fourier coefficients used in the approximation are shown in Table 2
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Table 1: Traub parameter values
Parameter Value
C 1µF/cm2
g 5mS/cm2
ε 0.0025
f 0.5(1000ε2pi Hz)
I 3µA/cm2
Vwt −35mV
τw 100ms
Ek −100mV
ENa 50mV
El −67mV
gl 0.2mS/cm
2
gk 80mS/cm
2
gNa 100mS/cm
2
Vhn −50mV
a0 4
τ 4ms
Vt 0mV
Vs 5mV
Esyn 0mV
q0 0.3mS/cm
2
q1 0.2mS/cm
2
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Table 2: Traub Fourier Coefficients
Cosine Sine
a0(0.1) = 19.6011939665 -
a0(0.3) = 17.4255017198 -
a1(0.1) = −3.32476526025 b1(0.1) = 0.721387113706
a1(0.3) = −6.97305767558 b1(0.3) = −1.5028098729
a2(0.1) = −0.255371105623 b2(0.1) = 0.738312597998
a2(0.3)− 0.83690237427 b2(0.3) = 1.03494013487
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