Abstract
Introduction
An appealing feature of gestural interfaces is that they could make it possible for users to communicate with computerized equipment without need for external control devices, and thus e.g. replace remote controls. We have seen a number of research efforts in this area during recent years, see section 6 for an overview of works related to this one. Examples of applications of hand gesture analysis include (i) control of consumer electronics, (ii) interaction with visualization systems, (iii) control of mechanical systems and (iv) computer games.
The purpose of this work is to demonstrate how a realtime system for hand tracking and hand posture recognition can be constructed combining shape and colour cues by (i) colour feature detection in combination with qualitative hierarchical models for representing the hand and (ii) par- Figure 1 : An example of how gesture interfaces could possibly replace or complement remote controls. In this scenario, a user controls consumer electronics with hand gestures. The prototype system is described in section 5. ticle filtering with hierarchical sampling for simultaneous tracking and posture recognition.
Representing the hand
The human hand is a highly deformable articulated object with many degrees of freedom and can through different postures and motions be used for expressing information for various purposes. General tracking and accurate 3D pose estimation would therefore probably require elaborate 3D hand models with time-consuming initialization and updating/tracking procedures. Our aim here is to track a number of well-defined, purposeful hand postures that the user performs in order to communicate a limited set of commands to the computer. This allows us to use a more simple, viewbased shape representation, which will still be discriminatory enough to find and track a set of known hand postures in complex scenes. We therefore represent the hand by a hierarchy of stable features at different scales that captures the shape, and combine it with skin colour cues as will be described next.
Multi-scale colour features
Given an image of a hand, we can expect to detect blob and ridge features at different scales, corresponding to the parts of the hand. Although the colour of the hand and the background can differ significantly, the difference in greylevel might be small and grey-level features may therefore be hard to detect on the hand. We use a recently developed approach for colour based image feature detection, based on scale-space extrema of normalized differential invariants [13] . This scheme gives more robust features than a pure grey-level based feature detection step, and consists of the following processing steps: The input RGB image is first transformed into an Iuv colour space: and Ñ Ò is the smallest eigenvalue of . The multi-scale feature detection is efficiently performed using an oversampled pyramid structure described in [14] . This hybrid pyramid representation allows for variable degrees of subsampling and smoothing as the scale parameter increases. 
Hierarchical hand model
The image features, together with information about their relative orientation, position and scale, are used for defining a simple but discriminative view-based object model [2] . We represent the hand by a model consisting of (i) the palm as a coarse scale blob, (ii) the five fingers as ridges at finer scales and (iii) finger tips as even finer scale blobs, see figure 3. These features are selected manually from a set of extracted features as illustrated in figure  2 (a-b). We then define different states for the hand model, depending on the number of open fingers.
To model translations, rotations and scaling transformations of the hand, we define a parameter vector ´Ü Ý × « Ðµ, which describes the global position´Ü Ýµ, the size ×, and the orientation « of the hand in the image, together with its discrete state Ð ½ . The vector uniquely identifies the hand configuration in the image and estimation of from image sequences corresponds to simultaneous hand tracking and recognition. 
Probabilistic prior on skin colour
To make the hand model more discriminative in cluttered scenes, we include skin colour information in the form of a probabilistic prior, which is defined as follows:
¯Hands were segmented manually from the background in approximately 30 images, and two-dimensional histograms over the chromatic information´Ù Úµ were accumulated for skin regions À × Ò , and background À .
These histograms were summed up and normalized to unit mass.
Given these training data, the probability of any measured image point with colour values´Ù Úµ being skin colour was estimated as 
Hand tracking and hand posture recognition
Tracking and recognition of a set of object models in time-dependent images can be formulated as the maximization of the a posterior probability distribution over model parameters, given a sequence of input images. To estimate the states of object models in this respect, we follow the approach of particle filtering [8, 1, 15] to propagate hypotheses of hand models over time.
Model likelihood
Particle filtering employs estimations of the prior probability and the likelihood for a set of model hypotheses. In this section we describe the likelihood function and in section 3.2 we combine it with a model prior to define a particle filter.
To evaluate the likelihood of a hand model defined in section 2.2, we compare multi-scale features of a model with the features extracted from input images. For this purpose, each feature is associated with a 2D Gaussian kernel ´Ü ¦µ having the same mean and covariance ¦ as corresponding parameters computed for image features according to section 2.1. In this way, the model and the data are represented by mixtures of Gaussians (see figure 2c) according to
where ´Ü ¦µ Ô Ø´¦µ ´Ü ¦µ. To compare the model with the data, we integrate the square difference between their associated Gaussian mixture models´
where Ñ and are features of the model and the data respectively. It can be shown that this measure is invariant to simultaneous affine transformations of features. Moreover, using this measure enables for correct model selection among several models with different complexity. More details on how to compute¨can be found in [11] .
Given the dissimilarity measure¨, the likelihood of a model hypothesis with features Ñ on an image with features is then estimated by
where ½¼ ¾ controls the sharpness of the likelihood function. In the application to hand tracking, this entity can be multiplied by the prior Ô × Ò´Ù Úµ on skin colour, described in section 2.3. , where Û is the sum of the weights of all particles with state and the weight of each particle is proportional to its likelihood. Then, the continuous parameters are estimated by computing a weighted mean of all the particles in state . To improve the computational efficiency, the number of particles corresponding to false hypotheses are reduced using hierarchical layered sampling. The idea is related to previous works on partitioned sampling [15] and layered sampling [19] . In the context of hierarchical multi-scale feature models, the layered sampling approach can be modified such as to evaluate the likelihoods Ô ´Á Ø Ø µ independently for each level in the hierarchy of features. For our hand model, the likelihood evaluation is decomposed into three layers Ô Ô ½ Ô ¾ Ô ¿ , where Ô ½ evaluates the coarse scale blob corresponding to the palm of a hand, Ô ¾ evaluates the ridges corresponding to the fingers, and Ô ¿ evaluates the fine scale blobs corresponding to the finger tips. Experiments show that the hierarchical layered sampling approach improves the computational efficiency of the tracker by a factor two, compared to the standard sampling method in particle filtering.
Tracking and posture recognition

Experimental evaluation of the influence of shape and colour cues 4.1 Grey-level and colour features
A pre-requisite for a pure grey-level based feature detection system to work is that there is sufficient contrast in grey-level information between the object and the background. The first image in the first row of figure 5 shows a snapshot from a sequence with high grey-level contrast, where the hand position and pose is correctly determined using grey-level features. The grey-level features are obtained by applying the blob and ridge operators (4)- (5) to only the grey-level colour channel Á in (1).
The second and third image in figure 5 show the importance of using features detected in colour space when the grey-level contrast between the object and background is low. The second image shows the detected grey-level features and how the lack of such features on the hand makes the system fail to detect the correct hand pose. The third image shows how the correct hand pose is detected using colour features. The likelihood of this situation to occur increases when the hand moves in front of a varying background.
Adding a prior on skin colour
As the number of detected features in the scene increases, so does the likelihood of hand matches not corresponding to the correct position, scale, orientation and state. In scenes with an abundance of features, the performance of the hand tracker is improved substantially by multiplying the likelihood of a model feature in (10) with this skin colour prior Ô × Ò´Ù Úµ. The second and third row of figure 5 shows a few snapshots from a sequence, where the hand moves in front of a cluttered background. The second row shows results without using the skin colour prior, and the third row shows corresponding results when the skin colour prior has been added. (These results were computed fully automatically; including automatic initialization of the hand model.) Table 1 shows the results of a quantitative comparison. In a sequence of 450 frames where a moving hand changed its state four times, the result of automatic hand tracking was compared with a manually determined ground truth. While the position of the hand is correctly determined in most frames without using colour prior, the pose is often misclassified. After adding the prior on skin colour, we see a substantial improvement in both position and pose. no colour prior colour prior correct position ¿± ± correct pos. and pose ± ± Table 1 : Results of a quantitative evaluation of the performance of the hand tracker in a sequence with 450 frames, with and without a prior on skin colour.
The errors in the pose estimate that remain occur spuriously, and in the prototype system described next, they are reduced by temporal filtering, at the cost of slower dynamics when capturing state changes.
Prototype system
The algorithms described above have been integrated into a prototype system for controlling consumer electronics with hand gestures. Figure 6 gives an overview of the system components. To increase time performance, initial detection of skin coloured regions of interest is performed, based on a wide definition of skin colour. Within these regions of interest, image features are detected using a hybrid multi-scale representation as described in section 2.1, and these image features are used as input for the particle filtering scheme outlined in section 3, with complementary use of skin colour information as described in section 2.3. On our current hardware, a dual Pentium III Xeon 550 MHz PC, this system runs at about 10 frames/s.
Grey-level features
Grey-level features Colour features Colour features without prior on skin colour
Colour features with probabilistic prior on skin colour In a simplified demo scenario, this system has been presented at two IT fairs, where approximately 350 people used the system. These tests confirmed the expectations that the system, based on the described components, is user and scale (distance) invariant. To some extent the qualitative hierarchical model also shows view invariance for rotations out of the image plane (up to approx 20-30 degrees for the described gestures).
Related works
Early work on using hand gestures for television control was presented by Freeman and Weissman [6] using normalized correlation; see also [10, 16, 9, 21] for related works. Appearance-based models for hand tracking and sign recognition were used by Cui and Weng [4] , while Heap and Hogg [7] , MacCormick and Isard [15] tracked silhouettes of hands.
The use of a hierarchical hand model, continues along the works by Crowley and Sanderson [3] who extracted peaks from a Laplacian pyramid of an image and linked them into a tree structure with respect to resolution, Lindeberg [12] who constructed scale-space primal sketch with an explicit encoding of blob-like structures in scale space as well as the relations between these, Triesch and von der Malsburg [20] Figure 6 : Overview of the main components of the prototype system for detecting and recognizing hand gestures, and using this information for controlling consumer electronics.
at each vertex, Shokoufandeh et al. [17] who detected maxima in a multi-scale wavelet transform. The use of chromaticity as a primary cue for detecting skin coloured regions was first proposed by Fleck et al. [5] .
Our implementation of particle filtering largely follows the traditional approaches for condensation as presented in [8, 1, 18] . Using the hierarchical multi-scale structure of the hand models, however, we extended the layered sampling approach from Sullivan et al. [19] .
Summary
We have presented a system for hand tracking and hand posture recognition. The main components are multi-scale colour feature hierarchies for representing hand shape, and particle filtering with hierarchical layered sampling for simultaneous tracking and recognition of hand states. In particular, we have explored the use of multi-scale colour features and probabilistic prior on skin colour. The proposed approach is novel in the respect that it combines shape and colour cues in a hierarchical object model with colour image features at multiple scales and particle filtering for robust tracking and recognition. The use of colour features gives much higher robustness to situations when there is poor grey-level contrast between the object and the background. We have also evaluated the discriminative power of including a probabilistic prior on skin colour in the particle filtering and compared the performance to the case of using colour features only. The results show that the prior on skin colour improves the discriminative power of the hand model significantly. Moreover, we have shown how these components can be integrated into a real-time prototype system for hand gesture control of computerized equipment.
