Detecting and characterizing dense subgraphs (tight communities) in social and information networks is an important exploratory tool in social network analysis. Several approaches have been proposed that either (i) partition the whole network into "clusters", even in low density region, or (ii) are aimed at finding a single densest community (and need to be iterated to find the next one). As social networks grow larger both approaches (i) and (ii) result in algorithms too slow to be practical, in particular when speed in analyzing the data is required. In this paper we propose an approach that aims at balancing efficiency of computation and expressiveness/manageability of the output community representation. We define the notion of a partial dense cover (PDC) of a graph. Intuitively a PDC of a graph is a collection of sets of nodes that (a) each set forms a disjoint dense induced subgraphs and (b) its removal leaves the residual graph without dense regions. Exact computation of PDC is an NP-complete problem, thus, we propose an efficient heuristic algorithms for computing a PDC which we christen Core & Peel. Moreover we propose a novel benchmarking technique that allows us to evaluate algorithms for computing PDC using the classical IR concepts of precision and recall even without a golden standard. Tests on 25 social and technological networks from the Stanford Large Network Dataset Collection confirm that Core & Peel is efficient and attains very high precison and recall.
INTRODUCTION
Finding dense sub-networks in complex (social, communication, technological, biological) networks is a key exploratory tool in complex network analysis as often one can spot emerging phenomena liked to these regions with an above-average level of activity. As we will use social networks as a key metaphor we will talk of dense communities of nodes.
A brief taxonomy of approaches to community detection. The recent literature the detection of community structures in complex graphs can be roughly split into three trends.
The fist approach has concentrated on partitioning the nodes of a graph into clusters (or modules) so to favor the formation of modules for which intra-modules connections are favored over inter-module connections (e.g. the classical algorithm of Girvan and Newman [19] ). This approach uses a non-local definition of "density" and postulates that every node should belong to some community (or alternatively) that all communities even if a low density or hard to distinguish from the background are of interest (approach A). Being a partition of the nodes, the communities found are disjoint.
The second approach postulates that a connected community maximizing the density should be sought [3, 8] . A collection of dense communities can be constructed by removing the community found from the input graph and iterating the method on the residual graph (approach B). Communities found in this way are disjoint.
A third approach aims at enumerating all dense subgraphs within the graph, usually with a condition of maximality, but allowing overlaps among communities (see e.g. PalEtAl05)(approach C). In the worst case, the size of the output of an algorithm listing all maximal cliques (or maximal dense subgraphs) can be exponentially larger than the size of the input.
Any of the aforementioned approaches has its pros and cons. Very Large social networks currently available pose a challenge to community analysis approaches in terms of computation time, main memory storage and readability of the algorithms' results.
So while approaches (A) and (C) may reveal a complex community landscape, they do so in a quite unfocussed manner, that implies slow computations, and/or high memory consumption, and an output that may need further analysis/modelling/visualization to be of use. In contrast approach (B) may be fast if appropriate heuristics are employed, but reveals only a single community in an otherwise more complex landscape. A the simple solution consisting in iterating approach (B) over the residual graph obtained by removing the found densest community would be an overshooting for this problem, taking us back to the problem of an excessive time complexity.
The fourth approach, which is advocated in this paper as well as in others (see e.g. [28] , [12] , [18] [9] , [36] ) is that of collecting in one go a collection of disjoint dense communities above a certain size and density thresholds. This approach is suitable for very large graphs since the output is easy to interpret, visualize, and feed to further filters and analytic tools, in particular it is often the method of choice for the web graphs because of their size.
Our contribution. This paper presents two main contributions. The first is a formalization of the problem of (disjoint) communities detection as that of computing a partial dense cover of a graph and an efficient algorithm (christened Core & Peel) for computing heuristically the partial dense covers of a graph. The second contribution is methodological and aims at improving our capability of measuring the quality of an heuristic algorithms for (disjoint) community detection. In particular we propose a scheme that allow us to measure performance by classical IR concepts of precision and recall or realistic (i.e. non-random) graphs even without using a golden standard.
The Core & Peel algorithm. We present an heuristic algorithm for detecting all sufficiently dense subgraphs of a graph G whose removal produces a residual graph G ′ without dense subgraphs. The main idea consists in visiting the nodes of a graph in an appropriate order and for each visited node (called a seed) we look in the neighborhood of the seed in order to isolate those nodes in the neighborhood that, together with the seed, can participate in an a sufficiently dense induced subgraph. The order of the visit of the node is chosen so to visit first those nodes more likely to contribute in a larger dense subgraph. Large and dense subgraph must be detected only once so to avoid wasting time re-discovering the same subgraph multiple times (i.e. with by a single seed) thus once such dense subgraph is detected its component vertices are marked and cannot be used as seeds any more. The visit order is produced by computing first the core number of each node in the graph, which represent an upper bound to the average degree of the largest clique (or quasi-clique) incident to a node. Once a suitable region around a seed is detected that is likely to hold a dense subgraph, we employ a variant of the peeling procedure described by Charikar in [8] to extract the dense subgraph. The key definitions and the algorithm is described in 4.
Benchmarking methodology. In may areas of computer science the lack of a common benchmarking methodology is often recognized as one of the main obstacles towards speedy progress in solving the key problems of that area. The IR community has been one of the first success stories in setting up an effective benchmarking methodology codified through the TREC conference series. For the problem of clique detection the TCS and OR communities established the DIMACS benchmark collection. While many methods for community detection have been proposed recently, there is still no accepted benchmarking methodology. Most papers address the issue of algorithmic validation by planting a few dense subgraph in a random graph and comparing the predicted dense subgraph against the planted ones. This "standard" approach is however wanting in many respects.
(a) First of all it is well known that the basic Erdös-Rényi random graph model is not suitable for modelling complex (social, technological, etc..) networks, while on the other hand it is still an open area of research that of producing suitable generative graph models. At the moment no single model can cover the whole range of applications.
(b) Secondly, the embedded communities should not skew too much the underlying graph distribution (e.g. the vertex degree distribution) so to avoid making the instances amenable to approach based on simple statistical filters.
(c) Thirdly, the possible presence of native (non-planted) dense subgraphs complicates the assessment as any method since detecting such nodes cannot be considered a fault of the algorithm, and should be weighted positively rather than ignored.
In section 5 we propose a method that copes with issues (a),(b) and (c) and results in a more stringent and realistic assessment for community detection algorithms. In particular we are able to define both precision and recall measurements that are standard and well understood measures of quality in IR applications.
PREVIOUS WORK
Most of the known results are for finding a single maximum size dense subgraph (or clique). In [29] V.E. Lee et al. give a survey of the state of the art on algorithms for dense subgraph discovery. Here we recall the main known results.
Densest subgraph detection. Dense subgraphs can be defined in a variety of ways: if we seek the subgraph H of G maximizing the average degree 2|E(H)|/|V (H)|, then there is an exact polynomial algorithm based on max-flow/mincut computations [16, 20] . A second exact polynomial time algorithm based on a reduction to LP is shown in [8] . A simple greedy (1/2)-approximation algorithm 1 is also shown in [8] .
If we look for the densest subgraph with exactly k-vertices (dks), which is an NP-complete problem, Feige et al. [14] gave an O(n −1/3+ǫ )-approximation algorithm, where n = |V |, and ǫ > 0 an arbitrarily small positive constant. The approximation coefficient has been later improved in [6] to O(n −1/4+ǫ ). It is known that this problem does not admit a PTAS, unless some hard complexity hypothesis holds [25] .
If we look for the densest subgraph with at least k-vertices (dalks) Andersen et al. [3] give an efficient (1/3)-approximation algorithm for this problem, based on core decomposition. In the same paper it is shown that the densest at most k problem (damks) is as hard as dks. Somewhat more complex (still polynomial) algorithms (based on LP and/or max-flow) attain an approximation factor of 1/2 for dalks [2, 26] .
A different notion of "density" is used in the definition of γ-quasi cliques. A graph G = (V, E) is a γ-quasi clique if every node in G is adjacent to at least γ(|V | − 1) nodes in G. The densest subgraph problem (with this notion of density) can be recast as the problem of finding the largest induced subgraph that is a γ-quasi clique, for a fixed value of γ. Heuristics for detecting quasi-cliques are developed in [30, 1] . A method for detecting quasi-cliques tailored for external memory computations is given in [38] . Since, for γ = 1 we obtain a clique, this problem is in general as hard as maximum clique detection.
When the subgraph sought are relatively large and dense, a sampling approach based on shingling by Gibson et al. [18] works well in practice.
In [37] Wang et al. define dense subgraph by placing a lower bound on the number of common neighbors for each pair of adjacent nodes in the subgraph, and propose a method based on iterating an efficient triangle counting black-box algorithm.
Maximum clique. The maximum clique problem for a graph G requires to find the the largest complete subgraph of G, and is a classical NP-complete problem. Since this problem is also hard to approximate [23] the research effort has been directed towards heuristic, or exact algorithms still exponential in the worst case, but able to be fast in practice over certain classes of input graphs (see [7] for a survey).
Other graphs. In this paper we restrict ourselves to generic (undirected) graphs. There is also a vast literature which we do not touch here (and corresponding different definitions) for directed graphs, for bipartite graphs, and other generalizations or specializations of graphs.
Dense subgraphs and communities in social networks. In social graphs often communities are defined in terms of dense subgraphs (see [15, 19, 33, 27] . Also dense bipartite subgraphs are important in some applications since web communities are often modeled a as bipartite subgraphs of hubs and authorities (see e.g. [28, 12] ).
Partial dense covers approaches. A work that has similar aims as ours is in [9] , where a partial vertex cover with dense subgraphs is sought. In [36] wang et al. map the problem into a real geometric space and look for dense clusters of points in this space.
Core Decomposition. Since we use heavily properties of the core decomposition of a graph, we survey some related results. The k-core of a graph G = (V, E) is defined in [34] as an induced subgraph H of G, of minimum degree at least k. The core number of a vertex v of G is the order of the largest k-core to which v belongs. The core decomposition of a graph is a partition of the nodes into equivalence classes by the core number of its vertices. The core number cn(G) of a a graph is the maximum core number of any vertex in v.
A very efficient method (linear in the graph size O(|V | + |E|)) for computing the core decomposition of a graph was proposed in [5] . For a graph too large to fit in RAM memory a method in [10] allows to compute the core decomposition of a graph with O(cn(G)) scans of the data. Several applications of core decomposition to the analysis of networks are listed in [10] .
The core decomposition is used as a preliminary phase in the approximate algorithms in [3] for the densest at-least-k subgraph problem (dalk).
PRELIMINARIES
Let G = (V, E ⊂ V × V ) be a simple (undirected) graph (no self-loops, no multiple edges). A subset Q ⊂ V induces a subgraph HQ = (Q, EQ), where
A nice survey of concepts and algorithms related to local density of subgraphs is in [27] . We restrict ourselves to local density definitions, that are those for which the density of a subset Q is a function depending on Q only and EQ. For a graph G is average degree is:
thus the ratio |E|/|V | is just half the average degree. Define as density of a graph D(G) the following ratio:
, which gives the ratio of the number of edges in G to the maximum possible number of edges in a complete graph with the same number of nodes. Cliques are subgraphs of density 1, and finding a maximum induced clique in a graph G is an NP-complete problem. Several relaxations of the notion of clique have been proposed (see [4] ) for a survey), most of which also lead to NP-complete decision problems.
In the data mining literature it ha emerged the concept of quasi-clique. Given a parameter γ ∈ [0..1], a γ-quasi clique is a graph G = (V, E) such that:
where
Note that a γ-quasi clique has density D(G) ≥ γ. In general however for a dense graph with density D(G) we cannot infer a bound on the value of γ for which it is a quasi-clique (except for the value D(G) = 1 that implies γ = 1, and those cases covered by Tur'an's and Dirac's theorems ( [35, 11] . If we impose a lower bound to the number of nodes k of vertices in a subgraph, then the average degree and the density depend only on the number of edges, and the attain maximum value for the same graph. Otherwise finding the subgraph of maximum average degree, or the subgraph of maximum density are quite different problems, the latter admitting a polynomial time solution, the latter NP-complete. In this paper we aim at detecting dense-subgraphs with a lower bounds on the size of the graph and to its density. However the heuristic we propose is best understood by referring to the case of cliques and quasi-cliques. Isolated cliques and quasi-cliques have a regular structure for which it is easy to derive useful properties. When we look ad the induced cliques and induced quasi-cliques in a graph, we cannot guarantee that those properties are preserved, although they are in general rather robust with respect to the perturbations produced by the other nodes, and thus are often preserved in real-life social graphs.
HEURISTIC FOR DENSE COVER

Partial dense cover of a graph
In this paper we propose an alternative approach that aims at balancing efficiency of computation and expressiveness/manageability of the output community representation. A partial dense cover P DG(G) is a collection of subsets of V , {C1, ..., C k }. With the following properties
c Large size and density. ∀j ∈ [1..k], |Cj | ≥ q, and The best way to justify the notion of a partial dense cover is to consider it as a relaxation of the well known concept of a minimum clique partition (problem GT15 in [17] . A minimum clique partition of a graph G = (V, E) is a partition of the vertex set V into k disjoint subsets so that the graph induced in G by each subset is a clique. Computing a clique cover of minimum size (k) is a well known NP-complete problem [17] , and it is hard to approximate [31] .
In a clique cover every clique satisfies the radius constraint (f), as any clique has radius 1, however graphs of radius 1 are not cliques in general. The radius constraint to 1 or 2 is set in order to attain an efficient computation, but as we will see later, we will be able to cover a wide range of non-trivial communities.
The cover we seek is partial since we do not insist that any vertex must belong to some covering set, however we ask in (e) that the residual graph must not contain a subgraph that may be part of the cover. Note that this condition (d) implies that the problem we define is still NP-hard. In particular, for the density parameter δ = 1.0, our problem reduces to assessing whether a graph contains no clique of size al least q, which is equivalent to the NP-complete maximum clique problem.
The internal maximality constraint (d) is not problematic from a computational point of view since it can always be enforces "a posteriori" in polynomial time starting from a cover that satisfies the other constraints. For δ = 1.0 and q = 1 the problem is reduced to that of computing a minimal clique cover, that is, a clique cover which cannot be improved by locally merge two sets in the cover. This extreme case can be solved polynomially, but, naturally it is different from the minimum cover problem.
The size parameter q and density parameter δ ensure that we can focus the computational effort towards those part of the graph that are more interesting (i.e. of large size and high density) with the aim of attaining computational efficiency and controlling the amount of information gathered in a run of the algorithm.
An Algorithm to compute partial dense covers
As noted above computing a partial dense cover PDC(G) of a graph is an NP complete problem. In this section we will give an efficient heuristic algorithm which is based on combining in a novel way several algorithms and procedure already present separately in literature. For each step we will give "hand weaving" arguments as to it role and an intuitive reason as to why it contributes to solving the PDC(G) computation efficiently.
Heuristic Algorithm Core & Peel
Phase I. Initially we compute the Core Decomposition of G ( denoted with CD(G)). Moreover we compute for each vertex v in G the Core Count of v , denoted with CC(v) , defined as the number of neighbors of v having core number at least as large as C(v). Next, we sort the vertices of V in decreasing lexicographic order of their core values C(v) and core count value CC(v).
Phase II. In phase II we consider each node v in turn, in the order given by phase I. For each v we construct the set N . If this density is too small: δ(v) ≤ δ low , for a user defined threshold δ low we do not process this node any more. Nodes that pass the size and density tests go to phase III.
Phase III. In this phase we take v and the induced subgraph G[N r C(v) (v)] and we apply a variant of the peeling procedure described in [8] , that iteratively removes modes if minim degree in the graph. The peeling procedure stops (and report failure) when the number of nodes drops below the threshold q. The peeling procedure stops (and reports success) when the density of the resulting subgraph is above or equal to the user defined threshold δ. The set of nodes returned by the successful peeling procedure is added to the output cover set, and its elements are marked so to be excluded from further consideration.
Phases II and III are executed interleaved so to (1) enforce that the covering sets produced are disjoint, and (2) avoid discovering multiple times the same dense subgraph.
Justifications of phase I
The core decomposition of a graph G = (V, E) associates to any vertex v a number C(v) which is the largest number such that v has al least C(v) neighbors having core number at least C(v).
Consider now a clique Kx if size x, for each node v in Kx its core number is x − 1. If Kx is an induced subgraph of G, then its core number can only be larger than x − 1, thus C(v) is an upper bound to the size of the largest induced clique incident to v.
Consider a quasi-clique Kx,γ, for each node v in Kx its core number is at least γ(x − 1). If Kx,γ is an induced subgraph of G, then its core number can only be larger, thus thus C(v) is an upper bound to the size of the largest (in terms of average degree) quasi-clique incident to v.
Thus if the upper bound provided by the core number is tight, examining the nodes in (decreasing) order of their core number allows us to home in first on the largest cliques (or quasi-cliques), and subsequently the smaller ones.
In a clique Kx each node is a leader for the clique, meaning that it is at distance 1 to any other node in the clique. Thus the first node of Kx encountered in the order computed in phase I is always a leader. In the case of of quasi-cliques we just suppose the existence of at least one leader node. For an isolated quasi-clique the leader node will have the the maximum possible core count value, thus by sorting (in the lexicographic order) on the core count value we push the leader node to be discovered first in the order (assuming all nodes in the quasi-clique have the same core number). For an induced quasi-clique the influence of other nodes may increase the value of the core count for any node, but, assuming that the relative order between the leader and the other nodes does not change, we still obtain the effect of encountering the leader before the other nodes of the quasiclique.
The core number gives us an estimate of the largest (in terms of average degree) quasi-clique (or clique) a node can be incident to, thus it provides a very powerful filter. Also fortunately there is a very efficient algorithm of complexity O(|V | + |E|) that computes the core decomposition of a graph [5] .
Also it has been observed empirically that in social graph often the core number and the core count of any node are much smaller than its degree (which is also an obvious upper bound on the size of the largest clique incident to v). Thus subsequent operations are intuitively less expensive when their complexity can be charged onto the core number or the core count values of a node and its neighbors.
Justification of phase II
In Phase II we count the number of edges in the subgraph induced by the node v and its neighbours with equal or higher core value. Phase II is equivalent to computing a restricted local clustering coefficient of a node v, where the computation is restricted to the neighboring nodes of v of sufficiently high core number.
Classical result of Turan and Dirac (see [35] , [11] ) guarantee the existence of a clique (or a clique with a few edges missing) in graphs with sufficiently many edges. (approximately above n 2 /4 for a graph of n nodes). Although it is possible to derive some thresholds from these classical results, such threshold would give us only sufficient conditions but not necessary ones to the existence of a clique in the graph that is exhamined in phase II. Since the purpose of phase II is to trade off the number of invocations of phase III with the chance that phase III may find a sufficiently dense subgraph, we resort to a more ad-hoc strategy for selecting thresholds. We set δ low = δ/2, which did perform well in our experiments.
Justification of phase III
The peeling procedure we use is similar to one described in [8] . It consists in an iterative procedure that remove a node of minimum degree (ties resolved arbitrarily) and all incident edges, then iterates on the residual graph. In [8] the graph of highest average degree constructed in this process is returned as output. We modify this procedure by returning the first subgraph generated that satisfies the density and size constraints.
It is shown in [8] that this procedure is (1/2)-approximate for the average degree , i.e. it returns a subgraph whose average degree is with a factor (1/2) of that of the subgraph of highest average degree. Empirically, we rely on the intuition that, in our setting, the input to the peeling procedure as produced after phase II is a superset of the output that is tight enough and dense enough so that the peeling procedure converges quickly to isolating the embedded dense subgraph, in a typical situation.
We also use a novel heuristic to solve cases of ties within the peeling algorithm in [8] . When two or more vertices are of minimum degree the original peeling procedure picks one arbitrarily. In our variant we compute the sum of degrees of the adjacent nodes D(v) = w∈N(v) d(w) and we select the vertex among those of minimum degree minimizing D(.). This secondary selection criterion is inspired by observations in [22] , where the objective is to select an independent set by iteratively removing small degree nodes, which is a dual problem that of detecting cliques.
Influence of radii
In our algorithm we assume that the dense community has radius r = 1 or r = 2. This technical restriction is needed in order to ensure that we can recover efficiently a superset of the community node set starting from a leader seed node. As we will argue below this restriction is not severe as it covers a wide range of cases of interest either precisely or with high probability.
Case r = 1. As mentioned above in a clique Kn of n nodes every node is at distance 1 from any other node, thus every node is a center and the radius is r = 1. If we start removing edges from Kn we maintain the property r = 1 with certainty up to ⌊n/2⌋ − 1 edge removals, while the number of centers is reduced. If we look at the edge removal as a random uniform selection of a pair of nodes and we remove of the edge joining them (if still existing) we can model this process similarly to the well known Coupon collector problem [32] thus the expected number of edge deletions before all nodes are selected at least once is approximately (n/2) ln n. Thus even for a fair relaxation from the clique we retain the property with high probability of to this limit since the Coupon Collector number has a distribution highly concentrated around the expected value.
In certain applications a node that represents a center (realizes r = 1) in a dense subgraph can be interpreted as a "leader" of the group (since it has relationships with all the members of the group) and thus being a feature characterizing the proper communities. In effect in many social graphs (e.g. Twitter graph) there is a natural leader-follower dynamics.
Case r = 2. If we remove edges but the degree of each node is at least ⌊n/2⌋ then by the pigeon hole principle each pair of nodes in the community will have a neighbor in common, thus the radius of the subgraph is 2 and every node is a center (with r = 2). Thus the algorithm set with parameters r = 2 is (potentially) able to recover in phase I a superset of any γ-quasi clique for γ ≥ 0.5.
Consider the following random process. We take a set V of n vertices , for each v ∈ V we select its neighbor vertex set by picking vertices in V with probability p. The property that any two nodes have a non-empty neighbor intersection can be rephrased as the requirement that the corresponding intersection graph (see [24] ) is complete. The threshold value of p so that this property holds with high probability is p = 2 log n n
Since the expected number of neighbors of any node v is pn, we have that the graph is an O(p)-quasi clique withe high probability. Thus we are able to retain the property r = 2 and the fact that all nodes are centers ever at a quite low overall density.
TESTING EFFECTIVENESS
Testing methodology
The quality of the heuristic proposed will be tested empirically by the planted solution methodology [13] . For a given input graph G and parameters δ, and q we implant randomly a certain number of subgraphs in G, by adding edges, so to force the presence of a subgraph of sizeq ≥ q and densityδ ≥ δ. We call this graph G ′ the planted graph. By measuring the number of such planted subgraphs that are found by running H −P DG blindly on the planted graph we can measure the effectiveness of H −P DG in finding such structures. In IR terms we can thus measure the recall of the method. Experiments on 12 data sets (not shown in this paper) indicate that using this simple methodology the performance is close to 100% in terms of recall for planted cliques of size equal to the average degree of the graph G. This methodology was adopted in [12] .
In order to better assess the potential of the method however we resort to a more taxing testing methodology. In particular we want to measure not only the algorithm's capability of detecting planted dense subgraph, but also the property that no dense subgraphs are left in the residual graph after the application of the algorithm.
Thus we operate as follows. We take the input graph G and we apply the H − P DG algorithm, thus obtaining a set of dense subgraphs and a residual graph G1. We then apply a second time H − P DG to G1 possibly obtaining a few more communities and a second residual graph G2. Next we plant dense subgraphs in G2 obtaining the planted graph G ′ 2 , and we run H −P DG on G ′ 2 . In the ideal case G2, being a residual graph after two applications of H − P DG is already empty of dense subgraphs, thus the all and only communities we should find are those we planed in G ′ 2 . Now we can define properly the notion of precision and recall of the algorithm. Each planted community that is not found reduces the recall, while each found community that was not planted reduces the precision. We can obviously also define the harmonic mean of the two measures that is known as F-measure which gives us a more synthetic measurement.
Note that we apply H − P DG twice before generating the planting graph on which we measure precision and recall. In general one can try to increase the precision by iterating several time H − P DG on the residual graph resulting from the previous iteration. We chose to limit the iterations to a fixed and small number (two) for two orders of reasons, the first one is that the cost of the execution in terms of time increases 2 . The second and more important one is that even with two applications the precision already reaches values close to 1, while further iteration have no direct impact on the recall, thus the F-measure would not be much affected by further iterations.
Choice of parameters.
The choice of size and density of the planted communities is critical. If we plant communities too large and dense the degree of the selected nodes will be biased and even a simple minded approach can easily detect the nodes belonging to these communities. We choose the planted communities so that their average degree is equal to the half the average degree of the host graph (i.e roughly |E|/|V |). Moreover we choose the number of planted communities so to modify no more than 1% of the total number of nodes.
The searching algorithm is given as parameters (minimum size, density) exactly the parameters used for the planting of the communities. The list of detected communities is matched with the list of embedded communities, and a planted community is marked as "detected" if its vertex set overlaps by more than 50% with a detected community. Precision and recall are computed with respect to the communities (not their node-sets).
Note that one could improve the recall "by default" by performing the search with parameters of minimum size and minimum density slightly lower than those used for the generation. In this case we are less likely to miss embedded nodes, and the embedded community would be a subset of a larger detected community without incurring in any penalty. In order to make a fair assessment of the proposed algorithm we will not use this option. In general, however, such strategy is beneficial when one sees H − P DG as a filter to be used to feed candidate communities (of much smaller size w.r.t the original graph G) to exact but computationally expensive methods, such as for example methods based on ILP developed in [4] . Other testing methodologies. In [9] the evaluation of the accuracy is done, for the case of non bipartite graphs, by generating random graphs with 100 nodes and 2000 edges that contains three dense subgraphs which cover 75% of the nodes of the graph. Precision and recall are computed with respect to the node-sets and the F-values obtained are close to 1.
In [36] the evaluation of the accuracy is done by embedding four dense subgraphs (with 8 nodes each and density 70%) in a random sparser graph of total of 60 nodes. Also, in this case the planted communities cover more than 50% of the nodes of the graph. In [36] it is shown that all four dense subgraphs are detected using the CSV-plot.
Although the results shown in [9, 36] are quite good for small random graphs with high community coverage, it is not clear if measurements obtained allows to infer similar performance in social graphs whose size, degree distribution and community structure are so different.
For this reasons we decided to develop a new, more demanding, testing methodology, which is closer to the applicative scenarios where the targets are social and technological graphs.
Benchmark data set
The experiments are conducted on 25 graphs downloaded from the Stanford Large Network Dataset Collection [21] . This collection comprises several graph types including: Internet autonomous systems, Authors collaboration networks, Internet peer-to-peer networks, E-mail communication networks, Citation networks, Web graphs, Trust networks, Road networks, and Product co-purchasing networks. Basic graph statistics are shown in Table 3 , other measures are available at [21] .
Experiments
In Tables 1 and 2 we report average precision, average recall and average F-measure over all 25 data sets, for density ranging from 100% to 50% and radius ranging from 1 to 2. Tables 4, 5 , 6, and 7 report the precision, recall and fmeasure of the method on each test file for varying radius and density values.
In the first set of experiment we embed cliques (100% dense, radius 1) of size roughly |E|/|V |, data are reported in Table 4 . Note that the recall is always quite high; it is above 90% in all 25 cases. Precision is slightly worse (above 90% in 22 cases out of 25). The combination though the F-measure however is above 90% in 23 cases out of 25, and never below 0.85. On average, precision is about 96% and recall about 99%. When we keep the radius to 1, but we reduce the density to 70% (see 5) , there is a reduction in precision and recall, with recall above 90% in 11 tests, precision above 90% in 12 tests, with average precision about 83% and average recall about 84%. When we relax the radius constraint to radius=2 at 70% density, 14 test cases attain precision above 90%, 10 recall above 90%, and 8 F-measure above 90%, however while the average recall reduces to 78%, the average precision is maintained at 85%. Finally when we leave the radius to 2 and set the density to 50% we have very similar values for average precision and average recall. Thus, we conclude that the computation at radius 2 is not so sensitive to the density threshold. Tables 8, 9 , 10, and 11 report on the time measurement on each test file, with data for each phase, for the total time spent, and the time spent per edge. The initial phase that consists in the core decomposition is linear in the size of the graph, while all other computations involve the local neighborhood of some node, thus it is interesting to measure the time spent per edge as a common criterion of comparison for different runs of the algorithm. One can observe that the time spend for edge is rather stable, in the region of 10 − 6 to 10 − 5 seconds for radius =1 (Tables 8, 9 ) and in the range 10 − 4 to 10 − 3 seconds for radius=2 (Tables 10, 11 ). Some slower runs for radius=1 are noticeable for some of the webgraphs (files 23, and 25). In the total time we include the cost of run 3 whose purpose is to measure the effectiveness of runs 1 and 2, thus, if this reliability measure is not needed, it can be skipped and the total time reduced by about 1/3. Since the experimental code has been developed in Python we expect that a factor 10 in timing can be easily gained by switching to an implementation in the C language. Table 2 : Averages output quality statistics for radius 2.
In this paper we have presented a method to quickly find dense sub-graphs (communities) in graphs. The novelty of the approach relies on the combination of existing methods to speed up the community discovery. The experiments conducted on various types of graphs show the effectiveness and the reliability of the method. 
# Type
