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RESUMO
Neste trabalho apresentamos uma descric¸a˜o detalhada do me´todo de
ma´ximo declive para problemas quadra´ticos com busca unidirecional
exata (me´todo de Cauchy). Esse me´todo e´ globalmente convergente,
pore´m e´ ineficiente, pois e´ lento e apresenta um comportamento osci-
lato´rio, convergindo para uma busca no espac¸o gerado pelos autoveto-
res associados ao maior e ao menor autovalor da matriz Hessiana do
problema quadra´tico. Analisamos o comportamento oscilato´rio do gra-
diente da func¸a˜o objetivo no caso quadra´tico, bem como da sequeˆncia
de passos gerados pelo me´todo de Cauchy. Apresentamos o me´todo de
Barzilai-Borwein que, experimentalmente, exibe um desempenho me-
lhor do que o me´todo de Cauchy, e, tambe´m, algumas variantes do
me´todo de Barzilai-Borwein. Analisamos o comportamento do gradi-
ente causado pela escolha de outros tamanhos de passos no me´todo de
ma´ximo declive, o que nos permitiu propor uma nova escolha para o ta-
manho de passo. Com isso, propomos alguns novos algoritmos (Cauchy-
short, alternated Cauchy-short e outros) que alternam o tamanho de
passo entre passos de Cauchy e passos curtos. Adotamos, ainda, uma
nova proposta que utiliza passos de tamanhos dados por ra´ızes de um
polinoˆmio de Chebyshev de ordem adequada. Experimentalmente, os
novos me´todos apresentam um bom desempenho, superando inclusive
o me´todo de Barzilai-Borwein. Ale´m do bom desempenho, os novos
me´todos teˆm a vantagem de gerar sequeˆncias monotonicamente decres-
centes de valores da func¸a˜o objetivo.
Palavras-chave: Me´todos de Ma´ximo Declive. Minimizac¸a˜o Quadra´tica.
Me´todo de Cauchy. Me´todo de Barzilai-Borwein. Convergeˆncia As-
sinto´tica.

ABSTRACT
In this thesis we show a detailed description of the steepest descent
method for quadratic problems with exact line searches (Cauchy Method).
Although this method is globally convergent, it is ine cient because it
is slow and it shows an oscillatory behavior, converging to a search in
the space spanned by the eigenvectors associated with the largest and
the smallest eigenvalue of the Hessian matrix of the quadratic objec-
tive. We analyze the oscillatory behavior of the gradient of the objective
function in the quadratic case as well as the sequence of steps genera-
ted by the Cauchy method. We describe the Barzilai-Borwein method,
which experimentally shows a better performance than the Cauchy
method, and also some of its variations. We analyzed the behavior of
the gradients due to the choice of di↵erent step sizes in the steepest des-
cent method, which allowed us to come up with a new choice for the step
size. Thus, we introduce a few new algorithms (Cauchy-short, alter-
nated Cauchy-short and others) which alternate the step sizes between
Cauchy steps and short steps. We also describe a new strategy based on
step sizes given by the roots of a Chebyshev polynomial with suitable
order. Experimentally, the new algorithms show a good enough per-
formance, even better than the Barzilai-Borwein method. Besides the
good performance, the new methods have the advantage of generating
monotonically decreasing objective function values.
Keywords: Steepest Descent Methods. Quadratic Minimization. Cau-
chy Method. Barzilai-Borwein Method. Asymptotic Convergence.
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INTRODUC¸A˜O
O me´todo de ma´ximo declive, tambe´m chamado de me´todo do
gradiente, e´ o algoritmo mais cla´ssico na Otimizac¸a˜o Cont´ınua. Esse
me´todo, proposto por Cauchy [3], em 1847, e´ utilizado para resolver
problemas de minimizac¸a˜o irrestrita em Programac¸a˜o Na˜o Linear. E´
poss´ıvel mostrar que o me´todo de ma´ximo declive com tamanho de
passo dado por busca unidirecional exata, converge para uma soluc¸a˜o
o´tima para problemas de minimizac¸a˜o quadra´tica. Entretanto, esse
me´todo e´ ineficiente pois e´ lento computacionalmente e apresenta um
comportamento oscilato´rio, convergindo para uma busca no espac¸o ge-
rado pelos autovetores associados ao maior e ao menor autovalor da
matriz Hessiana do problema quadra´tico.
Em 1988, Barzilai e Borwein [2] propuseram uma nova escolha de
tamanho de passo para o me´todo de ma´ximo declive. Para problemas
quadra´ticos, na iterac¸a˜o k, o tamanho do passo proposto por Barzilai
e Borwein coincide com o passo que teria sido calculado pela mini-
mizac¸a˜o exata na iterac¸a˜o k   1. Ao contra´rio do me´todo de ma´ximo
declive com busca exata, o me´todo de Barzilai-Borwein (BB) na˜o ga-
rante o decre´scimo da func¸a˜o objetivo a cada iterac¸a˜o. Entretanto, em
testes computacionais, o desempenho do me´todo de Barzilai-Borwein
e´ muito melhor do que o do me´todo de ma´ximo declive com busca
exata, exigindo menos esforc¸o computacional. Esse resultado desper-
tou o interesse da comunidade acadeˆmica em entender as propriedades
do novo me´todo e, possivelmente, propor um me´todo de ma´ximo de-
clive eficiente para problemas de grande porte. Va´rias adaptac¸o˜es do
me´todo de Barzilai-Borwein foram propostas. Entre essas propostas
esta˜o o me´todo de passo alternado e o me´todo de Cauchy aleato´rio, que
sera˜o descritas adiante. Em 1993, Raydan [20] provou a convergeˆncia
do me´todo de Barzilai-Borwein para func¸o˜es quadra´ticas estritamente
convexas. Entretanto, para o caso geral, a possibilidade de se obter con-
vergeˆncia superlinear foi descartada por Fletcher em [6]. Raydan propoˆs
ainda, em [21] uma extensa˜o do me´todo para problemas de otimizac¸a˜o
irrestrita utilizando a busca na˜o mono´tona de Grippo, Lampariello e
Lucidi [12].
Esses novos me´todos de ma´ximo declive encorajaram a busca
por um me´todo de primeira ordem com complexidade melhor do que
o me´todo de ma´ximo declive com busca exata. Esse resultado foi al-
canc¸ado com sucesso por Gonzaga em [9]. Utilizando ra´ızes de um
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polinoˆmio de Chebyshev, Gonzaga propo˜e uma maneira de resolver o
problema quadra´tico com o me´todo de ma´ximo declive com o mesmo
desempenho do pior caso do me´todo dos gradientes conjugados, sendo
esse o me´todo de primeira ordem com o melhor desempenho poss´ıvel
para minimizac¸a˜o quadra´tica.
A importaˆncia da busca por me´todos eficientes para resolver
problemas quadra´ticos se da´ pelo fato de que uma soluc¸a˜o o´tima des-
tes problemas e´ tambe´m uma soluc¸a˜o de um sistema linear Ax = b,
quando A e´ definida positiva. Desse modo, nosso objetivo e´ fazer um es-
tudo detalhado sobre os me´todos de ma´ximo declive para minimizac¸a˜o
quadra´tica. Daremos eˆnfase a` ana´lise do comportamento da norma do
gradiente no me´todo de ma´ximo declive com busca exata, baseando-nos
nos resultados mostrados por Akaike [1], Forsythe [8], Nocedal, Sarte-
naer e Zhu [17]. Tais resultados garantem que o me´todo de Cauchy
converge assintoticamente para uma busca em um subespac¸o bidimen-
sional. De Asmundis et al [5] propuseram em 2014 o me´todo chamado
steepest descent with alignment (SDA), que alterna o tamanho dos pas-
sos entre passos dados por busca exata e passos pequenos calculados
de maneira eficiente. Apo´s analisar o comportamento causado no gra-
diente devido a` escolha de diferentes tamanhos de passo no me´todo de
ma´ximo declive, vamos propor os me´todos que chamaremos de Cauchy-
short (CS) e alternated Cauchy-short (ACS), nos quais os tamanhos de
passo alternam entre passos dados por busca exata e passos curtos,
descritos por Gonzaga e Schneider em [10]. Ale´m disso, apresentare-
mos algumas variac¸o˜es desses novos me´todos utilizando um resultado
proposto por Gonzaga em [9].
Para tanto, este trabalho esta´ organizado em 5 cap´ıtulos. No
primeiro cap´ıtulo apresentamos o me´todo de ma´ximo declive para o caso
geral, definimos busca unidirecional e provamos a convergeˆncia global
desse me´todo. Enunciamos ainda o me´todo de ma´ximo declive para
problemas de minimizac¸a˜o quadra´tica e mostramos como e´ calculado o
passo dado pela busca exata, que, nesse caso, chamaremos de passo de
Cauchy. Ao final, realizamos uma mudanc¸a de varia´vel na forma geral
do problema quadra´tico. Essa mudanc¸a de varia´vel sera´ importante
para a ana´lise que sera´ apresentada no Cap´ıtulo 4.
No segundo cap´ıtulo definimos a complexidade de um algoritmo
e mostramos a complexidade do me´todo de Cauchy para problemas
quadra´ticos. Faremos uma breve introduc¸a˜o aos me´todos de Krylov,
enunciando sua complexidade no caso quadra´tico. Ainda, apresentamos
o me´todo proposto por Gonzaga em [9], o qual utiliza um polinoˆmio de
Chebyshev para construir um conjunto finito de tamanhos de passos a
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serem dados no me´todo de ma´ximo declive. Ressaltamos que o desem-
penho deste algoritmo e´ da mesma ordem do desempenho do me´todo de
gradientes conjugados e, portanto, igual a` complexidade do problema
de programac¸a˜o quadra´tica.
No terceiro cap´ıtulo enunciamos o me´todo de Barzilai-Borwein
e algumas modificac¸o˜es propostas por outros pesquisadores, bem como
o me´todo de Barzilai-Borwein Global, proposto por Raydan [21].
No quarto cap´ıtulo, fazemos uma ana´lise do comportamento do
gradiente e das varia´veis no me´todo de ma´ximo declive com busca exata
para o problema quadra´tico (diagonalizado), classificando as varia´veis
do problema em leves e pesadas. Observamos o comportamento as-
sinto´tico do me´todo de ma´ximo declive para func¸o˜es quadra´ticas com
busca exata. Ale´m disso, mostramos que a sequeˆncia de comprimentos
de passo calculados por busca exata a cada duas iterac¸o˜es tambe´m con-
verge. Com isso, conclu´ımos que o me´todo de Cauchy gera sequeˆncias
oscilato´rias que se tornam ineficientes para resolver o problema de mi-
nimizac¸a˜o quadra´tica.
No quinto cap´ıtulo avaliamos o efeito causado por passos, que
definiremos como grandes e pequenos, no comportamento do gradiente
da func¸a˜o quadra´tica. Com esse resultado, propomos novos me´todos
que utilizam passos de Cauchy intercalados com passos curtos. Aplica-
remos, ainda, nestes novos me´todos, a te´cnica de construir um conjunto
finito de passos, utilizando ra´ızes de um polinoˆmio de Chebyshev. Ao
final, exibimos os resultados de testes computacionais atrave´s de um
gra´fico de perfil de desempenho (performance profile), conforme pro-
posto em [15], comparando os novos me´todos com o me´todo de Barzilai-
Borwein.
Conclu´ımos o trabalho evidenciando os resultados obtidos.
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1 ME´TODO DE MA´XIMO DECLIVE
O me´todo de ma´ximo declive, tambe´m chamado de me´todo do
gradiente, e´ o algoritmo mais cla´ssico em Otimizac¸a˜o cont´ınua. Este
me´todo, proposto por Cauchy [3], em 1847, e´ um me´todo de primeira
ordem, ou seja, utiliza apenas dados da func¸a˜o e do gradiente da func¸a˜o
nos pontos obtidos a cada iterac¸a˜o. Neste cap´ıtulo apresentaremos o
me´todo de ma´ximo declive no caso geral e no caso quadra´tico. Exibi-
remos dois tipos de busca unidirecional e mostraremos a convergeˆncia
global no caso quadra´tico. Ao final, vamos definir o problema que sera´
utilizado nos cap´ıtulos posteriores.
O problema de minimizac¸a˜o diferencia´vel no caso geral e´ dado
por:
minimize
x2⌦
f(x)
em que ⌦ ✓ Rn e´ um conjunto fechado e f : Rn  ! R e´ uma func¸a˜o
diferencia´vel. A func¸a˜o f e´ chamada de func¸a˜o objetivo e o conjunto
⌦ e´ o conjunto via´vel.
Definic¸a˜o 1.1. Dada uma func¸a˜o f : Rn  ! R e um ponto x⇤ 2 ⌦,
dizemos que x⇤ e´ um minimizador local de f em ⌦, se existe   > 0
tal que f(x⇤)  f(x) para todo x 2 B(x⇤,  ) \ ⌦. Se a condic¸a˜o for
satisfeita para todo x 2 ⌦, enta˜o x⇤ e´ um minimizador global. Se existe
  > 0 tal que f(x⇤) < f(x) para todo x 2 B(x⇤,  ) \ ⌦, com x 6= x⇤,
enta˜o x⇤ e´ um minimizador estrito.
Nesta dissertac¸a˜o, vamos nos ater ao caso irrestrito, ou seja,
quando ⌦ = Rn:
minimize
x2Rn
f(x) (1.1)
com f de classe C1.
1.1 ME´TODOS DE DESCIDA
Em um me´todo de descida, a cada novo ponto obtido, escolhe-
mos uma direc¸a˜o de descida, ou seja, um vetor de direc¸a˜o que pode
proporcionar um decre´scimo da func¸a˜o objetivo. Ainda, definimos a
cada iterac¸a˜o um tamanho de passo   2 R a ser dado na direc¸a˜o de
descida escolhida, de maneira que o decrescimento da func¸a˜o seja ga-
rantido.
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Definic¸a˜o 1.2. Dada a func¸a˜o f : Rn  ! R, um ponto x 2 Rn e uma
direc¸a˜o d 2 Rn\{0}, dizemos que d e´ direc¸a˜o de descida para f a partir
de x se existe   > 0 tal que f(x+  d) < f(x) para todo   2 (0,  ).
Teorema 1.1. Se rf(x)T d < 0, para algum d 2 Rn, enta˜o d e´ uma
direc¸a˜o de descida para f a partir de x.
Assim, podemos definir o algoritmo de descida no caso geral.
Vamos denotar a norma Euclideana por ||.||.
Algoritmo 1: Me´todo de descida
Dados: x0 2 Rn, k = 0;
enquanto ||rf(xk)|| 6= 0
escolher dk 2 Rn tal que rf(xk)T dk < 0;
escolher  k > 0 tal que f(xk +  kdk) < f(xk);
xk+1 = xk +  kdk;
k = k + 1;
fim
Resultado: xk
Note que podemos obter va´rios me´todos de descida, pois cada
maneira de escolher a direc¸a˜o de descida e de determinar o tamanho
de passo a ser dado define um algoritmo de descida diferente.
1.1.1 Direc¸a˜o de ma´ximo declive
Dada uma func¸a˜o f : Rn  ! R diferencia´vel e um ponto qual-
quer x 2 Rn, a direc¸a˜o de ma´ximo declive de f no ponto x sera´ a
soluc¸a˜o do seguinte problema:
minimize f 0(x, d)
sujeito a ||d|| = 1 (1.2)
em que f 0(x, d) e´ a derivada direcional de f(x) na direc¸a˜o d. Como f
e´ diferencia´vel,
f 0(x, d) = hrf(x), di = rf(x)T d.
Afirmamos que a direc¸a˜o procurada e´ d =
 rf(x)
||rf(x)|| . Consi-
dere d =
 rf(x)
||rf(x)|| e v 2 R
n tal que ||v|| = 1. Vamos mostrar que
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rf(x)T d  rf(x)T v. De fato,
rf(x)T d =  rf(x)T rf(x)||rf(x)|| =  ||rf(x)||.
Pela desigualdade de Cauchy-Schwarz temos:
|rf(x)T v|  ||rf(x)||.||v||
em que a igualdade vale se rf(x) e v forem colineares. Assim,
rf(x)T v    ||rf(x)||.
Logo,
rf(x)T d  rf(x)T v
para qualquer v 2 Rn tal que ||v|| = 1.
Assim, a direc¸a˜o dada por
 rf(x)
||rf(x)|| e´ a direc¸a˜o de ma´ximo de-
clive de f a partir de x.
1.1.2 Me´todo de ma´ximo declive
O me´todo de ma´ximo declive e´ um tipo de me´todo de descida.
Tal me´todo foi proposto por Cauchy em 1847 [3] e e´ definido da seguinte
maneira:
Algoritmo 2: Me´todo de ma´ximo declive
Dados: x0 2 Rn, k = 0;
enquanto ||rf(xk)|| 6= 0
encontrar um passo  k tal que
f(xk    krf(xk)) < f(xk);
xk+1 = xk    krf(xk);
k = k + 1;
fim
Resultado: xk
Nesse me´todo, a direc¸a˜o escolhida a cada iterac¸a˜o sera´ a direc¸a˜o
oposta ao gradiente da func¸a˜o no ponto xk pois, como vimos, essa e´ a
direc¸a˜o de ma´ximo declive. E´ claro que, computacionalmente, na˜o va-
mos obter ||rf(xk)|| = 0. Na pra´tica, encontramos um resultado apro-
ximado. Para isso, escolhemos uma toleraˆncia " > 0 e algum crite´rio
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de parada, que pode depender de f(xk) ou ||rf(xk)||. Por exemplo,
(i) ||rf(xk)||  "
(ii) f(xk)  f(x⇤)  "
(iii) ||x  x⇤||  "
(iv) f(xk)  f(x⇤)  "(f(x0)  f(x⇤))
sendo x⇤ uma soluc¸a˜o o´tima. O primeiro crite´rio e´ utilizado na pra´tica.
Como no segundo crite´rio o valor o´timo da func¸a˜o deve ser conhecido
e, nos dois u´ltimos casos, as soluc¸o˜es o´timas do problema devem ser
conhecidas, esses crite´rios sa˜o utilizados apenas para ana´lise teo´rica
dos algoritmos.
1.2 BUSCA UNIDIRECIONAL
A escolha do tamanho do passo   a ser utilizado no algoritmo
de descida, a partir de um ponto xk, e´ outra decisa˜o a ser tomada a
cada iterac¸a˜o. Veremos que nem sempre o passo que proporciona o
maior decrescimento a cada iterac¸a˜o sera´ a melhor escolha para que o
algoritmo resolva o problema com um menor nu´mero de iterac¸o˜es.
Em geral, definimos um crite´rio para a escolha do passo  , cha-
mado de busca unidirecional. Existem va´rios tipos de busca. Uma
delas e´ a busca exata, na qual o tamanho do passo proporciona o maior
decrescimento poss´ıvel da func¸a˜o f na direc¸a˜o de descida escolhida.
Em muitos casos, a busca exata pode ser demorada ou demandar um
alto custo computacional. Podemos realizar uma busca inexata, que
tambe´m proporcionara´ decrescimento na func¸a˜o, pore´m na˜o sera´ ne-
cessariamente o maior poss´ıvel.
O me´todo de Armijo, por exemplo, e´ um tipo de busca inexata
muito utilizado. A busca de Armijo consiste em encontrar um valor  ,
dada uma direc¸a˜o d e um ponto x, tal que:
f(x+  d)  f(x) + ⌘ rf(x)T d
com ⌘ 2 (0, 1). Em geral, utiliza-se ⌘ < 0, 5.
De fato, podemos fazer essa busca devido ao pro´ximo resultado1.
Teorema 1.2. Dada uma func¸a˜o f : Rn  ! R, um ponto x 2 Rn,
uma direc¸a˜o de descida d 2 Rn\{0} e um paraˆmetro ⌘ 2 (0, 1), existe
1A demonstrac¸a˜o deste resultado pode ser encontrada em [13].
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  > 0 tal que
f(x+  d)  f(x) + ⌘ rf(x)T d
para todo   2 [0,  ).
Na pra´tica, a busca de Armijo e´ feita da seguinte forma: fixamos
um valor   2 (0, 1) e iniciamos com   = 1. Se para esse   obtivermos
f(x+  d) > f(x) + ⌘ rf(x)T d
fazemos   =    quantas vezes for necessa´rio ate´ obtermos
f(x+  d)  f(x) + ⌘ rf(x)T d.
1.3 CONVERGEˆNCIA GLOBAL
Vamos mostrar que, para func¸o˜es de classe C1, o me´todo de
ma´ximo declive converge globalmente segundo a pro´xima definic¸a˜o.
Definic¸a˜o 1.3. Um algoritmo e´ dito globalmente convergente para o
problema (1.1) se para qualquer sequeˆncia (xk) gerada pelo algoritmo e
qualquer ponto de acumulac¸a˜o x¯ de (xk), temos que x¯ e´ estaciona´rio,
isto e´, rf(x¯) = 0.
Para demonstrar a convergeˆncia global do me´todo de ma´ximo
declive com busca linear exata, seguiremos a demonstrac¸a˜o apresentada
em [13] e utilizaremos o seguinte resultado cla´ssico de Ana´lise:
Teorema 1.3. Seja (yk) uma sequeˆncia mono´tona em R que possui
subsequeˆncia convergindo a y¯, enta˜o, yk ! y¯.
Teorema 1.4. O me´todo de ma´ximo declive com busca exata e´ global-
mente convergente para o problema (1.1).
Demonstrac¸a˜o: Seja (xk) uma sequeˆncia gerada pelo algoritmo, x¯ um
ponto de acumulac¸a˜o de (xk) e K um conjunto de ı´ndices que forma
uma subsequeˆncia de (xk) tal que xk
K ! x¯. Suponha, por contradic¸a˜o,
que x¯ na˜o e´ estaciona´rio, isto e´, rf(x¯) 6= 0. Tome d¯ =  rf(x¯). Pelo
Teorema 1.1, d¯ e´ direc¸a˜o de descida. De fato,
 rf(x¯)Trf(x¯) =  ||rf(x¯)T || < 0.
Portanto, existem   > 0 e   > 0 tais que
f(x)  f(x¯+  d¯) >   > 0.
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Considere a func¸a˜o h : Rn  ! R dada por h(x) = f(x) f(x  rf(x)).
Como f e rf sa˜o cont´ınuas, temos que h e´ cont´ınua.
Assim, h(xk)
K ! h(x¯) >  . Portanto, para k 2 K suficientemente
grande,
f(xk)  f(xk    rf(xk)) = h(xk)    
2
.
Como  k foi obtido atrave´s de uma busca exata, enta˜o,  k e´ o minimiza-
dor de f(x) na direc¸a˜o  rf(xk), portanto, para k 2 K, suficientemente
grande,
f(xk+1) = f(xk    krf(xk))  f(xk    rf(xk))  f(xk)   
2
,
f(xk)  f(xk+1)    
2
. (1.3)
Sendo f cont´ınua, temos que f(xk)
K ! f(x¯). Como (f(xk)) e´ uma
sequeˆncia decrescente, pelo Teorema 1.3, f(xk)
N ! f(x¯), o que contradiz
a desigualdade (1.3). Logo, x e´ ponto estaciona´rio de f .
⌅
Note que esse resultado na˜o garante que a sequeˆncia de pon-
tos (xk), gerada pelo algoritmo com busca exata, converge para x¯.
Mostramos apenas que os pontos de acumulac¸a˜o dessa sequeˆncia sa˜o
estaciona´rios.
1.4 ME´TODO DE MA´XIMO DECLIVE PARA QUADRA´TICAS
A partir de agora, vamos estudar o caso em que a func¸a˜o objetivo,
denotada por f¯ , e´ uma func¸a˜o quadra´tica f¯ : Rn  ! R da forma:
f¯(z) =
1
2
zTAz + bT z (1.4)
em que b 2 Rn e A 2 Rn⇥n e´ uma matriz sime´trica definida positiva.
Assim, temos o seguinte problema de minimizac¸a˜o:
minimize
z2Rn
1
2
zTAz + bT z. (P¯ )
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Como A e´ definida positiva, possui autovalores d1, . . . , dn todos positi-
vos. Vamos supor, sem perda de generalidade, que
0 < d1 < d2 < . . . < dn.
Note que a func¸a˜o f¯ e´ estritamente convexa e seu minimizador e´ a u´nica
soluc¸a˜o da equac¸a˜o Az =  b.
1.4.1 Busca exata
O passo obtido pela busca exata no algoritmo de ma´ximo de-
clive foi estudado por Cauchy. Por isso, denotaremos esse passo por
 ¯C . Quando a func¸a˜o a ser minimizada e´ quadra´tica, nas condic¸o˜es do
problema (P¯ ), o minimizador sera´ o ponto z 2 Rn que satisfaz:
rf¯(z) = Az + b = 0.
Para simplificar a notac¸a˜o no estudo do algoritmo de ma´ximo
declive, de agora em diante, utilizaremosrf¯(zk) = g¯k para todo k 2 N.
Portanto, na iterac¸a˜o k do algoritmo de ma´ximo declive, o passo  ¯Ck
sera´ o valor que minimiza a func¸a˜o
  2 R 7 ! f¯(zk     g¯k ),
ou seja,   2 R tal que d
d 
f¯(zk     g¯k ) = 0. Assim, temos
0 =
d
d 
f¯(zk     g¯k ) =  rf¯(zk     g¯k )T g¯k
=  (A(zk     g¯k ) + b)T g¯k =  (Azk + b)T g¯k +  (Ag¯k )T g¯k
=   g¯k T g¯k +   g¯k TAT g¯k =   g¯k T g¯k +   g¯k TAg¯k
pois A e´ sime´trica. Logo, o passo  ¯Ck sera´ dado por:
 ¯Ck =
g¯k
T
g¯k
g¯k TAg¯k
. (1.5)
Note que g¯k
T
Ag¯k 6= 0, pois A e´ definida positiva e g¯k 6= 0, uma
vez que, se g¯k = 0, enta˜o temos que zk e´ soluc¸a˜o o´tima.
26
Algoritmo 3: Me´todo de Cauchy
Dados: z0 2 Rn, g¯0 = Az0 + b, k = 0;
enquanto ||rf(zk)|| 6= 0
 ¯Ck =
g¯k
T
g¯k
g¯k TAg¯k
;
zk+1 = zk    ¯Ck g¯k ;
g¯k+1 = Azk+1 + b;
k = k + 1;
fim
Resultado: z = zk
Esse e´ um exemplo do me´todo de ma´ximo declive com busca
exata, no qual o passo  ¯Ck , calculado em cada iterac¸a˜o, e´ o que minimiza
a func¸a˜o na direc¸a˜o do gradiente. De agora em diante, vamos nos referir
a este me´todo apenas como me´todo de Cauchy. As diferentes propostas
de escolha de passo recebera˜o outros nomes.
Note que, no formato padra˜o do algoritmo, a cada iterac¸a˜o rea-
lizamos duas multiplicac¸o˜es matriciais, uma ao calcular o tamanho do
passo e outra ao calcular o gradiente da func¸a˜o. Entretanto, e´ poss´ıvel
efetuar apenas uma multiplicac¸a˜o matricial por iterac¸a˜o, basta guardar
o valor de hk = Ag¯k . Assim, temos para o passo de Cauchy,
 ¯Ck =
g¯k
T
g¯k
g¯k Thk
,
e para g¯k+1 ,
g¯k+1 = Azk+1+b = A(zk  ¯Ck g¯k )+b = Azk+b  ¯Ck Ag¯k = g¯k  ¯Ck hk.
Ale´m disso, na˜o calculamos o valor da func¸a˜o nos pontos obtidos,
que no problema quadra´tico, exige mais operac¸o˜es do que o ca´lculo
do gradiente. Esta e´ uma observac¸a˜o importante, pois multiplicac¸o˜es
matriciais sa˜o lentas computacionalmente, portanto, procuramos evita´-
las.
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1.4.2 Mudanc¸a de varia´vel
Considere o problema na forma geral (P¯ ):
minimize
z2Rn
1
2
zTAz + bT z. (P¯ )
Assim, para z 2 Rn, temos
rf¯(z) = Az + b e r2f¯(z) = A.
Suponha que z⇤ seja uma soluc¸a˜o desse problema. Dessa maneira,
rf¯(z⇤) = Az⇤ + b = 0,
ou seja, Az⇤ =  b.
E´ poss´ıvel transformar o problema quadra´tico (P¯ ) no problema:
minimize
y2Rn
f˜(y) =
1
2
yTAy, (1.6)
cuja soluc¸a˜o e´ y⇤ = 0. De fato, se fizermos a substituic¸a˜o y = z   z⇤
no problema (P¯ ), obtemos que
f˜(y) = f¯(z)  f¯(z⇤).
Como f¯(z⇤) e´ um valor fixo, minimizar f¯(z) e´ equivalente a mi-
nimizar f˜(y).
Faremos essa mudanc¸a de varia´vel para estudar as proprieda-
des dos algoritmos, uma vez que conhecemos a soluc¸a˜o do problema
tratado, neste caso, y⇤ = 0.
E´ poss´ıvel simplificar ainda mais o problema. Para tanto, utili-
zaremos os seguintes resultados de a´lgebra linear:
Definic¸a˜o 1.4. Duas matrizes quadradas A e D sa˜o similares se existe
uma matriz invers´ıvel P tal que
A = PDP 1.
Definic¸a˜o 1.5. Uma matriz quadrada A e´ diagonaliza´vel se for similar
a uma matriz diagonal D.
Teorema 1.5. Matrizes similares teˆm os mesmos autovalores.
Teorema 1.6. Se A e´ uma matriz sime´trica, enta˜o autovetores asso-
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ciados a autovalores distintos de A sa˜o ortogonais.
Definic¸a˜o 1.6. Uma matriz quadrada P e´ ortogonal se P 1 = PT .
Teorema 1.7. As colunas (e linhas) de uma matriz quadrada P sa˜o
ortonormais se e somente se a matriz e´ ortogonal.
Teorema 1.8. Se A e´ uma matriz sime´trica, enta˜o existe uma matriz
ortogonal P tal que
PTAP = D,
de maneira que D seja uma matriz diagonal. Ale´m disso, a diagonal de
D e´ composta pelos autovalores de A, e P e´ composta por autovetores
ortonormais associados aos autovalores de A.
Como no problema (P¯ ), a matriz A e´ sime´trica definida positiva
e ja´ supomos que
0 < d1 < . . . < dn,
em que d1, . . . , dn sa˜o os autovalores de A, temos
AP = PD.
A matriz P e´ composta por autovetores ortonormais associados
aos autovalores de A. Vamos fazer a seguinte mudanc¸a de varia´vel:
x = PT y, ou seja, y = Px . Portanto, o problema na forma reduzida
se torna
f˜(y) =
1
2
yTAy =
1
2
yT (PDPT )y
=
1
2
(PT y)TDPT y =
1
2
xTDx.
Doravante estudaremos o problema de minimizac¸a˜o na forma
mais simplificada:
minimize
x2Rn
1
2
xTDx (P)
em que D e´ uma matriz diagonal. Desse modo, conhecemos os autova-
lores de D, que sa˜o os elementos da sua diagonal. Conhecer o maior e o
menor autovalor da matriz D e´ interessante, pois assim saberemos seu
nu´mero de condicionamento C, que sera´ muito utilizado nos resultados
de complexidade e e´ dado por:
C =
dn
d1
.
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A partir de agora, denotaremos a func¸a˜o objetivo deste problema
por f(x), ou seja,
f(x) =
1
2
xTDx.
Observamos ainda que valem as seguintes igualdades:
(i) ||rf(x)|| = ||rf˜(y)||
De fato,
||rf˜(y)||2 = hAy,Ayi
= hPDPT y, PDPT yi
= hPDx, PDxi
= xTD2x
= ||rf(x)||2.
(ii) ||x  x⇤|| = ||y   y⇤||
Como x⇤ = 0 e y⇤ = 0, temos
||x  x⇤||2 = ||x||2
= hPT y, PT yi
= hy, PPT yi
= ||y||2 = ||y   y⇤||2.
(iii) f˜(y) = f(x) De fato,
f˜(y) =
1
2
yTAy
=
1
2
yTPDPT y
=
1
2
xTDx
= f(x).
Assim, para o estudo de propriedades dos algoritmos, podemos
considerar o algoritmo de Cauchy para o caso simplificado, no qual
30
denotaremos rf(xk) por gk e o passo utilizado sera´ dado por:
 Ck =
gk
T
gk
gk T D gk
.
Algoritmo 4: Me´todo de Cauchy simplificado
Dados: x0 2 Rn, g0 = Dx0, k = 0;
enquanto ||rf(xk)|| 6= 0
 Ck =
gk
T
gk
gk T D gk
;
xk+1 = xk    Ck gk ;
gk+1 = Dxk+1;
k = k + 1;
fim
Resultado: x = xk
Com a mudanc¸a de varia´veis que escolhemos, temos y = z   z⇤
e x = Py, logo, x = Pz   Pz⇤. Ou seja,
z = P 1x+ z⇤.
Desse modo, se aplicarmos o algoritmo de Cauchy para o pro-
blema (P¯ ), a partir do ponto z0, com passos calculados por
 ¯Ck =
g¯k
T
g¯k
g¯k TAg¯k
e se aplicarmos o Algoritmo 4 para o problema (P) a partir do ponto
x0 = Pz0   Pz⇤ com passos calculados por
 Ck =
gk
T
gk
gk T D gk
,
enta˜o os passos  ¯Ck e  
C
k ira˜o coincidir e os pontos x
k e zk sera˜o corres-
pondentes.
Portanto, para estabelecer as propriedades de convergeˆncia do
algoritmo de Cauchy, estudaremos as propriedades do Algoritmo 4.
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A seguir, exibimos um exemplo em que utilizamos o me´todo de
Cauchy para resolver um problema quadra´tico na forma simplificada.
A func¸a˜o objetivo e´ f(x) =
1
2
xTDx, de 1000 varia´veis, em que D e´
uma matriz diagonal com autovalores na˜o nulos e distintos entre si,
distribu´ıdos uniformemente. Nesse exemplo, o nu´mero de condiciona-
mento de D e´ 1000. A figura 1 mostra a variac¸a˜o da func¸a˜o ao longo
das iterac¸o˜es, em que foi usada escala logar´ıtmica no eixo vertical.
Figura 1 – Valores da func¸a˜o ao longo das iterac¸o˜es no me´todo de
Cauchy na resoluc¸a˜o de uma func¸a˜o quadra´tica de 1000 varia´veis com
nu´mero de condicionamento igual a 1000.
Em geral, utilizamos como crite´rio de parada
f(xk)  f(x⇤)  "(f(x0)  f(x⇤)).
Como no problema diagonalizado f(x⇤) = 0, utilizamos f(xk)  "f(x0).
Para o exemplo apresentado, temos f(x0) = 500 e " = 10 10, ou seja,
o crite´rio de parada seria f(xk)  5⇥10 8, pore´m utilizamos k = 1000
devido a` lenta convergeˆncia do me´todo.
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2 RESULTADOS DE COMPLEXIDADE
A complexidade de um problema depende de duas situac¸o˜es: o
tipo de ora´culo e do desempenho do melhor algoritmo.
Chamamos de ora´culo o tipo de informac¸o˜es dispon´ıveis sobre
a func¸a˜o objetivo em um ponto dado, que no caso estudado sa˜o f(x)
e rf(x). Como utilizamos apenas f(x) e rf(x), esse ora´culo e´ dito
ser de primeira ordem. O desempenho de qualquer algoritmo sera´ um
limitante superior para a complexidade.
O estudo de desempenho de algoritmos resume-se em, dado um
crite´rio de toleraˆncia " para a soluc¸a˜o do problema, analisar a quan-
tidade ma´xima de iterac¸o˜es para que essa toleraˆncia seja atingida em
qualquer situac¸a˜o, ou seja, procuramos um nu´mero de iterac¸o˜es sufici-
entes para que o problema seja resolvido no pior caso poss´ıvel. Esse
limitante para o nu´mero de iterac¸o˜es pode depender na˜o apenas da to-
leraˆncia ", mas tambe´m do ponto inicial, da dimensa˜o do problema, do
nu´mero de condic¸a˜o, etc.
Enfim, chamamos de complexidade do problema, o desempenho
do melhor algoritmo poss´ıvel com determinado tipo de ora´culo. A
complexidade e´ conhecida para alguns problemas, pore´m, desconhecida
para muitos.
Apresentaremos dois resultados cla´ssicos de complexidade: o de-
sempenho do me´todo de Cauchy com busca exata para o problema
quadra´tico diagonalizado (P), dado por
k 
⇠
C
4
log
✓
1
"
◆⇡
1,
e o desempenho do me´todo dos gradientes conjugados, dado por
k 
&p
C
2
log
✓
2
"
◆'
2.
Sabe-se que o me´todo de gradientes conjugados e´ o melhor algoritmo
de primeira ordem para func¸o˜es quadra´ticas, ou seja, a complexidade
do problema com ora´culo de primeira ordem e´ k 
&p
C
2
log
✓
2
"
◆'
.
1A func¸a˜o teto, denotada por dxe, e´ o menor inteiro maior do que x, para todo
x 2 R.
2Esses resultados podem ser encontrados em [11].
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Em 2014, Gonzaga mostrou em [9] que, conhecendo o maior e o menor
autovalor da matriz A, e´ poss´ıvel construir uma sequeˆncia de passos a
serem dados pelo algoritmo de ma´ximo declive que atinge a toleraˆncia
em k 
&p
C
2
log
✓
2
"
◆'
para qualquer ponto inicial. Ale´m disso, se
na˜o forem conhecidos os autovalores de A, existe um algoritmo, cujo
desempenho e´ k 
⇠
3
p
C log
✓
2
"
◆⇡
.
2.1 ME´TODO DE CAUCHY
Vamos estudar o desempenho do algoritmo de Cauchy para func¸o˜es
quadra´ticas, utilizando o crite´rio de parada
f(xk)  f(x⇤)  "(f(x0)  f(x⇤)),
com " > 0. Procuraremos um limitante para o nu´mero de iterac¸o˜es para
resolver o problema no pior caso poss´ıvel. Para isso, vamos utilizar os
dois lemas a seguir, que esta˜o provados em Luenberger e Ye [14, p.236].
Lema 2.1. O algoritmo de Cauchy para o problema (P) satisfaz
f(xk+1) =
 
1  (g
k T gk )2
(gk T D gk )(gk D 1 gk )
!
f(xk).
Demonstrac¸a˜o: Para facilitar a notac¸a˜o, vamos utilizar  Ck =  k. As-
sim, temos
f(xk)  f(xk+1)
f(xk)
=
1
2 (x
k)TDxk   12 (xk    k gk )TD(xk    k gk )
1
2 (x
k)TDxk
=
1
2 (x
k)TD k gk +
1
2 ( k g
k )TDxk   12 2k gk
T
D gk
1
2 (x
k)TDxk
=
( k gk )TDxk   12 2k gk
T
D gk
1
2 (x
k)TDxk
.
Como Dxk = gk e  k =
gk
T
gk
gk T D gk
, temos
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f(xk)  f(xk+1)
f(xk)
=
2(gk
T
gk )2
(gk T D gk )
  (g
k T gk )2
(gk T D gk )
gk T D 1 gk
=
(gk
T
gk )2
(gk T D gk )(gk T D 1 gk )
.
Logo,
f(xk+1) =
(
1  (g
k T gk )2
(gk T D gk )(gk D 1 gk )
)
f(xk).
⌅
Lema 2.2 (Desigualdade de Kantorovich). Seja A 2 Rn⇥n uma matriz
sime´trica definida positiva com autovalores d1, . . . , dn distintos. Enta˜o,
para qualquer x 2 Rn temos
(xTx)2
(xTAx)(xTA 1x)
  4d1dn
(d1 + dn)2
em que d1 e dn sa˜o o menor e o maior autovalores respectivamente.
Demonstrac¸a˜o: Sejam d1, d2, . . . , dn autovalores de A com
0 < d1 < d2 < . . . < dn.
Fazendo uma mudanc¸a de coordenadas (utilizando y), e´ poss´ıvel dia-
gonalizar a matriz A:
(xTx)2
(xTAx)(xTA 1x)
=
(
Pn
i=1 y
2
i )
2
(
Pn
i=1 diy
2
i )(
Pn
i=1(y
2
i )/di)
.
Denotando ⇠i =
y2iPn
i=1 y
2
i
, temos
(xTx)2
(xTAx)(xTA 1x)
=
1/(
Pn
i=1 ⇠idi)
(
Pn
i=1 ⇠i/di)
.
O valor mı´nimo dessa raza˜o e´ atingido para algum d = ⇠1d1 + ⇠ndn,
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com ⇠1 + ⇠n = 1. Note que
⇠1
d1
+
⇠n
dn
=
(d1 + dn   ⇠1d1   ⇠ndn)
d1dn
.
Assim, essa raza˜o e´ dada por
1/(
Pn
i=1 ⇠idi)
(
Pn
i=1 ⇠i/di)
  lim
d1ddn
(1/d)
(d1 + dn   d)/(d1dn)
com o mı´nimo sendo atingido em d = (d1dn)/2. Portanto,
1/(
Pn
i=1 ⇠idi)
(
Pn
i=1 ⇠i/di)
  4d1dn
(d1 + dn)2
.
⌅
Observac¸a˜o: Note que esse mesmo resultado vale para a matriz dia-
gonal D do problema (P).
Teorema 2.1. Para todo ponto inicial x0 2 Rn, o me´todo de Cauchy
para o problema (P) converge para o u´nico valor o´timo x⇤ de f; e para
toda iterac¸a˜o k, temos
f(xk+1) 
✓
dn   d1
dn + d1
◆2
f(xk).
Demonstrac¸a˜o: Pelo Lema 2.1 e pela desigualdade de Kantorovich,
temos
f(xk+1) 
✓
1  4d1dn
(dn + d1)2
◆
f(xk) =
✓
dn   d1
dn + d1
◆2
f(xk).
Como d1 6= 0, temos
dn   d1
dn + d1
< 1,
portanto,
f(xk+1) < f(xk).
Logo
f(xk) = 1/2(xk)TDxk ! 0.
Ale´m disso, como D e´ definida positiva, temos que xk ! 0.
⌅
Desse modo, temos o seguinte resultado.
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Teorema 2.2. Considere o problema (P) e seja C =
dn
d1
> 1 o nu´mero
de condicionamento da matriz D. Enta˜o, o desempenho do algoritmo
de Cauchy, iniciando em um ponto x0 2 Rn, com o crite´rio de parada
f(xk)  f(x⇤)  "(f(x0)  f(x⇤)), para " > 0 fixado, e´ dado por
k 
⇠
C
4
log
✓
1
"
◆⇡
.
Demonstrac¸a˜o: Da desigualdade de Kantorovich, temos
f(xk+1) 
✓
dn   d1
dn + d1
◆2
f(xk),
ou seja,
f(xk) 
✓
C   1
C + 1
◆2
f(xk 1).
Recursivamente, obtemos
f(xk)
f(x0)

✓
C   1
C + 1
◆2k
=
✓
C   1
C + 1
◆( 2kC )C
.
Como ambos os lados da desigualdade sa˜o positivos e o logaritmo e´
uma func¸a˜o estritamente crescente, temos
log
✓
f(xk)
f(x0)
◆
 2k
C
log
✓
C   1
C + 1
◆C
.
Para t 2 (1,1), a func¸a˜o t 7!
✓
t  1
t+ 1
◆t
e´ crescente e
✓
t  1
t+ 1
◆t
 lim
t!1
✓
t  1
t+ 1
◆t
=
1
e2
.
Logo,
log
✓
f(xk)
f(x0)
◆
 2k
C
log
✓
1
e2
◆
=
 4k
C
.
Se na iterac¸a˜o k o crite´rio f(xk)   f(x⇤)  "(f(x0)   f(x⇤)) na˜o for
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atingido, temos
f(xk)
f(x0)
> ", pois f(x⇤) = 0. Logo,
log(") < log
✓
f(xk)
f(x0)
◆
  4k
C
.
Consequentemente,
k  C
4
log
✓
1
"
◆
.
⌅
2.2 PASSOS CURTOS
Vamos considerar agora o me´todo de ma´ximo declive com o passo
 k fixado por  k = 1/dn. E´ poss´ıvel mostrar3 que o desempenho desse
algoritmo tambe´m e´ da ordem de C log
✓
1
"
◆
.
Teorema 2.3. Considere o problema (P) e seja C =
dn
d1
  1 o nu´mero
de condicionamento da matriz D. Enta˜o, o desempenho do algoritmo
de ma´ximo declive com tamanho de passo fixado por  k = 1/dn, para
todo k, iniciando em um ponto x0 2 Rn e com crite´rio de parada
f(xk)  f(x⇤)  "(f(x0)  f(x⇤)), com " > 0 fixado, e´ dado por
k 
⇠
C
2
log
✓
1
"
◆⇡
.
2.3 ME´TODOS DE KRYLOV
Para minimizac¸a˜o quadra´tica, dentre os algoritmos que utilizam
apenas informac¸o˜es de primeira ordem, o algoritmo de Krylov e´ o me-
lhor poss´ıvel4. Vamos descrever brevemente a estrutura deste me´todo
que pode ser encontrado em [11].
Considere o problema
minimize
x2Rn
f(x) =
1
2
xTDx (P)
3A demonstrac¸a˜o desse resultado e´ semelhante a` que foi apresentada no Teorema
2.2 e pode ser encontrada em [11].
4Este resultado pode ser encontrado em [19]
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em que D e´ uma matriz diagonal cujos elementos da diagonal sa˜o na˜o
nulos e positivos.
O me´todo de Krylov, para este problema, segue a seguinte es-
trutura: dado um ponto inicial x0, definimos o espac¸o
V1 = {x0+ rf(x0) :   2 R} = x0+span{rf(x0)} = x0+span{Dx0}.
Definimos x1 como sendo a soluc¸a˜o do problema auxiliar
x1 = argmin
x2V1
f(x) = x0 +  rf(x0) (P1)
para algum   2 R. Nesse caso,   e´ o passo de Cauchy, ou seja,   =   C1 .
Para o segundo passo, definimos o espac¸o
V2 = x
0 + span{rf(x0),rf(x1)},
ou seja,
V2 = x
0 + span{Dx0, D2x0}.
Assim, definimos x2 como a soluc¸a˜o do problema bidimensional
x2 = argmin
x2V2
f(x).
Recursivamente, definimos o espac¸o
Vk = x
0 + span{Dx0, . . . , Dkx0}
e o pro´ximo ponto sera´ definido pela soluc¸a˜o do problema k-dimensional
xk = argmin
x2Vk
f(x).
Note que pela maneira como foram definidos os pontos xk,rf(xk)
e´ ortogonal ao espac¸o Vk, logo, e´ linearmente independente com
{rf(x0), . . . ,rf(xk 1)}.
Assim, o problema sera´ resolvido em no ma´ximo n iterac¸o˜es, uma vez
que Vn = Rn.
Definic¸a˜o 2.1. Seja A 2 Rn⇥n uma matriz definida positiva. Os ve-
tores v1, v2, . . . , vk 2 Rn \ {0} sa˜o ditos A-conjugados se
(vi)TAvj = 0
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com i, j = 0, 1, . . . , k e i 6= j.
E´ poss´ıvel mostrar que (xk   xk 1) definidos acima sa˜o direc¸o˜es
D-conjugadas. O algoritmo de Fletcher-Reeves [7] e´ um me´todo de
gradientes conjugados que implementa o me´todo de Krylov. A seguir
enunciamos o me´todo de Fletcher-Reeves para o problema quadra´tico
geral (P¯ ). O desenvolvimento detalhado do me´todo de gradientes con-
jugados pode ser encontrado em [18].
Algoritmo 5: Fletcher-Reeves
Dados: z0 2 Rn, rf¯(z0) = Az0 + b, k = 0, v0 =  rf¯(z0);
enquanto ||rf¯(zk)|| 6= 0
calcule  k atrave´s de busca linear exata;
zk+1 = zk +  kvk;
g¯k+1 = zk+1    kAg¯k ;
 k+1 =
g¯k+1
T
g¯k+1
g¯k T g¯k
;
vk+1 =   g¯k+1 +  k+1vk;
k = k + 1;
fim
Resultado: z = zk
Note que, para o problema quadra´tico, o passo  k calculado
atrave´s de busca linear exata e´ o passo de Cauchy. Nesse caso, po-
demos guardar o valor da multiplicac¸a˜o matricial hk = Ag¯k que sera´
usado para o ca´lculo do passo de Cauchy e de g¯k+1 . Dessa maneira,
realizamos apenas uma multiplicac¸a˜o matricial por iterac¸a˜o.
A complexidade do me´todo de Krylov para o problema (P¯ ) com
o crite´rio de parada f¯(zk)  f¯(z⇤)  "(f¯(z0)  f¯(z⇤)) e´ dada por:
k 
&p
C
2
log
✓
2
"
◆'
evidentemente melhor do que o me´todo de Cauchy. Esse resultado e´ ob-
tido utilizando Polinoˆmios de Chebyshev, que definiremos na pro´xima
sec¸a˜o, e esta´ demonstrado em [16, 23].
Vale frisar que o me´todo de Fletcher-Reeves na˜o e´ um me´todo
de ma´ximo declive. Ale´m disso, no caso de problemas na˜o quadra´ticos,
este me´todo depende de buscas exatas, que podem acumular erros e
afetar o desempenho do algoritmo.
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2.4 ME´TODO BASEADO EM POLINOˆMIOS DE CHEBYSHEV
Ja´ vimos que a complexidade do algoritmo de Cauchy e´ da ordem
O(C log 1
"
). Em [9], Gonzaga mostra que se o menor e o maior autovalor
da matriz A forem conhecidos, existe um conjunto finito de k passos a
serem dados, em qualquer ordem, no me´todo de ma´ximo declive para
quadra´ticas, que satisfaz os quatro crite´rios de parada:
(i) ||rf(xk)||  "||x0   x⇤||;
(ii) f(xk)  f(x⇤)  ";
(iii) ||x  x⇤||  ";
(iv) f(xk)  f(x⇤)  "(f(x0)  f(x⇤)).
Essa quantidade k de passos e´ limitada por
k =
266666
cosh 1
✓
1
"
◆
cosh 1
✓
1 +
2
C   1
◆
377777 ⇡
&p
C
2
log
✓
2
"
◆'
(2.1)
em que C = dn/d1 e´ o nu´mero de condicionamento da matriz A. Os
k passos, que denotaremos por  i, i = 1, 2 . . . , k sa˜o calculados pelo
inverso das ra´ızes de um polinoˆmio de Chebyshev de ordem k, como
veremos a seguir.
Os polinoˆmios de Chebyshev foram definidos por Pafnuty
Chebyshev, em 1854, como uma sequeˆncia de polinoˆmios ortogonais
que podem ser obtidos recursivamente da seguinte forma:
T0(x) = 1 (2.2)
T1(x) = x
Tn+1(x) = 2xTn(x)  Tn 1(x).
Podemos definir os polinoˆmios de Chebyshev utilizando a se-
guinte relac¸a˜o:
Definic¸a˜o 2.2. O polinoˆmio de Chebyshev de ordem k,
Tk : [ 1, 1] 7! R,
e´ definido por
Tk(x) = cos(k cos
 1(x)).
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E´ poss´ıvel mostrar que esta definic¸a˜o satisfaz (2.2). As ra´ızes do
polinoˆmio de Chebyshev, Tk, sa˜o:
xj = cos
✓
1 + 2j⇡
2k
◆
,
com j = 0, 1, . . . , k   1.
No me´todo descrito em [9] precisamos determinar o polinoˆmio
de Chebyshev de menor grau cujas ra´ızes estejam no intervalo [d1, dn].
Isto e´ obtido com uma mudanc¸a de varia´vel para que possamos utilizar
as ra´ızes do polinoˆmio da Definic¸a˜o 2.2 com ordem k dada por (2.1).
Portanto, utilizaremos a seguinte relac¸a˜o:
w =
dn   d1
2
x+
dn + d1
2
.
Assim, x = 0 para w =
d1 + dn
2
, x =  1 para w = d1 e x = 1 para
w = dn.
Sejam d , d+ 2 R+ tais que d1, dn 2 [d , d+], com d  6= 0 e
defina C¯ = d+/d . Utilizaremos os passos  j = 1/xj dados por
xj =
d+   d 
2
cos
✓
1 + 2j⇡
2k
◆
+
d+ + d 
2
(2.3)
com j = 0, 1, . . . , k   1, em que
k =
266666
cosh 1
✓
1
"
◆
cosh 1
✓
1 +
2
C¯   1
◆
377777 . (2.4)
A prova deste resultado pode ser encontrada em [9].
Note que, para utilizarmos o processo acima de maneira a obter
o conjunto finito de passos, e´ necessa´rio conhecer o maior e o menor
autovalor de A. Tambe´m em [9], Gonzaga propo˜e um me´todo adapta-
tivo que utiliza ra´ızes de polinoˆmios de Chebyshev. Utiliza-se valores
iniciais de d  e d+ fixados, na˜o necessariamente no intervalo [d1, dn],
os quais sera˜o atualizados sempre que for poss´ıvel no decorrer do algo-
ritmo. Dessa forma, obte´m-se uma boa aproximac¸a˜o para d1 e dn, e,
consequentemente, de C, o que nos permite utilizar o resultado acima e
construir uma sequeˆncia finita de k passos, com k calculado por (2.4).
Este me´todo apresentado em [9] na˜o e´ muito eficiente na pra´tica pois
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foi proposto para o estudo de complexidade, que nesse caso, e´ de
k 
l
12
p
C log(4/")
m
.
Utilizaremos um processo adaptativo semelhante ao apresentado
em [9] nos algoritmos que sera˜o propostos posteriormente.
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3 ME´TODO DE BARZILAI-BORWEIN E VARIANTES
Considere o problema
minimize
z2Rn
f¯(z) =
1
2
zTAz + bT z. (P¯ )
em que b 2 Rn e A 2 Rn⇥n e´ uma matriz sime´trica definida positiva.
No me´todo de Cauchy, o tamanho de passo utilizado e´ calculado
por  ¯Ck =
g¯k
T
g¯k
g¯k TAg¯k
, que resulta de uma busca exata. Como vimos,
esta escolha e´ a que minimiza a func¸a˜o objetivo na direc¸a˜o rf¯(zk).
Entretanto, podemos escolher um tamanho de passo de modo que o
decrescimento da func¸a˜o na˜o seja o maior poss´ıvel. Podemos, ainda,
permitir que a escolha do tamanho de passo proporcione um cresci-
mento da func¸a˜o objetivo em algumas iterac¸o˜es, pore´m, de maneira
controlada. Isso caracteriza um me´todo de busca na˜o mono´tona, como
o proposto por Grippo, Lampariello e Lucidi em [12]. Neste cap´ıtulo
apresentaremos o me´todo de Barzilai-Borwein, um me´todo de ma´ximo
declive na˜o mono´tono. Veremos tambe´m va´rias propostas de tama-
nhos de passo baseadas na ideia proposta por Barzilai e Borwein para
o me´todo de ma´ximo declive. Ao final, analisaremos o desempenho
computacional dos algoritmos apresentados comparando os resultados.
3.1 ME´TODO DE BARZILAI-BORWEIN
Em 1988, Barzilai e Borwein [2], estudando problemas bidimen-
sionais, propuseram dois novos tamanhos de passos para o algoritmo
de ma´ximo declive:
 BB1k =
 zT g¯
 g¯T g¯
(3.1)
e
 BB2k =
 zT z
 zT g¯
(3.2)
nos quais  z = zk+1 zk e  g¯ = g¯k+1   g¯k . Esta escolha de passo na˜o
garante o decrescimento da func¸a˜o objetivo a cada iterac¸a˜o. Quando
o problema tratado e´ de minimizac¸a˜o quadra´tica, como no caso do
problema (P¯ ), o passo calculado em (3.2), na iterac¸a˜o k, coincide com
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o passo  ¯Ck 1, que seria utilizado no me´todo de Cauchy, na iterac¸a˜o
k   1, ou seja,
 BB2k =  ¯
C
k 1.
Desse modo, a cada iterac¸a˜o do me´todo de Barzilai-Borwein, es-
tamos escolhendo o mesmo passo que seria dado na iterac¸a˜o anterior
do algoritmo de Cauchy. Ale´m disso, calculamos o passo  BB2k somente
com operac¸o˜es vetoriais, utilizando apenas informac¸o˜es da iterac¸a˜o an-
terior. O passo (3.2) pode ser obtido resolvendo o problema de minimi-
zar a derivada direcional da func¸a˜o quadra´tica a partir do conhecimento
de duas derivadas direcionais.
Lema 3.1. Considere o problema (P¯ ). O passo (3.2), na iterac¸a˜o k+1,
e o passo calculado no me´todo de Cauchy, na iterac¸a˜o k, sa˜o iguais.
Demonstrac¸a˜o: Considere a direc¸a˜o h e sejam g¯T1 h e g¯
T
2 h duas derivadas
direcionais, nos pontos z1 e z2, respectivamente, de modo que
z2 = z1 +  1h em que  1 e´ um escalar qualquer.
Figura 2 – Curvas de n´ıvel de f¯(z) e derivadas direcionais nos pontos
z1 e z2.
Assim, podemos estabelecer uma relac¸a˜o entre a derivada dire-
cional e o tamanho do passo  , conforme a Figura 3.
A func¸a˜o que descreve essa relac¸a˜o e´ uma func¸a˜o linear dada por
F ( ) = a +b, com a =   g¯
T
1 h  g¯T2 h
 1
e b = g¯T1 h. Portanto, procuramos
 2 tal que a 2 + b = 0, pois procuramos o ponto em que a derivada
direcional se anule, ou seja,
  g¯
T
1 h  g¯T2 h
 1
 2 + g¯
T
1 h = 0.
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Figura 3 – Gra´fico da func¸a˜o que calcula a derivada direcional no ponto
z +  h em relac¸a˜o ao tamanho do passo  .
Logo,
 2 =
 1g¯T1 h
(g¯1   g¯2)Th.
Note que
z2   z1 = z1 +  1h  z1 =  1h.
Assim,
 2 =
(z2   z1)T g¯1
(g¯1   g¯2)Th .
No caso em que h =  g¯1, temos
 2 =   (z2   z1)
T g¯1
(g¯1   g¯2)T g¯1 =
(z2   z1)T g¯1
(g¯2   g¯1)T g¯1 .
Observe que esse e´ o passo de Barzilai-Borwein dado por (3.2). De fato,
temos
 z = z2   z1 =  1h =   1g¯1
 zT z = (z2   z1)T (  1g¯1) =   1(z2   z1)T g¯1
 gT z = (g¯2   g¯1)T (  1g¯1) =   1(g¯2   g¯1)T g¯1.
Assim,
 zT z
 gT z
=
  1(z2   z1)T g¯1
  1(g¯2   g¯1)T g¯1 =
(z2   z1)T g¯1
(g¯2   g¯1)T g¯1 =  2. (3.3)
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Ale´m disso, se g¯1 = Az1 + b e g¯2 = Az2 + b, enta˜o
g¯2   g¯1 = A(z2   z1) = A(  1g¯1) =   1Ag¯1.
Portanto,
g¯1   g¯2 =  1Ag¯1. (3.4)
Substituindo (3.4) em (3.3), temos
 2 =
 1g¯T1 g¯1
(g¯1   g¯2)T g¯1
=
 1g¯T1 g¯1
 1(Ag¯1)T g¯1
=
g¯T1 g¯1
g¯T1 A
T g¯1
=
g¯T1 g¯1
g¯T1 Ag¯1
que e´ o passo calculado pelo me´todo de Cauchy  ¯C na iterac¸a˜o anterior.
⌅
No me´todo de Barzilai-Borwein e´ poss´ıvel calcular o passo  BBk
somente a partir da segunda iterac¸a˜o. Desse modo, o passo inicial  0
sera´ um valor fixado. Assim, o me´todo de Barzilai-Borwein e´ definido
no Algoritmo 6.
Note que, como no me´todo de Cauchy, o me´todo de Barzilai-
Borwein utiliza apenas uma multiplicac¸a˜o matricial por iterac¸a˜o, ao
calcular o valor do gradiente da func¸a˜o.
Na figura 4, exibimos um exemplo no qual utilizamos os me´todos
de Cauchy e de Barzilai-Borwein para resolver um problema quadra´tico
na forma simplificada com o objetivo de fazer uma comparac¸a˜o. A
func¸a˜o objetivo e´ f(x) =
1
2
xTDx, com 1000 varia´veis, em que D e´
uma matriz diagonal com autovalores na˜o nulos e distintos entre si,
distribu´ıdos uniformemente. Nesse exemplo, o nu´mero de condiciona-
mento de D e´ 1000.
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Algoritmo 6: Barzilai-Borwein
Dados: z0 2 Rn,rf¯(z0) = g¯0 ,  0 = 1, k = 0;
enquanto ||rf¯(zk)|| 6= 0
zk+1 = zk    k g¯k ;
g¯k+1 = rf¯(zk+1);
 z = zk+1   zk;
 g¯ = g¯k+1   g¯k ;
 k+1 =
 zT z
 g¯T z
;
k = k + 1;
fim
Resultado: zk
Figura 4 – Me´todos de Cauchy e de Barzilai-Borwein para um problema
quadra´tico simplificado.
Neste exemplo, o crite´rio de parada utilizado foi f(xk)  "f(x0),
em que f(x0) = 500 e " = 10 10, ou seja, o crite´rio de parada utilizado
foi f(xk)  5⇥10 8. Paramos o me´todo de Cauchy na iterac¸a˜o 600 para
facilitar a comparac¸a˜o entre os me´todos. Note que me´todo de Barzilai-
Borwein resolveu o problema em 232 iterac¸o˜es, enquanto que o me´todo
50
de Cauchy sequer se aproxima da soluc¸a˜o em k = 600. Ale´m disso,
podemos observar que o me´todo de Barzilai-Borwein pode causar um
aumento na func¸a˜o objetivo em algumas iterac¸o˜es, o que o caracteriza
como um me´todo com busca na˜o mono´tona.
3.2 ME´TODO DE PASSO ALTERNADO
Raydan e Svaiter em [22] e Dai em [4], propo˜em um novo algo-
ritmo, alternated step, que chamaremos de passo alternado. Esse algo-
ritmo utiliza os passos  ¯Ck e  
BB
k alternadamente. A motivac¸a˜o desta
escolha parte do comportamento em zigue-zague, frequentemente ob-
servado no me´todo de Cauchy com busca exata, que analisaremos no
pro´ximo cap´ıtulo. Como esse comportamento acontece a cada duas
iterac¸o˜es, na iterac¸a˜o k + 1, repete-se o passo  ¯Ck que foi calculado na
iterac¸a˜o k:
 k =
⇢
 ¯Ck , se k for par
 BBk , se k for ı´mpar
(3.5)
Uma vez que  BBk+1 =  ¯
C
k , podemos reescrever esse passo como
 2k =  2k+1 =  ¯
C
2k.
Algoritmo 7: Passo alternado
Dados: z0 2 Rn, k = 0;
enquanto ||rf¯(zk)|| 6= 0
 ¯k =
g¯k
T
g¯k
g¯k TAg¯k
;
zk+1 = zk    ¯k g¯k ;
g¯k+1 = rf¯(zk+1);
zk+2 = zk+1    ¯k g¯k+1 ;
g¯k+2 = rf¯(zk+2);
k = k + 2;
fim
Resultado: zk
Em [4], Dai apresenta tambe´m algumas variac¸o˜es deste algo-
ritmo. A primeira delas consiste em, fixada uma quantidade m de
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iterac¸o˜es, utilizar o me´todo de Cauchy com busca exata nas primei-
ras m  1 iterac¸o˜es e tomar um passo de Barzilai-Borwein na pro´xima
iterac¸a˜o, ou seja, repetir uma vez o u´ltimo passo  ¯Ck calculado. Assim,
nessa variac¸a˜o do me´todo do passo alternado, o passo sera´ dado por
 mk+1 =
⇢
 ¯Cmk+i, para i = 1, . . . ,m  1
 BBmk+m, para i = m
(3.6)
com m   1. Claramente, a escolha (3.5) corresponde a` escolha (3.6)
para m = 2. Outra sugesta˜o, e´ tomar um passo calculado pelo me´todo
de Cauchy,  ¯Ck , e repeti-lo m  1 vezes.
3.3 ME´TODO DE CAUCHY ALEATO´RIO
Em [22], Raydan e Svaiter fazem uma modificac¸a˜o no me´todo
de Cauchy. Esse novo algoritmo foi chamado de randomly relaxed
Cauchy method, que chamaremos de me´todo de Cauchy aleato´rio. Nesse
me´todo, a cada iterac¸a˜o, escolhemos um paraˆmetro ✓k 2 [0, 2] a ser
multiplicado ao passo calculado pela busca exata:
zk+1 = zk   ✓k ¯Ck g¯k .
3.4 ME´TODO DE BARZILAI-BORWEIN GLOBAL
Como ja´ mencionamos, o me´todo de Barzilai-Borwein na˜o e´
mono´tono, ou seja, na˜o apresenta, necessariamente, um decrescimento
a cada iterac¸a˜o. Dessa forma, o valor da func¸a˜o pode aumentar de uma
iterac¸a˜o para a seguinte. Esse aumento nem sempre e´ prejudicial, uma
vez que a func¸a˜o pode decair muito mais na iterac¸a˜o subsequente do que
se tive´ssemos exigido o decrescimento anteriormente. Este comporta-
mento foi observado em testes computacionais. Desse modo, em 1997,
Raydan [21] propoˆs o me´todo de Barzilai-Borwein global, no qual ele
utiliza uma maneira de controlar esse crescimento atrave´s de uma busca
linear na˜o mono´tona, proposta por Grippo, Lampariello e Lucidi[12].
Tal busca tem o objetivo de controlar o poss´ıvel aumento da func¸a˜o
objetivo em relac¸a˜o a uma quantidade fixada de iterac¸o˜es anteriores,
impedindo, assim, grandes picos.
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3.4.1 Busca linear na˜o mono´tona
O objetivo principal da busca linear na˜o mono´tona, proposta em
[12], e´: dado um inteiro m > 0, fazer uma “generalizac¸a˜o” da condic¸a˜o
de Armijo levando em considerac¸a˜o as m iterac¸o˜es anteriores, ou seja,
f¯(zk    k g¯k ) < max
j=k i+1,...,i
{f¯j}  ⌘ k g¯k T g¯k , (3.7)
em que i = min{k,m} e ⌘ 2 (0, 1).
A escolha do valor de m e´ feita de maneira heur´ıstica.
No algoritmo de Barzilai-Borwein global, o passo escolhido  k a
cada iterac¸a˜o e´ o passo de Barzilai-Borwein. Se a condic¸a˜o (3.7) na˜o
for satisfeita, calculamos   k, em que   2 (0, 1) e´ fixado inicialmente,
e verificamos novamente. Repetimos esta operac¸a˜o ate´ que a condic¸a˜o
(3.7) seja satisfeita e prosseguimos.
Algoritmo 8: Me´todo de Barzilai-Borwein global
Dados: z0 2 Rn, g¯0 = rf(z0), m > 0, ⌘ 2 (0, 1),   2 (0, 1),
 0 > 0, k = 0;
enquanto ||rf¯(zk)|| 6= 0
alternated stepi = min{k,m};
se f¯(zk    k g¯k )   maxj=k i+1...,i{f¯j}  ⌘ k g¯k T g¯k
 k =   k;
sena˜o
zk+1 = zk    k g¯k ;
 z = zk+1   zk;
 g¯ = g¯k+1   g¯k ;
 k =
 zT z
 zT g¯
;
fim
k = k + 1;
fim
Resultado: zk
3.5 COMPARAC¸A˜O ENTRE OS ME´TODOS
A seguir, exibimos um exemplo no qual utilizamos os me´todos
de Cauchy, Barzilai-Borwein, Passo alternado e Cauchy aleato´rio para
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resolver um problema quadra´tico na forma simplificada com o objetivo
de fazer uma comparac¸a˜o entre os me´todos apresentados. A func¸a˜o
objetivo e´ f(x) =
1
2
xTDx, em que D e´ uma matriz diagonal com
autovalores na˜o nulos e distintos entre si, distribu´ıdos uniformemente.
Nesse exemplo, o nu´mero de condicionamento de D e´ 1000.
Figura 5 – Me´todos de Cauchy, Barzilai-Borwein, Passo alternado e
Cauchy aleato´rio para um problema quadra´tico simplificado.
Na figura 5 observamos o valor das func¸o˜es ao longo das iterac¸o˜es
nos me´todos comparados. O crite´rio de parada utilizado foi
f(xk)  "f(x0), em que f(x0) = 500 e " = 10 10, ou seja, o crite´rio de
parada utilizado foi f(xk)  5 ⇥ 10 8. Paramos o me´todo de Cauchy
na iterac¸a˜o 550 para facilitar a comparac¸a˜o entre os me´todos. Note
que os me´todos apresentados neste cap´ıtulo apresentam um desempe-
nho muito melhor do que o me´todo de Cauchy. Utilizaremos apenas o
me´todo de Barzilai-Borwein para comparac¸a˜o de me´todos que apresen-
taremos nos pro´ximos cap´ıtulos.
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4 PROPRIEDADES ASSINTO´TICAS
Consideremos o problema (P):
minimize
x2Rn
f(x) =
1
2
xTDx (P)
em que D e´ uma matriz diagonal, cujos elementos da diagonal sa˜o
d1, d2, . . . , dn tais que 0 < d1 < d2 < . . . < dn. Mostramos anterior-
mente que o me´todo de Cauchy converge globalmente. Entretanto, esse
algoritmo e´ conhecido por ser lento e apresentar um comportamento
oscilato´rio. Neste cap´ıtulo, apresentaremos alguns resultados que ex-
plicam esse comportamento, mostrados, primeiramente, por Akaike em
1959 [1] e desenvolvidos, posteriormente, por Forsythe em [8]. Um
estudo detalhado desses resultados pode ser encontrado em Nocedal,
Sartenaer e Zhu [17] e Gonzaga e Schneider em [10]. Esses resultados
garantem que o me´todo de Cauchy converge assintoticamente para uma
busca no subespac¸o bidimensional gerado pelos autovetores associados
ao menor e ao maior autovalor de D, que nesse caso sa˜o e1 e en respec-
tivamente. Faremos uma ana´lise detalhada sobre o comportamento de
gk, dos passos gerados pelo algoritmo de Cauchy e de como o tamanho
dos passos dados pode interferir no comportamento de gk.
4.1 RESULTADOS PRINCIPAIS
Para simplificar a notac¸a˜o, neste cap´ıtulo representaremos o passo
de Cauchy  Ck apenas por  k. Note que a iterac¸a˜o k + 1 do me´todo de
Cauchy pode ser escrita como:
xk+1 = xk    k gk = xk    kDxk(I    kD)xk.
Assim, para i = 1, . . . , n,
xk+1i = (1   kdi)xki .
O mesmo ocorre no ca´lculo do gradiente gk :
gk+1 = Dxk+1 = D(I    kD)xk = (I    kD) gk .
56
Logo, para i = 1, . . . , n,
gk+1i = (1   kdi)gki .
Denotaremos por µk a sequeˆncia dos valores inversos dos passos
calculados pelo me´todo de Cauchy, ou seja,
µk =
1
 k
,
e chamaremos de yk a sequeˆncia dos gradientes normalizados,
yk =
gk
|| gk || .
Observe que se em alguma iterac¸a˜o do me´todo de Cauchy tiver-
mos xki = 0, para algum i, enta˜o x
j
i = 0 para todo j > k. Portanto,
essa varia´vel na˜o participara´ do comportamento assinto´tico. Por isso,
vamos supor que x0i 6= 0 para todo i = 1, . . . , n.
Observac¸a˜o 4.1. Os passos calculados pelo me´todo de Cauchy, com
x0i 6= 0, para i = 1, . . . , n, satisfazem
1
dn
<  k <
1
d1
.
De fato,
 k =
gk
T
gk
gk T D gk
=
Pn
i=1(dix
k
i )
2Pn
i=1(dix
k
i )
2di
<
1
d1
Pn
i=1(dix
k
i )
2Pn
i=1(dix
k
i )
2
=
1
d1
,
uma vez que d1 < di, i = 2, . . . , n e xi 6= 0 para todo i = 1, . . . n, o que
implica que gk1 6= 0 e gkn 6= 0. Da mesma forma,
 k =
gk
T
gk
gk T D gk
=
Pn
i=1(dix
k
i )
2Pn
i=1(dix
k
i )
2di
>
1
dn
Pn
i=1(dix
k
i )
2Pn
i=1(dix
k
i )
2
=
1
dn
.
Logo, a sequeˆncia µk satisfaz
d1 < µk < dn.
Consequentemente, obtemos que gk1 6= 0 e gkn 6= 0 para todo
k > 0.
De fato, ja´ e´ va´lido para k = 0. Suponha que vale para k. Assim,
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por induc¸a˜o,
gk+11 = d1x
k+1
1 = d1(x
k
1    kgk1 ) = d1xk1(1   kd1) = gk1 (1   kd1).
Portanto, gk+11 6= 0. Analogamente, mostramos que gk+1n 6= 0.
Os resultados principais que apresentaremos neste cap´ıtulo esta˜o
listados no teorema a seguir:
Teorema 4.1 (Teorema Principal). Considere as sequeˆncias xk, gk ,
yk = gk /|| gk || 2 Rn, k e µk = 1/ k 2 R, geradas pelo me´todo de
Cauchy com ponto inicial x0 2 Rn, tal que x01, x0n 6= 0, com n > 1.
Enta˜o, existem µ, µ0 2 (d1, dn), r, r0 2 Rn e ↵ 2 (0, 1) tais que
(i) µ2k ! µ, µ2k+1 ! µ0.
(ii) yki ! 0 para i = 2, 3, . . . , n  1.
(iii) y2k ! r, y2k+1 ! r0, com r, r0 2 L(e1, en), espac¸o linear gerado
pelos vetores e1 e en.
(iv) lim
k!1
     gk+2igki
       1 para todo i = 1, . . . , n tais que gki 6= 0 com k 2 N.
(v) µ+ µ0 = d1 + dn.
(vi) lim
k!1
gk+2i
gki
= lim
k!1
kgk+2k
kgkk = ↵ para i = 1 e i = n, com
↵   1  2 d1dn
d˜2    2 ,
em que d˜ = (d1 + dn)/2 e   = mini=1,...,n{|di   d˜|}.
(vii) Os valores µ e µ0 sa˜o limitados por
d˜ 
q
(d˜2 +  2)/2  µ, µ0  d˜+
q
(d˜2 +  2)/2.
A demonstrac¸a˜o detalhada desses resultados pode ser encontrada
em Gonzaga e Schneider [10]1. Os itens (i), (ii) e (iii) foram demons-
trados inicialmente por Akaike [1] e Forsythe [8]. O item (iii) refere-se
ao comportamento oscilato´rio do gradiente. Nocedal, Sartenaer e Zhu
[17] fazem um estudo detalhado dessa oscilac¸a˜o, bem como, dos itens
(i), (iv), (v), (vi) e (vii).
Faremos uma interpretac¸a˜o dos itens (i), (ii) e (iii) utilizando
alguns exemplos. A demonstrac¸a˜o em uma versa˜o simplificada, em
1Selecionamos apenas os resultados mais relevantes para esta dissertac¸a˜o; ale´m
disso, os resultados foram ordenados da maneira mais conveniente para a demons-
trac¸a˜o.
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[10], segue a estrutura da demonstrac¸a˜o feita por Forsythe, em [8].
Para facilitar esta ana´lise, vamos classificar as varia´veis do pro-
blema de acordo com o autovalor de D correspondente. Chamaremos
a varia´vel xi de varia´vel leve se di  dn
2
e chamaremos xi de varia´vel
pesada se di >
dn
2
.
(a) (b)
(c) (d)
Figura 6 – Valor absoluto das componentes do gradiente em 3 iterac¸o˜es
consecutivas e valores de µk = 1/ k.
Na Figura 4.1, observamos as componentes |gki |, com i = 1, . . . , n,
na iterac¸a˜o atual (em vermelho), na iterac¸a˜o anterior (em azul e trace-
jado) e na iterac¸a˜o k 2 (em preto e pontilhado). Na vertical, exibimos
o valor de 1/ k (em vermelho) e o valor de 1/ k 1 (em azul tracejado).
Neste exemplo, o problema possui 50 varia´veis, o nu´mero de condici-
onamento e´ igual a 100 e o ponto inicial x0 e´ tal que x0i = 1/
p
di,
para i = 1, . . . , n. Na Figura 4.1, representamos os autovalores no
eixo x, em escala logar´ıtmica, e os valores das componentes de gk , em
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mo´dulo, no eixo y. As Figuras 4.1.a, 4.1.b e 4.1.c correspondem a`s
iterac¸o˜es k = 2, k = 7 e k = 14, respectivamente, juntamente com as
duas iterac¸o˜es anteriores em cada caso. A Figura 4.1.d tambe´m cor-
responde a` iterac¸a˜o k = 14, pore´m, utiliza escala logar´ıtmica nos dois
eixos.
Notamos que as varia´veis correspondentes a autovalores mais
pro´ximos de
dn
2
sa˜o reduzidas mais rapidamente em relac¸a˜o a`s varia´veis
extremas. Isso ocorre pois, segundo o item (ii) do Teorema 4.1 temos:
yki ! 0 para i = 2, 3, . . . , n  1
em que yk = gk /|| gk ||. Portanto, o me´todo de Cauchy converge
assintoticamente para o subespac¸o gerado por e1 e en que sa˜o os au-
tovetores correspondentes aos autovalores d1 e dn, respectivamente,
conforme afirma o item (iii) do Teorema 4.1. Na Figura 4.1.d, obser-
vamos que o algoritmo afeta as varia´veis de valores intermedia´rios a
pesados, enquanto que as varia´veis leves sofrem pouca alterac¸a˜o. Ob-
serve o comportamento de |gk1 | e |gkn| no me´todo de Cauchy na Figura
7.
Figura 7 – Valores de g1 e gn no me´todo de Cauchy para um problema
quadra´tico.
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Note que |gk1 |, que esta´ relacionada com a varia´vel leve x1, de-
cresce lentamente enquanto que |gkn|, que esta´ relacionada com a varia´vel
pesada xn, oscila em torno de |gk1 |.
4.2 SEQUEˆNCIA DE PASSOS
A sequeˆncia de passos gerada pelo me´todo de Cauchy tambe´m
oscila. O item (i) do Teorema 4.1 afirma que as sequeˆncias µ2k e µ2k+1
convergem para µ e µ0 2 (d1, dn) respectivamente, em que µk = 1/ k.
Na Figura 8 observamos o comportamento da sequeˆncia µk no me´todo
de Cauchy para um problema de 1000 varia´veis com nu´mero de condi-
cionamento igual a 1000.
Figura 8 – Sequeˆncia µk dada pelo me´todo de Cauchy para um pro-
blema quadra´tico.
Demonstraremos os itens (iv), (v), (vi) e (vii) do Teorema 4.1,
conforme Gonzaga e Schneider [10].
Para demonstrar o item (iv), vamos considerar uma dupla iterac¸a˜o,
supondo que k e´ grande:
lim
k!1
gk+2i
gki
=
✓
1  di
µ
◆✓
1  di
µ0
◆

✓
1  dn
µ
◆✓
1  dn
µ0
◆
, (4.1)
pois di < dn para todo i = 1, . . . , n   1. Como gki ! 0 para todo i,
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devemos ter
lim
k!1
     gk+2igki
       1 (4.2)
o que prova o item (iv) do Teorema 4.1.
Sejam µ e µ0 tais que µ2k ! µ e µ2k+1 ! µ0. Note que, para k
grande, as reduc¸o˜es causadas em |g1| e |gn| sa˜o dadas respectivamente
por (1   d1/µ)(1   d1/µ0) e (1   dn/µ)(1   dn/µ0). Pelo item (iv) do
Teorema 4.1, temos que esses valores sa˜o iguais, ou seja,
(1  d1/µ)(1  d1/µ0) = (1  dn/µ)(1  dn/µ0).
Logo,
 d1(µ+ µ0) + d21 =  dn(µ+ µ0) + d2n
(dn   d1)(µ+ µ0) = d2n   d21
µ+ µ0 =
(dn   d1)(dn + d1)
dn   d1 = d1 + dn
o que prova o item (v) do Teorema 4.1.
No item (vi), para mostrar que limk!1
gk+2i
gki
= limk!1
||gk+2||
||gk|| ,
utilizamos o item (iii), que afirma que
r = lim
k!1
g2k
kg2kk e r
0 = lim
k!1
g2k+1
kg2k+1k .
Definindo r+ e r++ como
r+ =
✓
1  1
µ
D
◆
r (4.3)
r++ =
✓
1  1
µ0
D
◆
r+ =
✓
1  1
µ0
D
◆✓
1  1
µ
D
◆
r, (4.4)
obtemos a proporc¸a˜o
r++1
r++n
=
r1
rn
.
Assim,
g2k+21
g2k+2n
=
g2k1
g2kn
,
62
e a norma se mante´m.
Observe que pela desigualdade (4.2), temos✓
1  di
µ
◆✓
1  di
µ0
◆
>  1, i = 1, . . . , n. (4.5)
Desenvolvendo essa desigualdade, obtemos
µµ0   (µ+ µ
0)di   d2i
2
=
(d1 + dn)di   d2i
2
, pois µ+ µ0 = d1 + dn.
(4.6)
Vamos definir
d˜ = (d1 + dn)/2, (4.7)
 i = d˜  di, i = 1, . . . , n (4.8)
  = min
i=1,...,n.
{| i|} (4.9)
Note que
d˜2  2i = d˜2 (d˜2 2d˜di+d2i ) = 2
✓
d1 + dn
2
◆
di d2i = (d1+dn)di d2i .
Substituindo em (4.6) temos:
µµ0   d˜
2    2i
2
, e µ+ µ0 = 2d˜, i = 1, . . . , n,
o que tambe´m vale para  :
µµ0   d˜
2    2
2
, e µ+ µ0 = 2d˜, i = 1, . . . , n. (4.10)
A reduc¸a˜o causada em |g1| e |gn|, a cada duas iterac¸o˜es, e´ dada
por ↵ = (1  d1/µ)(1  d1/µ0) e ↵0 = (1  dn/µ)(1  dn/µ0), respecti-
vamente. Desenvolvendo ↵0 e utilizando µ+ µ0 = d1 + dn, obtemos:
↵0 = 1 +
d2n   dn(µ+ µ0)
µµ0
= 1 +
d2n   dn(d1 + dn)
µµ0
= 1  d1dn
µµ0
.
O mesmo vale para ↵. Assim, utilizando a desigualdade (4.10),
conclu´ımos que
↵   1  2
✓
d1dn
d˜2    2
◆
, (4.11)
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o que prova o item (vi) do Teorema (4.1).
Para provar o item (vii), basta resolver o sistema 4.10, que se
reduz a uma equac¸a˜o de segundo grau, cuja soluc¸a˜o e´
µ¯, µ¯0 = d˜±
q
(d˜2 +  2)/2, (4.12)
e, portanto, µ¯  µ, µ0  µ¯0.
Estes u´ltimos dois itens, (vi) e (vii), referem-se a` raza˜o de con-
vergeˆncia do me´todo de Cauchy no “melhor caso”, ou seja, para |gi| = 0,
com i = 2, . . . , n  1.
Exemplo 4.1. Suponha que dn = 1 e d1 = 1/C << 1, em que C e´ o
nu´mero de condicionamento de A. Assim, d˜ ⇡ 0, 5. Logo,
↵¯ = 1  2
✓
d1
0, 25   2
◆
.
Portanto, para   ⇡ 0, ou seja, se existir algum autovalor pro´ximo
a 0,5, obtemos ↵¯ = 1  8d1 = 1  8/C.
Por outro lado, supondo que   = 0, 9d˜, ou seja, todos os autova-
lores esta˜o pro´ximos de d1 ou dn, obtemos ↵¯ ⇡ 1  40/C.
Se o nu´mero de condicionamento C for igual a 1000, os valores
de ↵¯ sa˜o 0,99 e 0,96. Portanto, a raza˜o de convergeˆncia para os dois
casos acima e´ ruim, pois e´ pro´ximo de
C   1
C + 1
⇡ 1   2
C
, a raza˜o de
convergeˆncia para o pior caso para o me´todo de Cauchy2, que no caso
da dupla iterac¸a˜o se aproxima de 1  4/C.
Portanto, conclu´ımos que a raza˜o de convergeˆncia do me´todo de
Cauchy e´ ruim para todas as situac¸o˜es de distribuic¸a˜o de autovalores e
a existeˆncia de autovalores pro´ximos de d˜ tampouco interfere na raza˜o
de convergeˆncia do me´todo.
4.3 OUTRAS PROPRIEDADES
Chamaremos o passo   de passo pequeno se satisfizer   <
2
dn
.
Observe que se   <<
1
di
, enta˜o,
xk+1i = (1   di)xki ⇡ xki .
2Esse resultado pode ser encontrado em [13]
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Em particular, se   =
1
dn
,
xk+1n = (1 
1
dn
dn)x
k
i = 0
Assim, passos pequenos sa˜o eficientes para reduzir varia´veis pesadas e
reduzem todas as varia´veis, pore´m, teˆm pouco efeito sobre as varia´veis
leves.
Por outro lado, chamaremos o passo   de passo grande se sa-
tisfizer   >
2
dn
. Considere, por exemplo, o passo   = 500 em que
d1 = 0, 001 e dn = 1. Assim,
xk+11 = (1  500
1
1000
)xk1 = 0, 5x
k
1
xk+1n = (1  500)xkn =  499xkn.
Portanto, passos muito grandes sa˜o eficientes para reduzir varia´veis
leves, pore´m, causam um aumento significativo nas varia´veis pesadas.
Mesmo assim, passos muito grandes sa˜o necessa´rios; logo, devem ser
utilizados com cautela.
Os passos de Cauchy teˆm tamanho me´dio e na˜o sa˜o eficientes
para reduzir varia´veis leves, pore´m, reduzem varia´veis intermedia´rias.
Como vimos, os passos de Cauchy ficam limitados por
1
dn
<  k <
1
d1
,
e, como vimos, µk e µk+1 convergem para µ e µ0, respectivamente.
E´ poss´ıvel mostrar tambe´m que, para k suficientemente grande,
os valores de |gn| oscilam em torno dos valores de |g1|, com |gi| de-
crescendo em todas as iterac¸o˜es, como observamos nas Figuras 7 e 4.1,
apresentadas anteriormente. Ale´m disso, temos que     gk+11gk+1n
      ⇡
    gk1gkn
     .
Portanto, a velocidade de convergeˆncia do me´todo e´ determinada pela
velocidade com a qual a varia´vel associada ao menor autovalor decresce.
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5 NOVOS ALGORITMOS
No cap´ıtulo anterior fizemos uma ana´lise detalhada sobre o com-
portamento das varia´veis e das componentes |gk1 |, |gk2 |, . . . , |gkn| do gradi-
ente da func¸a˜o em cada iterac¸a˜o do me´todo de Cauchy para o problema
quadra´tico diagonalizado (P). Ale´m disso, vimos que as sequeˆncias  C2k
e  C2k+1 convergem e classificamos as varia´veis do problema em varia´veis
leves e pesadas: chamamos de varia´veis leves, aquelas associadas aos
menores autovalores de A; e de pesadas, aquelas associadas aos maiores
autovalores de A.
Neste cap´ıtulo, vamos analisar o comportamento de |gki |, com
i = 1 . . . , n, ao escolhermos outros comprimentos de passos no me´todo
de ma´ximo declive. Nessa situac¸a˜o nos preocuparemos em avaliar o
efeito causado pela escolha de passos pequenos e grandes. Da mesma
maneira definida no cap´ıtulo anterior, dizemos que um passo  k e´ pe-
queno se  k < 2/dn e dizemos que um passo  k e´ grande se  k > 2/dn.
Apo´s esta ana´lise, apresentaremos o algoritmo steepest descent with
alignement (SDA), proposto por De Asmundis et al em [5]. Finalmente,
vamos propor dois novos algoritmos: Cauchy-short (CS) e alternated
Cauchy-short (ACS), que tambe´m podem ser encontrados em Gonzaga
e Schneider [10]. Apresentaremos, tambe´m, algumas variac¸o˜es desses
novos algoritmos utilizando uma proposta descrita por Gonzaga em [9].
5.1 PASSOS GRANDES E PEQUENOS
Mostramos anteriormente que os passos calculados pelo me´todo
de Cauchy satisfazem
1
dn
<  k <
1
d1
.
Vimos, tambe´m, que o me´todo de Cauchy converge assintoti-
camente para uma busca no espac¸o bidimensional gerado pelos auto-
vetores relacionados ao maior e ao menor autovalor da matriz A, do
problema (P¯ ). Assim, temos
gki
|| gk ||  ! 0 para i = 2, . . . , n  1. Ale´m
disso, as varia´veis mais leves e mais pesadas sa˜o reduzidas mais lenta-
mente em relac¸a˜o a`s intermedia´rias, que sa˜o aquelas relacionadas aos
autovalores mais pro´ximos de (d1 + dn)/2.
Note que, se escolhermos um passo  k =
1
di
, para algum i, a
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componente gki de g
k sera´ reduzida a zero. De fato,
gk+1i = (1   kdi)gki
= (1  1)gki
= 0.
Como observamos no cap´ıtulo anterior, passos pequenos na˜o sa˜o
prejudiciais, pois reduzem todas as varia´veis com pouca influeˆncia nas
varia´veis leves. Por outro lado, passos grandes sa˜o necessa´rios pois
reduzem varia´veis leves, entretanto, podem proporcionar um grande
aumento nas varia´veis pesadas.
Na Figura 9, observamos o comportamento das componentes de
gk , em mo´dulo, ao escolhermos um passo muito pequeno, ou seja, muito
pro´ximo de 1/dn. As imagens na Figura 9, mostram gk , em mo´dulo(no
eixo vertical), nas iterac¸a˜o k, as componentes |gki | na iterac¸a˜o anterior
(em azul tracejado) e as componentes de |gki | na iterac¸a˜o k   1 (em
preto pontilhado). O trac¸o vertical representa o valor de 1/ k (em
vermelho) e de 1/ k 1 (em azul tracejado). O problema possui 50
varia´veis, nu´mero de condicionamento igual a 100 (d1 = 0, 01 e dn = 1)
e o ponto inicial e´ x0i = 1/
p
di. Nesse exemplo, observamos o efeito
causado por um passo pequeno, muito pro´ximo de
1
dn
, dado na iterac¸a˜o
11, e os passos de Cauchy seguintes, dados nas iterac¸o˜es 12, 13 e 14.
Observe que, ao darmos passos de Cauchy nas pro´ximas treˆs
iterac¸o˜es, logo apo´s termos dado um passo muito pequeno, obtemos
uma reduc¸a˜o nas varia´veis leves.
Podemos perceber que as varia´veis pesadas sa˜o reduzidas quando
escolhemos um passo muito pequeno. Apo´s esse passo pequeno, o passo
de Cauchy sera´ um passo grande, que reduz varia´veis leves. Observe
que, os passos de Cauchy calculados apo´s o passo pequeno causam um
aumento nas varia´veis pesadas.
Entretanto, na terceira iterac¸a˜o, apo´s o passo pequeno, o passo
de Cauchy ja´ atinge um valor intermedia´rio. Assim, mesmo que um
passo grande de Cauchy seja dado (logo apo´s um passo muito pequeno),
os passos de Cauchy voltam a ter valores intermedia´rios nas pro´ximas
iterac¸o˜es, ou seja, os valores de  k voltam a ficar pro´ximos de 2/dn.
Desse modo, e´ natural pensarmos em maneiras de encontrar pas-
sos pequenos, pro´ximos de 1/dn, sem, de fato, conhecer os autovalores
de D. A seguir, apresentaremos duas maneiras de obter passos pequenos
nos algoritmos.
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Figura 9 – Componentes do gradiente em mo´dulo antes e depois de
darmos um passo pequeno.
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5.2 ME´TODO SDA
Como demonstramos no cap´ıtulo anterior, a sequeˆncia µk = 1/ k
satisfaz:
µ2k ! µ, e µ2k+1 ! µ0,
com µ+ µ0 = d1 + dn. Portanto,
lim
k!1
 
1
 ¯C2k
+
1
 ¯C2k 1
!
= d1 + dn.
Como, em geral, na˜o sabemos quais sa˜o os autovalores da matriz
A, De Asmundis et al [5], sugerem a escolha do passo,
 ˜k =
 
1
 ¯Ck
+
1
 ¯Ck 1
! 1
,
pois, como vimos, esse valor se aproxima de
1
d1 + dn
. O novo algoritmo
proposto foi chamado de steepest descent with alignment (SDA) e con-
siste em utilizar passos de Cauchy ate´ que a sequeˆncia  ˜k se estabilize,
ou seja, mantenha-se dentro de uma toleraˆncia "2 > 0,
| ˜k    ˜k 1| < "2.
Depois disso, efetuam-se p passos do tipo  ˜k, desde que essa escolha
implique em um decrescimento da func¸a˜o. Caso contra´rio, escolhe-se
o passo 2 ¯Ck , o qual na˜o altera o valor da func¸a˜o. Apresentamos o
algoritmo SDA para o problema (P¯ ) na forma geral no Algoritmo 9.
Observac¸a˜o 5.1. Em todos os algoritmos apresentados neste cap´ıtulo,
omitiremos a menc¸a˜o a` regra de parada, que, nas implementac¸o˜es, deve
ser testada logo apo´s o ca´lculo de cada novo iterado. A regra usual e´
|| gk || < ", com a precisa˜o " > 0 dada. Nos testes para o problema
diagonalizado, podemos calcular o valor da func¸a˜o na soluc¸a˜o o´tima x⇤
que, nesse caso, sera´ zero. Assim, nos exemplos e nos testes computa-
cionais, utilizaremos o crite´rio f(xk)   f(x⇤)  "(f(x0)   f(x⇤)), ou
seja, f(xk) < "f(x0).
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Algoritmo 9: Me´todo SDA
Dados: z0 2 Rn, "2 > 0, p inteiro
g¯0 = Az0 + b
 ¯0 =
g¯0
T
g¯0
g¯0 TAg¯0
; z1 = z0    ¯0 g¯0 ; g¯1 = Az1 + b
 ¯1 =
g¯1
T
g¯1
g¯1 TAg¯1
; z2 = z1    ¯1 g¯1 ; g¯2 = Az2 + b
 ˜1 =
 ¯1 ¯0
 ¯1 +  ¯0
k = 2;
enquanto ||rf¯(zk)|| 6= 0
 ¯k =
g¯k
T
g¯k
g¯k TAg¯k
; zk+1 = zk    ¯k g¯k ;
g¯k+1 = g¯k    ¯kAg¯k
 ˜k =
 k k 1
 k +  k 1
k = k + 1;
se | ˜k 1    ˜k 2| < "2
  = min{ ˜k, 2 ¯k}
para i = 1, h
zk+1 = zk     g¯k ;
g¯k+1 = g¯k    Ag¯k
k = k + 1;
fim
fim
fim
Resultado: zk
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5.3 ME´TODO CS
Com o mesmo objetivo de encontrar um valor de passo que seja
pro´ximo de
1
dn
, vamos propor uma escolha diferente. Como ja´ men-
cionamos no cap´ıtulo anterior, no me´todo de Cauchy, as componentes
|gk2 |, |gk3 |, . . . , |gkn 1| decrescem rapidamente enquanto |gk1 | decresce len-
tamente e |gkn| oscila em torno de |gk1 |. Desse modo, se tomarmos um
passo Lmuito grande, tal que L >> 1/d1, a componente |gkn| sofrera´ um
acre´scimo “muito maior” do que o acre´scimo causado em |gk1 |. Assim,
o pro´ximo passo de Cauchy sera´ muito pequeno, o que proporcionara´
um decre´scimo no valor de |gkn|. Esse passo de Cauchy sera´ aproxima-
damente
1
dn
.
O passo grande L sera´ utilizado apenas para estimar o pro´ximo
passo de Cauchy, que sera´ um passo pequeno, e na˜o sera´ aplicado no
me´todo. Assim, o passo de Cauchy dado apo´s esse passo muito grande
L sera´ chamado de passo curto e denotado por  S . Ale´m disso, como
o passo curto e´ um passo de Cauchy, estara´ entre
1
dn
e
1
d1
. Podemos
utilizar ainda uma salvaguarda, ou seja, utilizar o passo  S apenas se
este for inferior ao menor passo de Cauchy ja´ calculado em todas as
iterac¸o˜es anteriores.
Vamos mostrar a seguir que o passo de Cauchy, calculado apo´s o
passo muito grande, e´, de fato, pequeno. Suponha que as componentes
|gk2 |, |gk3 |, . . . , |gkn 1| ja´ tenham sido reduzidas, que estejam pro´ximas de
zero e seja L um passo “muito grande”, ou seja, tal que
g˜i = (1  Ldi)gki ⇡  Ldigki
para todo i 2 {1, . . . , n}. Assim, o pro´ximo passo calculado pelo
me´todo de Cauchy sera´:
 C =
g˜T g˜
g˜TDg˜
=
gTD2g
gTD3g
⇡ (g
k
n)
2d2n
(gkn)
2d3n
=
1
dn
,
uma vez que as componentes |gk2 |, |gk3 |, . . . , |gkn 1| ja´ esta˜o pro´ximas de
zero e d1 e´ o menor autovalor, o que torna (gk1 )
2d21 + (g
k
n)
2d2n pro´ximo
de (gkn)
2d2n.
Observe que, a cada iterac¸a˜o k, ao calcular o passo de Cauchy  ¯Ck ,
podemos guardar o valor da multiplicac¸a˜o matricial hk = Ag¯k . Assim,
ao calcular o gradiente da func¸a˜o no ponto zk+1, na˜o precisaremos
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efetuar mais uma multiplicac¸a˜o matricial. De fato,
 ¯Ck =
g¯k
T
g¯k
g¯k Thk
zk+1 = zk    ¯Ck g¯k
g¯k+1 = Azk+1 + b = Azk    ¯Ck Ag¯k + b = g¯k    ¯Ck hk
Assim, definimos o algoritmo CS (Cauchy-short), proposto por
Gonzaga e Schneider em [10], que intercala uma quantidadem de passos
de Cauchy e uma quantidade p de passos curtos. As quantidades m e
p de passos sa˜o fixadas inicialmente. Geralmente, utilizamos m = 6
e p = 2. Ale´m disso, antes de iniciar o processo descrito, daremos
uma quantidade inicial de passos de Cauchy para reduzir as varia´veis
intermedia´rias. Para implementac¸o˜es, utilizaremos 10 passos de Cauchy
antes de iniciar o algoritmo. O passo curto, por sua vez, e´ calculado da
seguinte maneira: dada uma iterac¸a˜o k e L 2 R “muito grande”,
g˜ = (I   LA) g¯k
 S =
g˜T g˜
g˜TAg˜
(5.1)
O algoritmo CS para o problema geral (P¯ ) fica definido no Al-
goritmo 10.
De agora em diante, vamos comparar os me´todos propostos,
aplicando-os sempre no mesmo problema cuja func¸a˜o objetivo e´
f(x) =
1
2
xTDx,
com 1000 varia´veis, nu´mero de condicionamento de D igual a 1000 e
ponto inicial x0i = 1/
p
di, i = 1, . . . , 1000. Na Figura 10, observamos os
valores da func¸a˜o ao longo das iterac¸o˜es para o algoritmo CS e para o
me´todo de Barzilai-Borwein.
Para fazer uma comparac¸a˜o com a ana´lise apresentada no Cap´ıtulo
4, exibimos, na Figura 11, a sequeˆncia de passos gerada pelo me´todo CS
e as componentes |g1| e |gn| do gradiente, para o mesmo me´todo. Po-
demos perceber como o comportamento oscilato´rio foi quebrado, tanto
da sequeˆncia de passos quanto das componentes do gradiente.
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Algoritmo 10: Me´todo CS
Dados: z0 2 Rn, p inteiro, m inteiro, L 2 R “muito grande”;
g¯0 = Az0 + b;
Dar 10 passos de Cauchy;
k = 10;
enquanto ||rf¯(zk)|| 6= 0
para i = 1 : m
hk = Ag¯k ;
 ¯Ck =
g¯k
T
g¯k
g¯k Thk
;
zk+1 = zk    ¯Ck g¯k ;
g¯k+1 = g¯k    ¯Ck hk;
k = k + 1;
fim
Calcular o passo curto  S utilizando g¯k e (5.1);
para i = 1 : p
zk+1 = zk    S g¯k ;
g¯k+1 = g¯k    S g¯k ;
k = k + 1;
fim
fim
Resultado: zk
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Figura 10 – Variac¸a˜o da func¸a˜o ao longo das iterac¸o˜es nos me´todos CS
e Barzilai-Borwein na resoluc¸a˜o de um problema quadra´tico.
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Figura 11 – Componentes do gradiente em mo´dulo antes e depois do
algoritmo dar um passo pequeno.
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5.4 ME´TODO ACS
Como vimos no cap´ıtulo anterior, passos pequenos na˜o sa˜o pre-
judiciais. No algoritmo CS, a cadam passos de Cauchy, damos p passos
pequenos, que sa˜o os passos curtos. Agora, vamos propor que a cada
passo de Cauchy, um passo curto seja dado logo em seguida. Para que o
passo curto na˜o seja calculado a cada iterac¸a˜o, vamos calcula´-lo a cada
m passos de Cauchy, ou seja, calculamos um passo curto e, a cada passo
de Cauchy, damos, em seguida, esse passo curto. Faremos isso m vezes
e, assim, temos 2m iterac¸o˜es. A cada 2m iterac¸o˜es, calculamos um novo
passo curto e o repetimos p vezes. Chamaremos esse novo me´todo de
ACS (alternated Cauchy-short), que tambe´m pode ser encontrado em
[10]. Para testes computacionais, utilizamos m = 6 e p = 2.
Seja  S um passo curto. Observe que se utilizarmos esse passo,
o gradiente no novo ponto exigira´ apenas uma multiplicac¸a˜o matricial:
zk+1 = zk    S g¯k ,
g¯k+1 = Azk+1 + b = Azk + b   SAg¯k = g¯k    SAg¯k .
Assim, realizamos uma multiplicac¸a˜o matricial a cada iterac¸a˜o,
da mesma maneira que o me´todo de Cauchy. Cada passo pequeno, dado
apo´s o passo de Cauchy, sera´ considerado como uma nova iterac¸a˜o.
Na Figura 5.4 observamos os valores da func¸a˜o ao longo das
iterac¸o˜es, para o mesmo problema utilizado na sec¸a˜o anterior, para os
me´todos CS, Barzilai Borwein e ACS.
5.5 UTILIZANDO RAI´ZES DE CHEBYSHEV
No Cap´ıtulo 2, apresentamos uma maneira de calcular um con-
junto finito de k passos a serem dados pelo me´todo de ma´ximo declive,
de modo a resolver o problema quadra´tico nessas kc iterac¸o˜es. A quan-
tidade k de iterac¸o˜es e´ dada por
kc =
266666
cosh 1
✓
1
"
◆
cosh 1
✓
1 +
2
C   1
◆
377777 .
Para isso, e´ necessa´rio que d1 e dn sejam conhecidos. Calculamos
o conjunto ⇤ que possuira´ kc passos, em que cada passo  j sera´ dado
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Algoritmo 11: Me´todo ACS
Dados: z0 2 Rn, p inteiro, m inteiro, L 2 R grande;
g¯0 = Az0 + b;
Dar 10 passos de Cauchy;
k = 10;
Calcular o passo curto  S utilizando g¯k e (5.1);
enquanto ||rf¯(zk)|| 6= 0
para i = 1 : 2m
hk = Ag¯k ;
 ¯Ck =
g¯k
T
g¯k
g¯k Thk
;
zk+1 = zk    ¯Ck g¯k ;
g¯k+1 = g¯k    ¯Ck hk;
k = k + 1;
zk+1 = zk    S g¯k ; (utilizamos o passo curto  S ja´
calculado)
g¯k+1 = g¯k    S g¯k ;
k = k + 1;
fim
Calcular um novo passo curto  S utilizando g¯k e (5.1);
para i = 1 : h
zk+1 = zk    S g¯k ;
g¯k+1 = g¯k    SAg¯k ;
k = k + 1;
fim
fim
Resultado: zk
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Figura 12 – Variac¸a˜o da func¸a˜o ao longo das iterac¸o˜es nos Me´todos CS,
ACS e Barzilai-Borwein na resoluc¸a˜o de um problema quadra´tico.
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por  j = 1/xj , com xj dados por
xj =
dn   d1
2
cos
✓
1 + 2j⇡
2kc
◆
+
dn + d1
2
, para j = 1, . . . , kc. (5.2)
Vale ressaltar que esses kc passos podem ser dados em qualquer
ordem. Desse modo, podemos procurar a melhor maneira de ordena´-los.
Uma sugesta˜o e´: a cada iterac¸a˜o, calcula-se o passo que seria dado no
me´todo de Barzilai-Borwein e, escolhe-se, dentre os passos do conjunto
⇤, aquele que seja o mais pro´ximo do passo de BB; retirando o passo
escolhido do conjunto ⇤. Desse modo, os passos utilizados sa˜o passos
calculados atrave´s das ra´ızes do polinoˆmio de Chebyshev na ordem
determinada pelo algoritmo de Barzilai-Borwein. Vamos apresentar o
algoritmo para o caso em que d1 e dn sa˜o conhecidos apenas para a
ana´lise do desempenho.
Algoritmo 12: Me´todo Barzilai-Borwein com polinoˆmio de
Chebyshev
Dados: z0 2 Rn, 0 2 Rn, d1, dn
g¯0 = Az0 + b;
z1 = z0    0g¯0;
g¯1 = Az1 + b;
k = 1;
Calcular ⇤; (conjunto de passos calculados por ra´ızes de
Chebyshev utilizando o processo descrito em (5.2)).
enquanto ||rf¯(zk)|| 6= 0
 z = zk   zk 1;
 g = g¯k   g¯k 1 ;
 BBk =
 zT z
 gT z
;
Escolher o passo  j 2 ⇤ mais pro´ximo a  BBk e retira´-lo
do conjunto ⇤;
zk+1 = zk    j g¯k ;
g¯k+1 = Azk+1 + b;
k = k + 1;
fim
Resultado: zk
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No exemplo apresentado na Figura 13, que utilizaremos apenas
para esta sec¸a˜o, podemos observar a melhora no comportamento do
algoritmo de ma´ximo declive utilizando a reordenac¸a˜o dos passos des-
crita acima. Nesse exemplo, a func¸a˜o objetivo e´ f(x) =
1
2
xTDx, com
1000 varia´veis, o nu´mero de condicionamento de D e´ igual a 1000 e o
ponto inicial e´ x0i = 1/
p
di, i = 1, . . . , 1000. Neste caso, o conjunto ⇤
possui 193 tamanhos de passo. Chamaremos o algoritmo que utiliza os
passos do conjunto ⇤ em ordem crescente de Chebyshev.
Figura 13 – Variac¸a˜o da func¸a˜o ao longo das iterac¸o˜es nos me´todos
Barzilai-Borwein, Chebyshev, Barzilai-Borwein Chebyshev e Gradien-
tes conjugados na resoluc¸a˜o de um problema quadra´tico.
Note que, apesar de ambos os algoritmos, Chebyshev e Barzilai-
Borwein Chebyshev, terem resolvido o problema com a mesma quan-
tidade de iterac¸o˜es (193), o algoritmo Barzilai-Borwein Chebyshev se
aproxima da soluc¸a˜o mais cedo do que o algoritmo Chebyshev. Uma
vantagem de se utilizar ra´ızes do polinoˆmio de Chebyshev calculado uti-
lizando o valor de C e´ que |xki | < "|x0i | para todo k, ou seja, o me´todo
provoca uma reduc¸a˜o da func¸a˜o na direc¸a˜o dada por cada autovetor de
A.
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5.6 ME´TODO CS COM POLINOˆMIO DE CHEBYSHEV
Utilizaremos, agora, o mesmo processo apresentado na sec¸a˜o an-
terior aplicando-o ao me´todo CS. Suponha que d1 e dn sejam conheci-
dos. Assim, e´ poss´ıvel calcular o conjunto ⇤ de passos relacionados a`s
ra´ızes do polinoˆmio de Chebyshev de ordem k. O novo algoritmo segue
o mesmo padra˜o do algoritmo CS, entretanto, tanto os passos de Cau-
chy quanto os passos curtos sera˜o substitu´ıdos pelos passos do conjunto
⇤ mais pro´ximos a eles. Ale´m disso, os passos do conjunto ⇤ sera˜o uti-
lizados apenas uma vez, ou seja, apo´s o passo  j do conjunto ⇤ ser
escolhido, o mesmo sera´ exclu´ıdo do conjunto ⇤ para que na˜o seja utili-
zado novamente. Estamos supondo que d1 e dn sa˜o conhecidos apenas
para a ana´lise do desempenho do algoritmo. Posteriormente, apresen-
taremos um me´todo adaptativo que utilizara´ ra´ızes de polinoˆmios de
Chebyshev sem o conhecimento inicial dos autovalores de A.
O me´todo CS utilizando ra´ızes do polinoˆmio de Chebyshev esta´
definido no Algoritmo 13.
Na Figura 5.6 podemos observar o desempenho dos algoritmos
ao resolverem o mesmo problema.
5.6.1 Me´todo CS com polinoˆmio de Chebyshev adaptativo
Como, na pra´tica, na˜o sabemos o nu´mero de condicionamento
de A, vamos utilizar um processo adaptativo no me´todo CS Chebyshev
para obter uma aproximac¸a˜o dos valores de d1 e dn e, assim, calcu-
lar o conjunto ⇤ de passos calculados atrave´s das ra´ızes do polinoˆmio
de Chebyshev. Assim como nos outros me´todos, fazemos algumas
iterac¸o˜es iniciais com passos de Cauchy para reduzir as varia´veis in-
termedia´rias. Calculamos, enta˜o, um passo curto  S para aproximar o
valor de 1/dn e faremos u = (1, 2)
1
 S
. Fazemos, enta˜o, l = u/100 para
aproximar d1. Assim, temos uma aproximac¸a˜o inicial l de d1 e u de dn.
A cada iterac¸a˜o, caso tenhamos uma melhor aproximac¸a˜o para d1 ou
dn, ou seja, se obtivermos algum passo de Cauchy  Ck tal que 1/ 
C
k > u
ou 1/ Ck < l, atualizamos os valores de u ou l multiplicando u por 1,2
ou dividindo l por 4. Essa atualizac¸a˜o tambe´m sera´ feita utilizando a
mesma comparac¸a˜o para o passo curto  S . Se os valores de u ou l forem
atualizados, constru´ımos um novo conjunto ⇤ de ra´ızes de polinoˆmio
de Chebyshev relacionado com o novo valor aproximado do nu´mero de
condicionamento de A, ou seja, com o valor (C˜) =
u
l
.
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Algoritmo 13: Me´todo CS com polinoˆmio de Chebyshev
Dados: z0 2 Rn, p inteiro, m inteiro, L 2 R “muito
grande”; d1, dn;
g¯0 = Az0 + b;
Dar 10 passos de Cauchy iniciais;
k = 10;
Calcular ⇤ utilizando C = dn/d1; (conjunto de passos
calculados por ra´ızes de Chebyshev)
enquanto ||rf¯(zk)|| 6= 0
para i = 1 : m
hk = Ag¯k ;
 ¯Ck =
g¯k
T
g¯k
g¯k Thk
;
Escolher o passo  j 2 ⇤ mais pro´ximo a  ¯Ck e
retira´-lo do conjunto ⇤;
zk+1 = zk    j g¯k ;
g¯k+1 = g¯k    jhk;
k = k + 1;
fim
Calcular o passo curto  S utilizando g¯k e (5.1);
para i = 1 : h
Escolher o passo  j 2 ⇤ mais pro´ximo a  S e
retira´-lo do conjunto ⇤;
zk+1 = zk    j g¯k ;
g¯k+1 = g¯k    jAg¯k ;
k = k + 1;
fim
fim
Resultado: zk
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Figura 14 – Variac¸a˜o da func¸a˜o ao longo das iterac¸o˜es nos me´todos
Barzilai-Borwein, CS, ACS e CS com Chebyshev na resoluc¸a˜o de um
mesmo problema quadra´tico.
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Observe que, se o nu´mero de condicionamento aproximado por
C˜ = u/l for maior do que o nu´mero de condicionamento verdadeiro, o
conjunto ⇤, calculado com base no nu´mero de condicionamento aproxi-
mado, possuira´ mais passos do que o caso em que utilizamos o nu´mero
de condicionamento verdadeiro. Se o conjunto ⇤ possuir mais passos do
que a quantidade necessa´ria, tal excesso na˜o sera´ prejudicial. Devemos
nos preocupar quando o conjunto ⇤, calculado com o valor aproxi-
mado do nu´mero condicionamento C˜, possuir menos passos do que o
necessa´rio. Se isso acontecer, constru´ımos o conjunto ⇤ novamente,
utilizando o u´ltimo valor aproximado C˜. A seguir, apresentamos a sub-
rotina utilizada para atualizac¸a˜o dos valores de ui e li, que na˜o sera´
explicitada nos pro´ximos algoritmos.
Algoritmo 14: Processo adaptativo para aproximac¸a˜o do
nu´mero de condicionamento da A
Dados:  k, li, ui, para algum i;
se
1
 k
< li
li+1 =
li
4
; ui+1 = ui; i+ 1;
fim
se
1
 k
> ui
ui+1 = (1, 2)ui; li+1 = li; i+ 1;
fim
se l ou u foram atualizados
Calcular ⇤ usando ui e li;
fim
Este processo adaptativo tambe´m sera´ utilizado para os passos
curtos. O me´todo CS com polinoˆmios de Chebyshev com o processo
adaptativo fica definido no Algoritmo 15.
Na Figura 15, utilizamos o me´todo CS com polinoˆmio Chebyshev
adaptativo para resolver o mesmo problema que foi utilizado para testar
os algoritmos anteriores.
5.7 ME´TODO ACS COM POLINOˆMIO DE CHEBYSHEV
Utilizaremos, agora, a te´cnica de retirar passos de um conjunto
finito ⇤, calculado atrave´s das ra´ızes do polinoˆmio de Chebyshev, apli-
cada ao me´todo ACS.
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Algoritmo 15: Me´todo CS com polinoˆmio de Chebyshev
adaptativo
Dados: z0 2 Rn, p inteiro, m inteiro, L 2 R “muito grande”;
g¯0 = Az0 + b;
Dar 10 passos de Cauchy iniciais;
k = 10;
Calcular o passo curto  S utilizando g¯k ;
u1 = (1, 2)
1
 S
; l1 = u1/100;
Calcular ⇤ utilizando C =
u1
l1
;
enquanto ||rf¯(zk)|| 6= 0
para i = 1 : m
hk = Ag¯k ;
 ¯Ck =
g¯k
T
g¯k
g¯k Thk
;
Escolher o passo  j 2 ⇤ mais pro´ximo a  ¯Ck e
retira´-lo do conjunto ⇤;
zk+1 = zk    j g¯k ;
g¯k+1 = g¯k    jhk;
k = k + 1;
fim
Calcular o passo curto  S utilizando g¯k ;
Verificar se e´ poss´ıvel atualizar os valores de ui e li;
para i = 1 : p
Escolher o passo  j 2 ⇤ mais pro´ximo a  S e
retira´-lo do conjunto ⇤;
zk+1 = zk    j g¯k ;
g¯k+1 = g¯k    j g¯k ;
k = k + 1;
fim
fim
Resultado: zk
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Figura 15 – Variac¸a˜o da func¸a˜o ao longo das iterac¸o˜es nos me´todos
Barzilai-Borwein, CS, ACS, CS Chebyshev, CS Chebyshev adaptativo
na resoluc¸a˜o de um mesmo problema quadra´tico.
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Vamos supor, inicialmente, que o maior e o menor autovalores
de A sejam conhecidos. O algoritmo e´ semelhante ao me´todo ACS,
entretanto, para cada passo de Cauchy  ¯Ck e curto  
S , iremos escolher
os passos no conjunto ⇤ mais pro´ximos e retira´-los do conjunto ⇤ para
que na˜o sejam utilizados novamente (Algoritmo 16).
Novamente, na Figura 16 apresentamos o desempenho do me´todo
ACS com polinoˆmio de Chebyshev para o mesmo problema quadra´tico
utilizado nos algoritmos anteriores.
Figura 16 – Me´todos Barzilai-Borwein, CS, ACS, CS Chebyshev, CS
Chebyshev adaptativo e ACS Chebyshev para um mesmo problema
quadra´tico.
5.7.1 Me´todo ACS com polinoˆmio de Chebyshev adaptativo
Novamente, como na˜o sabemos os autovalores de A, vamos uti-
lizar o processo adaptativo apresentado na sec¸a˜o 5.6.1, agora no algo-
ritmo ACS com polinoˆmio de Chebyshev. Assim, obtemos o Algoritmo
17.
Na Figura 17 apresentamos o me´todo ACS com polinoˆmio de
Chebyshev adaptativo aplicado ao mesmo problema que foi utilizado
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Algoritmo 16: Me´todo ACS com polinoˆmio de Chebyshev
Dados: z0 2 Rn, p inteiro, m inteiro, L 2 R “muito
grande”, d1, dn;
g¯0 = Az0 + b;
Dar 10 passos de Cauchy iniciais;
k = 10;
Calcular ⇤ utilizando C =
d1
dn
; (conjunto de passos
calculados por ra´ızes de Chebyshev)
Calcular o passo curto  S utilizando g¯k ;
enquanto ||rf¯(zk)|| 6= 0
para i = 1 : 2m
hk = Ag¯k ;  ¯Ck =
g¯k
T
g¯k
g¯k Thk
;
Escolher o passo  j 2 ⇤ mais pro´ximo a  ¯Ck e
retira´-lo do conjunto ⇤;
xk+1 = xk    j g¯k ;
g¯k+1 = g¯k    jhk;
k = k + 1;
Escolher o passo  j 2 ⇤ mais pro´ximo a  Sk e
retira´-lo do conjunto ⇤;
xk+1 = xk    j g¯k ;
g¯k+1 = g¯k    jAg¯k ;
k = k + 1;
fim
Calcular o passo curto  S utilizando g¯k ;
para i = 1 : p
hk = Ag¯k ;
Escolher o passo  j 2 ⇤ mais pro´ximo a  S e
retira´-lo do conjunto ⇤;
zk+1 = zk    j g¯k ;
g¯k+1 = g¯k    jAg¯k ;
k = k + 1;
fim
fim
Resultado: zk
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Algoritmo 17: Me´todo ACS com polinoˆmio de Chebyshev
adaptativo
Dados: z0 2 Rn, p inteiro, m inteiro, L 2 R “muito grande”;
g¯0 = Az0 + b;
Dar 10 passos de Cauchy iniciais;
k = 10;
Calcular o passo curto  S utilizando g¯k e (5.1);
u1 = (1, 20
1
 S
; l1 =
u1
100
;
Calcular ⇤ utilizando C =
u1
l1
;
enquanto ||rf¯(zk)|| 6= 0
para i = 1 : 2m
hk = Ag¯k ;
 ¯Ck =
g¯k
T
g¯k
g¯k Thk
;
Escolher o passo  j 2 ⇤ mais pro´ximo a  ¯Ck e
retira´-lo do conjunto ⇤;
zk+1 = zk    j g¯k ;
g¯k+1 = g¯k    jhk;
k = k + 1;
Verificar se e´ poss´ıvel atualizar os valores de ui e li;
Escolher o passo  j 2 ⇤ mais pro´ximo a  Sk e
retira´-lo do conjunto ⇤;
zk+1 = zk    j g¯k ;
g¯k+1 = g¯k    jAg¯k ;
k = k + 1;
fim
Calcular o passo curto  S utilizando g¯k ;
Verificar se e´ poss´ıvel atualizar os valores de ui e li;
para i = 1 : p
hk = Ag¯k ;
Escolher o passo  j 2 ⇤ mais pro´ximo a  S e
retira´-lo do conjunto ⇤;
zk+1 = zk    j g¯k ;
g¯k+1 = g¯k    jAg¯k ;
k = k + 1;
fim
fim
Resultado: zk
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nos exemplos anteriores.
Na Figura 18, apresentamos o desempenho dos me´todos propos-
tos (sem o conhecimento dos autovalores de A), comparando-os com o
me´todo SDA, Barzilai-Borwein e gradientes conjugados.
Figura 17 – Variac¸a˜o da func¸a˜o ao longo das iterac¸o˜es nos me´todos
Barzilai-Borwein, CS, ACS, CS Chebyshev, CS Chebyshev adapta-
tivo, ACS Chebyshev e ACS Chebyshev adaptativo na resoluc¸a˜o de
um mesmo problema quadra´tico.
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Figura 18 – Variac¸a˜o da func¸a˜o ao longo das iterac¸o˜es nos me´todos
Barzilai-Borwein, CS, ACS, CS Chebyshev adaptativo, ACS Chebyshev
adaptativo, SDA e gradientes conjugados na resoluc¸a˜o de um mesmo
problema quadra´tico.
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5.8 TESTES COMPUTACIONAIS
Para fazer uma comparac¸a˜o entre os me´todos, implementamos,
em MATLAB R , os seguintes algoritmos:
(i) Barzilai-Borwein, Algoritmo 6;
(ii) SDA, Algoritmo 9;
(iii) CS, Algoritmo 10;
(iv) ACS, Algoritmo 11;
(v) CS com Chebyshev adaptativo, Algoritmo 13.
Utilizamos 120 problemas quadra´ticos simplificados, com func¸a˜o
objetivo dada por
f(x) =
1
2
xTDx
com 1000 varia´veis, em que D e´ uma matriz diagonal cujos elementos
da diagonal, d1, . . . , dn satisfazem 0 < d1 < . . . < dn. Cada con-
junto de 30 problemas possui uma distribuic¸a˜o diferente de autovalo-
res. Dentre os 30 problemas de cada tipo de distribuic¸a˜o, 10 problemas
possuem nu´mero de condicionamento C = 1000, outros 10 problemas
possuem nu´mero de condicionamento C = 10000, e os u´ltimos 10 pos-
suem nu´mero de condicionamento C = 100000. Em todos os casos,
o ponto inicial escolhido foi x0i = 1/
p
di. As distribuic¸a˜o utilizadas
foram: uniforme, logar´ıtmica e senoidal. Ale´m disso, utilizamos uma
distribuic¸a˜o na qual ha´ muitos autovalores grandes e muitos autovalo-
res pequenos, pore´m, existem alguns autovalores pro´ximos de
d1 + dn
2
.
Na Figura 19 apresentamos um exemplo de cada distribuic¸a˜o para o
problema de 1000 varia´veis em que o condicionamento de D e´ 1000.
No eixo horizontal, representamos o ı´ndice do autovalor e, no vertical,
representamos o valor de cada autovalor.
Utilizamos um gra´fico de perfil de desempenho, como proposto
em [15], comparando a quantidade de iterac¸o˜es que cada algoritmo
necessitou para resolver cada problema, utilizando como crite´rio de
parada
f(xk)  f(x⇤)  "(f(x0)  f(x⇤))
em que f(x⇤) = 0 e " = 10 10.
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Figura 19 – Distribuic¸a˜o dos autovalores de D nos problemas utilizados
nos testes computacionais.
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Figura 20 – Gra´fico de perfil de desempenho dos me´todos propostos
juntamente com o me´todo de Barzilai-Borwein.
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Com esses testes, conclu´ımos que o algoritmo ACS supera os
outros algoritmos propostos e do me´todo de Barzilai-Borwein tanto
em eficieˆncia quanto em robustez. Ale´m disso, o algoritmo CS com
polinoˆmio de Chebyshev que utiliza o processo adaptativo para os au-
tovalores de A tambe´m exibe um desempenho relevante.
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CONCLUSA˜O
Neste trabalho apresentamos o me´todo de ma´ximo declive e pro-
vamos a convergeˆncia global. Enunciamos o me´todo de ma´ximo declive
com busca exata para problemas de minimizac¸a˜o quadra´tica, o qual
chamamos de me´todo de Cauchy. Realizamos, ainda, uma mudanc¸a
de varia´vel no problema quadra´tico geral, o que contribuiu para uma
ana´lise simplificada do comportamento oscilato´rio do me´todo, reali-
zada no Cap´ıtulo 4. Mostramos o desempenho do me´todo de Cauchy
no pior caso poss´ıvel e enunciamos resultados de complexidade para
outros me´todos. Apresentamos um me´todo que utiliza ra´ızes de um
polinoˆmio de Chebyshev, proposto em [9], que adaptamos para ser uti-
lizado nos me´todos que foram propostos neste trabalho e em [10].
Com o me´todo de Barzilai-Borwein, e algumas variantes, apre-
sentados no Cap´ıtulo 3, vimos que alguns me´todos com busca linear
na˜o exata e na˜o mono´tonos podem ser eficientes para problemas de mi-
nimizac¸a˜o quadra´tica, pois na˜o geram um comportamento oscilato´rio,
frequentemente observado no me´todo de Cauchy. Assim, passamos a
nos preocupar em entender as propriedades do me´todo de Cauchy para,
possivelmente, propor uma maneira eficiente de quebrar esse compor-
tamento oscilato´rio, pore´m, procurando manter a monotonicidade do
me´todo.
Desse modo, no Cap´ıtulo 4 apresentamos uma ana´lise detalhada
sobre o comportamento do gradiente da func¸a˜o objetivo bem como da
sequeˆncia de passos calculados no me´todo de Cauchy. Vimos que o
me´todo de Cauchy converge para uma busca linear no subespac¸o bi-
dimensional gerado pelos autovetores correspondentes ao menor e ao
maior autovalor da matriz A do problema quadra´tico. Com isso, per-
cebemos que os passos de Cauchy sa˜o, geralmente, intermedia´rios, por-
tanto, na˜o sa˜o eficientes para diminuir varia´veis leves e pesadas, pois
convergem para dois valores fixos. Essa ana´lise, bem como o me´todo
SDA, proposto por De Asmundis et al [5], nos permitiram encontrar
uma maneira eficiente de calcular passos pequenos que, na verdade,
tambe´m sa˜o passos de Cauchy, pore´m, obtidos apo´s um passo muito
grande, que na˜o e´ realizado.
Enfim, apresentamos novos algoritmos no Cap´ıtulo 5. Utilizamos
passos de Cauchy para uma quantidade m de iterac¸o˜es e passos curtos,
para outras p iterac¸o˜es no me´todo de ma´ximo declive e chamamos este
me´todo de CS. Sugerimos, tambe´m, que um passo pequeno fosse dado
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com mais frequeˆncia, a cada duas iterac¸o˜es, o que caracterizou o me´todo
ACS. Para ambos os me´todos, sugerimos uma adaptac¸a˜o que utiliza
ra´ızes de um polinoˆmio de Chebyshev, primeiramente calculado com o
conhecimento do maior e do menor autovalor de A, apenas para ana´lise
de desempenho, e, em seguida, calculado com o aux´ılio de um processo
adaptativo para aproximac¸a˜o do maior e do menor autovalor. Todos
os algoritmos citados tambe´m foram propostos em [10].
Para finalizar, realizamos alguns testes computacionais e apre-
sentamos um gra´fico de perfil de desempenho para os me´todos propos-
tos em comparac¸a˜o com o me´todo de Barzilai-Borwein. Constatamos
que os me´todos propostos tiveram bom desempenho, semelhante ao
Barzilai-Borwein. Destacaram-se, entre eles, os me´todos ACS e CS
com polinoˆmio de Chebyshev adaptativo.
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