マルチタスク OS オ モチイタ イメージング リオメータ セイギョブ ノ カイハツ by 菊池 雅行 et al.
研究ノト
Scientiﬁc Note
マルチタスクOSを用いたイメジングリオメタ制御部の開発
菊池雅行1山岸久雄1
Development of the imaging riometer control system on a
multi-task operating system
Masayuki Kikuchi1 and Hisao Yamagishi1
Abstract: We have developed a controller for the imaging riometer running on
a multi-task operating system. Beam scanning and data sampling of the system are
controlled by the interrupt handler triggered by an external cyclic signal. We can
monitor the condition of the system and obtain data from a remote station even
while the system is busy for observation, because the system runs on a multi-task
operating system. In this paper, we describe the performance of the system and
some results of task delay measurement when the CPU is under a heavy load. The
measured task delay for cyclic signals was within 30 ms, which is negligible for data
sampling period (12.5 ms) and beam scanning (125 ms) period. These results show
that the system can control beam scanning and data sampling under a heavy CPU
load.
要旨 我はマルチタスクOS上で動作するイメジングリオメタコントロ
ラを開発したこのコントロラは 125 msの外部入力周期信号を基準として割込
ハンドラ内のソフトウェア処理によってビム掃引 キャリブレション デタ
サンプリングの計測動作を実行する システムはマルチタスクOSの特性を生か
し 計測と同時に TCP/IP経由による動作モド制御 監視が可能である また
冷却ファンディスクモタを排した設計としたため 対障害性低温動作特性
に優れている 本論文ではこのデタコントロラの概要と マルチタスクOS使
用時に問題となる 高負荷時に発生する動作遅延の評価結果について述べる この
計測の結果 我のシステムにおける高負荷時の動作遅延は 30 ms以下であること
が分かった この値は基準周期信号 125 ms及びサンプリング周期 12.5 msに比較し
て十分小さい値であり 本システムはマルチタスク環境下においても他のタスクに
影響されることなく 高精度なビム制御が可能であることが確認された
1. はじめに
銀河電波雑音吸収 (Cosmic Noise Absorption; CNA)を測定するリオメタ (Riometer; Rel-
ative Ionospheric Opacity Meter) 装置は 古くから電離層への降下粒子の観測手段として用
いられてきた 1970年代末 Nielsenは それまで天頂付近一点の観測であった CNA観測
を アレイアンテナによって作り出した 4本のビムを持つリオメタ マルチビムリオ
メタ で行った 彼はオロラ粒子に伴う数 10 keVの粒子の降下領域が 電離層高度にお
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いて数 10 km以下に局在化する場合があることをこの観測により示した (Nielsen, 1980) そ
の後 山岸らは ビムパタンを一次元方向に掃引する走査型リオメタを開発し この
装置によって 1985年から昭和基地において観測を開始した 山岸菊池 1989 その後
Rosenbergらにより アレイアンテナとバトラマトリクス (Butler and Lowe, 1961)を採用
したビム掃引の二次元化が試みられた Rosenbergらはこの装置をイメジングリオメ
タ 略称 IRIS と名付けている (Detrick and Rosenburg, 1990) その後山岸らはRosenberg
らの IRIS (77 array)に比較して細かい空間分解能 (88 array)を持つ IRISを開発し 地
磁気共役点であるアイスランド 1990年 と昭和基地 1992年 に設置し観測を開始した
山岸ら 1992; 佐藤ら 1992 この観測は現在も継続している
昭和基地及びアイスランドで稼働している IRISは非常に安定に稼働している しかし現
行システムは観測中にネットワク経由でデタを配信することが出来ない このため宇宙
天気予報に代表される近年のデタ流通の即時化要求に対応できない また使用しているコ
ントロル PCが現在入手困難となりつつあるタイプであるため 予備品の供給が難しいと
いう問題がある 我はこの問題を解決するために 現時点で一般的な PC-AT互換機上で
動作するイメジングリオメタ制御装置を開発した この制御装置はマルチタスクリア
ルタイムOSである RT-Linux (Barabanov and Yodaiken, 1996)上で動作するため ビム掃
引のような実時間動作に制限のある処理 リアルタイム処理 とデタ表示伝送のタスク
を同時に独立なプロセスとして行うことが可能である さらに筐体からモタを排した設計
となっているため 機械故障の要因が無い 本論文ではこの装置の概要と 本システムで採
用したアルゴリズムの限界使用速度の評価を行った結果について述べる
2. システム設計の方針と実装
部品供給の期間が限られる極地観測において 機器の耐久性は安定なデタを取得する上
で本質的に重要である 今回のコントロラ作成において 我はハドディスク 電源
ファン CPUクラなどのモタ可動部を排除することを方針としたこれら可動部を持
つ部品は 過去の昭和基地の観測においてしばしば故障の原因となっている 本システムで
は工業機器の内部に組み込んで使用するファンレスタイプの筐体 (Contec社製 IPC-BX/
M600(PCW)CP200)とフラッシュロムを使用したシリコンディスク (Contec社製 PC-SDD
1000H)の組み合わせを使用するハドウェア構成を図 1にスキャンコントロル用パラ
レルポトピンアサインを表 1に示す またアナログデタ入力ピンアサインを表 2に示
す
ビム掃引及びデタサンプルのタイミングは ADボドの上に設けられたタイマを
用いて周期的に生成された信号を基準とする この周期信号を割込信号に用い 割込ハンド
ラの中でAD変換のスタト ビムステップ出力 ADボドのリセットのハドウェ
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図 1 ハドウェア構成図 点線で囲んだ部分が今回開発した部分となる
Fig. 1. Block diagram of hardware. We have developed the section in the dashed box.
表 1 パラレルポトのピンアサイン
Table 1. Pin assignment of parallel output port.
1 CRS Bit 3 [IN] 7 Cal Bit 1
2 Scan Bit 0 [OUT] 8 Cal Bit 2
3 Scan Bit 1 [OUT] 9 Handler status (H: Hadler active) [OUT]
4 Scan Bit 2 [OUT] 1017 N/A [IN]
5 Cal status (H: On L: O#) [OUT] 1825 GND
6 Cal Bit 0
表 2 アナログ入力端子のピンアサイン
Table 2. Pin assignment of AD input port.
1 Analog Input 0 11 Analog Input 5
2 Analog Input 0 12 Analog Input 5
3 Analog Input 1 13 Analog Input 6
4 Analog Input 1 14 Analog Input 6
5 Analog Input 2 15 Analog Input 7
6 Analog Input 2 16 Analog Input 7
7 Analog Input 3 17 N/A
8 Analog Input 3 18 N/A
9 Analog Input 4 19 5V from PC
10 Analog Input 4 2036 Analog ground, 37 digital ground
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ア処理を行う ハドウェア制御部はこのように外部信号を基準として動作するため CPU
が他のタスクに時間を割いている間でも周期的な動作が可能となる 我の IRISは全点を
1秒 または 4秒で掃引する デタは各ビムに対して 10点のサンプリングを行い 1秒
掃引の場合 サンプリング周期 12.5 ms このうち中心部分の 5点の平均値を各ビムに対
する出力としている ADボドの中にはトグルバッファがあり それぞれ 8秒間のデタ
をバッファリングする バッファがフルの状態になった際にはADボドよりメッセジ終
了割込 End of Message interrupt: EOM割込 が発生する この時 次のサンプリング開始
までの 12.5 ms以内にハンドラ内部でデタバッファ切り替えを行う必要がある これら
の動作タイミングを図 2に示す
多くの観測において デタに対する時刻付けは十分な検討が必要となる点である デ
タの時刻間隔が今回の場合最低 1秒であることから 本システムにおいて時刻はバッファフ
ラッシュ時の EOM割込の生じた時刻を OSの時刻情報をms単位まで使用してデタに付
与するより高精度な 1PPSに同期した動作を行うことも可能であるが今回そのような制御
は行わない OSの時刻は ロカルエリアネットワク上で時刻を配信するプロトコル
(Network Time Protocol: NTP)を利用して校正する この時刻自体は ネットワク上にあ
るGPSを用いた通常複数のタイムサバによって管理されている プログラム起動直後と
正時には 8段階のキャリブレションコントロル信号を出力する 現在キャリブレ
ション中であることと そのキャリブレションレベルはデタ中のステタス領域に記録
される
今回使用したOSであるRT-Linuxは Linus Torvaldsが 1991年に開発したUnix系 OSで
ある Linuxに Victor Yodaiken がリアルタイムスケジュラ機能を付加したOSである
(Barabanov and Yodaiken, 1996) Linux のカネルソスにパッチを当て タスクスケ
ジュラの一部を書き換えることで通常の Linuxには無いリアルタイムAPI (Application
Program Interface)が使えるようになっている 拡張 APIの中には 割り込みハンドラの登
録 削除 リアルタイムスレッドの作成 削除 ユザプロセスとの通信に用いる FIFO
(ﬁrst-in-ﬁrst-out)論理デバイスの作成 削除 が含まれる 本システムではマルチタスクOS
の特徴を生かし デタ取得部と表示 通信制御部を分離している 図 3 デタ取得部は
デバイスドライバとデタ取得バックグラウンドプロセスからなり このバックグラウンド
プロセス デモンプロセス	 Daemon process は電源投入後自動起動される デモンプ
ロセスは一時間ごとに観測デタをWekHHMMSS.datという名前で作成する このため一
週間後には同じデタ名のデタが作成されることとなり 最大一週間分のデタのみが循
環的に保存される この仕組みでハドディスクのデタあふれを防止する 作成中のファ
イル名は 名前の固定されたファイル /home2/DATA/Active アナウンスファイル の中に
書かれており 他のプロセスはこのファイルにアクセスすることで現在作成されているファ
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イルを知ることが出来る 表 3にデタ取得デモンの作成するデタ形式をに示す デ
タはすべてリトルエンディアン Intel形式 である ADデタの入力レンジとデジタル値
は 10.000 V [0000]9.99970 V [FFFF]に対応し 電圧換算式は
Valtage (V) Digit	20
65536
10
である 作成されたデタは TCP/IP (Transmission Control Protocol/Internet Protocol)あ
るいはUUCP (Unix to Unix Copy)などの適切なプロトコルを用いて国内に転送する 通常
は一日に一度サマリファイルを作成
送付するように運用を行う
本システムに付属するクイックルック (QL)システムは 原則として現地のオペレタ
が機器の正常な動作を確認するためのものである QLプロセスは アナウンスファイルに
書かれた現在作成中のファイルをオプンして図形表示を行う このように収録部と表示部
をファイルで分離しているため QLタスクを制御 PCと同じ筐体 あるいはNFS (Network
File System) などにより別の PCからネットワク経由で動作する のどちらでも実装する
ことが出来る 表示部は使用者の好みが反映される部分であるが このようにファイル構造
でインタフェスを切っておくことで QLプログラムをハドウェア制御の開発とは別
のチムでの開発することが容易となる
図 3 ソフトウェア構成図 デタ取得 表示 伝送をそれぞれ別プロセスとして分離している
Fig. 3. Block diagram of software. A set of control processes, a data display process and communica-
tion processes are designed independently on the multi-task operating system.
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3. ビム掃引クロックに対する動作遅延量の評価
本システムは ビム掃引とADボドのバッファリング制御を 外部周期割込とデタ
バッファからの EOM割込によって制御している マルチタスクOSの場合 ディスクへの
アクセスあるいは無限ルプ処理などの負荷の高い処理を行っている最中に しばしば実時
間に制約のある処理 リアルタイム処理 が中断してしてしまう場合がある たとえば本シ
ステムの場合 EOM割込処理に対処する時間がサンプリング周波数 12.5 msを越えると次
の周期のサンプリングを開始することが出来なくなるためデタの取りこぼしが生じる ま
た この遅延が周期割り込みのタイミングに比較して無視できない量の場合 外部クロック
によって指定される 125 msの周期に対して 実際のビム掃引はジッタを持つことになる
これらの理由から 外部割込信号に対して実際の動作が実行されるまでの遅延時間の評価
は 周期的動作を持つマルチタスクシステムを構築する際には 重要なポイントとなる 今
回 開発環境での動作遅延時間の評価を以下の方法で行った なお 今回測定に使用した開
発環境では デタの記録にシリコンディスクではなく通常の回転式ハドディスクを用い
ている 図 4
1) 周期割り込み信号を取り出し オシロスコプのトリガとして使用する
表 3 ファイルデタフォマット このファイルは 8秒ごとに追記更新される クイックルック
プロセスはファイルのデタを表示する
Table 3. Data format on the ﬁle system. This ﬁle is renewed every 8 s adding new data and the QL
process reads the data of the ﬁle.
UT0 UT1 UT2 UT3 MS0 MS1 CAL1 CAL2
Pad0 Pad1 Pad2 Pad3 Pad4 Pad5 Pad6 Pad7
CH0#0 CH1#0 CH2#0 CH3#0 CH4#0 CH5#0 CH6#0 CH7#0
CH0#1 CH1#1 CH2#1 CH3#1 CH4#1 CH5#1 CH6#1 CH7#1
CH0#2 CH1#2 CH2#2 CH3#2 CH4#2 CH5#2 CH6#2 CH7#2
CH0#3 CH1#3 CH2#3 CH3#3 CH4#3 CH5#3 CH6#3 CH7#3
CH0#4 CH1#4 CH2#4 CH3#4 CH4#4 CH5#4 CH6#4 CH7#4
CH0#5 CH1#5 CH2#5 CH3#5 CH4#5 CH5#5 CH6#5 CH7#5
CH0#6 CH1#6 CH2#6 CH3#6 CH4#6 CH5#6 CH6#6 CH7#6
CH0#7 CH1#7 CH2#7 CH3#7 CH4#7 CH5#7 CH6#7 CH7#7
UT1 UT2 UT2 UT4 MS1 MS2 CAL1 CAL2
       
UT0UT3 観測ユニックス時刻 (4 byte, unsigned long)
MS0MS1 観測ミリ秒 (2 byte, unsigned short)
CAL1, 2 校正ステタス (2 byte, unsigned short 0: cal o#, 1: cal on)
Pad0Pad7 Padding (reserved)
CHn#m AD入力チャンネル nのm番目のデタ
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2) 周期割り込み処理ルチンの冒頭で パラレルポトの特定ビットを 1にする
3) 処理ルチンの終了時に そのビットを 0にする
これらを行うことで割り込み信号に対する処理ルチンの開始までの遅延時間 T1と 実際
の処理が終了するまでの時間 T2を可視化することが出来る T0T1は割り込み発生時での
CPUへの負荷とOS固有のハンドラ起動の実装方法 及び CPUクロックに大きく依存す
る また T1T2は割り込みハンドラ内のステップ数と CPUクロックに大きく依存す
る
無限ルプ計算処理とディスク書き込みの 2種類の負荷をかけた場合に それぞれ上記遅
延量の計測を行ったこの結果どちらの場合でも T0T1は 5 ms20 msの範囲また T0
T2も 30 ms以内であった このことから CPUに過大な負荷が生じている場合でも 今回の
制御方式の元での動作遅延は ビム周期 125 msやサンプリング周波数 12.5 msに比較して
全く影響が無いレベルであることが分かる
4. より安定なシステムのために
4.1. ハドウェア
観測装置の制御部の設計において 家電 工業製品 あるいは人工衛星などで用いられて
いるいわゆる組み込み機器の設計方針は非常に参考となる ハドウェア的に見た組込機器
図 4 遅延測定方法 (a)と観測波形の模式図 (b) 周期信号の開始基準時刻を T0 割込ハンドラ
が動作開始する時刻が T1,ハンドラの終了時刻が T2となる CPUに負荷を掛けた状態で
あっても T2T0は 30 ms以下であった
Fig. 4. Measurement method of the interrupt latency (a) and a schematic waveform from the interrupt
handler (b). T0 is the starting point of the external cyclic signal. T1 is the starting point of
the interrupt handler. T2 is the end of the interrupt handler. T2T0 was within 30 ms even if
the CPU was under a heavy load.
(a)
(b)
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の特長として 実装部品点数が少なく一般に低消費電力である点が挙げられる また組込用
低速 CPUは消費電力が少ないため 自己発熱や電源の負担が小さい これは CPUと電源の
冷却装置を省略することが容易になることを意味し 故障率の低下に直結する この低消費
電力化を進めることでバッテリ駆動が可能なシステムに到達する バッテリ駆動が可能
なシステムは 電源供給を前提としない無人観測装置への応用が可能となるのみならず 停
電の起こることを前提とする昭和基地のような設置環境においても大変有利となる
しかし観測機器制御は 制御すべき対象が多岐にわたり 一般に市販されている汎用組込
CPUボド単体には無いAD変換機能やCCD (Charge Coupled Diode)駆動回路などの特殊
な周辺回路が必要となることが多い このため観測機器に対して組込用 CPUを単純には流
用出来ないという事情がある 特殊な周辺回路は PC-AT互換機に使用されている PCIバス
(Peripheral Components Interconnect bus) あるいは ISAバス (Industrial Standard Architec-
ture bus) で動作するものは多数見受けられる 今回我が PC-AT互換機をベスとしてシ
ステムを構築したのも 十分な量のバッファが搭載された 16 bitADコンバタを選択する
必要があったためである
ところが 1990年代後半からプログラマブルゲトアレイ上に焼き込んで使用する ハ
ドウェア記述言語 (HDL)で記述された CPU 及びその上で動作するリアルタイムOSが登
場するようになった 現時点でのHDLで記述された典型的な 16 bitCPUの動作速度は 43
MHz75 MHzとなっており msオダの制御が必要とされる CPUとしては十分な速度
に達している このようなHDLで記述された CPUと 同様にHDLで記述した観測器用周
辺回路を一つのプログラマブルゲトアレイに実装することで 組込 CPUに専用周辺機器
を搭載したカスタム CPUが実験室レベルで開発可能となってきた このことで周辺機器の
バス依存性の問題が解消することとなり 我は PCIあるいは ISAバスを持つ PC-AT互換
機以外の筐体をより柔軟に選択することが出来るようになる PC-AT互換機が将来入手不
困難となってもHDL (hardware description language)で記述したシステムであれば独自の開
発環境がソフトウェア資産として維持できるであろう 今後HDLで記述された 周辺機器
を含んだプログラマブルゲトアレイ上の CPUは 我が必要とするより信頼性の高い安
定した制御収録システムを柔軟に実現するための有力な手段となる ゲトアレイを用い
たシステムの試作は 実験室レベルで使用できる基盤加工装置が入手可能な環境であれば比
較的容易である 開発に際しては 研究室で十分に評価を行い 温度膨張電磁干渉を考慮
した実装委託を行う方法が望ましい
4.2. ソフトウェア
ソフトウェア的な観点から見た組込システムの特長は メモリサイズの小さなOS機能
を限定したプログラムが選択される点である これは 組込機器はコストサイズ両面から
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メモリが厳しく制限されることに起因する しかしプログラムサイズに制限があるというこ
とで 盛り込むことの出来る機能を必要最低限にする必要に迫られ 検証すべき項目が減少
する こうした汎用コンピュタとは異なる設計思想の 動作モドを限定したコンパクト
なプログラムは 検証がより容易になるため品質が向上し 結果的に観測デタの安定取得
に繋がる
今回我が Linux系のOSを利用した理由は 開発環境が充実していること 無料である
こと QLを作成するための GUI (graphics user interface)環境が整っていること 開発人口
が多いため外注が容易であること である このような開発環境では クイックルックのよ
うなディスク上のデタを処理する部分は外注し デバイスをコントロルする部分は研究
室レベルで機器に応じて開発検証を行うという柔軟な開発スタイルをとることが出来る
しかし 今回比較的サイズの小さなOSとソフトウェアの組み合わせを使用したにも関わ
らず インストラの指示に従った必要ディスク容量は約 300 Mbyteであった 本システム
で最もコストが必要な部品は 容量の大きなフラッシュメモリディスクであり コドサイ
ズ削減はコスト削減に直結する 観測器のコスト削減は 単に支出を減らすという意味だけ
ではなく 国内における訓練障害検証用バックアップシステムの準備 あるいは十分な予
備品の調達を可能とするという意味がある この二つは極地観測における安定運用のために
は本質的に重要である 必要な機能を過不足無く備え ディスクスペスを小さくするよう
な Linuxのパッケジを作成するためには共有ライブラリの取捨選択を含む多くの試行錯
誤が必要となる フラッシュロムディスクの価格対労力の比較になるが 今後組込用に特化
されたコドサイズの小さな Linuxディストリビュション あるいは他の組込用 OSの選
択は十分検討すべき事項である
5. 結 び
今回我は マルチタスクOS上で動作するイメジングリオメタコントロラの開発
を行った このシステムはイメジングリオメタが計測中であっても TCP/IPなどのOS
標準搭載の通信プロトコルを使うことが出来るため 観測装置の遠隔監視及びデタの即時
配信が可能となった マルチタスクOS上でのリアルタイム性を確保するため ビム掃引
基準信号をハドウェア的に生成し これを元にした割込動作をリアルタイム処理の根本ア
ルゴリズムとして実装した この結果 負荷の高い処理が行われている最中であっても負荷
によって発生する動作遅延は 30 ms以下となることが分かった これはビム掃引周期 125
msあるいはデタサンプリング周波数 12.5 msに比較して全く問題が無いレベルである
RT-Linuxと本論で使用した実装方法の組合わせによれば クロック 166 MHz級の CPUで
あっても 数 100 ms周期のハドウェア制御は十分可能であることが分かった この方式は
イメジングリオメタのみならずこの時間スケルを持つ計測一般に応用が可能である
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