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Abstract Let V be a finite set of divisorial valuations coming from a modification
of K d , where K is a field. In this paper we prove that, if K is infinite, its semigroup
of values is finitely generated whenever there is some finite generating sequence. In
that case, we also show that the Poincaré series associated to V is a rational function
whose denominator can be expressed in terms of the valuation vectors of the elements
in the generating sequence. For this we do not need any assumptions on K . However, a
finite generating sequence does not always exist. We give an example of a modification
whose semigroup of values is not finitely generated.
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1 Introduction
People have been thinking and writing on the subject of divisorial valuations for a while
now. Frequently, Poincaré series and the semigroup of values are introduced to study
properties of a set of divisorial valuations. We mention for example [7,9,10,12,15].
The two-dimensional case is probably the most understood and well behaved. There
it is known [9] that a set of valuations coming from a modification of K 2, with K
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algebraically closed, has a finite generating sequence and that the semigroup of values
is finitely generated. Besides, there exists an explicit description of the generating
sequence in terms of the dual graph of the modification. This graph even determines
the generators of the semigroup. Furthermore, when K = C, there exists an explicit
formula for the Poincaré series in terms of the topology of the exceptional locus of
the modification.
In higher dimensions, Lemahieu [15] looks at toric constellations on Cd . In particu-
lar, all valuations that are considered, are monomial. She shows that the Poincaré series
induced by a toric constellation on Cd equals 1/
∏d
i=1(1 − tν(xi )), where x1, . . . , xd
is the coordinate system of Cd and where ν(xi ) is the valuation vector of xi .
The aim of this paper is to look at what happens with these results in higher dimen-
sions and not only for monomial valuations. In Sect. 2 we introduce all notions needed
in the rest of the paper, and we also prove a useful lemma.
In Sect. 3 we show for any infinite field K that the semigroup of values is finitely
generated whenever some finite generating sequence exists. This was to be expected,
however, we could not find a proof in the literature. We give a short conceptual proof
that moreover provides a method to compute generators of the semigroup. We also look
at the saturation of the semigroup of values; on a computational level this saturation
is more interesting.
In Sect. 4 we assume again that there is a finite generating sequence  =
{q1, . . . , qk}. We prove in Theorem 4.1 that the Poincaré series of a modification
is a rational function with denominator equal to
∏k
i=1(1 − tν(qi )), where the ν(qi ) are
the valuation vectors of the elements in the generating sequence. For this we do not
need any conditions on K . The proof is almost constructive, that is, given a , we
can compute the Poincaré series up to some basis of an ideal in a certain semigroup.
We also give a criterion to recognize such a basis. This allows us to find the Poincaré
series of some specific examples.
A result related to Theorem 4.1 was already mentioned in [4], however, the proof
seems to miss something subtle. It turns out that the Poincaré series induced by a
toric constellation on Cd is a special case of our result, because in that setting  =
{x1, . . . , xd} is always a generating sequence. We will also give an example of a
Poincaré series coming from a modification of C3, whose numerator cannot be factored
into ‘topological pieces’ as is the case in dimension two.
In general, unlike in dimension two, a finite generating sequence does not always
exist. In Sect. 5 we will look at a modification inspired by the infamous example of the
blow-up of P2 at nine very general points. This modification gives rise to a semigroup
of values that is not finitely generated. The fact that there is different behaviour in
higher dimensions, could be expected from examples in similar settings such as [5,
Remark 1.24] and [6].
Notation
We introduce the following notation: N = {n ∈ Z | n  0}, N∗ = {n ∈ Z | n > 0},
and Q+ = {q ∈ Q | q  0}. If I is a subset of {0, . . . , r}, then 1I denotes the element
of Nr+1 with 1 as its i th coordinate if i ∈ I and 0 otherwise (we start counting at 0);
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we also write 1 for 1{0,...,r}. If a = (a0, . . . , ar ) and b = (b0, . . . , br ) are elements of
N
r+1
, then
a 0 b ⇔ a0 = b0 and ai  bi for all other i.
Likewise, if I is a subset of {0, . . . , r}, the symbol I will have the same meaning
but with equality at every index i in I . We will also use  for ∅. When v ∈ Zr+1, we
use the notation tv = tv00 · · · tvrr . When K is a field, the symbol m will be used to denote
the homogeneous maximal ideal of the ring K [x1, . . . , xd ], i.e., m = (x1, . . . , xd).
Lastly, c-min means componentwise minimum and c-max means componentwise max-
imum.
2 Preliminaries
In this section we define the notions that we will use in the rest of the paper. We also
give an elementary lemma that turns out to be quite useful. We start with the following
definition of modification. This will not be the most general way to define this concept,
but it is the version we use in this paper.
Definition 2.1 Let K be a field. A modification π of K d is a composition of blow-ups
Xr
πr−→ Xr−1 πr−1−→ · · · π1−→ X0 π0−→ K d ,
π = π0 ◦ π1 ◦ · · · ◦ πr , where π0 is the blow-up of K d at the origin. All the other
πσ , 1 ≤ σ ≤ r, are blow-ups at smooth, irreducible centers Zσ (⊆ Xσ−1) that are
defined over K , have codimension at least 2, and are contained in and have normal
crossings with the exceptional locus of π0 ◦ · · · ◦ πσ−1.
Denote the exceptional locus of πσ , as well as its consecutive strict transforms,
by Eσ . For a polynomial g ∈ K [x1, . . . , xd ]\{0}, let νσ (g) be the vanishing order
of g ◦ π along Eσ (and νσ (0) = ∞). The map νσ defines a divisorial valuation on
K (x1, . . . , xd).
Now let us fix s different components Eσ1 , . . . , Eσs of the exceptional divisor
E = π−1(0), let νi = νσi for i ∈ {1, . . . , s}, and take V = {ν1, . . . , νs}. When
g ∈ K [x1, . . . , xd ], we call ν(g) = (ν1(g), . . . , νs(g)) the valuation vector of g.
Remark 2.2 When K is a field of characteristic 0, any finite set of divisorial valuations
centered at the origin of K d can be viewed as such a set V (using resolution of
indeterminacies). So in fact our setup is very general.
Definition 2.3 The semigroup of values of V is the additive subsemigroup of Ns given
by
SV = {ν(g) = (ν1(g), . . . , νs(g)) | g ∈ K [x1, . . . xd ]\{0}}.
When V = {ν0, . . . , νr } is the set of all valuations coming from the exceptional
components of π , we also call SV the semigroup of values associated to π .
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Definition 2.4 For an arbitrary semigroup S ⊆ Zs we define its saturation as
Ssat = {x ∈ Zs | kx ∈ S for some k ∈ N∗ }.
We say S is saturated, if S = Ssat . The normalization of S is defined as
S = {x ∈ Sgp | kx ∈ S for some k ∈ N∗ },
where Sgp is the smallest subgroup of Zs containing S.
Remark 2.5 When V = {ν0, . . . , νr } and K = C, it follows from [19, Section 3.3] that
there are some valuation vectors v0, . . . , vr with det(v0, . . . , vr ) = 1, in particular,
SgpV = Zr+1. As a result, SgpV = Zs for any subset V of {ν0, . . . , νr } with s valuations.
In particular SsatV = SV .
Definition 2.6 Let V = {ν1, . . . , νs} be defined as above. Then for every v ∈ Zs we
can define
J (v) = {g ∈ K [x1, . . . , xd ] | ν(g)  v} .
These ideals are called valuation ideals.
Following [3,10] we define the Poincaré series as follows.
Definition 2.7 The Poincaré series associated to V = {ν1, . . . , νs} is defined as
PV (t1, . . . , ts) =
∏s
i=1(ti − 1)
t1 · · · ts − 1
∑
v∈Zs
d(v)tv,
where d(v) = dimK J (v)/J (v+1). When V = {ν0, . . . , νr } is the set of all divisorial
valuations coming from π , we also call PV (t) the Poincaré series associated to π .
Remark 2.8 These K -vector spaces J (v)/J (v+1) are indeed finite dimensional. This
result follows from the fact that mn ⊆ J (v), where n = max{vi | i ∈ {1, . . . , s}} for
v = (v1, . . . , vs).
Definition 2.9 Let  = {qα}α∈A be a subset of m. A monomial in  is defined as a
finite product in the elements of :
∏
q Mαα with every Mα ∈ N∗.
We will call  a generating sequence for V if for every v ∈ Ns the ideal J (v) is
generated (as an ideal) by all monomials in  that are also in J (v).
Notation For a finite set  = {q1, . . . , qk} ⊂ K [x1, . . . , xd ] and M =
(M1, . . . , Mk) ∈ Nk , we also write q M = q M11 · · · q Mkk .
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The following lemma will make it easier to compute a generating sequence for a
certain type of modification, and we will also need it for the proof of Theorem 5.1.
Lemma 2.10 Let π = π0 ◦ · · · ◦ πr be a modification of K d that consists of r + 1
blow-ups, where π0 is the blow-up at the origin of K d and where πi , 1 ≤ i ≤ r,
corresponds to the blow-up at a point Pi that only lies on E0 and not on the other
E j . Say V = {ν0, ν1, . . . , νr } is the set of all divisorial valuations associated to this
modification, where νi denotes the valuation associated to πi .
Then for all f ∈ K [x1, . . . , xd ]\{0} we have that
ν( f ) = c-min{ν( fh) | fh is a(non − zero) homogeneous component of f }.
Proof It is enough to prove this for every νi separately. For notational reasons we will
do this for d = 3. The argument is, of course, still true for general d. Let us write f
as a sum of its homogeneous components f = fn0 + fn0+1 + · · · + ft with fn0 = 0.
Because ν0 is the valuation associated to π0, we have that ν0( f ) is the multiplicity of
f in the origin, i.e., it is just the degree of the lowest degree homogeneous component
of f . Thus, the claim is trivial for ν0.
For the other i , we have νi ( f ) = n0 + mi , where mi is the multiplicity of the strict
transform of f in the point Pi . Consider the equation f˜ of the strict transform of f in
the affine chart of the first blow-up, where the exceptional divisor is given by E0 with
equation x = 0:
f˜ = fn0(1, y, z) + x fn0+1(1, y, z) + · · · + xt−n0 ft (1, y, z).
We can assume Pi has coordinates (0, a, b) in this chart. Then mi is the multiplicity
of f˜ in (0, a, b). Every term that comes from a homogeneous component, can be
rewritten separately in the variables (x, y − a, z − b). We obtain:
f˜ = f ′n0(y − a, z − b) + x f ′n0+1(y − a, z − b) + · · · + xt−n0 f ′t (y − a, z − b),
where every f ′h is the equation of the strict transform of the homogeneous componentfh in this chart in the variables (x, y − a, z − b). Every f ′h has its own multiplicity μh
in Pi , and we know that mi  min{μn0 , 1 +μn0+1, . . . , t − n0 +μt }. This inequality
can only be strict if the smallest value in the set {μn0 , 1 + μn0+1, . . . , t − n0 + μt }
appears more than once and the corresponding lowest degree components with respect
to the new variables cancel each other out. However, this cannot happen because
the homogeneous components fh all gave rise to different powers of x . Therefore,
mi = min{μn0 , 1 + μn0+1, . . . , t − n0 + μt }, and as a result νi ( f ) = n0 + mi =
min{νi ( fh) | n0  h  t}. unionsq
3 The semigroup of values and its saturation
In this section we will prove that, if K is infinite, a finite generating sequence implies
a finitely generated semigroup of values. The proof we provide, gives us a method to
compute the generators of the semigroup. However, this method introduces a lot of
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extra variables. That is why we also look at the saturation of the semigroup, which can
be computed more easily. We use these methods to compute the semigroup of values
and its saturation for some non-obvious examples.
The semigroup of values
Let π : X → K d be a modification of K d , where K is infinite (or big enough). This
condition will be necessary to take general linear combinations. Let V = {ν1, . . . , νs}
be a set of s divisorial valuations coming from π and SV its semigroup of values. Then
we have the following results.
Lemma 3.1 If  = {q1, . . . , qk} ⊂ m is a finite generating sequence for V , then
SV =
{
n := (n1, . . . , ns) | ∀i ∈ {1, . . . , s} ∃Mi ∈ Nk : ni = 〈Ni , Mi 〉 and
∀ j ∈ {1, . . . , s} : n j  〈N j , Mi 〉
}
,
where Ni = (νi (q1), . . . , νi (qk)) and 〈·, ·〉 denotes the standard inner product.
Proof ⊇ Let n be an s-tuple such that there are Mi ∈ Nk with ni =
〈Ni , Mi 〉  〈Ni , M j 〉. Note that 〈Ni , M j 〉 = νi (q M j ) for all i and j . Then we have
ν(
∑s
j=1 λ j q M j ) = (n1, . . . , ns) for general λ = (λ1, . . . , λs) ∈ K s . For complete-
ness, we justify the use of the word ‘general’.
Since νi is a (divisorial) valuation, we know that νi (
∑s
j=1 λ j q M j )  min{νi (q M j ) |
j ∈ {1, . . . , s}} = ni is true for all λ ∈ K s . Then define Zi = {λ ∈ K s |
νi (
∑s
j=1 λ j q M j ) > ni } for every 1  i  s. We see that Zi is a vector subspace
of K s with dimK Zi  s −1. The dimension cannot be equal to s since νi (q Mi ) = ni .
As a result we can take (a lot of) λ ∈ K s\(Z1 ∪ . . . ∪ Zs), at least if K is infinite or
big enough.
⊆ Suppose n = ν(g) for some g ∈ K [x1, . . . , xd ]\{0}. Then g ∈ J (n). Since 
is a generating sequence, we can write g = ∑α fαq Mα , where q Mα ∈ J (n) for every
α. We can even assume fα ∈ K ∗ for every α. The fact that q Mα ∈ J (n) gives us that
ni  νi (q Mα ) = 〈Ni , Mα〉, and because ni = νi (g)  minα{νi (q Mα )}, there has to be
an αi such that νi (q Mαi ) = ni . Then Mα1 , . . . , Mαs satisfy the necessary conditions.
unionsq
Theorem 3.2 Let K be an infinite (or big enough) field. If  = {q1, . . . , qk} is a finite
generating sequence for V , then SV is a finitely generated semigroup.
Proof Define the cone C ∈ Rs·k as follows:
C = {(M1, . . . , Ms) ∈ Rs·k | ∀i, j : Mi  0 and 〈Ni , M j 〉 − 〈Ni , Mi 〉  0},
where every Mi denotes an element in Rk . Then C is a rational cone and by Gordan’s
Lemma [1, Lemma 2.9] we know that C ∩ Zs·k is a finitely generated semigroup. Say
C ∩ Zs·k is generated by M (1), . . . , M () where every M (i) = (M (i)1 , . . . , M (i)s ) and
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every M (i)j ∈ Nk . Now define v(i) = (〈N1, M (i)1 〉, . . . , 〈Ns, M (i)s 〉) for 1  i  .
Then it follows from a small calculation and the previous lemma that SV is generated
by these v(i). unionsq
In particular, when the valuations are monomial, we know that  = {x1, . . . , xd}
is a generating sequence. As a result, the previous theorem gives us the following
corollary.
Corollary 3.3 If K is an infinite (or big enough) field, then the semigroup of values
associated to a toric constellation is finitely generated.
Remark 3.4 Note that this proof never uses the fact that the generating sequence is a
subset of the ideal m. In fact, we do not even need the condition that the first blow-up
is at a point and all the other lie on the exceptional locus. Moreover we do not need
points. All we need is a finite set that satisfies the definition of a generating sequence,
except for being in m.
The saturation of SV
Let V = {ν1, . . . , νs} be a subset of all divisorial valuations of a modification π of
K d with K infinite or big enough, and let  = {q1, . . . , qk} be a finite generating
sequence for V . We showed that SV is finitely generated, and the proof of Theorem
3.2 even tells us how we can compute generators. However, we have to add relatively
many variables to do so. That is why we turn our attention to the saturation of the
semigroup, SsatV = {x ∈ Zs | λx ∈ SV for some λ ∈ N∗}. It turns out that it is easier
to compute generators for SsatV than for SV . Once we have those generators, we can
check whether every generator is in fact an element of the semigroup of values. If this
is true, then SV = SsatV and we also have the generators for SV . If it is not true, then we
know that SV is not saturated. A priori it is not clear whether SV is the same as SsatV
when V is the set of all divisorial valuations associated to π . If π is a modification of
C
2
, then they are really the same. For modifications of higher dimensional spaces this
is not true any more, as is demonstrated by Example 3.7.
Consider the rational cone
C0 = {(n1, . . . , ns, M1, . . . , Ms) ∈ Rs+ks | ∀i : ni = 〈Ni , Mi 〉,
Mi  0 and ∀i∀ j : n j  〈N j , Mi 〉}.
Then Lemma 3.1 actually tells us that SV is the projection on the first s coordinates
of C0 ∩ Zs+ks . To obtain SsatV we do this in reversed order: first we project C0 on its
first s coordinates, which gives us a new cone C1 in Rs , and after that we intersect C1
with Zs .
Lemma 3.5 SsatV = C1 ∩ Zs .
Proof ⊆ By construction, we know that C1 ∩ Zs is saturated, and by Lemma 3.1 it
is clear that SV is contained in C1 ∩ Zs . Thus SsatV ⊆ C1 ∩ Zs .
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⊇ Fix n ∈ C1 ∩ Zs and look at the set
{M = (M1, . . . , Ms) ∈ Rsk | ni = 〈Ni , Mi 〉, ni  〈Ni , M j 〉 and Mi  0 ∀i, j}.
Because n is an element of C1∩Zs , this set is non-empty. Furthermore, it is a rational
polyhedron, i.e., it is defined by finitely many affine halfspaces, given by rational
equations. Hence there exists an M ∈ (Q+)sk such that n = (〈N1, M1〉, . . . , 〈Ns, Ms〉)
and n j  〈N j , Mi 〉 for all i and j . This fact, together with Lemma 3.1, tells us, that
there is some λ ∈ N∗ such that λn ∈ SV . unionsq
This lemma gives us a direct way to compute SsatV . The hyperplanes of the cone
C1 can be computed from C0 by Fourier–Motzkin-elimination [18]. After that we can
just use Normaliz [2] to compute the generators of SsatV . The problem with Fourier-
Motzkin elimination however, is that it can become quite time-consuming for systems
in many variables. As mentioned in [18, Chapter 12], the algorithm is not polynomial.
The worst case scenario for removing d dimensions from a system of n inequalities
requires a system of 4(n/4)2d inequalities.
There is another option without any extra variables.
Lemma 3.6 The cone C1 is the intersection of s other cones in Rs :
C1 = K1 ∩ · · · ∩ Ks,
where Ki is the cone generated by the valuation vectors of the elements in the gener-
ating sequence and all the −e j = (0, . . . ,−1, . . . , 0) with j ∈ {1, . . . , s}\{i}.
Proof ⊆ Let n be an element of C1. Then we know that there exists an Mi ∈ (R+)k
for all i ∈ {1, . . . , s} such that ni = 〈Ni , Mi 〉 and n j  〈N j , Mi 〉 for all j = i . Hence,
we can write
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
n1
...
ni
...
ns
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
=
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
〈N1, Mi 〉 − r1
...
〈Ni , Mi 〉 − 0
...
〈Ns, Mi 〉 − rs
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
= Mi1
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
ν1(q1)
...
νi (q1)
...
νs(q1)
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
+ · · · + Mik
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
ν1(qk)
...
νi (qk)
...
νs(qk)
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
+
⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝
−r1
...
0
...
−rs
⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠
,
with r j  0 for all j . Thus, n is an element of Ki for every i .
⊇ Let n be an element of Ki for every i . This means we can find Mi1, . . . , Mik,
ri1, . . . , ris in R+ for all i such that
n = Mi1ν(q1) + · · · + Mikν(qk) −
∑
j =i
ri j e j .
Now, take Mi = (Mi1, . . . , Mik). Then we find that ni = 〈Ni , Mi 〉 and n j 
〈N j , Mi 〉 for all j = i . Because we did this for all i , it follows that n ∈ C1. unionsq
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From this lemma it follows that we can compute the support hyperplanes of C1
rather easily. We just have to compute the support hyperplanes of every Ki and throw
them all together. Once we have that, the support hyperplanes and the generators of
SsatV can again be found with Normaliz ([2]).
Examples
Example 3.7 We present a set of valuations V , coming from an ‘easy’ toric constel-
lation on C3, but with non-saturated semigroup SV .
We start by the blow-up π0 : X0 → C3 at the origin Z0 with exceptional divisor
E0. This blow-up can be described by three affine charts, say K1, K2 and K3. Next
we blow up at the origin Z1 of K1, which gives us an extra exceptional divisor E1 and
charts K1.1, K1.2 and K1.3. Then we blow up at the origin Z2 of K2, which gives us
E2 and three extra affine charts. After this, we blow up at the origins of K1.1 and K1.2;
this gives rise to the exceptional divisors E11 and E12. We can sketch this modification
as follows.
Z11
Z12
Z2Z1Z0 π0←−
π1←−
π2
π11←−−
π12
E0 E0 E0
E1 E1 E2
E12
E11
It gives us five divisorial valuations V = {ν0, ν1, ν2, ν11, ν12}. Because the mod-
ification came from a toric constellation, it is known that all these valuations are
monomial. Hence,  = {x, y, z} is a generating sequence for V . The vectors
(N0, N1, N2, N11, N12) of x , y and z, as they appear in Lemma 3.1, are (1, 1, 2, 1, 2),
(1, 2, 1, 3, 3) and (1, 2, 2, 3, 4), respectively.
Although the modification is relatively simple, the semigroup SV is more complex
than one might expect. For one, it is not saturated. First we compute SV . Thanks to
Normaliz [2] we can compute the 1820 generators of the rational cone used in the
proof of Theorem 3.2. From this we computed the following 22 generators of the
semigroup:
(1, 1, 1, 1, 2) (2, 3, 2, 3, 6) (2, 4, 4, 5, 7) (3, 6, 6, 7, 10)
(1, 1, 2, 1, 2) (2, 3, 2, 4, 6) (3, 6, 4, 6, 12) (3, 6, 6, 8, 10)
(1, 2, 1, 2, 3) (2, 4, 3, 4, 8) (3, 6, 4, 7, 12) (4, 8, 8, 12, 15)
(1, 2, 1, 3, 3) (2, 4, 3, 5, 8) (3, 6, 4, 8, 12) (5, 10, 10, 15, 18)
(1, 2, 2, 2, 4) (2, 4, 3, 6, 8) (3, 6, 4, 9, 12)
(1, 2, 2, 3, 4) (2, 4, 4, 4, 7) (3, 6, 6, 6, 10)
We see that 2n = (6, 12, 12, 18, 22) ∈ SV , since 2n = ν(z6 + x3 y4z) =
(1, 2, 2, 3, 4) + (5, 10, 10, 15, 18). But by Lemma 3.1, the vector n = (3, 6, 6, 9, 11)
cannot be an element of the semigroup of values because there is no M12 such that
〈N12, M12〉 = 11 and 〈Ni , M12〉  vi for all other indices.
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Suppose M12 = (a, b, c), then 〈N12, M12〉 = 2a + 3b + 4c = 11 only holds for
(a, b, c) = (1, 3, 0), (4, 1, 0), (2, 1, 1) or (0, 1, 2). But none of these 3-tuples satisfies
all of the other inequalities. This explains why SV is not saturated.
When we compute SsatV , we get the following list of inequalities coming from the
support hyperplanes:
n2 − n0  0 2n0 − n1  0 3n2 − n12  0
n11 − n1  0 2n0 − n2  0 3n12 − 4n1 − n2  0
n12 − n0 − n1  0 2n1 − n12  0 5n12 − 3n2 − 4n11  0
2n1 − n0 − n11  0
In other words, an element n = (n0, n1, n2, n11, n12) ∈ Z5 is an element of SsatV if
and only if it satisfies all of the above inequalities. It turns out that SsatV also has 22
generators, more precisely those for SV above, where (4, 8, 8, 12, 15) is replaced by
(3, 6, 6, 9, 11).
Example 3.8 (Three points on a line) Next we present a set of valuations coming
from a non-toric constellation, with still a short generating sequence. It is however
not obvious to verify that given polynomials form a generating sequence; we provide
here a complete proof. This example exhibits moreover an interesting feature when
K = F2, see Remark 3.10 (and Remark 4.10 in Sect. 4).
We start with the blow-up π0 : X0 → C3 at the origin with exceptional divisor
E0. Then we blow up at three points on a line in this E0: (1 : 0 : 0), (0 : 1 : 0) and
(1 : 1 : 0). We can sketch this modification as follows.
π0←−
π1,π2←−−−
π3
E1 E3 E2
E0 E0
Z0
Z1
Z3
Z2
This gives us four divisorial valuations, say ν0, ν1, ν2 and ν3. Below we show that
 = {x, y, z, x − y} is a generating sequence for V = {ν0, ν1, ν2, ν3}, but first we
compute the semigroup. The vectors (N0, N1, N2, N3) of x , y, z and x − y from
Lemma 3.1 are (1, 1, 2, 1), (1, 2, 1, 1), (1, 2, 2, 2) and (1, 1, 1, 2), respectively.
We can use the methods described above to compute that the semigroup SV is
saturated with the following inequalities coming from the support hyperplanes:
n1 − n0  0 2n0 − n1  0 3n1 − n2 − n3  0
n2 − n0  0 2n0 − n2  0 3n2 − n1 − n3  0
n3 − n0  0 2n0 − n3  0 3n3 − n1 − n2  0
and we find that it is generated by the following 11 valuation vectors:
(1, 1, 1, 1) (1, 1, 1, 2) (2, 4, 3, 4) (3, 6, 4, 6)
(1, 2, 1, 1) (1, 2, 2, 2) (2, 4, 4, 3) (3, 6, 6, 4)
(1, 1, 2, 1) (2, 3, 4, 4) (3, 4, 6, 6)
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Now we show that  = {x, y, z, x − y} is a generating sequence for V =
{ν0, ν1, ν2, ν3}. Suppose f ∈ C[x, y, z]\{0}with ν( f ) = (n0, n1, n2, n3). It is enough
to show that f can be written as a finite sum of the form f = ∑ λi xai ybi zci (x − y)di ,
with every λi ∈ C and every ν j (xai ybi zci (x − y)di )  n j . Thanks to Lemma 2.10,
we know that ν( f )  ν( fh) for every homogeneous component fh of f . Thus, we
only need to prove that every homogeneous polynomial can be written in such a way.
From now on, let f be a homogeneous polynomial of degree n0 in C[x, y, z]\{0}
with ν( f ) = (n0, n1, n2, n3). Clearly {x, y, z} is a generating sequence for
{ν0, ν1, ν2}; but we have also that {x − y, y, z} is a generating sequence for {ν0, ν1, ν3}
and that {x, x − y, z} is a generating sequence for {ν0, ν2, ν3}. Indeed, the last two
cases can be reduced to the first (toric) case by a linear change of coordinates. Because
of this symmetry we can assume that n1  n2  n3. We will prove by induction on
n0 that f can be written in the appropriate way. When n0 = 0 or 1, there is nothing to
prove. Suppose that deg f = n0 > 1 and that the claim is true for all homogeneous
polynomials of smaller degree. To start, we write f in its usual form
f =
∑
λi x
ai ybi zci with every ai + bi + ci = n0 and every λi = 0. (1)
Because ν1 and ν2 are monomial valuations, we know that
n1 = ν1( f ) = mini {ai + 2bi + 2ci = 2n0 − ai } = 2n0 − amax ,
n2 = ν2( f ) = mini {2ai + bi + 2ci = 2n0 − bi } = 2n0 − bmax ,
n3 = ν3( f ) = n0 + 	,
where amax denotes the largest value of ai that appears in (1) and the same for bmax .
Hence, ν( f ) = (n0, 2n0 − amax , 2n0 − bmax , n0 + 	). Our assumption then tells us
that 2n0 − amax  n0 − 2bmax  n0 + 	. When we collect all the terms in (1) with
bi  1 in one sum and those with bi = 0 in another, we obtain:
f = y
∑
λi x
ai ybi−1zci
︸ ︷︷ ︸
h=yh′
+
∑
λ j xa j zc j
︸ ︷︷ ︸
g
.
In the sum on the right hand side we get monomials of the form xa j zc j where every
a j + c j = n0. As a result every ν3(xa j zc j ) = 2n0 − a j  2n0 − amax  n0 + 	.
Thus, the sum on the right is a polynomial g with ν(g)  ν( f ). From this it follows
that the sum on the left is also a polynomial h with ν(h)  ν( f ). By construction this
h is divisible by y. Thus, h = yh′ where h′ is a homogeneous polynomial of degree
n0 −1 with ν(h′) = ν(h)− ν(y)  ν( f )− (1, 2, 1, 1). Now we can use the induction
hypothesis to write h′ as a sum (with coefficients in C) of monomials in {x, y, z, x − y}
whose valuation vectors are at least ν(h′):
h′ =
∑
μi x
Ai yBi zCi (x − y)Di .
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But, when we multiply each monomial in this sum by y, we get that h can be
written as a sum of monomials in {x, y, z, x − y} whose valuations vectors are at least
ν(h′) + (1, 2, 1, 1) = ν(h)  ν( f ). Hence f can be written in the desired way.
Remark 3.9 Note that if there are no elements in (1) with bi = 0, this means that f is
divisible by y and we can still use the same argument.
Remark 3.10 If we look at this example as a modification of F32, then it can be checked
that = {x, y, z, x−y} is still a generating sequence. But, we cannot apply Lemma 3.1
because F2 is not big enough. Let us explain this. If we follow the method described by
Lemma 3.1, we find that the vector (1, 1, 1, 1) is an element of the semigroup of values.
However, this is not true. If g is a polynomial in F2[x, y, z] with ν(g) = (1, 1, 1, 1),
then g is of the form g = ax +by +cz +g2 +· · ·+gt , where (a, b, c) = (0, 0, 0) and
g2, . . . , gt are homogeneous components of g of degree  2. Since these components
all have a valuation vector strictly bigger than (1,1,1,1), we can forget about them. We
also know that (a, b) = (0, 0), because otherwise ν(g) = ν(z) = (1, 2, 2, 2). Since
(a, b) = (0, 0), it does not matter whether c = 0 or 1. Hence ν(g) is completely
determined by ax +by. This gives us only three possibilities: ν(x), ν(y) and ν(x − y),
all different from (1,1,1,1).
4 The Poincaré series
Let V be the set of all valuations coming from a modification of K d , where K can be
any field, and suppose  is a finite generating sequence for V . We will prove that the
Poincaré series PV (t) is a rational function whose denominator can be expressed in
terms of the valuation vectors of the elements in the generating sequence.
4.1 Results
Theorem 4.1 Let V = {ν0, . . . , νr } be the set of all divisorial valuations associated
to a modification of K d . If  = {q1, . . . , qk} is a finite generating sequence for V ,
then the Poincaré series associated to V is a rational function whose denominator is
equal to
k∏
i=1
(1 − tν(qi )).
Proof We will prove this theorem in nine steps, using the following strategy. We endow
the polynomial ring K [Q1, . . . , Qk] with r + 1 new monomial valuations vˆi , defined
by vˆi (Q j ) = νi (q j ), to which we associate a certain ‘mixed’ semigroup 
V . We also
consider a morphism φ : K [Q1, . . . , Qk] → K [x1, . . . , xd ], sending Q j to the lowest
degree homogeneous component of q j . Then ker φ determines a certain ideal of the
semigroup 
V , whose (finitely many) generators describe in a combinatorial way the
dimensions in the definition of the Poincaré series.
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Remember: every ν(qi )  1, because  ⊆ m.
Step 1. We already know ([9, Proposition 8]) that PV (t) can be written as follows:
PV (t) =
∑
v∈Zr+1
tv
∑
I⊆{1,...,r}
(−1)I dimK J (v + 1I )J (v + 1{0}∪I ) . (2)
Step 2. In order to prove that the Poincaré series is rational, we will show that the
dimensions dimK J (v + 1I )/J (v + 1{0}∪I ) behave in a combinatorial way. Note that
the vector spaces J (v + 1I )/J (v + 1{0}∪I ) can be seen as some J (v′)/J (v′ + 1{0}).
Fix some v = (v0, . . . , vr ) ∈ Zr+1. Because  is a generating sequence, we know
that J (v)/J (v + 1{0}) is generated as a K -vector space by all the cosets q M that have
ν(q M ) 0 v.
This set of generators is finite because every ν0(qi ) > 0 and every M ∈ Nk . In
this vector space, some cosets q Mi are linearly dependent if there are λi ∈ K not
all zero such that ν0(
∑
λi q Mi )  v0 + 1. Since ν0 is the valuation associated to the
blow-up at the origin of K d , this happens (only) when the lowest degree homogeneous
components cancel each other out. This means that in order to compute dimK J (v)/
J (v + 1{0}) for any v, we only need to remember the lowest degree homogeneous
components of the elements in the generating sequence.
Step 3. Now look at K [Q] = K [Q1, . . . , Qk]. We will endow this algebra with
some extra structures, namely: r + 1 monomial valuations vˆ0, . . . , vˆr , a new grading
that depends on vˆ0 and a monomial ordering.
Firstly, we let the original set of valuations V induce a set Vˆ = {vˆ0, . . . , vˆr
}
of r +1
monomial valuations on K [Q]. This goes as follows. Define A as the ((r + 1) × k)-
matrix whose columns are the valuation vectors of the elements in the generating
sequence
A =
⎡
⎢
⎣
ν0(q1) · · · ν0(qk)
...
...
νr (q1) · · · νr (qk)
⎤
⎥
⎦ ,
and take Ai equal to the row vector in A that comes from νi . Then for all i we define
vˆi in the following way:
vˆi (QM ) = 〈Ai , M〉 = νi (q M ) for all M ∈ Nk .
For g = ∑ f ini te λ j QM j we define
vˆi (g) = minj
{
vˆi (QM j ) | λ j = 0
}
.
Let vˆ(g) denote the valuation vector (vˆ0(g), . . . , vˆr (g)) and define the new semi-
group SVˆ =
{
vˆ(g) | g ∈ K [Q]\{0}}. Note that if K is infinite or big enough, it follows
from Sect. 3 that SVˆ = SV .
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Secondly, we put a grading on K [Q] by saying a polynomial g = ∑ λ j QM j in
K [Q] is 0-homogeneous of degree d if
d = vˆ0(g) = vˆ0(QM j ) for everyQM j in g with λ j = 0.
Lastly, we choose some monomial ordering ≺ on K [Q].
Step 4. Consider the semigroup (with neutral element)

V =
{
(v, QG) ∈ Zr+1 × Mon(Q) | vˆ(QG) 0 v
}
,+·,
where Mon(Q) is the multiplicative semigroup of all monomials in the variables
Q1, . . . , Qk and where +· denotes the operation on this semigroup. It is clear that

V is isomorphic to the semigroup 
′V = {(v, G) ∈ Zr+1 × Nk | 〈A0, G〉 =
v0 and 〈Ai , G〉 − vi  0 for all i}. But this is exactly the semigroup Zr+1+k ∩ C ,
where C is the rational cone C = {(v, G) ∈ Rr+1 × Rk | G  0, 〈A0, G〉 − v0 =
0 and 〈Ai , G〉 − vi  0 for all i}. By Gordan’s Lemma, 
′V is finitely generated and
thus 
V is finitely generated too. Then it follows from [13, Theorems 7.8 and 5.1] that
we have the ascending chain condition (a.c.c.) for ideals in 
V . In particular, every
ideal in 
V is finitely generated.
Step 5. We define the graded morphism φ : K [Q] → K [x] : Qi → q ′i where
q ′i denotes the lowest degree homogeneous component of qi . Then this morphism
is graded with respect to the 0-homogeneous grading on K [Q] and the standard
grading on K [x]. It follows that ker φ is a graded ideal and that it is generated by
0-homogeneous polynomials in K [Q]. Now, consider the set
W ′ = {(vˆ(R), lm(R)) | R ∈ ker φ\{0} and 0-homogeneous},
where lm(R) denotes the leading monomial of R. Because ker φ is generated by 0-
homogeneous elements, W ′ is the empty set if and only if ker φ = {0}. Otherwise
∅ = W ′ ⊆ 
V and we can define the ideal
I := W ′ + ·
V .
Because ideals in 
V satisfy the a.c.c., there is a finite subset W of W ′ such that
I = W +· 
V . Say W = {(vˆ(Bα), lm(Bα)) | α ∈ {1, . . . , u}} = {(vα, Qbα ) | α ∈
{1, . . . , u}}, where the Bα are 0-homogeneous elements of ker φ, vα = vˆ(Bα) and
Qbα = lm(Bα).
Step 6. Recall that dimK J (v)/J (v + 1{0}) = dimK spanK
{
q ′M | ν(q M ) 0 v
}
.
For every v ∈ Zr+1 there exists a surjective K -linear map
φv : spanK
{QM | vˆ(QM ) 0 v
} → spanK
{
q ′M | ν(q M ) 0 v
} :
QM → q ′M
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Hence, dimK J (v)/J (v + 1{0}) = dimK spanK
{QM |vˆ(QM )0v
}
ker φv . The vector space
in the right-hand side of the equality is therefore generated by all cosets QM with
vˆ(QM ) 0 v. Take all these generating monomials and order them from smallest to
largest according to the chosen monomial ordering. Then we can reduce this set of
generators to a basis from the back to the front using the rule: QM can be left out if
QM is linearly dependent on smaller monomials in the generating set. That is, QM can
be left out if and only if ∃R ∈ ker φv with lm(R) = QM , or, equivalently, if and only
if ∃R ∈ ker φ with R a 0-homogeneous polynomial, lm(R) = QM and vˆ(R) 0 v.
Step 7. This is where the magic happens.
unionsq
Lemma 4.2 There exists a 0-homogeneous polynomial R ∈ ker φ with lm(R) = QM
and vˆ(R) 0 v if and only if ∃α ∈ {1, . . . , u} such that Qbα | QM and vˆ(QM ) −
vˆ(Qbα ) + vα 0 v.
Proof Say QM = lm(R) and R is a 0-homogeneous polynomial in ker φ with
vˆ(R) 0 v. Then we know from Step 5 that there exists an α ∈ {1, . . . , u} such
that (vˆ(R), lm(R)) = (vα, Qbα )+·(w, QG), where vˆ(QG) 0 w. In this way we get
the following inequalities:
v 0 vˆ(R) = vα + w 0 vα + vˆ(QG) = vα + vˆ(QM ) − vˆ(Qbα ).
For the other implication, suppose there is an α ∈ {1, . . . , u} and a QG ∈ Mon(Q)
such that QM = QG Qbα and vˆ(QG)+vα 0 v. Then take R = QG Bα , and note that
this R is indeed a 0-homogeneous polynomial in ker φ with lm(R) = QG Qbα = QM
and vˆ(R) = vˆ(QG) + vˆ(Bα) 0 v. unionsq
Step 8. The previous step gives us the following expression:
dimK
J (v)
J (v + 1{0}) = 
{
M ∈ Nk | vˆ(QM ) 0 v
}
−{M ∈ Nk | ∃α ∈ {1, . . . , u} : Qbα | QM and vˆ(QM ) 0 v + vˆ(Qbα ) − vα
}
.
Note that if ker φ = {0}, there is no negative term. In case ker φ = {0}, we introduce
the following notation:
cα = vˆ(Qbα ) − vα for α ∈ {1, . . . , u} .
Because Qbα = lm(Bα) and vˆ(Bα) = c-min
{
vˆ(QM j ) | QM j in Bα
}
, we have that
every cα ∈ Nr+1, and since Bα is 0-homogeneous, we know that cα0 = 0.
For all subsets A of {1, . . . , u} we define
cA = c-max {cα | α ∈ A} , c∅ = 0 ∈ Nr+1,
bA = c-max {bα | α ∈ A} , b∅ = 0 ∈ Nk,
dA = vˆ(QbA) − cA ∈ Nr+1.
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We will explain why dA is indeed an element of Nr+1. If A = {α}, then dA =
vˆ(Qbα ) − (vˆ(Qbα ) − vα) = vα ∈ Nr+1, and if ∅ = A ⊆ {1, . . . , u}, then QbA =
lcm(Qbα | α ∈ A). We have just explained that vˆ(Qbα )  cα for every α. As a result,
vˆ(QbA)  cα for every α ∈ A. Hence also, vˆ(QbA)  c-max {cα | α ∈ A}. With this
new notation and the principle of inclusion and exclusion we get that
dimK J (v)/J (v + 1{0}) = 
{
M ∈ Nk | vˆ(QM ) 0 v
}
+
∑
A⊆{1,...,u}
∅=A
(−1)A
{
M ∈ Nk | QbA |QM
and vˆ(QM ) 0 v + cA
}
=
∑
A⊆{1,...,u}
(−1)A
{
M ∈ Nk | QbA |QM and
vˆ(QM ) 0 v + cA
}
=
∑
A⊆{1,...,u}
(−1)A
{
G ∈ Nk | vˆ(QG)+vˆ(QbA) 0 v+cA
}
=
∑
A⊆{1,...,u}
(−1)A
{
G ∈ Nk | vˆ(QG) + dA 0 v
}
. (3)
Step 9. The last equality is enough to prove the theorem. We take Formula (3) and
we use it in Eq. (2). In this way we obtain that the Poincaré series equals
∑
A⊆{1,...,u}
(−1)A
∑
v∈Zr+1
tv
∑
I⊆{1,...,r}
(−1)I 
{
G ∈ Nk | vˆ(QG) + dA 0 v + 1I
}
.
We can write every subset I ⊆ {1, . . . , r} as Ia ∪ Ib with Ia ⊆ {1} and Ib ⊆
{2, . . . , r}. When we group the terms with the same component Ib, we obtain the
following expression for PV (t):
∑
A⊆{1,...,u}
(−1)A
∑
v∈Zr+1
tv
∑
I⊆{2,...,r}
(−1)I 
{
G ∈ Nk | vˆ(QG) + dA {0,1} v + 1I
}
.
Repeating this process, we obtain that PV (t) equals
∑
A⊆{1,...,u}
(−1)A
∑
v∈Zr+1
tv
∑
I⊆{3,...,r}
(−1)I 
{
G ∈ Nk | vˆ(QG)
+ dA {0,1,2} v + 1I
}
...
=
∑
A⊆{1,...,u}
(−1)A
∑
v∈Zr+1
tv
{
G ∈ Nk | vˆ(QG) + dA = v
}
.
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Since dA ∈ Nr+1 it follows that we can sum over all v  dA. This gives us what
we want:
PV (t) =
∑
A⊆{1,...,u}
(−1)A
∑
vdA
tv
{
G ∈ Nk | vˆ(QG) + dA = v
}
=
∑
A⊆{1,...,u}
(−1)AtdA
∑
wA∈Nr+1
twA
{
G ∈ Nk | vˆ(QG) = wA
}
=
∑
A⊆{1,...,u}
(−1)AtdA 1∏k
i=1(1 − t vˆ(Qi ))
,
where we use the substitutions wA = v−dA in the second equality. In case ker φ = {0}
the numerator will just be 1. unionsq
Remarks 4.3 • We have proven that the Poincaré series is equal to
PV (t0, . . . , tr ) =
∑
A⊆{1,...,u}(−1)AtdA
∏k
i=1(1 − tν(qi ))
. (4)
Hence, the numerator of PV (t) is a polynomial with coefficients in Z and the pow-
ers dA in the monomials are induced by valuation vectors of a certain basis of the
ideal I of Step 5.
• Note that we do not need any assumption on the field K for this proof to work.
• When V ′ = {ν1, . . . , νs} is a subset of all the divisorial valuations, then we can
find its Poincaré series by substituting ti = 1 in (4) for all i not in V ′. It follows
that this Poincaré series is also a rational function of similar shape.
• The fact that another series related to this Poincaré series is rational, was already
mentioned in [4, Theorem 1]. However, the proof the authors provided seems to
miss something subtle. We will explain this using the example below.
Remark 4.4 For the findings in Sects. 3 and 4 we do not actually need the valuations
to be divisorial. The results remain the same for any finite set of discrete valuations
that admits a finite generating sequence . For the proof of rationality of the Poincaré
series we also need the extra requirement that ν(qi )  1 for all qi in .
Example 4.5 We start by blowing up at the origin of C2. This gives the exceptional
divisor E0 ∼= P1. Then we blow up at three points of this exceptional divisor. This
gives us four divisorial valuations, say V = {ν0, ν1, ν2, ν3}. We can choose our coor-
dinates in such a way that  = {x, y, x − y} is a generating sequence for V and
with corresponding valuation vectors v(x) = (1, 2, 1, 1), v(y) = (1, 1, 2, 1) and
v(x − y) = (1, 1, 1, 2). Then ker φ is generated by Q1 − Q2 − Q3. If we choose the
lexicographical ordering on C[Q], we know that the ideal of leading terms LT (ker φ)
is generated by Q1. Now take v = (1, 2, 1, 1). Then the authors of [4] say that
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J (v)/J (v+1{0}) is isomorphic as a C-vector space to the vector space spanned by the
monomials QM with vˆ(QM ) 0 v and QM not in LT (ker φ). When v = (1, 2, 1, 1),
the only monomial with vˆ(QM ) 0 (1, 2, 1, 1) is Q1. But Q1 is an element of
LT (ker φ), which would give us J (v)/J (v + 1{0}) = {0}. However, it is clear that
it should be J (v)/J (v + 1{0}) ∼= spanC{Q1}. But when we take v = (1, 1, 1, 1)
this would give us spanC{Q2, Q3}, which is correct. The fact that QM is an element
of LT (ker φ) explains why it is linearly dependent on some smaller monomials in
C[Q]. But this is not enough to know whether it is also linearly dependent on smaller
monomials QN with vˆ(QN ) 0 v. So, when v = (1, 2, 1, 1), we remove too many
monomials, whereas when v = (1, 1, 1, 1) the removal of Q1 is justified. That is why
we ask at the end of Step 6 that R ∈ ker φ is 0-homogeneous with vˆ(R) 0 v instead
of taking any R in ker φ.
Theorem 4.1 and its proof complete the missing subtlety of [4, Theorem 1]. This
can be seen in two ways. First, because of Remark 4.4, the proof of [4, Theorem 1]
can be adapted in such a way that it also uses a semigroup as in Steps 4–8 of the proof
above instead of only Gröbner bases. Alternatively, because the Poincaré series in [4,
Theorem 1] is related to the one in this article via Remark 4.4 and [9, Remark p. 1648],
the rationality of [4, Theorem 1] follows directly from Theorem 4.1.
4.2 On how to recognize a basis
Here we give some criteria to recognize a basis of the ideal I introduced in Step 5 of
the proof of Theorem 4.1. We use the notation introduced there.
Lemma 4.6 If ker φ = 〈B〉 is generated by one element, then U = {(vˆ(B), lm(B))}
is a basis for the ideal I of 
V .
Proof If R is a 0-homogeneous element of ker φ, then there exists a 0-homogeneous
polynomial F such that R = F B. Thus, (vˆ(R), lm(R)) = (vˆ(B), lm(B)) +
(vˆ(F), lm(F)). Because we are working with monomial valuations, we know that
vˆ(lm(F)) 0 vˆ(F). But this means that the element (vˆ(R), lm(R)) is an element of
the ideal generated by U for every 0-homogeneous polynomial R in ker φ. In other
words, the set W ′ defined in Step 5 satisfies W ′ ⊆ U+·
V . Because U ⊆ W ′, this
implies that I = U+·
V . unionsq
In that case the Poincaré series is immediately clear.
Corollary 4.7 Let  = {q1, . . . , qk} be a generating sequence for V = {ν0, . . . , νr }
and ker φ = 〈B〉. Then we obtain the following Poincaré series associated to V :
PV (t) = 1 − t
vˆ(B)
∏k
i=1(1 − tν(qi ))
.
When ker φ is generated by more than one element, it is more difficult to know
what a basis looks like. The following lemma will help us in that case.
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Lemma 4.8 Suppose U = {(vα, Qbα ) | α ∈ {1, . . . , u′}} is a subset of W ′. Then we
can say the following: U is a basis of I in 
V if and only if for all 0-homogeneous
polynomials R in ker φ\{0} there exists an α ∈ {1, . . . , u′} such that lm(R) = Qbα QG
with G ∈ Nk and vˆ(lm(R)) − vˆ(R) 0 vˆ(Qbα ) − vα(= cα).
Proof Suppose R is a 0-homogeneous polynomial in ker φ, then (vˆ(R), lm(R)) ∈ I .
Because U is a basis, there exists an α such that (vˆ(R), lm(R)) = (vα, Qbα )+·(v, QG)
where G ∈ Nk and vˆ(QG) 0 v. From this we obtain the following inequality:
vˆ(lm(R)) − vˆ(R) = vˆ(Qbα ) + vˆ(QG) − vα − v 0 vˆ(Qbα ) − vα.
For the other implication, it is enough to prove, for all 0-homogeneous R in ker φ,
that there is an α ∈ {1, . . . , u′} such that (vˆ(R), lm(R)) = (vα, Qbα )+·(v, QG) for
some v ∈ Zr+1 and G ∈ Nk with vˆ(QG) 0 v.
By hypothesis, we know that there is an α such that lm(R) = Qbα QG and
vˆ(lm(R)) − vˆ(R) 0 vˆ(Qbα ) − vα . Thus
vˆ(R) 0 vˆ(lm(R)) − vˆ(Qbα ) + vα = vˆ(QG) + vα.
Hence there is a c ∈ {0}×Nr such that vˆ(R) = vα + vˆ(QG)− c, and we can finish
the proof by taking v = vˆ(QG) − c. unionsq
4.3 Examples
Example 4.9 Here we use the same modification as in Example 3.8. We define C[Q] =
C[Q1, Q2, Q3, Q4] and φ : C[Q] → C[x, y, z] : (Q1, Q2, Q3, Q4) → (x, y, z, x −
y). This gives us ker φ = (Q1−Q2−Q4). When we take the lexicographical ordering
as our monomial ordering with Q1  Q2  Q3  Q4, Lemma 4.6 tells us that
W = {(vˆ(Q1 − Q2 − Q4), Q1)
} = {((1, 1, 1, 1), Q1)} is a basis for the ideal I .
Hence it follows that the Poincaré series associated to V is
PV (t0, t1, t2, t3) = 1 − t0t1t2t3
(1 − t0t21 t2t3)(1 − t0t1t22 t3)(1 − t0t1t2t23 )(1 − t0t21 t22 t23 )
.
Remark 4.10 We get the same Poincaré series when we look at this example as a
modification of F32. This is in some way remarkable, since this means that the coefficient
of t (1,1,1,1) in the Poincaré series, when written as
∑
v∈Z4 p(v)tv , is −1 = 1, and that
even though (1, 1, 1, 1) is not an element of SV (see Remark 3.10). This is something
that cannot happen when K is infinite or big enough.
Example 4.11 Let π0 : X0 → C3 be the blow-up at the origin with exceptional divisor
E0. We blow up further at four points in this E0, say (1 : 0 : 0), (0 : 1 : 0), (0 : 0 : 1)
and (1 : 1 : 1). This gives us five divisorial valuations, say ν0, ν1, ν2, ν3 and ν4.
Z0
Z3
Z1
Z2
Z4π0←−
π1◦π2◦←−−−−
π3◦π4
E1
E3 E2
E0
E0
E4
123
L. Van Langenhoven, W. Veys
An argument similar to the one used for Example 3.8, tells us that  =
{x, y, z, x − z, y − z, x − y} is a generating sequence for the set of valuations V =
{ν0, ν1, ν2, ν3, ν4}. The corresponding valuation vectors are ν(x) = (1, 1, 2, 2, 1),
ν(y) = (1, 2, 1, 2, 1), ν(z) = (1, 2, 2, 1, 1), ν(x − z) = (1, 1, 2, 1, 2), ν(y − z) =
(1, 2, 1, 1, 2) and ν(x − y) = (1, 1, 1, 2, 2).
Firstly, we construct the surjective morphism φ : C[Q1, . . . , Q6] → C[x, y, z] :
Q1 → x, Q2 → y, Q3 → z, Q4 → x − z, Q5 → y − z and Q6 → x − y.
Secondly, we choose the lexicographical ordering as our monomial ordering with
Q1  Q2  · · ·  Q6, and thirdly, we define the induced monomial valuations on
C[Q] where the valuations of the Qi are
Q1 Q2 Q3 Q4 Q5 Q6
vˆ0 1 1 1 1 1 1
vˆ1 1 2 2 1 2 1
vˆ2 2 1 2 2 1 1
vˆ3 2 2 1 1 1 2
vˆ4 1 1 1 2 2 2
In this case ker φ = (Q1 − Q2 − Q6, Q2 − Q3 − Q5, Q4 − Q5 − Q6). It
is clear that the polynomials Q1 − Q3 − Q4, Q1 − Q2 − Q6, Q2 − Q3 − Q5,
Q4 − Q5 − Q6 and Q1 Q5 − Q2 Q4 − Q3 Q6 are 0-homogeneous elements of ker φ.
Now we take the elements of W ′ that correspond to these polynomials and put
them in the set U = {((1, 1, 2, 1, 1), Q1); ((1, 1, 1, 2, 1), Q1); ((1, 2, 1, 1, 1), Q2);
((1, 1, 1, 1, 2), Q4); ((2, 3, 3, 3, 3), Q1 Q5)}. Using Lemma 4.8, we can show that U
is a basis of the ideal I . The interested reader can find a proof for this in the appendix.
Knowing that U is a basis, we can compute that the Poincaré series PV (t) is equal to
PV (t) =
1 + t (1,1,1,1,1) − t (1,2,1,1,1) − t (1,1,2,1,1) − t (1,1,1,2,1) − t (1,1,1,1,2)
+t (2,3,3,3,2) + t (2,3,3,2,3) + t (2,3,2,3,3) + t (2,2,3,3,3) − t (2,3,3,3,3) − t (3,4,4,4,4)
(1 − t (1,2,2,1,1))(1 − t (1,2,1,2,1))(1 − t (1,2,1,1,2))
(1 − t (1,1,2,2,1))(1 − t (1,1,2,1,2))(1 − t (1,1,1,2,2))
.
Note that this numerator cannot be factored. This is different from the case where
π is a modification of C2 (see for example [9] or [10]).
5 A non-finitely generated semigroup of values
In this section, we will prove that, in higher dimensions, the semigroup of values of a
modification is not always finitely generated. Note that in such cases there cannot be
a finite generating sequence. This is different from the two-dimensional case where
the semigroup of values of a modification over an algebraically closed field is always
finitely generated and where there always exists a finite generating sequence that can
be expressed in terms of the dual graph of the modification (see [9]).
The counterexample to prove our statement is constructed as follows. We start with
one blow-up at the origin of C3 and then we blow up at nine very general points, say
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P1, . . . , P9, on the first exceptional divisor E0. This gives us ten valuations which we
collect in V = {ν0, ν1, . . . , ν9}.
In the formulation of the theorem below, we use the notion of valuation vectors
corresponding to certain curves; we first explain this terminology.
When f is a homogeneous polynomial in C[x, y, z] of degree d, we denote by F the
projective curve in P2 ∼= E0 defined by f , and by mi its multiplicity at Pi . Now, if X˜
is the blow-up of P2 at the nine points, then the strict transform F˜ of F has coordinates
(d,−m1, . . . ,−m9) with respect to the basis {, 1, . . . , 9} of Pic(X˜) ⊗ R, where 
is the class of the pullback of a general line in P2 and i is the class of the exceptional
divisor corresponding to the blow-up at Pi . The corresponding valuation vector of f
is (d, d + m1, . . . , d + m9).
From now on we will use the notation qα for some homogeneous polynomial in
C[x, y, z] that corresponds to a (−1)-curve Qα in X˜ of degree α > 0. I.e., Qα actually
stands for the strict transform of a curve in P2 and not for one of the exceptional curves
i . In the sequel Q′α, Q˜α, . . . denote other (−1)-curves of type α. Furthermore, q and
Q will correspond to the unique cubic going through the points P1, . . . , P9; note
that (3,−1, . . . ,−1) is the coordinate vector and (3, 4, . . . , 4) is the valuation vector
of Q. For i ∈ {1, . . . , 9}, let ri and Ri correspond to the curve with coordinates
(1, 0, . . . ,−1, . . . , 0) with the −1 on place i and let ( and) L correspond to the curve
with coordinates (1, 0, . . . , 0). Recall the multiplication table  ·  = 1,  · i = 0 and
i ·  j = δi j for i, j ∈ {1, . . . , 9}.
Theorem 5.1 The saturation of SV equals SsatV = C ∩Z10, where C is the cone gener-
ated by (1, 1, 1, . . . , 1), (1, 2, 1, . . . , 1), (1, 1, 2, . . . , 1), . . . , (1, 1, 1, . . . , 2), and by
all the valuation vectors corresponding to (−1)-curves different from the exceptional
ones and to Q.
Corollary 5.2 SV is not finitely generated.
Proof SsatV cannot be finitely generated, because if it were finitely generated, then the
cone C = R≥0SsatV would be finitely generated. But this would mean that the cone gen-
erated by C and the vectors (0,−1, 0, . . . , 0), (0, 0,−1, . . . , 0), . . . , (0, 0, 0, . . . ,−1)
is also finitely generated. However, this cone is just one linear transformation away
from the cone of curves of the blow-up of P2 at nine very general points. Nagata [16]
showed that there are infinitely many (−1)-curves, and it follows from for instance
[14, II Lemma 4.12] that every (−1)-curve spans an extremal ray of the cone of curves.
In particular, it is not finitely generated. Alternatively, see Theorem 0.1 in [17].
Then it follows from [1, Corollary 2.10] that SV cannot be finitely generated. unionsq
5.1 Proof of Theorem 5.1
⊇ This inclusion is trivial since every generator of the cone is already in SV .
⊆ It is enough to prove that every v ∈ SV is an element of C ∩Z10. We will do this
in seven steps, using the following strategy. First, it is enough to consider v = ν( f )
for a homogeneous f . We need to show that (d,−m1, . . . ,−m9) belongs to the cone
generated by L , the Ri , Q and all (−1)-curves of the form Qα . We will derive this
123
L. Van Langenhoven, W. Veys
from the known structure of the cone of curves of the blow-up of P2 at nine very
general points, saying that (d,−m1, . . . ,−m9) is a combination of Q, the Qα and the
i , with coefficients in N. For this, we show several intermediate descriptions through
tedious calculations.
Step 1. Let v = ν( f ) for some non-zero f ∈ C[x, y, z] and write f as a sum
of its homogeneous components f = fd + fd+1 + · · · + fn with fd = 0. Then it
follows from Lemma 2.10 that ν( f ) = c-min{ν( fh) | h ∈ {d, . . . , n}}. This reduces
our problem to showing that every ν( f ) where f is a homogeneous polynomial is an
element of C ∩ Z10. How this works exactly, will be explained in Step 7.
Step 2. For now, we look at ν( fd) with fd homogeneous and we want to show that
ν( fd) ∈ C ∩ Z10. This means that we need to show that F˜ = (d,−m1, . . . ,−m9) ∈
C ′ ∩ Z10, where C ′ is the cone generated by L , Ri for all i ∈ {1, . . . , 9}, Q and all
(−1)-curves of the form Qα .
Theorem 0.1 in [17] tells us that the cone of curves of the blow-up of P2 at nine
very general points is the closed cone whose extremal rays are spanned by Q and
all the (−1)-curves, i.e., all Qα and all i . Therefore every F˜ can be written as F˜ =∑
f ini te λα Qα + λQ +
∑9
i=1 λii with all λ• ∈ Q+. Hence, some positive integer
multiple of F˜ has coefficients in N. Without loss of generality we can assume F˜ itself
can be written with coefficients in N:
F˜ = (d,−m1, . . . ,−m9) =
∑
f ini te
nα Qα + nQ +
9∑
i=1
nii . (5)
We will use the following principle to rewrite F˜ : if a, b, c, d ∈ N and a+b−c−d ≥
0, then there exist c1 and d1 in N such that c+d = c1 +d1, a −c1 ≥ 0 and b−d1 ≥ 0.
Because F = (d,−m1, . . . ,−m9) where every mi ≥ 0, all Qα and Q have coor-
dinates of the form (α,−b1, . . . ,−b9) with every bi  0, and every i is of the form
(0, 0, . . . , 1, . . . , 0) with the 1 as i th coordinate, we can apply this principle to write
F˜ as
F˜ =
∑
α
(
Qα +
9∑
i=1
sα,ii
)
+
∑
a
(
Q +
9∑
i=1
ta,ii
)
.
Here every sα,i and ta,i are in N and the last nine coordinates of every Qα +∑9
i=1 sα,ii and Q +
∑9
i=1 ta,ii are still smaller than or equal to zero.
Step 3. In this step and the next ones we want to prove that every Q + ∑9i=1 tii
and every Qα + ∑9i=1 sii whose last nine coordinates are  0, are elements of
C ′ ∩ Z10. As a result, F˜ is also an element of C ′ ∩ Z10. Firstly, we do this for
every Q + ∑9i=1 tii . Since Q = (3,−1,−1, . . . ,−1), every ti belongs to {0, 1}.
We consider the specific (−1)-curves Q1, Q2 and Q3 of the list (9) below; note that
Q′1 = (1, 0, . . . , 0,−1,−1, 0, 0) and Q′3 = (3, 0,−1, . . . ,−1,−2, 0) are also (−1)-
curves by the results in Sect. 5.2, since the last nine coordinates of Q′1 and Q′3 are a
permutation of the last nine coordinates of Q1 and Q3, respectively. We have
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Q + 0 = Q ∈ C ′ ∩ Z10;
Q + 9 = (3,−1,−1, . . . ,−1, 0). Multiplication by 2 shows
2(Q + 9) = Q3 + Q′3 ∈ C ′ ∩ Z10 ⇒ Q + 9 ∈ C ′ ∩ Z10;
Q + 8 + 9 = (3,−1, . . . ,−1, 0, 0) = Q2 + Q′1 ∈ C ′ ∩ Z10;
Q+
9∑
i=7 i = (3,−1,−1,−1,−1,−1,−1, 0, 0, 0) = Q2 + R6 ∈ C ′ ∩ Z10;
. . .
Q+
9∑
i=1 i = (3, 0, 0, 0, 0, 0, 0, 0, 0, 0) = 3L ∈ C ′ ∩ Z10.
Secondly, we look at the Qα with α = 1, which are (up to some permutation) equal
to (1,−1,−1, 0, . . . , 0). Because we want our last nine coordinates to be negative or
zero, we can only have Q1, Q1 + 1 = R2, Q1 + 2 = R1 and Q1 + 1 + 2 = L ,
which are clearly elements of C ′ ∩ Z10.
Step 4. We are going to prove that Qα + ∑9i=1 sii , with α  2 and nonpositive
last nine coordinates, belongs to C ′ ∩ Z10. We will need the following lemma.
Lemma 5.3 Let Qα be a (−1)-curve with α  2 and with coordinates (α,−b1, . . . ,
−b9). Let i ∈ {1, . . . , 9}. If bi  1, then there exists a number xi ∈ N∗ such that
Qα + xii can be written as a sum of the form
Qα + xii = Qβ + n5 Q5 + n4 Q4 + n′4 Q′4 + n2 Q2 + n1 Q1,
where we can assume 0 < β < α, all n• ∈ N, and Q5, Q4, Q′4, Q2 and Q1 all have
a zero as i th coordinate.
The proof of this lemma will be given later.
Step 5. We can use Lemma 5.3 to prove the next lemma.
Lemma 5.4 Let Qα be a (−1)-curve withα2 and with coordinates (α,−b1, . . . ,−b9).
Let i ∈{1, . . . , 9} and take si ∈ N such that si  bi . Then there exists a number k ∈ N∗
such that k(Qα + sii ) can be written as a sum of the form
k(Qα + sii ) =
∑
β<α
nβ Qβ +
∑
j =i
n j R j ,
where every n• ∈ N.
Proof We will prove this lemma by induction on α. If α = 2, then (up to some
permutation, cf. (9)) Q2 = (2,−1,−1,−1,−1,−1, 0, 0, 0, 0). Now assume i = 5.
If s5 = 0, there is nothing to show, so suppose s5 = 1. Then Q2 + s55 equals
(1,−1,−1, 0, 0, 0, . . . , 0) + (1, 0, 0,−1,−1, 0, . . . , 0) = Q1 + Q′1.
For the induction step, we assume α > 2 and that the claim is true for all β < α.
Again, if si = 0, there is nothing to prove, so suppose 1  si  bi . From Lemma 5.3
we know there exists a number x ∈ N∗ such that Qα + xi can be written in a suitable
way.
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Then, as long as si  x , we get what we want as follows:
x(Qα + sii ) = (x − si )Qα + si (Qα + xi )
= (x − si )Qα + si (Qβ + n5 Q5 + n4 Q4 + n′4 Q′4 + n2 Q2 + n1 Q1).
When si > x , we proceed in the following way:
Qα + sii = (Qα + xi ) + (si − x)i
= Qβ + n5 Q5 + n4 Q4 + n′4 Q′4 + n2 Q2 + n1 Q1 + (si − x)i .
Because all Q5, Q4, Q′4, Q2 and Q1 have a zero as i th coordinate, we have that
b′i − (si − x) = bi − si  0, where −b′i is the i th coordinate of Qβ . If Qβ is a Q1,
then the claim follows from what we did in Step 3. Otherwise we can apply induction
on Qβ + (si − x)i . This finishes the proof of the lemma. unionsq
Step 6. Using Lemma 5.4, we can prove the next lemma, which proves what we
wanted in Step 3.
Lemma 5.5 Let Qα be a (−1)-curve withα2 and with coordinates (α,−b1, . . . ,−b9).
Suppose for every i ∈{1, . . . , 9} that si ∈ N and si  bi . Then there exists a number
k ∈ N∗ such that
k
(
Qα +
9∑
i=1
sii
)
=
∑
β
nβ Qβ +
9∑
j=1
n j R j + nL L ,
where every n• ∈ N.
Proof From Lemma 5.4 we know that there exists some k ∈ N∗ such that
k (Qα + s11) =
∑
β<α
nβ Qβ +
∑
j =1
n j R j . (6)
Then we get that k (Qα + s11 + s22) = ∑ nβ Qβ + ∑ n j R j + ks22. We know
that b2  s2, so kb2  ks2, and from (6) we know kb2 = ∑ nβb′β,2 + n2, where the
b′β,2 are the second coordinates of all the Qβ in (6). This means that we can redistribute
the ks22 among those terms as
k (Qα + s11 + s22) =
∑
β
(Qβ + tβ2) + n′2(R2 + 2) + (n2 − n′2)R2
+
∑
j =2
n j R j
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such that n2 − n′2 and tβ ∈ N, b′2  tβ and
∑
tβ + n′2 = ks2. Because of Lemma 5.4
(and Step 3), we can find kβ ’s in N∗ such that
k (Qα + s11 + s22) =
∑
β
1
kβ
(∑
nγ Qγ +
∑
r j R j
)
+ n′2L + (n2 − n′2)R2
+
∑
j =2
n j R j .
Multiplication by
∏
kβ shows that some positive integer multiple of Qα + s11 +
s22 is of the required form. Using a similar argument, we can add s33, . . . , s99 to
this sum. unionsq
Step 7. We have proven that every F˜ has a k ∈ N∗ such that
k F˜ =
∑
nα Qα + nQ Q +
∑
n j R j + nL L . (7)
In terms of the valuation vector ν( f ) of the homogeneous polynomial f this means
kν( f ) = ν
((∏
qnαα
)
· qnQ ·
(∏
r
n j
j
)
· nL
)
.
Now suppose f is a general polynomial, i.e., not homogeneous, and write f as a sum
of its homogeneous components f = fd + fd+1+· · ·+ fn . Then we know from Step 1
that ν( f ) = c-min{ν( fh) | h ∈ {d, . . . , n}}. Thus ν( f ) = ν( fd) − (0, a1, . . . , a9) =
(d, d + μ1, . . . , d + μ9) − (0, a1, . . . , a9), where every μi − ai  0. We can look
at the element of the cone of curves that corresponds with these coordinates. This is
F˜ +∑9i=1 aii , where F˜ is the strict transform of the curve given by fd : Formula (7)
then yields
k F˜ +
9∑
i=1
kaii =
∑
nα Qα + nQ Q +
∑
n j R j + nL L +
9∑
i=1
kaii .
The same trick as before, namely redistributing
∑9
i=1 kaii in a proper way over
the other terms, together with Step 3 and Lemma 5.5 tells us that there exists some k′
in N∗ such that k′(F˜ + ∑9i=1 aii ) =
∑
n′α Qα + n′Q Q +
∑
n′j R j + n′L L . In other
words, F˜ + ∑9i=1 aii ∈ C ′ ∩ Z10, which means that ν( f ) ∈ C ∩ Z10. This ends the
proof of Theorem 5.1. 
5.2 Proof of Lemma 5.3
We use the following strategy. It is known that applying Cremona tranformations to
1 yields exactly all (−1)-curves. We will derive the expression in Lemma 5.3 by
repeated use of well chosen Cremona transformations, taking advantage of Noether’s
inequality, which restricts the possible coordinates of (−1)-curves.
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Definition 5.6 Let X be a nonsingular projective surface. An automorphism σ of the
Picard group Pic(X) is called a Cremona isometry of X if it satisfies the following
properties:
(1) σ preserves the intersection form on Pic(X);
(2) σ fixes the canonical class K X of X;
(3) σ leaves the cone of curves N E(X) invariant.
Let Cris(X) denote the group of Cremona isometries of X .
Let X be the blow-up of P2 at nine very general points. By [11, §4, Theorem 1] we
know that Cris(X) is generated by elements φ1, . . . , φ9 which act as follows:
φi : (d, b1, . . . , b9) → (d, b1, . . . , bi−1, bi+1, bi , . . . , b9) for i = 1, . . . , 8;
φ9 : (d, b1, . . . , b9) → (2d + b1 + b2 + b3,−d − b2 − b3,−d − b1 − b3,
−d − b1 − b2, b4, . . . , b9).
Note that every (φi )2 = I d. Furthermore, by [11, §5, Corollary 1] we know that all
(−1)-curves and nothing more can be obtained from 1 = (0, 1, 0, . . . , 0) by applying
Cremona transformations. This also means that every (−1)-curve is sent to another
(−1)-curve under the action of any φi .
Lemma (Noether’s Inequality) [11, §5] If Qd = (d,−b1, . . . ,−b9) is a (−1)-curve
with d  1 and b1  b2  · · ·  b9, then b1 + b2 + b3  d + 1.
It follows from the information above that no Cremona transformation changes Q,
and by definition Cremona transformations do not change intersection products. Since
Q · 1 = 1, it follows that 1 = Q · Qd = 3d − ∑9i=1 bi for every (−1)-curve Qd . In
the proof of Lemma 5.3 we will use this as
9∑
i=1
bi = 3d − 1. (8)
For future computations we would like to highlight the following: if in the (−1)-
curve Qd = (d,−b1, . . . ,−b9) we have that b1 + b2 + b3 = d + x , then
φ9(Qd)=(2d−b1−b2−b3,−d+b2+ b3,−d+ b1+ b3,−d+ b1+ b2,−b4, . . . ,−b9)
= (d − x,−b1 + x,−b2 + x,−b3 + x,−b4, . . . ,−b9).
When x > 0, the degree and the bi drop for i = 1, 2, 3. When x = 0, nothing
changes and when x < 0, the degree increases as do the bi for i = 1, 2, 3. Note that
now b′1 + b′2 + b′3 = d − 2x , where −b′i is the i th coordinate of φ9(Qd).
Lastly, we would like to give a list of the (−1)-curves that can be obtained from 1
by using the φi , but with a maximum of four times φ9. This is, of course, a list up to
permutation of the last nine coordinates:
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1 = (0, 1, 0, 0, 0, 0, 0, 0, 0, 0) 0 steps
Q1 = (1,−1,−1, 0, 0, 0, 0, 0, 0, 0) 1 step
Q2 = (2,−1,−1,−1,−1,−1, 0, 0, 0, 0) 2 steps
Q3 = (3,−2,−1,−1,−1,−1,−1,−1, 0, 0) 3 steps
Q4 = (4,−2,−2,−2,−1,−1,−1,−1,−1, 0) 3 steps
Q˜4 = (4,−3,−1,−1,−1,−1,−1,−1,−1,−1) 4 steps
Q5 = (5,−2,−2,−2,−2,−2,−2,−1,−1, 0) 4 steps
Q˜5 = (5,−3,−2,−2,−2,−1,−1,−1,−1,−1) 4 steps
Q6 = (6,−3,−3,−2,−2,−2,−2,−1,−1,−1) 4 steps
(9)
It is just a short exercise to see that this list does not contradict Lemma 5.3.
Proof of Lemma 5.3 Let us assume that Qd = (d,−b1, . . . ,−b9) is a (−1)-curve of
degree d  2. Without loss of generality, we may assume
b1  b2  · · ·  b9. (10)
Then, Noether’s inequality tells us that b1 + b2 + b3 = d + x with x > 0. By
applying φ9 on Qd we find a new (−1)-curve Qd−x . Because d  2, we know (by
looking at our list (9)) that Qd−x = 1. If the i mentioned in Lemma 5.3 is 1, then we
see that
φ9(Qd) = Qd−x = (d − x,−b1 + x,−b2 + x,−b3 + x,−b4, . . . ,−b9) and
Qd = Qd−x + x(1, 0,−1,−1, 0, 0, 0, 0, 0, 0) − x1.
Hence Qd +x1 = Qd−x +x Q′′1. Of course, the same goes for i = 2 or 3. Actually,
we can use the same argument for any i such that bi is contained in a sum of three,
bi + b j + bk strictly bigger than d with i , j and k all different. From now on, we will
refer to sums bi + b j + bk with i , j and k all different, as 3-sums.
When bi  1 is not contained in a 3-sum> d, things become a bit more complicated.
We distinguish between a few cases. We look at the three consecutive 3-sums in Qd
and we use the notation (d; b1 + b2 + b3, b4 + b5 + b6, b7 + b8 + b9). By Noether’s
inequality and Eq. (8), there are three different cases:
(1) (d; d + x, d, d − x − 1) with x > 0;
(2) (d; d + x + y, d + x, d − 2x − y − 1) with x > 0, y  0 and
(3) (d; d + x, d − y, d − x + y − 1) with x, y > 0.
We introduce some notation for a few specific Cremona transformations: C R123 =
φ9, C R456 is the same as φ9, but then with {b4, b5, b6} and similarly, C R789 is φ9 with
{b7, b8, b9}.
Case 1 Suppose Qd is a (−1)-curve of type (d; d+x, d, d−x−1). If bi ∈ {b4, b5, b6},
we first let C R123 act on Qd and afterwards C R456. Schematically, this gives
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d⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−b1
−b2
−b3⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−b4
−b5
−b6⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−b7
−b8
−b9
d− x⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−b1 + x
−b2 + x
−b3 + x⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−b4
−b5
−b6⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−b7
−b8
−b9
d− 2x⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−b1 + x
−b2 + x
−b3 + x⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−b4 + x
−b5 + x
−b6 + x⎧⎪⎪⎪⎨
⎪⎪⎪⎩
−b7
−b8
−b9
CR123←→
CR456←→
d
+
x
d
d
−x
−1
d
−2
x
d
d
−x
−1
d
−3
x
d
d
−x
−1
On the right hand side we have obtained a (−1)-curve Qd−2x . So if bi was b6 (or
similarly for b4 and b5), we get
Qd = Qd−2x + x(2,−1,−1,−1,−1,−1, 0, 0, 0, 0) − x6.
Thus, Qd + x6 = Qd−2x + x Q2. Note that this Qd−2x cannot be some  j . This
is because Q2 is the only (−1)-curve that is two steps away from 1 by applying two
φ9’s that increase the degree. And in Q2, all nonzero coordinates are contained in a
3-sum > 2.
If bi ∈ {b7, b8, b9} and x  2, then we do one more Cremona transformation
C R789. This gives us the (−1)-curve Qd−3x+1 =  j of degree strictly lower than
d − 2x :
(d − 3x + 1,−b1 + x,−b2 + x,−b3 + x,−b4 + x,−b5 + x,−b6 + x,
−b7+x −1,−b8+ x−1,−b9+x−1).
Thus Qd = Qd−3x+1 + (3x −1,−x, . . . ,−x,−x +1,−x +1,−x +1). Now say
bi = b9. When x is even, say x = 2k with k  1, then (3x − 1,−x, . . . ,−x,−x +
1,−x + 1,−x + 1) is equal to
k(5,−2,−2,−2,−2,−2,−2,−1,−1, 0) + (k − 1)(1, 0, 0, 0, 0, 0, 0,−1,−1, 0)
−(2k − 1)9.
Hence, Qd + (x − 1)9 = Qd−3x+1 + k Q5 + (k − 1)Q′′′1 . When x is odd, say
x = 2k + 1 with k  1, then (3x − 1,−x, . . . ,−x,−x + 1,−x + 1,−x + 1) is equal
to
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(k−1)(5,−2,−2,−2,−2,−2,−2,−1,−1, 0)
+(k−1)(1, 0, 0, 0, 0, 0, 0,−1,−1, 0)
+(4,−2,−2,−2,−1,−1,−1,−1,−1, 0)
+(4,−1,−1,−1,−2,−2,−2,−1,−1, 0) − 2k9.
Thus, Qd + (x − 1)9 = Qd−3x+1 + (k − 1)Q5 + Q4 + Q′4 + (k − 1)Q′′′1 .
To end case (1), we still have to look at (d; d +1, d, d −2), i.e., when x = 1. Using
(10), there are only three possibilities for the shape of Qd , namely
(d, −(a + 1), −a, −a, −a, −a, −a, −a, −a, −a + 2) → 3a = d,
(d, −(a + 1), −a, −a, −a, −a, −a, −a, −a + 1, −a + 1) → 3a = d or
(d, −a, −a, −a, −a, −a, −a + 1, −a + 1, −a + 1, −a + 1) → 3a = d + 1.
Since these coordinates are coming from (−1)-curves, we must have d2 −∑
b2i = −1. In the first case this gives us a = 2, d = 6 and thus Qd =
(6,−3,−2,−2,−2,−2,−2,−2,−2, 0). But all the nonzero coordinates are con-
tained in a 3-sum > 6, which means everything is fine. In the second case this gives
a = 1 and d = 3, so in this case Qd = (3,−2,−1,−1,−1,−1,−1,−1, 0, 0).
Again, all the nonzero coordinates are contained in a 3-sum > 3. And lastly, the third
case tells us a = 1, d = 2 and thus Qd = (2,−1,−1,−1,−1,−1, 0, 0, 0, 0), which
is already covered. This concludes case (1).
Case 2 Suppose Qd is a (−1)-curve of type (d; d + x + y, d + x, d −2x − y −1) and
bi ∈ {b7, b8, b9}. Then we do something similar to case (1). First we let C R123 act on
Qd , then C R456, after that C R123 again and then C R789. In general, this gives us a
(−1)-curve Qd−6x−3y+1 different from the  j such that Qd = Qd−6x−3y+1 + (3x ′ −
1,−x ′, . . . ,−x ′,−x ′ + 1,−x ′ + 1,−x ′ + 1) where x ′ = 2x + y ≥ 2. Then we can
do the same as we did in case (1) to find that Qd + (2x + y − 1)i can be written as
we want.
However, there is one Qd for which we do get an  j . When we look at list (9), we
see that Q5 = (5,−2,−2,−2,−2,−2,−2,−1,−1, 0) is the only (−1)-curve that
is four steps away from 9 and belongs to case (2). However, this is not a problem
since Q5 + 8 equals
(3,−2,−1,−1,−1,−1,−1,−1, 0, 0) + (2, 0,−1,−1,−1,−1,−1, 0, 0, 0),
hence, Q5 + 8 = Q3 + Q′2. Thus, b7 and b8 are fine and we do not have to look at
b9, because it is zero.
Case 3 Suppose Qd is a (−1)-curve of type (d; d + x, d − y, d − x + y − 1). Using
(10), we must have d − y  d − x + y − 1. Hence 2y − 1  x . Say x = 2y − 1 + t
with t  0. In this way type (3) is of the form (d; d + 2y − 1 + t, d − y, d − y − t).
Here we can use the same argument for b4, b5, b6, b7, b8 and b9. So assume bi = b9.
Again we use a similar method as for case (1). But first we distinguish between three
situations: y  2; y = 1, t  1 and y = 1, t = 0.
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When y  2, we look at C R456 ◦ C R789 ◦ C R456 ◦ C R123(Qd). This is a
(−1)-curve Qd−6y−3t+5 such that Qd = Qd−6y−3t+5 + (3x ′ + 1,−x ′ − 1,−x ′ −
1,−x ′ − 1,−x ′, . . . ,−x ′), where x ′ = 2y + t − 2. Because y  2, we will
also have x ′  2. Again, we treat the even and the odd cases a little differently.
When x ′ = 2k, we get Qd + x ′9 = Qd−6y−3t+5 + k Q5 + Q′′2 + (k − 1)Q′′′1 ,
where Q′′2 = (2,−1,−1,−1, 0, 0, 0,−1,−1, 0). When x ′ = 2k + 1, we get
Qd + x ′9 = Qd−6y−3t+5 + k Q5 + Q4 + k Q′′′1 .
When y = 1 and t  1, we look at the (−1)-curve Qd−3t−1 = C R789 ◦ C R456 ◦
C R123(Qd). This one is such that Qd = Qd−3t−1 + (3t + 1,−t − 1,−t − 1,−t −
1,−t, . . . ,−t). As mentioned above, this is a case we can handle (even when t = 1).
When y = 1 and t = 0, we are working with (−1)-curves of type (d; d + 1, d −
1, d − 1). Using (10), this leaves us only two possibilities, namely:
(d,−(a + 2),−a,−a,−a,−a,−a,−a,−a,−a) → 3a = d − 1
(d,−(a + 1),−(a + 1),−a,−a,−a,−a,−a,−a,−a) → 3a = d − 1 .
This, together with the fact that these should be (−1)-curves, tells us that the first
one is Q˜4 = (4,−3,−1, . . . ,−1) and the second one is (1,−1,−1, 0, . . . , 0). In Q˜4
every coordinate is contained in a 3-sum > 4 and the second one does not matter since
we wanted (−1)-curves of degree d  2. This concludes the proof of Lemma 5.3. unionsq
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Appendix
We will use Lemma 4.8 to prove that a basis of the ideal I of Example 4.11 is given
by the set
U = {((1, 1, 2, 1, 1), Q1); ((1, 1, 1, 2, 1), Q1); ((1, 2, 1, 1, 1), Q2);
((1, 1, 1, 1, 2), Q4); ((2, 3, 3, 3, 3), Q1 Q5)}.
Remember that we chose the lexicographical ordering of C[Q1, . . . , Q6]with Q1 
· · ·  Q6 as the monomial ordering.
Let R be a 0-homogeneous polynomial of ker φ with leading monomial lm(R) =
QM . We have to prove that there is an α ∈ {1, . . . , 5} such that Qbα divides QM
and vˆ(QM ) − vˆ(R) 0 vˆ(Qbα ) − vˆ(Bα). The vˆ(Qbα ) − vˆ(Bα) coming from the ele-
ments of U are respectively (0, 0, 0, 1, 0), (0, 0, 1, 0, 0), (0, 0, 0, 1, 0), (0, 0, 1, 0, 0)
and (0, 0, 0, 0, 0). Because we are working with monomial valuations, we know that
vˆi (QM ) − vˆi (R)  0 for all i . Thus, in order to prove that U is a basis, we have to
prove that R satisfies (at least) one of the following conditions
W1 : Q1|QM and vˆ3(QM ) > vˆ3(R),
W2 : Q1|QM and vˆ2(QM ) > vˆ2(R),
W3 : Q2|QM and vˆ3(QM ) > vˆ3(R),
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W4 : Q4|QM and vˆ2(QM ) > vˆ2(R),
W5 : Q1 Q5|QM .
Suppose R does not satisfy W1, W2, W3 or W4, then we have to prove that Q1 Q5
divides QM . Not satisfying W1, W2, W3 or W4 can be sorted into four categories:
1) vˆ2(lm(R)) = vˆ2(R) vˆ3(lm(R)) = vˆ3(R)
2) vˆ2(lm(R)) = vˆ2(R) vˆ3(lm(R)) > vˆ3(R) Q1, Q2  lm(R)
3) vˆ2(lm(R)) > vˆ2(R) vˆ3(lm(R)) = vˆ3(R) Q1, Q4  lm(R)
4) vˆ2(lm(R)) > vˆ2(R) vˆ3(lm(R)) > vˆ3(R) Q1, Q2, Q4  lm(R)
We used Singular [8] to compute the ideal of the leading terms of ker φ and it gave
LT (ker φ) = (Q1, Q2, Q4). Hence case 4) cannot occur.
Let us look at case 2). Because the leading monomial of R is not divisible by Q1 nor
by Q2, Q1 and Q2 do not divide any monomial in R, hence R ∈ C[Q3, Q4, Q5, Q6].
It follows that R = (Q4 − Q5 − Q6) f and lm(R) = Q4 lm( f ). But then we have the
following (in)equalities:
vˆ2(lm(R)) − vˆ2(R) = vˆ2(Q4) + vˆ2(lm( f )) − vˆ2(Q4 − Q5 − Q6) − vˆ2( f )
= 1 + vˆ2(lm( f )) − vˆ2( f )  1.
Since this contradicts the hypothesis of case 2), case 2) cannot occur.
Now we show that case 3) cannot occur either. Because Q1  lm(R), Q1 does not
divide any monomial in R. Hence R can be written as
R = (Q2 − Q3 − Q5)g + (Q4 − Q5 − Q6) f,
where lm(R) = Q2 lm(g). Note that g = 0, because otherwise Q4 would be a
divisor of lm(R). We will show that we can even do this in such a way that vˆ3(R) 
vˆ3((Q2 − Q3 − Q5)g). But this would give us the inequalities
vˆ3(lm(R)) − vˆ3(R)  vˆ3(Q2) + vˆ3(lm(g)) − vˆ3(Q2 − Q3 − Q5) − vˆ3(g)
= 1 + vˆ3(lm(g)) − vˆ3(g)  1.
This, however, contradicts the hypothesis of case 3). Before we go to case 1), we
will show why we can write R in this way.
Write R = ∑ λα QMα . Then by the definition of the monomial valuations, we
know that every vˆ3(QMα )  vˆ3(R). Now we split this sum into two sums: the first
sum containing all the monomials in R that are not divisible by Q4, the second sum
containing the other monomials:
R =
∑
λβ QMβ +
∑
λγ Qmγ4 QMγ ,
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where Q4 does not divide any QMγ . Note that the leading monomial of R is contained
in the first sum. After that, we replace every Qmγ4 QMγ by
Qmγ4 QMγ = ((Q4 − Q5 − Q6) + (Q5 + Q6))mγ QMγ
=(Q5+Q6)mγ QMγ +
mγ∑
j=1
(
mγ
j
)
(Q4−Q5 − Q6) j (Q5 + Q6)mγ − j QMγ .
Since vˆ3(Q4) = vˆ3(Q4−Q5−Q6) = vˆ3(Q5+Q6), every new term also has its third
valuation greater than or equal to vˆ3(R). I.e., every vˆ3((Q5 + Q6)mγ QMγ )  vˆ3(R)
and every vˆ3((Q4 − Q5 − Q6) j (Q5 + Q6)mγ − j QMγ )  vˆ3(R).
This gives us
R =
∑
λβ QMβ +
∑
λγ (Q5 + Q6)mγ QMγ
︸ ︷︷ ︸
h2
+ (Q4 − Q5 − Q6) f︸ ︷︷ ︸
h4
,
with vˆ3(h2)  vˆ3(R), vˆ3(h4)  vˆ3(R) and lm(R) = lm(h2). By construction h2 is an
element of ker φ ∩ C[Q2, Q3, Q5, Q6]. As a result h2 = (Q2 − Q3 − Q5)g, which
is what we wanted.
The only thing left to do, is to prove that case 1), i.e., vˆ2(lm(R)) = vˆ2(R) and
vˆ3(lm(R)) = vˆ3(R), implies Q1 Q5 | lm(R). We will give a proof by contradiction. As
before, write R = ∑ λα QMα with vˆ(QMα ) 0 vˆ(R) for every α. Say lm(R) = QM ,
where M = (a, b, c, d, e, f ). We know that there is at least one other monomial in
that sum, say QM2 with M2 = (x, y, z, u, v, w). Because R is 0-homogeneous, we
have the equalities a + b + c + d + e + f = x + y + z + u + v + w = deg(R) and
vˆ2(lm(R)) = deg(R) + a + c + d vˆ2(QM2) = deg(R) + x + z + u,
vˆ3(lm(R)) = deg(R) + a + b + f vˆ3(QM2) = deg(R) + x + y + w.
Firstly, suppose that Q5  lm(R). Then e = 0, and since vˆ2(lm(R)) = vˆ2(R),
we see that vˆ2(lm(R))  vˆ2(QM2). In other words, a + c + d  x + z + u. Since
R is 0-homogeneous, this gives us b + f  y + v + w  y + w. If v = 0, this
is a strict inequality, which implies together with the fact that QM is the leading
monomial (therefore surely a  x), that vˆ3(lm(R)) > vˆ3(QM2)  vˆ3(R). The last
inequality contradicts the hypothesis. It follows that no monomial in R is divisible
by Q5. On the other hand, if a > x , we also get vˆ3(lm(R)) > vˆ3(R). This shows
that R = Qa1 R′ with R′ ∈ C[Q2, Q3, Q4, Q6]. Now ker(φ) is a prime ideal and
Q1 /∈ ker(φ); since R ∈ ker(φ), we see that R′ ∈ ker(φ) . As a result, we can write
R′ = (Q2 − Q3 − Q4 + Q6) f . This gives us the following inequality:
vˆ3(lm(R))−vˆ3(R) = vˆ3(Qa1lm( f ))+vˆ3(Q2)−vˆ3(Qa1 f ) − vˆ3(Q2 − Q3−Q4+Q6)
= 1 + vˆ3(Qa1lm( f )) − vˆ3(Qa1 f )  1.
This, again, contradicts the hypothesis. So Q5 divides QM .
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Now suppose Q1 does not divide lm(R) and therefore none of the monomials in
R. Then a = 0 and e > 0, and every other monomial QMα in R has Mα of the form
(0, yα, zα, uα, vα,wα), where vα can be zero. Because R is 0-homogeneous and QM
is the leading monomial with respect to the lexicographical ordering, we know that
every Mα in R satisfies one of the following sets of conditions:
(i) b > yα,
(i i) b = yα c > zα,
(i i i) b = yα c = zα d > uα,
(iv) b = yα c = zα d = uα e > vα.
But by the hypothesis of case 1) we have vˆ2(lm(R)) = vˆ2(R). This means that
vˆ2(lm(R))  vˆ2(QMα ) for every QMα in R, and when we look at the equalities at the
beginning of the proof of case 1), we see that this means that c + d  z + u. Hence
the set of conditions in (i i i) does not occur. Now we use a similar argument as we did
in case 3). Write R as two sums: the first containing all monomials in R that are not
divisible by Q5, the second containing all the other monomials in R:
R =
∑
λβ QMβ +
∑
λγ Qmγ5 QMγ ,
where no QMγ is divisible by Q5. Note that the leading monomial is contained in the
second sum. After that, we replace every Qmγ5 QMγ by
Qmγ5 QMγ = ((−Q4 + Q5 + Q6) + (Q4 − Q6))mγ QMγ
=(Q4−Q6)mγ QMγ +
mγ∑
j=1
(
mγ
j
)
(−Q4+Q5+Q6) j (Q4 − Q6)mγ − j QMγ .
Since vˆ3(Q5) = vˆ3(Q4−Q5−Q6) = vˆ3(Q4−Q6), every new term also has its third
valuation greater than or equal to vˆ3(R). I.e., every vˆ3((Q4 − Q6)mγ QMγ )  vˆ3(R)
and every vˆ3((−Q4 + Q5 + Q6) j (Q4 − Q6)mγ − j QMγ )  vˆ3(R). We obtain
R =
∑
λβ QMβ +
∑
λγ (Q4 − Q6)mγ QMγ
︸ ︷︷ ︸
h2
+ (Q4 − Q5 − Q6) f︸ ︷︷ ︸
h4
,
with vˆ3(h2)  vˆ3(R) and vˆ3(h4)  vˆ3(R). We will show that vˆ3(lm(R)) =
vˆ3(lm(h2)).
When we expand every term (Q4 − Q6)mγ QMγ in h2 and write it as a sum of
monomials without canceling the doubles, we create new monomials, some larger than
lm(R). For example, the leading monomial of R gives rise to (Q4−Q6)m1 Q(0,b,c,d,0, f )
and one of those new monomials in h2 will be QM ′ with M ′ = (0, b, c, d + e, 0, f ).
We prove that QM ′ is the leading monomial of h2.
Clearly we have QM ′  QM  QMβ for every QMβ . It remains to prove that
QM ′ is larger than any monomial coming from any (Q4 − Q6)mγ QMγ . For this, it
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is enough to prove that QM ′ is larger than every largest monomial coming from the
(Q4 − Q6)mγ QMγ , i.e., we have to prove that
QM ′ = Q(0,b,c,d+e,0, f )  Q(0,y,z,u+mγ ,0,w) = QN ′
for every QN in R with N = (0, y, z, u, mγ , w) and mγ > 0. But, since QN is a
monomial in R, we know that N satisfies (i), (i i) or (iv). From this it follows that
Q(0,b,c,d+e,0, f )  Q(0,y,z,u+mγ ,0,w), and they cannot be the same if QN = lm(R).
Hence, QM ′ cannot be cancelled out.
Thus we find lm(h2) = QM ′ with M ′ = (0, b, c, d + e, 0, f ), and vˆ3(lm(h2)) =
deg(R) + b + f = vˆ3(lm(R)). By construction h2 is an element of ker(φ) ∩
C[Q2, Q3, Q4, Q6], and as a result h2 = (Q2 − Q3 − Q4 + Q6)g. We get the
following inequalities:
vˆ3(lm(R)) − vˆ3(R) = vˆ3(lm(h2)) − vˆ3(R)
 vˆ3(Q2) + vˆ3(lm(g)) − vˆ3(Q2 − Q3 − Q4 + Q6) − vˆ3(g)
= 1 + vˆ3(lm(g)) − vˆ3(g)  1.
This contradicts the hypothesis and ends the proof. unionsq
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