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Abstract—Due to technical intricacy, restricted resources, and high-cost for collecting empirical datasets, spatial modeling of 
wireless information networks via analytical means has been considered as a widely practiced mechanism for inference. As a 
result, diverse deployment models have been proposed for emulating the geometry of a network in order to explore its features. 
Although, these varied models are relevant in certain instances, but on the whole, such methods do not necessarily echo the 
actual inhomogeneous geometry of a network configuration over a particular deployment site. Therefore, we conceptualized a 
straightforward and flexible approach for random spatial inhomogeneity by proposing the area-specific deployment (ASD) 
algorithm, which takes into account the clustering tendency of users. In fact, the ASD method has the advantage of achieving a 
more realistic heterogeneous deployment based on limited planning inputs, while still preserving the stochastic character of 
users’ position. We then applied this technique to different circumstances, and developed spatial-level network algorithms for 
controlled and uncontrolled cellular network deployments. Overall, the derived simulator tools will effectively and easily be 
useful for designers and deployment planners modeling a host of multi-coverage and multi-scale wireless network situations. 
Index Terms—Cellular networks, network modeling, simulation techniques, spatial distribution. 
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1 INTRODUCTION
ANY decades have passed since the original con-
ception of the cellular network; however, despite 
the years and accumulated knowledge, there still remain 
numerous technical facets that have not been investigated 
thoroughly. The most notable among them is the para-
digm of spatial random networks. In principle, within 
this context, it is desired to overlay nodes geometrical 
position onto the traditional fundamentals and under-
standing of mobile systems; where the broad motive is to 
analytically extract critical network-based observations. 
1.1 Motivation 
Evidently, emulation is a powerful approach that assists 
applied scientists in better understanding the system un-
der investigation. Indeed, once adequately conceptual-
ized, this technique develops into an indispensible analy-
sis mechanism because the method for reengineering and 
modeling the network architecture can be shown to be: 
• Cost and time efficient. 
• Adjustable by simple parameter modifications. 
• Informative in studying a complex platform. 
 
As a result, having the capability to duplicate via mod-
els the footprint of real-world wireless networks, and 
then draw important fundamentals from these characteri-
zations, is important for effective network design and 
planning during both pre- and post-deployments. 
1.2 Related Work 
Indeed, some fairly acceptable conjectures have been 
adopted in literature in order to alleviate the burden of 
spatial emulation. Notably, the random homogeneous 
model is a conceivable assertion for stochastical inference, 
particularly when users’ spatial pattern is lacking [1], [2], 
[3], [4], [5]. However, due to their social fabric, mobile 
carrying end-users tend to gather with a higher likelihood 
in some preferred locations as opposed to an equalized 
arrangement; thus implying the inevitability of heteroge-
neous distributions. 
As a counter reaction for this need, various inhomoge-
neous spatial deployment models have been suggested. 
For instance, the principle of thinning can be applied as 
one possible approach, where an inhomogeneous spatial 
distribution is synthetically realized by deleting nodes 
from a uniformly deployed pattern [6], [7]. Another tech-
nique enables heterogeneity through different adaptation 
of edge or center-focused deployments by theoretically 
adjusting the spatial models through a simple tunable 
variable [8], [9]. As an additional alternative, the Gaussian 
geometry is distinctively an interesting heterogeneous 
model because both the geographical spread and the in-
tensity of terminals position are flexible [10]. Indeed, the 
dual purpose of this network deployment model can be 
controlled by its standard deviation. Therefore, this ran-
dom structure can be utilized for emulating various mul-
ti-pattern user-carried devices in a cellular architecture 
[5], [9], [11], [12], [13], [14], [15].  
Although practical for preliminary analysis, but by and 
large, these spatial deployment models and the like will 
not necessarily generate reliable mapping of the network 
footprint. Therefore, they could inaccurately reflect im-
portant technical issues of relevance to network planning 
and design. 
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1.3 Objective 
As a consequence of the above, it becomes imperative to 
find new practices for inhomogeneous random deploy-
ment. Intrigued by this challenge, in this paper, we intend 
to contrive spatial mechanisms for constructing adaptable 
networks that can realistically map users’ trends while 
still preserving the random character of deployments. 
Moreover, we want these bona fide heterogeneous mod-
els to require limited a priori input parameters from de-
signers so as to ensure their ease of configuration for an 
array of network planning projects. 
To this end, while bearing in mind that reflective net-
work emulation is usually very complex to realize, we 
nonetheless aim to tackle this deployment objective by 
probing the essential underpinning of nodal clustering. 
As a matter of fact, users’ spatial structures are mainly 
shaped and characterized by natural and manmade topo-
graphical land-cover features and environments. Thus, 
our solution to this inhomogeneous undertaking would 
be to conceptualize ASD, which is a random deployment 
approach such that users tendency to cluster based on 
terrain limitations is exclusively taken into account. 
After formulating the corresponding algorithms, we 
then intend to demonstrate various random network real-
izations generated from Monte Carlo (MC) simulations. 
Altogether, the obtained results are expected to deliver a 
practical toolkit that will be instrumental in researching 
the facets of radio networks related to connectivity and 
service quality. 
1.4 Organization 
The rest of this paper is organized as follows. In Section 2, 
we will explicitly formulate and analyze the geometrical 
characteristics of a flexibly versatile random network 
model. Then, in Section 3, we will explain the ASD algo-
rithm for the purpose of emulating spatial inhomogenei-
ty. After, in Section 4, we will utilize this proposed algo-
rithm to develop a heterogeneous mechanism for con-
trolled random deployment. Next, in Section 5, we will 
also conceive a technique for automatically generating an 
arbitrary geometrical structure with least amount of in-
puts. Afterward, in Section 6, we will outline a general 
synopsis of the developed simulator models. Finally, Sec-
tion 7 will conclude the paper. 
2 CHARACTERISTICS OF A GEOMETRICALLY 
VERSATILE NETWORK MODEL 
2.1 Simple Model for the Radiation Coverage 
For analytical convenience, the depicted isotropic antenna 
shown in Fig. 1, which has a perfect spherical shape, has 
been conceived to idealistically model the EM radiation of 
a toroidal-like omni-directional emitter. Irrespective of 
whether the model pattern is isotropic or omni-
directional, when projected on a Euclidian plane, the ex-
tent of the EM propagation will result in a perfect circular 
contour with base-station (BS) located at its centroid.  
Realistically, the BS radiation shape is in fact irregular 
in format due to external agents such as: channel losses 
caused by terrain features, manmade obstacles, and at- 
isotropic pattern omni-directional pattern 
 
 
 
 
 
 
 
Fig. 1. All-direction antenna radiation models (3D). 
mospheric attenuation [16]. Fig. 2 visually depicts the 
actual and ideal radiation profile of a tower station for 
centralized connectivity. In principle, the cellular adjust-
ment from the actual to the ideal is performed in order to 
straightforwardly facilitate various cellular-based tech-
nical analyses, including network deployment. 
 
           actual radiation                 ideal radiation 
 
 
 
 
 
 
 
 
Fig. 2. Impact of channel features on EM radiation pattern (2D). 
2.2 Exact Random Spatial Deployment 
For various mobile communication purposes the circular 
random network model has been presumed, among oth-
ers, in [1], [2], [3], [4], [5]. Despite the availability of this 
spatial model, in its current state it does not offer any de-
ployment versatility in dealing with sectored layers and 
edge related aspects. Clearly, the needed geometrical 
adaptability could be created synthetically through heu-
ristic means. However, besides being an inefficient gener-
ation approach, such workarounds alters the wanted ran-
domness; thus defeating the main principle of stochastic 
networks [17]. As a consequence, we will in this subsec-
tion derive the exact and appropriate expressions needed 
for versatile random nodal deployment. 
To begin, instead of making the cell shape represents 
the BS radiation coverage, we rather make it correspond 
to the surface area of some terrain. For the sake of the 
argument, let us assume that the surface region of interest 
has circular ring sector geometry. And, for the simplest 
and possibly most intuitive case for spatial deployment, 
we may postulate that nodes are uniformly distributed 
within this geographical strip. As a result, the joint spatial 
PDF for nodes 2D position will have the form depicted in 
Fig. 3, where the inner and outer cellular radii of the ring 
sector are identified by 2
1 2 1 2, : 0L L L L+∃ ∈ ≤ < , and the 
angular limits are given by 2
1 2 1 2, : 0 2α α α α pi+∃ ∈ ≤ < ≤ . 
As for the deployment region, it can be assessed over the 
surface domain by simply integrating an infinitesimal 
area element, i.e.: dA dx dy r dr dθ= ⋅ = ⋅ ⋅ . Pursuing this 
task, produces the result in (1) such that 
RSA
∗
+∈  is the 
corresponding deployment area of the network cluster for 
the ring sector, and 
RSD  is the support domain in Carte-
sian format. The spatial density can then be formulated 
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Fig. 3. Spatial density over a ring sector in Cartesian coordinates. 
( ) ( )( )2 2 22 1 2 1, 2RSRS x y DA dA L L α α∈ ⊂= = − −∫∫       (1) 
by its reciprocal, namely: ( ), 1XY RSf x y A= . 
For generation purposes, the next step demands that 
we determine the marginal density along each axis. If we 
continue with rectangular coordinates, the analysis will 
become longer and more complicated to solve. Given the 
character of the network cluster being modeled, it is evi-
dent that the best stochastic transformation ought to de-
pend on the polar system: 
( ) ( ) ( )
( ) ( )
cos
sin
2 2
2 1 2 1
, , ,
                                     2  
x rR XY
y r
f r f x y J r
r L L
θθ
θ
θ θ
α α
=
=
= ⋅
= ⋅ − −
 (2) 
where its support surface is described by: 
( )
( )
2
1 2
4
1 21 2 1 2
, 0
0 2, , ,
P
RS
r L r L
D
L L
θ
α θ α piα α
+
+
 ∈ ≤ ≤ ≤ 
=  ≤ ≤ ≤ ≤∈  


  (3) 
The portrayal of the modified density function is accord-
ingly depicted in Fig. 4. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. Spatial density over a ring sector in polar coordinates. 
Using the results of (2) and (3), we could at present ex-
press the marginal probability densities for the radial and 
angular components: 
( ) ( )( ) ( )2 22 1, , 2PRSR Rr Df r f r d r L Lθθ θ θ∈= = −∫       (4) 
( ) ( )( ) ( )1 2, , ,PRS Rr Df f r drθ θ θθθ θ α α∈= =∫ U        (5) 
From (4) and (5), we can readily show that random varia-
bles (RVs) R  and θ  are actually independent because: 
( ) ( ) ( ),R Rf r f r fθ θθ θ= ⋅ . Pursuing this further, the associ-
ated radial CDF of (4) can then be computed by: 
( ) ( ) ( ) ( ) ( )2 2 2 21 2 1r rR R
r
F r R r f r dr r L L L
=−∞
= Ρ ≤ = = − −∫  
      (6) 
If we set the CDF of (6) to an arbitrary sample occur-
rence  uˆ  generated from a standard uniform distribution, 
then the related inverse CDF should enable efficient emu-
lation of instances, i.e.: ( ) ( )( ){ } ( )1ˆ ˆ 0,1R Rr F u f r−= ∼ ∼U . 
After solving this expression, we notice that the radial 
samples will be generated by: 
( ) { } ( )2 2 21 2 1 1 2ˆ ˆ ˆ ˆ: : 0 1 ,  r L u L L u u L L∗+= + − ∃ ∈ < < 
(7) 
As for the angular component, its samples are pro-
duced by: 
( ){ } ( )1 2 1ˆ vˆ fθθ α α α θ= + − ∼                    (8) 
where uˆ  and vˆ  in (7) and (8) are uncorrelated i.i.d. sam-
ples. 
To verify the generation accuracy of the radial density, 
we performed in Fig. 5 a set of random simulations. Spe-
cifically, the outer radius of the network ring was fixed, 
and the inner radius varied for different values. For each 
network case, the simulation was performed based on 
10, 000Sn =  samples with a histogram resolution of 
100Bn = . As evident, the radial PDF based on theoretical 
analysis and MC measures are in agreement. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. Radial density of the deployment via MC simulations. 
Furthermore, to demonstrate the flexibility and the ge-
neric nature of the network model just derived, we ob-
tained through random MC simulation the results of Fig. 
6 for different parameter values and nodal densities assed 
by Aρ . The six unique random network examples of the 
figure were realized by two type of inputs; namely the 
geometrical attributes of the random cluster: 1 2 1 2, , ,L L α α ; 
and the scale of the network: Sn . As visually manifest, the 
2D deployments and the spatial densities match the antic-
ipated footprint of the network. 
2.3 Analysis of the Spatial Density 
In this subsection, we intend to further probe the estima-
tion of spatial density between theoretically predicted 
formulation and randomly simulated results. Precisely, 
once the random 2D deployment is realized, we then con-
sider these arbitrary geometrical samples in order to rep-
resent a bivariate histogram that approximates the Euclid-
ian distribution of the deployment. For this purpose, as 
4   
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Fig. 6. Deployment versatility of random network models. 
illustrated in Fig. 7, we consider the approximation of a 
general probability function by its histogram equivalent. 
To analytically characterize this estimation, the bivariate 
fundamental histogram bin positioned at the origin of a 
Cartesian coordinate system is assigned to: 
( ) ( ), 2;  21B B Bx y x x y yδ = ≤ ∆ ≤ ∆ , such that ( ),1A x y  is 
a 2D indicator function over ( ) 2,x y A∈ ⊆  , and 
( ) 2
,
,B Bx y + ∗∆ ∆ ∈  are the dimensions of each histogram 
bin. In fact, these dimensions can be computed by: 
( )B H L B Xx x x n −∆ = −  and ( )B H L B Yy y y n −∆ = − , where [ ] [ ], ,L H L Hx x y y×  identifies the deployment surface of the 
network, and ( ),B X B Yn n− −  represents the resolution of the 
bivariate histogram. Furthermore, the number of occur-
rence for the (i,j)-th bin is defined by: 
( ) ( ){ }2, : ,  1 ;  1B X B Yi jh i j i n j n∗ − −∈ ≤ ≤ ≤ ≤       (9) 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7. A general bivariate histogram realization. 
Using the above definitions and assignments, we could 
therefore express the overall spatial density histogram 
( ) 2, :H x y    for a randomly deployed network by: 
( ) ( ) ( ),1 1, ,B Y B Xn n B i ji jj iH x y h x x y yδ− −= == ⋅ − −∑ ∑      (10) 
having center positions ( ) 2,i jx y ∈  parameterized by: ( )1 2 1, 2, ,i L B B Xx x i x i n −= + − ∆ =            (11) 
( )1 2 1, 2, ,j L B B Yy y j y j n −= + − ∆ =           (12) 
At this point, we could analytically obtain the average 
bivariate histogram density by analytical
XY XY A binh h Aρ= = ⋅ , 
such that Aρ ∗+∈  is the number density of the spatial 
network, and binA
∗
+∈  represents the surface area of the 
bivariate bin. Consequently, this could be rewritten in 
general terms by: analyticalXY S bin N S B B Nh n A A n x y A= ⋅ = ⋅ ∆ ⋅ ∆ , 
where Sn
∗∈  is the number of randomly generated 
samples, and NA
∗
+∈  is the surface area of the lattice. 
Specifically, if we want to estimate the histogram den-
sity of the versatile network model, we could consider the 
spatial footprint depicted in Fig. 8. As illustrated, the his-
togram grid is based on equally-spaced bin regions of 
B
∗
+∆ ∈  dimensions. For precisions purposes, it is worth 
noting that although the figure portrays a 10 10×  grid, in 
our generic derivation we will assume a 2D resolution of 
2
Bn . The dimension of the bin area is therefore obtained 
by: 22B B B Bx y L n∆ = ∆ = ∆ = . We thus find that: 
( ) ( ){ }2analytical 2 2 2 1 1 28 1   XY S B RS S Bh n A n n L Lα α= ∆ = − −
         (13) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8. Footprint of a versatile network model for density estimation. 
The histogram density may also be computed from ex-
perimental MC data points through its empirical mean, 
which is defined in its general format by: 
( )
simulation
,1 1
1
ˆ
B Y B Xn n
XY XY i jj i
XY
h h h
n
− −
= =
= = ∑ ∑           (14) 
where XYn
∗∈  is the amount of bins over the deploy-
ment surface having a nonzero occurrence number. To be 
accurate, this value is in fact bounded by: 
0 XY B X B Yn n n− −< ≤ ⋅ . 
In order to verify the statistical metrics developed 
above, we performed a number of MC simulations for 
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( ) ( ) ( ) ( ) ( ) ( ) ( )
analytical simulation
22
6
6
random network
models no. %units no. no. bin area no. bin areak units
small ring sector 0.2793 10 3.5810 500 57.2958 56.4602 1.46
large ring sector 0.5027 10 1.9894 500 31.8310 31.229
RS AS B AXY XY
A n n h hρ ε
6
6
6
7
7 1.89
small circular sector 0.2618 10 3.8197 500 61.1155 59.9434 1.92
large circular sector 1.1345 10 0.8815 500 14.1036 14.0280 0.54
circular ring 1.6022 10 0.6241 500 9.9862 9.9137 0.73
circular cell 3.1416 10 3.1831 500 50.9296 50.7354 0.38
overall
deployment 
region
original lattice
cluster planning geometrical analysis
geometrical synthesis
network surface: NA
network scale: Sn
identifying the 
various spatial 
clusters
perform random 
deployment in each 
sector separately 
superimposing 
the dismembered 
sectors
deployment 
sub-region
standalone 
subnetwork
contiguous 
random 
network
heterogeneous 
spatial deployment
( )1 1 1, ,n A ρ
( )2 2 2, ,n A ρ
( )3 3 3, ,n A ρ
( )4 4 4, ,n A ρ
( )5 5 5, ,n A ρ
4D
2D
3D
5D
1D
various permutations of the randomly modeled network. 
Essentially, we considered the same network geometries 
as those described in Fig. 6; except, random instances of 
the position samples were augmented in order to produce 
a reliable approximation of the spatial density. As for the 
estimation step, the quantity of subdivisions along the x 
and y axes were equal, and set to 500Bn =  for all cases. 
Table 1 presents a contrast of the spatial density estima-
tion between theoretical prediction and simulated data. It 
should be clear from the table that although both bivari-
ate histogram density measures of (13) and (14) have 
units of no. per bin area, they will not be integer values, 
rather each will be in ∗
+  because they represent average 
quantities. The percentage error of the spatial density 
among analysis and simulation were quantified by: 
{ }simulation analytical analytical 100A XY XY XYh h hε = − ×          (15) 
Given the slight value of the error, we can conclude the 
validity of the formulated statistical estimation analysis.  
 
TABLE 1 
CONTRASTING SPATIAL DENSITY ESTIMATION 
 
 
 
 
 
 
 
 
Overall, in this section, we demonstrated and analyzed 
the approach for spatial flexibility in random deploy-
ments by deriving exact and generic stochastic expres-
sions based on efficient random generation. As it will be 
shown in subsequent sections, the described geometrical 
model will serve as a fundamental steppingstone for de-
veloping controlled and uncontrolled heterogeneous 
network algorithms. 
3 AREA-SPECIFIC DEPLOYMENT STRATEGY FOR 
SPATIAL INHOMOGENEITY 
3.1 General Principle 
At present, we need to construct a randomly tunable al-
gorithm that takes into consideration the fundamental 
ingredients of spatial deployment. From a visceral obser-
vation, it becomes natural to give precise attention to fol-
lowing criteria [10]: 
1. Geography of the Network: This constitutes the 
general location and setting of the network. Name-
ly, is the spatial emulation intended for a rural, or 
rather a built-up urban region? 
2. Topography of the Network: This part looks into 
the details of the terrain and its distinctive land-
forms and features. 
3. Demography of the Network: Here, the scale and 
distribution of users is important. Namely, is the 
network densely or sparsely populated, and how 
does this composition change with time? 
On the whole, it is desired to conceive an easily con-
trolled and configured algorithm with least amount of 
inputs while overlaying the above three aspects in order 
to closely reflect the specifications and limitations of a 
particular terrain site. These are all diametrically oppos-
ing requirements, and so reconciling them simultaneously 
is rather difficult to solve. Despite being quite involved, it 
is still possible to undertake this objective by contriving a 
framework that adheres to the notion of divide and con-
quer. That is, spatial deployment can be tackled by gradu-
ally breaking down this challenge into smaller algorith-
mically solvable parts, and then synthesizing the results. 
In particular, this is done by proposing a superposi-
tion-based algorithm which we refer to as area-specific 
deployment (ASD). As shown in the descriptive example 
of Fig. 9, the general abstraction of the ASD approach can 
be described gradually in a systematic manner. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 9. Characterizing ASD by a descriptive network model. 
Essentially, for a particular project site, the deployment 
designer will identify various likely clusters such that the 
overall network scale and surface is selectively split 
among these smaller sub-regions. As a matter of fact, each 
of the compiled non-overlapping clusters is uniquely 
specified by its: lattice shape or support domain 2iD ⊆ ; 
surface area iA
∗
+∈ ; quantity of randomly positioned 
nodes in
∗∈ ; and corresponding number density 
iρ ∗+∈ . Moreover, the areal size and nodal volume of the 
original lattice are respectively given by: sec-total
1
n
N ii
A A
=
=∑  
and sec-total
1
n
S ii
n n
=
=∑ , such that sec-totaln ∗∈  is the overall 
amount of sectors. 
Once the planning of the network footmark is set, we 
then focus on the sub-regions in a standalone way so as to 
stochastically generate the desired volume of Euclidian 
positions. Precisely, random uniform deployment is pre-
sumed over the specified sectors as expressed by the par-
ticular spatial density function of the sub-regions, i.e.: 
( ) ( )2 sec-total, 1 , 1, 2, ,1
i
XY i D
f x y A x y i n
⊆
= ⋅ =

    (16) 
However, since the clusters have different lattice shapes; 
probabilistic analysis has to carefully be drafted for ran-
dom generation in a specific location, with a particular 
geometrical contour, coverage size, and nodal scale. 
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Following the analysis step, the various subnetworks 
are then reassembled in a puzzle-like format. Thus, as a 
consequence of network synthesis, heterogeneous spatial 
distribution emerges over the deployment field. 
Evidently, the ASD technique gives the necessary lev-
erage to designers to tailor and plan the spatial architec-
ture when a priori knowledge of the network is asserted 
while still preserving the geometrical randomness of the 
users. Such attributes will hence ensure greater emulation 
flexibility and attain spatial heterogeneity so as to evalu-
ate a host of network-based QoS factors. 
3.2 Spatial Formulation for the ASD Algorithm 
At present, we aim to derive a PDF estimation expression 
tailored specifically for approximating the spatial density 
of an inhomogeneous random network deployment real-
ized via the proposed ASD algorithm. For this purpose, 
we define the histogram: 
( ) ( ) ( ),1 1, ,B Y B Xn n ASDASD B i ji jj iH x y h x x y yδ− −= == ⋅ − −∑ ∑   (17) 
As it can be observed, this expression is similar to the 
notation of (10) except that here we consider multiple 
deployment regions. As a consequence, ( ),
ASD
i jh ∈  will 
equal the aggregate of the multi-density sectors: 
( ) ( )
( )
( )
( )
( )
( )
( )
( )sec-totalsec-total1 2
, , , , ,1
nn kASD
i j i j i j i j i jkh h h h h== + + + =∑     (18) 
And for this generalized case, the overall deployment 
surface [ ] [ ], ,L H L Hx x y y×  is obtained by: 
( ){ } ( ){ }
sec-total sec-total1,2, , 1,2, ,
min ;     maxk kL L H Hk n k nx x x x= == =     (19) 
( ){ } ( ){ }
sec-total sec-total1,2, , 1,2, ,
min ;     maxk kL L H Hk n k ny y y y= == =     (20) 
To determine the density of (17), we need to go over 
the fundamentals of stochastic theory. Indeed, the proba-
bility of some arbitrary event A  obtained for a bivariate 
PDF will be equal to: 
( )( ) ( )( ),Pr , ,  XYx y DA x y D f x y dx dy∈→ ∈ = ∫∫     (21) 
This expression can be approximated by examining the 
left and right hand sides of (21) separately and then 
equating them together, namely: 
( ) ( ) ( )Pr , ,ASD S XY B BA H x y n f x y x y≈ ≈ ⋅ ∆ ⋅ ∆     (22) 
such that ( ),XYf x y  is the numerical PDF estimation for 
spatial inhomogeneous deployment. If we isolate for the 
density function, we obtain the final result as follows: 
( ) ( )
0 0
, lim  lim  lim ,
S B X B Y
B B
XY XY
n n n
x y
f x y f x y
− −
→∞ →∞ →∞
∆ → ∆ →
=

        (23) 
where: 
( ) ( )
( ) ( )
sec-total ,
1 1 1
,
,
B Y B X
k
n n n B i ji j
XY j i k
S B B
h x x y yf x y
n x y
δ
− −
= = =
− −
=
⋅ ∆ ⋅ ∆∑ ∑ ∑

        (24) 
As noted by the limits in (23), the spatial density estima-
tion can be improved by augmenting the quantity of MC 
samples Sn . Also, increasing the histogram resolution 
through the number of bars along each axis is expected to 
ameliorate the numerical computation of the 2D density 
function. However, rising Sn  and Bn  (assuming 
B X B Yn n− −= ) simultaneously by a certain level does not 
necessarily improve the result. This is in fact the case be-
cause by (24) these elements oppositely impact the spatial 
density function, i.e.: 
( ) 2, 1XY S B B B X B Y S B Sf x y n x y n n n n n− −∝ ∆ ∆ ∝ ∝   (25) 
Therefore, a better understanding of the joint relationship 
between these estimation factors is needed in order to 
fine-tune the approximation process. 
Nonetheless, we should emphasize that the tractable 
explanation of (23) and (24) offer an analytical notation 
for estimating users’ inhomogeneous geometrical trend 
over a geographical service area. In fact, the formulated 
result is tailored specifically for approximating the spatial 
density function of an ASD-based heterogeneous net-
work. Thus, the result is exclusively applicative and valid 
for the controlled and uncontrolled inhomogeneous de-
ployment algorithms anticipated in Sections 4 and 5. 
4 CONTROLLED ALGORITHM FOR RANDOM 
DEPLOYMENT 
4.1 Formulation of the Network Model 
In the previous section, we provided a high-level view for 
attaining inhomogeneity. In this part of the paper, we will 
apply the proposed ASD method in order to conceive an 
approach for generating spatial heterogeneity. 
As a visual aid in deriving the non-uniform algorithm, 
we consider the canonical network model of Fig. 10. From 
the display, it should be evident that the approach for 
partitioning the cell is in part inspired by the various lay-
er formations apparent in the cross-section of an onion. 
Clearly, there are no sectors in the onion-layer arrange-
ments; yet to add another level of deployment versatility 
to the conceptualized spatial model, we enable the possi-
bility of incorporating sector strips in each layer of the 
network plan. This modification will in essence augment 
and enhance the inhomogeneous capability of the model. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 10. Modeling the network plan for heterogeneous deployment. 
In the above model, we recognize that the circular cell 
is split into Ln
∗∈  layers. And, each layer contains 
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( )
sec
i
n ∗∈  sectors, such that 1,2, , Li n=  . Therefore, the 
total number of sectors in the inhomogeneous model of 
Fig. 10 can be computed by: ( )
sec-total sec1
Ln i
i
n n
=
=∑ . In princi-
ple, the more terrain strips we consider during the plan-
ning stage of a particular project site, the more network 
clusters will be resulted, and thus 
sec-totaln  will raise. And 
as the total number of sectors with varying densities in-
crease, it will consequently impact the geometrical inho-
mogeneity level of wireless nodes. In other words, the 
size of 
sec-totaln  is an indicator for the details and precision 
of the deployment plan, which is in fact left to the discre-
tion of the network architect. 
Furthermore, each cluster sector is indeed bounded 
within two radii and two angular limits. The layers radii 
for heterogeneous random deployment are collectively 
contained by the 
,
R Ln+ ∗∈  vector, which is specified by: 
1 2 1,2, ,1
R
L LL
T
n i i nn
r r r r
∗
+
=×
   = = ∈    
      (26) 
such that 1 : 2,3, ,i i Lr r i n− < =  . 
As for the sectors angular information, they are identi-
fied by their higher values within the ( )1Ln γ× −
+∈Θ  matrix: 
( )
( ) ( ) ( )( )
( ) ( ) ( )( )
( ) ( ) ( )( ) ( )
( ) ( ) ( )( )
( )
1
sec
2
sec
sec
sec
sec
1,1 1,2 1, 1
2,1 2,2 2, 1
1
,1 ,2 , 1
,  1
,1 ,2
,  1
1,2, ,,
1,2, ,
0 0
0 0
0 0
L kLL L LL
nLL L L
L
n
n
n
k k kk n
n n n n
i ni j
j n
γ
γ
θ θ θ
θ θ θ
θ θ θ θ
θ θ θ
θ
−
−
× −
−
−
−
∗
=+
=
 
 
 
 
 
 =
 =
 
 
 
 
 
 = ∈  

 
 
      
   
      
 

Θ
          
( ) 1i −
      (27)     
However, since the last sector of any layer is always set to 
2pi , then there is no need to enter this reoccurring meas-
ure in the matrix. In fact, the various angular values for 
each layer are bordered by: 
( ) ( ) ( )( )sec,1 ,2 , 10 2 1, 2, ,i Li i i n i nθ θ θ pi−< < < < < =   (28) 
Also, in (27) the γ ∗∈  represents the largest number of 
sectors in a particular network layer, which is quantified 
by: 
( ){ } ( )sec sec1,2, ,max LL i ki n n nγ = =                       (29) 
such that { }1L L Lk k n∗∈ ≤ ≤  is the network layer that 
has the greatest number of sectors. It is worth noting that 
this value is not necessarily unique because there might 
be multiple layers that have the similar maximum num-
ber of sectors. 
Pursuing this further, the Ln γ×∈Ν  matrix of (30) 
holds the amount of randomly positioned nodes de-
ployed in each sector. This means that the spatial topolo-
gy is tunable by simply modifying the quantity of nodes 
in the cluster strips of the network plan. 
For the convenience of manipulations, the radial, angu-
lar and nodal entries respectively expressed in (26), (27), 
and (30) can be assembled together by the network plan 
( ) ( ) ( )( )
( ) ( ) ( )( )
( ) ( ) ( )( ) ( )
( ) ( ) ( )( )
( ) ( )
1
sec
2
sec
sec
sec
sec
1,1 1,2 1, 
2,1 2,2 2,  
,1 ,2 ,
,  
,1 ,2
,  
1,2, ,,
1,2, ,
0 0
0 0
0 0
L kLL L LL
nLL L L
L
i
n
n
n
k k kk n
n n n n
i ni j
j n
n n n
n n n
n n n n
n n n
n
γ
γ
×
∗
=
=
 
 
 
 
 
 =
 =
 
 
 
 
 
 = ∈  

 
 
      
   
      
 

Ν  
      
(30)     
matrix 2Ln γ×
+∈Ρ , which is defined as: 
( ) ( ), 1,2, ,2 1 1 1,2, ,2
R
LL L L L
i j i nn n n n j
p
γ γ γ γ
+
=× × × − ×
=
   = = ∈    
Ρ Θ Ν   (31) 
Overall, within the expression of (31), the following es-
sential deployment parameters are inscribed: 
• number of deployment layers. 
• width of each layer. 
• number of sectors in each layer. 
• extent of the angular boundary for each cluster. 
• nodal scale randomly located in each sector. 
 
At this level, we may harness the above descriptions 
by creating a generically flexible algorithm that enables 
controlled inhomogeneous random geometry. To empha-
size, this method gives the necessary freedom to a cellular 
analyst or designer to selectively deploy random nodes in 
desired locations in order to form clusters. Once cluster-
based random deployment is complete, the superposition 
principle can be applied to get the overall inhomogeneous 
spatial distribution of the cell. 
All the required steps to accomplish the described ASD 
algorithm over a network model for the purpose of spa-
tial inhomogeneity are provided in the pseudocode of Fig. 
11. As evident by the nested for-loop, the algorithm is in 
part based on the foundation formulated for unbiased 
and exact random generation inside a flexibly versatile 
ring sector model derived and analyzed in Section 2. 
On the whole, the conceptualized algorithm is a simple 
emulation tool useful for modeling a non-homogeneous 
network in instances when some elementary knowledge 
about a cell site is known or hypothesized. In fact, the 
treated inhomogeneous approach has the benefit of pre-
serving full spatial randomness without relying on syn-
thetic workarounds. 
Now that we have the above pseudocode, it is note-
worthy to determine by (32) the algorithm cost for execut-
ing this operation, where Sn
∗∈  is the overall number of 
randomly deployed nodes within the network model. 
( )
( )
( )
( ) ( )sec sec
,  ,1 1 1 1
  
i i
L Ln n n n
Si j i ji j i jO p O n O nγ+= = = =
   
= =   
   
∑ ∑ ∑ ∑
(32) 
4.2 Descriptive MC Deployment Examples 
In Fig. 12, an example of a possible 3-layer network plan 
is shown. From the illustration, we identify that 
sec-total 6n =  
where the inner and outer layers have each a singular 
sector, and the middle layer is split into four clusters. 
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Fig. 11. Pseudocode for controlled heterogeneous deployment. 
Also, in each of these zones, the amount of random nodes 
to be deployed is accordingly mapped. Although the de-
rived inhomogeneous algorithm is scalable, in this de-
ployment example we consider an 3,300Sn =  nodes.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 12. Example of a 6-sector network footprint. 
The network plan of Fig. 12 can equivalently be trans-
formed into matrix format as follows: 
3 8 3 1 3 3 3 4
1.0 0 0 0 100 0 0 0
2.0 3 4 3 800 1,000 300 500
3.5 0 0 0 600 0 0 0
R pi pi pi
× × × ×
 
  
= =   
  
Ρ Θ Ν
   (33) 
Fig. 13 shows the MC simulation result of the non-
homogeneous network of (33). The generated structure is 
clearly a random network, i.e. this outcome is one of infi-
nitely many random realizations of users’ Euclidian ge-
ometry. This means that at every simulation run, the 
characterized network plan produces a unique inhomo-
geneous spatial emplacement. As for the corresponding  
 
 
 
 
 
 
 
 
 
 
 
Fig. 13. Heterogeneous spatial deployment and density for a 6-
sector cellular network example. 
spatial density shown in the figure, it was estimated 
based on 25 25×  grid. 
To further display the conceptualized inhomogeneous 
algorithm of Fig. 11, we designed another cellular de-
ployment with 3,300Sn =  nodes. This time however, the 
network is composed of 4-layers with 
sec-total 10n =  sectors. 
The considered network footprint is depicted in Fig. 14, 
and its matrix equivalent is given in (34). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 14. Example of a 10-sector network footprint. 
4 8
0.5 0 0 0 100 0 0 0
1.3 5 9 14 9 0 500 400 200 0
   
2.9 6 25 18 16 9 200 1,000 500 100
3.5 0 0 200 100 0 0
pi pi
pi pi pi
pi
×
 
 
 =
 
 
 
Ρ
(34) 
As a consequence of simulating this network, we ob-
tain in Fig. 15 one of many possible random instances of 
the result. 
When we compare the network plans of (34) with (33), 
we obviously notice that it has more entries, which in 
essence means that the associated spatial design is more 
elaborate than the previous one. In fact, the major elabo-
ration of the network plan for a particular site is charac-
terized by the R  and Θ  components as a function of ter-
rain features. Then, we could study and verify various 
QoS measures as the number of nodes in each sector is 
altered by a simple modification of the values in the Ν  
matrix. 
Evidently, this approach may become handy when we 
couple to the spatial model a temporal element in order to 
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Fig. 15. Heterogeneous spatial deployment and density for a 10-
sector cellular network example. 
further improve the modeling of users clustering tenden-
cy. And so, the nodal information of the network plan can 
accordingly be adjusted to reflect the changeable nature 
of users’ geometry. In fact, these values could be conjec-
tured based on plausible situations, or they could be 
compiled from simple statistical data gathering of a site as 
opposed to socially-intensive trend studies. Then, the 
ASD method can effortlessly be triggered to emulate a 
random spatial structure which can further assist in 
bridging the gap between reality and modeling. 
Before closing this section, we should remark that the 
model of the derived algorithm considers circular-based 
deployment strips. However, the various cluster sectors 
need not necessarily be of this form. Thus, the random 
deployment may not be appropriate at all times. None-
theless, it could still be instrumental as an approximately 
more accurate deployment approach than currently 
available alternatives. 
5 UNCONTROLLED AND AUTOMATIC ALGORITHM 
FOR RANDOM DEPLOYMENT 
5.1 Formulation of the Network Model 
From the above discussion, it should be obvious that the 
occurrence of clustering is inevitable in most real-life sce-
narios. As a result, the spatial distribution of nodes for a 
given deployment project will likely be non-
homogeneous. For this reason, in the previous section we 
developed a practical spatial-level simulator tool for in-
homogeneous random nodal deployment based on con-
trolled network planning. While the approach is ade-
quate, in particular cases, various modeling accommoda-
tions and extensions could be incorporated to this mecha-
nism so that the emulation experience becomes more lu-
cid for network designers. This endeavor will actually be 
the primary intention of the treatment that follows. 
Specifically, we want to provide greater emulation lev-
erage by conceptualizing another algorithm that can 
achieve heterogeneity with very limited planning infor-
mation to the network subroutine. Thus, in contrast to the 
controlled approach of Section 4, the aim here is to con-
struct an inhomogeneous random network in an uncon-
trolled or arbitrary manner. This could be done by rede-
signing the previous algorithm, in such a way that it 
maintains similar attributes, while requiring less input 
parameters in order to enable a simpler process for gen-
erating a heterogeneous spatial network. 
From the ASD principle detailed in Section 3, we ex-
plained a strategy for inhomogeneity by ensuring differ-
ent areal number densities in each of the deployment sub-
regions. In fact, the density for the sectors is obtained by: 
sec-total: : 1, 2, ,i i i i iA n n A i nρ∗ ∗+∀ ∈ ∃ ∈ =     (35) 
From (35), we clearly notice that the densities can be 
unique in one of three possible ways: 
1. vary in , and maintain iA  fixed. 
2. vary iA , and maintain in  fixed. 
3. vary simultaneously in  and iA . 
In deriving the desired inhomogeneous algorithm, we 
find that the second approach is more suitable; thus, (35) 
becomes: 0 sec-total1,2, ,i in A i nρ = =  . 
Next, in order to obtain different sub-regions, we will 
consider Ln
∗∈  onion-like layers; therefore, for this lay-
out 
sec-total Ln n= . In fact, for the purpose of uncontrolled 
inhomogeneity, the number of layers will randomly be 
chosen from a predefined integer range. Therefore in [10], 
a generation technique for randomly producing discrete 
values from a generic uniform PMF, i.e.: 
{ } ( ) ( ) 21 2 1 2 1 2Pr , , :DX x n n n n n n= = ∈ ≤	U , was derived. 
At present, we aim to randomly generate Ln  from a 
range delimited by 
maxLn − , which essentially refers to the 
maximum arbitrary number of deployment layers possi-
ble for achieving spatial inhomogeneity. This value will 
actually be preset by the network designer at the start of 
the automatic emulation process. Thus, the number of 
layers at a simulation instance will be a RV specified by: 
( )max max max2,   : 1L D L L Ln n n n∗− − −∈ >∼ U       (36) 
In (36), we notice that the sampling range begins at 
1 2n =  because from the ASD principle we at least need 2-
layers for attaining inhomogeneity. In other words, if we 
would have started with 1 1n = , and by discrete RNG Ln  is 
randomly set to this value, then we will simply obtain a 
homogeneous random network; this will actually be the 
antithesis to the wanted objective of spatial heterogeneity. 
Meanwhile, it is worth adding that in the rare but possi-
ble case where 
maxLn −  is set to 2, then the number of layers 
will deterministically be assigned to this value. 
Now that we have framed an approach for randomly 
obtaining the number of layers, the next step requires us 
to equally split the number of nodes among these sub-
regions. By design, the overall amount of nodes Sn
∗∈  
planned for random deployment is supplied by the net-
work architect. Since Sn  and Ln  need not necessarily be 
multiples of each other, then the number of nodes per 
layer must be arranged in a careful way. In particular, the 
amount of random nodes deployed in the innermost layer 
of an automatically emulated inhomogeneous network is 
designated by inn
∗∈ . As for the outer layers, each of 
these sub-regions will contain 
outn
∗∈  nodes computed 
by: : :S L out S Ln n n n n
∗ ∗∀ ∈ ∃ ∈      . Knowing the vol-
ume of nodes in the outer layers, then it should be evi-
dent that the rest of the overall nodal quantity will consti-
tute the amount of terminals in the innermost sub-region 
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of the cell. Therefore, this measure can be calculated by: 
( ) ( )1 1in S L out S L S Ln n n n n n n n− − ⋅ = − − ⋅         (37) 
So far, we have determined the number of layers and 
the amount of nodes in each sector. At present, we want 
to vary the areal size of each sub-region. This task can be 
done by randomly deciding on the geometrical position 
of the layers. That is, we want the width or thickness 
i
∗
+∆ ∈  of the various deployment layers to be different. 
In fact, this value corresponds to: 
1 2,3, ,i i i Lr r i n−∆ = − =  , such that 1 1r∆ =  is the radius 
measured from the origin of the Cartesian coordinate sys-
tem to the first layer, and ir
∗
+∈  is the particular radius 
for all the other deployment layers. In this situation, the 
procedure to generate diverse widths of the deployment 
sub-regions can be realized by randomly producing radi-
al values for the layers; this can be accomplished by: 
( )0, 1, 2, , 1i R Lr L i n= −∼ U . It should be clear that we 
only generate random radial values for the first 1Ln −  
layers since 
Ln
r  will always be equal to the preassigned 
size of the cellular radius, namely L ∗+∈ . 
Following the generation of these radial distances, it 
becomes necessary to sort them in ascending order, i.e.: 
( ) [ ]( )1, 1,2, , 1sort sortL Lnsorted i i nr r r−+ ∗ = −= ∈ = 
 
       (38) 
There are many techniques available for implementing 
the sorting operator; some of the most notable among 
them are: quicksort, heapsort, and mergesort. Specifically, 
quicksort has been established as one of the fastest algo-
rithms for ordering an array of numbers. Thus, 
MATLAB® uses this approach for its sort function. 
Next, we will stochastically deploy in each of the 
formed random sized sub-regions the corresponding 
amount of nodes. Then, we superimpose these multi-
density sectors together and look at the network as a ho-
listic entity, which results into a heterogeneous outcome 
that has a random characteristic. With this conceptualiza-
tion, we have progressively developed an automatic 
mechanism for randomly constructing the network plan 
so as to produce an inhomogeneous spatial structure. To 
be precise, the geometrical randomness is achieved due to 
the arbitrary nature of: 
• the number of deployment layers: Ln  
• the size of the layers: i∆  
• the position of nodes within each layer: { }ˆ ˆ,i ix y  
 
Consequently, the amalgamation of the above factors 
will result into a heterogeneous random network. For the 
sake of completeness, these attributes are graphically de-
picted in the geometrical model of Fig. 16 used for auto-
matically producing a random cellular network footprint.  
Overall, the culmination of the above explanations and 
analysis enables us to derive the uncontrolled inhomoge-
neous algorithm of Fig. 17. From this algorithm, it can 
vividly be observed that a deployment designer will only 
require entering three essential inputs: 
1. size of the cellular network: L  
2. maximum number of deployment layers: 
maxLn −  
3. quantity of nodes to be deployed: Sn  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 16. Geometrical details for uncontrolled random deployment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 17. Pseudocode for uncontrolled heterogeneous deployment. 
Given that the formulated method only demands few 
entries, it then means that the heterogeneous algorithm of 
Fig. 17 will basically do most of the network decisions 
automatically in a stochastic way. In fact, when compared 
to the set of required parameters for the network foot-
print of the controlled deployment option detailed in Fig. 
11, the discrepancy of the inputs among these inhomoge-
neous random network algorithms is considerable. In 
light of this reality, we can therefore remark that if less a 
priori information about the network project site is known 
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or hypothesized, then the automatic inhomogeneous al-
ternative for spatial emulation should be favored as op-
posed to the controlled algorithm. 
In order to comprehend the time performance of the 
above algorithm, we find it necessary to evaluate in (39) 
its overall computational complexity. We should note that 
in this cost analysis, we considered 
maxL Ln n −=  so as to 
reflect the worst computational scenario. 
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5.2 Descriptive MC Deployment Examples 
At this level, it is interesting to highlight that the derived 
inhomogeneous algorithm of Fig. 17 can be used to auto-
matically emulate a host of wireless network applications 
contained within a disk-shaped cellular lattice. In particu-
lar, it could be appropriate for stochastically mapping the 
spatial configuration of: wireless sensor networks (WSN), 
wireless mesh networks (WMN), or mobile networks. 
Indeed, each of these networks has a particular purpose 
and application focus. For instance, WSN is considered 
for low-power remote sensing; WMN is rather a multihop 
topology used for range extension or as a backup connec-
tivity route; and cellular networks are aimed for ubiqui-
tous long-range mobile communications [10]. In Table 2, 
the distinctive characteristics of these networks are ac-
cordingly outlined. 
 
TABLE 2 
ON THE SPECIFICATIONS OF DIFFERENT WIRELESS NETWORKS 
 
 
 
 
 
 
 
 
 
Furthermore, these featured wireless networks are 
generally composed of variable-sized scale. For example, 
the volume of nodes in a WSN is for the most part way 
lager than a WMN because point sensors are typically 
cheaper to fabricate. Specifically, the scale of a WSN is 
somewhere in the order of hundreds up to thousands, 
and could in extreme cases reach millions of nodes [18], 
[19]. Irrespective of the quantity of nodes to be deployed, 
the formulated inhomogeneous random network algo-
rithm is scalable for the emulation scenario under study. 
Given that the algorithm supports diverse spatial geome-
tries, we will therefore demonstrate the scalability aspect 
by generating various heterogeneous random realizations 
of the network model. 
In Fig. 18, we show four random instances of a small-
scale heterogeneous deployment. Within these results, in 
addition to the actual spatial deployment, the network 
plan is separately graphed so as to emphasize its arbitrary 
nature. In other words, the planning of the network, 
which is assembled by the number of layer, the deploy-
ment size, and the geometry of nodes, is randomly ob-
tained in an automatic way at every simulation run. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 18. Random instances of small-scale deployment. 
Similarly, in Fig. 19, we demonstrate another set of ex-
amples for a medium-scale network. Again, each run of 
the simulation produces a unique inhomogeneous ran-
dom spatial realization.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 19. Random instances of medium-scale deployment. 
As a final representative example, a large-scale model 
for the network is emulated in Fig. 20. Because the scale is 
relatively elevated when compared to the other two cases, 
as illustrated by this MC simulation, the geometrical reso-
lution of each node is reduced. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 20. Random instances of large-scale deployment. 
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( ) ( ) ( )max  network models  unit  no.  no.  
small-scale 1 5 100
medium-scale 1 10 1,000
large-scale 1 12 5,000
L SL n n−
It is valuable to note that in emulating an uncontrolled 
inhomogeneous architecture, there is no particular inter-
connection, linear or otherwise, between the inputted 
maximum number of deployment layers and the network 
scale; unless such relation is intentionally assumed by the 
designer. From Table 3, which essentially summarizes the 
considered inputs to the network instances generated in 
Figs. 18, 19 and 20, we in fact hypothesized such correla-
tion between the supplied variables. That is, for the three 
network cases, as 
maxLn −  increased, by design the network 
scale Sn  also rose. 
 
TABLE 3 
SIMULATION INPUTS USED FOR AUTOMATIC DEPLOYMENT 
 
 
 
 
 
 
Although there is no explicit association among 
maxLn −  
and Sn ; yet on the other hand, we notice a symbiotic rela-
tionship between 
maxLn −  and the degree of network inho-
mogeneity that requires some carefully calculated scruti-
ny. To be precise, the direct interdependence with 
maxLn −  
and the random number of layers is indicated in (36). 
And, as Ln  increases, the amount of random sized sub-
regions will straightforwardly augment. Assuming that 
the number of nodes per sector remains steady; conse-
quently, the quantity of layers with unique densities will 
also rise. Thus, for all practical purposes, it is projected 
that 
maxLn −  affects the inhomogeneity of a random net-
work constellation. However, more research wok is still 
required in order to analytically describe and quantify the 
extent of the heterogeneity. 
6 SYNOPSIS OF THE SIMULATOR MODELS 
Overall, the characteristics and benefits of the simple ASD 
modeling algorithm for spatial inhomogeneity can be 
summarized as follows: 
• The spatial deployment is more realistic than other 
alternatives; thus resulting a more reflective tool 
which can be informative for network planning 
and service arrangements. 
• It is a cost and time efficient approach for hetero-
geneous deployment because the modeling is only 
based on limited a priori network planning inputs 
that can be obtained via simple pattern analysis or 
feasible conjectures. 
• The deployment method is flexible, in the sense 
that the precision and complexity of the inhomo-
geneous random graph to be generated is left at 
the discretion of the network designer. In other 
words, if more network planning inputs are pro-
vided, then the spatial accuracy of the correspond-
ing emulation will further be enhanced. 
• The ASD deployment supports different random 
network models in an entirely generic manner 
through the use of variable entries for: 
o Controlled Algorithm: the number of de-
ployment layers, the width of each layer, 
the number of sectors in each layer, the 
extent of the angular boundary for each 
cluster, and the nodal scale per sector. 
o Uncontrolled Algorithm: the cellular size, 
the maximum arbitrary number of de-
ployment layers, and the overall nodal 
scale. 
• The inhomogeneous simulator algorithms are 
structured in a systematic and modular way, 
which makes them reasonably practical for im-
plementation using programming packages. 
• The algorithms are also coherently formulated, 
thus parameter modifications can be configured in 
a straightforward manner. 
• Testing and repeatability of the random experi-
mentation is easily possible for execution. 
• On the whole, the simple inhomogeneous spatial 
models can be practical during planning in order 
to inquire and evaluate the impact of different spa-
tial deployments on QoS metrics, so as to enhance 
and optimize the network performance by strate-
gically designing the architecture. 
7 CONCLUSION 
The importance of all variations of wireless communica-
tions, and in particular cellular technologies, are still and 
even more significant as we move toward newer network 
generations. Therefore, analysis and planning of such 
systems through time- and cost-efficient simulations is 
vital. As a result, the central focus of this paper was based 
on the random emulation of terminals spatial position. 
In fact, we remarked that typical spatial distribution 
densities, though practical to some degree, have their 
own limitations. Therefore, an inhomogeneous deploy-
ment algorithm based on the superposition principle of 
targeted spatial distribution was proposed. This concep-
tualized heterogeneous networking approach, which we 
refer to as ASD, is certainly more manageable because it 
breaks down a fairly complicated task of finding the 
wholesome density of users’ spatial pattern in a vast ter-
rain to that of smaller regions. Then, the principle of su-
perposition can be applied to merge the spatial clusters 
together, and hence establish the entire random mobile 
distribution of the cell in order to investigate various 
network-based integrity measures. Overall, this con-
trolled spatial emulation algorithm is a coherent, easily 
configured tool, with greater emulation flexibility, useful 
for effectively modeling and attaining a heterogeneous 
random arrangement. 
In addition to the above controlled deployment algo-
rithm, we derived an automatic ASD emulator to arbitrar-
ily simulate an inhomogeneous wireless network. This 
uncontrolled heterogeneous spatial generator method is 
practical when insufficient or no specific information 
about a network site is known or asserted; i.e., the de-
signer is not entirely aware of the actual deployment en-
vironment. The key advantage of this tool is that it can 
ABDULLA AND SHAYAN:  SIMPLE AND GENERIC SIMULATOR ALGORITHM FOR INHOMOGENEOUS RANDOM SPATIAL DEPLOYMENT 13 
 
randomly construct a unique heterogeneous geometry 
suitable for small, medium or large scale networks while 
necessitating very few input parameters. 
In general, these simple inhomogeneous simulator 
models can be used for studying a host of factors that 
affects the link-layer of the network, among others: chan-
nel losses, interference, and resource consumption. 
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