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Abstract
This article describes the first successful generalization of the integral localization formula for equivariantly closed differential forms to NONcompact groups (Theorem 15).
The classical integral localization formula (Theorem 7.11 in [BGV] ) is well-known and it requires the acting Lie group to be compact and act on a compact manifold. It is restated here as Theorem 2.
First we give a totally new proof of this formula which is valid for both compact and noncompact groups. Our version of it appears here as Theorem 4. However, for integrability purposes we assume that the manifold is compact, and it follows that the integrand is equivariant with respect to some compact group.
Thus we need to relax the hypothesis of compactness of the manifold. We show how it can be done while making sure that the integral exists as a distribution on the Lie algebra of the acting Lie group. The main result of this article is Theorem 15.
As an example of an application of our generalized integral localization formula we compute the Fourier transform of a coadjoint orbit.
To the best of my knowledge, the only existing result in this direction is my own and it is described in [L1] and [L2] .
Introduction
Equivariant forms were introduced in 1950 by Henri Cartan. There are many good texts on this subject including [BGV] and [GS] .
Let G be a (possibly noncompact) Lie group acting on a compact manifold M , let g be the Lie algebra of G, and let α : g → A(M ) be an equivariantly closed form on M . For X ∈ g, we denote by M 0 (X) the set of zeroes of the vector field on M induced by the infinitesimal action of X. We assume that M 0 (X) is discrete. We prove that the integral of α(X) can be expressed as a sum over the set of zeroes M 0 (X) of certain local quantities of M and α. This is the essence of the integral localization formula for equivariantly closed differential forms. When G is compact, it is Theorem 7.11 in [BGV] . It is restated here as Theorem 2, and our version of it appears in this article as Theorem 4.
The result for compact Lie groups G is very well known, but the problem with previously existed proofs is that they rely heavily on compactness of the acting group G and none of them generalizes to a noncompact group setting. We give a totally new proof which is valid for all Lie groupswhether compact or not.
However, in order to ensure integrability of the form we make an assumption that our manifold M is compact. It follows that either the integrand is zero or the action of our group G can be factored through action of some compact group G ′ and our "generalized" localization theorem can be reduced to the compact version. Hence we do not really obtain a new result yet.
This shows that we need to drop the hypothesis of compactness of M . On the other hand we need to ensure that the integral still makes sense. At the same time we do not want our integrability condition to be too restrictive and to force the action of G once again factor through action of some compact group. We show one way of doing this so that the integral exists as a distribution on the Lie algebra g.
The main result of this article is Theorem 15. It is an integral localization formula for equivariant forms α which holds without any assumptions on compactness of the Lie group G or the manifold M . Although the integral localization formula for equivariantly closed differential forms for compact Lie groups has been known for many years, this is the first successful generalization to noncompact groups.
This article strongly suggests that some results which previously were known in the compact group setting only generalize to noncompact groups. It would be very interesting to have a uniform equivariant form theory which holds for both compact and noncompact groups and which generalizes presently known compact case.
For instance, one can form an "equivariant DeRham complex" out of equivariant forms depending polynomially on the g-variable. When the acting Lie group is compact, this equivariant DeRham complex calculates the equivariant cohomology of the manifold (see [GS] ). It would be extremely interesting to generalize this construction to noncompact groups.
The proof which appears here is a significant modification of a localization argument which appeared in my Ph.D. thesis [L1] . This thesis contains a result on localizations of actions of noncompact groups, which is probably the only existing one on this subject. Article [L2] gives a very accessible introduction to [L1] and explains key ideas used there by way of examples.
I would like to thank Floyd Williams for bringing it to my attention that Theorem 15 provides an elementary means for calculating the Fourier transform of a coadjoint orbit. He also provided me with some relevant references.
Equivariant Forms
In this article we use the same notations as in [BGV] .
Let M be a C ∞ -manifold of dimension n with an action of a (possibly noncompact) Lie group G, and let g be the Lie algebra of G. The group G acts on C ∞ (M ) by the formula (g · ϕ)(x) = ϕ(g −1 x). For X ∈ g, we denote by X M the vector field on M given by (notice the minus sign)
Let A(M ) denote the (graded) algebra of smooth differential forms on M , and let C ∞ (g)⊗A(M ) denote the algebra of all smooth A(M )-valued functions on g. The group G acts on an element α ∈ C ∞ (g)⊗A(M ) by the formula
for all g ∈ G and X ∈ g.
and is called and equivariant differential form.
We define the equivariant exterior differential d g on C ∞ (g)⊗A(M ) by the formula
where ι(X M ) denotes contraction by the vector field X M . This differential d g preserves A ∞ G (M ), and (d g ) 2 α = 0 for all α ∈ A ∞ G (M ). The elements of A ∞ G (M ) such that d g α = 0 are called equivariantly closed forms. Example 1 Let T * M be the cotangent bundle of M , and let π : T * M ։ M denote the projection map. Let σ denote the canonical symplectic form on T * M . It is defined, for example, in [KaScha] , Appendix A2. The action of the Lie group G on M naturally extends to T * M . Then we always have a canonical equivariantly closed form on T * M , namely, µ + σ. Here µ : g → C ∞ (T * M ) is the moment map defined by:
If α is a non-homogeneous equivariant differential form, α [k] denotes the homogeneous component of degree k. If M is a compact oriented manifold, we can integrate equivariant differential forms over M , obtaining a map
by the formula ( M α)(X) = M α(X) [n] , where n = dim M .
Finally, notice that if α is an equivariantly closed form whose top homogeneous component has degree k, then α(X) [k] is closed with respect to the ordinary exterior differential.
Localization Formula
We recall some more notations from [BGV] . Let M 0 (X) be the set of zeroes of the vector field X M . We will state and prove the localization formula in the important special case where X M has isolated zeroes. Here, at each point p ∈ M 0 (X), the infinitesimal action of X on C ∞ (M ) gives rise to a linear transformation L p on T p M .
If the Lie group G is compact, then the transformation L p is invertible and has only imaginary eigenvalues. Thus the dimension of M is even and there exists an oriented basis {e 1 , . . . , e n } of T p M such that for 1 ≤ i ≤ l = n/2, L p e 2i−1 = λ p,i e 2i , L p e 2i = −λ p,i e 2i−1 .
We have det(L p ) = λ 2 p,1 λ 2 p,2 . . . λ 2 p,l , and it is natural to take the following square root (dependent only on the orientation of the manifold):
For convenience, we restate Theorem 7.11 from [BGV] . Theorem 2 Let G be a compact Lie group with Lie algebra g acting on a compact oriented manifold M , and let α be an equivariantly closed differential form on M . Let X ∈ g be such that the vector field X M has only isolated zeroes. Then
where l = dim(M )/2, and by α(X)(p), we mean the value of the function α(X) [0] at the point p ∈ M .
Now we drop the assumption that the group G is compact. We say that X ∈ g acts linearly on M if, for each p ∈ M 0 (X), the vector field X M can be linearized around p. More precisely, there exist a neighborhood U p of M containing point p and local coordinates (x p,1 , . . . , x p,n ) defined on U p and centered at p such that X M is expressed by
Note that since M 0 (X) is discrete, the linearity condition forces each L p to be invertible. We say that X ∈ g acts semisimply on M if each linear transformation L p is semisimple, i.e. can be diagonalized over C. Both conditions are satisfied automatically when G is compact.
Remark 3 Suppose that G C is a complex Lie group acting holomorphically on a complex manifold M C , G ⊂ G C a real Lie subgroup whose action preserves a real submanifold M ⊂ M C . Pick an element X ∈ g and suppose that the set of zeroes M 0 (X) is discrete. Then X acts linearly on M . If, in addition, X ∈ g is semisimple (i.e. the operator ad(X) ∈ End(g) can be diagonalized over C), then X acts on M semisimply.
Finally, we say that a zero point p ∈ M 0 (X) is elliptic if the dimension of M is even and there exists an oriented basis {e 1 , . . . , e n } of T p M such that for 1 ≤ i ≤ l = n/2,
As in the compact case, we take the following square root (dependent only on the orientation of the manifold):
Note that it is defined for elliptic points only! We denote by M elliptic 0 (X) ⊂ M 0 (X) the set of elliptic zeroes of X M . Now we are ready to state our version of localization theorem. Notice that "only elliptic points count".
Theorem 4 Let G be a (possibly noncompact) Lie group with Lie algebra g acting on a compact oriented manifold M , and let α be an equivariantly closed differential form on M . Let X ∈ g be such that the vector field X M has only isolated zeroes, and suppose that X acts linearly and semisimply on M . Then
where l = dim(M )/2, and by α(X)(p) we mean the value of the function α(X) [0] at the point p ∈ M .
We prove this theorem in the next section.
Remark 5 Clearly, Theorem 2 is a special case of Theorem 4. On the other hand, if G is not compact, let G(X) ⊂ G be the closed connected Lie subgroup generated by X; it is abelian. Because of the assumption that the manifold M is compact, if α(X) = 0, one can argue that the action of G(X) on M must factor through action of some compact group K, so that α becomes a K-equivariant form. Thus one can derive Theorem 4 from Theorem 2 and we do not really have a new result yet.
Proof of the Localization Formula
Proof of Theorem 4. Let π : T * M ։ M denote the projection map. We regard M as a submanifold of T * M via the zero section inclusion. Recall the canonical equivariantly closed form µ + σ on T * M constructed in Example 1. We can consider the form
It is an equivariantly closed form on T * M for the reason that it is "assembled" from equivariantly closed forms. Moreover, its restriction to M is just α(X). We will see later that, in a way, ω is the most natural equivariant extension of α to T * M .
Fix a Riemannian metric on T * M and let . be the norm. It induces a vector bundle diffeomorphism T M → T * M and a norm on T M which we also denote by . . Let s : M → T * M denote the image of the vector field −X M under this diffeomorphism. Observe that
and that the set
is precisely the set of zeroes of X M .
Pick an R > 0 and let t increase from 0 to R. Then the family of sections {ts} t∈[0,R] provides a deformation of the initial cycle M into Rs. In other words, there exists a chain C R in T * M of dimension (dim M + 1) such that
(2)
Note that the support of C R , |C R |, lies inside the set
This will ensure good behavior of the integrand when we let R tend to infinity.
Observe that if we let R → ∞, then we obtain a conic Borel-Moore chain
where each cotangent space T * p M is provided with appropriate orientation. But we will not use this observation in the proof because one cannot interchange the order of integration and taking limit as R → ∞.
Remark 7 The form ω(X) [n] itself need not be closed; this lemma only says that ω(X) [n] becomes closed when restricted to |C R |.
This lemma is the key moment in the proof and it is the only place where we use that the form α is equivariantly closed.
Proof. The form ω(X) [n] can be written more explicitly as
It is clear that σ 2 becomes zero when restricted to |C R |.
Hence
It is sufficient to prove that the form is closed away from zeroes of X M , i.e. on the set
Define a function r :
We expand the coordinate system (x q,1 , . . . , x q,n ) of M defined on U q to the standard coordinate system (x q,1 , . . . , x q,n , ζ q,1 , . . . , ζ q,n ) of T * M defined on T * U q so that every element of T * U q is expressed in these coordinates as (x q,1 , . . . , x q,n , ζ q,1 dx q,1 + · · · + ζ q,n dx q,n ). In these coordinates,
Using our assumption that the form α is equivariantly closed we obtain:
hence dr = dζ q,1 . This finishes proof of Lemma 6. Therefore,
By assumption, the vector field X M can be linearized around each p ∈ M 0 (X). Thus we can find a neighborhood U p of M containing point p and positively oriented local coordinates (x p,1 , . . . , x p,n ) defined on U p and centered at p such that X M is expressed by
Since M 0 (X) is discrete, we can make these neighborhoods U p 's small enough so that they do not overlap.
Find a sufficiently small ε > 0 such that, for each p ∈ M 0 (X), the cube {(t 1 , . . . , t n ); |t 1 | ≤ ε, . . . , |t n | ≤ ε} is contained in the image of (x p,1 , . . . , x p,n ). For each p ∈ M 0 (X), we define a subset of M containing p I p = (x p,1 , . . . , x p,n ) −1 {(t 1 , . . . , t n ); |t 1 | ≤ ε, . . . , |t n | ≤ ε} .
In formula (5) we let R tend to infinity. Recall the definition of the equivariant form ω (formula (1)). Because of the presence of the term e µ(X)+σ there and because of the exponential decay on the set (3) we get:
That is, when we integrate over Rs, only the covectors whose basepoint lies in some I p (i.e. "near" M 0 (X)) count. Thus we see that the integral is localized around the set of zeroes M 0 (X). It remains to calculate the contribution of each point p:
Recall that the element X ∈ g is assumed to act linearly and semisimply on M . Hence the linear transformation L p can be diagonalized over C. This implies that we can find an oriented basis {e 1 , . . . , e n } of T p M such that L p e 2i−1 = λ p,i e 2i , L p e 2i = −λ p,i e 2i−1 , for 1 ≤ i ≤ l ≤ n/2, L p e i =λ p,i e i , for 2l < i ≤ n.
Thus we can assume that on U p
− · · · −λ p,n x p,n ∂ ∂x p,n .
Moreover, we can modify the Riemannian metric around each p so that the frame ∂ ∂x p,1 , . . . , ∂ ∂x p,n is orthonormal on U p .
We expand each coordinate system (x p,1 , . . . , x p,n ) of M defined on U p to the standard coordinate system (x p,1 , . . . , x p,n , ζ p,1 , . . . , ζ p,n ) of T * M defined on T * U p so that every element of T * U p is expressed in these coordinates as (x p,1 , . . . , x p,n , ζ p,1 dx p,1 + · · · + ζ p,n dx p,n ).
In these coordinates,
We also have: σ = dx p,1 ∧ dζ p,1 + · · · + dx p,n ∧ dζ p,n and µ(X) : (x p,1 , . . . , x p,n , ζ p,1 , . . . , ζ p,n )
Let us choose a coordinate system for Rs ∩ π −1 I p , namely (y p,1 = x p 1 • π, . . . , y p,n = x p,n • π).
It is positively oriented. Then in these coordinates dx p,1 = dy p,1 , . . . , dx p,n = dy p,n , dζ p,1 = −Rλ p,1 dy p,2 , dζ p,2 = Rλ p,1 dy p,1 , . . . , dζ p,2l−1 = −Rλ p,l dy p,2l , dζ p,2l = Rλ p,l dy p,2l−1 , dζ p,2l+1 = Rλ p,2l+1 dy p,2l+1 , . . . , dζ p,n = Rλ p,n dy p,n , µ(X)| Rs = −Rλ 2 p,1 (y 2 p,1 + y 2 p,2 ) − · · · − Rλ 2 p,l (y 2 p,2l−1 + y 2 p,2l ) − Rλ 2 p,2l+1 y 2 p,2l+1 − · · · − Rλ 2 p,n y 2 p,n .
Thus σ| Rs in these coordinates becomes σ| Rs = −2Rλ p,1 dy p,1 ∧ dy p,2 − · · · − 2Rλ p,l dy p,2l−1 ∧ dy p,2l .
Hence (e σ ) [n] | Rs = (−2R) l λ p,1 . . . λ p,l dy p,1 ∧ · · · ∧ dy p,n if p is elliptic; 0 otherwise.
On the other hand, the expression of π * α(X)| Rs in these coordinates does not depend on R. We have:
Hence ω(X) [n] | Rs = e µ(X)+σ [n] α(X) [0] | Rs + e µ(X) (terms depending on R through powers of R strictly less than n 2 )
Recall that the integration takes place over I p , hence the range of variables is |y p,1 | ≤ ε, . . . , |y p,n | ≤ ε. We perform a change of coordinates z p,1 = √ Ry p,1 , . . . , z p,n = √ Ry p,n , |z p,1 | ≤ ε √ R, . . . , |z p,n | ≤ ε √ R.
In these new coordinates, ω(X) [n] | Rs = e − λ 2 p,1 (z 2 p,1 +z 2 p,2 )+···+λ 2 p,l (z 2 p,2l−1 +z 2 p,2l )+λ 2 p,2l+1 z 2 p,2l+1 +···+λ 2 p,n z 2
and (e σ ) [n] | Rs = (−2) l λ p,1 . . . λ p,l dz p,1 ∧ · · · ∧ dz p,n if p is elliptic; 0 otherwise.
As R tends to infinity, the integrand tends pointwise to zero if p is not elliptic and to (−2) l λ p,1 . . . λ p,l e − λ 2 p,1 (z 2 p,1 +z 2 p,2 )+···+λ 2 p,l (z 2 p,n−1 +z 2 p,n ) · α(X) [0] (p)dz p,1 ∧ · · · ∧ dz p,n in the elliptic case. Hence by the Lebesgue dominated convergence theorem,
This finishes our proof of Theorem 4.
Localization Formula for Noncompact Groups
In this section we will show how one can drop the hypothesis of compactness of M while making sure that the integral of an equivariant form exists as a distribution on the Lie algebra g (formula (6)). Then we state our version of integral localization formula (Theorem 15) which holds for noncompact groups acting on noncompact manifolds and which generalizes the classical localization formula (Theorems 2 and 4). There is no need to give a proof of it because once the notion of integral is suitably redefined it becomes clear how to modify our proof of Theorem 4 to make it work in this general case.
From now on, M is an oriented C ∞ manifold of dimension n, and we do not assume that M is compact.
Let g * denote the dual space of the Lie algebra g. We fix a smooth G-equivariant map µ 0 : M → g * , that is µ 0 satisfies µ 0 (gm) (X) = µ 0 (m) (Ad −1 (g)(X)) for all g ∈ G, m ∈ M , X ∈ g.
Example 8 There is one choice of µ 0 which always works. Namely, let µ 0 be the zero map, i.e. µ 0 : M ։ {0} ⊂ g * .
Example 9 Recall that the group G acts on its Lie algebra g by adjoint action. Hence we get the dual action of G on g * ; it is called the coadjoint action. Pick an element ν ∈ g * and let M = Ω ν ⊂ g * be its coadjoint orbit. Then we can choose our µ 0 : M → g * to be the inclusion map M = Ω ν ֒→ g * . We will return to this example in Section 6.
Example 10 Suppose there is a manifold M such that G acts on M and our manifold M can be realized as a G-submanifold of T * M . Recall the moment map µ : g → C ∞ (T * M ) from Example 1. We can rewrite it as
Then we can set µ 0 equal the restriction to M of the moment map µ T * M , i.e. µ 0 = µ T * M | M .
Let Ω ⊂ g be an open subset in the Lie algebra, and let α : g → A(M ) be an equivariant form.
Definition 11
We say that α is weakly integrable on Ω with respect to µ 0 if there is a smooth embedding j : M ֒→ R N for some N such that the following three properties are satisfied:
• Let B(R) denote the ball in R N of radius R centered at the origin.
Then Volume j(M ) ∩ B(R) , as a function of R, has at most polynomial growth as R → ∞. Here the volume is determined by the Levi-Civita metric induced from the standard metric of R N .
• For each X ∈ Ω, the component of α(X) of each degree k, α(X) [k] , can be expressed as a pullback via the embedding j of some bounded k-form on R N .
• There is a norm . on g * such that, if we let B(R) denote the ball {l ∈ g * ; l ≤ R} inside g * , for all R sufficiently large and for each X ∈ Ω, we have
Example 12 If each of the forms α(X), X ∈ Ω, has compact support, then α is weakly integrable on Ω, no matter what the map µ 0 is.
Example 13 Suppose that the Lie group G is reductive. Let X denote the flag variety of g C = g ⊗ C, i.e. the variety of Borel subalgebras b ⊂ g C . It is a smooth complex projective variety. There is a natural action of G on X, namely by conjugation, i.e. g ∈ G sends b ∈ X into gbg −1 . Let d = dim R (X). The flag variety X is compact, and so it can be covered by finitely many coordinate systems (x q,1 , . . . , x q,d ) defined on some open sets U q , where q is an element of a finite indexing set Q. We expand each coordinate system (x q,1 , . . . , x q,d ) to the standard coordinate system (x q,1 , . . . , x q,d , ζ q,1 , . . . , ζ q,d ) of T * X defined on T * U q so that every element of T * U q is expressed in these coordinates as (x q,1 , . . . , x q,d , ζ q,1 dx q,1 + · · · + ζ q,d dx q,d ).
Let M be a G-submanifold of T * X, and let µ 0 be as in Example 10, i.e. µ 0 = µ T * X | M . Suppose that each of the forms α(X), X ∈ Ω, is a pullback of a form on T * X which has a bounded expression in each coordinate system (x q,1 , . . . , x q,d , ζ q,1 , . . . , ζ q,d ), q ∈ Q. Then α is weakly integrable on Ω with respect to this choice of µ 0 .
Let ϕ be a smooth compactly supported form on g of top degree. Its Fourier transformφ is a function on g * defined bŷ ϕ(ζ) = g e i ζ,X ϕ, (ζ ∈ g * ).
We denote by A top c (Ω) the space of smooth forms on g of top degree supported inside Ω. This space will play the role of test functions on which distributions are defined.
Let ϕ ∈ A top c (Ω) and let α be a weakly integrable form on Ω with respect to µ 0 . Similarly toφ, we can define ϕα : g * → A(M ): ϕα(ζ) = g e i ζ,X ϕα(X).
Let µ * 0 ( ϕα) denote the pullback of ϕα to M via the map µ 0 , i.e. µ * 0 ( ϕα) = g e i µ 0 (m),X ϕα(X).
It is an element of A(M ).
Since the Fourier transform decays at infinity faster than any expression of the form 1/P , where P is a polynomial, the form µ * 0 ( ϕα) [n] is integrable on M . This allows us to define the integral of α(X) as a distribution on Ω:
Example 14 If µ 0 is the zero map and the form α is weakly integrable on Ω with respect to µ 0 , then each of the forms α(X) [n] , X ∈ Ω, is integrable on M . We have:
This example shows that our definition of distribution M α(X) as a distribution on Ω is indeed a generalization of the ordinary integral M α(X). Now having defined the notion of distribution M α(X) we can state our generalized version of the localization formula for noncompact groups G acting on noncompact manifolds M .
In Theorem 4 we assumed that α was equivariantly closed. In this version of localization theorem we assume instead that a slightly different equivariant form g → A(M ), X → e i µ 0 (m),X α(X), is equivariantly closed. If µ 0 is the zero map, then this condition is just saying that α is equivariantly closed, as before.
Theorem 15 Let G be a (possibly noncompact) Lie group with Lie algebra g acting on a (possibly noncompact) oriented manifold M . Let µ 0 : M → g * be a smooth G-equivariant map, and let α : g → A(M ) be an equivariant form which is weakly integrable on some Ω ⊂ g with respect to µ 0 . We suppose that the form e i µ 0 (m),X α(X) is equivariantly closed. We also assume that each X ∈ Ω acts on M with only isolated zeroes, linearly and semisimply. Then, as a distribution on Ω,
where l = dim(M )/2 and the sum on the right hand side is understood in the sense of convergent series:
Remark 16 In view of Example 14, this result becomes our classical localization formula when µ 0 is the zero map.
The reason why we consider distribution M α(X) as a distribution on Ω rather than on all of g is that we want each element of Ω act on M with isolated zeroes, linearly and semisimply. But, for instance, if X = 0 ∈ g, M 0 (X) = M . Also, when G is not compact, some elements of g may not act semisimply.
Our proof of Theorem 4 carries over with a few obvious modifications taking into account integration of test form ϕ to obtain a proof of Theorem 15.
The Fourier Transform of a Coadjoint Orbit
In this section we return to Example 9 and illustrate how our integral localization formula (Theorem 15) can be used to study the symplectic volume of a coadjoint orbit. Thus we pick an element ν ∈ g * and let M = Ω ν = G · ν ⊂ g * be the coadjoint orbit. We set µ 0 : M → g * be the inclusion map M = Ω ν ֒→ g * . We do not assume that Ω ν is an orbit of maximal dimension; in fact we allow Ω ν to be any orbit, including {0} ⊂ g * .
In this section we assume that G is a real, semisimple Lie group with finite center (possibly noncompact). We denote by g ′ the set of regular semisimple elements in g. These are elements X ∈ g such that the action of ad(X) on g can be diagonalized over C and ad(X) has maximal possible rank. Each regular semisimple X ∈ g ′ lies in a unique Cartan subalgebra t(X) ⊂ g. g ′ is an open subset of g and its complement has measure zero. It is important to remember that when G is not compact some Cartan subalgebras of g may not be conjugate by an element from G. In this section we choose our open set Ω on which distributions are defined equal all of g.
The coadjoint orbit Ω ν has a canonical structure of a symplectic manifold. We describe its symplectic form σ ν . The vector fields X Ων , X ∈ g, are sections of T Ω ν and span the tangent space at each point. Let f ∈ Ω ν , f is a linear functional on g. We define σ ν on T f Ω ν by
Then Lemma 7.22 of [BGV] tells us that σ ν is a well-defined G-invariant symplectic form on Ω ν , furthermore the action of G on Ω ν is Hamiltonian and the symplectic moment of X is the function f → µ 0 (f )(X).
The Liouville form on Ω ν is defined in [BGV] by (notice the 1 (2π) l factor)
This is a volume form which defines a canonical orientation on Ω ν . If we let the embedding j : M ֒→ R N in the Definition 11 be the inclusion map Ω ν ֒→ g * , it becomes clear that the form 1 (2πi) l e iσν is weakly integrable with respect to µ 0 on g. Thus the symplectic volume of Ω ν exists as a distribution on g:
This distribution is called the Fourier transform of the coadjoint orbit Ω ν .
We already know that the form µ 0 (m), X + σ ν is equivariantly closed, and hence so is the form
We will apply our localization Theorem 15 to find this distribution.
First we restrict ourselves to X ∈ g ′ and ϕ ∈ A top c (g ′ ). So let X ∈ g ′ be a regular semisimple element and let us find the set of zeroes of the vector field X Ων on Ω ν . These are linear functionals f ∈ Ω ν such that f ad(X)(Y ) = 0 for all Y ∈ g.
Let t(X) ⊂ g be the unique Cartan subalgebra of g containing X. Then t C (X) = def C⊗t(X) is a Cartan subalgebra of g C = C⊗g. Let g C = t C (X)⊕ α∈Φ n α be the root space decomposition of g C with respect to t(X), where Φ is the set of roots and n α 's are the root spaces. Let q(X) = g ∩ α∈Φ n α . Then we get a splitting of g: g = t(X) ⊕ q(X) which in turn induces the dual splitting g * = t(X) * ⊕ q(X) * . Thus we can regard t(X) * as a subset of g * .
Since we assumed that X is regular semisimple, α(X) = 0 for all α ∈ Φ. It follows that f ad(X)(Y ) = 0 for all Y ∈ g if and only if f ∈ t(X) * . In particular, if Ω ν ∩ t(X) * = ∅, then the vector field X Ων has no zeroes. Now let us suppose that f ∈ Ω ν ∩ t(X) * is a zero of X Ων . We want to determine if it is elliptic. Let G f denote the isotropy group of f in G. Then the coadjoint orbit Ω ν = G · f can be naturally identified with the homogeneous space G/G f . Let
The Lie algebra of G f can be realized as
Hence the tangent space T f Ω ν can be identified with the quotient of the Lie algebras of G and G f , which in turn can be identified with
Then the linear transformation L f on T f Ω ν determined by the infinitesimal action of X becomes identified with −ad(X) restricted to to the space (8).
Thus f is elliptic if and only if α(X) is purely imaginary for all α ∈ ∆(f, X).
Our next task is to compute det 1/2 (L f ) when f is an elliptic zero of the vector field X Ων on Ω ν . For each α ∈ Φ, we define H α ∈ t C (X) = C ⊗ t(X) to be the unique element in [n α , n −α ] ⊂ t C (X) with the property that α(H α ) = 2. When α ∈ ∆(f, X), α(X) is purely imaginary and it follows that iH α ∈ t(X). Because the space [n α , n −α ] ∩ g is one-dimensional and f does not become identically zero when restricted to this space, f (iH α ) = 0. We define ∆(f, X) + = {α ∈ ∆(f, X); f (iH α ) > 0}.
Since H −α = −H α , among ±α ∈ ∆(f, X), exactly one of them lies inside ∆(f, X) + . For each α ∈ ∆(f, X) + , we can find E α ∈ n α and F α ∈ n −α such that [E α , F α ] = iH α and both E α + F α , iE α − iF α ∈ g. We enumerate ∆(f, X) + : ∆(f, X) + = {α 1 , . . . , α l } and define
Recall that the orientation on Ω ν is determined by the Liouville form dβ defined by equation (7). Hence the basis {e 1 , . . . , e 2l } is a positively oriented basis of T f Ω ν . We also have:
Thus we obtain:
Finally, the contribution to the integral of dβ = 1 (2πi) l e iσν [n] of an elliptic zero f ∈ Ω ν ∩ t(X) * in the integral localization formula is
.
Thus Theorem 15 together with above calculations completely describe the restriction of the distribution distribution Ων dβ to the set of regular semisimple elements g ′ . With a little more effort we obtain the following result:
Theorem 17 Let G be a connected, real, semisimple Lie group with finite center, and ν ∈ g * . The Fourier transform of the coadjoint orbit Ω ν = G · ν ⊂ g * as a distribution on the Lie algebra g is given by integration against a function F Ων ∈ L 1 loc (g):
distribution Ων dβ : ϕ → g ϕF Ων , ϕ ∈ A top c (g).
This function F Ων has the following properties:
• The restriction of F Ων to the set of regular semisimple elements g ′ can be represented by an analytic function;
• F Ων is invariant under the adjoint action of G on g;
• Let t ⊂ g be a Cartan subalgebra, then Ω ν ∩ t * = ∅ implies F Ων ≡ 0 when restricted to t ∩ g ′ ;
• Let X ∈ g ′ , then
Proof. Because the map µ 0 : Ω ν → g * and the form 1 (2πi) l e iσν are Gequivariant, so is the distribution distribution Ων dβ.
Let Z(U(g)) denote the center of the universal enveloping algebra of g. It is canonically isomorphic to the algebra of conjugate-invariant constant coefficient differential operators on g. It is not hard to see that distribution Ων dβ is an eigendistribution with respect to Z(U(g)), i.e. each element of Z(U(g)) acts on distribution Ων dβ by multiplication by some scalar. Then Theorem 3.3 from [A] tells us that such a conjugation-invariant eigendistribution is given by integration against some locally L 1 function F Ων on g such that the restriction of F Ων to g ′ can be represented by an analytic function. This is where we need our assumption that the Lie group G is connected, semisimple with finite center.
The properties of F Ων were already derived from Theorem 15.
Example 18 Let G = SL(2, R) and let ν ∈ g * be given by:
ν : a b c −a → a.
Its coadjoint orbit Ω ν has maximal possible dimension: 2. We will show that distribution Ων dβ = 0. Define t a = t 0 0 −t ; t ∈ R and t c = 0 t −t 0 ; t ∈ R .
Both t a and t c are Cartan subalgebras of SL(2, R) and each Cartan subalgebra is conjugate to one of these. But t a and t c are not conjugate by any element of SL(2, R). (For instance, because exp(t c ) ⊂ SL(2, R) is compact, while exp(t a ) ⊂ SL(2, R) is not.) Since the function F Ων is conjugateinvariant, it is enough to find its restrictions to t a ∩ g ′ = t a \ {0} and t c ∩ g ′ = t c \ {0}.
Observe that ν ∈ t * a . Let α be any root of g C = C ⊗ g = sl(2, C) with respect to C ⊗ t * a . Then α| ta is either 2ν or −2ν, and both take real values on t a . Hence there are no elliptic zeroes of the vector field X Ων on Ω ν whenever X ∈ t a \ {0}. This proves that F Ων ≡ 0 when restricted to t a \ {0}.
On the other hand, Ω ν ∩ t * c = ∅ because ν ∈ t * a , and g · ν ∈ t * c for some g ∈ SL(2, R) would imply g −1 · t c · g = t a which is impossible. This proves that F Ων ≡ 0 when restricted to t c \ {0}. Hence the result.
