Abmaet--Transmit power control (TPC) has been recognized as one of the effective ways to save energy in wireless devices. In this paper, w e demonstrate the energy-efficient Distributed Coordination Function (DCF) operation of IEEE SO2.lIa wireless LANs (WLANs) via TPC and physical layer (PHY) rate adaptation. The key idea is to enforce an RTSKTS frame exchange before each data transmission, and then select the most energy-efficient combination of the PHY mode and the transmit power level far the subsequent data frame transmission to save energy. The performance of the proposed scheme is evaluated via simulation in the ns-2 simulator.
I. INTRODUCTION
In wireless local-area networks (WLANs), most wireless devices such as laptops and palmtops are battery-powered, and extending thc operating time of such devices is always desirable and important. A WLAN device normally operates in one of the following modes: transmit mode, receive mode, or sleeping mode. Applying transmit power control (TPC) in WLAN systems, which allows a WLAN device to use one of the available power levels in transmit mode, is naturally an attractive idea to save battery energy and has been receiving considerable attention.
A. Problem Statement
IEEE 802.1 I [ I ] specifies two different medium access control (MAC) mechanisms in WLANs: the contention-based Distributed Coordination Function (DCF) and the polling-based Point Coordination Function (PCF). IEEE 802.1 l a physical layer (PHY) [21 is the new high-speed PHY developed to operate 802.1 I in the 5 GHz Unlicensed National Information Infrastructure (U-NII) band, which provides 8 PHY modes with transmission rates f" 6 Mbps up to 54 Mbps. In [31, we derived the energy consumption performance analytically for uplink data transmissions in an IEEE 802.1 l a WLAN under the PCF, and demonstrated the energyefficient PCF operation via both TPC and PHY rate adaptation. In this paper, we address another closely-related but more difficult problem: how to apply TPC to save energy under the DCF? The WLAN architecture we are interested in is an infrastructure basic sewice set (BSS).
BSS is the basic building block of an IEEE 802. In an infrastructure BSS, if a wireless station wants to communicate with another station, the frames must be first sent to the AP, and then from the AP to the destination. Due to this reason, all the wireless stations must be able to hear the AP, hut they are not required to hear each other, and thus, they may appear hidden to each other, Moreover, as described in [ 5 ] , by simply allowing wireless stations to transmit at different power levels under the DCF, the number of hidden terminals is likely to increase, which, in tum, results in more collisions and re-transmissions due to the very nature of D C F s contention-based access mechanism, and hence, more energy is consumed eventually. Recognizing the above "hidden nodes" problem under the DCF, we propose a novel way to exercise TPC under the DCE The key ideas are that ( I ) an RTS/CTS frame exchange is required before each data transmission: (2) the CTS frames are transmitted at the full power level by the AP to eliminate the hidden terminals; and (3) in order to deliver a data frame with minimum energy consumption, the most energy-efficient comhination of the PHY mode and the transmit power level are adaptively selected for the next transmission attempt of the frame. Note that there is no such "hidden nodes" problem under the PCF since the access to the wireless medium is centrally-controlled by the Ap, thus making the application of TPC to save energy under the FCF less hassle (31.
B. Related Work
In recent years, several power-management policies have been proposed to force a WLAN device to sleep adaptively at appropriate moments to save.battery energy [61, [7] , [XI. Since TPC determines the best transmit power level to use in transmit mode, our scheme is complementary to those power-management policies, which address how to switch between transmitlreceive and sleeping modes.
In [9], the authors presented a Power-Aware Routing Optimization (PARO) scheme to achieve energy-efficient routing in multihop wireless networks. Similar to our scheme, the RTSICTS frames are exchanged before the actual data transmissions, and they are transmitted at the full power level. On the other hand, the data and acknowledgment frames may be transmitted at lower power levels. Another similar power control scheme was presented in [IO] , where the transmit power levels of the data frames are dynamically adjusted with help of an enhanced RTS/CTS mechanism. The authors of [I I ] proposed to save energy in IEEE 802.1 I WLAN devices by a combined tuning of the transmit power and the data frame size.
None of the above schemes considers PHY rate adaptation. Since the 802.1 I PHYs support multiple transmission rates, utilizing them adamivelv bv choosing the best PHY rate at a give time can en-. . .
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C. Organization
The rest of this paper is organized as follows. Section I1 describes our proposed energy-efficient DCF operation and Section Ill presents and evaluates the simulation results. The paper concludes with Section IV.
THE ENERGY-EFFICIENT D C F OPERATION
In this section, we present the details of the energy-efficient DCF operation. The key idea is to combine TPC with adaptive PHY mode selection, so that the proper PHY rate as well as the best transmit power level can be adaptively selected for the next transmission attempt of a data frame, according to the up-to-date retry counts of the frame and the path loss condition, thus delivering data with minimum energy consumption. Besides, in order to avoid potentially more hidden terminals due to TPC, an RTSICTS frame exchange is required prior to each data transmission.
A. The Enhaticed Four-Way Frame Exchange
We illustrate how to enhance the four-way RTS-CTS-Data-Ack frame exchange to accommodate our idea, and why to do so, using a sequence of figures. In these figures, the dashed circle represents the coverage of the AP, i.e., the scope of the infrastructure BSS centered by the AP, and its radius is determined by assuming the nominal transmit power for the A P and the average background noise level. The conjunction area of the solid circle(s) is the area within which all the wireless stations are prevented from colliding with the onframes and there are no more hidden terminals in the network. This scheme works well when the background noise level is stable and the user mobility is low. However, if the background noise level increases, the range within which a wireless station is able to correctly set the NAV shrinks, which, if combined with a high degree of user mobility, may result in the following three potential problems, as shown in Fig. 2(b) . First, stations wl and w4 become hidden terminals again. Second, if the transmitter moves to position I after its RTS transmission, it won't be able to receive the CTS frame from the AP correctly, and thus, the data transmission won't start at all. Third, if station w3 moves to position I1 after it receives the RTS frame from the transmitter but before receiving the CTS frame from the AP. then according to the 802.1 I standard, w3 may reset its NAV, which was originally set according to the RTS reception. It is interesting to notice that all three problems are due to erroneous CTS receptions. going uplink data transmission from the transmitter (STA) to the AP. This is because these wireless stations can either update their NAVs after the RTS/CTS receptions or sense the wireless medium busy, and then defer their transmission attempts. The wireless stations outside this area are considered hidden to the transmitter. Fig. l(a) shows a simple two-way Data-Ack frame exchange when the data frame is transmitted using the nominal transmit power. Clearly. without RTS/CTS support, some wireless stations, e.g., wl and w4, are hidden to the transmitter. Moreover, if we simply allow the transmitter to apply TPC on its data transmissions, the number of hidden terminals is likely increase, As shown in Fig. I(b) , there is one more hidden terminal, w2, if the transmitter uses the minimum required transmit power to reach the AP for its data transmissions.
Based on the above observations, we propose to enhance the original four-way frame exchange to achieve the energy-efficient DCF operation as follows. First, the CTS frames are transmitted at the full power level to eliminate the hidden terminals. Second, the Ack frames are transmitted at the full power level as well to avoid the Ack transmission errors. One can do this because both CTS and Ack frames are transmitted by the AP, which is normally connected to the power line, and thus the energy consumption at the AP for downlink transmissions are not critically important. Third, the data frames are transmitted using the most appropriate combination of the PHY mode and the transmit power level, such that the energy consumption is minimized. Note that we need to select the modepower combination for the data transmission attempt before the RTS frame is transmitted, so the duration information carried in the RTS .... frame can be properly set according to our PHY mode selection. The RTSICTS mechanism is one of the effective ways to alleviate the "hidden nodes" problem under the DCF. Fig. 2(a) shows a four-way RTS-CTS-Data-Ack frame exchange when the RTSICTS frames are exchanged using the nominal transmit power. Since in an infrastructure BSS, all the wireless stations should be able to hear the AP. they can set their NAVs correctly upon reception of the CTS
B. Pre-Built Mode-Power Combination Table
We solve the problem of finding the hest mode-power combination (m*, P;} by applying the dynamic programming technique.
A wireless station computes off-line the mode-power combination = E, t , t 2'E,,f. +E&. (6) Obviously, since at least one of the frame retry limits has been reached, the data frame will be discarded without funher transmission attempts. Hence, for any m and P t , we always have Since an Ack (CTS) timeout is equal to a SlFS time, plus an Ack and represent the energy consumed to transmit an RTSData frame, or receive a CTSIAck frame. respectively. Ebeof,p and ~i T e e z e constitute the total energy consumption during a backoff period. and represent the energy consumption while the backoff counter is decrementing and the energy consumption while the backoff counter is frozen due to the busy medium, respectively. Moreover, &si,a, Ed,ls. and E,,,, denote the energy consumptions of a W A N card being idle for SIPS time, DlFS time, and Slot time, respectively. Due to the space limitation. please refer to [I21 for the details of the probability analysis and the energy consumption calculation.
Consequently, the best mode-power combination to transmit a data frame and the corresponding minimum average energy consumption are. respectively, (IO) Therefore, by using the special case as the boundary condition, we have fully specified the computation of the table entries of the mode-power combination table by Eqs. (I), (2), (3). (4), (5) . and (9).
H I . PERFORMANCE EVALUATION
In this section, we evaluate the effectiveness of our proposed energy-efficient DCF operation by simulation results. For simulation, we used the ns-2 simulator [I31 and enhanced the original 802.1 1 DCF module provided by ns-2 to support 802.1 l a PHY, PHY rate adaptation, and TPC.
A. Simulation Setup
As specified in the 802.1 I standard, the maximum transmit power is limited to 200 mW (i.e., 23 dBm) 141 for the middle band of the 5 GH2 U-NI1 band, which is suitable for indoor environments. Therefore, in our simulation, a TPCenabled 802.1 la device is allowed to choose any one of the 15 transmit power levels (from -19 dBm to 23 dBm with 3 dBm gaps) to transmit a data frame, and values of the delivered data per Joule. However, when the path loss is large ( r = 12). Scheme I has to select a high power level for its data transmissions and, in turn, shows worse energy-efficiency performance than both Schemes I11 and IV. Actually, this is the worst scenario for our proposed scheme.
Third, when there are hidden terminals in the network (T = 15.20, or 28). the performance of all four schemes degrades. With a larger hidden node ratio, more stations are hidden to each other in the network and the frame collision probability increases. thus the performance degrades even more. Schemes I and I1 are less affected by the presence of hidden terminals than Schemes 111 and IV because, by exchanging the RTSICTS frames to reserve the wireless medium before the actual data transmission. the collisions can only occur to the RTS frames whose transmission time is much shorter than that of the data frames. As mentioned in Section I, one potential problem of applying TPC directly to the data transmissions is that it might result in more hidden terminals. We observe such problem in the simulated network of r = 15. In this case, Scheme III selects the mode-power combination of PHY mode 4 and 1 I dBm for the data transmissions, while all the other schemes use the nominal 15 dBm power level to attempt either RTS or data transmissions to contend for the wireless medium. As a result. the bidden node ratio of the network, when Scheme 111 is used, becomes 3/7 instead of In. On the other hand, in the simulated network of r = 28, Scheme 111 selects the mode-power combination of PHY mode 4 and 23 dBm, which actually results in less hidden terminals (6 = 3/7). The facts explained above are supported by the similar frame collision probabilities for Scheme 111 when T =15, 20, and 28. Note that when T = 20, Scheme 111 selects the mode-power combination of PHY mode 4 and 17 dBm. Another observation is the extremely small values of the delivered data per Joule and the aggregate goodput when Scheme IV is used in the simulated network of r = 28. This is because Scheme IV suffers both a high frame collision probability -which is due to the large hidden node ratio and the long data transmission time -and a high data transmission error probability due to the large path loss.
We also evaluate the performances of the testing schemes in randomly-generated network topologies: the initial locations of the 8 wireless stations in the network are arbitrarily determined, and each station can move in any direction with speed up to 5 d swhich is considered as the maximum speed for indoor movements. The results are averaged over 10 different random topologies and shown as the last columns in Figs. 4(a), (b) , and (c). Clearly, our proposed scheme performs the best.
IV. CONCLUSION
In this paper, we demonstrate the energy-efficient DCF operation via TPC and PHY rate adaptation in IEEE 802.1 l a infrastructure BSSs. The key idea is to enforce the RTSICTS frame exchange before each data transmission, and then select the most energy-efficient mode-power combination for the subsequent data frame transmission. We compare the energy-efficiency and aggregate-goodput performances of the proposed scheme against three other schemes: RTS-CTS-Data(l5dBm)-Ack, Data(TFC)-Ack, and Data(l5dBm)-Ack, Simulation results show that our scheme consistently outperforms the RTS-CTS-Data(] 5dBm)-Ack scheme and is significantly better than the Data(TPC/lSdBm)-Ack schemes in the presence of hidden terminals -which are often found in the real networks.
