In this paper we discuss continuity properties of the Wick-type star product on the 2-sphere, interpreted as a coadjoint orbit. Star products on coadjoint orbits in general have been constructed by different techniques. We compare the constructions of Alekseev-Lachowska and Karabegov and we prove that they agree in general. In the case of the 2-sphere we establish the continuity of the star product, thereby allowing for a completion to a Fréchet
Introduction
There are two main directions in the field of deformation quantization: formal and strict quantization. The first of these was introduced in [2] and has a rather algebraic flavour. One considers an associative product for formal power series of smooth functions on a Poisson manifold as a deformation of the commutative product of such functions, in the direction of the Poisson bracket. Existence and classification of these formal quantizations on symplectic manifolds have been understood [5, 17, 19, 33] and the general case of Poisson manifolds was solved by Kontsevich's formality theorem [26] . However, to be physically relevant formal deformation quantization lacks one important property: one cannot just plug in a real value representing Planck's constant due to convergence issues of the formal power series.
Strict deformation quantization [31, 32, 35] attempts to overcome this problem by looking at fields of algebras defined for a suitable set of values for the deformation parameter. However, the situation in this context is much more unclear than in the formal setting and there are several competing definitions on what strict quantization should be. A prominent one is due to Rieffel [35] , who works with continuous fields of C*-algebras. In his work, he constructs such a field out of an isometric action of Ê d on an arbitrary C*-algebra. Although this setting is fairly general, important symplectic manifolds like the 2-sphere with its SO(3)-invariant symplectic structure cannot be treated in this approach [36] . The method introduced by Rieffel, also used by Bieliavsky and Gayral in [7] for the case of negatively curved Kählerian Lie groups, relies on oscillatory integrals, which makes this approach rather technical and impossible to generalize to infinite dimensional settings (as needed when studying quantum field theories), see also the recent work [6] .
Another approach tries to introduce locally convex topologies [3, 4, 39] in which the formal power series converge on sufficiently large subalgebras. Several examples have been studied in this area, including also infinite dimensional ones like star products of exponential type in [38] and the Gutt star product on the dual of a Lie algebra in [18] . The hyperbolic disc was treated in [27] . However, the work so far is based on the study of specific examples and a more general approach to these questions has not yet been proposed.
In this work we attempt to lay the foundations to treat the class of coadjoint orbits of (compact semisimple connected) Lie groups in this setting. Coadjoint orbits give examples of a big class of geometrically non-trivial symplectic manifolds, which under certain assumptions on the Lie group can be equipped with a complex structure. One of the first interesting examples is the 2-sphere with its SO(3)-invariant symplectic structure, for which many of the currently available methods in the field fail [36] . Coadjoint orbits have proven useful in many areas of mathematics and physics, e.g. through their relation to unitary representations of Lie groups given by Kirillov's orbit method [24] .
The starting point for the present work are the constructions of star products of Wick type due to Karabegov [22, 23] and Alekseev-Lachowska [1] . Earlier constructions of star products have been obtained in [8, 9, [12] [13] [14] [15] 29] .
Recall the following definition of star products of Wick type [11] : A formal star product on a Kähler manifold M of the form
where the C i are bidifferential operators on M , is said to be of Wick type if when restricted to any local holomorphic coordinate system, the C i contain only holomorphic derivatives in the first variable and only antiholomorphic derivatives in the second one. Similarly, a star product of anti-Wick type contains only antiholomorphic derivatives in the first variable and holomorphic derivatives in the second one. Both are also known as star products with separation of variables [21] . Note that both Karabegov and Alekseev-Lachowska define products in the non-formal setting for certain functions with rational dependence onh. Then they obtain a formal product by considering the pointwise asymptotic expansion aroundh = 0. To the best of our knowledge, it only appeared in the literature that the formal expansions agree, see [16, 23] , where the Karabegov class is calculated, and this class classifies star products of Wick type uniquely [21] . Our first result, Theorem 3.1 says that the constructions agree on the nose:
Main Theorem I Let a coadjoint orbit of a compact connected semisimple Lie group K with a fixed complex structure be given. Then Karabegov's star product * h for the trivial Karabegov class agrees with the product * ′h defined by Alekseev-Lachowska on the K-finite functions wheneverh is different from the countably many poles.
The spirit of the constructions is, however, rather different. Karabegov deforms the Gutt star product [20] on the dual of a Lie algebra in such a way that it becomes tangential to the coadjoint orbits and can actually be restricted. On the other hand Alekseev-Lachowska construct a formula that looks like a Drinfel'd twist. Note also that the construction of Alekseev-Lachowska still works for non-compact semisimple Lie groups as long as the orbit contains a semisimple element. However, we are only interested in the compact case in this paper.
Given a non-formal K-invariant Karabegov class with a rational dependence onh, we use Karabegov's construction to obtain a star product with rational dependence onh on the polynomials. The formal Karabegov class of this product is the formal expansion of the above chosen class. At the special values of the poles, the product is still defined on a subspace of the polynomials, giving a possibly finite dimensional algebra. As already noticed by Karabegov [23] , for the example of the 2-sphere these algebras are exactly the ones obtained via Berezin-Toeplitz quantization [12] [13] [14] [15] .
We then restrict to the special case of the 2-sphere and a generich ∈ , meaning that the star product is defined on the whole polynomial algebra. We attack the problem of enlarging these algebras by constructing a locally convex topology in which the product is continuous. Since the algebra of polynomials on the 2-sphere is isomorphic to a quotient of the symmetric algebra over a 3-dimensional vector space, we can look at the quotient topology induced by the T R -topology used in e.g. [39] , that we call the quotient-T R -topology.
Main Theorem II The star product * h on the 2-sphere is continuous with respect to the quotient-
Working with the Alekseev-Lachowska construction it is even more natural to consider a topology defined in a slightly different way, that is however equivalent to the quotient-T R -topology.
Having found such a topology, we complete the algebra to a Fréchet algebra. Note in particular that the quotient-T R -topology is independent ofh, so the underlying topological vector space of the Fréchet algebras is the same. Surprisingly, the completed algebras are isomorphic to the algebras obtained in [27] for the hyperbolic disc. However, their *-involutions differ. In a follow up paper we will investigate their relations in detail.
In future research, we would also like to extend our convergence results to more coadjoint orbits. The question of convergence relates to the coefficients occurring in the twist-like formula of AlekseevLachowska. These coefficients can be obtained in a purely Lie algebraic framework, so that we hope to answer questions about convergence of the star product by looking at properties of the Lie algebra. This paper is partially based on the master thesis [37] . It is organized as follows. In Section 2 we recall all the basic notions concerning coadjoint orbits and the construction of complex structures that are needed throughout the paper. Furthermore, we recall the constructions of star products of Wick type on coadjoint orbits of compact semisimple and connected Lie groups obtained by AlekseevLachowska and Karabegov, respectively. Section 3 contains the comparison between the two constructions and we prove Theorem I. Section 4 contains first convergence results for formal star products of Wick-type on coadjoint orbits. Here, we prove that the star product is defined on the subalgebra of polynomials on the orbit. Finally, Section 5 contains the main results of this paper. We discuss the particular case of the 2-sphere interpreted as a coadjoint orbit of SU (2) . We introduce the quotient-T R -topology and reduction-T R -topology and prove that they are equivalent. Furthermore we prove Theorem II.
Notation
We use C ∞ (M ) for real valued smooth functions on a manifold M and C ∞ (M ) for complex valued smooth functions. If M is an immersed submanifold of a vector space V , we denote the restriction of complex valued polynomials on V to M by Pol(M ). Moreover, G and K denote Lie groups with Lie algebras g and k, respectively. We always use z to denote a formal parameter,h is a complex number.
Coadjoint orbits and complex structures
Let G be a real Lie group with Lie algebra g and denote by Ω ξ the coadjoint orbit of G through ξ ∈ g * and by O µ the adjoint orbit of G through µ ∈ g. Recall that Ω ξ has a smooth structure, which makes Ω ξ an immersed submanifold of g * and an embedded submanifold if G is compact. The coadjoint orbits Ω ξ can be endowed with a G-invariant symplectic form ω Ω ξ , called the Kirillov-Kostant-Souriau (KKS) form. i.) The adjoint and coadjoint orbits are diffeomorphic via the Killing form B of the Lie algebra g of G.
ii.) Adjoint orbits of G also carry a G-invariant symplectic form ω Oµ .
In the following we briefly recall the construction of complex structures on adjoint orbits of connected compact semisimple Lie groups (see among others [10] for details, also in the non-compact case), which will be crucial in the construction of star products. Let us consider a connected, compact and semisimple Lie group K and let O µ be its adjoint orbit through µ ∈ k, which is diffeomorphic to the quotient K/K µ of K by the stabilizer of µ. Let k and k µ ⊆ k be the Lie algebras of K and K µ , respectively, and denote their complexifications by g and g µ . Consider the orthogonal complement m of g µ under the Killing form B, for which we have m ∼ = g/g µ as vector spaces. Furthermore, let t be a maximally commutative Lie subalgebra of k µ containing µ. It is easy to see that t is also maximally commutative in k, hence its complexification h is a Cartan subalgebra of g containing µ. Since µ commutes with h and acts as multiplication by α(µ) on a root space g α , the subalgebra g µ is a sum of h and the root spaces g α for which α(µ) = 0. Let us denote
In particular, we have
Recall that a subset∆ + ⊆∆ is said to define an invariant ordering on∆ if for∆ − := −∆ + it satisfies the following identities:∆
The following theorem can be found e.g. in [10] .
Theorem 2.2 K-invariant complex structures on the adjoint orbit O µ are in bijection with invariant orderings on∆.
In fact, we note that the complexified tangent space T µ O µ can be identified with the span of g α for α ∈∆ via the map
Given an invariant ordering, the corresponding complex structure is given by multiplication by i on the g α with α ∈∆ + and by multiplication by −i on g −α . Invariant orderings always exist as we can choose any linear functional ℓ on h * that takes real values on all roots, vanishes on ∆ ′ and does not vanish on∆. Then we get an invariant ordering by letting all α ∈∆ + with ℓ(α) > 0 be positive. For all α ∈ ∆ we choose elements ii.) The complex structure J Kähler corresponds to an invariant ordering on∆ for which α ∈∆ is positive if and only if λ(H α ) < 0.
A construction by Karabegov
We now recall the construction of star products of Wick type on coadjoint orbits obtained in [23] (more details on the original construction can also be found in [37] ). Notice that, due to the isomorphism between the adjoint and coadjoint orbits stated in Lemma 2.1, we can equivalently apply this construction for adjoint orbits. Consider a compact connected semisimple Lie group K and an adjoint orbit O µ , with µ ∈ k. Given a complex K-invariant structure J on O µ one can construct two commuting complex conjugate representations of the Lie algebra k as differential operators on O µ . These representations can be extended to complex algebra representations of the corresponding complexified universal enveloping algebra U (g). Thus, composing those algebra representations with the evaluation at the constant
allowing us to push forward the non-commutative product from U (g) to im(L) ⊆ Pol(O µ ), after quotienting out the kernel which turns out to be an ideal. Finally, introducing a parameterh ∈ in the construction of the representations gives rise to a star product of (anti-)Wick type. In order to construct the representations of k mentioned above, one needs to introduce a new class of maps on O µ . Definition 2.4 (K-equivariant family) A K-equivariant family on O µ is defined as a map k → C ∞ (O µ ), X → f X , which is linear and K-equivariant with respect to the adjoint action of K on k and the shift action on
K-equivariant families can be characterized as follows.
Lemma 2.5 K-equivariant families on O µ are in one-to-one correspondence with K-equivariant maps
Fixing any x ∈ O µ the map γ → γ(x) defines a bijection between K-equivariant maps γ : O µ → k * and K x -invariant elements of k * . In particular, the space of K-equivariant maps γ : O µ → k * is a finite dimensional vector space. Now consider a K-invariant complex structure J on O µ . For X ∈ k we can decompose the fundamental vector field v X (x) := (−X) Oµ 
exp(−tX) ⊲ x into its (1, 0) and (0, 1) components with respect to J, i.e.
is real by definition, hence ξ X = η X . Furthermore, since the action of K is holomorphic the vector field ξ X is holomorphic and η X is antiholomorphic.
Here, by commuting we mean that ℓ X and r Y commute for all X, Y ∈ k. For a proof of Proposition 2.6 see [23] . Given a K-equivariant family on O µ we extend the representations defined in Proposition 2.6, X → ℓ X and X → r X of k to complex algebra representations of the complexified universal enveloping algebra U (g). Let S be the antipode of U (g) and ½ ∈ C ∞ (O µ ) the constant function.
ii.) ker L is a two sided ideal in U (g).
Proof: For the first item see [23] . Since u → ℓ(u) is a homomorphism ker L is a left ideal. Using the first claim and noting that S is an anti-homomorphism concludes the proof.
It is important that the image of L and R is actually contained in
. To see this, we note that the polynomials on O µ coincide with the K-finite elements of C ∞ (O µ ), i.e. the smooth functions whose shifts span finite dimensional subspaces, [22, Lemma 15] . Using the definition of a K-equivariant family, it is easy to see that all elements of im(L) and im(R) are indeed K-finite. Now we introduce a parameterh into the construction. Suppose that the K-equivariant family f (h) • on O µ depends rationally onh and is regular ath = 0. In other words, we suppose that
for a finite number of K-equivariant families f j • and rational functions b j regular ath = 0 (i.e. having no pole ath = 0). Denote the set of poles of the functions b j by P and note that it is finite. Let r≥0 z r f •,r be the formal expansion of f
In the following we obtain a formal star product of Wick type from f (h) • and in Theorem 2.12 it is shown that f •,r determines the Karabegov form associated to this star product. In particular f •,0 determines the symplectic form that is deformed.
In order to make sure that f •,r determines the r-th order of the Karabegov form, we let ℓ (h) (u) with u ∈ U (g) be the operators on O µ associated to the K-equivariant family
Definition 2.8 (The algebra (Ah, * h)) Forh ∈ \ (P ∪ {0}) we define the algebra (Ah, * h) to be the pushforward of the algebra
We let (A 0 , * 0 ) be the polynomial algebra on the orbit with its commutative product.
From Lemma 2.5 we see that f •,r corresponds to K-equivariant maps γ r : O µ → k * and the image of each of these maps is a coadjoint orbit Ω r . Denote by ω γr the pull-back of ω Ωr via γ r . From now on we assume that f •,0 is non-degenerate, meaning that the associated two-form ω γ 0 is non-degenerate. Theorem 2.9 (Karabegov [23] ) Let K be a connected, compact and semisimple Lie group and O µ be its adjoint orbit through µ ∈ k. Fix a K-equivariant family f
• , where b j are rational functions ofh, regular at 0.
i.) Any u ∈ Pol(O µ ) can be written as a finite sum
with rational functions a j , regular at 0 (and depending on u), and
is spanned by products of at most d elements from g.
ii.) Any function u ∈ Pol(O µ ) is an element of the algebra (Ah, * h) for all but a finite number of values ofh.
iii.) For all but a countable number of values ofh, the elements of the algebras Ah and Pol(O µ ) coincide.
iv.) If u, v ∈ Ah and u is written as in (2.10) then
is rational inh with finitely many poles and regular at 0.
forh → 0 (pointwise), where { · , · } is the Poisson bracket corresponding to the symplectic form ω γ 0 .
Note that (2.10) and (2.11) only hold forh different from the set of poles P . Let us discuss some properties of * h.
ii.) For every value ofh the operator * h is differential on Ah if any of its arguments is fixed.
iii.) For every value ofh the star product * h derives the first argument only in antiholomorphic and the second argument only in holomorphic directions with respect to the chosen complex structure J.
iv.) * h is of anti-Wick type with respect to the holomorphic structure J on O µ (respectively, of Wick type with respect to J Kähler if we choose J opposite to J Kähler ).
v.) For every value ofh and u ∈ Ah we have u ∈ Ah. In particular forh ∈ Ê \ P , Ah is closed under complex conjugation.
vi.) For every value ofh the star product * h is Hermitian, meaning that u * h v = v * h u.
Note that we cannot expect * h to be a bidifferential operator since it will usually contain derivatives of arbitrary high order if no argument is fixed. Let us consider the asymptotic expansion of the star product, which can be obtained from (2.11). Since by Theorem 2.9 v.) u * h v(x) is a rational function ofh with no pole at zero it has an absolutely and uniformly convergent Taylor series in a small enough neighbourhood ofh = 0. We set
for u, v ∈ Pol(O µ ). From (2.11) we get that in order r for all u ∈ Pol(O µ ), u ⋆ · is a differential operator of order at most r and · ⋆ u is also a differential operator of order at most r.
As a direct consequence of the previous corollary we can prove the following statement.
Corollary 2.11
The asymptotic expansion ⋆ of * h is a K-invariant, differential, natural, Hermitian formal star product of anti-Wick type with respect to J.
Formal star products of Wick type on a symplectic manifold (M, ω 0 ) are classified by formal closed (1, 1)-forms, see [21, 34] . Indeed for any formal closed (1, 1)-form ω = ∞ r=0 z r ω r , there is a unique star product of Wick type on (M, ω 0 ) such that for all f ∈ C ∞ (M ), f U ⋆ U · commutes with all holomorphic functions and the operators ∂Φ ∂z k + ν ∂ ∂z k and such that · ⋆ U f U commutes with all antiholomorphic functions and the operators
Here U is any holomorphic chart with local coordinates z 1 , . . . , z n and Φ is a potential for ω on U . Vice versa, the star product determines ω with these properties uniquely.
Theorem 2.12 (Karabegov [23] ) Let O µ be an adjoint orbit of a compact connected semisimple Lie group and let J be the opposite complex structure of J Kähler . The formal Wick type star product ⋆ associated to a K-equivariant family f such that f X,0 (x) = B(x, X) holds for all X ∈ k and x ∈ O µ ⊆ k.
A construction by Alekseev-Lachowska
The second construction that we recall is due to Alekseev and Lachowska [1] . The main idea is to use a certain pairing defined below, that is associated to a decomposition of the Lie algebra, to define an operator depending rationally onh. Its asymptotic expansion gives again an invariant star product of Wick type. We want to remark here that the construction really builds on the splitting described below and this splitting is available also in some nilpotent or infinite dimensional examples, as well as for adjoint orbits of non-compact semisimple Lie groups that contain a semisimple element.
Recall that taking left invariant vector fields X → X left extends to an isomorphism between the universal enveloping algebra U (g ) of the complexification g of g and the space of G-invariant differential operators DiffOp G (G) on a Lie group G. We are interested in the space of G-invariant differential operators on G/H, where H is a closed subgroup of G. Any f ∈ C ∞ (G/H) can be extended to a functionf ∈ C ∞ (G) that is invariant under right shifts by H. The function X 1 left · · · X n leftf is right H-invariant again if and only if X 1 · · · X n ∈ U (g ) is invariant under the adjoint action of H. Since X left killsf if X ∈ h, this can be used to construct an isomorphism between (U (g )/(U (g ) · h )) H and the space of G-invariant differential operators DiffOp G (G/H) on a homogeneous space G/H. By the superscript H we mean the elements invariant under the adjoint action of H. Note that the adjoint action of H on U (g ) fixes the left ideal U (g ) · h and is therefore well-defined on the quotient. (3) is shown on the left, the other two pictures are of non-regular orbits, λ = B(−iµ, ·).
In the right picture the ordering on ∆ ′ is not invariant and therefore the grading is not well-defined.
A formal G-invariant star product on G/H is defined by a series of G-invariant bidifferential operators on G/H, i.e. an element
satisfying some further properties that assure associativity and the usual requirements for zeroth and first order terms. Here the H-action is the diagonal action of H on the tensor product.
We only treat the case of adjoint orbits of compact semisimple connected Lie groups here and set our notation accordingly. Note however, that the following would still make sense for any grading of g preserved under the adjoint action of H.
From now on we let G := K be a compact connected semisimple Lie group and H := K µ the stabilizer of some µ ∈ k, where k and k µ denote the Lie algebras of K and K µ , respectively. Denote their complexifications by g and g µ . Choose a Cartan subalgebra h of g containing µ, define roots ∆ and subsets ∆ ′ ,∆ as in (2.1) and choose an ordering on ∆ such that the induced ordering on∆ is invariant. Let J be the corresponding complex structure. Define a -grading of g (the graded components being called g n ) in the following way: firstly, let g 0 = g µ and secondly, let all other elements of the root spaces corresponding to fundamental roots that are not already in g 0 have degree 1, i.e. g 1 = α∈Σ\∆ ′ g α . This gives a well-defined grading since the ordering of∆ is invariant.
Define n + = ⊕ i≥1 g i and n − = ⊕ i≤−1 g i and denote the projection to g 0 in the direct sum g = g 0 ⊕ n + ⊕ n − by pr. Let λ : g 0 → be a Lie algebra homomorphism such that the pairing
is non-degenerate. We are mainly interested in the case λ = B(−iµ, ·). Depending on the context we extend λ by zero on n + and n − , still denoted by λ. For anyh ∈ \ {0} we consider the pairing (which is related to the Shapovalov pairing of the corresponding Verma modules)
Here (·) 0 is the projection onto the second summand in
It is important to notice that U (g) is graded: we can simply define the grade of an element X 1 · · · X n ∈ U (g) to be the sum of the grades of the X i ∈ g. This is well defined, since the ideal generated by XY − Y X − [X, Y ] is homogeneous. The graded components of U (n − ) and U (n + ) are all finite dimensional and the pairing in (2.17) respects the grading in the sense that for homogeneous elements x ∈ U (n − ) and y ∈ U (n + ) it is non-zero only if the degrees of x and y add up to zero. Thus we can choose homogeneous bases of U (n − ) and U (n + ) such that the pairing is block diagonal with each block being finite dimensional. With a careful analysis of the pairing one can then prove that each block is invertible with only finitely many exceptions forh, see [1, Proposition 3.1].
Proposition 2.13
The pairing (·, ·)h is non-singular for almost allh ∈ \ {0}.
Here by non-singular we mean that for all x ∈ U (n − ) there is y ∈ U (n + ) with (x, y)h = 0. Consequently we can choose bases {1, yh 1 , yh 2 , . . . } of U (n − ) and {1, xh 1 , xh 2 , . . . } of U (n + ) ordered by increasing grading for almost allh ∈ , that are dual to each other with respect to (·, ·)h. Then
is well-defined, independent of the bases chosen. Note that of the infinitely many terms appearing in the formula for Fh only finitely many lie in a certain grade. Finally, in [1, Theorem 4.9] the authors prove the following result.
Theorem 2.14 (Alekseev-Lachowska) Let O µ be an adjoint orbit of a compact connected semisimple Lie group K. With the notation introduced above i.) Fh depends rationally onh, with no pole at zero.
ii.) The formal Taylor series expansion of Fh around 0 gives an element
The elements Fh and F satisfy an associativity condition.
Remark 2.15 Part i.) of the previous theorem has to be understood in the sense that up to a certain degree in U (n − )⊗ U (n + ) the element Fh is meromorphic. A priori we cannot say that the poles up to arbitrary degree behave nicely, meaning that we cannot exclude the case that the (countable) set of poles has accumulation points different from zero. However, in the example of the 2-sphere the explicit calculations in later sections show that this is not the case, i.e. for the two sphere 0 is the only accumulation point. Note that the asymptotic expansion is well-defined because only finitely many terms of Fh contribute to a certain degree, due to the fact that the asymptotic expansion of yh n ⊗ xh n will have increasing powers ofh as n → ∞. See [1, Remark 3.4] for details.
The next subsection will show that only finitely many terms in (2.18) contribute when applying Fh to two polynomials p, q ∈ Pol(K/K µ ). Thus, the corresponding star product
is well-defined forh different from the poles. If λ = B(−iµ, ·), the formal star product deforms the the Kirillov-Kostant-Souriau Poisson structure for adjoint orbits of connected semisimple compact Lie groups.
The products of Karabegov and Alekseev-Lachowska agree
We here show that the product by Alekseev-Lachowska from Theorem 2.14 coincides with the star product of Karabegov defined in Theorem 2.9. Note that λ : g 0 → in the following theorem can be any Lie algebra homomorphism with λ(g 0 ∩ k) ⊆ iÊ, but only for the special choice λ = B(−iµ, ·) does the star product deform the KKS symplectic form. Theorem 3.1 Let O µ be a fixed adjoint orbit of a compact connected semisimple Lie group with a fixed complex structure J. Then Karabegov's star product * h with respect to the K-equivariant family defined by f (h) X (µ) = iλ(X) agrees with the product * ′h defined by Alekseev and Lachowska with respect to λ wheneverh is different from the countably many poles.
In order to prove Theorem 3.1 we introduce a function s λ , already defined in [22] by
Furthermore we let
be the projection. It is clear that both s λ and ψ µ are K-equivariant, where K acts under the adjoint action on U (g) and by left translations on C ∞ (K).
for all u ∈ U (g).
Proof: By K-equivariance of all involved maps, it suffices to check this at the unit e ∈ K. Hence we need to see that
and both −X (0,1)
Oµ and f
Y vanishes at µ. It suffices to prove the statement for u in canonical form, i.
Finally, for n = k = 0 we have v H (µ) = 0 for H ∈ g 0 and therefore
In the following for 
4)
where
Proof: Left invariant vector fields are the fundamental vector fields of the right action of K on K by right multiplications. Since there exists a complex Lie group G corresponding to g and all involved maps are complex linear, we can also obtain the fundamental vector field of X ∈ g by taking the fundamental vector field of the right action of G on G. Hence
Here we used that (uX α i ) 0 vanishes for all 1 ≤ i ≤ N and all u ∈ U (g). The calculation for Y is similar except that now (Y α i u) 0 vanishes and therefore
Finally, we can complete the comparison of the star products defined by Karabegov and AlekseevLachowska.
Proof of Theorem 3.1: Fix an adjoint orbit O µ . Since both star products are K-invariant it suffices to check that they agree at µ. Fix two functions u, v ∈ Pol(O µ ). By Theorem 2.9, i.) we have
where a i , b j are rational functions ofh, regular at 0 and u i ∈ U d(i) (g), v j ∈ U e(j) (g). Consequently
by Lemma 3.2. Let {yh 0 := 1, yh 1 , yh 2 , . . . } and {xh 0 := 1, xh 1 , xh 2 , . . . } be the bases of U (n − ) and U (n + ) used in Subsection 2.3 to construct Fh. Enumerate the positive roots as above and write yh n = mn p=1 ch n,p Y Nn,p for complex coefficients ch n,p and tuples N n,p ∈ {1, . . . , N } Ln,p of length L n,p . Similarly, write xh n = ℓn q=1 dh n,q X Mn,q . We drop all sums over p and q below. Then
Here (1) is (3.6), (2) holds because {y 0 := 1, yh 1 , yh 2 , . . . } and {x 0 := 1, xh 1 , xh 2 , . . . } form dual bases with respect to the pairing (2.17). Note that only finitely many terms contribute to the sum over n, so there are no convergence issues. The argument in (3) is simply Lemma 3.3 and (4) is (3.5). Finally (5) comes from the identification of elements in ((U (g)/(U (g) · g µ ) ⊗2 ) K µ with bidifferential operators.
Note that since both Fh(u, v) and u * h v depend rationally onh (for fixed polynomials u, v) the proof implies in particular that these rational functions agree almost everywhere, hence must have the same poles.
First convergence properties
In the following we use the Karabegov description to see that any formal K-invariant star product ⋆ of Wick type with a nice Karabegov form is the Taylor expansion of a strict product on Pol(O µ ). We use the construction of Karabegov from Subsection 2.2 to obtain this strict product. To do this, we first need to prove a couple of technical lemmas. For two roots α, β ∈ ∆ with α + β ∈ ∆ we define N α,β ∈ by [X α , X β ] = N α,β X α+β . It is known that N α,β = 0, [25, Chapter VI.1, Theorem 6.6]. Recall that v X := (−X) Oµ 
Ad exp(−tX) x for x ∈ O µ and X ∈ k.
Here we use the identifications from (2.6).
Proof: For three fundamental vector fields (X α ) Oµ , (X β ) Oµ and (X γ ) Oµ we calculate
Here we used that since ω is K-invariant, its Lie derivative with respect to fundamental vector fields vanishes.
Lemma 4.2 Any K-invariant closed real (1, 1)-form ω on a coadjoint orbit O µ can be written as
Proof: By K-equivariance it suffices to check the claim at µ, by which we mean that there is a K µ -invariant element γ(µ) ∈ k * such that ω µ = γ * ω Ω µ , where γ is the unique K-equivariant map evaluating to γ(µ) at µ. Recall that at µ we have a basis X α , α ∈∆ for the tangent space T µ O µ .
Extend ω by zero on h and the root spaces g α with α ∈ ∆ ′ . Since we have
we can immediately note that
. Therefore there is an obvious candidate for γ(µ): choose γ(µ) ∈ h * (and extend it as zero on all root spaces) such that
holds for all fundamental roots α. For fundamental roots [X α , X −α ] is a basis of h, so this definition makes sense. Note also that ω is real, so γ(µ) really lies in k * . We prove below that (4.3) already implies
We prove ω µ (X α , X β ) = γ * ω Ω µ (X α , X β ) in increasing generality. First, note that by definition (4.3) it holds for a fundamental root α = −β. A K-invariant form is also k µ -invariant at µ, implying ω µ (ad H X α , X β ) + ω µ (X α , ad H X β ) = 0 for all H ∈ h, so ω µ (X α , X β ) = 0 whenever α = −β. Consequently ω µ (X α , X β ) and γ * ω Ω µ (X α , X β ) also coincide whenever α = −β. So the only remaining case is α = −β for non-fundamental roots. This follows from the following statement: if ω µ (X α , X −α ) = γ * ω Ω µ (X α , X −α ) holds for some roots α = β and α = γ, then it also holds for β + γ:
We used Lemma 4.1 in the second step and that the Jacobi identity implies N α,β H γ + N β,γ H α + N γ,α H β = 0 in the second to last step. Now let us prove K µ -invariance. Since K µ is the centralizer of a torus and thus connected, it suffices to check k µ -invariance of γ(µ). Firstly, h-invariance is clear since γ(µ) ∈ h * . Secondly, if α ∈ ∆ ′ then ad * Xα γ(µ), Z = γ(µ), [−X α , Z] , which vanishes whenever Z ∈ h or any of the root spaces g β with β = −α.
Theorem 4.3 Let O µ be an adjoint orbit with a formal differential K-invariant star product ⋆ of Wick type. Assume that its Karabegov form ω = r∈AE 0 z r ω r is the Taylor series around zero of some rational real form ω(h), regular at zero. Then for any p, q ∈ Pol(O µ ) and x ∈ O µ , (p ⋆ q)(x) is the Taylor series of a unique rational function (p * h q)(x) inh having only finitely many poles that might depend on p and q but not on x. For all p, q ∈ Pol(O µ ) andh not lying in this set of poles p * h q is again a polynomial.
Proof: It is known (see e.g. [30] ) that the Karabegov form of a K-invariant star product is Kinvariant, i.e. all ω r are K-invariant. Thus ω(h) = j b j (h)ω j is also K-invariant, so we can assume that the ω j are K-invariant. Here the b j are rational functions ofh, regular at 0. Since the star product is also of Wick type, we get from Lemma 4.2 that all ω j are of the form ω γ j for some maps
• is rational and regular at 0, so can be used to construct Karabegov's star product * h. Since for polynomials their product (f * h g)(x) is a rational function without pole ath = 0 by Theorem 2.9, v.), its Taylor series coincides with (f ⋆ ′ g)(x), where ⋆ ′ is the formal star product associated to * h. By construction its Karabegov form is the Taylor series expansion of ω(h), thus coincides with the Karabegov form of ⋆. Consequently ⋆ = ⋆ ′ . All claims now follow easily from Karabegov's construction.
This result establishes the existence of a subalgebra, namely the polynomials, on which we obtain associative products for all complex numbersh (that are different from the poles), thereby passing from the formal to the strict setting. In the next subsection, we show how this subalgebra can be enlarged in the case of the 2-sphere.
5 Continuity of the star product on Ë
2
In this section we focus on the particular case of the two dimensional sphere Ë 2 interpreted as a coadjoint orbit of SU(2). Let sl 2 ( ) be the Lie algebra of trace-free complex 2 × 2 matrices with standard basis denoted by (H, X, Y ). Consider h = H . The compact real form k of sl 2 ( ) is su 2 and the Killing form is given by (5.1) Note that on the dual of sl 2 ( ) we have the dual basis to (H, X, Y ) denoted by (H * , X * , Y * ) and another basis obtained by using the isomorphism of sl 2 ( ) and sl 2 ( ) * induced by the Killing form,
Here and in the following Z ♭ = B(Z, ·) ∈ sl 2 ( ) * for Z ∈ sl 2 ( ).
The complex connected simply-connected Lie group corresponding to sl 2 ( ) is the special linear group SL(2, ) and the closed connected subgroup with Lie algebra su 2 is the special unitary group SU(2). Elements k ∈ SU(2) can be explicitly parametrized by
Thus, it is not hard to show that adjoint orbits of SU(2) coincide with spheres (with respect to the inner product given by the Killing form). We identify linear functionals α ∈ h * which are purely imaginary on h ∩ su 2 with real numbers λ α := α(H) ∈ Ê by evaluating them at H. Weights correspond to integers under this identification.
Excluding the trivial adjoint orbit {0}, all other orbits are spheres with non-zero radius and intersect h in exactly two points µ and −µ. We choose µ such that λ := λ B(−iµ,·) = B(−iµ, H) is positive. If µ = iH then B(−iµ, ·) = H ♭ = 8H * and λ = 8. Denote such an orbit by Ë 2 λ . Using this convention the map ψ µ from Section 3 is given by
The roots are given by α + , α − with λ α + = 2 and λ α − = −2. There are exactly two SU(2)-invariant complex structures on the sphere, depending on which of these roots we define positive. The following lemma is a consequence of Proposition 2.3: Note that H α + = H and so λ(H α + ) > 0.
Lemma 5.1 The Kähler complex structure J Kähler on the sphere corresponds to an ordering for which α − is positive.
Remember that to obtain a star product of Wick type, we need to choose J opposite to J Kähler , so in the corresponding ordering α + is positive.
We observe that any K-invariant 2-form on the sphere is a scalar multiple of the KKS form ω Ë 2 :
by K-invariance it is determined by its value α µ and the space of 2-forms on a two dimensional vector space is one dimensional. In particular, any rational K-invariant 2-form which is regular at zero is given by ω(h) = ζ(h)ω Ë 2 with a rational function ζ having no pole at zero. Without loss of generality we only consider the formal star product ⋆ with ω = ω Ë 2 and the associated product * h. One checks easily that the associated K-equivariant family is f Z := Z ♭ : Ë 2 λ → . (For better readability we leave out the restriction of Z ♭ to Ë 2 λ .) We would like to construct a topology on the polynomials such that the product * h becomes continuous. For this, we need some explicit estimates of the coefficients of the star product. Since we have already seen that the constructions of Karabegov and Alekseev-Lachowska agree we can work with either of them. We will mostly use the construction of Alekseev-Lachowska since it produces easier formulas, but in the last part of this section we describe how to obtain the same results in the Karabegov approach.
Formulas for SU(2) and related properties
In this section we introduce notation and a locally convex topology, called the T R -topology, on the polynomials on the sphere. Both are needed in the next section to prove the continuity of * h.
As a first step we recall a formula, obtained by Alekseev and Lachowska in [1] , for the star product on the two sphere. With our conventions n + = X and n − = Y with X of degree 1 and Y of degree −1. The pairing is diagonal with respect to the bases {1, X, X 2 , . . . } of U (n + ) and {1, Y, Y 2 , . . . } of U (n − ) due to degree reasons, so we just have to calculate the normalization.
Proof: We prove this by induction and a simple calculation:
The previous lemma implies immediately that
and therefore the pairing (·, ·)h is non-degenerate ifh / ∈ Ω := {0, λ,
Note that the stabilizer Lie group of µ is SU(2) µ = {diag(e it , e −it ) | t ∈ Ê} ∼ = U(1). Therefore Ë 2 λ ∼ = SU(2)/U(1) and we can identify smooth functions on Ë 2 λ with smooth functions on SU(2), which are invariant under the U(1)-action on SU(2) by right multiplication, i.e. f (x) = f (xy) for x ∈ SU(2) and y ∈ U(1). Here elements of U(1) are realized as the 2 × 2-matrices from above. We will refer to the invariance property simply by right-invariance in the following and write C ∞ (SU(2)) U(1) for the space of such functions.
Note that Y n ⊗ X n in (5.5) acts on the extensionsp,q of two polynomials p, q on the adjoint orbit to right invariant functions on SU(2) by the left invariant bidifferential operators corresponding to Y n ⊗ X n , giving another right invariant function (Y left ) np · (X left ) nq and thus also a polynomial on the orbit. However, neither (Y left ) np nor (X left ) nq is right invariant in general, so that these functions do not necessarily descend to well-defined functions on the adjoint orbit. It is just their product (Y left ) np · (X left ) nq that does.
To obtain continuity estimates it is very convenient to cure this pathology by introducing a bigger class of functions than right invariant extensions of polynomials. In this class (Y left ) n should be well-defined and the n-fold composition of Y left . Indeed, such a class of functions exists and is given by K-finite functions. Remember that a function f on a manifold M with an action of K is K-finite, if the span of k ⊲ f is finite dimensional. (Here k ⊲ f (m) = f (k −1 ⊲ m) for k ∈ K and m ∈ M .) We use the following standard facts on K-finite functions.
Proposition 5.3 Let K be a compact connected semisimple Lie group.
i.) The K-finite functions on an adjoint orbit K/K µ coincide with polynomials on the adjoint orbit.
ii.) If K is realized as a matrix Lie group, then the K-finite functions on K coincide with polynomials of the matrix entries and their complex conjugates.
Proof: It is a standard argument, see e.g. [22, Lemma 15] .
Definition 5.4 (The algebras P SU (2) and R SU(2) ) The algebra P SU (2) is defined to be the algebra generated by the functions U, U , V, V : SU(2) → , given for k ∈ SU(2) by
The algebra R SU (2) is defined to be the algebra generated by the functions A, B, C : SU(2) → , given for k ∈ SU(2) by
From Proposition 5.3 it is clear that P SU (2) are just the SU(2)-finite functions on SU(2). We will see below that R SU (2) are the right invariant elements of P SU (2) . Note that U U + V V = 1. We would also like to consider a "free" commutative algebra without this relation. To this end defineÛ ,Û ,V ,V ,Â,B,Ĉ,D : 2 → bŷ
(5.8)
A,B andĈ are the same products as before, just decorating (5.7) with hats andD =ÛÛ +VV . Note that the polynomial algebra P 2 on 2 is generated byÛ ,Û ,V andV and denote the algebra generated byÂ,B,Ĉ andD by R 2 .
Recall that SU(2) µ = {diag(e it , e −it ) | t ∈ Ê}. For a monomial U α U β V γ V δ we introduce the numbers n = α + γ and n = β + δ. Then a monomial in U , U , V and V is right invariant if and only if n = n. Consider the action of U(1) on 2 by componentwise multiplication and the induced action on P 2 . Definingn andn in the same way as n and n, the right invariant monomials are exactly the ones withn =n. So this says that the right invariant elements of P 2 are exactly R 2 and the ones of P SU(2) are R SU(2) .
Proposition 5.5 R SU (2) is isomorphic to Pol(Ë 2 λ ).
Proof:
We only need to see that the restriction and extension maps between right invariant functions on SU (2), i.e. C ∞ (SU(2)) U (1) , and functions on the orbit, i.e. C ∞ (SU(2)/U(1)), map R SU (2) to Pol(Ë 2 λ ) and vice versa. However, this is immediately clear from Proposition 5.3 and since by SU(2)-equivariance of the map SU(2) → SU(2)/U(1) they map SU(2)-finite functions to SU(2)-finite functions.
We can determine the isomorphism explicitly: from (5.4) it follows that
It is well-known that any polynomial vanishing on the 3-sphere viewed as a submanifold of Ê 4 is a multiple of x 2 1 + x 2 2 + x 2 3 + x 2 4 − 1, where (x 1 , x 2 , x 3 , x 4 ) are standard coordinates on Ê 4 . This implies that any element of P 2 vanishing on SU(2) ⊆ 2×2 (from p ∈ P 2 we obtain a function on SU (2) by composing with the map projecting a 2 × 2 matrix to its first column) if and only if it is a multiple ofÛÛ +VV − 1. Similarly an element of [Â,B,Ĉ], the algebra generated byÂ,B andĈ, vanishes on SU(2) if and only if it is a multiple ofÂ 2 + 4BĈ − 1. Consequently, we can prove the following claim.
Proposition 5.6 We have
Now since X left and Y left are left invariant vector fields, it is clear that by applying them to a SU(2)-finite function, we get a SU(2)-finite function again.
Lemma 5.7 We have:
Proof: Let us compute:
The other equalities are obtained similarly.
It will be convenient in the following to not just have a product on R SU(2) , but also on P 2 and R 2 . Thus define * P h : P 2 × P 2 → P 2 by applying the element Fh from (5.5), with the derivatives defined by decorating (5.11a) and (5.11b) with hats. It is clear from the construction that * P h restricts to a product * R h on R 2 and descends to R SU (2) , where it coincides with * h. Keep in mind that * P h is not associative any more, but that the associativity only holds on the quotient.
Proof: Part i.) follows immediately from (5.11a) and (5.11b). Then using the product rule it follows that (X left ) 2 p i = 0 since at least one of X left Z or X left Z vanishes and similarly for Y . This implies part ii.) by using the product rule again.
Let V be a finite dimensional locally convex vector space and R ∈ Ê. For any continuous seminorm p define a seminorm on the tensor algebra T • (V ) by 12) where p n = p ⊗ . . . ⊗ p. We write T • R (V ) for the locally convex space that arises if T • (V ) is endowed with the seminorms p R for all continuous seminorms p. We get an induced topology on the subspace
Remark 5.9 The T R -topology is coarser than the T R ′ -topology for R < R ′ and has a larger completion, see e.g. [39, Lemma 3.6 ]. Thus we are mainly interested in the case R = 0 below, even though we formulate our results for all R ≥ 0. The statements above remain true in infinite dimensions if one uses the projective tensor product.
For a finite dimensional vector space all norms are equivalent and thus we can fix any norm · and it suffices to consider the seminorms (C · ) R for all C ≥ 1. In the following we will have to estimate these seminorms. The tensor product of 1-norms has a particularly easy form.
Lemma 5.10 Let V be a finite dimensional vector space with basis e 1 , . . . , e n . Let · 1 denote the usual 1-norm with respect to this basis, i.e. if v ∈ V , v = i v i e i then v 1 = i |v i |. Then on the tensor product V ⊗k we have
(5.13)
We write the symmetric tensor product as a simple product and use the convention that
Here we use multiindices I = (I 1 , . . . , I n ) ∈ AE n 0 and |I| = I 1 + · · · + I n .
Corollary 5.11 Let V be a finite dimensional vector space with basis e 1 , . . . , e n and · 1 the 1-norm with respect to this basis. Then to prove continuity of a linear map f : 
In n , where we assume that only finitely many coefficients a I are non-zero, so that all sums are in fact finite.
We need the following well-known estimate.
Lemma 5.12 For a fixed compact disc D r (z 0 ) = {z ∈ | |z − z 0 | ≤ r} with D r (z 0 ) ∩ AE 0 = ∅ there are constants 0 < C − ≤ 1 ≤ C + depending on r and z 0 such that for all δ ∈ AE and z ∈ D r (z 0 ) we
There are several ways to obtain continuity estimates for * h and it is not quite clear which one is best suited for generalization. Therefore we define two topologies below, that turn out to be equivalent but can both be used to obtain continuity estimates.
Definition 5.13 (Reduction and quotient-T R -topologies) i.) Let p be the 1-norm with respect to the basis {Û ,V ,Û ,V } of ( 2 ) * (thinking of 2 as a real vector space). The corresponding T R -topology on S • (( 2 ) * ) ∼ = P 2 induces a subspace topology on R 2 and thus a quotient topology on R SU (2) , called the reduction-T R -topology.
ii.) Similarly, the 1-norm · 1 with respect to the basis {H ♭ , X ♭ , Y ♭ } on sl 2 ( ) * induces a T R -topology on S • (sl 2 ( ) * ) ∼ = Pol(sl 2 ( )) and we call its quotient topology on Pol(sl 2 ( ))/I van the quotient-T R -topology.
Here I van is the ideal of polynomials vanishing on the orbit, which is generated by
Proposition 5.14 The reduction-T R -topology and quotient-T 2R -topology agree.
Proof: Recall from Proposition 5.5 that the space of polynomials on the sphere is isomorphic to R SU(2) with the isomorphism given as in (5.9). Let W be the three dimensional vector space spanned byÂ,B andĈ, endowed with the 1-norm · ′ 1 with respect to this basis. Consider the tensor algebra S • (W ) with the induced T R -topology, then it is clear from Proposition 5.6 that the induced quotient topology on S • R (W )/ Â 2 +4BĈ −1 coincides with the quotient-T R -topology under the above isomorphism.
So we would like to see that S • R (W )/ Â 2 + 4BĈ − 1 is homeomorphic to R 2 / ÛÛ +VV − 1 . To this end we define two maps f : S • (W ) → R 2 and g :
linearly. Here we used the shorthand m ∧ n = min{n, m}. It is easy to check that these maps descend to bijections on the quotients, so we shall be done if we can show that they are continuous. Set
and the continuity of f follows from Corollary 5.11. Similarly, setting d ′ = α + β + γ + δ and using that α + γ = β + δ for elements of R 2 we obtain
Here we used that α + δ − 2α ∧ δ = |α − δ| and that
We want to finish this subsection with the following easy observation.
Proposition 5.15
The quotient-T R -topology and the reduction-T R -topology are Hausdorff.
Proof: It suffices to prove that the ideal divided out is closed. For the quotient-T R -topology it is the intersection of the kernels of all evaluation functionals at points of the 2-sphere and these functionals are continuous with respect to any T R -topology.
Continuity in the reduction and quotient-T R -topologies
In this section we will prove the continuity of * h with respect to the reduction-T R -topology, using the approach of Alekseev-Lachowska. We will outline how the approach of Karabegov can be used to prove continuity with respect to the quotient-T R -topology and prove that the star product depends holomorphically onh on the completion. 
By using Corollary 5.11 (or a similar version for maps with two arguments) the continuity of * P h with respect to the T R -topology induced by p on P 2 follows and thus the continuity of * h with respect to the reduction-T R -topology.
The following theorem is obvious because of Proposition 5.14. However, it can also be proved independently by deriving a formula for * h that only uses R SU (2) . (Note that p W,W := Y left W · X left W is an element of R SU(2) for W ∈ {U, V }, W ∈ {U , V }, so the p W,W can be used to replace the left invariant vector fields applied to polynomials.) According to Theorem 5.16 the star product * h is continuous on Pol(Ë 2 λ ) endowed with the reduction-T R -topology for R ≥ 0. Extend * h to the completion Pol R (Ë 2 λ ), still denoted by * h. is holomorphic inh.
Proof: Choose sequences of polynomials p n , q n ∈ Pol(Ë 2 λ ) with p n → p and q n → q for n → ∞.
The star product * h is continuous, so we also have p n * h q n → p * h q. Continuity of ev Ë
x implies that p n * h q n (x) → p * h q(x). Since by Theorem 2.9 all mapsh → p n * h q n (x) are rational with finitely many poles in Ω, they are in particular holomorphic on \ Ω. So it suffices to prove that p n * h q n (x) → p * h q(x) locally uniformly inh. But Lemma 5.12 gives a locally uniform estimate, so all estimates in the previous section are locally uniformly inh, so by applying ev Ë x the result follows.
Remark 5.20 (Continuity by brute force) We remark that Theorem 5.17 can be also proved in a more direct but complicated way. Here we only sketch the main steps and refer to [37, Chapter 4] for the details. First, observe that one can calculate the holomorphic derivatives ξ W Z ♭ for W, Z ∈ {H, X, Y } explicitly. This calculation shows that one can extend them uniquely to polynomials on su 2 in such a way that ξ W Z ♭ = i λ W ♭ Z ♭ + lower order terms. Using this extension, one can definê 17) in the same way as L (h) before, but using the derivatives ξ W Z ♭ from above and interpreting f Z = Z ♭ as an element of Pol(su 2 ). It turns out thatL (h) is invertible (away from the poles).
Lemma 5.21 Karabegov's star product on Pol(Ë λ 2 ) can be written as
for f, g ∈ Pol(su 2 ). Here we denoted by * Gutt,1 the Gutt star product forh = 1 viewed as an associative deformation of the symmetric algebra S • (sl 2 ( )).
To obtain continuity estimates we need explicit formulas forL (h) and its inverse, see [37, Lemma 4.2.16] . These formulas and the observation that we get Ah = Pol(Ë 2 λ ) whenever λ/h / ∈ AE 0 allow us to prove the following proposition. The continuity of Karabegov's star product * h on Ë 2 λ with respect to the quotient-T R -topology (if λ/h / ∈ AE 0 ) follows from (5.18) and Proposition 5.22 since the Gutt star product is continuous with respect to the T R -topology on S • (sl 2 ( )) for R ≥ 1 according to [18] .
