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Resumo
O presente trabalho tem como objetivo fazer um estudo de ações
de grupos e semigrupos inversos sobre bicategorias de C*-álgebras com
diferentes formas de morfismos, como ∗-homomorfismos não degenera-
dos, correspondências e bimódulos de Hilbert regulares ou não. Mostra-
mos que ações de grupo através de ∗-homomorfismos não degenerados
dão origem a ações torcidas de grupo. Mostramos também que ações
de grupo através de correspondências dão origem a fibrados de Fell
saturados sobre o mesmo grupo. Além disto, mostramos que ações de
semigrupo inverso através de bimódulos de Hilbert dão origem a fibra-
dos de Fell saturados sobre o mesmo semigrupo inverso. Finalmente,
mostramos que ações de semigrupo inverso através de bimódulos de
Hilbert regulares dão origem a fibrados de Fell regulares, os quais foram
mostrados em Twisted Actions and Regular Fell Bundles over Inverse
Semigroups de Alcides Buss e Ruy Exel serem isomorfos a fibrados de
Fell construídos a partir de ações torcidas de semigrupo inverso.
As referências principais desta dissertação são A Higher Category
Approach to Twisted Actions on C*-Algebras de Alcides Buss, Ralf
Meyer e Chenchang Zhu, e Inverse Semigroup Actions on Groupoids
de Alcides Buss e Ralf Meyer.
Palavras-chave: Bicategorias, C*-álgebras. Ações torcidas. Fi-
brados de Fell. Semigrupos inversos. Bimódulos de Hilbert.
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Abstract
The present work aims to study group and inverse semigroup actions
on bicategories of C*-algebras with different forms of morphisms, like
non-degenerate ∗-homomorphisms, correspondences and regular and
non-regular Hilbert bimodules. We prove that group actions through
non-degenerate ∗-homomorphisms give rise to twisted group actions.
We also show that group actions through correspondences yield satu-
rated Fell bundles over the same group. Furthermore, we prove that
inverse semigroup actions through Hilbert bimodules yield saturated
Fell bundles over the same inverse semigroup. Finally, we show that
inverse semigroup actions through regular Hilbert bimodules give rise
to regular satured Fell Bundles, which was shown on Twisted Actions
and Regular Fell Bundles over Inverse Semigroups by Alcides Buss and
Ruy Exel to be isomorphic Fell bundles built from twisted inverse semi-
group actions.
The main references for this dissertation are A Higher Category Ap-
proach to Twisted Actions on C*-Algebras by Alcides Buss, Ralf Meyer
and Chenchang Zhu, and Inverse Semigroup Actions on Groupoids by
Alcides Buss and Ralf Meyer.
Keywords: Bicategories. C*-algebras. Twisted actions. Fell bun-
dles. Inverse semigroups. Hilbert bimodules.
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Introdução
No contexto de C*-álgebras, a forma mais comum de morfismos
são os ∗-homomorfismos, que preservam as propriedades algébricas de
uma C*-álgebra. Esta noção dá origem a uma categoria de C*-álgebras
que é usada quando tratamos de ações de grupo sobre C*-álgebras de
maneira funtorial. Neste caso, vemos um grupo como uma categoria
com apenas um objeto e a ação se torna um funtor α ∶ G→ C∗.
Foi mostrado em [11] que ações parciais de um grupo G são equiv-
alentes a ações do semigrupo inverso associado ao grupo G, denotado
por S(G). Com isto, podemos estudar ações parciais de grupo através
do estudo de ações de semigrupo inverso.
No caso de semigrupos inversos com unidade não podemos nos uti-
lizar da mesma construção, pois mesmo aqui, os morfismos associados à
ação são isomorfismos entre ideais da C*-álgebra, que não são codifica-
dos através do ponto de vista categórico através de um funtor como no
caso de grupos. Para isto precisamos de outras formas de morfismos.
Outra forma conhecida de morfismos entre C*-álgebras A e B são∗-representações. Uma ∗-representação é um ∗-homomorfismo não de-
generado de A para a álgebra dos multiplicadores de B, denotada por
M(B). É conhecido que isto forma uma outra categoria de C*-álge-
bras, em que a composição de morfismos neste caso se dá através da
identificação dos ∗-homomorfismos não degenerados de A para M(B)
com os ∗-homomorfismos estritamente contínuos e unitais de M(A)
para M(B). Quando nos restringimos a C*-álgebras abelianas temos
o famoso resultado de C*-álgebras que dá uma equivalência entre a
categoria que consiste dos espaços localmente compactos Hausdorff
como objetos e funções contínuas como morfismos e a categoria das
C*-álgebras com ∗-representações, que são *-homomorfismos não de-
generados da C*-álgebra para a álgebra dos multiplicadores, como mor-
fismos. Este resultado inspira a noção de que o estudo de C*-álgebras
é o estudo de topologia não comutativa.
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A álgebra de multiplicadores de B pode ser construída via o es-
tudo de representações em módulos de Hilbert. Vemos que a álgebra
de multiplicadores de B é isomorfa à C*-álgebra dos operadores adjun-
táveis deB, denotada por L(B), considerandoB como umB-módulo de
Hilbert. Com isto, uma ∗-representação de A para B pode ser interpre-
tada como um ∗-homomorfismo não degenerado de A para L(B), o que
faz com que B se torne um A-módulo à esquerda. No caso mais geral
em que assumimos H como sendo um B-módulo de Hilbert, podemos
ainda considerar ∗-homomorfismos não degenerados de A para L(H)
e isto dá origem a uma correspondência de A para B. Quando temos
acesso as correspondências, podemos fazer produtos tensoriais interi-
ores entre elas, obtendo uma nova correspondência como resultado e
com isto podemos interpretar o produto tensorial como uma operação
entre as correspondências. O problema é que esta operação não é as-
sociativa e nem tem unidade, implicando que não existe uma categoria
de C*-álgebras com morfismos sendo correspondências. Apesar disto,
se enfraquecermos a noção de igualdade para isomorfismos, o produto
tensorial interior é associativo através de um isomorfismo implemen-
tado por um unitário. Além disto, existem correspondências que agem
como identidade à esquerda e à direita, novamente a menos de um iso-
morfismo implementado por um unitário. Isto nos inspira a usar uma
noção enfraquecida de categorias, que nos dê uma noção de morfismos
entre morfismos.
O estudo de bicategorias nos dá exatamente isto. Uma bicategoria,
além dos objetos e morfismos de uma categoria usual, também tem 2-
morfismos, os quais fazem o papel de morfismos entre morfismos como
mencionamos acima. Quando tratamos de 2-morfismos inversíveis en-
tre dois morfismos f e g, dizemos que f e g são isomorfos e isto implica
que eles são muito parecidos e que mesmo sendo diferentes, acabam
se comportando de maneira similar, bem como num isomorfismo entre
objetos numa categoria usual. Com isto, construímos uma bicategoria,
ou 2-categoria fraca, de C*-álgebras, Corr(2) com morfismos sendo as
correspondências mencionadas acima e os 2-morfismos sendo unitários.
Voltando à nossa analogia com ∗-representações, quando nos restringi-
mos ao caso de que a correspondência de A para B é dada sobre B
como um B-módulo de Hilbert, ainda temos os unitários de B, que são
na verdade implementados pelos unitários multiplicadores de M(B).
Com isto, podemos também estender a categoria construída anterior-
mente para uma 2-categoria, estrita neste caso, com 2-morfismos sendo
unitários multiplicadores, denotada por C∗(2).
Podemos então pensar uma bicategoria como uma noção enfraque-
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cida de categoria. Como no caso de categorias, um funtor age como
um morfismo entre categorias, podemos pensar num análogo para bi-
categorias. Estes são chamados de funtores fracos, ou homomorfismos
na literatura, e agem como funtores enfraquecidos, no sentido de que
eles não preservam a composição e a unidade através de igualdades e
sim através de 2-isomorfismos.
Vemos um grupo G como uma bicategoria com um único objeto em
que os 2-morfismos são apenas as identidades e usamos funtores fracos
de G para C∗(2) e Corr(2) para fazer um análogo às ações de grupo
através de funtores. Estas são chamadas de ações fracas de grupos e
nos dão resultados importantes. O primeiro resultado neste sentido
deste trabalho estabelece que uma ação fraca de grupo sobre C∗(2) é
equivalente a uma ação torcida de G no sentido de Busby-Smith, veja
[3].
O segundo resultado deste trabalho nesta direção estabelece que
uma ação fraca de grupo sobre Corr(2) é equivalente a um fibrado de
Fell saturado sobre o mesmo grupo, em que a fibra sobre a unidade é
isomorfa à C*-álgebra de base da ação. Este resultado foi mostrado
em [7]. Fibrados de Fell podem então ser entendidos como uma noção
mais geral de ações de grupo sobre C*-álgebras.
Existe uma noção de equivalência entre C*-álgebras que age como
um ∗-isomorfismo enfraquecido. Esta equivalência é implementada por
um bimódulo de imprimitividade entre as C*-álgebras e este preserva
várias propriedades das C*-álgebras, como uma correspondência en-
tre os ideais das mesmas que é dado pela famigerada correspondên-
cia de Rieffel ([19]: Prop. 3.24). Na bicategoria Corr(2), os mor-
fismos inversíveis, ou seja, as correspondências inversíveis são exata-
mente os bimódulos de imprimitividade, como foi mostrado em [8].
Ainda neste estudo, vemos que bimódulos de Hilbert são bimódulos de
imprimitividade entre ideais das C*-álgebras, sendo assim uma forma
de ∗-isomorfismo enfraquecido entre os ideais. Além disto, o produto
tensorial entre bimódulos de Hilbert é novamente um bimódulo de
Hilbert, implicando que a restrição das correspondências aos bimódulos
de Hilbert dá origem a uma nova bicategoria, com os mesmos objetos
e 2-morfismos de Corr(2), chamada Bim(2).
Isto nos ajuda a contornar o problema que tivemos antes tentando
repetir o processo funtorial para um semigrupo inverso, já que bimó-
dulos de Hilbert codificam naturalmente ∗-isomorfismos enfraquecidos
entre ideais das C*-álgebras. Isto nos inspira a estudar ações fracas de
semigrupo inverso sobre a bicategoria Bim(2). Mostramos que estas
são equivalentes a fibrados de Fell saturados sobre o mesmo semigrupo
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inverso, um resultado análogo ao conseguido no caso de grupos para
a Corr(2) reforçando a ideia de que fibrados de Fell podem ser vistos
como ações de semigrupo inverso, neste caso, sobre C*-álgebras.
No artigo [5] foi mostrado que fibrados de Fell saturados e reg-
ulares sobre um semigrupo inverso são equivalentes a ações torcidas
de semigrupo inverso sobre uma C*-álgebra. Com isto em mente, re-
stringiremos novamente os morfismos da nossa bicategoriaBim(2) para
bimódulos de Hilbert regulares (um bimódulo de Hilbert é dito regular
se ele é isomorfo a um A-B-bimódulo de Hilbert dado por uma tripla(I, J,ϕ), em que I é um ideal de A, J é um ideal de B e ϕ é um∗-isomorfismo entre I e J , tornando J um A-B-bimódulo de Hilbert).
Mostramos que o produto tensorial de dois bimódulos de Hilbert regu-
lares é novamente regular, donde segue que esta restrição dá origem a
uma nova bicategoria denotada por Reg(2).
Por fim, mostramos que uma ação fraca de semigrupo inverso sobre
Bim(2) é equivalente a um fibrado de Fell saturado sobre o semigrupo
inverso, generalizando o resultado anterior de ações de grupo sobre
Corr(2).
No primeiro capítulo fazemos um estudo preliminar que será necessá-
rio para a leitura desta dissertação, começando com uma introdução a
semigrupos inversos a qual indicamos [15] para um desenvolvimento
maior do estudo, uma revisão rápida da teoria de C*-álgebras a qual
indicamos [18] para um estudo mais aprofundado, definimos categorias
e funtores, juntamente com alguns exemplos baseados em [1], e final-
mente abordamos fibrados de Fell sobre grupos e semigrupos inversos
o qual indicamos [12] e [10] para mais informações sobre o assunto.
No segundo capítulo abordamos outro pré-requisito para os resul-
tados principais deste trabalho com o estudo de módulos de Hilbert.
Também fazemos uma construção da álgebra de multiplicadores de uma
C*-álgebra e demonstramos o teorema de Cohen-Hewitt. Como refer-
ências para este capítulo usamos [14] e [19].
No terceiro capítulo começamos com a definição de bicategorias,
junto com alguns exemplos de bicategorias de C*-álgebras e sub-bicate-
gorias.
No último capítulo definimos a noção de funtores fracos e com isto
a ideia de uma ação fraca de um grupo, ou um semigrupo inverso com
unidade, em uma bicategoria de C*-álgebras, alcançando os resultados
principais deste trabalho. Para este e o capítulo anterior, nos baseamos
em [2] para as definições e teoria de bicategorias e funtores fracos.
Outra referência para este estudo é [9].
Assumimos que o leitor tenha um conhecimento básico sobre álgebra
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de operadores. Apesar disto, fazemos uma revisão rápida de conceitos
básicos de C*-álgebras no início deste trabalho. Além disto, tentamos
deixar o texto autocontido.
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Capítulo 1
Preliminares
1.1 Semigrupos Inversos
Para um estudo mais aprofundado do conteúdo desta seção sugeri-
mos [15].
SejaX um conjunto. Uma operação emX é uma função f ∶X×X →
X. Dizemos que esta função é associativa se o seguinte diagrama
X ×X ×X f×id //
id×f

X ×X
f

X ×X
f
// X
comuta, em que id denota a função identidade e g × h denota a função
que leva X ×X ∋ (x, y)↦ (g(x), h(y)) ∈X ×X para funções g, h ∶X →
X.
Um conjunto com uma operação associativa é chamado um semi-
grupo.
Em geral, denotaremos nossa operação por ⋅ e escreveremos x ⋅ y,
ou xy, para denotar ⋅(x, y). Por esta razão, nos referiremos a um semi-
grupo apenas por seu conjunto subjacente ficando sua operação suben-
tendida.
Exemplo 1.1.1. O conjunto dos naturais N com a adição como oper-
ação é um semigrupo.
Exemplo 1.1.2. Todo grupo é um semigrupo.
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Exemplo 1.1.3. Seja X um conjunto. Considere Fun(X) o conjunto
de todas as funções de X para X. Então Fun(X) é um semigrupo com
a operação de composição.
Sejam X,Y semigrupos. Uma função f ∶ X → Y é dita ser um
homomorfismo (de semigrupos) se f(xy) = f(x)f(y), para todo x, y ∈
X.
Definição 1.1.4. Um semigrupo X é chamado regular se, para todo
x ∈X, existe y ∈X tal que
xyx = x e yxy = y.
Este elemento y é chamado um inverso de x.
É claro que se y é um inverso de x, então x é um inverso de y.
Exemplo 1.1.5. Seja X um conjunto. Considere P(X) o conjunto
das partes de X. Dados Y,Z ∈ P(X), considere o conjunto de to-
das as bijeções de Y para Z, denotado por Bij(Y,Z). A união de
todos os conjuntos Bij(Y,Z), em que Y,Z ∈ P(X) é denotado por
PBij(X) e é chamado de bijeções parciais de X. Observe que não
podemos compor quaisquer duas funções deste conjunto, já que exis-
tem funções claramente não componíveis no sentido usual. Entretanto,
existe um outro sentido de composição, chamado de composição par-
cial de funções. Este outro sentido nos permite compor quaisquer duas
funções acima, desde que restrinjamos seus domínios e contradomínios
de maneira conveniente.
Sejam f ∶ Y → Z e g ∶ V → W duas funções em que V,W,Y,Z
são subconjuntos de X. Então podemos fazer a composição g ○ f se o
contradomínio de f está contido ou igual ao domínio de g. Considere
então o conjunto f−1(V ∩ Z), em que f−1 denota a imagem inversa
do conjunto em questão. Sobre este conjunto, potencialmente vazio,
podemos aplicar g ○ f . De fato,
g ○ f(f−1(V ∩Z)) ⊂ g(V ∩Z) ⊂W.
Podemos então definir novas funções f ′, g′, restrições de f e g, re-
spectivamente, de forma que f ′ ∶ f−1(V ∩ Z) → V ∩ Z e g′ ∶ V ∩ Z →
g(V ∩Z). Estas funções são componíveis no sentido usual. Definiremos
a composição parcial de g com f como sendo a composição de g′ com
f ′. Note que esta composição pode resultar na função vazia.
No caso que f e g são bijetoras, segue que f ′ e g′ definidas acima
também são bijeções. Esta composição parcial então nos permite com-
por quaisquer duas bijeções.
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Segue que o conjunto das bijeções parciais de X com a operação
de composição definida acima é um semigrupo regular, em que uma
inversa para cada f ∶ Y → Z ∈ PBij(X) é da forma f−1 ∶ Z → Y , dada
pela função inversa de f .
Mais ainda, note que se f ∶ Y → Z é uma bijeção parcial de X, então
f−1 ○ f = idY e f ○ f−1 = idZ . Com isto,
f = f ○ idY = f ○ f−1 ○ f
e
f−1 = f−1 ○ idZ = f−1 ○ f ○ f−1.
Logo PBij(X) é um semigrupo regular.
Seja X um semigrupo. Um elemento x ∈X é chamado um idempo-
tente se xx = x. O conjunto de todos os idempotentes de um semigrupo
X é denotado por E(X).
Se X é um semigrupo regular e x, y ∈ X de forma que y seja um
inverso para x, então xy e yx são idempotentes. De fato,
xyxy = (xyx)y = xy
e similarmente yxyx = yx.
Uma questão importante é quando E(X) é um subsemigrupo de X,
ou seja, quando E(X) é fechado pela operação de X. Para que isto
aconteça, precisamos avaliar quando o produto de dois idempotentes é
novamente um idempotente. Dados e, f ∈ E(X), temos que se e comuta
com f , então
efef = eeff = ef.
Vemos então que para E(X) ser um subsemigrupo, uma condição
suficiente é que E(X) seja comutativo.
Definição 1.1.6. Um semigrupo regular S é chamado um semigrupo
inverso se E(S) é comutativo.
O próximo teorema nos dá uma equivalência para um semigrupo
regular ser inverso.
Teorema 1.1.7. Seja S um semigrupo regular. Então S é inverso se,
e somente se, existe um único inverso para cada elemento de S.
Demonstração: Suponha que S seja inverso e que u, v ∈ S sejam
inversos de s ∈ S. Então us e vs são idempotentes, e logo
u = usu = (us)(vs)u = v(sus)u = vsu = v(sv)(su) = v(sus)v = vsv = v.
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Suponha agora que exista um único inverso para cada elemento de
S. Sejam e, f ∈ E(S). Temos que existe um único inverso de ef ,
digamos x ∈ S. Note que
(fxe)2 = f(xefx)e = fxe
e portanto, fxe ∈ E(S). Mais ainda,
ef(fxe)ef = efxef = ef
e (fxe)ef(fxe) = f(xefx)e = fxe.
Logo fxe = x, pela unicidade do inverso de ef . Isto mostra que
o inverso do produto de dois idempotentes é também idempotente.
Porém, todo idempotente é inverso de si mesmo, e logo como ef é
inverso de x, segue que ef = x. Isto mostra que ef é idempotente.
Similarmente, fe é idempotente. O cálculo anterior então mostra que
ef = x = fxe. Portanto,
ef = fxe = fefe = fe.
Então em um semigrupo inverso, todo elemento tem um único in-
verso. Por conta deste resultado, vamos denotar o inverso de um ele-
mento s ∈ S por s−1.
Sejam S,T semigrupos inversos. Um homomorfismo de semigrupos
f ∶ S → T preserva inversos. De fato,
f(s−1) = f(s−1ss−1) = f(s−1)f(s)f(s−1)
e
f(s) = f(ss−1s) = f(s)f(s−1)f(s),
donde segue que f(s−1) é um inverso para f(s). Logo, f(s−1) = f(s)−1.
Vamos mostrar agora que o semigrupo do Exemplo 1.1.5 também
é um semigrupo inverso. Já sabemos que ele é um semigrupo regular.
Seja e ∶ Y → Z ∈ Bij(X) um idempotente. Temos que
e = e−1 ∶ Z → Y
e
e = e ○ e = idY
e por outro lado,
e = e ○ e = idZ ,
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o que implica que Z = Y e que e é a função identidade de algum
subconjunto de X. Por outro lado, se Y ∈ P(X) então idY é claramente
um idempotente, o que implica que todo idempotente de PBij(X) é
da forma descrita acima. Sejam agora Y,Z ∈ P(X). Temos, usando as
noções de domínio de composição parcial definidas no outro exemplo,
que idY ○ idZ ∶ Z ∩ Y → Z ∩ Y , e idY ○ idZ = idZ∩Y , donde segue que os
idempotentes comutam, e logo PBij(X) é um semigrupo inverso.
Este é o exemplo mais importante da teoria, já que todo semigrupo
inverso se imerge num da forma descrita acima, para algum conjunto
X específico. Note que neste exemplo, os idempotentes f ○f−1 e f−1 ○f
se comportam como identidades à esquerda e à direita de f . É fácil ver
que este também é o caso para um semigrupo inverso qualquer.
Se S é um semigrupo inverso e s ∈ S, denotamos por d(s) = s−1s e
r(s) = ss−1, em que o primeiro é chamado de domínio de s e o segundo
chamado de imagem de s.
Iremos mostrar agora algumas propriedades de semigrupos inversos
em geral. Algumas destas propriedades já foram mostradas durante o
texto, mas serão relatadas novamente aqui para fins de referência.
Proposição 1.1.8. Seja S um semigrupo inverso. Então
1. Para todo s ∈ S, s−1s e ss−1 são idempotentes.
2. (s−1)−1 = s.
3. Para todo s ∈ S e todo e ∈ E(S), s−1es é idempotente.
4. Se e ∈ E(S) então e−1 = e.
5. Para quaisquer s1, s2 ∈ S, (s1s2)−1 = s−12 s−11 .
Demonstração:
1. (s−1s)(s−1s) = (s−1ss−1)s = s−1s, e similarmente para ss−1.
2. Direto da definição.
3. s−1e(ss−1)es = (s−1ss−1)ees = s−1es.
4. Direto da definição.
5. (s1s2)s−12 s−11 (s1s2) = (s1s−11 s1)(s2s−12 s2) = s1s2 e(s−12 s−11 )s1s2(s−12 s−11 ) = (s−12 s2s−12 )(s−11 s1s−11 ) = s−12 s−11 .
A propriedade 3 da proposição anterior nos traz um resultado téc-
nico importante.
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Lema 1.1.9. Seja S um semigrupo inverso. Dados s ∈ S e e ∈ E(S),
existem idempotentes f1 e f2 de forma que se = f1s e es = sf2.
Demonstração: Para se considere f1 = ses−1. A proposição anterior
nos diz que f1 é idempotente. Além disso, temos
f1s = ses−1s = ss−1se = se.
A outra parte é análoga usando o idempotente f2 = s−1es.
Veremos agora a relação entre grupos e semigrupos inversos.
Proposição 1.1.10. Um semigrupo inverso S é um grupo se, e so-
mente se, E(S) contém apenas um elemento.
Demonstração: Suponha que S seja um grupo. Sejam e, f ∈ E(S).
Então
e = ee = ee−1 = 1 = ff−1 = ff = f.
Por outro lado, suponha que E(S) contenha apenas um elemento,
digamos e. Para quaisquer s ∈ S, ss−1, s−1s ∈ E(S), e logo, ss−1 = e =
s−1s. Note que para todo s ∈ S, se = ss−1s = s e es = ss−1s = s, e
portanto e age como a unidade de S, e logo S é um grupo.
Iremos agora descrever a ordem parcial natural em um semigrupo
inverso. Voltemos ao exemplo de PBij(X) (Exemplo 1.1.5). Lembre
que d(f) = f−1 ○f e, a partir daqui, identificaremos a função identidade
d(f) com seu domínio. Temos uma ordem natural em PBij(X), em
que f ≤ g se, e somente se, d(f) ⊂ d(g) e f(x) = g(x), para todo
x ∈ d(f). Afirmamos que esta condição é equivalente a igualdade f =
g○f−1○f . De fato, como f(x) = g(x) para todo x ∈ d(f), e d(f) = f−1○f
temos, em particular, que f(x) = f ○ f−1 ○ f(x) = g ○ f−1 ○ f(x), para
todo x ∈ d(f). Como o domínio de g ○ f−1 ○ f é igual a d(f), segue que
podemos descrever a igualdade como f = g○f−1○f . Mais ainda, note que
este é o único idempotente que faria com que esta igualdade funcionasse.
Por outro lado, se f = g○f−1 ○f , temos que, em particular, d(f) ⊂ d(g),
pois caso contrário a composição restringiria o domínio de g para um
domínio menor que o de f . Além disso, segue que f(x) = g(x), para
todo x ∈ d(f). Com isso, podemos definir que f ≤ g se, e somente se,
f = g ○ f−1 ○ f . Vamos usar esta ideia para uma relação de ordem num
semigrupo inverso qualquer.
Seja S um semigrupo inverso. Dados s, t ∈ S, dizemos que s ≤ t
se existe e ∈ E(S) tal que s = te. Isto define uma relação de ordem
parcial para S, mas para mostrarmos isto, vamos primeiro ver algumas
equivalências desta definição.
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Proposição 1.1.11. Sejam S um semigrupo inverso e s, t ∈ S. Então
são equivalentes:
1. s ≤ t;
2. s = ft para algum f ∈ E(S);
3. s−1 ≤ t−1;
4. s = ss−1t;
5. s = ts−1s.
Demonstração: (1) ⇒ (2) ∶ Segue diretamente do Lema 1.1.9, apli-
cado à t.(2) ⇒ (3) ∶ Usando a Proposição 1.1.8, temos que s−1 = t−1f−1 =
t−1f . Logo, s−1 ≤ t−1.(3) ⇒ (4) ∶ Existe e ∈ E(S) tal que s−1 = t−1e, então s = et, e logo
s = et = eet = es, o que implica ess−1 = ss−1. Daí, s = ss−1s = ss−1et =
ess−1t = ss−1t.(4)⇒ (5) ∶ Como s = ss−1t, segue do Lema 1.1.9 que existe e ∈ E(S)
de forma que s = te. Disto, s = se, e logo s−1s = s−1se. Daí, s = ss−1s =
tes−1s = ts−1se = ts−1s.(5)⇒ (1) ∶ Direto da definição.
Observe que a inversão no semigrupo inverso preserva a ordem.
Com estas equivalências podemos agora mostrar que a relação definida
acima é uma ordem parcial.
Proposição 1.1.12. Seja S um semigrupo inverso. A relação ≤ é uma
ordem parcial.
Demonstração: Como s = ss−1s, para todo s ∈ S, segue que a relação
é reflexiva.
Se s ≤ t e t ≤ s, então s = ts−1s e t = st−1t. Disto,
s = ts−1s = st−1ts−1s = st−1t = t,
donde segue a antissimetria.
Por fim, se s ≤ t e t ≤ u, então s = ts−1s e t = ut−1t, logo s = ut−1ts−1s,
donde segue a transitividade.
Esta ordem é chamada de ordem parcial natural do semigrupo in-
verso.
Se S,T são semigrupos inversos e f ∶ S → T é um homomorfismo,
então f preserva a ordem parcial natural dos semigrupos inversos. De
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fato, se s, t ∈ S são tais que s ≤ t, então, existe e ∈ E(S) de forma que
s = te, temos
f(s) = f(te) = f(t)f(e),
donde segue que f(s) ≤ f(t), já que f(e) é idempotente.
Esta relação se comporta bem com o produto. De fato, se s ≤ t e u ≤
v, então s = ss−1t e u = vu−1u, donde su = ss−1tvu−1u. Usando o Lema
1.1.9, segue que existe e ∈ E(S) de forma que ss−1tvu−1u = tvu−1ue,
provando que su ≤ tv.
Uma consequência disto é que se s ≤ t, então d(s) ≤ d(t) e r(s) ≤
r(t).
Podemos também ver esta ordem parcial natural sobre o subsemi-
grupo inverso E(S). Temos que se e, f ∈ E(S), então e ≤ f se, e somente
se, e = ef = fe, como consequência direta da Proposição 1.1.11, item(4).
Definiremos agora uma estrutura que descreverá melhor as pro-
priedades da ordem parcial natural do subsemigrupo E(S) de um semi-
grupo inverso S.
Definição 1.1.13. Um semirreticulado inferior é um conjunto X com
uma ordem parcial ≤ tal que para quaisquer x, y ∈ X, existe z ∈ X de
forma que z ≤ x, y e para todo w ∈ X, que satisfaz w ≤ x, y, tem-se
que w ≤ z. Este z é chamado de ínfimo de x, y e denotado por x ∧ y.
Similarmente, um semirreticulado superior é um conjunto X com uma
ordem parcial ≤ de forma que para todo x, y ∈ X, existe um z ∈ X que
satisfaz x, y ≤ z e para todo outro w ∈ X de forma que x, y ≤ w, temos
que z ≤ w. Este z é chamado de supremo de x, y e denotado por x ∨ y.
Um reticulado é um semirreticulado inferior e superior.
Note que x ∧ y é único, pois caso existam w, z ∈ X satisfazendo o
enunciado, segue que w ≤ z e z ≤ w, donde z = w. Analogamente x ∨ y
é único. Além disso, é claro que x ∧ x = x.
Lembre que estudando os idempotentes do semigrupo inverso do
Exemplo 1.1.5, vimos que eles são funções identidade em subconjuntos
de um conjunto X. Por isso, podemos identificá-los com o próprio
subconjunto. A operação do semigrupo inverso é identificada com a
operação ∩ nos subconjuntos de X e a relação de ordem proveniente
é dada por continência. Note que P(X), com a operação ∩ define um
semigrupo comutativo. Mais ainda, dado Y ∈ P(X), Y ∩ Y = Y , e logo
todo elemento de P(X) é idempotente e logo (P(X),∩) é um semigrupo
inverso em que todos os seus elementos são idempotentes.
Por outro lado, note que P(X) com a relação de ordem parcial dada
por ⊂ é um semirreticulado inferior, em que Y ∧Z = Y ∩Z. Com isso,
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segue que os idempotentes de PBij(X) formam um semirreticulado
inferior.
Isto é algo que acontece num semigrupo inverso qualquer.
Proposição 1.1.14. Se S é um semigrupo inverso, E(S) com a ordem
parcial natural é um semirreticulado inferior.
Demonstração: Dados e, f ∈ E(S), note que efe = fee = fe, donde
segue que fe ≤ e, e similarmente, fe ≤ f . Suponha agora que h ∈ E(S) é
tal que h ≤ e, f . Usando a estrutura de ordem parcial nos idempotentes
de um semigrupo inverso, temos que he = h e hf = h, donde segue que
hef = h e portanto h ≤ ef . Logo, e ∧ f = ef .
Por isso, geralmente nos referimos a E(S) como sendo o semirretic-
ulado dos idempotentes de S.
Seja agora (P,≤) um semirreticulado inferior. Temos que (P,∧)
gera um semigrupo inverso em que todos os elementos são idempo-
tentes. Vamos mostrar primeiro a associatividade. Sejam p, q, r ∈ P .
Note que (p ∧ q) ∧ r ≤ p, q, r, donde segue que (p ∧ q) ∧ r ≤ p, q ∧ r
e logo (p ∧ q) ∧ r ≤ p ∧ (q ∧ r). Similarmente, mostra-se a outra de-
sigualdade. Mostraremos agora que a operação ∧ é comutativa e que
todos os elementos de P são idempotentes. Sejam p, q ∈ P , temos que
q∧p = p∧q ∈ P , pois P é um semirreticulado inferior. Além disto p∧p = p
e logo p é idempotente, donde segue que (P,∧) é um semigrupo inverso
em que todos os elementos são idempotentes. Disto, temos uma relação
biunívoca entre semigrupos inversos formados apenas por idempotentes
e semirreticulados inferiores.
Observe que, pela proposição 1.1.10, um grupo é um semigrupo
inverso com apenas um idempotente. Disto, a relação de ordem parcial
natural passa a ser uma igualdade, já que s ≤ t se, e somente se, s = t,
para s, t no grupo. Por outro lado, se a ordem parcial natural de um
semigrupo inverso S é dada pela igualdade, segue que se e, f ∈ E(S),
então ef ≤ e, f , donde segue que e = f , e portanto S é um grupo.
Um semigrupo inverso S é dito unital se existe um elemento 1 ∈ S
de forma que s1 = 1s = s para todo s ∈ S. Em particular, 1 é um
idempotente. Caso S seja um semigrupo inverso sem unidade, podemos
torná-lo unital adicionando um novo elemento 1 a S e formando o
conjunto S ∪ {1}, de forma que s1 = 1s = s para todo s ∈ S ∪ {1}.
A teoria continua seu desenvolvimento com o estudo de ideais em
semigrupos inversos. Estes são de suma importância na teoria e nos
permitem demonstrar o famigerado teorema de Wagner-Preston.
Teorema 1.1.15. Seja S um semigrupo inverso. Então existe um
conjunto X e um homomorfismo injetivo θ ∶ S → PBij(X) que preserva
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a ordem parcial natural.
Para ver a demonstração deste teorema, bem como um maior de-
senvolvimento da teoria de semigrupos inversos, indicamos [15].
1.2 C*-álgebras
Para um estudo mais aprofundado do conteúdo desta seção re-
comendamos ver [18].
Seja A um espaço vetorial sobre C. Dizemos que A é uma álgebra
se existe uma operação em A, a qual chamaremos de multiplicação, ou
produto, e denotaremos por (a, b)↦ ab que é bilinear e associativa.
Uma álgebra A é chamada uma ∗-álgebra se existe uma função∗ ∶ A→ A, a qual chamaremos de involução e denotaremos por a↦ a∗,
satisfazendo:
1. (a + λb)∗ = a∗ + λb∗;
2. (a∗)∗ = a;
3. (ab)∗ = b∗a∗
para quaisquer a, b ∈ A e λ ∈ C.
Um subconjunto S ⊂ A é chamado auto-adjunto se S∗ ∶= {a∗ ∶ a ∈ S}
é igual a S.
Uma ∗-álgebra A é chamada normada se existe uma norma ∥ ⋅ ∥ em
A de forma que, para a, b ∈ A, tenhamos∥ab∥ ≤ ∥a∥∥b∥ e ∥a∗∥ = ∥a∥.
Similarmente uma álgebra A é chamada normada se ∥ab∥ ≤ ∥a∥∥b∥,
para todo a, b ∈ A.
Lembre que a norma de um espaço vetorial é uma função do espaço
para os elementos positivos de R que torna contínuas as operações de
soma e de multiplicação por escalar. No caso de uma norma em uma∗-álgebra, estamos pedindo que a continuidade se mantenha para as
duas novas operações que criamos, ou seja, o produto e a involução,
sendo que a involução se torna isométrica.
Uma ∗-álgebra normada A é chamada uma ∗-álgebra de Banach se
A é completo com relação à sua norma.
Definição 1.2.1. Uma ∗-álgebra de Banach A é chamada uma C*-
álgebra se, para todo a ∈ A, ∥a∗a∥ = ∥a∥2.
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Esta igualdade é chamada C*-identidade.
Observe que, em particular, toda C*-álgebra é uma álgebra de Ba-
nach.
Uma C*-álgebra A é dita unital se existe um elemento 1 ∈ A de
forma que para todo a ∈ A, 1a = a1 = a.
Observe que como A é uma ∗-álgebra de Banach, segue que para
todo a ∈ A, ∥a∗a∥ ≤ ∥a∗∥∥a∥ = ∥a∥2 e, portanto, para verificar a C*-
identidade basta mostrar que ∥a∥2 ≤ ∥a∗a∥ para todo a ∈ A.
Uma ∗-subálgebra de A é um subconjunto B ⊂ A em que as oper-
ações de A, quando restritas a B, tem como imagem um subconjunto
de B. Se, além disso, B for fechado em A, então B será também uma
C*-álgebra.
Exemplo 1.2.2. Considere C com a involução dada pela conjugação
e a norma é dada pelo módulo. Com esta norma e esta involução, C é
uma C*-álgebra. Isto é direto da definição do módulo.
Exemplo 1.2.3. Seja X um conjunto. Considere as funções f de X
para C que são limitadas, no sentido que existe um L > 0 de forma que∣f(x)∣ ≤ L para todo x ∈ X. Denotaremos este conjunto por `∞(X).
Tornamos `∞(X) numa ∗-álgebra através das operações:
(f + g)(x) = f(x) + g(x),
(λf)(x) = λf(x),
(fg)(x) = f(x)g(x),
f∗(x) = f(x),
em que f, g ∈ `∞(X) e λ ∈ C. Definimos a norma de `∞(X) por
∥f∥ = sup
x∈X ∣f(x)∣.
É fácil ver que `∞(X) é completo com esta norma e portanto, esta
é uma ∗-álgebra de Banach. Para a C*-identidade, seja f ∈ `∞(X).
Note que ∥f∗f∥ = sup
x∈X ∣f(x)f(x)∣ = supx∈X ∣f(x)∣2 = ∥f∥2,
donde segue que `∞(X) é uma C*-álgebra. Esta C*-álgebra é unital
sendo a função constante igual a 1 a sua unidade.
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Exemplo 1.2.4. Seja X um espaço topológico. Considere as funções
contínuas de X para C que são limitadas, no mesmo sentido do exemplo
anterior. Denotaremos este conjunto por Cb(X). Podemos ver Cb(X)
como uma ∗-subálgebra de `∞(X). Mais ainda, note que Cb(X) é
fechado em `∞(X) e logo também é uma C*-álgebra. Além disso, note
que a unidade de `∞(X) também está em Cb(X), donde segue que
Cb(X) é unital.
Observe que se X é um espaço compacto, então Cb(X) = C(X), em
que C(X) denota o conjunto das funções contínuas de X em C.
Exemplo 1.2.5. Seja X um espaço localmente compacto Hausdorff.
Considere as funções contínuas de X para C. Dizemos que uma função
f ∶X → C se anula no infinito se, para todo ε > 0, o conjunto {x ∈ X ∶∣f(x)∣ ≥ ε} é compacto. O conjunto de todas as funções contínuas de X
para C que se anulam no infinito é denotado por C0(X). Podemos ver
C0(X) como uma ∗-subálgebra de Cb(X). Além disso, note que C0(X)
é fechado em Cb(X), donde segue que C0(X) é uma C*-álgebra.
Exemplo 1.2.6. Seja H um espaço de Hilbert sobre C. Considere
os operadores limitados de H, denotado por B(H). As operações de
soma e produto por escalar pontual, o produto sendo a composição e
a involução sendo a adjunão de operador faz com que B(H) seja uma∗-álgebra. Mais ainda, com a norma de operador
∥T ∥ = sup
x∈X/{0}
∥T (x)∥∥x∥ = supx,y∈X/{0} ∣⟨T (x), y⟩∣∥x∥∥y∥
faz com que B(H) seja uma ∗-álgebra de Banach. Para a C*-identidade,
considere T ∈ B(H). Temos
sup
x,y∈X/{0} ∣⟨T ∗T (x), y⟩∣ ≥ supx∈X/{0} ∣⟨T ∗T (x), x⟩∣ == sup
x∈X/{0} ∣⟨T (x), T (X)⟩∣ = supx∈X/{0} ∥T (x)∥2,
donde segue que ∥T ∗T ∥ ≥ ∥T ∥2 e pela observação feita após a definição
de C*-álgebras, segue que B(H) é uma C*-álgebra. Além disso, o
operador identidade é a unidade desta C*-álgebra.
Exemplo 1.2.7. Seja Mn ∶=Mn(C) as matrizes quadradas de ordem
n com valores em C. Dados i, j ∈ {1, . . . n}, definimos por (mij)i,j a
matriz que tem mij como elemento da linha i coluna j. Podemos ver
Mn como uma ∗-álgebra usando o produto de matrizes e a involução
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de uma matriz M = (mij)i,j sendo a transposta conjugada desta, ou
seja, a matriz M∗ = (mij)j,i. A norma em Mn é dada por:
∥M∥ = sup{∥Mx∥∥x∥ ∶ x ∈ Cn/{0}} ,
em que Cn denota o espaço vetorial formado pela soma direta de n
cópias de C com a norma 2, ou seja ∥(x1, . . . , xn)∥ = ( n∑
i=1 ∣x1∣2)1/2. Mais
ainda, note que Mn é completo, pois tem dimensão finita e logo, Mn é
uma ∗-álgebra de Banach. Agora, lembre que Cn com a norma definida
acima é um espaço de Hilbert, e que as matrizes, como descritas acima,
podem ser identificados com B(Cn), donde segue, pelo exemplo ante-
rior, que Mn é uma C*-álgebra.
Dada uma C*-álgebra unital A e um elemento a ∈ A, dizemos que a
é invertível se existe b ∈ A de forma que ab = ba = 1. Observe que, caso
exista, este elemento é único. Neste caso, diremos que b é o inverso de a
e o denotaremos por a−1. Denotamos o conjunto de todos os inversíveis
de A por Inv(A).
Agora vamos definir alguns elementos importantes em C*-álgebras.
Um elemento a ∈ A é chamado:
1. autoadjunto se a∗ = a,
2. normal se a∗a = aa∗,
3. projeção se a2 = a = a∗,
4. isometria se a∗a = 1,
5. unitário se a∗ = a−1.
Observe que os dois últimos itens exigem que a C*-álgebra seja
unital. É claro que todo unitário é uma isometria. Também, todo
autoadjunto é normal. Denotamos o conjunto de todos os elementos
auto-adjuntos por Asa. Todo elemento a de uma C*-álgebra pode ser
escrito de maneira única como b + ic, em que b, c ∈ Asa. De fato, tome
b = 12(a + a∗) e c = 12i(a − a∗). É claro que b, c ∈ Asa e que a = b + ic.
Suponha agora que a = d + ie, para d, e ∈ Asa. Então a∗ = d − ie e
b = 12(a + a∗) = d. Similarmente c = e, donde segue a unicidade.
Seja S ⊂ A um subconjunto qualquer. Dizemos que S é autoadjunto
se S∗ ∶= {x∗ ∶ x ∈ S} = S.
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Definição 1.2.8. Seja A uma C*-álgebra unital. Dado a ∈ A, definimos
o espectro de a por σ(a) ∶= {λ ∉ C ∶ λ − a ∈ Inv(A)}1. O raio espectral
de a é definido por r(a) ∶= sup{∣λ∣ ∶ λ ∈ σ(a)}.
Exemplo 1.2.9. Vimos pelo exemplo 1.2.2 que C é uma C*-álgebra.
Dado z ∈ C, temos σ(z) = {λ ∈ C ∶ λ − z ∉ Inv(C)}. Porém, o único
elemento não inversível de C é o 0 e portanto, σ(z) = {z}.
Exemplo 1.2.10. No exemplo 1.2.3 vimos que `∞(X) é uma C*-
álgebra, em que X é um conjunto qualquer. Dado f ∈ `∞(X), primeiro
note que, caso f seja inversível, sua inversa será a função 1
f
definida
por 1
f
(x) = 1
f(x) . Com isso, temos que os elementos da imagem de f ,
a qual denotaremos por im(f), estão em σ(f). Além disso, note que
se y ∈ im(f), então existe uma sequência {yn}n ⊂ im(f) convergindo
para y, em que yn = f(xn), para algum xn ∈ X. Afirmamos que a
função y − f não é inversível em `∞(X). De fato, pela observação feita
acima, se houvesse uma inversa para esta função, esta seria da forma
1
y−f . Porém, esta função não é limitada, já que para todo L > 0, existe
um N ∈ N de forma que para todo n ≥ N , 1∣y−f(xn)∣ > L, pois f(xn)→ y,
donde segue que y ∈ σ(f).
Por outro lado, considere y ∈ C/im(f). Como f é limitada, o fecho
de sua imagem é compacto em C e logo a distância de y para im(f) é
positiva, digamos d. Disso, a função 1
y−f é limitada, por exemplo por
1
d
, e é a inversa de y−f , donde segue que y ∉ σ(f). Com isso, provamos
que σ(f) = im(f).
Note que este mesmo resultado vale para o exemplo 1.2.4. Caso X
seja um espaço compacto Hausdorff, então a imagem de uma função
contínua já será fechada, donde segue que σ(f) = im(f), para f ∈
C(X).
Exemplo 1.2.11. No exemplo 1.2.6 vimos que B(H) é uma C*-álgebra,
em que H é um espaço de Hilbert. Note que o espectro de um elemento
corresponde exatamente ao espectro de um operador, como definido em
([16]: cap. 7).
Exemplo 1.2.12. Vimos no exemplo 1.2.7 que Mn(C) é uma C*-
álgebra, como um caso particular do exemplo 1.2.6. Neste caso, note
que um elemento λ ∈ C está no espectro de uma matriz M ∈ Mn(C)
se λ −M não for inversível. Porém, isto é o mesmo que dizer que o
determinante da matriz λ −M é igual a 0, donde segue que λ deve ser
1Aqui estamos denotando λ1 por λ.
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um autovalor de M . Por outro lado, é claro que se λ é um autovalor
de M então λ está no espectro de M , e logo o espectro de uma matriz
corresponde aos seus autovalores.
Teorema 1.2.13. Seja A uma C*-álgebra unital. Dado a ∈ A, σ(a) é
compacto e não vazio.
Para a demonstração do teorema acima, veja [18].
Um ∗-homomorfismo entre duas C*-álgebras A e B é uma função
ϕ ∶ A→ B que satisfaz:
1. ϕ(a + λb) = ϕ(a) + λϕ(b),
2. ϕ(ab) = ϕ(a)ϕ(b),
3. ϕ(a∗) = ϕ(a)∗.
Se as C*-álgebras são unitais e ϕ(1) = 1, dizemos que ϕ é unital.
Observe que não exigimos, explicitamente, nenhum tipo de con-
tinuidade para ∗-homomorfismos entre C*-álgebras. A razão para isso
é que a estrutura algébrica das C*-álgebras codifica a continuidade, tor-
nando todos os ∗-homomorfismos contrativos, e portanto em particular
contínuos ([18] : pg. 40).
Pela estrutura algébrica ser tão rígida, também temos que existe
no máximo uma norma em uma ∗-álgebra de Banach que a torna uma
C*-álgebra ([18]: pg. 37).
Se A é uma C*-álgebra, podemos criar uma álgebra unital fazendo a
soma direta, como espaço vetorial, com C, em que A é identificado com(a,0). Defina o produto por (a, λ)(b, µ) ∶= (ab+λb+µa,λµ) e a involução
por (a, λ)∗ ∶= (a∗, λ). A aplicação a ↦ (a,0) é um ∗-homomorfismo
injetivo, assim A pode ser identificada como ∗-subálgebra de A ⊕ C.
Iremos mostrar a seguir que existe uma norma, necessariamente única,
que torna esta ∗-álgebra em uma C*-álgebra.
Defina ∥(a, λ)∥ ∶= sup{∥ab + λb∥ ∶ b ∈ A, ∥b∥ ≤ 1}. É fácil ver que isto
é uma norma. Além disso,
∥(a, λ)(b, µ)∥ == ∥(ab + λb + µa,λµ)∥ == sup{∥abc + λbc + µac + λµc∥ ∶ c ∈ A, ∥c∥ ≤ 1} == sup{∥dabc + λdbc + µdac + λµdc∥ ∶ c, d ∈ A, ∥c∥, ∥d∥ ≤ 1} == sup{∥(da + λd)(bc + µc)∥ ∶ c, d ∈ A, ∥c∥, ∥d∥ ≤ 1} ≤≤ sup{∥da + λd∥ ∶ d ∈ A, ∥d∥ ≤ 1∥} sup{bc + µc∥ ∶ c ∈ A, ∥c∥ ≤ 1} == ∥(a, λ)∥∥(b, µ)∥
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e ∥(a, λ)∗∥ = ∥(a∗, λ)∥ == sup{∥a∗b + λb∥ ∶ b ∈ A, ∥b∥ ≤ 1} == sup{∥(a∗b + λb)∗∥ ∶ b ∈ A, ∥b∥ ≤ 1} == sup{∥b∗a + λb∗∥ ∶ b ∈ A, ∥b∥ ≤ 1} = ∥(a, λ)∥.
Finalmente, se b ∈ A, com ∥b∥ ≤ 1, então∥ab + λb∥2 = ∥(ab + λb)∗(ab + λb)∥ == ∥b∗(a∗ab + λab + λa∗b + ∣λ∣2b)∥ ≤≤ ∥a∗ab + λab + λa∗b + ∣λ∣2b∥.
Disto, temos ∥(a, λ)∥2 ≤ ∥(a, λ)∗(a, λ)∥ = ∥(a∗a + λa + λa, ∣λ∣2)∥, e
portanto esta norma satisfaz a C*-identidade e portanto A˜ ∶= A ⊕ C,
com este produto, involução e norma, é uma C*-álgebra.
Definição 1.2.14. Seja A uma C*-álgebra não unital. Dado a ∈ A,
definimos o espectro de a como sendo o espectro de (a,0) na unitização
A˜ de A.
Observe que caso A não seja unital, o espectro de um elemento
sempre contém o 0. Além disso, temos que o espectro de qualquer
elemento de uma C*-álgebra é compacto ([18]: pg. 8).
Definição 1.2.15. Seja A uma C*-álgebra comutativa. Um funcional
linear não nulo f ∶ A→ C é chamado um caracter se, para todo a, b ∈ A,
f(a)f(b) = f(ab). O conjunto de todos os caracteres de A é denotado
por Ω(A).
Todo caracter em uma C*-álgebra automaticamente preserva a in-
volução, ou seja, é um ∗-homomorfismo não nulo e portanto é contínuo
([18]: pg.40).
Para cada a ∈ A, defina aˆ∶A∗ → C por τ ↦ τ(a), em que A∗ denota
o dual de A. Lembre que a topologia fraca* está definida em qualquer
espaço dual de um espaço de Banach sendo a menor topologia que torna
funções como acima contínuas, ou seja, a topologia inicial da família de
funções {aˆ}a∈A. Observe que Ω(A) ⊂ A∗. Disso, definimos a topologia
em Ω(A) como sendo a topologia ∗-fraca induzida de A∗.
Proposição 1.2.16. Seja A uma C*-álgebra comutativa. Temos
1. Se A não é unital, então Ω(A) é localmente compacto e Hausdorff
e para todo a ∈ A,{τ(a) ∶ τ ∈ Ω(A)} ∪ {0} = σ(a).
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2. Se A é unital, então Ω(A) é compacto e para todo a ∈ A,{τ(a) ∶ τ ∈ Ω(A)} = σ(a).
Para a demonstração do teorema acima, veja ([18]: pg.14-15).
Teorema 1.2.17. Seja A ≠ 0 uma C*-álgebra comutativa. Então existe
um ∗-isomorfismo isométrico ϕ ∶ A → C0(Ω(A)) definido por a ↦ aˆ,
em que aˆ é dado por aˆ(τ) = τ(a).
Para a demonstração do teorema acima, veja ([18]: pg.46).
Seja A uma C*-álgebra. Dado S ⊂ A qualquer, podemos definir a
C*-subálgebra de A gerada por S como sendo a intersecção de todas
as C*-álgebras que contém S, denotada por C∗(S).
Em particular, se a ∈ A e S = {a}, denotamos a C*-subálgebra
gerada por S por C∗(a) e a chamaremos de C*-álgebra gerada por a.
Caso A seja unital, podemos gerar a C*-álgebra C∗({a,1}), a qual
será uma C*-álgebra unital. Observe que caso a seja um elemento nor-
mal, esta C*-álgebra será comutativa, e logo podemos usar o teorema
1.2.13 para encontrarmos um isomorfismo entre C∗({a,1}) e
C0(Ω(C∗({a,1}))). Usando a Proposição 1.2.16 acima, mostra-se que
a aplicação τ ↦ τ(a) nos dá um homeomorfismo entre Ω(C ∗ (a,1)) e
σ(a), donde se obtém o seguinte resultado.
Teorema 1.2.18. Seja A uma C*-álgebra unital e a ∈ A normal. Ex-
iste um único ∗-homomorfismo isométrico ϕ ∶ C(σ(a)) → A tal que
ϕ(id∣σ(a)) = a. Além disso, a imagem de ϕ é a C*-álgebra C∗({a,1}).
Para a demonstração do teorema acima, veja ([18]: pg.48).
O resultado acima é chamado do cálculo funcional contínuo de a.
Com isso, dado f ∈ C(σ(a)), denotaremos f(a) como sendo a im-
agem de f através do ∗-homomorfismo acima. Caso A não seja uni-
tal ainda temos um resultado análogo. Primeiro lembre que se A
não tem unidade, então para todo a ∈ A, 0 ∈ σ(a). Defina então
I0 ∶= {f ∈ C(σ(a))∣f(0) = 0}. Este é uma C*-subálgebra de C(σ(a)).
Teorema 1.2.19. Nas condições acima, existe um ∗-isomorfismo isométrico
ϕ ∶ I0 → C∗(a).
Este resultado é chamado de cálculo funcional (não unital) de a.
Com isso, dado f ∈ I0, denotaremos f(a) como sendo a imagem de f
através do ∗-isomorfismo acima.
Iremos agora definir uma classe de elementos muito importante em
uma C*-álgebra. Estes são chamados de positivos, e imitam os números
reais positivos dentro de C.
22
Definição 1.2.20. Seja A uma C*-álgebra. Dado a ∈ Asa, dizemos que
a é positivo e escrevemos a ≥ 0, se σ(a) ⊂ R+. Denotamos o conjunto
de todos os elementos positivos de A por A+.
Definimos uma relação de ordem em Asa por a ≤ b se, e somente se,
b − a ≥ 0.
Listaremos agora algumas propriedades de elementos positivos de
uma C*-álgebra.
Proposição 1.2.21. Seja A uma C*-álgebra. Então:
1. Dado a ∈ A+, existe um único c ∈ A+ de forma que c2 = a, deno-
tado por a1/2.
2. Se a, b ∈ A+ então a + b ∈ A+.
3. Dado a ∈ A, a∗a ∈ A+.
4. A+ = {a∗a ∶ a ∈ A}.
5. Se a, b ∈ Asa e a ≤ b, então c∗ac ≤ c∗bc, para todo c ∈ A.
6. Dados a, b ∈ A, 0 ≤ a ≤ b⇒ ∥a∥ ≤ ∥b∥.
7. Se A é unital e a, b são elementos positivos e inversíveis, então
a ≤ b⇒ 0 ≤ b−1 ≤ a−1.
8. Se a, b ∈ A+, então a ≤ b⇒ a1/2 ≤ b1/2.
Para a demonstração da proposição acima, veja ([18]: pg.45-48).
Em geral 0 ≤ a ≤ b não implica a2 ≤ b2. Por exemplo, se A =M2(C),
tome a = ( 1 00 0 ) e b = 12 ( 1 11 1 ). Então a, b ∈ A+ e, além disto, temos
a ≤ a+ b, porém (a+ b)2 − a2 não é positivo, pois a matriz b2 + ab+ ba =
1
2 ( 3 22 1 ) possui um autovalor negativo.
Definição 1.2.22. Seja A uma C*-álgebra. Uma net {eλ}λ∈Λ ⊂ A+
é chamada uma unidade aproximada para A se as seguintes condições
são satisfeitas:
1. ∥eλ∥ ≤ 1, para todo λ ∈ Λ,
2. {eλ}λ é crescente,
3. lim
λ
eλa = a, ∀a ∈ A.
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É conhecido que toda C*-álgebra A tem uma unidade aproximada
a saber (λ)λ∈Λ em que Λ ∶= {a ∈ A+ ∶ ∥a∥ < 1}. Para uma demonstração,
veja ([18]: 3.1.1).
A importância de unidades aproximadas é que nem sempre é sufi-
ciente tomar a unitização da C*-álgebra para resolver o problema em
questão.
Dadas A,B C*-álgebras e ϕ ∶ A → B um ∗-homomorfismo, defina
ker(ϕ) ∶= ϕ−1(0), chamado de núcleo ou kernel do ∗-homomorfismo ϕ.
Como conhecido da teoria de anéis, o núcleo de um homomorfismo é um
ideal e todo ideal é núcleo de um homomorfismo. Estudaremos então
propriedades do kernel de um ∗-homomorfismo entre C*-álgebras para
motivarmos a ideia de ideais em C*-álgebras.
Observe que o kernel de ϕ é claramente uma ∗-subálgebra de A.
Além disso, como ϕ é contínuo segue que o kernel é fechado, implicando
que este é, por si só, uma C*-subálgebra de A. Além disso, caso n ∈
ker(ϕ) e a ∈ A, então
ϕ(an) = ϕ(a)ϕ(n) = 0
e similarmente, ϕ(na) = 0, donde segue que an,na ∈ ker(ϕ). Isto mostra
que o kernel de um ∗-homomorfismo tem a mesma propriedade de um
ideal de um anel.
Definição 1.2.23. Sejam A uma C*-álgebra e I um subespaço vetorial
de A de forma que, para todo n ∈ I e a ∈ A, an ∈ I e na ∈ I. Então I é
chamado um ideal (bilateral) de A. Se I for fechado em A, então I é
chamado um ideal fechado de A.
Observe que não exigimos explicitamente que I seja autoadjunto.
Não é verdade que todo ideal é auto-adjunto, porém ideais fechados
em C*-álgebras são sempre auto-adjuntos ([18]: pg. 79). Isto implica,
em particular, que um ideal fechado de uma C*-álgebra A é uma C*-
subálgebra de A.
O seguinte resultado é especial para C*-álgebras; ele não vale para
ideais em anéis gerais.
Proposição 1.2.24. Sejam A uma C*-álgebra e I, J ideais fechados
de A. Então I ∩ J = IJ , em que IJ ∶= span{nm ∶ n ∈ I,m ∈ J}.
Demonstração: É claro que se n ∈ IJ , então n ∈ I e n ∈ J , já que
ambos são ideais, e portanto n ∈ I ∩ J .
Por outro lado, I ∩ J é uma C*-álgebra, e portanto pelo teorema
?? segue que existe uma unidade aproximada {ei}i para I ∩ J . Disso,
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dado n ∈ I ∩ J ,
n = lim
i
nei ∈ IJ.
Proposição 1.2.25. Sejam A,B C*-álgebras. Se ϕ ∶ A → B é um∗-homomorfismo injetivo, então ϕ é isométrico.
Para a demonstração da proposição acima, veja ([18]: pg.80).
Proposição 1.2.26. Sejam A,B C*-álgebras. Se ϕ ∶ A → B é um∗-homomorfismo, então ϕ(A) é uma C*-subálgebra de B.
Para a demonstração da proposição acima, veja ([18]: pg.81).
Definição 1.2.27. Sejam A uma C*-álgebra e I um ideal fechado de
A. Dizemos que I é um ideal essencial de A se dado a ∈ A, de forma
que an = 0, para todo n ∈ I, então a = 0.
Note que A é sempre essencial em si mesmo, já que se ab = 0 para
todo b ∈ A, então em particular aa∗ = 0, donde segue que ∥a∥2 = 0 e
assim a = 0.
Podemos então definir formalmente uma unitização de uma C*-
álgebra.
Definição 1.2.28. Seja A uma C*-álgebra. Dada uma C*-álgebra uni-
tal C, dizemos que C é uma unitização deA se existe um ∗-homomorfismo
injetor ϕ ∶ A→ C de forma que ϕ(A) é um ideal essencial de C.
Observe que se A é unital, então não existe uma C*-álgebra unital
C contendo A como um ideal essencial próprio. De fato, se 1C denota
a unidade de C e 1A denota a unidade de A, então 1C − 1A ∈ C. Além
disso, (1C − 1A)a = 1Ca − 1Aa = 0.
Porém, 1C − 1A ≠ 0, já que caso contrário A = C, e portanto A não é
um ideal essencial de C.
Em particular, A˜ que construímos anteriormente só é unitização no
sentido acima se A não é unital. Isto também inspira o fato de que pode
haver outras unitizações para uma C*-álgebra não unital, diferentes de
A˜. Isto de fato é verdade e iremos mostrar um exemplo a seguir. A
unitização A˜ é a menor unitização possível de A, no sentido de que o
quociente de A˜ por A é isomorfo aos complexos. Podemos nos perguntar
então se existe uma maior unitização de A. Tal unitização existe e é
chamada de álgebra dos multiplicadores de A e denotada porM(A). A
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existência desta C*-álgebra pode ser feita de diversas maneiras e será
abordada neste trabalho mais adiante. O seguinte resultado formaliza
mais precisamente de que forma M(A) é a "maior" unitização.
Proposição 1.2.29. Seja A uma C*-álgebra. Dada qualquer unitiza-
ção C de A, existe um único ∗-homomorfismo injetor ϕ ∶ C → M(A)
de forma que o diagrama
A
  // o

M(A)
C
ϕ
<<
comuta.
Esta proposição será demonstrada adiante neste trabalho, quando
fizermos a construção da álgebra de multiplicadores.
Por esta propriedade universal, segue que M(A) é única a menos
de isomorfismos. Vamos mostrar adiante que esta C*-álgebra sempre
existe.
Definição 1.2.30. Sejam A,B C*-álgebras. Um ∗-homomorfismo f ∶
A→ B é chamado não degenerado se span{f(a)b∣a ∈ A e b ∈ B} é denso
em B.
É possível mostrar que um ∗-homomorfismo f ∶ A → B é não de-
generado se, e somente se, dada uma unidade aproximada {ei}i∈I para
A, {f(ei)}i∈I é uma unidade aproximada para B.
Veremos mais a frente neste trabalho que os ∗-homomorfismos não
degenerados serão de particular interesse. Eles serão os morfismos para
certas (bi)categorias de C*-álgebras.
1.3 Categorias
Um estudo mais aprofundado deste assunto pode ser feito através
de [1]. Em uma categoria uma coleção de objetos e de morfismos não
precisam ser conjuntos. Por esta razão, evitaremos usar as notações
de conjunto para expressar o que é necessário, quando não soubermos
que as coleções em questão de fato se tratam de conjuntos. Usaremos a
noção de aplicação para o correspondente a uma função entre coleções.
Uma aplicação ainda precisa estar definida em todos os elementos da
coleção inicial e não pode levar um mesmo elemento em dois elementos
diferentes da coleção final. Na literatura, pode-se encontrar a noção de
classes para se referir ao que chamamos de coleções.
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Definição 1.3.1. Uma categoria C consiste de
1. Uma coleção de objetos Ob(C).
2. Para cada par X,Y em Ob(C), existe uma coleção de morfismos
Hom(X,Y ).
3. Para cada X em Ob(C), existe um morfismo IdX em Hom(X,X)
chamado de morfismo identidade de X.
4. Para cada X,Y,Z em Ob(C), existe uma aplicação Hom(Y,Z) ×
Hom(X,Y )→Hom(X,Z) denotada por (g, f)↦ g ○f , chamada
composição de morfismos. Esta aplicação satisfaz as seguintes
condições:
(a) Dados X,Y em Ob(C) então para todo f em Hom(X,Y ),
temos que f ○ IdX = f e IdY ○ f = f .
(b) Dados X,Y,W,Z em Ob(C) e morfismos f em Hom(X,Y ),
g em Hom(Y,W ) e h em Hom(W,Z), temos
(h ○ g) ○ f = h ○ (g ○ f).
Denotaremos um elemento f de Hom(X,Y ) por f ∶ X → Y . Di-
remos que X é seu domínio e Y é seu contradomínio, ou codomínio. Em
alguns momentos também chamaremos morfismos de flechas, denotando-
os apenas por X → Y .
Observe que podemos identificar os objetos com os morfismos iden-
tidade. Isto indica que podemos definir uma categoria apenas do ponto
de vista de morfismos, tornando os objetos implícitos. Não adotamos
esta convenção neste trabalho pois queremos evidenciar os objetos das
categorias que faremos uso.
Exemplo 1.3.2. Todo conjunto pode ser visto como uma categoria,
acrescentando apenas os morfismos identidade para cada elemento do
conjunto. Em particular, um conjunto com um só ponto é visto como
uma categoria, denotado por 1.
Exemplo 1.3.3. A categoria Set tem como objetos a coleção de todos
os conjuntos e como morfismos a coleção de todas as funções entre
conjuntos.
Os morfismos identidade são as funções identidade e a composição
de morfismos é dada pela composição de funções. Os dados definidos
acima formam uma categoria, denominada de Set.
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Todos os nossos próximos exemplos terão a mesma estrutura de
identidades e composição de morfismos, a menos que seja mencionado
algo diferente.
Exemplo 1.3.4. A categoria Grp tem como objetos os grupos e mor-
fismos os homomorfismos de grupos.
Exemplo 1.3.5. A categoria InvSG tem como objetos os semigrupos
inversos e morfismos os homomorfismos de semigrupos.
Exemplo 1.3.6. A categoria Top tem como objetos os espaços topológi-
cos e morfismos as funções contínuas.
Exemplo 1.3.7. A categoria C∗ tem como objetos C*-álgebras e mor-
fismos os ∗-homomorfismos entre C*-álgebras.
Observe que em todos os exemplos acima os morfismos são funções
entre conjuntos, por isso faz sentido falar de identidades e composição
no sentido de funções como no primeiro exemplo. Apesar disto, identi-
dades e composições também são termos usados no estudo de categorias
quaisquer.
Definição 1.3.8. Dada uma categoria C, um morfismo f ∶ X → Y de
Hom(X,Y ) é chamado inversível se existe um outro morfismo g ∶ Y →
X em Hom(Y,X) de forma que g ○f = IdX e f ○g = IdY . Tal morfismo
também é chamado de isomorfismo.
Caso exista um morfismo inversível f ∶ X → Y , dizemos que X e Y
são isomorfos. Isto indica que X e Y são objetos similares dentro da
nossa categoria, e que o estudo de um é equivalente ao estudo do outro.
Note que, caso exista, g como acima será único. Então g é denotado
por f−1 e chamado de inversa de f .
Observe que todo morfismo identidade é automaticamente inver-
sível, sendo sua própria inversa.
Exemplo 1.3.9. Na categoria Set os morfismos inversíveis são pre-
cisamente as funções inversíveis, ou seja, as funções bijetivas. Similar-
mente, na categoria Grp, os morfismos inversíveis são os isomorfismos
de grupos e analogamente para os outros exemplos que mencionamos
acima.
Definição 1.3.10. Uma categoria é chamada pequena se as coleções
de objetos e morfismos são conjuntos.
Definição 1.3.11. Um grupoide G é uma categoria pequena em que
todos os morfismos são inversíveis.
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Observe que caso um grupoide G tenha apenas um objeto, então o
conjunto dos seus morfismos forma um grupo. Quando este for o caso,
diremos que o grupoide em si é um grupo e o denotaremos por G.
Equivalentemente, um grupo pode ser visto como um grupoide, em
que os elementos do grupo correspondem aos morfismos do grupoide
com um só objeto e a composição corresponde ao produto do grupo.
Similarmente, se S é um semigrupo inverso com unidade, podemos
considerá-lo uma categoria da mesma forma, identificando a unidade
como seu único objeto e os morfismos sendo os elementos do semigrupo
inverso. Denotaremos esta categoria também por S.
Exemplo 1.3.12. Considere um conjunto qualquer de objetos. Defina
como morfismos apenas os morfismos identidade. Esta categoria será
um grupoide.
Observe que se f está em Hom(X,Y ) e g está em Hom(Y,Z) de
forma que f e g são inversíveis, então g ○ f é inversível. De fato, é fácil
ver que f−1 ○ g−1 é a inversa de g ○ f .
Veremos agora algumas equivalências para o fato de uma função ser
inversível.
Proposição 1.3.13. Seja C uma categoria. Dado f em Hom(X,Y )
temos que são equivalentes:
1. f é inversível.
2. Existem g, h em Hom(Y,X) de forma que g ○ f = IdX e f ○ h =
IdY .
3. Existem g em Hom(Y,Z) e h em Hom(W,X) tais que g ○ f e
f ○ h são inversíveis.
Demonstração: É claro que 1 implica 2 e 3. Para 2⇒ 1, sejam g e h
como em 2. Temos
g = g ○ IdY = g ○ (f ○ h) = (g ○ f) ○ h = h,
donde g = h = f−1.
Para 3⇒ 2, sejam g e h como em 3. Sejam k = (g○f)−1 e l = (f○h)−1.
Temos
IdX = k ○ (g ○ f) = (k ○ g) ○ f,
donde k ○ g está em Hom(Y,X) e é uma inversa à esquerda de f .
Similarmente, h ○ l está em Hom(Y,X) e é uma inversa à direita de f ,
como queríamos demonstrar.
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Definição 1.3.14. Seja C uma categoria. Dizemos que D é uma sub-
categoria de C se todo objeto de D é um objeto de C e, para quaisquer
X,Y em Ob(D), os morfismos Hom(X,Y ) em D também são morfis-
mos de Hom(X,Y ) em C. Além disso, a composição em D é a mesma
composição de C.
Exemplo 1.3.15. Os exemplos 1.3.4 − 1.3.7 são subcategorias do ex-
emplo 1.3.3.
Exemplo 1.3.16. Na categoria Grp, podemos considerar apenas os
grupos abelianos. Isto nos dá uma subcategoria de Grp, denotada por
Ab.
Exemplo 1.3.17. Na categoria Top, podemos nos restringir apenas
aos espaços topológicos Hausdorff localmente compactos. Podemos
ainda restringir os morfismos às funções contínuas próprias2. Esta será
uma subcategoria de Top, denotada por LCH.
Dada uma categoria C, podemos definir outra categoria, chamada de
categoria oposta e denotada por Cop, em que Ob(Cop) = Ob(C) e para
todo X,Y em Ob(Cop), HomCop(X,Y ) = HomC(Y,X). Em outras
palavras estamos invertendo as flechas, já que se f ∶ X → Y em C,
temos f ∶ Y → X em Cop. Para morfismos f em HomCop(X,Y ) e g
em HomCop(Y,Z), definimos a composição ○op por g ○op f ∶= f ○ g, em
que ○ denota a composição de C, g está em HomC(Z,Y ) e f está em
HomC(Y,X).
Definição 1.3.18. Sejam C e D categorias. Um funtor covariante F
de C para D é um par de aplicações, (FOb, FHom) de forma que FOb
leva objetos de C em objetos de D, e FHom leva um morfismo f de
Hom(A,B) de C para um morfismo F (f) de Hom(F (A), F (B)) de D,
satisfazendo as seguintes condições:
1. FHom(IdX) = IdFOb(X), para todo X em Ob(C).
2. FHom(g ○ f) = FHom(g) ○ FHom(f), para todo f em Hom(X,Y )
e g em Hom(Y,Z).
Escrevemos F ∶C → D para indicar que temos um funtor de C paraD. Além disso, a fim de simplificar as notações, vamos usar a mesma
notação F para ambas as aplicações FOb e FHom. Por exemplo, a
primeira condição se torna F (IdX) = IdF (X) e a segunda condição se
2Uma função é dita ser própria se a imagem inversa de um compacto é também
compacto.
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torna F (g ○ f) = F (g) ○ F (f). Além disto, para cada X em Ob(C),
denotaremos por F (X) sua imagem pelo funtor F em Ob(D). Simi-
larmente, se X,Y estão em Ob(C) e f ∶ X → Y está em Hom(X,Y ),
denotaremos por F (f) ∶ F (X) → F (Y ) sua imagem pelo funtor F em
Hom(F (X), F (Y )).
Observe que se F ∶ C → D é um funtor, então a coleção de todos os
objetos Y de D de forma que Y = F (X), para algum X em Ob(C) e
a coleção de todos os morfismos g ∶ F (A) → F (B) de D de forma que
g = F (f), para algum f em Hom(A,B) não precisa ser uma categoria.
Por exemplo, considere as seguintes categorias:
A
g

B C
f

D
e
P
k

h○k
88Q
h

R,
em que as letras maiúsculas simbolizam os objetos e as letras minúsculas
os morfismos diferentes da identidade. Considere então o funtor F (A) =
P , F (B) = Q = F (C), F (D) = R, F (g) = k e F (f) = h. Note que o
conjunto gerado por esses elementos não é uma categoria, pois h○k não
está nele.
Definição 1.3.19. Sejam C e D categorias. Um funtor contravariante
F de C para D é um par de aplicações, (FOb, FHom) de forma que FOb
leva objetos de C em objetos de D, e FHom leva um morfismo f de
Hom(A,B) de C para um morfismo F (f) de Hom(F (B), F (A)) de D,
satisfazendo as seguintes condições:
1. FHom(IdX) = IdFOb(X), para todo X em Ob(C).
2. FHom(g ○ f) = FHom(f) ○ FHom(g), para todo f em Hom(X,Y )
e g em Hom(Y,Z).
Observe que se F ∶ C → D é um funtor, então Fop ∶ Cop → D definida
da mesma maneira que F é um funtor contravariante. De fato, como F é
um funtor, segue que Fop(IdX) = IdF (X). Além disto, pela composição
da categoria oposta, temos
Fop(f ○op g) = Fop(g ○ f) = Fop(g) ○ Fop(f).
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Similarmente, F op ∶ C → Dop e F opop ∶ Cop → Dop definidos da mesma
maneira que F serão um funtor contravariante e um funtor covariante,
respectivamente.
Exemplo 1.3.20. Dadas as categorias Grp e Set, existe um funtor U ∶
Grp→ Set que “esquece” as propriedades de grupo, lembrando apenas
do conjunto subjacente. Por esta razão, este funtor é chamado de funtor
esquecimento, ou funtor subjacente. Podemos fazer o mesmo com as
categorias InvSG e C∗ para Set. Dada uma C∗-álgebra, podemos
também criar um funtor esquecimento T ∶ C∗ → Ab mandando C*-
álgebras no grupo aditivo abeliano subjacente.
Note que um funtor F ∶ C → D leva morfismos inversíveis em morfis-
mos inversíveis e que, dados X,Y,W,Z em Ob(C) e f em Hom(X,Y ),
g em Hom(Y,Z), h em Hom(X,W ) e k em Hom(W,Z), temos que se
o diagrama
X
f //
h

Y
g

W
k
// Z
comuta, então o diagrama
F (X) F (f) //
F (h)

F (Y )
F (g)

F (W )
F (k) // F (Z)
também comuta. Em outras palavras, F leva diagramas comutativos
em diagramas comutativos.
Faremos agora um estudo do ponto de vista categórico de ações de
grupos e semigrupos inversos.
Definição 1.3.21. Uma ação de grupos em uma categoria C é um
funtor α ∶ G→ C, em que G é um grupo.
Aqui estamos considerando o grupo G como uma categoria vendo
sua unidade e como o único objeto da categoria e cada elemento do
grupo como um morfismo. A composição desta categoria é dada pela
multiplicação do grupo.
Note que alteramos a notação de funtores usual para que fique evi-
denciado que estamos falando de ações, além do fato de que esta é uma
notação padrão para este tipo de estudo.
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No caso acima, chamaremos α da ação de G sobre o objeto α(e),
em que e ∈ G é a unidade do grupo.
Exemplo 1.3.22. Seja G um grupo qualquer. Na categoria Set, um
funtor α de G para Set associa à unidade do grupo um conjunto X.
Neste caso, diremos que a ação do grupo é sobre X. Os morfismos
serão funções bijetoras, denotadas por αg de X em X, para todo g ∈ G.
Como α é um funtor, αe = IdX e αgαh ∶= αg ○ αh = αgh. Note que esta
coincide com a definição clássica de ações de grupos sobre conjuntos.
Considere agora o caso de um semigrupo inverso S com unidade.
Podemos considerá-lo como uma categoria da mesma forma que fizemos
com um grupo, fazendo com que sua unidade seja o único objeto da
categoria e que seus elementos sejam os morfismos. Podemos então
tentar codificar a noção de uma ação de semigrupo inverso sobre uma
categoria como um funtor, como feito no caso de grupos, porém isto
tem alguns problemas que serão abordados a seguir.
Seja α um funtor de um semigrupo inverso S com unidade para
Set. Este não dá origem a uma ação de semigrupos inversos sobre um
conjunto X. Os morfismos são funções, denotadas por αs de X para
X para todo s ∈ S. Similarmente, α1 = IdX e αsαt ∶= αs ○ αt = αst.
Usando as propriedades de semigrupos inversos, temos que αeαe = αe,
para todo e ∈ E(S). Daí, αe(X) ∶= {x ∈X ∶ ∃y ∈X com αe(y) = x} ⊂X
é da forma que αe∣αe(X) = Idαe(X). Porém, não temos controle de
como αe é fora deste subconjunto. Isto implica que esta função não é
necessariamente uma bijeção, bem como cada αs com s ∈ S. Com isto,
não podemos codificar a noção de uma ação de semigrupos inversos,
como definida em [11], através de funtores. Adiante em nosso trabalho,
vamos contornar isto com o uso de bicategorias e funtores fracos.
Exemplo 1.3.23. Considere a categoria C∗. Dado G um grupo, α ∶
G→ C∗ age sobre uma C*-álgebraA. Os morfismos são ∗-automorfismos
de A. As mesmas propriedades como no exemplo anterior são obtidas,
gerando uma ação de grupos sobre C*-álgebras no sentido clássico.
Sejam C, D e E categorias. Dados funtores F ∶ C → D e G ∶ D → E ,
podemos compor estes funtores de maneira canônica. Esta composição
ainda será um funtor, como pode ser facilmente verificado, e será de-
notado por G ○ F . É claro que esta composição é associativa.
Além disso, para cada categoria C, existe o funtor identidade deC para C, denotado por IdC , que mantém a categoria igual. Quando
a categoria em questão não for relevante, vamos denotar este funtor
apenas como Id ou 1. Com isso temos mais um exemplo de categorias:
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Exemplo 1.3.24. A categoria Cat tem como objetos as categorias
pequenas e como morfismos os funtores. Pelo que foi discutido acima,
esta é, de fato, uma categoria.
Motivados por isto, vemos que duas categorias C e D são isomorfas
se existe um funtor F ∶ C → D inversível. Em geral, não temos isomor-
fismos entre categorias. Apesar disso, duas categorias ainda podem ser
muito parecidas sem serem isomorfas. Esta noção é chamada de equiv-
alência entre categorias. São como isomorfismos enfraquecidos. Para
formalizar isso, primeiro definiremos uma noção de transformações en-
tre funtores.
Definição 1.3.25. Sejam C e D duas categorias. Dados F,G ∶ C → D
funtores, uma transformação natural η de F para G, denotada por
η ∶ F → G é uma coleção de morfismos {ηX}X em Ob(C) em D, com
ηX ∶ F (X) → G(X) de forma que, para todo f ∶ X → Y em C, o
diagrama
F (X) ηX //
F (f)

G(X)
G(f)

F (Y ) ηY // G(Y )
comuta.
Uma transformação natural η é chamada um isomorfismo natural
se a coleção de morfismos {ηX}X em Ob(C) for composta de morfismos
inversíveis. Um isomorfismo natural η de F para G será denotado por
η ∶ F ∼Ð→ G.
Podemos interpretar uma transformação natural como uma “transla-
ção”, através da coleção de morfismos, de diagramas comutativos prove-
nientes de um funtor, para diagramas comutativos provenientes de
outro funtor.
Uma transformação natural é geralmente chamada um morfismo
entre funtores.
Definição 1.3.26. Sejam C e D categorias. Dizemos que C e D são
equivalentes se existem funtores F ∶ C → D e G ∶ D → C e isomorfismos
naturais η ∶ G ○ F ∼Ð→ IdC e µ ∶ F ○G ∼Ð→ IdD.
Caso os funtores em questão sejam contravariantes e mesmo assim
existirem os isomorfismos naturais como definidos acima, então dize-
mos que existe uma dualidade entre as categorias. Observe que uma
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dualidade entre categorias C e D é o mesmo que uma equivalência entre
as categorias Cop e D.
Já vimos que podemos compor funtores, quando a categoria de base
de um é igual a categoria sobre a qual a imagem do outro funtor está.
Vamos fazer algo similar para transformações naturais. Sejam C e D
duas categorias. Dados F,G,H ∶ C → D funtores de forma que existam
transformações naturais η ∶ F → G e µ ∶ G → H. Podemos então
construir uma transformação natural µ ○ η de F para H, em que (µ ○
η)X ∶= (µX ○ ηX)X , sendo X um objeto de C. Para ver que esta de
fato é uma transformação natural, seja f ∶ X → Y um morfismo em C
e considere os diagramas,
F (X) ηX //
F (f)

G(X)
G(f)

µX // H(X)
H(f)

F (Y ) ηY // G(Y ) µY // H(Y ).
Observe que cada quadrado comuta, pelas propriedades naturais de
η e µ, e portanto o retângulo exterior comuta, provando que µ○η como
definida acima é uma transformação natural.
Iremos discutir agora mais alguns aspéctos técnicos sobre a criação
de novos funtores e transformações naturais a partir de já existentes.
Sejam C e D duas categorias. Podemos formar uma nova cate-
goria, denotada por C × D em que os objetos são da forma (X,Y ),
em que X está em Ob(C) e Y está em Ob(D), e os morfismos são
da forma (f, g), em que f é um morfismo de C e g é um morfismo
de D. O morfismo identidade de um objeto (X,Y ) é o morfismo da
forma (IdX , IdY ). Dados (f1, g1) ∶ (X1, Y1) → (W1, Z1) e (f2, g2) ∶(W1, Z1) → (X2, Y2), definimos a composição deles como sendo a apli-
cação que manda ((f2, g2), (f1, g1)) em (f2 ○ f1, g2 ○ g1), em que as
composições usadas são de C e D, respectivamente. Esta é de fato uma
categoria, e é chamada de produto das categorias C e D ou de categoria
produto, quando as categorias subjacentes estão claras.
Dados F1 ∶ C → E e F2 ∶ D → F funtores, podemos criar o fun-
tor F1 × F2 ∶ C × D → E × F , que leva um objeto (X,Y ) no objeto(F1(X), F2(Y )) e um morfismo (f, g) no morfismo (F1(f), F2(g)). Us-
ando as propriedades funtoriais de F1 e F2 e a definição da categoria
produto, segue que F1 × F2 é um funtor.
Considere agora F1,G1 ∶ C → E e F2,G2 ∶ D → F funtores. Suponha
também que existam transformações naturais η1 ∶ F1 → G1 e η2 ∶ F2 →
G2. Podemos então criar uma transformação natural η1 ∗η2 ∶ F1×F2 →
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G1×G2, de forma que cada morfismo de (η1∗η2)(X,Y ) ∶= (η1X , η2Y ), que
é um morfismo em E ×F , para cada (X,Y ) objetos de C ×D. Usando
acomutatividade dos diagramas das transformações η1 e η2, segue que
η1 ∗ η2 é uma transformação natural. Além disso, se η1 e η2 forem
isomorfismos naturais, então η1 ∗ η2 será um isomorfismo natural.
Por fim, se η é uma transformação natural entre os funtores F,G ∶C → D e H ∶ D → E , então H(η) ∶ H ○ F → H ○G, em que (H(η))X ∶=
H(ηX), sendo X um objeto de C, é uma transformação natural, como
pode ser visto usando as propriedades funtoriais de H e o diagrama da
comutatividade de η.
Estas ideias serão usadas adiante no trabalho.
1.4 Fibrados de Fell
Para um estudo mais aprofundado deste assunto, recomendamos
[12].
Iniciaremos com um estudo de fibrados de Fell sobre um grupo G.
Fixe, por toda esta seção, G como sendo um grupo.
Definição 1.4.1. Um fibrado de Fell sobre G é uma tripla (B, ⋅,∗) em
que B é a união disjunta de uma coleção de espaços de Banach {Bg}g∈G
e ⋅ ∶ B × B → B, é uma função que chamaremos de produto,
e ∗ ∶ B → B, é uma função que chamaremos de involução,
de forma que, para todo g, h, k ∈ G e b, c ∈ B, as seguintes propriedades
são válidas:
(i) Bg ⋅Bh ⊆ Bgh.
(ii) O produto é bilinear quando restrito a Bg ×Bh.
(iii) O produto é associativo.
(iv) ∥b ⋅ c∥ ≤ ∥b∥∥c∥.
(v) (Bg)∗ ⊆ Bg−1 .
(vi) A involução é conjugado-linear quando restrita a Bg.
(vii) (b ⋅ c)∗ = c∗ ⋅ b∗.
(viii) (b∗)∗ = b.
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(ix) ∥b∗∥ = ∥b∥.
(x) ∥b∗ ⋅ b∥ = ∥b∥2.
(xi) b∗ ⋅ b ≥ 0.
Um fibrado de Fell é dito saturado se, para quaisquer g, h ∈ G, span{b⋅c ∶
b ∈ Bg, c ∈ Bh} = Bgh.
Observe que o item (xi) faz sentido pois b∗ ⋅ b ∈ Be e os itens an-
teriores implicam que Be é uma C*-álgebra. Nos referiremos a uma
tripla da forma (B, ⋅,∗) apenas como B quando o produto e a involução
estiverem claros.
Exemplo 1.4.2. Seja A uma C*-álgebra. Tome Be = A e Bg = 0 para
todo g ∈ G/{e} e defina o produto e a involução como em A. Esta tripla
dá origem a um fibrado de Fell de maneira trivial.
Exemplo 1.4.3. Tome Bg = C para todo g ∈ G. Denotaremos os
elementos de Bg por aδg, em que a ∈ C. Uma interpretação para esta
notação é pensar que elementos do fibrado são funções de G para C.
Neste caso δg corresponde à função característica do elemento g. Defina
o produto por (aδg) ⋅ (bδh) = abδgh,
e a involução por (aδg)∗ = aδ−1g .
Esta tripla dá origem a um fibrado de Fell.
Exemplo 1.4.4. Seja A uma C*-álgebra e suponha que exista uma
ação α de G para A. Tome Bg = A para todo g ∈ G. Usaremos
novamente a mesma notação do exemplo anterior, denotando por aδg,
em que a ∈ A, um elemento de Bg. Dados aδg ∈ Bg e bδh ∈ Bh, defina o
produto e a involução da seguinte forma:
(aδg) ⋅ (bδh) ∶= aαg(b)δgh,
e (aδg)∗ ∶= αg−1(a∗)δg−1 .
Mostraremos que esta tripla dá origem a um fibrado de Fell. Note
que as propriedades (i) e (v) são triviais, porém observe que isso é
importante ser notado pela definição do produto.
Dados aδg, a1δg, a2δg ∈ Bg, bδh, b1δh, b2δh ∈ Bh, cδk ∈ Bk e λ ∈ C,
temos
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(ii)
aδg ⋅ (b1 + λb2)δh = aαg(b1 + λb2)δgh == aαg(b1)δgh + λaαg(b2)δgh == aδg ⋅ b1δh + λaδg ⋅ b2δh.
Analogamente temos a linearidade na primeira entrada.(iii)
(aδg ⋅ bδh) ⋅ cδk = (aαg(b)δgh) ⋅ cδk == aαg(b)αgh(c)δghk == aαg(bαh(c))δghk == aδg ⋅ (bαh(c))δhk = aδg ⋅ (bδh ⋅ cδk).(iv)
∥aδg ⋅ bδh∥ = ∥aαg(b)δgh∥ ≤≤ ∥aδg∥∥αg(b)δh∥ = ∥aδg∥∥bδh∥.(vi)
((a1 + λa2)δg)∗ = αg−1((a1 + λa2)∗)δg−1 == αg−1(a∗1 + λa∗2)δg−1 == (αg−1(a∗1) + λαg−1(a∗2))δg−1 = (a∗1 + λa∗2)δg−1 .(vii)
(aδg ⋅ bδh)∗ = (aαg(b)δgh)∗ == αh−1g−1((aαg(b))∗)δh−1g−1 == αh−1g−1(αg(b∗)a∗)δh−1g−1 == αh−1(b∗)αh−1(αg−1(a∗))δh−1g−1 = (bδh)∗ ⋅ (aδg)∗.(viii)
(aδg)∗∗ = (αg−1(a∗)δg−1)∗ == αg(αg−1(a∗)∗)δg == αg(αg−1(a))δg = aδg.(ix)
∥(aδg)∗∥ = ∥αg−1(a∗)δg−1∥ = ∥aδg∥.
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(x)
∥(aδg)∗ ⋅ aδg∥ = ∥αg−1(a∗)δg−1 ⋅ aδg∥ == ∥αg−1(a∗)αg−1(a)δe∥ == ∥αg−1(a∗a)δe∥ == ∥a∗aδe∥ = ∥aδg∥2.(xi)
(aδg)∗ ⋅ aδg = αg−1(a∗)δg−1 ⋅ aδg == (αg−1(a))∗αg−1(a)δe ≥ 0.
Com isso concluímos que a tripla definida acima é de fato um fibrado
de Fell.
O leitor mais atento pode notar que a estrutura de produto e in-
volução do fibrado definido acima se parece muito com a estrutura de
produto e involução do produto cruzado de A pela ação α de G. Esta
similaridade não é um mero acaso, veremos a seguir que podemos con-
struir uma C*-álgebra a partir de um fibrado de Fell e, neste último
exemplo, tal C*-álgebra é isomorfa ao produto cruzado cheio A ⋊α G,
como pode ser visto em [12].
Fixe a partir de agora um fibrado de Fell B = {Bg}g∈G.
Definição 1.4.5. Uma seção de B é uma função f ∶ G → B tal que
f(g) ∈ Bg para todo g em G.
Os δg construídos no exemplo (2) podem ser vistos como seções do
fibrado de Fell do exemplo em questão. No caso geral, se a ∈ Bg, então
aδg pode ser visto como uma seção do fibrado que vale a em g e 0 em
G/{g}.
Neste trabalho, nos importaremos apenas com as seções de suporte
finito3, as quais denotaremos por Cc(B). Observe que Cc(B) tem a
estrutura de espaço vetorial dada pela soma e produto por escalar pon-
tuais. Nosso objetivo é transformá-lo em uma ∗-álgebra. Para tal,
precisamos definir um produto e uma involução em Cc(B). Note que
um elemento y de Cc(B) pode ser escrito como
∑
g∈G y(g)δg
3Uma função f é dita ter suporte finito se existe apenas uma quantidade finita
de elementos em seu domínio tal que f ≠ 0.
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em que apenas uma quantidade finita de termos é diferente de zero.
Dadas duas seções, y, z ∈ Cc(B), podemos fazer o produto formal
das seções vistas como acima. Note que nosso objetivo é saber que
elemento estará na“posição g” da soma. Para tanto, note que um tal
elemento deve ser ∑
h∈G y(h) ⋅ z(h−1g).
Portanto, o produto y ∗ z pode ser visto como a soma formal
∑
g∈G ∑h∈G y(h) ⋅ z(h−1g)δg.
Esta soma descreve o produto de convolução das duas seções. Este
produto está bem definido porque, novamente, apenas uma quantidade
finita de termos é diferente de zero em cada soma, por y e z terem esta
propriedade.
Mais ainda, podemos definir a involução da seguinte forma:
y∗ = ∑
g∈G y(g−1)∗δg,
em que a involução nos elementos dentro da soma é a involução dada
pelo fibrado.
Queremos então verificar que este produto é bilinear e associativo,
e a involução é conjugado-linear, anti-multiplicativa e idempotente.
Comecemos pelo produto.
Dados x,x1, x2, y, z ∈ Cc(B), λ ∈ C e g ∈ G.
((x1 + λx2) ∗ y)(g) = ∑
h∈G(x1 + λx2)(h) ⋅ y(h−1g) == ∑
h∈G(x1(h) + λx2(h)) ⋅ y(h−1g) == ∑
h∈Gx1(h) ⋅ y(h−1g) + λx2(h) ⋅ y(h−1g) == ∑
h∈Gx1(h) ⋅ y(h−1g) + λ ∑h∈Gx2(h) ⋅ y(h−1g) == (x1 ∗ y + λx2 ∗ y)(g).
A linearidade na segunda entrada é análogo.
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((x ∗ y) ∗ z)(g) = ∑
h∈G(x ∗ y)(h) ⋅ z(h−1g) == ∑
h∈G∑k∈Gx(k) ⋅ y(k−1h) ⋅ z(h−1g) == ∑
k∈Gx(k) ⋅ (∑h∈G y(k−1h) ⋅ z(h−1g)).
Por outro lado,
(x ∗ (y ∗ z))(g) = ∑
k∈Gx(k) ⋅ (y ∗ z)(k−1g) == ∑
k∈Gx(k) ⋅ (∑h∈G y(h) ⋅ z(h−1k−1g)) =(kh↔ h)= ∑
k∈Gx(k) ⋅ (∑h∈G y(k−1h) ⋅ z(h−1g)).
Logo, o produto é bilinear e associativo. Para a involução
(x1 + λx2)∗(g) = (x1 + λx2)(g−1)∗ == x1(g−1)∗ + λx2(g−1)∗ = x∗1(g) + λx∗2(g).
(x ∗ y)∗(g) = (x ∗ y)(g−1)∗ == (∑
h∈Gx(h) ⋅ y(h−1g−1))∗ == ∑
h∈G y(h−1g−1)∗ ⋅ x(h)∗ == ∑
h∈G y
∗(gh) ⋅ x∗(h−1) =(gh↔ h)
= ∑
h∈G y
∗(h) ⋅ x∗(h−1g) = (y∗ ∗ x∗)(g).
Isto mostra que com este produto e involução, Cc(B) é uma ∗-
álgebra. O próximo passo da construção de uma C*-álgebra a partir
do nosso fibrado B é tratar do que seria uma ∗-representação dele.
Definição 1.4.6. Uma ∗-representação de um fibrado de Fell B em
uma ∗-álgebra C é uma coleção de transformações lineares {pig}g∈G,
pig ∶ Bg → C, tais que para quaisquer g, h ∈ G, b ∈ Bg e c ∈ Bh temos
(i) pig(b)pih(c) = pigh(b ⋅ c),
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(ii) pig(b)∗ = pig−1(b∗).
Dado um fibrado de Fell B, sempre temos uma ∗-representação
canônica em Cc(B). Esta é dada pelos operadores de “inclusão” de
Bg em Cc(B), para todo g ∈ G. Em outras palavras, operadores lin-
eares
jg ∶ Bg → Cc(B)
definidos por
jg(b) = bδg
O fato de que estes operadores de fato formam uma ∗-representação
segue da definição das operações em Cc(B).
Nosso próximo objetivo é considerar a C*-álgebra envolvente, veja
[4], de Cc(B) porém, para isto precisamos mostrar que o conjunto for-
mado pelas C*-seminormas4 de Cc(B) é uniformemente limitado. Para
tanto, precisaremos de um lema auxiliar.
Lema 1.4.7. Dadas uma C*-álgebra A e uma C*-seminorma p de A,
temos que p(a) ≤ ∥a∥, para todo a em A, em que ∥.∥ é a norma que faz
de A uma C*-álgebra.
Demonstração: Defina N ∶= {a ∈ A ∶ p(a) = 0}. É rotineiro mostrar
que N é um ideal involutivo de A e que a C*-seminorma p induz uma
C*-norma sobre A/N por p˜(a + N) ∶= p(a). Podemos então tomar o
completamento de A/N com respeito a esta C*-norma, o que dá origem
a uma C*-álgebra a qual chamaremos de B.
Defina agora a função ϕ ∶ A → B por ϕ(a) = a + N . É claro que
ϕ é um ∗-homomorfismo, por construção, e como este é sobre duas
C*-álgebras, segue que p(a) = p˜(ϕ(a)) ≤ ∥a∥.
Nosso próximo resultado nos dá uma limitação para as C*-seminormas
de Cc(B).
Proposição 1.4.8. Seja p uma C*-seminorma de Cc(B). Para cada
y ∈ Cc(B), temos
p(y) = p⎛⎝∑g∈G y(g)δg⎞⎠ ≤ ∑g∈G ∥y(g)∥.
Demonstração: Primeiramente, note que
p(jg(b))2 = p(jg(b)∗ ∗ jg(b)) = p(jg−1(b∗) ∗ jg(b)) = p(j1(b∗b)).
4Uma C*-seminorma é uma C*-norma de forma sem o axioma de que ∥x∥ = 0⇒
x = 0.
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Se substituirmos g por 1 na equação acima, teremos que p ○ j1 é uma
C*-seminorma de B1. Pelo lema provado acima, temos p ○ j1(a) ≤ ∥a∥
para todo a ∈ B1, o que mostra, usando novamente a equação acima,
que p(jg(b)) ≤ ∥b∥ para todo b ∈ Bg.
Dado então y ∈ Cc(B), escreva y = ∑
g∈G y(g)δg. Temos que
p(y) ≤ ∑
g∈Gp(y(g)δg) = ∑g∈Gp(jg(y(g))) ≤ ∑g∈G ∥y(g)∥,
como queríamos mostrar.
Com isso podemos definir a C*-seminorma universal de Cc(B) por∥y∥u ∶= sup{p(y) ∶ p é C*-seminorma.}.
Como mencionado acima, ∥⋅∥u é, a princípio, apenas uma seminorma
e portanto, ainda precisamos quocientar pelo núcleo dela para termos
uma norma sobre o espaço quociente.
Defina N ∶= {y ∈ Cc(B) ∶ ∥y∥u = 0}. Temos que N é um ideal de
Cc(B) e que ∥.∥u induz uma norma sobre Cc(B)/N ainda denotada
por ∥ ⋅ ∥u. Definimos a C*-álgebra seccional cheia do fibrado de FellB como sendo o completamento Cc(B)/N ∥⋅∥u . A C*-álgebra seccional
cheia de B será denotada por C∗(B). Na verdade, pode-se mostrar
que ∥ ⋅ ∥u é uma norma, ou seja, N = 0. Isto segue da existência de
um ∗-homomorfismo fiel de Cc(B) em uma C*-álgebra, o qual pode ser
construído através da chamada representação regular de B; veja [12]
para mais detalhes.
Exemplo 1.4.9. No Exemplo 1.4.2 a C*-álgebra seccional cheia do
fibrado de Fell acaba sendo degenerada, já que todas as suas seções
estão em bijeção com os elementos de A, temos que Cc(B) é ∗-isomorfo
a A, o que implica que a C*-álgebra seccional cheia do fibrado é isomorfa
a A.
Exemplo 1.4.10. O fibrado de Fell do Exemplo 1.4.3 tem como C*-
álgebra seccional cheia a C*-álgebra cheia do grupo G. Isto pode ser
visto seguindo a construção que foi feita, já que Cc(B) neste caso é
exatamente a álgebra de grupo C[G]. Também, a C*-álgebra cheia
do grupo é exatamente a C*-álgebra envolvente da álgebra do grupo,
exatamente como no nosso caso. Para o leitor não familiarizado com
C*-álgebras de grupo e C*-álgebras envolventes indicamos [4].
Como ∥.∥u é de fato uma norma, existe uma inclusão canônica de
Cc(B) em C∗(B). Iremos nos referir à imagem desta inclusão também
como Cc(B) por abuso de notação.
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Mostraremos agora uma maneira de construir ∗-homomorfismos de
C∗(B) a partir de ∗-representações do fibrado de Fell.
Proposição 1.4.11. Seja pi = {pig}g∈G uma ∗-representação do fi-
brado de Fell B em uma C*-álgebra C. Então existe um único ∗-
homomorfismo
ϕ ∶ C∗(B)→ C,
tal que
ϕ(jg(b)) = pig(b), ∀g ∈ G, ∀b ∈ Bg.
Este ϕ será chamado da forma integrada de pi.
Demonstração: Dada pi uma ∗-representação, defina ϕ0 ∶ Cc(B)→ C
por
ϕ0(y) = ∑
g∈Gpig(y(g)), ∀y ∈ Cc(B).
Segue que ϕ0 é um ∗-homomorfismo pelo fato de pi ser uma ∗-representa-
ção. É claro que ϕ0 satisfaz ϕ0(jg(b)) = pig(b), para todo g ∈ G e b ∈ Bg.
Defina agora p(y) = ∥ϕ0(y)∥. Temos que p é uma C*-seminorma
de Cc(B), e por definição, p(y) ≤ ∥y∥u. Isto mostra que ϕ0 é contínua
com relação à norma universal, e com isso podemos estender nosso
homomorfismo ϕ0 para um homomorfismo ϕ de C∗(B) para C que
ainda satisfaz a propriedade requerida.
Observe que, reciprocamente, todo ∗-homomorfismo de C∗(B) dá
origem, através da composição com os jg’s, a uma representação de B e
portanto de Cc(B), implicando que há uma bijeção entre representações
do fibrado e ∗-homomorfismos da C*-álgebra seccional cheia do mesmo.
Mais ainda, se A é uma C*-álgebra e pigg∈G é uma representação de B
em A de forma que toda outra representação se fatora por ela, segue
que A é isomorfa à C∗(B), caracterizando C∗(B) por esta propriedade
universal.
Estudaremos agora fibrados de Fell sobre um semigrupo inverso S.
Para um estudo mais aprofundado deste assunto indicamos [10].
Fixe pelo resto desta seção S um semigrupo inverso.
Definição 1.4.12. Um fibrado de Fell sobre S é uma tripla (B, ⋅,∗) em
que B é a união disjunta de uma coleção de espaços de Banach {Bs}s∈S ,
⋅ ∶ B × B → B, é uma função que chamaremos de produto,
e ∗ ∶ B → B, é uma função que chamaremos de involução,
44
juntamente com uma coleção de operadores lineares isométricos jt,s ∶
Bs → Bt sempre que s ≤ t, de forma que, para todo s, t, u ∈ S e b, c ∈ B,
as seguintes propriedades são válidas:
(i) Bs ⋅Bt ⊆ Bst.
(ii) O produto é bilinear quando restrito a Bs ×Bt.
(iii) O produto é associativo.
(iv) ∥b ⋅ c∥ ≤ ∥b∥∥c∥.
(v) (Bs)∗ ⊆ Bs−1 .
(vi) A involução é conjugado-linear quando restrita a Bs.
(vii) (b ⋅ c)∗ = c∗ ⋅ b∗.
(viii) (b∗)∗ = b.
(ix) ∥b∗∥ = ∥b∥.
(x) ∥b∗ ⋅ b∥ = ∥b∥2.
(xi) b∗ ⋅ b ≥ 0.
(xii) Se s ≤ t ≤ u, então ju,s = ju,t ○ jt,s.
(xiii) Se s ≤ t e u ≤ v, então jt,s(b) ⋅ jv,u(c) = jtv,su(b ⋅ c).
(xiv) Se s ≤ t, então jt,s(b)∗ = jt−1,s−1(b∗).
Se para todo s, t ∈ S o produto Bs ⋅Bt = Bst, diremos que o fibrado é
saturado.
Iremos nos referir a um fibrado de Fell sobre um semigrupo inverso
S por B = {Bs}s∈S .
Observe que para todo e ∈ E(S), Be é uma C*-álgebra com o pro-
duto e involução induzidas do fibrado. Isto explica o item (xi) da
definição acima. Além disto, os itens (xiii), (xiv) fazem sentido já que
s ≤ t e u ≤ v implicam que s−1 ≤ t−1 e su ≤ tv.
Se s ≤ t, então jt,s identifica, isometricamente, Bs como um sube-
spaço de Bt e as operações são preservadas por causa dos itens (xiii)
e (xiv) da definição acima.
Veremos agora uma proposição mostrando como os operadores lin-
eares isométricos jt,s, com s, t ∈ S, se comportam em casos particulares.
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Proposição 1.4.13. Seja B = {Bs}s∈S um fibrado de Fell. As seguintes
propriedades são válidas:
1. Se s ∈ S, então js,s = idBs .
2. Se e, f ∈ E(S), e e ≤ f , então jf,e(Be) é um ideal bilateral fechado
de Bf .
Demonstração: Primeiro note que js,s ○ js,s = js,s, por (xii), e como
js,s é isométrico, e portanto injetor, segue que este é inversível quando
correstrito à sua imagem. Assim, compondo a equação acima à es-
querda com esta inversa, segue que js,s = idBs .
Para a segunda parte, sejam b ∈ Be e c ∈ Bf . Temos, usando o lema
anterior,
jf,e(b) ⋅ c = jff,ef(b ⋅ c) = jf,e(b ⋅ c) ∈ jf,e(Be),
donde segue que jf,e(Be) é um ideal à direita de Bf . Similarmente,
mostra-se que este é um ideal à esquerda. Por fim, como jf,e é uma
isometria, sua imagem é fechada, concluindo a demonstração.
Vamos mostrar a seguir uma equivalência para um dos itens da
definição de fibrados de Fell sobre semigrupos inversos.
Lema 1.4.14. Seja B = {Bs}s∈S uma coleção de espaços de Banach
satisfazendo todos os itens da Definição 1.4.12 com exceção, possivel-
mente, do item (xiii). São equivalentes:
1. O item (xiii) é válido.
2. Para todo s, t, u ∈ S com s ≤ t, jt,s(b) ⋅ c = jtu,su(b ⋅ c) para b ∈ Bs
e c ∈ Bu.
3. Para todo s, t, u ∈ S com s ≤ t, b ⋅ jt,s(c) = jut,us(b ⋅ c) para b ∈ Bu
e c ∈ Bs.
Demonstração: É claro que (1) implica (2) e (3). Além disso, dados
s, t, u ∈ S com s ≤ t, temos que us ≤ ut e portanto, usando os itens(viii) e (xiv) da Definição 1.4.12, (2) e (3) são equivalentes. Basta
então mostrar que assumindo que (2) é verdadeiro, e portanto também(3), (1) também é verdadeiro. Para isto, note que (1) é equivalente a
dizer que o seguinte diagrama comuta
Bs ×Bu ⋅ //
jt,s×jv,u

Bsu
jtv,su

Bt ×Bv ⋅ // Btv.
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Caracterizando (2) e (3) como diagramas comutativos, temos
Bs ×Bu ⋅ //
jt,s×id

Bsu
jtu,su

Bt ×Bu ⋅ // Btu
e
Bt ×Bu ⋅ //
id×jv,u

Btu
jtv,tu

Bt ×Bv ⋅ // Btv,
respectivamente.
Colando os dois diagramas, temos o seguinte diagrama comutativo:
Bs ×Bu ⋅ //
jt,s×id

Bsu
jtu,su

Bt ×Bu ⋅ //
id×jv,u

Btu
jtv,tu

Bt ×Bv ⋅ // Btv.
Além disso, como (id×jv,u)○(jt,s×id) = jt,s×jv,u e jtv,tu○jtu,su = jtv,su
pelo item (xii), donde segue que o diagrama comutativo acima é igual
ao diagrama que caracteriza (1), como queríamos demonstrar.
Existe uma construção análoga à feita no caso de grupos, para a
C*-álgebra seccional cheia de um fibrado de Fell sobre um semigrupo
inverso, denotada por C∗(B), como pode ser visto em [10].
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Capítulo 2
Módulos de Hilbert
2.1 Definições
Para um estudo mais aprofundado deste assunto indicamos [14] ou
[19]. Fixe por este capítulo A uma C*-álgebra.
Definição 2.1.1. Um espaço vetorial H sobre C é chamado um A-
módulo (à direita) com produto interno se temos um mapa bilinear deH×A para H, (x, a)↦ xa e um mapa de H×H para A, (x, y)↦ ⟨x, y⟩,
de forma que dados x, y, z ∈H, α,β ∈ C e a ∈ A, temos
1. ⟨x,αy + βz⟩ = α⟨x, y⟩ + β⟨x, z⟩,
2. ⟨x, ya⟩ = ⟨x, y⟩a,
3. ⟨y, x⟩ = ⟨x, y⟩∗,
4. ⟨x,x⟩ ≥ 0,
5. ⟨x,x⟩ = 0⇒ x = 0.
O mapa bilinear H × A → H é chamado a ação de A sobre H (à
direita). O mapa H ×H → A é chamado o produto interno (à direita)
de H.
Observações:
1) As condições (1) e (3) implicam que o produto interno é conju-
gado linear na primeira variável.
2) As condições (2) e (3) implicam que
⟨xa, y⟩ = a∗⟨x, y⟩.
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Segue que ⟨H,H⟩ ∶= span{⟨x, y⟩ ∶ x, y ∈ H} é um ideal (fechado) de A.
Apesar disso, note que este não precisa ser todo A. Quando for o caso,
diremos que H é um A-módulo (à direita) com produto interno cheio.
3) A condição (4) deve ser entendida como um elemento positivo
da C*-álgebra A.
4) A condição (5) implica que se x ∈ H é tal que ⟨x, y⟩ = 0, para
todo y ∈H, então x = 0.
4) Se a condição (5) for retirada, dizemos que H é um A-módulo
com semiproduto interno.
Exemplo 2.1.2. Um espaço vetorial complexo com produto interno
pode ser visto como um C-módulo com produto interno se convencio-
nando que o produto é linear na segunda variável.
Exemplo 2.1.3. Uma C*-álgebra A é um A-módulo com produto in-
terno com a ação de A como sendo a multiplicação e o produto interno
definido por: ⟨a, b⟩ = a∗b.
Neste caso, todas as condições se verificam diretamente, por exemplo
a condição (5):
⟨a, a⟩ = 0⇔ a∗a = 0⇔ ∥a∗a∥ = 0⇔ ∥a∥2 = 0⇔ a = 0.
Note que a fórmula ∥⟨x,x⟩∥1/2
define uma função de um A-módulo com produto interno H para R.
Esta função usa a norma de A para associar um escalar positivo para
cada elemento do módulo. Se levarmos em conta o último exemplo
de A como um A-módulo com produto interno, temos que esta função
nos dá a norma de x, e portanto esta define uma norma no módulo.
Veremos a seguir que este é o caso para qualquer módulo com produto
interno, porém para isso, precisamos mostrar um lema que nos dá um
resultado análogo à desigualdade de Cauchy-Schwarz.
Lema 2.1.4. Seja H um A-módulo com semiproduto interno. Dados
x, y ∈H, temos ⟨y, x⟩⟨x, y⟩ ≤ ∥⟨x,x⟩∥⟨y, y⟩,
como elementos da C*-álgebra A.
Demonstração: Claramente o resultado é verdadeiro para x = 0. Se
x ≠ 0 podemos supor que ∥⟨x,x⟩∥ = 1, pois podemos substituir x por
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x∥⟨x,x⟩∥ 12 . Dados a ∈ A e x, y ∈H, temos
0 ≤ ⟨xa − y, xa − y⟩ == ⟨xa, xa⟩ + ⟨y, y⟩ − ⟨xa, y⟩ − ⟨y, xa⟩ == a∗⟨x,x⟩a + ⟨y, y⟩ − a∗⟨x, y⟩ − ⟨y, x⟩a ≤≤ a∗a + ⟨y, y⟩ − a∗⟨x, y⟩ − ⟨y, x⟩a,
onde a última desigualdade segue do fato de que para qualquer elemento
positivo c de uma C*-álgebra vale a seguinte desigualdade:
a∗ca ≤ ∥c∥a∗a.
As outras igualdades seguem das condições impostas ao A-módulo com
produto semiproduto interno. Substituindo então a = ⟨x, y⟩ temos o
resultado.
Proposição 2.1.5. Dado H um A-módulo com produto interno, temos
que a função dada por x↦ ∥⟨x,x⟩∥1/2 é uma norma.
Demonstração: É claro que esta função associa a cada x ∈ H um
escalar positivo de R, e a condição (6) da definição de módulos com
produtos internos implica que esta função é positiva definida.
Dados λ ∈ R e x ∈H, temos
∥⟨λx,λx⟩∥ = ∥λλ⟨x,x⟩∥ = ∣λ∣2∥⟨x,x⟩∥.
Por fim, dados x, y ∈H, temos
∥⟨x + y, x + y⟩∥ ≤ ∥⟨x,x⟩∥ + ∥⟨y, y⟩∥ + 2∥⟨x, y⟩∥ ≤≤ ∥⟨x,x⟩∥ + ∥⟨y, y⟩∥ + 2(∥⟨x,x⟩∥∥⟨y, y⟩∥)1/2 == (∥⟨x,x⟩∥1/2 + ∥⟨y, y⟩∥1/2)2,
provando que a função é de fato uma norma.
O próximo lema nos dá uma outra maneira de calcular a norma de
um elemento.
Lema 2.1.6. Seja H um A-módulo com produto interno. Então ∥x∥ =
sup{∥⟨x, y⟩∥ ∶ y ∈H e ∥y∥ = 1}.
Demonstração: Podemos supor que x ≠ 0, pois caso contrário o re-
sultado é claro.
O lema 2.1.4 nos diz que
∥⟨x, y⟩∥ ≤ ∥x∥∥y∥,
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e logo, segue que sup{∥⟨x, y⟩∥ ∶ y ∈H e ∥y∥ = 1} ≤ ∥x∥.
Por outro lado note que x∥x∥ tem norma 1 e
∥⟨x, x∥x∥⟩∥ = ∥x∥2∥x∥ = ∥x∥.
Definição 2.1.7. Um A-módulo com produto interno H é chamado
um A-módulo de Hilbert se é completo com relação à norma definida
acima.
Ambos os exemplos dados anteriormente também são módulos de
Hilbert. Dado um A-módulo com produto interno, podemos completá-
lo para formar um A-módulo de Hilbert, veja ([14]: pag.4).
Fixe a partir de agora um A-módulo de Hilbert H.
Proposição 2.1.8. O produto interno de um módulo de Hilbert é con-
tínuo.
Demonstração: Seja {(xn, yn)}n∈N ⊂H×H uma sequência convergindo
para (x, y) ⊂ H ×H, e como a sequência é convergente, temos em par-
ticular que ∥xn∥ ≤ L, para algum L > 0, para todo n ∈ N. Além disso,
temos
∥⟨x, y⟩ − ⟨xn, yn⟩∥ ≤ ∥⟨x, y⟩⟨xn, y⟩∥ + ∥⟨xn, y⟩ − ⟨xn, yn⟩∥ == ∥⟨x − xn, y⟩∥ + ∥⟨xn, y − yn⟩∥ ≤≤ ∥x − xn∥1/2∥y∥1/2 +L1/2∥y − yn∥1/2,
o que implica na convergência e, portanto, na continuidade do produto
interno.
Já vimos que ⟨H,H⟩ é um ideal de A. Mostraremos que uma
unidade aproximada para esse ideal também “serve” como uma unidade
aproximada para H.
Proposição 2.1.9. Seja {ei}i ⊂ ⟨H,H⟩ uma unidade aproximada para⟨H,H⟩. Temos que xei → x, para todo x ∈H.
Demonstração: O resultado segue da seguinte desigualdade:
∥⟨x − xei, x − xei⟩∥ = ∥⟨x,x⟩ − ⟨xei, x⟩ − ⟨x,xei⟩ + ⟨xei, xei⟩∥ == ∥⟨x,x⟩ − ei⟨x,x⟩ − ⟨x,x⟩ei + ei⟨x,x⟩ei∥ ≤≤ ∥⟨x,x⟩ − ei⟨x,x⟩∥ + ∥ei⟨x,x⟩ − ⟨x,x⟩∥∥ei∥.
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Em particular, isto mostra que H⟨H,H⟩ é denso em H. Observe
que ⟨H,H⟩ pode ser um ideal próprio de A, por exemplo se H = 0, este
ideal é nulo. Veremos a seguir mais exemplos deste fenômeno.
Exemplo 2.1.10. Seja I ◁A um ideal. Então I pode ser visto como
um A-módulo de Hilbert. A ação de A em I é dada pela multiplicação
e está bem definida pois I é um ideal. O produto interno é dado por⟨a, b⟩ = a∗b,
em que a, b ∈ I.
Isto nos dá uma classe grande de exemplos, a qual usaremos mais a
frente neste trabalho.
Vamos agora tratar de somas diretas de módulos de Hilbert.
Considere {Hi}i∈I uma família de A-módulos de Hilbert. Defina⊕algi∈I Hi a soma direta de {Hi}i∈I como espaços vetoriais. Defina a ação
de A sobre ⊕algi∈I Hi por {xi}i∈Ia = {xia}i∈I . Para o produto interno,
defina ⟨⋅, ⋅⟩ ∶⊕algi∈I Hi ×⊕algi∈I Hi → A por ({xi}i∈I ,{yi}i∈I)↦ ∑i∈I⟨xi, yi⟩.
Observe que apenas uma quantidade de termos finita da soma acima
é não nula e portanto está bem definida. As condições 1,2,3 e 4 da
definição 2.1.1 seguem diretamente das mesmas propriedades para cadaHi. A condição 5 segue do fato de que a soma de elementos positivos
em uma C*-álgebra também é positivo e a ultima condição segue do
fato de que se uma soma de elementos positivos em uma C*-álgebra é
0, então cada elemento é igual a 0.
Com isso, ⊕algi∈I Hi é um A-módulo com produto intero. Comple-
tando este temos um A-módulo de Hilbert, ao qual denotaremos por⊕i∈IHi. Caso a família de A-módulos de Hilbert seja finita, com dig-
amos n módulos, escrevemos esta soma como ⊕ni=1Hn e neste caso a
soma algébrica já é automaticamente completa. Para mais detalhes
neste assunto, veja ([14]: pag.6).
Exemplo 2.1.11. Seja A uma C*-álgebra. Vendo A como um A-
módulo de Hilbert, podemos tomar 2 cópias de A e fazer a soma direta
como acima. Disso, vamos ter um A-módulo de Hilbert A2 ∶= A ⊕ A.
Similarmente, se H é um A-módulo de Hilbert, então ⊕nk=1Hk, em que
cada Hk =H, será denotado por Hn.
Exemplo 2.1.12. Como no outro exemplo, seja A uma C*-álgebra
vista como A-módulo de Hilbert. Podemos tomar N cópias de A e
fazer a soma direta como anteriormente. Denotaremos por A∞ esta
soma direta.
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2.2 Operadores adjuntáveis
Nosso próximo objetivo é estudar funções entre módulos de Hilbert.
Geralmente quando estudamos funções entre objetos de uma categoria,
procuramos pela condição de que seus morfismos preservem as pro-
priedades desses objetos. No nosso caso, isso implicaria que nossas
funções precisariam ser A-lineares e contínuas. Além disso, quando
estudamos espaços de Hilbert, vemos que grande parte dos resultados
está ligado a uma função ser adjuntável, no sentido de que se h e k
pertencem a espaços de Hilbert X e Y , respectivamente, e f é uma
função de X para Y , então
⟨f(x), y⟩ = ⟨x, f∗(y)⟩,
em que f∗ é uma outra função de Y para X, chamada de adjunto de
f .
Podemos definir de maneira análoga o que seria uma função ser
adjuntável no caso de módulos de Hilbert, ou seja, seH e K são módulos
de Hilbert e f é uma função de H para K, então
⟨f(x), y⟩ = ⟨x, f∗(y)⟩,
para x ∈H, y ∈ K e alguma função f∗ de K para H. Segue que se uma
função é adjuntável, então todas as propriedades que precisamos são
preservadas, como veremos a seguir.
Proposição 2.2.1. Sejam H e K dois A-módulos de Hilbert e f ∶H →K uma função adjuntável. Então f é A-linear e contínua.
Demonstração: Para a A-linearidade, sejam x1, x2 ∈ H, y ∈ K, λ ∈ C
e a ∈ A. Temos
⟨f(x1a + λx2), y⟩ = ⟨x1a + λx2, f∗(y)⟩ == a∗⟨x1, f∗(y)⟩ + λ⟨x2, f∗(y)⟩ == a∗⟨f(x1), y⟩ + λ⟨f(x2), y⟩ == ⟨f(x1)a + λf(x2), y⟩.
Para a continuidade usaremos o teorema do gráfico fechado. Seja{xn}n∈N ⊂ H uma sequência convergente para x ∈ H de forma que{f(xn)}n∈N converge para y ∈ K. Vamos mostrar que y = f(x).
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Temos
⟨y, z⟩ = ⟨lim
n
f(xn), z⟩ == lim
n
⟨f(xn), z⟩ == lim
n
⟨xn, f∗(z)⟩ == ⟨x, f∗(z)⟩ = ⟨f(x), z⟩,
para todo z ∈ K.
O conjunto de todos os operadores adjuntáveis entre dois módulos
de Hilbert H e K será denotado por L(H,K).
Sejam H e K dois A-módulos de Hilbert. Dada f uma função A-
linear, dizemos que f é uma isometria se ∥f(x)∥ = ∥x∥, para todo x ∈H.
É claro que toda isometria é limitada. Em particular, se f ∈ L(H,K) é
tal que f∗ ○ f = IdH, então
∥f(x)∥2 = ∥⟨f(x), f(x)⟩∥ = ∥⟨f∗f(x), x⟩∥ = ∥⟨x,x⟩∥ = ∥x∥2,
e logo f é uma isometria. Veremos adiante que mesmo f sendo uma
isometria, f não precisa ser adjuntável.
Um isomorfismo entre H e K é um operador f ∈ L(H,K) inversível,
de forma que f−1 ∈ L(K,H).
Proposição 2.2.2. Sejam H,K dois A-módulos de Hilbert. Então
L(Hn,Km) pode ser identificado com matrizes m × n em que os coefi-
cientes estão em L(H,K).
Demonstração: Dados fi,j ∈ L(H,K), i = {1, . . . ,m}, j = {1, . . . , n},
defina ⎛⎜⎝
f1,1 f1,2 . . . f1,n⋮ ⋮
fm,1 fn,2 . . . fm,n
⎞⎟⎠ .
Se (x1, . . . xn) ∈Hn, então
⎛⎜⎝
f1,1 f1,2 . . . f1,n⋮ ⋮
fm,1 fn,2 . . . fm,n
⎞⎟⎠
⎛⎜⎝
x1⋮
xn
⎞⎟⎠ =
⎛⎜⎝
∑nk=1 f1,k(xk)⋮∑nk=1 fm,k(xk)
⎞⎟⎠ .
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Disso, para (y1, . . . , ym) ∈ Km, temos
⟨⎛⎜⎝
f1,1 f1,2 . . . f1,n⋮ ⋮
fm,1 fm,2 . . . fm,n
⎞⎟⎠
⎛⎜⎝
x1⋮
xn
⎞⎟⎠ ,
⎛⎜⎝
y1⋮
ym
⎞⎟⎠⟩ =
= ⟨⎛⎜⎝
∑nk=1 f1,k(xk)⋮∑nk=1 fm,k(xk)
⎞⎟⎠ ,
⎛⎜⎝
y1⋮
ym
⎞⎟⎠⟩ =
= ⟨⎛⎜⎝
xk⋮
xk
⎞⎟⎠ ,
⎛⎜⎝
∑mk=1 f∗k,1(yk)⋮∑mk=1 f∗k,n(yk)
⎞⎟⎠⟩ =
= ⟨⎛⎜⎝
x1⋮
xn
⎞⎟⎠ ,
⎛⎜⎝
f∗1,1 f∗2,1 . . . f∗m,1⋮ ⋮
f∗1,n f∗2,n . . . f∗m,n
⎞⎟⎠
⎛⎜⎝
y1⋮
ym
⎞⎟⎠⟩,
E logo ( f1,1 f1,2 ... f1,n⋮ ⋮
fm,1 fn,2 ... fm,n
) é adjuntável e
⎛⎜⎝
f1,1 f1,2 . . . f1,n⋮ ⋮
fm,1 fn,2 . . . fm,n
⎞⎟⎠
∗ = ⎛⎜⎝
f∗1,1 f∗2,1 . . . f∗m,1⋮ ⋮
f∗1,n f∗2,n . . . f∗m,n
⎞⎟⎠ .
Por outro lado, para cada j ∈ {1, . . . , n}, considere o mapa pj ∶Hn →H, (x1, . . . , xn) ↦ xj , isto é, a projeção na j-ésima coordenada de Hn.
Temos ⟨pj((x1, . . . , xn), y⟩ = ⟨xj , y⟩ = n∑
k=1⟨xk, ιj(y)⟩,
em que ιj ∶ H → Hn, y ↦ (0, . . . , y´¸¶
j
, . . . ,0) é a função inclusão na j-
ésima coordenada. Com isso, pj é adjuntável para cada j e seu adjunto
é ιj . Similarmente, temos as projeções qi nas coordenadas de Km. Daí,
dado f ∈ L(Hn,Km), defina a matriz em que a entrada (i, j) é igual a
qifιj . Note que esta matriz é m × n e dado (x1, . . . , xn) ∈Hn, temos
⎛⎜⎝
q1fι1 q1fι2 . . . q1fιn⋮ ⋮
qmfι1 qmfι2 . . . qmfιn
⎞⎟⎠
⎛⎜⎝
x1⋮
xn
⎞⎟⎠ =
⎛⎜⎝
∑nk=1 q1fιk(xk)⋮∑nk=1 qmfιk(xk)
⎞⎟⎠ =
= ⎛⎜⎝
q1f(x1, . . . , xn)⋮
qmf(x1, . . . , xn)
⎞⎟⎠ == f(x1, . . . , xn).
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Logo, f é representada pela matriz ( q1fι1 q1fι2 ... q1fιn⋮ ⋮
qmfι1 qmfι2 ... qmfιn
).
Lembre que no caso de espaços de Hilbert, os operadores adjuntáveis
coincidem com os operadores limitados. Isto não acontece aqui, temos
operadores limitados, mesmo isometrias, que não são adjuntáveis.
Exemplo 2.2.3. Sejam X um espaço compacto Hausdorff sem pontos
isolados e {y} = Y ⊂ X. Considere H = A = C(X) e K = {f ∈ A ∶
f(Y ) = 0}, ou seja o ideal das funções contínuas que se anulam em Y .
Considere i ∶ K → H a função inclusão. Esta função é claramente uma
isometria, porém não adjuntável. De fato, seja 1 a função constante
igual a 1 em H. Temos, para todo f ∈ K,
⟨i(f),1⟩ = i(f)∗1 = f∗
e ⟨f, i∗(1)⟩ = f∗i∗(1).
Isto implica que para i ser adjuntável, i∗(1) precisa ser a função con-
stante igual a 1 em todo o conjunto X/Y , o que implica que i∗(1) = 1 já
que as funções são contínuas. Porém, 1 ∉ K e logo i∗ não pode existir.
O mesmo exemplo acima serve para mostrar outra diferença funda-
mental entre espaços de Hilbert e módulos de Hilbert. É sabido que em
um espaço de HilbertX, um subespaço fechado Y é sempre complemen-
tável, no sentido de que se definirmos Y ⊥ ∶= {x ∈X ∶ ⟨x, y⟩ = 0,∀y ∈ Y },
então X = Y ⊕ Y ⊥. Este não é o caso com módulos de Hilbert.
Dados um módulo de Hilbert H e um submódulo fechado de H, K,
defina K⊥ ∶= {x ∈H ∶ ⟨x, y⟩ = 0,∀y ∈ K}.
Usando o mesmo exemplo anterior, note que K é um submódulo
fechado de H, e que K⊥ = {0}, já que Y tem complementar denso em
X. Logo, K ⊕K⊥ = K ≠H.
Lema 2.2.4. Dados H, K e L A-módulos de Hilbert e f ∈ L(H,K),
g ∈ L(K,L). Então g ○ f ∈ L(H,L).
Demonstração: Sejam x ∈H e y ∈ L. Temos
⟨g ○ f(x), y⟩ = ⟨f(x), g∗(y)⟩ = ⟨x, f∗ ○ g∗(y)⟩.
Donde (g ○ f)∗ = f∗ ○ g∗.
Com isso, L(H) ∶= L(H,H) é uma ∗-álgebra, já que a proposição
anterior mostra que a composição está bem definida como a multipli-
cação da nossa álgebra, e a involução é dada pela adjunção, dado que
se f ∈ L(H), então f∗ ∈ L(H), já que (f∗)∗ = f .
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Nosso próximo objetivo é ver que L(H) é uma C*-álgebra. A norma
dada em L(H) é a norma de operador ou seja, dado f ∈ L(H),
∥f∥ = sup
x∈H/{0}
∥f(x)∥∥x∥ .
Segue que ∥f(x)∥ ≤ ∥f∥∥x∥.
Lembre que se h ∶H×H → A é uma aplicação sesquilinear, definimos
sua norma por ∥h∥ = sup
x,y∈H/{0}
∥h(x, y)∥∥x∥∥y∥ .
Segue que ∥h(x, y)∥ ≤ ∥h∥∥x∥∥y∥.
Se f ∈ L(H), então h ∶ H ×H → A, definida por h(x, y) = ⟨f(x), y⟩
é uma forma sesquilinear. Mais ainda, usando o Lema 2.1.4, temos
∥h(x, y)∥ ≤ ∥f(x)∥∥y∥ ≤ ∥f∥∥x∥∥y∥,
implicando que ∥h∥ ≤ ∥f∥. Por outro lado,
∥h∥ = sup
x,y∈H/{0}
∥h(x, y)∥∥x∥∥y∥ ≥ supx∈H/{0} ∥h(x, f(x))∥∥x∥∥f(x)∥ =
= sup
x∈H/{0}
∥⟨f(x), f(x)⟩∥∥x∥∥f(x)∥ = supx∈H/{0} ∥f(x)∥∥x∥ = ∥f∥,
o que implica que ∥f∥ = ∥h∥. Como f é adjuntável, segue que ⟨x, f∗(y)⟩ =
h(x, y) e com isso temos, seguindo os mesmos passos do que foi feito
acima, que ∥f∥ = ∥h∥ = ∥f∗∥. Portanto L(H) é uma ∗-álgebra normada.
Acima acabamos mostrando que ∥f∥ = sup
x,y∈H/{0} ∥⟨f(x),y⟩∥∥x∥∥y∥ .
Proposição 2.2.5. L(H) é uma C*-álgebra.
Demonstração: Note que L(H) é fechado no espaço B(H) de todos
os operadores lineares limitados H → H, o qual é um espaço de Ba-
nach ver ([16]: 2.10-2). De fato, dada uma sequência {fn}n∈N ⊂ L(H)
convergindo para f ∈ B(H), temos,
⟨f(x), y⟩ = ⟨lim
n
fn(x), y⟩ = lim
n
⟨fn(x), y⟩ = lim
n
⟨x, f∗n(y)⟩.
Primeiro vamos mostrar que lim
n
f∗n(y) existe. Temos
∥f∗n(y) − f∗m(y)∥ = ∥(f∗n − f∗m)(y)∥ ≤ ∥f∗n − f∗m∥∥(y)∥ = ∥fn − fm∥∥y∥,
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implicando que {f∗n(y)}n é uma sequência de Cauchy em H, e portanto
convergente.
Com isto, podemos definir uma função f∗ ∶H →H por y ↦ lim
n
f∗n(y).
Pelas contas feitas acima, temos que esta função é adjuntável e seu ad-
junto é igual a f , portanto f ∈ L(H).
Para a C*-identidade, dado f ∈ L(H), temos
∥f∗f∥ = sup
x,y∈H/{0}
∥⟨f∗f(x), y⟩∥∥x∥∥y∥ =
= sup
x,y∈H/{0}
∥⟨f(x), f(y)⟩∥∥x∥∥y∥ ≥
≥ sup
x∈H/{0}
∥⟨f(x), f(x)⟩∥∥x∥∥x∥ =
= sup
x∈H/{0}
∥f(x)∥2∥x∥2 = ∥f∥2.
Por outro lado, temos ∥f∗f(x)∥ ≤ ∥f∗∥∥f∥∥x∥ = ∥f∥2∥x∥, e portanto
∥f∗f∥ = sup
x∈H/{0}
∥f∗f(x)∥∥x∥ ≤ ∥f∥2.
Já vimos que uma isometria na C*-álgebra L(H) é uma isometria
como definimos no início desta seção. Similarmente, podemos definir
operadores unitários como sendo os unitários de L(H). No caso geral,
em que temos dois módulos de Hilbert H e K, dizemos que f ∈ L(H,K)
é unitário se f é inversível e f∗ = f−1. Estes operadores estabelecem
uma noção de isomorfismo entre módulos de Hilbert, o qual chamamos
de equivalência unitária, que será importante no decorrer deste tra-
balho. Entretanto, observe que nem todo isomorfismo entre módulos
de Hilbert é unitário. De fato, observe que C é um espaço de Hilbert,
e logo um C-módulo de Hilbert e f ∶ C → C definido por x ↦ 2x é um
isomorfismo entre espaços de Hilbert. Este é autoadjunto, porém f−1
é o morfismo definido por x↦ x2 , donde segue que f = f∗ ≠ f−1.
Em espaços de Hilbert sabemos que uma isometria f é um unitário
se, e somente se, f é sobrejetor. Este resultado se mantém no caso
de módulos de Hilbert, ou seja, uma isometria sobrejetiva A-linear
f ∶H → K é automaticamente adjuntável com f∗ = f−1 ([14]: Theo.
3.5). Observe que aqui estamos tratando f como uma isometria no
sentido de função, ou seja, que ∥f(x)∥ = ∥x∥ para todo x em H, que
em princípio é diferente de dizer que f é uma isometria na C*-álgebra
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L(H), que significa dizer que f∗ ○ f = id, porém o início da demon-
stração do teorema citado acima em [14] mostra que estes conceitos
são iguais. Além disto, como a imagem de uma isometria é sempre
fechada, uma isometria é sobrejetiva se, e somente se, ela tem imagem
densa.
Vamos estudar agora os elementos positivos da C*-álgebra L(H).
Lema 2.2.6. Seja H um A-módulo de Hilbert. Dado f ∈ L(H), f ≥ 0,
temos ∥f∥ = sup{∥⟨f(x), x⟩∥ ∶ x ∈H, ∥x∥ ≤ 1}.
Mais ainda, se f é um operador linear de H para H, temos que f é um
elemento positivo de L(H) se, e somente se, ⟨f(x), x⟩ ≥ 0, para todo
x ∈H.
Demonstração: Se f é positivo, então existe um elemento g ∈ L(H)
de forma que f = g∗g. Disso,∥⟨f(x), x⟩∥ = ∥⟨g(x), g(x)⟩∥ = ∥g(x)∥2.
Daí,
sup{∥⟨f(x), x⟩∥ ∶ x ∈H, ∥x∥ ≤ 1} == sup{∥g(x)∥2 ∶ x ∈H, ∥x∥ ≤ 1} == ∥g∥2 = ∥g∗g∥ = ∥f∥.
Para a segunda parte, considere f ≥ 0 em L(H). Então f = g∗g
para algum g ∈ L(H). Disto,⟨f(x), x⟩ = ⟨g∗g(x), x⟩ = ⟨g(x), g(x)⟩ ≥ 0,
para todo x ∈H.
Por outro lado, se ⟨f(x), x⟩ ≥ 0 para todo x ∈H então em particular,⟨f(x), x⟩ = ⟨f(x), x⟩∗ = ⟨x, f(x)⟩.
A identidade de polarização nos dá:
4⟨x, f(y)⟩ = 3∑
k=0 i
k⟨x + iky, f(x + iky)⟩,
implicando que f = f∗.
Com isto, lembre que podemos escrever f como a diferença de dois
positivos, digamos g, h ∈ L(H), de forma que f = g − h e gh = hg = 0.
Disto,
0 ≤ ⟨f(h(x)), h(x)⟩ = ⟨−h2(x), h(x)⟩ = ⟨−h3(x), x⟩,
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para todo x ∈ H, o que implica que −h3 é positivo. Por outro lado,
como h é positivo, segue que h3 também o é e portanto h3 = 0 donde
h = 0. Disto, f = g e portanto f é positivo.
As similaridades do estudo de módulos de Hilbert com o estudo
de espaços de Hilbert é grande, apesar disso, algumas diferenças são
notórias, como o fato dos operadores limitados não serem necessaria-
mente adjuntáveis em um módulo de Hilbert. Em espaços de Hilbert
podemos falar de operadores compactos, que são operadores que levam
conjuntos limitados em conjuntos pré-compactos. É conhecido que se
X é um espaço de Hilbert, para x, y ∈ X, os operadores da forma
θx,y ∶ X → X definidos por θx,y(z) = x⟨y, z⟩ formam um subconjunto
cujo span é denso no conjunto dos operadores compactos1 ([18]: 2.4.5)
ou ([19]: 1.1).
Podemos considerar o mesmo tipo de operadores para o caso de
módulos de Hilbert. Se H e K são A-módulos de Hilbert, com x ∈ H e
y ∈ K, defina θx,y ∶ K →H por θx,y(z) = x⟨y, z⟩.
Proposição 2.2.7. Sejam H,K,L A-módulos de Hilbert. Dados x,w ∈H, y, z ∈ K, f ∈ L(H,L) e g ∈ L(L,K), temos
1. θx,y ∈ L(K,H) e θ∗x,y = θy,x.
2. θx,y ○ θz,w = θx⟨y,z⟩,w = θx,w⟨z,y⟩.
3. f ○ θx,y = θf(x),y.
4. θx,y ○ g = θx,g∗(y).
Demonstração:
1. Dados h ∈H e k ∈ K, temos
⟨θx,y(k), h⟩ = ⟨x⟨y, k⟩, h⟩ = ⟨k, y⟩⟨x,h⟩ = ⟨k, y⟨x,h⟩⟩ = ⟨k, θy,xh⟩,
e portanto θ∗x,y = θy,x e θx,y ∈ L(K,H).
2. Dado h ∈H, temos
θx,y ○ θz,w(h) = θx,y(z⟨w,h⟩) == x⟨y, z⟨w,h⟩⟩ == x⟨y, z⟩⟨w,h⟩ = θx⟨y,z⟩,w(h).
1Aqui estamos considerando que o produto interno num espaço de Hilbert é
linear na segunda variável.
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Por outro lado,
x⟨y, z⟩⟨w,h⟩ = x⟨w⟨z, y⟩, h⟩ = θx,w⟨z,y⟩(h),
logo θx,y ○ θz,w = θx⟨y,z⟩,w = θx,w⟨z,y⟩.
3. Dado k ∈ K, temos
f ○ θx,y(k) = f(x⟨y, k⟩) = f(x)⟨y, k⟩ = θf(x),y(k).
4. Dado l ∈ L, temos
θx,y ○ g(l) = x⟨y, g(l)⟩ = x⟨g∗(y), l⟩ = θx,g∗(y)(l).
Denotaremos por K(K,H) o fecho do span linear dos operadores
θx,y como acima. Esta última proposição nos diz, em particular, que
K(H) é um ideal da C*-álgebra L(H). K(H) é chamado o ideal dos op-
eradores compactos deH. Apesar disso, note que os elementos deK(H)
não precisam ser operadores compactos quando considerados como op-
eradores entre espaços de Banach. Por exemplo, se considerarmos A
uma C*-álgebra unital de dimensão infinita como A-módulo de Hilbert,
temos que θ1,1 = id, e portanto o operador identidade está em K(A),
apesar de não ser compacto no sentido de operadores entre espaços de
Banach, já que A tem dimensão infinita ([16]: pg.80). Observe que isto
implica também que neste caso, K(A) = L(A).
Proposição 2.2.8. Seja A uma C*-álgebra qualquer. Temos que A é
isomorfa a K(A).
Demonstração: Defina ϕ ∶ A → L(A) por ϕ(a)b = ab. Dados a, b, c ∈
A, temos ⟨ϕ(a)b, c⟩ = b∗a∗c = ⟨b, a∗c⟩ = ⟨b,ϕ(a∗)c⟩,
provando que ϕ está bem definida e que ϕ(a)∗ = ϕ(a∗). Mais ainda,
dado λ ∈ C
ϕ(a + λb)c = (a + λb)c = ac + λbc = ϕ(a)c + λϕ(b)c
e
ϕ(ab)c = abc = ϕ(a)ϕ(b)c,
donde segue que ϕ é um ∗-homomorfismo.
Dado a ∈ ker(ϕ), temos ϕ(a)b = 0 para todo b ∈ A. Em particular,
ϕ(a)a∗ = aa∗ = 0,
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donde segue que a = 0 e portanto ϕ é injetor. Usando a Proposição
1.2.25, temos que ϕ é isométrico.
Por fim, usando unidades aproximadas, temos que o conjunto A2 ={ab ∶ a, b ∈ A} é denso em A. Além disso, ϕ(ab∗) = θa,b, donde segue
que a imagem de ϕ é igual a K(A), provando o resultado.
Proposição 2.2.9. Sejam H e K A-módulos de Hilbert. Então
K(Hn,Km) pode ser identificado com matrizes m × n em que os coefi-
cientes estão em K(H,K).
Demonstração: Primeiro note que dados (x1, . . . , xn) ∈Hn e(y1, . . . ym) ∈ Km, temos, para quaisquer (z1, . . . , zn) ∈Hm e i ={1, . . . ,m},
θyi,(x1,...,xn)(z1, . . . , zn) = n∑
k=1 θyi,xk(zk),
e além disto,
θ(y1,...ym),(x1,...,xn)(z1, . . . , zm) == (y1, . . . ym)⟨(x1, . . . , xn), (z1, . . . , zm)⟩ == (y1, . . . ym)( n∑
k=1⟨xk, zk⟩) == (θy1,(x1,...,xn)(z1, . . . , zn), . . . , θym,(x1,...,xn)(z1, . . . , zn)).
Logo θ(y1,...ym),(x1,...,xn) é composto por somas de operadores deK(H,K). Mais ainda, note que
θ(y1,...ym),(x1,...,xn) = ⎛⎜⎝
θy1,x1 θy1,x2 . . . θy1,xn⋮ ⋮
θym,x1 θym,x2 . . . θym,xn
⎞⎟⎠ ,
e portanto matrizes com valores em K(H,K) são2 operadores de
K(Hn,Km). Usando então as Proposições 2.2.2 e 2.2.7 segue o resul-
tado.
Lema 2.2.10. Seja H um A-módulo de Hilbert. Se x1, . . . , xn ∈ H,
então a matriz cuja entrada (i, j) é o elemento ⟨xi, xj⟩ é um elemento
positivo da C*-álgebra Mn(A).
2Aqui estamos confundindo um operador com a sua matriz associada através da
identificação mencionada anteriormente.
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Demonstração: Denote a matriz do enunciado porM . Temos queM
pertence aMn(A), ou seja, às matrizes n×n com valores em A. Usando
as Proposições 2.2.8 e 2.2.9, segue que Mn(A) pode ser identificada
como K(An). Daí, para todo a = (a1, . . . , an) ∈ An, temos
⟨a,Ma⟩ = n∑
i,j=1⟨ai, ⟨xi, xj⟩aj⟩ =
= n∑
i,j=1a∗i ⟨xi, xj⟩aj =
= n∑
i,j=1⟨xiai, xjaj⟩ =
= ⟨ n∑
i=1xiai,
n∑
j=1xjaj⟩ ≥ 0.
Usando então o Lema 2.2.6, segue o resultado.
Daqui para frente confundiremos operadores adjuntáveis na soma
direta de espaços de Hilbert com matrizes a valores em operadores
adjuntáveis nestes espaços.
Definição 2.2.11. Um A-módulo de Hilbert à esquerda é um espaço
vetorial H sobre C que possui uma aplicação bilinear de A ×H paraH e um produto interno ⟪⋅, ⋅⟫ com valores em A satisfazendo, para
x, y, z ∈H, α,β ∈ C e a ∈ A, as seguintes condições:
1. ⟪αx + βy, z⟫ = α⟪x, z⟫ + β⟪y, z⟫,
2. ⟪ax, y⟫ = a⟪x, y⟫.
3. ⟪y, x⟫ = ⟪x, y⟫∗,
4. ⟪x,x⟫ ≥ 0,
5. ⟪x,x⟫ = 0⇒ x = 0,
e que é completo com relação à norma ∥x∥ ∶= ∥⟪x,x⟫∥1/2.
Quando não for especificado a lateralidade do módulo de Hilbert
que estejamos falando, sempre se assumirá que é à direita.
Proposição 2.2.12. Se H é um A-módulo de Hilbert então H é um
K(H)-módulo de Hilbert cheio à esquerda, em que a ação de K(H)
sobre H é dada por Tx = T (x) e o produto interno é dado por ⟪x, y⟫ =
θx,y, em que T ∈ K(H) e x, y ∈ H. Mais ainda, as normas ∥x∥A =∥⟨x,x⟩∥1/2 e ∥x∥K(H) = ∥⟪x,x⟫∥1/2 são iguais.
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Demonstração: A condição de bilinearidade da ação à esquerda é
verificada, pois operadores compactos são lineares. Dados x, y, z,w ∈H,
α,β ∈ C e T ∈K(H), temos
(1) ⟪αx + βy, z⟫(w) = θαx+βy,z(w) == (αx + βy)⟨z,w⟩ == αx⟨z,w⟩ + βy⟨z,w⟩ == (αθx,y + βθy,z)(w) == (α⟪x, z⟫ + β⟪y, z⟫)(z).
(2) ⟪T (x), y⟫(w) = θT (x),y(w) == T (x)⟨y,w⟩ == T (x⟨y,w⟩) = Tθx,y(w).
(3) ⟪x, y⟫∗ = θ∗x,y = θy,x = ⟪y, x⟫.
(4) ⟨⟪x,x⟫(y), y⟩ = ⟨θx,x(y), y⟩ = ⟨x⟨x, y⟩, y⟩ = ⟨y, x⟩⟨x, y⟩ ≥ 0,
para todo y ∈H, implicando, pelo Lema 2, que ⟪x,x⟫ ≥ 0.
Agora, se ⟪x,x⟫ = 0, então para todo y ∈ H, ⟪x,x⟫(y) = 0 e logo,
usando a mesma conta feita acima, temos que
0 = ∥⟨⟪x,x⟫(y), y⟩∥ = ∥⟨y, x⟩⟨x, y⟩∥ = ∥⟨x, y⟩∥2
e logo ⟨x, y⟩ = 0, o que implica x = 0.
Por fim para ver a igualdade de normas, usando novamente o calculo
feito para provar (5), temos
∥⟨⟪x,x⟫(y), y⟩∥ = ∥⟨x, y⟩∥2.
Usando então os Lemas 2.1.6 e 2.2.6 segue que ∥x∥2K(H) = ∥⟪x,x⟫∥ =∥x∥2A.
Nosso próximo objetivo é provar alguns resultados técnicos, que
facilitam muito nosso trabalho daqui pra frente. Vamos provar um
resultado similar ao teorema da fatoração de Cohen-Hewitt, dando uma
forma explícita para a fatoração, mas para isso vamos mostrar um lema
antes.
Considere H um A-módulo de Hilbert. Dado x ∈ H, defina Dx ∶H → A por Dx(y) = ⟨x, y⟩ e Lx ∶ A→H por Lx(a) = xa.
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Lema 2.2.13. Nas condições acima, Dx ∈ K(H,A), para todo x ∈H, D∗x = Lx, Lx ∈ K(A,H), o mapa D ∶ H → K(H,A) definido por
D(x) = Dx é isométrico, conjugado linear e sobrejetor e o mapa L ∶H →K(A,H) é isométrico, linear e sobrejetor.
Demonstração: Primeiro, note que⟨Dx(y), a⟩ = ⟨⟨x, y⟩, a⟩ = ⟨x, y⟩∗a = ⟨y, x⟩a = ⟨y, xa⟩ = ⟨y,Lx(a)⟩,
para todo x, y ∈ H e a ∈ A. Com isso, Dx ∈ L(H,A) e Lx ∈ L(A,H),
com D∗x = Lx.
Para ver que D é isométrico3 lembre que
∥Dx∥ = sup
y∈H/{0}
∥Dx(y)∥∥y∥ = supy∈H/{0} ∥⟨x, y⟩∥∥y∥ ≤ supy∈H/{0} ∥x∥.
Por outro lado, se y = x, segue que ∥⟨x,x⟩∥∥x∥ = ∥x∥.
Com isto, a imagem de D é fechada. É claro que D é conjugado
linear, já que o produto interno é conjugado linear na primeira coor-
denada. Como D é contínuo e spanHA é denso em H, basta verificar
que Dx ∈ K(H,A) para elementos da forma x = ya. Porém, para estes
elementos,
Dya(z) = ⟨ya, z⟩ = a∗⟨y, z⟩ = θa∗,y(z).
Isto também mostra que a imagem de D contém todos os compactos
da forma θa,x e portanto, como sua imagem é fechada, D é sobrejetor.
Para L usamos que Lx =D∗x e assim, usando o que já foi feito, segue
o resultado.
Proposição 2.2.14. Seja H um A-módulo de Hilbert. Para cada x ∈H
existe um y ∈H de forma que x = y⟨y, y⟩.
Demonstração: Primeiro note que se f ∈ K(H,A), g ∈ K(A,H),
h ∈K(H) e a ∈ A, temos
(a f
g h
)(b
x
) = ( ab + f(x)
g(b) + h(x)) ,
que é um operador no A-módulo de Hilbert A⊕H. Como na Proposição
2.2.2, verifica-se que
(a f
g h
)∗ = (a∗ g∗
f∗ h∗) .
3Aqui estamos, temporariamente, considerando que D seja um mapa de H para
L(H,A), já que ainda não sabemos que sua imagem cai nos compactos.
65
Usando a Proposição 2.2.9 temos ( a fg h ) ∈K(A⊕H).
Dado x ∈ H, temos, pelo lema anterior, que ( 0 DxLx 0 ) ∈ K(A⊕H) é
auto-adjunto. Além disso,
( 0 Dx
Lx 0
)(1 00 −1) = −(1 00 −1)( 0 DxLx 0 )
Mais ainda, se k ∈K(A⊕H), então sua forma matricial é dada por
(p1kι1 p1kι2
p2kι1 p2kι2
) ,
como vimos na Proposição 2.2.2, lembrando que neste caso pi = qi. Se
k = k∗ e se k anti-comuta com ( 1 00 −1 ) então k é da forma ( 0 DxLx 0 ), para
algum x ∈H. De fato,
(1 00 −1)(p1kι1 p1kι2p2kι1 p2kι2) = ( p1kι1 p1kι2−p2kι1 −p2kι2)
e (p1kι1 p1kι2
p2kι1 p2kι2
)(1 00 −1) = (p1kι1 −p1kι2p2kι1 −p2kι2) ,
logo p1kι1 = p2kι2 = 0 e (p1kι2)∗ = p2kι1. Daí, pelo Lema 2.2.13, segue
que existe um x ∈H de forma que Dx = p1kι2 e Lx = p2kι1.
Considere a função l definida por x ↦ x1/3. Usando o cálculo fun-
cional da C*-álgebra K(A ⊕H) para o elemento ( 0 DxLx 0 ), temos que,
como ( 0 DxLx 0 ) anti-comuta com ( 1 00 −1 ), então l(( 0 DxLx 0 )) também anti-
comuta com ( 1 00 −1 ). Disto, l(( 0 DxLx 0 )) = ( 0 DyLy 0 ), para algum y ∈ H.
Agora, como g(( 0 DxLx 0 ))3 = ( 0 DxLx 0 ), temos
( 0 Dy
Ly 0
)3 = ( 0 DyLyDy
LyDyLy 0
) = ( 0 Dx
Lx 0
) .
Disto, para todo a ∈ A,
xa = Lx(a) = LyDyLy(a) = LyDy(ya) = Ly(⟨y, ya⟩) = y⟨y, y⟩a
e portanto x = y⟨y, y⟩.
Note que isto já nos dá que todo elemento x de H pode ser escrito
como y⟨y, y⟩ para algum y em H. Isto é uma manifestação do Teorema
de Fatorização de Cohen-Hewitt, que trata de A-módulos de Banach,
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que são um pouco mais gerais que módulos de Hilbert. Este teorema
ainda vale no contexto mais geral de álgebras de Banach com unidade
aproximada. Abaixo iremos dar uma demonstração alternativa deste
resultado quando A é uma C*-álgebra, usando a teoria de módulos de
Hilbert já desenvolvida.
Definição 2.2.15. Um A-módulo de Banach (à esquerda) é um espaço
de BanachX com uma ação à esquerda de A emX, de forma que ∥ax∥ ≤∥a∥∥x∥, para todo a ∈ A e x ∈ X. Tal espaço é dito não degenerado se
span{ax ∶ a ∈ A,x ∈X} é denso em X.
O fato de um A-módulo de Banach (à esquerda) ser não degenerado
é equivalente a dizer que se {ei}i é uma unidade aproximada para A
então eix→ x, para todo x ∈X.
Proposição 2.2.16. Sejam A uma C*-álgebra e X um A-módulo de
Banach não degenerado. Então todo elemento de X é da forma ax,
para algum a ∈ A e x ∈X.
Demonstração: Seja x ∈ X. Como eix → x, em que {ei}i é uma
unidade aproximada para A, sabemos que para cada ε > 0, existe a ∈ A
de forma que ∥a∥ ≤ 1 e ∥x − ax∥ ≤ ε.
Vamos construir duas sequências {xn}n∈N ⊂ X e {an}n∈N ⊂ A de
forma que ∥an∥ ≤ 1, para todo n e ∥xn∥ ≤ 2−2n. Seja x0 = x. Tome
a0 de forma que ∥a0∥ ≤ 1 e ∥x0 − a0x0∥ ≤ 2−2. Defina x1 = x0 − a0x0.
Indutivamente, tome an de forma que ∥an∥ ≤ 1 e ∥xn−anxn∥ ≤ 2−2(n+1).
Defina xn+1 = xn − anxn.
Agora, lembre que no Exemplo 2.1.12 vimos que A∞ é um Amódulo
de Hilbert. Nosso objetivo é fazer com que nossa sequência {an}n∈N
esteja em A∞. Para tanto, primeiro note que, para cada N ∈ N,
∥ N∑
k=0a
∗
kak∥ ≤ N∑
k=0 ∥ak∥2,
e assim, segue que ∥ ∞∑
k=0a∗kak∥ ≤ ∞∑k=0 ∥ak∥2.
Para conseguirmos isto, vamos renormalizar as sequências {xn}n∈N e{an}n∈N, para que elas continuem tendo propriedades similares e para
que {an}n∈N , renormalizada, esteja em A∞. Defina bn ∶= 2−nan e
yn ∶= 2nxn, para todo n ∈ N. Disso, ∥bn∥ ≤ 2−n e ∥yn∥ ≤ 2−n. Note então
que {bn}n∈N ∈ A∞, já que
∥ ∞∑
n=0 bn∥ ≤ ∞∑n=0 2−n = 2
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e que ∞∑
n=0 bnyn = ∞∑n=0anxn = ∞∑n=0xn − xn+1,
que é uma série telescópica, que se for convergente, seu limite será
x = x0. Porém, como para cada N ∈ N, temos
N∑
n=0xn − xn+1 = x0 − xN
e ∥xN∥ ≤ 2−2N ,
donde
∞∑
n=0 bnyn = x.
Usando agora a Proposição 2.2.14, temos que, para b ∶= {bn}n ∈ A∞,
existe um c ∈ A∞, de forma que b∗ = c⟨c, c⟩, em que b∗ = {b∗n} ∈ A∞.
Daí, como∞∑
n=0 ∥c∗nyn∥ ≤ ∞∑n=0 ∥cn∥∥yn∥ ≤ ∥c∥ ∞∑n=0 ∥yn∥ ≤ ∥c∥ ∞∑n=0 2−n = 2∥c∥,
segue que
∞∑
n=0 c∗nyn converge absolutamente, e portanto converge para
um elemento y ∈H. Defina a ∶= ⟨c, c⟩. Temos
ay = ∞∑
n=0⟨c, c⟩(c∗nyn) == ∞∑
n=0(cn⟨c, c⟩)∗yn == ∞∑
n=0 bnyn = x,
provando o resultado.
Para finalizar esta seção vamos falar sobre outra topologia usada em
operadores sobre módulos de Hilbert, além da topologia da norma. No
caso de operadores entre espaços de Hilbert, temos a topologia forte, a
qual está associada à convergência pontual de operadores. Aqui vamos
tratar de uma topologia similar a esta, levando em conta a adjunção
dos operadores sobre módulos de Hilbert. A topologia estrita sobre
L(H,K) é a topologia induzida pelas seminormas
f ↦ ∥f(x)∥, e f ↦ ∥f∗(y)∥,
para todo x ∈H e y ∈ K.
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Proposição 2.2.17. Sejam H e K são módulos de Hilbert. Então
K(H,K) é estritamente denso em L(H,K).
Demonstração: Vamos mostrar que se {ei}i ⊂ K(H) é uma unidade
aproximada, então ei(x)→ x, para todo x ∈H. Como cada ei é contínuo
e H⟨H,H⟩ é denso em H, basta mostrar isto para elementos de H da
forma x⟨y, z⟩, em que x, y, z ∈H.
Disto, temos∥ei(x⟨y, z⟩) − x⟨y, z⟩∥ = ∥eiθx,y(z) − θx,y(z)∥→ 0,
lembrando que θx,y ∈K(H).
Com isto, mostraremos que dado f ∈ L(H,K), {f ○ ei}i converge
estritamente para f .
A desigualdade∥(f ○ ei − f)(x)∥ = ∥f(ei(x)) − f(x)∥ ≤ ∥f∥∥ei(x) − x∥
implica que f ○ei(x)→ f(x). Para o outro lado, como f∗(y) ∈H, segue
que ei(f∗(y))→ f∗(y).
2.3 Representações e a álgebra dos multi-
plicadores
Definição 2.3.1. SejamA,B C*-álgebras eH umB-módulo de Hilbert.
Uma representação de A em H é um ∗-homomorfismo pi ∶ A → L(H).
Dizemos que a representação é não degenerada se pi(A)(H) ∶= {pi(a)(x) ∶
a ∈ A e x ∈H} é denso emH. A representação é fiel se o ∗-homomorfismo
é injetivo.
Exemplo 2.3.2. Seja A uma C*-álgebra. Considere A como um A-
módulo de Hilbert. Defina pi ∶ A → L(A) por pi(a)(b) = ab, em que
a, b ∈ A. É claro que pi está bem definida e é um ∗-homomorfismo. Mais
ainda, pelo uso de unidades aproximadas, segue que pi é não degenerada.
Além disso, pi é injetivo. O leitor atento deve ter percebido que esta
aplicação é a mesma do isomorfismo criado entre A e K(A). Isto não é
um caso isolado, veremos adiante que existe uma classe de módulos de
Hilbert em que há um isomorfismo entre a C*-álgebra a ser representada
e o ideal dos compactos do módulo de Hilbert.
Definição 2.3.3. Sejam A,B C*-álgebras, H um B-módulo de Hilbert
e pi uma representação de A em H. Definimos o idealizador de A em
L(H) porID(A) ∶= {f ∈ L(H) ∶ fpi(a) ∈ pi(A) e pi(a)f ∈ pi(A), para todo a ∈ A}.
69
Lema 2.3.4. Sejam A,B C*-álgebras, H um B-módulo de Hilbert e pi
uma representação fiel de A em H. Então ID(A) é uma ∗-subálgebra
fechada e unital de L(H) que contém pi(A) como um ideal.
Demonstração: Usando que A é uma C*-álgebra, e portanto fechada
por somas, multiplicação por escalar, produto e involução, segue queID(A) é uma ∗-subálgebra de L(H). Mais ainda, como idpi(a) =
pi(a)id = pi(a) ∈ A, segue que id ∈ ID(A), e portanto ID(A) é uni-
tal.
Se {fn}n∈N ⊂ ID(A) é uma sequência convergindo para f ∈ L(H),
então fpi(a) = limn fnpi(a) ∈ pi(A), já que pi(A) é fechado em L(H).
Similarmente, pi(a)f ∈ pi(A), e logo ID(A) é fechado. Por fim, é claro
que pi(A) é um ideal em ID(A) por definição.
Lema 2.3.5. Sejam A,B C*-álgebras, I um ideal de A, H um B-
módulo de Hilbert e pi uma representação não degenerada de I em H.
Então existe uma única representação p˜i de A para H estendendo pi, que
será também não degenerada. Se A é unital, então p˜i é unital. Além
disso, p˜i(A) ⊂ ID(I). Mais ainda, se pi é fiel e I⊥ ∶= {a ∈ A ∶ ab = 0,∀b ∈
I}, então ker(p˜i) = I⊥.
Demonstração: Primeiro note que H é um I-módulo de Banach à
esquerda, com a ação de I dada por pi, ou seja, dados n ∈ I e x ∈ H,
temos que n ⋅ x = pi(n)x. Como a representação é não degenerada,
segue pela Proposição 2.2.16 que todo elemento de H é escrito da forma
pi(n)x para algum n ∈ I e x ∈H. Usando isto, defina p˜i ∶ A→ L(H) por
p˜i(a) como sendo a função pi(n)x ↦ pi(an)x. Note que a expressão faz
sentido, já que I é um ideal de A.
Vamos mostrar que esta função está bem definida. Seja pi(n)x =
pi(m)y ∈H quaisquer. Considere também {ei}i ⊂ I uma unidade aprox-
imada para I. Temos
p˜i(a)pi(n)x = pi(an)x == lim
i
pi(aein)x == lim
i
pi(aei)pi(n)x == lim
i
pi(aei)pi(m)y = p˜i(a)pi(m)y.
Nosso próximo passo é ver que p˜i é um ∗-homomorfismo. É claro
que p˜i é linear, por definição de soma e multiplicação por escalar de
operadores. Verificaremos então o produto e a involução. Dados a, b ∈
A, n,m ∈ I e x, y ∈H, temos
p˜i(a)p˜i(b)pi(n)x = p˜i(a)pi(bn)x = pi(abn)x = p˜i(ab)pi(n)x,
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e⟨p˜i(a∗)pi(n)x,pi(m)y⟩ = ⟨pi(a∗n)x,pi(m)y⟩ == ⟨x,pi(a∗n)∗pi(m)y⟩ == ⟨x,pi(n∗am)y⟩ == ⟨pi(n)x,pi(am)y⟩ = ⟨pi(n)x, p˜i(a)pi(m)y⟩,
provando que p˜i(ab) = p˜i(a)p˜i(b) e p˜i(a)∗ = p˜i(a∗) e, consequentemente,
que p˜i é uma representação de A em L(H).
Suponha agora que σ seja outra representação de A em L(H) que
estenda pi. Então
σ(a)pi(n)x = σ(a)σ(n)x = σ(an)x = pi(an)x = p˜i(a)pi(n)x,
e logo σ(a) = p˜i(a) para todo a ∈ A, já que pi é não degenerada.
Como pi é não degenerada, é claro que p˜i também o é. Se A é unital
e 1 denota a unidade de A, então
p˜i(1)pi(n)x = pi(1n)x = pi(n)x.
Vamos mostrar agora que p˜i(A) ⊂ ID(I). Sejam a ∈ A, n,m ∈ I e
x ∈H, temos
pi(n)p˜i(a)pi(m)x = pi(n)pi(am)x = pi(nam)x = pi(na)pi(m)x
e
p˜i(a)pi(n)pi(m)x = pi(an)pi(m)x,
provando que pi(n)p˜i(a) = pi(na) e que p˜i(a)pi(n) = pi(an), e conse-
quentemente a afirmação.
Suponha agora que pi seja fiel. Então o ∗-homomorfismo pi é inje-
tivo. Considere então a ∈ ker(p˜i). Temos, pelo conta feita acima, que
pi(an) = 0, para todo n ∈ I, e logo an = 0, para todo n ∈ I, provando
que a ∈ I⊥. A outra continência é direta.
O lema acima mostra, em particular, que se pi é injetor, então p˜i é
injetor se, e somente se, I é um ideal essencial de A, ou seja, I⊥ = 0.
Dada uma C*-álgebra A podemos agora mostrar a existência da
álgebra dos multiplicadores M(A) de A. Lembrando que a álgebra
dos multiplicadores de A é uma C*-álgebra M(A) que contém A como
um ideal essencial e que tem a propriedade universal de que se C é
qualquer outra C*-álgebra de forma que A é um ideal essencial em C,
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então existe um único ∗-homomorfismo ϕ de C para M(A) de forma
que o diagrama
A
  // o

M(A)
C
ϕ
<<
comuta.
Proposição 2.3.6. Sejam A, B C*-álgebras e H um B-módulo de
Hilbert. Considere pi ∶ A → L(H) uma representação fiel e não degen-
erada de A. Então ID(pi(A)) é uma álgebra de multiplicadores de A,
em que vemos A ⊂ ID(pi(A)) via pi.
Demonstração: O Lema 2.3.4 mostra que ID(pi(A)) é uma ∗-subálgebra
fechada e unital de L(H) que contém pi(A) como um ideal, e portantoID(pi(A)) é uma C*-álgebra. Segue do Lema 2.3.5, usando I = A, que
A é essencial em ID(pi(A)) pois pi é fiel.
Se C é uma C*-álgebra de forma que A é ideal essencial em A, então
o Lema 2.3.5 mostra que existe um único ∗-homomorfismo p˜i ∶ C →ID(pi(A)) que estende pi, donde segue que ID(pi(A)) é uma álgebra
de multiplicadores de A.
Denotaremos por M(A) a álgebra de multiplicadores de A. Vimos
nesta demonstração que M(A) é unital.
Lembre que podemos ver A como um A-módulo de Hilbert. A
Proposição 2.2.8 mostra que A é isomorfa à K(A), e como K(A) é
um ideal de L(A), segue que ID(A) ≅ L(A), e portantoM(A) ≅ L(A).
Vimos também que caso A seja unital, então K(A) é unital e, portanto,
A ≅ K(A) = L(A) ≅ M(A). Mais geralmente se H é um módulo de
Hilbert, então M(K(H)) ≅ L(H).
Corolário 2.3.7. Sejam A e B C*-álgebras, de forma que A é um
ideal de B. Então existe um único ∗-homomorfismo pi ∶ B →M(A) de
forma que pi é igual à identidade em A. Mais ainda, pi é injetivo se, e
somente se, A é essencial em B.
Demonstração: Segue diretamente do comentário acima e do Lema
2.3.5.
Corolário 2.3.8. Sejam A,B C*-álgebras e H um B-módulo de Hilbert.
Suponha que exista uma representação pi não degenerada de A em H,
ou seja, um ∗-homomorfismo não degenerado de A para L(H). Então
existe um único ∗-homomorfismo p˜i unital e estritamente contínuo de
M(A) para L(H) que estende pi.
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Demonstração: A existência e a unicidade seguem do Lema 2.3.5.
Basta então mostrar que este ∗-homomorfismo é estritamente contínuo.
Seja {mi}i ⊂M(A) uma net convergindo na topologia estrita para m,
ou seja, para todo a ∈ A, mia → ma e ami → am. Vamos mostrar que{p˜i(mi)}i converge estritamente para p˜i(m).
Dados a ∈ A e x ∈H, temos
lim
i
p˜i(mi)pi(a)x = lim
i
pi(mia)x == pi(lim
i
mia)x == pi(ma)x = p˜i(m)pi(a)x
e similarmente
lim
i
p˜i(mi)∗pi(a)x = p˜i(m)pi(a)x,
provando o resultado.
2.4 Correspondências e produtos tensori-
ais
Definição 2.4.1. Sejam A,B C*-álgebras. Um B-módulo de HilbertH é chamado uma A-B correspondência se o mesmo é munido de uma
representação não degenerada de A emH. Se pi é o ∗-homomorfismo as-
sociado à representação de A emH, então denotamos a correspondência
por (H, pi).
Observe que em uma correspondência (H, pi) como acima, pi induz
uma estrutura de A-módulo (de Banach) sobre H e por esta razão,
denotamos pi(a)x = a ⋅ x = ax, para a ∈ A e x ∈H.
Exemplo 2.4.2. Sejam A e B C*-álgebras. Considere B como um
B-módulo de Hilbert. Suponha que exista um ∗-homomorfismo não
degenerado f de A paraM(B). Então (B,f) é uma A-B correspondên-
cia.
Um morfismo entre duas A-B correspondências (H, pi) e (K, σ) é
uma função adjuntável f ∶ H → K de forma que f(ax) = f(pi(a)x) =
σ(a)f(x) = af(x), para todo a ∈ A e x ∈H.
Um isomorfismo f entre duas correspondências (H, pi) e (K, σ) de A
para B é chamado unitário se este é unitário com respeito ao produto
interno, ou seja, se f∗ = f−1.
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Vamos agora discutir um aspécto técnico sobre a positividade de
uma aplicação linear entre duas C*-álgebras. Lembre que, dadas C*-
álgebras A e B, uma aplicação linear t ∶ A → B é chamada positiva se
para todo elemento positivo a ∈ A, temos t(a) ≥ 0 em B.
Considere agora uma aplicação linear t ∶ A → B qualquer, em
que A e B são C*-álgebras. Podemos construir uma aplicação t(n) ∶
Mn(A) → Mn(B) em que se uma matriz M em Mn(A) é dada por(ai,j) na entrada (i, j), que no caso denotaremos por M = (ai,j)i,j ,
então t(n)(M) = (t(ai,j))i,j . Mesmo que t seja positiva, podemos ter
que t(n) não é positiva. Isso inspira a definição de um novo tipo de
positividade.
Definição 2.4.3. Uma aplicação linear positiva t ∶ A → B é chamada
completamente positiva se, para todo n ∈ N, temos que t(n) é positivo.
Exemplo 2.4.4. Todo ∗-homomorfismo é completamente positivo. De
fato, sejam t ∶ A → B um ∗-homomorfismo entre C*-álgebras e n ∈ N.
Dado M ∈ Mn(A) positivo, existe N ∈ Mn(A) tal que M = N∗N .
Escreva N = (aij)i,j , onde aij ∈ A para todo i, j ∈ {1, . . . , n}. Disto,
N∗ = (a∗ij)j,i e com isso, N∗N = ( n∑
k=1a∗kiakj)i,j . Disto,
t(n)(N∗N) = (t( n∑
k=1a
∗
kiakj))i,j =
= ( n∑
k=1 t(aki)∗t(akj))i,j = t(n)(N)∗t(n)(N) ≥ 0
e portanto t é completamente positivo.
Nosso próximo passo é construir o produto tensorial interior en-
tre dois módulos de Hilbert. Para isto precisamos de uma função de
ligação entre eles. Esta função é o ∗-homomorfismo dado por uma
representação, ou seja, um dos módulos de Hilbert precisa ser uma
correspondência.
Sejam A e B C*-álgebras. Considere H um A-módulo de Hilbert
e (K, pi) uma A-B correspondência. Então, em particular, H é um
A módulo e K é um A-B bimódulo. Daí, podemos tomar o produto
tensorial de H por K como módulos. Este será denotado por H⊗algA K.
Aqui estamos fazendo o produto tensorial de H e K como módulos
sobre A. Poderíamos também fazer o produto tensorial de H por K
como módulos sobre C, o qual denotamos por H ⊗alg K. Neste caso,
precisaríamos “balancear” também a ação de A, o que corresponde
a quocientar H ⊗alg K pelo subespaço gerado por {xa ⊗ y − x ⊗ ay =
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xa⊗y−x⊗pi(a)y = 0 ∶ x ∈H, y ∈ K e a ∈ A}. Com isso, também teríamos
como resultado H⊗algA K, donde segue que xa⊗ y = x⊗ ay = x⊗ pi(a)y
em H⊗algA K, para todo x ∈H, y ∈ K e a ∈ A.
Note que assim, para usarmos a propriedade universal de produtos
tensoriais para H⊗algA K, precisamos verificar que além da função f ser
bilinear, precisamos que ela também seja balanceada sobre A, ou seja,
que f(xa, y) = f(x, ay).
Proposição 2.4.5. Nas condições acima, H ⊗algA K é um B-módulo
com produto interno.
Demonstração: Vamos definir um semiproduto interno ⟨⋅, ⋅⟩ emH⊗algAK. Fixe (x, y) ∈ H ×K. Defina uma função T 0x,y de H ×K para B por(w, z) ↦ ⟨y, pi(⟨x,w⟩)z⟩. Esta função é claramente bilinear, e além
disso,
(wa, z)↦ ⟨y, pi(⟨x,wa⟩)z⟩ = ⟨y, pi(⟨x,w⟩)pi(a)z⟩← [ (w,az)
e portanto dá origem a uma função linear Tx,y de H⊗algA K para B.
Defina agora T ∗x,y(w ⊗ z) ∶= Tx,y(w ⊗ z)∗. Esta função é conjugado
linear de H ⊗algA K para B. Note que a função (x, y) ↦ T ∗x,y é bilinear.
De fato, tome x,x1, x2 ∈H, y, y1, y2 ∈ K e λ ∈ C. Temos
T ∗x1+λx2,y(w ⊗ z) = ⟨y, pi(⟨x1 + λx2,w⟩)z⟩∗ == ⟨pi(⟨x1 + λx2,w⟩)z, y⟩ == ⟨pi(⟨x1,w⟩)z, y⟩ + λ⟨pi(⟨x2,w)z, y⟩ == ⟨y, pi(⟨x1,w⟩)z⟩∗ + λ⟨y, pi(⟨x2,w)z⟩∗ == T ∗x1,y(w ⊗ z) + λT ∗x2,y(w ⊗ z).
Similarmente, temos que T ∗x,y1+λy2 = T ∗x,y1 + λT ∗x,y2 . Mais ainda,
T ∗xa,y(w ⊗ z) = ⟨y, pi(⟨xa,w⟩)z⟩∗ == ⟨y, pi(a)∗pi(⟨x,w⟩)z⟩∗ == ⟨pi(⟨x,w⟩)z, pi(a)y⟩ = T ∗x,ay(w ⊗ z).
Logo, esta função dá origem a uma função linear x ⊗ y ↦ T ∗x,y. Com
isso, defina ⟨x⊗y,w⊗z⟩ ∶= Tx,y(w⊗z). Esta função é conjugado-linear
na primeira variável e linear na segunda, por construção.
Vamos construir agora a ação de B sobre H⊗algA K. Para cada b ∈ B,
defina uma função de H ×K para H⊗alg K por (x, y)↦ x⊗ (yb). Está
função é claramente bilinear e A-balanceada e portanto dá origem à
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uma função de H⊗algA K para si mesmo. Vamos mostrar que H⊗algA K
é um B-módulo com semiproduto interno.
É claro que a condição (1) da Definição 2.1.1 é válida.
A condição (2) foi mostrada na construção do produto interno.
Para a condição (3), sejam x⊗ y,w ⊗ z ∈H⊗algA K e b ∈ B. Temos⟨x⊗ y,w ⊗ (zb)⟩ = ⟨y, pi(⟨x,w⟩)zb⟩ == ⟨y, pi(⟨x,w⟩)z⟩b = ⟨x⊗ y,w ⊗ z⟩b.
Na condição (4) temos,
⟨x⊗ y,w ⊗ z⟩∗ = ⟨y, pi(⟨x,w⟩)z⟩∗ == ⟨pi(⟨x,w⟩)z, y⟩ == ⟨z, pi(⟨x,w⟩)∗y⟩ == ⟨z, pi(⟨w,x⟩)y⟩ = ⟨w ⊗ z, x⊗ y⟩.
Para a condição (5), tome z = n∑
i=1xi ⊗ yi. Temos
⟨z, z⟩ = n∑
i,j=1⟨xi ⊗ yi, xj ⊗ yj⟩ =
= n∑
i,j=1⟨yi, pi(⟨xi, xj⟩)yj⟩ == ⟨{yi}ni=1, pi(n)((⟨xi, xj⟩)i,j){yi}ni=1⟩
Em que estamos vendo a última igualdade em Kn, com
pi(n)((⟨xi, xj⟩)i,j) sendo a matriz cuja entrada (i, j) é igual a pi(⟨xi, xj⟩).
Usando o Lema 2.2.10, segue que a matriz (⟨xi, xj⟩)i,j é positiva. Além
disso, como pi é um ∗-homomorfismo segue que este é completamente
positivo, (pi(⟨xi, xj⟩))i,j ≥ 0 e, pelo Lema 2.2.6, segue que ⟨z, z⟩ ≥ 0.
Com isso, H⊗algA K é um B-módulo com semiproduto interno.
Lembre que dado um módulo com semiproduto interno, podemos
gerar um módulo com produto interno quocientando pelo núcleo do
produto interno, ou seja, pelo subespaço gerado por N = {x ∈ H ∶⟨x,x⟩ = 0}. Porém, N é igual ao subespaço gerado pelos elementos da
forma {xa ⊗ y − x ⊗ pi(a)y = 0 ∶ x ∈ H, y ∈ K e a ∈ A}, como pode ser
visto em [14].
Logo, segue que H⊗algA K é um B-módulo com produto interno.
Definição 2.4.6. Sejam A e B C*-álgebras. Considere H um A-
módulo de Hilbert e (K, pi) uma A-B correspondência. Definimos o
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produto tensorial (interior) de H por K como sendo o completamento
de H⊗algA K construído acima, denotado por H⊗A K.
Caso H seja uma A-B correspondência com ∗-homomorfismo asso-
ciado pi e K seja uma B-C correspondência, então o produto tensorialH ⊗B K pode ser tornado em uma A-C correspondência, usando o ∗-
homomorfismo pi ⊗ id em que para cada a ∈ A, pi(a)⊗ id é definido por
x⊗ y ↦ pi(a)x⊗ y.
Exemplo 2.4.7. Considere H uma A-B correspondência. Temos que
A é uma A-A correspondência, e B é uma B-B correspondência. Vamos
mostrar que A ⊗A H ≅ H. Primeiro note que a função (a, x) ↦ a ⋅ x é
bilinear e A-balanceada, e portanto dá origem a um operador A-linear
ϕ de A⊗algA H. Dado z = n∑
i=1ai ⊗ xi ∈, temos
⟨z, z⟩ = ⟨ n∑
i=1ai ⊗ xi, n∑i=1ai ⊗ xi⟩ == n∑
i=1
n∑
j=1⟨ai ⊗ xi, aj ⊗ xj⟩ =
= n∑
i=1
n∑
j=1⟨xi, (a∗i aj) ⋅ xj⟩ =
= ⟨ n∑
i=1ai ⋅ xi, n∑j=1aj ⋅ xj⟩ = ⟨ϕ(z), ϕ(z)⟩
e logo ϕ é uma isometria. Com isso, podemos estendê-lo para o com-
pletamento de A ⊗algA H, de maneira isométrica. Por fim, como H é
uma correspondência, em particular é um A-módulo não degenerado
e logo a isometria construída acima é sobrejetora, implicando que ϕ é
um unitário e provando o que afirmamos.
Similarmente, temos que H⊗B B ≅H.
Podemos ver o produto tensorial como uma operação dentro das cor-
respondências. Já vimos que o produto tensorial de duas correspondên-
cias é novamente uma correspondência. O último exemplo mostrou que
as C*-álgebras correspondentes funcionam como “unidades”, a menos
de isomorfismo, para o produto tensorial. Uma pergunta natural que
surge é se esta operação é associativa, novamente a menos de isomor-
fismo. Isto será mostrado na próxima proposição.
Proposição 2.4.8. Sejam H um A módulo de Hilbert, K uma A-B cor-
respondência e L uma B-C correspondência. Então existe um unitário
a ∶ (H⊗A K)⊗B L→H⊗A (K ⊗B L).
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Demonstração: Fixe z ∈ L. Para cada z, a função (x, y)↦ x⊗(y⊗z)
é bilinear e usando que o produto tensorial sobre A é A-balanceado e
que a estrutura de A-C correspondência sobre K⊗B L, temos que esta
função também é A-balanceada, donde segue que ela dá origem a uma
função linear ϕz ∶ H ⊗algA K → H ⊗A (K ⊗B L). Dado w = n∑
i=1xi ⊗ yi,
temos
∥⟨ϕz(w), ϕz(w)⟩∥ = ∥ n∑
i=1
n∑
j=1⟨ϕz(xi ⊗ yi), ϕz(xj ⊗ yj)⟩∥ =
= ∥ n∑
i=1
n∑
j=1⟨xi ⊗ (yi ⊗ z), xj ⊗ (yj ⊗ z)⟩∥ =
= ∥ n∑
i=1
n∑
j=1⟨yi ⊗ z, (⟨xi, xj⟩ ⋅ yj)⊗ z⟩∥ =
= ∥ n∑
i=1
n∑
j=1⟨z, ⟨yi, ⟨xi, xj⟩ ⋅ yj⟩ ⋅ z⟩∥ == ∥⟨z, ⟨w,w⟩ ⋅ z⟩∥ ≤ ∥⟨w,w⟩∥∥⟨z, z⟩∥,
donde segue que ϕz é limitada por ∥z∥. Com isso, para cada z ∈ L,
temos uma função linear ϕz ∶H⊗A K →H⊗A (K ⊗B L).
Dado (w, z)(H⊗AK)×L, temos que a função (w, z)↦ ϕz(w) é bi-
linear. Como ϕz é bilinear e contínua, basta verificarmos para tensores
elementares x⊗ y ∈H⊗A K. Disto,
ϕz1+λz2(x⊗ y) = x⊗ (y ⊗ (z1 + λz2)) == x⊗ (y ⊗ z1) + λx⊗ (y ⊗ z2) == ϕz1(x⊗ y) + λϕz2(x⊗ y).
A linearidade na outra variável decorre do fato de que ϕz é linear. Mais
ainda, temos
ϕz((x⊗ y) ⋅ b) = x⊗ (y ⋅ b⊗ z) = x⊗ (y ⊗ b ⋅ z) = ϕb⋅z(x⊗ y),
provando que a função também é B-balanceada, e portanto (w, z) ↦
ϕz(w) dá origem a uma função linear
a0 ∶ (H⊗A K)⊗algB L→H⊗A (K ⊗B L).
Seja agora s = n∑
k=1wk ⊗ zk ∈ (H⊗A K)⊗algB L, em que
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wk = lim
nk→∞
nk∑
ik=1xik ⊗ yik . Daí,⟨a0(s), a0(s)⟩ == n∑
k,l=1⟨a0(wk ⊗ zk), a0(wl ⊗ zl)⟩ == n∑
k,l=1⟨ϕzk(wk), ϕzl(wl)⟩ == n∑
k,l=1 limnk→∞ limnl→∞
nk∑
ik=1
nl∑
il=1⟨xik ⊗ (yik ⊗ zk), xil ⊗ (yil ⊗ zl)⟩ == n∑
k,l=1 limnk→∞ limnl→∞
nk∑
ik=1
nl∑
il=1⟨yik ⊗ zk, (⟨xik , xil⟩ ⋅ yil)⊗ zl⟩ == n∑
k,l=1 limnk→∞ limnl→∞
nk∑
ik=1
nl∑
il=1⟨zk, ⟨yik , ⟨xik , xil⟩ ⋅ yil⟩ ⋅ zl⟩ == n∑
k,l=1⟨zk, ⟨wk,wl⟩ ⋅ zl⟩ == ⟨s, s⟩,
provando que a0 é uma isometria. Além disso, como os tensores ele-
mentares de H ⊗A (K ⊗B L) estão na imagem de a0, segue que este é
sobrejetor e portanto se estende a um unitário a ∶ (H ⊗A K) ⊗B L →H⊗A (K ⊗B L), como se queria demonstrar.
Outra pergunta natural que surge é se existem correspondências
inversíveis com relação ao produto tensorial, no sentido de que seu
produto tensorial seja isomorfo às C*-álgebras correspondentes. Estas
correspondências existem e são chamadas de bimódulos de imprimitivi-
dade. Porém, antes de entrarmos neste tópico, vamos falar um pouco
mais sobre unitários entre correspondências e sua relação com o produto
tensorial.
Teorema 2.4.9. Sejam H1,H2 A-módulos de Hilbert e K1,K2 A-B
correspondências. Dados unitários f ∶H1 →H2 e g ∶ K1 → K2 existe um
unitário f⊗g de H1⊗AK1 para H2⊗AK2 de forma que (f⊗g)(x⊗y) =
f(x)⊗ g(y), para todo x⊗ y ∈H1 ⊗K1.
Demonstração: É claro que a função (x, y) ↦ f(x) ⊗ g(y) é bilin-
ear. Além disso, esta função é A-balanceada, já que f é um homo-
morfismo de A-módulos de Hilbert e g é um homomorfismo de A-B
correspondências. Assim, este mapa dá origem a um operador linear
ϕ ∶H1 ⊗algA K1 →H2 ⊗algA K2 definido por x⊗ y ↦ f(x)⊗ g(y).
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Dados agora z = n∑
i=1xi ⊗ yi ∈H1 ⊗algA K1, temos
⟨ϕ(z), ϕ(z)⟩ = ⟨ n∑
i=1 f(xi)⊗ g(yi), n∑j=1 f(xj)⊗ g(yj)⟩ =
= n∑
i=1
n∑
j=1⟨f(xi)⊗ g(yi), f(xj)⊗ g(yj)⟩ =
= n∑
i=1
n∑
j=1⟨g(yi), ⟨f(xi), f(xj)⟩g(yj)⟩ =
= n∑
i=1
n∑
j=1⟨g(yi), ⟨xi, xj⟩g(yj)⟩ =
= n∑
i=1
n∑
j=1⟨g(yi), g(⟨xi, xj⟩yj)⟩ =
= n∑
i=1
n∑
j=1⟨yi, ⟨xi, xj⟩yj⟩ = ⟨z, z⟩,
donde segue que ϕ é isométrico, e portanto se estende a uma isometria
f ⊗ g ∶H1 ⊗A K1 →H2 ⊗A K2.
Por fim, como f e g são unitários, e portanto sobrejetores, temos
que os tensores elementares de H2 ⊗algA K2 estão na imagem de f ⊗ g
e portanto H2 ⊗algA K2 está na imagem de f ⊗ g. Como a imagem de
uma isometria é fechada, segue que esta é sobrejetora, e portanto um
unitário.
Definição 2.4.10. Sejam A e B C*-álgebras. Um A-B-bimódulo de
Hilbert H é um A-módulo de Hilbert à esquerda e um B-módulo de
Hilbert à direita de forma que
1. a ⋅ (x ⋅ b) = (a ⋅ x) ⋅ b;
2. ⟪x, y⟫z = x⟨y, z⟩;
em que a ∈ A, b ∈ B, x, y, z ∈ H e ⟪⋅, ⋅⟫, ⟨⋅, ⋅⟩ denotam os produtos
internos à esquerda e à direita, respectivamente.
Um bimódulo de Hilbert é chamado um bimódulo de imprimitivi-
dade se ele é cheio com relação a cada produto interno.
O produto tensorial entre bimódulos de Hilbert dá origem à um
novo bimódulo de Hilbert, em que o produto interno à esquerda é dado
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por ⟪x ⊗ y,w ⊗ z⟫ = ⟪x ⋅ ⟪y, z⟫,w⟫. Em particular, o produto tenso-
rial entre bimódulos de imprimitividade é novamente um bimódulo de
imprimitividade.
Sejam A,B C*-álgebras, I◁A, J◁B ideais e H um A-B-bimódulo
de Hilbert. Podemos produzir um I-J-bimódulo de Hilbert fazendo o
produto de H por I e J respectivamente. Formalmente, considere o
conjunto K ∶= span{m ⋅ x ⋅ n ∶ m ∈ I, x ∈ H, n ∈ J}. É claro que K é
invariante pela operação de soma, produto por escalar e produto por
I. Segue pela Proposição 2.2.16 que K = {m ⋅ x ⋅n ∶m ∈ I, x ∈H, n ∈ J}.
Com isto, temos
⟨m1 ⋅ x1 ⋅ n1,m2 ⋅ x2 ⋅ n2⟩ = n∗1⟨m1 ⋅ x1,m2 ⋅ x2⟩n2 ∈ J
e similarmente ⟪m1 ⋅ x1 ⋅ n1,m2 ⋅ x2 ⋅ n2⟫ ∈ I para todo m1 ⋅ x1 ⋅ n1,m2 ⋅
x2 ⋅ n2 ∈ K. Isto mostra que os produtos internos também estão bem
definidos e portanto K é um I-J-bimódulo de Hilbert. Denotaremos
este bimódulo de Hilbert por I ⋅ H ⋅ J . Caso J = B, denotaremos K
por I ⋅H. Analogamente, adotaremos a notação H ⋅ J para o caso em
que I = A. Com isto, podemos construir unitários ϕ ∶ I ⊗AH → I ⋅H e
ψ ∶H⊗B J →H ⋅ J de maneira análoga feita no Exemplo 2.4.7.
Quando existe um bimódulo de imprimitividade entre duas C*-
álgebras, dizemos que elas são Morita equivalentes. Uma equivalência
de Morita é uma forma mais fraca de isomorfismo entre C*-álgebras,
como pode ser visto no próximo exemplo.
Exemplo 2.4.11. Sejam A e B C*-álgebras. Suponha que exista um∗-isomorfismo ϕ ∶ A → B. Então B é um A-B-bimódulo de imprimi-
tividade. É claro que B é um B-módulo de Hilbert cheio, como no E-
xemplo 2.4.11. Além disso, podemos tornar B um A-módulo de Hilbert
à esquerda com a ação de A sendo a ⋅ x = ϕ(a)b e o produto interno⟪x, y⟫ = ϕ−1(xy∗), para a ∈ A e b, x, y ∈ B. Como ϕ é um isomorfismo,
segue que B é cheio à esquerda.
A condição 1 da Definição 2.4.10 segue da associatividade do pro-
duto. Para a condição 2, temos
⟪x, y⟫z = ϕ(ϕ−1(xy∗))z = xy∗z = x⟨y, z⟩,
provando que B é um A-B-bimódulo de imprimitividade.
Em contrapartida, bimódulos de Hilbert generalizam isomorfismos
parciais entre C*-álgebras, como mostraremos no próximo exemplo.
Exemplo 2.4.12. Sejam A e B C*-álgebras. Dados I ◁ A e J ◁ B
ideais, suponha que exista um ∗-isomorfismo ϕ ∶ I → J . Então J é um
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A-B-bimódulo de Hilbert. Usando novamente a estrutura de B-módulo
de Hilbert como no Exemplo 2.4.11, temos que J é um B módulo de
Hilbert.
Seguindo o exemplo anterior, temos um I-B-bimódulo de Hilbert.
Porém, como ϕ é um isomorfismo, segue que ϕ é não degenerado,
e portanto, usando o Lema 2.3.5, temos que ϕ se estende a um ∗-
homomorfismo não degenerado ϕ˜ ∶ A → J . Este ∗-homomorfismo nos
dá uma ação de A em J . Além disso, o produto interno é dado por
ϕ−1, como feito anteriormente.
Com isso, J é um A-B-bimódulo de Hilbert.
Nossos esforços para estudar de maneira (bi)categórica as ações de
semigrupos inversos vão usar bicategorias com morfismos isomorfos aos
definidos no exemplo anterior. Estes bimódulos são chamados de regu-
lares e serão o foco de nosso estudo mais adiante.
Exemplo 2.4.13. Lembre que, pela Proposição 2.2.12, um B-módulo
de Hilbert H cheio é também um K(H)-módulo de Hilbert cheio à
esquerda. Vamos mostrar que H é um bimódulo de imprimitividade.
Como os operadores adjuntáveis sãoB-lineares, segue que a condição
1 da Definição 2.4.10 é satisfeita. Para a segunda condição, tome
x, y, z ∈H. Temos
⟪x, y⟫z = θx,y(z) = x⟨y, z⟩,
donde segue que H é um K(H)-B-bimódulo de imprimitividade.
Similarmente, se H é um A-módulo de Hilbert cheio à esquerda,
então H é um A-K(H)-bimódulo de imprimitividade.
Lema 2.4.14. Sejam A,B,C C*-álgebras, I ⊲ A, J,K ⊲ B e L ⊲ C
ideais de forma que existam ∗-isomorfismos α ∶ I → J e β ∶ K → L.
Se vermos J como um A-B-bimódulo de Hilbert e K como um A-C-
bimódulo de Hilbert, então J ⊗B L é unitariamente isomorfo a M , em
que M é o ideal de C dado por β(J ∩K) visto como um A-C-bimódulo
de Hilbert.
Demonstração: Defina ψ0 ∶ J × L → M por (x, y) ↦ β(xβ−1(y)).
Observe que esta função está bem definida, já que J ∩K = JK. Dados
x,x1, x2 ∈ J , y, y1, y2 ∈ L e λ ∈ C, temos
ψ0(x1 + λx2, y) = β((x1 + λx2)β−1(y)) == β(x1β−1(y)) + λβ(x2β−1(y)) == ψ0(x1, y) + λψ0(x2, y)
82
eψ0(x, y1 + λy2) = β(xβ−1(y1 + λy2)) == β(xβ−1(y1)) + λβ(xβ−1(y2)) == ψ0(x, y1) + λψ0(x, y2),
provando que ψ0 é bilinear. Mais ainda, para b ∈ B,
ψ0(xb, y) = β(xbβ−1(y))
e
ψ0(x, by) = β(xβ−1(β˜(b)y)),
em que β˜ é a extensão de β para B como um ∗-homomorfismo não
degenerado.
Observe que como β é um ∗-isomorfismo, β−1(β˜(b)) = i para um
único i ∈K. Disto,
β(xβ−1(β˜(b)y)) = β(xβ−1(β˜(b))β−1(y)) = β(xiβ−1(y)),
e como β(i) = β˜(b), segue que ψ0(xb, y) = ψ0(x, by).
Com isto ψ0 é bilinear eB-balanceada e portanto induz um operador
linear ψ ∶ J ⊗algB L→M .
Seja z = n∑
i=1xi ⊗ yi ∈ J ⊗algB L. Temos,
⟨ψ(z), ψ(z)⟩ = n∑
i,j=1⟨ψ(xi ⊗ yi), ψ(xj ⊗ yj)⟩ =
= n∑
i,j=1⟨β(xiβ−1(yi)), β(xjβ−1(yj))⟩ =
= n∑
i,j=1β(β−1(y∗i )x∗i xjβ−1(yj)) =
= n∑
i,j=1 y∗i β˜(x∗i xj)yj =
= n∑
i,j=1⟨yi, β˜(⟨xi, xj⟩)yj⟩ =
= n∑
i,j=1⟨xi ⊗ yi, xj ⊗ yj⟩ = ⟨z, z⟩
provando que ψ é isométrica. Usando a Proposição 1.2.24, temos que
o conjunto J0 ∶= {jk ∈ J ∩K ∶ j ∈ J, k ∈ K} é denso em J ∩K. Disto,
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β(J0) é denso emM . Mais ainda, observe que dado m = β(jk) ∈ β(J0),
temos
ψ(j ⊗ β(k)) = β(jβ−1(β(k))) = β(jk) =m,
provando que a imagem de ψ é densa e portanto ψ é um unitário, como
queríamos provar.
Observe que a ação de A em M como acima é dada através do
isomorfismo γ ∶ α−1(J ∩K)→ β(J ∩K), em que γ = β ○α. Isto é muito
similar ao contexto de ações parciais, como pode ser visto em [12], onde
precisamos fazer a composição de funções num domínio apropriado,
restringindo este se preciso.
Sejam A,B C*-álgebras e (H, pi) uma A-B correspondência em queH é um B-módulo de Hilbert cheio. Vimos acima queH é umK(H)-B-
bimódulo de imprimitividade. Disso, se pi é um ∗-isomorfismo de A em
K(H), segue queH é um A-B-bimódulo de imprimitividade. Então um
questionamento natural é seH é um A-B-bimódulo de imprimitividade,
então existe um isomorfismo entre A e K(H). Isto de fato é verdade e
será mostrado no próximo teorema.
Teorema 2.4.15. Sejam A,B C*-álgebras e H um A-B-bimódulo de
Hilbert. Então o ∗-homomorfismo ϕ ∶ A→ L(H) definido por ϕ(a)(x) =
a ⋅ x se restringe a um ∗-isomorfismo de I sobre K(H), em que I =
span{⟪x, y⟫ ∶ x, y ∈ H}. Em particular, se H é um A-B-bimódulo de
imprimitividade, ϕ é um ∗-isomorfismo sobre K(H).
Demonstração: Denote por ψ a restrição de ϕ ao ideal I. Vamos
mostrar que ψ é injetivo. Seja n ∈ ker(ψ). Temos que n ⋅ x = 0, para
todo x ∈H, donde segue que
n⟪x, y⟫ = ⟪n ⋅ x, y⟫ = 0
para todo x, y ∈ H. Isto implica que nm = 0, para todo m ∈ I, donde
segue que n = 0 e portanto ψ é injetivo.
Para mostrar que a imagem de ψ é igual a K(H), observe que para
todo x, y, z ∈H,
θx,y(z) = x⟨y, z⟩ = ⟪x, y⟫z,
donde segue que θx,y é igual à multiplicação por ⟪x, y⟫. Como o span
do conjunto {θx,y ∶ x, y ∈H} é denso em K(H), segue que a imagem de
ψ é K(H) provando o desejado.
Com isto, usando a Proposição 2.2.12, segue que as normas induzi-
das pelos produtos internos à direita e à esquerda em um bimódulo
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de imprimitividade são iguais. Veremos mais adiante que isto também
vale para um bimódulo de Hilbert geral.
Podemos então formalizar a noção de uma correspondência ser in-
versível.
Definição 2.4.16. Uma A-B correspondência H é chamada inversível,
com relação ao produto tensorial, se existe uma B-A correspondênciaK de forma que H⊗B K ≅ A e K ⊗AH ≅ B.
Dado um A-B-bimódulo de imprimitividade H, podemos construir
um B-A bimódulo de imprimitividade, chamado de dual, ou de inverso,
de H e denotado por H∗ da seguinte forma:
Como conjunto H∗ ∶= {x∗ ∶ x ∈ H}, ou seja, os mesmos elementos
de H renomeados para diferenciarmos. A soma é a mesma de H, isto
é x∗ + y∗ ∶= (x + y)∗ e para λ ∈ C, definimos λx∗ ∶= (λx)∗. Para a ação
de B à esquerda de H∗, defina
b ⋅ x∗ ∶= (xb∗)∗
e similarmente x∗ ⋅ a = (a∗x)∗. Mantemos os produtos internos da
mesma maneira, no sentido de que o produto interno à esquerda de H∗
é igual ao produto interno à direita de H e similarmente para o produto
interno à direita. Este é então um B-A-bimódulo de imprimitividade,
como pode ser verificado facilmente.
Além disso, temos um anti-isomorfismo f ∶H →H∗, no sentido que
f é conjugado-linear, bijetiva e f(axb) = b∗f(x)a∗ para todo a ∈ A,
b ∈ B e x ∈H.
Dado um A-B bimódulo de imprimitividade H, temos que H ⊗BH∗ ≅ A e H∗ ⊗A H ≅ B. De fato, note que a função (x∗, y) ↦ ⟨x, y⟩ é
bilinear. Além disso,
(x∗a, y)↦ ⟨a∗x, y⟩ = ⟨x, ay⟩← [ (x, ay),
provando que esta dá origem a uma função linear p ∶ H∗ ⊗algA H → B.
Esta função é sobrejetora pois H é cheio à direita. Mais ainda, dado
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z = n∑
i=1x∗i ⊗ yi ∈H∗ ⊗algA H, temos⟨p(z), p(z)⟩ = p(z)∗p(z) =
= n∑
i,j=1⟨yi, xi⟩⟨xj , yj⟩ =
= n∑
i,j=1⟨yi, xi⟨xj , yj⟩⟩ =
= n∑
i,j=1⟨yi, ⟨x∗i , x∗j ⟩yj⟩ =
= n∑
i,j=1⟨x∗i ⊗ yi, x∗j ⊗ yj⟩ = ⟨z, z⟩,
provando que p é uma isometria e portanto dá origem a um unitário deH∗ ⊗A H para B. Similarmente, existe um unitário de H ⊗B H∗ para
A.
Isto mostra que H∗ é um inverso para H e logo todo bimódulo de
imprimitividade é uma correspondência inversível. Mais geralmente,
podemos fazer esta mesma construção para um A-B-bimódulo H qual-
quer. Note que um A-B-bimódulo se torna um I-J-bimódulo de im-
primitividade, para os ideais I ∶= span{⟪x, y⟫ ∶ x, y ∈H} e J ∶= span{⟨x, y⟩ ∶
x, y ∈H}. Com isto, H⊗B H∗ ≅ I e H∗ ⊗AH ≅ J . Assim, a observação
feita após o Teorema 2.4.15 também é válida para bimódulos de Hilbert
que não necessariamente são de imprimitividade.
Lema 2.4.17. Sejam A uma C*-álgebra e H um A-A-bimódulo de
Hilbert. Se H ⊗A H ≅ H, então H ≅ I ≅ J como A-A-bimódulos de
Hilbert, em que I = span{⟪x, y⟫ ∶ x, y ∈H} e J = span{⟨x, y⟩ ∶ x, y ∈H}.
Demonstração: Como H⊗AH ≅H, segue queH⊗AH⊗AH∗ ≅H⊗AH∗
e como vimos acima, H⊗AH∗ ≅ I e H⊗A I ≅H, donde segue que H ≅ I.
Se fizermos o produto tensorial por H∗ do outro lado vamos ter queH ≅ J como desejamos, concluindo a demonstração.
Mostraremos adiante que I = J como acima, porém para isto iremos
usar a unicidade, a menos de isomorfismo, do inverso de um bimódulo
de Hilbert.
Antes de continuarmos com a próxima proposição caracterizando
correspondências inversíveis, vamos mostrar um lema técnico impor-
tante.
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Lema 2.4.18. Sejam A,B,C C*-álgebras, H um A-B-bimódulo de im-
primitividade e K um B-C-bimódulo de imprimitividade. Então existe
um unitário u ∶ (H⊗B K)∗ → K∗ ⊗B H∗.
Demonstração: A função (x, y) → y∗ ⊗ x∗ é conjugado-linear e B-
balanceada, donde segue que existe uma função linear u0 ∶ (H ⊗algBK)∗ → K∗ ⊗B H∗ definida por (x ⊗ y)∗ → y∗ ⊗ x∗. Note que u0 tem
imagem densa em K∗⊗BH∗, donde segue que se u0 for uma isometria,
então u0 se estenderá a um unitário como queremos mostrar.
Vamos então mostrar que u0 é uma isometria. Seja z = n∑
i=1(xi⊗yi)∗ ∈(H⊗B K)∗, temos
⟨u0(z), u0(z)⟩ = n∑
i,j=1⟨y∗i ⊗ x∗i , y∗j ⊗ x∗j ⟩ =
= n∑
i,j=1⟨x∗i , ⟨y∗i , y∗j ⟩x∗j ⟩ =
= n∑
i,j=1⟨x∗i , (xj⟪yi, yj⟫)∗⟩ =
= n∑
i,j=1⟪xi, xj⟪yj , yi⟫⟫ =
= n∑
i,j=1⟪xi⟪yi, yj⟫, xj⟫ = ⟪z, z⟫
provando o desejado.
O próximo resultado nos diz que uma correspondência inversível é
um bimódulo de imprimitividade.
Proposição 2.4.19. Sejam A,B C*-álgebras e (H, pi) uma A-B cor-
respondência inversível. Então H é um A-B-bimódulo de imprimitivi-
dade. Além disso, se K é uma inversa de H, então K ≅H∗.
Para a demonstração da proposição acima, veja ([8]: Lemma 2.4).
Por fim, vamos mostrar alguns lemas técnicos que nos ajudarão
adiante.
Primeiro note que se H é um A-B-bimódulo de Hilbert, então H⊗BH∗ ⊗A H ≅ H, através do unitário induzido pelo produto interno à
esquerda, ou à direita. Ou seja, os mapas dados por x⊗y∗⊗z ↦ x⟨y, z⟩
e x ⊗ y∗ ⊗ z ↦ ⟪x, y⟫z. Além disso, por ser um bimódulo de Hilbert,
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estas funções são iguais, donde segue que o seguinte diagrama comuta
H⊗B H∗ ⊗AH id⊗⟨⋅,⋅⟩ //
⟪⋅,⋅⟫⊗id

H⊗B ⟨H,H⟩
µ
⟪H,H⟫⊗AH µ //H,
em que estamos usando ⟪⋅, ⋅⟫, ⟨⋅, ⋅⟩ para denotar o unitário induzido
pelos produtos internos, µ para denotar o unitário induzido pela ação
à esquerda ou à direita e ⟪H,H⟫, ⟨H,H⟩ para denotar os ideais gerados
pelos produtos internos à esquerda e à direita. Similarmente, existem
unitários que implementam o isomorfismo H∗ ⊗AH⊗B H∗ ≅H∗.
Suponha que H e K sejam A-B-bimódulos de Hilbert e que exista
um unitário, para o produto interno à direita, de H para K que comuta
com a ação à esquerda dos bimódulos. Este unitário é então um opera-
dor A-linear de H para K. Como as normas em bimódulos de Hilbert
são iguais, segue que este unitário também será isométrico com relação
à norma induzida pelo produto interno à esquerda. Além disto, por ser
um unitário, é em particular sobrejetor, e portanto é um unitário para
o produto interno à esquerda.
Lema 2.4.20. Sejam A,B,C C*-álgebras, H um A-B-bimódulo de
Hilbert, K um B-C-bimódulo de Hilbert e L um A-C-bimódulo de Hilbert
de forma que ⟪K,K⟫ = ⟨H,H⟩. EntãoU(H⊗B K,L) ≅ U(K,H∗ ⊗A L)
e U(L,H⊗B K) ≅ U(H∗ ⊗A L,K),
em que U denota os unitários entre os bimódulos de Hilbert em questão.
Demonstração: Seja ϕ ∶H⊗BK → L um unitário. Podemos construir
um unitário id⊗ϕ ∶H∗ ⊗AH⊗B K →H∗ ⊗L definido por x∗ ⊗ y ⊗ z ↦
x∗⊗ϕ(y⊗z). Usando o unitário induzido pelo produto interno à direita,
o qual denotaremos por ⟨⋅, ⋅⟩, temos⟨⋅, ⋅⟩⊗ id ∶H∗ ⊗AH⊗B K → ⟨H,H⟩⊗B K.
Por fim, usando o unitário induzido pela ação à esquerda sobre K,
denotado por µ, temos
µ ∶ ⟨H,H⟩⊗B K → ⟨H,H⟩ ⋅K ≅ K,
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em que o último isomorfismo é dado pois ⟨H,H⟩ = ⟪K,K⟫.
Assim, a composição id ⊗ ϕ ○ ⟨⋅, ⋅⟩−1 ⊗ id ○ µ−1 ∈ U(K,H∗ ⊗A L).
Assim construímos uma aplicação de U(H⊗BK,L) para U(K,H∗⊗AL).
Vamos mostrar que esta aplicação é injetora e sobrejetora. Para a
sobrejetividade, considere ψ ∈ U(K,H∗ ⊗A L). Seja x ∈ K com x =⟨x1, x2⟩y, em que x1, x2 ∈ H e y ∈ K. Disto, ψ(x) = ⟨x1, x2⟩ψ(y) =⟨x1, x2⟩(w∗ ⊗ z) ∈H∗ ⊗A L. Assim, temos
ψ(x) = ⟨x1, x2⟩w∗ ⊗ z == (w⟨x2, x1⟩)∗ ⊗ z == (⟪w,x2⟫x1)∗ ⊗ z == x∗1⟪x2,w⟫⊗ z = x∗1 ⊗ ⟪x2,w⟫z.
Por outro lado, dado ϕ ∈ U(H⊗B K,L), temos que
(id⊗ ϕ ○ ⟨⋅, ⋅⟩−1 ⊗ id ○ µ−1)(x) = (id⊗ ϕ ○ ⟨⋅, ⋅⟩−1 ⊗ id)(⟨x1, x2⟩⊗ y) == id⊗ ϕ(x∗1 ⊗ x2 ⊗ y) = x∗1 ⊗ ϕ(x2 ⊗ y).
Defina então ϕ0 ∶H⊗K → L por x⊗ψ−1(w∗⊗z)↦ ⟪x,w⟫ ⋅z. Contas
simples mostram que ϕ0 é um unitário e além disto, id⊗ ϕ0 ○ ⟨⋅, ⋅⟩−1 ⊗
id ○ µ−1 = ψ, provando a sobrejetividade.
Para a injetividade, considere ϕ,ψ ∈ U(H ⊗B K,L) de forma que
ϕ ≠ ψ. Daí, existe x ⊗ y ∈ H ⊗B K de forma que ϕ(x ⊗ y) ≠ ψ(x ⊗ y).
Seja então z ∈ K de forma que z = ⟨w,x⟩y, com w ∈H/{0}. Temos
id⊗ ϕ ○ ⟨⋅, ⋅⟩−1 ⊗ id ○ µ−1(z) = id⊗ ϕ(w∗ ⊗ x⊗ y) = w∗ ⊗ ϕ(x⊗ y)
e similarmente id ⊗ ψ ○ ⟨⋅, ⋅⟩−1 ⊗ id ○ µ−1(z) = w∗ ⊗ ψ(x ⊗ y), provando
que a aplicação é injetiva, e portanto é uma bijeção.
Para o outro caso a demonstração é análoga.
Se H e K são unitariamente isomorfos, então ⟪H,H⟫ = ⟪K,K⟫ e⟨H,H⟩ = ⟨K,K⟩ já que um unitário preserva produtos internos.
Com isto, podemos mostrar a observação feita após o Lema 2.4.17.
Seja H um A-A-bimódulo de Hilbert como no Lema 2.4.17. Usando
a Proposição 2.4.19, segue que existe um unitário entre H∗ e H. Pela
observação feita acima, isto implica que ⟪H∗,H∗⟫ = ⟪H,H⟫, porém⟪H∗,H∗⟫ = ⟨H,H⟩, por definição, donde segue que I = J como comen-
tado após o Lema 2.4.17.
Com isto em mente, podemos provar o próximo lema.
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Lema 2.4.21. Sejam A,B C*-álgebras, H um A-B-bimódulo de Hilbert
e K um B-A-bimódulos de Hilbert. Se existirem unitários
u ∶H⊗B K ⊗AH →H
e
v ∶ K ⊗AH⊗B K → K
então existe um único unitário ϕ ∶H∗ → K de forma que a função
H ⟨⋅,⋅⟩−1ÐÐÐ→H⊗B H∗ ⊗AH id⊗ϕ⊗idÐÐÐÐÐ→H⊗B K ⊗AH uÐ→H
é a identidade.
Demonstração: Vamos começar construindo ϕ. Pela observação acima
deste lema, H∗ ≅H∗ ⊗AH⊗B H∗.
Podemos ainda usar o unitário u do enunciado para obterH∗ ⊗AH⊗B H∗ ≅H∗ ⊗AH⊗B K ⊗AH⊗B H∗.
Agora, usando os unitários induzidos pelos produtos internos, junto
com o unitário induzido pelas ações sobre K, temosH∗ ⊗AH⊗B K ⊗AH⊗B H∗ ≅ ⟨H,H⟩ ⋅K ⋅ ⟪H,H⟫,
e assim conseguimos um unitário deH∗ para ⟨H,H⟩⋅K⋅⟪H,H⟫. Similar-
mente, com o uso de v, existe um unitário de K∗ para ⟨K,K⟩⋅H ⋅⟪K,K⟫.
Compondo este com o anti-isomorfismo dado pela inversão de bimódu-
los de Hilbert em ambos os lados, obtemos outro unitário de K para⟪K,K⟫ ⋅H∗ ⋅ ⟨K,K⟩.
Compondo então este unitário com o obtido antes, conseguimos um
unitário de K para ⟪K,K⟫ ⋅ ⟨H,H⟩ ⋅ K ⋅ ⟪H,H⟫ ⋅ ⟨K,K⟩, donde segue
que ⟪K,K⟫ ⊂ ⟨H,H⟩ e ⟨K,K⟩ ⊂ ⟪H,H⟫. Fazendo a composição do
outro lado, obtemos as continências opostas, donde segue que ⟪K,K⟫ =⟨H,H⟩ e ⟨K,K⟩ = ⟪H,H⟫. Assim, ⟨H,H⟩ ⋅ K ⋅ ⟪H,H⟫ ≅ K e obtemos
um unitário ϕ ∶H∗ → K.
Vamos mostrar que v ○ id⊗ϕ⊗ id é igual ao unitário induzido pelo
produto interno à direita. Seja x⊗y∗⊗z ∈H⊗BH∗⊗AH de forma que
y = y∗1⟪y2, y3⟫ = (⟪y3, y2⟫y1)∗ ∈H∗ ⋅ ⟪H,H⟫ e y2 = v(w1 ⊗ k ⊗w2).
Com isto,
x⊗ y∗ ⊗ z ↦ x⊗ y∗1 ⊗ y2 ⊗ y∗2 ⊗ z↦ x⊗ y∗1 ⊗w1 ⊗ k ⊗w2 ⊗ y∗3 ⊗ z↦ x⊗ ⟨y1,w1⟩ ⋅ k ⋅ ⟪w2, y3⟫⊗ z = (id⊗ ϕ⊗ id)(x⊗ y∗ ⊗ z),
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donde segue que (v○id⊗ϕ⊗id)(x⊗y∗⊗z) = v(x⊗⟨y1,w1⟩⋅k⋅⟪w2, y3⟫⊗z).
Por outro lado,
x⊗ y∗ ⊗ z ↦ x⟨y3⟨y2, y1⟩, z⟩ == x⟨y1, y2⟩⟨y3, z⟩ == x⟨y1, v(w1 ⊗ k ⊗w2)⟩⟨y3, z⟩ == ⟪x, y1⟫v(w1 ⊗ k ⊗w2)⟨y3, z⟩ == v(⟪x, y1⟫w1 ⊗ k ⊗w2⟨y3, z⟩) = v(x⊗ ⟨y1,w1⟩ ⋅ k ⋅ ⟪w2, y3⟫⊗ z),
provando o desejado e com isto, mostramos que o mapa induzido por
ϕ é de fato a identidade.
Por fim, para a unicidade, temos que, usando o unitário induzido
pelo produto interno, U(H∗,K)
é isomorfo a U(H∗ ⊗AH⊗B H∗,K),
que por sua vez, usando o Lema 2.4.20, é isomorfo a
U(H,H⊗B K ⊗AH),
que, usando o unitário u do enunciado, é isomorfo a
U(H,H).
Assim, como há apenas uma identidade de H para H, segue que existe
apenas um unitário de H∗ para K.
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Capítulo 3
Bicategorias
Neste capítulo introduziremos a noção de bicategorias. Para um
estudo mais aprofundado neste assunto, indicamos [2] ou [9]. Estas
referências também são indicadas para o estudo do próximo capítulo.
3.1 Definições
Vamos começar motivando a definição de bicategorias. Intuitiva-
mente, uma bicategoria é uma categoria em que temos uma noção de
morfismos entre morfismos, a qual nos permite enfraquecer as igual-
dades dos axiomas de associatividade e identidade de uma categoria
para isomorfismos. Chamamos estes morfismos entre morfismos de 2-
morfismos.
Com isto, podemos pensar uma bicategoria B como uma tripla de
coleções, uma consistindo dos objetos, outra consistindo dos morfismos
e outra consistindo dos 2-morfismos da bicategoria, em que para cada
morfismo, temos 2 objetos que tratamos como domínio e contradomínio
do mesmo e para cada 2-morfismo, temos 2 morfismos que tratamos
como domínio e contradomínio do mesmo.
Representamos então objetos como vértices, morfismos como flechas
entre vértices e 2-morfismos como flechas entre flechas, como pode ser
visto no diagrama abaixo,
B A.
f
zz
g
cc α

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Observe que estamos tratando 2-morfismos como uma forma de
avaliar se dois morfismos são similares. Por este motivo, vamos consid-
erar apenas os 2-morfismos entre morfismos de mesmo domínio e contra
domínio.
Com isto, podemos nos restringir a pensar em 2 objetos por vez
e pensar na coleção de morfismos gerados por estes dois objetos, bem
como na coleção de 2-morfismos entre estes morfismos. Vamos querer
preservar as propriedades categóricas aqui, pedindo que para cada 2
objetos tenhamos uma categoria cuja a qual os objetos serão os mor-
fismos da nossa bicategoria e os morfismos desta categoria serão os
2-morfismos da nossa bicategoria. Com isto, temos uma família de cat-
egorias indexada por pares ordenados de objetos. Dados A e B objetos
de uma bicategoria B denotaremos por B(A,B) sua categoria associ-
ada.
Esta ideia gera uma noção de composição entre os 2-morfismos, a
qual chamaremos de composição vertical e denotaremos por .v. Esta
ideia pode ser visualizada através dos seguintes diagramas,
B A
f

goo
α

h
ZZ
β

↦ B A.fzz
h
cc β.vα

Até o momento, não temos nenhuma forma de composição entre os
morfismos. Para formar tal composição, vamos nos utilizar de funtores
entre as categorias formadas por pares de objetos. Lembre que numa
categoria usual, podemos compor morfismos quando o contradomínio
de um coincide com o domínio do outro. Seguindo estas ideias, sejam
A,B e C objetos de uma bicategoria B. Como mencionado antes, vemos
um objeto de B(A,B) como um morfismo da nossa bicategoria e, além
disto, este morfismo tem como domínio A e contradomínio B. Com isto,
podemos pensar em compor morfismos de B(B,C) com morfismos deB(A,B) para formar morfismos de B(A,C). Para cada tripla ordenada
de objetos A,B e C de B, denotaremos por cABC o funtor que vai da
categoria B(B,C) × B(A,B) para a categoria B(A,C).
Desta forma conseguimos uma noção de composição entre morfis-
mos, a qual denotaremos por ○ ou simplesmente pela concatenação dos
morfismos, e uma outra noção de composição entre 2-morfismos, a qual
chamaremos de composição horizontal e denotaremos por .h. Podemos
ver melhor como esta composição se comporta através dos seguintes
diagramas
93
C B
f2
{{
g2
cc β

A
f1
{{
g1
cc α

↦ C A,f2f1zz
g2g1
cc β⋅hα

em que f1, g2 são morfismos de A para B, f2, g2 são morfismos de B para
C, α é um 2-morfismo de f1 para g1 e β é um 2-morfismo de f2 para g2.
Além disto, podemos nos utilizar das propriedades funtoriais de cABC
para derivar uma relação entre as duas composições de 2-morfismos.
Dados (β2, α2), (β1, α1) em Hom(B(B,C) × B(A,B)) 2-morfismos de(g2, g1) para (h2, h1) e de (f2, f1) para (g2, g1) respectivamente, temos
C B
f2

g2oo
h2
ZZ
β1
β2
A.
f1

g1oo
h1
[[
α1

α2

Logo, podemos compor verticalmente α2 com α1 e β2 com β1, já que
em ambos os casos os 2-morfismos encontram-se na mesma categoria,
gerando o 2-morfismo (β2 ⋅v β1, α2 ⋅v α1) em B(B,C) × B(A,B),
C B
f2
{{
h2
cc β2⋅vβ1

A.
f1
zz
h1
cc α2⋅vα1

Aplicando então o funtor composição, obtemos o 2-morfismo (β2 ⋅vβ1)⋅h(α2 ⋅v α1),
C A.
f2f1
{{
h2h1
cc (β2⋅vβ1)⋅h(α2⋅vα1)

Por outro lado, podemos aplicar o funtor composição primeiro, o que
nos trará dois 2-morfismos componíveis verticalmente, β2 ⋅hα2 e β1 ⋅hα1,
C A.
f2f1

g2g1oo
h2h1
ZZ
β1⋅hα1
β2⋅hα2
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Fazendo então a composição vertical deles, obtemos (β2⋅hα2)⋅v(β1⋅hα1),
C A
f2f1
{{
h2h1
cc (β2⋅hα2)⋅v(β1⋅hα1)

e as propriedades funtoriais de c nos dão(β2 ⋅v β1) ⋅h (α2 ⋅v α1) = (β2 ⋅h α2) ⋅v (β1 ⋅h α1).
Apesar de estarmos considerando estes funtores como uma noção
de composição, note que ainda não temos nenhum axioma sobre estes
funtores para que eles se comportem da forma que gostaríamos.
Com a ideia de manter os axiomas de categorias substituindo igual-
dades por isomorfismos, isto nos motiva inicialmente a ter um morfismo
identidade para cada objeto da nossa bicategoria. Dado um objeto A
de B, podemos considerar a categoria B(A,A), a qual o morfismo iden-
tidade de A deveria pertencer. Lembre que a categoria 1 é a categoria
com um objeto e um morfismo. Criaremos então um funtor da categoria
1 para a categoria B(A,A), o qual denotaremos por IA, e denotaremos
a imagem de seu objeto por IdA e de seu morfismo por IdA, isto é, va-
mos denotar o 2-morfismo identidade na nossa bicategoria pela mesma
notação do morfismo cujo qual ele é identidade sobre. Como men-
cionamos acima, IdA será tratado como o morfismo identidade para o
objeto A. Observe também que as categorias B(A,A), para cada objeto
A de nossa bicategoria, são as únicas categorias em questão que não
podem ser vazias.
Vamos agora construir os 2-morfismos que implementarão os ax-
iomas de associatividade e de identidade para os morfismos da nossa
bicategoria. Para isto usaremos a noção de isomorfismos naturais.
Observe que a associatividade de morfismos em uma categoria pode
ser representada através da comutatividade do diagrama
(h, g, f)
id×○

○×id //(h ○ g, f)
○
(h, g ○ f) ○ //h ○ g ○ f,
em que h, g, f são morfismos componíveis, ○ representa a composição e
id representa manter o morfismo igual.
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No nosso caso, temos que a composição de morfismos é dada através
dos funtores composição cABC , cBCD, cABD e cBCD, em que A,B,C,D
são objetos da nossa bicategoria. Replicando então o diagrama acima
para esta composição, pensando que h é um morfismo de C para D, g
é um morfismo de B para C e f é um morfismo de A para B, ou seja,(h, g, f) são objetos de B(C,D)×B(B,C)×B(A,B), temos o diagrama
B(C,D) × B(B,C) × B(A,B)
IdB(C,D)×cABC

cBCD×IdB(A,B)//B(B,D) × B(A,B)
cABD
B(C,D) × B(A,C) cACD //B(A,D),
em que IdC é o funtor identidade da categoria C. Gostaríamos de fazer
com que este diagrama comute, porém isto implicaria no axioma da
associatividade de categorias. No lugar disto, pediremos que os fun-
tores cABD ○ cBCD × IdB(A,B) e cACD ○ IdB(C,D) × cABC sejam natural-
mente isomorfos, ou seja, pediremos que exista um isomorfismo natural
aABCD ∶ cABD ○ cBCD × IdB(A,B) → cACD ○ IdB(C,D) × cABC .
Observe também que o isomorfismo natural aABCD também nos
dá uma forma de associatividade para a composição horizontal de 2-
morfismos, como pode ser vista através da propriedade natural de
aABCD expressa através do diagrama comutativo
(h1g1)f1
(γ⋅hβ)⋅hα

a(h1,g1,f1) //h1(g1f1)
γ⋅h(β⋅hα)
(h2g2)f2 a(h2,g2,f2) //h2(g2f2),
em que (γ, β,α) é um morfismo em B(C,D) × B(B,C) × B(A,B) de(h1, g1, f1) para (h2, g2, f2).
Com isto, nos falta construir os 2-morfismos responsáveis por imple-
mentar os axiomas de identidades. Lembre que podemos representar a
identidade de morfismos em uma categoria através das equações
id ○ f = f e f ○ id = f,
em que f é um morfismo qualquer e id representa, por um abuso de
notação, cada identidade de f .
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Como no nosso caso, as identidades são implementadas através dos
funtores IA, IB e a composição é implementada pelos funtores cAAB
e cABB , para A,B objetos da nossa bicategoria, podemos replicar a
equação acima, com f sendo um morfismo de A para B, através dos
diagramas
1 × B(A,B)
IB×IdB(A,B)

L //B(A,B)
B(B,B) × B(A,B) cABB //B(A,B)
B(A,B) × 1
IdB(A,B)×IA

R //B(A,B)
B(A,B) × B(A,A) cAAB //B(A,B),
em que L e R são os funtores que implementam os isomorfismos canôni-
cos 1 × B(A,B) ≅ B(A,B) e B(A,B) × 1 ≅ B(A,B), respectivamente.
Finalmente, lembre que a associatividade implica que podemos com-
por morfismos da maneira que quisermos, fazendo que sempre faça sen-
tido mesmo sem parênteses. Já a identidade funciona mesmo quando
está no meio de outros morfismos, independendo de qual forma a sim-
plifiquemos. No nosso caso, precisamos exigir alguns axiomas para que
propriedades similares valham os quais são representados através dos
seguintes diagramas
((kh)g)f
a(kh,g,f)

a(k,h,g)⋅hIdf //(k(hg))f
a(k,hg,f)
(kh)(gf)
a(k,h,gf)
&&
k((hg)f)
Idk ⋅ha(h,g,f)xx
k(h(gf))
(gIdB)f a(g,1,f) //
rg ⋅hIdf $$
g(IdBf)
lg ⋅hIdfzz
gf,
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em que k é um morfismo de D para E, h é um morfismo de C para D,
g é um morfismo de B para C e f é um morfismo de A para B. Aqui
não estamos expressando diretamente as transformações naturais entre
funtores, mas sim entre os resultados dos funtores em morfismos das
nossas categorias com o intuito de simplificar a notação. Neste caso,
estamos denotando por Idt o 2-morfismo identidade do morfismo t.
Com isto em mente, podemos formalizar o que deveria ser uma
bicategoria através da definição a seguir.
Definição 3.1.1. Uma bicategoria (ou 2-categoria fraca) B consiste
dos seguintes dados:
• Uma coleção ObB de objetos.
• Para cada par ordenado A,B em ObB, uma categoria B(A,B).
• Para cada tripla ordenada A,B,C em ObB, um funtor
cABC ∶ B(B,C) × B(A,B)→ B(A,C).
Para cada objeto (g, f) de B(B,C) × B(A,B), denotamos
cABC(g, f) por g○f = gf e para cada morfismo (α,β) de B(B,C)×B(A,B), cABC(β,α) é denotado por β.hα.
• Para cada A em ObB, um funtor
IA ∶ 1Ð→ B(A,A),
em que 1 é a categoria com apenas um objeto e um morfismo
(identidade).
• Para cada quádrupla ordenada A,B,C,D em ObB, um isomor-
fismo natural
aABCD ∶ cABD ○(cBCD ×IdB(A,B))Ð→ cACD ○(IdB(C,D)×cABC),
em que IdC representa o funtor identidade da categoria C. Ob-
serve que a categoria de base do funtor cABD ○(cBCD ×IdB(A,B))
é (B(C,D) ×B(B,C)) ×B(A,B) e a categoria de base do funtor
cACD ○(IdB(C,D)×cABC) é B(C,D)×(B(B,C)×B(A,B)), porém
como estas categorias são equivalentes, estamos identificando-as
para simplificar a notação. Faremos algo similar nos próximos
itens com a mesma finalidade.
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• Para cada par ordenado A,B em ObB dois isomorfismos naturais
lAB ∶ cABB ○ (IB × IdB(A,B))Ð→ L
e
rAB ∶ cAAB ○ (IdB(A,B) × IA)Ð→ R
em que L e R são os funtores que geram as equivalências canônicas
1 ×B(A,B) ≅ B(A,B) e B(A,B) × 1 ≅ B(A,B), respectivamente.
Estes dados estão sujeitos aos seguintes axiomas:
• cADE(IdIdB(D,E) ∗aABCD)○aABDE ○cABE(aBCDE ∗IdIdB(A,B)) =
aACDE ○ aABCE .
• cABC(IdIdB(B,C)∗lAB) ○ cABC(aABBC) = cABC(rBC ∗ IdIdB(A,B)),
em que IdIdC denota a transformação natural entre os funtores identi-
dades de uma categoria C, que também é identidade por sua vez.
Uma bicategoria em que os isomorfismos naturais a, l e r são igual-
dades é chamada de 2-categoria (ou 2-categoria estrita). Neste caso,
quando restringimos nossa bicategoria apenas aos objetos e aos morfis-
mos, teremos uma categoria no sentido usual.
Exemplo 3.1.2. Seja C uma categoria. Existe uma maneira de tornar
C uma bicategoria de maneira trivial. Podemos definir os 2-morfismos
como apenas os triviais, ou seja, para cada morfismo da categoria,
temos um único 2-morfismo dele para ele mesmo, que é o 2-morfismo
identidade. Com isso C se torna uma 2-categoria.
Definição 3.1.3. Dada uma bicategoria B, definimos a bicategoria
oposta Bop como tendo os mesmos objetos e 2-morfismos de B, porém
com os morfismos invertidos, no sentido de que se A e B são objetos
de B e f é um morfismo de A para B na bicategoria B, então f é um
morfismo de B para A na bicategoria Bop.
Dados objetos A,B,C de uma bicategoria B, e morfismos f de A
para B e g de B para C, sua composição normal seria dada pelo funtor
composição e denotada por gf . Quando tratamos da categoria oposta,
estes mesmos morfismos serão tratados como sendo f de B para A
e g de C para B e, portanto, podemos compor eles ainda, mas na
ordem inversa, através de um funtor composição diferente. Neste caso,
a composição é dada por f ○opg ∶= gf . Ou seja, a composição é a mesma
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da bicategoria original, mas formalmente a ordem é trocada. Veremos
mais adiante a razão disto ser importante.
Veremos mais exemplos de bicategorias no decorrer deste trabalho.
Sabemos que um morfismo em uma categoria é inversível se ex-
iste um outro morfismo de forma que a composição deles, em qualquer
ordem, é igual à identidade correspondente. No nosso caso, como en-
fraquecemos a noção de identidade para apenas um isomorfismo, faz
sentido definir uma nova noção de invertibilidade de morfismos e é isto
que faremos a seguir.
Definição 3.1.4. Seja B uma bicategoria. Um morfismo f ∈ B(A,B) é
dito ser uma equivalência se existe um morfismo g ∈ B(B,A) de forma
que f ○ g ≅ 1B e g ○ f ≅ 1A, isto é, se existem 2-morfismos inversíveis de
f ○ g para 1B e de g ○ f para 1A.
No contexto categórico usual, definimos um grupoide como uma
categoria pequena em que todos os morfismos são inversíveis. Como
visto no Exemplo 3.1.2, podemos enriquecer esta categoria para uma
2-categoria. Por outro lado, existe uma definição mais geral do mesmo
conceito, chamada de 2-grupoide, que pode ser vista em [7].
Nosso próximo objetivo é construir mais exemplos de bicategorias,
o que faremos nas próximas seções.
3.2 A Bicategoria C∗(2)
Vamos construir uma bicategoria denotada por C∗(2), cujos objetos
são C*-álgebras.
Dadas duas C*-álgebras A e B, defina C∗(2)(A,B) como sendo a
seguinte categoria:
Para objetos, considere os ∗-homomorfismos não degenerados de A
para M(B) e para os morfismos, considere os unitários multiplicadores
de B, no sentido de que se f e g são dois morfismos de A para M(B),
então g está relacionado à f se, e somente se, existir um unitário mul-
tiplicador de B de forma que Adu(f) = g. Mostraremos a seguir que
isto está bem definido.
Dado f ∗-homomorfismo não degenerado de A para M(B) e um
unitário u ∈ UM(B), defina Adu(f) ∶ A → M(B) por Adu(f)(a) =
uf(a)u∗. Para ver que Adu(f) é não degenerado, note que B = u∗B.
Daí, f(A)u∗B = f(A)B = B = u∗B, o que implica Adu(f)(A)B =
uf(A)u∗B = B. Portanto Adu(f) está bem definido e é um objeto da
nossa categoria.
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Dados u, v ∈ UM(B) morfismos de f para g e de g para h respecti-
vamente, defina a composição v ⋅v u por vu. Note que se Adu(f) = g e
Adv(g) = h, então para cada a ∈ A, temos
h(a) = Adv(g)(a) == vg(a)v∗ == v(uf(a)u∗)v∗ == (vu)f(a)(vu)∗ = v ⋅v u(f)(a),
mostrando que esta composição está bem definida. É claro que a
unidade de M(B) induz o morfismo identidade para cada objeto de
C∗(2)(A,B).
Lembre que a topologia estrita nos operadores adjuntáveis de um
módulo de Hilbert H é tal que uma net {fi}i∈I converge para f na
topologia estrita se, e somente se, as nets {fi(x)}i∈I e {f∗i (x)}i∈I con-
vergem, em norma, para f(x) e f∗(x) para todo x ∈H.
Para o caso de álgebra dos multiplicadores M(A), para alguma C*-
álgebra A, uma net {mi}i∈I converge para m na topologia estrita se, e
somente se mia→ma e ami → am, para todo a ∈ A.
Considerando L(A) como os operadores adjuntáveis de A visto como
A-módulo de Hilbert, podemos usar o Corolário 2.3.8 para estender os
morfismos desta bicategoria para ∗-homomorfismos unitais e estrita-
mente cotínuos entre as álgebras dos multiplicadores. Por esta razão,
iremos tratar os morfismos desta bicategoria como os morfismos de-
scritos acima.
Dadas três C*-álgebras A,B e C sejam f e g ∗-homomorfismos uni-
tais e estritamente contínuos de M(A) para M(B) e de M(B) para
M(C), respectivamente. Fazendo a composição g ○ f ∶M(A)→M(C),
temos um ∗-homomorfismo unital e estritamente contínuo, assim es-
tando bem definida como um outro morfismo da nossa bicategoria.
Sejam u ∈ UM(B) e v ∈ UM(C) dois 2-morfismos de f para g e de h
para k, respectivamente, de forma que k e g sejam componíveis, bem
como h e f . Temos
(k ○ g)(a) = v(h(g(a)))v∗ == v(h(uf(a)u∗))v∗ = (vh(u))(h ○ f)(a)(vh(u))∗.
Com isso podemos definir a composição horizontal dos dois 2-morfismos
acima, dada pelo funtor composição, como v ⋅h u = Advh(u). Note ainda
que como vh(b)v∗ = k(b), para todo b ∈ B, segue que o mesmo vale
para a extensão de h e k para a álgebra de multiplicadores M(B),
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assim temos que
v ⋅h u = Advh(u) = Adk(u)v.
Para as características funtoriais, note que as unidades são levadas
nas unidades, já que as extensões dos ∗-homomorfismos às álgebras de
multiplicadores são unitais. Sejam agora u1, v1 2-morfismos de f1 para
g1 e de g1 para h1, respectivamente, e u2, v2 2-morfismos de f2 para g2
e de g2 para h2, respectivamente. Temos
(v2 ⋅v u2) ⋅h (v1 ⋅v u1) = v2u2f2(v1u1) == v2u2f2(v1)f2(u1) == v2g2(v1)u2f2(u1) = (v2 ⋅h v1) ⋅v (u2 ⋅h u1),
provando a funtorialidade de cABC .
Para uma C*-álgebra A, temos que o funtor IA manda o objeto no∗-homomorfismo identidade e o morfismo na unidade de M(A).
Note que o isomorfismo natural a e os isomorfismos l e r são triviais
já que a composição de ∗-homomorfismos é associativa e é unital. Com
isso, os axiomas são trivialmente satisfeitos, provando que C∗(2) é uma
2-categoria.
Iremos estudar agora as equivalências nesta bicategoria.
Proposição 3.2.1. Sejam A e B C*-álgebras. Temos que um mor-
fismo f de A para B em C∗(2) é uma equivalência se, e somente se, f
se restringe a um ∗-isomorfismo de A para B.
Demonstração: Lembre que se f é uma equivalência de A para B,
então existe outro morfismo g tal que existem unitários multiplicadores
u ∈ UM(A) e v ∈ UM(B) de forma que v implementa um isomorfismo
entre f ○ g e 1B e u implementa um isomorfismo entre g ○ f e 1A. Isto
é,
f ○ g = Adv e g ○ f = Adu.
Seja então g um morfismo como acima, bem como u e v 2-morfismos
que implementem os devidos isomorfismos.
Primeiramente, note que Adu é um ∗-automorfismo de M(A), bem
como Adv é um ∗-automorfismo de M(B). Mais ainda, é fácil ver que
Adu e Adv se restringem a bijeções em A e B, respectivamente.
Mostraremos agora que f(A) está contida em B. Para tanto, note
que pelo fato de g ser estritamente contínuo, temos que span{g(B)A}
é denso em A. Disto,
f(g(B)A) = Adv(B)f(A) = Bf(A) ⊂ B,
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provando que f(A) ⊂ B. Similarmente, g(B) ⊂ A.
Com isto, f se restringe a um ∗-homomorfismo de A para B. Mais
ainda, como f ○ g = Adv e g ○ f = Adu, temos que as restrições também
são iguais, o que implica que f ○ g e g ○ f são bijeções, e portanto f é
bijetora, e logo a sua restrição é um ∗-isomorfismo de A para B.
Por outro lado, é claro que a extensão estritamente contínua de um
isomorfismo é um isomorfismo, e portanto, uma equivalência em C∗(2).
3.3 A Bicategoria Corr(2)
Vamos construir uma bicagetoria denotada por Corr(2), cujos obje-
tos são C*-álgebras.
Dadas duas C*-álgebras A e B, defina Corr(2)(A,B) como sendo a
seguinte categoria:
Para objetos, considere as A−B correspondências e para morfismos,
considere os isomorfismos unitários de A −B correspondências.
Dadas duas A−B correspondências (H, φ) e (K, ψ) e dois isomorfis-
mos unitários entre elas u e v, defina u ⋅v v = uv, ou seja, a composição
dos unitários. É claro que a identidade induz a unidade para cada
objeto da nossa categoria.
Dadas três C*-álgebras A,B e C sejam (H, φ) e (K, ψ) A − B e
B −C correspondências, respectivamente. Defina a composição destas
correspondências como sendo (H ⊗B K, φ ⊗ 1). Pela observação após
a Definição 2.4.6 isto é uma A − C correspondência, e portanto nossa
composição está bem definida. Sejam u um isomorfismo unitário de(H1, φ1) para (K1, ψ1) e v um isomorfismo unitário de (H2, φ2) para(K2, ψ2), de forma que (K2, ψ2) e (K1, ψ1) sejam componíveis, bem
como (H2, φ2) e (H1, φ1). Defina v ⋅h u = u⊗v. Pelo Teorema 2.4.9 isto
é novamente um isomorfismo unitário de H1 ⊗B H2 para K1 ⊗B K2.
É claro que a unidade é levada na unidade via este funtor, logo basta
mostrarmos que a composição é preservada. Para tanto, sejam u1, v1 2-
morfismos de (H1, φ1) para (K1, ψ1) e de (K1, ψ1) para (L1, γ1), respec-
tivamente, e u2, v2 2-morfismos de (H2, φ2) para (K2, ψ2) e de (K2, ψ2)
para (L2, γ2), respectivamente. Temos que
(v2.vu2).h(v1.vu1) = (v1u1)⊗ (v2u2) == (v1 ⊗ v2)(u1 ⊗ u2) = (v2.hv1).v(u2.hu1),
provando a funtorialidade de cABC .
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Para uma C*-álgebra A, temos que IA manda o objeto na corre-
spondência trivial (A, id) e o morfismo no homomorfismo identidade
de A para A.
O isomorfismo natural a é dado pela Proposição 2.4.8 e os isomor-
fismos naturais l e r são dados pelo Exemplo 2.4.7.
Usando os isomorfismos mencionados acima é fácil mostrar que os
axiomas são satisfeitos, e portanto Corr(2) é uma bicategoria.
Como no caso anterior, estudaremos as equivalências na Corr(2).
Proposição 3.3.1. Sejam A e B C*-álgebras. Temos que um mor-
fismo (H, φ) de A para B em Corr(2) é uma equivalência se, e somente
se, φ é um isomorfismo sobre K(H) e, portanto, podemos estender(H, φ) a um A-B bimódulo de imprimitivade.
Demonstração: Este resultado segue diretamente da Proposição
2.4.19 e do Teorema 2.4.15.
3.4 Sub-bicategorias de Corr(2)
Dada uma bicategoria B, uma sub-bicategoria de B é uma sub-
coleção de objetos, morfismos e 2-morfismos que formam ainda uma
bicategoria com a estrutura de B.
Observe que podemos ver C∗(2) como uma sub-bicategoria da Corr(2),
pois M(B) é isomorfo aos operadores adjuntáveis de B visto como B-
módulo de Hilbert e portanto, as correspondências neste caso se tornam∗-representações não degeneradas. Já os 2-morfismos, por serem iso-
morfismos unitários de B, o qual dá origem a um multiplicador de B.
Além disso, o fato deste isomorfismo ser unitário implica que este será
um unitário de M(B).
Uma restrição natural para as correspondências da bicategoria Corr(2)
são bimódulos de Hilbert, ou seja, a restrição para as correspondências
que tem uma estrutura de produto interno à esquerda que é compatível
com a já existente à direita. Já vimos que o produto tensorial entre
dois bimódulos de Hilbert é novamente um bimódulo de Hilbert e por-
tanto esta restrição forma uma sub-bicategoria de Corr(2), chamada de
Bim(2).
As equivalências da Bim(2) são caracterizadas da mesma forma
que equivalências da Corr(2), ou seja, equivalências são bimódulos de
imprimitividade.
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Nosso próximo exemplo é novamente uma sub-bicategoria da Corr(2),
é de fato uma sub-bicategoria de Bim(2), porém esta não contém, e
nem está contida, em C∗(2). Construiremos a bicategoria Reg(2).
Como já mencionado acima, esta bicategoria é uma sub-bicategoria
da Corr(2) e logo é constituída das mesmas estruturas, restritas a um
caso específico. Portanto, nossos objetos continuam sendo C*-álgebras,
bem como nossos 2-morfismos continuam sendo isomorfismos unitários
entre correspondências, porém agora nos restringiremos apenas às cor-
respondências regulares, isto é, às correspondências que são unitaria-
mente isomorfas a uma da seguinte forma:
Dadas duas C*-álgebrasA eB, suponha que exista um ∗-isomorfismo
ϕ de um ideal I de A para um ideal J de B. Então J , com a ação triv-
ial de B à direita e a ação dada pela extensão de ϕ à esquerda, se
torna um A − B bimódulo de Hilbert. Para mostrarmos que esta bi-
categoria está bem definida, basta mostrarmos que a composição de
correspondências desta forma é novamente uma correspondência desta
forma, porém isto foi feito no Lema 2.4.14, e portanto Reg(2) é de fato
uma bicategoria. Por ser uma sub-bicategoria da Corr(2), temos que as
suas equivalências são as mesmas que no caso anterior. Apesar disso,
podemos caracterizá-las a partir do isomorfismo entre os ideais de A e
B.
Proposição 3.4.1. Sejam A e B C*-álgebras. Um morfismo (H, φ)
de A para B em Reg(2) é uma equivalência se, e somente se, existe um
isomorfismo de (H, φ) para (B,f), em que B é visto como um A −B
bimódulo de imprimitividade, sendo a ação trivial de B à direita e a
ação dada por um isomorfismo f ∶ A→ B à esquerda.
Demonstração: Como os morfismos desta categoria são as corre-
spondências regulares temos que (H, φ) é isomorfo a uma correspondên-
cia da forma (J, f), em que J é um ideal de B e f é um isomorfismo
parcial de A para B. Além disso temos, por um resultado anterior, que(H, φ) é um A−B bimódulo de imprimitividade. Com isso, (J, f) é um
A−B bimódulo de imprimitividade. Isso implica que J = B, por causa
do produto interno à direita, e portanto f é sobrejetor. Além disso, o
produto interno à esquerda implica que a imagem inversa de B pela f
é igual a A. Logo, f é um isomorfismo de A para B.
O outro lado é claro.
Com isto, temos quatro exemplos de bicategorias de C*-álgebras
com as quais poderemos trabalhar. Nosso próximo objetivo é tratar de
um tipo de aplicação de uma bicategoria para a outra.
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Capítulo 4
Funtores fracos
4.1 Definições
O objetivo desta seção é definir algo similar a funtores para bicate-
gorias. Como no início do capítulo anterior, vamos motivar a definição
fazendo uma analogia com o caso de funtores entre categorias.
Um funtor fraco deve ser pensado como um tipo de aplicação entre
bicategorias. No caso de funtores entre categorias, temos duas apli-
cações, uma que vai dos objetos para os objetos e uma que vai dos
morfismos para os morfismos. No nosso caso também necessitamos de
aplicações entre objetos e morfismos, mas além destas, precisamos de
uma aplicação entre 2-morfismos. Com isto, um funtor fraco tem de
ser uma tripla de aplicações.
Um funtor entre categorias preserva composições e identidades, porém
como estamos enfraquecendo nossas axiomas de igualdades para iso-
morfismos, faz sentido pensarmos na mesma ideia para funtores fracos.
Sejam B e B′ duas bicategorias e F um funtor fraco entre elas. Vamos
usar a aplicação entre objetos, a qual ainda denotaremos por F por
abuso de notação, para levar objetos da bicategoria B para objetos da
bicategoria B′. Se A é um objeto de B, vamos denotar por AF sua
imagem pela aplicação F em B′. Lembre que em uma bicategoria B,
para cada par ordenado de objetos A,B, temos uma categoria B(A,B).
Com isto em mente, vamos exigir que para cada par ordenado de ob-
jetos A,B de B exista um funtor FAB ∶ B(A,B) → B′(AF ,BF ). Isto
implica que um funtor fraco deve preservar a composição vertical de
2-morfismos.
Voltando à motivação de funtores entre categorias, lembre que um
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funtor preserva as composições das categorias, o que pode ser represen-
tado através do seguinte diagrama
(g, f)
G×G

○ //g ○ f
G
(G(g),G(f)) ○ //G(g) ○G(f),
para g, f morfismos de uma categoria C e G um funtor de C para outra
categoria D.
Agora, se cABC e c′AFBFCF denotam os funtores composição de B eB′, respectivamente, para objetos A,B,C de B e um funtor fraco F deB para B′, então o diagrama acima se traduz para o diagrama,
B(B,C) × B(A,B)
FBC×FAB

cABC //B(A,C)
FAC
B′(BF ,CF ) × B′(AF ,BF )
c′
AFBFCF
//B′(AF ,CF ).
A comutatividade do diagrama acima implicaria que a composição se-
ria preservada por igualdade, porém como queremos enfraquecer esta
ideia, exigimos que exista um isomorfismo natural1 φABC do funtor
c′FAFBFC ○ (FBC × FAB) para o funtor FAC ○ cABC . Os isomorfismos
naturais φABC são responsáveis por preservar a composição de morfis-
mos e da composição horizontal de 2-morfismos em uma bicategoria.
Eles podem ser entendidos melhor através da sua propriedade natural.
Dado (β,α) em Hom(B(B,C) × B(A,B)) um 2-morfismo de (g2, f2)
para (g1, f1), temos que o seguinte diagrama
FBCg1FABf1
FBCβ⋅hFABα

φ(g1,f1) //FACg1f1
FAC(β⋅hα)

FBCg2FABf2
φ(g2,f2)
//FACg2f2
1No caso geral, pedimos que exista apenas uma transformação natural entre os
funtores.
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comuta.
Precisamos agora do análogo à preservação de identidades. Lembre
que em uma bicategoria B, para cada objeto A, temos um funtor IA que
faz o papel da identidade dentro da categoria B(A,A). Similarmente,
se B′ é outra bicategoria e F é um funtor fraco de B para B′, então I ′AF é
o funtor que faz o papel da identidade dentro da categoria B′(AF ,AF ).
Por outro lado, FAA também leva o morfismo e o 2-morfismo imagem
de IA para a mesma categoria. Na forma de diagramas, temos
1
I′
AF
""
IA //B(A,A)
FAA
B′(A,A).
Com isto, pedir que este diagrama seja comutativo é o mesmo que
pedir que um funtor fraco preserva identidades. Seguindo a mesma
ideia anterior, vamos pedir que exista um isomorfismo natural2 φA de
I ′AF para FAA ○IA. Novamente, os isomorfismos naturais φA preservam
a identidade através da comutatividade do diagrama:
1FA
1FA

φA //FAA1A
FAA1A

1FA
φA
//FAA1A.
Finalmente, precisamos também levar em conta os isomorfismos
naturais que implementam a associatividade e as identidades à esquerda
e à direita das categorias, para isto iremos nos utilizar novamente de
imagens de morfismos através dos funtores, por simplicidade de no-
tação. Seja (h, g, f) em B(C,D) × B(B,C) × B(A,B) um morfismo.
Temos que os seguintes diagramas comutam:
(FCDhFBCg)FABfφ(h,g)⋅hIdFABf//
a′(Fh,Fg,Ff)

FBDhgFABf
φ(hg,f) //FAD((hg)f)
Fa(h,g,f)

FCDh(FBCgFABf)IdFCDh⋅hφ(g,f)//FCDhFACgf φ(h,gf) //FAD(h(gf)),
2Novamente, no caso geral é exigido apenas uma transformação natural.
108
FABfIdAF
IdFABf ⋅hφA//
r′
AFBF ))
FABfFAAIdA
φ(f,IdA) //FABfIdA
FABrABuu
FABf
e
IdBFFABf
φB ⋅hIdFABf //
l′
AFBF ))
FBBIdBFABf
φ(IdB,f) //FABIdBf
FABlABuu
FABf.
Com isto em mente, podemos definir formalmente o que é um funtor
fraco, ou mais geralmente um morfismo, entre bicategorias.
Definição 4.1.1. Dadas duas bicategorias B e B′, um morfismo con-
siste dos seguintes dados:
• Uma aplicação F de ObB para ObB′.
• Para cada par ordenado A,B em ObB, um funtor
FAB ∶ B(A,B)Ð→ B′(AF ,BF ).
• Para cada tripla ordenada A,B,C em ObB, uma transformação
natural
φABC ∶ c′AFBFCF ○ (FBC × FAB)→ FAC ○ cABC .
• Para cada A em ObB, uma transformação natural
φA ∶ I ′AF → FAA ○ IA.
Estes dados estão sujeitos aos seguintes axiomas:
• FAD(aABCD) ○ φABD ○ c′AFBFDF (φBCD ∗ IdB(A,B)) =
φACD ○ c′AFCFDF (IdB(C,D) ∗ φABC) ○ a′AFBFCFDF .
• FAB(rAB) ○ φAAB ○ c′AFAFBF (IdB(A,B) ∗ φA) = r′AFBF .
• FAB(lAB) ○ φABB ○ c′AFBFBF (φB ∗ IdB(A,B)) = l′AFBF .
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Um funtor fraco é um morfismo em que as transformações naturais
são isomorfismos. Neste trabalho iremos nos importar apenas com fun-
tores fracos por causa da estrutura das nossas bicategorias, já que no
nosso caso, os 2-morfismos são sempre inversíveis. Um morfismo em
que as transformações naturais são igualdades é um funtor.
Exemplo 4.1.2. Sejam C e D duas categorias. Já vimos que podemos
torná-las bicategorias adicionando os 2-morfismos triviais, para todos
os morfismos existentes. Um funtor fraco entre as duas bicategorias
desta forma pode ser visto apenas como uma extensão de um funtor
existente de C para D.
4.2 Ações fracas de grupos
Fixe por este capítulo um grupo discreto G qualquer.
Uma ação fraca de grupos é um funtor fraco α de G, visto como
uma bicategoria, para uma outra bicategoria B.
Simplificaremos agora algumas propriedades de funtores fracos para
este caso, mas antes disso explicitaremos como um grupo é visto como
uma bicategoria.
Por abuso de notação, consideraremos G como sendo a bicategoria
associada ao grupo G. Então ObG = {e}, em que e é a unidade do
grupo. Os morfismos de G são exatamente todos os elementos de g,
ou seja, {g ∶ g ∈ G} e os 2-morfismos são apenas os triviais, ou seja,{Idg ∶ g ∈ G}, em que Idg é o 2-morfismo identidade que leva g em g.
As composições de morfismos são apenas a multiplicação no grupo, e
as composições de 2-morfismos, se interpretarmos Idg como sendo uma
cópia da identidade, também podem ser vistas desta maneira. Esta é
uma bicategoria estrita, já que tanto a unidade quanto a associatividade
são igualdades. No caso da bicategoria em que estamos agindo seja
estrita, então faz sentido falar do caso em que o funtor fraco é um
funtor, e neste caso teremos uma ação de grupos sobre algum objeto
da bicategoria.
Assim, o funtor fraco associa esta ação a um único objeto da bicat-
egoria B, digamos A. O funtor α associa a cada elemento g do grupo
um morfismo αg de A para A. Os 2-morfismos serão trivialmente asso-
ciados aos 2-morfismos identidade dos respectivos αg’s.
Dados g, h ∈ G temos, pelo funtor α, αg e αh. O funtor composição
da bicategoria B nos permite compor estes morfismos. O primeiro
isomorfismo natural nos dá uma relação entre a composição de αg e αh
com αgh. Esta relação é implementada por φ(g,h). Isto também nos diz
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que cada αg é uma equivalência na nossa bicategoria B. Além disso, a
propriedade natural nos dá
Idαgh ⋅v φ(g,h) = φ(g,h) ⋅v (Idg ⋅h Idh).
O segundo isomorfismo natural nos dá uma relação entre αe e a
identidade de A. Esta relação é implementada por φe, o qual chamare-
mos apenas de φ. Além disso, sua propriedade natural nos dá
Idαe ⋅v φ = φ ⋅v IdA.
Dados g, h e k ∈ G, então os axiomas nos dão
φ(g,hk) ⋅v (Idαg ⋅h φ(h,k)) ⋅v a′ = φ(gh,k) ⋅v (φ(g,h) ⋅h Idαk),
φ(g,e) ⋅v (Idαg ⋅h φ) = r′αg
e
φ(e,g) ⋅v (φ ⋅h Idαg) = l′αg .
4.3 Ações fracas em C∗(2)
Nosso objetivo agora é tornar concreta a ideia de ação fraca de
grupos aplicando em bicategorias conhecidas. Nosso primeiro caso será
a bicategoria C∗(2). Como esta bicategoria também é estrita, veremos
que podemos simplificar ainda mais as noções de ação fraca.
Chamemos de α o funtor fraco de G para C∗(2). Já vimos que α age
sobre um objeto de C∗(2), ou seja sobre uma C*-álgebra A. Para cada
g ∈ G temos um ∗-homomorfismo unital e estritamente contínuo αg de
M(A) para M(A). Sabemos que αg é uma equivalência e portanto αg
se restringe a um ∗-automorfismo de A. Veremos os αg’s como estas
restrições. Os 2-morfismos são cópias da unidade de M(A).
Usando a composição definida em C∗(2), temos que αgαh é unitari-
amente equivalente a αgh. Denotamos o unitário que implementa esta
equivalência por ω(g, h), isto é
Adω(g,h)αgαh = αgh. (4.1)
Sabemos que a identidade de A é o ∗-homomorfismo identidade.
Temos que αe é unitariamente equivalente à identidade de A. Denota-
mos o unitário que implementa esta equivalência por u, isto é
Aduαe = idA. (4.2)
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Note que neste caso as propriedades naturais são triviais.
Os axiomas nos dão as seguintes relações:
ω(g, hk)αg(ω(h, k)) = ω(gh, k)ω(g, h), (4.3)
ω(g, e)∗ = αg(u) (4.4)
e
ω(e, g)∗ = u. (4.5)
Em particular temos que ω(e, e)∗ = u. Note que com isso a condição(4.1), com g, h = e, implica a condição (4.2) usando a invertibilidade
de αe. Além disso, tomando h, k = e, temos que (4.3) implica (4.4) e(4.4) implica que αe(u) = u, o que junto com (4.3) implica (4.5).
Com isso, uma ação fraca de G em C∗(2) age sobre uma C*-álgebra
A com ∗-isomorfismos αg e unitários multiplicadores ω(g, h) ∈ UM(A)
satisfazendo as relações (4.1) e (4.3).
Defina ω∗(g, h) = ω(g, h)∗. Note que a condição (4.3) é reconhecida
pela relação de uma ação torcida α com um cociclo ω∗ em uma ação
torcida definida por Busby-Smith [3]. Porém, em sua definição, eles
exigem que u = 1, o que implica que α1 = idA e que ω∗(g, e) = ω∗(e, g) =
1. É mostrado no artigo [7] que existe uma equivalência entre as ações
definidas em [3] e as ações definidas acima. Esta noção é dada por uma
noção enfraquecida de transformação natural, entre uma ação fraca de
grupo sobre C∗(2) e uma ação torcida de [3].
4.4 Ações fracas em Corr(2)
Nosso objetivo nesta seção é mostrar que ações fracas em Corr(2)
correspondem a fibrados de Fell saturados. Por um problema téc-
nico dado pela direção dos morfismos, vamos considerar a bicategoria
oposta, Corr(2)op para esta equivalência.
Primeiro note que não faz sentido falarmos de ações estritas em
Corr(2) já que esta não é uma 2-categoria.
Iremos assumir que a ação está sobre uma C*-álgebra A.
Teorema 4.4.1. Uma ação fraca α de G sobre uma C*-álgebra A em
Corr(2)op é equivalente a um fibrado de Fell saturado (Ag)g∈G sobre G
juntamente com um ∗-isomorfismo entre A e Ae.
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Demonstração: Primeiro mostraremos que dado um fibrado de Fell
saturado sobre G, temos uma ação fraca de G sobre A.
Sejam (Ag)g∈G um fibrado de Fell saturado e ϕ um ∗-isomorfismo de
A para Ae. Lembre que neste caso Ae é uma C*-álgebra, e portanto faz
sentido falarmos de um ∗-isomorfismo entre A e Ae. A multiplicação
do fibrado nos dá, para cada g ∈ G, um Ae −Ae bimódulo de imprim-
itividade Ag, já que o fibrado é saturado. Utilizando o ∗-isomorfismo
ϕ, temos que estes bimódulos podem ser vistos sobre A. A Proposição(3.3.1) nos diz que cada Ag é uma equivalência. Defina αg ∶= Ag e
u ∶= ϕ.
Denotaremos a multiplicação do fibrado por “⋅”, bem como a ação
à esquerda e à direita por A. A ação de A sobre Ag é dada por
a ⋅ ξ ⋅ b = ϕ(a) ⋅ ξ ⋅ ϕ(b),
em que a, b ∈ A e ξ ∈ Ag, para todo g ∈ G.
Lembre que o produto interno de cada fibra do fibrado visto como
módulo de Hilbert à direita sobre Ae é dado por
⟨x, y⟩ = x∗ ⋅ y,
e o produto interno de cada fibra do fibrado visto como módulo de
Hilbert à esquerda sobre Ae é dado por
⟪x, y⟫ = x ⋅ y∗,
em que x e y são elementos desta mesma fibra.
Neste caso, como consideramos as fibras como A-A bimódulos de
Hilbert, temos que os produtos internos serão
⟨x, y⟩ = ϕ−1(x∗ ⋅ y),
e ⟪x, y⟫ = ϕ−1(x ⋅ y∗).
Iremos construir agora os isomorfismos entre αgαh e αgh.
A multiplicação do fibrado nos dá uma função bilinear de Ag ×Ah
para Agh. Além disso, a associatividade da multiplicação nos dá
(a ⋅ x ⋅ b) ⋅ (y ⋅ c) = (ϕ(a) ⋅ x ⋅ϕ(b)) ⋅ (y ⋅ϕ(c)) = ϕ(a) ⋅ x ⋅ (ϕ(b) ⋅ y) ⋅ϕ(c),
para todo a, b, c ∈ A, x ∈ Ag e y ∈ Ah. Portanto, a multiplicação induz
uma aplicação µ de Ag ⊗algA Ah para Agh, em que Ag ⊗algA Ah denota o
produto tensorial algébrico de Ag por Ah sobre A.
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Além disto, para
n∑
i=1xi ⊗ yi, m∑j=1wj ⊗ zj ∈ Ag ⊗algA Ah, temos
⟨µ( n∑
i=1xi ⊗ yi),µ( m∑j=1wj ⊗ zj)⟩ = n∑i=1 m∑j=1ϕ−1((xi ⋅ yi)∗ ⋅wj ⋅ zj) =
= n∑
i=1
m∑
j=1ϕ−1(y∗i ⋅ x∗i ⋅wj ⋅ zj) =
= n∑
i=1
m∑
j=1ϕ−1(y∗i ⋅ ϕ(⟨xi,wj⟩) ⋅ zj) =
= n∑
i=1
m∑
j=1⟨yi, ϕ(⟨xi,wj⟩).zj⟩ =
= n∑
i=1
m∑
j=1⟨xi ⊗ yi,wj ⊗ zj⟩ =
= ⟨ n∑
i=1xi ⊗ yi, m∑j=1wj ⊗ zj⟩,
portanto µ se estende a uma isometria de Ag ⊗A Ah para Agh. Mais
ainda, como o fibrado é saturado µ é sobrejetor e portanto um unitário.
Denotamos este unitário por ω(g, h). Temos
ω(g, h) ∶ αgαh = Ag ⊗A Ah → Agh = αgh.
Acima estamos usando a composição da bicategoria oposta, já que
na bicategoria usual αgαh = Ah⊗AAg, e portanto ω(g, h) nos daria um
isomorfismo entre αhαg e αgh.
Com isto, temos que todas as estruturas de uma ação fraca já estão
estabelecidas, o que nos resta é mostrar que os axiomas são válidos.
Os axiomas são traduzidos nas seguintes equações, para g, h, k ∈ G,
ω(g, hk)(idAg ⊗ ω(h, k))a = ω(gh, k)(ω(g, h)⊗ idAk),
ω(g, e)(idAg ⊗ u) = r
e
ω(e, g)(u⊗ idAg) = l.
Note que basta verificarmos as igualdades para os tensores ele-
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mentares. Seja então (x⊗ y)⊗ z ∈ (Ag ⊗A Ah)⊗A Ak. Temos
(x⊗ y)⊗ z a //x⊗ (y ⊗ z)idAg⊗ω(h,k)//x⊗ y ⋅ z ω(g,hk) //x ⋅ (y ⋅ z)
e
(x⊗ y)⊗ z ω(g,h)⊗idAk //x ⋅ y ⊗ z ω(gh,k) //(x ⋅ y) ⋅ z
e portanto a primeira igualdade segue da associatividade do fibrado
de Fell. Para a segunda e terceira igualdades, sejam x ⊗ a ∈ Ag ⊗A e
a⊗ x ∈ A⊗A Ag, temos
x⊗ a idAg⊗u //x⊗ ϕ(a) ω(g,e) //x ⋅ ϕ(a)
e
x⊗ a r //x ⋅ a
e
a⊗ x u⊗idAg //ϕ(a)⊗ x ω(e,g) //ϕ(a) ⋅ x
e
a⊗ x l //a ⋅ x
e portanto estas igualdades seguem da ação de A sobre cada fibra, e
com isso, temos que o fibrado de Fell saturado implementa uma ação
fraca de G sobre A em Corr(2).
Por outro lado, seja α uma ação fraca de G sobre A em Corr(2).
Já vimos que cada correspondência αg é uma equivalência, e por-
tanto são A-A bimódulos de imprimitividade. Os espaços de Banach
Ag ∶= αg se tornarão as fibras do nosso fibrado de Fell. O isomor-
fismo natural u implementa o isomorfismo entre A e Ae, o qual se
torna um isomorfismo entre espaços de Banach. A multiplicação do fi-
brado será implementada pelos isomorfismos naturais ω(g, h) definindo
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µ(g, h) ∶ Ag × Ah → Agh por µ(g, h)(x, y) = ω(g, h)(x ⊗ y). Quando
estiver claro, ou for irrelevante, onde estão os elementos a serem mul-
tiplicados, trataremos µ sem seus índices. O primeiro axioma de ações
fracas de grupos nos dá a associatividade do fibrado de Fell. Como
cada ω(g, h) é um isomorfismo, segue que a imagem de µ é densa e
portanto nosso futuro fibrado será saturado. Em particular, temos que
µ(e, e) torna Ae uma álgebra.
Se x, y ∈ Ae, então existe um a ∈ A de forma que u(a) = y e o
segundo axioma de ações fracas de grupos nos dá
µ(x, y) = x ⋅ a = x ⋅ u−1(y).
Mais ainda, como u−1 é um homomorfismo de A-A bimódulos, segue
que
u−1(µ(x, y)) = u−1(x ⋅ u−1(y)) = u−1(x)u−1(y),
provando que u é um homomorfismo de álgebras para a multiplicação
µ em Ae.
Nosso próximo passo é construir a involução do nosso fibrado de Fell.
Para tanto, lembre que dado um A-B-bimódulo de imprimitividade H
temos um B-A-bimódulo de imprimitividade dual H∗, como construído
após a Definição 2.4.16, de forma queH⊗BH∗ é unitariamente isomorfo
a A através do mapa implementado pelo produto interno à esquerda eH∗⊗AH é unitariamente isomorfo a B através do mapa implementado
pelo produto interno à direita. Vimos também que se K é outro B-A-
bimódulo de imprimitividade, então existe um isomorfismo entre K eH∗. Construiremos agora este isomorfismo explicitamente.
Primeiro lembre que para todo B-módulo de Hilbert à esquerda K,
temos um unitário entre B⊗BK e K, como construído no Exemplo 2.4.7,
que manda um tensor elementar b⊗ k em b ⋅ k. Além disso, se K é um
B-A-bimódulo de imprimitividade, temos o isomorfismo já mencionado
entre K ⊗A K∗ e B, que manda o tensor elementar x ⊗ y∗ em ⟨x, y⟩.
Portanto, compondo estes isomorfismos, segue que span{⟨x, y⟩k ∶ x, y ∈H e k ∈ K} é denso em K. Suponha agora que v ∶H⊗B K ∼Ð→ A seja um
unitário. Então temos o seguinte isomorfismo induzido:
vˆ ∶ K //B ⊗K //(H∗ ⊗H)⊗K //H∗ ⊗ (H⊗K)id⊗v//H∗ ⊗A //H∗,
que manda ⟨x, y⟩ ⋅ k em x∗ ⋅ v(y ⊗ k) = (v(y ⊗ k)∗ ⋅ x)∗. Note que
podemos ver vˆ como uma aplicação (conjugado-linear) de K para H
mandando ⟨x, y⟩ ⋅k em v(y⊗k)∗ ⋅x. Similarmente, se tivermos também
um isomorfismo unitário w ∶ K ⊗A H∗ ∼Ð→ B, teremos uma função wˆ ∶
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H → K que manda ⟨k, l⟩ ⋅ x para w(l ⊗ x)∗ ⋅ k, em que k, l ∈ K, x ∈ H e⟨k, l⟩ denota o produto interno à direita de K.
No nosso caso, queremos construir uma involução de Ag para Ag−1 .
Porém, em geral, Ag−1 não é igual a A∗g , mas a construção acima nos
dá um isomorfismo entre eles. De fato, considere o isomorfismo
vg ∶ Ag−1 ⊗A Ag = αg−1 ⊗ αgω(g−1,g)//αg−1g = αe = Ae u−1 //A.
Aplicando agora a construção feita acima temos um isomorfismo vˆg de
Ag para A∗g−1 . Como conjunto A∗g−1 = Ag−1 , e portanto podemos ver
vˆg como uma função de Ag para Ag−1 , como descrito acima. Esta será
a involução do nosso fibrado de Fell, ou seja, para x ∈ Ag, definimos
x∗ = vˆg(x).
Vamos mostrar que esta função satisfaz as propriedades de involução.
Primeiro, note que vˆg é conjugado-linear por construção, já que vˆg de
Ag para A∗g−1 é linear.
Nosso próximo passo é mostrar que (x∗)∗ = x. Porém, note que
se x ∈ Ag, x∗ = vˆg(x) ∈ Ag−1 , e portanto (x∗)∗ = vˆg−1(vˆg(x)). Logo,
precisamos mostrar que vˆg−1 = vˆ−1g .
Voltando para o caso geral, considere H um A-B bimódulo de im-
primitividade, K um B-A bimódulo de imprimitividade junto com dois
isomorfismos v ∶ H ⊗B K → A e w ∶ K ⊗A H → B. Vamos denotar tal
tripla de (K, v,w) e vamos estudar quando vˆ é inversa de wˆ.
Primeiro note que podemos supor, a menos de isomorfismo, que
nossa tripla é da forma (H∗, v′,w′) em que v′ é o isomorfismo dado
pelo produto interno à esquerda de H. De fato, como vˆ implementa um
isomorfismo de K para H∗, podemos compor v e w com o isomorfismo
id⊗ vˆ−1 para termos isomorfismos com K =H∗ para A e B. Além disso,
temos
v′(ξ ⊗ η∗) = v ○ (id⊗ vˆ−1)(ξ ⊗ η∗) == v ○ (id⊗ vˆ−1)(ξ ⊗ x∗ ⋅ v(y ⊗ k)) == v(ξ ⊗ ⟨x, y⟩ ⋅ k) == v(ξ⟨x, y⟩⊗ k) == v(⟪ξ, x⟫y ⊗ k) == ⟪ξ, x⟫v(y ⊗ k) == ⟪ξ, v(y ⊗ k)∗ ⋅ x⟫ = ⟪ξ, η⟫,
em que ξ, η ∈ H com η = v(y ⊗ k)∗ ⋅ x, e portanto v′ é igual ao produto
interno à esquerda de H.
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Vamos continuar denotando v′ e w′ por v e w, apesar desta com-
posição a mais.
Note que se os isomorfismos v e w são implementados pelos produtos
internos à esquerda e à direita de H, respectivamente, então temos
vˆ(⟨x, y⟩ ⋅ z∗) = x∗ ⋅ ⟪y, z⟫ = (⟪z, y⟫ ⋅ x)∗ = (z ⋅ ⟨y, x⟩)∗ = (⟨x, y⟩ ⋅ z∗)∗,
e logo, por continuidade, vˆ é a involução de H∗ para H. Analoga-
mente, wˆ será a involução de H para H∗, caso wˆ seja implementado
pelo produto interno à direita. Disto, é claro que wˆ = vˆ−1.
Por outro lado, se K =H∗ e v é implementado pelo produto interno
à esquerda de H, temos
w(y∗ ⊗ z)∗ ⋅ x∗ = wˆ(⟪x, y⟫z) = (⟪x, y⟫ ⋅ z)∗ = ⟨z, y⟩ ⋅ x∗,
para todo z ∈ H, o que implica que w(y∗ ⊗ z) = ⟨y, z⟩, pois a ação à
esquerda de B sobre H∗ é injetiva, já que em particular é isomorfa a
K(H∗). Com isso, temos que wˆ é inversa de vˆ se, e somente se, w é o
isomorfismo implementado pelo produto interno à direita.
Voltando ao caso geral, se (K, v,w) é uma tripla como anterior-
mente, temos que id⊗w ∶H⊗K⊗H →H é igual a v⊗id ∶H⊗K⊗H →H,
ou seja, x ⋅ w(y∗ ⊗ z) = v(x ⊗ y∗) ⋅ z para x, y, z ∈ H, se, e somente se,
vˆ−1 = wˆ.
De fato, suponha que id⊗w = v ⊗ id. Então
vˆ ○ wˆ(⟨k, l⟩ ⋅ x) = vˆ(w(l ⊗ x)∗ ⋅ k) == vˆ(k) ⋅w(l ⊗ x) == v(vˆ(k)⊗ l) ⋅ x == ⟪vˆ(k), vˆ(l)⟫ ⋅ x = ⟨k, l⟩ ⋅ x,
para k, l ∈ K e x ∈H, lembrando que v○(id⊗ vˆ−1) é igual ao isomorfismo
induzido pelo produto interno à esquerda.
Com isso, wˆ é uma inversa à esquerda de vˆ, e portanto wˆ = vˆ−1.
Por outro lado, se wˆ = vˆ−1, usando a mesma conta anterior, temos
vˆ(k) ⋅w(l ⊗ x) = v(vˆ(k)⊗ l) ⋅ x,
para todo k, l ∈ K e x ∈ H, mostrando que v ⊗ id = id ⊗ w. Com isso,
temos uma caracterização geral para quando vˆ−1 = wˆ.
Afirmamos que ⟨vˆ(k), x⟩ = w(k ⊗ x), para todo k ∈ K e x ∈ H.
De fato, isso é uma propriedade válida para K = H∗ e v e w são os
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isomorfismos induzidos pelos produtos internos à esquerda e à direita,
respectivamente, e esta propriedade é invariante por isomorfismos. Para
ver isso, suponha que esta propriedade valha para uma tripla (K, v,w) e
considere um isomorfismo f ∶ K → K′. Com isso temos uma nova tripla
da forma (K′, v′,w′) em que v′ = v ○ (id ⊗ f−1) e w′ = w ○ (f−1 ⊗ id).
Vamos mostrar que esta propriedade também vale para esta tripla.
Sejam x, y, z ∈H, k ∈ K e k′ ∈ K′ de forma que f(k) = k′. Temos
⟨vˆ′(⟨y, z⟩k′), x⟩ = ⟨v(z ⊗ k)∗ ⋅ y, x⟩ == ⟨y, v(z ⊗ k) ⋅ x⟩ == ⟨y, z ⋅w(k ⊗ x)⟩ == ⟨y, z⟩w(k ⊗ x) == ⟨y, z⟩w′(k′ ⊗ x) = w′(⟨y, z⟩k′ ⊗ x),
mostrando que esta propriedade é invariante por isomorfismos, e por-
tanto é válida para qualquer tripla.
Aplicando isto para H = Ag, K = Ag−1 , vg = v = u−1 ○ ω(g, g−1) e
vg−1 = w = u−1 ○ ω(g−1, g) temos, pelo primeiro axioma de ações fracas,
que v ⊗ id = id ⊗ w e portanto vˆ−1 = wˆ, provando que (x∗)∗ = x, para
todo x ∈ Ag. Mais ainda, temos
∥x∥2 = ∥⟨x,x⟩∥ == ∥⟨(vˆg−1 ○ vˆg)(x), x⟩∥ == ∥vg−1(vˆ−1g−1 ⊗ id)((vˆg−1 ○ vˆg)(x)⊗ x)∥ == ∥vg−1(vˆg(x)⊗ x)∥ == ∥u−1 ○w(g−1, g)(vˆg(x)⊗ x)∥ == ∥ω(g−1, g)(vˆg(x)⊗ x)∥ = ∥x∗ ⋅ x∥.
Sejam agora g, h ∈ G. O isomorfismo
Ag ⊗A Ah ⊗A A(gh)−1 ω(g,h)⊗idÔÔÔÔ⇒ Agh ⊗A A(gh)−1 ω(gh,(gh)−1)ÔÔÔÔÔ⇒ Ae u−1Ô⇒ A,
induz o isomorfismo Ag ⊗A Ah → A∗(gh)−1 definido por x⊗ y ↦ (x ⋅ y)∗,
já que u−1 ○ ω(gh, (gh)−1) = vgh, e logo o mapa acima é vˆgh ○ ω(g, h).
Por outro lado, o isomorfismo
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Ag ⊗A Ah ⊗A A(gh)−1 id⊗id⊗ω(h−1,g−1)−1ÔÔÔÔÔÔÔÔÔ⇒ Ag ⊗A Ah ⊗A Ah−1 ⊗A Ag−1
id⊗ω(h,h−1)⊗idÔÔÔÔÔÔÔ⇒ Ag ⊗A Ae ⊗A Ag−1
id⊗u−1⊗idÔÔÔÔ⇒ Ag ⊗A Ag−1 ω(g,g−1)ÔÔÔ⇒ Ae u−1Ô⇒ A,
induz o isomorfismo Ag ⊗A Ah → A∗(gh)−1 definido por x ⊗ y ↦ y∗ ⋅ x∗.
Para ver isto voltaremos mais uma vez para o caso mais geral.
Considere H um A-B-bimódulo de imprimitividade, e seja H˜ um B-
A-bimódulo de imprimitividade inverso deH via o unitário v ∶H⊗BH˜ →
A. Considere ainda K um B-C-bimódulo de imprimitividade, e sejaK˜ um C-B-bimódulo de imprimitividade inverso de K via o unitário
w ∶ K ⊗C K˜ → B. Já vimos que existem unitários vˆ ∶ H → H˜∗ e
wˆ ∶ K → K˜∗.
Com isto, temos um isomorfismo u
H ⊗B K ⊗C K˜ ⊗B H˜ id⊗w⊗idÔÔÔ⇒ H ⊗B B ⊗B H˜ ⇒ H ⊗B H˜ vÔ⇒ A,
que implementa um isomorfismo uˆ ∶H⊗B K → (K˜ ⊗B H˜)∗.
Por outro lado, temos outro isomorfismo
Ψ ∶H⊗B K vˆ⊗wˆÔ⇒ H˜∗ ⊗B K˜∗ ϕÔ⇒ (K˜ ⊗B H˜)∗,
definido por x⊗y ↦ (wˆ(y)∗⊗ vˆ(x)∗)∗. Aqui estamos usando o unitário
construído no Lema 2.4.18.
Mostraremos que estes isomorfismos são iguais. Para tanto, dados
x⊗ y ∈H⊗B K, η, ξ = y1 ⊗ x1 ∈ K˜ ⊗ H˜, temos
uˆ(x⊗ y⟪ξ, η⟫) = v(x ⋅w(y ⊗ y1)⊗ x1) ⋅ η∗ = (η ⋅ v(x ⋅w(y ⊗ y1)⊗ x1)∗)∗.
Por outro lado,
Ψ(x⊗ y⟪ξ, η⟫) = (wˆ(y)∗ ⊗ vˆ(x)∗)∗⟪ξ, η⟫ == (⟪η, ξ⟫ ⋅ wˆ(y)∗ ⊗ vˆ(x)∗)∗ = (η ⋅ ⟨ξ, wˆ(y)∗ ⊗ vˆ(x)∗⟩)∗.
Portanto, para mostrar que Ψ = uˆ, basta mostrarmos que
⟨wˆ(y)∗ ⊗ vˆ(x)∗, ξ⟩ = ⟨vˆ(x)∗, ⟨wˆ(y)∗, y1⟩x1⟩ = v(x ⋅w(y ⊗ y1)⊗ x1),
porém isto é direto, já que ⟨⋅, ⋅⟩ = v ○ (vˆ−1 ⊗ id) e ⟨⋅, ⋅⟩ = w ○ (wˆ−1 ⊗ id).
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Voltando agora ao nosso caso, segue pelos axiomas de ações fracas
que os isomorfismos que criamos precisam ser iguais, donde segue que(x ⋅y)∗ = y∗ ⋅x∗, provando que esta função é uma involução e, portanto,
a construção acima nos dá um fibrado de Fell.
Por construção, o fibrado construído a partir da ação fraca é o
inverso da ação fraca construída a partir do fibrado, donde segue o
resultado.
Observação: Na nossa demonstração, pode-se “corrigir” o prob-
lema do isomorfismo entre αgαh e αgh sem o uso da bicategoria oposta
como foi feito em [7]. Ao invés disso, podemos definir αg ∶= Ag−1 , porém
isto tem sido deixado de lado na literatura já que em casos mais gerais
não temos uma noção de inversão dentro da estrutura inicial.
4.5 Ações fracas de semigrupos inversos
Neste seção iremos fazer uma análise como antes para funtores fracos
de um semigrupo inverso com unidade S, visto como uma bicategoria,
para a bicategoria Bim(2), construída anteriormente. Vamos mostrar
que uma ação fraca de S corresponde a um fibrado de Fell saturado
sobre S. Observe que aqui não estamos usando a bicategoria Corr(2)
como construída anteriormente, já que um resultado essencial para esta
demonstração é que se H é uma A-A correspondência de forma queH ⊗A H ≅ H como A-A correspondências, então H é isomorfo a um
ideal de A e isto não se verifica, em geral, em Corr(2). Apesar disto
este resultado vale quando tratamos de bimódulos de Hilbert, como
é mostrado no Lema 2.4.17 e reforçado em uma observação acima do
Lema 2.4.21.
Para grupos isto não é um problema, já que existe apenas um idem-
potente e portanto isto não irá fazer diferença se usarmos Bim(2) no
caso de grupos.
Teorema 4.5.1. Uma ação fraca α de S sobre uma C*-álgebra A em
Bim(2)op é equivalente a um fibrado de Fell saturado A = {As}s∈S sobre
S juntamente com um ∗-isomorfismo entre A e A1.
Demonstração: Dado um fibrado de Fell saturado A e um ∗-isomor-
fismo entre A e A1, segue de argumentos análogos à primeira parte da
demonstração do Teorema 4.4.1 que estes dão origem a uma ação fraca
de S sobre Bim(2)op.
Para a segunda parte, vamos novamente seguir os passos da demon-
stração do Teorema 4.4.1. Seja α um funtor fraco de S para Bim(2)op.
Defina As ∶= αs para todo s ∈ S. Defina µ(s, t) ∶ As × At → Ast por
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(x, y)↦ ω(s, t)(x⊗y), em que ω denota o isomorfismo natural relativo
à composição de morfismos da ação fraca α. Esta função é claramente
bilinear e segue do primeiro axioma de funtores fracos que esta função
é associativa e será chamada de multiplicação. Como anteriormente,
quando estiver claro, ou for irrelevante, onde estão os elementos a serem
multiplicados estão, iremos omitir os índices de µ e quando for conve-
niente, usaremos a notação µ(x, y) = x ⋅y = xy. Como cada ω(s, t) é um
isomorfismo, em particular sobrejetor, segue que o nosso futuro fibrado
será saturado.
Se e ∈ E(S), então µ(e, e) torna Ae uma álgebra associativa. Em
particular, isto é verdade para A1. Dados x, y ∈ A1, existe a ∈ A de
forma que u(a) = y, em que u é o isomorfismo natural de α que imple-
menta a identidade. O segundo axioma de funtores fracos implica
µ(x, y) = x ⋅ a = x ⋅ u−1(y).
Além disso, como u−1 é um homomorfismo de A-A-bimódulos, segue
que
u−1(µ(x, y)) = u−1(x ⋅ u−1(y)) = u−1(x)u−1(y),
provando que u é um homomorfismo de álgebras para a multiplicação
µ de A1.
Antes construir a involução vamos estudar as fibras sobre idempo-
tentes e construir os mapas {jt,s}s≤t com s, t ∈ S. Pelo comentário
antes do Lema 2.4.21, para todo e ∈ E(S), Ae ≅ Ie = Je, em que
Ie = span{⟪x, y⟫ ∶ x, y ∈ A} e Je = span{⟨x, y⟩ ∶ x, y ∈ A}. Além
disso, como u implementa um isomorfismo de A para A1, segue que
u(Ie) = u(Je) é um ideal fechado de A1. Disto, Ae é (isomorfo a) um
ideal fechado de A1. Iremos identificar Ae com este ideal. Isto mostra
em particular que a multiplicação construída de As × Ae para Ase é
dada pela ação de u−1(Ae) sobre As e similarmente para a multipli-
cação de Ae ×As para s ∈ S e e ∈ E(S). Denotamos por re a restrição
de u para Ie que implementa seu isomorfismo com Ae. Assim, se s ≤ t,
então ts−1s = s e podemos construir o mapa
jt,s ∶ Asω(t,s−1s)−1//At ⊗A As−1sid⊗r−1s−1s//At ⊗A Js−1s //At,
definido por x⋅rs−1s(y) = µ(x, rs−1s(y)) = ω(t, s−1s)(x⊗rs−1s(y))↦ x⋅y,
para x ∈ At e y ∈ Js−1s. Para mostrar que este mapa é isométrico, basta
mostrarmos que a função ϕ ∶ At⊗A Js−1s → At definida por x⊗y ↦ x ⋅y
é isométrica.
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Seja z = n∑
i=1xi ⊗ yi ∈ At ⊗algA Js−1s. Temos
⟨ϕ(z), ϕ(z)⟩ = n∑
i,j=1⟨xi ⋅ yi, xj ⋅ yj⟩ =
= n∑
i,j=1 y∗i ⟨xi, xj⟩yj =
= n∑
i,j=1⟨yi, ⟨xi, xj⟩yj⟩ =
= n∑
i,j=1⟨xi ⊗ yi, xj ⊗ yj⟩ = ⟨z, z⟩,
provando que ϕ, e portanto também jt,s, é isométrico. Mais ainda,
como re é um isomorfismo de A-A-bimódulos para todo e ∈ E(S),
segue que
js,t(x ⋅ rs−1s(y) ⋅ a) = js,t(x ⋅ rs−1s(y ⋅ a)) = x ⋅ y ⋅ a = js,t(x ⋅ rs−1s(y)) ⋅ a
para x ∈ At, y ∈ Js−1s e a ∈ A, e portanto js,t é A-linear à direita.
Analogamente, segue que js,t é A-linear à esquerda.
Vamos mostrar que se s ≤ t ≤ u para s, t, u ∈ S, temos que ju,s =
ju,t ○ jt,s. Dados x ∈ At ⊂ Au e y ∈ Js−1s, temos jt,s(x ⋅ rs−1s(y)) = x ⋅ y.
Além disto, como Au ×At−1t ≅ At, segue que existe (w, z) ∈ Au ×At−1t
de forma que w ⋅ rt−1t(z) = x. Disto,
(ju,t ○ jt,s)(x ⋅ rs−1s(y)) = ju,t(x ⋅ y) == ju,t(w ⋅ rt−1t(z)) ⋅ y = w ⋅ zy.
Por outro lado,
ju,s(x ⋅ rs−1s(y)) = ju,s(w ⋅ rt−1t(z)rs−1s(y)) == ju,s(w ⋅ u(zy)) == ju,s(w ⋅ rs−1s(zy)) = w ⋅ zy,
provando a igualdade.
Considere agora s, t, u, v ∈ S com s ≤ t e u ≤ v. Vamos mostrar que
jt,s(x) ⋅ jv,u(y) = jtv,su(x ⋅ y) para x ∈ As e y ∈ Au. Para isso, considere
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o seguinte diagrama:
As ×Au µ(s,u) //Asu
Ass−1 ×At ×Av ×Au−1uid×µ(t,v)×id//
(ϕ×ϕ)○(r−1
ss−1×id×id×r−1u−1u)

µ(ss−1,t)×µ(v,u−1u)
OO
Ass−1 ×Atv ×Au−1u
µ(ss−1tv,u−1u)○(µ(ss−1,tv)×id)
OO
ϕ○(ϕ×id)○(r−1
ss−1×id×r−1u−1u)

Jss−1 ⋅At ×Av ⋅ Ju−1u
µ(t,v) //Jss−1 ⋅Atv ⋅ Ju−1u,
o qual afirmamos ser comutativo. De fato o quadrado de cima comuta
por causa da associatividade do produto. Além disto, o quadrado de
baixo comuta porque ω é uma família de homomorfismos de bimódulos.
Mais ainda, observe que isto implica que há dois caminhos de As ×
Au para Atv3 e como o diagrama é comutativo, estes são iguais. O
primeiro caminho, dado seguindo os morfismos à esquerda do diagrama
dá origem à isometria µ○(jt,s×jv,u). Seguindo o caminho dos morfismos
à direita, temos a isometria jtv,su ○ µ, provando o desejado.
Nosso próximo passo será construir a involução do nosso fibrado de
Fell. Note que para cada s ∈ S, temos unitários As⊗AAs−1⊗AAs ≅ As e
As−1⊗AAs⊗AAs−1 ≅ As−1 , dados pela multiplicação, e portanto, usando
o Lema 2.4.21, existe um único unitário Is de A∗s → As−1 de forma que
As → As ⊗A A∗s ⊗A As → As ⊗A As−1 ⊗A As → As (1)
é igual à identidade. Adotamos a notação Is(x) ∶= x∗ para todo s ∈ S e
x ∈ As. Mais adiante, vamos considerar Is como um mapa conjugado-
linear de As para As−1 .
Afirmamos que isto é equivalente a dizer que os seguintes diagramas
comutam:
As ⊗A A∗s ⟪⋅,⋅⟫ //
id⊗Is

Jss−1
rss−1
(2) As ⊗A As−1
ω(s,s−1)//Ass−1
A∗s ⊗A As ⟨⋅,⋅⟩ //
Is⊗id

Js−1s
rs−1s

As−1 ⊗A As
ω(s−1,s)//As−1s. (3)
3Aqui estamos vendo Jss−1 ⋅Atv ⋅ Ju−1u como um submódulo de Atv
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Primeiramente, note que estes diagramas caracterizam o produto
e a involução construídos com os produtos internos de cada As. De
fato, note que os diagramas acima comutarem implica que para todo
x⊗ y ∈ As ⊗A As temos
rss−1(⟪x, y⟫) = µ(x ⋅ y∗) e rs−1s(⟨x, y⟩) = µ(x∗ ⋅ y).
Para mostrar esta equivalência, começaremos assumindo que o dia-
grama (2) comuta. Fazendo o tensor por As à direita juntamente com
o tensor com a identidade nos unitários, temos que o diagrama
As ⊗A A∗s ⊗A As ⟪⋅,⋅⟫⊗id //
id⊗Is⊗id

Jss−1 ⊗A As
rss−1⊗id

As ⊗A As−1 ⊗A As
ω(s,s−1)⊗id //Ass−1 ⊗A As
comuta. Observe que se compusermos o unitário induzido pelo produto
interno e pela ação de As no início e ω(ss−1, s) no final do digrama,
segue que o caminho de baixo é igual ao isomorfismo (1). Mostraremos
que o caminho de cima é igual à identidade. Para isto, seja x⟨y, z⟩ ∈ As,
com x, y, z ∈ As. Daí, o caminho de cima leva x⟨y, z⟩ da seguinte forma
x⟨y, z⟩ ↦ x⊗ y∗ ⊗ z↦ ⟪x, y⟫⊗ z↦ rss−1(⟪x, y⟫)⊗ z↦ rss−1(⟪x, y⟫) ⋅ z = ⟪x, y⟫ ⋅ z = x⟨y, z⟩,
como queríamos.
Por outro lado, assuma que o isomorfismo em (1) é igual à iden-
tidade. Fazendo o produto tensorial por As−1 e usando o fato de que
As⊗AAs−1 ≅ Ass−1 e que A∗s ⊗Ass−1 ≅ A∗s e As−1 ⊗AAss−1 ≅ As−1 , segue
que o isomorfismo em (1) dá origem, a partir do segundo termo, ao
caminho de baixo do diagrama (2). Por outro lado, contas similares às
feitas acima mostram que a identidade dá origem ao caminho de cima
do diagrama (2), donde segue que o diagrama (2) comuta. Similar-
mente, mostra-se que o diagrama (3) comutar é equivalente a (1) ser
igual à identidade.
Além disto, Is−1 ○ Is ∶ A∗s → As−1 → A∗s é igual à identidade. Aqui
estamos vendo Is−1 como um mapa de As−1 para A∗s através da com-
posição com os anti-isomorfismos dados pela inversão de bimódulos
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em ambos os lados. Iremos tratar esta composição em ambos os lados
como entendida e não mencionaremos esta adiante para evitar notações
pesadas.
De fato, note que o diagrama
A∗s−1 ⊗A As−1 ⟨⋅,⋅⟩ //
I−1s ⊗I−1s

Jss−1
id

As ⊗A A∗s ⟪⋅,⋅⟫ //
id⊗Is

Jss−1
rss−1

As ⊗A As−1
ω(s,s−1) //Ass−1
comuta. Para ver isto primeiro note que, como A∗s ≅ As−1 , segue que⟪As,As⟫ = ⟨A∗s ,A∗s⟩ = ⟨As−1 ,As−1⟩, ou seja o produto interno à esquerda
de As é igual ao produto interno à direita de As−1 . Usamos isto para
mostrar que o quadrado de cima do diagrama comuta. O quadrado de
baixo é exatamente o diagrama (2) e portanto comuta. O retângulo
maior é igual ao diagrama (3), com s−1 no lugar de s e I−1s no lugar
de Is−1 . Porém, como o diagrama (3) também é equivalente a (1) e
este é caracterizado unicamente por Is, segue que I−1s = Is−1 e portanto
Is−1 ○ Is = id como afirmado. Isto mostra em particular que para s ∈ S
e x ∈ As, Is−1 ○ Is(x) = (x∗)∗ = x.
Usando novamente o diagrama (2), vamos mostrar que o diagrama
A∗s ⊗A A∗t ω(t,s) //
Is⊗It

A∗ts
Its

As−1 ⊗A At−1
ω(s−1,t−1)//As−1t−1
comuta, lembrando que A∗s ⊗AA∗t ≅ (At⊗AAs)∗. Este diagrama comu-
tar implica que se s, t ∈ S, x ∈ As e y ∈ At, então µ(y, x)∗ = µ(x∗, y∗),
ou seja (y ⋅x)∗ = x∗ ⋅y∗. Para mostrar isto, iremos usar a caracterização
dos diagramas (2) e (3) através de produtos internos.
Dados (x⊗y)∗ ∈ (At⊗AAs)∗ e w⊗z ∈ At⊗AAs, temos que o mapa
de multiplicação nos dá unitários de (At⊗AAs)∗ para A∗ts e de At⊗AAs
para Ats. Isto implica que seus produtos internos são iguais, através
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deste unitário, donde segue que
(x ⋅ y)∗ ⋅ (w ⋅ z) = u(⟨x ⋅ y,w ⋅ z⟩) == u(⟨(x⊗ y,w ⊗ z⟩) == u(⟨y, ⟨x,w⟩z⟩) == y∗ ⋅ x∗ ⋅w ⋅ z == (y∗ ⋅ x∗) ⋅ (w ⋅ z),
para todo w ⋅ z ∈ Ats, donde segue que (x ⋅ y)∗ = y∗ ⋅x∗ como queríamos
mostrar.
Por fim, resta-nos mostrar que se s ≤ t, então jt−1,s−1(x∗) = jt,s(x)∗
para todo x ∈ As. Sejam x, y ∈ As. Como os mapas jt,s são isométricos,
temos
jt,s(y)∗ ⋅ jt,s(x) = u(⟨jt,s(y), jt,s(x)⟩) = u(⟨y, x⟩) = y∗ ⋅ x.
Por outro lado, já vimos que jt−1,s−1 ○ jt,s = jt−1t,s−1s, donde segue
que
jt−1,s−1(y∗) ○ jt,s(x) = jt−1t,s−1s(y∗ ⋅ x) = y∗ ⋅ x,
já que t−1t, s−1s ∈ E(S), e portanto este mapa é apenas a inclusão
do ideal Js−1s no ideal Jt−1t. Com isto, temos que jt,s(y)∗ ⋅ jt,s(x) =
jt−1,s−1(y∗) ○ jt,s(x), para todo x ∈ As, donde segue que jt,s(y)∗ =
jt−1,s−1(y∗) para todo y ∈ As provando o desejado.
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