Cancer is becoming a leading cause of death among people in the whole world. It is confirmed that the early detection and accurate diagnosis of this disease can ensure a long survival of the patients. Expert systems and machine learning techniques are gaining popularity in this field because of the effective classification and high diagnostic capability. This paper presents the application of rough set theory for clustering two cancer datasets. These datasets are taken from UCI ML repository. The method is based on MDA technique proposed from Ref. 11. To select a clustering attribute, the maximal degree of the rough attributes dependencies in categorical-valued information systems is used. Further, we use a divide-and-conquer method to partition/cluster the objects. The results show that MDA technique can be used to cluster to the data. Further, we present clusters visualization using two dimensional plot. The plot results provide user friendly navigation to understand the cluster obtained.
Introduction
In the last years there has been a considerable growth of the amount of biological data available in several domains. The use of clustering algorithms to discover new and useful information in biological data is getting increasing attention lately. Clustering algorithms are considered a powerful tool for the identification of groups and sub-groups in biological data. Clustering algorithms aim to group data consistently, in such a way that the most similar objects belong to the same group or cluster and dissimilar objects are assigned to different clusters. The use of these algorithms allows to detect similar objects in a dataset that could not be easily or efficiently grouped by humans 1 . Clustering a set of objects into homogeneous classes is a fundamental operation in data mining. The operation is required in a number of data analysis tasks, such as unsupervised classification and data summation, as well as segmentation of large homogeneous data sets into smaller homogeneous subsets that can be easily managed, separately modeled and analyzed. Recently, many attentions have been put on categorical data clustering [2] [3] [4] [5] [6] [7] [8] , where data objects are made up of non-numerical attributes. One of the popular
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approaches is based on rough set theory [9] [10] [11] . The main idea of the rough clustering is the clustering data set is mapped as the decision table. This can be done by introducing a decision attribute and consequently, a divide-and-conquer method can be used to partition/cluster the objects. In previous papers [12] [13] [14] , we propose a technique for selecting a clustering attribute in categorical data clustering. The proposed technique, is based on the maximum degree of dependency of attribute 15, 16 . We have succeeded in showing that the proposed technique is able to achieve lower computational complexity with higher purity as compared to baseline techniques. Cancer is becoming a leading cause of death among people in the whole world. Expert systems and machine learning techniques are gaining popularity in this field because of the effective classification and high diagnostic capability 17 . This paper presents the application of rough set theory for clustering two cancer datasets. The dataset are taken from UCI ML repository 18 . The method is based on MDA technique proposed by [12] [13] [14] . The rough attributes dependencies in categoricalvalued information systems is used to select clustering attribute based on the maximal degree. Further, we use a divide-and-conquer method to partition/cluster the objects. The rest of this paper is organized as follows. Section 2 describes fundamental concept of rough set theory. Section 3 describes the Maximum Attributes Dependency (MDA) technique. Experimental results of MDA on Lung Cancer and Wisconsin Breast Cancer (original) datasets are described in section 4. Finally, the conclusion of this work is described in section 5.
Rough Set Theory

Information System
The observation that one cannot distinguish objects on the basis of given information about them is the starting point of rough set theory. In other words, imperfect information causes indiscernibility of objects. The indiscernibility relation induces an approximation space MDA of equivalence classes of indiscernible objects. A rough approximating a subset of the set of objects is a pair of dual approximation operator, called a lower approximation and an upper approximation in term of these equivalence classes. Rough sets are defined trough their dual set approximations in Pawlak approximation space 9 .
Here, we use the concept of rough set theory in term of reasoning about data containing in an information system 10 . The notion of information system provides a convenient tool for the representation of objects in terms of their attribute values. The syntax of information systems is very similar to relations in relational data bases. Entities in relational databases are also represented by tuples of attribute values. An information system 11 is a 4-tuple (quadruple)
, where
is a non-empty finite set of objects,
non-empty finite set of attributes,
V is the domain (value set) of attribute
is an information function such that
, called information (knowledge) function. An information system is also
Rough clustering for cancer datasets called a knowledge representation systems or an attribute-valued system and can be intuitively expressed in terms of an information table (see Table 1 ). Table 1 . An information system
The time complexity for computing an information system
to be computed, where
Note that t induces a set of maps
Note that the tuple t is not necessarily associated with entity uniquely (see Table 1 ). In an information table, two distinct entities could have the same tuple representation (duplicated/redundant tuple), which is not permissible in relational databases. Thus, the concept of information systems is a generalization of the concept of relational databases. The starting point of rough set theory is the indiscernibility relation, which is generated by information about objects of interest. The indiscernibility relation is intended to express the fact that due to the lack of knowledge it is difficult to discern some objects employing the available information. That means, in general, it is unable to deal with single objects but clusters of indiscernible objects must be considered. Now the notion of indiscernibility relation between two objects can be defined precisely. 
Set Approximations
, respectively.
The accuracy of approximation (accuracy of roughness) of any subset
where X denotes the cardinality of X. For empty set φ , we define
Obviously,
. If X is a union of some equivalence classes, then
Thus, the set X is crisp with respect to B, and otherwise, if
, X is rough with respect to B.
Another important issue in database analysis is discovering dependencies between attributes. Intuitively, a set of attributes D depends totally on a set of attributes C, 
Dependency of Attributes
The notion of the dependency of attributes in information systems is given in the following definition. 
(1)
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Obviously, 1 0 ≤ ≤ k . Attribute D is said to be (totally dependent) depends totally (in a degree of k) on the attribute C if 1 = k . Otherwise, D is depends partially on C. Thus, attribute D depends totally (partially) on attribute C, if all (some) elements of the universe U can be uniquely classified to equivalence classes of the partition D U / , employing C.
The Proposed Technique
The MDA Technique
In the proposed technique, the rough attributes dependencies in categorical-valued information systems is used to select clustering attribute based on the maximum degree. We have succeed in showing that the proposed technique is able to achieve lower computational complexity with higher purity as compared to the baseline method [12] [13] [14] .
The proposed technique for selecting partitioning attribute is based on the maximum degree of dependency of attributes. The justification that the higher of the degree of dependency of attributes implies the more accuracy for selecting partitioning attribute is stated in the Proposition 1. 
. And hence, for every U X ⊆ , we have
The generalization of Proposition 1 is given below.
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be an information system and let
and D be any subsets of A in information system S. From the hypothesis and Proposition 4.1, the accuracies of roughness are given as
. Figure 1 shows the pseudo-code of the proposed technique. The technique uses the dependency of attributes in the rough set theory in information systems. It consists of four main steps. The first step deals with the computation of the equivalence classes of each attribute (feature). The equivalence classes of the set of objects U can be obtained using the indiscernibility relation of attribute
. The second step deals with the determination of the dependency degree of attributes. The degree of dependency attributes can be determined using formula in equation (1) . The third step deals with selecting the maximum dependency degree. Finally, the attribute is ranked with the ascending sequence based on the maximum of dependency degree of each attribute.
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Algorithm: MDA Input: Dataset without clustering attribute Output: Clustering attribute Begin
Step 1.
Compute the equivalence classes using the indiscernibility relation on each attribute. Step 2.
Determine the dependency degree of attribute i a with respect to all j a , where j i ≠ .
Step 3.
Select the maximum of dependency degree of each attribute.
Step 4.
Select a clustering attribute based on the maximum degree of dependency of attributes. End In the proposed technique, it is recommended to look at the next lowest dependencies degree inside the attributes that are tied and so on until the tie is broken.
Example
The dataset is an animal dataset from Hu 19 . In Table 2 Similar calculations are performed for all the attributes. These calculations are summarized in Table 3 . With the MDA technique, the first maximum degree of dependency of attributes, i.e. 1 occurs in attributes Hair (Milk), Eye and Feather (i.e., 1) as Table 4 shows. The second maximum degree of dependency of attributes, i.e. 0.666 occurs in attributes Hair. Thus, based on Table 4 , attribute Hair is selected as clustering attribute.
Objects splitting
For objects splitting, we use a divide-conquer method. For example, in Table 2 we can cluster (partition) the animals based on the decision attribute selected, i.e., Hair/Milk. Notice that, the partition of the set of animals induced by attribute Hair/Milk is
. To this, we can split the animals using the hierarchical tree as follows.
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Fig. 4. The objects splitting
The technique is applied recursively to obtain further clusters. At subsequent iterations, the leaf node having more objects is selected for further splitting. The algorithm terminates when it reaches a pre-defined number of clusters. This is subjective and is pre-decided based either on user requirement or domain knowledge.
Experiment Test
In order to apply MDA, we use two datasets obtained from the benchmark UCI Machine Learning Repository 18 . We use Lung Cancer and Breast Cancer datasets. The algorithms of MDA for Lung Cancer and Breast Cancer datasets are implemented in MATLAB version 7.6.0.324 (R2008a). They are executed sequentially on a processor Intel Core 2 Duo CPUs. The total main memory is 1 Gigabyte and the operating system is Windows XP Professional SP3.
Lung Cancer Dataset
The first experiment was conducted on Breast-Cancer-Wisconsin dataset 20 . The data described 3 types of pathological lung cancers. The Authors give no information on the individual variables nor on where the data was originally used. The number of instances is 32, number of attributes is 57 (1 class attribute, 56 predictive), where attribute 1 is the class label. Meanwhile all predictive attributes are nominal, taking on integer values 0-3. Applying MDA on this dataset, we get the values of maximal dependencies among attributes are given in Appendix (refers Table 1 
Breast-Cancer-Wisconsin (Original) Dataset
The second experiment was conducted on Breast-Cancer-Wisconsin (original) dataset 21 . Table 2 in Appendix A.2). Therefore, we obtain the following clusters. 
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The following sets are related to each node in Figure 6 . 190, 192, 193, 194, 197, 198, 199, 202, 203, 204, 207 
Conclusion
Expert systems and machine learning techniques are gaining popularity in the field of computational biology because of the effective classification and high diagnostic capability. In this paper, we explore MDA technique-an alternative technique for categorical data clustering using rough set theory based on attributes dependencies-for clustering two cancer datasets. These datasets are taken from UCI ML repository. To select a clustering attribute, the maximal degree of the rough attributes dependencies in categorical-valued information systems is used. Further, we use a divide-and-conquer method to partition/cluster the objects. The results show that MDA technique can be used to cluster to the data. Further, we present clusters visualization using two dimensional plot. The plot results provide user friendly navigation to understand the cluster obtained. 30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55 
