This article introduces a cascaded multitask framework to improve the performance of person search by fully utilizing the combination of pedestrian detection and person re-identification tasks. Inspired by Faster R-CNN, a Pre-extracting Net is used in the front part of the framework to produce the low-level feature maps of a query or gallery. Then, a well-designed Pedestrian Proposal Network called Deformable Pedestrian Space Transformer is introduced with affine transformation combined by parameterized sampler as well as deformable pooling dealing with the challenge of spatial variance of person re-identification. At last, a Feature Sharing Net, which consists of a convolution net and a fully connected layer, is applied to produce output for both detection and re-identification. Moreover, we compare several loss functions including a specially designed Online Instance Matching loss and triplet loss, which supervise the training process. Experiments on three data sets including CUHK-SYSU, PRW and SJTU318 are implemented and the results show that our work outperforms existing frameworks.
Introduction
Video surveillance 1 is an important part of social security, whose effectiveness depends on whether the specific person can be found in the recording. As the complexity of video surveillance networks grows, traditional manual video monitoring method has been infeasible. 2 Apparently, it's important to find a way to obtain information from videos quickly and accurately. Thus, person search under multi-camera video surveillance network is a very challenging and practical issue. It is of great significance in realworld applications like security surveillance, 3 crowd flow monitoring 4 and human behaviour analysis. 5 Nowadays, traditional person search in the field of computer vision can be divided into two independent tasks, pedestrian detection and person re-identification (Re-ID), 6 and achieve good accuracy in each of the two problems respectively. However, while the Re-ID works based on detection results, it is trained with manually well-calibrated pedestrian bounding boxes, 7, 8 which reduces system reliability. 9 On the one hand, just as shown in Figure 1 , the person search task in a real-world application is always searching for the location of a specified pedestrian directly from the video frame containing several pedestrians as well as the background, while traditional one searching in the sequence of cropped pedestrian images. On the other hand, a network of joint pedestrian detection and person Re-ID can make full use of the correlation between two tasks and improve the performance of features. 10 And there is still much room for improvement in the end-to-end pedestrian search system.
Hence, an integrated network is needed, which can not only avoid the defects above but also improve the performance of feature extraction by making full use of the correlation between two tasks. Accordingly, in this article, we propose a unified framework named Deformable Spatial Invariant Person Search Network (DSIPN), a network integrating pedestrian detection and person Re-ID, to solve the problem of person search.
First, the design of Deformable Pedestrian Space Transformer (DPST) offers a notable performance gain of person search. On the one hand, as shown in Figure 2 , the spatial transformer equips framework with the ability to deal with spatial issues by cropping, resizing and rotating images. On the other hand, deformable pooling augments the spatial sampling locations in the modules with additional learnable offsets. What's more, inspired by Faster R-CNN, 11 which saw heavy use in object detection area, the region proposal net (RPN)-based Pedestrian Proposal Net with the spatial transformer is proposed. All these modules form the DPST to detect pedestrians and generate more robust feature after eliminating spatial variance.
Next, pair-wise or triplet distance loss functions are generally used to supervise the training process on person Re-ID research. However, when the data set is of giant scale, the sampling and computing will be complex and difficult to perform. Online learning is preferred in this case. So, we modified Online Instance Matching (OIM) loss 12 which can take into account unlabelled individuals to improve the performance of matching. Meanwhile, in order to make the most use of unlabelled samples, we also designed a strategy to form triplet loss for comparison.
To sum up, our work provides three main contributions: First, we proposed an integrated network named DSIPN, which takes panoramic images as input and outputs features for both pedestrian detection and person Re-ID. At the same time, a DPST is combined to correct the spatial variance of feature maps extracted from person samples and get more robust features with deformable pooling; second, we have improved the OIM loss function for the detection of person search tasks, which improves the accuracy and efficiency of the model training process; third, the triplet loss function for the person search problem is also proposed, which utilizes the unlabelled individual samples and further improves the accuracy of person search. Finally, notable performance gains are obtained compared to state-of-art on two public data sets CUHK-SYSU, 13 PRW 14 as well as a private data set SJTU318 15 collected by us. This article is an extended version of our preliminary work. 15 Compared to our previous work, the framework and training supervision are improved, while more experiments are conducted, obtaining notable performance gains.
Related work
Pedestrian detection is an essential and significant task in a surveillance system, aiming at detecting and locating pedestrian from a complex background. Former methods such as the Integrate Channel Features detector, 16 which Figure 1 . The difference between traditional independent person search task: searching in the sequence of cropped pedestrian images; and unified person search task: searching for the location of a specified pedestrian directly from the video frame containing several pedestrians as well as the background. extends the Viola-Jones framework, 17 relies on handcrafted features with linear classifiers and has been improved in several ways, including ACF, 18 LDCF, 19 SCF. 20 Driven by the success of R-CNN 21 in general object detection, several deep learning based frameworks have been proposed. First, it is accomplished by combining hand-crafted features and boosted classifiers. Hosang et al. 22 use the SCF 20 pedestrian detector to propose regions and an R-CNN for classification; TA-CNN 23 employs the ACF detector 18 to generate proposals and trains an R-CNNstyle network, exploits pedestrian and scene attribute labels to jointly optimize pedestrian detection with semantic tasks; the DeepParts method 24 applies the LDCF detector 19 to handle occlusion with an extensive part pool. Deep convolutional features are used to make an improvement as well. CompACT 25 proposes a complexity-aware boosting algorithm on top of hybrid hand-crafted and deep convolutional features. CCF detector 26 uses no region proposals. Zhang et al. 27 have no pyramid and are much faster and more accurate than Yang et al. 26 Early R-CNN 28 proposes proposals first and then applies classification and regression while Faster R-CNN 11 is proposed to greatly reduce the computational complexity and improves the detection accuracy. Subsequent researches find that the RPN network is quite effective in extracting pedestrian proposals, while the followed detection network is not performing well. Therefore, a series of improvements such as SAFastRCNN, 29 HyperLearner 30 and so on are produced, basing on Faster R-CNN's framework. Another wellknown network is the YOLO, 31 which considers detection as a regression problem and returns the targets' multiple locations and categories directly in the image. It is fast but incapable to deal with small and overlapping pedestrian targets.
Person Re-ID aims at matching the query person among numerous gallery samples from video sequences or static images collected from varies scenes. 32, 33 It is widely used in video surveillance to perform crime prevention, crosscamera person tracking and person activity analysis, which makes it worth researching yet still challenging. 13, [34] [35] [36] [37] [38] [39] Existing works generally focus on three aspects: some 11, [40] [41] [42] [43] [44] [45] solve the problem with hand-crafted discriminative features; some 13, 35, [46] [47] [48] [49] learn high-level features based on deep learning method; some 13, [46] [47] [48] do innovation in the structure to gain performance. Two novel layers are designed by Ahmed et al. 46 to obtain relationships between two input person pair features; some 36, 37, 39, 41, [50] [51] [52] [53] [54] [55] [56] learn distance metrics for Re-ID; Koestinger et al. 50 proposes KISSME learning from equivalence constraints. Zhang et al. 54 learn a discriminative null space. Meanwhile, some researches addressed on abnormal images: Li et al. 51 learn a shared subspace across different scales dealing with the low-resolution person Re-ID problem. Zheng et al. 57 focuses on partially occluded images. Traditional deep learning methods for Re-ID mainly employs pair-wise or triplet distance loss functions 13, 46, 55, 58 to supervise the training process. Li et al. 13 and Ahmed at al. 46 input a pair of cropped pedestrian images and employ a binary verification loss function. Ding et al. 46, 58 exploit triplet samples to minimize the feature distance between the same person and maximize the distance between different people. But it can be considered complex if the data set is of a greater scale. Another approach is regarding Re-ID problem as a multi-classification problem and learning to classify identities with the Softmax loss function, 35 which effectively compares all samples at the same time. Also, as the number of classes increases, training the large Softmax classifier matrix would become much slower or even cannot converge.
Multitask learning is explored to improve the performance of some deep learning frameworks for Re-ID, 59 salient object detection 60 and deep cropping. 61 Also in our work, person search can be regarded as an integrated task combined two cascaded steps: pedestrian detection and person Re-ID. Given a query person, person search aims to match and locate all the same person that have appeared among a series of whole scene images sequence. A pedestrian detection system usually ignores the identification information of pedestrian samples in popular data sets like Caltech 62 and ETH 63 and only classifies the detected boxes as either positive or negative ones. Thus, simply combining them can't get perfect search results once the detection results are not good enough. There are only a few researchers devoting to handle person search task. Xu et al. 64 jointly models the commonness of people and the uniqueness of the queried person, using a sliding window searching strategy, which leads to low efficiency. Xiao et al. 12 and Zheng et al.
14 adopt two-stage strategies by fusing person Re-ID and detection into an integral pipeline and searching the interaction between the two tasks as well as overall performance. Xiao et al. 12 develops an end-to-end person search framework to jointly handle both aspects in a single CNN with OIM loss to train the network effectively. In some researches, 13, [65] [66] [67] [68] the Re-ID gallery only contains manually cropped pedestrian bounding boxes. Zheng et al.
14 contribute a novel large-scale data set PRW for person search and propose ID-discriminative Embedding (IDE) and Confidence Weighted Similarity (CWS) to improve the performance. Neural person search machines (NPSM) 10 coins an LSTM-based attention model, regarding person search as a detection-free process of gradually removing interference or irrelevant target persons for the query person.
Proposed method
In this section, we introduce the unified DSIPN framework which produces features for pedestrian detection and person Re-ID jointly. To share information and propagate gradients better, the DenseNet56 architecture is utilized. DenseNet 69 contains densely connected layers even between the first layer and the last layer. Such structure allows each layer in the network to make use of the input and propagates the gradients from loss function directly to the initial layer to avoid gradient vanish. Then a DPST is incorporated into our model to improve the spatial invariance and extract more robust feature maps. In addition, an improved OIM loss is applied to supervise the training, as well as a designed strategy to form triplet samples for comparison.
Model structure
The unified person search framework consists of four main steps: image feature generation, pedestrian proposal generation, region feature extraction (pooling) and finally recognition(classification) or matching by metric learning. In our work, just as shown in Figure 3 , the DSIPN model consists of three main parts. The first part is the Pre-extracting Net which extracts the low-level semantic features from the input panoramic image. The second part is the DPST which generates both pedestrian proposals and proposal features based on the low-level semantic information, performs deformable spatial transformation and scales the feature map to a fixed size. Finally, we have a Feature Sharing Net which further extracts high-level semantic features for both pedestrian detection and person Re-ID.
The Pre-extracting Net starts with a 7 Â 7 convolution layer (stride ¼ 2), batch normalization, rectified linear unit and a 2 Â 2 max-pooling layer (stride ¼ 2). Three dense blocks with 6, 12 and 24 dense layers are added behind, respectively. We set the growth layer as 32. In order to ensure that the input image would be pooled for four times (by 2 Â 2 max pooling layer), the initial maximum pooling layer at the forefront of the pre-extracting is removed. The resolution of the output feature map with 512 channels is 1/ 16 of the original input image.
The DPST part starts with Pedestrian Proposal Net to generate pedestrian proposals. The following modules are a spatial transformer and a deformable pooling to implement deformable spatial transformation to the generated proposals. The structure of DPST will be further illustrated in the next subsection.
The Feature Sharing Net is composed of the final dense block of DenseNet containing 16 dense layers and a growth rate of 32, followed by a global average pooling layer to sample the feature map into a 1024-dimensional vector and three fully connected layers to map the vector to 2D, 8D, 256D respectively for classification (pedestrian or background), pedestrian position coordinate information and person Re-ID.
At the end of the model, a Softmax classifier is used to deal with 2D vector, which outputs the classification of pedestrian detection. The 8D vector is fine-tuned by linear regression to generate the corresponding refined localization coordinates. As for the 256-dimensional vectors, they will be L2-normalized first and then to compare with corresponding feature vectors of the target person for person Re-ID. Here we apply triplet loss and OIM loss for supervision separately for comparison.
Deformable Pedestrian Space Transformer
As Figure 1 shows, the spatial variance exists between pedestrian samples, which is caused by viewpoints, occlusions, and resolution, etc.
Though general CNN defines an exceptionally powerful class of models, it can only guarantee the translation invariance of the input samples. Also, handcrafted design of invariant algorithms cannot meet the demand of dealing overly complex transformations, known or unknown, let alone large unknown ones.
So, in our work, we introduce a new learnable module: The DPST, which brings our framework the ability to actively apply deformable spatial transformations on feature maps, conditional on the feature map itself, without any extra training supervision or modification to the optimization process.
The first step is applying a Pedestrian Proposal Net to generate pedestrian proposals. Inspired by Faster R-CNN, k kinds of scales as well as aspect ratios of anchors (k 2 kinds in total) are present in the DPST to predict the pedestrian position. We first apply a 3 Â 3 convolution layer (stride ¼ 1) and get a feature map of 512 channel, for every position in which k 2 anchors were predicted. Then the feature map is feed into three kinds of 1 Â 1 convolutional layers (stride ¼ 1) to generate feature maps with channel dimensions of 2k 2 , 4k 2 and 6k 2 , respectively, which have the same size as the output feature map of the pre-extracting network. These three kinds of features generated correspond to binary categories, location information and spatial transformation coefficients, respectively.
After these steps, we have predicted k 2 candidate boxes at each position of the feature map. Given the input image of size H Â W , the feature map size of the pre-extracting network output is approximately Assuming H is 560 and W is 1000, the amount of anchors is 36 Â 63 Â 9 % 20k. However, for an image, it is unnecessary to use all these anchors. Therefore, according to the predicted category scores and nonmaximum suppression method, 128 candidate anchors are selected as the final output proposal boxes. Coordinate offsets and transformation parameters are selected correspondingly.
Spatial transformer. Then the DPST will implement spatial transformation to these proposals with transformation parameters generated before. Let the input pedestrian feature map be U 2 R HÂW ÂC , where W,H and C denotes the width, height and channel of the input feature map. And the output feature map is V 2 R 
Here we use normalized coordinates, such that À1 x i ; y i 1.
Parameterized sampler. After getting the transformation parameter, the parameterized sampler is applied with a set of sampling points G s i to sample the origin feature into the transformed feature.
Since the location of G can also be delivered. So, the sampling process is differentiable and able for gradients to flow back to the transformation parameters q and localization network. For each proposal, the sampler outputs a transferred feature map for the proposal as well as the whole scene image.
Deformable pooling. In order to convert the input regions of arbitrary size into features with a fixed size, Region of interest pooling (also known as RoI pooling) is widely used in regular region proposal-based object detection methods. 11, 21, 28, 70 In spatial invariant person search network (SIPN), 15 by setting the sampled feature V to a fixed size, the parameterized sampler plays a similar role with RoI pooling. However, the Space Transformer just applied a single kind of offset for all sampling points in the feature map, which is less likely to take advantages of the spatial information. What's more, after pedestrian proposal's generation, the background information is not well used either.
Therefore, on the basis of regular pooling, a deformable pooling containing two stages is designed. At the first stage, we apply general pooling to the transformed feature of a proposal. Then, in the second stage, the pedestrian proposal is regarded as an RoI. During the pooling, for each bin, an offset is learned, then added to the bin centre.
For general RoI pooling, given the input transformed feature map V and a RoI b, the features W is generated as
Specifically, in the current RoI pooling practice, RoI b is divided into k Â k bins. After pooling, the output is a k Â k feature map W. For ði; jÞ th bin ð0 i; j < kÞ, we have where N ij is the number of pixels in the bin. Similarly as in equation (8), offsets D p ij , where 0 i; j < k, are added to the spatial bins positions then
For the same reason that D p ij may not be an integer, it is implemented via bilinear interpolation as in equation (3). Figure 4 illustrates how the offsets are obtained. For every proposal in an image, space transformation is applied to it to generate the transformed feature. Then a general pooling is applied to the transformed feature of the proposal, followed by a fully connected layer (FC) which generates the normalized offsets Dp ij . 
Loss function
The training of DSIPN can be divided into two main parts: the training of pedestrian detection and person Re-ID.
For pedestrian detection, the result outputs by two fully connected layers: classification layer and regression layer, whose output dimension is 2 and 4, respectively. Therefore, we use Softmax loss L cls and smooth L1 loss L loc together to supervise detection learning
where l is the hyper-parameter of the network that balances the two loss functions. For person Re-ID, the loss functions can be roughly divided into classification-based loss functions and comparison-based loss functions. However, in person search task, pedestrians are divided into two categories: one is Labelled Identity who occurs more than once and can be used as the matching target; the other is Unlabelled Identity who appears only once in the entire data set. Since it is not possible to treat Unlabelled Identity as a category, simply adopting a classification loss function is unachievable.
To deal with the problem, we propose an improved OIM loss, which contains directional constraints and is capable of taking advantages of unlabelled identities features.
Taking OIM for example, when using classificationbased RE-ID loss function for pedestrian search tasks, the training progress is regarded as a multi-classification task. However, in the test progress, since there is no pedestrian intersection between the test set and the training set, the trained model cannot be used directly in the test set. Hence, the final fully connected layer should be removed and pedestrian identification is performed by measuring the distance or the similarity between them. Thus, training and testing use different judging methods. So, our work also considers a unified approach, which uses the Re-ID loss Figure 4 . The details of deformable space transform: For every proposal generated by Pedestrian proposal Net, first we apply spatial transform to the origin proposal features extracted from the whole image feature, then a general pooling layer with an FC layer to get the offsets of every grid for deformable pooling. Finally, we apply deformable pooling at the transformed whole scene image to extract the final size-fixed features of the corresponding proposal by regarding it as a RoI.
function based on comparison to supervise the pedestrian search network.
The details of the two algorithms are introduced in the following subsections. In summary, the overall loss function used by DSIPN is
where h is the hyper-parameter of the equilibrium Re-ID loss function which is set according to the Re-ID loss function we used.
Improved OIM in person search
OIM loss is first presented by Xiao et al. 12 By making full use of non-labelled individual samples in the data set as negative samples, and basing on the overall samples instead of the samples in the current small patch, the loss function becomes much easier to converge.
For all labelled identities, OIM created a Look-Up Table ( LUT) to store the normalized features of each pedestrian identity. Assume we have L labelled identities in the training set, and the final output feature map of DSIPN has the dimension of D, then we will have LUT as V 2 R DÂL . Each column of the matrix v t represents a feature vector of a labelled identity. Given an output feature x 2 R D , the similarity between the labelled identity and all pedestrians in the data set can be computed as V T x. If x represents a sample of labelled identity t, the t th column will be updated as
where g 2 ½0; 1. Then v t will be L2-normalized. For unlabelled identities, OIM creates a Circular Queue which stores the normalized features to represent them. As the length of the queue is specified to Q, it can be defined as U 2 R DÂQ . During propagation, we insert samples of unlabelled identity x into the tail of the queue while popping the out-of-date feature out to update Q. Meanwhile, the similarity between the identity vector x and the samples in the Circular Queue U can be expressed as U T x. Then we supervise the training by minimizing distance between same identities V T x while maximizing U T x. The DPST will produce 128 proposals during the process. Although some of the proposals have relatively high intersection-over-union (IoU) with ground truth (GT), which seems suitable for updating LUT, the noise caused by background or missing information still exists. Their overlapping with the real box is misleading. Taking such multiple-target candidate boxes as positive samples may results in identity feature vector's disorder and lack of representation. Therefore, in our work, more restrictive restrictions are added: just as shown in Figure 5 , we only update LUT with ground truth feature x t , t 2 G. Here t 2 G denotes the ground truth bounding boxes of the identity t. The update process of LUT is
In this way, LUT will be more robust and calculation cost will be reduced while updating. As Xiao et al. 12 declare the probability of x being identified as a sample of identity i is defined by a Softmax function
while the probability of being a sample of the i th unlabelled individual in the Circular Queue is
Finally, we maximize the log-likelihood, the improved OIM loss function is expressed as
The overall loss function is
Pedestrian triplet loss in person search
The previous section mentions that person search can be supervised with the improved OIM loss function. However, through experiments, we find that changing the size of the Circular Queue or even removing it has little effect on the result of person search, which means that the design Figure 5 . The strategy of improved OIM loss function. There are four kinds of bounding boxes in a whole scene image: GT is used to update the Look-up Table by equation (13); proposals regarded as a sample of labelled identity is used to compute the similarity and loss for back propagation; proposals regarded as a sample of unlabelled identity is going to be inserted at the tail of the Circular Queue while popping the head feature out; proposals regarded as a background is ignored in the loss function. OIM: Online Instance Matching; GT: ground truth.
of the Circular Queue does not make full use of unlabelled individuals, and it necessitates a number of redundant learnable parameters. To make better use of unlabelled identities in person search data set, we propose a triplet loss that regards all unlabelled identities as negatives. The triplet loss function is first proposed by Schroff et al. in FaceNet 71 and has been widely used in image retrieval tasks. Chen et al. 72 also explored triplet loss to a deep quadruplet network for person Re-ID. It is formulated as following . And in some Re-ID works, 10, 14 cosine similarity is used to measure the similarity between features of target person and candidate person, contrary to the distance measurement like Euclidean distance, which is used in our experiment
However, different from normal face recognition or person Re-ID, we are not sure how many pedestrians there in a whole scene image so the pedestrians cannot be directly utilized for triplet or divided into batches of triplets. To solve this problem, we developed a strategy that utilizes the whole scene image to form a triplet. Specifically, as shown in Figure 6 , we select a whole scene image first to be an anchor image and choose one pedestrian with its GT location from the image to be an anchor pedestrian called query. Then for the positive gallery, we select images which contain samples of the same identity as the query. The rest images make up the negative gallery. For each query image, we traversed each image from the positive gallery as a positive sample, along with a randomly chosen image from the negative gallery as a negative sample. Finally, we collect the output pedestrian proposals, divide them into positive samples and negative samples according to their real labels to form triplets. The triplet loss function of the current network parameters is defined as
where the parameter ! that minimizes L trp ð!Þ is to be estimated during optimization. i a ; i p ; i n represent the identity label (person ID) of the anchor samples, positive samples and negative samples, respectively. D a;p and D a;n are corresponding distances. m is a manually designed margin between them which means D a;n is supposed to be at least m bigger than D a;p . However, simply throwing all samples may cause explosive calculation. For an anchor, assuming there are N p positive samples and N n negative samples, then we will have N p N n triplets. Therefore, we apply a strategy of hard mining with samples to find the 'hardest' samples whose loss would be computed to optimize the net work. 'Hardest' positive sample p Ã is the positive sample with the largest distance among all positive samples from the anchor pedestrian, while 'hardest' negative sample n Ã is the closest negative sample. The final loss function is defined as
where
Experiments
To demonstrate the effectiveness of our approach and study the impact of various factors on person search performance, we conduct several comprehensive experiments on three person search data sets. In this section, we first introduce the data sets we used. Then evaluation metrics and training settings are shown in the next two subsections. In the following subsection, we reveal the performance of our DSIPN and compare our work with previous separate and joint works for person search. At last, we discuss the influence of various factors, including DPST, improved OIM, triplet loss and different backbone network structures.
Data sets
Currently, the problem of person search is not widely considered. The images in traditional person Re-ID data sets Figure 6 . The strategy of triplet loss: (1) A whole scene image is selected first to be a query image and a query with its GT location from the image is chosen subsequently to be an anchor pedestrian. (2) Images which contain samples of the same identity as the query make up positive gallery with positive samples to be traversed. (3) The rest images make up the negative gallery, from which a hardest negative sample is finally chosen. GT: ground truth.
are cropped in advance, makes them unable to be utilized in person search. Our work is tested on two public person search data sets: CUHK-SYSU, 13 PRW 14 and a private data set SJTU318 15 collected by ourselves. CUHK-SYSU is composed of two parts: pedestrian pictures in urban area taken by hand-held cameras and screenshots of movies. It contains 18,184 images with 96,143 pedestrians bounding boxes, 8432 labelled identities in total. We take 5532 identities as the training set. The left is used for testing. In CUHK-SYSU, pedestrian samples with most parts blocked by obstacles or poor postures (sitting, kneeling, etc.) are not labelled. Additionally, the same pedestrian with a large change in appearance (such as different clothes or decorations) is labelled as different identities. Samples with an image of height less than 50 pixels are not labelled as well, due to identification difficulty. In conclusion, this data set is quite suitable for person search.
PRW (Person Re-identification in the Wild) data set is built from 10 h of surveillance video recorded in Tsinghua University. Five 1080 Â 1920 HD and one 576 Â 720 SD cameras are used. It contains 11,816 images with 43,110 pedestrians bounding boxes, 933 labelled identities in total. We take 483 identities as the training set. The left 450 identities are used for testing. Multiple-source cameras and diverse filming angles bring challenges when applying. There are fewer pedestrians in this data set, but more samples for each individual. However, if different cameras are taken as another data dimension, searching target range can be expanded to 2057. The person recorded in the current camera will be searched in images taken by different cameras. This cross-camera searching is closer to the actual application scenario, while much more difficult.
SJTU318 is another large-scale person search data set collected by ourselves. It is transferred from raw uptown surveillance videos. There are twelve 1200 Â 1600 HD cameras in total. As shown in Figure 7 , these twelve cameras distribute on the gates and roads of the uptowns. We not only sampled daytime surveillance videos but also involved some nightly scene. Our data set consists of 14,610 whole scene images including 63,755 pedestrian bounding boxes, among which 13,067 pedestrians are annotated with 621 IDs. We picked 244 identities for training and 202 identities for testing. There are samples of the same identity wearing different clothes or hairstyle. So, it is a rather challenging data set due to the lower resolution of the person in the image, changes of light, scenes and pedestrian appearances. In general, the data set is much closer to real-life scenarios.
Evaluation metrics
Our work divides the above three data sets into training sets and test sets, ensuring no same identities shared. During testing, a target pedestrian picture or panoramic picture with target pedestrian location information is given, called a query. Our target is to match all the present identities of query in the gallery of whole scene images as well as detect every other pedestrian. Considering the difficulty of the experiment, we set multiple gallery sizes to evaluate the performance of person searches for each data set: 100 for CUHK-SYSU and SJTU318, 1000 for PRW. The following results are reported using the protocol with such gallery sizes if not specified.
Similar to the person Re-ID task, person search is a branch of retrieval task. So, we use the Cumulative Matching Characteristics (CMC top-K) and mean Average Precision (mAP) to evaluate the performance of our framework. CMC top-K calculates the probability that the results can do correct prediction which overlaps the GT with IoU ! 0.5 within the top-K predicted bounding boxes. An average precision (AP) is computed for each target person image based on the precision-recall curve. mAP is the average of APs and focuses on the entire output list, which means that with higher mAP the last one of the positive samples is more likely to be placed in the front of the list.
Training settings
The experiments are all implemented on PyTorch with Python3.6, the operating system is Ubuntu16.04 with 1080Ti. We use the Stochastic Gradient Descent to train DSIPN; random horizontal flipping is used to apply data augmentation; batch size is set to 1. We initialize the learning rate to 0.0001 then reduce it to 1 10 of the original after the whole data set being iterated for 3 times and 6 times; the entire data set is trained and iterated 10 times. VGG, ResNet and DenseNet are used as backbone network for comparison. When experimenting with the performance of improved OIM, we set different sizes of Circular Queue: 5000 for CUHK-SYSU, 500 for PRW and 250 for SJTU318.
Performance of DSIPN
In order to illustrate the robustness of DSIPN, we test it against some existing works.
When dealing with person search problem, some choose to use a two-phase model, which detects pedestrian first, Re-ID later. ACF, CCF and Faster CNN (FRCN) are used in the first phase. DenseSIFT-ColorHist, Bag of Words (BoW), and Local Maximal Occurrence (LOMO) are used in the second phase. Distance metrics involved are Euclidean, Cosine Similarity, KISSME and XQDA. Integrated models similar to our work are proposed as well. Such as one based on Faster R-CNN and ResNet-50 proposed by Xiao et al., 12 one adding artificial design features proposed by Yang et al., 9 and another attention model based on LSTM proposed by Liu et al.
10 Tables 1 and 2 show the performance and comparison of DSIPN with improved OIM loss on CUHK-SYSU and PRW with CMC top-1 and mAP, respectively. Especially, in Table 1 , we also use the GT bounding boxes as the results of a perfect detector in CUHK-SYSU data set. The results show that the performance of our cascaded framework is extremely close to the results even with the perfect detector, which further proved that the performance of detection has little effect.
Meanwhile, as shown in Table 3 , we measure the detection ability by recall (%) and AP (%) on the three data sets too. DSIPN outperforms previous frameworks. It also has a good detection performance as well, which demonstrates that by spatially transforming and deformable pooling feature maps of pedestrians, the performance of person search can be improved.
Comparison and impact of factors
Impact of DPST. The DSPT from our work achieves the same function as RPN network in Faster R-CNN with a sampler capable of deformable spatial transforming. At the same time, the pedestrian feature map is spatially transformed to prevent or correct the spatial variation caused Table  4 , we compare the baseline model 12 without DPST with our model. Here backbone network ResNet-50 and OIM loss were applied in our model in order to demonstrate the compact of DPST. The comparison accomplished on PRW and CUHK-SYSU data sets shows that DPST makes a notable improvement on the performance of the network.
Comparison of different backbone networks. DenseNet-121 is used as backbone network in our work. To analyse the influence of different network structures on pedestrian searching performance, we also applied VGG16, ResNet-34 and ResNet-50 as backbone. VGGNet is very appealing because of its uniform architecture. ResNet (Residual Neural Network) can easily enjoy accuracy gains from greatly increased depth, producing high-quality results. And in DenseNet, all layers have direct access to every feature map from all preceding layers, while exhibiting no optimization difficulties. We compare the performance of these architectures to extract deeper features for person search. Table 5 shows the comparison between multiple backbone network structures on PRW data set, where DPST is combined in the backbone. The results show that DenseNet outperforms the others.
Loss function comparison. Two loss functions are conducted in our work: an improved OIM loss function and triplet loss function. Tables 6 and 7 show the experiment results of the two loss functions with OIM loss function, both of which contribute to the person search task. Moreover, during the training process, with improved OIM loss, the optimization is easier to converge. Triplet loss takes more time, but it has a slightly higher precision on the PRW and SJTU318, and the performance on CUHK-SYSU is similar to that of OIM loss.
Conclusion
In this article, we propose a DenseNet-based cascaded network structure DSIPN to solve the problem of person search. A DPST is introduced in DSIPN, in which pedestrian proposals are generated and pedestrian feature maps are spatially transformed. With the deformable pooling after it, more robust and spatially invariant features are extracted in the subsequent network. We also compare two loss functions: improved OIM loss, which reduces the amount of computation while considering unlabelled samples; triplet loss, which makes better use of unlabelled samples in the data set. All in all, DSIPN is able to solve the person search problem end-to-end, and simultaneously output the results of pedestrian detection and person Re-ID. Its performance is also improved compared to state-of-art works.
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