To determine the distribution of heterogeneities in an unconfined aquifer in Boise, ID, we compute radar tomograms for three adjacent well pairs. The fluvial deposits consist of unconsolidated cobbles and sands. We used a curved-ray, finite-difference approximation to the eikonal equation to generate the forward model. The inversion uses a linearized, iterative scheme to determine the slowness distribution from the first arrival traveltimes. The tomograms consist of a sequence of layers representing the saturated aquifer. The velocities in this saturated zone range between 0.06 to 0.10 m/ns. We use a variety of methods to assess the reliability of our velocity models. Finally, we compare our results to neutronderived porosity logs in the wells used for the tomograms. The comparison shows that the trends in porosity derived from the tomograms match well with the trends in porosity measured with the neutron probe.
Introduction
Ground penetrating radar (GPR) is often used to map stratigraphy in shallow aquifers (Beres et al., 1999; Huggenberger, 1993; Tronicke et al., 2002) . More recently, crosshole radar tomography is being used to characterize the spatial distribution of EM and hydrologic properties in the subsurface. Binley et al. (2001) used crosshole radar to understand fluid flow and soil moisture distribution in the vadose zone above a sandstone aquifer. They inverted their data using a straight-ray approximation to the wavefield to determine velocities between wells. Another study (Chen et al. 2001 ) used straight-ray radar tomography to determine the velocity and attenuation structure at the South Oyster site, an unconsolidated sand aquifer in Virginia. Alumbaugh et al. (2002) used curved-ray crosshole radar tomography to study the vadose zone of an unconsolidated and heterogeneous interbedded sand, gravel, and clay fluvial system. To check the validity of their model, they compared the soil moisture distribution derived from their velocity tomograms to neutron-derived soil moisture estimates.
In this work, we use curved-ray radar tomography to determine the 2-D electromagnetic (EM) velocity distribution in an unconfined, fluvial aquifer. The approach of Alumbaugh et al. (2002) is similar to the approach we use; however, this study focuses on the saturated zone. The EM velocity is sensitive to the amount of water in the system. Thus, in the saturated zone, GPR can be used to determine the porosity distribution. By comparing our results to neutron-derived porosity estimates from the wells used in the tomography experiment, we can use this sensitivity to porosity to validate our tomography model.
We first establish that the tomograms are consistent with each other by inverting three well pairs that form a cross-section in the aquifer, and by comparing the results along the common wells (Figure 1 ).
Because water strongly controls the EM velocity, we can relate the EM velocity to the porosity distribution in the saturated zone. We show the strong correlation between water-saturated porosity and the EM velocity and then present the radar-derived porosity section.
Hydrogeologic Setting
The Boise Hydrogeophysical Research Site (BHRS) is a wellfield designed to support hydrologic and geophysical research. The BHRS is developed in a shallow, unconfined aquifer located on a gravel bar adjacent to the Boise River (Figure 1 ). Data from porosity logs and cores (Barrash and Clemo, 2002; Barrash and Reboulet, 2004) indicate that the coarse fluvial deposits are~18 m thick and may be subdivided into five stratigraphic units (Figure 2 ). Stratigraphy for this site is based on the porosity character from neutron probes and supported by grain size analysis. A sand-filled channel (Unit 5) occurs at the top of the saturated section; the channel thickens toward the Boise River to the southwest and pinches out (e.g., between wells B4 and B2) at the center of the wellfield. Units 1 and 3 consist of low porosity (average porosity 0.17 -0.18) cobble-dominated units with no relatively sand-rich lenses. Cobble-size framework grains dominate Units 2 and 4 also, but these units have higher average porosity (0.23 -0.24), more variable porosity, and some sand-rich lenses. In particular, strong porosity contrasts occur within Unit 4 at the boundaries of local lenses (e.g., at 4.5 and 5.5 m in well C5, and at 5.5 and 7 m in well B3) with vary- ing proportions of framework cobbles and matrix sand (Barrash and Clemo, 2002; Barrash and Reboulet, 2004) .
Data Acquisition and Survey Design
We used a Mala Ramac Borehole system with 250 MHz antennas to acquire the data. The receiving antenna was held fixed in one well while the transmitting antenna was lowered in the other well. The transmitting antenna produced a signal at 0.05 m intervals down the well. After this antenna reached the bottom depth the fixed receiving antenna was then lowered 0.2 m, the transmitting antenna was raised to the top of the well, then lowered as before. The process was repeated until the receiving antenna had been lowered to the maximum depth. This geometry enables radar energy to repeatedly sample the space between the wells.
We present data from three well pairs: C5-B5, B5-B3, and B3-C2 (Figure 1 ). These well pairs form a contiguous profile between well C5 and C2, a straight line distance of about 17.3 m. Wells C5 and B5 are 6.26 m apart, B5 and B3 are 6.79 m apart, and B3 and C2 are 5.06 m apart. We chose these 3 well pairs to analyze because they share common wells; C5-B5 and B5-B3 share well B5, and B5-B3 and B3-C2 share well B3. We can compare the results of the tomography at these common wells to ensure that the inversions are consistent.
First Arrival Picking
After applying the time corrections to the data and checking for consistency, we picked the first arrival times. An automatic picking routine selected the arrival time of the first peak of the wavelet. We picked the first peak because it was easily seen above the noise level in the data. Shifting the time of the first peak by one-quarter of the period (~2.1 ns) of the dominant frequency (~120 MHz) of the data aligned the time picks with the onset of the radar energy. To confirm the accuracy of these picks, we compared the travel times directly to the traces. This process was iterated until we were satisfied that the first arrival time picks were accurate.
Tomographic Inversion

Tomographic Method
To determine the velocity field between the wells, a curved ray, nonlinear tomographic inversion method was implemented (Aldridge and Oldenburg, 1993) . Because the forward operator uses curved rays, the path lengths are dependent on the velocity model. Solving for small changes in the slowness model corresponding to traveltime differences between the observed data and the calculated values linearizes the problem.
The forward operator computes the travel time between each source and receiver integrating along the ray path (Aldridge and Oldenburg, 1993) . The algorithm computes the travel time of the first arriving energy to each node of the 2-D grid using a finite-difference approximation to the eikonal equation (Vidale, 1988) . For this study, we chose a node spacing of 0.1 m. The algorithm backprojects the ray from the receiver to the source along the gradient of the traveltime field to compute the path lengths of the ray through each cell (Aldridge and Oldenburg, 1993) . These path lengths are the values of the Jacobian matrix G, and are used by the inversion routine.
In tomography, the problem is usually ill-posed and ill-conditioned. The result is that G is singular and an inverse does not exist. To overcome this difficulty, the equations can be reformulated into the weighted, damped, least squares solution (Menke, 1989) :
.
(1) Here, m est is an estimate of the slowness (velocity) in traveltime tomography, m ref is an initial guess to the slowness model and the reference model for the inversion, W e is the data weighting matrix, W m is the model weighting matrix, λ is a parameter adjusting the relative importance of model fit or data fit, and d obs is the vector of observed traveltimes.
In nonlinear tomography, the solution is iterative. The solution to the nonlinear problem is (Aldridge and Oldenburg, 1993):
For this analysis, W e is a diagonal matrix with the reciprocal of the distance between the transmitter and the receiver as the elements. W m consists of the finite-difference approximation to the first derivative (1, -1) weighted by 15 in the horizontal direction and 5 in the vertical direction. A constant of 0.01 is added to the diagonal of W m to ensure stability of the inversion. We use a starting model m 0 based on results from zero offset profiles. The model is split into an upper layer with a velocity of 0.14 m/ns; this layer represents the vadose zone. Below, the velocity is 0.08 m/ns; this layer represents the aquifer. A gradational boundary, with the velocity linearly decreasing from 0.14 m/ns at 1.8 m to 0.08 m/ns at 2.2 m separates the two layers.
Ideally, the tomography routine stops when the data misfit is about the same level as the noise in the data, or else the number of iterations exceeds a user-defined amount. We have stopped the inversion when the weighted RMS residual error is less than 0.1 ns. The inversion uses an iterative solver, LSQR, to find the slownesses (Paige and Saunders, 1982) . The LSQR routine is fast, but the inverse of the Jacobian matrix is not computed. The program calculates the slowness values for the plane between the two wells, then outputs the calculated, 2-D velocity distribution.
Results
Each tomogram displays the EM velocity between the wells (Figure 3 ). The input data contain only transmitter and receiver locations below 3.0 m to avoid refractions from the air/ground interface. To better match the velocities along the common wells, we had to shift the subsurface location of the wells from their position as measured by deviation logging. We deflected the horizontal locations at depth along a smooth curve. The curve was parameterized by the fixed surface location of the well, the depth at which the well shifts from the measured horizontal location, and the total amount of deflection at the bottom of the well. Repeatable, calibrated deviation logs had an error generally less than 1 m at the bottom of the wells. We kept the shifts in location within this range. After adjusting the well location, each well common to two panels has the same location. In general, the tomograms indicate a relatively constant, high velocity of about 0.09 to 0.10 m/ns between 6 to 12 m depth. These velocities are consistent with the relatively low porosity and its low variation in Unit 3. In the C5-B5 tomogram, a low velocity zone of about 0.08 m/ns exists between about 5 to 6 m depth, and in the B3-C2 tomogram a similar low velocity zone exists between 5.5 and 6.5 m depth. These zones align with lenses occurring in Unit 4. In the three panels, low velocities are observed about 3 to 4 m depth, consistent with the sands of Unit 5 between wells C5 and B5 and a sand lens between wells B3 and C2. Between 12 to 16 m, the tomograms have alternating low and high EM velocity zones indicating the greater porosity variation of Unit 2; some of these zones appear to extend across the panels. In panels C5-B5 and B5-B3, three layers with velocities of about 0.085 m/ns appear at: 12 to 13 m, 13.5 to 14. 
Inversion Statistics
To estimate the reliability of the inversion, Table 1 presents some statistics from the tomographic inversion. In each inversion, the program used greater than 99.7% of the travel time picks. The data fit is best for panel B5-B3 and worst for panel C5-B5. All inversions converged within 3 iterations. The residuals range from -4.6 to 3.9 ns for the C5-B5 inversion, -1.7 to 5.4 ns for the B5-B3 inversion and -4.0 to 3.4 ns for the B3-C2 inversion. The largest misfits in the inversions are where the receiver and transmitter are in the upper 5 m or so. This location is not surprising; the velocity change across the water table is strong, so refractions may interfere with the direct arrivals causing the poor fit.
Interpretation
The tomograms show estimates of the velocity distribution in the unconfined aquifer at the BHRS. However, EM velocity is not the parameter of primary interest to most hydrologists; a more important parameter is hydraulic conductivity. Unfortunately, a relationship between EM velocity and hydraulic conductivity is yet to be discovered. Instead, an inverse relationship between EM velocity and porosity exists. Water strongly affects the EM velocity; high water content lowers the velocity, whereas low water content increases the velocity. At the BHRS, the mineralogy is reasonably homogeneous (Barrash and Reboulet, 2004) , so variations in EM velocity are due primarily to changes in water content. Below the saturated zone, porosity controls the water content. Thus, zones of fast EM velocity indicate zones of low porosity and zones of slow EM velocity indicate high porosity zones.
To determine the porosity, we first converted the EM velocity to the dielectric permittivity using the relation .
(3) Next, we converted the dielectric permittivity to the porosity, assuming saturated conditions, using the time propagation model ,
where κ w is the dielectric permittivity of water (80.36) and κ s is the dielectric permittivity of the sediments (4.5) (Gueguen and Palciauskas, 1994) . 
As expected, the porosities are high where the velocities are slow (compareFigure 5 with Figure   3 ). In Figure 5 , EM velocity-derived porosities are plotted adjacent to the neutron-derived porosities for each well. Qualitatively, the EM velocity-derived porosities match the neutron-derived porosities. Zones of high porosity, especially between 2.5 and 6 m of panels C5-B5 and B3-C2 correspond, to zones of high porosity measured with the neutron probe. The high porosity zone (Unit 2) between 12 to 15 m in wells B5 and B3 corresponds to a high porosity layer in the tomograms. Thus, the tomograms provide a 2D map of the porosity variation. To look at the porosity magnitudes, Figure 6 compares the porosity derived from the tomogram velocities within 2 m of the wells with the neutron-derived porosities measured in the appropriate wells.
In general, the tomogram-derived porosities are less than the porosities measured in the wells. When the measured porosity is low, the tomogram-derived porosities are only slightly less than the measured porosities. This relationship is especially clear between 9 to 11 m in wells B3 and C2. Alumbaugh et al (2002) , in a similar study restricted to the vadose zone, found that the tomography results match reasonable well in the low moisture zones (low porosity zones in this study), but do not recover the high moisture zones (high porosity zones in this study). They attribute this poor match at the high moisture zones to 1) the insensitivity of crosshole radar to the low velocities of these zones and 2) the different sampling volumes of the neutron probe compared to the radar energy. The crosshole radar energy does not sample the region between the wells equally. The zones of high porosity will correspond to low velocity zones in the tomograms. The radar energy preferentially samples the faster velocities or the lower porosities causing a bias in the results. This bias may explain some of the discrepancy between the two porosity estimates. The sample volume between the crosshole survey and the neutron probe is different. The radar samples a larger volume (~1 m radius of Fresnel zone (Galagedara et al., 2003) ) than the neutron probe (~0.3 m sampling radius; Keys 1990), so the radar results would average over a larger volume resulting in less variations and smaller extremes compared to the neutron-derived porosity measurements.
Conclusions
The tomograms provide a 2-D image of the subsurface along a transect through the BHRS. The EM velocities indicate that the subsurface between 6 to 12 m depth (Unit 3) is relatively homogeneous. Below 12 m (Unit 2), the tomograms indicate that the subsurface alternates between low and high velocity (high and low porosity) zones across the cross-section. In the tomograms for wells C5-B5 and B3-C2, a low velocity (high porosity) lens near 6 m depth in Unit 4 is modeled. An important constraint on the tomograms is that the EM velocities match at their common well. The inverted EM velocities are reasonably matched at the wells. The relative porosities derived from the tomograms are similar to the relative porosities derived from neutron log measurements. Although the values and variability of the tomogram- derived porosities are smaller than those from the neutron logs, the tomogram-derived porosities are a good match to the lower values of the neutron-derived porosities. The tomograms provide information on the subsurface sedimentary architecture and an estimate of the subsurface porosity structure.
