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Abstract
In this paper, we investigate extreme singular values of the analysis matrix of a Gabor
frame (g,Λ) with a random window g. Columns of such matrices are time and frequency
shifts of g, and Λ ⊂ ZM × ZM is the set of time-frequency shift indices. Our aim is to
obtain bounds on the singular values of such random time-frequency structured matrices
for various choices of the frame set Λ, and to investigate their dependence on the structure
of Λ, as well as on its cardinality. We also compare the results obtained for Gabor frame
analysis matrices with the respective results for matrices with independent identically
distributed entries.
Index terms: structured random matrices, extreme singular values, Gabor frames,
time-frequency structured matrices, condition number.
1 Introduction
Study of the distribution of singular values plays an important role in random matrix theory.
One of the motivations to study extreme values of random matrices comes from frame theory.
In the finite dimensional setup, we call a set of vectors Φ = {ϕj}Nj=1 ⊂ CM a frame with
frame bounds 0 < A ≤ B if, for any x ∈ CM , the following inequality holds
A||x||22 ≤
N∑
j=1
|〈x, ϕj〉|2 ≤ B||x||22.
In the case when frame bounds can be chosen so that A = B, the frame Φ is called tight. The
values 〈x, ϕj〉, j ∈ {1, . . . , N}, are called the frame coefficients of x with respect to the frame Φ.
We note that the above inequality holds for some 0 < A ≤ B <∞ if and only if span (Φ) = CM .
That is, the notion of a frame is equivalent to the notion of a spanning set of CM in the finite
dimensional case. In particular, we have |Φ| = N ≥M .
By a slight abuse of notation, we identify a frame Φ = {ϕj}Nj=1 ⊂ CM with its synthesis
matrix Φ, having the frame vectors ϕj as its columns. The adjoint Φ
∗ of the synthesis matrix
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is called the analysis matrix of the frame Φ, and the product ΦΦ∗ is called the frame operator
of the frame Φ. To reconstruct a vector from its frame coefficients, one can use a dual frame
Φ˜ = {ϕ˜j}Nj=1, defined so that x =
∑N
j=1〈x, ϕj〉ϕ˜j, for each x ∈ ZM . A dual frame is not uniquely
defined if |Φ| > M . The standard dual frame of Φ is given by the Moore-Penrose pseudoinverse
(ΦΦ∗)−1Φ of the synthesis matrix Φ. For a complete background on frames in finite dimensions,
we refer the reader to [1].
Frames proved to be a powerful tool in many areas of applied mathematics, computer sci-
ence, and engineering. The investigation of geometric properties of frames, such as extreme
singular values of their analysis matrices, plays a crucial role in many signal processing prob-
lems. Among such problems are communication systems, where the frame coefficients are used
to transmit a signal over the communication channel; image processing; and also tomography,
speech recognition and brain imaging, where the initial signal is not available, but we have access
to its measurements in the form of the frame coefficients instead. One of the key advantages of
a frame compared to a basis is the redundancy of the signal representation using frame coeffi-
cients. Provided we have a control on the frame bounds, this redundancy allows, among other
things, to achieve robust reconstruction of a signal from its frame coefficients that are corrupted
by noise, rounding error due to quantization, or erasures.
Indeed, consider a frame Φ = {ϕj}Nj=1 ⊂ CM . The optimal lower and upper frame bounds
of Φ are given by
A = min
x∈SM−1
N∑
j=1
|〈x, ϕj〉|2 = min
x∈SM−1
||ΦΦ∗x||22 = σ2min(Φ∗),
B = max
x∈SM−1
N∑
j=1
|〈x, ϕj〉|2 = max
x∈SM−1
||ΦΦ∗x||22 = σ2max(Φ∗),
where SM−1 = {x ∈ CM , ||x||2 = 1} denotes the complex unit sphere, and σmin(A) and σmax(A)
denote the smallest and the largest singular values of a matrix A, respectively.
Let c ∈ CN be a vector of noisy frame coefficients of a signal x ∈ CM with respect to the
frame Φ. That is,
c = Φ∗x+ δ,
where δ ∈ CN is a noise vector. Then an estimate x˜ of the initial signal x can be obtained from
its noisy measurements c using the standard dual frame of Φ. More precisely, we have
x˜ = (ΦΦ∗)−1Φc = x+ (ΦΦ∗)−1Φδ.
Thus, for the reconstruction error we have
||x˜− x||22 ≤ ||(ΦΦ∗)−1Φ||22||δ||22 =
||δ||22
σ2min(Φ
∗)
.
Moreover, if we know a bound on the signal to noise ratio SNR = ||Φ
∗x||2
||δ||2 for the channel used,
then the norm of the reconstruction error ||(ΦΦ∗)−1Φδ||2 compares to the norm of the initial
signal ||x||2 as
||(ΦΦ∗)−1Φδ||2
||x||2 ≤
Cond(Φ∗)
SNR
.
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Here,
Cond(Φ∗) = sup
x∈CM\{0}
sup
δ∈CN\{0}
SNR
||(ΦΦ∗)−1Φδ||2
||x||2
= sup
x∈CM\{0}
||Φ∗x||2
||x||2 supδ∈CN\{0}
||(ΦΦ∗)−1Φδ||2
||δ||2 =
σmax(Φ
∗)
σmin(Φ∗)
=
√
B√
A
.
That is, Cond(Φ∗) is equal to the condition number of the analysis matrix of the frame Φ.
Thus, frame bounds, or extreme singular values of the frame analysis matrix, indicate the
“quality” of a frame in the sense of the robustness of the reconstruction of an initial signal from
its noisy frame coefficients. In the case when frame bounds of Φ are sufficiently close to each
other, that is, when Cond(Φ∗) is not too large, we call the frame Φ well-conditioned.
Extreme singular values are sufficiently well-studied for random matrices with independent
entries, which can be viewed as analysis matrices of randomly generated frames with independent
frame vectors (see Section 1.1 for some results). At the same time, the concrete application for
which a signal processing problem is studied usually dictates the structure of the frame used
to represent a signal. This motivates the study of properties of structured random matrices
corresponding to application relevant frames, such as Gabor frames.
Definition 1.1 (Gabor frames).
1. Translation (or time shift) by k ∈ ZM , is given by
Tkx = Tk (x(0), x(1), . . . , x(M − 1)) = (x(m− k))m∈ZM .
That is, Tk permutes entries of x using k cyclic shifts.
2. Modulation (or frequency shift) by ` ∈ ZM is given by
M`x = M` (x(0), x(1), . . . , x(M − 1)) =
(
e2pii`m/Mx(m)
)
m∈ZM .
That is, M` multiplies x = x(·) pointwise with the harmonic e2pii`(·)/M .
3. The superposition pi(k, `) = M`Tk of translation by k and modulation by ` is a time-frequency
shift operator.
4. For g ∈ CM \ {0} and Λ ⊂ ZM × ZM , the set of vectors
(g,Λ) = {pi(k, `)g}(k,`)∈Λ
is called the Gabor system generated by the window g and the set Λ. A Gabor system which
spans CM is a frame and is referred to as a Gabor frame.
Here and in the sequel, we view a vector x ∈ CM as a function x : ZM → C, that is, all
the operations on indices are done modulo M and x(m− k) = x(M +m− k). A more detailed
description of Gabor frames in finite dimensions and their properties can be found in [7].
In this paper, we investigate extreme singular values of the analysis matrices of Gabor frames
with random windows. As columns of such matrices are time-frequency shifts of the window
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vector, their entries, rows and columns are not independent. We see that, unlike the case
of random matrices with independent entries, the singular values of a random time-frequency
structured matrix depend not only on its dimensions, but also on the structure of the frame
set Λ. One of our aims therefore is to study this dependence by obtaining bounds on the singular
values of analysis matrices of Gabor frames with frame sets having different structure. We also
compare the obtained results to the respective results for random frames with independent
entries. We show that, in the case of a generic Gabor frame, that is, for a randomly selected Λ,
singular values of the analysis matrix are close to the singular values of a random matrix with
independent entries that has same dimensions.
The remaining part of this paper is organizes as follows. In Section 1.1 we give a brief
overview of the results on the singular values of tall-and-skinny random matrices with indepen-
dent identically distributed entries. We formulate the main results of this paper and compare
them to the analogous results on matrices with independent entries in Section 2. These result
are then proven in Section 4. In Section 3, we analyze the case when Gabor frame set has a
particular simple structure Λ = F × ZM (or ZM × F ), F ⊂ ZM , and show that the analysis
matrix in this case is well-conditioned if the Gabor window g is not to “spiky”. Finally, Section 5
contains numerical analysis of the singular values of random time-frequency structured matrices
and discussion of the direction for further research. Appendix contains the probabilistic tools
and results used in this paper.
1.1 Related work
Before we study the case when Φ is a Gabor frame, we include here a short overwiew of the
results on the singular values for random frames with independent entries, such as Gaussian ma-
trices. The largest singular value of the analysis matrix Φ∗ of a random frame with independent
entries can be estimated using Latala’s theorem [3]. The following result implies that, with high
probability, σmax(Φ
∗) = O
(√
N
M
)
.
Theorem 1.2. [3] Let Φ∗ ∈ CN×M , N > M , be a random matrix whose entries ϕj(m),
j ∈ {1, . . . , N}, m ∈ ZM , are independent identically distributed centered random variables,
normalized so that Var(ϕj(m)) =
1
M
. Assume further that E (|ϕj(m)|4) ≤ BM2 for some constant
B > 1. Then there exists a constant C > 0 depending only on B, such that
E (σmax(Φ∗)) ≤ C
√
N
M
.
The following optimal estimate of the smallest singular value of the analysis matrix for a
random subgaussian frame with independent entries is due to Rudelson and Vershynin [8].
Theorem 1.3. [8] Let Φ∗ ∈ CN×M , N > M , be a random matrix with entries ϕj(m), j ∈
{1, . . . , N}, m ∈ ZM , that are independent identically distributed L-subgaussian random vari-
ables with zero mean, normalized so that Var(ϕj(m)) =
1
M
. Then, for any ε ≥ 0,
P
{
σmin(Φ
∗) > ε
(√
N
M
−
√
M − 1
M
)}
≥ 1− (Cε)N−M+1 + cN ,
where constants C > 0 and c ∈ (0, 1) depend only on L.
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We note that the estimate given by this result is tight also for square matrices, that is,
when N = M .
To the best of our knowledge, singular values of the analysis matrix Φ∗Λ of a Gabor frame
with random window and general Λ with |Λ| > M were not studied before. At the same time,
the following bounds on the singular values of the synthesis matrix Φ of a Gabor system (g,Λ)
with a Steinhaus window g and |Λ| < M have been established in [6].
Theorem 1.4. [6] Let g be a Steinhaus window, that is, g(j) = 1√
M
e2piiyj , j ∈ ZM , with yj
independent uniformly distributed on [0, 1). Consider a Gabor system (g,Λ) and let ε, δ ∈ (0, 1).
Suppose further that
|Λ| ≤ δ
2M
4e(log(|Λ|/ε) + c) ,
where c = log(e2/(4(e− 1))) ≈ 0.0724. Then ||Iλ − Φ∗ΛΦΛ||2 ≤ δ with probability at least 1− ε.
In other words the minimal and maximal singular values of ΦΛ satisfy
1− δ ≤ σ2min(ΦΛ) ≤ σ2max(ΦΛ) ≤ 1 + δ
with probability at least 1− ε.
2 Main results
In this paper we study Gabor frames with random windows and their analysis matrices. One of
the main distributions for the window vectors considered in this paper is Steinhaus distribution,
that is defined as follows.
Definition 2.1. A random vector g ∈ SM−1, such that g(m) = 1√
M
e2piiym , m ∈ ZM with ym
independent uniformly distributed on [0, 1), is called a Steinhaus vector.
As we mentioned before, singular values of the analysis matrix Φ∗Λ of a Gabor frame depend
on the structure of the frame set Λ. In this paper we obtain the following bound on the largest
singular value σ2max(Φ
∗
Λ) that holds for all Λ, independently of its structure, and only depends
of the cardinality of Λ. One should consider this result as the worst case bound, since, as we
see in Section 3, Example 3.3, much better bounds can be established for sets Λ with specific
structure.
Theorem 2.2. Let g ∈ CM be a Steinhaus window and consider a Gabor system (g,Λ) with
Λ ⊂ ZM × ZM . Then, for each fixed ε ∈ (0, 1), with probability at least 1− ε,
σ2max(Φ
∗
Λ) ≤
|Λ|
M
+
√
|Λ|
ε
(
1− |Λ|
M2
)
.
We note that, the bound obtained in Theorem 2.2 is tight for a full Gabor frame,
when Λ = ZM × ZM . In the case when |Λ| = αM2, for some α ∈ (0, 1), the proven bound
gives σ2max(Φ
∗
Λ) ≤
(
α +
√
α(1−α)
ε
)
M =
(
1 +
√
(1−α)
αε
)
|Λ|
M
with probability at least 1− ε. That
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is, the bound on σ2max(Φ
∗
Λ) in this case is the same (up to a constant), as the one obtained in
Theorem 1.2 for matrices with independent identically distributed entries with bounded fourth
moment.
In this paper, we also obtain bounds on the extreme singular values of the analysis matrix
of a Gabor frame with a randomly selected frame set Λ. Roughly speaking, the obtained result
shows that, for any  ∈ (0, 1), a randomly selected subframe (g,Λ) of the full Gabor frame
(g,ZM × ZM) with |Λ| = O(M1+ logM) is well-conditioned with high probability.
Theorem 2.3. Let g ∈ CM be a Steinhaus window. For any fixed even m ∈ N, consider a
Gabor system (g,Λ) with a random set Λ ⊂ ZM × ZM constructed so that events {(k, `) ∈ Λ}
are independent for all (k, `) ∈ ZM × ZM and have probability τ = C logM
M
m−1
m
, where C > 0 is a
sufficiently large constant depending only on m. Then, with high probability (with respect to the
choice of Λ),
P
{ |Λ|
M
(1− δ) ≤ σ2min(Φ∗Λ) ≤ σ2max(Φ∗Λ) ≤
|Λ|
M
(1 + δ)
}
≥ 1− ε,
where ε ∈ (0, 1) depends on m, δ, and the choice of C.
We note that these bounds show the same asymptotic behavior as bounds on the extreme
singular values of matrices with independent entries obtained in Theorem 1.2 and Theorem 1.3.
This observation suggests that, for most of the choices of the frame set Λ, random time-frequency
structured matrices are nearly as well-conditioned, as random matrices with independent Gaus-
sian entries.
3 Gabor analysis matrices with structured frame set Λ
Before we discuss the dependence of the optimal frame bounds on the structure and cardinality
of Λ and prove Theorems 2.2 and 2.3, let us consider a simple case when set Λ has a particular
structure. Namely, we start with the following observation.
Proposition 3.1. Let (g,Λ) be a Gabor system with Λ = F × ZM for some F ⊂ ZM , F 6= ∅,
and a window g ∈ CM . Then (g,Λ) is a frame if and only if minm∈ZM{||gFm||2} 6= 0, where gFm
is the restriction of the vector g to the set of coefficients Fm = {m− k}k∈F ⊂ ZM .
Moreover, in this case the optimal lower and upper frame bounds for (g,Λ) are
A = M minm∈ZM{||gFm||22} and B = M maxm∈ZM{||gFm ||22}, respectively.
Proof. Consider the matrix ΦΛ ∈ CM×|F |M corresponding to the synthesis operator of the Gabor
system (g,Λ), where Λ = F × ZM with F ⊂ ZM , F 6= ∅, and g ∈ CM . That is, the vectors
pi(λ)g, λ ∈ Λ, are the columns of the matrix ΦΛ. Then consider the matrix ΦΛΦ∗Λ corresponding
to the frame operator of (g,Λ). For any m1,m2 ∈ ZM ,
ΦΛΦ
∗
Λ(m1,m2) =
∑
λ∈Λ
(pi(λ)g)(m1)(pi(λ)g)(m2)
=
∑
k∈F
∑
`∈ZM
e2pii`(m1−m2)/Mg(m1 − k)g(m2 − k)
=
∑
k∈F
g(m1 − k)g(m2 − k)
∑
`∈ZM
e2pii`(m1−m2)/M .
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Then, since
∑
`∈ZM e
2pii`(m1−m2)/M = 0 form1 6= m2, and
∑
`∈ZM e
2pii`(m1−m2)/M = M form1 = m2,
we obtain
ΦΛΦ
∗
Λ(m1,m2) =
{
0, m1 6= m2
M
∑
k∈F |g(m1 − k)|2, m1 = m2.
That is, ΦΛΦ
∗
Λ = diag{M
∑
k∈F |g(m − k)|2}m∈ZM is a diagonal matrix and, thus, the set
{σm(Φ∗Λ)}m∈ZM of the singular values of the matrix Φ∗Λ, corresponding to the
analysis operator of (g,Λ), is equal to the set {√M ||gFm||2}m∈ZM , where
Fm = {m − k}k∈F ⊂ ZM and gS denotes the restriction of the vector g to a set of coeffi-
cients S ⊂ ZM .
In particular, (g,Λ) is a frame if and only if all the diagonal entries of ΦΛΦ
∗
Λ are nonzero,
that is, if and only if minm∈ZM{||gFm||2} 6= 0. Moreover, we have
σmin(Φ
∗
Λ) = min
m∈ZM
σm(Φ
∗
Λ) =
√
M min
m∈ZM
{||gFm||2};
σmax(Φ
∗
Λ) = max
m∈ZM
σm(Φ
∗
Λ) =
√
M max
m∈ZM
{||gFm||2}.
That is, M minm∈ZM{||gFm ||22} and M maxm∈ZM{||gFm||22} are the optimal lower and upper frame
bounds for (g,Λ), respectively.
Remark 3.2. We note that an analogous result is true for the the case when the considered
set Λ is of the form Λ = ZM × F , for some F ⊂ ZM . Indeed, let WM = 1√M {e−2piik`/M}k,`∈ZM
be the normalized Fourier matrix, and consider the Gabor frame (g,Λ′) with a window g and
Λ′ = (−F )× ZM . Since WMM`Tkg = e2piik`/MM−kT`WMg, we have
WMΦ(g,Λ′)Φ
∗
(g,Λ′)W
∗
M(m1,m2) =
∑
(k,`)∈Λ
M−kT`WMg(m1)M−kT`WMg(m2)
= Φ(WMg,Λ)Φ
∗
(WMg,Λ)
(m1,m2).
That is, WMΦ(g,Λ′)Φ
∗
(g,Λ′)W
∗
M = Φ(WMg,Λ)Φ
∗
(WMg,Λ)
. Thus,
σmin(Φ
∗
(WMg,Λ)
) = σmin(Φ
∗
(g,Λ′)),
σmax(Φ
∗
(WMg,Λ)
) = σmax(Φ
∗
(g,Λ′)).
Let us now consider several particular classes of random Gabor windows and use Proposi-
tion 3.1 to estimate the frame bounds for the respective Gabor frames with the frame set of the
form Λ = F × ZM .
Example 3.3.
(i) Steinhaus window. We first consider the case when the window g is chosen so that
g(m) = 1√
M
e2piiym , m ∈ ZM , and ym are independent uniformly distributed on [0, 1). Then,
for each m ∈ ZM , M
∑
k∈F |g(m− k)|2 = |F |, and thus ΦΛΦ∗Λ = |F |IM . That is, (g,Λ) is
a tight frame in this case.
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(ii) Gaussian window. For a Gaussian window g ∼ CN (0, 1
M
IM
)
, we have
σ2m(Φ
∗
Λ) = M
∑
k∈F
|g(m− k)|2 =
∑
k∈F
(
1
2
2Mr(m− k)2 + 1
2
2Ms(m− k)2
)
,
where r(m−k) = <(g(m−k)) denotes the real part of g(m−k), and s(m−k) = =(g(m−k))
denotes its imaginary part. Since, for k ∈ F , √2Mr(m−k), √2Ms(m−k) ∼ i.i.d. N (0, 1)
are independent standard Gaussian random variables, we can apply Lemma 5.6 to obtain
that, for any t > 0,
P
{
σ2m(Φ
∗
Λ) ≥ |F |+
√
2|F |t+ t
}
≤ e−t;
P
{
σ2m(Φ
∗
Λ) ≤ |F | −
√
2|F |t
}
≤ e−t.
Then, setting t = 2|F | in the first equation and t = 1
8
|F | in the second one, we obtain
P
{
σ2m(Φ
∗
Λ) ≥ 5|F |
} ≤ e−2|F |;
P
{
σ2m(Φ
∗
Λ) ≤
1
2
|F |
}
≤ e− |F |8 .
Suppose now that |F | ≥ C logM , for some sufficiently large constant C > 0. Then,
combining the probability estimates obtained above and taking the union bound over all
m ∈ ZM , we obtain that, with high probability,
1
2
|F | < σ2m(Φ∗Λ) < 5|F |,
for all m ∈ ZM . In particular, for the frame bounds of (g,Λ) we have
1
2
|F | < σ2min(Φ∗Λ) ≤ σ2max(Φ∗Λ) < 5|F |. (1)
(iii) Window, uniformly distributed on SM−1. It is a well-known fact that a window g, uniformly
distributed on the unit sphere SM−1, can be written in the form g = h/||h||2, where
h ∼ CN (0, 1
M
IM
)
[5]. Moreover, Lemma 5.7 shows that, for some C > 0, 1
2
≤ ||h||2 ≤ 2
with probability at least 1− e−CM . Thus, with the same probability,
1
4
M
∑
k∈F
|h(m− k)|2 ≤M
∑
k∈F
|g(m− k)|2 ≤ 4M
∑
k∈F
|h(m− k)|2.
Combining this with (1), we obtain that with high probability
1
8
|F | < σ2min(Φ∗Λ) ≤ σ2max(Φ∗Λ) < 20|F |.
The examples above show that, in the case when Λ has a regular structure and window g is
random, the Gabor frame (g,Λ) has frame bounds that are quite close to each other, and, thus,
is well-conditioned.
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4 Gabor analysis matrices with general frame set Λ
In this section we are going to consider the case when Λ is a generic subset of ZM × ZM and
prove Theorems 2.2 and 2.3. We start our consideration by showing the following technical
lemma, which follows the idea of [6, Lemma 3.4]. Here and in the sequel, we denote the identity
M ×M matrix by IM .
Lemma 4.1. Let g be a Steinhaus window, that is, g(j) = 1√
M
e2piiyj , j ∈ ZM , with yj independent
uniformly distributed on [0, 1). Consider a Gabor system (g,Λ) with Λ ⊂ ZM × ZM . Then, for
any m ∈ N and δ > 0,
P
{ |Λ|
M
(1− δ) ≤ σ2min(Φ∗Λ) ≤ σ2max(Φ∗Λ) ≤
|Λ|
M
(1 + δ)
}
≥ 1− M
2m
|Λ|2m δ
−2mE(TrH2m),
where H = ΦΛΦ
∗
Λ − |Λ|M IM . Furthermore, for any m ∈ N,
E (TrHm) =
∑
j1,j2,...,jm∈ZM ,
j1 6=j2 6=···6=jm 6=j1
∑
(k1,`1)∈Λ
· · ·
∑
(km,`m)∈Λ
e
2pii
M
∑m
t=1 `t(jt−jt+1)Ej1...jm
k1...km
,
where Ej1...jm
k1...km
= 1
Mm
, if there exists a bijection α : {1, . . . ,m} → {1, . . . ,m}, such that
jt − kt = jα(t) − kα(t)−1, for all t ∈ {1, . . . ,m}; and Ej1...jm
k1...km
= 0, otherwise.
Proof. First, for H = ΦΛΦ
∗
Λ − |Λ|M IM , we note that
P
{ |Λ|
M
(1− δ) ≤ σ2min(Φ∗Λ) ≤ σ2max(Φ∗Λ) ≤
|Λ|
M
(1 + δ)
}
= P
{
||H||2 ≤ |Λ|
M
δ
}
.
Using Markov’s inequality, the fact that the Frobenius norm majorizes the operator norm,
and the fact that H is self-adjoint, for any m ∈ N we have
P
{
||H||2 > |Λ|
M
δ
}
= P
{
||H||2m2 >
|Λ|2m
M2m
δ2m
}
≤ M
2m
|Λ|2m δ
−2mE(||H||2m2 )
=
M2m
|Λ|2m δ
−2mE(||Hm||22) ≤
M2m
|Λ|2m δ
−2mE(||Hm||2F )
=
M2m
|Λ|2m δ
−2mE(TrH2m). (2)
That is, to conclude the desired result, we aim to estimate the trace expectation E(TrH2m).
For any j1, j2 ∈ ZM ,
ΦΛΦ
∗
Λ(j1, j2) =
∑
(k,`)∈Λ
e2pii`(j1−j2)/Mg(j1 − k)g(j2 − k).
Thus, since |g(j)| = 1√
M
, for all j ∈ ZM , for H we have
H(j1, j2) =
{ ∑
(k,`)∈Λ e
2pii`(j1−j2)/Mg(j1 − k)g(j2 − k), j1 6= j2;
0, j1 = j2.
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Then, for j1, . . . , jm+1 ∈ ZM , we recursively obtain
H2(j1, j3) =
∑
j2∈ZM
H(j1, j2)H(j2, j3)
=
∑
j2∈ZM ,
j2 6=j1,j3
∑
(k1,`1)∈Λ
∑
(k2,`2)∈Λ
e
2pii
M
(`1(j1−j2)+`2(j2−j3))g(j1 − k1)g(j2 − k1)g(j2 − k2)g(j3 − k2);
H3(j1, j4) =
∑
j3∈ZM
H2(j1, j3)H(j3, j4)
=
∑
j3∈ZM ,
j3 6=j4
∑
j2∈ZM ,
j2 6=j1,j3
∑
(k1,`1)∈Λ
∑
(k2,`2)∈Λ
∑
(k3,`3)∈Λ
e
2pii
M
∑3
t=1 `t(jt−jt+1)
3∏
t=1
g(jt − kt)g(jt+1 − kt);
and, in general,
Hm(j1, jm+1) =
∑
jm∈ZM
Hm−1(j1, jm)H(jm, jm+1)
=
∑
jm∈ZM ,
jm 6=jm+1
· · ·
∑
j3∈ZM ,
j3 6=j4
∑
j2∈ZM ,
j2 6=j1,j3
∑
(k1,`1)∈Λ
· · ·
∑
(km,`m)∈Λ
e
2pii
M
∑m
t=1 `t(jt−jt+1)
m∏
t=1
g(jt − kt)g(jt+1 − kt).
Thus, for the trace of the matrix Hm, we have
Tr(Hm) =
∑
j1,j2,...,jm∈ZM ,
j1 6=j2 6=···6=jm 6=j1
∑
(k1,`1)∈Λ
· · ·
∑
(km,`m)∈Λ
e
2pii
M
∑m
t=1 `t(jt−jt+1)
m∏
t=1
g(jt − kt)g(jt+1 − kt), and
E (Tr(Hm)) =
∑
j1,j2,...,jm∈ZM ,
j1 6=j2 6=···6=jm 6=j1
∑
(k1,`1)∈Λ
· · ·
∑
(km,`m)∈Λ
e
2pii
M
∑m
t=1 `t(jt−jt+1)Ej1...jm
k1...km
,
where Ej1...jm
k1...km
= E
(∏m
t=1 g(jt − kt)g(jt+1 − kt)
)
.
Let us compute Ej1...jm
k1...km
now. Since g(j), j ∈ ZM , are independent, the expectation can be
factored into a product of the form
E
(
m∏
t=1
g(jt − kt)g(jt+1 − kt)
)
=
∏
j∈ZM
E
(
g(j)µjg(j)
νj
)
,
for some µj, νj ∈ N ∪ {0}. Moreover, since
√
Mg(j) is uniformly distributed on the unit torus
{z ∈ C : ||z||2 = 1} and E (g(j)) = 0, we have
E
(
g(j)µjg(j)
νj
)
=
{
E (|g(j)|2µj) = 1
Mµj
, µj = νj;
0, µj 6= νj.
Thus, under the convention that k0 = km,
Ej1...jm
k1...km
=

1
Mm
, if ∃ bijection α : {1, . . . ,m} → {1, . . . ,m},
s.t. ∀t ∈ {1, . . . ,m} jt − kt = jα(t) − kα(t)−1;
0, otherwise.
This concludes the proof.
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4.1 Proof of Theorem 2.2
To prove Theorem 2.2, we apply Lemma 4.1 with m = 1. We obtain that, for H = ΦΛΦ
∗
Λ− |Λ|M IM
and any δ > 0,
P
{
σ2max(Φ
∗
Λ) >
|Λ|
M
(1 + δ)
}
≤ M
2
|Λ|2 δ
−2E(TrH2).
And, moreover, we have
E
(
TrH2
)
=
∑
j1,j2∈ZM ,
j1 6=j2
∑
(k1,`1)∈Λ
∑
(k2,`2)∈Λ
e
2pii
M
(`1−`2)(j1−j2)Ej1j2
k1k2
,
where Ej1j2
k1k2
= 1
M2
, if there exists a bijection α : {1, 2} → {1, 2}, such that, for every t ∈ {1, 2},
jt−kt = jα(t)−kα(t)−1; and Ej1j2
k1k2
= 0, otherwise. If we have j1−k1 = j2−k1, or j2−k2 = j1−k2,
it follows that j1 = j2, which is a contradiction. Thus we have{
j1 − k1 = j1 − k2
j2 − k2 = j2 − k1 ⇔ k1 = k2.
For each k ∈ ZM , let us consider the set Ak = {` ∈ ZM , (k, `) ∈ Λ}. Clearly,
∑
k∈ZM |Ak| = |Λ|.
Then, for the expectation of TrH2, we have the following.
E
(
TrH2
)
=
1
M2
∑
j1,j2∈ZM ,
j1 6=j2
∑
k∈ZM
∑
`1∈Ak
∑
`2∈Ak
e
2pii
M
(`1−`2)(j1−j2)
=
1
M2
∑
j1∈ZM
∑
k∈ZM
∑
`1∈Ak
∑
`2∈Ak
`2 6=`1
∑
j2∈ZM ,
j2 6=j1
e
2pii
M
(`1−`2)(j1−j2) +
∑
j2∈ZM ,
j2 6=j1
1

=
1
M2
∑
j1∈ZM
∑
k∈ZM
∑
`1∈Ak
∑
`2∈Ak
`2 6=`1
(−1) +M − 1

=
1
M2
M
∑
k∈ZM
∑
`1∈Ak
((|Ak| − 1)(−1) +M − 1) = 1
M
∑
k∈ZM
|Ak| (M − |Ak|)
=
∑
k∈ZM
|Ak| − 1
M
∑
k∈ZM
|Ak|2 ≤ |Λ|
(
1− |Λ|
M2
)
.
The last step here is due to the fact that
∑
k∈ZM |Ak|2 ≥ 1M
(∑
k∈ZM |Ak|
)2
.
Then, setting δ =
√
M2−|Λ|
ε|Λ| for some ε ∈ (0, 1), we obtain
P
{
σ2max(Φ
∗
Λ) >
|Λ|
M
+
√
|Λ|
ε
(
1− |Λ|
M2
)}
≤ ε,
which concludes the proof on Theorem 2.2.
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4.2 Proof of Theorem 2.3
It follows from Lemma 4.1, that, for matrix H = ΦΛΦ
∗
Λ − |Λ|M IM , every even m ∈ N, and δ > 0,
P
{ |Λ|
M
(1− δ) ≤ σ2min(Φ∗Λ) ≤ σ2max(Φ∗Λ) ≤
|Λ|
M
(1 + δ)
}
≥ 1− M
m
|Λ|m δ
−mE(TrHm),
E (TrHm) =
∑
j1,j2,...,jm∈ZM ,
j1 6=j2 6=···6=jm 6=j1
∑
(k1,`1)∈Λ
· · ·
∑
(km,`m)∈Λ
e
2pii
M
∑m
t=1 `t(jt−jt+1)Ej1...jm
k1...km
,
where Ej1...jm
k1...km
= 1
Mm
if there exists a permutation α ∈ Σm, such that, for every t ∈ {1, . . . ,m},
jt− kt = jα(t)− kα(t)−1; and Ej1...jm
k1...km
= 0 otherwise. Here, Σm denotes the group of permutations
of {1, . . . ,m}. That is, α ∈ Σm is a bijection α : {1, . . . ,m} → {1, . . . ,m}.
For k ∈ ZM , let us denote by Ak the set Ak = {` ∈ ZM , s.t. (k, `) ∈ Λ}. After rearranging
the sum in the trace formula above, we have
E (TrHm) =
∑
j1,j2,...,jm∈ZM ,
j1 6=j2 6=···6=jm 6=j1
∑
k1,k2,...,km∈ZM
Ej1...jm
k1...km
∑
`1∈Ak1
· · ·
∑
`m∈Akm
e
2pii
M
∑m
t=1 `t(jt−jt+1)
=
∑
j1,j2,...,jm∈ZM ,
j1 6=j2 6=···6=jm 6=j1
∑
k1,k2,...,km∈ZM
Ej1...jm
k1...km
m∏
t=1
∑
`t∈Akt
e
2pii
M
`t(jt−jt+1)
We note that, by the construction of Λ, each set Akt , t ∈ {1, . . . ,m}, is a random subset of
ZM , such that the events {` ∈ Akt}, ` ∈ ZM , are independent and have probability τ . Then
Corollary 5.10 implies that, for every t ∈ {1, . . . ,m} and a constant C ′ > 4√2,
P
 maxq∈ZM ,q 6=0
∣∣∣∣∣∣
∑
`∈Akt
e2pii`q/M
∣∣∣∣∣∣ < C ′ logM
 ≥ 1− 1M C′2√2−2 .
In particular,
max
jt,jt+1∈ZM ,
jt 6=jt+1
∣∣∣∣∣∣
∑
`t∈Akt
e
2pii
M
`t(jt−jt+1)
∣∣∣∣∣∣ < C ′ logM,
with probability at least 1 − 1
M
C′
2
√
2
−2
. By taking the union bound over all t ∈ {1, . . . ,m}, we
conclude that, with probability at least 1− m
M
C′
2
√
2
−2
,
∣∣∣∣∣∣
m∏
t=1
∑
`t∈Akt
e
2pii
M
`t(jt−jt+1)
∣∣∣∣∣∣ < C ′m logmM.
Then, applying the triangular inequality to the trace formula, we obtain that, on an event X of
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probability at least 1− m
M
C′
2
√
2
−2
,
E (TrHm) ≤
∑
j1,j2,...,jm∈ZM ,
j1 6=j2 6=···6=jm 6=j1
∑
k1,k2,...,km∈ZM
Ej1...jm
k1...km
∣∣∣∣∣∣
m∏
t=1
∑
`t∈Akt
e
2pii
M
`t(jt−jt+1)
∣∣∣∣∣∣
< C ′m logmM
∑
j1,j2,...,jm∈ZM ,
j1 6=j2 6=···6=jm 6=j1
∑
k1,k2,...,km∈ZM
Ej1...jm
k1...km
A permutation α ∈ Σm can be presented as a product
α = (i11i12 . . . i1r1)(i21i22 . . . i2r2) . . . (is1is2 . . . isrs) (3)
of disjoint cycles, where r1 + r2 + · · ·+ rs = m, and, for each p ∈ {1, . . . , s}, α(ipq) = ip(q+1) for
q ∈ {1, . . . , rp − 1} and α(iprp) = ip1.
Suppose that we have k1, . . . , km fixed. Then Ej1...jm
k1...km
6= 0 if and only if there exists α ∈ Σm,
such that jt − jα(t) = kt − kα(t)−1, for all t ∈ {1, . . . ,m}. Assuming that α has s cycles in the
disjoint cycle decomposition (3), this condition can be rewritten in the form of s systems of
linear equations for j1, . . . , jm. Namely, for each p ∈ {1, . . . , s}, we have
jip1 − jip2 = kip1 − kip2−1
jip2 − jip3 = kip2 − kip3−1
· · ·
jiprp − jip1 = kiprp − kip1−1. (4)
Note that the system (4) has rank rp − 1. Furthermore, summing up all the equations, on the
left hand side we obtain zero. So, (4) has M different solutions if
rp∑
q=1
kipq =
rp∑
q=1
kipq−1, (5)
and does not have a solution otherwise. Moreover, if s 6= 1, that is, rp < m, then the sets
of indices {ipq}rpq=1 on the left hand side of (5) and {ipq − 1}rpq=1 on the right hand side of (5)
are different. Indeed, suppose that {ipq}rpq=1 = {ipq − 1}rpq=1, and let ipq0 = minq∈{1,...,rp} ipq
be the smallest element in this set. Since ipq0 − 1 is also an element of {ipq}rpq=1, we have
ipq0 − 1 ≥ ipq0 , which implies ipq0 = 1 and ipq0 − 1 = m. Then, since m ∈ {ipq}rpq=1, we also
have m−1 ∈ {ipq}rpq=1. Proceeding the argument by induction, we obtain {ipq}rpq=1 = {1, . . . ,m},
which is a contradiction. Without loss of generality, we can assume that iprp /∈ {ipq − 1}rpq=1, for
every p ∈ {1, . . . , s}.
It follows that, for each cycle in the cycle decomposition (3), except the last one, equation (5)
is a nontrivial linear relation for kt, t ∈ {1, . . . ,m}. For the last cycle the relation follows
automatically, assuming (5) is satisfied for each p ∈ {1, . . . , s− 1}. So, for the system of linear
equations for j1, . . . , jm to have a solution, kiprp , p ∈ {1, . . . , s − 1}, should be determined by
{k1, . . . , km}\{kiprp}s−1p=1 using equations (5). It this case the number of different solutions is M s.
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Then, for the expectation of the trace of Hm, on the event X we have
E (TrHm) < C ′m logmM
∑
j1,j2,...,jm∈ZM ,
j1 6=j2 6=···6=jm 6=j1
∑
k1,k2,...,km∈ZM
Ej1...jm
k1...km
≤ C ′m logmM
m∑
s=1
S(m, s)
∑
ji11 ,...,jis1∈ZM
∑
ki11 ,...,ki1(r1−1)
∈ZM
...
ki(s−1)1 ,...,ki(s−1)(rs−1)∈ZM
kis1 ,...,kisrs∈ZM
1
Mm
= C ′m
logmM
Mm
m∑
s=1
S(m, s)M sMm−s+1
= C ′mM logmM
m∑
s=1
S(m, s) = C ′mm!M logmM,
where S(m, s) denotes the Stirling number of the first kind, equal to the number of permutations
in Σm with exactly s cycles in the disjoint cycle decomposition.
Moreover, the cardinality of Λ is given by a sum of M2 independent Bernoulli random
variables with success probability τ = C logM
M
m−1
m
. More precisely,
|Λ| =
∑
(k,`)∈ZM×ZM
1Λ(k, `).
Then Hoeffding’s inequality (Lemma 5.5) applied with t = C logM
2M
m−1
m
implies
P
{
|Λ| ≤ 1
2
CM1+
1
m logM
}
≤ e−2C2M
2
m log2M .
That is, |Λ| > 1
2
CM1+
1
m logM on an event Y of probability at least 1− e−2C2M 2m log2M .
Then, on the event X ∩ Y , which has probability at least 1 − C˜m
M
C′
2
√
2
−2 , for some C˜ > 0,
the obtained estimates for the trace expectation and frame set cardinality lead to the following
probability bound for the singular values estimates.
P
{ |Λ|
M
(1− δ) ≤ σ2min(Φ∗Λ) ≤ σ2max(Φ∗Λ) ≤
|Λ|
M
(1 + δ)
}
≥ 1− M
m
|Λ|m δ
−mE(TrHm)
≥ 1− C ′mm!δ−m M
m
1
2m
CmMm+1 logmM
M logmM = 1−
(
2C ′
C
)m
m!δ−m.
This concludes the proof of Theorem 2.3 provided C is chosen to be large enough.
5 Numerical results and further discussion
In this section we further investigate singular values of Gabor frames with a random window
using numerical simulations. In particular, we aim to numerically analyse the bounds on the
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Figure 1: The left hand side of the figure shows the dependence of the extreme singular values of the
analysis matrix Φ∗Λ of a Gabor frame (g,Λ) on the ambient dimension M ; and the right hand side of the
figure shows the distribution of the singular values of Φ∗Λ for the dimensions M = 100, 150, 200, 250, 300.
Here, g is a Steinhaus window and Λ is chosen at random as described in Theorem 2.3, with τ = CM ,
that is, |Λ| = O(M) with high probability. The number of the numerical experiments considered here
is 1000. These numerical results suggest that, with high probability, the singular values of Φ∗Λ lie inside
an interval
[
k |Λ|M ,K
|Λ|
M
]
, for some constants 0 < k < K that do not depend on M . This allows us
to conjecture that a version of Theorem 2.3 is true also for Λ with |Λ| = O(M). In other words, the
additional factor of M  logM in the cardinality of Λ is a side effect of the method used to prove the
theorem.
extreme singular values of the analysis matrix Φ∗Λ of a Gabor frame (g,Λ) with a Steinhaus
window g in the case when Λ is a random subset of ZM × ZM .
Let us fix an even m ∈ N, and let C > 0 be a sufficiently large constant depending on
m. Consider a random Λ ⊂ ZM × ZM , such that the events {(k, `) ∈ Λ} are independent for
all (k, `) ∈ ZM × ZM and have probability τ = C logM
M
m−1
m
. Theorem 2.3 ensures that, with high
probability (with respect to the choice of Λ),
P
{ |Λ|
M
(1− δ) ≤ σ2min(Φ∗Λ) ≤ σ2max(Φ∗Λ) ≤
|Λ|
M
(1 + δ)
}
≥ 1− ε,
where ε ∈ (0, 1) depends on m, δ, and the choice of C. To illustrate Theorem 2.3, we use two
sets of numerical simulations.
In the first set of numerical simulations, we investigate the behavior of the singular values of
the analysis matrix Φ∗Λ of a Gabor frame (g,Λ) with a Steinhaus window g and set Λ ⊂ ZM×ZM
selected at random, so that |Λ| = O(M) with high probability. The obtained numerical results
suggest that, in the case when random Λ is constructed as described in Theorem 2.3 with
τ = C
M
, there exist constants 0 < k < K not depending on the ambient dimension M , such that
all the singular values of the analysis matrix Φ∗Λ are inside the interval
[
k |Λ|
M
, K |Λ|
M
]
with high
probability, see Figure 1 (left). The right hand side of Figure 1 shows the distribution of the
singular values of Φ∗Λ over this interval for the selected dimensions M = 100, 150, 200, 250, 300.
We use the second set of simulations to investigate the behavior of the trace of the matrix
H = ΦΛΦ
∗
Λ − |Λ|M IM , where ΦΛ is the synthesis matrix of a Gabor frame (g,Λ) with a Steinhaus
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Figure 2: The figure illustrates the behavior of the numerically estimated normalized trace expecta-
tion M
m
|Λ|mE
(
Tr
(
ΦΛΦ
∗
Λ − |Λ|M IM
)m)
, where ΦΛ is the synthesis matrix of a Gabor frame (g,Λ) with a
Steinhaus window g. The left hand side of the figure illustrates the numerical results in the case when
Λ is chosen at random, as described in Theorem 2.3, with τ = CM ; and the right hand side of the figure
illustrates the case when Λ = F × {0, 1, . . . , bM2 c}. The plots show the dependence of the normalized
trace expectation on the ambient dimension M (horizontal axis) and the parameter C (vertical axis),
for a fixed m. These numerical results allow us to conjecture that the probability bound obtained in
Theorem 2.3 can be further improved.
window g. It follows from Lemma 4.1 that
P
{
σ2min(Φ
∗
Λ) ≤
|Λ|
M
(1− δ) or σ2max(Φ∗Λ) ≥
|Λ|
M
(1 + δ)
}
≤ M
2m
|Λ|2m δ
−2mE(TrH2m).
In other words, the normalized trace expectation M
m
|Λ|mE (TrH
m) is used to estimate the proba-
bility of the “failure” event when either the minimal singular value of the analysis matrix Φ∗Λ is
too small or the maximal singular value is too large, so that (g,Λ) is not well-conditioned.
For the normalized trace expectation, we consider two different constructions of Λ, pro-
viding the average and the worst case estimates, respectively. The left hand side of Figure 2
shows the numerical results in the case when Λ is chosen at random as described in Theorem
2.3 with τ = C
M
. The right hand side of Figure 2 illustrates the case when Λ is of the form
Λ = F × {0, 1, . . . , bM
2
c}, F ⊂ ZM . The plots show the dependence of the normalized trace ex-
pectation on the ambient dimension M and the parameter C in the definition of τ , for a fixed m.
The obtained numerical results suggest that, in both cases, the normalized trace expectation
decreases rapidly with the dimension. This allows us to conjecture that the probability bound
obtained in Theorem 2.3 can be further improved. Moreover, Figure 2 (left) shows that, in the
case of randomly selected Λ, the normalized trace expectation does not seem to depend on the
parameter C.
These numerical findings, illustrated on Figures 1 and 2, motivate the following conjecture.
Conjecture 5.1. Let g be a Steinhaus window, that is, g(j) = 1√
M
e2piiyj , j ∈ ZM , with yj
independent uniformly distributed on [0, 1). Consider a Gabor system (g,Λ) with a random set
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Λ ⊂ ZM ×ZM constructed so that events {(k, `) ∈ Λ} are independent for all (k, `) ∈ ZM × ZM
and have probability τ = C
M
, where C > 0 is a sufficiently large numerical constant. Then, with
high probability (with respect to the choice of Λ),
P
{ |Λ|
M
(1− δ) ≤ σ2min(Φ∗Λ) ≤ σ2max(Φ∗Λ) ≤
|Λ|
M
(1 + δ)
}
≥ 1− c
M
,
where the constant c > 0 depends only on δ.
In other words, the additional factor of M
1
m logM in the cardinality of Λ is a side effect of
the method used to prove Theorem 2.3. Analogous conjectures can be formulated also for other
distributions of the Gabor window.
5.1 Erasure-robust frames
In some areas of signal processing related to communication systems or phase retrieval, the
available frame coefficients of an (unknown) signal of interest are not only corrupted by additive
noise, but some of them might be missing or be too unreliable to be used for reconstruction. In
this case, the measurement frame should allow for robust signal reconstruction from incomplete
set of noisy frame coefficients. Fickus and Mixon introduced the notion of numerically erasure-
robust frames that formalizes this property [2].
Definition 5.2. For a fixed p ∈ [0, 1] and C ≥ 1, a frame Φ = {ϕj}Nj=1 is called a (p, C)-
numerically erasure-robust frame if, for every J ⊂ {1, . . . , N} of cardinality |J | = (1− p)N , the
condition number of the analysis matrix of the corresponding subframe ΦJ = {ϕj}j∈J satisfies
Cond(Φ∗J) ≤ C.
The following result shows that a Gaussian frame with independent frame vectors is a nu-
merically erasure-robust frame [2].
Theorem 5.3. Fix ε > 0 and consider a frame Φ = {ϕj}Nj=1 ⊂ CM such that
ϕj(m) ∼ i.i.d. CN (0, 1), for j ∈ {1, . . . , N} and m ∈ ZM . Then Φ is a (p, C)-numerically
erasure-robust frame with overwhelming probability provided p and C satisfy√
M
N
≤ C − 1
C + 1
√
1− p−
√
ε+ 2p(1− log(p)).
In this section, we aim to numerically investigate robustness to erasures of Gabor frames (g,Λ)
with a random window g.
We note that, since a full Gabor frame is tight, for any Λ ⊂ ZM × ZM and g ∈ SM−1,
σ2max(Φ
∗
Λ) = max
x∈SM−1
∑
λ∈Λ
|〈x, pi(λ)g〉|2 ≤ max
x∈SM−1
∑
λ∈ZM×ZM
|〈x, pi(λ)g〉|2 = M.
Thus we concentrate on the uniform bound on the minimal singular value σ2min(Φ
∗
Λ′), for all
subframes (g,Λ′) of (g,Λ) with |Λ′| ≥ (1− p)|Λ|, where p is some fixed parameter.
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Figure 3: The figure shows the dependence of the numerically estimated parameter
∆
(
1
3
)
= min
{
σ2min(Φ
∗
Λ′) : Λ
′ ⊂ Λ, |Λ′| ≥ 23 |Λ|
}
on the ambient dimension M . The Gabor window
g here is random, uniformly distributed on the unit sphere SM−1, and Λ = F × ZM , where |F | is a con-
stant that does not depend on M . The number of the numerical experiments considered here is 1000,
and the plot shows the smallest obtained result for each dimension. These numerical results suggest
that ∆
(
1
3
)
is bounded away from zero by a numerical constant not depending on the dimension M ,
that is, the Gabor frame (g, F × ZM ) is robust to erasures.
For a Gabor frame (g,Λ) with a window g uniformly distributed on the unit sphere SM−1,
let us consider the parameter ∆(p), p ∈ [0, 1], given by
∆(p) = min
Λ′⊂Λ,
|Λ′|≥(1−p)|Λ|
σ2min(Φ
∗
Λ′).
Numerical results illustrating the dependence of the value ∆(1/3) on the dimension M are
presented on Figure 3. They suggest that ∆(p) is bounded away from zero by a numerical
constant not depending on M . More precisely, we formulate the following conjecture.
Conjecture 5.4. Consider a Gabor frame (g,Λ) with g uniformly distributed on SM−1 and
Λ ⊂ ZM × ZM , such that |Λ| = O(M logαM) (where the parameter α ≥ 0 has to be specified).
Then, for p ∈ (0, 1), ∆(p) ≥ C with high probability, where C > 0 depends only on p.
Appendix: Probability theory tools
In this appendix we collect the probabilistic tools and results used in the proofs of Theorems 2.2
and 2.3. We start by stating the Hoeffding’s inequality in the special case of Bernoulli random
variables.
Lemma 5.5 (Hoeffding’s inequality). Let Xj, j ∈ {1, . . . N}, be independent identically dis-
tributed Bernoulli random variables, such that P{Xj = 1} = p, for some p ∈ (0, 1), that is
Xj ∼ i.i.d. B (1, p). Consider the random variable S =
∑N
j=1 Xj. Then, for every t > 0, we
have
P{S < (p− t)N} ≤ e−2t2N and P{S > (p+ t)N} ≤ e−2t2N .
18
The following lemma, proven in [4], is useful for obtaining bounds on the norms of random
vectors.
Lemma 5.6. [4] Let Y1, . . . , YM ∼ i.i.d. N (0, 1) and fix c = (c1, . . . , cM) with ck ≥ 0, k ∈
{1, . . . ,M}. Then, for Z = ∑Mk=1 ck(Y 2k − 1) the following inequalities hold for any t > 0.
P{Z ≥ 2||c||2
√
t+ 2||c||∞t} ≤ e−t; (6)
P{Z ≤ −2||c||2
√
t} ≤ e−t. (7)
Using Lemma 5.6, we obtain the following bounds on the norm of a random Gaussian vector
h ∼ CN (0, 1
M
IM
)
.
Lemma 5.7. Consider a random vector h ∈ CM , such that h ∼ CN (0, 1
M
IM
)
. Then, there
exists a constant C > 0, such that
P
{
1
2
< ||h||2 < 2
}
≥ 1− e−CM .
Proof. First, we note that
2M ||h||22 = 2M
M∑
k=1
(|ak|2 + |bk|2),
where h(k) = a(k) + ib(k) and a(k), b(k) ∼ i.i.d. N (0, 1
2M
). Then, for any
k ∈ {1, . . . ,M}, √2Ma(k),√2Mb(k) are independent standard Gaussian random variables.
We apply inequality (6) from Lemma 5.6 with ck = 1, k ∈ {1, . . . ,M}, to obtain that, for any
t > 0,
P{2M ||h||22 ≥
√
8Mt+ 2t+ 2M} ≤ e−t.
Taking t = M/2, we have
P{||h||22 > 4} = P{2M ||h||22 > 8M} ≤ P{2M ||h||22 ≥ 5M} ≤ e−M/2. (8)
Similarly, by applying inequality (7) from Lemma 5.6 with ck = 1, we get
P
{
||h||22 ≤ −
√
2t
M
+ 1
}
≤ e−t,
for every t > 0. Taking t = 9M/32, we obtain
P
{
||h||22 ≤ −
√
2t
M
+ 1
}
= P
{
||h||22 ≤
1
4
}
≤ e−9M/32, (9)
Summarizing the bounds obtained in (8) and (9), we conclude the desired claim.
19
Fourier bias
In additive combinatorics, the notion of Fourier bias is used to measure pseudorandomness of
a set. Roughly speaking, it helps to distinguish between sets which are highly uniform and
behave like random sets, and those which are highly non-uniform and behave like arithmetic
progressions [9].
Definition 5.8. Take C ⊂ ZM and let 1C be the characteristic function of C. Then the Fourier
bias of C is given by
||C||u = max
m∈ZM\{0}
|(F1C)(m)|.
The following lemma follows from Chernoff’s inequality and can be found in [9, Lemma 4.16].
Loosely speaking, it shows that, if B is a random subset of A ⊂ ZM , then ||B||u is tightly concen-
trated around |B||A| ||A||u. In other words, the Fourier bias of a random subset scales proportionally
to its cardinality.
Lemma 5.9. Consider an additive subset A of ZM with M > 4, and fix 0 < τ ≤ 1. Let B be
a random subset of A, such that 1B(a) ∼ i.i.d. B(1, τ), for a ∈ A, that is, events {a ∈ B} are
independent and have probability τ . Then, for any λ > 0 and σ2 = |A|
M2
τ(1− τ), we have
P {|||B||u − τ ||A||u| ≥ λσ} ≤ 4M max
{
e−
λ2
8 , e
− λσ
2
√
2
}
.
As an easy consequence of Lemma 5.9, we obtain the following result that provides an efficient
bound on the absolute value of the sum of randomly sampled roots of unity.
Corollary 5.10. Let B be a random subset of ZM , such that 1B(m) ∼ i.i.d. B(1, τ), for m ∈ ZM
and 0 < τ < 1. Then, for any constant C > 4
√
2, we have
P
{
max
m∈ZM\{0}
∣∣∣∣∣∑
b∈B
e2piibm/M
∣∣∣∣∣ < C logM
}
≥ 1− 1
M
C
2
√
2
−2 .
Proof. Let us apply Lemma 5.9 with A = ZM . Then, since ||ZM ||u = 0 and σ2 = |A|M2 τ(1− τ) =
τ(1−τ)
M
, for any λ > 0 we obtain
P
{
||B||u ≥ λ
√
τ(1− τ)
M
}
≤ 4M max
{
e−
λ2
8 , e
−λ
√
τ(1−τ)
2
√
2M
}
.
Then, by choosing λ = C√
τ(1−τ)
√
M logM with a constant C > 4
√
2, we ensure that
4M max
{
e−
λ2
8 , e
−λ
√
τ(1−τ)
2
√
2M
}
= max
{
e−
C2M log2M
8τ(1−τ) +log(4M), e
−C logM
2
√
2
+log(4M)
}
=
1
M
C
2
√
2
−2 .
Thus, we obtain that
P {||B||u ≥ C logM} ≤ 1
M
C
2
√
2
−2 ,
and ||B||u = maxm∈ZM\{0} |(F1B)(m)| = maxm∈ZM\{0}
∣∣∑
b∈B e
2piibm/M
∣∣, which concludes the
proof.
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