Given a collection C of circles in the plane, we wish to construct the arrangement A(C) (namely the subdivision of the plane into vertices, edges and faces induced by C) using floating point arithmetic. We present an efficient scheme, controlled perturbation, that perturbs the circles in C slightly * Figure 1 : Arrangement of circles with several degeneracies.
to form a collection C , so that all the predicates that arise in the construction of A(C ) are computed accurately and A(C ) is degeneracy free.
We introduced controlled perturbation several years ago, and already applied it to certain types of arrangements. The major contribution of the current work is the derivation of a good (small) resolution bound, that is, a bound on the minimum separation of features of the arrangement that is required to guarantee that the predicates involved in the construction can be safely computed with the given (limited) precision arithmetic. A smaller resolution bound leads to smaller perturbation of the original input.
We present the scheme, describe how the resolution bound is determined and how it effects the perturbation magnitude. We implemented the perturbation scheme and the construction of the arrangement and we report on experimental results. 
Categories and Subject Descriptors

INTRODUCTION
Computational Geometry algorithms often assume general position of the input and the "real RAM" computation model. In the case of an arrangement of circles (namely the subdivision of the plane into vertices, edges and faces induced by the circles), general position of the input means that there is no outer or inner tangency between two circles, and that no three circles intersect at a common point (see Figure 1 for a degenerate arrangement). If one wishes to use floating-point arithmetic (to achieve fast running time), then even if the input is in general position, round-off errors may cause the algorithm to fail.
Thus, while building the arrangement in an incremental fashion (that is, adding one circle at a time), we will check if there is a potential degeneracy induced by the newly added circle, and if so, we will move that circle, so no degeneracies will occur. The main idea is to carefully relocate the circle -move the circle enough to avoid the degeneracies, but not too much. Depending on the precision of the machine floating-point representation, and some properties of the arrangement to be handled, we determine a bound δ on the magnitude of the perturbation, namely, we guarantee that any input circle will not be moved by a distance greater than δ.
Such a perturbation scheme, as was described above, could be useful for the following reasons: (i) floating-point arith-metic is usually supported by hardware, making computations very fast, (ii) degeneracies are eliminated, consequently an algorithm is made easier to analyze and implement, (iii) implementations using exact arithmetic with floating-point filtering, can be sped up, since the perturbation will cause the predicates to be evaluated using the floating-point filters, thus avoiding the use of exact computation.
In many situations, the original input data is inaccurate to begin with (due to, for example, measuring errors or approximate modeling), so the damage incurred by perturbing slightly is negligible.
The predicates that arise in the construction of arrangements of circles include expressions that contain division and square-root operations. Those operation are usually more difficult to handle robustly than addition, subtraction and multiplication.
The perturbation scheme that we follow, controlled perturbation, was first presented in [10] as a method to speed up molecular surface computation. The use of exact computation turned out to be too slow for real time manipulation, so a finite precision method was needed. Controlled perturbation was devised to handle the robustness issues caused by the use of finite precision arithmetic, and to remove all the degeneracies. It was extended in [16] , were it was applied to arrangements of polyhedral surfaces. Those arrangements require complex calculations in order to achieve a good perturbation bound.
In [16] (as in [10] ), the resolution bound (Section 4) is assumed to be given. The resolution bound is a key element in the scheme. In this work we describe a method for obtaining good resolution bounds, which we anticipate will lead to a better understanding of the method and will open the way to applying the method in other settings.
Related work
Robustness and precision issues have been intensely studied in Computational Geometry in recent years [17] , [20] .
A prevailing approach to overcoming robustness issues in Computational Geometry is to use exact computation [13] , [21] . Such a strategy gives accurate results, and sometimes even allows the input to be degenerate. When applied naively, exact computation can considerably slow down the performance of a program. One of the possible solutions is to use filtering (e.g. [3] , [8] , [12] , [18] ). Typically, the filtering is done at the level of the number type. That is, a predicate is evaluated using exact computation only if it cannot be correctly evaluated using finite precision arithmetic. In [19] , high-level filtering is done on arrangements of conic arcs, and an alternative approach is given in [1] . In [5] , algebraic methods and arithmetic filtering are used for exact predicates on circle arcs.
An alternative approach aims to compute robustly with limited precision arithmetic, often by approximating or perturbing the geometric objects (e.g. [7] , [9] , [11] , [14] ). A variety of methods for handling imprecise geometric computations are surveyed in [17] . Controlled perturbation is a method of this type.
OVERVIEW OF THE SCHEME
For an input ircle Ci, our algorithm will output a copy C i with the same radius but with its center possibly perturbed.
We define Cj as the collection of circles {C1, . . . , Cj}, and C j as the collection of circles {C 1 , . . . , C j }.
The input to our algorithm is the collection C = Cn of n circles, each circle Ci is given by the coordinates of its center Xi, Yi and its radius Ri (we assume that all the input parameters are representable as floating-point numbers with the given precision). The input consists of two additional parameters: (i) the machine precision p, namely the length of the mantissa in the floating-point representation, and (ii) an upper bound on the absolute value of each input number Xi, Yi and Ri. The perturbation scheme transforms the set C into the set C = C n .
We will build the arrangement in an incremental fashion, and if there is a potential degeneracy while adding the current circle, we will perturb it, so no degeneracies will occur. Once the j-th step of the procedure is completed, we do not move the circles in C j again. We next describe the two key parameters that govern the perturbation scheme, the resolution bound and the perturbation bound. A formal definition of these parameters will be given in the subsequent sections, together with the way we derive them.
Resolution Bound
A degeneracy occurs when a predicate evaluates to zero. The goal of the perturbation is to cause all the values of all the predicate expressions (that arise during the construction of the arrangement of the circles) to become significantly nonzero, namely to be sufficiently far away from zero so that our limited precision arithmetic could enable us to safely determine whether they are positive or negative.
The degeneracies that arise in arrangements of circles have a natural geometric characterization as incidences. For example, in outer tangency, two circles intersect in a single point. In our scheme we transform the requirement that the predicates will evaluate to sufficiently-far-from-zero values into a geometric distance requirement.
Outer tangency between C1 and C2 occurs when
We will look for a distance ε > 0 such that when we move one circle relative to the other ε away from the degenerate configuration, we could safely determine the sign of the predicate with our limited precision arithmetic, that is we look for a relocation (X 2 , Y 2 ) of the center of C2 such that
This is a crucial aspect of the scheme: the transformation of the non-degeneracy requirement into a separation distance. We will call the bound on the minimum required separation distance, the resolution bound and denote it by ε (it would have been also suitable to call it a separation bound, but we use resolution bound to avoid confusion with separation bounds of exact algebraic computing). If the separation distance is less than ε, then there is a potential degeneracy (we use this term, since we do not know if the degeneracy really exists). Deriving a good resolution bound is a central innovation in this work. Previously (e.g., [10] ) it was assumed that these bounds were given, and in the experiments crude (high) bounds were used. The bound on ε depends on the size of the input numbers (center coordinates and radii) and the machine precision. It is independent of the number n of input circles.
The only modification to the input that our scheme allows is the relocation of the center of the currently inserted circle Ci. This is a choice of convenience which simplifies the analysis and implementation of the scheme. Other choices (in other settings) are described in [15] , [16] .
Perturbation Bound
Suppose indeed that ε is the resolution bound for all the possible degeneracies in the case of an arrangement of circles for a given machine precision. When we consider the current circle Ci to be added, it could induce many degeneracies with the circles in C i−1 . Just moving it by ε away from one degeneracy may cause it to come closer to other degeneracies. This is why we use a second bound δ, the perturbation bound. The bound δ depends on ε, on the maximum radius of a circle in C, and on a density parameter k of the input which bounds the number of circles that are in the neighborhood of any given circle and may effect it during the process, k ≤ n (a formal definition of k is given below).
We say that a point q is a valid placement for the center of the currently handled circle Ci, if when moved to q this circle will not induce any degeneracy with any of the circles in C i−1 . The bound δ is computed such that inside the disk D δ of radius δ centered at the original center of Ci, at least half the points (constituting half of the area of D δ ) will be valid placements for the circle. This means that if we choose a point uniformly at random inside D δ to relocate the center of the current circle, it will be a valid placement with probability at least 1 2 . After the perturbation, the arrangement A(C ) is degeneracy free. Moreover, A(C ) can be robustly constructed with the given machine precision. The perturbation algorithm should not be confused with the actual construction of the arrangement. It is only a preprocessing stage. However, it is convenient to combine the perturbation with an incremental construction of the arrangement, as we describe below in Section 5.
An alternative view of our perturbation scheme is as follows. We look to move the centers of the input circles slightly from their original placement such that when constructing the arrangement A(C ) while using a fixed precision (floating-point) filter, the filter will always succeed and we will never need to resort to higher precision or exact computation.
The additional parameters used in our analysis are described next.
Density Parameter
As stated above, in order to compute the perturbation bound δ, we use a density parameter k. Let ∆ be the maximum perturbation that we are willing to allow (the exact size of ∆ depends on the specific application of the perturbed arrangement). If the bound δ that we obtain is greater than ∆ then we must resort to higher precision. Each Ci ∈ C induces an annulus (i.e., the region sandwiched between two concentric circles), centered at the center of Ci, with radii max(0, Ri − ∆), Ri + ∆. We define k as the maximum number of such annuli intersecting a single annulus. Notice that in the worst case k = n.
Input Bound
In the computation of the bound ε we assume that there is an upper bound M on the size of all the parameters of the circles in C (center coordinates or radius).
During the perturbation, the center of a circle may move by an amount of at most ∆ (as before, ∆ is the maximum perturbation that we are willing to allow and it is given as part of the input). Therefore the absolute value of the input coordinates for all circles can be at most M − ∆.
Minimum Distance Between the Centers of Intersecting Circles
In Subsection 4.3 we use the parameter ξ, which defines the minimum distance between the centers of intersecting circles after the perturbation. This parameter simplifies the derivation of the resolution bound. Further details are give in Subsection 4.3.
Sketch of the Algorithm
Given a collection C of n circles C1, . . . , Cn, the algorithm for perturbing C proceeds as follows:
1: compute ε,δ and set C 1 = {C1}. 2: for all Ci, i = 2 . . . n do 3: set C i = Ci.
4:
check C i against all previously handled circles C i−1 , and circles' intersections points. If there are no potential degeneracies then go to step 7.
5:
set C i = Ci (restore the original position).
6:
move the center of C i randomly, a distance d ≤ δ and go to step 4.
7:
Details regarding an efficient implementation of the algorithm are given in Section 5. We quote the result summarizing the resources required by the algorithm. Theorem 1. Given a collection C of n circles, the perturbation algorithm which allows for the robust construction of the degeneracy-free arrangement A(C ) runs in total expected O(n 2 log n) time.
Notice that the worst-case complexity of the arrangement is Θ(n 2 ). We next explain how to compute δ (Section 3) and ε (Section 4).
COMPUTING THE PERTURBATION BOUND δ
In this section we compute an upper bound δ on the maximum necessary perturbation for a single circle. The bound δ depends on the the machine precision p, the input bound M and the density parameter k.
In order to determine δ, we will use the resolution bound ε. ε is the distance that we need to separate two circles by, or a circle and an intersection point of two other circles, or the centers of two circles, to avoid a potential degeneracy (Figure 2 ). In the next section we will show how to compute a good bound on the resolution parameter. In this section we show how to determine δ assuming that ε > 0 is given. 
Defining the Degeneracies
A new circle Ci may induce many degeneracies with circles in C i−1 = {C 1 , . . . , C i−1 }. When adding the i-th circle, we wish to resolve all those potential degeneracies at once. Therefore we may need to perturb Ci by more than ε. We determine an upper bound δ that guarantees that if Ci is randomly perturbed such that its new center is within a circle of radius δ around its original center, then with high probability, all the potential degeneracies involving the i-th circle and the circles in C i−1 are resolved.
There are four types of degeneracies in an arrangement of circles:
1. An outer tangency between two circles.
2. An inner tangency between two circles.
3. Three circles intersect in the same point. 
Notice that we regard two circles with centers too close as a degeneracy (type 4), since it makes the resolution parameter for degeneracy of type 3 too big, thus we regard this case as a degeneracy only when the circles intersect. We can check if they are intersecting using the outer and inner tangency tests. We also require that the size of all the radii will be at least ε (we need this assumption in order to give a good bound on degeneracy of type 1).
Estimating the Forbidden Regions
The degeneracies described above define a forbidden space for the center of the newly inserted circle, that is, the places where we cannot put the center of a new circle, Ci without incurring a potential degeneracy. Denote the forbidden region induced by the first, second, third and forth types, by F1, F2, F3 and F4, respectively. Our goal is to compute a worst case estimation for the area of the forbidden regions. We denote by ρij the distance between the centers of Ci and C j .
The region F1 consists of placements of the center of Ci that induce an outer tangency or near tangency of Ci and another circle. For a circle C j ∈ C i−1 , an exact outer tangency is induced by placing the center of Ci at distance exactly Ri + Rj away from the center of C j , namely, ρij − Ri −Rj = 0. We define the potential degeneracy of this type when using floating-point with resolution parameter ε > 0 as the locus of the center of Ci such that −ε ≤ ρij − Ri − Rj ≤ ε, which is an annulus centered at the center of C j with radii Ri + Rj − ε and Ri + Rj − ε (Figure 3 ). Its area is
The region F2 is defined similarly to F1 for the case of inner tangency. Assuming Ri > Rj, the area is π
The region F3 is defined as follows.
The locus of placements of the center of Ci that will cause Ci to pass through, or very near to a point in P jk is an annulus. The total forbidden area is π
The region F4 consists of placements of the center of Ci such that for an existing circle C j ∈ C i−1 , Ci and C j intersect and ρij ≤ ε holds (i.e., the centers of the circles are less than ε away). Its area is πε 2 .
Bounding the Volume of
Let C be a collection of circles as defined above. Also, let R := max n i=1 Ri, and let k denote the density parameter of C. There are at most k circles defining the regions of F1 and F2, there are at most ( k 2 )×2 points defining the region of F3, and at most k points defining the region of F4. Therefore the following bounds on the areas can be obtained.
Hence, the bound on the forbidden area VF = ( Ë 4 i=1 Fi) is:
If Ci should be perturbed, then δ will define a disk D δ in which its center can be moved. We want the area of this disk to be at least twice the area of the forbidden space. Thus, with probability ≥ 1 2 a point chosen at random inside D δ constitutes a valid (i.e., a potential degeneracy free) perturbation for Ci.
Therefore we require that
It is important to emphasize that at no point of the algorithm, do we compute the intersection of the disk (implied by the center of the circle to be inserted and δ) with the forbidden regions. Instead, we randomly choose a point inside that disk and check that there is no potential degeneracy when setting it as the center of the circle. This is a key point in the practicality of the method -this is what makes the scheme fairly easy to implement.
The perturbation bound δ that was described above is quite crude. Furthermore, in our implementation we do not even use it (Section 6). Indeed, the perturbation bound is less important than the resolution bound, which is crucial for certifying the validity of the arrangement.
Yet, the perturbation bound is interesting for two main reasons: (i) Recall that we used δ to establish an upper bound on the running time of the algorithm. It is good to show that there are no huge constants hidden in it. (ii) If a certain amount of accuracy is required, it can be used to predetermine the length of the mantissa needed to achieve that accuracy.
Next we present the predicates, and derive the resolution bound ε.
DEFINING THE PREDICATES AND DETERMINING A WORST CASE ε
In this section we examine the four possible degeneracies that can arise in an arrangement of circles. Given the precision of the underlying arithmetic, we can find the ε required to remove them. In other words, we determine for each degeneracy a distance ε such that if a pair of features related to this degeneracy are at least ε apart, then we can safely evaluate the corresponding predicate with the given precision. For each degeneracy we present the appropriate predicate and also compute the worst case ε. Denote by εi the resolution parameter needed to compute the forbidden region Fi.
To examine the error induced by a floating-point computation we will use the notation suggested in [3] . The symbols , ⊕, , and √ denote the floating-point implementation of multiplication, addition, subtraction, division and square root respectively. We will abbreviate x x by x 2 . Denote a predicate which takes m arguments and determines the sign of an expression by P rs = sign (E(x1, . . . , xm) ). Denote by P rp the predicate which takes m arguments and returns true iff E(x1, . . . , xm) > 0. We define a degeneracy when E = 0.
Since we are using floating-point arithmetic, we cannot compute E exactly. Instead, we are only computing an approximation E of E. We also compute a bound B > 0 on the maximum difference between E and the exact value E,
The bound B is computed according to the recursive definitions of the index indE and the supremum Esup of an expression E in the following way: B = 2 −p indE Esup, where p denotes the length of the mantissa. Esup and division and square root are omitted) . In the first row we assume that A is a floating-point number.
indE are computed recursively according to Table 1 (taken from [3] ). When we add Ci to the collection C i−1 , if for all the predicates involving Ci (regarding all the circles that were already inserted), | E| > B, then Ci is in a valid place, and there is no need to perturb it. If there exists a predicate P , for which | E| ≤ B, we define such a configuration as a potential degeneracy, and we need to perturb Ci. Hence, for each predicate, we need to understand the geometric meaning of | E| > B, so it will be reflected in ε and then in δ.
Outer Tangency
For two circles C1 and C2, an outer tangency occurs when the following holds:
So the expression E in the corresponding predicate P rs should be:
We use floating-point arithmetic, so we will compute
According to Table 1 we have:
• indE = 5 .
Define a potential outer tangency between two circles C1 and C2 when
We call it a potential outer tangency because we do not know for certain, if there is or there is not an outer tangency. Therefore, we require that for all outer tangency tests | E| > B will hold.
We notice, that it follows from the basic relation, |E− E| ≤ B, that if |E| > 2B then | E| > B. So, we can restate our requirement to be, that for all outer tangency tests, |E| > 2B. We restate the condition with E since it is more convenient to analyze the effect of the perturbation using standard arithmetic rather than floating-point arithmetic.
If |E| = 0 then the circles are exactly tangent and the distance between their centers is R1 + R2. Yet, if |E| > 2B (as we wish it to be), then the centers of the circles are R1 + R2 ± ε distance apart, where ε > 0. The smallest ε > 0 that will cause |E| > 2B to hold, is the resolution bound that we seek. So we have
After squaring both sides, and rearranging terms we get:
We notice that the left-hand side is exactly E, so we can rewrite our requirement, this time in terms of ε, that is
We first consider the inequality
We notice that the term (R1 + R2) can be very small. So for a worst-case estimation of ε we will suppose that (R1+R2) = 0. Thus, we rewrite the last inequality as |ε 2 | > 2B.
Recall that M is the maximum value for X1, X2, Y1, Y2, R1, R2. By setting all the parameters in Esup to be M , we can now deduce a worst case ε1 for outer tangency, needed to estimate F1 (the forbidden region for the placement of the i-th circle, regarding the outer tangency degeneracy). (3)
Following [3] the computation of B should be done in Round To Nearest mode. Since we are interested in a worst-case bound, for the square-root operation in Inequality 3, we use UP rounding mode. Next, we consider the inequality
We assumed that all the radii are at least ε, so (R1 + R2) ≥ 2ε. Suppose that (R1 + R2) = 2ε, then we have,
If (R1 + R2) > 2ε, then the left-hand side of Inequality 4 only increases. Thus, we conclude that Inequality 3 also holds for the case when | − 2(R1 + R2)ε + ε 2 | > 2B.
Here is the code segment that computes ε1 (notice that we use the Visual C++ function, controlfp(), for changing the rounding mode; for the gcc compiler, we use the fesetround() function).
/* NT is the number type (the default is 'double'), machine eps is the machine epsilon (for 'double' it is 2 −53 ) and M is the maximal input size */ NT temp = 10*machine eps*12*M*M; // set UP rounding mode controlfp( RC UP, MCW RC); // epsilon for F 1 and F 2 NT eps1 2=sqrt(temp); // restore normal rounding mode controlfp( CW DEFAULT, 0xfffff );
The next code segment illustrates how we implemented the predicate itself. We conclude this section with a lemma that summarizes the discussion above:
Lemma 1. Given two circles, such that the value of each center coordinate or radius is at most M , and p is the length of the floating-point mantissa -if the absolute difference between the sum of the radii of the two circles and the distance between their centers is greater than √ 10 2 −p 12 M 2 , then we can safely determine that no outer tangency exists between the two circles.
Inner Tangency
The case of inner tangency is rather similar to the case of outer tangency. It turns out that Inequality 3 also gives the valid ε for this case. However, there is a subtle difference in proving that bound. The details are given in the full version of the paper.
Three Circles Intersecting In a Common Point
In this subsection we will present an alternative approach to floating-point error analysis, that we shall employ in conjunction with the one that was already given. Our first attempt to give a good bound for ε, for this type of degeneracy, was to continue with the same approach as in the previous subsections (based on [3] ). However, since this is a more complicated situation, the bound that was achieved was very large.
We will compute the intersection points, and Err -a bound on the worst case error that can occur during this computation (caused since we are using floating-point arithmetic). Then, around each intersection point we inflate a disc of a radius Err. We then make sure that none of the discs overlap.
To compute the intersection point of two circles C1 and C2, we use the following formulation [6] 
The intersection point [x, y] is:
First, we show how to bound the error of an expression that involves only +, · and square-root operations with positive input operands. Then, we will give a bound for the worst-case error for such expressions. Finally, we will convert Eq. 7, such that it will not contain subtraction and division operations, so a bound on the worst case error could be established.
We rewrite the expression as a straight-line program Ei, i = 1 . . . m such that, each subexpression Ei involves just one arithmetic operation, and takes as its operands the results from previous subexpressions or input parameters (i.e., if E = ab + cd, then E1 = ab, E2 = cd and E3 = E1 + E2). The decomposition should be done such that it preserves the standard priority of arithmetic operations. By a slight abuse of notation we also denote by Ei the exact value of the subexpression Ei.
To evaluate the bound on the error of an expression E, we compute an interval, which contains the exact value of E, and its length will be the bound on the error.
The computation of E is done by the following rules of interval arithmetic [2] . Let [x] denote the interval [x, x], and [y] the interval [y, y], the rules for the +, · and square-root operations (with positive operands) are:
We evaluate E as follows: When we evaluate the first subexpression E1, all we can compute is E1 -the floatingpoint approximation of E1 (recall that we do all our computations using floating-point arithmetic). We will create the interval [E1, E1] where E1 is the next representable floatingpoint number after E1 in the direction of −∞, and E1 is the next representable floating-point number after E1 in the direction of +∞. Getting the next representable floatingpoint number can be done using the function nextafter(), which is recommended by the IEEE standard, and is available for most compilers. Thus, the interval [E1, E1] contains E1 (Figure 4 (a) ). Next, we need to compute E2. If E2 takes only input parameters as its operands, then [E2, E2] is computed similarly to [E1, E1]. If E2 takes E1 as at least one of its operands, then we will compute [ E2, E2] according to the rules of interval arithmetic (for an input parameter a, we take [a, a] = [a, a]), where E2 and E2 are the floating-point approximation of the interval end-points. Since E2 and E2 were computed using floating-point arithmetic and rounding errors may occur, we will create the interval [E2, E2], where E2 is the next representable floating-point number after E2 in the direction of −∞, and E2 is the next representable floating-point number after E2 in the direction of +∞ (Figure 4 (b) ). We continue to compute all the subexpressions E3 . . . Em in a similar manner (depending on the origin of the operands of each subexpression).
The following two lemmas (whose proof we omit here) justify the method and explain how a worst-case error bound is derived. Lemma 2. Evaluating an expression E that involves only +, · and square-root operations with positive input operands, in the method described above, yields a bound on the error of the expression, when evaluated using standard floatingpoint arithmetic. The bound is the length of the last interval,
Lemma 3. Evaluating an expression E, that contains only +, · and square-root operations with positive input operands, in the method described above, with the maximum values allowed for all its operands, yields a bound on the worstcase error of the expression, when evaluated using standard floating-point arithmetic.
To get a bound on the worst case error of Eq. 7, we will change all the subtraction operations to addition operations, in order to upper-bound the error of the subtraction and all the subsequent operations (as in the computation of the supremum of an expression in Table 1 ). Also, we will only use the absolute value of the operands (so Lemma 3 would hold).
Yet, in Eq. 7 there are also division operations. The term in the denominators of Eq. 7 is (X2−X1) 2 +(Y2−Y1) 2 , which is the distance between the centers of the circles. Hence, we will assume that the centers of any two circles are at least some distance ξ apart. If the centers are less then ξ apart, degeneracy of type 4 occurs. We do not require from the user to make sure that the centers are ξ apart. This will be taken care of as part of handling degeneracy of type 4 (Section 4.4). Notice, that choosing a good ξ is a subtle matter, since there is a trade off between the resolution bound induced by degeneracy of type 3 and the resolution bound induced by degeneracy of type 4.
Since we assume that the distance between the centers is at least ξ, then
Because we are looking for a worst-case bound of the error of Eq. 7, we can replace
We replace Eq. 5 and Eq. 6 by:
We can now bound the error of the [x, y] values obtained in Eq. 7 according to the method described above (i.e., regard Eq. 7 as E, and compute the interval which gives a bound on the worst-case error). Before we evaluate it, we will determine the value of ξ, and then compute χ = 1 ξ using UP rounding mode.
Let Err denote the bound on the worst-case error for Eq. 7, computed using the method described above and multiplied by √ 2. Err is a positive floating-point number. We can imagine, that around each approximate intersection point P that we compute, we inflate a disk of radius Err (Figure 5 ) which contains the exact intersection point (recall that the bound that was computed for Eq. 7 applies to only one coordinate, either x or y, hence we need to multiply it by √ 2). To prevent three circles from intersecting in a common point, we require that no two such disks will overlap. In other words, two approximate intersection points P1 and P2 should be at least 2Err apart. Still, in order to be able to apply the efficient perturbation algorithm (Section 5), we would like to separate the exact intersection points even more, thus we require that two approximate intersection points P1 and P2 should be at least 6Err apart.
Figure 5: Around each approximate intersection point we inflate a disk of radius Err that contains the real intersection point.
We have computed the worst case ε3, needed to estimate F3. 1
The Centers of Two Intersecting Circles are Too Close
In handling degeneracy of type 3, we assumed that the distance between the centers of each pair of intersecting circles (we can check if two circles are intersecting by using the outer and inner tangency tests), is at least ξ, where ξ is a positive floating-point number. Using the same method that we applied for degeneracies of type 1 and 2, we have computed the worst case ε4 needed to estimate F4 (we omit the details here).
EFFICIENT PERTURBATION AL-GORITHM
In order to achieve a good running time, we use two type of data structures: a kd-tree [4] and binary trees. The kdtree is used for practical (heuristic) speeding up of the algorithm, whereas the binary trees are also used to achieve the theoretical bound on the running time.
When adding the circle C i , we use a kd-tree to maintain the circles C i−1 that were already inserted. That is, the kdtree is constructed by the x and y coordinates of the centers of the circles in C i−1 . When we add the circle C i to C i−1 , we check for degeneracies of C i regarding all the circles in the kd-tree whose centers are in the range Xi − 3Rmax ≤ X ≤ Xi + 3Rmax and Yi − 3Rmax ≤ Y ≤ Yi + 3Rmax where Rmax = max(Rj, j = 1 . . . i) (circles whose centers are outside the range cannot be in a degenerate state with respect to C i ).
If done in a naive fashion, testing a circle Ci for degeneracy of type 3 can take O(n 2 ) time (there are O(n 2 ) intersection points), resulting in an algorithm running in expected O(n 3 ) time.
In order to make the algorithm efficient, we keep four balanced binary trees for each circle in C i−1 (Figure 6 ). Denote by P j k , k = 1, . . . , s all the intersection points of C j with other circles in C i−1 . We construct the upper binary tree Tupper of C j , such that it will hold all the points {P j k , k = 1, . . . , s|Xj −
> Yj}, and use their x coordinate as the key for the binary tree. Analogously, we construct the lower, left and right binary trees. When we come to add the new circle C i , we check with which existing circles it intersects. For an intersection point P , which lies on C i and C j , we wish to insert it to the appropriate trees of C i and C j . We first test on which tree T of the four trees associated with C j it should be. Next, we check which are the two neighboring intersection points of P along the tree, if P would be inserted into T . We check if a degeneracy of type 3 occurs with those neighbors. If P would be a leftmost/rightmost leaf in T , we will check it against the rightmost/leftmost leaf in the neighboring tree to T adjacent to P . For example, in Figure 6 , P j 2 will be checked against P j 1 and P j 3 , and P j 3 will be checked against P j 2 and P j 4 , and so on. The key observation is that, if the point P is sufficiently far away from of its two neighbors (degeneracy of type 3 does not occur), then it will be sufficiently far away from all other intersection points that belong to the tree containing P . So adding P takes time O(log n) (the addition of P to the appropriate tree of C i is done similarly), and the algorithm would run in overall expected O(n 2 log n) time. The proof of correctness of the usage of these trees is given in the complete version of the paper.
EXPERIMENTAL RESULTS
In this section we report on experimental results with our implementation of the perturbation scheme that was described above. We implemented the perturbation scheme as a set of C++ classes. We also implemented the DCEL construction (Doubly Connected Edge List, see [4, Chapter 2] for details on this data structure) with a simple pointlocation mechanism.
The bound on δ that we computed in Section 3 is crude. As a heuristic, in our implementation, we first set δ to be 2ε. After a constant number of failed attempts to find a valid placement for the currently inserted circle, we set δ := 2δ and again, after a constant number of failed attempts, we set δ := 2δ, until we find a valid location for the current circle. Thus, we may end up at the bound that was computed in Section 3 after log 2 δ ε attempts. So, the running time may increase by a multiplicative factor of O(log δ) (notice that ε is independent of the input size n). Table 2 shows the resulting ε's, computed for the IEEE double type, for various values of the input bound M and ξ (a bound on the minimum distance between two circle's centers). It also shows the resulting Err values (the radius of the disc that we inflate around each approximate intersection point) that were used to compute those ε's.
M
ξ Err ε 10 0.00001 0.000002 0.000014 10 2 0.0001 0.0002 0.0012 10 3 0.001 0.009 0.0542 10 4 0.1 0.2 1.202 We have tested our program on the following inputs sets (see Figure 7) : grid, flower, rand sparse, rand 100, rand 1000, rand 2000 and rand 10000. For the random data sets, all the input parameters are given as integers (to "promote" degeneracies). The properties of each input data set are given in Table 3 . The results of the perturbation and running times for those inputs are give in Table 4 , with the IEEE double number type and the bound ε computed using M = 1000 and ξ = 0.001. The tests have been performed on an Intel Pentium III 1 GHz machine with 2 GB RAM, operating under Linux Redhat 7.3 using gcc 2.95.3. Table 5 shows the properties of the DCEL structures that were computed for each input (in a single run of the algorithm).
Notice that for the flower input, the largest perturbation has occurred although it contains only 40 circles. The reason lies in the fact that circle Ci adds i − 1 new intersection points all very close to the center of the "flower". For the last circles there are ≈ 1000 such points, which forces those circles to be rather far from the center of the "flower". Table 4 : Avg. denotes the average perturbation size, max. denotes the maximum perturbation size, var. denotes the perturbation variance, p time denotes the time of the perturbation (in seconds) and t time denotes the total (perturbation and DCEL construction) time (in seconds). All the given results are from averaging the results of 5 tests for each input.
