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On Hermitian LCD codes from cyclic codes and
their applications to orthogonal direct sum masking
Chengju Li
Abstract
Cyclic codes are an interesting type of linear codes and have wide applications in communication and storage
systems due to their efficient encoding and decoding algorithms. It was proved that asymptotically good Hermitian
LCD codes exist. The objective of this paper is to construct some cyclic Hermitian LCD codes over finite fields
and analyse their parameters. The dimensions of these codes are settled and the lower bounds on their minimum
distances are presented. Most Hermitian LCD codes presented in this paper are not BCH codes. In addition,
we employ Hermitian LCD codes to propose a Hermitian orthogonal direct sum masking scheme that achieves
protection against fault injection attacks. It is shown that the codes with great minimum distances are desired to
improve the resistance.
Index Terms
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I. INTRODUCTION
Throughout this paper, let GF(Q) be a finite field of size Q = q2, where q is a prime power. Let n be
an integer with gcd(n,q) = 1. An [n,k,d] linear code C over GF(Q) is a linear subspace of GF(Q)n with
dimension k and minimum (Hamming) distance d. For any x ∈ GF(Q), the conjugate of x is defined by
x¯ = xq .
Definition 1. A linear code C over GF(Q) is called a Hermitian LCD code (linear code with Hermitian
complementary dual) if C ⊕C⊥H = GF(Q)n(i.e., C ∩C⊥H = {0}), where C⊥H denotes the Hermitian dual
of C and is defined by
C
⊥H = {(b0,b1, . . . ,bn−1) ∈ GF(Q)n :
n−1
∑
i=0
bic¯i = 0 for all (c0,c1, . . . ,cn−1) ∈ C}.
Moreover, a linear code C over GF(Q) is called an Euclidean LCD code if C ⊕C⊥ = GF(Q)n, where
C⊥ is the Euclidean dual of C .
A linear code C is called cyclic if (c0,c1, . . . ,cn−1) ∈ C implies (cn−1,c0,c1, . . . ,cn−2) ∈ C . By identi-
fying any vector (c0,c1, . . . ,cn−1) ∈ GF(Q)n with
c0 + c1x+ c2x
2 + · · ·+ cn−1x
n−1 ∈ GF(Q)[x]/(xn−1),
a code C of length n over GF(Q) corresponds to a subset of GF(Q)[x]/(xn − 1). Then C is a cyclic
code if and only if the corresponding subset is an ideal of GF(Q)[x]/(xn−1). Note that every ideal of
GF(Q)[x]/(xn−1) is principal. Then there is a monic polynomial g(x) of the smallest degree such that
C = 〈g(x)〉 and g(x) | (xn−1). In addition, g(x) is unique and called the generator polynomial, and h(x) =
(xn−1)/g(x) is referred to as the check polynomial of C . Denote m = ordn(Q). Let α be a generator of
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2GF(Qm)∗ and put β=α Qm−1n . Then β is a primitive n-th root of unity. The set S= {0≤ i≤ n−1 : g(βi)= 0}
is referred to as the defining set of C .
Lemma 1. (BCH bound) Let C be a cyclic code of length n over GF(Q) with defining set S. Suppose that
S contains δ−1 consecutive elements for some positive integer δ. Then d ≥ δ, where d is the minimum
distance of C .
Let mi(x) denote the minimal polynomial of βi over GF(Q). We use i mod n to denote the unique integer
in the set {0,1, . . . ,n−1}, which is congruent to i modulo n. We also assume that mi(x) := mi mod n(x).
We begin to recall the definition of BCH code. For any integer δ with 2 ≤ δ ≤ n, define
g(n,δ,b)(x) = lcm(mb(x),mb+1(x), · · · ,mb+δ−2(x)), (1)
where lcm denotes the least common multiple of these polynomials. Let C(n,δ,b) denote the cyclic code of
length n with generator polynomial g(n,δ,b)(x). Then C(n,δ,b) is called a BCH code with designed distance
δ, and S = {uQℓ : b≤ u≤ b+δ−2,0≤ ℓ≤m−1} is the defining set of C(n,δ,b). We call C(n,δ,b) a narrow-
sense BCH code if b = 1 and non-narrow-sense BCH code otherwise. When n = Qm−1, C(n,δ,b) is called
a primitive BCH code. For more information on BCH codes, we refer the reader to [5], [6], [11], [16].
So far, the Euclidean LCD codes have been well investigated [7], [8], [9], [14], [15], [17], [18], [19],
[20], [21], [23], which include their properties and applications. It should be remarked that [7] gave
a well rounded treatment of Euclidean LCD cyclic codes over finite fields. For Hermitian LCD codes,
there are a few references to study them, though it was proved that they are asymptotically good [10].
Boonniyoma and Jitman gave a sufficient and necessary condition on Hermitian LCD codes by employing
their generator matrices [2].
Let f (x) = ftxt + ft−1xt−1 + · · ·+ f1x+ f0 be a polynomial over GF(Q) with ft 6= 0 and f0 6= 0. The
reciprocal f ∗(x) of f (x) is defined by
f ∗(x) = f−10 xt f (x−1).
Denote
¯f (x) = f qt xt + f qt−1xt−1 + · · ·+ f q1 x+ f q0 .
It is easy to check that two operations ∗ and ¯ are commutative, i.e., ( f ∗)(x) = ( ¯f )∗(x). Very recently,
Gu¨neri, ¨Ozkaya, and Sole´ [10] presented a nice description of cyclic Hermitian LCD codes over finite
fields.
Lemma 2. [10] Let C be a cyclic code over GF(Q) with generator polynomial g(x). Then C is a Hermitian
LCD code if and only if g(x) = g¯∗(x).
The objective of this paper is to construct several classes of cyclic Hermitian LCD codes over GF(Q)
by employing cyclic codes and analyse their parameters. The dimensions of these codes are settled. The
main difficulty in determining their dimensions is to use q-adic expansion to investigate the structure of
Q-cyclotomic cosets, which is extremely complex. It is one of the major differences between this paper and
references [7], [13] and [12]. The other difference is that we extend some constructions in these papers.
It might be true that the dimensions of cyclic Hermitian LCD codes are not available in the literature.
We remark that most Hermitian LCD codes presented in this paper are not BCH codes in general. The
lower bounds on minimum distances of the codes constructed in this paper are presented. In addition,
we employ Hermitian LCD codes to propose a Hermitian orthogonal direct sum masking scheme that
achieves protection against fault injection attacks. It will be shown that the Hermitian LCD codes with
great minimum distances are desired, which can improve the resistance.
3II. Q-CYCLOTOMIC COSETS MODULO n
Assume that gcd(n,Q) = 1. To deal with cyclic codes of length n over GF(Q), we need to introduce
Q-cyclotomic cosets modulo n and the canonical factorization of xn−1 over GF(Q).
Let Zn = {0,1,2, · · · ,n− 1} denote the ring of integers modulo n. For any s ∈ Zn, the Q-cyclotomic
coset of s modulo n is defined by
Cs = {s,sQ,sQ2, · · · ,sQℓs−1} mod n ⊆ Zn,
where ℓs is the smallest positive integer such that s ≡ sQℓs (mod n), and is the size of the Q-cyclotomic
coset. The smallest integer in Cs is called the coset leader of Cs. Let Γ(n,Q) be the set of all the coset
leaders. We have then Cs∩Ct = /0 for any two distinct elements s and t in Γ(n,Q), and
⋃
s∈Γ(n,Q)
Cs = Zn. (2)
Hence, the distinct Q-cyclotomic cosets modulo n partition Zn.
Let m = ordn(Q), and let α be a generator of GF(Qm)∗. Put β = α(Qm−1)/n. Then β is a primitive n-th
root of unity in GF(Qm). The minimal polynomial ms(x) of βs over GF(Q) is the monic polynomial of
the smallest degree over GF(Q) with βs as a zero. It is now straightforward to prove that this polynomial
is given by
ms(x) = ∏
i∈Cs
(x−βi) ∈ GF(Q)[x],
which is irreducible over GF(Q). It then follows from (2) that
xn−1 = ∏
s∈Γ(n,Q)
ms(x)
which is the factorization of xn−1 into irreducible factors over GF(Q).
III. HERMITIAN LCD CODES FROM CYCLIC CODES
For any monic irreducible factor f (x) of xn−1 ∈ GF(Q)[x], ¯f ∗(x) is also a monic irreducible factor of
xn−1. It is easy to see that
xn−1 = e1(x)e2(x) · · ·eu(x) f1(x) ¯f ∗1 (x) f2(x) ¯f ∗2 (x) · · · fv(x) ¯f ∗v (x), (3)
where ei(x) and f j(x) are monic irreducible polynomials over GF(Q), and ei(x) = e¯∗i (x) for i = 1,2, . . . ,u.
The following conclusion on the construction and the total number of the cyclic Hermitian LCD codes
of length n then follows.
Theorem 3. Let C be a cyclic code of length n over GF(Q) with generator polynomial
g(x) = e1(x)a1e2(x)a2 · · ·eu(x)au f1(x)b1 ¯f ∗1 (x)c1 f2(x)b2 ¯f ∗2 (x)c2 · · · fv(x)bv ¯f ∗v (x)cv,
where ai,b j,c j ∈ {0,1}. Then C is a Hermitian LCD code if and only if b j = c j for all j = 1,2, . . . ,v.
Thus the total number of cyclic Hermitian LCD codes of length n is 2u+v (Here {0} and GF(Q)n are also
viewed as Hermitian LCD codes).
Theorem 3 indicates that the number of cyclic Hermitian LCD codes of length n is determined by (3).It
also gives us a hint to choose the defining set S of the cyclic Hermitian LCD codes, which should have
the following type:
S = {0 ≤ i ≤ n−1 : g(βi) = 0},
where g(x) = ∏ei(x)∏ f j(x) ¯f ∗j (x) and β is a primitive n-th root of unity.
4Theorem 4. Let C be a cyclic code over GF(Q) with generator polynomial g(x). Then C is a Hermitian
LCD code if and only if one of the following statements holds:
1) S =−qS for the defining set S of C , where −qS = {−qs : s ∈ S}.
2) β−q is a root of g(x) for every root β of g(x).
Proof: It is straightforward from Theorem 3.
Theorem 5. Let Q = q2. Then −1 is an odd power of q modulo n if and only if every cyclic code over
GF(Q) of length n is Hermitian LCD.
In particular, every cyclic code C of length n = q2t+1 +1 over GF(Q) is Hermitian LCD, where t ≥ 0
is an integer.
Proof: Let −1 ≡ q2t+1 (mod n) for some integer t ≥ 0. Then for every integer a with 0 ≤ a ≤ n−1
we have
−a ≡ aq2t+1 (mod n) and −qa ≡ aq2t+2 ≡ aQt+1 (mod n).
We then see that −qa ∈Ca, i.e., f j(x) do not appear in (3). By Theorem 3, every cyclic code over GF(Q)
of length n is Hermitian LCD.
Let β be a primitive n-th root of unity and m1(x) the minimal polynomial of β over GF(Q). Suppose
that C is a cyclic code over GF(Q) with generator polynomial m1(x). Note that C is Hermitian LCD.
Then
−q ∈C1 and −q ≡ Qt (mod n)
for some integer t with 1 ≤ t ≤ m−1. Note that gcd(n,q) = 1. Thus −1 ≡ q2t−1 (mod n).
The following lemma, which was given by Aly, Klappenecker, and Sarvepalli, will be employed later.
Lemma 6. [1] Let n be a positive integer such that gcd(n,Q) = 1 and Q⌊m/2⌋ < n ≤ Qm − 1, where
m = ordn(Q). Then the Q-cyclotomic coset Cs = {sQ j mod n : 0 ≤ j ≤ m−1} has cardinality m for all s
in the range 1 ≤ s ≤ nQ⌈m/2⌉/(Qm−1). In addition, every s with s 6≡ 0 (mod Q) in this range is a coset
leader.
Denote m = ordn(Q), where n = q2t+1 and Q = q2. It is easy to check that m = 2t +1. By Lemma 6,
we see that i is the coset leader of Q-cyclotomic coset Ci modulo q2t+1, where 1 ≤ i ≤ q.
Theorem 7. For q= 2 and Q= 4, let C(22t+1+1,4,0) be the cyclic code with generator polynomial g(22t+1+1,4,0)
given by (1). Then C(22t+1+1,4,0) is a quaternary Hermitian LCD code with parameters
[22t+1 +1,22t+1−4t −2,d ≥ 6].
Proof: One can easily see that C(22t+1+1,4,0) is a Hermitian LCD code and its defining set is
S =C0∪C1∪C2,
which is a disjoint union. By Lemma 6, we have |C1|= |C2|= 2t+1 and |S|= 4t+3. Then the dimension
of C(22t+1+1,4,0) follows. Notice that {n− 2,n− 1,0,1,2} is a subset of S from Theorem 4. The lower
bound of minimum distance then follows form the BCH bound.
The tables of best known linear codes are referred to as the Database later, which are maintained by
Markus Grassl at http://www.codetables.de/.
Example 1. Let q = 2 and Q = 4. Let C(22t+1+1,4,0) be the quaternary Hermitian LCD code presented in
Theorem 7.
1) When t = 1, the quaternary code C(9,4,0) has parameters [9,2,6], which is almost optimal according
to the Database.
2) When t = 2, the quaternary code C(33,4,0) has parameters [33,22,6], which is almost optimal
according to the Database.
3) When t = 3, the quaternary code C(129,4,0) has parameters [129,114,6], which is an optimal code
according to the Database.
5IV. CYCLIC HERMITIAN LCD CODES OF LENGTH Qm−1
In this section, we always assume that n = Qm − 1, α is a generator of GF(Qm)∗, and mi(x) is the
minimal polynomial of αi over GF(Q). Below we construct a class of cyclic Hermitian LCD codes via
BCH codes and investigate their fundamental parameters.
Let e be a divisor of q+1, i.e., e | (q+1) | n. Write nˆ = n
e
. Then αnˆ ∈ GF(Q). For any integer δ with
2 ≤ δ ≤ n, denote
g(x) = (x−αnˆ)g(n,δ,nˆ+1)(x)lcm
(
mnˆ−q(δ−1)(x),mnˆ−q(δ−2)(x), . . . ,mnˆ−q(x)
)
∈ GF(Q)(x), (4)
where g(n,δ,nˆ+1)(x) is defined by (1). Let C be a cyclic code of length n with generator polynomial g(x).
One can see that the defining set of C is
S =
δ−1⋃
i=1
(Cnˆ+i∪Cnˆ−qi)
⋃
Cnˆ.
It is clear that
−q(nˆ+ i)≡−qnˆ−qi ≡ nˆ−qi (mod n)
and
−q(nˆ−qi)≡ nˆ+q2i ≡ q2nˆ+q2i = Q(nˆ+ i) (mod n).
It then follows that S = −qS. By Theorem 4, we conclude that C is a cyclic Hermitian LCD code over
GF(Q). It should be noticed that C may be not a BCH code in general.
A. Cyclotomic cosets modulo Qm−1
To present the dimension of the code C , we need some results on Q-cyclotomic cosets.
Lemma 8. [1], [22] Let m ≥ 2 be an integer and denote m¯ = ⌈m2 ⌉. For any i with 1 ≤ i ≤ Qm¯ and Q ∤ i,
i is a coset leader of the cyclotomic coset Ci and |Ci|= m for all i in the range 1 ≤ i ≤ Qm¯.
The following lemma on Q-cyclotomic cosets modulo Qm−1 will be employed later.
Lemma 9. Let n = Qm−1 and nˆ = n
e
. Then we have the following.
1) |Cnˆ+i|= |Cnˆ−qi|= |Ci|.
2) Cnˆ+i =Cnˆ+ j if and only if Ci =C j.
3) Cnˆ−qi =Cnˆ−q j if and only if Ci =C j.
4) Cnˆ+Qi =Cnˆ+i and Cnˆ−qQi =Cnˆ−qi.
Proof: Let ℓ be a positive integer. Note that e | Qℓ−1. It is clear that
(nˆ+ i)Qℓ ≡ nˆ+ j (mod n)
is equivalent to
Qℓi ≡ j (mod n).
The desired conclusions then follow.
For n = Qm−1, denote
J+(δ) =
δ−1⋃
i=1
Cnˆ+i and J−(δ) =
δ−1⋃
i=1
Cnˆ−qi.
The following proposition will play an important role in presenting the dimension of the code C when
δ ≤ Qm¯ +1.
Proposition 10. Let m ≥ 2, m¯ = ⌈m2 ⌉ and 2 ≤ δ ≤ Qm¯ +1. Then the following hold.
1) |J+(δ)|= |J−(δ)|= (δ−1−⌊δ−1Q ⌋)m.
62) When m is odd, for 1 ≤ u ≤ q−1, we have
|J+(δ)
⋂
J−(δ)|=


0, if 2 ≤ δ ≤ qm−1;
u2m, if uqm ≤ δ ≤ (u+1)(qm−1);
(u2+2v+1)m, if δ = (u+1)(qm−1)+ v+1 for 0 ≤ v ≤ u−1;
q2m, if δ = qm+1 or qm+1 +1.
3) When m is even, for any δ with 2 ≤ δ ≤ qm +1, we have
|J+(δ)
⋂
J−(δ)|= 0.
Proof: It is easily deduced from Lemma 9 that Cnˆ+i 6=Cnˆ+ j if and only if Ci 6=C j. Note that every
integer i with 1 ≤ i ≤ Qm¯ and Q ∤ i is a coset leader of the cyclotomic coset Ci by Lemma 8. Then
|J+(δ)|= (δ−1−⌊δ−1Q ⌋)m.
Similarly, we have
|J−(δ)|= (δ−1−⌊δ−1Q ⌋)m.
For the case that m is odd, we have m¯ = m+12 . Suppose that a ∈ J
+(δ)∩ J−(δ). Then there exist i and
−q j with 1 ≤ i, j ≤ δ−1 such that
a ∈Cnˆ+i =Cnˆ−q j,
which implies that
i ≡−q jQℓ (mod Qm−1) and i+ jq2ℓ+1 ≡ 0 (mod q2m−1) (5)
for some 1 ≤ ℓ≤ m−1.
We can further assume that Q ∤ i and Q ∤ j. Note that i, j ≤ Qm¯ = qm+1. Then we have the following
two q-adic expansions
i = imqm+ im−1qm−1 + · · ·+ i1q+ i0
and
j = jmqm+ jm−1qm−1 + · · ·+ j1q+ j0,
where 0 ≤ ik, jk ≤ q−1 for all k with 0 ≤ k ≤ m, (i1, i0) 6= (0,0), and ( j1, j0) 6= (0,0).
Case 1: When 1 ≤ ℓ ≤ m−32 , it is easy to check that 0 < i+ jq2ℓ+1 < q2m − 1. It then follows that
i+ jq2ℓ+1 ≡ 0 (mod q2m−1) doesn’t hold.
Case 2: When ℓ= m−12 , it can be verified that i+ jq2ℓ+1 ≡ ∆ (mod n), where
∆ = jm−1q2m−1 + · · ·+ j1qm+1 +( j0 + im)qm+ im−1qm−1 + · · ·+ i1q+(i0 + jm).
Notice that 0 < ∆ < 2n. It then follows from (5) that ∆ = n. Thus
jm−1 = · · ·= j1 = j0 + im = im−1 = · · ·= i1 = i0 + jm = q−1.
Then
im = u, jm = v, i0 = q−1− v, j0 = q−1−u,
where u,v = 0,1,2, . . . ,q−1. Hence
i = (u+1)qm− v−1 and j = (v+1)qm−u−1.
7Case 3: When m+12 ≤ ℓ ≤ m− 1, we have m+ 2 ≤ 2ℓ+ 1 ≤ 2m− 1. Denote 2ℓ+ 1 = m+ ε, where
2 ≤ ε ≤ m−1. Then i+ jqℓ ≡ ∆ (mod n), where
∆ = jm−ε−1q2m−1 + · · ·+ j1qm+ε+1 + j0qm+ε + imqm+ · · ·+ iε+1qε+1 +(iε + jm)qε
+ · · ·+(i1+ jm−ε+1)q+(i0+ jm−ε).
It is easy to see that the coefficient of qm−1 in the q-adic expansion of ∆ is equal to 0. Thus we have
0 < ∆ < n, which means that (5) is impossible.
Denote i = iuv and j = juv described in Case 3. Write
L = {(u,v) : iuv ≤ δ−1, juv ≤ δ−1}.
Note that Cases 1, 2, and 3 contain all possible pairs (i, j) such that Cnˆ+i =Cnˆ−q j with 1 ≤ i, j ≤ δ−1,
where δ ≤ qm+1 +1. Thus
J+(δ)
⋂
J−(δ) =
⋃
(u,v)∈L
Cnˆ+iuv. (6)
We have seen that each iuv is a coset leader from Lemma 8. Also, by Lemma 9, Cnˆ+i 6=Cnˆ+ j if and only
if Ci 6=C j. Hence, the union in (6) is disjoint. It then follows that |J+(δ)⋂J−(δ)|= |L|m.
Now we are going to employ two auxiliary matrices to evaluate |L|. Put iuv and juv into two matrices
A and B, respectively, where
A =
(
iuv
)
=


qm−1 qm−2 qm−3 · · · qm−u · · · qm−q
2qm−1 2qm−2 2qm−3 · · · 2qm−u · · · 2qm−q
3qm−1 3qm−2 3qm−3 · · · 3qm−u · · · 3qm−q
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
uqm−1 uqm−2 uqm−3 · · · uqm−u · · · uqm−q
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
qm+1−1 qm+1−2 qm+1−3 · · · qm+1−u · · · qm+1−q


q×q
and
B =
( juv)=


qm−1 2qm−1 3qm−1 · · · uqm−1 · · · qm+1−1
qm−2 2qm−2 3qm−2 · · · uqm−2 · · · qm+1−2
qm−3 2qm−3 3qm−3 · · · uqm−3 · · · qm+1−3
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
qm−u 2qm−u 3qm−u · · · uqm−u · · · qm+1−u
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
qm−q 2qm−q 3qm−q · · · uqm−q · · · qm+1−q


q×q
.
In fact, B is the transpose of A. With the help of the patterns of A and B, it is not hard to see that
|L|=


0, if 2 ≤ δ ≤ qm−1;
u2, if uqm ≤ δ ≤ (u+1)(qm−1) for 1 ≤ u ≤ q−1;
u2 +2v+1, if δ = (u+1)(qm−1)+ v+1 for 0 ≤ v ≤ u−1;
q2, if δ = qm+1 or qm+1 +1.
For example, if δ−1 = u(qm−1), i.e., δ = u(qm−1)+1, then one can see that
L = {(s, t) : 1 ≤ s, t ≤ u−1}∪{(u,u)}
and |L|= (u−1)2 +1. Hence we get the desired conclusion when m is odd. The case that m is even can
be similarly dealt with and the proof is omitted here.
B. Parameters of the Hermitian LCD code C
8Theorem 11. Let m ≥ 2, m¯ = ⌈m2 ⌉, Q = q2, and 2 ≤ δ ≤ Qm¯+1. Let C be a cyclic code of length n with
generator polynomial g(x) given by (4). Then C is a cyclic Hermitian LCD code over GF(Q) and the
following hold.
1) When m is odd, for 1 ≤ u ≤ q−1, the code C has length n = Qm −1, dimension k, and minimum
distance d ≥ δ+1+ ⌊δ−1q ⌋, where
k =


Qm−2−2(δ−1−⌊δ−1Q ⌋)m, if 2 ≤ δ ≤ qm−1;
Qm−2−2(δ−1−⌊δ−1Q ⌋)m+u2m, if uqm ≤ δ ≤ (u+1)(qm−1);
Qm−2−2(δ−1−⌊δ−1Q ⌋)m+(u2+2v+1)m, if δ = (u+1)(qm−1)+ v+1 for 0 ≤ v ≤ u−1;
Qm−2−2(δ−1−⌊δ−1Q ⌋)m+q2m, if δ = qm+1 or qm+1 +1.
2) When m is even, the code C has length n = Qm−1, dimension
k = Qm−2−2(δ−1−⌊δ−1Q ⌋)m,
and minimum distance d ≥ δ+1+ ⌊δ−1q ⌋.
Proof: By definition, the degree of the generator polynomial g(x) of C is equal to
1+ |J+(δ)|+ |J−(δ)|− |J+(δ)
⋂
J−(δ)|.
The dimension k = Qm−1−deg(g(x)) then follows from Proposition 10. Note that Cnˆ−qi =Cnˆ−i/q if q | i.
Then the set
{nˆ−⌊
δ−1
q
⌋, nˆ−⌊
δ−1
q
⌋+1, . . . , nˆ−1, nˆ, nˆ+1, nˆ+2, . . . , nˆ+δ−1}
is contained in the defining set of C . The desired conclusion on minimum distance then follows from the
BCH bound.
V. QUATERNARY CYCLIC HERMITIAN LCD CODES OF LENGTH 4m−13
In this section, we always assume that q = 2, Q = 4, and n = 4m−13 . For any integer δ with 2 ≤ δ ≤ n,
denote
g(x) = (x−1)g(n,δ,1)(x)lcm
(
mn−2(δ−1)(x),mn−2(δ−2)(x), . . . ,mn−2(x)
)
∈ GF(4)(x), (7)
where g(n,δ,1)(x) is defined by (1). Let C be a cyclic code of length n with generator polynomial g(x). It
is clear that the defining set of C is
S =
δ−1⋃
i=1
(Ci∪Cn−2i)
⋃
C0.
Note that S = −2S. By Theorem 4, it can be concluded that C is a cyclic Hermitian LCD code over
GF(4). In this section, we investigate the parameters of the quaternary cyclic Hermitian LCD code C
when δ ≤ 2m. We first give some preliminaries on 4-cyclotomic cosets modulo 4m−13 .
A. Cyclotomic cosets modulo 4m−13
When m is even, the following lemma characterizes all coset leaders in the range 1 ≤ i ≤ 2m.
Lemma 12. Let m ≥ 2 be an even integer. For any i with 1 ≤ i ≤ 2m and 4 ∤ i, then
1) |Ci|= m;
2) i is a coset leader of the 4-cyclotomic coset Ci with |Ci|= m except that i = 2m+1+13 .
Proof: Denote m¯ = m2 . For i in the range 1 ≤ i ≤ 4m¯, we have the 4-adic expansion
i = im¯−14m¯−1 + im¯−24m¯−2 + · · ·+ i14+ i0,
9where 0 ≤ it ≤ 3 for 1 ≤ t ≤ m¯−1 and i0 6= 0.
For an integer ℓ with 1 ≤ ℓ≤ m−1, we have
i4ℓ = im¯−14m¯+ℓ−1 + im¯−24m¯+ℓ−2 + · · ·+ i14ℓ+1 + i04ℓ,
1) When ℓ≤ m¯−1, one can check that i < i4ℓ < n.
2) When ℓ= m¯, m¯+ ℓ−1 = m−1. It then follows that
i4ℓ ≡ im¯−24m−2 + · · ·+ i14ℓ+1 + i04ℓ− im¯−1(4m−2 + · · ·+4+1)
≡ (im¯−2− im¯−1)4m−2+ · · ·+(i0− im¯−1)4ℓ− im¯−1(4ℓ−1 + · · ·+4+1) (mod n).
Let i denote the integer in the range 0 ≤ i ≤ n− 1 with i ≡ i (mod n). If im¯−2 − im¯−1 = · · · =
i0− im¯−1 = 0, then
i < i4ℓ = n− im¯−1(4ℓ−1 + · · ·+4+1)< n.
Otherwise, let k be the largest integer such that ik − im¯−1 6= 0 with 0 ≤ k ≤ m¯− 2. Then i4ℓ ≡ ∆
(mod n), where
∆ = (ik− im¯−1)4k+ℓ+ · · ·+(i0− im¯−1)4ℓ− im¯−1(4ℓ−1 + · · ·+4+1).
If ik − im¯−1 < 0, then
i < i4ℓ = n−∆ < n.
If ik − im¯−1 > 0 and k ≥ 1, then
i < i4ℓ = ∆ < n.
We then consider the case i0− im¯−1 > 0, i.e., k = 0. One can see that
i4ℓ− i = (i0− im¯−1)4m¯− im¯−1(4m¯−1 + · · ·+4+1)− i.
When i0− im¯−1 ≥ 2, it is easy to check that
i4ℓ− i > 0.
When i0− im¯−1 = 1, we have i0 = im¯−1 +1. Note that im¯−1 = im¯−2 = · · ·= i1. Then
i4ℓ− i = 4m¯−2im¯−1
4m¯−1
3
−1.
It then can be verified that i4ℓ− i < 0 if and only if
im¯−1 = im¯−2 = · · ·= i1 = 2 and i0 = 3, i.e. , i =
2m+1 +1
3 .
3) When ℓ≥ m¯+1, one can similarly check that i ≤ i4ℓ < n and we omit the details.
Summarizing all the discussions above, we get the desired result.
When m is odd, all coset leaders in the range 1 ≤ i ≤ 2m are characterized in the following lemma.
Lemma 13. Let m ≥ 5 be an odd integer. For any i with 1 ≤ i ≤ 2m and 4 ∤ i, then
1) |Ci|= m;
2) i is a coset leader of the 4-cyclotomic coset Ci with |Ci| = m except that i = 2m+1+23 and i =
2m+1+2m−1+1
3 .
Proof: The proof is similar to that of Lemma 12 and we give a sketch here. Denote m¯ = m+12 . For i
in the range 1 ≤ i ≤ 2 ·4m¯−1−1, we have the 4-adic expansion
i = im¯−14m¯−1 + im¯−24m¯−2 + · · ·+ i14+ i0,
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where im¯−1 = 0,1, 0 ≤ it ≤ 3 for 1 ≤ t ≤ m¯−2, and i0 6= 0.
For an integer ℓ with 1 ≤ ℓ≤ m−1, we have
i4ℓ = im¯−14m¯+ℓ−1 + im¯−24m¯+ℓ−2 + · · ·+ i14ℓ+1 + i04ℓ,
1) When ℓ≤ m¯−2, it is easy to check that i < i4ℓ < n.
2) When ℓ= m¯−1, one can prove that i4ℓ < i if and only if
im¯−1 = im¯−2 = · · ·= i1 = 1 and i0 = 2, i.e., i =
2m+1 +2
3 .
3) When ℓ= m¯, it can be checked that i4ℓ < i if and only if
im¯−1 = 1, im¯−2 = im¯−3 = · · ·= i1 = 2, and i0 = 3, i.e., i =
2m+1 +2m−1 +2
3
.
4) When ℓ≥ m¯+1, it can be shown that i < i4ℓ < n.
Summarizing all the discussions above, the desired conclusion then follows.
For n = 4
m−1
3 and δ ≥ 2, denote
J+(δ) =
δ−1⋃
i=1
Ci and J−(δ) =
δ−1⋃
i=1
C−2i.
Proposition 14. When m ≥ 2 is even and δ ≤ 2m, we have
|J+(δ)
⋂
J−(δ)|=


0, if 2 ≤ δ ≤ 2m+1−23 ;
2m, if 2m+1−23 +1 ≤ δ ≤ 2
m+1+2m−1−1
3 ;
4m, if 2m+1+2m−1−13 +1 ≤ δ ≤ 2m.
Proof: Suppose that
a ∈ J+(δ)
⋂
J−(δ).
Then a∈Ci =C−2 j for 1≤ i, j ≤ 2m−1. Thus there is an integer ℓ with 0≤ ℓ≤m−1 such that i ≡−2 j4ℓ
(mod n) and
i+ j22ℓ+1 ≡ 0 (mod n). (8)
For 1 ≤ i, j ≤ 2m−1 and 4 ∤ i, j, we have the following two 2-adic expansions
i = im−12m−1 + im−22m−2 + · · ·+ i12+ i0
and
j = jm−12m−1 + jm−22m−2 + · · ·+ j12+ j0,
where it , jt = 0 or 1, (i1, i0) 6= (0,0), and ( j1, j0) 6= (0,0).
Case 1: When ℓ≤ m2 −2, we have m+2ℓ≤ 2m−4 and
i+ j22ℓ+1 < n,
which implies that (8) does not hold.
Case 2: When ℓ= m2 −1, it can be shown that
i+ j22ℓ+1 ≡ jm−122m−2 + · · ·+ j12m +( j0 + im−1)2m−1 + · · ·+ i12+ i0 (mod n).
Recall that n = 22m−2 +22m−4 + · · ·+22 +1. Since m−1 is odd, we have
j0 + im−1 = 0 or j0 + im−1 = 2.
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If j0 + im−1 = 0, then j0 = im−1 = 0. Note that (i1, i0) 6= (0,0). It then follows that
i1 = i3 = · · ·= im−3 = 0, i0 = i2 = · · ·= im−2 = 1,
j1 = j3 = · · ·= jm−1 = 1, j2 = j4 = · · ·= jm−2 = 0.
Thus
i =
2m−1
3 and j =
2m+1−2
3 .
If j0 + im−1 = 2, then j0 = im−1 = 1 and
i+ j22ℓ+1 ≡ jm−122m−2 + · · ·+ j22m+1 +( j1 +1)2m + im−22m−2 + · · ·+ i12+ i0 (mod n).
We similarly have
i1 = i3 = · · ·= im−3 = 1, i0 = i2 = · · ·= im−2 = 0,
j1 +1 = j3 = · · ·= jm−1 = 1, j2 = j4 = · · ·= jm−2 = 0.
Then
i =
2m+1 +2m−1−1
3
and j = 2
m+1−5
3
.
Case 3: When ℓ= m2 , one can get i+ j22ℓ+1 ≡ ∆ (mod n), where
∆ = jm−322m−2 +( jm−4− jm−2)22m−3 + jm−522m−4 +( jm−6− jm−2)22m−5 +
· · ·+ j12m+2 +( j0− jm−2)2m+1+(im−1− jm−2)2m−1+ im−22m−2 +(im−3− jm−2)2m−3
+im−42m−4 + · · ·+ i222 +(i1− jm−2)2+(i0+ jm−1).
Note that
(im−1− jm−2)2m−1+im−22m−2+(im−3− jm−2)2m−3+im−42m−4+· · ·+i222+(i1− jm−2)2+(i0+ jm−1)≤ 2m.
It then follows that ∆ = 0. Thus i0 + jm−1 6= 1, i.e., i0 + jm−1 = 0 or 2. It also can be see that
jm−322m−2+( jm−4− jm−2)22m−3+ jm−522m−4+( jm−6− jm−2)22m−5+ · · ·+ j12m+2+( j0− jm−2)2m+1 = 0
and
jm−3 = jm−4− jm−2 = jm−5 = jm−6− jm−2 = · · ·= j1 = j0− jm−2 = 0. (9)
If i0 + jm−1 = 0, then i0 = jm−1 = 0, so i1 = 1. By ∆ = 0, we have
i2 = i4 = · · ·= im−2 = 0, i1− jm−2 = i3− jm−2 = · · ·= im−1− jm−2 = 0.
One can see j0 = 1 by j1 = 0. It then follows that
i1 = i3 = · · ·= im−1 = 1 and j0 = j2 = · · ·= jm−4 = jm−2 = 1.
Thus
i =
2m+1−2
3 and j =
2m−1
3 .
If i0 + jm−1 = 2, then i0 = jm−1 = 1. We claim that jm−2 = 1. Otherwise, j0 = j1 = 0 by (9), which is
a contradiction. We then have i1− jm−2 ≤ 0. It can be deduced that
i1− jm−2 +1 = 0, im−2 = im−4 = · · ·= i2 = 0,
im−1− jm−2 = im−3− jm−2 = · · ·= j0− jm−2 = 0.
Thus
i1 = 0, i3 = i5 = · · ·= im−1 = 1, and j0 = j2 = · · ·= jm−2 = 1.
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We conclude that
i =
2m+1−5
3 and j =
2m+1 +2m−1−1
3 .
Case 4: When ℓ > m2 , let ℓ=
m
2 +ε, where 1 ≤ ε ≤
m
2 −1. One can verify that i+ j22ℓ+1 ≡ ∆ (mod n),
where
∆ = jm−2ε−322m−2 + · · ·+ j12m+2ε+2 + j02m+2ε+1 + im−12m−1 +
· · ·+ i2ε+222ε+2 +(i2ε+1 + jm−1)22ε+1 + · · ·+(i0 + jm−2ε−2)< n.
It then follows that (8) does not hold.
Observe that Cases 1, 2, 3, and 4 contain all possible pairs (i, j) such that a∈Ci =C−2 j with 1≤ i, j ≤
2m−1. Thus,
J+(δ)
⋂
J−(δ) =


/0, if 2 ≤ δ ≤ 2m+1−23 ;
C2m−1
3
∪C2m+1−2
3
, if 2m+1−23 +1 ≤ δ ≤ 2
m+1+2m−1−1
3 ,
C2m−1
3
∪C2m+1−5
3
∪C2m+1−2
3
∪C2m+1+2m−1−1
3
, if 2m+1+2m−1−13 +1 ≤ δ ≤ 2m,
where the unions are disjoint. The desired conclusion is then straightforward from Lemma 12.
Proposition 15. When m ≥ 5 is odd and δ ≤ 2m, we have
|J+(δ)
⋂
J−(δ)|=


0, if 2 ≤ δ ≤ 2m+1−13 ;
2m, if 2m+1−13 +1 ≤ δ ≤ 2m−1;
3m, if δ = 2m.
Proof: Let
a ∈ J+(δ)
⋂
J−(δ).
Then there are integers i and j with 1 ≤ i, j ≤ 2m−1 such that a ∈Ci =C−q j. Thus i ≡ −2 j4ℓ (mod n)
and
i+ j22ℓ+1 ≡ 0 (mod n) (10)
for some integer ℓ with 0 ≤ ℓ≤ m−1
For 1 ≤ i, j ≤ 2m−1 and 4 ∤ i, j, we have the following two 2-adic expansions
i = im−12m−1 + im−22m−2 + · · ·+ i12+ i0
and
j = jm−12m−1 + jm−22m−2 + · · ·+ j12+ j0,
where it , jt = 0 or 1, (i1, i0) 6= (0,0), and ( j1, j0) 6= (0,0).
Case 1: When ℓ≤ m−32 , we have m+2ℓ≤ 2m−3 and
i+ j22ℓ+1 < n,
so (8) is impossible.
Case 2: When ℓ= m−12 , we have i+ j22ℓ+1 ≡ ∆ (mod n), where
∆ = jm−222m−2 +( jm−3− jm−1)22m−3 + jm−422m−4 +( jm−5− jm−1)22m−5 + · · ·+ j12m+1
+( j0− jm−1)2m+ im−12m−1 +(im−2− jm−1)2m−2 + im−32m−3 + · · ·+ i222 +(i1− jm−1)2+ i0.
It is clear from (10) that ∆ = 0 or n.
If ∆ = 0, then we have
i0 = i2 = · · ·= im−1 = 0, i1− jm−1 = i3− jm−1 = · · ·= im−2− jm−1 = 0,
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j1 = j3 = · · ·= jm−2 = 0, j0− jm−1 = j2− jm−1 = · · ·= jm−3− jm−1 = 0.
Thus
i1 = i3 = · · ·= im−2 = 1 and j0 = j2 = · · ·= jm−1 = 1.
It follows that
i =
2m−2
3 and j =
2m+1−1
3 .
If ∆ = n, then we have
i0 = i2 = · · ·= im−1 = 1, i1− jm−1 = i3− jm−1 = · · ·= im−2− jm−1 = 0,
j1 = j3 = · · ·= jm−2 = 1, j0− jm−1 = j2− jm−1 = · · ·= jm−3− jm−1 = 0.
• For i1 = 1, one can see that
i3 = i5 = · · ·= im−2 = 1 and j0 = i2 = · · ·= jm−3 = jm−1 = 1.
This leads to
i = j = 2m−1.
• For i1 = 0, it is easy to obtain that
i3 = i5 = · · ·= im−2 = 0 and j0 = i2 = · · ·= jm−3 = jm−1 = 0.
It then follows that
i =
2m+1−1
3 and j =
2m−2
3 .
Case 3: When ℓ≤ m+12 , let ℓ=
m−1
2 +ε, where 1≤ ε≤
m−1
2 . In this case, one can show that i+ j22ℓ+1 ≡∆
(mod n), where
∆ = jm−2ε−222m−2 + · · ·+ j02m+2ε + im−12m−1 + · · ·+ i2ε+122ε+1 +(i2ε+ jm−1)22ε
+ · · ·+(i1 + jm−2ε)2+(i0+ jm−2ε−1)< n.
Thus (10) does not hold.
By the discussions in Cases 1, 2, and 3, we have
J+(δ)
⋂
J−(δ) =


/0, if 2 ≤ δ ≤ 2m+1−13 ;
C2m−2
3
∪C2m+1−1
3
, if 2m+1−13 +1 ≤ δ ≤ 2m−1;
C2m−2
3
∪C2m+1−1
3
∪C2m−1, if δ = 2m,
where the unions are disjoint. The desired conclusion then follows from Lemma 13.
B. Parameters of cyclic Hermitian LCD codes C
Recall that Q = 4 and n = 4m−13 . Let C be the cyclic Hermitian LCD code of length n with generator
polynomial g(x) given by (7). Based on the preparations above on 4-cyclotomic cosets modulo n, the
dimension of the code C can be deduced.
Theorem 16. Let m ≥ 2 and 2 ≤ δ ≤ 2m. Let C be the quaternary cyclic Hermitian LCD code of length
n with generator polynomial g(x) given by (7). Then we have the following.
1) When m ≥ 2 is even, then C has length n = 4m−13 , dimension k, and minimum distance d ≥ δ+1+
⌊δ−12 ⌋, where
k =


4m−1
3 −2(δ−⌊δ−14 ⌋−1)m−1, if 2 ≤ δ ≤ 2
m+1−2
3 ;
4m−1
3 −2(δ−⌊δ−14 ⌋−2)m−1, if δ = 2
m+1+1
3 ;
4m−1
3 −2(δ−⌊δ−14 ⌋−3)m−1, if 2
m+1+1
3 +1 ≤ δ ≤ 2
m+1+2m−1−1
3 ;
4m−1
3 −2(δ−⌊δ−14 ⌋−4)m−1, if 2
m+1+2m−1−1
3 +1 ≤ δ ≤ 2m.
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2) When m ≥ 5 is odd, then C has length n = 4m−13 , dimension k, and minimum distance d ≥ δ+1+
⌊δ−12 ⌋, where
k =


4m−1
3 −2(δ−⌊δ−14 ⌋−1)m−1, if 2 ≤ δ ≤ 2
m+1−1
3 ;
4m−1
3 −2(δ−⌊δ−14 ⌋−2)m−1, if δ = 2
m+1+2
3 ;
4m−1
3 −2(δ−⌊δ−14 ⌋−3)m−1, if 2
m+1+2
3 +1 ≤ δ ≤ 2
m+1+2m−1+1
3 ;
4m−1
3 −2(δ−⌊δ−14 ⌋−4)m−1, if 2
m+1+2m−1+1
3 +1 ≤ δ ≤ 2m−1;
4m−1
3 −2(δ−⌊δ−14 ⌋− 92)m−1, if δ = 2m.
Proof: One can check that the following hold:
• |Cn−2i|= |Ci|,
• Cn−2i =Cn−2 j if and only if Ci =C j,
• Cn−2Qi =Cn−2i.
When m is even, by Lemma 12, we have
|J+(δ)|= |J−(δ)|=
{
(δ−1−⌊δ−14 ⌋)m, if 2 ≤ δ ≤ 2
m+1+1
3 ;
(δ−2−⌊δ−14 ⌋)m, if 2
m+1+1
3 +1 ≤ δ ≤ 2m.
The degree of generator polynomial g(x) of C is equal to
1+ |J+(δ)|+ |J−(δ)|− |J+(δ)
⋂
J−(δ)|.
The dimension k of the code C then follows from Proposition 14. It is known that Cn−2i =Cn−i/2 if 2 | i.
Then the set
{n−⌊
δ−1
2
⌋,n−⌊
δ−1
2
⌋+1, . . . ,n−1,0,n+1,n+2, . . .,n+δ−1}
is contained in the defining set of C . The desired conclusion on the minimum distance is then derived
from Lemma 1.
For odd m, the dimension k of the code C follows from Lemma 13 and Proposition 15 and the lower
bound on the minimum distance can be similarly obtained.
VI. HERMITIAN ORTHOGONAL DIRECT SUM MASKING
In this section, we present an application of Hermitian LCD codes in Hermitian orthogonal direct sum
masking (ODSM), which can ensure a protection against fault injection attack (FIA). It should be remarked
that ODSM was introduced in [3], [4].
Let GF(Q)n be a vector space over GF(Q) of dimension n and
GF(Q)n = C ⊕D
for two supplementary vector subspaces C and D . Suppose that the dimensions of C and D are k and
n− k. For a sensitive data x with k information symbols, let c = xG, where G is a generator matrix of
C . To protect x, n− k random information symbols are required, which are denoted by y. Let G′ be a
generator matrix of D . Denote
z = c+d,
where c = xG is called the coded sensitive data and d = yG′ is called the mask. In fact, x ∈ GF(Q)k and
y ∈ GF(Q)n−k.
The question is how to recover x from the state z. When C is a Hermitian LCD code, i.e., D = C⊥H ,
G′ = H, where H is the check matrix of C . In this case, we then have GH⊥H = 0 and
z = xG+ yH. (11)
15
Hence, the sensitive x and random y are recovered from z as follows:
x = zG⊥H(GG⊥H)−1, (12)
y = zH⊥H(HH⊥H)−1. (13)
Given a FIA, the state z may be modified into z+ ε. By (11), we similarly have ε = eG+ f H, where
e ∈ GF(Q)k and f ∈ GF(Q)n−k. The task now is to check whether or not the modification appears. For
the purpose of the protection of the sensitive data x, we should avoid computing x by (12). The variable
y is random and does not carry any exploitable information. Hence, the harmless verification strategy is
to check the following:
(z+ ε)H⊥H(HH⊥H)−1 ?= y.
It is clear that the equality holds if and only if f = 0, i.e., ε ∈ C . We conclude that the fault can not be
detected if ε ∈ C \{0}. In fact, we have proved the following theorem.
Theorem 17. Let d be the minimum distance of C . The fault ε must be detected if its Hamming weight
is less than d.
Theorem 17 indicates that the Hermitian LCD codes with great minimum distances are desirable to
improve the resistance against FIA.
Example 2. Let C be the quaternary Hermitian LCD code of parameters [9,2,6], which was given in the
first case of Example 1. The generator polynomial of C is
g(x) = X7 +X6 +X4+X3 +X +1 ∈ GF(4)(X)
and the corresponding generator matrix is
G =
(
1 1 0 1 1 0 1 1 0
0 1 1 0 1 1 0 1 1
)
2×9
.
It then follows that the check matrix of C is
H =


1 1 1 0 0 0 0 0 0
0 1 1 1 0 0 0 0 0
0 0 1 1 1 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 1 1 1 0 0
0 0 0 0 0 1 1 1 0
0 0 0 0 0 0 1 1 1


7×9
.
Let GF(4) = {0,1,ω,ω2}, where ω is a root of X2 + X + 1 ∈ GF(2)(X). Let x = (1,ω) and y =
(1,1,1,1,1,1). Then
z = xG+ yH = (0,ω2,ω2,0,ω,ω2,0,ω2,ω2).
1) If ε1 = (ω,0,ω,ω,0,ω,ω,0,ω), then
(z+ ε1)H⊥H(HH⊥H)−1 = (1,1,1,1,1,1,1) = y.
In this case, ε1 can not be detected as ε1 ∈ C .
2) If ε2 = (0,1,0,0,1,0,0,0,0), then
(z+ ε2)H⊥H(HH⊥H)−1 = (1,0,0,1,1,1,1) 6= y.
It then follows that ε2 is detected as the Hamming weight of ε2 is less than 6 (minimum distance
of C ).
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VII. CONCLUDING REMARKS
The main contributions of this paper are the following:
1) A general construction of cyclic Hermitian LCD codes via generator polynomials was given in
Theorem 3.
2) The constructions of Hermite LCD cyclic codes of three different lengths were presented and their
parameters were investigated (See Theorems 7, 11, 16). The dimensions of Hermite LCD cyclic
codes were settled and the lower bounds on their minimum distances were obtained from the BCH
bound.
3) An application of Hermitian LCD codes in Hermitian ODSM was proposed, which can ensure a
protection against FIA.
Generally, it is an extremely hard work to determine the minimum distances of these cyclic Hermitian
LCD codes. The importance of the minimum distance of the Hermitian LCD codes was exhibited in
providing the protection against FIA. The reader is thus cordially invited to study the minimum distances
of the codes presented in this paper.
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