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HIGHER-DIMENSIONAL ATTRACTORS WITH ABSOLUTELY
CONTINUOUS INVARIANT PROBABILITY
CARLOS BOCKER AND RICARDO T. BORTOLOTTI
Abstract. Consider a dynamical system T : Tu × Rd → Tu × Rd given by
T (x, y) = (E(x), C(y) + f(x)), where E is a linear expanding map of Tu, C
is a linear contracting map of Rd and f is in C2(Tu,Rd). We prove that if T
is volume expanding and u ≥ d, then for every E there exists an open set U
of pairs (C, f) for which the corresponding dynamic T admits an absolutely
continuous invariant probability.
A geometrical characteristic of transversality between self-intersections of
images of Tu × {0} is present in the dynamic of the maps in U . In addition,
we give a condition between E and C under which it is possible to perturb f
to obtain a pair (C, f˜) in U .
1. Introduction
In the study of ergodic theory, hyperbolic attractors for smooth invertible maps
admits only singular invariant measures with respect to volume, since they have
zero Lebesgue measure [5]. For non-invertible maps, absolutely continuous invariant
measures do exist and are usually associated with the positivity of the Lyapunov
exponents (see [1, 7, 10]).
There are attractors on surfaces with one negative Lyapunov exponent that
admit absolutely continuous invariant probabilities. Fat backer maps [2] and fat
solenoidal attractors [3, 11] are examples of such maps.
In the present work, we study higher-dimensional attractors with d negative
Lyapunov exponents that admit absolutely continuous invariant measures.
We consider volume expanding skew-products T : Tu × Rd → Tu × Rd given by
T (x, y) =
(
E(x), C(y) + f(x)
)
where E : Tu → Tu is an expanding map, induced by a linear map E : Ru → Ru
that preserves the lattice Zu, Tu = Ru/Zu, C a linear contracting map of Rd and
f is a C2 function of Tu into Rd.
Considering some constantK > 0 for whichM = Tu×[−K,K]d satisfies T (M) ⊂
M we get the attractor Λ = ∩n≥0T n(M). Since the restriction of T to Λ is a
transitive hyperbolic endomorphism, it admits a unique SRB measure µT supported
on Λ. The goal of this work is to give conditions that guarantee the absolute
continuity of µT with respect to the volume measure of T
u × Rd.
Let E(u) be the set of linear expanding maps of Tu and C(d) the set of linear
contractions of Rd. Denoting T = T (E,C, f), the first result in this work is:
Theorem A. Given integers u ≥ d and an expanding map E ∈ E(u), there exists
a nonempty open subset U of C(d) × C2(Tu,Rd) such that the corresponding SRB
measure µT of every map T = T (E,C, f) for (C, f) ∈ U is absolutely continuous
with respect to the volume of Tu × Rd.
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Two features of non-invertible maps are important along the proof of Theorem A
in order to obtain absolute continuity of the invariant measure: volume-expansion of
the dynamic and transversal overlaps between the images of subsets of the domain
(see Theorem D).
Given E ∈ E(u), let us consider the following subset C(d;E) of C(d):
C(d;E) =
{
C ∈ C(d), | detC| > | detE|−1 and ‖C‖ < ‖E
−1‖−1
| detE| 1u−d+1
}
.
We prove that absolute continuity of µT is generic for T = T (E,C, f) with
(C, f) ∈ C(d;E)×C2(Tu,Rd). More precisely, given a finite family of perturbations
φ1, · · · , φs, for each t = (t1, · · · , ts) ∈ Rs we consider the function ft = f + t1φ1 +
· · ·+ tsφs and the corresponding dynamic Tt(x, y) = (E(x), C(y) + ft(x)).
Theorem B. Given integers u ≥ d, E ∈ E(u), C ∈ C(d;E), there exists functions
φk ∈ C∞(Tu,Rd), k = 1, 2, . . . , s, such that for any f ∈ C2(Tu,Rd) the set of pa-
rameters t = (t1, . . . , ts) for which the corresponding SRB measure µTt is absolutely
continuous has full Lebesgue measure.
Since the maps C in C(1) are multiplications by a scalar λ, when E is multiple
of the identity the set C(d;E) is exactly the set (| detE|−1, 1). So Theorem B has
the following consequence.
Corollary C. Given an integer u ≥ 1, a linear expanding map E ∈ E(u) that is
multiple of the identity, λ ∈ (| detE|−1, 1) and C : R→ R given by C(y) = λy, there
exists functions φk ∈ C∞(Tu,R), k = 1, 2, . . . , s, such that for any f ∈ C2(Tu,R)
the set of t = (t1, . . . , ts) for which the corresponding SRB measure µTt is absolutely
continuous has full Lebesgue measure.
It is interesting to note that the condition λ ∈ (| detE|−1, 1) includes values of
λ arbitrarily close to 1. This condition on λ is the optimal one in order to expect
absolute continuity of the invariant measure, because if λ < | detE|−1 then the
map T is volume contracting, which implies that the attractor Λ has null volume
and that every invariant measure supported in Λ must be singular.
The proofs of Theorems A and B are based on an idea of transversality between
unstable manifolds, similar to the one in [11]. The set of maps U is exactly the set
of dynamics T satisfying such condition of transversality (see Definitions 2.1 and
2.2). We will see that the transversality condition implies the absolute continuity
of µT and is generic under the assumptions of Theorem B. The case u = d = 1 is
the one treated in [11].
This method of transversality was introduced in the dynamical systems for sur-
face endomorphisms in [11, 12]. A similar idea can be applied to partial hyperbolic
dynamical systems in order to prove the existence and finiteness of physical mea-
sures [4, 12], what is conjectured to be valid for a typical dynamical system [8].
In Section 2, we give the definitions, including the transversality condition, and
the statements of this work. In Section 3, we prove that the transversality condition
implies the absolute continuity of the SRB measure, giving estimates on the L2-
regularity of this measure. In Section 4, we prove that the transversality condition
is generic under the assumption that C ∈ C(d;E).
HIGHER-DIMENSIONAL ATTRACTORS WITH ACIP 3
2. Definitions and statements
Let us fix some notations evolving the partition of the basis that codify the action
of the expanding map E in Tu. Codifying this dynamic will be important to define
the transversality condition and the generic families of perturbations.
Given integers u and d, we consider the dynamic T = T (E,C, f) : Tu × Rd →
T
u × Rd given by
T (x, y) =
(
E(x), C(y) + f(x)
)
, (1)
where E ∈ E(u) is an expanding map whose lift E : Ru → Ru is a linear map
preserving the lattice Zu, C ∈ C(d) is a linear contracting map, that is, ‖C(v)‖ <
‖v‖ for every v ∈ Rd and f ∈ C2(Tu,Rd). We suppose in the whole text that T
is volume expanding, which means that E and C satisfy | detE detC| > 1. If T is
not volume expanding then the attractor has zero volume and supports no absolute
continuous invariant measure.
Let R = {R(1), · · · ,R(r)} be a fixed Markov partition for E, that is, R(i) are
disjoint open sets, the interior of each R(i) coincides with R(i), E|R(i) is one-to-one,⋃
iR(i) = Tu and E(R(i))∩R(j) 6= ∅ implies that R(j) ⊂ R(i). It is a well-known
fact that Markov partitions always exists for expanding maps (see [6] for example).
Let us suppose that diam(R) < γ, where γ > 0 is a constant such that: for every
x ∈ Tu and y ∈ E−1(x) there exists a unique affine inverse branch gy,x : B(x, γ)→
T
u such that gy,x(x) = y and E(gy,x(z)) = z for every z ∈ B(x, γ).
Consider the set I = {1, · · · , r} and In the set of words of length n with letters
in I, 1 ≤ n ≤ ∞. Denoting by a = (ai)ni=1 a word in I
n
, define In the subset of
words a = (ai)
n
i=1 with the property that
E(R(ai+1)) ∩R(ai) 6= ∅ for every 0 ≤ i ≤ n− 1 .
Consider the partition Rn := ∨n−1i=0 E−i(R) and, for every a ∈ I
n
, the sets
R(a) = ∩n−1i=0 E−i(R(an−i)) in Rn, which are nonempty if and only if a ∈ In.
The truncation of a = (aj)
n
j=1 to length 1 ≤ p ≤ n is denoted by [a]p = (aj)pj=1.
For any x ∈ Tu, let us fix some π(x) ∈ I such that x ∈ R(π(x)) (it is unique
for almost every x ∈ Tu). For any c ∈ Ip, 1 ≤ p < ∞, we consider In(c) the set
of words a ∈ In such that En(R(a)) ∩ R(c) 6= ∅. Define In(x) := In(π(x)), for
a ∈ In(x), denote by a(x) the point y ∈ R(a) that satisfies En(y) = x.
For any a ∈ In and 1 ≤ n <∞ we consider the set D(a) := {x ∈ Tu|a ∈ In(x)},
which is a union of rectangles of the Markov partition. The image of R(a) × {0}
by T n is the graph of the function S(·, a) : D(a)→ Rd given by
S(x, a) :=
n∑
i=1
Ci−1f(En−i(a(x))) =
n∑
i=1
Ci−1f([a]i(x)) (2)
Consider the sets I∞(x) = {a ∈ I∞ such that [a]i ∈ Ii(x) for every i ≥ 1}
and D(a) := {x ∈ Tu|a ∈ I∞(x)} for a ∈ I∞. If a ∈ I∞(x), we define S(x, a) =
limn→∞S(x, [a]n). The restriction of S(·, a) to each atom of the partition R is
uniformly bounded in the C2-topology, so it can be extended to the closure as a C2
function redefining it on the border, which we denote by Sc(·, a).
In the first part of the work, we define the transversality condition that implies
the absolute continuity of the SRB measure of the dynamic T , this transversality
will be defined evolving the smallest singular value of the difference between two
linear maps.
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Given a linear map A : Ru → Rd, denote by
m(A) := sup
dimW=d
inf
‖v‖=1,v∈W
‖A(v)‖
the smallest singular value of A. Consider the constants µ = ‖E−1‖−1, µ = ‖E‖,
λ = ‖C−1‖−1, λ = ‖C‖, which are the minimum and maximum rates of expansion
(or contraction) of E (or C). Consider N = | detE| the degree of the expanding
map, J = | detE detC| the Jacobian of T . Consider also α0 = ‖f‖C21−‖C‖ and θ = λµ−1.
Definition 2.1. Given T = T (E,C, f) as above, integers 1 ≤ p, q <∞, c ∈ Ip and
a,b ∈ Iq(c), we say that a and b are transversal on c if
m(DSc(x, a)−DSc(y,b)) > 3θqα0 (3)
for every x, y ∈ R(c).
In order to obtain the absolute continuity of the SRB measure, it will be used a
condition of transversality between the graphs S(x, a) for a big amount of pairs of
a’s.
Definition 2.2. Given T as above, define the integer τ(q) by
τ(q) = min
p≥1
max
c∈Ip
max
a∈Iq(c)
#{b ∈ Iq(c)| a is not transversal to b on c} . (4)
We say that it holds the transversality condition if for some integer q ∈ N we
have τ(q) < Jq.
The transversality condition means that for each q and a ∈ I∞ the number of
b’s that are not transversal to [a]q may increase with q at most at a rate smaller
than Jq (note that 1 ≤ τ(q) ≤ N q). This condition is used to estimate a regularity
of the SRB measure, which will give its absolute continuity. The main step in the
proof of Theorem A corresponds to the following Theorem.
Theorem D. Given T = T (E,C, f) satisfying the transversality condition, there
exists a neighborhood U ⊂ C(d;E) × C2(Tu,Rd) of (C, f) such that for every
(C˜, f˜) ∈ U the corresponding SRB measure µT˜ of T˜ = T (E, C˜, f˜) is absolutely
continuous with respect to the volume of Tu × Rd and its respective density is in
L2(Tu × Rd).
For every u ≥ d, we also verify that there exists dynamic T = T (E,C, f) with
C ∈ C(d) that satisfies the transversality condition, even if C /∈ C(d,E). This is
due to the following:
Proposition 2.3. Given u ≥ d, integers µ1, · · · , µu ≥ 1, u1, · · · , ud such that
u1+ · · ·+ ud = u and real numbers λi ∈
(
µ−uii , 1
)
. Consider Tu = Tu1 × · · · ×Tud ,
the expanding map E : Tu → Tu, E(x1, · · · , xd) = (µ1x1, · · · , µdxd), and the
contracting map C : Rd → Rd, C(y1, · · · , yd) = (λ1y1, · · · , λdyd). Then there exists
a function f ∈ C2(Tu,Rd) for which the corresponding map T = T (E,C, f) satisfies
the transversality condition.
In the last part of the work, we deal with families of perturbations that give a
dynamic satisfying the transversality condition.
Given f0 ∈ C2(Tu,Rd) and functions φ1, · · · , φs ∈ C∞(Tu,Rd), for any s-uple
of parameters t = (t1, · · · , ts), we will consider the corresponding function ft(x) =
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f0(x) +
∑m
k=1 tkφk(x) and the corresponding dynamic Tt = T (E,C, ft). For words
a ∈ In(x), 1 ≤ n ≤ ∞, we have also the corresponding S(x, a; t).
For a point x ∈ Tu and a sequence σ = (a0, a1, · · · , ak) of words in I∞(x), we
consider the affine map ψx,σ : R
s → (Rud)k defined by
ψx,σ(t) =
(
DS(x, ai; t)−DS(x, a0; t)
)
i=1,··· ,k
Each entry of ψx,σ corresponds to the difference between the images of T
q
t
restricted
to R(ai)× {0} and to R(a0)× {0}.
Let us denote by Jacψx,σ(t) the supremum of the Jacobian of the restrictions of
ψx,σ to k-dimensional subspaces: Jac(ψx,σ)(t) = supdimL=k | detDψx,σ(t)|L|.
The following definition is important in the proof of Theorem B, because corre-
sponds to the kind of family Tt that we shall construct in order to prove that the
transversality condition is generic.
Definition 2.4. For every integer n ≥ 1, we say that the family Tt is n-generic on
A ⊂ Tu if the following holds: for any x ∈ A, for every D ≥ n3 and any sequence
(a0, a1, · · · , aD) of D words in I∞(x) such that [ai]n are distinct, taking κ = ⌊ D2n⌋,
there exists a subsequence σ = (b0,b1, · · · ,bκ) of {ai} of length κ + 1 such that
b0 = a0 and Jac(ψx,σ)(t) >
1
2 for every t ∈ Rm.
The proof of Theorem B is divided into 2 parts: one corresponds to the con-
struction of functions φ1, · · · , φs for which the family T nt is generic for some large
value of n (Proposition 2.5) and the other to check that the transversality condition
is valid for almost every parameter t for a certain generic family (Proposition 2.6).
Then, Theorem B follows as consequence of Propositions 2.5 and 2.6.
Proposition 2.5. Given u ≥ d, E ∈ E(u), C ∈ C(d;E), there exists an integer
n0 such that for every n ≥ n0 there exists functions φk ∈ C∞(Tu,Rd), 1 ≤ k ≤ s,
such that for every f0 ∈ C2(Tu,Rd) the corresponding family T nt is n-generic on
T
u.
For fixed E,C define the set
T =
{
f ∈ C2(Tu,Rd), lim sup
q→∞
log τ(q)
q
≥ log J
}
.
If f is not in T , then the dynamic T = T (E,C, f) satisfies the transversality
condition and there exists some integer q0 such that τ(q) < J
q for every q ≥ q0.
The construction of generic families will be used to verify that for every f0 ∈
C2(Tu,Rd) there exists a finite dimensional subspace H ⊂ C2(Tu,Rd) such that
the transversality condition is valid for the dynamic corresponding to almost every
g ∈ f0 +H .
Proposition 2.6. Given u ≥ d, E ∈ E(u) and C ∈ C(d;E), there exists functions
φk ∈ C∞(Tu,Rd), 1 ≤ k ≤ s, such that for every f0 ∈ C2(Tu,Rd) the set of
parameters t ∈ Rs for which ft is in T has zero Lebesgue measure.
3. Absolute continuity of the SRB measure
3.1. The semi-norm. In order to obtain the absolute continuity of the measure
µT , we will use a semi-norm that measures the regularity of the measure, in a
similar way to the L2-norm of the density function. In this Section, we will state
some tools that will be used to prove Theorem D.
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Let us denote by md the usual Lebesgue measure on R
d, m the normalized
Lebesgue measure on Tu and π1 : T
u × Rd → Tu the projection into the first
coordinate.
Definition 3.1. Given finite measures µ1 and µ2 on R
d and r > 0, we define the
bilinear form
〈µ1, µ2〉r =
∫
Rd
µ1(B(x, r))µ2(B(x, r)) dmd(x) (5)
where B(z, r) ⊂ Rd is the ball of radius r centered in z. The norm ‖µ‖r of the
finite measure µ is defined by
‖µ‖r =
√
〈µ, µ〉r.
The value of ‖µ‖r when r tends to 0 is related to the L2-norm of the density of
µ, as the following lemma states.
Lemma 3.2. There exists a constant Cd such that if a finite measure µ on R
d
satisfies
lim inf
r→0+
‖µ‖r
rd
<∞,
then µ is absolutely continuous with respect to the Lebesgue measure on Rd, its
density dµdmd is in L
2(Rd) and satisfies ‖ dµdmd ‖L2(Rd) ≤ Cd lim infr→0+
‖µ‖r
rd
.
Proof. Let Cd be the constant such that md(B(z, r)) = C
−1
d r
d for every z ∈ Rd
and every r > 0.
Define the function Jr(z) =
µ(B(z,r))
md(B(z,r))
and note that ‖Jr‖L2(Rd) = Cd ‖µ‖rrd . Then
the condition lim infr→0+
‖µ‖r
rd
< ∞ imply that there exists a uniformly bounded
subsequence of Jr in L
2(Rd) with r → 0+. Thus we can consider a subsequence rn
such that Jrn converges weakly to some J∞ ∈ L2, following that∫
Rd
φJ∞ dmd = lim
n→∞
∫
Rd
φJrn dmd =
∫
Rd
φdµ
for every continuous function φ with compact support. So we have dµdmd (z) = J∞(z)
and
‖ dµ
dmd
‖L2(Rd) ≤ Cd lim inf
r→0+
‖µ‖r
rd

Given any finite measure µ on Tu×Rd, we consider {µx}x∈Tu the disintegration
of µ with respect to the partition of Tu ×Rd into {x}×Rd, x ∈ Tu. We will define
a semi-norm for measures on Tu × Rd integrating the norm ‖µx‖r into the torus
T
u.
Definition 3.3. Given a finite measure µ on Tu × Rd and r > 0, we define the
semi-norm |||µ|||r by
|||µ|||2r =
∫
Tu
‖µx‖2r
r2d
dm(x) (6)
As a consequence of Lemma 3.2 we have a criterion of absolute continuity for
measures µ on Tu × Rd, provided by the following:
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Corollary 3.4. There exists a constant Cd such that if a finite measure µ on
T
u × Rd satisfies (π1)∗µ = m and
lim inf
r→0+
|||µ|||r <∞,
then µ is absolutely continuous with respect to the volume v = m×md on Tu×Rd, its
density dµdv is in L
2(Tu × Rd) and satisfies ‖ dµdv ‖L2(Tu×Rd) ≤ Cd lim infr→0+ |||µ|||r.
Proof. From Fatou’s inequality, we have∫
Tu
lim inf
r→0
‖µx‖2r
r2d
dm(x) ≤ lim inf
r→0
∫
Tu
‖µx‖2r
r2d
dm(x) <∞.
This inequality and the previous lemma imply that, for Lebesgue almost every
x ∈ Tu, µx is absolutely continuous with respect to the Lebesgue measure on Rd
and the density function gx satisfies ‖gx‖L2(Rd) ≤ Cd lim infr→0 ‖µx‖rrd .
Defining g : Tu × Rd → R by g(x, y) = gx(y), we have g ∈ L2(Tu × Rd) with
‖g‖2L2(Ru×Rd) ≤ C2d lim infr→0+
∫
Tu
‖µx‖2r
r2d
dm(x) and
∫
Tu×Rd
φ(x, y)g(x, y) dm(x)dmd(y) =
∫
Tu
[∫
Rd
φ(x, y)gx(y)dmd(y)
]
dm(x)
=
∫
Tu
∫
Rd
φ(x, y) dµx(y)dm(x)
=
∫
Tu×Rd
φ(x, y) dµ(x, y)
for every continuous function φ with compact support on Tu ×Rd. Above we used
that µˆ = (π1)∗µ = m in the disintegration of µ with respect to the partition into
sets {x}×Rd. Then, µ is absolutely continuous with respect to the volume measure
on Tu × Rd and g = dµdv . 
3.2. Useful lemmas on the transversality. In the following we will state a
quantitative lemma of change of variables by maps g satisfying m(Dg(x)) ≥ δ.
Lemma 3.5. Given an open convex set U ⊂ Ru, g ∈ C2(U,Rd) with ‖g‖C2 ≤ 2α0
and a real number δ > 0 such that diam(U) ≤ δ/4α0 and m(Dg(x)) ≥ δ for every
x ∈ U . Then there exists a constant Cδ > 0 such that
mu(g
−1B(z, r)) < Cδrd (7)
for every z ∈ Rd and every r > 0.
Proof. Let us first suppose that u = d. Using the convexity of U and the Taylor
Formula, for x 6= y ∈ U we have g(y) = g(x) + Dg(x)(y − x) + θ(y − x), where
‖θ(y − x)‖ ≤ α0‖y − x‖2. This implies that
‖g(y)− g(x)‖ ≥ δ‖y − x‖ − 2α0‖y − x‖2 =
(
δ/2− α0‖y − x‖
)
‖y − x‖ > 0.
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Hence g is injective, which implies that it is a diffeomorphism into the image.
By the Change of Variables Theorem, for every z ∈ Rd and r > 0 we have:
md(g
−1(B(z, r))) =
∫
g−1(B(z,r)∩g(U))
1 dmd(x)
=
∫
B(z,r)∩g(U)
| detDg−1(y)| dmd(y)
≤ δ−dC−1d rd
Now, suppose that u > d. Fix a point a0 ∈ U , then there is a d-dimensional
subspace W ⊂ Ru such that m(Dg(a0)|W ) ≥ δ. As diam(U) < δ/4α0 and ‖g‖C2 ≤
2α0, we have m(Dg(x)|W ) ≥ δ/2 for every x ∈ U .
For every a ∈ Ru, we denote Wa := a+W = {a+x ∈ Ru : x ∈W} and consider
the usual orthogonal projection πW⊥ : R
u → W⊥, for each y ∈ πW⊥(U) define
Uy =Wy∩U and hy := g|Uy . So, hy is a C2 transformation such that ‖hy‖C2 ≤ 2α0
and m(Dhy(x)) ≥ δ/2 for every x ∈ Uy. Therefore hy is a diffeomosphism over the
image hy(Uy) and
md(h
−1
y (B(z, r))) ≤ δ−dC−1d rd
for every z ∈ Rd.
Finally, we use that diam(π(U)) < δ/4α0 and Fubini’s Theorem:
mu(g
−1(B(z, r))) =
∫
pi
W⊥
(U)
md(h
−1
y (B(z, r))) dmu−d(y)
≤ mu−d(πW⊥(U))δ−dC−1d rd
≤ C−1u−d
( δ
8α0
)u−d
δ−dC−1d r
d = Cδr
d
for every z ∈ Rd and r > 0. 
Lemma 3.6. Given c in Ip and a, b ∈ Iq(c), if a and b are transversal on c, then
m(DSc(x,au)−DSc(x, bv)) > θqα0
for every x ∈ R(c) and every u ∈ I∞(a) and v ∈ I∞(b).
Proof. For every unitary vector v ∈ Ru, we have∣∣∣∣(DSc(x, au)−DSc(x, a))v∣∣∣∣ = ∣∣∣∣ ∞∑
i=q+1
Ci−1Df
(
[au]i(x)
)
E−iv
∣∣∣∣ ≤ ‖C‖q‖E−1‖qα0
Analogously, we also have ‖(DSc(x,bv) −DSc(x,b))v‖ ≤ ‖C‖q‖E−1‖qα0. By
assumption, there is a d-dimensional subspace W ⊂ Rd such that ‖(DSc(x, a) −
DSc(x,b))w > 3θ
qα0‖w‖ for every w ∈ W .
Reminding that θ = ‖C‖‖E−1‖, for every vector w ∈W we have
‖(DSc(x, au)−DSc(x,bv))w‖ ≥ ‖(DSc(x, a)−DSc(x,b))w‖−
− ‖(DSc(x, au)−DSc(x, a))w‖ − ‖(DSc(x,bv)−DSc(x,b))w‖
> 3θqα0‖w‖ − θqα0‖w‖ − θqα0‖w‖ = θqα0‖w‖.
It follows what we want taking the infimum on w. 
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3.3. Symbolic description of µT . Let us give a symbolic description of the dy-
namic T and of the measure µT . Consider Mˆ =
⊔
i∈I R(i)× I∞(R(i)) ⊂ Tu × I∞
and Tˆ : Mˆ → Mˆ given by
Tˆ (x, a) = (E(x), π(x)a) (8)
Tˆ is well defined, because if a ∈ I∞(x) then π(x)a ∈ I∞(E(x)). Moreover, for
a ∈ I∞(x), we have the relation
S(E(x), π(x)a) = f(x) + C(S(x, a)). (9)
This implies that Tˆ is semi-conjugated to T , that is, T ◦ h = h ◦ Tˆ , where the
semi-conjugation h : Mˆ → Tu × Rd is given by
h(x, a) = (x, S(x, a)) (10)
Considering the numbers Pij =
1
N if R(i) ⊂ E(R(j)) and Pij = 0 otherwise.
The probability µˆ on Tu × I∞ is defined for any U ⊂ R(i) and any cylinder V =
[1; a1, . . . , an] as
µˆ(U × V ) := m(U)Pia1Pa1a2 . . . Pan−1an (11)
and extended to the measurable subsets of Tu× I∞. Note that µˆ(Mˆ) = 1. We will
check that h∗µˆ is the SRB measure of T .
Lemma 3.7. The measure h∗µˆ is the SRB measure of T .
Proof. For every integers n ≥ 1 and k ≥ 0 we have:
Tˆ−n−k(U × [1; a1, · · · , an]) = E−k
(
E−n(U) ∩ E−n+1(R(a1)) ∩ · · · ∩ R(an)
)× I∞
It follows that µˆ is an invariant probability for Tˆ , because for any U ⊂ R(i)
µˆ(Tˆ−1(U × [1; a1, . . . , an])) = µˆ(
(R(a1) ∩ E−1(U))× [1; a2, a3, . . . , an])
= Pia1m(U)Pa1a2 . . . Pan−1an = µˆ(U × [1; a1, . . . , an]).
To see that µˆ is mixing for Tˆ , for any sets A1, A2 of the form U × [1; a1, . . . , an]
with U ⊂ R(j) we consider an integer N ≥ 1 such that Tˆ−N(Ai) = U˜Ai × I∞ for
i = 1, 2. Since m is mixing for E and µˆ(U˜Ai) = µˆ(Tˆ
−N(U˜Ai)) = µˆ(U˜Ai × I∞) =
m(U˜Ai), we have:
µˆ(Tˆ−kA1 ∩ A2) = µˆ(Tˆ−N−k(A1) ∩ Tˆ−N(A2)) = µˆ
(
(E−kU˜A1 × I∞) ∩ (U˜A2 × I∞)
)
= m(E−kU˜A1 ∩ U˜A2)→ m(U˜A1)m(U˜A2) = µˆ(A1)µˆ(A2).
For measurable subsets A1, A2, one proves that µˆ(Tˆ
−kA1 ∩ A2) → µˆ(A1)µˆ(A2)
from standard arguments approximating of A1, A2 by finite unions of sets as above.
So the measure h∗µˆ is invariant and ergodic with respect to T . Since (π1)∗h∗µˆ =
m we get that m(π1(B(h∗µˆ))) = 1, where B(h∗µˆ) is the basin of h∗µˆ. Finally, note
that if (x, y) ∈ B(h∗µˆ) then the whole set {x}×Rd is in B(h∗µˆ) because the vertical
fibers are stable manifods for T . Then B(h∗µˆ) has full volume in Tu×Rd, implying
that h∗µˆ is the SRB measure of T . 
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3.4. The Main Inequality. The transversality between a and b on c gives an
estimate on the integral of 〈T q∗µa(x), T q∗µb(x)〉r over P (c).
Proposition 3.8. Let c ∈ Ip and a, b ∈ Iq(c). If a and b are transversal on c,
then there exists a constant C1 > 0, depending on q, such that∫
R(c)
〈T q∗µa(x), T q∗µb(x)〉r dm(x) ≤ C1r2d (12)
for all r > 0.
Proof. Denoting the indicator function of the ball B(0, r) ⊂ Rd by 1r, and define
I := ∫R(c) 〈T q∗µa(x), T q∗µb(x)〉r dm(x). For x ∈ R(c), we have:
〈T q∗ (µa(x)), T q∗ (µb(x))〉r =
∫
Rd
T q∗ (µa(x))(B(z, r))T
q
∗ (µb(x))(B(z, r)) dmd(z)
=
∫
Rd
∫
Rd
∫
Rd
1r(z1 − z2)1r(t− z) d(T q∗µa(x)(z1)× T q∗µb(x)(z2)) dmd(z)
≤ Cdrd
∫
Rd
∫
Rd
12r(z1 − z2) d(T q∗ µa(x) × T q∗µb(x))(z1, z2)
A symbolic description for µx is given by µx = (hx)∗(µˆx), where hx(a) = S(x, a)
and µˆx([1; a1, . . . , an]) = Ppi(x)a1Pa1a2 . . . Pan−1an . In particular, µx is constant in
each R(i). Considering Ψa : I∞(a(x))→ {x}×Rd given by Ψa(u) = (x, S(x, au)),
it is valid that Ψa(u) = (T
q ◦ h)(a(x),u) for all u ∈ I∞(a(x)), and so that
(Ψa)∗µˆa(x) = T
q
∗ (ha(x))∗µˆa(x) = T
q
∗µa(x). Analogously, we have that (Ψb)∗µˆb(x) =
T q∗µb(x), where Ψb(b(x),v) = (x, S(x,bv)).
Take (z1, z2) = (Ψa,Ψb)(u,v) and denote Ia,b(x) = I
∞(a(x))× I∞(b(x)) , then
〈T q∗ (µa(x)), T q∗ (µb(x))〉r is at most
Cdr
d
∫
Ia,b(x)
12r(Sc(x, au)− Sc(x,bv)) d(µˆa(x) × µˆb(x))(u,v)
Integrating on R(c), we have:
I ≤ Cdrd
∫
Ia,b(x)
m(x ∈ R(c), ‖S(x, au)−S(x,bv)‖ < 2r) dµˆa(x)dµˆb(x)(u,v) (13)
To finish, it is enough to prove the following claim.
Claim 3.9. There exists a constant C2 > 0, depending on q, such that
m(x ∈ R(c) : ‖S(x,au)− S(x, bv)‖ < 2r) ≤ C2rd
for every u and v such that au ∈ I∞(c) and bv ∈ I∞(c).
Proof of Claim 3.9. For every x ∈ R(c), a ∈ In(c), 1 ≤ n ≤ ∞ and 1 ≤ j ≤ n are
well defined the maps haj,x := g[a]j(x),[a]j−1(x) ◦ . . . g[a]1(x),x : B(x, γ)→ Tu and
Ŝ(·, a(x)) =
n∑
j=1
Cj−1 ◦ f ◦ haj,x : B(x, γ)→ Rd, (14)
Fix some x0 ∈ R(c) and define g : B(x0, γ) ⊃ R(c)→ Rd by
g(x) := Ŝ(x, au(x0))− Ŝ(x,bv(x0)). (15)
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Since S(·, au)|R(c) and S(·,bv)|R(c) coincide with the restrictions of Ŝ(·, au(x0))
and Ŝ(·,bv(x0)) to R(c), we have that m(Dg(x)) > θqα0 for every x ∈ R(c). We
also have that ‖g‖C2 ≤ 2α0. Defining δ = θqα0 and considering a covering of
R(c) with at most M = ⌊(8α0/δ)u⌋ balls centered in points in R(c) with radius at
most δ/4α0, for each of such balls U we apply Lemma 3.5 to g|U , obtaining that
mu((g|U )−1B(0, 2r)) < Cδrd. Consequently, it follows that
m({x ∈ R(c), ‖S(x, au)− S(x,bv)‖ < 2r}) ≤MCδrd = C2rd

Putting together Claim 3.9 and (13), we have that
I ≤ CdrdC2rd = C1r2d

The main step to prove Theorem A is given by the following inequality.
Proposition 3.10 (Main Inequality). For every integer 1 ≤ q <∞, it is valid
|||µ|||2r ≤
τ(q)
Jq
|||µ|||2λ−qr + C1 (16)
for all r > 0.
Proof. Given q, fix an integer p0 large enough such that
τ(q) = max
c∈Ip0
max
a∈Iq(c)
#{b ∈ Iq(c)|(a,b) ∈ Γ(q, c)}.
Define Γ(q) the set of triples (a,b, c) with c ∈ Ip0 and (a,b) ∈ Iq(c) × Iq(c)
such that a and b are not transversal on c. The invariance of µ with respect to T
and the uniqueness of the disintegration gives the relation
µx = N
−q ∑
a∈Iq(c)
T q∗µa(x)
Therefore we may decompose |||µ|||2r into the following sum:
|||µ|||2r = N−2q
∑
c∈Ip0
∑
(a,b)∈Iq(c)×Iq(c)
∫
R(c)
〈T q∗µa(x), T q∗µb(x)〉r
r2d
dm(x)
= N−2q
∑
(a,b,c)∈Γ(q)
∫
R(c)
〈T q∗µa(x), T q∗µb(x)〉r
r2d
dm(x)
+N−2q
∑
(a,b,c)/∈Γ(q)
∫
R(c)
〈T q∗µa(x), T q∗µb(x)〉r
r2d
dm(x)
Let us denote by S1 the first sum above and S2 the second sum. The transver-
sality condition is used to bound S2 from above: Proposition 3.8 implies that∫
R(c) 〈T q∗µa(x), T q∗µb(x)〉r dm(x) ≤ C1r2d, then it follows that
S2 ≤ N2qN−2qC1 = C1.
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In order to bound from above the first sum, we consider H = | detC| and that
note that the restriction of T q to each vertical fiber is an affine contraction whose
smaller contraction rate is λ = m(C), which implies that
‖T q∗ (µa(x))‖2r ≤ Hq‖µa(x)‖2λ−qr.
For a,b ∈ Iq(c), it holds:
〈T q∗µa(x), T q∗µb(x)〉r ≤ ‖T q∗µa(x)‖r‖T q∗µb(x)‖r ≤ Hq
‖µa(x)‖2λ−qr + ‖µb(x)‖2λ−qr
2
Making a change of variables, we have∑
a∈Iq
∫
Tu
‖µa(x)‖2λ−qr
r2d
dm(x) =
∑
a∈Iq
∫
R(a)
N q
‖µy‖2λ−qr
r2d
dy = N qλ2dq|||µ|||2λ−qr
Then:
S1 ≤ r−2dN−2qHqτ(q)
∑
a∈Iq
∫
Tu
‖µa(x)‖2λ−qrdm(x) ≤
τ(q)
Jq
|||µ|||2λ−qr
And it follows what we want. 
3.5. Proof of Theorems A and D:. Finally, we are able to prove Theorems A
and D.
Proof of Theorem D. By the transversality condition of T , there exist an integer q0
such that τ(q0) < J
q0 . Consider ρ = τ(q0)Jq0 < 1 and take C1 as in Proposition 3.10
for this q0. For r > 0, we have
|||µ|||2r ≤ ρq0 |||µ|||2λ−q0r + C1
Fixing some r0 > 0, it follows that
|||µ|||2λnq0r0 ≤ ρ|||µ|||2λ(n−1)q0 r0 + C1
≤ ρ2|||µ|||2
λ(n−2)q0r0
+ C1(ρ+ 1) ≤ . . .
≤ ρn|||µ|||2r0 + C1(ρn−1 + · · ·+ ρ+ 1) ≤ |||µ|||2r0 +
C1
1− ρ
So we have lim infr→0+ |||µ|||r < ∞, thus Lemma 3.1 implies that the SRB
measure is absolutely continuous and its density is in L2(Tu × Rd).
The openness follows from an argument of continuity. The transversality of a
pair of functions Sc(·, a) and Sc(·,b) is open in (C, f) because Sc(·, a) is continuous
on a, on C and on f ∈ C2(Tu,R). This implies that, for fixed q, τ(q) is upper semi-
continuous and that the condition τ(q) < | detC detE|q is open on f . 
To prove Proposition 2.3 we will use Proposition 2.6, which will be proved in the
Section 4.
Proof of Proposition 2.3. Consider the maps Ei : R
ui → Rui by Ei(xi) = µixi and
Ci : R → R by Ci(y) = λiy, for i = 1, · · · , d. Note that Ci ∈ C(1, Ei), for every
i = 1, · · · , d, then Proposition 2.6 implies that there exists fi ∈ C2(Tu,Rd) such
that the map Ti : T
ui ×R→ Tui ×R given by Ti(x, y) = (Eix, λiy+ fi(x)) satisfies
lim supq→∞
log τ(q)
q < λiµ
ui
i =: Ji. This condition on the lim sup implies that there
exists an integer qi such that τ(q) < J
q
i for every q ≥ qi.
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Now, we consider f ∈ C2(Tu,Rd) by f(x1, · · · , xd) = (f1(x1), · · · , fd(xd)), xi ∈
T
ui . The dynamic T = T (E,C, f) has the form
T (x1, . . . , xd, y1, . . . , yd) = (µ1x1, . . . , µdxd, λ1y1 + f1(x1), . . . , λdyd + fd(xd))
where xi ∈ Tui and yi ∈ R.
We claim that T satisfies the transversality condition. To verify it, we consider
the product alphabet IT = IT1 × · · · × ITd , the product partition RnT = RnT1 ×· · · × RnTd and notice that if a = (a1, . . . , ad) is in In = InT then S(·; a) is the
product S(x1, . . . , xd; a1, . . . , ad) = (S(x1; a1), . . . , S(xd; ad)), with ai ∈ InTi . For
q ≥ maxi qi, we have τ(q) ≤ Jq1 · · ·Jqu = (| detC detE|)q, what means that T
satisfies the transversality condition. 
Proof of Theorem A. Consider the set U formed by the pairs (C, f) ∈ C(d) ×
C2(Tu,Rd) such that the dynamic T = T (E,C, f) satisfies the transversality con-
dition. Proposition 2.3 implies that U is nonempty. Theorem D implies that U is
open and the absolute continuity of µT for every (C, f) ∈ U . 
4. Genericity of the Transversality Condition
The construction of generic families in Proposition 2.5 can be reduced to a local
version of itself.
Proposition 4.1. [Local version of Proposition 2.5] Given u ≥ d, E ∈ E(u),
C ∈ C(d;E), for every point x ∈ Tu there exists an integers n0 such that for
every n ≥ n0 there exists a neighborhood Ux of x and functions φk ∈ C∞(Tu,Rd),
1 ≤ k ≤ s, such that for every f0 ∈ C2(Tu,Rd) the corresponding family T nt is
n-generic on Ux.
Assuming Proposition 4.1 we can prove Proposition 2.5.
Proof of Proposition 2.5. Consider n0 as given by Proposition 6, for every n ≥ n0
there exists a finite set of points xk, 1 ≤ k ≤ m, such that the neighborhoods Uxk
given by Proposition 4.1 cover Tu. Associated to each xk and Uxk we have the C
∞
functions φk1 , · · · , φkm(k).
Denoting by {φi}i=1,··· ,s the union of these functions and ti the parameter cor-
responding to the function φi. For every x ∈ Tu, take k0 such that x ∈ Uxk0 , the
Jacobian of ψx,σ(t) is greater than the Jacobian of ψx,σ(t) restricted to the subspace
W generated by {tk0i }i=1,··· ,m(k0), which satisfies Jac
(
(ψx,σ)(t)|W
)
> 12 . 
4.1. Construction of generic families.
Proof of Proposition 4.1. Given x ∈ Tu and n ∈ N, we will consider a family of
functions φak, 1 ≤ k ≤ ud, a ∈ In(x), that are supported on a neighborhood of the
pre-image a(x). Deformations of f along φak will be few relevant in the expression
of S(x,b; t) for b ∈ I∞(x) if [b]i(x) is far from a(x) for small values of i.
For b ∈ In(x), define E(b, x) = {a ∈ In(x) , Ei(b(x)) = a(x) for some i ≥ 0}.
The points a(x), for a ∈ E(b, x), are in the forward orbit of b(x).
Given u, d, E and C, let us fix once for all a large integer ν that satisfies(
1− 4du2Nnλνµ−ν(1− λµ−1)−1)Nnud > 1
2
.
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The choice of ν is used in (19). For this value of ν, let us consider ǫ0 = ǫ0(ν) > 0
small such that ǫ0 < γ and
Ei(B(b(x), ǫ0)) ∩B(a(x), ǫ0) 6= ∅ for some 0 ≤ i ≤ n+ ν only if a ∈ E(b, x).
Denoting by Ei′,j′ the matrix that has entry 1 in the intersection of the i-th line
row the j-th column and has all the other entries equal to 0. For each a ∈ In(x),
1 ≤ i′ ≤ u, 1 ≤ j′ ≤ d, we consider a C∞ function φai′,j′ : Tu → Rd such that:
• φai′,j′ is supported in B(a(x), µ−nǫ0);
• Dφai′,j′(y) = C−n+1Ei′,j′En for every y ∈ B(a(x), µ−nǫ0/3);
• ‖Dφai′,j′(y)‖ < 2λ−n+1µn for every y ∈ B(a(x), µ−nǫ0).
Define Ux := B(x, ǫ0/3). For every y ∈ Ux, there exists a bijection Φx,y :
I∞(x) → I∞(y) given by Φx,y(a) = aˆ = (aˆj)∞j=1 such that aˆj = π(haj,x(y)), where
haj,x is the inverse branch of E
j defined in (14). Note that [a]i(y) is close to
[Φ−1x,y(a)]i(x) for every a ∈ I∞(x) and every i ≥ 0. If π(x) = π(y), then Φx,y
is simply the identity.
Let n0 be sufficiently large such that ⌊ n
3
0
2n0
⌋ < ⌊ n30n0+1⌋−n0− ν− 2, which implies
that κ = ⌊ D2n⌋ < ⌊ Dn+1⌋ − n− ν − 2 for every n ≥ n0 , since D > n3.
Claim 4.2. Given a sequence σ = (a0,a1, · · · ,aD) in I∞(x) with [aj ]n distinct,
there exists a subsequence σˆ = (b0, b1, · · · , bκ) in I∞(x), with b0 = a0, such that
φ
[bl′ ]n
i′,j′ ([Φx,y(bl)]i(y)) = 0
for every y ∈ B(x, ǫ0), 1 ≤ l′ ≤ κ, 0 ≤ l ≤ κ, l 6= l′ and i = 0, 1, · · · , n+ ν.
Proof of the Claim. First, let us note that the cardinality of each E([aj ]n, x) is at
most n+1. Actually, if some a ∈ In(x) is in E([aj ]n, x) then x is periodic and there
must exist at most one a ∈ In(x) such that Ei(x) = a(x) for some i ≥ 0. So, for
each 0 ≤ i < n there is at most one a ∈ In(x) such that a(x) = Ei([aj ]n(x)), and
there exists also at most one a ∈ In(x) and one i ≥ n such that a(x) = Ei([aj ]n(x)).
As a consequence, there are at least ⌊ Dn+1⌋ elements {aξ(j)} such that [aξ(j′)]n /∈
E([aξ(j)]n, x) for j′ 6= j. Then φ[aξ(j′)]ni′,j′ ([Φx,y(aξ(j))]i(y)) = 0 for every i = 0, · · · , n+
ν and every y ∈ B(x, ǫ0) , if j 6= j′.
Since all the points [aj ]n(x) are distinct, for each j = 0, 1, · · · , n + ν there
exists at most one l = l(j) such that B([a0]j(x), ǫ0) ∩ B([al(j)]n(x), ǫ0) 6= ∅.
So we can choose a subsequence σ = (b0,b1, · · · ,bκ) such that b0 = a0 and {bj}
are taken among the {aξ(j)} and out of {al(jˆ)}jˆ=0,1,··· ,n+ν . This choice implies that
φ
[bl]n
i′,j′ ([Φx,y(b0)]i(y)) = 0 for every y ∈ B(x, ǫ0), l = 1, · · · , κ and 0 ≤ i ≤ n+ν. 
Given any sequence (a0, a1, · · · , aD) in I∞(y) with [ai]n distinct, we consider
aˆi := Φ
−1
x,y(ai) and the sequence σ0 = (aˆ0, aˆ1, · · · , aˆD) in I∞(x), which also has
[aˆi]n distinct, and consider σˆ0 = (bˆ0, bˆ1, · · · , bˆκ) the subsequence of σ0 given by
Claim 4.2. Denoting bl = Φx,y(bˆl) ∈ I∞(y) for l = 0, 1, · · · , κ and considering σ =
(b0,b1, · · · ,bκ) a subsequence of (a0, a1, · · · , aD). We will prove in the following
that Jac(ψy,σ) >
1
2 .
Denoting t ∈ Rs by t = (T a)a∈In , where T a = [tai′,j′ ] is a d × u matrix and
ft(y) = f(y) +
∑
a,i′,j′ t
a
i′,j′φ
a
i′,j′(y), a ∈ In(x), 1 ≤ i′ ≤ d, 1 ≤ j′ ≤ u. The map
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ψy,σ : R
s → (Rud)κ is an affine map of the form
ψy,σ(t) = Af (y) +
∑
a,i′,j′
ta;i′,j′La;i′,j′(y) (17)
where the l-th coordinate of the linear term La;i′,j′ , 1 ≤ l ≤ κ is given by the series
[La;i′,j′(y)]l =
∞∑
i=1
Ci−1
(
Dφai′,j′([bl]i(y))−Dφai′,j′([b0]i(y))
)
E−i (18)
Consider W0 = {(T a)a∈In(x)|T a = 0 if a 6= [bˆl]n for every 1 ≤ l ≤ κ} a κud-
dimensional subspace of Rs. We identify a point t˜ ∈ W0 with the vector (t˜bli′,j′),
1 ≤ l ≤ κ, 1 ≤ i′ ≤ u, 1 ≤ j′ ≤ d, satifying [T [bl]n ]i′,j′ = t˜bli′,j′ and t˜ai′,j′ = 0 if a is
none of the bl’s.
From Claim 4.2, for every 0 ≤ l ≤ κ, 1 ≤ l′ ≤ κ and i = 0, 1, · · · , n+ν, the value
of φ
[bl′ ]n
i′,j′ ([Φx,y(bl)]i(y)) is non-zero only if l = l
′ and i = n.
If t˜bli′,j′Ei′,j′ ∈W0 for some l, i′, j′, then:
[Lbl′ ;i′,j′(y)]l = δl,l′ t˜
bl
i′,j′Ei′,j′ + [Rbl′ ,i′,j′ ]l
where δl,l′ = 1 if l = l
′ and 0 otherwise, and Rbl′ ,i′,j′ has l-th coordinate given by
[Rbl′ ,i′,j′ ]l =
∞∑
i>n+ν
Ci−1
(
Dφ
[bl′ ]n
i′,j′ ([bl]i(y))−Dφ[bl′ ]ni′,j′ ([b0]i(y))
)
E−i
Each linear map Rbl′ ,i′,j′ : (R
ud) → (Rud) has the norm of supremum bounded
by
u
∑
r>n+ν
4λ
n+1
µ−nλ
r−1
µ−r ≤ 4u
∑
r>n+ν
λ
r+n
µ−r−n ≤ 4uλνµ−ν(1− λµ−1)−1
So the matrix Dψy,σ|W0 : W0 → (Rud)k is the sum of the identity matrix with
another matrix with norm bounded by:
4κdu2λ
ν
µ−ν(1− λµ−1)−1 ≤ 4du2Nnλνµ−ν(1− λµ−1)−1 =: ǫ(ν)
This implies that Jac(ψy,σ|W0) is the determinant of a matrix whose entries in
the diagonal are greater than 1− ǫ(ν) and the other entries have absolute value at
most ǫ(ν). By [9], its determinant is bounded below at least by
(1− ǫ(ν))κud ≥ (1− 4du2Nnλνµ−ν(1− λµ−1)−1)Nnud > 1
2
(19)
Following that Jac(ψy,σ) ≥ Jac(ψy,σ|W0) > 12 . 
4.2. The amount of non-transversality is not too big in generic families.
In order to prove Proposition 2.6, we will first see that if T does not satisfy the
transversality conditions then there must be a big amount of words ai ∈ I∞ that
are non-transversal in some c with distinct truncations [ai]n.
For each q ≥ 0, we consider an integer p = p(q) := ⌊−q log θ+log
√
d
logµ ⌋ + 1 (which
satisfies
√
dµ−p < θq) and we consider the constant B = limq→∞
p(q)
q =
log θ−1
logµ . Fix
16 CARLOS BOCKER AND RICARDO T. BORTOLOTTI
one point xc ∈ R(c) for each c ∈ Ip(q). Let us fix integers n0, D0, κ0 ≥ 2 such that
(D0 + 1)J
−n02 <
1
2
(20)
Nκ0+B+1θ(u−d+1)κ0 < 1 (21)
κ0 + 1 <
D0
2n0
(22)
n30 < D0 (23)
There exists such integers above because J > 1 and because the map C is in
C(d;E). The choice of each one will used in the continuation: (20) is used in (24),
(21) is used in (29), (22) and (23) are used in the proof of Proposition 2.6 to get
κ = κ0 for D = D0 in the definition of n0-generic family.
Lemma 4.3. If f ∈ T , then for every q0 ≥ 1 there exists q > q0 such that there
exists a word c ∈ Ip(q) and 1 +D0 words ai ∈ Iq(c) with [ai]n0 distinct such that
for any 1 ≤ i ≤ D0:
m(DS(xc,ai)−DS(xc,a0)) ≤ 6θqα0
Proof. Given q0, we consider q˜0 such that q˜0
log J
2u logN > q0. By the transversality
condition, we can take q˜ > q˜0 large such that there exists a word c˜ ∈ Ip(q˜), a subset
L ⊂ I q˜(c) and some u˜0 ∈ L such that #L ≥ J q˜ and for every u˜ ∈ L there exists
points xu˜ and yu˜ in R(c˜) satisfying:
m(DS(xu˜, u˜)−DS(yu˜, u˜0)) ≤ 3θqα0
Fixing some x ∈ R(c), for each d-dimensional subspaceW there exists an unitary
vector vW ∈ W such that ‖
(
DS(xu˜, u˜) −DS(yu˜, u˜0)
)
vW ‖ ≤ 3θq˜α0 which implies
that the value of ‖(DS(x, u˜)−DS(x, u˜0))vW ‖ is at most:
‖DS(x, u˜)vW −DS(yu˜, u˜0)vW ‖+ ‖DS(yu˜, u˜0)vW −DS(xu˜, u˜0)vW ‖
+ ‖DS(xu˜, u˜0)vW −DS(x, u˜0)vW ‖
≤ 3θq˜α0 +
√
dµ−p(q˜)α0 +
√
dµ−p(q˜)α0 ≤ 5θq˜α0
Taking the supremum on W , we have
m(DS(x, u˜)−DS(x, u˜0)) ≤ 5θq˜α0
To obtain words ai with distinct truncations [ai]n0 , for each 0 ≤ j ≤ ⌊q˜/n0⌋ and
a ∈ L, we define
L(j, a) = {b ∈ L, [a]jn0 = [b]jn0}
if j ≥ 1 and L(0, a) = L.
Note that L(j1, a) ⊃ L(j2, a) if j1 ≤ j2 and that L(j, a1) ∩ L(j, a2) = ∅ if
[a1]jn0 6= [a2]jn0 . Define
H(j, a) := {b ∈ L|b ∈ L(j, a) ∩ L(j − 1,u0)} and hj := max
a∈L
#H(j, a)
for j ≥ 1 and h0 = #L ≥ J q˜.
Since hj ≤ Nu(q˜−jn0) , there exists j ≤ ⌊q˜/n0⌋ such that hj+1 < J−n0/2hj . Let
j∗ be the minimum of such integers j and put q = q˜ − n0j∗. By the minimality of
j∗ we have that hj∗ ≥ Jq. We also have that q ≥ q˜ log J2u logN > q0.
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Considering v0 such that hj∗ = #H(j∗,v0), the set H(j∗,v0) contains at least
1 +D0 sets H(j∗ + 1, u˜i), that is, there exists u˜1, · · · , u˜D0 such that [u˜i′ ](j∗+1)n0
are distinct for i′ = 0, 1, · · · , D0, because
hj∗ − (D0 + 1)hj∗+1 > hj∗ − (D0 + 1)J−n0/2hj∗ > 0 (24)
So, there exists b ∈ I q˜−q and ai ∈ Iq, 0 ≤ i ≤ D0 such that bai = u˜i ∈ H(j∗,v0)
for 0 ≤ i ≤ D0 and that [ai]n0 6= [aj ]n0 if i 6= j.
Finally, from
DS(x,bai) = DS(x,b) + C
q˜−qDS(b(x), ai)E−q˜+q (25)
we have that:
m(DS(b(x), ai)−DS(b(x), a0)) ≤ 5θqα0
Taking c ∈ Ip(q) such that b(x) ∈ R(c), we have ‖b(x) − xc‖ ≤
√
dµ−p(q) ≤ θq,
which implies the Lemma. 
To finish the proof of Proposition 2.6, we will use two lemmas of linear algebra.
Lemma 4.4. Given integers m and k, there exists a constant C3 > 0 such that if
G : Rs → Rk is an affine function with Jac(ψx,σ) > δ, then
ms(G
−1(Y ) ∩ [−1, 1]s) ≤ C3mk(Y )
δ
(26)
for every measurable set Y ⊂ Rk.
Proof. Immediate from the Jacobian of an affine map. 
Lemma 4.5. For every u ≥ d, there exists a constant C4 such that the set
X (r) := {M ∈M(d× u), ‖M‖ ≤ 2α0,m(M) < r}
has volume bounded by C4r
u−d+1 for every r > 0.1
Proof. Let r(i) be the i-th row of the matrix M . First, we claim that m(M) is
equals, up to a bounded factor, to mini d
(
r(i), spanj 6=i(r(j)
)
.
Claim 4.6. For every M ∈M(d× u), it is valid that:
m(M) ≤ min
i
d
(
r(i), span
j 6=i
(r(j)
)
≤
√
dm(M)
Proof Claim 4.6. Consider D := mini d
(
r(i), spanj 6=i(r(j)
)
. Remind that m(M) =
m(MT ) and that r(i) = MT (ei), where M
T is the transpose matrix of M and
{ei}i=1,··· ,d the canonical basis of (Rd)∗. Considering v = (x1, · · · , xd) ∈ (Rd)∗ an
unitary vector such that ‖MT (v)‖ = m(MT ) = m(M) and i1 such that |xi1 | =
maxj |xj |, we have that |xi1 | ≥ 1√d . Then
√
dm(M) ≥ ‖M
T (v)‖
|xi1 |
=
∥∥∥ xi1|xi1 |r(i1) +
∑
j 6=i1
xj
|xi1 |
r(j)
∥∥∥ ≥ d(r(i1), span
j 6=i1
(r(j))
)
≥ D.
On the other hand, let i2 be such that d
(
r(i2), spanj 6=i2 (r(j))
)
= D. There exists
real numbers bj , j 6= i, such that D = ‖r(i2) +
∑
j 6=i bjr(j)‖. Then
D = ‖MT (ei2 +
∑
j 6=i
bjej)‖ ≥ m(MT )‖ei2 +
∑
j 6=i
bjej‖ ≥ m(M)
1The authors thanks A. Quas for pointing this Lemma.
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
For every choice of d− 1 rows of M , their span is a (d− 1)-dimensional subspace
and its r-neighborhood has volume bounded by Cru−(d−1). Looking to each matrix
M as vector formed by its rows (r(i))i=1,··· ,d ∈ (Ru)d, we see that the set X (r)
is contained in the finite union of the set of matrices where the row r(i) is the
r-neighborhood of the span of the other d − 1 rows, following that the volume of
X (r) is bounded above by C4ru−d+1. 
Proof of Proposition 2.6. We consider {φi}si=1 the functions given by Proposition
2.5 for E, C and n = n0.
Fixing words of infinite length a1, · · · , ar ∈ I∞ with [ai]1 = i, we associate for
every word a of finite length a word aˆ = aai ∈ I∞. For any sequence σ = (bi)κ0i=0
in (Iq)1+κ0 , denote σˆ = (bˆi)
κ0
i=0 ∈ I∞(c).
Let us consider T0 := {t ∈ Rs|ft ∈ T }. If t ∈ T0, Lemma 4.3 implies that for
every integer q0 there exists an integer q ≥ q0, a word c ∈ Ip(q) and 1 +D0 words
ai ∈ Iq(c) with [ai]n0 distinct such that m(DS(xc, ai) − DS(xc, a0)) ≤ 6θqα0 for
any i = 1, · · · , D0. In particular, it holds
m(DS(xc, aˆi)−DS(xc, aˆ0)) ≤ 7θqα0. (27)
We consider also the sets Bq = {(σ, c) ∈ (Iq)1+κ0 × Ip(q)| Jac(ψxc,σˆ) > 12} and
T (q) := ∪(σ,c)∈Bqψ−1xc,σˆ(X (7θqα0)κ0).
Given xc and the sequence (aˆ0, aˆ1, · · · , aˆD0), the facts that the family T n0t is
n0-generic, that
D0
2n0
> κ0 and D0 > n
3
0, it implies that there exists a subsequence
σ = (b0,b1, · · · ,bκ) ∈ (Iq)1+κ0 such that each entry of ψxc,σˆ(t), for t ∈ T0, is in
the set
X (7θqα0) = {M ∈M(d× u), ‖M‖ ≤ 2α0 and m(A) < 7θqα0},
what means that T0 ⊂ lim infq→∞T (q).
Since for every i ∈ I there are exactly N sets R(j) such that E(R(j))∩R(i) 6= ∅,
we get that #Iq = rN q−1 and that
#Bq ≤ r(rN (q−1))(κ0+1)(rNp(q)−1) . (28)
Putting together Lemma 4.4, Lemma 4.5 and (28), we get that the estimate
ms(T (q)) ≤ r3+κ0N q+qκ0+p(q)−2−κ0
(
(14C4θ
qα0)
u−d+1)κ0 (29)
is valid for infinitely many q’s.
So, there is a constant C5 > 0 such that the term in (29) is bounded above by
C5(N
κ0+B+1θ(u−d+1)κ0)q (30)
when q is sufficiently large. By the choice of κ0, it converges to zero exponentially
fast when q → +∞, implying the conclusion of Proposition 2.6. 
Finally, we are able to prove Theorem B and Corollary C
Proof of Theorem B. Given the map T = T (E,C, f) satisfying the assumptions of
Theorem B, we consider the functions {φk}sk=1 ∈ C∞(Tu,Rd) given by Proposi-
tion 2.5 for some n sufficiently large. Then the set of parameters t = (t1, . . . , ts)
for which the corresponding map Tt satisfies the transversality condition has full
Lebesgue measure. Theorem D implies that for such maps the SRB measure µTn
t
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is absolutely continuous. Finally, Theorem B follows just noting that the SRB
measure of T nt is the same of Tt. 
Proof of Corollary C. When d = 1, the map C is just a multiplication by a factor
λ ∈ R and if E = µI for some integer µ ≥ 2 then the relations in the definition of
C(d,E) become λ ∈ ( 1µu , 1). So we are under the assumptions of Theorem B. 
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