Learning and optimization are often treated as two different research fields. However, it is clear that human problem solving strongly relies on learning in various forms. For sure, learning takes place when facing an initially unknown problem. In addition, while trying to solve it, by learning one obtains insights into its structure and derives improved strategies for solving it. Clearly, previous experience with problem solving also helps us humans to solve newly arising problems with increased efficiency. When seen from this perspective, learning and solving optimization problems are two closely related fields. The LION conference series on Learning and Intelligent Optimization makes this link explicit by declaring it its main theme.
bandit framework can be exploited to adapt the probabilities of choosing specific operators at algorithm run-time with the goal of improving performance. Frank Hutter, Holger H. Hoos and Kevin Leyton-Brown study Tradeof fs in the Empirical Evaluation of Competing Algorithm Designs. This study is based on an empirical analysis approach that characterizes tradeoffs between the number of algorithm designs examined, the number of problem instances tested, and the stopping time for each algorithm run; these tradeoffs are important to consider when using automated methods for offline algorithm configuration. The paper Learning Cluster-based Structure to Solve Constraint Satisfaction Problems by Xingjian Li and Susan L. Epstein shows that the extraction of substructures through local search and the exploitation of the knowledge about these substructures leads to considerable performance gains for complete search algorithms for constraint satisfaction problems. The goal of the work by Vasileios Vasilikos and Michail G. Lagoudakis, which is titled Optimization of Heuristic Search using Recursive Algorithm Selection and Reinforcement Learning, is also to improve the performance of complete search algorithms. These goals are here reached by using reinforcement learning to learn at each recursive call in a tree search, which of various possible strategies to follow. Finally, the paper Genetic Algorithms and Particle Swarm Optimization for Exploratory Projection Pursuit by Alain Berro, Souad Larabi Marie-Sainte and Anne Ruiz-Gazen explores the usage of genetic algorithms to optimize indices that define projections of high-dimensional data into a low-dimensional space, a procedure that is useful for exploratory data analysis.
We would like to thank all authors who have submitted their articles and the referees for their detailed and insightful comments. We hope that this special issue will be useful as an example of the exiting work that is developed in the intersection between machine learning and applied optimization and that the articles contained in it will inspire more research efforts in this direction.
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