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Abstract
The fifth generation (5G) of mobile communication networks is envisioned to
enable a variety of novel applications. These applications demand requirements
from the network, which are diverse and challenging. Consequently, the mobile
network has to be not only capable to meet the demands of one of these appli-
cations, but also be flexible enough that it can be tailored to different needs of
various services. Among these new applications, there are use cases that require
low latency as well as an ultra-high reliability, e. g., to ensure unobstructed pro-
duction in factory automation or road safety for (autonomous) transportation.
In these domains, the requirements are crucial, since violating them may lead to
financial or even human damage. Hence, an ultra-low probability of failure is
necessary.
Based on this, two major questions arise that are the motivation for this thesis.
First, how can ultra-low failure probabilities be evaluated, since experiments
or simulations would require a tremendous number of runs and, thus, turn out
to be infeasible. Second, given a network that can be configured differently
for different applications through the concept of network slicing, which perfor-
mance can be expected by different parameters and what is their optimal choice,
particularly in the presence of other applications.
In this thesis, both questions shall be answered by appropriate mathematical
modeling of the radio interface and the radio access network. Thereby the aim
is to find the distribution of the (end-to-end) latency, allowing to extract stochas-
tic measures such as the mean, the variance, but also ultra-high percentiles
at the distribution tail. The percentile analysis eventually leads to the desired
evaluation of worst-case scenarios at ultra-low probabilities. Therefore, the math-
ematical tool of queuing theory is utilized to study video streaming performance
and one or multiple (low-latency) applications. One of the key contributions is
the development of a numeric algorithm to obtain the latency of general queuing
systems for homogeneous as well as for prioritized heterogeneous traffic. This
provides the foundation for analyzing and improving end-to-end latency for
applications with known traffic distributions in arbitrary network topologies and
consisting of one or multiple network slices.
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Kurzfassung
Es wird erwartet, dass die fünfte Mobilfunkgeneration (5G) eine Reihe neuartiger
Anwendungen ermöglichen wird. Allerdings stellen diese Anwendungen sowohl
sehr unterschiedliche als auch überaus herausfordernde Anforderungen an das
Netzwerk. Folglich muss das mobile Netz nicht nur die Voraussetzungen einer
einzelnen Anwendungen erfüllen, sondern auch flexibel genug sein, um an die
Vorgaben unterschiedlicher Dienste angepasst werden zu können. Ein Teil der
neuen Anwendungen erfordert hochzuverlässige Kommunikation mit niedriger
Latenz, um beispielsweise unterbrechungsfreie Produktion in der Fabrikautoma-
tisierung oder Sicherheit im (autonomen) Straßenverkehr zu gewährleisten.
In diesen Bereichen ist die Erfüllung der gestellten Anforderungen besonders
kritisch, da eine Verletzung finanzielle oder sogar personelle Schäden nach sich
ziehen könnte. Eine extrem niedrige Ausfallwahrscheinlichkeit ist daher von
größter Wichtigkeit.
Daraus ergeben sich zwei wesentliche Fragestellungen, welche diese Arbeit
motivieren. Erstens, wie können extrem niedrige Ausfallwahrscheinlichkeiten
evaluiert werden. Ihr Nachweis durch Experimente oder Simulationen würde
eine extrem große Anzahl an Durchläufen benötigen und sich daher als nicht
realisierbar herausstellen. Zweitens, welche Performanz ist für ein gegebenes
Netzwerk durch unterschiedliche Konfigurationen zu erwarten und wie kann
die optimale Konfiguration gewählt werden. Diese Frage ist insbesondere dann
interessant, wenn mehrere Anwendungen gleichzeitig bedient werden und durch
sogenanntes Slicing für jeden Dienst unterschiedliche Konfigurationen möglich
sind.
In dieser Arbeit werden beide Fragen durch geeignete mathematische Mod-
ellierung der Funkschnittstelle sowie des Funkzugangsnetzes (Radio Access
Network) adressiert. Mithilfe der Warteschlangentheorie soll die stochastische
Verteilung der (Ende-zu-Ende-) Latenz bestimmt werden. Dies liefert unter-
schiedliche stochastische Metriken, wie den Erwartungswert, die Varianz und
insbesondere extrem hohe Perzentile am oberen Rand der Verteilung. Let-
ztere geben schließlich Aufschluss über die gesuchten schlimmsten Fälle, die
mit sehr geringer Wahrscheinlichkeit eintreten können. In der Arbeit werden
v
Videostreaming und ein oder mehrere niedriglatente Anwendungen untersucht.
Zu den wichtigsten Beiträgen zählt dabei die Entwicklung einer numerischen
Methode, um die Latenz in allgemeinen Warteschlangensystemen für homo-
genen sowie für priorisierten heterogenen Datenverkehr zu bestimmen. Dies
legt die Grundlage für die Analyse und Verbesserung von Ende-zu-Ende-Latenz
für Anwendungen mit bekannten Verkehrsverteilungen in beliebigen Netzwerk-
topologien mit ein oder mehreren Slices.
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Introduction
1
The first chapter of this thesis is dedicated for motivating the mathematical
modeling conducted in this work by envisioned applications, which may benefit
from accurate models. Furthermore, the state of the art is presented and the
contributions of this thesis are provided as an outline.
1.1 Motivation
When the work on this thesis started, the fifth generation (5G) of mobile com-
munication networks was still a pure vision. Its development was mainly driven
by the use cases and their requirements, which are targeted for 5G networks.
Today, the first operators claim that they start rolling out 5G networks. They still
have to prove to which extend the ambitious demands can already be met. In the
end of 2008, when the current standard Long-Term Evolution (LTE) was intro-
duced [3GP08a], it turned out that the objectives for fourth generation (4G) mo-
bile communications systems, which were defined by the International Telecom
Union (ITU) in [ITU08], could not be achieved completely. Thus, LTE is often
referred to as 3.9G. It still took until the introduction of LTE-Advanced [3GP11b]
in 2011 to have an actual 4G standard. Possibly, a similar story may happen
with the early standards and roll-outs of 5G, such that there remains much
work towards the realization of 5G networks at its full extend. This thesis is
motivated by 5G applications and its requirements. Thereby, the focus is led by
understanding the technical necessities of applications which require low latency
and, thus, on the mathematical modeling and optimization of latency in mobile
networks. The envisioned 5G applications are presented in the following.
1.1.1 Use Cases and their Requirements
As visualized in Fig. 1.1, the envisioned 5G use cases can be devided into
three categories [ITU15], namely enhanced mobile broadband (eMBB), massive
1
Fig. 1.1. 5G use cases with their key requirements according to [ITU15; MET16].
machine-type communication (mMTC), and critical machine-type communica-
tion (cMTC)1. They are primarily characterized by their requirements and have
smooth transitions in between. The applications of eMBB principally comprise
multimedia and entertainment applications, which mainly require enhancing the
key performance indicators (KPIs) throughput and capacity, which were the main
drivers for previous generations as well. Herein, humans are connected to each
other or to multimedia services. With the introduction of 5G it is expected that
machines use mobile connections to communicate to each other as well, leading
to mMTC and cMTC. The domain of mMTC is characterized by applications
that connect a massive number of sensors and actuators. Here, throughput is
less important, because often only a small amount of data has to be transferred.
Instead, the network has to support a huge number of devices, provide a wide
coverage, and should allow energy-efficient operation, since battery life is an
important issue. In contrast, cMTC refers to mission-critical applications with
demanding requirements (mostly) on the KPIs latency and reliability. Thus, the
term ultra-reliable low latency communication (URLLC) has been established to
refer to those applications and the communication technologies which enable
them.
This thesis focuses on cMTC or URLLC and in particular on the latency aspects
with respect to queuing effects. In our work [Sch+17], a requirement analysis
1Different terms have been established. For instance, the ITU denotes the cMTC applications
as URLLC in [ITU15]. In contrast, the well-known project METIS refers to those use cases
as ultra-reliable machine-type communication (uMTC) in their deliverable [MET16]. In this
thesis, cMTC is used as the umbrella term (complementing mMTC), and URLLC refers to
applications which require both, low latency and high reliability.
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was conducted, comprising a non-exhaustive list of latency-critical applications.
Its results are summarized in Table 1.1.
Among those use cases, applications from factory automation are identified as the
most demanding in terms of latency and reliability. Factory automation denotes
discrete manufacturing, which comprises producing, testing, and packaging of
products in multiple, discrete steps. Those steps typically require sensors and
actuators to be connected to controllers in real-time. Replacing conventional
wired links with wireless solutions is expected to bring several advantages, such
as easy installation, reduced attrition, and increased mobility. However, a latency
down to 0.25 ms and a packet loss rate (PLR) of 10−9 as a reliability metric are
required. The table also provides more detailed examples with their respective
requirements.
Other important applications can be found in the field of intelligent transport
systems (ITSs). Here, the aim is to increase safety and efficiency for road traffic
through communications between vehicles Compared with factory automation,
the demands on latency and reliability are more moderate with a required delay
down to 10 ms and an accepted PLR down to 10−5. However, increased mobility
and communication distances pose additional challenges on the communication
system.
Table 1.1 is complemented by the further use cases process automation, smart
grids, and professional audio along with their respective requirements.
1.1.2 Low Latency and High Reliability
URLLC applications usually require both low latency and ultra-high reliability.
Often both metrics are mutually connected. For instance, a packet that exceeds a
required latency bound may become useless for a latency-critical application and,
thus, can be considered as lost. Thereby, harming the latency threshold would
increase the PLR. On the other hand, a high latency could be tolerated, if it occurs
only very rarely, such that the PLR is not violated (together with other reasons for
packet loss). Therefore, it is reasonable to consider the probability distribution
of the experienced latency and require that the latency does not exceed a certain
threshold even for very high percentiles. Indeed, the ITU requires 5G to deliver
a 32 Byte packet within a latency of 1 ms and a residual error of 10−5 [ITU17].
Even more strict requirements were formulated in Section 1.1.1.
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Tab. 1.1. Requirement analysis for anticipated URLLC use cases from our work [Sch+17].
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automationa
0.25
to 10
10−9 0.5 to
50
10 to
300
0.33 to
3 m−2
50 to
100
<30
Manufacturing
cell
5 10−9 50 < 16 0.33 to
3 m−2
50 to
100
<30
Machine
tools
0.25 10−9 0.5 50 0.33 to
3 m−2
50 to
100
<30
Printing
machines
1 10−9 2 30 0.33 to
3 m−2
50 to
100
<30
Packaging
machines
2.5 10−9 5 15 0.33 to
3 m−2
50 to
100
<30
Process
automationb
50 to
100
10−3
to
10−4
100 to
5000
40 to
100
1× 104 per
plant
100 to
500
<5
Smart gridsc 3 to
20
10−6 10 to
100
80 to
1000
10 to
2000 km−2
a few m
to km
0
ITSd 10 to
100
10−3
to
10−5
100 to
1000
500 to
several
MB
500 to
3000 km−2
200 to
2000
50 to
500
Road safety
urban
10 to
100
10−3
to
10−5
100 < 500 3000 km−2 500 <100
Road safety
highway
10 to
100
10−3
to
10−5
100 < 500 500 km−2 2000 <500
Urban
intersection
100 10−5 1000 1 MB
per car
3000 km−2 200 <50
Traffic
efficiency
100 10−3 1000 1 kB 3000 km−2 2000 <500
Professional
audioe
2 10−6 0.01 to
0.5
3 to
1000
up to
1 m−2
100 <5
a Primary source for factory automation: [Fro+14].
b Primary source for process automation: [Sve11].
c Primary source for smart grids: [IEC13].
d Primary sources for ITS: [5GP15; ETS09; Ham14].
e The data for professional audio stems from a requirement analysis of the project
partner Freedelity.
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When it comes to critical communications, violations of the stated requirements
may lead to failure of the application and, thus, to severe financial or even human
damage. Hence, it is of utmost importance that meeting the requirements can
be guaranteed to a certain extent, i. e., up to a very high probability as agreed
when starting the URLLC service. Simulations or even real experiments can be
used to study system behavior but are not appropriate to obtain such guarantees,
because a tremendous number of runs would be required to have statistical
significance for the tail of the distribution as well. Here, accurate mathematical
models, as proposed in this thesis, can be an efficient and fast alternative.
Recent work, e. g., [SGA15; SYQ17], focused on latency modeling with respect
to URLLC. The authors in [SGA15] investigate wireless fading channels with
finite block length channel coding. In [SYQ17], the need for latency modeling for
URLLC traffic is stated and queuing delay violation is identified as an important
issue for reliability. Here, queuing delay refers to the time, when data has to
wait for competing data due to a limited amount of resources. In addition, the
comprehensive survey conducted in [Bri+16] provides a broad overview of
causes for delay and approaches to reduce latency in the Internet. According to
the survey, queuing delay accounts for the largest portion to the transmission
latency and most of the latency is contributed at the network edge. For these
reasons, this thesis focuses on modeling latency due to queuing effects.
Some methods to achieve low latency in 5G are summarized in our work
[Sch+19b]. For instance, subdividing the transmission time interval (TTI),
i. e., using less symbols per TTI, leads to a shorter waiting time for the next
TTI, a shorter transmission time itself and shorter round trip times for possible
retransmissions. In addition, the novel radio access technology (RAT) new ra-
dio (NR) introduces higher options for sub carrier spacing (SCS), which enable
shorter symbol lengths and hence shorter TTIs. The new standard also requires
user equipment (UE) to implement shorter processing times for encoding and
decoding. Furthermore, uplink (UL) resources can be preallocated for URLLC
devices, such that they save the time for the otherwise necessary scheduling
request and waiting for the grant.
To ensure high reliability, also other reasons, different from losing packets due
to high delay, have to be taken into account. Packets can get lost or become
erroneous while being transmitted. For wireless systems the reasons for that
include path loss, fading, shadowing, and interference. A promising way to cope
with this is to introduce diversity, which means that information is being trans-
mitted redundantly in the time, frequency, or spatial domain. In the context of
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URLLC, where latency is critical, time diversity, i. e., performing retransmissions,
usually is not feasible. Instead, multi connectivity (MC), i. e., having multiple
connections in parallel, is preferred. Those links can be established on different
frequencies or between multiple antennas located at one or different sites (i. e.,
spatial diversity).
Other reliability aspects that are not related to failure through outdated packets
are out of scope of this thesis. Instead, the reader is referred to our joint work
in this area, which is shortly summarized in the remainder of this section. In
[Höß+19b], reliability theory is applied to wireless communications. Terms like
reliability and availability are often loosely utilized in the wireless community.
In our work, PLR is identified as not being a sufficient metric to characterize
reliability as it does not reflect the time dimension and, thus, rather refers to
availability.2 Instead the more meaningful term mission availability is introduced,
which also considers the duration of an application and the fact that applications
can often tolerate short packet loss. A theoretical framework to analyze MC
scenarios for different combining schemes is presented in [Wol+17; Wol+18;
Wol+19]. For instance, the framework allows to study the trade-off between di-
versity and multiplexing, i. e., between reliability and throughput. In [Höß+20],
a many-to-many matching algorithm was used to cope with the problem of
allocating multiple channels, i. e., resources, to multiple users. Furthermore,
the work in [Höß+19a] introduces a dynamic connectivity scheme, which leads
to efficient usage of resources for applications that can tolerate short outage
through switching the channel in case of bad conditions. Finally, a scheme that
adapts the number of links in order to reduce consecutive packet loss is proposed
and analyzed in [Sch+20a].
1.1.3 Network Slicing
One major challenge of 5G is that it aims not only at targeting one specific use
case, but should address all of the dimensions mentioned in Section 1.1.1 with
their diverging requirements. As each domain is challenging for itself, satisfying
all requirements at once appears utopian. Instead, a flexible network that can
be tailored to the different use cases constitutes a promising solution.
In their white paper [NGM15], the Next Generation Mobile Networks (NGMN)
alliance proposes the concept of network slicing for 5G. The white paper is
2Availability can be defined as the complement of the PLR, i. e., the probability of successfully
transmitting a packet corresponding to 1− PLR.
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complemented by their deliverable [NGM16]. A network slice essentially denotes
a logical network, which is established to serve a use case. To meet the specific
requirements, the network slice handles the control and user plane for one
service in a particular way, by using a collection of 5G network functions and
specific RAT settings. This can span all domains of the network, i. e., different
software modules running on cloud nodes, specific configurations of the transport
network supporting flexible locations of network functions, dedicated radio
parameterization or even a specific RAT, and the configuration of the UE itself.
Network slicing is enabled by the concepts network functions virtualization
(NFV) and software-defined network (SDN) [Sim+17], which allow for flexible
placement of network functions as well as flexible and scalable configuration of
the network, respectively. Furthermore, mobile edge computing (MEC) provides
flexible placement of computing resources close to the network edge.
However, the question still remains, how such network slices can be parame-
terized optimally and which performance can be expected then, especially with
dynamically changing conditions. In this regard, the network slicing approach
can benefit from appropriate performance modeling, which can provide the
answers. Consequently, also models supporting multiple slices are introduced in
this thesis.
1.2 State of the Art
The current generation of mobile communications systems 4G, i. e., LTE (Ad-
vanced), is by far not capable to meet the desired requirements in Table 1.1. In
our work [Sch+17], measurements that were performed in a live network in
2015 revealed that only an average round trip time (RTT)3 of 47 ms, 43 ms, and
35 ms can be achieved, when connecting to a server in the Internet, to the core
network gateway, or to a dynamic host configuration protocol (DHCP) server
in the core network, respectively, indicating room for latency improvement in
the radio access network (RAN). Our study also showed that the latency is very
sensitive to the network load, since the latency significantly degrades during rush
hours, when the average latency to an internet server increases up to 80 ms.
As for the latency modeling, different approaches are being pursued. For instance,
latency can be measured empirically in live networks and curve fitting can be
applied to obtain stochastic distributions of the latency (e. g., [VBK18]). This
3The RTT denotes the time it takes to send data from a sender to a receiver and back. In this
study it was measured by performing Internet control message protocol (ICMP) pings.
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approach may lead to good approximations of the reality, but neither provides
functional relationships to the network parameters or any reasoning for the
resulting distributions, nor it is applicable on other networks as it depends
on the measurements. In addition, this approach is not appropriate for good
approximations of the distribution tail due to a limited number of measurements.
Furthermore, there exist relatively simple analyses based on the standardized
numerology to estimate RAN delay. As an example, the author of [Abe10] claims
that it was already verified by the feasibility study [3GP08b] of 3rd Generation
Partnership Project (3GPP) that the radio interface of LTE (Release 8) achieves
a latency target of 5 ms. However, those evaluations only take the foreseen
numerology into account, consider only one possible retransmission up to a
assumed probability, and are based on the assumption of an unloaded network,
to derive average latency values. This approach can neither provide any worst
case results nor it evaluates any effects from random user behavior and network
load.
To capture the random effects as well, e. g., in radio conditions or in data traffic,
stochastic models are necessary. Therefore, the most common approaches are
queuing theory (e. g., [Asm03; Kle75; Kle76]) and network calculus (e. g., [LT04;
LJ08]). Both theories aim for analyzing systems with shared resources and the
impact of the resource sharing on KPIs, such as latency, capacity, or dropping
rates. Whereas queuing theory focuses on determining stochastic measures
(e. g., moments) or even the distribution of the KPIs, depending on analytical
tractability, the approach of network calculus rather provides upper performance
bounds by considering cumulative functions for arrival and service as well as a
min-plus algebra. The bounding functions are traditionally deterministic [LT04],
but the framework has been extended to stochastic network calculus [LJ08].
In other words, queuing theory may refer to stochastic analysis of the system,
whereas network calculus conducts a worst case analysis.
Both approaches, queuing theory and network calculus, have been widely used
to analyze (wireless) communications systems. For instance, network calculus
was used in [Fid06; ALB16; SGA15] to derive probabilistic performance bounds
for the latency of wireless fading channels. In particular, [Fid06] was one of the
first works that applied network calculus to wireless fading channels, [ALB16]
studied multihop fading channels with frequency hopping, and in [SGA15],
channel coding at finite block length is considered. The authors of [Lei+11]
analyzed an LTE access network with real-time and non-real-time traffic with
the help of stochastic network calculus for exponentially bounded arrival and
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service processes. However, the results are very coarse with end-to-end (E2E)
latency values of 1.5 s that are exceeded with a violation probability of 20 % for
real-time traffic, which is far from the requirements and actually achievable
performance.
The application of queuing theory [BBP04; Bon04b; Bon05; Kle+16; KGF14;
KFF14; KF15] and of queuing networks [Küh76; Küh15; Jar+11; Mah+14;
Mah+15; ZNS14] in particular will be discussed in detail in the Sections 2.2.2
and 2.3.2, respectively. In summary, it can be said that the existing work mainly
aims for obtaining average values (in some cases including the coefficient of
variations) or performance bounds. In addition, not all of the related work
covers latency, but rather focuses on other metrics, such as throughput, blocking
probability, or capacity. Furthermore, the cited works are often restricted to
simple arrival and service models and consider homogeneous traffic.
1.3 Contribution
The overall objective of this thesis is to develop foundations for a flexible mathe-
matical framework to conduct E2E latency analysis of one or multiple 5G use
cases. More specifically, the state of the art is being complemented by the
following contributions with this thesis:
• In the context of this thesis, a MATLAB [Mat19] class was implemented that
simplifies the handling of random variables (RVs) and their distributions.
In contrast to the already existing distribution class in MATLAB, whose
purpose is mainly the distribution fitting, sampling, and statistical analysis,
the new class is more tailored to performing operations on (independent)
RVs. The main idea is to apply analytical, i. e., explicit, formulas wherever
possible and to fall back to numerical methods to be generally applicable
(cf. Section 2.4).
• The wireless downlink (DL) access is modeled with the help of flow-level
queuing models (cf. Section 3.1), which are based on existing work. This
model is the foundation for extending existing models for the performance
evaluation of video streaming traffic. The extension is constituted by
incorporating multi-cellular interference dynamics and by applying a finite
volume method (FVM) to obtain a numerical solution for the arising partial
differential equation (PDE) systems. Thereby, the streaming KPIs startup
delay distribution and buffer starvation probability are derived, referring
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to latency and reliability in the context of video streaming (cf. Section 3.2,
[SKF17; Sch+20b]).
• An approach to transfer the existing DL flow-level models to study the UL
as well is proposed (cf. Section 3.3).
• Queuing networks are proposed to conduct E2E latency analysis in mobile
communication networks, providing a flexible framework for arbitrary
network topologies. Such a tool offers valuable insights on the impact
of different network parameters and thereby enables finding adequate
configurations for networks or network slices. Thereby, foundations for
(autonomous) network optimization are laid (cf. Section 4.2, [Sch+19c]).
• As an important ingredient for a general performance evaluation frame-
work (cf. previous item), general queuing systems, i. e., GI/GI/1 queues,
have to be analyzed. Therefore, a numerical method is proposed to conduct
this analysis for general independent arrival and service processes. The
results are complemented by an existing expression that bounds GI/GI/1
latency (cf. Section 4.3, [Sch+19a]).
• To provide also analysis tools for heterogeneous traffic of different applica-
tions that is handled by different slices, different schedulers are integrated
into the model to study prioritized heterogeneous traffic as well (cf. Sec-
tion 4.4, [Sch+19a]).
• The proposed models were compared to the respective simulations in terms
of computational effort and complexity. It turned out that the developed
models can be significantly faster than simulations (cf. Sections 3.4, 4.6).
• Furthermore, performance with respect to latency and throughput is im-
proved for a cellular scenario with prioritized traffic of two classes. (cf.
Chapter 5).
• Finally, open questions are highlighted at the end of Chapters 3–5, provid-
ing starting points for further research.
10 Chapter 1 Introduction
Modeling Approaches for
Communication Networks
2
In general, for the evaluation of a wireless network’s performance, there are
three kinds of approaches. First, either an existing working environment (e. g., a
real cellular network) or a testbed can be set up for conducting measurements
of the KPIs of interest. By its nature, this leads to the most realistic results, but
it is not very flexible and can be expensive, time-consuming or even infeasible.
Especially when the technology is not fully matured yet, appropriate hardware
is not implemented yet, or when data is confidential, experiments are not a
possible choice. Also, new algorithms should usually not be tested in a live
network, since they may fail.
Secondly, the performance can be estimated by running simulations and trying
to map the reality onto software. Thereby, simulations always represent an
abstraction of reality and differ in the level of details that are incorporated.
Thus, one distinguishes for instance between link-level or system-level simu-
lations. Whereas the former approach simulates the wireless channel in full
detail and, thus, offers a microscopic view, the latter has an abstracted view
on the transmission itself (e. g., with knowledge gained from the link level)
and focuses more on the entire network for a macroscopic perspective [Cab12].
Compared to experiments, simulations can be parameterized and parallelized
very easily. However, even with the availability of today’s high performance
computing, they can become infeasible when URLLC requirements (e. g., PLR
of 10−9) demand a tremendous number of simulation runs to observe ultra-low
outage with statistical relevance.1
The third approach, mathematical modeling, pushes the level of abstraction even
further. Here, stochastic models are involved as a powerful tool to capture the
random behavior of users and physical conditions. The aim is to find functional
1As the probability is very low, only a few values are available at the tail of a distribution,
making estimations of the distribution in this region inaccurate. For an example, the reader is
referred to Fig. 4.10. There it can be observed how the results for extremely high percentiles
may vary.
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relationships between the scenario parameters and KPIs that approximate the
real performance sufficiently accurately to obtain valuable insights. Even though
those relationships may be too complex to be solved analytically, they can usually
be treated by numerical methods, while still being faster than simulations.
However, models will always be only an abstraction of the reality, because not
everything can be considered and, thus, they may be oversimplified.
This thesis mainly focuses on the third approach by providing such mathematical
models for the E2E latency in wireless networks and by evaluating them. Such
evaluations rely on appropriate assumptions and knowledge about the (random)
traffic behavior of the considered applications and its users. Therefore, this chap-
ter provides foundations for spatial and temporal traffic modeling and introduces
the mathematical framework of queuing systems and queuing networks. Lastly,
a class implemented in MATLAB [Mat19] to handle mathematical distributions
is presented, which turned out to be of key importance in this work.
2.1 Traffic Modeling
No matter whether it comes to simulations or mathematical modeling, realistic
assumptions on user behavior (macroscopic) and/or data traffic characteristics
(microscopic) have to be stated as an input for the simulations or as a starting
point for the modeling, since the underlying traffic demand influences the system
dynamics. The mentioned levels of detail refer to two different time scales and
hence to traffic modeling on flow-level or packet-level, respectively. Here, the
notion of a data flow [Rob01] comprises all packets belonging to the same
object, such as a web page, a video, or any other file. They can be described
by stochastic processes, characterizing the traffic behavior in the spatial as well
as in the temporal domain. This comprises the random process of inter-arrival
times T (cf. Section 2.2.1) between users or packets, and the respective flow or
packet sizes.
Usually, models establish a trade-off between accuracy and simplicity (and
thereby analytical tractability). However, the proposed numerical method in
Section 4.3 can also deal with general models.
2.1.1 Temporal Traffic Modeling
The temporal behavior of data traffic strongly depends on the considered applica-
tion. Modeling usually relies on knowledge or assumptions about this application
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and is often supported or validated by empirical data. The NGMN alliance pro-
vides a comprehensive list of detailed temporal traffic models for typical 4G use
cases, i. e., file transfer protocol (FTP), web browsing, video streaming, voice
over Internet protocol (VoIP), and gaming, in [NGM08a]. However, for the three
envisioned fields of 5G use cases (cf. Section 1.1.1), those may need revision and
amendments. Since mobile broadband (MBB) applications have been introduced
already with third generation (3G), more studies and data are available than
for the new fields of mMTC and cMTC. Laner et al. (e. g., [Lan+12; Lan+13b;
Nik+13; Lan+13a]) conducted extensive studies in this research area.
Mobile Broadband Traffic
Comprising mostly multimedia applications, broadband traffic is usually char-
acterized by large file sizes and session durations. Therefore, it is reasonable
to describe the traffic on flow-level. In this regard, it is a common assumption
to consider (inter-) arrivals to stem from a memoryless2 random process, i. e.,
inter-arrival times follow an exponential distribution. The authors in [Lan+12]
confirmed this assumption with data from a real 3G network in Viena. The same
study also reveals an exponential distribution of session durations on logarithmic
scale, resulting in a heavy tail distribution. The authors identify the mixture of
different traffic types as a reason.
If a particular application is considered, more specific models can be found. For
instance, in video streaming, the (view) duration is an important characterization
for the data traffic. The authors in [Xu+13] assume exponentially distributed
video durations and claim that this already reveals essential features of the
system. Thanks to the memorylessness of the exponential distribution, the
system becomes analytically tractable in a simple way. However, in their later
work [Xu+17], they propose a hyper-exponential distribution with two phases
instead, which is based on an empirical study. The two phases represent a
mixture of two classes of viewing durations, namely short and long viewing
time.
Descriptions also exist on packet-level. [NGM08a] models video streaming traffic
with periodic arrivals of frames, consisting of eight packets, whose sizes follow a
truncated Pareto distribution. The inter-arrival times of the frame’s slices are
2A RV X referring to a time is called memoryless, if and only if (iff) its probability distribution
does not depend on how much time has elapsed already, i. e., P [X > t+ ∆t | X > t] =
P [X > ∆t]. The only distributions that satisfy this condition are the exponential distribution
Exp(λ) for continuous RVs [PP02, Eq. (4-32)] and the geometric distribution Geo(p) for
discrete RVs [PP02, Example 4-16].
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Fig. 2.1. Illustration of 3GPP traffic models for mMTC [3GP11a].
assumed to originate from another truncated Pareto distribution with different
parameters.
Massive Sensor Traffic
In the technical report [3GP11a], 3GPP specifies two traffic models for machine-
type communication (MTC). Here, they refer to mMTC and do not consider any
critical communications. Two different situations are taken into account. First,
under the assumption of non-synchronized devices, the arrivals are assumed to
be uniformly distributed over an interval [0, tasync], which is denominated here
as U(0, tasync). Second, if devices are synchronized, the arrivals are modeled by
a beta distribution B(3, 4) scaled onto the interval [0, tsync], which constitutes
a peak3 at 25tsync, around which the synchronized arrivals are spread. For the
synchronous case a much shorter interval bound is considered (tsync  tasync).
Both models are illustrated in Fig. 2.1.
Unfortunately, the 3GPP model is confronted with two issues. First, the report
does not provide any reasoning for the choice of the beta distribution and its
parameters. Second, it only provides the distribution of the arrival times rather
than inter-arrival times, making it analytically hard to handle. The first gap
is closed by [CSP16]. The authors justify the beta distribution with an alarm
propagation model. However, they also notice that the parameters α, β, and tsync
3The mode, i. e., the value that maximizes the probability density function (PDF), of a beta
distribution [PP02, Section 4.3] B(α, β) with shape parameters α, β > 1 is located at α−1α+β−2 .
This can be simply obtained by finding the root of the first derivative of the PDF and showing
that the second derivative is negative in this point.
14 Chapter 2 Modeling Approaches for Communication Networks
0 20 40 60 80 100
0.00
0.02
0.04
0.06
0.08
Inter-Arrival Time (ms)
P
D
F
UL (1st )
UL (other)
DL
(a) Inter-arrival time distribution
0 50 100 150 200 250
0
0.02
0.04
0.06
0.08
Packet Sizes (Byte)
P
D
F
UL
DL
(b) Packet size distribution
Fig. 2.2. Illustration of the NGMN traffic model for gaming [NGM08a].
have to be adjusted to the scenario at hand. The second problem is addressed in
[Lan+13b] by proposing a modulated Poisson process to obtain an appropriate
approximation of the inter-arrival time distribution.
According to [3GP11a], the packet size is fixed to 200 bytes. However, the
Internet of things (IoT) may create more diverse packet sizes, due to the variety
of imaginable sensors. Together with more sophisticated arrival models, this
creates further research potential.
Mission-Critical Traffic
In former generations of mobile communications systems, cMTC were not fore-
seen. However, [NGM08a] already defined the interactive real-time use case
gaming. Historically, since there are multiplayer games over networks with
short reaction times, gamers are among the first users who suffered from large
latency. Thus, it is not a surprise that the characteristics of gaming traffic ap-
pear appropriate also for cMTC. According to [NGM08a], UL traffic behaves
differently from DL. After an initial uniformly distributed first arrival time, the
UL arrivals are assumed to be periodic, whereas DL packet inter-arrival times
always follow a Fisher-Tippet distribution4. The packet size here is also assumed
to be Fisher-Tippet distributed (rounded with the floor function) with different
parameters for both directions. The model is illustrated in Fig. 2.2 by showing
the considered PDFs.
4The Fisher-Tippet distribution is also known as the generalized extreme value distribution
[Col01, Section 3.1.3].
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Tab. 2.1. Overview about traffic models in standardization on packet-level.
eMBB mMTC cMTC
Option 1 Option 2 Option 1 Option 2
Purpose video
asynchronous
sensors
synchronized
sensors
n/a n/a
Arrivals
periodic /
truncated
Pareto
U(0, tasync)
B(3, 4) on
[0, tsync]
periodic Poisson
Size truncated
Pareto
fixed, 200 bytes fixed, {32, 50, 200} bytes
Reference [NGM08a] [3GP11a] [3GP17]
However, the described gaming model is based on former cellular technology
and therefore based on long cycles of around 50 ms. For new applications, 3GPP
defined simulation assumptions for URLLC in their technical report [3GP17].
There, only simple models with either periodic (Option 1) or Poisson (Option 2)
arrivals and different fixed packet sizes are considered. As with cMTC, realistic
modeling of URLLC traffic still constitutes great potential for further research.
Temporal traffic models on packet-level from NGMN and 3GPP for all three 5G
application domains are summarized in Table 2.1.
2.1.2 Spatial Traffic Modeling
For the evaluation of cellular network performance, it is not only important to
know when data is demanded, but also where. In particular, local hotspots may
lead to local cell congestion and thus, to performance degradation. However,
mainly due to privacy issues, it is cumbersome to obtain empirical data to
develop spatial traffic models, as shown in the following.
Empirical Data
For this purpose, two data sets were gathered and analyzed5. The first data
set, was obtained from crowd-sourced data of a traffic monitoring app [Kun16].
Anonymous data of user sessions were collected containing global positioning
system (GPS)-based location data, start time and duration, as well as the data
volume in UL and DL. The database comprises around 500,000 entries for the
5The presented work are results from a joint supervision by Dr. Henrik Klessig and the author
of this thesis of the diploma theses of Lucas Scheuvens (née Schwartz) [Sch16] and Henning
Kuntzschmann [Kun16].
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city of Berlin and 50,000 entries for the city of Madrid, which were both collected
within three months in 2015.
The second data set pursued a different approach by collecting social media data
that contains geographic information [Sch16]. Since actual mobile data is not
always accessible, the idea was to study whether publicly available social media
data is appropriate to estimate traffic demand. If this hypothesis turns out to be
valid, social media data could serve as a complementary input for self-organizing
network (SON) algorithms (cf. Chapter 5). The data were fetched from the
social network Twitter over four weeks. In contrast to the first data set, the
entries do not contain any information about duration and data volume. Still it
may provide insights about user locations and the intensity of their device usage.
For the data analysis, the Manhattan region was chosen, due to the high density
of tweets, with approximately 376,000 tweets in total. Furthermore, the cities
of Berlin and Madrid with about 45,000 and 109,000 tweets, respectively, were
analyzed for comparison with the other data set.
Indeed, in our joint work [Kle+17], a strong linear temporal correlation between
the tweet number and the overall traffic volume could be identified, which sug-
gests social media data being a good indicator for the traffic load. Furthermore,
a moderate to high positive spatial correlation was observed between both data
sets, especially for coarser resolutions (i. e.,
√
∆x∆y ≥ 50 m with ∆x,∆y being
the grid constants in longitude and latitude, respectively), which is assumed to
be a result of the limited sample size in both data sets. Here, the correlation
according to Spearman [Jan11] turns out to be much higher than Pearson’s
correlation coefficient [Jan11], indicating a monotone, non-linear relationship
between both data sets.
Motivated by the observed correlation, an approximate mapping between the
Twitter data and the mobile data was defined in [Kle+17], so that the twitter
data can serve as an input for the queuing-theoretic performance evaluation
framework introduced in [Kle+16]. As a result, it turned out that the available
Twitter data provides reasonable results for sufficiently large inter-site distances,
due to the sparsity of the data. However, since Twitter is not the only social
network and since in future there may be even more available data sources (e. g.,
from IoT devices), chances are high that aggregating such sources will result in
suitable traffic demand estimators.
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Fig. 2.3. Illustration of the spatial traffic model. (a) If the spatial correlation was not taken into
account, only noise would be sampled, which is only distinguishable in the enlarged
extract. (b) Example realization of the traffic model in [Sch16].
Modeling
In [Sch16], a statistical analysis and modeling of the spatial data was conducted
as well. It was observed that the spatial distribution of the tweet density
can be approximated well by a log-normal distribution, especially when the
considered region is restricted to a homogeneous region (e. g., with respect
to demographic data). This is in particular interesting, because the spatial
distribution of mobile data traffic can also be approximated by a log-normal
distribution (e. g., [Lee+14]).
However, in [Sch16] the expected spatial autocorrelation of the data set was
confirmed and quantified. Thus, it is not sufficient to sample independently from
a log-normal distribution for the generation of a realistic traffic map realization.
To create a realization that exhibits the same statistical properties, the author of
[Sch16] applied a method called circulant embedding of the covariance matrix
[DN97] with reasonable computational complexity. Therefore, the data was
transformed from the log-normal domain to the normal domain and analyzed for
its spatial correlation. With this information and the help of circulant embedding,
a realization can be created in the normal domain and transformed back into
the log-normal domain. An example realization is depicted in Fig. 2.3b. For
comparison, a realization without any spatial correlation was created as well
(Fig. 2.3a), which just appears as noise and does not constitute any hot spots.
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2.2 Queuing Systems
Whenever resources are shared in a system, performance may be degraded due
to the limited number of resources. A real-world example may be one or multiple
counters (i. e., servers), where clients (i. e., mobile devices) form queues to be
served one after the other. Since clients will arrive at the counter randomly
and each may have a different number of goods in his or her basket, such that
also the service takes a random time, this scenario is governed by two random
processes.
As a mathematical tool, queuing theory was introduced (e. g., [Kle75]) to analyze
such systems stochastically and to derive performance measures, in particular
with respect to waiting or sojourn time, throughput and capacity. Here, the
sojourn time denotes the entire time a client spends in the system, comprising
the time for his or her own service and the time waiting for the service of other
clients, which is referred to as waiting time. Because it provides a powerful tool,
queuing theory gained a lot of attention also in (wireless) communications (cf.
Section 2.2.2).
It should be noted that queuing has to be interpreted from a very general
perspective. The "clients" can be anything, such as users, files or single packets.
For general descriptions this work just refers to them as objects. Also the
"servers" do not necessarily refer to physical machines but can also be the cores
of a processor or the available resource blocks (RBs) at a base station (BS).
Furthermore, the example of a supermarket counter should not mislead to the
understanding that the queued elements are always served one after the other.
There are also models were multiple objects can be served in parallel (even with
only one server being available).
2.2.1 Definitions and Basic Concept
Usually, a queue, as illustrated in Fig. 2.4, is characterized by the following
properties:
Inter-arrival time distribution. The inter-arrival time Tn is an RV that describes
the time difference between two consecutive arrivals (i. e., between the
(n − 1)th and nth object for n > 1. T1 refers to the first arrival time.).
In this work, all Tn are considered to be independent and identically
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Fig. 2.4. A queuing system. Objects from a population of size NQ arrive according to an inter-
arrival time with distribution A (rate λ) and will be queued, if the overall capacity K is
not exceeded. A queuing discipline D decides how the objects are being scheduled to
the c servers. Each server has a service time with distribution B (rate µ).
distributed (i.i.d.) and so to have all the same distribution A. The mean
value of the arrival rate is denoted by λ := E [T−1].
Service time distribution. The service time Sn is an RV that describes the time
which is needed to process the nth object. Here, all Sn are assumed to
be i.i.d. from one distribution B. Thus, each process has the same mean
service rate µ := E [S−1].
Number of servers. The number of servers c defines how many objects can be
processed in parallel. In a real scenario this can refer to the number of
independent cores, slots, or RBs.
Capacity The capacity K is the maximum number of objects a queue can hold,
which includes the objects currently being in service. Whenever a queue
reached its capacity, further arrivals will be dropped, which can be referred
to as admission control. If it is not specified, K =∞.
Population The population NQ determines the number of existing objects that
can arrive. Usually NQ =∞ is assumed.
Queuing Discipline The queuing discipline D determines how the objects are
being served. Common examples are first in first out (FIFO) or last in first
out (LIFO), where objects are scheduled one after the other, or processor
sharing (PS) with multiple objects being served at once. Here, the default
is FIFO.
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Let the important i.i.d. property of the arrival and service process be fixed in the
following assumption throughout this thesis.
Assumption 2.1 (Independent Arrival and Service). The inter-arrival times at
one queuing system are i.i.d.. The same property holds for the service times at one
queue.
From both, the arrival and the service process, the important property of network
load ρ = λ
µ
can be derived. A queuing system without admission control (i. e.,
K = ∞) can only be stable if ρ ≤ c holds, because otherwise more objects
arrive than the system is able to handle. Depending on the concrete stochastic
processes, in most cases even the strict inequality ρ < c is required.6
For the sake of notation, Kendall’s notation has been established [Ken53]. By
listing all properties in the template A/B/c/K/NQ/D the type of the queue
is fully described. Thereby, starting from the right end, default properties
are usually left out. For instance, the prevalent M/M/1 model is short for
M/M/1/∞/∞/FIFO. Here, the M denotes a Markovian, i. e., a memoryless,
process.
In this work, the most important models comprise M/M/1, M/D/1 (deterministic
service, e. g., fixed packet size), and the general GI/GI/1 (general independent
arrival and service) queues.
Over time, a lot of queuing models have been studied, and analytical expressions
for the first stochastic moments (mean and variance) or even the PDF of waiting
and sojourn time have been derived depending on the analytical tractability.
However, in the context of URLLC, the very high percentiles of the distribution,
i. e., the tail, are of significant importance. In contrast, mean values exhibit only
little value of information. A main contribution of this thesis is the proposal
of a numerical algorithm to obtain the waiting time distribution for the very
general GI/GI/1 queues (cf. Section 4.3). This way, also high percentiles can be
evaluated in practically relevant situations.
2.2.2 Application to Wireless Systems
Since the air interface is a shared medium and user behavior is usually a random
process, queuing theory appears to be a suitable tool for the performance eval-
uation of wireless systems. Consequently, it has gained a large attraction with
6An example where ρ = c guarantees stability is given by the deterministic system of a D/D/c
queue. In contrast, M/M/c models require ρ < c to be stable.
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regard to performance evaluation. In [Bon05] flow-level models were used to in-
crease performance by exploiting fading effects through opportunistic scheduling.
Further, Bonald et al. studied the impact of mobility and derived tight perfor-
mance bounds in [BBP04], and in [Bon04b] they also started to incorporate
the impact of inter-cell interference (ICI) by deriving second-order performance
approximations, as well as bounds based on full or no interference.
In [Kle+16], a powerful performance evaluation framework to analyze the
DL of interference-coupled cellular networks has been introduced, which not
only enabled to study, e. g., capacity optimization in heterogeneous networks
(HetNets) [KGF14], admission control [KFF14], or video performance [KF15],
but also provides the foundation for the work described in Chapter 3. There,
extensions in terms of the considered dynamics as well as approaches for the UL
are explained.
2.3 Queuing Networks
Instead of considering only single queues, M ∈ N queues Q1 . . . QM can be
connected to build up a network, which is referred to as a queuing network and
illustrated in Fig. 2.5. Queuing networks were introduced already in the mid of
the 20th century. For instance, the simplest model, where only M/M/1 queues
build the network, is referred to a Jackson network [Jac57]. There exist also more
sophisticated models, e. g., Kelly networks [Kel75] or BCMP networks [Bas+75],
which even support different classes of customers. For both types, equilibrium
state probabilities can be derived under certain conditions. However, since
the assumptions of all mentioned models are too specific and do not provide
expressions for the waiting time distributions, this thesis follows a different
approach. In the subsequent section, the general model is introduced.
2.3.1 Definitions and Basic Concept
The set of the queue indices is denoted by M := {1, . . . ,M}. Each of the
single queues can be characterized then as described in Section 2.2.1. Objects
arriving with a rate α to the entire system will start at queue j according to the
probability p0j. Whenever an object is processed at queue i, it will be forwarded
to queue j with probability pij or eventually leave the system with probability pi0.
The vectors p0· = (p0j) and p·0 = (pi0) contain the arrival departure probabilities,
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respectively. The routing matrix P := (pij) collects the routing probabilities and
the extended routing matrix P̃ accommodates all values
P̃ :=

pT0· 0
P p·0
 . (2.1)
Since the entries are probabilities, the following equation must hold
P̃ · 1 = 1, (2.2)
where 1 = (1, . . . , 1)T denotes a column vector of suitable dimension. In addition,
in every queuing network the individual arrival rate λi of queue Qi can be
obtained from the following conservation law:
∀j ∈M : λj = αp0j +
∑
i∈M
pijλi (2.3)
or equivalently
(I − P )λ = αp0·, (2.4)
which balances the overall and individual arrival rates α and λi, respectively.
The matrix (I − P ) is regular for non-generated7 queuing networks and so the
system 2.4 has a unique solution λ. For a regularity proof, the reader is referred
to [BG92, Section 3.8].
With regard to latency, the sojourn time Ji of queue Qi is of major interest. It is
the RV of the time an object spends in the queue and comprises the RVs waiting
time Wi and service time Si as follows8
Ji = Wi + Si. (2.5)
7A non-generated queuing network refers to a network, where each object eventually leaves
the system with probability 1. This means in particular that the network must not contain any
loops, which cannot be left.
8For the sake of notation, a small inaccuracy was introduced here with respect to the indices.
Whereas in the previous explanation Sn referred to the service time of the nth object of
one queue, the index i refers now to the (limiting, stable) service time of queue Qi (i. e.,
Si := limn→∞ Si,n). The author decided to forgo introducing any complicated separated
notation and clearly states instead what is meant and uses the indices n and i to differentiate.
The same holds also for other RVs, such as the waiting and sojourn time.
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Fig. 2.5. A general queuing network. Queues are connected with each other and forward
processed objects to another queue or out of the system according to the routing
probabilities pij .
Since the waiting time Wi only depends on previous arrival and service times
and due to Assumption 2.1, both addends are independent, Eq. (2.5) can also
be expressed as the convolution of the respective PDFs.
fJi = fWi ∗ fSi . (2.6)
For the E2E latency analysis, conducted later (4.2), the overall sojourn time
along a path through the queuing network should be considered. Therefore,
let q := (q1, . . . , qκ) ∈Mκ define the indices of such a path. Clearly, the overall
sojourn time Jq, waiting time Wq, and service time Sq along the path q are the
sum of the individual times at each queue
Jq =
κ∑
i=1
Jqi , Wq =
κ∑
i=1
Wqi , Sq =
κ∑
i=1
Sqi . (2.7)
Unfortunately, the addends Eqs. (2.7) are not mutually independent in this case,
because the waiting in one queue may correlate with the one of a subsequent
queue. However, the analysis of dependent queuing systems is hardly tractable
and only few research on very specific situations exists in this area (e. g., [Cal81]).
Therefore, in this thesis, the following assumption is made.
Assumption 2.2 (Independent Waiting at Different Queues). The waiting timesWi
at the queues Qi, i ∈M, are assumed to be independent from each other.
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Fig. 2.6. Illustration of the Kleinrock independence approximation. (a) The queuing network
that was used to study the impact of the network density, i. e., number of inputs, on the
correlation of sojourn times. (b) Correlation coefficient between the sojourn time of one
of the input queues and the output queue.
On first glance, Assumption 2.2 appears to be very restrictive. However, the
Kleinrock Independence Approximation (c.f. Sec. 3.6.1 in [BG92]) states that this
assumption results in a good approximation, as long as the considered network
is dense enough, because then the randomness of other streams decreases the
relative contribution of a particular stream.
This principle is illustrated in Fig. 2.6. A simple tree-shaped queuing network
(Fig. 2.6a) with a varying number M of queues was studied in a simulation.
Here, (M − 1) queues serve as an input for one output queue QM . In this setting
the correlation between the waiting time W1 in one of the input queues Q1 and
the waiting time WM in the output queue QM was measured. The results for
M/M/1 and M/D/19 queues are depicted in Fig. 2.6b, respectively. It can be
observed that the correlation decreases for a higher number of input queues
(network density) and for a higher network load ρ. Especially for high loads
the correlation vanishes fast, which is of particular interest as these are the
interesting situations for worst case analyses.
9If two identical M/D/1 queues are in tandem, the waiting time in the second queue is always
zero, because each object is processed in the same service time. When an object moves forward
to the next queue, its predecessor leaves the second queue in the same moment. Thus, there
are no valid data points in the plot for one input in this case.
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Based on Assumption 2.2, the PDF of the waiting time Wq can be formulated as
a convolution
fWq = fWq1 ∗ fWq2 ∗ . . . ∗ fWqκ =:
κ∗
i=1
fWqi . (2.8)
In contrast, the service times Sqi along path q are assumed to be highly mutually
dependent. No matter on which time scale the analysis is conducted, let it be a
flow or a packet, the service time will depend on the object size (i. e., flow size
or packet length) at each visited node. To incorporate this, it is assumed that for
each object an initial object size S0 is drawn. All service times Si of this object at
an arbitrary queue Qi will be a scaled version, based on the respective service
rate µi
Si = µ−1i S0, (2.9)
which leads to the accumulated service time along path q
Sq =
(
κ∑
i=1
µ−1qi
)
S0 =: µ−1q S0, (2.10)
and translates to the PDF
fSq(t) = µqfS0 (µqt) . (2.11)
With this and Eq. (2.8), the PDF of the overall sojourn time Jq along path q can
be expressed as
fJq(t) =
[(
κ∗
i=1
fWqi (s)
)
∗ µqfS0 (µqs)
]
(t). (2.12)
Here, the inner argument swas introduced to differentiate between the argument
and the integration variable of the involved convolutions. The advantage here is
that with the PDF, also the cumulative distribution function (CDF) is provided
by integrating Eq. (2.12) as follows10
FJq(t) =
∫ t
−∞
fJq(τ)dτ =
[(
κ∗
i=1
fWqi (s)
)
∗ FS0 (µqs)
]
(t). (2.13)
10Here, the simple integration of two convoluted functions
∫
f ∗ g = f ∗G was exploited, which
suits best for integrating the service time term. Of course, any of the fWi could have been
integrated as well, leading to a more complicated expression.
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The CDF FJq then naturally provides the rth percentile by evaluating F
−1
Jq
(
r
100
)
,
what is much more valuable for URLLC than having only statements about mean
and variance.
Details to this approach can be found in [Sch+19c]. Furthermore, a concrete
application is presented in Chapter 4.
2.3.2 Application to Radio Access Networks
As an extension to separated queuing systems, queuing networks gained a lot
attention for studying wireless systems as well. Kühn did extensive research
on queuing theory and queuing networks in the context of computing and
communications. As early as 1976, he introduced a general framework [Küh76]
for the approximate analysis of complex queuing networks by decomposition.
The framework can handle general queuing stations. Even though it is limited to
the first two moments, i. e., mean and variance, of the input and output processes,
it can provide valuable insights into system performances. This fundamental
work can also be applied to current and future technologies, as proposed in his
more recent work about 5G system architecture [Küh15], incorporating also
SDNs and NFV.
Especially in the field of SDN, queuing networks can provide valuable insights for
their optimal configuration and so for exploiting their potential. In this regard,
Jarschel et al. studied the performance of an SDN controller and SDN switch with
the help of a two-node queuing network in [Jar+11; Mah+14]. The authors
took the model parameters from real measurements and compared analytical
results to simulations. In [Mah+15], they even extended their model to an
SDN network with multiple nodes. Their work is based on Jackson networks
[Jac57], tailored to their investigated situation, and therefore also limited to
the assumption of exponential inter-arrival and service. Wireless SDN have also
been approximately analyzed with the help of queuing networks in [ZNS14]
with respect to queuing delay and loss, where the theory of large deviations
has been applied, and the results have been compared to simulations based on
realistic traffic models from [NGM08a].
How queuing networks have been applied in the scope of this thesis, is described
in Chapter 4.
2.3 Queuing Networks 27
Tab. 2.2. Extract of the most important implemented functionality of the distribution class.
Distribution Class
Method Description
+,−, · distribution of the sum/difference/product of two independent
RVs
<,≤, >,≥ probability of the comparison of two independent RVs, i. e.,
”X < Y ” := P [X < Y ]
min,max distribution of the minimum/maximum of two (or more) RVs
aX,X + a distribution of the scaled/shifted RV by a scalar a
E [·] ,E [f(·)] expectation of an RV or of a function of an RV
median(·) median of an RV
percentile(·, q) qth percentile of an RV
d(X,Y ) distance between RVs X and Y in different norms, with respect
to there PDF or CDF
sample(·, N) draw N samples from RV
DistFromSamples(·) approximate a distribution from given samples
2.4 Distribution Class
A fundamental part of this thesis and the modeling is the new MATLAB [Mat19]
class implemented by the author within this context that holds stochastic distri-
butions. The idea is that such a class simplifies the handling of all the involved
RVs. For instance, the sum of two independent RVs could be written in the code
as simple as Z = X+Y , but is internally treated as the convolution fZ = fX ∗ fY
of the respective PDFs. Whenever the analytical solution of such an expression
is known (and implemented), the class will make use of it. If, for instance,
X, Y ∼ Exp(λ) in the same example, then Z ∼ Γ(2, λ). Otherwise, an operation
can always be performed numerically.
An object of the class can be initiated as one of several standard distributions or
with an arbitrary PDF or probability mass function (PMF), provided as numerical
values. In particular, the class can handle continuous, discrete, and mixtures of
both kinds of distributions, which is in particular helpful with respect to waiting
times. A full description of the implemented class is out of the scope of this
thesis. Instead, a short overview of the functionality is provided in Table 2.2.
Here, it should be noted that the focus is rather on the functionalities, which
were important with respect to the thesis, than on implementing a compre-
hensive framework. The class is published online at the MATLAB central file
exchange [Sch19].
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Even though there already exists a powerful distribution class in MATLAB, the
already existing one is more tailored to other purposes, such as distribution
fitting, sampling, and statistical analysis. Thus, the aforementioned required
functionality is not available.
2.5 Summary
This chapter builds the foundation for the subsequent work. It provides an
overview about existing traffic models for 5G use cases that is the starting point
for realistic performance evaluations. Thereby, the modeling considers not only
the temporal, but also the spatial domain, which has particular importance
for performance evaluation in the presence of traffic hot spots. Especially for
mMTC and cMTC, still a great research potential in finding sophisticated models
remains. Furthermore, two sources of empirical data, namely social networks
and crowd-sourced app data, are presented.
Moreover, basic concepts of queuing theory and queuing networks, which form
the mathematical framework used in this thesis, are explained. With this,
important notation aspects are introduced, basic assumptions are set, and the
foundation for the E2E latency modeling along a path in a network is led. In
queuing-theoretic terms latency refers to sojourn time, which is related to the
waiting time. For both aspects, individual (potentially coupled) queues and
queuing networks, a short overview about state of the art applications of this
theory to wireless communications is provided. Finally, the implementation of a
class for handling stochastic distributions is presented, which has a major role in
the model evaluation within this thesis.
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After a theoretical foundation was built in the previous chapter, the model
is now tailored to a cellular scenario with respect to DL traffic. The general
system model used in this chapter mainly builds on the framework introduced
in [Kle+16]. After introducing the concrete setup, the model’s potential will
be shown by evaluating a concrete eMBB application, i. e., video streaming, in
Section 3.2. The major contribution here, compared with previous work, is the
incorporation of the complex interactions of ICI dynamics, leading to a system
of multiple multi-class PS queues with mutually coupled service rates. Since the
arising systems of (differential) equations are not trivial to be solved, particular
attention is spend on this issue (cf. Section 3.2.4). Furthermore, potential steps
for a model extension to the UL will be depicted. The chapter also includes
a comparison of model and simulation in regard to computational effort and
complexity (Section 3.4). To facilitate reading, Table 3.1 provides an overview
about the essential notation used in this chapter.
3.1 Wireless Downlink Access
Let the scenario, which is illustrated in Fig. 3.1, consist of a finite number
N ∈ N>0 of BSs, which are deployed in a region L ∈ R2. Their index set is
denoted as N := {1, . . . , N}. For the performance analysis, each BS i is modeled
as a queue Qi. In this region, (user) positions are depicted as u ∈ L. The location
of a user follows its PDF fu(u), which allows for heterogeneous spatial user
distributions (cf. Section 2.1.2). It is assumed that each possible user location u
is associated uniquely with one BS. Thus, each BS i is associated with a cell Li
for i ∈ N and the terms cell, BS, and queue are used interchangeable. Thereby,
the cells Li form a partition1 of L. The users are assumed to arrive according to
1The family of sets {Li} is called a partition of L, iff for all i, j ∈ N the following three
properties hold: (i) Li 6= ∅, (ii) Li ∩ Lj = ∅ for i 6= j, and (iii)
⋃
k∈N Lk = L.
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Tab. 3.1. Overview about the essential notation in Chapter 3. Indices are omitted for readability.
Variable Space Description
t, h R Time and infinitesimal time difference
q,Q R Buffer variable and buffer process
i N Cell index
u L User position
States
x,X X BS state
z ZPF,ZPB Observed state by the tagged flow (during prefetching and playback)
y,Y Y Interference scenario (realization and RV)
Rates
c [0, cmax] Achievable rate based on SINR γ
λ, µ R>0 Arrival and service rate of a BS
ϑ R>0 Observed departure rate of other flows
µ′ R>0 Observed deactivation rate of other BSs
ψ R>0 Rate to the absorbing state A
Ψ, Ψ̃ R>0 Sum of all rates leaving a state (with and without absorbing state A)
v, w R>0 Download rate and effective download rate
A,B RLK×LK Diagonal matrices collecting v, w
M RLK×LK Matrix collecting state transition rates
Λ RK×K Diagonal matrix of transition rates between interference scenarios
Probabilities
π [0, 1] State probability
Π [0, 1] Joint probability of observed competing flows and interference
ζ [0, 1] Probability of observing an interference scenario after admission
P st, P b [0, 1] Starvation and blocking probability
Variables of the PDE and ODE systems
U [0, 1]LK Startup delay distribution function
V [0, 1]LK×LK Probabilities to start prefetching in one state and end in another
W [0, 1]LK Starvation probability function
32 Chapter 3 Modeling the Wireless Access
i
j
k
λi
µi
µj
λj
µk
λk
Fig. 3.1. The dynamics in a cellular network for the DL. The performance of a UE is affected by
the dynamically changing load conditions in its own cell as well as the randomly varying
interference (dashed arrows) from neighboring cells.
a Poisson process with constant rate2 λ to the overall scenario. With appropriate
weighting, the individual arrival rate λi of cell i and the conditioned PDF fu,i of
users in cell i can be derived as
λi = λ
∫
Li
fu(u)du, and (3.1)
fu,i(u) =
fu(u)∫
Li fu(v)dv
. (3.2)
For this chapter, an exponentially distributed file size with mean Ω is assumed.
More details on the traffic model will be provided for the concrete application in
Section 3.2.
Within this regime, the performance a user is impacted by the (randomly chang-
ing) numbers of users at the same BS, but also by the experienced interference
from other BSs, which again randomly changes with user activity in neighboring
cells. Related to this, the following assumption is stated.
Assumption 3.1 (Best effort service). Whenever a BS serves at least one user, it is
said to be active and inactive otherwise. An active BS is assumed to allocate all of
its radio resources to the users in service (best effort) and, thus, transmits with full
power.
Based on this assumption, let the binary variable yi denote the activity of the
ith BS, i. e., yi = 1 if BS i is active and zero otherwise. All these components
are collected in the joint interference state vector y := (yi) ∈ Y := {0, 1}N . The
2Here, a stationary process is assumed. In general, λ can also be time-dependent as in the
more general model formulation in [Kle+16]. However the steady state analysis requires a
stationary process.
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set Y is referred to as the interference state space. With this, it is convenient
to partition the set of cell indices into the ones of inactive and active BSs with
respect to the interference scenario y as follows
N0(y) := {i ∈ N | yi = 0} and N1(y) := {i ∈ N | yi = 1} . (3.3)
The active BSs determine the interference a user experiences. With prxj (u) being
the received power of a UE at position u from BS j for any j ∈ N , which follows
the path loss model from [3GP10]
lpath(dj) = 128.1 dB + 37.6 log10
(
dj
km
)
dB (3.4)
for the distance dj from the user to the BS j, the signal-to-interference-plus-noise
ratio (SINR) γi of a user associated with BS i can be expressed as
γi(u,y) :=
prxi (u)∑
j∈N1(y)\{i} p
rx
j (u) + BBWN0
. (3.5)
Here, BBW and N0 denote the bandwidth and the spectral density of the thermal
noise power, respectively. The SINR can be mapped to an achievable rate ci
ci(u,y) := eBWBBW min {log2 (1 + eSINRγi(u,y)) , cmax} , (3.6)
by a modification of the theoretical capacity bound provided by Shannon’s
law [Sha49] to a more realistic bound incorporating the bandwidth efficiency
eBW, the SINR efficiency eSINR and a maximum achievable data rate cmax of the
considered wireless system [Mog+07]. Following the approach of [Bon05], the
average service rate µi of BS i for a fixed interference scenario y results from
the user-density-weighted harmonic mean over the cell i
µi(y) :=
1
Ω
[∫
Li
fu(u)
ci(u,y)
du
]−1
. (3.7)
Since the interference scenario y dynamically changes with the activity of other
BSs, it becomes apparent that the service rate is not constant. Thus, the system
at hand constitutes an interference-coupled system of queues, which will be
discussed in the Sections 3.1.1 and 3.1.2.
At each BS, a resource-fair scheduler is assumed. This can be accomplished
by the round robin (RR) scheduler which translates to the PS discipline in
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queuing terminology. To avoid congestion, each BS applies admission control. A
simple yet accurate way to incorporate this into the queuing model is setting the
capacity of queue Qi to a finite Ki ∈ N>0 leading to a stable queuing system.
3.1.1 Steady State Performance
To analyze the dynamics, the random process of the state Xi(t) (with realization
xi) of queue Qi is considered. Together, they form the multivariate process
X(t) = (Xi(t)) ∈ X := {0, . . . , K1} × · · · × {0, . . . , KM} (with realization x).
This process generates the random process of interference scenarios Y (t) =
(Yi) := sgn(X(t)) ∈ Y with their already introduced realizations y.
A first step of the performance evaluation is constituted by the derivation of
the joint steady-state distribution π(x) := P [X(t) = x]. With the aforemen-
tioned assumptions, a system of multi-class PS queuing systems with mutually
interference-modulated service rates is defined, which is barely tractable. How-
ever, several approximation methods have been proposed:
(i) first and second order (approximated) performance bounds based on a full
interference (first order, lower), no interference (first order, upper), fluid
(second order, lower), and a quasi-stationary (second order, upper bound)
regime, respectively, in [Bon04b],
(ii) average interference performance approximation [SY12], and
(iii) aggregation of variables performance approximation [FF12].
A comparison of all three approaches was conducted in [Kle+16]. There,
approach (iii) was identified as the most accurate method, and is consequently
chosen for state probability approximation in this thesis.
Key Performance Indicators
Once the steady state probabilities π(x) are available, a series of relevant KPIs
can derived. An overview is given in Table 3.2. The table also provides the
respective formulas for the standard queuing models M/M/1/∞ and M/M/1/K
with PS as the scheduling discipline.
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Tab. 3.2. KPIs for an M/M/1/∞ PS queue Qi, an M/M/1/Ki PS queue Qi, or a general queuing
system Qi with admission control and known state probabilities π(x).
KPI Symbol M/M/1/∞ PS M/M/1/Ki PS General system with
admission control
Resource
utilization
ηi ρi ρi
(
1− P bi
) ∑
x∈X
xi>0
π(x)
Blocking
probability
P bi 0
(1− ρi) ρKii
1− ρKi+1i
∑
x∈X
xi=Ki
π(x)
Mean
number of
active flows
n̄i
ρi
1− ρi
ρi
1− ρi
− (Ki + 1)ρ
Ki+1
i
1− ρKi+1i
Ki∑
x=1
x
∑
x∈X
xi=x
π(x)
Mean
sojourn time
E [Ji]
1
µi − λi
n̄i
λi
(
1− P bi
)
Cell
throughput
Rcell,i
λiΩ
ρi
= Ωµi
λi
(
1− P b
)
Ω
ρi
=
(
1− P b
)
Ωµi
Flow
throughput
Rflow,i Rcell,i (1− ρi)
ηiRcell,i
n̄i
Reference [Kle75] [KFF14] [Kle+16]
3.1.2 The Network observed by a Tagged Flow
In the following, the perspective of the analysis changes from a steady state
investigation to the transient behavior of the entire system. For this purpose, a
"tagged flow" that arrives at BS i is considered, a perspective that was already
used in [Xu+13] for the derivation of streaming KPIs. This tagged flow is
admitted to the service of its associated BS, whenever the BS is not at full
load, due to admission control. The admission probability is the complement
of the blocking probability, i. e., 1 − P bi , which is provided by Table 3.2. After
admission the tagged flow experiences the interference scenario y according to
the conditioned probability
ζi(y) = P [Y (t) = y |Xi(t) ≥ 1] =
∑
x∈X
sgn(x)=y
xi≥1
π(x)
/∑
x∈X
xi≥1
π(x), (3.8)
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Fig. 3.2. Extract of the Markov model for the network dynamics as observed by a tagged flow
in cell i. The illustration shows only two of the N dimensions in total. Two adjacent
interference scenarios y(k) and y(l), which differ in the jth component, are depicted as
rectangular boxes (j 6= i). Transitions between the boxes (blue) stem from activation
and deactivation of BS j, i. e., events (Ec) and (Ed). Transitions referring to other BSs
are not shown. The transitions within a box (red) are due to changing cell load caused
by arrivals or departures of competing flows (events (Ea) and (Eb)).
and upon arrival the tagged flow is exposed to a number zi of other competing
flows in the same cell according to the conditioned probability
πzi = P [Xi(t) = zi |Xi(t) < Ki] =
1
1− P bi
∑
x∈X
xi=zi
π(x). (3.9)
Due to the system dynamics, this number may change according to an auxiliary
random process ZPFi (t) ∈ ZPFi := {0, . . . , Ki − 1}. As long as the flow is in
service, Xi = ZPFi + 1 holds for the cell load of BS i.
The cell load of the considered BS i may change due to the following inner
events at the same BS
(Ea) arrival of a new flow with rate λi, or
(Eb) departure of another finished flow with rate ϑ
(y,zi)
i := zizi+1µi(y),
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based on the current interference scenario y and the number of currently ob-
served competing flows zi.
While the tagged flow is active, the interference process is restricted to scenarios
where the ith BS is active. This modified process is denoted as Ỹ (t) ∈ Yi :=
{y ∈ Y|yi = 1} with a modified interference state space Yi with cardinality
L := |Yi| = 2N−1. The interference changes according to the following possible
outer events at other BSs
(Ec) activation of neighboring BS j with rate λj, or
(Ed) deactivation of a BS j caused by the departure of its last served flow with
the conditioned rate µ′j(y) := µj(y) · P [xj = 1|xj ≥ 1].
On a continuous timescale, it is reasonable to state the following assumption.
Assumption 3.2. Only one of the four events (Ea). . . (Ed) may happen at exactly
the same time instance.
Considering all events (Ea)–(Ed), a Markov process is formed as illustrated
in Fig. 3.2. The states (y, zi) comprise the interference scenario with N − 1
degrees of freedom (DoFs) and the observed number of competing flows with
one DoF, and so the model has N dimensions in total. Of course, the figure
can only show two of the dimensions, i. e., two adjacent interference scenarios
y(k) = y(l)−ej for suitable k, l ∈ N , which are depicted as rectangular boxes. The
illustration shows the inner transitions due to the events (Ea) and (Eb) within
one interference scenario, as well as the transitions between two scenarios due
to the events (Ec) and (Ed). The process will be the foundation for the video
streaming model, which is derived in the subsequent section.
3.2 Application to Streaming Traffic
According to the Cisco Visual Networking Index [Cis17], video streaming will
account for 78 % of an estimated total global mobile traffic demand of 49 ex-
abytes per month by 2021. This fact alone makes video streaming one of the
most important use cases within eMBB. In this regard, not only legacy quality of
service (QoS) metrics, but also quality of experience (QoE) metrics are of signifi-
cant importance, especially from an operator’s or video provider’s perspective,
who are both interested in satisfied clients. Indeed, studies [KS12] demonstrated
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Fig. 3.3. Comparison of the major differences between the presented approaches. (a) [Xu+13;
Xu+16] considers a single BS only, (b) [KF15] extends the work by quasi-stationary
interference, (c) [Sch+20b; SKF17] and this thesis also include interference dynamics.
that users already start abandoning videos, if they have to wait longer than two
seconds for buffering.
In this regard, two video streaming KPIs are of interest, namely the startup
delay distribution as well as the buffer starvation probability, which are related
to latency and reliability, respectively. The derivation of those KPIs follows
an initial idea of Xu et al., e. g., in [Xu+13; Xu+16]. The authors modeled
competing flows at a single BS as depicted in Fig. 3.3a. This approach was
extended in [KF15] by introducing interference in neighbor cells (Fig. 3.3b).
However, interference was only incorporated in a quasi-stationary regime. In
our work [Sch+20b; SKF17], the following extensions were contributed:
(i) The KPI buffer starvation probability is derived in the multi-cellular inter-
ference coupled context.
(ii) The models for both the startup delay distribution and the buffer starvation
probability are extended by incorporating also interference dynamics as
illustrated in Fig. 3.3c (cf. Sections 3.2.1 and 3.2.3).
(iii) Three different approximation methods for solving the involved PDE sys-
tems are proposed, which, in contrast to [Xu+13], do not suffer from
numerical instabilities, such as oscillations. (Details are provided in Sec-
tion 3.2.4)
(iv) An extensive study of the impact of different system parameters, namely
admission control, the video bitrate, and traffic demand in neighboring
cells, on the video streaming KPIs was conducted in [Sch+20b].
(v) The models were validated through extensive system-level simulations.
(vi) A unified QoE metric was introduced in [SKF17].
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Fig. 3.4. Phases of Video Streaming. (a) During prefetching video content is downloaded at
varying data rates until a certain threshold qa is reached at the startup delay time ta.
(b) During playback the buffer is simultaneously filled and emptied.
Characterization of the Video Traffic
The authors of [Xu+16; Xu+17] introduce approaches for modeling variable
bitrate (VBR) and hyper-exponentially distributed video lengths, respectively.
However, for this study, the length of a video Tvideo is assumed to be exponentially
distributed with mean T̄video as this already reveals essential features of video
traffic according to [Xu+13] (cf. Section 2.1.1). Furthermore, videos with a
constant bitrate (CBR) of RCBR are studied. Even though CBR is not as efficient
as the more sophisticated VBR encoding, CBR is still widely-used, especially in
the field of live streaming, where simple encoding and bitrates without variations
are favored. The reason for choosing this traffic model is that the contribution
and focus here are rather on the cellular network dynamics than on the video
streaming. In principle, the model can be extended by applying the approaches
of Xu et al. as well. Bringing both together, i. e., studying the interference
dynamics with more sophisticated traffic models, is left for further studies.
Video Streaming Phases
As depicted in Fig. 3.4, two phases of video streaming are considered. First,
there is a prefetching phase (Fig. 3.4a), in which video content will be buffered,
to reduce the risk of buffer starvation. Within this phase, the video buffer is
filled with a rate v(y,zi)u,i = ci(u,y)(zi+1)RCBR (measured in seconds of video content per
second), depending on the current state (y, zi) and the user location u. After
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a predefined threshold of video content qa (measured in seconds) is buffered,
the second phase, i. e., the playback, starts (Fig. 3.4b). The time when the
prefetching finishes and the playback starts is called the startup delay ta. During
the playback, the buffer will be simultaneously filled with the download rate
and emptied with a rate of one second of video content per second, which leads
to an effective buffer change rate w(y,zi)u,i = v
(y,zi)
u,i − 1. Since the effective rate
can also be negative, this may lead eventually to an empty buffer and, thus, to
playback interruption.
3.2.1 Derivation of the Startup Delay Distribution
In this section, the distribution of the startup delay ta will be derived. With the
distribution of an RV, all relevant stochastic measures, such as mean, variance,
or percentiles, will also be provided.
For this purpose, the change of the video buffer content Q(t) over time will be
studied. As proposed in [Xu+13], the process of emptying the content buffer
at the sending BS will be considered, which constitutes the dual problem of
looking into the filling of the buffer at the UE. This approach simplifies the
analysis. From this perspective, the buffer changes with rate v(y,zi)u,i according to
Q(t) = Q(t− h)− v(y,zi)u,i h in an infinitesimal interval [t− h, t].
With this, let U (y,zi)u,i (t, q) define the probability that the tagged flow from a
user at location u and observing the state (y, zi) will finish downloading the
remaining video content q in a time t or less. For this quantity, the following
balance equations3 for the transition from (t − h, q − v(y,zi)u,i h) to (t, q) can be
formulated by incorporating the possible transitions of the events (Ea)–(Ed) in
the lines (3.10b)–(3.10e), respectively
U
(y,zi)
u,i (t, q) =
(
1−Ψ(y,zi)i h
)
U
(y,zi)
u,i
(
t− h, q − v(y,zi)u,i h
)
(3.10a)
+ λihU (y,zi+1)u,i
(
t− h, q − v(y,zi)u,i h
)
(3.10b)
+ ϑ(y,zi)i hU
(y,zi−1)
u,i
(
t− h, q − v(y,zi)u,i h
)
(3.10c)
+
∑
j∈N0(y)
λjhU
(y+ej ,zi)
u,i
(
t− h, q − v(y,zi)u,i h
)
(3.10d)
+
∑
j∈N1(y)\{i}
µ′j(y)h︸ ︷︷ ︸
rate
U
(y−ej ,zi)
u,i︸ ︷︷ ︸
state
(
t− h, q − v(y,zi)u,i h
)
︸ ︷︷ ︸
previous time and buffer
(3.10e)
3It should be noted that Eq. (3.10) is the general form. At the boundaries, i. e., for zi ∈ {0,Ki},
such that (y, zi − 1) or (y, zi + 1) are not valid, the respective terms are left out.
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with Ψ(y,zi)i being the sum of all transition rates from state (y, zi) to other states
Ψ(y,zi)i :=λi + ϑ
(y,zi)
i +
∑
j∈N0(y)
λj +
∑
j∈N1(y)\{i}
µ′j(y), (3.10f)
such that
(
1−Ψ(y,zi)i h
)
is the fraction that stays in state U (y,zi)u,i in line (3.10a). By
subtracting U (y,zi)u,i
(
t− h, q − v(y,zi)u,i h
)
in (3.10), dividing by h and determining
the limit h→ 0, the following system of coupled PDEs for every possible state
(y, zi) is derived
∂
∂t
U
(y,zi)
u,i (t, q) + v
(y,zi)
u,i
∂
∂q
U
(y,zi)
u,i (t, q)
=−Ψ(y,zi)i U
(y,zi)
u,i (t, q) + λiU
(y,zi+1)
u,i (t, q) + ϑ
(y,zi)
i U
(y,zi−1)
u,i (t, q)
+
∑
j∈N0(y)
λjU
(y+ej ,zi)
u,i (t, q) +
∑
j∈N1(y)\{i}
µ′j(y)U
(y−ej ,zi)
u,i (t, q) .
(3.11)
By collecting the components U (y,zi)u,i of all states (y, zi) in a vector
Uu,i :=
[
U
(y(1),0)
u,i , . . . , U
(y(1),Ki−1)
u,i , . . . , U
(y(L),0)
u,i , . . . , U
(y(L),Ki−1)
u,i
]T
, (3.12)
for an arbitrary numbering of the interference scenarios y(1), . . . ,y(L), the PDE
system (3.11) can be formulated in a matrix-vector notation
∂
∂t
Uu,i(t, q) +Au,i
∂
∂q
Uu,i(t, q) = Mu,iUu,i(t, q). (3.13)
Therein, the diagonal matrix Au,i ∈ RLKi×LKi contains the download rates v(y,zi)u,i
of each state (y, zi) in its diagonal
Au,i := diag
(
v
(y(1),0)
u,i , . . . , v
(y(1),Ki−1)
u,i , . . . , v
(y(L),0)
u,i , . . . , v
(y(L),Ki−1)
u,i
)
, (3.14)
and the matrix Mu,i collects all transition rates of the Markov Model
Mu,i =

Min(y(1)) Λ12 · · · Λ1L
Λ21 Min(y(2)) · · · Λ2L
...
... . . .
...
ΛL1 ΛL2 · · · Min(y(L))
 ∈ R
LKi×LKi . (3.15)
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Fig. 3.5. Sparsity Pattern of Mu,i and M̃u,i. Inner and outer transitions are indicated in red and
blue, respectively.
Here, the blocks Min(y) and Λpq are Ki ×Ki submatrices and contain the inner
transition rates within one interference scenario
Min(y) =

−Ψ(y,0)i λi
ϑ
(y,1)
i −Ψ
(y,1)
i λi
. . . . . .
ϑ
(y,Ki−1)
i −Ψ
(y,Ki−1)
i
 , (3.16)
and the outer transition rates between adjacent interference scenarios
Λmn =

λjI if ∃j ∈ N : y(n) = y(m) + ej,
µ′j(y(n))I if ∃j ∈ N : y(n) = y(m) − ej,
0, else
(3.17)
for 1 ≤ m,n ≤ L, respectively. Here, ei denotes the ith unit vector. The structure
of the sparse matrix Mu,i is illustrated in Fig. 3.5.
To complete the definition of the PDE system (3.13), initial and boundary
conditions have to be added as described in the following (cf. Fig. 3.6). Since
any positive content q cannot be downloaded in a time less than t = 0, the
initial probability has to be zero (cf. Eq. (3.18a)). In contrast, zero content is
downloaded in any positive time for sure, which forms the first boundary for
q = 0 in Eq. (3.18b). For the other boundary, i. e., q →∞, and any fixed time t
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Fig. 3.6. Illustration of the discontinuous initial and boundary conditions for the startup delay
distribution. For each state those will be "transported" according to the download rates
v
(y,zi)
u,i . By choosing the maximum download rate, a region can be identified, where Uu,i
is zero for all states, i. e., where the content q is too large to be downloaded within
time t.
there is always a sufficiently large content q that cannot be downloaded for sure.
Accordingly, the initial and boundary conditions can be formulated as follows
Uu,i(0, q) = 0 ∀q > 0, (3.18a)
Uu,i(t, 0) = 1, lim
q→∞
Uu,i(t, q) = 0 ∀t ≥ 0. (3.18b)
The PDE system (3.13) together with its boundary conditions (3.18) in time
and space4 constitute a multi-dimensional system of transport equations with
discontinuous boundary conditions. Determining the solution is challenging and
will be discussed in Section 3.2.4.
Let the solution of the system (3.13), (3.18) now be denoted as Uu,i. With
this, the startup delay distribution Ūu,i at a given location u can be obtained
by summing over all possibly observed interference scenarios and cell loads
weighted by the respective probabilities ζi(y)πzi upon arrival
Ūu,i(t, qa) =
∑
y∈Yi
ζi(y)
Ki−1∑
zi=0
πziU
(y,zi)
u,i (t, qa). (3.19)
4Transport equations usually represent physical processes, e. g., the spatio-temporal behavior
of the concentration of one or multiple liquids, in time and space. This can be mapped to the
situation here as follows. The different states refer to different liquids. Their probabilities are
transported in the same way as the concentration of the different liquids, but with the buffer q
being the spatial variable. Finally, the conservation law, given by the PDE, guarantees that the
sum of probability or matter, respectively, remains constant.
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Finally, a weighted integration over all cell locations leads to the startup delay
distribution Ūi in the entire cell
Ūi(t, qa) =
∫
Li
Ūu,i(t, qa)fu,i(u)du. (3.20)
3.2.2 Transient State Probabilities
Before the starvation probability can be derived, the focus has to be put on
how the state probabilities have changed during prefetching. Accordingly, the
random process I(t) ∈ {(y, zi)|y ∈ Yi, zi ∈ ZPFi } of the observed states while
buffering is considered. Let
V
(ξ,ηi)
(y,zi) (q; qa) := P [I(ta) = (ξ, ηi)|I(t0) = (y, zi), Q(t0) = q] (3.21)
define the probability5 of ending the prefetching in state (ξ, ηi) conditioned on
having content q already prefetched and being in state (y, zi) at a time t0. This
time, the perspective is on the primary process of filling the buffer at the UE
according to
Q(t) = Q(t− h) + v(y,zi)u,i h (3.22)
within an infinitesimal interval [t, t + h]. Again, as with the derivation of
Eq. (3.10), balance equations can be formulated for all combinations of (y, zi), (ξ, ηi)
as follows
V
(ξ,ηi)
(y,zi) (q; qa) =
(
1−Ψ(y,zi)i h
)
V
(ξ,ηi)
(y,zi)
(
q + v(y,zi)u,i h; qa
)
+ λihV (ξ,ηi)(y,zi+1)
(
q + v(y,zi)u,i h; qa
)
+ ϑ(y,zi)i hV
(ξ,ηi)
(y,zi−1)
(
q + v(y,zi)u,i h; qa
)
+
∑
j∈N0(y)
λjhV
(ξ,ηi)
(y+ej ,zi)
(
q + v(y,zi)u,i h; qa
)
+
∑
j∈N1(y)\{i}
µ′j(y)hV
(ξ,ηi)
(y−ej ,zi)
(
q + v(y,zi)u,i h; qa
)
.
(3.23)
This time the dependence on t is eliminated through Eq. (3.22), since, in contrast
to the previous section, the time is not of interest here. By repeating the same
5It should be noted that V (ξ,ηi)(y,zi) also depends on the location u and the cell i. However, for the
sake of notation, the respective indices have been left out in this section.
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steps as with the balance equations (3.10) and collecting the possible state
transitions V (ξ,ηi)(y,zi) in a matrix Vu,i, as follows
Vu,i :=

V
(y(1),0)
(y(1),0) · · · V
(y(1),Ki)
(y(1),0) V
(y(2),0)
(y(1),0) · · ·
...
...
...
V
(y(1),0)
(y(1),Ki)
· · · V (y
(1),Ki)
(y(1),Ki)
V
(y(2),0)
(y(1),Ki)
· · ·
V
(y(1),0)
(y(2),0) · · · V
(y(1),Ki)
(y(2),0) V
(y(2),0)
(y(2),0) · · ·
...
...
... . . .

, (3.24)
a coupled system of ordinary differential equations (ODEs) can be derived as
Au,i
d
dqVu,i(q; qa) = −Mu,iVu,i(q; qa). (3.25)
Since Au,i is diagonal with positive entries, its inverse exists and the auxiliary
matrix MVu,i := A−1u,iMu,i is well defined. Thus, Eq. (3.25) becomes
d
dqVu,i(q; qa) = −M
V
u,iVu,i(q; qa). (3.26)
This linear ODE system has the well-known solution
Vu,i(q; qa) = exp(−MVu,iq)Vu,i(0; qa) (3.27)
with exp(·) being the matrix exponential. To derive the initial value Vu,i(0; qa),
the bounding condition for q = qa is considered, for which the starting and
finishing state are identical for sure
Vu,i(qa; qa) = I. (3.28)
Inserting Eq. (3.28) now into (3.27) for q = qa leads to the initial condition
Vu,i(0; qa) = exp(MVu,iqa)Vu,i(qa; qa) = exp(MVu,iqa) (3.29)
and, thus, to the explicit solution
Vu,i(q; qa) = exp(−MVu,iq) exp(MVu,iqa) = exp
(
MVu,i(qa − q)
)
. (3.30)
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3.2.3 Derivation of the Starvation Probability
For the derivation of the buffer starvation probability, the playback phase has to
be studied. Here, it is convenient to introduce an absorbing state A as proposed
in [Xu+13]. The absorbing state captures the event that the tagged flow finishes
the playback and cannot suffer from starvation anymore. Because flow sizes
are exponentially distributed and PS is assumed, the rate to the absorbing state
becomes
ψ
(y,zi)
i =
µi(y)
zi + 1
(3.31)
and so the following relation holds
ϑ
(y,zi)
i + ψ
(y,zi)
i = µi(y). (3.32)
With the absorbing state, the process of observed competing flows is slightly
modified to ZPB(t) ∈ ZPB := {0, . . . , Ki−1,A}. In addition, the video buffer now
changes with the effective rate w(y,zi)u,i during an infinitesimal interval [t, t+ h]
Q(t+ h) = Q(t) + w(y,zi)u,i h. (3.33)
Similar to the derivation of Eq. (3.10), balance equations can be formulated
for the probability W (y,zi)(q) that a flow at location u, currently observing state
(y, zi) and having content q buffered, will suffer from buffer starvation, by
incorporating the events (Ea)–(Ed) in lines (3.34b)–(3.34e), respectively
W (y,zi)(q) =
(
1− Ψ̃(y,zi)i h
)
W (y,zi)
(
q + w(y,zi)u,i h
)
(3.34a)
+ λihW (y,zi+1)
(
q + w(y,zi)u,i h
)
(3.34b)
+ ϑ(y,zi)i hW (y,zi−1)
(
q + w(y,zi)u,i h
)
(3.34c)
+
∑
j∈N0(y)
λjhW
(y+ej ,zi)
(
q + w(y,zi)u,i h
)
(3.34d)
+
∑
j∈N1(y)\{i}
µ′j(y)hW (y−ej ,zi)
(
q + w(y,zi)u,i h
)
, (3.34e)
with a modification of Ψ(y,zi)i due to the new possible transition to A and incor-
porating Eq. (3.32)
Ψ̃(y,zi)i := Ψ
(y,zi)
i + ψ
(y,zi)
i = λi + µi(y) +
∑
j∈N0(y)
λj +
∑
j∈N1(y)\{i}
µ′j(y). (3.35)
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Since W (y,zi)(q) = 0 for the state A, the absorbing state is not visible in the bal-
ance equation, but has only influence on Ψ̃(y,zi)i . Repeating the same procedure
as in the previous sections leads to the ODE system
Bu,i
d
dqWu,i(q) = −M̃u,iWu,i(q) (3.36)
with
Wu,i :=
[
W
(y(1),0)
u,i , . . . ,W
(y(1),Ki−1)
u,i , . . . ,W
(y(L),0)
u,i , . . . ,W
(y(L),Ki−1)
u,i
]T
, (3.37)
Bu,i := diag
(
w
(y(1),0)
u,i , . . . , w
(y(1),Ki−1)
u,i , . . . , w
(y(L),0)
u,i , . . . , w
(y(L),Ki−1)
u,i
)
. (3.38)
and M̃u,i is a modified form of Mu,i, where Ψ(y,zi)i is substituted by Ψ̃
(y,zi)
i .
In contrast to the previous section, generating initial or boundary conditions
requires a little more effort in this case. If there was any state (y, zi) with an
effective rate w(y,zi)u,i = 0, the derivative in the respective line in the system (3.36)
would vanish, and so this single line would be an algebraic equation and not
an ODE anymore. This algebraic notation could then be used to express the
affected variable with the help of other variables, eliminate the line from the
system, and solve the remaining PDE system.
Thus, without loss of generality, w(y,zi)u,i 6= 0 is assumed for all states (y, zi) from
now. Therefore, MWu,i = B−1u,iM̃u,i is well-defined and the PDE system can also
be formulated as
d
dqWu,i(q) = −M
W
u,iWu,i(q), (3.39)
Let the states be separated by the sign of w(y,zi)u,i , i. e.,
W−u,i =
{
W
(y,zi)
u,i
∣∣∣w(y,zi)u,i < 0} , W+u,i = {W (y,zi)u,i ∣∣∣w(y,zi)u,i > 0} , (3.40)
and let their cardinalities be denoted as n− = |W−u,i| and n+ = |W+u,i| , respec-
tively. Then boundary conditions for Eq. (3.39) can be stated as follows
W
(y,zi)
u,i (0) = 1 for all (y, zi) with w
(y,zi)
u,i < 0, (3.41)
lim
q→∞
W
(y,zi)
u,i (q) = 0 for all (y, zi) with w
(y,zi)
u,i ≥ 0. (3.42)
For the states (y, zi) with a negative effective rate w(y,zi)u,i < 0 starvation happens
for sure, and so W−u,i(0) = 1, which is formulated in Eq. (3.41) and directly
provides the first n− initial conditions. The second condition Eq. (3.42) reflects
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the fact that the starvation probability is zero for a sufficiently filled video buffer.
The remaining n+ initial conditions can be obtained through the following
lemma.
Lemma 3.1. To satisfy Eq. (3.42), the initial values Wu,i(0) have to meet(
V −1M Wu,i(0)
)+
= 0. (3.43)
Together with Eq. (3.41), the initial conditions for Wu,i(0) are uniquely defined.
Proof. The proof is divided into two steps.
(1) For the first step it is assumed that MWu,i is diagonalizable, i. e., M
W
u,i =
VMDMV
−1
M , where DM is a diagonal matrix containing the eigenvalues
of MWu,i . With this, the explicit solution of (3.39) can be reformulated as
Wu,i(q) = exp(−MWu,iq)Wu,i(0), (3.44)
= VM exp(−DMq)V −1M Wu,i(0). (3.45)
The matrix M̃u,i has the entries −Ψ̃(y,zi)i < 0 on the diagonal. Thus,
MWu,i = B−1u,iM̃u,i has positive diagonal entries for all states (y, zi) with
w
(y,zi)
u,i < 0 and negative entries for each state (y, zi) with w
(y,zi)
u,i > 0.
Furthermore, M̃u,i =: (mij) is strictly diagonally dominant, since it holds
that (cf. Eq. (3.35))
∑
i
|mii| = |Ψ̃(y,zi)i | = |Ψ
(y,zi)
i + ψ
(y,zi)
i | > |Ψ
(y,zi)
i | =
∑
j 6=i
|mij|. (3.46)
The matrix MWu,i = (mWii ) inherits this property, because the diagonal
matrix B−1u,i only scales the rows of M̃u,i.
Now Gershgorin circles [Ger31, Proposition III] are applied. For each
diagonal entry of MWu,i a Gershgorin circle Gi := B̄
(
mWii ,
∑
j 6=i |mWij |
)
is
defined, with B̄(x, r) being the closed circle around x with radius r in the
complex plane. Due to the diagonal dominance, the Gershgorin circles
corresponding to positive (negative) diagonal elements lie completely in
the positive (negative) plane and, thus, the circles do not intersect with
the ones in the negative (positive) plane. This implies one eigenvalue with
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a positive real part for each w(y,zi)u,i < 0 and one with a negative real part
for each w(y,zi)u,i > 0. The entries in
exp(−DMq) = diag
(
e−(DM )iiq
)
, (3.47)
in Eq. (3.45) which correspond to the eigenvalues with a negative real
part tend to∞ as q →∞. Thus, the corresponding entries of V −1M Wu,i(0)
have to be zero, i. e., Eq. (3.43) has to be satisified to still ensure (3.42).
This provides n+ additional linear independent constraints to determine
the missing values W+u,i(0), since V −1M is a regular matrix.
(2) If MWu,i is not diagonalizable, similar steps can be performed with the
Jordan decomposition MWu,i = PMJMP−1M which always exists. In this
case, the arguments on the diagonal matrix DM in Eq. (3.47) has to be
modified for Jordan blocks Jl = λM ,lI+Nl to the corresponding eigenvalue
λM ,l with a nilpotent matrixNl, i. e.,N kl = 0 for some integer k, as follows
exp(−Jlq) = exp (−(λM ,lqI + qNl)) = exp (−λM ,lqI) exp (−qNl)
= diag
(
e−λM,lq
)(
1 + qN + 12 (qN )
2 + · · ·+ 1(k − 1)! (qN )
k−1
)
.
(3.48)
As the first factor of the right-hand side (RHS) in Eq. (3.48) is exponential
and the second one is only polynomial, the same argument as in the first
step can be applied, which concludes the proof.
Finally, the starvation probability for a fixed location u can be obtained by
putting everything together and including also the probability P(Tvideo > qa),
that the video length exceeds the pre-buffering threshold,
P stu,i(qa) = P(Tvideo > qa) ·ΠTVu,i(0; qa)Wu,i(qa)
= exp(−qa/T̄video) ·ΠTVu,i(0; qa)Wu,i(qa) (3.49)
with the state probability vector
Π =
[
ζi(y(1))π0, . . . , ζi(y(1))πKi−1, . . . , ζi(y(L))π0, . . . , ζi(y(L))πKi−1
]T
. (3.50)
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Fig. 3.7. Problems with state of the art approaches to solve the PDE for different initial states
X(0). (a) An "explicit" solution was proposed in [Xu+16, Eq. (18)], but provides
only valid approximations for some states. For low initial states, the CDF is not even
monotone. (b) Simulation results are approximated by a general purpose PDE solver
[Xu+13], but suffer from severe oscillations and CDF values exceeding one.
Integrating over the entire cell provides the cell metric
P sti (qa) =
∫
Li
P stu,i(qa)fu,i(u)du. (3.51)
3.2.4 A Numerical Method to Solve the Involved PDEs
Whereas the systems (3.26) and (3.39) for Vu,i and Wu,i constitute linear ODE
systems, with well-known explicit solutions, it is cumbersome to solve the
PDE system (3.13) of coupled transport equations for Uu,i. One-dimensional
transport equations are relatively simple to be handled analytically. Under
certain conditions, the principle can be transferred to multidimensional systems
as well. Both approaches are described in Appendix A.4. However, the way the
initial and boundary conditions (3.18) are formulated hinders simple analytical
handling.
In [Xu+13; Xu+16], where a simpler situation, resulting in a system with only
Ki equations and less coupling terms, was investigated, an "explicit solution"
and the numerical approximation with MATLAB’s general purpose numerical
PDE solver pdepe were proposed. However, the proposed "explicit solution" was
based on a mathematical error, what is shown in more detail in Appendix A.4.3.
Thus, the proposed formula can only provide an approximation in the best
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Fig. 3.8. Illustration of the implemented FVMs. The domain is discretized in time and space
(buffer), such that the PDE solution is approximated for "finite volumes" with values
U
(n)
k
∼= U(tn, qk). Whereas Eq. (3.52) approximates and applies the flux F between the
volumes (blue), Eq. (3.53) handles the ODE part due to the transitions specified by M
(red). The third dimension, i. e., the components of U , is not depicted here.
case. In contrast, pdepe was designed to handle a wide range of different
PDE types and so it is not specialized enough to treat transport equations with
discontinuous boundary conditions. As a result, the pdepe approximation suffers
from oscillations. The existing approaches are illustrated in Fig. 3.7. In Fig. 3.7a,
it can be observed that the "explicit solution" is not accurate and creates non-
monotone CDFs for low states. On the other hand, the result from pdepe shows
severe oscillations for the curves of low states and results in CDFs exceeding one
for the high states (cf. Fig. 3.7b).
In this thesis, the PDE system (3.13) is treated by a more appropriate numerical
solver, namely a fractional step FVM [LeV07]. The principle of FVMs is sketched
in Fig. 3.8. Its main idea is to discretize the geometry into small cells or volumes.
The PDE describes a conservation law, which is then applied on the boundaries
of the single volumes for each time step. The method, which is usually applied
for fluid models in physics, is also appropriate for the situation at hand, due to
the analogy to conservation laws described in footnote 4 on page 44. It is called
fractional step method, because the homogeneous and inhomogeneous part of
the PDE are handled separately in each time step. For the homogeneous part,
the so-called superbee scheme [LeV07] is applied, which is a slope limiter that
offers a trade-off between high order accuracy in smooth regions and avoidance
of oscillations in the vicinity of discontinuities. The inhomogeneous coupling
term on the RHS is then handled by an implicit Euler scheme.
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The resulting two steps can be written as the following scheme
Ũ
(n+1)
k = U
(n)
k −A
∆t
∆q
[(
U
(n)
k −U
(n)
k−1
)
− 12 (∆qI −A∆t)
(
σnk − σnk−1
)]
, (3.52)
U
(n+1)
k = (I −∆tM )
−1 Ũ
(n+1)
k . (3.53)
Here, U (n+1)k refers to the discretized solution at the k
th volume in the (n +
1)th time step, whereas the tilde indicates the intermediate result of the first step.
All other indices are omitted for the sake of notation. The variable σnk denotes the
slope between adjacent cells, which is limited by the superbee scheme. Further
details and explanations can be found in the Appendix A.5.
Furthermore, two approximations are studied for performance gains, as de-
scribed in the subsequent sections.
No Dynamics
A simple model with an explicit solution can be derived, if all possible transitions
are removed, such that interference and load conditions are static during the
prefetching and playback and can only differ upon arrival. Thus, by removing
all linear coupling terms in Eq. (3.13), (3.25), and (3.36) from the transition
matrices Mu,i, and M̃u,i, respectively, decoupled PDEs and ODEs are obtained
for each state (y, zi):
∂
∂t
U
(y,zi)
u,i (t, q) + v
(y,zi)
u,i
∂
∂q
U
(y,zi)
u,i (t, q) = 0, (3.54)
d
dqV
(ξ,ηi)
(y,zi) (q; qa) = 0, (3.55)
d
dqW
(y,zi)(q) = 0. (3.56)
This way, the PDE becomes a one-dimensional linear transport equation with a
solution given by
U
(y,zi)
u,i (t, q) =
1, q − v
(y,zi)
u,i t ≤ 0,
0, q − v(y,zi)u,i t > 0,
(3.57)
whereas V (ξ,ηi)(y,zi) and W
(y,zi) become constant functions that depend only on their
initial conditions. Thus, the state transition probabilities Vu,i will stay a unit
matrix. The starvation probabilities W (y,zi) will be zero for any non-negative
rate w(y,zi)u,i . For negative rates, the starvation probability will be the probability
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that the video length exceeds the length the buffer needs to run empty with the
constant effective rate w(y,zi)u,i .
W (y,zi)(q) =

0, w(y,zi)u,i ≥ 0,
exp
−T̄−1video · q|w(y,zi)u,i |
 , w(y,zi)u,i < 0. (3.58)
Semi-Dynamic
Another approximating model can be obtained, by removing all transitions
between different interference scenarios, i. e., to model the interference as
quasi-stationary during prefetching and playback, and thus, to consider the flow
dynamics only, and so leading to a similar system to the one in [KF15]. For the
sparsity pattern in Fig. 3.5 this means to remove all coupling terms indicated by
blue markers.
This results in L decoupled PDE systems of size K for Uu,i and respective ODE
systems for Vu,i and Wu,i for each interference state. The PDE systems can then
be solved with the numerical FVM approach described at the beginning of this
section, whereas the ODE systems have explicit solutions given in Eqns. (3.30)
and (3.44), respectively. Thanks to the decoupling, the L systems can be solved
in parallel, if there is sufficient computation capacity available.
Fully Dynamic
The fully dynamic case describes the models as originally derived with all
coupling terms. The solution can be obtained with the same methods as in the
semi-dynamic case, but here no advantage can be taken from parallelization of
independent systems in a simple way.
3.2.5 Results and Numerical Validation
The presented model allows to conduct a series of studies to assess the impact of
different system parameters on video streaming. For instance, the influence of
admission control, different traffic demands in neighboring cells, or the video
bitrate was investigated in [Sch+20b]. Also a user-centric QoE metric was
proposed and presented in [SKF17]. However, this thesis only focuses on the
model validation with the help of system-level simulations and on the trade-off
that can be observed between both video performance metrics.
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Fig. 3.9. Illustration of the evaluated scenario. The figure shows the SINR map of the considered
cell according to the assumed path loss model in Eq. (3.4) and with full interference.
A white and four black circles indicate the considered edge location uedge and the BS
sites, respectively. The white lines depict the cell boundaries according to the strongest
received power.
For this purpose, a cellular network scenario consisting of seven sectorized
hexagonal macro cells with an inter-site distance of 500 m is considered. As in
[Kle+16], the network parameters, e. g., path loss, shadowing, antenna patterns,
are aligned with the 3GPP recommendations in [3GP10]. The video traffic
is characterized by an exponentially distributed video length with a mean of
T̄video = 240 s and a video bitrate of RCBR = 2 Mbps. The traffic in the considered
cell and in the neighboring cells are assumed to be Tcenter = Tneighbor = 18 Mbps,
if not stated otherwise. The admission control is set to Ki = 7 for all i ∈
N . For brevity, all simulation parameters are summarized in Table A.1 in
Appendix A.1.
A TTI-based system-level simulator was used to validate the model results. To
generate the statistics of cell-related metrics, approximately NF = 7.5× 106
video flows were generated within the considered cell, which corresponds to a
simulated real time of roughly 55 000 hours. For the location-dependent metrics,
it is ensured that at least 10 000 flows were generated close to a pre-defined
position uedge near the cell edge (cf. Fig. 3.9). Mobility is not considered under
the assumption that most of the traffic is generated by static users. The model
results are based on an FVM discretization with NG = 16 000 grid cells.
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Fig. 3.10. Model validation for the startup delay distribution at a cell edge location, conducted
for two different buffer threshold values of qa = 2 s in (a) and (b), as well as qa = 30 s
in (c) and (d), respectively. The results in (a) and (c) were created with modeled state
probabilities, whereas (b) and (d) rely on measured probabilities by simulation. All
plots contain the bounding regimes of no and full interference as well.
Startup Delay Results
The created CDFs for the startup delay distribution at the location uedge from
the different models and simulation are depicted in Fig. 3.10. The plots also
contain curves with the bounding no and full interference regimes, which can
be obtained by fixing the interference scenario to y = ei and y = 1 resulting
in worst and best receiving conditions, respectively. In subplots 3.10a–b the
buffer was set to a relatively short length of qa = 2 s. Here, all approaches
lead to similar results, which can be explained by the fact that only few state
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transitions may happen in such a short buffering time and, thus, almost static
conditions. This is also the reason for the CDFs forming typical step functions,
where each step represents one of the states (y, zi) with the respective receiving
conditions. For the model without any dynamics, those steps are always sharply
defined, because there are no possible transitions which would smoothen the
CDF. In subfigure 3.10a, a small gap between the simulated and all of the model
curves can be observed. The cause of this error was identified as the inaccuracies
resulting from the state aggregation method to obtain the state probabilities,
which act as weighting factors for the different steps of the CDF. This can be
seen by inspecting subfigure 3.10b, where the modeled state probabilities were
replaced by the "true" probabilities obtained from the simulation.
Subfigures 3.10c–d show analog results, but for a higher buffering threshold of
qa = 30 s. Clearly, the longer threshold leads to potentially more transitions and,
thus, to smoother CDFs curves. Consequently, the fully dynamic model leads to
the most accurate approximation of the simulated curve. In contrast, the model
without any dynamics still forms sharp steps due to its definition.
Starvation Probability Results
Fig. 3.11 shows the results for the starvation probability. Again, simulation
results are compared to the different models and the bounding regime of full
interference6 for two different buffer thresholds qa ∈ {2, 30} s and with modeled
and simulated probabilities π(x). The starvation probability is shown for differ-
ent traffic demands in the neighboring cells, which directly translates to different
arrival rates in the neighbor cells, because other video parameters are fixed.
It can be observed that the impact of the state probabilities is not as severe as
in the case of the startup delay. In addition, a clear inaccuracy of the approach
without any dynamics can be observed. Both can be explained as follows.
The starvation probability is a metric of the entire time span of the video
playback. Thus, it depends more on the process dynamics than on the initial
states, which cannot be captured by the model without dynamics. There is even
a self-reinforcing effect, called self-interference. Whenever a flow arrives to the
system, its presence degrades the performance of flows at the same but also
at neighboring BSs. This degrades the performance of all other flows, such
that they stay longer in the system and, thus, in turn worsen the experienced
6The upper perfomance bound of no interference would lead to a starvation probability of zero
and is therefore not explicitly drawn.
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Fig. 3.11. Model validation for the starvation probability at different neighbor traffic demands at a
cell edge location. It was conducted for two different buffer threshold values of qa = 2 s
in (a) and (b), as well as qa = 30 s in (c) and (d), respectively. The results in (a) and (c)
were created with modeled state probabilities, whereas (b) and (d) rely on measured
values by simulation. All plots contain the bounding regimes of full interference as well.
interference. Because the model without dynamic cannot capture such effects, it
overestimates the performance.
In contrast, the semi and fully dynamic model, provide good approximations
of simulated results. It can also be observed that for high traffic demand in
neighboring cells, the performance converges to the full interference bound,
because for high traffic, all BSs are likely to be active.
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Fig. 3.12. Tradeoffs between startup delay and starvation probability at (a) a cell edge location and
(b) over the entire cell. The figure shows data points for different values of the buffer
threshold and increasing data traffic in neighboring cells. The gray isolines connect
model results obtained with the same neighbor traffic demand.
Tradeoff between Startup Delay and Starvation Probability
As it could be seen above, the startup buffer threshold qa has an influence of
the startup delay CDFs, which are shifted towards longer delays for higher
values of qa, and on the starvation probability, which is decreased for higher
values. Thus, when choosing a value for qa, there is a tradeoff between both
KPIs, which is illustrated in Fig. 3.12. Different data points represent different
values qa ∈ {1, . . . , 8} s, which are normalized by the mean video length to
qa
T̄video
∈ {0.4, . . . , 3.3}%, on the one hand. On the other hand, they refer to
different traffic in neighbor cells, which is indicated by gray isolines. On the
x-axis they mark the resulting starvation probability whereas on the y-axis, the
probability of exceeding a certain value of buffering time, namely 2 s, is depicted.
The value was chosen according to the studies in [KS12]. Furthermore, the
full interference bound is drawn on the right, to which all curves converge for
increasing traffic.
It turns out, that even small deviations of qa have a strong impact on the startup
delay, but only minor effect on the starvation probability, as indicated by the
almost vertical traffic isolines. As it can be seen in Fig. 3.11, large buffers have to
3.2 Application to Streaming Traffic 59
i
j
k
λi
µi
µj
λj
µk
λk
Fig. 3.13. The dynamics in a cellular network for the UL. The scenario is very simular to the DL
depicted in Fig. 3.1. However, interference (dashed arrows) now stems from other UEs
that can have various (combinations of) positions. In contrast, in the DL the positions of
the interfering BSs were fixed.
be filled for a significant decrement of the starvation probability. Therefore, other
means to reduce the starvation probability (e. g., reducing the video bitrate),
have to be considered. Further details on the study are given in [Sch+20b].
3.3 Extension to the Uplink
Flow-level models have found wide application for analyzing the DL of cellular
systems (e. g., [BBP04; Bon04b; Bon05; KFF14; KGF14; Kle+16; KF15]). How-
ever, to the best of the author’s knowledge only little effort was spent on the UL.
For instance, the authors in [EE10] propose a UL flow-level model, but consider
interference as a scaled version of the received power only. In this section, an
approach is introduced to fill the gap. It turns out that in the UL the interference
modeling becomes much more complex than in the DL, which may be the reason
that there is only little research conducted in this area until now.
For the study, a similar scenario as for the DL is under investigation as depicted
in Fig. 3.13. The main difference compared with the DL is that interference now
stems from other UEs with flexible positions that have to be taken into account
and not from BSs with fixed locations. For this work it is assumed that there is
no mobility and users are multiplexed by time division, such that there is only
one user transmitting in each time slot per cell at maximum. Let the matrix
υ = (ui) ∈ L :=×i∈N Li ⊆ RN×2 collect the potential positions of one active
user in each cell7. Further, let prxij (u) denote the power that BS i receives at its
antenna from the active user in cell j.
7The matrix υ always collects one position for each cell, no matter whether there is an active
user or not. If the cell j is inactive, than this position will be ignored, due to the factor yj = 0.
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Assumption 3.3 (perfect power control). Each BS applies perfect power control
to the transmit power of each associated user, such that it receives prxii (u) = p̄rxi
from all users in the own cell.
Based on these assumptions and definitions, the SINR γi received at BS i can be
stated as follows
γi(υ,y) =
prxii (υi)∑
j∈N−i yjp
rx
ij (υj) +N0
= p̄
rx
i∑
j∈N−i yjp
rx
ij (υj) +N0
(3.59)
and, thus, the maximum achievable rate can be expressed as
ci(υ,y) = BBW log2 (1 + γi(υ,y)) (3.60)
based on Shannon’s law. Similar to the DL model (cf. Eg. (3.7)), this formula
could be modified with bandwidth and SINR efficiencies and cut at a maximum
to be tailored to a realistic wireless system.
Both parameters, υ and y follow random processes and are therefore realizations
of the RVs Υ and Y , respectively. As with the DL case, a BS location independent
service rate µi shall be derived. Thus, the goal is now to obtain the average data
rate or capacity independent of υ, i. e., to find E [ci(Υ,Y )].
The user locations in cell i follow a given distribution with PDF fu,i. It is
reasonable to assume user locations in different cells mutually independent and
so to consider the joint distribution as the product of the individual PDFs
fυ(υ) :=
∏
i∈N
fu,i(υi) (3.61)
The following notations are introduced for the density functions of the marginal
distributions of users in
cell i’s neighbors fυ,−i(υ) :=
∏
j∈N−i
fu,j(υj), and in (3.62)
cell i’s active neighbors fυ,i,y(υ) :=
∏
j∈Ni,1(y)
fu,j(υj), (3.63)
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respectively. In addition, let the terms
fυ(υ,y) := P [Y = y]
∏
i∈N
fu,i(υi), (3.64)
fυ,−i(υ,y) := P [Y = y]
∏
j∈N−i
fu,j(υj), and (3.65)
fυ,i,y(υ,y) := P [Y = y]
∏
j∈Ni,1(y)
fu,j(υj) (3.66)
denote the joint distribution of Υ and Y , the joint distribution of the users in
cell i’s neighbors and Y , and the joint distribution of the users in cell i’s active
neighbors and Y , respectively. In this regard, the cartesian product of the active
neighbor cells is denoted by
Li,y := ×
j∈Ni,1
Lj. (3.67)
Inspecting the achievable rate in Eq. (3.60), which depends on user locations
and the interference scenario, it can be observed that the user’s performances
are mutually coupled. Especially users close to the cell edge try to overcome
large path loss with high transmit power and thereby degrade the experienced
SINR in neighboring cells. This degrades neighbor’s performance and, in turn,
increases the probability of experiencing interference in the considered cell (cf.
self-interference, p. 57). With this and ξ denoting the random flow size with
mean Ω, the average service time becomes
1
µi
= E
[
ξ
ci(Υ,Y )
]
≈ Ω · EΥi
[
1
EΥ−i [ci(Υ,Y ) |Υi = u, Yi = 1]
]
, (3.68)
such that the average service rate can be approximated as
µi ≈
1
Ω
[
EΥi
[
1
EΥ−i [ci(Υ,Y ) |Υi = u, Yi = 1]
]]−1
(3.69)
≈ 1Ω
[∫
Li
fu,i(u)
EΥ−i [ci(Υ,Y ) |Υi = u, Yi = 1]
du
]−1
. (3.70)
Here, EΥi [·] and EΥ−i [·] denote the expectation with respect to the random
location in the considered cell i and with respect to the locations in all other
cells, respectively.
The expectation value in the denominator of the integrand constitutes a fluid
regime assumption (cf. [Kle+16]). This essentially means that the considered
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flow observes all possible interference constellations υ ∈ Li(u) := {υ ∈ L |υi =
u}, y ∈ Y−i := {y ∈ Y|yi = 1} in the neighboring cells infinitely often and
infinitely fast. The fact that a fluid regime approximation is applied leads to
an overestimation of the actual performance and is expected to result in a
non-negligible error.
Together with Poissonian arrivals with rates λi and the mean service rates µi,
an M/M/1/∞ PS model is assumed. Thus, the probability that BS i is active
becomes
P [Yi = 1] = min {ρi, 1} . (3.71)
The system is also assumed to be stable, i. e., ρi < 1, as discussed earlier. The BS
activity depends on the distribution of Υ and Y , which leads to an interference-
coupled system. However, for the joint distribution of the interference, the
following approximation is made
P [Y = y] ≈
∏
i∈N
P [Yi = yi] (3.72)
=
∏
j∈Ni,1(y)
P [Yi = 1]
∏
j∈Ni,0(y)
P [Yi = 0] (3.73)
=
∏
j∈Ni,1(y)
ρj ·
∏
j∈Ni,0(y)
(1− ρj) . (3.74)
In this approximation, the BS activities are assumed to be mutually independent
(Eq. (3.72)). This is actually only true for the user arrivals to each BS, but
does not incorporate the effects of self-interference (cf. p. 57), which will be
only incorporated via the derived load factors ρi. It is assumed that the joint
probability of BS activities is dominated by the independent user arrivals. The
product was split into the components referring to active and inactive cells
(Eq. (3.73)) such that the BS loads can be inserted accordingly (Eq. (3.74)).
With this, the expected fluid achievable rate can be derived, which is conditioned
on the fact that the BS of the considered user in cell i is active
EΥ−i [ci(Υ,Y ) |Υi = u, Yi = 1] =
∑
y∈Yi
∫
Li(u)
ci(υ,y)fυ,−i(υ,y)dυ (3.75a)
=
∑
y∈Yi
P [Y = y]
∫
Li(u)
ci(υ,y)fυ,−i(υ)dυ. (3.75b)
=
∑
y∈Yi
P [Y = y]
∫
Li,y
ci(υ,y)fυ,i,y(υ)dυ. (3.75c)
3.3 Extension to the Uplink 63
The steps can be explained as follows. In Eq. (3.75a) the definition of the
expectation value with respect to Υ−i is written down by summing over the
interference scenarios and user locations with respect to the corresponding joint
PDF. The PDF is then split into its components in Eq. (3.75b). Finally, the
integration domain is restricted to the active components in Eq. (3.75c).
In the system (3.75), the integrals are only meant to be taken over the compo-
nents that are not fixed (e. g., the location of the active user in the considered
cell ui). In particular, the integrals in the previous equations are at most (N − 1)-
dimensional. For each inactive cell, i. e., each j with yj = 0, the integrand does
not depend on υj, and so the dimensionality decreases by one. For the sake of
simplicity, no further notation is introduced to take this into account.
Due to the power-control (Assumption 3.3), the RHS in Eq. (3.75c) is indepen-
dent from u and can be inserted into Eq. (3.70) to obtain the mean service
rate
µi ≈
1
Ω
[∫
Li
fu,i(u)
EΥ−i [ci(Υ,Y ) |Υi = u, Yi = 1]
du
]−1
(3.76)
= 1Ω
[∫
Li
fu,i(u)
EΥ−i [ci(Υ,Y ) |Yi = 1]
du
]−1
(3.77)
= 1ΩEΥ−i [ci(Υ,Y ) |Yi = 1]
[∫
Li
fu,i(u)du
]−1
(3.78)
= 1ΩEΥ−i [ci(Υ,Y ) |Yi = 1] (3.79)
= 1Ω
∑
y∈Yi
P [Y = y]
∫
Li,y
ci(υ,y)fυ,i,y(υ)dυ. (3.80)
Thanks to the independence from u, the condition on u can be removed in
Eq. (3.77) to obtain Eq. (3.77), allowing to extract the expectation value from
the integral (Eq. (3.78)). The integral over the PDF is one (Eq. (3.79)). Fi-
nally, inserting Eq. (3.75c) provides the result in Eq. (3.80) considering the
independence from u.
Inserting the interference state probabilities from Eq. (3.74) leads to one non-
linear equation for each i ∈ N
µi ≈
1
Ω
∑
y∈Yi
∏
j∈Ni,1
ρj
∏
j∈Ni,0
(1− ρj)
∫
Li,y
ci(υ,y)fυ,i,y(υ)dυ, (3.81)
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Fig. 3.14. Convergence of a Monte Carlo integration for evaluating the coefficients with multi-
dimensional integrals in Eq. (3.82).
which can be reformulated by replacing µi = λiρi and inverting the entire equation
to obtain
ρi ≈ λiΩ
∑
y∈Yi
∏
j∈Ni,1
ρj
∏
j∈Ni,0
(1− ρj)
∫
Li,y
ci(υ,y)fυ,i,y(υ)dυ
−1. (3.82)
Let ρ̄i denote the solution of the non-linear system (3.82) with N equations and
N unknown variables ρi. Under the assumption of dealing with M/M/1/∞ PS
queuing systems, the steady-state probability distribution becomes
P [Xi = xi] ≈ ρ̄xii (1− ρ̄i) . (3.83)
Furthermore, interesting network- and user-centric KPIs can be assessed with
the formulas given in Table 3.2.
The system (3.82) is non-linear and contains addends with multi-dimensional
integrals. Here, the number of addends grows exponentially with the number
of cells N and the maximum number of the integral’s dimensions grows linear
with N . Therefore, evaluation is only feasible for scenarios with low complexity
and, thus, the model is more of theoretical interest. For instance, Fig. 3.14 shows
that the integrals can be approximated with a Monte Carlo integrator for a small
scenario with N = 3 cells. However, further research has to put effort on finding
reasonable model approximations to increase the practical relevance.
3.3 Extension to the Uplink 65
3.4 Modeling versus Simulation
One major motivation behind modeling approaches is to avoid exhaustive simu-
lation or even experimental times. Therefore, this section aims to compare the
developed models with simulation with respect to computational complexity as
well as actually measured computation times for an exemplary scenario.
It should be noted that it is not a trivial task to compare both approaches,
because both can be parameterized with an impact on the accuracy. On the one
hand, accuracy of a simulation increases with its duration. On the other hand,
the accuracy of numerical approximation with FVM depends on the granularity
of the discretization. Thus, a fair comparison has to take both into account,
accuracy and duration. However, for the scenario at hand, there exist no true
values, which can be taken as a benchmark. Also, by its nature, simulation
results converge fast in the region of lower percentiles, but struggle when it
comes to the distribution’s tail, because a tremendous number of runs is required
to obtain reliable results for very high percentiles. In contrast, the model aims
for the entire distribution. Lastly, the simulation has to be run for the entire
scenario, whereas the model can be evaluated for individual locations only, if a
single location-dependent metric is of interest. Thus, a comparison also depends
on which particular metric is of interest.
The following complexity analysis focuses on the DL streaming model and in
particular on the parts that are responsible for the major contributions to the
computation time. The analysis does not include any potential parallelization
gains. Its findings are summarized in Table 3.3.
Simulation
The complexity of the TTI-based simulation is dominated by the number of
cells N and the number of TTIs that have to be simulated, which is the product
of the simulated real time Treal and the inverse of the TTI length TTTI. Further-
more, after the simulation run, the PDFs have to be calculated, e. g., by using
a kernel-based density estimator. Its complexity depends on the number of
generated flows NF ∼= Trealλi and the number of discretized cells NG. If only a
certain location is of interest, the last part reduces by the number of discretized
locations Nu.
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Tab. 3.3. Simulation versus model. A comparison of complexity C and computation time Tcp.
Simulation Model
decoupled semi-dynamic fully dynamic
C (O(·)) Tcpa C (O(·)) Tcpa C (O(·)) Tcpa C (O(·)) Tcpa
Sim. N
Treal
TTTI
643.09 h – – – – – –
Calc.
µi(y)
– – 2N−1N 3.08 s 2N−1N 3.08 s 2N−1N 3.08 s
Var.
aggr. – – 2
NN2 2.60 s 2NN2 2.60 s 2NN2 2.60 s
Single Locationb
Startup
Delay
NFNG
Nu
0.08 s LK 0.031 s LKN2G 1.76 h LKN2G 10.78 h
Starv.
Prob.
NF
Nu
0.0007 s LK 0.0016 s K2NN2 0.014 s K2NN2 0.35 s
Entire Cellb
Startup
Delay NFNG 60.60 s LKNu 1.52 s LKN
2
GNu 5.61 h LKN2GNu 21.91 h
Starv.
Prob.
NF 0.03 s LKNu 1.38 s K2NN2Nu 9.99 s K2NN2Nu 250.49 s
a The computations have been performed on the high performance computing
(HPC) cluster of the center for information services and high performance
computing (ZIH) at TU Dresden.
b The model calculations for the startup delay of single locations have been
performed with a high resolution of NG = 16 000 to resolve the steps in the CDF.
For the entire cell, the grid number was reduced to NG = 1000 as integrating
over the different locations destroys the steps anyways. The models have been
evaluated at Nu = 711 locations based on a 10 m× 10 m grid.
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Model
The complexity of the different models is dominated by determining the cell
service rates µi(y), the state aggregation to determine state probabilities, and
the (numerical) solution of the PDE and ODE systems. The service rates require
for each of the N cells an integration over Nu discretized locations for each of
the L = 2N−1 neighboring interference scenarios. Then, the state aggregation
method essentially involves the solution of a linear system of size 2N × 2N ,
which generally requires O
((
2N
)3)
operations. However, since the system is
sparse with only N + 2 entries in each row, the complexity is approximated by
O(2NN2).
All of the explicit formula’s complexities are assumed to grow only linearly with
the number of states LK and to be performed in negligible time, except for the
matrix exponential. According to [ML78], computing the matrix exponential
of an n × n matrix has a complexity of O(n3). However, due to the sparsity
of the involved matrices this bound is assumed to be coarse. Since the matrix
exponential is based on matrix multiplications, a complexity of O(2NN2) is
assumed as well.
Lastly, the complexity of the FVM, grows with the number of states LK and the
number of time steps Nt and grid cells NG. Due to the implicit Euler step, there
is also the solution of a linear system involved, but this can be precomputed,
because the matrix is constant, and is therefore negligible. The numbers Nt
and NG are not independent from each other, but have to meet the so called
Courant–Friedrichs–Lewy (CFL) condition [LeV07](
max v(y,zi)u,i
)
∆t
∆q ≤ 1. (3.84)
This essentially means that a higher resolution in space requires also smaller
time steps8. Thus, the complexity grows quadratically in NG.
Even though the overall operations may be comparable, the semi-dynamic model
has advantages over the fully dynamic model by handling smaller systems apart
from potential parallelization. This is due to more efficient storage usage and
matrix operations, when dealing with smaller systems.
8Inspecting the principle of FVMs, this refers to the fact that a conservation law is applied to
each of the discretized cells. To ensure correctness, it has to be guaranteed that matter (or
concentration, probability, etc.) cannot move more than one cell per time step, which leads to
the CFL condition.
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Comparison
As can be seen in Table 3.3, generating the simulation data required 643.09 h
(almost 27 days) of computation time, which was only feasible by dividing it
into smaller jobs, executed in parallel thanks to HPC. In particular, when it
comes to the evaluation of entire parameter sets, a lot of computing resources
are required. Once the simulation data is available, the statistics of interest can
be calculated in reasonable time. Only determining the CDF for the entire cell,
which is a statistic of about 7.5 million flows took around 1 min of computation
time. This analysis excludes the time that was needed to write the simulation
data of the single jobs and to read it again to create the statistics, as this could
have been done directly, if it would have been one single simulation.
In contrast, all models have to do the same calculation to obtain the state
probabilities and service rates in advance, which requires less then six seconds in
total. The decoupled model does not require any expensive numerical method,
such that the startup delay distribution and the starvation probability can be
approximated very fast. Only when it comes to evaluation at all of the Nu
locations in the cell, more than one second is needed.
The other two models are also very fast in calculating the starvation probability.
Since only explicit formulas are being calculated, the only expensive part is the
matrix exponential and simulation time can be outperformed by several orders
of magnitude. However, performing the numerical FVM is relatively expensive.
For the single location statistics, a relatively high grid number NG was used,
such that the typical steps of the CDF (see Fig. 3.10) can be better resolved,
leading to 1.76 h and 10.78 h for the semi-dynamic and the fully dynamic model,
respectively. As this fine resolution is not necessary for the statistics over the
entire cell, since the steps vanish through spatial integration, the resolution is
reduced to NG = 1000 in this case, which still renders good approximations and
requires 5.61 h and 21.91 h of computation time, respectively.
In summary, significant gains in computation time can be achieved by the models.
The computation time for the starvation probability outperforms simulation times
by several orders of magnitude. The calculation of the startup delay distribution
is significantly faster as well, but still requires hours. However, this issue could
be treated by more efficient numerical solvers. For instance, the underlying grid
could be designed adaptively, such that it is very fine around the discontinuities,
which is left for further studies.
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3.5 Summary and Conclusion
In this chapter, modeling approaches for cellular wireless networks were pro-
posed. The work is based on existing work for the DL, but extends the state of
the art by incorporating interference dynamics, proposing numerical methods
for the underlying PDE systems, as well as approaches for the UL direction. For
the exemplary eMBB use case of video streaming, user and application-centric
QoE metrics were derived and the model was validated by comparison with
extensive system-level simulations. As a result, the influence of multi-cellular
dynamics has been identified as crucial and, thus, should be taken into account
for network analysis.
The work provides a powerful tool for network performance evaluation. Results
could be transferred to other eMBB use cases. Depending on the particular
interest, the DL model provides significant performance advantages in terms of
computation time, compared with simulations. Even without performance gains,
such models are of theoretical interest. In particular, the UL model has rather
limited practical relevance in the current status. However, new numerical and
analytical methods or appropriate simplifications may exploit the potential of
the described models.
Performance evaluation frameworks enable insights how KPIs of interest depend
on configurable parameters. This can help operators and service providers
in configuring their systems. It also helps in understanding the relationships
between parameters and KPIs and thereby in designing and testing optimization
algorithms. Especially with regard to envisioned 5G applications, it is concluded
that the focus should not be restricted on network-centric QoS metrics, but
should include application-centric metrics that are more tailored to application-
specific requirements.
There is still great potential for future studies. For instance, the described models
may be extended in various aspects, such as introducing user mobility and
thereby adding another degree of dynamics. Approaches for more realistic video
traffic models or for VBR could be transferred to the model with interference
and flow dynamics proposed in this work. Alternatively, the approach could
be transferred to completely different applications. Finally, new numerical
or analytical approaches may be applied to evaluate the derived models. For
instance, the efficiency of the FVM could be greatly improved by making the
underlying grid adaptive and, thus, reducing the necessary grid points.
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Modeling the Access
Network
4
For the realization of URLLC, the latency analysis cannot be restricted on the
wireless access only. Instead, the entire path from a device to a (edge) server or
to another device (and potentially back) has to be considered. This thesis focuses
on the former, i. e., communication between a device and a server. Therein,
the aim of the modeling is to determine the E2E latency distribution, which
comprises not only the delay on the air interface, but also delays introduced by
additional network elements between the BS and the server, where an application
is running. It should be highlighted that by obtaining the E2E latency distribution,
not only bounds or first and second moments of the latency will be provided, as
in comparable work (e. g., [BBP04; Bon04b; Jar+11; Mah+14]), but also more
relevant metrics for URLLC, such as high percentiles through the derivation of
the entire CDF.
This chapter starts with introducing exemplary 5G architectures, which are
the subject of investigation by mapping them to queuing networks. Modeling
approaches for general homogeneous traffic (cf. Section 4.3) as well as for
prioritized heterogeneous traffic (cf. Section 4.4) are proposed to be flexible
with regard to different single or multiple applications. Although the proposed
model can be applied to assess E2E latency in networks, not all aspects can
be evaluated within the scope of this thesis. Hence, open research questions
are summarized in a separate section (cf. Section 4.5). Again, the presented
modeling approaches are put into perspective by comparing computational
complexity and effort with simulations.
4.1 Scenarios
Fig. 4.1 shows a standard-compliant 5G architecture, as proposed in our work
[Sch+19b]. It comprises an LTE as well as an NR RAN. UEs, including machines,
may be connected to one or multiple antenna sites of one or even both RATs,
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Fig. 4.1. Network architecture proposed in our work [Sch+19b] as a result of the collaborative
research project fast wireless that is a part of the research cluster fast - fast actuators
sensors and transceivers [Ell+16]. It comprises LTE as well as NR nodes.
where antennas may belong to small or macro cells. Furthermore, a direct
communication, i. e., device-to-device (D2D), is foreseen, which is expected to
be particularly beneficial for vehicle-to-vehicle (V2V) communication, but not in
the scope of this thesis. The type of the connection depends on the application-
specific requirements and the availability of the respective technologies. NR can
provide low latency, but during its roll-out, wide coverage is mainly ensured by
the already deployed LTE sites. Reliability can be achieved through MC concepts,
which are so far standardized as dual connectivity (DC) [3GP13a] and carrier
aggregation (CA) [3GP13b].
The antenna sites, or remote radio units (RRUs), are connected via the fronthaul
to an LTE or NR base band unit (BBU), which is responsible for the following
protocol layers: physical layer (PHY), medium access control (MAC), and radio
link control (RLC). The BBU is then connected via the midhaul to a common
packet processing unit (PPU), containing radio resource control (RRC) and
packet data convergence protocol (PDCP) layer. The PPU is in turn connected
via the backhaul to (edge) clouds and the Internet.
Each of the mentioned nodes between (and including) RRUs and PPUs can
also be collocated, which is favored for low-latency applications, thanks to low
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(b) Ethernet switch model
Fig. 4.2. General RAN Scenario. (a) RAN architecture consisting of an application server, a
network of Ethernet switches, and BSs. (b) Schematic illustration of an Ethernet switch
structure.
propagation delays. However, the sketched functional split is part of a trend
towards cloud-RAN or centralized-RAN (C-RAN) [Cha+19], which is expected to
have advantages in terms of capital expenditure (CAPEX), operational expendi-
ture (OPEX), and resource efficiency. Also, SON as well as network management
and orchestration (MANO) may benefit from centralized entities.
4.1.1 General E2E Scenario
For the further analysis, a more general RAN scenario from a more macroscopic
perspective, as depicted in Fig. 4.2a, shall be considered. The scenario consists
of BSs and an application server with a network of Ethernet switches in between.
Within such a scenario, the E2E latency is of particular interest, because a realistic
assessment facilitates the virtual or physical deployment of network functions
or (edge) cloud servers, with respect to the underlying latency constraints.
Appropriate models can serve as good performance estimators. Thus, they
can support finding reasonable decisions for dynamic allocation (or virtual
deployment) of resources in a dynamic scenario. As the radio access was already
discussed in Chapter 3, the focus is now shifted towards the network behind the
radio interface.
4.1.2 Ethernet Switch Model
A simplified, schematic structure of an Ethernet switch is shown in Fig. 4.2b. It
consists of several input ports, each one equipped with a metering unit, a packet
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processing unit, and several output ports, each supporting weighted random
early discard (WRED) and multiple queues. Of course, one input and one output
port can refer to the same physical port at the switch, providing incoming and
outgoing traffic from and to another device.
The metering units measure the incoming traffic and can drop any packets that
violates pre-defined service level agreements (SLAs) [Kho+18] by exceeding the
allowed traffic amount. SLAs between network operators and tenants define
application requirements on both sides, i. e., what the network (slice) has to
provide and what the application has to fulfill. Thus, one of these agreements
could contain a maximum amount of traffic, for which the SLAs can be fulfilled.
To take the metering into account for the modeling, arrival processes are assumed
to fulfill the SLAs from application-side and, thus, do not violate the allowed
traffic.
Packets are then forwarded to the packet processing, that essentially determines
the destined output port and forwards the packets accordingly. Switches are
dimensioned in a way that there is no queuing and the packet processing can be
performed with a constant, small delay.
Before arriving in one of the output queues, WRED [FJ93; Nag18] is applied to
avoid congestion. Here, packets are randomly dropped, depending on predefined
weights, thresholds, and drop probabilities, as well as the instantaneous queue
utilization. Modeling this feature is not in the scope of this work and may be
pursued in future studies.
Finally, packets are queued in the output buffers of each port. Every port is
equipped with several queues, such that packets can be sorted according to
their traffic class and/or priority. For instance, traffic from different slices could
be separated in dedicated output queues. In Section 4.4, different scheduling
policies of priority queues will be integrated into the model.
4.2 Queuing Network
To analyze network performance, the architectures of the previous sections will
be mapped onto a queuing network. When each of the network elements in
Fig. 4.1 is mapped onto an M/D/1 queue Qi, reflecting Poisson arrivals and fixed
TTI slots, interesting insights can be obtained already. The results were also
presented in our work [Sch+19b].
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Fig. 4.3. E2E latency in the exemplary 5G architecture from Fig. 4.1. Both plots show the one-way
sojourn time distribution from UE to edge cloud. The x-axes are normalized to the
service rate of the entire NR branch. (a) Both technologies, LTE and NR, serve the same
load. (b) NR carries twice the load of LTE.
Since NR provides a new numerology with potentially higher SCS (sub carrier
spacing, cf. Section 1.1.2) [3GP18a] allowing shorter slot lengths, the service
rate in the NR nodes is assumed to be higher than the LTE node by a factor kSCS,
i. e., µNR = kSCSµLTE. To have a fair comparison, the traffic being forwarded to
the NR nodes is scaled by this factor as well, such that all nodes experience the
same load (ρNR = ρLTE) and λNR = kSCSλLTE holds. The packet processing is
dimensioned accordingly with µPP = µNR + µLTE.
Fig. 4.3 shows model (Eq. 2.12) and simulation results for an SCS factor of
kSCS = 2, reflecting the transition from an LTE SCS of 15 kHz to the NR option
of 30 kHz. Apart from the impulses at the lower ends of the PDFs, the model
approximates the simulations well. The impulses refer to packets, which expe-
rienced no waiting in the network. Their deviation mainly stems from the fact
that the network is not sufficiently dense to fulfill Assumption 2.2 (cf. Fig. 2.6).
Here, the mutual dependence has the strongest impact on packets observing
empty queues, since then it is likely to observe an empty waiting line at the next
queue as well in sparse networks.
Interestingly, shortening the TTI length is not only beneficial for the minimal
achievable latency, but also leads to a more compact PDF and thereby having
a better distribution tail, as it can be seen in Fig. 4.3a. For subfigure 4.3b, the
traffic routed through the NR branch is doubled again, i. e., λNR = 2kSCSλLTE
4.2 Queuing Network 75
Q1
Q2
Q3
Q4
Q5
Q6
Q7
Q8
Q9
Q10
Q11
1
0.5
0.5
0.5
0.5
0.5
0.5
1
1
1
1 1
1
1
1
Fig. 4.4. The scenario of Fig. 4.2 translated into a queuing network. All switches are indicated by
rectangular boxes. The ones with two outputs have been substituted by two queues.
or ρNR = 2ρLTE. Even though NR carries twice the load in this case, the latency
performance is still much better in the lower percentiles, whereas the distribution
tails of both branches coincide.
It should be noted that the model is kept very simple in this study and does not
include any technical or implementation detail, such as processing or propaga-
tion delays. Even though they could be easily integrated via the variables Di
for a specific implementation, they are expected to shift the PDFs by constant
delays. Thus, it is already interesting to investigate the impact achieved by
queuing effects only. It also shows how strategies like traffic offloading can
reshape latency PDFs, such that high percentiles performance can be improved
by degrading lower percentiles.
The focus is now placed to the scenario again which was introduced in Sec-
tion 4.1.1. The idea is that each network element will be modeled as one or
multiple queues. By mapping each BS to one queue, and each of the switches to
one queue per output, the architecture from Fig. 4.2 translates to the queuing
network depicted in Fig. 4.4 for the DL.
To take also additional delays apart from queuing at each node into account,
a new RV Di can be introduced for each queue Qi. For instance, this RV can
comprise latency due to the packet processing in the switches or propagation
delays at the links. It can accommodate deterministic as well as random effects,
but in general these delays are assumed to be mutually independent. The
quantity Di can be taken into account by modifying Eq. (2.5) to
J̃i = Wi + Si +Di. (4.1)
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The RV J̃i denotes the latency at queue Qi. Accordingly, Eq. (2.12) can be
modified as follows for the latency along a path
fJ̃q(t) =
[(
κ∗
i=1
fWqi (s)
)
∗
(
κ∗
i=1
fDqi (s)
)
∗ µqfS0 (µqs)
]
(t). (4.2)
As the RV Di is expected to account mainly for deterministic effects, i. e., having
a dirac impuls as a PDF, the convolution would simplify in most of the cases to a
shift of the PDF.
However, Di is set to zero for all queues in the remainder of this thesis for two
reasons. First, as mentioned, as most of these additional delays are expected
to be deterministic, the impact is rather low, because it affects all paths equally,
if there is no difference in the number of hops. Second, packet processing
and propagation delays are considered to be small enough in a RAN scenario
compared to queuing delays, such that they are negligible.
4.3 Homogeneous Traffic
As a first step, homogeneous traffic from a single application is considered. With
the various traffic models from Section 2.1 in mind and thinking of different
hardware implementations, the first challenge arises, when it comes to finding
appropriate queuing models. In particular, this is challenging, when the aim is
not only finding the first stochastic moments (i. e., mean and variance), but also
the entire PDF of the waiting or sojourn time. Thus, in the subsequent section,
a numerical method is introduced for systems with general independent inter-
arrival and service times, i. e., GI/GI/1 queues. Furthermore, a known result for
a low-complexity upper performance bound is reproduced, as it complements
the framework.
4.3.1 Waiting Time Distribution in GI/GI/1 Queues
In this section, the objective is to derive the steady state distribution of the
waiting time, i. e.,
W := lim
n→∞
Wn, (4.3)
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Algorithm 4.1: Waiting time distribution for GI/GI/1.
input : fS, f−T , tol
output :Waiting Time pdf fW
/* initialize: */
i← 0;
f
(0)
W ← δ0;
∆(0) ←∞;
∆(−1) ←∞ ;
fU ← Convolve(fS, f−T) ;
while ∆(i) > tol and ∆(i) ≤ ∆(i−1) do
i← i+ 1;
f
(i)
W ← Convolve(f
(i−1)
W , fU);
f
(i)
W ← MoveNegativePartToZero(f
(i)
W );
∆(i) ← Norm(f (i)W − f
(i−1)
W );
end
for GI/GI/1 FIFO queues. The common approach for deriving the waiting time
is to introduce the auxiliary RV Un [Kle75; Asm03] by
Un := Sn − Tn+1. (4.4)
The variable Un can be interpreted as the breathing time of the (n+ 1)th object,
i. e., the service time of its predecessor minus the time it arrives later than
the predecessor or, in other words, the additional waiting time compared to
its predecessor, which can be negative, if it arrives much later. Since arrival
and service are independent, the PDF of Un can be obtained by the following
convolution
fU(t) = (fS ∗ f−T ) (t) =
∫ +∞
−∞
fS(τ)fT (τ − t)dτ. (4.5)
Thereby, the breathing times Un inherit the i.i.d. property. Due to the explanation
above, the waiting time of the (n+ 1)th object can be related to the one of the
nth object as follows
Wn+1 = max{Wn + Un, 0}, (4.6)
which is known as Lindley’s equation. Each object has to wait for the same time
as its predecessor plus the additional waiting or time saved Un. As the waiting
time cannot be negative, the maximum operation is performed, which reflects
the situation when Tn+1 is sufficiently large, such that the current object arrives
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to an empty system. Lindley has shown that the distribution of Wn converges, if
the following condition holds [Lin52]
E [U ] < 0. (4.7)
The condition essentially says that service is on average shorter than the time
between arrivals, which corresponds to the condition ρ = λ
µ
< 1 for the arrival
and service rates. Lindley’s equation Eq. (4.6) can also be formulated for the
respective PDFs as the functional equation
fWn+1 = φ (fWn ∗ fUn) . (4.8)
Here, the operator φ is the equivalent to the maximum operation of Eq. (4.6) in
the PDF domain. It pulls the negative part of a function f to a weighted Dirac
impulse δ0 at zero, i. e.,
φf := χ[0,∞) · f +
(∫
(−∞,0)
f(t)dt
)
· δ0, (4.9)
with χA being the indicator function of a set A. The operator can also be defined
for a CDF F , which results in setting the negative part to zero
ΦF := χ[0,∞) · F. (4.10)
By taking the limit n→∞, Eq. (4.8) becomes a fixed point formulation
fW = φ (fW ∗ fU) =: ϕU(fW ), (4.11)
for the waiting time in equilibrium. This constitutes a fixed point equation,
i. e., an equation of the form x = ϕ(x), which needs to be solved for x. In this
particular case, the PDF fW is the unknown of a functional equation.
Lindley’s equation is hard to solve for the general case. There exist approaches
for specific cases that usually use Laplace transforms, which are hard to be
applied to a general case, if not performed numerically, which is also not trivial.
For instance, the authors in [VA07] provide a solution for a slightly different,
so called Lindley-Type equation (with a negative sign of Wn in Eq. (4.6)) for
exponentially distributed T , polynomially distributed S and finite support, which
can also be used for approximations of the general case. Another common
approach uses Wiener-Hopf decomposition [Pra74], which transforms and splits
the equation in a pair of complex functions in the upper and lower halves of
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the complex plain, respectively. However, this method is also not suitable for a
framework that should be able to handle general systems.
Instead, a fixed point iteration to solve Eq. (4.11) is proposed in this thesis and
in our work [Sch+19a]. The term fixed point, should not bring any confusion
as points refer to functions here. The solver starts with an initial PDF f (0)W = δ0
on which Eq. (4.11) is applied as long as it converges. The L2 norm is used to
define the following metrics for two RVs X and Y
df (X, Y ) := ‖fX − fY ‖L2 =
(∫ +∞
−∞
|fX(τ)− fY (τ)|2 dτ
) 1
2
, (4.12)
dF (X, Y ) := ‖FX − FY ‖L2 =
(∫ +∞
−∞
|FX(τ)− FY (τ)|2 dτ
) 1
2
. (4.13)
With the metric df (·, ·), the difference ∆(i) of two consecutive iterations is
measured and taken as an exit criterion. The numerical method stops if ∆(i)
either falls below a predefined tolerance threshold tol or if ∆(i) grows, due to
numerical instabilities for small increments. The entire approach is summarized
in Algorithm 4.1.
The algorithm can be interpreted as follows. Lindley’s equation is evaluated over
and over, what is similar to simulating the system. However, in the algorithm the
PDF is used, which evaluates all possible constellations at once, but weighted
according to their probabilities.
The convergence behavior is stated in the following proposition.
Proposition 4.1 (Convergence of Algorithm 4.1 for GI/GI/1 Queues.). Let Sn
and Tn be RVs on [0,∞) for n ∈ N, such that both series (Sn) and (Tn) are i.i.d..
If Eq. (4.7) holds for Un = Sn − Tn, n ∈ N then the series of RVs (Wn), defined by
the fixed-point iteration
W0 := 0, (4.14)
Wn+1 := ϕU (Wn) := π (Wn + Un) , (4.15)
or equivalently defined by their PDFs,
fWn+1 := φ (fWn ∗ fUn) , (4.16)
or their CDFs,
FWn+1 := Φ (FWn ∗ fUn) , (4.17)
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respectively, in Algorithm 4.1 converges in distribution to the unique solution W of
Lindley’s equation Eq. (4.6).
Proof. See Appendix A.3.
4.3.2 An Upper Bound for GI/GI/1 Systems
Using the result from [Kin64], the waiting time can be bounded as follows
P [W > t] ≤ e−θ0t (4.18)
with
θ0 = sup {θ ∈ R>0|MU(θ) < 1} , (4.19)
where MU is the moment generating function (MGF) of U
MU(θ) = E
[
eθU
]
. (4.20)
Eq. (4.18) provides an upper performance bound that is relatively simple to be
calculated (depending on the distributions of T and S maybe even analytically)
and that provides bounds for high percentiles as well. The bound can be directly
applied for the CDF
FW (t) = P [W ≤ t] = 1− P [W > t] ≥ 1− e−θ0t. (4.21)
4.3.3 Numerical Validation
Algorithm 4.1 was tested with M/D/1 queues for two reasons. First, M/D/1
constitutes one of the URLLC traffic models (cf. Section 2.1.1) and second,
because for M/D/1 queues, the waiting time is known to be distributed as
FW (t) = π0
m∑
k=0
{
−λ
(
t− kS̄
)}k
k! e
−λ(t−kS̄) for mS̄ ≤ t < (m+ 1)S̄ (4.22)
with the deterministic service time S̄ = µ−1 according to [Cro32]. However, this
formula suffers from numerical instabilities, as it contains alternating terms that
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Fig. 4.5. Performance of the proposed numerical approach for approximating the waiting time
of GI/GI/1 queues. (a) Illustration of the converging PDFs. (b) Error and difference
of consecutive iterations for different network loads. (c), (d) CCDFs of the analytical
solution, the algorithm, the simulation including 95 % confidence intervals (CIs), and
the upper bound for GI/GI/1 queues for medium and high load, respectively.
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are much larger then their sum. Thus, the following numerically more stable
version of this equation provided by [Fra01, Eq. (11)] is used in this thesis.
FW (t) = e−λ(mS̄−t)
m∑
k=0
m−k∑
j=0
πj

{
λ
(
mS̄ − t
)}k
k! for mS̄ ≤ t < (m+ 1)S̄
(4.23)
This formula needs the state probabilities πi of an M/D/1 queue, which can be
obtained by a series expansion [Nak05, Eq. (2.4)], a fast Fourier transformation
(FFT) method [Tij95], or an geometric tail approach [Tij95].
The experiment was conducted for an arrival and service rate of λ = 0.15 and
µ = 0.2, respectively, corresponding to a load of ρ = 0.75. The results are
depicted in Fig. 4.5. Subfigure 4.5a shows how the iterated PDFs, depicted
in different shades of red (from bright to dark), converge to the analytical
solution drawn as a black solid line. The plot also shows curves from simulation
(dashed line) for comparison. As a result, iterations with a higher index are
almost indistinguishable from the analytical solution. The iterative solutions
even manage to resolve the sharp edges of the analytical solution remarkably
well. In contrast, simulation results fail in resolving discontinuities due to the
kernel estimation of the PDF.
The CDFs of the same distributions are shown in subfigures 4.5c and d for
medium and high load, respectively. They include the upper performance bound
from Eq. (4.21), which turns out to be very tight for this scenario. Furthermore,
it can be observed, how the empirical CDF of simulation results drifts away from
the analytical and modeled curve at the tail. The figure also contains the esti-
mated 95 % confidence interval (based on Greenwood’s formula [Gre26], [KM58,
Eq. (6d)]) of the empirical CDF, which is spreading more and more towards
the tail, indicating less reliable results. In addition, the model has significant
advantages in terms of computation complexity, as shown in Section 4.6.4.
In plot 4.5b, it is shown how the approximation error and the differences
between consecutive iterations (step) behave with respect to the number of iter-
ations for different values of the network load ρ ∈ {0.25, 0.5, 0.75, 0.8, 0.85, 0.9}.
As expected (cf. the explanation why the algorithm works in Section 4.3.1),
the convergence speed decreases with network load. However, in this work
moderate load conditions are of higher interest, because URLLC is considered to
be infeasible for high loads. Results for other queuing systems are provided in
Appendix A.2.
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Fig. 4.6. Illustration of the different scheduling policies with numbers indicating the order of
service. (a) Resources are separated. (b) Class c = 1 traffic only has to wait if a class
c = 2 packet is still in service. (c) A class c = 2 service will be paused, when a high
priority packet arrives. (d) The scheduling is based on a virtual finish time with different
rates.
4.4 Heterogeneous Traffic
Network slices are introduced to handle traffic from multiple applications and
hence different characteristics and requirements. In particular, traffic can have
different priorities, such as URLLC being more important than eMBB. As de-
scribed in Section 4.1.2, network hardware is already prepared by providing
multiple output queues. However, the question remains how to schedule pack-
ets from different output queues onto the same link and how to integrate this
scheduling into the model. In the following subsections, four different schedul-
ing policies are explained and modeled (cf. our work [Sch+19a]). The proposed
models will also be validated by simulation results.
4.4.1 Modeling of different Scheduling Policies
Let the network be confronted with traffic classes c ∈ C. In the previous section,
Fig. 4.4 illustrated the queuing network for a single class of traffic. When
multiple classes are present, which are handled by separate queues, each queue
Qi in Fig. 4.4 has to be substituted by queues Q
(c)
i for each class. Herein, each
queue may have different characteristics reflecting the different class traffic
characteristics. Variables that refer to a certain class are indicated with a
superscript (c). When the superscript o is added, the entire node comprising all
classes and resources is meant.
In this thesis, two classes C = {1, 2} are considered. However, the models could
be generalized to support more classes. Without loss of generality, class c = 1 is
assumed to be the class with higher (or equal) priority.
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Dedicated Resources
The first and most simple scheduling policy is called dedicated resources (DR).
When each slice has dedicated resources, they do not interfere with each other,
such that they can be modeled separately. Therefore, let slice one have the share
w1 ∈ (0, 1) of the resources and slice two w2 = 1 − w1, respectively. With this,
the service times are scaled S(c) = So
wc
, such that the effective rate of each class
becomes µ(c) = wcµo for queue Q(c) and the waiting time can be assessed by
analyzing separated queues. However, if one class is idle, the free resources
cannot be used by the other class, because they are exclusively dedicated, leading
to an inefficient scheduling.
Priority Queuing with preemption
Another approach is priority queuing. Here, the lower priority class can only
transmit, when there is no traffic of higher priority. It can be implemented as
priority queuing with preemption (PQwp) or priority queuing without preemp-
tion (PQwop). Preemption means that traffic from high priority classes can
even interrupt transmissions of low priority, which will be continued, when the
capacity is available again. It is a concept of time-sensitive network (TSN) that
allows high-priority packets in the presence of longer low priority packets. The
additional delay caused by preemption is comparatively small [TE16].
Since in PQwp the high priority traffic is always scheduled, it is not interfered
by the other class and can be treated as a separated queue, with the inter-arrival
time distribution A(1) of class one, but with all resources available and, hence,
the service of the entire node Bo.
The waiting time of the low-priority class can then be expressed as follows
W
(2)
PQwp = W o + Ŵ (1)
(
W
(2)
PQwp + S(2)
)
. (4.24)
Here, W o denotes the waiting time of the entire node, if both classes were served
jointly without any priorities, because the considered low priority packet has
to wait for all packets that arrived before, no matter of which class they are
and in which order they are served. While waiting, additional packets of the
high priority class may arrive, which increase the waiting time of the considered
packet. To take this into account, the function Ŵ (1)(TW ) is introduced which
denotes the additional waiting time due to class c = 1 packets arriving within
time TW . In this case, TW consists of the own waiting and service time (due
to potential preemption), yielding a fixed point formulation again that can be
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solved by fixed point iteration. An expression for Ŵ (1)(TW ) is derived in a
subsequent section.
Priority Queuing without preemption
The modeling of PQwop is very similar to PQwp. However, since the high priority
traffic may have to wait, when a lower priority packet is still in service, the
waiting time distribution has to be modified accordingly. It can be implemented
by adjusting the probability that a high priority packet has to wait. With the
probability πo0 of the entire node being empty, there is no waiting. Otherwise it
has to wait for the waiting time W (1)x>0 conditioned on the queue not being empty.
This results in the mixed RV
W
(1)
PQwop =
δ0, w.p. π
o
0,
W
(1)
x>0, w.p. π̄o0.
(4.25)
The waiting time of the second class is similar to Eq. (4.24). However, now for
the additional waiting time due to high priority arrivals, the service time is not
taken into account, because once service is started, additional arrivals have no
influence anymore.
W
(2)
PQwop = W o + Ŵ (1)
(
W
(2)
PQwop
)
. (4.26)
Derivation of the Additional Waiting Time for Priority Queuing
For both policies with priority queuing, PQwp and PQwop, an expression for the
additional waiting time Ŵ (TW ) caused by arrivals within the random time TW is
required. The derivation involves the RVs Sk =
∑k
l=1 Sl and Tk =
∑k
l=1 Tl of the
sum of k independent service times and inter-arrival times, respectively. With
this, the number of arrivals At within a fixed time t, can be expressed as
P [At = k] = P [At ≥ k]− P [At ≥ k − 1] , (4.27)
= FTk(t)− FTk−1(t), (4.28)
which already provides the desired expression for a fixed time t by summing the
respective service times of the arrived objects
Ŵ (t) =
∞∑
k=0
P [At = k]Sk. (4.29)
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Algorithm 4.2: Weighted fair queuing (WFQ).
input : (wc), (t(c)arr,n), (t
(c)
dep,n)
output :Scheduled class c∗
for c ∈ C do
if Q(c)i is empty then
Virtual Finish t(c)vf,n =∞ ;
else
n← index of the packet at the head of Q(c)i ;
Virtual Rate Rc ← wcµo;
Virtual Start t(c)vs,n = max
{
t(c)arr,n, t
(c)
vf,n−1
}
;
Virtual Finish t(c)vf,n = t(c)vs,n + s
(c)
n
Rc
;
end
end
Scheduled class c∗ ← argminc
{
t
(c)
vf,n
}
For a random time TW , the additional waiting time can then be obtained by
integrating and weighting with the PDF fTW according to
Ŵ (TW ) =
∞∑
k=0
(∫ ∞
−∞
fTW (t)P [At = k] dt
)
Sk. (4.30)
Here, the integral expresses the probability of having k arrivals within a random
time TW .
Since Eqs. (4.24) and (4.26) have the form Z := Ŵ (TW ) + TW , the addends are
not independent from each other, and the convolution would lead to inaccu-
rate results. This can be resolved by directly deriving the distribution of Z as
follows
fZ(ξ) =
d
dzFZ(ξ) = P [W (TW ) + TW ≤ ξ] , (4.31)
= ddz
(∫ ∞
−∞
fTW (t)
∞∑
k=0
P [At = k]
∫ ξ−t
−∞
fSk(ω)dωdt
)
, (4.32)
=
∞∑
k=0
((fTW (t) · P [At = k]) ∗ fSk) (ξ). (4.33)
It should be noted that for the last line, the term fTW (t) ·P [At = k] is considered
as a function in t that is convolved with fSk .
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Weighted Fair Queuing
The fourth considered scheduling policy is called weighted fair queuing (WFQ)
[PG93]. It can be categorized in between DR and the priority queuing, by
performing a weighted RR and thus allowing prioritization of traffic. It is
implemented as sketched in Algorithm 4.2. For each traffic class, a virtual
rate Rc is calculated, based on predefined weights wc. A virtual start t
(c)
vf,n is
assigned to each packet, based on its own arrival time t(c)arr,n and the virtual
finish t(c)vf,n−1 of its predecessor. Finally, from both, the virtual start t
(c)
vs,n and the
virtual rate Rc, a virtual finish t
(c)
vf,n is derived. The scheduled packet is then the
one with the earliest virtual finish.
Because it would be very cumbersome to put this algorithm into a stochastic
analysis, the following approximation is conducted instead. First, two lim-
iting cases will be studied. By setting the weights to the boundary values
(w1, w2) = (1, 0), class c = 1 will always be favored, because the virtual rate of
class c = 2 becomes R2 = 0 leading to a virtual finish t(2)vf,n =∞. This way, WFQ
degenerates to PQwop. In contrast, if the weights are set to the other boundary
case (w1, w2) = (0.5, 0.5) the scheduling ends up in regular RR and both classes
experience the waiting time of the entire node W o.
This suggests the approximations by the following mixtures of RVs that interpo-
late between the extreme cases according to the chosen weights wc
W
(1)
WFQ
∼=
W
(1)
PQwop, w.p. 1− 4(w1 − 1)2
W o, w.p. 4(w1 − 1)2
, (4.34)
W
(2)
WFQ
∼=
W
o, w.p. 1− 4w22
W
(2)
PQwop, w.p. 4w22
. (4.35)
Here, a quadratic interpolation was chosen, because the ratio w1
w2
= w11−w1 , which
determines the prioritization, grows quadratically in w1. This can be observed
by the derivation
d
dw1
(
w1
1− w1
)
= 1(1− w1)2
. (4.36)
This way, the approximation converges faster to PQwop for high weighting of
class c = 1.
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Approaches for more than two classes
Even though the modeling of more than two classes is out of scope of this thesis,
approaches for the extensions shall be sketched shortly. The DR scheme can be
easily extended, since the queues are treated separately and do not mutually
interfere. For the priority queuing schemes, Eq. (4.26) can be adjusted as follows
for an additional class c = 3
W
(2)
PQwop = W (1)+(2) + Ŵ (1)
(
W
(2)
PQwp
)
, (4.37)
W
(3)
PQwop = W o + Ŵ (1)
(
W
(3)
PQwp
)
+ Ŵ (2)
(
W
(3)
PQwp
)
. (4.38)
Here, W (1)+(2) denotes the waiting time, occurring in a queue that would handle
the first two classes jointly. Further classes can be added in the same way.
If WFQ scheduling is considered for three classes, one can consider three extreme
cases:
(i) (w1, w2, w3) = (1, 0, 0): Class c = 1 is handled as priority, the others jointly
with RR.
(ii) (w1, w2, w3) =
(
1
2 ,
1
2 , 0
)
: Classes c ∈ {1, 2} are modeled jointly as RR with
modified π0, the low priority class as W
(3)
PQwop.
(iii) (w1, w2, w3) =
(
1
3 ,
1
3 ,
1
3
)
: All classes are modeled jointly with RR.
Using barycentric coordinates [Far02, Section 2.1.3] and quadratic Bezier tri-
angles [Far02, Section 4.4] as the interpolation method, the waiting time dis-
tribution can then be approximated for the chosen weights (w1, w2, w3). This
approach would also be suitable for a higher number of considered classes,
where the extreme cases would lead to the vertices of a (|C| − 1)-dimensional
convex simplex.
4.4.2 Numerical Validation
The accuracy of the models has been validated by comparison to the distributions
generated by simulating a single node with two traffic classes. As in Section 4.3,
both classes are assumed to follow M/D/1 models. In contrast to the homoge-
neous case, no analytical results are available for the four schedulers that could
be taken as a benchmark.
By setting the arrival rate for each class to α(c) = 0.06 and the service rate of the
entire node to µo = 0.2, the node is put into moderate overall load conditions
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Fig. 4.7. Modeling performance for the different schedulers.
with ρo = 0.6. Here, the overall load cannot be set too high, since this may lead
to instabilities due to high individual load for the low priority queues, especially
in the DR case. For both schedulers with parameters, i. e., DR and WFQ, the
weights are set to (w1, w2) = (0.6, 0.4).
The results of the validation are depicted in Fig. 4.7. Here, the modeled and
simulated CDFs are plotted for both classes and the entire node. It can be
observed that the models approximate the simulation curves well for all four
scheduling policies, especially for the high priority class, which is more important
for URLLC. Furthermore, it can be seen that WFQ lies in between RR, which
refers to the green curves in Fig. 4.7b, and PQwop, since those are the extreme
cases. Thus, by setting the weights accordingly, WFQ can realize curves between
RR and PQwop. By comparing the schedulers, it becomes evident that DR is the
most inefficient with the worst performance for both classes due to the wasting
of resources. The other approaches are trading off the performance of both
classes against each other. For instance, PQwp shows the best performance for
high priority traffic, but also the worst for low priority, among WFQ, PQwop,
and PQwp.
4.5 Open Questions
In the previous sections, methods to obtain the distribution of the waiting time
for queues with general arrivals and service as well as for heterogeneous traffic
along with its scheduling are introduced. In fact, each queue also changes the
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behavior of the traffic that is going through. Thus, even if the traffic processes
at the input queues, generated by the application, is known (cf. Section 2.1), it
is not clear how the traffic pattern looks like after passing the first queue. In
other words, the arrival process has to be determined for the inner queues of
the network.
Fig. 4.8 shows basic operations that have to be modeled for this purpose. If all
of them can be treated, the network can be decomposed, similar to the approach
in [Küh76], where the operations are performed for the first two stochastic
moments. In the subsequent sections approaches are sketched for what needs to
be done to obtain the full distribution of the process and thereby to complete
the framework.
4.5.1 Passing a Node
When traffic goes through a queue Qi the inter-departure times form the inter-
arrival time Tout for a queue that would be located behind. As long as Qi is busy,
the inter-departure times are given by the service times Si. In contrast, if Qi is
idle, the next departure happens after one inter-arrival time Ti. This results in
the mixed RV
Tout =
Ti + Si w.p. πi,0Si w.p. 1− πi,0 , (4.39)
where πi,0 denotes the probability of queue Qi being empty.
4.5.2 Split Traffic
If the output of one queue Qi is forwarded to multiple queues, the traffic has to
be split. Assuming that the last object was forwarded to queue Qj, the probability
that the next one is forwarded to Qj is pij, resulting in the inter-arrival time T
(1)
out,i.
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With the complementary probability 1−pij another queue was chosen and so the
probability that the second object is the first one forwarded to Qj is (1− pij)pij
with an inter-arrival time of T (1)out,i + T
(2)
out,i. Continuing this thought leads to a
mixed RV weighted by Bernoulli probabilities for choosing the particular branch
after a certain number of departures:
Tout,j =

T
(1)
out,i, w.p. pij
T
(1)
out,i + T
(2)
out,i, w.p. (1− pij)pij
T
(1)
out,i + T
(2)
out,i + T
(3)
out,i, w.p. (1− pij)2pij
...
...∑k
l=1 T
(l)
out,i, w.p. (1− pij)k−1pij
...
...
. (4.40)
Here, the T (l)out,i denote independently drawn RVs of the departure distribution of
queue Qi.
4.5.3 Merge Traffic
Merging two or more arrival processes to obtain the resulting inter-arrival time
distribution is a cumbersome task for general processes, as described in the
following for the case of only two processes T1 and T2. Starting with an empty
system, the first resulting inter-arrival time T (1)out is the minimum of the first times
of both input processes
T
(1)
out = min
{
T
(1)
1 , T
(1)
2
}
. (4.41)
But inspecting the next inter-arrival times of the merged process already reveals,
how the analysis explodes with each further step
T
(2)
out =
min
{
T
(2)
1 , T
(1)
2 − T
(1)
1
}
, T
(1)
1 ≤ T
(1)
2
min
{
T
(1)
1 − T
(1)
2 , T
(2)
2
}
, T
(1)
1 > T
(1)
2
, (4.42)
T
(3)
out =

min
{
T
(3)
1 , T
(1)
2 − T
(1)
1 − T
(2)
1
}
, T
(1)
1 ≤ T
(1)
2 , T
(2)
1 ≤ T
(1)
2 − T
(1)
1
min
{
T
(2)
1 −
(
T
(1)
2 − T
(1)
1
)
, T
(2)
2
}
, T
(1)
1 ≤ T
(1)
2 , T
(2)
1 > T
(1)
2 − T
(1)
1
min
{
T
(1)
1 − T
(1)
2 − T
(2)
2 , T
(3)
2
}
, T
(1)
1 > T
(1)
2 , T
(2)
2 ≤ T
(1)
1 − T
(1)
2
min
{
T
(2)
1 , T
(2)
2 −
(
T
(1)
1 − T
(1)
2
)}
, T
(1)
1 > T
(1)
2 , T
(2)
2 > T
(1)
1 − T
(1)
2
.
(4.43)
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Fig. 4.9. An approximation for the distribution of two merged departure processes of two equal
M/D/1 queues.
Here, the problem comes from the fact that it needs to be taken into account
which process was chosen in the previous step, because this time has to be
subtracted from the other one. For Poisson processes, this would not be a
problem thanks to the memoryless property. Therefore, a good approximation
has to be found, which constitutes a challenge for further research. If both
considered processes are equal, the following approximation could serve as a
starting point
Tout ≈ min {T1, R · T2} , (4.44)
with R ∼ U ([0, 1]). Here, the term R · T2 represents the RV that the inter-arrival
time T2 is already running for some time, which can be modeled by multiplying
with a uniformly distributed RV. Fig. 4.9 shows numeric results for this simple
approach that approximate the simulated curves. However, for more general
cases with more than two inputs that are not identically distributed, more
research effort has to be spent.
4.6 Modeling versus Simulation
As in the previous chapter, the modeling is put into perspective by comparing
its complexity and computation time with respective simulations. Again, com-
parison is not trivial, due to the same aspects mentioned as in Section 3.4. In
particular, no analytical solutions are available to assess accuracy. The results
are described in the subsequent sections and summarized in Table 4.1.
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4.6.1 Simulation
In contrast to Section 3.4, a discrete-event simulation (DES) is used, rather than
a TTI-based. The DES chooses the intervals between consecutive events, i. e.,
arrivals, departures, and transitions in the network, which all change the current
conditions. This approach is more efficient than simulating each TTI, because
multiple TTIs with the same conditions can be treated at once. The number of
events scales linearly with the number of packets NF and the path length κ that
represents the deepness of the network. As for each event all queues may need
an update, the complexity of the DES also scales with the number of queues M .
After the simulation has finished, a kernel estimation is necessary to obtain a
PDF or CDF with complexity NFNG. The effort to calculate the percentiles from
the CDF is negligible.
4.6.2 Model
On the other hand, the model complexity is governed by Algorithm 4.1 to obtain
the waiting time distribution at each node and by the evaluation of Eq. (2.6),
i. e., summing up the latency along a path. In case analytical expressions with
negligible complexity are available, e. g., for M/D/1 systems, Algorithm 4.1 can
be skipped. The complexity of the algorithm depends on the load-dependent
number of iterations Niter (cf. Fig. 4.5b). In each iteration, a convolution of
two PDFs is the dominant operation, which scales with the grid resolution
as NG logNG, since it can exploit an FFT. Of course, the algorithm has to
be performed for each of the M queues. In some scenarios, which contain
equivalent queues with the same arrival and service processes, this part can be
optimized. Furthermore, the latency distributions of each node along a path of
length κ have to be added, which results in another convolution to obtain the
overall PDF or CDF. With the CDF, arbitrary percentiles are provided as well.
4.6.3 Low Complexity Upper Bound
Eq. (4.21) provides a low complexity formula for an upper performance bound
for the CDF in an arbitrary GI/GI/1 queue, and thus provides a fast way to obtain
performance bounds for percentiles, which are the most important measure
for URLLC. The only part that may require significant effort is determining
the parameter θ0 in Eq. (4.19). A binary search can find the supremum with
logarithmic effort, where each evaluation of Eq. (4.20) involves a numerical
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Tab. 4.1. Computational complexity and effort for queuing network models. Comparison of
simulation and model.
Simulation Model Upper Bound
C (O(·)) Tcp [s]a C (O(·)) Tcp [s]a Tcp [s]a C (O(·))
Sim. NFκM 48.48 – – – –
Algo. 4.1 b – – MNiterNG logNG 1.07 – –
PDF, CDF NFNG 6.36 (κ− 1)NG logNG 0.00 – –
Percentile b – – – – κNG logNG 0.05
Total NF(NG + κM) 54.84 (MNiter + κ)NG logNG 1.07 κNG logNG 0.05
a The computation times are averaged over 100 runs performed on an Intel®
Xeon® CPU E5-2697 v4, 2.30GHz for a single M/GI/1 queue to have compa-
rable results, i. e., κ = M = 1.
b The complexity is provided for the worst case, when no analytical results are
available and thus, the terms have to be evaluated numerically.
integration of linear complexity in the grid number NG. Since this operation has
to be performed for each of the queues along a path, the complexity also scales
with the path length κ. Again, if an analytical expression is available, the effort
can be reduced to an negligible time.
4.6.4 Comparison
For a fair comparison, the computation time was measured on a single M/D/1
system, because analytical results are available for a benchmark in this case. This
reduces the convolution along a path for the model evaluation to zero, but this
is the minor part of the computation anyways and would affect the simulation
as well. The results in Table 4.1 were created with NF = 107 packets and a grid
number of NG = 6001. It can be observed in Figs. 4.5c–d, which were created
with the same settings, that the model is much more accurate at the distribution
tail for this configuration. This behavior is underlined in Fig. 4.10 for medium
(a) and high load (b). The box plots show how the results for extremely high
percentiles vary. Therefore, the simulation of NF = 107 packets in an M/D/1
queue was repeated 100 times with different seeds. In each simulation, different
percentiles r ∈ {90, 99, 99.9, 99.99, 99.999, 99.9999, 99.99999}% of the waiting
time were measured to study how accurate each percentile can be obtained.
Box plots for the measurement of each percentile are depicted in Fig. 4.10 and
it can be observed that for high network load, the variation of the simulation
results increases and it becomes less likely to hit the analytical value of the high
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Fig. 4.10. Accuracy of simulation results to determine extremely high percentiles. The box plots
show how percentiles vary in 100 runs with NF = 107 simulated packets each. A green
line indicates the true (analytical) values from Eq. (4.23).
percentiles. The proposed algorithm, which does not suffer from this problems,
still achieves a much lower computation time. The model is still valid for even
higher percentiles, which would require several orders of magnitude more of
simulation time. Finally, the low complexity upper bound, which is quite tight
(cf. Figs. 4.5c–d), enables a 20 times faster calculation of an upper bound for
the percentiles than the model. However, this comes at the cost of accuracy and
knowledge about the entire distribution.
It can be summarized that the model outperforms simulations not only in terms
of the computation time by a factor of 50 but also in the achieved accuracy
at the distribution tail. As shown in Fig. 4.10, the values of high percentiles
obtained from simulation constitute a large spread around the analytical value.
Consequently, simulations are not appropriate for the tail evaluation as required
in the URLLC domain. Instead, mathematical models like the ones provided in
this thesis can fill the gap.
4.7 Summary and Conclusion
This chapter focuses on the architecture behind the wireless access with the aim
of providing a framework for E2E latency evaluation. One of the key contribu-
tions of this thesis is constituted by the development of a numerical method
that delivers the latency distribution of arbitrary GI/GI/1 systems, i. e., systems
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with general i.i.d. arrivals and service processes. This enables performance
evaluation of general network nodes as long as the governing random processes
are known. In particular, by generating the entire distribution, all percentile
values are inherently provided, which are required for URLLC applications, but
hard or even infeasible to be obtained by simulation. Future work should aim
for percentiles as well. Further studies may extend the method to even more
general systems, such as integrating admission control (GI/GI/1/K), multiple
servers (GI/GI/c), other queuing disciplines, or combinations of those.
In case speed is more important than accuracy, an upper performance bound
for the percentiles of GI/GI/1 nodes has been provided as well, which can be
relevant for live network optimization, where results are immediately required.
As an upper performance bound, required guarantees will not be hurt.
In regard of 5G use cases, heterogeneous traffic from multiple applications is
expected to be present simultaneously. Even though logically separated through
network slicing, different classes still use the same physical infrastructure and
resources, which need to be allocated and, thus, require efficient scheduling. For
this purpose, four different schedulers were integrated into the model. Therein,
good approximations for results from simulations could be determined. Since
each of the schedulers pursues different targets, the modeling results may help
in choosing the appropriate one for the particular aim at hand. Even though the
analysis in this thesis is restricted to two classes, approaches were provided for
the model extension to three or more classes. Furthermore, the modeling may be
a starting point for studying further, potentially more sophisticated scheduling
policies.
Again, the modeling was put into perspective, by comparing the computational
effort and complexity and thereby verifying that the initial aim of having faster
evaluation methods could be achieved. Therein, the model and the upper bound
turned out to be 50 and 1000 times faster than simulation, respectively, while
providing better accuracy for high percentiles.
Finally, the chapter presents remaining open questions and research challenges
for generalizing the E2E latency evaluation framework. Therein, approaches
were sketched that could build the foundation of future research.
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Latency Improvement in a
Realistic Scenario
5
After studying traffic originating from a whole set of applications and capturing
the radio interface as well as the RAN in mathematical models, the gained
insights should now be used to discuss concepts to improve network performance
of a more realistic scenario. Even though the topology and parameters are
tailored to a specific scenario for this application, the settings could be easily
changed to investigate other scenarios as well.
The approaches for performance improvements explained in this chapter could
serve as a part of the self-optimization aspect of SONs. The SON concept
[NGM08b] has the aim of increasing efficiency, especially when networks of
high complexity are considered. When network complexity grows, manage-
ment and configuration becomes cumbersome or even intractable for manual
adjustment by humans. Thus, the idea of SON is that the network chooses its
parameters autonomously according to the current conditions, which typically
change dynamically over time. This way, the network is expected to provide
better performance or to run more efficiently while less human intervention
is necessary and, thus, OPEX can be saved. SON was included into the LTE
standard in [3GP11c].
According to [Ber+14; Ber15], SON can be classified into online and offline
SON. In online SON approaches, network KPIs are permanently measured and
fed into a SON algorithm. Based on the measurements, the SON algorithm
determines new network parameters and reconfigures the network accordingly,
which completes the loop. In contrast, offline SON does not apply the resulting
parameters directly to the network but to a mathematical model or a simulation
of the network. This way, the optimization, which usually involves several itera-
tions, runs in an offline feedback loop, without affecting the running network.
When the offline optimization method has found parameters that improve the
estimated performance by the model, the resulting parameters will be applied to
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the real network. Since offline SON needs models for network performance esti-
mation, it can benefit from the approaches introduced in the previous chapters
of this thesis.
Both approaches have advantages and disadvantages. Online SON usually needs
less detailed measurements, because there is no model that has to be parameter-
ized. However, the choice of possible optimization algorithms is limited, since
the parameters are applied to the real network and therefore misconfiguration
should be avoided. Thus, stable algorithms are required, which usually change
the configuration only slowly. Furthermore, the optimization process may take a
long time, because the algorithm has to wait for new measurements between
consecutive iterations. In contrast, offline SON can use arbitrary algorithms
that can have bad parameter choices in intermediate steps without harming the
actual network. Moreover, the time between iterations is only limited by the
evaluation time of the model. Since parameters are tested with the model in
advance, misconfiguration of the network is expected to be less likely. However,
offline SON depends on accurate modeling, which may require more detailed
measurements of the network as an input to the model.
Similar to a Kalman filter [Kal60], both offline and online SON could also be
combined by letting the model predict the network performance and taking live
measurements to correct the prediction. However, this approach is left for future
studies.
First, the scenario of interest along with the formulation of the optimization
problem is described. Afterwards, optimization approaches are explained and
evaluated.
5.1 Problem Formulation
This section explains the considered scenario. The targets of the performance
improvement can be mathematically formulated as an optimization problem.
Furthermore, the available parameters are identified.
5.1.1 Scenario
The concrete cellular scenario for which the performance improvement will
be conducted is illustrated in Fig. 5.1. It consists of 21 BS sites, where each
one is equipped with sectorized antennas spanning three cells per BS. For the
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Fig. 5.1. Specific cellular scenario for the performance improvement with an exemplary real-
ization of the user density. Two ring topologies connect the BS sites to the BBUs, a
PPU, and an edge cloud server. The surrounding cells (shaded) are not included in the
queuing network analysis but create realistic interference conditions for the considered
cells in the center.
performance evaluation, six sites (i. e., 18 sectors) in the center of the scenario
are considered. The purpose of the surrounding sites is to create reasonable
interference conditions. A realistic user distribution is obtained from the spatial
traffic modeling introduced in Section 2.1.2. The wireless access is modeled the
same way as in Section 3.1, i. e., the formulas in Eqns. (3.4)–(3.6) are taken for
the path loss, the SINR and the achievable rate, respectively. Other simulation
parameters are aligned with the ones in Chapter 3 as well.
The six considered BS sites are connected in two ring topologies, comprising
three sites each. The ring topologies offer a highly reliable connection. If one of
the links between the antenna sites breaks, there is still an alternative route. By
using the Ethernet switch model described in Section 4.1.2, infinite loops in the
routing can be avoided, by removing the respective connections. For instance, a
packet is not allowed to be routed back to its origin within a switch.
The rings are each connected to one of two BBUs (base band units, cf. Sec-
tion 4.1), which are in turn linked to a common PPU (packet processing unit, cf.
Section 4.1). Finally, the PPU is connected to a cloud server. In a real mobile
network, this architecture would comprise much more rings, BBUs, and PPUs.
This may even lead to more flexibility through a full mesh network between
the BBUs and PPUs. However, for the analysis conducted here, the scenario is
restricted to this level of complexity.
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Fig. 5.2. Sketch of CDF reshaping with respect to (O1). For URLLC, the CDF should lie above the
point defined by the required latency treq for the given percentile rreq.
Two different traffic classes are considered with WFQ scheduling, which was
chosen due to the higher flexibility through the scheduling weights compared to
priority queuing. Again, class c = 1 is regarded as the application with higher
priority. Both classes are assumed to have Poisson arrivals and fixed packet sizes.
Due to the mentioned open questions in Section 4.5, the subsequent evaluations
will be based on simulations.
5.1.2 Optimization Problem
With regard to URLLC applications, the following two approaches are identified
within this thesis for a network performance improvement:
(O1) minimize the latency of a certain percentile rreq for the high priority class,
or
(O2) take a given latency requirement treq for a certain percentile rreq of the high
priority class as a constraint and improve another KPI, e. g., the latency of
another slice.
As mentioned earlier (cf. Section 2.2.1), for URLLC it is of great importance to
consider the high percentiles of the latency distributions for the performance
improvement rather than, e. g., the mean latency. For this purpose it is also
legitimate to degrade the performance of the lower part of the distribution,
because there is no benefit in achieving values far below the given requirement.
In other words, the aim is to reshape the latency distribution as sketched in
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Fig. 5.2. Given a required latency treq for a high percentile rreq, a vertical and a
horizontal line in the diagram are defined, respectively. With this visualization,
the only important requirement is that the CDF crosses the latency threshold
above the line defined by the percentile to meet the URLLC demands. To achieve
this, the left part of the curve can be arbitrarily deformed. An example on how
this can be done is already given in the traffic offloading example in Fig. 4.3.
With this in mind, the two performance targets (O1) and (O2) can be seen as two
steps. The target (O1) can be pursued to bring the system into a valid state first,
i. e., to find a configuration that allows the network to meet the latency require-
ments. Once being in this state, the second target (O2) is reasonable to improve
the network performance, without harming the given latency constraints.
Let P denote the set of parameters that can be changed in order to improve the
network performance. In the scenario at hand, the following parameters for
performance improvement have been identified (i, j ∈M):
• the routing matrix P (c) =
(
p
(c)
ij
)
,
• admission control parameters K(c)i , and
• the scheduling weights w(c)i .
As admission control leads to packet dropping, which is expected to be counter-
productive for URLLC, because only very low outage can be tolerated, this pa-
rameter is not considered. Thus, the parameter set is P =
{
p
(c)
ij , w
(c)
i | i, j ∈M
}
.
The only constraint on the parameter space is that the probabilities and weights
have to sum up to one, respectively.
The target (O1) refers to the following optimization problem. Maximize the
percentile for which the latency constraint treq is met, i. e.,
max
P
F
(1)
J (treq | P) (5.1)
with respect to the probability constraints
P (c)1 = 1, w(c)i 1 = 1 ∀i ∈M, c ∈ C. (5.2)
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For the other target (O2), the target function from Eq. (5.1) becomes a constraint
and another function g that represents the KPI of interest will be improved.
max
P
g (P) (5.3)
with respect to
F
(1)
J (treq | P) ≥ rreq and Eq. (5.2). (5.4)
Here, Eq. (5.3) can also refer to minimize a KPI, e. g., latency. To formulate it as
a maximization problem, the target function can be multiplied by minus one.
5.2 Approach for Performance Improvement
As the identified optimization problems are analytically not tractable, i. e., there
is no known analytical solution, no optimization is conducted here in the mathe-
matical sense. Instead, the aim is to improve the network performance as far as
possible. Therefore, the impact of the scheduling weights on the performance is
investigated first. Afterwards, an adaptive scheduling is introduced to decrease
the latency.
5.2.1 Impact of Scheduling Weights
Fig. 5.3 shows the complementary cumulative distribution function (CCDF)
of the E2E latency for both classes for different network loads and different
configurations of the WFQ scheduler. The results are obtained from simulations.
As it can be seen in Fig. 5.3a, the weight of class c = 1 is a good means to control
the latency percentiles of the high priority class. With higher prioritization, the
high load curves can be even pushed towards the ones of low load scenarios.
Obviously, w1 = 1 minimizes the latency for all percentiles and, thus, solves the
optimization problem in Eq. (5.1) for fixed routing probabilities. This is due to
the fact that w1 = 1 fully prioritizes class c = 1 over class c = 2, which leads to
the lowest latency, because there are no constraints that hinder choosing the
most extreme value.
However, prioritizing class c = 1 adversely impacts the performance of class c = 2
(see Fig 5.3b) and the overall high percentile performance (Fig 5.3c). Even if the
latency of class c = 2 is not of great importance, one can also see the negative
impact on throughput in Figs. 5.3d–e, especially for the high load scenario.
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Fig. 5.3. Impact of scheduling weights for different loads on the sojourn time of (a) class 1,
(b) class 2, and (c) the overall traffic, as well as on the throughput of both classes for
(d) high (ρ = 0.8) and (e) low load (ρ = 0.3), respectively.
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Fig. 5.4. Impact of adaptive routing on the latency of both traffic classes. Latency distribution of
(a) class c = 1 and (b) of class c = 2.
Thus, the weight w1 should only be increased as far as necessary to meet the
application requirements.
As there are low percentiles with good performance that could be degraded
without harming URLLC requirements one could think of dynamically adjusting
the scheduler weights according to the current performance, i. e., increasing
w1, when performance is too bad or increasing it, when it is very good. This
could be realized in a centralized or in a distributed way. However, it turned
out that those strategies do not lead to significant performance gains for any
of the classes. This can be explained as follows. Situations that allow relaxing
the weight of class c = 1 come along with a low load of high priority traffic.
Accordingly, lowering w1 has only small impact in such situations as there is not
much traffic the other class has to compete with.
5.2.2 Adaptive Routing
As the second identified option to improve performance, routing is considered in
this section. Here, an intuitive approach is to adapt the routing to the load at
neighboring nodes, which can be done in a distributed manner. At each node,
the routing decision will be made upon the load at the possible nodes where
the traffic can be forwarded to, i. e., the neighbor with the smallest load will
be chosen as the target. Herein, the load comprises the traffic of both classes
jointly.
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Tab. 5.1. Sojourn time reduction through adaptive routing for both traffic classes in different
percentiles of interest.
w1 r1 = 99.9, c = 1 r2 = 99, c = 2
w/o adapt. w/ adapt. reduction (%) w/o adapt. w/ adapt. reduction (%)
0.50 26.08 24.19 -7.24 16.63 15.77 -5.17
0.55 24.71 24.51 -0.82 18.45 16.85 -8.65
0.60 22.45 18.70 -16.67 20.32 18.08 -11.04
0.65 17.92 16.11 -10.10 21.33 19.05 -10.67
0.70 14.53 13.70 -5.72 21.85 19.50 -10.78
0.75 11.54 11.23 -2.73 23.67 21.18 -10.55
0.80 9.25 8.88 -4.03 23.27 21.49 -7.65
0.85 7.81 7.64 -2.13 23.64 21.38 -9.56
0.90 7.06 7.01 -0.71 24.06 21.19 -11.94
0.95 6.73 6.69 -0.61 23.33 21.59 -7.46
1.00 6.67 6.60 -1.02 23.86 21.71 -8.99
The results of this approach can be seen in Fig. 5.4. The subfigures depict the
CCDFs of both classes for different values for the scheduling weights with and
without the adapted routing, respectively. It can be observed that the perfor-
mance improves for both classes, as the solid CCDFs are further left than the
dashed lines. Table 5.1 summarizes the performance gains. For the high priority
class a higher percentile (r1 = 99.9) is considered than for the lower priority class
(r2 = 99), because in the high priority case, low outage probability is of impor-
tance, whereas for the other traffic a majority shall experience good performance,
but outliers at the distribution tail can be tolerated. For all evaluated scheduling
weights, a gain can be observed in both considered metrics. In particular, the
99th percentile of class c = 2 experiences gains in the order of 10 % in almost all
of the considered cases. In current LTE networks (cf. Section 1.2) this would
translate to saving around 4 ms and, thus, would not be sufficient. Recent work
[Tri+15] achieved 30 % latency reduction on the user plane of an LTE network
through an SDN architecture. As both approaches are not contradicting, they
could also be combined.
The high priority class c = 1 also benefits from the adaptive routing. However,
it can be seen again that the performance of class c = 1 can be controlled
primarily by the scheduling weights. Thus, w1 can be chosen, such that the
application requirement is met, before improving the performance of the other
class. Interestingly, those gains could be observed, even though this strategy
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might mean that traffic has to experience more hops by taking an alternative
route.
5.3 Summary and Conclusion
In this chapter, offline and online approaches for SONs have been explained.
In this regard, it has been concluded that offline SON may benefit from the
performance evaluation models introduced in the previous chapters.
In general, latency optimization for critical communications should target in
minimizing very high percentiles to ensure very low outage probability due to
outdated packets. With demanding URLLC requirements, this should be taken
rather as an optimization constraint than as the target to be optimized. It turned
out that scheduling weights are an appropriate means to control the latency
percentiles of high priority traffic. By giving the full weight to high priority
traffic, latency percentiles can be minimized. However, as this may lead to a
latency far below the required threshold, less strict values may be the better
choice. By taking the requirement as a constraint, the latency or another KPI
such as throughput of the other class can be improved instead.
As another result, load-dependent routing turned out to be an efficient means
to reduce latency for all traffic classes. However, the investigated approach
considered only neighboring nodes. A centralized solution that has an overview
of the entire network or at least the possible paths is expected to result in
better performance. Also the complexity of the studied network is low. A bigger
network that enables more routing options may also have a greater potential for
performance improvements.
Further potential for performance improvement is also expected by enriching
the model with more technical details that can be tuned for better network
performance. For instance, with the introduction of NFV, network functions will
run on commercial of the shelf (COTS) hardware. This not only enables flexible
deployment at different locations in the network, but also different allocation
of computation resources to multiple functions. This offers a whole set of new
DoFs to optimization problems. In this regard, it would be also interesting to
add further contributors to latency apart from the queuing delays into the model.
However, theses aspects are out of scope for this thesis and left for further
studies.
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Conclusions & Outlook
6
The focus of this thesis is laid on E2E latency modeling for future mobile net-
works. Therefore, the mathematical framework of queuing theory and queuing
networks is chosen and introduced in the beginning of this thesis. Since system
dynamics are strongly influenced by the traffic behavior of considered appli-
cations, foundations for spatial and temporal traffic modeling are presented
as well. With these tools, the radio access in the DL under the influence of
cellular dynamics is studied. Furthermore, queuing models for homogeneous
and prioritized heterogeneous traffic are developed to analyze latency in gen-
eral systems. Afterwards, a realistic cellular scenario is considered in which
the latency performance is improved. In the following, key results are summa-
rized and conclusions are drawn. Finally, recommendations for future work are
provided.
6.1 Key Results and Conclusions
A MATLAB [Mat19] class has been implemented to handle stochastic distributions
in a convenient way. It allows operations on independent RVs, which are
implemented analytically, if an explicit expression is known, and numerically
otherwise, to keep general applicability. The implementation may serve as a
powerful tool for future research as well.
Transient models for video streaming performance in terms of the startup delay
(latency) distribution and buffer starvation probability (reliability) are extended
to integrate multi-cellular interference dynamics. To solve the arising PDE
systems, an appropriate numerical solver has been proposed, since existing
approaches suffer from numerical problems (e. g., oscillations) or oversimplified
analysis. Interestingly, in the application of video streaming, it turns out that
the buffer threshold is only appropriate to control the startup delay but has
rather limited impact on the starvation probability, since the video will interrupt
eventually, if receiving conditions are bad and it is sufficiently long. However,
the framework provides alternatives with great impact, such as reducing the
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video bitrate in the considered or in the neighboring cells. The models can
provide valuable insights for network performance also for other use cases, if
they are adjusted accordingly.
Queuing networks are proposed as a general framework for evaluating arbitrary
(wireless) network topologies with respect to E2E latency. By allowing general
GI/GI/1 queuing systems for modeling the single network nodes as well as
different schedulers for prioritized heterogeneous traffic of multiple applications,
the framework is designed to be very flexible. However, identified open questions
underline the demand for further research in this area. For instance, it has
to be studied how passing queues, splitting, and merging changes the traffic
distributions. With respect to URLLC it is identified that performance modeling
should aim for obtaining high percentiles or even entire distribution functions
(PDF or CDF) as a performance metric, since average values do not provide
sufficient information about critical outliers. Therein, the strong impact of
queuing effects on latency is confirmed.
Finally, two optimization approaches with respect to URLLC are identified: (1)
minimizing the latency and (2) taking the latency requirements for a given per-
centile as a constraint to optimize another KPI, e. g., throughput of low priority
traffic. Both approaches refer to a desired reshaping of latency distributions.
Based on an exemplary multi-cellular scenario with a realistic user distribution,
the impact of scheduling weights and routing in a RAN is studied. The scheduling
weights are identified as a powerful tool to control the latency of high priority
traffic (at the cost of other applications). However, an adaptive adjustment of
these weights can only provide minor benefits. In contrast, adaptive routing
turns out to provide performance gains for both considered traffic classes.
6.2 Recommendations for Future Work
Throughout the thesis, opportunities for further studies are mentioned where
suitable. These are summarized as follows.
• The development of the distribution class can be continued, since its
implementation was driven by the functionalities required for the thesis
so far. This includes adding further standard distributions or operations.
Another possible extension would be constituted by allowing different
numerical grids for each instance of the class.
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• The results of the theoretical framework can be validated with testbed or
live network measurements to complement the validation through simula-
tions. Therein, further technical details of actual implementations could
be integrated into the model, which is already prepared to accommodate
technical delays.
• With this enrichment of the model by technical details, further optimization
potential is expected which allows for complementary research.
• The presented approach for UL flow-level modeling could be further pur-
sued, which requires finding appropriate solvers for the involved non-linear
system as well as the implementation of a simulation (or using an existing
simulator) to verify the results.
• The developed algorithm to determine the waiting time distribution of
GI/GI/1 queues could be extended to the even more general systems, such
as the GI/GI/c queue with multiple servers or other queuing disciplines
than FIFO.
• For the heterogeneous traffic case, different schedulers can be added into
the model to investigate their performance. Moreover, the presented
scheduling models could be extended to more than two simultaneous
traffic classes, for which modeling approaches are provided in this thesis.
• The open questions for the queuing network traffic modeling as discussed in
Section 4.5 need to be addressed. It has to be studied how passing queues
as well as splitting and merging the traffic changes the traffic distributions.
There approaches were already sketched to serve as a starting point.
• Although, it has been empirically shown that the Kleinrock independence
approximation holds for dense networks, further mathematical tools can
be developed to handle the correlated sojourn times of queues along a
path.
6.2 Recommendations for Future Work 111
112
Appendix
A
A.1 Simulation Parameters
Tab. A.1. System Parameters (if not explicitly stated otherwise).
Description Symbol Value
Network Parameters (aligned with [Kle+16; 3GP10])
Maximum transmit power ptx 49 dBm
Carrier frequency fc 2 GHz
Bandwidth BBW 20 MHz
Bandwidth efficiency eBW 0.63
SINR efficiency eSINR 0.4
Path loss [3GP10] lpath(d) 128.1 dB + 37.6 log10
(
d
km
)
dB
Thermal noise N0 −174 dBm Hz−1
Fast fading margin [FRF09] GFF −2 dB
Antenna diversity gain [FRF09] Gdiv −3 dB
BS noise figure [3GP18b] GBS −5 dB
UE noise figure [3GP18b] GUE −9 dB
BS height [3GP10] hBS 32 m
UE height [3GP10] hUE 1.5 m
Video Traffic
Temporal user distribution A Poisson
Spatial user distribution fu,i U
Mean system arrival rate λ 0.0375 s−1
Video duration Tvideo ∼ Exp
Mean video duration T̄video 240 s
Video bitrate RCBR 2 Mbps
Traffic demand (center) Tcenter 18 Mbps
Traffic demand (neighbors) Tneighbor 18 Mbps
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A.2 Further Tests of the GI/GI/1 Algorithm
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Fig. A.1. Algorithm 4.1 tested with other queuing models. Analytical results only exist for
M/M/1. The impulses at zero in the PDFs are not visible due to the scaling, but one can
equivalently check at which point the CDFs intersect the y-axis.
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A.3 Proof of Proposition 4.1
Proof of Prop. 4.1. In this proof, the convergence in distribution is shown, i. e.,
there exists an RV W for which the following holds
lim
i→∞
FWn(t) = FW (t), ∀t ∈ R. (A.1)
As a first step, the monotonicity FWn(t) with respect to n is demonstrated, by
showing that
FWn+1(t) ≤ FWn(t), ∀t ∈ R (A.2)
holds for all n ∈ N.
By construction, FWn(t) = 0 for all t < 0, n ∈ N, such that Eq. (A.2) holds in
this case. Now, the case t ≥ 0 is considered. For n = 0, it holds that W0 = 0
and, thus, FW0(t) = χ[0,∞)(t). Hence, Eq. (A.2) holds for n = 0. For n > 0 the
construction of the RVs is considered as follows
W0 = 0 (A.3)
W1 = max{W0 + U0, 0} = max{U0, 0} (A.4)
W2 = max{W1 + U1, 0} = max{max{U0, 0}+ U1, 0} (A.5)
= max{max{U0 + U1, U1}, 0} (A.6)
= max{U0 + U1, U1, 0} (A.7)
W3 = max{W2 + U2, 0} = max{max{U0 + U1, U1, 0}+ U2, 0} (A.8)
= max{max{U0 + U1 + U2, U1 + U2, U2}, 0} (A.9)
= max{U0 + U1 + U2, U1 + U2, U2, 0} (A.10)
...
Wn = max
({
n−1∑
l=k
Ul
∣∣∣∣∣k = 0, . . . , n− 1
}
∪ {0}
)
(A.11)
Herein, always the result from the previous line is inserted and the last line (A.11)
can be easily proven by induction.
With this, the relation (A.2) is shown inductively by exploiting the relation:
max{U0 + U1, U1, 0} ≥ max{U1, 0} (A.12)
P [max{U0 + U1, U1, 0} > t] ≥ P [max{U1, 0} > t] . (A.13)
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Accordingly, the inequality (A.2) can be derived for n = 2 as follows
FW2(t) = P [W2 ≤ t] (A.14)
= 1− P [W2 > t] (A.15)
= 1− P [max{U0 + U1, U1, 0} > t] (A.16)
≤ 1− P [max{U1, 0} > t] (A.17)
= 1− P [max{U0, 0} > t] (A.18)
= 1− P [W1 > t] (A.19)
= P [W1 ≤ t] = FW1(t). (A.20)
Herein, (A.13) was used to obtain line (A.17). Furthermore, line (A.18) holds,
since U0 and U1 are i.i.d.. Generalizing this step for an arbitrary n ∈ N completes
the induction. This can be done with the following relation:
Wn = max
({
n−1∑
l=k
Ul
∣∣∣∣∣k = 0, . . . , n− 1
}
∪ {0}
)
(A.21)
≥ max
({
n−1∑
l=k
Ul
∣∣∣∣∣k = 1, . . . , n− 1
}
∪ {0}
)
(A.22)
d= max
({
n−2∑
l=k
Ul
∣∣∣∣∣k = 0, . . . , n− 2
}
∪ {0}
)
(A.23)
= Wn−1, (A.24)
where d= means equality in distribution, and performing the same steps as for
the case n = 2. Thus, Eq. (A.2) holds for all n ∈ N.
As a second step, the result derived from [Kin64] in Eq. (4.21) ensures that FWn
is lower-bounded (as a CDF it is also lower-bounded by zero). Thus, FWn(t) is
monotonically decreasing with respect to n and lower-bounded for any t ∈ R.
Consequently, it must converge to a limit F (t). This limiting function defines the
CDF for the desired RV W .
A.4 Linear Transport Equations
This section provides a primer on linear transport equations and approaches to
solve them analytically if possible. It also shows, what might have gone wrong
in the derivation of [Xu+16] (cf. Section A.4.2) and what happens if the explicit
solution is inserted into the original PDE system (cf. Section A.4.3).
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A.4.1 One-dimensional Case
A one dimensional linear transport equation has the form
∂
∂t
U(t, q) + v ∂
∂q
U(t, q) = f(U(t, q)) (A.25)
or shortly,
Ut + vUq = f(U) (A.26)
with U : R2 → R, v ∈ R, f : R → R. This can be solved by considering an
auxiliary function ξ(s) defined by
ξ(s) = U(t0 + s, q0 + vs). (A.27)
The function is chosen in a way that its derivative equals the left-hand side (LHS)
of Eq. (A.26)
ξ′(s) = ddsξ(s) =
d
dsU(t0 + s, q0 + vs) (A.28)
= Ut(t0 + s, q0 + vs) + vUq(t0 + s, q0 + vs) (A.29)
(A.26)= f(U(t0 + s, q0 + vs)) = f(ξ(s)). (A.30)
Along the so called characteristic x(s) = (t0 + s, q0 + vs) (see Fig. A.2), the
PDE (A.26) reduces to the ODE
ξ′(s) = f(ξ(s)) (A.31)
with initial conditions
ξ(0) = U(t0, q0). (A.32)
Thus, for a homogeneous PDE (i. e., f(U) = 0) the solution of Eq. (A.26)
is constant along the characteristics. In this case the initial values are only
transported along the characteristics.
Otherwise the ODE in Eq. (A.31) determines how the initial values change along
the characteristics. For instance, in the special case f(U) = −λU the solution
would be
ξ(s) = e−λsU(t0, q0). (A.33)
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(b)
Fig. A.2. Characteristics of the PDE (A.26) for v > 0 with given (a) initial conditions or (b) initial
and boundary conditions as indicated in red.
Initial conditions
There are different ways to specify initial or boundary conditions, which lead
to different conditions for ξ(s). Here, two cases are considered as illustrated in
Fig. A.2.
(a) Initial conditions for U at t = 0 are given:
U(0, q) = U0(q) ∀q ∈ R. (A.34)
For a given point (t, q), the respective curve parameter s and initial coordi-
nate q0 (which "chooses" the appropriate characteristic) can be determined
as follows
(t, q) = (t0 + s, q0 + vs) (A.35a)
t0 = 0⇒ s = t (A.35b)
⇒ q0 = q − vt (A.35c)
Considering the special case of f(U) = −λU again, the solution can be
formulated as
ξ(s) = e−λsU(0, q0) = e−λsU0(q0), (A.36a)
U(t, q) = ξ(s = t) = e−λtU0(q − vt). (A.36b)
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(b) Initial conditions for q > 0 and boundary conditions for q = 0, i. e.,
conditions on the positive axes (requires v > 0 to have a well-defined
problem). This is the interesting case for this thesis, since the initial
conditions in Eq. (3.18) for the streaming PDE system are formulated this
way.
U(0, q) = U0(q) ∀q > 0 (A.37a)
U(t, 0) = U1(t) ∀t > 0 (A.37b)
Now, two different cases have to be considered, depending on which axis
intersects the respective characteristic first. (cf. Fig. A.2)
• q − vt > 0 : Intersection with q-axis ⇒ t0 = 0, analog to (A.35),
(A.36)
• q − vt < 0 : Intersection with t-axis⇒ q0 = 0
q − vt+ vt0 = 0 ⇒ t0 = t−
q
v
, s = t− t0 (A.38)
Considering the special case f(U) = λU again yields
ξ(s) = e−λsU(t0, 0) = e−λsU1(t0), (A.39)
U(t, q) = ξ(s = t− t0)) = e−λ(t−t0)U1(t0). (A.40)
In summary, the solution reads as follows for the special case f(U) = λU :
U(t, q) =
e
−λtU0(q − vt), q − vt > 0
e−λ
q
vU1
(
t− q
v
)
, q − vt < 0
. (A.41)
Remark. Here, initial conditions similar to case (a) could be created artifi-
cially, by extending the domain to the upper left quadrant and calculating
suitable initial conditions for the negative q-axis. Hence, Eq. (A.37b) has
to be replaced by
U(0, q) = Ũ0(q) = eλt0U1
(
−q
v
)
t0=0− qv= e−λ
q
vU1
(
−q
v
)
∀q < 0 (A.42)
and, thus,
Ũ0(q) =
U0(q), q > 0e−λ qvU1 (− qv) , q < 0 . (A.43)
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Finally, this leads to the solution
U(t, q) = e−λtŨ0(q − vt). (A.44)
A.4.2 Multi-dimensional
Now, the multidimensional case is considered, as required for this thesis.
Ut +AUq = MU q, t > 0, (A.45a)
U (0, q) = U0(q) ∀q > 0, (A.45b)
U (t, 0) = U1(t) ∀t > 0. (A.45c)
with U : R2 → Rn and A,M ∈ Rn×n and A = diag(v1, . . . , vn). Hence, n one-
dimensional linear transport equations are coupled via a transition matrix M .
Homogenous Solution
The homogenous system
Ut +AUq = 0 (A.46)
constitutes n decoupled transport equations
Uit + viUiq = 0 (A.47)
for i = 1, . . . , n, since A is diagonal. The solutions have been discussed in
Section A.4.1. (f(U ) = 0 leads to constant curves along the characteristics.)
Ui(t, q) =
U0(q − vit), q − vit > 0U1 (t− qvi) , q − vit < 0 (A.48)
Inhomogeneous Solution
Unfortunately, Eq. (A.45) is coupled through the transition matrixM . Therefore,
the aforementioned strategies are not applicable anymore. In the following it
is shown, how the explicit solution proposed in [Xu+16, Eq. (18)] might have
been derived and what might have gone wrong in their derivation.
The authors in [Xu+16] have shown that M is diagonalizable in their scenario,
i. e.,
M = V DV −1. (A.49)
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This can be used to perform a coordinate transformation with the aim to decouple
the PDE system (A.45) as follows
∂
∂t
U +A ∂
∂q
U = V DV −1U (A.50)
V −1
∂
∂t
U + V −1A ∂
∂q
U = DV −1U (A.51)
If now AV −1 = V −1A was true, which is in general not true, then the equation
could be reformulated as
∂V −1U
∂t
+A∂V
−1U
∂q
= DV −1U . (A.52)
The transformation Ũ = V −1U would then decouple the PDE system with the
new coordinates as A and D are diagonal:
∂Ũ
∂t
+A∂Ũ
∂q
= DŨ (A.53)
or for each component i a simple transport equation
∂Ũi
∂t
+ vi
∂Ũi
∂q
= DiiŨ . (A.54)
The initial and boundary conditions could be transformed as well into the new
coordinate system:
Ũ (0, q) = Ũ0(q) = V −1U (0, q) = V −1U0(q) ∀q > 0 (A.55)
Ũ (t, 0) = Ũ1(t) = V −1U (t, 0) = V −1U1(t) ∀t > 0 (A.56)
or componentwise:
(
let (V −1)i,· be the ith row of V −1
)
Ũi(0, q) =
(
Ũ0
)
i
(q) =
(
V −1
)
i,·
U (0, q) =
(
V −1
)
i,·
U0(q) ∀q > 0 (A.57)
Ũi(t, 0) =
(
Ũ1
)
i
(t) =
(
V −1
)
i,·
U (t, 0) =
(
V −1
)
i,·
U1(t) ∀t > 0 (A.58)
Accordingly, the solution could be formulated as (cf. (A.41))
Ũi(t, q) =
e
−λit (V −1)i,·U0(q − vit), q − vit > 0
e
−λi qvi (V −1)i,·U1
(
t− q
vi
)
, q − vit < 0
(A.59)
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If there were only initial conditions (for t = 0, q ∈ R) given, the solution would
look easier (cf. Eq. (A.36b)):
Ũi(t, q) = e−λit
(
V −1
)
i,·
U0(q − vit), (A.60)
and the entire solution could be written as
U (t, q) = V Ũ (t, q) (A.61)
= V exp (Dt)V −1G(t, q) (A.62)
= exp (M t)G(t, q) (A.63)
with
Gi(t, q) = U0(q − vit) (A.64)
as it is given in [Xu+16, Eq. (18)].
However, the two flaws leading to Eqs. (A.52) and (A.60) were necessary to
obtain this result.
A.4.3 Inserting the incorrect explicit solution into the PDE
To see that the provided explicit solution
U (t, q) = exp(M t) ·G(t, q) (A.65)
with
G(t, q) =

f(g(t, q; v1))
f(g(t, q; v2))
...
f(g(t, q; vK))
 , f(x) = 1−
1
2 erfc
(
− x√
2α
)
, g(t, q; v) = q − vt
(A.66)
is wrong, it is also possible to insert it into the LHS of the PDE system (A.45),
i. e., into
∂
∂t
U (t, q) +A ∂
∂q
U (t, q) (A.67)
with V = diag(v1, . . . , vK).
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Here, the function f is a smoothed step function with a smoothness parameter
α > 0, as sometimes the explicit solution is provided in this smoothed version.
However, this includes the discontinuous case as well by setting α→ 0.
With
∂
∂t
U (t, q) = M exp(M t)G(t, q) + exp(Mq) ddtG(t, q) (A.68)
= MU (t, q) + exp(M t)GtG′(t, q) (A.69)
∂
∂q
U (t, q) = exp(M t) ddqG(t, q) (A.70)
= exp(M t)GqG′(t, q) (A.71)
where
Gt :=

∂
∂t
g(t, q; v1)
. . .
∂
∂t
g(t, q; vK)
 = A (A.72)
Gq :=

∂
∂q
g(t, q; v1)
. . .
∂
∂q
g(t, q; vK)
 = I (A.73)
G′(t, q) :=

f ′(g(t, q; v1))
...
f ′(g(t, q; vK))
 , (A.74)
the LHS yields
∂
∂t
U (t, q) +A ∂
∂q
U (t, q) (A.75)
= MU (t, q) + exp(M t)GtG′(t, q) +A exp(M t)GqG′(t, q) (A.76)
= MU (t, q) + [exp(M t)Gt +A exp(M t)Gq]G′(t, q). (A.77)
Thus, to obtain the original equation the last summand has to be zero for all t, q,
but inserting Gt and Gq yields
∂
∂t
U (t, q) +A ∂
∂q
U (t, q) = MU (t, q) + [− exp(M t)A+A exp(M t)]︸ ︷︷ ︸
6=0, since exp(Mt)A6=A exp(Mt)
G′(t, q).
(A.78)
If M had only negative eigenvalues, then this could result in a good approxima-
tion for high values of t, since the under-braced term then tends to 0 for t→∞.
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But unfortunatelyM has always the eigenvalue 0 in our case (M ·1 = 0), which
destroys this hope.
Since G is a smoothed multidimensional step-function, G′ is almost zero for
many t, q. However, in the transition region close to the steps, i. e., if q − vit ≈ 0
for any i, G′ takes high values and even ∞ in the limiting case of a step-
function.
A.5 Details on the chosen Finite Volume Method
FVMs (e. g., [LeV07]) are appropriate numerical tools to approximate the solu-
tion of transport equations, i. e., first-order PDE systems in space and time that
are governed by a conservation law. In this thesis, FVMs are used to solve the
system (3.13), which has the following form (cf. Eq. (A.45a) as well).
∂
∂t
U (t, q) +A ∂
∂q
U (t, q) = MU (t, q) (A.79)
with initial and boundary conditions
U (0, q) = 0 ∀q > 0, (A.80)
U (t, 0) = 1 lim
q→∞
U (t, q) = 0 ∀t ≥ 0, (A.81)
respectively.
Therefore, the function U is discretized in time and space at first. Let tn = n∆t,
qk :=
(
k + 12
)
∆q be such a discretization for chosen grid constants ∆t and ∆q,
which have to fulfill the CFL condition Eq. (3.84). Accordingly, the kth cell (or
volume) refers to the interval
(
qk− 12
, qk+ 12
)
= (k∆q, (k + 1)∆q). Furthermore, let
U
(n)
k := U (tn, qk) denote the value of the function at the nth time step of the
kth grid cell (cf. Fig. 3.8).
For the inhomogeneous system, a fractional-step method [LeV07, Chapter 17] is
implemented as follows. A fractional-step method treats the homogeneous part
of the system (A.79), i. e.,
∂
∂t
U (t, q) +A ∂
∂q
U (t, q) = 0, (A.82)
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and the ODE part
∂
∂t
U (t, q) = MU (t, q) (A.83)
separately by applying an FVM method and an ODE solver, respectively.
A general FVM (for a homogeneous PDE like Eq. (A.82)) is defined as (cf. Fig. 3.8
for an illustration)
U
(n+1)
k := U
(n)
k −
∆t
∆q
(
F (n)
k+ 12
−F (n)
k− 12
)
, (A.84)
whereF (n)
k− 12
denotes an approximation of the average flux within the (n+1)th time
step through the cell boundary qk− 12 = qk −
1
2∆q, i. e.,
F (n)
k− 12
∼=
1
∆t
∫ tn+1
tn
A
(
U
(
t, qk− 12
))
dt. (A.85)
As the flux F (n)
k− 12
can be approximated in various ways, there are many different
FVM schemes. Eq. (A.84) can be interpreted as the new cell content being the
old cell content minus the content that is leaving to (or coming from, if the sign is
negative) the neighboring cells within one time step, such that the conservation
law is preserved.
A scheme with a slope limiter was chosen for the first part of the fractional-step
method used in this thesis. Flux limiters are introduced to avoid oscillations at
discontinuities, such that it is possible to benefit from second-order accuracy
where the function is smooth without running into numerical problems. Thus,
the flux is approximated with a second order formula
F (n)
k− 12
:= AU (n)k−1 +
1
2A (∆qI −A∆t) σ
(n)
k , (A.86)
where σ(n)k approximates the slope between adjacent grid cells. There are
different strategies to determine this slope, e. g., choosing a difference quotient
would be the most intuitive and easiest approach. In this thesis, the so called
superbee slope limiter [LeV07, Section 6.9] for the slope σ(n)k is chosen, to avoid
the aforementioned oscillations, which is defined as follows
σ
(n)
k := maxmod
(
σ
(1)
k , σ
(2)
k
)
(A.87)
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with
σ
(1)
k := minmod
U (n)k+1 −U (n)k
∆q
 , 2
U (n)k −U (n)k−1
∆q
 , (A.88)
σ
(2)
k := minmod
2
U (n)k+1 −U (n)k
∆q
 ,
U (n)k −U (n)k−1
∆q
 . (A.89)
Herein, the functions minmod and maxmod are defined as
minmod(a, b) :=

a if |a| ≤ |b| and ab > 0,
b if |b| < |a| and ab > 0,
0 if ab ≤ 0,
, (A.90)
maxmod(a, b) :=

a if |a| ≥ |b| and ab > 0,
b if |b| > |a| and ab > 0,
0 if ab ≤ 0,
, (A.91)
for a, b ∈ R, respectively. As the schemes are formulated for the multidimensional
case, the operators should be interpreted as componentwise operators.
Putting everything together, the resulting scheme for the intermediate result
Ũ
(n+1)
k of the homogeneous part can be written as
Ũ
(n+1)
k = U
(n)
k −A
∆t
∆q
(
U
(n)
k −U
(n)
k−1
)
− 12A
∆t
∆q (∆qI −A∆t)
(
σnk − σnk−1
)
.
(A.92)
The ODE part is then handled by an implicit Euler scheme
U
(n+1)
k = (I −∆tM )
−1 Ũ
(n+1)
k . (A.93)
126 Appendix A Appendix
List of Abbreviations
3G third generation
3GPP 3rd Generation Partnership Project
4G fourth generation
5G fifth generation
BBU base band unit
BS base station
CA carrier aggregation
CAPEX capital expenditure
CBR constant bitrate
CCDF complementary cumulative distribution function
CDF cumulative distribution function
cf. compare (latin: confer)
CFL Courant–Friedrichs–Lewy
CI confidence interval
cMTC critical machine-type communication
COTS commercial of the shelf
C-RAN cloud-RAN or centralized-RAN
D2D device-to-device
DC dual connectivity
DES discrete-event simulation
DHCP dynamic host configuration protocol
DL downlink
DoF degree of freedom
DR dedicated resources
E2E end-to-end
e. g. for example (latin: exempli gratia)
eMBB enhanced mobile broadband
FFT fast Fourier transformation
FIFO first in first out
FTP file transfer protocol
FVM finite volume method
GPS global positioning system
HetNet heterogeneous network
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ICI inter-cell interference
ICMP Internet control message protocol
i. e. that is (latin: id est)
iff if and only if
i.i.d. independent and identically distributed
IoT Internet of things
ITU International Telecom Union
ITS intelligent transport system
KPI key performance indicator
LHS left-hand side
LIFO last in first out
LTE Long-Term Evolution
MAC medium access control
MANO management and orchestration
MBB mobile broadband
MC multi connectivity
MEC mobile edge computing
MGF moment generating function
mMTC massive machine-type communication
MTC machine-type communication
n/a not available
NFV network functions virtualization
NGMN Next Generation Mobile Networks
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ODE ordinary differential equation
OPEX operational expenditure
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PDE partial differential equation
PDF probability density function
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PLR packet loss rate
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PPU packet processing unit
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QoE quality of experience
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argmin Operator which selects the parameter that minimizes an expression
diag(x) Diagonal matrix with the vector x on the diagonal
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Eq. (A.90))
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Eq. (A.91))
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P [·] Probability operator
Variables and Symbols
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132 List of Symbols
ζi(y) Probability that an active flow in cell i experiences the interference
scenario y
κ Length of a path in a queuing network
Λ Matrix containing transition rates between interference scenarios
λ Vector of arrival rates
λ Mean arrival rate to a queue
λLTE Mean arrival rate to an LTE node
λM Eigenvalue of a matrix
λNR Mean arrival rate to an NR node
µ Mean service rate of a queue
µLTE Mean service rate of an LTE node
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ψ Rate to the absorbing state
Ω Mean file size
A Absorbing state
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A Distribution of the inter-arrival time
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B Distribution of the service time
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C Computational complexity
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c Achievable rate
cmax Maximum achievable data rate
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dj Distance of a UE to BS j
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eSINR SINR efficiency
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G Gain
GBS BS noise figure
Gdiv Antenna diversity gain
GFF Fading margin
GUE UE noise figure
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J Sojourn time of a queue
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Li Area of cell i
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M General transition matrix
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m Index variable
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N Number of cells
N0 Spectral density of the thermal noise power
NF Number of simulated flows
NG Number of discretized cells
Niter Number of iterations
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Nt Number of time steps
Nu Number of locations
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n Index variable in time
n̄ Mean number of active flows in a queue
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P Routing matrix
P̃ Extended routing matrix
PM Jordan transformation matrix
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P b Blocking probability
P st Starvation probability
p0· Arrival probabilities
p·0 Departure probabilities
prx Received power
p̄rx Power control value
Q Video Buffer
q A path in a queuing network
qa Buffer threshold
R Random remaining fraction
Rc Virtual rate of class c
RCBR The constant video bitrate
Rcell Cell throughput
Rflow Flow throughput
r The number of a percentile
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S RV of the service time
S̄ Mean of the service time
Sk RV of the sum of k independent service times
s(c)n Service time of the n
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T RV of the inter-arrival time
T̄ Mean of the inter-arrival time
Tk RV of the sum of k independent inter-arrival times
Tcp Computation time
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Tneighbor Traffic demand in the neighboring cells
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Treal Simulated real time
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t
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vf,n Virtual finish time of the n
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tol Tolerance for the algorithm to stop
U RV of the breathing time
Uu,i Startup delay distribution vector for all states
Ūu,i Startup delay distribution at one location u
Ūi Startup delay distribution at one location over the entire cell
U
(y,zi)
u,i Component of Uu,i for one state (y, zi)
u User location
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VM Diagonalization transformation matrix
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V
(ξ,ηi)
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Y Random process of interference
Ỹ Random process of interference with BS i
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ZPFi RV of competing flows at BS i during prefetching
zi Realization of the competing flows state
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Exp(λ) Exponential distribution with rate parameter λ
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U(a, b) Uniform distribution on the interval [a, b]
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