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Abstract:
Two fractional Stefan problems are considered by using Riemann-Liouville and
Caputo derivatives of order α ∈ (0, 1) such that in the limit case (α = 1) both
problems coincide with the same classical Stefan problem. For the one and the
other problem, explicit solutions in terms of the Wright functions are presented.
We prove that these solutions are different even though they converge, when α↗ 1,
to the same classical solution. This result also shows that some limits are not
commutative when fractional derivatives are used.
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1 Introduction
In this paper two fractional Stefan problems are considered. These kind of problems
are free boundary problems where the governed equation is a fractional diffusion
equation in the temporal variable t.
A one–phase classical Stefan problem for a semi–infinite material with initial and
boundary conditions can be formulated as
(i) ∂∂tu(x, t) = λ
∂2
∂x2
u(x, t), 0 < x < s(t), 0 < t < T,
(ii) u(x, 0) = f(x), 0 ≤ x ≤ b = s(0),
(iii) u(0, t) = g(t), 0 < t ≤ T,
(iv) u(s(t), t) = 0, 0 < t ≤ T,
(v) ddts(t) = −k ∂∂xu(s(t), t), 0 < t ≤ T,
(1)
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where λ is the diffusivity and k is the conductivity of the material. This kind of
problems have been widely studied (see [1, 6, 25]).
The fractional Caputo derivative ([7]) in the t variable is defined by
C
0 D
α
t u(x, t) = 0I
1−α
t ut(x, t) =
1
Γ(1− α)
∫ t
0
∂
∂tu(x, τ)
(t− τ)α dτ, (2)
where 0I
β
t f(x, t) =
1
Γ(β)
∫ t
0
f(x, τ)
(t− τ)1−β dτ is the fractional Riemann–Liouville inte-
gral defined for every β > 0, and Γ is the Gamma function.
If we replace in problem (1) the time derivative by the Caputo derivative (2), then
the following fractional one–phase Stefan problem is obtained:
(i) C0 D
α
t u(x, t) = λ
2 ∂
∂x2
u(x, t), 0 < x < s(t), 0 < t < T,
(ii) u(x, 0) = f(x), 0 ≤ x ≤ b = s(0),
(iii) u(0, t) = g(t), 0 < t ≤ T,
(iv) u(s(t), t) = 0, 0 < t ≤ T,
(v) C0 D
αs(t) = −ux(s(t), t), 0 < t ≤ T.
(3)
Some works foccused in problems like (3) are [2, 4, 15, 16, 20, 21, 26].
Let us aboard now the physical approach. The classical mathematical model for
heat flux is through the Fourier law, which says that the heat flux is proportional
to the temperature gradient
ql(x, t) = −k ∂
∂x
u(x, t). (4)
But, in the last 40 years, many generalizations of the Fourier law has been proposed
[8, 12, 13, 14, 23] giving rise to the emergence of new models. In particular, Gurtin
and Pipkin [10] propose the following law for the heat conduction, characterized
by the non-locality given by
q = −k
∫ t
0
K(t− τ)∇u(τ)dτ,
and different theories can be developed from the consideration of different kernels
of convolution. For example, in [18, 27] a non local flow given by
q = −k RL0 D1−αt
∂
∂x
u(x, t) (5)
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is considered, where the fractional derivative is the Riemann–Liouville derivative
respect on time of order 1− α (α ∈ (0, 1)) defined by
RL
0 D
1−α
t
∂
∂x
u(x, t) =
1
Γ(α)
∂
∂t
∫ t
0
∂
∂xu(x, τ)
(t− τ)1−αdτ, α ∈ (0, 1).
Note that the non local flux coincide with the Fourier flux for α = 1, because
RL
0 D
0
t = Id.
So, we consider this non local flux. If (5) is replaced in the heat balance equation,
then a fractional diffusion equation for the fractional Riemann-Liouville derivative
is obtained:
∂
∂t
u(x, t) = λ
∂
∂x
(
RL
0 D
1−α
t
∂
∂x
u(x, t)
)
. (6)
Recalling that RL0 D
1−α
t is the left inverse operator of 0I
1−α
t , we can apply RL0 D
1−α
t
to both sides of equation (3− i) obtaining, under certain hypothesis, the fractional
diffusion equation (6).
Fractional diffusion equations for Caputo derivatives, like (3− i), are linked to the
modeling of diffusive processes in heterogeneous media, such called sub or super
diffusive processes (see [3, 11, 17, 29]).
Now, let us focus in the Stefan condition. The classical Stefan condition derived
in a one-phase Stefan problem is given by
d
dt
s(t) = ql(x, t)
∣∣∣
(s(t)−,t)
, 0 < t ≤ T. (7)
where ql is the local flux given by (4). So, replacing the non local flux (5) in (7)
we obtain the following “fractional Stefan condition”:
d
dt
s(t) = − RL0 D1−αt
∂
∂x
u(x, t)
∣∣∣∣
(s(t),t)
, 0 < t ≤ T.
Therefore, the second fractional Stefan problem that we can consider is given by:
(i) ∂∂tu(x, t) = λ
∂
∂x
(
RL
0 D
1−α
t
∂
∂xu(x, t)
)
, 0 < x < s(t), 0 < t < T,
(ii) u(x, 0) = f(x), 0 ≤ x ≤ b = s(0),
(iii) u(0, t) = g(t), 0 < t ≤ T,
(iv) u(s(t), t) = 0, 0 < t ≤ T,
(v) ddts(t) = − RL0 D1−αt ∂∂xu(x, t)
∣∣
(s(t),t)
, 0 < t ≤ T.
(8)
The last formulation is not usually considered because of the singularity of the
Riemann–Liouville derivative, and also because the Caputo derivative is a better
3
choice for posing fractional initial-boundary problems for fractional parabolic op-
erators.
We have seen that equations (8−i) and (3−i) are closely linked. But, what happen
with the fractional Stefan conditions (8− v) and (3− v)?
For example, if we apply RL0 D
1−α
t to both sides of the Stefan condition (3− v) we
get
d
dt
s(t) = −RL0 D1−αt
∂
∂x
u(s(t), t)
which is not exactly condition (8−v), unless α = 1. In fact, the right side of (8−v)
is
− RL0 D1−αt
∂
∂x
u(x, t)
∣∣∣∣
(s(t),t)
= − lim
x→s(t)
RL
0 D
1−α
t
∂
∂x
u(x, t)
= − lim
x→s(t)
∂
∂t
1
Γ(α)
∫ t
0
(t− τ)α−1 ∂
∂x
u(x, τ)dτ.
(9)
The aim of this paper is to show explicit solutions to problems (3) and (8) respec-
tively and prove that they are different, which clearly implies that the “fractional
Stefan conditions” (8−v) and (3−v) are different and that for fractional derivatives
some limits like (9) are not commutative.
2 Previous Results
Definition 1. For every x ∈ R , Wright function is defined by
W (x; ρ;β) =
∞∑
k=0
xk
k!Γ(ρk + β)
, ρ > −1 and β ∈ R. (10)
An important particular case of of a Wright function is the Mainardi function
defined by
Mρ(x) = W (−x,−ρ, 1− ρ) =
∞∑
n=0
(−x)n
n!Γ (−ρn+ 1− ρ) , 0 < ρ < 1.
Proposition 1. Let ρ ∈ (0, 1) be. Then the next assertions follows:
1. Let β ∈ R be. For every x ∈ R we have
∂
∂x
W (x, ρ, β) = W (x, ρ, ρ+ β).
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2. If β ≥ 0, then W (−x,−ρ, β) is a positive and strictly decreasing function in
R+.
3. Let α > 0 and β ∈ R be. For every x > 0 and c > 0,
0I
α
x x
β−1W (−cx−ρ,−ρ, β) = xβ+α−1W (−cx−ρ,−ρ, β + α). (11)
Proof. See [28] for 1. Item 2 follows from [24, Theorem 8] and the chain rule. Item
3 is a particular case of [19, Corollary 5].
Lemma 1. For every n ∈ N, it holds that [5]
1. (2n)! = 2nn!(2n− 1)!!
2. Γ
(
n+ 12
)
= (2n−1)!!2n
√
pi.
where the definition (2n− 1)!! = (2n− 1)(2n− 3) · · · 5 · 3 · 1 is used for compactness
expression.
Proposition 2. Let x ∈ R+0 be. Then the following limits hold:
lim
α↗1
Mα/2 (2x) = lim
α↗1
W
(
−2x,−α
2
, 1− α
2
)
= M1/2(2x) =
e−x2√
pi
, (12)
lim
α↗1
W
(
−2x,−α
2
,
α
2
)
=
e−x2√
pi
, (13)
lim
α↗1
[
1−W
(
−2x,−α
2
, 1
)]
= erf(x), (14)
and
lim
α↗1
[
W
(
−2x,−α
2
, 1
)]
= erfc(x), (15)
where erf(·) is the error function defined by erf(x) = 2√
pi
∫ x
0
e−z
2
dz and erfc(·) is
the complementary error function defined by erfc(x) = 1− erf(x).
Moreover, the convergence is uniform over compact sets.
Proof. See [20] for (12) and (14).
Now, for proving (13) let α be such that 0 < α < 1. From (10),
W
(
−2x;−α
2
;
α
2
)
=
∞∑
k=0
(−2x)k
k!Γ
(−α2 k + α2 ) . (16)
5
Let us limit the series by a convergent series which not depend on α, so we can
apply the Weierstrass M-test and interchange the series and the limit.
Recall that for all x ∈ R, [9]
1
Γ(x)Γ(1− x) =
sin(pix)
pi
, (17)
and for every k ∈ N
Γ(k + 1) = kΓ(k). (18)
Then, ∣∣∣∣∣ 1k!Γ (−α2 k + α2 )
∣∣∣∣∣ =
∣∣∣∣∣ 1Γ(k + 1)Γ (1− α2 k + α2 − 1)
∣∣∣∣∣
=
∣∣∣∣∣Γ
(
α
2 k − α2 + 1
)
sin(pi(α2 k − α2 + 1))
piΓ(k + 1)
∣∣∣∣∣
≤
∣∣∣∣∣Γ
(
α
2 (k − 1) + 1
)
piΓ(k + 1)
∣∣∣∣∣ .
(19)
Now, let x∗ > 0 be the abscissa of the minimum of the Gamma function and let k0
such that α2 (k0 − 1) + 1 > x∗. Applying that the Gamma function is an increasing
function in (x∗,+∞) it yields∣∣∣∣∣Γ
(
α
2 (k − 1) + 1
)
Γ(k + 1)
∣∣∣∣∣ ≤ Γ
(
k
2 +
1
2
)
Γ(k + 1)
for all k ≥ k0. (20)
Let us separate in even and odds terms. If k = 2n, n ∈ N, then applying Lemma
1 it results that
Γ
(
k
2 +
1
2
)
Γ(k + 1)
=
Γ
(
n+ 12
)
Γ(2n+ 1)
=
(2n− 1)!!√pi
2n(2n)!
<
1
2n
=
1√
2
k
(21)
If k = 2n+ 1, n ∈ N, from Lemma 1 we have
Γ
(
k
2 +
1
2
)
Γ(k + 1)
=
Γ (n+ 1)
Γ(2n+ 2)
=
n!
(2n+ 1)!
=
n!
(2n+ 1)2nn!(2n− 1)!! =
=
1
(2n+ 1)2n(2n− 1)!! ≤
1
2n+1
=
1
2
k+1
2
<
1√
2
k
.
(22)
From (21) and (22) we can state that
Γ
(
k
2 +
1
2
)
Γ(k + 1)
≤ 1√
2
k
for all k ≥ k0. (23)
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From (19), (20) and (23) it results that the series (16) is bounded by a convergent
series that not depend on α. Taking the limit when α↗ 1, using (17) and Lemma
1, the limit (13) holds:
lim
α↗1
W
(
−2x;−α
2
;
α
2
)
=
=
∞∑
k=0
lim
α↗1
x2k
(2k)!Γ(−α2 2k + 1− α2 )
+
∞∑
k=0
lim
α↗1
−x2k+1
(2k + 1)!Γ(1− α(k + 1))
=
∞∑
k=0
x2k
(2k)!Γ(−k + 12)
=
∞∑
k=0
x2kΓ(k + 12) sin(pi((−k + 1/2)))
pi(2k)!
=
1√
pi
∞∑
k=0
(−x2)k
4kk!
=
1√
pi
e−
x2
4 .
Remark 1. Proposition 2 shows that two different Wright functions
Γ
(
1− α2
)
Mα/2 (2x) and Γ
(
α
2
)
W
(−2x,−α2 , α2 ) are convergent to the Gaussian
function G(x) = e−x2. A graphic for a particular value α = 34 is given below
and the key of this article is to prove that these functions does not intersect for any
positive real value.
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Proposition 3. Let x > 0 be and let 0 < ρ ≤ µ < δ. Then
Γ(δ)W (−x,−ρ, δ) < Γ(µ)W (−x,−ρ, µ).
Proof. Consider α = δ − µ and β = µ in (11). Then
0I
δ−µ
y y
µ−1W (−cy−ρ,−ρ, µ) = yδ−1W (−cy−ρ,−ρ, δ) (24)
Making the substitution y = x−1/ρ, using (24) and Proposition 1, it yields that
W (−x,−ρ, δ) = W (−y−ρ,−ρ, δ) = y−δ+1 0Iδ−µy yµ−1W (−y−ρ,−ρ, µ) =
= y−δ+1
1
Γ(δ − µ)
y∫
0
tµ−1W (−t−ρ,−ρ, µ)(y − t)δ−µ−1dt
< y−δ+1
1
Γ(δ − µ)W (−y
−ρ,−ρ, µ)
y∫
0
tµ−1(y − t)δ−µ−1dt
= y−δ+1
1
Γ(δ − µ)W (−y
−ρ,−ρ, µ)Γ(µ− 1 + 1)Γ(δ − µ)
Γ(δ)
yδ−1
=
Γ(µ)
Γ(δ)
W (−y−ρ,−ρ, µ) = Γ(µ)
Γ(δ)
W (−x,−ρ, µ).
3 Two different explicit solutions
We consider two particular fractional Stefan problems:
(i) C0 D
α
t u(x, t) =
∂
∂x2
u(x, t), 0 < x < s(t), 0 < t < T,
(ii) s(0) = 0,
(iii) u(0, t) = 1, 0 < t ≤ T,
(iv) u(s(t), t) = 0, 0 < t ≤ T,
(v) C0 D
αs(t) = −ux(s(t), t), 0 < t ≤ T.
(25)
and
(i) ∂∂tu(x, t) =
∂
∂x
(
RL
0 D
1−α
t
∂
∂xu(x, t)
)
, 0 < x < s(t), 0 < t < T,
(ii) s(0) = 0,
(iii) u(0, t) = 1, 0 < t ≤ T,
(iv) u(s(t), t) = 0, 0 < t ≤ T,
(v) ddts(t) = − RL0 D1−αt ∂∂xu(x, t)
∣∣
(s(t),t)
, 0 < t ≤ T.
(26)
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It was proved in [20] that the pair {wα, rα} is a solution to problem (25) where
wα(x, t) = 1− 1
1−W (−2ηα,−α2 , 1)
[
1−W
(
− x
tα/2
,−α
2
, 1
)]
,
rα(t) = 2ηαt
α/2
(27)
and ηα is the unique solution to the equation
2x
[
1−W
(
−2x,−α
2
, 1
)]
= Mα/2(2x)
Γ(1− α/2)
Γ(1 + α/2)
, x > 0. (28)
By the other side, it was proved in [22] that the pair {uα, sα} is a solution to
problem (26) where
uα(x, t) = 1− 1
1−W (−2ξα,−α2 , 1)
[
1−W
(
− x
tα/2
,−α
2
, 1
)]
sα(t) = 2ξαt
α/2,
(29)
and ξα is the unique solution to the equation
2x
[
1−W
(
−2x,−α
2
, 1
)]
= 2xW
(
−2x,−α
2
, 1
)
+W
(
−2x,−α
2
, 1 +
α
2
)
,
x > 0.
(30)
Looking at the similarity between solutions (27) and (29), it is natural to ask
whether both are the same solution, or not.
Theorem 1. The explicit solutions (27) to problem (25), and (29) to problem (26)
are different.
Proof. From [28] we know that, for every x ∈ R the next equality holds:
xW
(
−x,−α
2
, 1
)
+W
(
−x,−α
2
, 1 +
α
2
)
=
2
α
W
(
−x,−α
2
,
α
2
)
. (31)
Replacing equality (31) in (30), we can say that the parameter ξα appearing in
solution (29), is the unique solution to the equation:
2x
[
1−W
(
−2x,−α
2
, 1
)]
=
2
α
W
(
−2x,−α
2
,
α
2
)
, x > 0. (32)
By the other side, we know that the parameter ηα which is part of the solution
(27) to problem (25) is the unique solution to equation (28).
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Therefore, if we suppose that solutions (27) and (29) coincides, from (28) and (32)
we can conclude that there exists να > 0 such that
Mα/2(2να)
Γ(1− α/2)
Γ(1 + α/2)
=
2
α
W
(
−2να,−α
2
,
α
2
)
or equivalently,
Mα/2(2να)Γ(1− α/2) = Γ(α/2)W
(
−2να,−α
2
,
α
2
)
.
But this is a contradiction from Proposition 3 and then the thesis holds.
Theorem 2. If we take the limit when α↗ 1, the solutions (29) and (27) converge
to the unique solution {u, s} to the classical Stefan problem
(i) ut(x, t) =
∂
∂x2
u(x, t), 0 < x < s(t), 0 < t < T,
(ii) u(0, t) = 1, 0 < t ≤ T,
(iii) u(s(t), t) = 0, 0 < t ≤ T, s(0) = 0,
(iv) s′(t) = −ux(s(t), t), 0 < t ≤ .
(33)
Proof. The unique solution to problem (33) is given by (see e.g. [6, 25]),
w(x, t) = 1− 1
erf (η1)
erf
(
x
2
√
t
)
,
s(t) = 2η1
√
t,
(34)
where η1 is the unique solution to the equation
η1 erf (η1) =
e−η21√
pi
. (35)
Note that if we take α = 1 in equation (28) we recover equation (35). Now, let
the sequence {ηα}α be, where ηα is the unique positive solution to equation (28).
Then
2ηα = Mα/2(2ηα)
Γ(1− α/2)
Γ(1 + α/2)
+ 2ηαW
(
−2ηα,−α
2
, 1
)
.
If we define the following functions for every x ∈ R+ and 0 < α < 1:
fα(x) = Mα/2(2x)
Γ(1− α/2)
2Γ(1 + α/2)
+ xW
(
−2x,−α
2
, 1
)
and
f1(x) =
e−x2√
pi
+ xerfc (x) ,
10
we have that fα(ηα) = ηα, f1(η1) = η1.
Let us prove that
lim
α↗1
ηα = η1. (36)
Firstly, from Proposition 2 it holds that
lim
α↗1
fα(x) = f1(x), (37)
where the convergence is uniform over compact sets.
Secondly, analysing f ′1 we have that f ′1(0) = 1, f ′1(+∞) = 0−, there exists a unique
η0 ≈ 0.3195 such that f ′1(η0) = 0 and f ′1(x) < 0 for all x > η0. In fact, η0 is the
unique positive solution to equation
√
pixex
2
erfc(x) = 4x2. Being η1 ≈ 0.6201 it
follows that f ′1(η1) < 0. Then, there exists an interval [η1 − ρ, η1 + ρ], for some
ρ > 0 where f1 is decreasing.
Finally, let ε > 0 be (ε < ρ). Let r be the line of equation y = x. Clearly
P1(η1, η1) ∈ r and we can take Pa(a, a) and Pb(b, b) in r (a < η1 < b) such that
d(P1, Pa) < ε, d(P1, Pb) < ε and f1 is decreasing in [a, b]. (38)
Being f1(η1) = η1, it holds that f1(a)− a > 0 and f1(b)− b < 0.
Now let h0 = min {f1(a)− a, b− f1(b)} > 0. From (37) it results that there exists
α0 ∈ (0, 1) such that
|fα(x)− f1(x)| < h0 for allx ∈ [a, b], for allα ∈ (α0, 1].
Then, if α ∈ (α0, 1] we have that
fα(a) > f1(a)− h0 > a and fα(b) < f1(b) + h0 < b.
Applying Bolzano’s Theorem (fα is continuous in R+ for all α ∈ (0, 1]) it holds that
the unique solution ηα to equation fα(x) = x belongs to (a, b). From (38) and call-
ing Pα(ηα, ηα) we get that
|ηα − η1| < d(Pα, P1) < d(Pa, P1) < ε for all α ∈ (α0, 1] and (36) holds.
Finally, applying Propositions 1 and 2 we get that
lim
α↗1
wα = lim
α↗1
1− 1
1−W (−2ηα,−α2 , 1)
[
1−W
(
− x
tα/2
,−α
2
, 1
)]
= 1− 1
erf(η1)
erf
(
x
2
√
t
)
and
lim
α↗1
rα = lim
α↗1
2ηαt
α/2 = 2η1
√
t
which proves that solution (27) of problem (25) converges to solution (34) of prob-
lem (33) as we wanted to see. The second part of the proof is analogous.
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4 Conclusions
We have considered two fractional Stefan problems involving Riemann-Liouville
and Caputo derivatives of order α ∈ (0, 1) such that in the limit case (α = 1)
both problems coincide with the same classical Stefan problem, and the relation-
ship between the governed equations and the Stefan conditions is analysed. For
both problems, explicit solutions were presented and it has been proved that these
solutions are different, and so, the fractional Stefan conditions are different (unless
α = 1). Finally, the convergence when α ↗ 1 was computed obtaining for both
problems the same classical solution.
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