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Einleitung
Zu den wichtigen Problemen der algorithmischen algebraischen Zahlentheo-
rie geho¨ren die Berechnung der Klassengruppe und des Regulators bzw. eines
Systems von Fundamentaleinheiten eines algebraischen Zahlko¨rpers. Dabei ist
man insbesondere an Verfahren interessiert, die in der Praxis ein gutes Lauf-
zeitverhalten aufweisen.
An effizienten Algorithmen zur Klassengruppenberechnung wird schon seit
etlichen Jahren geforscht. Bisher gibt es neben exponentiellen Algorithmen
einen subexponentiellen Algorithmus, den Hafner und McCurley fu¨r Zahlko¨rper
vom Grad 2 in [HM89] vorgeschlagen haben, und den Buchmann in [Buc89] fu¨r
ho¨here Grade verallgemeinert hat. Bei der Implementierung dieser Algorithmen
sto¨ßt man immer wieder auf die gleichen Teilprobleme. Zuna¨chst beno¨tigt man
eine Arithmetik fu¨r Ideale, sodann muss man Zerlegungen von Hauptidealen in
Primideale (sogenannte Relationen) finden und zuletzt muss man mit Metho-
den der Linearen Algebra aus den gefundenen Relationen die gewu¨nschten In-
formationen konstruieren. In dieser Arbeit wollen wir uns mit den ersten beiden
Teilproblemen auseinandersetzen, den letzten Teilschritt behandelt Theobald in
[The00].
Dabei zeigen wir, dass man fu¨r kleine Ko¨rpergrade (wir betrachten die Gra-
de 3 bis 6) auch noch fu¨r große Diskriminanten (bis zu etwa 50 Dezimalstellen)
die Klassengruppe im Sinne eines unter Annahme der verallgemeinerten Rie-
mannschen Vermutung bewiesenen Ergebnisses berechnen kann.
Dazu betrachten wir zuna¨chst die Idealarithmetik. Hierfu¨r gibt es bereits prak-
tische Lo¨sungen, die etwa von Cohen in [Coh95], Kapitel 4.7 beschrieben und
in den Systemen KaSh und PARI implementiert werden. Diese leiden jedoch
darunter, dass es sich um historisch gewachsene und immer wieder erweiterte
und optimierte Ad-hoc-Methoden handelt, mit denen der jeweilige Autor sein
spezifisches Problem lo¨sen wollte. Dadurch ergibt sich, dass die einzelnen Ope-
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rationen vo¨llig unabha¨ngig voneinander beschrieben und implementiert werden,
so dass die gemeinsame Grundidee kaum noch erkennbar ist. Fu¨r eine objekt–
orientierte Implementierung, wie wir sie fu¨r LiDIA anstreben, sind sie daher
denkbar schlecht geeignet.
Daher erarbeiten und implementieren wir ein sauberes objekt–orientiertes
Design, bei dem wir eine systematische Reduktion der Operationen der Ideala-
rithmetik auf Probleme der Linearen Algebra u¨ber Ringen ZZ/mZZ zeigen, genau-
er auf die Berechnung von Kernen und Bildern von Homomorphismen u¨ber sol-
chen Ringen. Damit entwickeln wir eine besonders u¨bersichtliche und versta¨nd-
liche Methode der Idealarithmetik, die zudem – wie wir an einigen Beispielen
zeigen werden – vergleichbare Effizienz bietet. Dabei mu¨ssen wir natu¨rlich ins-
besondere auch die Probleme der Linearen Algebra u¨ber ZZ/mZZ lo¨sen. Deshalb
zeigen wir erstmals im Detail, wie dies fu¨r den Fall von zusammengesetzten
Zahlen m mo¨glich ist, wobei wir auf einer Idee von Howell aus [How86] aufbau-
en.
Danach wenden wir uns der Relationengenerierung zu. Die Grundidee der
Verfahren von Hafner und McCurley sowie Buchmann ist dabei mit Dixons
Random–Square–Methode beim Faktorisieren (siehe [Bre88], Kapitel 8.1) ver-
gleichbar, d.h. es wird versucht, viele zufa¨llige Zahlen durch Probedivision zu
faktorisieren. Bei zufa¨lligen Zahlen schla¨gt dies zum einen oft fehl, die Zahl la¨sst
sich u¨ber einer fixierten Menge von Primzahlen nicht zerlegen, zum anderen ist
solch eine vollsta¨ndige Probedivision fu¨r eine einzelne Zahl vergleichsweise zeit-
aufwendig. Im Unterschied zu Dixons Methode, bei der es um eine Zerlegung
u¨ber ZZ geht, beno¨tigen wir eine Zerlegung in ein Produkt von Primidealen u¨ber
einem fixierten algebraischen Zahlko¨rper, wodurch die Zerlegung nochmals et-
was aufwendiger wird, so dass das Interesse an einer Optimierung noch sta¨rker
ist.
Fu¨r das Faktorisieren werden aktuell stets Siebverfahren verwendet. Durch
diese wurde eine drastische Verringerung der Laufzeit mo¨glich. Man ist daher
daran interessiert, die Parallele zwischen dem Faktorisierungsproblem und der
Klassengruppenberechnung zu nutzen und diese Verfahren zu u¨bertragen. Ei-
ne U¨bertragung des quadratischen Siebs auf den Fall quadratischer Zahlko¨rper
hat dabei Jacobson in [JJ98] vorgenommen. Diese U¨bertragung hat sich her-
vorragend bewa¨hrt, ist jedoch fu¨r den Fall von Zahlko¨rpern vom Grad > 2
nicht anwendbar. Daher wollen wir nun das Number–Field–Sieve, den asympto-
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tisch besten bekannten Faktorisierungsalgorithmus, dessen Grundidee z.B. in
[BLP93] beschrieben wird, auf den allgemeinen Fall u¨bertragen. Dabei kommt
uns entgegen, dass das Number–Field–Sieve ohnehin schon Zerlegungen u¨ber
algebraischen Zahlko¨rpern berechnet.
Der wesentliche Vorteil dieser Siebverfahren liegt darin, dass man im Ge-
gensatz zur Probedivision gewissermaßen an vielen Zahlen zugleich arbeitet
und nach einer gewissen Zeit einfach alle Zahlen ablesen kann, die sich (fast)
zerlegen lassen. Fu¨r diese vergleichsweise wenigen Zahlen kann man eine Pro-
bedivision durchfu¨hren, von der man dann a priori weiß, dass sie (mit hoher
Wahrscheinlichkeit) erfolgreich sein wird.
Wir zeigen in der vorliegenden Arbeit, wie man die Idee des Number–Field–
Sieves auch auf die Klassengruppenberechnung u¨bertragen kann. Wir demon-
strieren, dass man mit dieser Methode – wie im Falle der Faktorisierung – sehr
viele algebraische Zahlen in vergleichsweise kurzer Zeit zerlegen kann. Anhand
praktischer Beispiele illustrieren wir, dass man mit unserem Verfahren Klas-
sengruppen (und Regulatoren) algebraischer Zahlko¨rper mit bis zu 50-stelliger
Diskriminante effizient berechnen kann. Dabei liefert unser Verfahren ein Ergeb-
nis, das unter der Annahme der verallgemeinerten Riemannschen Vermutung
korrekt ist.
Der Aufbau dieser Arbeit ist nun der folgende. In Kapitel 1 tragen wir die ver-
wendeten Begriffe der algebraischen Zahlentheorie zusammen und stellen unsere
Notation vor. In Kapitel 2 bescha¨ftigen wir uns mit Zahlko¨rpern und Ordnun-
gen, vor allem mit ihrer Implementierung und einigen zentralen Algorithmen,
insbesondere mit der Berechnung des Ganzheitsringes eines Zahlko¨rpers.
Kapitel 3 ist der Idealarithmetik sowie den Operationen mit ZZ–Moduln
gewidmet. Hier steht unsere systematische Reduktion der Idealarithmetik auf
Lineare Algebra u¨ber ZZ/mZZ im Mittelpunkt des Interesses. Danach werden wir
insbesondere zeigen, wie man die Probleme der Linearen Algebra u¨ber ZZ/mZZ
lo¨sen kann. Dazu untersuchen wir allgemeiner, wie sich diese Probleme u¨ber
Hauptidealringen R algorithmisch lo¨sen lassen. Dabei beschreiben wir insbe-
sondere unsere Implementierung in LiDIA.
In Kapitel 4 gehen wir auf den Spezialfall der Primideale ein. Hier steht
im Hinblick auf die Klassengruppenberechnung vor allem die Platzeffizienz der
Darstellung im Vordergrund. Schließlich skizzieren wir die benutzten Verfahren
zur Zerlegung von Primzahlen in Primideale eines algebraischen Zahlko¨rpers
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und beschreiben, wie wir unter Benutzung dieser Verfahren Ideale in ein Po-
tenzprodukt von Primidealen zerlegen.
In Kapitel 5 schließlich wenden wir uns der Klassengruppenberechnung
zu. Ausgehend von einer kurzen Beschreibung bekannter Verfahren zeigen wir
zuna¨chst, welche Datenstrukturen wir zur Implementierung verwenden. Aufbau-
end auf den ”klassischen“ Methoden zeigen wir, wie man das Number–Field–
Sieve fu¨r die Berechnung von Klassengruppen benutzen kann. Dazu zeigen wir
zuna¨chst, wie man die Ideen des Number–Field–Sieves nutzen kann, um glatte
Stellen von Polynomen zu finden und wie man diese Methode verwenden kann,
um Hauptideale aus einem algebraischen Zahlko¨rper zu zerlegen. Dann zeigen
wir, wie man die bei diesen Zerlegungen auftretenden Probleme lo¨sen kann.
Insbesondere muss man fu¨r jedes Primideal testen ko¨nnen, ob es einen Beitrag
zur Klassengruppe liefert, wa¨hrend beim Faktorisieren vo¨llig uninteressant ist,
ob ein Primideal etwas dazu beitra¨gt, die Zahl zu faktorisieren oder nicht. Ein
schwieriges Teilproblem ist dabei die Berechnung der Hermite–Normalform von
sehr großen, allerdings du¨nn besetzten Matrizen. Wie man hierbei vorgeht, wird
in einer anderen Arbeit beschrieben, ebenso wie die Auswertung der Relationen,
um ein System von Fundamentaleinheiten zu bestimmen.
Dabei zeigen wir insbesondere auch Laufzeiten und Ergebnisse, die wir mit
unserem Verfahren erhalten haben und zeigen anhand dieser die Effizienz von
Siebverfahren.
Kapitel 1
Begriffe und Notationen
Zuna¨chst stellen wir einige Grundlagen der algebraischen Zahlentheorie vor, die
wir spa¨ter beno¨tigen werden. Eine detailliertere Einfu¨hrung sowie Beweise zu
den zitierten Sa¨tzen ko¨nnen z.B. in [Coh95] oder [Neu92] gefunden werden.
1.1 Algebraische Zahlko¨rper und algebraische Zah-
len
1.1.1 Definitionen
1.1.1. Definition
Ein Polynom A(x) =
∑n
i=0 aix
i ∈ Q[x] heißt irreduzibel u¨ber Q, wenn es keine
Polynome B(x), C(x) ∈ Q[x] von positivem Grad mit A(x) = B(x)C(x) gibt.
Fu¨r solch ein irreduzibles Polynom A(x) ist Q[x]/(A(x)Q[x]) ein Ko¨rper, der
isomorph ist zu Q(ρ), wobei ρ eine sogenannte formale Nullstelle des Polynoms
A ist, d.h. es gilt
∑n
i=0 aiρ
i = 0. Ein solcher Ko¨rper Q(ρ) heißt algebraischer
Zahlko¨rper, die Zahlen aus Q(ρ) heißen algebraisch und falls an 6= 0, so heißt
an der Leitkoeffizient von A, in Zeichen lc(A) und n heißt Ko¨rpergrad. Der
Ko¨rpergrad eines Ko¨rpers Q(ρ), in Zeichen [Q(ρ) : Q] gibt zugleich an, welche
Dimension Q(ρ) als Q–Vektorraum hat.
1.1.2. Definition
Sei α eine algebraische Zahl. Das normierte Polynom mα ∈ Q[x] von
kleinstmo¨glichem Grad, das α als Nullstelle hat, heißt Minimalpolynom zu α.
Eine Zahl, deren Minimalpolynom Koeffizienten in ZZ hat, heißt (algebraisch)
ganze Zahl.
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Im Falle eines algebraischen Zahlko¨rpers Q(ρ), wobei ρ die formale Nullstelle
eines irreduzibles Polynom A(x) ist, ist also Alc(A) das Minimalpolynom zu ρ.
Ein algebraischer Zahlko¨rper kann in C eingebettet werden, indem ρ auf ei-
ne komplexe Nullstelle ρi des Polynoms A(x) abgebildet wird. Diese Abbildung
ergibt einen Homomorphismus, wenn man ein Polynom f(ρ) auf f(ρi) abbildet.
Fu¨r einen Zahlko¨rper vom Grad n gibt es genau n verschiedene Einbettungen,
da die Nullstellen eines u¨ber Q irreduziblen Polynoms stets paarweise verschie-
den sind. Genauer sagt man:
1.1.3. Definition
Sei ρ eine algebraische Zahl und A(x) =
∑n
i=0 aix
i das zugeho¨rige Minimalpoly-
nom. Dann heißen die n Nullstellen ρ1, . . . ρn des Polynoms zueinander konju-
giert. Die Abbildungen, die ρ auf eine Nullstelle ρi des Polynoms abbilden und
Q fest lassen, ko¨nnen jeweils zu homomorphen Einbettungen σi von Q(ρ) in C
fortgesetzt werden. Ist ρi ∈ IR, so nennen wir σi eine reellwertige Einbettung,
sonst komplexwertige Einbettung.
Basierend auf diesen Einbettungen ko¨nnen wir algebraische Zahlen als soge-
nannte Konjugiertenvektoren auffassen. Dabei entspricht einer Zahl α das Tupel
α = (σ1(α), . . . , σn(α))T ∈ Cn. Die Abbildung · : Q(ρ) −→ Cn, x 7−→ x ist ein
injektiver Ringhomomorphismus, wenn die Operationen auf den Vektoren aus
Cn komponentenweise definiert werden.
Diese Darstellung entha¨lt eine gewisse Redundanz: Da die Minimalpolynome
algebraischer Zahlen nur Koeffizienten aus Q enthalten, ist mit jeder komplexen
Zahl auch die konjugiert–komplexe Zahl eine Nullstelle des Minimalpolynoms.
Wenn wir also die Einbettungen geeignet sortieren, so erhalten wir folgenden
Aufbau des Konjugiertenvektors:
α =
(
σ1(α), . . . , σr(α), σr+1(α), . . . , σr+n−r
2
(α), σr+1(α), . . . , σr+n−r
2
(α)
)T
,
wobei σ1, . . . , σr reellwertige Einbettungen und σr+1, . . . , σr+n−r
2
komplexwer-
tige Einbettungen sind und mit x das Konjugiert–komplexe von x bezeichnet
wird.
Damit ko¨nnen wir also unsere Repra¨sentation etwas vereinfachen, indem wir
die konjugiert–komplexen Einbettungen weglassen. Damit erhalten wir:
α =
(
σ1 (α) , . . . , σr (α) ,< (σr+1 (α)) ,= (σr+1 (α)) ,
. . . ,<
(
σr+n−r
2
(α)
)
,=
(
σr+n−r
2
(α)
))T
∈ IRn, (1.1)
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wobei <(x) den Realteil einer komplexen Zahl x bezeichnet und =(x) ihren Ima-
gina¨rteil. Hierbei ist zu beachten, dass bei Berechnungen mit diesen Vektoren
die zuvor komponentenweise erfolgende Multiplikation u¨ber C jetzt durch eine
etwas kompliziertere Multiplikation u¨ber IR ersetzt wird.
Im weiteren nennen wir α (in der vereinfachten Repra¨sentation) den Kon-
jugiertenvektor einer algebraischen Zahl α, und wir definieren:
1.1.4. Definition
Sei K ein algebraischer Zahlko¨rper. Dann definieren wir den Ringmonomor-
phismus ” ·“ wie folgt:
· : K −→ IRn ,
α 7−→ α =
(
σ1 (α) , . . . , σr (α) ,< (σr+1 (α)) ,= (σr+1 (α)) ,
. . . ,<
(
σr+n−r
2
(α)
)
,=
(
σr+n−r
2
(α)
))T
,
wobei die Addition auf IRn komponentenweise definiert ist und die Multiplika-
tion wie folgt:
• Die ersten r Komponenten werden komponentenweise multipliziert.
• Die folgenden n− r Komponenten werden im Sinne der Multiplikation in
C paarweise miteinander multipliziert.
Diese Darstellung erlaubt es insbesondere, den Begriff der euklidischen
La¨nge auf algebraische Zahlen anzuwenden und z.B. Reduktionsverfahren wie
den LLL–Algorithmus zu benutzen. Spa¨ter werden wir in der Tat nutzbringende
Anwendungen dieser Technik sehen.
Spa¨ter benutzen wir auch noch folgende Begriffe:
1.1.5. Definition
Sei ρ eine algebraische Zahl mit [Q(ρ) : Q] = n und seien σ1, . . . , σn die n
Einbettungen von Q(ρ) in C. Fu¨r ein Element α ∈ Q(ρ) bezeichnen wir dann
mit N (α) :=
n∏
i=1
σi(α) die Norm von α (in Q(ρ)). Das Polynom cα(x) :=
n∏
i=1
(x− σi(α)) nennen wir charakteristisches Polynom von α.
Schließlich wollen wir den Begriff der Norm noch im folgenden Sinne erwei-
tern:
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1.1.6. Definition
Sei K ein algebraischer Zahlko¨rper mit mit [K : Q] = n und seien σ1, . . . , σn die
n Einbettungen von K in C. Fu¨r Elemente α1, . . . , αm ∈ K und Unbestimmte
x1, . . . , xm (m ∈ IN) bezeichnen wir dann das Polynom N (x1α1+· · ·+xmαm) :=
n∏
i=1
σi(x1α1 + · · · + xmαm) ∈ Q[x1, . . . , xm] als Normform von α1, . . . , αm (in
K).
Eine Auswertung dieses Ausdrucks zeigt unmittelbar, dass eine solche Norm-
form ein homogenes Polynom vom Grad n in m Variablen ist. Die Tatsache,
dass die Koeffizienten in Q liegen, ergibt sich dabei als Folgerung aus der Galois-
theorie. Sind α1, . . . , αm algebraisch ganze Zahlen, so liegen diese Koeffizienten
sogar in ZZ.
1.2 Ordnungen und Einheiten
1.2.1 Definitionen
Ebenso wie die (rationalen) ganzen Zahlen in Q bilden auch die ganzen Zahlen
eines algebraischen Zahlko¨rpers einen Ring, der von a¨hnlich großer Bedeutung
wie ZZ ist.
1.2.1. Definition
Ein 1–Oberring O ⊂ K := Q(ρ) von ZZ, der zugleich freier ZZ–Modul maxima-
len Rangs aus algebraisch ganzen Zahlen ist, heißt Ordnung des algebraischen
Zahlko¨rpers K. Die eindeutig bestimmte (bzgl. Inklusion) maximale Ordnung
heißt Maximalordnung. Diese ist dadurch charakterisiert, dass sie alle algebra-
isch ganzen Elemente des Ko¨rpers entha¨lt und heißt daher oft auch Ganzheits-
ring. Sie wird im folgenden mit OK bezeichnet.
Im Gegensatz zu ZZ ist OK jedoch kein Hauptidealring, es gilt noch nicht
einmal der Satz von der eindeutigen Primzahlzerlegung (z.B. in ZZ[
√−5] gilt:
6 = 2 · 3 = (1 +√−5)(1−√−5)). Damit la¨sst sich die Teilbarkeitstheorie, die
fu¨r ZZ von so großer Bedeutung ist, zuna¨chst nicht auf algebraische Zahlko¨rper
bzw. genauer auf deren Ganzheitsringe u¨bertragen.
Falls ρ eine algebraisch ganze Zahl ist, ist ZZ[ρ] selbst eine Ordnung. Diese
wird oft als Gleichungsordnung bezeichnet und wird implizit durch das Ko¨rper-
polynom gegeben. Aus dieser Gleichungsordnung la¨sst sich durch sukzessives
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Maximieren die Maximalordnung errechnen, wie wir im na¨chsten Kapitel sehen
werden.
Ein Maß fu¨r die Gro¨ße einer Ordnung ist die Diskriminante der Ordnung.
1.2.2. Definition (Diskriminante)
Fu¨r eine Q–Basis α1, . . . , αn von K und komplexe Einbettungen σ1, . . . , σn von
K in C bezeichnen wir mit
∆(α1, . . . , αn) :=
det

σ1(α1) . . . σ1(αn)
...
. . .
...
σn(α1) . . . σn(αn)


2
die Diskriminante von α1, . . . , αn.
1.2.3. Bemerkung
Die Diskriminante hat folgende Eigenschaften:
• Sie ist offensichtlich unabha¨ngig von der Reihenfolge der αi und σj .
• Offensichtlich ist sie invariant unter unimodularen Transformationen der
Basis.
• Es ist stets ∆(α1, . . . , αn) ∈ Q.
Aufgrund der Invarianz unter unimodularen Transformationen der Basis ist
die folgende Definition sinnvoll:
1.2.4. Definition
Unter der Diskriminanten ∆O einer Ordnung O verstehen wir die Diskriminan-
te einer beliebigen ZZ–Basis der Ordnung. Als Ko¨rperdiskriminante ∆K eines
Ko¨rpers K bezeichnen wir die Diskriminante der maximalen Ordnung, d.h. des
Ganzheitsringes OK .
Der zentrale Satz, auf dem die Berechnung des Ganzheitsringes aufbaut, ist
der folgende:
1.2.5. Satz
Sind O und Q zwei Ordnungen mit O ⊂ Q, so gilt:
∆O = ∆Q[Q : O]2,
wobei [Q : O] den Index (im gruppentheoretischen Sinne) von O in Q bezeichnet.
Falls Q die Maximalordnung ist, nennt man [Q : O] auch den Index von O.
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Eine etwas allgemeinere Version dieses Satzes findet sich in [Neu92], Satz 2.12,
S. 16, die hier angegebene ist jedoch fu¨r unsere Zwecke ausreichend.
Fu¨r praktische Berechnungen von besonderer Bedeutung sind die sogenann-
ten Einheiten:
1.2.6. Definition
Ein Element α ∈ O heißt Einheit (in O), falls α−1 ∈ O. Die Menge aller
Einheiten in O wird mit O∗ bezeichnet.
Die Einheiten sind dadurch gekennzeichnet, dass die Norm einer Einheit
betragsma¨ßig gerade 1 ist (vgl. [Neu92]).
Der zentrale Satz u¨ber die Einheiten der Maximalordnung stammt von Di-
richlet und lautet:
1.2.7. Satz (Dirichlet’scher Einheitensatz)
Die Einheitengruppe O∗K von OK ist das direkte Produkt der endlichen zy-
klischen Gruppe µ(K) der in K gelegenen Einheitswurzeln und einer freien
abelschen Gruppe vom Rang r+ s− 1, wobei r wiederum die Zahl der reellwer-
tigen Einbettungen von K und 2s die Zahl komplexwertiger Einbettungen von
K beschreibt.
Zum Beweis vergleiche [Neu92], Kapitel I, Paragraph 7 (S. 41–45).
1.2.8. Definition
Die Erzeuger der freien abelschen Gruppe aus dem vorangegangenen Satz heißen
Fundamentaleinheiten von K.
Die Einheitswurzeln sind leicht zu behandeln, problematisch sind nur die
restlichen Einheiten. Um diese in den Griff zu bekommen, betrachten wir die
Konjugiertenvektoren und wenden den Logarithmus auf die Komponenten an.
Dadurch reduzieren wir die multiplikative Gruppe dieser Einheiten auf ein Git-
ter in IRr×Cs, so dass wir die bekannten Gitteralgorithmen anwenden ko¨nnen.
Genauer benutzen wir folgende Abbildung:
Log : K∗ −→ IRr+s−1
α 7−→ (log |σ1(α)|, . . . , log |σr(α)|,
log(
√
2|σr+1(α)|), . . . , log(
√
2|σr+s−1(α)|)
)
1.2.9. Definition
Seien 1, . . . , r+s−1 die Fundamentaleinheiten eines algebraischen Zahlko¨rpers
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K. Die Determinante des von Log(1), . . . ,Log(r+s−1) erzeugten Gitters heißt
Regulator R(K) von K.
Bei der Berechnung der Fundamentaleinheiten sind sogenannte unabha¨ngige
Einheiten von Bedeutung, d.h. Einheiten, die die Eigenschaft haben, dass sich 1
nicht als Potenzprodukt der Form 1 =
∏k
i=1 
ei
i mit mindestens einem von 0 ver-
schiedenen ei darstellen la¨sst. Ein System von r+s−1 unabha¨ngigen Einheiten
erzeugt dann stets eine Untergruppe der von den Fundamentaleinheiten erzeug-
ten Gruppe, die endlichen Index hat. Dies hat insbesondere zur Folge, dass fu¨r
irgendwelche unabha¨ngigen Einheiten 1, . . . , r+s−1 die Determinante des von
Log(1), . . . ,Log(r+s−1) erzeugten Gitters stets ein ganzzahliges Vielfaches des
Regulators ist.
1.3 Moduln und Ideale
1.3.1 Definitionen
1.3.1. Definition
Sei K ein algebraischer Zahlko¨rper vom Grad n. Ein ZZ–Modul M ⊂ K
heißt vollsta¨ndig, wenn er n (u¨ber Q) linear unabha¨ngige Elemente entha¨lt.
Eine Menge {α1, . . . , αm} ⊂ M heißt Basis von M , wenn α1, . . . , αm line-
ar unabha¨ngig sind und den Modul erzeugen, d.h. wenn M = {c1α1 + · · · +
cmαm, c1, . . . , cm ∈ ZZ}.
U¨blicherweise werden die folgenden Operationen fu¨r Moduln definiert:
1.3.2. Definition
Seien M1 und M2 zwei Moduln. Dann ist
M1 +M2 := {m1 +m2|m1 ∈M1,m2 ∈M2} (Summe)
M1M2 := M1 ·M2 := {
∑
(m1,m2)∈S
m1 ·m2|S ⊆M1 ×M2 endlich} (Produkt)
M1 ∩M2 := {m|m ∈M1 und m ∈M2} (Durchschnitt)
(M1 : M2) := {x ∈ K|x ·M2 ⊆M1} (Pseudo – Division).
Ein wichtiger Spezialfall des Moduls ist das Ideal.
1.3.3. Definition
Sei O eine Ordnung eines algebraischen Zahlko¨rpers K. Ein Modul a mit a·O =
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a heißt (gebrochenes) Ideal in O (kurz: O–Ideal). Ist a ⊂ O, so heißt a ganzes
Ideal.
Ist O der Ganzheitsring, so sagt man auch a ist Ideal von K.
Ist zudem a = αO fu¨r ein α ∈ K, so heißt a Hauptideal.
Die ganzen Ideale sind gerade die Ideale im u¨blichen Sinne. Fu¨r die gebro-
chenen Ideale a gilt, dass es eine ganze Zahl n ∈ ZZ \ {0} gibt, so dass n · a ein
ganzes Ideal ist. Das kleinste positive n mit dieser Eigenschaft heißt Nenner
des Ideals a.
1.3.4. Definition
Eine Zahl α ∈ K heißt Multiplikator des vollsta¨ndigen Moduls M , falls
αM ⊂M . Die Menge aller Multiplikatoren ist ein Ring mit 1 und heißt Multi-
plikatorenring, in Zeichen OM .
Es gelten die folgenden Eigenschaften:
• Jeder Multiplikatorenring ist zugleich eine Ordnung.
• Jeder Modul ist Ideal seines Multiplikatorenrings.
• Summe, Produkt und Durchschnitt von Idealen sind wiederum Ideale.
Ist a ein O–Ideal, so dass das Ergebnis der Pseudo–Division (O : a) wieder
ein Ideal ist, so heißt a invertierbar. Es ist dann a−1 := (O : a) und a ·a−1 = O.
In der Maximalordnung ist jedes von (0) verschiedene Ideal invertierbar.
Insbesondere bilden die Ideale 6= (0) eine multiplikative Gruppe I(K), in der
die von (0) verschiedenen Hauptideale eine Untergruppe H(K) bilden.
1.3.5. Definition
Sei I(K) die Gruppe der von (0) verschiedenen (gebrochenen) Ideale eines al-
gebraischen Zahlko¨rpers K und H(K) die Untergruppe der Hauptideale. Dann
heißt die Restklassengruppe Cl(K) := I(K)/H(K) die Klassengruppe von K,
h(K) := |Cl(K)| heißt die Klassenzahl von K.
Ist die Klassenzahl 1, so ist die Maximalordnung ein Hauptidealring und
die Teilbarkeitstheorie von ZZ la¨sst sich sofort u¨bertragen. Andernfalls fu¨hrt ein
Umweg u¨ber die Ideale zum Ziel.
In Analogie zu ZZ betrachten wir zuna¨chst die ganzen Ideale.
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1.3.6. Definition
Seien a und b zwei ganze Ideale. Wir sagen a teilt b, in Zeichen a | b, wenn b
in a enthalten ist.
In diesem Falle gilt in Analogie zu den ganzen Zahlen, dass (b : a) wieder
ein ganzes Ideal ist. Damit la¨sst sich nun die Teilbarkeitstheorie, wie wir sie aus
ZZ kennen, leicht auf Ideale u¨bertragen. Wir erhalten folgende Begriffe:
1.3.7. Definition
• Ein ganzes Ideal m heißt maximal, falls das einzige ganze Ideal, das m
echt umfasst, O selbst ist (dies entspricht den unzerlegbaren Zahlen in
ZZ).
• Ein ganzes Ideal p heißt prim, falls fu¨r je zwei ganze Ideale a und b aus
p | a · b folgt, dass entweder p | a oder p | b gilt.
Man sieht nun leicht, dass die Summe zweier Ideale, so wie wir sie oben
definiert haben, gerade der gro¨ßte gemeinsame Teiler der beiden Ideale ist und
dass der Durchschnitt gerade dem kleinsten gemeinsamen Vielfachen entspricht.
In Analogie zu ZZ gilt auch hier die A¨quivalenz von unzerlegbaren Idealen
und Primidealen. Schließlich gilt der folgende Hauptsatz, der das Analogon zur
eindeutigen Primzahlzerlegung in ZZ darstellt:
1.3.8. Satz
Ist a ein ganzes Ideal, so existieren eindeutig (bis auf die Reihenfolge) bestimm-
te, paarweise verschiedene Primideale p1, . . . pn, so dass
a =
n∏
i=1
peii , ei ∈ IN.
Diese eindeutige Zerlegbarkeit u¨bertra¨gt sich in evidenter Weise auch auf
gebrochene Ideale.
Ebenso wie fu¨r algebraische Zahlen gibt es auch fu¨r Ideale wieder den Begriff
der Norm.
1.3.9. Definition
Die Norm N (a) eines Ideals a ist der Betrag der Determinante der Transfor-
mationsmatrix T ∈ ZZn×n, die eine Basis der Ordnung zu einer Basis des Ideals
transformiert.
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Fu¨r ein ganzes Ideal a ist die Norm gerade die Anzahl der Elemente des
Quotientenrings O/a, und fu¨r Hauptideale (α) := αO ergibt sich N ((α)) =
|N (α)|, d.h. die Idealnorm ist mit der Elementnorm vertra¨glich. Daru¨ber hinaus
ist die Norm multiplikativ, wenn man sie auf die Menge der invertierbaren Ideale
einschra¨nkt. Insbesondere gilt der folgende Satz:
1.3.10. Satz
Sei K ein algebraischer Zahlko¨rper. Dann gilt fu¨r die Ideale von K: Die Abbil-
dung
N : I(K) −→ Q,
a 7−→ N (a)
ist ein Homomorphismus.
Eine Folgerung hieraus ist, dass die Norm eines Primideals stets die Potenz
einer Primzahl ist, so dass es eine eindeutig bestimmte Primzahl gibt, zu der ein
Primideal geho¨rt, man sagt, das Primideal liegt u¨ber der Primzahl. Insbesondere
gilt:
1.3.11. Satz
Ist p eine Primzahl, so gibt es in einem algebraischen Zahlko¨rper K vom Grad
n Primideale p1, . . . , pk (k ≤ n), die u¨ber p liegen, und es ist
(p) = pOK =
k∏
i=1
peii .
Dabei ist N (pi) = pfi fu¨r 1 ≤ i ≤ k mit
k∑
i=1
eifi = n.
Zum Beweis vergleiche [Neu92], Satz 8.2, S. 48f.
1.3.12. Definition
Seien p, k und pi, ei, fi(1 ≤ i ≤ k) wie im vorangehenden Satz. Dann heißt ei
Verzweigungsgrad und fi heißt Tra¨gheitsgrad von pi.
Damit haben wir nun alle Ingredienzien, um die zentrale Formel fu¨r die
Berechnung der Klassenzahl und der Klassengruppe formulieren zu ko¨nnen:
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1.3.13. Satz (Klassenzahlformel)
Sei K ein algebraischer Zahlko¨rper mit Klassenzahl h, Regulator R, Diskrimi-
nante ∆K , w Einheitswurzeln und r reellen und 2s komplexen Einbettungen.
Dann gilt
2r(2pi)s
w
√|∆K |hR =
∏
p∈IP
1− 1p∏
pu¨ber p prim 1− 1N (p)
Zum Beweis vergleiche [Neu92], Kapitel VII, Theorem 5.9 und Korollar 5.11.
Die Bedeutung dieser Formel liegt darin, dass sie einen Zusammenhang zwi-
schen Regulator und Klassenzahl einerseits und einem numerisch approximier-
baren Ausdruck andererseits herstellt. Damit ist es mo¨glich, eine Vermutung
u¨ber Klassenzahl und Regulator innerhalb der Grenzen der Rechengenauigkeit
zu verifizieren.
Unsere Methoden zur Klassenzahl– und Regulatorberechnung beruhen dar-
auf, dass man ein Vielfaches von hR (bzw. eine Approximation daran) be-
stimmt. Mit dieser analytischen Formel ist uns nun das Werkzeug in die Hand
gegeben, um zu pru¨fen, ob wir hR gefunden haben. Falls dabei eine solche
Pru¨fung zeigt, dass wir nur ein Vielfaches gefunden haben, so ko¨nnen wir eine
Abscha¨tzung geben, um welchen Faktor wir ho¨chstens noch neben dem Resultat
liegen.
Im Falle imagina¨rquadratischer Zahlko¨rper weiß man sogar, dass R = 1 gilt,
und kann diese Formel theoretisch unmittelbar benutzen, um die Klassenzahl
zu berechnen. In der Praxis zeigt sich allerdings, dass man typischerweise eine
extrem hohe Rechengenauigkeit verwenden muss, um das korrekte Ergebnis zu
erhalten. Da zudem die zu berechnende Reihe ein recht schlechtes Konvergenz-
verhalten hat, ist dies fu¨r Zahlko¨rper mit großer Diskriminante kein praktikables
Verfahren.
1.4 LiDIA
Zum Abschluss dieser Einleitung wollen wir darauf hinweisen, dass wir die Al-
gorithmen, die wir beschreiben werden, in der Bibliothek LiDIA implementiert
haben.
Bei LiDIA handelt es sich um eine Klassenbibliothek fu¨r algebraische Zah-
lentheorie, die seit 1994 am Lehrstuhl von Professor Buchmann zuna¨chst in
Saarbru¨cken und seit 1996 in Darmstadt entwickelt wird.
Dabei verfolgen wir das Konzept, die besonders zeitkritischen Teile wie
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die Langzahlarithmetik und die Speicherverwaltung, den sogenannten Kern,
zu kapseln und durch ein einheitliches Interface fu¨r den Rest der Bibliothek zur
Verfu¨gung zu stellen. Dadurch wird es leicht mo¨glich den Kern auszutauschen
und so bessere Langzahlarithmetiken und Speicherverwaltungen zu nutzen. So
hoffen wir, auch la¨ngerfristig die Verwendbarkeit der Bibliothek bei geringem
Wartungsaufwand zu gewa¨hrleisten.
Mittels der Funktionen des Interfaces wurden weitere Arithmetiken, etwa
fu¨r IR, Q, C und ZZ/mZZ implementiert, sowie Klassen fu¨r Polynome, Vektoren
und Matrizen u¨ber diesen Bereichen. Daneben werden Algorithmen fu¨r Gitter
(etwa zur Gitterbasisreduktion), zum Faktorisieren von ganzen Zahlen und Po-
lynomen und zur Berechnung diskreter Logarithmen in endlichen Primko¨rpern
angeboten.
Unter Benutzung fast aller zur Verfu¨gung stehenden Strukturen haben wir
eine Arithmetik fu¨r algebraische Zahlko¨rper implementiert, die neben den ele-
mentaren Operationen fu¨r Zahlen und Ideale auch die komplizierteren Algo-
rithmen realisiert, die wir im Weiteren beschreiben werden. Dabei existiert eine
spezialisierte Variante fu¨r quadratische Zahlko¨rper, da sich fu¨r diesen Fall viele
Probleme vereinfachen. So ist es fu¨r quadratische Zahlko¨rper gegebener Diskri-
minante z.B. ein triviales Problem, eine Ganzheitsbasis anzugeben.
Schließlich gibt es ein ausfu¨hrliches Referenzhandbuch, das auch interaktiv
zur Verfu¨gung steht.
Die Gesamtstruktur der Bibliothek ist in Abbildung 1.1 skizziert.
Als Implementierungssprache fu¨r die Bibliothek haben wir dabei C++
gewa¨hlt, einerseits da diese Sprache ebenso wie C eine effiziente, maschinennahe
Programmierung unterstu¨tzt, andererseits da die Klassenstruktur eine Abbil-
dung mathematischer Strukturen auf die Bibliotheksstruktur erleichtert.
Im folgenden wollen wir uns nun auf die Beschreibung der Klassen fu¨r Po-
lynome und fu¨r allgemeine algebraische Zahlko¨rper konzentrieren. Fu¨r die Be-
schreibung der anderen Klassen, die im Laufe der Berechnungen verwendet wer-
den, verweisen wir auf das Manual ([98]) sowie auf die Arbeiten von Thomas
Papanikolaou ([Pap97]), Patrick Theobald ([The96]), Thomas Pfahler([Pfa98]),
Susanne Wetzel ([Wet98]) und Werner Backes([Bac98]).
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User Interface
C++ Library
C++ Kernel Interface
Kernel
Simple Classes, Template Classes
High-Level Applications
Memory Manager
Multiprecision Integer Arithmetic
Abbildung 1.1: Die Struktur der Klassenbibliothek LiDIA.
Kapitel 2
Zahlko¨rper, Ordnungen und
ihre Elemente
In diesem Kapitel wollen wir uns der Darstellung der Zahlko¨rper und Ord-
nungen widmen, in denen alle weiteren Berechnungen spielen werden. Daneben
werden wir auch zeigen, wie wir algebraische Zahlen darstellen. Außerdem wol-
len wir einige grundlegende Algorithmen und ihre Implementierung diskutieren.
Die grundlegende Information, die fu¨r alle Klassen, die mit algebraischen
Zahlko¨rpern zu tun haben, von Bedeutung ist, ist dabei eine Q–Basis des
Zahlko¨rpers bzw. allgemeiner die Information daru¨ber, wie zwei algebraische
Zahlen zu multiplizieren sind. Daher wollen wir uns zuna¨chst der Klasse nf base
zuwenden, die diese grundlegenden Informationen beinhaltet und verwaltet. Da-
bei wird sich die Bedeutung der Polynomarithmetik zeigen, so dass wir anschlie-
ßend einen Abschnitt u¨ber diese einschieben werden.
Danach zeigen wir, wie man mit Hilfe dieser Klassen die eigentlich inter-
essanten Objekte der Mathematik darstellen kann. Dabei beginnen wir mit
algebraischen Zahlen und wenden uns dann den abstrakteren Begriffen des
Zahlko¨rpers und der Ordnung zu. Im na¨chsten Kapitel wollen wir dann auf
Moduln und Ideale eingehen.
2.1 Die Klasse nf base
Die Klasse nf base ist aus mathematischer Sicht ein ku¨nstliches Gebilde, daher
wollen wir zuna¨chst die Existenzberechtigung dieser Klasse erla¨utern. Danach
wollen wir sehen, welche Informationen die Klasse beinhaltet und wie sie in
LiDIA benutzt wird. Dabei werden wir sehen, dass die Implementierung so ge-
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staltet ist, dass diese Klasse vom Anwender niemals explizit verwendet werden
muss. Statt dessen ko¨nnen Objekte von Klassen verwendet werden, die direkte
Entsprechungen mathematischer Strukturen sind.
Speziell bei Zahlko¨rpern und ihren Ganzheitsringen ist der Sprachgebrauch
in der Mathematik etwas nachla¨ssig, ha¨ufig spricht ein Mathematiker vom
Zahlko¨rper, wenn er implizit seinen Ganzheitsring meint, etwa wenn von der
Klassenzahl eines Zahlko¨rpers die Rede ist. Auch algebraische Zahlen und
(gebrochene) Ideale werden ha¨ufig wahlweise bezu¨glich einer Ordnung oder
bezu¨glich eines Zahlko¨rpers gebraucht. Dabei liefert der Zahlko¨rper bzw. die
Ordnung fu¨r das praktische Rechnen mit algebraischen Zahlen im wesentlichen
die Information daru¨ber, wie Zahlen multipliziert werden.
Daher bietet es sich an, diese Kerninformation in einer eigenen Klasse, die
wir nf base nennen, zu kapseln und Zahlko¨rper und Ordnungen als syntakti-
schen Zucker mit evtl. Zusatzinformationen daru¨ber zu streuen. Der Zugriff soll
dabei wahlweise u¨ber die Ordnung oder den Zahlko¨rper erfolgen, damit wir den
Sprachgebrauch der Mathematik so natu¨rlich wie mo¨glich abbilden ko¨nnen.
Daru¨ber hinaus haben wir die Objekte dieser Klasse mit einer dynamischen
Lebensdauer versehen, so dass es uns nicht passieren kann, dass wir zwei Va-
riablen zur Darstellung algebraischer Zahlen Werte in einem Zahlko¨rper zuwei-
sen, mit diesen aber spa¨ter nicht mehr rechnen ko¨nnen, weil die Informationen
daru¨ber, wie man diese Zahlen multipliziert, bereits wieder gelo¨scht wurden.
Da diese Informationen einen betra¨chtlichen Platzbedarf haben ko¨nnen, ist es
na¨mlich nicht ohne weiteres mo¨glich, sie bei jedem Objekt mit abzuspeichern.
Nach dieser Rechtfertigung wollen wir uns nun der Realisierung dieser Klasse
zuwenden. Die abgespeicherten Informationen der Klasse nf base ergeben sich
im wesentlichen aus den verschiedenen Mo¨glichkeiten einen Zahlko¨rper oder
eine Ordnung darzustellen, die wir nun diskutieren werden.
In der Praxis geht es zuna¨chst darum, Elemente von Zahlko¨rpern oder Ord-
nungen addieren, subtrahieren, multiplizieren und dividieren zu ko¨nnen. Sei
dazu ω1, . . . , ωn eine fixierte Basis eines Ko¨rpers bzw. einer Ordnung und seien
α =
∑n
i=1 aiωi und β =
∑n
i=1 biωi zwei Zahlen in diesem Ko¨rper. Dann sind
α± β =
n∑
i=1
(ai ± bi)ωi (2.1)
und
α · β =
n∑
i=1
n∑
j=1
(aibj)(ωiωj). (2.2)
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Gleichung (2.1) zeigt, dass Addition und Subtraktion wie in jedem Vektorraum
komponentenweise erkla¨rt sind. Fu¨r die Multiplikation ist es nach (2.2) not-
wendig und hinreichend, zu erkla¨ren, wie je zwei Basiselemente miteinander
multipliziert werden. Dies erweist sich auch fu¨r alle anderen Operationen in der
Tat als ausreichend.
Insbesondere auf die Division wollen wir spa¨ter eingehen, es sei hier nur ge-
sagt, dass sie sich auf die Multiplikation und das Lo¨sen eines Gleichungssystems
zuru¨ckfu¨hren la¨sst.
Darstellung mittels eines Polynoms
Zuna¨chst ko¨nnen wir Zahlko¨rper und manche Ordnungen durch ein normiertes
irreduzibles Polynom f(x) u¨ber ZZ beschreiben. Ist dieses Polynom vom Grad n,
so bildet (1, x, x2, . . . , xn−1) zugleich eine ZZ–Basis der sogenannten Gleichungs-
ordnung und eine Q–Basis des Zahlko¨rpers. Die Multiplikation bzgl. dieser Ba-
sis kann sehr leicht realisiert werden, da die Basiselemente xi und xj gerade
entsprechend der Polynomarithmetik zu xi+jmod(f) multipliziert werden. Al-
gebraische Zahlen entsprechen hier gerade Polynomen in Q[x] vom Grad kleiner
n und die Multiplikation entspricht einer Polynommultiplikation mit anschlie-
ßender Reduktion modulo des Ko¨rperpolynoms. Fu¨r zwei algebraische Zahlen
α = a0 + a1x+ · · ·+ an−1xn−1 und β = b0 + b1x+ · · ·+ bn−1xn−1 gilt also:
α · β = (a0 + a1x+ · · ·+ an−1xn−1) · (b0 + b1x+ · · ·+ bn−1xn−1) mod (f) (2.3)
Um diese Darstellung zu unterstu¨tzen, bietet die Klasse nf base die Kom-
ponente f vom Typ polynomial < bigint > an.
2.1.1. Beispiel
Wir betrachten als fortlaufendes Beispiel den Ko¨rper K := Q(
√−2 + √5).
Dieser wird durch das Polynom f = x4 − 6 ∗ x2 + 49 beschrieben.
Allgemeiner kann man zusa¨tzlich eine Transformationsmatrix T ∈ GL(n,Q)
angeben, so dass fu¨r die verwendete Basis (ω1, . . . , ωn) gilt:
(ω1, . . . , ωn) = (1, x, x2, . . . , xn−1) · T.
In dieser Art la¨sst sich insbesondere eine ZZ–Basis fu¨r jede Ordnung angeben.
Zieht man den Hauptnenner der Eintra¨ge in der Transformationsmatrix nach
vorne, so entha¨lt die Matrix selbst nur noch ganzzahlige Eintra¨ge. Die Multipli-
kation wird dann etwas komplizierter, zwei Zahlen α = a1ω1 + · · ·+ anωn und
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β = b1ω1 + · · ·+ bnωn werden nun wie folgt multipliziert: Zuna¨chst transformie-
ren wir mittels T die beiden Zahlen auf eine Darstellung bezu¨glich der Basis
(1, x, x2, . . . , xn−1), diese multiplizieren wir wie schon gesehen und erhalten ein
modulo f reduziertes Polynom:
γ′ = c0 + c1x+ · · ·+ cn−1xn−1
=
(
(1, x, x2, . . . , xn−1) · T · (a1, . . . , an)T
) ·(
(1, x, x2, . . . , xn−1) · T · (b1, . . . , bn)T
)
. (2.4)
Das gesuchte Produkt von α und β bzgl. der gewu¨nschten Basis erhalten wir
dann als
γ = (ω1, . . . , ωn) · T−1 · (c0, . . . , cn−1)T . (2.5)
Diese Darstellung wird mit den Komponenten den vom Typ bigint und
base vom Typ matrix<bigint> unterstu¨tzt, die den Hauptnenner und die
entsprechende ganzzahlige Matrix enthalten. Dabei benutzen wir die Kon-
vention, dass wir die Einheitsmatrix ku¨rzer durch eine leere Matrix darstel-
len. Dadurch erreichen wir einen besonders einfachen Test darauf, ob bereits
(1, x, x2, . . . , xn−1) die Basis ist. Da dieser Fall in unseren Routinen stets eine
Sonderbehandlung erfa¨hrt, sparen wir mit diesem kleinen Trick Rechenzeit und
Speicherplatz.
2.1.2. Beispiel
Wenn wir in unserem Beispiel etwa mit der Gleichungsordnung O := ZZ[√−2+√
5] starten, dann ist ∆O = 20070400 = 214 · 52 · 72. Bei der Berechnung der
Maximalordnung mit den Methoden, die wir am Ende des Kapitels beschreiben
werden, zeigt sich dann, dass gilt: [OK : O] = 112 = 24 · 7, also ergibt sich
∆K = 1600. Dabei wird OK als ZZ–Modul von den Elementen ω1 = 1, ω2 =
(
√−2 +√5), ω3 = 3/4 + 1/2(
√−2 +√5) + 1/4(√−2 +√5)2 und ω4 = 1/4 +
1/28(
√−2 + √5) + 1/4(√−2 + √5)2 + 1/28(√−2 + √5)3) erzeugt, kann also
mittels den= 28 und
base =

28 0 21 7
0 28 14 1
0 0 7 7
0 0 0 1

dargestellt werden.
Diese Repra¨sentation ist dann sehr gut geeignet, wenn man in der Glei-
chungsordnung rechnet. Vermutlich bewa¨hrt sich diese Darstellung in der Pra-
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xis auch fu¨r Transformationsmatrizen mit ”kleinen“ Eintra¨gen, dies haben wir
allerdings nicht weiter untersucht. In der praktischen Anwendung haben wir
na¨mlich das Problem, dass wir neben der Matrix T selbst auch die Matrix
T−1 beno¨tigen, die schlimmstenfalls Eintra¨ge der n-fachen La¨nge der originalen
Matrix hat, so dass die theoretischen Laufzeit- und Platzabscha¨tzungen zu-
mindest nicht besser sind, als fu¨r die zweite Darstellungsmethode, der wir uns
sogleich zuwenden wollen. Der Vorteil dieser Darstellung liegt darin, dass es
Algorithmen gibt, deren Effizienz wesentlich gesteigert werden kann, wenn das
Ko¨rperpolynom bekannt ist: Im Falle der Maximalordnungsberechnung kann
man etwa den Dedekind–Test anwenden, wenn man das Ko¨rperpolynom kennt
(vgl. Satz 2.5.4), und im Falle der Zerlegung von Primzahlen in Primideale kann
man die Faktorisierung des Ko¨rperpolynoms modulo einer Primzahl benutzen
(vgl. Satz 4.2.1).
Darstellung mittels der Multiplikationstafel
Eine alternative Darstellungsmethode, die sta¨rker die Multiplikation von zwei
Basiselementen in den Vordergrund stellt, beruht darauf, eine sogenannte Mul-
tiplikationstafel zu speichern. In (2.2) mu¨ssen wir nur wissen, was das Produkt
von je zwei Basiselementen ist. Daher berechnen wir Zahlen wijk aus ZZ mit
ωiωj =
n∑
k=1
wijkωk. (2.6)
Diese Werte speichern wir in einer Tabelle, der sogenannten Multiplikationstafel,
mit deren Hilfe wir nun multiplizieren ko¨nnen, (2.2) vereinfacht sich dann zu
α · β =
n∑
k=1
 n∑
i=1
n∑
j=1
aibjwijk
ωk. (2.7)
Die Multiplikationstafel kann man wie in (2.3) bzw. (2.4) und (2.5) gesehen
aus der vorangegangenen Darstellung einer Basis konstruieren, Wenn wir es
mit einer Ordnung zu tun haben, muss das Produkt zweier Elemente wieder
eine ZZ−Linearkombination der Basisvektoren ergeben, daher sind in diesem
Fall die Eintra¨ge dieser Tabelle ganze Zahlen. Der Einfachheit halber verlangen
wir, dass auch jeder Zahlko¨rper durch eine Basis dargestellt wird, die in der
Multiplikationstafel die Verwendung ganzer Zahlen erlaubt. Diese Multiplika-
tionstafel ist offensichtlich abha¨ngig von der Wahl der Basis, daher definieren
wir:
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2.1.3. Definition
Sei Ω = (ω1, . . . , ωn) eine ZZ–Basis einer Ordnung O. Dann bezeichnen wir
mit MT(Ω) := (wijk)1≤i,j,k≤n gema¨ß (2.6) die Multiplikationstafel zu dieser
Basis. Mit |MT(Ω)| bezeichnen wir den Betrag des betragsgro¨ßten Eintrags in
der Multiplikationstafel.
Schließlich ist es auch mo¨glich, aus solch einer Multiplikationstafel ein irre-
duzibles Polynom zu konstruieren, so dass die Gleichungsordnung, die zu diesem
Polynom geho¨rt und die Ordnung, zu der die Multiplikationstabelle geho¨rt,
denselben Quotientenko¨rper haben. Dies ist in [Nei94], Kapitel 4 ausfu¨hrlich
beschrieben.
Die Multiplikationstafel wird in der Komponente table der Klasse nf base
gespeichert. Hierbei beachte man, dass nur die wijk mit i ≥ j gespeichert wer-
den, da aufgrund der Kommutativita¨t der Multiplikation wijk = wjik gilt. Dabei
legen wir willku¨rlich fest, dass wijk an Position (
i(i−1)
2 +j−1, k−1) der Variablen
table vom Typ matrix <bigint> gespeichert wird.
In unserer Implementierung ko¨nnen wahlweise entweder nur die Multipli-
kationstafel oder nur das Polynom (und optional die Transformationsmatrix)
initialisiert und verwendet werden. Mittels der Funktionen compute base()
bzw. compute table() wird bei Bedarf die jeweils andere Darstellung berech-
net. Falls der verwendete C++ Compiler das ANSI–Schlu¨sselwort mutable un-
terstu¨tzt, wird diese neu berechnete Information jeweils auch abgespeichert,
falls das Schlu¨sselwort noch nicht unterstu¨tzt wird, wird in Funktionen, die die
betreffende Variable nicht a¨ndern du¨rfen, jeweils eine lokale Kopie der Varia-
ble erzeugt, und die Berechnung darauf ausgefu¨hrt. Eine solche Funktion ist
z.B. der Ausgabeoperator, da wir stets eine Darstellung mittels Polynom und
Transformationsmatrix berechnen und ausgeben.
Vergleich der beiden Darstellungen
Wir wollen die Unterschiede und Gemeinsamkeiten der beiden Darstellungsme-
thoden zusammenfassen:
• Die Repra¨sentation mittels Polynom und Transformationsmatrix besteht
aus wenigen Zahlen (n, falls wir keine Transformationsmatrix speichern
mu¨ssen, n2 + n+ 1 sonst). Die Darstellung mit einer Multiplikationstafel
beno¨tigt dagegen 12n
3 + 12n
2 ganze Zahlen.
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• Die Gro¨ße der Eintra¨ge ist in beiden Fa¨llen stark davon abha¨ngig, welche
Basis einer Ordnung bzw. eines Ko¨rpers ausgewa¨hlt wurde.
• Die Addition von zwei Zahlen ist in beiden Fa¨llen gleichermaßen einfach,
denn hierfu¨r genu¨gt ein Koeffizientenvektor, die Basis wird nicht wirklich
beno¨tigt.
• Die Multiplikation von Zahlen aus der Ordnung ist ebenfalls in beiden
Fa¨llen relativ leicht. In der Darstellung mittels einer Multiplikationstafel
kann man einfach (2.7) anwenden, in der Darstellung mittels Polynom und
Transformationsmatrix beno¨tigt man allerdings neben der Polynomarith-
metik in (2.3) bzw. (2.4) vor allem die Inverse der Transformationsmatrix.
Diese muss man entweder jedesmal ausrechnen oder aber abspeichern.
Da die Eintra¨ge in der inversen Matrix jedoch nur mit der Hadamard-
schranke abgescha¨tzt werden ko¨nnen, kann deren Darstellung um einen
Faktor in der Gro¨ßenordnung des Ko¨rpergrads mehr Platz beno¨tigen, als
die Eintra¨ge in der Ausgangsmatrix. Damit macht man mit dem Abspei-
chern aber den Vorteil der Speicherplatzersparnis evtl. wieder zunichte,
und auch der Zeitaufwand steigt unter Umsta¨nden bis auf das Niveau der
Darstellung mittels einer Multiplikationstafel, da zwar weniger arithmeti-
sche Operationen zur Multiplikation beno¨tigt werden, aber evtl. la¨ngere
Zahlen beteiligt sind.
• Ein Test auf Gleichheit ist in der Darstellung mittels Polynom und Trans-
formationsmatrix sehr schwierig, da es viele unterschiedliche Darstellun-
gen dieser Art fu¨r ein– und dieselbe Basis geben kann, die jeweils mit
verschiedenen Polynomen beginnen. Hingegen gibt es eine eineindeutige
Beziehung zwischen Basen und Multiplikationstafeln, so dass in diesem
Falle der Vergleich sehr einfach ist. Allerdings la¨sst sich auch auf diese
Weise nicht testen, ob zwei Basen den gleichen ZZ–Modul erzeugen. Dies
ist nur fu¨r den Sonderfall einer Darstellung mit Polynom und Transfor-
mationsmatrix, bei der ”zufa¨llig“ fu¨r beide Basen das gleiche Polynom
Verwendung findet, einigermaßen effizient mo¨glich.
Darstellung mittels Konjugiertenvektoren
Neben einer Darstellung der Basisvektoren mit einer Transformationsmatrix re-
lativ zur Basis (1, x, x2, . . . , xn−1) ist auch eine Darstellung mittels Konjugier-
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tenvektoren mo¨glich. Dabei betten wir die algebraischen Zahlen homomorph
nach Cn ein, wobei x auf den Vektor bestehend aus allen komplexen Nullstellen
des Minimalpolynoms abgebildet wird. Die Operationen sind dann komponen-
tenweise mo¨glich. Eine etwas detailliertere Abhandlung dieser Darstellung findet
sich z.B. in [Coh95], Kapitel 4.2.4.
2.1.4. Beispiel
Fu¨r die Zahl α = 3 + (
√−2 +√5) ∈ Q(√−2 +√5) erhalten wir den Konjugier-
tenvektor α = (3 +
√
5 +
√
2i, 3 +
√
5−√2i, 3−√5 +√2i, 3−√5−√2i) ∈ C4.
Wenn wir auf die Redundanz verzichten, die sich durch die Aufza¨hlung von
je zwei konjugiert–komplexen Werten ergibt, schreiben wir ku¨rzer: α = (3 +√
5,
√
2, 3−√5,−√2) ∈ IR4.
Der große Nachteil dieser Darstellung besteht in den damit verbundenen
Pra¨zisionsproblemen: Um auch fu¨r Zahlen, die sich als Linearkombination mit
großen Koeffizienten aus den Basiselementen ergeben, korrekte Berechnungen
anstellen zu ko¨nnen, ist eine sehr hohe Pra¨zision bei der Berechnung der Konju-
giertenvektoren no¨tig – damit werden die Berechnungen fu¨r Zahlen mit kleinen
Koeffizienten aber ineffizient.
Daher bietet die Klasse nf base nicht die Mo¨glichkeit, die Konjugiertenvek-
toren als Alternative zu einer der beiden anderen Darstellungen zu benutzten.
Mittels der Konjugiertenvektoren ist es jedoch mo¨glich, eine Basis aus ”kurz-
en“ Elementen zu bestimmen (etwa mittels LLL–Reduktion). Dies erweist sich
in der Praxis ha¨ufig als nu¨tzlich, manchmal sogar als notwendig – etwa um
eine kurze Darstellung einer Ordnung zu berechnen, vgl. [Nei94]. Daher bie-
tet unsere Implementierung die Mo¨glichkeit, in der Komponente conjugates
vom Typ bigfloat matrix zusa¨tzlich die Konjugiertenvektoren zu speichern.
Diese werden, sobald sie zum ersten Mal beno¨tigt werden, mittels der Funk-
tion compute conjugates berechnet. Diese Funktion berechnet zuna¨chst die
komplexen Nullstellen des Ko¨rperpolynoms, welches im Bedarfsfall mittels
compute base bestimmt werden kann. Diese Nullstellen werden in willku¨rlicher
Reihenfolge angeordnet, wobei allerdings erst alle reellen Nullstellen aufgeza¨hlt
werden und dann jeweils ein Vertreter eines jeden Paares aus komplexer und
konjugiert-komplexer Nullstelle, so dass wir einen Vektor der Form (1.1) erhal-
ten, also in der Form
α = (σ1(α), . . . , σr(α),
<(σr+1(α)),=(σr+1(α)), . . . ,<(σr+n−r
2
(α)),=(σr+n−r
2
(α)))T ∈ IRn,
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Damit ist nun die Reihenfolge der Einbettungen festgelegt und wir ko¨nnen
die Konjugiertenvektoren der Potenzen von α bestimmen. Dann ko¨nnen wir
die Transformationsmatrix base anwenden, um die Konjugiertenvektoren der
gewu¨nschten Basis des Ko¨rpers zu erhalten.
Damit sieht die Klasse nf base nun wie folgt aus:
class nf_base{
// The classes allowed to change bases get
// immediate access. They need to do all the
// work, since otherwise reference counting gets
// difficult. So everything is private, since
// nobody is allowed to explicitly use this class!
friend class number_field; // Those need access to all
friend class order; // information of class nf_base.
friend class alg_number; // Those need access only to
friend class module; // the variable "current_base".
friend class alg_ideal;
friend class prime_ideal;
// Additional friend functions:
friend bool operator ==(const number_field &,
const number_field &);
friend ostream& operator<<(ostream&, const number_field&);
friend istream& operator>>(istream&, number_field&);
friend const bigint & disc(const order & O); // discriminant
friend ostream& operator<<(ostream &, const order &);
friend istream& operator>>(istream &, order &);
friend void multiply(alg_number &, const alg_number &,
const alg_number &);
friend bigint_matrix rep_matrix(const alg_number &);
friend istream& operator>>(istream &, alg_number &);
friend istream& operator>>(istream &, module &);
static nf_base * current_base; // Default nf_base
static nf_base * dummy_base; // Dummy nf_base
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int references; // How many objects
// use this base.
mutable polynomial <bigint> f; // the irreducible polynomial
mutable lidia_size_t real_roots; // number of real roots
mutable bigint_matrix base;
mutable bigint den;
mutable math_matrix <bigint> table; // multiplication table
// Internal information, that is frequently needed
// and therefore stored with the order, as soon,
// as it is computed:
mutable math_vector <bigint> One; // Representation of 1
bigfloat_matrix conjugates; // column i contains conjugates
// of w_i (0 <= i < degree().
// Functions for checking, what is already computed:
bool table_computed() const;
void compute_table() const;
bool base_computed() const;
void compute_base() const;
void compute_conjugates();
// whether to use MT or polynomial for multiplying.
bool using_necessary() const;
const bigfloat & get_conjugate(lidia_size_t, lidia_size_t);
const bigfloat_matrix & get_conjugates();
const polynomial <bigint> & which_polynomial() const;
lidia_size_t degree() const;
// Constructor and Destructor
nf_base():references(0), f(), real_roots(0), base(),
den(1), table(), One(), conjugates() {} // Do nothing.
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~nf_base(){} // Just call member destructors.
// Default copy constructor and assignment are OK.
void assign(const nf_base&);
// Input and output are used by number_field and order!
friend ostream&
operator<<(ostream&, const nf_base&); // read/write the
friend istream&
operator>>(istream&, nf_base&); // polynomial/trafo
public:
const math_vector <bigint> & get_one() const;
void dec_ref();
void inc_ref();
};
Besondere Beachtung verdient die Tatsache, dass diese Klasse fast voll-
kommen vom Anwender isoliert ist, und insbesondere Konstruktor und De-
struktor nur von den Konstruktoren bzw. Destruktoren der Klassen order und
number field aufgerufen werden. Die Ein- und Ausgabe ist vollsta¨ndig in der
Klasse nf base konzentriert und die Klassen order und number field rufen
diese Funktionen lediglich auf.
2.2 Polynomarithmetik in LiDIA
Wir haben bereits gesehen, dass die Polynomarithmetik eine wichtige Grundla-
ge fu¨r das Rechnen in algebraischen Zahlko¨rpern bildet. In erster Linie beno¨ti-
gen wir dabei Polynome u¨ber ZZ. Mit diesen lassen sich einerseits algebraische
Zahlko¨rper darstellen. Daneben kann man sie aber auch zur Repra¨sentation
von Zahlen aus einer Gleichungsordnung benutzen bzw. fu¨r algebraische Zahlen
allgemein, wenn man einen evtl. Nenner getrennt behandelt.
Zur Berechnung der komplexen Einbettungen (Definition 1.1.3) eines alge-
braischen Zahlko¨rpers mu¨ssen wir natu¨rlich komplexe Nullstellen eines Poly-
noms berechnen ko¨nnen. Dabei bietet es sich an, diese Algorithmen gleich in
voller Allgemeinheit fu¨r Polynome mit komplexen Koeffizienten zu implemen-
tieren.
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Im Vorgriff auf die spa¨tere Verwendung, weisen wir darauf hin, dass wir zur
Berechnung von Primidealen (Satz 4.2.1) ganzzahlige Polynome auch modulo
einer Primzahl p faktorisieren mu¨ssen.
Im folgenden wollen wir nun unsere Implementierung beschreiben. Dabei
stellen wir die Klassenhierarchie von der Basisklasse base polynomial < T >
u¨ber die Klasse field polynomial < T > bis hin zur allgemeinen Interface-
Klasse polynomial < T > dar und gehen dann insbesondere auf die Speziali-
sierungen von polynomial < T > fu¨r bigint und bigcomplex ein.
Um die Wiederverwendbarkeit zu gewa¨hrleisten, bot es sich an, Polynome in
einer Vererbungshierarchie von Template–Klassen zu realisieren. Dabei gibt es
zuna¨chst eine Klasse base polynomial, die die Basisoperationen fu¨r Polynome,
also Addition, Subtraktion, Multiplikation und Zugriff auf die Koeffizienten zur
Verfu¨gung stellt. Die Datenstruktur und der Funktionsumfang dieser Klasse
werden durch den folgenden Code beschrieben. Dabei ist coeff das Array von
Koeffizienten, coeff[i] repra¨sentiert den Koeffizienten von xi und deg ist der
Grad des Polynoms. Das Nullpolynom stellen wir mit Grad −1 und einem
Nullpointer fu¨r coeff dar.
template < class T > class base_polynomial
{
protected:
/**
** base_polynomial<T> a = c[0] + c[1]*X + ... + c[deg]*X^deg
**/
T * coeff;
lidia_size_t deg;
void copy_data(T * d, const T * vd, lidia_size_t al);
public:
/**
** constructors and destructor
**/
base_polynomial();
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base_polynomial(const T & x);
base_polynomial(const T * v, lidia_size_t d);
base_polynomial(const base_vector < T > v);
base_polynomial(const base_polynomial < T > &p);
~base_polynomial();
/**
** friend functions
**/
/** comparisons **/
friend bool operator == (const base_polynomial < T > &a,
const base_polynomial < T > &b);
friend bool operator != (const base_polynomial < T > &a,
const base_polynomial < T > &b);
T lead_coeff() const;
friend T lead_coeff(const base_polynomial < T > &a);
T const_term() const;
friend T const_term(const base_polynomial < T > &a);
/**
** member functions
**/
void remove_leading_zeros();
int set_data ( const T * d, lidia_size_t l );
T* get_data () const;
lidia_size_t degree() const;
void set_degree(lidia_size_t);
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bool is_zero() const;
bool is_one() const;
bool is_x() const;
/**
** assignment
**/
void assign(const T &);
base_polynomial < T > &
operator = (const T &a);
void assign(const base_polynomial < T > &);
base_polynomial < T > &
operator = (const base_polynomial < T > &a);
void assign_zero();
void assign_one();
void assign_x();
friend void swap(base_polynomial < T > &a,
base_polynomial < T > &b);
/**
** operator overloading
**/
T & operator[] (lidia_size_t i) const;
T operator() (const T & value) const;
/**
** arithmetic procedures
**/
friend void negate(base_polynomial < T > & c,
const base_polynomial < T > &a);
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friend void add(base_polynomial < T > & c,
const base_polynomial < T > & a,
const base_polynomial < T > & b);
friend void add(base_polynomial < T > & c,
const base_polynomial < T > & a,
const T & b);
friend void add(base_polynomial < T > & c,
const T & b,
const base_polynomial < T > & a);
friend void subtract(base_polynomial < T > & c,
const base_polynomial < T > & a,
const base_polynomial < T > & b);
friend void subtract(base_polynomial < T > & c,
const base_polynomial < T > & a,
const T & b);
friend void subtract(base_polynomial < T > & c,
const T & b,
const base_polynomial < T > & a);
friend void multiply(base_polynomial < T > & c,
const base_polynomial < T > & a,
const base_polynomial < T > & b);
friend void multiply(base_polynomial < T > & c,
const base_polynomial < T > & a,
const T & b);
friend void multiply(base_polynomial < T > & c,
const T & b,
const base_polynomial < T > & a);
friend void power(base_polynomial < T > & c,
const base_polynomial < T > & a,
const bigint & b);
/**
** operator overloading
**/
friend base_polynomial < T >
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operator - (const base_polynomial < T > &a);
friend base_polynomial < T >
operator + (const base_polynomial < T > &a,
const base_polynomial < T > &b);
friend base_polynomial < T >
operator + (const base_polynomial < T > & a,
const T & b);
friend base_polynomial < T >
operator + (const T & b,
const base_polynomial < T > & a);
friend base_polynomial < T >
operator - (const base_polynomial < T > &a,
const base_polynomial < T > &b);
friend base_polynomial < T >
operator - (const base_polynomial < T > &a,
const T &b);
friend base_polynomial < T >
operator - (const T &a,
const base_polynomial < T > &b);
friend base_polynomial < T >
operator * (const base_polynomial < T > &a,
const base_polynomial < T > &b);
friend base_polynomial < T >
operator * (const base_polynomial < T > &a,
const T &b);
friend base_polynomial < T >
operator * (const T &b,
const base_polynomial < T > &a);
base_polynomial < T > &
operator += (const base_polynomial < T > &a);
base_polynomial < T > &
operator += (const T &a);
base_polynomial < T > &
operator -= (const base_polynomial < T > &a);
base_polynomial < T > &
operator -= (const T &a);
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base_polynomial < T > &
operator *= (const base_polynomial < T > &a);
base_polynomial < T > &
operator *= (const T &a);
/**
** functions
**/
friend void derivative(base_polynomial < T > &c,
const base_polynomial < T > &a);
friend base_polynomial < T >
derivative(const base_polynomial < T > & a);
/**
** input / output
**/
friend istream & operator >> (istream &s,
base_polynomial < T > &c);
istream & read_verbose(istream &);
friend ostream & operator << (ostream &s,
const base_polynomial < T > &a);
};
Die Funktionsnamen in diesem Codefragment sind im wesentlichen selbster-
kla¨rend, wie es der Philosophie von LiDIA entspricht. Dabei sind, was den Funk-
tionsumfang betrifft, die Funktionen negate, add, subtract und multiply ei-
gentlich u¨berflu¨ssig, ebenso wie in anderen LiDIA–Klassen dienen sie allerdings
zur Vermeidung unno¨tiger Kopieraktionen, die z.B. bei der Addition mehr als
50 Prozent der Laufzeit ausmachen ko¨nnen, wenn man statt add(c,a,b) die
Version c=a+b verwendet.
Da in unserem Kontext typischerweise Polynome von kleinem Grad auftre-
ten, ist es hinreichend, zur Implementierung der Funktionen die Standardalgo-
rithmen zu verwenden, da sich z.B. Algorithmen zur schnellen Multiplikation,
wie sie etwa in [CK91] beschrieben werden, erst fu¨r vergleichsweise großen Grad
lohnen.
Zusa¨tzlich haben wir von dieser Klasse die Klasse field polynomial abge-
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leitet, die Operationen wie Division und symbolische Integration zur Verfu¨gung
stellt, die nur u¨ber Ko¨rpern wohldefiniert sind. Diese ist wie folgt realisiert:
template < class T >
class field_polynomial: public base_polynomial < T >
{
public:
/**
** constructors and destructor
**/
field_polynomial():
base_polynomial < T > (){}
field_polynomial(T x):
base_polynomial < T > (x){}
field_polynomial(const T * v, lidia_size_t d):
base_polynomial < T > (v,d){}
field_polynomial(const base_vector < T > v):
base_polynomial < T > (v){}{}
field_polynomial(const base_polynomial < T > &p):
base_polynomial < T > (p){}
~field_polynomial(){}
field_polynomial < T > &
operator = (const base_polynomial < T > &a);
/**
** Division and related stuff
**/
friend void div_rem(field_polynomial < T > &,
field_polynomial < T > &,
const base_polynomial < T > &,
const base_polynomial < T > &);
friend void divide(field_polynomial < T > & c,
const base_polynomial < T > & a,
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const T & b);
friend void divide(field_polynomial < T > & q,
const base_polynomial < T > & a,
const base_polynomial < T > & b);
friend void remainder(field_polynomial < T > & r,
const base_polynomial < T > & a,
const base_polynomial < T > & b);
friend void power_mod(field_polynomial < T > & c,
const base_polynomial < T > & a,
const bigint & b,
const base_polynomial < T > & f);
field_polynomial < T > &
operator /= (const base_polynomial < T > &a);
field_polynomial < T > &
operator /= (const T &a);
field_polynomial < T > &
operator %= (const base_polynomial < T > &a);
friend void integral(field_polynomial < T > &c,
const base_polynomial < T > &a);
friend void gcd(field_polynomial < T > &d,
const base_polynomial < T > &aa,
const base_polynomial < T > &bb);
friend void xgcd(field_polynomial < T > &d,
field_polynomial < T > &x,
field_polynomial < T > &y,
const base_polynomial < T > &aa,
const base_polynomial < T > &bb);
};
Die Datenstruktur bleibt im Vergleich zu base polynomial somit also un-
vera¨ndert, Konstruktoren und Destruktoren rufen lediglich die entsprechen-
den Methoden von base polynomial auf, und die Funktionalita¨t wird etwas
erweitert. Dabei fa¨llt auf, dass der Divisionsoperator nicht implementiert ist
und das einige Funktionen, die ein field polynomial zuru¨ckgeben sollten, feh-
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len. Dies ist darauf zuru¨ckzufu¨hren, dass dieser Operator sinnvollerweise ein
field polynomial zuru¨ckgeben sollte, gleichzeitig aber fu¨r Polynome u¨ber den
ganzen Zahlen dieser Operator sinnvollerweise mit Pseudo–Division verknu¨pft
wird, die aber offensichtlich kein field polynomial<bigint> zuru¨ckgeben
kann, da die ganzen Zahlen keinen Ko¨rper bilden. Dabei treten bei verschie-
denen Compilern unterschiedliche Fehler zu Tage, die dazu fu¨hren, dass die
Version des Codes, die von gcc-2.7.x u¨bersetzt werden kann, von Visual C++
5.0 als fehlerhaft zuru¨ckgewiesen wird und umgekehrt. Bei den restlichen feh-
lenden Funktionen tritt dasselbe Problem mit den Ru¨ckgabetypen auf. Diese
Einschra¨nkungen sind jedoch relativ harmlos, wie wir sogleich sehen werden.
Entsprechend der mathematischen Notation, wo man einfach R[X] fu¨r den
Polynomring mit Koeffizienten aus R schreibt, bieten wir ein zusa¨tzliches In-
terface zu den Polynomklassen, das die Unterscheidung nach base polynomial
und field polynomial automatisch vornimmt. Damit kann der Benutzer ein-
fach polynomial<T> schreiben. Die Klasse polynomial erbt einfach von der
Klasse base polynomial und bietet zuna¨chst keine zusa¨tzliche Funktiona-
lita¨t. Allerdings gibt es fu¨r die in unserem Kontext relevanten Typen geeig-
nete Spezialisierungen dieser Klasse, die dann von field polynomial statt
base polynomial erben und/oder zusa¨tzliche Operationen anbieten. So ist z.B.
polynomial<bigint> eine Spezialisierung von base polynomial<bigint>,
die zusa¨tzlich Funktionen fu¨r die Faktorisierung modulo Primzahlen sowie Rou-
tinen, die auf Pseudo–Division basieren (Division mit Rest und ggT bzw. er-
weiterter ggT), zur Verfu¨gung stellt. Daneben bietet diese Spezialisierung auch
Cast–Operatoren an, die ein Polynom u¨ber ZZ in ein Polynom u¨ber Q, IR oder
C konvertieren. Dadurch wird es mo¨glich, ohne weitere Komplikationen, genau
wie man es aus der Mathematik gewohnt ist, ein Polynom mit ganzzahligen Ko-
effizienten mit einem Polynom mit reellen Koeffizienten zu multiplizieren oder
die komplexen Nullstellen eines solchen Polynoms zu berechnen. Im folgenden
geben wir nun die Deklaration der Klasse polynomial<bigint> wieder:
class polynomial <bigint>: public base_polynomial <bigint>
{
public:
/**
** constructors and destructor
**/
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polynomial():
base_polynomial <bigint> (){}
polynomial(bigint x):
base_polynomial <bigint> (x){}
polynomial(const bigint * v, lidia_size_t d):
base_polynomial <bigint> (v,d){}
polynomial(const base_vector <bigint> v):
base_polynomial <bigint> (v){}
polynomial(const base_polynomial <bigint> &p):
base_polynomial <bigint> (p){}
polynomial(const polynomial <bigint> &p):
base_polynomial <bigint> (p){}
~polynomial(){}
polynomial <bigint> &
operator = (const base_polynomial <bigint> &a);
polynomial <bigint> &
operator = (const polynomial <bigint> &a);
/**
** Cast operators:
**/
operator base_polynomial<bigrational>() const;
operator base_polynomial<bigfloat>() const;
operator base_polynomial<bigcomplex>() const;
/**
** Pseudo - division and related stuff
**/
friend void div_rem(polynomial <bigint> &q,
polynomial <bigint> &r,
const base_polynomial <bigint> &a,
const base_polynomial <bigint> &b);
friend void divide(polynomial <bigint> & c,
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const base_polynomial <bigint> & a,
const bigint & b);
friend void divide(polynomial <bigint> & q,
const base_polynomial <bigint> & a,
const base_polynomial <bigint> & b);
friend void remainder(polynomial <bigint> & r,
const base_polynomial <bigint> & a,
const base_polynomial <bigint> & b);
friend void remainder(polynomial <bigint> & c,
const base_polynomial <bigint> & a,
const bigint & b);
friend void power_mod(polynomial <bigint> & c,
const base_polynomial <bigint> & a,
const bigint & b,
const base_polynomial <bigint> & f);
friend polynomial <bigint>
operator / (const base_polynomial <bigint> &a,
const base_polynomial <bigint> &b);
friend polynomial <bigint>
operator / (const base_polynomial <bigint> &a,
const bigint & b);
friend polynomial <bigint>
operator % (const base_polynomial <bigint> &a,
const base_polynomial <bigint> &b);
friend polynomial <bigint>
operator % (const base_polynomial <bigint> &a,
const bigint &b);
polynomial <bigint> &
operator /= (const base_polynomial <bigint> &a);
polynomial <bigint> &
operator /= (const bigint &a);
polynomial <bigint> &
operator %= (const bigint &b);
polynomial <bigint> &
operator %= (const base_polynomial <bigint> &a);
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/**
** Gcd’s and related stuff, i.e. content and primitive part.
**/
friend bigint cont(const base_polynomial <bigint> &a);
friend polynomial <bigint>
pp(const base_polynomial <bigint> &a);
friend polynomial <bigint>
gcd(const base_polynomial <bigint> &aa,
const base_polynomial <bigint> &bb);
friend polynomial <bigint>
xgcd(polynomial <bigint> &x,
polynomial <bigint> &y,
const base_polynomial <bigint> &aa,
const base_polynomial <bigint> &bb);
/**
** Number of real roots
**/
friend lidia_size_t
no_of_real_roots(const base_polynomial<bigint>& poly_T);
};
/**
** Resultant and Discriminant
**/
bigint resultant(const polynomial <bigint> &aa,
const polynomial <bigint> &bb);
bigint discriminant(const polynomial <bigint> &a);
Fu¨r die Koeffizientenbereiche Q und IR und C bietet die Klasse polynomial
jeweils Spezialisierungen der Klasse field polynomial sowie Cast–Operatoren.
Fu¨r C gibt es insbesondere die Mo¨glichkeit komplexe Nullstellen eines Poly-
noms zu berechnen. Der Algorithmus zur Nullstellenberechnung basiert auf der
Newton–Iteration. Die Implementierung folgt im wesentlichen der Beschreibung
in [Coh95], Kapitel 3.6.3. Wegen der großen A¨hnlichkeit dieser drei Spezia-
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lisierungen, wollen wir exemplarisch nur die interessanteste, na¨mlich die fu¨r
bigcomplex herausgreifen.
class polynomial <bigcomplex>:
public field_polynomial <bigcomplex>
{
public:
polynomial():
field_polynomial <bigcomplex> (){}
polynomial(bigcomplex x):
field_polynomial <bigcomplex> (x){}
polynomial(const bigcomplex * v, lidia_size_t d):
field_polynomial <bigcomplex> (v,d){}
polynomial(const base_vector <bigcomplex> v):
field_polynomial <bigcomplex>(v){}
polynomial(const base_polynomial <bigcomplex> &p):
field_polynomial <bigcomplex> (p){}
~polynomial(){}
polynomial <bigcomplex> &
operator = (const base_polynomial <bigcomplex> &a);
friend bigcomplex root(const base_polynomial <bigcomplex> &,
const bigcomplex &);
friend void cohen(const base_polynomial <bigcomplex> &,
bigcomplex *, int, int &);
friend void roots(const base_polynomial <bigcomplex> &,
bigcomplex *);
friend bigcomplex
integral(const bigfloat &, const bigfloat &,
const base_polynomial <bigcomplex> &);
friend polynomial < bigcomplex >
operator / (const base_polynomial < bigcomplex > &a,
const base_polynomial < bigcomplex > &b);
friend polynomial < bigcomplex >
operator / (const base_polynomial < bigcomplex > &a,
const bigcomplex & b);
friend polynomial < bigcomplex >
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operator % (const base_polynomial < bigcomplex > &a,
const base_polynomial < bigcomplex > &b);
friend polynomial < bigcomplex >
integral(const base_polynomial < bigcomplex > & a);
friend polynomial < bigcomplex >
gcd(const base_polynomial < bigcomplex > &aa,
const base_polynomial < bigcomplex > &bb);
friend polynomial < bigcomplex >
xgcd(polynomial < bigcomplex > &x,
polynomial < bigcomplex > &y,
const base_polynomial < bigcomplex > &aa,
const base_polynomial < bigcomplex > &bb);
};
An diesem Codefragment erkennt man insbesondere, dass hier nun die Funk-
tionen realisiert wurden, die wir eben in der Klasse field polynomial ver-
misst haben. Ihre Implementierung besteht dabei jeweils aus einer einzeiligen
Inline–Funktion, allerdings mu¨ssen aufgrund der fehlerhaften Compiler diese
wenigen Zeilen nun in jeder Spezialisierung hinzugefu¨gt werden, statt diese nur
einmal fu¨r die Klasse field polynomial schreiben zu ko¨nnen. Nun ko¨nnen
z.B. einheitlich alle Divisionsoperatoren, insbesondere sowohl derjenige fu¨r
polynomial<bigint> als auch derjenige fu¨r polynomial<bigcomplex> ein
polynomial zuru¨ckgeben, so dass das urspru¨ngliche Compiler–Problem nicht
mehr auftritt.
Zusammenfassend ergibt sich fu¨r die Polynome die Vererbungsstruktur aus
Abbildung 2.1, in der ein Pfeil von einer Klasse A zu einer Klasse B anzeigt,
dass Klasse A von Klasse B abgeleitet ist.
Neben den damit zur Verfu¨gung gestellten Algorithmen beno¨tigen wir zur
Zerlegung von Primzahlen in Primideale und fu¨r den Dedekind–Test auch noch
Algorithmen zur Zerlegung von Polynomen u¨ber IFp in irreduzible Faktoren.
Diese wurden von Thomas Pfahler in der Klasse Fp polynomial implementiert
(siehe [Pfa98]). Dabei wurden die Algorithmen und Faktorisierungsstrategien
zwar vorwiegend fu¨r große Primzahlen und große Polynomgrade optimiert, die
Geschwindigkeit ist jedoch auch in unserem Zusammenhang noch akzeptabel.
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polynomial<T> polynomial<bigint>
extra functions extra functions
polynomial<bigcomplex>
base_polynomial field_polynomial
polynomial<bigfloat>
Abbildung 2.1: Die Vererbungstruktur der Polynomklassen in LiDIA.
Diese Klasse arbeitet mit modularer Arithmetik auf bigints und implemen-
tiert insbesondere auch schnelle Multiplikationsverfahren (FFT), so dass sie
unabha¨ngig neben den anderen Polynomklassen steht, jedoch dieselbe Schnitt-
stelle anbietet.
2.3 Algebraische Zahlen
Nun wollen wir uns der Darstellung algebraischer Zahlen zuwenden. In diesem
Abschnitt wollen wir zeigen, wie Elemente von Zahlko¨rpern und Ordnungen (im
Rechner) dargestellt werden, und wollen darstellen, wie die Arithmetik imple-
mentiert ist. Dies ergibt sich dabei im wesentlichen schon aus der Darstellung
der Klasse nf base. Insbesondere werden wir auf die Division sowie die Berech-
nung von Norm und Spur eingehen.
Wir fixieren also eine Q–Basis ω1, . . . , ωn eines algebraischer Zahlko¨rpers
entsprechend einem Objekt aus der Klasse nf base. Dann ko¨nnen wir eine Zahl
aus diesem Zahlko¨rper einfach mittels seiner Koeffizienten bzgl. der Basis dar-
stellen, d.h. eine algebraische Zahl wird durch einen Vektor (a1, . . . , an) ∈ Qn
gegeben und dieser stellt die Zahl α =
∑n
i=1 aiωi dar. In der Praxis ziehen
wir noch einen Hauptnenner aus dem Vektor heraus, und stellen die Zahl als
α = 1d
∑n
i=1 a
′
iωi mit d, a
′
1, . . . , a
′
n ∈ ZZ, ggT(d, a′1, . . . , a′n) = 1 dar, fu¨r die Re-
pra¨sentation im Rechner benutzen wir dann das Tupel (d; a′1, . . . , a′n) ∈ ZZn+1.
Dies hat den Vorteil, dass wir bei allen Operationen Arithmetik u¨ber ZZ ver-
wenden ko¨nnen, aber den Nachteil, dass die Zahlen gro¨ßer sind, da nicht jede
Komponente des Vektors einzeln geku¨rzt werden kann. Da jedoch u¨ber ZZ der
chinesische Restsatz fu¨r kompliziertere Berechnungen angewandt werden kann,
44 2. Zahlko¨rper, Ordnungen und ihre Elemente
u¨berwiegt nach unserer Erfahrung der Vorteil.
Eine Objekt der Klasse alg number in LiDIA besteht daher neben dem Ver-
weis auf die Basis ω1, . . . , ωn in Form eines nf base * aus einem Koeffizien-
tenvektor coeff vom Typ math vector<bigint> und einem Nenner den vom
Typ bigint. Die Implementierung der Grundoperationen fu¨r algebraische Zah-
len folgt der obigen Beschreibung, zur Multiplikation dient dabei entweder (2.3)
oder (2.7), wobei im Falle, dass die Basis durch ein Polynom und die zugeho¨rige
Transformationsmatrix gegeben ist, zuna¨chst die Multiplikationstafel berechnet
wird. Zur Division und fu¨r einige weitere Berechnungen benutzen wir einen klei-
nen Trick, mit dem sich Pra¨zisionsprobleme umgehen lassen. Diesen wollen wir
nun na¨her betrachten. Wir benutzen die sogenannte Darstellungsmatrix Mα
einer algebraischen Zahl α, d.h. die Matrix, die den Homomorphismus ”Multi-
plikation mit α“ darstellt. Dabei nehmen wir ohne Einschra¨nkung an, dass der
Nenner in der Darstellung der Zahl 1 ist, so dass wir eine ganzzahlige Matrix
erhalten (Ein Nenner, der verschieden von 1 ist, la¨sst sich leicht durch eine
geeignete Vor- bzw. Nachberechnung verarbeiten: Bei der Division ko¨nnen wir
zum Beispiel das Ergebnis durch den Nenner des Dividenden teilen und mit
dem Nenner des Divisors multiplizieren).
Die Matrix Mα hat die Eigenschaft, dass das charakteristische Polynom
der Matrix gleich dem charakteristischen Polynom der Zahl α im Sinne von
Definition 1.1.5 ist. Damit lassen sich Norm und Spur einer algebraischen Zahl
als Determinante bzw. Spur einer ganzzahligen Matrix berechnen. Die Divi-
sion algebraischer Zahlen kann nun durch das Lo¨sen eines Gleichungssystems
erfolgen: Zur Berechnung von x := αβ ist es ausreichend, die Matrix Mβ zu
bestimmen und das System Mβx = α u¨ber Q zu lo¨sen. In der Praxis berech-
net man dabei eine Lo¨sung von Mβx = det(Mβ)α u¨ber ZZ und dividiert dann
durch det(Mβ). Dabei ist zu beachten, dass es bei Verwendung des chinesischen
Restsatzes ausreicht, det(Mβ) jeweils modulo der gerade aktuellen Primzahl zu
bestimmen. Dies kann wa¨hrend des eigentlichen Lo¨sens passieren, so dass kein
Overhead durch die Determinantenberechnung entsteht.
Damit ergibt sich die folgende Klassendefinition:
class alg_number{
bigint den;
math_vector <bigint> coeff;
nf_base * O;
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public:
// Constructors & destructor:
alg_number(const nf_base * O1 = nf_base::current_base);
alg_number(const bigint &,
const nf_base * O1 = nf_base::current_base);
alg_number(const base_vector <bigint> &, const bigint & i,
const nf_base * O1 = nf_base::current_base);
alg_number(const bigint *, const bigint & i = 1,
const nf_base * O1 = nf_base::current_base);
alg_number(const alg_number & a);
~alg_number();
alg_number & operator =(const alg_number & a);
// member-functions
const bigint & denominator() const;
const math_vector <bigint> & coeff_vector() const;
alg_number numerator() const;
nf_base * which_base() const;
lidia_size_t degree() const;
bigfloat get_conjugate(lidia_size_t);
math_vector <bigfloat> get_conjugates();
bool is_zero() const;
bool is_one() const;
void normalize();
void negate();
void invert();
void multiply_by_2();
void divide_by_2();
void assign_zero(); // Remains member of same order
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void assign_one(); // Remains member of same order
void assign(const bigint &); // Remains member of same order
void assign(const alg_number &);
// Becomes member of same order as a!!
// Procedural versions of arithmetic operations:
friend void add(alg_number &,
const alg_number &,
const alg_number &);
friend void subtract(alg_number &,
const alg_number &,
const alg_number &);
friend void multiply(alg_number &,
const alg_number &,
const alg_number &);
friend void divide(alg_number &,
const alg_number &,
const alg_number &);
friend void add(alg_number &,
const alg_number &,
const bigint &);
friend void subtract(alg_number &,
const alg_number &,
const bigint &);
friend void multiply(alg_number &,
const alg_number &,
const bigint &);
friend void divide(alg_number &,
const alg_number &,
const bigint &);
friend void add(alg_number &,
const bigint &,
const alg_number &);
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friend void subtract(alg_number &,
const bigint &,
const alg_number &);
friend void multiply(alg_number &,
const bigint &,
const alg_number &);
friend void divide(alg_number &,
const bigint &,
const alg_number &);
friend void power(alg_number &,
const alg_number &,
const bigint &);
friend void power_mod_p(alg_number &,
const alg_number &,
const bigint &,
const bigint &);
// arithmetic operators:
friend alg_number
operator -(const alg_number &);
friend alg_number
operator +(const alg_number &, const alg_number &);
friend alg_number
operator +(const alg_number &, const bigint &);
friend alg_number
operator +(const bigint &, const alg_number &);
friend alg_number
operator -(const alg_number &, const alg_number &);
friend alg_number
operator -(const alg_number &, const bigint &);
friend alg_number
operator -(const bigint &, const alg_number &);
friend alg_number
operator *(const alg_number &, const alg_number &);
friend alg_number
48 2. Zahlko¨rper, Ordnungen und ihre Elemente
operator *(const alg_number &, const bigint &);
friend alg_number
operator *(const bigint &, const alg_number &);
friend alg_number
operator /(const alg_number &, const alg_number &);
friend alg_number
operator /(const alg_number &, const bigint &);
friend alg_number
operator /(const bigint &, const alg_number &);
alg_number & operator +=(const alg_number & a);
alg_number & operator +=(const bigint & a);
alg_number & operator -=(const alg_number & a);
alg_number & operator -=(const bigint & a);
alg_number & operator *=(const alg_number & a);
alg_number & operator *=(const bigint & a);
alg_number & operator /=(const alg_number & a);
alg_number & operator /=(const bigint & a);
// Comparisions:
// By now, only comparision of numbers
// over the same order is implemented.
friend bool operator ==(const alg_number&, const alg_number&);
friend bool operator !=(const alg_number&, const alg_number&);
bool operator ! () const
{return is_zero();}
// Some number-theoretic functions:
friend lidia_size_t degree(const alg_number &);
friend bigint_matrix rep_matrix(const alg_number &);
friend bigrational norm(const alg_number &); // Norm
friend bigrational trace(const alg_number &); // Trace
friend polynomial <bigint> charpoly(const alg_number &);
// characteristic polynomial
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// other functions:
friend void negate(alg_number &, const alg_number &);
friend void invert(alg_number &, const alg_number &);
friend alg_number inverse(const alg_number &);
friend const bigint & denominator(const alg_number &);
friend const math_vector <bigint> &
coeff_vector(const alg_number &);
friend alg_number numerator(const alg_number &);
friend nf_base * which_base(const alg_number &);
friend void square(alg_number &, const alg_number &);
friend void swap(alg_number &, alg_number &);
// random numbers
void randomize(const bigint &);
// In-/Output:
friend ostream& operator<<(ostream&, const alg_number&);
friend istream& operator>>(istream&, alg_number&);
// friends:
friend class module;
friend void multiply(alg_ideal &, const alg_ideal &,
const alg_number &);
friend void multiply(alg_ideal &, const alg_number &,
const alg_ideal &);
friend void divide(alg_ideal &, const alg_ideal &,
const alg_number &);
};
Die Namen fast aller Funktionen sind selbsterkla¨rend und implementieren
die bisher beschriebenen Algorithmen. Einer weiteren Erla¨uterung bedu¨rfen
wohl nur die Funktionen get conjugates() und get conjugate(i). Diese ge-
ben den Konjugiertenvektor der algebraischen Zahl bzw. die i-te Komponente
dieses Vektors zuru¨ck. Dabei wird der Konjugiertenvektor jeweils durch Mul-
tiplikation der Matrix aus den Konjugiertenvektoren der Basis mit dem Koef-
fizientenvektor errechnet. Sind die Konjugiertenvektoren der Basis noch nicht
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bekannt, so werden sie an dieser Stelle berechnet und (wenn mo¨glich, d.h. wenn
der Compiler das Schlu¨sselwort mutable unterstu¨tzt) abgespeichert.
2.4 Zahlko¨rper und Ordnungen
Nun wenden wir uns der Frage zu, wie wir Zahlko¨rper und Ordnungen in Li-
DIA behandeln. Dazu erinnern wir daran, dass ein Zahlko¨rper stets ein Q–
Vektorraum der Dimension des Ko¨rpergrads ist bzw. dass eine Ordnung ein
freier ZZ–Modul ist, dessen Rang gerade dem Ko¨rpergrad entspricht. Daher
fixiert man in der Mathematik stets eine ZZ–Basis dieses Vektorraums bzw.
Moduls (im Falle von Q(ρ) ist dies meist {1 = ρ0, ρ1, . . . , ρn−1}) und stellt
algebraische Zahlen als Linearkombinationen der Basiselemente dar.
Um die Gemeinsamkeiten zwischen Zahlko¨rper und Ordnung sta¨rker zu be-
tonen, verlangen wir, wie schon gesehen, dass auch die Basis eines Zahlko¨rpers
stets in Form von algebraisch ganzen Zahlen gegeben ist, so dass wir bei allen
Darstellungsarten ganze statt rationaler Zahlen benutzen ko¨nnen.
Aus dieser zusa¨tzlichen Bedingung ergibt sich insbesondere, dass wir fu¨r das
Polynom aus Definition 1.1.1 die zusa¨tzliche Anforderung stellen, dass es sich
um ein normiertes ganzzahliges Polynom handeln muss, was o.B.d.A. mo¨glich
ist: Ist ein Ko¨rper K = Q(ρ) gegeben, wobei ρ = ρ
′
n fu¨r eine algebraisch ganze
Zahl ρ′ und eine natu¨rliche Zahl n gilt, so ist K = Q(ρ′) und das Minimalpoly-
nom von ρ′ erfu¨llt unsere Bedingungen.
Eine Basis aus algebraisch ganzen Zahlen, bzw. die Information daru¨ber,
wie man Basiselemente multipliziert, haben wir bereits in der Klasse nf base
gekapselt. Diese Konzeption hat zudem den Vorteil, dass wir auf diese Weise die
Lebensdauer eines Objekts der Klasse nf base dynamisch handhaben ko¨nnen,
so dass z.B. Zahlen oder Ideale aus einer Ordnung selbst dann noch miteinander
multipliziert werden ko¨nnen, wenn die Ordnung selbst nicht mehr im Speicher
liegt. Dazu erhalten alle Strukturen, die die in nf base enthaltene Information
beno¨tigen, einen Zeiger auf ein solches Objekt und in der Klasse nf base selbst
werden wir mittels Reference–Counting daru¨ber Buch fu¨hren, wieviele Objekte
die dort gespeicherte Information noch beno¨tigen ko¨nnten und erst im Falle,
dass diese Zahl auf 0 sinkt, das Objekt lo¨schen. Dabei erweist es sich dank des
Klassenkonzeptes als ausreichend, das Za¨hlen der Referenzen in Konstruktoren
und Destruktoren zu implementieren.
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Die Klassen number field und order
Zahlko¨rper und Ordnungen werden nun im wesentlichen durch einen Pointer
auf ein Objekt der Klasse nf base realisiert. Die Verwendung eines Pointers
ist dabei wesentlich, da hierdurch eine Entkoppelung der Lebensdauer von Ob-
jekten der Klasse nf base und den Objekten der Klassen number field und
order erreicht wird, so dass ein Objekt vom Typ nf base gleichzeitig als Basis
eines Zahlko¨rpers und einer Ordnung dienen kann. Daru¨ber hinaus ko¨nnen auch
algebraische Zahlen und Moduln bzw. Ideale sinnvoll definiert werden, da man
sich aufgrund des des Reference–Countings keine Sorgen u¨ber die Lebensdauer
eines Objekts der Klasse nf base machen muss. Fu¨r die Implementierung ist
es dann ausreichend, ein Objekt der Klasse nf base anzugeben, um eine alge-
braische Zahl bzw. einen Modul bzw. ein Ideal zu definieren. In der Sprache
der Mathematik gibt man hier aber u¨blicherweise den Zahlko¨rper oder die Ord-
nung an, in dem eine Zahl bzw. ein Modul oder ein Ideal liegen soll. Um diese
Notation zu unterstu¨tzen, wird in einem solchen Fall durch einen impliziten
Cast–Operator automatisch der Verweis auf das Objekt der Klasse nf base aus
dem angegebenen Objekt der Klasse number field oder order extrahiert.
Daru¨ber hinaus hat es sich auch eingebu¨rgert, vom Zahlko¨rper zu sprechen,
wenn eigentlich die Maximalordnung des Zahlko¨rpers gemeint ist. So spricht
man z.B. von der Diskriminante eines Zahlko¨rpers bzw. von der Klassenzahl ei-
nes Zahlko¨rpers. Auch diese Sprechweise wird von unseren Klassen unterstu¨tzt,
indem in solchen Fa¨llen zuna¨chst implizit die Maximalordnung berechnet wird
und dann die eigentliche Berechnung auf der Maximalordnung ausgefu¨hrt wird.
Damit ergeben sich die folgenden Klassendefinitionen
class number_field{
nf_base * base; // pointer to the base of O
public:
// Contructors & destructor:
number_field();
number_field(const polynomial < bigint > & p);
number_field(const bigint *v, lidia_size_t deg);
number_field(const order &);
number_field(const number_field &);
~number_field();
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// Cast operator
operator nf_base *() const
{ return base;}
// member functions:
const bigfloat & get_conjugate(lidia_size_t, lidia_size_t);
const bigfloat_matrix & get_conjugates();
const polynomial <bigint> & which_polynomial() const;
nf_base * which_base() const;
lidia_size_t degree() const;
lidia_size_t no_of_real_embeddings() const;
void assign(const number_field & K);
number_field & operator =(const number_field & F);
// Comparisions:
// Since deciding whether fields are isomorphic is
// difficult, we consider fields to be equal only,
// if they are generated by the same polynomial.
friend bool operator ==(const number_field &,
const number_field &);
friend bool operator !=(const number_field &,
const number_field &);
friend bool operator <=(const number_field &,
const number_field &);
friend bool operator <(const number_field &,
const number_field &);
friend bool operator >=(const number_field &,
const number_field &);
friend bool operator >(const number_field &,
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const number_field &);
// friend functions:
friend const polynomial < bigint > &
which_polynomial(const number_field &);
friend nf_base * which_base(const number_field &);
friend lidia_size_t degree(const number_field &);
friend lidia_size_t
no_of_real_embeddings(const number_field &);
// In-/Output:
friend ostream&
operator<<(ostream&, const number_field&); // jeweils Polynom
friend istream&
operator>>(istream&, number_field&); // ein-, ausgeben
};
class order{
// Components of the data - type:
mutable bigint discriminant;
nf_base * base; // pointer to the base of O
// Internal routine for the work involved in comparisons
void compare(const order&, bool &, bool &) const;
public:
// Contructors & destructor:
order(const nf_base * base1 = nf_base::current_base);
order(const polynomial<bigint> & p,
const base_matrix <bigint> & = bigint_matrix(),
const bigint & = 1);
// initialize with equation order (default)
// or with transformed eq. order.
order(const base_matrix <bigint> &); // table uebergeben
order(const base_matrix <bigint> &, const bigint &,
const nf_base * base1 = nf_base::current_base);
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// initialize with base1 transformed by a trafo.
order(const order &); // copy constructor
order(const number_field &); // Maximal order !
~order();
order & operator =(const order & O);
// member functions:
// Accessing Information:
const bigint_matrix & base_numerator() const;
const bigint & base_denominator() const;
const polynomial <bigint> & which_polynomial() const;
nf_base * which_base() const
const bigint & MT(lidia_size_t,lidia_size_t,lidia_size_t);
// accessing mltiplication table
const bigfloat & get_conjugate(lidia_size_t, lidia_size_t);
const bigfloat_matrix & get_conjugates();
lidia_size_t degree() const;
// degree of extension
lidia_size_t no_of_real_embeddings() const;
void assign(const order &);
// Cast operator:
operator alg_ideal() const;
operator nf_base *() const;
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// Comparisions:
// We are interested in comparing orders only if they are
// over the same field! So nothing else is supported!!
friend bool operator ==(const order&, const order&);
friend bool operator !=(const order&, const order&);
friend bool operator <=(const order&, const order&);
friend bool operator <(const order&, const order&);
friend bool operator >=(const order&, const order&);
friend bool operator >(const order&, const order&);
// friend functions:
friend const bigint_matrix &
base_numerator(const order &);
friend const bigint & base_denominator(const order &);
friend const polynomial <bigint> &
which_polynomial(const order &);
friend nf_base * which_base(const order &);
friend void swap(order &, order &);
// Number-theoretic functions:
friend lidia_size_t
degree(const order & O); // degree of field extension
friend lidia_size_t
no_of_real_embeddings(const order & O);
friend const bigint & disc(const order & O); // discriminant
module pseudo_radical(const bigint & p) const;
// computes pseudo-radical
bool dedekind(const bigint & p,
polynomial < bigint > & h2) const;
// uses Dedekind criterion for prime p; returns true,
// if p is an index divisor and returns a generator of
// the p-radical if this is the case.
order maximize(const bigint & p) const;
// maximizes order at p.
order maximize() const; // full maximization (round2)
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order maximize2() const; // full maximization (round2)
// (sligtly different strategy).
// In-/Output:
friend ostream& operator<<(ostream &, const order &);
friend istream& operator>>(istream &, order &);
};
Neben den evidenten Zugriffsfunktionen ist insbesondere der Konstruktor, der
aus einem Zahlko¨rper eine Ordnung - na¨mlich seine Maximalordnung - kon-
struiert von Interesse. Dieser ermo¨glicht es, u¨berall da, wo man einer Funktion
eigentlich einen Ganzheitsring als Argument u¨bergeben mu¨sste, genauso gut den
Zahlko¨rper einzusetzen, da dann eine automatische Konvertierung stattfindet.
Damit ergibt sich in natu¨rlicher Weise die Berechnung der Ko¨rperdiskriminan-
ten oder der Klassenzahl eines Zahlko¨rpers.
Die Funktionen get conjugates() bzw. get conjugate(i,j) geben eine
Matrix, deren i-te Spalte der Konjugiertenvektor des i-ten Basiselements ist,
bzw. einen Eintrag aus dieser Matrix zuru¨ck. Im Bedarfsfall wird dabei zuna¨chst
mittels der oben beschriebenen Funktion compute conjugates() aus der Klasse
nf base die Berechnung dieser Werte durchgefu¨hrt.
Besondere Beachtung verdienen natu¨rlich auch die Funktionen, die zur Ma-
ximalordnungsberechnung genutzt werden. Die Funktionen maximize() und
maximize2() berechnen zu einer gegebenen Ordnung die Maximalordnung. Die-
sen Algorithmen wollen wir den na¨chsten Abschnitt widmen.
2.5 Berechnung der Maximalordnung
Die naive Annahme, die Berechnung der Maximalordnung sei fundamentaler als
die Idealarithmetik, erweist sich als falsch, obwohl man erwarten ko¨nnte, dass
man zuna¨chst den Ring bestimmen sollte, in dem die weiteren Berechnungen
stattfinden. Tatsa¨chlich aber werden wir Idealarithmetik beno¨tigen, um die Ma-
ximalordnung zu bestimmen. Die beno¨tigten Algorithmen der Idealarithmetik,
der wir uns im na¨chsten Kapitel zuwenden wollen, wollen wir an dieser Stelle
als ”Black Box“ voraussetzen.
Der Algorithmus zur Maximalordnungsberechnung basiert darauf, dass der
Multiplikatorenring eines nicht invertierbaren Ideals eine Ordnung ist, die die
Ordnung, in der das Ideal liegt, echt umfasst. Die Grundidee des Algorithmus
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besteht nun darin, sukzessive geeignete nicht invertierbare Ideale zu bestimmen
und ihre Multiplikatorenringe zu berechnen. Dazu beno¨tigen wir zuna¨chst noch
folgenden Hilfsbegriff:
2.5.1. Definition (p–Radikal)
Sei p ∈ IN. Das Nilradikal von O/pO, d.h. das Ideal aller nilpotenten Elemente
in O/pO, bezeichnen wir als p–Radikal Ip von O.
Laut [BLJ], Proposition 5.1 gilt nun
2.5.2. Satz
Sei O eine Ordnung in einem algebraischen Zahlko¨rper K. Fu¨r den Multiplika-
torenring O′ des p–Radikals gilt: O′ ist eine Ordnung von K, die O entha¨lt mit
[O′ : O] | pn−1. Falls insbesondere O′ = O gilt, so ist ggT([OK : O], l) = 1 fu¨r
alle Primzahlen l mit l | p, l26 |p.
Damit ko¨nnte ein erster Entwurf des Algorithmus zur Berechnung der Ma-
ximalordnung wie folgt aussehen:
2.5.3. Algorithmus
Berechnung der Maximalordnung
Eingabe: Eine Ordnung O eines Zahlko¨rpers K
Ausgabe: Die Maximalordnung OK
(1) Berechne eine Faktorisierung ∆O = pe11 · · · penn , p1, . . . , pn
prim
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(2) p =
n∏
i=1
ei>1
pi
(3) repeat
(4) O′ = O
(5) Berechne das p–Radikal Ip
(6) Berechne mit Algorithmus 3.1.10 den Multiplikatorenring
O von Ip
(7) until (O′ 6= O)
(8) return O
Man beachte allerdings, das wir noch nicht beschrieben haben, wie man das
p–Radikal berechnen kann. Tatsa¨chlich scheitert hieran sogar der soeben be-
schriebene Entwurf. Zudem gibt es mit dem sogenannten Dedekind–Test spezi-
ell fu¨r Primzahlen p auch eine wesentlich effizientere Methode, um zu testen, ob
ggT([OK : O], p) = 1 gilt, bzw. falls nicht, um einen ersten Maximierungsschritt
auszufu¨hren. Dieser Test beruht auf dem folgenden Satz:
2.5.4. Satz
Sei O eine Ordnung eines algebraischen Zahlko¨rpers K, A ∈ ZZ[X] das nor-
mierte Minimalpolynom einer algebraisch ganzen Zahl ρ mit K = Q(ρ) und p
eine Primzahl und es gelte ggT([O : ZZ[ρ]], p) = 1. Es bezeichne · die Reduktion
modulo p, und es sei
A(X) =
k∏
i=1
ti(X)ei
eine Zerlegung von A(X) in irreduzible Faktoren in IFp[X]. Es bezeichne
g(X) =
k∏
i=1
ti(X),
wobei ti ∈ ZZ[X] ein beliebiges normiertes Urbild von ti (unter ·)ist. Dann gilt
1. Fu¨r das p–Radikal gilt:
Ip = pO + g(ρ)O.
2. Sei h ∈ ZZ[X] ein beliebiges normiertes Urbild von A(X)/g(X) (unter ·).
Dann gilt mit f(X) = (g(X)h(X)−A(X))/p ∈ ZZ[X]:
ggT([OK : O], p) = 1⇔ ggT(f, g, h) = 1 in IFp[X].
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3. Sei U ∈ ZZ[X] ein beliebiges normiertes Urbild von A(X)/ ggT(f, g, h)
(unter ·). Dann gilt fu¨r den Multiplikatorenring O′ von Ip:
O′ = O + 1
p
U(ρ)O
und [O′ : O] = pm mit m = deg(ggT(f, g, h)).
Zum Beweis vergleiche [Coh95], Kapitel 6.1.2.
Damit ist fu¨r den Spezialfall, dass die Ordnung noch nicht fu¨r p maxi-
miert wurde und p eine Primzahl ist, klar, wie der erste Maximierungsschritt
ausgefu¨hrt werden kann. Wir haben sogar schon eine explizite Formel fu¨r den
Multiplikatorenring. Fu¨r den allgemeinen Fall fehlt uns noch ein Algorithmus
zur Berechnung des p–Radikals. Diesen liefert uns der folgende Satz, der dieses
Problem auf ein Problem der linearen Algebra u¨ber ZZ/pZZ zuru¨ckfu¨hrt, das wir
mit den Mitteln des na¨chsten Kapitels lo¨sen werden.
2.5.5. Satz
Sei O eine Ordnung eines algebraischen Zahlko¨rpers K mit [K : Q] = n, sei p
eine natu¨rliche Zahl und bezeichne · wieder Reduktion modulo p. Dann gilt fu¨r
das p–Radikal Ip:
1. Falls p eine Primzahl ist und j so gewa¨hlt wurde, dass gilt pj ≥ n, so ist
Ip der Kern des Homomorphismus
O −→ O/pO, α 7−→ αqj .
2. Falls ggT(n!, p) = 1 ist, so ist Ip der Kern des Homomorphimus
O −→ Hom(O/pO,ZZ/pZZ), α 7−→ (β 7→ Tr(αβ)).
Der Beweis ergibt sich aus [BLJ], Proposition 3.7 und Proposition 3.9. Man
beachte insbesondere, dass fu¨r Primzahlen gro¨ßer n beide Verfahren tatsa¨chlich
das gleiche Ergebnis finden, dass wir aber fu¨r zusammengesetzte Zahlen, die
einen Primfaktor ≤ n enthalten, gar kein Berechnungsverfahren haben.
Abschließend ko¨nnen wir nun den verfeinerten Algorithmus zur Berech-
nung der Maximalordnung formulieren. Dabei sei dedekind(O, O’, p) ei-
ne Funktion, die false zuru¨ckgibt, falls der Dedekind–Test zeigt, dass bereits
ggT([OK : O], p) = 1 gilt und true sonst. Dabei sei im zweiten Falle O’ bereits
das Resultat des ersten Maximierungsschritts.
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2.5.6. Algorithmus
Berechnung der Maximalordnung
Eingabe: Eine Ordnung O eines Zahlko¨rpers K vom Grad n
Ausgabe: Die Maximalordnung OK
(1) Berechne eine Faktorisierung ∆O = pe11 · · · penn , p1, . . . , pn
prim
(2) p = 1
(3) for (i = 1; i <= n; i+ +) do
(4) if (dedekind(O,O′, p)) then
(5) if ([O′ : O]2 < pei−1i ) then
(6) if (pi > n) then
(7) p = p · pi
(8) else
(9) repeat
(10) O = O′
(11) Berechne das pi–Radikal Ipi von O
(12) Berechne mit Algorithmus 3.1.10 den Multipli-
katorenring O′ von Ipi
(13) until (O′ == O)
(14) fi
(15) fi
(16) O = O′
(17) fi
(18) od
(19) if (p > 1) then
(20) repeat
(21) O = O′
(22) Berechne das p–Radikal Ip von O
(23) Berechne mit Algorithmus 3.1.10 den Multiplikatoren-
ring O′ von Ip
(24) until (O′ == O)
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(25) fi
(26) return O
Dabei geht die Funktion maximize() so vor, wie in Algorithmus 2.5.6 be-
schrieben, wobei die Diskriminante mittels der Funktion disc ausgerechnet
wird, dedekind den Dedekind–Test implementiert und von maximize(p) die
Maximierung bzgl. einer quadratfreien Zahl p vorgenommen wird, die entweder
prim ist oder nur Faktoren entha¨lt, die gro¨ßer als der Ko¨rpergrad sind. Die
Funktion pseudo radical u¨bernimmt dabei die Radikalberechnung, die Be-
rechnung des Multiplikatorenrings ist in der Klasse zur Darstellung von Moduln
realisiert. Der Dedekind–Test findet allerdings nur statt, falls in dem Objekt der
Klasse nf base, das zur Darstellung der Ordnung benutzt wird, ein Ko¨rperpo-
lynom eingetragen ist. Im Unterschied zu maximize() benutzt maximize2()
eine etwas andere Strategie zur Maximierung. Statt zuerst alle Primzahlen, die
den Ko¨rpergrad u¨bersteigen, zusammen zu multiplizieren, um dann in einem
Maximierungsschritt alle Arbeit zu erledigen, wird hier im Anschluß an den
eventuellen Dedekind–Test direkt fu¨r jede Primzahl p die Maximierung mittels
maximize(p) vorgenommen. Dies ist der urspru¨ngliche sogenannte Round–2–
Algorithmus von Zassenhaus (vgl. [Coh95], Kapitel 6.1.3 und 6.1.4). Daneben
gibt es noch den Round–4–Algorithmus. Dieser ist in Spezialfa¨llen deutlich effi-
zienter, insbesondere, wenn die Diskriminante eine hohe Potenz einer Primzahl
entha¨lt. Dies ist jedoch nur sehr selten der Fall, wenn man es nicht gezielt
darauf anlegt, solche Beispiele zu konstruieren. Tatsa¨chlich ist im allgemeinen
die Faktorisierung der Diskriminante die bei weitem zeitaufwa¨ndigste Teilauf-
gabe, wie man in Tabelle 2.1 sieht. Wenn man nicht gerade Ko¨rper mit sehr
kleiner Diskriminante behandelt, beno¨tigt die linearen Algebra, die man im
Round–2–Algorithmus ausfu¨hren muss, ohnehin nur einen Bruchteil, im Ex-
tremfall sogar nur wenige Prozent der Laufzeit fu¨r die Faktorisierung. Daher
lohnt sich unserer Auffassung nach der deutliche ho¨here Implementierungsauf-
wand fu¨r den Round–4–Algorithmus nicht. Um dies zu illustrieren, haben wir
an einigen Beispielen die Zeit zur Berechnung der Diskriminanten, zur Fakto-
risierung derselben und fu¨r die eigentliche Maximierung der Ordnung mittels
unseres modifizierten Round–2–Algorithmus tabelliert.
Insbesondere ist bei diesen Zeiten allerdings zu beachten, dass die Zeiten zur
Faktorisierung starken Schwankungen unterliegen. Ha¨ufig ko¨nnen diese auch bei
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f Td Tf Tm
x3 − 4414720139365147385322203250687 0.2s 0.48s 0.6s
x3 − 44147201418278263343553971153985 0.0s 0.88s 0.3s
x3 − 441472014238575797358264732597668 0.0s 1.5s 0.5s
x3 − 441472014238575797358264732597670 0.0s 0.49s 0.2s
x3 − 4414720142755977230496309932897129 0.1s 1.54s 0.3s
x3 − 44147201429520290450125837056023001 0.1s 1.50s 0.3s
x3 − 4414720143129064306698049998587737\
68486571632351559302198230882367 0.1s 1m 2s 0.3s
x3 − 1396057088451238412076298526069351\
4275197878812278037384709162612986 0.1s 397m 0.2s
x4 − 120440771446949753882585617 0.1s 2.88s 0.9s
x4 − 209700041469577058114695697 0.0s 0.93s 0.9s
x4 − 365109704143734045008630017 0.1s 3.38s 0.9s
x4 − 635695964911209990157111297 0.1s 3.13s 0.9s
x4 − 1106815176748720826794668817 0.1s 1.6s 0.9s
x4 − 1927084918637599129600000001 0.1s 3.75s 0.9s
x6 − 1566742110959875129345 0.2s 0.93s 0.30s
x6 − 2917096519063103999999 0.3s 0.25s 0.15s
x6 − 2917096519063104000001 0.2s 4.14s 0.30s
x6 − 5395603628295198019583 0.3s 0.21s 0.15s
x6 − 5395603628295198019585 0.3s 0.66s 0.31s
x6 − 2845604824379491723050848257 0.3s 3.32s 0.33s
x6 − 5167814426407951585343999999 0.2s 0.75s 0.15s
x6 − 5167814426407951585344000001 0.3s 5.12s 0.34s
x6 − 9388120872132653644448999999 0.2s 6.11s 0.14s
x6 − 9388120872132653644449000001 0.2s 4.83s 0.33s
x6 − 17008438052552036270987280383 0.2s 0.78s 0.15s
x6 − 2478208830894184728563262736266815 0.2s 0.84s 0.15s
x6 − 2478208830894184728563262736266817 0.2s 5.49s 0.35s
x6 − 4489211544821117710366509852001343 0.2s 5.25s 0.15s
x6 − 4489211544821117710366509852001345 0.3s 1.41s 0.35s
x6 − 8132537291146226442234925055999999 0.3s 0.76s 0.15s
x6 − 8132537291146226442234925056000001 0.3s 4.54s 0.34s
Tabelle 2.1: Laufzeiten zur Maximalordnungsberechnung
Td: Zeit zur Berechnung der Diskriminante, Tf : Zeit zur Faktorisierung, Tm: Zeit zur
Maximierung
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ein und demselben Ko¨rper auftreten, je nachdem, wieviel Glu¨ck oder Pech man
bei den randomisierten Algorithmen zur Faktorisierung hat.
Kapitel 3
Idealarithmetik in
Zahlko¨rpern und Lineare
Algebra in ZZ/mZZ
In diesem Kapitel gehen wir auf die Klassen module und alg ideal unserer
Implementierung ein. Dabei zeigen wir die Reduktion der Arithmetik auf Pro-
bleme der Linearen Algebra, die von uns implementiert wurde. Anschließend
wollen wir zeigen, wie man diese Probleme der Linearen Algebra lo¨sen kann
und wie wir diese Algorithmen implementiert haben. Dabei werden wir den
allgemeinen Fall beschreiben, der unserer Implementierung zu Grunde liegt.
3.1 Idealarithmetik
Zuna¨chst wollen wir zeigen, wie man die grundlegenden Rechenoperationen fu¨r
Moduln bzw. Ideale realisieren kann. Wo immer dies ohne einen Verlust an
Effizienz mo¨glich ist, wollen wir dabei auf den allgemeineren Fall der ZZ–Moduln
eingehen, wo es fu¨r Ideale effizientere Methoden als fu¨r Moduln gibt, werden
wir nur den spezielleren Fall betrachten.
Zuna¨chst wollen wir allerdings eine Vereinfachung vornehmen: Wir werden
stets annehmen, dass die Moduln oder Ideale, die wir betrachten, Teilmengen
der Ordnung sind, d.h. wir setzen voraus, dass die Nenner stets 1 sind. Dies
ist zula¨ssig, da die Nenner mittels geeigneter Vorberechnungen beru¨cksichtigt
werden ko¨nnen. Sind etwa a = a′/a und b = b′/b zwei Moduln, so dass a′ und
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b′ in O liegen so gilt:
a + b =
(
b
ggT(a, b)
a′ +
a
ggT(a, b)
b′
)
· 1
kgV(a, b)
a ∩ b =
(
b
ggT(a, b)
a′ ∩ a
ggT(a, b)
b′
)
· 1
kgV(a, b)
a · b = (a′ · b′) 1
ab
(a : b) = (a′ : b′)
b
a
3.1.1 Darstellung von Moduln und Idealen
Von großer Bedeutung fu¨r die Algorithmen ist die Art und Weise, in der Ideale
dargestellt werden. Hierfu¨r sind in der Literatur verschiedene Methoden be-
kannt, die auch verschiedene Implementierungen erfordern. Dabei erweist sich
insbesondere die Idealdivision in allen Darstellungen als Problem.
In dieser Arbeit schlagen wir eine neue Darstellung vorschlagen, die es er-
laubt, in einfacher Weise die spa¨ter beschriebenen Algorithmen fu¨r die Lineare
Algebra u¨ber ZZ/mZZ zu benutzen, um die Idealarithmetik zu realisieren. In
naiver Weise ko¨nnen wir einen Modul bzw. ein Ideal durch eine ZZ–Basis aus
algebraischen Zahlen beschreiben. Diese Zahlen werden typischerweise selbst
wieder als Koeffizientenvektor bzgl. einer Ko¨rperbasis beschrieben. Ordnen wir
diese Vektoren als Spalten einer Matrix an, so zeigt sich, dass diese Matrix
gerade die Transformationsmatrix aus Qn×n ist, durch die die Basis des Ideals
aus der Basis der Ordnung hervorgeht. Diese Matrix ist jedoch wie jede Basis
eines Moduls nur bis auf unimodulare Transformationen eindeutig bestimmt.
Um Eindeutigkeit zu erreichen, kann man etwa verlangen, dass stets ein Haupt-
nenner a vor die Matrix gezogen wird und die verbleibende Matrix aus ZZn×n
in Hermite–Normalform gegeben wird.
Damit hat man den Nachteil, dass man bei Ko¨rpergrad n nun n(n+1)2 Zahlen
zur Beschreibung eines Ideals beno¨tigt, wobei diese Zahlen offensichtlich durch
die Norm des Ideals beschra¨nkt sind. Der Vorteil dieser Darstellungsweise liegt
darin, dass die Probleme der Idealarithmetik nun auf Kern– und Bildberech-
nungen u¨ber ZZ reduziert werden ko¨nnen, wie dies etwa in [Coh95] geschieht.
Wir haben eine Alternative entwickelt, mit der wir einerseits die Darstellung
verku¨rzen und andererseits die Kern– und Bildberechnungen u¨ber ZZ durch die
effizienteren Kern– und Bildberechnungen u¨ber ZZ/mZZ ersetzen ko¨nnen.
66 3. Idealarithmetik in Zahlko¨rpern und Lineare Algebra in ZZ/mZZ
Um unsere Darstellung erkla¨ren zu ko¨nnen, beno¨tigen wir zuna¨chst den
Begriff des Exponenten.
3.1.1. Definition
Sei M ⊆ O ein vollsta¨ndiger Modul in einem algebraischen Zahlko¨rper. Die
kleinste positive ganze Zahl d mit d · O ⊆M heißt Exponent des Moduls M , in
Zeichen exp(M) = d.
Fu¨r Moduln N ⊆ O, die nicht vollsta¨ndig sind, setzen wir exp(N) := 0.
Fu¨r d ∈ IN gibt es eine Bijektion zwischen Moduln M ⊆ O mit exp(M)|d
und den Moduln in O/dO. (Ein gegebener Modul M/dO mit Basis (a¯1, . . . , a¯m)
entspricht dem folgenden Modul M : Lifte a¯i zu einer Zahl ai ∈ O (1 ≤ i ≤ m)
und setze M = a1ZZ + · · · amZZ + dO.)
3.1.2. Beispiel
Seien ω1, . . . , ω4 wie in Beispiel 2.1.2. Dann ist die Menge a = 21ZZ + 21ω2ZZ +
(17 + 3ω2 + ω3)ZZ + (20 + 4ω2 + ω4)ZZ ein Ideal in der Maximalordnung OK
von K = Q(
√−2 +√5) und es ist exp(a) = 21. Daher ko¨nnen wir dieses Ideal
einfacher auch als (17 + 3ω2 + ω3)ZZ + (20 + 4ω2 + ω4)ZZ + 21OK darstellen.
Algebraische Zahlen ko¨nnen wir nun durch ihre Koeffizientenvektoren dar-
stellen und die algebraischen Zahlen a1, . . . , am, die den Modul bzw. das Ideal
erzeugen, ko¨nnen wir als Folge von Vektoren oder auch als Matrix auffassen.
Sei {ω1, . . . , ωn} eine Basis von O, dann ko¨nnen wir also einen Modul M ⊆ O
durch eine Matrix A ∈ ZZ/dZZn×m mit folgenden Eigenschaften darstellen:
1. exp(M)|d.
2. Die algebraischen Zahlen (α¯1, . . . , α¯m) = (ω¯1, . . . , ω¯n) ·A aus M/dO erzeu-
gen M/dO als ZZ/dZZ–Modul, d.h.
M = (A) = dO + α1ZZ + · · ·+ αmZZ,
wobei · Reduktion modulo d bezeichnet.
Im folgenden werden wir jedoch bis auf die Beispiele einen solchen Modul
durch das Paar (d,A) darstellen, damit man in der Notation den fu¨r unsere Be-
trachtungen sehr wichtigen Modul d sofort ablesen kann. In den Beispielen hin-
gegen werden wir uns sta¨rker an die Implementierung anlehnen und (A mod d)
schreiben, um deutlich zu machen, dass der Modul in der Klasse zur Darstellung
von Matrizen u¨ber ZZ/dZZ versteckt ist.
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3.1.3. Beispiel
In unserem Beispiel erhalten wir also
a =


17 20
3 4
1 0
0 1
 mod 21

als Darstellung unseres Ideals.
Mit dieser Darstellung erreichen wir, dass es unter Umsta¨nden mo¨glich ist,
eine Matrix mit weniger Spalten als zuvor anzugeben (in unserem Beispiel nun
2 statt 4). Zusa¨tzlich beno¨tigen wir in der Darstellung im allgemeinen Fall noch
den Nenner a, wie wir ihn bereits oben erkla¨rt haben.
In der Praxis werden an die Darstellung zwei widerspru¨chliche Anforderun-
gen gestellt. Einerseits bevorzugen wir im Hinblick auf den Gleichheitstest eine
eindeutige Darstellung. Dazu mu¨ssten wir stets den exakten Exponenten eines
Moduls bzw. eines Ideals und nicht ein Vielfaches davon, sowie ein sog. normali-
siertes Standard–Erzeugendensystem (vgl. Kapitel 3.3.3) zu seiner Darstellung
verwenden. Demgegenu¨ber beno¨tigen wir aber eine schnelle Arithmetik, was
bedeutet, dass wir evtl. nicht die Zeit zur Berechnung des Exponenten aufbrin-
gen wollen und daru¨ber hinaus evtl. andere Erzeugendensysteme mit mo¨glichst
wenig Komponenten zur Darstellung verwenden wollen. Wie wir sehen werden,
ist der Zeitbedarf der Algorithmen zur Idealarithmetik na¨mlich in erster Linie
von der Gro¨ße der Erzeugendensysteme abha¨ngig. Hier einen geeigneten Kom-
promiss zu finden, ist eine der Aufgaben einer praktischen Implementierung.
3.1.2 Addition und Durchschnitt
Seien a = (l, A) = (l, (a1, . . . , ar1)) und b = (m,B) = (m, (b1, . . . , br2)) zwei
ZZ–Moduln, die in O liegen.
Dann ist klar, dass ggT(l,m)︸ ︷︷ ︸
=:q
O ⊆ a + b und daher gilt auch:
a + b = (a + qO) + (b + qO) = (q, A) + (q,B),
wobei · Reduktion modulo q bezeichnet. Damit ist die Berechnung der Sum-
me zweier Moduln auf die Berechnung der Summe zweier Moduln in O/qO
bzw. u¨ber (ZZ/qZZ)n zuru¨ckgespielt. Diese Aufgabe kann mit dem Verfahren, das
wir in Kapitel 3.3.7 vorstellen werden, gelo¨st werden.
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3.1.4. Beispiel
Wir betrachten die Ideale
a =


17 20
3 4
1 0
0 1
 mod 21
 , b =


11 8
12 1
1 0
0 1
 mod 15
 .
Wegen ggT(21, 15) = 3 ist dann a + b = (3, C) wobei C die Summe der durch
die reduzierten Erzeugendensysteme
2 2
0 1
1 0
0 1
 mod 3 und

2 2
0 1
1 0
0 1
 mod 3
gegebenen Moduln u¨ber ZZ/3ZZ ist, also ergibt sich als Ergebnis:
a + b =


2 2
0 1
1 0
0 1
 mod 3
 .
Mit einem sehr a¨hnlichen Trick ko¨nnen wir die Berechnung des Durch-
schnitts ebenfalls auf den Fall von Kapitel 3.3.7 zuru¨ckfu¨hren. Leider ko¨nnen
wir nicht unmittelbar den Durchschnitt von Moduln berechnen, die in der Form
a = lO + a1ZZ + · · ·+ ar1ZZ
dargestellt sind, da wir nicht wissen, wie man die Komponente mO bzw. lO der
Darstellung behandeln soll. Aber es gilt kgV(l,m)O ⊆ a, b, a ∩ b. Daher liften
wir die Darstellungen von a und b zuna¨chst nach O/(kgV(l,m)O) und ko¨nnen
dann unmittelbar die in Kapitel 3.3.7 beschriebene Methode anwenden.
Dieses Liften kann wie folgt stattfinden: Ist a1, . . . , ak ein Erzeu-
gendensystem von A mod lO und ω1, . . . , ωn eine Basis von O, so ist
a1, . . . , ak, lω1, . . . , lωn ein Erzeugendensystem von A mod kgV(l,m)O. Dieses
kann mit den Methoden aus Kapitel 3.3 zu einem Erzeugendensystem mit n
Komponenten verkleinert werden.
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Wir man sieht ist unsere Ideal–Darstellung fu¨r die Berechnung des Durch-
schnitts vergleichsweise ineffizient, da der Lifting-Schritt fast darauf hinausla¨uft,
doch wieder eine ZZ–Basis zu ermitteln, allerdings ist zu beachten, das die Be-
rechnung des Durchschnitts eine nur sehr selten verwendete Operation ist, so
dass diese Ineffizienz fu¨r unsere Belange keine Rolle spielt.
3.1.3 Multiplikation
Die Multiplikation wollen wir nur fu¨r Ideale betrachten, da dadurch ein einfa-
cherer und effizienterer Algorithmus ermo¨glicht wird.
Dieser beruht auf dem folgenden Resultat:
3.1.5. Proposition
Seien a = (l, A) = (l, (a1, . . . , ar1)) und b = (m,B) = (m, (b1, . . . , br2)) zwei
ganze Ideale. Dann ist ihr Produkt gegeben durch
(l ·m, (a1b1, . . . , a1br2 , . . . , ar1b1, . . . , ar1br2 ,ma1, . . . ,mar1 , lb1, . . . , lbr2)).
Beweis:
Sei c ∈ a · b. Dann existieren ganze algebraische Zahlen x0 und y0 und ganze
rationale Zahlen x1, . . . , xr1 , y1, . . . , yr2 mit
c = (lx0 +
r1∑
i=1
xiai) · (my0 +
r2∑
i=1
yibi).
Durch Ausmultiplizieren ergibt sich:
c = lmx0y0︸ ︷︷ ︸
∈l·m·O
+
r1∑
i=1
r2∑
j=1
xiyjaibj︸ ︷︷ ︸
∈〈aibj〉1≤i≤r1,1≤j≤r2
+
r1∑
i=1
my0xiai +
r2∑
i=1
lx0yibi.
Da a aber nach Voraussetzung ein Ideal ist, gilt jeweils fu¨r ein festes i: y0ai ∈ a
und somit
y0ai = l · z0 +
r1∑
j=1
zjaj (3.1)
fu¨r eine geeignete ganze algebraische Zahl z0 und geeignete rationale ganze
Zahlen z1, . . . , zr1 , und somit ist
my0xiai = lmz0xi︸ ︷︷ ︸
∈l·m·O
+
r1∑
j=1
xizjmaj︸ ︷︷ ︸
∈〈ma1,...,mar1 〉
.
Analog gilt diese Rechnung auch fu¨r b und es ergibt sich die Behauptung.
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3.1.6. Beispiel
Wir wa¨hlen a und b wieder wie in Beispiel 3.1.4. Dann gilt also:
ab =


310 81 249 80 255 300 231 168
100 7 103 5 45 60 252 21
94 2 161 311 15 0 21 0
112 58 136 83 0 15 0 21
 mod 315
 .
Wie wir in Beispiel 3.3.9 sehen werden, vereinfacht sich dies zu
ab =


101 188
87 46
1 0
0 1
 mod 315
 .
In der praktischen Implementierung berechnen wir also das in Proposition 3.1.5
angegebene Erzeugendensystem und reduzieren dann mit den Methoden, die wir
in Kapitel 3.3 zeigen werden, die Gro¨ße des Erzeugendensystems. Dabei sollte
man beachten, dass die Berechnung des Erzeugendensystems dadurch verein-
facht wird, dass r1 +r2 Multiplikationen nur Multiplikationen von algebraischen
Zahlen mit einer rationalen ganzen Zahl sind. Diese sind erheblich schneller aus-
zufu¨hren als Multiplikationen von zwei algebraischen Zahlen.
3.1.7. Bemerkung
Fu¨r Moduln wird die Multiplikation dadurch erschwert, dass (3.1) leider nicht
gilt und daher das Erzeugendensystem zusa¨tzlich noch um die Komponenten
aus {m · ak · ωj : 1 ≤ k ≤ r1, 1 ≤ j ≤ n} und {l · bk · ωj : 1 ≤ k ≤ r2, 1 ≤ j ≤ n}
vergro¨ßert werden muss, wobei ω1, . . . , ωn eine ZZ–Basis von O bezeichnet.
3.1.4 Division
Falls b ein invertierbares O–Ideal ist, gilt b−1 = (O : b), d.h. b · (O : b) =
(O : b) · b = O. Im allgemeinen gilt aber nur b · (O : b) = (O : b) · b ⊆ O. In
diesem Fall ist aber (O : b) die bestmo¨gliche Approximation an ein Inverses.
Falls b ein O–Ideal ist, aber (O : b) · b⊂6= O, ko¨nnen wir die Ordnung O leicht so
maximieren, dass wir ein echtes Inverses in der gro¨ßeren Ordnung bestimmen
ko¨nnen: (b : b) ist der Multiplikatorenring von b und wie man leicht zeigt die
gro¨ßere Ordnung, die uns interessiert. Hieran sehen wir, dass die Berechnung des
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Multiplikatorenrings von besonderer Bedeutung ist. Tatsa¨chlich la¨sst sich fu¨r
diesen Spezialfall auch ein etwas effizienterer Algorithmus zur Division angeben.
Um einen effizienteren Algorithmus zur Division formulieren zu ko¨nnen,
seien a ein Ideal und b ein Modul von vollem Rang. Die Berechnung des Pseudo–
Quotienten basiert auf folgender Proposition:
3.1.8. Proposition
Seien a ein ganzes O–Ideal und b ⊂ O ein vollsta¨ndiger Modul, so dass m ein
Vielfaches von exp(b) ist. Dann gilt:
ma ⊆ m(a : b) ⊆ a.
Beweis:
Da b ⊆ O und a ein Ideal ist, ist auch a · b ⊆ a ·O ⊆ a, also gilt nach Definition
von (a : b), dass a ⊆ (a : b) ist.
Um die zweite Inklusion zu zeigen, fixiere x ∈ (a : b). Wegen exp(b) ∈ b gilt
x · exp(b) ∈ a (nach Definition von (a : b)). Daher gilt auch x ∈ 1exp(b)a fu¨r alle
x ∈ (a : b). Man beachte, dass 1exp(b) wohldefiniert ist, da b ein vollsta¨ndiger
Modul ist, d.h. exp(b) > 0.
Der Divisionsalgorithmus beruht nun auf dem folgenden Resultat:
3.1.9. Satz
Sind a ein Ideal und b ⊆ O ein vollsta¨ndiger Modul, so dass m ein Vielfaches
von exp(b) ist, dann ist m · (a : b) der Kern des Homomorphismus
φ : a
/
ma −→ Hom
(
b
/
mO → a
/
ma
)
(α+ma) 7−→ (x+mO 7→ αx+ma).
Beweis:
Zuna¨chst ist φ wohldefiniert, da
(α+ma) · (x+mO) = α · x︸︷︷︸
∈a
+ mα︸︷︷︸
∈ma
O +ma(x+mO)︸ ︷︷ ︸
∈ma
∈ a
/
ma.
Dann sind a¨quivalent:
α+ma ∈ Kern(φ) ⇔ (α+ma) · (x+mO) ∈ m · a ∀x ∈ b
⇔ α · b ⊆ m · a, nach Proposition 3.1.8
⇔ α ∈ ((m · a) : b) = m(a : b).
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Damit ist auch die Division auf die Lineare Algebra aus Kapitel 3.3 zuru¨ck-
gespielt. Da dieser Algorithmus jedoch relativ kompliziert ist, wollen wir ihn
beispielhaft vollsta¨ndig angeben:
3.1.10. Algorithmus
Idealdivision
Eingabe: Ein Ideal a und ein vollsta¨ndiger Modul b
Ausgabe: Der (Pseudo)quotient (a : b)
(1) Berechne ZZ–Basen A von a bzw. B von b.
(2) for (i = 1; i ≤ n; i+ +) do
(3) for (j = 1; j ≤ n; j + +) do
(4) Speichere die Darstellung von ai·bj als ((i−1)∗n+j)–te
Spalte der Matrix C.
(5) od
(6) od
(7) Bestimme die n2 Lo¨sungen der n2 Gleichungssysteme
A ·X = C.
// Jetzt stellen je n sukzessive Spalten von X das Bild eines Basis-
// vektors unter φ dar.
(8) Speichere je n aufeinanderfolgende Spalten von X als eine
Spalte der n2 × n Matrix M ab.
(9) Berechne mit Algorithmus 3.3.16 den Kern von M modulo
m.
// Jetzt kennen wir den Kern bzgl. der Basis von a und mu¨ssen ihn
// nun bzgl. der Basis von O darstellen. Dabei treten ho¨chstens
// Zahlen der Gro¨ßenordnung l ·m auf.
(10) Lifte die Basis von a und den Kern nach ZZ/lmZZ und mul-
tipliziere die beiden Matrizen zu einer Matrix P .
(11) Gib 1/m · (lm, P ) zuru¨ck.
An dieser Stellen wollen wir auch beispielhaft die Komplexita¨t des Algorith-
mus betrachten: Zuna¨chst berechnen wir die Darstellungsmatrix von φ (Schrit-
te 1–4), Dazu berechnen wir ZZ–Basen von a und b, was O(n3) arithmetische
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Operationen mod l bzw. modm erfordert. Dann multiplizieren wir jedes Ele-
ment der einen Basis mit jedem Element der anderen Basis. Dies kann mod lm
geschehen und erfordert O(n4) arithmetische Operationen mod lm. Die Ergeb-
nisse all dieser Multiplikationen sind jeweils Elemente von a und ko¨nnen daher
relativ zur ZZ–Basis von a dargestellt werden. Dazu mu¨ssen wir gleichzeitig (!)
n2 Gleichungssysteme mod lm lo¨sen, wozu O(n4) arithmetische Operationen
mod lm ausreichen. Nun mu¨ssen wir den Kern einer n2×n–Matrix u¨ber ZZ/mZZ
berechnen. Laut Satz 3.3.17 sind hierzu O(n5) arithmetische Operationen mod
m no¨tig. Um schließlich die Ergebnismatrix zu erhalten, multiplizieren wir die
ZZ–Basis von a mit den Spalten des Kerns. Dies kann mit O(n3) Operationen
modulo lm geschehen, da dies der Exponent des (Pseudo–) Quotienten ist.
3.1.11. Bemerkung
Falls a kein Ideal ist, so wird die Berechnung dadurch erschwert, dass lediglich
a · b ⊆ O · O ⊆ O gilt. Daher mu¨ssen wir nun den Homomorphismus
φ : a
/
ma −→ Hom
(
b
/
mO → O
/
ma
)
betrachten. Da wir die Matrix des Homomorphismus nicht mehr relativ zur
Basis von a darstellen und Reduktion mod m anwenden ko¨nnen, sondern statt
dessen nun eine Reduktion modma ausfu¨hren mu¨ssen, muss die originale n2×n–
Matrix durch eine n2×n2–Matrix erweitert werden, die in geeigneter Weise ma
darstellt, d.h. wir mu¨ssen nun den Kern einer n2 × ((n + 1)n)–Matrix anstelle
des Kerns einer n2 × n–Matrix berechnen.
3.1.5 Gleichheitstest
Seien a = (l, A) = (l, (a1, . . . , ar1)) und b = (m,B) = (m, (b1, . . . , br2)) zwei
ZZ–Moduln, die in O liegen.
Da wir gestatteten, dass l und m beliebige Vielfache der Exponenten von a
und b sind, und weil wir keine Eindeutigkeit der Matrizen A und B verlangen
wollen, ist der Gleichheitstest nun relativ aufwa¨ndig. Da dieser in den von uns
implementierten Algorithmen allerdings nur sehr selten vorkommt, ist dies kein
Problem.
Falls l = m, dann sind a und b genau dann gleich, wenn A und B denselben
Modul u¨ber ZZ/mZZ erzeugen. Gleichheit kann also dann so getestet werden, wie
wir dies in Kapitel 3.3.5 beschreiben werden.
Andernfalls mu¨ssen wir testen, ob ggT(l,m) ein Vielfaches der Exponenten
von a und b ist. Dies kann geschehen, indem wir testen, ob fu¨r 1 ≤ i ≤ n
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ggT(l,m) · ωi in a und in b liegt (ω1, . . . , ωn bezeichne eine ZZ–Basis von O).
Falls diese Bedingung nicht erfu¨llt ist, ist a verschieden von b. Falls sie erfu¨llt
ist, ko¨nnen wir a und b mod ggT(l,m) reduzieren und das Verfahren fu¨r l = m
anwenden.
3.2 Implementierung von Moduln und Idealen
Wie gerade beschrieben stellen wir einen Modul bzw. ein Ideal, das in O liegt,
fu¨r ein Vielfaches d des Exponenten mittels einer Matrix aus ZZ/dZZ dar. Daher
besteht ein Objekt der Klasse module bzw. alg ideal aus einem nf base *,
das auf die Basis der Ordnung O zeigt, bezu¨glich der der Modul gegeben ist,
aus einer bigmod matrix base, die d und die Matrix entha¨lt, sowie einem Nen-
ner den, damit auch Ideale bzw. Moduln verarbeitet werden ko¨nnen, die nicht
in O liegen. Ferner entha¨lt die Klasse einen boolschen Wert is exp, der true
ist, falls wir wissen, dass d der Exponent des Moduls ist. Auf dieser Darstel-
lung aufbauend, haben wir die Algorithmen zur Idealarithmetik implementiert
wie in Kapitel 3.1 beschrieben. Dabei besteht der Unterschied zwischen beiden
Klassen darin, dass in der Klasse module die allgemeinen, langsamen Verfahren,
die wir in Kapitel 3.1 nur angedeutet haben, fu¨r die Klasse alg ideal hinge-
gen die schnelleren, idealspezifischen Algorithmen implementiert wurden. Da
dieser Unterschied nur fu¨r einzelne Operationen existiert, leiten wir die Klas-
se alg ideal von der Klasse module ab und spezialisieren nur diese wenigen
Funktionen.
Daneben beno¨tigt man auch eine Darstellung der Basisvektoren mittels Kon-
jugiertenvektoren, um die Reduktionstheorie anwenden zu ko¨nnen, bei der ein
Element aus einem Ideal mit kurzem Konjugiertenvektor gefunden werden muss.
Da dies jedoch der einzige Fall ist, wo wir diese Darstellung beno¨tigen, die wie-
derum Pra¨zisionsprobleme mit sich bringt, und da eine solche Reduktion fu¨r ein
Ideal typischerweise ho¨chstens einmal stattfindet, haben wir uns dafu¨r entschie-
den, die Konjugiertenvektoren im Bedarfsfall aus den Konjugiertenvektoren der
Basis der Ordnung zu berechnen. Damit erhalten wir die folgenden Klassende-
finitionen:
class module{
protected:
mutable bigmod_matrix base;
bigint den;
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nf_base * O;
mutable bool is_exp;
void compare(const module&, bool &, bool &) const;
// internal routine for comparisons
public:
// Contructors & destructor:
module(const nf_base * O1= nf_base::current_base);
// zero module
module(const alg_number & a,
const alg_number & b = alg_number(bigint(0)));
module(const base_matrix <bigint> &, const bigint & d = 1,
const nf_base * O1 = nf_base::current_base);
module(const bigmod_matrix &, const bigint & d = 1,
const nf_base * O1 = nf_base::current_base);
module(const module &);
~module();
virtual module & operator =(const module & A);
// member-functions
const bigint & denominator() const;
const bigmod_matrix & coeff_matrix() const;
bigint_matrix z_basis() const;
module numerator() const;
nf_base * which_base() const;
lidia_size_t degree() const;
bool is_zero() const; // In the obvious sense
bool is_whole_order() const;
bool is_one() const // i.e. is_whole_order
{ return is_whole_order();}
void normalize();
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void invert();
void assign_zero();
// Remains in the same order
inline void assign_whole_order();
// Remains in the same order
void assign_one()
// Remains in the same order, is the same as:
{assign_whole_order();}
void assign(const bigint &);
// Remains in the same order
void assign(const alg_number &);
// Becomes subset of same order as a !
virtual void assign(const module &);
// Becomes subset of same order as a !
// Procedural versions of arithmetic operations:
friend void add(module &, const module &, const module &);
friend void intersect(module &,
const module &, const module &);
friend void multiply(module &,
const module &, const module &);
friend void multiply(module &,
const module &, const bigint &);
friend void multiply(module &,
const bigint &, const module &);
friend void divide(module &,
const module &, const module &);
friend void divide(alg_ideal &,
const alg_ideal &, const module &);
friend void divide(module &,
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const module &, const bigint &);
friend void remainder(module &,
const module &, const bigint &);
friend void power(module &, const module &, const bigint &);
// arithmetic operators:
friend module operator +(const module &,
const module &); // sum/union
friend module operator &(const module &,
const module &); // intersection
friend module operator *(const module &,
const module &); // product
friend module operator *(const module &,
const bigint &); // product
friend module operator *(const bigint &,
const module &); // product
friend module operator /(const module &,
const bigint &); // quotient
friend module operator /(const module &,
const module &); // quotient (??):
// Division by an order is only guaranteed to produce
// correct results, if you are in the maximal order!!
friend module operator %(const module &,
const bigint &); // Reduce mod pO
module& operator +=(const module & a);
module& operator &=(const module & a);
module& operator *=(const module & a);
module& operator *=(const bigint & a);
module& operator /=(const bigint & a);
module& operator /=(const module & a);
module& operator %=(const bigint & a);
// Comparisions:
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// By now, only comparision of modules
// over the same order is implemented.
friend bool operator ==(const module&,
const module&);
friend bool operator !=(const module&,
const module&);
friend bool operator <=(const module&,
const module&);
friend bool operator <(const module&,
const module&);
friend bool operator >=(const module&,
const module&);
friend bool operator >(const module&,
const module&);
bool operator ! () const
{return is_zero();}
// Some number-theoretic function:
friend lidia_size_t degree(const module &);
friend bigrational norm(const module &); // Norm
friend bigrational exponent(const module &); // exponent
order ring_of_multipliers(const bigint &p) const;
// other functions:
friend void invert(module &, const module &);
friend module inverse (const module &);
friend const bigint & denominator(const module &);
friend const bigmod_matrix & coeff_matrix(const module &);
friend bigint_matrix z_basis(const module &);
friend module numerator(const module &);
friend nf_base * which_base(const module &);
friend void square(module &, const module &);
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friend void swap(module &, module &);
// random numbers
void randomize(const bigint &);
// In-/Output:
friend ostream& operator<<(ostream &, const module &);
friend istream& operator>>(istream &, module &);
// friends:
friend void multiply(alg_ideal &,
const alg_ideal &, const alg_ideal &);
};
class alg_ideal: public module{
public:
// Contructors & destructor:
alg_ideal(const nf_base * O1= nf_base::current_base);
// zero ideal
alg_ideal(const bigint & a,
const alg_number & b = alg_number(bigint(0)));
alg_ideal(const alg_number & a,
const alg_number & b = alg_number(bigint(0)));
alg_ideal(const base_matrix <bigint> &, const bigint & d = 1,
const nf_base * O1 = nf_base::current_base);
alg_ideal(const bigmod_matrix &, const bigint & d = 1,
const nf_base * O1 = nf_base::current_base);
alg_ideal(const alg_ideal &);
~alg_ideal();
module & operator =(const module & A);
void assign(const module & A);
alg_ideal & operator =(const alg_ideal & A);
// member-functions
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alg_ideal numerator() const;
// Procedural versions of arithmetic operations:
friend void multiply(alg_ideal &,
const alg_ideal &, const alg_ideal &);
friend void multiply(alg_ideal &,
const alg_ideal &, const alg_number &);
friend void multiply(alg_ideal &,
const alg_number &, const alg_ideal &);
friend void divide(alg_ideal &,
const alg_ideal &, const module &);
friend void divide(alg_ideal &,
const alg_ideal &, const alg_number &);
friend long ord(const prime_ideal &, const alg_ideal &);
// arithmetic operators:
friend alg_ideal
operator +(const alg_ideal &,
const alg_ideal &); // sum or union
friend alg_ideal
operator &(const alg_ideal &,
const alg_ideal &); // intersection
friend alg_ideal
operator *(const alg_ideal &,
const alg_ideal &); // product
friend alg_ideal
operator *(const alg_ideal &,
const bigint &); // product
friend alg_ideal
operator *(const bigint &,
const alg_ideal &); // product
friend alg_ideal
operator *(const alg_ideal &,
const alg_number &); // product
friend alg_ideal
operator *(const alg_number &,
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const alg_ideal &); // product
friend alg_ideal
operator /(const alg_ideal &,
const bigint &); // quotient
friend alg_ideal
operator /(const alg_ideal &,
const alg_number &); // quotient
friend alg_ideal
operator /(const alg_ideal &,
const module &); // quotient (??):
// Division by an order is only guaranteed to produce
// correct results, if you are in the maximal order!!
alg_ideal& operator +=(const alg_ideal & a);
alg_ideal& operator &=(const alg_ideal & a);
alg_ideal& operator *=(const alg_ideal & a);
alg_ideal& operator *=(const bigint & a);
alg_ideal& operator /=(const bigint & a);
alg_ideal& operator /=(const module & a);
alg_ideal& operator %=(const bigint & a);
// reduction:
void reduce(alg_number & divisor);
alg_number reduce();
friend alg_number reduce(alg_ideal & c,
const alg_ideal & a);
// other functions:
friend alg_ideal inverse (const alg_ideal &);
friend alg_ideal numerator(const alg_ideal &);
// random numbers
void randomize(const bigint &);
};
Zusammenfassend ergibt sich fu¨r die bisher beschriebenen Klassen zur al-
gebraischen Zahlentheorie die in Abbildung 3.1 gezeigte Struktur. Dabei sym-
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ordernumber_field
nf_base
idealalg_number module
Abbildung 3.1: Die Struktur der Klassen fu¨r die algebraische Zahlentheorie.
bolisiert ein Pfeil von einer Klasse zu einer anderen Klasse die Tatsache, dass
jedes Objekt der ersten Klasse einen Zeiger auf ein Objekt der zweiten Klasse
entha¨lt.
Bevor wir uns nun der Frage zuwenden, wie die beno¨tigten Algorithmen
der Linearen Algebra implementiert werden ko¨nnen, wollen wir zuna¨chst einen
Laufzeitvergleich geben, der zeigt, dass der gewa¨hlte Weg der Implementierung
nicht nur wegen seiner Geschlossenheit theoretisch ansprechend ist, sondern
dass er daru¨ber hinaus auch auf Anhieb effizient implementiert werden kann.
Fu¨r den Laufzeitvergleich haben wir algebraische Zahlko¨rper verschiede-
ner Ko¨rpergrade und Diskriminanten gewa¨hlt, wir betrachten allerdings stets
Ko¨rper der Form xn + c. Die Werte fu¨r n und c sind zusammen mit den Lauf-
zeiten tabelliert. Dabei wurden die Laufzeiten auf einem Athlon–System mit
600 MHz unter OS/2 gemessen. Fu¨r die Addition fa¨llt insbesondere auf, dass
hier mit steigendem Ko¨rpergrad KaSh einen zunehmenden Laufzeitvorteil hat.
Dies belegt, dass die Implementierung der Algorithmen zur Linearen Algebra
u¨ber ZZ in KaSh deutlich ausgefeilter ist als unsere eher prototypische Imple-
mentierung der Algorithmen, die wir in Kapitel 3.3 beschreiben werden. Da
jedoch die Idealarithmetik an der Laufzeit des von uns implementierten Ver-
fahrens zur Klassengruppenberechnung nur einen geringen Anteil hat, erschien
uns eine weitere Optimierung unserer Implementierung nicht notwendig. Diese
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n c E TA,L TA,K TD,L TD,K TM,L TM,K
3 7 50 0,06s 0,06s 5,25s 3,07s 0,75s 1,32s
3 b 50 0,06s 0,06s 5,06s 3,22s 0,86s 1,36s
5 7 50 0,09s 0,07s 17s 19s 3,19s 4,19s
5 b 50 0,1s 0,08s 18s 19s 3,25s 4,26s
8 7 50 0,21s 0,11s 55s 94s 17s 14s
8 b 50 0,23s 0,13s 57s 109s 17s 11s
Tabelle 3.1: Laufzeiten zur Idealmultiplikation, -division und - addition in LiDIA
und KaSh
n: Ko¨rpergrad, c: Polynomkoeffizient (b = 124612874612875712412451), E: Stellen-
zahl der Exponenten der Ideale, TA,L/K : Zeit fu¨r 400 Idealadditionen mit LiDIA/KaSh,
TD,L/K : Zeit fu¨r 400 Idealdivisionen mit LiDIA/KaSh, TM,L/K : Zeit fu¨r 400 Idealmul-
tiplikationen mit LiDIA/KaSh.
wa¨re allerdings ohne weiteres mo¨glich.
Hingegen zeigt die Idealdivision einen zunehmenden Vorteil fu¨r unsere Im-
plementierung, wenn sie auch fu¨r kleinen Ko¨rpergrad zuna¨chst langsamer ist.
Schließlich zeigt sich bei der Idealmultiplikation in den absoluten Zahlen ein
zunehmender Vorteil fu¨r KaSh. Allerdings ko¨nnen wir vermuten, dass wir hier
mit einer entsprechend optimierten Implementierung fu¨r die Kern– und Bild-
berechnung in ZZ/mZZ auch einen deutlichen Vorteil unserer Implementierung
sehen werden, da der Quotient aus Zeiten fu¨r die Multiplikation und Zeiten fu¨r
die Addition, der den Zeitbedarf in Relation zum Zeitbedarf der Grundopera-
tionen veranschaulicht, sich mit zunehmendem Ko¨rpergrad zu Gunsten unserer
Implementierung vera¨ndert.
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Nun wenden wir uns den Algorithmen der Linearen Algebra u¨ber ZZ/mZZ zu, die
wir beno¨tigen, um die bisher beschriebenen Aufgaben zu lo¨sen. Dabei ist m wie
gesehen eine mo¨glicherweise zusammengesetzte ganze Zahl. Da sich die Algo-
rithmen, die wir entwickelt haben, sofort auf den allgemeinen Fall der Haupt-
idealringe u¨bertragen, wollen wir diese auch in voller Allgemeinheit darstellen.
Es sei also R im folgenden ein Hauptidealring, das heißt ein kommutativer
Ring mit 1, in dem jedes Ideal ein Hauptideal ist, der jedoch nicht notwendig
nullteilerfrei ist. Man beachte, dass im allgemeinen Sprachgebrauch ”Haupt-
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idealring“ ha¨ufig im Sinne von ”Integrita¨tsbereich, in dem jedes Ideal Haupt-
ideal ist“ gebraucht wird. Einen Integrita¨tsbereich verlangen wir hier jedoch
ausdru¨cklich nicht.
Es seien l und k natu¨rliche Zahlen. Wir werden zeigen, wie man die folgenden
Aufgaben lo¨sen kann:
1. Entscheide, ob ein Element b ∈ Rk Element eines gegebenen Teilmoduls
von Rk ist.
2. Entscheide, ob ein Teilmodul von Rk in einem anderen derartigen Teilm-
odul enthalten ist.
3. Entscheide, ob zwei Teilmoduln von Rk gleich sind.
4. Berechne Kern und Bild des Homomorphismus ϕ : Rl −→ Rk. Berechne
zu b ∈ Rk das Urbild ϕ−1({b}) = {a ∈ Rl : ϕ(a) = b}.
Ist R ein Ko¨rper, so lassen sich diese Probleme mittels Gaußelimination
lo¨sen, fu¨r nullteilerfreie Hauptidealringe ko¨nnen wir die Hermite–Normalform–
Berechnung benutzen. Wir werden nun zeigen, wie man diese Verfahren modi-
fizieren kann, um auch im Falle, dass der Ring Nullteiler entha¨lt, zum Ziel zu
kommen.
3.3.1 Das Berechnungsmodell
Wir setzen voraus, dass wir Algorithmen fu¨r die folgenden Grundoperationen
zur Verfu¨gung haben. Gegeben zwei Elemente a, b ∈ R.
• Entscheide, ob a = b.
• Berechne a+ b, a · b.
• Entscheide, ob ax = b lo¨sbar ist fu¨r ein x ∈ R und falls ja, finde eine
Lo¨sung. Diese Operation werden wir Division in R nennen. In den Algo-
rithmen werden wir die Funktion div(a, b) benutzen, die ein x zuru¨ckgibt,
falls ein solches existiert und error sonst.
• Berechne den Erzeuger des Annihilators {x ∈ R : ax = 0} von a. In den
Algorithmen werden wir dazu die Funktion an(a) benutzen.
• Berechne g, x, y, e, f , so daß g das von a und b erzeugte Ideal erzeugt und(
a b
)( f x
−e y
)
=
(
0 g
)
mit ex+ fy = 1.
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Nach [OZ58], Kapitel IV, Theorem 33 gibt es solche g, x, y, e, f . Diese
Operation werden wir erweiterte ggT-Berechnung nennen und in Algo-
rithmen mit xgcdc(x, y, a, b, e, f) notieren.
In den Komplexita¨tsbetrachtungen werden wir Ringoperationen za¨hlen, wo-
bei jede der obigen Operationen (außer dem Vergleich) als eine Ringoperation
geza¨hlt wird. Vergleiche werden wir nicht mitza¨hlen, da diese in der Praxis
vergleichsweise sehr billig sind.
Die Berechnungen – insbesondere Vergleiche von Moduln – werden leichter,
falls man Standarderzeuger von Idealen in R definieren kann, die durch das Ideal
eindeutig bestimmt und leicht aus einem beliebigen Erzeuger berechenbar sind.
Außerdem ist es nu¨tzlich, Standardvertreter von Restklassen modulo R-Idealen
definieren zu ko¨nnen, die durch die Restklasse eindeutig bestimmt und leicht aus
einem beliebigen Vertreter zu berechnen sind. Solche Standarderzeuger bzw. –
vertreter zu berechnen, werden wir ebenfalls als eine Ringoperation za¨hlen.
3.3.2 Zwei Beispiele
Standarderzeuger bzw. –vertreter sind u¨ber ZZ und ZZ/mZZ leicht zu definieren
und auch zu berechnen:
R = ZZ
Wir setzen die Realisierung arithmetischer Operationen in ZZ als bekannt vor-
aus. Jedes ZZ-Ideal hat genau einen nichtnegativen Erzeuger. Dieser kann als
Standarderzeuger gewa¨hlt werden. Wenn n eine natu¨rliche Zahl ist, dann hat
jede Restklasse mod n genau einen Vertreter a mit 0 ≤ a < n. Dieser kann als
Standardvertreter der Restklasse gewa¨hlt werden. Er kann mittels Division mit
Rest leicht aus einem beliebigen Vertreter der Restklasse berechnet werden. Da
ZZ nullteilerfrei ist, ist der Annihilator eines jeden von (0) verschiedenen Ideals
(0). Die Funktion xgcdc kann mittels eines Algorithmus zur Berechnung des er-
weiterten ggT (etwa mit Hilfe des erweiterten euklidischen Algorithmus) leicht
in der beno¨tigten Form realisiert werden.
R = ZZ/mZZ
Sei m eine natu¨rliche Zahl. Dann ko¨nnen Addition und Multiplikation in ZZ/mZZ
mittels Addition, Multiplikation und Division mit Rest in ZZ realisiert werden.
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Fu¨r jedes von (0) verschiedene Ideal von ZZ/mZZ gibt es einen eindeutig
bestimmten positiven Teiler von m, dessen Restklasse das Ideal erzeugt. Diesen
Erzeuger benutzen wir als Standarderzeuger. Der Standarderzeuger des Ideals
(a+mZZ) ist dann ggT(a,m) +mZZ.
Ist nun a eine ganze Zahl und n ein Teiler von m. Als Standardvertreter der
Restklasse von a + mZZ modulo dem Ideal I = (n + mZZ) ko¨nnen wir r + mZZ
wa¨hlen, wobei r der kleinste nichtnegative Rest von a bei Division durch n ist.
Dieser Vertreter ist in der Tat durch a und I eindeutig bestimmt.
Ist a eine ganze Zahl, dann besteht der Annihilator von a + mZZ aus den
Restklassen x+mZZ mit ax ≡ 0 modm, also wird der Annihilator erzeugt von
m/ ggT(a,m) (und dies ist bereits der Standarderzeuger).
Schließlich wollen wir xgcdc(x, y, a, b, e, f) so implementieren, dass wir gleich
den Standarderzeuger g + mZZ mit g = ggT(a, b,m) erhalten. Dazu beno¨tigen
wir folgendes Lemma:
3.3.1. Lemma Fu¨r jedes Element 0 6= a ∈ ZZ/mZZ, gibt es ein Element x ∈
(ZZ/mZZ)∗, so dass gilt: x · a|m.
3.3.2. Beispiel Zuna¨chst wollen wir an einem Beispiel illustrieren, worin die
eigentliche Aussage dieses Lemmas besteht. Wenn wir a = 18 und m = 60
wa¨hlen, dann gilt offensichtlich: ggT(18, 60) = 6 und z.B. (−3) · 18 = 6|60,
jedoch ist −3 6∈ (ZZ/60ZZ)∗. Es gilt aber auch z.B. 7 · 18 = 6|60 und hier gilt:
7 ∈ (ZZ/60ZZ)∗.
Beweis: Sei allgemein a ∈ ZZ/mZZ. Da ZZ ein Hauptidealring ist, gibt es x0, y0
mit
d := ggT(a,m) = x0a+ y0m
= (x0 + k
m
d
)a+ (y0 − ka
d
)m
≡ (x0 + km
d
)a modm (∀k ∈ ZZ)
Dabei gilt ggT(x0, md ) = 1, da d · ggT(x0, md ) ein Teiler von d ist, also ist
ggT(x0 + kmd ,
m
d ) = 1 ∀k ∈ ZZ.
Wir zerlegen nun m in zwei Faktoren m1 und m2, so dass gilt:
• m = m1 ·m2.
• ggT(m1, md ) = 1.
• m2 entha¨lt genau die Primfaktoren, die in md vorkommen.
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Im obigen Beispiel wa¨re also m1 = 3 und m2 = 20. Dann gilt: m1|d und md |m2.
Damit gilt auch ggT(x0 + kmd ,m2) = 1 ∀k ∈ ZZ. Daher genu¨gt es, zu zeigen,
dass md ein Erzeuger von (ZZ/m1ZZ,+) ist, denn dann ko¨nnen wir k0 so wa¨hlen,
dass gilt: x0+k0md ≡ 1 modm1 und wir erhalten mit dem chinesischen Restsatz:
x := x0 + k0md ≡ 1 modm.
Dieser letzte Schritt gelingt wie folgt: Aus der Definition von m1 folgt
ggT(m1, md ) = 1, also gibt es ein y mit y
m
d ≡ 1 modm1 und 1 ist ein Erzeuger
von ZZ/m1ZZ, also muss auch md ein Erzeuger dieser Gruppe sein.
Damit funktioniert die Berechnung von xgcdc(x, y, a, b, e, f) nun wie folgt:
Zuna¨chst berechnen wir mit dem erweiterten euklidischen Algorithmus u und
v mit
ua+ vb = ggT(a, b).
Dann ist
(ua+ vb)/g = ggT(a, b)/g.
Mit Lemma 3.3.1 berechnen wir nun eine ganze Zahl z mit
z ggT(a, b)/g ≡ 1 modm
und setzen
x = zu, y = zv, e = a/g, f = b/g.
Damit erhalten wir
xa+ yb ≡ g modm, xe+ yf ≡ 1 modm.
3.3.3 Standard–Erzeugendensysteme fu¨r Teilmoduln von Rk
Seien k eine natu¨rliche Zahl und M ein Teilmodul von Rk.
3.3.3. Definition Fu¨r i ∈ {0, . . . , k} sei
M (i) := M ∩ {b ∈ Rk mit bi+1 = bi+2 = . . . = bk = 0}.
Sei
S := S(M) := {i : 1 ≤ i ≤ k,M (i) 6= M (i−1)}. (3.2)
Unter einem Standard–Erzeugendensystem von M verstehen wir ein Erzeu-
gendensystem A = (ai)i∈S von M , so dass fu¨r alle i ∈ S das Teilsystem (aj)j≤i
ein Erzeugendensystem von M (i) ist.
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Angenommen, in R ko¨nnen wir Standarderzeuger von Idealen und Stan-
dardvertreter von Restklassen wie oben beschrieben definieren. Dann wollen
wir annehmen, dass xgcdc jeweils einen solchen Standarderzeuger zuru¨ckgibt.
Dann definieren wir:
3.3.4. Definition Ein normalisiertes Standard–Erzeugendensystem ist ein
Standard–Erzeugendensystem A von M , in dem fu¨r jedes i ∈ S(M) der Eintrag
ai,i der Standarderzeuger von ai,iR und fu¨r jedes j ∈ S, j > i der Eintrag ai,j
der Standardvertreter von ai,j + ai,iR ist.
3.3.5. Bemerkung Wenn wir A als Matrix interpretieren fa¨llt der Begriff des
Standard–Erzeugendensystems gerade mit dem Begriff der vollsta¨ndig redu-
zierten Spaltenstufenform zusammen, wie er erstmals von J. Howell definiert
wurde([How86]).
Es gilt offensichtlich
{0} = M (0) ⊂M (1) ⊂ . . . ⊂M (k) = M.
Falls R nullteilerfrei ist, ist ein Standard–Erzeugendensystem bis auf Nor-
malisierung gerade die Hermite–Normalform einer Basis von M .
Wir zeigen nun, dass auch im allgemeinen Fall jeder Modul M ein Standard–
Erzeugendensystem hat. Dazu beachte man, dass die Menge aller i-ten Eintra¨ge
in den Elementen von M (i) ein R–Ideal bildet, dass wir mit I(i) bezeichnen.
3.3.6. Satz Sei A = (ai)i∈S eine Folge von Vektoren mit ai ∈ M (i) fu¨r alle
i ∈ S. Dann ist A genau dann ein Standard–Erzeugendensystem von M , wenn
ai,i das Ideal I(i) aller i–ten Eintra¨ge von Elementen aus M (i) erzeugt.
Beweis: Sei A ein Standard–Erzeugendensystem von M . Fixiere i ∈ S. Da
(aj)j≤i M (i) erzeugt und da aj ∈ M (j) fu¨r jedes j ∈ S, folgt, dass jeder i-
te Eintrag eines Elements aus M (i) ein Vielfaches von ai,i ist, also ist ai,i ein
Erzeuger von I(i).
Fu¨r die umgekehrte Richtung setzen wir voraus, dass fu¨r alle i ∈ S ai,i ein
Erzeuger von I(i) ist. Wir zeigen mittels vollsta¨ndiger Induktion, dass (aj)j≤i
ein Erzeugendensystem von M (i) ist. Fu¨r i = 0 ist dies trivial.
Sei i ∈ {1, . . . , k}. Nach Induktionsvoraussetzung erzeugt dann (aj)j≤i′
M (i
′) fu¨r alle i′ < i. Wenn i nicht in S liegt, ist also M (i) = M (i−1) und
die Behauptung folgt unmittelbar aus der Induktionsvoraussetzung.
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Andernfalls ist i ∈ S. Falls i das kleinste Element von S ist, dann setze i′ = 0,
andernfalls setze i′ auf das gro¨ßte Element von S, das gerade noch kleiner ist
als i. Sei b ein beliebiges Element aus M (i). Da ai,i das Ideal aller i-ten Eintra¨ge
erzeugt, folgt, dass es ein r ∈ R gibt mit bi = rai,i. Dann ist b−rai ein Element
von M (i) dessen i-ter Eintrag 0 ist. Da M (i
′) = M (i
′+1) = . . . = M (i−1), folgt
nun: b − raj ∈ M (i′). Damit ist dieses Element eine Linearkombination der aj
mit j ≤ i′.
Der folgende Algorithmus formuliert explizit die von J. Howell in [How86]
vorgestellte Idee und berechnet ein Standard–Erzeugendensystem eines Moduls
M .
3.3.7. Algorithmus
Standard–Erzeugendensystem
Eingabe: Ein Erzeugendensystem B ∈ Rk×l eines Teilmoduls M ⊂
Rk
Ausgabe: Ein Standard–Erzeugendensystem A von M
(1) for (i = k; i > 0; i−−) do
(2) j = l
(3) while (j > 0 ∧ bij = 0) do
(4) j −−
(5) od
(6) if (j 6= 0) then
(7) vertausche die Spalten j und l von B;
(8) for (j = l − 1; j > 0; j −−) do
(9) if (bij 6= 0) then
(10) g = xgcdc(x, y, bil, bij , e, f);
(11) (bl, bj) = (xbl + ybj , fbl − ebj);
(12) fi
(13) od
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(14) ai = bl;
(15) x = an(bil);
(16) if (x = 0) then
(17) l −−
(18) else
(19) bl = xbl
(20) fi
(21) fi
(22) od
3.3.8. Satz Algorithmus 3.3.7 bestimmt ein Standard–Erzeugendensystem des
Moduls M und beno¨tigt dazu ho¨chstens 6(k + 1)kl Ringoperationen.
Beweis: Es sei B(k) = B und fu¨r 1 ≤ i ≤ k bezeichne B(i−1) die Matrix B in
Algorithmus 3.3.7 nachdem der Algorithmus die Iteration mit Index i beendet
hat. Mit Induktion zeigen wir, dass B(i) M (i)erzeugt, dass ein neues Element
ai genau dann zu A hinzugefu¨gt wird, wenn i ∈ S und dass in diesem Fall ai,i
das Ideal aller i-ten Eintra¨ge von Elementen in M (i) erzeugt. Dann folgt mit
Satz 3.3.6, dass A ein Standard–Erzeugendensystem von M ist.
Fu¨r i = k ist die Behauptung wahr, da B = B(k) M = M (k) erzeugt.
Sei i ∈ {1, . . . , k}. Nach Induktionsannahme erzeugt B(i) M (i). Die Zeilen
mit den Indizes i+1, . . . , k in B(i) sind Null. In der na¨chsten Iteration eliminiert
der Algorithmus die i-te Zeile.
Falls die i-te Zeile von B(i) nur Nulleintra¨ge hat, dann sind nach Definition
die Eintra¨ge in allen Elementen von M (i) Null. Also ist M (i−1) = M (i) und
die while–Schleife in den Schritten (3) bis (5) ergibt j = 0. Damit werden die
Schritte (7) bis (21) nicht ausgefu¨hrt und es ist B(i−1) = B(i). In diesem Falle
erzeugt also B(i−1) M (i−1) und es wird kein Element zu A hinzugefu¨gt.
Andernfalls ist M (i) 6= M (i−1). Sei B′ die Matrix, die aus B(i) nach Schritt
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(14) entstanden ist. Diese Matrix ist von der Gestalt:
B′ :=

b′11 . . . b′1l−1 b
′
1l
...
...
...
b′i−11 . . . b
′
i−1l−1 b
′
i−1l
0 . . . 0 b′il
0 . . . 0 0
...
...
...
0 . . . 0 0

und erzeugt immer noch M (i), da nur Transformationen mit Determinante ±1
auf B(i) ausgefu¨hrt wurden, um B′ zu erhalten. Außerdem ist b′i,l der einzige
Eintrag verschieden von Null in der i-ten Zeile von B′. Daher erzeugt b′i,l das
Ideal aller i-ten Eintra¨ge in Elementen von M (i). Da ai auf b
′
l gesetzt wird,
folgt, dass ai,i das Ideal aller i-ten Eintra¨ge von Elementen in M (i) erzeugt.
Schließlich ist jedes Element b in M (i−1) von der Form
b = x1b′1 + · · ·+ xlb′l,
mit xi ∈ R, 1 ≤ i ≤ l−1 und xl ist Element des Annihilators von b′il. Wenn wir
also b′l durch an(b′i,l)b
′
l ersetzen, dann ist B
′ ein Erzeugendensystem von M (i−1).
Damit ist die Korrektheit des Algorithmus bewiesen.
Nun untersuchen wir die Komplexita¨t des Algorithmus. In der inneren
Schleife (8) – (14) werden ho¨chstens eine erweiterte ggT–Berechnung, 4k Multi-
plikationen und 2k Additionen in R ausgefu¨hrt, also insgesamt ho¨chstens 6k+1
Ringoperationen. Diese Schleife wird ho¨chstens (l − 1)–mal ausgefu¨hrt, womit
sich maximal (l−1)(6k+1) Ringoperationen ergeben. Außerdem werden in den
Schritten (16) – (21) maximal k + 1 Ringoperationen ausgefu¨hrt, also ergeben
sich (l − 1)(6k + 1) + k + 1 < 6(k + 1)l Ringoperationen fu¨r einen Durchlauf
der a¨ußeren Schleife. Diese wird k–mal ausgefu¨hrt, womit die Gesamtzahl der
Operationen durch 6(k + 1)kl beschra¨nkt ist.
3.3.9. Beispiel
Wir betrachten den Modul M ⊂ (ZZ/315ZZ)4 mit Erzeugendensystem
B =

310 81 249 80 255 300 231 168
100 7 103 5 45 60 252 21
94 2 161 311 15 0 21 0
112 58 136 83 0 15 0 21
 mod 315
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und konstruieren gema¨ß Algorithmus 3.3.7 ein Standard–Erzeugendensystem.
In der praktischen Implementierung verwenden wir eine etwas kompliziertere
Pivotstrategie als in der Beschreibung des Algorithmus angegeben. Diese macht
sich zunutze, dass 83 modulo 315 invertierbar ist und transformiert B durch
Multiplikation der vierten Spalte mit 167 ∈ (ZZ/315ZZ)∗ und Vertauschen der
vierten mit der letzten Spalte zuna¨chst zu
310 81 249 255 300 231 168 130
100 7 103 45 60 252 21 205
94 2 161 15 0 21 0 277
112 58 136 0 15 0 21 1
 mod 315.
Fu¨r i = 4 wird dann die Schleife (8)–(13) mit l = 8 ausgefu¨hrt und ergibt
240 101 209 255 240 231 273 130
135 87 258 45 135 252 126 205
255 1 289 15 255 21 168 277
0 0 0 0 0 0 0 1
 mod 315.
Dann wird a4 = (130, 205, 277, 1)T gespeichert und da der Annihilator von 1
von 0 erzeugt wird, wird l auf 7 herabgesetzt. In der na¨chsten Iteration erkennt
die implementierte Pivotstrategie 289 als invertierbares Element und vertauscht
daher die Spalten 3 und 7 und multipliziert Spalte 3 dabei mit 109 ∈ (ZZ/315ZZ)∗.
Fu¨r i = 3 wird dann die Schleife (8)–(13) mit l = 7 ausgefu¨hrt und ergibt
0 0 0 0 0 0 101 130
0 0 0 0 0 0 87 205
0 0 0 0 0 0 1 277
0 0 0 0 0 0 0 1
 mod 315.
Wir speichern a3 = (101, 87, 1, 0)T und stellen fest, dass wir fertig sind. Ein
Standard–Erzeugendensystem fu¨r M ist also
A =

101 130
87 205
1 277
0 1
 mod 315.
Daru¨ber hinaus ko¨nnen wir, falls der Ring dies zula¨sst (also z.B. im
Falle von ZZ/mZZ) mit folgender Prozedur ein normalisiertes Standard–
Erzeugendensystem berechnen:
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3.3.10. Algorithmus
Normalisierung
Eingabe: Ein Standard–Erzeugendensystem A ∈ Rk×l eines Mo-
duls M ⊂ Rk
Ausgabe: Ein normalisiertes Standard–Erzeugendensystem A von
M
(1) S = S(M);
(2) while (S 6= ∅) do
(3) i = max(S);
(4) S′ = S(M);
(5) for (j = max(S′); j > i; S′ = S′ \ {j}) do
(6) Sei r der Standardvertreter von ai,j + ai,iR;
(7) aj = aj + div(r − ai,j , ai,i)ai;
(8) od
(9) S = S \ {i};
(10) od
3.3.11. Satz Es gibt genau ein normalisiertes Standard–Erzeugendensystem
von M . Dieses kann mit Algorithmus 3.3.10 aus jedem Standard–Erzeugenden-
system berechnet werden. Der Algorithmus beno¨tigt dazu ho¨chstens k3 + 1/2k2
Ringoperationen.
Beweis: Mit Algorithmus 3.3.10 erhalten wir ein Standard–
Erzeugendensystem mit den behaupteten Eigenschaften. Wir mu¨ssen noch
zeigen, dass es kein anderes solches Erzeugendensystem geben kann. Ange-
nommen B wa¨re ein zweites derartiges Erzeugendensystem. Fixiere j ∈ S(M).
Dann ist aj,j = bj,j , da nach Satz 3.3.6 diese Zahlen Standarderzeuger desselben
Ideals sind. Sei 1 ≤ i < j der gro¨ßte Index mit ai,j 6= bi,j . Dann muss i in
S(M) liegen, da der Vektor aj − bj in M (i), aber nicht in M (i−1) liegt. Dann
geho¨ren ai,j und bi,j zu verschieden Restklassen modulo ai,i, da diese Eintra¨ge
die Standardvertreter ihrer Restklassen sind. Also liegt ai,j − bi,j nicht in ai,iR.
Dies widerspricht aber der Tatsache, dass nach Satz 3.3.6 der Eintrag ai,i das
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Ideal aller i-ten Eintra¨ge von Elementen in M (i) erzeugt. Daraus folgt die
Eindeutigkeit.
Wir scha¨tzen noch den Aufwand fu¨r den Algorithmus ab: In der inneren
Schleife (6) – (7) fu¨hrt der Algorithmus ho¨chstens 2k+ 3 Ringoperationen aus.
Diese Schleife wird ho¨chstens (k−i)–mal fu¨r jedes i ∈ S ausgefu¨hrt. Also werden
ho¨chstens k(k − 1)(2k + 3)/2 < k3 + k2/2 Ringoperationen ausgefu¨hrt.
3.3.12. Beispiel
Das Standard–Erzeugendensystem aus Beispiel 3.3.9 wird durch Subtraktion
des 277-fachen der ersten Spalte von der zweiten Spalte zu einem normalisierten
Standard–Erzeugendensystem. Wir erhalten also
A =

101 188
87 46
1 0
0 1
 mod 315.
3.3.4 Element–Test
Wir zeigen nun, wie man mit Hilfe eines Standard–Erzeugendensystems ent-
scheiden kann, ob ein Element a ∈ Rk zu einem Teilmodul M ⊂ Rk geho¨rt.
3.3.13. Algorithmus
Element–Test
Eingabe: Ein Standard–Erzeugendensystem A ∈ Rk×s eines Teil-
moduls M ⊂ Rk und a ∈ Rk
Ausgabe: (ri)i∈S(M) mit a =
∑
i∈S(M) riai und is element = true,
falls a ∈M . Andernfalls is element = false
(1) S = S(M); b = a; is element = false
(2) while (S 6= ∅) do
(3) i = max(S);
(4) ri = div(bi, ai,i);
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(5) if (ri = error) then
(6) return;
(7) fi
(8) b = b− riai;
(9) S = S \ {i};
(10) od
(11) if (b = 0) then
(12) (ri)i∈S(M); is element = true
(13) fi
3.3.14. Satz Algorithmus 3.3.13 ist korrekt und beno¨tigt ho¨chstens k(2k + 1)
Ringoperationen R.
Beweis: Aus der Konstruktion, die der Algorithmus ausfu¨hrt, ergibt sich, dass
gilt
a = b+
∑
j≥i
rjaj , (3.3)
nachdem die While–Schleife fu¨r Index i abgearbeitet ist.
Falls der Algorithmus mit b = 0 endet, so ist
a =
∑
i∈S(M)
riai.
Wir mu¨ssen also zeigen, dass der Algorithmus immer mit b = 0 endet, wenn a
in M liegt.
Sei dazu a ∈ M . Wir werden mit Induktion zeigen, dass b ∈ M (j) mit
j = max(S), falls S 6= ∅ und j = 0 sonst, bevor die Bedingung der While–
Schleife gepru¨ft wird. Dann gilt in jeder Iteration ri 6= error. Daraus folgt, dass
der Algorithmus mit b = 0 endet.
Vor dem ersten Durchlauf ist b = a ∈M = M (max(S(M))). Angenommen, in
Schritt (2) ist S 6= ∅ und b liegt in M (max(S)). Dann betritt der Algorithmus die
While–Schleife und setzt i auf max(S). Nach Satz 3.3.6 muss bi ein Vielfaches
von ai,i sein. Dies wird in Schritt (4) erkannt, wo ri 6= error zuru¨ckgegeben wird.
Der Vektor b und die Menge S werden dann so gea¨ndert, dass gilt: b ∈M (maxS),
falls S 6= ∅ und b ∈M (0) sonst. Damit folgt die Korrektheit.
Nun untersuchen wir noch die Komplexita¨t des Algorithmus. In Schritt
(4) wird eine Division ausgefu¨hrt. In Schritt (8) werden k Multiplikationen
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und k Subtraktionen ausgefu¨hrt. Also werden in jeder Iteration der While–
Schleife 2k+1 Ringoperationen ausgefu¨hrt. Diese Schleife wird fu¨r jedes Element
des Standard–Erzeugendensystems von M einmal durchlaufen. Ein Standard–
Erzeugendensystem von M hat ho¨chstens k Elemente, also ergibt sich die be-
hauptete Schranke.
3.3.5 Tests auf Teilmenge und Gleichheit
Seien M und N Teilmoduln von Rk. Diese werden mittels Erzeugendensystemen
mit ho¨chstens k Elementen dargestellt. Wenn wir entscheiden wollen, ob N in
M enthalten ist, ko¨nnen wir wie folgt vorgehen: Wir bestimmen ein Standard–
Erzeugendensystem von M und fu¨r jedes Element des Erzeugendensystems von
N pru¨fen wir, ob es in M liegt. Dies kann man wie eben beschrieben tun. Mit
dem vorangegangenen Komplexita¨tsergebnis erhalten wir dann:
3.3.15. Satz Man kann mit ho¨chstens k2(8k + 7) Ringoperationen testen, ob
ein Modul N ⊂ Rk in einem Modul M ⊂ Rk enthalten ist. Falls N ⊂M , gibt der
Test außerdem die Darstellungen der Erzeuger von N als Linearkombinationen
der Erzeuger von M an.
Damit kann man einen Gleichheitstest realisieren, der ho¨chstens 2k2(8k+7)
Ringoperationen beno¨tigt. Wenn R allerdings eindeutige Idealerzeuger und ein-
deutige Vertreter von Restklassen zula¨sst und M und N mittels normalisierter
Erzeugendensysteme gegeben sind, dann la¨sst sich Gleichheit einfach testen,
indem man pru¨ft, ob die darstellenden Erzeugendensysteme gleich sind.
3.3.6 Berechnung von Kern, Bild und Urbild
Sei
ϕ : Rl → Rk
ein Homomorphismus, der durch eine Matrix B ∈ Rk×l gegeben ist. Dann wird
das Bild von ϕ durch die Spalten von B erzeugt. Falls l > k, so kann man mit
Algorithmus 3.3.7 ein Erzeugendensystem des Bildes mit ho¨chstens k Elementen
bestimmen.
Dabei kann Algorithmus 3.3.7 so modifiziert werden, dass wir kleinere Er-
zeugendensysteme erhalten. Z.B. ko¨nnen wir in Schritt (14) pru¨fen, ob das
bl, das wir speichern wollen, ein Vielfaches eines zuvor gespeicherten bl ist.
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Andererseits ko¨nnen wir die Schritte (15), (16) und (18) – (20) einfach weg-
lassen. Allerdings erhalten wir mit diesen Modifikationen im allgemeinen kein
Standard–Erzeugendensystem mehr.
Um den Kern von ϕ zu bestimmen, mu¨ssen wir lediglich die Transformation
T berechnen, die wir auf B in Algorithmus 3.3.7 anwenden. Um Urbilder be-
rechnen zu ko¨nnen, speichern wir außerdem die Transformation U , die B nach
A transformiert. Man beachte, dass die Transformationen T und U im allge-
meinen verschieden sind. Der folgende Algorithmus berechnet Bild und Kern
von ϕ. Dabei bezeichnet Il die l × l–Einheitsmatrix.
3.3.16. Algorithmus
Bild und Kern
Eingabe: Ein Homomorphismus B ∈ Rk×l
Ausgabe: Das Bild A und der Kern T von B. Eine Transformation
U mit B · U = A
(1) for (i = k; i > 0; i−−) do
(2) j = l;
(3) T = Il;
(4) while (j > 0 ∧ bij = 0) do
(5) j −−;
(6) od
(7) if (j 6= 0) then
(8) vertausche die Spalten j und l von B und von T ;
(9) for (j = l − 1; j > 0; j −−) do
(10) if (bij 6= 0) then
(11) g = xgcdc(x, y, bil, bij , e, f);
(12) (bl, bj) = (xbl + ybj , fbl − ebj);
(13) (tl, tj) = (xtl + ytj , ftl − etj);
(14) fi
(15) od
(16) ai = bl; ui = tl;
(17) x = an(bil);
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(18) if (x = 0) then
(19) l −−
(20) else
(21) bl = xbl; tl = xtl;
(22) fi
(23) fi
(24) od
(25) Entferne alle Spalten mit Index > l aus B.
3.3.17. Satz Algorithmus 3.3.16 ist korrekt und beno¨tigt ho¨chstens 6(k + l)kl
Ringoperationen.
Beweis: Aus Satz 3.3.8 wissen wir schon, dass Algorithmus 3.3.16 ein
Standard–Erzeugendensystem des Bildes von ϕ berechnet. Setze T (k) = Ik und
bezeichne mit T (i−1) die Matrix T , die man erha¨lt, nachdem Algorithmus 3.3.16
die Iteration mit Index i beendet hat. Wie im Beweis von Satz 3.3.8 kann man
mit Induktion zeigen, dass fu¨r i = k, k−1, . . . , 0 die Spalten von T (i) den Modul
aller x ∈ Rl mit Bx ∈M (i) erzeugen. Wegen M (0) = {0} folgt dann sofort, dass
die Matrix T , die man am Ende von Algorithmus 3.3.16 erha¨lt, den Kern von
B erzeugt. Genau wie in der Analyse von Algorithmus 3.3.7 sieht man, dass
Algorithmus 3.3.16 ho¨chstens 6(k + l)kl Ringoperationen beno¨tigt.
Zum Schluss diskutieren wir das Problem, Urbilder von Elementen aus Rk
zu finden. Sei b ∈ Rk. Um das Urbild von b unter der Abbildung ϕ zu be-
rechnen, berechnen wir mit Algorithmus 3.3.16 den Kern und ein Standard–
Erzeugendensystem des Bildes von ϕ. Dann wenden wir Algorithmus 3.3.13
an, um zu entscheiden, ob b im Bild von ϕ liegt. Falls nicht, so ist das
Urbild von b leer. Andernfalls liefert Algorithmus 3.3.13 eine Lo¨sung r von
Ar = b, wobei A das Standard–Erzeugendensystem des Bildes von ϕ ist. Aus
Algorithmus 3.3.16 erhielten wir auch eine Transformation U mit BU = A.
Also ist BUr = b, d.h. Ur ist ein Urbild von b. Das vollsta¨ndige Urbild von b ist
dann ϕ−1(b) = Ur+kerϕ. Die Berechnung von Ur beno¨tigt ho¨chstens (2k−1)l
Ringoperationen. Mit Satz 3.3.17 und Satz 3.3.14 folgt, dass die gesamte Be-
rechnung ho¨chstens 6(k+ l)kl+(k+ l)(2k+1) Ringoperationen beno¨tigt. Damit
ist der folgende Satz bewiesen:
3.3 Lineare Algebra u¨ber Hauptidealringen 99
3.3.18. Satz Um das Urbild von b ∈ Rk unter einem Homomorphismus
ϕ : Rl → Rk zu berechnen, beno¨tigt man ho¨chstens (k + l)(6lk + 2k + 1) Ring-
operationen.
3.3.7 Summe und Durchschnitt von Moduln
Seien M und N zwei R–Teilmoduln von Rk mit Erzeugendensystemen A
bzw. B. Seien m die Zahl der Elemente von A und n die Zahl der Elemente von
B. Die Summe von M und N wird u¨ber R von den Elementen von C = A ◦B,
der Konkatenation von A und B erzeugt. Ein Erzeugendensystem von M +N
mit ho¨chstens k Elementen kann unter Verwendung von Algorithmus 3.3.7 mit
ho¨chstens 6(k + 1)k(m+ n) Ringoperationen berechnet werden.
Wir beschreiben nun die Berechnung von M ∩N . Ein Element a ∈ Rk liegt
genau dann in M ∩N , wenn es Vektoren x ∈ Rm und y ∈ Rn mit
Ax = a = By
gibt.
Betrachte den Homomorphismus
ψ : Rm ×Rn −→ Rk, (x, y) 7−→ Ax−By.
Sei ((x1, y1), . . . , (xl, yl)) ein Erzeugendensystem des Kerns von ψ. Dann wird
M ∩N erzeugt von (Ax1, . . . , Axl). Also berechnen wir mit Algorithmus 3.3.16
den Kern von ψ, um M ∩ N zu bestimmen. Dazu beno¨tigen wir ho¨chstens
6(k+m+ n)k(m+ n) Ringoperationen. Dann berechnen wir ein Erzeugenden-
system von M ∩ N wie gerade beschrieben. Dazu sind ho¨chstens 2km(m + n)
Operationen no¨tig. Schließlich benutzen wir Algorithmus 3.3.7 um ein Erzeu-
gendensystem von M ∩ N mit ho¨chstens k Elementen zu finden. Dazu sind
6(k + 1)k(m+ n) Operationen ausreichend.
Insgesamt erhalten wir also folgende Resultate:
3.3.19. Satz Die Summe von zwei Moduln M,N ⊂ Rk, die durch m bzw. n
Erzeuger gegeben sind, kann mit ho¨chstens 6(k+ 1)k(m+ n) Operationen in R
berechnet werden.
3.3.20. Satz Der Durchschnitt von zwei Moduln M,N ⊂ Rk, die durch m
bzw. n Erzeuger gegeben sind, kann mit ho¨chstens (12k+ 8m+ 6n+ 6)k(m+n)
Operationen in R berechnet werden.
Kapitel 4
Primideale und
Idealfaktorisierung
In diesem Kapitel beschreiben wir die besonderen Eigenschaften von Primidea-
len und zeigen die Implementierung der Klasse prime ideal, die im Vergleich
zur Klasse alg ideal einige U¨berraschungen bietet. Danach wenden wir uns der
Zerlegung von (gebrochenen) Idealen in ein Produkt von Primidealen zu und
zeigen, wie wir diese Berechnungen mit Hilfe der allgemeinen Template–Klassen
factorization < T > und single factor < T > implementiert haben.
4.1 Primideale
Prinzipiell gibt es noch Alternativen zu der beschriebenen Darstellung von Mo-
duln und Idealen, etwa die Darstellung mittels einer ZZ–Basis, die wir in Ka-
pitel 3 bereits verworfen haben. Insbesondere ist fu¨r den Fall der Ideale die
sogenannte Zwei–Element–Darstellung von Bedeutung, wie sie in [PZ89], Kapi-
tel 6.3 beschrieben wird. Diese beruht darauf, Ideale eben nicht als ZZ–Moduln
aufzufassen, sondern sie wirklich als Ideale u¨ber der Ordnung O zu betrachten,
bezu¨glich der sie gegeben sind. Diese Ordnung ist zwar kein Hauptidealring,
hat jedoch die Eigenschaft, dass jedes Ideal von maximal zwei Elementen er-
zeugt werden kann, von denen im Falle ganzer Ideale eines sogar in ZZ gewa¨hlt
werden kann (vgl. [PZ89], Kapitel 6.3). Damit ist es mo¨glich, ein ganzes Ideal
unabha¨ngig vom Ko¨rpergrad n durch eine ganze rationale Zahl und eine alge-
braische Zahl darzustellen. Diese Darstellung ist insbesondere fu¨r die Multipli-
kation sehr vorteilhaft, so erha¨lt man z.B. eine ZZ–Basis eines Produkts zweier
Ideale, indem man die beiden Elemente in der Zwei–Element–Darstellung des
4.1 Primideale 101
ersten Ideals jeweils mit allen n Elementen der ZZ–Basis des zweiten Ideals mul-
tipliziert und aus den erhaltenen 2n Komponenten mittels Algorithmus 3.3.7
eine Basis konstruiert. Dadurch kann die Multiplikation wesentlich beschleunigt
werden – sowohl im Vergleich zur Darstellung mittels einer ZZ–Basis als auch im
Vergleich zu unserer Darstellung. In der Praxis jedoch ist mit der Berechnung
der Zwei–Element–Darstellung ein deutlicher Overhead verbunden, d.h. schon
aus dem Ergebnis einer Multiplikation wieder einer Zwei–Element–Darstellung
zu rekonstruieren ist aufwa¨ndig. Bei weniger aufwa¨ndigen Operationen, etwa
der Addition, fa¨llt der Gewinn, den man durch die Zwei–Element–Darstellung
erreichen kann, noch deutlich geringer aus, das Problem, eine Zwei–Element–
Darstellung fu¨r das Ergebnis zu finden, bleibt hingegen so aufwa¨ndig wie zu-
vor, so dass sich nach unserer Auffassung die Verwendung der Zwei–Element–
Darstellung im allgemeinen nicht lohnt.
Ein wesentlicher Vorteil der Zwei-Element–Darstellung ist jedoch, dass sie
eine Darstellung eines ganzen Ideals mit nur einer rationalen ganzen Zahl und
einer algebraisch ganzen Zahl erlaubt, d.h. mit n + 1 rationalen ganzen Zah-
len. Daher wa¨hlen wir diese Darstellung fu¨r Primideale, von denen wir eine
große Menge in der Faktorbasis verwalten mu¨ssen, die unser Algorithmus zur
Berechnung der Klassenzahl verwendet, so dass dem Speicherplatzbedarf eine
kritische Bedeutung zukommt. Insbesondere zeigt sich hier auch ein zweiter
Vorteil dieser Darstellung, die Zwei–Element–Darstellung erlaubt na¨mlich das
Potenzieren von Primidealen durch einfaches Potenzieren der beiden Erzeuger.
Da gerade das Potenzieren von Primidealen bei den Algorithmen zur Berech-
nung von Klassengruppen neben dem Aufmultiplizieren solcher Potenzen eine
ha¨ufig ausgefu¨hrte Operation ist, entha¨lt die Klasse prime ideal nun die beiden
Komponenten gen1 und gen2 vom Typ bigint bzw. alg number, wobei gen1
gerade die Primzahl beinhaltet, u¨ber der das Primideal liegt. Damit nutzen wir
an den wesentlichen Stellen die Vorteile der Zwei–Element–Darstellung, ohne
dafu¨r mit den damit verbundenen Nachteilen bezahlen zu mu¨ssen. Um nun alle
Funktionen, die Ideale als Argumente nehmen, auch fu¨r Primideale benutzen
zu ko¨nnen, erha¨lt die Klasse prime ideal einen Cast–Operator, der ein Objekt
vom Typ prime ideal automatisch in ein Objekt vom Typ alg ideal konver-
tiert, d.h. der Operator berechnet die in Kapitel 3.1 beschriebene Darstellung
des Primideals.
Daru¨ber hinaus entha¨lt ein Objekt des Typs prime ideal jeweils auch noch
eine algebraische Zahl valu, die dazu benutzt wird, schnell zu berechnen, in
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welcher Potenz dieses Primideal ein anderes Ideal teilt, sowie den Tra¨gheitsgrad
und den Verzweigungsgrad des Primideals. Daher sieht die Deklaration der
Klasse prime ideal wie folgt aus:
class prime_ideal
{
friend class single_factor<alg_ideal>;
bigint gen1;
alg_number gen2;
lidia_size_t e,f; // ramifaction,inertia
mutable alg_number valu; // A value helpful for
// computing valuations
void compute_valu() const;
public:
prime_ideal();
prime_ideal(const bigint&, const alg_number&,
lidia_size_t ram = 0, lidia_size_t inert = 0);
prime_ideal(const bigint&,
const nf_base * O = nf_base::current_base);
~prime_ideal() {};
// Convert to ideal
operator alg_ideal() const
{ return alg_ideal(gen1, gen2);}
// Access Functions
const bigint & first_generator() const;
const alg_number & second_generator() const;
lidia_size_t ramification_index() const;
lidia_size_t degree_of_inertia() const;
const bigint & base_prime() const;
// swap
friend void swap(prime_ideal &a, prime_ideal &b);
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// Higher Level Functions
friend bigint norm(const prime_ideal & p);
friend bigint exponent(const prime_ideal & p);
friend long ord(const prime_ideal &, const alg_ideal &);
// ord_p(m);
friend long ord(const prime_ideal &, const alg_number &);
// ord of principal ideal
friend void power(alg_ideal &,
const prime_ideal &, const bigint &);
// In-/Output:
friend ostream& operator<<(ostream &, const prime_ideal &);
friend istream& operator>>(istream &, prime_ideal &);
};
Speziell zu der Funktion ord, die berechnet, welches die maximale Potenz des
Primideals ist, die das Ideal noch teilt, wollen wir anla¨sslich der Idealfaktorisie-
rung an spa¨terer Stelle mehr sagen.
4.2 Primzahlzerlegung
Da wir spa¨ter Ideale als Potenzprodukt von Primidealen schreiben wollen, be-
steht eine wichtige Teilaufgabe darin, diese Primideale u¨berhaupt zu bestim-
men. Dies geschieht, indem wir das von einer Primzahl erzeugte Hauptideal in
seine Primideale zerlegen. A¨hnlich wie bei der Berechnung der Maximalordnung
gibt es auch hier wieder zwei Algorithmen. Einen einfachen Algorithmus auf der
Basis der Polynomarithmetik u¨ber endlichen Ko¨rpern, der jedoch nicht in allen
Fa¨llen ausreicht, und einen aufwa¨ndigeren Algorithmus, der sich Linearer Al-
gebra u¨ber endlichen Ko¨rpern bedient. Der einfachere Algorithmus beruht auf
dem folgenden Resultat:
4.2.1. Satz
Sei K = Q[ρ] ein algebraischer Zahlko¨rper, wobei ρ algebraisch ganz sei und
das Minimalpolynom A ∈ ZZ[X] habe. Sei p eine Primzahl, die nicht den Index
teilt, d.h. p6 |[OK : ZZ[ρ]], bezeichne · Reduktion modulo p, zerfalle A(X) in IFp[X]
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in irreduzible Faktoren:
A(X) =
k∏
i=1
Ai(X)ei
in IFp[X], und sei Ai ∈ ZZ[X] ein beliebiges normiertes Urbild von Ai (unter ·).
Dann gilt:
pOK =
k∏
i=1
(pOK +Ai(ρ)OK)ei .
Dabei sind die pOK+Ai(ρ)OK Primideale, deren Restklassengrad fi gleich dem
Grad von Ai ist.
Zum Beweis vergleiche [Coh95], Kapitel 4.8.2.
Im Falle, dass p den Index nicht teilt, ist die Idealfaktorisierung also mittels
Polynomfaktorisierung in endlichen Primko¨rpern ausfu¨hrbar. Hierfu¨r gibt es
schon seit langem effiziente Algorithmen. Fu¨r den Fall der Indexteiler beno¨tigen
wir allerdings das folgende kompliziertere Resultat:
4.2.2. Satz
Sei p eine Primzahl und O eine Ordnung eines algebraischen Zahlko¨rpers K
mit ggT([OK : O], p) = 1 und Ip bezeichne wieder das p–Radikal. Dann hat pO
eine eindeutige Zerlegung in maximale Ideale in O:
pO =
∏
m|p
me(m),
wobei die m, die pO genau in j–ter Potenz teilen, gerade den Komponenten
entsprechen, die man bei der Zerlegung der freien separablen IFp–Algebra O/Cj
mit
Cj := (Ipj + pO)2((Ip + pO)j−1(Ip + pO)j+1)−1
in ein Produkt endlicher Ko¨rper erha¨lt.
Die Primideale in der Maximalordnung OK ergeben sich gerade als m · OK .
Zum Beweis vergleiche [BLJ], Kapitel 6.
Eine ausfu¨hrliche Beschreibung einer Implementierung des auf diesem Er-
gebnis basierenden Primzahlzerlegungsalgorithmus findet sich in [Web93]. Auf
der Implementierung von Damian Weber basiert auch die von uns tatsa¨chlich
verwandte Primzahlzerlegungsroutine.
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4.3 Idealfaktorisierung
Ein Kernpunkt der Klassengruppenberechnung ist stets die Zerlegung von Idea-
len in ein Produkt von Primidealen. Diese Faktorisierung ist mindestens so
schwer zu berechnen, wie die ganzzahlige Faktorisierung der Norm des Ideals
in Primzahlen, wie man daran sieht, dass man wegen der Multiplikativita¨t der
Norm aus einer Idealfaktorisierung die Faktorisierung der Norm leicht ablesen
kann.
Daher scheint es zula¨ssig, die Faktorisierung der Norm u¨ber den ganzen
Zahlen als Teilroutine der Idealfaktorisierung zu verwenden. Tatsa¨chlich geht
es uns dabei allerdings – wie wir sehen werden – nur darum, die Primzahlen zu
finden, die die Norm teilen. Daher reicht es auch, den Exponenten des Ideals
zu faktorisieren.
Der Algorithmus zur Idealfaktorisierung funktioniert nun so: Bestimme den
Exponenten des Ideals a und berechne seine Primteiler (mit Hilfe eines Algorith-
mus zur Faktorisierung ganzer Zahlen). Zerlege alle diese Primteiler jeweils in
ein Produkt von Primidealen wie im vorangehenden Kapitel beschrieben. Dies
ergibt die Menge der Kandidaten, die das Ideal teilen ko¨nnen. Bestimme nun fu¨r
jeden Kandidaten p, in welcher Potenz er das Ideal teilt. Diese Potenz bezeich-
net man auch als ordp(a). Dies ko¨nnte etwa durch Probedivision geschehen. Da
eine Idealdivision jedoch sehr teuer ist, suchen wir ein besseres Verfahren. Der
folgende Satz zeigt, wie man die Division zweier Ideale im wesentlichen durch
die Multiplikation eines Ideals mit einer algebraischen Zahl ersetzen kann:
4.3.1. Satz
Sei p eine Primzahl und O eine Ordnung eines algebraischen Zahlko¨rpers K mit
ggT([OK : O], p) = 1 und p ein Primideal u¨ber p. Dann gibt es ein a ∈ K \ O
mit ap ⊂ O. Fu¨r ein beliebiges ganzes Ideal a ⊂ O gilt p | a genau dann, wenn
aa ganz ist. Damit ist insbesondere ordp(a) genau die gro¨ßte ganze Zahl v mit
ava ⊂ O.
Der Beweis ergibt sich aus [Coh95], Proposition 4.8.15 und Lemma 4.8.16, wenn
man beru¨cksichtigt, dass unsere schwa¨chere Voraussetzung bereits ausreicht, um
die Invertierbarkeit von p zu gewa¨hrleisten.
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4.4 Implementierung der Idealfaktorisierung
Zum Zerlegen von Idealen in ein Potenzprodukt von Idealen (in unseren An-
wendungen stets ein Potenzprodukt von Primidealen), sowie zur Manipulati-
on solcher Zerlegungen, dienen zwei spezielle Klassen in LiDIA. Da es nicht
nur fu¨r Ideale in algebraischen Zahlko¨rpern, sondern z.B. auch fu¨r ganze Zah-
len und Polynome von Interesse ist, solche Zerlegungen zu handhaben, wur-
den diese Klassen als Templateklassen implementiert: single factor<T> und
factorization<T>. Dabei ist insbesondere die Klasse factorization<T>
vo¨llig generisch, wa¨hrend fu¨r single factor<T> natu¨rlich Spezialisierungen
notwendig sind, etwa um Funktionen einzubinden, die ein solches Objekt in
ein Potenzprodukt zerlegen und daher sinnvollerweise Namen haben, die vom
Typ T abha¨ngen. Funktionen, die fu¨r alle Typen gleich sind, also etwa die Mul-
tiplikation von zwei Objekten des Typs single factor<T>, die einfach auf
die Multiplikation von zwei Objekten des Typs T zuru¨ckgefu¨hrt wird, sind da-
her in der Klasse base factor<T> definiert, von der die Spezialisierungen fu¨r
single factor<T> abgeleitet werden.
Dabei mu¨ssen natu¨rlich Kompromisse geschlossen werden. So wa¨re es
z.B. fu¨r unseren Fall wu¨nschenswert, Primideale gleich als prime ideal ab-
zuspeichern, andererseits will man fu¨r ganze Zahlen und Polynome aber sicher
nicht verschiedene Typen fu¨r die irreduziblen Faktoren und die reduziblen Fak-
toren verwenden. Ein solcher Kompromiss beruht zum Beispiel darauf, dass man
fu¨r ein Ideal a und ein Primideal p sehr viel leichter ordp(a) berechnen kann
als mit Probedivision. Daher entha¨lt die allgemeine Klasse base factor<T>
die Funktion ord divide, die fu¨r den obigen Spezialfall erst diese Ordnung
ausrechnet, und in einer einzigen Division gleich die richtige Potenz von p aus
dem Ideal a herausdividiert. Im allgemeinen benutzt diese Funktion allerdings
Probedivision. Aufbauend auf dieser Spezialfunktion la¨sst sich dann etwa der
Factor–Refinement–Algorithmus ([BDS93]) in der Klasse factorization<T>
in voller Allgemeinheit implementieren, bietet jedoch dank der Verwendung
dieser Funktion in unserer speziellen Situation die volle Effizienz. Hier zahlt
sich auch fu¨r Polynome und ganze Zahlen die Aufteilung in Primfaktoren und
(potenziell) zusammengesetzte Faktoren aus, da man nun systematisch vermei-
den kann, Paare verschiedener Primfaktoren u¨berhaupt anzusehen. Fu¨r eine
detailliertere Beschreibung der Funktionalita¨t der Klasse factorization<T>
verweisen wir auf [98].
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Trotz dieses Kompromisses erweist es sich jedoch als notwendig,
die Klasse single factor<alg ideal> unabha¨ngig von der Basisklasse
base factor<T> zu implementieren, da andernfalls auch jedes prime ideal
als alg ideal repra¨sentiert werden mu¨sste. Darunter wu¨rde jedoch in hohem
Maße die Effizienz leiden, da sta¨ndig aufwa¨ndige Konvertierungen von Objek-
ten der Klasse prime ideal in Objekte der Klasse alg ideal notwendig wa¨ren
und bei jedem Zugriff auf einen Primfaktor in einer Zerlegung erst wieder ein
Objekt der Klasse prime ideal konstruiert werden mu¨sste.
Daher entha¨lt ein Objekt der Klasse single factor<alg ideal> wahlwei-
se ein Objekt der Klasse prime ideal oder ein Objekt der Klasse alg ideal.
Dadurch wird in allen Routinen eine Fallunterscheidung notwendig, so dass die
Klasse nun unabha¨ngig von der allgemeinen Basisklasse base factor<T> im-
plementiert werden muss. Immerhin ko¨nnen wir die Klasse aber noch von der
Klasse decomposable object ableiten, die fu¨r alle Faktorisierungen und die
einzelnen Faktoren die Informationen u¨ber Primalita¨t handhabt.
Daher ergibt sich die folgende Klassendefinition:
class single_factor<alg_ideal>: public decomposable_object
{
friend class factorization<alg_ideal>;
private:
// Use one of the following two variables.
// Which one depends on prime_flag().
prime_ideal rep_p;
alg_ideal rep_a;
static bool verbose_flag;
public:
inline static bool verbose();
inline static void set_verbose_mode(bool b);
/**
** constructors, destructor
**/
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single_factor();
// default value must be ’1’ (neutral element)
single_factor(const single_factor<alg_ideal> &);
//copy constructor
single_factor(const alg_ideal&);
//conversion for type alg_ideal
single_factor(const prime_ideal &);
//conversion for type prime_ideal
~single_factor(){}
//destructor
/**
** queries
**/
bool is_prime_factor() const;
bool is_prime_factor(int test);
// test==0 -> no explicit primality test (check flag)
// test!=0 -> explicit prime-test if prime_state()==unknown
//see manual
alg_ideal extract_unit(); // always return the order
bool is_one() const;
/**
** access function
**/
const alg_ideal& base() const;
alg_ideal& base ();
const prime_ideal& prime_base() const;
prime_ideal& prime_base();
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/**
** swap
**/
public:
friend void swap(single_factor<alg_ideal> & a,
single_factor<alg_ideal> & b);
/**
** assignment
**/
single_factor<alg_ideal> &
operator =(const single_factor<alg_ideal> & x);
const alg_ideal & operator =(const alg_ideal & x);
const prime_ideal & operator =(const prime_ideal & x);
void assign(const single_factor<alg_ideal> & x);
void assign(const alg_ideal & x);
void assign(const prime_ideal & x);
/**
** arithmetic operations
**/
friend void multiply(single_factor<alg_ideal> & c,
const single_factor<alg_ideal> & a,
const single_factor<alg_ideal> & b);
friend void divide(single_factor<alg_ideal> & c,
const single_factor<alg_ideal> & a,
const single_factor<alg_ideal> & b);
// *********************************************************
// *WARNING : we cannot check if ’b’ is a divisor of ’a’ ! *
// *********************************************************
friend lidia_size_t
110 4. Primideale und Idealfaktorisierung
ord_divide(const single_factor<alg_ideal> &a,
single_factor<alg_ideal> &b);
/**
** factorization algorithms
**/
factorization<alg_ideal> factor(int upper_bound = 34) const;
// standard factorization algorithm, used in function
// factorization<alg_ideal>::factor_all_components
void factor(factorization<alg_ideal> &,
int upper_bound = 34) const;
friend void factor(factorization<alg_ideal> &,
const alg_ideal &, int upper_bound = 34);
friend factorization<alg_ideal> factor(const alg_ideal &,
int upper_bound = 34);
friend void decompose_prime(prime_ideal * &factor,
lidia_size_t & num,
const bigint & p, const order & O);
factorization<alg_ideal> finish(rational_factorization&) const;
friend factorization<alg_ideal> finish(const alg_ideal &,
rational_factorization &);
void finish(factorization<alg_ideal> &,
rational_factorization &) const;
friend void finish(factorization<alg_ideal> &,
const alg_ideal &, rational_factorization &);
factorization<alg_ideal> trialdiv(
unsigned int upper_bound=1000000,
unsigned int lower_bound=1) const;
void trialdiv(factorization<alg_ideal> &,
unsigned int upper_bound=1000000,
unsigned int lower_bound=1) const;
friend factorization<alg_ideal> trialdiv(const alg_ideal &,
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unsigned int upper_bound=1000000,
unsigned int lower_bound = 1);
friend void trialdiv(factorization<alg_ideal> &,
const alg_ideal &,
unsigned int upper_bound=1000000,
unsigned int lower_bound = 1);
factorization<alg_ideal> ecm(int upper_bound = 34,
int lower_bound = 6,
int step = 3) const;
friend factorization<alg_ideal> ecm(const alg_ideal &,
int upper_bound = 34,
int lower_bound = 6,
int step = 3);
void ecm(factorization<alg_ideal> &, int upper_bound = 34,
int lower_bound = 6, int step = 3) const;
friend void ecm(factorization<alg_ideal> &,
const alg_ideal &, int upper_bound = 34,
int lower_bound = 6, int step = 3);
factorization<alg_ideal> mpqs() const;
friend factorization<alg_ideal> mpqs(const alg_ideal &);
void mpqs(factorization<alg_ideal> &) const;
friend void mpqs(factorization<alg_ideal>&, const alg_ideal &);
/**
** misc
**/
//we need new comparisons because of the flag ’know_modulus’
friend bool operator ==(const single_factor<alg_ideal> & a,
const single_factor<alg_ideal> & b);
friend bool operator !=(const single_factor<alg_ideal> & a,
const single_factor<alg_ideal> & b);
friend void gcd(single_factor<alg_ideal>&c,
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const single_factor<alg_ideal>&a,
const single_factor<alg_ideal>&b);
friend single_factor<alg_ideal>
operator /(const single_factor<alg_ideal>&a,
const single_factor<alg_ideal>&b);
//
// a specialization of the output routine
// which produces nicer output.
//
friend ostream & operator <<(ostream &out,
const single_factor<alg_ideal> &f);
friend istream & operator >> (istream &in,
single_factor<alg_ideal> &f);
};
// The routine for factoring an index divisor p
// in a p-maximal order of a number field
void factor_p(const bigint & prime, const order & Order,
lidia_size_t &number, prime_ideal* & ideals);
void gcd(single_factor<alg_ideal>&c,
const single_factor<alg_ideal>&a,
const single_factor<alg_ideal>&b);
bool operator !=(const single_factor<alg_ideal> & a,
const single_factor<alg_ideal> & b);
single_factor<alg_ideal>
operator *(const single_factor<alg_ideal>&a,
const single_factor<alg_ideal>&b);
single_factor<alg_ideal>
operator /(const single_factor<alg_ideal>&a,
const single_factor<alg_ideal>&b);
ostream & operator <<(ostream &out,
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const single_factor<alg_ideal> &f);
istream & operator >> (istream &in,
single_factor<alg_ideal> &f);
inline bool operator < (const single_factor<alg_ideal> & a,
const single_factor<alg_ideal> & b);
inline bool operator > (const single_factor<alg_ideal> & a,
const single_factor<alg_ideal> & b);
inline bool operator <= (const single_factor<alg_ideal> & a,
const single_factor<alg_ideal> & b);
inline bool operator >= (const single_factor<alg_ideal> & a,
const single_factor<alg_ideal> & b);
Erkla¨rungsbedu¨rftig sind hier die Funktionen zur eigentlichen Faktorisie-
rung. Wie in Kapitel 4.3 beschrieben, faktorisieren wir hierzu zuna¨chst den
Exponenten des Ideals um dann mittels der Funktion decompose prime die
Zerlegung aller auftretenden Primzahlen in ihre Primideale zu bestimmen.
Zum Schluss bestimmen wir dann mittels ord divide, in welcher Potenz je-
des der gefundenen Primideale das zu faktorisierende Ideal teilt. Dabei ist
der dominierende Faktor in der Laufzeit die Faktorisierung des Exponenten,
sofern der Exponent nicht besonders leicht zu faktorisieren ist. Daher stel-
len wir ein breites Spektrum von Faktorisierungsmethoden zur Verfu¨gung,
die sich allerdings alle nur in der Methode unterscheiden, die zur Fakto-
risierung des Exponenten benutzt wird. Wir duplizieren dabei das Inter-
face der Klasse rational factorization, d.h. die Erkla¨rung der Funkti-
onsnamen und ihrer Parameter ergibt sich aus der Beschreibung der Klasse
rational factorization. Eine natu¨rlichere Methode, um diese Mo¨glichkeit
anzubieten, ha¨tte darin bestanden, eine Faktorisierungsfunktion anzubieten
und dieser als Parameter eine Funktion zur Faktorisierung des Exponenten und
eventuelle Parameter fu¨r diese Funktion zu u¨bergeben, dem steht allerdings die
breite Varianz in den Argumenttypen fu¨r die Funktionen zur Faktorisierung
ganzer Zahlen entgegen, so dass wir mittels variabler Argumentlisten die Typ-
pru¨fung fu¨r Aufrufe dieser Faktorisierungsfunktion weitgehend ha¨tten außer
Kraft setzen mu¨ssen. Zugunsten einer genaueren Typpru¨fung bei der U¨berset-
zung der C++–Programme haben wir diese Variante daher verworfen.
Kapitel 5
Klassengruppenberechnung
Nun wenden wir uns den eigentlichen Routinen zur Klassengruppenberechnung
zu. Dazu erkla¨ren wir zuna¨chst die allgemeine Idee der Klassengruppenberech-
nung mittels Relationensuche und HNF–Berechnung und wenden uns dann den
Methoden der Relationensuche zu.
5.1 Klassengruppen– und Regulatorberechnung
Insbesondere fu¨r quadratische Zahlko¨rper gibt es eine Reihe von Verfahren zur
Berechnung der Klassenzahl. Diese basieren etwa auf der Theorie quadratischer
Formen oder fu¨r imagina¨rquadratische Zahlko¨rper, wo bekannt ist, dass der
Regulator stets 1 ist, auch auf der analytischen Klassenzahlformel (vgl. etwa
[Coh95], Kapitel 5 oder [BW97]). Diese liefern jedoch keine Aussage u¨ber die
Struktur der Klassengruppe. Will man diese auch berechnen, so gibt es zur Zeit
zwei Methoden.
Zuna¨chst bietet sich Shanks’ ”Baby Step – Giant Step“ – Algorithmus an,
der in jeder Gruppe funktioniert, jedoch eine Laufzeit hat, die exponentiell in
der Gro¨ße der Gruppe ist. Außerdem ist es dabei schwierig, den Regulator zu
finden.
Eine asymptotisch bessere Laufzeit hat ein Algorithmus, der auf einer Idee
von McCurley beruht und von Buchmann verallgemeinert wurde ([Buc89]).
Auf der Grundidee dieses Algorithmus beruht unser Verfahren, so dass wir
ihn zuna¨chst darstellen wollen.
Sei dazu K ein algebraischer Zahlko¨rper vom Grad n mit r reellen und 2s
komplexen Einbettungen (also n = r+2s) und FB eine Menge von Primidealen,
die die Klassengruppe Cl(K) erzeugen und sei k = |FB|, so dass wir schreiben
5.1 Klassengruppen– und Regulatorberechnung 115
ko¨nnen: FB = {p1, . . . , pk}. Solch eine fixierte Menge von Primidealen bezeich-
nen wir im weiteren als Faktorbasis.
Mit AFB wollen wir die Menge aller algebraischen Zahlen α bezeichnen,
die die Eigenschaft haben, dass das von ihnen erzeugte Hauptideal sich als
Potenzprodukt der Ideale in FB darstellen la¨sst, d.h.
AFB =
{
α ∈ K|es gibt e1, . . . , ek ∈ ZZ mit α ·OK =
k∏
i=1
peii
}
.
Wir betrachten die Abbildungen
Φ′ : AFB −→ ZZk
α 7−→ (e1, . . . , ek)
und
Φ : AFB −→ ZZk × IRr+s−1
α 7−→ (e1, . . . , ek, log |σ1(α)|, . . . , log |σr+s−1(α)|),
wobei die ei die Koeffizienten in der Zerlegung α ·OK =
∏k
i=1 p
ei
i sind.
Die Tupel (e1, . . . , ek) aus dem Bild von Φ′ nennen wir im weiteren Verlauf
Relationen und die Tupel (e1, . . . , ek, log |σ1(α)|, . . . , log |σr+s−1(α)|) erweiterte
Relationen.
Laut [Buc89] (Theorem 2.1) gilt fu¨r das Gitter der (erweiterten) Relationen:
5.1.1. Satz
Unter den gegebenen Voraussetzungen ist Φ(AFB) ein (k + r + s − 1)–
dimensionales Gitter mit Determinante hR.
Φ′(AFB) ist ein k–dimensionales Gitter mit Determinante h und es ist
ZZk/Φ′(AFB) ∼= Cl(K).
Nun mu¨ssen wir noch eine Bedingung finden, die uns garantiert, dass eine Menge
FB in der Tat die Klassengruppe erzeugt. Dazu berufen wir uns auf eine Arbeit
von E. Bach ([Bac90]) aus der sich unter Voraussetzung der verallgemeinerten
Riemannschen Vermutung das folgende Resultat ergibt:
5.1.2. Satz
Sei K ein Zahlko¨rper mit Diskriminante ∆. Dann erzeugen die Primideale pri-
mer Norm mit Norm ≤ 18(log ∆)2 die Klassengruppe. Lassen wir alle Primidea-
le zu, so erzeugen bereits diejenigen mit Norm ≤ 12(log ∆)2 die Klassengruppe.
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Daru¨ber hinaus lassen sich in Abha¨ngigkeit von der Anzahl der reellen
bzw. komplexen Einbettungen des Ko¨rpers bessere Schranken angeben, siehe
[Bac90]. Daneben gibt es auch Abscha¨tzungen, die unabha¨ngig von der Rie-
mannschen Vermutung sind. So erzeugen in einem Zahlko¨rper K mit Ko¨rper-
grad n, Diskriminante ∆ und 2t komplexen Einbettungen z.B. auch die Prim-
ideale mit Norm
≤ n!
nn
(
4
pi
)t√
|∆| =: MK
die Klassengruppe (siehe [PZ89], Kapitel 6.2). MK heißt dabei Minkowski–
Konstante von K. Obwohl diese Schranke asymptotisch natu¨rlich wesentlich
schlechter ist, als die zuvor gegebene Abscha¨tzung, ist sie aufgrund der wesent-
lich kleineren Konstanten im Bereich kleiner Diskriminanten dennoch besser,
beispielsweise im Falle total–reeller Zahlko¨rper vom Grad 10 fu¨r bis zu 15–
stellige Diskriminanten.
Damit ist das Problem der Klassengruppenberechnung darauf reduziert, Re-
lationen u¨ber einer geeigneten Faktorbasis zu bestimmen und anschließend die
Determinante von Φ(AFB) und die Hermite–Normalform von Φ′(AFB) zu be-
stimmen. Diesen Problemen wollen wir uns nun zuwenden, insbesondere wollen
wir im weiteren Verlauf sehen, wie man zur Relationensuche das Number Field
Sieve einsetzten kann.
Dabei ist ein besonderes Problem die Frage nach der Darstellung der Relatio-
nen. Wenn wir wirklich Logarithmenvektoren (log |σ1(α)|, . . . , log |σr+s−1(α)|)
abspeichern, entstehen im Laufe der Hermite–Normalform–Berechnung Pra¨zisi-
onsprobleme. Speichern wir statt der Logarithmen jeweils die algebraische Zahl
α selbst ab, entstehen im Laufe der Berechnung sehr große Eintra¨ge. Eine gut
geeignete Darstellung ist wahrscheinlich die sogenannte kurze Darstellung, wie
sie in [Thi95] beschrieben wird.
5.2 Relationengenerierung mittels Reduktionstheo-
rie
Zuna¨chst wollen wir jedoch die urspru¨ngliche Idee zur Relationengenerierung
vorstellen, die bei der Vorstellung des Algorithmus vorgeschlagen wurde, da wir
diese Methode spa¨ter ebenfalls beno¨tigen werden. Sie beruht auf der sogenann-
ten Reduktionstheorie. Zu einem gegebenen ganzen Ideal a berechnen wir dabei
ein a¨quivalentes ganzes Ideal a′ indem wir in a ein Minimum im folgenden Sinne
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bestimmen:
5.2.1. Definition
Sei a ein (ganzes) Ideal eines algebraischen Zahlko¨rpers K. α ∈ a heißt Mini-
mum von a, falls fu¨r alle β ∈ a gilt:
(∀i|σi(β)| < |σi(α)|) =⇒ β = 0.
Solch ein Minimum α hat die Eigenschaft, dass a/α wieder ein ganzes Ideal ist
([Buc89]).
In der Praxis ist es schwierig ein solches Minimum zu berechnen. Daher
gehen wir statt dessen so vor, dass wir eine Darstellung mittels Konjugierten-
vektoren berechnen und dann mittels LLL–Reduktion eine Zahl α in dem Ideal
bestimmen, so dass α einen kurzen Konjugiertenvektor hat. Dann ist i.a. zwar
a/α kein ganzes Ideal mehr, allerdings genu¨gt meistens eine kleine natu¨rliche
Zahl n, um mit a/αn doch ein ganzes Ideal zu erhalten.
Insgesamt ergibt sich damit folgendes Verfahren, um eine Relation zu finden:
Berechne ein zufa¨lliges Potenzprodukt a der Primideale in der Faktorbasis
und reduziere dieses mit einer geeigneten algebraischen Zahl α, so dass a′ := a/α
wieder ein ganzes Ideal ist. Dann versuche a′ u¨ber der Faktorbasis zu zerlegen.
Gelingt dies, so hat man mit α = a/a′ eine Relation gefunden.
In der Praxis zeigt sich dabei, dass es – wenn man zur Reduktion den LLL–
Algorithmus verwendet – sowohl fu¨r den Zeitbedarf, als auch fu¨r die Qualita¨t
des Reduktionsergebnisses vorteilhaft ist, nicht zuna¨chst das Potenzprodukt zu
berechnen und dann die Reduktion auszufu¨hren, sondern diese beiden Schrit-
te zu kombinieren, indem bei der Berechnung des Potenzprodukts nach jeder
Multiplikation oder Quadrierung gleich eine Reduktion angeschlossen wird.
5.3 Hilfsstrukturen und Funktionen zur Klassen-
zahlberechnung
Zur Berechnung der Klassenzahl brauchen wir also weitere Daten, die in keine
der bisherigen Klassen passen. So mu¨ssen wir zum Beispiel eine Faktorbasis
und Relationen speichern. Da hier unter Umsta¨nden ein sehr hoher Speicher-
platzbedarf besteht, haben wir die beno¨tigten Datenstrukturen in eine eigene
Klasse gepackt. Auf diese Weise kann der Anwender flexibler handhaben, wo er
diese Daten benutzen mo¨chte, als wenn wir sie mit in die Klasse order gepackt
ha¨tten. Diese Klasse heißt cgr sieve und hat das folgende Aussehen:
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class cgr_sieve {
public:
order O;
// Relation matrix and factorbase.
matrix<bigint> relations;
sl_list<prime_ideal> factorbase;
base_vector <alg_number> generators;
// Information needed for simplifying relations:
matrix<bigint> removing_relations;
sl_list<prime_ideal> orig_base;
base_vector <alg_number> orig_generators;
lidia_size_t poly_limit;
int pairs_per_relation;
// Internal variables for converting the sieving results.
int * a_act, * b_act, * index, * entry;
int bach;
public:
lidia_size_t rel_gen(lidia_size_t missing_ideal,
lidia_size_t column, lidia_size_t min_to,
lidia_size_t max_to);
lidia_size_t rel_gen_reduction (lidia_size_t missing_ideal,
lidia_size_t column,
lidia_size_t min_to,
lidia_size_t max_to);
void sto_relation(base_vector<bigint> & relation,
lidia_size_t column);
bool trialdiv(const alg_ideal &ideal1,
base_vector<bigint> &exp_vector);
void simplify();
lidia_size_t sieve (const biv_hom_polynomial<bigint> &f,
int type,
const math_vector<bigint> & first_gen,
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const math_vector<bigint> & second_gen,
const alg_ideal & ideal_to_divide_by,
const math_vector<bigint> & exp_of_ideal,
lidia_size_t first_column,
lidia_size_t min_to, lidia_size_t max_to);
bigint cgr(matrix<bigint> & truerel,
const order & Oinput, int bound);
bigint cgr_finish(matrix<bigint> & truerel,
lidia_size_t * missing);
bigint cgr_improve(matrix<bigint> & truerel,
long factor_limit);
lidia_size_t * no_of_needed_relations(lidia_size_t total_num,
const bigint_matrix & A);
};
Die Klasse entha¨lt also neben einer Kopie der Ordnung, in der wir rech-
nen, insbesondere die Faktorbasis factorbase, die als einfach verkette Liste
gespeichert wird (wozu wir die Templateklasse sl list implementiert haben),
eine Matrix, in der wir Relationen abspeichern (relations), und einen Vektor
algebraischer Zahlen generators, in dem wir die Erzeuger der Hauptideale ab-
speichern, deren Zerlegung in der Relationenmatrix steht. Der i-te Eintrag des
Vektors generators erzeugt also das Hauptideal, das wir auch als Potenzpro-
dukt der Faktorbasis mit den Eintra¨gen der i-ten Spalte der Matrix relations
als Exponenten erhalten.
Mit Ru¨cksicht auf weitere mo¨gliche Anwendungen entha¨lt die Klasse
daru¨ber hinaus in removing relations, orig base und orig generators ei-
ne zweite Instanz dieser Informationen: Bei der Berechnung der Klassengruppe
sind wir na¨mlich nur an den Primidealen interessiert, die einen nichttrivia-
len Beitrag zur Klassengruppe leisten und an den Relationen zwischen diesen
Primidealen. Daher streichen wir aus factorbase alle Primideale, von denen
wir erkennen, dass sie keinen Beitrag leisten und vereinfachen relations und
generators dann jeweils entsprechend. Mit Blick auf die Berechnung des Re-
gulators oder auf die Berechnung diskreter Logarithmen in der Klassengruppe
fa¨llt aber auf, dass auch dort wieder Relationen gefunden werden mu¨ssen, was
u¨ber einer deutlich verkleinerten Faktorbasis allerdings schwierig wird. Daher
nimmt die zweite Instanz die Informationen auf, die zur Streichung eines Prim-
ideals aus der Faktorbasis dienen, so dass wir spa¨ter Relationen u¨ber der vollen
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Faktorbasis suchen ko¨nnen, und diese mittels der gespeicherten Informationen
leicht in eine Relation u¨ber der verkleinerten Faktorbasis umrechnen ko¨nnen.
Diese Umrechnung findet in unserer Implementierung automatisch in der Funk-
tion sto relation statt.
Die Variablen poly limit und pairs per relation werden intern benutzt,
um abzuscha¨tzen, ob es fu¨r ein gegebenes Polynom noch Sinn macht, zu versu-
chen, mit dem Siebtool Relationen zu finden und wenn ja, wie groß das Siebin-
tervall in etwa gewa¨hlt werden muß.
Die Variablen a act, b act, index und entry dienen dazu, die Resultate des
Siebtools aufzunehmen, dass wir zum Finden von Relationen benutzen, bach
entha¨lt die die verwendete Schranke, unterhalb der die Normen der verwendeten
Primideale liegen mu¨ssen, z.B. die Bachschranke.
Die zentrale Funktion dieser Klasse ist cgr, die als Eingabe eine Ordnung
und eine Schranke fu¨r die zu untersuchenden Primideale erha¨lt und die Klas-
senzahl und eine Beschreibung der Struktur der Klassengruppe (in der Matrix
truerel) zuru¨ckgibt.
Auf die weiteren Funktionen werden wir an den jeweiligen Stellen der wei-
teren Beschreibung eingehen.
5.4 Relationengenerierung mittels Siebverfahren
Nun wenden wir uns der Frage zu, wie man (erweiterte) Relationen finden kann.
Dazu fixieren wir in diesem Kapitel nun einen Zahlko¨rper K = Q(ρ) vom Grad
n, wobei ρ Nullstelle des Polynoms f ist. Alle Berechnungen finden dann entwe-
der in der Maximalordnung OK des Ko¨rpers K oder in der Gleichungsordnung
ZZ[ρ] statt. Mit ω1, . . . , ωn wollen wir eine fixierte Basis von OK bezeichnen.
Zusa¨tzlich fixieren wir eine Faktorbasis, d.h. eine Menge von Primidealen, u¨ber
der die im Laufe des Verfahrens generierten Ideale zerlegt werden sollen.
Nun wollen wir zeigen, wie man in dieser Situation mittels der Ideen des
Number–Field–Sieves Relationen finden kann, wozu wir zuna¨chst die Grundi-
dee des Number–Field–Sieves (in leicht verallgemeinerter Form) darstellen, und
dann darauf eingehen, welche speziellen Probleme sich in unserer Situation er-
geben und wie man sie lo¨sen kann.
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5.5 Die Grundidee
Das in Kapitel 5.2 beschriebene Verfahren zum Finden von (erweiterten) Rela-
tionen leidet darunter, dass man Ideale durch Probedivision in Produkte von
Primidealen zerlegen muss. Selbst unter Verwendung sehr guter Heuristiken
wird man in den meisten Fa¨llen sehr viel Zeit in eine solche Probedivision in-
vestieren, und nur herausfinden, dass das Ideal nicht zerfa¨llt. Dieses Problem
ist vom Faktorisieren ganzer Zahlen her bekannt. Dort hat man dieses Problem
gelo¨st, indem man Siebmethoden entwickelt hat, durch die es mit vergleichs-
weise geringem Aufwand mo¨glich ist, die meisten Zahlen, die nicht zerfallen,
a priori auszusortieren. Diese Methode und die dabei gewonnen Erfahrungen
wollen wir erstmals auf das Problem der Klassengruppenberechnung in seiner
allgemeinen Form anwenden.
Eine spezielle Anwendung der Ideen des quadratischen Siebs auf den Fall der
quadratischen Zahlko¨rper zeigt Jacobson in [JJ98]. Diese U¨bertragung ist sehr
erfolgreich, jedoch ist das quadratische Sieb fu¨r den allgemeinen Fall nicht an-
wendbar. Wa¨hrend das quadratische Sieb stets Polynome vom Grad 2 benutzt,
zeichnet sich der asymptotisch beste bekannte Faktorisierungsalgorithmus, das
sogenannte Number–Field–Sieve (NFS), jedoch dadurch aus, dass auch Poly-
nome ho¨heren Grades behandelt werden ko¨nnen. Im Verlaufe der Berechnung
werden zudem sehr effizient zahlreiche Ideale von allerdings spezieller Gestalt
aus einem fixierten algebraischen Zahlko¨rper (fast) in Primideale zerlegt. Daher
bietet es sich an, diesen Teil des Number–Field–Sieves anzupassen und statt des
quadratischen Siebs zu verwenden. Die Grundidee dieses (Teil–)Algorithmus
wollen wir nun vorstellen. Eine umfassende Darstellung des Number–Field–
Sieves findet sich in [BLP93]. Die Implementierung, die von uns benutzt wird,
baut auf der in [Zay95] und [Web97] beschriebenen Implementierung auf, die
viele Optimierungsmo¨glichkeiten (z.B. Sieben durch Aufaddieren von Logarith-
men statt durch Division) implementiert, auf die wir hier nicht weiter eingehen
wollen.
Ein wesentliches und leicht zu u¨berpru¨fendes Kriterium, ob ein Ideal u¨ber
einer fixierten Faktorbasis aus Primidealen zerfa¨llt, ist das Zerfallsverhalten
der Norm des Ideals. Zerfa¨llt diese etwa u¨ber den Primzahlen, u¨ber denen die
Primideale der Faktorbasis liegen, so zerfa¨llt auch das Ideal selbst, falls al-
le Primideale u¨ber jeder dieser Primzahlen in der Faktorbasis enthalten sind.
Falls nicht alle Primideale enthalten sind, so liefert dieses Kriterium zumindest
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die Mo¨glichkeit, schon zahlreiche Ideale auszufiltern, die mit Sicherheit nicht
zerfallen. Um Hauptideale zu finden, die u¨ber unserer Faktorbasis zerfallen,
betrachten wir daher zuna¨chst die Normform N (x1ω1 + · · ·+ xnωn).
Die Kernidee, die in unserem Zusammenhang wesentlich ist, beruht darauf,
dass fu¨r ein Polynom f(x1, . . . , xn) jede Primzahl p ∈ IP die folgende Eigenschaft
hat:
p | f(x′1, . . . , x′n) =⇒ p | f(x′1 + l1p, . . . , x′n + lnp) ∀ l1, . . . , ln ∈ ZZ.
Um dies in einem Siebverfahren auszunutzen, geht man wie folgt vor: Man
fixiert einen Menge T , typischerweise einen (Hyper-)Quader. Dann konstruiert
man alle Tupel (x′1, . . . , x′n) mit modulo p verschiedenen Koordinaten, fu¨r die
f(x′1, . . . , x′n) von p geteilt wird, und markiert alle Tupel als durch p teilbar,
deren Koordinaten sich nur um Vielfache von p von einem solchen Tupel un-
terscheiden. Damit sich der Aufwand fu¨r die anfa¨ngliche Konstruktion solcher
Tupel rechnet, muss man sehr große Mengen T betrachten. Dadurch entsteht
aber auch ein sehr hoher Speicherbedarf. In der Praxis des Number–Field–Sieves
hat es sich daher bewa¨hrt, die Variablen x3, . . . , xn jeweils auf 0 zu fixieren und
nur x1 und x2 zu variieren. Aus Gru¨nden des Speicherbedarfs berechnet man
dann jeweils fu¨r ein fixiertes x2 die modulo p verschiedenen Stellen, an denen p
f(x1, x2, 0, . . . , 0) teilt, und ”siebt“ dann in Richtung von x1, d.h. man markiert
alle Stellen, deren erste Koordinate sich nur um ein Vielfaches von p von einer
dieser Stellen unterscheidet. Diese Berechnung fu¨hrt man dann fu¨r verschiedene
Werte von x2 aus.
Im Number–Field–Sieve betrachtet man dabei das Polynom f(x, y) :=
N (x + yρ), dessen Koeffizienten (bis auf Vorzeichen) gerade mit den Koef-
fizienten des Ko¨rperpolynoms u¨bereinstimmen. In unserer Situation betrach-
ten wir allgemeiner Polynome fα,β(x, y) := N (xα + yβ) fu¨r algebraisch gan-
ze Zahlen α und β, die u¨ber Q linear unabha¨ngig sein mu¨ssen. Im Gegen-
satz zum Number–Field–Sieve ist es damit auch mo¨glich, dass nun Zahlen
außerhalb der Gleichungsordnung auftreten. Wir fixieren ganze Zahlen Amin,
Amax und Bmax, sowie eine Schranke B fu¨r die Faktorbasis. Dann sieben wir
mit allen Primzahlen aus FB = {p ∈ IP|p < B} auf der Menge der Paare
P = {(a, b) ∈ ZZ2|Amin ≤ a ≤ Amax, 1 ≤ b ≤ Bmax} und bestimmen Paare
(a, b) ∈ P mit
ggT(a, b) = 1 (5.1)
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N (aα+ bβ) =
∏
p∈FB
pfp , fp ∈ IN0. (5.2)
Solch ein Paar und seine Zerlegung bezeichnet man als Relation. Dabei dient
Bedingung (5.1) dazu, zu sichern, dass man nicht Relationen erha¨lt, die sich
nur durch einen kleinen ganzen Faktor unterscheiden, da diese offenbar keine
neue Information beitragen ko¨nnen.
Um diese Paare effizient zu finden, benutzt man das Siebverfahren. Im Detail
zerlegt man dabei zuna¨chst einen festen Wert b jeweils erst in ein Produkt von
Primzahlen, d.h. man berechnet eine Zerlegung b =
∏k
i=1 q
gi
i . Dann gilt:
ggT(a, b) 6= 1⇔ a = lqi fu¨r ein l ∈ ZZ und ein i ∈ {1, . . . , k}
und
p | N (aα+ bβ) =⇒ p | N ((a+ lp)α+ bβ) fu¨r alle l ∈ ZZ.
Es genu¨gt also, fu¨r fixiertes b jeweils alle Startwerte a (d.h. Werte mit
Amin ≤ a < Amin + p) zu berechnen, fu¨r die eine Primzahl p die Zahl
N (aα + bβ) teilt, dann ergeben sich alle weiteren Stellen, an denen p teilt
gerade durch die obige Beziehung. Probleme gibt es dabei nur, falls p gerade
lc(f) teilt, da es dann keinen modulo p eindeutig bestimmten Startwert gibt. In
diesem Fall kann aber f(x, y) nur durch p teilbar sein, falls p | y und in diesem
Fall muss jeder Wert fu¨r x gepru¨ft werden.
Damit wird nun das folgende Verfahren zur Relationensuche ermo¨glicht:
5.5.1. Algorithmus
Siebalgorithmus
Eingabe: f, b, Amin, Amax, FB
′
Ausgabe: Bitarray Hb mit
Hb(a) =
{
1, (a, b) erfu¨llt (5.1) und (5.2).
0, sonst.
Phase 1: ggt–Sieb
Initialisierung
(1) Berechne die Primfaktoren q1, . . . , qk von b.
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(2) for (a = Amin; a ≤ Amax; a+ +) do
(3) Hb(a) = 1
(4) od
Siebphase
(5) for (i = 1; i ≤ k; i+ +) do
(6) Berechne minimales a ∈ [Amin, Amax] mit qi | a
(7) for (; a ≤ Amax; a = a+ qi) do
(8) Hb(a) = 0
(9) od
(10) od
Phase 2: algebraisches Sieb
Initialisierung
(11) for (a = Amin; a ≤ Amax; a+ +) do
(12) if (Hb(a) == 1) then
(13) Sb(a) = f(a, b)
(14) fi
(15) od
Siebphase
(16) for (each (p, z) ∈ FB′) do
(17) if (z 6=∞) then
(18) Berechne minimales a ∈ [Amin, Amax] mit p | (a+ bz)
(19) for (; a ≤ Amax; a = a+ p) do
(20) if (Hb(a) == 1) then
(21) while (p | Sb(a)) do
(22) Sb(a) = Sb(a)/p
(23) od
(24) fi
(25) od
(26) else
(27) if (p | b) then
(28) for (a = Amin; a ≤ Amax; a+ +) do
(29) if (Hb(a) == 1) then
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(30) while (p | Sb(a)) do
(31) Sb(a) = Sb(a)/pi
(32) od
(33) fi
(34) od
(35) fi
(36) fi
(37) od
Auswertung
(38) for (a = Amin; a ≤ Amax; a+ +) do
(39) if (Sb(a) 6= 1) then
(40) Hb(a) = 0
(41) fi
(42) od
Durch naive Probedivision durch alle Primideale, die u¨ber einer der Prim-
zahlen liegen, die an der Faktorisierung der Norm beteiligt waren, erhalten wir
dann Relationen der Form
(aα+ bβ) =
k∏
i=1
peii .
Effizienter ko¨nnen wir dabei folgendermaßen vorgehen. Wir berechnen
zuna¨chst alle Primideale p1, . . . , pl, die u¨ber einer der Primzahlen aus der Fak-
torbasis liegen. Dann berechnen wir fu¨r jede Relation, die wir mit dem Siebver-
fahren gefunden haben, mit Satz 4.3.1 ordpm((a+bρ)OK) fu¨r alle pm, die u¨ber pi
liegen und erhalten damit die gewu¨nschte Zerlegung. Diese Funktion ist in der
Routine trialdiv implementiert. Die gesamte Siebfunktionalita¨t einschließlich
dieser Probedivision wird in unserer Implementierung durch die Funktion sieve
zur Verfu¨gung gestellt, wobei die zahlreichen Parameter dazu dienen, die Funk-
tion mo¨glichst flexibel an die im weiteren beschriebenen Anforderungen anpas-
sen zu ko¨nnen. die Parameter first column, min to und max to beschreiben,
welcher Teil der Relationenmatrix mindestens bzw. ho¨chstens gefu¨llt werden
soll, in f, first gen und second gen werden das Polynom und die Erzeuger α
und β u¨bergeben.
Allerdings gibt es nun noch eine Reihe von neuen Problemen, die man etwa
beim Faktorisieren mit dem NFS nicht hat:
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• Der Ko¨rper, in dem das Sieben stattfindet, ist a priori festgelegt. Da-
durch haben wir weniger Mo¨glichkeiten, ein ”gutes“ Polynom (d.h. eines
mit kleinen Koeffizienten und mo¨glichst vielen Nullstellen modulo kleiner
Primzahlen) zu bestimmen, als beim Faktorisieren.
• Fu¨r jedes der Primideale, die die Klassengruppe erzeugen, muss minde-
stens eine (erweiterte) Relation, an der es beteiligt ist, gefunden werden.
Daru¨ber hinaus mu¨ssen wir sogar so viele (erweiterte) Relationen finden,
dass das (erweiterte) Relationengitter vollen Zeilenrang hat.
• Der Schritt der Linearen Algebra, der no¨tig ist, um die Struktur der Klas-
sengruppe zu bestimmen, findet in ZZ statt, was zu Problemen mit der
Eintragsgro¨ße fu¨hrt. Im Gegensazu dazu wird beim Faktorisieren nur Li-
neare Algebra u¨ber ZZ/2ZZ beno¨tigt.
• Die Verifikation des Resultats ist aufwa¨ndiger.
Zur (teilweisen) Lo¨sung der ersten beiden Probleme haben wir den zusa¨tzli-
chen Freiheitsgrad erlaubt, dass wir statt N (a+ bρ) nun N (aα+ bβ) mit zwei
beliebigen, u¨ber Q linear unabha¨ngigen algebraisch ganzen Zahlen α und β
betrachten. Unklar ist allerdings, wie wir geeignete Zahlen α und β sowie das
zugeho¨rige Polynom N (aα+bβ) finden. Geeignete Heuristiken zur Bestimmung
von α und β – insbesondere unter Beru¨cksichtigung des Problems, dass wir zu
jedem Primideal wenigstens eine Relation beno¨tigen – wollen wir in den folgen-
den Abschnitten entwickeln. Dabei haben wir gegenu¨ber dem NFS den Vorteil,
verschiedene Polynome benutzen zu ko¨nnen, was wir auch tun werden.
Die Konstruktion des zugeho¨rigen Polynoms, nachdem man zwei geeignete
Zahlen α und β gefunden hat, ist hingegen einfach. Es bieten sich gleich mehrere
Mo¨glichkeiten. Zum Beispiel ko¨nnen wir aus den komplexen Einbettungen der
beiden Zahlen durch Berechnen von Produktsummen die Koeffizienten konstru-
ieren. Dabei hat man allerdings mit Rundungsfehlern zu ka¨mpfen, daher haben
wir diese Methode verworfen und statt dessen eine gewa¨hlt, die es uns gestat-
tet, mit exakter Arithmetik zu rechnen: Wir bestimmen Normen fu¨r b = 1 und
n + 1 verschiedenen Werte von a. Dann ko¨nnen wir das eindeutig bestimmte
Interpolationspolynom vom Grad n bestimmen und mu¨ssen damit das gesuchte
Polynom gefunden haben.
In den folgenden Abschnitten wollen wir darauf eingehen, wie wir die Poly-
nome zum Sieben innerhalb der Ordnung bestimmen ko¨nnen, dann wollen wir
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zeigen, wie man dies naiv u¨bertragen kann, um in einem bestimmten Ideal zu
sieben und wie man diese naive Idee mit Hilfe der Reduktionstheorie effizient
machen kann. Schließlich wollen wir uns der Frage zuwenden, wie man zu all
diesen Polynomen jeweils ein passendes Siebintervall finden kann.
5.6 Auswahl der Polynome
Nun wenden wir uns der Frage zu, wie die Zahlen α und β zu wa¨hlen sind,
um ein geeignetes Polynom zu finden. Dazu beachten wir zuna¨chst, dass die
Wahrscheinlichkeit, dass eine zufa¨llig gewa¨hlte Zahl u¨ber einer fixierten Fak-
torbasis aus kleinen Zahlen zerfa¨llt, um so gro¨ßer ist, je kleiner die Zahl ist,
d.h. das Polynom sollte so gewa¨hlt sein, dass es mo¨glichst kleine Werte erlaubt.
Allerdings kennt im allgemeinen Fall niemand ein gutes Kriterium, wie die Ko-
effizienten so konstruiert werden ko¨nnen, dass mo¨glichst kleine Werte des Po-
lynoms gewa¨hrleistet sind, obwohl fu¨r quadratische Polynome seit der Analyse
des quadratischen Siebs ein gutes Kriterium fu¨r die Koeffizienten bekannt ist. In
Ermangelung eines besseren Kriteriums werden wir daher anstreben, mo¨glichst
kleine Koeffizienten zu erhalten. Allerdings ist der Zusammenhang zwischen
Paaren algebraischer Zahlen (α, β) und den Koeffizienten von N (xα+ yβ) wie-
derum so kompliziert, dass sich kein effektives Kriterium fu¨r die Auswahl von α
und β ableiten la¨sst. Klar ist allerdings, dass die Koeffizienten Produktsummen
der Konjugierten von α und β sind. Wenn man sich daher bemu¨ht, α und β so
zu wa¨hlen, dass die Konjugierten mo¨glichst klein sind, werden die Koeffizienten
des Polynoms N (xα+ yβ) relativ klein sein.
Solche α und β ko¨nnen wir finden, indem wir die Konjugiertenvektoren einer
Basis der Maximalordnung bestimmen und dann – etwa mittels Gitterbasisre-
duktionsalgorithmen – mo¨glichst kurze linear unabha¨ngige Vektoren in diesem
Gitter bestimmen.
Dabei geben wir uns damit zufrieden, die in LiDIA implementierten Algorith-
men zu benutzen, d.h. wir berechnen eine LLL–reduzierte Basis (vgl. [Wet98]).
Evtl. ko¨nnte es sich lohnen, sta¨rkere Reduktionsverfahren zu verwenden. Da
diese jedoch aufwa¨ndig zu implementieren sind, haben wir darauf verzichtet,
auszuprobieren, ob sich der ho¨here Berechnungsaufwand lohnt.
In der Praxis gehen wir dabei so vor, dass wir fu¨r eine LLL–reduzierte Basis
{ω1, . . . , ωn} der Ordnung die Normformen N (x + yωi), 1 ≤ i ≤ n mit ωi 6= 1
betrachten. Dabei stellen wir durch Sieben auf einem kleinen Testintervall fest,
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wieviel Prozent der Relationen man von jeder dieser Formen in etwa erwarten
kann. Dies haben wir in der Funktion no of needed relations implementiert,
der wir u¨bergeben, wieviele Relationen wir insgesamt beno¨tigen und durch wel-
che Transformation die Zahlen ωi, 1 ≤ i ≤ n aus der gegebenen Basis der Ord-
nung hervorgehen. Als Ergebnis liefert die Funktion ein Array zuru¨ck, dessen
i-ter Eintrag angibt, wieviele Relationen unter Verwendung von ωi gefunden
werden sollen. Danach sieben wir mit jeder dieser n − 1 oder n Normformen
so lange, bis wir entweder mindestens die entsprechende Anzahl an Relatio-
nen gefunden haben oder bis wir selbst bei einer Verdopplung der Gro¨ße des
Siebintervalls keine neue Relation mehr finden. Damit haben wir auch schon
das na¨chste Teilproblem angesprochen, na¨mlich die Bestimmung des Siebinter-
valls. Das Siebintervall muss in unserer Situation angesichts verschiedener au-
tomatisch generierter Polynome offensichtlich ebenfalls automatisch bestimmt
werden, wa¨hrend man im originalen Number–Field–Sieve damit zufrieden sein
kann, nachdem man nach einigem Probieren ein passendes Polynom gefunden
hat, das Siebintervall manuell und mit natu¨rlicher Intelligenz zu bestimmen.
Diesen Punkt wollen wir allerdings zuna¨chst noch zuru¨ckstellen und zuna¨chst
weitere Variationsmo¨glichkeiten fu¨r das Polynom betrachten.
5.7 Sieben in einem Ideal
Nun wenden wir uns einem etwas komplizierteren Problem zu. In der Praxis
zeigt sich, dass es ha¨ufig zu viele lineare Abha¨ngigkeiten zwischen den Rela-
tionen gibt, bzw. dass manche Primideale in keiner Relation vorkommen. Die
Lo¨sung, die wir dafu¨r entwickelt haben, basiert auf der Idee des vorangegangen
Abschnitts, nur stellen wir nun eine zusa¨tzliche Randbedingung an die Zahlen
α und β, die wir wa¨hlen.
Um zu erzwingen, dass ein festes Primideal p in einer Relation vorkommt,
mu¨ssen wir eine algebraische Zahl γ in diesem Primideal finden, die die Eigen-
schaft hat, dass das von ihr erzeugte Hauptideal u¨ber der Faktorbasis zerfa¨llt.
Dann ist na¨mlich wegen (γ) ⊆ p p ein Teiler von (γ) (vgl. Definition 1.3.6) und
kommt somit in der Primidealzerlegung vor. Eine notwendige Bedingung fu¨r γ
ist dabei, dass die Norm zerfa¨llt. Wenn wir nun α und β so wa¨hlen, dass α,β ∈ p
gilt, dann gilt auch aα+ bβ ∈ p fu¨r alle a, b ∈ ZZ und wir ko¨nnen das Polynom
N (xα + yβ) betrachten. Da nun p jedes (xα + yβ) teilt, zeigt sich dabei, dass
jeder Koeffizient dieser Normform durch N (p) teilbar ist. Daher dividieren wir
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jeden Koeffizienten durch N (p). Nun ko¨nnen wir wie zuvor versuchen, mit dem
Siebalgorithmus Stellen (x, y) zu finden, an denen dieses Polynom u¨ber unserer
Faktorbasis zerfa¨llt. Wenn man anschließend die Idealfaktorisierung bestimmt,
muss man beachten, dass man noch den zusa¨tzlichen Faktor p beno¨tigt, durch
dessen Norm die Koeffizienten dividiert wurden.
Solche α und β ko¨nnen wir finden, indem wir die Konjugiertenvektoren einer
Basis des Ideals bestimmen und dann in bereits bekannter Weise mo¨glichst kurze
Vektoren in diesem Gitter bestimmen.
Zu jedem Primideal finden wir auf diese Weise ein Paar (α, β) und ein
Polynom. In der Praxis zeigt sich, dass dieses Polynom ha¨ufig immer noch zu
große Koeffizienten hat, daher suchen wir nach Variationsmo¨glichkeiten, um
jeweils mehrere Polynome anbieten zu ko¨nnen. Dabei zeigt sich zuna¨chst, dass
in dem soeben beschriebenen Verfahren nirgendwo beno¨tigt wird, dass p ein
Primideal ist. Daher ko¨nnen wir statt p auch ein a verwenden, das wir aus p
erhalten, indem wir ein zufa¨lliges Potenzprodukt aus Primidealen kleiner Norm
an p multiplizieren, d.h. wir betrachten nun
a = p
l∏
i=1
peii ,
wobei l eine feste kleine Zahl (etwa in der Gro¨ßenordnung von 10) und jedes ei
eine kleine Zufallszahl (etwa aus dem Bereich von -4 bis 4) ist. Damit haben wir
fu¨r jedes Primideal nun sehr viele verschiedene Polynome zur Auswahl (mit den
angegebenen Zahlen 910). Diese Funktionalita¨t wird von der Funktion rel gen
zur Verfu¨gung gestellt, der man im Parameter missing ideal u¨bergibt, fu¨r das
wievielte Primideal der Faktorbasis man sich gerade interessiert, die weiteren
Parameter haben dieselbe Bedeutung wie fu¨r die Funktion sieve, welche auto-
matisch aufgerufen, wobei dieser im Parameter ideal to divide by das Ideal
p mit u¨bergeben wird.
5.8 Kombination mit der Reduktionstheorie
Fu¨r Primideale p mit großer Norm erhalten wir allerdings mit dem soeben
beschriebenen Verfahren immer noch Polynome mit zu großen Koeffizienten.
Insbesondere sind die Koeffizienten ha¨ufig wesentlich gro¨ßer, als die Koeffizien-
ten des Ko¨rperpolynoms. Daher haben wir noch eine weitere Modifikation ent-
wickelt und implementiert, die diesem Problem abhelfen soll und die sich in der
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Praxis gla¨nzend bewa¨hrt. Dazu kombinieren wir die Siebverfahren mit der in
Kapitel 5.2 beschriebenen Reduktionstheorie.
An Stelle des Ideals
a = p
l∏
i=1
peii
berechnen wir unmittelbar ein dazu a¨quivalentes reduziertes Ideal, indem wir
wie beschrieben nach jeder Operation eine Reduktion vornehmen, d.h. wir er-
halten nun a′ = a/(δ). Nun suchen wir statt Zahlen α, β ∈ a mit kleiner Norm
Zahlen α′, β′ ∈ a′ mit kleiner Norm. Da a′ eine Norm hat, die wesentlich kleiner
ist als die Norm von a, erhalten wir nun aus N (xα′ + yβ′) auch ein Polynom
mit kleineren Koeffizienten, jedoch ist nun scheinbar a und damit p nicht mehr
an den gefundenen Relationen beteiligt. Diesem Mangel ist jedoch leicht abzu-
helfen. Haben wir na¨mlich eine Relation
(xα′ + yβ′) = a′ ·
k∏
i=1
peii
gefunden, so ist
((xα′ + yβ′) · δ) = a ·
k∏
i=1
peii .
Damit la¨sst sich unser Verfahren zur Erzeugung von Relationen in denen
ein festes Ideal a vorkommt, wie folgt formalisieren:
5.8.1. Algorithmus
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Sieben in einem Ideal
Eingabe: Eine Faktorbasis FB = {p1, . . . , pk} und ein Ideal a =∏k
i=1 p
fi
i
Ausgabe: Relationen der Form (α) =
∏k
i=1 p
ei
i mit ei ≥ fi
(1) Reduziere a zu a′ = a/(δ)
(2) repeat
(3) Bestimme α, β ∈ a′ mit kurzen Konjugiertenvektoren
(4) Bestimme das Polynom f(x, y) := N (xα + yβ) (etwa
durch Berechnung von n+ 1 Normen und Interpolation)
(5) Dividiere f(x, y) durch N (a′)
(6) Finde mittels NFS glatte Stellen von f(x, y)
(7) for (jedes Kandidatenpaar (x, y)) do
(8) if ((xα+ yβ)/a′ zerfa¨llt u¨ber der Faktorbasis) then
(9) Schreibe die Zerlegung (xα+ yβ)/a′ =
∏k
i=1 p
gi
i
(10) Speichere die Relation (xα+ yβ) · δ = ∏ki=1 pgi+fii
(11) fi
(12) od
(13) if (Nicht ausreichend Relationen gefunden) then
(14) Multipliziere a mit einen zufa¨lligen Potenzprodukt von
Faktorbasiselementen kleiner Norm, fu¨hre dabei nach
jeder Multiplikation eine Reduktion durch und passe
den Vektor (f1, . . . , fk) entsprechend an.
(15) fi
(16) until ( genu¨gend Relationen gefunden)
Dieser Algorithus wird in der Funktion rel gen reduction implementiert, wo-
bei die Parameter dieselben sind, wie fu¨r die Funktion rel gen.
5.9 Wahl des Siebintervalls
Im Gegensatz zum Number–Field–Sieve, wo typischerweise pro zu faktorisieren-
der Zahl ein Polynom bestimmt wird, das zum Sieben benutzt wird, benutzen
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wir zur Bestimmung der Klassenzahl mehrere, womo¨glich sogar sehr viele Po-
lynome. Daher ist es nicht mehr praktikabel, fu¨r jedes Polynom vom Benutzer
ein Siebintervall festlegen zu lassen, wie dies beim Number–Field–Sieve typi-
scherweise passiert. Durch die mo¨glicherweise stark unterschiedlich großen Ko-
effizienten ist es aber auch ausgeschlossen, einfach fu¨r alle Polynome dasselbe
Siebintervall zu verwenden. Es bleibt also nicht anderes u¨brig, als eine Heu-
ristik zu implementieren, die fu¨r ein fixiertes Polynom jeweils ein geeignetes
Siebintervall auswa¨hlt.
Diese Heuristik lehnten wir mangels spezifischer Erfahrungen an die typische
Vorgehensweise zur Konstruktion geeigneter Siebintervalle fu¨r das Number–
Field–Sieve an. Daher wa¨hlen wir Siebintervalle der Form [−a, a]×[1, b], d.h. wir
sieben jeweils in Rechtecken die symmetrisch zur y–Achse liegen.
Um dabei eine Abscha¨tzung fu¨r die beno¨tigte Intervallgro¨ße zu erhalten,
benutzen wir zu Beginn des Algorithmus ein sehr kleines Intervall, auf dem
wir die Relationen fu¨r die Polynome aus Abschnitt 5.6 bestimmen, um dann
zu sehen, wieviele Paare (x, y) wir im Siebintervall durchschnittlich betrachten
mu¨ssen, um eine Relation zu finden. Um hier wirklich korrekte Zahlen zu er-
halten, mu¨sste man natu¨rlich ein repra¨sentatives Siebintervall betrachten. Da
es sich jedoch um eine Vorberechnung handelt, wollen wir hier keinen allzu ho-
hen Aufwand treiben, so dass wir uns mit sehr groben Anna¨herungen zufrieden
geben. Speziell fu¨r die Verfahren zum Sieben in einem Ideal ko¨nnen wir dabei
diesen Wert sukzessive der Realita¨t anna¨hern, da wir hier meist Polynome mit
a¨hnlichem Verhalten finden.
Nun mu¨ssen wir noch die Grenzen a und b etwas verfeinern. Dazu wollen wir
a und b so optimieren, dass das Polynom auf diesem Intervall mo¨glichst kleine
Werte annimmt. Dabei erweist es sich in der Praxis als gangbarer Weg, das
Polynom f jeweils an mo¨glichen Eckpunkten des Intervalls zu evaluieren und
diese Werte zu vergleichen. Dabei mu¨ssen wir auch beru¨cksichtigen, dass mit
wachsendem b ha¨ufiger die Initialisierungsschritte durchgefu¨hrt werden mu¨ssen,
die fu¨r jede neue Zeile des Siebintervalls anfallen. Daher ist es gu¨nstiger, auch
etwas gro¨ßere Funktionswerte in Kauf zu nehmen, wenn dafu¨r der Wert von
b niedriger gehalten werden kann. In unserer Implementierung geht daher ein
zusa¨tzlicher Gewichtsfaktor ein, der dieser U¨berlegung Rechnung tragen soll.
In der Praxis testen wir daher, ob 4 |f(a/2, 2b)| < |f(a, b)| gilt, und erset-
zen (a, b) nur dann durch (a/2, 2b), wenn diese Bedingung erfu¨llt ist, wa¨hrend
wir umgekehrt (a, b) durch (2a, b/2) ersetzen, sobald |f(a ∗ 2, b/2)| < 4 |f(a, b)|
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gilt. All dies passiert implizit innerhalb der Funktion sieve. Dabei erhalten wir
typischerweise Siebintervalle, die im Vergleich zu den im Number–Field–Sieve
verwendeten Intervallen extrem ”flach“ und ”lang“ sind, d.h. wir erhalten sehr
große Werte fu¨r a und sehr kleine Werte fu¨r b, im praktischen Vergleich mit von
Hand gewa¨hlten Intervallen, wie sie fu¨r das Number–Field–Sieve eher Verwen-
dung finden wu¨rden, erweist sich diese Gestalt der Siebintervalle aber insofern
als korrekt, als wir damit deutlich schneller viele Relationen finden.
Dabei sind die Werte fu¨r a in der Tat so groß, dass wir an die Grenzen der
urspru¨nglichen Implementierung des Siebtools stießen, das implizit voraussetzt,
dass a < MAXINT/4 gilt, wobei mit MAXINT die maximale Zahl bezeichnet wird,
die der Rechner noch als vorzeichenbehaftete Integerzahl darstellen kann. Bei
der verwendeten (32-Bit-) Hardware musste also a < 229 gewa¨hlt werden. Durch
Verwendung des Datentyps unsigned int und einige Optimierungen an Stel-
len, an denen arithmetische Operationen auf den Intervallgrenzen ausgefu¨hrt
wurden, gelang es uns relativ leicht, das Siebtool dahingehend zu optimieren,
dass es nun bei gleicher Effizienz mo¨glich ist, a < MAXINT zu wa¨hlen. Selbst
dies erweist sich bei Beispielberechnungen in Zahlko¨rpern mit großer Diskri-
minante noch als unangenehme Einschra¨nkung. Da jedoch eine U¨berwindung
dieser Schranke einerseits mit hohem Programmieraufwand verbunden ist und
andererseits in diesem Falle auch ein deutlicher Verlust an Effizienz zu befu¨rch-
ten wa¨re (etwa durch Verwendung einer Langzahlarithmetik), haben wir diese
Beschra¨nkung im Programm belassen.
5.10 Vereinfachung der Relationenmatrix
Nachdem wir die Methoden zum Auffinden von Relationen beschrieben haben,
wollen wir uns nun der Frage zuwenden, wie wir die gefundenen Relationen wei-
ter verarbeiten. Wie wir schon andeuteten, liegt eine besondere Schwierigkeit
des Verfahrens darin, dass der Schritt der linearen Algebra, der no¨tig ist, um
die Struktur der Klassengruppe zu bestimmen, in ZZ stattfindet und nicht in
einem endlichen Ko¨rper, wie man es etwa von Faktorisierungsalgorithmen und
Algorithmen zur Berechnung des diskreten Logarithmus in endlichen Ko¨rpern
her gewohnt ist. Genauer mu¨ssen wir, um spa¨ter in der Klassengruppe rech-
nen zu ko¨nnen, die Hermite–Normalform der Relationenmatrix A bestimmen,
d.h. eine obere Dreicksmatrix H, die durch eine unimodulare Transformation
aus A hervorgeht und in der alle Eintra¨ge rechts eines Diagonalelements modulo
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des Diagonalelements reduziert sind.
Da dieser Algorithmus vergleichsweise (d.h. im Vergleich zum Lo¨sen von
Gleichungssystemen modulo 2 bzw. p) langwierig ist, ist es hier von besonderer
Bedeutung, schon vor dem Start der Berechnung mo¨glichst eine Vereinfachung
der Relationenmatrix vorzunehmen.
Dabei ko¨nnen wir insbesondere Primideale, die nur in einer Relation vor-
kommen und dort den Exponenten 1 haben, aus der Faktorbasis streichen und
somit die korrespondierende Zeile und Spalte aus der Matrix lo¨schen, da ein
solches Ideal offenbar keinen Beitrag zur Erzeugung der Klassengruppe leistet.
Daru¨ber hinaus ko¨nnen wir Relationen lo¨schen, in denen nur ein Primideal mit
Exponent 1 vorkommt, da eine solche Relation nur sagt, dass dieses Ideal ein
Hauptideal ist. Auch in diesem Fall ko¨nnen wir dann das Primideal und die
entsprechende Zeile in der Relationenmatrix lo¨schen. Allerdings mu¨ssen wir in
diesem Fall darauf achten, die Erzeuger in den verbleibenden erweiterten Rela-
tionen entsprechend anzupassen.
Im Laufe dieser U¨berpru¨fungen suchten wir zuna¨chst auch nach linear
abha¨ngigen Zeilen in der Relationenmatrix, um dann fu¨r die entsprechenden
Ideale mit Algorithmus 5.8.1 zusa¨tzliche Relationen zu erzeugen. So konnten
wir garantieren, dass die Matrizen, deren Hermite–Normalform wir anschlie-
ßend berechnen wollten, auch vollen Rang haben. Dieses Verfahren fand in
den Beispielen aus Kapitel 5.13 Verwendung. Inzwischen wird diese Aufgabe
jedoch von den entsprechend adaptierten Routinen zur Hermite–Normalform–
Berechnung u¨bernommen.
Dieser Teil des Verfahrens ist in der Funktion simplify implementiert.
5.11 Berechnung der Hermite–Normalform
Die Berechnung der Hermite–Normalform großer, du¨nn besetzter Matrizen wird
in der Arbeit von Patrick Theobald ([The00]) na¨her untersucht und beschrieben,
so dass wir uns hier auf eine kurze Beschreibung der grundlegenden Strategie
beschra¨nken. Zuna¨chst startet die Normalform–Berechnung mit Operationen in
ZZ. Dabei wird das Pivotelement, d.h. dasjenige Element, mit dessen Hilfe die
restlichen Elemente einer Zeile eliminiert werden, so gewa¨hlt, dass die Matrix
einerseits mo¨glichst du¨nn besetzt bleibt und andererseits die durch Linearkom-
binationen entstehenden neuen Eintra¨ge der Matrix (betragsma¨ßig) mo¨glichst
klein bleiben. Mit dieser Strategie arbeitet man so lange, bis die verbleibende
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Matrix entweder dicht besetzt ist oder die Eintra¨ge gar zu groß sind. Dann setzt
man die Berechnung mit modularen Methoden fort, etwa basierend auf den Ide-
en aus [DKTJ87]. Dabei zeigt sich in der Praxis, dass ha¨ufig die Berechnung
(eines Vielfachen) der Gitterdeterminante, die von diesen Verfahren beno¨tigt
wird, das Hauptproblem darstellt, obwohl hierbei der chinesische Restsatz an-
gewendet werden kann. Die oberen Schranken, die man fu¨r das Vielfache der
Gitterdeterminanten angeben kann, das man gerade berechnet, sind na¨mlich im
Normalfall extrem groß. Hier lassen sich allerdings erhebliche Verbesserungen
erzielen, wie in [The00] gezeigt wird.
Ein zur Zeit noch offenes Problem ist, wie man am besten verfa¨hrt, um bei
all diesen Transformationen der Ideale die Erzeuger anzupassen.
5.12 Verifikation des Resultats
Beim Faktorisieren und bei der Berechnung des diskreten Logarithmus sind
wir im wesentlichen fertig, sobald das Problem der Linearen Algebra gelo¨st ist.
Beim Faktorisieren etwa haben wir schlimmstenfalls eine triviale Lo¨sung der
Art N = 1 ·N gefunden. Indem wir stets mehrere Lo¨sungen zugleich berechnen,
ko¨nnen wir in der Praxis davon ausgehen, dass wir stets wenigstens eine nicht
triviale Lo¨sung erhalten.
Im Gegensatz dazu bleiben nach Berechnung der Hermite–Normalform zur
Klassengruppenberechnung noch zwei offene Probleme u¨brig. Zuna¨chst hat die
Matrix, deren HNF wir berechnet haben, im allgemeinen nicht vollen Zeilen-
rang. Im Falle der Faktorisierung bedeutet das, dass ein bestimmtes Faktor-
basiselement keinen Beitrag dazu geleistet hat, eine Faktorisierung zu finden -
dies ist also vo¨llig unkritisch. In unserem Szenario bedeutet dies jedoch, dass
wir nicht wissen, ob dieses Primideal einen Beitrag zur Klassengruppe liefert,
oder nicht. Das andere offene Problem ist, dass wir, selbst wenn die Dimension
des Gitters stimmt, immer noch nicht wissen, ob unsere Relationen wirklich das
volle Relationengitter erzeugen, oder ob wir nur ein Teilgitter gefunden haben,
d.h. wir wissen a priori nicht, ob die Relationenmatrix wirklich die Klassenzahl
als Determinante hat, oder ob wir nur ein Vielfaches der Klassenzahl gefunden
haben.
Das erste dieser beiden Probleme ist leicht zu lo¨sen: Mit Algorithmus 5.8.1
oder mit der Reduktionstheorie aus Kapitel 5.2 bestimmen wir dann fu¨r jedes
Primideal in der Faktorbasis, fu¨r das wir noch nicht wissen, ob es einen Beitrag
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zur Klassengruppe liefert, (mindestens) eine Relation. Dies geschieht mit der
Funktion cgr finish, der die aktuelle Relationenmatrix und die Indizes linear
abhaengiger Zeilen uebergeben werden. Nachdem dieses Verfahren abgeschlos-
sen ist, wird erneut die Hermite–Normalform berechnet. Dies ist nun sehr leicht
mo¨glich, da die Matrix schon ”fast“ Hermite–Normalform hat. Sollten wir noch
immer keine Matrix mit vollem Rang haben, wiederholen wir diesen Schritt
solange, bis voller Rang erreicht ist.
Mit einer a¨hnlichen Methode ist allerdings auch das zweite Problem zu be-
handeln, dass man auf jeden Fall hat: Wir mu¨ssen verifizieren, ob wir nur ein
Vielfaches der Klassenzahl gefunden habent. Dazu kann man die analytische
Klassenzahlformel (Satz 1.3.13) verwenden. Hierzu bestimmt man zuna¨chst die
Zahl der Einheitswurzeln im Zahlko¨rper (etwa mit Hilfe von Algorithmus 4.9.9
aus [Coh95]), sowie eine ausreichend pra¨zise Approximation an∏
p∈IP
1− 1p∏
p u¨ber p prim 1− 1N (p)
.
Nun muss man noch den vermuteten Regulator bestimmen, wozu man die
Determinante des Gitters ausrechnen muss, das von den Logarithmenvekto-
ren der Idealerzeuger erzeugt wird, deren Exponentenvektoren im Laufe der
Hermite–Normalform–Berechnung zu 0 reduziert wurden. Na¨here Untersuchun-
gen u¨ber dieses Teilproblem werden fu¨r Ko¨rpergrad 2 in [Mau00] angestellt. Im
allgemeinen Fall steht eine Implementierung in LiDIA noch aus. Daher greifen
wir fu¨r unsere Zwecke auf eine bereits existierende Implementierung zuru¨ck:
Wir benutzen zur Berechnung des Regulators die Funktion, die PARI in seiner
Oberfla¨che gp zur Verfu¨gung stellt, und u¨bergeben unserem Algorithmus in-
teraktiv diesen Wert. Dabei stoßen wir bei gro¨ßeren Beispielen allerdings auch
dort an die Grenzen der Implementierung, so dass wir in diesen Fa¨llen keinen
Regulator angeben ko¨nnen. In diesem Fall wissen wir dann nur, dass wir ein
Vielfaches der Klassenzahl gefunden haben. Fu¨r einige Anwendungen in der
Praxis ist auch dies ausreichend.
Andernfalls ko¨nnen wir den Wert von h ·R mit dem Na¨herungswert verglei-
chen, den man aus der Approximation A an die analytische Klassenzahlformel
erha¨lt. Stimmen diese Werte hinreichend gut u¨berein, d.h. gilt hRA <
√
2, so hat
man Klassengruppe und Regulator gefunden, andernfalls mu¨ssen weitere Rela-
tionen erzeugt werden. Dabei erweist sich der naive Ansatz, der Reihe nach fu¨r
die Ideale, die die Klassengruppe erzeugen, jeweils mit Algorithmus 5.8.1 einige
Relationen zu erzeugen, in der Praxis als wenig erfolgreich. Dies ist aber auch
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nicht u¨berraschend, wenn man sich klarmacht, dass nun fu¨r ein Ideal q, das
z.B. einen 10-stelligen Faktor zur Klassenzahl beitra¨gt, Relationen der Form
(a+ bρ) = q ·
k∏
i=1
peii
gesucht werden.
Eine cleverere Strategie besteht darin, von der vorhandenen Relation der
Form
(a+ bρ) = qe ·
k∏
i=1
peii
ausgehend fu¨r kleine Teiler x von e auszuprobieren, ob man Relationen der
Form
(a+ bρ) = qe/x ·
k∏
i=1
peii
finden kann, d.h. statt Relationen in q zu suchen, sucht man Relationen in
qe/x. Dabei erha¨lt man aus der Approximation an das Produkt aus Klassen-
zahl und Regulator auch eine obere Schranke fu¨r x. Dies wird in der Funk-
tion cgr improve implementiert, der neben der Relationenmatrix diese obere
Schranke fu¨r x u¨bergeben wird.
Dabei ist es von entscheidender Bedeutung, nicht fu¨r einen festen Wert von
x und ein festes Ideal q zu viel Mu¨he zu investieren, sondern die Anstrengun-
gen auf alle Kandidaten gleichma¨ßig zu verteilen. Fu¨r jede gefundene Relation
u¨berpru¨fen wir schließlich, ob sich Regulator oder Klassenzahl a¨ndern, und kor-
rigieren die Schranke fu¨r x gegebenenfalls entsprechend nach unten.
Ein Vergleich mit den Resultaten anderer Strategien zur Relationengenerie-
rung zeigt, dass beide Probleme in unserem Szenario besonders ha¨ufig auftreten.
Es ist zu vermuten, dass dies durch die systematische Relationengenerierung
durch Siebverfahren bedingt ist, da es gerade die sta¨rker zufallsbasierten Al-
gorithmen sind, die hier weniger Probleme haben. Dies trifft sowohl fu¨r die
in [BD91] implementierte Methoden der Relationengenerierung (im wesentli-
chen Probedivision reduzierter zufa¨lliger Idealprodukte u¨ber der Faktorbasis)
als auch fu¨r die in [JJ98] beschriebene Implementierung zu, die zwar auch Sieb-
verfahren verwendet, jedoch sehr viel mehr verschiedene (zufa¨llige) Polynome
verwendet als wir dies tun, da im Spezialfall des quadratischen Siebs die Initia-
lisierung pro Polynom wesentlich einfacher ist.
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5.13 Erste Ergebnisse
Mit den bisherigen Ideen la¨sst sich schon eine vergleichsweise effiziente Imple-
mentierung erreichen. In der Praxis haben wir hier eine parametrisierte Fa-
milie von Zahlko¨rpern untersucht, die von H.-J. Stender bereits genauer stu-
diert wurde ([Ste77]). In seinen Arbeiten hat Stender insbesondere gezeigt, wie
man formelma¨ßig die Fundamentaleinheiten dieser Ko¨rper angeben kann. Damit
ko¨nnen wir den Regulator des Zahlko¨rpers berechnen und haben eine wesentli-
che Erleichterung bei der Lo¨sung des zweiten Problems, das wir im vorherigen
Abschnitt beschrieben haben.
Die untersuchten Zahlko¨rper zeichnen sich dadurch aus, dass das Ko¨rper-
polynom von der Form f(x) = x3 − (D3 + d) ist, wobei D natu¨rliche Zahlen
bezeichnet und d ∈ {−1,+1} gilt. In [Ste77] wird zwar sehr viel allgemeiner
nur d|D2 und d kubenfrei vorausgesetzt, da wir aber auch am Verhalten fu¨r
wachsende Diskriminanten interessiert sind, ist es fu¨r uns uninteressant, viele
verschiedene Werte von d zu benutzen.
Fu¨r einige Ko¨rper dieser Bauart haben wir zuna¨chst die Struktur der Klas-
sengruppe (Tabelle 5.1) und dann die Laufzeiten verschiedener Berechnungsteile
und anderer Implementierungen (Tabelle 5.2) zusammengestellt.
Zu den Versuchen, mit KaSh die Klassengruppen dieser Ko¨rper zu berech-
nen, ist zu sagen, dass bei der vorgegebenen Faktorbasisgro¨ße der vorhandene
Hauptspeicher von 256 MB nicht mehr ausreichte, ein Ergebnis zu ermitteln
– hier zeigt sich deutlich der Vorteil unserer speziellen Darstellung von du¨nn
besetzten Matrizen. Daru¨ber hinaus kann man anhand der beiden Beispiele, die
wir mit KaSh erfolgreich berechnet haben, vermuten, dass unser Siebverfahren
wie erwartet deutliche Effizienzvorteile hat, sobald viele Relationen gefunden
werden mu¨ssen.
5.14 Weitere Beispiele
Nun wollen wir uns allgemeineren Beispielen zuwenden. Dazu wa¨hlen wir Se-
rien von zufa¨lligen Polynomen mit einer festen Zahl von reellen Einbettungen
und wachsender Diskriminante. Dabei kennen wir insbesondere die Regulatoren
dieser Ko¨rper nicht, so dass wir nun die oben skizzierten zusa¨tzlichen Aufgaben
zu behandeln haben.
Dabei wollen wir zuna¨chst zeigen, wie sich der Zeitbedarf fu¨r die Siebpha-
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D d ∆ R h |FB| lin.
11 −1 -47760300 5.89. . . [3,3,3,6] 247 2
1042 −1 -3839967668
441074707
14.99. . . [3,3,2114778] 2413 99
1042 +1 -3455970913
8157209867
14.99. . . [3,3,9746730] 2663 136
4988 −1 -4158363335
6304901015
4907
18.12. . . [3,3,3,3,3,
38452158]
3749 170
4988 +1 -4620403706
4050227027
587
18.12. . . [3,3, 215710230] 3552 134
47520 −1 -3454457441
1926853892
349952003
22.63. . . [3,3,3,6,
13597799064]
5382 91
226082 −1 -3605451707
0224707505
5401305965
0603
25.75. . . [3,3,3,3,3,3,27,
20846798199]
6974 127
226082 +1 -4006057452
2471911095
2722293930
483
25.75. . . [3,3,3,3,3,6,
111510282834]
6742 108
1075464 −1 -4641907898
9374092480
2377944493
2178947
28.87. . . [6,6,
693173937012264]
8461 161
1075464 +1 -4641907898
9374092629
5065383808
6147075
28.87. . . [3,3,3,3,
283185632461968]
8426 161
Tabelle 5.1: Klassenzahlen fu¨r einige Zahlko¨rper
D, d: definieren den Zahlko¨rper wie im Text beschrieben, ∆: Ko¨rperdiskriminante, R:
Regulator, h: Klassenzahl der zugeho¨rigen Zahlko¨rpers als Produkt der Gro¨ßen der
zyklischen Untergruppen, |FB|: Gro¨ße der Faktorbasis, lin.: Zahl der linear abha¨ngigen
Zeilen in der Relationenmatrix.
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D d Ts TH Tr TL TK
11 −1 21s 1s 0s 22s 5s
1042 −1 8m 19m 4.5m 31.5m 1h46m
1042 +1 9m 35m 7m 51m –
4988 −1 18m 1h21m 12m 1h51m –
4988 +1 15m 62m 9m 1h26m –
47520 −1 61m 2h23m 10m 3h34m –
226082 −1 42m 6h21m 20m 7h23m –
226082 +1 44m 5h16m 16m 6h16m –
1075464 −1 68m 11h21m 30m 13h –
1075464 +1 60m 12h15m 30m 13h45m –
Tabelle 5.2: Laufzeiten zur Berechnung einiger Klassengruppen
D,d: definieren den Zahlko¨rper wie im Text beschrieben Ts: Zeit fu¨r die Siebphase
in unserer Implementierung, TH : Zeit fu¨r die HNF-Berechnung in unserer Implemen-
tierung, Tr: Zeit fu¨r das Erreichen des vollen Rangs in unserer Implementierung, TL:
Gesamtdauer der Berechnung mit unserer Implementierung (LiDIA), TK : Dauer der
Berechnung mit KaSh.
se entwickelt. Global ko¨nnen wir zuna¨chst feststellen, dass der Zeitaufwand
mit steigendem Polynom- bzw. Ko¨rpergrad und mit steigender Diskriminante
natu¨rlich ansteigt. Dabei ist die Auswahl des Siebintervalls auf den Bereich von
ganzen Zahlen, die sich mit dem Datentyp int darstellen lassen, eingeschra¨nkt.
Dadurch passiert es mit steigendem Ko¨rpergrad immer schneller, dass wir nicht
mehr genu¨gend Relationen finden ko¨nnen, da die Polynomwerte in dem mo¨gli-
chen Siebintervall zu groß werden.
Um diesem Effekt Rechnung zu tragen, vergro¨ßern wir die Faktorbasis in
Abha¨ngigkeit vom Ko¨rpergrad noch u¨ber die durch die Bachschranke vorgege-
bene Mindestgro¨ße hinaus.
Die Siebzeiten haben wir in Anhang A tabelliert.
Als na¨chste Aufgabe haben wir dann die HNF der Relationenmatrizen zu
berechnen. Um den Regulator bestimmen zu ko¨nnen, beno¨tigen wir einige Ele-
mente aus dem Kern der urspru¨nglichen Relationen-Matrix, denn Elemente des
Kerns entsprechen bei Berechnung des Potenzprodukts der Erzeuger gerade
Einheiten. Da in LiDIA eine Implementierung fu¨r dieses Teilproblem aber nicht
existiert, verwenden wir an dieser Stelle gp, um den Regulator auszurechnen.
Fu¨r unsere Beispiele haben wir in Anhang B die Zeiten fu¨r die Berechnung
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der HNF, sowie die Ergebnisse fu¨r Regulator und Klassenzahl tabelliert. In
den Fa¨llen, in denen kein Regulator angegeben ist, konnten wir diesen mit den
Mitteln von gp nicht bestimmen. Insbesondere kennen wir in diesen Fa¨llen also
auch nur ein Vielfaches der Klassenzahl, von dem wir nicht wissen, ob es bereits
die Klassenzahl selbst ist. Schließlich bestimmen wir noch einige zusa¨tzliche
Relationen, um vollen Zeilenrang der Relationenmatrix zu gewa¨hrleisten und
um im Falle, dass wir den Regulator bestimmen konnten, gegebenenfalls die
echte Klassenzahl (und nicht nur ein Vielfaches davon) zu finden. Die Laufzeiten
hierfu¨r sind ebenfalls in Anhanf B aufgefu¨hrt.
Ein Beispiel mit den detaillierten Informationen, die im Laufe der Berech-
nung ausgegeben werden, haben wir in Anhang C wiedergegeben und kommen-
tiert.
5.15 Bewertung und Ausblick
Wenn wir einen Vergleich mit den bisherigen Einsatzgebieten des Number–
Field–Sieves, der Faktorisierung und der Berechnung diskreter Logarithmen in
ZZ/pZZ, anstellen, so zeigt sich, dass sich einige Vera¨nderungen an der Siebstrate-
gie ergeben. Diese sind vor allem durch die Einschra¨nkungen bedingt, denen wir
bei der Auswahl der Polynome unterliegen. So spielt zum Beispiel bei den an-
deren Anwendungsgebieten inzwischen das Zerfallsverhalten der kleinen Prim-
zahlen eine wichtige Rolle fu¨r die Auswahl des Polynoms, das fu¨r die weiteren
Berechnungen benutzt wird. In unserer Situation ist dieses Verhalten jedoch
durch die Auswahl des Zahlko¨rpers im wesentlichen vorgegeben.
Daru¨ber hinaus beno¨tigen wir im Gegensatz zu den anderen Anwendungs-
gebieten Relationenmatrizen mit vollem Zeilenrang. Um dies zu gewa¨hrleisten
verwenden wir das Verfahren aus Kapitel 5.7. Als wesentlicher Unterschied zu
den bisherigen Einsatzgebeiten des Number–Field–Sieves ergibt sich also, dass
wir nun Polynome und die jeweiligen Siebintervalle dynamisch konstruieren.
Die Effizienz der hierzu entwickelten Heuristiken ko¨nnen wir dadurch bele-
gen, dass es mit unserem Verfahren tatsa¨chlich mo¨glich ist, sehr schnell viele
Relationen zu finden. In der Praxis haben wir das Verfahren fu¨r ”zufa¨llige“
Zahlko¨rper der Grade 3 bis 6 bis hin zu etwa 50-stelligen Diskriminanten an-
wenden ko¨nnen.
Will man daru¨ber hinaus noch gro¨ßere Determinanten bearbeiten, so er-
weisen sich weniger die Heuristiken als vielmehr die Randbedingungen, unter
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denen das Siebtool urspru¨nglich entwickelt wurde, als Problem. Abgesehen von
der Einschra¨nkung, dass das Siebintervall, das wir automatisch auswa¨hlen, stets
von der Form [−a, a] × [1, b] ist, mu¨ssen die Werte a und b vor allem stets im
Bereich des Datentyps int liegen. Bei gro¨sseren Determinanten liegen aber die
Nullstellen der verwendeten Polynome typischerweise außerhalb dieses Bereichs,
so dass auch ein aussichtsreiches Sieben außerhalb des int–Bereichs stattfinden
mu¨sste.
Anhang A
Laufzeiten fu¨r die Siebphase
unseres Verfahrens
In den folgenden Tabellen ist jeweils f das Ko¨rperpolynom, i der Index der Glei-
chungsordnung in der Maximalordnung, ∆ die Diskriminante, pmax die maxi-
male (rationale) Primzahl, deren Primideale Elemente der Faktorbasis sind, Tf
die Zeit zur Faktorisierung aller Primzahlen in Primideale, a× b bezeichnet das
initiale Siebintervall, das wir stets als [−a, a]× [1, b] wa¨hlen, T1 bezeichnet die
Zeit, die wir mit dem Sieben u¨ber dem Siebintervall fu¨r die initial bestimmten
Polynome verbringen, T2 ist die Zeit, die wir daru¨ber hinaus aufwenden, um
weitere Relationen zu finden, T3 ist die Zeit fu¨r den initialen Vereinfachungs-
schritt der Matrix.
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Anhang B
Laufzeiten fu¨r die
HNF-Berechnungen,
Ergebnisse
In den folgenden Tabellen ist jeweils f das Ko¨rperpolynom, TH die Zeit zur
Berechnung des ersten Teils der HNF, lin die Zahl der linear abha¨ngigen Zeilen
in der Relationenmatrix, Tr die Zeit fu¨r das Erreichen des vollen Zeilenranges,
Tm die Zeit fu¨r den zweiten (modularen) Teil der HNF–Berechnung, R der
Regulator, sofern er ermittelt werden konnte, h die Klassenzahl als Produkt der
Gro¨ßen der zyklischen Untergruppen und TC die Zeit zum Suchen zusa¨tzlicher
Relationen, falls der Vergleich mit der analytischen Approximation ergibt, dass
h ·R noch zu groß ist.
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Anhang C
Ein Beispiel zur Berechnung
der Klassengruppe
Hier geben wir den Ablauf der Berechnung fu¨r den Ko¨rper, der zum Polynom
f(x) = x4 + 245 ∗ x2 + 266 ∗ x+ 191 geho¨rt, wieder. Dabei ku¨rzen wir die gene-
rierten Ausgaben in dreierlei Hinsicht: wir geben fu¨r die Einbettungen weniger
Nachkommastellen an, als das Programm ausgibt, wir lo¨schen die Ausgaben des
Siebtools und wir lo¨schen die Mitteilungen, welche Relation in welcher Spalte
der Relationenmatrix abgespeichert wird weitgehend. Daru¨ber hinaus nehmen
wir an durch (...) bezeichneten Stellen weitere Ku¨rzungen vor.
Prime ideals over primes up to 5991 are
assumed to generate class group.
Computing in
(x^4 + 245 * x^2 + 266 * x + 191) * 1/3 *
( 3 0 0 2 )
( 0 3 0 0 )
( 0 0 3 2 )
( 0 0 0 1 )
Representation of x with respect to the
base of O is [ 0 1 0 0 ]
Create factor base.
Bound: Need all non-inert prime ideals over primes up to 5991
Computed factor base in 5 sec 84 hsec
Set number of rows to 854
Sieving on [-39436, 39436] x [1, 2048]
166 C. Ein Beispiel zur Berechnung der Klassengruppe
At the moment, relations is a 854 x 1 matrix.
Now set it to 1024
COLUMNS is 62
Das heißt, wir haben 62 Relationen durch die Zerlegung von Primzahlen in
Primideale gefunden, wobei in unserer Faktorbasis 864 Primideale enthalten
sind und wir Speicher fu¨r 1024 Relationen vorgesehen haben. Nun berechnen
wir eine Ganzheitsbasis (ω1, ...ω4) der Maximalordnung, so dass das Gitter der
komplexen Einbettungen LLL-reduziert ist. Fu¨r diese algebraischen Zahlen mit
(hoffentlich) kleiner Norm berechnen wir dann Polynome der Form f(x, y) =
N (x + yωi), i = 2, 3, 4 und testen das Verhalten des Siebtools auf einem
kleinen Testintervall, um abzuscha¨tzen, wieviele Relationen wir mit welchem
Polynom finden wollen.
LLL-reduced base for
( 1.41 -0.76 -0.26 1.06 )
( 0 0.98 -1.06 -0.57 )
( 1.41 0.76 -346.21 -418.25 )
( 0 22.14 24.07 -1786.37 )
is
( 1.41 -0.76 -26.36 146.67 )
( 0 0.98 81.05 79.01 )
( 1.41 0.76 26.36 -148.08 )
( 0 22.14 5.09 7.03 )
Omitting column 0 since it is ==1
Norms are:
1
191
Content of N(a+b w_1) = 1
Sieving with primes up to 5981 (782)
Sieving on [-197, 197]x[1, 1]
Found 106 relations for 1
Norms are:
167
1
1310069
Content of N(a+b w_2) = 1
Sieving with primes up to 5981 (782)
Sieving on [-197, 197]x[1, 1]
Found 94 relations for 2
Norms are:
1
152502509
Content of N(a+b w_3) = 1
Sieving with primes up to 5981 (782)
Sieving on [-197, 197]x[1, 1]
Found 79 relations for 3
Computing 0 relations for 0
Computing 300 relations for 1
Computing 266 relations for 2
Computing 224 relations for 3
Computing 300 relations for 1
Norms are:
1
191
Content of N(a+b w_1) = 1
Trying to sieve using the polynomial
x^4 + 245 * x^2 + -266 * x + 191
generated by [ 1 0 0 0 ] and [ 0 1 0 0 ]
Starting cgr_sieve::sieve(62, 362,1024/1024)
Sieving with primes up to 5981 (782)
Initial sieve array size is [-2000, 2000]
Sieving on [-8000, 8000]x[1, 1]
Found 271 hits.
Sieving on [-8000, 8000]x[2, 2]
Found 398 hits.
Computing 266 relations for 2
Norms are:
1
1310069
168 C. Ein Beispiel zur Berechnung der Klassengruppe
Content of N(a+b w_2) = 1
Trying to sieve using the polynomial
x^4 + 2603 * x^2 + 122018 * x + 1310069
generated by [ 1 0 0 0 ] and [ 25 82 -1 1 ]
Starting cgr_sieve::sieve(460, 726,1024/1024)
Sieving with primes up to 5981 (782)
Initial sieve array size is [-2000, 2000]
Sieving on [-16000, 16000]x[1, 1]
Found 303 hits.
Computing 224 relations for 3
Norms are:
1
152502509
Content of N(a+b w_3) = 1
Trying to sieve using the polynomial
x^4 + -2 * x^3 + -18573 * x^2 + -626780 * x + 152502509
generated by [ 1 0 0 0 ] and [ 147 81 0 1 ]
Starting cgr_sieve::sieve(763, 987,1024/1024)
Sieving with primes up to 5981 (782)
Initial sieve array size is [-2000, 2000]
Sieving on [-32000, 32000]x[1, 1]
Found 292 hits.
Nachdem wir nun genu¨gend Relationen gefunden haben, versuchen wir zu-
na¨chst, die Matrix in trivialer Weise zu verkleinern, dazu eliminieren wir einer-
seits Zeilen und Spalten mit einem Eintrag, wenn dieser 1 oder −1 ist. Daru¨ber
hinaus eliminieren wir Nullzeilen, fu¨r die Norm des korrespondierenden Erzeu-
gers u¨ber der Normschranke fu¨r die Erzeuger der Klassengruppe liegt. Dabei
wird das Verfahren so lange iteriert, bis keine A¨nderungen mehr eintreten. Die
einzelnen Schritte belassen wir in der Ausgabe, einige Details ku¨rzen wir jedoch.
Simplify matrix -- Marking superfluous rows:
854 x 1024 matrix is reduced to a
Removing column 378 with remove_columns!
Removing column 127 with remove_columns!
Remove 192 rows and columns:
(...)
169
Removed zero row corresponding to <127, [ 27 40 1 0 ]>
(norm is too large!).
Removed zero row corresponding to <157, [ 42 44 1 0 ]>
(norm is too large!).
(...)
Remove 47 rows and columns:
(...)
Remove 10 rows and columns:
(...)
Remove 4 rows and columns:
(...)
Remove 2 rows and columns:
(...)
Remove 5 rows and columns:
(...)
Remove 0 rows and columns:
594 x 766 matrix in time 319 real 319 user 0 sys.
NEEDED: 7458 real 7451 user 7 sys
Nun berechnen wir die Hermite-Normalform der Relationenmatrix. Dabei
stellen wir fest, dass wir 105 linear abha¨ngige Zeilen in den noch verbliebenen
594 Zeilen haben. Fu¨r diese Zeilen generieren wir nun gezielt Relationen, um
den vollen Zeilenrang zu erreichen.
factorbase: 594 orig_base: 854 removed: 260
Computing 105 additional relations
Calling rel_gen(593,766,...,871)
Generate relations for <5981, [ 4978 1 0 0 ]>
( missing ideal has number 853)
N1 off by 4055
N2 off by 2729
(still off by factor 1)
gen_form
Polynomial has content 1
Testing the polynomial
2729 * x^4 + 332 * x^3 + 7228 * x^2 + -2428 * x + 4055
generated by [ -1387 -3663 43 -41 ] and [ 4055 0 0 0 ]
170 C. Ein Beispiel zur Berechnung der Klassengruppe
Trying the polynomial
2729 * x^4 + 332 * x^3 + 7228 * x^2 + -2428 * x + 4055
Starting cgr_sieve::sieve(766, 766,871/976)
Sieving with primes up to 5981 (782)
Sieve array set to an unreasonable value !!!
Initial sieve array size is [-2147483647, 2147483647]
Sieving on [-65535, 65535]x[1, 1]
Found 68 hits.
Store relation to column 766/976
(...)
Store relation to column 833/976
Needed 781 real 778 user 3 sys to find relation for 593
Die selbe Prozedur wird nun fu¨r die weiteren 104 abha¨ngigen Zeilen durchlau-
fen, diesen Teil schneiden wir weg, es sei allerdings darauf hingeweisen, dass
wir im allgemeinen nicht immer gleich mit dem ersten Polynom eine Relation
finden. Allerdings sind die Ausnahmen bei diesem kleinen Beispiel selten. Am
schwierigsten war es in diesem Fall, eine Relation fu¨r Zeile 450 zu finden, diese
Zeilen des Logs wollen wir daher wiedergeben.
Calling rel_gen(450,942,...,943)
Generate relations for <3527, [ 244 1 0 0 ]>
( missing ideal has number 570)
N1 off by 2084
N2 off by 39532
(still off by factor 4)
gen_form
Polynomial has content 4
Testing the polynomial
2084 * x^4 + -1792 * x^3 + 17796 * x^2 + -17440 * x + 39532
generated by [ -1042 0 0 0 ] and [ -2396 -3848 34 -46 ]
Trying the polynomial
2084 * x^4 + -1792 * x^3 + 17796 * x^2 + -17440 * x + 39532
Starting cgr_sieve::sieve(942, 942,943/976)
Sieving with primes up to 5981 (782)
Sieve array set to an unreasonable value !!!
Initial sieve array size is [-2147483647, 2147483647]
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Sieving on [-65535, 65535]x[1, 1]
Found 0 hits.
N1 off by 36
N2 off by 76
(still off by factor 4)
gen_form
Polynomial has content 4
Testing the polynomial
36 * x^4 + 48 * x^3 + 1004 * x^2 + 304 * x + 76
generated by [ 6 0 0 0 ] and [ 2 2 0 0 ]
Trying the polynomial
36 * x^4 + 48 * x^3 + 1004 * x^2 + 304 * x + 76
Starting cgr_sieve::sieve(942, 942,943/976)
Sieving with primes up to 5981 (782)
Initial sieve array size is [-1961849600, 1961849600]
Sieving on [-119741, 119741]x[1, 1]
Found 0 hits.
N1 off by 21068
N2 off by 7301
(still off by factor 1)
gen_form
Polynomial has content 1
Testing the polynomial
7301 * x^4 + -23744 * x^3 + 48262 * x^2 + -9148 * x + 21068
generated by [ 5171 4547 -49 68 ] and [ -10534 0 0 0 ]
Trying the polynomial
7301 * x^4 + -23744 * x^3 + 48262 * x^2 + -9148 * x + 21068
Starting cgr_sieve::sieve(942, 942,943/976)
Sieving with primes up to 5981 (782)
Sieve array set to an unreasonable value !!!
Initial sieve array size is [-2147483647, 2147483647]
Sieving on [-65535, 65535]x[1, 1]
Found 43 hits.
Store relation to column 942/976
Needed 534 real 534 user 0 sys to find relation for 450
172 C. Ein Beispiel zur Berechnung der Klassengruppe
Schließlich wollen wir darauf hinweisen, dass die linear abha¨ngige Zeile mit dem
kleinsten Index Zeile 16 ist, die mit dem zweitkleinsten Index ist aber schon
Zeile 235. Dies illustriert, dass es typischerweise die Zeilen sind, die großen
Primidealen entsprechen, fu¨r die wir lineare Abha¨ngigkeiten finden.
Nun fu¨hren wir nochmals eine HNF–Berechnung aus. Dies ist in Anbetracht
der Tatsache, dass die Matrix zuvor schon einmal auf Hermite–Normalform re-
duziert wurde, nun leicht mo¨glich und geschieht typischerweise innerhalb weni-
ger Sekunden. Danach fu¨hren wir unseren Vereinfachungsschritt durch, der nun
alle Primideale, die nichts zur Klassengruppe beitragen, aus der Faktorbasis
entfernt. Damit erhalten wir einen vermutetes Ergebnis fu¨r die Klassengruppe,
das evtl. noch ein Vielfaches des korrekten Ergebnisses ist.
compute hnf
Simplify matrix again:
594 x 976 matrix is reduced to a
Listenlaenge:594 Matrixzeilen:594
storing relation to column 853
(...)
storing relation to column 0
Remove 593 rows and columns:
Removed 593 columns.
Remove 0 rows and columns:
1 x 383 matrix in time 108 real 106 user 2 sys.
Resize to 1
Class number might be 2
The class group is generated by (a subset of):
< <19, [ 18 1 0 0 ]>>
( 2 )
( 2 )
Schließlich berechnen wir nun - unter Verwendung der analytischen Klassen-
zahlformel und des Eulerprodukts - eine Approximation an den Regulator, die
wir unter der Voraussetzung berechnen, dass die Klassenzahl die korrekte ist.
Dann berechnen wir mit Hilfe der gefundenen Einheiten den Regulator - wobei
wir aufho¨ren, sobald wir nahe genug an der Approximation sind, und jeweils
weitere Einheiten in die Berechnung mit aufnehmen, solange wir nur ein Vielfa-
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ches des Regulators gefunden haben. Haben wir alle Einheiten verbraucht und
immer noch nur ein Vielfaches des vermuteten Regulators gefunden, so gehen
wir dann zu der Annahme u¨ber, dass der Regulator korrekt ist und wir nur ein
Vielfaches der richtigen Klassennzahl gefunden haben. In diesem Falle mu¨ßten
wir weitere Relationen berechnen, in unserem Beispiel erweist sich dies jedoch
als unno¨tig.
Anhang D
Bezeichnungen
Zu Beginn wollen wir wichtige Bezeichnungen, die in dieser Arbeit verwendet
werden, zusammenfassen. Dabei untergliedern wir diese Aufstellung in folgende
Themenbereiche:
• Zahlmengen und ihre Darstellung
• Vektoren und Matrizen
• Polynome
• Spezielle Zahlen
• Normen
Zahlmengen und ihre Darstellung
IN/IN0 Menge der natu¨rlichen Zahlen ohne/mit Null
IP Menge der Primzahlen
ZZ Menge der ganzen Zahlen
Q Menge der rationalen Zahlen
IR Menge der reellen Zahlen
IR>0/IR≥0 Menge der positiven reellen Zahlen ohne/mit Null
C Menge der komplexen Zahlen
IFp Ko¨rper mit p Elementen
IK = Q(ρ) Von ρ erzeugter algebraischer Zahlko¨rper
O Ordnung eines Zahlko¨rpers IK
OIK Maximale Ordnung, Ganzheitsring von IK
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Ω = (ω1, . . . , ωn) Basis einer Ordnung O bzw. (Zeilen–)Vektor
mit Zahlen der Basis als Komponenten
MT(Ω)= (wijk)1≤i,j,k≤n Multiplikationstafel bzgl. der Basis Ω
a, b Moduln oder Ideale in einem algebraischen Zahlko¨rper
p, q Primideale in einem algebraischen Zahlko¨rper
Vektoren, Matrizen, Gitter
Mn Menge der n–stelligen Vektoren mit Eintra¨gen aus M.
Vektoren werden meist durch unterstrichene Kleinbuch-
staben notiert.
ei i-ter Einheitsvektor
aT Transponierter Vektor zu a,
macht aus einem Zeilen– einen Spaltenvektor.
Mm×n Menge der (m× n)–Matrizen mit Eintra¨gen aus M.
Matrizen werden meist durch Großbuchstaben notiert.
GL(n,M) Menge der u¨ber M invertierbaren (n× n)–Matrizen
In (n× n)–Einheitsmatrix
Polynome
deg(f) Grad des Polynoms f
lc(f) Leitkoeffizient des Polynoms f
Spezielle Zahlen
ggT(m,n) gro¨ßter gemeinsamer Teiler von m und n
<(c) Realteil einer komplexen Zahl c
=(c) Imagina¨rteil einer komplexen Zahl c
σi Einbettungen eines Zahlko¨rpers IK in C
r1 Zahl der reellwertigen Einbettungen in C
2r2 Zahl der echt komplexwertigen Einbettungen in C
∆O Diskriminante der Ordnung O
det(A) Determinante einer quadratischen Matrix A
|X| Betrag des betragsgro¨ßten Eintrags in der
Matrix oder Multiplikationstafel X
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