The paper deals with robust direction of arrival (DOA) estimation based on independent component analysis (ICA) in the presence of sensor gain perturbation and unknown noise fields. It has been shown that the noise subspace based estimator suffers from the drawback of being very sensitivity to orthogonality between the estimated noise subspace and true signal subspace. However, no single subspace feature extraction gives satisfactory results under different environments, but the proposed two-step subspace feature extraction method can efficiently cope with the limits. The noise-subspace demixing procedure of complex-valued FastICA is presented here, which is based on minor component analysis (MCA) for individual noise-eigenvector projection, and Newton's iteration algorithm exploiting the minimization of the approximate negentropy of non-Gaussian signal for array signal processing. When a new noise subspace is attained, the proposed method can form the maximizing orthogonality especially for imperfect antenna array and make to facilitate the conventional noise-subspace based estimate method. Several computer simulation examples confirm the effectiveness of the proposed method and the performance improvement over the MUSIC estimator.
. Introduction
In array signal processing, one of the critical problem has received extensive attention for direction-of-arrival (DOA) estimation of the source signals [1] . The goal of the DOA estimation problem is to estimate impinging directions of signal sources by received array data. The common presumption is that the array manifold is known. Nevertheless, it is important to stress that if sensors have gain and phase perturbation, that conventional noise subspace-based method may be expected to give a satisfactory result. In practice, however, the sensor response differs from their nominal values when it was calibrated before, changes in the surrounding environment. Thus, the assumption of a known array response usually violates the true values and serious performance degradation may result [2] . Moreover, the performance degradation of DOA estimation is also arisen from the other influences such as colored noise and impulsive noise.
A number of techniques [2] - [6] have also been considered for improving the robustness of array processing algorithms. The multiple signal classification (MUSIC) algorithm [2] has been adopted to obtain optimal weight vector under the finite sample effect is ignored. A weighted subspace fitting for very general array perturbation model is derived in [4] , which provides to make DOA estimates asymptotically to achieve the Cram´er-Rao bound. However, these methods assume that the noise and the incident signals are Gaussian random processes with unknown correlations beforehand. In reality, ambient noise exists due to man-made interference and underwater acoustics which is usually regarded as non-Gaussian. In the presence of such noise fields, the performances of the eigenstructure methods are degraded. Consequently, the property of non-Gaussian noise is not suitable to the assumption of the white Gaussian environment, which may fail to work for subspace based approaches. Similarly, the aforementioned assumption is unrealistic for signals of engineering interest. Examples of non-Gaussian signal include radar, sonar, radio surveillance, and wireless communications. Therefore, estimation schemes need to be developed that can deal effectively with non-Gaussian nature of certain signals and noises.
A promising application of independent component analysis (ICA) is blind source separation (BSS), that each signal source has zero-mean, mutually statistically independent, and probability distribution is not a Gaussian distribution except for at most one source. Algorithm for ICA adopts an approximation of negentropy based on the maximum entropy principle to measure non-Gaussianity of the data sequences. To obtain a measure of nongaussianity that is zero for a Gaussian variable and always nonnegative [7] . Many ICA algorithms as information maximization approach [8] or ML estimation [9] have been proposed to solve the convolutive BSS problem. In other words, kurtosis or the fourth-order cumulant has also been widely used as a measure of non-Gaussian in ICA and related fields [10] , [11] . A fast fixed-point type algorithm (FastICA) for the separation of linearly mixed independent source signals with complex-valued was presented in [11] . However, several serious problems are caused for the FastICA algorithm which includes the ambiguities of amplitude, phase, and order [7] and the identifiability of model under noisy conditions [12] , [13] .
In this paper, we propose an ICA-based method to deal with the noise subspace extraction for DOA estimation, which exploits noise-subspace demixing procedure based on minimization of the approximate negentropy in time-domain. The main difference between the complex-valued FastICA algorithm [11] and the proposed method is the preprocessing strategy in ICA. The proposed method firstly projects on an individual noise-subspace for the observed zero-mean data by minor component analysis (MCA), and then exploits the new constructed noise-subspace demixing procedure in ICA in order to extract a certain noise component of the mixtures at each time which can avoid the problems of order ambiguity and identifiability. For array signal processing, the noiseless ICA model is not fully identifiable under noisy conditions [12] . As a result, the individual noise-subspace demixing procedure can effectively extract noise components over additive white Gaussian noise (AWGN) environment. In other words, we define a penalty function based on minimization of the approximate negentropy of non-Gaussian signal that makes use of fast-convergence Newton's iteration algorithm to estimate the optimal weighting vector as noise eigenvector. Using this method, the problem of DOA estimation can be resolved for sensor gain perturbation under unknown noise fields. Simulation results are provided for illustrating the effectiveness of the proposed method.
The rest of this paper is organized as follows. In the next section, the array data model, MUSIC algorithm, and array gain perturbations are briefly described. In Section 3, the implementation of the proposed method is given. Several simulation examples for showing the effectiveness of the proposed method are presented in Section 4. Finally, Section 5 provides some conclusions.
. Problem Formulation

Array Data Model and MUSIC Algorithm
Assume a uniform linear array (ULA) of M sensors spaced by one-half wavelength receiving K users, which are located in the far field of the array with arbitrary direction. The path gains of the arriving signals are ignored. Then, the signals received by the array at the ith bit can be given by ( ) ( ) ( )
where the data bit vector 
To avoid over-separation of the signals and simplify computational load of computing weighting vectors, we need know the number of signal sources K for K＜M in the proposed method. A useful method based on statistical models selection with information criteria likes Akaike's information-theoretic criteria (AIC) or minimum description length (MDL) method has been proposed in [14] for estimating the number of signals received by sensor array. Therefore, in this paper, we will ignore this problem for estimation of the number of signal sources since it is not a major issue here.
For DOA estimation, the MUSIC algorithm [2] adopts the noise subspace-based searching function to estimate the direction of sources, which can be expressed as
where ( 
Array Sensor Gain Perturbations
There may exist the imprecise model errors that can seriously degrade the performance of a MUSIC-based direction finding system in practical operating circumstances. The typical array sensor gain error is considered in this subsection. In an ideal array structure, all sensor gains are set to unity. Due to imperfect array structure, the assumption of the nominal sensor response is no longer valid. In such environment, the sensor gain m g of the mth sensor can be modeled as The variance of sensor perturbation is defined by 2 2 [ ]
the above description of gain perturbations, the perturbed received array data vector can be expressed as
where
G is the identity complex sensor gain matrix with size M M  ,
 is assumed to be a diagonal matrix, and
contains errors that affect both the signal and noise components of the data. The perturbation noise
Robust DOA Estimation Using Independent Component Analysis Chih-Chang Shen, Jhih-Chung Chang subspace will have components in both the true signal and noise subspaces. Phenomenon described above indicates that the result of DOA estimation will be degraded in the presence of sensor gain perturbations.
DOA Estimation using Complex-valued FastICA
The majority of work to date on ICA has defined that the independent signal sources are observed via some unknown mixing process in the absence of noise. In the ICA model, that the following ambiguities will be considered in 1) the variances (energies) of the independent components cannot be determined, and 2) the order of the independent components cannot be determined [11] . In reality, however, when we apply ICA to practical problems, the situation is different from the above ideal case. In real environment, it would be more realistic to assume that there is background noise in the applications of ICA model, which would intend the noise is equivalent to additional sources. Namely, it means that the noise-free ICA model is not fully identifiable under noisy conditions [12] , [13] . Therefore, it is crucially on performing some application-dependent preprocessing for using classical FastICA algorithm. However, in [15] , a complex-valued ICA was proposed, which is based on signal-subspace demixing approach. Here, an efficient demixing procedure of complex-valued ICA is presented in this section, which combines the noise-subspace demixing procedure exploiting individual noise-subspace projection and Newton's iteration algorithm based on minimization of the approximate negentropy of non-Gaussian signal is used to extract the specific feature of noise component for array signal processing. First, we will review the formulation of the complex-valued FastICA algorithm.
Original Complex-valued FastICA Algorithm
The original complex-valued ICA assumes that the observed zero-mean data has to perform a preprocessing task in BSS. The most basic and necessary preprocessing is to center x , i.e. subtract its mean vector { } E x so as to make x a zero-mean variable. The preprocessing is made solely to simplify the ICA algorithm. Another useful preprocessing strategy in ICA is to first whitening the observed zero-mean data, which is a decorrelation task. This means that we can transform the observed vector x linearly so that we obtain a new vector x  which is white, i.e. the elements m x  for 1, 2, , m M   in x  are mutually uncorrelated and their variances equal unity. In other words, the covariance matrix of the vector x  equals the identity matrix. It means that { }
. To accomplish this, the whitening transformation is given by    x Hx Ws n   ,
where 1 2 H   H Λ E ,  W HA , and  n Hn  . An approximation of negentropy is utilized to measure non-Gaussianity of the data sequences which is based on the maximum entropy principle for the classical complex-valued FastICA algorithm of [11] . Negentropy is used as a measure that is zero for a Gaussian variable and always nonnegative [7] . For simplicity, the original complex-valued FastICA algorithm is often made that the number of independent components is the same as the number of observed linear mixtures, that is, K M  . The mixing matrix A is of full rank. The approximation of negentropy gives readily a contrast function for estimating the ICA transform, and the approximation is of the form
, where G is practically any nonquadratic contrast function, w is an M-dimensional signal tap-weight vector, and || ||  denotes the norm of vector. The maximum of non-Gaussianity could be found from maximizing the sum of M one-unit contrast functions, and taking into account the constraint of decorrelation. Then, the optimization problem is given by
where ( ) ( ) { ( ( 1) ) (
Step 4. When we have estimated p independent components or p vectors. Then, perform a deflation scheme based on a Gram-Schmidt-like decorrelation.
Step 5. Renormalize 1 ( )
Step 6. If not converged, go back to step 3. Otherwise, output 1 ( )
When accomplish the above-mentioned procedures, the demixing matrix Ŵ that is achieved by the complex-valued FastICA [11] varies within the whole searching space. However, the effectiveness of this estimator will be deteriorated when there exists that the number of independent component variables is not the same as the number of observed linear mixtures, that is, K  M. Theoretically, the conventional FastICA algorithm has been extended to complex valued signals. But, it fails when the problems of order ambiguity and identiability exist.
The Proposed Method
In this subsection, a robust two-step features extraction is proposed based on MCA and ICA for enhancing the noise-subspace extraction capability. The purpose is in order to mitigate the capturing errors for noise subspace, which is caused by array gain perturbations and/or unknown noise effects. The observed zero-mean data is first projected on an individual noise-subspace in order to only extract a certain noise component of the received signal mixtures at each time. Then, in conjunction with the complex-valued FastICA algorithm, the more exact noise subspace can be attained for reducing imperfect array and background noise effects. After performing MCA method to find noise subspace, which projects to the received data vector x can be is given as ,
   x e e x e e As e e n 1, +2, ,
where the term i x is in the ith projected data vector,
e e is the noise projection matrix and the order of index i depends on the eigenvalues in the descending order. The aim is to use the orthogonality between noise and signal subspace, that is ( ) 0
 to achieve better performance. Therefore, we utilize the ith noise eigenvector and develop the noise-subspace demixing procedure, which can remedy the order ambiguity and Robust DOA Estimation Using Independent Component Analysis Chih-Chang Shen, Jhih-Chung Chang identifiability problems of FastICA algorithm [11] and project the received data vector onto a vector subspace. The projection operator in (11) reduces the norm of the data vector with DOA estimation. The proposed method is utilized to estimate noise vector based on the minimization of an approximation of negentropy, which can measure non-Gaussianity of the data sequences. Namely, negentropy can be also interpreted a measure of non-Gaussianity that is zero for a Gaussian variable and always nonnegative. Therefore, the noise subspace by using proposed method can be exactly extracted.
Without loss the generality, we redefine the index of the noise eigenvectors using
Then, the optimum of the contrast function
is obtained and q w denotes the qth noise's weighting vector. First, the optimization problem changes to
Next, we can obtain optimal performance by choosing a suitable nonlinear and nonquadratic G function. The choice function G is ( ) log( ) G y b y   , where b is an arbitrary constant and is chosen as 0.1 in this work as in [11] . Finally, the proposed method performs the following steps:
Step 1. Given an initial vector ( 1) ( 1)
Step 3 is of order ( ) O MN . Consequently, the total computational complexity of (13) and Step 3 consist of order
Besides EVD of R and the noise-demixing preprocess in the beginning, the total required computational complexity for computing the proposed method is of order about 
Simulation Results
In this section, several computer simulations for illustration and comparison are presented. For all simulations, the impinging angles of the signal sources are relative to the broadside of a ULA with six array sensors and two uncorrelated and BPSK modulation users are impinging on the array, respectively. The space between two adjacent array sensors is one half wavelength  . The root-mean-squared error (RMSE) is defined as 2 0.5
, where R indicates the independent simulation runs. The sample correlation matrix under 100 data bits replaces each of the required ensemble correlation matrices. Moreover, the terminating error value of the iterative process for the proposed method is set to 4 
10
 . Here, the random complex gain error at each sensor is used to test the simulated environments under several noises, including AWGN, colored noise, and impulsive noise. First, the AWGN is just a special case of the colored noise, that the additive background noise is assumed to be spatially and temporally zero mean white Gaussian processes with variance We provide the example to illustrate the proposed method against the performance degradation due to the sensor gain perturbation. Our interest is to check if the sensitivity for the MUSIC algorithm [4] and the proposed method under sensor gain perturbations and input SNR in different noises can obtain performance improvement. The complex gain perturbation is assumed to remain constant during the adaption period. Here, the impulse noise distribution parameters are dB over AWGN, colored Gaussian noise, impulsive noise, and colored impulsive noise, are depicted in Fig. 3(a) and Fig. 3(b) , respectively. The input SNR of signal with 2 10    is set to 3 dB. Comparing the Fig. 2 , it is clear that the random gain perturbation is a key factor for RMSE of DOA estimation and the effects of noise become slightly smaller. From these figures, the proposed method appears to have a better capability to suppress the effects of the random gain perturbations than the classical MUSIC algorithm under different noisy environments. The results also confirm that utilizing two-step subspace extraction method can extract more exact noise-subspace and resolve the problems of order ambiguity and identifiability for ICA.
Conclusions
This paper has presented an efficient two-step subspace extraction method for DOA estimation with robust capabilities under imperfect arrays. The proposed robust two-step subspace feature extraction is put forward based on MCA and in conjunction with ICA to increase the DOA estimate accuracy. Especially, the proposed feature extraction always starts the procedure as a pure-MCA and ends as a pure-ICA. Once the new noise subspace is obtained, the noise subspace-based estimator can estimate DOA by searching the array manifold especially in the presence of sensor gain perturbation and unknown noise fields. And, this approach can resolve the problems of order ambiguity and identifiability of traditional ICA for array signal processing. However, since the design criterion of DOA estimation is based on the ICA in the independence of imperfect array manifold, the proposed method is less sensitive than the MUSIC algorithm to sensor gain perturbations. Computer simulations have supported the effectiveness of the proposed method. 
