ABSTRACT Due to the significant properties of unpredictability, ergodicity, and initial state sensitivity, chaotic system is widely used as a useful tool in image encryption. In this paper, we propose a 2-dimensional logistic-modulated-sine-coupling-logistic chaotic map (LSMCL), where we use the logistic map to modulate Sine map and couple the result of modulation and Sine map together. In terms of chaotic trajectory, Lyapunov exponent, and Kolmogorov entropy, comparing with other existing chaotic maps, we can observe that LSMCL has better chaotic performance. Furthermore, we propose an LSMCL-based image encryption algorithm with two rounds of permutation and diffusion operation. First, we provide a secret key generation procedure to generate the initial values and do permutation operation with the chaotic matrix by LSMCL. Furthermore, in diffusion procedure, we use two different chaotic matrices generated by LSMCL to change the pixel values in row and column. Finally, we provide some theoretical analyses and simulations to confirm the security and the validity of the proposed algorithm.
I. INTRODUCTION
With the development of Internet and computer technology, everyone can process various texts, videos and audio information through Internet. Due to the danger of transmitting confidential information in the public channel, it is necessary to encrypt the image information to ensure the security in the transmission process [1] . To solve this problem, researchers have proposed many image encryption algorithms, such as chaotic cryptography, DNA code, and quantum theory [2] - [4] . Chaotic cryptography is an interdisciplinary subject which integrates chaos theory into cryptography, and it is more suitable for cryptography with unique characteristics [5] . Existing chaotic maps can be classified into two categories: one-dimensional (1D) chaotic maps and highdimensional (HD) chaotic maps. Examples of 1D chaotic maps include Logistic, Sine and Chebyshev maps which are shown in [6] - [8] . However, 1D chaotic maps have many disadvantages, such as simple structures and few parameters. Their chaotic orbits, parameters and initial values may be predicted with little extracted information [9] - [11] . Therefore, 1D chaotic maps are not dominant in the security field. HD chaotic maps usually have more complex structures and better chaotic performance than 1D chaotic maps, so they become a good choice for encryption [12] . For example, Jan et al. [13] proposed TD-ERCS chaotic system and used the system to generate two random sequences for image encryption. Hua et al. proposed a one-dimensional (1D) nonlinear model (1D-NLM) for producing 1D discrete-time chaotic maps. Compared with existing ones, these newly generated chaotic maps have much wider chaotic ranges, their outputs are more random, their attractors have higher degree of freedom, and their initial states are more sensitive [14] . Mollaeefar et al. [15] designed two high-level chaotic maps Cosinus-Arcsinus and Sinus-Power Logistic map for color image encryption that had better performance with a lower computational overhead and less correlation between adjacent pixels in the permuted image. Zhu et al. proposed a 2-dimensional compound homogeneous hyper-chaotic system, and encrypted the plain image into a local binary pattern. Theoretical analyses and simulations confirm the security and the validity of the proposed algorithm [16] .
For these chaotic-based image encryption algorithms, their security depends on the structure of the encryption algorithms and the chaotic performance of the chaotic maps [17] , [18] .
Insecure encryption structures and chaotic maps with too weak chaotic behaviors can make the encryption system easy to be cracked [19] . For example, some chaotic system-based image encryption algorithms are not secure and have been broken [10] , [20] . Belazi et al. [21] had broken a DNA encoding and chaotic systems based on RGB image encryption scheme with algebraic analysis .
There are many ways to construct complex chaotic systems to improve the chaotic characters, so they can be applied to image encryption. On one hand, modulation is a very feasible and effective approach. In the experiment of eavesdropper attacking chaotic communication system, chaotic modulation system is more difficult to be attacked. The reason is that chaotic trajectories become dependent on time and information, which makes it very difficult to unfold by using established reconstruction techniques [22] , [23] , it can increase the practicality of this approach in secure communications. On the other hand, coupling is also a safe and effective method. Liu et al. [24] proposed a modified digital chaotic sequence generator based on chaotic logistic systems with a coupling structure. The results of their experiments show that the length of chaotic orbits, the output distribution of chaotic system, the security of chaotic sequences and the dynamical degradation of digital chaos have been greatly improved by coupling. In conclusion, modulation and coupling are feasible approaches to construct chaotic systems of image encryption. Hua et al. combined Sine map and 2D Logistic maps into two new compound chaotic systems with better chaotic and hyper-chaotic property than every single chaotic map, respectively, and obtained good image encryption effect in [25] and [26] . Therefore, designing a higher security encryption structure and developing a new chaotic system with better chaos performance can significantly promote chaotic-based image encryption.
In this paper, we propose a new 2D chaotic map, called 2D Logistic-modulated-Sine-coupling-Logistic chaotic map (LSMCL). It is derived from two 1D chaotic maps, Sine map and Logistic map, then extending its phase plane from 1D to 2D. We analyze the chaotic performance and present a LSMCL-based chaotic image encryption algorithm (LSMCL-IEA). The rest of this paper is organized as follows. In Section II, combined with existing chaotic maps, we design a new 2-dimensional chaotic maps (LSMCL). In Section III, we evaluate the chaotic performance of LSMCL by chaotic trajectory, Lyapunov exponent spectrum and Kolmogorov entropy. In Section IV, we introduce the construction of LSMCL-IEA, present its permutation and diffusion operations and effectiveness in detail. In Section V, we simulate LSMCL-IEA and analyze its encryption speed. In Section VI, we analyze the security of LSMCL-IEA through key analysis, the chosen-plaintext and chosen-ciphertext attacks analysis, histogram analysis, differential attack analysis, local Shannon entropy analysis, auto-correlation analysis and robustness analysis. Finally, we summarize the main work in Section VII.
II. CONSTRUCTION OF LSMCL A. EXISTING CHAOTIC MAPS
This section mainly reviews two existing chaotic maps: 1D Sine map and 1D Logistic map, which are the bases for generating the 2D Logistic-modulated-Sine-couplingLogistic chaotic map (LSMCL).
1) SINE MAP
Sine map is a deformation of sine function, which transforms its inputs from [0, π] into [0, 1] and retains the range of the original outputs: [0, 1] . That is to say, it is described as [20] 
where µ is the control parameter. The bifurcation of 1D Sine map is depicted in Fig. 1 (a) , and the map is chaotic with µ ∈ [0.87, 1].
2) LOGISTIC MAP
Logistic map is a common sigmoid function that was named by Pierre François Verhulst [28] . Generally, 1D Logistic map is defined as
where λ is the control parameter. The bifurcation of 1D Logistic map is depicted in Fig. 1 (b) , and Logistic map has good chaotic behaviors with λ ∈ [0.89, 1]. 
B. LSMCL
Indeed, Logistic map and Sine map have good chaotic properties with some appropriate parameters, but they have many disadvantages, such as simple chaotic behaviors and frail chaotic intervals. Furthermore, these disadvantages may cause unpredictably negative effects in chaotic applications. In order to overcome these defects, we aim to construct a chaotic map with excellent chaotic properties. From [22] , we can find that chaotic modulation system is more difficult to be attacked in the experiment of eavesdropper attacking chaotic communication system. Besides, the length of chaotic orbits, the output distribution, the security of chaotic sequences and the dynamical degradation of digital chaos have been greatly improved by coupling [23] . Thus, we use the modulation and coupling approaches to construct a new chaotic system with Logistic map and Sine map, it is shown in Eq. (3)
where α, β are the control parameters. As can be observed from Eq. (3), firstly, we use Logistic map to modulate Sine map, then, we couple Logistic map and Sine map together, and use some control parameters to restrict the outputs of LSMCL. Finally, we extend the dimension from 1D to 2D to improve the chaotic behaviors.
III. CHAOTIC BEHAVIORS
To prove the excellence and superiority of LSMCL, we compare its chaotic performance with three existing chaotic maps: 2D Logistic map, 2D-SLMM [26] and Hénon map [27] in terms of chaotic trajectory, Lyapunov exponent and Kolmogorov entropy [29] , [30] .
A. CHAOTIC TRAJECTORY
For a dynamic system, the chaotic trajectory shows the motion over time with a given initial value. Theoretically, to some extent, the distribution of the trajectory on the phase plane demonstrates the randomness of the outputs of the chaotic system. In this section, we set the initial values as (0.1, 0.1) and set all parameters to make the corresponding chaotic maps distribute in the area as large as possible. Then, we plot the trajectories of LSMCL, 2D Logistic map, 2D-SLMM and Hénon map to compare their chaotic properties in Fig. 2 . From Fig. 2 , we can observe that the trajectory of LSMCL can occupy larger space than the other three maps. Therefore, the proposed LSMCL has better track ergodicity.
B. LYAPUNOV EXPONENT
The Lyapunov exponent (LE) is a quantitative description to the sensitivity of the initial value. For a one-dimensional dynamic system, its LE can be represented as
A positive Lyapunov exponent means the map is chaotic and larger LE means better chaotic behaviors. Besides, if a dynamic system has more than one positive LEs, it has extremely good chaotic behavior. This phenomenon is called hyper-chaotic behavior. Fig. 3 
C. KOLMOGOROV ENTROPY
Kolmogorov entropy (KE) is an important quantity for characterizing chaotic systems. Considering an n-dimensional dynamic system phase space, which is divided into some n-dimensional stereo boxes with its side as r, for an attractor and an orbit in the attraction domain, the KE [26] can be shown in where τ is the time delay,
is the joint probability when the trajectory of system is in i 0 at the starting time, in i 1 at the time τ, . . . , and in i m at the time mτ . If a system behaves as chaotic motion, KE is positive. Besides, the larger the KE is, the more complex chaotic behavior is.
In our experiments, we use the method proposed in [30] To sum up, the trajectory of LSMCL can occupy larger space than 2D Logistic map, 2D-SLMM and Hénon map, and LSMCL has the largest range of positive LE and KE. Thus, LSMCL has more complex chaotic behavior than the other three chaotic maps.
IV. LSMCL-BASED IMAGE ENCRYPTION ALGORITHM
In this section, we will use the proposed LSMCL to design a new image encryption algorithm called LSMCL-based image encryption algorithm (LSMCL-IEA).
A. OVERALL STRUCTURE
The structure of LSMCL-IEA is shown in Fig. 5 . Firstly, we provide a secret key generation procedure to generate the initial values of LSMCL. Then, four chaotic matrices are generated by LSMCL with the generated initial values. Furthermore, we use the four generated chaotic matrices to do two rounds of LSMCL-IEA permutation and diffusion, respectively. 
B. INITIAL STATE GENERATION
To resist brute-force attack, the key length of a chaos-based encryption algorithm should be larger than 100 bits [31] . Due to the requirement of the security and the structure of LSMCL-IEA, we set the length of secret key as 256 bits. Specially, K = {x 0 , y 0 , µ, t 1 , t 2 , t 3 , t 4 }, where (x 0 , y 0 ) are the initial values with size of 52 bits, µ is the control parameter of LSMCL with size of 52 bits and t 1 , t 2 , t 3 , t 4 are the perturbation coefficients to change µ with size of 25 bits.
The initial value of the first chaotic matrix (x 1 0 , y 1 0 ) is directly set as (x 0 , y 0 ), and the initial values of the second, third and fourth chaotic matrices are set as the last iteration state of LSMCL in previous encryption round. The generation procedures of initial states for LSMCL are shown in Table 1 , where four groups of initial states (x 1 0 , y 1 0 , µ 1 ), (x 2 0 , y 2 0 , µ 2 ), (x 3 0 , y 3 0 , µ 3 ) and (x 4 0 , y 4 0 , µ 4 ) are generated. Then, LSMCL can generate chaotic matrices for the following LSMCL-IEA permutation and diffusion operations. 
C. ADDING SURROUNDING PIXELS
Before the confusion and diffusion operations, LSMCL-IEA adds some random values to surroundings of the plainimage. These added values are randomly generated using a pseudo-random number generator in 0-255, which are independent of the secret keys. Thus, with the same secret key to encrypt a plain-image, the generated cipher-images are totally different in different times. With this significant property, LSMCL-IEA can effectively resist common security attacks, such as the chosen-plaintext and brute-force attacks. Fig. 6 . shows a numerical example of adding surrounding pixels for the 8-bit gray scale image and the operation result. When the plain-image P is size of M ×N , two randomly added matrices A R and A C are size of 2(N +2) and 2M , respectively. From Fig. 6 , we can see that in the operation result, the yellow part comes from A R , and the blue part is from A C .
D. PERMUTATION OPERATION 1) PERMUTATION PROCEDURE
Considering that there may exist high correlations and data redundancies between adjacent pixels of an image, an effective image encryption algorithm should decorrelate this high correlations. That is to say, the encryption algorithm should randomly shuffle adjacent pixels to different positions. Generally, the existing permutation strategies change the row position or column position of the pixel at one time, in our algorithm, to obtain better shuffling effect, we have designed a new permutation operation based on the chaotic matrices generated by LSMCL. Firstly, we suppose the length of each element of plain image matrix is p bits. For each element of the plain image matrix, we connect it with some random bits from the chaotic matrix generated by Algorithm 1 at the left, and we rearrange each extend element of plain image matrix in rows. Then, we fetch the last p bits of each element and obtain the preliminary permutation results. In the same way, we connect another chaotic matrix also generated by Algorithm 1 to the row permutated image matrix, then rearrange the columns and fetch the last p bits of each element and obtain the finally permutation results. This operation is repeated twice. Table 2 describes the detailed processes of the permutation operation.
Our encryption algorithm has two rounds of permutation procedure, for the sake of simplicity, we only show one round here. In order to show it clearly, we show a numerical example in Fig. 7 . Suppose P is the plain-image matrix, S 1 , S 2 are the chaotic matrices generated by Algorithm 1 and T is the permutation result. Each pixel of P can be turned into an 8 bits sequence. In order to produce better encryption effects, the chaotic matrix must remain independent in each column and each row, that is, not repeated. The longer the chaotic matrix bits are, the lower the coincidence probability of each position element is. Due to the large number of pixels, the length of element is 22 bits, repeating elements can be largely avoided. Thus, we set the element of S 1 and S 2 22 bits. Obviously, we can observe that the pixels of the plainimage are sufficiently shuffled after one-time permutation operation.
2) PERMUTATION EFFECT
To analyze the permutation effect of the proposed LSMCL-IEA, we draw the permutation result of different encryption algorithms. The test image is 2.1.01. tiff from the USC-SIPI ''aerials'' image dataset. In Fig. 8 , we can observe that the image processed by LSMCL-IEA is similarly scrambled. Therefore, we use the percentage of Adjacent Pixels Count (PAPC) [33] which will be introduced in the following to quantitatively evaluate the permutation effect of LSMCL-IEA.
For an image with size M × N , the pixel that is located at (x, y) is permuted to the new location (x p , y p ). PAPC can be defined in Eq. (6) .
where P c (i, j) is the pixel contribution located at (x, y). It represents the proportion of the permuted pixels which move to the second window for the total permuted pixels in the first window. And it can be defined as Eq. (7)- (10) .
IC(r, c) = In this way, we can calculate the PAPC values for permutation operation of different algorithms and the most effective permutation should have the minimum PAPC value. [26] [25] Table 3 gives the PAPC values for each permutation algorithm with ω = 4. From Table 3 , we can observe that LSMCL-IEA has the minimum measured value than the compared algorithms. Thus, the proposed LSMCL-IEA has excellent permutation effect.
E. DIFFUSION OPERATION 1) DIFFUSION METHOD
In order to have good ability to resist the chosen-plaintext attack, the image encryption algorithm should have diffusion VOLUME 7, 2019 property, which means that one bit change in the plaintext image may lead to each bit in the ciphertext changed with a probability of 50%. To efficiently spread few changes of plaintext image to the whole encrypted image, in this diffusion operation, we use LSMCL chaotic sequences to randomly change the pixel values of the permutation result. Eq. (11) describes the detailed processes of the diffusion operation in rows. Suppose both the permutation result G and LSMCL chaotic matrix R with size of M × N , the diffusion operation can be described as
where F is the allowed maximum value in plain-image P.
The LSMCL diffusion operation includes row diffusion and column diffusion. When it comes to the row diffusion, T = M and the diffusion operation is implemented to each row. Similarly, when it comes to the column diffusion, T = N and the diffusion operation is implemented to each column.
The decryption process of this part is to do the inverse operation, which can be described as
2) DIFFUSION EFFECT
In the following, we will do a numerical example with the proposed diffusion procedure to evaluate its effect. First of all, we choose a plain-image shown in Fig. 9 (a) , and we do the diffusion operation result directly with the proposed algorithm is shown in Fig. 9 (b) . Note that the plain image is not be permutated before diffusion. At the same time, we also do the same diffusion operation using the same secret key to another plain-image with only one different bit located in (64, 64) of Fig. 9 (a) . As is shown in the Fig. 9 (e) , the difference can be spread to all the pixels in the whole diffused-image. Besides, Fig. 9 (f) shows that when using the same secret key to do two rounds LSMCL diffusion to two plain-images with only one-bit difference, the difference can be spread to all the pixels in the whole cipher-image which become more random.
V. SIMULATION RESULTS
To testify the performance of the proposed LSMCL, this section simulates the proposed LSMCL-IEA and analyzes its time complexity. Note that all the test images are from the USC-SIPI ''miscellaneous'' image dataset. All the simulations are performed on a personal computer with an Intel Core 2.3 Hz CPU, 8G memory, and 1TB hard disk with a Window 10 Ultimate operating system, and the compile platform is MATLAB 2015b.
A. ENCRYPTION RESULTS
An image encryption algorithm should be able to encrypt different types of plain-images into random-like cipher-images. Meanwhile, only with the correct key, the cipher-images can be correctly decrypted. Fig. 10 (a)-(c) show binary image, gray image and color image, respectively. Fig. 10 (d) -(f) demonstrate the encrypted images and Fig. 10 (g)-(i) propose the histograms of the encrypted binary, grayscale and color images, respectively. As is shown in the Fig. 10 (d)-(i) , we can see that the cipher-images are all random-like and the pixel values distribute uniformly. It proves the excellent performance of LSMCL-IEA. Furthermore, with the same secret key, we do the LSMCL-IEA encryption operation to two plain-images with only one different bit located in (64, 64). As is shown in the Fig. 11 (e) , the difference can be spread to all the pixels in the whole diffused-images. Therefore, through our proposed LSMCL-IEA encryption operation, a small change in plaintext can generate significantly differences in ciphertext.
B. TIME COMPLEXITY ANALYSIS
In addition to the encryption effect, the encryption efficiency is also an important factor for evaluating an image encryption algorithm. That is to say, a good image encryption algorithm should have acceptable encryption time. Therefore, we show the encryption time of [8] , [16] , [25] , and [26] and the proposed LSMCL-IEA algorithm, respectively. From Table 4 , the time of LSMCL-IEA is only shorter than [26] . This is because LSMCL-IEA has the adding surrounding operation, two permutation procedures and two diffusion procedures. These operations can make our encryption algorithm resist the chosen-plaintext attack and chosen-ciphertext attack availably. Therefore, lots of encryption operations enhance encryption performance effectively, but appropriately extend the encryption time. Due to the increased time is not so much, the LSMCL-IEA speed performance is acceptable. Meanwhile, the LSMCL-IEA permutation can shuffle the pixel column and row positions simultaneously, and thus has high shuffling efficiency.
VI. SIMULATION RESULTS AND SECURITY ANALYSIS
With the development of modern cryptographic technology, the security performance has become a vital index to measure the property of an encryption algorithm. This section analyzes the security of the proposed LSMCL-IEA in terms of key analysis, the chosen-plaintext and chosen-ciphertext attacks analysis, histogram analysis, differential attack analysis, local Shannon entropy analysis, auto-correlation analysis and robustness analysis.
A. KEY ANALYSIS 1) KEY SPACE ANALYSIS
According to the Kerckhoffs's principle, the security level of an image encryption algorithm relies on the randomness of the cryptographic key. Therefore, the key structure is vital to the performance of the image encryption algorithm. As we know, in order to provide an encryption algorithm with high security, the length of secure key should be greater than 100 bits to resist brute-force attack. As is mentioned in Section IV(A), considering the improvement of computer computation ability, we set the length of the secret key as 256 bits. In this way, LSMCL-IEA has large enough key space to resist the brute force attack.
2) KEY SENSITIVITY ANALYSIS
As we know, the initial value sensitivity of the chaotic system determines the key sensitivity of the encryption system [34] .
Therefore, the secret key should be sensitive enough in the encryption and decryption processes. To prove the key sensitivity of LSMCL-IEA, we randomly generate a secret key K 1 , and change only one bit of K 1 to obtain K 2 and K 3 , and use them to encrypt Fig. 10 (c) . The encryption and decryption results are showed in Fig. 12 and Fig. 13 , respectively. As is shown in Fig. 12 (a)-(f) , the proposed algorithm can obtain good encrypted effect even with very slightly changes in key; Fig. 12 (g)-(l) illustrate that the proposed algorithm can generate obviously different cipher image with a slightly changes in key, when we use three slightly different secret keys to decrypt a cipher-image, the decrypted plain-images are totally different, which can be seen in Fig. 13 (d)-(f) .
B. CHOSEN-PLAINTEXT AND CHOSEN-CIPHERTEXT ATTACKS ANALYSIS
In cryptography, the chosen-plaintext analysis and chosenciphertext attacks analysis are two widely used attack models. The ability of resisting chosen-plaintext attack indicates that the encryption algorithm can avoid attackers to choose the known plaintexts to encrypt and analyze the corresponding ciphertexts. And the ability of resisting chosen-ciphertext attack shows that the attackers can't obtain the corresponding decrypted results by collecting the interested ciphertexts.
In the proposed LSMCL-IEA, special encryption structures are designed to resist the chosen-plaintext and chosenciphertext attacks: (1) the permutation operation can shuffle the pixel of plain-image to any position and diffusion operation can spread a small change over all pixels in the cipher-image; (2) the adding surrounding operation adds random values to the plain-image, thus when using the same secret key to encrypt the same image, the obtained cipherimages are totally different in different times. For example, in Fig 14, using the same secret key to encrypt an all-zero twice, respectively, the obtain cipher-images are different.
C. HISTOGRAM ANALYSIS 1) HISTOGRAM DISTRIBUTION
The histogram is a basic attribute of a digital image, which reflects the distribution of pixel values. When the histogram of the ciphertext image is distributed uniformly, attackers are difficult to obtain some information from the histogram. Generally, an ideal cipher image should have a uniform histogram distribution [35] . From Fig. 10 , we know that for different kinds of plain images, LSMCL-IEA can get a noise-like encrypted image. It is clear that the histograms of the encrypted images are fairly uniform and significantly different from that of the plain images. Therefore, it does not provide any information to the attackers.
2) CHI-SQUARE TEST ANALYSIS OF CIPHER IMAGE
In addition to the histogram graphic analysis, we use Chisquare test to verify the uniform histogram distribution quantificationally of the cipher image encrypted by LSMCL-IEA. The Chi-square test verifies the statistic magnitude X obeys the chi-square distribution [16] [25]
[26] where f i is the number of pixels in i interval, n is the total number of pixels, p = 1 k . In this simulation, we set significant level α = 0.05 and calculate the P-value of the test images from USC-SIPI ''miscellaneous'' image dataset. The results in Table 5 show that all the test images pass the Chi-square test, so LSMCL-IEA can obtain random like-cipher image and not provide useful information for attacks. 
3) KOLMOGOROV-SMIRNOV TEST OF CIPHER IMAGE
Kolmogorov-Smirnov test (KS test) is a method to compare a predicted distribution f (x) with a theoretical distribution g(x). In our experiment, the absolute deviation of two distributions is:
Suppose the size of sample is n, significance level is α, the test D-value is D(n, α), when D > D(n, α), there's no difference between the two distributions. The actual D-value and the P-value of hypothesis testing shows in Table 6 . From Table 6 , we can testify that the cipher images encrypted by LSMCL-IEA obey uniform distribution.
D. AUTO-CORRELATION ANALYSIS
The correlations of the adjacent pixels may be high in a plain image. However, in order to prevent attackers from getting any useful information, the pixels in a cipher image need to be random. In this case, the encryption algorithm should eliminate the correlation of the adjacent pixels in the cipher image. Firstly, the correlation between two adjacent pixels can be measured by the auto-correlation coefficient (AC) [32] , which is defined as
where y t is a pixel sequence of an image, y t+1 is the adjacent pixel sequence, E(y t ) and D(y t ) are the expectation and variance of variable y t , respectively. Table 7 shows the AC values of the cipher image of ''Lena'' by several image encryption algorithms. We can observe that LSMCL-IEA has smaller AC values than [16] , [25] , and [26] in horizontal direction and smaller AC values than [8] and [25] in vertical direction. And LSMCL-IEA has smaller AC values than four encryption algorithms in diagonal direction. These mean the correlations among the adjacent pixels in the plain image are effectively eliminated by LSMCL-IEA, and the encrypted image is completely unrecognizable. In addition, Fig.15 (a)-(f) show the grayvalue relationship between two adjacent pixels in the horizontal, vertical and diagonal directions for random 2000 pixels of the plain image ''Lena'' and random 2000 pixels of its cipher image encrypted by LSMCL-IEA, respectively. The correlations are quite strong in the plain image but weak in the cipher image. Therefore, LSMCL-IEA has excellent performance in eliminating the correlations of the adjacent pixels.
E. DIFFERENTIAL ATTACK ANALYSIS
The differential attack is a kind of chosen-plaintext attack. By comparing and analyzing the changes of the plaintext with slight differences after encryption, the differential attack is to study how the difference in inputs can affect the corresponding outputs. For an image encryption algorithm, the ability of defending differential attack can be tested by using the number of pixels changing rate (NPCR) and the unified averaged changed intensity (UACI) [32] , [33] . In this section, C 1 , C 2 are two encrypted images, encrypted from two plain-images with only one-bit difference, their NPCR and UACI are described as
where T is the total number of pixels of an image, L is the largest allowed pixel value of an image, and
14094 VOLUME 7, 2019 The expected NPCR and UACI scores of resisting differential attack are provided as:
From Eq. (19) and Eq. (20), we can see that the expected scores of NPCR and UACI rely on the gray scale value K .
If the test image is an 8-bit gray scale image, K = 256, the NPCR * = 99.6094%, and UACI * = 33.4635%. In our experiments, for different image encryptions, we use the same secret key to calculate the NPCR and UACI scores with only one-bit difference in the corresponding plain images. Table 8 and 9 show the NPCR and UACI values of 8-bit grayscale images of the USC-SIPI 'Miscellaneous' image dataset. Compared with the other four image encryption algorithms, except for [26] , NPCR and UACI values of LSMCL-IEA are closer to the expected values than the other three and they have minimum variances. Therefore, the proposed image encryption algorithm is very sensitive to even one-bit change in the plain image.
That is to say, LSMCL-IEA can resist the differential attack effectively.
F. LOCAL SHANNON ENTROPY ANALYSIS
If a cipher image has high security performance, its pixel values are uniformly distributed, so the cipher image should have high randomness. The essence of Shannon entropy is to describe the uncertainty of information. Therefore, the randomness of an image can be measured by the local Shannon entropy (LSE) [36] . It can be defined as
where T 1 , T 2 , · · · , T p are p randomly chosen non-overlapping image blocks, q is the sum of pixels in each block, H (T i ) is the Shannon entropy of T i .
where L is the total number of pixel values and P(l) is the probability of lth values. Firstly, we set the parameters (p, q) = (30, 1936 ) and significance α = 0.05. In this case, the ideal LSE is 7.902469317 [37] . If its LSE falls into the interval (7.901901305, 7.903037329), the algorithm can be considered to pass the test. Table 10 lists the obtained LSE results of the proposed algorithm and several image encryption algorithms with the images from USC-SIPI image dataset. From Table 10 , we can observe that the pass rate of [25] is 12/28, the pass rate of [26] is 3/28, the pass rate of [8] is 10/28, the pass rate of [16] is 10/28, and the pass rate of LSMCL-IEA is 20/28. Thus, LSMCL-IEA has the highest pass rate among the five algorithms. This verifies the high randomness of the proposed LSMCL-IEA.
G. ROBUSTNESS ANALYSIS
In modern life, since encrypted images can be easily acquired in the public channel, attackers can impersonate the authorized user to obtain a cipher image, and forge or add some information to a cipher-image to break the encryption [38] . Thus, when the ciphertext image information is disturbed illegally, it is vital to be able to decrypt successfully. In other words, the robustness plays a key role in image encryption algorithm security analysis.
Therefore, we show the decryption performance of the proposed LSMCL-IEA in data loss and data modification in Fig. 16 and Fig. 17 , respectively. It can be seen that when the encrypted image has a minor loss or modification, the image after decryption is slightly noisy, but does not affect the overall effect of the image. Only when the encrypted image is widely or even completely lost or modified, the image will be confused after decryption.
VII. CONCLUSION AND FUTURE WORK
In this paper, we present a new 2-dimensional chaotic map called LSMCL. We use Logistic map to modulate Sine map and couple Logistic and Sine map together, and then extend the dimension from 1D to 2D to enhance the complexity.
Thus, we synthesize Logistic map and Sine map to obtain more excellent LSMCL map. Comparing with ordinary chaotic systems, we evaluate the chaotic performance of LSMCL by chaotic trajectory, Lyapunov exponent spectrum and Kolmogorov entropy. The analysis results demonstrate that it has better chaos performance than some existing chaotic maps, and it is more suitable for designing encryption algorithms. Furthermore, we design a LSMCL-based image encryption algorithm (LSMCL-IEA). It uses two rounds of permutation and diffusion operations which can obtain random encryption results, respectively. In addition, we simulate the proposed LSMCL-IEA, calculate its encryption speed, and analyze its security in terms of key analysis, the chosenplaintext and chosen-ciphertext attacks analysis, histogram analysis, differential attack analysis, local Shannon entropy analysis, auto-correlation analysis and robustness analysis. Simulation results show that after two rounds of permutation and diffusion operations, a plain-image can be encrypted into a random cipher-image. Experimental results of security analysis prove the high security of the proposed algorithm.
In future, considering the excellent chaotic behaviors of hyper-chaos and the good effect of coupling and modulation, we can design more complex composite discrete hyperchaotic dynamical system with different simple chaotic systems to enhance the complex of the chaotic system and obtain excellent chaos, but we should consider the time consuming and convenience when use these systems in image encryption. In order to reduce the time overhead of the algorithm, some new technologies and ideas are worthy [39] - [41] . YIRAN ZHAO is currently pursuing the Bachelor's degree with the Department of Mathematics, College of Science, Northeastern University, Shenyang, China. Her current research interests include chaotic theory, chaos-based applications, and information security.
YUJIA SONG is currently pursuing the Bachelor's degree with the Department of Mathematics, College of Science, Northeastern University, Shenyang, China. His current research interests include chaotic theory, chaos-based applications, and image processing.
