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Abstract
The set L of infinite-dimensional, symmetric stable tail dependence functions associated
with exchangeable max-stable sequences of random variables with unit Fre´chet margins
is shown to be a simplex. Except for a single element, the extremal boundary of L is
in one-to-one correspondence with the set F1 of distribution functions of non-negative
random variables with unit mean. Consequently, each ` ∈ L is uniquely represented by
a pair (b, µ) of a constant b and a probability measure µ on F1. A canonical stochastic
construction for arbitrary exchangeable max-stable sequences and a stochastic repre-
sentation for the Pickands dependence measure of finite-dimensional margins of ` are
immediate corollaries. As by-products, a canonical analytical description and an asso-
ciated canonical Le Page series representation for non-decreasing stochastic processes
that are strongly infinitely divisible with respect to time are obtained.
1 Motivation and mathematical background
Before we start, we clarify some notation. We will denote the indexing argument of a
stochastic process f as a subindex by writing ft, instead of f(t). This is in order to
emphasize that ft is a random variable, whereas when writing f(t) we mean the (non-
random) value of a deterministic function f in the variable t. Further, for x > 0 we
define x/0 :=∞ in order to simplify notation. We denote by [0,∞)N00 the set of sequences
~t = (t1, t2, . . .) with non-negative members that are eventually zero, i.e. tk = 0 for almost
all k ∈ N.
An (infinite) sequence of random variables is called exchangeable if its probability distri-
bution is invariant with respect to permutations of finitely many, but arbitrarily many,
constituents, see [1] for a textbook treatment. Let ~Y = (Y1, Y2, . . .) be an exchangeable
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1 Motivation and mathematical background
sequence of random variables with E[Y1] = 1 and such that mink≥1{Yk/tk} has an ex-
ponential distribution with rate `(~t) for arbitrary ~t ∈ [0,∞)N00 except the zero sequence
(or this one included when interpreting the exponential distribution with rate zero as
an atom at ∞). The sequence ~Y is said to be min-stable multivariate exponential and
its law is uniquely described by the function `, which is called the stable tail dependence
function of the sequence ~Y . Indeed,
P(~Y > ~t) = P
(
min
k≥1
{Yk/tk} > 1
)
= exp
{− `(~t)}, ~t ∈ [0,∞)N00,
with the first “>”-sign understood componentwise. The function ` is symmetric in its
arguments by exchangeability of ~Y . Our goal is to determine the shape of the set of
all symmetric stable tail dependence functions ` : [0,∞)N00 → [0,∞), which we denote
by L in the sequel. The sequence 1/~Y = (1/Y1, 1/Y2, . . .) is called max-stable with
unit Fre´chet margins, which makes the probability law of ~Y interesting for the field of
multivariate extreme-value theory, for background the interested reader is referred to
[20] and [10, Chapter 6]. Concretely, the set of all d-variate functions C` : [0, 1]
d → [0, 1],
defined by
C`(u1, . . . , ud) := exp
{
− `(− log(u1), . . . ,− log(ud), 0, 0, . . . )}, ` ∈ L,
constitutes a (proper) subfamily of exchangeable, d-dimensional extreme-value copulas1.
More precisely, an exchangeable d-dimensional extreme-value copula C is of the form
C` if and only if there is an infinite exchangeable sequence ~U = (U1, U2, . . .) on some
probability space (Ω,G,P) such that C equals the distribution function of (U1, . . . , Ud).
By virtue of De Finetti’s Theorem this is the case if and only if there exists a sub-
σ-algebra T ⊂ G such that U1, . . . , Ud (and Ud+1, Ud+2, . . . as well) are independent
and identically distributed (iid) conditioned on T . We recall from [1, p. 26, Corollary
3.12] that T almost surely coincides with the tail-σ-field ∩k≥1σ(Uk, Uk+1, . . .) of ~U . It
is educational to remark, however, that there are exchangeable d-dimensional extreme-
value copulas that are not of the form C`, because in general the notion of “infinite
exchangeability” (or, more loosely, “conditionally iid”) is stronger than that of finite
(d-dimensional) exchangeability. In analytical terms, a d-margin of some ` ∈ L is always
a symmetric stable tail dependence function, but not every symmetric, d-variate stable
tail dependence function is a d-margin of some ` ∈ L.
It is well known at least since [7] that ` can be represented as
`(~t) = − log {P(~Y > ~t)} = E[max
k≥1
{tkXk}
]
, (1)
for some sequence ~X = (X1, X2, . . .) of random variables with finite means
2. As an
1For background, the interested reader is referred to [9].
2Even though we are only interested in distributional statements throughout, for the sake of a more
intuitive exposition we find it sometimes convenient to express formulas like (1) in probabilistic
notation with probability measure P and expectation E (as compared to writing integrals), with the
generic random objects ~X, ~Y being viewed as defined on some generic probability space (Ω,G,P), on
which we do not necessarily work.
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example3 for the representation (1), if ~Y has independent components which all have
the unit exponential distribution, that is `(~t) =
∑
k≥1 tk, the probability law of ~X can
be defined via a vector of discrete probabilities ~p = (p1, p2, . . .) as
P
(
~X =
~ek
pk
)
= pk > 0, k ≥ 1,
∑
k≥1
pk = 1, (2)
where ~ek denotes the sequence with all members equal to zero except for the k-th. The
representation (1) of a stable tail dependence function is called a spectral representation.
As (2) shows, it is not unique in general (i.e. different ~X can imply the same `, hence
~Y ). Furthermore, even though ~Y is assumed to be exchangeable in the present work,
~X needs not be exchangeable and, in fact, the proof in [7] constructs ~X from ~Y in
such a way that ~X is not exchangeable (the particular example (2) demonstrates this).
Conversely, however, the spectral representation (1) can be used to construct models
for ~Y by choosing convenient models for ~X that allow the expected value in (1) to be
computed in closed form, as highlighted in [20]. If one pursues this strategy and starts
with an exchangeable ~X, one obtains an exchangeable sequence ~Y , but to the best of our
knowledge it is an open question (solved by the present article) whether all exchangeable
min-stable multivariate exponential ~Y can be obtained in such a way.
We denote by `(d) the restriction of ` to the first d ∈ N components, i.e. `(d) determines
the law of (Y1, . . . , Yd). For stable tail dependence functions in finite dimensions, such as
`(d), there exist different methods to obtain uniqueness of the spectral representation (1)
by imposing certain restrictions on the law of ~X. The most prominent one is the Pickands
representation, named after [16], see also [6, 18], which states that if `(d) is the stable tail
dependence function associated with some min-stable multivariate exponential random
vector ~Y (d) = (Y1, . . . , Yd), then there is a random vector ~X
(d) = (X
(d)
1 , . . . , X
(d)
d ),
uniquely determined in law, which takes values on the d-dimensional unit simplex Sd :=
{~q ∈ [0, 1]d : q1 + . . . + qd = 1} and satisfying E[X(d)k ] = 1/d for all k = 1, . . . , d, such
that
`(d)(~t) = dE
[
max{t1X(d)1 , . . . , tdX(d)d }
]
. (3)
In our infinite-dimensional setting, even though we assume exchangeability of ~Y =
(Y1, Y2, . . .), an unfortunate aspect of the Pickands representation is that the relation
between the laws of ~X(d) and ~X(d+1) is not easy to understand, in particular ~X(d) is
not a re-scaled d-margin of ~X(d+1), like one might naively hope on first glimpse. Conse-
quently, describing the infinite-dimensional, symmetric stable tail dependence function
` in terms of the collection of its finite-dimensional Pickands measures is neither easily
accomplished nor convenient or algebraically natural.
In the main body of this article, we derive a natural and convenient spectral repre-
sentation for symmetric stable tail dependence functions. To wit, each ` ∈ L can be
3This is the example on page 1198 in [7].
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represented as
`(~t) = b
∑
k≥1
tk + (1− b)E
[
max
k≥1
{tkXk}
]
, ~t ∈ [0,∞)N00, (4)
with a constant b ∈ [0, 1] and an exchangeable sequence ~X satisfying E[X1] = 1 (hence
E[Xk] = 1 for each k ≥ 1). Whereas the constant b is unique, the law of ~X is still not
unique in general, but it becomes unique if we postulate in addition that the conditional
mean of ~X, that is limn→∞ 1n
∑n
k=1Xk, is identically equal to one. In particular, the sta-
ble tail dependence function `(~t) =
∑
k≥1 tk, corresponding to independent members in
~Y , cannot be represented via an exchangeable ~X. However, the canonical representation
(4) shows that the independence case occupies an isolated role in this regard.
By virtue of De Finetti’s Theorem, see [4, 5] and [1, p. 19 ff], studying the law of the ex-
changeable sequence ~Y is tantamount to a study of the law of a random distribution func-
tion F = {Ft}t≥0 that is defined by Ft := P(Y1 ≤ t | T ), with T = ∩k≥1σ(Yk, Yk+1, . . .)
denoting the tail-σ-field of ~Y . A result of [12] shows that the stochastic process H :=
− log(1− F ) is4 strongly infinitely divisible with respect to time (strong IDT), meaning
that
{Ht}t≥0 d=
{
H
(1)
t
n
+ . . .+H
(n)
t
n
}
t≥0, ∀n ∈ N,
where
d
= denotes equality in law and H(i) are independent copies of H. Conversely, given
a non-decreasing, right-continuous strong IDT process H and an independent sequence
{ηk}k≥1 of iid unit exponential variables, the exchangeable, min-stable multivariate ex-
ponential sequence ~Y can be represented as
Yk := inf{t > 0 : Ht > ηk}, k ∈ N, (5)
establishing a canonical stochastic representation, which is conditionally iid in the sense
of De Finetti’s Theorem. If H is normalized to satisfy E[exp(−H1)] = exp(−1), it follows
that E[Y1] = 1, so that the function
`(~t) := − log{P(~Y > ~t)} = − log
{
E
[
e−
∑
k≥1Htk
]}
, ~t ∈ [0,∞)N00,
lies in L.
In fact, in our proof of (4) we rely heavily on the concept of strong IDT processes, for
which [15] recently have derived a convenient series representation, which we make use
of. Translating the analytical result (4) on symmetric stable tail dependence functions
into the language of these processes then implies that each non-decreasing strong IDT
process is uniquely determined by a triplet (b, c, µ) of constants b ≥ 0, c > 0 and
4[15] call the “strong IDT” processes “time-stable” processes, but we prefer to stick with the original
nomenclature.
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a probability measure µ on the set of distribution functions of non-negative random
variables with unit mean, as we will see.
Regarding the organization of the remaining article, we prove and discuss the main
result (4) in Section 2, and we conclude in Section 3.
2 The structure of L
We denote by `Π(~t) :=
∑
k≥1 tk the stable tail dependence function associated with an
iid sequence of unit exponentials. We denote by F (resp. F1) the set of all distribution
functions of non-negative random variables with finite (resp. unit) mean. Then with
F ∈ F1 the function
`F (~t) :=
∫ ∞
0
1−
∏
k≥1
F
( s
tk
)
ds, ~t ∈ [0,∞)N00,
defines a symmetric stable tail dependence function, which is investigated thoroughly
in [11]. In this definition, implicitly we mean F (∞) = 1 for those tk that are zero.
We remark that `F has the stochastic representation `F (~t) = E[maxk≥1{tkXk}], where
~X = (X1, X2, . . .) is an iid sequence drawn from F . We seek to show that L (equipped
with the topology of pointwise convergence) is a simplex with extremal boundary ∂eL =
{`Π} ∪ {`F : F ∈ F1}, which is the main contribution of the present work, see Theorem
2.2 and Corollary 2.3 below.
The key idea of the presented proof relies on the aforementioned link to strong IDT
processes, found in [12, Theorem 5.3]. In a recent article, [15, Theorem 4.2] show that a
non-negative5, ca`dla`g, stochastically continuous, strong IDT process without Gaussian
component admits a LePage series representation
{Ht}t≥0 d=
{
b t+
∑
k≥1
f
(k)
t
1+...+k
}
t≥0
, t ≥ 0, (6)
where {f (k)}k≥1 is a sequence of independent copies of a non-vanishing ca`dla`g stochastic
process f = {ft}t≥0 with f0 = 0 (denote the space of all such functions by D in the
sequel) and, independently, {k}k≥1 is a list of iid unit exponentials. Furthermore, the
process f satisfies ∫
D
∫ ∞
0
min{1, |f(u)|} du
u2
γ(df) <∞, (7)
with γ denoting the probability law of f on D. In general, the law of f in this repre-
sentation of a non-negative strong IDT process is non-unique. However, the following
auxiliary lemma shows that if H is non-decreasing, we can at least learn that f is non-
decreasing as well. This proof is the most technical step towards Theorem 2.2 below,
and it is a result of independent interest as well.
5More generally, [15] consider strong IDT processes without Gaussian component, but only the subclass
of non-negative ones is of interest in the present article.
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Lemma 2.1 (Non-decreasing strong IDT processes)
If H is a non-decreasing, right-continuous strong IDT process, the stochastic process f
of any LePage series representation (6) is necessarily non-decreasing and b ≥ 0.
Proof
First notice that non-decreasingness, right-continuity, and the strong IDT property im-
ply stochastic continuity of H. This follows from the fact that for each fixed t > 0
the random variable Ht− := limx↑tHx exists in [0,∞] by non-decreasingness and has
the same infinitely divisible law as the random variable Ht (since E[exp(−xHu)] =
exp{−tΨH(u)} for some Bernstein function6 ΨH , see [12, Lemma 3.7]). Thus, the non-
negative random variable Ht − Ht− has zero expectation and is thus identically equal
to zero. On the other hand, right-continuity implies that Ht+ := limx↓0Hx = Ht al-
most surely. Consequently, the stochastic continuity assumption of [15, Theorem 4.2] is
satisfied, hence there is a LePage series representation.
Consider a probability space (Ω,G,P), on which H is defined by the right-hand side of
(6). We first prove that f is non-decreasing. The heuristic idea is to consider
H1 t = f
(1)
t + b 1 t+
∑
k≥2
f
(k)
1 t
1+...+k
,
and argue that there is a positive probability that 1 is so small that f
(1)
t is the dom-
inating part on the right-hand side, from which one concludes that a violation of the
non-decreasingness of f (1) on some interval [x1, x2] would imply a violation of the non-
decreasingness of H on [x1/1, x2/1].
To fill this intuitive idea with some mathematical rigor is what’s done in the sequel. We
assume a violation of non-decreasingness of f (1), which means that there exists  > 0
and 0 ≤ x1 < x2 <∞ such that P(Af ) > 0 for the event
Af :=
{
f (1) not non-decreasing on [x1, x2] and inf
x∈[x1,x2]
{f (1)x − f (1)x1 } ≤ −
}
.
Our goal is to show that this implies a violation of the non-decreasingness of H. For
later use we define the σ-algebra H := σ(k, f (k) : k ≥ 2) generated by all involved
stochastic objects except for 1, f
(1).
For a moment consider independent copies {g(k)}k≥1 of g := |f | and for each x ∈
(0, 1], t ≥ 0, let
H˜t :=
∑
k≥2
g
(k)
t
2+...+k
, H˜
(x)
t :=
∑
k≥2
g
(k)
x t
x+2+...+k
,
Hˆ
(x)
t :=
∑
k≥2
g
(k)
x t
2+...+k
1{2+...+k>x}.
6See [19] for a textbook treatment on Bernstein functions.
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By [15, Theorem 4.2], the process H˜ is non-negative, strong IDT, ca`dla`g, and satisfies
H˜0 = 0. Right-continuity in zero implies for each x ∈ (0, 1] that the first exit time of
{H˜x t}t≥0 from the interval [0, /4] is almost surely positive, i.e.
T˜x := inf{t > 0 : H˜x t > /4} > 0.
Furthermore, it is obvious from the definition that T˜x = T˜1/x, which implies that
limx↘0 T˜x = ∞ almost surely. We use the Laplace functional formula [17, Proposi-
tion 3.6] for Poisson random measure to observe for d ∈ N and t1, y1, . . . , td, yd ≥ 0
arbitrary that
E
[
e−
∑d
i=1 yi H˜
(x)
ti
]
= exp
(
−
∫
D
∫ ∞
0
1− e
∑d
i=1 yi |f |(x ti/(x+s)) ds γ(df)
)
= exp
(
− x
∫
D
∫ 1
0
1− e
∑d
i=1 yi |f |(u ti) du
u2
γ(df)
)
,
having applied the substitution u = x/(x + s). An analogous computation with the
substitution u = x/s shows that
E
[
e−
∑d
i=1 yi Hˆ
(x)
ti
]
= exp
(
−
∫
D
∫ ∞
0
1− e
∑d
i=1 yi |f |(x ti/s) 1{s>x} ds γ(df)
)
= exp
(
− x
∫
D
∫ 1
0
1− e
∑d
i=1 yi |f |(u ti) du
u2
γ(df)
)
,
which implies that {H˜(x)t }t≥0 has the same law as {Hˆ(x)t }t≥0. This implies that the first
exit time of H˜(x) from [0, /4] is equal in law to that of Hˆ(x). The process Hˆ(x) evidently
satisfies
Hˆ
(x)
t =
∑
k≥2
g
(k)
x t
2+...+k
1{1+...+k>x} ≤
∑
k≥2
g
(k)
x t
2+...+k
= H˜t x.
For its first exit time from [0, /4] this gives the lower bound
inf{t > 0 : Hˆ(x)t > /4} ≥ inf{t > 0 : H˜x t > /4} = T˜x,
which was shown to converge to infinity almost surely as x↘ 0. Since H˜(x) d= Hˆ(x), the
first exit time of H˜(x) from [0, /4] is thus also shown to converge to infinity as x↘ 0.
Now the process of interest for us is
H
(x)
t :=
∑
k≥2
f
(k)
x t
x+2+...+k
, t ≥ 0,
which satisfies |H(x)t | ≤ H˜(x)t for all t. Consequently, the first exit time Tx of H(x)
from the interval [−/4, /4] is almost surely larger than that of H˜(x), which was shown
above to converge to infinity almost surely as x ↘ 0. Consequently, we find an H-
measurable (notice that H(x) isH-measurable) random variable Z > 0 such that Tx ≥ x2
7
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for all x ≤ Z. In particular, on the event {1 ≤ Z} we have that T1 ≥ x2 and
hence supt∈[0,x2] |H
(1)
t | ≤ /4. Finally, on the event A := {1 < /(4x2 |b|)} we have
|b 1 t| ≤ /4 for all t ≤ x2. Notice that A has positive probability (possibly equal to
one if b = 0). Summing up all terms, we show that the event
AH :=
{
{H1 t}t≥0 not non-decreasing on [x1, x2]
and inf
x∈[x1,x2]
{H1 x −H1 x1} ≤ −

4
}
has positive probability. To this end, by construction (Af ∩A ∩{1 ≤ Z}) ⊂ AH , since
on this set we have for x ∈ [x1, x2] that
inf
x∈[x1,x2]
{H1 x −H1 x1} = inf
x∈[x1,x2]
{f (1)x − f (1)x1 + b 1 (x− x1)︸ ︷︷ ︸
≤/4
+H(1)x −H(1)x1︸ ︷︷ ︸
≤|H(1)x |+|H(1)x1 |≤/2
}
≤ inf
x∈[x1,x2]
{f (1)x − f (1)x1 }︸ ︷︷ ︸
≤−
+
3 
4
≤ − 
4
.
Hence,
P(AH) ≥ E[1Af 1A 1{1≤Z}]
= P(Af )E[E[1A 1{1≤Z} |H]] = P(Af )E
[
1− e−min{Z,/(4 |b|x2)}
]
> 0.
That the last expression is strictly positive follows from the fact that the random vari-
able min{Z, /(4 |b|x2)} is not almost surely zero (it is even almost surely positive).
Since AH has positive probability, H cannot be non-decreasing almost surely, hence the
assumption was wrong and f needs to be non-decreasing.
Next, we prove that b ≥ 0. To this end, we know that H1 is non-negative and in-
finitely divisible, consequently it has a non-negative drift bH ≥ 0 in its Le´vy-Khinchin
representation, see [3, 19] for background. Also, the stochastic process
H˜t :=
∑
k≥1
f
(k)
t
1+...+k
, t ≥ 0,
is strong IDT by [15, Theorem 4.2], hence H˜1 is infinitely divisible. But by what we
have shown, each f (k) is non-negative almost surely, so H˜1 ≥ 0. Since f ≥ 0 by
what we have just shown, the Bernstein function ΨH˜ associated with H˜1 via ΨH˜(x) =
− log(E[exp(−x H˜1)]) can be computed using the Laplace functional formula for Poisson
random measure, cf. [17, Proposition 3.6], which yields
ΨH˜(x) =
∫
D
∫ ∞
0
1− e−x f(u) du
u2
γ(df).
8
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By non-negativity of f , we get for all x ≥ 1 and all u > 0 the estimate (1−exp(−x f(u)))/x ≤
min{1/x, f(u)} ≤ min{1, f(u)}. By the dominated convergence theorem, using (7), we
may thus conclude that ΨH˜(x)/x converges to zero as x→∞. Consequently, the random
variable H˜1 has no drift in its Le´vy-Khinchin representation. This implies b = bH ≥ 0.
We are now in the position to derive the main contribution of the present article. We
denote by M1+(E) the set of Radon probability measures on some Hausdorff space E.
In particular, we consider the sets F and F1 equipped with the topology induced by
convergence in distribution of the associated non-negative random variables (aka weak
convergence of distribution functions). This topology is well known to be metrizable,
hence is Hausdorff, see [21].
Theorem 2.2 (The structure of L)
Let ` ∈ L, not equal to `Π. There exists a pair (b, µ) ∈ [0, 1) × M1+(F1) such that
` = b `Π + (1− b)
∫
F1
`F µ(dF ).
Proof
Given ` ∈ L, there exists an exchangeable sequence ~Y = (Y1, Y2, . . .) of random variables
on a probability space (Ω,G,P) such that P(~Y > ~t) = exp(−`(~t)) for ~t ∈ [0,∞)N00. By
[12, Theorem 5.3], the stochastic process Ht := − log
(
P(Y1 > t | T )
)
, t ≥ 0, with T the
tail-σ-field of ~Y , is strong IDT, non-decreasing and not identically equal to Ht = t (since
` 6= `Π). Lemma 2.1 proves existence of b ≥ 0 and a non-vanishing, right-continuous,
non-decreasing stochastic process f = {ft}t≥0 with f0 = 0 (denote the space of all such
functions by D+ in the sequel) such that (6) holds. Denoting the probability law of f
by γ, (7) now reads ∫
D+
∫ ∞
0
min{1, f(u)} du
u2
γ(df) <∞. (8)
From the properties of f (non-decreasingness, right-continuity and f(0) = 0) we conclude
that the function
F˜t := e
− limx↓t f1/x , t ≥ 0,
is almost surely the distribution function of some non-negative random variable, which
is not identically zero (since f is non-vanishing). In the sequel, we denote the probability
measure of F˜ by µ˜. We get from (8) with the estimate 1 − x ≤ min{1,− log(x)} for
x ∈ [0, 1] and the substitution t = 1/u that∫
F
∫ ∞
0
1− F (t) dt µ˜(dF ) ≤
∫
F
∫ ∞
0
min{1,− log(F (t))} dtµ˜(dF )
=
∫
D+
∫ ∞
0
min{1, f(u)}
u2
du γ(df) <∞, (9)
i.e. µ˜ is an element of M1+(F). For arbitrary F ∈ F we denote by MF :=
∫∞
0 1− F (t) dt
its mean. By (9), the positive random variable MF˜ has finite mean c > 0 (note that
9
2 The structure of L
MF˜ is positive almost surely and c = 0 is ruled out since f is non-vanishing, hence F˜
not almost surely identically equal to one), i.e.
∫
FMF µ˜(dF ) = c. Consequently,
µˆ(dF ) :=
MF
c
µ˜(dF )
defines an equivalent probability measure on F. Finally, we denote by µ the probability
measure that describes the law of the process {F˜MF˜ t}t≥0 under the measure µˆ, and
observe that
MF˜M
F˜
.
=
∫ ∞
0
1− F˜MF˜ s ds =
1
MF˜
∫ ∞
0
1− F˜s ds = 1
almost surely. Consequently, µ ∈M1+(F1). Putting together the pieces, we may re-write
(6) as
{Ht}t≥0 d=
{
b t+
∑
k≥1
− log
[
F˜
(k)
1+...+k
t
−
]}
t≥0
, t ≥ 0,
and we observe7 that
∑
k≥1 δ(1+...+k,F˜ (k)) is a Poisson random measure on [0,∞) × F
with mean measure dx× µ˜(dF ). Hence, the Laplace functional formula [17, Proposition
3.6], applied in the third equality below, gives
P(~Y > ~t) = E
[
e−
∑
i≥1Hti
]
= e−b `Π(~t) E
[
exp
{
−
∑
k≥1
− log [∏
i≥1
F˜
(k)
1+...+k
ti
−
]}]
= e−b `Π(~t) exp
{
−
∫
F
∫ ∞
0
1−
∏
i≥1
F
(x
ti
)
dx µ˜(dF )
}
= e−b `Π(~t) exp
{
−
∫
F
∫ ∞
0
1−
∏
i≥1
F
(MF x
ti
)
dxMF µ˜(dF )
}
= e−b `Π(~t) exp
{
− c
∫
F1
∫ ∞
0
1−
∏
i≥1
F
(MF x
ti
)
dx µˆ(dF )
}
= e−b `Π(~t) exp
{
− c
∫
F1
∫ ∞
0
1−
∏
i≥1
F
(x
ti
)
dxµ(dF )
}
= exp
{
− b `Π(~t) − c
∫
F1
`F (~t)µ(dF )
}
.
The normalizing assumption E[Y1] = 1 in the definition of L means that the exponential
rate of the exponential random variable Y1 equals one, which implies that `(1, 0, 0, . . .) =
1. We thus observe from the last equation that
1 = `(1, 0, 0, . . .) = b+ c.
7Here, δe denotes the Dirac measure at a point e in some Hausdorff space E.
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From this we conclude that c = 1− b, hence
` = b `Π + (1− b)
∫
F1
`F µ(dF ),
as claimed. 
The following corollary is of particular relevance when thinking about potential further
research concerning the parameter estimation of non-decreasing strong IDT processes
or exchangeable max-stable sequences, resp. extreme-value copulas.
Corollary 2.3 (Uniqueness)
The pair (b, µ) in Theorem 2.2 is unique.
Proof
It is convenient to study uniqueness in terms of the probability law of the uniquely
associated strong IDT process H, determined by
E
[
e−
∑
k≥1Htk
]
= e
−b `Π(~t)−(1−b)
∫
F1
`F (~t)µ(dF ), ~t ∈ [0,∞)N00.
The constant b is unique, because it is the unique drift constant in the Le´vy-Khinchin
representation of the infinitely divisible random variable H1. To explain this, denote
by 1n = (1, . . . , 1) an n-dimensional row vector with all entries equal to one. For each
fixed F ∈ F1 the stable tail dependence function `F satisfies `F (1n, 0, 0, . . .) = ΨF (n)
for a Bernstein function ΨF without drift, see [11, Lemma 3]. This property carries
over to probability mixtures, so that E[exp(−nH1)] = exp(−b n− (1− b) Ψ(n)) for some
Bernstein function Ψ without drift. Hence, the Bernstein function associated with H1
has (unique) drift b and its Le´vy measure equals 1− b times the Le´vy measure of Ψ.
Regarding µ, it follows from Lemma 2.1 and the proof of Theorem 2.2 that the prob-
ability law of f in any Le Page series representation for H is necessarily supported by
the set
G :=
{
g : [0,∞)→ [0,∞] : g(0) = 0, g right-continuous, non-decreasing,
lim
t→∞ g(t) =∞,
∫ ∞
0
1− e−g 1s ds <∞
}
.
For each g ∈ G there is a unique c > 0, namely
c :=
∫ ∞
0
1− e−g 1s ds,
such that8 g = c ◦ g(1), where g(1) lies in the smaller set
G1 :=
{
g ∈ G :
∫ ∞
0
1− e−g 1s ds = 1
}
.
8We use the notation of [15], denoting (c ◦ g(1))(t) := g(1)(c t), for t ≥ 0 and c > 0.
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By [15, Remark 4.1] the law of f (1) is unique. This implies that the measure µ is unique,
since by the proof of Theorem 2.2 it equals the law of
Ft := e
− limx↓t f (1)1/x , t ≥ 0,
and this transformation maps G1 to F1 in a bijective manner. 
Remark 2.4 (Consequences and explanations of the results)
We collect a few explanatory remarks ((b),(c),(f)) and immediate consequences ((a),(d),(e))
of the main results:
(a) L is a simplex:
We first provide a proof that L is compact (in the topology of pointwise conver-
gence).
Proof
Let {`n}n∈N ⊂ L. Then we find strong IDT processes {H(n)}n∈N associated with
these `n. The processes F
(n) := 1 − exp(−H(n)) define random variables on the
space of distribution functions of non-negative random variables. The set of dis-
tribution functions of random variables taking values in [0,∞] (equipped with the
topology of pointwise convergence at all continuity points of the limit) is compact
by Helly’s Selection Theorem and Hausdorff (since it is metrizable by the Le´vy
metric, see [21]). Thus, the Radon probability measures on this set (equipped with
the weak topology) form a Bauer simplex by [2, Corollary II.4.2, p. 104], in par-
ticular form a compact set. Since the probability measures of the given sequence
{F (n)} lie in this set, we find a convergent subsequence {F (ni)} and a limiting law,
hence a limiting stochastic process F , and we define H := − log(1 − F ). Then
F ∈M1+(F) almost surely, which follows from
E
[ ∫ ∞
0
1− Fs ds
]
= E
[ ∫ ∞
0
e−Hs ds
]
=
∫ ∞
0
E
[
e−Hs
]
ds
=
∫ ∞
0
lim
i→∞
E
[
e−H
(ni)
s
]
ds =
∫ ∞
0
e−s ds = 1 <∞,
where the third equality follows from the bounded convergence theorem and the
fourth from the fact that E[exp(−H(n)s )] = exp(−s `n(1, 0, 0, . . .)) = exp(−s) for
each n ∈ N. We define
`(~t) := − log
{
E
[
e−
∑
k≥1Htk
]}
, ~t ∈ [0,∞)N00,
and claim that ` equals the limit of `ni . To see this, for fixed ~t we compute
`(~t) = − log
{
E
[
e−
∑
k≥1 Htk
]}
= − log
{
E
[
e
−∑k≥1 limi→∞H(ni)tk ]}
(∗)
= − log
{
E
[
e
− limi→∞
∑
k≥1 H
(ni)
tk
]}
(∗∗)
= − log
{
lim
i→∞
E
[
e
−∑k≥1H(ni)tk ]}
= − log
{
lim
i→∞
e−`ni (~t)
}
= lim
i→∞
`ni(~t).
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We have used the fact that almost all entries of ~t are zero in (∗) and bounded
convergence in (∗∗). Finally, to see that H is strong IDT, it suffices to verify that
the homogeneity of order one of the `ni carries over to the limit ` (obviously),
hence ` ∈ L. 
L is obviously convex and by Theorem 2.2 the extremal boundary of L is ∂eL =
{`Π}∪{`F : F ∈ F1}. Thus, L is a simplex, since the boundary integral represen-
tation is unique by Corollary 2.3. Whether L is a Bauer simplex, i.e. whether ∂eL
is closed, is not obvious, since F1 is not compact. It is left as an open question at
this point.
(b) The isolated nature of `Π:
One noticeable aspect about the topology on L is that the seemingly isolated point
`Π is in fact not isolated. A sequence {`Fn}n∈N ⊂ ∂eL converges (pointwise) to `Π
if and only if {Fn}n∈N ⊂ F1 converges to F0 at all continuity points of F0 (which
means at all x > 0, but not necessarily at x = 0). To see this, we point out for
F ∈ F1 that
`
(2)
Fn
(1, 1) = 2−
∫ ∞
0
(
1− Fn(s)
)2
ds = 2− ||F0 − Fn||2L2 .
Thus, `
(2)
Fn
(1, 1), which is always ≤ 2, converges to 2 as n → ∞ if and only if
Fn(x) converges to F0(x) = 1 for all x > 0. But the only element ` ∈ L satisfying
`(2)(1, 1) = 2 is `Π, since `
(2)
F (1, 1) < 2 for each F ∈ F1.
(c) Probabilistic interpretation of the results:
As already remarked in the introduction, rewriting Theorem 2.2 and Corollary
2.3 in probabilistic terms, instead of in the analytical terms of L, means that
` ∈ L \ {`Π} has the spectral representation
`(~t) = b `Π(~t) + (1− b)E
[
max
k≥1
{tkXk}
]
, ~t ∈ [0,∞)N00, (10)
where b ∈ [0, 1) and ~X is an exchangeable sequence of non-negative random vari-
ables with E[X1] = 1 and the property that limn→∞ 1n
∑n
k=1Xk is almost surely
identically equal to one. This representation is canonical in the sense that the
constant b as well as the probability law of ~X are unique.
Recalling the classical extreme-value theory based on Poisson random measure,
see [17] for a textbook treatment, a stochastic representation for ~Y based on the
spectral representation (10) is given by
~Y
d
=
(
min
{Y (1)1
b
,
Y
(0)
1
1− b
}
, min
{Y (1)2
b
,
Y
(0)
2
1− b
}
, . . .
)
,
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where ~Y (1) = (Y
(1)
1 , Y
(1)
2 , . . .) is a sequence of iid unit exponentials (corresponding
to the case b = 1), and, independently, ~Y (0) = (Y
(0)
1 , Y
(0)
2 , . . .) corresponds to the
case b = 0 and satisfies
~Y (0)
d
=
(
min
n≥1
{1 + . . .+ n
X
(n)
1
}
, min
n≥1
{1 + . . .+ n
X
(n)
2
}
, . . .
)
,
where ~X(n) are independent copies of ~X and, independently, 1, 2, . . . is an iid
sequence of unit exponentials. This classical representation does not make explicit
use of exchangeability, but is only an instance of the general (non-exchangeable)
theory. An alternative stochastic representation for ~Y , due to [12, Theorem 5.3]
and making use of exchangeability, is given by (5) with the stochastic process H
defined via its Le Page representation
Ht = b t+ (1− b)
∑
k≥1
− log
{
F
(k)
1+...+k
t
−
}
,
where F (k) are independent copies of the random distribution function F from
which ~X is drawn. By Glivenko-Cantelli, F may be written in terms of ~X as Ft =
limn→∞ 1n
∑n
i=1 1{Xi≤t}. In other words, the sequence ~Y is an iid sequence drawn
from the random distribution function t 7→ 1−exp(−Ht). Notice in particular that
MF =
∫∞
0 1 − Ft dt = limn→∞ 1n
∑n
i=1Xi is identically one by the normalization
to F1 (instead of F). Depending on the law of ~X (and thus the properties of
H), this representation is particularly convenient to simulate the random vector
(Y1, . . . , Yd) for arbitrarily large d. An alternative strategy to accomplish this
simulation, whose idea rather makes use of the general (non-exchangeable) theory,
is presented in the following bullet point (d).
(d) Pickands representation of finite-dimensional margins:
The Pickands representation of `
(d)
F has been derived in [11, Lemma 4]. Further-
more, the Pickands representation of `
(d)
Π is well known to correspond to a uniform
distribution on {1, . . . , d}. Combining these facts with Theorem 2.2 immediately
implies for the random vector ~X(d) in (3) associated with `(d) for ` ∈ L, represented
by (b, µ), that
~X(d)
d
=
( W (d)1∑d
i=1W
(d)
i
, . . . ,
W
(d)
d∑d
i=1W
(d)
i
)
, (11)
where the random vector ~W (d) can be simulated as follows:
– Draw a random variable D which is uniformly distributed on {1, . . . , d}.
– Draw a Bernoulli random variable with success probability b. If success,
define W
(d)
k := 1{k=D} for k = 1, . . . , d and return. Otherwise, proceed with
the following steps.
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– Simulate the random distribution function F = {Ft}t≥0 from the probabil-
ity measure µ ∈ M1+(F1) and draw a random variable Z with distribution
function t 7→ ∫ t0 s dFs, t ≥ 0.
– Draw iid random variables Z1, . . . , Zd with distribution function F .
– Define W
(d)
k := 1{k=D} Z + 1{k 6=D} Zk for k = 1, . . . , d and return.
This algorithm to simulate the random vector ~X(d) can be used to derive an exact
simulation algorithm for the random vector (Y1, . . . , Yd), see [8, Algorithm 1].
We emphasize again at this point that the probability law of ~X(d) is uniquely de-
termined by the function `(d). However, there exist exchangeable random vectors
~X(d) taking values in Sd, and thus via (3) lead to symmetric d-dimensional sta-
ble tail dependence functions, but which cannot be represented as in (11). These
correspond to d-dimensional exchangeable max-stable random vectors that do not
satisfy the stronger notion of “infinite (De Finetti) exchangeability” (or “condi-
tionally iid”), and are thus outside the realm of the present article since they do
not arise as d-margins of some ` ∈ L. An example for d = 3 can be retrieved
from [13, Example 2.4]. We recall from this example that the 3-variate stable tail
dependence function
`(3)(t1, t2, t3) =
λ1
λ1 + 2λ2 + λ3
t[1] +
λ1 + λ2
λ1 + 2λ2 + λ3
t[2] + t[3],
with t[1] ≤ t[2] ≤ t[3] the order list of t1, t2, t3 and with positive parameters
λ1, λ2, λ3 > 0, arises as 3-margin of some ` ∈ L if and only if λ22 ≤ λ1 λ3. If
this condition is violated, `(3) is still a symmetric stable tail dependence function,
but the associated random vector (Y1, Y2, Y3) cannot have a stochastic representa-
tion that is “conditionally iid”.
(e) Arbitrary, non-decreasing strong IDT processes:
The probability law of a non-decreasing, right-continuous, strong IDT process
H = {Ht}t≥0, which is not deterministic (i.e. not identically Ht = b t for some
b ≥ 0), is uniquely described by a triplet (b, c, µ) ∈ [0,∞)× (0,∞)×M1+(F1), and
has the LePage series representation
Ht = b t+ c
∑
k≥1
− log
{
F
(k)
1+...+k
t
−
}
,
where
∑
k≥1 δ(1+...+k,F (k)) is a Poisson random measure on [0,∞)×F1 with mean
measure dt×µ. Lemma 2.1 and the proof of Theorem 2.2 show that other LePage
series representations of the form (6) can only differ from this canonical one by
changing from the unique measure µ ∈ M1+(F1) to some µ˜ ∈ M1+(F) (and poten-
tially adjusting the constant c accordingly). The unboundedness of b as well as
the additional constant c > 0 in the triplet (b, c, µ), when compared to (b, µ) in
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Theorem 2.2, is due to the fact that a stable tail dependence function ` is normal-
ized to satisfy `(1, 0, 0, . . .) = b + c = 1 (corresponding to E[Y1] = 1), while the
triplet (b, c, µ) describes the law of an arbitrary non-decreasing, right-continuous
strong IDT process H via the relation
E
[
e−
∑
k≥1 Htk
]
= e
−b `Π(~t)−c
∫
F1
`F (~t)µ(dF ).
(f) The measure change in Theorem 2.2:
If F˜ is a random variable on (Ω,G,P) taking values in F with the additional
property that E[MF˜ ] = 1, with MF˜ =
∫∞
0 1− F˜s ds, then
`(~t) := E
[ ∫ ∞
0
1−
∏
k≥1
F˜ s
tk
ds
]
defines an element in L. What is its canonical boundary integral representation?
To this end, we define Ft := F˜MF˜ t, t ≥ 0, and observe that F takes values in F1.
We further define an equivalent probability measure Q via the measure change
dQ = MF˜ dP. Denoting expectation with respect to Q by E
Q, we observe that
`(~t) = E
[ ∫ ∞
0
1−
∏
k≥1
F˜ s
tk
ds
]
= E
[
MF˜
∫ ∞
0
1−
∏
k≥1
F˜MF˜
s
tk
ds
]
= E
[
MF˜ `F (
~t)
]
= EQ
[
`F (~t)
]
.
Example 2.6 below provides an example for such `.
We end this section with a few examples.
Example 2.5 (The Le´vy subordinator case)
Recall that a Le´vy subordinator L = {Lt}t≥0, see [3] for a textbook treatment, is a
non-decreasing, right-continuous strong IDT process with independent and stationary
increments, which implies that its law is fully determined by the law of L1. By the well
known Le´vy-Khinchin formula for infinitely divisible distributions, the probability law
of L1 is canonically described in terms of a pair (bL, νL) of a drift constant bL ≥ 0 and
a Radon measure νL on (0,∞] subject to the condition
∫ 1
0 x νL(dx) < ∞, the so-called
Le´vy measure. The (non-deterministic) Le´vy subordinator L associated with the pair
(bL, νL) is obtained when specifying b := bL, c :=
∫
(0,∞] 1 − exp(−x) νL(dx), and µ as
the law of the random distribution function
Ft := e
−Θ +
(
1− e−Θ) 1{1−e−Θ≥1/t}, t ≥ 0, Θ ∼ (1− e−x) νL(dx)/c.
Conditioned on the randomized parameter Θ, this F corresponds to a random variable
taking the value 1/(1−exp(−Θ)) with probability 1−exp(−Θ), and the value zero with
complementary probability exp(−Θ). The random parameter Θ itself is drawn from
the probability measure
(
1 − e−x) νL(dx)/c. Notice that every probability measure on
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(0,∞] is possible for Θ, but the law of Θ is invariant with respect to changes of c, that
is when changing from νL to β νL for some β > 0.
If L is normalized to satisfy b+ c = 1, this example corresponds to a stable tail depen-
dence function ` ∈ L, given by
`(~t) =
d(~t)∑
k=1
t[k]
(
Ψ(d(~t)− k + 1)−Ψ(d(~t)− k)),
Ψ(x) = b x+
∫
(0,∞]
1− e−x t νL(dt),
where d(~t) := max{n ∈ N : tn > 0} and t[1] ≤ t[2] ≤ . . . ≤ t[d(~t)] denotes an ordered list of
t1, . . . , td(~t). The associated extreme-value copulas C` form precisely the “conditionally
iid” subfamily of the survival copulas of the Marshall-Olkin exponential distribution,
see [14, Chapter 3.3] for a textbook treatment of this connection. Furthermore, ` ∈ ∂eL
if and only if either Lt = t (corresponding to b = 1 and ` = `Π) or if L is a compound
Poisson subordinator with constant jump sizes. In the latter case, b = 0 and ` = `F
with F as described above, but Θ a non-random, positive constant.
Example 2.6 ((Generalized) logistic model)
Let ` ∈ L arbitrary and α ∈ (0, 1). Furthermore, we denote by H = {Ht}t≥0 a non-
decreasing strong IDT process associated with `, and by H(k) independent copies thereof,
k ∈ N. Let M be a positive random variable with Laplace transform E[exp(−xM)] =
exp(−xα), i.e. an α-stable random variable, independent of H. It is not difficult to
see that {HM t1/α}t≥0 is another non-decreasing strong IDT process, and its associated
stable tail dependence function is given by
`α(~t) = `
(
t
1/α
1 , t
1/α
2 , . . .
)α
, ~t = (t1, t2, . . .) ∈ [0,∞)N00,
satisfying `α ∈ L, since `α(1, 0, 0, . . .) = 1. With the constant cα := Γ(1− α)−1/α, a Le
Page series representation for this stochastic process is given by
{HM t1/α}t≥0 d=
{∑
k≥1
− log (F˜ (k)1+...+k
t
−
)}
t≥0
,
where F˜ (k) are independent copies of F˜t := exp(−Hcα t−1/α). We notice that each real-
ization of F˜ is an element of F (though not necessarily of F1), since
E
[ ∫ ∞
0
1− F˜t dt
]
=
∫ ∞
0
1− e−cα t−1/α dt = 1 <∞.
The canonical Le Page series representation is obtained when changing from F˜ to F ,
where Ft := F˜MF˜ t, and additionally changing measure like in Remark 2.4(f). As a
final remark, if ` = `Π, meaning Ht = t, then `α = `Fα ∈ ∂eL corresponds precisely
to the well known logistic model based on the Fre´chet distribution function Fα(x) =
exp(−cα x−1/α) ∈ F1.
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Example 2.7 (A convenient umbrella for many well known models)
As already highlighted in [11], some well known models correspond to extremal points
`F ∈ ∂eL, for instance the logistic model (see previous example) and the negative logistic
model. However, Example 2.5 shows that the popular Marshall-Olkin model, resp. the
infinite exchangeable subfamily thereof, is not an extremal element in general. With
the motivation to establish an analytically tractable umbrella for many well known
parametric models, in particular including both ∂eL and Example 2.5, a rich semi-
parametric specification for ` ∈ L can be constructed as follows. For F ∈ F1 the
function ΨF (z) :=
∫∞
0 1−F z(t) dt defines a Bernstein function with ΨF (1) = 1, see [11,
Lemma 3]. This implies that for arbitrary z ∈ (0,∞) the function Fz(x) := F (xΨF (z))z
lies again in F1. With a probability law ρ on (0,∞) we see `ρ,F :=
∫
(0,∞) `Fz ρ(dz) ∈ L.
Many parametric models from the literature are comprised by this construction. In
particular, the elements `F ∈ ∂eL correspond to ρ = δ1 by construction, and Example
2.5 corresponds to the special case when F (x) = exp(−1) + (1− exp(−1)) 1{x≥1} is held
fix, but ρ is varied, corresponding to the law of Θ.
Example 2.8 (Constructing ` via inclusion-exclusion)
Let `X ∈ L arbitrary and assume that ~X is min-stable multivariate exponential with
stable tail dependence function `X . Now consider ~Y with a spectral representation given
in terms of ~X, i.e. − log{P(~Y > ~t)} = E[maxk≥1{tkXk}]. Using the principle of inclusion
and exclusion it is not difficult to compute the stable tail dependence function `Y of ~Y ,
to wit
`Y (~t) =
d(~t)∑
k=1
(−1)k+1
∑
1≤i1<...<ik≤d(~t)
`X
( 1
ti1
, . . . ,
1
tik
, 0, 0, . . .
)−1
,
with d(~t) := max{n ∈ N : tn > 0} as in Example 2.5. In particular, if `X = `Fα with
Fα from Example 2.6 (logistic model), then `Y corresponds to a negative logistic model.
The mapping `X 7→ `Y on L seems to be “association-increasing”. For instance, we
observe that `
(2)
Y (1, 1) = 2− `(2)X (1, 1)−1 ≤ `(2)X (1, 1). Furthermore, maximal dependence
`X(~t) = `Y (~t) = maxk≥1{tk} is a fixpoint. It might potentially be interesting to study
the relationship between the spectral representations of `X and `Y .
3 Conclusion
It has been shown that the set L of infinite-dimensional, symmetric stable tail depen-
dence functions is a simplex. The boundary of the simplex and a respective boundary
integral representation for ` ∈ L has been derived in terms of a pair (b, µ) of a constant
b ∈ [0, 1] and a probability measure µ on the set of distribution functions of non-
negative random variables with unit mean. Equivalently, the pair (b, µ) was shown to
conveniently describe the probability law of a non-decreasing, right-continuous stochastic
process which is strongly infinitely divisible with respect to time, subject to a normal-
izing condition.
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