Existing tables of constant weight codes are mainly confined to codes of length n ≤ 28. This paper presents tables of codes of lengths 29 ≤ n ≤ 63. The motivation for creating these tables was their application to the generation of good sets of frequency hopping lists in radio networks. The complete generation of all relevant cases by a small number of algorithms is augmented in individual cases by miscellaneous constructions. These sometimes give a larger number of codewords than the algorithms.
Introduction
A (n, d, w) is the maximum possible number of binary vectors of length n, weight w and pairwise Hamming distance no less than d [10] . Such a set of vectors is known as a constant weight code and the vectors are referred to as codewords. Tables of constant weight codes are given in [6] for n ≤ 28. These tables are extended to n ≤ 65 and sometimes above in [13] , but the results are very sparse for larger values of n. Improved results for upper bounds are given in [2] and corresponding tables for n ≤ 28 can be found at [14] .
In this paper tables of constant weight codes are given for 29 ≤ n ≤ 63. The motivation for this work was the generation of frequency hopping lists for use in assignment problems in radio networks. Large distance between codewords gives smaller overlap between lists. This leads to fewer clashes on the same frequency and so less interference. Similarly, a larger number of codewords allows larger list re-use distances in the network and again leads to lower interference. More information on the work can be found in [12] and an evaluation of assignments of the lists generated can be found in [11] . The tables given here are significantly more complete than those given in [12] and include many improvements.
The restriction n ≤ 63 was selected as 63 is the maximum number of frequencies possible in GSM mobile telephone systems when frequency hopping is used. The range 3 ≤ w ≤ 8 was selected for the work described in [12] as lists of length 2 are known to give no advantages when hopping and the maximum gains from frequency diversity (mitigating frequency selective fading) and interference diversity (averaging interference to ensure that the error-control coding is effective) are achieved when w = 8. Disjoint lists lead to unsatisfactorily small list re-use distances, so the cases d = 2w − 2 (overlap 1), d = 2w − 4 (overlap 2) and d = 2w − 6 (overlap 3) were considered. However, the tables in [13] are complete for w = 3 and w = 4 when n ≤ 63, so the tables for these values (which were included in [12] ) will not be presented here.
Within these ranges it was required that a constant weight code could be generated with a large number of codewords (without necessarily achieving A(n, d, w)) in all cases, using either (i) one of only a small number of algorithms suitable for Engineering application (ii) individual mathematical constructions which give further increases in the number of codewords in specific cases. Thus the tables allow a general comparison of the merits of the chosen algorithms. They also demonstrate further improvements by detailed constructions in some individual cases.
Let(q 1 , q 2 , n 1 , n 2 , d) denote a mixed error-correcting code, of length n = n 1 + n 2 , where the first n 1 entries of any codeword take values from 0 to q 1 − 1, the next n 2 entries take values from 0 to q 2 − 1, and the minimal Hamming distance between different codewords is no less than d. In one of the construction methods in Section 2.2 the following simple result is used: 
Constructions
In this section the constructions used to create the tables are described:
Construction from permutation groups
This construction of codes from a permutation group G generated by a single permutation is taken from [6] . Initially all orbits of G are determined, starting from orbits of codewords of weight 1. Consider a complete set of binary vectors of length n and weight i, each of which is a lexicographically maximal representative of its orbit. Suppose also that these are arranged in decreasing lexicographic order. From each vector, new vectors of weight i + 1 are generated by converting a single 0 to a 1 in all possible ways. For each vector generated, determine whether it is lexicographically maximal over its orbit. If it is, record the vector, otherwise discard it. For t = w − d/2 + 1, a matrix B with columns indexed by orbits of weight w and with rows indexed by orbits of weight t can be formed. B specifies how often a representative vector of weight t is covered by the vectors in a given orbit of weight w. Orbits of weight w for which the corresponding row of B contains an entry greater than 1 can be discarded (as two elements of the constant weight code will have overlap greater than w − d/2).
The remaining orbits of weight w are represented by the vertices of a weighted graph, with the vertex labelled by the number of codewords in the set. Two vertices are joined if the pair does not conflict with the minimum distance condition. A maximum clique algorithm is then used to find the maximum weighted clique in this graph which, from the orbits represented by its vertices, gives the maximum constant weight code for this G.
Cyclic cases (with the permutation a cycle of length n), extended cyclic cases (with the permutation a cycle of length n − 1) and (for n = 2s) quasi-cyclic cases (with a permutation (1 2 . . . s)(s + 1 . . . 2s)) were considered. For 29 ≤ n ≤ 63 these provided a challenging set of computations. The maximum clique software used was based on the algorithm in [7] . The computation could fail for reasons of either memory or run time. In some cases (marked *) only an incomplete clique search was possible. Sometimes these incomplete searches gave new best results. A poor result from an incomplete search is a reflection of the infeasibility of the algorithm rather than its ineffectiveness. If the clique search will not terminate it is often useful to apply the maximum clique algorithm with several different orderings by vertex degrees. This sometimes leads to a larger clique being found quickly. Sometimes a clique of size 1 or 2 gives a good result and the maximum clique algorithm is unnecessary.
Cyclic cases are denoted CC in the tables; extended cyclic cases are denoted EC in the tables and quasi-cyclic cases are denoted QC in the tables.
Lexicographic search for mixed or non-binary codes
In this method parameters for a suitable non-binary or mixed code (so that n = n 1 q 1 or n = n 1 q 1 +n 2 q 2 ) are determined and a lexicographic search [9] for such a code is performed. The code found by the search which has the maximum number of codewords is then used in Proposition 1. Results are given in the columns marked NB − Mix. Constant weight codes constructed by this method cannot be expected to be particularly good; in just four cases this method gave the best result. However, the method is easily the fastest of those used (finding an example for every case 9 ≤ n ≤ 63 in a single run of under 24 hours on a 400MHz Pentium PC with 128Mb of memory). In the frequency hopping application it may prove useful that the 1's in the codewords constructed appear once in every q 1 or q 2 consecutive positions.
Binary lexicographic search
Several variations of binary lexicographic search [9] to the code if they satisfy the necessary distance condition. This search is usually faster than the permutation group construction, but may take over a day of computation in the largest cases. However, it always proved possible to complete both the forward and the reverse search. The better of the two results is given in the tables in the column marked B − Lex, and annotated (R) if it is obtained by reverse search.
Random search
If the run time for lexicographic search is unsatisfactory, codes can be constructed randomly. Words of weight w are chosen randomly and tested to see whether they meet the required distance condition with previously chosen codewords. If they do, they are added to the code. The ultimate number of codewords selected is smaller but more codewords can be obtained in a limited search. No results are presented as they are almost always much worse than binary lexicographic search.
Miscellaneous constructions
Miscellaneous constructions of four types were considered and lead to codes as follows:
• codes with 29 ≤ n ≤ 63 constructed by application of some method described in [6] ,
• other codes taken from [13] where a construction is given,
• other codes taken from the literature,
• codes constructed by the authors.
In all cases the method is indicated in the Key. All methods in [6] were considered when attempting to construct a new best code. Of course it was impossible to be comprehensive in selecting a permutation group or code to be the basis of some of these constructions.
A table of constant weight codes
The results are given in Tables 1-12 . The tables also display the Johnson upper bound [6] (in the column marked UB in the tables). The reader is referred to [2] for possible improvements to this bound. The best result is indicated in bold in the tables. The column NewBest indicates a new best result. The meaning of the annotations is given in the Key.
The tables show the relative merits of the general algorithms in terms of the number of codewords generated, with the permutation group construction being generally the best of the algorithms used, followed by binary lexicographic search. Non-binary or mixed lexicographic search is certainly the fastest method, but binary lexicographic search will generally be preferred if the permutation group construction is too slow. 
KEY
• A n -From a code above (or from [6] ) of length n.
• • C -Theorem 1 of [3] . • EH -Words of weight 5 in a translate of the (32, 26) Extended Hamming Code, using a vector of weight 1.
Comment. A(32, 4, 5) = 6293.
• Eq. x -Equation x of [6] .
• H n -Adding words to a code above (or from [6] ) of length n.
• M -Manual construction.
• NB -Construct the code realising A 5 (8, 7) = 10 [5] and apply Proposition 1.
Comment. A(40, 14, 8) = 44.
• P -Words of weight 6 in the Preparata code of length 64.
• R -Reverse binary lexicographic search.
• Th. y -Theorem y of [6] .
• • SS -A Steiner system.
• * -Clique search was incomplete. 
