Adaptive fast block-matching algorithm by switching search patterns for sequences with wide-range motion content by Huang,Shih-Yu et al.
IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 15, NO. 11, NOVEMBER 2005 1373
Adaptive Fast Block-Matching Algorithm by
Switching Search Patterns for Sequences
With Wide-Range Motion Content
Shih-Yu Huang, Chuan-Yu Cho, and Jia-Shung Wang
Abstract—Content with rapid, moderate, and slow motion is
frequently mixed together in real video sequences. Until now, no
fast block-matching algorithm (FBMA), including the well-known
three-step search (TSS), the block-based gradient descent search
(BBGDS), and the diamond search (DS), can efficiently remove
the temporal redundancy of sequences with wide range motion
content. This paper proposes an adaptive FBMA, called A-TDB,
to solve this problem. Based on the characteristics of a proposed
predicted profit list, the A-TDB can adaptively switch search pat-
terns among the TSS, DS, and BBGDS, according to the motion
content. Experimental results reveal that the A-TDB successfully
adopts the search patterns to remove the temporal redundancy of
sequences with slow, moderate and rapid motion content.
Index Terms—Block matching, motion compensation, motion es-
timation.
I. INTRODUCTION
V IDEO compression standards such as MPEG [1], [2]and H.263 [3] use the block-based motion compen-
sation technique to eliminate temporal redundancy. Several
block-matching algorithms were proposed and extensively
employed to reduce such temporal redundancy between frames
of each video sequence. Generally, the optimal (full search
block-matching) algorithm requires around 60%–80% of the
total computation in encoding and strongly effects the visual
performance at a given bit rate. Due to the huge demand of
computational requirement, several fast block-matching algo-
rithms (FBMAs) have been developed in past years, including
the three-step search (TSS) [4], the new three-step search
(NTSS) [5], the four-step search (FSS) [6], the block-based
gradient descent search (BBGDS) [7], the diamond search (DS)
[8], and the hexagon-based search (HEXBS) [9], etc.
In real video sequences, the motion of blocks is very likely
to be stationary or quasi-stationary. In [10], the distribution of
motion vectors (MVs) is analyzed by many well-known test se-
quences with different motion content. The distribution of MVs
has the following two center-biased characteristics. First, about
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40%–60% blocks are stationary, i.e., the corresponding MVs
are located at the search center. Second, more than 30%–40%
blocks can be regarded as quasi-stationary blocks, i.e., the corre-
sponding MVs are enclosed in a window of size 2 pixel around
the center.
The TSS utilizes a coarse-to-fine search strategy consisting
of three steps to reduce the computation. The NTSS uses the
center-biased distribution characteristics of MVs to improve the
performance of the TSS. The BBGDS simply uses a smaller
square pattern to fit the stated characteristics. Instead of the
square search patterns used by the TSS, NTSS, and BBGDS, the
DS and HEXBS apply a diamond-shaped pattern and hexagon-
shaped pattern, respectively, resulting in fewer checking points
with similar distortion performance.
The performance of FBMAs depends strongly on motion con-
tent. For example, the BBGDS is suited for slow-motion (sta-
tionary) blocks and the TSS is good for blocks with rapid mo-
tion content. For moderate and slow motion (quasi-stationary
and stationary) blocks, the FSS and DS perform better. The
NTSS can effectively solve blocks with both rapid and slow
motion. The details of the computational analysis of the above
FBMAs will be addressed in Section II. As stated above, no al-
gorithm is appropriate for video sequences with mixed rapid,
moderate, and slow motion content. Unfortunately, these three
motion contents are intermingled together in all real video se-
quences. Rather than using a fixed FBMA, an intelligent en-
coder should adopt adequate FBMAs according to the motion
content being processed. This paper focuses on this issue and de-
velops an adaptive FBMA, A-TDB, based on a predicted profit
list. According to the characteristics of the predicted profit list,
the A-TDB dynamically uses search patterns among the TSS,
DS, and BBGDS to remove the temporal redundancy of se-
quences. Experimental results indicate that our A-TDB outper-
forms standalone techniques for most of the test sequences.
The remainder of this paper is organized as follows. Sec-
tion II introduces the main features of the block-matching
algorithms and the conventional FBMAs including the TSS,
BBGDS, NTSS, DS, and FSS. Sections III and IV provide
the characteristics of the proposed predicted profit list and the
A-TDB algorithm, respectively. Section V presents experi-
mental results. Section VI draws some conclusions.
II. PRELIMINARIES
To estimate MVs using a BMA, an image is first divided
into blocks of pixels, where is usually set to 16. For
1051-8215/$20.00 © 2005 IEEE
1374 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 15, NO. 11, NOVEMBER 2005
simplicity, the blocks resulting from the partition of the cur-
rent frame and the previous frame are called the current and the
previous blocks, respectively. For each current block X, the al-
gorithm will find a representative block corresponding to it
within a search area surrounding the block in the previous frame
with the same spatial position as X. The search area usually ex-
tends pixels in both the horizontal and vertical directions. The
MV of X is then defined as the direction from the representative
block to it.
A. Full Search (FS)
The best representative of an input block X is searched for
by first computing the distortions between X and all checking
blocks (points) in the search area. In this paper, the mean square
error (MSE) is used to measure the distortion
MSE
(1)
The best representative is the checking point with minimum
distortion, MSE , where MSE is the
distortion between X and the checking point . To check a
point with the block size 16 16, the BMA requires 256 sub-
tractions, 256 multiplications, and 255 additions to calculate an
MSE. The number of checking points required for an FS, ,
is when the search area is limited within 7
pixels. As elsewhere in this paper, the computational power is
measured by checking points.
B. TSS
Fig. 1(a) provides an example of the TSS algorithm [4]. Ini-
tially, the step size of the search window is set to half of the
search area. Nine checking points are compared, including the
center point of the search window and eight checking points on
the boundaries of the search window. The search center is then
moved to the best matching point and the step size is reduced by
half in the subsequent step. The above process is repeated until
the step size is equal to zero. If we suppose that the search area
is limited within 7 pixels, then three repeated iterations are re-
quired. In each iteration, eight points are checked, except in the
beginning when nine points must be checked. Consequently, the
total number of checking points for a TSS, , is 25. Fig. 1(b)
shows the values of for all MVs in a search area with 7
pixels.
C. BBGDS
The BBGDS proposed by Liu [7] relies on the assumption of
center-based motion. Fig. 2 presents an example of the BBDGS.
A square 3 3 search window of nine points is first applied to
the center of the search area. The search center is then moved
toward the best matching point. If the best matching point is in
the corner, then five additional points should be checked. Three
points must be checked when the best matching point is the edge
point. The search is stopped when the center position of the 3
3 window is the position of the best matching point. The re-
quired checking points of a block for BBGDS are determined
Fig. 1. TSS. (a) Coding structure. (b) Minimum checking points required.
by the path from the initial search center to the best matching
point. In BBGDS, nine checking points are required for the ini-
tial search center. Then, three checking points are necessary if
the next best matching point is located on the edge, i.e., the path
has a movement on the horizontal or vertical direction. If the
path has a movement on the diagonal direction (the next best
matching point is located on the corner), five checking points are
required. Accordingly, the minimum computation of BBGDS
occurs on the path with minimum distance between the initial
search center and the final best matching point. Let be the
displacement between them, i.e., the MV. The minimum com-
putation of BBGDS with MV is
(2)
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Fig. 2. BBGDS. (a) Coding structure. (b) Minimum checking points required.
Fig. 2(b) shows the values of for all MVs in a search
area with 7 pixels. The zero MV yields the best performance;
nine points must be checked. The BBGDS performs worst when
the MVs are located at the corners of the search area with 7
pels, i.e., (7, 7), (7, 7), ( 7, 7), and ( 7, 7), requiring 44
checking points.
D. NTSS
Based on the observation that huge numbers of MVs are en-
closed in the center of the search window, additional checking
points and two half-stop conditions are employed in NTSS to
improve the performance of the TSS. Eight neighbors of MV(0,
0) are additionally checked in the first search step of NTSS,
as shown in Fig. 3(a). Three cases with different checking re-
sults are considered. If the current minimum is also MV(0, 0),
the algorithm stops; this is the condition of a first-step stop. If
the current minimum is one of the neighbors of the center, the
second search step only examines three or five checking points,
and then the algorithm stops; this is the second-step stop con-
dition of NTSS. Otherwise, the behaviors of the second search
step and the third search step of NTSS are similar to those of
Fig. 3. NTSS. (a) Coding structure. (b) Minimum checking points required.
TSS. Fig. 3(b) shows the values of , the minimum com-
putation of NTSS, for all MVs in a search area with 7 pixels.
E. DS
Another popular fast algorithm is the diamond search (DS)
[8]. Based on the observation that 50% 80% of the MVs are
enclosed in a circular area with a radius of 2 pels and cen-
tered on the position of zero motion [8], this algorithm employs
two patterns, the large diamond search pattern (LDSP) and the
small diamond search pattern (SDSP), as shown in Fig. 4(a).
The LDSP with nine checking points is first applied to perform
the coarse search. The search center is then moved to the present
best matching point. The next search pattern will be one of three
choices. When the current best matching point is located at the
corner, the LDSP with a further five points is used to perform
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Fig. 4. DS. (a) Coding structure. (b) Minimum checking points required.
the subsequent coarse search. The case for the edge point is sim-
ilar to the case described above, except that it involves three
checking points. However, the SDSP is selected for the fine
search when the closely matching point is the center point. Four
further points must be checked. The algorithm terminates when
the best match is detected by the fine search. The computation
performed by the DS is not fixed and depends on the position
of MVs. Similar to BBGDS, the required checking points of a
block for DS are also determined by the path from the initial
search center to the best matching point and the minimum com-
putation of DS occurs on the path with minimum distance be-
tween the initial search center and the final best matching point.
The minimum computation of DS with MV is
(3)
The values of for all MVs are shown in Fig. 4(b). The best
case involves for blocks with zero MV, 13 points required. The
worst case occurs when MV is located at (7, 7), (7, 7), ( 7,
7), or ( 7, 7). The total number of points checked is 34; one
initial LDSP with nine points, seven LDSPs with three points,
and one SDSP with four points are required. The DS is unsuited
to blocks with rapid motion content.
F. FSS
FSS is another fast algorithm proposed in [7]. The checking
points of each search step are also based on a search window.
Fig. 5(a) provides a demonstrative example of FSS. Initially, the
search center is located at MV(0, 0) and the step size is set to 2.
The first step of FSS examines nine checking points, and then
the search center is moved to the best-matching point for the
next step search. The step size and the checking points are varied
according to the searching results. If the current minimum cor-
responds to an edge point, the step size remains the same and
three additional points are checked, whereas if the current min-
imum corresponds to a corner point, the step size is set to 2 and
five additional checking points are required. If the current min-
imum is located at the center of the search window, the step size
is reduced to 1. The algorithm stops once the nine neighbors
have been examined. The minimum computation of FSS with
is
(4)
Fig. 5(b) shows the values of for all MVs in a search area
with 7 pixels. Similarly, the best case requiring 17 checking
points involves for blocks with zero MV and the worst case re-
quiring 32 checking points occurs when MVs are (7, 7), (7, 7),
( 7, 7), or ( 7, 7).
G. Analysis of Computational Complexity
Fig. 6(a) summarizes the minimum number of checking
points among the TSS, BBGDS, NTSS, DS, and FSS for all
MVs in a search area with 7 pixels. The corresponding algo-
rithms utilized are also given in Fig. 6(b). It demonstrates that
no existing fast algorithm can efficiently remove the temporal
redundancy of sequences with wide range motion content.
BBGDS is suited for slow-motion blocks when the length of
the MV is less than one. DS performs well for most mod-
erate-motion blocks when the length of the MV is 2, 3 and 4.
TSS is appropriate for rapid-motion blocks when the length of
an MV exceeds 4, i.e., 1/4 of the search range from 7 to 7.
Accordingly, an intelligent encoder should adaptively switch
search patterns according to the motion content and the TSS,
DS, and BBGDS are good choices for the rapid-, moderate-,
and slow-motion blocks, respectively.
III. PROPOSED PREDICTED PROFIT LIST
We first describe the idea of the predicted profit list in this
section, and the proposed approach is then presented in the next
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Fig. 5. FSS. (a) Coding structure. (b) Minimum checking points required.
section. Note that, for simplicity, we consider the video stream
coded with I- and P-pictures only. The estimation of MV is a
searching procedure that can locate the candidate block having
the minimum distortion within the search area. An initial
checking point is typically selected in the beginning; its MSE
calculated and taken as the initial value. The minimization
process aims to reduce this MSE value as much as possible by
considering another candidate one at a time. The improvement
in MSE on each candidate block can be viewed as a profit.
In general, MVs are commonly distributed around the search
center, which is the (0, 0) position. Thus, the MSE at (0, 0) is a
good initial MSE value. In the proposed design, the initial profit
for each candidate block is directly set with the MSE at (0, 0).
Fig. 6. Algorithm with minimum computation. (a) Checking point required.
(b) Search pattern utilized.
The so-called predicted profit list is a sorted list of these blocks
in descending order of profit. Fig. 7 shows an example with five
candidate blocks. The initial MSEs at the (0, 0) position for
these five blocks are 300, 500, 200, 400, and 100, respectively.
After sorting, the predicted profit list becomes , ,
, , and , as shown in Fig. 7.
The predicted profit list has some notable characteristics.
First, the distribution of the profits is not uniform. Most of
the profits are concentrated at the beginning. Fig. 8 plots the
cumulative distribution of the profits for the third frame in
football sequence. The first ten blocks totally have 20% amount
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Fig. 7. Example to illustrate the predicted profit list.
Fig. 8. Cumulative distribution of the profits in the third frame in football
sequence.
Fig. 9. Length distribution of the MVs in the third frame in the football
sequence.
Fig. 10. Cumulative distribution of the differences between the neighboring
MVs in the first 100 frames of the football sequence.
of profit and the first thirty blocks totally have the 60% profit.
This means more computation should be allocated to the blocks
at the beginning of the list to reduce the distortion efficiently.
The second characteristic is that the blocks in the predicted
profit list usually include several various motion contents. No
single FBMA can solve them perfectly. Fig. 9 presents an ex-
ample of the length distribution of the MVs for the third frame
in the football sequence. The predicted profit list can clearly be
divided into at least two parts—the rapid-motion content and
the slow-motion content. The TSS and DS are suited to the first
part but the BBGDS performs well at the second part.
Third, the MVs of the neighboring blocks in the predicted
profit list are strongly correlated. Fig. 10 plots the cumulative
distribution of the magnitude differences between the adjacent
MVs found by a full search in the order of the predicted profit
Fig. 11. MV distribution of the 34th frame in football sequence.
Fig. 12. Segments of the predicted profit list.
list. Over 85% of the magnitude differences of MVs are smaller
than three except in the football sequence. When the magni-
tude differences are increased to four, the cumulative percentage
reaches 79%. That is, the magnitude of the MVs between the
neighboring blocks in the predicted profit list is similar. The
presently employed FBMA is very likely to be reused in the
subsequent blocks when the images are coded in the order of
the profit list.
Fourth, the MV is very likely to be zero near the end of the
predicted profit list. Fig. 11 presents a demonstrative example
to this by plotting the MV distribution for the 34th frame in the
football sequence; MVs of the blocks from the 187th to the end
are all zero.
IV. A-TDB ALGORITHM
The A-TDB algorithm adaptively utilizes the candidate
blocks from three selected FBMAs: the TSS, DS, and BBGDS
to find the MVs of blocks with rapid-, moderate-, and slow-mo-
tion contents, respectively. After the predicted profit list is
created, when and how to employ the candidate blocks cor-
responding to the selected three FBMAs can be determined
as follows. Fig. 12 presents a predicted profit list that can be
virtually segmented into three zones—the initial zone, the
adaptive zone, and the cleanup zone. The initial zone is at the
top of a predicted profit list. According to the first characteristic
stated in the preceding section, this zone is critical to the final
MSE results. The second and third characteristics of the pre-
dicted profit list are such that it may be assembled by multiple
successive-motion content. Consequently, switching among
the TSS, DS, and BBGDS is performed in the adaptive zone.
The cleanup zone referred to the fourth characteristic, which
consists of the blocks with zero MVs. All blocks in this zone
should be skipped to save computation. Our A-TDB algorithm
then has three phases: the initialization phase, the adaptive
phase, and the cleanup phase. The three zones in a frame will
be automatically segmented after A-TDB is performed.
A. Initialization Phase of A-TDB
More computation should be performed in the initial zone to
reduce the distortion. The FS is effective but time-consuming.
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Fig. 13. Proposed initial search pattern.
The A-TDB introduces a fast search pattern for the initial zone,
shown in Fig. 13. The pattern is constructed from search pat-
terns of the TSS and the DS. The exterior TSS search pattern
is designed for the rapid motion content and the DS search pat-
tern is selected for moderate and slow content. The first step
includes 17 checking points. Compared to the TSS, the DS,
and the BBGDS, the employed search pattern takes eight extra
checking points. If the obtained minimum MSE is located at
the points of the exterior TSS pattern, the search is finished just
as the TSS did. If the obtained minimum MSE is inside the DS
search pattern, the searches are performed by the way of the DS.
The other objective of this phase is to determine the initial
rate of motion in the adaptive zone. No information is known in
advance, so the adaptive zone can begin with rapid-, moderate-,
or slow-motion content. The determination of the initial rate of
motion of the adaptive zone is based on the MVs obtained in the
initialization phase. If successive blocks have rapid-motion
content, the initial rate of motion is set to high. Similarly, the
initial rate of motion is set to moderate or low when there are
successive blocks with moderate- or slow-motion content.
The block is classified as having rapid-motion content when the
length of an MV exceeds 1/4 of the search range. If the length
of the MV is less than one, then the block is classified as having
slow motion. Otherwise, the block is classified as having mod-
erate motion. When the initial rate of motion is determined, the
A-TDB launches the adaptation phase by applying the search
algorithms of the TSS, the DS, and the BBGDS for rapid, mod-
erate, and slow rates of motion, respectively.
B. Adaptive Phase of A-TDB
The adaptive phase shown in Fig. 14 can be viewed as a fi-
nite state machine with three states— , , and .
The search algorithms used in states , , and
are the TSS, the DS, and the BBGDS, respectively. The MVs
of neighboring blocks in the predicted profit list are strongly
correlated according to the stated characteristics above. The se-
lected search algorithm can be repeatedly used until the rate
Fig. 14. State diagram of the adaptive phase.
of motion changes. The rate can be changed in any block in
the adaptive zone, so the rate of motion must be monitored
and then the search algorithm switched adaptively to the appro-
priate one. The states are switched when the number of suc-
cessively cumulated blocks with a particular rate of motion ex-
ceeds a threshold . For the rapid, moderate and slow mo-
tion rates, the number of successively accumulated number of
blocks is recorded in , , and , respec-
tively. Moreover, the same threshold is set for all of the three
states because the probability that the image frame have a rapid,
moderate or slow motion content is assumed to be equal. The
state machine switches to , , and for the con-
ditions , , and ,
respectively.
C. Cleanup Phase of A-TDB
The cleanup phase designed for the cleanup zone will skip
the remaining blocks in the profit list. A-TDB changes to
the cleanup phase when the predicted profits of the blocks
are smaller than a predefined threshold or the MVs found
are consecutive zero. The threshold could also be used in
other FBMAs. However, these FBMAs cannot easily apply
the checking of the consecutive zero MVs, fortunately; the
predicted profit list can gather most of the zero MV blocks in
the cleanup zone, such that the amount of computation can be
reduced further. When the number of consecutive zero MVs
are presented, A-TDB stops.
D. Storage and Computation Requirements of A-TDB
Unlike conventional FBMAs, A-TDB has two types of over-
head—storage and computation. The storage overhead results
from the memory reserved for predicted profits and states of the
adaptive phase. For image frames in SIF format/352 240, only
330 integers are required to specify predicted profits when the
block size is set to 16 16. Only three integers are necessary for
, , and to record the states. The com-
putational overhead of A-TDB consists of two parts—that as-
sociated with building a predicted profit list and that associated
with controlling the state switching in the adaptive phase. In the
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Fig. 15. First frame of test sequences. (a) Football. (b) flower garden. (c) mobile and calendar. (d) table tennis. (e) foreman. (f) mother and daughter.
first part, the (0, 0) MSE must be calculated and then sorted to
form the list. Because the calculation of (0, 0) MSEs is a part of
estimating motion, the corresponding computation should not
be included in the overhead. In this paper, a linear time sorting,
named counting sort [11], is used to sort 330 number of profits.
It requires 660 increments/decrements and 329 additions. In the
second part, one memory fetch is required to obtain the cor-
responding state, , , or . One addition
and one comparison are then required to increase the value and
to compare the result with to determine whether the state
has changed. The above overhead, including the storage and
the computation, is substantially smaller than that of the whole
block matching process.
V. EXPERIMENTAL RESULTS
The test sequences used in the experimental results are
two QCIF videos (300 frames of foreman, and mother and
daughter sequences) and four SIF videos (100 frames each of
football, flower garden, table tennis, and mobile and calendar
sequences). Fig. 15 shows the first frames of the test sequences
and Fig. 16 depicts the magnitude distributions of MVs. The se-
quences have been selected to include different motion content
from rapid, as in football, to slow, as in mother and daughter.
The search window is limited within 7 and 15 pixels for
QCIF and SIF videos, respectively; the block size is fixed to
16 16; only I- and P-pictures are used; the coded quality of
motion-compensated videos is measured by the MSE, where a
lower MSE indicates a smaller prediction error.
First, we discuss the effect of thresholds , , and on
the A-TDB algorithm. Because there are three variables to be
analyzed, and are first fixed to 2 and 10, respectively.
Fig. 17(a) shows the quality results of A-TDB as a function of
ranging from 1 to 20, where the MSE values are normal-
ized to the smallest one for every sequence. The MSE values
are almost equal regardless of the value of for all test videos.
Fig. 17(b) shows the computation results of the A-TDB algo-
rithm as a function of , where the number of checking points
are also normalized to the smallest one for every sequence. In
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Fig. 16. Magnitude distributions of MVs, where the motion activity is the
summation of absolute x-values and y-values of all MVs per frame. (a) SIF
videos. (b) QCIF videos.
general, the larger employed, the larger extra checking points
required, but all are limited below 0.3%. The simulation results
indicate that the value of threshold on the A-TDB algorithm
is negligible.
To analyze the effect of , we fixed and as 2 and 10
in the following simulations. Fig. 18 shows the results of the
quality and computation of the A-TDB algorithm as a function
of ranging from 1 to 20. Similar to the results for , in over
90% of tested cases the MSE values are almost independent of
the value of . The maximum MSE degradation is 3.23% oc-
curred in the football sequence when . Actually, the value
of determines the sensitivity of the state-transition mecha-
nism in the adaptive phase of the A-TDB: a small switches
the state quickly, and vice versa for a large . Thus, is
inappropriate for A-TDB. From the viewpoint of quality degra-
dation, is suitable since the corresponding MSE degra-
dation for all test cases is below 3%. However, a larger is
unsuitable for A-TDB from the viewpoint of computation be-
cause they require more extra checking points. The values 2, 3,
and 4 are good choices for since the extra computation is
limited by 10%.
We now discuss the influence of employed by A-TDB.
Fig. 19 gives the results of the quality and computation of
A-TDB as a function of ranging from 1 to 30 when and
are initially set as 2 and 2, respectively. In general, the larger
Fig. 17. Results of A-TDB as a function ofT underT = 2, andT = 10. (a)
MSE values, normalized to the smallest one for every sequence. (b) Checking
points, normalized to the smallest one for every sequence.
employed, the lower MSE degradation obtained, but the
larger extra checking points required. All MSE degradation is
approximated to be zero when . Therefore, , , and
are set to 2, 2, and 10 in the following illustration.
A. Comparison of Performance Among FBMAs
Table I summarizes results of the average MSE per pixel, av-
erage number of checking points per block, and relative CPU
running time for all of the FBMAs considered in this paper. In
general, the quality obtained by the A-TDB is the best among
FBMAs for all of the sequences except flower garden and mo-
bile and calendar, for which DS yields the best results. In fact,
the difference between the MSE of A-TDB and that of DS is
very small. Most of the motion in the sequence derives from the
panning of a camera. The global motion is equally distributed in
the blocks. In fact, most blocks also worked in the state in
the A-TDB. The difference was governed by the initial search
pattern to determine the initial motion rate. The next subsection
details the behavior of the A-TDB for test sequences.
A scheme named A-TD is also implemented for comparison,
whose behavior is similar to the proposed A-TDB except that
the slow motion blocks are also coded by the DS instead of
the BBGDS. About the same MSE-CPU time performance is
obtained in football, flower garden, and table tennis sequences
when A-TDB is compared with A-TD, whereas A-TDB is
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Fig. 18. Results of A-TDB as a function ofT underT = 2, andT = 10. (a)
MSE values, normalized to the smallest one for every sequence. (b) Checking
points, normalized to the smallest one for every sequence.
better than A-TD in mobile and calendar, foreman, and mother
and daughter sequences since they include a lot of slow motion
blocks, suited for the BBGDS. Additional 0.5–1.5 checking
points are required for the A-TD to achieve the same MSE
value.
A computation-distortion (CD) plot depicted in Fig. 20 is
utilized to assess further the CD performance among FBMAs,
where the axis is the average MSE per pixel and the axis
is the average number of checking points per block. The CD
performance of the A-TDB outperforms the others among these
sequences.
B. Detailed Behavior of A-TDB
The detailed behavior of the A-TDB is analyzed as the av-
erage percentage of blocks classified into various zones from
the perspective of the predicted profit list. Table II gives the
corresponding results. The first 48 frames of football sequence
yield 2.26% blocks in the initial zone. These frames have a wide
range of motion content so the blocks of each frame can be
clearly divided into three sets of motion contents, corresponding
to the three states, the , , and , in the adaptive
zone. The average percentages of blocks in the , and
are 0.29%, 45.80%, and 20.20%, respectively. As men-
tioned in Section III, the motion follows a trend from rapid to
Fig. 19. Results of A-TDB as a function of T under T = 2, and T = 2. (a)
MSE values, normalized to the smallest one for every sequence. (b) Checking
points, normalized to the smallest one for every sequence.
slow. The order of the states is also , , and
in the adaptive zone. The cleanup zone is finally located at the
tail of the predicted profit list in an average of 31.45% blocks.
Fig. 21(a) shows the behavior of the A-TDB in the 34th frame,
as an example to demonstrate the above phenomenon.
After the 48th frame in football sequence, the A-TDB directly
switches into the moderate state of the adaptive phase after
1.39% blocks in the initial zone since the motion activity be-
comes slower. No blocks are in the state, and the average
percentages of blocks in the and states are 50.12%
and 22.33%, respectively. Fig. 21(b) details the behavior of the
A-TDB in the 76th frame. The and states alternate
when the MV is located between 1 and 2 search range. In
fact, both the DS and BBGDS are good for slow motion content,
such that the A-TDB can still perform well. Notably, the length
of the initial zone is variable according to the motion activity.
The initial zone has 2.26% blocks and 1.39% blocks in the first
48 frames and the rest frames of football sequence because the
motion activity of the first frames is greater than that of the last
frames.
In flower garden sequence, the A-TDB quickly switches into
the adaptive phase. Only 1.16% blocks are classified in the
initial zone. As stated in the above subsection, the motion in
flower garden sequence is associated with the camera, causing
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TABLE I
PERFORMANCE COMPARISON AMONG FBMAS. (a) AVERAGE MSE PER PIXEL. (b) AVERAGE NUMBER OF CHECKING POINTS PER BLOCK. (c)
CPU RUNNING TIME (RELATIVE VALUE)
Fig. 20. CD plot among FBMAs.
all blocks to have similar MVs. The remaining blocks are all
classified into the adaptive zone and no block is in the cleanup
zone. The motion activity of the camera is not fast, so no blocks
are grouped in the state. The A-TDB switches between
the and states. The corresponding average per-
centage of blocks is 84.21% and 14.63%, respectively.
Mobile and calendar sequence is almost stationary because
the motion is due only to the small panning of the camera (global
motion) and a moving train. Thus, the BBGDS would be good
for this sequence. In fact, the A-TDB yields the same results.
After 0.92% blocks in the initial phase, the A-TDB changes to
the state with 94.52% blocks in the adaptive phase.
The motion activity in table tennis sequence has two
sources—the ball with rapid motion and the man with moderate
motion. The results associated with the sequence are quite
similar to those associated with football sequence. The A-TDB
switches into the state in the adaptive phase after 1.54%
blocks in the initial phase. The percentages of blocks grouped
TABLE II
AVERAGE PERCENTAGE OF BLOCKS CLASSIFIED INTO DIFFERENT ZONES
in the , , and states are 1.18%, 43.91% and
6.87%, respectively. About half of the blocks of table tennis
sequence belong to the cleanup phase because the sequence has
many background blocks.
The motion activity in mother and daughter sequence is
smallest among test sequences. In the initialization phase,
3.19% blocks were processed. A-TDB changes to the
state, where 18.63% blocks are in the adaptive phase. And
about 75.5% blocks belong to the cleanup phase because most
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Fig. 21. Average number of blocks classified into different zones. (a) The 34th
frame of the football sequence. (b) The 76th frame of the football sequence.
of blocks are background in this sequence. In foreman se-
quence, 4.96% blocks are classified in the initial zone; 6.49%,
22.81%, and 39.26% blocks are processed in the , ,
and states, respectively; 26.49% blocks belong to the
cleanup phase.
VI. CONCLUSION
Instead of using a fixed FBMA, an intelligent encoder should
employ search patterns that are appropriate to the motion con-
tent. This paper discussed the characteristics of search patterns
and motion content, based on a proposed predicted profit list.
According to these characteristics, an intelligent A-TDB was
presented to determine the MVs of sequences with a wide range
of motion content. The simulation experiments demonstrated
that the proposed A-TDB greatly outperforms the conventional
TSS, DS, and BBGDS. The A-TDB algorithm is an efficient al-
ternative among the existing block matching algorithms.
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