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FINITENESS OF ASSOCIATED PRIMES OF LOCAL COHOMOLOGY
MODULES OVER STANLEY-REISNER RINGS
ROBERTO BARERRA, JEFFREY MADSEN, AND ASHLEY K. WHEELER
Abstract. Local cohomology modules, even over a Noetherian ring R, are typically un-
wieldy. As such, it is of interest whether or not they have finitely many associated primes.
We prove the affirmative in the case where R is a Stanley-Reisner ring over a field and its
associated simplicial complex is a T -space.
1. Introduction
All rings, unless otherwise stated, are commutative, Noetherian, and with 1. Let R denote
a K-algebra, where K is a field. Let I ⊂ R denote an ideal and M an R-module. We use
the symbol HjI (M), often suppressing the parentheses, to denote the jth local cohomology
module over M with support in I. Local cohomology modules are generally not Noether-
ian – even over a Noetherian ring – and so they are not well-understood. Finiteness of
associated primes of local cohomology modules simplifies computations of invariants such as
cohomological dimension of the Zariski space Spec(R). In this paper, we prove that when R
is a Stanley-Reisner ring over K and its associated simplicial complex is a T -space, the set
AssR(H
j
IR) of associated primes of H
j
I (R) is finite.
1.1. What is known. C. Huneke [9] first asked about finiteness of associated primes of
local cohomology modules in the 1990s; around the time he and R. Sharp [10] had affirmed
it for M = R, a regular ring in characteristic p > 0. In 1993, G. Lyubeznik [13] proved
if R is regular containing a field of characteristic 0 then for any maximal ideal m of R,
the number of associated primes for HjI (R) that are contained in m is finite. In contrast
to Frobenius methods used in characteristic p, Lyubeznik used the then-burgeoning theory
of D-modules. Using the theory of F -modules, Lyubeznik [14] extended the characteristic
p results by removing the local hypothesis. In an attempt to reconcile the F -module and
D-module methods, Lyubeznik [16] also proved HjI (R) has finitely many associated primes
when R is a regular local unramified ring in mixed characteristic. Meanwhile, he was able
to give an almost characteristic free proof [15] for regular rings containing a field. In 2011
he gave a characteristic-free proof of a result in the theory of D-modules that reestablished
the affirmative for the case of a polynomial ring over a field [17], characteristic-freely.
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1.1.1. Counterexamples. A. Singh [21] showed |AssR(H3IR| <∞ whenR = Z[u, v, w, x, y, z]/(ux+
vy + wz) and I = (x, y, z)R. M. Katzman [12] showed the set of associated primes for
H2(x,y)(R) is finite for R = K[s, t, u, v, x, y]/(su
2x2 − (s + t)uxvy + tv2y2), where K is any
field. Singh and I. Swanson [22] generalized Katzman’s results with examples of normal
hypersurfaces whose local cohomology modules have infinitely many associated primes.
1.1.2. Recent results. The problem remains an active direction of research as only a few other,
very special, affirmative cases are known. H. Robbins [20] answered Huneke’s question in
the affirmative for M = R, a polynomial ring or a power series ring over a two- or three-
dimensional normal domain with an isolated singularity, finitely generated over a field of
characteristic 0; B. Bhatt, et al. [3] proved it when M = R is a smooth Z-algebra; S.
Takagi and R. Takashashi [23] proved it for M = R Gorenstein of finite F -representation
type; T. Marley [18] proved the affirmative for dimR ≤ 3, dimR = 4 when R is regular
on the punctured spectrum, and dimR = 5 when R is an unramified regular local ring and
M is finitely-generated and torsion-free; Marley and J. Vassilev [19] proved AssR(H
j
IM) is
finite when R is a regular local ring and dimM ≤ 3, dimR ≤ 4, dimM/IM ≤ 2 and M
satisfies Serre’s condition SdimM−3, or dimR/I = 3, AnnRM = 0, R is unramified, and M
is SdimM−3; M. Brodmann and L. Faghani [5] showed AssR(H
j
IM) is finite if M is finitely
generated and AssR(H
1
IM), . . . ,AssR(H
j−1
I M) are all finite; M. Hellus [8] proved the result
when M = R is local Cohen-Macaulay and either AssR(H
3
(x,y)R) is finite for every x, y ∈ R
or Ass(H3(x1,x2,y)R) is finite for x1, x2 ∈ R a regular sequence and y ∈ R.
1.2. Our results. We use arguments from Lyubeznik [15, 17] to show the set of associated
primes of local cohomology modules over a Stanley-Reisner ring R = K[∆] (see Section 2.1
for the notion of a Stanley-Reisner ring) is finite, provided the associated simplicial complex
∆ is a T -space. A simplicial complex ∆ is a T -space means either its face ideal is trivial or
for all pairs of faces F,G ∈ ∆ with G ( F , there exists a facet H ⊂ ∆ such that F ⊆ H but
G 6⊆ H. If ∆ is a T -space then we also say the Stanley-Reisner ring R = K[∆] is a T -space.
Theorem (cf. Corollary 3.12). Suppose R = K[∆] is a T -space. Let I ⊂ R denote an ideal.
Then all local cohomology modules HjI (R) have finitely many associated primes.
We follow a standard approach to proving finiteness of associated primes. Given an R-
module, M , and a filtration [0 = M0 ⊂ M1 ⊂ · · · ⊂ Ml = M ], such that each of the
factors Mj/Mj−1 has finitely many associated primes; as long as M has finite length we get
the result |AssRM | <∞ by the containment
Ass(M) ⊂
⋃
j
Ass(Mj/Mj−1).
Unfortunately, as mentioned before, it is not at all clear whether a local cohomology module
has finite length! Lyubeznik’s strategy in [13] uses a filtration in the appropriate R-algebra,
namely the ring of K-linear differential operators of R, denoted D = DR = D(R;K) (see Sec-
tion 2.2.1). Lyubeznik shows that local cohomology modules belong to the class of holonomic
D-modules, and hence, have finite D-length. The key to our result is that the combinatorial
construction of a T -space allows one to write down explicitly its ring of differential opera-
tors. We then broaden Lyubeznik’s redefinition [17, Corollary 3.6] of V. Bavula’s notion of
holonomicity [1] to include T -spaces.
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Theorem (cf. Theorem 3.1). Suppose R = K[∆] is a T -space. Then D = D(R;K) is
generated as an R-algebra by elements of the form x∂t, where x is one of the indeterminates
in R enumerating the vertices of the complex ∆, ∂t denotes the divided power 1
t!
∂
∂x
(see
Example 2.7), and t ∈ Z≥0.
Theorem (cf. Theorem 3.9). Every holonomic D-module, where holonomic is in the sense
of Definition 3.5, has finite D-length.
Theorem. Suppose R = K[∆] is a T -space. Then:
(a) (cf. Theorem 3.10) R is a holonomic D-module.
(b) (cf. Theorem 3.11) The localized ring Rf is a holonomic D-module, for any f ∈ R.
1.3. Notation, conventions, outline. When the context is clear D = D(R;K) will de-
note the ring differential operators over R. Denote the polynomial ring in n variables over
K by S = K[x1, . . . , xn]. K[∆] = S/I∆ will denote a Stanley-Reisner ring with associ-
ated simplicial complex ∆ on vertices labelled by the variables x1, . . . , xn. For the sake
of readibility, we may suppress indices in the indeterminates, for example writing xa to
denote the arbitrary variable xi raised to the aith power. We use multi-index notation
xa∂t = xa11 . . . x
an
n ∂
t1
1 . . . ∂
tn
n where ∂
ti
i =
1
ti!
∂
ti
i
∂x
ti
i
and again we may suppress indices when
context is clear, writing x∂t = xi∂
ti
i .
The rest of the paper is structured as follows. Section 2 consists entirely of preliminaries
about local cohomology, D-modules, and Stanley-Reisner rings. In Section 3 we describe
the D-module structure of a Stanley-Reisner ring R whose associated simplicial complex is
a T -space, then we prove that for any f ∈ R, Rf is holonomic.
2. Preliminaries
In this section, with the exception of Theorem 2.1 we let K denote a domain.
2.1. Stanley-Reisner rings. Details surrounding many of the statements in this section
can be found in Chapter 5 of [7]. Let S = K[x1, . . . , xn] denote a polynomial ring over
a domain K, and let ∆ denote a simplicial complex on the vertex set, V , labeled by the
indeterminates x1, . . . , xn; that is, ∆ is a subset of the power set 2
V , and if F ∈ ∆ then so
is every subset of F (such is referred to as a slack simplicial complex in [6]). The Stanley-
Reisner ideal, or face ideal, of ∆ over K is the ideal in S given by
I∆ := (xi1 · · ·xis | {xi1 , . . . , xis} /∈ ∆).
The Stanley-Reisner ring of ∆ over K is the quotient ring K[∆] := S/I∆. Without loss of
generality we shall assert all singletons {xi} belong to ∆, or else omit the missing, or slack,
vertices and work over the resulting subcomplex which we denote by ∆˜. If xi1 , . . . , xis are
the slack vertices we have
I∆ = (xi1 , . . . xis) + I∆˜S.
Sets in ∆ are called faces. Maximal faces with respect to inclusion in ∆ are called facets.
Each face F = {xi1 , . . . , xis} corresponds to a monomial µ = xi1 · · ·xis ∈ S and we write
F = Fµ. Likewise, every square-free monic monomial µ /∈ I∆ corresponds to a face Fµ ∈ ∆.
Given a vector t = (t1, . . . , tn) ∈ Nn, we say the support of t is the set
supp(t) := {xi1 , . . . , xis | tj 6= 0 if and only if j = i1, . . . , is}.
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Figure 1. T -space in Example 2.2.
Figure 2. This graph (see Example 2.4) is not a T -space.
Theorem 2.1 (cf. [7, Theorem 5.1.4]). Suppose R = K[∆] is a Stanley-Reisner ring over a
field K. Then the minimal primes of the face ideal I∆ are in bijection with the facets of ∆.
That is, if P = (xi1 , . . . , xis) is a minimal prime of I∆ then the corresponding facet F = FP
is given by the complementary vertices F = {xj | j 6= i1, . . . , is}; and if F = {xi1 , . . . , xis}
is a facet in ∆ then P = PF is the minimal prime given by the complementary variables
P = (xj | j 6= i1, . . . is).
A Stanley-Reisner ring R = K[∆] is a homogeneous K-algebra and so has a Hilbert
function H(R, j) := dimK Rj, the length as a K-module of the jth graded component of R.
The Hilbert function of a Stanley-Reisner ring actually coincides with the Hilbert polynomial
for j > 0 (cf. [7, Theorem 5.1.7]).
Example 2.2 (Tripp; cf. [25, Section 6]). Let ∆ denote the complex in Figure 1, whose
facets are given by {x, y}, {x, z}, {y, z}, {w} ⊂ V = {x, y, z, w}; i.e., the union of w with the
boundary of the 2-simplex spanned by x, y, z. Then we have
∆ = {{x, y}, {x, z}, {y, z}, {w}, {x}, {y}, {z}, ∅} and I∆ = (xw, yw, zw, xyz).
The minimal primes for R = K[∆] are complementary to the facets:
I∆ = (x,w) ∩ (y, w) ∩ (z, w) ∩ (x, y, z).
A face F ∈ ∆ may be separated from another face G ∈ ∆ means there exists a facet
containing F but not containing G. We remark that the containment is not necessarily
strict. A complex ∆ is a T -space means for every face F ∈ ∆, if G ∈ ∆ is not contained
in F , then F can be separated from G. In Example 2.2, one can directly check that ∆ is a
T -space.
Proposition 2.3 (cf. [25, 5.3 Lemma [sic]]). Suppose ∆ is a simplicial complex, and its face
ideal I∆ ⊂ S is non-trivial. Then ∆ is a T -space if and only if F may be separated from {v}
for all faces F ∈ ∆ and vertices v /∈ F .
Example 2.4 (cf. [25, Section 6]). The complex in Figure 2, given by facets {x, y} and
{z, w}, is not a T -space. The reason is that {x} and {y} cannot be separated from one
another and nor can {z} and {w}.
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In fact, if ∆ is a graph (i.e., no facets have dimension more than 1) then it is a T -space if
and only if none of its vertices have degree 1. To see why, first suppose ∆ has a vertex v of
degree 1. Then the unique facet H containing v is an edge. If w denotes the vertex adjacent
to v then {v} ∩ {w} = ∅ but w ∈ H. Thus {v} cannot be separated from {w}. On the
other hand, suppose v ∈ ∆ and no vertices in ∆ have degree 1. We may assert no vertex has
degree 0, either, since such a vertex can be separated from any other. Thus all facets in ∆
are edges, while the degree condition ensures every vertex is contained in at least two facets.
The only way two vertices will share more than one edge, meaning they are contained in at
least two common facets, is if ∆ is a multigraph. However, that cannot happen since ∆ is a
simplicial complex.
Example 2.5. The link of a face F ∈ ∆ is the set
link∆(F ) := {G ∈ ∆ | F ∪G ∈ ∆, F ∩G = ∅} .
Using Proposition 2.3, it is clear that if ∆ is a T -space then so is link∆ F for any face F ∈ ∆.
2.2. Local cohomology and D-modules. Let I be an ideal of a Noetherian ring R and
let M be an R-module, which may or may not be Noetherian. The jth local cohomology
module over M with support in I is defined as the following direct limit of Ext modules,
HjI (M) := lim−→
t
ExtjR(R/I
t,M).
It is the right derived functor of H0I (?), where H
0
I (M) := ∪t AnnM I t = {u ∈ M | uI t =
0} = lim−→t HomR(R/I
t,M), the global sections of the sheaf M˜ with support on the closed
subscheme SpecR/I ⊂ SpecR.
Suppose f1, . . . , fs ∈ R and rad I = rad(f1, . . . , fs)R. In practice, we compute local
cohomology by using the direct limit of the Kozsul complexes Ki(f t1, . . . , f ts;M), which is the
C˘ech complex:
(1) 0→M →
⊕
i
Mfi →
⊕
i<j
Mfifj → · · · →Mf1···fs → 0.
The local cohomology modules are the cohomology modules of the C˘ech complex.
2.2.1. The Ring of Differential Operators. One can read more about what follows in any
of [11, 15, 24]. Let K denote a domain and let R denote a K-algebra of finite type. The
K-linear differential operators on R of order 0 are the multiplication maps R
·r−→ R for
r ∈ R. For a positive integer t, a K-linear differential operator on R of order ≤ t is a
K-linear map δ : R→ R such that for any r ∈ R, as an operator of order 0, the commutator
[δ, r] = δr − rδ (= δ ◦ r − r ◦ δ) is a K-linear operator of order ≤ t − 1. For example, the
module DerK(R,R) of K-derivations on R is D
1(R;K), also the R-dual of the module ΩR/K
of Ka¨hler differentials.
The union of K-linear differential operators of all orders is known as the ring of differ-
ential operators on R, D(R;K), which we denote D, or DR, if more clarity is necessary.
The multiplication operation in D is composition. The R-modules Dt(R;K), given by the
operators of order ≤ t, give D a graded structure; identifying elements in R with themselves
as operators in D0(R;K) makes D into an R-algebra.
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Example 2.6. Let K = C, the field of complex numbers, and let R = C[x] denote the
polynomial ring in one variable. The usual differential operator δ = ∂
∂x
is a C-derivation on
R, and
D(C[x];C) =
C〈x, ∂
∂x
〉(
∂
∂x
· x− x · ∂
∂x
− 1)C〈x, ∂
∂x
〉 .
Example 2.7. More generally, let R = S = K[x1, . . . , xn], the polynomial ring. If K is a
field of characteristic 0 then D is the first Weyl algebra. If K is a field of characteristic p > 0
then D is strictly larger than the Weyl algebra, as it includes the divided powers 1
p!
∂p
∂xpi
. For
any characteristic of K and t ≥ 0, we write ∂ti to denote the K[x1, . . . , xˆi, . . . , xn]-linear map
(the hat connotes omission of the variable xi)
1
t!
∂t
∂xti
: S → S
xvi 7→
(
v
t
)
xv−ti .
Example 2.8. If R = S/J for some ideal J ⊂ S and K is a field then
DR ∼= {δ ∈ DS | δ(J) ⊂ J}
JDS
.
The set I(J) := {δ ∈ DS | δ(J) ⊂ J} is called the idealizer of J .
Note, D is generally non-commutative. We say “D-module” to mean a left D-module.
2.2.2. Localization. Let K denote a domain and R a K-algebra of finite type. Let C(R)
denote the smallest subcategory of D-modules containing all modules of the form Rf , with
f ∈ R, that is closed under formation of subobjects, quotient objects, and extensions. Let
C0(R) ⊂ C(R) denote the full subcategory whose objects are the modules Rf , for any f ∈ R.
For integers s > 0, let Cs(R) denote the subobjects, quotient objects, and extensions of the
objects in Cs−1(R). Then C(R) is the directed union of the subcategories Cs(R). The
following is in [15], but in the case where R is regular.
Proposition 2.9 (cf. [15, Lemma 5]). Suppose M ∈ C(R). Then:
(a) Mf ∈ C(R), for all f ∈ R.
(b) HjI (M) ∈ C(R), for any ideal I ⊂ R and j ≥ 0.
Proof. There exists some s such that M ∈ Cs(R). If s = 0, then there exists g ∈ R where
M = Rg and so Mf = Rgf ∈ C0(R). If s > 0 then M is a subobject, quotient object, or
extension of a module or modules in Cs−1(R). In the case M is a subobject or quotient
object of a module M ′ ∈ Cs−1(R), Mf is respectively a subobject or quotient object of M ′f .
By induction on s, M ′f ∈ Cs−1(R), so Mf ∈ Cs(R). In the case where M is an extension of
objects M ′,M ′′ ∈ Cs−1(R), Mf is an extension of M ′f and M ′′f , which again are in Cs−1(R)
by induction, and so Mf ∈ Cs(R), thereby proving (a).
To prove (b) it suffices to show we have either HjI (M) ∈ C(R), or else the kernel, image,
or cokernel of a map from the long exact sequence of D-modules
0→ H0I′(M)→ H0I′′(M)→ H0I (M)→ H1I′(M)→ H1I′′(M)→ H1I (M)→ · · ·
where I ′′ ⊂ I ′ are ideals in R, is in C(R).
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By construction C(R) is closed under formation of subobjects, quotient objects, and exten-
sions so in fact it suffices to only prove the statement for HjI (M). Write I = (f1, . . . , fs); the
local cohomology modules HjI (M) are the cohomology modules of the C˘ech complex Equa-
tion 1, whose terms are, by hypothesis, in C(R). Therefore so are the modules HjI (M). 
Corollary 2.10 (cf. [15, Corollaries 6-7]). Suppose Rf has finite length in the category of
D-modules, for all f ∈ R, and suppose M ∈ C(R). Then:
(a) M has finite D-length.
(b) M has finitely many associated primes.
Proof. By construction of C(R) there exists s such that M ∈ Cs(R). We use induction to
prove (a); if s = 0, then M = Rf and the hypothesis is the conclusion. If s > 0 then
there are two situations to check. In the case M is a subobject or quotient of an object
M ′ ∈ Cs−1(R), its length is clearly bounded by the length of M ′, and the length of M ′ is
finite by the inductive hypothesis. The other situation is where M is an extension of two
objects M ′,M ′′ ∈ Cs−1(R), in which case its length is bounded by the sum of the, again,
finite, lengths of M ′ and M ′′.
To prove (b), given a filtration [0 = M0 ⊂ M1 ⊂ · · · ⊂ Mi ⊂ · · · ⊂ M ] we have the
containment of sets of associated primes
(2) AssRM ⊂
⋃
j
AssR (Mj/Mj−1).
We shall construct a finite filtration where each of the factors Mj/Mj−1 has finitely many
associated primes. Let P1 denote a maximal element in AssM . Then H
0
P1
(M) is a non-zero
D-submodule of M with exactly one associated prime, P1. Set M1 = H
0
P1
(M) and let P2
be a maximal element in Ass (M/M1). Then H
0
P2
(M/M1) is non-zero and has exactly one
associated prime, P2. Let M2 denote the preimage of H
0
P1
(M/M1) in M . We continue this
recursive process to construct a filtration that must stabilize, since by part (a) M has finite
length as a D-module. Then Equation 2 bounds the number of elements in AssM . 
3. The Main Result
Unless otherwise specified, R = K[∆] = S/I∆ is a Stanley-Reisner ring over a field K
and S = K[x1, . . . , xn], as usual, is the polynomial ring in n variables over K. We let
DS = D(S;K) and D = DR = D(R;K). As a result of the isomorphism in Example 2.8 we
refer to a monomial xa∂t ∈ DS as “in” DR if its image in the idealizer of I∆ is non-zero.
The heart of our paper will be in proving Rf has finite length for any f ∈ R. Historically
this was shown for S using the notion of holonomicity, by J. Bernstein [2] in characteristic 0,
and by R. Bøgvad [4] in characteristic p > 0. Bavula [1] gives a characteristic-free definition
of holonomicity which Lyubeznik [17] has further simplified. In Section 3.2 we show how
Lyubeznik’s definition applies to Stanley-Reisner rings. We show that Rf is holonomic
under this definition, and has finite length. It will then follow from Corollary 2.10 that
|AssR(HjIR)| <∞.
3.1. The D-module structure of a T -space. In [24] W. Traves showed that a monomial
xa∂t ∈ DS is in DR if and only if for each minimal prime P of I∆, either xa ∈ P or xt /∈ P .
The T -space condition adds enough information to completely characterize DR.
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Theorem 3.1. Suppose R = K[∆] is a T -space. Then D is generated as an R-algebra by
operators of the form x∂t, where t ∈ N. In other words,
D = R
〈
xi∂
ti
i | 1 ≤ i ≤ n, ti ≥ 0
〉
.
Proof. By [24, Theorem 3.5], D is generated as a K-module by operators xa∂t such that
for every minimal prime P of R, either xa ∈ P or xt 6∈ P . Elements x∂t satisfy this
condition tautologically. For the other inclusion, suppose xa∂t ∈ D. Put F = supp(a) and
G = supp(t). We assert F ∈ ∆, for otherwise xa ∈ I∆. Choose a facet H containing F and
let PH denote its corresponding minimal prime. Then x
a /∈ PH by Theorem 2.1, and hence,
by [24, Theorem 3.5], xt /∈ PH . It follows that G ⊆ H, and so F cannot be separated from
G. By the T -space condition we must then have G ⊆ F , i.e., supp(t) ⊆ supp(a). Therefore,
monomials of the form x∂t divide xa∂t. 
The R-algebra generators of D are monomials in which for each i = 1, . . . , n, a power of
∂i does not appear without xi. It follows from [24] that a free (left) K-basis for D is given
by monomials of the form xa∂t, such that supp(t) ⊆ supp(a) ∈ ∆.
In general, if f and g are polynomials in the variable x, then the higher order product rule
says
(3)
∂t
∂xt
(fg) =
t∑
s=0
(
t
s
)
∂s
∂xs
(f)
∂t−s
∂xt−s
(g).
Multiplying Equation 3 on the left by x and dividing by t!, it follows that for every f ∈ R
we have the following relation in D:
(4) x∂t · f =
t∑
s=0
1
s!
∂s
∂xs
(f)︸ ︷︷ ︸
∈R=D0(R;K)
· x∂t−s.
Proposition 3.2 (cf. [17, Corollary 2.2]). Let R = K[∆] be a T -space. Then
(a) x∂t · xu = ∑ts=0 (us)xu−s+1∂t−s for u ≥ 0.
(b) xi∂
ti
i commutes with xj for j 6= i and with xj∂tjj for any j.
Proof. For (a), apply Equation 4 to f = xu. To prove (b), take f ∈ R. By applying
Equation 3 to ∂
ti
∂x
ti
i
(
xj · 1tj ! ∂
tj
∂x
tj
j
(f)
)
, for tj ≥ 0,
xi∂
ti
i · xj∂tjj (f) = xi
1
ti!
∂ti
∂xtii
(
xj · 1
tj!
∂tj
∂x
tj
j
(f)
)
= xi
1
ti!
ti∑
s=0
(
ti
s
)
∂s
∂xsi
(xj)
∂ti−s
∂xti−si
(
1
tj!
∂tj
∂x
tj
j
(f)
)
= xi
1
ti!
xj
∂ti
∂xtii
(
1
tj!
∂tj
∂x
tj
j
(f)
)
=
1
ti!tj!
xixj
∂ti∂tj
∂xtii ∂x
tj
j
(f).
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Interchanging i and j gives the same result. For j 6= i, setting tj = 0 shows that xi∂tii
commutes with xj. 
Proposition 3.3. For any f, g ∈ R, j ≥ 0,
(5) x∂t
(
g
f j
)
=
1
f j
x∂t(g)−
t∑
s=1
1
f j
1
s!
∂sf j
∂xs
· x∂t−s
(
g
f j
)
with x∂0 = x.
Proof. Rf acquires a structure of a D-module as follows. By Equation 4,
x∂t · f =
t∑
s=0
1
s!
∂sf
∂xs
· x∂t−s
x∂t · f −
t∑
s=1
1
s!
∂sf
∂xs
· x∂t−s = ∂0(f) · x∂t
= f · x∂t.
We transpose the equality, replace f with f j, then multiply on the left by 1
fj
to get
(6) x∂t =
1
f j
x∂t · f j −
t∑
s=1
1
f j
1
s!
∂sf j
∂xs
· x∂t−s.
Finally, apply the operator Equation 6 to g
fj
∈ Rf . 
Remark 3.4. Proposition 3.3 also holds for any D-module M , with g ∈ R replaced by
u ∈M . In other words, Mf likewise inherits a D-module structure from M .
3.2. Holonomicity.
Definition 3.5 (cf. [1, 17]). Let S = K[x1, . . . , xn] where K is a domain. Let R = S/J
denote a homomorphic image of S and let r = dimR.
(a) The Bernstein filtration on D is given by F = [F0 ⊂ F1 ⊂ · · · ⊂ D] where
Fj = K · {xa∂t | a1 + · · ·+ an + t1 + · · ·+ tn ≤ j} ∩ I(J)/JDS
(the symbol I(J) refers to the idealizer of J ; see Example 2.8).
(b) A K-filtration G on a D-module M is an ascending chain of K-modules G0 ⊂ G1 ⊂ · · ·
such that
(i) ∪iGi = M and
(ii) for all i and j, FjGi ⊂ Gi+j.
(c) A D-module M is holonomic means it has a K-filtration G compatible with F such
that for all i, dimK Gi ≤ Cir, for some constant C.
In the following Lemma, we will use the notation
x∂t = x
∑
xi∈supp(t) ei∂t,
where ei denotes the ith standard unit vector in Nn.
Lemma 3.6. Let R = K[∆] be a T -space and let m = (x1−c1, . . . , xn−cn)R be a K-rational
maximal ideal.
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(a) A K-basis for D/Dm is given by {x∂t | supp (t) ∈ ∆}.
(b) For any w ∈ D/Dm with w /∈ K, there exists f ∈ m such that fw = 1.
Proof. To show (a), note D is generated as a K-vector space by elements of the form xax∂t,
with supp(t) ∈ ∆. We shall determine the relations among these generators in D/Dm.
Consider the element xa−eix∂t(xi − ci) ∈ Dm, where ai ≥ 1. Note, elements of this form
generate Dm as a K-vector space because equivalently we could consider xax∂t(xi−ci) with
ai ≥ 0. Using Proposition 3.2,
xa−eix∂t(xi − ci) = xa−eix∂txi − cixa−eix∂t
= xa−eix∂t−tieixi∂
ti
i xi − cixa−eix∂t
= xa−eix∂t−tieix2i∂
ti
i + x
a−eix∂t−tieixi∂
ti−1
i − cixa−eix∂t
=

xax∂t + xa−eix∂t−ei − cixa−eix∂t ti ≥ 2
xax∂t + xax∂t−ei − cixa−eix∂t ti = 1
xax∂t − cixa−eix∂t ti = 0
giving the following congruence in D/Dm:
(7) xax∂t ≡

cix
a−eix∂t − xa−eix∂t−ei ti ≥ 2
cix
a−eix∂t − xax∂t−ei ti = 1
cix
a−eix∂t ti = 0
.
Applying Equation 7 repeatedly allows us to uniquely reduce xax∂t to a K-linear sum of
elements in {x∂t | supp (t) ∈ ∆}.
To prove (b), first observe applying Equation 7 to the case of a = aiei while inducing on
ai ≥ 1,
(xi − ci)aix∂t ≡

−x∂t−aiei ti ≥ ai + 1
−xix∂t−aiei ≡ −cix∂t−aiei ti = ai
0 ti ≤ ai − 1
shows for any a = (a1, . . . , an) and setting c = (c1, . . . , cn) ∈ Kn, (x− c)a annihilates x∂t if
ai > ti for some i. Meanwhile, (x− c)tx∂t ∈ K× = K \ 0.
Write w =
∑s
j=1 bjx∂
tj ∈ D/Dm, asserting bj ∈ K× for all j = 1, . . . , s and s ≥ 1. Take
any l such that tl is maximal in {tj | j = 1, . . . , s} under the partial order on Nn, and let
g = (x − c)tj . By our choice of l, for any j 6= l, g annihilates x∂tj . Thus gw = bl(gx∂tl ),
and gx∂tl is a unit by our observations above. Put f = (gw)−1g to get fw = 1. 
Proposition 3.7 (cf. [17, Corollary 2.5]). Suppose R = K[∆] is a T -space. Let m ⊂ R
denote a maximal ideal, such that R/m is separable over K. Suppose M is a D-module
containing an element u such that m = AnnR(u). Then the set {
(
x∂t
)
u | supp (t) ∈ ∆} is
linearly independent over K.
Proof. Without loss of generality, we replace M by its D-submodule generated by u. Let K¯
denote the algebraic closure of K and set R¯ = K¯ ⊗K R = K¯[∆], m¯ = mR¯, D¯ = K¯ ⊗K D =
D(R¯; K¯), M¯ = K¯ ⊗K M = K¯ ⊗K Du. Then M¯ is a D¯-module and we have the injection
M ↪→ M¯ . It suffices to show that {(x∂t) u¯ | supp (t) ∈ ∆} is linearly independent in M¯
over K¯, where u¯ = 1⊗K u.
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Since R/m is separable over K, K¯ ⊗K (R/m) is reduced. Thus there exist maximal ideals
m¯1, . . . , m¯s ⊂ R¯ such that m¯ =
⋂s
i=1 m¯i. Since K¯ is algebraically closed, each m¯i isK-rational,
and so by the Chinese remainder theorem,
(8) D¯/D¯m¯ ∼= D¯⊗R¯ (R¯/m¯) ∼= D¯⊗R¯
(
s⊕
i=1
(R¯/m¯i)
)
∼=
s⊕
i=1
(D¯/D¯m¯i).
Because m¯ = AnnR¯(u¯) and M¯ = D¯u¯, there is a D¯-module surjection
ϕ : D¯/D¯m¯  M¯
w 7→ w · u¯
We claim that ϕ is injective. Indeed, suppose there is w ∈ D¯/D¯m¯ such that w · u¯ = 0 and
w 6= 0. For 1 ≤ i ≤ s, let wi be the image of w in D¯/D¯m¯i via Equation 8. By Lemma 3.6(b),
there is fi ∈ m¯i such that fiwi = 1. It follows that there is f ∈ R such that f is an R-
multiple of fi and so fwi ∈ R¯/m¯i for each i, and such that fwi 6= 0 for at least one i. Thus
the tuple (fw1, . . . , fws) ∈
⊕s
i=1(R¯/m¯i) corresponds via the Chinese remainder theorem to
an non-zero element fw ∈ R¯/m¯. But (fw) · u¯ = f(w · u¯) = 0, so fw ∈ AnnR¯/m¯(u¯) = 0, a
contradiction.
By Lemma 3.6(a), {(x∂t) | supp (t) ∈ ∆} is linearly independent in each D¯/D¯mi, and so is
also independent in D¯/D¯m¯. Its image under the isomorphism ϕ is {(x∂t) u¯ | supp (t) ∈ ∆}
and is linearly independent in M¯ . 
Recall, from Section 2.1, the Hilbert function H(R, j) gives the K-vector space dimension
of the jth graded piece Rj.
Proposition 3.8 (cf. [17, Proposition 3.1]). Suppose R = K[∆] is a T -space and K is
separable. Let M be a D-module and suppose for u ∈M , the annihilator P = AnnR(u) is a
prime ideal in R. Then for all i, dimK(Fiu) ≥
∑i
j=0H(R, j).
Proof. We shall reduce to the hypotheses in Proposition 3.7. Let Q denote the prime ideal in
S whose image in R is P . Let h = htQ and let K = Frac(S/Q). The transcendence degree of
K over K equals n−h and by hypothesis K is separable. As in [17, Proposition 3.1], we wish
to be able to use the assumption that xh+1, . . . , xn are algebraically independent over K in K
and thus K is finite and separable over the field of rational functions K ′ = K(xh+1, . . . , xn);
then consider R′ = K ′ ⊗S R . Let S ′ = K ′ ⊗S S ∼= K ′[x1, . . . , xh].
Note Q is a prime containing I∆ and so contains a minimal prime of I∆, call it Q0. By
Theorem 2.1, Q0 is generated by variables, and via a permutation of variables we may assert
Q0 = (x1, . . . , xl) with l ≤ h. If l = h then Q0 = Q and it is clear the image of I∆ in S ′
remains a monomial ideal. Otherwise write Q = Q0 + (f1, . . . , fm), where m ≥ h − l, and
the generators fi are polynomials in the variables xl+1, . . . , xn only. Let N ≥ 1 be an integer
bounding the highest power of any xl+1, . . . , xn appearing in any of the fis. We use the
change of variables
(9) xi 7→ xi + xN i−hl+1 + xN
i−h
l+2 · · ·+ xN
i−h
h
for i = h+ 1, . . . , n to get the algebraic independence of xh+1, . . . , xn.
The functor K ′ ⊗S (?) is equivalent to the operation of localizing at the multiplicative
system consisting of polynomials over K in the variables xh+1, . . . , xn. Therefore R
′ =
S ′/I∆S ′. The image of I∆ under Equation 9 may no longer be a monomial ideal. However,
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apply the inverse of Equation 9 in S ′; then, if such xi for i = h + 1, . . . , n appears in a
minimal prime of I∆, it is a unit. Furthermore, note that F = {xh+1, . . . , xn} is a face in ∆
since xh+1 · · ·xn /∈ I∆. Thus R′ ∼= K ′[Γ], where
Γ = {G ∈ ∆ | F ∪G ∈ ∆, F ∩G = ∅}
(i.e., Γ is the link of F in ∆). Since K[∆] is a T -space, so is K ′[Γ] (see Example 2.5). By
hypothesis, K ∼= Frac(S ′/QS ′) = S ′/QS ′ = R′/PR′ is separable over K ′.
We now proceed as in [17, Proposition 3.1]. Let D′ = D(R′;K ′) and M ′ = K ′⊗SR. From
Theorem 3.1, D′ is a free R′-module on the products xa11 ∂
t1
1 · · ·xahh ∂thh = xa11 · · ·xahh ∂t11 · · · ∂thh
where ai = 0 if ti = 0, ai = 1 if ti ≥ 1, and supp(a1, . . . , ah) ∈ Γ ⊂ ∆. Its action on M
naturally extends to M ′ and so applying Proposition 3.7, we get the K ′-basis {(x∂t)u′ |
supp (t) ∈ Γ} ⊂M ′, where u′ = 1⊗ u. It follows that the set
Y := {(xah+1h+1 · · · xann )xa11 ∂t11 · · ·xahh ∂thh u | supp(t) ⊆ supp(a) ∈ Γ}
is linearly independent in M . Let
Yi = K · {xah+1h+1 · · · xann xa11 ∂t11 · · ·xahh ∂thh u ∈ Y | a1 + · · ·+ an + t1 + · · ·+ th ≤ i}.
Then Yi ⊆ Fiu and so dimK Fiu ≥ |Yi|. Since the set Yi is in bijection with the set of
monomials not in the face ideal I∆ of degree at most i, |Yi| =
∑i
j=0H(R, j) and we get the
result. 
Theorem 3.9 (cf. [17, Theorem 3.5 and Corollary 3.3]). Suppose R = K[∆] is a T -space
and let r = dimR. Then every holonomic D-module M has finite length in the category of
D-modules, bounded by a constant multiple of r!.
Proof. Suppose 0 = M0 ( M1 ( · · · ( Ml = M is a D-module filtration of M . By the
holonomicity hypothesis, M also has a K-filtration G as in Definition 3.5, particularly, for
all i, dimK Gi ≤ Cir for some constant C. For each s = 1, . . . , l, G induces a K-filtration Gs
on Ns := Ms/Ms−1, given by
Gsi = (Gi ∩Ms)/(Gi ∩Ms−1).
Choose a prime Ps ∈ AssR(Ns). There exists us ∈ Ns such that Ps = AnnR(us), and there
exists js such that us ∈ Gsjs . Since Gs is a K-filtration, we have Fi−jsus ⊆ Gsi for all i ≥ js.
By Proposition 3.8,
dimK G
s
i ≥ dimK(Fi−jsus) ≥
i−js∑
j=0
H(R, j).
We also have, for each i, Gi = ⊕ls=1Ns, because these are vector spaces over a field. Therefore
(10) Cir ≥ dimK Gi =
l∑
s=1
dimK G
s
i ≥
l∑
s=1
i−js∑
j=0
H(R, j).
The Hilbert function H(R, j) equals the Hilbert polynomial for R when j > 0 and so
the higher itereated Hilbert function H1(R, i − js) =
∑i−js
j=0 H(R, j) (see [7, Section 4.1]) is
a polynomial of degree r in i with leading coefficient at least 1
r!
. Thus Equation 10 yields
C ≥ l
r!
, which implies l ≤ Cr! 
Theorem 3.10. Suppose R = K[∆] is a T -space. Then R is a holonomic D-module.
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Proof. Put r = dimR, and define an R-filtration G = [0 = G0 ⊂ G1 ⊂ · · · ⊂ R], where
Gi = ⊕ij=0Rj and for each j ≥ 0, Rj is the degree j summand in the standard N-grading for
R. It is clear that G is a K-filtration. We claim it also satisfies the holonomicity property
from Definition 3.5, namely, that there exists a constant C such that for all i, dimK Gi ≤ Cir.
Since R is the quotient of a polynomial ring over K by a monomial ideal, dimK Rj = H(R, j).
Each submodule Gi has K-length
dimK Gi =
i∑
j=0
H(R, j) = H1(R, i),
given by the first higher iterated Hilbert function for R, a polynomial of degree r in i with
leading coefficient at least 1
r!
. 
Theorem 3.11 (cf. [17, Corollary 3.6]). Suppose R = K[∆] is a T -space. Then for any
f ∈ R, if M is holonomic then so is Mf .
Proof. Let d denote the degree of the polynomial f ∈ R and let r = dimR. Suppose
G0 ⊂ G1 ⊂ · · · is a K-filtration of M with dimK Gi ≤ Cir for some constant C. Define
G′i = K ·
{
u
f i
| u ∈ Gi(d+1)
}
,
which gives a filtration, call it M′, on Mf . The meat of this proof is in showing G′ is a
K-filtration – if G′ is a K-filtration, then
dimK(G
′
i) ≤ dimK(Gi(d+1)) ≤ C(i(d+ 1))r
and we can put C ′ = C(d+ 1)r to ensure Mf satisfies the holonomicity condition.
We first show ∪iG′i = Mf . We already have the inclusion “⊆”. Choose ufw ∈ Mf , with
u ∈ Gi for some i. If i ≤ w(d+ 1), then u ∈ Gi ⊆ Gw(d+1) and hence, by definition, ufw ∈ G′w.
On the other hand, if i > w(d + 1) then put j = i − w(d + 1). Since f j ∈ Fjd, because
deg f = d, it follows that f ju ∈ Gjd+i. Rewrite
jd+ i = jd+ (j + w(d+ 1)) = (j + w)(d+ 1)
to conclude u
fw
= f
ju
fj+w
∈ G′j+w ⊂ ∪iG′i.
We now show that FiG
′
j ⊂ G′i+j for all i, j. In other words, we show for t ≥ 0, x∂t(G′j) ⊂
G′(t+1)+j. (Recall, x∂
t refers to any of the operators xi∂
ti
i in D, with the subscript i suppressed
for readability.) This is done by induction on t. Let u
fj
∈ G′j, with u ∈ Gj(d+1). For the base
case we just have x∂0 = x. Since xf ∈ Fd+1, it follows that (xf)(u) ∈ Mj(d+1)+(d+1). Then
(x) u
fj
= (xf)(u)
fj+1
∈ G′j+1, as desired.
Suppose the induction hypothesis, that for 1 ≤ s ≤ t, (x∂t−s) u
fj
∈ G′(t−s+1)+j. By Equa-
tion 5, along with Remark 3.4, it suffices to show each of
(11)
1
f j
x∂t(u) and
1
f j
∂sf j
∂xs
· x∂t−s
(
u
f j
)
are in G′(t+1)+j. Since f ∈ Fd, x∂t ∈ Ft+1, and u ∈ Gj(d+1), we have
f t+1 · x∂t ∈ Fd(t+1)+t+1 = F(t+1)(d+1)
f t+1 · x∂t(u) ∈ G(t+1)(d+1)+j(d+1) = G(t+1+j)(d+1).
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Thus
1
f j
x∂t(u) =
(f t+1x∂t)(u)
f t+1+j
∈ G′t+1+j.
For the other term in Equation 11 there exists, by induction hypothesis, an element
us ∈ G(t−s+1+j)(d+1) such that
x∂t−s
(
u
f j
)
=
us
f t−s+1+j
.
We claim, by induction on j, that f j−s divides ∂
sfj
∂xs
. But this is just the usual power rule in
D(S;K): when j = 0, we have ∂
s(1)
∂xs
= 0, which certainly divides f−s; then for any j, given
the induction hypothesis, write ∂
sfj−1
∂xs
as a quotient,
vs,j−1
fs−j+1 . Using the usual product rule
formula for higher-order derivatives,
∂t(f j−1 · f)
∂xt
=
t∑
s=0
∂sf j−1
∂xs
· ∂
t−sf
∂xt−s
=
t∑
s=0
vs,j−1
f s−j+1
· vt−s,1
f (t−s)−1
=
t∑
s=0
vs,j−1vt−s,1
f s−j+1+t−s−1
,
we can conclude ∂
tfj
∂xt
divides f j−t and since t was arbitrary we replace it with s. We have
(12)
1
f j
∂sf j
∂xs
· ∂t−s
(
u
f j
)
=
vs,jus
f t+j
.
The polynomial ∂
sfj
∂xs
has degree dj − s, so the polynomial vs,j has degree dj − s− d(j − s) =
ds− s. Hence
vs,jus ∈ Gds−s+(t−s+1+j)(d+1) ⊂ G(t+1+j)(d+1),
because
(t− s+ 1 + j)(d+ 1) + s(d− 1) < (t− s+ 1 + j)(d+ 1) + s(d+ 1) = (t+ 1 + j)(d+ 1).
Thus
vs,jus
fj
∈ G′t+j, which, by Equation 12, means we are done. 
In particular, Rf is a holonomic D-module.
Corollary 3.12. Suppose R = K[∆] is a Stanley-Reisner ring over a field K, and its
associated simplicial complex ∆ is a T -space. Let I ⊂ R denote an ideal in R. Then all local
cohomology modules HjI (R) have finitely many associated primes.
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