Introduction
Let M be a closed oriented smooth manifold and let LM denote the space of free loops on M . Chas and Sullivan [4] have defined a product on the homology of LM , called the loop product, H * (LM ) ⊗ H * (LM ) → H * −dim M (LM ). They showed that this loop product, together with the homological BV-operator ∆ : H * (LM ) → H * +1 (LM ), make the shifted free loop space homology H * (LM ) := H * +dim M (LM ) into a Batalin-Vilkovisky algebra, or BV algebra. Over Q, when M is simplyconnected, this BV algebra can be computed using Hochschild cohomology [11] . In particular, if M is formal over Q, there is an isomorphism of BV algebras between H * (LM ) and HH * (H * (M ; Q), H * (M ; Q)), the Hochschild cohomology of the symmetric Frobenius algebra H * (M ; Q). Over a field F p , if p = 0, this BV algebra H * (LM ) is hard to compute. It has been computed only for complex Stiefel manifolds [40] , spheres [33] , compact Lie groups [19, 34] and complex projective spaces [5, 17] .
Let G be a connected compact Lie group of dimension d and let BG its classifying space. Motivated by Freed-Hopkins-Teleman twisted K-theory [13] and by a structure of symmetric Frobenius algebra on H * (G), Chataur and the second author [6] have proved that the homology of the free loop space LBG with coefficients in a field K admits the structure of a d-dimensional homological conformal field theory (More generally, if G acts smoothly on M , Behrend, Ginot, Noohi and Xu [1, Theorem 14.2] have proved that H * (L(EG × G M )) is a (d − dim M )-homological conformal field theory.). In particular, the operation associated with a cobordism connecting one dimensional manifolds called the pair of pants, defined a product on the cohomology of LBG, called the dual of the loop coproduct, H * (LBG) ⊗ H * (LBG) → H * −d (LBG). Chataur and the second author showed that the dual of the loop coproduct, together with the cohomological BV-operator ∆ : H * (LBG) → H * −1 (LBG), make the shifted free loop space cohomology H * (LBG) := H * +d (LBG) into a BV algebra up to signs. Over F 2 , Hepworth and Lahtinen [18] have extended this result to non connected compact Lie group for i > d and H d (ΩX; K) ∼ = K. In order to describe our results, we first recall the definitions of the product Dlcop on H * +d (LX; K) and of the loop product on H * −d (LX; K) defined by Chataur and the second author in [6] .
Let F be the pair of pants regarded as a cobordism between one ingoing circle and two outgoing circles. The ingoing map in : S 1 ֒→ F and outgoing map out : S / / / / LX × LX where map(in, X) and map(out, X) are orientable fibrations. After orienting them, the integration along the fibre induces a map in cohomology map(in, X)
! : H * +d (map(F, X)) → H * (LX) and a map in homology map(out, X) ! : H * (LX) ⊗2 → H * +d (map(F, X)).
See Section 7 for the definition of the integration along the fibre. By definition, the loop product is the composite
By definition, the dual of the loop coproduct, Dlcop is the composite
The pair of pants F is the mapping cylinder of c π : S while the dual of the loop coproduct is the composite
Therefore although Comp and q are not fibrations, by an abuse of notation, sometimes, we will say that in the case of string topology of classifying spaces [6] , the loop product on H * −d (LX) is still H * (Comp) • q ! while Dlcop is Comp ! • H * (q). The shifted cohomology H * (LX) := H * +d (LX) together with the dual of the loop coproduct Dlcop defined by Chataur and the second author in [6] is a BatalinVilkovisky algebra, in particular a graded commutative associative algebra, only up to signs for two reasons:
-First, the integration along the fibre defined in [6] as usually does not satisfy the usual property with respect to the product. We have corrected this sign mistake of [6] in section 7.
-Second, as explained in section 7, this is also due to the non-triviality of the prop detH 1 (F, ∂ out ; Z)
⊗d (if d is odd). Nevertheless, we show Theorem 9.1. In particular, we have that H * (LX) equipped with the operator ∆ induced by the action of the circle on LX (See our definition in section 11) is a Batalin-Vilkovisky algebra with respect to the product m defined by m(a ⊗ b) = (−1)
for a ⊗ b ∈ H * (LX) ⊗ H * (LX); see Corollary 9.3 below. In order to investigate Dlcop more precisely, we need to know how the fibration map(in, X) is oriented. As explained in [6, section 11.5], we have to choose a pointed homotopy equivalence f : F/∂ in ≈ → S 1 . Then the fibre map * (F/∂ in , X) of map(in, X) is oriented by the composite
where τ is the orientation on ΩX that we choose. In this paper, we choose f such that we have the following homotopy commutative diagram
where incl is the inclusion of the fibre of map(in, X) and j is the map defined by j(ω) = (ω, ω −1 ).
Theorem 2.1. Let i : ΩX ֒→ LX be the inclusion of pointed loops into free loops. Let S be the antipode of the Hopf algebra H * (ΩX). Let τ : H d (ΩX) → K be the chosen orientation on ΩX. Let a ∈ H p (LX) and b ∈ H q (LX) such that p + q = d. Then with the above choice of pointed homotopy equivalence f : F/∂ in
Proof. Let F incl ֒→ E p ։ B be an oriented fibration with orientation τ : H d (F ) → K. By definition or by naturality with respect to pull-backs, the integration along the fibre p ! is in degree d the composite
where η is the unit of H * (B). Therefore Dlcop is given by the commutative diagram (5) (Compare with [41, Theorem B]) The direct sum H * (X) ⊕ H * (LX) is a Batalin-Vilkovisky algebra where the dual of the loop coproduct m, the bracket and the ∆ operator are extended by m(P ⊗ a) := ev * (P ) ∪ a, m(P ⊗ Q) = P ∪ Q, {P, a} = (−1)
|P | ∆(ev * (P )) ∪ a, {P, Q} = 0 and ∆(P ) = 0. (6) (Compare with [41, Theorem C] ) Suppose that the algebra (H * (LX), m) has an unit I. Let s ! : H * (X) → H * +d (LX), be the map mapping P to ev * (P ) ∪ I. Then s ! is a morphism of Batalin-Vilkovisky algebras with respect to the trivial BV-operator on H * (X) and
(7) Let r ≥ 0. Let P 1 , . . . , P r be r elements of H * (LX). Denote by
where ± is the sign (−1)
To prove parts (1) and (2), it is shorter to use the following Lemma. This Lemma is just the cohomological version of [4, Theorem 8 .2] when we replace the correspondence
Similarly, it would have been shorter for Tamanoi to prove parts (1.2) and (1.3) of [41, Theorem A] using [4, Theorem 8.2] .
Proof. Since the integration along the fibre Comp ! is exactly with signs, a morphism of left H * (LX)-modules (See our definition of integration along the fibre in cohomology in section 7)
Since H * (q) is a morphism of algebras,
By linearity, we can suppose that z = z 1 ⊗ z 2 . Then the previous equation is 
Therefore by applying Lemma 2.3 to a := H * (ev × ev)(P ⊗ Q) and A := H * (∆ • ev)(P ⊗ Q), we obtain
So we can apply Lemma 2.3 to a := ∆(ev * (P )) × 1 + 1 × ∆(ev * (P )) and A := ∆(ev * (P )), we obtain ∆(ev (6) Since H * +d (LX; F 2 ) is a H * (X)-algebra (formula (1) of Theorem 2.2), the map s ! : H * (X) → H * +d (LX), P → ev * (P ) ∪ I, is a morphism of unital commutative graded algebras (we denote this map s ! because this map should coincide with some Gysin map of the trivial section s : X ֒→ LX [6] ).
Since the cup product with ∆(ev * (P )) is a derivation with respect to the dual of the loop coproduct, ∆(ev * (P )) ∪ I = 0. Since H * (LX) is a Batalin-Vilkovisky algebra, ∆(I) = 0. Therefore, since ∆ is a derivation with respect to the cup product,
Now we can conclude using the same arguments as in [41, proof of Theorem 5.1].
The case r = 0 is just (1) . Now, by induction on r, m(ev
But by (2) ,
Remark 2.4. Suppose that the algebra H * (LX) is generated by H * (X) and ∆(H * (X)). Then by formula (7) of Theorem 2.2 in the case b = 1, we see that the dual of the loop coproduct m is completely given by the cup product, by the ∆ operator and by its restriction on H * (LX) ⊗ 1. In the following section, we show that this is the case when H * (X) is a polynomial (see remark 3.2).
3. The cup product on free loops and the main theorem
Let X be a simply-connected space with polynomial cohomology: H * (X) is a polynomial algebra K[y 1 , ..., y N ]. The cup product on the free loop space cohomology H * (LX; K) was first computed by the first author in [27, Theorem 1.6]. We now explain how to recover simply this computation following [23, p. 648] .
By Borel theorem [37, Chapter VII. Corollary 2.8(2)] (which can be easily proved using the Eilenberg-Moore spectral sequence associated to the path fibration ΩX ֒→ P X ։ X since E * , * 2
where ∆σ(y i ) denotes an algebra with simple system of generators σ(y i ) [ 
as H * (X)-algebra. Modulo 2, it follows from above that H * (LX; Z/2)) is the polynomial algebra
quotiented by the relations
In particular, we have ∆(ev * (y i )) = Dy i and ∆(Dy i ) = 0 since ∆•∆ = 0. Therefore, we know the cup product and the ∆ operator on H * (LX; K). The following theorem claims that we also know the dual of the loop coproduct.
Theorem 3.1. Let X be a simply-connected space such that H * (X; K) is the polynomial algebra K[y 1 , . . . , y N ]. Denote again by y i , the element of H * (LX), ev * (y i ), and by x i , ∆ • ev * (y i ). With respect to the cup product, as algebras
Let d be the degree of x 1 . . . x N . Then the dual of the loop coproduct
is given inductively (see remark 3.2) by the following four formulas (1) For any a and
(2) Let {i 1 , . . . , i l } and {j 1 , . . . , j m } be two disjoint subsets of {1, . . . , N } such that {i 1 , . . . , i l } ∪ {j 1 , . . . , j m } = {1, . . . , N }. If we orient τ :
where ε is the signature of the permutation
Proof. Note that if y i is of odd degree then 2 = 0 in K. (1) and (4) are particular cases of (1) and (2) 
Since σ(y i ) is a primitive element, S(σ(y i )) = −σ(y i ). Since also the antipode S : H * (ΩX) → H * (ΩX) is a morphism of commutative graded algebras,
Remark 3.2. We explain now why the four formulas of Theorem 3.1 determine inductively the dual of the loop coproduct m. For P ∈ H * (X) and {i 1 , . . . , i l } a strict subset of {1, . . . , N }, by (2), (3) and (4), m(P x i1 . . . x i l ⊗ 1) = 0 and m(P x 1 . . . x N ⊗ 1) = P . Therefore, we know the restriction of m on H * (LX) ⊗ 1. Since the algebra H * (LX) is generated by H * (X) and ∆(H * (X)), m is now given inductively by (1) and (4) 
2 Sq 1 (y) + Sq 1 (x)y 2 , it suffices to check that Sq 1 ≡ 0 on V ).
Then it follows that
as an algebra; see [25, Remark 3.4] for example. We moreover have Theorem 4.1. Under the hypothesis (H), an explicit form of the dual of the loop coproduct m : 
By induction on u,
By (2) and (3) of Theorem 3.1,
otherwise.
Here x means that the element x disappears from the presentation. Proof. We see that x 1 · · · x N is the unit. Theorem 4.1 yield that 
. By induction on p, using Theorem 4.1, we have that
for any a ∈ K[V ]. Therefore the map Θ is an isomorphism. The isomorphism Θ sends 1⊗Λ(x
we have the first equalities. Moreover, we see that Θ(
1) enable us to obtain the second formula.
mod 2 case
In the case where the operation Sq 1 is non-trivial on H * (BG; Z/2), the loop coproduct structure on H * (LBG; Z/2) is more complicated in general. For example, we compute the dual to the loop coproduct on H * (LBG 2 ; Z/2), where G 2 is the simply-connected compact exceptional Lie group of rank 2. Recall that Theorem 5.1. The dual to the loop coproduct
is commutative strictly and the only non-trivial forms restricted to the submodule
, the cup product satisfies the equality
Proof. Suppose by induction that the lemma is true for q−1. If the elements k 1 , . . . ,
Otherwise by permuting the elements x k1 , . . . , x kq , suppose that k q−1 = k q .
where P 1 ,. . . ,P N are elements of F[y 1 , . . . , y N ]. So
Therefore the cardinal of {k 1 , . . . , k q−2 , i} is less or equal to the cardinal of {k 1 , . . . , k q }. By our induction hypothesis,
Proof. We do an induction on r ≥ 0. Case r = 0: By Lemma 5.2, since the cardinal of {k 1 , . . . , k q } < N ,
where P i1,...,i l are elements of F[y 1 , . . . , y N ]. By (3) and (4) 
Suppose now by induction that the Lemma is true for r − 1. Then by (1) of Theorem 3.1,
Since mod 2, the cup product is strictly commutative, we don't need to assume that i 1 < i 2 < · · · < i l .
Theorem 5.4. Let I and J be two subsets of {1, . . . , N }. Then
In particular, {x I ,
Proof. Let {i 1 , .., i l } denote the elements of the relative complement I − J. Let {j 1 , .., j m } denote the elements of the relative complement J − I. Let {k 1 , .., k u } denote the elements of the intersection I ∩ J.
By induction on m, this is equal to
Proof of Lemma 5.6.
(1) By (1) of Theorem 3.1,
Since Dlcop is graded commutative [6] , Dlcop(a
(2) By (1) and (1) of Theorem 3.1,
Therefore by induction
Using (4) of Theorem 3.1, we obtain (2).
Proof of Theorem 5.5. Since Dlcop is graded associative [6] and using (2) of Theorem 3.1 twice,
Therefore using (2) of Lemma 5.6,
The simplest connected Lie group with non-trivial Steenrod operation Sq 1 in the cohomology of its classifying space is SO(3).
Theorem 5.7. The cup product and the dual of the loop coproduct on the mod 2 free loop cohomology of the classifying space of SO(3) are given by . Now the computation of the cup product and of the dual of the loop coproduct follows from Theorem 3.1.
In the following proof, we detail the computation of the cup product and the dual of the loop coproduct following Theorem 3.1 for a more complicated example of Lie group. By (2) of Theorem 3.1,
7 + x 6 y 6 y 7 + x 3 x 5 y 7 y 4 + x 3 x 6 y 6 y 4 , by (1) of Theorem 3.1 and Lemma 5.3,
The other computations are left to the reader.
We would like to emphasize that Theorem 5.1 gives at the same time, the cup product and the dual of the loop coproduct on H * (LBG 2 ; Z/2). As mentioned in Introduction, if we forget the cup product, then the following Theorem shows that the dual of the loop coproduct is really simple:
. Then with respect to the dual of the loop coproduct, there is an isomorphism of graded algebras between H * +d (LX; F 2 ) and the tensor product of algebras H * (X;
Lemma 5.9. Let X be a simply-connected space such that H * (X;
Here ∨ denote the dual and denotes omission. Then the composite Θ −1 • H * (i) :
is a morphism of graded algebras preserving the units.
Proof of Lemma 5.9. 1) Suppose that |x k1 | ≥ · · · ≥ |x ku |. There exists polynomials P 1 ,. . . ,P N ∈ F[y 1 , . . . , y N ] possibly null such that
If P i is of degree 0, since |x i | > |x k1 |, x i is not one of the elements x k1 ,. . . , x ku and so by Lemma 5.
. Now the same proof as the proof of Theorem 4.1 shows 1).
2) Since H * (ΩX; F 2 ) is generated by the x i := σ(y i ), 1 ≤ i ≤ N which are primitives, by [35, 4.20 Proposition], all squares vanish in H * (ΩX; F 2 ). Therefore H * (ΩX; F 2 ) is the exterior algebra Λσ(y i ) ∨ .
.., N } and 0 otherwise. By (1) 
is the identity map and σ is a section of H * (i). So by Leray-Hirsch theorem, the linear morphism of H
is a morphism of commutative graded algebras with respect to the dual of the loop coproduct. By (4) of Theorem 3.1 and since I is an unit for Dlcop, ϕ(a
Example 5.10. With respect to the dual of the loop coproduct, there is an isomorphism of algebras between H * +3 (LBSO(3); Z/2) and
Proof. By Theorem 5.5, Dlcop(x 1 x 2 ⊗ x 1 x 2 ) = x 1 x 2 + x 1 y 2 + y 3 is an unit for the dual of the loop coproduct on H * +3 (LBSO(3); Z/2). By Lemma 5.3,
For all i, j ≥ 0, we see that ϕ(v
Example 5.11. With respect to the dual of the loop coproduct, there is an isomorphism of algebras between H * +14 (LBG 2 ; Z/2) and
Proof. By Theorem 5.5, Dlcop(x 3 x 5 x 6 ⊗ x 3 x 5 x 6 ) = x 3 x 5 x 6 + x 3 x 5 y 6 + x 3 y 4 y 7 + y 2 7 is an unit for the dual of the loop coproduct on H * +14 (LBG 2 ; Z/2). By Lemma 5.3,
, ϕ(v 6 ) = y 6 (x 3 x 5 x 6 +x 3 x 5 y 6 +x 3 y 4 y 7 +y 2 7 ) and ϕ(v 7 ) = y 7 (x 3 x 5 x 6 + x 3 x 5 y 6 + x 3 y 4 y 7 + y 2 7 ). For all i, j and k ≥ 0, we see that ϕ(v
Lemma 5.12. Let (A, •) be a commutative unital associative graded algebra such that
Second proof of Theorem 5.8 which gives another (better?) algebra isomorphism. By commutativity and associativity of Dlcop and Theorem 5.5, applying Lemma 5.12,
is an involutive isomorphism such that
for any subsets I and J of {1, ..., N }.
Therefore ψ is a morphism of graded algebras. One can shows that {ψ(1 ⊗ Θ(x
That is why this isomorphism might be better. Theorem 5.13. As Batalin-Vilkovisky algebra,
where for all i, j ≥ 0, ∆(v
Proof. Theorem 5.7 gives the BV-algebra H * +3 (LBSO(3); Z/2) since ∆ is a derivation with respect to the cup product. In the proof of Example 5.10, the isomorphism of algebras ϕ : (LBSO(3) ; Z/2) of Theorem 5.8 is made explicit on generators. We now transport the operator ∆ using ϕ.
In degree 1, the ∆ operator is given by ∆(u −1 u −2 v 2 2 ) = 0 and
Theorem 5.14. As Batalin-Vilkovisky algebra,
where for all i, j, k ≥ 0, ∆(v
and
In particular 1 / ∈ Im ∆.
Proof. Theorem 5.1 gives the BV-algebra H * +14 (LBG 2 ; Z/2) since ∆ is a derivation with respect to the cup product. In the proof of Example 5.11, the isomorphism of algebras ϕ :
LG 2 ; Z/2) of Theorem 5.8 is made explicit on generators. We now transport the operator ∆ using ϕ.
In degree 1, the ∆ operator is given by ∆(u −5 u −6 v 
is independent of i.
Relation with Hochschild cohomology
Let K be any field. Let G be a connected compact Lie group of dimension d. ∨ . Indeed, since BG is K-formal, the Cobar construction ΩH * (BG) is weakly equivalent as algebras to S * (G). Let A i denote the exterior algebra Λs −1 (y ∨ i ). Then EZ, the Eilenberg-Zilber map and ε, the counit of the adjonction between the Bar and the Cobar construction give the quasi-isomorphims of algebras
Alternatively, since BG is K-formal, you can use the implication (2) ⇒ (1) in Theorem 2.14 of [2] . Therefore, we have the isomorphism of Gerstenhaber algebras
By Theorem 12.3 as graded algebras
So in Theorem 5.8, we have checked Conjecture 6.1 only for the algebra structure when K = F 2 . When K = F 2 , we would like to check conjecture 6.1 also for the Gerstenhaber algebra structure.
The following theorem shows that the conjecture is true for the Gerstenhaber algebra structure when K is a field of characteristic different from 2.
Theorem 6.2. Under the hypothesis (H), the free loop space cohomology of the classifying space of G, H * +dimG (LBG; F) is isomorphic as Batalin-Vilkovisky algebra to the Hochschild cohomology of H * (G; F), HH * (H * (G; F) ; H * (G; F)). In particular the underlying Gerstenhaber algebras are isomorphic.
∨∨ be the canonical isomorphism of the graded vector space sV into its bidual. By definition, Ψ(sv)(ϕ) = (−1) |ϕ||sv| ϕ(sv) for any linear form ϕ on sV .
By Theorem 12.3, we have the BV-algebra isomorphism HH
where for any v ∈ V and ϕ ∈ (sV ) ∨ ,
and where ∆ is trivial on Λ(sV ) ∨ and on SO(3) or G = G 2 , the free loop space modulo 2 cohomology of the classifying space of G, H * +dimG (LBG; F 2 ) is not isomorphic as BatalinVilkovisky algebra to the Hochschild cohomology of H * (G; F 2 ), HH * (H * (G; F 2 ); H * (G; F 2 )) although when G = SO(3) the underlying Gerstenhaber algebras are isomorphic.
The isomorphism of algebras Id
The main result of [33] is that the same phenomenon appears for Chas-Sullivan string topology even in the simple case of the two dimensional sphere S 2 .
Lemma 6.4. Let A and B two unital BV-algebras. Let ϕ : A → B be a linear map preserving the units and commuting with the BV-operators ∆ (For example if ϕ is an isomorphism preserving the multiplications and the ∆'s).
Proof. There exists a ∈ A such that ∆(a) = 1 A . So Proof. When d = 0, this Lemma is Proposition 3.8 of [35] . But the proof of [35] cannot be easily generalized. Therefore we provide a proof. Filter A by wordlength:
is a short exact sequence. Therefore the iterated multiplication of A induces a natural map Q(A)
⊗n is also surjective. Since the following square is commutative by naturality,
the map induced by f , Gr n f , is also surjective. In a fixed degree, consider the commutative diagram
with exact rows. Suppose by induction that the restriction of f to F n+1 (A), f |F n+1 (A), is surjective. Then by the five Lemma, f |F n (A), is also surjective. Since F n (B) is concentrated in degrees greator or equal than n − 2d, in a fixed degree, for large n, F n (B) is trivial and we can start the induction. Therefore f = f |F 0 (A) is surjective.
Proof of Theorem 6.3. Since H * (G) is an exterior algebra, by Example 12.2 b), 1 ∈ Im ∆ in the BV-algebra HH * (H * (G); H * (G)). On the contrary, by Theorems 5.13 and 5.14, the unit 1 does not belong to the image of ∆ in the BV-algebra H * +dimG (LBG; F 2 ). So by Lemma 6.4, the BV-algebras HH * (H * (G); H * (G)) and H * +dimG (LBG; F 2 ) are not isomorphic. The BV-algebra HH * (H * (SO(3)), H * (SO(3))) is explicitly computed in the proof of Theorem 6.2 and is isomorphic to the tensor product of algebras Λ(x −2 , x −1 ) ⊗ F 2 [y 2 , y 3 ] with ∆(x −2 y 3 ) = 1, ∆(x −2 y 2 ) = 0, ∆(x −1 y 2 ) = 1, ∆(x −1 y 3 ) = 0, and ∆ is trivial on Λ(x −2 , x −1 )⊗1 and on 1⊗F 2 [y 2 , y 3 ]. The BV-algebra H * +3 (LBSO(3);
are of the same finite dimension in each degree, ϕ is an isomorphism iff ϕ is surjective. By Lemma 6.5, ϕ is surjective iff Q(ϕ) is surjective. Therefore if ϕ is an isomorphism of algebras iff
where ε, a, b, c, α, β, γ, δ are 8 elements of F 2 . Since (u −2 ) 2 = (u −1 +εu −1 u −2 v 2 ) 2 = 0, the above 4 formulas define always a morphism ϕ of algebras.
By the Poisson rule, a morphism of algebras between Gerstenhaber algebras is a morphism of Gerstenhaber algebras iff the brackets are compatible on the generators.
Note that modulo 2, in a BV-algebra, for any elements z and t, {z + t, z + t} = {z, z}+{t, t} and {z, z} = ∆(z 2 ). Therefore it is easy to check that ϕ({x −2 , x −2 }) = 0 = {ϕ(x −2 ), ϕ(x −2 )}, ϕ({x −1 , x −1 }) = 0 = {ϕ(x −1 ), ϕ(x −1 )}, ϕ({y 2 , y 2 }) = 0 = {ϕ(y 2 ), ϕ(y 2 )} and ϕ({y 3 , y 3 }) = 0 = {ϕ(y 3 ), ϕ(y 3 )}.
Note that ∆ϕ(x −1 ) = εu −2 , ∆ϕ(x −2 ) = 0, ∆ϕ(y 2 ) = (b + c)(
Therefore, by symmetry of the Lie brackets, ϕ is a morphism of Gerstenhaber algebras iff ε = b = c = α = 1, β = 0 and a = γ = δ. Conclusion: we have found two isomorphisms of Gerstenhaber algebras between H * +3 (LBSO(3); F 2 ) and HH * (H * (SO (3)), H * (SO(3))).
Review of [6] with signs corrections
In this section, we review the results of Chataur and the second author in [6] . And we correct a sign mistake. Integration along the fibre in homology with corrected sign. Let F → E p → B be an oriented fibration with B path-connected; that is, the homology H * (F ; K) is concentrated in degree less than or equal to n, π 1 (B) acts on H n (F ; K) trivially and H n (F ; K) ∼ = K. In what follows, we write H * (X) for H * (X; K). We choose a generator ω of H n (F ; K), which is called an orientation class. Then the integration along the fibre p ω ! : H * (B) → H * +n (E) is defined by the composite
where η sends the x ∈ H s (B) to the element (−1) sn x ⊗ ω ∈ H s (B) ⊗ H n (F ) and {F l } l≥0 denotes the filtration of the Leray-Serre spectral sequence {E 
By [38, 3 Theorem, page 493] , the cross product × induces a morphism of spectral sequences between the tensor product of the Serre spectral sequences associated to p and p ′ and the Serre spectral sequence associated to p×p ′ . Therefore the interchange on H * (B)⊗H n (F )⊗H * (B ′ )⊗H n ′ (F ′ ) between the orientation class ω ∈ H n (F ) and elements in H * (B ′ ) yields the formula given (without proof) in [6, section 2.3] Integration along the fibre in cohomology with corrected sign. Let F incl ֒→ E p ։ B be an oriented fibration with orientation τ :
where (id ⊗ τ )(b ⊗ f ) = (−1) n|b| bτ (f ). This Koszul sign (−1) n|b| does not appear in the usual definition of integration along the fibre recalled in [3, p. 268] .
By [3, IV.14.1],
* (E) and β ∈ H * (B). This means that the degree −n linear map p
|f ||x| xf (m) as quoted in [9, p. 44] . Example: trivial fibrations. Let ω ∈ H n (F ; K) be a generator. Define the orientation τ : H n (F ) → K as the image of ω by the natural isomorphism of the homology into its double dual, ψ :
n|f | < f, ω > where < , > is the Kronecker bracket. Let p 1 : B × F ։ B be the projection on the first factor. Then for any f ∈ H * (F ) and
|f ||b| bτ (f ). Let p 2 : F × B ։ B be the projection on the second factor. Since p 2 is the composite of p 1 and the exchange homeomorphism, by naturality of integration along the fibre,
Main coTheorem of [6] with signs. The main theorem of [6] states that H * (LX) is a d-dimensional (non-unital non co-unital) homological conformal field theory: that is H * (LX) is an algebra over the tensor product of graded linear props
See [6, Sections 3 and 11] for the definition of this prop. The prop detH 1 (F, ∂ in ; Z) manages the degree shift and the sign of each operation. In [6] , Chataur and the second author did not pay attention to this prop detH 1 (F, ∂ in ; Z) ([1, p. 120] neither, it seems). Therefore, in order to get the signs correctly, we need to review all the results of [6] by taking this prop into account. Explicitly, we have maps
. Therefore (Compare with [6, Section 6.3]), its dual H * (LX) is an algebra over the opposite prop
which is isomorphic to the prop
since detH 1 (F p+q , ∂ out ; Z) = detH 1 (F q+p , ∂ in ; Z) and Dif f + (F p+q , ∂) = Dif f + (F q+p , ∂). Explicitly, the degree 0 map
Note that here, we have defined the transposition of a map f as
This means the following five propositions. 
Remark 7.2. In Proposition 7.1, suppose that F = F ′ . By a variant of [6, Proposi-
) is a homotopy equivalence [7] and π 0 (c φ ) is the conjugation by the isotopy class of φ, H * (Bc φ ) is the identity. So the conclusion of Proposition 7.1 is just ν * s⊗a (F ) = ν * s⊗a (F ).
Using Proposition 7.1, it is enough to define the operation ν * (F ) for a set of representatives F of oriented classes of cobordisms (therefore the direct sum over a set ⊕ F in the above definition of the prop has a meaning). Conversely, if ν * (F ) is defined for a cobordism F then using Proposition 7.1, we can define ν * (F ′ ) for any equivalent cobordism F ′ using an equivalence of cobordism φ : 
Here
mapping m 2 ⊗ m 1 to m 2 • m 1 is induced by the gluing of F p+q and F q+r .
As noted by [18] with their notion of h-graph cobordism, [6] never used the smooth structure of the cobordisms. So in fact, our cobordisms are topological. Therefore the cobordism F q+r • F p+q obtained by gluing is canonically defined [24, 1.3.2] . Note that by [7] and [16] , the inclusion Dif f + (F, ∂) ∂) ) and τ ∈ End(H * (LX) ⊗2 ) be the exchange isomorphisms of the three props. Then
Let F be a cobordism. Let ι F be the generator of H 0 (BDif f + (F, ∂)) which is represented by the connected component of BDif f + (F, ∂). We may write ι instead of ι F for simplicity. If χ(F ) = 0 then H 1 (F, ∂ out ; Z) = {0} has an unique orientation class which correspond to the generator 1 ∈ detH 1 (F,
The identity morphim id 1 and the exchange isomorphism τ of the prop detH 1 (F, ∂ out ; Z) correspond to these unique orientation classes of H 1 (F 0,1+1 , ∂ out ; Z) and H 1 (C φ , ∂ out ; Z).
The identity morphim id 1 and the exchange isomorphism τ of the prop H * (BDif f + (F, ∂)) are just ι F0,1+1 and ι C φ .
Commutativity and associativity of the dual to the Loop coproduct
Let s ∈ detH 1 (F 0,2+1 , ∂ out ; Z) ⊗d be a chosen orientation. Let
Let m be the product defined by
is a graded associative and commutative algebra.
Proof. Using Propositions 7.3, 7.4 and 7.5,
F 0,1+1 )) and
Let β ∈ detH 1 (F 0,2+1 , ∂ out ; Z) the generator such that β ⊗d = s. The compositions of the Z-linear prop detH 1 (F, ∂ out ; Z) are isomorphisms. Therefore, they send generators to generators. Moreover detH 1 (F, ∂ out ; Z) := Λ −χ(F ) H 1 (F, ∂ out ; Z) is an abelian group on a single generator of lower degree −χ(F ). So β • (β ⊗ id 1 ) = ε ass β•(id 1 ⊗β) and β•τ = ε com β for given signs ε ass and ε com ∈ {−1, 1}. Therefore
Therefore, by proposition 7.1
In [14, Proof of Proposition 21], Godin has shown geometrically that ε ass = −1 for the prop detH 1 (F, ∂ in ; Z). To determine the signs ε ass and ε com for the prop detH 1 (F, ∂ out ; Z), we prefer to use our computations of m.
Consider a particular connected compact Lie group G of a particular dimension d and a particular field K of characteristic different from 2 such that H
is an algebra over our prop and we can apply (2) More precisely, let P the prop such that
This prop P is the the trivial prop with a degree shift χ(F ).
For any cobordism F , let Θ F : s
⊗d is an isomorphim of props if d is even. This prop P ⊗d is the d-th power of the trivial prop with a degree shift χ(F ) and is not isomorphic to the trivial prop with a degree shift −dχ(F ).
Proof. The following upper square commutes always, while the following lower square commutes if d is even.
Replacing • by the tensor product ⊗ of props, we have proved that Θ ⊗d F is an isomorphism of props if d is even.
Observe that the dual of the loop coproduct Dlcop on H * (LX) satisfies the same commutative and associative formulae as those of the Chas-Sullivan loop product on the loop homology of M . See [41, Remark 3.6] or [28, Proposition 2.7] . So we wonder if the prop detH 1 (F, ∂ out ; Z) is isomorphic to the prop detH 1 (F, ∂ in ; Z). Corollary 8.3. Let X be a simply connected space such that H * (ΩX; K) is finite dimensional. The shifted cohomology H * (LX) := H * +d (LX) is a graded commutative, associative algebra endowed with the product m defined by
The Batalin-Vilkovisky identity
For any simple closed curve γ in a cobordism F , let us denote by γ the image of the Dehn twist T γ by the hurewicz map Θ
In this section, we prove the following theorem.
Theorem 9.1. Let H * be an algebra over the prop
Consider the the graded associative and commutative algebra (H * , m) given by Theorem 8.1. Let α be a closed curve in the cylinder F 0,1+1 parallel to one of the boundary components. Let
Then (H * , m, ∆) is a Batalin-Vilkovisky algebra.
In give an incomplete proof that we complete. Moreover, we pay attention to signs. The shifted cohomology algebra (H * , m) equipped with the operator ∆ is a BValgebra if and only if ∆ • ∆ = 0 and if the Batalin-Vilkovisky identity holds; that is, for any elements a, b and c in H * ,
where α · β = m(α ⊗ β) and α stands for the degree of an element α in H * , namely 
in the mapping class group of F 0,4 , where T γ denotes the Dehn twist around a simple closed curve γ in the surface.
In order to prove Theorem 9.3, we represent each term of the B-V identity in terms of elements of the prop with a HCF theoretical way: this means using the horizontal (coproduct) composition ⊗ and the vertical composition • on the prop. We start by the most complicated element b · ∆(a · c).
By Propositions 7.3, 7.4, 7.5 and 7.6,
Here ± is the Koszul sign (−1) |s||α| = (−1) d , since only s and α have positive degrees.
We choose s ′ = s • (s ⊗ id 1 ). In the proof of Theorem 8.1, we saw s
coincides with z by Proposition 10.1, we have proved that
Similar computations shows that
Therefore using the definition of the product m, straightforward computations show that
The lantern relation gives rise to the equality
since the hurewicz map is a morphism of groups. Thus 10. Seven prop structure equalities on the homology of mapping class groups proving the BV identity
Recall that for any simple closed curve γ in a cobordism F , we write γ for the image of the Dehn twist T α by the hurewicz map Θ
Here ∂ is the connecting homomorphism associated to the universal principal fibration. Let α be a closed curve in the cylinder F 0,1+1 parallel to one of the boundary components. Let a 1 , ..., a 4 and x, y, z be the simple closed curves in F 0,3+1 described in [26, Figure 6.89, page 161] . In what follows, we denote by • the vertical product in the prop
which acts (up to signs) on H * +dim G (LBG; K). The goal of this section is to show the following equalities needed in the proof of the BV-identity, given in section 9.
Let F denote the group Dif f + (F, ∂) (or the mapping class group of a surface F with boundary ∂). Recall that ι F or simply ι denote the generator of H 0 (B F ) which is represented by the connected component of B F . Proposition 10.2. Let F and F ′ be two cobordisms. In i) and ii), suppose that
We consider the diagram:
Here ϕ is the natural isomorphism, κ is the Künneth map, ξ :
is the canonical homotopy equivalence, k 2 is the isomorphism defined by k 2 (x) = ι F ⊗ x and i 2 denotes various inclusions on the second factor. Note that by the definition of the prop structure, the bottom line coincides with • :
The commutativity of the diagram shows i).
Replacing the i 2 's and k 2 by inclusions on the first factor, we obtain ii). Replacing
Proof of Proposition 10. 
By virtue of Proposition 10.2 i), ii) and then iii), we have
The prop structure on the 0th homology gives
. Finally, the prop structure on the homology of mapping class groups gives
By similar fashion, we have the other six equalities.
The cohomological BV-operator ∆
The goal of this section is to give our definition of the BV-operator ∆ in cohomology and to compare it to others definitions given in the literature. Therefore for any β ∈ H * (LX), the image of β by ∆, ∆(β), is the unique element such that (see [41] up to the sign − )
where {S 1 } is the fundamental class in cohomology defined by < {S 1 }, [S 1 ] >= 1. So finally, we have proved that with our definition of integration along the fibre, since we define the BV-operator ∆ using integration along the fibre as [27, Proposition 3.3], our ∆ is exactly the opposite of the one defined by [41] or [23, p. 648 line 4] .
In particular, observe that ∆ satisfies ∆ 2 = 0 and is a derivation on the cup product on H * (LX) [41, Proposition 4.1] . In section 9, we will need another characterisation of our BV-operator ∆:
Proposition 11.1. The BV-operator ∆ := S 1 •Γ * is the dual (=transposition) of the composite
Proof. For any space X, let µ X : H * (X; K) → H * (X; K) ∨ be the map sending α to the form on H * (X; K), < α, − >. Here < −, − > is the Kronecker bracket. By the universal coefficient theorem for cohomology, µ X is an isomorphism. Consider the two squares
The left square commutes by naturality of µ X . For any α ∈ H * (S 1 ) and β ∈ H * (LX) and y ∈ H * (LX), Proof. By definition of ∆, the following diagram commutes up to the sign (−1) |Θ| for any p ≥ 0.
Taking p = 0 we obtain 1).
The image of the cocycle
For any a 0 ∈ A,
The image of the cocycle a ∈ C 0 (A; A) by Ad • C * (A; Θ) is the form on A, mapping
|Θ| tr(aa 0 ). Since there is no coboundary in C 0 (A, A), this proves 2). Theorem 12.3. Let V be a graded vector space (non-negatively lower graded or concentrated in upper degree ≥ 1) such that in each degre, V is of finite dimension. i) Let A = S(V ), 0 be the free strictly commutative graded algebra on V :
is the graded tensor product on the exterior algebra on V odd , the odd degree elements and on V even the even degree elements [9, p. 46] . Then the Hochschild cohomology of A, HH * (A, A), is isomorphic as Gerstenhaber algebras to
. ii) Suppose that F is a field of characteristic 2. Then we can extend i) in the following way: Let U and W are two graded vector spaces such that U ⊕ W = V . (i. e. we don't assume anymore that U = V odd and
and the Lie bracket is the same as in i). iii) Suppose that V is concentrated in odd degres or that K is a field of characteristic 2. Let A = ΛV be the exterior algebra on V . Then the BV-algebra extending the Gerstenhaber algebra HH . ii) The proof is the same as in i): for example, Γ(sV ) is the graded tensor product of the free divided power algebra on sU and of the exterior algebra on sW . In particular, the differential graded algebra C * (S(V ), S(V )) is formal. It is easy to see that if V is of dimension 1 then the inclusion
is a quasi-isomorphism of differential graded Lie algebras. In particular, the differential graded Lie algebra C * (S(V ), S(V )) is formal. Kontsevich formality theorem says that over a field F of characteristic zero, the differential graded Lie algebra C * (S(V ), S(V )) is formal even if V is not of dimension 1 [22, Theorem 2.4.2 (Tamarkin)].
Triviality of the loop product when H * (BG) is polynomial
This section is independent of the rest of the paper. Recall the dual of the loop coproduct introduced by Sullivan for manifolds H * (LM ) ⊗ H * (LM ) → H * +d (LM ) is (almost) trivial [43] . In this section, we prove that the loop product for classifying spaces of Lie groups H * (LBG) ⊗ H * (LBG) → H * +d (LBG) is trivial if the inclusion of the fibre in cohomology j * : H * (LBG; K) ։ H * (G; K) is surjective (Theorem 13.1). We also explain that this condition j * : H * (LBG; K) ։ H * (G; K) surjective is equivalent to our hypothesis H * (BG) polynomial (Theorem 13.3).
which is a contradiction. Observe that x i and x lu are primitive. Thus it follows that x i is transgressive for any 1 ≤ i ≤ N . In the case where CharK = p = 2, since j * is surjective by assumption, it follows from the argument in [27, Remark 1.4 ] that H * (G; Z) has no p-torsion. Observe that to obtain the result, the connectedness of the loop space is assumed. By virtue of [37, Chapter 7, Theorem 2.12], we see that H * (BG; K) is a polynomial algebra. This completes the proof.
The following theorem give another characterisation of our hypothesis H * (BG) polynomial.
Theorem 13.4. Let G be a connected Lie group. Then the following three conditions are equivalent:
1) H * (BG; K) is a polynomial algebra on even degree generators. 2) BG is K-formal and H * (BG; K) is strictly commutative.
3) The singular cochain algebra S * (BG; K) is weakly equivalent as algebras to a strictly commutative differential graded algebra A.
Stricly commutative means that a 2 = 0 if a ∈ A odd (K can be a field of characteristics two).
Proof. 1 ⇒ 2. Suppose that H * (BG; K) is a polynomial algebra. Then by the beginning of section 6, BG is K-formal. If H * (ΩY ) is of finite dimension then the suspension of V , sV , must be concentrated in odd degree and so V must be in even degree and d = 0, i. e. Y is K-formal and H * (Y ) is polynomial in even degree.
