Subgroup separability of the figure 8 knot group  by Wise, Daniel T.
Topology 45 (2006) 421–463
www.elsevier.com/locate/top
Subgroup separability of the ﬁgure 8 knot group
Daniel T. Wise∗,1
Department of Mathematics, UC Berkeley, Berkeley, CA, USA
Received 8 July 2003; received in revised form 31 August 2004; accepted 8 June 2005
Abstract
It is shown that the fundamental groups of certain non-positively curved 2-complexes have the property that their
quasiconvex subgroups are the intersections of ﬁnite index subgroups.
As a consequence, every geometrically ﬁnite subgroup of the ﬁgure 8 knot group is the intersection of ﬁnite index
subgroups. The same result holds for many other prime alternating link groups.
 2005 Elsevier Ltd. All rights reserved.
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1. Introduction
A subgroup H of a group G is said to be separable provided that H is the intersection of ﬁnite index
subgroups of G. An important and familiar case of separability is when the trivial subgroup {1G} is
separable, in which case the groupG is called residually ﬁnite.When every f.g. subgroup ofG is separable,
then G is called subgroup separable or LERF. Early examples of familiar inﬁnite groups which are
subgroup separable include free groups [21], and polycyclic groups [32].
An attractive property of a f.g. separable subgroup H ⊂ G of a f.p. group is that it has decidable
membership problem [32]. Indeed, given a word W in the generators of G, one can verify that W ∈ H
∗ Corresponding author. Current address: Department of Mathematics, McGill University, Burnside Hall, 805 Sherbrooke
West, Montreal, Que., Canada H3A 2K6. Tel.: +1 5143983850; fax: +1 5143983800.
E-mail address: wise@math.mcgill.ca.
1 Supported as an NSF Postdoctoral Fellow under Grant No. DMS-9627506.
0040-9383/$ - see front matter  2005 Elsevier Ltd. All rights reserved.
doi:10.1016/j.top.2005.06.004
422 Daniel T. Wise / Topology 45 (2006) 421–463
by ﬁnding a word Y in the generators of H which is equivalent to W in G. One can verify that W /∈H by
ﬁnding a ﬁnite quotientG → G¯ such that W¯ /∈ H¯ . The f.g. and f.p. hypotheses allow these two veriﬁcation
procedures to be implemented algorithmically attempting all possibilities, and the separability hypothesis
implies that one of these procedures must terminate successfully.
Separability is a powerful property which can be utilized in topology to show that certain immersions
lift to embeddings in a ﬁnite cover. This is speciﬁcally useful in 3-manifold topology, where it is often
desirable to lift an immersed incompressible surface  → M3 to an embedding  ↪→ Mˆ3 in a ﬁnite cover
Mˆ3 of M3. The separability of 1 in 1M guarantees such a lift to an embedding provided that  is of
minimal self-intersection.
We will now give a quick survey of the known positive separability results, followed by the negative
results, and ﬁnally we give a brief description of the results in this paper.
1.1. Known positive results
Peter Scott [4243] ignited the interest of both low-dimensional topologists and inﬁnite group theorists in
this area, when he proved that surface groups are subgroup separable. Hismethod of proofwas to show that
the geometrically ﬁnite subgroups of a right-angled hyperbolic reﬂection group are separable. The stated
result follows because for (genus 2) surface groups are commensurable with such reﬂection groups,
and every f.g. subgroup is geometrically ﬁnite in dimension 2, and subgroup separability is invariant
under commensurability. Scott observes that the same proof shows that certain hyperbolic 3-manifold
groups commensurable with right-angled reﬂection groups have the property that every geometrically
ﬁnite subgroup is separable. For instance, 1 of the complement of the Borromean rings is a ﬁnite index
subgroup of a right-angled hyperbolic reﬂection group, and so as a consequence of his theorem, its
geometrically ﬁnite subgroups are separable.
The ﬁrst direction in which Scott’s work was generalized was taken by Brunner–Burns–Solitar [10],
who proved that the free product of two free groups amalgamating a cyclic subgroup is subgroup separable.
This is indeed a generalization because1 of a genus 2 surface can be presented as 〈a, b, c, d | aba−1b−1=
cdc−1d−1〉 which is clearly a free product amalgamating a cyclic subgroup. While the proof of Burns
et al. [11] was algebraic, more topological proofs were given independently by Tretkoff [52] and Gitik
[17]. Partial results on the more difﬁcult problem of the subgroup separability of an HNN extension of
a free group with cyclic edge group were given by Niblo [35]. Note that the surface group above arises
from such a ‘cyclic’ HNN extension as can be seen by letting a denote the stable letter and rewriting the
presentation as: 〈a, b, c, d | aba−1=cdc−1d−1b〉. There are simple examples of cyclicHNNextensions of
free groups which are not subgroup separable. For n,m = 0, let BS(n,m) denote the “Baumslag–Solitar”
group presented by 〈a, t | (an)t =am〉. Then in case n = ±m, the cyclic subgroup 〈a〉 is not separable. A
simple proof of this is given in [55]. We note that many of the groups BS(n,m) are not Hopﬁan [4] and
therefore not residually ﬁnite. Though not all cyclic HNN extensions are subgroup separable, it turns out
that the Baumslag–Solitar-type behavior is the only thing that can go wrong: It is shown in [55] that if
G splits as a ﬁnite graph of free groups with cyclic edge groups, then G is not subgroup separable if and
only if there are non-trivial elements a, t ∈ G such that (an)t = am. We note that such a relation cannot
occur in a 3-manifold group, as was shown recently by Shalen [46]. So a f.g. 3-manifold group which
splits as a graph of free groups with cyclic edge groups is subgroup separable.
Another way in which Scott’s result was generalized is by Gitik and Rips [19] who showed that if
G=F ∗MF is an amalgamated free product which is a double of the free group F along a f.g. malnormal
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subgroup M, and if H is a f.g. subgroup which has f.g. intersection with each conjugate of M in G, then
H is a separable subgroup of G. Note that the ﬁrst presentation of the genus 2 surface group above can
be thought of as the double of the free group 〈a, b〉 along the malnormal subgroup 〈aba−1b−1〉. One
recovers Scott’s result from [19] because every subgroup of a cyclic group is f.g. Recently, Gitik [18] has
generalized this result by replacing the requirement that F be free, with the requirement that F be word-
hyperbolic, locally quasiconvex and subgroup separable. Gitik was able to apply this stronger theorem
to construct compact hyperbolic 3-manifolds all of whose geometrically ﬁnite subgroups are separable,
by starting with a handlebody and repeatedly doubling along a portion of the boundary of a manifold.
We remark that amalgamated doubles and right-angled reﬂection groups allow a very similar approach
towards subgroup separability were the bilateral symmetry makes it easier to complete certain immersed
complexes to ﬁnite covers.
Agol–Long–Reid [2] have taken up the right-angled hyperbolic reﬂection group approach and given
a clear proof of Scott’s theorem in Dimension 4. They then use arithmetic techniques to prove that
certain hyperbolic 3-manifold groups which are not right-angled reﬂection groups, embed nicely in a
4-dimensional hyperbolic reﬂection group, and consequently, have separable geometrically ﬁnite sub-
groups. They also note that Scott’s proof has a gap in the non-closed case. (We note, however that Scott’s
result stated earlier about the Borromean rings is correct, as it follows from the method of this paper.)
Moreover, subsequently, Agol–Long–Reid extended their results to the ﬁnite volume case by adding an
intermediate step (this step corresponds to what we had called “closing up strands” in Section 9).
There are other separability results which focus on more speciﬁc subgroups: Long and Niblo [28]
showed that if B is a connected submanifold of M , then the image of 1B in 1M is a separable
subgroup. This is derived from the result of Hempel [22] that compact Haken 3-manifolds, and more
generally, those 3-manifolds satisfying the conclusion of Thurston’s geometrization conjecture [50] are
residually ﬁnite. (This result is claimed without proof in [50].) Long [26], showed that if  is a totally
geodesic immersed surface in the hyperbolic 3-manifold M, then 1 is ‘almost separable’, in the sense
that it is of ﬁnite index in a separable subgroup of 1M . It follows that M has a Haken ﬁnite cover. In a
related paper [27], Long shows that almost separability for inﬁnite index geometrically ﬁnite subgroups
would follow from the seemingly weaker hypothesis that each such subgroup is contained in a proper
subgroup of ﬁnite index.
A moderate amount of progress has been made since Scott raised the question of which f.g. 3-manifold
groups are subgroup separable. It turns out however, that not all of them are subgroup separable.
1.2. Known negative results
The ﬁrst example of a 3-manifold group with a f.g. subgroup which is not separable was given in [11]
by Burns–Karrass–Solitar. More recently Rubinstein and Wang [40], gave an example of a 3-manifold
group with a non-separable surface subgroup. In fact, their example is provided by an immersed, minimal
self-intersection, incompressible surface which does not lift to an embedding in a ﬁnite cover. A simple
proof is given in [36] that there is a f.g. subgroup H ⊂ G of the group of Burns–Karrass–Solitar such
that H is not contained in any proper ﬁnite index subgroup of G. Thus H fails to be separable in a very
strong sense. It is also shown, that there is a ﬁnite index subgroup K of the example of Rubinstein–Wang,
with a surface subgroup which is not contained in any proper ﬁnite index subgroup of K.
We note that the examples of both Burns et al. [11] and Rubinstein and Wang [40] are fundamental
groups of graphmanifolds. The situation is further clariﬁed in [37] where it is shown that a graphmanifold
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has subgroup separable 1 if and only if it is either a torus-bundle in which case 1 is polycyclic so it
is subgroup separable by Malc’ev [32], or it is Seifert-ﬁbered in which case it is subgroup separable by
Scott [42]. It was shown in [36] that both the square knot and the link L consisting of a chain of four
circles, have complements with 1 which is not subgroup separable. It is also observed there, that 1 of
the complement of L is a subgroup of every known f.g. 3-manifold group which is not subgroup separable.
To date, the failure of subgroup separability for 3-manifold groups, can be linked to graph manifold
pieces, and these cannot occur in a hyperbolic 3-manifold. The theorems and examples described above
give a bit of evidence towards the possibility that every geometrically ﬁnite subgroup of a hyperbolic
3-manifold group is separable. The hyperbolic case is considered to be the least understood and most
important case. In fact, Thurston [50] raised the question of whether Kleinian groups are subgroup
separable, or have speciﬁc subgroups (e.g. surface subgroups, geometrically ﬁnite subgroups) which are
separable.
1.3. Results in this paper
We provide a class of non-positively curved squared 2-complexes, whose fundamental groups have the
property that every quasiconvex subgroup is separable. While the separability properties for groups in
this class are studied by using a splitting as a graph of groups, the results in this paper are distinguished
from the results mentioned above in several signiﬁcant ways: The edge groups of the splitting are not
required to be cyclic or malnormal, nor do we require the symmetry provided by doubling or reﬂections.
The main theorem of the paper is Theorem 11.3. Its proof is modeled very closely after the proof of
the main theorem of Wise [55] mentioned above, and it uses many similar techniques.
We illustrate the type of results that we obtain with the following special case of Theorem 11.3:
Theorem. Let X be a subcomplex of the direct product A × B of two graphs. Suppose that 1X is
word-hyperbolic, then every quasiconvex subgroup of 1X is separable.
The set of subcomplexes of direct products A × B of two graphs, forms a much richer class than one
might expect. For instance, the Dehn complex of the ﬁgure 8 knot has a ﬁnite cover which belongs in this
class. This allows us to prove another consequence of Theorem 11.3:
Theorem. The geometrically ﬁnite subgroups of the ﬁgure 8 knot group are separable.
The problem of whether the ﬁgure 8 knot group is subgroup separable appears in Kirby’s problem list
[25, Problems in Low-Dimensional Topology, Problem 3.76].
I have veriﬁed that an analogous theorem holds for many other prime alternating links including well-
known examples such as the Whitehead link and the Borromean rings as well as my personal favorite:
the three-lead four bight Turk’s head knot (818 in [39]). This leads to the following:
Conjecture. Let G be 1 of a hyperbolic, alternating link. Then every geometrically ﬁnite subgroup of
G is separable.
There is a single ingredient (see Theorem 14.4) which when combined with the results of this paper,
would imply the conjecture above. This ingredient is the separability of a checkerboard surface subgroup
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of 1 of each prime alternating link. It seems likely that as in [55], providing this missing ingredient is a
problem of a different nature requiring a different approach from what we developed here.
As mentioned above, an important application of separability is to lift certain maps to embeddings in
a ﬁnite cover. We obtain the following corollary:
Corollary 17.6. Let M be the ﬁgure 8 knot complement with its boundary added on. Let (, ) →
(M, M) be an immersed 1-injective surface, and assume that we have homotoped  so that it is of
minimal self-intersection. Then there is a ﬁnite cover Mˆ → M such that  lifts to an embedding in Mˆ .
Update: In the years since the ﬁrst version of this paper was written, there have been a number of
related results and developments. The work of Agol et al. [1] was extended to certain Coxeter groups in
[30], and used to prove the separability of the double of the ﬁgure 8 knot group [29].
In [24], we closely examine the complement M of the chain of four circles L that was studied in [37].
While 1M contains a subgroup that is not separable, in [24], we prove the separability of the subgroups
of 1M that are quasiconvex relative to an action of 1M on a CAT(0) square complex.
The most signiﬁcant development directly related to the results in this paper is that the scope of
Theorem 11.3 has been substantially expanded by results in [56]. For instance, in [56] it was shown
that every compact negatively curvedVH-complex is virtually clean; thus Theorem 11.3 implies that all
quasiconvex subgroups of the fundamental group are separable. I hope that themethod ofWise [56] can be
generalized to show that Dehn complexes of prime alternating links are virtually clean, thus generalizing
our separability result for the ﬁgure 8 knot group.
As described in Remark 13.11, Hruska has shown that for subgroups of fundamental groups of hyper-
bolic 3-manifolds, being undistorted is the same as CAT(0)-quasiconvexity. This places Lemma 13.10 in
a more general context.
Finally, the Tameness Conjecture was recently proven in [1]. One consequence of this conjecture is
that every ﬁnitely generated subgroup of hyperbolic 3-manifold group is either geometrically ﬁnite or
corresponds to a virtual ﬁber. Hence, in order to prove subgroup separability, it actually sufﬁces to consider
the quasiconvex subgroups.
2. Subgroup separability
Deﬁnition 2.1 (Separable subgroup). A subgroup H of a group G is said to be separable provided that
H is the intersection of ﬁnite index subgroups of G.
Equivalently H is separable if it is a closed subgroup in the proﬁnite topology. The proﬁnite topol-
ogy on a group is the topology whose closed basis consists of the cosets of ﬁnite index subgroups of
the group.
Lemma 2.2 (Characterizing separable). The following are equivalent:
(1) H is closed in G.
(2) For any element g ∈ G − H , there exists a ﬁnite index subgroup K, such that H ⊂ K but g /∈K .
(3) For each g ∈ G − H , there is a ﬁnite quotient G → G¯ with g¯ /∈ H¯
(4) For each g ∈ G − H , there is a ﬁnite index subgroup K with gK /⊂ HK .
426 Daniel T. Wise / Topology 45 (2006) 421–463
Fig. 1. Illustrated above from left to right are: aVH-square (the vertical edges are bold), a vertically subdividedVH-square
with orientations on the new horizontal edges, a horizontally subdividedVH-square with orientations on the new vertical edges,
and a fully subdividedVH-square with orientations on all edges.
Proof. First observe that (1) and (2) are obviously equivalent. Now (2)⇒(4) is obvious. To see that
(4)⇒(3), observe that the right coset representation of G on K yields the desired ﬁnite quotient G¯. To see
that (3)⇒(2), let K be the preimage of H¯ in the quotient G → G¯. 
Lemma 2.3 (Virtually separable). Let K be a ﬁnite index subgroup of G, then H is closed in G if and
only if H ∩ K is closed in K.
Proof. If H and K are closed, then H ∩ K is the intersection of closed subsets, and is therefore closed.
First note that any closed subset of K is obviously closed in G. Now, if H ∩K is closed, then H is closed
since H ∩ K has ﬁnite index in H and therefore H is the union of ﬁnitely many closed sets. 
3. VH-complexes
In this section we describe VH-complexes which were introduced in [54]. The deﬁnitions and ele-
mentary properties ofVH-complexes will play a fundamental role in this paper.
Deﬁnition 3.1 (VH-complex). A squared 2-complex is a 2-complex whose 2-cells are attached by
combinatorial paths of length 4.
A squared 2-complex X is said to be aVH-complex if the 1-cells of X are partitioned into two classes
V and H called vertical and horizontal edges, respectively, and the attaching map of each 2-cell of X
alternates between edges in V and H. (See the leftmost square of Fig. 1.)
We letVX=V ∪X(0) denote the vertical 1-skeleton andHX=H∪X(0) denote the horizontal 1-skeleton.
Given a 0-cell x ∈ X(0), we let Vx denote the component of VX containing x. We deﬁne Hx similarly.
A combinatorial map  : Y → X betweenVH-complexes is called aVH-map provided that vertical
and horizontal edges of Y are mapped, respectively, to vertical and horizontal edges of X (Fig. 2).
Example 3.2 (Product isVH). The motivating example of aVH-complex is the direct product A×B
of two graphs. Unless indicated otherwise, a direct product A × B will be given the VH-structure, so
that 1-cells parallel to A are vertical, and 1-cells parallel to B are horizontal.
Deﬁnition 3.3 (Vertical foliation). We will now deﬁne a singular vertical foliation on theVH-complex
X. The square I × I is foliated by vertical line segments. Similarly, each square in X is foliated by vertical
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Fig. 2. Let X denote the 2-complex above consisting of 14 squares and 2 isolated edges. The graph v
X
is illustrated directly
below X. The graph h
X
, which is a bit trickier, is illustrated to the right of X.
segments parallel to the pair of vertical edges on its boundary. Given a point x ∈ X (we do not assume
that x ∈ X(0)) we deﬁne the vertical leaf Vx to be the smallest closed subset of X having the property that
x ∈ Vx and Vx contains any vertical segment which intersects it. This deﬁnition of Vx is consistent with
the deﬁnition given earlier for x ∈ X(0).
Thinking of X as being foliated by these vertical leaves it is natural to take the quotient of X in which
each vertical leaf is identiﬁed to a point. This quotient is a graph denoted by vX which we discuss below
from a slightly different point of view. We denote the quotient map by v : X → vX. We note that X has
a horizontal foliation as well, and that there is a quotient map h : X → hX.
If Y → X is a VH-map then there are induced maps vY → vX and hY → hX, such that there are
commutative diagrams
Y → X
↓ ↓
vY → vX
and
Y → X
↓ ↓
hY → hX
Deﬁnition 3.4 (Singular leaves). By a singular (vertical) leaf in the foliation of X, we mean a leaf Vx
which does not have a neighborhood which is a product Vx × [−, ]. Lemma 3.6 shows that if Vx is a
singular leaf, then either Vx is a component of VX, or Vx =Vb where b is the barycenter of some horizontal
1-cell of X.
IfVb is a singular leaf such that b is the barycenter of some horizontal 1-cell ofX, then an  neighborhood
of Vx is isomorphic to the mapping torus of some connected double cover of Vx . See Example 3.5.
A VH-complex X is called vertically non-singular provided that the only singular leaves of X are
contained in VX. Note that X is vertically non-singular if and only if each component C of X − VX is a
direct product Xc × (0, 1) for any c ∈ C. Observe that X is vertically non-singular if and only if the map
X → vX is cellular.
We deﬁne horizontally non-singular similarly, and we say that X is non-singular provided that it is
both vertically and horizontally non-singular.
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Example 3.5 (Mo ¨bius strip). A Möbius strip obtained by identifying the top and bottom horizontal edge
of a square with a twisted identiﬁcation map, has an obviousVH-structure. The circle down the middle
of the Möbius strip is singular.
Lemma 3.6 and Theorem 3.7 show that one can obtain a non-singular VH-complex from the VH-
complex X by either subdividing or taking a ﬁnite cover.
Lemma 3.6 (Non-singular subdivision). If X is a VH-complex, then we can subdivide X by adding
a vertical 1-cell down the center of each 2-cell of X to obtain a VH-complex X′ which is vertically
non-singular. Similarly, we can subdivide X horizontally to obtain aVH-complex which is horizontally
non-singular. It follows that there is a subdivision of X which is both vertically and horizontally non-
singular.
Proof. Let X′ denote the vertical subdivision of X: so X′ is obtained from X by adding the barycenter of
each horizontal 1-cell, and adding a vertical 1-cell at the center of each square of X. We will ﬁrst show
that X′ is vertically non-singular. Each horizontal 1-cell of X′ can be oriented from a 0-cell of X to a
barycenter of a horizontal 1-cell of X. Consequently, the two horizontal edges on the boundary of each
square of X′ are oriented in the same direction. It is then easy to see that each component of X′ − VX′
is a trivial line-bundle over a graph and thus the direct product of a graph and (0, 1). We refer the reader
to Fig. 1 for pictures of horizontally and vertically subdivided squares, and illustrations of how the new
edges are oriented.
The same proof shows that the horizontal subdivision of X is horizontally non-singular, and so com-
bining the two results, we see that their is a subdivision of X which is non-singular. 
Theorem 3.7 (Non-singular double cover). Let X be aVH-complex, then X has a double cover with no
singular vertical (respectively, horizontal) leaves. Consequently, X has a degree 4 cover which is both
horizontally and vertically non-singular.
Proof. LetX1 andX2 denote two copies of the space obtained fromX by removing a regular neighborhood
of each singular vertical leaf. The group Z2 acts on X1 ∪ X2 by an obvious involution. The regular
neighborhood of a singular leaf is the mapping cylinder of a double cover of the singular leaf. It has an
obvious Z2 cover. The union of X1 ∪ X2 and the double covers of the mapping cylinders of singular
leaves, amalgamated along the boundary components of each double cover is the desired double cover
of X. Note that the action of Z2 on the resulting space is well-deﬁned. 
Remark 3.8 (LocallyVH). Note that aVH-structure on a complex determines a bipartite structure on
the link of each 0-cell. It is then natural to deﬁne X to be a locally VH-complex provided that the link
of each 0-cell of X has a chosen bipartite structure. It is easy to see [54] that if X is a localVH-complex
then X has a double cover with aVH-structure which is consistent with the localVH-structure of X.
Deﬁnition 3.9 (Non-positively curved). A squared 2-complex X is said to be non-positively curved
provided that for each v ∈ X(0), the link of v, which we denote by Link(v), has no cycles of length < 4.
We refer the reader to [820] for more information about non-positively curved spaces. Note that if X is
aVH-complex, then X is non-positively curved provided that for each v ∈ X(0), there are no cycles of
length 2 in Link(v). This is because the VH-structure on X insures that Link(v) is bipartite, and thus
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any cycle in Link(v) has even length. Non-positively curvedVH-complexes are the essential objects of
study in this paper.
4. Graphs of spaces
Following Scott and Wall [44], most of our arguments about graphs of groups will be expressed in
terms of graphs of spaces. We collect the basic notions and terminology regarding graphs of spaces in
the following deﬁnition:
Deﬁnition 4.1 (Graph of spaces). Let  be a graph of groups. This means that associated to each vertex
v ∈  there is a vertex groupGv , and associated to each edge e of , there is an edge groupGe. Associated
to the attaching maps of e to its initial and terminal vertices, (v) and (v), there are monomorphisms
Ge → G(v) and Gv → G(v).
A graph of (based) spaces X corresponding to  is formed as follows: for each vertex v ∈ , there
is a connected based space Xv called a vertex space with 1Xv = 1Gv . For each edge e of , there
is a connected based space Xe wih 1Xv = 1Ge. The space Xe × [0, 1] is then called an edge space.
Furthermore, corresponding to the monomorphisms Ge → G(e) and Ge → G(e) we have attaching
maps Xe × 0 → X(e) and Xe × 1 → X(e) which induce monomorphisms 1Xe → 1X(e) and
1Xe → 1X(e) which are identical with Ge → G(e) and Ge → G(e). Finally, we form X = X by
attaching each edge space Xe × [0, 1] to its vertex spaces X(e) and X(e) using the attaching maps. The
topology on X is the quotient topology. The fundamental group 1X is the fundamental group of the graph
of groups. There is a useful map X →  which encodes the structure above. It is deﬁned by Xv → v
and Xe × [0, 1] → e. Depending on the context, we will sometimes write X instead of X and write 
instead of X.
Note that a covering space Xˆ of X inherits a structure as a graph of spaces. The vertex and edge spaces
of Xˆ correspond to components of preimages of 0-cells and open 1-cells of X.
Lemma 4.2 (VH splittings). AVH-complex X splits as a graph of spaces in two ways, corresponding
to X → vX and X → hX.
In case X is non-positively curved, each of these graphs of spaces induces a splitting of 1X as a graph
of free groups.
Proof. We only explain the vertical splitting because the horizontal splitting is similar. Let v be a vertex
of vX, and let vˆ be a point which is mapped to v, then the vertex space Xv is the preimage of v in X which
is the leaf Vvˆ .
For each edge e of vX, let b denote its barycenter and let bˆ denote a point of X which is mapped
to b. Then if we let Xe = Vbˆ, then the preimage of the interior of e is a product Xe × (0, 1), and the
corresponding edge space Xe × [0, 1] is attached to X(e) and X(e) in the obvious way.
Note that in case X is vertically non-singular, the vertex spaces of X are the components of VX, and the
edge spaces correspond in an obvious way to the components of X − VX.
Finally, in case X is non-positively curved, each such attaching map must be an immersion, for any fold
would determine a cycle of length 2 in the link of a vertex, and contradict that X is non-positively curved.
Consequently, the attaching maps are 1-injective [47], and the graph of spaces corresponds naturally to
a graph of groups. 
430 Daniel T. Wise / Topology 45 (2006) 421–463
Deﬁnition 4.3 (Multiple HNN). For each vertex v of , let bv denote the base 0-cell of the vertex space
Xv of X. By identifying these basepoints {bv | v ∈ (0)} to a single 0-cell, we form a new graph of
spaces X = X/{bv | v ∈ (0)}. Observe that X can be regarded as a graph of spaces with a single
vertex space Xb =∪v∈(0)Xv/{bv | v ∈ (0)} which is the union of the vertex spaces of X identiﬁed along
their basepoints. The edge spaces of X are essentially the same as the edge spaces of X except that the
attaching maps are now viewed as maps to the vertex space of X which contains each vertex space of X.
Thus, X corresponds to a multiple HNN extension, of 1Xb. Note that there is a natural decomposition
map X → . Furthermore, 1X = 1X ∗ Fr−1 where X has r vertex spaces.
5. Clean complexes
Deﬁnition 5.1 (Clean). Let X be a graph of spaces where each vertex spaces is a graph, and each edge
space is the direct product of a graph and [0, 1]. We say that X is clean provided that the attaching map
of each edge space is an embedding.
Deﬁnition 5.2 (Vertically clean). A VH-complex X is said to be vertically clean provided that it is
vertically non-singular and its vertical decomposition as a graph of spaces is clean. That is, each attaching
map of each vertical edge space of X is an embedding.
Example 5.3 (Surfaces are clean). The surface of genus 2 is homeomorphic to a clean VH-complex.
Let X be a 2-complex with two 0-cells p, q and vertical 1-cells a1, a2, a3, a4 each of which is oriented
from p to q, and horizontal 1-cells, s, x each oriented from p to p and horizontal 1-cells, t, y each oriented
from q to q. The 2-cells of X are attached by the paths:
{a1ta−12 s−1, a2ta−13 s−1, a3xa−14 y−1, a4xa−11 y−1}.
It is easy to see that X is a surface, because the links of p and q are circles, and one sees immediately
that 	(X) = −2.
Deﬁnition 5.4 (Folding strip). We deﬁne the vertical folding stripUn to be the quotient of In×I obtained
by identifying (0, 0) with (n, 0) to obtain the basepoint u of Un. The VH-structure on Un is inherited
from In × I . We note that the two edges n × I and 0 × I which are incident at u, are folded together in
the map Un → vUn . See Fig. 3 for an illustration of U6.
Lemma 5.5 (Characterizing clean). Suppose that theVH-complex X is vertically non-singular then the
following are equivalent:
(1) X is vertically clean.
(2) HX → vX is an immersion.
(3) There does not exist aVH-immersion of a vertical folding strip Un → X.
Proof. (1)⇒(3) holds because, if there is aVH-immersion  : Un → X, then the ends at u of the edges
0× I and n× I are contained in the same edge space, and imply that the attaching map of that edge space
is not an injection at u.
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Fig. 3. Illustrated above is the folding strip U6. The basepoint of U6 is bold.
(3)⇒(1) holds because, if X is not vertically clean, then there is a vertical path of length n, at the
center of some edge space whose endpoints are distinct, but whose endpoints are mapped by the attaching
map, to the same 0-cell of VX. This path, and the attaching map, clearly determines a VH-immersion
Un → X.
(3)⇒(2) holds because, since 0 × I and n× I are folded together in vUn , if there is aVH-immersion
Un → X then the edges that 0 × I and n × I are mapped to, are folded together in vX.
(2)⇒(3) holds because, if two horizontal edges at some 0-cell of HX are folded together in HX → vX,
then there is a vertical leaf of X containing both their barycenters. This leaf determines the immersed
folding strip Un → X. 
Lemma 5.6 (Immersed in clean). Suppose Y → X is an immersion. If X is vertically clean then Y is
vertically clean. In particular, a covering space or a subcomplex of a cleanVH-complex is also clean.
We note that the ﬁnal statement abovewas used in [9] to show that the property of being the fundamental
group of a compact cleanVH-complex is inherited by ﬁnitely presented subgroups.
Proof. A VH-immersion Un → Y of a vertical folding strip, would project, by composition with the
immersion Y → X, to aVH-immersion Un → X. By Lemma 5.5, X does not admit such an immersion,
and so neither does Y, and thus by Lemma 5.5, Y is vertically clean. 
Lemma 5.7 (Cover subcomplex of product). Let X be a compact, vertically clean VH-complex. Then
there is a ﬁnite cover Xˆ → X such that Xˆ is a subcomplex of the direct product of two graphs and
consequently Xˆ is both vertically and horizontally clean.
Proof. We may assume without loss of generality that X is vertically non-singular for we can subdivide
by adding vertical edges, and this does not effect the conclusions of the argument.
Let L denote a ﬁnite graph containing VX with the property that any partial isomorphism of VX extends
to an automorphism of L. For an attractive choice of L, ﬁrst let r denote the maximum valence of the
0-cells of VX. Now, let the 0-cells of L correspond to the 0-cells of X, and then form L by connecting each
pair of 0-cells of L with r edges (including r loops at each vertex).
We now describe X as a subcomplex of a clean complex Y, where Y is a ﬁber bundle
L → Y → vX = vY
So, each edge space of Y is isomorphic to L × I .
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For each vertex of vX let the corresponding vertex space of Y be a copy of L. For each edge e of 
v
X
connecting the vertices (e) and (e), we describe an edge space of Y as follows: since X is clean, the
edge space of X corresponding to e determines an isomorphism between subgraphs ofX(e) andX(e). We
extend thismap to an automorphism of L, and thus an edge space connecting the copies of L corresponding
to (e) and (e). It is clear that X is a subspace of Y, since we have built Y around it.
There is an obvious homomorphism 1vX → Aut(L). And therefore a homomorphism 1Y →
1
v
X → Aut(L). Corresponding to the kernel of this homomorphism is a covering space Yˆ of Y, such
that the ﬁber bundle structure L → Yˆ → v
Yˆ
is trivial, and so Yˆ is a product.
The desired cover of Xˆ of X is just a component of the preimage of X in Yˆ . Finally Yˆ is obviously
vertically and horizontally clean since it is a direct product. That Xˆ is vertically and horizontally clean
follows from Lemma 5.6 because it is a subcomplex of Yˆ . 
Remark 5.8 (CSC subspace). The proof of the above theorem shows that any compact clean VH-
complex is a subspace of a clean CSC. (A CSC is a squared complex whose universal cover is the direct
product of two trees. See [54] for more about CSCs.) A similar result is that any compactVH-complex
is a subspace of a compact CSC, but we do not prove this here.
6. Cylindrical complexes
Deﬁnition 6.1 (Cylindrical). We say that theVH-complex X is w-cylindrical in the vertical direction,
provided that there is some integer w such that if  : 
 × Iw → X is a VH-immersion where 
 is a
connected graph, then 	(
)0. We say that X is cylindrical if it is w-cylindrical for some w.
For each non-negative integer n we let In denote the real interval [0, n] subdivided so that it has n
edges. We let I∞ denote [0,∞) subdivided in the obvious way. Similarly, we let Tn denote the union of
three copies of In identiﬁed along 0. Below we let Rn = In and we let R∞ denote (−∞,∞), subdivided
in the obvious way.
The following theorem characterizes those compact, cleanVH-complexes which are not cylindrical.
Theorem 6.2 (Characterizing cylindrical). Let X be a compact, cleanVH-complex. Then the following
are equivalent:
(1) There is a local-isometry 
× S1 → X where 	(
)< 0.
(2) There is an embedding T∞ × R∞ ⊂ X˜.
(3) For each n, there is aVH-immersion Tn × Rn → X.
(4) X is not cylindrical.
Proof. (1)⇒(2) holds because the universal cover 
˜× S˜1 embeds in X˜ and contains T∞ × R∞.
(2)⇒(3) is obvious.
(3)⇒(1) needs more explanation: By Lemma 5.7, let Xˆ be a ﬁnite cover of X which is a subcomplex
of a direct product A × B of ﬁnite graphs. Choose m such that m/2 is more than the number of edges in
either A or B. For each i with 1im, there is a composition Tm ×[i − 1, i] ⊂ Tm ×Rm → Xˆ, and thus
Tm × [i − 1, i] maps to one of the edge spaces of Xˆ. Since there are at most as many edge spaces in Xˆ as
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there are edges of B, the pigeon-hole principle guarantees that for two numbers j < k both Tm×[j −1, j ]
and Tm × [k − 1, k] are mapped to the same edge space of Xˆ with the same orientation.
Now we form the quotient of Tm × [j − 1, k] by identifying Tm × [j − 1, j ] withTm × [k − 1, k] in
the obvious manner to form aVH-immersion Tm × S1k−j → Xˆ, where S1k−j is a circle of k − j edges.
The image of Tm × S1k−j in Xˆ is a product 
× S1k−j where 
 is a subgraph of the graph A. To see that
	(
)< 0, ﬁrst observe that Tm embeds in 
˜. This is impossible if 
 is a tree since Tm has more edges
than 
 does, and this is impossible if 
 is a circle with some trees glued on, because each of these trees
has fewer than m edges, but at least one of the legs of Tm would have to map to one of these trees.
(1)⇒(4) is obvious because we can consider the composition 
 × S˜1 → 
 × S1 → X, to see that X
is not cylindrical.
(4)⇒(3) holds because any graph 
 with 	(
)< 0 admits an immersion T∞ → 
. Consequently, if
for each n there is an immersion 
 × In → X such that 	(
)< 0, then there is obviously an immersion
Tn × In → X. 
Remark 6.3. A more thorough study along the lines of Theorem 6.2 of the equivalence between an
immersed ﬂat space and an immersed compact product was made in [54, Part I]. In particular, the
hypothesis that X be clean, can be relaxed somewhat.
Example 6.4. There are two notable, easy examples of compact, non-positively curved,VH-complexes
X, which are also cylindrical.
If 	(Xe)0 for each edge e of X, then X is cylindrical. It was proven in [55] that in this case, 1X is
subgroup separable.
Suppose that hX consists of a single edge, and suppose that the attaching map of the horizontal edge
space to each of the horizontal vertex spaces corresponds to a malnormal subgroup, then X is cylindrical
(relative to the vertical decomposition).
Other easy examples can be formed by using some malnormal edge groups, and some cyclic edge
groups.
Deﬁnition 6.5 (Acylindrical). We say that aVH-complex X is w-acylindrical if there is no immersion
S1 × Iw → X, where S1 is a subdivided circle. We say that X is acylindrical provided that it is w-
acylindrical for some w.
The following analogue of Theorem 6.2 characterizes compact, non-positively curvedVH-complexes
which are acylindrical.
Theorem 6.6. Let X be a compact, non-positively curved,VH-complex. Then X is acylindrical, if and
only if 1X is word-hyperbolic. Furthermore, if we assume that X is clean, then X is not acylindrical if
and only if X admits a locally isometrically immersed torus and hence Z × Z ⊂ 1X.
Proof. By the ﬂat plane theorem [78], 1X is word-hyperbolic if and only if X˜ does not contain an
isometrically embedded ﬂat plane E2 ⊂ X˜.
Now, an easy argument using the pigeon hole principle shows that X contains an immersed ﬂat plane
if and only if X contains arbitrarily long immersed cylinders. This proves the ﬁrst statement.
The second statement follows as in the proof of Theorem 6.2 (see [54] for more details). 
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7. Sparse maps
Deﬁnition 7.1 (Local-isometry and locally convex). An immersion  : Y → X of non-positively curved,
squared 2-complexes is called a local-isometry provided that for each vertex y ∈ Y (0), the induced
embedding Link(y) → Link((y)) has the property that for any edge e of Link((y)), if the vertices of
e lie in Link(y), then e is contained in Link(y).
Given a subcomplex Y of a squared complex X, we say that Y ⊂ X is locally convex provided that the
induced map Y → X is a local-isometry. In other words, for each corner of a square of X, if Y contains
the two edges at that corner, then Y also contains the square.
Lemma 7.2 (Locally convex preimage). Let X be a VH complex, and consider  : X → vX. The
preimage of any subgraph of vX is a locally convex subspace of X. An analogous result holds for hX.
Proof. If the edges a and b bound the corner of a square s, then (s) ⊂ (a ∪ b). 
Deﬁnition 7.3 (Strands). By a fuzzy circle we mean a compact connected graph C with 	(C) = 0. Let
B be a graph, we call an immersion C˜ → B of a connected graph a strand of B provided that there is a
fuzzy circle C, and an immersion C → B, such that C˜ is the universal cover of C and the map C˜ → B
is just the composition C˜ → C → B. The fuzzy circle C contains a unique simple cycle C′ ⊂ C. The
number of edges in C′ is called the circumference of C. The universal cover C˜′ ⊂ C˜ is called the axis of
the strand C˜.
We deﬁne an immersion C × I → B × I to be a strand if the corresponding immersion of graphs
C → B is a strand.
Deﬁnition 7.4 (Sparse). Let D → B be an immersion of graphs. We say that D is sparse provided that
there is a ﬁnite set of strands C˜i → B and a compact subgraph F ⊂ D such that
(1) Each strand factors as C˜i → D → B.
(2) D is the union of F and the images of the C˜i .
(3) For i = j , the images of C˜i and C˜j intersect in a compact subset of D.
(4) For each i, C˜i → D is an embedding outside some compact subset of Ci .
Note that each component of D has f.g. 1 because the complement of some compact subset of D is a
forest.
We deﬁne an immersion D × I → B × I to be sparse if the corresponding immersion of graphs
D → B is sparse.
Lemma 7.5 (Combining sparse). Let A → B be an immersion of graphs. Let S1 and S2 be subsets of
A. If S1 → B and S2 → B are sparse, and each component of A has f.g. 1 then S1 ∪ S2 → B is sparse,
and S1 ∩ S2 → B is sparse.
Let S and C be subsets of A. If S → B is sparse, and C is compact, then S ∪ C → B is sparse.
Let B ′ ⊂ B and let S → B be sparse, then the preimage of B ′ in S is sparse.
Proof. Since A has f.g. 1, and any strand in A embeds outside some compact set, Lemma 8.7 shows
that two strands in A can intersect in at most ﬁnitely many components. Furthermore, if C˜1 and C˜2 are
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Fig. 4. On the right, is a partial illustration of a sparse graph immersed in a bouquet of 3 circles. This sparse graph contains
exactly 2 strands, each of which covers one of the fuzzy circles illustrated on the left.
strands in A which intersect in an inﬁnite component, then it is easy to see that their intersection contains
a ray in their axes, and since A → B is an immersion, their intersection contains their entire axes. It
follows that C˜1 ∪ C˜2 is a strand, since we can quotient C˜1 ∪ C˜2 by the intersection Aut(C˜1)∩Aut(C˜2) of
the covering space groups, to cover a fuzzy circle mapping to B. One shows similarly that C˜1 ∩ C˜2 is a
strand (Fig. 4).
A ﬁnite set of strands for S1 ∪S2 can be obtained by taking the union of the ﬁnitely many strands in S1
and S2 except that if two strands C1 and C2 have inﬁnite intersection, we take the strand which is their
union, as above. It is clear that two strands of S1 ∪ S2 intersect in a compact set. And S1 ∪ S2 is the union
of the strands and the compact set F1 ∪ F2, where for each i, Si is the union of its strands and a compact
set Fi .
A ﬁnite set of strands for S1 ∩ S2 can be obtained by taking the intersections of pairs of strands in S1
and S2 which intersect in an inﬁnite set (and thus their intersection is a strand). And S1 ∩ S2 is the union
of these strands and the compact set (F1 ∩ S2) ∪ (S1 ∩ F2). 
8. Sparse core
Lemma 8.1 (f.g. vertex groups). Let  be a graph of groups such that 1 is ﬁnitely generated, and such
that each edge group of 1 is ﬁnitely generated, then each vertex group of 1 is ﬁnitely generated.
Proof. Suppose that Gv is not f.g. for some vertex v of , so Gv is a properly ascending union of
subgroups Gv =∪i∈NHi . Since there are ﬁnitely many edge groups of  incident at Gv , we may assume
that H1 contains each of these edge groups. Now, let i be a graph of groups which is identical to 
except that we substitute Hi for Gv . Then the normal form theorem for graphs of groups shows that for
each i, 1i is a proper subgroup of 1i+1. But then 1 is a properly ascending union 1=∪i∈N1i
and therefore not ﬁnitely generated. 
Deﬁnition 8.2 (Sparse local isometry). Let  : S → X be a local isometry of non-positively curved
VH-complexes. We say that  : S → X is sparse provided that the restriction  : VS → VX is sparse.
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(Note that it follows from the local-isometry hypothesis, that the restriction of  to each edge space of S
is sparse.)
Theorem8.3 (Sparse core). Let X be a vertically clean, and vertically w-cylindrical complex.Let Xˆ → X
be a cover of X such that 1Xˆ has f.g. intersection with each conjugate of each vertical edge group of X.
And let C be a compact subset of Xˆ.
There exists a subspace S ⊂ Xˆ, such that
(1) C ⊂ S.
(2) S is a locally convex subspace of Xˆ.
(3) The induced map S → X is a sparse local-isometry.
In particular, if C contains a set of generators for 1Xˆ then S ⊂ Xˆ induces an isomorphism
1S1Xˆ.
Furthermore, if X is acylindrical then S can also be chosen to be compact.
The following proof employs deﬁnitions and lemmas that appear later in this section.
Proof. Let P ⊂ v
Xˆ
be a compact subgraph which contains the image of C in v
Xˆ
. Let Xˆ′ denote the
preimage of P in Xˆ. We see that 1Xˆ′ is f.g. because Xˆ′ consists of ﬁnitely many edge spaces and vertex
spaces, and each edge space has f.g. 1 by hypothesis, and each vertex space has f.g. 1 by Lemma 8.1.
By Lemma 7.2, Xˆ′ is a locally convex subspace of Xˆ.
Consider the horizontal decomposition map h : Xˆ′ → hXˆ′ . The vertices and edges of hXˆ′ are of two
types
(1) Big vertices whose preimages in Xˆ′ contain immersed horizontal paths of length w.
(2) Small vertices whose preimages in Xˆ′ are trees of diameter at most w − 1.
(3) Big edges whose preimages in Xˆ′ contain immersed horizontal strips of length w.
(4) Small edges whose preimages in Xˆ′ have a horizontal cross-section which is a tree of diameter at
most w − 1.
Let Q denote the subgraph of h
Xˆ′ consisting of the big vertices and big edges. We will show below
that the preimage −1h (Q) of Q in Xˆ′ is sparse. It will then follow that for any ﬁnite subgraph 
 of hXˆ′ ,
the preimage in Xˆ′ of Q∪
 is sparse, because by Lemma 7.5, the union of a sparse space and a compact
space is sparse, and since the edges and vertices of 
 are small they correspond to compact edge and
vertex spaces and therefore the preimage of 
 is compact.
Let C¯ be the image of C in h
Xˆ′ . Since the preimage of Q is sparse, Q has ﬁnitely many components.
Therefore we can choose 
 to be a compact subgraph of h
Xˆ′ containing C¯, such that 
∪Q is connected.
Finally, we let S be the preimage in Xˆ′ of 
 ∪ Q.
We now explain why S satisﬁes properties (1)–(3) of the conclusion of the theorem. Property (1), which
states that C ⊂ S, is obvious from the deﬁnition of S. Property (2), which states that S is a locally convex
subspace, is true because of the easy observation that a locally convex subspace of a locally convex
subspace is locally convex, and indeed, it follows from Lemma 7.2 that S is a locally convex subspace
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of Xˆ′, and that Xˆ′ is a locally convex subspace of Xˆ. Property (3), that S is a sparse local-isometry, was
demonstrated above. (Note that we use the fact that S is a locally convex subspace of a covering space to
see that S is locally isometrically immersed.)
It remains to prove that the preimage of Q in Xˆ′ is sparse. We ﬁrst show that for each 0-cell v in v
Xˆ′
we have
−1h (Q) ∩ Xˆ′v = ∪[(A, a) → (vXˆ′, v)],
where the union on the right is taken over all based immersions (A, a) → (v
Xˆ′, v) of diameter w based
trees, and [(A, a) → (v
Xˆ′, v)] is deﬁned in Deﬁnition 8.6.
It is easy to see that −1h (Q)∩ Xˆ′v ⊃ ∪[(A, a) → (vXˆ′, v)] because any vertex (or edge) of [(A, a) →
(v
Xˆ′, v)] obviously maps to a big vertex (or edge) of hXˆ′ .
We must now show that −1h (Q)∩ Xˆ′v ⊂ ∪[(A, a) → (vXˆ′, v)]. Clearly, if d is a vertex (or edge) in Xˆ′v
which is contained in a big horizontal vertex (or edge) space, then there is a based tree (A, a) of diameter
w such that there is an immersion d × (A, a) → Xˆ′ whose image is contained in that big horizontal
vertex (or edge) space, and such that d ×a is mapped to d. Furthermore, since A → HX is an immersion,
the composition A → HX → v
Xˆ′ is an immersion, because X is vertically clean, and so by Lemma 5.5,
HX → v
Xˆ′ is an immersion.
We will now prove that ∪[(A, a) → (v
Xˆ′, v)] → Xv is sparse. To prove this, it is sufﬁcient to
show that [(A, a) → (v
Xˆ′, v)] → Xv is sparse for each immersion (A, a) → (vXˆ′, v). Then,
since v
Xˆ′ is compact, there are only ﬁnitely many distinct immersions of based diameter w trees,
and therefore we will be done, because by Lemma 7.5 the union of ﬁnitely many sparse subgraphs
is sparse.
So, let (A, a) → (v
Xˆ′, v) be an immersion. First observe that if [(A, a) → (vXˆ′, v)] is not empty, then
the composition A → v
Xˆ′ → vX is an immersion. Indeed, if there is an immersion (A, a) → (Xˆ′, Xˆ′v)
such that we have a commutative diagram
A → Xˆ′
↓ ↓
A → v
Xˆ′
,
thenA → Xˆ′ would be an immersion toH
Xˆ′ and consequentlyA → vX is the composition of immersions
A → H
Xˆ′ ⊂ HXˆ → HX → vX. Note that the fourth map is an immersion by Lemma 5.5, because X is
vertically clean.
We can therefore assume that A → v
Xˆ′ → vX is an immersion. Following Deﬁnition 8.8, we let K
and K¯ be the VH-complexes induced by A → vX and A → vXˆ′ , respectively. Note that there is a
commutative diagram
K¯ → Xˆ′
↓ ↓
K → X
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all of whosemaps areVH-immersions. Furthermore, themap K¯ → K has the property that its restriction
to each vertical vertex and edge space is a covering map. By using this commutative diagram, it is easy to
see that [(A, a) → (v
K¯
, a)] can be identiﬁed with [(A, a) → (v
Xˆ′, v)]. Furthermore, it is easy to see that
K is compact, vertically clean, and w-cylindrical (respectively, w-acylindrical). Now applying Lemma 8.9
we see that [(A, a) → (v
K¯
, v)] and hence [(A, a) → (v
Xˆ′, v)] is sparse (respectively, compact). 
Remark 8.4. A more careful analysis appears to show that we can take S to be the intersection −1v
(v(C)) ∩ −1h (h(C)) of the preimages in Xˆ of the images of C in hX and vX.
Deﬁnition 8.5 (-extension). Let X be a VH-complex. Let  : (A, a) → (vX, v) be an immersion of
based graphs. Let J ⊂ Xv be a subgraph. By a -extension of J we mean a map J × A → X such that
there is a commutative diagram
J × {a} → Xv
↓ ↓
J × A → X
↓ ↓
vJ×A
→ vX
where we identify the domain A of  with vJ×A, and we identify J with J × {a}.
Deﬁnition 8.6 ([ : (A, a) → (vX, v)]). Let X be a VH-complex and let  : (A, a) → (vX, v) be an
immersion of based graphs. We deﬁne [ : (A, a) → (vX, v)] to be the subgraph of X(a) consisting
of vertices and edges which admit -extensions. We will often write [(A, a) → (vX, v)] when  is
understood.
Lemma 8.7 (Bounding number of components). Let A and B be connected subgraphs of a graph C. Then,
the number of connected components of A ∩ B is bounded by rank(1C) + 1.
Proof. This is obviously true if A ∩ B = ∅. Otherwise, we bound the number of components of A ∩ B
which equals rank(H˜0(A ∩ B)) + 1 by using the reduced Mayer–Vietoris sequence
H1(A ∪ B) → H˜0(A ∩ B) → H˜0(A) ⊕ H˜0(B),
which shows that H1(A ∪ B) maps surjectively onto H˜0(A ∩ B). It follows that
rank(H1(C)) + 1rank(H1(A ∪ B)) + 1rank(H˜0(A ∩ B)) + 1 = #Components of A ∩ B. 
Deﬁnition 8.8 (InducedVH-complex). Let Z be aVH-complex, and consider an immersion  : A →
vZ . We form a newVH-complex K called theVH-complex induced by  : A → vZ as follows: We let
vK = A. For each vertex v of A we let Kv = Z(v). For each edge e of A attached along the vertices (e)
and (e), we have an edge space Ke × I =Z(e) × I whose attaching maps are the same as the attaching
maps of Z(e) × I . So we have Ke × 0 → K(e) is the same as Z(e) × 0 → Z((e)) and Ke × 1 → K(e)
is the same as Z(e) × 1 → Z((e)).
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It is clear that there is a mapK → Z which is an immersion provided that  : A → vZ is an immersion.
And there is a commutative diagram
K → Z
↓ ↓
A= vK → vZ
.
Lemma 8.9 ([ : A → ] is sparse). Let K be a compact, clean, vertically non-singular, w-cylindrical
VH-complex, and suppose that vK is a ﬁnite tree of diameter w. Let K¯ → K be aVH-immersion,
such that the induced map v
K¯
→ vK is an isomorphism. Suppose that each vertex and edge space of K¯
has f.g. 1. Suppose that for each edge or vertex space of K¯ , the induced map to the corresponding edge
or vertex space of K is a covering map.
Let b denote a basepoint for v
K¯
= vK , and let  : vK¯ → vK¯ be the identity map, Then the graph[(v
K¯
, b) → (v
K¯
, b)] is the union of ﬁnitely many disjoint components, each of which is a fuzzy circle, a
ﬁnite tree, or a strand. Consequently, [(v
K¯
, b) → (v
K¯
, b)] → K¯b is a sparse map.
Furthermore, in case K is w-a cylindrical, there are no fuzzy circles or strands in [(v
K¯
, b) → (v
K¯
, b)]
and so [(v
K¯
, b) → (v
K¯
, b)] is compact.
Proof. Note that because K¯ is vertically clean and K¯ is a tree, each vertex space K¯v of K¯ embeds in hK¯
under the map  : K¯ → h
K¯
. Furthermore, note that h
K¯
has f.g. 1, since it is easy to see that 1hK¯1K¯ ,
because K¯ is vertically clean and v
K¯
is a tree.
Now observe that cells of [(v
K¯
, b) → (v
K¯
, b)] in K¯b are exactly the cells which project to the
intersection h(K¯b) ∩ h(K¯1) ∩ . . . ∩ h(K¯n), where K¯1, . . . , K¯n are the other vertex spaces of K¯ .
Consequently, [(v
K¯
, b) → (v
K¯
, b)] is isomorphic to the preimage of this intersection under the map
h : K¯b → hK¯ , and thus [(vK¯ , b) → (vK¯ , b)] is isomorphic to this intersection, since h : K¯b → hK¯ is
an embedding.
To determine that [(v
K¯
, b) → (v
K¯
, b)] has ﬁnitely many components, we apply Lemma 8.7 ﬁnitely
many times, to see that the intersection of ﬁnitely many connected subgraphs of h
K¯
has ﬁnitely many
components.
Since by hypothesis, vK has diameter w, it contains Iw as a subgraph and we denote the inclusion
map by  : Iw → vK . Let p denote a basepoint for Iw. Because K is w-cylindrical, each component of[ : (Iw, p) → (vK, (p))] is either a compact tree or a compact fuzzy circle. Indeed, each component

 of [ : (Iw, p) → (vK, (p))] determines aVH-immersion 
× Iw → K and therefore 
 is either a
compact tree or a compact fuzzy circle. (Note that if K is w-acylindrical then there are no compact fuzzy
circles.)
Next, observe that there is an obvious isomorphism between [ : (vK, b) → (vK, b)] and [ :
(vK, p) → (vK, p)]. Furthermore, there is an obvious inclusion [ : (vK, p) → (vK, p)] ⊂ [ :
(Iw, p) → (vK, p)]. Consequently, we see that the components of [ : (vK, b) → (vK, b)] are compact
trees and compact fuzzy circles. (Note that in case K is w-acylindrical, there are no fuzzy circles, and so
all components are compact trees.)
To complete the proof, we will show that the map K¯ → K induces a covering map [ : v
K¯
, b) →
(v
K¯
, b)] → [ : (vK, b) → (vK, b)], and therefore each component of [ : (vK¯ , b) → (vK¯ , b)] is
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either a cover of a compact tree and therefore a compact tree, or a ﬁnite cover of a compact fuzzy circle
and therefore compact, or an inﬁnite cover of a compact fuzzy circle and therefore a strand. (Note that in
case K is w-acylindrical, there are no fuzzy circles, and so there are no strands.)
Observe that for each v ∈ (0) we have a commutative diagram
K¯v ↪→ hK¯↓ ↓
Kv ↪→ hK
where K¯v → Kv is a covering map. It follows from the following observation that the intersection of
these covering maps is a covering map, and so the image of a component of [ : (A, a) → (h
K¯
, a)] in
hK covers a component of the image of [ : (A, a) → (hK, a)] in hK .
Given a commutative diagram
Aˆ ⊂ B ′ ⊃ Cˆ
↓ ↓ ↓
A ⊂ B ⊃ C
,
such that Aˆ → A is a covering map, and Cˆ → C is a covering map, then Aˆ ∩ Cˆ → A ∩ C is a
covering map. Indeed, we can choose the regular neighborhoods for A ∩ C to be the intersection of
regular neighborhoods of A and C.
Alternately, note that K¯ is a subgraph of spaces of the covering space Kˆ → K with 1Kˆ = 1K¯ . Then
each component of [(v
K¯
, b) → (v
K¯
, b)] corresponds to component of the preimage in Kˆ of the inclusion
of a product 
× vK ↪→ K , and therefore each component of [(vK¯ , b) → (vK¯ , b)] covers a component
of [(vK, b) → (vK, b)]. 
Example 8.10 (No sparse core). Let X be the standard 2-complex of 〈a, b, s, t | as = a, bs = b, at = a〉.
Note thatX is the standard 2-complex of the graph group on t•− a•− s•− b•. Furthermore, 1X is isomorphic
to 1 of the complement of the link consisting of a chain of four circles in S3. It is easy to see that X is
a clean VH-complex, however X fails to be w-cylindrical. In fact, 1X is not subgroup separable (see
[37]).
Let Xˆ denote the based cover of X corresponding to the subgroup 〈at, bs〉. We leave it to the reader to
show that every vertical and horizontal edge space of Xˆ has f.g. 1, however, Xˆ does not contain a sparse
core.
Example 8.11 (F2 × F2). The direct product of two free groups F2 × F2 is 1 of B × B where B
is a bouquet of 2 circles, and so F2 × F2 is 1 of a clean complex. However F2 × F2 is not subgroup
separable; it even has unsolvableword problem relative to certain ﬁnitely generated subgroups (see [31, IV,
Theorem 4.3]).
9. Reducing from sparse to compact
Lemma 9.1 (Closing up strands). Let X be a non-positively curvedVH-complex, and let S → X be a
sparse local-isometry. Let C be any compact subspace of S, then there is a quotient S → Sn such that
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C embeds in Sn, and such that there is an induced local-isometry Sn → X, such that, S → X factors
through S → Sn → X.
Proof. By deﬁnition, each strand is invariant under some covering space automorphism. Let m be the
least common multiple of the circumferences of the fuzzy circles covered by the strands. Let the inﬁnite
cyclic group Z be identiﬁed with the subgroup of the covering space group of each strand consisting of
automorphisms which translate along a strand by distances which are multiples of m.
Let n be large enough so that for each strand J of VS there is a path PJ of length (n − 1)m in the axis
of J, such that
(1) The image of the two inﬁnite components of J − PJ does not intersect C.
(2) The two inﬁnite components of J −PJ map isomorphically to components of the complement in VS
of the image of J.
We quotient S by the action of nZ on the strands (in both the vertex and edge spaces), to obtain the
complex Sn = S/nZ. Note that S → X factors through the induced map S/nZ → X. And this induced
map exists because the action of each covering space automorphism on each strand preserves ﬁbers of
S → X.
If n is large, then C embeds in Sn because of condition (1). And Sn → X is a local-isometry because
it is locally modeled on S → X by condition (2). 
Remark 9.2. It is not difﬁcult to show that 1S = ∩large n1Sn.
10. Completions
In this section we deﬁne the canonical completion which is a speciﬁc way of extending an immersion
of graphs to a covering space. This is an elaboration of material given in [55]. We prove various properties
of the canonical completion and then we use these properties to deﬁne a speciﬁc way of extending certain
local-isometries of VH-complexes so that the resulting map is a ﬁnite covering map on each vertical
leaf.
Deﬁnition 10.1 (Canonical completion). Let  : A → B be an immersion of a compact graph A. We
will deﬁne a ﬁnite covering space A+B → B called the canonical completion of A → B, such that there
is a commutative diagram
A ↪→ A+B↘ ↓
B
.
We ﬁrst consider the case where B is a bouquet of circles. For each circle c in B, consider its preimage
−1(c) in A. Each component of −1(c) is either a ﬁnite connected cover of c, or can be completed to a
ﬁnite connected cover of c by the addition of a single edge. Thus we can extend −1(c) to a ﬁnite cover
cˆ of c. Note that the 0-skeleton of cˆ is A(0).
Now we deﬁne A+B to be the union of the covers cˆ amalgamated along A(0). It is easy to see that
A+B → B is a covering space because it is a local isomorphism of graphs. Furthermore, it is easy to see
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Fig. 5. Let A denote the top left graph, which is immersed  : A → B in a bouquet B of 3 circles labeled by a, b, and c
corresponding to single, double, and solid arrows, respectively. The three graphs to the right of A are −1(a), −1(b), and
−1(c). Beneath them are aˆ, bˆ and cˆ. The graph beneath A is A+
B
which is the union of aˆ, bˆ and cˆ amalgamated along A(0).
that A embeds in A+B because A is the union of the graphs −1(c) amalgamated along A(0). We refer the
reader to the example illustrated in Fig. 5.
We will now deﬁne the canonical completionA+B without assuming that B is a bouquet of circles. It will
be sufﬁcient to deﬁne A+B in case A is connected, for if the connected components of A are A1, . . . , Ar
then we can deﬁne A+B to be the disjoint union A1+B ∪ · · · ∪ Ar+B .
LettingB=B/B(0), the compositionA → B → B gives an immersion ofA to the bouquet of circles
B. Choose a base 0-cell of A, and deﬁne A+B → B to be the based cover corresponding to the preimage
of 1A+B in 1B.
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Another way of describing A+B is as the union of the components intersecting A in the ﬁber-product of
the mapsB → B andA+B → B. Stallings [47] calls this ﬁber-product the (based) pullback ofB → B
and A+B → B.
A more concrete way of obtaining A+B from A
+
B is as follows: ﬁrst, note that the set of ends of edges
at the 0-cell of B is partitioned into classes corresponding to B(0), where two ends are in the same class
if and only if the corresponding ends of edges in B are attached to the same 0-cell of B.
We now reﬁne A+B by ﬁrst replacing each 0-cell p of A+B , by a copy B(0)p of B(0), and then gluing the
ends of edges which were at v to the appropriate 0-cell of the copy of B(0)p . Observe that ends of edges
belonging in the same class, remain glued to the same vertex. It is easy to see that A still embeds in the
reﬁnement of A+B because ends of edges in A are obviously incident at the same vertex of B. Further-
more, the reﬁnement is clearly a cover of B. Finally, we can deﬁne A+B to be the union of the components
of the reﬁnement which intersect A. Note that we did not use that A is connected for this description
of A+B .
Lemma 10.2 (Completing disjoint union). Let A → B be an immersion of graphs. Let A equal the
disjoint union A1 ∪ · · · ∪ An. Then A+B = (A1)+B ∪ · · · ∪ (An)+B , and for each i, there is a commutative
diagram
Ai ⊂ A
↓ ↓
(Ai)
+
B ⊂ A+B↓ ↓
B = B
Proof. This follows immediately from the deﬁnition of A+B . 
Lemma 10.3 (Completing preimage). Let A → B be an immersion of graphs. Let C be a subgraph of
B, and let D be either the full preimage of C in A or a single component of that preimage. Then there is a
commutative diagram
D ↪→ A
↓ ↓
D+C ↪→ A+B↓ ↓
C ↪→ B
Proof. It is sufﬁcient to prove the lemma in case D is the full preimage of C, because we can then
apply Lemma 10.2 to the disjoint union of the components of D to prove the lemma for a single
component.
The lemma is easy in case B is a bouquet of circles. Indeed, following Deﬁnition 10.1, D+C is just
the union of the covers cˆ where c is a circle of C, amalgamated along D(0) = A(0), and A+B is the
union of the covers cˆ where c is a circle of B, amalgamated along A(0). So there is an obvious inclusion
D+C ⊂ A+B .
In case B is not a bouquet of circles, ﬁrst note that the corresponding statement is true for C ⊂ B,
and then observe that the reﬁnement of A+B to A
+
B is consistent with the reﬁnement of D
+
C to D
+
C . To
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see this, observe that since C ⊂ B, the partition of the ends of edges of C is consistent with the partition
of the ends of edges of B. 
Lemma 10.4 (Completing local-isometry). Let K → X be a combinatorial local-isometry of a compact
squared complex to a compact clean VH-complex. Then K → X can be extended to a local-isometry
L → X where L is compact and K ⊂ L induces an isomorphism vK → vL. Furthermore, the induced
maps from vertical edge spaces and vertex spaces of L to the corresponding vertical edge spaces and
vertex spaces of X are (ﬁnite) covering maps.
Proof. We let the vertical 1-skeletonVL of L be the canonical completion (VK)+(VX) of themapVK → VX.
We will now show that VL extends in a natural way to a 2-complex L containing K. For a vertex or edge
r of vK we let r¯ denote the vertex or edge that it is mapped to in 
v
X. Let e be an edge of 
v
X which is
attached to the vertices (e) and (e) of vX. Consider the commutative diagram
Ke ↪→ K(e)
↓ ↓
Xe¯ ↪→ X(e)
,
where the rightarrows are attaching maps of the edge spaces Ke × I and Xe × I .
Identifying Ke with its image in K(e) and identifying Xe¯ with its image in X(e), we see that our
hypothesis that K → X is a local-isometry, implies that Ke is an entire component of the full preimage
of Xe¯ in the map K(e) → X(e). Indeed, if d is an edge of K(e) whose image in X(e) is an edge d¯ which
is in the image of Xe¯, and v is a 0-cell of Ke whose image in K(e) is incident with d, then d must be in
the image of Ke, for otherwise the pair of edges v × I, d in K bound the corner of a square in X, but do
not bound a corner of a square in K, and this would contradict the local-isometry hypothesis.
Wehave shown thatKe is an entire component of the preimage ofXe¯ andwenote that the same argument
shows that Ke is an entire component of the preimage of Xe¯ in the map K(e) → X(e). Consequently,
Lemma 10.3 asserts that we have a commutative diagram
K(e) ←↩ Ke ↪→ K(e)
↓ ↓ ↓
(K(e))
+
(X(e))
←↩ (Ke)+(Xe¯) ↪→ (K(e))+(X(e))↓ ↓ ↓
X(e) ←↩ Xe¯ ↪→ X(e)
Finally, we let vL = vK . For each 0-cell v of vL, we let Lv = (Kv)+(Xv¯) For each edge e of vL we let
Le = (Kv)+(Xv¯). And if e is attached at the 0-cells (e) and (e) of vL, then we have attaching maps
(K(e))
+
(X(e))
←↩ (Ke)+(Xe¯) ↪→ (K(e))+(X(e))
and ﬁnally, we note that the commutative diagram above shows that the attaching maps of each edge
space Le × I extend the attaching maps of the edge space Ke × I which is contained in Le × I . It follows
that K ⊂ L.
Furthermore, our choice of Le and Lv for each e and v in vL insures that each edge (and vertex) space
of L covers the corresponding edge (and vertex) space of X.
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We will now explain why L → X is a local-isometry. It is clear from the construction of L that
VL → VX is an immersion. To see that HL → HX is an immersion, we argue as follows: Suppose that
the ends of two horizontal edges c and d of HL which are incident at a point p of the vertex space Lv , are
mapped to the same end of an edge e of HX at a point q in the vertex space Xv¯ . On the one hand, c and d
cannot belong to the same edge space of L, since this would contradict that L is clean. On the other hand, if
c and d belonged to different edge spacesL1 andL2 of L, then bothL1 andL2 wouldmap to the same edge
spaceXf attached toXv¯ . Thus we see thatK1 andK2, which are the edge spaces ofKwhich are contained
in L1 and L2 and attached to Kv , are mapped to the same edge space Xf of X. Now, since K is clean, and
K → X is a local-isometry, the images of K1 and K2 in Kv are disjoint. It is therefore easy to see directly
from Deﬁnition 10.1 or from Lemma 10.3 that ((K1 ∪ K2)+(Xf )) = (K1)+(Xf ) ∪ (K2)+(Xf )) → (Kv)+(Xu) is
an injection. Consequently, (K1)+(Xf )and (K2)+(Xf ) are disjoint subsets of (Kv)+(Xu) and so L1 and L2 are
attached to disjoint subsets, and so c and d cannot be incident at the same point p.
Finally, it follows from the fact that each edge space of L covers the corresponding edge space of X,
that L → X has no missing corners of squares, and is therefore a local-isometry. 
11. Proof of main theorem
Lemma–Deﬁnition 11.1 (Characteristic). A subgroup K ⊂ G is said to be characteristic provided
that (K) = K for any automorphism  of G. If H is a ﬁnite index subgroup of a f.g. group G, then H
contains a ﬁnite index characteristic subgroup of G. Indeed, for each n, the subgroup Kn =∩[G:J ]nJ is
obviously characteristic, and is of ﬁnite index provided that G is f.g. because a f.g. subgroup has ﬁnitely
many subgroups of index i for each i (see [31, IV, Theorem 4.7]), and the intersection of two ﬁnite index
subgroups is of ﬁnite index.
Lemma 11.2. Let G = F ∗
H
ti
i =H ′i be a multiple HNN extension with base group F and stable letters ti .
For each i, conjugation by ti induces the isomorphism i : Hi → H ′i (where for each i, Hi and H ′i are
subgroups of F).Assume that for each i, the isomorphism i is induced by an automorphismi : F → F .
Let C ⊂ F be a ﬁnite index characteristic subgroup. Then there is a normal ﬁnite index subgroup C′G,
such that F ∩ C′ = C.
In particular, note that the hypotheses hold if G is the multiple HNN extension splitting of the funda-
mental group of a compact clean complex with one vertex space.
Proof. There is a natural homomorphism from G = F ∗ Hti =H ′i to a semi-direct product F〈Ti〉, where
conjugation by each basis element Ti of the free group 〈Ti〉 induces the automorphism i .
Let C be a characteristic ﬁnite index subgroup. Then there is a homomorphism F〈Ti〉 → F/C〈Ti〉.
Since F/C is ﬁnite, the homomorphism 〈Ti〉 → Aut(F/C) has ﬁnite image Q. We thus have a ﬁnite
quotient F/C〈Ti〉 → F/CQ. Let C′ be the kernel of the induced homomorphism F ∗ Htii =H ′i →
F/CQ. 
Theorem 11.3 (Separable subgroups). Let X be a compact, clean, vertically cylindricalVH-complex.
Let H ⊂ 1X be a ﬁnitely generated subgroup which has ﬁnitely generated intersection with each
conjugate of each vertical edge subgroup of X. Then H is closed in 1X.
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Proof. We may assume without loss of generality that X has a single vertex space. For suppose that VX
has r components with 0-cells x1, . . . , xr . Let Yr denote a bouquet of r vertical edges wedged together
at their initial points and with endpoints y1, . . . , yr . Deﬁne X to be the quotient of X ∪ Yr where for
each i we identify xi and yi . Then X inherits an obvious VH-structure and X is clean if X is clean,
and VX is connected. It is clear that 1X1X ∗ Fr−1 where Fr−1 is a free group of rank r − 1. So, if
H is a closed subgroup of 1X then H is a closed subgroup of 1X. On the other hand, it is easy to see
that the intersection of H with each edge group of 1X is f.g., in fact, the based covering space of X
corresponding to H can be formed by freely attaching copies of Yr and X˜ to the based covering space of
X corresponding to H.
We now prove the theorem assuming that X has a single vertex space. Let 1, . . . , m be a ﬁnite set
of closed based combinatorial paths in X which generate H. Let A → X be a based combinatorial map
from a bouquet of circles to X so that the ith circle is sent to the closed path i . Let Xˆ denote the based
cover corresponding to X, and let A → Xˆ denote the lift of A at the basepoint of Xˆ. We will show that for
each closed based path  in X which represents an element of 1X−H , there is a ﬁnite covering space

X
of X, such that 1(

X) /⊂ 1(

X)H and thus the criterion of Lemma 2.2 is satisﬁed, and so H is a closed
subgroup of 1X.
Since  /∈H , the based lift of  to Xˆ is not a closed path. Let C ⊂ Xˆ be a compact subset of Xˆ which
contains the image of A → Xˆ and the image of the based lift of  to Xˆ.
By Theorem 8.3 there is a subspace S such that C ⊂ S ⊂ Xˆ and S → X is a sparse local-isometry.
By Lemma 9.1, there is a local-isometry Sn → X such that Sn is compact, and such that the map
S → X factors as S → Sn → X, and such that C embeds in Sn.
By Lemma 10.4, Sn → X can be extended to a local-isometry L → X, such that L is compact,
and such that each vertex space of L is a ﬁnite cover of VX. Note that since Sn ⊂ L, we see that
C ⊂ L.
Wewill now form a ﬁnite cover Lˆ → L such that all vertex spaces of Lˆ are isomorphic to the same ﬁnite
characteristic cover of VX. Let L1, . . . , Lm denote the vertex spaces of L, and regard 1L1, . . . , 1Lm
as subgroups of 1VX. Choose a ﬁnite index characteristic subgroup C ⊂ 1VX such that C ⊂ 1Li for
each i. Let C′ be the ﬁnite index subgroup of 1X provided by Lemma 11.2, and let Lˆ → L be the ﬁnite
cover corresponding to 1L∩C′. Then each vertex space of Lˆ is isomorphic to the ﬁnite cover VˆX of VX
corresponding to C.
Let Aˆ → A be the smallest cover of A such that there is a based lift Aˆ → Lˆ, and let ˆ denote the based
lift of  to Lˆ.
We will now complete Lˆ to a ﬁnite cover

X → X by attaching some edge spaces. For each edge e of
vX, the edge spaceXe×I is attached along the subgraphsY and Z of VX. Let Y¯ and Z¯ be the preimages of
Y and Z in V
Lˆ
. All the components of these preimages are isomorphic to the same covers ofY and Z which
we denote by Yˆ → Y and Zˆ → Z. By Lemma 11.4, Yˆ and Zˆ have the same degree in VˆX and therefore,
since it is also true that Y and Z are isomorphic, we see that there are the same number of components in
Y¯ as in Z¯. Choose a one-to-one correspondence between the components of Y¯ and Z¯ which extends the
partial one-to-one correspondence induced by the set of edge spaces of Lˆwhich map to Xe × I in X. We
then attach edge spaces Xˆe × I along corresponding components Yˆ and Zˆ. Note that here we are using
the isomorphism ˆ : Yˆ → Zˆ. Having done this for each edge e of vX, it is easy to see that we obtain a
covering space Xˆ → X.
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Finally, we verify that 1(

X) and 1(

X)H are disjoint. The elements of 1(

X)H correspond to paths
in

X which end at the same point as does the based lift to

X of a closed path in A. But the elements of
1(

X) correspond to paths in

X which end at the same point as does the based lift of  to

X.
If some element were in both subsets, then the lift of  would end at the same point as the lift of some
closed path in A. But this is not possible, since these lifts are contained in Lˆ ⊂ X, and in the map Lˆ → L,
the endpoints of closed paths in A end at the basepoint of L, whereas  → L is not a closed path, because
 was not closed and was contained in C ⊂ Xˆ, and C embeds in L. 
Lemma 11.4. Let V be a connected graph, and let  : Y → Z be an isomorphism between subgraphs of
V. Let Vˆ → V be a covering space corresponding to a characteristic subgroup C of 1V .
If Yˆ and Zˆ are components of the preimages of Y and Z in Xˆ, then the isomorphism  : Y → Z lifts to
an isomorphism ˆ : Yˆ → Zˆ. In particular, Yˆ → Y and Zˆ → Z have the same degree.
Proof. Let a be a 0-cell in A, and let b = (a) ∈ B. Let P be a simple path in V from a to b. Let  be a
simplex with vertices , , and x, and let [] be the 1-cell in  from  to . Let V ′ = V∪P=[] be the
2-complex formed from V by attaching  to V, by identifying P with [].
Clearly, V ⊂ V ′ is a homotopy equivalence and thus induces a 1-isomorphism. Let D denote the
characteristic subgroup of 1(V ′, x) corresponding to C. Let Vˆ ′ denote the corresponding cover of V ′,
and note that Vˆ ⊂ Vˆ ′.
Let A′ = A ∪ [x] and B ′ = B ∪ [x], and let ′ : (A′, x) → (B ′, x) be the obvious isomorphism
extending  : A → B and mapping [x] to [x]. Let  : (V ′, x) → (V ′, x) be a homotopy equivalence
extending ′ : A → B. Let (Aˆ, aˆ) and (Bˆ, bˆ) be based components of the preimage of A and B in Vˆ .
They correspond in an obvious fashion to based components of (Aˆ′, xˆ1) and (Bˆ ′, xˆ2).
Note that 1(Vˆ ′, xˆ1) = D = 1(Vˆ ′, xˆ2) because D is normal. Observe that ∗1(Vˆ ′, xˆ1) = ∗(D) =
D = 1(Vˆ ′, xˆ2), where the second equality holds because D is characteristic. Consequently, the map
(Vˆ ′, xˆ1) → (V , x) →(V ′, x) lifts to a map ˆ : (Vˆ ′, xˆ1) → (Vˆ ′, xˆ2). The restriction of ˆ to (Aˆ, aˆ) gives
a lift of  : (A, a) → (B, b) to an isomorphism ˆ : (Aˆ, aˆ) → (Bˆ, bˆ).
Finally, note that this isomorphism shows that Aˆ and Bˆ have the same degree. 
Let G act on a CAT(0) space ˜X. A subgroup H of G is quasiconvex relative to this action if for an orbit
Hx˜ there exists K > 0 such that for any geodesic  whose endpoints lie in Hx˜, the K-neighborhood Hx˜
contains .
Corollary 11.5 (Quasiconvex is separable). Let X be a compact, clean, vertically cylindrical VH-
complex. Then every quasiconvex subgroup of 1X is closed in the proﬁnite topology.
Proof. Since the edge spaces of 1X are totally geodesic, the edge groups (and their conjugates) are qua-
siconvex. Since the intersection of quasiconvex subgroups is quasiconvex, and hence f.g., the hypotheses
of Theorem 11.3 are satisﬁed. We refer the reader to [8] for more about quasiconvex subgroups of CAT(0)
groups. 
One easy class of examples of VH-complexes which are virtually clean, are the graphs of spaces
corresponding to amalgamated free products which are doubles of free groups along f.g. subgroups.
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Proposition 11.6 (Double is virtually clean). Let A → B be an immersion of compact graphs. Let X be
theVH-complex corresponding to the double of B along A → B. So X = I , and X0B and X1B
are copies of B, and the edge space of X is a copy of A × I , both of whose attaching maps are copies of
A → B. Then X has a clean ﬁnite cover.
Proof. Since 1B is subgroup separable, we can choose a ﬁnite regular cover Bˆ → B such that each
‘lift’ of A → B is an embedding Aˆ → Bˆ. Then the covering space Xˆ of X corresponding to the quotient
1B ∗ 1A=1A′1B ′ → 1B → 1B/1Bˆ is easily seen to be clean. 
Note that when A → B is a ﬁnite cover, then Xˆ is easily seen to be a graph bundle over a graph, and
therefore Xˆ is virtually the direct product of two graphs, and we recover a result of Gersten’s [16] (see
also [54]).
Remark 11.7 (Malnormal double). We note that it is easy to see that when 1A is mapped to amalnormal
subgroup of 1B, then the 2-complex X of Proposition 11.6 is acylindrical and 1X is word-hyperbolic.
This follows for instance, from [5].
When 1A has the property that for any element g ∈ 1B − 1A, the intersection 1A ∩ (1A)g is
trivial or isomorphic to Z, then X is cylindrical.
In case 1A is malnormal, we can combine Proposition 11.6 and Theorem 11.3 to recover the theorem
of Gitik and Rips [19] mentioned in the introduction.
Corollary 11.8 (Sparse is separable). Let X be a compact, cleanVH-complex. Let S → X be a sparse
local-isometry. Then 1S is a separable subgroup of 1X.
Proof. Since S → X is a local-isometry, S → X lifts to an embedded sparse core in the cover Xˆ
corresponding to 1S. We must now show that each compact subset of this covering space is contained
in a locally convex subspace S′ ⊂ Xˆ, such that S′ → X is sparse. The corollary will then follow by the
proof of Theorem 11.3. Note that we will no longer need the hypothesis that X is cylindrical to obtain a
sparse core.
Let
 ⊂  be a subgraph, then we deﬁneN(
,, n) to be the subgraph of  consisting of points which
are in an n-neighborhood of
 in the graph metric. For a subcomplex Y ⊂ X of aVH-complex, we deﬁne
Nv(Y,X, n) to be the union ∪p∈vXNv(Y ∩ Xp,Xp, n), which is just the union of the n-neighborhoods
of the cross-sections of Y in the cross sections of X. We deﬁneNh(Y,X, n) similarly.
We will show that Nv(S, Xˆ, n) and Nh(S, Xˆ, n) are locally convex and sparse provided that S is
locally convex and sparse. As a conclusion one sees that Xˆ is the increasing union of sparse locally
convex spaces, and we will be done.
The local-convexity will follow once we see that the n-neighborhood of each edge space of S, is the
restriction of an n-neighborhood of the vertex graph it is mapped to.
This follows from the following statement: let Bˆ → B be a covering space with f.g. 1, and let T ⊂ Bˆ
be a subgraph which is a core. Let C ⊂ B be a subgraph, and let Cˆ be a component of the preimage of C
in Bˆ. ThenN(T , Bˆ, n) ∩ Cˆ =N(S ∩ Cˆ, Cˆ, n).
This is true because, since T is a core of Bˆ, the graph Bˆ − T is a forest. Consequently, the only way
that a point of Cˆ ⊂ Bˆ is within a distance n of a point of T, is if the distance is measured along a path
in Cˆ.
Daniel T. Wise / Topology 45 (2006) 421–463 449
Once we see thatNv(T , Xˆ, n) is locally convex, it is sparse because of the following: let Bˆ → B be
a covering space with f.g. 1, and let T ⊂ Bˆ be a subgraph such that T → B is sparse, thenN(T , Bˆ, n)
is sparse. 
12. Dehn complex of link complement
Consider a tame embedding  : M1 → S3 of a link into three-dimensional space. We will identify
M1 with (M1). In this section we are interested in the fundamental group of the link complement,
1(S3 − M1). We may assume that M1 is in general position relative to a projection plane E, and let 
denote its projection onto that plane. (So there are only ﬁnitely many multiple points of the projection
all of which are isolated double points.) It is convenient to imagine E as dividing M1 into a top and
bottom, with the overpasses lying above the plane and the underpasses lying below it, and M1 lying very
near . By the regions of  we mean the connected components of E − . By the crossing points of
 we mean the double points of the projection. By the overpass and underpass at a crossing point we
mean the usual thing. Of course, normally a link projection is drawn so that each overpass is drawn com-
pletely, whereas each underpass is missing a neighborhood of the crossing point. We call this subgraph
of , ′.
Because of the following well-known fact, we are able to choose a checkerboard coloring of the
tessellation of E induced by . In other words, we color the regions of E − so that they are alternately
black and white, that is, so that two regions which meet along an edge of  are of different colors. See
Fig. 8 or a picture of a link with the checkerboard coloring.
Lemma 12.1 (Checkerboard). Consider an embedding of an even-valence graph 
 in the sphere, S2.
Then the regions S2 −
 can be colored black and white in such a way that any two regions meeting at a
common edge of 
 are colored differently.
Proof. Consider the dual, 
′, of the 2-complex for S2 whose 1-skeleton is 
. Note that each 2-cell of 
′
has an even number of 1-cells in its boundary. There is therefore a groupoid homomorphism 1(
′) → Z2
induced by sending each edge to a generator. We obtain the coloring by choosing some base vertex to be
white, and letting the others be black or white depending on whether they are an odd or even distance
away from the base vertex. This is well deﬁned because of the homomorphism. 
In [14], Dehn deﬁnes a 2-complex D determined by  such that D is embedded in S3 − M1 and
1D = 1(S3 − M1).
Deﬁnition 12.2 (Dehn complex). The Dehn Complex, D of  is a squared complex consisting of the
following cells:
(1) There are two 0-cells called top and bot .
(2) The 1-cells are in correspondence with the regions of . Each 1-cell is connected to both 0-cells. It
is convenient to orient 1-cells corresponding to white regions so that they are directed from bot to
top. We orient black 1-cells from top to bot .
(3) The 2-cells are in correspondence with the crossings of . Let the regions surrounding a crossing
x be in clockwise order, a, b, c, d and suppose that a and c are black regions and b and d are white
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Fig. 6. There are exactly two types of crossings as viewed from the top vertex, and both of these crossings are illustrated above.
To the right of each crossing we illustrate its corresponding 2-cell. Note that the 1-cells corresponding to the black regions are
oriented into the page, and the 1-cells corresponding to the white regions are oriented out of the page.
regions. Since we have oriented all the edges, the attaching map of a 2-cell can be speciﬁed by a
word. If the overpass at x divides a, d from b, c then the 2-cell corresponding to x is attached by the
path abcd. If the overpass at x divides a, b from c, d then the 2-cell is attached by the path dcba. See
Fig. 6.
Placing top and bot above and below , and letting the 1-cells of D be arcs in S3 − M1 which pass
through their corresponding regions in, and ﬁnally positioning each 2-cell at its crossing so that it looks
like a saddle whose top and bottom are pinched together at top and bot , it is easy to see that D embeds
in S3 − M1.
Lemma 12.3 (Dehn complex isVH). The checkerboard coloring of induces a corresponding coloring
of the edges of D. We can regard the 1-cells passing through black regions as vertical, and regard the
1-cells passing through white regions as horizontal. Furthermore, the checkerboard coloring of regions
around a crossing implies that the 1-cells along the boundary of each square are alternately vertical and
horizontal and so D is aVH-complex.
13. Alternating hyperbolic link complements
Remark 13.1 (Reading the vertex links). There is an easy way to visualize the link of each vertex of D
directly from the projection . See the illustration of Fig. 7. Assume that we have drawn  in the usual
way—so that a neighborhood of each underpass at the crossing point is deleted. Then Link(top) can be
thought of as being embedded in E −′ in the following way:
The vertices of Link(top) correspond to the regions, and imagine one such vertex in each region.
The edges of Link(top) correspond to the corners of the 2-cells in D at top. They can therefore be
thought of as curves between adjoining regions that pass through the gaps at the crossings. Link(bot)
is clearly formed from  in the same way only with all overcrossings switched to undercrossings and
vice-versa.
Another way of saying this is that the 1-cells of the Link(top) are in correspondence with the connected
components of−′ and they are attached to the 0-cells according to the way these components border
regions. Using this correspondence there is a natural way to identify the link with a graph embedded in
E −′.
Deﬁnition 13.2 (Prime and Alternating). A planar projection of a link is called alternating if someone
traveling along the projection of each circle in M1 meets the crossing points alternately as overpasses
and underpasses.
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Fig. 7. Reading the Link: The graph with large nodes and thin curvy edges which is embedded in the complement of the link
projection above, is isomorphic to Link(top).
A projection of a link  is called prime, if for any simple closed curve  in E, transverse to , which
intersects  in two points (neither of which are crossing points), one of the two components of E − 
intersects  in a simple arc.
It is easy to see that a prime alternating link has a prime alternating projection.
The following theorem is due to Weinbaum [53], see also [31, Chapter V, Theorem 8.2] for a detailed
discussion. His conclusion however, was that theC(4)−T (4) small cancellation conditionwas essentially
satisﬁed.
Theorem 13.3 (Prime alternating ⇒ NPC). D of a prime alternating projection satisﬁes the combina-
torial non-positive curvature condition.
Proof. Lemma 12.3 shows that D is a VH-complex so it is sufﬁcient to exclude cycles of length 2.
Suppose there was a cycle of length 2 in one of the links of 0-cells of D, say in Link(top). Consider
this cycle in the embedding of Link(top) in E −′. It is a simple closed curve , that intersects  in two
points. Since  is prime, one side of the complement of  intersects  in a simple arc. But then this arc
is an underpass on both ends, which contradicts the hypothesis that  is alternating. 
Corollary 13.4 (Alternating ⇒ NPC). The fundamental group of an alternating knot complement is the
fundamental group of a non-positively curved 2-complex.
Proof. It is easy to see that an alternating link is a connected (knot) sum of ﬁnitely many prime al-
ternating links. (See [39] for more about connected sums). Theorem 13.3 tells us that each of these
prime alternating links is the fundamental group of a non-positively curved 2-complex. But each such
connected sum, is equivalent on the level of groups, to a free product with amalgamation over a Z sub-
group. Finally, it is easy to see that the free product with amalgamation of two CAT(0) groups along
a Z subgroup is a CAT(0) group [8]. After possibly rescaling, the Z subgroup can be represented by
a local-isometry of a copy of S1 into each complex. The free product with amalgamation can then be
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realized as a non-positively curved complex, by attaching the ends of S1×I to each non-positively curved
factor. 
The following theorem gives partial results towards a conjecture of Neuwirth [34, and Fox 15,
Problem 4]. Another splitting of the fundamental group of an alternating knot was given by Aumann [3].
Also, Culler and Shalen [13] showed that every knot groups split as a free product amalgamating a free
group. I am grateful to Allan Reid for pointing out these references.
Theorem 13.5 (Prime alternating splitting). The fundamental group of the complement of a prime al-
ternating link splits as
(1) either an HNN extension of a rank r free group associating two rank r subgroups,
(2) or a free product of two rank r free groups amalgamating a rank 2r − 1 subgroup that is of index 2
in one of the factors.
Proof. The splitting as a graph of free groups follows fromLemma 4.2 becauseD=D is a non-positively
curvedVH-complex. In order to obtain more precise information about the splitting we analyzeDmore
carefully. Letw, and b denote the number of white and black regions. Let c denote the number of crossings
of . It is easy to see that vD is either a circle or an interval, depending on whether D is non-singular or
singular. Let p denote the point on vD which is the image of the barycenter of a horizontal edge of D.
Note that this is either the barycenter of the circle of vD or one of the endpoints of the edge of vD
depending on the case. Consider the graph Dp. It has an edge for each 2-cell of D and a vertex for each
horizontal 1-cell of D. So 	(Dp) = w − c.
The vertical 1-skeleton, VD, is connected and note that the image of VD in vD is a vertex which we
shall call q which is either the unique vertex of vD in the non-singular case, or the vertex other than p in
the singular case. Observe that VD =Dq has as many edges as there are black regions, and has exactly 2
vertices. So 	(Dq) = 2 − b.
If we think of  as a graph whose vertices are the crossing points. we see that there are twice as many
edges as crossing points. Examining the tessellation of S2 we have,
	(S2) = (c) − (2c) + (b + w)
which is equivalent to 2 = b + w − c, and so by adding c to both sides we see that
	(Dq) = 2 − b = w − c = 	(Dp).
Thus letting r = −	(Dp) + 1 = w − 1 we see that both Dq and Dp have 1 which is free of rank r. In
case, Dp is a singular leaf, we obtain an amalgamated free product, where the amalgamated subgroup is
of index 2 in 1(Dp) and so has rank 2r − 1.
In caseDp is not singular, we obtain an HNN extension where the associated subgroups are isomorphic
to 1Dp and are hence of rank r. 
Problem 13.6 (Graph of free groups for hyperbolic link?). Is every (hyperbolic) link group 1 of a non-
positively curved squared complex? A non-positively curvedVH-complex? Does 1 of every hyperbolic
link complement split as a graph of free groups where the edge groups are geometrically ﬁnite?
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Remark 13.7 (Even ⇔ HNN). The HNN extension case above arises exactly when all the black regions
have an even number of sides.
Deﬁnition 13.8 (Checkerboard surface). Let  denote the surface in S3−M1 corresponding to the white
regions in. More precisely,  consists of the union of the embedded surfaces in S3 −M1 corresponding
to the white regions of  together with a half twisted band at each crossing point. We refer to  as the
checkerboard surface of. Observe that there is also a black checkerboard surface. When  is orientable
it is a Seifert surface for S3 − M1.
We now explain how  is related to the splitting of 1D of Theorem 13.5.
Lemma 13.9. The vertical splitting of Theorem 13.5 occurs along the white checkerboard surface. More
precisely, if the white checkerboard surface is orientable, then the splitting of 1D = 1(S3 − M1) as
an HNN extension occurs along 1= 1Dp . If the white checkerboard surface is not orientable, then
the splitting of 1D = 1(S3 − M1) as an amalgamated free product, has 1Dq and 1= 1Dp as
the factors, and has 1′ = 1Ds as the amalgamated subgroup, where s is the barycenter of the edge
of vD , and where ′ is the boundary of a regular neigborhood of .
Similarly, the horizontal splitting occurs along the black checkerboard surface.
Proof. It is easy to see that in the embedding of D into S3 − M1 described in Deﬁnition 12.2, Dp is
mapped exactly to a core of , and Ds is mapped exactly to a core of ′. 
We record the following for later use:
Lemma 13.10. If  is prime and alternating, and S3 − M1 is hyperbolic, then 1 is a geometrically
ﬁnite subgroup of 1(S3 − M1).
Proof. ByBonahon [6] and Thurston [49] a surface subgroup is either geometrically ﬁnite or corresponds
to a virtual ﬁber. Using this fact, we now give a proof which will use theVH structure of D.
As in the proof of Lemma 13.9, 1 = 1Dp . Suppose that  were a virtual ﬁber. We ﬁrst consider
the case where  is orientable. If a subgroup H ⊂ 1(S3 − M1) satisﬁes [H : 1] = ∞, then H is of
ﬁnite index in 1(S3 − M1). Since 1Dq is of inﬁnite index in 1D, we see that the two attaching
maps of Dp to Dq are ﬁnite covers. By Theorem 13.5 1Dq and 1Dp have the same rank, and so
unless 1DpZ (which we can exclude in the hyperbolic case), the attaching maps from Dp to Dq
induce 1-isomorphisms, and therefore since they are immersions, they must be isomorphisms of graphs.
Finally, we see thatD is a graph bundle over a circle, and hence as in the proof of Lemma 5.7 virtually a
direct product of a graph and a subdivided circle, and hence 1D is virtually Fr ×Z which is impossible
in the hyperbolic case (see for instance, Lemma 14.2).
In case  is not orientable, a similar argument shows that the attaching map Ds → Dq must be a
double cover unless 1DsZ (which we can exclude in the hyperbolic case). Furthermore, we already
know that Ds → Dp is a double cover. Now, the proof of Theorem 3.7 shows that D has a double
cover which is a graph bundle over a subdivided circle. Consequently we see that D has a ﬁnite cover
which is the direct product of a graph and a subdivided circle, and this is impossible in the hyperbolic
case.
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We note that a different proof could be given by using that Dp is a totally geodesic subspace of D
and therefore 1Dp is a quasiconvex subgroup of 1D. One would then show that 1 = 1Dp is
quasiconvex, and hence geometrically ﬁnite in S3 − M1. 
Remark 13.11 (Update on geometrical ﬁniteness and quasiconvexity). In general, for a group G acting
properly discontinuously and cocompactly on a CAT(0) space, the quasiconvexity of a subgroup H
depends upon the choice of action. However, it was recently proven by Hruska [23], that when G acts
properly discontinuously on a CAT(0) space X with isolated ﬂats, then the quasiconvexity of a subgroup
is invariant, as it is when X is -hyperbolic. In fact, Hruska shows that in this case, quasiconvexity is
equivalent to being embedded by a quasiisometry. As a consequence, Hruska shows that if M is a ﬁnite
volume hyperbolic 3-manifold, and 1M acts properly discontinuously and cocompactly on a CAT(0)
space X, then H is geometrically ﬁnite if and only if it is quasiconvex relative to the action on X. This
gives another proof of Lemma 13.10.
14. Prime alternating link complements are cylindrical
Menasco showed [33] that a prime alternating link is either a torus link, or its complement admits a
hyperbolic structure. This allows us to prove the following:
Theorem 14.1 (Prime alternating ⇒ cylindrical). Let D be the Dehn complex of a prime alternating
link. If D is a torus link, then D is cylindrical in one direction. If D is a hyperbolic link, then D is
cylindrical in both directions.
Proof. If the link is a torus link, then its Dehn complex D is cylindrical in one direction. Indeed, it
is easy to see that ˜D is the direct product of a tree and a line, and that D has a cylinder as either its
vertical or horizontal edge space.
In case D is hyperbolic, we will only prove the theorem here under the additional assumption that
D is also virtually clean, since it is only in that case that we make use of it. So suppose that ̂D is a
ﬁnite clean cover of D, then Theorem 6.2 shows that if ̂D is not cylindrical in the vertical direction,
then 1̂D has a F2 × Z subgroup. This is impossible by Lemma 14.2 since a hyperbolic link is of ﬁnite
volume and therefore geometrically ﬁnite [38].
The general case can be proven by using results of Wise [54] to see that the Dehn complex of a prime
alternating link is cylindrical in the vertical direction if and only if there is no F2 × Z subgroup in 1D.
It then follows as before, that if the link is hyperbolic then it is cylindrical in both directions, because of
Lemma 14.2. 
Lemma 14.2 (No F2 × Z). Let G be a geometrically ﬁnite Kleinian group, then G does not contain
F2 × Z.
Proof. Every Z × Z subgroup of a hyperbolic 3-manifold group acts on H3 as a parabolic stablizer of
some point p of the sphere S2 at inﬁnity [3851]. So each non-trivial element of the Z × Z subgroup is a
parabolic element ﬁxing the point p. Two Z × Z subgroups which are not commensurable are parabolic
subgroups which stablize distinct points of S2. Therefore the intersection of two non-commensurable
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Z × Z subgroups would consist of elements which are parabolic and have two distinct ﬁxed points in S2,
and so the intersection must be trivial.
To complete the argument, observe that 〈a, b〉 × Z has two non-commensurable Z × Z subgroups,
〈a〉 × Z and 〈b〉 × Z, which have non-trivial intersection Z. 
Theorem 14.3 (Virtually clean ⇒ separable). Let D be the Dehn complex of a hyperbolic prime
alternating link. Suppose that D has a clean ﬁnite cover ̂D. Then every geometrically ﬁnite subgroup
of 1(S3 − M1) is closed in the proﬁnite topology.
Proof. By Theorem 14.1, D and hence ̂D is cylindrical. Let H be a geometrically ﬁnite subgroup of
1D=1(S3 −M1). Note thatH ∩1̂D is geometrically ﬁnite and in particular f.g. [38]. Furthermore,
observe that each edge group of ̂D is geometrically ﬁnite, since it is a conjugate of a ﬁnite index subgroup
of 1 which is geometrically ﬁnite by Lemma 13.10.
Now since by Susskind and Swarup [48], the intersection of geometrically ﬁnite subgroups is geomet-
rically ﬁnite, and thus f.g., we see that the intersection of H ∩ 1̂D and each edge group of 1̂D is f.g.,
and therefore we can apply Theorem 11.3 to see that H ∩ 1̂D is a closed subgroup of 1̂D. Finally,
by Lemma 2.3, H is a closed subgroup of 1D. 
Theorem 14.4 (Virtually clean⇔ separable checkerboard). LetD be the Dehn complex of a hyperbolic
prime alternating link, and let  ↪→ S3 −M1 be the checkerboard surface ofD. Then the following are
equivalent:
(1) D has a clean ﬁnite cover.
(2) Every geometrically ﬁnite subgroup of 1D is closed in the proﬁnite topology.
(3) 1 is closed in the proﬁnite topology.
(4) 1 can be separated from a speciﬁc ﬁnite list of elements in a ﬁnite quotient of 1D.
Proof. (1)⇒(2) holds by Theorem 14.3.
(2)⇒(3) follows because by Lemma 13.10, 1 is geometrically ﬁnite.
(3)⇒(4) is obvious.
(4)⇒(1) holds by Lemma 16.2 because 1, is the same as the edge group of 1D. 
15. The Dehn complex of the ﬁgure 8 is virtually clean
In this section we demonstrate that:
Theorem 15.1 (Figure 8 is virtually clean). The Dehn complex of prime alternating projection of the
ﬁgure 8 knot is virtually clean.
I have checked that the same result holds for the ﬁrst twenty or so knots and links in the table in [39],
so for instance, the Dehn complex of the complements of the Borromean rings and the Whitehead link
are virtually clean.
The usual projection of the ﬁgure 8 knot is illustrated on the left of Fig. 8. The four squares of the Dehn
complex of this projection are illustrated on the right of Fig. 8. Since the white checkerboard surface of
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Fig. 8. On the left is the usual projection of the ﬁgure 8 knot. On the right are the four squares in the Dehn complex of this
projection. The 0-cells of these squares which are attached to top are bold.
Fig. 9. The four rectangles above are obtained by subdividing the 4 squares of the Dehn complex of the ﬁgure 8 complex
illustrated in Fig. 8. We vertically stretch each square of the Dehn complex, and then subdivide the a, b, and c edges and
ﬁnally add a vertical edge down the center of each square. The rectangles above from left to right correspond to the squares in
Fig. 8 from top to bottom. The edges labeled by x, y, and z are now labeled by single, double, and triple arrows. The new vertical
edges are labeled by different single, double, triple, and quadruple arrows. Note that there are now essentially 8 squares, and the
subdivision will allow us to illustrate the resulting 2-complex in a different way in ﬁgure 8 below.
this projection is non-orientable, we see that the Dehn complex of this projection of the ﬁgure 8 knot is
not vertically non-singular. We therefore vertically subdivide D by adding a 0-cell at the center of each
horizontal edge, and a vertical edge at the center of each square, to obtain a new 2-complex D′ which is
vertically non-singular. The subdivision of the four squares of D is illustrated in Fig. 9. Note that D′
has 8 squares. The splitting of D′ as a graph of spaces is illustrated in Fig. 10.
The smallest cover ofD such that the right attachingmap of Fig. 10 lifts to an embedding is determined
by the unique Z/2Z quotient of 1D. This cover is exactly the cover provided by Theorem 3.7.
Based covers of D (and thus D′) are most easily described by a coset representation of 1D
which determines the subgroup of 1D corresponding to the cover. Since D has two 0-cells, it will be
convenient to contract the c edge, or add c as one of the deﬁning relations, to obtain a presentation for
1D from the 2-complex D.
A coset representationof1D is determinedby ahomomorphism inducedby amap from thegenerators
of 1D to elements of Sn.We denote a permutation using the usual cycle notation, e.g. (142)(35) denotes
the permutation 1 → 4 → 2 → 1, 3 → 5 → 3.
The smallest cover of D for which the left attaching map lifts to an embedding, is the degree 5 cover
corresponding to the index 5 subgroup determined by the following coset representation:
x → (12)(354), y → (132)(45), z → (1245), a → (135), b → (243), c → (),
Daniel T. Wise / Topology 45 (2006) 421–463 457
x
y
z
Fig. 10. After vertically subdividing the Dehn complex of the ﬁgure 8 link, we obtain the graph of spaces above. The edge space
in the middle is the direct product 
 × I where 
 is a graph with 8 edges and 6 vertices. 
 × I is attached to a graph at each
end as illustrated. Note that the attaching map on the right is a double cover corresponding to an I-bundle on the non-orientable
checkerboard surface.
Fig. 11. Illustrated above is the cover of the subgraph E ofD corresponding to the coset representation above. The edges x, y, z,
and c are labeled by single, double, triple, and triangle arrows, respectively. The cosets correspond to pairs of vertices connected
by a c edge, and of course, each such pair is labeled by the same number ∈ {1, 2, 3, 4, 5}. The basepoint of the cover is the bold
vertex, which is the vertex labeled ‘1’ with outgoing edges. It is clear that the left attaching map ofD illustrated in Fig. 10 lifts
to an embedding in ̂D where we let the basepoint of the left attaching map be at its lower right vertex.
Let E denote the subgraph of D consisting of the x, y, z, and c edges. Since the ﬁrst two 2-cells of the
Dehn complex can be thought of as: a = (ycx)−1 and b = (xcy)−1, we see that the inclusion E ⊂ D
is a 1-surjection. Consequently, the based cover ̂D → D corresponding to the coset representation
above is determined completely by the induced cover of Eˆ → E. Since VD ⊂ E, the illustration of Eˆ
in Fig. 11 demonstrates that the left attaching map lifts to an embedding in ̂D.
Finally, as in Lemma 16.2 we can choose a ﬁnite clean cover of D by choosing a ﬁnite regular cover
which factors through both this degree 5 cover and the double cover.
458 Daniel T. Wise / Topology 45 (2006) 421–463
There are other ﬁnite covers for which the left attaching map lifts to an embedding, which do not factor
through the degree 5 cover above. For instance, there are two such degree 6 covers corresponding to the
following coset representations:
x → (124365), y → (132546), z → (1246), a → (126)(354), b → (135)(246), c → ()
and
x → (1253)(46), y → (1356)(24), z → (1256)(34), a → (26)(45), b → (14)(26), c → ().
We note that both the ﬁrst and second coset representations above give rise to the exact same quotient
onto S5. The third coset representation gives rise to a quotient of order 36, whose abelianization is Z/4Z.
In either case, we see that the kernels of these quotients are contained in the kernel of the Z/2Z quotient,
and so the corresponding regular cover has the property that both the left and right attaching maps lift to
embeddings, and so the regular cover is clean.
It follows that D has regular clean covers of degree 36 and 120.
16. Virtual cleanliness and residual ﬁniteness
Remark 16.1 (Algebraically clean). It is easy to see that 1 of a clean complex is isomorphic to
the fundamental group of a graph of free groups with free edge groups so that each edge group is
a free factor of its associated vertex groups. This was exploited in [55] to give an easy proof that
such groups are residually ﬁnite. We include the statements and proof below in Lemma 16.4 and
Theorem 16.3.
Lemma 16.2 (Virtually clean ⇔ separable edges). Let X be a compact non-positively curved VH-
complex. Then the following are equivalent:
(1) X is virtually clean.
(2) The edge groups of 1X are closed.
(3) Each attaching map Xe → X(e) (respectively, Xe → X(e)) ‘lifts’ to an embedding in some ﬁnite
cover X¯ → X.
Proof. (2)⇒(1): We ﬁrst show that if 1Xe is closed in 1X then there is a ﬁnite cover eXˆ such that
Xe × [0, 1] lifts to an embedding in eXˆ. Observe that Xe × I → X is a local-isometry and it therefore
lifts to an embedding in Xˆ, where 1Xˆ = 1(Xe × I ). Therefore, if 1(Xe × I ) is a separable sub-
group of 1X, then by Lemma 17.1, we see that Xe × I → X lifts to an embedding in a ﬁnite cover
e
Xˆ
of X.
Now, if each edge group is closed, then for each edge e of X, we choose a ﬁnite cover eXˆ such
that Xe × I embeds in eXˆ. Let Xˆ be a regular ﬁnite cover which factors through eXˆ for each e, then Xˆ
is clean.
(1)⇒(2): If Xˆ is a clean cover of X, and if Xˆe is the based component of the preimage of Xe for some
edge e of vX, then the map Xˆe → Xˆ is a sparse local-isometry and consequently by Corollary 11.8, 1Xˆe
is separable in 1Xˆ, and ﬁnally 1Xe is separable in 1X by Lemma 2.3.
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Here is an alternate and more elementary proof of (1)⇒(2): If Xˆ is a clean ﬁnite cover of X, then for
any edge space Xe, we can consider a component Xˆe of its preimage in Xˆ. When we double Xˆ along
Xˆe, we obtain a complex which is still clean. By Theorem 16.3, this double has residually ﬁnite 1, and
consequently by Long and Niblo [28] and Wise [54] the edge subgroup 1Xˆe is a closed subgroup of
1Xˆ, but then by Lemma 2.3 1Xe is closed in 1X.
(1)⇒(3) is obvious. (3)⇒(1) follows by taking a ﬁnite regular cover of X which factors through each
of the ﬁnite covers of X in which the attaching maps of edge spaces lift to embeddings. 
Theorem 16.3 (Clean ⇒ Residually Finite). Let G be the fundamental group of a clean complex X, then
G is residually ﬁnite.
Proof. Let x˜ be the basepoint of the universal cover X˜ of X. Then the inclusion x˜ → X˜ is a sparse
local-isometry and so the theorem follows from Corollary 11.8. 
A more elementary proof can be given using Lemma 16.4 which was proven (for instance) in [55].
Proof. By Deﬁnition 4.3, G is a free factor of a multiple HNN extension of a free group where the edge
groups are free factors in the vertex group. Now observe that the hypotheses of Lemma 16.4 are satisﬁed
when Hi and H ′i are free factors. And so since G is a subgroup of a residually ﬁnite group it is residually
ﬁnite. 
Lemma 16.4 (Residual ﬁniteness criterion). LetG=F ∗
H
ti
i =H ′i be a multiple HNN extension of a ﬁnitely
generated group F where for each i, the stable letter ti conjugates the subgroup Hi to the subgroup H ′i .
Assume that for each i, there is an automorphism i of F, such that the isomorphism Hi → H ′i of edge
subgroups that is determined by conjugation by ti , is induced by i . Furthermore, assume that F is
residually ﬁnite, and that for each i, both Hi and H ′i are the intersection of ﬁnite index subgroups of F.
Then G is residually ﬁnite.
17. Surface subgroups
The material in this section is due to Scott [42]. The following Lemma explains the utility of a separable
subgroup in applications.
Lemma 17.1 (Lift to embedding). Let X → X be a based covering space of a CW-complex then the
following are equivalent:
(1) 1

X is a separable subgroup of 1X.
(2) For each based combinatorial map Y → X of a compact space Y, if Y lifts to an embedding in X,
then Y lifts to an embedding in a based ﬁnite cover Xˆ, such that X factors through Xˆ.
Proof. (1)⇒(2): For each 0-cell p ∈ Y (0), let p denote a path from the basepoint b of Y to p. For each
pair of points p, q of Y which are mapped to the same point of X, p · −1q is a path in Y which projects
to a path in X which does not lift to a closed path in Xˆ.
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SinceY is compact, there are ﬁnitely many such pairs. Consequently, since 1Xˆ is separable, there is a
ﬁnite cover

X such that 1Xˆ ⊂ 1

X, but for each p, q as above, p · −1q /∈ 1

X. Finally, since for each
p, q the path p · −1q does not lift to a closed path in

X, we see that the lift Y → X is an embedding.
(2)⇒(1): Let  ∈ 1X − 1

X. The result follows by letting Y denote an injective path in X with the
same endpoints as the lift of . 
The following is an explicit statement of the general version of Peter Scott’s result that ‘subgroups of
surface groups are almost geometric’ [42].
Theorem 17.2. Let M be a 3-manifold, and let H ⊂ 1M be a f.g., separable subgroup. Then there is a
ﬁnite cover M → M , and a compact submanifold N ⊂ M such that 1N = H .
Proof. Let Mˆ denote the based cover of M with 1Mˆ=H . By Scott [41], there is a compact coreN ⊂ Mˆ .
Now apply Lemma 17.1 to the map N → M . 
Since an immersed 1-injective surface  of minimal self-intersection lifts to an embedding in the
covering space corresponding to 1, we obtain the following corollary:
Corollary 17.3. Let  → M3 be an immersed 1-injective surface of minimal self-intersection. Suppose
that 1 is a separable subgroup of 1M3. Then there is a ﬁnite cover Mˆ3 → M3 such that  lifts to an
embedding in Mˆ3.
Lemma 17.4. Let  → M be a virtual ﬁber of the 3-manifold M. Then 1 is a separable subgroup
of 1M .
Proof. Let 1 → N → G → R → 1 be a short exact sequence, and suppose that R is residually ﬁnite,
then N is closed in G. To see this, ﬁrst note that {1R} is closed because R is residually ﬁnite. Now N is
closed in G because it is the preimage of the closed set {1R}.
Now if 1 is a virtual ﬁber, then there is a ﬁnite cover Mˆ → M and a ﬁnite cover ˆ which lifts to Mˆ ,
such that Mˆ is a ﬁber bundle with ﬁber ˆ. But 1ˆ is separable since it is the kernel of a quotient to Z,
and thus since 1ˆ= 1 ∩ 1Mˆ , we see that 1ˆ is separable in 1M by Lemma 2.3. 
By Bonahon [6] and Thurston [51], the indecomposable subgroups of a hyperbolic 3-manifold group
are either geometrically ﬁnite or they are virtual ﬁber groups (see also [12]). By combining this with
Theorems 14.3 and 15.1 and Lemma 17.4 we obtain the following corollary:
Corollary 17.5. Any indecomposable subgroup of 1 of the ﬁgure 8 knot group is separable.
In particular, every properly immersed incompressible surface in a hyperbolic 3-manifold is either a
virtual ﬁber or a geometrically ﬁnite surface. Consequently, all f.g. proper surface subgroups of the ﬁgure
8 knot group are separable.
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Following Corollary 17.3 and using Lemma 17.4 we have:
Corollary 17.6 (Surfaces in ﬁgure 8 virtually embed). Let M be the complement of an open tubular
neighborhood of the ﬁgure 8 knot complement. Let (, ) → (M, M) be an immersed 1-injective
surface, and assume that we have homotoped  so that it is of minimal self-intersection. Then there is a
ﬁnite cover Mˆ → M such that  lifts to an embedding in Mˆ .
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