In this work, we study the extraction of semantic objects from still images. We combine different ideas to extract them in a structured manner together with a perceptual metric that ranks them according with its perceptual relevance.
INTRODUCTION
The extraction of semantic objects from images or sequences is one of the most challenging problems in image analysis. These systems are of key importance for the new contentbased applications like: object-based image and video compression (standards JPEG2000 and MPEG-4), multimedia applications that permit some kind of object manipulation (video indexing in the context of MPEG-7), and video segmentation for tracking and surveillance.
The main difficulty of this problem resides in the fact that simple features do not uniquely determine semantic objects. For instance, segmentation into homogeneous regions does not lead to semantic object extraction. Humans correctly detect semantic objects in a wide range of conditions; lighhling conditions, occlusion, change in colour within the same entity, etc. For an algorithm, this task is more difficult and it has been one of the most studied problems in image analysis. For this reason, several works assumed that some kind of user interaction must be added to extract semantic objects. This has raised the classification of algorithms into automatic or semi-automatic. Although the latter's do not automatically accomplish the objective, they provide a good initial condition. For instance, in several works on extraction of semantic video objects, the first image is segmented in a semi-automatic way and then the objects are tracked in the sequence. For several region-based applications, we not only need the segmentation, hut also a good data structure to represent it. In [3] Salembier et al. introduce the idea of binary partition trees (BPT) as a suitable data structure.
Regarding the perceptual metric, we cite [2]. For every region in the segmented image, simple features are computed and combined to obtain a map of perceptual importance. Although, there are many works dealing with this problem, this approach is simple and is the one we are going to use.
Our Approach
In this work, we combine different ideas to extract semantic objects from images in a stNctured manner.
From a fine initial segmentation, we first apply a regularization step using our previous work on probability difFusion applied to classification problems [I] . On one hand, the number of regions decreases when regularizing the segmentation (small noisy regions are merged). On the other hand, in this step new regions can be added. We must say that the first one is the main goal since it reduces the complexity of the succeeding steps.
With the resulting segmentation after the regularization step, we construct the region adjacency graph (RAG), where each node represents a region and links connect neighbouring regions. We model each region with its mean and a 'Far video sequences, motion information plays M i m p a m t role sincc semantic objects usually move together.
region-merging algorithm is applied to obtain the desired number of regions. At this point, the user should interact with the algorithm to stop it when the resulting segmentation is the desired one.
The segmentation result of the merging algorithm contains regions nearly matching the semantic objects in the image. With this segmentation, we compute a perceptual metric (PM) that ranks objects according with its perceptual importance. We improved Osberger's work [2].
Once we have the semantic segmentation, we construct a BPT with it [3] . We again apply a merging algorithm using the PM. Each time two regions are merged a new node of the Wee is added. This procedure is applied until there is only one region. Thus, in the leaves of the tree we have the initial regions and in the remaining nodes their unions. AAer computing the BPT, the user can improve the segmentation manually (BFT make it very simple and fast 131).
Although any initial segmentation can be used, we use the segmentation obtained with algorithms we presented in [IO] . The advantage of it is that regions already match the objects of interest.
SEGMENTATION REGULARIZATION
In the first step of the algorithm we add coherence to the initial segmentation using the vector probability diffision scheme (VPD) [I] by adding spatial coherence to the posteriors probabilities of classes present in the image.
We say that a given region from the initial segmentation ,{RI, ..., Rn}, is a valid class if its area is bigger than a given threshold. Each class e; E C = {c+ : i = 1, ,,,,m)
is represented with the mean of its members: pi. For every pixel z we have a probability vector p(z) E P = { p E !Rm : llplll = 1,pi t 01 wherepi(z) equalstheprohahility of pixel x to belong to the class ci:
To add spatial coherence into the classification process VPD diffuses the distance between points in P with the following diffusion equations:
For further details and implementation see [I]
REGION MERGING ALGORITHM
To apply the merging algorithm we need to define the region model and the merging criterion, which depends on a distance between regions. The region model pi is defined as the mean of the pixels in the region Ri. When two regions are merged, the new model must be computed. To make the model estimation robust, the new model equals the one of the bigger region [I 1,3].
The merging criterion minimizes the cost of each merging. That is, en each step we minimize the cost function (2)
merging the pair of nodes with minimum cost.
D is the distance between regions: D(R;,Rj) = lpi -&I2, and P(R;) is the probability of region Ri: P ( R i ) = Area(R;)/Area(Q). This cost function measures the error between the given partition and the new model. For highly textured regions the mean alone will not be enough to discriminate between regions, we should include a measure of texture like the variance within the region.
PERCEPTUAL METFUC
In this section, we present a PM to automatically determine the perceptual importance of different regions in the image. This metric is based on Osberger's work [2] and uses several features that influence human visual attention. For each region in the image, a set of features is computed and then combined to obtain the importance map that ranks each region with respect to its perceptual importance. Firstly, to apply this idea we need a segmentation of the image. This point is crucial; regions in the segmentation should represent semantic regions or part of them, otherwise, the perceptual metric will not correlate with our perception. For this reason, we do not use the initial segmentation to compute the importance map as it contains too many small regions. Instead, we compute the percephlal metic using a coarser segmented image, the one obtained after some steps of the merging algorithm.
Facton which i d u e n c e our attention
These factors can be classified into: low level and high level. Among low-level factors, we have: contrast, size, shape, and colour. High-level factors are of c o m e more difficult to model. For instance, the presence of people in the image is a strong factor; our attention is drawn to their eyes, mouth, and hands. In our case, we use location and the distinction of foreground and background as high-level factors, Contrast: Region contrast is a very strong factor; regions with high contrast with their neighbour regions attract our attention, and therefore they might belong to regions of perceptual importance. The contrast of a region Ri which has asetofneighhours {R;,,...,R;N] iscomputedas:
where @ij are the means of the regions Rij and nj weights the contribution of each neighbouring region to the contrast measure. That is, the more contact between regions the more it should contribute to the contrast measure.
Osberger measures the contrast as the difference of the mean of a region and the mean of the neighbour regions. This is not a robust measure since the mean of the neighbouring regions is strongly affected by an "outlier" region.
For example, take a region with mean 128 and two neighbours with means 255 and 0. In this case the mean of the neighbouring regions equals the mean of the region and therefore according to Osberger metric the contrast will be 0. Obviously, this does not reflect what we perceive. With OUT definition of contrast (neglecting the factors nj), the contrast is 128.
Size: It has been found that region size is an important factor. Large regions are more likely to attract our attention than the small ones. The size measure is computed as:
where .4,,,, is set to the 1% of the total area and is used to prevent excessive weighting to very large regions. Shape: It has been argued that long and thin regions are visual attractors [IZ], but also that our perception tends to favour compact regions [ 131. Osberger applies the first idea and uses the shape factor: Perimeter(R;)'.''/Area(R,) trying to capture long and thin regions. Conversely, we apply the second idea using the isoperimetric ratio of the region which scores compact regions as more important. According to our experiments, this selection performs better. Note that the isoperimetric ratio is nearly the inverse of Osberger's measure.
Shape(&) = Area(R,)/Perimeter(R;)* ForegroundlBackground: Typically, objects in the foreground attract our attention. To determine if a region is part of the background we measure the number of pixels of the region border that belong to the image border. In this way the foregroundibackground measure is computed as:
Length(8R; flan) 0.5 * Perimeter(R) FB(R,) = 1 -min Location: Different experiments have shown that typically viewers focus at the centre of the image. To compute this factor we measure the number of pixels of the region which are within the 25% centre of the image: Centre(R;). Regions that are entirely in the centre of the image will have the maximum weight.
Location(R;) = Centre(R:)/Area(R;) Importance Map: After normalizing each of the factors presented above to the range [0,1] the importance map is computed as the sum of their squared values. This assigns higher scores to regions with high scores in some factors.
ALGORITHM
In this section, we describe the whole algorithm. We argue that semantic objects must be used to construct the BPT. We want a small tree capturing the semantic objects in the image. Therefore, we compute the BPT after some steps of the region-merging algorithm. 1. Given the initial partition we apply the VPD to add coherence to the initial segmentation and recompute the partition. 2. Apply the merging algorithm until we obtain the desired number of regions, Rt1,,. In this step, the user interaction may want to control the threshold to stop the merging when the segmentation captures the semantic objects in the image.
3.
Compute the perceptual metric. 4. A new merging step is applied but now the metric is weighted with the perceptual metric:
Apply merging algorithm until the number of regions is Rtr,, or until a single region is found. In the later case, the merging order is used to build the BPT. When two regions are merged, the perceptual metric is updated with: PAJ(R1 U Rz) = min { P h 4 ( R 1 ) , P M ( R 2 ) }
RESULTS
In figure 1 we show the results for Claire image. The initial segmentation was obtained with the algorithm presented in [IO] ; it contains all level sets which: contain T-junctions at their boundaries, and have good contrast and shape. We show the initial segmentation, the result after VPD (the numher of regions is reduced while the most important regions are kept), and finally the result of the merging algorithm (at this point the user controls the merging in order to obtain regions matching the semantic objects). For this simple image, we achieved our goal of segmenting the image into semantic objects. For this segmentation, we computed the PM and at last the BPT. We also show the final segmentation for Carphone image.
I . CONCLUSIONS
Although the algorithms used in this work are not completely new, we integrated them to extract semantic objects in previously segmented images. We improved the computation of the perceptual metric proposed by Osberger. We used the perceptual metric in the construction of the BPT and we stated that this tree must be based on important regions (the ones obtained after the supervised region merging). As we showed, the inclusion of the perceptual metric in the BPT construction helps on moving close to the root the perceptually important objects.
For simple images, like Claire, the algorithm easily extracts the semantic objects. On the other hand, for complex image, like Carphone, the algorithms proposed do not achieve the objective completely. However, the structured results here presented would aid the user to correct the segmentation and properly extract the semantic objects. Fig. 1 . First two rows: Claire with 1994 regions, after two iterations of VPD (area threshold is 100 pixels) with 766 regions, and the image with 6 regions matching the semantic objects. We show the images with regions represented by its mean and boundaries. Third row: Claire PM (Bright indicates important. The results match our perception; the face is the most important region) and Carphone segmentation results (30 regions). Finally, we show Claire BPT.
