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Introduction and background
Exergy analysis clarifies where and how much of exergy, not energy, is consumed in a whole chain of working systems from man-made systems such as heating or cooling systems to human-body systems [1] . It has been applied in various disciplines for qualitative and quantitative analysis of chemical, biological, mechanical, environmental or industrial processes. Use of exergy concept in the built environment was first introduced in the field of solar-energy utilization by [2] and further in building heating systems by [3] and [4] . A next step in application of exergy analysis is the investigation of human body exergy balance under unsteady-state conditions [5] . Most of human body exergy analyses, mostly focused mainly on human body exergy consumption rate, have been made with the assumption of steady-state conditions of thermal environment [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Human body exergy consumption rate determined for steady state thermal conditions will be further abbreviated Ex-st in the present paper. Authors of these studies generally concluded that there is an optimal combination of indoor air temperature and mean radiant temperature can be fined that provides the lowest possible Ex-st . In general, exergy consumption rate is proportional to the difference in temperature between the inside and the boundary surface of the system. In the case of a human body, it is the difference in temperature between the body core and skin layer (or clothing surface). Thus exergy consumption rate can be considered as a kind of thermal stress index. This seemed to be valid both for winter and summer conditions. … The relation between human-body exergy consumption rates (Ex-st) and subjectively assessed thermal sensation was analysed in the work of Simone et al. [12] . The results showed that the minimum Ex-st was associated with Thermal Sensation Votes (TSV; "vote" in this context means a point of time when particular human subject filled out a thermal sensation scale during the exposure) close to thermal neutrality, tending to the slightly cool side of thermal sensation [12] . Such results suggest that when human body consumes the least of exergy, the human brain assesses thermal neutrality.
However, real human thermal environments can rarely be described as steady-state. Temperature, humidity, air velocity and other thermo-environmental parameters vary both spatially and with time. These variations affect human thermal behaviour and should be taken into consideration when analysing thermal environment in buildings. To account for the aforementioned phenomena, the model of human body exergy balance under transient conditions (further abbreviated as Ex) was developed by Shukuya [1] [46] .Unsteady state exergy analysis method is to aim at allowing us to investigate considering interactions between the dynamic processes inside the human body and those in the environment. So far, the studies on unsteady state exergy analysis of the human body and its relation to thermal comfort are very limited. Tokunaga and Shukuya performed unsteady-state human-body analysis for summer cases [24] and for winter cases [23] . In summary, what they found so far is that the exergy consumption rate varies quite sharply with a change of thermal environment with time, to which the human body is exposed. In summer-case analysis, there was a sudden change in the human-body exergy consumption rate right after entering the mechanically airconditioned room, where the air temperature and relative humidity are significantly lower than the outdoor air temperature and humidity, in opposite there was no such change in the case of naturally-ventilated room [24] . In winter, on the other hand, there was no significant difference in the human-body exergy consumption rate between a room with air-heating and the other with floor heating, since these two room spaces were enveloped by thermally-well insulated walls, floor and ceiling. But, as a window was opened for a short period of time, there was an apparent difference in the rate of exergy transfer by convection due to the effect of ventilation with cold air from outside. In the level of thermal insulation of building envelope system were low, then that exergy transfer by convection must have influenced much on the human-body exergy consumption rate and would have led to thermal sensation of "cold". Since their findings so far were according to a few trial analyses with respect to unsteady-state human-body exergy balance were of course not conclusive, a further series of the analyses are necessary.
General aim of the present paper was to deepen insight to the relation between human body exergy consumption and human perception of thermal environment. This was done by comparing human thermal sensation data measured in three laboratory studies [25, 26, 27] with calculated human body exergy consumption rates calculated for the thermal conditions form aforementioned studies. The studies focused on thermal comfort of human subjects exposed to drifts of operative temperature. The work had two main objectives. For the first, two types of models for determination of human body exergy consumption rate, namely the steady state model and the non-steady state model, were compared. For the second, The observed relationship between the TSV and Ex or Ex-st analysed statistically analysed. In addition also data for Thermal Acceptability Vote (TAV) were analysed.
Methods

Unsteady-state human-body exergy analysis
Thermal cognition and perception based on thermal sensation have been usually statistically analysed in relation to measured physical quantities such as room air temperature, mean radiant temperature, operative temperature or outdoor air temperature. In the case of in-vitro experiments, in which a number of subjects are exposed to a controlled chamber that usually have no windows, the subjective votes taken in the experiment are usually investigated in terms of whether or how they are correlated to the measured indoor environmental parameters of the experimental chambers. On the other hand, in the case of in-vivo experiment or field survey, the subjective votes are usually investigated in terms of whether or how they are correlated to the change in outdoor air temperature [55] . These conventional approaches to thermal-comfort study have revealed a lot, but there are still a number of issues that have not yet been fully investigated. One of them is the aspect of heat-transfer mechanism with respect to the 2 nd law of thermodynamics; that is, human-body exergy balance. One of the aspects that have become clear is that thermal environments with higher mean radiant temperature and lower air temperature give smaller human-body exergy consumption rate than that with lower mean radiant temperature and higher air temperature, even if the operative temperature is the same in both cases [source] .
Another aspect is related to steady-state or unsteady-state calculation procedures. In the trial analyses made by Tokunaga and Shukuya [24] , the calculation of body-core and skin-layer temperature was performed exactly following the procedure given by Gagge et al. [42] [43] [44] . In this procedure, the body-core and skin-layer temperature values are determined for each of one-minute period with the input of the corresponding indoor mean radiant temperature, air temperature, humidity, and air velocity, although these input variables are assumed to last for one-hour period for the calculation of body-core and skin-layer temperature. This is, in other words, that the calculations made so far were not really an unsteady-state, but a kind of quasiunsteady-state calculation. Therefore, Shukuya [46] reviewed the whole calculation procedure of the body-core and skin-layer temperature and thereby re-developed the calculation method so that it can perform for unsteady-state conditions .
In order to compare the two approaches, this study applies the quasi-unsteady-state calculation and the unsteady-state calculation to the data sets described below. Therefore, the VBA code developed by Shukuya [46] and used in several studies [45] [46] [47] was transferred into code usable with R software [48] (see Appendix A). The results obtained by the R code were compared to the results deriving from VBA code. No differences except those related to a different accuracy in rounding procedures were found. Then, two versions of the code were developed. The first one, for quasi-unsteady-state calculation, is performing the following procedure:
-For each time step, the indoor environmental, outdoor environmental, and personal variables are taken as input variables in order to calculate skin and core temperature as well as the exergy consumption rate (Ex) as if those conditions were prevailing for 60 minutes. This is done running a for-loop for 60-times. The second version, for unsteady-state calculation, is running as follows: -For the 1 st time step of the data, the calculation is done as described for the first version, i.e. assuming the conditions to be prevailing for 60 minutes (this is called the warm-up period in this manuscript) -For the 2 nd to n th time step, the values for environmental data (indoor and outdoor) and personal data for the corresponding time step, i.e. for 2 nd , 3 rd , … n th time step are taken. In addition, Tsk and Tcr stored from the previous time step are used to calculate Ex, Tcr_n, and Tsk_n; i.e. for the 2 nd time step, this is the value for tcr and tsk from the 60 th loop from the 1 st time step. For the n th time step this is the value from the n-1 th time step. -Note that for each time step between the 2 nd and n th time step, no further loops are made, i.e. changes to Tsk and Tcr are calculated only by the length of the time interval between the time step in question and the previous time step multiplied with the corresponding signal. Due to such calculation getting unstable in case the time interval is equal or greater than 2 minutes, the code calculates linear interpolated environmental values to form intervals of equal or less than 60 seconds, in case the time interval of original data is greater than 1 minute. E.g. if the time interval of original data is 5 minutes and Tair is 25.5°C in the beginning of this period and 26.6°C at the end, the script will create 4 artificial time steps with interpolated values for Tair and the other values and use those for the calculation. Kolarik et al. [25] studied the influence of operative temperature ramps ranging from 0.6 K/h up to 4.8 K/h on thermal comfort and office work performance of 52 college age subjects. The exposure took place in the climate chamber providing uniform thermal environment, thus air and mean radiant temperatures were equal during both steady state reference exposures and thermal transients -ramps [49] . The study was divided into two phases -the first addressed summer conditions: temperature range 22-26.8 ºC while the second addressed winter conditions: 17.8-25 ºC. Only the second phase of the study was included in the present analysis (see Table 1 ). Air and operative temperature, air velocity, and relative air humidity were logged in 10 seconds intervals at the centre of the chamber 0.6 m above the floor. The accuracies of the measuring instrumentation were ±0.5 K for air temperature, ±0.3 K for operative temperature, ±0.02 m/s for air velocity (in the range 0.05-1 m/s). The temperaturehumidity transmitter measured relative humidity with an accuracy of ±2% RH in the 0-90% RH range. All measurements complied with requirements in and recommendations given in ISO 7726 [50] . Subjects wore their own clothing during all experimental sessions. Garments were selected during preliminary exposures to constant operative temperature of 24.4 and 21.4 ºC (50 % RH, 2 hours) for the first and the second phase respectively. The water vapour pressure of 1.53 kPa, corresponding to 50 % RH at 24 ºC, was maintained constant during all exposures. During the exposures the subjects were performing simulated office work tasks on PC and filling out questionnaires dealing with thermal comfort, air quality and health related symptoms. 7-point thermal sensation interval scale and two-part acceptability scale were used to assess thermal sensation and thermal acceptability respectively. The subjects made thermal sensation assessment twice every hour of exposure.
Details regarding studies that provided original data sets
The study of Toftum et al. [27] was conducted in the same experimental set-up as the study of [25] . However, subjects were allowed to arbitrarily modify their clothing to keep thermal neutrality. The study comprised summer and winter temperature ranges of 22.0-26.8 ºC and 19.0-23.8 ºC respectively. Altogether 25 college age students participated in the study. Subjects performed simulated office work and regularly filled out questionnaires dealing with thermal comfort, air quality and health related symptoms. The questionnaire set was the same as in the case of the study by [25] . In addition, subjects had to indicate every change of clothing using a separate part of the questionnaire. The changes of the clothing insulation were included in the data set used for the present study.
The study of Kitazawa et al. [26] was conducted in the same climate chamber as studies by Kolarik et al. and Toftum et al. The focus was on seasonal differences in human responses to increasing temperature. Experiments were conducted in late summer and winter with altogether 128 subjects (both < 30 and >60 years old, see Table 2 ). The subjects were exposed to operative temperature ramp in a range 24.0-35.2 °C at a rate of 3.7 K/h (for details see Table 1 ) as well as to a constant temperature of 24 ºC. Subjects were dressed so that their clothing insulation was approx. 0.48 clo. During exposures, the subjects performed two types of performance tests (addition and Tsai-partington test) and assessed thermal sensation (7-point scale) , thermal acceptability (two-part acceptability scale), general comfort, acute health symptoms and ability to perform work. Table 1 summarizes the used studies (for details see section 2.3) in terms of test conditions. Table 2 presents a summary of anthropological data for human subject used in the studies. Analysis of the data was conducted in two steps. In the first step Ex and Ex-st were calculated for each observation in each analysed data set. Due to the time step in the original measurements, we took the time interval at 10 seconds for the data from Kolarik and Toftum, and at 60 seconds for Kitazawa data. For the further analysis the number of variables in individual datasets was reduced to following: "data" (indicates original dataset from particular thermal comfort study), "datetime" (time stamp for a particular observation), session (type of exposure -temperature ramp of certain slope or constant temperature condition; unique identifier with respect to each original data set), vote (ordinal number of the TSV and TAV assessment conducted by subjects in each session with respect to each original data set), subject (unique identifier for human subject), TSV, TAV, To (operative temperature), Ex, Ex-st. For each data set mean values of continuous variables (TSV, TAV, To, Ex, Ex-st) were calculated representing arithmetic mean of the variable at each particular vote (see Figure 1) . The data for first two TSV were removed from the data sets (see section 4.1 Discussion on methodology).
Data preparation
Each original data set was checked for errors and missing values. Records with missing values were removed. Meteorological data for outdoor temperature and outdoor relative humidity were provided by Danish Meteorological Institute (DMI). Data were measured at DMI's station nr. 0618100 Jaegersborg (GPS coordinates 55.7663 12.5263) , approximately 3 km from the experimental facilities where all experiments were conducted. Kitazawa et al.[26] 2.5 Statistical analysis Statistical software R version 3.2.2 [48] and RStudio version 0.99.484 [XY] were used to analyse the data. The p-level for rejection of the Null Hypothesis was set to p=0.05.
Comparison of Ex and Ex-st calculation
Comparison of Ex-st and Ex was done in two steps. First graphically by plotting the mean values of Ex-st and Ex against corresponding mean TSV for each analysed dataset. Consequently, multiple linear regression model was used to analyse differences between Ex-st = f(TSV) and Ex = f(TSV) relationships for each individual data set. For example R function syntax corresponding to the model for data from Kitazawa et al. [26] was (1). lm.kitaz <-lm(ex ~ tsv*model, data=kitazawa.mean.dat) 
where ex is the predicted value of human body exergy consumption, tsv is a predictor values for human thermal sensation (TSV) and model is a factor indicating whether the data were calculated using steady state or non steady human body exergy consumption model (Ex or Ex-st). Obtained models were compared with respect to estimated model parameters (intercept, slope and interaction term indicating the effect of change from Ex to Ex-st), their R 2 (variance explained) values as well as p-values indicating a significance of the model fit. Data from exposure to constant operative temperature by Toftum et al. [27] included two temperature levels. In that particular study, the subjects were exposed to constant temperature of 21.4 °C as well as to 24.4 °C (see Table 1 ). These two exposures were considered separately during regression analysis.
Analysis of general relationship between TSV and human body exergy consumption
Linear Mixed Effects Model (LME) approach [52] was used to assess the relationship between TSV and Ex as well between TAV and Ex (Ex = f(TAV). Study by Simone et al. [12] showed that the relationship between Ex-st (steady state human body exergy consumption model was used in the study) and TSV could be described by second order polynomial function (2):
As Simone et al. [12] did not have access to raw data, relationship described by equation (2) was derived using mean values of thermal sensation votes originating from four thermal comfort studies (see details in [12] ). In the present study, second order polynomial function was fitted first to raw data from originating all three investigated studies. The aim was to predict Ex for each particular subject exposed to particular experimental condition. R function syntax corresponding to the model was (3):
where ex is the predicted value of Ex, tsv and tsv^2 are predictor values for TSV and ~1|subject represents a random effect -within-subject variance, thus the intercept is allowed to vary randomly for each individual subject. The same function was applied to the analysis of TAV. Obtained models were subjected to regression diagnostics including evaluation of normally distributed residuals by inspection of Quantile-Quantile plots (QQ-plots).
Analysis with LME yielded in estimates of regression coefficients that could be used to define polynomial regression model (4):
where � is the predicted value of Ex for i'th observation, 1 and 2 2 are predictor values (TSV and TSV 2 ) at i'th observation, ̂0 is the intercept (predicted value of Ex when TSV = 0) and ̂1 , ̂2 are representing the regression coefficients. Equation (4) represented fixed effect of TSV on Ex estimated from the raw data. R 2 -values for the complete models and the fixed effects of the models were calculated according to [53] .
In addition to the LME model analysis also simple polynomial regression was applied on both raw data (5) and data representing mean for particular votes. R function syntaxes corresponding to the models were (5) and (6).
where ex is the predicted value of Ex, and tsv and tsv^2 are predictor values for TSV. The model (5) corresponded to the fixed effect from LME model, thus did not account for within subject variation. The model (6) represented approach of Simone et al. [12] . Obtained models were compared with respect to estimated model parameters (intercept and slop), their 95% confidence intervals and variance explained -R 2 . The same procedure was performed on the relationship between TAV and Ex. Variable clothing (4) Only data from the second part ("winter" conditions) of the experiments by Kolarik et al. were used for analysis 
Results
Comparison between steady-state and unsteady-state human body exergy consumption model (Ex-st, Ex)
The Figure 2 shows the comparison between mean measured and mean predicted Tsk. This shows that in general, both calculation methods are capable of predicting mean Tsk under these controlled condition very precisely. For steady-state conditions (Figure 2a ), the mean RMSE-values over all time steps do not differ (RMSE for steady state calculation: .28±.06, for unsteady-state calculation .24±.04). For unsteady-state conditions (Figure 2b ), the mean RMSE-value for unsteady-state calculation (.28±.02) is significantly lower than that for steady-state calculation (.40±.03).
a) b)
Figure 2 -Mean measured skin temperature in relation to mean predicted skin temperature by steady-state calculation and unsteady-state calculation for Kitazawa data; (a) data from experimental days with constant To, (b) data from experimental days involving To ramps
The Figure 3 depicts relationships between mean TSV and mean Ex-st as well as mean Ex for experimental data from exposures to constant operative temperature ( Figure 2a ) and operative temperature ramps ( Figure 2b ). The figure clearly shows that in the case of exposure to constant operative temperature, the use of Ex-st and Ex yields in comparable results. On the other hand, use of Ex-st and Ex models in the case of conditions with operative temperature ramps results in very different relationships.
a) b)
Figure 3 -Ex-st (diamonds with dashed regression lines) and Ex (circles with continuous regression lines) in relation to mean TSV; (a) data from studies involving constant To, (b) data from studies involving To ramps
This was also confirmed by statistically using multiple linear regression analysis. Its results are summarized in Tables 3 and 4 . Table 3 shows that while intercept for linear relationship was significantly different from zero for all studied data sets, the slope of the relationship was not significantly different from zero in any case. The type of exergy model (Ex or Ex-st) significantly influenced the intercept of the relationship only for the data by Kolarik et al. [25] . For that data the intercept was significantly higher for Ex-st model; however the increase was very small (0.056 W/m 2 ). The type of the exergy model did not have significant influence on slope of the relationship in any case. Table 4 indicates that choice of the exergy model played a much higher role when human subjects were exposed to operative temperature ramps. The intercept of the relationship differed significantly between Ex and Ex-st models for all investigated data sets. The slope of the relationship changed significantly in dependency on the exergy model used only in the case of data by Kitazawa et al. [26] . 
Relationship between human body exergy consumption and TSV
The results of mixed effect model analysis of individual values, linear regression analysis on individual data points, and linear regression analysis for the means of each vote are shown in Table 3 . In all analysed cases, the second order polynomial model did not lead to a better prediction based on log-likelihood test. Therefore first order models are presented here. The coefficients for TSV are positive for Kitazawa data and negative for the other two datasets. Coefficients are significant with p < .001 except for the linear model of Kitazawa data, were it is significant with p < 0.05. 
Relationship between Ex and TAV
The results of mixed effect model analysis of individual values, linear regression analysis on individual data points, and linear regression analysis for the means of each vote are shown in Table 6 . In all analysed cases, the second order polynomial model did not lead to a better prediction based on log-likelihood test. Therefore first order models are presented here. The coefficients for TAV are negative for all data sets. Coefficients are significant with p < .001. Figure 4 presents the regression lines with data for the models including mean votes. 
Figure 4 -Polynomial regression model for TAV against Ex according to (8). Circles are presenting mean values for each time of vote at each study. TAV of -1 denotes "unacceptable", +1 "acceptable".
Discussion
Discussion on methodology
The first two votes of each experiment were not considered for this paper for the following reasons. First reason was to eliminate effects due to the decrease of the metabolic rate at the beginning of each exposure. As the metabolic rate of human subjects prior to the laboratory exposure tends to be higher than the one expected during exposure (for all included studies 1.2 met), each of the original studies included pre-exposure of 30 minutes in a constant temperature environment to dissipate any residual metabolic heat resulting from previous activity of the subjects. However, as discussed for example in the paper of Kolarik et al. [25] , subject's metabolic rate tended to decrease even after the pre-exposure period. In the studies of Kolarik et al. [25] and Toftum et al. [27] a method for adjustment of TSV votes, originally applied by Knudsen et al. [51] , was used to eliminate that effect. Such adjustment was not used in the study of Kitazawa et al. [26] . To preserve consistency of the data, only raw (non-adjusted) data were used in the present study, but the first two votes, having the highest probability to be influenced were removed. The second reason was the calculation of initial values for unsteady-state Ex calculation. It was found that a crucial point in the step from steady-state to unsteady-state calculation is the length and initial values for the warm-up period. Subjects enter into controlled and monitored conditions at a certain point. For the studies used for this analysis, nothing was recorded with respect to the time period and environmental conditions subjects experienced before entering the climate chamber. Therefore, a 60-minutes steady-state warm-up period was considered for the calculation of Ex within this paper as described in section 2.1. For this warm-up period, the first value of physical data was taken. Still, the comparison between calculated mean Tsk and observed mean Tsk showed rather big differences for the first 30 minutes of experiments (see Figure 2) . Extending the warm-up period to 120 minutes did not have a significant influence on the outcome. The reason for such discrepancy might be related to above mentioned effect of decreasing metabolic rate or to false assumption made for the warm-up period. Therefore, the effect of the length and assumptions for the warm-up period need to be systematically investigated for future studies in order to use all votes.
Discussion on results
Many studies reveal the advantages of unsteady state analysis over steady state analysis. In the study on efficacy of temperature and humidity ramps in energy conservation, [33] showed how air temperature and humidity drifts can offer a useful way to conserve energy for an existing building's environment so that environments do not become totally unacceptable. [24] suggested that natural ventilation together with well-designed solar control and a decrease in internal heat gains is better for human well-being in the built environment. The results of the present study indicate that in the case of environments with fairly constant operative temperatures the two human body exergy models (Ex and Ex-st) give comparable results, see Figure 3a and Table 3 . The fact that the slope of the relationship between TSV and Ex/Ex-st was not significantly different from zero in any of the studied cases suggests that human body exergy consumption rate is independent on thermal sensation under constant operative temperature conditions. Type of the exergy model did not influence slope of the relationship in any of the studied cases. The intercept was influenced by the type of the exergy model only in the case of data from Kolarik et al. [25] . Table 3 ). Moreover, the 95 % confidence intervals for the term representing the change in the intercept in the linear regression also confirm the aforementioned consistency of data by 0.090) for data by Kitazawa et al.; (0.042, 0.069) for data by 0.170) for the two subsets of data by Toftum et al. Finally, the sample size has also most probably played its role. There were 11 observations (means for each of the compared exergy models) in comparison to only 5 and 7 for data by Kitazawa et al. and Toftum et al. respectively . In the case of data by Toftum et al. the spread of the data was too big leading to the fact that use of linear regression model would not be appropriate to describe the data (see bottom of Table 3 ).
A comparison of Ex and Ex-st models applied to data originating from experiments with transient temperature conditions (in the case of the present study operative temperature ramps) depicted in Figure 3 and summarized in Table 4 shows two main outcomes. For the first, there was a significant linear relationship between human thermal sensation vote and corresponding human body exergy consumption rate. This relationship was independent from the exergy calculation model used (both Ex and Ex-st). For the second, the difference in the two studied exergy calculation models was represented by a vertical shift of the regression line rather than a change of its slope. The shift was always negative when considering change from Ex-st to Ex model. This means that Ex-st calculation resulted in generally higher human body exergy consumption rate values. results in somewhat unrealistic relationship between human body exergy consumption and TSV. As it can be seen in Figure 3b , when Ex-st model was applied on transient temperature data, the TSV does not have influence on human body exergy consumption (the slope of the relationship becomes flat). This is confirmed by statistical analysis presented in Table 4 . So called interaction term in the multiple linear regression model is significant for all studied data sets. It can be seen that the change of the slope due to Ex-st model applied on the data almost exactly levels out the slope of the relationship where Ex model was used. For example for data from Kitazawa et al. [26] the slope corresponding to Ex model is 0.341 while when Ex-st model is used, the slope changes by -0.286 (the change is statistically significant with p=0.017). The fact that TSV would not influence human body exergy consumption under transient temperature conditions does not seem in agreement with fundamental understanding of human body exergy balance [1] . With respect to thermal environment the exergy consumption in the human body is related to the difference between human body core temperature and temperature of skin or for clothed parts of human body temperature of clothing surface. It is obvious such temperature difference occurred in the conditions where human subjects were exposed to operative temperature ramps. At the same time, the aforementioned temperature difference has clear influence on human perception of the environment and thus on subjective thermal sensation [X] . Therefore one can expect a clear relationship between human body exergy consumption and TSV. The validity of such assumption is supported also by the data for study by Toftum et al. [27] presented in Figure 3a . In this study human subjects were asked to adapt their clothing to feel comfortable during the exposure. Therefore even if the operative temperature of their surroundings was constant, the temperature difference between their body core and skin/clothing surface changed due to the adaptation of clothing. Consequently there was a clear relationship between their TSV and calculated Ex-st. Figure 3b together with Table 4 show clearly that using non steady human body exergy consumption model (Ex) resulted in clear relationship between TSV and exergy consumption. Thus the non steady human body exergy consumption model seems to be appropriate in the case of transient temperature conditions. Simone et al. [12] concluded that the relationship between human body exergy consumption and thermal sensation could be described by polynomic regression model. This was not confirmed on the data from the present study. When polynomic regression model was fitted to the data, the second order polynomial term was not significantly different from zero ….
Comparing relationships between TAV and Ex under operative temperature ramps (Figure 4 ), major differences can be observed between data by Kitazawa et al. [26] and the two remaining data sets -Kolarik et al. [25] and Toftum et al. [27] . These differences can be probably explained by differences in the clothing level of the human subjects, see Table 1 . Figure 5 demonstrates the relationship between clothing level, operative temperature, and Ex. This observation lead to the decision to analyse each dataset individually and not to use a combined dataset. …
Figure 5 -Relationship between the level of clothing insulation, operative temperature and Ex, assuming air velocity (.1 m/s), relative humidity (50%), outdoor temperature (15°C), outdoor relative humidity (50%), and metabolic rate (1.2 MET) to be equal.
Compared to [12] , the regression lines shown in our paper for the relationship between TSV and Ex differ slightly, but are within the same range. On the one hand, these differences can originate from the assumptions made by [12] for clothing values and metabolic rates. On the other hand, they derive because [12] assumed outdoor conditions equal indoor conditions, while for this study, the prevailing outdoor conditions were used for the calculation of Ex.
suggest that minimum of Ex is related to slightly warm thermal sensation, while Simone et al. [12] concluded that lowest exergy consumption was related to slightly cool thermal sensation. This difference can be explained again with the different assumption for outdoor conditions plus the data deriving from unsteady state conditions. With the respect to winter conditions, there are several studies that suggest that minimum human body exergy consumption rate is related to higher mean radiant temperature and lower air temperature [1, 6, 9] . For summer conditions, higher temperature first leads to a steep decrease in Ex following the increase in skin temperature. However, once sweating starts, the increase in skin temperature slows down due to evaporation and the decrease of Ex slows down as well. At even higher temperatures (not observed in normal office spaces, but examined in the study of Kitazawa et al. [26] ), the effectivity of sweating does not increase anymore. This leads to an again steeper increase in skin temperature and steeper decrease in Ex ( Figure 6 ).
Figure 6 -Example for effect of sweating (2 nd from top), on skin temperature (third from top), and Ex (top) for a linear temperature drift from 24°C to 36°C (bottom); assuming air velocity (.1 m/s), relative humidity (50%), outdoor temperature (30°C), outdoor relative humidity (50%), clothing level (0.48 clo), and metabolic rate (1.2 met) to be equal
Conclusions
The present study presents the unsteady state calculation of human body exergy balance and its application to data derived from three experimental campaigns in climate chambers. Therefore it can be regarded as the next step towards the understanding of the applicability of the exergy balance concept in relationship to subjective thermal sensation. Based on the results, the following conclusions can be drawn: fctET <-function(top, ta, pha, w, im, pha_ET, im_star){ Delta <-0.1; lr <-16.5 * 10 ^ (-3); TK0 <-273.15 C <-top + w * im * lr * 0.01 * pha * exp(25.89 -5319 / (TK0 + ta)) tes0 <-ta ############### # potential problem that loop is done once more than in Excel sheet ############### Y <-tes0 + w * im_star * lr * 0.01 * pha_ET * exp(25.89 -5319 / (TK0 + tes0)) -C Z <-1 + w * im_star * lr * 0.01 * pha_ET * exp(25.89 -5319 / (TK0 + tes0)) * 5319 / ((TK0 + tes0) ^ 2) tes1 <-tes0 -Y / Z while(abs(tes1 -tes0) > Delta){ Y <-tes0 + w * im_star * lr * 0.01 * pha_ET * exp(25.89 -5319 / (TK0 + tes0)) -C Z <-1 + w * im_star * lr * 0.01 * pha_ET * exp(25.89 -5319 / (TK0 + tes0)) * 5319 / ((TK0 + tes0) ^ 2) tes1 <-tes0 -Y / Z tes0 <-tes1 } ETX <-tes1 ETX } # Calculation of thermal exergy contained by a body with heat capacity of "cp" WC_Ex <-function(cp, T1, TOO){ WC_ExX <-cp * ((T1 -TOO) -TOO * log(T1 / TOO)) WC_ExX } # Judgement of exergy regarding "warm" or "cool" WC_X_check <-function(T1, TOO){ if (T1 < TOO){ WC_X_checkX <-"cool" } else { WC_X_checkX <-"warm" } WC_X_checkX } # Calculation of material(wet/dry) exergy contained by one cubic-meter of moist air WD_Ex <-function(T1, TOO, pv1, pvo){ POT <-101325 WD_ExX <-TOO / T1 * ((POT -pv1) * log((POT -pv1) / (POT -pvo)) + pv1 * log(pv1 / pvo)) WD_ExX } # Calculation of material(wet/dry) exergy contained by one kilogram of liquid water WD_Ex_lw <-function(TOO, pvso, pv1, pvo){ R_gas <-8.314
M_water <-18.015 * 0.001 POT <-101325 WD_Ex_lwX <-R_gas / (M_water) * TOO * (log(pvso / pvo) + (POT -pv1) / pv1 * log((POT -pv1) / (POT -pvo))) WD_Ex_lwX } # Judgement of exergy regarding "wet" or "dry" WD_X_check <-function(p1, POO){ if (p1 < POO){ WD_X_checkX <-"dry" } else { WD_X_checkX <-"wet" # Exergy input XinMETu <-XinMETwcu <-XinAIRwcu <-XinAIRwcwcu <-XinAIRwdu <-XinAIRwdwdu <-XinLUNGwcu <-XinLUNGwcwcu <-XinLUNGwdu <-XinLUNGwdwdu <-XinSHELLwcu <-XinSHELLwcwcu <-XinSHELLwdu <-XinSHELLwdwdu <-XinRADu <-XinRADwcu <-XinTOTALu <-NA # Exergy output XoutSTOREcoreu <-XoutSTOREshelu <-XoutAIRwcu <-XoutAIRwcwcu <-XoutAIRwdu <-XoutAIRwdwdu <-XoutSWEATwcu <-XoutSWEATwcwcu <-XoutSWEATwdu <-XoutSWEATwdwdu <-XoutRADu <-XoutRADwcu <-XoutCONVu <-XoutCONVwcu <-XoutTOTALu <-NA # balance Xconsu <-TSKu <-TCRu <-NA TK0 <-273.15 tsk_set <-34 tcr_set <-37 lr <-16. # next line is core of Gagge model. If blood flow becomes lower, than skin layer gets more dominant alfa_sk <-0.0418 + 0.745 / (Vbl_s + 0.585); # factor to adjust for difference in dominance K_s <-5.28 + 1.163 * Vbl_s # conductance between core and skin layer Qcr <-(1 -alfa_sk) * r_MA * Cp_body; Qsk <-alfa_sk * r_MA * Cp_body # heat capacity of core and skin layer tcr_n <-(1 -Dt_cal * K_s / Qcr) * tcr + Dt_cal / Qcr * (qmet + q_shiv -(C_res + E_res) + K_s * tsk) # core temperature at time step before step calculated psks <-p_vapor(tsk, 100)# saturated water vapour pressure at skin surface calculated with pure water , i.e. adaptive processes such as less salt in sweat might be put heresee also p. 281 of book Shukuya #--------Module_1
Emax <-FPCL * (fcl * lr * hc) * (psks -pva) # max rate of water dispersion when the whole skin surface is wet tb <-alfa_sk * tsk + (1 -alfa_sk) * tcr; # average body temperature using calculated Tsk and Tcr tb_set <-alfa_sk * tsk + (1 -alfa_sk) * tcr_set # average body temperature using set-point values for Tsk and Tcr Ersw <-Csw * (tb -tb_set) * exp((tsk -tsk_set) / 10.7) # amount of sweat secretion w <-0.06 + 0.94 * Ersw / Emax if (w < 0.06){ w <-0.06 } if (1 < w){ w <-1 } DTQ <-Dt_cal / Qsk tsk_n <-(1 -DTQ * K_s -DTQ * fcl * FFCL * (hr + hc)) * tsk -DTQ * w * fcl * lr * hc * FPCL * psks + DTQ * (K_s * tcr + fcl * (hr + hc) * FFCL * top + w * fcl * lr * hc * FPCL * pva) # tsk in next step tcl_n <-((1 / Rcl) * tsk_n + fcl * hr * tmr + fcl * hc * ta) / (1 / Rcl + fcl * hr + fcl * hc) # # Exergy balance # # Thermal exergy generation by metabolism # TKcr_n <-tcr_n + TK0; TKsk_n <-tsk_n + TK0; TKcl_n <-tcl_n + TK0 Meta_energy <-qmet + q_shiv X_met <-Meta_energy * (1 -TKo_env / TKcr_n); X_metwc <-WC_X_check(TKcr_n, TKo_env) # Inhaled humid air Vin <-1.2 * 10 ^ (-6) * Meta_energy # Volume of air intake [V/s] cpav <-cpa * (M_air / (R_gas * TKa)) * (PO -pva) + cpv * (M_water / (R_gas * TKa)) * pva X_inhale_wc <-Vin * WC_Ex(cpav, TKa, TKo_env);
X_inhale_wd <-Vin * WD_Ex(TKa, TKo_env, pva, pv_env); X_inhale_wdwd <-WD_X_check(pva, pv_env)#--------Module_4
# Liquid water generated in the core by metabolism to be dispersed into the exhaled air Vw_core <-Vin * (0.029 -0.049 * 10 ^ (-4) * pva) X_lw_core_wc <-Vw_core * Roa * WC_Ex(cpw, TKcr_n, TKo_env); X_lw_core_wcwc <-WC_X_check(TKcr_n, TKo_env) #--------Module_4 pvs_env <-p_vapor(to_env, 100) X_lw_core_wet <-Vw_core * Roa * R_gas / M_water * TKo_env * log(pvs_env / pv_env) X_lw_core_wetwd <-"wet"
# Liquid water generated in the shell by metabolism to be secreted as sweat Vw_shell_row <-w * Emax / (2450 * 1000) X_lw_shell_wc <-Vw_shell_row * WC_Ex(cpw, TKsk_n, TKo_env); X_lw_shell_wcwc <-WC_X_check(TKsk_n, TKo_env)#--------Module_4
X_lw_shell_wd <-Vw_shell_row * WD_Ex_lw(TKo_env, pvs_env, pva, pv_env); X_lw_shell_wdwd <-WD_X_check(pva, pv_env) #--------Module_4 # Radiant exergy input X_in_rad <-fcl * hr * (TKmr -TKo_env) ^ 2 / (TKmr + TKo_env); X_in_radwc <-WC_X_check(TKmr, TKo_env) # Total exergy input Xin_total <-X_met + X_inhale_wc + X_inhale_wd + X_lw_core_wc + X_lw_core_wet + X_lw_shell_wc + X_lw_shell_wd + X_in_rad # Exergy stored X_st_core <-Qcr * (1 -TKo_env / TKcr_n) * (tcr_n -tcr) / Dt_cal X_st_shell <-Qsk * (1 -TKo_env / TKsk_n) * (tsk_n -tsk) / Dt_cal # Exhaled humid air pvss_cr <-p_vapor(tcr_n, 100) cpav <-cpa * (M_air / (R_gas * TKcr_n)) * (PO -pvss_cr) + cpv * (M_water / (R_gas * TKcr_n)) * pvss_cr X_exhale_wc <-Vin * WC_Ex(cpav, TKcr_n, TKo_env); X_exhale_wcwc <-WC_X_check(TKcr_n, TKo_env) #--------Module_4 K_s <-5.28 + 1.163 * Vbl_s # conductance between core and skin layer Qcr <-(1 -alfa_sk) * r_MA * Cp_body; Qsk <-alfa_sk * r_MA * Cp_body # heat capacity of core and skin layer tcr_n <-(1 -Dt_cal * K_s / Qcr) * tcr + Dt_cal / Qcr * (qmet + q_shiv -(C_res + E_res) + K_s * tsk) # core temperature at time step before step calculated psks <-p_vapor(tsk, 100)# saturated water vapour pressure at skin surface calculated with pure water , i.e. adaptive processes such as less salt in sweat might be put heresee also p. 281 of book Shukuya #--------Module_1
Emax <-FPCL * (fcl * lr * hc) * (psks -pva) # max rate of water dispersion when the whole skin surface is wet tb <-alfa_sk * tsk + (1 -alfa_sk) * tcr; # average body temperature using calculated Tsk and Tcr tb_set <-alfa_sk * tsk + (1 -alfa_sk) * tcr_set # average body temperature using set-point values for Tsk and Tcr Ersw <-Csw * (tb -tb_set) * exp((tsk -tsk_set) / 10.7) # amount of sweat secretion w <-0.06 + 0.94 * Ersw / Emax if (w < 0.06){ w <-0.06 } if (1 < w){ w <-1 } DTQ <-Dt_cal / Qsk tsk_n <-(1 -DTQ * K_s -DTQ * fcl * FFCL * (hr + hc)) * tsk -DTQ * w * fcl * lr * hc * FPCL * psks + DTQ * (K_s * tcr + fcl * (hr + hc) * FFCL * top + w * fcl * lr * hc * FPCL * pva) # tsk in next step tcl_n <-((1 / Rcl) * tsk_n + fcl * hr * tmr + fcl * hc * ta) / (1 / Rcl + fcl * hr + fcl * hc) ET_star <<-fctET(top, ta, phia, w, im, 50, im); #--------Module_4 Qcr <-(1 -alfa_sk) * r_MA * Cp_body; Qsk <-alfa_sk * r_MA * Cp_body # heat capacity of core and skin layer tcr_n <-(1 -Dt_cal * K_s / Qcr) * tcr + Dt_cal / Qcr * (qmet + q_shiv -(C_res + E_res) + K_s * tsk) # core temperature at time step before step calculated psks <-p_vapor(tsk, 100)# saturated water vapour pressure at skin surface calculated with pure water , i.e. adaptive processes such as less salt in sweat might be put heresee also p. 281 of book Shukuya #--------Module_1
Emax <-FPCL * (fcl * lr * hc) * (psks -pva) # max rate of water dispersion when the whole skin surface is wet tb <-alfa_sk * tsk + (1 -alfa_sk) * tcr; # average body temperature using calculated Tsk and Tcr tb_set <-alfa_sk * tsk + (1 -alfa_sk) * tcr_set # average body temperature using set-point values for Tsk and Tcr Ersw <-Csw * (tb -tb_set) * exp((tsk -tsk_set) / 10.7) # amount of sweat secretion w <-0.06 + 0.94 * Ersw / Emax if (w < 0.06){ w <-0.06 } if (1 < w){ w <-1 } DTQ <-Dt_cal / Qsk tsk_n <-(1 -DTQ * K_s -DTQ * fcl * FFCL * (hr + hc)) * tsk -DTQ * w * fcl * lr * hc * FPCL * psks + DTQ * (K_s * tcr + fcl * (hr + hc) * FFCL * top + w * fcl * lr * hc * FPCL * pva) # tsk in next step tcl_n <-((1 / Rcl) * tsk_n + fcl * hr * tmr + fcl * hc * ta) / (1 / Rcl + fcl * hr + fcl * hc) # # Exergy balance # # Thermal exergy generation by metabolism # TKcr_n <-tcr_n + TK0; TKsk_n <-tsk_n + TK0; TKcl_n <-tcl_n + TK0 Meta_energy <-qmet + q_shiv X_met <-Meta_energy * (1 -TKo_env / TKcr_n); xwc <-WC_X_check(TKcr_n, TKo_env) # Inhaled humid air Vin <-1.2 * 10 ^ (-6) * Meta_energy # Volume of air intake [V/s] cpav <-cpa * (M_air / (R_gas * TKa)) * (PO -pva) + cpv * (M_water / (R_gas * TKa)) * pva X_inhale_wc <-Vin * WC_Ex(cpav, TKa, TKo_env); xwc <-WC_X_check(TKa, TKo_env)#--------Module_4 
