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ON ZERO SETS IN THE DIRICHLET SPACE
KARIM KELLAY AND JAVAD MASHREGHI
Abstract. We study the zeros sets of functions in the Dirichlet space. Using Carleson
formula for Dirichlet integral, we obtain some new families of zero sets. We also show that
any closed subset of E ⊂ T with logarithmic capacity zero is the accumulation points of
the zeros of a function in the Dirichlet space. The zeros satisfy a growth restriction which
depends on E.
1. Introduction
The Dirichlet space D consists of all analytic functions f = ∑n≥0 anzn, defined on the
open unit disk D, such that
D(f) :=
∫
D
|f ′(z)|2 dA(z) =
∞∑
n=1
n |an|2 <∞,
where dA(z) = dxdy/π istands for the normalized area measure in D . A sequence (zn)n≥1
in D is called a zero set for D provided that there is a function f ∈ D, f 6≡ 0, such that
f(zn) = 0, n ≥ 1. Since D is contained in the Hardy space H2(D), the zero set (zn)n≥1
must satisfy the Blaschke conditions
∞∑
n=1
(1− |zn|) <∞.
However, the complete characterization of zero sets of D is still an open question. For a
short history of this topic, see [14]. Very briefly, let us mention that Shapiro–Shields [19]
improved an earlier result of Carleson [4] by showing that
∞∑
n=1
1
| log(1− |zn|)| <∞ (1.1)
is enough to ensure that (zn)n≥1 is a zero set for D. On the other hand, Nagel–Rudin–
Shapiro [16] and Richter–Ross–Sundberg [18] showed that for any sequence (rn)n≥1 which
do not do not fulfill (1.1), one can choose (θn)n≥1 such that (rneiθn)n≥1 is a uniqueness set
for D. This line of research has been continued in [1, 7, 14, 15, 17].
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In this note, we use Carleson’s formula for the Dirichlet integral [5] to obtain some new
families of the zero sets which are not given by the classical theorems mentioned above.
We highlight two main results below.
Theorem 1.1. Let ω : [0, 2] −→ [0,∞) be a continuous increasing function such that
ω(0) = 0 and ∫ 2
δ
ω(t)
t2
dt = O
(
1 +
ω(δ)
δ
)
, δ −→ 0. (1.2)
Let E ⊂ T and suppose that there exists a function f ∈ D, f 6= 0, such that
|f(ζ)|2 ≤ ω(d(ζ, E)), a.e. on T. (1.3)
Then every Blaschke sequence (zn)n≥1 satisfying
∞∑
n=1
ω
(
2d(zn, E)
)
<∞
is a zero set for D.
The function ω(t) = t is close to the borderline for the hypothesis of Theorem 1.1.
The most demanding condition in this theorem is the existence of a function f ∈ D
which satisfies (1.3). However, under some mild extra conditions, such a function can be
explicitly constructed. In Section 3, for Carleson sets or for sets of logarithmic capacity
zero we construct a function f which fulfills (1.2) and (1.3). This is analogue to the result
of that Pau– Pela´ez [17, Theorem 1] about the zeros of function in the Dirichlet type space
Dα :=
{
f ∈ Hol(D) :
∫
D
|f ′(z)|2(1− |z|2)αdA(z) <∞
}
for 0 < α < 1, in which more conditions are required on the zero set.
In order to state our second result, we introduce the notion of logarithmic capacity. The
energy of a Borel probability measure µ on T is defined by
I(µ) =
∫ ∫
log
1
|ζ − ξ| dµ(ζ) dµ(ξ).
A simple calculation shows that
I(µ) =
∞∑
n=1
|µ̂(n)|2
n
,
where
(
µ̂(n)
)
n∈Z is the sequence of Fourier coefficients of µ. Given a Borel subset E of T,
we denote by P(E) the set of all probability measures supported on a compact subset of
E. Then we define the logarithmic capacity of E by
cap(E) = 1/ inf{I(µ) : µ ∈ P(E)}.
According to a well-known result of Beurling [3], for each function f ∈ D, the radial limits
f ∗(ζ) = limr→1− f(rζ) exist q.e. on T, that is
cap
( {ζ ∈ T : f ∗(ζ) does not exist} ) = 0.
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If E is any closed subset of T, we can take (rn)n≥1 to be any positive sequence which
satisfies the Shapiro–Shields condition (1.1), and then adjust the arguments (θn)n≥1 such
that (rne
iθn)n≥1 accumulates precisely at all points of E. But such a sequence converges
very rapidly to the boundary. However, for a closed set of logarithmic capacity zero, using
Theorem 1.1, we can construct a sequence which fulfils the above property and at the same
time grows much slower to its accumulation points on T. See also Remark 3.3.
For any subset E of T, we define
Et = {ζ ∈ T : d(ζ, E) ≤ t}, t > 0.
Theorem 1.2. Let E be a closed subset of T with logarithmic capacity zero. Let ψ be
any positive continuous decreasing function such that ψ(x) −→ 0 as x −→ +∞ and∫ +∞
ψ(x) x dx <∞, and then define
ω(t) = exp
(− eψ−1(cap(Et))).
Let (rn)n≥1 be any positive sequence which satisfies the growth restriction
∞∑
n=1
(1− rn)
∫
2(1−rn)
ω(t)
t2
dt <∞. (1.4)
Then we can choose the arguments (θn)n≥1 such that (rneiθn)n≥1 is a zero set for D, and
the set of its accumulation points on T is precisely equal to E.
In Section 4, we show that if (zn)n≥1 is a zero sequence satisfying the Shapiro–Shields
condition (1.1), then the angular derivative of the Blaschke product formed with (zn)n≥1
exists–q.e. On the other direction, using Theorem 1.1, we give a zero sequence (zn)n≥1 for
D such that the angular derivative of the corresponding Blaschke product exists precisely
on T\E, where E is a set with cap(E) > 0.
2. Proofs
For the proofs of above theorems, we need the following key lemma.
Lemma 2.1. Let ω : [0, 2] −→ [0,∞) be a continuous increasing function such that ω(0) =
0. Let E ⊂ T and suppose that there exists a function f ∈ D, f 6= 0, such that
|f(ζ)|2 ≤ ω(d(ζ, E)), a.e. on T.
Then every Blaschke sequence (zn)n≥1 satisfying
∞∑
n=1
(
ω
(
2d(zn, E)
)
+ (1− |zn|)
∫
2d(zn,E)
ω(t)
t2
dt
)
<∞
is a zero set for D.
Proof. Fix z ∈ D. Let
Γ = {ζ ∈ T : d(ζ, E) ≥ d(z, E)},
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and consider the decomposition
Γ =
∞⋃
n=0
Γnz ,
where
Γnz =
{
ζ ∈ T : 2nd(z, E) ≤ d(ζ, E) < 2n+1d(z, E)} .
On Γ0z, we have ∫
Γ0z
|f(ζ)|2
|ζ − z|2 |dζ | ≤
∫
Γ0z
ω( d(ζ, E))
|ζ − z|2 |dζ |
≤ ω(2d(z, E))
∫
T
|dζ |
|ζ − z|2
= 2π
ω(2d(z, E))
1− |z| .
Let ζ0 be the closest point of E to z. Then, for each ζ ∈ Γnz , n ≥ 1, we have
|ζ − z| ≥ |ζ − ζ0| − |ζ0 − z|
≥ d(ζ, E)− d(z, E)
≥ 2n−1 d(z, E).
Hence, Γzn ⊂ {ζ ∈ T : |ζ − z| ≥ 2n−1d(z, E)}, and we obtain∫
Γnz
|f(ζ)|2
|ζ − z|2 |dζ | ≤
∫
Γnz
ω(d(ζ, E))
|ζ − z|2 |dζ |
≤ ω(2n+1d(z, E))
∫
Γnz
|dζ |
|ζ − z|2
≤ ω(2n+1d(z, E))
∫
{ζ :|ζ−z|≥2n−1d(z,E)}
|dζ |
|ζ − z|2
≤ ω(2n+1d(z, E))
∫ ∞
2n−1d(z,E)
dx
x2
= 4
ω(2n+1d(z, E))
2n+1d(z, E)
.
Therefore, ∫
Γ
|f(ζ)|2
|ζ − z|2 |dζ | =
∞∑
n=0
∫
Γnz
|f(ζ)|2
|ζ − z|2 |dζ |
≤ 2πω(2d(z, E))
1− |z| + 4
∞∑
n=1
ω(2n+1d(z, E))
2n+1d(z, E)
≤ 2πω(2d(z, E))
1− |z| + 4
∫ 2
2d(z,E)
ω(t)
t2
dt. (2.1)
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On the other hand, on T \ Γ = {ζ ∈ T : d(ζ, E) < d(z, E)}, we have∫
T\Γ
|f(ζ)|2
|ζ − z|2 |dζ | ≤
∫
T\Γ
ω(d(ζ, E))
|ζ − z|2 |dζ |
≤ ω(d(z, E))
∫
T
|dζ |
|ζ − z|2
= 2π
ω (d(z, E))
1− |z| . (2.2)
Hence, by (2.1) and (2.2),
∞∑
n=1
(1− |zn|2)
∫
T
|f(ζ)|2
|ζ − zn|2 |dζ | ≤ 4π
∞∑
n=1
ω(2d(zn, E)) + 4(1− |zn|2)
∫ 2
2d(zn,E)
ω(t)
t2
<∞.
Let B be the Blaschke product formed by (zn)n≥1. It follows from Carleson’s formula [5]
that
D(Bf) = D(f) + 1
2π
∫
T
∞∑
n=1
1− |zn|2
|ζ − zn|2 |f(ζ)|
2 |dζ | <∞. (2.3)
Thus, (zn)n≥1 is a zero set for the Dirichlet space. 
Proof of Theorem 1.1. Since
(1− |zn|2)
∫
2d(zn,E)
ω(t)
t2
dt ≤ c (1− |zn|2) + c (1− |zn|2)ω(2d(zn, E))
2d(zn, E)
≤ c (1− |zn|2) + c ω(2d(zn, E))
for some constant c > and (zn)n≥1 is a Blaschke sequence, the proof follows immediately
from Lemma 2.1. 
Proof of Theorem 1.2. Since cap(E) = 0, we have cap(Et) −→ 0 as t −→ 0. Set
η(t) = ψ−1(cap(Et)). (2.4)
Then η(t) −→∞, as t −→ 0, and∫
0
cap(Et) |dη2(t)| ≍
∫
0
ψ(η(t)) |dη2(t)| ≍
∫ +∞
ψ(x) xdx <∞.
Hence, by [9, Theorem 5.1], a converse of strong-type estimate for capacity, there exists a
function ϕ ∈ D such that
Re ϕ(ζ) ≥ η(d(ζ, E)) and |Im ϕ(ζ)| < π/4, q.e. on T.
Define
f = exp
(− √2
2
eϕ
)
.
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Note that by harmonicity |Im ϕ(z)| ≤ π/4 on D and∫
D
|f ′(z)|2dA(z) = 1
2
∫
D
|ϕ′(z)|2e2Re ϕ(z)e−
√
2 cos(Im ϕ(z))eRe ϕ(z)dA(z)
≤
∫
D
|ϕ′(z)|2e2Re ϕ(z)e−eRe ϕ(z)dA(z)
≤ sup
x≥0
(x2e−x)
∫
D
|ϕ′(z)|2 dA(z).
Hence f ∈ D. Also, we have
|f(ζ)|2 ≤ exp (− eη(d(ζ,E))) = ω(d(ζ, E)), ζ ∈ T.
Write
T \ E =
⋃
k≥1
Ik,
where Ik = (e
iθ2k , eiθ2k+1) are the complementary intervals of the closed set E. Note that
{eiθk : k ≥ 1} = E. Let (rn,k)n,k≥1 be a two-indexed enumeration of (rn)n≥1. Then put
zn,k = rn,k e
iθk , n, k ≥ 1.
Since on each fixed ray θ = θk, there are infinitely many zeros zn,k which tend to the point
eiθk , we have {zn,k : n, k ≥ 1} ∩ T = E. Moreover, d(zn,k, E) = 1− rn,k and
ω((2d(zn,k, E))
1− rn,k =
ω(2(1− rn,k))
1− rn,k
≤ 2
∫
2(1−rk,n)
ω(t)
t2
dt
= 2
∫
2d(zn,k ,E)
ω(t)
t2
dt.
The result now follows from Lemma 2.1. 
Remark 2.2. Note that since ω is increasing and ω(0) = 0, we have
δ
∫ 2
2δ
ω(t)
t2
dt = δ
∫ √δ
2δ
ω(t)
t2
dt+ δ
∫ 2
√
δ
ω(t)
t2
dt ≤ ω(
√
δ) +
√
δ ω(2) −→ 0, δ −→ 0.
Hence, we there are (rn)n≥1 which satisfy (1.4).
3. Some specific examples
Let E be a closed subset of T with Lebesgue measure zero, and write T \ E = ∪n≥1In,
where In’s are the complementary intervals of E. Then we have∫
T
| log d(ζ, E)| |dζ | <∞⇐⇒
∞∑
n=1
|In| log 1/|In| <∞. (3.1)
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See [3]. Such a set is called a Carleson set. The condition (3.1) gives the motivation to
consider the closed sets E which satisfy∫
T
| log σ(d(ζ, E))| |dζ | <∞, (3.2)
where ω is a positive continuous function. In this situation, the well-known formula
fσ,E(z) = exp
(∫
T
ζ + z
ζ − z log σ(d(ζ, E))
|dζ |
2π
)
provides an outer function such that whose boundary values f ∗σ,E satisfy
|f ∗σ,E(ζ)| = σ(d(ζ, E)), a.e. on T.
There are several results which show that, under certain conditions on ω and E, this outer
function belongs to a specific function space [10]. Some relevant cases are treated below
for the generalized Cantor set.
Let us briefly describe the construction of the generalized Cantor set on T. Put E0 = T
and ℓ0 = 2π. Let (λn)n≥1 be a decreasing sequence of positive numbers. We remove an
interval of length λ1 from the middle of E0. Denote the union of two remaining intervals by
E1, and denote the length of each interval in E1 by ℓ1. Then we remove two intervals, each
of length λ2, from the middle of intervals in E1. Let E2 denote the union of the resulting
four pairwise disjoint intervals of equal length ℓ2. Continuing this procedure, we obtain in
the n-th step a compact set En which is the union of 2
n closed intervals of length equal to
ℓn. According to the construction procedure, we must have
2ℓn + λn = ℓn−1. (3.3)
For the reference, denote the intervals of En by denoted by (In,m)1≤m≤2n . The compact set
E =
⋂
n≥1En is called the generalized Cantor set. It is easy to verify that E has Lebesgue
measure zero if and only if
∞∑
n=1
2n−1 λn = 2π.
The generalized Cantor set has logarithmic capacity zero if and only if∑
2−n log 1/ℓn =∞. (3.4)
See [6, Chapter IV, Theorems 2 and 3]. Moreover, it becomes a Carleson set if and only if
∞∑
n=1
2n λn log 1/λn <∞. (3.5)
The set E is called a perfect symmetric set with constant ratio ℓ ∈ (0, 1/2) if ℓn = ℓn. In
this case, by (3.3),
λn = ℓ
n−1(1− 2ℓ). (3.6)
The classical Cantor set corresponds to ℓ = 1/3.
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Example 1: Let E be any Carleson set, and let σ(t) = tα with α > 1/2. Then, according
to [10, Corollary 4.2], we have fσ,E ∈ D. Since d(z, E) ≤ (1− |z|) + d(z/|z|, E), we deduce
the following result from Theorem 1.1.
Corollary 3.1. Let E be any Carleson set. Then each Blaschke sequence (rne
iθn)n≥1
satisfying
∞∑
n=1
d(eiθn , E)2α <∞, (3.7)
for some exponent α > 1/2, is a zero set for D.
Let A∞ = C∞(T) ∩ Hol(D). Compare this with [14, Theorem 3.2] which says, roughly,
that if (3.7) holds then E is a Carleson set and, moreover, the same result holds if one
replaces D by A. As a very specific situation of Corollary 3.1, let (rn)n≥1 be any Blaschke
sequence, and let (eiθn)n≥1 be any subset of E. Put zn = rneiθn , n ≥ 1. In particular, eiθn
maybe the end point of a complementary interval of E. Then (3.7) is clearly satisfied and
thus (rne
iθn)n≥1 is a zero set for D.
Example 2: Let σ(t) = e−1/t
γ
, with 0 < γ < 1, and let E be a subset set of T such that∫
T
|dζ |
d(ζ, E)γ
<∞. (3.8)
This condition is also equivalent to |E| = 0 and ∑∞n=1 |In|1−γ <∞, where (In)n≥1 are the
complementary intervals of E [9]. In the case of generalized Cantor sets, (3.8) becomes
equivalent to
∞∑
n=1
2n λ1−γn <∞. (3.9)
If E is perfect symmetric set with the constant ratio ℓ, then, by (3.6), the condition (3.9)
holds if and only if
0 < γ < 1 +
log 2
log ℓ
.
Now if (3.8) holds, then fσ,E ∈ A∞ ⊂ D. The condition (3.8) shows that E is a special
type of Carleson set. But, for such a sacrifice, we get more freedom for zeros. More
precisely, we have the following result.
Corollary 3.2. Let E fulfill (3.8). Then each Blaschke sequence (zn)n≥1 satisfying
∞∑
n=1
e−2/d(zn,E)
γ
<∞ (3.10)
is a zero set for D.
The case E = {1} of this result was treated in [14]. As a very specific case of Corollary
3.2, let εn = n
− 1+γ
1−γ , and let E = {eiεn} ∪ {1}. Then E satisfies (3.8). Put zn,k = rn,keiθn,k
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with
1− rn,k = n−nk−k and θn,k = εn + εn−1 − εn
2(log k)2/γ
.
Simple computation shows that (zn,k)n,k≥2 is Blaschke sequence satisfying (3.10). Hence,
(zn,k)k,n≥2 is a zero set for D. But, (3.7) does not hold and thus this result cannot be
deduced from Corollary 3.1.
Example 3: Let E a be a closed subset of T such that∫ 2
0
ds
|Es| = +∞, (3.11)
where Es := {ζ ∈ T : d(ζ, E) ≤ s}. The closed subset E satisfying (3.11) has logarithmic
capacity zero, but the converse is not true. However, if E is a generalized Cantor set, then
(3.11) holds if and only if cap(E) = 0 [6, Chapter IV, Theorems 2 and 3]. Note that this
is also equivalent to (3.4). Moreover,
cap(Et) ≤
(∫ 2
t
ds
|Es|
)−1
. (3.12)
Remark 3.3. Let η(t) = 2 log log log(1/t) and let E be a closed subset of T such that∫
0
|Et| η′(t)2 dt <∞. (3.13)
For example, the generalized Cantor set E with ℓn = e
−2n/nσ satisfies this property [9,
Theorem 9.1], and, by (3.4), cap(E) = 0. Since E satisfies (3.13), by [9, Proposition A.4],
we have ∫
0
cap(Et)
log log log(1/t)
t log(1/t) log log(1/t)
dt <∞.
Hence cap(Et) −→ 0 as t −→ 0, cap(E) = 0. Therefore, by (2.4),
ψ−1(cap(Et)) = η(t) = 2 log log log(1/t)
and
ω(t) = exp
(− eψ−1(cap(Et))) ≤ 1
(log 1/t)2
.
Hence,
δ
∫
δ
ω(t)
t2
dt ≤ c
(log 1/δ)2
= o
( 1
log 1/δ
)
, δ −→ 0.
According to Theorem 1.2, there is a zero set (zn)n≥1 which satisfies
∞∑
n=1
1
log2(1− |zn|)
<∞ but
∞∑
n=1
1
| log(1− |zn|)| =∞,
and the set of its accumulation points on T is precisely equal to E. Therefore, (1.4) holds
but the zero sequence does not fulfil the Shapiro–Shields condition (1.1).
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Corollary 3.4. Let E be any closed subset of T satisfying (3.11). Then each Blaschke
sequence (zn)n≥1 satisfying
∞∑
n=1
exp
{
−
(∫ 2
2d(zn,E)
ds
|Es|
)α}
<∞,
for some α ∈ (0, 1/2), is a zero set for D.
Proof. Since (3.11) holds, for each β > 0, we have∫
0
ds
|Es|(
∫
s
dt
|Et|)
1+β
< +∞. (3.14)
Let
ηα,E(t) =
(∫
t
ds
|Es|
)α
and
ω(t) = e−ηα,E(t).
It clear that ηα,E is decreasing function and ηα,E(t) −→ ∞ as t −→ 0. Since α ∈ (0, 1/2),
by (3.12) and (3.14), we get ∫ 2
0
cap(Et) dη
2
α,E(t) > −∞.
Arguing as in the proof of Theorem 1.2, there exists a function ϕ ∈ D such that
Re ϕ(ζ) ≥ ηα,E(d(ζ, E)) and |Im ϕ(ζ)| < π/4, q.e. on T.
Define f = e−ϕ/2. We have f ∈ D and |f(z)|2 ≤ ω(d(z, E)). Moreover, ω satisfies (1.2).
As a matter of fact, since t = O(|Et|) and E satisfies (3.11), integration by parts gives∫
δ
ω(t)
t2
dt =
ω(δ)
δ
+ α
∫
δ
1
|Et|
( ∫
t
ds
|Es|
)1−α ω(t)t dt
≤ ω(δ)
δ
+ o
(∫
δ
ω(t)
t2
dt
)
and the result follows from Theorem 1.1.

4. Exceptional set of Blaschke products
Let B be the Blaschke product formed with the sequence Z = (zn)n≥1. According to a
result of Frostman, B has a finite angular derivative in the sense of Carathe´odory at ζ ∈ T
if and only if
∞∑
n=1
1− |zn|2
|ζ − zn|2 <∞.
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See [11, 2] or [8, Theorem 1.7.12]. Moreover, at such a point,
|B′(ζ)| =
∞∑
n=1
1− |zn|2
|ζ − zn|2 .
That is why we define the exceptional set
E(Z) =
{
ζ ∈ T:
∞∑
n=1
1− |zn|2
|ζ − zn|2 =∞
}
.
The exceptional set can be quiet large. As a matter of fact, Frostman provided an example
so that E(Z) = T. However, if Z = (zn)n≥1 is a zero set for the Dirichlet space D, then,
by Carleson’s formula (2.3) and Jensen’s inequality, we have∫
T
log
( ∞∑
n=1
1− |zn|2
|ζ − zn|2
)
|dζ | <∞. (4.1)
Hence, the exceptional set E(Z) must have the Lebesgue measure zero.
Given a measurable function f on T, the associated distribution function mf is given by
mf(λ) = |{ζ ∈ T : |f(ζ)| > λ}|, λ ≥ 0.
If |f | ≥ 1 on T, then ∫
T
log |f(ζ)| |dζ | =
∫ ∞
1
mf (λ)
λ
dλ. (4.2)
See [12, Page 347]. Parallel to this definition and to better study E(Z), let us define
Eλ(Z) =
{
ζ ∈ T :
∞∑
n=1
1− |zn|2
|ζ − zn|2 ≥ λ
}
.
Note that
inf
ζ∈T
∞∑
n=1
1− |zn|2
|ζ − zn|2 ≥
1
4
∞∑
n=1
(1− |zn|2) = λ0 > 0.
For simplicity, we assume that λ0 ≥ 1. Moreover,
lim
λ→+∞
|Eλ(Z)| = |E(Z)|,
and thus the latter is zero provided that the limit is equal to zero. However, by (4.2),∫
T
log
( ∞∑
n=1
1− |zn|2
|ζ − zn|2
)
|dζ | =
∫ ∞
1
|Eλ(Z)|
λ
dλ.
This identity shows that, if (4.1) holds, then |Eλ(Z)| must tend to zero, although perhaps
slowly.
We can say more about the size of this set, if the zero set (zn)n≥1 satisfies the Shapiro-
Shields condition (1.1).
Proposition 4.1. If Z = (zn)n≥1 satisfies the Shapiro-Shields condition (1.1), then the
logarithmic capacity of E(Z) is zero.
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Proof. Let Iz be the open arc of T with midpoint z/|z| and arclength
|Iz| =
(
(1− |z|) log 1/(1− |z|)
)1/2
.
We now verify that, for each N ≥ 1,
E(Z) ⊂
⋃
n≥N
|Izn|.
As a matter of fact, ζ /∈ |Iz| implies
1− |z|2
|ζ − z|2 ≤
4
| log(1− |z|)| .
Thus, if ζ /∈ |Izn| for all n ≥ N , then, by (1.1), we get ζ /∈ E(Z). Hence,
cap(E(Z)) ≤ cap
( ⋃
n≥N
|Izn|
)
≤
∑
n≥N
cap(Izn)
≤
∑
n≥N
c1
log 1/|Izn|
≤
∑
n≥N
c2
| log(1− |zn|)| .
with c1, c2 independent of N . Now, let N −→ ∞. By the Shapiro–Shields condition, the
last expression tends to zero. 
Proposition 4.2. There exists a zero set (zn)n≥1 in Dirichlet space D such that
cap(E(Z)) > 0.
Proof. Let E be a Cantor generalized set on T. Write E =
⋂
k≥1Ek, where Ek =
⋃2k
l=1 Ik,l
with |Ik,l| = ℓk > 0. We choose the interval length ℓk such that
ℓ = sup
k≥1
ℓk+1
ℓk
<
1
2
, (4.3)∑
k≥1
2−k log 1/ℓk < ∞, (4.4)
∑
k≥1
1
log 1/ℓk
= ∞. (4.5)
For example, if E is the triadic Cantor set, then we can choose ℓn = 1/3
n. However, in
order to provide more examples we just assume that the sequence (ℓk)k≥1 satisfies the above
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three conditions. Let us see why the above conditions are imposed. In the first place, the
condition (4.3) implies that∑
k≥1
2kℓ2k ≤
∑
k≥1
2kℓk log 1/ℓk ≤ | log ℓ|
∑
k≥1
k(2ℓ)k <∞ (4.6)
and, by (3.3) and (4.3), λk ≍ ℓk−1. Hence, by (3.5), E is a Carleson set. Secondly, the
condition (4.4) is equivalent to cap(E) > 0 [6, §, IV Theorem 3].
Now we can construct our zero sequence. Let (zn)n≥1 = (zk,l)l,k≥1 be such that zk,l/|zk,l|
is the center of the interval Ik,l and(
(1− |zk,l|) log 1/(1− |zk,l|)
)1/2
= ℓk.
Since t ≤ t log 1/t, (4.6) guaranties that (zn)n≥1 = (zk,l)l,k≥1 is a Blaschke sequence. The
condition (4.5) ensures that the sequence (zk,l)l,k≥1 does not satisfy the Shapiro–Shields
condition (1.1) and, moreover,
E =
⋂
k≥1
Ek ⊂ E(Z).
As a matter of fact, if ζ ∈ E, then, for each k ≥ 1, there exists a midpoint zk,l/|zk,l| such
|ζ − zk,l/|zk,l|| ≤ ℓk/2. Hence,
1− |zk,l|2
|ζ − zk,l|2 ≤
2
log 1/ℓk
.
Therefore, by (4.5), we deduce ζ ∈ E(Z), and thus cap(E(Z)) ≥ cap(E) > 0. To verify
that (zk,l)l,k≥1 is zero set in Dirichlet space, note that since zk,l/|zk,l| is the center of the
interval Ik,l, we have d(zk,l/|zk,l|, E) ≤ ℓk/2. Hence, with σ(t) = t, by (4.6), we have∑
k≥1
2k σ2(2d(zk,l/|zk,l|, E)) ≤
∑
k≥1
2kℓ2k <∞.
Corollary 3.1 now shows that (zn)n≥1 is a zero set for D. 
In the light of Frostman’s Theorem [11], see also [2], Proposition 4.2 implies that there
exists a Blaschke product which fails to have a finite angular derivative on a set of positive
logarithmic capacity.
Acknowledgments: The authors are grateful to the referee for his valuable remarks
and suggestions.
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