Introduction
With the discovery of single nucleotide polymorphisms (SNP) along the genome, genotyping of large samples of biallelic multilocus genetic phenotypes for fine mapping of complex traits has become standard practice. Both simulation and empirical studies have demonstrated that statistical analysis based on haplotypes may be more efficient than separate analysis of individual markers [1] . Considerable research effort has been devoted to algorithms that infer haplotype phase from genotype data.
There is a growing number of articles on haplotype inference for unrelated individuals [2] [3] [4] , however, these methods can not make use of family information effectively. Inferring haplotypes based on close relatives can be an alternative strategy, which can reduce haplotype ambiguity and improve the efficiency for haplotype frequency estimates [5] [6] [7] . Rohde and Fuerst [6] proposed an expectation-maximization (EM) algorithm [8] for the maximum likelihood estimation of haplotype frequencies using nuclear family information. They found that reconstruction based on maximum likelihood estimates including child information performed better than reconstruction based on maximum likelihood estimates using only individual information. However, in cases where we can obtain only the genotypes of one parent because the other parent is not available for study or 13 cooperative, the approaches mentioned above cannot handle such data, new approach should be developed.
Maximum likelihood implemented via EM algorithm is a very popular method for haplotype inference. In this paper, we propose a new maximum likelihood based method for haplotype reconstruction and estimation of haplotype frequencies for closely linked multilocus systems for nuclear families with only one parent available and an EM algorithm to obtain the corresponding maximum likelihood estimates. The simultaneous consideration of parent-child-pairs reduces the number of potential haplotype pairs substantially. We will provide results of a simulation study showing that our approach results in a higher accuracy of the estimation of population haplotype frequencies and of reconstructed individual haplotypes, as well as a reduced computation time. Possible applications of the suggested method will be discussed.
Methods

Definitions
We consider a series of N closely linked polymorphic loci. The individual genotype is the set of N single locus genotypes at those loci without any phase information, for N = 3, a possible genotype of individual i is Y i = (12; 34; 56). A haplotype is defined as the ordered series of alleles on one of the homologous chromosomes of one individual, e.g. for Y i , a possible first haplotype is H i1 = (1 4 5). The diplotype is defined as a particular combination of two haplotypes, e.g. G i = (H i1 , H i2 ) = (1 4 5, 2 3 6). Note that for a given genotype several diplotypes are possible.
For a parent-child pair composed of one parent and his (her) child, the child must inherit a haplotype from the parent and they will have at least one possible common haplotype, assuming that there are no recombination events (the case of recombination will be addressed in the discussion). Consider for example parent i and his (her) child j with genotype Y i = (12; 34; 56) At the first locus, the parent and the child share the common allele 1, at the second locus they share allele 3, and at the third locus they share either allele 5 or 6, so the possible common haplotypes between this parent-child pair are H = (1 3 5) or H = (1 3 6). The possible diplotypes for this parent-child pair then are 
The EM Algorithm
The EM algorithm is an iterative method to find the maximum likelihood estimates of haplotype frequencies in the observed data. In the expectation step, a set of initial or actual haplotype frequency values is used to calculate the probabilities of all possible PCHPs for all parent-child pairs. Then based on these expected PCHP probabilities, haplotype frequency estimations can be updated in the maximization step. The EM algorithm iterates between these two steps until haplotype frequency estimations converge (i.e., when the changes in haplotype frequency in consecutive iterations are less than some small value).
To obtain initial values of p 1 , p 2 , ..., p h , it is assumed that for parent-child pair f all the possible PCHPs have the same probability, i.e.
These PCHP probabilities are used in eq. (1) to calculate the initial likelihood value. According to Ceppellini et al. [9] , Smith [10] and Rohde and Fuerst [6] the population haplotype frequencies can be calculated in the first and in all subsequent iterations as
where ␦ it is an indicator variable equal to the number of times that haplotype H t is present in the i -th possible genotype pair of parent-child pair f , its possible value is 0, 1, 2 or 3.
In the expectation step at the g -th iteration, the haplotype frequencies obtained in the previous iteration is used to calculate the probability of each possible PCHP as
where
according to eq. (5), only the population frequency of every PCHP can be obtained, and after the transformation based on eq. (4), the population probability of each possible PCHP for one particular parent-child pair f is finally calculated. Iterating between the E-step, using eq. (4) and (5) to calculate all PCHP probabilities, and the M-step, using eq. (3) to calculate all haplotype frequencies, until convergence yields the maximum likelihood estimate of the population haplotype frequencies.
Haplotype Reconstruction
After the EM algorithm reaches convergence, the population frequencies of all haplotypes in the population can be calculated. For association and TDT studies, the correct haplotype reconstruction is critical, because the occurrences of haplotypes in cases and controls, or haplotypes transmitted or non-transmitted in nuclear families need to be counted. For a parent-child pair with genotype combination YP f , there will be several possible diplotypes, and subsequently a corresponding PCHP ( H C , H P , H O ) to each possible diplotype GP i . So the probability of each possible diplotype can be computed given the population haplotype frequencies and the genotype pair:
The diplotype with the maximum conditional probability is the most likely diplotype for genotype pair f and can be split in the most likely diplotypes for parent and child.
Simulation Study Simulated Data
In order to evaluate our approach, we carried out a series of simulation studies. We simulated haplotypes using Schaffner's simulation program [11] based on a coalescent model that incorporates variation in recombination rates. The parameters used for the simulation were: chromosome segment length: 1 Mb, mutation rate: 1.5ؒ10 -8 , variable recombination rate: 1ؒ10 -8 , effective population size: 10,000, number of sampled chromosomes: 120 or 180. From the simulated haplotypes, the diplotypes of related individuals were produced as follows: we first combined two randomly chosen haplotypes to be the diplotype of the first parent and two other randomly chosen haplotypes to form the diplotype of the second parent. The diplotype of their offspring was generated by randomly picking one of the two haplotypes of the father and mother, respectively. For incomplete families, the information on the missing parent was omitted after generating the child. Markers are thinned to obtain the required 1 SNP per 8 kb density that was used throughout the present study. In the different scenarios, haplotypes of 5, 10, or 20 SNPs were considered, respectively, and the number of families was varied between 30 and 45. For each scenario, 100 replicates were generated and analyzed.
Approaches to Be Compared
We compared four different approaches for analysis: a) Complete-family-EM: the maximum likelihood estimation via the EM algorithm using complete nuclear family information with both parental genotypes available proposed by Rhode and Fuerst [6] . This algorithm makes use both of linkage disequilibrium (LD) and pedigree information. b) PHASE: Stephens et al. [4] introduced two Bayesian approaches, which were implemented in the program PHASE [4, 12] , PHASE was initially designed for unrelated individuals, but now the PHASE program can handle trio data as well [13] . Similarly, the incomplete trios can be analyzed by PHASE by setting one whole parent in a trio as missing. c) GENEHUNTER: It is a very popular software for linkage analysis [14] which makes full use of the pedigree information but, as was noted by Schaid et al. [15] , assumes that genetic markers are in linkage equilibrium. GENEHUNTER after convergence only provides information on the most likely haplotype and does not give its posterior probability. d) Our approach: it only differs from the 'complete-family-EM' approach in that one parent is missing. The parameters were estimated with the approaches described in the method section and thus account both for LD and pedigree information.
Criteria
To evaluate the quality of haplotype frequency estimation, the indices I F and I H were used.
I F is used to examine the discrepancy between the estimated frequencies and the actual frequencies. It was defined by Excoffier and Slatkin [3] as one minus half of the sum of absolute difference between estimated and true haplotype frequencies, i.e.
where the p i and p i are the estimated and the true simulated frequency in the sample for the i -th haplotype, respectively. I F varies between 0 and 1. The more accurate the estimation is, the closer I F will be close to 1.
I H is used to examine whether all the haplotypes present in the population are identified in the estimated haplotypes. In a population with N individuals, the minimum frequency for every true haplotype must be greater than or equal to (2 N ) -1 which can be used as a lower threshold value for determining the existence of a haplotype, i.e. a haplotype is only accepted to be detected if its estimated frequency is above (2 N ) -1 . Based on this, Excoffier and Slatkin [3] suggested the statistic
where k true is the number of true haplotypes, k found is the number of identified haplotypes with frequency above the threshold value, and k missed is the number of true haplotypes not identified. I H also varies between 0 and 1. When all true haplotypes are identified, it will be 1, and when none of the true haplotypes are identified, it will be 0. The best-guess haplotype frequencies are provided in the output of complete-family-EM, PHASE and our approach, which can be directly used to calculate I F and I H . Although they are not explicitly provided by GENEHUNTER, their frequencies can be calculated based on counting haplotypes in the reconstructed diplotypes of parents and children.
For accuracy of haplotype reconstruction of individual genotypes, error rate and haplotype reconstruction reliability I R were used.
If the most likely diplotype of an individual is the same as the simulated true genotype, this individual will be considered as correctly haplotyped. The error rate is the proportion of not completely correctly haplotyped individuals in the population.
Even if the most likely diplotype of an individual is the correct one, the posterior probability of this diplotype may be substantially smaller than one. The overall quality of the haplotype reconstruction procedure can be evaluated with the average posterior probability of correctly reconstructed haplotypes, which is denoted as I R . Since GENEHUNTER does not provide the posterior probability of the most likely haplotype, the statistic I R could not be given for the GENEHUNTER analysis.
The reconstructed diplotypes of children are not available from PHASE, while they can be reconstructed using their own genotypes and the inferred diplotypes of their parents. For incomplete trios, the available parents are used, and for complete trios, the parent with higher posterior probability will be chosen if both parents are correctly haplotyped.
In the calculation of the error rate and I R for the incomplete trio design, although the reconstructed diplotypes of missing parents can be provided by PHASE and GENEHUNTER, taking them into account will decrease the performance of these algorithms. Therefore the information of missing parent was discarded. Similarly, they were discarded in the calculation of I F and I H for GENEHUNTER.
Computing time of the algorithms was measured in seconds on an IBM server (SUSE Linux 9.2 and 3 GHz Intel Xeon processor).
Results
Performance
The comparisons of the EM-based approach with the Bayesian approach for complete and incomplete trios are shown in table 1 and 2 . For complete trios, EM-based algorithms are generally equivalent to PHASE except that the values of I H from complete-family-EM are higher than those from PHASE.
For incomplete trios, our approach performs comparable to PHASE in estimation of haplotype frequencies and haplotype reconstruction. However, the computing time is 2000 to 4000 times higher with PHASE compared to our approach. When reconstructing haplotypes of 10 and 20 SNPs, respectively, computing time of PHASE is Although the reconstructed diplotypes of the missing parent can be given by PHASE, the accuracy for the missing parent is very low, the values of error rate are 0.67 and 0.84 in case of 10 SNPs and 20 SNPs, respectively.
With the assumption of markers in linkage equilibrium, the performance of GENEHUNTER is poor under the coalescent model, especially in the case of GENE-HUNTER dealing with incomplete trios. On the other hand, as shown in table 1 and 2 , GENEHUNTER is significantly affected by the number of SNP. The error rate is dramatically increased from 0.1657 to 0.3517 with the number of SNP being increased from 10 to 20, and the values of I F and I H are decreased as well. This is further proved by the results in table 3 .
Efficiency of Different Sampling Designs
We compared three different sampling designs for haplotype inference: complete nuclear families, incomplete nuclear families and unrelated individuals. To compare their efficiency, we sampled 30 trios for completefamily-EM, 45 incomplete trios for our approach and 90 unrelated individuals for PHASE. The total number of individuals to be genotyped is uniformly 90 for each sampling design.
As shown in table 1 and 2 , the performance of complete-family-EM and our approach is equivalent to PHASE respectively for complete and incomplete trios. Therefore, the differences observed between designs can be attributed to the different data structure and degree of pedigree information and is not caused by differences due to the estimation procedure. As shown in table 4 , according to all criteria, the sampling design of complete nuclear families performs uniformly best, and sampling unrelated individuals performs worst.
Efficiency of Number of Children of Each Family
So far, PHASE can not handle those families with more than one child. In Rohde and Fuerst [6] , increasing the number of children in nuclear families will result in the improvement of the efficiency of haplotype inference, because more children can provide more family information. The same conclusion is obtained in our simulation studies. As shown in table 5 , the performance of GENE-HUNTER and our approach in case of 30 families with two children each is higher than in case of 45 families with one child each. Note that the sampling and genotyping cost are same in these two cases. In general, adding a second child improves the quality of estimates. This is especially so for the strategies that performed poorly in the one child scenario of GENEHUNTER.
Discussion
Likelihood-based approaches via the EM algorithm and Bayesian approaches are prevailing in haplotype inference, and it is difficult to give a general conclusion about which one is more efficient. Although Stephens et al. [4] demonstrated that PHASE outperformed EM by a significant margin under a coalescent model, and Marchini et al. [13] further proved that the performance of an EM-based approach for trio data is comparable but with a slightly worse error rate than PHASE. Zhang et al. [16] and Xu et al. [17] revealed that PHASE and EM-based methods exhibited similar performances in their simulated datasets. The results of our study confirm the conclusion of Marchini et al. [13] in the case of trio data, that complete-family-EM proposed by Rohde and Furst [6] is comparable to PHASE, albeit with a slightly higher error rate. However, in the case of incomplete trios, our approach is slightly more accurate and substantially faster than PHASE.
As shown in the study of Marchini et al. [13] PHASE is the slowest one in dealing with 30 trios with 2% missing data and 187 SNPs in the comparison with wphase, HAP, HAP2 and PL-EM. It takes PHASE 3 h and 32 min for the whole 100 datasets, and as shown in our study, it takes PHASE 42.144 seconds per dataset for 30 trios with 20 SNPs, while the computing time dramatically increased to 4689.066 s when one parent is randomly assumed missing. So it can be imagined that the computing time for PHASE will become prohibitive if among the 30 trios in the study of Marchini et al. [13] some are also assumed to have one parent missing at random.
For large chromosome segments, PHASE uses the partition-ligation strategy [18] to divide it into a lot of units to improve the speed and accuracy, this may be the reason that PHASE runs faster than complete-family-EM in case of 20 SNPs ( table 1 ) . However, for incomplete trios, PHASE tries to make inference of the diplotypes of the missing parents, which will take a long time to deduce the computing time dramatically increased compared with complete trios, while our approach uses the common haplotypes between parent and child to kick out much more unnecessary information, it makes our approach very fast, not exponentially increased as PHASE with SNPs being increased. So far, the number of loci handled by complete-family-EM is up to 30 [6] . Similarly, partition-ligation strategy can be introduced into completefamily-EM and our approach, too. It can make completefamily-EM to deal with more than 30 loci, and improve the efficiency and accuracy of complete-family-EM and our approach as well.
Although GENEHUNTER is extended to be capable of haplotype phase reconstruction using pedigree data [14] , Becker and Knapp [5] showed that GENEHUNTER is not suitable for low-information content SNP marker in simplex nuclear family settings. The same conclusion can be made in our simulation study, where GENE-HUNTER performs much worse than complete-family-EM, PHASE and our approach in the same case, respectively. Even when the number of offspring in each family is increased, the performance of GENEHUNTER is still poor. On the other hand, GENEHUNTER is easily affected by the number of SNP, with the number of SNP being increased, the performance of GENEHUNTER is dramatically decreased. Because GENEHUNTER assumes that linked markers are in linkage equilibrium, it means that too much information will be lost for the high linkage disequilibrium SNPs based on coalescent model, and with only the pedigree information being used, more and more haplotypes will be wrongly inferred with the number of markers being increased.
There are three sampling designs for haplotype inference: complete nuclear families, parent-child pairs and unrelated individuals. If the primary objective of a study is to estimate population haplotype frequencies, it can be concluded from our results that sampling parent-child pairs clearly is more efficient than sampling unrelated individuals, despite the fact that two unrelated individuals contribute four independent haplotypes (i.e. 2 independent haplotypes per genotyped individual) while with a parent-child pair only three independent haplotypes are sampled (1.5 independent haplotypes per genotyped individual). This reduction of effective information by 25% is more than balanced by the possibility to identify the common haplotype and to infer the complementary unique parental haplotypes in the parent-child case. Adding the second parent (complete-family-EM) leads to a further improvement, where four independent haplotypes can be observed in a complete family (1.33 independent haplotypes per genotyped individual), more common haplotyes are used.
On the other hand, haplotype analysis is more used to assess the association between multiple markers and traits of interest. In this case, the correct haplotyping is important because we count the occurrences of haplotypes in cases and controls. Although sampling trios or incomplete trios is still more accurate than sampling unrelated individuals, the number of informative cases and controls is decreased. Here three scenarios are considered for the classical unrelated case-control study:
(1) N/6 trios where either the parent or child is a case and N/6 trios where either the parent or child is a control (2) N/4 one parent-child pairs where either the parent or child is a case and N/4 one parent-child pairs where either the parent or child is a control (3) N/2 unrelated cases and N/2 unrelated controls As shown in table 4 , although the haplotype reconstruction under scenario 1 and 2 are more accurate and powerful than under scenario 3, the informative sample size from the first two scenarios is decreased by 1/3 and 1/2 to scenario 3 reducing the power of case-control test. Therefore, the efficiency of these sampling designs should balance these two situations. Further studies on the efficiency of these three sampling designs for case-control design will be carried out in the future.
As in other family-based haplotype reconstruction methods it also is assumed here that within a nuclear family recombination between any two loci does not occur in the considered chromosome segments [19] . Therefore, we make an error if a recombination does take place. Our algorithm would clearly reconstruct the diplotypes for this parent-child pair to be G i = (1 3 5, 2 4 6) and G j = (1 3 5, 1 3 5) under the assumption that no recombination has occurred. If, however, a recombination had occurred in the second marker interval, the correct diplotype is G i = (1 3 6, 2 4 5) and G j = (1 3 5, 1 3 5) .
In this case, we see that only two out of the four possible haplotypes are correctly reconstructed, which affects both the haplotype frequency estimation in the population and the individual haplotype reconstruction. It should be noted that in this sampling structure recombinations are not detectable, but only can be taken into account based on their respective probabilities. In the example above, the probability of the first or second diplotype conditional on the given genotype pair would be (1 -r ) and r , respectively, where r is the recombination rate between the second and third locus. With many loci, this leads to a 'combinatorial explosion' of possible recombined haplotypes each having a minimal conditional probability, and thus makes the estimation problem numerically intractable.
Consider a haplotyping study for a set of loci spanning a chromosome segment of length x Morgan. If, as it is typical for such studies, x is assumed to be small, we may assume that each crossing over is equivalent to a recombination, and that it is sufficiently accurate to assume a Poisson distribution of crossing over events. Then the probability of having a recombination in such an interval is 1 -e -x ; x for small values of x . As shown with the example above, recombination will cause at most that half of the correct haplotypes in the affected parent-child pair are misidentified in the fully informative case. Therefore, an upper limit for the rate of wrongly reconstructed haplotypes due to recombination in a sample of parent-childpairs approximately is x /2. If, as in many applications of SNP haplotyping, the chromosome segment considered is of length 1 centiMorgan or less, the error rate due to recombination is ! 0.005, which certainly is acceptable considering other sources of error, e.g. the technical error rate in genotyping processes [20] .
In practical situations, incomplete data on some individuals due to failure of typing one (or more) of the considered loci is very common in every lab. To handle such an incompletely genotyped individual in our mixed haplotyping approach, we first list all the possible genotypes at this missing locus. If his (her) parent or child does not miss the same locus, we can determine one allele for this individual to be equal to one of the observed alleles in the parent or child. This will reduce the number of possible genotypes. When inferring this individual's diplotype, each of its possible genotypes has a corresponding most likely diplotype with a conditional probability, so the one with the maximum conditional probability among these most likely diplotypes is considered as the final diplotype, and its corresponding genotype is the final genotype.
The suggested approach can also be used in mixed data structures, consisting e.g. of complete nuclear families (2 parents, one child) [6] , incomplete nuclear families (1 parent, one child), and single individuals [3] . Applications to other family structures (e.g. fullsibs without parents) are in preparation.
