In this note we describe solutions of the equation:
Introduction
Polynomial solutions of the equation
can be described by means of two theorems, which are due to Engstrom [2] and Ritt [9] , as follows (see e.g [12] , [13] ). Let F, G, A, B be polynomials such that equality (1) holds. Set a = deg A, b = deg B, f = deg F, g = deg G, h = GCD(f, g), w = GCD(a, b). Then there exist polynomialsF ,G,Ã,B, W, H, deg H = h, deg W = w, such that
andF (Ã(z)) =G(B(z)).
Furthermore, there exists a linear functions σ(z) such that either
for some polynomial R(z) and c ≥ 0, or
for the Chebyshev polynomials T a/w (z), T b/w (z). The problem of description of solutions of (1) when A, B, F, G are arbitrary rational functions seems to be very difficult. For instance, if F, G are polynomials while A, B are allowed to be rational functions then the description of solutions of (1) is equivalent to the description of algebraic curves F (x)−G(y) with a genus zero factor. Here the answer is known only when GCD(deg F, deg G) ≤ 2 ( [7] ) or when F = G ( [1] ). In the general case only the classification of commuting rational functions ( [10] , [3] ) and a partial solution of (1) in the case when F = G ( [11] ) are known.
In this note we describe solutions of (1) under the assumption that A, B are polynomials while F, G are allowed to belong to quite a wide class of functions including rational or continuous functions on the Riemann sphere. The idea is to use the recent result of [8] which describes the collections A, B, K 1 , K 2 , where A, B polynomials, deg A ≤ deg B, and K 1 , K 2 are infinite compact subsets of C such that the condition
holds. The connection of (5) and (1) is clear: if equality (1) holds then for any set K equality (5) holds with
It turns out that condition (5) under restrictions on K 1 , K 2 mentioned above is very restrictive and closely related to the Ritt theorem. In particular, it was shown in [8] that (5) implies that there exist polynomials C, D and a compact set K ⊂ C such that
and
hold. Therefore, if F, G are any complex-valued functions on C or CP 1 for which the following condition holds: (*) for at least one infinite set K preimages
then (1) reduces to the equations
On the other hand, solutions of these equations can be described quite easily (see lemma below).
Note however that condition (*) does not hold for all interesting classes of functions. For instance, if F, G are meromorhpic transendental functions then equation (1) is also of interest (see e.g. [5] , [6] ). Nevertheless, in this situation our method is not applicable since for a meromorhpic transendental function the preimage of any non-exceptional value is infinite and therefore unbounded.
Our main result is the theorem below (see also Remark 1) . Note that in the case when f, g are rational this result can be obtained without using [8] (see Remark 2) nevertheless we didn't find any appropriate references concenrning the subject.
Theorem Let
A, B : CP 1 → CP 1 be polynomials and F, G : CP 1 → CP 1 be continuous (resp. rational) functions such that equality (1) holds. Assume that a = deg A ≤ b = deg B. Then, if a divides b, there exists a polynomial C(z) such that B(z) = C(A(z)) and F (z) = G(C(z)). On the other hand, if a does not divide b, then there a exist continuous (resp. rational) function H(z) and polynomialsF (z),G(z),Ã(z),B(z), W (z), deg W (z) = GCD(a, b), suchthat (2) holds. Furthermore, in this case either (3) or (4) holds.
Proof of the theorem
We start by proving the following lemma.
Lemma Let U, V be complex-valued functions such that (8) (resp. (9)) holds where d 1 and d 2 = deg z e R(z d1 ) are coprime. Then there exist complex-valued functionsŨ ,Ṽ , H such that
and equalitiesŨ
hold. Furthermore, if the functions U, V are continuous (resp. rational) then the functions H,Ũ ,Ṽ are continuous (resp. rational).
Proof. We use the following observation ( [4] ): Let X be an arbitrary set and f, g : X → X be two functions. Then f = h(g) for some function h : X → X if and only if for any two points x, y ∈ X such that g(x) = g(y) the equality f (x) = f (y) holds. Indeed, in this case we can define h by the formula h(z) = f (g −1 (z)). Furthermore, if say X = CP 1 and f, g are continuous (resp. rational) then it is clear that h is also continuous (resp. rational).
Consider first the case when equation (8) holds. Suppose that for some z 1 , z 2 ∈ C we have:
and let θ ∈ C be a point such that θ e R(θ d1 ) = z 1 Since d 1 and d 2 are coprime, the numbers e and d 1 also coprime. Therefore, there exists a d 1 -root of unity ε such that (εθ) e R((εθ) d1 ) = z 2 .
Hence,
and therefore V = H(z d1 ) for some continuous (resp. rational) function H. Furthermore, we have:
It follows that U = H • z e R d1 (z). Consider now the case when equation (9) holds. Let z 1 , z 2 ∈ C be points such that
and let ϕ ∈ C be a point such that cos ϕ = z 1 . Set t 1 = cos (ϕ/d 2 ). Then, since T n (cos z) = cos nz, the equality T d2 (t 1 ) = z 1 holds. It follows from (12) that z 2 has the form z 2 = cos (ϕ + 2πk/d 1 ) for some
Now we have:
and therefore V = H(T d1 ) for some continuous (resp. rational) function H. Furthermore, we have:
Proof of the theorem. Let K ⊂ CP 1 be any infinite compact set which does not contain F (∞), G(∞). Then the sets K 1 = F −1 {K}, K 2 = G −1 {K} are infinite compact subsets of C for which equality (5) holds. By Theorem 1 of [8] it follows that if a divides b then there exists a polynomial C(z) such that B(z) = C(A(z)) while if a does not divide b then there exist polynomials C, D such that equality (7) holds.
In the first case we have:
and therefore F (z) = G(C(z)). On the other hand, in the second case it follows from the theorems cited in the introduction that there exist polynomial W, deg W = w = GCD(a, b) and a linear functions σ such that
where eitherÃ
for the Chebyshev polynomials T a/w (z),
Then (1) implies that either (8) or (9) holds with d 1 = a/w, d 2 = b/w. Since d 1 , d 2 are coprime it follows from the lemma that either (10) or (11) holds. Hence, either formulas (3) or (4) hold. Remark 1. An appropriate modification of the theorem remains true for any functions F, G satisfying condition (*). Indeed, in this case as above equation (1) reduces to equations (8), (9) . On the other hand, lemma holds for any complex-valued U, V.
Remark 2. In the case when F, G are rational one can establish (7) without using [8] as follows. Let F = F 1 /F 2 , G = G 1 /G 2 where polynomials F 1 , F 2 (resp. G 1 , G 2 ) have no common roots. Then F 1 (A), F 2 (A) (resp. G 1 (B), G 2 (B)) also have no common roots. Therefore, equality (1) implies that F 1 (A) = cG 1 (B) for some c ∈ C.
