In wireless sensor networks (WSN), measurements are always corrupted by outliers or impulsive noise. Cubature information filtering (CIF) is founded based on minimum mean square error (MMSE) criterion, which is not applicable to non-Gaussian noise. Hence, a novel robust CIF (RCIF) is derived based on maximum correntropy criterion (MCC) to enhance the robustness of state estimation in the local node. For the information fusion, weighted average consensus (WAC) based distributed RCIF (DRCIF) is founded to improve the stability of sensor networks and the accuracy of state estimation. The estimation error of DRCIF is proved to be bounded in mean square. Numerical simulations are provided to evaluate the effectiveness of proposed algorithms.
I. INTRODUCTION
With the development of communication, cloud computing and embedded technology, wireless sensor technology has been getting increased attention in recent years [1] , and WSN is gradually applied to navigation, environment monitoring, and target tracking etc. Based on the difference of information fusion, WSN can be divided into three groups [2] , i.e., centralized, decentralized and distributed WSN. Normally, data of all sensor nodes must be transmitted into the centralized computing node to obtain optimal results of information fusion in centralized WSN [3] . Nevertheless, limited by the bandwidth of WSN and the computing capacity of the centralized evaluate node, centralized WSN is usually not feasible in practice, especially for the large scale networks. The mode of single compute node is abandoned by the decentralized WSN and all sensor nodes in networks are regarded as the evaluate node [4] . Although the robustness of networks is enhanced, all senor nodes in decentralized WSN are forced to keep in touch with each other and the limited network The associate editor coordinating the review of this manuscript and approving it for publication was Feiqi Deng . bandwidth is still an unsolved problem. Cooperative mechanism of neighbor nodes is employed in distributed WSN to reduce the need of substantial network bandwidth and strong evaluate capacity in the single node, and then the robustness and stability of networks are enhanced consequently. Hence, the distributed architecture WSN gradually becomes the mainstream in using [5] .
Distributed state estimation in WSN was investigated in [6] - [15] . Distributed Kalman filtering (DKF) was derived in [6] , [7] to obtain the optimal estimation. However, DKF is only applicable to the linear system, and the system model is nonlinear in real applications. On the basis of DKF, distributed extended Kalman filtering (DEKF) was designed for the nonlinear system [8] , [9] . Nevertheless, large estimation errors may exist in DEKF due to the first-order linearization of nonlinear system models [16] . Unscented transformation was adopted in distributed unscented Kalman filtering (DUKF) [10] , [11] to acquire more accurate estimations than DEKF. But the covariance matrix of DUKF may be non-positive in high-dimensional system [17] . To overcome the drawback of DUKF, distributed cubature Kalman filtering (DCKF) [12] , [13] and distributed cubature information VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ filtering (DCIF) [14] , [15] were founded based on spherical cubature integration rule. DCIF is the algebraic equivalent form of DCKF, and both are designed for state estimation in nonlinear systems. DCIF can provide more stable and accurate estimations than most Gaussian filters [18] , such as DEKF and DUKF. Moreover, compared with Kalman filtering, information filtering is more suitable for distributed information fusion in WSN [19] . In general, the above methods for distributed state estimation falls into three types [13] : consensus on estimates (CE), consensus on measurements (CM) and consensus on information (CI). [9] belongs to the scope of CE, which only focuses on the information fusion of state estimation in local nodes, but regardless of the fusion of error covariance [20] . Hence, the filtering performance of CE based methods usually cannot be enhanced. The information fusion of local measurements and innovation covariance is included in the CM based methods [6] , [7] , [10] , [12] , but the stability can only be guaranteed by abundant consensus steps [20] . CI is derived based on information filtering and WAC based methods [11] , [14] , [15] belong to the scope of CI. The procedure of information fusion in CI includes the fusion of information state vector and information matrix, and the stability of CI is not affected by the times of consensus steps [14] . The information fusion in [8] , [13] is constructed by combining CM and CI to obtain more accurate estimations, but the calculation is increased with the incremental communication bandwidth. Hence, in terms of stability and precision, CI is more suitable for information fusion in distributed WSN. In WSN, outliers or impulse noise that caused by electromagnetic interference or communication failure usually cannot be eliminated among measurements. This situation always results in large errors in estimations or even divergence of state estimator, especially for extremely large measurement outliers. The above methods for distributed state estimation are founded based on MMSE criterion, which cannot cope with state evaluation under non-Gaussian noise. In recent years, MCC based Kalman filtering [21] , [22] is derived to deal with non-Gaussian noise for linear systems. Correntropy which is sensitive to pulse can be used to survey the local similarity of measurements. Hence, MCC can be selected as the cost equation to design corresponding filtering methods for abnormal measurements. For nonlinear systems, MCC based unscented Kalman filtering and cubature Kalman filtering were investigated in [23] , [24] and [25] , respectively. However, the designed MCC based nonlinear methods is only suitable for state estimation in a single sensor node, but not applicable for state evaluation in distributed WSN. A distributed cubature information filtering based on MCC is designed in [26] to cope with measurement outliers in WSN. Nevertheless, the DCIF cannot deal with state estimation under extremely large measurement outliers, and estimation errors of the distributed CIF are not proved to be bounded in mean square.
In this work, we present a novel method for state estimation under measurement outliers or impulse noise in WSN.
RCIF is designed based on MCC to cope with measurement outliers or impulse noise in the local sensor node. Then, WAC based DRCIF is derived for distributed information fusion in WSN to enhance the accuracy of state estimation and the stability of WSN. The main contributions of this paper are given as follows:
1) A novel distributed robust filtering is derived for nonlinear systems to cope with measurement outliers in WSN, particularly extremely large outliers.
2) The stochastic boundedness of estimation errors of DRCIF is investigated.
The structure of this paper is given as follows. System model is presented in section 2. Section 3 provides the derivation of RCIF. DRCIF is designed in section 4. Estimation errors of DRCIF are proved to be bounded in section 5. Results of different simulations are discussed in section 6 to evaluate the performance of the proposed method. Conclusions are drawn in section 7.
II. SYSTEM MODEL
In this section, nonlinear discrete time system is chosen to model distributed WSN. The process equation and measurement equation are displayed by the first and second term in (1), respectively.
where X k ∈ R m is the state vector at discrete-time instant k. N 2 is the number of sensor nodes, Z n k ∈ R l is the measurement vector of node n at discrete-time instant k. f (·) denotes the nonlinear state transition function. h n (·) denotes the nonlinear measurement function of node n. ω k ∈ R m denotes the process noise and υ n k ∈ R l denotes the measurement noise, and they are assumed as uncorrelated Gaussian noise, namely ω k ∼ N (0, Q k ) and υ n k ∼ N (0, R k ), where C ∼ N (0, D) denotes that C is zero-mean Gaussian white noise with covariance matrix D. The distributed WSN adopts cooperative mechanism of adjacent nodes. Hence, the undirected graph of distributed WSN is presented as (N, ε), where N = {1, · · · , N } denotes the node set. If node j can accept the data transmitted from node n, then (n, j) ∈ ε. For node n, N n = {n| (n, j) ∈ ε} denotes the adjacent nodes set. If there are no adjacent nodes of node n, then N n = ∅.
III. ROBUST CIF
This section mainly focuses on the derivation of RCIF, including the inference of cost function and the algorithm flow.
A. COST FUNCTION OF RCIF
For random variables A and B, correntropy is defined by
where E [ ] denotes expectation. κ ( ) denotes kernel function. 
where m denotes the dimension of variables A and B. Gaussian kernel is usually selected as kernel function
where e i = A i − B i , and σ denotes the bandwidth of Gaussian kernel. κ σ e i reaches the maxima when e i = 0. Then the cost function of MCC is defined by
To simplify the derivation of cost function for RCIF, pseudo-measurement matrix is constructed by [27] H n k = P n xz,k|k−1
where P k|k−1 is the error covariance matrix of predicted state. P n xz,k|k−1 is the cross-covariance matrix of predicted state and predicted measurement. Meanwhile, to compensate the linearization error of measurement equation, diagonal matrix µ n k = diag µ n k,1 µ n k,2 · · · µ n k,l is introduced. The linearization of measurement equation in (1) is defined by
where h n (X k ) = µ n k H n k X k . The state estimation of Kalman based filtering methods is usually equivalent to search the following minimization problem [28] 
whereX k|k−1 andẐ k denote the predicted state and measurement estimation at discrete-time instant k, respectively. R n k is the error covariance matrix of measurement noise. For the nonlinear measurement model, linearization error of measurement equation must be compensated to improve precision of state estimation andẐ n k = µ n k H n k X k ; for the linear measurement model,Ẑ n k = H n k X k and µ n k = I l×l . Denote the residual error item
where ζ n k = ζ n k,1 , . . . , ζ n k,l T , l is the dimension of measurement vectors. Cost function in (5) is used to redefine the minimization problem
Take the partial derivative of (10) with respect to X k , one has that
The partial derivative of ζ n k is defined by
Substitute (15) and ζ n k into (12), one has that
Eq. (16) satisfies the minimization solution for the cost function of Kalman based nonlinear filtering, like RCIF, and the minimization solution is redefined bŷ
whereR n k is the adjusted covariance matrix of measurement noise and defined bȳ
Since h n (X k ) = µ n k H n k X k , the equivalent form of (17) is written aŝ
B. THE GENERAL FORM OF RCIF
For the local node n, the general form of RCIF is summarized as follows. VOLUME 8, 2020 1) TIME UPDATE For node n, the state estimationX n k−1 and information matrix Y n k−1 are supposed known at time instant k − 1. According to the spherical cubature integration rule, sigma points are generated by
, where e i denotes m-dimensional unit vector with ith element being 1. Then, χ n,i k−1 is mapped by the nonlinear state transition function
Estimate the predicted stateX n k|k−1 and its error covariance matrix P n k|k−1 , respectively, aŝ
Next, the predicted information matrix and predicted information state vector are written by
2) MEASUREMENT UPDATE Based on (22) and (23), a new set of sigma points is generated bȳ
Propagateχ n,i k|k−1 through nonlinear measurement function to generate sigma points of predicted measurement as
The predicted measurementẐ n k|k−1 and its error covariance matrix P n z,k|k−1 are defined bŷ
where R n k is error covariance matrix of measurement noise at time instant k. The cross-covariance of predicted state and measurement is defined by
Error compensation matrix E n k is constructed to offset the impact of neglecting one-step prediction errors of measurement on precision of state estimation [29] , and the expression of E n k is given by
The residual error item in (9) is further written bȳ
Eq. (13) and (14) are updated, respectively, by
The error covariance matrix of measurement noise is defined byR
The information contribution equations are defined by
Then, the information state vectorŷ n k and information matrix Y n k are given by
Finally, the state estimation at time instant k is defined bŷ
Remark 1: In practice, there are extremely large outliers caused by the failure of measuring instrument. In this situation, there is no exact solution forR n k when the measurement Z n k → ∞. Nevertheless, the value of R n k −1 is the key to calculate information contribution equations. Hence, denotẽ
To cope with extremely large outliers of measurement, (35) and (36) are redefined, respectively, bỹ
IV. WAC BASED DISTRIBUTED ROBUST CIF
This section focuses on the distributed information fusion of distributed WSN. RCIF is employed in the local node and WAC based RCIF is derived for distributed information fusion to improve the stability of distributed WSN and the accuracy of state estimation. Let t be the consensus time. For node n, information pairs ŷ n k , Y n k are supposed already known at time k. The consensus weighted factor is defined by π n,j , where j ∈ N n , π n,j 0, j∈N n π n,j = 1. The information pair in different nodes has the same behavior as
The WAC update of information pairs is defined by
IfR n k = 0, there are extremely large outliers at node n. Then, node n does not communicate with its adjacent nodes, and consensus weighted value π n,j is modified for information fusion in distributed WSN. In other words, node n does not take part in the consensus step at time k. IfR n k = 0, letT be the number of WAC iterations, where t ∈ [0,T − 1]. For node n, the initial information pair is given by
Then, the updated information pair is ŷ n k,T , Y n k,T afterT consensus iteration. Finally, the updated state estimationX n k at time instant k after the information fusion is given bŷ
The general form of DRCIF is summarized in Table 1 .
V. STOCHASTIC BOUNDEDNESS OF ESTIMATION ERRORS
Whether the estimation error is bounded or not under mean-square error is a criterion for the performance of DRCIF. Pseudo-process matrix n k|k−1 and pseudomeasurement matrix H n k are constructed to simplify the derivation process of error boundedness [11] , [14] , [27] . Diagonal matrix λ n k and µ n k are introduced to compensate the linear error of process function and measurement function, respectively. µ n k and H n k have been given in (6) and (7) . λ n k and n k|k−1 are defined by where P n
m is the dimension of state vector. The system model is further written by
Based on the linear system model, the predicted information matrix and information contribution equations are given by
where Y n k|k−1 = P n k|k−1 −1 ,R n k is defined in (39). Substitute (6) into (30) to obtain the equivalent form of compensation matrix as
where R n k is the initial covariance matrix of measurement noise.
Lemma 1: A necessary and sufficient condition for positive matrix A is that there is a nonsingular matrix U which meets the equality A = U T U.
are fulfilled for all time instant k. Then the stochastic process is exponentially bounded in mean square, that is 
Assumption 1: Weight matrix πT = π n,j T m×m of WAC is supposed row stochastic and primitive at each time instant k, which can make sure the effectiveness of weight matrix.
Assumption 2: For time instant k 0, there are real numbersλ,φ,μ,H = 0 and λ − , φ − , µ − , H − = 0. Then the following inequalities are defined by Remark 2: The following proof is provided to verify the boundedness of estimation errors for the proposed DRCIF according to Lemma 3. Although the initial covariance of measurement noise is supposed to be bounded, the boundedness ofR n k is unknown. HenceR n k must be firstly proved to be bounded, which is a key element to the course of the proof.
Proof: First of all, the local node that generating extremely large outliers of measurement does not take part in the process of information fusion, and the positive definition ofR n k for other nodes must be proved. Kernel function ψ * = (ψ * ) 1/2 (ψ * ) T /2 for MCC is a positive matrix. Substitute (47) into (35) andR n k is rewritten bȳ I l . Secondly, the stochastic boundedness of estimation errors is proved according to Lemma 3. For node n, the predicted errorx n k|k−1 and estimation errorx n k are defined bỹ x n k|k−1 = x k −x n k|k−1 andx n k = x k −x n k , respectively. Let x k|k−1 = col x n k|k−1 , n ∈ N be the column set ofx n k|k−1 andx k = col x n k , n ∈ N be the column set ofx n k . Let p = p 1 , · · · , p n , · · · , p N T be the Perron-Frobenius left eigenvector of weight matrix πT . p n is positive according to assumption 3. Vector p meets the equality p T πT = p T , which equals to j∈N p n π n,j T = p n . Construct a stochastic process
where Y n k|k−1 is given in (46). According to assumption 2 and assumption 3, the stochastic bound of Y n k|k−1 is defined by
Then, the stochastic bound for V x n k|k−1 is
which meets the first term of (48) on application of Lemma 3.
To prove the second term of (48), the predicted errorx n k|k−1 is transformed intõ
Insert (59) into (54) and take conditional expectation of (54), one can obtain
The upper bound of x k−1 is considered. Denote an instant value 0 <κ < 1 and Y n k|k−1 meets the following inequality [14] Y n
Substitute (62) into the first term of (61), one can obtain
According to Lemma 4, the upper bound of x k−1 is defined by
Then, the upper bound of 
where η = 1 −κ, 0 < η < 1. Eq. (68) meets the second condition of (48) on the application of Lemma 3. The predicted x k|k−1 is proved to be exponentially bounded in mean square. Finally, the exponential bound of estimation errorx n k is proved.x n k andx n k+1|k meet the following equalitỹ
Calculate the expectation of (69) and the following inequality is fulfilled.
Employing the same technique as before, ω n k still can be proved exponentially bounded in mean square. Therefore, x n k is exponentially bounded in mean square. The proof is completed.
Remark 3: To simplify the proof process, we select linearization approximation [11] , [14] , [31] of nonlinear system models to analyse the boundedness of estimation errors. Although the compensation vectors λ n k and µ n k is related to nonlinear system model in (1) , it is unnecessary to obtain the exact magnitude of λ n k and µ n k .
VI. PERFORMANCE EVALUATION AND DISCUSSION
To evaluate the effectiveness of the proposed algorithm, MCC based unscented Kalman filtering (MCC-UKF) [23] , MCC based cubature Kalman filtering (MCC-CKF) [25] and WAC based distributed cubature information filtering (DCIF) [14] are selected for comparison analysis. Generally, the Gaussian kernel is selected as G σ = exp(− e 2 2σ 2 ) in MCC-UKF and MCC-CKF, but in this paper, the kernel function is derived as ψ = 1 σ 2 exp − e 2 2σ 2 . To verify the impact of kernel bandwidth as coefficients on the accuracy of state estimation, a new DRCIF (DRCIF1) is designed with kernel function ψ = exp − e 2 2σ 2 and the algorithm flow of DRCIF1 is still consistent with DRCIF.
The coordinated turn (CT) model [14] is chosen in the following simulation and a fixed angular speed γ of turning is employed for maneuvering target in X /Y plane. The process equation is given by where Z n k is the measurement vector in sensor node n at time instant k. p n x , p n y T denotes the position of node n. ρ n k and θ n k denote the distance and angle from the target to node n, respectively. υ n k ∼ N [0, R k ] is the measurement noise with zero-mean and covariance R k . Sensor nodes in distributed WSN are employed at the position of (20, 0), (80, 0), (140, 0), (200, 0), (10, 40) , (70, 40), (130, 40), (190, 40) , (0, 80), (60, 80), (120, 80) and (180, 80). The unit of position is m. The topology map of distributed WSN is displayed in Fig. 1 . According to [28] , [30] , [31] , the weighted matrix is defined through Metropolis weight rule.
where d j is the number of jth node s neighbours. In this paper, we mainly investigate the problem of state estimation under measurement outliers or impulse noise, which belongs to the scope of non-Gaussian measurement noise. Hence, three different scenarios of state estimation are designed: a) state estimation under Gaussian noise and impulse noise; b) state estimation under Gaussian mixture noise with heavy-tail property; c) state estimation under Gaussian mixture noise and impulse noise. Sensor nodes are equivalent to each other. MCC-UKF and MCC-CKF are designed for state estimation on a single sensor node, but DCIF, DRCIF1 and DRCIF are derived for state evaluation in distribution WSN. Therefore, the state estimation of node 5 is selected for comparison analysis and 100 independent Mentos Carlo is selected for following simulations. Then root mean square error (RMSE) and average root mean square error (ARMSE) are chosen to verify the effectiveness of DRCIF. RMSE and ARMSE of position are defined, respectively, as can obtain better accuracy of state estimation than kernel function without factors. ARMSE of DRCIF decreases with the increase of kernel bandwidth, but the improvement of precision is limited. Hence, 1 < σ < 5 is suggested for the related algorithms and σ = 3 is selected for the following simulations.
MCC-UKF and MCC-CKF acquire the similar RMSE from Fig. 2 . RMSE of DCIF is divergent after 19s since DCIF is founded based on MMSE criterion which cannot cope with state estimation under measurement outliers. Benefited from the distributed fusion method based on WAC, DRCIF1 obtains better RMSE than MCC-UKF and MCC-CKF. RMSE of DRCIF is better than DRCIF1 on the account of the added coefficient in kernel function. We can get that DRCIF is more applicable to state estimation under Gaussian noise and impulse noise than the other related algorithms.
B. STATE ESTIMATION UNDER GAUSSIAN MIXTURE NOISE
Gaussian mixture noise with heavy-tail property is considered to evaluate the performance of the proposed robust algorithm, and the definition of measurement noise is given by Fig. 3 .
From Fig. 3 , MCC-UKF and MCC-CKF obtain the worst RMSEs since the information fusion of state estimation is not contained in both algorithms. Although the MCC based robust method is not included, RMSE of DCIF is similar to DRCIF1 on account of WAC based information fusion methods. Another point is obvious that the method of information fusion can depress the impact of Gaussian mixture noise on state estimation. Since the best RMSE is obtained, DRCIF is more suitable for state estimation under Gaussian mixture noise than the other related algorithms.
C. STATE ESTIMATION UNDER GAUSSIAN MIXTURE NOISE AND IMPULSE NOISE
In this section, parameters setting of Gaussian mixture noise are consistent with the related items in section 4.2, and the setting of impulse noise stays same with section 4.1. The position RMSEs of related algorithms are displayed in Fig. 4 . In Fig. 4 , RMSE of DCIF is still divergent after 19s due to the impact of measurement outliers on state estimation. Benefited from WAC based distributed fusion method, contained robust prosperity and added coefficients in kernel function, DRCIF obtains the best RMSE among the related algorithms. Because of incorporated information fusion process, RMSE of DRCIF1 is better than MCC-UKF and MCC-CKF after 15s when the state estimator is stable. Finally, DRCIF is more applicable to state estimation under non-Gaussian measurement noise than the other related algorithms.
VII. CONCLUSION
In this paper, a distributed robust method is designed for nonlinear system to cope with state estimation under measurement outliers or impulse noise in WSN. In the local sensor node, MCC based RCIF is derived to deal with measurement outliers. Meanwhile, covariance matrix of measurement noise is modified to restrain the filtering divergence caused by extremely large outliers. For the distributed WSN, WAC based DRCIF is designed for information fusion to improve the accuracy of state estimation and the stability of distributed networks. Particularly, WAC based information fusion methods belong to the scope of CI, the stability of which can be guaranteed by any times of consensus step (even a single step). Then, the evaluated error of DRCIF is proved to be bounded in mean square. Furthermore, the added coefficient of kernel function in DRCIF can improve the precision of state estimation, which is verified by numerical simulations.
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