In this study, a real world flow shop with a transportation restriction is regarded. This restriction reduces the set of feasible schedules even more than the no-buffer restrictions discussed in the literature in the case of limited storage. Still this problem is NP-hard. Since this scheduling problem is integrated in the usual hierarchical planning, the tardiness is minimised. Compared to even specific priority rule for this class of problems the suggested genetic algorithm delivers significant better results. The specific structure of this class of problems complicates the calculation of the performance criteria. This is solved by a simulation algorithm.
INTRODUCTION
Specific products are produced by special machines which are often grouped in a flow shop. They have to produce small batches with short response times, so scheduling algorithms are needed to ensure that under the constraint of a high average load of the flow shop, the due dates of the production orders are met. Nowadays, such special designed flow shops often have technological restrictions, which complicate the scheduling. For example in cell manufacturing, buffer could be non-existent due to limited space and storage facilities. So, in recent years, a considerable amount of interest has arisen in no-buffer (blocking) scheduling problems and in no-wait scheduling problems, with makespan as objective criteria. Often these production systems deliver products for other systems as well. Due to the hierarchical planning which is implemented in enterprise resource planning systems (ERP system) (see e.g. Jacobs et al. 2010) , the local completion times in one production system in many cases determine the earliest possible starting times in another production system. Thus, the delay of the operations in a production system has an impact on the effectivity of this coordination process. Therefore, tardiness is considered as objective criteria.
A REAL WORLD APPLICATION
The problem is a modification of a partly automated production line at Fiedler Andritz in Regensburg to produce filter (baskets) with a lot size of 1. All filters have unified constructions. They differ in varying heights of the baskets and there exist different designs. The production line consists of 4 stations which are shown in Figure 1 . Station 1 assembles 6 single batons (called consoles) on an assembly ground plate to a skeleton of a filter basket. Baton profiles are assembled into the provided slots of the filter basket skeletons. At the plunge station a wire coil is contrived in the device of a lining machine. The lining machine straightens the wire and inserts batons into the slots. To ensure stability, the span station installs span kernels in the case of outflow filter baskets and span belts in the case of inflow filter baskets. Then, the filter basket is lifted from the assembly ground plate and is transported to the welding station, at which the baton profiles are welded on the filter basket skeletons. The accomplished filter basket leaves the production line. Prior to this, the span medium is removed. An overhead travelling crane lifts a filter basket out of a station, transports it to the next station and inserts it directly in this station. This is just possible if this station is free. So, there is no buffer in the production line and each feasible schedule of jobs is a permutation of these jobs. Due to other operational issues the crane can just be moved if all stations are inactive. Since an operation cannot be interrupted, the transport has to be performed after the completion of all operations on the stations in the flow shop. Due to further operational issues this restriction has to be applied also for the first and the last station; note, that the crane loads S1 and unloads S4 as well. In summary, all stations are loaded and unloaded with filters during a common process and this process starts with the last station S4, followed by station S3, S2, until station S1 is reached. It is allowed that a station is empty; then this station is skipped (may be partially) in this process. There are 10 part types. Their different heights or designs causes different processing times which are listed in Table 1 . S2  S3  S4  P1  100,5  50  53,5  9  213  P2  256,5  50  53,5  9  369  P3  122  135  90  75  422  P4  256,5  50  267  9  582,5  P5  182  200  135,5  140  657,5  P6  100,5  300  53,5  300  754  P7  223  250  196  220  889  P8  223  250  206,5  220  899,5  P9  100,5  300  267  300  967,5  P10  256,5  300  267  300  1123,5 At the company's production site, the jobs for filters are generated by an SAP system and produced filters are stored before they are assembled into other products or sold directly to customers. Therefore, all jobs with a release date after the beginning of a period are released at the beginning of this period. One period consists of one day with three 8 hour shifts. For this investigation, sequences of jobs of filter types with lot size 1 are randomly generated for each period t by an generating algorithm which has been designed in accordance with the proceeding in (Russel et al. 1987 ) and in (Engell et al. 1994 ): An additional filter type F, released in period t, consumes capacity on each station during the time between t and its due date; the calculation for the capacity just uses the net processing time and does not regard the dependencies between the jobs (released so far). F is accepted as long as this consumed capacity on each station is below a maximal load level, otherwise it will be skipped to the next period. A maximal load level is an (intended) average load In reality at the company, there are large numbers of periods with a low number of late jobs and large numbers of periods with a high (or even very high) number of late jobs. To achieve a comparable situation for this investigations, due dates are determined in a way so that scheduling with the FIFO rule (first-in-firstout) causes a specific percentage of late jobs. The company confirmed that job sequences with 30%, 50%, 70% and 85% of late jobs by scheduling with the FIFO rule (called time pressure) are comparable to the ones which occurred in the real operation. As a result of the generating algorithm's calculations the mean difference between the due dates and the release dates are between 2 and 3,5 days with a standard deviation of 0,5 days. Andritz Fiedler has confirmed that such timeframes for processing jobs are representative.
The time needed for loading and unloading a station is negligible compared to the duration of the operation itself. In addition this task is independent from the allocation (or loading) of other stations and the required time is included in the duration of the operation.
The general scheduling problem consists of M stations and a pool of N jobs, which may change at any time, with known earliest possible starting times for release dates i a ( )
respectively. Also there is the duration i, j t of operation The time between two consecutive executions of the load process is determined by the maximum of the duration of the operations (including setup time) on the stations in the flow shop. This is called cycle time. This "load"-restriction, the no-buffer condition and the capacity of the stations are the main restrictions.
The no-buffer condition means a relaxation of the scheduling problem with the (above) "load"-restriction. Scheduling problems with the no-buffer are proven to be NP-hard in the strong sense for more than two stations; see e.g. (Hall and Sriskandarajah 1996) , which contains a good survey of such problems.
LITERATURE REVIEW
As mentioned earlier, the real application is close to the class of no-buffer (blocking) scheduling problems. Solutions for the no-buffer (blocking) scheduling problems are published in various papers. Most papers minimise makespan as the ones in the following review -later publications to minimise tardiness are reviewed. Thus, the following review explains a large spectrum of possible procedures. In (McCormick et al. 1989 ) a schedule is extended by a (unscheduled) job that leads to the minimum sum of blocking times on machines which is called profile fitting (PF). Often the starting point of an algorithm is the NEH algorithm presented in (Nawaz et al. 1983) , as it is the best constructive heuristic to minimize the makespan in the flow shop with blocking according to many papers, e.g. (Framinan et al. 2003) . Therefore, (Ronconi 2004 ) substituted the initial solution for the enumeration procedure of the NEH algorithm by a heuristic based on a makespan property proven in (Ronconi and Armentano 2001) as well as by the profile fitting (PF) of (McCormick et al. 1989) . (Ronconi 2005) used an elaborated lower bound to realise a branch-and-bound algorithm which becomes a heuristic since the CPU time of a run is limited. Also for minimising makespan, (Grabowski and Pempera 2007) realised and analysed a tabu search algorithm. As an alternative approach, (Wang and Tang 2012 ) have developed a discrete particle swarm optimisation algorithm. In order to diversify the population, a random velocity perturbation for each particle is integrated according to a probability controlled by the diversity of the current population. Again, based on the NEH algorithm, (Wang et al. 2011 ) described a harmony search algorithm. First, the jobs (i.e. a harmony vector) are ordered by their non-increasing position value in the harmony vector, called largest position value, to obtain a job permutation. A new NEH heuristic is developed on the reasonable premise that the jobs with less total processing times should be given higher priorities for the blocking flow shop scheduling with makespan criterion. This leads to an initial solution with higher quality. With special settings as a result of the mechanism of a harmony search algorithm, better results are achieved. Also (Ribas et al. 2011 ) presented an improved NEH-based heuristic and uses this as the initial solution procedure for their iterated greedy algorithm. A modified simulated annealing algorithm with a local search procedure is proposed by . For this, an approximate solution is generated using a priority rule specific to the nature of the blocking and a variant of the NEH-insert procedure. Again, based on the profile fitting (PF) approach of (McCormick et al. 1989) , (Pan and Wang 2012) addressed two simple constructive heuristics. Then, both heuristics and the profile fitting are combined with the NEH heuristic to three improved constructive heuristics. Their solutions are further improved by an insertionbased local search method. The resulting three composite heuristics are tested on the well-known flow shop benchmark of (Taillard 1993) , which is widely used as benchmark in the literature.
To the best of my knowledge, only a few studies investigate algorithms for the total tardiness objective (for flow shops with blocking). (Ronconi and Armentano 2001) have developed a lower bound which reduces the number of nodes in a branch-and-bound algorithm significantly. (Ronconi and Henriques 2009) described several versions of a local search. First, with the NEH algorithm, they explore specific characteristics of the problem. A more comprehensive local search is developed by a GRASP based (greedy randomized adaptive search procedure) search heuristic. There are just a few genetic algorithms with this performance criteria: for a no-wait flowshop scheduling problem one is published in (Chaudhry and Mahmood 2012) and for a flowshop with blocking one is published in (Januario et al. 2009 ).
GENETIC ALGORITHM
In the literature to scheduling problems each genetic algorithm has typically the following basic structure (s. Due to the load condition each feasible schedule is a permutation of jobs. So, this permutation can be used as a chromosome. Above all, the load restriction determines the allocation of each operation on a station during the execution of the (above) permutation of the jobs. This is simulated by an algorithm. So, a performance criteria as tardiness can be calculated. (Note: This concept can be extended to further restrictions -which are not covered by the representation of a schedule.)
Initial populations are generated either by accident or by a priority rule as well as standard heuristics for flow shop problems with a relatively low runtime. Implemented are many rules and concrete settings are said in chapter "experimental calibration of the genetic algorithm". The fitness of a chromosome i (F(i)) is the average tardiness of the jobs (i.e. the overall performance criteria) of the simulated permutation (schedule).
Possible selections are the fitness-proportional selection (or roulette wheel selection), the tournament and a specific percentage which is chosen accidently. With the fitness-proportional selection the probability P(i) of selecting the i-th chromosome is given by
with population P. In the tournament selection, n (a parameter) chromosomes of the actual population are accidently selected and the one with the best fitness comes in a new set P. This operation is repeated until a certain number of chromosomes are chosen. If m chromosomes have the best fitness, but just m' < m ones can put in the set than the m' ones are chosen by accident. A chromosome can be selected and chosen more than once. Then, P is the new population.
There are two classes of genetic operations: crossover and mutation. Crossover mixes two selected chromosomes of the current population to two chromosomes. It is applied with probability PC, which is usually high (> 0,6 is often recommended). Mutation changes the position of one or more orders (genes) in a single permutation (chromosome). It is applied with probability PM, which is usually small (often 0,01 < PM < 0,1 is recommended).
Some of the crossover operators described in (Werner 2013) are implemented, namely: order crossover (OX), cycle crossover (CX) and order based crossover (OBX). Also the mutation operators described in (Werner 2013) are implemented, namely: shift-mutation (also named as neighborhood or insertion neighbourhood), pairwise interchange neighborhood (also named as swap neighbourhood), API neighbourhood, and inversion neighbourhood; note: (Werner 2013 ) contains some theoretical results about mutation operators.
Formation of the new population is done by elite strategy: The best chromosome or a specific percentage of the best chromosomes is in the next population and all others are chosen by accident.
As stopping criteria a maximal number of iterationsi.e. generating of populations -, maximal runtime is available or after a percentage of the number of orders in a scheduling problem.
EXPERIMENTAL CALIBRATION OF THE GENETIC ALGORITHM
Prior to applying the genetic algorithm on the real world application, the parameters are chosen. For this, the genetic algorithm applied on some small generated test problems.
In order to use problems, which are comparable to the real world problem, 4 stations are being considered. The routings are created from a set of so called basis routings which are stated in table 2. The total net processing times of these basis routings covers the same range as the ones in the real world application. A concrete routing is created from one basis routing R, as routing 3 for example. The processing time for a station S, as station 2 for example, is created by a normal distribution whose mean value is the processing of S in R, also 200 minutes in the example, and the deviation is either 20% of the mean value (small deviation) or 75% of the mean value (large deviation); of course negative processing times are excluded -in both cases. The pool of orders is too small to effectively generate a part type sequence by the generating algorithm. Instead, the part types are generated by a uniform distribution, and the following three basic scenarios for the order release are randomly generated: all orders are realised in one, two or three periods, so that in each scenario the difference of the number of orders in the periods is at most onenote, that sometimes orders of previous periods are still in the production system. The number of orders vary between 8, 16 and 24.
The due dates were generated by a fix flow factor, so that under scheduling with FIFO the percentage of late jobs is 30%, 50%, 70% or 85% -resulting in By using the basis routings and a uniform distribution of the parts, station 3 is the bottleneck station, because the sum of all operation times at station 3 is greater than these sums at the other stations. Because of the way alternative processing times are being generated for the stations, the sequence of stations due to this criterion (the sum of all operation times at a station) can change. In the real application each station is a bottleneck in a significant portion of the periods over a large horizon, because the products are non-uniform distributed in the demand over a large horizon. In order to ensure a comparable situation, about 60000 are generated. From those 2880 are chosen, so that in around 15% of the experiments station 1 is a bottleneck station, in around 30% of the experiments station 2 is a bottleneck station, in around 25% of the experiments station 3 is a bottleneck station, and in around 30% of the experiments station 4 is a bottleneck station (and of course, the other conditions are still fulfilled).
Routing / part type 4  1  100  50  50  10  2  150  100  100  150  3  100  200  150  200  4  200  150  300  150  5  250  250  250  200  Sum of  operation times  800  750  850  710  Table 2 : Basis routings for the creation of scheduling problems in minutes
The parameters of the genetic algorithm are varied as follows:
• Population size: 5, 10, 20, 50, 100, 200, 400, 600, 800 and 1000.
• Selection: fitness-proportional selection, the tournament and accidently chosen a specific percentage. The parameter n in the tournament is 20%, 40% and 60% of the number of orders in a scheduling problem.
• Crossover: OX, CX and OBX.
• Crossover probability: 0.0, 0.1, 0.2, 0.3, 0.4 and 0.5.
• Mutation: shift-mutation, pairwise interchange neighborhood, API neighbourhood and inversion neighbourhood.
• Mutation probability: 0.0, 0.005, 0.01, 0.015, 0.02 and 0.03.
• Formation (elite strategy): the best chromosome or a specific percentage of the best chromosomes is in the next population and all others are chosen by accident. The percentage is: 5%, 10%, 15%, 20%, 30% and 40% of the number of orders in a scheduling problem.
• Stopping criteria: after 30%, 40%, 50% and 60% of the number of orders in a scheduling problem.
Initial population is generated either by accident or by one or more priority rules. Over the last decades, many priority rules are suggested and analysed and due to the dynamic environments in industrial practise, priority rule are still analysed in many studies on schedulingone example of a recent one is (El-Bouri 2012) -and they are often used in industrial practise. An investigation about priority rules to this real world application is presented by the author in (Herrmann 2013) . This investigation shows that the calculation of the processing time of an order, which is assigned to the flow shop next, is critical for the performance of the priority rule. The processing time depends on the next jobs on the flow shop. In (Herrmann 2013) it is shown that a calibration of such a tail is possible and with this constant tail the priority rules delivers often better results. Especially, the most successful priority rules benefits from this setting.
The following priority rules -as in (Engell et al. 1994) or (El-Bouri 2012) -are used. In the definition t is the current time, i f the due date of job i, i tt the total processing time of i, calculated with tail or as sum of operation times (net processing time) and a low value is always preferred -without the named exceptions:
• First in first out = i t , i t is the arrival time in queue in front of the flow shop and last in first out = i t , where a high value is preferred.
• Shortest processing time = i tt .
• Longest processing time = i tt ; here a high value is preferred.
• Earliest finishing time = i i t tt + .
• Earliest due date = i f is here identical with earliest operational due date (because only the first station is scheduled) and modified earliest due date = { } i i max t tt , f + .
• Since mean tardiness is most important these small experiments are just evaluated by this criterion.
An analysis of the schedules determined by the genetic algorithm shows in some cases that an improvement is achieved by an empty station. Especially in a rolling scheduling there occur cycles of orders in which at least one order starts in the next period and another starts in the previous period and often it is beneficial to split this cycle in 2; so an empty station occurs. The procedure of priority rules cause in such cases an empty station and outperforms the genetic algorithm even if the sequences of orders calculated by a priority rule is in the initial population. Technically, an empty station in the genetic algorithm is achieved by an artificial order i whose duration time on each station is zero and whose release date is less than the release dates of all normal jobs, so i can start immediately. By a huge due date of i, no tardiness occur; thus, there is no effect on the objective function. Of course, such an artificial order could be not only beneficial at the end of a period, but also in between; even with high workloads (or time pressure, respectively), which occurs in the following experiments quite often. A preliminary study shows that 12 such artificial orders are sufficient for all experiments; also for the ones with the real word application.
The experiments shown that fitness-proportional selection outperforms tournament selection. In any case it is very beneficial that 20% of the best chromosomes survive by elite strategy. The population size has a large impact on the performance. An increase of the above named numbers until 400 causes a decrease, at the beginning a significant decrease, of the mean tardiness. A further increase (from 400) causes a (moderate) increase of the mean tardiness. An initial population of chromosomes generated by one or more priority rules is outperformed by a population of accidentally generated chromosomes. Such an initial population is improved by a mixture of both ways of determining an initial population. The best results are achieved by 15 copies of a chromosome generated by a single priority rule in the initial population. This is executed for each of the above mentioned priority rules. Calculating the processing time via a fix tail is better than using the net processing time. In addition, a sequence of orders is determined by the NEH heuristic with mean tardiness as objective function and for presorting the list of orders each of the above named priority rules are used. Then, the initial population is filled up with accidentally generated chromosomes.
A major impact has the probability of crossover and mutation. As reported in other publications as well a high crossover probability is beneficial. The best mean tardiness is achieved by a probability of 0,9; it may be noted that the results by a probability of 0,4 is 4,4% above and by a probability of 0,4 it is 13,4% above. Compared to this the impact of the mutation probability is less important. The best value is achieved by a low probability of 0,005 which is just 0,74% better than the one by a probability of 0,02. These values are measured for the order crossover operator and the inversion neighbourhood mutation operator. This combination of operators (for crossover and mutation) delivers also for other probabilities (of these two operators) the best mean tardiness.
In any case a large number of iterations is beneficial, because with the elite strategy very good solutions survive over the generations. A stopping after 30% of the number of orders in a scheduling problem delivers nearly in the all cases the smallest mean tardiness.
COMPUTATIONAL RESULTS
The real world application is simulated for the sequence of orders explained in section 2. If an assignment of an operation on the first station ends in the next period t, the orders of period (t+)1 is realised, so that the orders of the periods t and (t+1) are known. Average tardiness ( ) Mean   T and standard deviation of the tardiness ( ) T σ reach a steady state by a simulation horizon of 5000 periods.
Due to the results published in (Herrmann 2013 ) genetic algorithm (GA) with the parameter setting due to the above calibration is compared to the results of the best priority rules, which are RR and RM local. The results shown in Table 3 are average objective values relative to the solutions of GA set to 100%; thus, e.g., the solutions generated by RR rule for time pressure 30% were about 51% above GA on the average. The genetic algorithm outperforms the priority rules significantly. At the company site the benefit would even much higher, because their scheduling procedure is much simpler (than these priority rules).
Without the exception of the priority rules for generating chromosomes for the initial population, just standard operators are used in the genetic algorithm. A first analysis of optimal schedules of the above test problem shows that, for example, outliers in the cycle times are avoided, but priority rules have them often. It could be beneficial to have chromosomes with such a property in a (initial) population and operators who use them.
CONCLUSIONS
This paper presents a real world flow shop scheduling problem with more restrictive restrictions than the ones normally regarded in literature. Despite of standard operators in the genetic algorithm of this publication, it outperforms the improved priority rules in (Herrmann 2013) substantially. A further improvement seems to be possible by integrating specific properties of very good schedules, especially in the operators.
More technical restrictions in companies occur by limited resources, like the available number of coils or assembly ground plates, and workers for the manual tasks causes other schedules to be optimal or at least very good. Such requirements are also left to future investigations.
