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Abstract. Evolutionary algorithms have been applied to a wide variety
of domains with successful results, supported by the increase of compu-
tational resources. One of such domains is segmentation, the representa-
tion of a given curve by means of a series of linear models minimizing the
representation error. This work analyzes the impact of the initialization
method on the performance of a multiobjective evolutionary algorithm
for this segmentation domain, comparing a random initialization with
two different approaches introducing domain knowledge: a hybrid ap-
proach based on the application of a local search method and a novel
method based on the analysis of the Pareto Front structure.
Keywords: Initialization, Segmentation, Evolution Strategies, Multiob-
jective Optimization, Memetic algorithms.
1 Introduction
Evolutionary algorithms are a versatile tool to deal with a huge variety of prob-
lem domains [1], being convergence speed one of their known issues. Hybridiza-
tion of intelligent systems [6] to overcome their handicaps is one of the most
important trends in artificial intelligence, with applications in fields as diverse
as robotics, dimensionality reduction, reasoning methods or multiobjective op-
timization [5]. Hybrid applications of evolutionary algorithms combine their ex-
ploratory capabilities with the information exploitation provided by local search
procedures, being also known as memetic algorithms [12].
The initialization of the population in evolutionary algorithms has been con-
sidered as a key operator for the final quality of the result and the computational
cost required to obtain that result [2]. The most popular initialization process
consists in a random initialization of the values for the chosen representation.
This procedure aims to maximize the coverage of the search space and, thus,
the exploration capabilities of the algorithm. Different alternatives have been
considered to improve this behavior, such as novel general alternative initializa-
tion strategies [14], reuse of previous solutions [15] or the introduction of specific
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domain information [3]. In general, default initialization processes are designed
to provide a reasonable performance over a wide series of problems, but the
injection of additional information may help to improve that performance over
specific problem instances (following the no-free-lunch theorem [18]).
Segmentation problems are based on the division of a given curve in a set
of n segments (being each of these segments represented by a linear model,
which points to another common naming convention for this process: piecewise
linear representation, PLR) minimizing the representation error. This issue has
been faced from several perspectives, such as time series segmentation [11] or
polygonal approximation [16], leading to different algorithms (some of which are
closely related). Regarding evolutionary algorithms, they have been applied to
this issue using different specific operators and focuses [19,9]. Multi-objective
evolutionary algorithms optimize several objectives that may be in conflict with
each other at the same time [4], and have been also applied to segmentation
issues [7], dealing with the number of segments and representation error of given
solutions to provide a Pareto Front of non-dominated solutions.
This paper analyzes the effect of different initialization methods on a multi-
objective approach for the segmentation issue. The default random initialization
method is compared with different alternatives, based on local search information
exploitation (according to similar hybridization principles to the ones used by
memetic algorithms, but applied to population initialization) or on the analysis
of the Pareto front and its relationship to the input variables.
The work is organized as follows: the second section introduces the formal-
ization of the segmentation issue as a multiobjective problem, along with an
evolutionary approach to solve it. The third section covers three different initial-
ization procedures, highlighting their characteristics and differences, while the
fourth presents the used dataset, along with the results obtained for the tech-
niques covered in the previous section. Finally, the conclusions obtained from
these results are presented, along with possible future lines.
2 Segmentation Formalization
A segmentation process divides a series of data into a certain number of
individual segments according to a model (or set of models) minimizing the
representation error. This work is focused on PLR segmentation (or polygonal
approximation) which uses linear models for this approach. This process can
also be seen as the search of the individual points which minimize the overall
approximation error. These points are usually called dominant points. A possible
formalization for this process is presented in equation 1.
S(T ) = {Bm} → Bm = {xk}j ∈ [kmin...kmax]m ∈ [1...segnum]
min
max
fquality({Bm})
(1)
where T is the original data, S(T) is the segmentation process, Bm is a given
resultant segment from that process and fquality is the used quality function.
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Depending on the definition of this quality function, the objective may be to
minimize or maximize this function. The quality of a segmentation process is
traditionally determined by the following criteria [11]:
1. Minimizing the overall representation error (total error)
2. Minimizing the number of segments such that the representation error is less
than a certain value (max segment error)
3. Minimizing the number of segments so that the total representation error
does not exceed total error
The previous considerations introduce several interesting facts. First of all, the
quality of a segmentation process depends on several objectives in conflict: min-
imizing the number of required segments while minimizing the representation
error. Secondly, the configuration of such processes can be problem dependent
due to the required parameters (total error and max segment error) and, thus,
a general technique may be hard to apply to a set of problem instances with con-
sistent results. The consideration for the measurement of several objectives in
conflict to test the quality of a segmentation process was faced in [8] with the
use of multiobjective quality indicators [20]. Given the multiobjective nature of
this process, in [7] the segmentation issue was formalized according to equation
2, which explicitly presents this nature.
S(T ) = {Bm} → Bm = {xk}j ∈ [kmin...kmax]m ∈ [1...segnum]{
d(S(T ), T ) ≤ totalerror
∀m, d(fap(Bm), Bm) ≤ max segment error
(2)
where d(x, y) is a distance error function between segments x and y and
fap(x), which is the approximation function result over segment x. According to
the traditional criteria, total error and max segment error represent certain
constrains which are required by certain segmentation algorithms in order to
determine whether they must be stopped [11]. It must be noted that these char-
acteristics may change abruptly among different problem instances, even though
they may be used to constrain the search process of the evolutionary approach.
Since these parameters are not strictly required and their choice is neither trivial
nor problem independent, they have been excluded from the presented approach
to provide a more focused discussion.
In [7] the proposed codification is based on integer values representing the
dominant points of the segmentation process (the edges of the segments which
the data is divided into). This representation was introduced in order to preserve
the importance of the different dominant points obtained during the evolutionary
process, but also implied an increase over the size of the search space when
compared to a more commonly used genetic codification [19]. This codification
formalizes a representation where each chromosome has a size equal to the length
of the data being analyzed, and each gene represents whether that particular
position is considered a dominant point. This codification is the one followed in
the current approach, due to its reduced search space.
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Several error functions may be used as well. Two different fitness functions
used in evolutionary approaches to segmentation are the maximum error function
(equation 3) and the integral squared error function (equation 4). This last option
is the one followed in this work.
E∞(α) = max
1≤i≤n
ei(α) (3)
E2(α) =
n∑
i=1
[ei(α)]
2 (4)
The remaining operators are chosen according to standard values: bit-flip mu-
tation, 1-point crossover and binary tournament selection. The crossover proba-
bility used is 0.9 and the mutation probability is 1/length. These operators are
not problem specific (nor their associated probabilities), differing from some of
the single objective approaches available. The general multiobjective algorithm
chosen is SPEA2 [21], which introduces an archive to keep track of the best
solutions found during the evolutionary cycles of the different generations. In
this problem it is crucial to preserve non-dominated solutions found at different
points of the evolutionary cycle, leading to the choice of this algorithm along
with an archive size equal to the length of the problem instance being solved, in
order to be able to, ideally, store one non-dominated solution for each of the dif-
ferent possible representations regarding their number of dominant points, while
the chosen population size will be 100 individuals.
3 Population Initialization
Convergence speed is a constant issue in evolutionary computation, and it has
been approached with modifications in the different involved processes:
crossover, mutation, selection, etc. Initialization procedures have received a re-
duced amount of interest from the research community, generally assuming that
the overall impact over the performance of the algorithm is lower. Most genetic
algorithms use a default bitstring uniform initialization procedure, assigning
values of 0 or 1 to every bit for each individual in the population, obtaining a
uniform population regarding the binary space, which also exhibits the maximal
bit-wise diversity [10]. However, early research showed that this may not be the
optimal initialization procedure for specific domains, such as inverse problems in
Structural Mechanics [17], where the solutions were known to contain far more
0’s than 1’s.
General approaches have to provide a trade-off between the improved initial
population obtained and the cost of the process. Such a discussion is carried out
in [14], where opposition-based and quasi-random [13] initialization methods are
compared, highlighting the computational issues and dimensionality effective-
ness. In [15] the reuse of previous solutions in terms of population initialization
is considered for the application of evolutionary algorithms to dynamic environ-
ments, but the established principles can be used for static environments where
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an approximation to the solution is known (or can be calculated, as in the local
search based method compared in this work). Finally, domain specific approaches
introduce characteristics from the faced problem in order to include a seeding
in the initial population which can improve the overall results. In [3] such an
approach is studied for the timetabling problem, where heuristic individuals go
through some randomization process in order to generate the initial population,
presenting a discussion of the diversity effect of such a process over the final
outcome of the algorithm.
Three different initialization procedures will be compared for the presented
problem: default (bitstring uniform), uniform (in terms of Pareto front) and
local search. Default initialization assigns a 50% chance of becoming a domi-
nant point to each point in the original data. According to that probability, this
method generates an initial population which, in the number of segments objec-
tive function, is centered around 1/2 of the number of original elements in the
data. Being this objective also closely related to the representation error, this
generates a poor diversity on the number of segments (or, similarly, the number
dominant points), which also implies a poor diversity on the covered range of
approximation errors.
Even though default initialization produces the maximal bit-wise diversity,
a poor one is obtained in the resultant Pareto front. Since multiobjective opti-
mization seeks the Optimal Pareto Set in the variable space and its associated
Optimal Pareto Front in the objective space (the set of solutions where one
solution objective function value cannot be improved unless another objection
function value is degraded [4]), this may not be the optimal strategy. Uniform
initialization tries to ensure the diversity of the front obtained. To achieve this
task, each individual is generated according to a number of random dominant
points, which are then included into the chromosome at random gene positions.
This generates a population which is spread along the dominant points objective,
obtaining as well a good diversity over the representation error objective func-
tion. Related to the initialization approaches presented at the beginning of this
section, this approach is general (in terms of exploiting the Pareto front diversity
in the initial population) but uses a domain specific procedure to produce the
front with a very low computational cost.
Local search initialization is a heuristic seeding approach using bottom-up
segmentation [11] to introduce good individuals into the initial population, a
technique which is claimed to obtain comparatively better results than other
offline alternatives. This algorithm creates the finest possible approximation of
the time series, dividing it into n-1 (where n is the number of points in the time
series) segments of length value 2. Afterwards, the cost of merging each pair
of adjacent segments is calculated and, if the merge with the lowest cost has
an error bellow the user defined value, the segments are merged. The process
continues until no pair of adjacent segments can be merged with an acceptable
error value. It is important to notice that in every step of the algorithm the
costs of the adjacent segments to the merged one in the previous step must be
updated.
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Fig. 1. Initial Pareto front comparison for the three presented methods (leaf curve)
One of the difficulties arising in the application of these single objective pro-
cedures is that, in order to obtain a certain number of different individuals to
be introduced into the initial population, there is a lack of direct control over
the objective functions values. This may require several executions to obtain a
single individual which can be introduced into the population, thus increasing
the overall computational cost. On the other hand, unlike other presented alter-
natives in the literature ([3]) different individuals are obtained with the different
configuration parameters directly from the heuristic technique, eliminating the
requirement for additional randomization processes.
Figure 1 presents the non-dominated solutions obtained in an initial popu-
lation of 100 individuals generated with the default method and the proposed
approach based on the diversity in the objective space, along with a Pareto front
composed from ten solutions obtained with different runs of the detailed single-
objective algorithm. As expected, the range in the objective functions covered
by the default initialization is very limited compared to the one which focuses on
objective function diversity. The number of non-dominated individuals generated
is clearly inferior to those in the uniform approach as well, obtaining an initial
population which, even though it is composed of the same number of individuals,
provides the algorithm with less valuable information (Pareto front individuals).
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Local search initialization provides individuals which are clearly superior to the
ones randomly initialized (by either of the alternative procedures), but their
range is limited compared to the ones performed by uniform initialization.
4 Experimental Validation
Along with the performance of the presented initialization methods, current ex-
perimental validation will try to determine whether the inclusion of local search
individuals in the population generated by either of the alternative methods
improves its results. Three commonly used curves from the polygonal approx-
imation domain are introduced into the data set: chromosome, semicircle and
leaf, presented in figure 2. For the validation of the performance of the differ-
ent initialization methods, 30 runs of every configuration have been performed,
the unary hypervolume [20] of the resultant Pareto Front calculated for each
of the alternatives (both for the initial and final populations), and the differ-
ence between the different pairings calculated. Afterwards, a t-test is carried out
to determine the statistical significance of the obtained results. The reference
front used for the hypervolume computation is obtained with a uniform initial-
ization procedure and a population size of 1000 individuals left to run for 2000
generations.
The representation of the initial population Pareto fronts for the three curves
in the dataset are presented in figures 1 (leaf), 3 (chromosome) and 4 (semicircle).
Graphically these figures show several interesting facts regarding the proposed
initialization: assuming that the heuristic seeding provided by the local search
technique provides good solutions in terms of objective functions values and di-
versity, the comparison with the default process shows that bitstring uniform
populations may provide good (figure 3) or very bad solutions (figure 1), being
this quality problem dependent (determined by whether the solutions around
50% dominnant points are meaningful or not for the final Pareto front), dis-
encouraging the use of this technique for an unknown problem instance. On
the other hand, the initial populations provided by the uniform method exhibit
for all the different dataset instances Pareto fronts with a very good diversity
over the two objectives, being thus applicable to new unknown instances with a
certain guarantee over the quality of the initial population’s Pareto front.
(a) Chromosome curve (b) Leaf curve (c) Semicircle curve
Fig. 2. Curves included in the data set
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Table 1. Initial populations comparison
Chromosome curve
Default L.S. Uniform Unif. + l.s. Def. + l.s.
Mean Std Mean Mean Std Mean Std Mean Std
4.47E-01 4.39E-02 8.59E-01 9.54E-01 7.52E-03 9.60E-01 6.82E-03 8.59E-01 9.94E-07
Leaf curve
1,66E-01 3,22E-02 7,45E-01 9,62E-01 1,99E-02 9,63E-01 1,99E-02 7,45E-01 3,39E-16
Semicircle curve
2,80E-01 5,21E-02 8,08E-01 9,50E-01 2,42E-02 9,51E-01 2,42E-02 8,08E-01 4,52E-16
Table 2. Final populations comparison
Chromosome curve
Default Uniform Unif. + l.s. Def. + l.s.
Mean Std Mean Std Mean Std Mean Std
9,41E-01 2,97E-02 9,67E-01 1,07E-04 9,66E-01 4,70E-03 9,67E-01 1,07E-04
Leaf curve
7,77E-01 4,76E-02 9,79E-01 3,55E-03 9,76E-01 1,20E-02 9,77E-01 7,58E-03
Semicircle curve
8,46E-01 4,06E-02 9,75E-01 5,27E-03 9,76E-01 3,08E-03 9,77E-01 3,39E-04
The hypervolume results obtained for the three different curves are presented
in tables 1 and 2, while the statistical significance results over those values are
presented in table 3. The initial populations comparison does not provide a
standard deviation value for the local search initialization, since each of the runs
starts with the exact same initial population. In final populations, no results for
local search are provided, since, as will be detailed, the populations obtained
by local search dominate those created by a default initialization process, pro-
viding the same final results (disregarding the stochastic nature of evolutionary
approaches) in local search and local search plus default initialization configu-
rations (being these results included under this last heading).
The test results presented in table 3 are obtained from the final populations,
since all the differences in the initial ones were statistically significant. The re-
sults show that uniform initialization yields better performance of the algorithm
compared to any of the remaining alternatives, and also that the addition of
local search individuals to its initial population does not improve its results (in
the final outcome of the algorithm). However, local search use does improve (for
the two harder problem instances, lead and semicircle) the default initialization
performance.
The initial populations provided by the different runs of a default initialization
procedure become, in general, fully dominated by the individuals introduced by
the local search (results in table 1 for local search and local search plus default
individuals are the same). The impact of the local search procedures is related
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Fig. 3. Initial Pareto front comparison for the chromosome curve
to the quality of its results compared to the optimal Pareto front and the cost of
their computation. As presented in table 3, the heuristic seeding does improve the
results of the bitstring random initialization process (in two of the three curves in
the dataset), but also requires a computational cost to obtain those individuals.
As previously explained, obtaining n individuals for this initial population by
means of the local search procedure may require more than n executions of this
algorithm, and this cost may be even higher if certain diversity is required in
those heuristic individuals.
Uniform initialization provides a higher range of objective function values
to its individuals (which are graphically represented by the initial and final
”tails” of the Pareto front), which provides additional non-dominated individuals
to the algorithm and allowing it to obtain better final solutions, as seen in
Table 3. Statistical significance test
Curve Def/l.s. Def./Unif. Unif./l.s. Unif./Unif. + l.s. Def./Def. + l.s.
Chromosome No Yes Yes No No
Leaf Yes Yes Yes No Yes
Semicircle Yes Yes Yes No Yes
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Fig. 4. Initial Pareto front comparison for the semicircle curve
table 3. This shows the importance of the diversity in terms of objective space,
which cannot be obtained with the default bitstring random initialization. Even
though there is no general technique to be able to obtain this diversity in the
objective space for a general problem, the presented technique allows to do so
in the segmentation domain with a very low computational cost (similar to that
of the default initialization process) being clearly superior to the considered
alternatives.
5 Conclusions
This work has presented the importance of initialization for evolutionary ap-
proaches, particularly for the segmentation issue. A common approach to include
domain information into an evolutionary approach is to perform a hybridization
including some local search step, which involves a considerable computational
cost but aims to accelerate the exploitation step of the search, with the possible
degradation of exploration capabilities. An overview of different initialization
approaches is presented, and a comparison among three different possibilities is
carried out: random initialization, a hybrid initialization including individuals
obtained by means of a local search based procedure and a uniform approach
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based on the analysis of the Pareto Front shape in order to obtain an initial
population focused on the diversity of individuals in the objective space. This
uniform approach yields a performance not only better than the one provided
by default initialization, but also superior to the one provided by a local search
based initial population. The addition of local search individuals to an initial
population generated by the uniform approach showed no statistically signifi-
cant improvements in the outcome of the algorithm.
The measured improved performance comes from the amount of valuable in-
formation contained in the Pareto Front obtained: the increased covered ranges
of objective function values by the individuals in the initial population provide a
higher number of non-dominated individuals, which allows a better final perfor-
mance of the algorithm, highlighting the importance of diversity in the objective
space rather than the decision variables space. Future lines of this work include
the inclusion of local search procedures at different steps of the evolutionary algo-
rithm, additional research on initial population creation methods and the study
of the applicability of these techniques to different multiobjective problems.
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