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Abstract
In this study the feasibility and limitations of speaker adaptation in improving the
performance of a fixed (speaker-independent) automatic speech recognition system are
examined. A fixed vocabulary of 55 [CVd] syllables is used in the recognition sys-
tem, where C is one of eleven stops and fricatives [p], [t], [k], [b], [d], [g], [f], [s],
[s], [v], and [z], and V is one of 5 tense vowels [i], [e], [a], [o], and [u]. In the
recognition of the [CV] syllable a highly interactive computer system is employed. The
experiments were conducted in the computer room (where the signal-to-noise ratio
rarely exceeded 25 dB) with the subject speaking on-line into a directional microphone
whose output was amplified, sampled, and stored in the computer memory. The
sampled speech waveform served as a source for playback and as raw data for anal-
ysis and recognition. The recognized [CV] syllable was displayed on a cathode-ray
tube.
The results of the experiment on speaker adaptation, performed with 6 male and
6 female adult speakers, show that speakers can learn to change their articulations to
improve recognition scores. The initial average error rate was 18. 3%. As a result
of the experiment it was predicted that the average error rate could decrease to 2. 3%.
The preliminary results also indicate that most of the necessary adaptation can be
achieved in a relatively short time, provided the speakers are instructed about how to
change their articulations to produce the desired effects. Several methods of changes
in articulation were found useful, for example, lip rounding, diphthongization,
deliberate efforts at voicing and/or frication. Errors between nonlabials were the
most difficult to correct by changes in articulation.
The recognition scheme is based on the extraction of several acoustic features
from the speech signal. This is accomplished by a hierarchy of decisions made on
carefully selected parameters that are computed from a spectral description of the
speech signal by means of a set of energoids (energy centroids), each energoid repre-
senting the center of energy concentration in a particular spectral energy band. Short-
time spectra were obtained either from a bank of 36 bandpass filters covering the
range 150-7025 Hz, or by directly computing the Fast Fourier Transform of portions
of the sampled speech signal.
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I. INTRODUCTION
In spite of the many methods now at his disposal, man still depends on speech for
most of his everyday communication with other humans. This is not surprising because
it is relatively easy for man to produce and perceive speech, even as a child. One of
the reasons for the ease of speech communication between humans may be that man is
born with the predisposition to manipulate patterns, symbols, and features such as
those in speech, and to create rules that govern these manipulations (Keyser and
Hallel). This attribute of man does not seem to extend, in its fullest manifestations,
to other living beings. It is possible to train certain animals to produce and to respond
to a very limited set of speech words, but it appears that it is not possible for those
animals to deduce relationships or create rules that would help them perceive new utter-
ances or produce the already learned words in some ordered fashion (so as to form
very simple phrases, for example). The limitations seem to lie both in their articula-
tory and perceptual mechanisms.
Ever since the advent of the electronic digital computer man has been trying to
improve his means of communication with "the machine." This is the well-known prob-
lem of input-output, how to make it faster, more efficient and meaningful. From punch
cards to on-line typewriters, to graphical displays, there is an unending search for bet-
ter communication. Why not, then, a speech interface with the machine ?
A man-machine interface would require the machine to produce and "perceive"
speech sounds. Basically, the machine is capable of storing information and performing
certain mathematical and logical operations on that information in a manner that is pre-
cisely specified by an algorithm. Such an algorithm is ordinarily supplied by the user,
and the performance of the machine is dependent almost entirely on the algorithm sup-
plied to it. If the machine is to be able to produce and perceive or simply recognize
speech sounds, it is the human, the user, who must specify the exact algorithms based
on his knowledge of his own speech production and perception mechanisms. In man-
animal speech communication the limitations are mainly those of the animals. In man-
machine speech communication, however, the greatest limitation seems to be the
human's knowledge of his own perceptual mechanisms. Recent speech perception the-
ories provide for closely related processes of speech production and speech perception
with certain components and operations that are common to both (Halle and Stevens,Z
Liberman et al. ,3 review articles by Stevens and House, 4 and by Lindgren 5' 6).
At present, any man-machine speech interface can only be of a very elementary
nature. Although machine generation of intelligible speech has become a reality, the
machine recognition of speech is still in its most elementary stages and has been
restricted mainly to a small set of isolated words or phrases spoken by a very
limited number of speakers. The auditory perceptual mechanism operates at several
hierarchical levels simultaneously, including the phonetic, morphemic, syntactic, and
semantic levels, all of which are closely related. It is at the phonetic level that most of
1
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the recent research has been directed, although there has been a considerable effort to
study speech perception at the other levels also. As a result, most of the speech-
recognition systems developed during the last two decades have worked at the acoustic
and phonetic levels of speech recognition. Comprehensive surveys of attempts before
1968 may be found in Flanagan,7 Lindgren, 5 ' 6 and Hyde8; more recent attempts are
those of Bobrow and Klatt 9 and Medress. 10
Human speech communication is highly interactive. Therefore, it would be desir-
able to include some form of interaction in a man-machine speech interface. The
ideal interaction would include adaptation by both the machine and the speaker. The
problem of machine adaptation and learning forms a major area of research in artificial
intelligence today, although a relatively small but increasing effort is devoted to
speech. On the other hand, the problem of speaker adaptation to a particular recogni-
tion system or machine has received even less attention. This is surprising, since
the human is known to adapt himself rather well to changing conditions and complicated
tasks.
Almost all of the previous attempts at automatic speech recognition used the human
simply as an input device that is capable of producing strings of acoustic (speech)
waveforms to be recognized by the machine. There was always an attempt to adapt the
machine to the speech of the human, but there was no deliberate attempt to adapt
the human to the machine. If we speak in order that we may be understood, then should
we not take into consideration the object of our speech? After all, when we speak
to little children do we not adapt our speech in order that they might understand us
better? Then, it seems reasonable that the human speaker should try to adapt his
speech to the machine just as the machine is made to adapt its procedures to fit
the speech of a particular speaker.
During the past decade it has become fashionable to talk about the "single-speaker
approach" to automatic speech recognition. The recognition system is initially
designed to recognize the speech of one particular speaker. In order to recognize
the speech of a new speaker the system adapts its parameter values to the new speaker.
This adaptation is often referred to as "tuning in" or "speaker normalization." In
principle, this approach should lead to good recognition results. And it would, provided
the parameters are well chosen. For the parameters to be well chosen, however,
one must examine the speech characteristics of several speakers. That will ensure
that the parameters are significant for a wide range of speakers. This is what
might be called the "multispeaker approach" to automatic speech recognition. Here, the
recognition system design is based on parameters that are applicable to many speakers.
Then, during recognition, the system adapts its parameter values to each speaker.
The recognition system in this report is designed with the use of the multispeaker
approach. The system is essentially fixed and does not adapt to each speaker; i. e.,
there is no speaker normalization. The reasons for this lie in the objectives of this
work, which are the following.
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1. To test the feasibility of a very limited speaker-independent speech recognition
system.
2. To find out the degrees of speaker-independence of different speech parameters.
This would give an indication of which measurements are more reliable.
3. To see if speakers can help improve the performance of a particular recogni-
tion system by properly adapting their articulations without significantly affecting the
human perception of the utterances.
How well a speaker can adapt or change his articulation to effect a certain change in
the acoustic output is still not very well understood. For steady-state vowels and
consonants there is evidence that significant changes in articulation do not always pro-
duce a correspondingly significant change in the acoustic output (Stevens ). The
extent to which a speaker can modify the acoustic output during the transitions is not
known, however. It is worth noticing that much of the information necessary for recog-
nition lies in the transitional segments of speech, especially for the stop consonants,
the nasals and the glides, when followed by vowels.
In Section II automatic speech recognition is discussed as a problem in pattern recog-
nition, and feature extraction is argued as the principal tool that should be used in
speech recognition. Section III goes through the rationale for the choice of the particu-
lar recognition problem and the associated methods of analysis. In Section IV there
is a discussion of the acoustic correlates for the different vowel and consonant fea-
tures that were analyzed using the methods of analysis described in Section III. The
details of the recognition system are described in Section V. The performance
results of the recognition system and of speaker adaptation to the system are reported
in Section VI. Different methods of changes in articulation are also discussed.
The reader might wish to skip Sections IV and V on the first reading of this report.
The detailed nature of these two sections might obscure the main thrust of the report,
which is that of speaker adaptation.
3
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II. PATTERN RECOGNITION OF SPEECH
Every spoken word can be considered as a two-dimensional pattern (amplitude vs
time: time waveform), as a three-dimensional pattern (amplitude vs frequency vs
time: spectrogram) after appropriate frequency analysis, or as any n-dimensional pat-
tern that might result from a transformation applied to the time waveform. In each
case, the problem of speech recognition can be viewed as a problem in pattern
recognition. This view does not in any way change the character of the problem at hand,
but it does tie the problem of speech recognition to other pattern-recognition prob-
lems, although admittedly this tie is just as loose and as general as that among many
other pattern-recognition problems.
Among other definitions, pattern recognition comprises "the detection, perception,
or recognition of any kind of regularity or relation between things. Both things and
the relations between them are patterns ... Indeed, the recognition even of things
requires some formulation of the abstract structure that characterizes them, which is
already a formulation of the relations between their identifiable parts" (Kolers and
Eden l). The problem of pattern recognition, then, is (i) to classify things and
relations into patterns or pattern classes; (ii) given a pattern, to abstract the corre-
sponding pattern class.
In a recent paper, Nagyl3 reviewed the state of the art in pattern recognition. Of
the several methods discussed feature extraction seems to be the one appropriate
for speech recognition. In feature extraction, according to Nagy, "one attempts to
transform the sample space in such a manner that the members of each class exhibit
less variability and the relative separation between the classes is increased, thus
allowing the use of a simpler decision mechanism ... ." The invariance of a human's
perception of the same word uttered by several speakers is an indication that this
invariance must, in part, exist somewhere in the acoustic signal. A quick look at
the different acoustic manifestations of the same word shows, however, that the
invariance is by no means apparent; it must, somehow, be extracted from the acoustic
signal. Furthermore, the acoustic signal does not always supply all the necessary
information for the detection of that invariance. The human listener takes an active part
in supplying some of the missing information. The words of Cherryl4 concerning
human recognition in general are appropriate: "For human recognition is a psycho-
physiological problem, involving a relationship between a person and a physical stimu-
lus; it is a phenomenon which can scarcely be explained solely in terms of properties
of the object or pattern alone." It is not surprising to see that pattern-recognition
schemes that employed brute-force template matching of multidimensional patterns
have met with very limited success. The large variance and dimensionality of the
acoustic speech signal have frustrated all attempts to automatically recognize speech
by template matching of spectrographic patterns, for example. Such methods neg-
lect the fact that the information in the speech signal is highly redundant. If the
4
redundancy in speech is ignored, then according to Shannon's formula, a channel capac-
ity of up to 166, 000 bits/sec (10-kHz bandwidth and a 50-dB signal-to-noise ratio) is
needed to process that information. On the other hand, the human's ability to pro-
cess information is very limited. Several experiments have been conducted to assess
man's informational capacity and, according to Flanagan, "None of the experiments
show the human to be capable of processing information at rates greater than the order
of 50 bits/sec." Some have maintained that "for sustained communication beyond a
few seconds the practicable rates for most human activities have been closer to 10 bits
per second than to 40" (Karlin and Alexander16). Since speech is produced and
intended to be perceived by humans, it seems reasonable to assume that the infor-
mation content in speech is closer to, and most probably less than, 50 bits/sec rather
than 166, 000 bits/sec. Our knowledge of how humans achieve this enormous reduc-
tion in information is still very limited. Needless to say, whatever knowledge is at
hand ought to be helpful and should be employed in developing automatic recognition
systems. There has been much evidence on the linguistic, articulatory, and percep-
tual levels for the existence of certain invariant distinctive features in speech (Jakobson,
Fant, and Halle, 1 7 Chomsky and Halle, 1 8 and Wickelgren19 ). These features have
been hypothesized at several levels of language. Most of the studies thus far have con-
centrated on the phonetic level. The acoustic correlates of many phonetic features
are currently under study. (See Section IV for a limited exposition of the acoustic cor-
relates of some of those features.)
The purpose of this discussion has been to indicate that feature extraction should
indeed be helpful in automatic speech recognition. It is this writer's opinion that suc-
cessful, moderately ambitious recognition systems will have to depend on a hierarchy
of decisions based on the extraction of several features from the speech signal. No
complicated mathematical classification techniques can obviate the necessity for such
feature extraction. Classification techniques should serve as an aid rather than a
substitute for feature extraction. A brief review of some of the automatic speech recog-
nition systems employing some form of feature extraction is presented here.
Perhaps the first speech-recognition system using feature extraction methods was
the electronically implemented automatic speech recognizer designed by Wiren and
Stubbs.20 Their system was based on the idea of distinctive features of Jakobson, Fant,
and Halle,17 and it functioned well for vowels in short words spoken by 21 speakers.
Most of the features used were those of manner (e. g., voicing) rather than place of
articulation.
As more was known about the acoustic correlates of place of articulation, speech
recognition systems were developed using this information. The systems were either
electronically implemented or simulated on an electronic digital computer. Martin,
Nelson, and Zadell2 1 ' 22 attempted the recognition of several consonants and vowels
in [CVd] syllables in real time using a bank of broad bandpass filters that simulate
the auditory nerve in some fashion. According to their findings: "The features that are
5
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more invariant and more easily abstracted by machine are the spectral regions of
increasing and decreasing energy." With six male speakers the recognition scores were
best for fricatives and worst for stops.
In 1965, Hughes and Hemdal23 published a report on a computer recognition sys-
tem for vowels in isolated words using four distinctive features. They used the single-
speaker approach. For a single speaker they obtained results comparable with human
performance.
Gold's word-recognition computer program attempted the recognition of 54 prac-
tically oriented English words. 2 4 A segmentation procedure was developed which
depended on changes in energy level, voicing and over-all spectrum. The final proba-
bilistic decision making was applied to a set of parameters that were computed from
the spectral description of the speech signal as obtained from a 16-filter spectrum
analyzer. Instead of specific formant measurements, the program computed three cen-
ters of energy concentration that corresponded very roughly to the first three for-
mants. Only preliminary recognition results for one repetition by 10 male speakers
were reported.
Reddy 2 5 attempted the computer recognition of connected speech using the sampled
time waveform and some pitch-synchronous harmonic analysis. Briefly, he segmented
the acoustic waveform into segments that corresponded roughly to phonemes, which
he recognized by a set of heuristically developed features. The recognition scheme
worked well mainly for manner-of-articulation features. Apparently the most difficult
problem encountered was that of segmentation. Reddy also used the single-speaker
approach.
A limited speech-recognition system with good results was developed by Bobrow and
Klatt. 9 The vocabulary that was tested comprised a limited set of short phrases and
words. The recognition scheme used both feature extraction and template matching, the
template being the set of features for each utterance. Thus, the utterance is analyzed
according to a set of features the presence or absence of which determines a "code pat-
tern" which is then matched to the stored patterns. There is no attempt at segmen-
tation into phonemes. The scheme is speaker-dependent; hence, each speaker has to
train the system separately on the particular vocabulary. This recognition system is
a good example of how pattern matching is used to "fill in the gap" where our knowl-
edge of the speech recognition process is still lacking. This is an unavoidable aspect
of an operative system at this time. A more recent version of this recognition system
(Bobrow, Hartley, and Klatt2 6 ) included new features for place of articulation and an
expanded vocabulary list of more than 100 words.
The most recent attempt at automatic speech recognition using feature extraction
is that of Medress. 1 0 His method was developed to "abstract distinctive features infor-
mation [using gross spectral properties] about vowels, stops, fricatives, and some
sonorants from a filter-bank representation of single-syllable, single-morpheme
English words." An important feature of Medress' scheme is that it exploits some rules
6
of English phonology. This approach to speech recognition of single words is the
most promising thus far.
The approach that will be used in this report is that of feature extraction, which
will depend upon decisions made on a number of computed parameters. The attempt
is made to specify features and parameters that are speaker-independent to as large
a degree as possible, both for male and female speakers.
7
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III. PROBLEM FORMULATION AND DATA ANALYSIS
3. 1 RECOGNITION PROBLEM
The utterances chosen for recognition are a set of CV (consonant-vowel) syllables.
This choice allows for a close examination of the effect of changes in articulation
on the consonant, the vowel, and the consonant-vowel transition. The vowels and
consonants that were used are shown in Fig. 1. A set of 55 CV syllables results.
Five vowels: [i, [ei], Ee al, [ , [u];
Eleven consonants:
six stops: Ep], Ct], , [b], [d], [g]3;
five fricatives: If], Es], [s], v], [z].
The diDhthongized vowels [e'] and Eou] are actually used, but
they will be represented in this report by e3 and o], respec-
tively.
Fig. 1. Vowels and consonants in recognition problem.
The feature distinctions that are used with this set of vowels and consonants are
(i) Vowels: front-back, high-mid-low, and (ii) Consonants: (a) Manner: stop-fricative,
voiced-unvoiced, and (b) Place: labial-dental-alveolar-velar.
Figure 2 shows how the vowels and consonants in Fig. 1 are divided according to
the above-mentioned features. For a specification of these features in terms of dis-
tinctive features and a comparison with the Chomsky and Halle distinctive features
(Chomsky and Halle2 7 ) see Appendix A.
The vowels chosen are all tense, since these are the only vowels that can occur in
final position in English. Lax vowels were avoided in any case because they tend to be
reduced and are affected more by coarticulation (Ohman, 2 8 Lindblom,2 9 '3 0 Stevens and
House, 3 1 and Stevens, House, and Paul 32). The fricatives [] and [] were not
included in the consonant set because they are very often confused with [f] and [v],
even for humans (Miller and Nicely 3 3 ). The phoneme [z], the voiced correlative of
[s], was not included because no English words can start with that sound. Other con-
sonant classes such as nasals, liquids, and glides were not included in the consonant
set because they would greatly expand the recognition problem. Also, knowing, for
example, that the spectra of [m] and [n] are very useful in speaker-recognition sys-
tems (Glenn and Kleiner, 3 4 Wolf 3 5 ) makes one hesitate to use nasals in the vocabu-
lary of a speaker-independent automatic speech-recognition system.
8
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Fig. 2. (a) Vowels divided according to features.
(b) Consonants divided according to features.
L = labial, D = dental, A = alveolar-palatal,
V = velar.
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e , a 0 . u 
a pate
opaque
a take
a tape
a cape
a cake
a cane
a bait
a bake
a babe
obeyed
a date
agape
a ate
a gauge
a fake
a phase
a sake
a sage
assayed
a shake
a shade
a shape
evade
a pot
a pop
a pod
a tot
a top
a tog
a cot
a con
a cock
a cod
a boa
a bon
a bob
a doa
a daub
a dot
a god
a fog
a sop
a shot
a shop
a shock
a czar
a pope
a poke
a tote
a toad
a Coke
a coat
a code
abode
a boat
a dope
a goat
a goad
aco
a soap
a soak
a show
a vote
evoke
a pool
a toot
a tube
a tool
a kook
a coop
a coot
a boot
a boor
a dude
a duke
ado
a qooD
a ghoul
a food
a soup
a suit
a shoot
a shoe
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k
b
d
q
f
s
s
v
___I
z
a peak
a peep
a pea
appeal
a teak
a tease
a keep
a beep
a bead
a beat
a beak
a deed
a deep
a deer
a gear
a feat
a feed
a fee
a feel
a seed
a seep
a seat
a sheet
a sheep
a sheik
a veep
a vee
a zee
Fig. 3. List of [C 1VC 2 ] words whose [C1 V] syllables can be
correctly recognized by the recognition scheme.
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Previous research shows that initial and final phonemes in a word introduce special
problems that do not exist intervocalically. For example,
1. The silence before the burst in an initial stop consonant cannot be easily distin-
guished from the silence that exists before closure.
2. The transitory period from silence into the initial sound is of such changing nature
that it makes it difficult to analyze.
3. A final vowel tends to be very variable in length and in the way it approaches
silence. Depending on the preceding consonant, a final vowel may not even assume a
steady-state position.
Furthermore, the acoustic correlates of some features have been investigated mainly
for intervocalic sounds.
Since we were seeking features that are invariant, it was desirable to embed the CV
syllable in a constant environment, namely attach phonemes before the consonant and
after the vowel. We hoped that such a constant environment would reduce the variability
for each speaker. If a schwa, [a], is placed before C, and [d] is placed after V, the utter-
ance assumes the form [aCVd], where V is stressed and [a] is unstressed. The schwa
was helpful in reducing speaker variability, and the [aC] transition was sometimes help-
ful in place-of-articulation recognition. The choice of [d] to end the utterances was quite
arbitrary. The [Vd] transition was actually never used in the recognition scheme. (As a
matter of fact, replacing [d] with any other stop consonant did not affect the recognition
results. Figure 3 is a table of English words whose CV syllables could be correctly
recognized by the recognition system described in Section V. This statement is based on
an informal test given to a few male and female subjects.)
The recognition problem, then, is the automatic recognition of 55 CV syllables in
utterances of the form [CVd], where [a] is unstressed, as spoken by a group of
adult males and females; the vowels and consonants are those shown in Fig. 1.
3.2 DATA COLLECTION
The final experiments to test the recognition scheme and to investigate the speakers'
abilities to change their articulations were performed with subjects speaking on-line.
For purposes of analysis, however, it was much more practical to have at hand
recorded samples from several speakers. Those recordings were used in selecting
the parameters that are important to specify the different acoustic features. Having
the utterances recorded also helped in testing the relative performance of different val-
ues of various parameters.
Initially, the 55 [aCVd] utterances were recorded once through by each of 10 adult
speakers (5 male and 5 female). Four of the speakers were recorded in an anechoic
chamber and the rest were recorded in the PDP-9 computer room, of the Speech
Communications Group of the Research Laboratory of Electronics, where the final
experiments took place. The computer room is quite noisy: The maximum signal-to-
noise ratio (S/N)1 of an utterance varied from 12 dB for a soft-spoken female to 30 dB
11
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for a loud-spoken male speaking at approximately 2 in. from a directional, dynamic
microphone. (Henceforth, the S/N ratio of an utterance will refer to the maximum
signal-to-noise ratio of the utterance. This maximum usually occurs around the
beginning of the stressed vowel.)
It was soon clear that a very low S/N ratio was going to adversely affect the recog-
nition results, especially those of the consonants. After experimenting with several
subjects I decided that a minimum S/N ratio of 20 dB was reasonable to require of
the subjects; if necessary, by speaking louder, or by coming closer to the micro-
phone, or both. Problems associated with speaking close to the microphone are dis-
cussed in Section VI.
Even by placing the minimum S/N ratio at 20 dB we were still faced with a large
range of S/N ratios: 20-40 dB (the 40 dB being normal for the recordings in the
anechoic chamber). Since the final experiments were going to take place in the computer
room we decided to eliminate the recordings made in the anechoic chamber from the
data set. This reduced the S/N range to 20-30 dB. By requiring loud-spoken subjects
to keep their distance from the microphone, it was possible to restrict the S/N range
to 20-25 dB. In this manner, we hoped that the recognition scheme would have enough
tolerance so that it would be insensitive to an S/N ratio within the range 20-25 dB.
In practice, the upper-limit requirement of 25 dB was often surpassed, with no
noticeable effects on recognition performance. On the other hand, the lower limit
of 20 dB was a more stringent requirement; lower values (18 dB) often caused recog-
nition errors.
As a result of the 20 dB S/N ratio minimum restriction, a large portion of the
recordings made in the computer room were rendered useless. New recordings were
made in the computer room, often using different speakers from those used in the first
recording. The resulting data base consisted of recordings of the 55 [a CVd] utterances
by each of 6 adult speakers: 3 male and 3 female.
3.3 PROCESSING TECHNIQUES
The speech processing in this investigation was all performed on the highly flexible
Speech Computer Facility (Henke 3 6 ) of the Speech Communications Group of the
Research Laboratory of Electronics. The particular configuration used is shown in
schematic form in Fig. 4.
There are two sources of speech input to the system: (i) a program-controlled
tape recorder, and (ii) a directional, dynamic microphone conveniently placed next to
the CRT display. The input speech goes through an analog-to-digital (A/D) converter
that samples the speech at 20 kHz into 9-bit samples which are stored two-per-word
in the PDP-9 computer 24 K memory. The program is now able to store 810 ms of
speech, which is enough for one [CVd] utterance. All subsequent processing is per-
formed on this sampled and stored data, which will be referred to as the time
waveform.
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The time waveform has been previously used directly in detecting vowel regions and
consonant manner-of-articulation (Reddy 25). In this system the time waveform is used
in three ways.
36-CHANNEL
FILTER BANK
SPEECH
INPUT
Fig. 4. Speech recognition system.
1. As a source of playback for checking purposes and as auditory feedback for sub-
jects. The subject has access to a push-button that initiates the desired playback.
2. As the "raw material" for further processing. Different parts of the waveform
can be processed differently depending on past processing.
3. As a time reference for specific speech events. Having the time waveform
accessible makes it easy to accurately locate the burst in stop consonants.
These uses will be clearer further on.
Spectral analysis is used exclusively for processing the time waveform. Two methods
are used, one employing hardware and the other software.
(a) Spectrum Analyzer
The spectrum analyzer (Fig. 4) comprises a bank of 36 simple-tuned bandpass fil-
ters (Fig. 5) whose outputs are rectified and lowpass-filtered (simple one-pole RC cir-
cuit with a time constant of 10 ms). The outputs of the lowpass filters are sampled,
digitized on a logarithmic scale into 64 levels (6 bits) and stored in the computer mem-
ory. Using a 36-channel multiplexer, an automatic scan of the filter outputs is made
that runs from lowest to highest frequency in approximately 1. 3 ms (which is small
compared with the 10-ms time constant of the lowpass filters). Frequency characteristics
13
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Filter Center Bandwidth
Number i Frequency
(Hz) (Hz)
I 150 1002 250 100
3 350 100
4 450 1005 550 1006 650 1007 750 1008 850 100
9 950 10010 1050 00
II 1150 10012 1250 100
13 1350 10014 1450 100
15 1550 10016 1650 12517 1775 125
18 1900 15019 2050 150
20 2200 17521 2375 175
22 2550 20023 2750 20024 2950 225
25 3175 225
26 3400 25027 3650 275
28 3925 30029 4225 325
30 4550 35031 4900 375
32 5275 40033 5675 42534 6100 42535 6550 475
36 7025 475
Fig. 5. Filter set data.
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Time Waveform
Fig. 6. Time waveform display and the corresponding filter-bank spectrum
for [z] from the utterance [azid].
of adjacent filters intersect at the -3 dB points. Before processing by the filter bank
the speech is pre-emphasized by a filter with a rising characteristic of +6 dB/octave.
In order to find the spectrum at any time t, the time waveform is played through
a D/A converter into the spectrum analyzer (Fig. 4) starting at time t-40 ms until
time t when the filter outputs are sampled and stored as mentioned above. The
lower part of Fig. 6 shows 25. 6 ms of the time waveform corresponding to the
[z] portion of [zid]. The most right-hand point in the time waveform corre-
sponds to time t. The corresponding spectrum, as obtained from the filter bank,
is shown in the upper part of Fig. 6. The filter number and the corresponding cen-
ter frequency are marked on the abscissa, and the relative energy in dB at each
frequency is plotted on the ordinate (see also Fig. 9). The other portions of
Fig. 6 will be explained later.
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(b) Fast Fourier Transform (FFT)
The short-time spectrum of any portion of the time waveform can be calculated using
37the FFT technique (Cochran, et al .3). An example of such a spectrum is shown in
Fig. 7. Note that the time waveform is exactly the same as that in Fig. 6. The spec-
trum coordinate scales in both figures are identical. (The 5 12 -point FFT that is actually
used gives the spectrum at equal frequency intervals of 39 Hz. So, a regrouping of
energies was necessary to obtain the energies on the new scale.) Note that the spectra
obtained by the two methods are different. Figure 7 shows that the FFT spectrum gives
a better indication of voicing and has a better frequency resolution than that obtained by
using the filter bank. The computation of the FFT is a very slow process as compared
with the essentially instantaneous access to the filter-band spectrum, however, and the
4.
"t*~~~~~~~~t
i
.4.~~~$ 
FFT-Computed Spectrum
·
.·. ·· ··· ···· · ···. ·. ·. ·. ·· · ··· ···· ··
TE(t)
SD(t)
"'"'~~ ~ l ,...' 'i..
g Z >
.-. 1.,v---·......-;,...z U 
U zZ Z Z Z
Time Waveform
Fig. 7. Time waveform and corresponding FFT-computed spectrumfor [z] from the utterance [azid]. Also displays of the total
energy TE(t) and the spectral derivative SD(t) and the spec-tral derivative SD(t) for the whole utterance.
16
_ 
__
......... I......................
factor of speed is very important if a man-machine interactive system is to be mean-
ingful and effective.
For more on the particular FFT algorithm used, see Appendix B. A discussion of
FFT vs filter-bank spectra is also included.
3.4 ANALYSIS METHODOLOGY
In order to motivate the methods of analysis used in this recognition scheme, I shall
first discuss some of the relevant methods of vowel and consonant analysis that have been
used by other researchers.
3.4. 1 Previous Vowel Analysis
By far the most extensively studied phonemes have been the vowels. The first three
formants were measured for a large number of speakers and reported by Peterson and
Barney.38 A result of that experiment was that it is not possible to classify vowels reli-
ably for a large number of speakers according to the locations of the first and sec-
ond formants only. Using the data of Peterson and Barney, Gerstman3 9 applied a
normalization technique based on the locations of the formants F1 and F2 for the three
vowels [i], [a], and [u] for each individual speaker, and plotted the rest of the vowels
on this self-normalized space. The results show some improvement over the original
data as far as classification of vowels is concerned, but the improvement was not
adequate for absolute automatic recognition of vowels.
An attempt at vowel recognition by linear discriminant function techniques was per-
formed by Suzuki, Kasuya, and Kido 4 0 for the Japanese vowels [i], [e], [a], [o], and
[u] spoken by 113 speakers. Their conclusion was that together with F1 and F2, "F3
or FO is an indispensable parameter in order to recognize the vowels without distinction
of the sex and age of the speakers." Correct recognition scores improved from 92. 9%
to 97. 2% when either F3 or FO was used in the recognition scheme.
A different approach to vowel recognition was that of Hughes and Hemdal. 2 3 Their
criteria for recognition were based on the distinctive features of Jakobson, Fant, and
Halle 1 7 rather than on absolute discrimination of each vowel. For example, the ratio
(F2-F1)/(F3-F2) was used as one measure of acuteness; the ratio is larger for acute
vowels than the corresponding grave ones. They used a total of 4 features to classify
10 vowels: compact-diffuse, acute-grave, tense-lax and flat-plain. For a single speaker
the recognition accuracy was 97% for the tense vowels and 84% for the lax vowels.
Most vowel-recognition systems up to date have used the formant frequencies
almost exclusively in one form or another. There have been problems associated
with locating formant frequencies (Flanagan, 4 1 Ladefoged2 ). One of the problems
is that often formants are so close to one another that they appear to merge
into one broad formant. This occurs frequently with Fl and F2 in the vowel [a].
The reasons that formant frequencies have been so extensively used are twofold. First,
historically, the spectrogram provided a clear display of vowel formants as early as
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1947 (Potter, Kopp, and Green 43). Second, the transfer function of the vocal tract in
terms of poles and zeroes for particular configurations have been mathematically related
to the formant frequencies (Fant44' 45). Thus formants have been used mainly in
terms of speech production rather than speech perception, hence the relative success
of speech synthesizers. Perceptually, there is evidence suggesting that although partic-
ular formant frequencies may be important for the perception of steady-state vowels,
the dynamic mode of perception of speech is substantially different (Fujimura46). The
preliminary results of recent perceptual experiments show that the ear is more sensi-
tive to movements of broad energy concentrations than to movements of individual for-
mants. 47
This discussion indicates that it might be desirable to process vowels in terms of
regions of major energy concentrations as they appear in the spectrum. Those regions
may consist of one or more formants, and there may be more than one such region in
a particular spectrum.
3. 4. 2 Previous Consonant Analysis
The discussion here will be restricted to the stop and fricative consonants.
The acoustic correlates of the fricatives have been investigated by several
researchers (Hughes and Halle, 4 8 Strevens, 4 9 Heinz and Stevens, 5 0 and Stevens51). The
position of the major spectral energy concentration in the "steady-state" portion of the
fricative carries most of the information as to its place of articulation. The dependence
on the following vowel is usually minimal (except, for example, when the vowel is
rounded there is often a noticeable downward shift in the position of the energy concen-
tration). Hence the relative success of systems attempting to recognize fricatives
(Martin et al.22 achieved recognition rates of 98% for 6 male speakers).
In contrast to the fricatives, the stop consonants have been some of the most dif-
ficult consonants to recognize automatically (Martin, et al. 2) The reasons for this
are twofold.
1. Acoustically, the stop is a period of silence, corresponding to the articulatory
closure, followed by a burst after the release, followed by a period of aspiration (for
unvoiced stops only) and then voicing of the following vowel starts. The silence is, by
far, the longest part of this process, and it conveys no information other than that the
phoneme is a stop. So, most of the information is contained in the period following the
release of the stop, which is a short period compared with the whole duration of
the stop. Most recognition systems have been designed to cope with phonemes that
possess a more or less steady-state condition between transitions. These systems
have not performed well for stop consonants where the "steady-state" part is the
silence, which carries no place-of-articulation information, and almost all of the
information lies in the transitional part.
2. Until recently the stop consonants had been investigated by measuring burst fre-
quencies and formant transitions (Fischer-Jorgensen, 5 2 Halle, Hughes, and Radley, 5 3
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and Fant45). Experiments on the perception of synthesized stop consonants were also
analyzed in terms of burst frequencies and formant transitions (Cooper, et al.,54
Liberman, et al.,55 Harris, et al.,56 and Hoffman 5 7 ). The main conclusion that can be
drawn from these experiments is that the burst frequencies and formant transitions of
stop consonant-vowel syllables are very context-dependent; they depend very much on
the vowel following the stop, and some stops are more context-dependent than others.
Theories like the "hub" theory (Potter, Kopp, and Green4 3 ) and, more importantly,
the "locus" theory (Delattre, Liberman and Cooper 5 8 ) have attempted to provide a
framework to describe the results of the experiments in a concise manner. The "locus"
theory is a very attractive one and, in fact, it does apply to a large chunk of the avail-
able data; but the counterexamples are too many to be disregarded, so that one
must be careful not to overgeneralize. At any rate, it would be possible to have
a recognition system which would handle the different context dependencies. Such
a system would be both cumbersome and unattractive.
What appears to be a more promising framework for the specification of the acoustic
correlates of place of articulation for consonants was put forth by Stevens. 5 9 It deals
with the build-up of major energy concentrations in different regions of the spectrum
relative to those of the following vowel. A more analytical analysis of the acoustic
correlates of place of articulation for stop and fricative consonants in terms of
"approximately coincident formants" is given by Stevens.51 And it is well known that
when two (or more) formants become approximately coincident, an increase in their
amplitudes results (Fant44), thereby giving rise to a major spectral energy concentra-
tion. We shall dwell more on the acoustic correlates of consonants in Section IV.
3.4. 3 Analysis with Energoids
The discussions in sections 3. 4. 1 and 3. 4. 2 point to one idea, namely, that pro-
cessing in terms of major spectral energy concentrations might be desirable for both
vowels and consonants.
Another reason for working with energy concentrations rather than with formant fre-
quencies is a practical one: The first 19 filters (up to 2 kHz) of the filter bank (Fig. 5)
have bandwidths of 150 Hz or less; hence, for a female speaker, the spectrum tends to
show the individual harmonics instead of the desired spectrum envelope. This causes
multiple peaks to occur in the spectrum, of which only a few can be associated with for-
mants.
How does one characterize the concentration of energy in a portion of the spectrum,
for example, the band of spectral energy shown in Fig. 8? The method that is used in
this investigation is to compute the center of mass of spectral energy in the frequency
band under consideration, shown as a plus sign in Fig. 8. Henceforth, each center of
mass will be called an energoid (energy centroid). The X coordinate of the energoid
gives the approximate location of the major energy concentration in the frequency band,
and the Y coordinate is simply the "average energy" in that band.
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1650 - 3925
2950 - 7025
(b)
Fig. 8. Various energoids and their ranges.
20
A
(X,Y)
0
Lu
z>-
-
LJ
LIJ
fa
Energoid
u2
Oa
o3
a) 4
5
I, A
08
c C
· D
- . . ....
- -
40
a
-
o
° 30
'U
o
O 10
n - a
* ENERGOIDS
.------- B - I- D - -
I= A .j - C - .
+ ENERGOIDS
.1- - 2 ' 3 4 I I I- -
5 10 15 20 25 30 35
FILTER NUMBER i
L -- I I ,I I I I I
550 1050 1550 2200 3175 4550 6550
FREQUENCY (LHz)
+ ENERGOID 1
Y1 10 Io 10 E7 1
7
Z i Ei
X1 = 7
1-1I
Fig. 9. Distribution and definition of energoids.
The spectrum was divided into several regions (Figs. 8b and 9). The energoid of
each region is marked in Fig. 9 by either a plus (+) or a star (*). The regions with the
+ energoids form one set of 5 nonoverlapping regions and those with the * energoids
form another set of 4 overlapping regions. Note that each of the two sets of regions
covers the whole spectrum and that a region with a * energoid covers at most two
adjacent regions with + energoids. The equations for computing the coordinates of each
energoid are as follows (see example for + energoid 1 in Fig. 9):
b
E iE.
1
~X =i=a
n b
E.
i=a 1
Yn = 10 log1 0 [ ] dB (1)i=a
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where E i is the energy, in linear units, at the frequency corresponding to the filter
number i, a = first filter number in energoid range, b = last filter number in energoid
range, and n = energoid number = 1, 2, 3, 4, 5, A, B, C, or D. Note that all
energoid ordinates are measured in decibels so that each energoid can be directly
plotted on the spectrum which is also plotted in decibels. It should be empha-
sized that E i in Eq. 1 is measured in linear units and not in decibels. The corresponding
decibel measurement is defined by 10 log 10 [Ei], as shown on the ordinate of Fig. 9.
Figure 9 shows the spectrum of [i] as spoken by a female speaker. Note the posi-
tion of the + and * energoids. They give a rather good general description of the
spectrum. Changes with time of energy concentration in a certain region can now be
monitored by simply tracking the corresponding energoid. Relative changes in energy
concentration between regions can also be monitored by tracking the corresponding ener-
goids and noting differences in their X and Y positions.
There is no doubt that information about the positions of particular formants is all
but lost in this method, but instead we have a good idea about where general energy con-
centrations are located. One major property of the method of energoids is its insensi-
tivity to small "bumps" or spurious peaks which are very common with female
speakers. One example (and one could cite more dramatic examples) is the region of
the first formant in Fig. 9, where there are two peaks instead of one: Which of the
two is the first formant, or is it somewhere in between? Note the position of ener-
goid 1; X 1 seems to be a fairly good indicator about where Fl might be. For many
other cases X1 is a good approximation to the location of the first formant. This is not
a coincidence: For front vowels one expects the center of energy concentration for
frequencies up to 750 Hz to be quite close to Fl, since that is the only energy
concentration in that region. Although energoid 1 bears a close relation to F1,
the other energoids do not have any particular significance in terms of formant
frequencies.
The choice of the frequency ranges for the different regions in Fig. 8b was not arbi-
trary. They were decided upon only after examining sample spectra for several male
and female speakers. The regions had to be important in terms of energy movements
for particular features and had to apply to as many speakers as possible (in this
case 6 speakers were used in the analysis). The ranges shown in Fig. 8b are by
no means optimal. As a matter of fact, other ranges are used for specific purposes.
For example, the energoids used in vowel analysis are energoids 1, 2, A, and C,
with energoid C having a range of filters 16-30 instead of 16-28. Also, during the
analysis of the schwa a new energoid is defined that depends on the location of the
energy concentration corresponding to the second formant. For all other purposes,
however, the ranges are as shown in Fig. 8b. Note that each of the regions of the
* energoids covers no more than two adjacent regions of the + energoids (see Fig. 9).
After some inspection it can be seen that the following condition must hold between
X coordinates of the + and * energoids:
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This X-inequality is exemplified in the positions of the energoids in Figs. 6, 7, and 9.
3.5 ANALYSIS PARAMETERS
Following is a list of parameters that were available for analysis. Each param-
eter could be computed at any point in the time waveform, plotted on the CRT display,
and its value displayed. Means were available to automatically evaluate and plot a
parameter at equal intervals in time for the whole utterance. All of the parameters
listed below are directly derived from spectra that are obtained from the time wave-
form either using the filter bank or the FFT, as explained in section 3. 3. Every spec-
trum consists of the relative energy present at each of 36 filters in the filter bank
(Fig. 9).
For reasons of computing facility, only positive integers were allowed as param-
eter values. All negative values were placed equal to zero, and all fractional parts
were truncated. This meant that some parameters had to be scaled appropriately. The
use of the following parameters in recognition is described in Section V.
(a) Total Energy
36
TE(t) = 10 log1 0 i Ei(t), (3)
i=l 
where Ei(t) is the energy, in linear units, at the frequency corresponding to filter num-
ber i, at time t. This parameter was intended to give some indication of the "short-
time" total energy in the waveform at time t. Note, however, that because of the
+6 dB/octave pre-emphasis (Fig. 4) TE(t) emphasizes the energy at higher frequencies
and, hence, does not reflect the "true" total energy. Figure 7 is a plot of TE(t) com-
puted every 25. 6 ms for the utterance [a zid].
(b) Spectral Derivative
36
Z IEi(t)-Ei(tl )l
i=lSD(t) = A * 10 log1 0 36 + B, (4)
Z IEi(t)+Ei(tl )
i=l
where Ei(t) is defined above, and Ei(t1 ) is similarly defined at time t 1. A is a positive
scale factor, and B is an additive positive constant. Note that SD(t) is also a function
of tl; however, if (t-t 1 ) is fixed, as will usually be the case, then it is enough to state
the value of (t-t 1 ) and simply concentrate on SD(t).
This parameter assumes its least values when the spectrum changes very little, as in
the steady-state portions of vowels and consonants. Any change either in the amplitude
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XI < XA < X2 < X < X3 < XC < X < XD < X '
or in the spectral shape causes SD(t) to increase. The constants A and B were experi-
mentally chosen such that the significant values of SD(t) were positive and conveniently
expanded to allow for a useful display. Several values were tried, but the final values
chosen were A = 1.5, and B = 20. Figure 7 is a plot of SD(t) computed every 25.6 ms for
the utterance [a zid].
(c) Energoid Coordinates
The definition and properties of energoids have already been discussed in sec-
tion 3. 4. 3. The X and Y coordinates of an energoid, defined over a range of filters, are
given by Eq. 1. Because of the truncation problem, both Eqs. 1 and 2 are multiplied
by 10. The new definitions become
Q hi 1".
.* .
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Fig. 10. Time waveform and corresponding filter-bank spectrum of
the [g] burst in [agod]. Also a display of Xl(t) for the whole
utterance, and displays of XA(t) and XB(t) beginning at the
stop burst.
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I iEi(t)
Xn(t) = 10 ibb
E.(t)1i=a
Yn(t) = 100 log1 0 b-a+l Ei( 
where a, b, and n are as defined in Eq. 1.
A display of Xl(t) is shown in Fig. 10 computed every 25.6 ms for the utterance
[agod]. Also shown are displays of XA(t) and XB(t) starting from the beginning of the
stop burst and into the following vowel.
Energoid parameters which will also be useful are the differences of energoid
coordinates defined as follows:
XD =X -X
mn m n
(6)
YDmn = Ym - Yn'
where m and n are energoid numbers, and Xn and Yn are defined by Eq. 5.
(d) Parameter LMAXY(t)
For a particular spectral frame, LMAXY is the filter number at which the first local
maximum occurs after the point of maximum positive slope in the spectrum. This
parameter will be useful in consonant recognition (sec. 5. 4). The computation of
LMAXY proceeds as follows:
Let
YDrs(t) = max [YDmn(T), mn= Al, B2, C3, D4, ZA, 3B, 4C, 5D], (7)
where YDrs(t) is an approximation to the maximum positive slope of the spectrum at
time t, in terms of differences of the Y coordinates of adjacent energoids. (Adjacent
energoids are defined by Eq. 2.) As a result, either r or s must be a numeral (cor-
responding to a + energoid) and the other must be a letter (corresponding to a * ener-
goid).
Let
rr if r is a numeral
k = 
s + 1, if s is a numeral.
Then
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LMAXY(t)= mini [Ei(t) is local max, i >Xk(t)/10 - 2,
and 100 log 1 0 Ei(t) > Yk(t)], (8)
where min i [condition] minimum i such that the condition is satisfied.
The analysis methodology described above will be useful in determining the acous-
tic correlates of the different features, reported in Section IV. The analysis param-
eters are essential in the recognition scheme that is detailed in Section V.
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IV. ACOUSTIC CORRELATES
Before turning to the details of the recognition scheme it would be very useful to dis-
cuss some of the more important acoustic correlates of the different features that are
used in this recognition system.
The discussion will be limited to features corresponding to the vowels and consonants
shown in Figs. 1 and 2 and mainly in the context [CVd]. These results were obtained
from an extensive analysis of the recorded utterances of the six speakers using the pro-
cessing and analysis techniques described in Chapter III. Professor Dennis Klatt's col-
lection of spectrograms for all [CV] English syllables was very useful, especially
in the detection of the relative importance of the [a C] transition in place-of-articulation
recognition.
4.1 ACOUSTIC CORRELATES OF VOWEL FEATURES
The pertinent vowel feature oppositions are front-back and high-mid-low. Each of
these features refers to an articulatory position of the tongue body.
4.1. 1 Front-Back
The vowels [i] and [e] are front, while [a], [o], and [u] are back.
The main acoustic correlate of this feature is the position of the major spectral
energy concentration, or what will be called henceforth the region of prominence. For
a vowel, the region of prominence is the spectral region associated with the second for-
mant F2. The region of prominence for a back vowel includes Fl and F2, and that
for a front vowel includes F2, F3, and perhaps higher formants.
For many adult male and female speakers the magical dividing frequency is around
1600 Hz: The region of prominence lies below 1600 Hz for back vowels, and above
1600 Hz for front vowels. This applies to the 5 vowels both under steady-state and coar-
ticulated conditions. Care must be taken with coarticulations of back vowels like
[u] and [o] with postdentals like [t], [d], [s], and [z]. In those cases, F2 starts quite
high and may be closer to F3 than to Fl and the tendency would be to classify the
vowel as front. It is well known, however, that F2 decreases with time to a value
approaching that of the steady-state vowel. So, it is safer to determine the region of
prominence by examining the latter portion of the vowel.
4. 1. 2 High-Mid-Low
The vowels [i] and [u] are high, [e] and [o] are mid, and [a] is low.
The position of the first formant is the only consistent acoustic correlate for "high-
ness." Fl increases as the tongue body is moved from high to mid to low, ceteris
paribus. It is true that the position of F2 can be correlated with highness, but the
correlation is a function of at least one other feature: front-back. Even then, changes
in F2 are in general not very consistent.
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Now, although the first formant is a reliable correlate of highness, one must be able
to distinguish three levels of Fl corresponding to the three positions: high, mid, and
low. This is not a simple task especially across many speakers. It is rather easy to
establish a test on Fl that would separate high from low vowels, and would apply to a
large number of speakers. The real problem is to be able to make the high-mid and
mid-low distinctions. Across many speakers, the Fl space for mid vowels partially
overlaps both that of the high vowels and that of the low vowels. The solution to this
problem makes use of the fact that the mid vowels [e] and [o] are usually diphthongized
in American English, and are pronounced as [e I ] and [oU], respectively. Both vowels
are diphthongized from a mid vowel toward a high vowel. This means that Fl decreases
as a function of time. Therefore we now have two parameters for differentiating high-
mid-low vowels: the level of F1, and the relative decrease of F1 with time.
4.2 ACOUSTIC CORRELATES OF CONSONANT FEATURES
The features for stop and fricative consonants are usually divided into two classes:
features for the manner of articulation, and features for the place of articulation.
4. 2. 1 Manner-of-Articulation Features
This class includes the features stop-fricative and voiced-unvoiced.
(a) Stop-Fricative
The consonants [p], [t], [k], [b], and [g] are stop consonants, while [f], [s], [],
[v], and [z] are fricative consonants.
The main acoustic correlate for stop consonants is the relative absence of energy
during the closure before the burst. This period of closure contains no energy (except
for ambient noise) for unvoiced stops, and some voicing energy for voiced stops. The
amount of voicing energy present is very speaker-dependent and it always decreases
with time. In contradistinction to stops, fricatives are characterized by relatively
more energy that is due to frication noise. The amount of frication energy present
depends both on the place of articulation and on the particular speaker. Between
speakers, it is possible to have a voiced stop with more energy than that in a weak labial
fricative, and with little difference in their spectra. (This problem will be discussed
further in Section VI.)
(b) Voiced-Unvoiced
The consonants [b], [d], [g], [v], and [z] are voiced, while [p], [t], [k], [f], [s],
and [s] are unvoiced.
One of the more important acoustic correlates of voicing is the presence of low-
frequency energy caused by voicing. This is true for both stops and fricatives. Also,
the presence of aspiration after a stop burst indicates a voiceless stop. Under certain
contexts the lengthening of the preceding vowel can be an indication of a voiced stop or
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fricative, but this is not important in the context [aCVd], and.hence will not be fur-
ther discussed.
4. 2. 2 Place-of-Articulation Features
As the name implies, a place-of-articulation feature indicates the place along the
vocal tract where the consonant is considered to be articulated. For a fricative,
this refers to the place of the small constriction at which the turbulent noise or
frication is produced. For a stop, it is the point of complete closure along the
vocal tract, which is also the place where the turbulent noise is generated after the
release of the stop.
The places of articulation for the different consonants under consideration are
1. Labial: [p], [b], [f], [v];
2. Postdental: [t], [d], [s], [z];
3. Alveolar: [s];
4. Velar: [k], [g].
Refer to Appendix A for a specification of places of articulation in terms of distinctive
features.
Instead of listing the acoustic correlates for each place of articulation separately,
we shall discuss several acoustic events and the roles that they play in connection
with the different places of articulation. These will include the [ac] transition, the
turbulent noise energy, the burst length and aspiration for stops, and, most impor-
tantly, the [C] spectrum and the [CV] transition.
(a) [aC] Transition
The transition from the schwa to the consonant in the context [CVd] carries some
information as to the place of articulation of the consonant. Figure 11 shows a typical
representation of the movements of Fl and F2 for the schwa in [CVd], where C is
labial in Fig. 1la and nonlabial in Fig. lb. The significant difference between the
two figures is that F1 and F2 move parallel to each other with labials and are divergent
with nonlabials. A simpler, but less general, way of stating this is that F2 decreases
with labials and increases with nonlabials. (Note that for some nonlabials such as [e],
FZ could decrease but F1 and F2 would still be divergent.) This generality holds
for most of the utterances that have been examined. Exceptions are bound to happen
because [a] is initial and unstressed in the utterance [aCVd]. Needless to say, the
amount of decrease or increase in F2 is highly variable between speakers and for
different places of articulation. Still, the overriding characteristic is that F2
decreases for the schwa before labials.
(b) Turbulent Noise Energy
In general, the turbulent noise generated at the lips, when either fricatives are pro-
duced or stops are released, is weaker and contains less energy than that produced by
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Fig. 11. Traces of Fl and F2 for the schwa in [aCVd] for (a) labial [C]
and (b) nonlabial [C].
nonlabials. The frication energy for [f] and [v] is usually weaker than that for s], [s]
or [z]. The bursts of [p] and [b] are weak when compared with the bursts of [t], [k],
and [d].
(c) Burst Length and Aspiration Length
For stops, the burst length is well correlated with the place of articulation. The
burst, short and often nonexistent for labials, is longer for postdentals and longest for
velars. For voiced stops in the context [aCVd], the burst length is defined as the dis-
tance in time between the beginning of the burst and the initiation of voicing of the
following vowel. For unvoiced stops the burst is directly followed by, and assimilated
into, a period of aspiration which terminates upon the initiation of voicing. Since both
the burst and the aspiration are noiselike, it is usually difficult to measure the burst
length for unvoiced stops. Therefore, the burst length is potentially useful only for
voiced stops.
Although the burst length is a reliable acoustic correlate of place for any single
speaker, it is very difficult to make use of that fact when one tries to set absolute limits
of burst length for many speakers. Between speakers, and for the same stop, a
typical ratio of longest to shortest burst lengths is 4:1. Compare this with the ratio
of the burst length for [g] to that for [d], which is typically in the order of 2:1 for
any one speaker. The problem of differentiating [g] from [d] in terms of burst length
is then evident. One could still make use of extreme circumstances, however, to aid -
in recognition. For example, a burst length greater than 30 ms is almost certainly that
of a [g] and not a [d]. Also, a nonexistent burst usually indicates a labial. This
test is reliable only if the algorithm for determining burst lengths is accurate within a
couple of milliseconds because burst lengths of 5 ms for [d] are not uncommon.
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The existence of aspiration after a burst is an indication that the stop is unvoiced.
The absence of aspiration, however, does not necessarily indicate that the stop is voiced
(for example, the [k] in [ski] is not aspirated in American English). In the context
[aCVd] an unvoiced stop consonant is aspirated. The length of aspiration (including
the burst length) can be roughly correlated with the place of articulation. The aspiration
length of labials is generally shorter than that of nonlabials.
(d) [C] Spectrum and [CV] Transition - (Spectral Correlate)
With each consonant we shall associate a characteristic consonant spectrum or [C]
spectrum. For fricatives, the [C] spectrum is simply the frication spectrum; for
stops, the [C] spectrum is the spectrum of the stop burst. The [CV] transition will
be discussed in terms of spectral energy movements from the [C] spectrum into the
following vowel. The [C] spectrum and the [CV] transition together contain much of
the information necessary for place recognition. The relative importance of each
depends largely on the particular consonant.
The acoustic correlate under consideration (the spectral correlate) is the position,
on the frequency scale, of the major energy concentration of the [C] spectrum for one
place of articulation relative to:
1. The position of the major energy concentration of the [C] spectrum for other
places of articulation, keeping the vowel the same;
2. The position of the region of prominence of the vowel.
Figure 12 shows the relative ordering of the places of articulation according to the
position of the major energy concentration on the frequency scale. From highest to
lowest the ordering is postdental, alveolar, velar, then labial. Also listed are the for-
mants associated with each place of articulation. This means that during the [CV]
transition the major energy concentration of the [C] spectrum splits into either or both
of the formants listed (see Stevens 5 1 ). In the case of velars, the major spectral
peak coincides with FZ before back vowels and with F3 before front vowels. Keeping
in mind that FZ and F3 are very close to each other for front vowels and that the
region of prominence is that associated with FZ, we can make the following generaliza-
tion: The major energy concentration for the [C] spectrum of velars always lies close
to the region of prominence of the following vowel. This statement and the ordering
given in Fig. 12 completely specifies, in general descriptive terms, the spectral acous-
tic correlate for place of articulation. All of this presumes the existence of a major
energy concentration in the [C] spectrum. For postdentals. alveolars, and velars such
an energy concentration is almost always present, but not so for labials. In many cases
the [C] spectrum for labials is quite flat with no energy prominence anywhere. When
a major energy concentration does exist, however, it is usually at lower frequencies
and it obeys the ordering in Fig. 12. This is certainly true for [p] and [b]. Also, for
several speakers tested, [v] displayed the low-frequency energy concentration (around
1000 Hz). The only possible anomaly is [f] which, in many cases, has energy
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Fig. 12. Relative positions of major energy concentrations for
different places of consonant articulations and their
associated formants.
prominence at higher frequencies, but not at the lower frequencies expected. One could
argue that if indeed [v] does, at times, exhibit low-frequency energy prominence, then
so should [f]. But since this has not been the case, we must conclude that the low-
frequency resonances have been severely damped. (Low-frequency energy concentra-
tions for [f] have been reported by Hughes and Halle.4 8 ) The low-frequency resonances
for labials are possibly due to half-wave resonances of the back cavity, and it is not too
surprising that these resonances are not always excited, since the noise source is at a
small orifice anterior to the mouth cavity. In any case, the acoustic correlate under
discussion does not seem to be too reliable for labials. This should be no cause for
alarm because we already have three other acoustic correlates for the labial-nonlabial
opposition: the [C] transition, turbulent noise energy and burst length (for stops
only). Henceforth, the spectral correlate for place of articulation will be discussed
mainly for nonlabials.
Let us study further some of the implications of the formants associated with the
different places of articulation according to Fig. 12. Typically for vowel spectra, the
formants that change most, on a scale such as that in Fig. 9, are F1 and F2, and to a
much lesser extent F3; F4 and F5 seem to be resistant to large variations. Fur-
thermore, F3, F4, and F5 are usually bunched together at the higher frequencies. There-
fore, one would expect the positions of energy peaks for postdentals and alveolars to be
quite stable and not change much with the following vowel. On the other hand, one would
expect the positions of energy peaks for velars to change appreciably, depending on the
following vowel. The lack of dependence of the [C] spectrum of postdentals and
alveolars, and the close dependence of velars on the following vowel are borne out under61
analysis and also in experiments on the perception of natural stops (Schatz ) and frica-
tives (Harris6Z). Now, since the only nonlabial fricatives in this study are postdentals
and alveolars, it should be possible to recognize the place of articulation using only
the [C] spectrum with complete disregard of the following vowel. The region of
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prominence of the vowel, however, should play a role in the recognition of stops,
since they include velar consonants.
It is rather fortunate, for recognition purposes, that neither the stops nor the frica-
tives in English employ all three places of articulation: postdental, alveolar, and
velar.
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V. RECOGNITION SCHEME
We shall now give most of the details of the recognition scheme, except for some
minute details. The scheme that was developed is basically a quantification of the
acoustic correlates described in Section IV in addition to other less important corre-
lates and some ad hoc procedures.
There were two major guidelines in developing this recognition scheme. First, the
total computation time for the recognition of one CV syllable should be as close to real-
time as possible because it is necessary that the speakers get feedback on the recogni-
tion result as soon as possible. With the PDP-9 computer facility that was used, this
meant that several special subroutines had to be developed to cut down execution time.
Also, some computations had to be completely eliminated because of time considera-
tions. The final execution time for recognition was 4-5 sec, depending on whether the
consonant was a fricative or a stop. The execution time could have been reduced fur-
ther with more complicated programming, but subjects did not complain about the delay,
so the program was not changed.
The second guideline was that the speaker
START would have a chance to change his articulation to
effect correct recognition. This meant that
requirements on the recognition scheme would
Preliminary
Proessliminaryg not be as severe, since we hoped that, in case
(Section 5.1) of recognition errors, speakers would be able
to provide the necessary articulations for cor-
rect recognition. The result was a simpler recog-
FINISH
Fig. 13. The recognition scheme.
nition algorithm, at least in certain portions of
it.
A block diagram of the recognition scheme is
shown in Fig. 13. The preliminary processing
starts by sampling the speech waveform and
storing the samples in the computer memory. The
stored time waveform is then used to compute a
set of functions at equal intervals of 25. 6 ms.
These functions include the total energy, the
spectral derivative, the coordinates of some of
the energoids, and front-back decisions that are
used later in the vowel recognition. Using the
total energy and spectral derivative functions,
the segmentation of the utterance into a schwa,
a consonant and a vowel proceeds (see block dia-
gram in Fig. 16). Following segmentation, the
vowel is recognized (see block diagram in Fig. Zl).
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Table 1. List of parameters and locations of their definitions.
I. Functions of Time or of Frame Number
Parameter
TE(t)
SD(t)
Xn(t)
Definition
Eq. 3
Eq. 4
Eq. 5
Parameter
XD mn(t)
YD mn(t)
LMAXY(t)
Definition
Eq. 6
Eq. 6
Eq. 8
yn(t) Eq. 5
[Energoid numbers and ranges are shown in Fig. 8.]
II. Specific Frame Numbers or Time Markers
Frame Number
NSCH
NBC
NBV
NEC
NEV
NCN
QBBR
Corresponding
Time Value
TSCH
TBC
TBV
TEC
TEV
TCN
TBBR
TBRST
Definition
Eq.
Eq.
Eq.
Eq.
Eq.
Eq.
Eq.
Eq.
12
13
16
18
20, 21
26
33
34
In general:
Time value = [Frame Number] * [fixed time interval]
+ initial time offset
III. Other Parameters
Parameter
APBL
BG
DEN
INMD
KMVM
LBRST
LCON
MAMIN
MAXV
MINIM
MNXB
MSXB
PAL
SD12
SMMD
VC
Definition
Eq. 32
Eq. 35
Eq. 36
Eq. 25
Eq. 32
Eq. 38
Eq. 19
Eq. 30
Eq. 17
Eq. 28
Eq. 39
Eq. 40
Eq. 36
Eq. 41
Eq. 24
Eq. 27
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A decision about whether the vowel is front or back is made first. The vowel recogni-
tion is then completed by deciding whether the vowel is high, mid or low. The recogni-
tion of the consonant follows (see block diagram in Fig. 25). Based on the minimum
energy level during the consonant portion of the utterance, the consonant is recognized
as either a stop or a fricative. If the consonant is recognized as a fricative, an FFT-
derived spectrum computed in the fricative portion of the utterance is used to deter-
mine whether the fricative is voiced or unvoiced, and also the place of articulation
of the fricative. If the consonant is recognized as a stop (see block diagram in
Fig. 31), the voiced-unvoiced decision is made using both an FFT-derived spectrum
taken during the closure portion of the stop and a rough measure of the length of the
burst and aspiration. The burst spectrum and parameters computed during the [CV]
spectral transition are then used in the place-of-articulation recognition. Such recog-
nition depends on whether the following vowel is front or back.
Because many parameters will be defined in the course of the algorithm specifica-
tion, it is very useful to tabulate the different parameters and where they are defined,
so as to provide easy cross reference. Table 1 provides partial lists of such parameters.
5. 1 PRELIMINARY PROCESSING
5.1.1 Computation of TE(n), SD(n), Xl(n), XA(n), FB(n)
The speech input is sampled into 9-bit samples at 20 kHz and stored in the computer
memory. The stored time waveform is normalized so that the absolute value of the peak
is set equal to 2558 (the maximum absolute value allowed by the 9 bits). This, of
course, does not improve the S/N ratio, but it does help the experimenter in the
inspection of the time waveform.
At fixed intervals of time T = 25. 6 ms (as measured along the time waveform) sev-
eral parameters are computed from the spectrum, which is obtained from the filter bank
(see section 3. 3). Every such set of parameters computed at one point in time will be
referred to as a frame. For a time waveform of 810 ms (limited by the buffer size)
a total of 31 frames is computed. The parameters that are computed for each frame
(see section 3. 5 for definitions) are the following.
1. Total energy TE(n).
2. Spectral derivative SD(n).
3. The X and Y coordinates of energoids 1, 2, A and C, where the range of ener-
goid C is modified to a filter range of 16-30.
4. Front-back vowel parameter FB(n).
In each parameter
t = nT + to, (9)
with n the frame number, and to an initial time offset approximately equal to 30 ms.
TE(n) and SD(n) will be useful mainly for segmentation purposes. The energoid
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Fig 14. Front-back variable FB(n).
computations are intended for later use in the vowel recognition, but are computed
here for all 31 frames.
Now, under the assumption that every spectral frame belongs to the vowel portion
of the utterance, a test is made to see
whether the spectrum is that of a front
START ... 1 r 14....Ur a UdLiCK vuwel. ILIn rLebfulltig uecLI'ULlI
will be known as the F-B-4 decision,
the indicating a don't-know decision.
A variable FB(n) is assigned a value
depending on the decision made and
according to the table in Fig. 14. The
values of FB(n) during the vowel por-
tion will determine whether the vowel
is front or back.
The only parameters that are stored
for further usage are TE(n), SD(n),
B
X 1 (n), XA(n), and FB(n). Each of these
functions can be displayed and the val-
ues examined on the CRT display. Fig-
B
ure 7 shows TE(n) and SD(n) for the
utterance [zid]. Figure 10 shows
X l (n) for the utterance [a god]. Other
examples are provided by Figs. 18-20.
5. 1. 2 Front-Back Decisions
Figure 15 shows a flow chart for
the F-B-~ decisions. YDCA and YD12
are defined by Eq. 6. YDzM is defined
YD2M 'Y2 100 iog 10 [min(E8 .. E15 )] in Fig. 15.
The main acoustic correlate of theFig. 15. F-B-q Test - Flow chart for front-
back decisions. feature front-back is the level of energy
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FB(n) F-B-0 Decision
0 0 (don't know)
I F (front)
2 B (back)
F
F
F
prominence at higher frequencies vs that at lower frequencies (section 4. 1. 1). This is
exemplified quantitatively by the tests on YDCA in Fig. 15. The test on XA is intended
to isolate back vowels that exhibit a good deal of energy at high frequencies, for example,
[a]. The test on YD2M is a rough test for the existence of a second formant in the region
of energoid 2. The test on YD 1 2 isolates front vowels with a well-defined energy dip
after the first formant. Failing all the tests shown in Fig. 15 a verdict of "don't know"
is given.
A final decision about whether
START
I
Normalize
TE(n)
Eq. 10
Locate Schwa
Maximum
Eq. 12
I
Go to Vowel Recognition
Fig. 16.
The segmentation procedure.
the vowel is front or back depends on the F-B-4
decisions made along the vowel portion of the utter-
ance. The final front-back decision is an important
one, since it influences the course of several portions
of the recognition scheme, as will be evident later on.
For this reason, the F-B-4 test shown in Fig. 15 is
very important. The simplicity of the F-B-o test is
reinforced by the fact that several of those tests are
employed in determining the final front-back decision.
5.2 SEGMENTATION
The problem of segmentation is one of the sticki-
est problems in speech recognition. A satisfactory
solution has not yet been found, even for isolated
words. Some reasons for this are discussed by
63Fant. In the recognition problem at hand, however,
for which all utterances are of the form [ a CVd], the
segmentation problem is not quite so difficult. What
is required is to locate the schwa, the consonant, and
the vowel. The [Vd] transition is never used in the
recognition scheme and, therefore, will be ignored
henceforth. Actually, the scheme works just as well
if [d] is replaced by any other plosive or is omitted
from the utterance.
The only two parameters that are used in this
portion of the recognition scheme are the total
energy TE(n) and the spectral derivative SD(n). In
order to render TE(n) independent of noise level, it
is normalized by subtracting the noise energy level
in decibels from each of the 31 computed values of
TE(n) for the whole utterance. That is,
Noise Energy Level = min [TE(1)... TE(31)]
TE(n) - TE(n) - Noise Energy level, n = 1 ... ,31
(10)
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of Consonant
Eq. 13
Locate Beginning
of Vowel
Eqs. 14, 15, 16
Locate End
of Consonant
Eq. 18
Locate End
of Vowel
Eqs. 20, 21
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so that a normalized TE(n) = 0 dB would correspond to the absence of the speech signal.
Henceforth, TE(n) will represent the normalized total energy as defined by Eq. 10. It
might be of interest to note that the spectrum of the noise in the computer room is
essentially flat, with the +6 dB/octave pre-emphasis included.
A block diagram of the segmentation procedure is shown in Fig. 16. After TE(n)
is normalized, the following events are located in order: schwa maximum, beginning of
consonant, beginning of vowel, end of consonant, and end of vowel. A mnemonic is given
to the frame number associated with each of these locations as shown in Fig. 17. The
following inequalities always hold, as will be seen below:
NSCH < NBC _< NEC < NBV < NEV. (11)
Examples of NBC, NEC, NBV, and NEV are shown superimposed on the total energy
and spectral derivative displays in Fig. 7 for the utterance [zid]. Other examples
Frame Number Mnemonic [vent
NSCH Schwa Maximum
NBC Beginninq of consonant
NEC End of consonant
NBV Beqinning of vowel
NEV End of vowel
Fig. 17. Mnemonics for certain frame numbers.
are shown in Figs. 18-20 for the utterances [agod], [tud], [avad], [asid] and [afid];
the total energy and spectral derivative plots were taken from displays similar to that
in Fig. 7. The plot of Xl(n) in Fig. 18 is relevant to high-mid-low recognition (sec-
tion 5. 3. 2). NSCH is not shown in Figs. 18, 19, and 20, but can be detected as the
schwa maximum in each case. NCN, shown in these figures, will be defined in sec-
tion 5. 4. 2.
(a) Computation of NSCH - (Schwa maximum)
NSCH = min n [TE(n) is a local max, and TE(n) > 7 dB], (12)
where min n [condition] minimum n such that the condition is satisfied.
The 7 dB threshold is necessary to avoid local maxima that often occur because of
a temporary interruption of voicing immediately following initiation of voicing. In the
time waveform this is usually seen as a couple of pitch periods followed by a short period
of silence comparable to one or two pitch periods. The schwa maximum location will
be useful in the schwa analysis (section 5. 4. 1).
(b) Computation of NBC - (Beginning of consonant)
NBC = min n [n > NSCH, and TE(n) is local min]. (13)
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Fig. 18. The X coordinate of energoid 1, the total energy, and
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For most fricatives NBC approximately coincides with the beginning of the consonant,
while for the stops NBC usually points to some place toward the end of the stop gap and
before the burst. So, instead of thinking of NBC as pointing to the beginning of the con-
sonant it is perhaps more accurate to think of it as pointing to the point of minimum
energy during the consonant portion of the utterance.
(c) Computation of NBV - (Beginning of vowel)
Let
NMSD = min n n NSCH + 11, and SD(n) is local min], (14)
and
NXSD = max n n < NMSD, and SD(n) is local max > 15]. (15)
Then
NBV = min n [NXSD + 1 n NMSD, and TE(n) is local max]. (16)
Also,
MAXV = TE(NBV). (17)
The beginning of the vowel is defined as the frame of maximum total energy after the
initiation of voicing, which is usually accompanied by a large value of the spectral
derivative. Equation 14 simply leads to a frame in the middle of the vowel region
where the spectral derivative is at a minimum. The test n > NSCH + 11 indicates that
the vowel must be at least 11 frames (280 ms) away from the schwa maximum. This
is a restriction on the speaker, but is simple to by-pass simply by articulating the vowel
a sufficient length (see Section VI). Equations 15 and 16 apply the definition above to
compute NBV.
(d) Computation of NEC - (End of consonant)
FNXSD - 1, if SD(NXSD-1) > 13
NEC = (18)
LNXSD, otherwise.
LCON = NEC - NBC, (19)
where NXSD is defined by Eq. 15. The end of the consonant is defined as the point in
time before the initiation of voicing for the vowel. The computation of NEC approximates
that, since a maximum of the spectral derivative occurs in that region. LCON is
known as the "length" of the consonant.
(e) Computation of NEV - (End of vowel)
NEV = min n [n > NBV, and MAXV - TE(n) >_ THR] - 2 (20)
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if (NEV - NBV + 1) is odd
NF = NEV - NBV + 1, (22)
15,THR =
MAXV-4,
MAXV > 18 dB
MAXV < 18 dB
and NF is the number of frames in the vowel region starting with NBV and ending in NEV.
The end of the vowel is simply located by a threshold THR on the total energy function.
Equation 21 renders the number of frames in the vowel region, NF, an even number; the
reason for this is given in the vowel-recognition procedure.
5.3 VOWEL RECOGNITION
A block diagram of the vowel recognition algorithm is shown in Fig. 21. Details of
the algorithm are shown in the following figures and are briefly described below.
The frames that are used in vowel recognition are those included in the vowel
region, which is bounded by frame numbers NBV and NEV as defined by Eqs. 16,
START
r
High-Mid-Low
Recognition
Fig. 24
Go To Consonant Recognition
Fig. 21. Vowel recognition.
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Compute
VA, VA2
Fig. 22
Front-Back
Recognition
Fig. 22
W I~~~~~~~~~~~~~~~~~~~~~~~
Compute AX1A, AX1B,
AXD, MMD, FMD, AXA.
Fig. 23
!....
r
NE=V NEV - 1, (21)
Let NZF = number of frames for all FB(m) 0, m =
NF
ber of frames for all FB(m) * 0, m = F + 1, ... , NF.
Then
NF
m=l1
VA =
200
FB(m * 100/NZF,
1, ... , NF, and NZF2 = num-
NZF > 1
NZF 1
[m=
200
NF
NF
2- 1
FB(m) * 100/NZF2, NZFZ > 0
NZFZ = 0
START
F
F
B
B
Fig. 22. Algorithm for front-back vowel recognition.
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VA =
__ ___
20 and 21. The vowel region is divided into two equal subregions, each having NF/2
frames, where NF is the total number of frames in the vowel region. (NF is even
in order to render NF/2 an integer.) The recognition will depend on the properties of
several parameters which are computed in each of the two subregions. A new frame num-
ber m is used, where
m = n - NBV + 1
so that the vowel region extends from m = 1 to m = NF.
5. 3. 1 Front-Back Recognition
The algorithm for the final front-back decision is shown in Fig. 22. FB(m) repre-
sents the F-B-f decisions made in the vowel region (see section 5. 1). This algorithm
is one of the simplest and most successful in the whole recognition scheme. Some
cases occur for which most or all of the values of FB(m) are zero, indicating 
(don't know) decisions. Such cases are taken as special cases, as shown in the for-
mulas for VA and VA2 in Fig. 22, and are recognized as back vowels (a purely
empirical decision, given that a binary decision had to be made). The values of
FB(m) are either 0, 1 or 2 (see Fig. 14); from the equations in Fig. 22 we may conclude
that VA and VA2 always obey the following inequality:
100 < VA, VA2 s 200.
Values closer to 100 signal a front vowel, while values closer to 200 indicate a back
vowel. Note that the algorithm in Fig. 22 assigns special weight to the last part
of the vowel. This was done purposely because, for any one utterance, the spec-
tral changes are minimal and the spectrum is more indicative of the nature of the
vowel in the second half of the vowel than in the first. This is especially impor-
tant for back vowels following dental consonants.
5. 3. 2 High-Mid-Low Recognition
The different parameters used in the high-mid-low recognition are defined in
Fig. 23. They are all derived from X l (m), the X coordinate of energoid 1, except
for one minor parameter, AXA, which is derived from XA(m). MMAX and MMIN
point to the frames at which Xl(m) is maximum and minimum, respectively, in the
vowel region. AX1A and AX1B are average values of Xl(m) in the first half and
second half of the vowel, respectively. (Figure 18 is a plot of X1 (n) for the utter-
ance [agod]; the vowel region, which is used in high-mid-low recognition, is delin-
eated by dashed lines corresponding to the frame numbers n = NBV and n = NEV,
which correspond to m = 1 and m = NF, respectively.)
The recognition algorithm is shown in Fig. 24. The initial tests isolate the low
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Fig. 23. Computation of parameters for high-mid-low vowel recognition.
vowel [a] mainly by recognizing that the value of AX1B is large. (In this discussion it is
helpful to remember that X1 is a good approximation of the first formant Fl.) The rest
of the vowel-recognition algorithm tries to separate high and mid vowels. The scheme
is based on the fact that mid vowels have a higher F1, and hence a higher X1 , which
exhibits greater change in time than the corresponding Fl for the high vowels. The
tests onAXlA depend on whether the vowel was recognized as front or back. The test
in the dashed box was eliminated in the final version of the algorithm, as will be seen
in section 6. 5. The rest of the algorithm simply tests the change of X1 throughout the
vowel region.
5.4 CONSONANT RECOGNITION
A block diagram of the consonant recognition procedure is shown in Fig. 25. The
computation of schwa parameters, the "consonant frame" location, and the corre-
sponding FFT computation are all independent of the consonant to be recognized.
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Fig. 24. Algorithm for high-mid-low vowel recognition.
48
ligh
91 -
START
Compute
Schwa Parameters
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(Section 5.4.2)
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I
Stop
Recognition
(Section 5.4.5)
Fricative
I
Fricative
Recognition
(Section 5.4.4)
|FINISH|
Fig. 25. Consonant recognition procedure.
Consonant-dependent parameters are computed in corresponding portions of the recog-
nition scheme. Fricative recognition depends mainly on the FFT-derived spectrum,
which is computed once during the fricative portion. Stop recognition depends mainly
on the burst spectrum and, to a lesser extent, on the [CV] transition.
5. 4. 1 Schwa Parameters Computation
As mentioned in section 4. 2. 4, the [C] transition carries information about whether
the consonant is labial or not. In particular, F2 decreases with labials and increases
with nonlabials. The problem is to track F2 throughout the schwa vowel. F2 can be
approximated by X, the X coordinate of an energoid S whose range is defined in the
neighborhood of F2 and is dependent on each specific utterance. The definition of the
range of energoid S is given below.
The filter-bank spectrum is obtained for frame number NSCH, which points to the
schwa maximum as defined by Eq. 12. The range of energoid S, starting with filter
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number IIN and ending in filter number IFIN, is computed from the spectral frame NSCH
as follows.
Let
IMAX = i [Ei(NSCH) is max, 10 i 19].
Then
IFIN = i [Ei(NSCH) is min, IMAX i 22], (23)
and
IIN = max i [i < IMAX and Ei(NSCH) is local min],
where i is the filter number, and what is included between brackets is the condition that
must be satisfied in each case.
XS is computed by using Eq. 5 with a = IIN and b = IFIN. Because the duration of
the schwa in the context [aCVd] is usually short, it is not enough to compute X S every
25.6 ms. So, XS is computed at points in time corresponding to the frame numbers
n NBC plus values computed half way in between, That is, a new frame number p
is defined, where p = 2n, so that two p frames are separated by 12. 8 ms.
Another fact of importance is that at points of low total energy, values of XS are
meaningless. Therefore, the only values of XS that have been considered important are
those that are computed at points where TE(p) a [TE(2*NSCH)-6 dB], where the arguments
in parentheses are given in terms of p. The schwa parameters are computed as follows.
Let
PMAX = p [TE(p) is max, p < 2*NBC and TE(p) a TE(2*NSCH) - 6]
and
PMIN = p [TE(p) is min, p < 2*NBC and TE(p) a TE(2*NSCH) - 6],
where p is the new frame number such that p = 2n.
Then
XS (PMAX) - Xs(PMIN), PMAX PMIN
SMMD = (24)
XS(PMIN) - Xs(PMAX), PMIN > PMAX.
Let
PIN = min p [TE(p) > TE(2*NSCH) - 6].
Then (25)
INMD = XS(PIN) - XS(PMIN).
Both SMMD and INMD will be used to isolate labials. A labial is usually characterized
by a negative SMMD.
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5. 4. 2 "Consonant Frame" Location and FFT Computation
For the detection of voicing it was necessary to employ the FFT; the filter
bank did not give the low-energy peak necessary for such detection. Another
reason for using the FFT was its superior filtering characteristics as compared
with the filter bank (see Appendix B). This is particularly important for the
recognition of fricatives. The one important drawback, however, was the exces-
sive time needed for the computation of the FFT (more than 1 sec, including mul-
tiplying by a window, transforming, and taking logarithms). Since the system was sup-
posed to operate as close to real time as possible, I decided to compute only one FFT
for the recognition of a single consonant. This means that the frame at which the FFT
is computed must be judiciously chosen. This will be called the "consonant frame" loca-
tion, and NCN will point to that location.
A logical place to compute the single FFT is somewhere during the " steady-state"
portion of the consonant. This would certainly be very appropriate for fricatives. For
stops, however, it would be useful only in the recognition of voicing, and further analysis
would be necessary to determine the place of articulation. A simple way to determine
the steady-state portion is to look for places where the spectral derivative is minimum.
An important fact to be kept in mind is that the amplitude of voicing decreases with
time during a consonant (this is especially true for the voiced stops), and therefore one
must compute the FFT in the earlier portion of the consonant. This would certainly be
very appropriate for fricatives. For stops it would be useful only in the recognition of
voicing, and further analysis would be necessary to determine the place of articulation.
A simple way to determine the steady-state portion is to look for places where the spec-
tral derivative is minimum. An important thing to be kept in mind is that the amplitude
of voicing decreases with time during a consonant (this is especially true for the voiced
stops), and therefore one must compute the FFT in the earlier portion of the consonant
to ensure a strong low-energy peak in the FFT computed spectrum. The compromise
reached is shown by the following equations.
Let
NM = n [SD(n) is min, NSCH + 2 n < NEC].
Then
NM-1, if SD(NM-1) 10 or [SD(NM-1)-SD(NM)<6 and SD(NM-1)<17]
NCN =i
NM, otherwise
(26)
where NM is the frame at which SD(n) is minimum.
Vertical lines showing the location of NCN for some utterances are shown in Figs. 18-
20. A 51Z-point FFT, with a Hamming window weighting, is computed for 25. 6 ms
of the time waveform starting and ending at the times corresponding to frame
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numbers NCN-1 and NCN, respectively. A grouping of energies is performed on
the linearly spaced spectral energy values, so that the frequency scale is the same
as that for the filter bank (see Appendix B). Also, all the energoids listed in Fig. 8
are computed. As an example, see the CRT
display shown in Fig. 7 for the utterance [azid].
The 25. 6 ms portion of the time waveform
FRICATIVE corresponding to [z] that is used for the FFT
computation is displayed at the bottom. The
corresponding FFT-computed spectrum is shown
STOP at the top of the figure with the + and * ener-
goids. The frame number NCN is indicated
below the plot of SD(t).
The single parameter used for the recog-STOP
nition of voicing is computed as follows.
if] VC = 00 log1 0 il Ei - Y2' (27)
where it is understood that the spectrum under
If] consideration is that computed by the FFT,
Ei is the energy at the frequency corresponding
to filter number i, and Y2 is the Y coordinate
[f] of energoid 2.
Other parameters derived from the FFT
spectrum for fricative recognition will appear
If] in section 5.4.4.
5. 4. 3 Stop-Fricative Recognition
STOP
The flow chart describing how stops and
Fig. 26. Flow chart for stop- fricatives are distinguished from one another
fricative recognition, is shown in Fig. 26. The major differen-
tiating parameter is MINIM, which is usu-
ally the minimum total energy (in dB) along the consonant.
It is defined as
MINIM = TE(NBC), (28)
where TE(NBC) is the total energy at frame number NBC which is defined by Eq. 13.
MINIM is measured in decibels.
The only fricative allowed to have 3 <MINIM -< 5 is [f], which is an unvoiced fricative.
So, except for the first two tests on MINIM, the rest of the flow chart tries to isolate a
possible [f]. The remaining undefined parameter is MAMIN, which is defined as follows.
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Let
NCM = min n [TE(n) is local max, and NBC n NEC].
Then
MAMIN E ( N C M ) - MINIM,
MAMIN =
tO~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~.
if NCN NEC
if NCM = NEC
It is important to note that the limits on MINIM are absolute values in dB, and it is the
speaker's responsibility to articulate his consonants appropriately. (This will be dis-
cussed further in Section VI.)
5. 4. 4 Fricative Recognition
The flow chart for fricative recognition is shown in Figs. 27-30. The only spectrum
that is used in computing the different parameters is that computed using the FFT, as
START
(zi
[z]
[v]
[v]
[zI
Iv]
Fig. 27. Flow chart for fricative recognition. Recognition of voiced fricatives.
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Continued
YD32
Is]
[f]
Fig. 28. Flow chart for unvoiced fricative recognition.
Continued from Fig. 28
[s, ]
If]
[f]
[fl
[]
([s
[s]
[s, ]
[ ]
If]
Is,s]
Fig. 29. Continuation of flow chart for unvoiced fricative recognition.
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Figure 27
Continued from Fig. 28
If]
[flI f
[fi
If]
If]
[8]
(sI
[sI
[f]
Fig. 30. Continuation of flow chart for unvoiced
fricative recognition.
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explained in section 5. 4. 2. There is one parameter, KMVM, that has not been defined
yet. KMVM is a measure of the relative total energy between the consonant and the fol-
lowing vowel, and is defined as
KMVM = TE(NBV) - TE(NCM), (31)
where NBV is defined by Eq. 16 and NCM by Eq. 29.
Only one test is used to determine whether the fricative is voiced or unvoiced, as
shown in Fig. 27. Consequences of this single test as related to recognition performance
are discussed in Section VI.
The different factors that were used in place-of-articulation recognition are the loca-
tion of the major energy concentration in the FFT-computed spectrum, the total energy
level of the consonant, the relative energy between the vowel and the consonant, and
the [aC] transition. (Refer to section 4. 2. 2 to see how these factors relate to the place
of articulation.) The [CV] transition was not used in fricative recognition.
START
1
Front
Locate burst
and compute
burst parameters
Compute
[CV] transition
parameters
"'Iz.
Back
1~~~
Place-of-Articulatio
Recognition
for [CVF]
lace-o f-Articulation
Recognition
for [CVB]
Fig. 31. Stop recognition.
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5. 4. 5 Stop Recognition
A block diagram for stop recognition is shown in Fig. 31. Voiced-unvoiced recog-
nition is determined from the FFT-computed spectrum and the approximate burst length.
The burst is then accurately located and the
hl~r~t Rn9Ptrllm il Rll> a _n m1nnirinr llyr1 - of
information for place recognition. The recog-
nition algorithm will sometimes depend upon
whether the stop is voiced or unvoiced and
whether the following vowel is front or back.
Also, the [CV] transition is employed for place
recognition of stops preceding back vowels.
(Refer to section 4. 2. 2 to see how the burst
spectrum and the [CV] transition relate to the
place of articulation.)
U
(a) Voiced-Unvoiced Recognition
The flow chart for the recognition of voicing
is shown in Fig. 3Z. APBL, which stands for
approximate burst length, is computed as fol-
lows.
U
rNEC - NM, if result -< LCON
APBL = L (32)
,LCON otherwise
where NM is defined by Eq. 26. APBL is sup-
posed to give a rough indication of whether
there is a large period of aspiration or not.
Note that VC is computed by Eq. 27 from
the FFT-computed spectrum as explained in
section 5. 4. 2.
(b) Burst Location and Burst Parameters
The location of the burst is accomplished by
detecting a sudden rise in total energy TE(t)
starting from frame number NBC, the
"beginning" of the consonant. In order to accu-
U rately locate the burst, one must compute
Fig. 32. Flow chart for the recog- TE(t) at steps much smaller than 25. 6 ms,
nition of voicing with stop since some burst lengths are of the order
consonants. V = Voiced, of 6 ms. It was decided to compute TE(t) at
U = Unvoiced.
a spacing of T = 1.6 ms, starting with TBC,
the time corresponding to frame number NBC. Let the new frame numbers be denoted q,
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where q = 0 corresponds to t = TBC; that is, TE(n=NBC) = TE(q=0). Then the loca-
tion of the beginning of the burst in terms of q is computed in a manner similar to
the following.
Let
QMIN = q [TE(q) is min, 0 q 16 * LCON].
Then
QBBR = min q [TE(q) - TE(QMIN) - 3] - 1, (33)
where QBBR points to the beginning of the burst within 1. 6 ms. The algorithm that
is actually used in computing QMIN is much more difficult to describe than that given
above, but the end result is identical. The actual algorithm results in less execution
time as compared with the definition given in (33).
The burst spectrum is obtained through the filter bank at t = TBRST, defined as
TBBR + 6.4 ms, when [C] is voiced
TBRST = {TBBR + 12.8 ms, when [C] is unvoiced.(34)
All energoid coordinates are computed, and so is LMAXY.
A parameter that will be useful in differentiating labials (b, p) from palatals (g, k)
is BG, defined as
(YD 21 iff > 0) + (YD3 2, iff > 0)
BG = (35)
otherwise
Two parameters, PAL and DEN, will be used in velar vs dental recognition with back
vowels only. They are computed as follows.
Let
20 - XDmn, if result 0
DXn =
otherwise
where mn= 2A, B2, 3B, C3, 4C, D4, 5D.
Then
PAL = DX2A + Z*DXB2 + 3*DX3B + 4*DXC3
(36)
DEN = 3*DX4C + 2*DXD4 + DX5D.
Other parameters derived from the burst spectrum have already been defined
elsewhere.
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(c) [CV] Transition
The program was capable of tracking all energoids throughout the transition. Two
energoids were found most useful: XA and X B, the X coordinates of energoids A and
B whose ranges are 150-1550 Hz and 1050-2200 Hz. Starting at the beginning of the
burst (t= TBBR) and continuing into the vowel, the spectrum was obtained from the
filter bank at fixed intervals of time T, where
(6. 4 ms, for [C] voiced,
T = (37)
L1 2. 8 ms, for [C] unvoiced.
XA(t) and XB(t) were computed for each of those frames.
The first parameter computed is LBRST which is a much better estimate of the
burst length than APBL. The computation of LBRST depends on the fact that when the
voicing of the vowel commences, a sudden increase in low-frequency energy causes a
sharp drop in XA. This sharp drop occurs in many of the utterances considered, but
certainly not all. Therefore, the use of LBRST is used in the recognition scheme
only as a secondary parameter. The value of LBRST is defined as
LBRST = number of frames between TBBR and the sharp
decrease in XA(t). (38)
No detailed flow chart will be given for the computation of LBRST. Note that each unit
of LBRST represents T ms as defined by Eq. 37.
The two other parameters are derived from XB(t). They are
MNXB = max XB(t) - min XB(t) (39)
and
MSXB = max [XB(t) - XB(t + T)], (40)
where TBRST _ t < TBRST + 192 ms, and T is defined by Eq. 37. A display
of XA(t) and XB(t) for the utterance [agod] starting at the [g] burst is shown in
Fig. 10. Note the small vertical line which indicates the end of the burst.
There is still another parameter that compares the spectral derivative at t = TBRST
with that T ms later. It is
SD12 = SD(TBRST) - SD(TBRST + T), (41)
where T is defined by (37). SD12 is used in separating labials from nonlabials; it is
greater for nonlabials than for labials.
(d) Place-of-Articulation Recognition
Place recognition for stops depends on whether the following vowel is front or back.
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[pI
NL
VU = 0, if [C] is voiced
1, if [C] is unvoiced
DENTAL
VELAR
Fig. 33. Flow chart for place-of-articulation recognition of
stops before front vowels. L = Labial, NL = Non-
labial.
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[g
lg]
[d]
[d]
[d]
Fig. 34. Flow chart for place-of-articulation recognition of voiced
stops before back vowels. DY = YD 2 1 - YD4 3 .
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[p,k]
[p,k] [p,t]
[k] [t]
It][P]
[P1 [P1
[P]
[PI
[p]
[k] [t]
Fig. 35. Flow chart for place-of-articulation recognition of unvoiced
stops before back vowels.
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The flow chart for stop recognition before front vowels is shown in Fig. 33. The same
algorithm is useful for voiced, as well as unvoiced stops. Note that there is only one
test that separates dentals from velars, namely the position of the major energy peak
in terms of the corresponding filter number. The fact that only one test exists to sep-
arate dentals from valars before front vowels is an important factor in explaining the
corresponding recognition results in Section VI.
The recognition of stops before back vowels depends on whether the stop is voiced
or unvoiced, as shown in Figs. 34 and 35. The tests in both cases are extensive com-
pared with those in Fig. 33.
63
^__III__I1_I___II___ I-C- Illll·LI_ ··- ·-- ------
VI. EXPERIMENTATION AND RESULTS
6.1 EXPERIMENTAL ARRANGEMENT
Photographs of the experimental arrangement are shown in Fig. 36. The subject
and the experimenter sit next to each other with full view of the CRT display which is
visible in Fig. 36b. The position of the dynamic, directional microphone is controlled
by the subject by means of a flexible arm attached to it. The subject usually speaks at
a distance of only a few inches from the microphone, because of the noise in the com-
puter room. Program control through knobs, switches, and push buttons is performed
solely by the experimenter. The knobs and switches are on the panel opposite the exper-
imenter. The knobs and switches are on the panel opposite the experimenter in
Fig. 36b. The push-button box, shown in Fig. 36a with the experimenter's hand on it,
is also accessible to the subject. By pressing one of the push-buttons, the subject is
able to play back the sampled utterance as recorded in the computer memory.
An example of what the subject sees after the recognition of an utterance is shown
in Fig. 7. The only portion of the display that is of concern to the subject is the recog-
nized [CV] syllable, [zi] for the utterance [azid] in the case of Fig. 7. The rest of
the display is of concern only to the experimenter. Most of the subjects were M. I. T.
students and their curiosity was satisfied only after it was explained to them what the
different plots on the display meant. A few were actually able to tell what went wrong
when certain errors in recognition occurred.
The subjects received all of their instructions orally from the experimenter. Dif-
ferent methods of changes in articulation were also usually suggested by the exper-
imenter. In a practical system, the experimenter might be replaced by a training pro-
gram, so that the interaction would take place wholly with the machine. It must be
kept in mind, however, that the recognition system developed in this research is exper-
imental, and that this experiment should be looked upon as a pilot study in which
the experimenter's subjective participation is essential.
6.2 EXPERIMENT
The recognition scheme was tested on 12 speakers: 6 males and 6 females ranging
from 17 to 30 years of age. Three of the speakers had been used in the analysis that
led to this particular recognition scheme. The other nine speakers were the first to
respond to an advertisement requesting subjects. No screening of subjects took place,
although three of them had definite peculiar speech characteristics (which might have
been more crucial in an experiment with continuous speech recognition). As a result
of the randomness of speaker selection, the speakers had different accents: they came
from Massachusetts, New York, Maryland, Ohio, Chicago, California, Montreal
(Canada), and one had French and Arabic as his first and second languages. At no time
did I (the experimenter) participate as a subject.
The randomized list of 55 [CVd] utterances was written in phonetic form. It
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(a)
(b)
Fig. 36. Experimental arrangement.
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took only a few minutes to explain to the subject how to pronounce the phonetic forms.
The vowels [i], [e], [a], [o], [u], the schwa [a], and [s] were the only unfamiliar
phonetic symbols to them. They were told to stress the vowel [V] and pronounce the
schwa unstressed. For some it was necessary to give examples from written English,
e. g., [abid] is pronounced as a bead. I emphasized to them that it was very impor-
tant to pronounce the utterances as naturally as possible. Most of them were able
to overcome the initial fear quickly, actually a double fear: fear of speaking into a
microphone, and a fear of the "machine" that was about to recognize what they were
saying! The latter fear was quite real in the beginning: Whenever the machine incor-
rectly recognized what they said, the immediate reaction was, "What did I do wrong?,"
and J had to assure them that they were speaking very intelligible sounds and "proved"
it to them by playing it back by means of the auditory feedback option. That phase of
initial fear was overcome quickly by all except one male speaker who was always self-
conscious.
We shall use the term a run to mean a single reading of the 55 [CVd] syllables. In a
run, each utterance is processed by the program and the recognized [CV] syllable is dis-
played. Those syllables that are incorrectly recognized are recorded by the experi-
menter. Of course, the subject is also in full view of the CRT, which displays the
recognized syllable. The only recognition errors that were not recorded were those
caused by incorrect segmentation. This was done because it was not our purpose to con-
cern ourselves in any serious manner with the problem of segmentation. Therefore, only
those utterances that were segmented correctly (a condition which was easily detected
from a display such as that in Fig. 37) were considered for recognition. Sometimes the
syllable was correctly recognized with incorrect segmentation; that was not accepted
either. In each case of incorrect segmentation, the subject was instructed to repeat the
utterance. Sometimes it was necessary to give hints to the subject to effect correct
recognition. During a run, no instructions were given to the subject other than those con-
cerned with correct segmentation. In general, the reading of the list ran smoothly with
a few repetitions here and there.
The experiment was conducted in two runs, one subject at a time, with each run
followed by a learning session. Ideally, one would have a large number of runs, each
followed by a learning session, and the experiment would end when recognition rates
assumed an asymptotic value. This would have been quite impractical, however, with
12 speakers and a very limited available computer time. So, instead, only two runs and
two learning sessions were performed with the second learning session having a formal
format that will be described later. Because the second learning session was run dif-
ferently from the first, we shall call the first run and the first learning session
Experiment 1; similarly, the second run and the second learning session will be
called collectively Experiment 2.
Experiment 1 was in two sessions separated by a week. The first session started
by familiarizing. the subject with the system and instructing him or her how to
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pronounce the different utterances. The session ended after going through one run and
recording the incorrectly recognized utterances. The session took anywhere from
40 minutes to 1 hour, depending on the subject. The second session was completely
spent as a learning session. The session was very informal, the intention being that
several methods of changes in articulation would be developed in an atmosphere of a
minimum of psychological pressures. The subject was instructed to change his or
her articulation in such a way as to effect correct recognition for those words that had
been incorrectly recognized in the first run. Other utterances were also tried out upon
the discretion of the experimenter. Most of the methods used in the changing of artic-
ulation were suggested by myself, since I had a knowledge of which part of the algo-
rithm had caused the incorrect recognition. The methods used will be described in more
detail.
Experiment 2 was completed in a 1-hour session, usually 1 week after the
first learning session. At the beginning of the session the subject was briefly reminded
of the methods of changes in articulation that had been useful in the first learning
session. That was followed by a run through the 55 utterances, and the incorrectly recog-
nized syllables were recorded in an error list. The utterances in the error list were
then each repeated twice by the subject. Those utterances that were correctly recog-
nized twice in a row were eliminated from the error list, thereby resulting in a
reduced error list. Then the subject underwent a formal learning session with each
of the utterances in the reduced error list, and the proceedings were recorded. The
subject would repeat each utterance as many times as necessary to reveal to the
experimenter either that the "correct" articulation had been achieved or that it was
a hopeless case. (The criteria for these decisions will be discussed in section 6. 4.)
Between repetitions of each utterance I felt free to give the subject any instructions that
I felt would effect the desired recognition. The subject was also encouraged to try things
on his own.
The reasons for the specific format described for the second experiment will
become evident in section 6. 5, which also contains the recognition results of Exper-
iments 1 and 2.
6.3 METHODS FOR CHANGES IN ARTICULATION
Most of the methods for changes in articulation that were used by subjects stemmed
directly from the specific recognition algorithm that is described in Section V. The
experimenter's intimate knowledge of the recognition algorithm put him in an ideal posi-
tion to suggest those methods. Whenever an utterance was incorrectly recognized, I
was able to find out very quickly (by checking parameter values that were displayed at
the push of a button) which part of the algorithm was responsible for the incorrect
decision, and supply the appropriate changes in articulation necessary for correct
recognition. After a short while, I had learned what kinds of articulations were nec-
essary for most of the errors that were occurring. Often the subjects were able
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to figure out what to do without any coaching on my part.
The methods of changes in articulation that are reported in this section are those
that were found to be successful in achieving the desired results. Several other methods
were tried but failed. One such method that is worth mentioning is tongue positioning.
In general, subjects were not aware how their tongues were positioned for a given pho-
neme (except, perhaps, for dentals) so that when they were asked to move their tongues
in a certain direction they were unable to do it. Dentalizing of postdentals [t] and [d]
was the only adjustment in tongue position they were able to perform on request.
6. 3. 1 Changes in Articulation for Structural Errors
Structural errors are all errors that resulted in unsatisfactory conditions for the
application of the vowel and consonant recognition algorithm. Upon the detection of such
errors the subject was instructed to repeat the utterance with an appropriate change
in articulation, if necessary. Structural errors were completely ignored in recognition
results. One of the reasons is that it was always possible to correct for these errors
in a very simple manner.
Included among the structural errors were the following.
1. Errors caused by fractional recording of the utterance, i. e., where a portion of
the utterance is truncated because the push button to terminate the recording was pressed
either too early or too late. (Remember that the buffer was able to handle only
810 ms of speech.) These errors were the responsibility of the experimenter, who
pressed the push button, and they were easily detected from the total energy plot on the
CRT display or by a playback of the recorded utterance. The subject was told that the
error was the experimenter 's fault and was instructed to simply repeat the utterance.
2. Segmentation errors attributable either to incorrect schwa location or incorrect
vowel location. Errors in schwa location occurred because either the schwa was pro-
nounced in a very weak manner or it had a very short duration. Corresponding instruc-
tions to pronounce a louder or a longer schwa were given. Errors in vowel location
usually occurred because the vowel was very short in duration, so the subject was
simply instructed to lengthen the vowel. Segmentation errors were very common
initially but dwindled very fast as soon as the subject learned what sort of general pro-
nunciation the program expected. The initial learning period usually took approximately
15 min of the first session of Experiment 1.
3. Errors resulting from a low signal-to-noise ratio. The subject was instructed
either to speak louder or come closer to the microphone, sometimes as close as 1 inch.
Speaking very close to the microphone created another problem, however. With certain
sounds like [p], and sometimes [t], [f] and [s] as well, the microphone was driven
into a nonlinear region, because of the strong puff of air that is sometimes asso-
ciated with those sounds for some speakers. This caused large voltage excursions
which sounded like "thuds" on playback. The "thud problem" was eliminated in a crude
manner by having the subject place a piece of paper, held tight by both hands, before
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the microphone. This piece of paper acted as a highpass acoustic filter and eliminated
the low-frequency "thud." Another way to treat this problem required the subject
to consciously try to reduce the strength of the puff of air for those consonants. This
method succeeded with some subjects, but not completely.
6. 3. 2 Changes in Articulation for Vowel Errors
The two major methods used with vowel errors were rounding and diphthongiza-
tion.
1. Rounding. A conscious rounding and protruding of the lips causes a drop in
the first formant F1, and hence in X 1 , the X coordinate of energoid 1. This is
basically due to the effective lengthening of the vocal tract. The drop in X 1 reflects
itself as a drop in AX1A and AXIB, the average values of X 1 over the first half
and second half of the vowel region, respectively (see Fig. 23). From the recog-
nition algorithm in Fig. 24 it is clear that this form of adaptation in articulation
can change the vowel recognition from low to mid or from mid to high. This method
was used with the back vowels only, since rounding is not common with front vowels
in the English language. Therefore, rounding was useful when [o] was incorrectly
recognized as [a] and when [u] was incorrectly recognized as [o].
Rounding was also successful as a means of de-diphthongization of [u] in certain
contexts. In American English, it is quite common to diphthongize [u] after dentals,
so that [dud] is often pronounced [djud]. The recognition algorithm recognized such
vowels as front instead of back. Instructing the subject to protrude his lips as he pro-
nounced the [u] prevented the diphthongization from materializing, and hence resulted
in correct recognition.
2. Diphthongization. In general, the mid vowels [e] and [o] are more diph-
thongized than [i] and [u]. This fact was taken advantage of in the separation
between mid and high vowels (see Fig. 24). An obvious method used to effect
a change in vowel recognition from high to mid, for example, was to diphthong-
ize the vowel more. The reverse process was also used, but it was easier
for subjects to consciously diphthongize the vowel rather than avoid or prevent
diphthongization. Both methods were used successfully to effect changes in recog-
nition from high to mid, mid to high and low to mid, for all vowels.
6. 3. 3 Changes in Articulation for Consonant Errors
Consonant errors can be divided into manner-of-articulation errors and place -of-
articulation errors.
1. Manner-of-Articulation Errors. These were errors that could be corrected by
supplying the proper amount of voicing or frication or both. Figure 26 shows that the
stop-fricative decision depends mainly on MINIM, the minimum total energy in the
consonant region. All fricatives must have MINIM > 5 (except [f] which can have
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MINIM > 3) and all stops must have MINIM 5. Errors usually occurred when a
voiced fricative such as [v] was not fricated enough and was recognized as a voiced
stop, or when a voiced stop was intensely voiced and was recognized as a fricative. The
last problem was more acute with females than with males. The solution was to instruct
the subject to either de-emphasize the articulation of the voiced stop or lengthen the stop
gap, which would allow the voicing energy to diminish with time and result in a lower
value of MINIM. The problem of [v] being recognized as a voiced stop was solved
either by voicing and frication emphasis or by shortening the duration of the voiced fric-
ative. Most subjects were able to control the strength of voicing and frication,
but not all.
Some voiced fricatives were incorrectly recognized as unvoiced. This was more
prevalent with [z] than with [v]. A conscious effort to emphasize the voicing in the
fricative usually resulted in correct recognition.
2. Place-of-Articulation Errors. Errors in labial-nonlabial distinction were
corrected by changing the total energy levels of the consonants. In case of
errors, subjects were instructed to emphasize the stop burst for nonlabial stops,
to de-emphasize the burst for labial stops, to strongly fricate a nonlabial fricative,
and to reduce the amount of frication for labial fricatives. Some subjects were not
able to sufficiently reduce the frication in [f], so they were instructed instead to
greatly emphasize the following vowel. Apparently, shifting their emphasis to the
vowel resulted in an unconscious reduction in frication energy of the fricative, and
the method was successful.
Errors between nonlabials were the most difficult to correct by changes in articu-
lation. Often, errors with dentals were corrected by "dentalizing" the articulation
more.
6.4 SPEAKER ADAPTATION AND LEARNING
The speaker's adaptation to the recognition scheme can be divided into two major
forms of adaptation: structural adaptation and phonetic adaptation.
Structural adaptation includes articulating an utterance [aCVd] with an unstressed
schwa and a stressed long vowel V with a signal-to-noise ratio of at least 20 dB, such
that proper segmentation of the utterance ensues. We have discussed some methods
for changes in articulation that were sometimes necessary for this form of adaptation.
Subjects adapted very well to this portion of the recognition algorithm. Although no
record of structural errors was kept, it was clear that subjects were well adapted
within 5-15 minutes. For the most part, speakers (other than the 12 subjects) who
just walked up to the microphone were able to adapt their articulations appropriately
with a few instructions and in just a few trials.
Adaptation to the recognition algorithms for the vowels and consonants is called
phonetic adaptation. In the first learning session a record was kept of the progress of
adaptation only for the interesting cases. In the second learning session, however, the
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record was kept for all utterances for which subjects had to undergo a process of adapta-
tion. Different methods for changes in articulation have been discussed. The adaptation
process for the majority of the incorrectly recognized utterances was successful in very
few trials, and it was difficult to judge the type of learning that the subjects were
going through. There was a handful of cases, however, in which the learning pro-
cess extended to more than 10 trials, and it is worthwhile to examine those cases.
Figures 37 and 38 show learning curves for some of those utterances.
The trial number n is plotted on the abscissa, and the total number of correct
responses after trial n is plotted on the ordinate. The black dots, representing points
of correct recognition, are joined by straight lines. The ideal perfect recognition would
be represented in each case by the 45 ° diagonal line. The learning process is con-
sidered successful if the learning curve becomes parallel to the ideal diagonal line,
as it does in Figs. 37a, 37b, and 38a. Note that all three learning curves are typified
by a sudden change in slope (at trial 7 in Fig. 37a, at trial 13 in Fig. 37b, and at
trial 8 in Fig. 38a). In most cases for which the learning process was successful,
this sudden change in slope occurred much earlier, around the second trial. This
indicates that the learning is not a gradual process, but rather comes about as a result
of a sudden conscious realization on the part of the speaker about the articulation needed
to effect the correct recognition. This is attested to by the verbal remarks of the
speakers. For example in Fig. 37b, the [u] in [dud] was being incorrectly recognized
as a front vowel because it was pronounced as a diphthong [adjud] instead of [dud].
This was immediately explained to the speaker, but it was not until the 12t h trial that
she suddenly realized what she was doing, and her remark was "Oh, I see ! It's because
of the [d] " (meaning that the [d] was causing her to diphthongize [u]), and she immedi-
ately proceeded to change her articulation accordingly.
If the learning curve did not become parallel to the ideal diagonal line, the adapta-
tion process was considered unsuccessful, as in Figs. 37c, 37d, and 38b. In these
cases we could say that the over-all slope of the learning curve approximates the
probability of correct recognition for the particular utterance. For example, the
probability of correctly recognizing [vud] as spoken by Speaker 3 is approximately 50%
(as computed from Fig. 37c), and the probability of correctly recognizing [ded]as spoken
by Speaker 4 is approximately 30% (Fig. 37d). It is possible, in principle, that in further
learning sessions these speakers could improve on their recognition probabilities for
those particular utterances. It appears that as a rule of thumb if a speaker was going
to be successful in an adaptation process it usually occurred within the first 20 trials.
The adaptation process in Fig. 37c might indeed have been an exception to this rule, but
that would have been very unlikely for the adaptation process in Fig. 37d.
6.5 RECOGNITION AND ADAPTATION RESULTS
We shall now discuss the results of the experiment described in section 6. 2. To
recapitulate: the vocabulary or recognition set contained 55 [aCVd] utterances with
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C and V as shown in Fig. 1. The set was tested on 12 adult subjects, 6 males and
6 females. The experiment ran as follows for each subject.
Experiment 1. (A) First run (i. e., reading of the list) and errors recorded in
error list 1.
(B) Informal learning session.
Experiment 2. (A) Second run and errors recorded in error list 2.
(B) Utterances in error list 2 were each repeated twice; those utter-
ances correctly recognized twice in a row were eliminated from
error list 2, which resulted in a reduced error list.
(C) Formal learning session for utterances in the reduced error list.
Those resulting in successful learning curves (as discussed
in section 6. 4) are eliminated from the reduced error list,
which resulted in a final error list.
The results that will be discussed are error list 1 from Experiment 1A, error list 2
from Experiment 2A, reduced error list from Experiment 2B, and the final error
list from Experiment 2C.
6. 5. 1 Recognition Results
Figure 39 shows the recognition results of Experiments 1A and 2A. Bar graphs
of the error rates are displayed against the speaker number. The average error rates
for all 12 speakers are shown to the far right, above the word "Average." The upper
graph shows the consonant error rates, the middle graph shows the vowel error rates,
and the total word error rates are shown in the lower graph. The white bars show the
results of Experiment 1A, before any learning had occurred. The solid bars show
the results of Experiment 2A, which took place a week after the first learning ses-
sion. Speakers 1-6 are male; Speakers 7-12 are female. Speakers 6, 8, and 11
were used in the original analysis, and of these, Speakers 8 and 11 were phonetically
aware. Note that their performance is not very different from that of the other
speakers.
In general, the vowel error rates were much lower than the consonant error
rates. Speaker 10 had a very high vowel error rate in the first experiment, because
of exceptionally high first formants for high vowels, for which there was no hope
of a cure through learning. So, instead of quietly eliminating this subject from the
experiment, the decision algorithm was slightly changed (the test in the dashed box
in Fig. 24 was eliminated), and as a result, the recognition improved considerably
in the second run. That change was responsible, however, for the increased vowel
error rate for Subject 9, but these errors were successfully eliminated in the second
learning session.
On the average, the recognition results were better in the second run than in
the first, but not much. A possible reason for this is that the second run took
place a week after the first learning session, and the subjects did not apply the
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changes in articulation which they learned in the first session, although they were
reminded of these changes before the run. Another possible reason is that it was dif-
ficult for a subject to concentrate on each utterance separately when reading the
whole list of 55 utterances.
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Fig. 39. Recognition results. Exp. 1A c- male speakers 1-6.
Exp. 2A - female speakers 7-12.
In order to examine the types of errors more closely, let us first take a look
at the vowel errors in the second run. (The vowel errors from the first run will
not be discussed, because of the change in the vowel algorithm after the first run.)
Figure 40a shows the vowel confusion matrix. The errors are regrouped in terms
of vowel features in Fig. 40b and 40c, where every error indicates a single fea-
ture error. Figure 40 shows that the total number of feature errors is equal to
the number of vowel errors, which means that no vowel recognition was incorrect
by more than a single feature. The 6 [e]/[o] confusions were the only front/back
confusions and they were all made by Speaker 9, because of unusually low energy
at high frequencies. Out of the 10 [u]/[i] confusions, 7 resulted from the utterance
[adud]. All [u] resulting in the 10 confusions were being diphthongized as [ju]. The
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Fig. 40. Vowel recognition results forExperiment 2A.
Vocabulary: 55 [ CVd] utterances, 11 conso-
nants with each vowel. One repetition by
6 male and 6 female speakers. Total number
of utterances presented: 660.
(a) Vowel confusion matrix.
(b) and (c) Vowel feature-confusion matrices.
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high-mid-low confusions were quite random in nature. (Vowel adaptation results will
be given in section 6. 5. 2.)
Now let us examine the consonant confusions. Since the errors in the two experi-
ments were not very different, we shall combine the confusions from both runs and
discuss the resultant. Figure 41 shows the combined consonant confusions for Experi-
ments 1A and 2A. The four largest error rates are due to the consonants [v], [z], [d],
and [g]. The errors are regrouped as shown in Fig. 42. The numbers along the
diagonal represent place-of-articulation errors, and the rest represent manner-of-
articulation errors. Note that for stop and unvoiced fricative consonants, most of the
errors were place-of-articulation errors, while most of the errors for voiced fricatives
were manner-of-articulation errors.
Fig. 42. Recognition errors for Experiments 1A and 2A.
Total number of stimuli: 1320 utterances.
It is of interest to examine the number of consonant errors for consonants followed
by either back vowels [CVb] or front vowels [CVf]. Figure 43a shows the corre-
sponding error rates. For stop consonants, [CVf] error rates are consistently greater
than [CVb] error rates, the differences being very marked for [d] and [g]. Recall
that the algorithm for stop recognition was different, depending on whether the stop was
followed by a front or a back vowel (see Figs. 33-35). Figure 33 shows that there is
only one test to determine whether a nonlabial stop is dental or velar when followed by
a front vowel, while several tests exist in Figs. 34 and 35 to perform the same task.
In short, the algorithm for stop recognition is much more thorough for [CVb] syllables
than for [CVf] syllables. Returning to Fig. 43a, the error rates for fricatives do not
show any consistent tendencies with regard to whether the following vowel is front
78
f
RROR RATES ()
With
Front
Vowels
14.6
8.3
16.7
10.4
43.3
29.2
14.6
6.3
2.1
31.2
20.8
18.0
528
(a)
Male Female
Speakers Speakers
18.3 1.7
5.0 5.0
6.7 10.0
6.7 10.0
25.0 11.7
13.3 15.0
10.0 10.0
15.0 0.0
8.3 1.7
35.0 16.7
11.7 25.0
14.1 9.7
660 660
(b) (c)
Fig. 43. Consonant error rates from Experiments 1A and 2A.
(a) Error rates for consonants followed by back or
front vowels.
(b) Error rates according to male or female speakers.
(c) Total error rates.
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or back. Again, recall that the algorithm for fricative recognition makes no distinction
about the following vowel. The conclusion that can be drawn is that, indeed, fricative
spectra (during the "steady-state" portion) are to a large extent independent of the par-
ticular following vowel.
Figure 43b shows the consonant error rates averaged separately for the male and
female speakers. On the average, the female speakers (Speakers 7-12 in Fig. 39)
scored better than the male speakers (Speakers 1-6). Some of the discrepancies in
error rates between the male and female speakers are discussed below.
[p]: The errors by the males were mostly due to strong [p] bursts that had energy
peaks at frequencies close to those of [k] bursts.
[d], [g]: As evident from Fig. 43a, most of the errors were due to [CVf] sylla-
bles. This is due to the closeness in the frequency peaks of the burst spectra for
[d] and [g] before front vowels. It was observed that, on the average, the females
exhibited larger separation in the frequency peaks between [d] and [g] than did the
males, and that may be one of the reasons for better performance by the females.
[s], []: Figure 41 shows that most [s] and [s] errors were [s]/[s] and []/[s]
confusions. Now, the distinction between [s] and [s] was based mainly on the position
of energy prominence in the spectrum. If the position of prominence was at very high
frequencies (6-7 kHz) the fricative was recognized as [s], if the position was around
2-3. 5 kHz it was recognized as [], and if in between it could have been either. As
a rule, the spectral energy prominence for either [s] or [s] was at higher frequencies
for the females than for the males. Also, frequency separation between [s] energy
prominence and [s] energy prominence was larger for the females than for the males.
Because for females the energy prominence of [s] was always at very high frequencies
and because of the relatively large frequency separation between [s] and [] energy
prominences, the error rates for females were negligible. On the other hand, the
males exhibited a wider range of frequency positions for [s] and [sv ] energy prominences
and hence resulted the error rates in Fig. 43b.
[v]: Most of the [v] errors were fricative/stop confusions attributable to the low
energy level of [v] voicing and frication. In general, the females were able to produce
stronger [v]'s than the males, which resulted in lower error rates for the females. But
the error rates were high for both males and females. This was a direct result of the
algorithm for stop-fricative recognition (Fig. 26) which depended mainly on one simple
test for the energy level in the consonant. We hoped that the speakers would easily
adapt to that simple test. (The results of adaptation are given in section 6. 5. 2.)
[z]: Most of the [z] errors were [z]/[s] confusions, i. e., voicing errors. Again,
there was only one test for voicing with fricatives (Fig. 27) based on only one FFT-
computed spectrum. Voicing was detected by the high energy level at the first three
filter numbers. Such voicing energy did not always materialize in the spectrum, in
spite of the voicing evident from the time waveform display. The main reason for this
is that the FFT-computed spectrum is often phase -sensitive, so that a shift in the time
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window by 2 ms would cause considerable differences in voicing energy levels. The
voicing energy for the females would often be restricted to the first filter number, so
that the average energy at the first three filter numbers would be considerably reduced,
thereby resulting in an unvoiced decision, and hence higher error rates for females.
Note that the problems of voicing with fricatives did not occur to the same degree with
stops because the voiced-unvoiced recognition algorithm for stops (Fig. 32) also used
the approximate burst length and minimum total energy level to improve the recogni-
tion.
6. 5. 2 Adaptation Results
First, the rationale for the specific format of Experiment 2 will be given, followed
by the results of speaker adaptation. The purpose of Experiment 2B and 2C was to
approximate the optimum recognition results that are possible with the present sys-
tem and with speaker adaptation, without having to perform several runs with the
12 speakers.
Assume that with each utterance u and Speaker s we associate a probability
Ps(U):
Ps(u) probability of incorrect recognition of utterance u (42)
spoken by Speaker s
where u is one of the 55 [CVd] utterances and s is the speaker number, 1 s 12
in this experiment. An approximation to Ps(u) can be obtained experimentally by
recording the recognition errors from many repetitions of u by Speaker s.
Ps(U) error rate for utterance u spoken by Speaker s. (43)
The ultimate goal in adaptation is to reduce Ps(u) until it approaches zero:
Ps(u) - 0, for all u and s. (44)
(Ps(U) = 0 is practically impossible to attain.) Acknowledging that the goal in (44) is
unattainable for all u and s, we would like to see how well it could be approximated.
Examples of changes in Ps(u) through adaptation can be approximately obtained from
learning curves such as those in Figs. 37 and 38 as follows:
Ps(U) 1 - slope of learning curve. (45)
For example, P 3 (vu) 0. 5 in Fig. 37c, and P 4 (de) 0. 7 in Fig. 37d, while in Fig. 37a,
P 1 (ve) changes from a value of P 1 (ve) 0. 5 to Pl(ve) 0. 0, thereby indicating "success-
ful" adaptation.
It is important to know what is meant by "successful" adaptation in terms of
future recognition performance. A learning curve exhibiting successful adaptation
indicates that the subject is consistently able to produce the proper articulation necessary
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for correct recognition of a specific utterance u i at the time of the experiment. This
does not necessarily mean that the subject had actually learned the proper articulation
for u i in the sense that a week later he would automatically be able to reproduce the
articulation of u. which he had learned. What it does mean is that after several runs
1
and learning sessions the proper articulation would indeed have been learned. There-
fore, a learning curve with successful adaptation is interpreted as a prediction that the
subject will eventually be able to produce the learned articulation such that condition (44)
is met. On the other hand, a learning curve for which the adaptation process is unsuc-
cessful indicates that, so far, it is not possible to predict whether or not the subject
will be able to produce the articulation proper for correct recognition.
After several runs and learning sessions one could approximate Ps(u) for all s and
u simply by computing the error rates that had been reached. If P (u.) is "very
S. 1J
small," that is, condition (44) is met for a particular u i and s, then we conclude
that the proper articulation for u. had actually been attained (learned) by speaker s.
How small is "very small"? This depends very much on the particular application of
the recognition system. In our system, we shall consider that the proper articula-
tion for u i had been learned if, given that a certain instance of u i by s results in
incorrect recognition, then the speaker is immediately able to provide, with almost
100% certainty, another instance of u i with the proper articulation resulting in cor-
rect recognition. How small Ps(u) should be to meet the preceding condition can
be calculated only after an appropriate amount of data is compiled.
In light of the discussion above let us consider the implications of the testing
sequence in Experiments 1 and 2, as outlined at the beginning of section 6. 5, and the
results thereof. The purpose of the first run (Experiment 1A) was to get an idea about
how well the system performs with new speakers. The average recognition rates for the
12 speakers are shown in Fig. 44 and also in the bar graph of Fig. 39. The first learning
session took place one week after the first run and was devoted completely to an informal
Consonant Vowel Total Woard
Experiment Error Rate Error Rate Error Rate
1A 12.6 6.4 18.3
2A 11.2 3.8 15.0
2B 5.0 0.8 5.8
2C 2.3 0.0 2.3
Fig. 44. Over-all recognition results for the 12 speakers.
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exploration of different possibilities of changes in articulation that might lead to better
recognition performance. It was evident from the learning session that some success
was already being achieved.
Approximately one week later the second run took place. By that time the subjects
had forgotten what they might have learned in the first learning session. Although they
were reminded of the changes in articulation that were useful for each of them, they
had a hard time remembering them during the run, and the results of the second run
(Experiment ZA in Fig. 39) were only slightly better than those of the first run. The
consonant error rate improved from 12. 6 to 11. 2%, a decrease of only 1.4%. The
significantly large decrease in the vowel error rate (from 6.4% to 3. 8%) is attributable
mainly to the change in the vowel recognition algorithm (see section 6. 5. 1). The effects
of the first learning session (Experiment 1B) on the second run (Experiment 2A) were
minimal. Although the individual recognition errors in Experiment 2A, in general, were
different from those in Experiment 1A, the combined distribution of feature errors
for the 12 speakers in Experiment 1A remained essentially the same in Experiment ZA.
Immediately following the second run the utterances in error list 2 were each
repeated twice in a row with specific instructions to the subject to try to articulate the
utterances properly. Hints about the changes in articulation that might be helpful were
supplied by the experimenter. For those utterances that were correctly recognized
twice in a row the interpretation was as follows: Since the subject was able to
deliberately articulate those utterances and effect correct recognition twice in a
row, then it was highly likely that the subject would indeed learn those proper articu-
lations, in the sense discussed before, if he had not done so already. Since our aim
was to find out the optimum results possible with this system, it was legitimate to sub-
tract the twice-correctly-recognized utterances om error list 2, thereby resulting in
a reduced error list. The average error rates in the reduced error list are shown in
Fig. 44 under Experiment 2B. The reduction in the total word error rate from 15. 0%
to 5. 8% is appreciable. It shows that, on the average, most of the errors were due
to utterances whose proper articulations were either already learned or could easily
be learned by the subjects.
For each of the utterances in the reduced error list the subject underwent a learning
process, and a learning curve was plotted, as in Figs. 37 and 38. In light of the dis-
cussion concerning the relation between successful adaptation and learning, it would be
fair to eliminate those utterances resulting in successful adaptation from the reduced
error list, since they would be learned in the future. The error rates from the final
error list are shown under Experiment 2C in Fig. 44. The vowel error rate went
to zero, and the consonant error rate decreased to 2. 3%. This means that after sev-
eral runs and learning sessions for the 12 speakers it is possible that the average
recognition results could so improve that no vowel errors and only 2. 3% consonant
errors would occur. It is possible that for some of the utterances in the final error
list, the speakers might later on adapt their articulations properly. In that case the
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ERROR RATES )
Subject Experiment Experiment Experiment Experiment
Number 1A 2A 2B 2C
1 14.5 12.7 1.8 0.0
2 10.9 10.9 7.3 0.0
3 18.2 25.5 12.7 7.3
4 30.9 12.7 3.6 1.8
5 14.5 14.5 7.3 7.3
6 21.8 20.0 9.1 1.8
7 18.2 12.7 1.8 0.0
8 20.0 9.1 5.5 1.8
9 10.9 14.5 7.3 1.8
10 41.8 18.2 0.0 0.(
11 16.4 12.7 3.6 0.0
12 5.5 16,4 9.1 5.5
AVERAGE 18.3 15.0 5.8 2.3
...... , , , .
Fig. 45. Total-word error rates for each of the 12 speakers.
Subjects 1-6 are male and 7-12 are female.
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average error rate would decrease to less than 2. 3%. Judging from the kind of errors
in the final error list and from my knowledge of the recognition algorithm, however, it
seems that the 2. 3% error rate can be most effectively reduced by appropriate changes
in the recognition algorithm. Whether the 2. 3% average error rate could actually be
attained or not can be determined only by further experimentation. It is this experi-
menter's opinion that such an error rate is indeed possible to attain after a few learning
sessions, provided the definition of a recognition error is taken as follows: If an
utterance is incorrectly recognized, it is considered as a recognition error only if the
speaker is unable to effect correct recognition upon immediately repeating the utterance.
This definition is consistent with the definition of successful adaptation and learning
of an utterance given previously and upon which the 2. 3% figure was obtained.
For a detailed look at how the different speakers performed relative to the average
given in Fig. 44, Fig. 45 shows the progression of error rates from Experiment 1A, 2A
to 2B to 2C, for each of the 12 participating subjects. It is worth noting that Speaker 3
was always very self-conscious, and Speaker 5 suffered from a slight speech impedi-
ment which was very evident during continuous speech. Often his [t] sounded like [k],
but he was able to correct it with some effort. It was more difficult for him to articu-
late [v] properly; it almost always sounded like [b]. Speaker 12 (a 17-year old fresh-
man) did very well in Experiment 1A, but not as well in Experiment 2. Actually, she
was very interested in the experiment, so much so that she was trying too hard, which
resulted in some unnatural pronunciations that led to incorrect recognition. I believe
that the final 5. 5% error rate could easily be reduced with one or two more
sessions.
It is instructive to examine the types of errors remaining in the reduced and final
error lists. Figure 46 shows the consonant confusion matrix for the second run
(Experiment 2A). The vowel confusion matrix was shown in Fig. 40. The distribu-
tion of the errors in the reduced error list (Experiment 2B) is shown in Fig. 47.
Note that the only vowel errors remaining were due to 3 front/back errors by
Speaker 10 and two back/front errors by two other speakers; all 9 high-mid-low
confusions were rectified. The errors in the final error list (Experiment 2C) are
shown in Fig. 48. There were no vowel errors. The consonant errors in Fig. 48
occurred with [d] before front vowels and with the voiced fricatives [v] and [z].
These errors account for the 2. 3% error rates shown in Fig. 44. It is interesting
that they reflect the main weaknesses of the recognition algorithm which were discussed
in section 6. 5. 1.
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VII. FINAL REMARKS
We have examined the feasibility and limitations of speaker adaptation in improving
the performance of a fixed (speaker-independent) automatic speech recognition system.
The vocabulary was composed of 55 [aCVd] utterances, where C is one of 11 stops
and fricatives, and V is one of 5 tense vowels. The results of the experiment on
speaker adaptation, performed with 6 male and 6 female adult speakers show
that speakers can learn to change their articulations to improve recognition
scores. The initial average error rate was 18. 3%; as a result of the experiment it
was predicted that the average error rate could possibly decrease to 2. 3%. Further
experimentation is needed, however, to confirm the actual magnitude of the decrease
in the average error rate caused by speaker adaptation. The preliminary results also
indicate that most of the necessary adaptation can be achieved in a relatively short time,
provided that the speakers are instructed how to change their articulations to pro-
duce the desired effects. Because of the experimental nature of this investigation, the
experimenter's participation in supplying the necessary instructions to the speakers was
necessary. In a system designed for actual use as a speech recognizer, the speaker
would perhaps interact solely with the machine. Instructions could be programmed
and presented to the subject, either visually or orally. Even under such a system,
it might be necessary to provide initial training with the help of a human experimenter.
After the initial training period, the instructions from the machine would be sufficient.
As a general rule of thumb, speakers adapted their articulations in a consistent man-
ner only when they were able to consciously correlate the changes in articulation with
the corresponding acoustic output. Several methods of changes in articulation were
found useful. Rounding and protruding of the lips and diphthongization were used with
vowel errors; deliberate efforts at voicing and/or frication were used with consonant
errors. Place-of-articulation errors with stop consonants were corrected by a proper
production of the stop burst; this was successful mainly with labial-nonlabial errors.
Errors between nonlabials were the most difficult to correct by changes in articulation.
The main reason for this is that the speaker was required to consciously manipulate the
position of the tongue body, and all untrained speakers were unable to do this.
There were cases such as with nonlabial voiced stops before front vowels in which
even when the speaker was able to consciously manipulate the tongue position the
resulting acoustic changes were not sufficient to result in correct recognition. In
such cases, one should concentrate on improving the recognition algorithm.
The results of this study demonstrate the feasibility of a very limited speaker-
independent speech-recognition system. The search for reliable, largely speaker-
independent speech parameters proved to be fruitful for the limited vocabulary of
55 [aCVd] syllables, a fact that adds weight to the arguments supporting the use
of the multispeaker approach to speech recognition. Even for an adaptive speech-
recognition system, the search for speaker-independent parameters is bound to lead
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to reliable and very useful parameters. That, of course, does not mean that important
parameters will not be speaker-dependent. A parameter such as the burst length in
stops is certainly speaker-dependent, but for any particular speaker it could be used
very reliably in manner, as well as in place-of-articulation recognition of stops. It
should not be construed from this discussion that any recognition system with limited
vocabulary (e. g., up to 50 words) could be made speaker-independent without speaker
normalization. The limited success of systems that recognize the 10 digits is a living
testimony to the difficulties involved in speaker-independent speech recognition. The
key issue in a limited speaker-independent recognition system is the vocabulary for
which the system is designed. It so happens that the 10 digits in English are mostly
one-syllable words with many similar features, and hence the difficulty in discrimina-
tion. On the other hand, if one were allowed to choose the vocabulary freely, then it
would be easy to design a successful 50-word speaker-independent recognition system.
In practice, the problem is that the vocabulary is often dictated by the specific applica-
tion, such as ZIP Code or space-flight applications. In such cases, some form of
adaptation by the recognition system is almost certainly necessary for successful
recognition.
The performance of the recognition system was in general quite good, for females
as well as for males, considering that the system was fixed and no speaker nor-
malization was employed. The major errors for which speaker adaptation was not
completely successful lie in three categories: (a) the detection of frication, (b) the
detection of voicing in fricatives, and (c) the recognition of voiced stops before front
vowels. In each of these three cases the recognition was based on one test based
on only a single measurement. The lack of sufficient measurements and tests
undoubtedly contributed to the poor results. In case (c), the lack of testing was
mainly due to a lack of knowledge about how to design an algorithm to recognize
stops before front vowels. In cases (a) and (b), the reasons for insufficient mea-
surements were twofold: first and foremost, using the same processing techniques,
such measurements would have increased the recognition processing time to a degree
intolerable to a subject undergoing a process of adaptation, and second, it was
believed (and hoped) that the subjects would be able to control frication and voicing
of fricatives with little effort. This was indeed the case for most subjects, but not
all. There is no doubt, however, that the recognition algorithm could be so improved
that frication and voicing would cease to be a major source of error. It must be empha-
sized that the main aim of this study was to investigate the problem of speaker adapta-
tion. The speech-recognition system that was designed served as a tool for the
investigation. The system had to perform well enough for this application with its time
limitations, and there was no attempt to optimize the performance of the system as an
end in itself.
It is rather difficult to compare the performance of this recognition system with that
of other nonadaptive systems that have been reported. This is due to differences in the
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vocabularies and the conditions under which the results were obtained. For example,
the inclusion of female, as well as male, speakers with different accents, and on-line
testing with a signal-to-noise ratio of only 20-25 dB, are conditions that have been rarely
present in other recognition systems. Also, a vocabulary of [CVd] utterances with
emphasis on place, as well as manner-of-articulation, recognition is not a common
occurrence among other systems. The recognition system of Martin and his co-
researchers22 at RCA comes closest to this system, at least in terms of the vocabulary.
The RCA system had a vocabulary of [CVd] utterances (with the consonants always in
initial position), where V is one of 10 English vowels. The consonants were divided
into three classes: stops, fricatives, and semivowels. The stops and fricatives were
identical with those in Fig. 1 except for an additional [h], which was considered to be
one of the fricatives. The recognition was performed only within the classes; there was
no cross-class recognition (e. g., stop-fricative recognition was not available).
The vowels were explicitly recognized only after semivowels. Therefore, we
can compare the results for stop and fricative recognition in both systems.
The results in the RCA report were based on recordings of the [CVd] words
by 6 male speakers, with each word repeated twice. Keeping in mind the dif-
ferent conditions under which the RCA experiment was performed, a compari-
son of the recognition results of the RCA system and the results reported in
Fig. 41 for Experiments 1A and 2A (with no speaker adaptation) is given in
Table 3. (The stop/fricative and fricative/stop confusions are not included in
these results. Also, the [h] confusions have been eliminated from the RCA results.)
Table 3. Comparison of error rates between the RCA recognition
system and the one used in this study.
RCA System Present System
Stops before front vowels 28. 6% 19. 9%
Stops before back vowels 16. 2% 3. 1%
Average for all stops 21. 8% 9. 8%
F ric ative s 3. 8% 9. 6%
In Table 3, the recognition results for stops are much better in the present system. On
the other hand, the results for fricatives are better in the RCA system. Almost half
the fricative errors in the present system were voicing errors, which have already been
discussed. Furthermore, all error rates decreased appreciably with speaker adapta-
tion.
It is interesting to speculate about how a human would perform, given the same task
as in the present recognition system. There is no doubt that the human performance
would be better than that reported in this study. The real question is, given that human
listeners would make some errors, what kinds of errors would they be? Because of the
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nature of the five vowels in this vocabulary, there probably would be no vowel con-
fusions; most of the errors would be consonant errors. The study by Miller
and Nicely3 3 of perceptual confusions among some English consonants gives a
clue as to the kinds of general errors to be expected. The largest number
of consonant errors would be place-of-articulation errors, followed by frication
errors, and then voicing errors, which should be minimal. Unfortunately, the
study by Miller and Nicely was not comprehensive enough for our purposes. The
vocabulary comprised [Ca] syllables only. "Five female subjects served as
talkers and listening crew; when one talked, the other four listened" (Miller
and Nicely33 ) This meant that the listeners were always able to adapt to the
speaker. What is needed is another study that would include front, as well as
back, vowels in the vocabulary, and have a randomized list of utterances spoken
by several male and female speakers presented to a large group of listeners.
My prediction is that stop consonants followed by front vowels would cause the
largest number of confusions, as was the case in the present recognition sys-
tem.
The processing techniques that were employed in the recognition system included
storing the sampled time waveform and performing spectral analysis on it. The avail-
ability of the time waveform at all times provided a flexibility that is desirable in
designing an experimental recognition system. In this system it was particularly use-
ful for locating the stop burst accurately. Spectral analysis employed a bank of 36 band-
pass filters and the Fast Fourier transform. This aspect of the system is discussed
further in Appendix B. Fourier spectral analysis is not the only way by which speech
could be analyzed. Researchers have experimented with several techniques, one of
which I wish to mention briefly. Dolansky 6 4 described a method for expressing
voiced speech sounds in a pitch-synchronous manner by means of complex-exponential
base functions. The idea is very attractive but has the obvious drawback that the choice
of the particular set of base functions to be used is a major undertaking that may not
prove to be optimum for a large number of sounds and speakers. What might be
a compromise between Fourier analysis and Dolansky's method is the evaluation
of the spectrum on a line in the s-plane other than the j-axis. A method for
computing the z-transform of a sequence of samples at points in the z-plane
that lie on spiral contours (which correspond to straight lines in the s-plane)
has been described by Rabiner, Schafer, and Rader 65; it is called the "chirp
z-transform algorithm" (CZT). One of the applications of the CZT algorithm
is the enhancement of poles for use in spectral analysis, which is very useful
in the accurate location of formants. More recently, attention has been given
to analyzing speech in terms of Walsh functions because of their attractiveness
for computing purposes. I am not aware of any concrete results in that direc-
tion. (For other applications of Walsh functions see Harmuth.6 6 ) A similarly
attractive set of functions is the Haar functions (see Collatz 6 7 for a definition).
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My limited experience with the Haar functions did not show them to be promising
for speech-recognition purposes. Whatever the method used in the processing of speech
the crucial problem in speech recognition today is not that, but rather what one does
after the initial processing.
The recognition scheme itself was based on the extraction of several acoustic fea-
tures from the speech signal. This was accomplished by a hierarchy of decisions made
on carefully selected parameters that were computed from a spectral description of the
speech signal by means of a set of energoids, each energoid representing the center of
energy concentration in a particular energy band. The positions of the energoids and
their movements in time proved to be very valuable tools in developing parameters that
were to a large degree speaker-independent. The resolution of energoid movements
largely depended on the frequency resolution of the spectrum. When recognition
depended on small shifts in energy concentration, as in the [CV] transitions in [gi] and
[di], the energoid movements were unreliable, because of the coarse resolution of
the spectral description at high frequencies, and hence were not used. The energoid is
simply one method of describing energy concentrations and their movements. It has
worked well in general, but more should be done in finding other means for the descrip-
tion of dynamic energy movements in frequency and time. Indeed, I wish to hypothesize
that the human ear, although relatively insensitive to the exact positions of specific
energy concentrations (e.g., formants), is highly sensitive to dynamic shifts in the posi-
tions of those energy concentrations, and that such information is essential for recog-
nition. In particular, the human recognition of [gi] from [di] most probably depends
on such information. In the absence of more accurate descriptions of energy movements,
the designer of automatic speech-recognition systems would do well not to include words
in the vocabulary that differ only in the place of articulation of a voiced stop when fol-
lowed by a front vowel.
Finally, the phonemes employed in the vocabulary were restricted to stop and frica-
tive consonants and tense vowels. Future experiments in speaker adaptation should
include other phonemes in different contexts. Research in speaker adaptation should go
on simultaneously with experiments in machine adaptation.
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APPENDIX A
A Note on Distinctive Features
Much of the groundwork and further development of the concept of distinctive fea-
tures may be found in the following works: Jakobson's Kindersprache (1941), which
has been translated into English as Child Language, Aphasia and Phonological Univer-
sals 6 8 ; Preliminaries to Speech Analysis by Jakobson, Fant and Halle ; and The
Sound Pattern of English by Chomsky and Halle. 18 The vowels and consonants in Fig. 1
will be specified in terms of the distinctive feature system of Chomsky and Halle and
that of a different system which will be proposed. The addition of a new feature [labial]
is suggested and discussed.
According to the Chomsky and Halle distinctive feature system all vowels are clas-
sified as +vconsoncalic na1 and all stops and fricatives as vocansonanc al. The five
L-consonantal L +consonantaljc
vowels shown in Fig. 1 are classified in terms of distinctive features in Fig. A-i.
Fig. A-1. Distinctive feature compositions
of the five vowels in Fig. 1.
The features shown in Fig. 2a are directly related to those in Fig. A-1. The feature
front is equivalent to [-back] in Fig. A-1. The feature mid is equivalent to lowigh].
Figure A-2a shows the distinctive feature composition of the eleven consonants
shown in Figs. 1 and 2b according to the Chomsky and Halle system. Figure A-Zb
shows a different composition, with the feature [coronal] replaced by the feature
[labial]. The Chomsky and Halle system can be mapped into the system in Fig. A-2b
by the following substitutions:
-coronal ] [+labial]
anteriorJ
all other segments'? , [-labial].
Labial consonants are produced by forming a constriction using the lips; nonlabial con-
sonants are produced by making constrictions that do not employ the lips.
The features in Fig. 2b are related to those in Fig. A-2b in the following manner:
stop -- [-continuant]; fricative -- [+continuant]
voiced - [+voice]; unvoiced --- [-voice]
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back - - + + +
high + - - - +
low - - + - -
8
labial - [+labial]
dental [-labial]
anteriorJ
[-labial ]
palato-alveolar L-ante rioj
[-labial]
velar - L+back j
(Note the [+labial] is redundantly anterior and hence need not be explicitly spec-
ified. Also, [+anterior] implies [-back], and [+back] implies [-anterior].) The fea-
tures of Fig. Zb could, of course, also be specified in terms of the distinctive features
in Fig. A-2a.
The remaining discussion focuses on the features [labial] and [coronal] without
being confined to the eleven consonants in Fig. 1.
p t k b d g f s s v z
continuant - - - -+ + + + +
voice + + + - - - + +
coronal - + - - + + + - -
anterior + + - + + - + + - + +
back + - +
(a)
p t k b d g f s v z
continuant - - - + + + + +
voice + + + - - - +
labial + - - + - - + - - + -
anterior + + - + + - + + - + +
back + +
(b)
Fig. A-Z. Distinctive feature composition of the eleven
consonants according to (a) the Chomsky and
Halle system, (b) a different system where the
feature [labial] is introduced.
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Reasons for considering the feature [labial] are threefold. First, the lips are artic-
ulators physically distinct from other articulators. They are involved in two types
of sound-generation activity: (a) production of labial consonants; and (b) rounding or
labialization of consonants. The feature [rounded] is used to specify rounding.
According to Chomsky and Halle, "All classes of consonants, including labials, may
be rounded. ,69 This shows that the feature [rounded] is independent of all features
that specify the different consonant classes. The independence of the feature [rounded]
from other consonant features indicates that the motor control for the lips may be quite
independent from that of other articulators. Since the production of labial conso-
nants involves mainly movement of the lips, it seems reasonable to postulate the
existence of a feature [labial] which is also independent of other features.
Second, labials form an important class of sounds during the first stage of language
acquisition by children. Jakobson writes, "... the acquisition of vowels is launched with a
wide vowel, and, at the same time, the acquisition of consonants by a forward articulated
stop. An [a] emerges as the first vowel, and generally a labial as the first consonant, in
child language. The first consonantal opposition is that of nasal and oral stop (e.g., mama-
papa), which is followed by the opposition of labials and dentals (e. g., papa-tata and
mama-nana). ,70 He also writes, "After the splitting of the consonants into two series of
phonemes -labials and nonlabials - the latter are normally realized as dentals, which the
child occasionally replaces with palatals." 71 Therefore, the labial-nonlabial opposition
is very real and basic in language acquisition. Although "the dentals become the natural
foundation of the consonantal system in its subsequent autonomous development
(Jakobson72), it does not necessarily make the labial-nonlabial distinction any less real.
Third, labials have acoustic features that are different from those of nonlabials.
Some of those features have been discussed in section 4. 2. 2.
Let us now consider the feature [coronal]. As defined by Chomsky and Halle
"Coronal sounds are produced with the blade of the tongue raised from its neutral posi-
tion; noncoronal sounds are produced with the blade of the tongue in the neutral posi-
tion." 7 3 The dental, alveolar, palato-alveolar consonants and liquids are coronal.
Among the noncoronals are the back consonants (e. g., velars) and labials. Phonologi-
cally, coronals very often act as a single class in opposition to noncoronals. (It was
very interesting for me to discover, for example, that in Lebanese Arabic all of the
"sun letters" are coronal and all of the "moon letters" are noncoronal.) Now, let us
consider a different approach to articulations employing the tongue.
For physiological reasons, it is more likely that, in the anterior portion of the oral
cavity, sounds be produced with the blade of the tongue rather than with the body of the
tongue. Similarly, articulations in the posterior portion of the oral cavity are more
naturally produced by the body of the tongue. Somewhere in between the two positions
it is likely that, at approximately the same point of articulation, distinct sounds could
be produced by raising either the blade or the body of the tongue. In this case it would
be very natural to differentiate between such sounds by the feature [coronal]. English
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does not have such sounds, but they do exist in other languages. For example, in German,
[Vs] in [list], "extinguishes," is coronal, and [] in [list], "light," is noncoronal; both
[s] and [] have approximately the same point of articulation (Halle74).
According to the Chomsky and Halle system, the only case in English in which the
feature [coronal] is distinctive is in separating labials from dentals. Labials are
-coronal +coronal
+anterior and dentals are +anterior . Therefore, the feature [coronal] could be
completely replaced by another feature [labial], as was proposed at the beginning of
this discussion. The feature [coronal] would still be necessary in other languages
but as a secondary feature.
Acoustically, what seems to be more important is not whether a constriction is
formed by some articulator or another but rather by the shape of the constriction and the
point of articulation. Whether a consonant is articulated using the lips, the tongue blade
or the tongue body is in itself not acoustically significant; what is significant is the
fact that the lips happen to be at one end of the vocal tract, that the tongue blade forms
constrictions in the anterior portion of the oral cavity, and that the tongue body forms
constrictions in the posterior portion of the oral cavity; such articulations divide the
vocal tract in different ways and hence different acoustic outputs result. The other sig-
nificant factor is the type of orifice or constriction that is formed. For example,
bilabial and labiodental continuants, which exist in Ewe (Chomsky and Halle 75), have
the same point of articulation; what differentiates them is the manner in which they are
produced, i. e., the type of constriction that is formed. The fact that [1] and [r] in
English are produced by the blade of the tongue, in itself, sheds no light on the acous-
tical properties of these sounds. As a matter of fact, [1] and [r] share no major
acoustic features with other coronals. In cases in which raising the blade or the body
of the tongue is distinctive, what could be significant is the kind of constriction that is
formed and not what is forming it. In those cases, we could perhaps dispense with the
feature [coronal] and look for other features that describe the manner of the constric-
tion, such as the features [distributed] and [strident]. The feature [strident] is, how-
ever, an acoustic feature; in fact, it is the only acoustic feature in the Chomsky and
Halle system. The whole problem of describing the manner of consonant production in
terms of distinctive features is still under study.
The discussion above advocates the introduction of a new distinctive feature
[labial]. The feature [coronal] would either remain as a secondary feature or, as
suggested, could be replaced by features that describe different types of constrictions
in consonant production. More research is necessary before any definitive statements
could be made in support of this proposal. Furthermore, the linguistic significance of
such a proposal should be investigated.
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APPENDIX B
FFT vs Filter Bank
Some of the characteristics of the FFT that was implemented in this work will be
outlined and followed by a comparison between FFT and filter-bank spectra.
The FFT algorithm used in the recognition scheme is of the frequency decimation
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type (see Cochran et al. ). Integer arithmetic with scaling is employed; the machine
word length is 18 bits, and the accuracy was more than sufficient for our purposes. The
fact that the time waveform is a real (noncomplex) function of time was exploited to save
computation time. The time samples are multiplied by a window function before the FFT
is computed. The energy spectrum is obtained by taking the square of the absolute
value of the transform of the time samples.
B. 1 FFT OF A REAL SEQUENCE
Let x, x 1 ... , XN-1 be a sequence of N real time samples whose discrete
Fourier transform (DFT) is desired. The DFT is defined by
N-1
Xk= E XnWk ' k = 0, 1 -, (B. 1)
n=O
where Xk is a sequence of N frequency samples, and
.2r
-j3 N
W=e
If the time samples xn are separated by T seconds, then the frequency samples Xk occur
at multiples of f = 1/NT. Since there are N frequency samples to be computed, the
1
total frequency range is equal to Nfo = T, which is equal to the sampling frequency.
Since the sequence xn is real, it can be shown in Eq. B. 1 that the sequence Xk is
Hermitian symmetric; that is,
Xk =XNk, (B. 2)
where the star denotes complex conjugate.
The energy spectrum is given by
Ek =XkXk Xk * (B. 3)
From Eq. B. 2 it is clear that
EN-k = Ek (B. 4)
and the sequence Ek is, therefore, real and even. So, it is sufficient to compute
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NE k for k = 0, 1, ... 2' which is the physically meaningful portion that represents
the spectrum. It has a frequency range or bandwidth of 1/2Tr which is half the
sampling frequency. If the sampling frequency is equal to or greater than the Nyquist
rate, then the frequency range 1/Zr covers the relevant range for the spectrum.
Let the sequence of N samples xn be divided into two equal sequences yn and zn'
where Yn is the collection of even-numbered samples (xo,xx 4 ,X4 . .), and Zn is the col-0~~~ 
lection of odd-numbered samples (xl, X3 , x 5 ... ).
Yn =X2n
zn =X2n+l
This can be written formally
N
n=0, 1 .... - 1. (B. 5)
Equation B. 1 can be rewritten in terms of n and zn as follows:
N
2
n=O
_j k Zn
e
-j -f- (2n+l)
+z e I
n
r e -j N/k
Yn e N/ j
-j2 N _ 1 -
Ln=O
n=0
-j nk
e N/Z
Xk = Yk+ W Zk; k = 0, 1, ... , N-l,
N
where Yk and zk are the ~-point DFT's of Yn and zn, respectively. Now we shall
make use of the fact that yn and zn are real sequences.
Define another sequence cn of N/Z complex samples as
Then
Cn = Yn + Jzn'
Ck = Yk + jZks
where Ck is the DFT of
Hermitian symmetric.
Yk = YN
2
N
n= 0, 1, ... , N-1
2 1,
cn. Since n and zn are real samples, their DFT's are
Zk= ZN
- k2
Now, from Eq. B. 8 we have
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N
- 12
Xk = I
n=0
(B. 6)
(B. 7)
(B. 8)
(B. 9)
·_11_1131
*CN =YN - jN
- - kk - k2 2 2
Substituting Eq. B. 9 in Eq. B. 10, we obtain
*
CN Yk -jZk'2 -kZ
Equations B.
we obtain
8 and B. 11 can be solved for Yk and Zk.
- W (Ck - CN )]i
Substituting the result in Eq. B.6,
Nk = 0, 1 ... N(B. 12)
(Xk need be computed only for the given range because xn is a real sequence.) The
N
sequence Xk can be computed by first computing the 2-point DFT of the sequence c n
using the FFT algorithm, and then applying Eq. B. 12 to the result. This method of
computing the DFT of a real sequence results in a saving of approximately half the time
from an N-point FFT for a large N. The flow graph for computing the FFT has been
well documented (see Cochran et al. 3 7 ). There remain the computations in Eq. B. 12;
they can be computed using the flow graph in Fig. B-1. The plus and minus signs indicate
I
2 Ck
I *
CN7- (-jW k )
k
Xk
Nk=0,1,..., 
XN
7 
Fig. B-1. Supplementary flow graph in computing the
FFT of a sequence of real samples.
addition and subtraction of the elements from the place where the arrows emanate. The
term (-jW k ) is multiplied at the node after subtraction. Note that W is still defined
by exp (-j N). If the flow graph of Fig. B. 1 is to be implemented in a computer
program, it is best to compute the values for k = 0 separately from the others. Since
CN/2 = Co, it can be shown that X and XN/2 are both real and are given by the
following equations;
X =Re (CO ) +Im (Co )
(B. 13)
XN/2= Re (CO ) - Im (C),
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(B. 10)
(B. 11)
I - --
Xk 2 k N _ k
2
where Re and Im represent real and imaginary parts, respectively.
B. 2 WINDOW FUNCTIONS
The short-time complex spectrum X(w, t) of a continuous time signal x(t) can be
viewed as the Fourier transform of x(t) as seen through a weighting window function h(t)
at a given instant of time. This can be expressed formally as
X(w,t) = x(y) h(t-y) e- j' oY dy, (B. 14)
-co
where X(, t) can be computed at different instants of time by appropriately shifting
the window function. Presumably, h(t) is effective only within a "short" time interval.
Equation B. 14 can be rewritten
X(, t) = e t x(t-y) h(y) e jwY dy
00 (B. 15)
= e-t [x(t) ®h(t) e t ]
where represents convolution. The short-time amplitude spectrum IX(w, t) I is then
given by the two equivalent formulations:
X(w, t)] = Ix(t) e-jwt ® h(t)I (B. 16)
IX(w,.t)I = Ix(t) ® h(t) ejwt I. (B. 17)
Equation B. 17 can be interpreted as the absolute output of a filter whose input is
x(t) and whose impulse response is h(t) e o t. For a specific frequency = DO, the
jw oot
transfer function corresponding to h(t) e is equal to H(w- ), which is H(w) cen-
tered around co
.
If H(w) is a narrow bandpass filter, then IX( 0 , t)| gives the
approximate energy content of x(t) in the neighborhood of o . The exact form of h(t)
is important and will now be discussed.
Since we are interested in computing the short-time spectrum using a computer, h(t)
must necessarily be time-limited. Let us also assume that h(t) is an even function of
time. The last two conditions can be written
h(t) = 0, t > T
(B. 18)
h(t) = h(-t),
where T is some constant, and T is the window size. Then, Eq. B. 14 takes the form
t+T
X(wo,t) = §- x(y) h(y-t) e J wY dy. (B. 19)
t-T
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For any particular instant of time t = to , the time coordinate can be redefined so that
t = 0. Keeping this in mind, we can substitute t = 0 in Eq. B. 19. A change in the
integration variable gives the result
X(X) = YT x(t) h(t) et dt.
-T
(B. 20)
Although the time-dependence has been removed from X(o, t) in Eq. B. 20, it is still
implicitly existent. With proper sampling of x(t) and h(t) the Fourier integral can
be converted into a DFT of two real sequences xn and hn:
N-1
Xk = xnhnWk n
n=O
(B. 21)
The computation in Eq. B. 21 can be performed on the computer by using the method
for real sequences that was described in the previous section.
Recall that the derivation of Eqs. B. 20 and B. 21 was based on the assumption that
h(t) is an even and time-limited function (see Eq. B. 18). It is obvious that beyond this
assumption the actual shape of h(t) can markedly affect the resultant X(w) or Xk. A dis-
cussion of some window functions follows.
The simplest (perhaps trivial) window function that could be used is the rectangular
window shown in Fig. B-2a, and defined by
hi(t) = 2T U-l - T I
where ul(t) is the unit-step function. H1(c) is given by
H () = sin TwH1(W) To
(B. 22)
(B. 23)
The first sidelobe of H1(c) is only -13. 3 dB from the major lobe, and the high-frequency
roll-off is only -6 dB/octave. Therefore, H 1 () is a poor bandpass filter; it suffers
from the "leakage" problem. The result is a marked lack of frequency resolution of
the computed spectrum.
One method of improving on H1 (c) is to raise it to some integer power n. The
corresponding impulse response is an (n-l)-fold convolution of h(t), which means
that the resultant h(t) has the property h(t) = 0, t > nT. In order to keep the win-
dow width equal to 2T instead of 2nT, the frequency w must be divided by n. The
result is
sin (Tw/n) n
HnM( = I
n L Tw/n __ (B. 24)
ldl
hi (t)
1
2T
0
(a)
-T
h4(t)
4
1 
T
hi M = I~ U_ I - l
8 ( tl) 1 tl I t )3 U I 2 tl )]h (t) -T (1 
hh(t) = 1.08t( 04 - T ) u- ( 2 tT
hh ~t) = (0.54 + 0.46 cos t ) u_,(1 -ITI)
(b)
H(f) = sin 2fTHl~f) 27rfT I H4(f) n(2fT/4 4H4(f) L 21fT/4 ]
Hh(f ) = Hl(f ) +0.23 [ Hl(f+fo) + Hl(f-fo) ] , where f = ZHh(f) = H1(f) + 0 23
Fig. B-2. Three window functions. (a) Rectangular window. (b) Parzen
window. (c) Hamming window.
Hn(w) has the property that the first sidelobe level is -13. 3 n dB below the major lobe,
and the high-frequency roll-off is -6 n dB/octave. It would seem then that as n increases,
the result is less leakage and better frequency resolution. As n increases, however,
so does the bandwidth of Hn(w). A compromise has to be reached depending on the spe-
cific application. H2 (M), where n = 2, corresponds to the well-known triangular or
Barlett window, which has been used at times. A much superior window for speech
applications is H4 (w), which is known as the "Parzen window." hn(t), the Fourier
transform of Hn(w) in Eq. B. 24, can be shown to be equal (Makhoul76) to
(n/2)n
hn(t) =
T(n-l)!
[n-1]
k=O
Itl n-l
T U(l _ 2k
It) (B. 25)
where n is any positive integer,
(n) n!
k! (n-k)!
and
I• - integer portion of n .
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The Parzen window, h4 (t), is shown in Fig. B-Zb.
A different type of window function which has been quite popular is the Hamming
window. It is shown in Fig. B-2c.
All three window functions shown in Fig. B-2 are normalized so that
TS h(t) dt = H(0) = 1. (B. 26)
-T
Some spectral characteristics are shown in Fig. B-3. Figure B-3a is a linear plot of
the major lobe for all three windows. Other characteristics are shown in Fig. B-3b.
For a logarithmic plot of Hh(), the Hamming window transform, see Blackman and
Tukey, 7 where other similar window functions may be found. All three windows were
available in the computer program that computed the FFT in the recognition algorithm.
The rectangular window was never actually used because of its undesirable characteris-
tics. The Parzen and Hamming windows were both used in the analysis. Experimenta-
tion with sinusoids and speech sounds showed that the Parzen window gave somewhat
better results than the Hamming window. The requisite cosines for the computation of
the Hamming window were already available in the computer memory because they were
also used in the FFT computation. The result was that the Hamming-window computa-
tions took less time than the Parzen-window computations. Because of time limitations
the Hamming window was finally used in the recognition scheme. Had there been no
memory space limitations, the window coefficients could have been stored directly in
the computer memory. In that case, I would have chosen the Parzen window.
B. 3 FFT vs FILTER BANK
We may now conclude that the FFT of the product of the time waveform and a window
function h(t) of width 2T is equivalent to a filtering operation with N filters whose cen-
ter frequencies are multiples of fo = 1/2T but otherwise have identical spectral char-
acteristics described by H(M), the Fourier transform of the window h(t). The nominal
averaging time for these filters is equal to 2T. The "effective" averaging time, how-
ever, is a function of the specific window; it is inversely proportional to the filter band-
width. For any specific window the averaging time for each of the N filters is the
same. The FFT is reminiscent of the spectrograph in the analogue domain where
the characteristics of the filter and the time averaging, as performed by a separate
lowpass filter, are fixed for all frequencies.
In order to facilitate comparison between the FFT and filter-bank characteristics,
a formal definition of averaging time will be given. Intuitively, it seems reasonable to
assume that the averaging time for a rectangular window should equal the window width
2T. By setting that as a standard, the averaging time for any bandpass filter is given by
W1
T A 2T W' (B. 27)A- W'
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where W1 is the bandwidth of the rectangular window filter, and W is the bandwidth
of the filter whose averaging time TA is desired. From Fig. B-3b, W1 = 0.9/2T.
Substituting in Eq. B. 27, we obtain
T = 9
AW' (B. 28)
where W is measured in Hz and TA in sec.
In the final recognition algorithm the FFT employed N = 512 samples, sampled at
intervals of 50 ,us (sampling rate = 20 kHz), resulting in a window width 2T = 25. 6 ms.
The spectrum is computed at 256 points in frequency, ranging from 0-10 kHz and sep-
arated by fl = 103/25. 6 = 39. 1 Hz. The Hamming window filter has a bandwidth =
52 Hz (see Fig. B-3b) and the averaging time, as computed by Eq. B. 28, is equal to
17.3 ms.
1.0
0.8
0.6
0.4
0.2
0
(a) FREQUENCY f - (fo = 2T)
LARGEST SIDELOBE
WINDOW 3-dBBANDWIDT RELATIVE TO HIGH-FREQUENCY
MAIN LOBE
-13. 3 dB
RECTANGULAR 0.9 f (st sdeobe) -6 dB/oct(Ist sidelobe)
PARZEN 1.8 f -53. 1 dB -24 dB/octPARZEN 1.8 f (lst sidelobe)
HAMMING 1.33 f -43 dB -6 dB/oct
(4th sidelobe)
(b)
Fig. B-3. Spectral characteristics of the three window functions
in Fig. B-Z. (Only the main lobes are shown.)
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The filter bank has been described in section 3. 3. The filters are linearly spaced
in the range 50-1650 Hz, with a constant bandwidth of 100 Hz, and logarithmically
spaced in the range 1650-7025 Hz, with a linearly increasing bandwidth (see Fig. 5).
Each filter is followed by a rectifier and a single-pole RC lowpass filter with a time
constant of 10 ms. Considering the lowpass filter as a bandpass filter, it has a band-
width of 2'10 = 31. 8 Hz. The corresponding averaging time, by Eq. B. 28, is
2-r*10 ms
28. 3 ms, roughly three times the time constant. (Note that the averaging time for the
lowpass filter is much larger than and, hence dominates the effective averaging time
of all bandpass filters of the filter band.) Compare 28. 3 ms, the averaging time for the
filter bank, with 17. 3 ms, the averaging time for the Hamming window filter. It is not
surprising that the FFT-computed spectrum was much more sensitive to variations in
time than the filter-bank spectrum. A major difference between the filter bank and the
FFT is that the averaging time for the filter bank is determined by a circuit that is com-
pletely independent of the filters, while the averaging time for the FFT is determined
by the window function, which also specifies the filter characteristics. The center
frequencies and bandwidths of the filters in the filter bank are designed quite inde-
pendently, while the FFT window function and its width completely specify the filter
characteristics and the averaging time. There is an independence of design in the
filter bank which does not exist in the FFT. Nevertheless, this difference, to a large
extent, could be rectified. The FFT is ordinarily computed at a relatively large
number of frequencies. So, the computed spectral energies Ek (Eq. B. 3) at adjacent
frequencies could be averaged to simulate a bank of filters, where each is an equiv-
alent filter with one center frequency and one equivalent bandwidth. This method
was actually used in the recognition system in order to have identical representa-
tions of the filter bank and FFT spectra. The average energy EA from n adjacent
FFT filters, whose center frequencies are separated by f and whose bandwidth is
W Hz each, is defined by
EA = n (Ei+l +Ei+z +Ei+n) (B. 29)
The equivalent filter has a center frequency
f = (i+ ff o (B. 30)
and an equivalent bandwidth
We = (n-l)f + W. (B. 31)
By this method, the FFT is rendered quite flexible, and different groupings of fil-
ters could be investigated in order to obtain the desired representation. As an
example, see the filter-bank spectrum in Fig. 6 and the FFT-computed spectrum
(after appropriate regroupings of energies to simulate a bank of 36 filters with the
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center frequencies approximately equal to those of the hardware filter bank) in
Fig. 7 of [z] in [azid]. In this manner it was possible to critically compare both
spectra.
A similar method could be used to change the averaging times after the FFT
spectrum is computed. There is, of course, a minimum averaging time that is dic-
tated by the window function size. Beyond that, one could perform a further com-
putation that would average the energy at any frequency over a longer period of
time by introducing a digital lowpass filter.
Therefore, potentially, the FFT-derived spectrum is quite flexible. What is
required is to compute the spectrum at relatively many frequencies in the desired
frequency range, and tn employ a window function whose averaging time is the min-
imum desired. The computed spectrum could then be frequency- or time-averaged
to obtain the desired representation. A major problem, or course, is the extra
computation time involved.
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