Over 300 years of UK stock returns reveal that well-known monthly seasonals are sample specific. For instance, the January effect only emerges around 1830, which coincides with Christmas becoming a public holiday. Most months have had their 50 years of fame, showing the importance of long time series to safeguard against sample selection bias, noise, and data snooping. Only -yet undocumented -monthly July and October effects do persist over three centuries, as does the half yearly Halloween, or Sell-inMay effect. Winter returns -November through April -are consistently higher than (negative) summer returns, indicating predictably negative risk premia. A Sell-in-May trading strategy beats the market more than 80% of the time over 5 year horizons.
Introduction
Had stock markets been a field of academic study early in the nineteenth century, our predecessors would have wondered about the significantly positive August and December effects and asked themselves why stocks performed so poorly in October. Researchers in the early 1900s pondering a century of stock market returns might have tried to explain the significantly negative July and August effects.
How far are seasonal stock market anomalies real? In their seminal study Lakonishok and Smidt (1988) prescribe long and new data series as the best medicine against data snooping, noise and 'boredom' (selection bias). They confirm many daily anomalies, like the Turn of the Month effect and the Turn of the Week effect, in their extended sample of 90 years of the Dow Jones market index. As they point out at a monthly level, however, they add little new data and even a 90-year sample offers no remedy using monthly frequency data:
"Monthly data provides a good illustration of Black's (1986) (around 0.5 percent) . Therefore, unless the unique month outperforms other months by more than 1 percent, it would not be identified as a special month." (Lakonishok and Smidt, 1988, p.422) While new data sets of long time series of stock returns are becoming available, no paper has used these data to verify whether monthly seasonals are real, or are chimeras. This paper fills that gap looking at over 300 years of monthly data on the UK stock market, starting in 1693. We use these UK data as it is the longest time series available and also provides us with a relatively fresh new data set as they have been less mined than have data from the United States.
point about the difficulty of testing hypotheses with noisy data. It is quite possible that some month is indeed unique, but even with 90 years of data the standard deviation of the mean monthly return is very high
Contrary to the Lakonishok and Smidt (1988) results, where their longer sample period confirmed well-known daily effects, our longer series sheds new light on many monthly calendar anomalies. Many months significantly under-or outperform over the full period and in sub periods, but few have done so persistently throughout the ages. Only October and July consistently underperform in our full sample and in all of the 50-and 100-year subsamples. It seems Mark Twain was right: October and July are two of the most "peculiarly dangerous months to speculate in stocks in". July is surprising. While it is the second month in the famous Mark Twain quote no one has, to the best of our knowledge, documented a significant July effect in stock returns before.
No month -including January -significantly outperforms the market persistently in all our 50-and 100-year subsamples, although December comes close, only exhibiting below average returns in the first half of the twentieth century. In the first 150 years, instead of being the best performing month, January is worse than average. Before 1830 there is a strong positive December effect, which weakens as the January effect emerges. The January effect cannot have been imported from the US market, as during that period January returns in the US are negative.
The only possible explanation seems to be that the actual celebration of Christmas, which started around 1835 in the UK, changed the market dynamics around the turn of the year. Results for the US, where Christmas became a holiday around 1870, show similar evidence for this new explanation on what may be driving the January effect. A capital gains tax in the UK was introduced as late as 1965 and the Tax year has always started in April rather than January.
While April did significantly better in the last 50 years, this increase seems to be due to higher returns before, as well as after, 1965. September is often considered to be the worst month, but it both under-and outperforms the market in our 50 year subsamples and is not as bad as October, which in turn shows a persistent underperformance of 0.7% a month.
November and February are special due to the absence of any significant out-or underperformance through the ages. All other months have had their fifty years of fame at some point during the three centuries, suggesting the importance of studying these long time series.
This long monthly series also allows us to test the persistence of the Sell-in-May effect, or the Halloween effect (Bouman and Jacobsen, 2002) , which is the notion that winter returns are substantially higher than summer returns. Studying the Sell-in-May effect is interesting, as it is quickly evolving as one of the strongest anomalies. It challenges traditional economic theory, as it suggests predictably negative excess returns. For instance, Grimbacher, Swinkels and van Vliet (2010) find a US equity premium over the sample 1963-2008 of 7.2% if there is a Halloween effect and a Turn of the Month effect, and a negative risk premium of -2.8% in all other cases.
Our focus on the long-term history of UK data is especially interesting, as the United Kingdom is the home of the market wisdom "Sell in May and go away". Popular wisdom suggests that the effect originated from the English upper class spending winter months in London, but spending summer away from the stock market on their estates in the country: An extended version of summer vacations as we know them today.
1 Thus if the Sell in May anomaly should be significantly present in one country over a long period, one would expect it to be the United
Kingdom.
2
Our evidence shows this to be the case. Winter returns (November through April) are on average a significant 0.56% higher than (often negative) summer returns. Remarkably, and regardless of all changes that occurred in the world and the United Kingdom over these 300 years, this Sell in
May effect persists in all our 100-and 50-year subsamples, and in 24 out of 32 of the 10-year subsamples. Even more remarkable is that summer returns are almost always lower than the risk free rate, suggesting persistent negative risk premia over 300 years. This is not only hard to reconcile with traditional risk return trade off's but this -as argued by Schwert (2003) -also excludes time varying risk premia as a potential explanation for this persistent, predictable pattern. We analyze trading strategies based on this market wisdom and find that investors with a long horizon would have had remarkable odds beating the market using this trading strategy:
Over 80% for investment horizons over 5 years; and over 90% for horizons over 10 years, with returns on average around three times higher than the market.
1 To give an example: "Historically, the summer fall was caused by farmers selling and sowing their crops and rich investors swanning off to enjoy Ascot, The Derby, Wimbledon, Henley and Cowes. Modern investors jet off to the Med, where they cannot find copies of their pink papers and senior fund managers soak up the sun on Caribbean cruises leaving their nervous second-in-commands in charge" (The Evening Standard, May 26, 1999) . 2 While the first written mention of the market wisdom "Sell in May" occurs in the English Financial Times of Friday 10 of May 1935: "A shrewd North Country correspondent who likes stock exchange flutter now and again writes me that he and his friends are at present drawing in their horns on the strength of the old adage "Sell in May and go away."" The suggestion is that at the time it is already an old market saying. This is confirmed by a more recent article in the Telegraph. (http://www.telegraph.co.uk/finance/2914779/Should-you-sell-in-May-and-buyanother-day.html) In the article "Should you "Sell in May and buy another day?" the journalist "George Trefgarne refers to Douglas Eaton, who in that year was 88 and was still working as a broker at Walker, Cripps, Weddle & Beck. "He says he remembers old brokers using the adage when he first worked on the floor of the exchange as a Blue Button, or messenger, in 1934. "It was always sell in May," he says. "I think it came about because that is when so many of those who originate the business in the market start to take their holidays, go to Lord's, [Lord's cricket ground] and all that sort of thing."
Research into calendar anomalies is one of the oldest strands in the finance literature, starting with Wachtel's study in 1942 on the January effect, and followed by many other, now classic, studies including Rozeff and Kinney (1976), French (1980) , Gibbons and Hess (1981) , Lakonishok and Levi (1982) , Roll (1983) , Keim (1983 ), Reinganum (1983 ), and Ariel (1987 .
Ever since 1942, old and new calendar anomalies (like the other January effect (Cooper, McConnell, and Ovtchinnikov, 2006) and seasonal effects in the cross-section of stock returns (Heston and Sadka, 2007) ) keep practitioners and academics intrigued. Grimbacher, Swinkels and van Vliet (2010) try to disentangle the different calendar anomalies. Ogden (2003) relates equity return patterns to the seasonality of macroeconomic variables and a recent paper by Ogden and Fitzpatrick (2010) shows that many other anomalies, like the failure-risk anomaly, earnings momentum, and the book-to-market anomaly, may also be seasonal. Many papers now assume there are seasonal anomalies, like the January effect, and try to explain them. We feel that our paper contributes to the literature, as it takes a step back and asks the question -using these new historical data -of whether or not these monthly seasonal anomalies exist and, if so, when and why they emerge. For instance, the persistence of the Sell-in-May effect suggests it is caused by a fundamental factor, which has not changed over three hundred years. Moreover, if a change occurs in the seasonal effect, this long time series allows us to consider whether fundamental changes, like the introduction of a Christmas holiday, may cause a shift in market dynamics. Thus, understanding whether, and if so which, calendar anomalies persist helps our understanding of the working of financial markets and the behavior of investors. Our analysis of these longer new series puts both the January effect and the Halloween effect into a new perspective. Moreover, our evidence that the Sell-in-May effect is persistent over time and not a fluke is important, as it suggest that during half of the year the fundamental relation between risk and expected return is systematically violated.
Data

UK stock return index
We obtain a 317-year index of monthly UK stock prices compiled by Global Financial Data from several different sources. Starting from 1693, the index basically covers the entire trading history of the UK equity market. Table 1 summarises the sources.
Please insert Table 1 around here
The index consists of stocks of the East India Company, the Bank of England, and the South Sea
Company for the first 110 years. These stocks were the largest public firms and their prices were the most regularly followed by the media at the time (Mirowski, 1981) . During the eighteenth century, the trading volume was relatively thin, although the estimated number of stocks was around 150 by the end of seventeenth century, and had grown to around 340 during the time of the South Sea Bubble. Most of these companies disappeared during the Bubble (Michie, 1999).
Mirowski (1981) examines surviving financial reports of some investing companies, indicating that their major investments were unanimously in these particular companies. In addition, he constructs an annual index consisting of up to 8 stocks 3 for the eighteenth century and shows that, except for the bubble period in 1720, all of the shares are highly correlated, which implies that the 3-stock index is a sound proxy for the general movement of the market.
For the first half of nineteenth century, the index adopts Rostow's total index (1811-1850) and Most of these sub-indices are frequently used in other empirical studies; for example, Shiller (1988 ) , Goetzmann (1993), and Goetzmann and Jorion (1995) . The series does not include dividends. Global Financial Data also has a total return index over the same period, however, this index is based mostly on the Bank of England stock until 1922.
Interest rate
We use the UK 3-month T-bills rate as our proxy for the risk free rate, however, this data series only starts from 1900. Prior to 1900, we choose the Bank of England base lending rate, beginning from August 1694, since its correlation with the UK T-bills rate is as high as 0.99. We set the interest rate to zero for the one year prior to August 1694 when there are no data available.
Monthly Seasonality
Are stock returns in the different months significantly different from each other? To study the potential effects of sample sizes on monthly stock returns, as discussed in Lakonishok and Smidt (1988), we consider the full sample and also divide it into three (roughly) one-hundred-year subperiods and six sub-periods of around fifty years. This allows us to examine the monthly stock return seasonality with relatively large sample sizes, while still being able to detect any trends and persistent patterns over time. Table 2 reports the results for the general seasonality tests, as well as the mean returns and standard deviations for each calendar month and entire year over the various sample periods and some basic characteristics for the interest rates used. Table 2 around here.
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The latest 50-year subsample enables us to confirm the findings of earlier studies, 4 and the other two and a half centuries data can be safely treated as fresh data for out of sample tests over a longer time period, as they have not been studied before in relation to seasonal anomalies.
4 Seasonality studies for the US market include earlier periods (i.e. sample period in Wachtel (1942 ) starts from 1927 , Rozeff and Kinney (1976 ) from 1904 , Schultz (1985 ) from 1900 , and Jones et al. (1987 from 1871). Sample periods in seasonality studies of UK market focus on the latest 50-year sub-period of our sample. For example, Gultekin and Gultekin (1983) examine UK data from 1959 to 1979 , Corhay, Hawawini and Michel (1987 consider the period , and Reinganum and Shapiro (1987 use the period 1955-1980. Overall, the average monthly return over the entire sample is only 0.12% (1.44% per year), which is relatively low, but this is due to the negative average returns during the first 150 years.
Negative capital gains in the long run may seem surprising nowadays, however, during the eighteenth and nineteenth centuries dividends were relatively more important. We see relatively high dividend payments (around 5% annually) in the first two centuries of our sample: The series including dividends (not reported in the table) has monthly returns of 0.53% and 0.40% in the first two centuries, respectively.
We observe an increasing trend in average price returns over time, with the latest 50 years showing the highest average return. While the standard deviations of different sample periods do not have a clear pattern, the market in the nineteenth century seems to be less volatile than it does in the eighteenth and twentieth centuries.
The last two columns report the results of the calendar month seasonality tests. We use both parametric and non-parametric tests. The latter is the Kruskal and Wallis rank-based test of equality. The null hypothesis is that all of the calendar months have the same continuous distribution and that the test statistic is approximately distributed as a � with 11 degrees of freedom. The alternative hypothesis is that at least one month has a different distribution. The parametric test examines the joint significance of parameters � to �� from the following regression equation:
where � is the monthly continuously compounded index returns, �� … ��� denote dummy variables for February to December. The constant parameter � is the average return for January, and the coefficient estimates � to �� represent the differences between January returns and the returns in other months. If returns for each month of the year are the same, the parameters � to �� should be jointly insignificant. Both tests reveal strong calendar month seasonality over all of our examined sample periods.
While our tests statistics indicate significant differences between months, these tests do not clarify which month contributes to this seasonality and whether it is the same month in different samples. Based on the literature, we expect to see higher returns in January and April. The January effect is the most well-known monthly return seasonal first documented in Wachtel (1942) , and formally tested and made popular among academia by Rozeff and Kinney (1976) using 70 years of US data from 1904 to 1974. Follow up studies attribute the January effect to the tax loss selling hypothesis 5 (see Keim (1983) , Reinganum (1983 ), Roll (1983 , and Schultz (1985) for US evidence; Corhay, Hawawini and Michel (1987) and Gultekin and Gultekin (1983) for international evidence). While studies outside the US show mixed results (see Brown et al. (1982) for the Australian market, and Berge et al. (1984) and Tinic et al. (1987) for Canadian evidence), UK evidence is supportive of the tax-loss selling hypothesis. In particular, with a tax year ending on 5 April, studies find that UK stock returns in January 6 and April are significantly higher than returns in other months. For instance, using a 20 year sample from 1959 to 1979, Gultekin and Gultekin (1983) observe that April returns are much larger than over the remainder of the year. Reinganum and Shapiro (1987) , using monthly share price data from 1955 to 1980, find UK stock returns exhibit both a January and an April seasonal effect after the introduction of capital gain taxes in April 1965, while no seasonality is detected prior to that date. In addition to the higher January and April returns, a later study by Clare, Psaradakis, and Thomas (1995) reports high December returns and low September returns in the UK stock market over the sample period of 1955 to 1990. Our results confirm these findings. For the subsample period 1951 to 2009, April, December, and January have the highest returns, while the average September return is the lowest during the period. The interesting question is whether we will find similar results in earlier subperiods.
Our evidence in Table 2 suggests that these patterns do not persist over time. January returns are negative and lower than for the other months in the first 100 years, with the best month over the 5 The tax loss selling hypothesis is an explanation for the January effect, first proposed by Wachtel (1942) . He states that downward pressure on stock prices might be induced at year end by investors selling the losing stocks with the intention to realize capital losses against their taxable incomes. The abnormally high January return is the effect from the stock price rebounding to its equilibrium level when the selling pressure stops at the beginning of the year. 6 A January effect might be caused by international stock market integration; see Gultekin and Gultekin (1983) for evidence of the January effect in capital markets around the world. In addition, Reinganum and Shapiro (1987) suggest that the January effect in the UK stock market is driven by corporations that have a tax year ending at the end of December. 300 years being December rather than January. The overall performance of October seems worse than that for September (-0.51% versus -0.49% return per month), but the average October return is higher than September in the most recent 50 years. In Table 3 we test the statistical significance of the individual months in more detail, using the standard random walk regression with a dummy variable:
where � is the continuously compounded monthly index return, �� is the dummy variable for a particular month, is the constant, and � is the error term. β m shows the magnitude of the difference between the mean return of the month of interest and the mean return during the rest of the year. Table 3 around here. Over the entire sample period, the December, January, April, and August returns are significantly higher than the returns for the rest of the year. Despite this, however, none of these months outperforms the market persistently. December comes close, with negative coefficient estimates only in the sub-period 1901-1950. Even the well-known January effect appears only in the second half of our sample. Intriguingly, on average, the January returns are significantly lower rather than higher during the eighteenth century. Before 1850, a strong positive December effect dominates the market, which disappears as the January effect emerges in the nineteenth century.
Please insert Figure 1 around here. Figure 1 shows this shift in January returns more clearly. We plot a 10-year moving average of the annual difference between January returns and the average returns of the other calendar months. January returns are rarely higher than the average months until the 1820s to 1830s.
(Note that the extremely high January returns exhibited in the 1820s are partially caused by the Panic of 1825 7 leading to an upward shift and, subsequently, to a strong downward shift in the 10-year moving average.) Only around this time do January returns become higher than those of other months and these higher returns continue to the end of the twentieth century. explain the emergence of the January effect in the 1830s. An alternative explanation would be that the January effect is imported from the US market for a different reason, however, January returns in the US are significantly below average in this period, as shown in Figure 2 . In this figure we plot a 10-year moving average of the difference between January returns and the average returns in the 11 other months for the US.
Please insert Figure 2.around here
If we combine this with the results for December from Day has become steadily more important".
We test whether the introduction of an official Christmas holiday might have led to the emerging of the January effect using the following regression:
where � is the continuously compounded index returns, � is the January dummy, ℎ � is a dummy variable that equals one for the period after the introduction of the Christmas holiday and zero otherwise, where we use 1870 as a breakpoint for the US and 1837
for the United Kingdom. The parameter estimate � represents the January effect before the breakpoint year and � shows the January effect after the breakpoint year. We examine the effect for the whole sample period, as well as 50 years (100 years) before, and after, the breakpoints. Table 4 presents the estimation results for both the US and the UK. Table 4 around here.
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We find the higher than average January returns are only present in the sample period after
Christmas becoming national holiday. Prior to the breakpoint year, the coefficient estimates for the January effect are not significantly higher than the market, with January returns lower than average for all of the US sample periods, and for the whole sample period of the UK market.
After the Christmas breakpoint, the January effect emerges, as returns are significantly higher than for the rest of the year. The last two columns of Table 4 examine the difference in the January effect before and after the breakpoint. The results indicate a significant change: January returns before breakpoints are statistically significantly lower than January returns after the breakpoint for both countries and for all of the sample periods, with the exception of the UK over the period of 1787-1887.
This finding suggests that the official celebration of Christmas may be an important factor behind the January effect. It might be that investors delay planned purchases until January, or that Christmas introduced a time for reflection, or that the lack of trading in December drives prices up in the beginning of the New Year when liquidity returns. A Christmas explanation would also be consistent with a January effect in countries even where the end of the tax year falls in a different month, as in the UK.
In the UK a capital gains tax was introduced on April 6, 1965. Results of, for instance, Reinganum and Shapiro (1987) suggest that this leads to the introduction of higher April returns from that point on. They find no seasonality in monthly UK returns in the 10 years prior to the introduction of capital gains tax. Having the benefit of a longer sample, we can revisit their evidence. In Figure 3 we plot April returns, April returns minus the average returns of the other 11 months, and a 10-year moving average of April returns minus the average returns of the other months. All plots refer to the 1900-2009 period, as this is when the April effect becomes significantly positive. Figure 3 around here.
Positive April returns occur frequently, however, it is not definite that the outperformance occurs only in the period after the imposition of capital gains tax in 1965. In fact, the smoothed graph using a 10-year moving average shown in the third plot reveals that the rising trend starts from the 1940s onwards. This suggests that it may not necessarily be the capital gains tax that causes these higher April returns. Table 2 shows that the average returns for October, September, and July are frequently negative. Table 3 reveals that the relatively worst months are October and July, which persistently and significantly underperform the other calendar months over the whole sample period. They also underperform in all sub-periods. Although the results are not statistically significant for all subsamples, the coefficient estimates are unanimously negative. The average return for October over the whole sample period is 0.68% lower than the other months' averages. For July this is 0.46%. This result appears to be consistent with Mark Twain's saying about the stock market, recorded in his novel Pudd'nhead Wilson (first published in 1894), which states: "October. This is one of the peculiarly dangerous months to speculate in stocks. The others are July, January, September, April, November, May, March, June, December, August, and February". Although the statistical significance shows a weakening trend after the 1850s, the average monthly returns of both months still remain lower than the mean returns for the other months. This result also holds in the latest 50-year sample period.
Our results confirm the low September returns reported by Clare, Psaradakis and Thomas (1995) for the period of . With the benefit of a longer sample period, however, we are able to
show that the pattern is not persistent and that the September mean returns are actually higher than the returns during the other months for three out of the six fifty-year sub-periods, although the difference is not statistically significant.
The Halloween Effect
While most monthly seasonals seem time dependent, the Halloween effect is remarkably robust across subsamples. The Halloween, or Sell-in-May, effect is a phenomenon based on the old UK market wisdom "Sell-in-May and go away" (and the Halloween indicator in the US), which indicates that winter returns (November through April) tend to be significantly higher than summer returns (May through October). Bouman and Jacobsen (2002) find this effect presents in 36 of the 37 countries in their study.
In Table 5 we compare summer and winter returns for our full sample and subsamples. Table 5 around here.
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Average winter returns are positive, and higher than summer returns, for all sample periods. The percentage of positive returns is always greater than 50%, indicating that this result is not due to outliers. In contrast, with the exception of the sub-period 1851-1900, summer returns are always negative, implying persistent negative risk premia over summer through the ages. 9 The calendar month returns shown in Table 2 also reveal this pattern: Mean returns during summer months are frequently negative and lower than the mean returns in the winter months. The monthly dummy coefficients reported in Table 3 confirm that returns in summer months tend to be below average and in winter above average.
Please insert Figure 4 around here.
We test the persistency of the Sell-in-May effect in Figure 4 , using shorter intervals of ten years.
The upper plot compares historical winter returns and summer returns over ten-year horizons (in descending order based on summer returns). For the thirty-two ten-year average returns, we only observe nine positive summer returns compared to twenty-three positive winter returns. In the lower plot we arrange the differences between winter returns and summer returns in ascending order. Summer returns exceed winter returns in only eight of the thirty-two periods, and the magnitude of the difference tends to be relatively small. The best summer return outperforms winter return by only 0.65% in the period 1791-1800. Winter returns are often substantially higher, with the highest difference between winter returns and summer returns equal to 2.85% in the period 1971-1980.
The last two columns of Table 5 (2007), however, it is easy to show that this is not a concern here. We find that statistical significance is not affected if we examine the statistical significance of the Halloween effect using 6-month summer and winter returns. By construction, this half-yearly Halloween dummy is negatively autocorrelated. Powell Shi, Smith, and Whaley (2009) show the confidence intervals actually narrow relative to conventional confidence intervals when the regressor's autocorrelation is negative, causing standard tstatistics to under-reject rather than over-reject the null hypothesis of no effect. Thus, as a robustness check, it seems safe to test the Halloween effect using standard t-statistics adjusted with Newey and West (1987) standard errors from semi-annual return data. Table 6 presents the coefficient estimates and t-statistics. Table 6 around here.
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The results drawn from semi-annual data do not change our earlier conclusion based on monthly returns. If anything, these results show an even stronger Halloween effect. The periods with significant Halloween effect in our earlier tests remain statistically significant with t-values based on semi-annual data. The first hundred years (1693-1800) period was not statistically significant using the monthly data, but now becomes significant at the 10% level. As a final test, we use a simple equality in means test. In this case, we also reject the hypothesis that summer and winter returns are different, with almost the same, highly significant, t-value (4.20).
Persistency of negative summer risk premia
Another intriguing pattern implied by the Sell-in-May effect is that the frequently observed negative summer returns over time indicates persistent negative summer risk premia. We now examine in more detail whether summer returns are consistently lower than the risk free rate.
The summer risk premia are calculated by subtracting the interest rate from summer returns.
Over the whole sample period, the average risk premium is -0.53% and, out of 317 years, we observe 201 years (63%) of negative risk premia during summer. In Figure 5 we plot smoothed summer risk premia using a 10-year moving average every year for over 300 years.
Please insert Figure 5 around here.
The summer risk prima is only occasionally positive during the period of the 1930s to 1950s, and it is persistently negative over the remainder of the 280 years. This persistent pattern of negative summer returns challenges the traditional risk expected return relation, as it suggests predictably negative summer excess returns.
Performance of trading strategies based on the Halloween indicator
Bouman and Jacobsen (2002 ) develop a simple trading strategy based on the Halloween indicator and the Sell-in-May effect, which invests in a market portfolio at the end of October for six months and sells the portfolio at the beginning of May, using the proceeds to purchase risk free short term Treasury bonds and hold these from the beginning of May to the end of October. They find the Halloween strategy outperforms a buy and hold strategy even after taking transaction costs into account. We examine the performance of this Halloween strategy over three-hundred years. Table 7 presents the performance of the Halloween strategy relative to the buy and hold strategy over different subsample periods. Table 7 around here.
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The average annual returns reported in the second and the fifth columns reveal that the Halloween strategy consistently beats a buy and hold strategy over the whole sample period, and in all hundred-year and fifty-year subsamples. It only underperforms the buy and hold strategy in one out of ten of the thirty-year subsamples . The magnitude with which the Halloween strategy outperforms the market is also considerable. For example, the returns of the Halloween strategy are almost three times as large as the market returns over the whole sample.
In addition, the risk of the Halloween strategy measured by the standard deviation of the annual returns is, in general, smaller than for the buy and hold strategy. This is evident in all of the sample periods we examine. Sharpe ratios for each strategy are shown in the fourth and the seventh columns. Sharpe ratios for the Halloween strategy are unanimously higher than those for the buy and hold strategy. Table 7 also reveals the persistence of the outperformance of the Halloween strategy within each of the subsample periods by indicating the percentage of years that the Halloween strategy beats the buy and hold strategy. Over the whole sample period, the Halloween strategy outperforms the buy and hold strategy in 63.09% (200/317) of the years. All of the hundred-year and fifty-year subsample periods have a winning rate higher than 50%. Only one of the thirty-year subsamples has a winning rate below 50% 43 .33%).
Most investors will, however, have shorter investment horizons than the subsample periods used above. Using this large sample of observations allows us a realistic indication of the strategy over different short term investment horizons. Please insert Table 8 around here.
The two sampling methods produce similar results. For every horizon, average returns are significantly higher for the Halloween strategy: Roughly three times as high as for the buy and hold strategy. For shorter horizons the standard deviation is lower for the Halloween strategy than for the buy and hold strategy. For longer investment horizons, however, the standard deviation is higher. This seems to be the result of positive skewness, indicating that we observe more extreme positive returns for the Halloween strategy than for the buy and hold strategy. The frequency distribution plots in Figure 6 confirm this. The graphs reveal that the returns of the Halloween strategy produce less extreme negative values, and more extreme positive values, than the buy and hold strategy.
Please insert figure 6 around here.
This is also confirmed if we consider the maximum and minimum returns of the strategies shown in Table 8 . Except for the one-year holding horizon, the maximum returns for the Halloween strategy of different investment horizons are always higher than for the buy and hold strategy, whereas the minimum returns are always lower for the buy and hold strategy. The last column of Table 8 Once we expand the holding period for the Halloween trading strategy, the possibility of beating the market increases dramatically. If an investor uses a Halloween strategy with an investment horizon of five years, the chances of beating the market rises to 82.11%. As the horizon expands to ten years, this probability increases to a striking 91.56%.
As a last indication of the persistency of the Halloween strategy over time, In Figure 7 we compare the cumulative annual return over the three centuries. The buy and hold strategy hardly shows an increase in wealth until 1950 (Note that this is a price index and the series do not include dividends). The cumulative wealth of the Halloween strategy increases gradually over time and at an even faster rate since 1950.
Conclusion
This study investigates monthly return seasonality using 300 years of UK stock market data. We show that many calendar months significantly outperform, or underperform, the market in our sample, but that few have done so persistently over the 300 years. This result confirms the potential problems caused by data snooping, noise, and selection bias, and highlights the importance of studying long time series. In particular, we find that January returns used to be lower, rather than higher, than the other months over the first 150 years. A strong positive
December effect dominates the market prior to the 1850s, which disappears as the January effect emerges. The only explanation we find for this is that at this time in UK history celebrating
Christmas became more popular. Results for the US confirm the link between the introduction of a Christmas holiday and the beginning of a January effect. We find no evidence that the significance of the positive April effect in the last century is caused by capital gains tax being introduced in the UK in 1965, as the strengthening of the April effect seems to start from the 1940s. The only persistent pattern we detect for the calendar months over the three-hundred year period is the underperformance of the market in October and July.
In contrast to most calendar months, the Halloween effect is robust over different subsample periods. We show persistently negative summer risk premia over 300 years. Trading rules based on the Halloween effect consistently beat the market. For instance, a Halloween (or Sell-in-May) trading strategy beats the market more than 80% of the time over 5-year horizons and more than 90% of the time for 10-year horizons. Table 2 reports average return and standard deviation for each calendar month, entire year, and t-bills rate as a percentage. The sample is subdivided into three sub-periods of around 100-year intervals and six sub-periods of 50-year intervals. Seasonality is tested using a Kruskal and Wallis (K-W test) rank-based non-parametric equality test and parametric joint significance test. The F-stat reports the joint significance of the regression parameter � to �� from the regression � = � + � �� + � �� + ⋯ + �� ��� + � , where � is the average return of January, � to �� represent the differences between January returns and the returns of the other months. Table 3 presents the coefficients (percentage) and the t-statistics of the regression in a form of � = + � �� + � , where � is the continuously compounded monthly returns, �� is the dummy variable of the calendar month m, is the constant, and � is the error term. T-statistics are calculated based on Newey-West standard errors. The sample is sub-divided into three sub-periods of approximately 100-year intervals and six sub-periods of 50-year intervals. *** denotes significance at the 1% level; ** denotes significance at 5% level; * denotes significance at 10% level Table 4 shows the coefficient estimates in percentage terms and the t-statistics of the regression � = + � � (1 − ℎ � ) + � � ℎ � + � where � is the continuously compounded monthly index returns, � is the January dummy, ℎ � is the Christmas holiday dummy that equals one for the period after the introduction of Christmas holiday and zero otherwise. is the constant and � is the error term. � shows the January effect before Christmas becomes a holiday and ( � ) afterwards. The last two columns examine the significance of the difference in the January effect before and after the breakpoint. T-statistics are calculated based on Newey-West standard errors. *** denotes significance at the 1% level; ** denotes significance at 5% level; * denotes significance at 10% level Table 7 presents the average annual returns, standard deviations in percentages, and Sharpe ratios of the buy and hold strategy and the Halloween strategy, as well as the number of years, and the percentage of times that the Halloween strategy outperforms the Buy & Hold strategy for the whole sample period from 1693-2009, three subsamples of around 100 years, six 50-year subsamples, and ten 30-year subsamples 
