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WHEN DOES A PERTURBED MOSER-TRUDINGER
INEQUALITY ADMIT AN EXTREMAL?
PIERRE-DAMIEN THIZY
Abstract. In this paper, we are interested in several questions raised mainly
in [17] (see also [18,20]). We consider the perturbed Moser-Trudinger inequal-
ity Igα(Ω) below, at the critical level α = 4pi, where g, satisfying g(t) → 0
as t → +∞, can be seen as a perturbation with respect to the original case
g ≡ 0. Under some additional assumptions, ensuring basically that g does
not oscillates too fast as t → +∞, we identify a new condition on g for this
inequality to have an extremal. This condition covers the case g ≡ 0 studied
in [3, 12, 23]. We prove also that this condition is sharp in the sense that, if it
is not satisfied, Ig
4pi
(Ω) may have no extremal.
1. Introduction
Let Ω be a smooth, bounded domain of R2 and let H10 = H
1
0 (Ω) be the standard
Sobolev space, obtained as the completion of the set of smooth functions with
compact support in Ω, with respect to the norm ‖ · ‖H1
0
given by
‖u‖2H1
0
=
∫
Ω
|∇u(x)|2dx .
Throughout the paper, Ω is assumed to be connected. Let g be such that
g ∈ C1(R) , lim
s→+∞
g(s) = 0 , g(t) > −1 and g(t) = g(−t) for all t . (1.1)
Then, we have that
Cg,α(Ω) := sup
u∈H1
0
:‖u‖2
H1
0
≤α
∫
Ω
(1 + g(u)) exp(u2)dx (Igα(Ω))
is finite for 0 < α ≤ 4π and equals +∞ for α > 4π. This result was first obtained
by Moser [19] in the unperturbed case g ≡ 0. Still by [19], we easily extend the
g ≡ 0 case to the case of g as in (1.1). At last, [19] gives also the existence of an
extremal for (Igα(Ω)) if 0 < α < 4π (see Lemma 3.1). If now α = 4π, getting the
existence of an extremal is more challenging; however Carleson-Chang [3], Struwe
[23] and Flucher [12] were also able to prove that (I04π(Ω)) admits an extremal in the
unperturbed case g ≡ 0. Yet, surprisingly, McLeod and Peletier [18] conjectured
that there should exist a g as in (1.1) such that (Ig4π(Ω)) does not admit any
extremal function. Through a nice but very implicit procedure, Pruss [20] was able
prove that such a g does exist. Observe that, since g(u)→ 0 as u→ +∞ in (1.1),
(1 + g(u)) exp(u2) in (Igα(Ω)) sounds like a very mild perturbation of exp(u
2) as
u→ +∞ and then, this naturally raises the following question:
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Question 1. To what extent does the existence of an extremal for the critical
Moser-Trudinger inequality (I04π(Ω)) really depend on asymptotic properties of the
function t 7→ exp(t2) as t→ +∞ ?
To investigate this question, we may rephrase it as follows: for what g satisfying
(1.1) does (Ig4π(Ω)) admit an extremal ? This is Open problem 2 in Mancini and
Martinazzi [17], stated in this paper for Ω = D2, the unit disk of R2. In order to
state our main general result, we introduce now some notations. For a first reading,
one can go directly to Corollary 1.1, which aims to give a less general but more
readable statement. We let H : (0,+∞)→ R be given by
H(t) = 1 + g(t) +
g′(t)
2t
, (1.2)
so that we have
[(1 + g(t)) exp(t2)]′ = 2tH(t) exp(t2) . (1.3)
We set tH(t) = 0 for t = 0, so that t 7→ tH(t) is continuous at 0 by (1.1). This
function H comes into play, since the Euler-Lagrange associated to (Igα(Ω)) reads
as {
∆u = λuH(u) exp(u2) in Ω ,
u = 0 in ∂Ω ,
(1.4)
where λ ∈ R is a Lagrange multiplier and ∆ = −∂xx − ∂yy (see also Lemma 3.1
below). Now, we make some further assumptions on the behavior of g at +∞ and
at 0. First, we assume that there exist δ0 ∈ (0, 1) and a sequence of real numbers
A = (A(γ))γ such that
a) H
(
γ − t
γ
)
= H(γ)
(
1 +A(γ)t+ o(|A(γ)| + γ−4)) ,
in C0loc ([0,+∞)t) , as γ → +∞ ,
b) ∃C > 0 ,
∣∣∣∣H
(
γ − t
γ
)
−H(γ)
∣∣∣∣ ≤ C|H(γ)|(|A(γ)| + γ−4)exp(δ0t) ,
for all γ ≫ 1 and all 0 ≤ t ≤ γ2 ,
c) lim
γ→+∞
A(γ) = 0 .
(1.5)
We also assume that there exist δ′0 ∈ (0, 1), κ ≥ 0, ε˜0 ∈ {−1,+1}, F given by
F (t) := ε˜0t
κ, and a sequence B = (B(γ))γ of positive real numbers such that
a)
t
γ
H
(
t
γ
)
= B(γ)F (t) + o(|B(γ)|+ γ−1) ,
in C0loc ((0,+∞)t) , as γ → +∞ ,
b) ∃C > 0 ,
∣∣∣∣ tγH
(
t
γ
)∣∣∣∣ ≤ C(|B(γ)|+ γ−1)exp(δ′0t) ,
for all γ ≫ 1 and all 0 ≤ t ≤ γ2 .
(1.6)
Observe that we may have B(γ) = o(γ−1) as γ → +∞, in which case the precise
formula for F is not really significant. Since t 7→ (1 + g(t)) exp(t2) is an even C1
function, we have that
lim
γ→+∞
B(γ) = 0 , (1.7)
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in view of (1.3) and (1.6). Following rather standard notations, we may split the
Green’s function G of ∆, with zero Dirichlet boundary conditions in Ω, according
to
Gx(y) =
1
4π
(
log
1
|x− y|2 +Hx(y)
)
, (1.8)
for all x 6= y in Ω, where Hx is harmonic in Ω and coincides with − log 1|x−·|2 in ∂Ω.
Then the Robin function x 7→ Hx(x) is smooth in Ω, and goes to −∞ as x→ ∂Ω,
so that we may set
M = max
x∈Ω
Hx(x) ,
KΩ = {y ∈ Ω s.t. Hy(y) = M} and
S = max
z∈KΩ
∫
Ω
Gz(y)F (4πGz(y))dy ,
(1.9)
where F is as in (1.6). For N ≥ 1, we let gN be given by
(1 + gN (t)) exp(t
2) = (1 + g(t))(1 + t2) + (1 + g(t))
(
+∞∑
k=N+1
t2k
k!
)
, (1.10)
so that gN ≤ g, gN(0) = g(0) for all N ≥ 1, while g = gN for N = 1. We also set
Λg(Ω) := max
u∈H1
0
:‖u‖2
H1
0
≤4π
∫
Ω
(
(1 + g(u))(1 + u2)− (1 + g(0))) dx (1.11)
We are now in position to state our main result, giving a new, very general and
basically sharp picture about the existence of extremals for the perturbed Moser-
Trudinger (Ig4π(Ω)).
Theorem 1.1 (Existence and non-existence of an extremal). Let Ω be a smooth
bounded domain of R2. Let g be such that (1.1) and (1.5)-(1.6) hold true for H as
in (1.2), and let A, B and F be thus given. Assume that
l = lim
γ→+∞
γ−4 +A(γ)/2 + 4γ−3 exp(−1−M)B(γ)S
γ−4 + |A(γ)|+ γ−3|B(γ)| (1.12)
exists, where M and S are given by (1.9). Then
(1) if l > 0 or Λg(Ω) ≥ π exp(1 +M) , (Ig4π(Ω)) admits an extremal, where
Λg(Ω) is as in (1.11);
(2) if l < 0 and Λg(Ω) < π exp(1 +M) , there exists N0 ≥ 1 such that (IgN4π (Ω))
admits no extremal for all N ≥ N0, where gN is given by (1.10).
Observe that, for all givenN ≥ 1, gN satisfies (1.1) and (1.5)-(1.6), with the same
A, B and F as the original g. Moreover it is clear that ΛgN (Ω) ≤ Λg(Ω). Then,
this second assertion in Theorem 1.1 proves that the assumptions on g in the first
assertion are basically sharp to get the existence of an extremal for (Ig4π(Ω)). As
a remark, Pruss concludes in [20] that the existence of an extremal for the critical
Moser-Trudinger inequality is in some sense accidental and relies on non-asymptotic
properties of exp(u2). Theorem 1.1 clarifies this tricky situation: the existence or
nonexistence of an extremal for (Ig4π(Ω)) may really depend on a balance of the
asymptotic properties of g both at infinity (given by A(γ)) and at zero (given
by B(γ)). Yet, it may also depend on the non-asymptotic quantity Λg(Ω) (see
Corollary 1.2). Observe that Λ0(Ω) = (4π)/λ1(Ω) in the unperturbed case g ≡ 0,
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where λ1(Ω) is the first Dirichlet eigenvalue of ∆ in Ω.
From now on, we illustrate Theorem 1.1 by two corollaries dealing with less
general but more explicit situations. Let c, c′ ∈ R, (a, b), (a′, b′) ∈ E , where
E = {(a, b) ∈ [0,+∞)× R ∣∣ b > 0 if a = 0} . (1.13)
Let R′ > 0 be a large positive constant. If one picks g such that
g(t) =
{
g0(t) := g(0) + ct
a+1 log(1/t)−b in (0, 1/R′] ,
g∞(t) := c
′t−a
′
(log t)−b
′
in [R′,+∞) , (1.14)
l in (1.12) of Theorem 1.1 can be made more explicit. Indeed, we can then set
B(γ) =
1 + g(0)
γ
+
c(a+ 1)
2
γ−a (log γ)−b and F (t) = tmin(a,1) ,
A(γ) = c′ ×
{
a′γ−(a
′+2)(log γ)−b
′
if a′ > 0 ,
b′γ−2(log γ)−(b
′+1) if a′ = 0 ,
(1.15)
(see also Lemma 3.2). Theorem 1.1 is even more explicit in the particular case
Ω = D2. Indeed, in this case we have thatKD2 = {0} in (1.9) andG0(x) = 12π log 1|x| .
Still on the unit disk D2, it is known that
Λ0(D
2) =
4π
λ1(D2)
< πe , (1.16)
(λ1(D
2) ≃ 5.78). Property (1.16) shows in particular that the second assertion
Λ0(D
2) ≥ πe of Theorem 1.1, Part (1), is not satisfied. In some sense, this is an ad-
ditional motivation for the nice approach of [3], proving the existence of an extremal
for (I04π(D
2)) via asymptotic analysis. As an illustration and a very particular case
of Theorem 1.1, we get the following corollary.
Corollary 1.1 (Case Ω = D2). Assume that Ω = D2. Let c′ 6= 0 and (a′, b′) ∈ E
be given, where E is as in (1.13). Let g∞ be as in (1.14).
(1) If we assume a′ > 2 or c′ > 0 , then for all even function g ∈ C2(R), zero
in a neighborhood of 0, such that g > −1 and
g(i)(t) = g(i)∞ (t)(1 + o(1)) (1.17)
as t→ +∞ for all i ∈ {0, 1, 2}, (Ig4π(D2)) admits an extremal.
(2) If we assume a′ < 2 and c′ < 0 , there exists an even function g ∈ C2(R),
zero in a neighborhood of 0, such that g > −1 and such that (1.17) holds
true, while (Ig4π(D
2)) admits no extremal.
Our main concern in Corollary 1.1 is to write a readable statement. In this result,
the existence of an extremal in the unperturbed case g ≡ 0 is recovered for quickly
decaying g’s, namely if a′ > 2 (see [17]). But a threshold phenomenon appears
(only if c′ < 0) and there are no more extremal for slowlier decaying g’s, namely for
a′ < 2. Note that Theorem 1.1 also allows to point out the existence of a threshold
c′ < 0 in the border case a′ = 2, b′ = 0. Indeed, proving Corollary 1.1 basically
reduces to give an explicit formula for l in (1.12), which only depends on Ω and
on the asymptotics of g at +∞ and at 0. On the contrary, we do not care about
the precise asymptotics of g in the following corollary, thus illustrating the role of
Λg(Ω) in Theorem 1.1.
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Corollary 1.2 (Extremal for Λg(Ω) large). Let Ω be a smooth bounded domain of
R
2. Let λ1(Ω) > 0 be the first Dirichlet eigenvalue of ∆ in Ω and M be given as
in (1.9). Let A¯ be such that 4(1 + A¯) > λ1(Ω) exp(1 +M) and let C > A¯ be given.
Then there exists R≫ 1 such that (Ig4π(Ω)) admits an extremal for all g satisfying
(1.1) and
g(0) = A¯, g ≥ g(0) in [1/R,R] and |g| ≤ C in R . (1.18)
As a remark, in the process of the proof below (see Remark 2.1), we answer the
very interesting Open problem 6 of [17].
This paper is organized as follows. Theorem 1.1, and Corollaries 1.1 and 1.2
are proved in Section 2. Theorem 1.1 follows from Propositions 2.1 and 2.2, proved
in Section 4. Both Propositions 2.1 and 2.2 are consequences of key Lemma 3.3,
which is proved in Section 3, using some radial analysis results obtained in Appen-
dix A.
2. Proof of the main results
We begin by proving Corollary 1.1, assuming that Theorem 1.1 holds true.
Proof of Corollary 1.1. The first part of Corollary 1.1 is a straightforward conse-
quence of the first part of Theorem 1.1: plugging the formulas of (1.15) in (1.12),
we get that l > 0 for g as in Case (1) of Corollary 1.1. In order to prove the second
part of Corollary 1.1, we apply the second part of Theorem 1.1. Let χ be a smooth
nonnegative function in R such that χ(t) = 0 for all t ≤ 1/2 and χ(t) = 1 for all
t ≥ 1. By the Sobolev inequality and standard integration theory, we can check
that gR := g∞×χ(·/R) satisfies ΛgR(D2)→ Λ0(D2) as R→ +∞. Then, by (1.15),
(1.16), assuming a′ < 2, c′ < 0, the second part of Theorem 1.1 applies, starting
from g = gR, for R≫ 1 fixed sufficiently large. Observe that, for all given N ≫ 1,
(gR)N (given by (1.10) for g = gR) satisfies (1.17). Corollary 1.1 is proved. 
Proof of Corollary 1.2. Let Ω, A¯, λ1(Ω), C be as in the statement of the corollary.
By Theorem 1.2, it is sufficient to prove that there exists R ≫ 1 such that for all
g satisfying (1.1) and (1.18), we have that Λg(Ω) ≥ π exp(1 +M), where Λg(Ω) is
as in (1.11). Let v > 0 in Ω be the first eigenvalue of ∆ normalized according to
‖v‖2
H1
0
= 4π. For all g satisfying (1.18), we have that
Λg(Ω) ≥
∫
Ω
(
(1 + g(0))v2 + (g(v)− g(0))(1 + v2)) dx
≥ (1 + A¯) 4π
λ1(Ω)
+
∫
{v 6∈[1/R,R]}
(g(v)− g(0))(1 + v2)dx ,
and, since we have∣∣∣∣∣
∫
{v 6∈[1/R,R]}
(g(v)− g(0))(1 + v2)dx
∣∣∣∣∣ ≤ (|A¯|+ C)(1 + ‖v‖2L∞) |{v 6∈ [1/R,R]}| → 0
as R→ +∞, we get the result using that 4(1 + A¯) > λ1(Ω) exp(1 +M). 
The following proposition is the core of the argument to get the existence of an
extremal in Theorem 1.1, Part (1). Its proof is postponed in Section 4. It uses the
tools developed in Druet-Thizy [9] that allow us to push the asymptotic analysis
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of a concentrating sequence of extremals (uε)ε further than in previous works. In
the process of the proof of Proposition 2.1 (see Lemma 4.1), we show first that a
concentration point x¯ of such uε’s realizes M in (1.9). But in the case where |B(γ)|
matters in (1.12) or, in other words, where γ3|A(γ)| + γ−1 . |B(γ)| as γ → +∞,
we also show that S in (1.9) has to be attained at x¯.
Proposition 2.1. Let Ω be a smooth bounded domain of R2. Let g be such that
(1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B and F be thus given.
Let (uε)ε be a sequence of nonnegative functions such that uε is a maximizer for
(Ig4π(1−ε)(Ω)), for all 0 < ε≪ 1. Assume that
uε ⇀ 0 in H
1
0 , (2.1)
as ε→ 0. Then, ‖uε‖2H1
0
= 4π(1− ε), there exists a sequence (λε)ε of real numbers
such that uε solves in H
1
0{
∆uε = λεuεH(uε) exp(u
2
ε), uε > 0 in Ω ,
uε = 0 on ∂Ω ,
(2.2)
uε ∈ C1,θ(Ω¯) (0 < θ < 1) and we have that
γε := max
y∈Ω
uε → +∞ . (2.3)
Moreover, we have that
lim
ε→0
∫
Ω
(1 + g(uε)) exp(u
2
ε)dx = |Ω|(1 + g(0)) + π exp(1 +M) (2.4)
and that
‖uε‖2H1
0
= 4π
(
1 + I(γε) + o
(
γ−4ε + |A(γε)|+ γ−3ε |B(γε)|
))
(2.5)
as ε→ 0, where
I(γε) := γ
−4
ε +A(γε)/2 + 4γ
−3
ε exp(−1−M)B(γε)S , (2.6)
where |Ω| stands for the volume of the domain Ω and where M and S are as in
(1.9).
Remark 2.1. Let g,H be such that (1.1), (1.2), (1.5)-(1.7) hold true. Let uε be a
maximizer for (Ig4π(1−ε)) such that (2.1) holds true, as in Proposition 2.1. Then, for
such a sequence (uε)ε satisfying in particular (2.2) and (2.3), we get in the process
of the proof (see (3.16) below) that the term I(γε) in (2.5) is necessarily smaller
than o(γ−2ε ) as ε → 0. Moreover this threshold o(γ−2ε ) is sharp, in the sense that
this term may be for instance of size γ
−(2+a′)
ε , for all given a′ ∈ (0, 2]. This can be
seen by picking an appropriate g such that Ig4π(Ω) has no extremal, as in Corollary
1.1, and by using Proposition 2.1. Observe that, for such a g, assumption (2.1) is
indeed automatically true. This gives an answer to Open Problem 6 in [17].
Proof of Theorem 1.1, Part (1): existence of an extremal for (Ig4π(Ω)). We first prove
the existence of an extremal stated in Part (1) of Theorem 1.1. Let g be such that
(1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B and F be thus given.
Assume either that l > 0 in (1.12) or that Λg(Ω) ≥ π exp(1 +M). Using Lemma
3.1, let (uε)ε be a sequence of nonnegative functions such that uε is a maximizer
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for (Ig4π(1−ε)(Ω)), for all 0 < ε ≪ 1. Then, up to a subsequence, (uε)ε converges
a.e. and weakly in H10 to some u0. Independently, we check that
lim
ε→0
Cg,4π(1−ε)(Ω) = Cg,4π(Ω) , (2.7)
where Cg,α(Ω) is as in (I
g
α(Ω)). Indeed, if one assumes by contradiction that the
Cg,4π(1−ε)(Ω)’s increase to some l¯ < Cg,4π(Ω) as ε → 0, then we may choose some
nonnegative u such that ‖u‖2
H1
0
≤ 4π and ∫
Ω
(1 + g(u)) exp(u2)dx > l¯. But, picking
vε = u
√
1− ε, we have that ‖vε‖2H1
0
< 4π, and
lim
ε→0
∫
Ω
(1 + g(vε)) exp(v
2
ε)dx =
∫
Ω
(1 + g(u)) exp(u2)dx ,
by the dominated convergence theorem, using (1.1), v2ε ≤ u2 and exp(u2) ∈ L1(Ω).
But this contradicts the definition of l¯ and concludes the proof of (2.7). Now, by
(2.7) and since ‖u0‖2H1
0
≤ 4π, in order to get that u0 is the extremal for (Ig4π(Ω))
we look for, it is sufficient to prove that
lim
ε→0
∫
Ω
(1 + g(uε)) exp(u
2
ε) dx =
∫
Ω
(1 + g(u0)) exp(u
2
0) dx . (2.8)
If u0 = 0, then Proposition 2.1 gives a contradiction: either by (2.4) and (2.7) if
Λg(Ω) ≥ π exp(1 +M), since it is clear that
Cg,4π(Ω) > Λg(Ω) + (1 + g(0))|Ω| ,
or by (2.5)-(2.6) if l > 0, since ‖uε‖H1
0
≤ 4π. Thus, we necessarily have that u0 6= 0.
Then, noting that ‖uε−u0‖2H1
0
≤ 4π−‖u0‖2H1
0
+o(1), the standard Moser-Trudinger
inequality (I04π(Ω)) and some integration theory give that (2.8) still holds true, and
Part (1) of Theorem 1.1 is proved in any case. 
The following proposition is the core of the argument to get the non-existence
of an extremal in Theorem 1.1, Part (2). Its proof is postponed in Section 4.
Proposition 2.2. Let Ω be a smooth bounded domain of R2. Let g be such that
(1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B and F be thus given.
Assume that Λg(Ω) < π exp(1+M), where M is as in (1.9) and Λg(Ω) as in (1.11).
Assume that there exists a sequence of positive integers (Nε)ε such that
lim
ε→0
Nε = +∞ (2.9)
and such that (I
gNε
4π (Ω)) admits a nonnegative extremal uε for all ε > 0, where gNε
is as in (1.10). Then we have (2.1) and that ‖uε‖2H1
0
= 4π for all 0 < ε ≪ 1.
Moreover, we have uε ∈ C1,θ(Ω¯) (0 < θ < 1), (2.3) and that
‖uε‖2H1
0
≤ 4π (1 + I(γε) + o (γ−4ε + |A(γε)|+ γ−3ε |B(γε)|)) (2.10)
as ε→ 0, where I(γε) is given by (2.6).
Proof of Theorem 1.1, Part (2): non-existence of an extremal for (IgN4π (Ω)), N ≥ N0.
Let g be such that (1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B
and F be thus given. Assume l < 0 and Λg(Ω) < π exp(1 +M), where l is as in
(1.12), Λg as in (1.11) andM as in (1.9). In order to prove Part (2) of Theorem 1.1,
we assume by contradiction that there exists a sequence (Nε)ε of positive integers
satisfying (2.9) and such that (I
gNε
4π (Ω)) admits an extremal, for gNε as in (1.10).
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We let (uε)ε be a sequence of nonnegative functions such that uε is a maximizer
for (I
gNε
4π (Ω)), for all ε > 0. But this is not possible by Proposition 2.2, since
‖uε‖2H1
0
= 4π contradicts (2.10), since we also assume now l < 0. This concludes
the proof of Part (2) of Theorem 1.1. 
3. Blow-up analysis in the strongly perturbed Moser-Trudinger
regime
In this section, we aim to prove the main blow-up analysis results that we need
to get both Propositions 2.1 and 2.2. The following preliminary lemma deals with
the existence of an extremal for the perturbed Moser-Trudinger inequality (Igα(Ω))
in the subcritical case 0 < α < 4π. Its proof relies on integration theory combined
with (I04π(Ω)), and on standard variational techniques. It is omitted here and the
interested reader may find more details in the proof of Proposition 6 of [17].
Lemma 3.1. Let Ω be a smooth bounded domain of R2. Let g be such that (1.1)
holds true. Then, (Igα(Ω)) admits a nonnegative extremal uα for all 0 < α < 4π.
Moreover, we have the following alternative
(1) either ‖uα‖2H1
0
< α and uαH(uα) = 0 a.e. ,
(2) or ‖uα‖2H1
0
= α and there exists λ ∈ R such that uα solves in H10 the Euler-
Lagrange equation (1.4).
Remark 3.1. The first alternative in Lemma 3.1 may occur in general, but does
not if t 7→ (1 + g(t)) exp(t2) increases in (0,+∞).
The following lemma investigates more precisely the behavior of g and H , when we
assume (1.1) together with (1.5).
Lemma 3.2. Let Ω be a smooth bounded domain of R2. Let g be such that (1.1),
(1.5) and (1.6) hold true, for H as in (1.2), and let A,B and δ0, δ
′
0, F, κ be thus
given. Then we have that
a)
(
1 + g
(
t
γ
))
exp
(
t2
γ2
)
= (1 + g(0)) +
2B(γ)F (t)t
γ(κ+ 1)
+ o
( |B(γ)|
γ
+
1
γ2
)
,
in C0loc ((0,+∞)t) , as γ → +∞ ,
b) ∃C > 0 ,∣∣∣∣
(
1 + g
(
t
γ
))
exp
(
t2
γ2
)
− (1 + g(0))
∣∣∣∣ ≤ C
( |B(γ)|
γ
+
1
γ2
)
t exp(δ′0t) ,
for all γ ≫ 1 and all 0 ≤ t ≤ γ ,
c) ‖g‖L∞(R) < +∞ ,
(3.1)
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and that
a) 1 + g
(
γ − t
γ
)
= H(γ)
(
1 +A(γ)
(
t+
1
2
)
+ o(|A(γ)|+ γ−4)
)
,
in C0loc ((0,+∞)t) , as γ → +∞ ,
b) ∃C > 0 ,
∣∣∣∣1 + g
(
γ − t
γ
)
−H(γ)
∣∣∣∣ ≤ C|H(γ)|(|A(γ)| + γ−4)exp(δ0t) ,
for all γ ≫ 1 and all 0 ≤ t ≤ γ .
(3.2)
In particular, we have that
H(γ)→ 1 as γ → +∞. (3.3)
Proof of Lemma 3.2. We first prove (3.3). Using (1.3), we write
(1 + g(r)) exp(r2)− (1 + g(0)) = 2
∫ r
0
sH(s) exp(s2)ds , (3.4)
for all r ≥ 0. Then, as γ → +∞, setting r = γ, we can write
1 + g(γ)
= exp(−γ2) (1 + g(0)) + 2
∫ γ2
0
(
1− u
γ2
)
H
(
γ − u
γ
)
exp
(
−2u+ u
2
γ2
)
du ,
= O
(
exp(−γ2))+ 2H(γ)∫ γ2
0
(
1− u
γ2
)
exp
(
−2u+ u
2
γ2
)
du ,
+O
(
|H(γ)|(|A(γ)|+ γ−4)
∫ γ2
0
exp(−(1− δ0)u) exp
(
−u
(
1− u
γ2
))
du
)
,
= O
(
exp(−γ2))+H(γ) (1 + exp(−γ2))+ o(H(γ)) ,
using (1.5). This proves (3.3) since g satisfies (1.1). Observe that parts a) and
b) of (3.1) follow from (1.6) and (3.4) with r = t/γ, while part c) of (3.1) is a
straightforward consequence of (1.1). We prove now part b) of (3.2). As γ → +∞,
we write for all 0 ≤ t ≤ γ(
1 + g
(
γ − t
γ
))
exp
((
γ − t
γ
)2)
− (1 + g(γ − 1)) exp((γ − 1)2) ,
= 2
∫ γ− t
γ
γ−1
rH(r) exp(r2)dr ,
= 2
∫ γ
t
(
1− u
γ2
)
H
(
γ − u
γ
)
exp
(
γ2 − 2u+ u
2
γ2
)
du ,
= H(γ)
(
exp
((
γ − t
γ
)2)
− exp((γ − 1)2)
)
+O
(
|H(γ)|(|A(γ)| + γ−4)
∫ γ
t
exp
(
γ2 − (2− δ0)u
)
du
)
,
using b) in (1.5). Multiplying the above identity by exp(−(γ−(t/γ))2), using t ≤ γ,
(1.1) and (3.3), part b) of (3.2) easily follows. Using now a) of (1.5) in the above
before last inequality, we also get part a) of (3.2). 
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In the sequel, for all integer N ≥ 1, we let ϕN be given by (see also (3.38) below)
ϕN (t) =
+∞∑
k=N+1
tk
k!
. (3.5)
The main results of this section are stated in the following lemma.
Lemma 3.3. Let Ω be a smooth bounded domain of R2. Let g be such that (1.1)
and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B and F be thus given.
Let (αε)ε be a sequence of numbers in (0, 4π]. Let (Nε)ε be a sequence of positive
integers. Assume that
lim
ε→0
αε = 4π and that uε is an extremal for (I
gNε
αε (Ω)) , (3.6)
for all 0 < ε ≪ 1, where gNε is as in (1.10). Assume in addition that we are in
one of the following two cases:
(Case 1) lim
ε→0
Nε = +∞ , αε = 4π for all ε , and
Λg(Ω) < π exp(1 +M) , (3.7)
where Λg(Ω) is as in (1.11) and M as in (1.9), or
(Case 2) Nε = 1 for all ε and (2.1) holds true .
Then, up to a subsequence,
‖uε‖2H1
0
= αε , (3.8)
uε ∈ C1,θ(Ω¯) (0 < θ < 1) solves{
∆uε = λεuεHNε(uε) exp(u
2
ε), uε > 0 in Ω ,
uε = 0 on ∂Ω ,
(3.9)
where HN (t) = 1 + gN (t) +
g′N (t)
2t . Moreover, we have (2.4), that
λε =
4 + o(1)
γ2ε exp(1 +M)
, (3.10)
that
A(γε)− 2ξε = o
(
ζ˜ε
)
, (3.11)
and that
xε → x¯, (x¯ ∈ KΩ) (3.12)
as ε→ 0, where xε, γε satisfy
uε(xε) = max
Ω
uε = γε → +∞ , (3.13)
as ε→ 0, where ξε is given by (3.14)
ξε =
γ
2(Nε−1)
ε
ϕNε−1(γ
2
ε )(Nε − 1)!
, (3.14)
and where ζ˜ε is given by
ζ˜ε = max
(
1
γ2ε
, |A(γε)|, ξε
)
. (3.15)
At last, (3.137)-(3.139) below hold true, for µε as in (3.42) and tε as in (3.43).
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Observe that Nε = 1 in (Case 2) reduces to say that gNε = g. From (3.31)
obtained in the process of the proof below, we get that ξε = o(1/γ
2
ε ) in (Case 2),
so that (3.11) is then equivalent to
A(γε) = o
(
1
γ2ε
)
, (3.16)
as discussed in Remark 2.1.
Proof of Lemma 3.3. We start by several basic steps. First, a test function compu-
tation gives the following result.
Step 3.1. For all g such that (1.1) holds true, we have that
Cg,4π(Ω) ≥ |Ω|(1 + g(0)) + π exp(1 +M) , (3.17)
where Cg,4π(Ω) is as in (I
g
α(Ω)) (α = 4π) and where M is as in (1.9).
Proof of Step 3.1. In order to get (3.17), it is sufficient to prove that there exists
functions fε ∈ H10 such that ‖fε‖2H1
0
= 4π and such that∫
Ω
(1 + g(fε)) exp
(
f2ε
)
dy ≥ |Ω|(1 + g(0)) + π exp(1 +M) + o(1) , (3.18)
as ε → 0. In order to reuse these computations later, we fix any sequence (zε)ε of
poins in Ω such that
ε2
d(zε, ∂Ω)2
= o
((
log
1
ε
)−1)
. (3.19)
For 0 < ε < 1, we let vε be given by vε(y) = log
1
ε2+|y−zε|2
+Hzε,ε, where Hzε,ε is
harmonic in Ω and such that vε is zero on ∂Ω. Then, by the maximum principle
and (1.8), we have that
Hzε,ε(y) = Hzε(y) +O
(
ε2
d(zε, ∂Ω)2
)
for all y ∈ Ω , (3.20)
where Hzε is as in (1.8). Then, integrating by parts, we compute
‖vε‖2H1
0
=
∫
Ω
vε∆vε dy ,
=
∫
Ω
4
ε2
(
1 + |zε−y|
2
ε2
)2
(
log
1
ε2
+ log
1
1 + |y−zε|
2
ε2
+Hzε,ε(y)
)
dy ,
= 4π
(
log
1
ε2
+ o(1)
)
− 4π (1 + o (1))
+ 4π (Hzε(zε) + o(1)) ,
= 4π
(
log
1
ε2
− 1 +Hzε(zε)
)
+ o(1) ,
(3.21)
where the change of variable z = |y − zε|/ε, (3.19), (3.20) and
Hzε(zε + εz) = Hzε(zε) +O
(
ε|z|
d(zε, ∂Ω)
)
, (3.22)
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(see for instance Appendix B in [9]) are used. Let fε be given by 4πv
2
ε = f
2
ε ‖vε‖2H1
0
.
We can write
fε(y)
2 =
(
log 1|zε−y|2+ε2
)2
+ 2Hzε,ε(y) log 1|zε−y|2+ε2 +Hzε,ε(y)
log 1ε2
(
1 +
Hzε(zε)−1
log 1
ε2
+ o
(
1
log 1
ε
))
using (3.21). Then, writing log 1|zε−y|2+ε2 = log
1
ε2 + log
1
1+ |zε−y|
2
ε2
, we get
∫
Bzε (rˇε)∩Ω
(1 + g(fε)) exp(f
2
ε ) dy
=
∫
Bzε (rˇε)∩Ω
(1 + o(1))
exp
(−2tˇε(y) + 2Hzε,ε(y)−Hzε(zε) + 1)
ε2
×
exp
(
tˇ2ε
log 1ε2
+O
(
1 + tˇε
log 1ε2
+
1 + tˇ2ε(
log 1ε2
)2
))
dy
= π exp(Hzε(zε) + 1)(1 + o(1))
(3.23)
as ε→ 0, using (1.1), (3.20) and (3.22), where tˇε(y) = log
(
1 + |zε−y|
2
ε2
)
and where
rˇε is given by tˇε(rˇε) =
1
2 log
1
ε2 . Now, we can check that
fε(y)
2 ≤
(
log
1
ε2
+O(1)
)−1(
log
1
|zε − y|2 +O(1)
)2
,
≤
(
log
1
|zε − y|2 +O(1)
)
×
(
1
2
+ o(1)
)
for all y ∈ Ω\Bx(rˇε) ,
using (1.8), (3.20) and our definition of rˇε, so that we also get∫
Bzε (Ω\rˇε)
(1 + g(fε)) exp(f
2
ε ) dy → (1 + g(0))|Ω| (3.24)
as ε→ 0, by the dominated convergence theorem, using (1.1). Property (3.18) and
then Step 3.1 follow from (3.23) and (3.24), choosing zε ∈ KΩ as in (1.9). 
From now on, we make the assumptions of Lemma 3.3. In particular, we assume
that either (Case 1), or (Case 2) holds true. Given an integer N ≥ 1, observe
that Step 3.1 applies to gN , since gN satisfies (1.1), if g does. Then, using αε = 4π
in (Case 1), or (2.7) and gNε = g in (Case 2), we get that
|Ω|(1 + g(0)) + π exp(1 +M) ≤
{
CgNε ,4π in (Case 1) ,
CgNε ,αε + o(1) in (Case 2) ,
(3.25)
as ε→ 0+, where Cg,α(Ω) is as in formula (Igα(Ω)) and where M is as in (1.9). Let
us rewrite now (3.9) in a more convenient way. Let ΨN be given by
ΨN(t) = (1 + gN(t)) exp(t
2) . (3.26)
Observe in particular that
(1 + g(t))(1 + t2) ≤ ΨN(t) ≤ (1 + g(t)) exp(t2) ,
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for all t and all N , by (1.1). Using (1.2), (1.3) and (1.10), we may rewrite (3.9) as{
∆uε =
λε
2 Ψ
′
Nε
(uε), uε > 0 in Ω ,
uε = 0 on ∂Ω ,
(3.27)
with
Ψ′N (t) = 2tH(t)
(
1 + t2 + ϕN (t
2)
)
+ 2t(1 + g(t))
(
t2N
N !
− t2
)
= 2tH(t)ϕN (t
2) + 2t
(
1 +
t2N
N !
)
(1 + g(t)) + g′(t)(1 + t2) .
(3.28)
Indeed, in (3.9), it turns out that
HN (t) =
Ψ′N(t) exp(−t2)
2t
. (3.29)
Observe that by (1.1) and (3.3), using the first line of (3.28), we clearly have that
there exists C > 0 such that
|Ψ′Nε(t)| ≤ Ct exp(t2) (3.30)
for all t ≥ 0 and all ε. In (Case 2), (2.1) is assumed to be true. We prove now
that (2.1) also holds true in (Case 1).
Step 3.2. Assume that we are in (Case 1). Then (2.1) holds true. Moreover, we
have that
lim inf
ε→0
ϕNε
(
γ2ε
)
exp (γ2ε )︸ ︷︷ ︸
:=δε∈(0,1)
> 0 , (3.31)
and, in other words, that
lim inf
ε→0
γ2ε −Nε√
Nε
> −∞ , (3.32)
where γε = ess supuε and ϕN is as in (3.5).
Proof of Step 3.2. By (3.6) and (3.25), we get that∫
Ω
ΨNε(uε)dy ≥ (1 + g(0))|Ω|+ π exp(1 +M) . (3.33)
Writing now
ΨN(t) = (1 + g(0)) +
(
(1 + g(t))(1 + t2)− (1 + g(0)))+ (1 + g(t))ϕN (t2)
and using (1.1), we also get∫
Ω
ΨNε(uε)dy ≤ (1 + g(0))|Ω|+ Λg(Ω) +
∫
Ω
(1 + g(uε))ϕNε(u
2
ε)dy (3.34)
where Λg is as in (1.11). Then by (1.1) and (3.7), we get from (3.33) and (3.34)
that
lim inf
ε→0
∫
Ω
ϕNε(u
2
ε)dy > 0 . (3.35)
Up to a subsequence, uε ⇀ u0 in H
1
0 , for some u0 ∈ H10 such that ‖u0‖2H1
0
≤ 4π.
Let 0 < β ≪ 1 be given. We have that
u2ε ≤ (1 + β)(uε − u0)2 +
(
1 +
1
β
)
u20 . (3.36)
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Independently, by Moser-Trudinger’s inequality, we have that
u ∈ H10 =⇒ ∀p ∈ [1,+∞), exp(u2) ∈ Lp . (3.37)
If u0 6≡ 0, limε→0 ‖uε − u0‖2H1
0
< 4π and, by (3.36), (3.37), Moser’s and Hölder’s
inequalities, there exists p0 > 1 such that (exp(u
2
ε))ε is bounded in L
p0 . Then, by
standard integration theory, since ϕNε ≤ exp in [0,+∞) and since Nε → +∞ in
(Case 1), we get
u0 6≡ 0 =⇒
∫
Ω
ϕNε(u
2
ε)dy = o(1)
as ε → 0, which proves (2.1), in view of (3.35). Noting that the function t 7→
ϕN (t) exp(−t) increases in [0,+∞), we can write∫
Ω
ϕNε(u
2
ε)dy ≤
ϕNε(γ
2
ε )
exp(γ2ε )
∫
Ω
exp(u2ε)dy ,
and conclude that (3.31) holds true by (3.35) and Moser’s inequality. Observe that
ϕN (Γ) = exp(Γ)
∫ Γ
0
exp(−s)s
N
N !
ds . (3.38)
Setting Γ = γ2ε , N = Nε and s = Nε+ u
√
Nε, we clearly get (3.32) from (3.31). 
The next steps applies in both (Case 1) and (Case 2).
Step 3.3. We have that (3.8), (3.9) hold true, and that uε is in C
1,θ(Ω¯).
Proof of Step 3.3. Since uε ∈ L1, note that µ˜ε given by
µ˜ε(t) := |{x ∈ Ω s.t. uε(x) > t}|
is continuous in [0, γε]. By (3.6) and the considerations as in Lemma 3.1, either (3.8)
and (3.9) hold true, or Ψ′Nε(uε) = 0 almost everywhere in Ω. Then, if we assume
by contradiction that this second alternative holds true, since Ψ′Nε is continuous,
we get that Ψ′Nε = 0 in [0, γε]. Then, since ΨNε(0) = 1, there must be the case that
(1 + g(t)) =
1
1 + t2 + ϕNε(t
2)
(3.39)
for all t ∈ [0, γε]. Now we prove that
γε → +∞ . (3.40)
as ε → 0. This is merely a consequence of Step 3.2 in (Case 1). In (Case 2),
(2.1) is assumed. Thus, up to a subsequence, uε → 0 a.e. and if we assume by
contradiction that γε = O(1), we contradict (3.6) and (3.25) by the dominated
convergence theorem. This concludes the proof of (3.40). Then (3.39) contradicts
that g(t) → 0 as t → +∞ in (1.1), which proves (3.8) and (3.9). By (3.37), the
regularity of uε comes from (3.9) under its form (3.27), by (1.1), (3.3), (3.28) and
standard elliptic theory (see for instance Gilbarg-Trudinger [14]). 
The previous steps give in particular that (3.13) makes sense and holds true.
Step 3.4. There holds that λε > 0 for all 0 < ε≪ 1. Moreover
λε → 0 , (3.41)
as ε→ 0, where λε is as in (3.9).
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Proof of Step 3.4. By (3.6) and (3.25), we have that
lim inf
ε→0
∫
Ω
ΨNε(uε)dx > 0 ,
so that, by (1.1), (2.1), (3.3), (3.26), (3.28) and integration theory
lim inf
ε→0
∫
Ω
(
Ψ′Nε(uε) + 2(1 + g(uε))u
3
ε
)
uεdx = +∞ .
But by (1.1), (2.1) and Rellich-Kondrachov’s theorem, we get that∫
Ω
(1 + g(uε)u
4
εdx = o(1) .
Then, multiplying (3.27) by uε and integrating by parts, we get that λε > 0 and
4π + o(1) =
∫
Ω
|∇uε|2dx≫ λε ,
which proves (3.41). 
Then, using (3.3), we may let µε > 0 be given by
λεH(γε)µ
2
εγ
2
εϕNε−1(γ
2
ε ) = 4 , (3.42)
where ϕN is as in (3.5). Before starting the core of the proof, we would like to
make a parenthetical remark.
Remark 3.2. Note that (Case 1) is particularly delicate to handle, since the
nonlinearities (Ψ′Nε)ε are not of uniform critical growth, even in the very general
framework of [8, Definition 1]. A more intuitive way to see this is the following: if
(γ˜ε)ε is a sequence of positive real numbers such that γ˜ε → +∞, but not too fast,
in the sense that γ˜2ε ≪ Nε, then it can be checked with (1.1) and (3.3) that
λε
2
Ψ′Nε(γ˜ε) = λ˜ε(1 + o(1))γ˜
2Nε+1
ε ,
as ε→ 0, where λ˜ε = λε/(Nε!). Then, in the regime 0 ≤ uε ≤ γ˜ε, at least formally,
(3.27) looks at first order like the Lane-Emden problem, namely

∆uε = λ˜εu
2Nε+1
ε , uε > 0 in Ω ,
uε = 0 on ∂Ω ,
Nε → +∞ ,
(Lane-Emden problem)
for which very interesting, but very different concentration phenomena were pointed
out (see for instance [2,6,7,11,21,22]). A real difficulty to conclude the subsequent
proofs is to extend the analysis developed in [1,8,9] for the Moser-Trudinger "purely
critical" regime, in order to deal also with such other intermediate regimes. As a
last remark, a much simpler version of the techniques developed here permits also to
answer some open questions about the Lane-Emden problem, as performed in [10].
We let tε be given by
tε(x) = log
(
1 +
|x− xε|2
µ2ε
)
. (3.43)
Here and in the sequel, for a radially symmetric function f around of xε (resp.
around 0), we will often write f(r) instead of f(x) for |x− xε| = r (resp. |x| = r).
16 PIERRE-DAMIEN THIZY
Step 3.5. We have that
γε (γε − uε(xε − µε·))→ T0 := log
(
1 + | · |2) in C1,θloc (R2) , (3.44)
where γε, xε are as in (3.13) and µε is as in (3.42). Moreover, we have that
lim inf
ε→0
λεγ
2
ε > 0 . (3.45)
At this stage, we can observe that
log
1
µ2ε
= γ2ε (1 + o(1)) , (3.46)
as ε→ 0, by (3.3), (3.31), (3.41), (3.42), (3.45).
Proof of Step 3.5. We first sketch the proof of (3.44). In (Case 2), (3.44) follows
closely Step 1 of the proof of [8, Proposition 1]. Thus, we focus now on the the
proof of (3.44) in (Case 1). Observe that
sup
t∈R
t2N
N !
exp(−t2) = N
N
N !
exp(−N) =
N→+∞
1 + o(1)√
2πN
(3.47)
by Stirling’s formula. Then, by (1.1), (3.3), (3.13), (3.28), (3.31) and (3.40), we
have that
Ψ′Nε(uε)
2
= uεH(uε)ϕNε(u
2
ε) + uε(1 + g(uε))
u2Nεε
Nε!
+O
(
γ3ε
)
≤ (1 + o(1))γεϕNε−1(γ2ε ) .
(3.48)
Let τε be given in (Ω− xε)/µε by
uε(xε + µε·) = γε − τε
γε
. (3.49)
Then, since ∆τε = −µ2εγε(∆uε)(xε + µε·), we get from (3.27), (3.42) and (3.48),
that there exists C > 0 such that |∆τε| ≤ C, while τε ≥ 0, τε(0) = 0. As in
[8, p.231], we have that µε = o(d(xε, ∂Ω)). Then, by standard elliptic theory, there
exists τ0 such that
τε → τ0 in C1,θloc (R2) , (3.50)
as ε→ 0. Note that for all Γ, T > 0 and all N , we have that
ϕN (T ) = ϕN (Γ) exp (−(Γ− T ))− exp(T )
∫ Γ
T
exp(−s)s
N
N !
ds . (3.51)
Writing the previous identity for N = Nε − 1, Γ = γ2ε and T = u2ε = γ2ε − 2τε + τ
2
ε
γ2ε
,
noting from (3.47) and (3.50) that∫ γ2ε
u2ε
exp(−s) s
Nε−1
(Nε − 1)!ds = O
(
1√
Nε
)
in R2loc and resuming the arguments to get (3.48), we get that
∆(−τ0) = 4 exp(−τ0) (3.52)
using also (3.27), (3.31) and (3.42). Now, choosing R≫ 1 such that |g(t)| < 1 and
H(t) > 0 for all t ≥ R, we easily see that
uε
[
Ψ′Nε(uε)
]− ≤ 2‖t 7→ tH(t)‖L∞(0,R) exp(R2)uε + 4u4ε (3.53)
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by (1.1), (3.3) and (3.28), where t− = −min(t, 0). Then, we have that
λε
2
∫
Ω
uε
[
Ψ′Nε(uε)
]+
dy = 4π + o(1) , (3.54)
by (3.6), (3.27), (3.41) and (3.53), where t+ = max(t, 0). Then, for all A ≫ 1, we
get that
4
∫
B0(A)
exp(−τ0)dy ≤ lim inf
ε→0
λε
∫
Ω
uε
[
Ψ′Nε(uε)
]+
dy ,
by (3.50) and, since A is arbitrary, we get from (3.54) that
∫
R2
exp(−τ0)dy < +∞.
Then, by the classification result Chen-Li [4], since τ0 ≥ 0 and τ0(0) = 0, we get
that τ0(y) = log(1 + |y|2). Thus (3.44) is proved by (3.50). Similarly, we may also
choose some Aε’s, such that Aε → +∞ and such that
λε
2
∫
Bxε (Aεµε)
ΨNε(uε)dy =
4π + o(1)
γ2ε
. (3.55)
Since 0 < ΨNε(t) ≤ (1 + g(t)) exp(t2) for all t ≥ 0, and since Cg,4π(Ω) < +∞, we
get (3.45) from (1.1) and (3.55). This concludes the proof of Step 3.5. 
By Step 3.5 and estimates in its proof, since we assume ‖uε‖2H1
0
≤ 4π, we get
that
lim
R→+∞
lim
ε→0
∫
Ω\Bxε (Rµε)
(∆uε(y))
+uε dy = 0 . (3.56)
We let Ωε be given by
Ωε =
{ {
y ∈ Ω s.t. ϕNε−1(uε(y)2) ≥ uε(y)2 + 1
}
in (Case 1) ,
Ω in (Case 2) .
(3.57)
Now, despite the difficulty pointed out in Remark 3.2, we are able to get the fol-
lowing weak, but global pointwise estimates.
Step 3.6. There exists C > 0 such that
| · −xε|2|∆uε|uε ≤ C in Ωε (3.58)
and such that
| · −xε||∇uε|uε ≤ C in Ωε (3.59)
for all ε, where Ωε is as in (3.57).
In (Case 2), it is not so difficult to adapt the arguments of [8, §3,4] to get Step
3.6. Thus, in the proof of Step 3.6 just below, we assume that we are in (Case 1).
Then observe that Ωε 6= ∅ by Step 3.2. Given η0 ∈ (0, 1), writing
ϕNε−1(tNε) =
tNεNNεε (1 + o(1))
Nε!
for all 0 < ε ≪ 1, uniformly in |t| ≤ η0, the unique positive solution Γε of
ϕNε−1(Γε) = Γε + 1 satisfies Γε = (1 + o(1))
Nε
e . Then, since ϕNε−1/(1 + ·) in-
creases in (0,+∞), we clearly get that
(1 + o(1))
Nε
e
≤ min
Ωε
u2ε . (3.60)
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Proof of Step 3.6, Formula (3.58). As aforementioned, we still assume that we are
in (Case 1). Thus, in particular, we assume that Nε → +∞ as ε → 0. Assume
now by contradiction that
max
y∈Ωε
|y − xε|2|∆uε(y)|uε(y) = |yε − xε|2|∆uε(yε)|uε(yε)→ +∞ (3.61)
as ε → 0, for some yε’s such that yε ∈ Ωε. First for all sequence (zˇε)ε such that
zˇε ∈ Ωε, we have that ∆uε(zˇε) > 0, that g′(uε(zˇε)) = o(uε(zˇε)) and that
Ψ′Nε(uε(zˇε)) = (1 + o(1))2uε(zˇε)ϕNε−1(uε(zˇε)
2) , (3.62)
as ε→ 0, using (1.1), (1.5), (3.3), (3.28) and (3.60). Besides, we have that
uε(yε)→ +∞ , (3.63)
as ε→ 0. Let νε > 0 be given by
ν2ε |∆uε(yε)|uε(yε) = 1 . (3.64)
Then, in view of (3.61) and (3.64), we have that
lim
ε→0
|yε − xε|
νε
= +∞ , (3.65)
and, in view of Step 3.5, that
lim
ε→0
|yε − xε|
µε
= +∞ . (3.66)
For R > 0, we set ΩR,ε = Byε(Rνε)∩Ω and Ω˜R,ε = (ΩR,ε− yε)/νε. Up to harmless
rotations and since Ω is smooth, we may assume that there exists B ∈ [0,+∞] such
that Ω˜0,R → (−∞, B) × R as R → +∞, where Ω˜ε,R → Ω˜0,R as ε → 0. In this
proof, for z ∈ Ω˜R,ε, we write zε = yε + νεz ∈ ΩR,ε. Let u˜ε be given by
u˜ε(z) = uε(yε) (uε(zε)− uε(yε)) , (3.67)
so that we get
(∆u˜ε) (z) =
(∆uε)(zε)
(∆uε)(yε)
=
Ψ′Nε(zε)
Ψ′Nε(yε)
. (3.68)
First, we prove that for all R > 0, there exists CR > 0 such that
|∆u˜ε| ≤ CR in Ω˜R,ε , (3.69)
for all 0 < ε ≪ 1. Otherwise, by (3.68), assume by contradiction that there exists
zε ∈ ΩR,ε such that
|Ψ′Nε(zε)| ≫ Ψ′Nε(yε) (3.70)
as ε→ 0. If, still by contradiction, zε 6∈ Ωε, we have that uε(zε) < uε(yε), that
ϕNε−1(uε(zε)
2) < ϕNε−1(uε(yε)
2) ,
by definition of Ωε and since ϕN/(1 + ·) increases in [0,+∞), and then that
|Ψ′Nε(uε(zε))| . uε(zε)
(
1 + uε(zε)
2 + ϕNε−1(uε(zε)
2)
)
. Ψ′Nε(uε(yε)) ,
using (1.1), (3.3), (3.28), (3.62) and yε ∈ Ωε again. This contradicts (3.70) and
then it must be the case that zε ∈ Ωε. Thus, since yε is a maximizer on Ωε in
(3.61), we get from (3.65) and (3.70) that uε(zε)≪ uε(yε). But this is not possible
by (3.62) and (3.70), which proves (3.69). Now we prove that, for all R > 0,
lim sup
ε→0
sup
z∈Ω˜R,ε
u˜ε(z) ≤ 0 . (3.71)
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Until the end of this proof, we set γ˜ε := uε(yε). If (3.71) does not hold true, since
u˜ε(0) = 0 and by continuity, we may assume that there exist zε ∈ ΩR,ε such that
βε := [γ˜ε (uε(zε)− γ˜ε)]→ β0 ∈ (0,+∞) , (3.72)
as ε → 0. Since uε(zε) > uε(yε) for 0 < ε ≪ 1 by (3.72), we have that zε ∈ Ωε.
Moreover, since yε is maximizing in (3.61), we then get from (3.62), (3.63) and
(3.65) that
ϕNε−1(uε(zε)
2) ≤ (1 + o(1)) ϕNε−1(γ˜2ε ) . (3.73)
Independently, since ϕN is convex, we get that
ϕNε−1(uε(zε)
2) ≥ ϕNε−1(γ˜2ε ) + ϕ′Nε−1(γ˜2ε )
(
uε(zε)
2 − γ˜2ε
)
,
≥ (1 + 2β0(1 + o(1)))ϕNε−1(γ˜2ε ) ,
(3.74)
using (3.72) and ϕ′N (t) ≥ ϕN (t) for t ≥ 0. But (3.72)-(3.74) cannot hold true
simultaneously, which proves (3.71). As in [8, p.231], u˜ε(0) = 0, uε = 0 on ∂Ω,
(3.69) and (3.71) imply that
lim
ε→0
d(yε, ∂Ω)
νε
= +∞. (3.75)
Moreover, by standard elliptic theory, u˜ε(0) = 0, (3.69), (3.71) and (3.75) give that
u˜ε → u0 in C1loc(R2) , (3.76)
as ε→ 0, for some u0 ∈ C1(R2). Given R > 0, we prove now that
lim inf
ε→0
inf
z∈Ω˜R,ε
(∆u˜ε)(z) > 0 . (3.77)
Using (3.28), (3.63) and (3.76), we have that
Ψ′Nε(uε) = 2γ˜εϕNε−1(u
2
ε)(1 + o(1)) + o(γ˜
3
ε ) ,
uniformly in ΩR,ε. Then, coming back to (3.68), using (3.62) and yε ∈ Ωε, we get
that
(∆u˜ε)(z) = (1 + o(1))
ϕNε−1(uε(zε)
2)
ϕNε−1(γ˜
2
ε )
+ o(1) ,
uniformly in z ∈ Ω˜R,ε. Now, we write (3.51) with Γ = γ˜2ε and T = u2ε. Then, in
order to conclude the proof of (3.77), using also (3.38), it is sufficient to check that
there exists ηR < 1 such that
Iε :=
exp(u2ε)
ϕN˜ε(γ˜
2
ε ) exp (− (γ˜2ε − u2ε))
∫ γ˜2ε
u2ε
exp(−s)s
N˜ε
N˜ε!
ds =
∫ γ˜2ε
u2ε
exp(−s) sN˜ε
N˜ε!
ds∫ γ˜2ε
0 exp(−s) s
N˜ε
N˜ε!
ds
,
≤ ηR ,
(3.78)
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for all 0 < ε ≪ 1, uniformly in ΩR,ε, where N˜ε = Nε − 1. If uε ≥ γ˜ε, the last
inequality in (3.78) is obvious. If now uε < γ˜ε, we write
Iε ≤
∫ 0
u2ε−γ˜
2
ε
exp(−t)
(
1 + tγ˜2ε
)N˜ε
dt
∫ 0
2(u2ε−γ˜
2
ε )
exp(−t)
(
1 + tγ˜2ε
)N˜ε
dt
≤
∫ 0
u2ε−γ˜
2
ε
exp
(
t
(
N˜ε
γ˜2ε
− 1 +O
(
N˜εt
2
γ˜4ε
)))
dt∫ 0
2(u2ε−γ˜
2
ε )
exp
(
t
(
N˜ε
γ˜2ε
− 1 +O
(
N˜εt2
γ˜4ε
)))
dt
≤ ηR
(3.79)
using (3.76), where Iε is as in (3.78). We get the last inequality using (3.60) and
yε ∈ Ωε: (3.78) and then (3.77) are proved in any case. But (3.63), (3.65), (3.66),
(3.76) and (3.77) clearly contradict (3.56), which concludes the proof of (3.58). 
Proof of Step 3.6, Formula (3.59). Remember that we assume that (Case 1) holds
true. Assume then by contradiction that there exists (yε)ε such that yε ∈ Ωε and
max
y∈Ωε
|y − xε||∇uε(y)|uε(y) = |yε − xε||∇uε(yε)|uε(yε) := Cε → +∞ (3.80)
as ε→ 0. Then, by (3.60), (3.63) holds true. Let νε > 0 be given by
νε = min (|xε − yε|, d(yε, ∂Ω)) . (3.81)
For all R > 1 and all ε, we let ΩR,ε and Ω˜R,ε be given by the formulas above (3.67).
Let wε be given by
wε(z) = uε(yε + νεz). (3.82)
Since ‖uε‖2H1
0
≤ 4π, we get from Moser’s inequality that ∫
Ω
exp(u2ε)dy = O(1) and
then that, for all given p ≥ 1,
‖ν2/pε wε‖Lp(Ω˜R,ε) = O(1) , (3.83)
for all ε. Now, for any given R > 1 and all sequence (zε)ε such that zε ∈ ΩR,ε\{xε}
(i.e. z˜ε := (zε − yε)/νε ∈ Ω˜R,ε\{x˜ε}), we get that
|∆wε(z˜ε)| = ν2ε |∆uε(zε)| .
{
1
uε(zε)|z˜ε−x˜ε|2
if zε ∈ Ωε ,
λεν
2
ε |Ψ′Nε(uε(zε))| = O
(
λεν
2
ε (1 + uε(zε)
3)
)
if zε 6∈ Ωε ,
using (3.58) for the first line, and (3.28) for the second one. Then, using either
(3.60) or (3.41) with (3.83), we get that
‖∆wε‖Lp(Ω˜R,ε\Bx˜ε (1/R)) → 0 (3.84)
as ε→ 0. Independently, since ‖uε‖H1
0
= O(1), we easy get that∫
Ω˜R,ε
|∇wε|2dz = O(1) . (3.85)
Set x˜ε =
xε−yε
νε
. Observe that |x˜ε| ≥ 1. Now, we claim that up to a subsequence,
νε → 0 and d(yε, ∂Ω)|xε − yε| → +∞ , (3.86)
as ε → 0. In particular, by (3.81), this implies that νε = |xε − yε|. Now we
prove (3.86). Indeed, if we assume by contradiction that (3.86) does not hold, for
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all R ≫ 1 sufficiently large, we get that the (wε/uε(yε))’s converge locally out of
Bx˜ε(1/2) to some C
1 function which is 1 at 0 and 0 on the non-empty and smooth
boundary of limR→+∞ limε→0 Ω˜R,ε (maybe after a harmless rotation). We use here
the Harnack inequality and elliptic theory with (3.63), (3.84) (with p > 2) and
(3.85), since uε = 0 in ∂Ω. This clearly contradicts (3.85) and (3.86) is proved. Up
to a subsequence, we may now assume that
x˜ε → x˜, |x˜| = 1 , (3.87)
as ε→ 0. By (3.63), (3.84), (3.85), and similar arguments including again Harnack’s
principle, we get that
wε
uε(yε)
→ 1 in C1loc(R2\{x˜}) , (3.88)
using also (3.86). By (3.83) and (3.88), we get that for all p ≥ 1
ν2/pε uε(yε) = O(1) , (3.89)
as ε→ 0. Let now w˜ε be given by w˜ε = wε−wε(0)νε|∇uε(yε)| , so that |∇w˜ε(0)| = 1. For any
given R > 1 and all sequence (zε)ε such that z˜ε := (zε − yε)/νε ∈ Ω˜R,ε\Bx˜(1/R),
we get that
|∆w˜ε(z˜ε)| = uε(yε)
Cε
|∆wε(z˜ε)| .
{
1
Cε|z˜ε−x˜ε|2
if zε ∈ Ωε ,
λε
Cε
ν2εuε(yε)
4 if zε 6∈ Ωε ,
for all ε, using (3.58), (3.80) and (3.88). Then, by (3.41), (3.80), (3.86) and (3.89)
(with p ≥ 4), we get that
∆w˜ε → 0 in L∞loc(R2\{x˜}) , (3.90)
as ε → 0. By (3.80), (3.87) and (3.88), given R > 1 and z˜ε ∈ Ω˜R,ε\Bx˜(1/R), we
get that
|∇w˜ε(z˜ε)| = |∇uε(zε)||∇uε(yε)| ≤
uε(yε)
uε(zε)
1
|x˜ε − z˜ε| ≤
1 + o(1)
|x˜ε − z˜ε| (3.91)
for all 0 < ε ≪ 1. Then, by (3.90), (3.91) and since w˜ε(0) = 0, there exists a
harmonic function H in R2\{x˜} such that limε→0 w˜ε = H in C1loc(R2\{x˜}) . Now,
for all given β > 0, integrating by parts, we get that∫
∂Bxε (βνε)
uε∂νuεdσ
= O
(∫
Ω
|∇uε|2dy
)
+O
(∫
Ω
uε(∆uε)
+dy
)
= O(1) ,
= Cε
(∫
∂Bx˜(β)
∂νHdσ + o(1)
)
,
(3.92)
using (3.80) and (3.88), as ε → 0. Since Cε → +∞, we get from (3.92) that∫
∂Bx˜(β)
∂νHdσ = 0. Then, also by (3.91), β being arbitrary, H is bounded around
x˜ and then the singularity at x˜ is removable. By the Liouville theorem, H is
constant in R2, which is not possible since |∇w˜ε(0)| = |∇H(0)| = 1. This concludes
the proof of (3.59).

22 PIERRE-DAMIEN THIZY
Remark 3.3. Note that we do not assume that the continuous function Ψ′Nε is
positive and increasing in [0,+∞). Then, standard moving plane techniques [1, 5,
13, 15] do not apply. We use in the proof below the variational characterization
(3.6) of the uε’s to get that x¯ ∈ KΩ, KΩ as in (1.9), and that, in particular, x¯ 6∈ ∂Ω
in (3.12).
Let Bε be the radial solution around xε of{
∆Bε =
λε
2 Ψ
′
Nε
(Bε) ,
Bε(xε) = γε ,
(3.93)
where γε is still given by (3.13). Let u¯ε be given by
u¯ε(z) =
1
2π|xε − z|
∫
∂Bxε (|xε−z|)
uε dσ , (3.94)
for all z 6= xε and u¯ε(xε) = uε(xε) = γε. Let ε0 ∈ (
√
1/e, 1) be given. Let ρε > 0
be given by
tε(ρε) = (1− ε0)γ2ε . (3.95)
By (3.3), (3.41), (3.42) and (3.45), we have that
ρ2ε = exp(−(ε0 + o(1))γ2ε ) . (3.96)
Let rε be given by
rε = sup
{
r ∈ (0, ρε] s.t. |u¯ε −Bε| ≤ 1
γε
in Bxε(r)
}
. (3.97)
Observe that rε ≫ µε by Step 3.5 and Appendix A. Then, we state the following
key result.
Step 3.7. We have that
u¯ε(rε) = Bε(rε) + o
(
1
γε
)
, (3.98)
and then that rε = ρε for all 0 < ε≪ 1. Moreover, there exists C > 0 such that
|∇(Bε − uε)| ≤ C
ρεγε
in Bxε(ρε) , (3.99)
for all 0 < ε≪ 1, where (xε)ε is as in (3.13), Bε as in (3.93), u¯ε as in (3.94), ρε
as in (3.95) and rε as in (3.97).
Since Bε(xε) = uε(xε) = γε, (3.99) obviously implies that
|Bε − uε| ≤ C | · −xε|
ρεγε
in Bxε(ρε) , (3.100)
for all 0 < ε ≪ 1. Then, combined with Appendix A, Step 3.7 provides pointwise
estimates of the uε’s in Bxε(ρε).
Proof of Step 3.7. The proof of Lemma 3.7 follows the lines of [9, Section 3]. We
only recall here the argument in the more delicate (Case 1). Let vε be given by
uε = Bε + vε . (3.101)
By Appendix A, we have that Bε is well defined, radially decreasing in Bxε(ρε),
and that
Bε = γε − tε
γε
+ o
(
tε
γε
)
(3.102)
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uniformly in Bxε(ρε) as ε→ 0. Then, we get from (3.96) and (3.97) that
min
Bxε (rε)
uε ≥ γε(ε0 + o(1)) . (3.103)
First, (3.103) combined with (3.32), with (3.60) and with our assumption ε20 > 1/e
implies that Bxε(rε) ⊂ Ωε. Then, we can use (3.59) to get also from (3.103) that
‖|xε − ·||∇uε|‖L∞(Bxε (rε)) = O
(
1
γε
)
, (3.104)
which implies by (3.97) that
‖vε‖L∞(Bxε (rε)) = O
(
1
γε
)
, (3.105)
by the mean value property. Therefore, since
Bε ≤ γε (3.106)
in Bxε(rε) and by (1.1), (1.5), Lemma 3.2, (3.27), (3.28), (3.93), (3.97), (3.102) and
(3.103), we get that there exists C,C′ > 0 such that
|∆vε| ≤ Cλεγ2εϕNε−2
(
γ2ε − 2tε(1 + o(1)) +
t2ε
γ2ε
)
|vε| in Bxε(rε) ,
an then that
|∆vε| ≤ C′
exp
(
−2tε(1 + o(1)) + t
2
ε
γ2ε
)
µ2ε
|vε| in Bxε(rε) (3.107)
by (3.31), (3.42) and (3.47). Observe that, for all Γ, δ > 0,
ϕN (Γ) = δ exp(Γ) =⇒ ∀T ∈ [0,Γ] , ϕN (T ) ≤ δ exp(T ) , (3.108)
since ϕ′N ≥ ϕN in [0,+∞]. Starting now from (3.104)-(3.107), we can compute and
argue as in [9, Section 3] in order to get (3.98)-(3.99). 
Conclusion of the proof of Lemma 3.3. In order to conclude the proof of Lemma
3.3, by Steps 3.1-3.7, it remains to prove (2.4), (3.10)-(3.12), and (3.137)-(3.139)
below. Let ε′0 ∈ (ε0, 1) be fixed and let ρ′ε > 0 be given by
tε(ρ
′
ε) = (1− ε′0)γ2ε , (3.109)
so that, by (3.46),
(ρ′ε)
2 = exp(−ε′0(1 + o(1))γ2ε ) . (3.110)
• (1) In this first point, we aim to get pointwise estimates of the uε’s out of Bxε(ρ′ε).
Let G be the Green’s function in (1.8). It is known that (see for instance [9,
Appendix B]) there exists C > 0 such that
|∇yGx(y)| ≤ C|x− y| , and 0 < Gx(y) ≤
1
2π
log
C
|x− y| , (3.111)
for all x, y ∈ Ω, x 6= y. By (3.99) and since ‖uε‖2H1
0
≤ 4π, it is possible to prove
(see for instance the proof of [9, Claim 4.6]) that, given p < 1/ε′0,
‖ exp(u2ε)‖Lp(Bxε (ρ′ε/2)c) = O(1) (3.112)
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for all ε, where Bxε(ρ
′
ε/2)
c = Ω\Bxε(ρ′ε/2). In the sequel, p′ > 1 is choosen such
that
1
p
+
1
p′
< 1 . (3.113)
Let now (zε)ε be any sequence of points in Bxε(ρ
′
ε)
c. By the Green’s representation
formula and (3.27), we can write that
uε(zε) =
λε
2
∫
Ω
Gzε(y)Ψ
′
Nε(uε(y)) dy . (3.114)
By (3.111), we have that there exists C > 0 such that
|Gzε(xε)−Gzε | ≤ C
|xε − ·|
ρ′ε
(3.115)
in Bxε(ρ
′
ε/2), for all ε. By (3.46) and (3.96), we have that
| · −xε|
γερε
= o
(
tε
γ5ε
)
in Ω˜ε := {y s.t. tε(y) ≤ γε} , (3.116)
as ε→ 0, and then, by (3.100), (A.9) holds true for vε as in (3.101). Independently,
using (3.30), (3.42), (3.100) and (A.3) with (A.7), we clearly get that there exists
C > 0 such that
λε|Ψ′Nε(uε)| ≤ C
exp
(
−2tε + t
2
ε
γ2ε
)
µ2εγε
in Bxε(ρ
′
ε/2)\Ω˜ε , (3.117)
for all ε. Then, we get that
uε(zε) = Gzε(xε)
∫
Bxε (ρ
′
ε/2)
λεΨ
′
Nε
(uε)
2
dy
+O

∫
Bxε (ρ
′
ε/2)
exp
(
−2tε + t
2
ε
γ2ε
)
| · −xε|
µ2ερ
′
ε
dy

+O (λε‖uε‖Lp′ )
= Gzε(xε)
4π
γε
(
1 +
1
γ2ε
+
A(γε)− 2ξε
2
+ o(ζ˜ε)
)
+ o
(
1
γε
+ ‖uε‖Lp′
)
,
(3.118)
where p′ is fixed in (3.113), ζ˜ε is given by (3.15) and xε by (3.14). Concerning
the first estimate of (3.118), (3.115), (3.117) and a rough version of (A.9) are used
to get the first two terms, while (3.30), (3.111), (3.112) and Hölder’s inequality
are used to get the last one. Concerning the second estimate of (3.118), (3.41),
(3.46), (3.96), (A.2)-(A.4), ε0 > 1/2, the dominated convergence theorem, (A.9)
and (3.117) are used. Using first that uε ≤ γε and (3.96) in Bxε(ρε), and then
(3.118) with (3.111) in Ω\Bxε(ρε), we get that
‖uε‖Lp′ = o
(
1
γε
+ ‖uε‖Lp′
)
+O
(
1
γε
)
. (3.119)
Summarizing, we get from (3.118) and (3.119) that
uε(zε) =
4πGzε(xε)
γε
(
1 +
1
γ2ε
+
A(γε)− 2ξε
2
+ o(ζ˜ε)
)
+ o
(
1
γε
)
. (3.120)
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• (2) In this second point, we prove that
λε ≤ 4 + o(1)
γ2ε exp(1 +M)
, (3.121)
as ε→ 0, for M as in (1.9). Observe that (3.120) implies that
uε = (1 + o(1))
4πGxε + o(1)
γε
(3.122)
in Ω\Bxε(ρε). Then, by (1.1), (3.111) and (3.122), our definition of ρε and the
dominated convergence theorem, we get that
lim
ε→0
∫
Ω\Bxε (ρε)
ΨNε(uε)dy = |Ω|(1 + g(0)) . (3.123)
Independently, (A.7) and (3.100) give that
uε = γε − (1 + o(1))tε
γε
(3.124)
in Bxε(ρε), since µε ≪ ρε. Then, using (3.31), (3.47), ε20 > 1/e and resuming the
arguments to get (3.62), we have that
ΨNε(uε) = (1 + o(1))ϕNε−1(u
2
ε) and Ψ
′
Nε(uε) = 2(1 + o(1)) uεϕNε−1(u
2
ε) (3.125)
in Bxε(ρε). Independently, we get that∫
Bxε (ρε)
ΨNε(uε)dy =
4π(1 + o(1))
γ2ελε
(3.126)
as ε → 0, by (3.31), (3.42), (3.124), (3.125), with (3.51) for |y − xε| . µε, or with
(3.108) and the dominated convergence theorem for |y − xε| ≫ µε. Then, because
of (3.6), we get that (3.121) holds true, by combining (3.123), (3.126) with (3.25).
• (3) In this point, we conclude the proof of (3.10), and prove (2.4) and (3.12). For
R > 1, let χε,R be given in Ωε,R := Ω\Bxε(Rµε) by
χε,R = 4πΛε,RGxε , (3.127)
for Λε,R > 0 to be chosen later such that
χε,R ≤ uε on ∂Bxε(Rµε) . (3.128)
Integrating by parts, we can write that∫
Ωε,R
|∇uε|2dy =
∫
Ωε,R
|∇χε,R|2dy − 2
∫
∂Bxε (Rµε)
(∂νχε,R)(uε − χε,R)dσ
+
∫
Ωε,R
|∇(uε − χε,R)|2dy ,
≥
∫
Ωε,R
|∇χε,R|2dy ,
(3.129)
where ν is the unit outward normal to the boundary of Bxε(Rµε), using (3.128).
Indeed, by [9, Appendix B] for instance, since d(xε, ∂Ω)≫ µε by Step 3.5, we have
that
∂νGxε = −
1
2πRµε
+O
(
1
d(xε, ∂Ω)
)
on ∂Bxε(Rµε) . (3.130)
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Now, by (3.3), (3.42), (3.44), (3.47), (3.96), in order to have (3.128), we can choose
Λε,R such that
Λε,R =
1
γε
(
1− log(1 +R
2) + o(1)
γ2ε
)
×

1 + log δελεγ
2
ε
4R2 +Hxε(xε) +O
(
µ2ε
ρ2ε
)
γ2ε


−1
,
(3.131)
with δε ∈ (0, 1] as in (3.31). In (3.131), the term
µ2ε
ρ2ε
= o(1)
by (3.95), arguing as in (3.22), since d(xε, ∂Ω) > ρε by Step 3.7. Now, by (1.8),
(3.130), (3.46) and (3.96) again, we compute and get that∫
Ωε,R
|∇χε,R|2dy
≥ −
∫
∂Bxε (Rµε)
(∂νχε,R)χε,R dσ ,
≥ 4π
(
1− 2 log(1 +R
2) + o(1)
γ2ε
)(
1 +
log
δελεγ
2
ε
4R2 +Hxε(xε) + o(1)
γ2ε
)−1 (3.132)
using also (3.131). Independently, we compute∫
Bxε (Rµε)
|∇uε|2dy = 4π
γ2ε
(
log(1 +R2)− R
2
1 +R2
+ o(1)
)
, (3.133)
by (3.44). Then, since ‖uε‖2H1
0
≤ 4π by (3.6), by (3.129), (3.132) and (3.133), we
get that
log δελε +Hxε(xε)
γ2ε
≥ o(1) .
Moreover, using also the definition (1.9) of M , (3.121), δε ≤ 1 and that R > 0 may
be arbitrarily large, we get together that
δε → 1 , (3.134)
and that (3.10) and (3.12) hold true. Observe that (3.134) can be obtained directly
(Case 2). Then, (2.4) follows from (3.10), (3.123) and (3.126).
• (4) Now we prove (3.11). Since ε′0 > ε0, we get from (3.96), (3.100), (3.110) and
(A.7) that
uε = γε − tε
γε
− tε
γ3ε
− (A(γε)− 2ξε) tε
2γε
+ o
(
tεζ˜ε
γε
)
(3.135)
uniformly in {y ∈ Bxε(ρ′ε) s.t. tε ≥ γε/4}, using also (A.3). Then, noting that the
averages of (3.120) and (3.135) have to match on ∂Bxε(ρ
′
ε), we compute and get
that
λε =
4
γ2ε exp
(
1 +M +
γ2ε(A(γε)−2ξε)
2 + o(ζ˜εγ
2
ε )
) , (3.136)
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by (3.12), (3.134) and (3.42) with (3.3) and (3.47), observing that
1 . γ2εGxε . 1 , 1 . γ
2
ε tε . 1
on ∂Bxε(ρ
′
ε), by (3.109) and (3.110) with (1.8) and (3.12). By (3.10) and (3.136),
(3.11) is proved.
• (5) Here, we conclude the proof of Lemma 3.3. As an immediate consequence of
(3.120), we get that ∣∣∣∣uε(y)− 4πGxε(y)γε
∣∣∣∣ = o
(
Gxε(y)
γε
)
(3.137)
as ε → 0, uniformly in Bxε(ρ′ε)c. Pushing now one step further the above compu-
tations with very similar arguments, we easily get that
uε = γε − tε
γε
+
S0,ε
γ3ε
+
S1,ε
γ5ε
+ (A(γε)− 2ξε)S2,ε
γε
+ o
(
tε
ζε
γε
)
, (3.138)
in Bxε(ρ
′
ε), where the Si,ε’s are as in (A.5). At last, using in particular (3.10) with
(1.6) to improve the estimates in Point (1) of this proof, we get that
uε(y) = Gxε(y)
(
4π
γε
+
1∑
i=0
Ai
γ3+2iε
+
A2(A(γε)− 2ξε)
γε
)
+
4B(γε)
γ2ε exp(1 +Hxε(xε))
∫
Ω
Gy(x)F (4πGxε(x)) dx
+ o
(
ζε
γε
Gxε(y) +
|B(γε)|
γ2ε
)
,
(3.139)
in Bxε(ρ
′
ε)
c, where F and B(γε) are given in (1.6), where the Ai’s are as in (A.3),
and where ζε is given in (A.8). 
Lemma 3.3 is proved. 
4. Proof of Proposition 2.1
Proof of Proposition 2.1. Let Ω be a smooth bounded domain of R2. Let g be such
that (1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A(γ), B(γ) and F
be thus given. Let (uε)ε be a sequence of nonnegative functions such that uε is
a maximizer for (Ig4π(1−ε)(Ω)), for all 0 < ε ≪ 1. Assume that (2.1) holds true.
Then, we apply Lemma 3.3, (Case 2): (3.8) holds true for αε = 4π(1 − ε); there
exists a sequence (λε)ε of real numbers such that uε is C
1,θ and solves (2.2) in H10 ,
using (3.9); (2.3) holds true by (3.13), (2.4) is also true. Moreover, (3.10)-(3.13),
(3.137)-(3.139) and (A.9) (vε as in (3.101)) hold true still by Lemma 3.3. In order
to conclude the proof of Proposition (2.1), it remains to prove (2.5)-(2.6). At last,
we let µε be given by (3.42), for Nε = 1, since we consider here (Case 2)
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In view of (3.139), for z ∈ Ω, we let now Uε,z be given by
Uε,z(x)
=
1
γε
(
log
1
|x− z|2 + µ˜2ε
+ H˜−1,ε,z(x)
)
(⋆)
+
1∑
i=0
1
γ3+2iε
(
Si
(
x− z
µ˜ε
)
+
Ai
4π
(
log
1
µ˜2ε
+ H˜i,ε,z(x)
)
−Bi
)
(⋆⋆)
+
A(γε)
γε
(
S2
(
x− z
µ˜ε
)
+
A2
4π
(
log
1
µ˜2ε
+ H˜2,ε,z(x)
)
−B2
)
(⋆⋆⋆)
+
4B(γε)
γ2ε exp(1 +Hz(z))
∫
Ω
Gx(y)F (4πGz(y)) dy
(4.1)
where the Ai, Bi are as in (A.3), where H is as in (1.8), where the H˜i,ε are the
unique harmonic functions in Ω such that the expressions involved in brackets
(⋆), (⋆⋆), (⋆ ⋆ ⋆) of (4.1) were zero at the boundary, and where µ˜ε is given by
Uε,z(z) = γε . (4.2)
The following result concludes the proof of Proposition 2.1.
Lemma 4.1. We have that
S =
∫
Ω
Gx¯(y)F (4πGx¯(y)) dy , if
γ−3ε B(γε)
γ−4ε + |A(γε)|
6→ 0 , (4.3)
as ε→ 0, where S is as in (1.9) and x¯ as in (3.12). Moreover, (2.5) holds true in
any case.
Proof of Lemma 4.1. LetK be a compact subset of Ω and (zε)ε be a given sequence
of points of K. For simplicity, we let in the proof below ζˇε be given by
ζˇε = max
(
1
γ4ε
, |A(γε)|, |B(γε)|
γ3ε
)
. (4.4)
Observe also that we get from (3.16), (3.138) and (A.3) that∣∣∣∣uε(y)−
(
γε − tε(y)
γε
)∣∣∣∣ ≤ Cγε , (4.5)
in {y s.t. γε/2 ≤ tε(y) ≤ γε(γε − 1/2)}, as ε→ 0.
• (1) We first derive the following more explicit expression of the µ˜ε from (4.2):
4
µ˜2ε exp(γ
2
ε )γ
2
ε
=
4
γ2ε exp(1 +Hzε(zε))
(
1 +O
(
ζˇε + γ
4
ε |A(γε)|2
))×(
1− γ
2
εA(γε)
2
− 4B(γε)
γε exp(1 +Hzε(zε))
∫
Ω
Gzε(y)F (4πGzε(y)) dy
) (4.6)
as ε → 0. By the maximum principle and (A.3), we get that there exists CK > 0
such that |H˜j,ε,zε | ≤ CK in Ω, so that, by elliptic theory, the H˜j,ε,zε ’s are also
bounded in C1loc(Ω) for all ε and j. We get from (4.2) that
∣∣∣log 1µ˜2ε − γ2ε
∣∣∣ ≤ C′K , and
then that ∣∣∣H˜j,ε,zε −Hzε∣∣∣ ≤ C′′Kγ4ǫ exp (−2γ2ε) in Ω , (4.7)
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for all 0 < ε ≪ 1 and j ∈ {−1, ..., 2}, by the maximum principle, (1.8) and (A.3).
Rewriting then (4.2) as
γ2ε = log
1
µ˜2ε
(
1 +
A0
4πγ2ε
+
A1
4πγ4ε
+
A(γε)A2
4π
)
+Hzε(zε)
(
1 +
A0
4πγ2ε
)
− B0
γ2ε
+
4B(γε)
γε exp(1 +Hzε(zε))
∫
Ω
Gzε(y)F (4πGzε(y)) dy
+O
(
γ−4ε + |A(γε)|
)
,
(4.8)
we easily get (4.6), using (3.16) and (A.3) with A14π − A
2
0
16π2 −B0 = 0.
• (2) We prove now that∫
Ω
|∇Uε,zε |2dx = 4π
(
1 + Izε(γε) + o
(
ζˇε
))
, (4.9)
as ε→ 0, where Izε(γε) is given by
Izε(γε) = γ
−4
ε +
A(γε)
2
+
4B(γε)
γ3ε exp(1 +Hzε(zε))
∫
Ω
Gzε(y)F (4πGzε(y)) dy , (4.10)
and where Uε,zε is given by (4.1)-(4.2). By (1.6) and elliptic theory,(
x 7→
∫
Ω
Gx(y)F (4πGzε(y)) dy
)
ε
is a bounded sequence in C1(Ω¯) . (4.11)
By construction of the H˜j,ε,zε , we can write that∫
Ω
|∇Uε,zε(y)|2dy =
∫
Ω
∆Uε,zε(y) Uε,zε(y) dy ,
=
∫
{y:t˜ε(y)≤γε}
(
∆(−t˜ε)
γε
+
∆S˜0,ε
γ3ε
+
∆S˜1,ε
γ5ε
+
A(γε)∆S˜2,ε
γε
)
×
(
γε − t˜ε
γε
+
S˜0,ε
γ3ε
+O
(( |A(γε)|
γε
+
1
γ5ε
)
(1 + t˜ε) +
|y − zε|
γε
))
dy
+ o(γ−4ε )
+
∫
{y:t˜ε(y)≥γε(γε−1)}
(
O
(
µ˜2εγ
4
ε
)
+
4B(γε)
γ2ε exp(1 +Hzε(zε))
F (4πGzε(y))
)
×(
4πGzε(y)
γε
+O
(
Gzε(y)
γ3ε
+
|B(γε)|
γ2ε
))
dy ,
(4.12)
where t˜ε(y) = log
(
1 + |y − zε|2/µ˜2ε
)
and S˜i,ε = Si(|y − zε|/µ˜ε). We use also here
(1.8) with (3.16), and the estimates of Point (1) of this proof, including (4.6)-(4.7).
The integral on {t˜ε ∈ (γε, γε(γε − 1))} gives a o(γ−4ε ) term. Estimate (4.9) follows
from (4.12), Appendix A and some computations that we do not develop here again
(see also [17], §5).
• (3) We prove now that∫
Ω
|∇uε|2dx = 4π
(
1 + Ixε(γε) + o
(
ζˇε
))
, (4.13)
as ε→ 0, where Ixε(γε) is given by (4.10), for (xε)ε as in (3.13). Now, we can push
one step further the argument involving (3.136), writing now that both formulas
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(3.138) and (3.139) must also coincide on ∂Bxε(ρ
′
ε), where ρ
′
ε > 0 is as in (3.109).
We compute and then get for µε in (3.42) the analogue of (4.6) for µ˜ε
λεH(γε) =
4
µ2ε exp(γ
2
ε )γ
2
ε
(
1 + o
(
1
γ4ε
))
=
4
γ2ε exp(1 +Hxε(xε))
(
1 + o
(
γ2ε ζˇε
))×(
1− γ
2
εA(γε)
2
− 4B(γε)
γε exp(1 +Hxε(xε))
∫
Ω
Gxε(y)F (4πGxε(y)) dy
)
,
(4.14)
using (1.8), (3.16), (A.3)-(A.7). Independently, integrating by parts, resuming some
computations in Appendix A and using (2.2), (3.12), (3.46), Point (1), and (3.137)-
(3.139) (see also (3.101) and (A.9)), we get that∫
Ω
|∇uε|2dx =
∫
Ω
uε
(
λεH(uε)uε exp(u
2
ε)
)
dx ,
=
∫
Ω
Uε,xε∆Uε,xεdx+ o
(
ζˇε
)
.
(4.15)
In order to get the second equality and to apply the dominated convergence theo-
rem, it may be useful to split Ω according
Ω = {y s.t. tε(y) ≤ γε} ∪
{
y s.t. tε(y) > γε and log
1
|xε − y|2 ≥
1− δ′0
2
γ2ε
}
∪
{
y s.t. log
1
|xε − y|2 <
1− δ′0
2
γ2ε
}
,
where δ′0 is as in (1.6), and to use the first line of (4.14) with (1.5) (resp. with
(3.30)) in the first region (resp. in the second region), or (1.6)-(1.7) in the last
region. Observe that the argument here is to show that Uε,xε (resp. ∆Uε,xε) is in
some sense the main part of the expansion of uε (resp. ∆uε). Thus we get (4.13)
from (4.9) and (4.15).
• (4) We prove now that, for any fixed sequence (ηε)ε of real numbers such that
ηε = o(γ
−2
ε ), we have that∫
Ω
(1 + g(Vε,zε)) exp
(
V 2ε,zε
)
dy
= |Ω|(1 + g(0)) + π exp(1 +Hzε(zε))(1 − ηεγ2ε )×
H(γε)
(
1 + γ2εIzε(γε) +
1
γ2ε
+ o
(
γ2ε
(
ζˇε + |ηε|
)))×(
1 +
8B(γε)
γε (κ+ 1) exp(1 +Hzε(zε))
∫
Ω
Gzε(y)F (4πGzε(y)) dy
)
,
(4.16)
where κ is as in (1.6) and where Vε,zε ≥ 0 is given by
V 2ε,zε = (1− ηε)U2ε,zε , (4.17)
where Uε,zε is given in (4.1). Computations in the spirit of the proof of (4.15) give
that∫
Ω
(1 + g(Uε,xε)) exp
(
U2ε,xε
)
dy =
∫
Ω
(1 + g(uε)) exp
(
u2ε
)
dy + o
(
γ2ε ζˇε
)
, (4.18)
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not only by combining (1.1), (1.5)-(1.6), Lemma 3.2, (3.12), (3.137)-(3.139) and
Appendix A, and by splitting Ω as in (4.12), but also by using (4.6) and (4.14). In
particular, once (4.16) is proved, choosing ηε = 0 and zε = xε, we get from (4.18)
that∫
Ω
(1 + g(uε)) exp
(
u2ε
)
dy = |Ω|(1 + g(0)) + π exp(1 +Hxε(xε))H(γε)×(
1 + γ2εIxε(γε) +
1
γ2ε
+ o
(
γ2ε ζˇε
))×(
1 +
8B(γε)
γε (κ+ 1) exp(1 +Hxε(xε))
∫
Ω
Gxε(y)F (4πGxε(y)) dy
)
.
(4.19)
It remains to prove (4.16). We compute and get that
Uε,zε(y)
2 = γ2ε−2t˜ε+
t˜2ε
γ2ε
+
2S˜0,ε
γ2ε
+O
(
(|A(γε)|+ γ−4ε )(1 + t˜ε(y)2) + |y − zε|
)
(4.20)
for all y such that t˜ε(y) ≤ γε, using (1.7), (4.1)-(4.2), (4.6), (4.11) and (A.3). Then
we get∫
{t˜ε≤γε}
(1 + g(Vε,zε)) exp(V
2
ε,zε)dy
=
∫
{t˜ε≤γε}
H(γε)(1 +O(|A(γε)| exp(δ0t˜ε))) exp(γ2ε ) exp(−2t˜ε) exp(−ηεγ2ε )×
exp
(
t˜2ε + 2S˜0,ε
γ2ε
)
exp
(
O
((|ηε|+ |A(γε)|+ γ−4ε ) (1 + t˜2ε))+ |y − zε|) dy
using (3.2) and (4.17) with (4.20). Then combining ηε = o(γ
−2
ε ), (3.16), (4.6),
computing explicitly
∫
R2
exp(−2T0)S0dy = 0 and
∫
R2
exp(−2T0)T 20 dy = 2π, we get
that∫
{t˜ε≤γε}
(1 + g(Vε,zε)) exp(V
2
ε,zε)dy
=
(1− ηεγ2ε )H(γε) exp(Hzε(zε) + 1)
4
(
1 + o
(
γ2ε (|A(γε)|+ |ηε|) + γ−2ε
))
×
(
1 +
γ2εA(γε)
2
+
4B(γε)
γε exp(Hzε(zε) + 1)
×
∫
Ω
Gzε(x)F (4πGzε(x))dx + o
(
B(γε)
γε
))
× 4π
(
1 +
2
γ2ε
)
.
(4.21)
Independently, we get from (1.6), (3.1) (part c) in {y , 4πGzε(y) ≤ γε/2}, or parts
a) and b) otherwise), (4.1), (4.6) and the dominated convergence theorem that∫
{t˜ε≥γε}
(1 + g(Vε,zε)) exp(V
2
ε,zε)dy
= |Ω| (1 + g(0)) + 8πB(γε)
γε (κ+ 1)
∫
Ω
Gzε(y)F (4πGzε(y)) dy
+ o
( |B(γε)|
γε
+
1
γ2ε
)
.
(4.22)
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Combining (4.21) and (4.22), we conclude that (4.16) holds true, using (3.3) and
(4.6).
• (5) We are now in position to conclude the proof of Lemma 4.1. Let x¯0 be a point
in the compact KΩ ⊂⊂ Ω where S is attained in the third equation of (1.9). Let
ηε be given by
(1− ηε) = 4π(1− ε)‖Uε,x¯0‖2H1
0
. (4.23)
First, we can check that
ηε = Ix¯0(γε)− Ixε(γε) + o(ζˇε) , (4.24)
so that the condition ηε = o(γ
−2
ε ) above (4.16) is satisfied, using (1.7), (3.6), (3.16),
(4.9) and (4.13). Besides, we have that ‖Vε,x¯0‖2H1
0
= 4π(1− ε), by our choice (4.23)
of ηε, and then, by (3.6), that∫
Ω
(1 + g(uε)) exp(u
2
ε) dy ≥
∫
Ω
(1 + g(Vε,x¯0)) exp(V
2
ε,x¯0) dy ;
this implies, in view of (4.16), (4.19), (4.24) and of our choice of x¯0, that (4.3) is
true and then, by (4.13) again, that (2.5)-(2.6) are true as well. This concludes the
proof of Lemma 4.1. 
Proposition 2.1 is proved. 
Proof of Proposition 2.2. Let Ω be a smooth bounded domain of R2. Let g be such
that (1.1) and (1.5)-(1.6) hold true, for H as in (1.2), and let A, B and F be thus
given. Assume that Λg(Ω) < π exp(1 + M), where M is as in (1.9) and Λg(Ω)
as in (1.11). Assume that there exists a sequence of positive integers (Nε)ε such
that (2.9) holds true and such that (I
gNε
4π (Ω)) admits a nonnegative extremal uε
for all ε > 0, where gNε is as in (1.10). Then, by Lemma 3.3 in (Case 1), we
have (2.1) and that (3.8) holds true for αε = 4π, for all 0 < ε ≪ 1. Moreover, we
have uε ∈ C1,θ(Ω¯) (0 < θ < 1) and (2.3) by (3.13). In order to conclude the proof
of Proposition 2.2, it remains to prove (2.10). Still by Lemma 3.3 in (Case 1),
(3.137)-(3.139) and (A.9) (vε as in (3.101)) hold true. Concerning (3.137)-(3.139)
and (A.9), observe that, contrary to (Case 2), the term ξε cannot be neglected
in (Case 1) we are facing here. Indeed, using also now (3.31), (3.42), (3.108) and
(A.9), we can resume computations of (4.12), (4.15) and Appendix A to get that
‖uε‖2H1
0
= 4π
(
1 + Iˇ(γε) + o
(
γ−4ε + |A(γε)|+ γ−3ε |B(γε)|+ ξε
))
as ε→ 0, where
Iˇ(γε) := γ
−4
ε + (A(γε)− 2ξε)/2 + 4γ−3ε exp(−1−M)B(γε)S ,
so that (2.10) holds true, which concludes. 
Appendix A. Radial analysis
Let (xε)ε be a sequence of points in R
2 and (γε)ε be a sequence of positive real
numbers such that (3.40) holds true. Let g be such that (1.1) and (1.5) holds true
for H as in (1.2), and let A be thus given. Let (Nε)ε be a sequence of integers. We
assume that we are in one of the following two cases:
Nε → +∞ as ε→ 0, and (3.31)-(3.32) hold true, (Case 1)
Nε = 1 for all ε . (Case 2)
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Let Bε be the radial solution around xε in R
2 of (3.93), for ΨN as in (3.26), where
(λε)ε is any given sequence of positive real numbers. Let T0 be given in R
2 by
T0(x) = log
(
1 + |x|2) . (A.1)
Let Si, i = 0, 1, 2, be the radially symmetric solutions around 0 in R
2 of
∆S0 − 8 exp(−2T0)S0 = 4 exp(−2T0)
(
T 20 − T0
)
,
∆S1 − 8 exp(−2T0)S1 = 4 exp(−2T0)
(
S0 + 2S
2
0 − 4T0S0 + 2S0T 20 − T 30 +
T 40
2
)
,
∆S2 − 8 exp(−2T0)S2 = 4 exp(−2T0)T0 ,
(A.2)
such that Si(0) = 0. In the sequel, we will use the asymptotic expansions of the
Si’s given by
S0(r) =
A0
4π
log
1
r2
+B0 +O
(
log(r)2r−2
)
where A0 = 4π, B0 =
π2
6
+ 2 ,
S1(r) =
A1
4π
log
1
r2
+B1 +O
(
log(r)4r−2
)
where A1 = 4π
(
3 +
π2
6
)
, B1 ∈ R ,
S2(r) =
A2
4π
log
1
r2
+B2 +O
(
log(r)r−2
)
where A2 = 2π, B2 ∈ R ,
(A.3)
as r = |x| → +∞. Note that in particular
Ai =
∫
R2
∆Sidx . (A.4)
The explicit formula for S0
S0(r) = −T0(r) + 2r
2
1 + r2
− 1
2
T0(r)
2 +
1− r2
1 + r2
∫ 1+r2
1
log t
1− tdt ,
and the expansions in (A.3) are derived in [16, 17]. Let ε0 ∈ (
√
1/e, 1) be given.
Let µε be given by (3.42) and tε by (3.43). Let ρε > 0 be given by (3.95) and
satisfying (3.96). Let Si,ε be then given by
Si,ε(x) = Si
( |x− xε|
µε
)
, (A.5)
for i = 0, 1, 2. Let ξε > 0 be given by (3.14). In (Case 1) where Nε → +∞ as
ε → 0, we get that ξε = O(N−1/2ε ) by (3.31) and (3.47). Then, in any case, we
clearly have that
ξε → 0 (A.6)
as ε→ 0. Then we are in position to state the main result of this section.
Proposition A.1. We have that
Bε = γε− tε
γε
+
S0,ε
γ3ε
+
S1,ε
γ5ε
+(A(γε)−2ξε)S2,ε
γε
+o
(
tε
(
1
γ5ε
+
|A(γε)|+ ξε
γε
))
, (A.7)
uniformly in [0, ρε], as ε→ 0.
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In particular, using also (1.1) and (3.3), it can be checked that Bε is positive
and radially decreasing in [0, ρε]. Observe also that ξε ≪ γ−4ε can be seen as a
remainder term in (Case 2). Let ζε > 0 be given by
ζε = max
(
1
γ4ε
, |A(γε)|, ξε
)
. (A.8)
Resuming the computations below, we get as a by product of Proposition A.1 that,
vε = o
(
tε
γ5ε
)
implies that
λεΨ
′
ε(Bε + vε)
2
=
4 exp(−2tε)
µ2εγε
[
1 +
(∆S0)
(
·−xε
µε
)
γ2ε
+
(∆S1)
(
·−xε
µε
)
γ4ε
+ (A(γε)− 2ξε) (∆S2)
( · − xε
µε
)
+ o
(
ζε exp(δ˜0tε)
)]
,
(A.9)
uniformly in {y s.t. tε(y) ≤ γε}, for some given δ˜0 ∈ (δ0, 1), for δ0 as in (1.5).
Proof of Proposition A.1. Since both arguments are very similar to prove (Case 1)
and (Case 2), for the sake of readability, we only write the proof of Claim A.1 in
the more delicate (Case 1). Then, assume that we are in (Case 1). We let τε be
given by
Bε = γε − τε
γε
. (A.10)
Let w¯ε be given by
Bε = γε − tε
γε
+
S0,ε
γ3ε
+
S1,ε
γ5ε
+ (A(γε)− 2ξε)S2,ε
γε
+
ζεw¯ε
γε
. (A.11)
Let δ¯ > 0 be fixed and let r¯ε ≥ 0 be given by
r¯ε = sup
{
r > 0 s.t. |w¯ε| ≤ δ¯tε in [0, r]
}
. (A.12)
Now, since δ¯ > 0 may be arbitrarily small, in order to get Claim A.1, it is sufficient
to prove that r¯ε = ρε, for all 0 < ε ≪ 1. Using (A.12), we perform computations
in [0, r¯ε] and the subsequent o(1) are uniformly small in this set as ε → 0. First,
by (1.5), (A.3), (A.6) and (A.12), we have that
τε = tε(1 + o(1)) . (A.13)
Observe that, as soon as we have ∆Bε > 0 in [0, r¯ε], then Bε is radially decreasing
and (3.106) holds true in [0, r¯ε]. Let L
H
ε and L
g
ε be given by
H(Bε) = H(γε)
(
1 + LHε
)
and then, (1 + g(Bε)) = H(γε)
(
1 + LHε + L
g
ε
)
. (A.14)
In view of (A.10) and (A.13), estimates of LHε , L
g
ε are given by (1.5) and (3.2),
respectively. We are now in position to expand the right-hand side of (3.93). From
now on, it is convenient to denote
N˜ε = Nε − 1 . (A.15)
Going back to (3.28), we have that
Ψ′Nε(Bε)
2
= BεH(γε)
[(
1 + LHε
) (
1 + ϕN˜ε(B
2
ε )
)
+ Lgε
(
B2Nεε
Nε!
−B2ε
)]
(A.16)
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By (3.95), (A.10) and (A.13) and since r¯ε ≤ ρε, we have that
min
[0,r¯ε]
Bε ≥ (ε0 + o(1))γε → +∞ (A.17)
as ε→ 0. Thus, by Stirling’s formula, we get that
B2Nεε /(Nε!) ≥ exp
(
Nε
(
log
γ2ε
Nε
+
(
log ε20 + 1
)
+ o(1)
))
and then, for all given integer k ≥ 0, that
Bkε = o(1)×
B2Nεε
Nε!
(A.18)
in [0, r¯ε], as ε→ 0, using ε20 > 1/e with (3.32). Similarly, for all given integer k ≥ 0,
we have that
Bkε
ϕNε(B
2
ε )
= o(1) (A.19)
in [0, r¯ε], as ε → 0. Then, by (3.42), (A.10), (A.19) and (A.18), we may rewrite
(A.16) as
λεΨ
′
Nε
(Bε)
2
=
4
µ2εγε
(
1− τε
γ2ε
)[
O(exp(−γ2ε )) +
ϕN˜ε(B
2
ε )
ϕN˜ε(γ
2
ε )
×
(
1 + LHε +O
(
B2Nεε
Nε! ϕN˜ε(B
2
ε )
Lgε
))] (A.20)
in [0, r¯ε], as ε→ 0. Indeed, by (A.17), we have that
LHε = o(1) and L
g
ε = o(1) (A.21)
in [0, r¯ε] as ε→ 0, using (1.1), (3.3) and (A.14). In (A.20), the term O(exp(−γ2ε ))
equals (1 +LHε )/ϕN˜ε(γ
2
ε ) and we thus get this control by (3.31) and (A.21). In the
following lines, we expand the terms of (A.20). By (3.51) with Γ = γ2ε and T = B
2
ε ,
we get that
ϕN˜ε(B
2
ε )
ϕN˜ε(γ
2
ε )
= exp(B2ε − γ2ε )− Fε , (A.22)
where Fε satisfies in [0, r¯ε]
Fε =
B2N˜εε
N˜ε!ϕN˜ε(γ
2
ε )
∫ γ2ε−B2ε
0
exp (−u)
(
1 +
u
B2ε
)N˜ε
du ,
=
exp(B2ε )
ϕN˜ε(γ
2
ε )
∫ γ2ε
B2ε
exp(−s)s
N˜ε
N˜ε!
ds ,
= ξε exp(B
2
ε − γ2ε )
∫ 0
B2ε−γ
2
ε
exp(−y)
(
1 +
y
γ2ε
)N˜ε
dy .
(A.23)
By (A.10) and (A.11), we may write
τε = tε − S0,ε
γ2ε
− S1,ε
γ4ε
− (A(γε)− 2ξε)S2,ε − ζεw¯ε .
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We set t¯ε = 1+ tε. Then, keeping in mind (A.3), (A.6), (A.12), (A.13) and tε ≤ γ2ε ,
we may compute
exp(B2ε − γ2ε )
= exp
(
−2τε + τ
2
ε
γ2ε
)
= exp
[
− 2τε + 1
γ2ε
(
t2ε −
2tεS0,ε
γ2ε
+O
(
ζεt¯
2
ε
))] (A.24)
in [0, r¯ε], as ε→ 0. Observe that∣∣∣∣∣∣exp(y)−
N∑
j=0
yj
j!
∣∣∣∣∣∣ ≤ |y|
N+1
(N + 1)!
exp(|y|) , (A.25)
for all y ∈ R and all integer N ≥ 0. Then we draw from (A.24) that(
1− τε
γ2ε
)
exp(B2ε − γ2ε )
= exp(−2tε)
[
1 +
1
γ2ε
(
2S0,ε + t
2
ε − tε
)
+
1
γ4ε
(
2S1,ε + 2S
2
0,ε +
t4ε
2
+ 2S0,εt
2
ε − 4S0,εtε − t3ε + S0,ε
)
+ 2 (A(γε)− 2ξε)S2,ε + 2ζεw¯ε
+O
((
t¯6ε
γ6ε
+
ζε t¯
3
ε
γ2ε
+ ζ2ε t¯
3
ε
)
exp
(
o(tε) +
t2ε
γ2ε
))]
(A.26)
in [0, r¯ε], as ε → 0. Independently, by (3.31), (3.47), (A.10), (A.12), (A.13) and
since Bε(xε) = γε, for all given R > 0, we have that∥∥∥∥∥ B
2N˜ε
ε
N˜ε! ϕN˜ε(B
2
ε )
+
B2Nεε
Nε! ϕN˜ε(B
2
ε )
∥∥∥∥∥
L∞([0,min(Rµε,r¯ε)]
= O
(
1√
Nε
)
and
B2Nεε
Nε! ϕN˜ε(B
2
ε )
≤ 1 ,
(A.27)
in [0, r¯ε], the second inequality being obvious by (3.5) and (A.15). In the sequel,
by (3.32), we may assume that
βε :=
N˜ε
γ2ε
satisfies lim
ε→0
βε = β0 ∈ [0, 1] , (A.28)
up to a subsequence. Now, we give estimates for Fε given in (A.23). Up to a
subsequence, we can split our results according to the following two cases
Case A: lim
ε→0
γ2ε − N˜ε√
N˜ε
= +∞ ,
Case B:
γ2ε − N˜ε√
N˜ε
= O(1) .
(A.29)
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Observe that, since we assume (3.32), all the possible situations are considered in
(A.29). Let (rε)ε be any sequence such that
rε ∈ [0, r¯ε] (A.30)
for all ε. We prove that, in (Case A):
Fε(rε) =
{
O (ξεγε exp(−2tε(rε)(β0 + o(1)))) , if Bε(rε)2 ≥ N˜ε +
√
N˜ε ,
O (exp (−(1 + ε0 + o(1))tε(rε))) , if Bε(rε)2 < N˜ε +
√
N˜ε ,
(A.31)
while we get in (Case B):
Fε(rε) =
{
2tε(rε)ξε exp(−2tε(rε)(1 + o(1))) , if tε(rε) = o(γε) ,
O (tε(rε)ξε exp (−(1 + ε0 + o(1))tε(rε))) if γε = O (tε(rε)) .
(A.32)
Now we prove (A.31). We start with the first estimate of (A.31). Then, we assume
that Bε(rε)
2 ≥ N˜ε +
√
N˜ε, and thus in particular that
1− N˜ε
Bε(rε)2
≥ 1 + o(1)√
N˜ε
. (A.33)
Writing now Fε according to the first formula of (A.23), using (3.106), (A.17) and
log(1 + t) ≤ t for all t > −1 , (A.34)
we get first that
Fε(rε) ≤ ξε exp(−2τε(rε)βε)
∫ γ2ε−B2ε
0
exp
(
−y
(
1− N˜ε
Bε(rε)2
))
dy , (A.35)
and conclude the proof of the first estimate of (A.31), by (3.32), (A.13) and (A.33).
In order to prove the second estimate of (A.31), it is sufficient to write Fε according
to the second formula of (A.23), to check that∫
R
exp(−s)s
N˜ε
N˜ε!
ds = 1 ,
that rε ≤ r¯ε ≤ ρε imply
tε(r¯ε) ≤ (1− ε0)γ2ε , (A.36)
and to use (A.10), (A.13) and (3.31). Now we turn to the proof of (A.32). Then,
we assume that (Case B) in (A.29) holds true and in particular that
1− βε = O
(
1
γε
)
in (Case B) . (A.37)
Writing Fε according to the third estimate of (A.23), we get that
Fε =ξε exp
(
−τε
(
2− τε
γ2ε
))
(γ2ε −B2ε )×∫ 1
0
exp
(
(γ2ε −B2ε )y + N˜ε log
(
1− (γ
2
ε −B2ε )y
γ2ε
))
dy
(A.38)
at rε. Expanding the log, we easily get the first estimate of (A.32) from (A.13),
(A.37), (A.38) and the assumption tε(rε) = o(γε). The second estimate of (A.32)
can also be obtained from (A.38) by (A.13), (A.34), (A.36) and (A.37). This
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concludes the proof of (A.32). Now, we prove that, in (Case A) of (A.29), we have
that ∫ r¯ε
0
Fε(r)rdr = o
(
µ2ε
γ4ε
)
. (A.39)
Since rε ≤ ρε, we get from (3.14), (3.31), (3.32), (A.31) and by Stirling’s formula
that ∫
{
r∈[0,r¯ε],Bε(r)2≥N˜ε+
√
N˜ε
} Fε(r)rdr
. exp
(
γ2ε [f(βε) +O((log γε)/γ
2
ε )]
)×{
µ2ε if β0 > 1/2 ,
µ2ε exp(γ
2
ε (1− ε0)(1 − 2β0 + o(1))) if β0 ≤ 1/2 ,
(A.40)
where f is the continuous function in [0, 1] given for β ∈ (0, 1] by
f(β) = β log
1
β
+ β − 1 .
Independently, since r¯ε ≤ ρε, if
rε ∈ Jε :=
{
r ∈ [0, r¯ε], Bε(r)2 < N˜ε +
√
N˜ε
}
,
then Jε 6= ∅ and γ2ε . N˜ε, by (A.10), (A.13) and (A.36). Thus we have that
γε .
√
N˜ε ≪ tε(rε) ,
using that we are in (Case A) for the last estimate. Then, we get from (A.31) that∫
Jε
Fε(r)rdr .
∫
{r≤ρε,tε≥γε}
exp (−(1 + ε0 + o(1))tε(r)) rdr = o
(
µ2ε
γ4ε
)
. (A.41)
Observe that f and β 7→ f(β) + (1 − 2β)/2 are negative in [0, 1) and [0, 1/2]
respectively. Moreover, because of (Case A) and by (3.32), we can check that
βε =
N˜ε
γ2ε
≤ 1
1 + 1√
N˜ε
≤ 1− 1 + o(1)√
N˜ε
≤ 1− 1 + o(1)
γε
,
since γ2ε ≥ N˜ε +
√
N˜ε, and then that
0 < −f(βε) . 1/γε . (A.42)
Thus, we get (A.39) from the first estimate of (A.40) with (A.42), from the second
estimate of (A.40) with 1− ε0 < 1 −
√
1/e < 1/2 and from (A.41). Computing as
in (A.40), we get also that
ξε = o
(
1
γ4ε
)
(A.43)
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in (Case A) (see (A.42)). By (A.13) and the second part of (A.27), using that
r¯ε ≤ ρε, we may rewrite (A.20) as
λεΨ
′
Nε
(Bε)
2
=
4
µ2εγε
[(
1− τε
γ2ε
+ LHε
)
exp(B2ε − γ2ε )− Fε
+O
(
tε
γ2ε
|Fε|+ exp(−γ2ε )
)
+O
((
tε
γ2ε
exp(B2ε − γ2ε ) + |Fε|
)(|LHε |+ |Lgε|)
)
+O
(
|Lgε| exp(B2ε − γ2ε )
B2Nεε
Nε!ϕN˜ε(B
2
ε )
)]
.
(A.44)
By (3.96), we clearly have that∫ ρε
0
exp(−γ2ε )rdr = o
(
µ2ε
γ4ε
)
. (A.45)
Integrating by parts, observe that w¯ε given by (A.11) satisfies
w¯ε(0) = 0 and − rεw¯′ε(rε) =
∫ rε
0
(∆w¯ε) rdr , (A.46)
where, still using radial notations, w¯′ε(r) =
dw¯ε
dr (r). Now we estimate w¯ε in [0, r¯ε], by
using (A.46). By (3.93), (A.11) and (A.44), we are in position to estimate the RHS
of (A.46), for rε still as in (A.30). Assume first that we are in (Case A) of (A.29). By
plugging (1.5), (3.2), (A.2), (A.3), (A.14), (A.21), (A.26), (A.27), (A.31), (A.39),
(A.43), (A.45) in (A.44), by using the dominated convergence theorem and by
coming back to the definition (A.8) of ζε, we get that∫ rε
0
|(∆w¯ε)|rdr =O
(
‖w¯′ε‖L∞([0,rε])
∫ rε/µε
0
µεr
2dr
(1 + r2)1+ε0+o(1)
)
+ o
(∫ rε/µε
0
rdr
(1 + r2)1+ε0+o(1)
)
.
(A.47)
The first term in the right hand side of (A.47) uses that, for all r ∈ [0, rε],
|w¯ε(r)| ≤ r‖w¯′ε‖L∞([0,rε]) .
Observe now that (A.47) still holds true in (Case B) of (A.29), replacing (A.31),
(A.39) and (A.43) by (A.32) in the above argument. Since ε0 > 1/2, we clearly get
from (A.46) and (A.47) that, in (Case A) and in (Case B),
rε|w¯′ε(rε)| =O
(
‖w¯′ε‖L∞([0,rε])
µε(rε/µε)
3
1 + (rε/µε)3
)
+ o
(
(rε/µε)
2
1 + (rε/µε)2
)
. (A.48)
Now we prove that
µε‖w¯′ε‖L∞([0,r¯ε]) = o(1) . (A.49)
If (A.49) does not hold true, then, by (A.48), there exists sε ∈ [0, r¯ε] such that
sε = O(µε), µε = O(sε),
|w¯′ε(sε)| = ‖w¯′ε‖L∞([0,r¯ε]) and lim sup
ε→0
µε|w¯′ε(sε)| > 0 . (A.50)
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In particular, up to a subsequence, we may assume that there exists α0 ∈ (0,+∞]
such that r¯ε/µε → α0 as ε→ 0. Let w˜ε be given by
w˜ε(y) = w¯ε(µεy)/(µε‖w¯′ε‖L∞([0,r¯ε])).
By (A.48) and (A.50), we get that (‖(1+ ·)w˜′ε‖L∞([0,r¯ε/µε]))ε is a bounded sequence.
Then, computing as in (A.47) and by radial elliptic theory with (3.93), we get that
w˜ε → w˜0 in C2([0, α0]) if α0 < +∞ or in C2loc([0, α0)) if α0 = +∞, where w˜0 solves

∆w˜0 = 8 exp(−2T0)w˜0 in B0(α0) ,
w˜0(0) = 0 ,
w˜0 is radial around 0 ∈ R2 ,
still making usual radial identifications, and where T0 is given in (A.1). By standard
theory of radial elliptic equation, this implies w˜0 ≡ 0, which contradicts (A.50) and
proves (A.49). Then, since w¯ε(0) = 0 and by the fundamental theorem of calculus,
we get from (A.48) with (A.49) that r¯ε = ρε in (A.12). By the discussion just above
(A.13), this concludes the proof of Proposition A.1.

References
[1] Adimurthi and O. Druet, Blow-up analysis in dimension 2 and a sharp form of Trudinger-
Moser inequality, Comm. Partial Differential Equations 29 (2004), no. 1-2, 295–322.
MR2038154
[2] Adimurthi and Massimo Grossi, Asymptotic estimates for a two-dimensional problem with
polynomial nonlinearity, Proc. Amer. Math. Soc. 132 (2004), no. 4, 1013–1019. MR2045416
[3] Lennart Carleson and Sun-Yung A. Chang, On the existence of an extremal function for an
inequality of J. Moser, Bull. Sci. Math. (2) 110 (1986), no. 2, 113–127. MR878016
[4] Wen Xiong Chen and Congming Li, Classification of solutions of some nonlinear elliptic
equations, Duke Math. J. 63 (1991), no. 3, 615–622. MR1121147
[5] D. G. de Figueiredo, P.-L. Lions, and R. D. Nussbaum, A priori estimates and existence of
positive solutions of semilinear elliptic equations, J. Math. Pures Appl. (9) 61 (1982), no. 1,
41–63. MR664341
[6] Francesca De Marchis, Isabella Ianni, and Filomena Pacella, Asymptotic analysis for the
Lane-Emden problem in dimension two (2016). Preprint at arXiv:1602.06919.
[7] , Asymptotic profile of positive solutions of Lane-Emden problems in dimension two,
J. Fixed Point Theory Appl. 19 (2017), no. 1, 889–916. MR3625097
[8] O. Druet, Multibumps analysis in dimension 2: quantification of blow-up levels, Duke Math.
J. 132 (2006), no. 2, 217–269. MR2219258
[9] Olivier Druet and Pierre-Damien Thizy, Multi-bumps analysis for Trudinger-Moser nonlin-
earities I-Quantification and location of concentration points (2017), 64. Preprint.
[10] Louis Dupaigne and Pierre-Damien Thizy, Sharp quantization for Lane-Emden problems in
dimension two (2018). Preprint.
[11] Pierpaolo Esposito, Monica Musso, and Angela Pistoia, Concentrating solutions for a planar
elliptic problem involving nonlinearities with large exponent, J. Differential Equations 227
(2006), no. 1, 29–68. MR2233953
[12] Martin Flucher, Extremal functions for the Trudinger-Moser inequality in 2 dimensions,
Comment. Math. Helv. 67 (1992), no. 3, 471–497. MR1171306
[13] B. Gidas, Wei Ming Ni, and L. Nirenberg, Symmetry and related properties via the maximum
principle, Comm. Math. Phys. 68 (1979), no. 3, 209–243. MR544879
[14] David Gilbarg and Neil S. Trudinger, Elliptic partial differential equations of second or-
der, Classics in Mathematics, Springer-Verlag, Berlin, 2001. Reprint of the 1998 edition.
MR1814364 (2001k:35004)
[15] Zheng-Chao Han, Asymptotic approach to singular solutions for nonlinear elliptic equations
involving critical Sobolev exponent, Ann. Inst. H. Poincaré Anal. Non Linéaire 8 (1991), no. 2,
159–174. MR1096602
EXTREMAL FOR THE PERTURBED MOSER-TRUDINGER INEQUALITIES 41
[16] Andrea Malchiodi and Luca Martinazzi, Critical points of the Moser-Trudinger functional
on a disk, J. Eur. Math. Soc. (JEMS) 16 (2014), no. 5, 893–908. MR3210956
[17] Gabriele Mancini and Luca Martinazzi, The Moser-Trudinger inequality and its extremals
on a disk via energy estimates, Calc. Var. Partial Differential Equations 56 (2017), no. 4,
Art. 94, 26. MR3661018
[18] J. B. McLeod and L. A. Peletier, Observations on Moser’s inequality, Arch. Rational Mech.
Anal. 106 (1989), no. 3, 261–285. MR981664
[19] J. Moser, A sharp form of an inequality by N. Trudinger, Indiana Univ. Math. J. 20
(1970/71), 1077–1092. MR0301504
[20] Alexander R. Pruss, Nonexistence of maxima for perturbations of some inequalities with
critical growth, Canad. Math. Bull. 39 (1996), no. 2, 227–237. MR1390360
[21] Xiaofeng Ren and Juncheng Wei, On a two-dimensional elliptic problem with large exponent
in nonlinearity, Trans. Amer. Math. Soc. 343 (1994), no. 2, 749–763. MR1232190
[22] , Single-point condensation and least-energy solutions, Proc. Amer. Math. Soc. 124
(1996), no. 1, 111–120. MR1301045
[23] Michael Struwe, Critical points of embeddings of H1,n
0
into Orlicz spaces, Ann. Inst. H.
Poincaré Anal. Non Linéaire 5 (1988), no. 5, 425–464. MR970849
(Pierre-Damien Thizy)Université Claude Bernard Lyon 1, CNRS UMR 5208, Institut
Camille Jordan, 43 blvd. du 11 novembre 1918, F-69622 Villeurbanne cedex, France
E-mail address: pierre-damien.thizy@univ-lyon1.fr
