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Abstract
In this paper, an evaluation of machine learning classifiers to be applied in wafer defect detection is described. The objective is to establish
the best machine learning classifier for Wafer Defect Detection application. k-Nearest Neighbours (k-NN), Logistic Regression, Stochastic
radient Descent, and Support Vector Machine were evaluated with 3 defects categories and one non-defect category. The key metrics for
he evaluation are classification accuracy, classification precision and classification recall. 855 images were used to train, test and validate the
lassifier. Each image went through the embedding process by InceptionV3 algorithms before the evaluated classifier classifies the images.
c 2021 The Korean Institute of Communications and Information Sciences (KICS). Publishing services by Elsevier B.V. This is an open access
rticle under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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In the semiconductor industry, wafer defect is a big issue
where it can affect yield, company reputation as well as manu-
facturing processes. Commonly companies employed workers
to do defect detection. However, training people to man-
ual inspection on wafer defect proves to be time-consuming
for the industry as it can take about 6–9 months of human
workers training to achieve 90% accuracy in wafer defect de-
tection. Nevertheless, within 15 months after the training had
been completed, the manual inspection can drop to between
70%–85% accuracy due to several factors such as increased
difficulties due to product evolution, demotivation due to men-
tal fatigue, or process advancement [1]. Thus many industry
players are adopting an automated defect detection system
using machine vision with machine learning capabilities.
1.1. Related work
Automated optical inspection machine had evolved from
labour-intensive manual inspection towards the fully auto-
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processing algorithm is the key driver [2–4] for the automated
machine that is capable of detecting anomaly on the wafer
under quality control. Any defects that appeared on the wafer
can trigger a sensor to reject that particular wafer.
However, as the electronics industry evolves into nanoscale
production, the requirement for wafer quality also increases.
More complex defects detection, as well as faster decision
machine, becomes the most sought after technology within the
industry. With the advancement of computing technologies,
Convolution Neural Network (CNN) offers improved perfor-
mance in terms of faster image processing time and features
extraction from the images [5]. CNN employs a technique to
extract specifics features from images and clustered the images
according to their extracted features. Thus, myriad of CNN
based algorithm had been employed in various applications
such as sports [6], healthcare [7], image processing [8] as well
as in the semiconductor industry [9].
In order to reliably make a decision in a shorter time,
CNN requires hundreds of images to be analysed before it can
predict the classification of the image especially a new image
that it never came across before. Thus, image databases on the
internet offer a repository of images in various classifications
open for any algorithms to do classification [10]. From here,of the machine learning classifier in wafer defects classification, ICT Express (2021),
iences (KICS). Publishing services by Elsevier B.V. This is an open access
nc-nd/4.0/).
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rithm where the algorithms were pre-trained with the images
in a database and using the knowledge gained to predict the
image classification.
Saqlain et al. [11] presented a work by extracting features
certain features such as density-, geometry-, and radon-based
from the raw image of wafer and had run four classifier algo-
rithms. They combine the accuracy result by introducing a soft
voting ensemble technique to increase accuracy. Furthermore,
in a more recent paper, Saqlain et al. [12] introduced a new
technique at increased accuracy and it is easy to deploy in a
manufacturing plant.
Other researchers have exploited the use of Dynamic Time
Warping with different classifiers, i.e., kNN [13] and SVM
[14] in order to improve the classification. Ruifang et al. [15]
reported as high as 11 defect markers. They employed ZF-Net
to extract the feature from dark field illuminated images. They
also demonstrated a powerful GPU for an increased computing
performance.
Logistic regression, support vector machine are among the
most frequently used machine learning classifiers especially in
wafer defect detection. As there are quite a number of machine
learning classifiers, a reliable method is needed to evaluate the
classifier performance.
Thus the objective of this paper is to establish the best
machine learning classifier with known baseline parameter that
works best with features extracted via InceptionV3 pre-trained
CNN for wafer defect detection. This is important so that the
researcher can focus on optimizing the specific classifier by
tuning its hyperparameter. It is worth noting that the proposed
pipeline i.e., the extraction of features via a pre-trained CNN
model viz. Inception V3 along with the different classifiers
evaluated has not yet been reported in the literature. This
algorithm then will be deployed into a machine vision system
that can reliably detect wafer defect.
2. Methodology
2.1. Machine learning classifier
Four Machine Learning Classifiers were chosen to be eval-
uated. The description of the classifiers is as follows:
• Logistic Regression — the logistic regression classifica-
tion algorithm with ridge regularization.
• K-Nearest Neighbour — using five of the nearest neigh-
bours with Euclidean distance (straight line distance be-
tween two points) and uniform weights (all points in each
neighbours weighted equally).
• Stochastic Gradient Descend — using Ridge regular-
ization with 0.0001 strength, constant learning rate with
0.01 initial rate and limited to 1000 iterations with toler-
ance 0.001.
• Support Vector Machine — using 1.00 cost (C), 0.10
epsilon distance, sigmoid kernel and limited to 100 iter-
ations.2
The classification accuracy, precision and recall of their
classification result were used as evaluation criteria. Classi-
fication accuracy indicates the capability of the classifier to
accurately predict the images according to its class. Mean-
while, classification precision deals with the proportion of
the correctly predicted images and the predicted images in
its class. On the other hand, classification recall deals with
the proportion of the correctly predicted images and the ac-
tual images in its class. All these metrics will give a better
understanding of the classifier predictive capability.
2.2. Hardware and software
The training and testing were conducted using a desktop
with Intel(R) Core(TM) i7-6700U CPU 3.40 GHz processor
with 16GB DDR3 RAM and NVIDIA GeForce GTX950
graphic card. It was run using Spyder Anaconda, a python pro-
gramming software using Scikit-learn, Keras and Tensorflow
libraries.
2.3. Dataset
The dataset is acquired from Idealvision Sdn Bhd, a ma-
chine vision company, using their own industrial machine
vision platform Jaeger. The dataset is divided into three cat-
egories namely training, testing, and validation.
For training and testing, the images were separated accord-
ing to their defect features, namely Bump, Burnt Mark and
Foreign Object. A category of non-defect was also added for
the training and testing. A total of 707 images were available
for training and testing which consist of 557 for training and
150 for testing. This represented 80:20 training and testing
proportion.
Another set of images was used for validation which con-
sists of 168 images. These images in the validation category,
contrary to training and testing image set, were not sepa-
rated according to the defect features. Furthermore, validation
dataset had significantly more “good” images in anticipation of
more good images to be produced in actual automated optical
inspection machine whereby in this case the good images class
is about double from other classes.
In terms of image preprocessing, in order to gain maximum
features extraction from each image, all 3 channel RGB were
used. The images were neither converted to binary images
nor to a greyscale value. The images dataset in each category
was neither repeated, nor augmented, and was different from
the other categories. All images were rescaled to [299,299,3]
from [4096, 3072, 3] to cater to the computing performance
of the desktop used as well as the required dimension for
InceptionV3 image input. In Fig. 1, are shown samples of
images used in the paper.
2.4. Training, testing and validation process
After the training and testing dataset was loaded to the
software, each image went through an embedding process us-
ing InceptionV3 transfer learning algorithm. This embedding
J.A. Mat Jizat, A.P.P. Abdul Majeed, A.F. Ab. Nasir et al. ICT Express xxx (xxxx) xxxFig. 1. Sample images from each category (a) Bump (b) Burnt Mark (c)
Foreign Object (d) Good.
process calculated feature vector in each image and embedded
more data numbers into the image based on the specific
feature present in the image. From the enhanced data images,
a machine learning classifier from Section 1 was selected to
train and test the classification capability. In order to mitigate
overfitting, the data went through a 10-fold cross-validation
process. After the cross-validation process, the software gen-
erates a confusion matrix to indicate the performance of the
training.
For the validation process, the best classifier from train-
ing and testing was chosen. The image also went through
the embedding process using InceptionV3 transfer learning
algorithm. The images were never introduced to the algo-
rithm before. Using the trained classifier, machine learning
performed a prediction for each image to classify the image
accordingly. A table of confusion matrix was tabulated from
the prediction. (See Table 2.)
The workflow diagram is shown in Fig. 2.
3. Result and discussion
Fig. 3 shows the comparison of the average accuracy per-
formance of four different machine learning classifier models
in terms of wafer defect classification. Out of the four machine
learning classifiers evaluated, Logistic Regression classifier
gives the best classification accuracy with 86.0% during train-
ing and 88.0% during testing while k-Nearest Neighbours had
the worst classification accuracy performance with 72.2% in
training and 74.0% in testing. The Stochastic Gradient Descent
had a similar score to Logistic Regression with a classification
accuracy of 85.8% during training and 87.3% during testing.
These classifiers Logistic Regression and Stochastic Gradi-
ent Descent requires further optimization to increase their
classification accuracy tailored for wafer defect detection.3
Fig. 2. Workflow diagram for training, testing and validation.
Fig. 3. Comparison of average classification accuracy performance.
However, classification accuracy for wafer defect will be
biased towards non-defect classification since each wafer man-
ufacturing process strives for zero defect. Thus, the non-defect
wafer will always inundate the image samples as wafer defect






Precision–recall performance for machine learning classifier.
Precision Recall
Training
k-Nearest Neighbours 74.3% 72.2%
Logistic Regression 86.4% 86.0%
Stochastic Gradient Descent 86.1% 85.8%
Support Vector Machine 81.0% 77.0%
Testing
k-Nearest Neighbours 76.9% 74.0%
Logistic Regression 88.5% 88.0%
Stochastic Gradient Descent 88.7% 87.3%
Support Vector Machine 82.8% 76.0%
is an occasional occurrence. Consequently, a classification
accuracy prediction is not sufficient to evaluate the defect de-
tection system. The system must also be evaluated in terms of
Precision–Recall. Table 1 shows the training mean precision–
recall performance and testing mean precision–recall perfor-
mance across the categories of the machine learning classifiers.
From Table 1 we can learn that all classifier models give
a higher percentage of precision compared to recall. A higher
precision shows all the classifiers demonstrate a bias towards
false negative. False-negative means some of the good wafers
being wasted and this might affect the wafer yield. Small
percentage false negative bias is always preferable compared
to false-positive bias where defective wafer may be classi-
fied as good. The worst performance in this evaluation was
Support Vector Machine scoring more than 4% difference
between Precision and Recall both during training and during
testing. Coupled with data from Fig. 2, where its accuracy
during testing is lower than during training shows that Sup-
port Vector Machine may not be reliable to detection wafer
defects. K-Nearest Neighbours performed slightly better than
Support Vector Machine in terms of precision–recall perfor-
mance where the difference between training and testing is
about 2%. However, the classification accuracy for k-Nearest
Neighbours is less than 75%. The next classifier, Stochastic
Gradient Descent, had scores with the best performance in
terms of precision–recall with a difference of 0.3% and 0.4%
during training and testing respectively. However, in terms of
classification accuracy SGD only improved by 1.5% between
training and testing. Thus taking into account classification
accuracy, classification precision and classification recall from
training and testing, Logistic Regression performed the best
overall where the difference between training and testing for
accuracy is about 2%, and the difference between precision
and recall for training and test is 0.4% and 0.5% respectively.
In order to understand the performance of Logistic Re-
gression classifier better, validation dataset is used to predict
the classification of the image. Table 2 shows the confusion
matrix for the wafer defect detection using Logistic Regression
classifier during the validation process.
From Table 2, we can calculate average classification accu-
racy, average classification precision and average classification
recall. Average classification accuracy is defined as the total
number of correct classifications over the total number of im-
age samples. Average classification precision is defined as an
average of correct prediction of each class over a total number a
4
Table 2
Confusion matrix for Logistic Regression Prediction using validation dataset
Predicted
Bump BM F. Obj Good
∑
Actual
Bump 29 0 0 5 34
BM 0 31 0 3 34
F. Obj. 0 0 31 3 34
Good 3 5 3 55 66∑
32 36 34 66 168
BM = Burnt Mark, F. Obj = Foreign Object.
of predictions of each class. While average classification recall
is defined as an average of a correctly identified image of each
class over the actual images in each class. For this validation
process, classification accuracy is calculated to be 86.9% while
average precision is 87.8% and average recall is 87.7%. This
validation performance is indeed similar to the training and
testing performance.
It is worth noting that precision–recall performance is al-
most equal. An equal precision–recall performance shows a
balance misclassification. Evidently, by referring to Table 2,
we can see that misclassification occurs mainly on “good”
prediction as well as misclassification of actual “good” images.
Investigation on these misclassification images shows that the
defects were tiny compared to the whole images, positioned at
the image edges, or occurred in a cluttered area.
4. Conclusion
From the experiment above, it can be established that Lo-
gistic Regression classifier is the best classifier to run a wafer
defect detection at 86.9% accuracy. This classifier performed
together with an untuned InceptionV3 Transfer Learning. Fur-
ther optimization can be performed to increase the accuracy.
However, it is best to remember that the more the image
samples obtained for training and testing the more accurate
the classifier can be. It is also worth noting that the specific
defects are known beforehand and a new class of images
may not be detected. Future works, shall incorporate other
pre-trained CNN models for feature extraction as well as
investigate the effect of hyperparameter optimization towards
the classification accuracy for detecting the defects .
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