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One-dimensional Bose-Einstein condensation of photons in a microtube
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This paper introduces a quasiequilibrium one-dimensional Bose-Einstein condensation of photons
trapped in a microtube. Light modes with a cut-off frequency (a photon’s “mass”) interact through
different processes of absorption, emission, and scattering on molecules and atoms. In this paper,
we study the conditions for the one-dimensional condensation of light and the role of photon-photon
interactions in the system. The technique in use is the Matsubara’s Green’s functions formalism
modified for the quasiequilibrium system under study.
PACS numbers: 03.75.*, 42.50.Ar, 37.30.+i.
INTRODUCTION
Light in vacuum is quantized as massless photons,
which in equilibrium obey Bose-Einstein statistics. If
the photons were massive, they could break the gauge
symmetry under certain conditions and condense to the
lowest energy state sharing a single wave function. How-
ever, the light nowadays is considered to be massless, so
can one expect photons to form the Bose-Einstein con-
densate? A short answer is yes.
To observe it, the group of Weitz [1, 2] used an opti-
cal microcavity, where the spectra of light modes have
a cut-off due to a geometrical constraint. This cut-off
acts as an effective mass for a two-dimensional photon.
Dimensionality here refers to the motional degree of free-
dom of photons. Although the 2D photons now possess
a mass, it is not enough: there is no BEC transition in a
uniform two-dimensional system. The condition of uni-
formity is however broken by the slight curvature of the
cavity walls, so the trapped light can be mapped on a 2D
field of massive nonrelativistic quasiparticles experienc-
ing harmonic potential [2], – the system that is known
to undergo the BEC transition. In the experiments [2],
the controllable thermalization process [1, 3] picks up a
single light mode, and small photon losses are compen-
sated by a weak external laser pumping. Therefore, it
was shown that the number of photons is conserved in
average, and the researchers can keep the system close to
its thermodynamical equilibrium. The quasiequilibrium
BEC of photons is observed at room temperatures [2, 4].
The system being argued to be different from conven-
tional lasers becomes of interest for various theoretical
[5–19] and experimental studies [4, 20, 21]. The growing
experimental and theoretical interest in the topic requires
broadening the variety of systems for which the conden-
sation of photons could be observed. In particular, it
was explicitly discussed for dimensionalities D = 2 (see
e.g. [3, 6, 8, 22]) and in different contexts for D = 3 (see
e.g. [7, 23, 24]), but never in one dimension. Therefore,
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there’s a need to complete the study for photons with the
one-dimensional degree of freedom.
The theoretical methods applied to the system strongly
vary. Some authors are using a phenomenological non-
linear Schro¨dinger equation (Gross-Pitaevskii equation)
in different forms [2, 11, 15]. The non-interacting T 6= 0
theory is also in use in different forms [2, 6–8]. The fully
off-equilibrium condensate is studied either with an effec-
tive kinetic equation with Jaynes-Cummings interaction
[9, 19] in the approximation with real-time propagators,
or the off-equilibrium T 6= 0 Green’s function formal-
ism (Schwinger-Keldysh formalism, complex-time propa-
gators, Matsubara’s frequencies, etc.) [10, 12–14]. In my
opinion, the Schwinger-Keldysh formalism is the most
general and the most powerful approach here.
This paper introduces the one-dimensional quasiequi-
librium condensation of photons in a microtube. In my
opinion, the Matsubara’s Green’s function formalism is
appropriate here for the near-equilibrium system. Of
course, the Schwinger-Keldysh formalism may be used
here but once the near-equilibrium properties of the sys-
tem are well understood. Matsubara’s formalism de-
scribes the finite-temperature close-to-equilibrium sys-
tems, and it is valid for T ≥ TC . The main advantage
of the approach for this study is that one can calculate
the critical parameters of the interacting system. In this
paper, I write down the Hamiltonian, which takes into
account one-photon and two-photon processes of inter-
action with atoms and treat them perturbatively. As a
result, I can describe the influence of indirect photon-
photon interactions on the critical parameters.
There are some limitations of the model that I use.
First, I do not study the thermalization process, as also
the time-evolution of the system in general, bounding
myself to the steady state only. Second, I restrict my-
self to the (first two) leading corrections to self-energy,
which in terms of direct photon-photon interactions, if
they were present, would correspond to the Hartree-Fock
mean field theory. The system under study is a bit more
subtle and to obtain these effectively mean-field contribu-
tions one need to go to the fourth order in perturbation
theory. For the same reasons, optical collisions, i.e., two-
atom mechanical collisions leading to creating of photons,
2are not taken into account even though the model in use
can do it. Other conditions of validity, which shape up
the model, are discussed in the main text of the paper as
they appear.
This paper is organized into three sections followed
by appendices. In the first section, the effective mass of
light modes is introduced in tubes with varying geometry;
Then, I discuss the conditions for condensation in 1D and
estimate critical parameters. The second section deals
with the interacting theory at T = TC , where the effective
Hamiltonian of photon-photon interaction is derived; this
section is the heart of the paper and is organized into
subsections for more comfortable reading: it describes
the perturbation theory both for the uniform case and for
the trapped case. The summarizing section is organized
more like an outline and discussion, yet the deeper study
of the problem is still needed.
I. GENERAL IDEA: LIGHT TRAPPING AND
CONDENSATION
To condense photons in a cavity means to force them
going to the lowest-energy thermodynamical state in the
system [2, 3, 6, 8]. In this section I skip the details of
the thermalization process because they are studied suf-
ficiently well [1, 3, 9, 10], thus restricting myself to men-
tioning the three important ideas. First, the losses of
photons are compensated by a weak external pumping,
so the number of photons conserves in average. Second,
the cavity gives a discrete set of light modes with dif-
ferent cut-offs. Third, it is possible to thermalize one
of the modes hence ensuring the single cut-off frequency
for all the thermalized photons. As a result, supporting
only one of the modes, we ascribe the effective mass to
a photon as it is described in the first subsection of this
section.
The second challenge for condensing photons in 1D is
to choose the shape of the waveguide (microtube) where
the condensation is possible. This choice is done in the
context of the non-interacting model in the second sub-
section. At the end of this section, we discuss the condi-
tion for condensation and estimate the critical number of
photons for the set of parameters, similar to those from
Refs.[1–4].
A. Light trapping and effective mass of photons
For simplicity, we consider here the waveguides made
of a microtube with axial symmetry, as it is sketched on
Fig. 1. The shape of the tube in the general case is given
by a rather smooth function ρ(z) (see Fig. 1). Due to the
cylindrical symmetry, a photon’s energy ~ω is described
by two quantum numbers kz and kρ,
~ω(k) = ~c˜|k| = ~c˜ (k2z + k2ρ)1/2 , (1)
2R0
ρ
z
l
2R0 [1− ϕ(z)]
FIG. 1. A scheme of a microtube waveguide for trapping
photons. The shape of the tube is determined by the relative
deviation ϕ(z) of the inner radius. To ease visual presentation
the function ϕ(z) is taken linear.
where ω is the frequency of a photon with the momen-
tum k decomposed for convenience into longitudinal kz
and polar kρ components. In the microtube the polar
wave number kρ is strongly discrete while the longitu-
dinal component kz can be taken continuous because of
the strong inequality R0 ≪ l. In the general case, the set
of kρ’s follows from Maxwell equations in the microtube
shaped as ρ(z) with the boundary conditions on its walls.
For the mirror walls one gets
kρ(z) =
qmn
ρ (z)
, (2)
where qmn is the n-th root of Bessel funcion of the m-th
order, Jm (qmn) = 0 (see e.g. [25]). The formula (2) was
obtained in the approximation of a tube with a slightly
changing cross-section radius,
ρ (z) = R0 [1− ϕ(z)] , ϕ (z)≪ 1, (3)
where R0 is the radius of the tube at z = 0, see Fig. 1.
The dimensionless quantity ϕ (z) shows the small relative
deviation of the tube’s radius. Due to the the strong de-
mand R0 ≪ l, where l is the half-length of the microtube
(see the scheme on Fig. 1), one expects kz ≪ k0, where
k0 = qmn/R0 is the minimal polar wave number. As the
consequence, the expression (1) can be asymptotically
expanded,
~ω ≃ ~c˜k0
(
1 +
k2z
2k20
+ ϕ(z)
)
. (4)
This expression can be rewritten in a more intuitive way,
~ω ≃ ~ω0 + ~
2k2z
2m∗
+ V (z), (5)
which reminds a particle with a mass m∗ and one-
dimensional degree of freedom kz in the field of external
potential V (z). In our case, the effective mass of a pho-
ton, as follows from comparison between Eqs. (5) and
(4), is defined as
3m∗ =
~ qmn
c˜ R0
, (6)
and is related to the cut-off frequency ω0 as ~ω0 = m
∗c˜2,
which is a measure of the minimum energy of photons.
The trapping (pseudo)potential, caused by the geometry
of the reflective inner surface, is
V (z) =
qmn~ c˜
R0
ϕ(z). (7)
Thus, both the effective mass of a photon inside the
tube and the effective potential take their origin from the
specific geometry under consideration or strictly talking,
from the kρ (z) component of a photon’s wave vector.
Summarizing the main idea of the subsection, one can
say that the system of photons trapped inside the micro-
tube can be considered as an ensemble of quasiparticles
with the massm∗ and the one-dimensional degree of free-
dom κ = kz placed in the potential V (z). The form of
the potential V (z) is determined by the shape of the mi-
crotube waveguide ϕ(z). Therefore, changing the shape
of this waveguide, one can change the trapping potential.
B. Non-interacting theory and critical number of
photons
Noninteracting model is good for a primal estimate. In
this model, the photons in the microtube are considered
as noninteracting particles with the one-dimensional de-
gree of freedom. The total number of photons is given by
integrating the Bose-Einstein distribution over the con-
figurational space. The condensation condition can be
expressed as follows: the chemical potential of photons µ0
at the critical point reaches the minimum energy of pho-
tons in the system, i.e. µ0 = ~ω0 (see [2, 6–8]). For the
ideal photon gas with the one-dimensional degree of free-
dom, the critical number of particles for Bose-Einstein
condensation can be estimated in Wigner approximation,
N0 =
∫
dkzdz
2pi
g∗
{
exp
[
~
2k2z/2m
∗ + V (z)
T
]
− 1
}−1
,
(8)
where g∗ takes into account the possible degeneracy in
photon energy (see e.g. [7, 8]). The integral in (8) may
or may not converge, which is a consequence of the Bo-
goliubov theorem stating, in particular, that there is no
BEC in dimensions below three if the system is uniform.
However, the presence of the external potential can be
considered as nonhomogeneity and the integral in (8) is
convergent for certain types of potentials; for example,
in the case of the one-minimum symmetrical potentials,
the singularity is integrable if only the dimensionless po-
tential ϕ(z) = V (z)/~ω0 grows slower than a parabolic
function,
FIG. 2. Normalization integral I(α) as a function of the trap-
ping parameter α, V (z) ∝ |z|α. The local minimum is situ-
ated at αmin = 0.71. The two asymptotes (not shown) are
I(α) → +∞ as α → 0 and α → 2, limiting the region of de-
sirable trapping parameters to α ∈ (0, 2), where the conden-
sation of an ideal gas of photons is allowed in one dimension.
ϕ (z) = |z/L0|α, α ∈ (0, 2) , (9)
where L0 is a parameter in units of length. Even though
one can imagine more sophisticated potentials (for ex-
ample, multiple-minimum potentials), for simplicity, we
restrict ourselves to the case of the one-minimum poten-
tial of the form (9). To calculate the integral (8), we
introduce the new variables ξ, η, such as
ξ2 =
~
2k2z
2m∗T
, ηα =
~ω0
T
∣∣∣∣ zL0
∣∣∣∣
α
, (10)
and after some hackneyed algebra obtain the expression
for the critical number of photons in the system to ob-
serve the phase transition at the temperature T ,
N0(T ;α) = g
∗ 2
√
2
pi
L0ω0
c˜
(
T
~ω0
) 1
2
+ 1
α
I (α) , (11)
where we have introduced the dimensionless normaliza-
tion integral,
I (α) =
∞∫
0
∞∫
0
dξdη
exp (ξ2 + ηα)− 1 . (12)
The normalization integral remains finite while the trap-
ping parameter is α ∈ (0, 2). The dependence I (α) is
shown in Fig. 2. Nameworthy, there is a minimum at
the trapping parameter αmin = 0.71, I (αmin) = 1.9.
However, a more fruitful trapping parameter is α = 1,
4i.e. ϕ(z) ∝ |z|, where the value of the normaliza-
tion integral (as also other quantities of non-interacting
and interacting theory) can be calculated analytically,
I(1) = Γ(3/2)ζ(3/2). In this case, the expression (11)
for the critical number of photons simplifies,
N0 =
√
2
pi
g∗ζ (3/2)
L0ω0
c˜
(
T
~ω0
)3/2
. (13)
Taking into account the explicit expression for ω0, and
ζ(3/2) ≈ 2.6, g∗ ≈ 3 the formula (13) can be simplified
and given in terms of direct experimental parameters,
N0 ≈
(
T
~c˜kΛ
)3/2
, kΛ =
(
qmn
4pi2R0L20
)1/3
. (14)
The formula (14) defines the critical number of photons in
the tube with V-like trapping profile, ϕ(z) ∝ |z|. Such a
biconical waveguide can be indeed manufactured [26]. It
is remarkable that the T 3/2 dependence, as in the formula
(14) for 1D gas of particles under V-like potential, also
holds for 3D uniform gas of bosons. This similarity rises
from the composition of the Wigner integral (8).
An estimate for the biconical waveguide gives follow-
ing. For definiteness, we take the lowest Bessel root
q01 ≈ 2.4. The radius of the waveguide should be such to
ensure closeness of cut-off and the atomic transition fre-
quencies, giving R0 ≈ q01λat, where λat is atomic transi-
tion wavelength reduced by 2pi. Taking now for estimate
λat ∼ 10−6m, c˜ ≈ 2.2 · 108m/s, L0 ∼ 10−2m, and the
room temperature T = 300K, the threshold number of
photons to trig condensation is N0 ∼ 104, which is even
smaller than the one reported for the 2D condensation,
N0 ∼ 105. Thus, one may conclude that even at room
temperatures the one-dimensional condensation of pho-
tons is possible.
II. INTERACTING THEORY
As we have seen in the previous section, the non-
interacting model is good. It works for a range of poten-
tials and predicts the BEC transition of photons in one
dimension. The non-interacting model would be exact for
photons in a vacuum where their scattering cross-section
is negligible. However, the photons in the system under
study do interact with each other, be it indirectly. These
interactions arise from the multiple acts of scattering,
absorption and emission of photons. One can classify
all these processes by the number of photons involved
in a single act, and then construct a hierarchy of irre-
ducible acts (the events, which cannot be represented as
a product of two different acts). This hierarchy defines
the form of an effective interacting Hamiltonian, which
then is treated perturbatively.
To build up the perturbation theory, first I write down
the Hamiltonian of the irreducible interactions, which is
done in the first subsection. In the second subsection, the
renormalized Green’s functions of photons are derived
for the uniform (non-trapped) case. The effect of the
trapping potential is considered in the third subsection.
Finally, the last subsection gives contributions for all the
one-photon and two-photon processes. This section is
rich on physics and intended to be longer.
A. Interacting Hamiltonian and observables
The interacting Hamiltonian H should include pro-
cesses of absorption, emission and scattering of photons
on atoms. It can be naturally written in a secondly-
quantized form. For this, we introduce the operators
of creation φ†κk and annihilation φκk of a photon as a
massive quasiparticle with the one-dimensional degree of
freedom κk = (k
2 − k20)1/2 ≡ κ. In the cylindrical mi-
crotube, as we have already shown, these quasiparticles
have the quadratic dispersion law ~ωκ = ~ω0+~
2κ2/2m∗
and are placed in the field of trapping potential. Conse-
quently, the secondly quantized Hamiltonian is given in
a general form as
H =
∑
k
~ωκkφ
†
κkφκk +
∑
k,q
Vq φ
†
κk+qφκk +HI , (15)
where Vq is the Fourier-transform of the trapping poten-
tial V (z) and HI reflects the photon-atom interactions.
Here are some examples of the elementary interaction
acts: A photon can be absorbed by an atom in the ground
state; A photon can be emitted by an atom in an ex-
cited state; A photon can be scattered by an atom (or in
secondly-quantized language destroyed and then created
again). To describe these events quantomechanically, an
adequate atomic model in use is the so-called two-level
model, where an atom can be in two states: the ground
state |Eσ1 (p)〉 and the excited state |Eσ2(p)〉. The va-
lidity of this model for this study is satisfied by the two
reasons mainly: First, the cut-off of photons is set closer
to the chosen atomic transition, ~ω0 ≈ ~ωat, and the
other transitions are energetically separated; Second, the
number of photons is small in comparison to the number
of atoms, Nφ ≪ Nat. As a consequence, the probability
of exciting the higher states is strongly suppressed and
can be neglected in the main approximation.
We introduce the operators of creation and annihila-
tion of atoms in the ground state a†p, ap and in the ex-
cited state a˜†p, a˜p, where p’s label the atomic momenta.
The photon-atom interactions are described now as all
the possible combinations of φ’s, a’s and a˜’s (times the
complex-valued coupling vertices), and the number of
these combinations is, in principle, infinite. The good
news here is that one can, for example, build up a hi-
erarchy of irreducible processes based on the number of
photons involved in a process. “Irreducible” stands here
for a process which cannot be decomposed into two (or
more) simpler processes.
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FIG. 3. Hierarchy of the interaction processes: a)-c) 0 One-photon processes, d-i) Two-photon processes. Notations: single line
ground-state atom; double line -excited-state atom; curly line - photon. Time flows from up to top of a diagram.
The important one-photon and two-photon processes
are sketched in Fig. 3. For example, the left diagram
in the subfigure (a) of the Fig. 3 shows a simplest one-
photon process: a ground-state atom absorbs a photon
and goes to the excited state. In the conjugated process,
shown in the right diagram of the subfigure (a), the ex-
cited atom emits a photon and goes to the ground state.
Hence, the interacting Hamiltonian can be expressed as
HI = H11I +H12I +H13I +H21I +H22I +H23I + . . . ,
(16)
where the one-photon processes are described by
H11I =
1√
Nat
∑
p,k
Γ11k a˜
†
p+k ap φκk +H.c.,
H12I =
1√
Nat
∑
p,k
Γ12k a
†
p+k ap φκk +H.c.,
H13I =
1√
Nat
∑
p,k
Γ13k a˜
†
p+k a˜p φκk +H.c.,
(17)
the two-photon processes are described by
H21I =
1√
Nat
∑
p,k,q
Γ21kq a˜
†
p+k−q φ
†
κq ap φκk +H.c.,
H22I =
1√
Nat
∑
p,k,q
Γ22kq a
†
p+k−q φ
†
κq ap φκk +H.c.,
H23I =
1√
Nat
∑
p,k,q
Γ23kq a˜
†
p+k−q φ
†
κq a˜p φκk +H.c.,
H24I =
1√
Nat
∑
p,k,q
Γ24kq a˜
†
p+k+q φκq ap φκk +H.c.,
H25I =
1√
Nat
∑
p,k,q
Γ25kq a
†
p+k+q φκq ap φκk +H.c.,
H26I =
1√
Nat
∑
p,k,q
Γ26kq a˜
†
p+k+q φκq a˜p φκk +H.c.,
(18)
and so on. For beauty, I adopt ~ = 1 in indices la-
belling, for example a˜†p+k ≡ a˜†p+~k reads as an excita-
6tion of an atom with the momentum p + ~k. In gen-
eral, I tend to keep p and p′ for atomic momenta and
k and q for photon wave vectors, so it is easy to distin-
guish. The coupling parameters Γk should be also read
as Γk = Γ(ωk) due to their scalar nature. In the present
paper, we neglect the contributions from optical colli-
sions, i.e. the processes of form a†p1 a
†
p1
φ†κq ap′1
a
p′
2
(with
q = p1 + p2 − p′1 − p′2) and others, even though these
processes can be taken into account in this model by writ-
ing down their one-photon and two-photon Hamiltonians
in the secondly-quantized form. For simplicity here we
consider ~ = 1 until the end of the section, where it is
restored.
We define the Matsubara’s Green’s function of a pho-
ton as
G(κ, τ, τ0) = −
〈
Tτ φκ(τ)φ
†
κ(τ0)
〉
th
, (19)
where all the operators are in the (imaginary-time)
Heisenberg representation, and Tτ stands for Matsubara
time ordering. We introduce now Fourier-transformed
Green’s functions,
G(κ, iωn) =
β∫
0
dτeiωnτG(κ, τ), (20)
where iωn are Matsubara frequencies, which are of dis-
crete nature, ωn = 2pin/β for bosons, and β = 1/T is the
inversed temperature as usually.
We also introduce the atomic Green’s functions as
Gat(p, τ, τ0) = −
〈
Tτ ap(τ) a
†
p(τ0)
〉
th
,
G˜at(p, τ, τ0) = −
〈
Tτ a˜p(τ) a˜
†
p(τ0)
〉
th
.
(21)
Some properties of the atomic Green’s functions are given
in Appendix A.
Matsubara Green’s functions link observables at finite
temperatures with the equal-time response of quantum
operators. For instance, the occupation number of pho-
tons with one-dimensional degree of freedom κ is given
by
fκ = 〈φ†κφκ〉 = − lim
τ→0−
G(κ, τ, 0), (22)
and similar expression are for the occupation number of
atoms in the three-dimensional reciprocal space p,
np = 〈a†pap〉 = − lim
τ→0−
Gat(p, τ, 0),
n˜p = 〈a˜†pa˜p〉 = − lim
τ→0−
G˜at(p, τ, 0).
(23)
One may notice that the photon occupation number fκ
and atomic occupation numbers np, n˜p are introduced
by different literals. This is intended. First, I wish to
distinguish between them two without adding additional
indices. Second, the two quantities are of different units,
so they represent different physical notions.
B. Perturbation theory in a uniform medium
In this subsection, we derive the renormalized photon
propagator and the corresponding self-energies in the ab-
sence of the trapping potential. In the Matsubara’s for-
malism, the perturbed Green’s function is given by a se-
ries expansion
G(κ, τ, τ0) = −
∞∑
n=0
(−1)n
n!
β∫
0
dτ1...
β∫
0
dτn
×〈Tτ φκ(τ) φ†κ(τ0) HI(τ1)...HI(τn) 〉0,
(24)
where the thermal averaging includes only connected di-
agrams, and 0 stands for the non-interacting eigenstates.
To simplify the discussion, in this subsection I consider
a single process only, namely the first one,
H11I =
1√
Nat
∑
p,k
Γ11k a˜
†
p+k ap φκk + Γ
11∗
k φ
†
κk a
†
p a˜p+k.
(25)
This choice is not arbitrary. Indeed, it is H11I that
gives one of the most significant contributions to the
self-energy. At the end of this section, the contributions
from all the other one-photon and two-photon processes
are taken into account. To simplify the relevant formulas
further, I drop in this subsection all the ”11” superscripts
of expression (25).
According to the formula (24), the first non-vanishing
correction that is given due to acts of absorption and
re-emission is given by the first mean-field correction, is
δG(1)(κ, τ) = − 1
2!
β∫
0
dτ1
β∫
0
dτ2
×〈Tτ φκ(τ)φ†κ(0)HI(τ1)HI(τ2) 〉0.
(26)
Using the explicit expression (25), and decoupling the
time-ordered average by using the Wick’s theorem, the
contributions of the connected diagrams are determined
as
δG(1)(κk, τ) = |Γk|
2
Nat
β∫
0
dτ1
β∫
0
dτ2 G(κk, τ − τ2)G(κk, τ1)
×
∑
p
Gat(p, τ1 − τ2) G˜at(p+ k, τ2 − τ1).
(27)
7Going to the iωn-representation of formula (27), one
shows the non-vanishing contribution corresponds to
τ1 = τ2. For the non-degenerate ensemble of atoms, the
product of the atomic propagators is given as Gat(p, τ1−
τ2)G˜at(p + k, τ2 − τ1) = npn˜p+k. Thus, after Fourier-
transforming Eq.(27), one obtains the first renormaliza-
tion to the Green’s function
δG(1)(κ, iωn) = Σ(1)(κ, iωn)G20(κ, iωn), (28)
where the first (on-shell) self-energy Σ(1)(κ, iωn) = Σ
(1)
κ
is contributed by one-photon emission/absorption,
Σ(1)κk =
|Γk|2
Nat
∑
p
npn˜p+k. (29)
To calculate the density of particles, we go back to
the τ -representation, namely considering the perturbed
Green’s function as
G(κ, τ) ≈ 1
β
∑
iωn
e−iωnτG0(κ, iωn)
+
1
β
∑
iωn
e−iωnτG20(κ, iωn)Σ(1)κ .
(30)
As a result, the occupation number of photons, renormal-
ized due to interactions, is obtained through the τ → 0−
limit, in the main order one obtains
fκ = − 1
β
∑
iωn
G0(κ, iωn)− 1
β
∑
iωn
G20 (κ, iωn)Σ(1)κ
= − 1
β
∑
iωn
1
iωn − ωκ −
1
β
∑
iωn
Σ
(1)
k
(iωn − ωκ)2 .
(31)
Using now the Matsubara frequencies summation rules
(see Ref.[27]), one derives
fκ =
1
eβωκ − 1 −
βΣ
(1)
κ eβωκ
(eβωκ − 1)2 . (32)
So far the existence of the non-zero chemical potential
µ was for simplicity avoided in (32), but it is easily in-
cluded switching ωκ → ωκ−µ in the Green’s functions of
photons. For the non-zero chemical potential, the renor-
malized occupation number in the first order is
f(ωκ +Σ
(1)
κ − µ) ≈
1
eβ(ωκ−µ) − 1 −
βΣ
(1)
κ eβ(ωκ−µ)(
eβ(ωκ−µ) − 1)2 .
(33)
The first term in (33) is intuitively understandable as it
describes the occupation number for the non-interacting
gas of photons while the second term gives the first in-
teracting correction. We still keep here ~ = 1.
The next non-vanishing correction is given by the
fourth order of the perturbation theory,
δG(2)(κ, τ) = − 1
4!
β∫
0
β∫
0
β∫
0
β∫
0
dτ1dτ2dτ3dτ4
×〈Tτ φκ(τ)φ†κ(0)HI(τ1)HI(τ2)HI(τ3)HI(τ4)〉.
(34)
The unique connected diagrams are given, for example,
by τ4 = τ1, τ3 = τ2. Decoupling operators with the use of
Wick’s theorem, one finds the quantity under averaging
〈Tτ . . . 〉 in Eq.(34) containing the following combination
of the atomic Green’s functions,
Gat(p, τ12)Gat(p′, τ21)G˜at(p+ k, τ21)G˜at(p′ + q, τ12)
+Gat(p, 0)Gat(p′, 0)G˜at(p+ k, 0)G˜at(p′ + k, 0)
+Gat(p, τ12)Gat(p+ k− q, τ21)G˜2at(p+ k, 0)
+G2at(p, 0)G˜at(p+ k, τ21)G˜at(p+ q, τ12),
(35)
where we have introduced τ12 = τ1 − τ2 and τ21 = τ2 −
τ1 for brevity. Using the properties of the Matsubara’s
Green’s functions, this expression can be transformed to
Gat(p, τ12)Gat(p′, τ21)G˜at(p+ k, τ21)G˜at(p′ + q, τ12)
× (1 + δp,p′ + δk,q + δp+k,p′+q) .
(36)
This, in turn, gives the second perturbative correction to
the photon Green’s function as
δG(2)(κk, τ) = |Γk|
2
Nat
∑
q
|Γq|2
Nat
∑
p,p′
β∫
0
β∫
0
dτ1dτ2
×G (κk, τ − τ2) G (κq, τ2 − τ1) G (κk, τ1)
×Gat(p, τ1 − τ2)Gat(p′, τ2 − τ1)G˜at(p+ k, τ2 − τ1)
×G˜at(p′ + q, τ1 − τ2) (1 + δp,p′ + δk,q + δp+k,p′+q) .
(37)
Now, we use again the condition that the atomic ensem-
ble is non-degenerate, yielding a quasiclassical propaga-
tor Gat(p, τ) = −e−Epτnp, and a similar expression for
G˜at(p, τ). Therefore, one obtains
Gat(p, τ12)G˜at(p+ k, τ21)Gat(p′, τ21)G˜at(p′ + q, τ12)
= npn˜p+k np′ n˜p′+q e
(ωq−ωk)τ21 ,
(38)
where we have used the energy conservation laws, Ep +
ωk = Ep+k + ∆, with ∆ = ωat is the energy distance
8between the ground state and the excited state, and a
similar expression for q. The vector labelling of photon
energies is used here to emphasize that this expression
(38) holds in general. For definiteness, we consider τ2 >
τ1 in the present calculation. Next step is proceeding to
the Matsubara frequencies, and we are doing the Fourier
transform to Matsubara frequencies,
δG(2)(κk, iωn) = |Γk|
2
N2at
∑
q
|Γq|2
∑
p,p′
npn˜p+k np′ n˜p′+q
×G(κk, iωn)G(κk, iωn),G(κq, iωn + ωq − ωk)
× (1 + δp,p′ + δk,q + δp+k,p′+q) .
(39)
We introduce the effective interaction coupling parameter
F (k;q) =
1
N2at
∑
p,p′
(1 + δp,p′ + δk,q + δp+k,p′+q)
×npn˜p+k np′ n˜p′+q,
(40)
which simplifies the formula for the perturbed Green’s
function
δG(2)(κ, iωn) = |Γk|2 G3(κ, iωn)
∑
q
|Γq|2 F (k;q). (41)
The function F (k;q) can be calculated explicitly (see
Appendix C). Next step, we sum up over Matsubara fre-
quencies to obtain the equal-time response
G(2)(κ, τ = 0) = |Γk|2
∑
q
|Γq|2F (k;q) 1
β
∑
iωn
G3(κ, iωn).
(42)
To proceed in the on-shell approximation, we use non-
interacting propagators. The sum can be calculated us-
ing the standard Matsubara machinery [27], yielding the
result
1
β
∑
iωn
G30(κ, iωn) =
β2eβωκ
2
f20 (ωκ)− β2e2βωκf30 (ωκ),
(43)
where again f0(ω) =
{
eβω − 1}−1 is the Bose-Einstein
distribution for photons. In the leading order, the per-
turbed Green’s function is given by (µ = 0)
G(κ, τ = 0) = G0(κ, τ = 0) + βeβωκ
(
Σ(1)κ +Σ
(2)
κ
)
f20 (ωκ)
+O [f30 (ωκ)] ,
(44)
where the second self-energy contribution is determined
as
Σ(2)κk =
β
2
|Γk|2
∑
q
|Γq|2F (k;q). (45)
The formulas (44)-(45) completely describe the renormal-
ized equal-time response for the one-photon process H11
in the leading orders for a uniform system at T 6= 0. The
interactions thus modify the photon’s spectrum,
ω˜κ = ωκ +Σ
(1)
κ +Σ
(2)
κ , ωκ = ω0 +
κ2
2m∗
. (46)
Including now the non-vanishing chemical potentials µ,
and keeping only linear terms in δµ = µ − µ0 =
limκ→0[Σ
(1)
κ + Σ
(2)
κ ], one obtains the distribution func-
tion of photons, modified by interactions, as
f(ω˜κ − µ) ≈ f0(ωκ − µ0)
−βeβ(ωκ−µ0)f20 (ωκ − µ0)
[
Σ(1)κ +Σ
(2)
κ − δµ
]
.
(47)
If integrated over κ, Eq.(47) gives the critical number
of photons at temperature T . Unfortunately, in one di-
mension the Bose-Einstein singularity is not integrable,
so we need to modify the formalism by considering the
trapping potential.
C. Perturbation theory in the trapping potential
In this subsection, we calculate the renormalization of
photon’s propagators G as they are trapped in the micro-
tube waveguide. This is done again by means of the per-
turbation theory. First, we look for the first corrections
to the non-trapped propagator and then sum up correc-
tions in all orders. This procedure gives a new propagator
G, describing non-interacting but trapped photons. At
the end of this subsection, this result is merged with the
outcome of the previous subsection, giving the interact-
ing trapped propagator in the leading order.
Consider non-interacting photons trapped in the po-
tential V (r) with its Fourier-image Vk. The Hamiltonian
responsible for this reads
H =
∑
k
ωκk φ
†
κk
φκk +
∑
k,q
Vq φ
†
κk+q
φκk . (48)
The perturbation theory is given by the same formalism
[see (24)]. The renormalized photon propagator G ori-
gins from the non-trapped propagator G0 ≡ G and is
augmented by the series of perturbative corrections,
G(κ, τ) = G(κ, τ) + δG(1)(κ, τ) + δG(2)(κ, τ) + ..., (49)
9as it is sketched in Fig. 4. The first correction to the
propagator due to interaction with the external potential
(second diagram on Fig. 4) is expressed as
δG(1)(κk, τ) =
∑
q,k′
Vq
β∫
0
dτ1
×〈Tτ φκk(τ)φ†κk (0)φ†κk′+q(τ1)φκk′ (τ1)〉.
(50)
Using Wick’s theorem, one obtains:
δG(1) (κk, τ) = V0
β∫
0
dτ1 G (κk, τ − τ1) G (κk, τ1) , (51)
where V0 ≡ Vκk=0. The convolution vanishes as we go to
the Fourier transform, which gives
δG(1)(κ, iωn) = V0 G2(κ, iωn). (52)
As in the previous calculations, the equal-time response is
extracted from summing up over Matsubara frequencies,
δG(1)(κ, τ = 0) = V0
1
β
∑
iωn
G2(κ, iωn) = V0 βe
βωκ
(eβωκ − 1)2 .
(53)
The long-wavelength asymptote κ → 0 of the Fourier
image Vκ of potential V (z) is finite and given by V0 =
V (l)/(1 + α) (see Appendix B). The theoretical model
presented in this section is not limited to V (z) ∝ |z|α
with α = 1, however for the sake of simplicity and beauty
of the expressions we choose the linearly growing trap-
ping potential, α = 1, which gives
δG(1)(κ, τ = 0) =
eβωkf20 (ωκ)
2
βV (l). (54)
The next correction is given by the third diagram in
Fig. 4, which is the only connected diagram one can build
up with the perturbed Hamiltonian (48). This diagram
is expressed mathematically as
δG(2)(κk, τ) =
∑
q
VqV−q
β∫
0
β∫
0
dτ1dτ2
×G(κk, τ1) G(κk+q, τ2 − τ1) G(κk, τ − τ2),
(55)
which upon Fourier transform yields to
δG(2)(κk, iωn) = G2(κk, iωn)
∑
q
|Vq|2G(κk+q, iωn).
(56)
Therefore, the equal-time response is expressed in terms
of the Matsubara frequency sum,
δG(2)(κk, τ = 0) =
1
β
∑
q
|Vq|2
∑
iωn
G2(κk, iωn)G(κk+q, iωn)
=
∑
q
|Vq|2 1
β
∑
iωn
1
(iωn − ωκk)2(iωn − ωκk+q)
.
(57)
Using the rules of summation, one obtains the correction
to the density of photons due to the interaction with
external potential as
δG(2)(κk, τ = 0) = −
∑
q
|Vq|2
×
{
f0(ωκk+q)− f0(ωκk)
(ωκk+q − ωκk)2
+
βeβωκk f20 (ωκk)
ωκk+q − ωκk
}
.
(58)
It’s clear that the main contribution to the sum in
Eq.(58) is given by the region where ωκk+q ≈ ωκk . There-
fore, we can expand the numerators in the Taylor series
around ωκk . It is important to go up to the third order
because some terms get canceled. This in turn leads to
δG(2)(κ, τ = 0) = −e
βωκ(1 + eβωκ)
2
β2f30 (ωκ)
∑
q
|Vq|2.
(59)
Now one can calculate the sum here explicitly, which
gives
∑
q |Vq|2 = V 2(l)/(1 + 2α) (see Appendix B). Tak-
ing again the linearly growing potential, α = 1, one there-
fore obtains the expression
δG(2)(κ, τ = 0) = −e
βωκ(1 + eβωκ)f30 (ωκ)
6
β2V 2(l),
(60)
which is the second-order correction to the free propa-
gator due to the light trapping. Therefore, the first two
corrections are given by Eq.(54) and Eq.(60). For this
study, it is important to go to the further orders. One
can verify that in all orders the series (49) converges to
G(κ, τ = 0) = − 1
βV (l)
ln
1− eβωκeβV (l)
(1− eβωκ)eβV (l) , (61)
which decribes the propagator in the external potential
V (z) = u|z|. Again, the results can be obtained in the
l/R0 →∞ approximation and proceeding to the contin-
uous spectrum by
∑
k → 2l
∫
dκ
2pi . Therefore, throughout
the machinery of the previous derivations, one needs to
replace the non-trapped propagators G(κ, τ) by the prop-
agators G(κ, τ) of trapped photons. Up to the first or-
der in photon-atom interactions (i.e. neglecting all the
higher-order terms), one obtains
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FIG. 4. Renormalization of a photon’s propagator in the external field. Wavy propagators stand for one-dimensional photon
Green’s functions G(κ, τ ), whereas dashed lines denote interaction with external potential. The series converge up to the
trapped photon propagator G(κ, τ ).
f˜(ω˜κ − µ) ≈ −G(κ, τ = 0)− βeβ(ωκ−µ)G2(κ, τ = 0)
× (Σκ − δµ) .
(62)
To calculate the critical photon number, one needs to
sum up over momenta. However, a photon in the sys-
tem under study is described by the motional degree of
freedom κ = kz , but there also could be other degrees
of freedom, for example, a polarizational degree of free-
dom. Recall that it was taken into account in formula
(8) by introducing g = g(k), which describes degener-
acy in photon energy levels. For the estimate in (8), we
took an effective g∗ ≈ 3, as a massive boson can exist
in three polarization states even in on-shell approxima-
tion. Therefore, in this approximation the continuous
limit is introduced as
∑
k → glpi
∫∞
−∞
dκ. This essentially
leads to multiplying by g∗ each time we have wave-vector
summation. Therefore, taking into account Eq.(62), one
obtains
Nφ ≈ 2g
∗l
piβV (l)
∞∫
0
dκ ln
[
1− eβ(ωκ−µ0)eβV (l)
(1− eβ(ωκ−µ0)) eβV (l)
]
− 2g
∗l
piβV 2(l)
∞∫
0
dκ eβ(ωκ−µ0) (Σκ − δµ)
× ln2
[
1− eβ(ωκ−µ0) eβV (l)
(1− eβ(ωκ−µ0)) eβV (l)
]
.
(63)
One can verify – either analytically or numerically – that
the first term is exactly the non-interacting result we dis-
cussed before [see the expression (13)]. Indeed, taking
l→∞, and µ0 = ~ω0, the first term turns into
N0 =
2g∗T
piu
∞∫
0
dκ ln
[
1 +
1
exp(~2κ2/2m∗T )− 1
]
=
+∞∫
−∞
+∞∫
−∞
dκdz
2pi
g∗
exp
[
~2
2m∗T κ
2 + uT |z|
]− 1 .
(64)
where V (z) = u|z|, i.e. u = ~ω0/L0. One notices that it’s
exactly the formula (8) after relabelling motional degree
of freedom κ as kz .
D. Contributions from one-photon and two-photon
processes
Finally, in this subsection we list the contributions to
self-energies from one-photon and two-photon processes
(16)-(18) without a detailed derivation. The derivation
procedure is the same as for the process H11 in the two
previous subsections. The critical number of photons in
the interacting case involves the self-energies from the
processes H11, H12, H13, H21, H22, H23, H24, H25, H26
which are given by
Σκ ≈ Σφ(κ) + Σφφ(κ), (65)
where the number of “φ” in the subscripts stands for the
number of photons in an irreducible process, again in
this study it is either one or two. The self-energies like
Σφφφ(κ) and of higher orders are neglected.
The contributions from one-photon processes are given
by
Σ
(1)
φ (κk) =
∑
p
γ11k npn˜p+k + γ
12
k npnp+k + γ
13
k n˜pn˜p+k,
Σ
(2)
φ (κk) =
β
2
∑
q
γ11k γ
11
q F1(k;q) + γ
12
k γ
12
q F2(k;q)
+γ13k γ
13
q F3(k;q),
(66)
where γ11k ≈ |Γ11k |2, γ12k = |Γ12k |2, γ13k = |Γ13k |2 are
positive factors. In the main approximation the effec-
tive interaction parameters (see Appendix C) are give by
Fα(k;q) ≈ σα(k)σα(q), where the quantities
σ1(k) =
1
Nat
∑
p
npn˜p+k,
σ2(k) =
1
Nat
∑
p
npnp+k,
σ3(k) =
1
Nat
∑
p
n˜pn˜p+k,
(67)
can be calculated analytically (see Appendix C).
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The contribution of the two-photon processes are given
by
Σ
(1)
φφ (κk) =
1
Nat
∑
p
r22k np + r
23
k n˜p = r
22
k
Na
Nat
+ r23k
N˜a
Nat
,
Σ
(2)
φφ(κ) ≈
β
2
∑
q
γ21kq σ1(k− q) + γ22kq σ2(k− q)
+γ23kq σ3(k− q).
(68)
where rabk = Re Γ
ab
k , and γ
2a
kq = |Γ2ak |2. The expressions
(66)-(68) describe the one-photon and two-photon pro-
cesses without taking into account optical collisions of
atoms (or molecules).
Therefore, the critical number of photons to observe
the Bose-Einstein condensation at the temperature T is
defined by Eq.(63), with the self-energies given by ex-
pressions (66) - (68) and the renormalization of the non-
interacting chemical potential, δµ = limκ→0Σκ.
An important simplification comes in the limit l→∞.
In this case, the critical number of photons is given by
NC ≈ N0 − 2g
∗L20
l
T
~ω0
∞∫
0
dκ exp
(
~
2κ2
2m∗T
)
Σκ − δµ
~ω0
× ln2
[
1 + f0
(
~
2κ2
2m∗T
)]
,
(69)
where still f0(x) = (e
x − 1)−1; the noninteracting criti-
cal number N0 is given by formulas (13) and (14). Note
that in the case l → ∞ contributions from the lowest
mean-field self-energies Σ
(1)
φ and Σ
(1)
φφ vanish, but contri-
butions from Σ
(2)
φ and Σ
(2)
φφ remain finite as they involve
continuous-limit summation over photon momenta, re-
turning the factor l.
III. DISCUSSION AND OUTLINE
The main goal of this paper was to introduce the con-
densation of photons in one dimension: Find the nec-
essary conditions, estimate the critical parameters, and
look for the role of light-matter interactions. However,
it was not my goal to plan a particular experiment, and
neither it was to plot the observables, since such calcula-
tions make sense only after (and only if) the experiment
succeeds.
The analysis, presented in Sec. I, shows that in the
weakly-interacting case, the condensation is possible if
the light is trapped in a prolongated microtube, l ≫ R0,
which is slowly narrowing towards the ends as a power-
law function weaker than parabolic. The analysis has
not been done for the strongly varying shape, l ∼ R0, as
the quantization procedure in that case is not straight-
forward. However, I would not be surprised if a simi-
lar phenomenon, yet less distinct, could be observed for
l ∼ R0.
The experiments on Bose-Einstein condensation of
photons [1–4] has an interesting distinguishing feature:
the temperature of the setup is fixed, and the number of
particles is tuned by external pumping. Therefore, one of
the natural observables is NC(T ) (compare to TC(N) in
atomic BECs). In this study, the noninteracting model
contributes the critical number of photons as N0 ∝ T 3/2,
whereas the first perturbative corrections contribute in
a more complicated manner (see formulas (63),(69) and
the linked expressions in Appendix C). Again, as in the
case of the two-dimensional BEC of photons [2, 8], the
geometry of the system is important for tuning the sys-
tem, since the parameters R0, l, L0 appear both in the
non-interacting and interacting context.
The other interesting feature here is the sharp response
to the atomic frequency resonance. As it was already
mentioned, for the thermalization process based on the
repeated processes of absorption and emission, it is im-
portant to ensure the closeness of the cut-off frequency
ω0 and the main atomic transition frequency ωat, so
the absorption processes are favorable enough compar-
ing to scattering processes. Even though the thermal-
ization processes were not considered implicitly in this
study, just referring to the earlier studies, the impor-
tance of the relation ω0 ≈ ωat is apparent, as it ap-
pears throughout the paper, both in the noninteracting
and interacting cases: The quantity Θ = e(~ω0−~ωat)/T
reflects the strength of this resonance for this system
(see for example, Appendix C); also as the coupling pa-
rameters Γ introduced in the Hamiltonian (16)-(18) will
have local extrema for momenta of photons, satisfying
the relation ~ω(k) ≃ ~ωat. Finally, for the complete-
ness of this consideration, one should also add into ac-
count the average number of photons that are coupled
with atoms, which also depends on the closeness to the
atomic resonance. In equilibrium this quantity is lin-
early proportional to the number of atoms and is given
by Nat
[
1 + g12 exp
(
~ωat−~ω0
T
)]−1
, where g12 is the ratio
between degeneracy of the atomic ground state and the
first excited state, see for details Refs.[7, 8].
The influence of indirect photon-photon interactions,
mediated through the different processes of absorption,
emission, and scattering, was studied in terms of an ef-
fective Hamiltonian, taking into account the hierarchy
of multi-photon processes. Because the photon num-
ber in the system under study is significantly smaller
than the number of atoms, the hierarchy graph can
be truncated on the one-photon and two-photons pro-
cesses, which give the leading contributions to self-energy,
corresponding to the effectively Hartree-Fock terms if
the direct photon-photon scattering was present. The
temperature-dependent perturbation theory, represented
here by Matsubara formalism, is valid in the symmet-
rical phase (N ≤ NC), thus allowing us to calculate
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the critical parameters of the system. I should make
here two important remarks. First, the different com-
binations of one-photon and two-photon processes can
give interfering terms which, of course, will contribute
to the self-energy, however this contribution appears to
be significantly smaller; the lowest contributions of the
three-photon processes are of the higher order – at least
with eight photon operators, which is beyond the present
study. Second, there could also be be present differ-
ent one-photon and two-photon processes, involving more
than a pair of atoms, for example, optical collisions of a
form a†a†φ†a a, a†a†φ†a˜ a˜, etc. Even though formally
these processes contribute into effectively Hartree-Fock
decouplings, at least for the values of parameters used in
the present paper the corresponding self-energies are neg-
ligible comparing to the self-energy contributions given
by formulas (66) - (68).
The problem, however, requires further study. For ex-
ample, for the photons in Bose-Einstein condensate, a
more general formalism, allowing broken symmetry, is
required. A suitable machinery is given by the Popov
approximation, – I am currently working on it. It will be
published elsewhere.
Appendix A: Atomic Green’s functions
The ground state atoms and excited state atoms are
physically the same objects (although with different
quantum numbers of electronic orbitals), so their propa-
gators should be physically linked. On the other hand, in
the model of two-level atoms, the dynamics of the system
is described by two independent quantum operators ap
(ground state) and a˜p (excited state). The generalized
atomic operator is introduced as
Ap =
(
ap
a˜p
)
. (A1)
One can verify that the number operator A†pAp returns
the total number of atoms in the system, - that is the
number of atoms in the ground state Na together with
the number of atoms in the excited state Na˜,
Nat =
∑
p
A†pAp =
∑
p
a†pap + a˜
†
pa˜p = Na +Na˜. (A2)
The generalized atomic Green’s function is defined as fol-
lows
G(p, τ, τ0) = −
〈
Tτ Ap(τ)A
†
p(τ0)
〉
th
. (A3)
Alternatively, it can also be presented in a matrix form,
G(p, τ, τ0) =
( GA11(p, τ, τ0) GA12(p, τ, τ0)
GA21(p, τ, τ0) GA22(p, τ, τ0)
)
, (A4)
with the matrix elements given by
GA11(p, τ, τ0) = −
〈
Tτ ap(τ)a
†
p(τ0)
〉
,
GA12(p, τ, τ0) = −
〈
Tτ ap(τ)a˜
†
p(τ0)
〉
,
GA21(p, τ, τ0) = −
〈
Tτ a˜p(τ)a
†
p(τ0)
〉
,
GA22(p, τ, τ0) = −
〈
Tτ a˜p(τ)a˜
†
p(τ0)
〉
.
(A5)
The off-diagonal propagators compensate each other near
equilibrium. Throughout the main text of the paper I
use the notation Gat(p, τ) ≡ GA11(p, τ, 0) and G˜at(p, τ) ≡
GA22(p, τ, 0).
Appendix B: Summation rules for potential
harmonics
The Fourier transforms Vk = Vκk of the potential V (z)
are defined as
V (z) =
∑
κ
Vκe
iκz, Vκ =
1
2l
+l∫
−l
dz e−iκzV (z). (B1)
One can verify by direct calculation that the following
property holds:
∑
κ
V 2κ =
l∫
−l
dz
2l
V (z)V (−z). (B2)
For symmetric potentials V (z) = V (−z), thus one ob-
tains
∑
κ
V 2κ =
1
l
l∫
0
dz V 2(z). (B3)
For the power-law models, V (z) ∝ |z|α, one can carry
out the integral explicitly as
∑
κ
V 2κ =
V 2(z = l)
1 + 2α
. (B4)
This sum remains finite for the important region α ∈
(0, 2) and decreases monotonically, approaching zero as
α→∞.
We also need to calculate the κ = 0 term of this sum
separately, which can be done as follows,
V 20 =

 1
2l
l∫
−l
dzV (z)


2
=
V 2(z = l)
(1 + α)2
, (B5)
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where the last equality sign stands for V (z) ∝ |z|α. Thus
one the quantity V0 = V (l)/(1 + α) describes the long-
scale physics of the problem. Note that the main contri-
bution to the sum (B2) is made by the low-energy pho-
tons, ω ∼ ω0.
Appendix C: Effective interaction parameters
The effective interaction parameters F (k,q) deter-
mine the self-energy corrections to photon’s spectrum,
thus renormalizing the interacting vertices, reducing
the photon-atoms-photon interaction to effective photon-
photon interaction. Consider the first interaction param-
eter, given by
F1(k;q) =
1
N2at
∑
p,p′
(1 + δp,p′ + δk,q + δp+k,p′+q)
×npn˜p+k np′ n˜p′+q.
(C1)
Nevertheless all the sum can be calculated analytically,
for the consistency of the main-order approximation the
deltas should be dropped, thus leading to
F1(k;q) ≈ 1
N2at
∑
p,p′
npn˜p+k np′ n˜p′+q, (C2)
and the sum factorizes to
F1(k;q) ≈ σ1(k)σ1(q), σ1(k) = 1
Nat
∑
p
npn˜p+k.
(C3)
Therefore, we basically need to calculate σk. We make it
in steps. First, let’s calculate the total number of atoms,
which in nondegenerate system is given by
Nat =
∑
p
np + n˜p =
∑
p
eβ(µ1−Ep) + eβ(µ2−Ep−∆),
(C4)
where ∆ = ~ωat is the energy difference between the two
atomic eigenstates. The normalization is included as an
additive constant to the chemical potentials. The chem-
ical potentials µ1,2 of the ground state and excited state
atoms are linked by the condition of chemical equilib-
rium, µ1 + µ = µ2, with µ to be the chemical potential
of photons. Because Nat is an observable, one can first
derive the condition for the chemical potential for one of
the atomic subsystem,
eβµ1 =
Nat
1 + Θ
(∑
p
e−βEp
)−1
, Θ(µ) = eβ(µ−∆),
(C5)
and then calculate the effective interaction factor
σ1(k) =
1
Nat
∑
p
npn˜p+k
=
1
Nat
∑
p
eβ(µ1−Ep)eβ(µ2−Ep+k−∆).
(C6)
After this, upon the substitution of the previous formula
(C5), and use of the energy-conservation relation Ep +
~ωk = Ep+k +∆, one obtains:
σ1(k) =
1
2
√
2
e−β(~ωk−µ)
Nat
(1 + Θ)2
(∑
p
e−βEp
)−1
.
(C7)
The sum here can be calculated in the continuous ap-
proximation,
∑
p
e−βEp =
V
2
√
2pi3/2
(
mT
~2
)3/2
, (C8)
where V is the volume of the cavity with atoms. There-
fore one obtains
σ1(k) =
pi3/2nat
(1 + Θ)2
(
~
2
mT
)3/2
e−(~ωk−µ)/T , (C9)
where nat = Nat/V is the density of the atoms. One can
verify that the quantity σ1(k) is dimensionless.
The similar expression can be obtained for the other
effective interaction parameters F (k,q). Again, in the
main approximation they are given by
F2(k;q) ≈ σ2(k)σ2(q), σ2(k) = 1
Nat
∑
p
npnp+k,
F3(k;q) ≈ σ3(k)σ3(q), σ3(k) = 1
Nat
∑
p
n˜pn˜p+k.
(C10)
The effective interaction factors are calculated within the
same approximations and are given by
σ2(k) =
pi3/2
(1 + Θ)2
nat
(
~
2
mT
)3/2
e−(~ωk−∆)/T ,
σ3(k) =
pi3/2Θ
(1 + Θ)2
nat
(
~
2
mT
)3/2
e−(~ωk−µ)/T .
(C11)
Finally, one can notice that σ2(k) = σ1(k)/Θ and
σ3(k) = σ1(k)Θ, where Θ is given in formula (C5). As
Θ depends on µ that in the leading order is ~ω0 in the
case of condensate, therefore changing the geometry of
the cavity one can make certain processes to be more or
less important for the system under consideration.
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