A validation experiment, carried out in a scaled field setting, was attempted for the long electrode electrical resistivity tomography method in order to demonstrate the performance of the technique in imaging a simple buried target. The experiment was an approximately 1/17 scale mock-up of a region encompassing a buried nuclear waste tank on the Hanford site. The target of focus was constructed by manually forming a simulated plume within the vadose zone using a tank waste simulant. The long electrode results were compared to results from conventional point electrodes on the surface and buried within the survey domain. Using a pole-pole array, both point and long electrode imaging techniques identified the lateral extents of the pre-formed plume with reasonable fidelity but the long electrode method was handicapped in reconstructing vertical boundaries. The pole-dipole and dipole-dipole arrays were also tested with the long electrode method and were shown to have the least favourable target properties, including the position of the reconstructed plume relative to the known plume and the intensity of false positive targets. The poor performance of the pole-dipole and dipole-dipole arrays was attributed to an inexhaustive and non-optimal coverage of data at key electrodes, as well as an increased noise for electrode combinations with high geometric factors. However, when comparing the model resolution matrix among the different acquisition strategies, the pole-dipole and dipole-dipole arrays using long electrodes were shown to have significantly higher average and maximum values within the matrix than any pole-pole array. The model resolution describes how well the inversion model resolves the subsurface. Given the model resolution performance of the pole-dipole and dipole-dipole arrays, it may be worth investing in tools to understand the optimum subset of randomly distributed electrode pairs to produce maximum performance from the inversion model.
contrast in electrical properties between the contaminated porewater and the host matrix (de Lima, Sato and Porsani 1995; Adepelumi et al. 2006) . As described, the resistivity method acts as a target recognition tool, requiring that sufficient background be captured to ensure that the full scope of the target's footprint is represented in the electrical resistivity images. Conversion of simple target recognition results to a meaningful understanding of hydrogeological or geochemical parameters requires additional knowledge of the subsurface conditions, likely obtained from drilling or other direct sampling methods.
Industrialized areas pose a challenge to the traditional paradigm for electrical resistivity characterization. Although these areas are a major source of contamination, liabilities such as limited access for electrode placement and the degree of near-surface metallic infrastructures (e.g., wells, tanks, fences and piping) degrade the ability to successfully image the full extent of the target (Seidel and Lange 2007) . Potential methods to overcome these liabilities include 1) interpreting underlying features with the full knowledge that the infrastructure exists only in small portions of the data (e.g., Udphuay et al. 2011) , 2) post processing and filtering the resistivity data to remove the effects of the infrastructure indirectly (e.g., Vickery and Hobbs 2002) and 3) taking advantage of the site's infrastructure by incorporating the buried metal as electrodes (e.g., Daily et al. 2004 ). The latter has been shown to be a promising method for the characterization and monitoring of Hanford's underground storage tank facilities (or tank farms). At the Hanford site, the steel-cased monitoring wells that surround the storage tanks, originally installed for borehole logging, are being used as electrodes to track historical leaks (Glaser et al. 2008; Rucker et al. 2010; Calendine et al. 2011) . This method has been referred to as long electrode electrical resistivity tomography (LE-ERT) in Ramirez, Newmark and Daily (2003) .
Validation of the LE-ERT method, or any configuration of the electrical resistivity method for that matter, is difficult to conduct because subsurface conditions are only known in highly controlled settings. Past validation efforts for hydrogeophysical imaging can be grouped generally into 1) model validation, 2) validation through controlled laboratory experimentation and 3) validation through field sampling. In the model validation approach, work has centred on ensuring that the inverse model code can replicate known initial targets. The input data are usually generated from apparent resistivity data acquired from a forward modelling code (e.g., Sasaki 1992; Loke, Acworth and Dahlin 2003; Zhu and Feng 2011) , often from the same forward model used in the inverse modelling.
Controlled laboratory experiments have been conducted within flow columns (Binley, Henry-Poulter and Shaw 1996; Chambers et al. 2004) , lysimeters (Koestel et al. 2009 ), or larger experimental cells (Slater et al. 2002) to validate the resistivity method. Here, a known mass of contaminated water is added to the system or purposely constructed within the interior of the cell. A set of electrodes are then positioned on the boundary or within the interior to recreate the internal conditions. Other flow parameters can be monitored in conjunction with the resistivity imaging, such as tracking of visual tracers on the side wall, post-experimental deconstruction of the cell, or through direct measurement of other hydraulic phenomena (outflow volume, breakthrough concentrations, etc.) to help with the validation. Overall, laboratory experimentation is an appropriate means for validation but may be severely hampered by scale.
Although field validation of the electrical resistivity method has been attempted in hydrogeophysical experiments previously, the comparison between hydrogeological parameters and electrical resistivity is typically limited by the inexhaustive data set of the former. For example, Singha and Gorelick (2005) presented a saline tracer test with an extensive coverage of electrical resistivity measurements collected over multiple snapshots. The resistivity data were compared in a spatial moment analysis to the concentration of the tracer in a downgradient pumping well and showed that the geophysical method underestimated the tracer mass, which was attributed to regularization and sensitivity issues. Cassiani et al. (2006) presented a saline tracer injection test monitored using a dense array of surface resistivity lines. The electrical resistivity results were partially validated through electrical conductivity measurements of the groundwater at eight locations around the site. Oldenborger et al. (2007) used a much denser array of multiport samplers in a solute injection/withdrawal well, in addition to measurements in surrounding wells, for comparison to the electrical resistivity data. Each example above presented a very limited set of hydrogeological data for validation. Other tracer experiments, where the only validating information included the known tracer mass and an enhanced hydrologic understanding of the system, were presented in White (1988) and Slater et al. (1997) . An indirect means for validation, such as complementary geophysical methods (e.g., Deiana et al. 2007; Looms et al. 2008) , have also been presented.
A more complete knowledge of the subsurface for field validation can only be achieved through destructive post-survey analyses of the soil or by burying a target composed of an amended soil of known concentration. In this work, we applied the amended soil method for field validation of the LE-ERT method to gain insight into its ability to reconstruct a known static target. Although the target properties were wellknown, an exhaustive measure of the surrounding soil was not conducted. Instead, a few representative samples were taken of the excavated soil to make generalizations about the background conditions. The arrangement of the long electrodes was designed to replicate a 1/17 scaled mock-up of a Hanford tank farm. The target was constructed by hand to simulate a saline contaminant plume using two soils of known properties and dimensions. The electrical resistivity measurement campaign included a combination of surface, long and a few buried point electrodes, similar to the survey designs described in Rucker et al. (2011b) . Image reconstruction from the distributed point electrodes on the surface and buried in the survey domain was considered as a standard for which to make comparisons with LE-ERT. We investigated the fidelity of target reconstruction from three different array types (pole-pole, pole-dipole and dipole-dipole) for LE-ERT surveying and the model resolution of each array. The pole-pole array has been the preferred array at the Hanford site by the lead author for 1) reducing the footprint of the survey design while imaging deeply within the vadose zone, 2) reducing the total number of measurement combinations and hence survey time, in heavy traffic areas and 3) better noise statistics in low resistivity environments. Other arrays are presented to allow for a more complete investigation of the LE-ERT technique.
The work contained here-in will attempt to demonstrate the strength of the LE-ERT method as an alternative to using traditional point electrodes, when the latter is not an option for use. This work is actually the third in a series of field-based demonstrations using the LE-ERT method and will show in a more comprehensive manner the technique's ability to reconstruct a known target. Whereas the other two papers (Rucker et al. 2010; Rucker, Fink and Loke 2011a ) relied on circumstantial evidence of target reconstruction and validation, the present analysis has the explicit knowledge of target dimensions, locations and electrical properties to help assess the validity of the technique.
Experimental site description
A pilot-scale field validation of the long electrode electrical resistivity tomography (LE-ERT) method was conducted to demonstrate the resolution capabilities for targets at the Hanford site in central Washington. The Hanford site is home to a large number of underground storage tanks, grouped into tank farms, some of which may have leaked a substantial volume of contamination to the vadose zone. Additionally, direct disposal of waste occurred in the ground in nearby unlined trenches, sunken vaults (referred to as cribs), ponds, reverse wells, etc. Understanding the degree to which the soil and groundwater have been impacted is difficult because the site is highly industrialized, limiting both direct (drilling and sampling) and indirect (geophysical characterization) methodologies.
The pilot-scale field validation was conducted within the top two metres of soil in an open field west of the Pacific Northwest National Laboratory, approximately 30 km south of Hanford's tank locations. Soil conditions at the experimental site are very similar to the storage tank region, due to the large cataclysmic flooding and associated sediment deposition from the Missoula Flood (see coverage maps in Baker and Bunker 1985 and Bjornstad, Fecht and Pluhar 2001) . Figure 1(a) shows the experimental site location as well as the location of the Hanford tank farms distributed in 200 east and 200 west. In general, the near-surface soil consists of reworked Hanford formation, a predominantly unconsolidated group of sediments that cover a wide range of grain size, from sand to silt and sorting (Bjornstad and Lanigan 2007) . Since the end of the Pleistocene, winds have deposited dune sands and loess sediments (Reidel, Lindsey and Fecht 1992) in the region. The dunes are stabilized by anchoring vegetation, including grasses, forbs and sage brush. At the experimental site, only a few grasses were present.
On a broader scale, the Hanford tank farms are situated within the Hanford formation, which can be over 100 m thick in some locations. The tanks themselves were installed below ground and backfilled with disturbed Hanford formation soil. Outside the local backfilled regions, the formation is divided into three units from H1-H3. The upper H1 unit is composed of predominantly loose, sandy gravel to gravelly sand, with minor beds of sand to silty sand. Coarser beds may contain boulder-sized materials and occasional thin, discontinuous lenses of fine sand and silt occur sporadically (Bergeron, Connelly and Reidel 2010) . The H2 unit is composed of mostly cross-bedded sand and gravelly sand, with some sand beds capped by thin layers of silty sand to sandy silt. The H3 unit is composed of open framework gravel and poorly sorted sandy gravel to silty sandy gravel (Bergeron et al. 2010) . In the 200 west area, the Hanford formation is underlain by the Cold Creek unit, a carbonate-rich and cemented paleosol. The Cold Creek unit is almost absent in the 200 east area. Below the Cold Creek, the sediments deposited for the Ringold formation represent the early stages of the Columbia River. Generally the water table is located in the Ringold formation. Rucker et al. (2011a) showed a cross-section through the S tank farm, the location of which is shown in Fig. 1(b) .
Experimental design
The resistivity field experiment was designed to mimic a Hanford tank farm setting, where a hypothetical tank leak created a saline plume in the vadose zone. The standard singleshelled tank is 23 m in diameter and approximately 9 m tall from base to dome. The sediment cover from the apex of the dome to the ground surface is about 2.5 m. The tanks were constructed of concrete with an inner carbon steel liner and a thick concrete-asphalt external layer to protect the tanks from corrosion. An electrically resistive round plastic tub was used to replicate the tank. The dimensions of the tub were 1.8 m diameter and 0.45 m high; the tub was buried where the top was even with the ground surface. Figure 2(a,b) shows the tub location. Surrounding each tank is a series of steel-cased monitoring wells that are typically completed above the water table (which is approximately 70-100 m below the ground surface, depending on location). An entire Hanford tank farm could have more than 60 monitoring wells. A number of groundwater wells, used for water sampling and analysis, are also positioned outside the tank farms. Together, the set of vadose and groundwater wells form a broad distribution of coverage for LE-ERT imaging. For the pilot-scale experiment, a series of 27 steel wells were placed around the tub in an arrangement that was similar to tank B105 in the B tank farm (Knepp 2002) . The wells were replicated by a solid core stainless steel rod, 0.019 m diameter and 1.8 m long and were driven into the ground by an electric percussion hammer. Figure 2 (a,b) shows the layout of the wells relative to the tank. In addition, 70 surface electrodes and 10 buried electrodes, both acting as point source electrodes, were installed as part of the experiment to provide a basis for comparison of the LE-ERT results. The base separation of the surface electrodes was 0.3 m. The buried electrodes were placed at the top of the amended soil target (0.6 m), at the base of the target (0.9 m) and significantly below the target (1.5 m). A few of the buried electrodes were nested at a couple of positions.
The simulated plume was constructed by removing the soil, amending it and repacking into forms. Figure 2 (c) shows a photo of the dug out with temporary wooden forms used for establishing plume dimensions. The hand-packing option allowed control over the shape, size and properties, providing a fixed and known target to image. Figure 2 (a,b) shows the position of the plume with dimensions of 2.43 m by 1.21 m and 0.3 m in height. The plume is stationed at the edge of the tank, rotated to the north-west and laying flat. The plume was constructed by mixing a solution of sodium thiosulfate pentahydrate (Na 2 S 2 O 3 r 5H 2 O) with the soil in a gas-powered cement mixer. This salt was chosen due to its use on the Hanford Site for many other experiments involving resistivity imaging of plumes. Two concentrations, 20 000 and 40 000 mg/L, were mixed to produce a low resistivity outer plume (Plume 1) and a very low resistivity inner plume (Plume 2). The electrical resistivity of the solutions was approximately 0.5 and 0.25 ohm-m. The amount of solution added to the soil equated to an increase of 3 per cent by weight for the outer plume and 5 per cent for the inner plume. The addition of a low volume of solution was meant to prevent gravity drainage of the plume away from the source and avoid diffusional processes that would likely smear the plume edges within the time scale of the survey. The final resistivity values of the soil representing the inner and outer plume were roughly 190 and 320 ohm-m, respectively. This is in contrast to an average background of approximately 1320 ohm-m (taken from ten measurements ranging from 580-2840 ohm-m to a depth of 1 m). The contrast between the background and target in this study closely resembled the values found in recent resistivity studies on site. For example, Rucker, Levitt and Greenwood (2009) showed results from a resistivity survey conducted an the BC Cribs and Trenches Area on the Hanford site, with contaminated soil resistivity values ranging from 10-250 ohm-m and background values in excess of 1000 ohm-m.
Point electrode validation
To conduct the resistivity measurements, a SuperSting R8 with two 56-channel switchboxes (manufactured by AGI in Austin, TX) were used to connect with all 112 electrodes at once. The electrodes were connected to the resistivity acquisition system using 16-gauge multi-stranded copper wire, which required two intermediate 56-channel patch panels to make the actual connection of the wires to the switchboxes. The patch panels were constructed so that a dedicated banana plug could be linked to each individual channel on the switchbox. To minimize noise a square wave for current transmission with a 3.6 s period was used. The final voltage measurement was created by stacking three independent measurements and data rejection was set to two per cent error. Full reciprocals for data acquired with the pole-pole array were obtained to gain an understanding of the measurement error. The reciprocal measurements were collected with a forward set and reverse set; the infinite poles being switched for each set. Reciprocal data from the pole-dipole and dipole-dipole arrays with the LE-ERT method were not acquired. Instead noise was evaluated by plotting the transfer resistance relative to the geometric factor. Figure 3 (a-c) shows a series of plots that represent data statistics for the point electrode data, including the surface and buried electrodes. For the 80 available point electrodes, there are a total of 3160 possible non-reciprocal measurement pairs. Figure 3(a) shows the transfer resistance versus electrode separation distance for 2995 data values from the forward set, after removal of low quality data. The data from closer electrode spacing display the highest variability and the remaining data appear to fall off linearly in a semi-log space. Figure 3(b) shows the apparent resistivity data versus electrode separation, where transfer resistance was converted to apparent resistivity (ρ a ) using (Rucker and Fink 2007) : where r is the separation between the transmitter and receiver electrodes and V/I is the transfer resistance, calculated as measured voltage divided by input current. The data from closer electrode spacings appear to have lower resistivity than the larger spacings, likely indicating that the near-surface is slightly more conductive. Finally, Fig. 3(c) shows the reciprocal error (RE) for the measurements calculated as:
where subscript f and r represent the forward and reverse acquisition data for the same measurement pair. The difference between the pair of measurements should ideally be zero and any deviation from zero may give a measure of the quality of the data . Assessing errors due to high contact resistances, random instrument errors and sporadic errors due to background noise is easily conducted using the reciprocal error (Slater et al. 2000) . After addressing the reverse data set to remove low quality data and aligning with the forward set, 2820 values remain for each of the forward and reverse data sets. Of these, 2750 from each set were shown to be within 5%, which are shown in Fig. 3(c) . The data with the closer electrode spacings appear to have higher reciprocal errors. In addition, the forward data set is, on average, lower than the reverse data set. It is unclear what could be causing the bias.
Data processing and inversion for the point electrode data were conducted with RES3DINVx64, version 3.04.26 (Geotomo Software, Malaysia). Inverse modelling is conducted through a linearized least squares optimization, with the goal of finding the best fit of modelled apparent resistivity commensurate with the measured apparent resistivity. Given the flat topography of the site, we chose to use the computationally fast finite-difference method to solve the partial differential equation for voltage distribution (Dey and Morrison 1979) :
Additionally, we used the L 2 -norm smoothness constraint for inverse modelling, where the relationship between the measured data and model parameters is given by : 
The parameter g is the misfit vector containing the difference between the measured and modelled apparent resistivity data, J is the Jacobian matrix of partial derivatives, C contains the various constraints used for stabilizing the inverse procedure, r i is the change in model parameters (i.e., electrical resistivity) for the i th iteration and r i is the model parameters for the previous iteration. Further descriptions of resistivity inversion can be found in Park and Van (1991) and Li and Oldenburg (1994) . For the point electrode data several inverse model cell sizes were tested to gain an understanding of resolution versus target fidelity. Layering of the models was consistent throughout all of the tests, developed from a telescoping sequence with a top layer thickness of 0.1 m and bottom layer thickness of 0.5 m. Three tests were run that included square cells of 0.15 m, 0.3 m and 0.6 m; statistics for the models are listed in Table 1 .
The results of the inversion, showing the three-dimensional representation of targets within the domain, are presented in Fig. 4 for inverse model cell sizes of 0.6 (Fig. 4a,b) , 0.3 (Fig. 4c,d ) and 0.15 m (Fig. 4e,f) . The resistivity data are presented at two isopleths, with the lower resistivity isopleth as an opaque body and the larger resistivity isopleth as a transparent body. The value of the resistivity presented for each isopleth was chosen to encompass roughly the same volume of material for all models and the exact values are shown on the colour scales to the right of the figure Regarding target fidelity, the smallest cell size of 0.15 m (Fig. 4e,f) appears to replicate the target edges, especially the bottom and top edge, better than the other two larger cell sizes. The drawback is that potentially more false targets appear within the domain, as shown in the upper layers of the model. Since it would be impractical to attempt to sample all of the soil measured during the initial design, it is possible that the smaller targets identified in Fig. 4 (e) are actual subsurface features. This is supported by the observation that the lowest values of apparent resistivity, shown at close electrode spacings in Fig. 3(b) , are observed in the very near-surface of Fig. 4(e) . However, the sizes of the small targets are on par with the cell size of the 0.3 m simulation and should have been imaged in Fig. 4 (c) if they were true targets.
Model resolution
Formally, model resolution (R) is a matrix that is computed from Jacobian and other model constraints and describes how well the inversion model resolves the subsurface (Day-Lewis, Singha and Binley 2005):
R may be viewed as a filter that blurs the true values of subsurface resistivities (Stummer, Maurer and Green 2004) :
where r est is the vector of the estimated model parameters obtained by applying equation (4) and r true is the true subsurface resistivity. The values within R will range from zero to one, and a perfectly resolved model is one in which the diagonals are equal to a value of one. Stummer et al. (2004) stated that values greater than 0.05 were considered acceptable, based on their analysis for 2D resistivity profile inversions. For 3D work, such as presented here, we will accept a lower resolution based on lower spatial electrode density. From a computational standpoint, calculating the resolution 
presented ways to help reduce the number of operations. In this work we used the method of Loke et al. (2010) as implemented in RES3DINVx64. Alumbaugh and Newman (2000) used the model resolution to understand the effects of key assumptions from electromagnetic inversion models. Stummer et al. (2004) , Wilkinson et al. (2006) and Loke et al. (2010) used the model resolution to derive the best combination of surface measurements to obtain improved representation of subsurface targets for 2D problems. Applying a hybrid of these approaches, we investigated the consequence of typical decisions made for inverting resistivity data to resolve a target, including model parameters (inverse model cell size) and electrode density. Figure 5 shows a series of model resolution results, plotted in log scale, for a group of four models. Figure 5(a-c) shows the model resolution for the original electrode layout presented in Fig. 2 with an inverse model cell size of 0.3 m (see Fig. 4c,d for resistivity results). The three figures are plotted for the first model layer (at a depth 0.05 m), through the centre of the amended soil plume (at 0.8 m) and below the plume (at 1.6 m). At the surface, the results show that the model is best resolved along the lines of electrodes; the maximum resolution is only 0.024. A solid line is placed at the 0.01 resolution contour interval for reference. For the layer through the centre of the plume, the highest resolution is coincident with the target, which may be an affect of both depth electrode locations and target properties; the maximum resolution for this layer is 0.076. The lowest layer on Fig. 4(c) shows the highest resolution values coincident with the four point electrodes at that depth. For the remaining models, we increased the inverse model cell size to twice that of the electrode spacing to 0.6 m (shown in Fig. 5d-f) , reduced the electrode coverage to every other electrode along each line while maintaining a 0.3 m inverse model cell (Fig. 5g-5i ) and eliminated the depth electrodes but kept the original surface electrodes and the cell size of 0.3 m (Fig. 5j-5l ). Although intuitive, the best results were obtained by increasing the model cell size to 0.6 m, with the maximum resolution value of 0.35 observed for the layer though the plume. The worst resolution can be seen in the model without depth electrodes. Surprisingly, however, reducing the surface electrodes had little effect on the overall resolution. When designing field surveys with a finite number of channels on the resistivity meter, these results suggest that surface electrodes can be sacrificed to ensure adequate electrode coverage deeper in the subsurface.
Long electrode validation
Pole-pole acquisition Rucker et al. (2010 Rucker et al. ( , 2011a demonstrated case studies for the characterization and monitoring of plumes with the long electrode electrical resistivity tomography (LE-ERT) method in a tank farm at Hanford. The background, theory and parametrization for conducting the models were also presented (ibid.). For this analysis, we applied the same technique for the 27 wells distributed around the pilotscale test area, namely using the L2 norm formulation of the inverse procedure.
The electrical data acquired on the wells using the polepole array are shown in Fig. 6 , similar to the plots presented in Fig. 3 . The total number of combinations with 27 wells using the pole-pole array is 351 and only 5 measurements were eliminated from the data set. The transfer resistance shows a power function relationship with distance, with an exponent of -0.71. The point electrode data showed a similar relationship with an exponent of -0.69. The closely spaced data for the apparent resistivity data in Fig. 6(b) show a lowered resistivity than the more distant data but this likely has more to do with the incorrect conversion of transfer resistance to apparent resistivity than the properties of the earth. Rucker et al. (2010) showed how to convert transfer resistance measurements using long electrode transmitters and point electrode receivers to apparent resistivity by incorporating aspects of the well length. No known conversion exists for the long electrode to long electrode combinations and equation (1) was used instead. The reciprocal error in Fig. 6(c) shows a lower degree of error than the point electrode data, with no spatial bias. However, there still appears to be a slight underestimation by the forward data acquisition set.
Figure 6(d) shows a point cloud of data from the long electrodes, created by taking the midpoint between each transmitter and receiver electrode combination, similar to a pseudosection for 2D profiles. The plot shows a high concentration of data points near the centre and towards the plume. Although a qualitative measure, it will be a valuable comparison for the pole-dipole and dipole-dipole point cloud, presented below, to ensure that the latter two arrays had sufficient coverage of the subsurface for comparison.
The results of inverting the pole-pole LE-ERT data are presented in Fig. 7 . We investigated two cell sizes: 0.3 m (Figs 7a, c and e) and 0.6 m (Figs 7b, d and f). The resistivity plots in Fig. 7(a,b) represent the first layer of the model at 0.1 m. Rucker et al. (2010) demonstrated that the targets tend to create the largest target footprint at the surface of the model, likely due to the maximum current density at the surface elevation. The figures show that both models replicated the amended soil target with relatively good accuracy, given the significantly lower number of electrodes and data compared to the point electrode models. In addition, the LE-ERT results display the north-east and south-west surficial targets imaged in the point electrode models.
The model resolutions of the two inverse model cell sizes are presented for the surface (Fig. 7c,d ) and for a layer through the centre of the plume at a depth of 0.8 m (Fig. 7e,f) . For direct comparison with the point electrode models, the same colour scale was used, with a solid line contour through the 0.01 value. Similar to the results of the point electrode results, the larger cell size tended to produce a better resolved model. However, the LE-ERT models have both a lower average and maximum resolution than the point electrode models (Fig. 5a-f ) for the same cell size. The maximum LE-ERT model resolution for the 0.3 m cell size at the surface was 0.008, compared to a value of 0.024 for the equivalent point electrode model; the maximum LE-ERT model resolution for the 0.6 m cell size was 0.038 versus a value of 0.093 for the point electrode model. The lower model resolution values for the long electrode model were likely due to the significant difference in the number of electrodes.
Pole-dipole and dipole-dipole acquisition
Similar to the pole-pole (PP) array acquisition with long electrodes, data from both the pole-dipole (PD) and dipole-dipole (DD) arrays were acquired for the pilot-scale validation test. The difference, however, is in the exhaustive combination set obtained with the PP array versus a smaller subset of data acquired with DD and PD arrays. At the time of acquisition in 2007, there were no means to create a complete data command file for randomly distributed electrodes for 3D analysis using the Super Sting R8 resistivity meter. The manual creation of the command file meant that not all pairs were viable, such as those with extremely large geometric factors or a negative transfer resistance and that the best combinations were not necessarily included in the command file. Of the 9950 PD and 7189 DD measurements, 3995 (for PD) and 4546 (for DD) were retained for inverse modelling based on previously outlined data reduction practices. To illustrate there was no spatial bias in the data acquisition and the region surrounding the soil plume had symmetric coverage, a point cloud was created for each array. Figure 8(a,b) shows how the point clouds were created for the PD and DD arrays, respectively. The final data point projection was created by 1) calculating the midpoint between the electrodes for each dipole (reproduced as blue bisector lines in Fig. 8a,b) and then 2) calculating a second midpoint for a bisector line (in red) that connects the original two midpoints. A point cloud distribution is then constructed from all combinations measured in the field. Figure 8(c,d) shows that the results of the point cloud, like the PP array, produce ample coverage from all of the wells around the target. The last two subplots in Fig. 8 show the transfer resistance versus the geometric factor for PD and DD arrays. The geometric factor (GF) was calculated as (Telford, Geldart and Sheriff 1990) :
where A, B, M and N are the locations of the surface projections of the transmitter and receiver pairs. For the PP array, the geometric factor reduces to the distance between the transmitter and receiver electrodes (Figs 3a and 6a) . Both PD and DD arrays of Fig. 8(e,f) show a linear relationship of transfer resistance versus geometric factor on a log-log plot and the exponents for the power fit are -0.72 (for PD) and -0.75 (for DD). These are similar to exponents observed with the PP array on both long and point electrodes. It is interesting to note the larger data point spread at higher geometric factors, likely attributed to the lower signal-to-noise ratio for both arrays compared to the PP array. The inverse model results for the PD and DD arrays, using a consistent inverse model cell size of 0.3 m, are shown in Fig. 9 . Data from only the top model layer at 0.1 m are presented in all images. A different colour scale was developed for this figure, due to the range of resistivity values of the PD and DD arrays being broader than the PP array. However, a consistent model resolution colour scale was retained for direct comparison to all previous models. The most remarkable aspect of the resistivity results for PD and DD is the placement of the low resistivity target to the east of the actual target in both examples despite generally higher model resolution values. The reasons for the offset in the target's location may be due to 1) the nonoptimal sampling from electrode pairs and 2) noise. Rucker et al. (2011) also showed a displaced reconstructed target in a model validation with long electrodes for conditions with high noise. When evaluating individual transmitter electrode pairs around the target, some pairs are represented reasonably well in the data as observed by the number of accompanying receiver electrode pair measurements, while others have fewer receiver measurements. Additionally, when observing transmitter and receiver electrode pairs using combinations that include the long electrode just to the north-west of the reconstructed target, generally a lower geometric factor is observed relative to other pairs where the resistivity is higher (e.g., at the actual target location). Then, when plotting transfer resistance data from subsets of transmitter well pairs, those with a higher geometric factor have more data scatter and higher variability in the power fit function. Depending on the transmitter well pair, the exponent for the power fit can range from -0.55 to -0.87, with the higher exponent attributed to wells in the target and thus a higher resistivity.
The model resolution plots of Fig. 9(c,d) show much higher average and maximum values than that of the PP array. The maximum resolution for both PD and DD for the top layer of the model is 0.021, compared to a value of 0.008 for the PP; the average model resolution values for PD, DD and PP are 0.021, 0.023 and 0.0016 respectively. Despite the higher resolution, the PP model for long-electrode validation is superior in this example because the exhaustive combinations of transmitter and receiver electrode pairs are easier to obtain and the signal-to-noise ratio is significantly higher. The resistivity distribution for the PP array matched the actual amended soil target quite well. In contrast, the PD and DD arrays showed an offset target with a significantly higher number of other low resistivity features unrelated to the constructed plume. Despite these deficiencies, more research should be devoted to the PD and DD arrays for the LE-ERT method. Similar to the work of Stummer et al. (2004) , Wilkinson et al. (2006) and Loke et al. (2010) , optimum sets of electrode transmitter and receiver pairs should be obtained through the evaluation of the model resolution matrix as well as the geometric factor. These pairs could then be ranked accordingly and the final number of measurement optimized to the temporal constraints of the project. In the interim, the PP array works well for locating a target and the time to acquire an exhaustive data set is very short. The temporal aspect to every project is important, especially when considering dynamic events such as a leak from a nuclear waste tank (Rucker et al. 2011a) or monitoring the secondary recovery of oil (Daily et al. 2004) .
D I S C U S S I O N
In context to past analyses of long electrode electrical resistivity tomography (LE-ERT) on the Hanford site, referring specifically to those of Rucker et al. (2010 Rucker et al. ( , 2011a , the validation experiment described in this work is considerably more comprehensive in terms of known subsurface conditions, acquisition with different arrays and acquisition with other electrode types. The previous works (ibid.) relied mostly on circumstantial evidence of target locations, such as a detailed hydrologically-based conceptual model of the tank overflow event at the T tank farm (Rucker et al. 2010) along with a few borehole samples near the spill and in a background area (Serne et al. 2004 ). However, it should be noted that outside the immediate T tank farm environment, a liquid waste disposal facility devoid of significant infrastructure was imaged with both surface and long electrodes with similar results. The LE-ERT injection monitoring experiment at the S tank farm (Rucker et al. 2011a ) had less ambiguity due to the known injection location and volumes but still had no confirmatory measurements for validation. Many of the same wells used as long electrodes were also used for neutron probe logging, none of which registered an increase in moisture content due to a lack of significant spreading of the moisture plume away from the source. However, as a body of evidence, all three studies combined cover a large gambit of applying the LE-ERT method for identifying targets in complex settings, with both field and model validations successfully completed.
Thus far, the validation and comparison of targets with results from LE-ERT have been conducted qualitatively. The prospect of using the technique in a more quantitative fashion Figure 10 Example quantitative scatter plot of LE-ERT inverse model results and borehole data from the T tank farm. Two anions are shown, including nitrate and sulfate. Resistivity data are from Rucker et al. (2010) and borehole data are from Serne et al. (2004) .
for hydrogeological analysis is a more daunting task, given how targets are reconstructed in the inversion process. The use of long electrodes significantly reduces the vertical resolution, as targets tend to gather in the upper layers of the model. Producing simple co-located scatter plots of a particular analyte versus inverted resistivity, similar to that shown in Rucker et al. (2009) , will likely show no correlation. An example is presented for the T tank farm data in Fig. 10 , where the resistivity from the three-dimensional LE-ERT model was compared to nitrate and sulfate data from several boreholes around the site. The nitrate and sulfate data, originally presented in Serne et al. (2004) and later in Rucker et al. (2006) , were chosen based on their large percentage of total anion content in the originally leaked waste and subsequent borehole characterization data. The scatter shows poor correlation, forcing the use of more novel techniques to bring the seemingly disparate data sets together.
Another way of evaluating the resistivity data would be to consider what value the analysis of these data has in reducing the uncertainty in understanding the spread of contamination and hence risk, at a site. As opposed to classical statistics of confirming or denying hypotheses (such as whether the resistivity exactly matches borehole data), Bayesian methods use the additional information from geophysical characterization to update prior knowledge. Many have used the Bayesian framework to reduce the uncertainty across a number of sites (e.g., Ezzedine, Rubin and Chen 1999 and Chen, Hubbard and Rubin 2001) even in the face of weak relationships between the borehole and geophysical data. It is likely that probabilistic approaches will have to be considered if the LE-ERT method is to be of significant value outside of a simple target recognition tool.
C O N C L U S I O N S
A pilot-scale validation experiment was conducted to test the ability of the long-electrode electrical resistivity tomography method to reconstruct a known target. The scale of the validation test was on the order of 1/17 of a typical Hanford nuclear waste tank, where the long electrode electrical resistivity tomography (LE-ERT) method was applied to image several waste plumes that have developed beneath the tanks from accidental releases (e.g., Rucker et al. 2010 Rucker et al. , 2011b . Amended soil, of known electrical resistivity, was packed into wooden forms between depths of 0.6-0.9m to mimic a conductive plume. The amended soil was backfilled with native material. Several electrode types and acquisition strategies were tested, including: 1) point electrodes on the surface and buried within the domain using the pole-pole array and 2) long electrodes arranged in a similar pattern as those around a Hanford tank using the pole-pole, pole-dipole and dipole-dipole arrays. Finally, the resolution matrix was evaluated for each model to compare acquisition strategies and choice of model parameters on the model's ability to recreate the target.
When evaluating the fidelity of the target reconstruction, the point electrode method was shown to have the highest accuracy as long as depth electrodes were included. Even when the inverse model cell size was twice as large as the electrode separation, the target's location and depth were reproduced well. From a modelling perspective, the larger cell size actually created the highest model resolution values, with the lowest resolution observed from the model with no depth electrodes. Depth electrodes are important when surface electrodes are sparse and arrays of depth electrodes buried in actual tank farm settings have proven to be a valuable means to evaluate historical leaks (Rucker et al. 2011b) .
The results from the LE-ERT method using the pole-pole array were shown to be almost identical as the point electrode results in imaging the lateral extents of the plume. In contrast, the LE-ERT had a significantly lower number of electrodes and total measurements compared to the point electrodes. The drawback is that the vertical position of the target is lost, as the current modelling algorithm forces most of the electrical current density in the upper portion of the model. Additionally, the model resolution values are generally lower for the LE-ERT method using the pole-pole array. Obviously, if there were a choice for survey design, a full spread of point electrodes on the surface and buried within the soil would be preferred. In some settings using point electrodes may not be an option due to administrative or physical limitations at the site and the LE-ERT method may be a suitable substitute for identifying targets.
The last two tests were conducted with the pole-dipole and dipole-dipole array using long electrodes. The PD and DD arrays allowed a ten-fold increase in the number of measurements acquired compared to the PP array, yet only a fraction of an exhaustive data set was acquired for either array. Generally, the PD and DD showed higher noise in the transfer resistance data as a function of the geometric factor. Although a target was identified in both PD and DD models, the noise and small subset of data likely attributed to the poor performance in correctly positioning the reconstructed target at the known location. Remarkably, the PD and DD LE-ERT had significantly higher average model resolution values at the surface and deeper within the profile compared to any of the pole-pole acquisition strategies, with a factor of ten higher than the long electrode and a factor of eight higher than the point electrode pole-pole results. This suggests that the PD and DD may be a better imaging method for deep surveys where a limited numbers of buried electrodes are available, provided the measurement noise could be reduced and optimum electrode pairs could be identified. Until then, the PP array will suffice in identifying simple target locations and extents.
The present analysis, when combined with the other two by Rucker et al. (2010 Rucker et al. ( , 2011a , demonstrates the viability of the LE-ERT method for image reconstruction of conductive plumes. In industrialized areas, the plumes may have resulted from improper waste disposal practices, leaks from containment facilities, or underground injections for remedial activities. In many instances, these sites may already have a network of steel-cased wells available for use as electrodes for electrical resistivity imaging, thus reducing the cost of characterization or monitoring the subsurface. Moving forward, we foresee a number of potential projects that could benefit from LE-ERT due to the likelihood of existing well networks, such as monitoring of hydraulic fracturing fluids in shale gas production, reservoir monitoring of geothermal plays, leak monitoring of fuel depots and monitoring of enhanced oil recovery. 
