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Abstract
This thesis proposes the development of an audio-visual biometric system for the
recognition and identification of people. The part of the audio corresponds to the
recognition of the speaker and the visual part to the recognition of the face. In
the case of speaker recognition, Cepstral Coefficients are used at the Mel frequency
scale (MFCC) for the characteristic extraction stage. At this stage, the use of the
Media Cepstral Normalization (CMN) technique was used to improve the speaker
recognition rate and the Gaussian mixture technique (GMM) was used for the
classification stage, which trains a model that allows the identification of the speaker.
In the case of the face recognition, the eigenface is used for the extraction of
characteristics. The Euclidean distance for the recognition was also used.
Both biometrics are combined in a linear way by means of the z-score normalization,
which allows to assign different weights in the same range, being that features of
greater rank with respect to the voice features, due to its greater robustness in the
process of the acquisition.
The results obtained through experimentation have shown that with the bimodal
system a 95.63% of success in the identification of people is obtained. Likewise the
accuracy of the 90.35%, using the speech signal while the accuracy reached by the
face feature was 89%.
Consequently, the results show that bimodal systems are more robust than unimodal
systems in achieving better performance in terms of accuracy.
Key words: Biometric systems, Cepstral Coefficients at frequency scale Mel
(MFCC), Gaussian Mixtures Model (GMM), eigenface, Euclidean distance,
normalization z-score
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Resumen
La presente tesis de grado propone el desarrollo de un sistema biométrico
audio-visual para el reconocimiento e identificación de personas. La parte del audio
corresponde al reconocimiento del locutor y la parte visual al reconocimiento de
rostro. En el caso del reconocimiento de locutor se hace uso de los Coeficientes
Cepstrales a escala de frecuencia Mel (MFCC) para la etapa de la extracción de
características, en esta misma etapa se hizo uso de la técnica de Normalización de
Media Cepstral (CMN) para mejorar el porcentaje de reconocimiento del hablante,
así mismo, se utilizó la técnica de las mezclas gaussianas (GMM) para la etapa de la
clasificación, la cual entrena un modelo que permite la identificación del hablante.
En el caso del reconocimiento de rostro se hace uso de los eigenface para la etapa
de extracción de características así mismo se utilizó la distancia euclidiana para el
reconocimiento.
Ambas biometrías son combinadas de forma lineal mediante la normalización z-score,
que permite asignar pesos distintos en un amplio rango de valores, siendo la del
rostro la de mayor rango con respecto a la de la voz, debido a su mayor robustez en
el proceso de la adquisición.
Los resultados obtenidos mediante la experimentación han demostrado que con el
sistema bimodal se obtiene un 95.63% de acierto en la identificación de personas.
Así mismo el porcentaje de acierto de la voz alcanzó un 90.35%, mayor al obtenido
al porcentaje de acierto del rostro, el cual fue de 89%.
Por consecuencia, los resultados demuestran que los sistemas bimodales son más
robustos que los sistemas unimodales al lograr un mejor desempeño en términos de
seguridad.
Palabras claves: Sistemas biométricos, Coeficientes Cepstrales a escala de frecuencia
Mel (MFCC), Modelo de Mezclas Gaussianas (GMM), eigenface, distancia
euclidiana, normalización z-score.
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1. Introducción
1.1. Motivación y contexto
El ser humano posee la capacidad de reconocer objetos, a través de imágenes y
sonidos a pesar de que estos sufran algunas alteraciones, distorsiones o por la
presencia de cierta cantidad de ruido. Pero hay que considerar que desarrollar
sistemas automáticos de reconocimiento es generalmente complejo y con muchas
limitaciones a considerar al momento de implementación debido a problemas reales
que aparecen al momento del desarrollo del mismo [Carrasco et al., 2006].
En la actualidad, muchas de las labores de identificación de personas se
basan en portar documentos que acrediten que una persona es la que dice
ser, por ejemplo las tarjetas de acceso, documentos de identidad, pasaportes,
contraseñas, claves, etc., incluso dicha información puede ser olvidada o robada
[Eslava Ríos et al., 2013], ocasionando problemas que podrían ser solucionados si
los sistemas de reconocimiento se basen en características inherentes al ser humano.
Dicha tarea, es abordada por los sistemas biométricos, los cuales al basarse en rasgos
propios de la persona suponen una ventaja frente a los sistemas tradicionales.
La biometría se deriva de la palabra “bios” que significa vida “metron” que significa
medida. Es la ciencia que estudia el reconocimiento del ser humano a partir de un
conjunto de rasgos físicos o conductuales. Los rasgos físicos son aquellos que son
inherentes en el ser humano por ejemplo la huella dactilar, geometría de la mano,
retina, iris. Por otro lado los rasgos conductuales son aquellos rasgos que varían con
el tiempo por ejemplo la voz, firma, forma de andar [López Pérez et al., 2012].
Los sistemas biométricos abordan dos tareas principales, pero están estrechamente
relacionadas con la verificación e identificación. La verificación consiste en
determinar si las características biométricas corresponden a quien dice ser.
Por otro, lado la identificación consiste en reconocer a que persona le
corresponde dicha biometría, por ejemplo reconocer a una persona por la voz
[Ejarque Monserrate, 2011].
El reconocimiento biométrico debe estar basado en rasgos que caractericen
unívocamente a un individuo, para ellos, los rasgos biométricos deben cumplir las
siguientes propiedades: universal, unicidad, permanente, cuantificable, rendimiento,
aceptación, seguridad [Echeverría and Elísabe, 2010]. Dichos sistemas comparan las
características del individuo con las características almacenadas en una base de
datos, mediante una métrica que indican la semejanza entre uno u otro individuo. El
9
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rendimiento de un sistema biométrico depende principalmente del tipo de aplicación
por lo tanto, muchas aplicaciones están diseñadas para un contexto en particular
ya que no existen pruebas biométricas con un rendimiento óptimo para todos los
contextos [Prabhakar et al., 2003].
Una de las biometrías más conocidas es la huella digital que cumple con las
propiedades anteriormente mencionadas además de ser muy utilizadas en los
ordenadores e incluso celulares inteligentes. Siendo su objetivo principal, reconocer al
individuo por la huella digital que introdujo. Otros tipos de biometrías muy usadas e
importantes son la voz y el rostro que por ser de amplio uso en diferentes aplicaciones
también son importantes, por ejemplo en redes sociales las fotografías de los rostros
son muy comunes además de los mensajes de voz.
El reconocimiento de voz se divide dos áreas importantes: reconocimiento del
habla que consiste en extraer el contenido lingüístico de la voz, por otra
parte reconocimiento de locutor que consiste en identificar al individuo por sus
características de voz [Espinoza Cuadros, 2012].
El reconocimiento facial también se divide en dos áreas importantes: la detección o
localización de uno o más rostros de los individuos presente en la imagen, por otra
parte el reconocimiento de rostro consiste en comparar una cara de un individuo con
todas las caras almacenadas previamente en una base de datos. La voz y el rostro
son rasgos que varían con el tiempo, condiciones de salud, uso de accesorios esto hace
que realizar el reconocimiento de forma independiente sea más susceptible a dichos
cambios, pero también es importante notar que son sistemas de fácil adquisición y
uso masivo [Eslava Ríos et al., 2013].
Hace algunos años, los sistemas de identificación no sólo consideran una
característica biométrica para reconocer a una persona sino usan la combinación de
diferentes características biométricas, dichos sistemas son los sistemas bimodales y
multimodales. En la actualidad los sistemas de reconocimiento bimodal y multimodal
son una línea activa de investigación y se desarrollan con el fin de eliminar las
limitaciones que se presentan en sistema unimodal (sistemas individuales), siendo
más robustos, seguros que los sistemas que sólo consideran una sola característica
[Aguilar and García, 2006].
En la actualidad muchas empresas, gobiernos, países utilizan los sistemas biométricos
unimodales que logran altas tasas de rendimiento, sin embargo, sería preferible usar
dos o más biometrías. Estas mejorarían el rendimiento de los sistemas y por ende la
seguridad.
1.2. Planeamiento del problema
Los sistemas de seguridad de información o de bienes económicos del ser humano
son de vital importancia hoy en día, pero en la actualidad no se cuenta con sistemas
totalmente seguros ante posibles ataques. Por el contrario muchos de ellos son
10
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vulnerables, por ejemplo las tarjetas de crédito requieren de una contraseña que
puede ser olvidada por la persona o puede ser hurtada dado que no son inherentes
al portador. Una solución a este problema son los sistemas de reconocimiento
biométrico, sin embargo a medida que se han ido implementando dichos sistemas,
también han presentado limitaciones debido a que se realizan identificaciones con
características individuales (unimodales), por lo tanto al usar más características
biométricas estas serían más seguras y robustas, como lo son los sistemas biométricos
bimodales.
Los sistemas biométricos bimodales recién están en pleno desarrollo, a pesar de los
beneficios que ofrecen dichos sistemas. El ser humano de manera natural utiliza la
voz o el rostro de las personas para reconocerlas. Existen varios trabajos acerca del
reconocimiento de locutor y rostro de forma independiente, sin embargo utilizar de
forma combinada ambas biométricas para el reconocimiento serían más seguras, pero
aún son líneas activas de investigación lo que implica que aún son perfectibles.
El problema entonces que se quiere resolver en esta tesis, es mejorar el rendimiento de
los sistemas de identificación unimodal, combinando dos biometrías estas son: la voz
y el rostro, ya que al ser fusionados estas deberían presentar un mejor desempeño
y dar una mayor seguridad en aplicaciones prácticas, siendo así más confiables y
robustos en aplicaciones reales.
1.3. Objetivos
1.3.1. Objetivo general
Identificar a las personas a partir de un sistema biométrico bimodal audio-visual.
1.3.2. Objetivos específicos
1. Implementar un módulo de reconocimiento de rostro, usando el método de
extracción de características basado en Auto caras (Eigenface).
2. Implementar un módulo de reconocimiento de locutor, usando el método de
extracción de características basado en MFCC.
3. Implementar un módulo de reconocimiento multimodal (fusión audio-visual).
1.4. Organización de la tesis
Este documento está organizado de la siguiente manera:
En el Capítulo 1, se realiza una introducción sobre la biometría y el reconocimiento
de sistemas biométricos. La motivación se desarrolló en base al problema específico
que se desea resolver, también se define el objetivo principal y los secundarios.
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En el Capítulo 2, se expone las principales propiedades, aplicaciones y evaluaciones
de un sistema biométrico, seguidamente se detalla los sistemas de reconocimiento
biométrico y los sistemas de reconocimiento multibiométricos, en este capítulo se
describen las etapas que intervienen en un sistema de reconocimiento biométrico,
también se describe el proceso de un sistema biométrico unimodal, bimodal y
multimodal.
En el Capítulo 3, se discuten algunos temas relacionados a la literatura haciendo
una breve descripción de cada uno de ellos resaltando los aportes de cada trabajo.
En el Capítulo 4, se desarrolla la propuesta para un sistema biométrico bimodal,
donde se detalla los procesos que han realizado para obtener un sistema de
reconocimiento audio-visual de una persona.
En el Capitulo5, se muestran los experimentos y resultados, haciendo una breve
descripción de cada uno de los procesos efectuados.
En el Capítulo 6, se exponen las conclusiones a las que se llegó, las cuales se
desprenden de la propuesta del Capítulo 4, además se propone trabajos futuros
que se deriven de los problemas suscitados.
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2. Reconocimiento de Sistemas
biométricos
La biometría es la ciencia que estudia los rasgos o características del ser humano
como la huella digital, iris, rostro, voz, firma. Hoy en día vemos que está creciendo
la manipulación de dichos sistemas biométricos automáticos y cada vez buscan
más mejorar dichos sistemas, fueron creados a base de conceptos inventados años
atrás, sus primeros inicios se basaron en el reconocimiento del rostro, un ejemplo
curioso es que en las épocas antiguas se identificaba a las personas como familia
sí poseía características similares, de lo contrario no era considerado familia. Otro
ejemplo ocurre con los comerciantes chinos y egipcios, ellos estampaban sus huellas
dactilares de sus mercancía, asimismo los progenitores chinos utilizaron las huellas
de los dedos y manos para distinguir a su descendencia. Pero la biometría no alcanzó
gran aceptación como medio de seguridad para castigar o sancionar personas que
hubieran cometido actos delictivos hasta el año 1883 cuando Alphone Bertillon
desarrollo sistemas para identificación de sospechosos y criminales en base a la
memoria fotográfica, lo que convirtió a los sistemas biométricos como área de
estudio de todos los rasgos o características que le pertenecen al ser humano
[Echeverría and Elísabe, 2010].
El reconocimiento biométrico se basa en la comparación de características de un
individuo con un modelo ya antes obtenidos y guardado en una base de datos del
mismo individuo, y sí el sistema encuentra la identidad del individuo, entonces dichos
sistema es capaz de reconocer a un individuo por medio de sus características.
Los sistemas de reconocimiento biométrico involucran dos etapas muy importantes:
Etapa de entrenamiento: Es la etapa donde se adquiere información del individuo a
través de un sensor biométrico y se almacena la información en una base de datos
etiquetada con una identidad para facilitar el reconocimiento.
Etapa de Prueba: Es la etapa donde se requiere nuevamente la información de
individuo y el sistema lo utiliza para identificar quien es la persona o para verificar
la identidad reclamada.
2.1. Modalidades biométricas
Se define modalidad biométrica a cualquier característica humana ya sea física o
conductual que permita distinguir a un ser humano. En la Figura 2.1 se muestra la
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clasificación de la biometría.
Biometrías fisiológicas: Son aquellas relacionadas con las características
físicas de los individuos, como por ejemplo: características faciales, huella
dactilar, geometría de la mano, retina.
Biometrías conductuales: Son aquellas relacionadas con el comportamiento
o forma del individuo como por ejemplo: la voz, firma, forma de caminar.

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Figura 2.1.: Clasificación de la biometría.
Cualquier característica humana puede ser considerada como un rasgo biométrico
siempre que satisfaga las siguientes propiedades [Aguilar and García, 2006]:
Universal: Todo persona debe poseer dicha característica o rasgo.
Unicidad: Dicho rasgo debe ser lo suficientemente diferente, es decir tener la
capacidad de ser único.
Permanente: Dicho rasgos debe permanecer invariables a lo largo del tiempo.
Cuantificación: Se refiere a la habilidad de medir dicho rasgo
cuantitativamente.
Rendimiento: Se refiere a la eficiencia, precisión, velocidad, robustez basadas
en dicho rasgo.
Aceptación: Indica el grado en que la gente está dispuesta a usar dicho rasgo
y en qué términos.
Seguridad: Se refiere a dificultad de burlar un sistema basado en dicho rasgo
con métodos fraudulentos [Aguilar and García, 2006].
Si se analiza los diferentes rasgos biométricos como físicas y conductuales,
podremos concluir que no existe ningún rasgo biométrico individual que cumpla
con todas las propiedades mencionadas. Algunos rasgos, como por ejemplo el iris,
cumple fuertemente con la propiedad de unicidad; sin embargo, la propiedad de
cuantificación es difícilmente medible debido a los dispositivos y la dificultad de la
manipulación, mientras que otros rasgos se adquieren con mayor facilidad pero no
cumple con la propiedad de unicidad (por ejemplo la voz) [Betancourt, 2015].
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2.2. Aplicaciones de la biometría
La biometría es utilizada en distintos ámbitos y con diferentes fines. La utilización
de tecnologías de reconocimiento biométrico para la verificación o identificación
de individuo está aumentando en diversas áreas y aplicaciones relacionadas como
control de acceso, justicia y orden público, tiempo de trabajo y control de asistencia.
Algunas de las principales aplicaciones de los sistemas biométricos, se detallan a
continuación:
1. Control de acceso físico: El control de acceso físico, permite acceder a áreas
restringidas mediante la utilización de características biométricas. Este tipo
de control de acceso se utiliza en empresas, industrias, hospitales, control de
fronteras, cerraduras biométricas, debido a sus niveles de seguridad y eficiencia.
2. Control de acceso lógico: El control de acceso lógico, permite delimitar
el acceso a ficheros de datos o programas, de manera que solos los usuarios
permitidos puedan acceder a ello, son utilizadas para empresas privadas,
públicas, servicios militares y gubernamentales.
3. Justicia y orden público: Las aplicaciones basadas en sistemas biométricos
incluyen la administración e ingreso en prisiones, la identificación en escenas
del crimen y otras aplicaciones forenses.
4. Tiempo de trabajo y control de asistencia: Dependiendo del tipo
de aplicación biométrica, puede utilizarse para identificar lugares donde se
encuentran los individuos o grupo de individuos, de manera que se puede
controlar el tiempo de trabajo y el lugar donde se encuentren los individuos.
Estas aplicaciones serían muy beneficiosas al aplicarse a empresas vinculadas
con el estado.
2.3. Ventajas y desventajas de un sistema biométrico
2.3.1. Ventajas
La biometría permite el reconocimiento de la persona, dentro de algunos años las
tarjetas identificativas, el Documento Nacional de Identidad (DNI), los pasaportes
tendrán que desaparecer, ya que la identificación será intrínseca de cada persona
por sus rasgos físicos o conductuales y serán su mejor pasaporte, evitando robos,
falsificaciones o posibles pérdidas de documentos.
Los sistemas biométricos mejoran la eficacia en las investigaciones policiales, a través
de los rasgos físicos que son comparados con los presuntos sospechosos.
La utilización de sistemas biométricos en dispositivos electrónicos como ordenadores
portátiles, celulares inteligente, es cada vez más común. Ya que cada vez son más
comunes los ordenadores portátiles que incluyen un sistema biométrico. Aún más,
15
Capítulo 2 Reconocimiento de Sistemas biométricos
están siendo integrados en sistemas domóticas y en dispositivos orientados a personas
con alguna discapacidad.
2.3.2. Desventajas
El desarrollo e implementación de un sistema biométrico seguro, depende de la
colaboración de los individuos, puede existir desconfianza por parte de las personas,
por lo tanto la extracción de características puede ser errada, otra desventaja es el
entorno donde ser realiza la extracción de característica llegando a no ser óptima,
por lo tanto los resultados obtenidos serán errados.
El cambio de los rasgos biométricos hace que a lo largo del tiempo, los sistemas
biométricos sean más susceptibles a dichos cambios y cometan errores en la
identificación del individuo.
2.4. Modos de operación
Dependiendo de la aplicación que se requiera, un sistema de reconocimiento
biométrico puede operar en dos modos: Modo de verificación e identificación.
2.4.1. Modo de verificación
En el modo de verificación se determina si las características biométricas
corresponden con quien dice ser el individuo. Es una comparación uno contra uno y
la salida será una decisión binaria (aceptada/rechazada) basada en la comparación
del grado de similitud. Si la similitud es suficiente se considera que es quien dice
ser por lo tanto es aceptado de lo contrario es rechazado y considerado un impostor
[Ejarque Monserrate, 2011].
2.4.2. Modo de identificación
El modo de identificación consiste en reconocer a que persona corresponde una serie
de características biométricas. Es una comparación uno contra muchos y la salida
será una lista ordenada de candidatos. La similitud que obtenga mayor valor será la
identidad reclamada [Ejarque Monserrate, 2011]. Existen dos tipos de identificación,
estas son: la del grupo cerrado y del grupo abierto, la del grupo cerrado ocurre cuando
la persona a identificar se encuentra dentro de la base de datos caso contrario a la de
grupo abierto donde se desconoce o no se sabe con certeza si se encuentran dentro
de la base de datos. En la Figura 2.2 se esquematiza como se realiza la identificación
de un locutor, quien se considera que obtiene la máxima semejanza es la persona
que reclama la identidad.
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Figura 2.2.: Esquema de una identificación de locutor.
2.5. Evaluación del rendimiento a partir de la matriz de
confusión
Matriz de confusión o también llamada la matriz de contingencia, permite evaluar
el grado de confusión de diferentes clases analizadas: como la clase real y la clase
predicha por el clasificador. El rendimiento del sistema es comúnmente evaluado
utilizando los datos de dicha matriz.
Dicha matriz es una herramienta que permite la visualización que se emplea en el
aprendizaje supervisado, la diagonal principal indica que el clasificador a identificado
correctamente a cada clase, por otra parte los elementos ubicados fuera de la diagonal
representa el error cometido por cada clase. Cada columna de la matriz representa
el número de predicciones de cada clase, mientras que cada fila representa a las
instancias de la clase real.
Una matriz de confusión es de tamaño nxn donden es el número de clases. La Tabla
2.1 muestra la matriz de confusión para n=2.
De la Tabla 2.1 se extraen las siguientes medidas:
1.- Exactitud: Es la proporción del número total de predicciones que son correctas
[Santamaría Ruíz and Leon Guzman, 2010].
Exactitud = a+ d
a+ b+ c+ d (2.1)
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Tabla 2.1.: La matriz de confusión de tamaño n=2.
2.- Precisión: Es la predicción de casos positivos que fueron clasificados
correctamente.
Precisio´n = a
a+ b (2.2)
3.- Sensibilidad: Es la proporción de verdaderos positivos que fueron identificados
correctamente.
Sensibilidad = a
a+ c (2.3)
2.6. Limitaciones de los sistemas biométricos
Mientras los sistemas biométricos presentan varias ventajas sobre los sistemas
tradicionales basados en contraseñas. Los sistemas biométricos poseen limitaciones
1. Ruido en la adquisición de datos: Los datos adquiridos con ruido podrían
no ser reconocidos con sus modelos correspondientes en la base de datos, por
lo tanto habría una falso rechazo. Por ejemplo la huella dactilar con cicatrices
o la voz de un individuo con enfermedades como la tos, resfriado, etc.
2. Variaciones intra-clase: Se dan a partir de una mala manipulación del
sensor, también debido a la variación biométrica de una persona con el tiempo,
con la modalidad biométrica física este problema se soluciona guardando varios
modelos de cada usuario cada cierto tiempo, caso contrario ocurre con la
biometría conductual que cambian debido a que se encuentran ligada al estado
psicológico de la persona como feliz, contento, triste, etc. por ejemplo el cambio
de imagen de una persona en la adquisición de datos.
3. Similitudes Inter-clase: En un sistema de identificación que está formado
de varias personas registradas en una base de datos la similitud entre cada uno
de ellos se considera una desventaja, porque el sistema puede confundir a otra
persona en vez de la otra persona que desea ser identificada. Por ejemplo las
personas que tienen las voces parecidas o similares.
4. No universalidad: El sistema no es capaz de reconocer un rasgo biométrico
sino ha sido adquirida en la etapa de adquisición de la señal biométrica. Por
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ejemplo la huella dactilar de una persona que por ciertos motivos de la vida
se le fue amputada, quemada, etc
5. Inter-Operabilidad: La calidad e idoneidad de los datos adquiridos
para procesar, depende del individuo más que del sensor. Sin embargo
utilizar o elegir un buen sensor dependerá del desempeño del sistema
[Smith Albornoz, 2015].
2.7. Reconocimiento de locutor
El reconocimiento de locutor permite reconocer a un individuo a través de las
características de la señal de la voz. Este es el método habitual para reconocer
a un locutor de otros locutores a través de sus rasgos de voz, el reconocimiento de
locutor compara las características extraídas de un locutor con los modelos obtenidos
a partir de datos obtenidos en una base de datos del mismo locutor.
Los sistemas de reconocimiento de locutor operan en uno de los siguientes dos
modos: reconocimiento de locutor dependiente del texto o reconocimiento de locutor
independiente del texto, el primero consiste en conocer léxico de la frase para
las etapas de entrenamiento y prueba caso contrario el segundo reconocimiento se
desconoce el léxico de la frase las que son distintas para la etapa de entrenamiento
y prueba.
El reconocimiento de locutor no se puede considerar como una característica
universal, debido a que no todos las poseen, por ejemplo los bebes, niños pequeños
no tiene la facilidad de hablar y las personas mayores que presenta problema con el
aparato fonador. No se puede considerar única debido a que existen muchas personas
con características vocales similares o idénticas por ejemplos las personas que imitan
una voz [Ejarque Monserrate, 2011].
La voz sufre cambios con el tiempo por lo tanto no es de característica de
permanencia, por ejemplo en el transcurso de niño a adulto, otro ejemplo sería
las enfermedades que afectan el aparato fonador como resfriados, ronqueras. La voz
de reconocimiento de locutor se puede considerar cuantificable dado que se obtiene
a partir de transformaciones de la medición de la onda de presión generada por el
habla. Los sistemas de reconocimiento de locutor solo adquieren información de voz,
que es capturada con un micrófono como sensor por lo tanto tiene aceptabilidad por
parte del locutor [Ejarque Monserrate, 2011].
Los sistemas de reconocimiento de locutor sufren varios problemas de seguridad
debido a que la adquisición de la información de voz es sencilla, su manipulación
es fácil de utilizar que consiste en grabar una voz, la cual puede ser manipulada
para actos fraudulentos. Los factores que pueden provocar bajos rendimientos de los
sistemas de reconocimiento de locutor son: el ruido ambiental y las distorsiones que
presenta el micrófono en la captura de la señal de voz [Ejarque Monserrate, 2011].
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2.8. Reconocimiento de rostro
El reconocimiento mediante el rostro consiste en reconocer a este dentro de varios
rostros, ya que el rostro es un rasgo muy discriminativo por el cual se puede
diferenciar a las personas a simple vista.
Según las propiedades biométricas se puede considerar universal debido a que todos
los individuos poseen un rostro para identificar.
Otra de las propiedades que se puede considerar es la unicidad porque todos
contamos con un rostro diferente y único excepto en el caso personas gemelas, que
solo gente cercana puede identificarla como familiares, amigos.
El reconocimiento de rostro se ve afectado muchas veces por la propiedad de
permanencia debido a la variación del tiempo como el cual el individuo posee un estilo
de vida diferente en cada etapa de su vida, utilizando nuevos accesorios, cambios de
peinado, apariencia.
En cuanto a la propiedad de la cuantificación se puede considerar medible ya que
solo requiere de una cámara fotográfica o la grabación de un video para obtener
información de dicho rasgo.
Con respecto al rendimiento se considera fiable y fácil de manipular debido a que solo
se requiere una cámara fotográfica o videocámara. Los individuos siente aceptación
con este rasgo biométrico debido a que su manipulación es fácil y captura de
información es rápida por lo tanto se convierte en una desventaja a que se pueda
manipular fácilmente esta biometría.
Este rasgo debido a su manipulación no se considera de seguridad por la fácil
aceptación de los individuos por lo tanto hace que sea más sensible a ataques
malintencionados.
El rendimiento del reconocimiento de rostro se ve influencia por la intensidad de luz,
las rotaciones de los individuos, la calidad de la cámara o videocámara, el uso de
accesorios en el reconocimiento [Ejarque Monserrate, 2011].
2.9. Proceso de reconocimiento del sistema biométrico
El proceso de reconocimiento del sistema biométrico comprende desde la captación
biométrica hasta la decisión final. Sus principales componentes son la adquisición
de la señal biométrica, la extracción de parámetros o características, la clasificación
de dichos parámetros y la evaluación de los resultados obtenidos [Bolle et al., 2013],
como se muestra en la Figura 2.3, 2.4 los sistemas de reconocimiento de locutor y
rostro respectivamente.
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Figura 2.3.: Diagrama de bloques de un sistema de reconocimiento de locutor.
Figura 2.4.: Diagrama de bloques del sistema de reconocimiento de rostro.
2.9.1. Adquisición de la señal biométrica
En el proceso de adquisición de la señal biométrica se requiere de un sensor que
tiene como objetivo principal convertir las propiedades físicas en señales para ser
procesadas por los sistemas de reconocimiento [Ejarque Monserrate, 2011].
1. Adquisición de la señal de la voz
La señal de voz es compuesta por los sonidos generados en el aparato fonador
que permiten producir la voz humana la conforman los pulmones, la laringe
que contiene las cuerdas vocales, la faringe y las cavidades oral y nasal. La
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adquisición de la señal de voz es a través de un micrófono que transforma las
ondas de presión acústica en señales eléctricas.
2. Adquisición de la señal del rostro
En el reconocimiento de rostro se debe captar la luz que se refleja en el
rostro del individuo a reconocer, para la adquisición del rostro es a través
de una cámara o videocámara. En la actualidad estos dispositivos convierten
la luz recibida en señales eléctricas que son almacenadas de forma digital. Las
imágenes quedan divididas en pixeles y para cada pixel se almacena un valor
de intensidad de iluminación [Ejarque Monserrate, 2011]
2.9.2. Extracción de características de la voz
La señal de la voz es un señal que varía con el tiempo, cuando se divide la señal en
pequeños tramos de entre 5 y 100 milisegundos sus características son estacionarias
sin embargo en largos periodos de tiempo de 0.2 segundos a más, las características
de la señal no son estacionarias. El método de extracción de características utilizado
en señales de voz son los coeficientes cepstrales a escala de frecuencia Mel (MFCC).
Los MFCC fueron introducidos por Davis y Mermelstein originalmente para el
reconocimiento del voz, habla y después adaptados para el reconocimiento de
locutor [Davis and Mermelstein, 1980]. Los MFCC pueden ser considerados como
una aproximación al sistema auditivo humano, la percepción auditivo humano
funciona como un banco de filtros a frecuencia Mel en las que el módulo de la
amplitud decae exponencialmente y las frecuencias centrales de cada uno de los
filtros están espaciadas y de forma creciente y logarítmicamente. Los MFCC intentan
emular este comportamiento mediante un banco de filtros que usa la escala Mel para
la determinación de las frecuencias centrales de cada filtro. La energía que pasa por
cada filtro corresponde a cada MFCC de la señal [Castaño et al., 2007]. Los MFCC
son una representación definida como los cepstrum reales de una señal enventanada
a corto tiempo obtenida mediante la transformada rápida de Fourier (FFT). La
diferencia de los MFCC con los cepstrum reales es que se usa una escala no lineal
de frecuencia, la cual es responsable de aproximar el comportamiento del sistema
auditivo [Castaño et al., 2007].
El proceso de extracción de coeficientes consiste en una serie de etapas que a
continuación se describirán.
1.- La señal de la voz continua es dividida en pequeños segmentos de corto tiempo
llamadas tramas, la primera trama consta de las primeras O1 muestras, la segunda
trama comienza en la mitad de la primera trama y así sucesivamente, este proceso
continua hasta que toda la grabación de audio termine, las tramas son de duración
de 20-30 milisegundos, y se solapan alrededor de 50% (10-15ms) de longitud con el
objetivo de no perder información de transición existente entre ellas. El proceso se
muestra en la Figura 2.5.
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Figura 2.5.: División de la señal de audio en pequeñas tramas, para la extracción
de características [Espinoza Cuadros, 2012].
2.- Los efectos de discontinuidades son eliminadas en el dominio del tiempo,
usando la ventana Hamming, el propósito de la ventana es remover o suavizar las
discontinuidades que existen entre el principio y final de muestras. A continuación se
procede a la etapa del enventanado que resulta ser la multiplicación de la trama con
la ventana Hamming (Figura 2.6). Luego del enventanado se puede aplicar un filtro
Figura 2.6.: Proceso del enventanado de una señal con la ventana de tipo Hamming
según[Espinoza Cuadros, 2012].
de pre-énfasis para resaltar las altas frecuencias del espectro, la función del filtro
de pre-énfasis es compensar la caída de -6dB que experimenta la señal al pasar por
el tracto vocal que comprende los labios, dientes, paladar, lengua, se usa un filtro
digital de primer orden cuya función de transferencia H(z) es:
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H(z) = 1− αz−1 (2.4)
Posteriormente se procede a calcular la Transformada Rápida de Fourier
(FTT). Este es un algoritmo rápido de implementar, guarda la amplitud del
espectro, la información de dicha envolventes es recogida mediante un banco
de filtros perceptuales en escala Mel. La escala de frecuencia Mel simula
el comportamiento del oído humano mediante la siguiente transformación de
frecuencias [Espinoza Cuadros, 2012]:
Mel(f) = 2595.log10(1 +
f
700) (2.5)
Cada filtro triangular se aplica individualmente, multiplicando el valor de cada
posición por su correspondiente transformada, luego estos valores se suman
obteniendo la salida de los filtros. Se aplica el logaritmo natural y luego la
transformada discreta del coseno (DCT) con el objetivo de comprimir la información
en pocos coeficientes y decorrelar los coeficientes resultantes. De las salidas de
los filtros, denotadas mediante Y (m), m = 1, . . . . . .M , los coeficientes MFCC se
obtienen a partir de la siguiente transformación [Espinoza Cuadros, 2012]:
Cn =
∑[
lnY (m)cos
[
pi.n
M
(M − 12)
]]
(2.6)
Donde n es índice del coeficiente cepstral. El vector de extracción de características
está formado por 12 a 20 coeficientes Cn. Una de las ventajas de los coeficientes
MFCC reside en su naturaleza ortogonal, debido a la DCT aplicada en el proceso, por
lo tanto permite trabajar con matrices de covarianza que los sistemas basados en los
modelos de mezcla de gaussianas poseen (GMM)[Gómez Piris, 2014]. A continuación
se muestra el diagrama de bloques de los coeficientes MFCC en la Figura 2.7.
Figura 2.7.: Proceso de la obtención de los coeficientes MFCC.
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2.9.3. Extracción de las características del rostro
El análisis de componentes principales (PCA) fue inventado en 1901 por Karl
Pearson. PCA es un proceso de reducción de dimensionalidad de los datos y útil
cuando los valores obtenidos tienen redundancia, es decir se reduce las variables en
un menor número de variables que se denominan componentes principales que son
los más importantes y que explican la varianza de la variable observada.
El propósito del PCA es reducir la dimensión de un conjunto de datos. La reducción
de dimensionalidad implica pérdida de información, el espacio de menor dimensión
está determinado por los mejores componentes principales. Para ello se proyectan
los datos en un subespacio calculado mediante la etapa de entrenamiento previo con
imágenes de rostro. Durante el entrenamiento se obtiene una serie de autovectores
y autovalores que realizaran la transformación de las imágenes de entrada. La
aplicación de PCA en imágenes de rostro se denomina eigenface que es un método
adecuado y eficiente para ser utilizado en reconocimiento de rostro debido a su
simplicidad, velocidad y capacidad de aprendizaje.
Cada imagen es transformada en un subespacio, los eigenfaces son un conjunto de
vectores basado en el reconocimiento de apariencia de rostro los llamados métodos
holísticos que buscan extraer características de las imágenes. Cada imagen de
rostro puede representarse como una combinación lineal de los eigenfaces. La razón
principal de usar menos eigenfaces es la eficiencia computacional, el algoritmo de
eigenface se explica detalladamente en el Apéndice A y se muestra el diagrama de
bloques del sistema de reconocimiento de rostro en la Figura 2.4.
2.9.3.1. Ejemplo del uso del PCA
En la Tabla 2.2 se tienen 3 variables x, y, z y se desea obtener sus componentes
principales haciendo uso del método PCA. Los pasos a seguir son:
1.- Normalizar en media y varianza utilizando la ecuación (2.7)
x = x− µx
σx
(2.7)
Donde µx y σx es la media y la desviación estándar de x.
2.- Calcular la matriz de covarianza L, dado por:
L = 1
M
ATA (2.8)
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Original Datos Transf.Datos Matriz auto vectores
Variables x y z
2.5 9.4 6.5
0.2 5.6 4.2
6 3.2 0.3
4.2 3.9 6.1
2.3 5 5.2
11 7 0.56
2.6 0.3 0.9
3.4 0.02 1.81
3.3 6.5 2.13
8 2 4.2
X Y Z
-1.85 5.11 3.31
-4.15 1.31 1.01
1.65 -1.09 -2.89
-0.15 -0.39 2.91
-2.05 0.71 2.01
6.65 2.7 -2.63
-1.75 -3.99 -2.29
-0.95 -4.27 -1.38
-1.05 2.21 -1.06
3.65 -2.29 1.01
-0.583 0.727
-0.803 -0.453
-0.118 -0.515
Promedio 4.35 4.29 3.19
Tabla 2.2.: Ejemplo del PCA utilizando 3 variables.
A =
10,023 0,033 −3,0010,033 9,033 2,770
−3,001 2,770 5,450
 (2.9)
3.- De la matriz de covarianza A, se obtienen los autovalores y autovectores
respectivamente, para ello se requiere encontrar la solución de la ecuación
característica |A − λI| = 0. Utilizando el programa de Matlab obtendremos
rápidamente los autovectores y autovalores ejecutando la siguiente línea:
[V,D] = eig(A) (2.10)
4.- La matriz V contiene los autovectores de la matriz de covarianza, del mismo
modo la matriz D nos devuelve los autovalores de la matriz de covarianza A.
V =
 0,3603 0,5839 0,7275−0,3864 −0,8032 −0,4533
0,8490 −0,1178 −0,5150
 (2.11)
D =
2,9158 0 00 9,4613 0
0 0 12,1270
 (2.12)
5.- Por lo tanto obtendremos los siguientes autovalores:
λ1 = 2,9158; λ2 = 9,4631; λ3 = 12,1270
6.- Se reordenan los autovalores y autovectores de mayor a menor. Donde los
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autovectores y autovalores de menor valor son eliminados reduciendo la dimensión
de dicha matriz a un valor ”k”. El valor de ”k” representa el número de autovectores
escogidos en este caso serán k=2. Esto quiere decir que reduciremos a una dimensión
3x2, que ya no será una matriz de 3x3.
7.- La matriz de covarianza A multiplicada por el número de autovectores escogidos
3x2. Por lo tanto la matriz final MF =[10 x k]
MF =

−3,4128 −5,366
1,2532 −4,1322
0,2541 3,1837
0,06 −1,4301
0,3915 −2,8475
−5,7481 4,9648
4,498 1,7158
4,1487 1,9561
−1,0359 −1,2189
0,4086 3,1742

(2.13)
2.9.4. Reconocimiento usando Modelo de Mezclas Gaussianas (GMM)
El modelo de mezclas Gausssianas (GMM) propuesto por Reynols y Rose para
el reconocimiento de voz y reconocimiento de locutor. Un modelo de mezclas
gaussianas utiliza una función de densidad de probabilidad representada como
una suma ponderada de las densidades gaussianas de M componentes, de forma
que la paramétrización de la señal de voz de un determinado locutor queda
adecuadamente modelada. Se estiman parámetros GMM de datos usando el
algoritmo iterativo de maximización de la expectativa (EM). La desventaja de este
clasificador que solo modela información acústica y a muy corto plazo, su ventaja
principal que utiliza matrices de covarianza lo cual permite trabajar con los MFCC
[Espinoza Cuadros, 2012].
Los GMM explotan las características espectrales de la voz para discriminar mejor
a los locutores, dicha técnica de clasificación es una suma ponderada de las M
funciones de densidad de probabilidad siendo los wi el peso de cada una de ellas,
cada gaussiana viene dada por N(x|µi,∑i):
p(x) =
M∑
i=1
wiN(x|µi,∑i) (2.14)
donde los coeficientes de la mezcla o pesos ∑Mi=1wi = 1 y 0 ≤ wi ≤ 1para todo
i=1, ....M .
donde cada gaussiana viene dada por:
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N(x|µi,∑i) = 1(2pi)−D/2 ‖∑i‖−1/2 exp
{
−12(x− µi)
T
−1∑
i(x− µi)
}
i = 1, ....M
(2.15)
donde los vectores de medias y matriz de covarianza son representadosµi ,
∑
i,
De esta manera cada locutor estará representado por un modelo de mezclas de
gaussianas que se denotara λ={wi,
∑
i,ui}.
Como ya se mencionó anteriormente, los parámetros λ={wi,
∑
i,ui}son obtenidos
mediante el algoritmo EM.
El algoritmo EM va cambiando iterativamente los parámetros del GMM así, el
algoritmo comienza con un modelo inicial λ(0) a partir de los cuales se estima un
nuevo modelo λ(1) y este suceso se repite iterativamente hasta alcanzar algún criterio
de convergencia, como se observa en la ecuación 2.16
p(X|λ(1)) > p(X|λ(0) (2.16)
Los parámetros del nuevo modelo serán:
wi =
1
T
∑
Pr(i|xt, λ) (2.17)
ui =
∑
Pr(i|xt, λ)xt∑
Pr(i|xt, λ) (2.18)
∑
i =
∑
Pr(i|xt, λ)x2t∑
Pr(i|xt, λ) − u
2
i (2.19)
2.9.5. Mínima distancia euclidiana
Un elemento importante en la etapa de reconocimiento es la norma para comparar la
proyección de rostro a reconocer con la base de datos. Para efectuar la clasificación
de rostro, se debe utilizar una métrica o norma. Se usará la distancia euclidiana para
el reconocimiento, la cual corresponde a la norma L2, definida en la ecuación (2.20)
L2(k, j) = ‖Ωj − Ωk‖2 (2.20)
Donde Ωk: Es un vector que describe la j-ésima imagen que pertenece al conjunto
de entrenamiento y Ωj describe el rostro a identificar.
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2.10. Sistemas multibiométricos
Los sistemas biométricos que emplean una única modalidad biométrica son conocidos
como sistemas uni-biométricos [Ross et al., 2008], revisando las propiedades de la
modalidad biométrica se afirma que no existe algún rasgo biométrico perfecto, por lo
tanto los nuevos sistemas biométricos han considerado el uso de dos o más biometrías,
conocidas como sistemas multibiométricos.
Los sistemas multibiométricos combinan diferentes rasgos biométricos, pero también
combinan diferentes fuentes de información, con el propósito de mejorar las
propiedades de la modalidad biométrica. Los sistemas multibiométricos se clasifican
en 6 tipos distintos [Ross et al., 2008] como se muestra en la Figura 2.8. A
continuación se dará una breve explicación de cada tipo de multibiometría.
Figura 2.8.: Tipos de clasificación de multibiometría.
2.11. Tipos de multibiometría
1. Multi-sensores: Un rasgo biométrico puede ser capturado por diferentes
tipos de sensores, cada uno recogiendo una característica diferente. Por ejemplo
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para el rasgo del rostro hay lectores que capturan la imagen en 2D y lectoras
más avanzadas que obtienen imágenes de 3D.
2. Multi-algoritmos: Se utiliza diferente algoritmos para la extracción
de características, cada uno de los algoritmos extrayendo características
diferentes, que permite mejorar el rendimiento del sistema. Por ejemplo en
la huella digital se pueden utilizar las características de minucias como las de
textura para obtener más características.
3. Multi-instancias: Se considera más de una instancia del rasgo biométrico
escogido. Por ejemplo en la captura del iris, se considera las instancias de los
dos ojos de una misma persona.
4. Multi-muestras: Se considera un único sensor que pueda utilizarse para
adquirir múltiples muestras del mismo rasgo biométrico, como el objetivo de
obtener una representación más completa de las características de la biometría
que se está analizando. Por ejemplo en el rostro, puede capturar la imagen
frontal, lateral del rostro.
5. Multi-modal: Los sistemas multimodales son aquellos que utilizan más de
una biometría. Por ejemplo huella, rostro y firma. Las ventajas de utilizar
un sistema multimodal, permite aumentar el número de personas registradas,
proporciona robustez en los sistemas y evitar el número de fraudes.
6. Híbridos: Los sistemas híbridos son una variación de las cinco características
mencionadas anteriormente.
Para este trabajo de grado se utilizó el tipo de multi-modal de la voz y el rostro. La
combinación de los sistemas multimodales se dan en todos los procesos involucrados
en un sistema unimodal como son: a nivel de sensor, nivel de características, nivel de
puntuación, nivel de clasificación y nivel de decisión. A continuación detallaremos
a cada uno de los niveles de fusión en especial el nivel de puntuación, debido a que
dicho nivel es utilizado en esta tesis.
2.12. Niveles de fusión en sistemas multimodales
1. Nivel de sensor: La fusión a nivel de sensor, la información obtenida por
diferentes sensores se unifica en un sola representación, como en los sistemas
de multi-muestra y multi-sensorial. Dicha fusión se realiza con el objetivo de
combatir el ruido y la baja calidad de la muestra. Por ejemplo en el caso del
rostro utilizando imágenes 3D a partir de diferentes ángulos (lateral y frontal).
2. Nivel de características: La fusión a nivel de características se combinan los
parámetros de extracción de características, como los sistemas multi-algoritmo.
Dicha fusión se procesa como si fuera una única fuente de entrenamiento y de
reconocimiento. Por ejemplo la huella digital es procesada por dos diferentes
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algoritmos, como la extracción de las minucias y la textura de la huella digital,
la fusión permite crear un modelo más completo que provienen de la unión
de ambos algoritmos. Sin embargo este tipo de fusión no se utiliza debido a
su complejidad [Jain et al., 2005] de ser una dimensión tan grande que sea
difícil de tratar, otra posible inconveniente es que las diferentes informaciones
paramétricas pueden ser incompatibles. Requiere de los métodos de reducción
de dimensionalidad.
3. Nivel de puntuación: La fusión a nivel de puntuación es ideal para los
sistemas multimodales, debido a la facilidad en el acceso y procesamiento
en comparación con los otros niveles de fusión como el nivel de sensor
y características. Dado que las puntuaciones obtenidas de las diferentes
modalidades son heterogéneas, se requiere de una normalización para
transformar las puntuaciones a un dominio común antes de combinarlas
o fusionarlas [Jain et al., 2005]. En la fusión a nivel de puntuaciones los
resultados independientes obtenidos por cada modalidad se combinan para
generar un nuevo puntaje que puede ser utilizado posteriormente para
verificación e identificación.
4. Nivel de decisión: La fusión de decisión utiliza en las decisiones de los
sistemas unimodales independientes para obtener una decisión final, se utilizan
para identificar a un usuario automático o para verificar la identidad. Los
métodos más usados en este nivel son: las reglas de “and” y “or”, la votación
por mayoría, la teoría de la evidencia Dempster Shafer [Betancourt, 2015].
5. Nivel de ranking: Cuando un sistema biométrico opera en el modo de
identificación, la salida del sistema puede verse como ranking de las identidades
inscritas. La salida indica el conjunto de posibles identidades ordenadas en
orden decreciente de confianza. El objetivo de los esquemas de fusión a nivel
de ranking es consolidar los rangos producidos por los sistemas unimodales.
El nivel de ranking proporciona más información sobre el proceso de toma
de decisiones, pero releva menos información que el nivel de puntuación.
Este método no requiere de la normalización por lo tanto es más fácil de
implementar en comparación con el nivel de puntuación [Ross et al., 2008].
A nivel de fusión de ranking cuenta con dos métodos para combinar las filas
asignadas por las diferentes modalidades. El primer método llamado el método
de borda y el método de regresión logística. A continuación se mostrará un
ejemplo de cómo se desarrolla este nivel de fusión de ranking. En la Tabla
2.3 muestra un ejemplo simple de la fusión a nivel de ranking, usando los dos
métodos de cuenta de borda y la regresión logística con fin de comparar cada
una de ellas. Para la persona “1 “sus puntuaciones de huella iris son 1 y 1
correspondientemente.
El método de borda consta de suma de la fila y la división entre el número
de modalidades por ejemplo la persona 3 para hallar su puntaje se requiere de
la suma ambas modalidades 4+3=7. A diferencia del método de regresión
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logística se asignan pesos como en este caso de 0.3 y 0.15 para la huella
dactilar e iris respectivamente. Los rangos iníciales o puntuaciones iníciales
son multiplicados por sus respectivos peso, y luego se realiza la suma de las
filas, creando una nueva fila la cual es dividida entre el número de modalidad
por ejemplo la puntuación de la persona 3 se calcula multiplicando por su peso
correspondiente (4)(0.3)+(3)(0.15)=0.82.
2.13. Fusión a nivel de puntuaciones
En la fusión a nivel de puntuaciones, cada sistema biométrico unimodal aporta una
medida de confianza que ha obtenido en comparación con cada modelo de manera
independiente por lo tanto la fusión a nivel de puntuaciones requiere de dos etapas:
la etapa de normalización y la etapa de fusión propiamente dicha. La etapa de
normalización consiste en transformar los resultados obtenidos de las diferentes
modalidades biométricas que se encuentre en un rango equivalente o comparable
[Ejarque Monserrate, 2011].
2.13.1. Normalización de puntuaciones
Las técnicas de normalización permiten el cambio de parámetro de ubicación para
transformarla a un mismo dominio común. El parámetro de ubicación determina
donde se localizara el origen y el final. Algunas de las técnicas más conocidas en
la normalización de puntuación min-max, z-score, que sería el equivalente a las
normalizaciones de media y varianza[Ejarque Monserrate, 2011].
1. La Normalización Min-Max (MM): Es una transformación lineal de las
puntuaciones biométricas en base a sus valores mínimos y máximos [0, 1],
la ecuación (2.21) muestra la normalización Min-Max (MM), donde xMM
representa la normalización biométrica, a representa la biometría original,
los valores de min(A) yma´x.(A) son los rangos de puntuación de los puntos
extremos [Ejarque Monserrate, 2011].
xMM =
a−min(A)
(max(A)−min(A)) (2.21)
2. Normalización z-score: La normalización z-score normaliza la media y la
desviación de las puntuaciones de una biometría, para que valgan cero y uno
respectivamente. Este método se utiliza cuando el máximo y el mínimo valor
son desconocidos. La ecuación (2.22) muestra la normalización z-score, donde
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xzs representa la normalización z-score, a representa la biometría original, µa
es la media y σa desviación estándar de las puntuaciones.
xzs =
a− µa
σa
(2.22)
2.13.2. Técnica de fusión de puntuación
Las técnica de fusión a nivel de puntuación pueden clasificarse en dos categorías
las primeras combinaciones aritméticas o lógicas de puntuaciones y la segunda
categoría en clasificadores entrenados, en esta tesis se hará uso de las combinaciones
aritméticas o lógicas debido a que son más fáciles de implementar, menos complejas
y eficientes. En esta tesis se hará uso de la suma ponderada según los trabajos
presentados en el estado del arte.
Suma ponderada: El resultado de la fusión de la suma ponderada es el resultado
de un nuevo conjunto de valores de las puntuaciones de entrada como son rostro
y voz, así el nuevo conjunto de valores contiene más cantidad de información en
comparación con los sistemas unimodales, dando más información para reconocer al
individuo, la ecuación (2.23) muestra la suma ponderada, donde m es el número
de comparaciones que se realiza, Xm son las puntuaciones normalizadas de los
individuos de la base de datos [Jain et al., 2005].
F= ∑Mm=1wmXm (2.23)
F :Representa el puntaje fusionado del sistema biométrico bimodal audio-visual
wm corresponde al peso correspondiente en el intervalo de [0,1] con la condición.
M∑
m=1
wm = 1 (2.24)
Donde se combinan la información de imagen y voz se emplea la fusión de suma
ponderada definida:
F = w1X1 + w2X2 (2.25)
X1 :Representa la puntuación normalizada del locutor, X2 : representa la puntuación
normalizada del rostro, cumpliendo con la ecuación (2.24) con respecto a sus pesos.
F = w1X1 + (1− w1)X2 (2.26)
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2.14. Ventajas del reconocimiento bimodal
Los sistemas de reconocimiento bimodal ofrecen varias ventajas en
comparación con los sistemas biométricos unimodales. En primer lugar porque
los resultados obtenidos con dos sistemas bimodales son mejores que un solo
sistema monomodal lo cual mejora la fiabilidad del sistema.
Otra ventaja es mejorar las propiedades de biometría como la universalidad,
donde todo el mundo debe poseer dicha característica, en varias biometrías la
universalidad no se cumplen, por ejemplo la voz varía dependiendo de la edad
o enfermedades y el rostro varía con el estilo de la persona.
Otra ventaja de los sistemas bimodales es aumentar la robustez del sistema.
Por ejemplo en el caso de la voz se ve afectada por distorsiones, ruido o por sus
propia variabilidad que resulta bajo y fusionado con otra biometría aumenta
sus resultados.
Otra ventaja difícil de falsificar dobles rasgos biométricos por ejemplo rostro
y la voz al mismo tiempo.
Otra ventaja es que en un sistema bimodal actúa como un sistema tolerante
a fallos al seguir operando incluso cuando la información se vuelva poco fiable
debido al mal funcionamiento de software o manipulación del usuario. Esto
ocurre en un gran número de sujetos, por ejemplo el control en fronteras.
Otra ventaja corresponde a la mejora en la precisión, mejorando las tasas de
falso rechazo con respecto a las tasas de falsa aceptación, por lo cual es sistema
es más seguro.
2.15. Consideraciones finales
En el presente capitulo se presentó una descripción amplia acerca de los sistemas
biométricos, propiedades, limitaciones, modos de operar, formas de evaluar y
el proceso de reconocimiento biométrico. Se expuso las principales ventajas y
desventajas de los sistemas biométricos, las diferentes maneras de aplicar los sistemas
biométricos.
También se presentó los sistemas multibiométricos, los tipos de multibiometría y los
niveles de fusión, las normalizaciones más utilizadas , las reglas de puntuaciones que
mostraron mejor eficiencia y superioridad y por último las ventajas que proporcionan
utilizar sistemas multimodales en comparación con los sistemas unimodales.
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3.1. Consideraciones iníciales
En este capítulo se resaltarán los aportes de la comunidad científica, para ello se
realizará la revisión del estado del arte o de la literatura en cuanto a los sistemas
biométricos multimodales (más de unas características o rasgos) que al basarse en
más de una biometría se tornan sistemas más eficaces, eficientes, robustos y seguros
[Ejarque Monserrate, 2011].
3.2. Sistemas multibiométricos
La identidad de la persona humana es esencial y difícil de lograr en todos los
sistemas automáticos, los sistemas tradicionales usan por ejemplo el número de
identificación personal (PIN), contraseñas y dispositivos claves como las tarjetas
inteligentes, pero no son suficientemente eficientes para lograr resolver el problema
de seguridad. La biometría mejora la capacidad de reconocimiento de individuos
que consiste en reconocer automáticamente a un individuo por sus características
físicas o conductuales. Dichos sistemas pueden ser clasificados en dos categorías:
unimodales y multimodales, los sistemas biométricos unimodales requiere de un
sólo rasgo biométrico mientras que los sistemas biométricos multimodales requieren
de dos o más rasgos biométricos. En la actualidad se están utilizando sistemas
biométricos unimodales reemplazando a los sistemas tradicionales que requieren de
una contraseña, pero dichos sistemas se enfrentan a menudo a varias limitaciones
como son: sensibilidad al ruido, variabilidad intra clase, similitud intra clase, calidad
de datos, no universalidad y otros factores.
Por lo tanto para solventar dichas carencias en los sistemas biométricos unimodales
se ha optado por los sistemas biométricos multimodales para disminuir las
limitaciones que presenta, otra alternativa a dicho problema sería utilizar los
sistemas multibiométricos que combinan varias fuentes de información biométrica
para mejorar el rendimiento de un determinado sistema [Sanz, 2009].
Los sistemas multibiométricos son clasificados en 6 categorías:
1.-Multi-sensor: Una sola biometría se adquiere haciendo uso de varios sensores. Por
ejemplo el uso de varias cámaras para crear un modelo 3D.
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2.- Multi-algoritmo: Un sólo rasgo biométrico se extrae con diferentes métodos de
extracción de características. Un ejemplo, la huella dactilar haciendo uso de patrones
de minucias como patrones de textura.
3.- Multi-instancias: Un sólo rasgo biométrico pero varias partes del esa biometría.
Ejemplo el uso de varios dedos en la huella dactilar.
4.- Multi-muestras: El rasgo biométrico es adquirido en varias posturas. Por ejemplo
el iris capturado en varias posiciones.
5.- Multi-modal: Se combinan varios rasgos biométricos se conocen como biometría
multimodal. Un ejemplo el iris y la huella dactilar.
6.- Híbridas: Son las combinaciones de las categorías mencionadas anteriormente
[Betancourt, 2015].
Según [Sanderson and Paliwal, 2008] los sistemas biométricos multimodales son
clasificados en dos categorías: la primera categoría llamada pre-clasificación que
involucra a los niveles de sensores y parámetros, la segunda categoría llamada
pos-clasificación que involucra a los niveles de puntuación, ranking y decisión. En la
Figura 3.1 se presenta un diagrama con la organización de los niveles de fusión, así
como algunos de los métodos más representativos en cada nivel: [Betancourt, 2015].
Figure 3.1.: Organización de los niveles de fusión, así como algunos métodos más
representativos [Betancourt, 2015].
La mayor parte de los trabajos presentados en fusión biométrica unimodal están
orientados a la fusión a nivel de puntuación debido a ciertos factores como
simplicidad y rapidez adecuada para aplicaciones reales. El nivel de fusión de
puntuación requiere de técnicas de normalización, dicha normalización es necesaria
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para transformar las puntuaciones en un mismo dominio antes de realizar la fusión
[Betancourt, 2015].
El nivel de fusión de puntuación se divide en dos categorías: supervisados y
no supervisados, los métodos supervisados son más complejos y requieren de
información de antemano, por ejemplo las máquinas de vectores de soporte los
árboles de decisión, análisis de discriminante lineal. Caso contrario los métodos
no supervisados son más eficientes y menos complejos según [Betancourt, 2015,
Jain et al., 2005, Lu and Jain, 2008].
3.2.1. Sistemas multimodales usando tres biometrías: huella dactilar,
geometría de la mano y rostro
En el trabajo realizado por [Ross and Jain, 2013] propuso combinar tres modalidades
biométricas: la huella dactilar, la geometría de la mano y el rostro usando la fusión
por puntuación. El sistema propuesto consta de dos escenarios. El escenario 1 está
formado por la huella dactilar y el rostro que requiere de 50 personas, cada persona
proporciona 5 imágenes de rostro y huella dactilar, por otro lado el escenario 2 está
formado por la geometría de la mano y el rostro, también requiere de 50 personas
que proporcionan información de 5 imágenes de geometría de la mano y el rostro
del escenario 1.
La forma más simple de combinación sería tomar los promedios de puntuaciones
de las tres modalidades. Se aplica el método de la suma ponderada en las tres
biometrías. Se realiza una comparación con otros métodos como el árbol de
decisiones y clasificadores lineales discriminantes. Obteniendo un resultado de
99.77% usando la suma ponderada.
3.3. Sistemas biométricos bimodales
Los sistemas biométricos bimodales requieren de dos características biométricos
para mejorar el rendimiento, eficiencia, seguridad del sistema. A continuación se
presentará trabajos usando a dos biometrías o dos informaciones biométricas.
3.3.1. Sistemas bimodales usando dos modalidades: huella dactilar e
iris
En el trabajo realizado por [Radha and Kavitha, 2012] se desarrolló un sistema de
reconocimiento bimodal de huella dactilar y el iris. La extracción de características
se obtuvo con la técnica basada en el Análisis Discriminante Lineal (LDA), la toma
de decisión se realizó mediante el nivel de fusión de ranking, mostrada en la Figura
3.1. El nivel de ranking de los individuos es calculado con los métodos de contador
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borda y regresión logística. Para la experimentación se ha requerido la información
de 100 personas.
El trabajó propuesto evalúa las tasas de falso rechazo (FRR) y tasa de falsa
aceptación (FAR) y presenta una comparación entre los métodos de contador de
borde y regresión logística, de la comparación de los resultados de la fusión a nivel
de ranking con el método de regresión logística proporciona mejor desempeño en
términos de tasa de error y aumenta la tasa de reconocimiento de los sistemas
bimodales presentados.
3.3.2. Sistemas bimodales usando dos modalidades: pabellón auricular
y rostro
El reconocimiento bimodal del pabellón auricular y rostro es una tendencia de
investigación reciente. En el trabajo propuesto por [Middendorff et al., 2007]
presenta la fusión del pabellón auricular con el rostro en el nivel de fusión de
puntuaciones usando la suma ponderada. El sistema a experimentar consta de 174
individuos usando 2 imágenes de entrenamiento y 2 de prueba para el reconocimiento
de rostro, del mismo modo para el reconocimiento de pabellón auricular. Las tasas
de reconocimiento del rostro y pabellón auricular alcanzaron un porcentaje de 93.1%
y 97.7% respectivamente, y como era de esperarse, fusionadas se logra un porcentaje
de 100%.
En el trabajo propuesto por [Xu et al., 2007] combinó los rasgos del rostro de perfil
y el pabellón auricular utilizando la técnica de análisis discriminante Lineal de
Kernel (KLDA). El experimento consiste de 9 imágenes por rasgos biométrico, para
entrenamiento 3 imágenes y para prueba 6 imágenes, en la etapa de entrenamiento
2 imágenes 2D y 1 imagen 3D con rotaciones alrededor del eje vertical, la fusión a
nivel de puntación utilizó la suma ponderada obtener un porcentaje 96.8%.
En el trabajo propuesto por [Chang et al., 2013] presenta un análisis bimodal:
pabellón auricular rostro, basado en el análisis de componentes principales (PCA), el
experimento consta de 197 imágenes de las biometrías de rostro y pabellón auricular,
respectivamente. La tasa de reconocimiento de rostro y pabellón auricular son 69.3%
y 72.2%, respectivamente y, los resultados fusionados alcanzaron un porcentaje de
90.9%.
En el trabajo presentado por [Islam et al., 2013] propuso un sistema de
reconocimiento bimodal del pabellón auricular y rostro utilizando dos tipos de fusión
a nivel de características y puntuación. Dicho trabajo se basa en las imágenes 3D
que son más rápidas de calcular y más robustas debido a los accesorios que contienen
las imágenes de 2D. El experimento consta de 100 individuos con los rasgo de rostro
y pabellón auricular. Según lo experimentado la fusión a nivel de característica
presenta menor rendimiento en cuanto al nivel de fusión de puntuaciones según
el autor del trabajo debido a la dificultad del pabellón auricular y rostro en la
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técnica de extracción de característica. Mostrando un porcentaje de 94.4% y 99%
respectivamente.
3.3.3. Sistemas bimodales usando dos modalidades: otra modalidad y
el rostro
En el trabajo presentado por [Nageshkumar et al., 2009] propuso un sistema
bimodal basado en los rasgos biométricos de la palma de mano y rostro. En la
experimentación requiere de 120 de individuos, con 720 imágenes pares de los rasgos
mencionados, la extracción de características en base a la técnica PCA, la fusión
se realizó a nivel de puntuación utilizando la suma ponderada, de la que se obtuvo
resultados favorables de un porcentaje de 98.0%.
En el trabajo propuesto por [Wang et al., 2003] propone un sistema bimodal basado
en los rasgos biométricos del iris y rostro. Utilizando como técnica de extracción,
el análisis discriminante lineal (LDA). El experimento consta de dos escenarios, el
primer escenario con imágenes de calidad y el segundo escenario con imágenes de
baja calidad. El experimento consta de 90 individuos con 360 imágenes total, en la
etapa de entrenamiento cada individuo posee 4 imágenes para entrenar y están en el
primer escenario, mientras que en la etapa de prueba se usa las imágenes restantes
y de baja calidad. En el trabajo presentado, se realiza una comparación entre dos
técnicas de puntuación: la suma ponderada y el producto ponderado. Mostrando
mayor rendimiento el producto ponderado un porcentaje del 98.1% en comparación
con la suma ponderada con un porcentaje de 96.6%.
3.3.4. Sistema multi-muestra a partir de la característica del rostro
En el trabajo presentado por [Freitas and Iano, 2012] propuso un sistema
multi-muestra, en base a la característica del rostro y su gestualidad. El experimento
consta de 12 individuos, la pequeña base de datos se debe a la limitación
de los participantes o individuos disponibles. Para la etapa de entrenamiento
cada individuo consta de 3 imágenes que serán entrenadas usando una red
neuronal artificial (ANN) y para la etapa de prueba consta de 2 imágenes. Los
resultados obtenidos en el reconocimiento de rostro y gestualidad son: 75% y 83%
respectivamente y la fusión de ambas muestras dio un porcentaje de 91%.
En el Tabla 3.1 se resumen las propuestas, los algoritmos empleados en cada trabajo
y el rendimiento de dichos sistemas bimodales.
3.3.5. Sistema bimodales usando dos modalidades: voz y rostro
En el trabajo presentado por [Islam and Rahman, 2010], se propone un sistema con
dos modalidades muy variables con el tiempo la voz y el rostro. El sistema propuesto
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Pabellón auricular
y rostro
Nivel de fusión Propuesta Algoritmo Rendimiento
Suma ponderada Middendorff 2007 PCA 100%
Suma ponderada Xu 2007 KLDA 96.8%
Suma ponderada Chang 2013 PCA 90.9%
Suma ponderada Islam 2013 L3DF 99.0%
Característica Islam 2013 L3DF 94.4%
Palma y rostro Suma ponderada Nageshkumar 2009 PCA 98.0%
Iris y huella Ranking Radha 2012 LDA 89%
Iris y rostro Suma ponderada Wang 2013 LDA 98.1%
Palma y rostro Producto ponderado Wang 2013 LDA 96.66%
Rostro y gestualidad Suma ponderada Freitas 2012 ANN 91.0%
Table 3.1.: Resumen de los trabajos presentados en sistemas biométricos
bimodales.
por dicho autor es un sistema híbrido que combina varias fuentes biométricas por lo
tanto en la etapa de la voz combina dos técnicas de extracción de características los
Coeficientes cepstrales de escala Mel (MFCC) y la predicción lineal de los coeficientes
cepstrales (LPCC) y modelado a través del modelo oculto de Markov (HMM), por
otra parte en la etapa del rostro se combinan dos modelos de apariencia activa
(AAM) y de forma activa (ASM) y modelados a través de los (HMM). Para reducir
las dimensiones de los vectores de extracción de características se utilizó PCA.
Del mismo modo se fusionan las puntuaciones que provienen de dichas fusiones
de características, y por ultimo fusiona a nivel de decisión.
El autor de dicho trabajo hace un énfasis a los pocos trabajos en base a condiciones
ideales sin presencia del ruido, por lo tanto dicha propuesta añade ruido blanco al
sistema en un rango de 0, 30 dB. La experimentación se realizó sobre la base de
datos VALID y consta de 20 personas con rasgos biométricos de rostro y voz, (Tabla
3.2) variando los niveles de señal a ruido. Se muestra el aporte de la fusión en los
diferentes niveles de fusión: características, puntuación y decisión.
3.4. Sistemas biométrico unimodales
Como se sabe en la actualidad, la mayoría de los sistemas biométricos unimodales
requieren de un sólo rasgo biométrico y existen muchos trabajos de investigación que
usan una sola biometría (la huella digital, iris, retina, palma de mano, firma etc).
En este trabajo de tesis nos centraremos en rasgos biométricos basados en el rostro
y la voz, es por ello que detallamos algunos trabajos relevantes del estado del arte
que usan dichas biometrías de forma individual.
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SNR Voz (%) Rostro (%) Caracter (%) Puntuación (%) Decisión (%)
0 5 82.00 6.67 9.33 7.23
5 10.67 82.00 13.33 19.67 16.33
10 21.27 82.00 22.89 30.00 26.29
15 35.33 82.00 40.00 46.26 44.23
20 50.56 82.00 50.87 55.67 52.33
25 70.13 82.00 71.23 80.33 77.67
30 93.33 82.00 94.00 97.67 95.33
Table 3.2.: Resultados de la fusión de los diferentes niveles con una señal de ruido
que va desde 0 a 30dB.
3.4.1. Reconocimiento de rostro
En el trabajo presentado por [Cho et al., 2014]] se propone un sistema de
reconocimiento de rostro multi-algoritmos que emplea dos técnicas como extracción
de características basados en los métodos holísticos y en los métodos basados
en características locales, el primer método trata al rostro como un conjunto de
características. El método de características locales extrae varias características (los
ojos, nariz, boca, etc.).Los métodos holísticos son representados por los componentes
PCA y los métodos de características locales son representados por Local Binary
Patterns (LBP).
La base de datos utilizada consta de 38 individuos, con 64 imágenes por individuo,
la base de datos se divide en 5 subconjuntos: El primer subconjunto se utilizó para
la etapa de entrenamiento debido a que dichas imágenes no presenta variaciones
o cambios de iluminación. El segundo subconjunto hasta el cuarto subconjunto
son utilizados para la etapa de prueba, el quinto subconjunto, se excluye, debido a
las condiciones que presenta en la iluminación (oscuras). Todas las imágenes son
redimensionadas a 105x120 pixeles, los resultados obtenidos independientemente
son 96.3% y 97.3%, respectivamente, y los resultados fusionados alcanzaron un
porcentaje de 99.2%.
3.4.2. Reconocimiento de locutor
El trabajo presentado por [Nakagawa et al., 2012] propone un sistema de
reconocimiento de locutor independiente del texto usando la extracción de
características MFCC y la información de la fase que ha sido ignorada hasta ahora.
La base de datos utilizada consta de 35 locutores: 22 hombres y 13 mujeres de idioma
japonés con pronunciamiento normal, rápido y lento. En la etapa de entrenamiento
se utilizan 50 audios con pronunciaciones normales por cada individuo con respecto
a la etapa de prueba que son 10 audios por individuo con pronunciaciones rápidas
y 5 audios por individuo con pronunciaciones lentas. Los resultados obtenidos con
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los MFCC y la información de fase son 76.3% y 64.7% respectivamente, pero dicha
combinación de extracción de características llega a un porcentaje de 91.6%
El trabajo presentado por [Silva, 2016] propone un sistema de reconocimiento de
locutor en base a una nueva extracción de características llamada Coeficientes
Cesptrales de potencia Normalizada (PCNN), en dicho trabajo realiza comparaciones
con otras técnicas de extracción de características MFCC, y los coeficientes
Cesptrales de frecuencia Gammatone(GFCC).
La experimentación consta de 330 locutores, donde el conjunto de entrenamiento
consta de 8 audios por cada locutor y el conjunto de prueba consta de 4 audios
por individuo. Para la experimentación se ha definido tres escenarios: el primer
escenario utiliza para entrenamiento 8 audios y para prueba 2 audios, del mismo
modo para el segundo escenario la etapa de entrenamiento son los mismo audios del
escenario 1 pero los audios de prueba son distintos a los del escenario 1, en el tercer
escenario se introduce tres tipos de ruido: factory, pink y white con una relación
señal a ruido de 0, 5dB, los audios designados para la etapa de entrenamiento son los
mismo y se prueba con audios introduciendo los diferentes ruido mencionados. El
nuevo método propuesto por dicho autor tiene un gran desempeño en comparación
con las otras técnicas MFCC y GFCC. De dicho trabajo se puede enfatizar que los
MFCC con respecto al ruido pink, white tienen un desempeño favorable.
3.5. Consideraciones finales
En este capítulo se mostraron distintas formas de fusionar los sistemas
multibiométricos, los sistemas biométricos multimodales, bimodales y unimodales.
La fusión biométrica involucra a todos los procesos presentes en un sistema
biométrico, tales como: el nivel del sensor, el nivel de parámetros o extracción,
el nivel puntuación, el nivel de ranking y nivel de decisión.
La mayor parte de autores presentados en esta tesis están orientados a la fusión
a nivel de puntuación debido a su facilidad y superioridad en comparación a
otros niveles, otros autores también realizan un gran aporte al trabajar a nivel
de característica debido a que extraen más información de la característica o
rasgo, para los sistemas unimodales esto es realmente satisfactorio sin embargo en
sistemas bimodales, según varios autores no lo creen así, debido a que combinar dos
características haría más grande el vector, teniendo una mayor dimensionalidad esto
dificultaría la correlación entre los parámetros debido a que combina más de una
biometría.
Por lo tanto en la presente tesis se realizará la fusión a nivel de puntuación y se
utilizará la suma ponderada que ha sido presentada en varios trabajos obteniendo
óptimos resultados.
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4. Sistema biométrico bimodal
audio-visual
4.1. Consideraciones iníciales
En este capítulo se desarrolla los distintos procesos que requiere un sistema
biométrico bimodal para el reconocimiento de una persona. Es importante mencionar
que el nivel elegido para la fusión es el nivel de puntuaciones a su facilidad y mejor
rendimiento en comparación con los otros niveles de combinación. La Figura 4.1,
muestra el diagrama de bloques que plantea la tesis, que trabaja con tres módulos,
el primero módulo el reconocimiento de locutor, el segundo módulo el reconocimiento
de rostro y, por último el módulo de reconocimiento audio-visual.
Figura 4.1.: Esquema de la propuesta, reconocimiento biométrico audio-visual.
4.2. Esquema de la propuesta
Los procesos de los sistemas biométricos unimodales constan de 3 etapas
importantes: la adquisición de la señal biométrica, paramétrización o extracción de
características, y puntuación, que pueden ser combinadas en un sistema biométrico
bimodal.
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El sistema biométrico bimodal propuesto trabaja con dos rasgos biométrico, estos
son la voz y el rostro, y la fusión se realiza a través del nivel de puntuación, utilizando
la normalización z-score.
El esquema de la propuesta consta de tres módulos: el módulo de reconocimiento
de locutor, el módulo de reconocimiento de rostro y módulo audio-visual, que se
describirán a continuación, comenzando con el módulo de reconocimiento de locutor,
rostro y por último el reconocimiento audio-visual.
4.3. Módulo de reconocimiento de locutor
El módulo de reconocimiento de locutor es responsable de reconocer a un individuo
a través de sus características de la voz, dicha extracción de características se
realiza mediante los coeficientes MFCC, se entrena cada modelo para cada diferente
individuo y lo almacena en una base de datos. Una señal de voz de prueba se extrae su
característica y es comparada dicha señal a través de los modelos GMM que cumple
la función de determinar la identidad de dicho individuo, a través de la similitud de
características que presenta. Por lo tanto presentaremos las 3 etapas de un sistema
de reconocimiento de locutor, la adquisición de la señal de voz, la paramétrización
y clasificador como se aprecia en la sección 2.9.
4.3.1. Adquisición de la señal de voz
La voz es una señal aleatoria que varía con el estado del ser humano. Para la
propuesta se trabajó con el rasgo de la voz por ser una característica variable. En
la etapa de adquisición de la señal de la voz implica la captura de la señal de la voz
para que pueda ser procesada por las siguientes etapas. Para la toma de muestras
de la voz es necesario un micrófono.
Según varios trabajos relacionados al reconocimiento biométrico recomiendan un
paso previo antes de la extracción de características llamado el pre-procesamiento,
en el caso del reconocimiento de locutor se trabaja con un filtro de pre-énfasis que
se utiliza para compensar los decibeles perdidos en la proceso del tracto vocal, en
la Figura 4.3 se aprecia el pre-procesamiento a través del filtro de pre-énfasis, que
visualmente reduce la amplitud de la señal de voz.
4.3.2. Extracción de características MFCC
En esta etapa se extrae todas las características más relevantes de la señal de voz,
a través de los MFCC (sección 2.9.2). Los parámetros escogidos son:
Desplazamiento de ventana: Para la señal de voz se trabajó con una ventana de
10ms con solapamiento del 50%.
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Figura 4.2.: Pre-procesamiento de la señal de voz de una persona de la base de
datos a través del filtro de pre-énfasis.
Número de coeficientes MFCC: El número de coeficientes MFCC es un
parámetro importante al momento de la precisión del sistema. Varios trabajos
utilizan 12 coeficientes, por lo tanto en esta propuesta optamos por estos 12
coeficientes, de forma previa.
Uso del primer coeficiente MFCC: El primer coeficiente MFCC contiene
información referente a la energía de la densidad espectral de potencia, en la
propuesta no se utilizó el primer coeficiente MFCC [Sarachaga et al., 2006], debido
a que otros trabajos no lo consideran necesario.
Forma de los filtros: La forma de los filtros son filtros triangulares, con
solapamiento de 50%, las frecuencias centrales están espaciados de forma creciente
y logarítmica de acuerdo a la escala Mel.
Número de filtros: Según los trabajos presentados utilizan 40 filtros en las tareas
de reconocimiento de locutor. El número de banco de filtros simula el sistema
auditivo humano dichos filtros deberán comenzar en los sonidos percibidos por el
oído humano en frecuencias que comprende de 20 Hz a 200Hz.
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4.3.3. Clasificador basado en GMM
El clasificador basado en GMM consiste en comparar una señal de entrada con otra
ya almacenada en la base de datos, a través de similitud de características que se
obtiene en el proceso, el modelo GMM aprendido en la etapa de entrenamiento, pero
la decisión final es la voz de la persona que tuvo mayor similitud en la comparación.
Número de Gaussianas: El número de gaussianas es un elemento muy importante
en el momento de la precisión del sistema porque al trabajar con pocas gaussianas se
limitan el modelamiento de la señal entrenada, por otro lado trabajar con bastantes
gaussianas dificultan al sistema, por lo tanto se utilizará un promedio recomendado
por los trabajos realizados en reconocimiento de voz.
4.4. Módulo de reconocimiento de rostro
El módulo de reconocimiento de rostro es responsable de identificar un rostro que
pertenece a un individuo por medio de sus características faciales, la extracción de
características es realizada mediante los Eigenfaces que entrenan cada imagen de la
persona y lo almacena en un base de datos, dicho reconocimiento de rostro es por
medio de la distancia Euclidiana, que compara la imagen de entrada con otra imagen
almacena en la base de datos la que obtenga menor distancia es la identidad de la
persona. Como se puede apreciar en la sección 2.9.
4.4.1. Adquisición de la imagen
El rostro es un rasgo que varía con el estilo de vida del ser humano. La adquisición
implica obtener información que pueda ser procesada por las siguientes etapas. Para
la toma de muestra del rostro es necesaria sólo una cámara fotográfica, videocámara,
webcams, cámara incorporada en dispositivo móvil. Para la propuesta se utilizó una
cámara webcam de un dispositivo portátil. En la Figura 4.3 se puede apreciar el
rostro tomado de uno de los individuos de la base de datos.
En el reconocimiento de rostro se ha trabajado también con pre-procesamiento, que
se encarga de transformar las imágenes a las siguientes etapas. El pre-procesamiento
incluye varias fases como el redimensionamiento de la imagen, conversión de escala
de grises y ajuste de la imagen, a que los eigenface, es necesario convertir a escala
de grises ,el redimensionamiento se realizó mediante los estándares presentados en
las bases de datos de investigación de rostro, en nuestra propuesta se redimensionó
a 112x112 y el ajuste de la imagen se realizó con el propósito de ajustar los valores
de las intensidades de la imagen o mapas de colores, a que los eigenface no son
robustos frente a cambios de iluminación, otra forma de minimiza estas variaciones
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Figura 4.3.: La adquisión de la imagen de una persona que conforma la base de
datos.
es ecualizando el histograma de la imagen, donde los valores de los píxeles ocupen
todo el rango disponible entre 0 a 255, con el propósito que no existan imágenes muy
claras o muy oscuras y que todas tenga un mayor contraste [Eslava Ríos et al., 2013].
En la Figura 4.4 se aprecia el pre-procesamiento de la persona de la base de datos.
Figura 4.4.: El pre-procesamiento de la imagen de la base de datos a tráves de la
escala de grises, el histograma y el ajuste.
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4.4.2. Extracción de características
En esta etapa se encarga de extraer las características más relevantes del rostro, se
realiza mediante el algoritmo eigenface que involucra varios pasos presentados en el
apéndice A, mencionaremos en esta etapa como realiza el entrenamiento para todas
las imágenes almacenadas de la base de datos.
En el paso 1: Se convierten todas las imágenes de la base de datos en vectores
columnas Γi i = 1, 2, 3.....M como se aprecia en la Figura 4.5.
Figura 4.5.: Las imágenes pertenecientes a la base de datos transformadas en
vectores columna.
En el paso 2: Se obtiene el rostro promedio de la base de datos que se calcula
mediante la ecuación (A.1).
En el paso 3: Se encuentran los componentes que pertenecen a la matriz de
covarianza A = [φ1, φ2. . . .φM ] donde se realiza una sustracción entre el rostro
promedio y cada vector columna de cada imagen mediante la ecuación (A.2).
En el paso 4 : Se buscan los autovectores de la matriz de covarianza, a través de
la matriz reducida utilizando la ecuación (A.3).
En el paso 5 : Se calcula los autovectores y autovalores, se ordenan los autovectores
en orden decreciente por sus autovalores. Los k componentes principales son los
autovectores correspondientes a los k autovalores mayores.
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4.4.3. Clasificador distancia euclidiana
Se proyecta todas las imágenes de entrenamiento en el subespacio, la comparación
se da entre la imagen de entrada que es proyectada en el sub espacio y las imágenes
de entrenamiento, se encuentra la imagen más cercana entre la imagen entrenada y
la imagen proyectada a través de la distancia mínima como se muestra en la Figura
4.6
Figura 4.6.: Reconocimiento de rostro a tráves de la extracción de características
PCA y el clasificador de distancia mínima.
4.5. Módulo de reconocimiento audio-visual
En el módulo de reconocimiento audio-visual se encarga de reconocer a una persona
a través de sus características de voz y rostro con el objetivo principal de reducir
los errores producidos por cada modalidad biométrica, en dicho módulo se realiza
el reconocimiento de forma independiente para el locutor y el rostro, por lo tanto el
reconocimiento de las dos modalidades biométricas son fusionadas a través del nivel
de puntuación que se encarga de fusionar ambos reconocimientos para obtener un
resultado más óptimo de los obtenidos en cada modalidad biométrica, dicha fusión se
realiza con el propósito de mejorar la eficiencia del sistemas, robustez, y la seguridad
del sistema. En la Figura 4.7 se aprecia el esquema del módulo de reconocimiento
audio-visual.
51
Capítulo 4 Sistema biométrico bimodal audio-visual
Figura 4.7.: Diagrama de bloques de un módulo de reconocimiento audio-visual.
4.5.1. Fusión a nivel puntuaciones
Las modalidades biométricas de rostro y voz son procesadas de forma independiente
por cada clasificador. En el caso del reconocimiento de locutor lo realiza mediante
los GMM y en el caso del reconocimiento de rostro lo realiza mediante la distancia
euclidiana, posteriormente las salidas de cada clasificador son fusionadas para
determinar la identidad de la persona, sin embargo las salidas de cada clasificador
son resultados no homogéneas, por lo tanto se requiere de la normalización.
El proceso de la normalización transforma los resultados de las diferentes
modalidades biométricas de manera que se encuentren en un rango equivalente o
comparable de valores. Dicha normalización es indispensable ya que, en el caso de
la voz, esta presenta un amplio rango de valores, en comparación al de rostro que
posee un rango menor y[Ejarque Monserrate, 2011].
La fusión a nivel de puntuaciones es conocida como la fusión a nivel de confianza, el
rendimiento de la fusión se centra en la técnica para combinar ambas modalidades
biométricas. La fusión a nivel de puntuación se clasifica en tres categorías: esquemas
basados en las funciones de densidades de probabilidad, esquemas basados en
clasificadores y esquemas basados en transformaciones. Para esta propuesta se utilizó
los últimos, debido a su facilidad en la implementación, son técnicas basadas en las
combinaciones aritméticas que permite tener un nivel de confianza en la toma de
decisión. Para ello se realizan sumas o productos ponderados de las biometrías de
salida, nosotros usaremos la suma ponderada para realizar dicha fusión.
4.5.2. Normalización z-score
La normalización utilizando dos modalidades biométricas es importante debido a
que es necesario transformar las puntuaciones de locutor y rostro para realizar una
comparación entre ambas modalidades biométricas. En esta tesis se realiza mediante
la normalización z-score. Las puntuaciones normalizadas se obtienen de la ecuación
(2.22).
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4.5.3. Suma ponderada
Para calcular la decisión final del sistema biométrico bimodal propuesto se realiza
a través de la suma ponderada que fusiona las puntuaciones de cada modalidad
biométrica, para proporcionar un nuevo puntaje. La sección 2.13.2 calcula el puntaje
final de un sistema biométrico bimodal.
4.6. Consideraciones finales
En este capítulo se desarrolló la propuesta de un sistema biométrico bimodal, en base
a dos sistemas biométrico, utilizando la voz y el rostro, además se ha presentado el
pre-procesamiento para cada módulo de reconocimiento. Se ha descrito el esquema
de la propuesta y todos los procesos que intervienen en cada módulo para obtener
el módulo de reconocimiento audio-visual.
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5. Pruebas y Resultados
5.1. Base de datos
A falta de una base de datos de medidas multibiométricas se optó por generar una
base de datos propia. Para la cual se consideró a un número de 24 personas, de los
cuales 18 indican mujeres y 6 indican varones con edad promedio de 17 años. La
base de datos está compuesta de 480 audios e imágenes es decir cada persona ha
generado 20 muestras de audio e imagen, para la etapa de entrenamiento se utilizó
14 muestras de la misma forma para la etapa de validación se utilizó 3 muestras y
por último para la etapa de prueba 3 muestras.
La base de datos fue obtenida a través de una dispositivo portátil como una
laptop con procesador Intel Core i7 de cuatro núcleos a 2.4 GHz. Para el audio
se utilizó el micrófono incorporado del dispositivo. Para obtener los audios de los
individuos se realizaron preguntas por un presentador, por lo que las respuestas
son independientes de cada pregunta realizada. Por otra parte, para obtener las
imágenes se utilizó la cámara del dispositivo donde la persona se encuentra en
posición frontal respondiendo las preguntas realizadas. Debido a que se realizó un
video con resolución de 720x1280, el video consta de 30 imágenes por segundo, por lo
tanto se selecciona aquellas imágenes que son diferentes de cada persona. El software
a utilizar es Matlab versión 2014a para la implementación y desarrollo de las pruebas.
De dicho video se separó el audio e imágenes, el audio se realizó con una frecuencia
de muestreo de 44100Hz, en un canal mono y con el formato de audio WAVE, con
respecto a las imágenes se realizó con el formato JPEG.
5.2. Pruebas y resultados
En esta sección se mostrará los resultados obtenidos para el reconocimiento de
locutor, rostro y audio-visual respectivamente. El sistema implementado para el
reconocimiento de locutor es a partir de la extracción de características MFCC y
el uso de la GMM, por otra parte para el reconocimiento de rostro es a partir
de la extracción de características eigenface, y por último para el reconocimiento
audio-visual a partir de la fusión a nivel de puntuación mostrada en la sección 2.13
En el apartado 5.3 y 5.4 presenta los resultados obtenidos para los módulos de
reconocimiento de locutor y rostro respectivamente.
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D.de la Ventana (%) Rendimiento(%)
30 70.24
40 68.12
50 65.97
60 80.42
65 84.76
70 81.23
75 74.96
80 72.35
85 62.81
90 62.26
Tabla 5.1.: Rendimiento del sistema basado en el desplazamiento de trama.
En el apartado 5.5 presenta los resultados obtenidos de un sistema biométrico
bimodal que utiliza el nivel de fusión de puntuación mediante dos características
biométricas de la voz y el rostro.
5.3. Resultados para el reconocimiento de locutor
En esta sección se presenta la validación o ajuste de valores que requiere un sistema
de reconocimiento de locutor en la sección 5.3.1-5, se debe aclarar que el presente
sistema trabaja sobre un grupo cerrado de personas y que el reconocimiento es
independiente del texto hablado, también se presenta el rendimiento del sistema
utilizando la matriz de confusión.
5.3.1. Elección del desplazamiento de la ventana
El objetivo de este experimento es conocer el rendimiento del sistema de
reconocimiento cambiando el desplazamiento de la ventana. Por lo tanto se
establecen algunos valores, como la ventana de Hamming Vh=15ms, filtro de
pre-énfasis α=0.9, número del filtros Bf=40, número de coeficientes MFCC=12
y por último el número de gausssianas Ng=8, se analiza en un rango de 30% a 90%
de desplazamiento de la ventana.
Los resultados que muestra la Tabla 5.1 indican que el valor máximo se da en
65% del desplazamiento de la ventana obteniendo un rendimiento de 84.76% en la
identificación, a diferencia de los trabajos de reconocimiento de locutor en donde
utilizan el 50% de solapamiento. Este parámetro se utiliza como un valor fijo para
las siguientes experimentaciones.
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Rango de Pre-énfasis Rendimiento (%)
0.70 74.59
0.75 81.24
0.80 82.68
0.85 83.33
0.90 84.10
0.92 85.24
0.95 84.45
1 84.23
Tabla 5.2.: Elección del parámetro de pre-énfasis.
# de Filtros Rendimiento(%)
12 75.26
22 65.48
32 84.73
42 80.82
Tabla 5.3.: Elección del número de banco de filtros.
5.3.2. Elección del parámetro de pre-énfasis
El objetivo de este experimento es conocer el rendimiento del sistema para distintas
frecuencias del filtro del pre-énfasis, dicho parámetro es analizado en un rango
de valores 0.7 a 1.0 según los trabajos presentados en reconocimiento de locutor
[Echeverría and Elísabe, 2010]. Por lo tanto se establece algunos valores fijos como
N1=65%, Vh=15ms, MFCC=12, Ng=8, Bf=40.
Los resultados de la Tabla 5.2 indican que el valor máximo se da en 0.92 que
representa el coeficiente del filtro de pre-énfasis obteniendo un rendimiento de
85.24% en la identificación, por lo tanto se utiliza dicho valor fijo para los siguientes
experimentos.
5.3.3. Elección de número de filtros
El objetivo de este experimento es conocer cuántos filtros son necesarios para el
rendimiento del sistema propuesto, dicho parámetro es analizado en un rango de
12 a 42 filtros, se establecen los siguientes parámetros y valores fijos N1=65%,
Vh=15ms, α=0.92, MFCC=12, Ng=8.
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Rango de MFCC Rendimiento (%)
12 72.26
13 82.56
14 83.12
15 83.29
16 84.17
17 85.20
18 84.29
19 80.32
20 79.54
Tabla 5.4.: Elección del número de coeficientes MFCC.
Los resultados que muestra la Tabla 5.3 indican que el rendimiento máximo se da en
el filtro 32 obteniendo un rendimiento de 84.73% en la identificación, por lo tanto
se utiliza como un valor fijo para las siguientes experimentaciones.
5.3.4. Elección del número de coeficientes MFCC
El objetivo de este experimento es conocer cuántos coeficientes son necesarios para
nuestro sistema, dicho parámetro es evaluado en un rango de 12 a 20 coeficientes,
de igual manera que en los casos anteriores se establecen valores fijos N1=65%,
Vh=15ms, α=0.92, Ng=8, Bf=40.
Los resultados de la Tabla 5.4 muestra que el rendimiento máximo se da cuando
se considera 17 coeficientes cepstrales obteniendo un rendimiento de 85.20% en la
identificación, por lo tanto dicho valor es fijo para las siguiente experimentación.
5.3.5. Selección del número de Gaussianas
El objetivo de este experimento es elegir el número de gaussianas necesarias
para nuestro sistema, dicho parámetro es analizado en un rango de 2 a 64
gaussianas, seguidamente se realiza dicha experimentación con los nuevos valores
fijos encontrados en cada experimento anterior N1=65%, Vh=15ms, α=0.92,
MFCC=17, Bf=32.
Los resultados de la Tabla 5.5 muestran que el rendimiento máximo se da cuando
el número de gaussianas es igual a 64 obteniendo un rendimiento de 85.42% en la
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Rango de Gaussianas Rendimiento Ng(%)
2 66.18
4 71.18
8 79.86
16 83.01
32 83.75
64 85.42
Tabla 5.5.: Elección del número de gaussianas
identificación, por otra parte con Ng=16, 32 los resultados son 83.01% y 83.75%,
respectivamente, que son resultados favorables para el sistema de reconocimiento de
locutor, por lo tanto se toma la decisión de experimentar con 16, 32 y 64 gaussianas.
5.3.6. Rendimiento del sistema de reconocimiento de locutor a partir
de la matriz de confusión.
En esta sección se presenta la matriz de confusión con GMM con Ng=16, 32 y 64
de gaussianas.
5.3.6.1. Matriz de confusión con GMM con Ng=16 gaussianas
La Tabla 5.6 presenta la matriz de confusión con GMM utilizando Ng=16 gaussianas
y el rendimiento promedio del sistema de reconocimiento de locutor.
Los resultados de la Tabla 5.6 muestran la matriz de confusión con GMM obtenida
en el reconocimiento de locutor con Ng=16 gaussianas. La tasa de reconocimiento
promedio alcanzó un 83% y se puede observar las confusiones que se dan entre cada
clase, por ejemplo la clase 2 y la clase 12 obtienen el mismo puntaje esto debido a
la similitud en la voz, por otro lado puede notarse que hay hablantes o locutores
distintos, que son difíciles de confundir, por ejemplo la clase 1 y la clase 24 debido
a que son personas de diferentes sexos, que poseen distinto sistema fonador (siendo
en las mujeres más agudo en comparación a los hombres).
La matriz de confusión visualiza las clases con mayor acierto son 3, 12 y 23
obteniendo un rendimiento de 91%, 91% y 91%, respectivamente, y, también las
clases que presentan menor acierto son 17 y 24 obteniendo un rendimiento de 58%
y 74%, respectivamente.
La matriz de confusión muestra la sensibilidad que se da por la clase actual o
real presente en las filas, las clases con mayor aciertos son 1, 12 y 18 obteniendo
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Tabla 5.6.: Matriz de confusión con un número de gaussianasNg=16.
un rendimiento de 89%, 89% y 92%, respectivamente, y también las clases que
presentan menor acierto son 8, 10 y 16 obteniendo un rendimiento de 76%, 79% y
78%, respectivamente.
5.3.6.2. Matriz de confusión con GMM con Ng=32 gaussianas
La Tabla 5.7 presenta la matriz de confusión con GMM utilizando Ng=32 gaussianas
y el rendimiento promedio del sistema de reconocimiento de locutor.
Los resultados de la Tabla 5.7 muestran la matriz de confusión con GMM obtenida
en el reconocimiento de locutor con Ng=32 gaussianas. La tasa de reconocimiento
promedio alcanzó un 84% y se puede observar las confusiones que se dan entre cada
clase, por ejemplo la clase 6 y la clase 21 obtienen el mismo puntaje esto debido a
la similitud en la voz.
La matriz de confusión visualiza las clases con mayor acierto son 11 y 22 obteniendo
un rendimiento de 92% y 94%, respectivamente, y, también las clases que presentan
menor acierto son 9 y 15 obteniendo un rendimiento de 72% y 74%, respectivamente.
La matriz de confusión muestra la sensibilidad, las clases con mayor acierto son 1, 2
y 11 obteniendo un rendimiento de 90%, 91% y 90%, respectivamente, y también
las clases que presentan menor acierto son 8, 9 y 14 obteniendo un rendimiento de
73%, 75% y 73%, respectivamente.
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Tabla 5.7.: Matriz de confusión con un número de gaussianasNg=32.
Tabla 5.8.: Matriz de confusión con un número de gaussianasNg=64.
5.3.6.3. Matriz de confusión con GMM con Ng=64 gaussianas
La Tabla 5.8 presenta la matriz de confusión con GMM utilizando Ng=64 gaussianas
y el rendimiento promedio del sistema de reconocimiento de locutor.
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Los resultados de la Tabla 5.8 muestran la matriz de confusión con GMM obtenida
en el reconocimiento de locutor con Ng=64 gaussianas. La tasa de reconocimiento
promedio alcanzó un 85% y se puede observar las confusiones que se dan entre cada
clase, por ejemplo la clase 5, 10,16 y 17 obtienen el mismo puntaje esto debido a la
similitud en la voz.
La matriz de confusión visualiza las clases con mayor acierto son 19, 21 y 22
obteniendo un rendimiento de 92%, 93% y 95%, respectivamente, y, también las
clases que presentan menor acierto son 10 y 17 obteniendo un rendimiento de 76%
y 65%, respectivamente.
La matriz de confusión muestra la sensibilidad, las clases con mayor acierto son 11,
12 y 23 obteniendo un rendimiento de 92%, 89% y 90%, respectivamente, y también
las clases que presentan menor acierto son 10 y 13 obteniendo un rendimiento de
82% y 76%, respectivamente.
5.3.7. Rendimiento del sistema de reconocimiento de locutor
utilizando la técnica CMN
En este apartado se presenta el rendimiento del sistema utilizando la técnica
de normalización de media cepstral (CMN) que tiene como objetivo reducir las
distorsiones producidas en la adquisición de la señal de la voz. Esta técnica consiste
en extraer su media de cada coeficiente perteneciente a la matriz MFCC. Por lo
tanto se muestra el rendimiento del sistema utilizando la técnica CMN y con los
valores fijos encontrados en cada experimento anterior (N1=65%, Vh=15ms, α=0.92,
MFCC=17, Bf=32 y Ng=16, 32 y 64), como se muestra en la Tabla 5.9.
La Tabla 5.9 presenta el rendimiento del sistema en tanto por ciento, para diferentes
valores del número de gaussianas Ng =16, 32 y 64, por otro lado se muestra el
rendimiento del sistema cuando se utiliza la técnica CMN o cuando no se utilice.
Se puede apreciar que el mejor resultado se da cuando CMN es 64 obteniendo un
rendimiento de 90.35%.
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Valores P.Óptimos Rendimiento (%)
Tamaño de ventana 65% 84.76
Pre-énfasis 0.92 85.24
Número de filtros 32 84.73
Número de Coeficientes 17 85.20
Número de Gaussianas 16 83.01
Número de Gaussianas 32 83.75
Número de Gaussianas 64 85.42
CMN 16 86.94
CMN 32 88.19
CMN 64 90.35
Tabla 5.9.: Resumen de la tarea de reconocimiento de locutor usando distintos
valores y la técnica de CMN.
5.4. Resultados para el reconocimiento de rostro
En esta sección se presenta la validación o ajuste de valores que requiere un sistema
de reconocimiento de rostro, se debe aclarar que este sistema trabaja sobre un
grupo cerrado de personas y que el reconocimiento de rostro es de posición frontal,
también se presenta el rendimiento del sistema utilizando la matriz de confusión y
el rendimiento del sistema bajo tres diferentes escenarios.
5.4.1. Elección del número de componentes principales
El objetivo de este experimento es conocer cuántos componentes principales requiere
nuestro sistema de reconocimiento. Se analiza en un rango de 1 a 24 componentes.
Los resultados de la Tabla 5.10 muestran que el rendimiento máximo se da cuando
el número de componentes principales es igual a 16 obteniendo un rendimiento de
90.50% en la identificación, por lo tanto este será un valor fijo para las siguientes
experimentaciones.
5.4.2. Rendimiento del sistema de reconocimiento de rostro a partir de
la matriz de confusión
En este apartado se muestra el objetivo del pre-procesamiento que comprende el
proceso de la escala de grises y el histograma utilizando la matriz de confusión, en la
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C. Principales (k) Rendimiento (%)
1 71.43
3 72.80
5 74.16
6 78.53
7 82.21
9 85.29
12 86.32
14 87.28
15 89.26
16 90.50
18 88.53
20 84.46
22 78.25
24 74.16
Tabla 5.10.: Rendimiento del sistema variando el número de componentes
principales.
sección 5.4.2.1-2 se muestra la matriz de confusión sin y con pre-procesamiento,
respectivamente, en ambos experimentos se fija el valor de k=16 analizado
anteriormente.
5.4.2.1. Matriz de confusión sin pre-procesamiento
Los resultados de la tabla 5.11 muestran la matriz de confusión sin pre-procesamiento
con k=16 componentes principales. La tasa de reconocimiento promedio alcanzó un
59% y se puede observar las confusiones que se dan entre, estas pueden ocurrir
debido a la posición de la persona en la adquisición de la imagen o también utilizando
accesorios en el rostro como por ejemplo lentes, gorros, etc.
La matriz de confusión visualiza las clases con mayor acierto son 8, 13 y 14
obteniendo un rendimiento de 74%, 77% y 76%, respectivamente, y, también las
clases que presentan menor acierto son 2, 4 y 17 obteniendo un rendimiento de 46%
,46% y 32%, respectivamente.
La matriz de confusión muestra la sensibilidad, las clases con mayor acierto son 2, 17
y 20 obteniendo un rendimiento de 73%, 71% y 71%, respectivamente, y también
las clases que presentan menor acierto son 6, 9 y 12 obteniendo un rendimiento de
47%, 47% y 49%, respectivamente.
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Tabla 5.11.: Matriz de confusión sin pre-procesamiento, eigenface y distancia
euclidiana.
5.4.2.2. Matriz de confusión con pre-procesamiento
Los resultados de la tabla 5.12 muestran la matriz de confusión con
pre-procesamiento con k=16 componentes principales. La tasa de reconocimiento
promedio alcanzó un 89% y se puede observar que el sistema evita confundir más
clases al contrario del experimento anterior cuyos resultados se muestran en la Tabla
5.11.
La matriz de confusión visualiza las clases con mayor acierto son 9, 10,12 y 22
obteniendo un rendimiento de 95%, 96% y 96%, respectivamente, y, también las
clases que presentan menor acierto son 1 y 11 obteniendo un rendimiento de 79% y
76%, respectivamente.
La matriz de confusión muestra la sensibilidad, las clases con mayor acierto son 2,
18, 20 y 21 obteniendo un rendimiento de 94%, 94%, 93%y 93%, respectivamente,
y también las clases que presentan menor acierto son 12 y 13 obteniendo un
rendimiento de 82% y 83%, respectivamente.
5.4.3. Rendimiento del sistema dividiendo la base de datos en 3
escenarios
En este apartado se divide la base de datos de imágenes de rostro en tres diferentes
escenarios:
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Tabla 5.12.: Matriz de confusión con pre-procesamiento, eigenface y distancia
euclidiana.
E.Prueba P1 P2 P3 P4 P5 P6 Prom.
I.Frente(%) 88.61 89.53 88.44 89.60 87.29 89.24 88.79
I.Expresiones(%) 77.34 71.25 73.49 77.34 78.51 77.95 75.98
I.Iluminación(%) 59.10 61.27 57.49 56.24 61.23 60.24 59.35
Tabla 5.13.: Rendimiento del sistema de reconocimiento de rostro dividiendo la
base de datos en tres escenarios.
Escenario 1: Comprende las imágenes de frente, consta de 11 imágenes con
posición de frente de cada persona, dichas imágenes indican utilizadas para la
etapa de entrenamiento, por otra parte para la etapa de prueba se realiza con
6 imágenes con posición de frente.
Escenario 2: Comprende las imágenes con expresiones, consta de 11 imágenes
de expresiones como la sonrisa, la sorpresa, el enojo, etc, dichas imágenes
indican utilizadas para la etapa de entrenamiento, para la etapa de prueba se
realiza con las imágenes anteriormente mencionadas.
Escenario 3: Comprende las imágenes con diferente condición de iluminación,
consta 11 imágenes con iluminación no uniforme, dichas imágenes indican
utilizadas para la etapa de entrenamiento, para la etapa de prueba las imágenes
antes mencionadas.
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Los resultados que muestran en la Tabla 5.13 se aprecia que, el sistema obtiene
favorables resultados cuando las imágenes indican de frente con un promedio de
88.79%, pero en el caso de que las imágenes poseen expresiones e iluminación el
rendimiento promedio es 75.98% y 59.35%, respectivamente.
5.4.4. Resumen del sistema del módulo de reconocimiento de rostro
La Tabla 5.14 presenta el rendimiento del sistema en tanto por ciento, por otra parte
se muestra el rendimiento del sistema utilizando el pre-procesamiento o cuando no
se utilice, y por último se muestra el objetivo de utilizar imágenes de frente en
comparación con imágenes con gestualidad e iluminación.
Valores Rendimiento (%)
Elección componentes principales 90.50
Sin pre-procesamiento promedio 59.0
Con pre-procesamiento promedio 89.0
Eigenface imágenes de frente promedio 88.79
Eigenface imágenes de gestualidad promedio 75.98
Eigenface imagénes con iluminación promedio 59.26
Tabla 5.14.: Resumen del sistema del módulo de reconocimiento de rostro
5.5. Resultados de un sistema biométrico bimodal
En este apartado mostrará los resultados obtenidos de un sistema biométrico bimodal
audio-visual que utiliza el nivel de fusión de puntuación a partir de la normalización
z-score mencionada en la sección 4.5.2, el sistema está compuesto por dos módulos:
el módulo de reconocimiento de locutor y de rostro, por lo tanto realizaremos los
experimentos en base a los valores escogidos en los resultados preliminares, realizados
en las secciones anteriores.
5.5.1. Rendimiento del sistema del módulo audio-visual propuesto
La Tabla 5.15 muestra la matriz de confusión para un sistema bimodal audio-visual,
que está formado por dos módulos: reconocimiento de locutor y rostro, para el
reconocimiento de locutor se utilizó GMM con Ng =64 gausssianas y la técnica
de CMN para realizar este reconocimiento, mientras y para el reconocimiento de
rostro se utilizó el eigenface y las distancia mínima para realiza este reconocimiento.
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Tabla 5.15.: Matriz de confusión de un sistema biométrico audio-visual.
Ambas módulos de reconocimiento son combinado de forma lineal mediante la
normalización z-score, siendo la del rostro la de mayor rango con respecto a la de la
voz, esto debido a su mayor robustez en el proceso de la adquisición.
Para hallar los pesos correspondientes a cada biometría se utilizó el trabajo
presentado en [Jain and Ross, 2012], el peso establecido para la biometría del rostro
es 0.6 y por lo tanto para la biometría de la voz es 0.4 utilizando la ecuación (2.26).
Los resultados de la Tabla 5.15 muestran la matriz de confusión para el
reconocimiento de un sistema biométrico bimodal audio-visual. La tasa de
reconocimiento promedio alcanzó un 95.63%.
Las clases con mayor y menor acierto están dadas por las ecuaciones 2.1-3, en esta
matriz de confusión se puede notar que el clasificador evita confundirse con diferentes
clase y por lo tanto el porcentaje de error es mínimo, en consecuencia, el utilizar dos
modalidades biométricas en un solo sistema mejorar el rendimiento, asiéndolo más
robusto a posibles fraudes de identidad.
La Tabla 5.16 presenta el rendimiento del sistema biométrico audio-visual en tanto
por ciento, para diferentes valores del número de gaussianas Ng= 16, 32 y 64 y el
uso del pre-procesamiento. Se puede apreciar que el mejor resultado se da cuando
CMN+64 obtiene un rendimiento de 95.63%.
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Valores R.locutor R.rostro R.AV
Sin procesamiento 43.50 59.0 59.37
Con procesamiento 84.50 89.0 90.56
Ng=16 83.0 89.0 90.09
Ng=32 84.0 89.0 90.59
Ng=64 85.0 89.0 92.39
CMN+16 86.94 89.0 93.92
CMN+32 88.19 89.0 94.55
CMN+64 90.35 89.0 95.63
Tabla 5.16.: Rendimiento del sistema de reconocimiento audio-visual propuesto en
dicho trabajo.
5.5.2. Rendimiento del sistema audio-visual con nueva base de datos
Los resultados de la Tabla 5.17 muestran el rendimiento del sistema, utilizando
un sistema audio-visual, para el reconocimiento de locutor se utiliza los audios
anteriormente mencionados en la base de datos, por otra parte para el reconocimiento
de rostro se utiliza una nueva base de datos con imágenes de frente, gestualidad e
iluminación. Para realizar este experimento se utilizó 14 imágenes para el conjunto
de entrenamiento: 6 imágenes de frente, 5 de gestualidad y 3 de condiciones de
iluminación y para el conjunto de prueba se utilizó 3 imágenes de frente.
valores R.locutor R.rostro R.AV
Sin procesamiento 43.50 46.20 47.34
Con procesamiento 84.50 74.43 85.46
Ng=16 83.0 74.43 85.89
Ng=32 84.0 74.43 86.37
Ng=64 85.0 74.43 87.95
CMN+16 86.94 74.43 88.96
CMN+32 88.19 74.43 91.33
CMN+64 90.35 74.43 92.80
Tabla 5.17.: Rendimiento del sistema de reconocimiento audio-visual con una base
de datos nueva formada por distintas imágenes.
Los resultados de la Tabla 5.17 muestran el rendimiento del sistema de
reconocimiento audio-visual en tanto por ciento, para diferentes valores del número
de gaussianas Ng=16, 32 y 64, el uso del pre-procesamiento y la combinación de
ambas biometrías audio e imagen. Se puede apreciar que el mejor resultado se da
cuando CMN+64 obtiene un rendimiento de 92.80%.
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6. Conclusiones y trabajos futuros
En este capítulo se detallan las conclusiones de las pruebas y resultados expuestos
en el capítulo anterior, así como los trabajos futuros.
6.1. Conclusiones
En esta tesis de pregrado hemos abordado el problema de un sistema
biométrico bimodal para identificar a las personas a partir de sus características
de audio e imagen utilizando una suma que pondera los resultados
normalizados mediante la normalización z-score llegando a un 95.63% de
acierto, que resulta ser superior al porcentaje de aciertos de reconocimiento
individual en un orden del 5%. En consecuencia se puede afirmar que el sistema
bimodal propuesto es mejor que un sistema unimodal.
Haciendo uso del método de extracción de características eigenface y la
distancia euclidiana, se logró un porcentaje de 89% de acierto en el
reconocimiento de rostro, sin embargo cuando se intenta aumentar la
problemática en las condiciones de ambiente, como las variaciones de
iluminación o gestualidad el porcentaje de acierto se reduce considerablemente
dependiendo del problema, por ello es importante considerar la biometría de
la voz para otorgarle mayor robustez.
Haciendo uso del método de extracción de características MFCC, la técnica
de CMN y GMM, se logró un porcentaje de 90.35% de acierto en
el reconocimiento de locutor, siendo mejor que el porcentaje de acierto
del reconocimiento de rostro, pero también es importante aclarar que la
identificación es independiente de lo hablado, por lo tanto el sistema de
reconocimiento de locutor es más robusto en comparación a otros, en el cual el
locutor debe repetir una misma palabra. Por otro lado el coste computacional
de reconocimiento de locutor es mayor que del rostro debido principalmente a
la cantidad de gaussianas usadas en el reconocimiento.
La normalización z-score permitió combinar ambas biometrías de voz y rostro
un mismo rango, para poder hacer una combinación lineal de las puntuaciones
individuales de las mismas, permitiendo el cálculo de la puntuación global
bimodal, siendo el peso del rostro mayor al de la voz al ser menos robusto en
el proceso de adquisición.
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6.2 Trabajos futuros Conclusiones y trabajos futuros
La presente propuesta utiliza el rostro y la voz por ser menos invasivo y en
consecuencia más amigable y aceptable al usuario, y por ser dos biometrías
es más difícil vulnerar la seguridad. En la actualidad muchas operaciones
pueden ser realizadas en línea con dispositivos móviles, por lo tanto plasmar
dicha propuesta no tendría mayor costo que el de instalar el software de
reconocimiento.
6.2. Trabajos futuros
Experimentar la combinación con más biometrías como por ejemplo el pabellón
auricular, que también puede ser capturado con una imagen, o cualquier otra
biometría que dependa de imagen u audio.
Considerar la base de datos con mayor cantidad de personas para validar de
forma exhaustiva el rendimiento del sistema audio-visual propuesto.
Aplicar la propuesta en los sistemas de compras electrónicas.
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ALGORITMO PCA
A continuación se desarrolla el algoritmo PCA, el proceso de concatenación
1.- Cada imagen es representada como un vector Γi con i = 1, 2, 3.....M
Γ1 =

1
−2
1
−3
, Γ2 =

1
3
−1
2
, Γ3 =

2
1
−2
3
.........ΓM=

1
2
2
1

2.- Calcular la imagen de rostro promedioψ según la ecuación (A.1)
ψ = 1
M
M∑
i=1
Γi (A.1)
ψ=

1
−2
1
−3
+

1
3
−1
2
+

2
1
−2
3
+..............

1
2
2
1
→

−1
−1
2
−3
/M
ψ=(Γ1+Γ2 + Γ3 + ........ΓM )/M
3.- Cada vector de imagen Γi es restado con el rostro promedio ψ para obtener un
nuevo conjunto de vectores, según la ecuación (A.2)
φi = Γi − ψ (A.2)
φ1=

2
−1
−1
0
, φ2 =

2
4
−3
5
,φ3 =

3
2
−4
6
.................φM =

2
3
0
4

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Que conforman la matriz A = [φ1,φ2,............φM ]
4.-Cálculo de la matriz de covarianza de A
C = 1NAAT ,donde A = [φ1,φ2,............φM ] de dimensión NxN
A =

2 3
−1 −2
−1 1
0 2
 AT=
[
2 −1 −1 0
3 −2 1 2
]
La dimensión de la matriz de covarianza esC=4, debido al tamaño de la matriz A
se utiliza la ecuación (A.3).
L = 1
M
ATA (A.3)
5.- Se obtendrán los autovalores de L, los que serán ordenados de mayor a menor
según correspondan.
ATA=
[
6 7
7 18
]
Se aproximan a los autovaloresC según la ecuación (A.4)
µ = Av (A.4)
Los autovectores escogidos se almacenan en una matriz Uk, donde ”k” es el número
de autovectores escogidos, en este caso serán "k”=2
UTk = [µ1, µ2, ........µk]T (A.5)
Al ser multiplicada la transpuesta de la matriz “Uk”, con la matriz “A”, resulta
la matriz del espacio transformado, la cual contiene los datos de las imágenes
proyectadas en el nuevo espacio de dimensión “k”.
Ωi = AUTk (A.6)
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Teniendo los vectores que representan las proyecciones de cada imagen del conjunto
sobre el espacio de dimensiones ”k”, se procede al reconocimiento de información,
utilizando los "Ωi"
Cabe resaltar que mediante la combinación lineal de los eigenface se puede
reconstruir cualquiera de los “M” rostros del conjunto. Sin embargo está
reconstrucción no es perfecta debido a que se limitó las dimensiones del espacio
para mejorar la eficiencia computacional del sistema.
La reconstrucción se realiza de la siguiente forma:
A˜ = UkΩi (A.7)
Finalmente se obtiene la imagen reconstruida:
Y˜i = A˜i + ψ (A.8)
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