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Resumen
Este trabajo pretende ser un referente para la implementacio´n de plataformas para la su-
pervisio´n y automatizacio´n de procesos de pequen˜as industrias en Colombia as´ı como para
la ensen˜anza del disen˜o e implementacio´n de plataformas SCADA a partir de herramientas
de hardware y software abiertas. Para lograr esto se partio´ de una de las herramientas de
hardware desarrolladas como parte de [Camargo, 2011b] y se adapto´ f´ısicamente para su
interaccio´n con sensores y actuadores y la emulacio´n de un PLC (soft PLC). A partir de
una bu´squeda exaustiva se evaluo´ la herramienta de software abierta que permitiera la im-
plementacio´n de la HMI, la implementacio´n del soft PLC sobre la plataforma hardware, la
programacio´n gra´fica del soft PLC y la comunicacio´n utilizando un protocolo industrial con
la plataforma de hardware. Se implemento´ una plataforma hardware/software que se ubica
en el nivel de supervisio´n, control y adquisicio´n de datos de la pira´mide de la automatizacio´n.
Palabras clave: PLC, hardware copyleft, sistemas embebidos, SCADA, Modbus, tele-
metr´ıa.
Abstract
This work aims to be a reference for the implementation of supervision and automation
platforms for small industries and for the teaching of the design and implementation of
SCADA platforms using open software and hardware tools. To achieve this, a hardware
platform developed in [Camargo, 2011b] was used and was adapted for data adquision of
digital and analog signals and for PLC emulation (soft PLC). From an exhaustive search a
software tool was finded and evaluated, such that it allows the HMI implementation, soft
PLC implementation onf the hardware platform, graphical PLC edition and industrial co-
munication with other devices. A software/hardware platform was implemented for using at
the supervision, control and data acquision level of the automation pyramid.
Keywords: PLC, open hardware copyleft, embedded systems, SCADA, Modbus, tele-
metry.
xGlosario
AIGaAs: Arseniuro de galio aluminio es un material semiconductor utilizado en dis-
positivos electro´nicos y optoelectro´nicos.
Hardware copyleft : Iniciativa similar al FOSS (software libre y de co´digo abierto)
aplicado al disen˜o de hardware, iniciada por Qi-Hardware. En [Camargo, 2011b] se propone
una visio´n diferente de esta propuesta, donde se incluye la academia y un grupo de desa-
rrolladores de hardware y software para el desarrollo de plataformas f´ısicas junto con su
hardware.
HMI: Human Interface Machine, esta interface presenta a trave´s de mı´micos la ins-
trumentacio´n y los actuadores en campo, permitiendo monitorear el estado de la planta y
ejectutar comandos sobre ella.
IEC: siglas de International Electrotechnical Commision.
I/Os: Puntos de entradas y salidas.
IP: siglas de Internet Protocol
OEM: siglas de Original Equipment Manufacturer
PLC: siglas de Programmable Logic Controller.
RTU: siglas de Remote Terminal Unit.
SCADA: siglas de Supervisory Control and Data Acquisition.
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1. Introduccio´n
Colombia depende de economı´as ma´s desarrolladas para el suministro de dispositivos electro´ni-
cos para la industria. El sector electro´nico del pa´ıs ha reducido sus actividades de investi-
gacio´n y desarrollo al punto de depender totalmente de productos externos en su mayor´ıa
asia´ticos; algunos de baja calidad, que no suplen los requerimientos del mercado local, pero
utilizados por sus bajos costos [Camargo, 2011b].
El campo de la automatizacio´n en Colombia no es ajeno a este problema. El nivel de desarro-
llo de soluciones de automatizacio´n en el pa´ıs se limita en gran parte a la venta de equipos
y software importados y a la venta de servicios de integracio´n, soporte y mantenimiento.
Dichas soluciones se basan en productos propietarios de alto costo [Sierk, 2013], a las que
solo grandes industrias puede acceder. Aunque existen soluciones de bajo costo, estas no son
integrales y hacen que estos productos no sean competitivos a nivel local.
En Colombia, el 96,4 % de los establecimientos lo constituyen las Pymes. Prevalecen las em-
presas de comercio y servicios, as´ı como las industrias manufactureras y la construccio´n; con
menor participacio´n esta´n la agricultura, ganader´ıa y pesca; las empresas de intermediacio´n
financiera y la miner´ıa [DANE, 2005]. Estos sectores de la economı´a son susceptibles a la
mejora de sus procesos desde el campo de la automatizacio´n.
El disen˜o de una plataforma hardware/software abierta para aplicaciones industriales de au-
tomatizacio´n a partir de herramientas abiertas disponibles es el objeto de este trabajo. Con
este sistema de control de bajo costo y altas prestaciones se busca desarrollar un prototipo
que permita automatizar procesos en Pymes para aumentar su productividad y sus niveles
de calidad.
La Figura 1-1 presenta un caso de implementacio´n donde se tiene un dispositivo de adqui-
sicio´n en campo encargado de adquirir las sen˜ales de campo, y una HMI. Se presentan, los
costos del hardware, los costos de software y el costo total (hardware ma´s software) para
dos soluciones comerciales, una solucio´n OEM y ZotePLC, nombre dado a la plataforma
implementada. Las soluciones comerciales y OEM resultan ma´s costosos que ZotePLC, cuyo
costo se reduce a la adquisicio´n del hardware.
3(USD)
Figura 1-1.: Caso comparativo de implementacio´n ba´sica.
Objetivo general
Disen˜o e implementacio´n de una plataforma abierta para aplicaciones industriales compatible
con sistemas SCADA open source.
Objetivos espec´ıficos
Adaptacio´n de una plataforma f´ısica hardware que implemente las operaciones de una
RTU.
Adaptar una interfaz gra´fica para la programacio´n de la plataforma que cumpla con
los esta´ndares industriales ma´s utilizados.
Integracio´n de la plataforma a una interfaz HMI open source por medio de un protocolo
abierto.
Estructura del documento
Este documento, distribuido en cinco cap´ıtulos, describe el trabajo realizado para alcanzar
los objetivos propuestos. En el cap´ıtulo 2 se expone el concepto de RTU y PLC, as´ı como la
arquitectura ba´sica de un sistema SCADA y las herramientas de hardware y software abierto
para sistemas SCADA disponibles en la actualidad. Conceptos u´tiles para el entendimiento
del alcance del trabajo realizado.
El cap´ıtulo 3 describe la implementacio´n de la plataforma Hardware/Software desarrollada,
denominada ZotePLC, partiendo de la arquitectura de control, las adaptaciones de hardware
realizadas para la adquisicio´n de sen˜ales y las adaptaciones de software para la ejecucio´n de
la lo´gica de programacio´n e intercambio de datos con otros dispositivos o la HMI utilizando
4 1 Introduccio´n
protocolo Modbus sobre TCP/IP. Este cap´ıtulo se complementa en los Anexos A y B.
El cap´ıtulo 4 resume las caracter´ısticas de la plataforma Hardware/Software desarrollada
ZotePLC, establece ventajas y desventajas de la herramienta y presenta dos ejemplos de
implementacio´n donde se verifica el funcionamiento de ZotePLC.
El cap´ıtulo 5 presenta la implementacio´n de una aplicacio´n para la adquisicio´n, supervisio´n
y alarma por intensidad de lluvia en una estacio´n metereolo´gica utilizando la plataforma
ZotePLC. Finalmente en el cap´ıtulo 6 se presentan las conclusiones derivadas del trabajo
desarrollado y el trabajo a futuro.
2. Unidad terminal Remota RTU
Este cap´ıtulo es una introduccio´n a la Unidad Terminal Remota (RTU) y sus funciones
generales, sus componentes de hardware y su arquitectura.
2.1. Supervisory Control and Data Acquisition SCADA
En los procesos industriales y de manufactura actuales es necesario implementar sistemas de
telemetr´ıa para conectar equipos y sistemas separados por largas distancias. Estas distancias
pueden estar en el rango de los pocos metros a los cientos de kilo´metros. La telemetr´ıa se
utiliza para enviar comandos, programas y recibir informacio´n de monitoreo de los sitios
remotos hacia el sitio central [Bailey and Wright, 2003].
La palabra SCADA (Supervisory Control And Data Acquisition) [Bailey and Wright, 2003]
se refiere a la combinacio´n de la telemetr´ıa y la adquisio´n de datos. Abarca la recoleccio´n
de informacio´n, la trasferencia de datos hacia el sitio central, ana´lisis y procesamiento de
los datos, visualizacio´n de la informacio´n en las pantallas del operador y la ejecucio´n de
acciones de control en el sitio remoto. Los sistemas SCADA controlan sistemas de tuber´ıas
de gas, petro´leo, agua, refiner´ıas plantas qu´ımicas y una gran variedad de manufacturas
[Bailey and Wright, 2003].
Un sistema SCADA consiste de un nu´mero de unidades terminales remotas (RTUs), las cua-
les recolectan los datos en campo y los env´ıan hacia la estacio´n maestra, por medio de un
sistema de comunicacio´n. La estacio´n maestra presenta en la interfaz hombre ma´quina (HMI)
los datos adquiridos y le permite al operador efectuar acciones de control remotamente. La
precisio´n y actualizacio´n oportuna de los datos permiten la optimizacio´n de la operacio´n de
la planta y de los procesos.
Dentro de los beneficios de los sistemas SCADA esta´n adema´s la operacio´n eficiente, confia-
ble y segura, lo cua´l se traduce en la reduccio´n de los costos de la operacio´n en comparacio´n
con los sistemas no automatizados [Bailey and Wright, 2003]. Un sistema SCADA tambie´n
puede definirse como una tecnolog´ıa que permite al usuario recolectar datos de una o ma´s ins-
talaciones remotas y/o enviar instrucciones limitadas de control de las mismas [Boyer, 2010].
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2.1.1. Arquitectura de los sistemas SCADA
La RTU o PLC hace las veces de una interfaz entre las sen˜ales de campo ana´logas y digitales
situadas en cada sitio remoto. El sistema de comunicacio´n provee un enlace entre la estacio´n
maestra y los sitios remotos. El medio de comunicacio´n puede ser radio, l´ınea telefo´nica, mi-
croondas, red celular o satelital. Se utilizan protocolos y filosof´ıas para deteccio´n de errores
espec´ıficos para la transferencia o´ptima y eficiente de los datos. La estacio´n maestra recolecta
datos de las diferentes RTUs del sistema y generalmente tiene pantallas para los operadores
para presentar la informacio´n y control de los sitios remotos.
La arquitectura t´ıpica para los sistemas SCADA de acuerdo con sus componentes o elemen-
Servidor SCADA Estaciones de operación
Red de área local
PLC PLC
RTU
Dispositivo
Dispositivo
Dispositivo
Dispositivo
Dispositivo
DispositivoDispositivo
Modems
Figura 2-1.: Arquitectura ba´sica SCADA
tos que se interconectan por medio de las redes de comunicacio´n se presenta en la Figura
2-1, [Bailey and Wright, 2003, Boyer, 2010, Love, 2007] y se describen a continuacio´n:
Instrumentacio´n de campo: son las sen˜ales de entrada/salida de los PLC y RTUs del
sistema, incluyendo dispositivos de control, como bombas, va´lvulas, solenoides, adema´s
de trasmisores por ejemplo de nivel, presio´n, temperatura. Estos dispositivos de campo,
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son los v´ınculos entre el SCADA y los procesos de operacio´n de un proceso en cam-
po automatizado. Existen diversos tipos de sen˜ales en un proceso de automatizacio´n
las cuales pueden dividirse en tres categor´ıas analo´gica, discreta y de pulso. Sen˜ales
analo´gicas: son sen˜ales continuas por naturaleza, var´ıan con el tiempo sobre un ran-
go finito y pueden tomar cualquier valor dentro del rango. Los l´ımites del rango los
delimita el feno´meno f´ısico que se esta´ monitoreando o la especificacio´n de la instru-
mentacio´n. Sen˜ales discretas: las sen˜ales discretas (digitales), tiene uno o ma´s estados,
se utilizan para determinar estados como on/off, cerrado/abierto, corriendo/parado,
etc. Sen˜ales pulso: las sen˜ales de pulso consisten de un tren de pulso, esta´n asociadas
a dispositivos rotatorios como medidores de turbina.
Existen rangos esta´ndar industriales para las sen˜ales utilizados en todo el mundo:
• Ele´ctricas: Analo´gicas: 4-20mA, 0-5V; Discretas: 0/24V; Pulso: 0/20mA
• Neuma´ticas: Analo´gicas: 3/15 psig; Discretas 0/50 psig
Controlador lo´gico programable (PLC) o RTUs: monitorean y controlan los dispositivos
de campo. Todos los dispositivos de campo son conectados a los diferentes mo´dulos de
entrada y salida de los PLCs o RTUs, estos efectu´an acciones de control por medio de
las sen˜ales de salida, basados en la programacio´n que les haya sido cargada.
Estaciones de operacio´n: tambie´n llamada Interfaz hombre ma´quina (HMI) es la inter-
faz de usuario en forma de gra´ficas de proceso, tendencias y reportes, permitiendo la
interaccio´n con el operador.
Servidor de SCADA o Unidad Terminal Maestra: se usa para mantener las bases de
datos del proceso y los histo´ricos para los usuarios, as´ı como provee la comunicacio´n
con los PLC o RTUs.
Red de comunicacio´n: es el hardware y software que interconecta todos los componen-
tes del sistema. T´ıpicamente las redes incluyen Ethernet con TCP/IP y topolog´ıa de
comunicacio´n.
Adicional al hardware, los componentes de software son importantes. Algunos componentes
de sofware de SCADA son:
SCADA maestro/cliente
• HMI
• Manejo de alarmas
• Monitoreo de eventos y logs
• Aplicaciones especiales
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• Controles ActiveX o Java
Servidor esclavo/datos SCADA
• Administrador de sistema en tiempo realizar
• Aplicaciones de procesamiento de datos
• Generador de reportes
• Manejo de alarmas
• Controladores e interfaces para controlar componentes
• Hojas de ca´lculo
• Histo´ricos
• Gra´ficas y tendencias
2.2. Unidad Terminal Remota RTU
La RTU es una unidad para la adquisicio´n de datos y control, basada en microprocesador,
la cual monitorea y controla equipos en una planta remota para una estacio´n central. T´ıpi-
camente la capacidad de ser configurada y programada dina´micamente desde la estacio´n
central, o puede ser configurada localmente por alguna unidad para la programacio´n. La
RTU puede ser pequen˜a, mediana o grande de acuerdo con el nu´mero de sen˜ales de entrada
y salida analo´gicas y digitales que pueda manejar. Una RTU pequen˜a generalmente tiene
entre 10-20 sen˜ales analo´gicas y digitales, una RTU mediana tiene entre 100 sen˜ales digitales
y 30-40 sen˜ales analo´gicas. RTUs con capacidades superiores son consideradas RTUs de alta
capacidad [Bailey and Wright, 2003].
2.2.1. Arquitectura hardware y software
La estructura hardware t´ıpica de la RTU se presenta en la Figura 2-2, comprende la uni-
dad central de procesamiento, la memoria vola´til y no vola´til, los mo´dulos de adquisicio´n de
sen˜ales de entrada y de salida digitales y ana´logas, la fuente de alimentacio´n y los diferentes
puertos de comunicacio´n. La CPU debe encargarse ba´sicamente de ejecutar funciones para el
procesamiento de las sen˜ales adquiridas mediante los mo´dulos de entrada y salida, funciones
del sistema operativo, funciones de la aplicacio´n de programa, as´ı como del almacenamiento
de datos. Las funciones de comunicacio´n del dispositivo se encargan de comunicarlo con otros
sitemas, con el operador y con la aplicacio´n de programa para la programacio´n, depuracio´n
y prueba del programa en el PLC o RTU [Bailey and Wright, 2003].
De acuerdo con el esta´ndar internacional IEC 61131-1 [IEC, 2003a] la estructura ba´sica de
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Figura 2-2.: Estructura hardware t´ıpica RTU/PLC, [IEC, 2003a]
un sistema de controlador programable debe tener las siguientes funciones que se comunican
entre si y con las sen˜ales de la ma´quina/proceso a ser controlado:
Funciones de la CPU: consiste de las aplicaciones de almacenamiento de programa,
almacenamiento de datos, el sistema operativo y la ejecucio´n de funciones de aplicacio´n
de programa. La CPU procesa las sen˜ales obtenidas de los sensores y de las sen˜ales
almacenadas internamente de acuerdo con la aplicacio´n de programa.
Funcio´n de interfaz con sensores y actuadores: convierte las sen˜ales de entrada
del proceso/ma´quina para acondicionarlas para el procesamiento, as´ı como las sen˜ales
de salida a los niveles apropiados para controlar los actuadores o pantallas de visuali-
zacio´n.
Funciones de comunicacio´n: Proporciona el intercambio de datos con otros siste-
mas, as´ı como con otros PLCs, controladores, computadores, etc.
Funcio´n HMI: Suministra la intereccio´n entre el operador, la funcio´n de procesa-
miento de sen˜ales y el proceso/ma´quina.
Funciones de programacio´n, depuracio´n, prueba y documentacio´n
Funciones de la fuente de energ´ıa: Conversio´n u aislamiento del sistema de ali-
mentacio´n del PLC y la fuente de alimentacio´n principal.
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Se cita el esta´ntar IEC 61131 [IEC, 2003a], dado que el PLC (Programable Logic Controller)
tambie´n es un sistema basado en microprocesador que surgio´ como alternativa a los circuitos
lo´gicos de rele´s en los an˜os sesenta. Tiene la capacidad de manejar sen˜ales de entrada y
salida ana´logas y digitales as´ı como procesar la salida correspondiente, segu´n una lo´gica
de programacio´n. Aunque la RTU y el PLC se han diferenciado por la capacidad del PLC
para la implementacio´n de lazos de control, los fabricantes actuales esta´n eliminando las
diferencias entre el PLC y la RTU [Love, 2007].
2.2.2. Protocolos de comunicacio´n
De acuerdo con la arquitectura SCADA de ejemplo presentada en la 2-1, existen redes de
comunicacio´n entre los dispositivos que la componen, como son los PLCs, RTUs, instru-
mentacio´n de campo, estaciones de operacio´n y servidores. Para la comunicacio´n entre estos
dispositivos es necesario utilizar protocolos que permitan el intercambio de datos entre ellos.
Los protocolos de comunicacio´n para sistemas SCADA evolucionaron a partir de hardware
y software propietario disen˜ado espec´ıficamente para sistemas SCADA, donde se ten´ıa la
necesidad de enviar y recibir datos e informacio´n de control localmente y a distancias en un
tiempo determin´ıstico. En este contexto determin´ıstico se refiere a la habilidad de predecir la
cantidad de tiempo requerido para que tome lugar una transaccio´n cuando todos los factores
relevantes son conocidos y entendidos [Krutz, 2006].
Para realizar comunicaciones en tiempos determin´ısticos, los fabricantes de dispositivos de
control desarrollaron sus propios protocolos y estructuras de buses de comunicacio´n. Por
ejemplo, Allen Bradley (Rockwell) desarrollo´ DeviceNet, ControlNet, DF1; Siemens desa-
rrollo´ Profibus y Modicon desarrollo´ Modbus, Modbus Plus y Modbus TCP/IP. La mayor´ıa
de estos protocolos son propietarios. Durante los an˜os noventa, los grupos de la industria del
control y las organizaciones de esta´ndares comenzaron a desarrollar protocolos no propieta-
rios como Fieldbus [Krutz, 2006].
El protocolo Modbus
Actualmente el protocolo Modbus es utilizado para comunicar millones de dispositivos de
automatizacio´n en el mundo, fue´ desarrollado en 1979 por Modicon (Schneidder) y en el
2004 Modicon transfirio´ sus derechos sobre el protocolo a la Organizacio´n Modbus, ha-
ciendo de este un protocolo abierto. Modbus esta´ definido de acuerdo con el modelo OSI
[ModbusOrg, 2006a], ver Figura 2-3, esta´ posicionado en la capa 7 de Aplicacio´n del mismo,
provee comunicacio´n cliente-servidor entre los dispositivos conectados en diferentes tipos de
buses o redes.
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El protocolo Modbus define el me´todo con el que un PLC obtiene acceso a otro PLC, como
responde un PLC a otros dispositivos y la deteccio´n y reporte de errores. Soporta otros pro-
tocolos como la trasmisio´n as´ıncrona maestro-esclavo, Modbus Plus y Ethernet y permite
comunicar hasta 240 dispositivos conectados. Con el fin de aprovechar las herramientas ofre-
cidas por la internet, se desarrollo´ Modbus/TCP, el cual tambie´n esta´ basado en el modelo
OSI, aunque no utiliza todas las capas del modelo [Krutz, 2006, ModbusOrg, 2006a].
USUARIO
Aplicación
Modbus Application protocol
Modbus TCP
Transporte
Transmission 
Control Protocol
Red
Internet Protocol
Enlace
Ethernet
Físico
Ethernet
Serial
Maestro/Esclavo
Físico
RS-232, RS-485
Modbus Plus
Físico
Ethernet
Figura 2-3.: Modelo de red del protocolo Modbus [ModbusOrg, 2006a].
La unidad de datos de protocolo (PDU) del protocolo Modbus, Figura 2-3, esta´ definida
independientemente de las capas de comunicacio´n. El mapeo del protocolo Modbus de bu-
ses espec´ıficos o de redes permite introducir campos adicionales en la unidad de datos de
aplicacio´n (ADU). La ADU Modbus es construida por el cliente, el cual inicia la transaccio´n
[ModbusOrg, 2006a], Figura 2-4. La funcio´n indica al servidor que tipo de accio´n debe rea-
lizar.
La encapsulacio´n de una solicitud o una respuesta Modbus cuando es transportada sobre una
red Modbus TCP/IP. La trama tiene un encabezado dedicado para identificar la ADU. El
encapsulado se denomina MBAP (Modbus Application Protocol header) [ModbusOrg, 2006b].
El campo del co´digo de la funcio´n de una ADU se codifica en un byte. Cuando se env´ıa el
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Dirección adicional Código de la función Datos Verificación de errores
ADU
PDU
Figura 2-4.: Unidad de datos del protocolo (PDU) de Modbus RTU, [ModbusOrg, 2006a].
MBAP Header Código de la función Datos
ADU
PDU
Figura 2-5.: PDU Modbus TCP, [ModbusOrg, 2006b].
mensaje desde el cliente al servidor, el co´digo de la funcio´n le indica al servidor que accio´n
realizar. El co´digo de funcio´n 0 no es va´lido. El campo de datos enviado por el cliente contie-
ne informacio´n adicional que el servidor utiliza para realizar la accio´n definida por el co´digo
de la funcio´n. Si no ocurre ningu´n error con relacio´n a la solicitud del cliente, esta es recibida
satisfaccio´n por el servidor, el cual env´ıa la ADU al cliente con la informacio´n solicitada.
Cuando el servidor responde al cliente, utiliza el campo del co´digo de funcio´n para indicar una
respuesta normal (sin errores) o si algu´n error ocurrio´ exeption response [ModbusOrg, 2006a].
El taman˜o de la trama de una PDU Modbus esta limitado por el taman˜o de la trama he-
redado de la primera implementacio´n sobre una red serial, RS-485 la ADU = 256 bytes
[ModbusOrg, 2006a, ModbusOrg, 2006b].
PDU comunicacio´n serial = 256- Direccio´n del servidor (1 byte) - CRC (2 bytes) = 253
byte .
ADU RS-232\RS-485 = 253 bytes + Direccio´n del servidor (1 byte) + CRC (2 bytes) =
256 byte
TCP ADU = 253 bytes + MBAP (7 bytes) = 256 byte .
2.2.3. Programacio´n
Cada RTU o PLC en un sistema SCADA ejecuta un programa de monitoreo y/o control desa-
rrollado espec´ıficamente para el a´rea de proceso. Este programa puede consitir de una rutina
ejecuta´ndose continuamente, o una combinacio´n de tareas continuas s´ıncronas o as´ıncronas
cada una incluyendo mu´ltiples programas y rutinas. Dichos programas son descritos me-
diante lenguajes de programacio´n como Ladder, lenguaje bastante utilizado en la industria,
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eficiente para la programacio´n de operaciones booleanas o controles paso a paso. La IEC
mediante el esta´ndar IEC 61131-3 [IEC, 2013] establecio´ cinco lenguajes de programacio´n
para controladores programables:
Lo´gica Ladder (LD): modela redes de funciones de elementos electromeca´nicos si-
multa´neos tales como rele´s y bobinas, temporizadores, contadores, etc.
Bloques de Funciones (FBD): modela redes de funciones de elementos electro´nicos
simulta´neos tales como sumadores, multiplicadores, registros de corrimiento, compuer-
tas, etc.
Texto Estructurado (ST): modela tareas de procesamiento de informacio´n t´ıpicas
tales como algoritmos nume´ricos, utilizando construcciones similares a las encontradas
en los lenguajes de programacio´n de alto nivel tales como Pascal.
Lista de Instrucciones (IL): modela la programacio´n en bajo nivel de los sistemas
de control en lenguaje assembler.
Diagrama de Funciones Secuenciales (SFC): modela dispositivos de control y
algoritmos basados en eventos y en tiempo.
Uno de los objetivos principales del esta´ndar es la portabilidad de aplicaciones software de
un sistema a otro. Existe un beneficio potencial para los usuarios finales en te´rminos de la
reutilizacio´n del co´digo mediante la modularidad que alienta el esta´ndar. Los programas de
aplicacio´n pueden crearse en cualquiera de los cinco lenguajes definidos por el IE 61131-3
[IEC, 2013], o mezclas de los mismos, resultando finalmente en archivos. Estos archivos se
crean utilizando herramientas como configuradores, editores gra´ficos, compiladores, etc.
Una restriccio´n fundamental del esta´ndar son las interfaces entre las diferentes herramientas,
para las cuales se requiere un formato de archivo espec´ıfico. Por ejemplo, para la portabilidad
de los programas desarrollados en lenguajes gra´ficos como lo son FBD, LD y SFC, el co´digo
fuente debe estar en uno de los lenguajes de texto. Caba anotar que el software de aplicacio´n
debe ser croscompilado en el lenguaje ensamblador del procesador objetivo, en lugar de IL
o texto estructurado.
Las capacidades de los controladores programables las determinan sus funciones de progra-
macio´n, las cuales se resumen en la siguiente Tabla 2-1 [IEC, 2013]:
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Tabla 2-1.: Funciones de programacio´n de las RTUs y PLCs [IEC, 2013].
Grupo de funciones Ejemplos
Control Lo´gico Elementos del lenguaje de programacio´n
- Lo´gica AND, OR, NOT, XOR, elementos bi-estables
- Temporizadores On-delay, off-delay
- Contadores Contadores ascendentes, descendentes
Procesamiento de datos/sen˜ales
- Funciones matema´ticas Aritme´tica ba´sica: suma, resta, multiplicacio´n, divisio´n
Aritme´tica extendida: SQRT, funciones trigonome´tricas
Comparadores: mayor que, menor que, igual a
- Manejo de datos Seleccio´n, formato, movimiento
- Procesamiento de datos ana´logos PID, intregracio´n, filtros, control difuso
Funciones de interfaz Mo´dulos ana´logos, digitales de entrada/salida
- Entrada/Salida Conversio´n BCD
- Otros sistemas Protocolos de comunicacio´n
- HMI Visualizacio´n, comandos
- Impresoras Mensajes, reportes
- Memoria Logging
Control de ejecucio´n Perio´dico, ejecucio´n de eventos
Configuracio´n de sistema Verificacio´n de estatus
2.3. Tiempo de scan o scan time
Un PLC realiza tres operaciones ba´sicas que son:
Ejecutar el programa del PLC
Comunicarse con otros dispositivos como mo´dulos de entrada, otros PLCs y la HMI.
Retener informacio´n de la configuracio´n como informacio´n de estado del PLC, nu´mero
y tipo de mo´dulos del PLC, etc.
Un ciclo ba´sico (scan) del PLC consiste de tres pasos ilustrados en la Figura 2-6, en los
cuales realiza sus tres operaciones ba´sicas:
Lectura de las entradas: se toman los valores de los estados de las entradas de los
mo´dulos conectados al PLC y se guardan en la memoria del PLC.
Lectura del programa: los datos de entrada almacenados en la memoria del PLC se
utilizan para ejecutar el programa y se actualizan las variables en la memoria del PLC
correspondientes a las salidas.
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Lectura de las salidas: Los valores obtenidos para las salidas durantes la lectura del
programa se copian a los mo´dulos de salida del sistema.
Ejecución del programa
Escaneo de entradas
Escaneo de salidas
Servicios de periféricos
Diagnóstico
T
I
E
M
P
O
D
E
C
I
C
L
O
Figura 2-6.: Ciclo de tiempo del PLC.
Las etapas de dia´gnostico y servicios perife´ricos corresponden a los tiempos que se toma
el PLC para evaluar las condiciones propias de su operacio´n y detectar errores del funcio-
namiento y la ejecucio´n de los servicios de comunicacio´n con perife´ricos como tarjetas de
comunicacio´n.
El tiempo total que puede tomar en completarse un tiempo de ciclo es funcio´n de la velocidad
del procesador, del tipo de mo´dulos utilizados y del taman˜o del programa. Cuando el tiempo
de ciclo o scan time es largo, el tiempo de respuesta de las entradas y salidas tambie´n lo
son, lo cual restringe la implementacio´n de cambios en las entradas a una tasa de tiempo
mayor que el tiempo de scan. Cuando el tiempo de ciclo es corto la respuesta de las entradas
y salidas tambie´n lo es, lo cua´l permite mayores velocidades de procesamiento.
2.3.1. Efecto del tiempo de cliclo
El tiempo de ciclo del PLC restringe el tipo de aplicacio´n donde puede ser implementado,
la dina´mica del proceso determinara´ los tiempos ma´ximos a los cuales las sen˜ales pueden
ser obtenidas, procesadas y actualizadas. En aplicaciones como el control de una ma´quina el
tiempo de ciclo afecta directamente la precisio´n con la cual el PLC puede controlar la ma´qui-
na donde se pueden requerir tiempos de ciclo del orden de los microsegundos, aplicaciones
como el monitoreo de sen˜ales para la deteccio´n de anomal´ıas como son la presencia de fugas
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en un sistema de tuber´ıas requieren tiempos de actualizacio´n den el orden de los 50ms, apli-
caciones como el monitoreo de sen˜ales en campo de sistemas de telemetr´ıa para hidrolog´ıa se
permiten tiempos de actualizacio´n de los datos superiores requiriendo tiempos de ciclo del
orden de los milisegundos. El tiempo de ciclo t´ıpico de un PLC comercial esta´ entre los 3 a
100ms [Wurmsdobler, 2001].
2.4. Sistema operativo
Los controladores programables tiene el propo´sito de controlar un gran nu´mero de procesos
industriales en paralelo en tiempo real. Las estrategias principales de ejecucio´n del progra-
ma asumen que el controlador puede ejecutar el programa completo tan ra´pido como sea
necesario para satisfacer las restricciones de tiempo real del proceso ma´s ra´pido a ser contro-
lado. Sin embargo, estos procesos requieren ser completados en un en una franja de tiempo
espec´ıfica, necesitando de un sistema lo suficientemente ra´pido pero no necesariamente uno
en tiempo real. Dicho esto, el uso de un sistema operativo en tiempo real depende de la
aplicacio´n [Heath, 2002].
Los sistemas operativos son ambientes de software que establecen un buffer entre el usua-
rio y las interfaces de bajo nivel del hardware en un sistema dado. Brindan una interfaz
constante y un conjunto de utilidades para habilitar al usuario a utilizar el sistema ra´pido
y eficientemente. Muchas aplicaciones no requieren soporte de ningu´n sistema operativo,
corren directamente sobre el hardware. Dichas aplicaciones incluyen sus propias rutinas de
entrada/salida, por ejemplo para controlar puertos seriales y paralelos. Sin embargo, con la
adicio´n de almacenamiento masivo y la complejidad de acceso a los discos y las estructuras
de datos, la mayor´ıa de aplicaciones delegan estas tareas al sistema operativo [Heath, 2002].
Delegar disminuye los tiempos de desarrollo, proporcionando llamadas al sistema que habili-
tan la aplicacio´n para acceder a las interfaces de entrada/salida. El primer sistema operativo
fue´ el CP/M, desarrollado para el microprocesador Intel 8080 y disco floppy de 8 pulgadas.
Solo una tarea o aplicacio´n puede ejecutarse a la vez y soporta solo un usuario al tiempo.
Cada aplicacio´n debe completarse, luego la memoria disponible se vuelve un factor limitante.
Con un sistema operativo mono tarea, no es posible ejecutar mu´ltiples tareas simulta´nea-
mente y no puede soportar operaciones concurrentes [Heath, 2002].
2.4.1. Sistemas operativos multi tarea
Los sistemas operativos mono tarea resultan muy restrictivos para los sistemas embebidos en
general, los cuales requieren ejecutar mu´ltiples aplicaciones simulta´neamente y proporcionar
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control y comunicacio´n entre las tareas. Un sistema operativo multitarea trabaja dividiendo
el tiempo de procesamiento en espacios de tiempo discretos. Cada aplicacio´n o tarea requiere
un nu´mero de determinado de espacios de tiempo para completar su ejecucio´n. El kernel del
sistema operativo decide cuales tareas pueden tener el siguiente espacio de tiempo, entonces
en lugar de que una tarea se ejecute continuamente hasta que se complete, su ejecucio´n es
intercalada con la de otras tareas. Compartir el procesador entre las diferentes tareas da la
ilusio´n al usuario de ser el u´nico que esta´ usando el sistema [Heath, 2002].
Los sistemas operativos multitarea estan basados en un kernel multitarea que controla los
mecanismos de los espacios de tiempo. Las tareas son reemplazadas durante un cambio de
contexto. Cuando un cambio de contexto ocurre, se interrumpe la tarea actual, el procesador
registra y salva la tarea y se pone la tarea en la lista de tareas disponibles, a la espera de
otro espacio de tiempo. El scheduler determina la secuencia en la que se deben ejecutar las
tareas, de acuerdo con las prioridades de las tareas y el estado presente. Una vez se selecciona
la tarea, se cargan de nuevo en el procesador los registros y el estado del mismo y se inicia
el procesador. La tarea se ejecuta como si no hubiera pasado nada hasta que el siguiente
cambio de contexto toma lugar [Heath, 2002].
2.4.2. Sistemas operativos en tiempo real
Muchos sistemas operativos disponibles hoy en d´ıa se describen tambie´n como tiempo real.
Estos proporcionan funciones adicionales permitiendo a las aplicaciones que normalmente
se comunican directamente con la arquitectrura del procesador para usar interrupciones y
controlar perife´ricos, puedan hacerlo sin que el sistema operativo bloquee dichas actividades.
Muchos sistemas operativos multitarea evitan que el usuario acceda a estos recursos, esto ha
causado prevencio´n de usar sistemas multi tarea en control industrial [Heath, 2002].
Una caracter´ıstica de los sistemas operativos en tiempo real es que tienen un tiempo definido
de respuesta a los est´ımulos externos. Si un perife´rico genera una interrupcio´n, el sistema lo
reconocera´ y comenzara´ a servirle en un tiempo ma´ximo establecido. Este tiempo ma´ximo
no podra´ ser mayor debido a cambios en factores tales como la carga del sistema. Cualquier
sistema que cumpla este requerimiento puede describirse como un sistema operativo en tiem-
po real [Heath, 2002, Wurmsdobler, 2001].
Las concecuencias en industria por no tener caracter´ısticas de tiempo real pueden ser desas-
trosas. Por ejemplo si un sistema esta´ controlando una l´ınea de ensamble automa´tico y este
no responde a tiempo a la solicitud de la banda transportadora, el proceso fallara´. Sin em-
bargo la respuesta no tiene que ser instanta´nea, por ejemplo el tiempo de parada de la banda
es de ma´ximo de 3 segundos, cualquier sistema que garantice un tiempo de respuesta menor
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de 3 segundos cumplira´ el requerimiento de tiempo real [Heath, 2002].
.
Tabla 2-2.: Diferencias entre sistemas multiusuario y multitarea, [IEC, 2003b]
Sistemas Multiusuario Sistemas en tiempo real
La distribucio´n equitativa del tiempo del Las tareas en ejecucio´n tiene estar al d´ıa
procesador en las tareas en ejecucio´n hacen con el proceso externo. Es necesario que
que el sistema tenga una alta tasa de responda a tiempo a los eventos externos
producco´n. antes de que uno nuevo ocurra.
El tiempo de ejecucio´n de los programas no El tiempo de ejecucio´n determin´ıstico
se puede calcular.
Asignacio´n dina´mica de recursos Asignacio´n fija de recursos.
La prioridad de las tareas cambia Asignacio´n fija de recursos.
dina´micamente de acuerdo con el tiempo Las prioridades son fijas. Las tareas con
de uso de la CPU. mayor prioridad obtienen el procesador por
el tiempo que lo requieren. Una tarea puede
interrumpisrse solo por otra de mayor
prioridad, o cuando esta renuncia
explicitamente al control.
Control de ejecucio´n Perio´dico, ejecucio´n de eventos
Configuracio´n de sistema Verificacio´n de estatus
Cuando se genera una interrupcio´n en un sistema en tiempo real, la tarea actual se interrum-
pe para permitir al kernel reconocer la interrupcio´n y obtener el nu´mero de vector que se
necesita para determinar como manejarla. T´ıpicamente se utiliza un manejador de interrup-
ciones interrupt handler para actualizar una lista de vinculacio´n que contiene informacio´n
de todas las tareas que necesitan que se les notifique de la interrupcio´n.
La respuesta y eficiencia de los sistemas multiusuario/multitarea y los sistemas en tiempo
real son normalmente mutuamente excluyentes, ver Tabla 2-2, [IEC, 2003b]:
2.4.3. Task scheduling
Existen dos me´todos para programar la ejecucio´n de las tareas, llamados preemptive y non-
preemptive scheduling. Ambos me´todos se usan en sistemas operativos en tiempo real. Preem-
tive scheduling se utiliza ma´s en controladores programables grandes y computadores de pro-
ceso , mientras que non-preemtive scheduling puede encontrarse en pequen˜os controladores
programables [IEC, 2003b].
Non-preemtive scheduling espera a que el procesador pueda cambiar de una tarea a otra
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(cambio de contexto) solo despue´s de la ejecucio´n de todas las unidades de progracmacio´n
de programa (POU) asociadas a la tarea en curso. Despue´s de la ejecucio´n total de dichas
POUs, la tarea siguiente en activarse sera´ la de mayor prioridad que halla esperado el mayor
tiempo en ser activada si hay varias tareas de la misma prioridad esperando a ser activadas
[IEC, 2003b].
Preemtive scheduling permite un cambio de contexto en cualquier momento, siempre que
una tarea de mayor prioridad que la tarea activa sea habilitada, el estado de la tarea acti-
va se guarda en el procesador y se suspende. Inmediatamente se ejecuta la tarea de mayor
prioridad y se espera a que esta libere el procesador. Despue´s de esto la tarea suspendida
retomara´ su contexto y terminara´ su ejecucio´n. Preemtive scheduling puede tener contxtos
anidados [IEC, 2003b].
Ambos me´todos de programacio´n tratan de ejecutar tareas pendientes con mayor prioridad
antes de ejecutar las de menor prioridad. La diferencia principal es la cantidad de tiempo que
que una tarea de prioridad alta tiene que esperar cuando solicita ejecucio´n. Con preemtive
scheduling este tiempo normalmente es ma´s corto, el tiempo de reaccio´n es corto, a expensas
de un tiempo adicional de procesamiento para guardar y restaurar los datos de contexto
[IEC, 2003b].
2.4.4. Linux
Linux fue´ desarrollado a partir del sistema operativo Unix heradando dos caracter´ıticas im-
portantes de este sistema operativo, sistema multitarea y multiusuario [IEC, 2003b]. Con
estas dos caracter´ısticas es posible la ejucucio´n de tareas de forma independiente y transpa-
rente para los usuarios. Esta´ compuesto por cinco submo´dulos que son: el programador, el
manejador de memoria, el sistema de archivos virtual, la interfaz de red y la comunicacio´n
entre procesos [Camargo, 2011b].
Algunas de las razones del porque elegir Linux se listan a continuacio´n [Hallinan, 2010]:
Linux ha emergido como una alternativa de software libre estable, madura y de alto
rendimiento a sistemas operativos tradicionales propietarios para sistemas embebidos.
Soporta una gran variedad de aplicaciones y protocolos de red.
Linux ha atraido un gran nu´mero de desarrolladores activos alrededor del mundo,
permitiendo que exista soporte muy ra´pido para nuevas arquitecturas de hardware,
plataformas y dispositivos.
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Plataformas comerciales para automatizacio´n y control industrial basadas en Linux
A continuacio´n se enumeran algunas plataformas para automatizacio´n industrial comerciales
basadas en linux:
1. WAGO-I-O-IPC-C6 Linux 2.6 [WAGO, 2014] es un PC industrial basado en Cele-
ron®M 600 MHz disen˜ado para aplicaciones generales de control. Tiene 256MB de
RAM, memoria flash interna de 512MB, memoria no volatil de 1024KB, 2 puertos
Ethernet 10/100 base T. Los protocolos que maneja son PROFIBUS DP master y CA-
Nopen master. El sistema operativo que utiliza es Linux y permite la implementacio´n
opcional del sofware CoDeSys PLC.
2. RMU Controlador Linux Embebido PCI-104 [mks, 2014], es una plataforma integrada
para automatizacio´n y control de procesos, esta´ basada en Power PC™y Linux. Tiene
un ma´ximo de 96 entradas, hasta 64 salidas ana´logas y 32 salidas digitales. Perife´ricos
que incluyen 1 puerto USB, 2 puertos Ethernet, 4 puertos seriales, 1 puerto CAN y
pantalla de visualizacio´n. El procesador es un Freescale MPC5200 @400 MHz, Flash
de 16MB y 128 MB de SDRAM. Entre los recursos de software que posee esta´n el Boot
loader, el kernel de Linux 2.4.25 con controladores, Busy Box 1.01, servidor web, entre
otros. Utiliza protocolos como Modbus TCP y CAN.
2.5. Controladores open hardware/software
En el momento en que se escribio´ este documento se encontraron cuatro iniciativas open
hardware y/o open software, las cuales se describen a continuacio´n.
2.5.1. IP I\O module - low cost I\O over Ethernet
Si bien este proyecto describe una licencia Copyright (c) 2010-2011, Raditex Control AB/E-
kofektiv AB All rights reserved, se describe como una unidad hardware de disen˜o abierto,
poniendo a disposicio´n de cualquiera el disen˜o ele´ctrico, los protocolos de comunicacio´n, las li-
brerias de software para el computador anfitrio´n, as´ı como la documentacio´n, [Raditex, 2014].
El IP I\O module consta de:
4 entradas digitales, 4 salidas digitales, 4 rele´s
4 conversores ana´logo a digital, 4 conversores digital ana´logo
1 contador
1 sensor de temperatura
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1 puerto USART, 1 chip Ethernet
El IP I\O module tiene una presentacio´n para montaje sobre riel y su alimentacio´n es POE
(Power Over Ethernet), aunque tambie´n permite alimentarse con una fuente externa de 12-
48VDC. Soporta Modbus-UDP, Raditex, la compan˜ia desarrolladora tiene a disposicio´n la
librer´ıa Modbus para el mo´dulo. Esta´ basado en un PIC18F452-PT Las entradas digitales
son de 0-12VDC. El proyecto esta´ au´n en fase de documentacio´n y desde el an˜o 2012 no ha
sido actualizado.
Figura 2-7.: IP I/O module - low cost I/O over Ethernet, [Raditex, 2014]
2.5.2. OpenPLC
Este proyecto se encuentra en desarrollo, esta´ basado en la plataforma Arduino [Arduino, 2014].
El PLC cuenta con las siguientes caracter´ısticas [OpenPCL, 2014]:
8 entradas digitales a 24VDC.
8 salidas digitales a 24VDC.
Comunicacio´ USB para programacio´n.
Bus RS-485, Ethernet integrado.
Open Source IDE para programacio´n con c++ y ladder.
Procesador principal ATmega2560 a 16MHz.
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2.5.3. Proview
Proview [Proview, 2014] es un sistema de control de procesos orientado a objetos, basado en
linux y en el concepto de soft-PLC. Tiene la funcionalidad requerida para realizar control se-
cuencial, ajustes, adquisicio´n de datos, comunicacio´n, supervisio´n HMI/SCADA, tendencias
y almacenamiento de datos. Proview es un sistema Open Source desarollado originalmente
en Suecia por Mandator y SSAB1 Oxelosund como un sistema de control basado en compu-
tadores, desarrollado para ejecutarse sobre el sistema operativo Linux. Es un proyecto Open
Source y su licencia es GNU/GPL.
Al utilizar proview como soft PLC, el taman˜o del sistema, sus propiedades y desempen˜o son
limitadas por el sistema operativo anfitrio´n y su hardware. No existen l´ımites de nu´mero de
I/O, lazos PID, programas de PLC, contadores, etce´tera. El ciclo mı´nimo de tiempo para
un loop de PLC es menor a 1ms. La comunicacio´n con otros computadores se realiza por
ethernet o serialmente. Proview soporta diferentes protocolos de comunicacio´n como UDP
o TCP sockets y Siemens 3964 sobre links seriales. Soporta protocolos de comunicacio´n
industrial como de I/O como Profibus/DP, Modbus TCP. La configuracio´n de un sistema
en Proview se realiza gra´ficamente. La programacio´n se realiza por medio de en editor de
PLC gra´fico y lenguajes de programacio´n de alto nivel como C, C++, Java o FORTRAN.
El concepto de Proview esta´ basado en la solucio´n soft-PLC que corre sobre computadores
esta´ndar con linux como sistema operativo [Proview, 2014].
Arquitectura Proview
Proview es un sistema distribuido, el cual se compone de nodos (computadores) conectados
en una red preferiblemente ethernet. Los nodos pueden ser estaciones de proceso, estaciones
de operacio´n o un servidor de almacenamiento. La estacio´n de operacio´n es la interfaz entre
el operador y el proceso. La estacio´n de almacenamiento o servidor de histo´ricos almacena
los datos de proceso para visualizar las tendencias del proceso. La estacio´n de desarrollo o
ingener´ıa permite desarrollar las aplicaciones para las estaciones de operacio´n, almacena-
miento y proceso, Figura 2-8, [Proview, 2014].
Cuando se modifica la configuracio´n para una estacio´n, la nueva configuracio´n se distribuye
a la estacio´n por medio de la red. La estacio´n de proceso es tambie´n un PC, recolecta los
datos de proceso servidos por sensores, los cuales pueden ser datos ana´logos o datos digitales
de campo. El programa de control se ejecuta en la estacio´n de proceso, que a partir de los
datos medidos calcula los datos de control para el proceso y los entrega a los actuadores. La
estacio´n de proceso contiene hardware especializado para leer los datos de entrada y escribir
los datos de salida, esto tambie´n puede hacerse a tra´ves de la red utilizando protocolos como
Modbus/TCP y Profinet [Proview, 2014].
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Figura 2-8.: Arquitectura de control de Proview, [Proview, 2014].
2.5.4. Beremiz
Beremiz [Beremiz, 2014] es un proyecto de software abierto para automatizacio´n, compuesto
por cuatro subproyectos:
1. El editor PLCOpen Editor: basado en el esta´ndar IEC-61131-3 [IEC, 2013], permite
escribir programas para PLC conforme a PLCopen XML. El editor guarda y carga los
proyectos XML segu´n los esquemas PLCOpen TC6-XML (estandar PLCOpen).
2. El compilador MatPLC: iniciado originalmente en el 2002 por Mario Sousa como un
compilador ST/IL a C++. Actualmente en su esquema de funcionamiento compila
co´digo ST/IL/SFC en co´digo ANSI-C. Todas la variables y para´metros se pueden
acceder a trave´s de estructuras anidadas de C.
3. CanFestival: iniciado en 2001 por Edouard Tisserant, se ejecuta sobre cualquier objetivo
con o sin sistema operativo. Para Beremiz, CanFestival proporciona una librer´ıa de
entrada/salida una librer´ıa HAL y una GUI para configurar los puntos CAN.
4. SVGUI: es la herramienta para configuracio´n del HMI, la edicio´n de imagenes se hace
con INKSCAPE, se puede acceder directamente a las variables de los programas de
PLCOpen.
24 2 Unidad terminal Remota RTU
El proyecto se encuentra en versio´n experimental, se requieren 2.5 an˜os-hombre para desarro-
llar una versio´n de produccio´n. Es una buena herramienta para la ensen˜anza y esta´ abierta
a la contribucio´n de los desarrolladores, las fuentes se encuentran disponibles en el sitio del
proyecto, as´ı como los instaladores para Windows, [Beremiz, 2014].
3. Plataforma hardware/software abierta
implementada: ZotePLC
La plataforma hardware/software implementada “ZotePLC ”se ubica en los niveles de control
y supervisio´n de la piramide de la automatizacio´n, Figura 3-1, en el nivel de control con la
implementacio´n de una herramienta para la adquisicio´n de datos de campo y control sobre
actuadores utilizando hardware copyleft. En el nivel de supervisio´n, mediante la integracio´n
de la plataforma a la HMI open source de Proview [Proview, 2014] por medio del protocolo
de comunicacio´n industrial abierto Modbus.
3.1. Arquitectura de control propuesta
Estación de ingeniería Estaciones de operación
RED TCP/IP
Estación de 
almacenamiento
Proceso Sensores Actuadores
RED TCP/IP
MODBUS
RED TCP/IP
MODBUS
RED TCP/IP
MODBUS
RED TCP/IP
MODBUS
RED TCP/IP
MODBUS
Proview
Linux
Proview
Linux
Proview
Linux
Proview
Linux
ZotePLC/ChibiOS
Proview
Estaciones
de proceso
Figura 3-1.: Arquitectura de control propuesta
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La arquitectura de control se propuso a partir de la arquitectura ba´sica de SCADA y la
arquitectura de Proview [Proview, 2014], donde las estaciones de proceso pueden estar ubi-
cadas remotamente y son implementadas sobre hardware embebido copyleft. Con referencia
a la Figura 3-2 se describen a continuacio´n los componentes que la conforman.
3.1.1. Estacio´n de proceso
Las estaciones de proceso recolectan los datos de los diferentes sensores instalados en campo
y los transmiten a una estacio´n central. En la estacio´n de proceso es posible ejecutar un
programa de control que a partir de las variables medidas calcula los datos de control para
el proceso y los env´ıa hacia los actuadores. Adicionalmente, puede recibir comandos desde
las estaciones de operacio´n y enviar el estado de las variables del proceso hacia el centro de
control, utilizando protocolo Modbus TCP. La estacio´n de proceso consiste de la plataforma
de desarrollo STAMP, descrita en la siguiente seccio´n y hardware adicional para leer los
datos de entrada y escribir los datos de salida.
3.1.2. Estacio´n de operacio´n
La estacio´n de operacio´n es la interfaz entre el operador y el proceso. El operador supervisa
los procesos mediante las pantallas de la HMI, la cua´l presenta la informacio´n de campo por
medio de tendencias, indicadores, barras, etc. El operador puede influenciar el proceso, por
ejemplo enviando comandos a campo al presionar un boto´n sobre la HMI. La comunicacio´n
con la estacio´n de proceso se realiza por medio de una red TCP/IP por protocolo Modbus.
3.1.3. Estacio´n de almacenamiento
Con el fin de visualizar tendencias histo´ricas y tener datos disponibles para analizar el pro-
ceso en un espacio de tiempo determinado, es necesario almacenar los datos que se reciben
desde campo. El almacenamiento se hace sobre estaciones de almacenamiento, las cuales tie-
nen suficiente espacio en disco con el fin de almacenar datos por largos periodos de tiempo
e incluso tener funciones de respaldo en caso de fallas del sistema. Esta estacio´n tambie´n
puede implementarse en una estacio´n de proceso o una estacio´n de operacio´n.
3.1.4. Estacio´n de ingenier´ıa
Pueden existir tambie´n estaciones de ingenier´ıa donde es posible configurar y programar
las estaciones de proceso, las estaciones de operacio´n y las estaciones de almacenamiento.
Esta estacio´n cuenta con herramientas para disen˜ar las gra´ficas de proceso, las secuencias de
programa, los lazos de control, etc. Cuando se configura una estacio´n, la nueva configuracio´n
debe distribuirse hacia la estacio´n por medio de la red.
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3.2. Adaptacio´n hardware para la implementacio´n de la
plataforma desarrollada ZotePLC
3.2.1. Hardware Copyleft
En [Camargo, 2011b] se presenta una metodolog´ıa para la transferencia tecnolo´gica para pro-
ducir sistemas digitales que utilizan tecnolog´ıas y metodolog´ıas de disen˜o modernas. Como
parte de esta metodolog´ıa se desarrollaron una serie de plataformas hardware que pueden
utilizarse como disen˜os de referencia en la fabricacio´n de productos para la industria, bajo
una propuesta de licenciamiento abierta hardware copyleft, cumpliendo con las licencias GPL
y CC-BY-SA [Camargo, 2011b]. Adicionalmente, la metodolog´ıa recomienda utilizar herra-
mientas abiertas para el desarrollo de los proyectos hardware copyleft. El uso de plataformas
hardware copyleft permite ahorrar tiempo y dinero al desarrollar aplicaciones.
Dentro de las plataformas desarrolladas en [Camargo, 2011b] se encuentran la Plataforma
SIE [Camargo, 2011a] la plataforma ECBOT y ECB AT91 [Camargo, 2007, Camargo, 2008]
y la plataforma STAMP [Camargo, 2014]. Esta u´ltima se tomo´ como plataforma para reali-
zar la implementacio´n para la estacio´n de proceso propuesta en esta seccio´n.
3.2.2. Estacio´n de proceso basada en la plataforma abierta STAMP
Para la implementacio´n de la estacio´n de proceso se utilizo´ la plataforma STAMP [Camargo, 2014],
la cual esta´ basada en el procesador i.MX233 [Freescale, 2014] de la familia ARM926.
Esta´ compuesta por un procesador Freescale i.MX233 de 454MHz, un micro controlador ST-
Microelectronics [ST, 2014] ARM Cortex M4 con unidad de punto flotante, memoria RAM
interna de 256KB, memoria flash de 1MB, conversores ana´logo-digital (ADC) de 12 bits y un
perife´rico de comunicacio´n USART. El STM ejecuta el sistema operativo de tiempo real Chi-
biOS lo cual permite realizar operaciones en tiempo real como soporte de co-procesamiento
del i.MX233. Sobre el procesador principal es posible ejecutar el sistema operativo Linux.
El procesador i.MX23 es un procesador para aplicaciones, entre sus caracter´ısticas principales
se encuentran [Freescale, 2014]:
CPU ARM926 a 454MHz, 32 bits
USB hasta 480Mbps High Speed y 12Mbps Full-Speed
3 UARTs (2 UARTs operando hasta 3.25Mbps)
I2C Master/Slave
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Dos puertos seriales sincro´nicos
Soporte de memorias DDR SDRAM, SD y MMC
El microcontrolador STM32F407 es apropiado para diferentes tipos de aplicaciones como
son el control de motores, aplicaciones me´dicas, aplicaciones industriales: PLC, inversores,
impresoras, sistemas de alarma, entre otras. El STM32F407 esta´ basado en una CPU ARM
de 32 bits Cortex-M4 de hasta 168MHz, 3 ADC de 12 bits, 2 DAC de 12 bits, 140 puertos de
entrada/salida, 3 interface I2C, 4 USART, 2 UARTs. Posee unidad de punto flotante (UFP)
[ST, 2014] .
En la Figura 3-2 se presenta un diagrama de bloques de la plataforma STAMP, el procesador
I.MX233 cuenta con diferentes perife´ricos los cuales permiten realizar la interfaz con los
diferentes dispositivos que se pueden conectar a la tarjeta.
JTAG
USART
DDR
SDRAM
SSP2USB
GPIO
ADC
USB I2C I2C
DEBUG
UART
GPIO
APP
UART
MICRO
SD
AUDIO
VIDEO
STAMP
STM32F407 Freescale I.M233
Figura 3-2.: Diagrama de bloques de la plataforma STAMP.
3.2.3. Tarjeta de entrada/salida
La tarjeta de entrada/salida se compone de 5 mo´dulos: la fuente de alimentacio´n, las entradas
digitales, las salidas digitales, las entradas ana´logas y los puertos de comunicacio´n, Figura
3-3). Este mo´dulo se conecta a la tarjeta STAMP por medio de los pines de entrada/salida
del microcontrolador STM32F407.
La fuente de alimentacio´n tiene entrada de 12VDC y regula la alimentacio´n para la platafor-
ma STAMP y para el mo´dulo de entradas digitales, ana´logas y salidas digitales. Cuenta con
ocho entradas digitales de excitacio´n externa de 0-24 VDC, cuatro entradas ana´logas de 0-5
V, cuatro salidas digitales de excitacio´n externa de 0-24VDC, un puerto serial y un puerto
USB.
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Figura 3-3.: Diagrama de bloques del mo´dulo de entrada/salida.
Fuente de alimentacio´n
La fuente de alimentacio´n presentada en la Figura 3-4 se disen˜o´ para un voltaje de entrada
de 12VDC, la tarjeta STAMP se alimenta con un voltaje de 5VDC, para regular este voltaje
utilizo´ el el regulador conmutado del circuito integrado LM22676 de Texas Instruments
[TI, 2014a]. Este regulador fue´ disen˜ado para aplicaciones de control industrial, sistemas de
telecomunicacio´n y datos y sistemas embebidos. El disen˜o del regulador se realizo´ con la
herramienta de disen˜o TI WEBENCH [TI, 2014b].
Para alimentar los circuitos optoacoplados de las entradas ana´logas aislando la tierra de la
fuente de alimentacio´n se utilizan los conversores DC-DC VESD1-S12-D15-SIP y VESD1-
S12-D5-SIP [CUI, 2014]. La fuente de alimentacio´n cuenta con un indicador luminoso que
permite conocer el estado encendido o apagado de la misma.
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Figura 3-4.: Fuente de alimentacio´n, disen˜ado en [Kicad, 2014]
Entradas y salidas digitales
Las entradas digitales son de estado so´lido de excitacio´n externa y aisladas o´pticamente
mediante el circuito integrado PS2808-4 . El circuito integrado PS2808-4 es un aislador op-
toacoplado para aplicaciones de PLCs e instrumentos de medicio´n. Se implementaron ocho
entradas digitales normalmente abiertas, cada una con indicacio´n luminosa encendida para
cada una de las entradas a 24VDC, cuando estas se encuentran activas. Las salidas digitales
tambie´n son de excitacio´n externa a 24VDC, aisladas o´pticamente con el circuito integrado
PS2808-4 y con indicacio´n luminosa.
Se dice que una entrada o salida digital es de excitacio´n externa cuando requiere una fuente
externa para activar el circuito de entrada o salida. En la Figura 3-5 se presenta un ejemplo
para el caso de una entrada y una salida de excitacio´n externa. Una fuente externa DC (PS)
se conecta a la entrada para excitar el circuito del mo´dulo de entrada (Z), cuando el sensor
digital cierra el interruptor la fuente PS se conecta al circuito de excitacio´n Z. Para el caso
de la salida digital de excitacio´n externa, cuando el interrutor que representa la salida digital
se cierra, se conecta la carga a la fuente de excitacio´n externa PS.
3.2 Adaptacio´n hardware para la implementacio´n de la plataforma desarrollada ZotePLC31
PS Z
Carga
PS
Fuente Entrada Fuente
Salida
Figura 3-5.: Conexio´n de entradas y salidas digitales tipo contacto “mojado ”.
Las Figuras 3-6 y 3-7 presentan el circuito de implementacio´n de las entradas y salidas
digitales respectivamente. Las especificaciones de los mo´dulos se presentan en las Tabla 3-1
y 3-2.
Figura 3-6.: Entradas digitales aisladas o´pticamente, disen˜ado con KiCad [Kicad, 2014].
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Tabla 3-1.: Espec´ıficaciones del mo´dulo DI.
Caracter´ısticas Especificaciones
Voltaje max. entrada 30VDC
Voltaje de entrada ON Voltaje DI > 6V
OFF Voltaje DI < 3V
Aislamiento Optoacoplado
Figura 3-7.: Salidas digitales aisladas o´pticamente, disen˜ado con KiCad [Kicad, 2014].
Tabla 3-2.: Espec´ıficaciones del mo´dulo DO.
Caracter´ısticas Especificaciones
Ma´xima potencia de conmutacio´n 1A, 30VDC
Voltaje ma´ximo 30VDC
Aislamiento Optoacoplado
Entradas ana´logas
Las entradas ana´logas se disen˜aron de 0 a 5VDC, esta´n aisladas o´pticamente con el circuito
integrado IL300. Se disen˜o´ un amplificador de aislamiento fotovoltaico lineal para acondi-
cionar la sen˜al de entrada de 0 a 5VDC a la sen˜al de voltaje de entrada del STM32 de 0
a 3.6VDC. El IL300 puede configurarse tanto como amplificador aislador fotoconductivo o
fotovoltaico. La topolog´ıa fotovoltaica ofrece mejor linealidad y bajo ruido, permite alcanzar
3.2 Adaptacio´n hardware para la implementacio´n de la plataforma desarrollada ZotePLC33
o exceder el rendimiento de un conversor ana´logo a digital de 12 bits. La topolog´ıa foto-
conductora proporciona el mayor ancho de banda de frecuencia de acople pero se comporta
como un conversor ana´logo de 8 a 9 bits [CUI, 2014].
El IL300 consiste de un LED emisor de AIGaAs de alta eficiencia acoplado a dos fotodiodos
independientes (ver Figura 3-8). El servo fotodiodo (pines 3 y 4) proporciona una sen´al
de realimentacio´n que controla la corriente del LED emisor (pines 1 y 2). Este fotodiodo
entrega una corriente IP1, la cual es directamente proporcional al flujo incidente en el LED.
El aislamiento galva´nico entre la entrada y la salida lo brinda el segundo fotodiodo (pines 5
y 6). La corriente de salida IP2 de este fotodiodo sigue la fotocorriente generada por el servo
diodo [CUI, 2014].
Figura 3-8.: Diagrama de pines IL300, [CUI, 2014].
Los para´metros de disen˜o del amplificador de aislamiento fotovoltaico se describen a conti-
nuacio´n [CUI, 2014]:
Servo ganancia K1
Es la relacio´n entre la servo corriente IP1 y la corriente de entrada del LED (pines 1 y 2) :
K1 = IP1/IF , (3-1)
Ganancia de salida K2
Es la relacio´n entre la corriente de salida del fotodiodo IP2 y la corriente dde entrada del
LED (pines 1 y 2):
K2 = IP2/IF , (3-2)
Ganancia de transferencia K3
Es la relacio´n entre la ganancia de salida K2 y la servo ganacia K1:
K3 = K2/K1, (3-3)
El amplificador disen˜ado se presenta en la Figura 3-9. Co´mo para´metros de disen˜o se tomaron
los siguientes datos:
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Tabla 3-3.: Para´metros del IL300 utilizados [CUI, 2014]
.
IL300 K1 = 0.007
K2 = 0.007
K3 = 1
A partir de las ecuaciones 3-4 y 3-5 se calculan los valores de las resistencias R1 y R2.
Vout
Vin
=
K2R2
K1R1
(3-4)
Siendo R2 la resistencia de salida del amplificador (ver Figura 3-9) y R1 la resistencia de
entrada del amplificador:
Vout
Vin
=
K3R2
K1R1
(3-5)
Ip1 = K1Ioutmax = 105µA (3-6)
R1 =
Vin
Ip1
= 34,3KΩ (3-7)
R2 =
R1G
K3
= 24,7KΩ (3-8)
Tabla 3-4.: Espec´ıficaciones del mo´dulo AI.
Caracter´ısticas Especificaciones
Tipo de entrada 0-5 VDC
Resolucio´n 12 bits
Presicio´n ±0.1 % a escala completa
Aislamiento Fotovoltaico
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Figura 3-9.: Diagrama para una entrada ana´loga, disen˜ado en [Kicad, 2014].
Puertos de comunicacio´n
La placa de circuito impreso tiene los conectores para el puerto serial tipo DB-9 y para un
puerto USB hembra adicional. El puerto serial permite la comunicacio´n para gestio´n de la
tarjeta mediante la consola, as´ı como la comunicacio´n con otros dispositivos por puerto se-
rial. Los puertos USB permiten la conexio´n de dispositivos como adaptadores Wi-Fi USB o
adaptadores Ethernet USB. Este puerto USB se utiliza como interfaz para el servidor/cliente
Modbus TCP que soporta la plataforma ZotePLC para aplicaciones industriales.
Figura 3-10.: Puertos de comunicacio´n, disen˜ado en [Kicad, 2014].
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3.3. Adaptacio´n software para la implementacio´n de la
plataforma ZotePLC
3.3.1. Sistema operativo y sistema de archivos
Sobre el procesador ARM926 i.MX233 se utilizo´ como sistema operativo Linux, versio´n del
Kernel 2.6.35-3 adaptado de acuerdo con el hardware de la tarjeta, el sistema de archivos
utilizado es el buildroot [Buildroot, 2014]. El kernel de Linux se encarga de de manejar el
hardware asociado a la plataforma. Buildroot es un conjunto de scripts y parches que hacen
fa´cil generar un sistema Linux embebido completo.
Sobre el microcontrolador STM32F407 se utilizo´ el sistema operativo en tiempo real ChibiOS
[ChibiOS, 2014] 2.5, este sistema operativo open source se caracteriza por su alta portabilidad
y taman˜o compacto, el taman˜o del kernel con todos los sistemas activados es aproximada-
mente de 6172 Bytes, sin incluir los controladores HAL y de dispositivos,[ChibiOS, 2014]. La
configuracio´n del Kernel y el sistema de archivos para el i.MX233, as´ı como la configuracio´n
y compilacio´n del ChibiOS para e SMT se presentan en el Anexo 1.
3.3.2. Aplicacio´n del PLC
La aplicacio´n ba´sica implementada se encarga de adquirir las sen˜ales del mo´dulo de entradas
ana´logas y digitales y salidas digitales, copiar estos datos a registros Modbus por medio
del servidor Modbus TCP y a la memoria interna del PLC. Tambie´n recibe los comandos
enviados por Modbus y los ejecuta sobre las salidas digitales.
En Proview los sistemas se definen en dos configuraciones, la configuracio´n de planta y la
configuracio´n de nodo. La estructura de planta incluye objetos como interruptores, sensores,
actuadores, as´ı como los programas de PLC que contienen el co´digo de operacio´n de la plan-
ta. La estructura de nodo refleja la configuracio´n de hardware y de software de la estacio´n de
operacio´n, que en este caso es en s´ı el PLC sobre la STAMP, con objetos de entrada/salida
y programas de sistema [Proview, 2014]. Cuando se han configurado la planta y el nodo, se
conectan las sen˜ales lo´gicas a los canales f´ısicos. Cada sen˜al lo´gica definida en la configura-
cio´n de planta debe conectarse a un canal en la configuracio´n de nodo.
La configuracio´n para la aplicacio´n del PLC sobre la STAMP se presenta de forma general
en la Figura ??:
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Configuración de planta Configuración de nodo
Define: 
Señales de entrada
Señales de salida
Variables internas
Programa del PLC
Define:
Procesos de ejecución del PLC
Configuración del puerto serial
Configuración del servidor Modbus
Intercambio de datos
Figura 3-11.: Configuracio´n en Proview.
Integracio´n de las sen˜ales de entrada y de salida
En la interfaz gra´fica de Proview, ver Figura 3-12, en el lado izquierdo de la se edita la con-
figuracio´n de planta y al lado derecho la configuracio´n de nodo. Todas las sen˜ales internas
que se utilizan en el programa del PLC entre ellas las varibles que representan las entradas
digitales y ana´logas y las salidas digitales se definen en la conficguracio´n de planta. En la
configuracio´n de nodo se definen los tipos de conexiones con el hardware, como la configura-
cio´n del puerto serial, la configuracio´n Modbus y la configuracio´n del puerto ethernet.
Figura 3-12.: Configuracio´n de planta y de nodo para el puerto serial en Proview.
De acuerdo con la Figura 3-11, para la configuracio´n de planta las sen˜ales de entrada, de
salida y las variables internas se listan en la Tabla 3-5. Las sen˜ales de salida corresponden a
los estados de las entradas y salidas que se entregan por Modbus y se presentan en la Tabla
3-6. Las variables internas se listan en la Tabla 3-7.
38 3 Plataforma hardware/software abierta implementada: ZotePLC
Tabla 3-5.: Listado de sen˜ales de entrada
.
Nombre de la sen˜al Tipo de sen˜al Funcio´n
DI1 Dv Estado de la entrada digital 1
DI2 Dv Estado de la entrada digital 2
DI3 Dv Estado de la entrada digital 3
DI4 Dv Estado de la entrada digital 4
DI5 Dv Estado de la entrada digital 5
DI6 Dv Estado de la entrada digital 6
DI7 Dv Estado de la entrada digital 7
DI8 Dv Estado de la entrada digital 8
AIN1 Av Estado de la entrada ana´loga 1
AIN2 Av Estado de la entrada ana´loga 2
AIN3 Av Estado de la entrada ana´loga 3
AIN4 Av Estado de la entrada ana´loga 4
DO1 Dv Estado de la salida digital 1
DO2 Dv Estado de la salida digital 2
DO3 Dv Estado de la salida digital 3
DO4 Dv Estado de la salida digital 4
CMDs Ii Comandos de las salidas digitales, entrada Modbus
Tabla 3-6.: Listado de sen˜ales de salida
.
Nombre de la sen˜al Tipo de sen˜al Funcio´n
AI1 Io Estado de la entrada ana´loga 1, Salida Modbus
AI2 Io Estado de la entrada ana´loga 2, Salida Modbus
AI3 Io Estado de la entrada ana´loga 3, Salida Modbus
AI4 Io Estado de la entrada ana´loga 4, Salida Modbus
DIs Io Estado de las entradas digitales, Salida Modbus
DOs Io Estado de las salidas digitales, Salida Modbus
La integracio´n de las sen˜ales se realiza por puerto serial, el microcontrolador STM32F407
env´ıa una trama de datos 10 bytes a 115200 bps 8N1 con la informacio´n del estado de las
sen˜ales de entrada salida y recibe una trama de 1 byte que contiene el comando sobre las
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Tabla 3-7.: Listado de variables internas
.
Nombre de la sen˜al Tipo de sen˜al Funcio´n
SetTx Dv Habilita transmisio´n por puerto serial
SetRx Dv Deshabilita transmisio´n por puerto serial
ErrSend Dv Indica error en la transmisio´n serial
BusySend Dv Indica puerto serial ocupado
salidas digitales. El programa del PLC tiene dos funciones que se encargan de manejar estos
datos: lectura de datos de entradas ana´logas, entradas digitales y escritura de comandos en
las salidas digitales.
El programa del PLC se encarga de copiar los datos recibidos por el puerto serial y copiarlos
a las variables de denominadas de entrada de la Tabla 3-5. Las sen´ales de salida de la Tabla
3-6 corresponden a las variables definidas en la configuracio´n de planta que se conectan a las
sen´ales del servidor Modbus.
En la configuracio´n de nodo de Proview se define la configuracio´n del puerto serial que se
comunica con el STM, la configuracio´n del proceso del PLC que ba´sicamente define el ciclo
de ejecucio´n del programa del PLC y la configuracio´n del puerto Modbus TCP. La configu-
racio´n del puerto serial permite acceder al buffer de datos de entrada y al buffer de datos de
salida para la comunicacio´n con el STM, los cuales se denominan RxData y TxData respec-
tivamente. Estos buffer de datos se conectan a las sen˜ales definidas en la configuracio´n de
planta por medio del archivo ra plc user.h y del programa del PLC donde se invocan con las
etiquetas Nodes-Rtu-ComSerial-serial-Receive y Nodes-Rtu-ComSerial-serial-Send-TxData.
La configuracio´n de nodo del puerto serial inicia definiendo el objeto RemoteConfig con el
nombre de ComSerial el cual se encarga de administrar las comunicaciones remotas. A este
objeto se le an˜ade el objeto RemnodeSerial con nombre “serial”, con el cual se define la
comunicacio´n serial, el puerto serial por el que se intercambiara´n los datos /dev/ttySP1, la
velocidad del puerto 115200 8N1 y el tiempo de scan del puerto, ver Figura 3-13. En la
configuracio´n del RemnodeSerial son importantes los tiempos de ReadTimeout y ScanTime
para alcanzar el periodo de actualizacio´n del estado de las entradas y salidas recibidas des-
de el microcontrolador STM32F407 en la aplicacio´n del PLC en Proview, donde el tiempo
ReadTimeout esta´ en segundos y corresponde al tiempo ma´ximo de espera de un mensaje de
lectura y el tiempo ScanTime al tiempo en segundos para la escritura de datos en el puerto,
Figura 3-13.
40 3 Plataforma hardware/software abierta implementada: ZotePLC
Una vez configurado el puerto, se definen las tramas de datos de lectura y escritura con
los objetos RemTrans, en el caso de la lectura de datos el para´metro Direction se configura
como Receive y para escritura Send, el taman˜o de los registros de lectura (10 bytes) y escri-
tura (1 byte), se declara para cada objeto RemTrans en el para´metro StructName request,
y el para´metro StructFile $pwrp inc/ra plc user.h, ver Anexo C. Por medio de el archivo
ra plc user.h se realiza la lectura de los datos que ingresan por el puerto serial a traves de
una estructura.
Figura 3-13.: Configuracio´n de los objetos del nodo para el puerto serial en Proview.
La Figura 3-14 presenta el programa del PLC Proview para la adquisicio´n de sen˜ales de la
tarjeta de I/O. Consta de dos funciones principales para la transmisio´n y recepcio´n de datos
a trave´s del puerto serial. A su vez cada funcio´n tiene anidado un subprograma donde se
ejecutan las acciones necesarias para la lectura y escritura de los datos por el puerto serial
y su asignacio´n a las variables declaradas en el programa del PLC de Proview.
Figura 3-14.: Programacio´n lo´gica para la lectura y escritura de datos del PLC por serial.
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Para el caso del env´ıo de comandos a las salidas digitales se utiliza la la funcio´n RemSend
la cual recibe los comandos desde la aplicacio´n del PLC y los env´ıa por el puerto serial a
trave´s del buffer Nodes-Iomod-ComSerial-serial-Send. Cuando la variable SetTx esta´ activa
el comando se env´ıa al STM y se pone en cero para permitir el env´ıo posterior de un comando
nuevo. Las banderas BusySend y ErrSend indican que la funcio´n esta´ enviando el dato y que
ocurrio´ un error respectivamente.
Por medio de la funcio´n SubWindow del editor de PLC de Proview se configura un subpro-
grama que lee la estructura de datos del archivo ra plc user.h y env´ıa los comandos hac´ıa
el microcontrolador STM32F407, ver Figura 3-15. Este subprograma contiene una funcio´n
que toma el comando a enviar definido en una variable del programa del PLC como Com-
mandDO1 y lo copia en el buffer de env´ıo de datos TXData, ver Figura 3-15, utilizando la
funcio´n DataA.
La funcio´n RemRcv Figura 3-16, recibe los datos que llegan por puerto serial desde el STM
leyendo el dato Nodes-Iomod-ComSerial-serial-Receive definido en la estructura de Nodo, el
cual contiene los datos de estado de las entradas y salidas de la tarjeta de adquisicio´n. Por
medio de la funcio´n SubWindow del editor de PLC de Proview se configura un subprograma
que se encarga de leer la estructura de datos del archivo ra plc user.h y copiarlas a las sen˜ales
del PLC definidas en la estructura de planta de Proview, Figura 3-19.
Por ejemplo, en la Figura 3-16 la funcio´n DataArithmetic (DataA3), el dato de entrada
DA1 esta´ conectado a la sen˜al Receive-RxData definida en la configuracio´n de nodo del
puerto serial, Figura 3-12. La sentencia de co´digo if (Da1->RxData 5 0x1) od1 = 1;
else od1 = 0; copia el dato recibido en el puerto serial con la estructura definida en el ar-
chivo ra plc user.h, finalmente la salida od1 copia en la variable DI1 el estado de la entrada
digital de la posicio´n uno.
Figura 3-15.: Programacio´n lo´gica textitsubWindow de escritura.
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StoDv Plant-DO4
StoDv Plant-DO3
StoDv Plant-DO2
StoDv Plant-DO1
StoIo Plant-DOs Registers-MBDOs
StoIo Plant-DIs Registers-MBDIs
StoIv Plant-AIN4
StoIv Plant-AIN3
StoIv Plant-AIN2
StoIv Plant-AIN1
StoDv Plant-DI8
StoDv Plant-DI7
StoDv Plant-DI6
StoDv Plant-DI5
StoDv Plant-DI4
StoDv Plant-DI3
StoDv Plant-DI2
StoDv Plant-DI1
DataA
Da1 od1
od2
od3
od4
DataA6
classdef Da1 response

if (Da1->RxData_6 & 0x10) od1 = 1;

else od1 = 0;

if (Da1->RxData_6 & 0x20) od2 = 1;

else od2 = 0;

if (Da1->RxData_6 & 0x40) od3 = 1;

else od3 = 0;

if (Da1->RxData_6 & 0x80) od4 = 1;

else od4 = 0;
DataA
Da1 od1
od2
OI1
OI2
OI3
OI4
DataA4
classdef Da1 response

OI1=Da1->RxData_1;

OI2=Da1->RxData_2;

OI3=Da1->RxData_3;

OI4=Da1->RxData_4;

if(Da1->RxData_5 & 0x40) od1 =1;

else od1 = 0;

if(Da1->RxData_5 & 0x80) od2 =1;

else od2 = 0;
Data Receive-RxData DataA
Da1 od1
od2
od3
od4
od5
od6
OI1
OI2
DataA3
classdef Da1 response

if (Da1->RxData_5 & 0x1) od1 =1;

else od1 = 0;

if (Da1->RxData_5 & 0x2) od2 =1;

else od2 =0;

if (Da1->RxData_5 & 0x4) od3 =1;

else od3 =0;

if (Da1->RxData_5 & 0x8) od4 =1;

else od4 =0;

if (Da1->RxData_5 & 0x10) od5 =1;

else od5 =0;

if (Da1->RxData_5 & 0x20) od6 =1;

else od6 =0;

OI1=Da1->RxData_5;

OI2=Da1->RxData_6;
Plant-PLC
W-RecvObj-W
03-MAR-2014 22:48
iomodProview
Figura 3-16.: Programacio´n lo´gica textitsubWindow de lectura.
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Modbus TCP
Proview cuenta con una libreria para dispositivos de entrada/salida con soporte para Profi-
bus, Modbus RTU, Modbus TCP, SPI Master and Slave para mensajes con 1 byte de taman˜o,
UDP, entre otros, a continuacio´n se presenta la configuracio´n utilizada para configurar el Zo-
tePLC como un servidor Modbus para servir los datos adquiridos con la tarjeta de entrada
salida y escribir sobre los canales de salida digitales desde un cliente Modbus, [Proview, 2014].
La configuracio´n se realiza en la estructura de Nodo Proview, ver Figura 3-18, insertando
el objeto Modbus TCP server, se definen los para´metros ThreadObject, que para este caso
se conecta a Nodes-IOmod-PLC-100ms, que corresponde al proceso del PLC PLCProcess.
Se define el puerto Modbus que por defecto es 502, vale la pena resaltar que para usar el
puerto 502 se deben tener permisos de super usuario para la ejecucio´n del programa del PLC,
Figura 3-17. A este mo´dulo se le agrega el bloque de registros de lectura/escritura Modbus:
Modbus TCP serverModule, para este se definen las direcciones de escritura y lectura que
deben ser diferentes para diferencias los registros a la hora de consultarlos desde un cliente,
se define tambie´n el nu´mero de esclavo Modbus con el para´metro UnitId.
Los registros de lectura se definen como ChanIo para las variables ana´logas con represen-
tacio´n Int16 y para las variables digitales, las cuales se agruparon en un registro MBDIs
para las entradas digitales y MBDOs para es estado de las salidas digitales. Los comandos
hacia las salidas digitales se definen con ChanIi con representacio´n Int16, estos comandos
tambie´n se agruparon en una sola variable. Cada sen˜al ChanIo o ChanIi declarada bajo el
objeto Modbus TCP ServerModule se debe conectar a una sen˜al tipo Io o Ii respectivamente.
Figura 3-17.: Configuracio´n de objetos del nodo para el servidor Modbus TCP en Proview.
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Figura 3-18.: Configuracio´n de nodo para el servidor Modbus TCP en Proview.
Ejecucio´n del programa del PLC sobre la STAMP
Una vez se ha configurado completamente la aplicacio´n en Proview, debe hacerse compilacio´n
cruzada para ARM para generar el ejecutable del programa de PLC [Proview, 2014]. Como
resultado de la compilacio´n se generan algunos archivos que deben copiarse al sistema de
archivos buildroot. En el Anexo 1 se presentan los pasos necesarios para la croscompilacio´n
de Proview para ARM, as´ı como la ejecucio´n del programa del PLC sobre buildroot y el
detalle de los archivos que deben contener cada una de las carpetas de la Figura 3-19.
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/
bin dev pwrp home etc local usr root... ... ... ... ... ... ... ...
pwrp pwrtt
exe lib loadadm
db
arm_linux common
exe inc load log
Figura 3-19.: Estructura de archivos de la aplicacio´n del PLC Proview sobre Buildroot.
Aplicacio´n de adquisicio´n de sen˜ales para el STM32
El microcontrolador STM se utiliza para la interface entre el i.MX233 y la tarjeta de entra-
das y salidas, la aplicacio´n tiene como objetivo adquirir los valores de las sen˜ales digitales y
ana´logas de entrada y activar las salidas digitales de acuerdo con los comando enviados desde
i.MX233. El diagrama de flujo del programa implementado se presenta en la Figura 3-20.
El co´digo implementado y los archivos de configuracio´n modificados del sistema operativo
ChibiOS se presentan en el Anexo 2.
En la etapa de inicializacio´n se activan los controladores del puerto serial, de interrupciones
de las entradas digitales, el ADC, la configuracio´n y estados de las entradas y salidas, as´ı co-
mo las variables propias del programa.
Se verifica si alguna de las entradas digitales se activo´ o desactivo´ por medio de una excep-
cio´n, en caso de que se presente la excepcio´n se lee el puerto que contienen los estados de
las entradas digitales y se inicia la conversio´n de ana´logo a digital de las cuatro entradas
ana´logas utilizadas.
Se evalu´a si se recibio´ un comando desde el i.mX233 con un tiempo de espera ma´ximo de
3ms, en caso de que se cumpla una de las condiciones se lee el estado de las salidas digitales,
se copian los estados de las entradas digitales, las entradas ana´logas y las salidas digitales
en el buffer de transmisio´n del puerto serial y se env´ıan los datos al i.MX233.
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Figura 3-20.: Diagrama de flujo de la aplicacio´n del STM.
Tiempo de ciclo
El rendimiento de Proview esta´ limitado principalmente por el sistema operativo y su hardwa-
re, el ciclo mı´nimo de tiempo puede ser menor a 1ms, [Proview, 2014]. Es posible implementar
diferentes programas de PLC o PLCProcess, asociados a cada PLCProcess se pueden imple-
mentar hilos (PlcThreads) a los cuales es posible asociar diferentes tareas que se ejecutara´n
a tiempos de ciclo diferentes configurados por el usuario. Tanto los PLCProcess como los
PlcTrheads tienen niveles de prioridad asociadas, la prioridad de los PLCProcess solo afecta
el comienzo y la inicializacio´n de los PLCThread y su prioridad es de menor importancia.
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Una vez los PlcThreads son iniciados estos son independientes del proceso que los inicio´,
luego la prioridad de los PLCThreads es la ma´s importante.
Se evaluo´ el desempen˜o de la plataforma ZotePLC en te´rminos del tiempo de ciclo que com-
prende las tareas de actualizacio´n de las sen˜ales de entrada/salida y mapeo de sus valores
a las variables internas del PLC (tiempo de ciclo mı´nimo). Se determina el tiempo mı´nimo
promedio de ciclo, asociado al PLCThread de mayor prioridad (22). Conocer el tiempo de
ciclo del PLC permitira´ al usuario determinar si la ZOtePLC es adecuada para la aplicacio´n
donde se desee implementar.
Tiempo de ciclo m´ınimo
Para determinar el tiempo de ciclo mı´nimo se utiliza un proceso iterativo hasta encontrar
el tiempo de ciclo mı´nimo en el cua´l se obtienen sin errores los estados de las entradas di-
gitales y ana´logas y se escriben los comandos digitales en las salidas del mo´dulo sin errores.
Las variables que se modifican en el proceso en los programas del STM 32 y en el del PLC son:
Programa del STM32:
1. Tiempo de espera del comando recibido desde Proview por el puerto serial para activar
y desactivar salidas digitales.
2. Tiempo de espera para la siguiente ejecucio´n del programa principal main.
Programa del PLC
1. ScanTime, tiempo de scan del PLCThread principal.
2. Tiempo de espera de datos por puerto serial, ReadTimeout.
3. ScanTime, tiempo de actualizacio´n de datos de env´ıo por el puerto serial.
Las variables del PLC para evaluar las condiciones de operacio´n para el tiempo de ciclo son:
Objeto Receive
1. DataLength: se actualiza con la longitud en bits del buffer recibido por el puerto serial,
debe ser igual a 1.
2. TransCount: nu´mero de recepciones por el puerto serial
3. ErrCount: en caso de error en la recepcio´n de la trama por el puerto serial aumenta el
contador, debe ser igual a cero.
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Objeto Send
1. DataLength: se actualiza con la longitud en bits de la trama enviada por el puerto
serial, debe ser igual a 10.
2. TransCount: nu´mero de transmisiones por el puerto serial, se incrementara cada vez
que se env´ıe un comando por el puerto serial.
3. ErrCount: en caso de error en el env´ıo de la trama por el puerto serial aumenta el
contador, debe ser igual a cero.
4. Estado de las variables de entrada y de salida.
Luego de ejecutar las pruebas se encuentra que el tiempo de ciclo mı´nimo corresponde a
20ms, para el cual el programa del PLC intercambia correctamente los datos por el puerto
serial y los sirve en registros Modbus TCP.
4. Resultados
4.1. Resumen de caracter´ısticas de ZotePLC
La herramienta implementada ZotePLC tiene en total 16 I/Os, es un soft PLC basado en
Proview [Proview, 2014] cuyo hardware es copy left, la unidad de proceso utiliza la plataforma
STAMP [Camargo, 2014]. A trave´s de un puerto ethernet que soporta MODBUS TCP/IP
es posible integrarla a una interfaz HMI que soporte este protocolo, en la actualidad la ma-
yor´ıa de software HMI soporta MODBUS TCP/IP sea propietario o libre. En particular la
herramienta se integro´ a la HMI de Proview [Proview, 2014], ofreciendo as´ı la posibilidad de
implementar soluciones para automatizacio´n desde la adquisicio´n de las sen˜ales en campo
hasta la HMI, con histo´ricos, tendencias y alarmas.
La Figura 4-1 resume las caracter´ısticas principales de ZotePLC, el precio por unidad es de
210USD.
Figura 4-1.: Caracter´ısticas ZotePLC [Sierk, 2013].
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La Figura 4-2 presenta el disen˜o final, donde se distinguen las entradas digitales, las entradas
ana´logas y las salidas digitales, todas acondicionadas con borneras para la conexio´n de cable
21 AWG.
DOs
DIs
AIs
Puerto 
serial
Puerto
USB
STAMP
IN
12VDC
Figura 4-2.: Circuito impreso de la plataforma ZotePLC implementada
Las Figuras 4-3 y 4-4 presentan una comparacio´n entre diferentes tipos de PLC embebidos
que se encuentran en el mercado y diferentes PLC convencionales. Todos los PLCs refe-
renciados tienen en comu´n que requieren utilizar Windows™para la instalacio´n del software
de programacio´n, ZotePLC se programa con Proview [Proview, 2014] el cual se ejecuta so-
bre ambiente Linux, permitiendo la reduccio´n de costos en la compra de licencias de software.
Los PLC comparados pueden programarse en Ladder y solamente el SPLAT CC18 en C y
Basic. ZotePLC, gracias a Proview [Proview, 2014] puede programarse con lenguaje gra´fico
y tambie´n con lenguajes de alto nivel como C, C++, Java o FORTRAN, lo cual puede ser
visto como una ventaja en aplicaciones que requieren funciones especiales no incluidas en el
lenguaje gra´fico ladder. En algunos casos la herramienta de programacio´n es gratuita, pero
utilizar PLCs como Rockwell u Omron por ejemplo exigen la compra del software cuyo costo
supera el costo del PLC hasta en 9 veces.
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Existen pocas iniciativas HMI de software libre que soporten protocolos industriales abiertos
y puedan instalarse en Linux, se destacan a la fecha OpenAPC [OpenAPC, 2014] y pvbrow-
ser [pvb, 2014] y Proview [Proview, 2014]. Los costos de una licencia de HMI son variables
y dependen del nu´mero de TAGS y de las funciones que soporten los mismos, utilizar un
HMI abierto permite reducir costos y con ZotePLC utilizar Proview [Proview, 2014] como
HMI resulta ventajoso para la programacio´n, pues el integrador de HMI puede ser el mis-
mo integrador del PLC, reduciendo los tiempos de aprendizaje para el uso de la herramienta.
ZotePLC cuenta con Modbus ethernet Cliente/Servidor lo cual permite integrarlo a software
HMI que cuente con el controlador Modbus ethernet e intercambiar datos con cualquier PLC
que soporte el protocolo. No todos PLCs que se encuentran en el mercado, como los referen-
ciados en las Figuras 4-3 y 4-4, que cuentan con costos cercanos al de ZotePLC soportan
este protocolo.
Figura 4-3.: Caracter´ısticas de PLC comerciales embebidos entre 53 a 229 USD
[Sierk, 2013].
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Figura 4-4.: Caracter´ısticas de PLC comerciales entre 49 a 140 USD [Sierk, 2013].
150USD a 400USD
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Basic instruc. 0.72us-16.2us
Special instructions 16.3us
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Figura 4-5.: Caracter´ısticas de PLC comerciales entre 150 a 400 USD [Sierk, 2013].
La Figura 4-6 presenta algunas de las ventajas que puede tener utilizar ZotePLC:
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Ventajas de Zote PLC frente a soluciones propietarias
Item a evaluar Ventaja Observación
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Figura 4-6.: Ventajas de ZotePLC.
4.2. Ejemplo de aplicacio´n 1: Pruebas de comunicacio´n
Modbus
La prueba de funcionalidad del cliente Modbus se realizo´ utilizando el software mdbus de la
compan˜ia Calta Computer Systems [Limited, 2014], ampliamente utilizado para el desarro-
llo, la adquisicio´n de datos, monitoreo y prueba de sistemas que utilizan el protocolo Modbus.
Esta herramienta proporciona una interface serial o un puerto IP conectado al dispositivo
Modbus en un ambiente Windows ©. Este software puede descargarse del sitio Web de la
compan´ia [Limited, 2014] en una versio´n completa utilizable durante un mes. Esta validacio´n
se hace con el fin de poder garantizar la comunicacio´n Modbus con otros dispositivos, ver 4-7.
La configuracio´n del cliente Modbus en mdbus se realiza utilizando el modo MASTER, ver
Figura 4-8, se habilita el modo IP y se escribe la direccio´n del Server Modbus que en este
caso es 192.168.0.100. En la seccio´n Database Points se declaran los registros que se van a
leer y escribir que corresponden a holding registers (H. Regs) y a input registers (I. Regs),
donde en start se pone la direccio´n donde el cliente debe comenzar a escribir o leer registros y
number al nu´mero de registros que debe escribir y/o leer. De acuerdo con las direcciones que
se configuraron en el server Modbus, ver Figura 3-17, las direcciones de lectura y escritura
son 0 y 100 respectivamente, configuradas en mdbus como 1 y 101 debido a que el offset de
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mdbus es de 1.
ZotePLC
IP: 192.168.0.100
mdbus
IP: 192.168.0.10
Figura 4-7.: Configuracio´n mdbus como cliente Modbus TCP/IP.
Figura 4-8.: Configuracio´n mdbus como cliente Modbus TCP/IP.
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La Figura 4-9 presenta la lectura correcta de los registros Modbus configurados en la plata-
forma ZotePLC, el monitor de mdbus permite visualizar las tramas enviadas por el cliente
identificadas con TX y las tramas recibidas con RX, donde para RX y TX se presentan
en las Tablas 4-2 y 4-3. De esta forma se comprobo´ que las entradas digitales y ana´logas
se leyeran y entregaran correctamente por protocolo Modbus, as´ı como que se escribieran
correctamente los comandos entregados por Modbus a las salidas digitales.
Tabla 4-1.: Trama Modbus Rx.
01 Nu´mero del esclavo Modbus
03 Indica lectura de holding registers
00 Direccio´n Modbus de inicio
06 Nu´mero de registros por leer
C5 Error Check Lo
C8 Error Check Hi
Figura 4-9.: Lectura de los registros Modbus de Zote usando mdbus.
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Tabla 4-2.: Trama Modbus Tx.
01 Nu´mero del esclavo Modbus
03 Indica lectura de holding registers
0C Nu´mero de enteros
03E8 1000 nu´mero entero contenido en el registro 1
03EB 1003 nu´mero entero contenido en el registro 2
03F1 1009 nu´mero entero contenido en el registro 3
03FD 1021 nu´mero entero contenido en el registro 4
0 nu´mero entero contenido en el registro 5
0 nu´mero entero contenido en el registro 6
6D Error Check Lo
11 Error Check Hi
La Figura 4-10 presenta la escritura de un holding register, se env´ıa el nu´mero 70 al registro
100 de laplataforma (101 para mdbus), la funcio´n 06 indica escritura de un registro.
Figura 4-10.: Escritura de registros enteros con mdbus en ZotePLC.
Con esta prueba de funcionamiento se asegura que que el ZotePLC puede conectarse a cual-
quier HMI que soporte ModbusTCP y que las sen˜ales de entrada y de salida del ZotePLC se
esta´n copiando correctamente al puerto Modbus TCP. Tambie´n se verifica que los comandos
para activar y descativar las salidas digitales del ZotePLC se transmiten correctamente desde
el cliente Modbus hasta las borneras de salida del ZotePLC.
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4.3. Ejemplo de aplicacio´n 2: Monitoreo de precipitacio´n
El monitoreo de variables clima´ticas como son el nivel de un r´ıo, la humedad, tempera-
tura, precipitacio´n, entre otras variables de intere´s para entidades como el Acueducto de
Bogota´ [EAAB, 2014], el IDEAM [IDEAM, 2014] y el FOPAE [IDEAM, 2014] con el fin de
generar alarmas tempranas para la prevencio´n de desastres, el monitoreo de variables y el
desarrollo de modelos clima´ticos.
A continuacio´n se presenta un ejemplo de implementacio´n de una estacio´n para el monito-
reo de la precipitacio´n. La aplicacio´n tiene como objeto el monitoreo y almacenamiento de
datos histo´ricos de la variable de precipitacio´n en una estacio´n de hidrolog´ıa. La estacio´n
consta de un sensor de precipitacio´n, la plataforma y la interfaz para la visualizacio´n de la
variable y las alarmas de precipitacio´n. Este ejemplo se construyo´ con la colaboracio´n de el
a´rea de hidrolog´ıa ba´sica del Acueducto de Bogota´. La Figura 4-11 presenta el esquema del
ejemplo implementado, el sensor se conceta auna entrada digital del ZotePLC, este a su vez
se conecta a la HMI por MOdbus TCP.
ZotePLC
IP: 192.168.0.100
HMI Proview
IP: 192.168.0.10
24VDC
Figura 4-11.: Ejemplo de aplicacio´n, monitoreo de precipitacio´n, imagen pluvio´metro Rain-
wise [RainWiseInc, 2014].
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4.3.1. Sensor
El sensor es un colector de lluvia en material de polipropileno, la precipitacio´n se mide con
pulsos generados cada 0.25mm de lluvia, la sen˜al del sensor es digital de contacto seco.
4.3.2. Adquisio´n y comunicacio´n
La adquisicio´n se realiza con ZotePLC, es necesario utilizar la configuracio´n de la Figura
3-5 para la conexio´n del sensor al mo´dulo de adquisicio´n, ya que la sen˜al del sensor es de
contacto seco. La aplicacio´n del PLC complementa la aplicacio´n presentada en el cap´ıtulo 4,
llevando cuenta de los pulsos hasta que se superan los 100mm de precipitacio´n acumulada y
se limpia el contador para iniciar de nuevo la cuenta.
Figura 4-12.: Aplicacio´n del PLC ejemplo de monitoreo
La comunicacio´n con la HMI se realiza por protocolo Modbus TCP por medio de una cone-
xio´n Wi-Fi entre la estacio´n de proceso (plataforma) y la estacio´n de operacio´n, de acuerdo
con la configuracio´n realizada en el cap´ıtulo 4 agregando un holding register adicional para
transmitir el acumulado del contador en entrero.
4.3.3. Interfaz de visualizacio´n HMI
La interfaz de precipitacio´n se presenta en la Figura 4-13, permite visualizar la variable
de precipitacio´n acumulada (100mm) en la parte superior y las variables acumuladas de
precipitacio´n diaria y horaria en la parte inferior. Cuenta con visualizacio´n gra´fica de las
tres variables, las cuales se pueden intercambiar sobre la pantalla con los botones corres-
pondientes. Dada la importancia de analizar las sen˜ales histo´ricas se implemento´ sobre la
misma estacio´n el servidor de histo´ricos para el almacenamiento de las tres variables y su
visualizacio´n gra´fica, ver Figura 4-15.
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Figura 4-13.: Aplicacio´n de ejemplo de monitoreo.
La Figura 4-14 presenta la configuracio´n de planta y de nodo para la estacio´n de monitoreo
la cual se encarga de acumular las precipitaciones de 100mm, diarias y horarias as´ı como de
limpiar los contadores. Muestra adema´s la configuracio´n para la adquisico´n del contador de
pulsos enviado desde la estacio´n de adquisicio´n y la configuracio´n del servidor de histo´ricos.
Figura 4-14.: Aplicacio´n de ejemplo de monitoreo configuracio´n de planta y de nodo.
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Para implementar el servidor de histo´ricos existen dos opciones en cuanto al sistema de ges-
tio´n de bases de datos: MySQL o Berkeley DB. Se utilizo´ MySQL instalando MySQL server
en la estacio´n de operacio´n y agregando el usuario pwrp:
˜ : $ mysql
˜ : $ mysql> grant a l l p r i v i l e g e s on ∗ .∗ to pwrp@localhost ;
En la configuracio´n de nodo se agrega un objeto tipo SevHistMonitor con un objeto hijo
SevHistThread el cual hace las veces de cliente sobre el servidor de histo´ricos, consultando en
este caso al servidor cada segundo. Se agrega el servidor de historicos, SevServer en la confi-
guracio´n de nodo, ya que este compartira´ el mismo equipo (PC) con la estacio´n de operacio´n.
En la configuracio´n de planta a la sen˜al que se va a almacenar en histo´ricos, se le agrega un
objeto SevHist y se le asocia el objeto ThreadObject creado en la configuracio´n de nodo. En
este caso se configuro´ que los histo´ricos fueran guardados por 90 d´ıas sin banda muerta.
La 4-15 presenta la visualizacio´n gra´fica de los histo´ricos en Proview, esta interfaz es diferente
de la interfaz de trends utilizada en la pantalla principal, Figura 4-13.
Figura 4-15.: Aplicacio´n de ejemplo de monitoreo, visualizacio´n de datos histo´ricos.
La Figura 4-16 contiene el programa del PLC para la implementacio´n de la HMI en la esta-
cio´n de operacio´n. Las primeras lineas se encargan de leer los registros Modbus entregados
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por el ZotePLC. La funcio´n LocalTime adquiere la hora del PLC en tres enteros diferencian-
da en cada uno la hora, minuto y segundo. Los tres acumuladores se encargan de sumar la
precipitacio´n acumulada total, la horaria que se borra cada hora y la diaria que se borra al
finalizar el d´ıa.
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Figura 4-16.: Aplicacio´n de ejemplo de monitoreo, PLC.
5. Conclusiones y recomendaciones
5.1. Conclusiones
En este trabajo se propuso una arquitectura de control basada en herramientas de hardware
y software abiertas, donde la adquisicio´n de sen˜ales se realiza con la plataforma disen˜ada e
implementada ZotePLC, el protocolo de comunicacio´n es Modbus TCP y las estaciones de
desarrollo, operacio´n y almacenamiento utilizan Proview [Proview, 2014].
La plataforma hardware/software abierta ZotePLC para aplicaciones industriales, se disen˜o´ a
partir de una de las plataformas de desarrollo del proyecto linuxencaja [Camargo, 2011b]
Stamp y del sistema para control de procesos y automatizacio´n Proview.
El hardware de ZotePLC es copy left, lo cual permite que diferentes desarrolladores de hard-
ware puedan aportar modificaciones al mismo como nuevos mo´dulos de entrada y salida y
la integracio´n de medios de comunicacio´n adicionales, permitiendo ajustarlo a necesidades
espec´ıficas.
ZotePLC cuenta con un mo´dulo de entrada/salida con ocho entradas digitales a 24VDC de
excitacio´n externa, cuatro entradas anala´logas de 0 a 5V y 4 salidas digitales de 24VDC
de excitacio´n externa. La comunicacio´n con otras herramientas como HMIs, PLCs, RTUs e
instrumentacio´n tipo SMART se realiza por protocolo Modbus TCP, ya que ZotePLC puede
configurarse como cliente o servidor Modbus. Cuenta con un puerto serial con el cual es po-
sible monitorear el ZotePLC, forzar variables del programa de PLC de ZotePLC y configurar
el puerto ethernet o Wi-Fi segu´n sea el caso.
La interfaz gra´fica utilizada para programar la plataforma ZotePLC es la interfaz de Pro-
view. Aunque los lenguajes gra´ficos utilizados en Proview no cumplen en su totalidad con
el esta´ndar IEC 61131-3 son una gran herramienta para la implementacio´n de lo´gica se-
cuencial aplicada al control de procesos. Adicionalmente pueden utilizarse lenguajes de alto
nivel como C, C++ y Java lo cual permite la implementacio´n de aplicaciones que requieren
funciones no incluidas en el lenguaje gra´fico.
A diferencia de las aplicaciones HMI/SCADA open source existentes, la solucio´n presentada
es integral ya que reu´ne hardware y software de uso libre, permitiendo la implementacio´n
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completa de un sistema de control de procesos.
Gracias a que las herramientas de software son abiertas y se ejecutan sobre el sistema ope-
rativo linux, no se requiere adquirir licencias reduciendo los costos de la implementacio´n.
Al comparar la plataforma ZotePLC con los PLCs disponibles en el mercado se tienen algunas
ventajas al utilizar ZotePLC:
La programacio´n de los PLCs se realiza en ambiente Windows™lo cua´l implica la
compra de una licencia de Windows como mı´nimo.
Las herramientas de programacio´n de algunos PLCs en el mercado deben comprarse
por separado.
Aunque existen PLCs en el mercado con precios por debajo del precio de ZotePLC,
estos no cuentan con las funcionalidades que tiene ZotePLC en cuanto a la flexibiliad
para su programacio´n y/o puertos de entrada/salida como USB o Ethernet.
El hardware de ZotePLC es copy left, lo cual permite que diferentes desarrolladores de
hardware puedan aportar modificaciones al mismo como nuevos mo´dulos de entrada y
salida y la integracio´n de medios de comunicacio´n adicionales, permitiendo ajustarlo a
necesidades espec´ıficas.
El integrador de ZotePLC puede ser el mismo integrador del HMI si se utiliza Proview
para esto, lo cual permite reducir los tiempos de capacitacio´n para la integracio´n de
proyectos.
Dado que ZotePLC se basa en Proview y este es un proyecto de software abierto, es
posible modificar el sofware para implementar funcionalidades nuevas del PLC.
5.2. Recomendaciones
Implementar mo´dulos de con entradas ana´logas 4-20mA, mo´dulos digitales de conta´cto
seco con entradas/salidas configurables por el usuario, entradas digitales con contador
ra´pido, por ejemplo para la conexio´n de sensores de flujo y salidas ana´logas.
Proview ha implementado el mo´dulo de OPC servidor y cliente, como trabajo futuro
se propone explorar la implementacio´n del cliente sobre ZotePLC, lo cua´l resulta muy
conveniente para comunicarla con sofware con soporte OPC.
Proponer alternativas de hardware y/o software para reducir el tiempo de ciclo de
ZotePLC.
Incluir un RTC en la ZotePLC, algunas funciones de Proview utilizan el RTC.
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Reducir el A˜¡rea de ZotePLC.
Implementar una solucio´n modular tipo back plane para conectar la CPU y mo´dulos
de entrada/salida intercambiables.
Adaptar a ZotePLC para el trabajo en ambientes industriales.
Proview ha implementado el mo´dulo de OPC servidor y cliente, como trabajo futuro se
propone explorar la implementacio´n del cliente sobre ZotePLC, lo cua´l resulta muy con-
veniente para comunicarla con otros HMI diferentes a Proview que tengan cliente OPC.
A. Proview sobre ZotePLC
Documento adjunto, ver Anexo A.
B. Aplicacio´n STM32
Documento adjunto, ver Anexo B.
C. Archivo ra plc user.h
Documento adjunto, ver Anexo C.
D. ZotePLC
Las versiones software utilizadas y el disen˜o de la PCB se encuentran en el siguiente reposi-
torio git:
git clone https://lkduran@bitbucket.org/lkduran/plc-open.git
E. Art´ıculos y participaciones
Se escribio´ un art´ıculo con la propuesta presentada en este trabajo, adicionalmente en el an˜o
2013 se tuvo la oportunidad de participar con la presentacio´n de un poster en la OHS2013:
Plataforma hardware/software abierta para aplicaciones en procesos de au-
tomatizacio´n industrial Publicado en la Revista Ingenium de la facultad de inge-
nier´ıa de la universidad San Buenaventura, nu´mero 28, Julio - Diciembre de 2013.
Open Hardware/Software platform for applications in industrial automa-
tion Presentado en Septiembre 6 de 2013 en la Open Hardware Summit llevada a cabo
en la ciudad de Bosto´n, USA.
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CHAPTER
ONE
PROVIEW SOBRE ZOTEPLC
Esta sección describe los pasos para instalar el programa del PLC de Proview en la STAMP, los cuales se resumen a
continuación:
1. Portar Linux y el sistema de archivos a la STAMP y programar el STM232.
2. Instalar Proview en la STAMP
3. Copiar los archivos del ejecutable del programa de PLC de Proview
4. Iniciar el run time de Proview
1.1 Portando linux al procesador i.MX233
A continuación se describe el procedimiento para la configuración de la tarjeta de desarrollo STAMP. Esta tarjeta está
conformada por dos procesadores: ARM9 a 445 MHz (ARM/i.MX233 Freescale) y el coprocesador STM32F4. Sobre
el i.MX233 se ejecuta el sistema operativo Linux y sobre el STM32F4 el RTOS Chibios.
Figure 1.1: Tarjeta de desarrollo STAMP.
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El kernel que se va a compilar en esta guía es el 2.6.35-3 modificado de acuerdo con el hardware de la tarjeta, el cual
puede descargarse en:
git clone https://github.com/lipeandres/thesis_dev_repo
Algunos de los archivos modificados para dar soporte al Kernel para la STAMP son:
arch/arm/configs/imx23evk_defconfig
arch/arm/mach-mx23/clock.c
arch/arm/mach-mx23/device.c
arch/arm/mach-mx23/mx23evk.c
arch/arm/mach-mx23/mx23evk_pins.c
drivers/mmc/host/Kconfig
drivers/mmc/host/mxs-mmc.c
Para el archivo device.c en la línea 630:
static struct resource mx23_mmc0_resource[] = {
{
.flags = IORESOURCE_MEM,
.start = SSP1_PHYS_ADDR,
.end = SSP1_PHYS_ADDR + 0x2000 - 1,
},
{
.flags = IORESOURCE_DMA,
.start = MXS_DMA_CHANNEL_AHB_APBH_SSP2,
.end = MXS_DMA_CHANNEL_AHB_APBH_SSP2,
},
{
.flags = IORESOURCE_IRQ,
.start = IRQ_SSP1_DMA,
.end = IRQ_SSP1_DMA,
},
{
.flags = IORESOURCE_IRQ,
.start = IRQ_SSP_ERROR,
.end = IRQ_SSP_ERROR,
},
};
Para el archivo mx23evk_pins.c en la l’{i}nea 227:
#if defined(CONFIG_MMC_MXS) || defined(CONFIG_MMC_MXS_MODULE)
static struct pin_desc mx23evk_mmc_pins[] = {
/* Configurations of SSP2 SD/MMC port pins */
{
.name = "SSP2_DATA0",
.id = PINID_SSP2_DATA0,
.fun = PIN_FUN3,
.strength = PAD_8MA,
.voltage = PAD_3_3V,
.pullup = 1,
.drive = 1,
.pull = 1,
},
{
.name = "SSP2_DATA1",
.id = PINID_SSP2_DATA1,
.fun = PIN_FUN3,
.strength = PAD_8MA,
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.voltage = PAD_3_3V,
.pullup = 1,
.drive = 1,
.pull = 1,
},
{
.name = "SSP2_DATA2",
.id = PINID_SSP2_DATA2,
.fun = PIN_FUN3,
.strength = PAD_8MA,
.voltage = PAD_3_3V,
.pullup = 1,
.drive = 1,
.pull = 1,
},
{
.name = "SSP2_DATA3",
.id = PINID_SSP2_DATA3,
.fun = PIN_FUN3,
.strength = PAD_8MA,
.voltage = PAD_3_3V,
.pullup = 1,
.drive = 1,
.pull = 1,
},
{
.name = "SSP2_CMD",
.id = PINID_SSP2_CMD,
.fun = PIN_FUN3,
.strength = PAD_8MA,
.voltage = PAD_3_3V,
.pullup = 1,
.drive = 1,
.pull = 1,
},
{
.name = "SSP2_DETECT",
.id = PINID_SSP2_DETECT,
.fun = PIN_FUN3,
.strength = PAD_8MA,
.voltage = PAD_3_3V,
.pullup = 0,
.drive = 1,
.pull = 0,
},
{
.name = "SSP1_SCK",
.id = PINID_SSP1_SCK,
.fun = PIN_FUN1,
.strength = PAD_8MA,
.voltage = PAD_3_3V,
.pullup = 0,
.drive = 1,
.pull = 0,
},
};
#endif
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Para la compilación de la imagen del kernel se utiliza una cadena de herramientas toolchain GNU para ARM, por
ejemplo CodeSourcery ARM2009q3, la cual nos permitirá obtener una imagen del kernel de linux de acuerdo con la
arquitectura del procesador. En primer lugar se debe adicionar la ruta de los ejecutables instalados de la cadena de
herramientas a la variable PATH. Por ejemplo, la cadena de herramientas instalada al compilar buildroot. En la consola
de comandos de linux escribimos:
export PATH=$PATH:~/Documents/Stamp/buildroot-2011.08/output/host/usr/bin
alias crossmake =’make ARCH=arm CROSS_COMPILE=arm-none-linux-gnueabi-’
Una vez configurada la variable PATH, se crea el archivo de configuración (.config) para la compilación del kernel:
crossmake menuconfig
En la configuración del kernel se deberá dar soporte a los dispositivos de red USB para la interface ethernet y al
UART1 para la comunicación serial entre el imx233 y el STM:
Figure 1.2: Interfaz de configuración del kernel.
Figure 1.3: Soporte de red USB.
Al configurar el Kernel se guardan los cambios y se croscompila el Kernel utilizando el comando:
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Figure 1.4: Soporte UART1.
Figure 1.5: Soporte UART1.
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crossmake -j3
Una vez compilado el kernel se obtiene la imagen del mismo vmlinux y zImage, como se muestra a continuación:
OBJCOPY arch/arm/boot/Image
Kernel: arch/arm/boot/Image is ready
CC crypto/sha256_generic.mod.o
CC crypto/tcrypt.mod.o
AS arch/arm/boot/compressed/head.o
GZIP arch/arm/boot/compressed/piggy.gzip
CC drivers/media/video/gspca/gspca_main.mod.o
CC drivers/scsi/scsi_wait_scan.mod.o
CC drivers/usb/gadget/g_cdc.mod.o
CC arch/arm/boot/compressed/misc.o
CC arch/arm/boot/compressed/decompress.o
CC drivers/usb/gadget/g_ether.mod.o
CC drivers/usb/gadget/g_file_storage.mod.o
CC drivers/usb/gadget/g_serial.mod.o
LD [M] crypto/crc32c.ko
LD [M] crypto/sha1_generic.ko
LD [M] crypto/sha256_generic.ko
LD [M] crypto/tcrypt.ko
LD [M] drivers/media/video/gspca/gspca_main.ko
LD [M] drivers/scsi/scsi_wait_scan.ko
LD [M] drivers/usb/gadget/g_cdc.ko
LD [M] drivers/usb/gadget/g_ether.ko
LD [M] drivers/usb/gadget/g_file_storage.ko
LD [M] drivers/usb/gadget/g_serial.ko
SHIPPED arch/arm/boot/compressed/lib1funcs.S
AS arch/arm/boot/compressed/lib1funcs.o
AS arch/arm/boot/compressed/piggy.gzip.o
LD arch/arm/boot/compressed/vmlinux
OBJCOPY arch/arm/boot/zImage
Kernel: arch/arm/boot/zImage is ready
1.2 Sistema de archivos buildroot
El sistema de archivos buildroot puede descargarse de http://buildroot.uclibc.org/. Se utilizó la versión 2011.08. Para
compilar el sistema de archivos buildroot, primero se genera el archivo de configuración con el comando:
make menuconfig
En este momento con el comando make se genera el sistema de archivos y además se instala la cadena de herramientas
escogida para el ejemplo CodeSourcery ARM2009q3. Con esta cadena de herramientas se compilará más adelante la
herramienta de depuración openocd, para trabajar con el STM. El sistema de archivos y los ejecutables de la cadena
de herramientas se ubican respectivamente en:
buildroot-2011.08/output/images/roofs.tar::
buildroot-2011.08/output/host/usr/bin
La configuración del imx233 consiste en portar sobre la tarjeta SD el kernel de linux compilado anteriormente y el
sistema de archivos escogido. Para ello particionamos la memoria SD con la herramienta fdisk:
sudo umount /dev/sdc*
sudo fdisk /dev/sdc
Crear dos particiones primarias con la herramienta fdisk en la SD:
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Figure 1.6: Configuración del buildroot.
Figure 1.7: Configuración del buildroot.
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Command (m for help): m
Command action
a toggle a bootable flag
b edit bsd disklabel
c toggle the dos compatibility flag
d delete a partition
l list known partition types
m print this menu
n add a new partition
o create a new empty DOS partition table
p print the partition table
q quit without saving changes
s create a new empty Sun disklabel
t change a partition’s system id
u change display/entry units
v verify the partition table
w write table to disk and exit
x extra functionality (experts only)
Con la opción p verificamos la tabla de particiones existente en la memoria:
Command (m for help): p
Disk /dev/sdc: 1973 MB, 1973420032 bytes
4 heads, 16 sectors/track, 60224 cylinders, total 3854336 sectors
Units = sectors of 1 * 512 = 512 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
I/O size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x00000000
Device Boot Start End Blocks Id System
Con la función n se crean cada una de las particiones:
Command (m for help): n
Partition type:
p primary (0 primary, 0 extended, 4 free)
e extended
Select (default p): p
Partition number (1-4, default 1): 1
First sector (2048-3854335, default 2048):
Using default value 2048
Last sector, +sectors or +size{K,M,G} (2048-3854335, default 3854335): 33297
Command (m for help): n
Partition type:
p primary (1 primary, 0 extended, 3 free)
e extended
Select (default p): p
Partition number (1-4, default 2): 2
First sector (33298-3854335, default 33298):
Using default value 33298
Last sector, +sectors or +size{K,M,G} (33298-3854335, default 3854335):
Using default value 3854335
Command (m for help): t
Partition number (1-4): 1
Hex code (type L to list codes): 53
Changed system type of
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Command (m for help): t
Partition number (1-4): 2
Hex code (type L to list codes): 83
Changed system type of partition 2 to 83 (Linux)
Command (m for help): p
Disk /dev/sdc: 1973 MB, 1973420032 bytes
4 heads, 16 sectors/track, 60224 cylinders, total 3854336 sectors
Units = sectors of 1 * 512 = 512 bytes
Sector size (logical/physical): 512 bytes / 512 bytes
I/O size (minimum/optimal): 512 bytes / 512 bytes
Disk identifier: 0x00000000
Device Boot Start End Blocks Id System
/dev/sdc1 2048 33297 15625 53 OnTrack DM6 Aux3
/dev/sdc2 33298 3854335 1910519 83 Linux
Finalmente con la función w se escribe la nueva tabla en la memoria:
Command (m for help): w
The partition table has been altered!
Calling ioctl() to re-read partition table.
Syncing disks.
Una vez creadas las particiones cerramos fdisk y damos formato a la partición 2 de la memoria donde se portará el
sistema de archivos:
$ sudo mkfs.ext3 /dev/sdc2
mke2fs 1.42 (29-Nov-2011)
Filesystem label=
OS type: Linux
Block size=4096 (log=2)
Fragment size=4096 (log=2)
Stride=0 blocks, Stripe width=0 blocks
119520 inodes, 477629 blocks
23881 blocks (5.00%) reserved for the super user
First data block=0
Maximum filesystem blocks=490733568
15 block groups
32768 blocks per group, 32768 fragments per group
7968 inodes per group
Superblock backups stored on blocks:
32768, 98304, 163840, 229376, 294912
Allocating group tables: done
Writing inode tables: done
Creating journal (8192 blocks): done
Writing superblocks and filesystem accounting information: done
Sobre la partición OnTrack DM6 Aux3 se portará el kernel y sobre la partición Linux el sistema de archivos. Una vez
realizadas las particiones, se le da formato a la partición Linux:
sudo mkfs.ext3 /dev/sdb2
Para portar el kernel de Linux se utiliza la herramienta imx-bootlets-src-10.05.02. Una vez descargada la herramienta
se deben modificar los siguientes archivos:
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imx-bootlets-src-10.05.02/Makefile:
export CROSS_COMPILE=arm-linux-
MEM_TYPE ?= MEM_DDR1
export MEM_TYPE
DFT_IMAGE=$(DEV_IMAGE)/boot/zImage
DFT_UBOOT=$(DEV_IMAGE)/boot/u-boot
BOARD ?= stmp378x_dev
ifeq ($(BOARD), stmp37xx_dev)
ARCH = 37xx
endif
ifeq ($(BOARD), stmp378x_dev)
ARCH = mx23
endif
ifeq ($(BOARD), iMX28_EVK)
ARCH = mx28
endif
all: build_prep gen_bootstream
build_prep:
gen_bootstream: linux_prep boot_prep power_prep linux.db uboot.db linux_prebuilt.db uboot_prebuilt.db updater_prebuilt.db
@echo "generating linux kernel boot stream image"
ifeq "$(DFT_IMAGE)" "$(wildcard $(DFT_IMAGE))"
@echo "by using the rootfs/boot/zImage"
sed -i ’s,[^ *]zImage.*;,\tzImage="$(DFT_IMAGE)";,’ linux.db
elftosb2 -c ./linux.db -o i$(ARCH)_linux.sb
@echo "by using the rootfs/boot/u-boot"
sed -i ’s,[^ *]image.*;,\timage="$(DFT_UBOOT)";,’ uboot.db
elftosb2 -c ./uboot.db -o i$(ARCH)_uboot.sb
else
@echo "by using the pre-built kernel"
elftosb2 -c ./linux_prebuilt.db -o i$(ARCH)_linux.sb
@echo "generating U-Boot boot stream image"
elftosb2 -c ./uboot_prebuilt.db -o i$(ARCH)_uboot.sb
endif
#@echo "generating kernel bootstream file sd_mmc_bootstream.raw"
#Please use cfimager to burn xxx_linux.sb. The below way will no
#work at imx28 platform.
#rm -f sd_mmc_bootstream.raw
#dd if=/dev/zero of=sd_mmc_bootstream.raw bs=512 count=4
#dd if=imx233_linux.sb of=sd_mmc_bootstream.raw ibs=512 seek=4 \
#conv=sync,notrunc
rm -f sd_mmc_bootstream.raw
dd if=/dev/zero of=sd_mmc_bootstream.raw bs=512 count=4
dd if=imx23_linux.sb of=sd_mmc_bootstream.raw ibs=512 seek=4 conv=sync,notrunc
sudo dd if=sd_mmc_bootstream.raw of=/dev/sdb1
# TODO
# @echo "generating uuc boot stream image"
power_prep:
@echo "build power_prep"
$(MAKE) -C power_prep ARCH=$(ARCH) BOARD=$(BOARD)
boot_prep:
@echo "build boot_prep"
$(MAKE) -C boot_prep ARCH=$(ARCH) BOARD=$(BOARD)
updater: linux_prep boot_prep power_prep
@echo "Build updater firmware"
elftosb2 -z -c ./updater_prebuilt.db -o updater.sb
linux_prep:
ifneq "$(CMDLINE1)" ""
@echo "by using environment command line"
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@echo -e "$(CMDLINE1)\n$(CMDLINE2)\n$(CMDLINE3)\n$(CMDLINE4)" \
> linux_prep/cmdlines/$(BOARD).txt
else
@echo "by using the pre-build command line"
endif
# force building linux_prep
$(MAKE) clean -C linux_prep
@echo "cross-compiling linux_prep"
$(MAKE) -C linux_prep ARCH=$(ARCH) BOARD=$(BOARD)
install:
cp -f boot_prep/boot_prep ${DESTDIR}
cp -f power_prep/power_prep ${DESTDIR}
cp -f linux_prep/output-target/linux_prep ${DESTDIR}
cp -f *.sb ${DESTDIR}
# to create finial mfg updater.sb
# cp -f elftosb2 ${DESTDIR}
cp -f ./updater_prebuilt.db ${DESTDIR}
cp -f ./create_updater.sh ${DESTDIR}
distclean: clean
clean:
-rm -rf *.sb
rm -f sd_mmc_bootstream.raw
$(MAKE) -C linux_prep clean ARCH=$(ARCH)
$(MAKE) -C boot_prep clean ARCH=$(ARCH)
$(MAKE) -C power_prep clean ARCH=$(ARCH)
.PHONY: all build_prep linux_prep boot_prep power_prep distclean clean
imx-bootlets-src-10.05.02/linux_prebuilt.db:
// STMP378x ROM command script to load and run Linux kernel
options {
driveTag = 0x00;
flags = 0x01;
}
sources {
power_prep="./power_prep/power_prep";
sdram_prep="./boot_prep/boot_prep";
linux_prep="./linux_prep/output-target/linux_prep";
zImage = "/home/lkduran/Dropbox/Tesis/Kernel/zImage";
}
section (0) {
//----------------------------------------------------------
// Power Supply initialization
//----------------------------------------------------------
load power_prep;
call power_prep;
//----------------------------------------------------------
// SDRAM initialization
//----------------------------------------------------------
load sdram_prep;
call sdram_prep;
//----------------------------------------------------------
// Prepare to boot Linux
//----------------------------------------------------------
load linux_prep;
call linux_prep;
//----------------------------------------------------------
// Load ans start Linux kernel
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//----------------------------------------------------------
load zImage > 0x40008000;
jump linux_prep;
}
imx-bootlets-src-10.05.02/linux_prep/cmdlines/stmp378x_dev.txt:
mem=64M console=tty0 console=ttyAM0,115200 ssp1=spi1 ssp2=mmc
root=/dev/mmcblk0p2 ro rootfstype=ext3 rootdelay=1
Al iniciar el sistema de archivos, builroot tratará de abrir la consola ttyS0, la consola serial para la tarjeta es la ttyAM0.
Para corregir esto se edita el archivo /etc/inittab de la siguiente forma:
# Put a getty on the serial port
#ttyS0::respawn:/sbin/getty -L ttyS0 115200 vt100 # GENERIC_SERIAL
ttyAM0::respawn:/sbin/getty -L ttyAM0 115200 vt100 # GENERIC_SERIAL
Con esto ya podemos iniciar el sistema operativo sobre el i.MX233 de la STAMP:
mmcblk0: mmc0:1234 SA04G 3.68 GiB
mmcblk0:
mxs-rtc mxs-rtc.0: setting system clock to 1970-01-01 00:00:13 UTC (13)
Waiting 1sec before mounting root device...
p1 p2
EXT3-fs (mmcblk0p2): recovery required on readonly filesystem
EXT3-fs (mmcblk0p2): write access will be enabled during recovery
EXT3-fs: barriers not enabled
EXT3-fs (mmcblk0p2): recovery complete
kjournald starting. Commit interval 5 seconds
EXT3-fs (mmcblk0p2): mounted filesystem with writeback data mode
VFS: Mounted root (ext3 filesystem) readonly on device 179:2.
Freeing init memory: 156K
EXT3-fs (mmcblk0p2): using internal journal
Starting logging: OK
Initializing random number generator... done.
Starting network...
Welcome to Buildroot
buildroot login: root
1.3 Programación STM32F4
Para la programación del STM32F4 se utiliza la herramienta OpenOCD la cual permite programar la memoria flash
externa de procesadores ARM7 así como la depuración de procesadores ARM7 y ARM9. La versión utilizada en
esta implementación fue la openocd-0.5.0, openocd puede descargarse en http://openocd.sourceforge.net/. Una vez
descargado se ingresa a la carpeta de openocd desde la consola de Linux y se ejecutan los siguientes comandos:
./configure --host=arm-linux --enable-imx233
make
El ejecutable generado ubicado en /openocd-0.5.0/src se copia al sistema de archivos buildroot en la memoria SD que
se está configurando para ejecutar Proview. Ahora que se tiene la herramienta para programar el STM, hace falta
generar el programa ejecutable, como se mencionó anteriormente, sobre el STM se ejecutará ChibiOS en su versión
2.5. El sistema operativo ChibiOS y el programa de aplicación para el STM32 se generan en un solo archivo .bin que
se crea al compilar la aplicación utilizando una cadena de herramientas para procesadores ARM Cortex-M, la cual
puede descargarse en launchpad.net/gcc-arm-embedded.
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Ahora se procede a compilar el ChibiOS y la aplicación que se correrán sobre el STM. Esta aplicación se encarga de:
• Leer las entradas digitales de la plataforma
• Leer las entradas analógicas de la plataforma
• Activar/Desactivar las salidas digitales de la plataforma
• Empaquetar la información adquirida.
• Enviar y recibir información por protocolo serial al i.mX233
Para generar el archivo .bin es necesario tener los siguientes archivos, ubicados dentro de un directorio de la carpeta
de openocd, los cuales con execpción del main.c pueden encontrarse en los archivos de demo de ChibiOS:
• chconf.h
• halconf.h
• mcuconf.h
• Makefile
• main.c
Para la aplicación es importante configurar las siguientes líneas de estos archivos:
• En el archivo halfconf.h se deben habilitar los drivers para las entradas digitales en la línea 47
• Los ADC en la línea 54 las interrupciones en la línea 68, el controlador de los puertos seriales en la línea 131
• Configurar la velocidad del puerto serial en la línea 305:
#if !defined(HAL_USE_PAL) || defined(__DOXYGEN__)
#define HAL_USE_PAL TRUE
#endif
#if !defined(HAL_USE_ADC) || defined(__DOXYGEN__)
#define HAL_USE_ADC TRUE
#endif
#if !defined(HAL_USE_EXT) || defined(__DOXYGEN__)
#define HAL_USE_EXT TRUE
#endif
#if !defined(HAL_USE_SERIAL) || defined(__DOXYGEN__)
#define HAL_USE_SERIAL TRUE
#endif
#if !defined(SERIAL_DEFAULT_BITRATE) || defined(__DOXYGEN__)
#define SERIAL_DEFAULT_BITRATE 115200
#endif
En el archivo mcuconf.h se habilita el puerto USART1 en la l’{i}neas 160 y 196, el cual se utilizará para la comuni-
cación con el i.MX233:
#define STM32_SERIAL_USE_USART1 TRUE
#define STM32_UART_USE_USART1 TRUE
En el Makefile se declaran las ubicaciones de los siguientes archivos a partir de la línea 66:
# Imported source files and paths
CHIBIOS = ../../
include $(CHIBIOS)/boards/DROIDSTAMP_STM32F4/board.mk
include $(CHIBIOS)/os/hal/platforms/STM32F4xx/platform.mk
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include $(CHIBIOS)/os/hal/hal.mk
include $(CHIBIOS)/os/ports/GCC/ARMCMx/STM32F4xx/port.mk
include $(CHIBIOS)/os/kernel/kernel.mk
include $(CHIBIOS)/test/test.mk
En archivo main.c contiene el código de la aplicación, ver Anexo 2. Para dar soporte a la STAMP en la carpeta
boards existen varios directorios para diferentes modelos de tarjetas, se puede tomar como partida el directorio
ST_STM32F4_DISCOVERY y modificar los archivos board.h y board.mk. En el archivo board.h algunas de las
líneas por editar son la 31, 39, 45:
#define BOARD_ST_STM32F4_DISCOVERY
#define BOARD_NAME "DROIDSTAMP STM32F4"
#define STM32_HSECLK 12000000
#define STM32_VDD 330
Los pines GPIO utilizados para las entradas digitales y análogas y las salidas digitales están sobre los puertos E y C,
en el mismo archivo board.h se configuran como PIN_MODE_INPUT(n) y PIN_PUDR_PULLDOWN(n) para las
entradas y para las salidas PIN_MODE_OUTPUT(n) y PIN_PUDR_FLOATING(n):
# List of all the board related files.
BOARDSRC = ${CHIBIOS}/boards/DROIDSTAMP_STM32F4/board.c
# Required include directories
BOARDINC = ${CHIBIOS}/boards/DROIDSTAMP_STM32F4
Una vez configurados los archivos, en la consola de linux se adiciona la cadena de herramientas a la variable PATH y
se compila el archivo main.c:
export PATH=$PATH:~/gcc_arm/bin
make
El archivo ejecutable se encontrará dentro de la carpeta build y el archivo ejecutable que se copiará a la SD es el
main.bin. Adicional a este archivo se copia también el archivo openocd.cfg:
interface imx233
reset_config trst_and_srst
adapter_khz 1000
jtag_nsrst_delay 100
jtag_ntrst_delay 100
set WORKAREASIZE 0x200
source stm32f407.cfg
init
reset init
halt
wait_halt
sleep 10
poll
flash probe 0
flash erase_sector 0 0 5
#flash write_image erase main.bin
#flash write_bank 0 $FILE 0
flash write_bank 0 main.bin 0
#soft_reset_halt
reset run
shutdown
Ahora sobre la consola de la STAMP es posible programar el STM ejecutando ./openocd
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1.4 Proview sobre ARM
Proview esta adaptado para ser compilado sobre sistemas embebidos basados en linux por medio de compilación
cruzada en un ambiente host linux. El primer paso para portar Proview a ARM es hacer el build del modulo runtime
de proview para ARM y luego crear el proyecto junto con el ejecutable del plc que también se obtiene con compilación
cruzada.
En http://www.proview.se/v3/ se encuentra la documentación necesaria para la instalación de Proview. A continuación
se presenta el modo de instalación desde las fuentes para el caso específico de un host Linux de 32 bits en inglés con
la versión de Proview 4.8.5-1.
Las fuentes pueden descargarse en http://www.proview.se/v3/, una vez descargado el archivo pwrsrc_4.8.5-1.tar .gz
se descomprime y se ubica el archivo de guía para la compilación de Proview build-howto.info. En primer lugar es
necesario instalar los paquetes que se requieren para la compilación:
• item make
• item flex
• item gcc
• item gcc
• item g++
• item libgtk2.0-dev
• item cpp
• item libasound2-dev
• item libdb5.1-dev
• item libdb5.1++-device
• item doxygen
• item libmysql++-dev (optional)
• item libantlr-dev (version 2.7.7)
Adicionalmente es recomendable instalar las siguientes librerías:
• item libdb5.1++-dev or 4.8 C++ API to BerkeleyDb
• item gtk2-engines-pixbuf
• item xfonts-100dpi
• item xfonts-75dpi
Se debe instalar jdk, se utilizó el jdk1.7.0_10 en el directorio /usr/local/. Ahora, se edita el archivo .bashrc ubicado en
home (ctrl+h):
export jdk=/usr/local/jdk1.7.0_10
export PATH=$PATH:$jdk/bin
export pwre_bin="/home/user/Documents/pwrsrc_4.8.5-1/src/tools/pwre/src/os_linux"
export pwre_dir_symbols="$pwre_bin/dir_symbols.mk"
source $pwre_bin/pwre_function
export pwre_env_db="/home/user/pwre_new"
Desde la terminal invocar la función pwre que nos permitirá crear el ambiente de compilacián que en este caso será
para linux sobre x86:
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:~$ pwre
++
++ Usage: pwre verb [...]
++ A verb name may be shortned as long as it isn’t ambiguos, eg. pwre h[elp]
++ Verbs:
++ add env : Adds an environment to the database
++ build ’branch’ ’subbranch’ [’flavour’][’phase’]: Build, eg. pwre build exe rt* src all
++ build_all : Builds all in current module
++ build_all_modules : Builds all in all modules
++ build_all_wbl : Builds wbl in all modules
++ build_kernel : Builds all in kernel modules (kernel, xtt, wb)
++ clean_exe_all : Cleans all exe in all modules
++ configure : Configures an environment
++ copy : Copy Proview include files from the VMS host
++ create : Creates the build directory tree
++ create_all_modules : Create build trees for all modules
++ delete ’env’ : Deletes an environment from the database
++ ebuild ’block’ ’flavour’ : Builds rt or op block
++ help : Lists all command verbs
++ import ’block’ [’flavour’] : Import files from import root, block dbs, rt, op, java, doc
++ init ’env’ : Inits an environment
++ list : Lists all environments in the database
++ merge : Merge module base to exp base
++ method_build : Rebuild method dependent programs
++ modify ’env’ : Modfies an existing environment
++ module ’module’ : Set module
++ show [env] : Shows current or given environment
++ tags : Creates a CRiSP tag-file named ~/pwre/tags
himBH
:~$
Antes de iniciar la compilación se debe copiar el archivo proview.cnf en /etc:
sudo cp proview.cnf /etc /src/tools/pkg/ubu/pwr
Se crea y se inicia el ambiente de compilación:
:~$ pwre add x485 >> Crea un nuevo ambiente
Source root [/home/user/Documents/pwrsrc_4.8.5-1/src]? >> Apunta al directorio donde se encuentran las fuentes
Import root []?
Build root [/home/user/Documents/pwrsrc_4.8.5-1/rls]? >> Apunta al directorio del ejecutable
Build type [dbg]?
OS [linux]?
Hardware [x86]?
Description []?
himBH
:~$ pwre list
Using Database:/home/user/pwre_new
-- Defined environments:
x485
--
himBH
:~$ pwre init x485 >> Se inicia el ambiente creado
:~$ pwre create_all_modules >> Crea el los directorios para el build
:~$
Ahora es posible realizar el textit{build} del proview:
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:~$ pwre build_all_modules >> Compila
Finalmente crear el directorio /usr/pwrp/adm/db y copiar todos los archivos que se encuentran en
verb|$pwre_croot/src/tools/pkg/deb/adm/:
cp /home/user/Documents/pwrsrc_4.8.5-1/src/tools/pkg/deb/adm/pwr_* /usr/pwrp/adm/db/
En la carpeta /usr/pwrp/adm/db se debe crear un archivo pwr_projectlist.dat con las siguientes l’{i}neas:
%base X4.8.5 /home/user/Documents/pwrsrc_4.8.5-1/rls
Finalmente el archivo .bashrc agregar las siguientes líneas:
export jdk=/usr/local/jdk1.7.0_10
export PATH=$PATH:$jdk/bin
# Where /home/robert/x4-8-0 is replaced with wherever you unpacked the sources.
export pwre_bin="/home/user/Documents/pwrsrc_4.8.5-1/src/tools/pwre/src/os_linux"
export pwre_dir_symbols="$pwre_bin/dir_symbols.mk"
source $pwre_bin/pwre_function
export pwre_env_db="/home/user/pwre_new"
export pwra_db="/usr/pwrp/adm/db"
source $pwra_db/pwr_setup.sh
pwrp set base X4.8.5
Una vez hecho esto ya se puede iniciar proview, desde la terminal con el comando pwra. Se despliega la ventana prin-
cipal donde se enumeran las bases (host, o por ejemplo para ARM) y se crean los proyectos nuevos. Es posible crear un
acceso directo a proview utilizando el archivo proview_icon.png ubicado en /pwrsrc_4.8.5-1/src/tools/pkg/deb/adm/,
y la siguiente línea de comando:
xterm -title "Proview Development Console" -e ’export pwra_db=/usr/pwrp/adm/db;source $pwra_db/pwra_env.sh set base X4.8.5;
source $pwra_db/pwra_env.sh set bus;wb -p pwrp pwrp’
Una vez se ha instaldo Proview es posible generar la la versión de Proview para ARM por medio de la compilación
cruzada. Adicionalmente, Proview instalado en el host permitirá la configuración de los proyectos de aplicación del
PLC que se portarán a la STAMP.
Ahora se procede a compilar Proview para ARM y copiar los archivos generados a la STAMP para ejecutar el run time
de Proview. Para iniciar el proceso, se deben agregar en el host las siguientes variables de ambiente:
export pwre_cc=arm-gnueabi-gcc
export pwre_cxx=arm-linux-gnueabi-g++
export pwre_ar=arm-linux-gnueabi-ar
export pwre_host_exe=/home/kari/Documents/pwrsrc_4.8.5-1/rls/os_linux/hw_x86/exp/exe
En la consola de host Linux configurar el ambiente de Proview para ARM:
kari@chka:~$ pwre add armx485
Arg:
Source root [/view/kari/vobs/pwr_src/src]? /home/kari/Documents/pwrsrc_4.8.5-1/src
Import root []? /home/kari/Documents/pwrsrc_4.8.5-1/rls/os_linux/hw_x86
Build root [/usr/users/kari/kari_dbg]? /home/kari/Documents/pwrsrc_4.8.5-1/rls/os_linux
Build type [dbg]?
OS [linux]?
Hardware [x86]? arm
Description [kari’s environment]? X4.8.5 for ARM
himBH
kari@chka:~$
pwre init armx485 >> Inicializar el ambiente arm
pwre create_all_modules >> Importa los archivos del host
1.4. Proview sobre ARM 19
Anexo A, Release 1
pwre import rt
pwre import java
Antes de realizar la compilación es necesario asegurarse de:
• Instalar la librer’{i}a libncurses5-dev
• Revisar el archivo wb_gcg.sh en los directorios os_linux/hw_arm/exp/exe y wb/exp/com/src/os_linux/hw_arm,
reemplazar -DOS_LINUX por -DOS_POSIX.
• En caso de que el archivo pwrp_env.sh no se encuentre en la carpeta exe del ARM release. Copiarla del directorio
exe host o de /srs/exp/com/src/os_linux.
Ahora se crosscompila Proview para ARM:
pwre ebuild rt
Cuando se compila se deben crear los siguientes directorios en el sistema de archivos del sistema embebido
/usr/pwrrt/exe y /usr/pwrt/load y copiar los archivos rt_files en la carpeta exe y los archivos .dbs en el directorio
load.
de /src/tools/pkg/deb armel/pwrrt a /etc:
• pwrp_profile
de /src/tools/pkg/deb armel/pwrrt a /etc:
• pwrp_profile
• proview.cnf
de /src/tools/pkg/deb armel/pwrrt a /etc/init.d:
• pwr
de /usr/pwrp/adm/db/ a /usr/pwrp/adm/db:
• pwr_user2.dat
de /usr/pwrp/adm/db/ a /usr/pwrp/adm/db:
• pwr_user2.dat
de /os linux/hw arm/exp/exe a /usr/pwrrt/exe:
• pwr_pkg.sh
• rs_remote_3964r
• pwr_stop.sh
• rs_remote_logg
• rs_remote_modbus
• rs_remote_serial
• rs_remote_tcpip
• rs_remotehandler
• rt_alimserver
• rt_bck
• rt_emon
• rt_fast
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• rt_ini
• rt_neth
• rt_neth_acp
• rt_print.sh
• rt_prio
• rt_qmon
• rt_rtt
• rt_sevhistmon
• rt_statussrv
• rt_sysmon
• rt_tmon
• rt_trend
• rt_webmon.sh
• rt_webmonelog.sh
• rt_webmonmh.sh
• rt_webmonmh.sh
de /os linux/hw arm/exp/load a /usr/pwrrt:
• abb.dbs
• inor.dbs
• basecomponent.dbs
• nmps.dbs
• klocknermoeller.dbs
• otherio.dbs
• opc.dbs
• profibus.dbs
• othermanufacturer.dbs
• pwrs.dbs
• pwrb.dbs
• rt.dbs
• remote.dbs
• ssabox.dbs
• siemens.dbs
• tlog.dbs
• telemecanique.dbs
• wb.dbs
• rt_webmonelog.sh
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de /os linux/hw arm/exp/load a usr/pwrrt/lib:
• pwr_jop.jar
• pwr_jopc.jar
• pwr_rt.jar
• pwr_rt_client.jar
Para generar el ejecutable debemos crear un proyecto en Proview, lo primero es crear una base correspondiente a la
versión de Proview que se va a utilizar. Para ello, dar click en el icono Edit y agregar un nuevo objeto BaseReg,
esta será la base que se utilizará para hacer la compilación cruzada del proyecto para el sistema embebido. El Path
corresponde a la ubicación de la carpeta que contiene la base compilada para ARM.
Ahora se crea el proyecto nuevo, para ello agregar un objeto Hier Test, y a este adjuntamos un objeto hijo ProjectReg.
La versión corresponde a la base que se acaba de crear y el Path la carpeta en la que se guardará el proyecto. Una vez
hecho esto, se guarda y salimos del modo edición.
Figure 1.8: Creación de un proyecto en Proview.
Para la configuración del volumen tener en cuenta como se muestra en las Figuras siguientes que la compilación se va a
hacer para arm, bajo la confuguración de nodo crear un objeto tipo build y para los parámetros cc, ccx y ar configurar la
cadena de herramientas corresponiente para la compilación ruzada, el parámetro sistema operativo configurarlo como
Linux on ARM, la plataforma como arm-linux y la versión como x485_arm.
Tanto en la configuración de objeto de simulación como la de nodo elegir el sistema operativo como CustomBuild, ver
Figuras 1.9 y 1.10. Posteriormente, abrir el volumen, File, Volume Attributes y seleccionar de nuevo OperatingSystem
Custom Build, ver Figura 1.11:
De aquí en adelante se describe el programa del PLC, ver Sección 3.3.2 y la documentación en
http://www.proview.se/v3/. Al terminar la descripción se compila el programa con la opción Build de Proview. Se
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Figure 1.9: Configuración de un volumen Proview.
Figure 1.10: Configuración del nodo Proview para compilación cruzada.
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Figure 1.11: Configuración del nodo Proview para compilación cruzada.
puede usar la función Distribute que organizará en una carpeta los archivos que debemos copiar en el sistema de
archivos del hardware objetivo, ver Figura 3-11.
Una vez copiados los archivos se procede a iniciar el run time de Proview en la STAMP, asegurandose con cumplir
con las siguientes recomendaciones:
• El hostname debe ser igual al del proyecto, para el ejemplo el hostname es iomod.
• Asegurar la configuración de una dirección IP a la tarjeta objetivo.
• Conectar la tarjeta por ethernet al maestro Modbus.
• Configurar el cliente Modbus para leer las direcciones Modbus correctas en el servidor.
• Iniciar el proview en la tarjeta. En este momento el cliente Modbus puede conectarse al esclavo y leer sus
registros.
• Iniciar el rt de proview en la tarjeta. Una vez iniciada comprobar la configuración del plc y su funcionamiento.
El run time de Proview se inicia con el comando rt_ini & y el ambiente de monitoreo con el comando rt_rtt, ver Figura
1.12.
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Figure 1.12: Inicio del modo rtt de Proview.
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CHAPTER
ONE
APLICACIÓN STM32F407
#include "ch.h"
#include "hal.h"
#include "chprintf.h"
#include <stdio.h>
#include <string.h>
#include "chconf.h"
static int8_t flag = 1;
uint8_t DI = 0, DO1 = 0, DOE=0;
uint16_t DI1E=0,DO=0;
uint16_t AI1=0, AI2=0, AI3=0, AI4=0;
char message[10]="HOLAMUNDO";
char receive = 0;
static int8_t flagTx = 1;
static void adccb(ADCDriver *adcp, adcsample_t *buffer, size_t n);
struct frame {
uint16_t AInput1;
uint16_t AInput2;
uint16_t AInput3;
uint16_t AInput4;
uint8_t DInput;
uint8_t state;
} values;
/* Digital Inputs*/
static void extcb1(EXTDriver *extp, expchannel_t channel) {
(void)extp;
(void)channel;
flag = 1;
}
static const EXTConfig extcfg = {
{
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_BOTH_EDGES | EXT_CH_MODE_AUTOSTART | EXT_MODE_GPIOE, extcb1},
{EXT_CH_MODE_BOTH_EDGES | EXT_CH_MODE_AUTOSTART | EXT_MODE_GPIOE, extcb1},
{EXT_CH_MODE_BOTH_EDGES | EXT_CH_MODE_AUTOSTART | EXT_MODE_GPIOE, extcb1},
{EXT_CH_MODE_BOTH_EDGES | EXT_CH_MODE_AUTOSTART | EXT_MODE_GPIOE, extcb1},
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{EXT_CH_MODE_BOTH_EDGES | EXT_CH_MODE_AUTOSTART | EXT_MODE_GPIOE, extcb1},
{EXT_CH_MODE_BOTH_EDGES | EXT_CH_MODE_AUTOSTART | EXT_MODE_GPIOE, extcb1},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_BOTH_EDGES | EXT_CH_MODE_AUTOSTART | EXT_MODE_GPIOE, extcb1},
{EXT_CH_MODE_BOTH_EDGES | EXT_CH_MODE_AUTOSTART | EXT_MODE_GPIOE, extcb1},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
{EXT_CH_MODE_DISABLED, NULL},
}
};
/* Total number of channels to be sampled by a single ADC operation.*/
#define ADC_GRP1_NUM_CHANNELS 4
/* Depth of the conversion buffer, channels are sampled four times each.*/
#define ADC_GRP1_BUF_DEPTH 32
#define N 5
/*
* ADC samples buffer.
*/
static adcsample_t samples[ADC_GRP1_NUM_CHANNELS * ADC_GRP1_BUF_DEPTH];
/*
* ADC conversion group.
* Mode: Linear buffer, ADC_GRP1_BUF_DEPTH samples of 4 channels, SW triggered.
* Channels: IN10 (48 cycles sample time)
* Channels: IN11 (48 cycles sample time)
* Channels: IN12 (48 cycles sample time)
* Channels: IN13 (48 cycles sample time)
*/
static const ADCConversionGroup adcgrpcfg = {
FALSE,
ADC_GRP1_NUM_CHANNELS,
adccb,
NULL,
/* HW dependent part.*/
0,
ADC_CR2_SWSTART,
ADC_SMPR1_SMP_AN13(ADC_SAMPLE_56) | ADC_SMPR1_SMP_AN12(ADC_SAMPLE_56) | ADC_SMPR1_SMP_AN11(ADC_SAMPLE_56) | ADC_SMPR1_SMP_AN10(ADC_SAMPLE_56),
0,
ADC_SQR1_NUM_CH(ADC_GRP1_NUM_CHANNELS),
0,
ADC_SQR3_SQ4_N(ADC_CHANNEL_IN13) | ADC_SQR3_SQ3_N(ADC_CHANNEL_IN12) | ADC_SQR3_SQ2_N(ADC_CHANNEL_IN11) | ADC_SQR3_SQ1_N(ADC_CHANNEL_IN10)
};
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/*
* ADC end conversion callback.
* The PWM channels are reprogrammed using the latest ADC samples.
* The latest samples are transmitted into a single SPI transaction.
*/
void adccb(ADCDriver *adcp, adcsample_t *buffer, size_t n) {
(void) buffer; (void) n;
/* Note, only in the ADC_COMPLETE state because the ADC driver fires an
intermediate callback when the buffer is half full.*/
if (adcp->state == ADC_COMPLETE) {
int i;
uint32_t avg1=0,avg2=0,avg3=0,avg4=0;
/* Calculates the average values from the ADC samples.*/
for (i=0;i<ADC_GRP1_BUF_DEPTH;i++){
avg1 += samples[4*i];
avg2 += samples[4*i+1];
avg3 += samples[4*i+2];
avg4 += samples[4*i+3];
}
AI1 = avg1 >> N;
AI2 = avg2 >> N;
AI3 = avg3 >> N;
AI4 = avg4 >> N;
adcStopConversion(&ADCD1);
}
}
/* Application entry point.
*/
int main(void) {
/*
* System initializations.
* - HAL initialization, this also initializes the configured device drivers
* and performs the board-specific initializations.
* - Kernel initialization, the main() function becomes a thread and the
* RTOS is active.
*/
halInit();
chSysInit();
/*
* Activates the serial driver 1 using the driver default configuration.
*/
sdStart(&SD1, NULL);
extStart(&EXTD1, &extcfg);
adcStart(&ADCD1, NULL);
/*
* Initializes the ADC driver 1 and enable the thermal sensor.
* The pin PC1 on the port GPIOC is programmed as analog input.
*/
//adcStart(&ADCD1, NULL);
//adcSTM32EnableTSVREFE();
palSetGroupMode(GPIOC, PAL_PORT_BIT(0) | PAL_PORT_BIT(1) | PAL_PORT_BIT(2) | PAL_PORT_BIT(3),0,PAL_MODE_INPUT_ANALOG);
//palSetPadMode(GPIOC, 0, PAL_MODE_INPUT_ANALOG);
palClearPad(GPIOE, GPIOE_DO1);
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palClearPad(GPIOE, GPIOE_DO2);
palClearPad(GPIOE, GPIOE_DO3);
palClearPad(GPIOE, GPIOE_DO4);
while (TRUE) {
if (flag) {
DI1E = palReadPort(GPIOE);
DI = ((DI1E & 0x7C)>>2) | (DI1E & 0x80) | ((DI1E & 0x3000)>>7);
flag = 0;
}
values.DInput = DI;
values.state = DOE;
values.AInput1 = AI1;
values.AInput2 = AI2;
values.AInput3 = AI3;
values.AInput4 = AI4;
adcStartConversion(&ADCD1, &adcgrpcfg, samples, ADC_GRP1_BUF_DEPTH);
//if(chSequentialStreamRead((BaseSequentialStream *)&SD1, (uint8_t *)&receive,1))
if(chnReadTimeout(&SD1, (const uint8_t *)&receive,1, 6))
{
DO1 = receive;
if (DO1 == 10)
palClearPad(GPIOE, GPIOE_DO1);
else if (DO1 == 20)
palSetPad(GPIOE, GPIOE_DO1);
else if (DO1 == 30)
palClearPad(GPIOE, GPIOE_DO2);
else if (DO1 == 40)
palSetPad(GPIOE, GPIOE_DO2);
else if (DO1 == 50)
palClearPad(GPIOE, GPIOE_DO3);
else if (DO1 == 60)
palSetPad(GPIOE, GPIOE_DO3);
else if (DO1 == 70)
palClearPad(GPIOE, GPIOE_DO4);
else if (DO1 == 80)
palSetPad(GPIOE, GPIOE_DO4);
}
DO = palReadPort(GPIOE);
DOE = (DO & 0xF00)>>4;
memcpy(message, &values, sizeof (values));
chSequentialStreamWrite((BaseSequentialStream *)&SD1, (const uint8_t *)&message, sizeof (values));
//chprintf((BaseSequentialStream *)&SD1,"%d \n",AI1);
chThdSleepMilliseconds(20);
}
}
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CHAPTER
ONE
ARCHIVO RA_PLC_USER.H
/* Filename: $pwrp_inc/ra_plc_user.h */
/* This file is included by the plc code generated from the plc windows. */
/* Includefiles for classvolumes with classes referenced by the */
/* plc program should be inserted here. Also declarations of types and */
/* functions used in arithm code can be inserted. */
#include "pwr_nmpsclasses.h"
#include "pwr_remoteclasses.h"
#include "pwr_profibusclasses.h"
#include "pwr_basecomponentclasses.h"
#include "pwr_otherioclasses.h"
#include "pwr_siemensclasses.h"
#include "pwr_abbclasses.h"
typedef struct {
pwr_tUInt8 TxData_1;
pwr_tUInt8 TxData_2;
pwr_tUInt8 TxData_3;
pwr_tUInt8 TxData_4;
} request;
#define pwr_sClass_request request
typedef struct {
/* pwr_tUInt32 Id; */
pwr_tUInt16 RxData_1;
pwr_tUInt16 RxData_2;
pwr_tUInt16 RxData_3;
pwr_tUInt16 RxData_4;
pwr_tUInt8 RxData_5;
pwr_tUInt8 RxData_6;
} response;
#define pwr_sClass_response response
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