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Abstract
Subsampling and block-based bootstrap methods have been used in a wide range
of inference problems for time series. To accommodate the dependence, these resam-
pling methods involve a bandwidth parameter, such as subsampling window width
and block size in the block-based bootstrap. In empirical work, using different band-
width parameters could lead to different inference results, but the traditional first
order asymptotic theory does not capture the choice of the bandwidth. In this arti-
cle, we propose to adopt the fixed-b approach, as advocated by Kiefer and Vogelsang
(2005) in the heteroscedasticity-autocorrelation robust testing context, to account
for the influence of the bandwidth on the inference. Under the fixed-b asymptotic
framework, we derive the asymptotic null distribution of the p-values for subsampling
and the moving block bootstrap, and further propose a calibration of the traditional
small-b based confidence intervals (regions, bands) and tests. Our treatment is fairly
general as it includes both finite dimensional parameters and infinite dimensional
parameters, such as marginal distribution function and normalized spectral distri-
bution function. Simulation results show that the fixed-b approach is more accurate
than the traditional small-b approach in terms of approximating the finite sample
distribution, and that the calibrated confidence sets tend to have smaller coverage
errors than the uncalibrated counterparts.
Keywords: Block bootstrap, Calibration, Iterative bootstrap, Prepivoting, Subsam-
pling.
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1 Introduction
Subsampling and block-based bootstrap methods have been widely used in inference prob-
lems for time series; see Politis et al. (1999a) and Lahiri (2003) for book-length treatments
of these important resampling methods. To accommodate the unknown time series de-
pendence nonparametrically, these methods introduce a bandwidth parameter ln, such as
the block size in the block-based bootstrap and the subsampling window width in sub-
sampling. The bandwidth ln plays an important role in the finite sample performance of
subsampling or block bootstrap based inference. Intuitively, if the bandwidth (or block
size) is too small, it may not capture the dependence in a time series sufficiently, whereas
if it is too large, the number of blocks for subsampling/resampling is too small to lead to a
good approximation of finite sample distribution. Statistically speaking, the bandwidth ln
is a smoothing parameter as it usually leads to a bias-variance tradeoff in variance estima-
tion or size-power tradeoff in testing on the basis of subsampling and block bootstrap. In
the traditional asymptotic theory, ln goes to infinity as sample size n goes to infinity and
the fraction b = ln/n goes to zero, which is a necessary condition for the general consis-
tency of subsampling and block-based bootstrap methods without additional assumptions.
Therefore, the role of ln (or b) does not show up in the conventional first order asymp-
totics, although in practice the choice of ln does affect the subsampling/block bootstrap
distribution estimator and related operating characteristics.
In this paper, we aim to offer a new perspective on the use of these smoothing parameter
dependent resampling methods based on the so-called fixed-b approach, which was first pro-
posed by Kiefer and Vogelsang (2005) in the context of heteroscedasticity-autocorrelation
robust (HAR) testing. It was found that the asymptotic distribution obtained under the
fixed-b framework (i.e. b ∈ (0, 1] is held fixed in the asymptotics) provides a better approx-
imation to the sampling distribution of the studentized test statistic than its counterpart
obtained under the small-b framework (i.e., b → 0 as n → ∞). See Jansson (2004) and
Sun et al. (2008) for rigorous theoretical justifications. The fixed-b approach has the ad-
vantage of accounting for the effect of the bandwidth, as different bandwidth parameters
correspond to different limiting (null) distributions. The literature on inference using the
fixed-b approach and its variants has been growing steadily; see Hashimzade and Vogelsang
(2008), Sun et al. (2008), Shao (2010a), Goncalves and Vogelsang (2011), and Sayginsoy
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and Vogelsang (2011) among others for recent contributions.
In this paper, we adopt Kiefer and Vogelsang’s fixed-b approach and investigate its pos-
sible gain in the context of subsampling [Politis and Romano (1994)] and the moving block
bootstrap [Ku¨nsch (1989) and Liu and Singh (1992)]. The extension to other bandwidth-
dependent bootstrap methods, such as the tapered block bootstrap [Paparoditis and Politis
(2001, 2002), Shao (2010b)] and the dependent wild bootstrap [Shao (2010c)] are possible
but are not pursued here. Under the fixed-b asymptotics, Lahiri (2001) showed that the
subsampling and the moving block bootstrap approximations are no longer consistent in
the case of sample mean, which seems to suggest that a direct application of the fixed-b
approach is fruitless. A novel feature of our extension is that we study the limiting null
distribution of the p-value, which is U(0, 1) (i.e., uniform distribution on [0, 1]) under the
small-b asymptotics, but is dependent upon b and differs from U(0, 1) under the fixed-b
asymptotics. For a scalar parameter, we calibrate the nominal coverage level on the basis
of the pivotal limiting null distribution of the p-value under the fixed-b framework, and
modify the small-b based confidence interval by inverting the corresponding test. Thus the
impact of the bandwidth parameter ln on the subsampling/block bootstrap distribution
approximation is captured to the first order using a p-value based adjustment. Simulation
studies are conducted to demonstrate that the fixed-b approach delivers confidence inter-
vals of better coverage in most situations and that the fixed-b based intervals are slightly
wider than the small-b counterparts, consistent with early findings associated with the
fixed-b approach; see e.g. Kiefer and Vogelsang (2005).
So far the use of the fixed-b approach has been restricted to the inference of a finite
dimensional parameter. Since the subsampling and moving block bootstrap have also been
used in the inference of infinite dimensional parameters, such as marginal distribution
function and (normalized) spectral distribution function of a stationary time series, we
explore an extension of the fixed-b idea to construct confidence bands for these infinite
dimensional parameters. Unlike the case of a scalar parameter, the limiting null distribu-
tion of the subsampling-based p-value is not pivotal under the fixed-b asymptotics and it
depends on the unknown dependence structure of the underlying process. To alleviate the
problem, we apply the subsampling method to approximate the sampling distribution of
the p-value so inference becomes feasible. This double subsampling approach is also used
in constructing the confidence region for a vector parameter.
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The remainder of the article is organized as follows. Section 2 introduces an extension
of the fixed-b approach to subsampling and the moving block bootstrap in the mean case.
Section 3 lays out a general framework and describes the fixed-b based confidence interval
(region) for a finite dimensional parameter and some implementational issues. Section 4
presents an extension of the fixed-b approach to confidence band construction for the
marginal distribution function and normalized spectral distribution function. Simulation
results are reported in Section 5. Section 6 concludes and Section 7 contains some technical
details.
2 Inference for the mean
To help the reader understand the essence of the fixed-b approach, we shall focus on the
simple problem: inference for the mean of a stationary time series. Suppose we want to
test H0 : µ = µ0 versus H1 : µ 6= µ0 based on the observations {Xt}nt=1 from a univariate
stationary time series with E(Xt) = µ. Under suitable moment and weak dependence
conditions, we have
√
n(X¯n − µ) →D N(0, σ2) where σ2 =
∑
k∈Z γ(k) is the long run
variance with γ(k) = cov(X0, Xk) and “→D” denotes convergence in distribution. The
scale parameter σ2 can be consistently estimated by the so-called lag window estimator
σˆ2n =
∑n−1
j=1−nK(j/l)γˆn(j), where l = ln is a bandwidth parameter, K(·) is a kernel function
and γˆn(j) = n
−1
∑n
k=|j|+1(Xk − X¯n)(Xk−|j| − X¯n) is the sample autocovariance at lag j.
A natural test statistic is Gn = n(X¯n − µ0)2/σˆ2n. To ensure the consistency of σˆ2n as
an estimator of σ2, the bandwidth parameter l = bn, where b ∈ (0, 1], typically satisfies
1/l+l/n = o(1) (i.e., b+n−1/b = o(1)) as n→∞. This is the so-called small-b asymptotics,
under which the limiting null distribution of Gn is the distribution of χ
2
1. Under the fixed-
b asymptotics, the ratio of bandwidth to sample size b is held fixed and Gn converges
in distribution (under the null) to U(b), whose detailed form can be found in Kiefer and
Vogelsang (2005). The distribution of U(b) depends on the kernel K and b, so different
choices of the kernel and bandwidth lead to different limiting null distributions. From both
empirical and theoretical perspectives, the fixed-b approach has been shown to provide a
more accurate approximation to the finite sample distribution of Gn than the small-b
counterpart under the null, so it corresponds to better size in hypothesis testing. Owing to
the duality between confidence interval construction and hypothesis testing, the interval
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delivered by the fixed-b approach tends to have an empirical coverage closer to the nominal
one.
In the next two subsections, we describe an extension of the fixed-b approach to subsam-
pling and the moving block bootstrap for the mean inference problem. A further extension
to the inference of a finite dimensional parameter is made in Section 3. Throughout, we
use ⌊a⌋ to denote the integer part of a ∈ R and ⌈a⌉ to denote the smallest integer larger
than or equal to a. The symbol N(µ,Σ) denotes the normal distribution with mean µ and
covariance matrix Σ.
2.1 Subsampling
For the inference of the mean, the subsampling method approximates the sampling distri-
bution of
√
n(X¯n − µ) with the empirical distribution generated by its subsample coun-
terpart
√
l(X¯j,j+l−1 − X¯n), where X¯j,j+l−1 = l−1
∑j+l−1
i=j Xi, j = 1, · · · , N = n− l + 1. Let
Ln,l(x) = N
−1
∑N
j=1 1{
√
l(X¯j,j+l−1 − X¯n) ≤ x} be the subsampling approximation, where
1(A) denotes the indicator function of the set A. For a given α ∈ (0, 1) (say, α = 0.05 or
0.1), we define the subsampling-based critical values as cn,l(1−α) = inf{x : Ln,l(x) ≥ 1−α}.
Then a 100(1− α)% (one-sided) confidence interval is [X¯n − n−1/2cn,l(1− α),∞) and the
100(1− α)% (two-sided) equal-tailed confidence interval is [X¯n − n−1/2cn,l(1− α/2), X¯n −
n−1/2cn,l(α/2)]. In the testing context, if the alternative hypothesis is H1 : µ > µ0, then
we reject the null hypothesis at the significance level α if µ0 /∈ [X¯n − n−1/2cn,l(1− α),∞);
if the alternative hypothesis is H1 : µ < µ0, then the null is rejected provided that
µ0 /∈ (−∞, X¯n − n−1/2cn,l(α)], which is also a one-sided confidence interval with nominal
level (1−α); If the alternative hypothesis isH1 : µ 6= µ0, then the null hypothesis is rejected
when µ0 /∈ [X¯n − n−1/2cn,l(1−α/2), X¯n− n−1/2cn,l(α/2)]. The above inference is based on
the traditional small-b based asymptotic theory, under which supx∈R |Ln,l(x)− Φ(x/σ)| =
op(1), where Φ is the distribution function for the standard normal distribution, and
supx∈R |Ln,l(x) − P{
√
n(X¯n − µ) ≤ x}| = op(1), i.e., the subsampling method provides
a consistent approximation to the sampling distribution of
√
n(X¯n − µ) and its limiting
distribution. Note that we are using the data-centered subsampling distribution for testing
as recommended by Berg et al. (2010).
Under the fixed-b framework, Ln,l does not converge toN(0, σ
2) in distribution. Instead,
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Lahiri (2001) showed that the limit of Ln,l(x) is
(1− b)−1
∫ 1−b
0
1[{W (b+ t)−W (t)− bW (1)}σ/
√
b ∈ (−∞, x]]dt,
where W (t) is a standard Brownian motion. Since Ln,l converges to a random measure,
the subsampling-based inference is asymptotically invalid under the fixed-b framework.
To alleviate the problem, we shall modify the traditional subsampling-based inference
procedure by considering the subsampling-based p-value and its limiting null distribution.
For the one-sided alternative hypothesis H1 : µ > µ0, we define the p-value as
pvalSUBn,l :=
1
N
N∑
j=1
1{√n(X¯n − µ0) ≤
√
l(X¯j,j+l−1 − X¯n)}.
Under the small-b asymptotics, it can be shown that pvalSUBn,l converges to U [0, 1] in distri-
bution under the null, whereas under the fixed-b asymptotics, its limiting null distribution
is the distribution of G(b), where
G(b) = (1− b)−1
∫ 1−b
0
1[W (1) ≤ {W (b+ t)−W (t)− bW (1)}/
√
b]dt.
Note that the nuisance parameter σ is canceled out in G(b), which is pivotal for a given
b. Let Gα(b) denote the 100α% quantile of the distribution G(b). Then at the significance
level α, we reject the null and favor the alternative H1 : µ > µ0, if the (realized) p-value
is smaller than Gα(b). Correspondingly, a one-sided confidence interval under the fixed-b
asymptotics can be obtained by inverting the test, i.e., {µ : 1
N
∑N
j=1 1{
√
n(X¯n − µ) ≤√
l(X¯j,j+l−1 − X¯n)} ≥ Gα(b)}, which is
{µ : √n(X¯n − µ) ≤ cn,l(1−Gα(b))} = [X¯n − n−1/2cn,l(1−Gα(b)),∞).
Compared to the conventional subsampling-based confidence interval, the difference lies in
the replacement of α by Gα(b) in cn,l. Note that α is the 100α% quantile of U(0, 1), which
is the limiting null distribution of the p-value under the small-b asymptotics. In a similar
manner, we can obtain the 100(1 − α)% two sided equal-tailed confidence interval for µ
as [X¯n − n−1/2cn,l(1−Gα/2(b)), X¯n − n−1/2cn,l(Gα/2(b))] and another one-sided confidence
interval (−∞, X¯n − n−1/2cn,l(Gα(b))] under the fixed-b asymptotics. One can view the
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fixed-b based inference as a way of calibrating the small-b counterpart with the level α
adjusted by Gα(b), so the effect of b on the inference is taken into account.
If one wants to construct a symmetric two sided confidence interval for µ, then one can
approximate the sampling distribution of
√
n|X¯n−µ| by L˜n,l(x) = N−1
∑N
j=1 1(
√
l|X¯j,j+l−1−
X¯n| ≤ x). Letting c˜n,l(1− α) = inf{x : L˜n,l(x) ≥ 1− α}, then the 100(1− α)% symmetric
confidence interval for µ is [X¯n − n−1/2c˜n,l(1− α), X¯n+ n−1/2c˜n,l(1−α)] under the small-b
asymptotic theory. The p-value is defined as
p˜val
SUB
n,l =
1
N
N∑
j=1
1{√n|X¯n − µ0| ≤
√
l|X¯j,j+l−1 − X¯n|}.
Under the fixed-b asymptotics, the limiting null distribution of p˜val
SUB
n,l is the distribution
of G˜(b), where
G˜(b) = (1− b)−1
∫ 1−b
0
1{|W (1)| ≤ |W (b+ t)−W (t)− bW (1)|/
√
b}dt.
Let G˜α(b) denote the 100α% quantile of the distribution G˜(b). Then the fixed-b based
100(1−α)% symmetric confidence interval is {µ : N−1∑Nj=1 1(√n|X¯n−µ| ≤ √l|X¯j,j+l−1−
X¯n|) ≥ G˜α(b)}, i.e.,
[X¯n − n−1/2c˜n,l(1− G˜α(b)), X¯n + n−1/2c˜n,l(1− G˜α(b))]. (1)
2.2 Moving block bootstrap
In this subsection, we shall consider the approximation of the sampling distribution of√
n(X¯n−µ) by the moving block bootstrap (MBB). Denote the MBB sample by {X∗1 (l), · · · , X∗n(l)}
with the dependence on the block size l being explicit. Then we approximate the sam-
pling distribution of
√
n(X¯n − µ) by the conditional distribution of
√
n{X¯∗n(l) − X¯n} or√
n[X¯∗n(l)−E∗{X¯∗n(l)}] given the data, where X¯∗n(l) = n−1
∑n
t=1X
∗
t (l) is the sample mean
for the bootstrap sample, E∗ and var∗ are used to denote the conditional expectation and
variance, respectively. To avoid the issue of centering, we could use the circular bootstrap
[Politis and Romano (1992)], which is asymptotically equivalent to the moving block boot-
strap [Lahiri (2003)]. For simplicity, we shall focus on the bootstrap approximation based
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on
√
n{X¯∗n(l)− X¯n}. The same idea can be applied to the other bootstrap approximation.
We define the MBB-based p-value as
pvalMBBn,l := E
∗[1{√n(X¯n − µ0) ≤
√
n(X¯∗n(l)− X¯n)}],
which corresponds to the alternative H1 : µ > µ0. Under the small-b asymptotics, the
p-value pvalMBBn,l is expected to converge to U(0, 1) in distribution under the null, al-
though we are unaware of a formal proof. Under the fixed-b asymptotics, we assume
Rb = n/l = 1/b (i.e. reciprocal of b) to be an integer for the ease of our discussion.
Then X¯∗n(l) = n
−1
∑Rbl
j=1X
∗
j (l) = n
−1
∑Rb
j=1 v
∗
j , where, conditional on the data, {v∗j}Rbj=1
are iid (independent and identically distributed) with a discrete uniform distribution,
P (v∗1 =
∑j+l−1
t=j Xt) = 1/N , j = 1, · · · , N . Hence the above p-value is equal to
1
NRb
N∑
j1,j2,··· ,jRb=1
1
{
n−1/2
Rb∑
h=1
jh+l−1∑
s=jh
(Xs − µ0)− n1/2(X¯n − µ0) ≥ n1/2(X¯n − µ0)
}
.
Under the fixed-b asymptotics and the null, it converges in distribution to
H(b) := (1− b)−Rb
∫ 1−b
0
· · ·
∫ 1−b
0
1
[
Rb∑
h=1
{W (th + b)−W (th)} ≥ 2W (1)
]
dt1 · · · dtRb
Let Hα(b) denote the 100α% quantile of H(b). In practice, we usually further approximate
the distribution of
√
n{X¯∗n(l)− X¯n} by taking a finite number of bootstrap samples, say,
{X∗,jt (l)}nt=1, j = 1, · · · , B. We approximate the sampling distribution of
√
n(X¯n − µ)
by M∗n,l,B(x) =
1
B
∑B
j=1 1[
√
n{X¯∗,jn (l) − X¯n} ≤ x], where X¯∗,jn (l) = n−1
∑n
t=1X
∗,j
t (l). Let
c∗n,l,B(1−α) = inf{x : M∗n,l,B(x) ≥ 1−α}. The corresponding fixed-b based two sided equal
tailed confidence interval for µ is then
[X¯n − n−1/2c∗n,l,B(1−Hα/2(b)), X¯n − n−1/2c∗n,l,B(Hα/2(b))]
and the one-sided confidence intervals can be formed analogous to those developed for
the subsampling method. The details are omitted. The above discussion is based on the
assumption that Rb = 1/b is an integer. When Rb is not an integer, we use a fraction of
the last resampled block to make the bootstrap sample size equal to original sample size.
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Then the p-value is
1
N ⌊Rb⌋
1
l⌊Rb⌋ + 1
N∑
j1,j2,··· ,j⌊Rb⌋=1
l⌊Rb⌋+1∑
j⌊Rb⌋+1=1
1
n−1/2
⌊Rb⌋∑
h=1
jh+l−1∑
s=jh
(Xs − X¯n)
+
j⌊Rb⌋+1+n−l⌊Rb⌋−1∑
s=j⌊Rb⌋+1
(Xs − X¯n)
 ≥ n1/2(X¯n − µ0)
 .
and its limiting null distribution can be derived similarly. Below we shall focus our discus-
sion on the case 1/b is an integer for simplicity.
In a similar fashion, if we want to construct an MBB-based symmetric confidence
interval for µ, we consider the approximation of the sampling distribution of
√
n|X¯n − µ|
by the conditional distribution of
√
n|X¯∗n(l) − X¯n| given the data. The corresponding
p-value is
p˜val
MBB
n,l := E
∗{1(√n|X¯n − µ0| ≤
√
n|X¯∗n(l)− X¯n|)}
=
1
NRb
N∑
j1,j2,··· ,jRb=1
1
(∣∣∣∣∣n−1/2
Rb∑
h=1
jh+l−1∑
s=jh
(Xs − µ0)−
√
n(X¯n − µ0)
∣∣∣∣∣ ≥ √n|X¯n − µ0|
)
and it converges in distribution to
H˜(b) = (1−b)−Rb
∫ 1−b
0
· · ·
∫ 1−b
0
1
(∣∣∣∣∣
Rb∑
h=1
{W (th + b)−W (th)} −W (1)
∣∣∣∣∣ ≥ |W (1)|
)
dt1 · · · dtRb
under the null. Define M˜∗n,l,B(x) =
1
B
∑B
j=1 1{
√
n|X¯∗,jn (l) − X¯n| ≤ x} and c˜∗n,l,B(1 − α) =
inf{x : M˜∗n,l,B(x) ≥ 1 − α}. Then the fixed-b based 100(1 − α)% symmetric confidence
interval for µ is [X¯n − n−1/2c˜∗n,l,B(1− H˜α(b)), X¯n + n−1/2c˜∗n,l,B(1− H˜α(b))].
3 Finite dimensional parameter
We first introduce some notation. Let D[0, 1] be the space of functions on [0, 1] which are
right continuous and have left limits, endowed with the Skorokhod topology (Billingsley
1968). Denote by “⇒” weak convergence in D[0, 1] or more generally in the Rk-valued
function space Dk[0, 1], where k ∈ N. Later in Section 4, we also use “⇒” to denote the
weak convergence in D[0, π], D([0, 1]× [0, π]) and D([−∞,∞]× [0, 1]).
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3.1 Subsampling
Following Politis et al. (1999a), we assume that the parameter of interest is θ(P ) ∈ Rk,
where P is the joint probability law that governs the p-dimensional stationary sequence
{Xt}t∈Z. Let θˆn = θˆn(X1, · · · , Xn) be an estimator of θ = θ(P ) based on the observa-
tions (X1, · · · , Xn). Further we define the subsampling estimator of θ(P ) by θˆj,j+l−1 =
θˆl(Xj , · · · , Xj+l−1) on the basis of the subsample (Xj, · · · , Xj+l−1), j = 1, · · · , N . Let ‖ · ‖
be a norm in Rk. The subsampling-based distribution estimator of ‖√n{θˆn − θ(P )}‖ is
denoted as L˜n,l(x) = N
−1
∑N
j=1 1(‖
√
l(θˆj,j+l−1 − θˆn)‖ ≤ x). In the testing context (say
H0 : θ = θ0 versus H1 : θ 6= θ0), we define the subsampling based p-value as
p˜val
SUB
n,l = N
−1
N∑
j=1
1(‖√n(θˆn − θ)‖ ≤ ‖
√
l(θˆj,j+l−1 − θˆn)‖), (2)
where we do not distinguish θ and θ0 for notational convenience because they are the same
under the null.
To obtain the limiting null distribution of the p-value under the fixed-b framework, we
further assume θ(P ) = T (F ), where F is the marginal distribution of X1 ∈ Rp, and T is a
functional that takes value in Rk. Then a natural estimator of T (F ) is θˆn = T (ρ1,n), where
ρ1,n = n
−1
∑n
t=1 δXt is the empirical distribution. Here δx stands for the point mass at x.
Similarly, θˆj,j+l−1 = T (ρj,j+l−1), where ρj,j+l−1 = l
−1
∑j+l−1
h=j δXh . Assume that there is an
expansion of T (ρ1,n) in the neighborhood of F , i.e.,
T (ρ1,n) = T (F ) + n
−1
n∑
t=1
IF (Xt;F ) +R1,n,
where IF (Xt;F ) is the influence function of T (Hampel, Ronchetti, Rousseeuw and Sta-
hel, 1986) defined by IF (x;F ) = limǫ↓0
T ((1−ǫ)F+ǫδx)−T (F )
ǫ
and R1,n is the remainder term.
Similarly, T (ρj,j+l−1) = T (F ) + l
−1
∑j+l−1
h=j IF (Xh;F ) + Rj,j+l−1. Below are the two key
assumptions we need.
(A.1) Assume that E{IF (Xj;F )} = 0 and n−1/2
∑⌊nr⌋
j=1 IF (Xj;F ) ⇒ Σ(P )1/2Wk(r),
where Σ(P ) is a positive definite matrix and Wk(·) denotes the k-th dimensional vector of
independent Brownian motions.
(A.2) Assume that
√
n‖R1,n‖ = op(1) and
√
l supj=1,··· ,N ‖Rj,j+l−1‖ = op(1).
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Note that (A.1) is Assumption 1 in Shao (2010a) and its verification has been discussed
in Remark 1 therein. The assumption (A.2) is to ensure the negligibility of remainder
terms. In the sample mean case, IF (Xt;F ) = (Xt − µ) and the remainder terms vanish,
so (A.2) is automatically satisfied and (A.1) reduces to a functional central limit theorem
for the partial sum process of Xt.
Theorem 1. Suppose the assumptions (A.1) and (A.2) hold and b ∈ (0, 1] is held fixed as
n→∞. The limiting null distribution of p˜valSUBn,l is the distribution of G˜(b; k), where
G˜(b; k) = (1−b)−1
∫ 1−b
0
1[‖Σ(P )1/2Wk(1)‖ ≤ ‖Σ(P )1/2{Wk(b+t)−Wk(t)−bWk(1)}‖/
√
b]dt.
In the special case k = 1, G˜(b; 1) = G˜(b).
Thus for a scalar parameter, the limiting null distribution of the p-value is pivotal for
a given b and the 100(1− α)% symmetric confidence interval for θ is
[θˆn − n−1/2c˜n,l(1− G˜α(b)), θˆn + n−1/2c˜n,l(1− G˜α(b))],
which reduces to (1) in the mean case. To conduct the inference for the case k = 1, we need
to know Gα(b), G˜α(b), Hα(b) and H˜α(b). Following the practice of Kiefer and Vogelsang
(2005), we first generate the simulated values for α = 0.05, 0.1 and b = 0.01, 0.02, · · · , 0.2,
then fit the quadratic equation cv(b) = a0+ a1b+ a2b
2 to the simulated values by ordinary
least squares. The intercept a0 was set to be equal to α, so that cv(0) = α. Table 1
reports the estimated coefficients and R2 from the regressions (ranging from 0.9584 to
0.9997), which suggests quite satisfactory fits. For Hα(b) and H˜α(b), fitting higher order
polynomials does not lead to substantial higher R2. To simulate Gα(b) and G˜α(b) for a given
α and b ∈ (0, 0.2), we generate 5000 iid N(0, 1) random variables, and use its normalized
partial sum to approximate the standard Brownian motion. For Hα(b) and H˜α(b), we
approximate E∗ in the definition of p-value by performing bootstrap 50000 times. 50000
monte carlo replications were used for all the cases. For small α (say α = 0.01) and
relatively large b, say b = 0.15, · · · , 0.2, our simulated critical values are mostly zero, so
we are unable to provide a fitted quadratic equation when α is very small. Nevertheless, if
the goal is to construct a 90% or 95% symmetric confidence interval, or a 90% equal-tailed
confidence interval, or a one-sided confidence interval of nominal coverage 90% or 95%,
Table 1 is useful when b ∈ (0, 0.2].
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Please insert Table 1 about here!
For a vector parameter (i.e. k ≥ 2), the limiting null distribution of the p-value depends
on the unknown long run variance matrix, so is not pivotal in general. One way out is to
approximate the limiting null distribution by subsampling. Denote by n′ the subsampling
width at the second stage. Let l′ = ⌈n′b⌉ and N ′ = n′ − l′ + 1. For each subsample
{Xt, · · · , Xt+n′−1}, we define the subsampling counterpart of p˜val
SUB
n,l as
qn′,t = (N
′)−1
t+N ′−1∑
j=t
1
{
‖
√
l′(θˆj,j+l′−1 − θˆt,t+n′−1)‖ ≥ ‖
√
n′(θˆt,t+n′−1 − θˆn)‖
}
for t = 1, · · · , n − n′ + 1. Denote the empirical distribution function of {qn′,t}n−n′+1t=1 by
Qn,n′(x) = (n − n′ + 1)−1
∑n−n′+1
j=1 1(qn′,j ≤ x), which can be used to approximate the
sampling distribution or the limiting null distribution of p˜val
SUB
n,l . Let cn,n′,l(1 − α) =
inf{x : Qn,n′(x) ≥ 1−α}. Then the calibrated 100(1−α)% subsampling-based confidence
region for θ is
{θ ∈ Rk : p˜vaSUBn,l in (2) ≥ cn,n′,l(α)}, (3)
whereas the traditional subsampling-based confidence region is {θ ∈ Rk : p˜vaSUBn,l in (2) ≥
α}.
Theorem 2. Assume that 1/n′ + n′/n = o(1) and b ∈ (0, 1] is fixed. Suppose that the
process Xt is α-mixing and G˜(b; k) is a continuous random variable. Then we have
sup
x∈R
|Qn,n′(x)− P (G˜(b; k) ≤ x)| = op(1).
Consequently, the asymptotic coverage probability of confidence region in (3) is (1− α).
Remark 1. As we have done subsampling twice, this procedure is naturally called dou-
ble subsampling in the spirit of double bootstrap. The use of subsampling at the second
stage is mainly to approximate the sampling distribution or the limiting null distribution
of the p-value, which is unknown under the fixed-b asymptotic framework. Of course, the
approximation error depends on the subsampling window size n′ at the second stage. If
we view n′/n as a fixed constant in the above asymptotics, then the asymptotic cover-
age of the calibrated confidence region is still different from the nominal level. One can
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perform further calibration by subsampling, which leads to iterative subsampling, similar
to iterative bootstrap in Beran (1987, 1988). In practice, however, the selection of the
subsampling window size at each stage usually involves quite expensive computation, and
the (finite sample) improvement in coverage errors is not guaranteed by doing subsampling
iteratively.
As pointed out by a referee, a possible alternative approach is to simulate the asymp-
totic null distribution of the p-value, i.e. the distribution of G˜(b; k) after plugging in a
consistent estimator of long run variance matrix. Note that in general consistent estima-
tion of long run variance matrix also involves the bandwidth selection; see e.g. Politis
(2011). Since the above-mentioned double subsampling approach is also applicable to the
infinitely dimensional case [see Section 4], we shall not pursue this alternative approach.
3.2 Moving block bootstrap
For the moving block bootstrap, we approximate the sampling distribution of ‖√n{θˆn−θ}‖
by the conditional distribution of
√
n(θˆ∗n − θˆn), where θˆ∗n = θˆn{X∗1 (l), · · · , X∗n(l)}. Define
the p-value as p˜val
MBB
n,l := E
∗{1(‖√n(θˆn − θ0)‖ ≤ ‖
√
n(θˆ∗n − θˆn)‖)}. It can be expected
that under certain regularity conditions, the limiting null distribution of p˜val
MBB
n,l is the
distribution of
H˜(b; k) =
1
(1− b)Rb
∫ 1−b
0
· · ·
∫ 1−b
0
1
[∥∥∥∥∥Σ(P )1/2
[
Rb∑
h=1
{Wk(th + b)−Wk(th)} −Wk(1)
]∥∥∥∥∥
≥ ‖Σ(P )1/2Wk(1)‖
]
dt1 · · · dtRb,
which coincides with H˜(b) when k = 1. When k ≥ 2, the p-value is not asymptotically
pivotal under the fixed-b asymptotics, and its sampling distribution can be approximated
by subsampling or the moving block bootstrap. Since the idea is similar to the double
subsampling procedure described above, we omit the details. We mention in passing that
Lee and Lai (2009) have recently studied the benefit of performing double block bootstrap
for the smooth function model.
The p-value based calibration is closely related to the prepivoting method proposed by
Beran (1987, 1988). The p-value of a statistic is itself a statistic that has a pivotal limiting
distribution or tends to be more pivotal than the original (unstudentized) statistic. In
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Beran (1987), the limiting null distribution of the p-value was assumed to be U(0, 1), and
he focused on the refinement of the approximation error of sampling distribution of the p-
value to U(0, 1) by prepivoting and iterative bootstrap. His treatment is quite general but
is mainly focused on the iid setting. By contrast, we deal with time series with independent
data as a special case and the limiting null distribution of the p-value (under the fixed-b
asymptotics) is not U(0, 1). In addition, our calibration can be applied to the inference
of infinite dimensional parameters [see Section 4], which is not covered by Beran (1987,
1988). Another related calibration method in the bootstrap literature was proposed by Loh
(1987, 1991), who calibrated confidence coefficients using a consistent estimate of actual
coverage probability. For a given confidence interval, its estimated coverage probability
is used to alter the nominal level of the interval, and it is shown that the calibrated
interval is asymptotically robust under iid assumptions and some regularity conditions.
Similar to Beran’s work, Loh’s discussion is limited to the iid setting and his calibration
method seems only applicable to the inference of finite dimensional parameters. For a
comprehensive account of bootstrap iteration and calibration, see Hall (1992).
For a finite dimensional parameter, another way of making the statistic more pivotal
is to do studentization using a consistent estimate of asymptotic variance of the original
statistic. For dependent data, this typically involves the estimation of long run variance
using the lag window type estimate. Although theoretically possible, consistent estimation
can be difficult to carry out in practice for some statistics. For example, if k = p = 1,
θ = median(F ) and θˆn = median(X1, · · · , Xn), then
Σ(P ) = {4g2(θ)}−1
∞∑
k=−∞
cov{1− 21(X0 ≤ θ), 1− 21(Xk ≤ θ)}
with g(·) being the density function of X1. Consistent estimation of Σ(P ) involves kernel
density estimation for g(θ) and long run variance estimation for the transformed series
1− 21(Xt ≤ θ), both of which involve the choice of a bandwidth parameter. By contrast,
subsampling and the moving block bootstrap can be used to provide consistent variance
estimate, which lead to a studentized statistic, or a p-value, which is more pivotal than the
original unstudentized statistic. Both methods are relatively easier to implement, although
they also require the user to choose the subsampling window width or block size. The
self-normalized approach of Shao (2010a), which uses recursive subsample estimates in its
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studentization, would be another good candidate when a direct consistent long run variance
estimation is difficult, although there is an efficiency loss under certain loss functions.
4 Infinite dimensional parameter
In previous sections, our discussion focuses on the inference of a finite dimensional pa-
rameter, for which a
√
n-consistent estimator exists and the asymptotic normality holds.
In general, the use of subsampling and block bootstrap methods are not limited to the
inference for finite dimensional parameters. In the time series setting, they have been used
to provide an approximation of the nonpivotal limiting distribution when the parameter
of interest is of infinite dimension, such as marginal distribution function and spectral dis-
tribution function of a stationary time series. In what follows, we use ‖F −G‖∞ to denote
supx∈D |F (x)−G(x)|, where D = [−∞,∞] in Section 4.1 and D = [0, π] in Section 4.2.
4.1 Marginal distribution function
Consider a stationary sequence {Xk, k ∈ Z} and let m(s) = P (X0 ≤ s) be its marginal
distribution. Given the observations {Xt}nt=1, the empirical process is defined as mn(s) =
n−1
∑n
k=1 1(Xk ≤ s). More generally, we define the standardized recursive process
Kn(s, ⌊nt⌋) = n−1/2
⌊nt⌋∑
k=1
{1(Xk ≤ s)−m(s)}, t ∈ [0, 1].
Under certain regularity conditions [see Berkes et al. (2009)], we have that
Kn(s, ⌊nt⌋)⇒ K(s, t). (4)
Here K(s, t), (s, t) ∈ [−∞,∞]× [0, 1] is a two-parameter mean zero Gaussian process with
cov{K(s, t), K(s′, t′)} = (t ∧ t′)Γ(s, s′),
where Γ(s, s′) =
∑∞
k=−∞ cov{1(X0 ≤ s), 1(Xk ≤ s′)}. To construct a confidence band for
m(·), we note that by the continuous mapping theorem, (4) implies that√n‖mn−m‖∞ →D
sups∈R |K(s, 1)|. Since K(s, 1) is a Gaussian process with mean zero and unknown covari-
ance cov{K(s, 1), K(s′, 1)} = Γ(s, s′), direct inference of m(·) is difficult. To circumvent
15
the difficulty, both the moving block bootstrap and subsampling have been proposed to
approximate the limiting distribution sups∈R |K(s, 1)| consistently; see Bu¨hlmann (1994),
Naik-Nimbalkar and Rajarshi (1994), and Politis et al. (1999b). Below we shall focus
our discussion on the subsampling method, and a similar argument applies to the mov-
ing block bootstrap approach in view of the argument in Section 2.2. Let gn(t, s) =
l1/2{mt,t+l−1(s) − mn(s)}, t = 1, · · · , N = n − l + 1 be the subsampling counterpart of
n1/2{mn(s)−m(s)}, where mt,t+l−1(s) = l−1
∑t+l−1
h=t 1(Xh ≤ s) . Assuming l/n+1/l = o(1)
and other regularity conditions, Politis et al. (1999b) showed that the subsampling ap-
proximation based on {gn(t, s)}Nt=1 is consistent in certain function space. This implies that
the sampling distribution of
√
n‖mn − m‖∞ (or the distribution of sups∈R |K(s, 1)|) can
be consistently approximated by the empirical distribution of {√l‖mt,t+l−1 − mn‖∞}Nt=1.
The above result is obtained under the small-b asymptotics. To introduce our calibration
method, we again start with the p-value and study its limiting null distribution under the
fixed-b asymptotics. For notational simplicity, we do not distinguish the true marginal dis-
tribution function m(x) and the hypothesized function m0(x), because they are identical
under the null hypothesis.
Define the p-value
pvalEn,l = N
−1
N∑
j=1
1
{
l1/2‖mj,j+l−1 −mn‖∞ ≥
√
n‖mn −m‖∞
}
. (5)
Let b = l/n. Under the fixed-b asymptotics, the limiting null distribution of the p-value is
the distribution of J(b), where
J(b) := (1− b)−1
∫ 1−b
0
1
{
sup
s∈R
|K(s, r + b)−K(s, r)− bK(s, 1)|/
√
b ≥ sup
s∈R
|K(s, 1)|
}
dr.
Note that the distribution of J(b) is not pivotal for a given b, because it depends upon the
Gaussian process K(s, t), whose covariance structure is tied to the unknown dependence
structure ofXt. So subsampling at the first stage is insufficient under the fixed-b asymptotic
framework. It is worth noting that in the iid setting, the quantity
√
n‖mn−m‖∞ is pivotal
provided that m is continuous, so the inferential difficulty is mainly caused by the presence
of unknown weak dependence.
To make the inference feasible, we propose to approximate the sampling distribution
of the p-value or its limiting null distribution by subsampling; see Section 3.1. Let n′ be
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the subsampling window size at the second stage, l′ = ⌈n′b⌉ and N ′ = n′− l′+1. For each
subsample {Xt, · · · , Xt+n′−1}, the subsampling counterpart of pvalEn,l is defined as
hn′,t = (N
′)−1
t+N ′−1∑
j=t
1
{√
l′‖mj,j+l′−1 −mt,t+n′−1‖∞ ≥
√
n′‖mt,t+n′−1 −mn‖∞
}
for t = 1, · · · , n− n′+ 1. Then we can approximate the sampling distribution of pvalEn,l or
its limit null distribution J(b) by the empirical distribution associated with {hn′,t}n−n′+1t=1 ,
denoted as Jn,n′(x) = (n − n′ + 1)−1
∑n−n′+1
t=1 1(hn′,t ≤ x). For a given α ∈ (0, 1), the
100(1− α)% traditional subsampling-based confidence band for m(·) is
{m : m is a distribution function and pvalEn,l in (5) ≥ α},
and the calibrated confidence band is
{m : m is a distribution function and pvalEn,l in (5) ≥ c¯n,n′,l(α)}, (6)
where c¯n,n′,l(1−α) = inf{x : Jn,n′(x) ≥ 1−α}. The following theorem states the consistency
of subsampling at the second stage, which implies that the coverage for the calibrated
confidence band is asymptotically correct. Let
V˜b(r, ǫ) := P
{∣∣∣∣sup
s∈R
|K(s, r + b)−K(s, r)− bK(s, 1)|/
√
b− sup
s∈R
|K(s, 1)|
∣∣∣∣ = ǫ} .
Theorem 3. Assume that 1/n′ + n′/n = o(1), (4) and b ∈ (0, 1] is fixed. (a) The limiting
null distribution of the p-value in (5) is the distribution of J(b) provided that V˜b(r, 0) = 0
for every r ∈ [0, 1− b]. (b) Suppose that the process Xt is α-mixing, J(b) is a continuous
random variable and V˜b(r, ǫ) = 0 for every r ∈ [0, 1− b] and ǫ ≥ 0. Then we have
sup
x∈R
|Jn,n′(x)− P (J(b) ≤ x)| = op(1).
Consequently, the asymptotic coverage probability of confidence band in (6) is (1− α).
The conditions on J(b) and V˜b(r, ǫ) are technical ones that are not easy to verify. The
verification seems related to the regularity of the distribution of the maximum of Gaussian
processes; see Diebolt and Posse (1996), Aza¨ıs and Wschebor (2001) and references therein.
We conjecture that they hold for a large class of Gaussian processes. Note that our
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calibration is based on the subsampling based approximation to sampling distribution of
the p-value, which is obtained by doing the subsampling in the first stage. As the p-value is
a prepivoted statistic, we are effectively combining the prepivoting idea with subsampling
in the infinite dimensional parameter case, for which the usual studentizing technique in the
finite dimensional parameter case does not seem to apply. The idea of prepivoting (using
the p-value) in the infinite dimensional parameter case seems new and quite general. We
can also use the moving block bootstrap in the first stage to obtain a p-value or in the second
stage to approximate the sampling distribution of the p-value. But the implementation
of the moving block bootstrap in this setting seems very computationally demanding,
especially when the block size is chosen through some data driven algorithms. For this
reason, we shall focus on the subsampling method in simulation studies for the infinite
dimensional case.
4.2 Spectral distribution function
Another infinite dimensional parameter of interest in time series analysis is the spectral
distribution function F (λ) =
∫ λ
0
f(w)dw, λ ∈ [0, π], where f(·) is the spectral density
function of {Xt}. Let In(w) = (2πn)−1
∣∣∑n
t=1(Xt − X¯n)eitw
∣∣2 be the periodogram. A
commonly used estimator for F (λ) is Fn(λ) =
∫ λ
0
In(w)dw or its discretized version Fn(λ) =
(2π)/n
∑
0<2πs/n≤λ In(2πs/n). It has been shown that the two versions are asymptotically
equivalent [Dahlhaus (1985a)] and we shall use the discrete version for the computational
convenience. Under certain regularity conditions, we have that
√
n{Fn(λ)−F (λ)} ⇒ G(λ),
where G(λ) is a mean zero Gaussian process with covariance
C(λ, λ′) = cov{G(λ), G(λ′)} = 2π
∫ λ∧λ′
0
f 2(w)dw + 2π
∫ λ
0
∫ λ′
0
f4(w1,−w1,−w2)dw1dw2.
Here f4(·, ·, ·) is the fourth order cumulant spectrum. For various sets of conditions for this
weak convergence to hold, see Brillinger (1975), Dahlhaus (1985b) and Anderson (1993).
Applying the continuous mapping theorem, we get
√
n‖Fn − F‖∞ →D sup
λ∈[0,π]
|G(λ)|. (7)
Since the covariance of G(λ) depends on unknown second order and fourth order spectrum,
the distribution of supλ∈[0,π] |G(λ)| is unknown and is usually difficult to estimate directly,
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which renders the confidence band construction for F a hard task. To alleviate the prob-
lem, Politis et al. (1999b) proposed to apply the subsampling method to approximate the
limiting distribution in (7) and they proved the consistency. See Politis et al. (1993) for
some related numerical work. Often in practice, the main interest is on the pattern of de-
pendence described in terms of autocorrelations, then the normalized spectral distribution
function F˜ (λ) = F (λ)/F (π), λ ∈ [0, π], which does not depend on the marginal variance of
Xt, is of more practical relevance. Politis et al. (1999b) mentioned that the subsampling
method is still consistent in the approximation of the sampling distribution or the limiting
distribution of
√
n‖F˜n − F˜‖∞, where F˜n(λ) = Fn(λ)/Fn(π).
To introduce our calibration method, we need to define the estimate of F˜ (λ) based on
the subsample (Xt, · · · , Xt′) for 1 ≤ t < t′ ≤ n. In particular, we define the periodogram
on the basis of the subsample {Xt, · · · , Xt′} as It,t′(w) = {2π(t′ − t + 1)}−1|
∑t′
j=t(Xj −
X¯t,t′) exp(ijw)|2, where X¯t,t′ = (t′−t+1)−1
∑t′
j=tXj, Ft,t′(λ) =
∫ λ
0
It,t′(w)dw, and F˜t,t′(λ) =
Ft,t′(λ)/Ft,t′(π). The subsampling method approximates the sampling distribution of√
n‖F˜n − F˜‖∞ by the empirical distribution generated from
√
l‖F˜t,t+l−1 − F˜1,n‖∞, t =
1, · · · , N and the corresponding p-value is
pvalSn,l = N
−1
N∑
t=1
1
{√
l‖F˜t,t+l−1 − F˜1,n‖∞ ≥
√
n‖F˜n − F˜‖∞
}
. (8)
Under the small-b asymptotics, the limiting null distribution of pvalSn,l is U(0, 1), but
under the fixed-b asymptotics, the limiting null distribution is expected to depend on b
and the intricate second and fourth order dependence structure of Xt. The derivation of
the limiting distribution of the p-value relies on the functional central limit theorem for√
n{F1,⌊nr⌋(λ) − F (λ)}, (r, λ) ∈ [0, 1] × [0, π], which seems unavailable in the literature.
In view of Theorem 1 in Shao (2009), Theorem 2 in Shao (2010a), and Theorem 3.3 in
Dahlhaus (1985b), we conjecture that
√
n{F1,⌊nr⌋(λ)− F (λ)} ⇒ H(r, λ), (9)
where H(r, λ) is a mean zero Gaussian process with covariance cov{H(r, λ), H(r′, λ′)} =
(r ∧ r′)C(λ, λ′). Let H˜(r, λ) = {H(r, λ)F (π) − F (λ)H(r, π)}/F 2(π). Then (9) implies
that
√
n{F˜1,⌊nr⌋(λ) − F˜ (λ)} ⇒ H˜(r, λ) by the continuous mapping theorem and that the
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limiting null distribution of the p-value is the distribution of
(1− b)−1
∫ 1−b
0
1
(
sup
λ∈[0,π]
|H˜(r + b, λ)− H˜(r, λ)− bH˜(1, λ)|/
√
b ≥ sup
λ∈[0,π]
|H˜(1, λ)|
)
dr,
which is not pivotal. Following the calibration idea described in Section 4.1, we apply
the subsampling method to approximate the sampling distribution of the p-value. For a
given subsampling block size n′ at the second stage, let l′ = max(⌈n′b⌉, 2) since a minimum
sample size of 2 is needed to estimate the spectral distribution function. Let N ′ = n′−l′+1
and
h˜n′,t = (N
′)−1
t+N ′−1∑
j=t
1
{√
l′‖F˜j,j+l′−1 − F˜t,t+n′−1‖∞ ≥
√
n′‖F˜t,t+n′−1 − F˜n‖∞
}
for t = 1, · · · , n−n′+1. The traditional subsampling-based 100(1−α)% confidence band
for F˜ (·) is
{F˜ : F˜ is a normalized spectral distribution function and pvalSn,l in (8) ≥ α}.
In contrast, the calibrated confidence band is
{F˜ : F˜ is a normalized spectral distribution function and pvalSn,l in (8) ≥ c˜n,n′,l(α)}, (10)
where c˜n,n′,l(1 − α) = inf{x : (n − n′ + 1)−1
∑n−n′+1
t=1 1(h˜n′,t ≤ x) ≥ 1 − α}. If (9) is true,
then the confidence band in (10) is expected to have 100(1−α)% coverage asymptotically
under appropriate mixing and moment conditions and the assumptions that b ∈ (0, 1] is
held fixed and 1/n′ + n′/n→ 0 as n→∞.
5 Simulation results
In this section, we conduct simulation studies to evaluate the accuracy of the asymptotic
approximations provided by both small-b and fixed-b approaches to the finite sample dis-
tribution. Specifically, we examine the empirical coverage probabilities and the volumes of
confidence sets to see if the fixed-b approach corresponds to smaller coverage errors.
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5.1 Finite sample performance of confidence intervals
In this subsection, we consider a univariate stationary time series model with various types
of dependence structure. To be specific, we let
Xt = µ+ ut, ut = ρut−1 + ǫt + θǫt−1, ǫt ∼ iid N(0, 1).
We consider (i) AR(1)-N(0, 1) error: (ρ, θ) = (0, 0), (0.5, 0) and (0.8, 0); (ii) MA(1)-N(0, 1)
error: (ρ, θ) = (0,−0.5); and their corresponding AR(1)-EXP(1) and MA(1)-EXP(1) mod-
els, where ǫt ∼ iid EXP(1)−1 has mean zero, unit variance but with an asymmetric distri-
bution. Following the suggestion of a referee, we also include two nonlinear time series mod-
els: Nonlinear 1, Xt = 0.6 sin(Xt−1)+ǫt, where ǫt ∼ iid N(0, 1). This model was used in the
simulation work of Paparoditis and Politis (2001) and Shao (2010c); Nonlinear 2 (threshold
autoregressive model of order 1), Xt = 0.3Xt−11(Xt−1 > 0) + 0.8Xt−11(Xt−1 ≤ 0) + ǫt,
where ǫt ∼ iid N(0, 1). Sample size n = 100 and the number of bootstrap replications is
5000. The bandwidth parameter l varies from 3 to 16, i.e. b = 0.03, 0.04, · · · , 0.16. We
examine the empirical coverages and average widths of symmetric confidence intervals for
µ = E(X1) and the 25% trimmed mean based on 10000 replications. Nominal coverage is
set to be 95%.
For the models with normally distributed errors, the results for the mean case are
depicted in Figure 1, in which the left panel shows the empirical coverages and the right
panel shows the corresponding ratios of average interval widths (fixed-b over small-b).
The symbols “SS” and “BB” stand for subsampling and the moving block bootstrap,
respectively. For both subsampling and the moving block bootstrap, the undercoverage
occurs and it gets more severe as the dependence strengthens. The empirical coverages for
the fixed-b approach are closer to the nominal level than those for the small-b approach,
with the difference between two empirical coverages increasing as b gets large. On the
other hand, the fixed-b based interval is slightly wider than its small-b counterpart, with
the ratio of widths increasing with respect to b in general. These findings are consistent
with the intuition that the larger b is, the more accurate the fixed-b based approximation
provides relative to its small-b counterpart. The intervals constructed based on the moving
block bootstrap have noticeably better coverage than the ones based on subsampling,
especially for large b. For the MA(1) model with θ = −0.5, there is an overcoverage for
the fixed-b based interval, which is usually slightly more conservative than the small-b
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counterpart. The overcoverage in the case of negatively correlated time series corresponds
to the underrejection for Kiefer and Vogelsang’s (2005) studentized statistic when using
normal approximation (i.e. small-b approach) and b is small (see Figure 1 therein), so our
results are in a sense consistent with those in Kiefer and Vogelsang (2005). Practically
speaking, the overcoverage is less harmful to the practitioner than the undercoverage, so
are less concerned in practice.
The results for the models with exponentially distributed errors as presented in Figure 2
are very similar to the ones for normally distributed errors, suggesting that the asymmetric
shape of exponentially distributed errors has little impact on the finite sample performance.
Figures 3 and 4 present the results for the trimmed mean case, which are fairly similar to
the results in the mean case. Additionally, the results for the nonlinear models in Figure 5
resemble those for AR(1)-N(0,1) models with ρ = 0.5 in both the mean and the trimmed
mean case, indicating that nonlinearity does not affect our results much.
Due to the duality of confidence interval construction and hypothesis testing, we would
expect that the fixed-b approach leads to better size (i.e. size closer to the nominal one)
in all the models except MA(1) with θ = −0.5, at the sacrifice of (raw) power. The power
loss is expected to be moderate because the ratio of fixed-b based interval width over the
small-b based interval width is quite close to 1. Overall, the simulation results demonstrate
that the fixed-b approach delivers more accurate inference for both subsampling and the
moving block bootstrap in most situations owing to its more accurate approximation to the
finite sample distribution. Of course, we only show the improved accuracy of the fixed-b
approximation for a specific α = 0.05, which is also what Kiefer and Vogelsang did. We
also tried α = 10% and qualitatively similar results are obtained. It would be interesting
to provide some theoretical justifications on the order of the error rejection probability.
For the subsampling method, this boils down to the order of supα∈[0,1] |P (p˜val
SUB
n,l ≤ α)−
P (G˜(l/n) ≤ α)| under the fixed-b framework. Note that under the small-b framework, the
error is supα∈[0,1] |P (p˜val
SUB
n,l ≤ α)−α|, which is expected to be larger. A formal theoretical
proof seems quite challenging and is left for future research.
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5.2 Finite sample performance of confidence regions and confi-
dence bands
In this subsection, we examine the coverage probabilities of confidence regions for the
vector parameter of mean and median, and confidence bands for the marginal distribution
function m(·) and the normalized spectral distribution function F˜ (·). Let {Xt}nt=1 be
generated from the AR(1) model: Xt = ρXt−1 + et, where ρ = −0.6, 0, 0.5, 0.8, et ∼
iid N(0, 1) or EXP(1) − 1. Sample size n = 200 and number of replications is 1000.
We use the Euclidean norm in the confidence region construction. For both confidence
regions and confidence bands, we compared the following three schemes: (1) traditional
subsampling-based confidence region (band); (2) calibrated subsampling-based confidence
region (band) with a fixed n′, where n′ = 15 for confidence region construction and n′ =
30 for confidence band construction; (3) calibrated subsampling-based confidence region
(band) with n′ chosen in a data driven fashion. Here we employ a variant of a block size
selection procedure proposed in Bickel and Sakov (2008) for the m out of n bootstrap (also
see Go¨tze and Rac˘kauskas (2001)), which is closely related to the subsampling method.
The use of Bickel and Sakov’s automatic bandwidth selection in the subsampling context
has been explored in Jach et al. (2011) recently. The procedure consists of the following
steps (in the confidence band case):
Step 1 For a predetermined interval [K1, K2] and g ∈ (0, 1), we consider a sequence of nj’s
of the form nj = ⌊gj−1K2⌋, for j = 1, 2, · · · , ⌊log(K2/K1)/{− log(g)}⌋.
Step 2 For each nj , find Jn,nj , where Jn,nj is the subsampling-based distribution estimator
for the sampling distribution of the p-value.
Step 3 Set j0 = argminj=1,··· ,⌊log(K2/K1)/{− log(g)}⌋ supx∈R |Jn,nj(x) − Jn,nj+1(x)|. Then the
optimal block size is gj0K2. If the difference is minimized for a few values of j, then
pick the largest among them.
In our simulation experiment, we set (K1, K2, g) = (5, 40, 0.75) for confidence region
construction and (K1, K2, g) = (10, 60, 0.75) for confidence band construction, which corre-
sponds to a sequence of block lengths as (40, 30, 22, 16, 12, 9, 7, 5) and (60, 45, 33, 25, 18, 14, 10),
respectively.
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Figures 6 and 7 depict the empirical coverages and the ratios of the radii of the confi-
dence regions over that delivered by the uncalibrated traditional subsampling-based region
for the vector parameter and for the models with normally distributed errors and exponen-
tially distributed errors, respectively. The symbols “Traditional”, “Calibrated (fixed)” and
“Calibrated (data-driven)” correspond to the schemes (1)-(3) described above. As the find-
ings for the normally distributed case and the exponentially distributed case are very close,
we shall only describe the results for the normally distributed case. When ρ = 0, 0.5, 0.8,
there is an undercoverage associated with the traditional subsampling-based approach and
the coverage errors increase with respect to the magnitude of dependence. The improve-
ment in coverage offered by the calibration is apparent in these cases and it holds uniformly
over the range of bs under examination. On the other hand, the corresponding radius of the
calibrated region is slightly larger than that of the uncalibrated counterpart. In the case
ρ = −0.6, the calibrated region performs worse compared to the traditional counterpart
when b is small, but still offer some improvement when b is large. It is not fully clear why
this phenomenon occurs. Nevertheless, it suggests that caution has to be exercised in the
use of fixed-b based calibration when the autocorrelations of the series have alternating
signs.
Figures 8-9 have the same format as Figure 6 and their right panels show the ratios
of the mean band widths over that delivered by the uncalibrated traditional subsampling-
based band. For the marginal distribution function, there is an apparent undercoverage for
the traditional subsampling-based confidence band in all cases with coverage errors increas-
ing with respect to the magnitude of dependence (compare the plots for ρ = 0, 0.5, 0.8),
especially at small bs. When ρ = 0, 0.5, 0.8 and for almost all b = 0.01, · · · , 0.2, the cov-
erages delivered by the calibrated bands based on fixed or data driven subsampling width
are closer to the nominal level than the traditional counterpart. When ρ = −0.6, the
calibrated bands based on the fixed or data-dependent bandwidths improve the coverage
when b ≥ 0.04, but fails to do so when b = 0.01, 0.02, 0.03, suggesting that potential im-
provements can be made about the selection of n′. In all cases, the calibrated bands are
slightly wider than the uncalibrated counterpart, but the ratios are quite close to 1. The
“better coverage but wider band” phenomenon is in accordance with the “better coverage
but wider interval” finding in the scalar parameter case. The two calibrated bands perform
similarly in most situations, and their performance is strikingly close when ρ = 0.8. As
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seen from Figure 9, which plots the empirical coverages and ratios of mean band widths
with respect to b = 0.04, · · · , 0.3 for the normalized spectral distribution, the improvement
of the calibration in terms of coverage error is quite substantial when ρ = −0.6, 0.5, 0.8.
In the case ρ = 0, the calibrated bands are conservative when b is relatively small, but
again provides some improvement when b is close to 0.3. Overall the results for the nor-
malized spectral distribution function are qualitatively similar to those for the marginal
distribution function. Based on the simulation results for confidence intervals reported in
Section 5.1 and for confidence regions and bands reported in this subsection, it appears
that the calibration works very effectively when the series is positively dependent.
6 Conclusion
Subsampling and block-based bootstrap methods have been shown to be widely applicable
to many inference problems in time series analysis. The fixed-b asymptotics developed
here explicitly captures the choice of bandwidth parameter in subsampling and the mov-
ing block bootstrap, and the resulting first order approximation is expected to be more
accurate than that provided by the small-b asymptotics. As demonstrated in Section 5,
the fixed-b based calibrated confidence intervals (regions, bands) provide an unambiguous
improvement over the uncalibrated counterparts in terms of coverage errors in most cases
considered. Our calibration method is developed by estimating the sampling distribution
of the p-value, which relates to the prepivoting method by Beran (1987, 1988) and the
confidence coefficient calibration method by Loh (1987). However, our proposal differs
from theirs in two important respects: (i) the limiting null distribution of the p-value is
not (necessarily) U(0, 1), which is the case for Beran (1987, 1988). In our setting, a piv-
otal limiting distribution exists in the scalar parameter case, but not in the case of vector
parameter and infinite dimensional parameter, for which the subsampling method is used
to provide a good approximation; (ii) Their discussions are limited to the iid setting and
inference for finite dimensional parameters. In contrast, our treatment goes substantially
beyond their developments by allowing for time series data and the inference of infinite
dimensional parameters. Coupled with the recently developed fixed-b approach [Kiefer and
Vogelsang (2005)] in econometrics literature, we provide a general recipe for the calibration
of the traditional resampling-based inference procedures when smoothing parameters, such
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as window width in subsampling and block size in the moving block bootstrap are used to
accommodate the dependence.
To conclude the paper, we provide a discussion of open problems and possible exten-
sions. (1) Our method can be used as a calibration tool for a properly chosen smoothing
parameter and it is practically important to choose the smoothing parameter in a sensible
way. The choice of subsampling width and block size for the block-based bootstrap has
been discussed in Chapter 9 of Politis et al. (1999a) and Chapter 7 of Lahiri (2003). It
seems natural to ask if it is meaningful to consider the optimal smoothing parameter se-
lection from a fixed-b based viewpoint, as opposed to the small-b based approach [see e.g.
Bu¨hlmann and Ku¨nsch (1999) and Politis and White (2004)]. A high order expansion of
the sampling distribution of the p-value under the null and alternative seems needed to
tackle this issue. (2) The development in this article is confined to time series, although
subsampling and block based bootstrap methods have been extended to spatial settings
[see Chapter 5 of Politis et al. (1999a) and Chapter 12 of Lahiri (2003) and references
therein]. An extension of the fixed-b based calibration idea to spatial settings is expected
to be possible but seems nontrivial for irregularly spaced spatial data. (3) In addition,
we impose the weak dependence throughout so the asymptotic normality or functional
central limit theorem with
√
n convergence rate hold. When the time series is long-range
dependent, the subsampling method has been proved to be consistent in some situations
[see Hall et al. (1998), Nordman and Lahiri (2005)]. It would be interesting to extend
the fixed-b approach to calibrate the subsampling based inference in these settings. (4)
A close relative of the block-based bootstraps is the so-called sieve bootstrap [Bu¨hlmann
(1997)], which also involves a bandwidth parameter (i.e., the order of the approximating
autoregressive model). It is natural to ask whether it is possible to extend the fixed-b
approach to calibrate the sieve bootstrap based confidence sets. We leave these possible
extensions for future work.
7 Appendix
Proof of Theorem 1: For the convenience of notation, let Yh = IF (Xh;F ) and ∆ = Σ(P )
1/2.
Further let Tn,j = 1(‖
√
n(θˆn − θ0)‖ ≤ ‖
√
l(θˆj,j+l−1− θˆn)‖) and T˜n,j = 1[‖n−1/2
∑n
j=1 Yj‖ ≤
‖l−1/2{∑j+l−1h=j Yh − (l/n)∑nj=1 Yj}‖]. Then p˜valSUBn,l = N−1∑Nj=1 Tn,j. Let Dn(ǫ) =
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{‖√nR1,n‖ < ǫ, supj=1,··· ,N ‖
√
lRj,j+l−1‖ < ǫ} for any ǫ > 0. Then P{Dn(ǫ)} → 1 as
n→∞. On Dn(ǫ), we have that
|Tn,j − T˜n,j | ≤ 1
[∣∣∣∣∣
∥∥∥∥∥n−1/2
n∑
j=1
Yj
∥∥∥∥∥−
∥∥∥∥∥l−1/2
{
j+l−1∑
h=j
Yh − (l/n)
n∑
j=1
Yj
}∥∥∥∥∥
∣∣∣∣∣ ≤ 2ǫ
]
.
So the expression N−1
∑N
j=1 |Tn,j − T˜n,j| is bounded by
N−1
N∑
j=1
1
[∣∣∣∣∣
∥∥∥∥∥n−1/2
n∑
j=1
Yj
∥∥∥∥∥−
∥∥∥∥∥l−1/2
{
j+l−1∑
h=j
Yh − (l/n)
n∑
j=1
Yj
}∥∥∥∥∥
∣∣∣∣∣ ≤ 2ǫ
]
,
which, by the continuous mapping theorem, converges in distribution to I(b, ǫ), where
I(b, ǫ) := (1−b)−1
∫ 1−b
0
1
[∣∣∣‖∆Wk(1)‖ − ∥∥∥∆{Wk(b+ t)−Wk(t)− bWk(1)}/√b∥∥∥∣∣∣ ≤ 2ǫ] dt.
It is not hard to see that for each t ∈ [0, 1− b], the integrand in I(b, ǫ) ↓ 0 almost surely as
ǫ ↓ 0, which implies that limǫ↓0 I(b, ǫ) = 0 almost surely by the Lebesgue dominated con-
vergence theorem. Since N−1
∑N
j=1 T˜n,j →D G˜(b; k) by the continuous mapping theorem,
the conclusion follows by letting ǫ ↓ 0 and n→∞.
We provide a justification for the use of the continuous mapping theorem above. For
any x ∈ Dk[0, 1], define the functional
f1(x) = (1− b)−1
∫ 1−b
0
1
[∣∣∣‖x(1)‖ − ∥∥∥{x(b+ t)− x(t)− bx(1)}/√b∥∥∥∣∣∣ ≤ 2ǫ] dt.
and
f2(x) = (1− b)−1
∫ 1−b
0
1
[
‖x(1)‖ ≤
∥∥∥{x(b+ t)− x(t)− bx(1)}/√b∥∥∥] dt.
To use the continuous mapping theorem, we need to show that both f1 and f2 are
∆Wk(·)−continuous almost surely. We shall focus on f1 and the same argument applies
to f2. Define Df1 = {x : f1 is not continuous at x}. Then
Df1 ⊂ D˜f1 = {x : λ{t ∈ [0, 1− b] : ‖x(1)‖ −
∥∥∥{x(b+ t)− x(t)− bx(1)}/√b∥∥∥ = ±2ǫ} > 0},
where λ stands for Lebesgue measure. It is enough to show P (∆Wk(·) ∈ D˜f1) = 0. To this
end, we note that
E
∫ 1−b
0
1(‖∆Wk(1)‖ −
∥∥∥{∆Wk(b+ t)−∆Wk(t)− b∆Wk(1)}/√b∥∥∥ = ±2ǫ)dt
=
∫ 1−b
0
P (‖∆Wk(1)‖ −
∥∥∥{∆Wk(b+ t)−∆Wk(t)− b∆Wk(1)}/√b∥∥∥ = ±2ǫ)dt = 0
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where we have used the fact that for each t ∈ [0, 1− b],
P (‖∆Wk(1)‖ −
∥∥∥{∆Wk(b+ t)−∆Wk(t)− b∆Wk(1)}/√b∥∥∥ = ±2ǫ) = 0 (11)
The fact (11) can be easily shown by noticing that the joint distribution of (∆Wk(1), {∆Wk(b+
t) − ∆Wk(t) − b∆Wk(1)}/
√
b) is multivariate normal with a positive definite covariance
matrix. So P (∆Wk(·) ∈ D˜f1) = 0 holds and the use of the continuous mapping theorem is
justified. The proof is thus complete. ♦
Proof of Theorem 2: The proof is similar to that of Theorem 3, so we omit the details. ♦
Proof of Theorem 3: (a) The proof follows from the use of the continuous mapping theorem.
Here the mapping f : D([−∞,∞]× [0, 1])→ R is defined as
f(x) = (1− b)−1
∫ 1−b
0
1
{
sup
s∈R
|x(s, r + b)− x(s, r)− bx(s, 1)|/
√
b ≥ sup
s∈R
|x(s, 1)|
}
dr.
Following the argument in the proof of Theorem 1, we can show that if V˜b(r, 0) = 0 for
every r ∈ [0, 1 − b], then the mapping f is K-continuous, i.e., the probability that the
Gaussian process K(·, ·) falls into the discontinuity set of f is zero. This completes the
proof.
(b) In view of the continuity assumption of J(b) and the monotonicity of Jn,n′(x), it
suffices to show Jn,n′(x) = P (J(b) ≤ x) + op(1) for each x ∈ R. Let
ĥn′,t = (N
′)−1
t+N ′−1∑
j=t
1
{√
l′‖mj,j+l′−1 −mt,t+n′−1‖∞ ≥
√
n′‖mt,t+n′−1 −m‖∞
}
for t = 1, · · · , n− n′ + 1 and Ĵn,n′(x) = (n− n′ + 1)−1
∑n−n′+1
t=1 1(ĥn′,t ≤ x). Note that
√
n′‖mt,t+n′−1 −m‖∞ −
√
n′‖mn −m‖∞ ≤
√
n′‖mt,t+n′−1 −mn‖∞
≤
√
n′‖mt,t+n′−1 −m‖∞ +
√
n′‖mn −m‖∞.
For any ǫ > 0, let En(ǫ) = {
√
n′‖mn −m‖∞ ≤ ǫ} and
Vb(r, ǫ) := P
{∣∣∣∣sup
s∈R
|K(s, r + b)−K(s, r)− bK(s, 1)|/
√
b− sup
s∈R
|K(s, 1)|
∣∣∣∣ ≤ ǫ} .
Then P{En(ǫ)} → 1 as n → ∞. On En(ǫ), we have that for each t = 1, · · · , n − n′ + 1,
|hn′,t − ĥn′,t| ≤Wn(t; ǫ), where
Wn(t; ǫ) := (N
′)−1
t+N ′−1∑
j=t
1
{∣∣∣√l′‖mj,j+l′−1 −mt,t+n′−1‖∞ −√n′‖mt,t+n′−1 −m‖∞∣∣∣ ≤ ǫ} .
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By stationarity, we have that
E|hn′,t − ĥn′,t|1{En(ǫ)} ≤ (N ′)−1
N ′∑
j=1
P
{∣∣∣√l′‖mj,j+l′−1 −m1,n′‖∞ −√n′‖m1,n′ −m‖∞∣∣∣ ≤ ǫ}
→ L(b, ǫ) := (1− b)−1
∫ 1−b
0
Vb(r, ǫ)dr
The above convergence follows from Theorem 3 of Ferguson (1996) and the fact that
Wn(1; ǫ)→D J(b, ǫ), where
J(b, ǫ) := (1−b)−1
∫ 1−b
0
1
{∣∣∣∣sup
s∈R
|K(s, r + b)−K(s, r)− bK(s, 1)|/
√
b− sup
s∈R
|K(s, 1)|
∣∣∣∣ ≤ ǫ} dr
Again the continuous mapping theorem is invoked to derive the weak convergence of
Wn(1, ǫ) and following the argument in the proof of Theorem 1, its use can be justified
under the assumption that V˜b(r, ǫ) = 0 for each r ∈ [0, 1− b] and ǫ ≥ 0.
Next it is not hard to see that limǫ↓0 L(b, ǫ) = 0 since Vb(r, ǫ) ↓ Vb(r, 0) = 0 as ǫ ↓ 0
for every r ∈ [0, 1 − b]. Thus supt=1,··· ,n−n′+1 E|hn′,t − ĥn′,t| ≤ E|hn′,1 − ĥn′,1|1{En(ǫ)} +
2P (En(ǫ)
c) ≤ ǫ for large enough n. Furthermore,
Ĵn,n′(x−
√
ǫ)− (n− n′ + 1)−1
n−n′+1∑
t=1
1{|ĥn′,t − hn′,t| ≥
√
ǫ} ≤ Jn,n′(x)
≤ Ĵn,n′(x+
√
ǫ) + (n− n′ + 1)−1
n−n′+1∑
t=1
1{|ĥn′,t − hn′,t| ≥
√
ǫ}.
By the Markov inequality, (n− n′ + 1)−1∑n−n′+1t=1 P{|ĥn′,t − hn′,t| ≥ √ǫ} ≤ √ǫ. Using the
same argument in the proof of Theorem 3.2.1. of Politis et al. (1999a), we can show that
Ĵn,n′(x) − P{J(b) ≤ x} = op(1), which follows from the stationarity and strong mixing
properties of Xt and the boundness of {ĥn′,t}n−n′+1t=1 . The conclusion then follows from an
elementary argument.
♦
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Table 1: Simulated values of Gα(b), G˜α(b), Hα(b) and H˜α(b) when fitted with a quadratic
polynomial cv(b) = a0 + a1b + a2b
2, b ∈ (0, 0.2]. α = 0.05, 0.1. The simulated values are
based on n = 5000 and 50000 replications. In the moving block bootstrap case, we use
50000 bootstrap replications.
a0 a1 a2 R
2
G0.05(b) 0.05 -0.2289 -0.1325 0.9980
G0.1(b) 0.1 -0.1039 -0.8407 0.9997
G˜0.05(b) 0.05 -0.3929 0.6394 0.9978
G˜0.1(b) 0.1 -0.3285 -0.4088 0.9994
H0.05(b) 0.05 -0.3431 0.5766 0.9868
H0.1(b) 0.1 -0.4079 0.2256 0.9681
H˜0.05(b) 0.05 -0.2121 0.2624 0.9610
H˜0.1(b) 0.1 -0.2461 0.1174 0.9584
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Figure 1: The empirical coverage probabilities (left panel) and the ratios of interval widths
(calibrated fixed-b over traditional small-b) (right panel) for the mean and for the models
with normally distributed errors. Sample size n = 100 and number of replications is 10000.
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Figure 2: The empirical coverage probabilities (left panel) and the ratios of interval widths
(calibrated fixed-b over traditional small-b) (right panel) for the mean and for the models
with exponentially distributed errors. Sample size n = 100 and number of replications is
10000.
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Figure 3: The empirical coverage probabilities (left panel) and the ratios of interval widths
(calibrated fixed-b over traditional small-b) (right panel) for the 25% trimmed mean and
for the models with normally distributed errors. Sample size n = 100 and number of
replications is 10000.
0.03 0.05 0.07 0.09 0.11 0.13 0.15
0.6
0
0.6
5
0.7
0
0.7
5
0.8
0
0.8
5
0.9
0
0.9
5
1.0
0
ρ = 0
b
Em
pir
ica
l C
ove
ra
ge
Traditional−SS
Calibrated−SS
Traditional−BB
Calibrated−BB
0.03 0.05 0.07 0.09 0.11 0.13 0.15
0.9
0
0.9
5
1.0
0
1.0
5
1.1
0
1.1
5
1.2
0
1.2
5
1.3
0
ρ = 0
b
Int
erv
al 
Wi
dth
 (R
atio
)
SS
BB
0.03 0.05 0.07 0.09 0.11 0.13 0.15
0.6
0
0.6
5
0.7
0
0.7
5
0.8
0
0.8
5
0.9
0
0.9
5
1.0
0
ρ = 0.5
b
Em
pir
ica
l C
ove
ra
ge
0.03 0.05 0.07 0.09 0.11 0.13 0.15
0.9
0
0.9
5
1.0
0
1.0
5
1.1
0
1.1
5
1.2
0
1.2
5
1.3
0
ρ = 0.5
b
Int
erv
al 
Wi
dth
 (R
atio
)
0.03 0.05 0.07 0.09 0.11 0.13 0.15
0.6
0
0.6
5
0.7
0
0.7
5
0.8
0
0.8
5
0.9
0
0.9
5
1.0
0
ρ = 0.8
b
Em
pir
ica
l C
ove
ra
ge
0.03 0.05 0.07 0.09 0.11 0.13 0.15
0.9
0
0.9
5
1.0
0
1.0
5
1.1
0
1.1
5
1.2
0
1.2
5
1.3
0
ρ = 0.8
b
Int
erv
al 
Wi
dth
 (R
atio
)
0.03 0.05 0.07 0.09 0.11 0.13 0.15
0.6
0
0.6
5
0.7
0
0.7
5
0.8
0
0.8
5
0.9
0
0.9
5
1.0
0
θ = − 0.5
b
Em
pir
ica
l C
ove
ra
ge
0.03 0.05 0.07 0.09 0.11 0.13 0.15
0.9
0
0.9
5
1.0
0
1.0
5
1.1
0
1.1
5
1.2
0
1.2
5
1.3
0
θ = − 0.5
b
Int
erv
al 
Wi
dth
 (R
atio
)
37
Figure 4: The empirical coverage probabilities (left panel) and the ratios of interval widths
(calibrated fixed-b over traditional small-b) (right panel) for the 25% trimmed mean and
for the models with exponentially distributed errors. Sample size n = 100 and number of
replications is 10000.
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Figure 5: The empirical coverage probabilities (left panel) and the ratios of interval widths
(calibrated fixed-b over traditional small-b) (right panel) for the mean (top two plots) and
the trimmed mean (bottom two plots) for the two nonlinear models. Sample size n = 100
and number of replications is 10000.
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Figure 6: The empirical coverage probabilities (left panel) and the ratios of radii of con-
fidence regions (calibrated fixed-b over traditional small-b) (right panel) for the vector
parameter and for the models with normally distributed errors. Sample size n = 200 and
number of replications is 1000.
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Figure 7: The empirical coverage probabilities (left panel) and the ratios of radii of con-
fidence regions (calibrated fixed-b over traditional small-b) (right panel) for the vector
parameter and for the models with exponentially distributed errors. Sample size n = 200
and number of replications is 1000.
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Figure 8: The empirical coverage probabilities (left panel) and the ratios of band widths
(calibrated fixed-b over traditional small-b) (right panel) for the marginal distribution func-
tion. Sample size n = 200 and number of replications is 1000.
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Figure 9: The empirical coverage probabilities (left panel) and the ratios of band widths
(calibrated fixed-b over traditional small-b) (right panel) for the normalized spectral dis-
tribution function. Sample size n = 200 and number of replications is 1000.
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