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ABSTRACT 
Molecular dynamics simulations are a valuable tool for understanding thin film growth 
since individual deposition events and atomic growth mechanisms cannot be studied with 
current experimental techniques. In this dissertation, multiple-layer homoepitaxial thin film 
growth is studied in detail using reliable interatomic potentials for fee metals from corrected 
effective mediuni theory. The development of these potentials from experimental data on the 
bulk and on the diatomic molecule is described. 
Two features are observed to be important during the growth of 50-layer thin films by 
deposition of single atoms of Pd on Pd(OOl) and Cu on Cu(OOl) at 80 K. First, a fourfold 
hollow site that is missing one or more of its four supporting atoms on the surface (i.e., an 
overhang sit^;) can be stable. This increases the surface roughness by allowing defects in the 
growing surface. Second, multiatom rearrangements occur during growth and decrease the 
local surface roughness by filling deep holes in the surface. Neither of these features is 
included in currently used kinetic growth models. 
The growth behavior of the thin film changes after deposition of the first 5-10 layers: 
more overhanging atoms are present, the surface is rougher, and multiple-layer events begin to 
occur. The formation of large voids in the film and the mechanism of multiatom 
rearrangement events are discussed. There is no clear difference between Pd and Cu thin film 
growth at this low temperature. 
Results are also presented for the deposition of 5- and 10-atom clusters during growth of 
20-layer homoepitaxial films on Pd(OOl) and Cu(OOl) at 80 K, along with initial deposition 
results for lOO-atom clusters. The growth of these thin films by low energy cluster deposition 
vi 
is much rougher than that of films grown by single atom deposition. This can be attributed to 
two factors: (1) most deposition events add atoms to two or more layers; and (2) the growth 
of (111) facets on the surface produces many partially exposed atoms. Thin films grown by 
deposition of larger clusters tend to be rougher than those produced by smaller clusters. 
1 
GENERAL INTRODUCTION 
Dissertation Organization 
This dissertation contains four papers which have been prepared for publication in 
scholarly journals. The majority of the research and writing in each paper was performed by 
the first author (C. L, Kelchj.er). The problem of interest and the necessary background 
material are detailed in the general introduction. The first paper, "Constnjction and evaluation 
of embedding functions," has been published in Surface Science. The second paper, 
"Molecular dynamics simulation of multilayer homoepitaxial deposition on fcc(lOO) metal 
surfaces," has been accepted for publication by the Journal of Vacuum Science and 
Technology A. The third paper, "Molecular dynamics simulations of multilayer homoepitaxial 
thin film growth," has been submitted to Surface Science. The fourth paper, "Molecular 
dynamics simulations of homoepitaxial thin film growth via cluster deposition," has been 
prepared for submission to Nanostructured Materials. A general conclusion chapter is 
included at the end of the dissertation. 
Literature Review 
Thin films are used in many industrial applications such as electronic devices, printed 
circuit boards, and optical coatings. The properties of a thin film can differ substantially fi^om 
the properties of the bulk material, often leading to novel materials and applications. Many of 
these new properties are quite sensitive to the microscopic structure of the film as well as to 
the film thickness. 
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The microscopic structure of a thin film is to a large extent determined by the conditions 
under which the film is grown." Molecular beam epitaxy is an important experimental 
technique used to deposit atoms firom the vapor phase onto a substrate under carefully 
controlled conditions. This method requires an ultrahigh vacuum system and yields high 
purity films.^ ^ Varying the deposition conditions (e.g., temperature and flux) can greatly 
change the microstructure of the growing thin film, and the necessary conditions for a desired 
film structure are typically determined empirically. The fiindamental question of how the 
experimental conditions affect the deposition dynamics and growth mechanisms is vital to both 
understanding thin film growth and predicting results for thin films with different materials and 
deposition conditions. 
Three distinct modes of thin film growth have been observed experimentally for epitaxial 
growth." The simplest growth mode is layer-by-layer (Frank-van der Merwe [FV] growth) 
where one layer is completely filled before atoms begin to fill the next layer. This results in an 
atomically smooth surface. The roughest growth mode is three dimensional (Volmer-Weber 
[VW] growth) where the deposited atoms form three-dimensional (3D) clusters on the surface 
and may not completely cover the substrate until many atoms have been deposited. The third 
growth mode (Stranski-Krastanov [SK] growth) is a combination of the other two modes 
where the growth is layer-by-layer for the first few layers and then begins to form 3D clusters. 
Layer-by-layer growth is in general the most desirable since many thin film applications 
require films which are atomically smooth on the surface. It is also the least common growth 
mode, particularly for heteroepitaxial systems. 
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A surface at equilibrium has distinct thermodynamic properties defined separately fi"om 
bulk properties, including the surface energy, surface entropy, and surface total free energy.' 
The equilibrium growth mode (FV, VW, or SK) of a thin film can be determined from the 
comparison of surface free energies for the substrate, adsorbate, and substrate-adsorbate 
interface,'* although these free energies are often unknown. A surface can reach its 
equilibrium state by surface diffusion or other atom transport mechanisms given enough time 
and adatom mobility, whether the surface was originally cleaved from a bulk crystal or 
recrystallized from the melt or grown by deposition of atoms on a substrate. 
Under typical growth conditions, however, the deposition and growth of a thin film do not 
occur at equilibrium. This means that the growth is limited by the kinetics of the deposition 
process, surface diffiision, and other events. The thermodynamics of the system (e.g., surface 
free energies of substrate and adsorbate) are not relevant when the growing film does not have 
enough time or energy to reach the most energetically stable configuration but is locked into a 
metastable stale by the kinetics of the system.''® Therefore one must use caution in applying 
descriptions and explanations of equilibrium surface behavior and energetics to the non-
equilibrium growth of thin films. 
Many experimental studies have explored the early stages of thin film growth.^' ^ The 
resuhs often show interesting island shapes which depend on the growth conditions. For 
example, at high flux one can produce dendritic islands while decreasing the flux yields fractal 
islands for the same system.^ It has also been shown that the islands on a Pt (111) surface 
tend to become more compact as the temperature increases and can be hexagonal or triangular 
depending on the temperature and coverage.' 
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A number of kinetic and statistical models have been developed to help explain the 
experimental results.^''" For example, the diffusion limited aggregation (DLA) model 
describes the behavior of adsorbed atoms diffusing on the surface at very low coverage/'" 
The random, deposition (RD) model"*''^ describes deposition when atoms do not move after 
hitting the surface. Variations of the RD model specify the sites where atoms can stick, e.g., 
in ballistic deposition'" the depositing atoms stick wherever they find a nearest neighbor. The 
solid-on-solid model'" and kinetic Monte Carlo (KMC) simulations'^ can include a variety of 
rules and rate equations regarding the deposition and subsequent diffusion of atoms. The 
downward fiinneling model''* describes how a depositing atom first reaches a stable adsorption 
site. Some of these models are intended to describe only the initial growth of a film (e.g., 
DLA) while others have no explicit limit on their validity range. These simple models can 
include the large numbers of atoms necessary for the study of surfaces and film growth. 
Each of these models explicitly states the processes which are allowed to occur during 
deposition. Some of the models can be fine-tuned to reproduce experimental results, e.g., 
varying the rates of various events in KMC." However, none of the models are truly 
predictive because they cannot predict events which are completely unknown. These 
unknown types of events are likely to be more complicated or very rare events, perhaps 
involving a large number of atoms, multiple layers of the film, or some other unusual 
mechanism. 
There is one fijrther theoretical method which does not require the user to define the types 
of processes that can occur during deposition and which can still handle a large number of 
atoms. This method is classical molecular dynamics (MD) and consists of calculating the 
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forces on every atom then moving the atoms according to Newton's equations of motion.'® 
An MD simulation puts no restrictions on the allowed processes and can be thought of as a 
"numerical experiment" where the system is followed for a length of time to observe what 
happens. This is a significant improvement over the simpler models described above. 
The great advantage of doing a molecular d5aiamics simulation rather than an actual 
experiment is the ease of analysis of individual atomic motions during thin film growth. 
Current experimental techniques are not able to follow the motion of individual atoms in such 
detail and often cannot distinguish between the various processes which may be occurring on 
the surface. The disadvantage of MD is the limited time scale of the simulation. The total 
length of a simulation is currently limited by computational constraints to nanoseconds 
whereas typical experiments require minutes or hours. Therefore careful consideration must 
be given to the choice of systems and deposition conditions studied with MD. 
The MD method does make some assumptions about how the atoms in the system interact 
via interatomic potentials. The accuracy of these potentials determines the reliability of the 
MD simulation resuks. (The most accurate MD simulations involve quantum mechanical 
descriptions, rather than classical, of the interactions between atoms and are prohibitively 
expensive for the many atoms needed to model thin film growth.'^) One of the earliest and 
most general interatomic potentials was the Lennard-Jones (L-J) pair potential.'® This 
potential determines the interaction between two spherically symmetric atoms and can be used 
to model a class of effects rather than processes specific to a given system. The L-J potential 
form has been used to study a wide range of systems (e.g., Ar, Si, and Cu).'® 
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Another type of interatomic potential which has seen widespread use is that from the 
embedded atom method (EAM).^" These semiempirical potentials include a many-body 
contribution to the energy which is important for the description of surfaces and metallic 
systems. Similar interatomic potentials have been developed in effective medium (EM) 
theory.^' The mteratomic potentials used in the present work have been developed vwthin 
corrected effective medium (CEM) theory which will be discussed in the following section. 
The first chapter of this dissertation describes the development of these interatomic potentials 
from experimental data on the bulk and on the diatomic molecule for a number of fee metals. 
One problem with the kinetic and statistical models mentioned above is that they have 
been developed from data on the early stages of thin film growth. This low coverage regime 
is certainly important and can greatly influence the structure of a thin film. However, there 
may be more information to obtain when many layers have been deposited in a thin film since 
the atomic growrth mechanisms may change as a fiinction of the film thickness. A good 
example of this is the SK growth mode described earlier, where the growth is initially layer-
by-layer and then changes to 3D growth at some film thickness. These growth mode changes 
cannot be predicted by simple models which only contain information from the low coverage 
regime of thin film growth. There have been many experimental studies on the growth of thin 
films during deposition of many layers^^ but little is known about the atomic growth 
mechanisms specific to this regime. (One recent modeP does include information regarding 
the transition to multilayer growth.) 
Molecular dynamics is an effective tool for studying atomic interactions during thin film 
growth. A number of MD simulations with reliable interatomic potentials for fee metals (from 
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CEM, EM, and EAM) have been used to study surface events at low coverage^"* as well as 
during the growth of a few layers.^' Simulations of thin film growth involving multiple layers 
have been performed using a simple Lennard-Jones potential nominally fit to a metal^' and 
also for covalent materials such as Si and Ge.^® The research presented in the second and 
third chapters of this dissertation represents the first molecular dynamics simulations of 
multiple-layer (> 10) homoepitaxial thin film growth using reliable interatomic potentials for 
fee metals. 
There is also a great deal of interest in depositing clusters of atoms instead of single atoms 
to grow thin films.^^' Two different results are anticipated fi"om cluster deposition. One 
possibility is that the clusters will create a good, strongly adhering thin film. This can happen 
by depositing high energy clusters,where the energy is localized on the surface upon cluster 
adsorption and promotes annealing of defects and epitaxial growth. Another possible result, 
particularly fi-om low energy cluster deposition, is that the film will retain some of the original 
cluster structure and properties, leading to new types of materials.^® Experimental evidence 
has been seen for both of these situations. 
Thin film growth by cluster deposition is a relatively new field and not much is known 
about the growth mechanisms.^' A number of MD studies have explored the deposition of 
one cluster on a clean surface^" but few have studied the full deposition process of many 
clusters during thin film growth.^' The final chapter of this dissertation presents MD 
simulations of the growth of multiple-layer thin films during the low energy deposition of 
small clusters. 
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Corrected EfFective Medium Theoiy 
Tiie details of CEM theory have been presented previously,including a recent critical 
review,and the theory is briefly outlined here. For a system of atoms, /=1,...,N}, the 
CEM interaction energy is 
where n{Ai,r -J?,) is the atomic electron density distribution as taken from Hartree-Fock 
calculations^"^ and represented in even-tempered Gaussians^' for computational ease. Z, and /?, 
are the atomic number and nuclear position, respectively. The underlying approximation 
leading to Eq.(l) is that the total system electron density is equal to the superposition of 
atomic electron densities. 
The first right-hand-side (RHS) term in Eq.(l) is the sum of the embedding energy for 
each atom, where the embedding energy is solely a function of the average electron density 
environment of that particular type of atom. The average electron (jellium) density is 
provided by Eq.(2). The subscript "P' in Eq.(l) stands for jellium. It is worthwhile to 
emphasize that the only unknown part of the interaction energy expression in Eq.(l) is the 
embedding function. Once this is specified for each atom type, the CEM theory can be used 
to predict the interaction energies for a system in any geometry. 
Eq. 1 
The jellium density, n,, is 
Eq.2 
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The second RHS term consists of pairwise additive Coulomb energies: Vc(iJ) is the sum of 
electron-electron, electron-nuclear, and nuclear-nuclear Coulomb interactions between atoms 
Ai and Aj. These are determined from the electron densities of each atom.^® 
The last RHS term is the difference in kinetic-exchange-correlation energy between the 
N-atom and atom-in-jellium systems and is given by the explicit expression 
It is a many body correction. The G(S) term is a complicated functional of the electron 
density and its gradient that is completely specified by the atomic electron densities for a 
system S. 
This final term, AG, is computationally intensive and limits the application of GEM theory 
to small systems (< 200 atoms). It is therefore this quantity that must be approximated in 
Eq.(l) in order to study large systems or to perform simulations using molecular dynamics or 
Monte Carlo methods. One approximation, knovra as MD/MC-CEM, was developed by 
assuming that AG is simply a function of the jellium density." The value of AG is determined 
from the bulk system and incorporated into new "effective" embedding functions, AFj(Aun^, 
leading to the following equation for the MD/MC-CEM interaction energy. 
The MD/MC-CEM approximation has been used successfiilly in a number of applications^^ 
and is the method used in the research presented here. 
A different approximation has been made to CEM theory by replacing AG with a two-
body function^® rather than with the bulk value. This method has some advantages and 
4G(!4!)= G( !4)) - icU)  - t [G(4+",)-G(A)-G{n,)l E,.3 
Eq.4 
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disadvantages compared to the MD/MC-CEM method. Further details of the approximation 
and sample applications can be found in Ref [39], 
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CONSTRUCTION AND EVALUATION OF EMBEDDING FUNCTIONS 
A paper published in Surface Science^ 
Cynthia L. Kelchner, David M. Halstead, Leslie S. Perkins, Nora M. Wallace, 
and Andrew E. DePristo 
Non-self-consistent density functional theories require specification of the embedding 
energy for an atom in a reference system. We combine the embedding energies determined 
from linear mufiBn tin orbital (LMTO) calculations of the bulk cohesive energy curves with 
those determined from the experimental diatomic binding curve. These new embedding 
functions contain information about the variation of binding with both coordination and 
separation between atomic centers. These are shown to be superior to embedding functions 
determined solely from bulk cohesive energy curves through tests on structures and energies 
of small metal clusters, self-diffiision of adatoms on metal surfaces, and scattering of metal 
atoms from metal surfaces. 
Introduction 
Non-self-consistent density functional based theoretical methods have become prevalent in 
computational physics, chemistry, and materials science. The conceptual model in these 
methods involves embedding an atom in jellium, which describes the delocalized bonding in 
metals. The energy of embedding each atom in jellium provides the zeroth order term in the 
^ Reprinted with permission from Surface Science 310 (1994), 425-435. 
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expression for the interaction energy. The more localized interactions in real N-atom systems 
are included in a variety of ways. The simplest approaches use localized empirical two-body 
interactions and empirical embedding functions, and are known as the embedded atom,'"^ 
Finnis-Sinclair/ and "glue"® methods. More sophisticated (and thus more computationally 
demanding) semi-empirical methods include explicit calculations of the corrections to the 
zeroth order model via either 1-electron tight binding energies in the effective medium 
approach^ or kinetic-exchange-correlation functionals of the electron density in the corrected 
effective medium (CEM) method.^'" 
The purpose of the present paper is to describe the construction of embedding functions 
which include information on both the diatomic binding and the bulk cohesive energy curves. 
Since the embedding energy is a major component of the system interaction energy, it is 
important to determine an accurate embedding function which describes the variation of 
bonding both with coordination (i.e., change from bulk to dimer) and with atomic separation. 
We use the CEM theory as the formalism, and also show results for the simpler MD/MC-
CEM approach which is analogous to the EAM but with non-empirical two-body interactions. 
The construction method presented is applicable to the embedding function in any theory. 
The only difficulty will occur for theories that are intrinsically inaccurate for the low 
coordination binding in the dimer, since the embedding curve will then not be single valued. 
However, this is advantageous since it provides a consistency test on such a theory. 
To evaluate these new embedding functions, we compare results using different 
embedding functions. The comparisons include energies and geometries for small clusters and 
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surfaces, diffusion of metal atoms on metal substrates, and scattering of metal atoms from 
defect structures on metal substrates. 
Theory 
The CEM theory has been presented in detail previously.^'" For a system of atoms, {At, 
/=1,...,N}, the CEM interaction energy is 
f( W " ( ^ ^ ^ (( w 
= Z^a'4;«,) + ZZ^COj ) + E q .  1  
1=1 1=1 ;>i 
The jellium density, rii, is 
Eq. 2 
^ jii 
where n{Ai\r -/?,) is the atomic electron density distribution as taken from Hartree-Fock 
calculations'^ and represented in even-tempered Gaussians'^ for computational ease. Z, and i?, 
are the atomic number and nuclear position, respectively. The underlying approximation 
leading to Eq.(l) is that the total system electron density is equal to the superposition of 
atomic electron densities. 
The first right-hand-side (RHS) term in Eq.(l) is the sum of the embedding energy for 
each atom, where the embedding energy is solely a function of the average electron density 
environment of that particular type of atom. The average electron (jellium) density is 
provided by Eq.(2). The subscript'T' in Eq.(l) stands for jellium. It is worthwhile to 
emphasize that the only unknown part of the interaction energy expression in Eq.(l) is the 
embedding function. Once this is specified for each atom type, the CEM theory can be used 
to predict the interaction energies for a system in any geometry. 
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The second RHS term consists of pairwise additive Coulomb energies: Vc(ij) is the sum of 
electron-electron, electron-nuclear, and nuclear-nuclear Coulomb interactions between atoms 
Ai and Aj. These are determined from the electron densities of each atom." 
The last RHS term is the difference in kinetic-exchange-correlation energy between the N-
atom and atom-in-jellium systems and is given by the explicit expression 
It is a many body correction. The G(S) term is a complicated functional of the electron 
density and its gradient that is completely specified by the atomic electron densities. 
To determine the embedding functions, we write down explicit expressions for the 
homonuclear bulk and dimer systems. Using 3D periodicity, Eq.(l) produces the following 
expression for the cohesive energy of a monatomic solid with one atom per unit cell: 
Ab labels any equivalent (bulk) atom in the system and rib is its jellium density. The subscript 
WS indicates that the integration extends only over the Wigner-Seitz cell of atom Ab. 
Knowledge of AEcoh(AiJ at various lattice constants yields AEj(Ab;nb) at various «i. The 
analogous expression for a homonuclear diatom is 
Knowledge of AE(Ai,Ai), the dimer interaction energy, at various bond lengths provides 
AEj(Ai;ni) at various Clearly, either Eq.(4) or Eq.(5) could yield the entire embedding 
function by sufficient expansion and contraction of the intemuclear separations. 
4G({^,)) = [G({4})-iG(4) -t[G(4+/i,)-G(4)-G(n,)j Eq.3 
i=l 
monatomic bulk £q. 4 
A£(/4,, ^ 2) = 2 (^1; «i) + + AG(^, , ^ 2), homonuclear dimer Eq. 5 
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An important point about these expressions is that for the same nearest neighbor 
separation, Ub in Eq.(4) is much larger than in Eq.(5) because an atom in the bulk system 
has twelve nearest (and many further) neighbors while each atom in the dimer has only one. 
As an example, we show the jellium density for a range of nearest neighbor distances in Cu 
bulk and Cu dimer in Figure 1. The jellium density at Re for the dimer corresponds to the 
jellium density at a 27% expansion of the bulk Cu lattice from equilibrium. Thus, Eqs.(4) and 
(5) will give embedding functions at different electron densities for similar intemuclear 
separations. 
In a previous article,'" we presented embedding functions generated from Eq.(4) using 
AEcoh obtained from linear muffin tin orbital (LMTO) calculations involving lattice constants 
from a 30% expansion to a 10% contraction of the bulk equilibrium. Calculated values of 
AEcoh were used because experimental data are not available for such an extended range, since 
contractions of more than a few percent require extremely high pressure and stretching more 
than a few percent leads to fracture. This procedure determined the embedding functions for 
coordinations approaching that of the bulk. For example, the (111), (100), (110), (331), 
(311), and (210) surfaces have jellium densities that are lower than the equilibrium bulk 
electron density due to the loss of neighbors. These electron densities correspond to 
approximately a 10-15% expansion of the lattice from the equilibrium bulk lattice constant, 
with the more close-packed faces corresponding to the smaller expansions (higher electron 
densities) and the open faces corresponding to the larger expansions (lower electron 
densities). These embedding functions are denoted as AEiMTofAr.n^ and are shown in Figure 2 
for Al, Ni, Cu, Pd, Ag, Pt, and Au. 
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The problem with AEiMro(Ai;n) occurs for very low electron densities which correspond 
to an extremely expanded bulk. These low electron densities also correspond to lower-
coordination bonding near equilibrium. Unfortunately, these two situations are not equivalent. 
Thus, we must supplement the LMTO determined curves with information on the 
homonuclear dimer. We do this by using Eq.(5) with the experimental dimer data, setting 
AE(Ai,A2)'=V(R) where V(R) is a Morse potential fit to the experimental binding energy, bond 
length, and vibrational firequency." An embedding function determined in this way is denoted 
by AEMorse(Ai;n^', these functions are shown in Figure 3 for Al, Ni, Cu, Pd, Ag, Pt, and Au. 
The range of bond lengths used in all cases was 2.00 - 15.00 bohr. 
The two different methods for finding the embedding function do not yield identical results 
but this does not cause a fundamental problem for the follovwng reasons. First, the very 
expanded bulk region (low jellium density) is unimportant physically except for much lower 
coordination bonds than those in the bulk. Second, the high jellium density region is 
unimportant physically for lower coordination bonds because it corresponds to very repulsive 
interaction energies. A change in the interaction energies in this high electron density region 
requires only a very small change in interatomic separation and thus the exact high electron 
density embedding flinction is unimportant for compressed low coordination structures. 
For the new embedding functions, AEMorse(Ai;n^ will be used at very low «, (at least below 
the electron density corresponding to the dimer equilibrium distance) while AEimo(Ai;n^ will 
be used at larger n,. The resulting embedding function is denoted by AEExiMAj.-nj), from 
^perimental data fit to a Morse potential and LMTO generated embedding energies. The 
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process of smoothly joining the two curves over some electron density interval [w<,n>] requires 
consideration of two cases. 
In the first case, AEMonef^iHii) does not intersect AEiMrofAiirii) as increases beyond the 
jellium density at the dimer equilibrium separation. This occurs for Ag and Pd. The two 
curves are then joined by the following interpolation formula: 
/ \ / \ J 
^EXLM V'^i >"i)~ ^ Morse > "i) ~ ^ IMTO VA ' 
f ^ 
«, ~n, 71 jc^q. 0 
- « <  2 )  
The jellium density interval [«<,«>] is chosen so that the transition between the LMTO and 
Morse embedding functions is gradual and monotonic. This formula provides a continuous 
fiinction and first derivative. We show the three embedding fiinctions versus jellium density 
for Ag in Figure 4 with a mixing interval of [0.0008 a.u., 0.004 a.u.]. (Note that the crossing 
in the Ag case occurs at a jellium density that :s much smaller than that at the dimer 
equilibrium.) 
In the second case, AEMonMun^ intersects AEiMro(Ai:n^ as rii increases. This occurs for 
Al, Ni, Cu, Pt, and Au. The two curves are then joined by the following interpolation 
formula: 
1 Eq. 7 
-  \\l^MorMi; ; « , ) ] '  - 4 0 ' } '  
where Q is a mixing parameter which determines how far the EXLM embedding fiinction 
curve will lie below the value of the LMTO and Morse curves when they cross. This formula 
also provides a continuous fiinction and derivatives. We show the three embedding fiinctions 
versus jellium density for Cu in Figure 5. where the Morse and LMTO curves cross at 
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0.00365 a.u. In general, the actual transition from the Morse to the LMTO curve occurs over 
a much smaller jellium density range if the two curves cross. 
The reader will notice that these interpolation formulas have, respectively, the form of 
mixing the squares of two wavefunctions (Eq.(6)) and the formation of an adiabatic potential 
from two diabatic ones (Eq.(7)). 
The same interpolation formula can be used for any other method using embedding 
functions, and we have done so for the more approximate MD/MC-CEM theory"''"' in which 
the energy expression equivalent to Eq.(l) is 
The "effective" embedding fijnctions, AFExu/AuUi), can be constructed by the same 
procedure used for AEExu/Aiinj) in the full CEM theory. 
Results and Discussion 
In Table I we present the parameters for construction of the new EXLM embedding 
functions for Al, Ni, Cu, Pd, Ag, Pt, and Au, using CEM. If the Morse and LMTO curves 
cross for a particular metal, these parameters include the jellium density at the crossing point 
and the mixing parameter, Q. If the curves do not cross, the jellium densities at the endpoints 
of the mixing range are given. Table 11 shows the same information for MD/MC-CEM. 
There is no correlation in these parameters between the CEM and MD/MC-CEM embedding 
functions. Note also thai Q is always rather small, indicating that the deviation of the EXLM 
curve at the crossing of the LMTO and Morse embedding functions is small. 
Eq.8 
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For homonuclear diatomic molecules, the error in the LMTO results is substantial when 
compared to experimental data. A typical case is Ag, where the LMTO binding energy is too 
large by 0.3 eV, the equilibrium distance is too large by 0.1 bohr, and the vibrational 
frequency is too large by 80 cm"'. Cu is an extreme case, where the binding energy is too 
small by 1.1 eV, the equilibrium distance is too small by 0.7 bohr, and the frequency is too 
large by 220 cm"' when using the LMTO embedding function. By contrast, the EXLM 
embedding fijnctions reproduce the dimer binding energy, equilibrium separation, and 
vibrational fi-equency to within 0.02 eV, 0.01 bohr, and 10-15 cm"' by construct. 
For Pds clusters. Table III presents the equilibrium binding energy, bond length, and 
corresponding electron density for the equilateral triangle structure. The Morse and LMTO 
curves for Pd do not cross, indicating that the EXLM embedding function makes a gradual 
transition between the two curves over the chosen mixing range (Table I). The electron 
density for Pdj is well within this mbdng range and thus the LMTO and EXLM results differ 
considerably, as seen in Table III. The structures and energies of small Pd clusters are very 
sensitive to the embedding function because the Pd dimer has a large bond length and is 
weakly bound relative to bulk Pd, in comparison to other metals. Small Pd clusters require 
information on both the coordination and electron density variation of the embedding 
function. The comparison to the SCF-DF values in Table III does not provide unequivocal 
evidence to favor either embedding function, as the binding energy for Pds is midway between 
the LMTO and EXLM values. 
The resuhs for small Cu clusters in Table IV likewise exhibit substantial differences 
between the LMTO and EXLM resuhs fi"om CEM calculations for both binding energy and 
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bond length. However, for Cu the EXLM results agree better with the SCF-DF values in 
every case. The EXLM and LMTO curves are well-separated at low jellium densities, as seen 
in Figure 5, and the jellium density at the crossing point (Table I) is higher than the jellium 
density of the small Cu clusters using EXLM. Thus, the equilibrium bond energy and distance 
of small Cu clusters are very sensitive to the very low jellium density region. 
The results for Ni in Table V provide another type of situation. The differences between 
the LMTO and EXLM resuUs from CEM calculations are very small for Nis. The Morse and 
LMTO curves for Ni cross, meaning that the EXLM embedding function connects the two 
curves over a very small jellium density range near the crossing point. The equilibrium jellium 
density predicted for Nis (0.00441 a.u. using EXLM) is much higher than the jellium density 
where the Morse and LMTO curves cross (Table I), so for Ni3 the EXLM curve is already 
nearly identical to the LMTO curve. The equilibrium bond energy and distance of small Ni 
clusters are thus insensitive to the very low jellium density region. 
Based upon the above resuUs, we expect that, for systems with higher coordination of 
atoms, the EXLM and LMTO embedding functions will produce nearly identical results. For 
example, we have tested surface energies and interiayer spacings due to surface relaxations of 
the simple cubic faces. The two embedding functions yield results that agree to better than 
1.5% for the (111), (100), and (110) faces of Al, Ni, Cu, Pd, Ag, Pt, and Au, with the 
exceptions of Ag(lOO) and Ag(l 10). In these cases, the EXLM values of the surface energy 
are 5% larger for Ag(lOO) and 10% larger for Ag(l 10). Similarly, the first layer contraction is 
13.8% for Ag(i 10) using AEexlm and 7.3% for AElmto- Apart from these two exceptions, 
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the results generally indicate that the two different embedding functions obtain nearly the same 
surface energies and relaxations. 
It is worthwhile to emphasize that even for large systems there are processes that may 
involve lower coordination atoms and these cases will be sensitive to the embedding function. 
We examined the influence of the embedding function on the activation barrier to self-
diffusion for two mechanisms on fcc(lOO) surfaces. In bridge-hopping, the adatom hops from 
one four-fold hollow site to an adjacent four-fold hollow site, over the intervening two-fold 
bridge site. In replacement or exchange, the adatom displaces an atom in the first substrate 
layer, and the displaced substrate atom then moves to the four-fold hollow site diagonal from 
the adatom's original four-fold site. (For fijrther information concerning diffusion barriers, see 
reference [19].) 
Using the LMTO embedding function, the CEM values for the bridge and replacement 
diffusion barriers are 0.70 eV and 0.44 eV on Cu(lOO). Using the EXLM embedding 
function, the analogous values are 0.47 eV and 0.43 eV. The bridge-hopping transition state 
involves a low coordinated Cu atom while the replacement transition state does not. For this 
system and others not shown, we have found that the electron density region that controls 
bridge-hopping is in the transition region between the Morse and LMTO embedding 
functions. The combination of low coordination and low electron density indicates that the 
EXLM embedding function must be used to describe diffusion on metal surfaces. For this 
reason, Ref [19] only reported the barriers calculated using the EXLM embedding functions. 
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As a final example, we consider the dynamics of Cu atom adsorption on clean Cu surfaces 
and on Cu surfaces with Cu island defects. For large scale dynamics simulations, it is 
necessary to use the faster MD/MC-CEM approximation rather than the full GEM theory. 
Our results for adsorption on the clean fcc(lOO) face of Cu at 80 K showed that 99.9% of 
depositing atoms localize in the first unit cell encountered for both the EXLM and LMTO 
"eflfective" embedding functions. This arises from the fact that the repulsive potential felt by 
the adsorbate as it strikes the clean surface is essentially identical for both "effective" 
embedding functions, since the electron density is greater than 0.005 a.u. (Table II) in this 
region. It is this coupling to the surface that determines the final adsorption site. 
When the adsorbate interacts with an island defect, however, the electron density 
encountered during the collision is substantially lower than that for the clean surface, and the 
simulation results for the two "effective" embedding functions are no longer identical. The 
geometry of the island was a 14-atom pyramid on the fcc(lOO) face. This has a square nine-
atom base, four atoms in the second layer and a single apex atom in the third layer above the 
plane of the substrate surface atoms."®'"*' The right-hand panels of Figs. 6a and 6b show the 
interaction energies between a Cu gas atom and the pyramidal defect/fcc(100) substrate for a 
cut through the center of the pyramid, using the LMTO and EXLM "effective" embedding 
functions, respectively. The LMTO results predict a less stable adsorption site on the pyramid 
face by 0.19 eV and a larger barrier to diffusion out of this site by 0.24 eV than that 
encountered in the EXLM results. 
The left panel of each figure shows some sample trajectories at normal incidence to the 
surface with initial energy of 0.25 eV on a 0 K surface. Two out of the five trajectories result 
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in adsorption to the side of the pyramid in the LMTO case, but only one out of five for the 
EXLM case. To obtain statistically reliable results, we ran 325 trajectories over the 
irreducible triangular octant of the pyramid on an 80 K surface. These showed that the 
probability of adhering to the pyramid facet is more than four times greater for the LMTO 
results, giving a capture cross section of 37.2 compared with 9.0 for the EXLM results. 
(The area of sites blocked by the 14 atom pyramid is 104.3 A^.) Thus the inability of the 
adsorbing Cu alom to reach the more stable base sites in the LMTO case is caused by the 
relative instability of the low electron density transition state, which must be surmounted to 
reach the base. The EXLM embedding function predicts a more stable facet site compared 
with the LMTO embedding function and exhibits a lower barrier to reaching the base, leading 
to a smoother growth mode. Failure to reach the vacant sites around the pyramid base is 
therefore a kinetic limitation, as these sites are energetically the most stable for both 
"eflFective" embedding functions with an adsorption energy of 3.11 eV in both cases. 
The deposition process samples the low electron density region as the adsorbing atom 
begins to interact with the surface atoms, and it is this interaction region which is critical in 
determining the outcome of growth deposition processes. This illustrates that for deposition 
studies involving the growth of incomplete overlayers and small structures, it is essential to 
treat the entire jellium density range of the embedding function as accurately as possible, and 
not rely on embedding functions that solely extrapolate from bulk or even clean surface 
properties. 
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Conclusions 
There are two distinct electron density and coordination regions in metal systems: the 
high electron density, high coordination region which corresponds to the bulk system and the 
low electron density, low coordination region which corresponds to the dimer. The LMTO 
embedding function does a good job of describing the bulk region,'" and the Morse 
embedding fiinction describes the dimer region well. 
For many systems it is essential to use an embedding function that describes both the high 
and low electron density regions accurately, since the lower electron density regions can play 
an important role in determining the outcome of a calculation. This has been illustrated for 
self-diSusion on metal surfaces and for homoepitaxial deposition on metal surfaces with island 
defects. Neither the LMTO nor the Morse embedding function is adequate here, and we have 
shown how to smoothly join these two into a new EXLM embedding function which mixes 
these two curves in the mid-electron density range. Thus, the EXLM embedding function 
combines the best features of the LMTO and Morse embedding functions over the entire 
electron density range of interest. 
We should emphasize that a more comprehensive approach would allow the embedding 
fiinction to depend upon both a jellium density and a bond coordination parameter. The dimer 
would then determine an embedding function over the entire jellium density regime for a one­
fold coordination, while the bulk would do so for 12-fold coordination. Determination of the 
embedding function for intermediate coordinations and even the definition of the bond 
coordination parameter pose outstanding challenges to this theoretical development. 
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Table I. Parameters used in the construction of AEEXLM(Ai;ni) via Eqs.(6) and (7) for CEM. 
Metal curve crossing (a.u.) [n<,n>] (a.u.) Q(eV) 
A1 0.00168 NA' 0.01 
Ni 0.00293 NA 0.06 
Cu 0.00365 NA 0.065 
Pd no 0.0005 - 0.005 NA 
Ag no 0.0008 - 0.004 NA 
Pt 0.00214 NA 0,03 
Au 0.00208 NA 0.06 
' The mixing range only enters when the curves do not cross, using Eq.(6). The mixing 
parameter, Q, enters when the curves do cross via the interpolation formula in Eq.(7). 
Table n. Parameters used in the construction of AFEXLM(Ai;ni) via Eqs.(6) and (7) for the 
MD/MC-CEM approximation in Eq.(8) to the CEM expression in Eq.(l). 
metal curve crossing (a.u.) [n<,n>] (a.u.) Q(eV) 
A1 no 0.0015 - 0.0045 NA' 
Ni 0.00274 NA 0.04 
Cu no 0.003 - 0.005 NA 
Pd no 0.001 - 0.004 NA 
Ag no 0.0018 - 0.0025 NA 
Pt 0.00223 NA 0.01 
Au 0.00226 NA 0.04 
' The mixing range only enters when the curves do not cross, using Eq.(6). The mixing 
parameter, Q, enters when the curves do cross via the interpolation formula in Eq,(7). 
32 
Table m. Equilibrium results for highly symmetric Pd clusters, calculated with the LMTO 
and EXLM embedding functions for CEM and MD/MC-CEM. SCF-DF results 
are all electron ab initio density functional calculations'^ using the program 
deMon" with non-local exchange correlation fiinctionals.'® 
CEM MD/MC-CEM 
interaction 
energy 
(eV) 
atomic 
separation 
(bohr) 
jellium 
density 
(a.u.r 
interaction 
energy 
(eV) 
atomic 
separation 
(bohr) 
jellium 
density 
(au.) 
Pdz 
experiment -1.04 5.01 -1.04 5.01 
LMTO -1.04 4.46 0.00150 -1.54 5.03 0.00074 
EXLM -1.04 5.01 0.00077 -1.04 5.01 0.00076 
SCF-DF -0.78 5.00 -0.78 5.00 
Pd3 
LMTO -3.12 4.44 0.00294 1 o
 
4.81 0.00191 
EXLM -2.52 4.22 0.00381 -2.46 4.42 0.00299 
SCF-DF -2.85 5.2 -2.85 5.2 
' For comparison, the jellium density for a bulk Pd atom at equilibrium is 0.00775 a.u. 
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Table FV. Equilibrium results for highly symmetric Cu clusters, calculated with the LMTO 
and EXLM embedding functions for CEM and MD/MC-CEM. SCF-DF results 
are all electron ah initio density functional calculations'® using the program 
deMon'^ with non-local exchange correlation fiinctionals.'^ 
interaction 
energy 
(eV) 
CEM 
atomic 
separation 
(bohr) 
jellium 
density 
(a.u.r 
interaction 
energy 
(eV) 
MD/MC-CEM 
atomic 
separation 
(bohr) 
jellium 
density 
(a.u.) 
CU2 
experiment -2.05 4.20 -2.05 4.20 
LMTO -0.98 3.49 0.00354 -1.16 4.25 0.00135 
EXLM -2.06 4.19 0.00146 -2.05 4.19 0.00145 
SCF-DF -2.91 4.3 -2.91 4.3 
Cu3 
LMTO -3.21 3.85 0.00449 -2.95 4.17 0.00301 
EXLM -3.96 4.54 0.00187 -3.99 4.43 0.00215 
SCF-DF -4.35 4.56 -4.35 4.56 
CU4 
LMTO -5.86 4.07 0.00508 -5.32 4.32 0.00373 
EXLM -6.09 4.74 0.00217 -6.31 4.54 0.00279 
SCF-DF -6.34 4.58 -6.34 4.58 
' For comparison, the jellium density for a bulk Cu atom at equilibrium is 0.00818 a.u. 
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Table V. Equilibrium results for highly symmetric Ni clusters, calculated with the LMTO 
and EXLM embedding functions for CEM and MD/MC-CEM. SCF-DF results 
are all electron ab initio density functional calculations'® using the program 
deMon'^ with non-local exchange correlation functionals.'^ 
interaction 
energy 
(eV) 
CEM 
atomic 
separation 
(bohr) 
jellium 
density 
(a.u.r 
interaction 
energy 
(eV) 
MD/MC-CEM 
atomic 
separation 
(bohr) 
jellium 
density 
(a.u.) 
Niz 
experiment -2.09 4,16 -2.09 4.16 
LMTO -1.66 3.58 .00330 -1.82 3.89 .00225 
EXLM -2.11 4.15 .00163 -2.11 4.14 .00165 
SCF-DF -3.13 4.05 -3.13 4.05 
Nis 
LMTO -4.31 3.90 .00443 -4.20 4.23 .00298 
EXLM -4.33 3.91 .00441 -4.30 4.33 .00262 
SCF-DF -5.98 4.25 -5.98 4.25 
" For comparison, the jellium density for a bulk Ni atom at equilibrium is 0.01049 a.u. 
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Figure Captions 
Figure 1. Jellium density versus nearest neighbor distance for Cu dimer and Cu bulk. The 
bands represent 10% expansion and contraction around the equilibrium nearest 
neighbor distance for the dimer (4.195 bohr) and the bulk (4.824 bohr). 
Figure 2. AEiMro(Ai;n^ generated from LMTO calculations of the bulk cohesive energy from 
10% contraction to 30% expansion via Eq.(4).'" The values for the equilibrium 
bulk and dimer systems are marked on each cur^e. 
Figure 3. AEMors/Ai.-nt) generated from Morse potential representation of the dimer binding 
energy curve from 2.0 -15.0 bohr via Eq.(5). The values for the equilibrium bulk 
and dimer systems are marked on each curve. 
Figure 4. LMTO, Morse and EXLM embedding functions for Ag. The jellium densities for 
equilibrium bulk, fcc(llO) surface and dimer atoms are indicated. Note that 
AEEXLM(Ag;ni) smoothly joins AEMorse(Ag;n^ at lovi^ jellium densities with 
AE[MTo(Ag;n^ at high jellium densities viaEq.(6). 
Figure 5. Same as Figure 4 but for Cu and using Eq.(7) to generate AEEXLM(Cu;ni). 
Figure 6. (a) A plot through a (010) plane cut through the Cu pyramid center (bisected 
atoms shown in cross hatched) for the LMTO embedding function. The left side 
shows the path of five trajectories on a 0 K surface with the final site indicated by 
the numerated arrows. The right panel shows the potential energy contours for 
this embedding function in decrements of 0.5 eV starting at zero (dashed line). 
The energies of six sites of interest are also shown (in eV). 
(b) Same as Fig. 6a but using the EXLM embedding function. Both figures 
reproduced from Ref [1 Ig] with permission. 
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MOLECULAR DYNAMICS SIMULATION OF MULTILAYER 
HOMOEPITAXIAL DEPOSITION ON FCC(IOO) METAL SURFACES 
A paper accepted by the Journal of Vacuum Science and Technology A 
Cynthia L. Kelchner and Andrew E. DePristo 
Abstract 
Two features are observed to be important in the homoepitaxial deposition of 50 
monolayers on Pd(lOO) and Cu(lOO) at 80 K. First, a fourfold hollow site that is missing one 
or more of its four supporting atoms on the surface (i.e., an overhang site) can be stable. This 
increases the surface roughness by allowing defects in the growing surface. Second, 
multiatom rearrangements occur during growth. These events decrease the local surface 
roughness by filling deep holes in the surface. Neither of these two features is included in 
currently used kinetic growth models. 
Introduction 
The growth of thin films is a topic of great interest to experimentalists and theorists for 
both fundamental and applied reasons. Thin films are often grovm by a sequential deposition 
process such as molecular beam epitaxy, and the final structure of a film can range fi"om a 
smooth, uniform thin film to a very rough or amorphous film. Applications include a wide 
variety of electronic devices as well as the development of new materials. 
The film structure can often be selected by an appropriate choice of experimental 
parameters, e.g., deposition rate (flux) and temperature. Insight into how and why thin films 
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grow under different experimental conditions can be provided by molecular dynamics (MD) 
simulations of the deposition process which explore the atomic growth mechanism(s) of the 
film during deposition. Such detailed information is impossible to obtain with current 
experimental techniques since it entails following the motion of individual atoms as they are 
deposited and determining the various processes involved as the atoms equilibrate with the 
surface. Furthermore, MD simulations make no assumptions about the type of processes 
allowed during deposition and growth, and thus can provide more complete information about 
the growth behavior than found in the currently available kinetic and statistical models of thin 
film growth. 
A great deal of theoretical and experimental work has been done on submonolayer film 
growth for metals.' However, the growth of muhiple layer thin films has not been as well 
studied, especially by theoretical methods. Since applications often use films containing many 
layers, it is important to understand how the growth behavior changes with the film thickness 
as well as the mechanisms behind such changes. Toward this end, we have studied two very 
simple yet realistic metal systems in order to elucidate the basic processes occurring during the 
deposition of multiple layers. This article presents the initial findings for homoepitaxial 
deposition of Pd and Cu on the fcc(lOO) surface. 
We have designed and performed numerical experiments using MD to study the low 
temperature deposition of multiple layers in metal systems, specifically homoepitaxial 
deposition of 50 monolayers (ML) of Pd and Cu on the fcc(lOO) surface at 80 K. To our 
knowledge, the only earlier articles in this area are MD simulations by Gilmore and Sprague 
that studied the deposition of up to 3 ML Ag on (100) and (111) Ag surfaces using embedded 
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atom method (EAM) potentials'^ and a brief mention of void formation during deposition of 
about 8 ML Ni/Ni(100) by Andreadis, et al."* using MD with EAM potentials. The latter 
article did not give any details and we are not aware of any other MD simulations of multiple 
layer deposition in metal systems with reliable interaction potentials. 
The primary concern when simulating deposition processes is the incompatible time scales 
of the experiment and the simulation. Whereas deposition experiments typically run for 
minutes with a slow deposition rate such as 0.01 ML/s, MD simulations can only model up to 
a few nanoseconds due to computational limits and necessarily use a much higher deposition 
rate such as 0.01 ML/ps. One way to avoid the experiment/theory time scale discrepancy is to 
study systems in which the only important processes occur on a very fast (picosecond) time 
scale. This permits the simulation and the experiment to observe the same events. At 80 K, 
thermally activated surface diffusion for the Pd/Pd(100) and Cu/Cu(100) systems is extremely 
slow, e.g., 1 atomic hop per 10^ years for an activation energy of 0.4 eV. The film growth is 
then determined solely by the deposition dynamics which persist for only picoseconds after a 
deposition event. MD is therefore an appropriate method to study these systems. (It is 
interesting to note that, if only long-time scale processes involving a few atoms are important, 
one can also simulate the problem using kinetic Monte Cario methods. The difficulty occurs 
when both short-time deposition dynamics and long-time diffusion are important.) 
Simulation Details 
These MD simulations use the simplest form of corrected effective medium (CEM) theory, 
known as MD/MC-CEM, which provides accurate interaction potentials for metals.'"' Briefly, 
CEM theory determines the interaction energy of a system in any geometry by calculating the 
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energy of each atom in a reference system plus correction terms, a non-self consistent 
approximation to density functional theory. This method has been extensively described 
elsewhere''® including a recent critical review,^ and no further detals will be given here. The 
present study is the first use of this method for sequential deposition and the subsequent 
growth of thin films. 
The MD simulations use periodic boundary conditions in the surface plane (in x and_y). 
The square fcc(lOO) surface is modeled by 11 x 11 atoms in each layer, with three active 
layers and one fixed layer at the start of the simulation. The surface is initialized fi"om a 
Bohzmann distribution at 80 K, and the lowest active layer (i.e., the one closest to the fixed 
layer) is treated by Langevin dynamics during the simulation to mimic a constant temperature 
heat bath. One new atom is placed out of the interaction range above the surface (+ z 
direction) with random x and y coordinates and an initial kinetic energy of 0.25 eV directed 
toward the surface. This kinetic energy is sufficiently small to be of no consequence 
compared to the large energy of adsorption. After 1 ps, another new atom is placed above the 
surface and the deposition process is repeated until the desired number of atoms have been 
deposited. All atoms follow Newton's equations (with local Langevin dynamics for the 
lowest active layer) throughout the simulation (except for the initial fixed layer which remains 
fixed, of course). The deposition of 50 ML with these simulation parameters requires eight 
weeks on a single MIPS R4400 150 MHz processor on an SGI Challenge-L computer. 
Results 
The morphology of the growing surface can suggest some of the possible mechanisms by 
which deposited atoms find stable adsorption sites on the surface. For instance, an atomically 
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smooth surface implies that the deposited atoms move to find the lowest empty sites on the 
surface, rather than staying very close to where they land and presumably creating an 
atomically rough surface. One way to measure the roughness of the surface is to calculate the 
interface vddth, w. (The interface referred to here is that of the surface with the surrounding 
vacuum. The adsorbate-substrate interface has little significance in homoepitaxial systems.) 
The interface width is defined to be the standard deviation of the distribution of the exposed 
layers' height in units of the ideal layer spacing, and is calculated fi"om the follovwng 
Nj is the net number of exposed atoms in layer j where/=0 is the top substrate layer. The 
mean height of the surface is j. The standard method^ of calculating the net number of atoms 
in each layer that is exposed to the vacuum, i.e., Nj = 6j- dj^u where Oj is the coverage in ML 
of layer j, assumes that no vacancies are present in the deposited adsorbate layers so that 9j> 
Oj^i and Nj > 0. However, we find many vacancies in our MD simulations, as we shall discuss, 
and therefore must explicitly consider each atom rather than use the layer coverages to 
calculate Nj. 
The interface width during deposition of 50 ML Pd/Pd(100) and 50 ML Cu/Cu(100) is 
shown in Figures 1 and 2. These results are fi-om a single MD simulation of each system. In 
general, the interface width increases as more layers are deposited, indicating a continual 
roughening of the surface with coverage. The abrupt drop in the Pd/Pd(100) interface width 
just after deposition of 20 ML (Figure 1) reflects a dramatic change in the surface structure 
equation:® 
(1) 
;=0 
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leading to a smoother surface. This particular structural transformation is caused by a large 
number of adsorbed atoms moving to fill a deep hole in the surface, as can be seen by visual 
animation of the MD simulation results (not shown). A similar rearrangement event in the 
Cu/Cu(100) system is marked by the sharp decrease in the interface width at 34 ML (Figure 
2). Several other decreases in the interface width are observed in each system as well. The 
magnitude of the interface width decrease is not necessarily related to the number of atoms 
involved in the rearrangement. For example, covering two partially exposed atoms in lower 
layers can greatly decrease the interface width, as occurs in the Pd/Pd(100) system at 49 ML 
coverage. The exposed atoms in lower layers (far from the average surface height, j) are 
weighted quadratically in the interface width calculation (Eq. 1) and thus contribute much 
more to the width than those in higher layers (closer to j). 
It is not yet clear what initiates a rearrangement event. Perhaps an unstable structure 
simply collapses, or an impinging atom hits a rough portion of the surface in a certain way, or 
some other multiatom mechanism appears. It is also unclear if the multiatom events are due 
to a true concerted motion or to a chain reaction of the involved atoms. We are presently 
working to further understand these interesting reorganizations. Nonetheless, it is obvious 
that the rearrangement events significantly decrease the surface roughness, at least on a local 
scale. 
By the end of 50 ML deposition, there are 55 occupied adsorbate layers in both the Pd and 
Cu systems. In the PdyPd(lOO) system, these consist of 20 completely filled and 35 
incomplete adsorbate layers, including 12 layers which have atoms exposed to the vacuum. In 
the Cu/Cu(100) system, there are 14 complete and 41 incomplete layers, including nine 
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exposed layers. The Cu/Cu(100) system is likely a little smoother than the Pd/Pd(100) one 
since it has fewer exposed layers and generally a smaller interface width (compare Figures 1 
and 2). However, the complex variation of interface width with deposition coverage makes 
such a comparison difficult. 
Most of the incomplete layers contain vacancies which are covered by atoms in higher 
layers, i.e., bulk vacancies. The Pd/Pd(100) system has an equivalent of 1.24 ML bulk 
vacancies after deposition of 50 ML, and Cu/Cu(100) has 1.67 ML bulk vacancies. Single 
bulk vacancies are found as well as small voids containing several vacancies. Most of the 
vacancies, however, are found in large voids vwth 30-100 or more connected bulk vacancies. 
A bulk vacancy or void is formed when depositing atoms remain in overhang sites instead of 
moving down to fill an empty site. An overhang site is defined as a fourfold hollow site that is 
missing one or more of its four supporting atoms. The fourfold hollow sites are usually 
considered to be the only energetically stable adsorption sites on fcc(lOO) surfaces. However, 
the overhang sites are clearly stable in these MD simulations, with up to 15% of the atoms in 
some layers missing at least one of their four supporting atoms. This stability is presumably 
due to interactions with neighboring atoms in the same layer as the overhanging atom. The 
presence of atoms in overhang sites increases the surface roughness by leaving more layers of 
atoms partially exposed than if the overhanging atoms moved down to fill the lower empty 
sites. 
These vacancy observations are in general agreement with those reported by Sprague and 
Gilmore for MD deposition of 3 ML Ag/Ag(100).^ They stated that the "undersupported" 
(overhang) sites are stabilized by neighboring atoms on the (100) surface, although this was 
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not the case on the triangular (111) surface where overhanging atoms quickly moved to fill an 
empty site. They also saw small voids and single bulk vacancies form. Similarly, Andreadis et 
al."* observed "ribbon-like voids" of 5-10 vacancies across in an MD simulation of Ni/Ni(100). 
The occupied fi-actions of the adsorbate layers after 3 ML deposition are given in Table I. 
The results from the Ag/Ag(100) simulation^ indicate a noticeably rougher surface after 
deposition of 3 ML than do our MD resuhs for either Pd/Pd(100) or Cu/Cu(100). We do not 
see any bulk vacancies at this early stage of the deposition process. This difference is almost 
certainly due to the inadequacy of the EAM interactions used in Ref 2 which overbind the 
low coordination atoms, a well-known failing of EAM potentials.® 
Growth Models 
Several kinetic and statistical models have been developed for epitaxial growth. In layer-
by-layer growth,' each layer is completely filled before the next layer begins to fill. In the 
downward funneling model,® impinging atoms "fiinnel down" the side of existing structures to 
reach an adsorption site at the base. In the random deposition (RD) model,'"'" atoms deposit 
onto atop sites in a simple cubic lattice, i.e., column growth. In the more sophisticated 
random deposition onto fourfold hollow sites (RD-4FH) model,atoms may only deposit in 
fourfold hollow sites on an fcc(100) surface with any atom not deposited in an allowed site 
being deflected fi-om the surface. Defects are not allowed in any of these models. The 
predicted interface width scales as w = for the layer-by-layer model, where ^is the 
total coverage in ML and the restriction 0<^1 holds since each layer fills completely before 
another is started in this model. For the other models, one has w ~ {logOf', w = and w ~ 
0' for funneling, RD, and RD-4FH models, respectively. In the ballistic deposition 
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mode l , de f ec t s  can  fo rm s ince  each  imp ing ing  a tom i s  r equ i r ed  t o  s t ay  i n  t he  f i r s t  s i t e  i t  
reaches with one or more nearest neighbors. This results in a large number of vacancies and 
overhangs since no supporting atoms are needed when an atom has a nearest neighbor in the 
same layer. The predicted interface width scales as w ~ for three-dimensional ballistic 
deposition onto a simple cubic lattice.'^ Each overhanging atom in this simple cubic lattice 
model completely covers an empty site as well as the atoms exposed by the empty site, and 
therefore it does not increase the surface roughness as an overhanging atom does on the 
fcc(100) surface. 
The predicted interface width from these models is plotted in Figures 1 and 2 for 
comparison with the MD results. Layer-by-layer growth resuhs in the smoothest possible 
growing surface and hence the smallest interface width, with the model's predictions bearing 
little resemblance to the detailed MD simulations. By contrast, the downward funneling 
model's interface width is similar to the MD results for about the first 5 ML deposition in both 
the Pd and Cu systems but is much too small at higher coverages compared to the MD values. 
The reason for the fiinneling model's failure is that a deposited atom cannot occupy an 
overhang site but always continues down to a complete fourfold hollow site, thereby 
eliminating vacancies and overhangs. The RD-4FH model's interface width is similar to the 
MD results for up to about 10 ML in Pd and 16 ML in Cu. This is surprising since this model 
allows only those atoms landing directly in a complete fourfold hollow site to stay on the 
surface and thus has a sticking coefficient that is less than one, a physically unreasonable result 
for metals. Eventually, since no overhanging atoms are allowed, the RD-4FH model produces 
a smaller interface width (smoother surface) than in the MD simulations. Lastly, the RD 
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model predicts perhaps the roughest possible growth (assuming no upward motion of atoms), 
corresponding to a Poisson distribution of the column heights. 
We fit our interface width resuhs to a power law of the coverage: w = A 0^, where is 
the growth exponent in accordance vidth the dynamic scaling theory.This yields P= 0.45, 
A = 0.44 for 50 ML PdyPd(lOO), and 0.40, A = 0.47 for 50 ML Cu/Cu(100). If the first 
15 ML of the Cu simulation in Figure 2 is considered, we find P= 0.26, which is similar to the 
RD-4FH and ballistic deposition models (Ji= 0.25). In contrast to the Cu/Cu(100) system, 
the Pd/Pd(100) interface vwdth in Figure 1 increases more quickly during deposition of the 
first 15 ML (;^0.44) indicating the continuous roughening of the surface. The rougher 
growth of the Pd vs. Cu system is in accord with simple arguments'' based upon the funneling 
model, even though such arguments lose validity after about 5 ML in these MD resuhs since 
the fiinneling model is not accurate there. The steep increases and decreases in the interface 
width fi-om our MD simulations in Figures 1 and 2 suggest the difl5culties in accurately 
modeling the complicated growth mechanisms and muhiatom structural rearrangements taking 
place on the growing surface. 
Conclusions 
Two significant features are observed in the homoepitaxial deposition of 50 ML 
Pd/Pd(100) and Cu/Cu(100) at 80 K. First, the overhang sites on the surface can be stable, in 
contrast to the common view that only complete fourfold hollow sites are stable on the 
fcc(lOO) surface. This can greatly increase the surface roughness by allowing defects in the 
growing surface. Most growth models do not include defects of any kind. An exception is 
the ballistic deposition model on the simple cubic lattice but this lattice structure prevents the 
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defects from increasing the surface roughness as in the fcc(lOO) systems. Second, multiatom 
rearrangement events occur during growth. These fill or cover deep holes in the surface and 
thus tend to decrease the local surface roughness. Such multiatom processes are not included 
in any of the current growth models, and indeed may be too difficult to do so and retain any 
simplicity in the model. 
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Table I. Occupied layer fractions after 3 ML deposition for adsorbate layers 1-5. The Pd 
and Cu results are from the MD simulations presented in this article. The Ag 
results are from MD simulations in Ref. 2. 
layer 
system 1 2 3 4 5 
Pd/Pd(100) 1.00 0.99 0.82 0.17 0.02 
Cu/Cu(100) 1.00 1.00 0.75 0.24 0.01 
Ag/Ag(100) 0.92 0.86 0.74 0.40 0.08 
Figure Captions 
Figure 1. Interface width for Pd/Pd(100) during homoepitaxial deposition at 80 K. The 
predicted interface widths from several models are labeled and plotted for 
comparison. 
Figure 2. Same as Figure 1 but for Cu/Cu(100). 
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MOLECULAR DYNAMICS SIMULATIONS OF MULTILAYER 
HOMOEPITAXLiL THIN FILM GROWTH 
A paper submitted to Surface Science 
Cynthia L. Kelchner and Andrew E. DePristo 
Abstract 
Molecular dynamics simulations permit multiple-layer thin film growth to be studied in 
detail, using reliable interatomic potentials for fee metals fi-om corrected efifective medium 
theory. Results are presented for the homoepitaxial deposition of 50 ML on Pd(OOl) and 
Cu(OOl) at 80 K, We find that atoms in overhang sites are stable, and this stability leads to 
many of the observed results. The grovrth behavior of the thin film changes after deposition 
of the first 5-10 monolayers: more overhanging atoms are present, the surface is rougher, and 
multiple-layer events begin to occur. The formation of large voids in the film and the 
mechanism of multiatom rearrangement events which decrease the surface roughness are 
discussed. Several simulation parameters have been varied (e.g., deposition rate, system size, 
random aiming points of the deposited atoms) to study their effects on the results. There is no 
clear difference between Pd and Cu thin film growth at this low temperature. 
Introduction 
The properties of thin films are often very different from those of bulk materials and can 
lead to new materials and applications. Varying the way in which the films are grown can 
further modify the electrical, magnetic, optical, and mechanical properties. The physical 
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structure of a thin film affects many of these properties through the roughness of the film 
surface and the concentration of defects such as dislocations, voids or porosity, grain 
boundaries, and impurities.' Precise control of the growth of thin films is therefore critical in 
many applications of thin film technology. 
Thin films are typically grown by a sequential deposition process such as molecular beam 
epitaxy, and the surface of a deposited film can range fi^om smooth and uniform to very rough 
or amorphous. Insight into how and why thin films grow under different experimental 
conditions enables production of the desired film structure in a controlled manner. This 
insight can be provided by molecular dynamics (MD) simulations of the deposition process. 
MD simulations identify the atomic growth mechanism(s) of the film by following the motion 
of individual atoms as they are deposited and determining the various processes involved as 
the atoms adsorb on the surface. Current experimental techniques do not allow such detailed 
observations of individual atomic movements or atomic growth mechanisms. Furthermore, 
MD simulations make no assumptions about the type of processes allowed during deposition 
and growth, and thus can provide more complete information about the growth behavior than 
found in the currently available kinetic and statistical models of thin film growth.^ A major 
disadvantage to MD simulations is the time scale which is at least 10 orders of magnitude 
shorter than experimental time scales. This limitation can be obviated by choosing systems 
where only short time scale (picosecond) processes are important so that the MD simulation 
and the experiment can observe the same events. 
While a great deal of theoretical and experimental work has been done on submonolayer 
film growth for metals,^ the growth of multiple-layer thin films has not been well studied. 
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especially by theoretical methods. Some theoretical work has been done on the growth of 
films with up to three layers,'* but we are unaware of any theoretical studies in three 
dimensions detailing the growth of thicker metal films with reasonably accurate interatomic 
potentials (e.g., describing coordination dependence of bonding). It is important to 
understand how the growth behavior changes with the film thickness and the mechanisms 
behind such changes, since appHcations typically use films containing many layers. 
With this in mind, we have studied two homoatomic fcc(OOl) metal systems at very low 
temperature in order to elucidate the basic processes occurring during the deposition of 
multiple layers. Low coordination sites are important on the surface, particularly during 
deposition when the atom is first approaching the surface and near defects. The two fee 
metals chosen, Pd and Cu, have very different dimer binding energies compared to their bulk 
cohesive energies. For Pd, the bond energy drops by 73% from the bulk to the dimer, 
whereas the corresponding bond energy drop is only 41% for Cu. The variation of bonding 
with coordination will therefore differ for the two metals.' 
Previous work predicted that Pd would prefer to grow more roughly than Cu on the 
fcc(OOl) surface at low temperature due to kinetic limitations, in spite of the lower stability of 
Pd in low coordination sites.® These results were based on multiple trajectories of the 
deposition of a single atom onto a prepared pyramidal defect. In the present study, we 
consider sequential deposition of many single atoms to determine if the thin film growth does 
indeed agree with this prediction. We follow the growth of ultrathin films up to 50 
monolayers (ML) thick, about 100 A or 10 nm. 
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An earlier paper^ presented our initial findings for homoepitaxial deposition of Pd and Cu 
on the fcc(OOl) surface at 80 K. This low temperature was chosen to eliminate any effects of 
thermally activated surface diffusion on the (001) surface. Results from a single simulation of 
the deposition of 50 ML Cu/Cu(001) and one of 50 ML Pd/Pd(001) emphasized the presence 
of bulk vacancies and voids in the deposited films and the occurrence of multiatom 
rearrangements during thin film growth. Several kinetic and statistical models of thin film 
growth were examined but none of them agreed with the MD simulation results.^ In the 
present paper, we extend the analysis and discussion of such "numerical experiments" and 
include the effects of varying the deposition parameters. 
The next section describes the MD simulations and the calculation of the surface 
roughness. The effects of varying the deposition parameters are then explored in order to 
control any computational artifacts. The important results fi-om these simulations are 
presented in the Results section for comparison to experiment, and conclusions are given in 
the final section. 
Simulation Procedure 
The MD simulations use the simplest form of corrected effective medium (CEM) theory, 
knovm as MD/MC-CEM, which provides accurate interaction potentials for metals.*''" 
CEM theory determines the interaction energy of a system in any geometry by calculating the 
energy of each atom in a reference system plus correction terms for the difference in Coulomb 
and kinetic-exchange-correlation energies between the interacting system and the atom-in-
reference system. This method has been extensively described elsewhere,^"' including a recent 
critical review,'" and no further details are given here. 
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Periodic boundary conditions are used in the surface plane (in x and^'). The square 
fcc(OOl) surface has three active layers and one fixed layer at the start of the simulation. The 
surface is initialized from a Boltzmann distribution at 80 K, and the lowest active layer (i.e., 
the one closest to the fixed layer) is treated by Langevin dynamics during the simulation to 
mimic a constant temperature heat bath. One new atom is placed out of the interaction range 
above the surface (+ z direction) with random x and j coordinates and a small initial kinetic 
energy of 0.25 eV directed toward the surface. After a specified time, another new atom is 
placed above the surface and the deposition process is repeated until the desired number of 
atoms have been deposited. All atoms follow Newton's equations (with local Langevin 
dynamics for the lowest active layer) throughout the simulation, except for the initial fixed 
layer which remains fixed. An MD simulation with 11x11 atoms in each layer and 1 ps 
between depositions corresponds to a deposition rate of 8 x lO' ML/s. Allowing 2 ps 
between depositions decreases the deposition rate to 4 x 10® ML/s. 
The morphology of the growing film can suggest possible mechanisms by which deposited 
atoms find stable adsorption sites on the surface. One way to measure the roughness of the 
surface is to calculate the interface width, w. The interface width is defined to be the standard 
deviation of the distribution of the exposed layers' height in units of the ideal layer spacing, 
and is calculated fi"om the following equation:" 
;=o 
Nj is the net number of exposed atoms in layer j where j=0 is the top substrate layer. The 
mean height of the surface is J. Other notation in this paper includes 6tot, the total coverage 
Eq. 1 
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in ML, and 6j which is the fractional coverage in ML of any layer j such that layer j is 
completely filled when ^ = 1. 
The interface width, w, is calculated from the surface structure at the end of each 
deposition event throughout the simulation. However, not every deposited atom reaches a 
stable site before the next atom is deposited, particularly if the atom's aiming point is located 
in a deep hole on the surface. At Otot > 40 ML in Figure 1, the interface width in the top curve 
displays many steep decreases consisting of a single point. These negative spikes in w are 
caused by a depositing atom that is temporarily covering atoms exposed in a deep hole. The 
exposed atoms in lower layers (far from j) are weighted quadratically in the interface width 
calculation (Eq. 1) and thus contribute much more to the width than those in higher layers 
(closer to j). When the depositing atom reaches a stable adsorption site, w assumes its 
previous value or close to it. 
In experimental measurements, the interface width and other surface data are not 
evaluated after deposition of every atom but after deposition of a large number of atoms. The 
interface width from our MD simulations can be evened out by averaging w over multiple 
deposition events. Figure 1 presents the results for one simulation from averaging w over 10, 
100, 500, and 1000 deposition events (i.e., 0.08,0.83,4.13, and 8.26 ML), as well as the 
original w calculated after each deposition event. The averaged curves are shifted for clarity. 
Virtually no details are lost when averaging over 10 deposition events (0.08 ML) and the 
negative spikes are for the most part removed. Averaging over a larger coverage range 
flattens out the features of the interface width. Very few features remain when averaging over 
1000 deposition events (8.26 ML). This is similar to bulk type experiments in that much of 
63 
the surface information has been lost. All other interface width figures in this paper plot w 
averaged over 10 deposition events. 
Effects of Varying the Deposition Parameters 
Random aiming points 
The growth of a thin film at very low temperature is essentially a random process. The 
structure of the film in any small surface region is highly dependent upon the random aiming 
points of the depositing atoms since there is no mechanism (such as site hopping) for atoms to 
move after they adsorb on the surface. On a large surface, the random growth should average 
out to produce a surface structure which is more uniform. We look only at small-scale 
structures and the local effects of the random aiming points. 
We compare two simulations for a Pd(OOl) surface with 11x11 atoms per layer at 80 K 
and identical deposition parameters except for the set of random aiming points for the 
deposited atoms. One Pd atom is deposited every 1 ps until a total of 50 ML have been 
deposited. The interface widths, plotted in Figure 2, show that the surface in simulation B 
remains smoother than that in simulation A. This holds throughout the deposition process 
except near a multiatom rearrangement event which occurs in simulation A at diot = 20.1 ML, 
about 5 ML earlier than in simulation B. (Rearrangement events are indicated by a sudden 
decrease in the interface width.) This is consistent with the idea that the surface must develop 
a certain degree of roughness before a rearrangement is likely to take place. The two 
simulations are fairly similar until 6,ot« 35-40 ML where there are several rearrangement 
events in simulation B. The surface roughness in simulation B then remains nearly constant 
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during deposition of anotlier 10 ML. This is the only simulation we have seen with a constant 
interface width over such a large coverage range. 
Details about these two thin films at the end of 50 ML deposition are given in Table 1. 
Simulation B has less than half as many bulk vacancies and one-third fewer incomplete layers 
as compared to simulation A. However, the most striking difference, not evident firom these 
numbers, is the initiation and propagation of an edge dislocation during film growth in 
simulation B. The dislocation is first observed on the surface at Owt = 25.8 ML, where two 
adjacent atoms are located in twofold bridge sites instead of fourfold hollow sites. This 
dislocation appears at the end of a multiatom rearrangement which covers (rather than 
completely fills) a narrow hole in the surface. Overhanging atoms in distorted positions cover 
the hole, which is only 3 sites wide here, and induce the dislocation by providing distorted 
adsorption sites for atoms in higher layers. Subsequent deposited layers each contain one or 
more rows shifted by one-half of a unit cell with respect to neighboring rows. The atoms in a 
single dislocated row have six nearest neighbors (hexagonal) in the same layer and create 
threefold sites for two rows of atoms in the next higher layer, propagating the dislocation. As 
the film grows, the dislocated row(s) move one unit cell across the surface with each 
additional layer. 
It is difficult to determine if the dislocation is directly responsible for the relatively smooth 
surface during thin film growth in simulation B. The large decrease in w during deposition of 
36-39 ML reflects several multiatom rearrangements, possibly influenced by the presence of 
the edge dislocation. The dislocation may also help prevent large holes from forming in the 
surface by destabilizing the overhang sites around a hole, i.e., by lowering the energetic barrier 
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to interlayer diffusion. This would make it easier for an atom to move down to fill an empty 
site. 
The comparisons in Figure 2 and Table 1 clearly show that the random deposition process 
can exert great influence on the short-range surface structure of a thin film. As we will see in 
the following sections, the random deposition itself can have more effect on the surface 
roughness than changing the parameters of the simulation. 
Deposition rate 
The deposition rate in an MD simulation is limited by the available computational 
resources. The small timestep in an MD simulation (10'" s) restricts the total length of the 
simulation to 5-10 ns and forces a very fast deposition rate when studying thin film growth. If 
the deposition rate is too fast, one deposition event may affect the next and produce results 
not seen in experiments where the slower rate ensures isolation of deposition events. 
There are two ways to measure the effect of the deposition rate on film growth. One way 
is to look at the structure of the surface at the end of deposition, and the other is to determine 
the surface temperature during deposition. If the surface structure is similar for different 
rates, then there is no practical effect of varying the deposition rate in the growth regime being 
studied and the more convenient rate may be used. The surface temperature indicates how 
quickly the adsorption energy of each deposited atom is dissipated into the bulk for a given set 
of parameters and whether one deposition event can affect the next through changing the 
surface temperature. 
First we consider the surface structure. Figure 3 shows the fi-action of atoms in the first 
adsorbate layer {9i) afler deposition of 1 ML for various deposition rates of Pd/Pd(001) and 
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Cu/Cu(001). This value does not depend on the deposition rate, suggesting that the surface 
structure does not depend on the rate during film growth. The same is true for after 
deposition of 3 ML for Cu/Cu(001), as seen in the inset of Figure 3. 
The interface width gives further information about the surface structure, and w is plotted 
in Figure 4 for two simulations of 50 ML Pd/Pd(001) with different deposition rates. There is 
no clear distinction between the two curves. One might expect the faster deposition rate (1 ps 
between depositions) to produce a smoother surface due to local heating or ballistic effects of 
two or more atoms depositing in the same area within a short time. However, the opposite 
seems to be true for both Pd (Figure 4) and Cu (not shown), although the differences are 
small. It appears that the slower deposition rate (2 ps) may allow w to increase more slowly. 
This would explain the multiatom rearrangement event occurring roughly 4 ML later than in 
the 1 ps simulation in Figure 4 since, as we shall discuss in the Results section, the interface 
width must reach a certain value before rearrangement is likely to take place. On the other 
hand, the differences in w could easily be due to the different sets of random aiming points in 
the two simulations rather than to the deposition rates. Unfortunately, this cannot be resolved 
since statistics are unavailable for these extremely long simulations. (Each 50 ML simulation 
requires 8 to 15 weeks on a single MIPS R4400 150 MHz processor on an SGI Power 
Challenge-L computer.) 
Next we consider the surface temperature during deposition. Figures 5 and 6 show that 
the temperature does depend upon the deposition rate. The adsorption energy of a deposited 
atom quickly dissipates away from the point of impact and disperses through all active atoms 
in the system.'^ Any excess energy is removed from the system via the Langevin atoms. 
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located in the bottom active layer. If the next deposition event occurs before the system 
returns to the bulk temperature, energy is being put in faster than it can be removed. This 
delay in energy removal is simply due to the time required for the adsorption energy to be 
transferred through the layers of the film and substrate. (Equilibration with the heat bath is 
completed within 1 ps after the excess energy reaches the Langevin atoms.) The rate of 
energy transport in a metal depends on the motion of the conduction electrons and the 
frequency of the atomic vibrations in the system.'^ Since CEM is based on ground state 
density functional theory with no coupling to electronic states, all energy transport in the MD 
simulations is due to the atomic vibrations. The adsorption energy dissipates faster in Cu than 
in Pd, as indicated by the lower temperatures for Cu in Figures 5 and 6, because Cu has a 
higher Debye frequency than Pd" (0.421 vs. 0.357 in lO''' s"'). In all materials, however, the 
local surface temperature will be higher than the bulk temperature for some time after a 
deposition event. 
Figure 5 shows the total system temperature during several 50 ML simulations. As the 
film thickness increases, the adsorption energy has farther to travel before it can equilibrate 
with the heat bath. The longer distance increases the time required for complete energy 
dissipation and hence the total temperature increases as dtot increases. The temperature 
increases more quickly for the surface (Figure 6) than for the total system (Figure 5) and this 
difference continues to increase with coverage, particularly for the faster deposition rate. The 
high temperature at low in Figure 6 is due to the small number of adsorbate atoms. The 
surface temperature has been defined here as the temperature of the top 10 adsorbate layers. 
At diot < 10 ML, the most recently deposited, and hottest, atoms are weighted more heavily in 
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the temperature calculation, particularly for very low 6toi. As the deposition rate decreases 
(longer time between depositions), the temperature at a given 6tot is noticeably smaller. For 
example, at Otot = 10 ML for Cu/Cu(001), the adsorbate temperature from Figure 6 is 132 K 
for 1 ps between depositions, decreases to 104 K for 2 ps, and is only 87 K when 5 ps are 
allowed between subsequent deposition events. 
In this study, a very low temperature was chosen specifically to prevent surface diffusion 
on the time scale of both the MD simulation and experiment. A "hot" surface may provide 
enough extra energy for some atoms to overcome energetic barriers for processes which do 
not occur at the bulk temperature. The increased temperature in Figures 5 and 6 suggests that 
this may occur, again raising the issue of the time scale difference between simulation and 
experiment and the ensuing difficulty of simulating long-time scale processes such as surface 
diffusion. However, the high temperature is in fact an artifact of the very fast deposition rate 
in the simulations combined with the intrinsic thermal transport properties of the material. 
Therefore the possibility of surface diffusion and its corresponding difficuhies for the MD 
simulations can be dismissed since diffusion does not occur in the real systems maintained at a 
very low temperature. 
The increased temperature in the MD simulations has no obvious effect on the 
morphology of the surface, as seen in the earlier discussion regarding w for differing 
deposition rates. If anything, the surface should be smoother than the real system since 
deposition processes with higher energetic barriers may be more available. We conclude that 
the increased temperature in the MD simulations, while not reproducing the experimental 
69 
temperature, is explainable and does not affect the value of the simulations in understanding 
the mechanisms and events occurring during deposition. 
System size 
We now discuss the effect of varying the size of the system. A smaller system with 
periodic boundary conditions is preferred computationally since the size of the system 
determines how long it takes to calculate each timestep, as well as the number of atoms in one 
monolayer. If the system size is too small, however, surface defects may cover most of the 
surface and interact with one another through the periodic boundary conditions, unlike 
experiments where defects are typically isolated on the surface. The interface width, w, 
measures the surface roughness and is a good indication of the defect size. For all of our 50 
ML simulations, the interface width remains below 3.0, in units of the ideal layer spacing 
(ao/2). Compared to the size of the system (11 x 11, in units of the nearest neighbor distance, 
&ol^2), the interface width is less than 20% of the length of the surface. Furthermore, most of 
the defects observed in these simulations are holes which tend to have less effect on the 
deposition of atoms near them than do large islands. 
Another way that the small system size could affect the results would be if the surface 
roughness were to saturate during the deposition and growth of a thin film. Any finite system 
has a maximum roughness which is by definition smaller than that of an infinite system. Since 
the interface width from these MD simulations continues to increase throughout the 
deposition process, this limit has not been reached and thus the roughness of the film is not 
due to finite size effects. 
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One Cu/Cu(001) simulation has been performed with a larger system size (17 x 17) for 
comparison, using the slower deposition rate of 2 ps between depositions. The total number 
of atoms deposited in this 20 ML simulation corresponds to nearly 48 ML in the 11 x 11 
system. With the larger system and slower deposition rate, this simulation required nearly 4 
times as much computer time (29 weeks) to deposit 20 ML as the smaller 11x11 simulation 
did (8 weeks) to deposit 50 ML with 1 ps between depositions. The interface width results 
(not shown) are very similar to other Cu/Cu(001) resuUs such as those in Figure 8. The size 
of the system apparently has no more influence on w than the set of random aiming points for 
the deposited atoms does in the simulation. The 11x11 system size is therefore sufficient to 
accurately describe the deposition process and film grovrth. 
Results 
Voids and vacancies in deposited film 
The most stable adsorption site on a perfect fcc(OOl) surface is the fourfold hollow site. If 
there are defects in the surface, a fourfold hollow site may be missing one or more of its four 
supporting atoms and is then defined as an overhang (or incomplete) site. An atom in an 
overhang site is less energetically stable than one in a complete fourfold hollow site because it 
has fewer neighbors. Nevertheless, up to 15% of the atoms in a given layer remain in 
overhang sites after deposition instead of moving to fill the empty fourfold site below, due to 
interactions with neighboring atoms in the same layer. ^  Atoms first appear in overhang sites at 
6,ot = 2-3 ML, although the empty sites present at this low coverage are eventually filled in 
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during further deposition. Overhanging atoms are not abundant until fto,» 10 ML when large 
holes are found on the surface. 
Overhanging atoms provide a mechanism for the formation of bulk vacancies in a thin 
film. An empty fourfold hollow site can be completely covered by four overhanging atoms in 
the layer above it to form a single bulk vacancy site. The total number of vacancies in a 50 
ML film is presented in Table 2 for several simulations. While isolated bulk vacancies and 
small voids are found in the simulations, most of the vacancies are located in large voids with 
30 to 150 adjacent bulk vacancies. Each of these voids extends vertically through 4 to 21 
layers of the film and may contain from 1 to 18 vacancies (0.01 - 0.15 ML) in a single layer. 
The first bulk vacancies are located in layers 6 to 11 of the film and are created after 
deposition of anywhere from 8 to 23 ML. The presence of voids in a film can certainly affect 
its structural stability and other properties. However, voids are not visible from the surface 
and are not included in measurements of surface roughness. (We make a distinction between 
bulk voids and the holes which are still open to the surface and can be affected by further 
deposition events.) 
In order to completely cover these large holes and form voids, many of the overhanging 
atoms are in sites with only one or two supporting atoms, instead of four as in the complete 
fourfold hollow site. As a depositing atom nears the surface, it is strongly attracted to those 
atoms within its interaction range. When it reaches a site with some minimum number of 
neighbors, the attractive force of those neighbors is sufficient to keep the atom in the site even 
though a nearby site may offer greater energetic stability. The cost of breaking the bonds in 
the atom's present site is too great for it to move to another site, i.e., the energetic barrier to 
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site change is too high. This is of course a function of the extremely low temperature of the 
simulation, since at higher temperature the thermal motion would increase the kinetic site 
hopping rate. Previous work'^ showed that there is no form of transient mobility on these 
surfaces and thus not even limited surface diffusion is possible at low temperature. Likewise, 
the void structure persists throughout the simulation because there is no excess energy 
available in the film to break bonds between neighboring atoms and allow the void to collapse. 
This is also the reason for the observed formation of deep narrow voids. A depositing 
atom aimed into a hole rarely reaches the bottom. Instead it is attracted to an overhang site 
on the edge of the hole or along a side wall in the hole. This tends to decrease the opening at 
the top of the hole and increase the probability that the hole will be completely covered by 
overhanging atoms and become a void. 
Multiatom rearrangements 
At some point during the growth of a 50 ML film in each of our simulations, part of the 
surface structure abruptly collapses to produce a smoother surface. Holes in the surface are 
filled in (or covered) and islands disappear, resulting in fewer exposed layers after the 
multiatom event. The rearrangement appears to be initiated by one or more deposition events, 
according to careful analysis using visual animation. As an atom is deposited close to the 
edge of a deep hole in the surface, it may knock one or more nearby atoms out of their 
overhang sites and down into the hole. These atoms in turn may destabilize other overhanging 
atoms as they move to new adsorption sites, producing a cascade of atoms into the hole. 
When the rearrangement is finished, most of the atoms are in complete fourfold hollow sites 
and the deep hole is gone. 
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Several factors are required for a multiatom rearrangement event to occur. The first 
requirement is a rough surface, meaning a surface with defects such as holes or islands. The 
second requirement is a deposition event close to a defect which significantly destabilizes one 
or more neighboring atoms. A third and more subtle requirement involves the energetic 
barrier to the movement of many atoms. Atoms with fewer neighbors are typically easier to 
move since the total bond energy is smaller, even though for metals the strength of each bond 
increases as the total number of bonds decreases. A surface structure with many overhanging 
atoms missing two or even three supporting atoms, i.e., many atoms with fewer bonds to 
break, thus lowers the energy barrier for a rearrangement event and increases the probability 
that rearrangement will occur. 
Support for these requirements comes from several additional calculations. Taking one 
simulation in which a rearrangement event occurred at diot = 20.1 ML, we restarted the 
simulation at dtot = 20.0 ML with the same rough surface structure and varied the deposition 
conditions in an attempt to reproduce the rearrangement event. Figure 7 shows the results 
from restarting the simulation with identical simulation parameters, varying only the set of 
random aiming points for the deposited atoms. A rearrangement event was observed in two 
of the restarted deposition procedures, indicated by the sharp drops in the interface width in 
Figure 7, although the event proceeded somewhat differently in each case. In the remaining 
two simulations, no rearrangement was observed during deposition of a further 3 ML. 
Presumably such an event would occur at some later time, depending upon the random aiming 
points of the deposited atoms. 
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We have also restarted the same simulation at 6^ = 20.0 ML with no further deposition 
and found that the surface structure did not change at all during 500 ps (corresponding to the 
time required for deposition of about 4 ML at the original deposition rate). The simulation 
was again restarted at dtot = 20.0 ML, this time with 10 ps between consecutive deposition 
events rather than 1 ps. Decreasing the deposition rate allows the surface more time to relax 
before the next deposition event, perhaps decreasing the probability of a rearrangement event. 
No mukiatom rearrangement event occurred during deposition of a fiarther 3 ML, but this is 
not conclusive of a change in the rearrangement probability with deposition rate since the 
same result was seen in two of the four simulations in Figure 7. 
While the frequency of the multiatom rearrangement events may be influenced by the fast 
deposition rates necessary in MD simulations, there is nothing to suggest that these 
rearrangements do not occur in real systems. The three requirements detailed above can be 
satisfied in a low temperature experiment and we would expect multiatom rearrangements to 
occur, unless the actual rate is beyond the experimental time scale. The rearrangements take 
very little time (100 ps or less) and may not be directly observable. However, the effect of the 
rearrangements should be detectable. 
Comparison of Cu and Pd 
Figure 8 shows the interface width for one simulation of the deposition of 50 ML 
Pd/Pd(001) and one of 50 ML Cu/Cu(001). The simulation parameters are the same for both 
systems except for the set of random aiming points. As in the comparison of two Pd/Pd(001) 
simulations in Figure 2, there is no clear distinction between the two curves in Figure 8. 
Although it appears that Cu may grow more smoothly than Pd during deposition of the first 
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24 ML in Figure 8, this difference is not consistent for all of our simulations. These results 
indicate that any difference between Pd and Cu thin film growth at low temperature is small. 
Further conclusions cannot be reliably drawn from comparing the few available simulations, 
since there are large variations in the simulation results due to the random deposition process 
on the small surface area. 
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The existence of two growth regimes is indicated, one for films with fewer than 5 to 10 
layers and one for thicker films. The number of growing layers, i.e., the number of layers 
exposed on the film surface, greatly increases for dtot >10 ML. (There are only 2-5 growing 
layers for Owt < 5 ML, increasing to 7 by 0^ = 10 ML, whereas the maximum number of 
exposed layers is 15-18 during deposition of 50 ML.) Furthermore, the interface width in 
general increases more quickly after deposition of 5-10 ML. 
Multiple-layer events are found in these simulations that cannot occur at low 6tot. For 
example, the multiatom rearrangements involve a number of layers as they modify the local 
surface structure. The absence of surface diffusion at low temperature makes such alternative 
atom transport mechanisms necessary for the growth of smooth films. Formation of large 
voids is another type of event that cannot occur until many layers have been deposited. 
MD simulations of multiple-layer thin film growth are computationally intensive which 
prevents any meaningful statistical analysis of growth behavior. Instead we have studied the 
structural stability of the rough surface and looked for interesting events which may be 
representative of different growth mechanisms. While limited statistics may be possible for 
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deposition of 10 or 20 ML, the more interesting events do not occur until later in the 
deposition process. 
Averaging the interface width over many runs would even out the effects of random 
deposition and give a clearer picture of the surface roughness over a large area. It might also 
determine if Pd/Pd(001) does grow more roughly than Cu/Cu(001) at low temperature as 
suggested in Ref [6], although from our results we would expect any difference to be quite 
small. We note, however, that the conclusions from deposition of a single atom onto a 
pyramidal defect® do not necessarily apply to the sequential deposition of many atoms in MD 
simulations of thin film growth. In fact, we do not find well-defined pyramids (i.e., (Ill) 
facets) on the (001) surface during thin film growth by deposition of single atoms. 
Comparison to experiment 
The chosen temperature of 80 K ensures that site hopping on the clean fcc(OOl) surface 
does not occur on the timescale of a simulation or an experiment. However, other types of 
surface diffusion are possible during deposition and growth of a thin film, such as diffusion 
along islands or step edges or near a kink site, as well as interlayer diffusion processes. The 
activation barriers to diffijsion may not be the same in each case, and in fact some could be 
quite small and therefore accessible at 80 K. Defect structures on the surface such as deep 
holes, overhanging atoms, and small fcc(l 11) facets can also affect the activation barriers to 
diffusion near the defects. For example, the activation barrier for site hopping on the (111) 
surface has been experimentally determined to be as low as 0.1 eV for some metals,'"* 
corresponding to a diffusion rate of one hop every microsecond at 80 K as compared to one 
hop every 10^ years on the (001) surface. 
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An MD simulation cannot include diffiision events on the microsecond timescale, and thus 
a simulation at 80 K is equivalent to one at 0 K where all thermally activated diffiision is 
eliminated. However, this timescale is within the experimental range, and an experiment at 
80 K may produce a smoother surface than one at 0 K due to these other types of diffusion. 
The result is that the MD simulations, although performed at SO K, ideally should be 
compared to experiments performed at (or close to) 0 K, 
There have been several experimental studies of deposition at low temperature for both 
Cu/Cu(100) and Pd/Pd(100). Intensity oscillations as a function of deposition time have been 
observed for Cu/Cu(100) at 77 K using RHEED" and at 100 K using helium atom beam 
scattering'® and for Pd/Pd(100) at 100 K using LEED." While some authors" interpret the 
presence of oscillations as an indication of at least quasi layer by layer growth, others'® state 
that a few oscillations will be observed due to the correlation imposed on the random growth 
process by the fcc(lOO) lattice geometry. Hence it is not clear that the intensity oscillations 
indicate smooth film growth. 
Repeating these experiments at lower temperatures should help resolve this question. If 
the oscillations are still present at extremely low temperature (below 10 K), then very likely 
they do not indicate layer by layer growth nor provide any information about the surface 
roughness. (Layer by layer growth requires efficient atom transport across the surface, and 
thermally activated diffusion is the only known transport mechanism during low-energy atom 
deposition.) On the other hand, if the oscillations disappear at lower temperature, then at 
80 K long timescale diffusion processes are active which produce smoother films than 
predicted by the short timescale MD simulations. STM experiments near 0 K would provide 
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real space details about the surface roughness for direct comparison with the simulations, 
especially if the interface width could be calculated. 
Conclusions 
The structure of a thin metal film at low temperature is largely due to the stability of 
deposited atoms in overhang sites. Nearly all of the surface structure and growth mechanisms 
we describe for d,ot >5-10 ML are consequences of the presence of overhanging atoms during 
thin film growth; (1) surface roughness; (2) formation of voids; and (3) multiatom 
rearrangement events. 
Dynamical features of thin film growth involve multiple layers of the film and many atoms 
in (1) multiatom rearrangement events and (2) formation of large holes and voids. The 
rearrangement events provide a mass transport mechanism which can be important especially 
in the absence of surface diffusion. However, such large-scale events will be difficult to model 
with other methods (e.g., kinetic Monte Carlo and statistical models). One consequence of 
these dynamical features is that the surface roughness determined by experiment may appear 
much more uniform since it is averaged over a large surface area and many deposition events. 
It would be interesting to have experimental validation of the surface roughness (i.e., 
interface width) at temperatures close to 0 K for comparison with the MD simulation results. 
The choice of deposition rate should not affect the experimental results since no long time 
scale processes are expected to occur when all thermally activated diffiision is absent. 
Observation of the local surface structure before and after a multiatom rearrangement event 
would be particularly useful. 
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A related topic of interest is the growth of thin films by deposition of clusters rather than 
single atoms. MD simulation results for low-energy deposition of small clusters in the 
PdyPd(OOl) and Cu/Cu(001) systems will be presented in a forthcoming article.'® 
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Table 1. Data at end of 50 ML deposition for Pd/Pd(001), 11x11 system, 1 atom /1 ps, 
80 K. 
simulation A simulation B 
total layers (^^0) 55 53 
incomplete layers (^ < 1) 35 24 
exposed layers {Nj > 0) 12 8 
average surface height (j) 51.42 ML 50.45 ML 
total bulk vacancies 157 61 
Table 2. Total bulk vacancies (in atoms and in ML) after 50 ML deposition in an 11 x 11 
system at 80 K. The time between consecutive depositions is given in the column 
headings. 
Pd/Pd(001) Pd/Pd(001) Pd/Pd(001) CuyCu(OOl) Cu/Cu(001) 
1 ps, sim. A 1 ps, sim. B 2^8 l_2s 2 ps 
bulk 157 61 118 202 76 
cancies i_30ML 0.50 ML 0.98 ML 1.67 ML 0.63 ML 
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Figure Captions 
Figure 1. Interface width, w, for Pd/Pd(001), 11x11,1 atom /1 ps, 80 K, simulation A. 
The top curve calculates w after each deposition event. Lower curves average w 
over 10,100, 500, and 1000 deposition events (0.08, 0.83,4.13, and 8.26 ML), 
respectively, and are shifted down for clarity. (All curves should lie exactly on the 
top curve.) 
Figure 2. Interface width for Pd/Pd(001), 11x11,1 atom /1 ps, 80 K. Simulations were 
performed for two different sets of random aiming points for the deposited atoms. 
Figure 3. Fraction of atoms in the first adsorbate layer after deposition of 1 ML for various 
deposition rates of Pd/Pd(001) and Cu/Cu(001), averaged over 11 simulations for 
each point. The Pd/Pd(001) data points are offset for clarity. Inset is the firaction 
of the third adsorbate layer which is filled after deposition of 3 ML for 
Cu/Cu(001). 
Figure 4. Interface width for Pd/Pd(001), 11 x 11, 80 K, 1 ps and 2 ps between depositions. 
Figure 5. Total system temperature. Each data point is averaged over the final timestep of 
11 deposition events. 
Figure 6. Temperature of top 10 adsorbate layers. Each data point is averaged over the final 
timestep of 11 deposition events. 
Figure 7. Interface width for Pd/Pd(001), 11x11,1 atom /1 ps, 80 K. Simulation was 
restarted four times at 20.00 ML with the same parameters and a new initial 
random aiming point. (Solid line is the original simulation.) 
Figure 8. Interface width for Pd/Pd(001) and Cu/Cu(001), 11 x 11, 80 K, 2 ps between 
depositions. 
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MOLECULAR DYNAMICS SIMULATION OF MULTIPLE-LAYER 
THIN FILM GROWTH VIA CLUSTER DEPOSITION 
A paper prepared for submission to Nanostructured Materials 
Cynthia L. Kelchner and Andrew E. DePristo 
Abstract 
Molecular dynamics simulations permit multiple-layer thin film growth to be studied in 
detail, using reliable interatomic potentials for fee metals from corrected effective medium 
theory. Results are presented for the homoepitaxial deposition of 20 ML on Pd(OOl) and 
Cu(OOl) at 80 K via deposition of 5- and lO-atom clusters, along with initial deposition results 
for 100-atom clusters. The growth of these thin films via low energy cluster deposition is 
much rougher than that of films grown via single atom deposition. The increased surface 
roughness can be attributed to the following factors; (1) most deposition events add atoms to 
two or more layers; and (2) the growth of (111) facets on the surface produces many partially 
exposed atoms. Neither of these features was observed during the deposition of single atoms. 
Thin films grown by deposition of larger clusters tend to be rougher than those produced by 
smaller clusters. 
Introduction 
Detailed study of the growth of thin films leads to further understanding and control of the 
deposition process and final structure of the film. This is important for many applications of 
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thin film technology since the mechanical, electrical, optical, and magnetic properties of the 
film can depend strongly on the film's structure. 
One method of growing a thin film is to deposit single atoms under ultrahigh vacuum 
conditions to ensure a clean surface (e.g., molecular beam epitaxy). Experimental deposition 
techniques may deposit a range of small cluster sizes rather than single atoms as intended. 
The cluster size distribution depends on the experimental conditions (e.g., beam temperature) 
and can range fi^om mostly monomers with a few dimers and trimers to larger clusters with 
very few monomers. The size of the deposited clusters can affect the growth mechanisms and 
final structure of a thin film. A few dimers deposited along with many monomers may or may 
not have a noticeable effect on the film structure. However, the sequential deposition of 10-
atom clusters could produce quite a different film. 
Some experimental techniques intentionally deposit clusters within a controlled size range, 
such as ionized cluster beam deposition (ICBD)' and energetic cluster impact (ECI)^. These 
methods seek to form compact, strongly adhering thin films by depositing accelerated cluster 
ions which locally heat the surface upon deposition. Molecular dynamics simulations^''* of ECI 
have shown that this excess heat can meh the cluster and local surface area, allowing lateral 
mobility of the cluster atoms as the cluster breaks up and annealing of any impact-created 
defects. The deposited clusters are generally large (1000 atoms or more) and have an initial 
kinetic energy of 1-10 eV per atom. Low kinetic energies lead to "soft-landing" of intact 
clusters on the surface, whereas high kinetic energies lead to crater formation in the surface 
upon deposition.^ 
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Other experiments use low energy cluster beam deposition (LECBD) to produce 
"nanocrystalline structured" thin films.' This technique can lead to the formation of new 
phases by a random cluster stacking mechanism as the clusters are soft-landed on the surface. 
The resuhing thin films are therefore strongly affected by the structure and properties of the 
original clusters. These cluster details do not affect the final film as much in ICBD or ECI, 
where the most important parameter is the initial energy per cluster atom. 
Molecular dynamics (MD) can be used to study the growth of thin films in detail by 
following the motion of individual atoms as they are deposited and determining the various 
processes involved as the atoms adsorb on the surface. A number of MD simulations have 
been reported for deposition of a single cluster onto a clean surface,® but only a few 
theoretical studies, described below, have considered mukiple-layer film growth via cluster 
deposition. 
In two-dimensional MD simulations using a Lennard-Jones potential, Muller^ found that 
the cluster energy per atom played an important role in the quality of the thin film. Low-
energy clusters remained nearly intact upon deposition and produced "polycrystalline" films, 
whereas higher-energy clusters (energy per atom close to the atomic bond strength) produced 
homoepitaxial growth and very high energy clusters greatly damaged the surface. A three-
dimensional (3D) simulation using the embedded atom method for Mo^ resulted in similar 
conclusions and agreed with experimental results. Both of these simulations used one large 
cluster size, 91 atoms («700 in 3D) for Ref [7] and 1043 atoms in Ref [3]. A third multiple-
layer simulation, this one of Si cluster deposition on Si(l 11),® studied the effect of the cluster 
size as well as the substrate and cluster temperatures and the initial cluster energy. 
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Combinations of these growtii conditions were identified that produced the high surface 
diffusion and spreading of the cluster upon deposition considered necessary for epitaxial 
growth. 
The present work studies the growth of thin films via the low energy deposition of small 
clusters. We compare the deposition of 10-atom clusters to previous resuhs for the 
deposition of single atoms® during homoepitaxial thin film growth of metals, specifically 
Pd/Pd(001) and Cu/Cu(001) at 80 K. We also explore the effect of several different cluster 
sizes on the growth mechanisms and final structure of the thin films. 
Simulation Procedure 
The MD simulations use the simplest form of corrected effective medium (CEM) theory, 
known as MD/MC-CEM, which provides accurate interaction potentials for metals. 
CEM theory determines the interaction energy of a system in any geometry by calculating the 
energy of each atom in a reference system plus correction terms for the difiference in Coulomb 
and kinetic-exchange-correlation energies between the interacting system and the atom-in-
reference system. This method has been extensively described elsewhere'"'" including a 
recent critical review'^ and no further details are given here. 
Periodic boundary conditions are used in the surface plane (in x and)*). The square 
fcc(OOl) surface has four active layers and one fixed layer at the start of the simulation, with 
11x11 atoms in each layer for most of the simulations. The surface is initialized fi^om a 
Boltzmann distribution at 80 K. This low temperature was chosen to eliminate thermal 
surface diffusion. Except for the initial fixed layer which remains fixed and the lowest active 
layer (i.e., the one closest to the fixed layer) which is treated by Langevin dynamics to mimic a 
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constant temperature heat bath, all atoms follow Newton's equations throughout the 
simulation. 
The geometry and atomic velocities of the depositing cluster are initialized separately 
before the first deposition event. The cluster is cut fi^om the fee bulk crystal and quenched to 
reach a stable structure, then relaxed at the specified cluster temperature. We chose a 
temperature of 100 K for convenience, since the cluster temperature has been observed to 
have little effect on the deposition process.® This procedure does not guarantee the minimum 
energy structure of the cluster but does find a low-energy, compact structure. Subsequent 
clusters in the deposition process use this same geometry, randomly rotated in space, and the 
same initial temperature distribution scaled to give the chosen cluster temperature. 
One new cluster is placed out of the interaction range above the surface (+ z direction) 
with random * and j coordinates and a small initial kinetic energy of 0.25 eV directed toward 
the surface. (Both the coordinates and kinetic energy refer to the cluster's center of mass.) 
After a specified time, another cluster is placed above the surface and the deposition process is 
repeated until the desired number of clusters have been deposited. 
The adsorption energy of a depositing cluster as it reaches the surface is simply that of one 
depositing atom multiplied by the number of atoms in the cluster, assuming that all of the 
atoms in the cluster bind directly to atoms already on the surface. The time required for this 
adsorption energy to dissipate throughout the system is also multiplied by the number of 
atoms in the depositing cluster. Thus an MD simulation of a thin film grown by deposition of 
small clusters requires the same amount of computational time as that of a thin film grovwi by 
deposition of single atoms. For deposition of large clusters, the computational time could be 
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reduced if one knew that only a fraction of the atoms in each cluster adsorb directly on the 
surface. 
The morphology of the growing film can suggest possible mechanisms by which deposited 
atoms find stable adsorption sites on the surface. One way to measure the roughness of the 
surface is to calculate the interface width, w. The interface width is defined to be the standard 
deviation of the distribution of the exposed layers' height in units of the ideal layer spacing, 
and is calculated from the following equation;'^ 
Nj is the net number of exposed atoms in layer j where/=0 is the top substrate layer. The 
mean height of the surface is j. The total coverage in monolayers (ML) is denoted by Om in 
the rest of this article. 
Deposition of lO-atom Clusters 
Surface structure 
In the vapor phase, the compact 10-atom cluster has vibrational and rotational motion due 
to its internal energy (temperature) as well as a net velocity directed toward the substrate due 
to its initial kinetic energy. The velocity of the cluster increases as it is attracted to the 
surface, and the cluster lands with some impact due to the strong adsorption energy (about 3 
eV per atom). For the small total kinetic energy of 0.25 eV (i.e., 0.025 eV/atom), this impact 
is not enough to create defects or otherwise disrupt the structure of the substrate. 
£q. 1 
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The depositing atoms can push into the top substrate layer during impact, particularly if a 
few atoms reach the surface before the rest of the cluster. Most of these atoms recoil out of 
the substrate as the cluster finds stable adsorption sites on the surface. However, we have 
observed exchange of cluster atoms with the substrate during the adsorption process. The 
final cluster structure is unchanged in these homoepitaxial systems, but this mechanism will be 
important when studying heteroepitaxy. 
The cluster atoms must rearrange to fit into the fourfold hollow adsorption sites on the 
(001) surface. For the 10-atom clusters, this rearrangement is completed within 2-3 ps of the 
initial attraction to the substrate. The final structure of a 10-atom cluster deposited on a clean 
(001) substrate is usually three-dimensional with 1-2 atoms in the second adsorbate layer. All 
of the atoms in the second layer are in complete fourfold hollow sites created by the other 
cluster atoms. A cluster can also flatten into a single layer upon adsorption. The adsorbed 
clusters are fairly compact; the largest dimension in any direction is only four atoms for the 8-
10 atoms found in the first layer. 
When clusters are deposited on a rough surface containing islands and other defect 
structures, the adsorption process is not as simple. A depositing cluster is strongly attracted 
to the first atom within its interaction range, and on a rough surface this is often the top or 
side of an existing island. The cluster can adsorb onto the side of an island, adding atoms to 
about three layers of the structure. As the surface grows, the number and size of islands 
increase and the likelihood that a depositing cluster will reach the substrate quickly diminishes. 
The larger size of the cluster increases the probability that one or more of its atoms, and 
therefore the entire cluster, will be attracted to a nearby island during deposition rather than 
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continuing to move normal to the substrate. This results in large islands on the surface wath 
deep channels between them. The channels are only 1-3 atoms wide at the base of the islands 
and are generally not filled in during further deposition. 
The most striking feature of these rough surfaces is the formation of fcc(l 11) facets 
during thin film growth via cluster deposition. Each face of a perfect pyramid on the (001) 
surface is a (111) facet. For example, a 4-atom high pyramid has 16 atoms in the first 
(bottom) layer, nine in the second layer, four in the third layer, and one in the fourth (top) 
layer. This pyramid has a 4-atom high (111) facet on each of its four faces. 
Figure 1 shows the structure of a (111) facet on the surface of a thin film. Figure 2 shows 
the same surface fi-om the side, and a large (111) facet can be clearly seen on the right. For 
convenience, we have defined the minimum size of a (111) facet to be 3 atoms high and 2 
atoms wide. The tallest (111) facets we have observed during deposition of 10-atom clusters 
are 12 atoms high and the widest are 6 atoms across. Most of the facets are only 4-5 atoms 
high and 3-4 atoms wide. 
Depositing clusters often land on these (111) facets, and can either extend the facet 
(vertically and/or horizontally) or change the facet into some other structure. One or more 
atoms fi-om a cluster may stick on the (111) facet while the rest of the cluster moves to nearby 
adsorption sites. These atoms can stay on the facet for tens to hundreds of picoseconds. 
While the diffusion rate on the (001) surface is negligible at 80 K, this is not true for the (111) 
surface where the activation barrier to diffusion is much smaller.''' Thus the single atoms 
adsorbed on the (111) facet may not be in their final adsorption sites. An earlier study of 
single atom deposition on these pyramids" indicated that Pd atoms are more likely than Cu to 
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stay on the (111) facet for the first 5 ps after deposition. This difference was not observed to 
be significant in the current MD simulations. 
Distinct (111) facets form only on a relatively flat surface. The (111) facets are observed 
as soon as 3-atom high islands are formed on the substrate {Owt ~ 1 ML for most simulations 
of 10-atom cluster deposition). These facets grow as more clusters are deposited on and near 
them by adding atoms on the facet and by adding entire clusters to several layers on the facet 
which extends the facet laterally. As the surface becomes rougher, the (111) facets begin to 
disappear. It may be that the surface reaches a maximum number or size of (111) facets in a 
given area and cannot continue to grow by propagating the facets. Another possibility is that 
the random deposition process may deposit several clusters in such a way that they 
destructively interfere with the facet growth, e.g., distorting a (111) facet or simply covering 
it. The effect is that the (111) facets are covered by atoms adsorbed on the facet and by 
atoms in overhang sites near the top of the (111) facet. 
An overhang site has been defined previously® as a fourfold hollow site that is missing one 
or more of its four supporting atoms. For the current MD simulations, we modify this 
definition to include only those fourfold hollow sites that are missing exactly one supporting 
atom. Sites that are missing two or more supporting atoms can often be more accurately 
described as sites on the (111) facet. (This was not the case during single atom deposition 
since (111) facets were not clearly formed.) An exception is made for overhanging rows, 
where most of the atoms are missing two supporting atoms. 
The effect of overhanging atoms during thin film growth by cluster deposition is to enable 
grovrth beyond the (111) facet stage. Overhanging atoms are a consequence of the fact that 
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the depositing clusters are attracted to the islands on the surface and thus cannot deposit in 
the narrow gaps between the islands. The clusters land on the top or side of an existing island 
and many of the atoms remain in overhang sites or adsorb on the (111) facet in order to 
maintain the strong bonding within the cluster. This results in the next distinct stage of thin 
film growth, namely the disappearance of the (111) facets and gradual smoothing of the 
surface structure. This transition does not appear to occur at a specific Otot or interface width 
value. 
The sides of the islands during this next stage of film growth are often vertical (lOO)-type 
faces at a 45° angle fi"om the (111) facets. These vertical faces are created by overhanging 
atoms (not overhanging rows) at the comer of two (111) facets and can be more than six 
atoms wide. 
Figure 1 shows an example of this vertical wall (or step) fi:om the top (left side of figure). 
Other distorted structures are also observed due to edge dislocations formed on islands and 
other defects. 
A multiatom rearrangement event may occur which covers some of the deep channels 
between islands by connecting the top few layers of the growing islands. These 
rearrangements are typically smaller than those seen during single atom deposition and do not 
fill the deep holes, leaving large voids in the film. Much of the surface is then smooth and 
(111) facets again begin to grow, repeating the cycle. The surface may also become smoother 
as depositing clusters gradually cover holes on the surface with overhanging rows and atoms, 
rather than by a specific rearrangement event. Note that these mechanisms for smoothing are 
localized, so that it is possible to find (111) facets growing on one section of the surface, such 
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as the top of a large island, even though another part of the surface is still very rough. This is 
one reason why it is so difficult to quantify the transition between (111) facet growth and 
other growth mechanisms. 
The growth of a thin film can be illustrated by plotting the interface width as a fiinction of 
coverage, as seen in Figure 3 for two Pd/Pd(001) simulations of 10-atom cluster deposition. 
Figure 3 shows many of the same features that were observed for deposition of single atoms.® 
For instance, the sudden decrease at 9tot = 10 ML indicates a multiatom rearrangement event 
which smooths out the film surface. These types of events occur much earlier in the films 
grown by cluster deposition than those grown by single atom deposition. We have seen 
multiatom rearrangement events for coverages as low as 5 ML in the MD simulations of 10-
atom cluster deposition. In contrast, the interface width during single atom deposition 
steadily increases for 6,ot < 20 ML with no large-scale multiatom events.® 
The interface width of a thin film grown by cluster deposition is larger than that of a film 
grown by single atom deposition, indicating a rougher surface. In previous results' for single 
atom deposition of Cu/Cu(001) and Pd/Pd(001), the maximum interface width was 2.1 for Otot 
< 20 ML. For 10-atom cluster deposition, the maximum interface width is 5.1 (in units of the 
ideal layer spacing). Table 1 shows the interface width at several coverages during deposition 
of single atoms and 5- and 10-atom clusters. 
The deposition of clusters increases the surface roughness much more quickly than does 
single atom deposition. The maximum number of layers exposed on the surface (i.e., the 
number of growing layers) ranges fi-om 14-25 for 9,ot < 15 ML during thin film growth via 10-
atom cluster deposition. The corresponding maximum during single atom deposition is only 
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6-12 exposed layers. Furthermore, during 10-atom cluster deposition the substrate is typically 
exposed until Owt« 6 ML and can still be exposed at Om = 15 ML, whereas it is completely 
covered by dwt = 2 ML during single atom deposition. This increased surface roughness 
during cluster deposition can be attributed to two factors; (1) most deposition events add 
atoms to two or more layers; and (2) the (111) facets have many partially exposed atoms. 
Neither of these features was observed during the deposition of single atoms. 
The interface width is a useful tool to analyze a single simulation and to get an idea of the 
overall roughness of the system. Note, however, that the random nature of the deposition 
process in a small surface area can produce a large variation in interface width between any 
two simulations, as seen in Figure 3 and Figure 6. Detailed comparison of the interface width 
for two simulations is simply not meaningful unless they used the same random aiming points 
for the clusters. The random deposition effects can be diminished by either depositing over a 
very large surface area or averaging many small simulations. (This would also average out 
many of the interesting features of the interface width.) For this initial study of low energy 
cluster deposition, neither solution was deemed practical for these lengthy MD simulations. 
System size effects 
The size of the system can play an important role if it is small enough for the surface 
defects developed during thin film growth to interact with one another through the periodic 
boundary conditions. It has been determined' that a surface of 11 x 11 atoms is sufficient to 
study the growth of homoepitaxial thin films via single atom deposition. However, the 
deposition of small clusters in the present study induces rougher film growth than that of 
single atoms and the system size may influence the results. 
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The interface width of two MD simulations with a larger system size of 17 x 17 atoms is 
presented in Figure 4. This larger surface area allows each island to initially grow in a more 
isolated environment and produces more islands overall. Note that the interface width 
displays fewer sharp increases and decreases in Figure 4 than for the smaller 11x11 system in 
Figure 3, although the magnitude of w is similar for both system sizes. The lack of oscillations 
in w over a larger surface area is expected since the growth patterns due to the random 
deposition events are averaged out to some extent. (This difference due to the system size 
was not seen in single atom deposition resuks because the interface width was already fairly 
steady for the smaller system.) 
This comparison can be quantified by fitting the interface width to a power law of the 
coverage: w=A9^, where >5is the grovrth exponent in accordance with the dynamic scaling 
theory.'® The fitting parameters and the RMS deviation are listed in Table 2 for Out < 10 ML 
during deposition of 10-atom clusters of Pd/Pd(001) and Cu/Cu(001). The value of >(? varies 
widely for these simulations but the RMS deviation is quite similar for most of the smaller 
systems. The results for the first 17x17 simulation in Table 2 show a growth exponent at the 
lower end of the range for the 11 x 11 simulations, and the RMS deviation is a factor of two 
to six smaller than that for the 11 x 11 systems. The small RMS deviation indicates the 
relative uniformity of the grovrth for the larger system, i.e., fewer regions of sudden 
roughening or smoothing of the film surface during growth. The second 17x17 simulation 
has a rougher growth overall (larger /J) but again shows no regions of sudden change in the 
surface structure in Figure 4, unlike the 11 x 11 simulations where such changes are seen for 
104 
coverages as low as 5 ML. The random events on the surface during deposition and growth 
are beginning to be averaged out even over this relatively small surface area of 17 x 17 atoms. 
Comparison of Cu and Pd 
For most of the Pd/Pd(001) simulations reported here, an identical MD simulation was 
done for Cu/Cu(001) including the same set of random aiming points for the depositing 
clusters. This permits the direct comparison of the results for these two metals. Figure 5 
presents the interface width from one simulation for both Cu and Pd. The interface widths for 
Cu and Pd are indistinguishable for 6tot <5-10 ML for a given set of simulations, suggesting 
that any significant difference in the growth mechanisms for these two metals at low 
temperature does not appear until the thin film is well within the multiple-layer growth regime. 
While some of the simulations indicate that Pd grows more roughly than Cu by the time 
15 ML have been deposited, other simulations indicate the opposite. The differences between 
Cu and Pd are not significant in the scope of the current analysis. 
Cluster Size EfTects 
5-atom clusters 
The deposhion of 5-atom clusters produces somewhat different results than those 
discussed above for the 10-atom clusters. A compact 5-atom cluster deposited on a flat (001) 
surface with a small kinetic energy (0.25 eV total, or 0.05 eV per atom) typically flattens into 
a single layer such that all of the atoms adsorb directly on the surface. The adsorption energy 
of the cluster is thus five times that of a single atom, or roughly 15 eV. 
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This large amount of energy increases the mobility of the atoms as they reach the surface 
and results in a variety of final structures for the deposited cluster. When a small, compact 
cluster is deposited, several atoms may compete for the same adsorption site on the surface. 
An atom might not remain in the first stable site it finds since all of the atoms in the depositing 
cluster must find a stable adsorption site. (This is a decided contrast to the single-atom 
deposition process.') The adsorption energy of a neighboring cluster atom may be partially 
transferred to that first-adsorbed atom and allow it to sample a larger number of sites. 
Similarly the impact of neighboring cluster atoms may transfer momentum to the first atom, in 
effect knocking the adsorbed atom out of the way for the next cluster atom to take its place. 
This "mobility" of the cluster atoms lasts for only 5-10 ps and is not seen at all for some 
deposited clusters. 
The result of this increased mobility is evident in the final structure of the deposited 
clusters, in that the cluster does not necessarily remain intact once all of the atoms are 
adsorbed on the surface. In fact, one or all of the adsorbed cluster atoms may not be within a 
nearest neighbor distance of any other cluster atom. This does not occur as often for 
deposition of 10-atom clusters since the increased coordination of atoms in the larger cluster 
makes it more difficult for individual atoms to break away during adsorption. Also, some of 
the atoms in the larger cluster remain in new adsorption sites created in the second layer rather 
than adsorbing directly on the surface, decreasing both the total adsorption energy and the site 
competition of the cluster. 
Fewer overhanging atoms are observed on the surface during deposition of 5-atom 
clusters, indicating that the empty fourfold hollow sites may be filled more efficiently than for 
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both larger cluster deposition and single-atom deposition. This is in agreement with the 
increased mobility of the small clusters during the adsorption process. 
Overall, the deposition of smaller clusters can lead to a smoother surface than seen for the 
larger, 10-atom clusters. Figure 6 plots the interface width for two Pd/Pd(001) simulations of 
5-atom cluster deposition, and one is noticeably smaller than that for 10-atom cluster 
deposition in Figure 3. The (111) facets are still observed during deposition of 5-atom 
clusters but they tend to be smaller than for the 10-atom cluster deposition. The smaller size 
of the 5-atom clusters increases the probability that they may reach the base of a hole or gap 
between islands without being attracted to the side walls as occurs for the 10-atom clusters. 
This may not decrease the surface roughness, however, since a cluster adsorbed high on a side 
wail can block lower exposed layers from the surface as effectively as one landing further 
down in the hole itself Note that the smaller cluster size does not guarantee a smoother 
surface, as illustrated in Figure 6, since the effects of the random aiming points are still 
prominent due to the small surface area. 
The size of the system (11x11 atoms) does not appear to influence the surface structure 
during deposition of 5-atom clusters. The islands and other surface structures are smaller than 
during deposition of 10-atom clusters and do not significantly interfere with one another 
through the periodic boundary conditions. 
lOO-atom clusters 
The deposition of a lOO-atom cluster is in some respects simpler than that of the smaller 5-
atom and 10-atom clusters. This large, spherically compact cluster has a rough diameter of 
nearly six atoms and results in atoms being added to at least four layers on the surface. The 
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adsorption energy plus the small initial kinetic energy (0.0025 eV/atom) of the cluster is not 
large enough to allow the cluster to flatten into a two-dimensional structure, as has been seen 
for simulations using high temperature or energetic cluster deposition.^'^ 
Deposition of the first 100-atom cluster on a clean (001) surface results in a single, 4- to 
5-atom high pyranud with (111) facetted sides. The close-packed cluster atoms rearrange 
upon adsorption to match the fcc(OOl) structure of the substrate while retaining their high 
coordination within the cluster as much as possible. This rearrangement is complete within 5-
7 ps of the cluster reaching the surface. Fewer than half of the cluster atoms adsorb directly 
on the surface. For example, the final structure of a 100-atom cluster deposited on a clean 
(001) surface consists of only about 35 atoms in the first adsorbate layer and 30 atoms in the 
second layer. 
Subsequent clusters may add to the sides of this pyramid or adsorb on another clean area 
of the surface. On a rough surface, atoms along the sides of the depositing cluster may also 
adsorb on the islands. After a few clusters have been deposited, however, any exposed 
substrate area remaining in these MD simulations is not big enough for another cluster to 
reach the surface without being attracted to a nearby island. One deposited 100-atom cluster 
covers more than one-fourth of the 11 x 11 substrate surface area. Realistic MD simulations 
of thin film growth via deposition of 100-atom clusters would require a much large surface 
area (perhaps 50 x 50 atoms) to avoid effects from the periodic boundary conditions. 
Unfortunately, such a simulation is not practical at this time. Therefore we restrict our 
comments to the deposition process of a single 100-atom cluster and some general 
observations about the film growth process with these large clusters. 
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As a depositing 100-atom cluster adsorbs on the top few layers of a pyramid face, 
overhanging rows are formed to minimize the disruption to the cluster structure. This can 
result in several rows of overhanging atoms stacked on top of one another, forming an 
inverted (111) facet. Each atom in an overhanging row has only two supporting atoms, 
except for those on the ends of the row which can have three (or only one) supporting atoms. 
The overhanging rows are stabilized by nearest neighbors above them in the cluster rather 
than by supporting atoms in standard fourfold hollow sites on the surface. This avoids the 
bond-breaking within the cluster which would occur if the cluster atoms were to extend the 
(111) facet by adding to more layers of the pyramid. 
A 100-atom cluster can immediately cover all or part of a hole in the surface if it happens 
to land on top of one. The stability of overhanging rows and the high coordination of most 
atoms in the cluster eliminate the need for a large structural rearrangement of the cluster upon 
adsorption. However, some rearrangements have been observed for 100-atom clusters. The 
most common structural change is caused by the cluster shearing along the (111) plane to 
move part of the cluster to a lower layer shortly after deposition. 
Conclusions 
The growth of thin metal films via low energy cluster deposition is much rougher than that 
of the corresponding films grown via single atom deposition. The increased surface roughness 
during cluster deposition can be attributed to two factors: (1) most deposition events add 
atoms to two or more layers; and (2) the growth of (111) facets produces many partially 
exposed atoms. Neither of these features was observed during the deposition of single atoms. 
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Thin films grown by deposition of larger clusters tend to be rougher than those produced 
by smaller cluster deposition. This is mostly due to the fact that larger clusters are more likely 
to be attracted to an existing island on the surface than to land in a hole or narrow gap 
between islands. Also, the atoms in larger clusters have a higher coordination and thus are 
more likely to retain the original cluster structure upon adsorption. 
The growth behavior of a thin film in the multilayer regime cannot be simply extrapolated 
fi-om the initial stages of deposition, in agreement with earlier results' for the deposition of 
single atoms. Likewise thin film growth via cluster deposition cannot be extrapolated from 
single atom deposition results, since deposition of a cluster can be a much more complicated 
event as seen in this and previous MD studies.® For example, the strong bonding within a 
cluster can affect the final structure of the cluster on the surface, as well as collisions between 
cluster atoms® as the cluster approaches the surface. The cluster size is also an important 
parameter and does not have a direct analogue in the deposition of single atoms. The explicit 
simulation of mukiple-layer thin film growth via cluster deposition, using reliable interatomic 
potentials for metals, is therefore necessary to elucidate the growth mechanisms. 
From these results, it is clear that the presence and size of clusters during deposition can 
greatly affect the final structure of a thin film as compared to deposition of single atoms. If 
high-quality thin films are desired, the low energy deposition of single atoms is shown to be 
preferred over deposition of small clusters. The MD simulations of cluster deposition 
presented here correspond to conditions in the LECBD experiments' which preserve some of 
the original cluster structure in the thin film. 
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Table 1. Range of interface width at several coverages for all simulations of deposition via 
single atoms and two different cluster sizes. (These values include 5,4, and 8 
simulations for single atom, 5-atom, and 10-atom cluster deposition, respectively. 
Results from both Cu and Pd are included.) 
single atom 5-atom 10-atom 
5 ML 0.7- 0.9 1 f\ 1 .V/ - 1 I .\J 1.7 -3.1 
10 ML 0.7- 1.2 1.5- 3.1 2.0 -4.3 
15 ML 0.9- 1.5 2.4- 3.3 1.3 -5.1 
Table 2. The interface width is fit to w = .<4 0 ^  for deposition of 10 ML by 10-atom clusters. 
The time between depositions is listed in the first column and shows little effect on 
the results. Averaging w over the four simulations on the smaller surface for each 
metal yields the fitting parameters given in the "averaged w" row. The RMS 
deviation from the fit is also listed. 
11x11 surface 
Pd/Pd(001) A P RMS Cu/Cu(001) A P RMS 
10 ps 0.702 0.626 0.180 0.975 0.487 0.333 
10 ps 1.094 0.332 0.191 1.286 0.234 0.240 
20 ps 0.902 0.462 0.229 1.073 0.418 0.242 
30 ps 0.889 0.753 0.190 0.791 0.712 0.122 
averaged w 0.883 0.562 0.098 1.037 0.458 0.092 
17 X 17 surface 
10 ps 0.984 0.368 0.051 
10 ps 0.793 0.602 0.137 
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Figure Captions 
Figure 1. Top view of Cu/Cu(001) surface at dtot = 6 ML during deposition of 10-atom 
clusters. A (111) facet and a (lOO)-type vertical wall can be seen. There are 10 
adsorbate layers growing and the substrate is still exposed. 
Figure 2. Side view of the surface in Figure 1. 
Figure 3. Interface width during deposition of lO-atom clusters of Pd/Pd(001), 11x11, 
Figure 4. Interface width during deposition of 10-atom clusters of Fd/Pd(001), 17x17, 
80 K. (Calculated after each deposition event.) 
Figure 5. Interface width during deposition of 10-atom clusters of Cu/Cu(001) and 
Pd/Pd(001), 11 X 11, SO K. All simulation parameters are identical. 
Figure 6. Interface width during deposition of 5-atom clusters ofPd/Pd(001), 11 x 11, 80 K. 
(Calculated after each deposition event.) 
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GENERAL CONCLUSIONS 
In this dissertation, the growth of multiple-layer homoepitaxial thin metal films has been 
studied in detail using molecular dynamics (MD) simulations with reliable interatomic 
potentials. This work represents the first such simulations of multiple-layer thin film growth 
by deposition of single atoms and also by deposition of low energy clusters. Related studies 
have focused on the initial stages of deposition and growth (up to 3 layers) for single atom 
deposition' or the deposition of a single cluster of atoms.^ However, the growth behavior of a 
thin film in the multilayer regime cannot be simply extrapolated fi^om the initial stages of 
deposition since, as shown in this work, the growth mechanisms can change with the thickness 
of the film. 
Likewise thin film growth via cluster deposition cannot be extrapolated fi^om single atom 
deposition resuks, since deposition of a cluster can be a much more complicated event as seen 
in this and previous MD studies.^ The cluster size has also been shovm to be an important 
parameter that does not have a direct analogue in the deposition of single atoms. The explicit 
simulation of multiple-layer thin film growth via cluster deposition is therefore necessary to 
elucidate the grov^h mechanisms. 
Two significant features are observed during the growth of 50-layer thin films by 
deposition of single atoms of Pd on Pd(OOl) and Cu on Cu(OOl) at 80 K. First, the overhang 
sites on the surface can be stable, in contrast to the common view that only complete fourfold 
hollow sites are stable on the fcc(OOl) surface. This can greatly increase the surface 
roughness by allowing defects in the growing surface. Most growth models do not include 
defects of any kind. Second, multiatom rearrangement events occur during growth. These fill 
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or cover deep holes in the surface and thus tend to decrease the local surface roughness. Such 
multiatom processes are not included in any of the current growth models. 
The structure of a thin metal film grown by single atom deposition at low temperature is 
largely due to the stability of deposited atoms in overhang sites. Nearly all of the surface 
structure and growth mechanisms described for d,oi >5-10 ML are consequences of the 
presence of overhanging atoms during tWn film growth; (1) surface roughness; (2) formation 
of voids; and (3) multiatom rearrangement events. 
The growfth of thin metal films via low energy cluster deposition is much rougher than that 
of the corresponding films grown via single atom deposition. The increased surface roughness 
during cluster deposition can be attributed to two factors: (1) most deposition events add 
atoms to two or more layers; and (2) the growth of (111) facets produces many partially 
exposed atoms. Thin films grown by deposition of larger clusters tend to be rougher than 
those produced by smaller cluster deposition. Furthermore, the atoms in larger clusters have a 
higher coordination and thus are more likely to retain the original cluster structure upon 
adsorption. 
Dynamical features of thin film growth involve multiple layers of the film and many atoms 
in (1) multiatom rearrangement events and (2) formation of large holes and voids. The 
rearrangement events provide a mass transport mechanism which can be important especially 
in the absence of surface diffusion. One consequence of these local dynamical features is that 
the surface roughness determined by experiment may appear much more uniform since it is 
averaged over a large surface area and many deposition events. 
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