Abstract-Weed plant detection and classification is a difficult task for any computer vision system. Previous studies show promising results with either colour camera or spectral imaging solutions. However, typical colour camera solutions have found it hard to deal with overlapping leaves, and spectral solutions often lack in the spatial resolution required for accurate leaf level detection. In this paper a novel system for weed detection and classification is presented using both low-cost RGB (Red, Green, Blue) colour and spectral (400 -1000 nm) cameras combining the strengths of these individual technologies. The system presented performs accurate leaf level classification and is capable of identification at 97.6% with non-overlapping full leaves in laboratory under controlled lighting conditions. Plant leaf samples from 6 different plant types were used. With dedicated hardware and optimized software the system should be capable of at least 5 km/h real-time operation in field conditions.
I. INTRODUCTION
Automatic weed detection and classification is necessary when significant reductions in use of chemicals in weed control or accurate mechanical control methods are pursued. It has been suggested that mobile robots could be an economical solution for the application of automatic weed control [1] . Current mechanical methods are capable of accurate and effective weeding between crop rows (inter-row) but often fail within crop rows (intra-row) or close to crop. This is due to incapability of accurately defining weed and crop plant locations. Effective intra-row weeding should be the focus of an autonomous system development.
An imaging sensor is a key component of almost any weed detection and classification system and methods of using them are various.
Individual plant classification has been successfully demonstrated with either spectral [2] or colour imaging [3] . The spatial resolutions of spectral systems are typically not adequate for accurate individual plant or leaf detection. Then again, colour imaging methods with higher spatial resolution do not offer the important additional information the spectral data provides.
This paper describes and evaluates a system combining these two technologies for plant classification purposes at leaf level. The main requirements for the system are low-cost and accurate detection and classification. Data processing and classification of full leaves are introduced and evaluated with a purpose built laboratory test rig using leaves from six different plants. Benefits of combining spectral and colour imaging are discussed comparing results with previous studies in plant imaging and classification.
II. TEST RIG DESIGN
Keeping in mind the requirement of a low cost system with high accuracy, a spectrograph from Specim (model V10) was chosen. This device is similar to the one Vrindts et al [2] used. Other spectral imaging technologies are significantly more expensive at the moment. The selected spectrograph has a spectral range of about 400 -1000 nm and a nominal resolution of 4 nm. This spectrograph captures a line image of a target and disperses it to spectral components. Horizontal axis (X-axis, image rows) in the produced image contains the spatial information and vertical axis (image columns) the spectral data. The imaging sensor for the spectrograph is a monochrome Prosilica EC1380 CCD camera with a 2/3" sensor with 1360x1024 pixel resolution. The chosen colour camera is a Prosilica EC650C with 659x493 pixel resolution. 8-bit images were used in this study. In the test rig both cameras are pointing straight down next to each other at a height of about 40 cm. The field of view (FOV) for the colour camera is approximately 280x210mm. Spectral camera FOV is a line 7 mm tall and its location in the colour image is known. A black curtain is surrounding the camera setup and blocking the outside light from the imaging area. Four 50 W halogen spot lights provide all the light for the setup inside the curtain. This camera and light setup is connected to a 78 cm long linear guide driven by a stepper motor. Linear movement allows the spectral data to be gathered similar to a scanner head or a line scan camera. Fig. 1 shows a diagram and details of the camera setup with example images and camera fields of views and Fig. 2 an image of the actual test rig.
Spectral and colour images were acquired simultaneously every 7 mm triggered by a microcontroller that also controls the stepper motor drive. This linear movement of 7 mm between spectral images is the same as the spatial height of the spectral line and typically allows two spectral measurements even for smaller plant leaves.
III. IMAGE AND DATA PROCESSING METHODS
Immediately after acquisition the images were calibrated according to lighting intensity conditions, as halogen lights do not give precisely uniform intensity for the entire image area. Calibration images of white paper were taken to find relative intensity values (0…1) in RGB channels for each pixel. Colour image pixels were then divided by these values. The same was done for spectral image columns (spatial locations) with the values corresponding to the spectral line location. Changing lighting conditions may be difficult to deal with, and this illumination calibration enhances the uniformity of the data. After lighting calibration the spectral data location was recorded in the last colour image and the last colour image was registered to previous ones. Registration means finding the offset of the last image to the previous image and was calculated by finding the maximum correlation of a line in the last image to a line in the previous image. The offset portion of the last image was then added to the overall image and locations of spectral lines in previous images were updated according to the offset value. Registration with the rig is required in one dimension only (Y-axis in Fig. 1 ) as cameras move in one axis.
Colour images are segmented to find green plants using thresholding levels on six image channels from RGB and HSI (Hue, Saturation, Intensity) colour space transformations. Addition of RGB channels into segmentation improves reliability of segmentation compared to using only HSI channels as for example by [3] . Threshold levels were selected to suit current and unchanging lighting conditions and camera white balance values. The segmented binary image was filtered with 4x4 pixel median filter, morphological open and close operations were performed and holes filled inside the found areas. Example of a colour image and its segmented binary image with spectral line central locations are shown in Fig 3. Individual areas in the segmented images, called blobs, were detected once they were fully visible. Only blobs with area larger than 100 pixels (~40 mm 2 ) were recorded. With this segmentation method the green objects other than living plants may still be segmented as plants. However, such objects can easily be detected and excluded with spectral data since all vegetation with chlorophyll have a rapid reflectance change, often called the red edge, in the near infrared range.
A. A. Colour and shape descriptors
A number of descriptors were calculated for each recorded blob. These values describe RGB colour and various shape properties. Red, green and blue mean and standard deviation values and shape descriptors of area, perimeter, thickness, elongation and compactness were calculated as in [4] . In addition, the eccentricity of a blob was calculated. A circle has an eccentricity value of 0 and a line segment a value of 1. Colour and shape descriptors were calculated for a complete area of each blob. The calculation did not consider or detect any overlaps of plant parts. 
B. B. Spectral data processing
Spectral image columns were calibrated to match colour image columns by cropping and resizing in the horizontal axis. At the same time the vertical axis was resized to bring the spectral resolution in the image to 1.8 nm/pixel. Spectral data was stored only for points where there is no spectral mixing with soil and plant material. Spectral point was considered unmixed (only plant spectra) when there were at least five pixels of segmented green material above or below and at least one pixel on both sides of the measurement.
Each column (spectral measurement) to be stored in the spectral image was normalized by subtracting the mean and dividing by standard deviation of the column. Finally, the number of spectral points was reduced by calculating average values over n pixels. Changing the value of n effectively changes the spectral measurement band width. Performance with different values of n was evaluated. All normalized spectral vectors falling in a particular blob were averaged and saved.
IV. CLASSIFICATION
Linear discriminant analysis was used to classify plant classes in this study. The method effectively minimises within class and maximises between class variances. Each blob had 12 separate descriptors or variables of shape and RGB colour and a vector of spectral data with a number of spectral bands depending on the averaging window n used in spectral preprocessing.
A discriminant model was built using the interactive stepwise discriminant analysis toolbox for Matlab® created by Vandev [5] . The original toolbox was modified such that variables were automatically selected for the final model. Initially the model was empty of variables. At each step a variable to enter had to have a significance value of p ≤ 0.05 and a variable to be removed a significance value of p > 0.05. Collinear data was not allowed to enter the model, i.e. variable with correlation c > 0.9 with any variable already in the model was not included regardless of its p-value. The automatic stepwise procedure was terminated once no variable fulfilled the criteria to be included or excluded. Classification was performed with the constructed model using functions in the toolbox. The training set for discriminant model building was always separate from the sample set. Only the sample set was used to evaluate the model performance.
V. LABORATORY MEASUREMENTS AND RESULTS
Individual leaves from six different plants were investigated in the laboratory measurements. These leaves were from Hawthorn (Crataegus monogyna), Rugosa Rose (Rosa rugosa), Ash (Fraxinus excelsior), Silver Birch (Betula pendula), Berberis (spefic type unknown) and Blackthorn (Prunus spinosa) for classes 1-6, respectively. Although no actual weed or crop plants were investigated, it is believed that the system can and should classify leaves from any selection of plants. Spectra from the leaves used in this study was very similar to other studies of spectral classification [2] , [6] and differences between classes were also very small as shown in Fig. 4 . Classes 1-5 have highly similar reflectance 'finger print' and only class 6 can easily be visually separated from the rest.
During measurements the sample leaves were positioned on a platform of soil making sure no parts overlapped. This allowed gathering of training sets of unmixed shape, RGB and spectral data for whole leaves. Table I shows the number of cases for each class used in the discriminant model building and classification performance evaluation.
The variables selected for the discriminant model changed with each different window size n. Values of n from 2-61 (3.6-109.8 nm spectral band) were evaluated. The best performance was achieved with an n value of 19 resulting in fairly wide spectral bands of 34.2 nm. The reason for a fairly wide optimal spectral band is most probably the large variance in spectral data over the whole leaf. Comparison of the classification results with three different sets of variables is presented in Fig. 5 . It is clear that the performance with only colour camera information is worse than with cases when spectral data is also used. Using all variables gives the best results in all classes. These results alone justify the use of both spectral and RGB data in plant classification.
Classification was also evaluated with linear movement of 3 mm/frame instead of 7 mm/frame. This resulted in a tighter line of spectral data in the vertical direction and a very similar performance to the 7 mm case. However, acquiring more than twice as many images increases the amount of data and slows down the processing significantly.
VI. CONCLUSION
Combining RGB and spectral data is shown to improve classification performance as expected and all the presented classification rates are comparable or better to results in previous studies. Classification rates of over 90% should be high enough for robust detection of plants in field conditions. Also, when spatially accurate spectral data is needed, higher resolution colour camera information significantly helps in registering and validating the spectral data to a specific location when using a line scan type spectral camera.
The system works well as long as leaves are approximately 1 cm 2 or larger in area. Separate plants of approximately 25 times smaller can be detected with the colour camera but nonmixed spectral data can then not be guaranteed. It can be assumed that most non-grass crop plants fulfil the larger size criterion when weed control is most needed.
Classification of full leaves with shape, RGB and spectral data has a very high success rate, but the problem with this full leaf approach is that the leaves need to be clearly separated and the calculation of several shape descriptors can also be time consuming. Next step to improve the system is to learn to deal with overlapping leaves. This could be attempted by classifying small spatial windows with spectral and RGB data instead of full leaves including shape data. Laboratory evaluation of the proposed system has shown that it is accurate and robust enough for precise weed control purposes with a restriction of having leaves clearly separated from each other. The hardware and software used with the current laboratory equipment is not meant for weed control purposes in real-time. However, implementing the detection and classification algorithms on newly developed smart cameras with high frame rates and on-board processing using for example Field Programmable Gate Arrays (FPGA), the output data-rate from the cameras can be reduced significantly making the post-processing feasible in a few milliseconds. For example with a 200 frames/s and image acquisition every seven millimetres as used in the experiments the operating speed would reach 5.0 km/h. It is reasonable to assume that this or even higher speeds could be reached with dedicated hardware and optimized software.
