We provide a path-wise "backbone" decomposition for supercritical superprocesses with non-local branching. Our result complements a related result obtained for supercritical superprocesses without non-local branching in [1] . Our approach relies heavily on the use of so-called Dynkin-Kuznetsov N-measures.
Introduction
In this note we consider any superprocess X = {X t : t ≥ 0} on R d which is well defined for initial configurations µ ∈ M C (R d ), the space of finite and compactly supported measures, having associated a conservative diffusion semigroup P = {P t : t ≥ 0} on R d and a branching mechanism ψ of the form
where B + (R d ) denotes the set of positive measurable functions on R d , i.e., we consider superprocesses with non-local branching (See [3] ). The first term corresponds to the branching mechanism related to the local branching of the superprocess X, and according to [3] it takes the following form
for bounded measurable functions α : R d → R, β : R d → R + , and (u ∧ u 2 )Π L is a bounded kernel from R d to (0, ∞) (i.e. the application
On the other hand, the second term in the right hand side of (1.1) is related to non-local branching which takes the form (cf. [3] )
(1 − e −uπ(f ) )Π N L (x, π, du) G(x, dπ),
denotes the set of probability measures on R d ), uΠ N L (x, π, du) is a bounded kernel from R d × M 0 (R d ) to (0, ∞) and G(x, dπ) is a probability kernel from R d to M 0 (R d ) with
In fact, X is a Markovian M C (R d )-valued process whose one-dimensional distributions are characterised by the following result Lemma 1. (Lemma 3.3 in [3] ) For all f ∈ bp(R d ), the space of non-negative, bounded measurable functions on R d ,
− log E µ (e − f,Xt ) =
where u f (x, t) is the unique non-negative solution to the integral equation
We call (X, P µ ) a (P, ψ L , ψ N L )-superprocess started at µ ∈ M C (R d ). The goal of this note is to give a path-wise backbone decomposition for a (P, ψ L , ψ N L )-superprocess, similar to the work [1] where the non-local branching is not considered. Loosely speaking, the backbone decomposition is a way to reconstruct a supercritical superprocess from a branching particle system (called the backbone) together with some sources ((P, ψ L , ψ N L )-superprocesses conditioned to die) of Poissonian immigration along the paths of the particles in the backbone. Such a decomposition has been done in [8] for a quadratic superprocess from the analitic point of view. Since then there has been a lot of interest in finding a path-wise backbone decomposition for several different models of superprocesses due to a variety of applications that have been found (e.g. [11, 13] ).
Very recently, in [12] , the authors provide the backbone decomposition for a quite general spatially dependent supercritical superprocess without non-local branching. See [12] Section 2 for a summary of some backbone decompositions found in the literature. Here, we are interested in the effects that the non-local branching has on the backbone decomposition, hence thoroughout this paper we drop out the assumption of having a spatially dependent branching mechanism. Namely, we consider
with α ∈ R, β ≥ 0, and Π L a measure concentrated in (0, ∞) such that
For the non-local branching we assume that the probability kernel G(x, dπ) ≡ unit mass at some π(
. In this case, the non-local branching mechanism is given by
where
where γ ≥ 0 and
Putting all together the above assumptions, we get that the mild equation (1.2) satisfied by the semigroup u f can be written as
The note is organised as follows. Section 2 contains the backbone decomposition given in [1] , when non-local branching is not taken into account. In Section 3 we obtain the superprocess X conditioned to die and characterise the prolific individuals which are responsible for the infinite growth of the total mass. Finally, Section 4 provides the backbone decomposition.
To describe the backbone decomposition in detail, consider the process {Λ X t : t ≥ 0} which has the following pathwise construction. First sample from a branching particle diffusion with branching generator
and particle motion which is that of a Markov process with semigruop P. Note that in the above generator, we have that q is the rate at which individuals reproduce and {p n : n ≥ 0} is the offspring distribution. With the particular branching generator given by (2.1), q = ψ ′ (λ * ), p 0 = p 1 = 0, and for n ≥ 2, p n := p n [0, ∞) where for y ≥ 0, we defined the measure
If we denote the aforesaid branching particle diffusion by Z X = {Z X t : t ≥ 0} then we shall also insist that the configuration of particles in space at time zero, Z 0 , is given by an independent Poisson random measure with intensity λ * µ. Next, dress the branches of the spatial tree that describes the trajectory of Z X in such a way that a particle at the spacetime position (ξ, t) ∈ [0, ∞) 2 has an independent X -valued trajectory grafted on to it with rate 2βdN *
The measures {N x , x ∈ R d } are the so-called Dynkin-Kuznetsov measures (see [5] ) , which satisfy
for all f ∈ bp(R d ) and t ≥ 0. The measures {N x , x ∈ R d } play the role of the Lévy-measure (in the space of measure-valued cadlag paths X ) for the infinite divisible measure P δx . The measure N * x denotes the Dynkin-Kuznetsov measure associated to the superprocess conditioned to die. Moreover, on the event that an individual in Z X dies and branches into n ≥ 2 offspring at spatial position ξ ∈ [0, ∞), with probability p n (dy)P * yδ ξ , an additional independent X -valued trajectory is grafted on to the space-time branching point. The quantity Λ X t is now understood to be the total dressed mass present at time t together with the mass present at time t of an independent copy of (X, P * µ ) issued at time zero. We denote the law of (Λ X , Z X ) by P µ . The backbone decomposition is now summarised by the following theorem lifted from Berestycki et al. [1] .
is Markovian and has the same law as (X, P µ ). Moreover, for each t ≥ 0, the law of Z 3 The conditioned superprocess and prolific individuals
The conditioned superprocess
We note that the total mass process, X := { X t ≡ 1, X t , t ≥ 0}, is a continuous state branching process with branching mechanismψ given bȳ
In order to avoid explosion of the total mass in finite time we assume that 0+ 1/|ψ(ξ)|dξ = ∞ (see [9] ). We will assume that the branching mechanism (3.1) is supercritical in the sense that 0 < −ψ ′ (0+) < ∞, thus the mean-total mass grows exponentially at rate −ψ ′ (0+). Under the above assumptions, and recalling the fact thatψ is strictly convex ( [9] ), there exists a unique λ
We also assume the condition
which ensures that the event {lim t↑∞ X t = 0} agrees with the event of extinction {ζ < ∞}, with ζ = inf{t > 0 : X t } (e.g. see [9] and [2] ). We can express the probability of survival in terms of the so-called Dynkin-Kuznetsov measures {N x , x ∈ R d } as follows. Set E := {lim t↑∞ X t = 0} then we have
where S denotes the event of survival. Using the probability of extinction for the superprocess X we can now prove the following
, define the law of X with initial configuration µ conditioned on becoming extinct by P * µ . Specifically, for all events A, measurable in the natural sigma algebra of X,
Then, for all bounded f
with u where u * f (x, t) is the unique solution of the integral equation
Proof. Set E = {lim t↑∞ X t = 0}, then
Prolific individuals
We will now identify the branching mechanism of the backbone for the superprocess X, i.e., we will give the generator of the continuous-time Galton Watson process related to the genealogies responsible for the infinite growth of the process, in the form
where q > 0 is the common rate of splitting and {p L n : n ≥ 0} is the offspring distribution related to local branching, i.e. p L n is the probability of having n offspring at the position in which the parent dies. Respectively, p N L n is the probability of having n offspring displaced from the position x of the death of the parent according to a random variable Θ such that Θ + x has distribution π(x, ·).
Moreover the branching rate is given by q ≡ (φ L ) ′ (λ * ) (we leave it to the reader to verify that
For the non-local offspring distribution we have that p
We leave to the reader to verify that effectively
On the other hand, to describe the law related to the discontinuous immigration along the backbone, once again we will deal with the local and non-local immigration separately. For the local immigration we have that
whereas for the non-local type of immigration we have
4 Backbone decomposition 4.1 A branching particle system with four types of immigration
be the space of finite atomic measures on R d . Now suppose that ξ = {ξ t : t ≥ 0} is the stochastic process whose semi-group is given by P. We shall use the expectation operators
valued process in which individuals, from the moment of birth, live for an independent and exponentially distributed time with parameter q during which they execute a P-diffusion issued from their position of birth and at death they give birth at the same position to an independent number of offspring locally with probabilities {p L n : n ≥ 2}, and non-locally with probabilities {p N L n (·) : n ≥ 1}. Hence, Z is a non-local branching particle system such that
where the semigroup v f satisfies the following integral equation
where lπ(dν) denotes the image of π under the map y → δ y from R d to M F (R d ) (the space of finite measures on R d ) and (lπ) * n denotes the n-fold convolution of lπ. Thus, a parent particle at the position x ∈ R d when branches it gives birth to a random number of offspring in the following fashion: it produces n new individuals, which are initially located at x, with probability p We shall refer to Z as the backbone with initial configuration denoted by ν ∈ M a (R d ). We will use the Ulam-Harris notation, i.e., that the individuals in Z are uniquely identifiable amongst T , the set labels of individuals realised in Z. For each individual u ∈ T we shall write τ u and σ u for its birth and death times respectively, {z u (r) : r ∈ [τ u , σ u ]} for its spatial trajectory and N u for the number of offspring it has at time σ u .
With these elements at hands we are able to express the backbone decomposition of the superprocess X. We are interested in immigrating (P, φ L, * , ψ N L, * )-superprocesses along the backbone Z in a way that the rate of immigration is related to the subordinator (i.e. a Lévy process with a.s. increasing paths), whose Laplace exponent is given by
together with some additional immigration at the splitting times of Z.
let Z be a (P, F )-branching diffusion with initial configuration ν andX and independent copy of X under P * µ . Then we define the measure-valued stochastic process ∆ = {∆ t : t ≥ 0} on R d by
where the processes I N * , I P * , I η,L , and I η,N L are independent ofX and, conditionally on Z, are independent of each other. More precisely, these processes are described as follows:
1 Continuous immigration: The process I N * is measure-valued on R d such that
where, given Z, independently for each u ∈ T such that τ u < t, the processes X
(1,u,r) · are countable in number and correspond to χ-valued, Poissonian immigration along the space-time trajectory {(z u (r), r) : r ∈ (τ u , t ∧ σ u ]} with rate 2βdr × dN * zu(r) .
2 Discontinuous immigration: The process I P * is measure-valued on R d such that
where, given Z, independently for each u ∈ T such that τ u < t, the processes X 
.
3 Local Branch point biased immigration: The process I η,L is measure-valued on
where, given Z, independently for each u ∈ T such that σ u < t, the processes X
is an independent copy of X issued at time σ u with law P Yuδ zu(σu) where Y u is an independent random variable with distribution η L Nu (dy).
4 Non-local Branch point biased immigration:
is an independent copy of X issued at time σ u with law P Yuπ(zu(σu),·) where Y u is an independent random variable with distribution η N L Nu (dy).
Moreover, we denote the law of ∆ by P µ×ν .
We will now state our first theorem
where exp{−v f,h (x, t)} is the unique [0, 1]-valued solution to the integral equation
for all x ∈ R d and t ≥ 0.
In order to prove the Theorem 4 we will need to prove first some preliminary results.
where Φ is given by (4.1).
Proof. We write
Hence conditioning on Z, appealing to the independence of the immigration processes together with Campbell's formula (see e.g. Theorem 2.7 in [10] )
On the other hand
Then, using (4.1), (4.4) and (4.5) we get that
✷
In the next lemma we shall use the notation
for a measurable function f .
Lemma 6. Suppose that f, h ∈ bp(R d ) and g s (x) is jointly measurable in (s, x) and bounded on finite time horizonts of s. Then for all x ∈ R d and t ≥ 0,
where exp{−w(x, t)} is the unique [0, 1]-valued solution to the integral equation
Proof. Following the proof of Theorem 2.2 in [8] it is enough to prove the result for g being time-independent. Recall that ξ = {ξ t : t ≥ 0} is the stochastic process whose semi-group is given by P. Let us define a new semigroup
give us that
Conditioning on the first branching time, and recalling that the branching occurs at rate
(4.8)
Using (3.4), (3.6) and performing similar computations to the ones in [3] (cf. Section 3)
(4.9)
Now for the local branching term we obtain, by proceeding as in the proof of Lemma 4 in [1] and using (3.3) and (3.5), the following
(4.10)
Using (4.9) and (4.10) in (4.8) we have that
where the second inequality follows from a standard technique found for example in Lemma 4.1.1 of [4] . Now making the same computations as in [1] we obtain that
Next, we use (4.7) and (4.12) in (4.11) to obtain that
The proof is complete as soon as we can establish uniqueness to (4.6). The proof is guided by the same arguments as in the proof of Lemma 4 in [1] , i.e., it suffices to check that for each fixed T > 0, there exists K > 0 such that
where u and v are any two measurable mappings from R d to [0, λ * ], then Lemma 2.1 in [8] gives the result. To this end we define for λ ≥ −λ * and u ≥ 0,
and for any positive measurable function such that f + λ * ∈ B(R d ), and v ≥ 0
Therefore by definition we have that H s (y, −v(y)) = χ
have that exp{−w(x, t)} is the solution to (4.3). So making the computations as in [1] it is easy to see that
Backbone decomposition
Finally with all those elements we are able to prove the following theorem which is the main result of this work. We will deal with the case when we randomize the law P µ×ν for µ ∈ M C (R d ) by replacing the deterministic measure ν with a Poisson random measure having intensity measure λ * µ. We denote the resulting law by P µ .
Theorem 7. For any µ ∈ M C (R d ), the process (∆, P µ ) is Markovian and has the same law as (X, P µ ).
Proof. The proof is guided by the calculations found in the proof of Theorem 2 of [1] . We start by addressing the claim that (∆, P µ ) is a Markov process. Given the Markov property of the pair (∆, Z), it suffices to show that given ∆ t the atomic measure Z t is equal in law to a Poisson random measure with intensity λ * ∆ t (dx). Thanks to Campbell's formula for Poisson random measures, this is equivalent to showing that for all h ∈ bp(R d ),
E µ (e − h,Zt |∆ t ) = exp{− λ * (1 − e −h ), ∆ t }, which in turn is equivalent to showing that for all f, h ∈ bp(R d ),
E µ (e − h,Zt − f,∆t ) = E µ (e − λ * (1−e −h )+f,∆t ). (4.14)
Note from (4.2) however that when we randomize ν so that it has the law of a Poisson random measure with intensity λ * µ(dx), we find the identity E µ (e − h,Zt − f,∆t ) = e − u * f (·,t)+λ * (1−e −v f,h (·,t) ),µ .
Moreover, if we replace f by λ * (1 − e −h ) + f and h by 0 in (4.2) and again randomize ν so that it has the law of a Poisson random measure with intensity λ * µ(dx) then we get E µ (e λ * (1−e −h )+f,∆t ) = exp u * λ * (1−e −h )+f (·, t) + λ * (1 − exp{−v λ * (1−e −h )+f,0 (·, t)}), µ .
These last two observations indicate that (4.14) is equivalent to showing that for all f, h ∈ bp(R d ), x ∈ R d and t ≥ 0, u * f (x, t) + λ * (1 − e −v f,h (x,t) ) = u * λ * (1−e −h )+f (x, t) + λ * (1 − e −v λ * (1−e −h )+f,0 (x,t) ). (4.15) Note that both left and right hand side of the equality above are necessarily non-negative given that they are Laplace exponents of the left and right hand sides of (4.14). Making use of (1.3), (3.2), and (4.3), it is computationally straightforward to show that both left and right hand side of (4.15) solve (1.3) with initial condition f + λ * (1 − e −h ). Since (1.3) has a unique solution with this initial condition, namely u f +λ * (1−e −h ) (x, t), we conclude that (4.15) holds true. The proof of the claimed Markov property is thus complete.
Having now established the Markov property, the proof is complete as soon as we can show that (∆, P µ ) has the same semi-group as (X, P µ ). However, from the previous part of the proof we have already established that when f, h ∈ bp(R d ),
E µ (e − h,Zt − f,∆t ) = e − u λ * (1−e −h )+f ,µ = E µ (e − f +λ * (1−e −h ),Xt ).
In particular, choosing h = 0 we find
which is equivalent to the equality of the semigroups of (∆, P µ ) and (X, P µ ). ✷
