Abstract. For the general one dimensional Schrödinger operator − d 2 dx 2 +q (x) with real q we study some analytic aspects related to order-one trace formulas originally due to Buslaev-Faddeev, Faddeev-Zakharov, and Gesztesy-HoldenSimon-Zhao. We show that the condition q ∈ L 1 (R) guarantees the existence of the trace formulas of order one only with certain resolvent regularizations of the integrals involved. Our principle results are simple necessary and sufficient conditions on absolute summability of the formulas under consideration. These conditions are expressed in terms of Fourier transforms related to q.
Introduction
We will consider differential operations of the form
with real potentials in half-line and full-line cases.
Trace formulas for various Schrödinger operators associated with l have been intensively studied since the pioneering work [6] by Gel'fand, Levitan and [4] by Dikii. Leaving aside numerous papers devoted to this area we mention only [3] , [5] , [7] - [11] , [15] , [16] , which we will be dealing with here. The interested reader can find in these further references. In general, trace formulas we are concerned with are chains of relations linking regularized moments of certain spectral/scattering characteristics (e.g. the so-called spectral shift function ξ, see below) with some characteristics of q's. Most of the earlier work and work done by physicists is either formal or stated under excessively strong conditions on potentials. It is clear that the actual number of such formulas depends on the smoothness of q's. But this fact appears not to have been expressed in exact terms. It is even natural to ask a simpler question. Given a Schrödinger operator H defined by (1.1) with a potential q subject to an optimal condition providing existence of certain scattering (spectral) characteristics of H, how many trace formulas can one derive and how many of those are absolutely summable? Some related questions were recently treated in [10] , [16] , [21] but we can find only partial answers.
The goal of the present note is to give a complete answer to this question in three important cases: full-line with arbitrary q (Theorem 2.4), full-line with summable q (Theorem 3.2), and half-line with summable q (Theorem 4.1). The exposition is based upon a recent result [17] on suitable estimates of the error terms in asymptotic representations of the Jost solution and Weyl m−function. Some other trace formulas as well as higher order relations will be discussed in detail in [18] . 
holds, ϕ being an arbitrary function of some suitable class. The function ξ is called the Krein spectral shift function of (H, H 0 ).
Full line case with arbitrary potentials
In this section we consider a pair of operators (H, H x0 ) defined on L 2 (R) by (1.1):
If q is in the so-called limit circle case at ±∞ (see, e.g. [19] ), then operators in (2.1)-(2.3) are no longer well-defined. In this case one has to impose some selfadjoint boundary conditions at ±∞. For simplicity, we assume that our q's are in the limit point (l.p.) case at ±∞, i.e. (2.1)-(2.3) define selfadjoint operators.
is rank one (see, e.g. [11] ), the spectral shift function ξ (x 0 , t) of (H, H x0 ) exists.
The following remarkable trace formula was discovered by Gesztesy, Holden, Simon, and Zhao in [7] (see also [9] , [10] , [11] ). In the present form it was proven in [16] . 
where χ is the Heaviside function. Remark 2.2. Formula (2.4) is the first one in a chain of higher order trace relations [9] . It was demonstrated in [10] that, in general, the resolvent regularization in (2.4) cannot be removed. This means that there are no absolutely summable trace formulas in this setting.
Our main concern in this section will be conditions on q's providing absolute summability of the right-hand side of (2.4). Our study of ξ (x 0 , t) will be based upon Titchmarsh-Weyl's m−function. We briefly recall its definition. According to the Weyl theory (see, e.g. [12] , [19] ) for every real potential q ∈ L 1,loc subject to the limit point case at +∞ the equation
, and maps C + into itself. In a similar manner, one defines m − (x 0 , λ) corresponding to H − x0 which maps C − into itself. The following statement [17] is a refinement of one statement due to Atkinson [1] . We believe it can also be derived from [12] .
We now state and prove the main result of this section.
4) is absolutely summable if and only if
Proof. Note first that under our condition q ∈ L 1 (R) the spectrum of H is bounded below by E = inf σ (H) and (2.4) then reads
We use the following representation [11] :
and (2.8) continues:
which implies that there is a > 0 :
By Lebesgue's dominated convergence theorem we can pass to the limit in (2.7), and (2.6) is proven. Let us establish the sufficient condition for (2.5). In the distributional sense
Apply to the right-hand side of (2.9) the Schwartz inequality (a > 0)
which is finite if q ∈ H 1,1 (R) ∩ H 1,2 (R) and (2.5) then holds.
Remark 2.5. Theorem 2.4 was a concern of the recent paper [10] by Gesztesy, Holden, and Simon where it was proven under the condition q ∈ H 2,1 (R) . In [16] we improved their result by showing that (2.5) is sufficient also conjecturing its necessity. Theorem 2.4 in its present form can be considered final.
Remark 2.6. Condition (2.5) forces q to be continuous on (−∞, x 0 ) and (x 0 , ∞) [20] but not necessarily at x 0 , i.e. q (x 0 − 0) = q (x 0 + 0) need not hold. Note also that q ∈ H 1,1 (R) does not imply (2.5). Indeed, applying the Riemann-Lebesgue lemma to the right-hand side of (2.9) gives
which only guarantees the so-called A−integrability of 1 − 2ξ (x 0 , ·) (see, e.g. [14] for the background information).
Full-line case with integrable potentials
As opposed to the previous section if a priori q ∈ L 1 (R), then the pair (H, H x0 ) defined by (2.1)-(2.3) is no longer our best choice. It is more natural to deal with (H, H 0 ):
exists. Our study of ξ (t) will be based upon the concept of the Jost solution. We recall that the Jost solution f (x, k) is the solution to the problem (k ∈ R)
It is well-known that if q ∈ L 1 (R), then the Jost solution exists and is unique. The following statement follows from [17] and will play a crucial role in our consideration.
where
It is well-know that
where T (k) , R (k) denote the transmission and reflection coefficients. For T (k) we have the following representation (see, e.g. [8] ):
The spectral shift function ξ (t) of (H, H 0 ) is related to T (see, e.g. [2] ) by
We recall that σ (H 0 ) = σ ac (H 0 ) = R + , the discrete spectrum σ d (H) = {λ n } is negative, and {λ n } accumulates to at most 0, σ ac (H) = σ ac (H 0 ) = R + and
Our main result of this section is Theorem 3.2. Let q ∈ L 1 (R), ξ be the spectral shift function of (H, H 0 ) , and
Relation (3.4) is absolutely summable if and only if
Formula (3.4) then reads
Proof. By plugging (3.1) into (3.2) one has
and hence, choosing the appropriate branch of the logarithm,
Combining (3.3) and (3.7) yields
One easily verifies that
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Since [2] ξ (t) = −N (t) , t < 0, where N (t) is the number of points of the discrete spectrum to the left from t, multiplying through by λ one has
the Riemann-Lebesgue lemma lets one pass in (3.10) to the limit
Observing that by Lebesgue's dominated convergence theorem
and setting λ = −1/ε we derive (3.4). We now prove the second part of the theorem. It follows from (3.3) and (3.8) that
Since ξ is locally summable we conclude from (3.12) 
which is clearly equivalent to (3.5). Now by Lebesgue's dominated convergence theorem (3.4) implies (3.6). Sufficiency of q ∈ L 1 (R) ∩ L 2 (R) for (3.5) to hold immediately follows from
The theorem is proved.
Remark 3.3. Relation (3.6) and its higher order analogs complement the chain of the so-called trace formulas first obtained by Faddeev-Zakharov [5] (see also [8] ). The first of the Faddeev-Zakharov trace relations reads
which is related to the Lieb-Thirring estimates on |λ n | 1/2 . Until recently it was an open question [8] whether (3.13) actually holds under the only condition q ∈ L 1 (R) . The affirmative answer was given by Weidl in [21] . Our relation (3.4) can be viewed as the second trace formula. Theorem 3.2 says that q ∈ L 1 (R) is not sufficient to derive even the second absolutely summable trace relation (3.6).
Remark 3.4. By the Riemann-Lebesgue lemma
It is not difficult to prove that (3.13) implies the A−integrability of ξ (t) − Q 2π √ t and the resolvent regularization in (3.4) can be substituted for (A)
√ t dt (see also Remark 2.6). We plan to discuss it in detail in [18] .
Half-line case
As the title of this section suggests we consider a pair of selfadjoint operators H + x0 , H + 0,x0 defined as follows:
Of course it is only essential to treat the case when x 0 = 0, but there is a point in investigating the actual dependence on x 0 .
Through this section we assume q ∈ L 1 (R) . Then, as in the previous section, the spectral shift function ξ + (x 0 , t) of H + x0 , H + 0,x0 exists [13] . We recall that the spectrum of H
has a similar structure with σ (H) (σ (H 0 )) of section 3. 
) is absolutely summable if and only if
Proof. It is enough to prove the theorem for the case of
Our prove is based upon the relation (see, e.g.
where f (x, k) is the Jost solution. It follows from (4.4) and Proposition 3.1 that
Repeating the arguments of Theorem 3.2, (4.5) transforms into
which in turn implies (4.6) where N (t) as in Theorem 3.2. Choosing in (4.6) √ λ = iτ, τ > 0, and letting τ → ∞, we obtain
By Lemma 3.2 from [16] we have
provided that 0 is a right Lebesgue point of q. We are reminded that a point x is called a right (left) Lebesgue continuity point of a function f (x) ∈ L 1 if (see, e.g. [20] )
The limits on the left-hand side of (4.7) are computed in the same manner as in it does not imply (4.3), i.e. absolute summability of (4.1). Note however that as in section 3 the first trace formula does exist.
