We consider the effect of anisotropic interface kinetics on long-wavelength instabilities during the directional solidification of a binary alloy having a vicinal interface. Linear theory predicts that a planar solidification front is stabilized under the effect of anisotropy as long as the segregation coefficient is small enough, whereas a novel instability appears at high rates of solidification. Furthermore, the neutral stability curve, indicating the values of the principal control parameter ͑here the morphological number͒ for which the growth rate of a sinusoidal perturbation of a given wavelength changes its sign, is shown to have up to three branches, two of them combining to form an isola for certain values of the control parameters. We identify conditions for which linear stability theory predicts the instability of the planar interface to long-wavelength traveling waves. A number of distinguished limits provide evolution equations that describe the resulting dynamical behavior of the crystal-melt interface and generalize previous work by Sivashinsky, Brattkus, and Davis and Riley and Davis. Bifurcation analysis and numerical computations for the derived evolution equations show that the anisotropy is able to promote the tendency to supercritical bifurcation, and also leads to the development of strongly preferred interface orientations for finite-amplitude deformations. ͓S1063-651X͑99͒02605-7͔
I. INTRODUCTION
During crystal growth from a fluid phase with a vicinal interface, the interface velocity is generally wellapproximated as a linear function of the local undercooling at the interface. For a vicinal surface, the constant of proportionality ͑the interface-attachment coefficient͒ is a strongly anisotropic function of the interface orientation. The characteristic effects of interface attachment kinetics contrast with the assumption of local thermodynamic equilibrium; they are manifested in a number of materials processing applications, including vapor growth ͓1͔, solution growth ͓2͔, and melt growth ͓3͔.
For a vicinal surface, the microscopic picture of a crystalfluid interface consists of a series of atomically flat terraces that are interrupted by steps of roughly atomic dimensions. If the steps are well separated from each other, the mean orientation of the interface then differs only slightly from the singular orientation of the terraces, and the motion of the interface in its normal direction proceeds by layer growth that occurs at the step locations. Therefore, the limiting factors for the growth are the attachment rate at the steps and the step density. This view implies that an interface without steps, which consists entirely of the singular orientation, is stationary, resulting in the strong orientation dependence ͑anisotropy͒ of the interface-attachment coefficient for vicinal interfaces. In practice, for large enough undercooling, steps on a singular interface can arise via two-dimensional nucleation of a new layer in the interior of a terrace, and via defects in the surface, such as screw dislocations that act as step sources. Once steps are present on a singular surface, the mean orientation differs from the singular orientation, and motion of the interface in its normal direction can occur at a finite rate as material is added at the steps. In this paper, we investigate the implications of an anisotropic kinetic law given by an attachment coefficient that is directly proportional to the local slope of the interface, measured relative to the singular orientation.
The effect of attachment kinetics on the morphological stability of a growing crystal has received considerable attention ͑see, e.g., Ref. ͓4͔͒. For the growth of a pure material into a hypercooled melt, finite attachment kinetics can lead to constant velocity growth; a number of linear and nonlinear analyses of the hypercooled growth with kinetics have been performed ͓5-7͔, although the number of experimental studies in this regime is limited ͓8͔. For directional solidification of a binary alloy into a positive temperature gradient, the effect of an isotropic kinetic coefficient is merely to modify the interface temperature; an exchange of linearized stabilities generally holds, and the conditions at the onset of instability are unaffected by kinetic coefficient. The effect of a mild anisotropy is to generate traveling wave instabilities at the onset ͓9͔. The conditions at the onset are again unchanged if the anisotropy is mild enough in which case a quasistatic treatment of the diffusion field is a good approximation, and a weakly nonlinear treatment of the problem ͓10͔ predicts the formation of tilted cells in two dimensions. If the kinetic anisotropy is strong enough, however, a quasistatic analysis becomes inadequate, and the onset of instability can be significantly modified. In this case, the effect of the traveling-wave instability is to produce a phase difference between the perturbed interface and the solute field in which lateral solute transport can significantly stabilize the interface ͓2͔. This kinetic stabilization has also been studied in conjunction with shear flows parallel to the interface, which tend to interact strongly with the lateral step motion ͓3͔.
In various problems of crystal growth cited above, pat- In the following section we formulate the governing equations of the model, in particular the anisotropic kinetic law, and discuss the linear theory that describes the morphological stability of the planar state. In Sec. III we consider longwavelength limits of the governing equations in a variety of limits: First, when including only small effects of anisotropy, we recover the results of Young et al., and then show how a similar scaling may be used to take into account larger effects. We explain why there is no simple extension of the work of Brattkus and Davis and develop a long-wave equation for a somewhat similar scaling which we show to be valid far beyond the limits of the isotropic case. Finally, we use the scalings of Riley and Davis to investigate kinetic anisotropy. Conclusions are presented in Sec. IV.
II. GOVERNING EQUATIONS AND LINEAR THEORY
We consider the one-sided directional solidification of a binary alloy in a reference frame moving with the velocity V of the crystal-melt interface. In this coordinate system, the steady-state planar solution is described by an exponential solute profile
in the liquid region 0ϽzϽϱ, where the interface is located at the point zϭ0. Here C ϱ is the bulk concentration in the liquid far from the interface, the distribution coefficient k gives the ratio of the interface concentration in the solid to that in the liquid, and D is the solute diffusivity in the liquid. Diffusion in the solid phase will be neglected, and for simplicity we shall assume that the temperature field is given by a linear function T(z) with a constant temperature gradient dT/dzϭG. We shall study a kinetic model that is based on step motion for a vicinal interface, and consider a two-dimensional problem for a nonplanar interface zϭH(x,t) and solute field C*(x,z,t) that satisfy C* t ϪVC* z ϭD͑C* xx ϩC* zz ͒, ͑2͒
in the liquid region H(x,t)ϽzϽϱ. The effects of lateral confinement of the system will be neglected, and solutions that are periodic in x will be assumed. We also impose the farfield boundary condition C*→C ϱ as z→ϱ. At the crystalmelt interface zϭH(x,t) we have conservation of solute
and the modified Gibbs-Thomson equation
Here T M is the melting point of the pure material, m is the liquidus slope, ⌫ is the capillary constant, K is the interface curvature, and ␤ is the anisotropic interface-attachment coefficient. We shall assume that this kinetic coefficient has the form ͓2͔
where p represents the orientation of the planar interface z ϭ0 with respect to the singular orientation and ␤ st is a constant. The velocity and temperature of the planar interface are therefore related by
͑6͒

A. The rescaled equations
In order to get dimensionless variables, we rescale lengths with D/V, time with D/V 2 , and replace the physical concentration C* (x,z,t) by (D G C /V)C"x,zϪH(x,t),t…ϩC ϱ /k, where G C ϭ(V/D)C ϱ (kϪ1)/k is the concentration gradient at the planar interface. Note that we mapped the interface to the plane by replacing the original z coordinate by zϩH. Furthermore, we introduce the dimensionless parameters
Here M is the morphological number, ⌫ represents surface energy, and ␤ represents the magnitude of the attachment kinetics. The diffusion equation for zϾ0 then becomes
the solute balance at the ͑mapped͒ interface zϭ0
and the kinetic law at zϭ0 under the condition that the following dispersion relation holds:
Here ␥ and are constants, a is the wave number of the perturbation, ϭ r ϩi is the complex growth rate, and the exponent r is given by
Note that relation ͑14͒ is equivalent to that of Mullins and Sekerka ͓17͔ augmented by a new term added that is proportional to ␣ .
C. Discussion of the dispersion relation
The linear stability of the basic state with respect to the perturbations ͑13͒ is determined by the sign of r ϭRe(). We focus on the neutral stability curves ͑NSCs͒, which are expressed in the form M Ϫ1 ϭM Ϫ1 (a) defined implicitly by the dispersion relation and the condition of zero growth rate, i.e., r ϭ0. Unlike the Mullins-Sekerka case, ϭIm() is no longer zero, meaning that we expect critical modes to be traveling waves. Furthermore, for fixed a, up to three solutions ͓ M Ϫ1 (a),(a)͔ are possible, depending upon the choices of the parameters. The consequences will be discussed below; mainly we focus on three dominant effects: ͑i͒ the nonconnectedness of the neutral stability curve, ͑ii͒ the contribution to the stabilization of the flat interface due to anisotropy, and ͑iii͒ the occurrence of a novel instability at relatively large values of k. All three cases are accessible to asymptotical analyses and these will be developed in subsequent sections.
The formation of multiple branches and isolas is most easily understood when looking at the changes the neutral stability curve undergoes with the variation of the parameters ␣ and k. In Fig. 1 , k is kept constant while ␣ is varied ͑and we thus follow a vertical line in Fig. 2͒ The full line is the NSC in the isotropic case, the dotted curve nearby is the one for small anisotropy (␤ϭ100) which appears to be a smooth deformation of the former. For smaller values of ␤ ͑larger anisotropy͒ the NSC forms two folds which, at still smaller values, pinch off an isola, leaving a lower continuous branch passing through the origin. At some critical value of ␤, finally, the isola vanishes, leaving the continuous branch alone ͑which is not distinguishable from the one at the next higher value of ␤). Note that for uses of illustration only, parameters are chosen such that important parts of the curve are found at negative values of M Ϫ1 ͑and thus not of physical relevance͒.
FIG. 2. Existence domain for isolas varying k and ␤ (␣ ϭ1/␤p
2 ). Isolas contract to a single point at the upper line, and they fuse to the lower ͑continuous͒ branch at the lower line. At the point of intersection of the two lines the neutral stability curve has a cusp. See Fig. 1 for the variation of the neutral stability curve in the vertical direction of the diagram and Fig. 3 for the variation in the horizontal direction. The parameters are ⌫ϭ0.1 and pϭ0.1. At least for small k, the upper line is well approximated by the RileyDavis limit.
viously, the modes being stabilized with respect to the isotropic case ͑at least for small enough k͒. Upon further increase of ␣ , three branches of the neutral stability curve become possible for certain wave numbers; more precisely, the formation of two folds is observed. Beyond a critical value of ␣ the neutral stability curve is composed of a continuous part passing through the origin ͑but which is physically relevant only for small wave numbers͒ and of an isola which, in contrast to the isotropic case, contributes to instability only in finite intervals of wave-numbers and inverse morphological numbers M Ϫ1 ͑see also Fig. 3 for a case of very small k͒. Finally, for high enough values of ␣ , isolas no longer exist; neutral stability is then given by a curve similar to the Mullins-Sekerka one, but generally on different scales of wave numbers and morphological numbers. Similar things are found when ␣ is kept constant and k is varied; Fig. 3 corresponds to following a horizontal line in Fig. 2 . Increasing k, again there is a transition from the continuous, connected neutral stability curve to isolas, and further on the disappearance of the isolas and dominance of instability by the remaining continuous part of the curve. These transitions are summed up in the diagram of Fig. 2 : Two lines define the existence domain of isolas. For low ␣ there is a line of ''rupture'' where the isolas disconnect from the continuous neutral stability curve, and for large ␣ and small k we find a line of ''extinction'' where the isolas retract to a single point and then vanish. At the point of intersection of the two lines, the neutral stability curve has a cusp. It is worthwhile noting that in some cases linear theory predicts a ''stability window'' meaning that the domain of M Ϫ1 for which linear stability holds for all wave numbers is not necessarily the semi-infinite interval as was in the isotropic case, but can now be composed of a semi-infinite interval and a finite interval ͑the ''window''͒. This can be easily understood, when following vertical lines in Fig. 3 . Note, however, that the physically relevant part of the continuous branch of the neutral stability curve is not clearly visible in the latter figure ͑this will become clearer below, when we discuss the absolute stability limit͒.
Summing up the observations made above, we can say that ͑i͒ one to three branches of the neutral stability curve are possible, ͑ii͒ they are not necessarily connected, and ͑iii͒ one of the branches always passes through the origin. We omit discussion of the cases where the isolas only exist for nonphysical ͑negative͒ values of M Ϫ1 . Necessary conditions for the observation of isola are small k and large ⌫. As long as ␣ is taken to be small, it is the term Ϫ⌫a 2 that dominates the NSC for large a. If we take k to be even smaller ͑and dispense with the condition of large ⌫) the stabilization at large wave numbers can be dominated by anisotropy. Or, expressed in physical terms, anisotropy plays a role analogous to that of surface energy, and its influence is strongly stabilizing. ⌫ can then even be chosen to be very small if the anisotropy is strong enough. However, it is not possible to replace the effect of capillarity completely by anisotropy; if ⌫ϭ0, large enough wave numbers are not stabilized.
In both of the above descriptions we have seen, for small values of k, that the effect of anisotropy is stabilizing; different results are found at larger values. In the isotropic case, i.e., in the analysis of Mullins and Sekerka ͓17͔, all modes are linearly stable for ⌫Ͼk Ϫ1 since there the neutral stability curve only exists for negative ͑nonphysical͒ values of M Ϫ1 ͑see Fig. 4͒ . This is the absolute stability limit, which is the complete stabilization of the flat interface by the effect of surface energy. When this limit is approached, the critical value for M Ϫ1 , as well as the critical wave number at which instability first occurs, tend to zero. Figure 5 shows this approach in the presence of kinetic anisotropy. The neutral stability curve now has two maxima: one, here occurring at high wave numbers, which is strongly influenced by ⌫ and which is directly related to the isotropic case, and another, occurring at low wave numbers which is hardly affected by ⌫ ͑see also Fig. 6͒ . It is then easily seen that the latter becomes dominant at some value of ⌫ near the absolute stability limit. This is shown in Fig. 7 . The new instability persists even far beyond the absolute stability limit of the isotropic FIG. 3 . Neutral stability curves for small k (⌫ϭ100, pϭ0.1, ␤ϭ10, and kϭ2ϫ10 Ϫ4 →6ϫ10 Ϫ4 ). The isolas, existing for some range of k, contract as the latter parameter increases. At some critical value the isolas contract to a single point and no longer exist for higher values. Beyond the point of extinction of the isola the plane front solution is dramatically stabilized. The stability is then dominated by the continuous part of the NSC which passes through the origin and which has a minimum at very small values of M Ϫ1 and a ͑see also Fig. 1͒ . The solid curve shows the approximation of the neutral stability curve in the Riley-Davis limit. 1/␤ gives a measure of the anisotropy, 1/␤ϭ0 corresponding to the isotropic case of Mullins and Sekerka.
FIG. 4. Marginal stability diagram in the M
Ϫ1 -⌫ in the isotropic case (kϭ0.1). The plotted lines correspond to the local maxima of the neutral stability curve. The point of intersection with the ⌫ axis ͑at ⌫ s ϭ10) is the point of absolute stability.
case as shown by Fig. 8 . This figure also indicates that, in the presence of kinetic anisotropy, the absolute stability limit no longer exists ͑at least not in terms of the coordinates M and ⌫).
For fixed temperature gradient G, the parameters M, ⌫, and ␤ depend on the dimensional parameters C ϱ and V, which are more useful for comparison to experiments. Figures 9 and 10 show the domains of stability in terms of the latter parameters, limited by the marginal stability curves which are determined by a condition of tangency for the neutral stability curves. Roughly speaking, the marginal stability curves are composed of two branches. The first one is found for low V and can be related to the isotropic case ͑anisotropy slightly stabilizes at very low V͒ and it is also related to the isolas, if they exist. The high velocity branch lies mainly above the upper part of the marginal stability curve of the isotropic case, and is thus beyond the absolute stability limit. It is uniquely due to the presence of kinetic anisotropy. Considering lines of constant C ϱ in Fig. 9 , this gives the following picture: for C ϱ small enough, the planar front is linearly stable for any velocity. For large enough C ϱ it is unstable for some finite interval of velocities, i.e., stable for very low and for very high velocities. In an intermediate range, there are two intervals of velocities for which the planar front is unstable: one for low velocities, reflecting the classical Mullins-Sekerka instability, and one for high velocities owing its presence entirely to the kinetic anisotropy. The theory predicts a point, the point of intersection of the marginal stability curves, where the two phenomena are competing.
In concluding this section, we emphasize the following observations. As expected, a small kinetic anisotropy only yields moderate changes of linear stability, the most important effect being that the instability modes are traveling waves of a preferred direction rather than stationary cellular patterns. The changes can be dramatic if anisotropy is larger; branches of the neutral stability curve can disappear, resulting in a sudden stabilization of the flat interface. Different mechanisms of stabilization and destabilization can arise and eventually become more important than those related to the isotropic case. 9 . Solid lines are NSC in the isotropic case, dots in the anisotropic case. In the isotropic case, the maximum of the NSC goes to zero and is taken at smaller and smaller wave numbers as the absolute stability curve is approached; when ⌫ϭk Ϫ1 , it has a horizontal tangent at the origin. In the anisotropic case there is an additional maximum which becomes dominant for the instability for relatively large values of ⌫. Figure 6 shows more details of the curve.
FIG. 6. Neutral stability curves computed from the full dispersion relation ͑dots͒, computed in the BASL ͑closely fitted solid line͒, and for the Brattkus-Davis limit in the isotropic case ͑down-ward parabola͒.
FIG. 7. Marginal stability diagram in the M
Ϫ1 -⌫ plane for ⌫ near ⌫ s ϵk Ϫ1 (kϭ0.1, pϭ0.01, ␤ϭ10 9 ). Again, the plotted lines correspond to the local maxima of the neutral stability curve. The curved line is related to the isotropic case ͑see Fig. 4͒ , the horizontal line to the new instability. At the point of intersection of the two curves, two modes with different length scales are marginally stable.
FIG. 8. Marginal stability curve in the presence of kinetic anisotropy. In contrast to the isotropic case, there no longer seems to be an absolute stability limit for the anisotropic model. The curve is the continuation of the one of Fig. 7 ͑note the different scales͒.
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III. LONG-WAVELENGTH LIMITS
In this section we look more deeply into the effects of kinetic anisotropy by considering asymptotic expansions characterized by large wavelengths. Various longwavelength limits have been considered in the isotropic case, an overview of which is presented in Ref. ͓12͔; most of the limits considered here are closely related to them. After analyzing the dispersion relation, we shall derive nonlinear amplitude equations which govern the evolution beyond linear instability.
A. The Sivashinsky limit
Linear theory. Sivashinsky ͓11͔ takes the segregation parameter k to be very small, meaning that the solute rejection is almost complete. The NSC is then dominated by 1Ϫ⌫a 2 , except for a small boundary layer in the wave number a ͑see also Fig. 11͒ . Therefore, we wish to define a length scale whose asymptotic limit well approximates the neutral stability curve at its maximum. Set kϭ 2 , ⌫ϭO(1), and M
Ϫ1
ϭ1Ϫ. There is some freedom for the choice of the scalings of the parameters p and ␤; here we take pϭO( 1/2 ) and ␤ϭO(
Ϫ3/2
). Consistent scalings for a and are then a ϭO( where ␦ 1 is determined by the inhomogeneities FIG. 9. Marginal stability curves for the parameters V and C ϱ ͑arbitrary units͒. The planar front is stable to the left of the curves and unstable to the right. The lower branch appears to be a smooth deformation of the curve computed in the isotropic case ͑dashed line͒. The upper branch is due to a new instability and is strongly related to the effect of kinetic anisotropy.
FIG. 10. Marginal stability curves for the parameters V and C ϱ ͑arbitrary units͒. The planar front is stable to the left of the curves and unstable to the right. The curve for the isotropic case is given for uses of comparison ͑dashed line͒. Again ͑as in Fig. 9͒ , the classical instability is related to the lower part of the curve. For the parameters chosen for this plot the neutral stability curve has isolas. FIG. 11. Kinetic anisotropy stabilizes modes with high wave numbers in a way similar to surface energy. The effect is particularly pronounced when the segregation k is small. This makes an asymptotic limit similar to the one by Sivashinsky possible. Shown here are the neutral stability curves for various values of ␤ ͑dots͒ and for the isotropic case ͑solid line͒. Parameters are kϭ10 Ϫ4 , ⌫ ϭ0.01, pϭ0.1, and ␤ϭ300, 150, 100.
and ␥ is determined by the kinetic law. The solute balance at this order imposes the solvability condition
yielding the desired evolution equation
was obtained by Young et al. ͓10͔ in the framework of a simpler model for kinetic anisotropy, and a two-dimensional bifurcation analysis shows that nontrivial solutions bifurcate subcritically. The numerical simulation reveals, as expected, the formation of tilted cells. But although the shape of the cells seems to converge rapidly at the tips, the roots steepen until breakdown, a problem already known from the isotropic case ͑see Ref. ͓12͔͒.
B. Evolution of anisotropy-stabilized modes "EVANST…
Linear theory. In this section we adopt essentially the same scalings as Sivashinsky ͓11͔ or Young et al. ͓10͔, but we now take anisotropy to be larger ͓i.e., ␣ ϭO(1)͔. As we shall see, this asymptotic limit indicates that anisotropy is nearly sufficient to stabilize long-wavelength modes, though a very small contribution of capillarity is still requested to stabilize short-wavelength modes.
We now prefer to write the scaling as follows: Compared to the corresponding result of the preceding section, Eq. ͑17͒, we see that the term ⌫ϩ␣ 2 plays the role of an effective surface energy in the long-wavelength approximation ͑see Fig. 11͒ . However, when shorter waves are allowed, ⌫ cannot be set to zero.
Evolution equation. The derivation of the evolution equation requires the consideration of relatively high powers of . Introduce a slow time scale by letting ‫ץ‬ t → 3 ‫ץ‬ t , and expand the fields as follows:
The first order yields
The following order is then solved to give
At fourth order, where
there is a first condition arising from the solute balance
Then, at fifth order
We do not need the coefficient of e Ϫz , which could be determined by the kinetic law at this order. But the solute balance again imposes an equation, which has to be solved together with Eq. ͑36͒:
Below, we develop both a weakly nonlinear analysis, revealing the bifurcation structure near the onset of the linear instability, and a strongly nonlinear analysis, making predictions on the emerging interface shapes. We expand Eq. ͑39͒ and solve order-by-order in . The firstorder equation is the linear problem with the solution
At second order, the problem may be solved explicitly, the amplitudes turning out to be products in A and Ā . At third order there is a solvability condition
The coefficient of the cubic term is imaginary, so that this equation does not give any information concerning the modulus of A, but it gives an amplitude-dependent correction to C ͑or to the velocity c͒. The fourth-order equation may again be solved explicitly, and finally at fifth order there is another solvability condition which is the Landau equation that we have been seeking. After rescaling of the time t 4 it can be written as
where b and i are real constants, again contributing to a correction of C . Note that i appears as the only consequence of the high-order terms summarized as O(␦ 4 ) in Eq. ͑39͒. The coefficient of the cubic term is real and can change its sign. If ␣ is large enough with respect to ⌫, then the bifurcation is supercritical, meaning that small travelingwave solutions are expected to be observed beyond the threshold of linear instability. If ␣ is small we recover the subcritical bifurcation of Sivashinsky ͑see previous section͒. Roughly speaking, we could say that in this particular limit the effect of anisotropy is to promote a smooth transition from the flat interface to a corrugated one.
Strongly nonlinear analysis. The bifurcation analysis of the previous section predicts the amplitude of sinusoidal front shapes close to the threshold of linear instability. It does not give any indications concerning the shape of the interface when nonlinear effects become more important. The strongly nonlinear analysis of this section has some similarities with the work of Merchant et al. ͓18͔ for a flat pulsating solidification front in the context of rapid solidification. It appears to be even closer to the recent investigations of Golovin and Davis ͓16͔ on a model of anisotropy for solidification into a hypercooled melt; its mathematical basis was elaborated by Bar and Nepomnyashchy ͓19͔. It turns out, however, that the great number of parameters in our problem makes conclusive statements rather difficult, and we shall therefore not investigate the question of selection of amplitudes and velocities of the emerging patterns.
Let us focus on Eq. ͑36͒. When looking for travelingwave solutions of the form
and after integrating once, u is found to be governed by
or formulated as a first-order ODE:
A first integral for this system is easily found in the form
Solutions of Eq. ͑48͒ are then given as contours of constant K. For small amplitudes, they are nearly sinusoidal, suggesting a cell-shaped interface shape, as predicted by the bifurcation analysis. For larger amplitudes, these cells become more and more tilted and finally, as the amplitude gets very large, they are more and more facetlike ͑see Fig. 12͒ . The front is then composed of nearly linear pieces ( pϷc) connected by sharp variations ͑where both q and p vary rapidly͒. This reflects the conflict of the interface trying to align with the crystal lattice while still remaining close to its equilibrium position.
C. The Brattkus-Davis limit
Linear theory. In the isotropic case, the critical wave number and the critical value of M Ϫ1 both tend to zero as ⌫→k Ϫ1 , and finally all modes are linearly stable when ⌫ ϭk Ϫ1 ͑see Fig. 5͒ . This limit, the absolute stability limit, already mentioned in the general discussion of the dispersion relation above, was used by Brattkus and Davis ͓13͔ for the derivation of a strongly nonlinear long-wavelength evolution equation by setting ϭk Ϫ1 Ϫ⌫, M Ϫ1 ϭO( 2 ), kϭO(1), and ⌫ϭO(1). Wave number and growth rate are then to be taken as aϭO( 1/2 ) and ϭO(). If we now try to take into account the effect of anisotropy, two scalings seem to possible for p and ␤. Either we take pϭO( A problem arises when looking at the neutral stability curve in this limit. Set ϭi and separate the above equation into real and imaginary parts
We see that this scaling is inappropriate, as ϰa Ϫ1 , and thus even for small ␣ there is always a band of unstable longwavelength modes. There is no simple way to circumvent this problem, but much is explained by the scaling developed in the next section.
D. Beyond the absolute stability limit "BASL…
Linear theory. The presence of anisotropy gives rise to a new long-wavelength limit unrelated to any limit of the isotropic case, stemming from the additional maximum of the neutral stability curve mentioned earlier in the discussion of the dispersion relation. Let us scale as follows: M Ϫ1 ϭO( 2 ), pϭO(), ␤ϭO( Ϫ4 ), aϭO(), and ϭO(). We determine the neutral stability curve by putting ϭi. At order 2 we get
is determined at the following order by solving
The resulting curve ϭ(a) then grows as a 1/3 at the origin, and after having reached a maximum decays as a Ϫ1 . The neutral stability curve in terms of M Ϫ1 therefore has a vertical tangent at the origin, which is rather unusual. This is corrected by terms of the following order which introduce a singular perturbation near the origin. A more important observation is that we need to have ⌫уk Ϫ1 in order to make this limit work ͑although we may get an accurate description of the neutral stability curve near the origin when ⌫Ͻk Ϫ1 ). In terms of the isotropic case we are here working beyond the absolute stability limit (⌫ϭk Ϫ1 ). Figure 6 shows a comparison of the approximated and the full neutral stability curves. Note that the most important contribution to the neutral stability curve is now given by the frequency term (a). Numerical as well as asymptotic results seem to indicate that, in terms of ⌫ and M, there is no absolute stability limit anymore ͑see Fig. 8͒ . In terms of V and C ϱ , the instability is related to the upper ͑high velocity͒ branches of the marginal curves of Figs. 9 and 10.
Evolution equation. We allow amplitudes of unit order for H and expand the deviations from the basic state ͑12͒ in an asymptotic series:
and introduce two time scales by setting ‫ץ‬ t ‫ץ→‬ t ϩ 2 ‫ץ‬ T . At first order, the diffusion equation together with the solute balance yields
with which the equation for the interface dynamics is satisfied identically. At second order we may determine coefficients ␥ k depending on F 0 such that
satisfies the diffusion equation and the solute balance at this order
Interfacial kinetics now imposes the condition
and for consistency we require the second expression to vanish, which is achieved by setting
In a similar way as at the previous orders we solve the diffusion equation and the solute balance at third order by the ansatz
and after determination of the coefficients, the kinetic boundary condition becomes
where we have divided by 1ϩF 1x /p. L and N are given by
For evident reasons there is a solvability condition of the form
where R is given by the integral
Bifurcation analysis. A plot of the function R in Eq. ͑71͒ is shown in Fig. 13 . A power series developed about xϭ0 shows that there is no linear term in x and the sign of the quadratic term is positive. This is sufficient to tell us that the underlying bifurcation problem for the critical modes gives only subcritical bifurcations.
Absent from this analysis are other nonlinearities, as appear in the Brattkus-Davis limit. They can be included by using different scalings of H and C. It turns out that the coefficients of the these nonlinear terms are such that they do not significantly influence the bifurcation behavior ͑i.e., the corresponding contribution to the Landau coefficient remains imaginary͒.
E. The Riley-Davis limit
Linear theory. A further case which we would like to take into consideration is the scaling used by Riley and Davis ͓12͔: ϭ⌫
2 ), aϭO(), and ϭO( 2 ). We choose pϭO() and ␤ϭO( Ϫ1 ), leading to
Splitting this equation into real and imaginary parts allows us to get the neutral stability curve
on which the Hopf frequency is given by the following:
Obviously the two branches do not exist for all values of a, suggesting that they approximate the isolas described above ͑see Fig. 3 , for example͒. The curves only exist for values of k and ␣ for which
On the other hand, we recover the form of the neutral stability curve of the unperturbed case by simply putting ␣ ϭ0, though this perturbation is singular. Evolution equation. In this limit we are no longer allowed to work on the basis of the known solution C which immediately complicates the involved terms. Our ansatz for the solution is now
giving the following solution for C 0 at leading order:
with A being defined as
The diffusion equation at first order is inhomogeneous, and its solution may be written as
␥ could be determined by the equation for the interface kinetics, but we shall not need it here. ␦ 2 is found determined by the diffusion equations to be
It is the solute balance which imposes the solvability condition, which turns out to be
or, in its expanded form, measures the departure from equilibrium, whereas b has to be computed; the general formulas are displayed in the Appendix. Depending upon the sign of b there are subcritical (bϾ0) or supercritical (bϽ0) bifurcations. Results of the computations are displayed in Fig. 14 . First, note that ͑as mentioned above͒ the neutral stability curve does not exist for k␣ 2 Ͼ 1 16 . On the other hand the figure shows that, as expected, the results of the isotropic case are recovered when ␣ →0, i.e., that the bifurcation is supercritical for kϾ 1 9 and subcritical otherwise. The most important change of the bifurcation structure is that supercritical bifurcations now occur also for small k, if ␣ is large enough.
IV. CONCLUSION
Our investigations are based on a version of a classical one-sided model of directional solidification of a dilute alloy ͓17͔ including effects of kinetic anisotropy. In contrast to the physics of the underlying model, which is dominated by diffusion, mass conservation and surface energy, the mathematical formulation of the kinetic law relies upon considerations of the microscopic process of atoms or molecules attaching to step sites of a vicinal surface. Linear theory reveals three principal features associated with the new effects which connects the parts of this paper: ͑i͒ The possibility of multiple branches of the neutral stability curve, leading to the formation of isolas in some ranges of the parameter space, ͑ii͒ the important stabilization of the plane front in the case of small segregation coefficients k, and ͑iii͒ destabilization by the presence of a novel mode, typically related to high velocities V and low wave numbers.
In the wake of former asymptotic analyses of the isotropic model ͑Refs. ͓11-13͔͒ we find asymptotic expansions of the dispersion relation which give some insight to the three observations stated above. Working with the scalings established for the linear theory, we then derived equations for the evolution beyond the threshold of instability.
As far as linear stability is concerned, only in the case of the Riley-Davis limit ͑see Ref. ͓12͔͒ does the straightforward inclusion of the anisotropy terms within the asymptotic analysis of the isotropic case lead to interesting results; it gives a good description of the isolas and their extinction. The nonlinear evolution equation we find in this case turns out to be very complicated and we therefore restricted our attention to the investigation of the type of bifurcation. Both subcritical and supercritical bifurcations are found, and in contrast to the isotropic case, supercritical bifurcation is also possible for small values of k.
The Sivashinsky limit ͑see Ref. ͓11͔͒ only predicts that the most unstable modes are traveling waves instead of stationary cells, but leaves the neutral stability curve unaffected. While this limit is modified in a way that emphasizes the fact that the critical modes are traveling waves, one sees that anisotropy strongly to stabilizes the planar front for small k. The eigenfunctions of the linear problem as well as comparison to the parent problem of directional solidification in presence of a shear flow ͓3͔ indicate that the physical explanation of this effect is a phase shift between interface deformations and the concentration profile. A first nonlinear evolution equation for this limit turned out to be the same as investigated by Young et al. ͓10͔ for a similar, but simpler model. The results they had obtained were that tilted cells bifurcate subcritically from the planar solution. In our modified version of this limit ͑i.e., when anisotropy is taken to be stronger͒, the subcritical bifurcation of Sivashinsky can become supercritical, i.e., that the interfacial pattern can appear in a smooth transition from the flat solidification front. Furthermore, a strongly nonlinear analysis predicts that the interface forms a periodic ''facetlike'' structure for larger amplitudes.
The Brattkus-Davis limit ͑see Ref. ͓13͔͒ breaks down when the anisotropy terms are added naively, due to the presence of a novel instability which occurs on a different scale. The limit is applicable near the absolute stability limit of the isotropic case, i.e., near the complete stabilization of the planar interface by surface energy, but it cannot take into account the new instability which is almost unaffected by the presence of surface energy. We show how to establish a limit describing the new instability which is now purely due to the kinetic anisotropy ͑although capillarity can be included in the description͒. Thus, it seems that the tendency of the interface to align with the crystal direction by the effect of attachment kinetics is now stronger than any influence of the capillarity. It seems to be plausible that, at the high rates of solidification where the phenomenon occurs, the energy related to the attachment of the atoms dominates over surface energy. We do not give a detailed analysis of the evolution FIG. 14. Bifurcation structure in the Riley-Davis limit for the parameters k and 1/␤, with pϭ0.1. The bifurcation is supercritical in the black zone and subcritical in the white zone. There is no neutral stability curve for this limit in the gray zone, and our analysis does not apply. Note that we recover the transition from subcritical to supercritical bifurcations of the isotropic case (1/␤ϭ0) which takes place at kϭ1/9. equation that we derive in connection with this novel instability, and which could be called ''strongly anisotropic.'' However, a bifurcation analysis indicates that periodic solutions appear subcritically beyond the point of linear instability, and thus that we do not expect them to appear smoothly at the threshold of linear instability.
