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Abstract 
The Neurorobotic Interface for Decoding a Skilled Hindlimb Movement  
Before and After a Spinal Cord Injury	  
Robert Davisson Flint III 
 
 
 
The long-term goal motivating this research is to design a Neurorobotic Interface that 
will allow the restoration of lower limb control after a neurologically complete spinal 
injury.  The project’s central hypothesis is that populations of single neurons in the 
hindlimb representation of the motor cortex could (1) be shown to encode specific 
kinematics of a skilled hindlimb movmement, and (2) continue to encode for movement 
intent following a complete spinal transection.  Adult rats were trained to press a lever 
with a hindlimb in response to an audible cue.  Following behavioral training, animals 
were implanted stereotaxically with chronic indwelling arrays of 50 μm stainless steel 
microwires into the hindlimb representation of the motor cortex.  Spiking activity was 
then recorded from ensembles of single neurons while the animals resumed the skilled 
hindlimb lever press behavior.  Offline analysis of spiking activity, with lever position 
data, quantified the degree of correlation between neuronal firing and the kinematic 
parameters of the movement, as well as the temporal tuning properties of the cells.  Later, 
control of reward delivery was changed from lever-press activity to the value of a 
weighted-sum average of the activity of the neural ensemble, calculated in real time 
during the experiments.  Once neural control had been established, the lever was 
removed, and finally a complete mid-thoracic spinal transection surgery was performed.  
Offline analysis of the population activity showed that cortical firing patterns could 
encode for the intention to move, with or without actual limb movement.  Decoding 
accuracy changed with algorithm update frequency, possibly indicating that functional 
	   xi	  
reorganization took place in the cortex because of the neurorobotic paradigm. Following 
transection, there were decreases in both the proportion of cells modulating their activity 
in response to the audible cue, and in the firing rates of those cells.  Decoding accuracy 
did not significantly decrease, however, as a result of spinal transection, and the 
significant effect on overall accuracy by algorithm update frequency was not apparent 
following transection.  These results indicates that the presence or absence of an injury 
condition does not irrevocably prevent the use of a Neurorobotic Interface, as movement 
intent is preserved following injury. 

	   1	  
INTRODUCTION 
 
 
The disability inflicted by a Spinal Cord Injury (SCI) is unquestionably severe, 
particularly in the case of complete transection injuries.  It has been estimated that nearly 
250,000 individuals in the United States alone live with this disability, with 11,000 new 
cases added each year (Jackson et al. 2004).  Even with intensive therapy, gains toward 
meaningful restoration of voluntary control over movement continue to be disappointing, 
largely due to the limited capability of the central nervous system (CNS) to regenerate 
damaged axons (McDonald et al. 2002).  The isolation imposed by SCI renders 
ineffective the chief adaptive mechanism possessed by the adult central nervous system: 
plasticity, or the ability to alter the functional structure of existing networks to suit new 
goals.  Despite the isolation caused by SCI, though, some evidence has been presented 
that the cortex may retain its ability to generate output signals.  Schmidlin et al. (2004) 
found a recovery of the motor cortical representation of the hand following cervical 
spinal hemisection that paralleled the time course of behavioral recovery.  Shoham et al. 
(2001) observed motor cortex activity in SCI patients for attempted movement to be 
similar to activation in normal control subject as they actually performed the movement.  
Cramer et al. (2005), also using function Magnetic Resonance Imaging to study neural 
activity in SCI patients, found cortico-thalamic-cerebellar circuits to be preserved for 
both attempted and imagined movements years after SCI.  There is also histological 
evidence that a lesion to the cortiospinal tract does not lead to measureable cell loss in the 
motor cortex in macaques (Wannier et al. 2005). 
The perseverance of cortical output signals appropriate to movement following 
SCI highlights the potential for the use of the Neurorobotic Interface (NRI).  This tool, 
	   2	  
first proposed by Schmidt (1980) and first demonstrated by Chapin et al. (1999) , is a 
conjunction of technologies, materials, and techniques for establishing direct 
communication between groups of single neurons in the brain and an external effector.  
The NRI is also called the Brain-Machine Interface, the Brain-Computer Interface, or the 
neuroprosthetic interface, though the Brain-Computer Interface in particular often 
connotes the use of non-invasive modalities for measuring neural activity.  The potential 
of the NRI for use after spinal injury stems from three of its demonstrated attributes: the 
ability to decode specific kinematic parameters of movement (Chapin et al. 1999; 
Wessberg et al. 2000; Taylor et al. 2002; Carmena et al. 2003; Paninski et al. 2004a; 
Paninski et al. 2004b; Mulliken et al. 2008; Lebedev et al. 2005; Velliste et al. 2008; 
Fitzsimmons et al. 2009; Song et al. 2009), the preservation of decoding in the absence of 
actual movement (Carmena et al. 2003; Ojakangas et al. 2006; Kim et al. 2008; Truccolo 
et al. 2008; Dushanova and Donoghue 2010), and the potential for incorporation of the 
NRI itself into the cortical representation of movement (Carmena et al. 2003; Lebedev et 
al. 2005; Jarosiewicz et al. 2008). 
Edward Evarts (1966; 1968) first demonstrated a relationship between specific 
kinematics of limb movement (muscle force) and modulations in the spiking activity of 
single neurons in the motor cortex of the monkey, using neurosurgical techniques 
pioneered by Wilder Penfield in the 1930s and reported by H.H. Jasper (Jasper 1958).  
Georgeopoulos et al. (1982; 1986) demonstrated that firing rate data, recorded serially 
from single cortical neurons over repeated trials of a movement task, could be modeled 
collectively as a control signal produced by a neural population acting in concert to 
encode direction of reach.  Since that time, wide-ranging studies have found significant 
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correlations between neuronal firing and a large number of kinematic parameters such as 
hand position, hand velocity, segmentation of curved movement, gripping force, final 
target location, and various joint torques (Georgopoulos et al. 1988; Kettner et al. 1988; 
Schwartz et al. 1988; Kalaska et al. 1989; Scott and Kalaska 1995; Crammond and 
Kalaska 1996; Kalaska et al. 1997; Scott and Kalaska 1997; Scott et al. 1997; Moran and 
Schwartz 1999a; Moran and Schwartz 1999b; Schwartz and Moran 1999; Cisek et al. 
2003).  The number of kinematic parameters successfully correlated to neuronal firing 
modulation suggests that cortical encoding of movement is complex, and capable of 
representing more than one aspect of a movement simultaneously.  Recently, the NRI has 
also been demonstrated to decode the kinematics of the hindlimb, in bipedal treadmill 
walking in monkeys (Fitzsimmons et al. 2009) and rats trained to walk on a treadmill 
with a robotic pelvic orthosis (Song et al. 2009). 
The ability of a Neurorobotic Interface to decode movement intent in the absence 
of real limb movement is critical for its success in any post-SCI application.  Animal 
studies in rats (Chapin et al. 1999) and primates (Carmena et al. 2003; Velliste et al. 
2008) that were trained to perform a skilled movement have successfully demonstrated 
neural control by the cortex over an external effector, such as a robot arm.  This control 
has led, in some cases, to a voluntary reduction or cessation in overt arm movements by 
the animal, when such movements were no longer necessary.  In other cases, when neural 
control was implemented, the limb formerly used to execute the movement was 
restrained (Ganguly and Carmena 2009).  One group has even inferred a relationship 
between neuronal firing modulations of a human SCI patient and the kinematics of an 
imagined movement (Kim et al. 2008; Truccolo et al. 2008).  Other work has based the 
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initial training stage of a movement-intent decoder on recordings taken while restrained 
primates witnessed the movement performed by a robot arm (Wahnoun et al. 2006). 
The healthy motor cortex is capable of modifying its own activation patterns, 
allowing the acquisition and practice of new motor skills (Nudo et al. 1996; Kleim et al. 
1998; Jones et al. 1999; Nudo et al. 2001; Kleim et al. 2002a; Kleim et al. 2004).  The 
NRI’s application as a therapeutic device following SCI would take advantage of this 
capability to restore a functional target for the firing patters of cortical neurons.  The 
existence of functional reorganization as a result of NRI use in healthy animals (Carmena 
et al. 2003; Jarosiewicz et al. 2008) implies that the cortex is capable of integrating an 
external interface into its representational layout.  These results have built on the early 
findings of Fetz (Fetz 1969; Fetz and Finocchio 1971) that showed it was possible to 
condition cortical cells to modulate their firing in exchange for a reward, even if such 
conditioning occurred outside any relevant behavioral context.   
Though some results have been obtained from human SCI patients, indicating at 
least the feasibility of employing a Neurorobotic Interface post-injury (Hochberg et al. 
2006; Kim et al. 2008; Truccolo et al. 2008), no studies have been undertaken to 
systematically explore the changes that occur in the cortical representation of a skilled 
movement with SCI.  Likewise, there exists no data as yet that describes the ability of a 
neurorobotic device to maintain decoding accuracy from a population of single cortical 
neurons, both before and after a spinal cord injury.  A demonstration of this ability is vital 
to the extension of efforts to translate neurorobotics from a research tool to a meaningful 
therapeutic device.  Therefore, the rationale for the current study is that it will aid in the 
creation of a necessary bridge between laboratory investigations into the cortical control 
	   5	  
of reaching in healthy subjects and attempts to implement intent-based decoding in SCI-
injured individuals.  The central hypothesis is that (1) a population of neurons from the 
motor cortex can be shown to encode specific parameters of movement in a hindlimb 
movement executed by a quadruped (a rat), and that (2) encoding for this movement 
continues after a complete spinal transection. The central hypothesis is tested with the 
following three specific aims: 
 
Specific Aim I: To identify parameters of hindlimb kinematics 
that are encoded by the motor cortex of the rat during a skilled 
hindlimb reaching movement.   
Hypothesis: The rat hindlimb cortex encodes position and velocity, 
as well as timing parameters such as onset and duration of movement. 
Specific Aim II: To utilize hindlimb motor cortical signals 
from the rat, in an open-loop neurorobotic paradigm, to decode the 
animal’s intent to move, both in the presence and absence of a real 
limb movement.   
Hypothesis: Pairing reward with neural activity representative of a 
movement, rather than the movement itself, will not significantly diminish 
decoding accuracy, and will provide a means by which intent can be 
quantified when the original conditioned movement is no longer 
performed. 
Specific Aim III: To demonstrate the preservation of 
movement encoding following a complete transection model of spinal 
cord injury.   
Hypothesis:  Movement intent, as quantified in Aim II, is preserved 
and detectable following the transection. 
 
 
These aims were accomplished by training rats to press a lever with either 
himdlimb in response to an audible tone cue, while recording populations of single 
neurons from the infragranular layer of the motor cortex.  In the first stage of the study 
(behavioral control), animals were rewarded for their lever-press activity.  Next, the lever 
was removed and neuronal signals in response to the tone were decoded to evaluate the 
intention to press (neural control), regardless of actual limb movement.  Finally, animals 
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underwent complete mid-thoracic surgical transection of the spinal cord, and their ability 
to produce a neuronal signal similar to the pre-injury control signal was used to determine 
if they would receive a reward.   
The completion of these aims provides a new and more complete basis for 
understanding the processes that occur during learning, acquisition of neural control over 
a neuroprosthetic, and modification occurring as a result of CNS injury. 
 
METHODS 
 
 
All animal procedures were conducted in accordance with Drexel University 
Institutional Animal Care and Use Committee-approved protocols, and followed 
established National Institutes of Health guidelines.  Throughout the study, except when 
actively training or recording, animals were housed in a dedicated facility on a 12 hr. 
light/dark cycle, with ad libitum access to food.  Water access was regulated according to 
a volume/time criterion.  Animals’ intake of water was measured during execution of the 
learned task, and if the volume of water obtained during daily training (or recording) fell 
short of 45 ml/kg, the animal was granted time-based ad-libitum access to water so as to 
maintain overall health.  Animals were weighed daily; a weight loss of 10% of the 
animal’s pre-training weight due to the water schedule was acceptable.  If weight loss in 
excess of this amount or poor overall health was noted, the animal was removed from the 
study. 
Behavioral training in the skilled hindlimb lever-press. 
 
 
11 adult male Long-Evans rats were trained in a skilled hindlimb lever-pressing 
task.  Training sessions took place in a behavioral chamber consisting of an 8-inch by 8-
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inch by 12-inch (w x h x d) clear acrylic cube.  Near the rear of the chamber, a flat lever 
protruding from a hole in the chamber floor was available to be pressed downward.  
Upon release, a spring returned the lever to its start position.  Animals were trained to 
depress and release the lever with one hindpaw when presented with an audible cue (the 
chime; see figure 1 for a schematic of the task).  The chime continued to sound until a 
successful press/release was detected, or until a 3 second timeout was reached. Successful 
completion of the task activated a solenoid valve that dispensed approximately 0.1 mL of 
water after a 500-millisecond delay following the end of the press.  The water was 
delivered into a small basin at the front of the chamber, to which the animals had 
unrestricted access.  After consumption of the reward following a successful trial, the 
animal was required to maintain a quiet period of no overt hindlimb movements for a 
randomized period of 3-5 seconds before the next chime was given.  Animals were not 
restrained in any way during any part of the training, other than being enclosed within the 
chamber.  Behavioral failures, either false negative (failures to respond to the chime 
before the timeout) or false positive (incorrectly depressing the lever in the absence of the 
chime) resulted in dimming of the house lights for 3 seconds.  Animals were trained 
through repeated practice to behavioral proficiency, defined as: at least 50 complete and 
correct responses per session, with a greater than 90% ratio of correct responses to total 
trials, together with a less than 10% ratio of inappropriate spontaneous presses to total 
number of presses.  No other constraints were placed on the animal regarding movement 
timing or strategy.    
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Figure 1.  Animal training. 
1. After a randomized period of 3-5 seconds, the chime sounded, cueing 2. the press and release, which, if 
completed within three seconds of chime onset, led to 3. a water reward. 
 
 
 
All animals achieved proficiency in the task through the use of a single hindlimb, 
without turning inside the chamber.  9 of 11 animals preferred to use the right hindlimb, 2 
used the left hindlimb.  Once the task was learned and well practiced, most presses were 
carried out without obvious visual guidance; i.e., the animals appeared to rely upon 
proprioceptive rather than visual feedback cues to guide a backwards reach and press. 
 
Chronic microwire implantation 
 
 
All surgical procedures were carried out under aseptic conditions.  Animals were 
provided ad libitum access to water for 48 hrs. immediately prior to the surgery, to ensure 
adequate hydration during the procedure.  On the day of surgery, animals were treated 
with Atropine (0.05 mg/kg) to minimize excess mucosal production associated with 
orotracheal intubation.  At the beginning of the procedure, animals were intubated so that 
mechanical ventilation could be provided throughout the surgery.  Ventilation was 
performed using a Harvard Apparatus model 683 small-animal ventilator (Harvard 
Apparatus, Holliston, Massachusetts) set at 70 strokes/min., and an end-tidal volume of 
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0.7 cm3.  Anesthesia was maintained with an O2-isoflurane gas mixture; the instantaneous 
concentration was varied as needed but had a mean value (after induction) of 
approximately 0.75% - 1.0%.  Heart rate and partial pressure of blood O2 were monitored 
continuously using a digital pulse oximeter (Surgi-Vet, Inc., Waukesha, WI).  The skin 
over the animal’s skull was shaved, and then disinfected using isopropyl alcohol and 
iodine.  The animal was placed into a stereotaxic apparatus (Cartesian Research, Sandy, 
OR).  The skin over the skull was incised along the midline and retracted using 
hemostats.  The fascia was cleared from the skull’s surface, and the bone cleaned with 
saline, then dried.  The skull was centered by aligning Bregma (in the X-Y plane) with 
the central axis point of the stereotaxic frame, and then leveled.  Burr-holes for 
grounding/anchor screws were made at 4 locations on the skull, removed from the site 
selected for electrode implantation.  Craniotomies were made bilaterally over the 
hindlimb motor cortex (Chapin and Lin 1984; Leergaard et al. 2004; Paxinos and Watson 
2005).  See figure 2.  The dura mater was left intact until just prior to electrode array 
placement, to maintain the proper hydration of the brain surface and to minimize 
swelling.  In order to lower the electrode arrays, the dura mater was incised and reflected 
to create an opening sufficient to admit the array.  Electrode arrays consisted of a square 
4x4 grid arrangement of 50 µm Teflon-coated, blunt-tipped stainless steel microwires 
with an inter-row/column spacing of 350 μm.  Arrays were custom manufactured by 
Neurolinc Corporation (Basking Ridge, NJ).  The electrodes were electrically referenced 
to the potential of the cerebrospinal fluid under the surface of the skull in an area  
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Figure 2.  Array implantation.   
A,  Superior view (schematic) of the rat cotex, showing somatotopic representations.  Adapted from 
Leergaard et al. (2004).  HL, hindlimb, FL, forelimb, TR, trunk.  The solid lines delineate sensory areas, 
while the dotted lines mark motor areas.  Red oval, target for array implantation.  B, C, 16 channel stainless 
steel microwire array.  The 16 wires were 50 μm in diameter, and insulated with Teflon except at the tip.  
Row/column spacing was 350μm.  D, Coronal view (schematic) of the rat cortex (Paxinos and Watson 
2005), showing primary and secondary motor areas (M1, M2) as well as primary somatosensory cortical 
representations of the hindlimb (S1HL) and forelimb (S1FL).  X-axis, mm from midline.  y-axis, depth.  At 
the target coordinates (3-D box in red), the surface of the brain is approximately 0.25 mm from the top of 
the grid.  Each of the grey lines represents a column of microwires. Inset box: sagittal view of the rat brain, 
the vertical black line marks the positioning of the coronal section seen in the larger image. 
 
 
 
removed from the site of surgery (the grounding/anchor screws).  The depth of the array 
was referenced to the surface of the brain.  As each array was lowered, neural activity 
was pre-amplified, band-pass filtered at 100 Hz to 8 kHz, and digitized using a National 
Instruments (Austin, TX) PCI-6551 data acquisition device.  Digitized waveforms were 
displayed using Recorder software by Plexon Inc (Dallas, TX).  The pre-amplified, 
filtered analog signal was also monitored using an oscilloscope and speakers.  Electrodes 
were lowered at a rate of 40 μm/min.  At each 20 μm step, the cutaneous surface of the 
limbs was gently stimulated using a blunt-tipped probe.  Taking advantage of the 
sensory/motor overlap in the hindlimb cortex of the rat (Leergaard et al. 2004, figure 2A), 
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neural firing associated with the somatosensory response to paw/limb stimulation could 
be used to confirm electrode penetration depth.  The electrodes were lowered until they 
reached the infragranular layer of the cortex, 1.2-1.3 mm referenced from the surface of 
the brain.  As mentioned, penetration depth was corroborated by sampled neural activity; 
when the characteristic large amplitude layer V-VI neurons were present on the majority 
of electrodes, the array was cemented in place.  The connectors were surrounded with 
dental cement (Lang Dental Manufacturing Co., Wheeling, IL), creating a pedestal, or 
‘head cap’, that formed a base to which headstages would be attached during recording 
sessions.  Just before recovery from anesthesia, animals were given analgesia (0.05 
mg/kg Buprenorphine) to mitigate post-operative distress, and initiated upon a 
prophylactic course of antibiotics (ampicillin, 0.1 mg/kg, Webster Veterinary, Sterling, 
MA).  Animals were returned to housing at the end of the procedure, and allowed to 
recover there for a period of one week before resuming behavioral training and single-
neuron recording.  During this recovery period, analgesia was delivered up to twice more, 
depending on an assessment of the animal’s discomfort level (Council 1992).  Body heat 
support was provided via heating pad for the first 12-24 hours, again contingent upon an 
appraisal of the animal’s overall well being.  Animals were monitored every 2 hours for 
the first 12 hours following the end of surgery, 3 times/day for the following 48 hours, 
and at least once per day thereafter. 
Neural recordings: data acquisition and single-neuron discrimination 
 
 
Neural data signals were amplified 20x and wide-band filtered (0.8 Hz to 54 kHz) 
at the level of the implant using Triangle Biosystems, Inc. (Durham, NC) Neuro16BPG20 
Very Large Scale Integration (VLSI) headstages before being passed to the pre-amplifier 
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stage.  All neural data acquisition was performed using a Multichannel Acquisition 
Processor (MAP, Plexon Inc., Dallas, TX).  The MAP pre-amplifier contains differential 
OP-Amps (gain 50, bandpass 100 Hz to 8 KHz).  The OP-Amp output signals were 
transmitted, through ribbon cables, to 32 A/C coupled differential amplifiers located on 2 
input boards, each containing 16 amplifiers. Once in the input boards, the analog signals 
pass through a first level of amplification (jumperable gain of 1 or 10), are filtered 
(bandpass 400 Hz to 8KHz), and reach the final stage of amplification (programmable 
multiplier stage, ranging from 1 to 30).  These boards also include one 12- bit analog-to-
digital (A/D) converter per channel that simultaneously digitizes the waveforms defining 
extracellular action potentials at 40KHz.  After A/D conversion, the signals are routed to 
DSP boards, each of which contains four digital signal processors (DSP, Motorola 5602) 
running at 40 MHz (instructions read at 20 MHz).  Each DSP handles data from eight 
input channels and contains 32K 24-bits of SRAM and 4K 16-bit words of dual port 
SRAM memory.  A single host PC computer running Microsoft Windows XP (Microsoft 
Corp., Redmond, WA) is responsible for controlling the MAP over a serial line.  Spike 
discrimination programs are downloaded from the PC host to the DSPs.  Single spikes 
were discriminated by combining a modified version of a principal component algorithm 
running in real-time and a template matching procedure.  Discrimination of multiple 
single units on a single electrode was carried out using clustering of waveform 
projections onto principal component space with manual verification by oscilloscope 
display and audio output of the raw signal.  During the experiment, the time of 
occurrence of each of the valid spikes, for each of up to 32 channels, is transferred to the 
hard disk of the PC host through a parallel bus. 
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Behavioral data acquisition 
 
 
Lever pressing activity was transduced using a linear position sensor (P112, 
Positek, Cheltenham, UK).  A 5 Vp-p, 5 kHz sine wave was applied across the sensor; 
deflection of the sensor modified the amplitude of the sine wave.  The sine wave at the 
sensor’s output was rectified using a full wave bridge rectifier to generate a DC 
representation of the lever position.  This signal was acquired using a National 
Instruments PCI-6081 data acquisition device, and stored on a host PC running Microsoft 
Windows XP, using a custom built National Instruments’ LabVIEW virtual instrument.  
Along with the position data, the times of the chime cues, times of solenoid energization 
(i.e. reward delivery), and times marking inappropriate presses (i.e. times when the house 
lights were dimmed) were digitized at a rate of 1 kHz using the PCI-6081, and stored on 
the host computer.  The acquisition of behavioral data was kept synchronized with the 
acquisition of neural signals by use of a 1 kHz hardware clock pulse generated by the 
MAP unit, as well as a TTL pulse generated at the start of neural recording. 
 
Time course of the study 
 
 
An overall experimental timeline for a single animal’s participation in the study is 
provided in figure 3.  There were four phases to the study, corresponding to four distinct 
Control modes.  The Control modes were distinguished by the source of the signal used 
to determine whether a correct response was made to the chime.   
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Figure 3.  Experimental timeline.   
In each panel, the presence of a black arrow indicates the source of the control signal for delivery of 
reward.  A white arrow indicates that data was recorded passively.  A.  Animals were trained in the skilled 
hindlimb task to behavioral proficiency (>90% correct responses to chime, <10% ratio inappropriate 
spontaneous presses/all presses).  They then underwent surgical implantation of microwire arrays, after 
which neural recordings began.  B. Under Behavioral Control, lever presses were required to receive a 
reward.  Neural activity was acquired and stored for offline analysis.  C, Neural Control – Behavior mode 
used neural activity to determine reward delivery.  Lever press activity was optional (left vs. right shows 
press vs. no press).  D, In Neural Control – Only mode the lever was removed from the behavioral 
chamber.  Neural activity was used to deliver rewards.  No behavioral data was available.  E, Neural 
Control – Transection mode utilized neural signals to control reward delivery in spinalized animals. 
 
 
Behavioral Control mode 
 
 
Behavioral Control sessions were initiated following recovery from microwire 
implantation surgery.  The animal’s experience of the task while in Behavioral Control 
(BC) was identical to its training: following an enforced period of 3-5 seconds quiet 
waiting with no overt hindlimb movements, the animal was required to depress the lever 
and release it.  The chime continued to sound until a successful press/release, or until the 
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timeout was reached (3 seconds).  Successful trials were rewarded, following a 500 msec 
delay, by delivery of approximately 0.1 mL water using a solenoid pinch valve.  Single 
neuron activity was passively recorded by the MAP unit during Behavioral Control 
sessions.   
 
Neural Control modes: Neural Control – Behavior, Neural Control – Only, Neural 
Control post-Transection 
 
 
Neural data was analyzed offline following every recording, using a combined 
Principal Component Analysis/Independent Component Analysis technique (PCA/ICA).  
Details of the analysis are given below, under Data Analysis.  In brief, the PCA/ICA 
reduces the dimensionality of the data from several dozen neurons to a small number of 
principal components using singular value decomposition, and then applies an extended 
infomax ICA algorithm in order to maximize the statistical independence of the 
components, which constitute several alternate reconstructions of the neural signal 
(Makeig 1996; Lee et al. 1999).  ICA component outputs have been shown to detect high-
level interaction between source signals better than linear algorithms, such as PCA, alone 
(Laubach et al. 1999).  The components themselves are weighted-sum reconstructions of 
the neural data.  The weights used to generate these reconstructions can also be applied to 
subsequent neural data, allowing new recordings to be analyzed with respect to the 
weights associated with previous days. 
For recordings subsequent to the first day, Neural Population Functions (NPFs) 
were generated in real time, using a LabVIEW virtual instrument (VI) that utilized the 
MAP system’s server-client architecture to process the neural spike data as it was 
acquired.  NPF data was calculated as a weighted sum of the spikes available in the 
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acquisition buffer, which held on average approximately 50 msec worth of spikes.  The 
NPF data was then smoothed over the most recent 2 sec of data, and displayed.  
Smoothing was accomplished by use of a sliding direct ratio: for each moment in time, 
the most recent 1 second of NPF data was summed, then divided by the summed values 
of the prior second, such that a value of 1.0 represented no change in the population 
activity.  The VI calculated and displayed up to four such smoothed NPFs 
simultaneously, and allowed the selection of which NPF would serve as the control 
signal, if the session was in Neural Control mode.  Since NPFs were calculated from sets 
of weights obtained by analysis of previous recording days, choosing which NPF to use 
meant choosing which prior recording day’s weights to use.  Typically, the weights 
chosen were those calculated from either the previous day, or from ‘day01’, the first day 
of recording for that animal. 
In Behavioral Control mode, these online NPFs were monitored to determine their 
suitability for eventual use as a control signal.  In the three Neural Control modes, the 
NPF was continuously evaluated against a pair of thresholds.  Lever press/release 
behavior was typically represented by a peak, either preceded by or followed by a trough, 
in the smoothed NPF.  Therefore, after each chime cue, the NPF value was required to 
exceed the higher of the two thresholds, as well as drop below the lower threshold.  If 
these criteria were met before the 3-second timeout, the VI triggered a water reward.  As 
in Behavioral Control mode, the chime continued to sound until the reward was 
triggered, or the timeout was reached.   
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Neural Control - Behavior 
 
  
In Neural Control – Behavior (NCB) mode, the physical presentation of the 
behavioral apparatus was unchanged from Behavioral Control (BC) mode.  The animal 
was no longer required to execute any pressing movement, nor was it rewarded for doing 
so, but the choice remained to perform the behavior.  The neurorobotic interface utilized 
in this study included only a single binary point of feedback: the cutoff of the chime prior 
to its three-second timeout was the indicator for trial success, and impending reward.  
This feedback seemed to be well understood by the animals in BC mode: upon 
completion of a trial and subsequent chime cutoff, the animals would begin inspecting 
the basin at the front of the chamber for their reward.  In NCB mode, this feedback 
mechanism introduced the possibility that the animal might begin to conceptually 
dissociate actual limb movement from NPF response. 
 
Neural Control - Only 
 
 
Once an animal had completed several recordings in each of Behavioral Control 
and Neural Control – Behavior modes, the lever was removed from the behavioral 
chamber.  In Neural Control – Only (NCO) mode, the method of exerting control over the 
animal’s reward was unchanged from NCB mode.  The Neural Population Function was 
once again calculated in real time during each recording session, and evaluated against 
twin thresholds in order to determine whether the animal’s response to the chime 
constituted intent to press. 
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Neural Control post - Transection 
 
 
The final stage of neurorobotic control to be tested involved a complete spinal 
transection at the mid-thoracic level (T9 vertebra).  Details of the surgery can be found 
below.  Following recovery from this surgery, animals were again placed in the 
behavioral chamber daily and presented with chime cues.  Neural Population Functions 
were calculated, initially based on weights obtained from pre-transection training 
sessions, and used for determining reward delivery.  
 
Spinal Surgery 
 
 
Six animals received a complete mid-thoracic transection at the T9 vertebral level.  
Animals were anesthetized with isoflurane, and anesthesia level was monitored in a 
manner similar to that mentioned above.  A laminectomy was performed from vertebral 
segments T8 to T10 expose a segment of the spinal cord.  A #10 scalpel blade was used 
to open the dura and pia mater and a #11 scalpel blade was used to make the complete 
transection of the spinal cord.  A fine-tipped microaspiration device was then used to 
remove 2 to 3 mm of spinal cord, insuring a complete lesion.  The dura was closed with 
suture, the muscles of the back were closed with suture, and the skin was closed with 
wound clips. 
 
Spinalized Animal Care 
 
 
Following the surgery, each animal was given a prophylactic dose of ampicillin, 
as well as a 5 ml subcutaneous injection of lactated ringer’s solution for supplemental 
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hydration support.  Spinalized animals’ cages were kept on heating pads to assist 
thermoregulation whenever the animals were not participating in experiments.  In the 
initial 2 weeks following spinal surgery, manual bladder expression was performed at 
least 3 times daily, more often if the bladder repeatedly palpated as full.  Ad libitum 
access to food and water was also provided during this period, and the animals’ weights 
were recorded daily.  Further subcutaneous injections of lactated Ringers (up to 20 
mL/day; this occasionally necessitated the more frequent bladder expressions) were 
administered until such time as the animal’s weight stabilized.  Once an animal was 
sufficiently recovered from surgery that it ate and drank normally, maintained its weight, 
seemed healthy and comfortable, and showed no signs of infection, the water deprivation 
schedule was resumed.  The animal’s access to ad libitum water was reduced gradually 
over a period of days until it was able to go overnight without water.  At this point, 
recordings resumed in Neural Control post-Transection mode, as described above.   
 
Detecting and treating post-surgical infections 
 
 
The male rats used in this study were susceptible to urinary-tract infections 
following the spinal surgery.  The primary symptoms used to diagnose this condition 
were weight loss, and a cloudy to bloody color in the urine.   When an infection was 
identified, the rat was placed on a daily regimen of Baytril (enrofloxacin, 0.1 mg/kg).  To 
reduce the occurrence of infection as well as to prevent skin irritation and urine scald, 
animals were housed with highly absorbent Alpha-Dri bedding (Shepherd Specialty 
Papers, Inc., Kalamazoo, MI). 
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Data Analysis: behavioral windows, events, and kinematic parameters 
 
 
Aim I hypothesizes that the neuronal firing activity of the infragranular cortex 
encodes the kinematics of a skilled movement performed with the hindlimb.  The exact 
nature of this relationship is likely to evolve throughout the time course of the movement, 
as the movement requires a reversal of direction, which has been shown to complicate the 
decoding of hindlimb cortical signals during locomotion on a treadmill (Fitzsimmons et 
al. 2009).  Therefore the time course of the movement was divided into three windows 
for analysis: preparation (Δ1), initiation (Δ2), and movement (Δ3).  These windows were 
calculated relative to the positions of four events extracted from each day’s behavioral 
data: chime, startPress, fastPress, and lift (see figure 4A,B).  The chime event was the 
onset time of the audible conditioning stimulus, i.e. the animal’s signal to initiate its 
skilled hindlimb lever-press activity.  startPress was identified as the time when the 
position of the pedal differed from its median baseline value by more than 2%. The 
fastPress event occurred at the peak velocity of the pedal’s downward trajectory, and the 
end of the press (when the lever position returned to its baseline value) was labeled the 
lift event.  The preparation, initiation, and movement windows are defined with respect to 
these events, as follows (also see figure 4B): 
• 
€ 
preparation Δ1( ) : chime + µ +σ , where  is the mean of 
startPress-chime for all the trials, i.e., the delay between cue 
presentation and the beginning of the lever’s downward travel.  
is the standard deviation of startPress-chime. 
• 
€ 
initiation Δ 2( ) : −0.25,0.05{ }fastPress, a fixed window beginning 
250 msec before the fastPress event and ending 50 msec after 
fastPress 
• 
€ 
movement Δ 3( ) : −1.25,0.0{ }lift , a fixed window beginning 1.25 
seconds before the lift event and ending at lift. 
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Figure 4.  Definitions of events, windows, and parameters.   
The thick grey line is an excerpt from behavioral (lever position) data recorded during an experiment.  A. 
The times of the chime (red circle), startPress (green circle), fastPress (black square), and lift (blue circle) 
events are depicted for three successive trials.  The preparation peri-event window (Δ1; red bars) is shown 
for the first trial.  The initiation window (Δ2; black bars) is marked on the second trial, and the movement 
window (Δ3; blue bars) is shown for the third trial.  For purposes of clarity only one window is marked for 
each trial, though in data analysis all windows are applied to every trial.  Inset 1, schematic of the 
behavioral task.  Multiple single infragranular cortical neurons are recorded while the animal performs 
repeated trials of the skilled task.  Inset 2, calculation of fastPress.  The thin black curve shows a time-
expanded view of the lever position record during the lever’s downward travel, while the lower stem plot is 
a calculation of instantaneous velocity.  The arrow marks the moment of peak velocity (the fastPress 
event).  B.  A single trial, showing all three peri-event windows: preparation (Δ1), initiation (Δ2), and 
movement (Δ3).  There is overlap among the windows; for some trials there may have been total overlap 
between the initiation window and one or both of the others.  C.  A single trial, showing the definitions of 
the behavioral parameter values reaction time (t1), press duration (t3), and press amplitude (A1).  Inset box, 
calculation of speed of press (A2/t2). 
 
 
 
In order to test the hypothesis that spike activity encoded specific kinematics of 
the press, four parameters were calculated from the behavioral position record: reaction 
time, press duration, press amplitude, and speed of press (figure 4C). The elapsed time 
between the chime and the startPress events was the reaction time.  An alternate 
definition for the preparation data window (Δ1) defined above is that it begins at chime 
and extends the mean of reaction time values for that day, plus one standard deviation of 
the reaction time values.  The time between startPress and lift was the press duration.  
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The press amplitude was the maximum deflection of the lever during the trial, and the 
speed of press was the peak instantaneous downward velocity of the movement (the 
velocity at the moment of the fastPress event).  
 
 
Data analysis: correlation between neural firing and kinematic parameters 
 
 
Correlation between behavioral parameters and cortical activity was assessed 
through the calculation of Pearson’s correlation coefficients for each cell.  The total 
number of spikes in each of the preparation (Δ1), initiation (Δ2), and movement (Δ3) 
windows was normalized by window length, and then correlated to press amplitude, 
reaction time, speed of press, and press duration.  Since past studies have demonstrated 
the possibility that cortical modulations may encode more than one parameter 
simultaneously (Carmena et al. 2003), each of the four kinematic parameters was 
correlated with spike rate modulations in all three windows.  In all, 12 correlations (one 
for each of 4 parameters*3 peri-event windows) were performed for each cell.  Only cells 
with significant correlations are included in the reported averages.  For each cell that was 
significantly correlated with more than one parameter, or within more than one of the 
peri-event windows, only the parameter/window combination with the greatest R value 
was included in the results. 
 
Data analysis: measures derived from Peri-Event Time Histograms 
 
 
The Peri-Event Time Histogram (PETH) is a graphical expression of the 
conditional probability that a spike will occur in the spike train at time t, given that an 
event of interest occurs at time zero.  To calculate the PETH, spike times were binned at 
	   23	  
5 msec, and summed across trials within the preparation (Δ1), initiation (Δ2), and 
movement (Δ3) windows.  The zero-points for the windows were chime, fastPress, and 
lift, respectively.  For each cell it was determined whether a significant peak existed in 
the PETH, using the following technique (see figure 5): a peak region was defined using 
a threshold based on the mean firing rate of each neuron; i.e., the number of spikes 
occurring during the entire record divided by the overall time period.  This mean rate was 
used to find 99% confidence bounds appropriate for a random Poisson process with the 
same overall mean as the cell’s mean firing rate (figure 5A).  In order to determine the 
extent of the PETH’s peak region, the 99% confidence bound threshold was applied to a 
smoothed PETH waveform, obtained by applying a 25 msec sliding rectangular window 
average to the PETH, using a zero-phase-distortion filter (fig. 5B).  The peak of the 
smoothed histogram was identified as the single bin with the highest value.  The peak 
region was defined as the continuous set of bins surrounding this peak that also exceeds 
the 99% confidence bound (fig. 5C).  The first and last of these bins were the first 
significant bin and the last significant bin, respectively.  The first and last significant bins 
were applied to the original PETH, delimiting a ‘peak region’ consisting of bins in the 
neighborhood of the histogram’s peak.  If three bins exceeding the 99% confidence 
bound were found within the peak region, the overall PETH was considered to be 
significant (fig. 5D).   
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Figure 5.  Identification of a significant PETH.   
A, mean firing rate (green dotted line) and 99% confidence bounds (black dotted lines).  The cell’s mean 
firing rate is its total number of spikes divided by the amount of time in the recording.  Assuming a random 
Poisson process with mean , the Poisson probability
€ 
f n;λ( ) = λ
ne−λ
n!  can be set to 0.005 and 0.995 for 
the lower and upper confidence bounds, respectively, and solved for  to give the confidence interval 
bounds.  B, the upper confidence bound was applied to a smoothed version of the PETH, defining a peak 
region, shown in C in grey.  The peak region was applied to the original unsmoothed PETH (D), defining 
the latencies of the peak, and of the first and last significant bin.  The Response Magnitude is the sum of the 
grey bins in D, minus the mean firing rate.  The Peak Response is the highest single peak in the histogram, 
minus the mean firing rate. 
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For significant PETHs, the following measures were calculated: 
• Peak Response: the value of the single highest bin, minus the value 
of the mean firing rate. 
• Peak Latency: the time of the peak relative to time 0 (figure 5D, 
PL). 
• First Bin Latency: the time of the first significant bin relative to 
time 0 (figure 5D, FBL). 
• Last Bin Latency: the time of the last significant bin relative to 
time 0 (figure 5D, LBL). 
• Response Magnitude: the summed values of the bins of the peak 
region, minus the value of the mean firing rate. 
 
For cells with significant PETH in more than one peri-event window, only one set of 
PETH measures were calculated, from the PETH with the highest peak value.  
 
Calculation of Neural Population Functions 
 
 
All neural control modes relied on the use of Neural Population Functions (NPFs) 
to achieve on-line single trial prediction of the press activity, or of intent to press if the 
movement was not possible.  The NPF is a weighted-sum average of the neuronal activity 
across the entire sampled population of cells.  The weights used in the NPFs were 
generated using a combined PCA/ICA algorithm adapted from Laubach et al. (1999).  In 
this case, spike times were extracted in windows around the times of the chime cues, 
binned at 50 msec, and arranged into the ‘multi-neuron time-series data structure’ of 
Laubach et al.   Each channel was normalized by subtracting its mean, and dividing by its 
standard deviation.  PCA was then performed upon the time-series data structure using 
singular value decomposition, in order to reduce the dimensionality of the data.  The top 
three PCA components served as the input to the ICA.  The extended-infomax ICA 
algorithm (Lee et al. 1999) was utilized to maximize the statistical independence of the 
components, using the eeglab MATLAB toolbox (Makeig 1996).  The components 
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generated by the analysis reflected different aspects of the population response.  For 
example, the first component might have peaked during pre-movement postural 
adjustments, while the second highlighted initial paw contact with the lever, etc.  Each 
component was associated with a set of weights reflecting the cells’ contributions to that 
reconstruction.  The weightings associated with the component that provided the best 
offline decoding accuracy were retained for potential use online in later Neural Control 
sessions. 
 
Offline analysis of Neural Population Functions: Decoding Accuracy 
 
 
All recording days were analyzed using the PCA/ICA approach immediately 
following the completion of the recording.  Then, the weights generated by the PCA/ICA 
on past days were employed with the neural data of the current day, in an offline 
Decoding Accuracy analysis.  The Decoding Accuracy consisted of two scores: the True 
Positive percentage (TP%) and the False Positive percentage (FP%).  These accuracy 
measures were calculated using an adaptation of a Euclidean distance classification 
algorithm (Foffani and Moxon 2004).  For every trial, the NPF was calculated in a ±1.5 
sec window around the chime event (see figure 6 for an example).  Each trial served in 
turn as the test set for the classifier.  It was compared to a template constructed from all 
the remaining trials of the recording (i.e., a ‘complete cross validation’ procedure), and 
scored as either a True Positive trial, a False Positive trial, or both or neither.   
A True Positive was counted if the trial post-chime (1.5 second) period was closer 
to the template post-chime period than it was to the template pre-chime period (compare 
figure 6A, right of red line to 6D, either side of red line).  A True Positive indicates that 
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the animal responded to the chime in an appropriate way, by either moving or intending 
to move, and that the response caused a peak in the NPF that was consistent with the 
responses seen in the average of other trials (figure 6D).  The TP% is the number of True 
Positives divided by the total number of trials, and is a measure of the sensitivity of the 
Neural Population Function. 
A False Positive occurred if the NPF in a trial’s pre-chime period was closer to 
the template’s post-chime period than it was to the template’s pre-chime period (compare 
figure 6C, left of red line to 6D, both sides).  False Positives indicated that the animal had 
attempted to move, or intended to move, during the period leading up to the chime when 
it was supposed to be waiting quietly.  The FP% is the number of False Positive divided 
by the total number of trials, and is a measure of the selectivity of the NPF.  
 
 
 
Figure 6.  Decoding Accuracy calculation.   
Shown are three individual trials from one day’s recording (A-C), along with the average of all trials for 
that day (D; n=55 trials for this day).  A, a proper response to the chime followed an appropriate period of 
quiet waiting.  B, a failure to respond to the chime.  C, inappropriate movement prior to the chime resulted 
in a False Positive being assigned.  D, the average NPF across trials, mean ± s.d.  For simplicity, only one 
mean is displayed.  In the Euclidean classifier algorithm, each trial is compared to a mean composed of all 
trials except itself (i.e., a complete cross-validation).   
 
 
 
It is important to note that in BC and NCB modes, all of the chime events, not 
just those with valid behavioral responses were used in this analysis.  In NCO and NCTx 
modes, there were no behavioral responses, so again all of the chime events were 
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included.  In this way, the Decoding Accuracy (TP% and FP%) of early recordings could 
be compared to the TP% and FP% of recordings in NCO and NCTx modes. 
 
Changes in Decoding Accuracy with time 
 
 
A functioning neuroprosthetic will need to operate with a high degree of accuracy 
over an extended period of time.  Cortical reorganization, immune (or ‘foreign body’) 
response in the vicinity of the electrodes, or other factors might alter the acquired signal 
to an extent that disrupts proper functioning of the prosthetic.  To test the ability of the 
Euclidean classifier to overcome such changes, TP% and FP% scores were calculated for 
each day using two sets of ICA weights: a set that was calculated from the previous day’s 
recording (‘day before’ weights), and a set that was calculated from one of the first 
recordings performed (‘day01’ weights).  If some aspect of the neurorobotic interface has 
been altered sufficiently, due to glial scarring at the electrode site, functional 
reorganization of cortical networks, or other factors, the weights calculated from early 
recording days would be expected to lead to poor Decoding Accuracy (low TP% and/or 
high FP%) for the current day.  Weights calculated from the previous day’s recording 
should, however, remain pertinent to the current day’s neural environment.  Therefore 
any significant differences in the Decoding Accuracy between ‘day before’ weights, 
when compared with ‘day01’ weights, would suggest that the neurorobotic interface grew 
less well-suited to its environment with time.  The lack of such a divergence, on the other 
hand, would support the idea that the relationship between the neurorobotic interface and 
the cortex is stable and resistant to change. 	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Signal to Noise Ratio of the Neural Population Function 
 
 
The signal to noise ratio (SNR) of the NPF was calculated as the peak of the post-
chime window (figure 6D, right side) divided by the standard deviation of the pre-chime 
window (figure 6D, left side). 
RESULTS 
 
 
Adult male rats were conditioned to wait quietly in a behavioral chamber for a 
randomized period of time (3-5 seconds), then press and release a floor-mounted lever 
with one hindlimb in response to an audible conditioning stimulus (the chime, figure 1) 
for a reward.  Behavioral (lever-press) activity was acquired and stored synchronously 
with spike times from populations of single infragranular cortical neurons from the 
hindlimb motor representation (figure 2).   
Four distinct stages to the experiment were carried out, categorized by the factor 
that controlled reward delivery (figure 3).  In Behavioral Control (BC) mode (figure 3B), 
appropriate lever-pressing activity determined the success or failure of each trial.  In 
Neural Control-Behavior (NCB) mode, a neural population function derived from a 
weighted average of the cells’ spiking activity was calculated in real time and used to 
determine whether a suitable response to the stimulus had occurred.  Pressing behavior 
was still possible in NCB mode (figure 3C), but did not play a role in the determination 
of reward delivery.  In Neural Control - Only (NCO) mode, the lever was removed from 
the behavioral chamber, preventing actual lever presses (figure 3D).  The Neural 
Population Function was used to determine the success or failure of a trial.  Finally, rats 
underwent a surgical mid-thoracic spinal cord transection, as a model for complete 
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transection spinal cord injury.  Following transection, animals resumed participation in 
the skilled hindlimb task, in neural control post-transection (NCTx) mode (figure 3E).  
Once again, the Neural Population Function was used to control reward in this mode. 
The Neural Population Functions (NPFs) used for reward delivery in all neural 
control modes were weighted-sum reconstructions of the neural activity across the cells, 
obtained through the use of a combined Principal Component/Independent Component 
Analysis (PCA/ICA).  PCA was used for dimension reduction, while ICA was employed 
to account for higher order, non-linear interactions between groups of cells in the 
population (Laubach et al. 1999).  ICA weights were calculated after each recording day.  
In neural control mode sessions, the NPF was constructed in real time from one of the 
past days’ ICA weightings, and evaluated against a pair of thresholds to determine 
whether either movement or intent was present. 
 
Specific Aim I: To identify the parameters of hindlimb kinematics that are 
encoded by the motor cortex of the rat during a skilled hindlimb reaching 
movement.  
 
 
Hindlimb lever press kinematics 
 
 
Kinematic data on a skilled reaching movement performed with the hindlimb has 
not been reported in the literature.   In these experiments, the output of a one degree-of-
freedom amplitude sensor, attached to the lever to be pressed, provided kinematic 
information used in conjunction with neural activity for data analysis.  Four parameters 
were calculated from the sensor’s position and timing information; the distributions of 
these parameters are shown in figure 6.  An average press of the lever occurred after a 
(mean ± s.d.) 0.767 ± 0.303 sec period of reaction and/or movement preparation (the 
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reaction time parameter, startpress-chime, figure 6A), required 0.816 ± 0.232 sec to 
complete from startPress to lift (the press duration, figure 6B), and depressed the lever 
0.259 ± 0.101 cm (press amplitude, figure 6C) with a peak instantaneous downward 
velocity of 3.39 ± 1.81 cm/sec (speed of press, figure 6D). 
 
 
 
 
Figure 7.  Distributions of kinematic parameters associated with lever-press behavior, Behavioral Control.   
The upper-right insets in A, B, and C illustrate a single trial of the press.  Red circle=chime, green 
circle=startPress, black square=fastPress, blue circle=lift.  Arrows in each inset indicate the time (A,B) or 
position (C) extents use to define the parameter.  The upper-right inset in D shows an expanded view of the 
beginning portion of the press, and delineates how speed of press is calculated, as amplitude/time. 
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Neural activity encodes hindlimb kinematics 
 
 
All animals were recorded in Behavioral Control mode (11 animals, 56 total 
recording days).  In this mode, the animal’s press/release of the lever before a 3 second 
timeout controlled delivery of reward.  Single neuron discrimination was performed 
online prior to each day’s recording (SortClient, Plexon, Inc.).  On average, 42 ± 15 cells 
(mean ± s.d.) were discriminated per animal-day, 2352 cells total (Table 1).  After the 
first day it was generally feasible to perform each new day’s discrimination by making 
only minor alterations in the sorting performed on the previous day; nevertheless, for the 
below analyses all cells are treated as distinct between days.  Most animals achieved at 
least 50 successful trials of the skilled movement per day; in total the results from 3482 
trials are reported here (mean ± s.d. 62 ± 23 trials/day; see Table 1).   
 
 
Table 1. Number of recordings, average number of discriminated cells, and average number of successful 
trials per day for each animal under Behavior Control mode. 
Mean ± s.d. 
animal recordings cells/day trials/day 
Tx008 2 50 ± 1 35 ± 13 
WB002 1 55 39 
WB004 2 30 ± 6 45 ± 4 
WB006 4 49 ± 1 59 ± 12 
WB008 2 42 ± 1 48 ± 2 
WB009 4 41 ± 2 55 ± 28 
WB010 11 65 ± 6 56 ± 29 
WB011 6 39 ± 6 62 ± 27 
WB012 5 40 ± 2 55 ± 8 
WB013 10 37 ± 3 82 ± 14 
WB020 9 20 ± 4 73 ± 22 
 
 
 
Two complementary linear analyses of neuronal encoding were implemented: (1) 
a correlation analysis that quantified the relationship between variations in the kinematic 
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parameters and neuronal spiking activity, and (2) measures extracted from the cells’ 
PeriEvent Time Histograms showed how neural activity changed through the time course 
of the movement.  Both measures relied on spike times extracted in the peri-event 
windows defined by figure 4B.  Of the 2352 total cells recorded, 627 were both 
correlated to a behavioral parameter and had responsive PETHs (26.7%), and 1607 cells 
(68.3%) exhibited either significant correlation to a behavioral parameter or a significant 
PETH. 
Linear analysis of single cell activity, part I.  Correlations between single cells and 
kinematic parameters under Behavioral Control 
 
 
Pearson’s correlation coefficients were calculated for each cell, on each animal-
day, between the number of spikes in one of the peri-event windows (figure 4B) and the 
value of one of the four kinematic parameters (figure 4C, figure 6).  In all, 12 correlations 
were calculated for each cell.  Due to multiple comparisons, the Bonferroni correction 
was used to set the significance criterion at 
€ 
α = 0.05 4 , to account for the 4 distinct 
kinematic parameter correlations calculated.  For cells with significant correlations to 
more than one parameter, or within more than one window, only the value of the highest 
correlation is reported (i.e., no cell was counted twice).  1348 of the 2352 total cells 
(57.3%) recorded over all BC session were significantly correlated to at least one of the 
movement parameters (see Table 2).  
Correlation coefficients were distributed approximately evenly between positively 
correlated cells (N=700) and negatively correlated cells (N=648).  The degree of 
correlation for these two groups was very similar: positive R values ranged from 0.25 to 
0.85, with a mean of 0.47 ± 0.12 (mean ± s.d., see Table 2), while negative R values 
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ranged from -0.25 to -0.87, with a mean of -0.47 ± 0.11 (mean ± s.d, see Table 2).  
Therefore, for each significantly correlated cell the coefficient of determination (R2) was 
calculated, expressing the fraction of variance in the parameter values that was explained 
by the cells’ activity.  The timing constraints of the press were perhaps the most 
behaviorally important aspect of the task, as animals were required to initiate and 
complete the press movement within 3 seconds of chime onset.  The importance of task  
timing was reflected in the proportion of cortical resources correlated to the behavior: 
896 of the 1348 significantly correlated cells (66.5%) were correlated to either reaction 
time or press duration.  R2 values associated with these parameters were significantly 
higher than values associated with press amplitude or press duration (2-way ANOVA, 
parameter*window, p<10-6 main effect for parameter, figure 8).  There was no main 
effect for window (p=0.189). 
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  Table	  2.	  	  Pearson’s	  R	  for	  significantly	  correlated	  neurons,	  Behavioral	  Control	  mode. 
cells with max. correlation in the preparation peri-event window (Δ1).  N=515 cells 
    Reaction Time Press Duration Press Amplitude Speed of Press 
Max 0.741 0.698 0.582 0.605 
Min 0.274 0.295 0.296 0.250 
mean 0.457 0.474 0.414 0.424 
std 0.102 0.090 0.077 0.092 
po
si
ti
ve
 R
 
va
lu
es
 
#cells 105 48 22 30 
Max -0.272 -0.266 -0.266 -0.258 
Min -0.832 -0.546 -0.777 -0.532 
mean -0.497 -0.401 -0.445 -0.439 
std 0.118 0.083 0.111 0.079 
ne
ga
ti
ve
 R
 
va
lu
es
 
#cells 202 17 63 28 	  
cells with max. correlation in the initiation peri-event window (Δ2).  N=341 cells 
    Reaction Time Press Duration Press Amplitude Speed of Press 
Max 0.793 0.718 0.696 0.689 
Min 0.269 0.310 0.289 0.252 
mean 0.485 0.502 0.434 0.456 
std 0.134 0.115 0.105 0.098 
po
si
ti
ve
 R
 
va
lu
es
 
#cells 32 83 41 52 
Max -0.304 -0.367 -0.277 -0.361 
Min -0.704 -0.675 -0.609 -0.645 
mean -0.465 -0.491 -0.429 -0.465 
std 0.095 0.111 0.086 0.069 
ne
ga
ti
ve
 R
 
va
lu
es
 
#cells 54 9 48 22 	  
cells with max. correlation in the movement peri-event window (Δ3).  N=492 cells 
    Reaction Time Press Duration Press Amplitude Speed of Press 
Max 0.852 0.806 0.630 0.655 
Min 0.274 0.256 0.278 0.257 
mean 0.550 0.480 0.452 0.422 
std 0.185 0.120 0.092 0.091 
po
si
ti
ve
 R
 
va
lu
es
 
#cells 64 157 26 40 
Max -0.264 -0.281 -0.249 -0.253 
Min -0.674 -0.871 -0.641 -0.677 
mean -0.429 -0.512 -0.419 -0.421 
std 0.088 0.136 0.102 0.089 
N
eg
at
iv
e 
R
 
va
lu
es
 
#cells 46 79 38 42 
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Figure 8.  R2 for significantly correlated cells (averaged across peri-event windows), by kinematic 
parameter.   
Mean ±1.96*s.e.m.  Tukey post hoc tests: p<5-6.  Values reported include all 3 peri-event windows (inset, 
right). 
 
 
 
There was a significant interaction between the two factors parameter*window 
(p=0.032), indicating that the differences across parameter varied with window.  Figure 9 
shows the source of the interaction: the correlation between neuronal activity and press 
duration in the Δ1 window was lower than in Δ2 or Δ3.   
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Figure 9.  R2 values differ between windows for the press duration parameter.   
Mean ±1.96*s.e.m.   R2 values calculated in the movement (Δ3) window adhered closely to the overall 
means displayed in figure 8, but preparation (Δ1) R2 values diverged from these means. 
 
 
 
The interaction between main effects carries an implication for the predictive 
capability of neural spiking activity extracted from a pre-movement window.  A 
neurorobotic device, given only neural data extracted from the Δ1 (preparation) window, 
might be expected to decode reaction time, press amplitude and speed of press as well 
from Δ1 as it could with the data from the entire time course of the press (figure 10).  
Only press duration decoding is likely to be affected by restricting the window used, 
possibly owing to difficulties that seem to be inherent to decoding a reversal of direction 
(Fitzsimmons et al. 2009). 
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Figure 10.  Comparison of R2 values averaged across all peri-event windows or extracted from the 
preparation (Δ1) window alone. 
Mean ±1.96*s.e.m.   Black bars, upper middle inset: all windows together.  Red bard, upper right inset: Δ1 
(preparation) window only. 
 
 
 
Linear analysis of single cell activity, part II.  Modulations in firing activity over the time 
course of presses carried out under Behavioral Control 
 
 
The Peri-Event Time Histogram (PETH) expresses the average firing rate of a 
neuron over repeated trials, calculated using a consistent time point within the trial as a 
reference.  The location of the PETH relative to the reference point shows the relative 
latency of the neuronal response to the event, and the value of the peak itself gives a 
measure of how well time-locked a cell is to the event.  The PETH can be conceptualized 
as a time-based analog of directional tuning measures employed in center-out reaching 
studies, or alternatively, of principle receptive fields calculated from somatosensory 
maps.  The relative values of  PETH peak responses, calculated across multiple events for 
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a single cell, represent a kind of ‘tuning curve’ that reaches its maximum at whichever 
phase of the trial most triggers neuronal firing. 
To calculate PETHs for these cells, spike times were extracted in peri-event 
windows, binned at 5 msec, and averaged across the trials of a recording session.  Three 
PETHs were calculated for each cell, one each for the preparation (Δ1), initiation (Δ2), and 
movement (Δ3) peri-event windows.  A PETH was considered significant if 3 bins in its 
peak region exceeded a 99% confidence interval established around the cell’s mean firing 
rate.  For cells with a significant PETH, the Response Magnitude and Peak Response 
were calculated, along with the latency of the histogram’s peak, and the latencies of the 
first and last bins of the peak region (see Methods for the details of this procedure).  If a 
cell had a significant PETH in more than one window, only the PETH with the highest 
peak response was counted.  Overall, 886 out of the 2352 cells recorded in Behavioral 
Control mode (37.7%) had significant PETHs to at least one event.   
 
 
Table 3.  PETH-derived measures, Behavioral Control mode.   
Mean ± 1.96*s.e.m. 
  preparation (Δ1) initiation (Δ2) movement (Δ3) 
Peak Response 
(spikes/sec/trial) 34 ± 3 43 ± 4 39 ± 2 
Response Magnitude 
(spikes/sec/trial) 536 ± 82 511 ± 73 678 ± 106 
First Bin Latency (sec) 0.364 ± 0.033 -0.159 ± 0.009 -0.553 ± 0.038 
Peak Latency (sec) 0.442 ± 0.034 -0.104 ± 0.011 -0.454 ± 0.036 
Last Bin Latency (sec) 0.548 ± 0.034 -0.045 ± 0.010 -0.364 ± 0.036 
Number of cells 273 234 379 
 
 
 
PETHs were also calculated in windows around footfall events during 
unrestrained locomotion on a treadmill, for the purposes of comparing the activation of 
cortical infragranular cells during an unskilled movement to the skilled lever-press 
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movement. 
A relatively small number of well ‘tuned’, i.e. time-locked cells (234 of the 886 
cells with significant peaks in their PETHs, or 26.4%) had the highest peak responses of 
all cells recorded, in the Δ2, or initiation window (figure 11).  Notably, the Peak Response 
values for these cells were significantly greater than Peak Response values in the 
preparation (Δ1) window (ANOVA, p<10-5 main effect, figure 11.).  This is striking 
because the initiation window is almost always partially overlapped by the preparation 
window, and sometimes is completely overlapped (figure 11, inset: the black window is 
overlapped by the red).  Moreover, a high Peak Response in the initiation window means 
that the cells were highly time-locked to the location of the fastPress event, which was 
the reference point for that peri-event window.  This prioritization of fastPress is 
remarkable, since achieving a particular velocity during the press was not a requirement 
for successful completion of the task.  In addition, the speed of press correlation values 
were shown in the previous section to be relatively low when compared to the correlation 
values for other kinematic parameters (figure 8,9).  In spite of these facts, the best time-
locking between cells and any event tested was to fastPress, i.e., the anchor for the 
initiation (Δ2) peri-event window.  A possible explanation for this phenomenon is offered 
by comparing these results with the correlation analysis: of cells with their highest R2 
values in the initiation (Δ2) window, the parameter most strongly encoded was press 
duration, both in terms of number of cells and R2 values (figure 9).  The higher 
correlation values between press duration and neuronal firing in the Δ2 window, 
contrasted with the lower correlation values between press duration and neuronal firing 
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in the much larger preparation (Δ1) window (figure 9,10), imply that the end of the press 
is being encoded as the press begins, by a small proportion of highly time-locked cells.  
 
 
Figure 11.  Peak Responses in the significant PETHs were higher in the initiation (Δ2) window than in 
preparation (Δ1). 
Mean ±1.96*s.e.m.   The difference was significant (p<0.001 Tukey HSD post hoc).  All lever-press 
windows had higher PETH peak responses than were seen for events associated with treadmill locomotion 
(TRM; t-test, p<10-6).  Inset, example windows for a representative trial. 
 
 
 
More PETH-responsive neurons had their peak responses in the movement (Δ3) 
window than in any other window (379 of the 886 total cells, or 42.8%).  These cells’ 
Response Magnitudes were significantly higher than cells associated with the initiation 
window (ANOVA, p<10-5 main effect, p=0.046 Tukey post-hoc, figure 12).  The high 
PETH response magnitude indicates generally high neuronal firing rates in the movement 
(Δ3) peri-event window, consistent with a view of motor cortex as a region of the brain 
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that actively encodes dynamic movement execution as it occurs. 
 
 
 
Figure 12.  Response Magnitudes for cells with significant PeriEvent Time Histograms were highest in the 
active movement (Δ3) window of the lever press. 
Mean ± 1.96*s.e.m.  PETHs were higher for all lever-press-related windows than for events associated with 
an unskilled movement: treadmill locomotion footfalls (TRM; t-test, p<10-6). 
 
 
 
The latencies of the PETH-responsive cells were calculated relative to the 
behavioral event used to anchor the peri-event window: chime, fastPress, and lift for the 
preparation (Δ1), initiation (Δ2), and movement (Δ3) windows, respectively (see Methods 
for details).  The mean values of the first and last bins of the PETH peak region, along 
with the mean values of the peak latency, are shown in figure 13, together with a 
representative trial (figure 13, grey trace).  Notably, the mean location of the PETH peaks 
tends to occupy the middle of each respective peri-event window.  Because of this, and in 
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spite of the extensive overlap of the three windows, the peak regions of the PETHs on 
average do not exhibit a high degree of overlap.  This is consistent with a view of the 
cortex as utilizing distinct subpopulations of cells to encode different aspects of a skilled 
movement at different times as the movement is executed.   
 
 
Figure 13.  A single trial of the lever-press movement. 
Grey trace, position sensor; colored arrows, peri-event windows; black horizontal error bars, mean ± s.e.m. 
for the latencies of the first and last bins of the peak region (left and right error bars of each row, 
respectively), and the latency of the PETH peak (central error bars of each row).  Top row, Δ1 window.  
Middle row, Δ2 window.  Bottom row, Δ3 window.  The black horizontal bar=1 second. 
 
 
 
Summary of Aim I results 
 
 
The skilled hindlimb lever press is a highly engaging movement task for the 
hindlimb representation of the motor cortex: nearly 70% of recorded cells modulated 
their firing in some way during the movement, giving confidence that a Neurorobotic 
Interface will succeed in decoding the movement when it is performed.  High correlation 
values between neuronal firing modulations and reaction time and press duration imply 
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that cortical resources are largely devoted to encoding the timing aspects of the task.  
Neuronal firing modulations in the preparation window (Δ1) alone were as highly 
correlated to reaction time, press amplitude, and speed of press as were neuronal 
modulations taken from all three movement windows (Δ1, Δ2, and Δ3), indicating that 
neurons that were active during the preparation window encoded 3 of the 4 kinematic 
parameters, even though press amplitude and speed of press sometimes occurred after the 
preparation window had ended.  Therefore, at least some aspects of the movement to be 
executed were predicted by activity recorded during movement preparation. 
 
Specific Aim II: To utilize hindlimb motor cortical signals from the rat, in an 
open-loop neurorobotic paradigm, to decode the animal’s intent to move, both in the 
presence and absence of a real limb movement. 
 
 
Neural Control-Behavior mode 
 
 
Following a series of Behavior Control recordings, 8 of 11 animals entered Neural 
Control-Behavior mode.  A combined PCA/ICA algorithm, adapted from Laubach et al. 
(1999) was used to analyze the data from each BC recording session.  The output of the 
analysis was a set of weights for each day, from which Neural Population Functions 
(NPFs) could be generated, either offline or in real time during a Neural Control 
experimental session.  In Neural Control-Behavior sessions, an online NPF was 
calculated by computing the weighted average of spiking activity from all sampled 
neurons in real time.  The online NPF was then evaluated against a pair of thresholds to 
determine whether movement (or intent to move) had occurred.  For details of the 
process, see Methods. 
While Behavioral Control (BC) mode recordings provided a basis for describing 
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the neural representation of the skilled hindlimb lever press within the hindlimb motor 
cortex, Neural Control – Behavior (NCB) mode introduced the potential for actual 
movement to become de-correlated from its neural representation.  Recall that the Neural 
Population Function, which controls delivery of reward in NCB mode, takes its weights 
from a previous recording day.  A consequence of this is that initially, NCB mode trials 
were rewarded for neural activity that recapitulated firing patterns accompanying BC 
mode lever presses.  As NCB mode recordings continued, however, it was possible that 
the execution of the movement itself would change, or the neural representation would 
change, or both.  In this case, the neural representation is described by the outcomes of 
the correlation analysis and the PETH analysis.  If movement kinematics become de-
correlated in NCB mode but Decoding Accuracy is not adversely affected, it suggests a 
shift in the quantity encoded by the neural activity.  If, on the other hand, correlation 
between movement kinematics and neuronal firing stays the same or increases while 
movement kinematics change, it indicates that functional reorganization has taken place 
due to the shift to Neural Control. 
 
Hindlimb lever press kinematics – Neural Control-Behavior 
 
 
Due to the use of the NPF value in lieu of behavioral detection of lever press 
activity to determine reward delivery meant that in NCB mode, it was no longer 
necessary for animals to execute pressing behavior.  Animals executed valid behavioral 
presses on 67.3% ± 19.3% (mean ± s.d.) of chimes presented in NCB mode.  This was 
significantly less than under Behavioral Control, when valid presses occurred on 78.2% ± 
13.6% of presented chime cues (t-test, p=0.004).  The use of Neural Control for reward 
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delivery also changed the animals’ behavioral execution of the task.  Pressing behavior in 
NCB mode had a mean (± s.d.) reaction time of 0.775 ± 0.288 seconds, a press duration 
of 0.832 ± 0.226 seconds, a press amplitude of 0.241 ± 0.090 cm, and a speed of press of 
2.760 ± 0.904 (figure 14). 
 
 
Figure 14. Distributions of kinematic parameters associated with lever-press behavior, Neural Control-
Behavior mode. 
As in figure 6, the upper-right inset in each panel illustrates the calculation of the parameter. 
 
 
This was significantly slower, shorter-lasting, and with less overall displacement 
of the lever (figure 15, 2-way ANOVA, control mode*parameter, significant main effect 
for control mode, p< 10-5) than in BC mode. 
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Figure 15.  3 out of 4 kinematic parameters of the press changed significantly under Neural Control-
Behavior (NCB) mode when compared with Behavioral Control (BC) mode.  
Mean ± 1.96*s.e.m.  Press duration was significantly greater in NCB mode (p=0.03, Tukey post hoc), 
while press amplitude was significantly less (p=0.0001, Tukey post hoc), as was speed of press (p<10-5, 
Tukey post hoc).  
 
 
 
Neural activity encodes hindlimb kinematics 
 
 
There were 28 total sessions carried out under Neural Control – Behavior mode 
for the 8 animals; a total of 1108 cells (40 ± 11 cells/day, mean ± s.d.) were recorded over 
1619 trials (58 ± 24 trials/day, mean ± s.d., Table 4). 
The same correlation and PETH-based analyses were performed on the neural 
data as in Behavioral Control mode, using the same preparation (Δ1), initiation (Δ2), and 
movement (Δ3) peri-event windows defined in figure 4B.  Of the 1108 total cells 
recorded, 304 cells were both significantly correlated and had significant PETHs, 
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(27.4%), while 717 were responsive to one or the other (64.7%). 
 
Table 4.  Number of recordings, average number of discriminated cells, and average number of successful 
trials per day for each animal under Neural Control – Behavior mode. 
Mean ± s.d. 
animal recordings cells/day trials/day 
WB004 2 35 ± 1 16 ± 1 
WB006 3 49 ± 1 59 ± 13 
WB008 2 41 ± 1 20 ± 4 
WB009 3 41 ± 1 42 ± 11 
WB010 2 68 ± 1 74 ± 4 
WB011 4 41 ± 1 68 ± 19 
WB013 4 43 ± 1 76 ± 13 
WB020 8 27 ± 1 65 ± 21 
 
 
Linear analysis of single cell activity, part III. Correlations between single cells and 
kinematic parameters under Neural Control-Behavior mode. 
 
 
613 of 1108 total cells recorded (55.3%) were significantly correlated to at least 
one of the kinematic parameters (compared to 57.3% in BC mode), approximately evenly 
distributed between positively correlated cells (N=314) and negatively correlated cells 
(N=299).  The R values for these two groups were very similar: positive R values ranged 
from 0.28 to 0.94, with a mean of 0.48 ± 0.13 (mean ± s.d., see Table 5), while negative 
R values ranged from -0.28 to -0.93, with a mean of -0.47 ± 0.14 (mean ± s.d., see Table 
5).  In order to combine this information, for each significantly correlated cell the 
coefficient of determination (R2) was calculated, expressing the fraction of variance in the 
parameter values that was explained by the cells’ firing rate modulations.   
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Table 5.  Pearson’s R for significantly correlated neurons, Neural Control-Behavior mode. 
cells with max. correlation in the preparation peri-event window (Δ1).  N=261 cells 
    Reaction Time Press Duration Press Amplitude Speed of Press 
Max 0.829 0.733 0.548 0.733 
Min 0.297 0.299 0.277 0.286 
mean 0.527 0.423 0.427 0.472 
std 0.146 0.124 0.068 0.143 
po
si
ti
ve
 R
 
va
lu
es
 
#cells 78 18 20 10 
Max -0.301 -0.340 -0.313 -0.313 
Min -0.790 -0.771 -0.932 -0.842 
mean -0.531 -0.519 -0.469 -0.432 
std 0.146 0.173 0.167 0.125 
ne
ga
ti
ve
 R
 
va
lu
es
 
#cells 87 11 18 19 	  
cells with max. correlation in the initiation peri-event window (Δ2).  N=146 cells 
    Reaction Time Press Duration Press Amplitude Speed of Press 
Max 0.764 0.944 0.577 0.538 
Min 0.273 0.298 0.318 0.315 
mean 0.462 0.451 0.433 0.408 
std 0.132 0.129 0.088 0.070 po
si
ti
ve
 R
 
va
lu
es
 
#cells 26 39 15 7 
Max -0.312 -0.346 -0.302 -0.319 
Min -0.678 -0.709 -0.800 -0.734 
mean -0.439 -0.468 -0.453 -0.458 
std 0.107 0.122 0.137 0.110 
ne
ga
ti
ve
 R
 
va
lu
es
 
#cells 20 14 15 10 	  
cells with max. correlation in the movement peri-event window (Δ3).  N=206 cells 
    Reaction Time Press Duration Press Amplitude Speed of Press 
Max 0.745 0.889 0.750 0.733 
Min 0.329 0.299 0.341 0.324 
mean 0.477 0.475 0.540 0.498 
std 0.133 0.116 0.139 0.124 po
si
ti
ve
 R
 
va
lu
es
 
#cells 20 53 17 11 
Max -0.279 -0.280 -0.321 -0.277 
Min -0.723 -0.741 -0.652 -0.705 
mean -0.454 -0.482 -0.407 -0.406 
std 0.132 0.118 0.069 0.121 
ne
ga
ti
ve
 R
 
va
lu
es
 
#cells 23 32 24 26 
 
 
 
421 of 613 significantly correlated cells (68.7%) were correlated to either reaction 
time or press duration, indicating that the importance of task timing was not lost in NCB 
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mode.  However, a 2-factor ANOVA (parameter*window) on R2 values failed to detect a 
significant main effect, possibly due to the flat R2 values across parameters for both 
initiation (Δ2) and movement (Δ3) peri-event windows (figure 16).  This contrasts with 
BC mode, where significant differences for parameter, and a significant interaction for 
parameter*window, were both observed.   
 
 
Figure 16.  R2 values for significantly correlated cells in Neural Control – Behavior mode.   
Mean ±1.96*s.e.m.  Neurons significantly correlated to press duration, press amplitude, or speed of press 
had the same values regardless of where in time their peak correlation occurred.  Neuronal firing in Δ2 and 
Δ3 (black and blue bars, respectively) was correlated to the kinematic parameters, but R2 values were flat 
across all parameters tested.   
 
 
 
Under NCB mode, the animal’s neural signal was used to evaluate the success or 
failure of a trial, which led to changes in the way lever press kinematics were correlated 
to neuronal firing during the time course of the movement.  Correlation values were, on 
average, flat across parameters for the initiation (Δ2) and movement (Δ3) peri-event 
windows in NCB mode (figure 16).  This stood in contrast to BC mode, where multiple 
significant differences existed (e.g., the correlation between firing rate and reaction time, 
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and between firing rate and press duration were significantly greater than the correlation 
between firing rate and either press amplitude or speed of press in Δ3, p<0.016, Tukey 
HSD post-hoc, the correlation between press duration and firing rate was significantly 
greater than that between firing rate and press amplitude in Δ2, p=0.005, Tukey HSD 
post-hoc.  See figure 9).  The only peri-event window correlation values to vary with 
parameter in NCB mode were the values from the preparation (Δ1) window (figure 16).  
There was a visual similarity between the R2 values calculated from Δ1 neuronal firing in 
NCB mode (figure 16, red bars) and the R2 values calculated from the same window in 
BC mode (figure 9, red bars): in each mode, the highest R2 values were between Δ1 
neuronal firing and reaction time, and R2 values decreased gradually from left to right 
between Δ1 neuronal firing and press duration, press amplitude, and speed of press, 
respectively.  The existence of a similar trend across control modes invites a comparison 
between R2 values calculated in each mode (figure 17).   
In fact, NCB correlation values were significantly higher between Δ1 neuronal 
firing and all parameters than were BC correlation values in the same window (2-way 
ANOVA, window*control mode, p<10-5 main effect for window, p<10-5 for interaction.  
figure 17).  The interaction indicates that the change with control mode only occurred 
during the preparation (Δ1) window, and was not reflected in either the initiation (Δ2) or 
movement (Δ3) windows (figure 17).  
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Figure 17.  Correlation values were significantly greater between neuronal firing and all kinematic 
parameters early in the time course of the task under Neural Control – Behavior mode.   
Mean ±1.96*s.e.m.  Δ1, NCB was significantly greater than Δ1,BC (black bracket), p=0.002 Tukey post-
hoc.  Upper right inset, depiction of the windows used. There were 1348 cells with significant correlations 
in BC (57.3% of the total cells), and 613 significantly correlated cells in NCB mode (55.3% of the total). 
 
 
 
In Neural Control – Behavior mode, animals were not rewarded for any aspect of 
their lever pressing behavior.  Therefore it was possible that actual movement would 
become de-correlated from the neural representation of movement, especially if some 
aspect of the movement kinematics were to change from one mode to another.  Instead, 
correlation values between Δ1 and the kinematic parameters increased, in spite of the fact 
that press duration, press amplitude, and speed of press all differed significantly from BC 
mode.  This suggests that the implementation of the NRI brought about a functional 
reorganization compared to BC mode: the kinematics of the press changed, and the neural 
activity changed in an appropriate way, to suit the new execution of the movement.  In 
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fact, the significantly higher R2 values may indicate that a kind of optimization occurred 
between the neuronal firing and the movement kinematics in NCB mode.   
 
Linear analysis of single cell activity, part IV. Modulations in firing activity over the time 
course of presses carried out under Neural Control-Behavior mode. 
 
 
As in Behaviorl Control mode, the PeriEvent Time Histograms (PETHs) 
calculated for the cells were used to quantify modulations in firing rate during the time 
course of the press.  PETH-derived measures in Neural Control-Behavior mode followed 
similar trends as those calculated under Behavioral Control.  408 of 1108 cells recorded 
in this mode (36.8%) had significant PETHs.  A slightly higher proportion of PETH 
responsive cells were associated with the movement (Δ3) window in this mode (180 out 
of 408 total, 44.1%, compared to 379/886 or 42.8%) than in BC mode.  See Table 6. 
 
 
Table 6.  PETH-derived measures, Neural Control – Behavior mode.   
Mean ± 1.96*s.e.m. 
  preparation (Δ1) initiation (Δ2) movement (Δ3) 
Peak Response 
(spikes/sec/trial) 37 ± 6 50 ± 6 43 ± 5 
Response Magnitude 
(spikes/sec/trial) 569 ± 159 712 ± 137 1103 ± 243 
First Bin Latency (sec) 0.618 ± 0.229 -0.174 ± 0.013 -0.584 ± 0.048 
Peak Latency (sec) 0.714 ± 0.229 -0.116 ± 0.015 -0.446 ± 0.046 
Last Bin Latency (sec) 0.813 ± 0.227 -0.051 ± 0.011 -0.326 ± 0.045 
Number of cells 136 92 180 
 
 
 
As in Behavioral Control mode, a small number of well time-locked cells in the 
initiation (Δ2) window (92 of 408 total cells, 22.5%) had the highest peak responses in the 
PETH (figure 18). 
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Figure 18.  Initiation (Δ2) peri-event window peak responses were significantly greater than preparation 
(Δ1) peak responses. 
Mean ±1.96*s.e.m.  ANOVA, p<10-5 main effect for window, p=0.01, Tukey post-hoc.  All three windows 
associated with the lever-press (Δ1, Δ2, Δ3) had higher PETH peak responses than events associated with 
treadmill locomotion (TRM; t-test, p<10-6).  Inset, example windows for a representative trial of the lever 
press. 
 
 
 
The neuronal modulations represented in the PETH were in general better time-
locked to their respective reference events under Neural Control – Behavior than they 
were under Behavioral Control.  NCB peak responses were significantly higher (2-way 
ANOVA, control mode*window, p=0.005 main effect for control mode), and the increase 
in peak response was irrespective of event (no interaction, p=0.675; figure 19).  
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Figure 19.  PETH peak response averages under Behavioral Control (square markers), and Neural Control-
Behavior (round markers), in the three peri-event windows.   
Mean ±1.96*s.e.m.   There were no pair-wise significant differences for control mode.  Upper right inset, 
representative trial with window positions.  There were 886/2352 total cells with significant PETHs in BC 
mode (37.7%) and 408/1108 in NCB mode (36.8%). 
 
 
 
The increase in time-locking, or temporal tuning in NCB mode supports the idea 
that Neural Control in some way optimizes the relationship between neuronal firing and 
behavior. 
The highest Response Magnitudes in NCB mode, and the greatest number of cells 
had significant PETHs in the movement (Δ3) window (figure 20), implying the neuronal 
firing during this period was generally elevated and broadly distributed within the 
movement (Δ3) window.   
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Figure 20.  In Neural Control – Behavior mode, firing rates were highest overall in the movement (Δ3) peri-
event window.  
Mean ±1.96*s.e.m. ANOVA, p<10-5 main effect for window, p=0.01, Tukey post-hoc between Δ3 and Δ1.  
 
 
 
The response magnitudes of the cells were higher in NCB mode than in BC mode 
(2-factor ANOVA, window*control mode, p<10-5 main effect for control mode, figure 
21).  The difference in control modes was modulated by the identity of the peri-event 
window (significant interaction, p=0.017).   
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Figure 21.  PETH Response Magnitudes were higher under Neural Control – Behavior mode than Behavior 
Control mode. 
Δ3 (movement) Response Magnitudes under Neural Control – Behavior (square markers) were significantly 
greater than Δ3 Response Magnitudes under Behavior Control (round markers; p=0.0005, Tukey post-hoc).  
Errorbars are mean ± 1.96*s.e.m.  Right inset, representative trial showing Δ1, Δ2, Δ3,. There were 886/2352 
total cells with significant PETHs in BC mode (37.7%) and 408/1108 in NCB mode (36.8%). 
 
 
 
The response magnitude of the cells is a less specific indicator of neuronal firing 
modulations than the peak response; it reflects general increases in firing rate over the 
width of the PETH peak region. 
 
Linear analysis of single cell activity, part V. Modulations in firing rate during trials 
carried out under Neural Control Only mode. 
 
 
The final pre-transection control mode was Neural Control Only (NCO).  The 
neural signal was used to control reward delivery in NCO mode exactly as it was in NCB 
mode; Neural Population Function generation and application were identical in both 
modes.  The sole difference between NCO and NCB control modes was that in NCO 
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mode, the lever was removed from the behavioral apparatus, preventing the animal from 
executing any type of a lever press (figure 3).  It was therefore not possible to carry out 
the correlation analysis, or to segment the animal’s behavioral and neural activity into 
multiple peri-event windows.  Instead, a single 1.5 second post-chime window was 
chosen, as pressing behavior in both BC and NCB mode tended to be accomplished, on 
average, in approximately 1.5 seconds.  For the PETH analysis, the data was binned at 5 
msec, and PETHs were calculated in the 1.5 second post-chime window for all the cells. 
6 animals were recorded in NCO mode (46 total recording sessions).  On average 
44 ± 16 (mean ± s.d.) cells were discriminated per day, 2013 cells total.  Without the 
lever present, animals were generally able to execute more trials than in BC or NCB 
mode (73 ± 20 trials/day, mean ± s.d., 3350 total.  See table 7).   
 
Table 7.  Individual animal performance in Neural Control Only mode.   
Mean ± s.d. 
animal recordings cells/day trials/day 
WB009 3 46 ± 1 57 ± 18 
WB010 14 63 ± 9 72 ± 22 
WB011 11 38 ± 8 77 ± 19 
WB012 7 25 ± 6 61 ± 12 
WB013 5 45 ± 1 97 ± 6 
WB020 6 30 ± 1 68 ± 11 
 
 
 
In NCO mode, the animal was not restrained physically, meaning that it might 
choose to pantomime a lever press motion even in the absence of a valid behavioral 
apparatus.  No distinction was made in the analysis between trials where the animal 
exhibited this kind of ‘pseudo-movement’, and trials where it moved little to none at all.   
879 of the 2013 cells (43.7%) recorded under NCO mode had significant PETHs 
in the fixed 1.5 sec post-chime window.  Because the window for the PETH analysis as 
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applied in NCO mode was different from the BC or NCB windows, PETH analysis was 
repeated in BC and NCB mode, using the single NCO mode window to allow 
comparisons. 
For BC mode using this window, 910 of 2714 cells (33.5%) had significant 
PETHs.  This is a decrease compared to the fraction of cells (37.7%) recorded in BC 
mode having significant PETHs when all three peri-event windows were utilized (see 
table 3).  For NCB mode, 797 of 2134 cells (37.3%) had significant PETHs in the fixed 
1.5 sec post-chime window, compared to 36.8% of cells in NCB mode with significant 
PETHs when 3 peri-event windows were used (table 6).   
 
Table 8.  PETH-derived measures, Neural Control – Only mode.   
Mean ± 1.96*s.e.m. 
  
€ 
chime 0,1.5{ } 
Peak Response (spikes/sec/trial) 34 ± 2 
Response Magnitude (spikes/sec/trial) 957 ± 86 
First Bin Latency (sec) 0.362 ± 0.020 
Peak Latency (sec) 0.499 ± 0.020 
Last Bin Latency (sec) 0.666 ± 0.023 
Number of cells 879 
 
 
 
Peak Responses of the PETHs were significantly elevated in NCO mode over 
both earlier control modes (1-factor ANOVA, p<10-5 main effect for control mode, 
Figure 22).  The PETH in general and the Peak Response in particular are measures of 
time-locking, or temporal tuning, to the reference event.  The increased Peak Responses 
associated with the chime event implies a shift in cortical encoding of the task, away 
from focus on the later stages of the trial and towards a reaction to the chime.  The 
increased proportion of cells with significant PETHs in NCO mode, when compared to 
BC and NCB modes, also supports this idea.  
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Figure 22.  PETH Peak Response was significantly higher in Neural Control – Only mode than in other pre-
transection control modes. 
Mean ±1.96*s.e.m.  Neural Control Only mode was significantly greater than Neural Control – Behavior 
mode (p=0.0098, Tukey post hoc), and Behavior control mode (p=2.9*10-4, Tukey post hoc).  Given N is 
numbers of cells responsive in the PETH. 
 
 
 
The Response Magnitudes were higher for cells with significant PETHs in NCO 
mode as well (1-factor ANOVA, p<10-5 main effect, figure 23).  
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Figure 23.  PETH Response Magnitude was significantly higher for Neural Control – Only mode than for 
Behavior Control mode.  
Mean ±1.96*s.e.m.  p=1.9*10-4 Tukey post hoc. 
 
 
 
The trend observed when comparing NCB and BC modes continues with further 
abstraction of the task from real movement: without an option to perform a lever press, 
cortical resources seem to turn towards encoding a reaction to the chime.  The relative 
proportions of cells with significant PETH tuned to the chime (43.7% for NCO compared 
to 33.5% for BC and 37.3% for NCB) may even reflect the inclusion of a different kind 
of neuron: one that significantly modulates its activity only in NCO mode.  The presence 
of such cells might indicate that some level of cortical conditioning, as reported recently 
by (Moritz et al. 2008), is taking place.  This kind of conditioning would not need to be 
related to the original movement.  
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Summary of Neural Control – Behavior linear analysis 
 
 
Cortical activity was significantly elevated under Neural Control - Behavior when 
compared with Behavioral Control, especially late in the time course of the movement.  
Neuronal spike rate modulations are better time-locked to the behaviorally relevant times 
in the movement under NCB, across all windows tested.  De-correlation between 
kinematic parameters and neuronal spiking was not observed; in fact, the correlation 
between neuronal spiking and kinematic parameters was significantly better under NCB, 
if only the spiking activity in Δ1 is considered.  This occurred in spite of significant 
changes in press duration, press amplitude, and speed of press.  This evidence clearly 
supports a degree of optimization between the behavior and the neural activity, under 
Neural Control – Behavior. 
 
Decoding Accuracy in the presence or absence of limb movement. 
 
 
The two pre-Transection neural control modes (Neural Control-Behavior and 
Neural Control -  Only) relied on the use of Neural Population Functions (NPFs) to 
achieve real-time detection of the animal’s intent to press.  Each NPF was a weighted 
sum of the population activity, calculated according to a set of weights generated through 
offline analysis of a previous day’s recording.  To calculate the weights for a given day, 
spike times were extracted in a ±1.5 sec window around each chime event and passed 
into a combined Principal Component Analysis/Independent Components Analysis 
(PCA/ICA) algorithm.  The NPF is a time-varying representation of the population 
activity, and therefore can be evaluated both before and after the chime (trial onset) 
event.  When the NPF detected movement in the post-chime period, i.e., the animal was 
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attempting to execute a lever press for reward, the activation was designated a True 
Positive (TP).  When movement intent was detected in the pre-chime region of the trial, 
it was labeled a False Positive (FP) activation.  Detection was carried out using a PETH-
based Euclidean classifier that calculated templates for the pre- and post-chime regions of 
the trials, and tested each trial in turn using a cross-validation scheme (adapted from 
Foffani and Moxon, 2004, see Methods).  The TP and FP rates, expressed as a 
percentage of the total number of trials, are independent measures of whether appropriate 
neural activity was generated.  True Positive rates indicate how reliably movement intent 
is present when it is cued by the chime, while the False Positive rate measures the 
precision of the classifier; i.e., how well it separates signal from background.   
All neural decoding schemes that utilize the activity of more than one neuron rely 
on some means of combining neuronal spike activity to generate one or more control 
signals.  This highlights a vulnerability that is common to all decoding algorithms, 
regardless of complexity: a loss of efficacy over time due to changes in the cortical 
environment around the implant (non-invasive neuroprosthetic interface modalities are a 
possible exception from this claim, but these approaches suffer their own drawbacks, and 
in any case are outside the scope of this report).  Changes at the electrode site can occur 
in several ways.  Inflammatory mediators may bring on physiological changes that 
confuse the identities of sampled neurons.  Reorganization of cortical networks may 
occur due to learning, or ongoing adaptive processes that take place in the aftermath of an 
injury, such that previously well-identified neurons may change their relationship with 
the prosthetic interface.  It is therefore of interest to determine how the performance of a 
given decoder will be degraded over time, particularly in the presence of changes in the 
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subject’s motor experience.  To this end, the offline analysis of every recording day 
generated two sets of accuracy measures: one TP%/FP% pair calculated using an NPF 
derived from analysis of the previous day’s recording, and a second TP%/FP% pair using 
an NPF calculated from the first recording day for that animal. 
Using these definitions, the mean accuracy for True Positives was 87.6% ± 10.1% 
(mean ± s.d) across all 3 pre-transection control modes.  False Positives occurred at an 
average rate of 10.1% ± 9.7% (mean ± s.d.) across the 3 modes.  This performance was 
significantly affected by the kind of weights used (‘day before’ vs. ‘day01’, 2-factor 
ANOVA weights*control mode, p < 10-5 main effect for weights), but not by control 
mode, though there was a significant interaction (p=0.018), indicating that the difference 
due to frequency of weights update changed based on control mode (figure 24).  Given 
the binary choice nature of the detection, chance performance for both True Positive and 
False Positive rates was 50%.  
As a part of the conditioning procedure all animals undergo prior to implantation, 
animals were required to achieve a 90% success rate in responding to the chime with a 
valid lever press.  Thus a decoder that takes as input all chimes, and has a decoding 
accuracy of 90% correct implies a lower bound for the TP% rate at 90%*90%=81%.  By 
a similar logic, a value of FP% below 19% would be achieved if animals are moving 
spontaneously in the pre-chime window during less than 10% of trials, and in addition 
the decoder is 90% successful at ignoring the spontaneous movements that do occur.  
When ICA weights from the previous day were used to construct the NPF, the decoder 
was able to meet these constraints on 102 of 133 recording days (75.0%).  When weights 
from the first day were used, this number dropped to 88 of 136 days (64.7%). 
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Figure 24.  Decoding Accuracy, pre-transection control modes.   
Mean ±1.96*s.e.m.  ‘day before’ and ‘day01’ refer to the sets of weights used to carry out each analysis: 
either the set of weights from the previous day’s recording, or a set from the first day’s recording.  There 
was a significant difference in NCO mode between recalculating the ICA weights daily or maintaining the 
use of weights calculated from ‘day01’ (p=0.013 for TP%, p=2.6*10-5 for FP%, Tukey HSD post hoc).  
There was also a significant difference in FP% in NCB mode (p=0.029, Tukey HSD post hoc).  The grey 
dashed line represents chance (50%).   
 
 
 
The difference between control modes was the animal’s real-time experience: 
whether the animal was asked to execute an overt behavior (Behavior Control) or instead 
to demonstrate identifiable intent (NCB and NCO modes).  In 5 of 6 animals, the online 
weights used were taken each day from the previous day’s recording (see figure 25, upper 
panel, for an example).  In one animal (WB010)  the weights used for online Neural 
Control were only changed twice in a span of  60 days after their initial calculation 
(figure 25, lower panel).   
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Figure 25.  Effect of updating weights daily.   
x-axis, days post implant.  The black dashed line with circle markers represents the NPF’s online success 
rate.  Bright green and dark green lines are the TP% results from the offline analysis; bright and dark red 
are the FP% results from the offline analysis.  Upper panel, WB013 performed both Neural Control modes 
with ICA weights that were recalculated each day.  Lower panel, WB010 performed Neural Control online 
using weights that were recalculated only twice after the first Neural Control – Behavior day (day 24 post 
implant).  The offline analysis still recalculated weights every day, or held them constant, as with WB013 
above.  For WB010, there was a significant difference for TP%: ‘day before’ vs. ‘day01’ weights 
(p=0.0003, paired-sample t-test). 
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This altered experience did not affect the offline decoder’s ability to identify 
movement intent: using the weights from the day before or the weights from ‘day01’ did 
not lead to a significant change in decoding accuracy for WB010 compared to other 
animals (2-way ANOVA, animal*weights, no significant effects, no interaction).  The 
contrast between the upper and lower panels of figure 25 is therefore more likely the 
result of individual physiological differences between the animals, or variation in the 
quality of the implant.  WB010 was included with the rest of the animals in all analyses. 
 
Signal to Noise Ratio 
 
 
Because of the binary choice nature of the TP%/FP% scores, the decoding 
accuracy is a relatively coarse measure of the overall quality of the Neural Population 
Function.  To obtain a finer measure of NPF quality, a Signal to Noise Ratio was 
calculated for each trial.  The same windows were selected from the NPF as for the 
decoding accuracy calculations: ± 1.5 seconds around chime.  The SNR is the ratio of the 
peak of the post-chime half of the window to the standard deviation of the pre-chime half 
of the window. 
The SNR for these recordings increased as the behavioral requirements of the task 
diminished (progress from BC mode to NCB to NCO mode, figure 26), but only when 
the PCA/ICA weights were recalculated on a daily basis (2-way ANOVA, weights 
*control mode, p<10-5 for weights, significant interaction, p=0.016).  See also figure 27 
for examples of the improvement in SNR as an animal progressed through the different 
pre-transection control phases of the study.   
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Figure 26. Signal to Noise Ratio calculated over all pre-transection control modes.   
Mean ±1.96*s.e.m.  There were significant differences in SNR due to the type of weights used in Neural 
Control – Behavior (p=0.049, Tukey post hoc) and Neural Control Only (p=1.6*10-5, Tukey post hoc). 
 
 
 
In WB010, the animal for which online weights were recalculated less frequently, 
there was no significant deviation from the trends of figure 26 (3 way ANOVA, 
animal*control mode*weights used, no significant interaction with animal and the other 
factors, no significant 3-way interaction); therefore this animal is included with the other 
5 for the purposes of statistical comparison. 
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Figure 27.  The Signal to Noise Ratio improves under Neural Control.   
Each panel shows a PETH constructed in a ± 1.5 sec window around chime, using the values of the Neural 
Population Function averaged across the trials for that day.  An early, middle, and late day from each 
control mode appear in the three rows.  Y-axis is in arbitrary units, as the weighted sum used to form the 
NPF is dimensionless.  Error bars are 1 standard deviation.  In each panel, the result of the decoding 
accuracy offline analysis is place at top left, as TP% and FP% rates.  The SNR is given as a mean ± s.d. 
across the trials of that day.  In the upper right of each panel is the recording day.  Below that, in 
parentheses, is the number of days post-implant where that recording day fell.  The high SNR under Neural 
Control Only mode appears to be the result of decreased variance in the background (pre-chime; time < 0).  
 
 
 
Aim II Summary 
 
 
In the first part of Aim II, a direct comparison was made between Neural Control 
– Behavior mode and Behavioral Control mode.  Single-cell correlation analysis revealed 
a similar trend in correlation values between the two control modes, with reaction time 
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more highly correlated to neuronal firing than any other parameter.  The more interesting 
result was that neuronal firing in the preparation (Δ1) window was more highly correlated 
to movement kinematics in NCB mode than in BC mode, possibly indicating that 
requiring animals to exert Neural Control over their reward caused a time-shift in the 
encoding of kinematics.  The results of the PETH analysis supported the idea that NCB 
mode in some way optimizes the relationship between movement and neuronal firing.  
The PETHs for individual cells in NCB mode had significantly higher peak responses 
than in BC mode, indicating an increase in the degree to which neuronal spiking was 
temporally tuned to the behavioral events of the press.  PETHs also had significantly 
higher response magnitudes in the movement (Δ3) window in NCB mode than in BC 
mode, indicating that spike rates were not just more tightly time-locked to their reference 
events, they were also higher in general, at least during the movement window.   
Aim II introduced a final pre-transection control mode: Neural Control – Only, 
where the behavioral lever was removed from the chamber, and the animals executed 
Neural Control over reward delivery.  The lack of a lever-press movement prevented the 
calculation of behavioral kinematics, but the PETH analysis was applied to all three pre-
transection control modes (Behavioral Control, Neural Control – Behavior, and Neural 
Control – Only) by using a fixed 1.5 second window beginning at the chime to construct 
the PETHs.  NCO mode represented a further level of abstraction from the original 
movement compared to NCB mode, and the trends seen in the first part of Aim II seemed 
to be confirmed.  The peak responses of Neural Control - Only PETHs were significantly 
higher than the peak responses of either NCB or BC modes, indicating a further jump in 
tuning precision.  Response magnitudes increased as well, indicating that neurons were 
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more active overall, not just better time-locked to the chime.  Perhaps most interestingly, 
a larger percentage of overall cells were found to have significant PETHs in NCO mode 
(43.7%) than either BC (33.5%) or NCB (37.3%) modes.  This raises the possibility of 
cells that only time-lock their activity to the chime when a Neural Control trial is 
executed without an actual lever-press movement. 
Performing an offline Decoding Accuracy analysis using a Euclidean classifier on 
the Neural Population Functions showed that a significant effect was caused by the 
choice of whether to calculate each day’s TP% and FP% using ICA weights from the day 
before, or instead to utilize ICA weights from ‘day01’, the first recording day for that 
animal.  Using ‘day before’ weights kept Decoding Accuracy at a high level of 
performance regardless of control mode.  Using the ‘day01’ weights, on the other hand, 
led to a degradation of performance that was minimal in the early (BC) recordings, but 
became significant as the animals progressed through the study to NCO mode.  The 
Signal to Noise Ratio reflected the same trend of changing NPF quality, but in a different 
way: if ‘day before’ ICA weights were used to calculate the Neural Population Function, 
SNR steadily increased as animals progressed from BC to NCO mode.  If ‘day01’ 
weights were used, the SNR remained unchanged across control modes. 
Taken as a whole, these findings reveal significant changes in the way cortical 
information reflects behavior, dependent on the animal’s experience and the demands of 
the movement.  Greater degrees of abstraction from the original learned lever-press 
movement drive higher firing rates, more focused tuning, and better Signal to Noise 
Ratios.  These shifts in cortical encoding, however, need not impair the use of a 
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Neurorobotic Interface; changing ICA weights each day enables the decoder to maintain 
a high level of performance. 
  
Specific Aim III: To demonstrate the preservation of movement encoding 
following a complete surgical transection of the spinal cord. 
 
 
Spinal cord injury can lead to widespread changes in the central nervous system 
that go beyond the loss of sensation or volitional control over movement.  The adult 
cortex maintains its ability to reorganize throughout life, in the form of learning.  
However, in the case of an injury to the CNS itself, the system’s limited capacity to 
regenerate may cast this plasticity in a more negative light.  Studies that examine the 
effects of deafferentation on somatosensory cortex have shown that the loss of input to an 
area can lead to reorganization that renders the denervated portion of the cortex sensitive 
to input from neighboring somatotopic regions (Kaas et al. 1983; Merzenich et al. 1983).  
If the original connections are never repaired, this redistribution of cortical resources is 
adaptive.  In the case where input is restored, however, the original somatotopic map 
combines with the post-injury reorganized map, to create a ‘montage’ of mixed 
representation, which is not ideal.   
Compared to the somatosensory system, the function of the motor cortex 
following a loss of contact with the extremities is not well understood.  The Neurorobotic 
Interface offers the capability to explore what motor function remains following an injury 
that prevents actual movement execution.  There have been reported successes in 
interpreting the activity of the human motor cortex at a time years removed from a spinal 
cord injury (Hochberg et al. 2006, Kim et al 2008, Truccolo et al. 2008), but there have 
been no reports that describe the functional changes brought on by SCI in a population of 
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neurons that was recorded both before and after the injury.  The current study addressed 
this lack by recording, for the first time, in cells of the hindlimb cortex of normal healthy 
animals trained to perform a skilled movement of the hindlimb, then surgically 
performing a complete mid-thoracic spinal cord transection as a model of spinal cord 
injury.  Animals were then returned to the behavioral chamber where they had performed 
the skilled hindlimb lever-pressing task, and were presented with trials of the audible 
conditioning stimulus (the chime) that previously cued their movement.  A Neural 
Population Function (NPF) was derived from the weighted sum of the neuronal firing in 
real time, and used to assess movement intent.  Reward was delivered if the NPF 
evaluated true against a pair of thresholds, established prior to transection to represent the 
down-and-up motion of the press.   
6 animals completed the three pre-transection stages of the study (Behavior 
Control, Neural Control-Behavior, and Neural Control Only) and underwent the spinal 
transection surgery.  Of the 6, one developed a post-operative complication and was 
euthanized, while a second survived 14 days post-surgery but died of unknown causes 
before any recordings could be taken.  The remaining 4 animals all maintained excellent 
health until their completion point in the study, which ranged from 32 days to 153 days 
post-transection (see Table 9).  One animal is still alive at the time of writing, at 70+ days 
post-transection.  In all, there were 4033 cells recorded over 93 days, with a mean of 43 ± 
6 cells/ day (mean ± s.d.).  As with recordings in other modes, cells were re-discriminated 
online at the beginning of each recording day.  Generally, in moving from the final pre-
injury recording day to the first post-transection day, only minor alterations were 
necessary to the online cell discrimination parameters within the SortClient software.  
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There were 6071 trials presented over the 93 days, with a mean of 65 ± 22 trials/day 
(mean ± s.d., range 26 to 156). 
 
 
Table 9.  Summary of post-transection (Tx) recordings.   
Mean ± s. d. 
animal recordings final day post-Tx cells/day trials/day 
WB009 11 42 36 ± 7 50 ± 15 
WB010 16 32 52 ± 3 57 ± 13 
WB013 50 153 43 ± 3 69 ± 23 
WB020 16+ 70+ 43 ± 3 72 ± 21 
 
 
 
Linear analysis of single cell activity, part VI. Modulations in firing rate during trials 
carried out under Neural Control post-Transection mode. 
 
 
As was the case in Neural Control Only mode (the final pre-transection mode), 
the PETH analysis was carried out using a single 1.5 second window for each trial.  This 
window was chosen to ensure the animal had sufficient time to react to the chime.  The 
primary results are shown in figure 28.  The proportion of cells with significant PETHs 
following transection was less than in other modes; 635 out of a total of 4033 cells 
(15.7%).  
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Figure 28.  PETH Response Magnitude and Peak Response, pre-transection vs. post-transection.   
Mean ±1.96*s.e.m.  The Response Magnitude (left) dropped by a relatively large degree (36.4% of its pre-
transection value), which was a significant difference.  The Peak Response (right) did not change. 
 
 
 
There was a significant drop in Response Magnitude following the transection (t-
test, p=1.2*10-9; figure 28, left panel), but interestingly, the PETH Peak Responses did 
not change (figure 28, right panel).  An example of this is shown in figure 29, where 
example trials from four different days are shown.  The relationship between the 
occurrence of the chime and the positioning of the initial peak changes very little from 
one control mode to another.  In the figure’s final two panels (bottom row, 3rd and 4th 
from left) there is an indication of some change in the response, which seems to transition 
from a two-peaked response to a single peak.  Trials such as this could account for the 
lower Response Magnitudes of the post-transection PETH responsive cells. 
	   76	  
 
Figure 29.  The Neural Population Function retains aspects of its relationship to real movement, even after 
overt movement stops.   
Each row is from a different day, carried out with animal WB013 under the control mode indicated.  Each 
column within the row is one example trial from that day.  Displayed is a ± 1.5 second window around 
chime (the red vertical line at the center of each plot).  The y-axes minima and maxima have been 
equalized across all 16 panels.  The black histogram plots are the NPFs.  The blue trace in BC and NCB 
modes shows the behavioral record of pressing activity.  The peak of the NPF tends to lead the beginning 
of the lever’s deflection.  Note that in the second and fourth trials under NCB mode (2nd row), the blue trace 
does not return completely to baseline by the end of the window.  These trials may not have been rewarded 
had they occurred in Behavioral Control mode, but under Neural Control – Behavior they were rewarded.  
Following transection (4th row), there is some additional variation in how the NPF represents movement 
intent.  All displayed days had TP% rates in excess of 95% in offline analysis, and FP% error rates of less 
than 5%.  The 2nd, 3rd, and 4th, rows had online success rates of 91.0%, 100%, and 86.2%, respectively.  BC 
decoding accuracy is not scored online.  The trials in the 4th row were taken from day 117 post-transection. 
 
 
 
Post-Transection Decoding Accuracy 
 
 
For post-transection (post-Tx) recordings, animals exerted Neural Control over 
reward delivery, as in the final stage of pre-Tx recordings.  The overall mean success 
rates for decoding accuracy were 87.8% ± 11.5% TP, 8.9% ± 9.0% FP (mean ± s.d.).  
Spinal cord transection did not significantly affect the accuracy of detection, though the 
choice of weights did (2-way ANOVA, transection state*weights, p=0.003 main effect 
for weights, figure 30).  Chance performance for both TP% and FP% measures was 50%.   
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Figure 30. Decoding accuracy performed at similar levels in healthy and spinalized rats.   
Mean ±1.96*s.e.m.  Updating the weights used to construct the NPF on a daily basis significantly improved 
the performance of the decoder before transection for TP % (p=0.008, Tukey post hoc) and FP% (p=0.003, 
Tukey post hoc).  Transection did not cause a significant difference overall in decoder performance.  There 
was a significant interaction between the two factors (p=0.02), since the increase in performance obtained 
by updating the weights daily in the pre-Tx modes did not carry over into the post-transection period. 
 
 
 
Effect of changing ICA weights online 
 
 
In 3 of 4 animals, the ICA weights used to calculate the online NPF were fixed at 
either the date of the final pre-Tx recording, or the date of the first post-Tx recording.  
They were kept the same throughout the post-Tx period.  In the fourth animal (WB009), 
the post-Tx weights were changed each day for online performance of the task.  The 
result of this was that WB009 was able to perform as well online as it did in offline 
analysis, unlike the other 3 animals, each of which experienced a drop-off in online 
performance compared to offline decoding accuracy.  Figure 31 shows the quantity 
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‘offline TP% - online TP%’, which reflects the number of percentage points that 
separated offline from online performance.  This difference is calculated for each post-Tx 
day.  Figure 31 shows the efficacy of changing the weights each day in terms of 
approaching a theoretical maximum potential performance.  On average, WB009 was 
able to come closest to its ‘theoretical best’ offline Decoding Accuracy (ANOVA, p<10-5 
main effect for animal, figure 31).  This occurred in spite of the fact that on the whole, 
WB009 had the worst Decoding Accuracy of any of the 4 animals (figure 31, inset).  
 
 
  
Figure 31.  Changing weights each day keeps online performance closer to best offline performance.   
Mean ±1.96*s.e.m.  WB009, the only animal for which the NPF weights were changed every day in the 
post-transection Neural Control mode, had a mean online performance that was significantly closer to its 
best offline performance (using the day before weights for offline analysis) than WB013 or WB020 (Tukey 
post hoc, p<0.00008).  WB010 was also significantly closer to its own best offline performance than 
WB020 (p=0.018, Tukey post hoc).  Inset, values of overall best offline performance.  The movement 
intent was decoded significantly more poorly for WB009 than for WB013. 
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Though changing the online weights each day altered WB009’s online 
performance, it did not cause a significant effect on the overall offline Decoding 
Accuracy (2-way ANOVA, animal*weights, no significant interaction).  WB009 was 
included with the other 3 animals in PETH, Decoding Accuracy, and SNR analyses. 
 
Signal to Noise Ratio – post-Transection 
 
 
In the pre-Tx animal, when ‘day before’ weights were used in the offline analysis 
the SNR increased monotonically across control modes, and was significantly higher in 
Neural Control Only mode than in Behavioral Control mode (figure 26).  This difference 
was expressed differently with the Decoding Accuracy, where (on average) the TP% and 
FP% measures both remained flat across control modes when ‘day before’ weights were 
used, and worsened with ‘day01’ weights were used (figure 24).  Spinal cord transection 
did not significantly affect offline decoder accuracy, but it did abolish the differences due 
to the type of weights used (figure 30).  The signal to noise ratio, by contrast, decreased 
significantly post-transection regardless of which types of weights were used (2-way 
ANOVA, transection*weights, p<10-5 main effect for each factor, figure 32).  One aspect 
of the SNR did reflect the changes that took place in the decoder accuracy results: 
following transection, there was no longer a significant difference in SNR due to the type 
of weights used to construct the NPF (significant interaction, p<10-5). 
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Figure 32.  The Signal to Noise Ratio decreased following spinal transection.   
Mean ±1.96*s.e.m.   Regardless weights used to construct the SNR, there was a significant decrease in the 
aftermath of the spinal transection (p<10-5, Tukey post hoc). 
 
 
 
Aim III summary 
 
 
The most surprising and important result of the study was that spinal cord 
transection did not cause a significant decrease in decoding accuracy.  Moreover, the 
significant difference in decoding accuracy dependent on the type of weights used (‘day 
before’ or ‘day01’) was not evident after transection.  The transection did account for 
several observable differences in the neuronal activity associated with the task, however.  
A comparison of PETHs calculated before and after transection showed a significant 
lessening in response magnitude, and a much lower proportion of the total number of 
cells with significant PETHs.  Interestingly, though, PETH peak responses did not change 
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due to transection, indicating that some of the highly tuned firing patters that existed 
before the transection are preserved.  The SNR of the Neural Population Function did 
change significantly after transection.  The SNR also reflected the loss of distinction 
between NPFs calculated using weights from the day before vs. NPFs calculated using 
weights from ‘day01’. 
An injury to the spinal cord is also a brain injury, and the cells of the motor cortex 
clearly were affected in some ways by the trauma.  However, the lack of a fall-off in 
offline decoding accuracy reflects the fact that at least some of the cells that were active 
before the transection were still responding to the chime after transection.  A second 
intriguing result, reflected in the decoding accuracy and SNR measures, is the loss of 
significant difference after transection due to algorithm update frequency.  This stands in 
sharp contrast to the trends that occurred between control modes prior to the transection, 
and may reflect a suppression of reorganization following SCI.  Such a phenomenon 
could be due to physiological processes triggered by the transection itself, but the more 
intriguing idea to consider is that it might be a result of continued training with the 
Neurorobotic Interface.  If that is the case, training with the NRI by itself may prove to be 
‘neuroprotective’, helping to guard against maladaptive cortical reorganization in the 
aftermath of spinal injury.    
 
DISCUSSION 
 
 
In this study, the spiking activity of multiple single neurons in the hindlimb 
representation of the rat motor cortex was used to decode the execution of a skilled 
hindlimb lever press, both in the healthy animal and in the aftermath of a complete 
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surgical transection model for spinal cord injury (SCI).  The intent to perform the skilled 
hindlimb movement was decoded as well as real movements, in the presence or absence 
of such movements, both before and after transection.  This decoding performance was 
achieved using a relatively small number of neurons, recorded bilaterally from a single 
cortical representational area.  The Neurorobotic Interface (NRI) was largely open-loop, 
with a single binary point of feedback that indicated the success or failure of the trial.  
Though larger numbers of neurons sampled from multiple brain areas will likely improve 
the accuracy of decoding the fine kinematics of movement, the present study 
demonstrates the feasibility of NRI implementation in a novel hindlimb task using 
rodents, for which there is an extensive literature of existing research on spinal cord 
injury; see Onifer et al. (2007) for review.  Both task and species were selected in order 
to design an experimental paradigm that can be used for further studies of what changes 
occur in the cortical encoding of movement following SCI. 
Movement kinematics were significantly correlated with the activity of single 
neurons in the hindlimb cortex, corroborating the results of recent studies (Fitzsimmons 
et al. 2009; Song et al. 2009), as well as extending them to include the encoding of 
movement during a skilled hindlimb manipulation.  In this case, the parameters reaction 
time, press duration, press amplitude, and speed of press were significantly correlated to 
approximately 57% of sampled neurons, with individual neurons accounting for as much 
as 75% of the variance in the parameter values on a given day.  This compares reasonably 
well with findings in a recent upper limb neurorobotics study (Carmena et al. 2003), 
though parallels between the two studies must be drawn with care, as Carmena et al. 
utilized a behavioral task that required animals to match given kinematic targets, whereas 
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in the present study the variance in the specific values of the kinematic parameters was 
largely incidental.  For all parameters of the movement except press duration, the 
encoding of the single cells was as reliable in a pre-movement window as it was during 
the movement itself, indicating that the rat hindlimb cortex encoded at least some aspects 
of the movement before it was executed. 
The firing rates of cortical neurons were tuned to the time course of the hindlimb 
lever press in approximately 38% of cells.  The highest proportion of cells was time-
locked to the end of the press; though cells time-locked to the initial downward deflection 
of the lever had the highest peaks in their PeriEvent Time Histograms (PETHs).  These 
results stand in good agreement with previous neurophysiological studies of skilled 
reaching with the forelimb in this species (Hyland 1998; Hermer-Vazquez et al. 2004).  
Three phases of the movement were examined: preparation, initiation, and movement, 
with the movement window being defined as a fixed window anchored to the end of press 
or lift event.  See figure 4B of the Methods.  These three windows were each of constant 
size for a given day, and on average overlapped one another.  Despite this, the cells that 
were time-locked to the three respective reference points for the windows had distinct 
latencies in the peaks of their PETHs (figure 13).  This is consistent with the idea that 
different subpopulations of the cells are active during each phase of the movement.  
Together, the populations of kinematic-encoding cells and time-tuned cells accounted for 
68% of all neurons sampled. 
Switching to Neural Control of reward delivery for the task induced significant 
changes in behavior, but did not lead to an overall de-correlation of the neuronal firing 
from kinematics when the (now optional) movement was performed.  Neither were there 
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significant changes in the overall proportion of cells correlating their activity to 
movement kinematics, or their relative distributions with regard to parameter.  One 
important change did arise as a result of the switch to Neural Control: cells that were 
correlated to kinematics in the preparation window (Δ1) had significantly higher R2 values 
under Neural Control than Behavioral Control.  To interpret this result, recall that under 
Neural Control, it was possible for the animal to receive its reward before a lever press 
was fully completed, if its online neural activity met the proper threshold requirements.  
Secondly, of the four kinematic parameters investigated, the only one that did not change 
its mean value significantly after the switch to Neural Control was reaction time (figure 
15).  Thus real movements performed under Neural Control, compared with Behavioral 
Control, were (1) initiated within a similar amount of time, (2) performed differently 
beginning with movement onset, but (3) were encoded better, on average, under Neural 
Control than they were under Behavioral Control.  This result initially appears to stand in 
contrast to previous studies that reported a weakening in the encoding of movement by 
neural activity, once movement was no longer required (Wessberg et al. 2000; Carmena 
et al. 2003; Velliste et al. 2008).  However the cited studies all employed some form of 
visual feedback during the behavioral training, often an abstract representation such as a 
cursor on a screen, and it has been demonstrated that the cortex is capable of learning to 
modulate its activity in relation to abstract goals even in the absence of any behavioral 
relevance (Moritz et al. 2008).  Therefore it could be argued that providing a highly 
engaging visual feedback that is not by necessity related to movement, such as a cursor 
on a screen, encourages dissociation of neural firing from movement by its nature.  In the 
present study, the open-loop implementation of the neurorobotic interface may require 
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the animal to maintain its focus on performing a movement, because the animal does not 
‘realize’ the movement is no longer required.   
Requiring the animals to execute Neural Control in order to obtain their reward 
led to an overall increase in the temporal tuning properties, or ‘time-locking’, of the cells.  
This applied to the switch from Behavioral Control (BC) to Neural Control – Behavior 
(NCB), and occurred a second time when animals participated in Neural Control Only 
(NCO) mode, wherein the lever was removed from the behavioral chamber.  
Comparisons across the three pre-transection control modes were made using a single 1.5 
second peri-event window, referenced to the chime.  The results of lever removal were an 
overall increase in the percentage of cells with significant PETHs to the chime compared 
to BC and NCB mode, as well as significant increases in both the peak of the PETH as 
well as the integrated response of the entire peak region.  If the PETH peak response is 
interpreted as a temporal tuning measure, this result is highly similar to previous studies 
(Carmena et al. 2003) that found the tuning properties of cells during neural control with 
behavioral option to be distinct from the tuning of the same cell populations once the 
behavioral manipulandum had been removed. 
The relative contributions of the individual cells to the population average 
changed as the animal’s behavioral experience of the task evolved.  The True Positive 
percentage (TP%) and the False Positive percentage (FP%), which measured cued and 
spontaneous movements, respectively, did not change as a function of control mode if the 
weights used to construct the Neural Population Function were generated each day from 
analysis of the day before.  If the weights used to construct the NPF were taken from the 
first recording day, however, and held the same for all subsequent days, both of these 
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measures reflected a decrease in the performance of the decoder, though the performance 
remained well above chance.  The ratio of the NPF’s peak to its variance in the pre-
chime region (the Signal to Noise Ratio) reflected this trend as well.  SNR values 
increased steadily as the control mode progressed from Behavioral Control to Neural 
Control Only, if ‘day before’ weights were used to calculate the NPF.  The SNR 
remained flat across control modes if ‘day01’ weights were used.  There is an extensive 
body of literature dealing with the short- and medium-term interactions between an 
animal’s behavioral experience and changes made to a decoder.  See Nicolelis and 
Lebedev (2009) for review, see also Taylor et al. 2002, Velliste et al. 2008.  The current 
results support the view of the cortex as adaptable to changing behavioral demands, 
optimizing its activity to whatever requirements are present at the time.  A second 
potential contributing factor to the decrease in suitability of ‘day01’ weights is the simple 
passage of time, and the inevitable physiological changes that take place at the 
electrode/tissue interface.  Controlling for this factor is left to future work, as all animals 
in this study progressed through the control stages in the same order. 
Spinal transection had less overall effect on neuronal activity than might be 
expected.  Individual cells with significant PETHs in the post-chime window had mean 
peak responses that were not significantly different from the peak responses of cells 
recorded pre-transection, although a smaller proportion of cells had significant PETHs 
following transection.  The offline performance of the Euclidean classification decoder 
upheld this surprising result: spinal transection did not lead to a statistically significant 
change in decoding accuracy, regardless of the type of weights used to construct the 
offline NPFs.  This did not mean that no changes arose from the transection, however: the 
	   87	  
SNR decreased significantly following transection, indicating it to be the more sensitive 
of the two measures of NPF signal quality.  Interestingly, though, there was no significant 
difference in post-transection SNR due to the type of weights used in analysis (‘day 
before’ and ‘day01’, see figure 32).  This is in contrast to the pre-transection SNR, which 
showed significant improvements in using ‘day before’ weights over ‘day01’ weights; 
these differences grew larger as the animal progressed through the control modes.   
There is no direct comparison for these results available in the literature; even 
though SCI has been studied extensively in rats, including the influence of injury on the 
functioning of the cortex, the majority of studies have investigated the effects of injury on 
somatosensory organization (Jenkins and Merzenich 1987; Allard et al. 1991; Garraghty 
et al. 1994; Xerri et al. 1998).  These studies, as well as reports of changes in motor 
cortical function as a result of peripheral nerve transection (Sanes et al. 1988) indicate 
that widespread reorganization of the deafferented section of the cortex can be expected 
following such an injury.  The present findings would seem to contravene these earlier 
results; at least, if cortical reorganization did occur in these animals following spinal 
transection, it was not of a sufficient degree to cause significant loss in the ability of the 
offline decoder to identify movement intent.   
Interestingly, results obtained from a single animal indicate that at least some sort 
of reorganization may be taking place following the transection.  In three of the four 
animals that were recorded post-transection, the weights used to calculate the online NPF 
(that is, the NPF responsible for reward delivery on successful trials in Neural Control 
mode) were fixed, and held constant throughout the post-transection period.  In the 
remaining animal, WB009, the weights used for construction of the online NPF were 
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recalculated each day, as had been performed for pre-transection Neural Control mode 
sessions.  When the performance of the animals was compared in post-transection 
recordings only, WB009 was better able than any other animal to closely match its online 
TP% to its best offline decoder performance for the same day. 
The musculoskeletal systems of both quadrupeds and bipeds are such that a 
skilled hindlimb/lower limb movement is biomechanically more complex than a 
corresponding forelimb/upper limb movement.  The shift of the body’s center of mass 
associated with raising one side of the pelvis necessitates postural adjustments that, in the 
quadruped, make the skilled hindlimb movement a ‘whole body’ movement.  The 
forelimbs and non-moving hindlimb are required to brace the animal’s weight while the 
moving limb is in motion.  These complexities may well be encoded by the infragranular 
cells of the hindlimb motor cortex, and indeed may be reflected in the above results, in 
data obtained from the ‘preparation’ window that immediately follows the chime.  
However the lever position sensor data used in the above analyses offers no information 
regarding this time period.  In future work, constructing the forward portion of the 
chamber’s floor from a capacitive touch-sensitive surface might allow the positioning of 
the three legs not actively manipulating the lever to be tracked.  Combining this sensor 
with a force plate would convey ground reaction force data as well.  These improvements 
would make available a wider variety of kinematic information to correlate with neuronal 
firing data.  The touch sensor could also be used to design a hindlimb version of the 
classic center-out reaching task, which would allow direct comparisons between hindlimb 
reaching and the extensive library of existing data on forelimb/upper limb skilled 
reaching. 
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Unlike investigations of upper limb neurorobotic applications involving monkeys, 
or the recent reports of recording hindlimb cortical activity during treadmill locomotion 
(Fitzsimmons et al. 2009, Song et al. 2009), the animals in this study were not restrained 
while recordings were underway.  The rats were confined within the behavioral chamber 
for the length of the session, but the size of the chamber was such that they could move, 
turn, or even rear up.  This allowed the animals to execute natural movements, placing no 
constraints on the motor plan they employed to achieve the task, which simplified the 
behavioral training.  Future studies could be designed to examine the effects of imposing 
various requirements on the kinematics of movement execution, and effects of such 
requirements on neural encoding. 
The skilled hindlimb lever press was not a self-paced task.  Imposing a 
requirement that the animal must wait quietly for a randomized period before each trial in 
the pre-transection control modes was a crucial component in the logistics of the post-
transection recordings.  Due to the generally fragile health of transection rats, water 
deprivation was a delicate procedure, and post-transection rats were never as thoroughly 
water deprived as they had routinely been prior to transection.  Therefore following 
transection, the rats were less well focused, and more vulnerable to distraction.  Chime 
cues were never intentionally presented at any time when the animal was grooming, 
exploring the chamber, or otherwise seemed to be distracted.  Instead, the animals tended 
to indicate their readiness to participate in a new trial by some stereotyped behavior, such 
as poking their nose into a corner, or adopting a specific posture.  Following this 
indication of readiness, the randomized pre-trial period began, followed by the chime.  
Following transection, these behavioral cues were critical in assuring the trials in the 
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post-Tx control mode were presented in the same way as the trials of the pre-Tx control 
modes had been.   
The neurorobotic interface implemented in this study was ‘near open loop’.  A 
single binary point of feedback, the termination of the chime prior to timeout, indicated 
trial success and therefore impending reward.  Under behavioral control modes, this 
occurred at the moment of the lift event.  Under Neural Control, the chime was 
terminated when the online NPF activity had matched a pair of thresholds in succession 
(exceeding one threshold and dropping below another).  The animals seemed to grasp the 
salience of this feedback mechanism, in both pre-transection and post-transection 
conditions, so the interface cannot be said to be truly open loop.  However, there were 
none of the extensive, continually updated visual tracking cues that accompany many 
studies of upper limb neuroprosthetics.  In spite of this, it was possible to find evidence of 
movement encoding by single cells roughly comparable to what has been demonstrated in 
upper limb studies, and to perform detection of movement and/or movement intent with a 
high level of performance.  Further studies will need to be performed in order to 
understand the complete ramifications of using open- vs. closed-loop interfaces to 
interpret skilled movement data, but truly closed-loop interfaces are vulnerable to a 
phenomenon that may be loosely termed ‘cortical over-fitting’.  This has been repeated 
demonstrated by Fetz et al (Fetz 1969; Fetz and Finocchio 1971): the cortex is 
magnificently adept at both pattern recognition and self-modification, and is capable of 
matching its output to whatever is required in order to obtain reward. 
The words ‘cell’, ‘neuron’, and ‘unit’ are used interchangeably in this report, as it 
is mainly concerned with the activity of ensembles of cells acting as a group.  To this 
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end, single- and multi-units were included equally in all analyses.  This is agreement with 
recently published reports.  The current results were obtained from a single cortical area, 
sampling the activity of an average of 40-50 cells bilaterally.  This constitutes a limitation 
if indeed “motor information is represented in a highly distributed fashion” (Carmena et 
al. 2003), and perhaps more extensive decoding of movement kinematics will require the 
contributions of a higher number of cells, or multiple cortical areas.  Despite the small 
number of cells, however, the current results achieve generally good agreement with 
existing published studies, and attempts to match existing data more precisely should be 
tempered by an awareness of the novelty of the task. 
This report is the first example of decoding the execution of a skilled, learned 
movement performed with the hindlimb.  The skilled hindlimb task is a more suitable 
experimental platform than treadmill locomotion for the study of cortical encoding of 
movement in quadrupeds, since a well-practiced learned movement can be expected to 
require more extensive cortical resources than simple treadmill locomotion (Widajewicz 
et al. 1994; Belanger et al. 1996; Drew et al. 1996; Rossignol et al. 1996).  Future 
advancements in the field of neurorobotic interface design can be realized through an 
enhanced understanding of how the healthy cortex encodes movement, and what changes 
these signals undergo in the aftermath of large systemic changes such as those brought on 
by spinal cord injury.   
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APPENDIX 1.  Supplementary background information. 
 
 
 
 
 An effort has been made to keep the Introduction of this report concise; however, 
for the interested reader a more extensive historical review of relevant literature is 
provided below.  Focus is kept largely on the basic science underpinnings of current 
knowledge regarding how the cortex respondes to environmental changes, such as 
learning and injury. 
 
Plasticity in the sensory and motor cortices 
 
It has been appreciated for decades that plasticity occurs in the adult 
somatosensory and motor cortices.  The earliest efforts to reveal this fact focused largely 
on changes brought about after an injury to the peripheral nervous system.  Perhaps the 
simplest type of adaptation in the presence of interrupted information from sensory 
afferents is short term the “unmasking” phenomenon (Metzler et al. 1979), where an 
epidural anesthetic administration or other blockade of sensory information from the 
periphery revealed cortical responses to secondary body locations in cats.  The term 
unmasking refers to the fact that due to the use of a reversible anesthetic blockade, the 
changes in neuronal responsiveness or receptive field properties did not represent a 
permanent change of the cortex or its afferent inputs but rather a revelation of secondary 
connections that were present (albeit quiescent) in the normal animal.  Kalaska & 
Pomeranz (1979) also working on a cat model, showed that a similar phenomenon existed 
in cases of chronic denervation of the paw via a peripheral nerve transection; cells 
formerly responding to paw stimulation began responding to stimulation of the “forearm” 
area when their original afferent inputs were silenced.  They also found an age-dependent 
difference in the degree to which this phenomenon occurred, indicating that in the case of 
chronic loss of input, true functional reorganization of cortical resources takes place for at 
least some cells.  These results are echoed by data gathered in adult cats that had 
undergone unilateral dorsal root rhizotomies (Franck 1980).  The somatosensory cortex in 
these cases showed a “migration” of representational areas associated with body locations 
rostral to the dorsal root lesion, into the deafferented cortical region.  This was 
maintained throughout the 55 days of the study period.  The migration of cortical 
representational areas was examined in a raccoon model by Rasmusson (1982).  The 
raccoon has a much greater investment of cortical resources into its forepaw than does the 
cat, which allowed Rasmusson to examine the effect of single digit (digit five) 
amputation over a period of time extending to 16 weeks.  He found that the cortical 
region which had been devoted to digit five in normal animals responded to stimulation 
of digit four in injured animals at eight weeks post-injury, and at sixteen weeks the cells 
in this area responded to a lower intensity stimulus as well as undergoing a shrinkage of 
their receptive field size (the number of sites to which a cell responds).  These changes 
over an extended time period, as well as the additional finding of no representational area 
migration at two weeks post injury, indicate a mechanism much slower than the 
unmasking of extant circuits, such as anatomical modifications in the neural circuitry.  
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This leads to the conclusion that plasticity in this system is not just capable of sustaining 
long term changes but also of making permanent ones.   
An issue of significance to the present study regarding such well-established 
changes was investigated by Merzenich and colleagues (1983a; 1983b).  They found that 
the cortical hand representation in adult squirrel and owl monkeys was modified, over a 
period of 2 to 9 months following section of the median nerve, to respond to inputs from 
the radial and ulnar nerves.  Notably, the entire deafferented region was found to 
reorganize (by 22 days post-injury), so that the existence of areas permanently 
unresponsive to stimulation was not observed.  Instead, the deafferented region of cortex 
reorganized to include a mixture of latent secondary representations (these were 
responsive to stimulation soon after the injury) and inputs from neighboring 
representational zones that gradually “grew into” the area affected by the injury.  This 
phenomenon was followed by a second instance of reorganization, when the peripheral 
nerve was allowed to regenerate (Wall et al. 1986).  In these experiments, a modified 
version of the original layout of body representations was re-established in the cortical 
areas deafferented by injury.  The final layout of the cortex in these animals represented a 
“montage” of the pre-injury and immediate post-injury organizations, which was not 
necessarily appropriate for the recovery of normal sensation.  The plasticity exhibited by 
the brain before peripheral nerve regeneration was therefore maladaptive, to the extent 
that the organization established during that time was not replaced by the original layout 
once afferent inputs were restored.  Finally, two distinct cortical areas containing 
representations of the hand were both found to develop altered functional layouts in this 
manner, but their transformations from pre-injury states differed from one another, 
providing evidence that the reorganization occurred independently in each region rather 
than arising from a post-injury modification of the peripheral system. 
Taken together, these results describe a somatosensory cortex that is highly 
plastic, capable of reorganization in response to both temporary and long-term changes in 
input from afferent sources, and also capable of forming inappropriate connections in the 
aftermath of injury that can persist in spite of restored afferent connections.   
Cortical representations of sensory information have also been shown to be 
modified through experience, or trained behaviors.  Jenkins et al. (1990) found that 
providing enhanced sensory stimulation to specific fingers of the adult owl monkey 
enlarged the areas of the cortex which responded to those fingers.  Cells responding to 
those fingers also contracted their receptive fields, perhaps indicating specialization of 
the cells’ responses.  When enhanced sensory stimulation to a specific digit was 
dependent on a behavioral discrimination task, Recanzone et al. (1992) found complex 
representations of the finger, with discontinuities between cells responsive to phalanxes 
of the stimulated finger.  This differed from controls that usually had continuous 
representations for each finger.  Trained skin surfaces showed enlarged cortical 
representations, and unlike previous examinations, enlarged receptive fields with a high 
degree of overlap.  The observed changes were observed to be larger in animals whose 
trained discrimination task was directly related to behavior than in animals receiving 
equivalent tactile stimulation that was not linked to behavior.  These changes were not 
observed in thalamus, indicating that the functional plasticity observed is in fact cortical 
in origin (Wang et al. 1995).  A more complex pellet-retrieval skilled reaching behavior 
also affected the cortex, increasing the representation size of the involved digits and 
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reducing the neurons’ receptive field sizes (Xerri et al. 1996).  From these studies it is 
apparent that the somatosensory cortex is capable of reorganizing in response to both 
injury as well as novel stimulation. 
Unlike the somatosensory cortex, the motor cortex is not possessive of a precise 
somatotopy, but rather exhibits a general mapping of large body regions.  Within each 
region there is a variable organization (Donoghue et al. 1990; Sanes et al. 1990).  The 
motor cortex is similar to the sensory cortex, however, in that it has been shown to 
exhibit plasticity in response to peripheral injury.  Such plasticity has been attributed to 
unmasking phenomena in the short term (45-180 minutes; (Donoghue et al. 1990), and 
has been shown to persist for months (Sanes et al. 1990).  In these experiments, motor 
cortex representations of vibrissae movement reorganized to evoke movement in adjacent 
motor areas (eyelid and forearm) after transection of the facial nerve responsible for 
innervating the whisker pad musculature.  This plasticity has been attributed to a pre-
existing network of horizontal connections within motor cortex (Huntley 1997). 
Within the motor cortex, representation of body parts is dependent on use and 
experience.  Training in a skilled reaching task increases the representation of the part of 
the arm or hand chiefly used in the task, and this increase is reversible and repeatable 
(Nudo et al. 1996).  It has also been shown that the degree of cortical modification 
increased with more complex learned tasks, indicating that functional plasticity in the 
cortex is proportional to the skill required for a behavior (Kleim et al. 1998).  The 
importance of horizontal connections in cortical layers II/III for use-dependent plasticity 
was shown by Rioult-Pedotti et al (1998), linking this type of plasticity to that 
experienced in the aftermath of injury.  Exercise requiring skilled “acrobatic” movements 
following a cortical lesion was shown to enhance synaptogenesis and improve behavioral 
measures better than simple unskilled exercise alone (Jones et al. 1999).  This occurred 
despite a lack of difference in overall lesion size between animal groups, implying that 
functional plasticity was responsible for the improvement.  Similar findings in the healthy 
animal were also linked to functional plasticity of the cortical regions associated with the 
skilled movements (Kleim et al. 2002a).  No functional plasticity was observed in 
animals that underwent a regimen of unskilled exercise (Kleim et al. 2002b), even though 
the exercise did induce angiogenesis in the motor cortex.  Use-dependent plasticity is a 
more slowly developing functional change than that which is brought on by injury.  
Despite the ability of the cortex to reorganize swiftly by unmasking phenomena, longer 
lasting reorganization in the motor cortex associated with a skilled movement was not 
observed until after 10 days, even in animals that had physically mastered a skilled 
reaching task much sooner (Kleim et al. 2004).  It is evident that skilled practice after 
acquisition is necessary to induce such plasticity.   
Sensory and motor cortex have both been shown to be capable of extensive plastic 
reorganization after both peripheral injury and with different behavioral experiences.  
However, with central nervous system injuries such as damage to the spinal cord, 
plasticity at the site of the lesion is limited, and behavioral outcome is still quite poor.  
Despite one early study that seemed to indicate a remapping of thalamic and cortical 
somatotopy at 3 days after injury to the dorsal columns, a reorganization that lasted 
weeks (Wall and Egger 1971), and was hypothesized by the authors to arise from 
collateral sprouting in response to the injury, recent studies have contradicted this finding 
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and failed to observe substantial reorganization in the somatosensory cortex of adult 
animals following spinal lesion (McKinley et al. 1987; Jain et al. 1995). 
There is relatively little information available regarding the plastic reorganization 
of the motor cortex in the case of SCI, compared to somatosensory reorganization 
studies.  In a historical oddity, some of the earliest data collected in this field is from 
human subjects.  In a transcranial magnetic stimulation study, the motor cortices of 
human spinal cord injury patients were found to elicit motor evoked potentials in muscles 
that had retained partial function over a wider representation than control subjects (Levy 
et al. 1990; Topka et al. 1991).  These studies were not able to localize plasticity to the 
cortex by eliminating possible subcortical sources of reorganization.  An EEG-based 
study also found altered movement representations in cortex, and hypothesized an 
enhanced importance of intact somatosensory information in maintaining proper 
movement representations (Green et al. 1998).  An expansion of the hand representation 
in SCI patients was also found (using Positron Emission Tomography scanning) to be 
proportional in area to the level of the injury (Bruehlmeier et al. 1998).  In animal studies, 
Schmidlin et al (2004) found that the motor cortex representation of the hand disappeared 
entirely after a cervical hemisection injury, but returned over a time course that paralleled 
behavioral recovery.  Unlike human studies mentioned above, this study found direct 
evidence that the cortex itself is responsible for theses changes, using a reversible GABA 
agonist administered to the cortex to abolish the animal’s ability to perform a skilled 
reaching task. 
The evidence for limited reorganization, especially in somatosensory cortex, 
following SCI highlights the importance of feedback to the overall motor system during 
the execution of movement.  Complete transection injuries especially make it impossible 
for sensory information to return to the brain from areas caudal to the lesion.  
Neurorobotics is indicated for this condition due to its ability to provide alternate 
feedback pathways for the execution of motor activity.  A neurorobotic interface enables 
the successful completion of motor goals without the necessity of actual movement in the 
limbs.  Because of this, neurorobotic training is expected to enhance the process of 
cortical reorganization, bringing about higher neuronal responsiveness in sensory and 
motor areas in animals exposed to it than in naive control animals. 
 
Origin of the Neurorobotic Interface 
 
The Neurorobotic Interface is a conjunction of technologies, materials, and 
techniques that requires all the sophisticated data acquisition and processing capabilities 
of modern computers, but is firmly rooted in concepts shaped in the 1960s.  Edward 
Evarts, in a landmark series of investigations carried out at the National Institutes of 
Health laboratories (Evarts 1966; Evarts 1968; Evarts 1969), utilized a serial approach to 
record the spiking activity of multiple single neurons while a monkey performed a trained 
arm movement.  These studies characterized the pyramidal tract neurons of layer V motor 
cortex as modulating their firing rates in a way that was highly correlated with 
movement.  They also put forth the idea, for the first time, that neurons individually and 
in groups were definitively associated with specific behavioral parameters of movement, 
such as muscle force applied to a manipulandum.  Later, it was shown that these neurons 
modulated their activity during anticipation of or preparation for movement rather than 
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strictly during the movement itself (Tanji and Evarts 1976).  The discovery that cortical 
neurons were capable of encoding information about multiple aspects of a movement 
such as muscle activation, joint position, and direction of next intended movement 
(Thach 1978) presaged the finding that information regarding movement is encoded in 
the cortex across ensembles, or populations of neurons (Georgopoulos et al. 1982; 
Georgopoulos et al. 1986).  Georgopoulos et al. introduced the ‘center-out’ reaching task, 
which has become the de facto standard for studies of the cortical control of voluntary 
movement, as well as the ‘population vector’ model of neuronal activation during 
movement execution.  The population vector relies on a model that relates neural firing 
rate modulations to direction of reach via a cosine function, also known as a ‘tuning 
function’. 
Further explorations of ensemble activity related cortical activation to direction as 
well as velocity of hand movements (Moran and Schwartz 1999aa; Moran and Schwartz 
1999bb), and segmentation of curved movements into a series of smaller, nearly straight 
portions (Martin et al. 1995; Schwartz and Moran 1999).  These relatively simple 
concepts of neural encoding would be challenged, however, by alterations in the 
experimental setup that change the animal’s posture during a reach, resulting in a 
different kinematic problem to be solved by the motor system (Scott and Kalaska 1995; 
Scott and Kalaska 1997).  Scott and Kalaska proposed that the cortex was occupied with 
the transformation to an intrinsic set of motor parameters, such as joint position or 
muscle activation. 
The debate as to the precise nature of the information encoded by individual 
cortical cells is ongoing, but advances in the technology of electrophysiological data 
acquisition have enabled more elegant investigation of cortical activity at the population 
level.  The advent of simultaneous microelectrode array recordings of neuronal 
ensembles (Nicolelis et al. 1997) made possible the construction of practical neurorobotic 
devices controlled in real time by the activity of cell populations.  This was first 
demonstrated in rats (Chapin et al. 1999), where it was shown that temporal as well as 
spatial information was encoded by the neuronal population both before and during a 
forelimb lever pressing task.  Quick to follow in the footsteps of Chapin et al. were 
Wessberg et al. (2000), who demonstrated the control of a robotic arm in three 
dimensions using the cortical activity of a monkey.  Wessberg et al. also pioneered the 
use of a simple linear filter (the Wiener filter) for the reconstruction of movement 
trajectories, and showed that it performed as well as more complicated artificial neural 
networks. In 2003, Carmena et al showed that this decoding algorithim could also be used 
to control the direction and velocity of movement in a robotic arm, as well as the opening 
& closure of a gripper.  Carmena et al. also found evidence of functional reorganization 
within the cortex as animals became proficient at neural control of the robot, suggesting 
that the brain developed an internal representation of the NRI actuator.  Serruya et al 
(2002) introduced another widely used NRI paradigm: the usage of cortical activity, 
along with (in this case) the Wiener filter, to control a computer cursor.  The population 
vector method of Georgopoulos et al. is still in use as well, having been applied to both 
cursor-control experiments (Taylor et al. 2002) and robot arm control (Velliste et al. 
2008).   
 
Current NRI studies 
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Since the early 2000s both scientists and engineers have utilized the Neurorobotic 
Interface.  Scientists investigating the cortical control of movement have used the NRI as 
a platform to better their understanding of how individual neurons contribute to the 
overall population’s representation of motion (Sanchez et al. 2004; Wahnoun et al. 2006).  
Engineers have extrapolated from existing data to develop estimates of the number of 
neurons that will need to be sampled to provide the high-fidelity reconstruction of 
movement intent necessary for a permanent functioning neuroprosthetic.  Such estimates 
range from tens of units necessary to move a computer cursor continuously (Serruya et al. 
2002; Mulliken et al. 2008) or via end-point control (Santhanam et al. 2006), to hundreds 
or even thousands to control a robot arm on a continuous basis (Wessberg et al. 2000; 
Carmena et al. 2003; Carmena et al. 2005). 
The phenomena of plasticity, and the cortical reorganization it allows, are issues 
of significant interest to most investigators who employ the NRI.  Fetz (1969) operantly 
conditioned monkeys to obtain a reward based solely on neural activity, then examined 
the behavior correlates of neurons so entrained (Fetz and Finocchio 1971; Fetz and Baker 
1973).  Later work carried forward this concept to include the fact that cortical ensembles 
predicted motor behavior better as performance of the task improved (Laubach et al. 
2000).  The initial positive findings of Carmena et al. (2003), mentioned above, invite the 
question of whether long-term, stable representation of a NRI within the cortex is 
possible.  Activity in macaque cortical cells, recorded during repeated stereotyped 
reaching motions, has been shown to be stable in terms of firing rate, directional tuning, 
and contribution to a decoding model on a timescale of minutes to 48 h (Chestek et al. 
2007), or 8 days (Ganguly and Carmena 2009).  The NRI has also been used to 
demonstrate the brain’s remarkable ability to adjust quickly to an experimental 
perturbation (rotation) of the coefficients of the decoding model (Lebedev et al. 2005; 
Jarosiewicz et al. 2008).  NRI research has revealed widespread, state-reflecting changes 
in neuronal variability that accompany movement onset (Churchland et al. 2010), and 
increased neuronal modulations in the time immediately after neural control is assumed 
(Zacksenhouse et al. 2007).  The ability of the cortex to add a NRI representation to its 
body plan could be helped by the advent of NRIs that deliver feedback to the brain via 
intra-cranial microstimulation (Jackson et al. 2006; O'Doherty et al. 2009).   
The signals used to drive NRIs most often come from groups of neurons in the 
contralateral primary motor cortex (MI), using models of varying complexity to 
transform spiking activity into kinematic data.  It has been demonstrated, however, that 
one or both of these ‘givens’ can be violated, and a functioning NRI still constructed.  
Moritz et al. (2008) conditioned single cells in the motor cortex of macaques to control a 
functional electrical stimulation (FES) system, re-activating muscles that had been 
transiently paralyzed via nerve block.  This was possible regardless of the cells’ pre-
existing correlation—or lack thereof—to movement.  NRIs have also been successfully 
implemented that rely on activity of ipsilateral motor cortex neurons (Ganguly et al. 
2009) and parietal areas (Mulliken et al. 2008).  
NRIs that decode the movement of the hindlimbs have been largely absent from 
the literature up to the present time, likely due to the popularity of the non-human primate 
experimental model, and the ubiquity of the center-out reaching task.  However two 
studies in 2009 (Fitzsimmons et al. 2009; Song et al. 2009) endeavored to extract 
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kinematic parameters relevant to treadmill walking, in the bipedally walking monkey and 
in the rat, respectively.  They were able to decode hindlimb kinematics with accuracy 
comparable to the more common forelimb/upper limb NRI experiments. 
In 2006, (Hochberg et al. 2006) published the first results obtained from a NRI 
implanted into a human being; in this case, a man who had suffered a cervical spinal 
injury and was tetraplegic at 3 years post-injury.  The historical significance of this 
publication has to an extent overshadowed its results, which were mixed.  While it is true 
that the trial was carried out over a 9 month period without serious medical complications 
or complete degredation of the neural signal, the level of control “was not sufficiently 
accurate for reliable use in many common computer control tasks” (Kim et al. 2008).  
This disappointing result could have been due to poor neuron yield (26.9 ± 14.2 units/day 
on a 100-electrode array), inappropriate choice of neural model, or some other unforeseen 
shortcoming of the experimental design.  Despite these problems, the accuracy of 
decoded neural firing rates was comparable to results obtained from NRI experiments 
performed on non-human primates.  More recently, Kim et al. (2008) found significantly 
improved cursor control in human patients with velocity rather than position decoding.  
One of the drawbacks of a clinical NRI is that it must rely on calibration data collected 
during imagined or observed movements, however there is reason to expect it will still be 
possible to perform this model training: Dushanova and Donoghue (2010) and Wahnoun 
et al. (2006) both found, in monkey NRI experiments, that they could train model 
coefficients for successful NRI operation using movements that were only monitored by 
the animal.  Interestingly, both groups found that approximately 1/3 of tuned neurons 
changed their tuning in some way when observing rather than performing a motion. 
 
The potential role of NRI for the treatment of Spinal Cord Injury 
 
The study of neurorobotics, as well as that of plasticity in the aftermath of injury, 
portrays a CNS that requires some form of input or feedback in the injured state to trigger 
plasticity.  The promise of the application of neurorobotics in spinal cord injured patients 
stems from its ability to provide a substitute feedback mechanism, replacing lost sensory 
afferents with inputs that can bring about reorganization that is adaptive to the injured 
state, thereby establishing a pathway alternate to that existing in the healthy animal and 
potentially leading to improved behavioral outcomes. 
Supraspinal centers, specifically the motor cortex and the dorsal premotor area, 
retain their activation patterns for attempted or viewed actions.  Electrophysiological 
evidence for this is provided by Dushanova and Donoghue and by Wahnoun et al, as 
mentioned previously.  These studies do also indicate, however, that these activations 
should not be assumed to be identical to those seen during movement execution.  The 
studies of Hochberg et al. and Kim et al. also provide evidence for this notion, as the 
electrode array implants were targeted at the hand representation of the motor cortex, and 
the NRI task that the patient was asked to perform was a motion of the hand.   
The neurorobotic interface is inextricably linked to plasticity at the site of 
electrode implantation.  This ability of the brain to incorporate a device outside the body 
into its neural representation of motion is one of the most compelling reasons to study 
neurorobotics in cases of paralyzing injury, since the neurorobotic device does not 
require any overt movement of the limbs.  
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APPENDIX II.  Example data. 
 
 
 
For archival purposes, example data has been included in the following appendix.  Each 
section shows data from one animal; in total six animals are included.  Each section 
consists of an upper and a lower figure.  The upper figure in each section is in the format 
of figure 25 from the text: four colored traces are shown, indicating the TP% and FP% 
scores for the Decoding Accuracy measure, calculated using ‘day before’ weights as well 
as ‘day01’ weights.  The black dashed line represents the online performance in each of 
the control modes.  The lower figure in each section is in the format of figure 27 from the 
text.  Each panel depicts an average across trials of the Neural Population Function (NPF) 
for that day, with errobars at ±1 standard deviation.  The averages were windowed at ±1.5 
seconds and referenced to the chime event.  Listed in the inset text of each panel (upper 
left) are the Decoding Accuracy scores for that day, as well as the average ±1 standard 
deviation of the Signal to Noise Ratio (SNR) for that day.  Listed also as inset text (upper 
right) of each panel is the day of the recording, including in parentheses the number of 
days post-implant the recording occurred.  PR=pre-transection recording, TXD=post-
transection day. 
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WB013: Decoding Accuracy, SNR
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WB010: Decoding Accuracy, SNR 
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WB020: Decoding Accuracy, SNR
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WB009: Decoding Accuracy, SNR
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WB011: Decoding Accuracy, SNR
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WB012: Decoding Accuracy, SNR
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• Studied the degree of cortical reorganization caused by learning to perform a 
skilled hindlimb movement, as well as reorganization brought about by spinal 
transection. 
• Implemented a real-time algorithm to decode whisker sensing modes in the awake 
rat. 
Other Responsibilities: 
• One of three principal co-contributors to an approved grant to design and create a 
closed-loop neurorobotic interface using functional electrical stimulation for 
control over hindlimb movement following a spinal transection.   
• Supervised 6 undergraduates in animal training and analysis of neural data.   
• Designed and carried out animal conditioning regimen for the skilled hindlimb 
lever pressing movement.   
• Collaborated with University veterinarian for post-transection intensive care to 
recovery.   
• One of two principal co-contributors to the design and implementation of a 
comprehensive linux-based backup plan for all lab data.   
• Graphical design for University neuroengineering web page.   
• Upkeep of senior design website. 
Hardware/Software proficiency: recording of extracellular spike activity using 
Multichannel Acquisition Processor (Plexon, Inc.); creation of both graphical user 
interface and command-line interface tools for analysis of neural data using MATLAB 
(The Mathworks); creation of virtual instruments for input/outupt using National 
Instruments data acuisition hardware and LabVIEW (National Instruments); 
Implementation of Programmable Logic Controller harware and software (Allen-Bradley, 
Inc.); analog hardware design; Office tools (Powerpoint, Excel, Word; Microsoft, Inc.); 
basic graphics manipulation and design; basic web design/html. 
 
Smith-Kettlewell Eye Research Institute, San Fransisco, CA.  [Dec. 1999 – Sept. 
2002] 
Research Assistant - Supervisor: Russell Hamer, PhD 
• Assembled and maintained a fully-equipped wet lab for ex vivo intracellular 
recordings of cone photoreceptor cells of the striped bass.   
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• Conducted darkroom recordings: surgical dissection/differentiation of retinal 
tissue under infrared illumination; single cell approach using differential 
interference contrast (Nomarski) illumination; whole-cell patch-clamp recording 
during photic stimulation. 
• Carried out all preparatory stages prior to recordings: lectin-coating of microscope 
coverglass; chemical solution procurement/preparation; pulling glass 
micropipettes; animal care. 
• Developed custom software using the IGOR (WaveMetrics, Inc) software 
package for delivery of light stimulus and acquisition of single-cell membrane 
current data. 
• Procured and assembled all laboratory equipment, acquired supplies on a 
continuing basis 
• Collaborated with electrical engineer, machinist, and software engineer to 
streamline the data acquisition – analysis process.  
• Implemented, tested, and maintained electrical grounding and lightproofing of 
recording ‘cage’. 
 
Teaching Experience 
Teaching Assistant – Senior Design I, II, III [Sept. 2008 – June 2009] 
Provided technical support to students and faculty in assignment submission.  
Maintained course web site.  Coordinated schedule for students’ final 
presentations in each of the course’s three terms. 
 
Teaching Assistant – Medical Sciences II [March 2007 – June 2007] 
Graded homeworks and examinations.  Helped teach incoming Biomedical 
Engineering students the life science fundamentals of the skeletal, cardiovascular, 
electrophysiology, and connective tissue systems. 
 
Teaching Assistant – Engineering Principles of Living Systems [Jan. 2007 – Mar. 2007] 
Graded homeworks, laboratory reports, and examinations.  Responsible for 
procurement and setup of supplies for student laboratory sessions.  Conducted lab 
sessions.  Proctored examinations.  Helped students understand the principles of 
biochemistry, thermodynamics, and membrane transport as they apply to living 
systems. 
 
Teaching Assistant – Biomedical Statistics I [Sept. 2006 – Dec. 2006] 
Graded homeworks, delivered lectures.  Helped teach students introductory 
probability and statistics, including: measurement error, sampling error, 
probability distributions, expected values, hypothesis testing, analysis of variance.   
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Teaching Assistant – Biosimulations I, II [Sept. 2005 – Mar. 2006] 
Graded homeworks and examinations.  Proctored examinations.  Tutored students 
in MATLAB, provided technical assistance in the completion of term projects 
concerning the modeling of biological systems using differential equations.  
 
Teaching Assistant – Biosimulations II [Jan. 2005 – Mar. 2005] 
 Similar to Biosimulations II above.  Also authored examination questions. 
 
Teaching Assistant – Biosimulations I [ Sept. 2003 – Dec. 2003] 
Graded homeworks.  Provided in-laboratory assistance to students in the 
construction of virtual instruments using LabVIEW. 
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R.D. Flint and K.A. Moxon. “Determination and Evaluation of Neural Activity Statistics 
in Freely Moving Animals.”  Program Abstract 854.  2006 Research Day, Drexel 
University, Philadelphia, PA. 
 
R.D. Flint, R.S. Markowitz, A.F. Khair and K.A. Moxon. "Modulation Of Neural Firing 
Patterns In Rat Motor Cortex During A Skilled Hindlimb Movement." Biomedical 
Engineering Society Annual Fall Meeting, October 13-16, 2004, Philadelphia, PA, USA. 
 
A.F. Khair, S.C. Leiser, R.D. Flint and K.A. Moxon. "Algorithm For Detecting Sensing 
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Engineering Society Annual Fall Meeting, October 13-16, 2004, Philadelphia, PA, USA. 
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Honors and Awards 
2007: 1st place, research poster competition, Drexel Neuroengineering program Major 
Research Initiative 
2006: Award for Teach Excellence, Drexel University School of Biomedical 
Engineering, Science, and Health Systems 
2002-2004: Calhoun Fellowship, Drexel University 
 
Professional Societies: 
Student Member, Institute of Electrical and Electronics Engineers 
Student Member, Society for Neuroscience 
Student Member, Biomedical Engineering Society 
 
 
