Abstract-A fast kernel feature analysis is presented for 3-dimensional computer-aided detection of colonic polyps on CT colonographic images. The proposed algorithm, called Accelerated Kernel Feature Analysis (AKFA), extracts salient features that are evidenced in a sample of unclassified patterns by use of a kernel method. Unlike other kernel-based feature selection algorithms, AKFA iteratively constructs a linear subspace of a high-dimensional feature space by maximizing a variance condition for the nonlinearly transformed samples. The resulting linear subspace can then be used for defining efficient data representations and pattern classifiers. Numerical experiments based on a feature space, generated from 292 CT colonographic volume scans including 131 polyps on CT colonographic images, showed that AKFA generates concise feature representations, and it yields similar classification performance to that of Kernel Principal Component Analysis (KPCA) whereas AKFA is computationally much faster than is KPCA.
Computed tomographic (CT) colonography, or virtual colonoscopy, is a promising technique for screening colorectal cancers by use of CT scans of the colon [1] . Current CT technology allows a single image set of the colon to be acquired in 10-20 seconds, which translates into an easier, more comfortable examination than is available with other screening tests. For CT colonography to be a clinically practical means of screening for colon cancers, the technique must be feasible for interpreting a large number of images in a time-effective fashion, and it must facilitate the detection of polyps-a precursor of colorectal cancers-with high accuracy.
Currently, however, interpretation of an entire CT colonography examination is time-consuming, and the reader performance for polyp detection varies substantially [2, 3] .
To overcome these difficulties while providing a high detection performance of polyps, researchers are developing computer-aided detection (CAD) schemes that automatically detect suspicious lesions in CT colonography images [4] . CAD for CT colonography provides the locations of the suspicious polyps to radiologists, which offers a second opinion that has the potential to improve radiologists' detection performance.
Polyps appear as bulbous, caplike structures that adhere to the colonic wall and protrude to the lumen, whereas folds appear as elongated, ridgelike structures, and the colonic wall appears as a large, nearly flat, cuplike structure. Therefore, most CAD schemes employ a model-based approach for the detection of polyp candidates, in which shape analysis methods that differentiate among these distinct types of shapes plays an essential role [5, 6] . Nevertheless, there are many naturally occurring normal colonic structures that occasionally imitate such shapes, and therefore the resulting polyp candidates typically include many false positives. The reduction of such false positives is often performed by first extracting of image features from segmented polyp regions, followed by application of a statistical classifier to the feature space for discrimination of false positives from actual polyps [7] [8] [9] [10] . Such CAD schemes tend to show a high sensitivity in the detection of polyps; however, they tend to suffer from a much larger number of false positives than that of human readers [4] .
The overall goal of this study is to achieve a high performance in the detection of polyps on CT colonographic images by effectively incorporating an appearance-based object recognition approaches into a model-based CAD scheme. The specific contribution of our studies is to develop a fast kernel feature analysis that, in combination with a shape-based polyp detection method, can efficiently differentiate polyps from false positives and thus improve the detection performance of polyps. The key idea behind the proposed algorithm is to reconstruct a feature space by use of a feature mapping that maps the original, raw feature space into a higher dimensional feature space. Such a high-dimensional feature space is expected to have a greater classification power than that of the original feature space, as suggested by the Vapnik-Chervonenkis theory [11] . We evaluated our fast kernel feature analysis on texture-based features that were extracted from the polyp candidates generated by our shape-based CAD scheme.
The feature extraction and classification module in this study did not solely rely on the shape-based polyp detection method, but also analyzes the kernel feature space to improve the polyp identification ratio.
The reminder of this paper is organized as follows. Section II provides a brief overview of our proposed appearance-based recognition scheme. Here, we describe how kernel feature analysis of the texture-based features of polyps complements a model-based polyp detection schemes. Section III provides a brief review of the existing kernel-based feature extraction methods. In Section IV, we present the proposed kernel feature analysis for the detection of polyp candidates. In Section V, we evaluate the reconstruction and classification performance of the proposed kernel feature analysis algorithm based on the texture-based features of polyps on CT colonographic images.
Section VI presents the conclusion.
II. APPEARANCE-BASED RECOGNITION FOR CAD IN CT COLONOGRAPHY
The development of conventional CAD schemes is usually based on model-based recognition, where the design of the detection methods is based on the use of explicit models of the target lesions. For example, the fully automated CAD scheme that was developed in Ref. [5] represents model-based recognition. The CAD scheme extracts a thick region encompassing the colonic surface based on an anatomical model of the colon, and compares the local shape characteristics of the extracted region with that of a polypoid shape model. The polypoid shape model is based upon two volumetric rotation-invariant shape features, the shape index (SI) and the curvedness (CV).
The SI feature characterizes the topological 3-D shape of a local iso-intensity surface in the vicinity of a voxel, and the CV feature characterizes the flatness of that shape. They can be calculated from the principal curvatures 1 κ and 2 κ of the local 3-D iso-surface at voxel p as follows: Appearance-based recognition is another widely used computer vision methodology, although currently it is not widely applied for medical imaging applications. We are developing an appearance-based method that complements the performance of a model-based CAD scheme in the detection of polyps. In this paper, we propose using the appearance-based method for texture-based feature analysis of the polyp candidates, obtained by a shape-based method, for discrimination of false positives from true polyp. Unlike the model-based approaches, the texture-based feature analysis does not specify the solid target model; instead, the texture features are simply handled as instances in the analysis process.
For efficient feature analysis, extraction of the salient features of polyps is essential because of the size and the 3-D nature of the polyp datasets. Moreover, the distribution of the image features of polyps is expected to be non-linear. Therefore, we employ Kernel Principal Component Analysis (Kernel PCA), which is well known as a superior data compression method, and its extension to a non-linear feature space, kernel feature space, in this paper. kernel function, to the higher-dimensional space corresponding to an inner product in some expanded feature space, features belonging to different classes can be well clustered, and thus the kernel space can be efficient in discriminating one class, e.g., false positives, from the other class, e.g., true polyps. 
A. Kernel Principal Feature Analysis
Kernel Principal Component Analysis (KPCA) uses a Mercer kernel [12] to perform a linear principal component analysis of this transformed image. Without loss of generality, we assume that the image of the data has been centered so that its scatter matrix in H is given by 
Multiplying by ( )
which can be rewritten as
where K is a n n × Gram matrix, with the element
, and
The latter is a dual eigenvalue problem equivalent to the problem
Since 2 2 1 1
In the following, we choose a Gaussian kernel, i.e.,
If the image of n X is not centered in the Hilbert space, we need to use the centered Gram Matrix deduced by Smola, Mangasarian, and Schölkoph [13] :
where K is the Gram Matrix of uncentered data, and
Keeping the eigenvectors associated with the largest eigenvalues, we can reconstruct data in the mapped space: ∑ Kernel PCA can now be summarized as follows:
Step 1: Calculate the Gram matrix using (6), which contains the inner products between pairs of image vectors.
Step 2: Use (5) to get the coefficient vectors j a for 1 j … n = , , .
Step 3: The projection of a test point
∑ ∑
The above implicitly contains an eigenvalue problem of rank n , so the computational complexity of Kernel PCA is 3 ( ) O n . In addition, each resulting eigenvector is represented as a linear combination of n terms. Thus, all data contained in n X must be retained, which is computationally cumbersome and unacceptable for incremental or on-line learning.
B. Sparse Kernel Feature Analysis
Sparse Kernel Feature Analysis (SKFA) [13] extracts the features one by one in order of decreasing projection variance. SKFA improved the computational costs of KPCA, associated with both time complexity and data retention requirements. In that sense, SKFA is more compact and time efficient method than KPCA. The particular advantage of SKFA is that the features only depend on elements of n X , which is extremely useful for on-line learning. We let i v H ∈ , 
The first feature selected by SKFA satisfies .
where .
where ji a , the projection of i-th training data on j-th feature, is stored after extracting the j-th optionally discards data that falls below a threshold magnitude δ during updates. The second (ii) improvement is to revise the 1 l constraint. As shown in (10), SKFA treats each individual sample data as a possible direction, and computes the projection variances with all data. Since SKFA includes its length in its projection variance calculation, it is biased to select vectors with larger magnitude. From the objective function (8), we know that we are actually looking for a direction with unit length. When we choose an image vector as a possible direction, we only consider its direction ignoring the length, which improves the accuracy of the features.
Therefore, in our AKFA algorithm, we replace the 1 l constraint (9) by
The i-th feature is extracted by 
, and ( 1) − i C is the coefficient matrix, which is upper-triangular.
Let's study the second term:
.
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[ ] AKFA with this (iii) improvement can be useful if the data size is huge. It can also be used as a criterion to stop extracting features if one is unsure of the number of features that should be selected.
The entire algorithm of AKFA is summarized below:
Step 1: Compute the n n × Gram matrix ( )
where n is the number of input vectors.
This part requires 2 ( ) O n operations.
Step 2: Let denote the number of features to be extracted. Initialize the × coefficient matrix C to 0 , and ( ) idx ⋅ as an empty list which will ultimately store the indices of Step 3: For 1 i = to repeat:
1. Using the i-th updated i K matrix, extract the i-th feature using (14) . If The total computational complexity of AKFA with an appropriate value of δ can be decreased
If we increase δ , more data will be cut, and the total computational time will be decreased. If we chose reconstruction accuracy using AKFA, δ should be small.
However, if we choose a shorter computation time, a large enough δ must be chosen. Since the number of data being cut at each step depends on δ and the data set, we consider an average situation. Suppose after extracting a feature, we only keep a fraction p of all possible directions, and let there be one point left after extracting features. That means 1 np = , where n is the data size. It is equal to 1 
The total computational time T with an appropriateδ is
when n is large. The computational time of SKFA is 2 2 ( )
For example, when 50 = , data size 3000
is about 684, so the speed of AKFA is 684 times faster than SKFA. The experimental results confirm that our features have better performance than those obtained by SKFA. Fig. 4 summarizes the comparison for computational complexity. image matrix size of 512 x 512. There were 108 normal cases and 38 abnormal cases with a total of 61 colonoscopy-confirmed polyps ≥6 mm. Twenty-eight polyps were 6-9 mm and 33 polyps were ≥10 mm (including 7 lesions ≥30 mm) in size. The CAD scheme processed independently the supine and prone volumetric data sets generated from a single patient to yield polyp candidates.
Application of the CAD scheme detected polyp candidates in the 292 CT colonography datasets at a 98% by-polyp detection sensitivity. There was a total of 131 true-positive polyp candidates (some of the larger lesions had multiple detections).
The set of volumes of interest (VOIs) representing the resulting polyp candidates was calculated. The center of a VOI was placed at the center of a polyp candidate. The center of the polyp candidate was determined by the calculation of the mass center of the region of the polyp candidate segmented automatically by the CAD scheme. All VOIs had dimensions of 16×16×16 voxels. The VOI was resampled to cover the complete region of the automatically segmented Fig. 4 . The organization of the computational complexity is illustrated. l is the number of features extracted for eigen dimension, and n is the data size. 
B. Computational Time with Data Sizes
These VOIs were subjected to the three algorithms, KPCA, SKFA, and AKFA, described in Computing cluster [15] . The cluster had 26 working nodes using an HP server. Each note had 72 GB storage (head note 380 GB storage), and two 3 GHz AMD Opteron 32/64 CPUs and 4 GB RAM. The nodes communicated via a GigE switch and used NFS mount.
For each of the algorithms, Table I indicates that the computational time of KPCA increased rapidly with the increase of the data size n. We set the eigen-dimension at 70 for measuring computation time. When n = 3500, the computation time of AKFA was 30.5 and 9.4 times shorter than that of KPCA and SKFA, respectively. Unpaired t-test showed that there was a statistically significant difference in the computation time between AKFA and KPCA (p = 0.0029) and that of AKFA and SKFA (p = 0.0017). If the computation time versus data size n is plotted with common-logarithm scales, the results fit the expected curves and validate the complexity analyses in the methodology sections. These results indicate that our proposed AKFA was much faster than the existing methods KPCA and SKFA, especially when the data size is large. 
C. Reconstruction Accuracy with respect to Data Sizes
Reconstruction accuracy was evaluated when the data size was increased from 500 to 5000 for each of the algorithms, KPCA, SKFA, and AKFA. Here, reconstruction accuracy was defined by Table II shows that KPCA, which computed most accurate estimates of the eigenvectors, incurred a smaller reconstruction error than that of the other approximation methods. In this sense, the features generated by AKFA were more accurate in the reconstructed quality of features, but the difference among the others was not large, at or below 6%. The reconstruction errors appeared to be stable for all methods as n increased. The experimental results in Table I and II show that there appeared to be a trade off between the reconstruction error and the computation time. Table III, the classification accuracy increased when the data size increased; however, there was not much difference in the overall classification performance among the three methods. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 F o r P e e r R e v i e w classes less distinct. An ROC curve that indicates the overall accuracy can be generated by changing the majority value as the sweeping variable. To estimate the unbiased performance, we trained and tested the k-nearest neighbor classifier under the same condition as that of Table III, i.e., a 15 % cross-validation method with averaging of 6 sets at each data size ranging from 500 to 3000 at the eigen-dimension of 70. In this method, each candidate was removed, in turn, from the set of all polyp candidates, and the classifier was trained by the remaining candidates. A simple k-nearest neighbor classifier in the kernel space was generated and evaluated on the removed candidate. Generally, a larger value of the area under the ROC curve indicates a higher performance in the classification task. As shown in Fig. 5 , the area under the ROC curves of the three methods were very close: they were 8.85, 8.87, and 8.73 for KPCA, SKFA, and AKFA, respectively. These results indicated that the feature selection using the proposed methods provided well clustered feature distribution for the CT colonographic images, despite the fact that the proposed AKFA was computationally much faster than the other methods. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60 F o r P e e r R e v i e w R. Snap and X. Zhu at the University of Vermont for providing constant feedback on the appropriateness of various strategies experimented on over the course of the project.
D. Evaluation of Classification Performance of Polyp Candidates

