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Abstract
The ring of polynomial over a finite field Fq[x] has received much attention,
both from a combinatorial viewpoint as in regards to its action on measurable
dynamical systems. In the case of (Z,+) we know that the ideal generated by
any nonzero element is an IP∗-set. In the present article we first establish that
the analogous result is true for Fq[x]. We further use this result to establish
some mixing properties of the action of (Fq [x],+). We shall also discuss on
Khintchine’s recurrence for the action of (Fq[x] \ {0}, ·).
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1. Introduction
By a measurable dynamical system (MDS), we mean (X,B, µ, (Tg)g∈G),
where (X,B, µ) is a probability space and for each g ∈ G, Tg : X → X is an in-
vertible and measure preserving transformation. For an MDS (X,B, µ, (Tg)g∈G),
let B+ be the set of all positive measured sets, and N(A,B) = {g ∈ G :
µ(A ∩ TgB) 6= 0}. The classical results in ergodic theory state that a trans-
formation (Tg)g∈G is ergodic iff N(A,B) 6= ∅ for each pair of A,B ∈ B+, weakly
mixing iff {g ∈ G : |µ(A∩ TgB)− µ(A)µ(B)| < ǫ} is a central∗-set for each pair
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of A,B ∈ B+, mildly mixing iff {g ∈ G : |µ(A ∩ TgB) − µ(A)µ(B)| < ǫ} is an
IP∗-set, and strongly mixing iff {g ∈ G : |µ(A ∩ TgB) − µ(A)µ(B)| < ǫ} is a
cofinite set. See for example [BD, KY2]. In [KY2] authors described the notions
in terms of families. We are here interested with the family of central∗-sets, IP∗-
sets, cofinite sets and difference sets which we shall denote by C∗, IP∗, Cf and
△ respectively. The notions of C∗, IP∗ will be defined latter. In these terms
C∗-mixing implies weak mixing, IP∗-mixing implies mild mixing and Cf -mixing
implies strong mixing.
Definition 1. Let A be a subset of a semigroup S.
(1) A is called an IP-set if there is a subsequence 〈xn〉∞n=1 such that all finite
subset F ∈ Pf (N) sums of forms
∑
n∈F xn are in A. A subset A ⊂ S is said
to be an IP∗-set, if it meets every IP-set in S. The collection of all IP-sets is
denoted by IP and the collection of all IP∗-sets will be denoted by IP∗.
(2) D is called a △-set if it contains an infinite difference set, i.e. there is
a sequence 〈xn〉∞n=1 of S such that D ⊃ △ (〈xn〉
∞
n=1) = {xn · x
−1
m : m,n ∈ N}.
A subset D ⊂ S is said to be an △∗-set, if it meets every △-set in S. The
collection of △-sets is denoted by △ and the collection of all △∗-sets will be
denoted by △∗.
In recent years (Fq[x],+), where Fq[x] denotes the ring of all polynomials
over the finite field of characteristic q, has received much attention both from
a combinatorial viewpoint as in regards to its action on measurable dynamical
systems. In [Le] the author has proved a version of celebrated Green-Tao The-
orem for (Fq [x],+). In [BTZ] the authors proved some higher order versions of
Khintchine’s recurrence theorem for the action of (Fq [x],+). In the present ar-
ticle we shall present some combinatorial properties of (Fq[x],+) and (Fq[x], ·).
Further we will apply these combinatorial properties to find some interesting
properties of their actions on measure space.
In order to discuss combinatorial properties of (Fq[x],+) and (Fq[x], ·) we
shall need algebraic properties of its Stone-Cˇech compactification of Fq [x]. For
2
this purpose we need to discuss the algebra of the Stone Cˇech compactification
of a discrete semigroup S. For a discrete semigroup S, the Stone-Cˇech com-
pactification of S will be denoted by βS. We take the points of βS to be the
ultrafilters on S, identifying the principal ultrafilters with the points of S and
thus pretending that S ⊆ βS. Given A ⊆ S, we denote
A = {p ∈ βS : A ∈ p}.
The set {A : A ⊂ S} is a basis for the closed sets of βS. The operation ‘·’ on
S can be extended to the Stone-Cˇech compactification βS of S so that (βS, ·)
is a compact right topological semigroup (meaning that for any p ∈ βS, the
function ρp : βS → βS defined by ρp(q) = q · p is continuous) with S contained
in its topological center (meaning that for any x ∈ S, the function λx : βS → βS
defined by λx(q) = x · q is continuous). A nonempty subset I of a semigroup
T is called a left ideal of S if TI ⊂ I, a right ideal if IT ⊂ I, and a two sided
ideal (or simply an ideal) if it is both a left and right ideal. A minimal left ideal
is the left ideal that does not contain any proper left ideal. Similarly, we can
define minimal right ideal and smallest ideal.
Any compact Hausdorff right topological semigroup T has the smallest two
sided ideal
K(T ) =
⋃
{L : L is a minimal left ideal of T }
=
⋃
{R : R is a minimal right ideal of T }.
Given a minimal left ideal L and a minimal right ideal R, L∩R is a group,
and in particular contains an idempotent. If p and q are idempotents in T we
write p ≤ q if and only if pq = qp = p. An idempotent is minimal with respect to
this relation if and only if it is a member of the smallest ideal K(T ) of T . Given
p, q ∈ βS and A ⊆ S, A ∈ p · q if and only if the set {x ∈ S : x−1A ∈ q} ∈ p,
where x−1A = {y ∈ S : x · y ∈ A}. See [HS] for an elementary introduction to
the algebra of βS and for any unfamiliar details.
Definition 2. Let C be a subset of a semigroup S. Then C is called a central
set if there exists a minimal idempotent p ∈ K(βS) such that C ∈ p. A subset of
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S, which meets every central set, called central∗ set. We shall denote the class
of all central sets as C and that of all central∗ sets as C∗.
The notion of central set was first introduced by Furstenberg in [F] using
topological dynamics and proved to be equivalent with definition in [BH]. The
basic fact that we need about central sets is given by the Central Sets Theorem,
which is due to Furstenberg [F, Proposition 8.21] for the case S = Z.
Theorem 3 (Central Sets Theorem). Let S be a semigroup. Let T be the set
of sequences 〈yn〉∞n=1 in S. Let C be a subset of S which is central and let
F ∈ Pf (T ). Then there exist a sequence 〈an〉∞n=1 in S and a sequence 〈Hn〉
∞
n=1
in Pf(N) such that for each n ∈ N, maxHn < minHn+1 and for each L ∈ Pf(N)
and each f ∈ F ,
∑
n∈L(an +
∑
t∈Hn
f(t)) ∈ C.
However, the most general version of Central Sets Theorem is presented in
[DHS], where all the sequences have been handled simultaneously.
To end this preliminary discussions let us recall Khintchine’s Theorem, which
states that for any measure preserving system (X,B, µ, T ), and for any ǫ > 0
the set {n ∈ Z : µ(A ∩ T−nA) > µ(A)2 − ǫ} is an IP∗-set and in particular
syndetic. In [BHK] the authors proved that for any ergodic system (X,B, µ, T )
the sets {n ∈ Z : µ(A ∩ T−nA ∩ T−2nA) > µ(A)3 − ǫ} and {n ∈ Z : µ(A ∩
T−nA ∩ T−2nA ∩ T−3nA > µ(A)4 − ǫ} are syndetic subsets of Z. On the other
hand they proved that for n ≥ 4 the above result does not hold in general.
In [BTZ] the authors proved result analogous to Khintchine’s Theorem. In
fact they proved that for q > 2 if c0, c1,c2 are distinct elements of Fq[x] and(
X,B, µ, Tf∈Fq[x]
)
is an ergodic system, then for any A ∈ B+, and ǫ > 0 the set
{f ∈ Fq[x] : µ(Tc0fA ∩ Tc1fA ∩ Tc2fA) > µ(A)
3 − ǫ}
is syndetic.
The authors also proved that for q > 3 and c0, c1,c2, c3 ∈ Fq[x] the above
conclusion is true provided that ci+cj = ck+cl for some permutation {i, j, k, l}
of {1, 2, 3, 4}. Further analogous to [BHK] the authors proved that for any k ≥ 3
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there exists (c0, c1, . . . , ck) ∈ Fq[x]k+1 for which Khintchine’s Theorem does not
hold in general.
At the end of this article we shall present some observation on Khintchine’s
Theorem for the action of (Fq [x], ·).
Acknowledgement : We would like to thank Professor Neil Hindman for his
helpful suggestions. We also thank the referee for her/his comments that have
resulted in substantial improvements to this paper.
2. Combinatorial Properties of Fq[x]
In the terminology of Furstenberg [F], an IP∗ set A in Z is a set, which meets
FS〈xn〉
∞
n=1 for any sequence 〈xn〉
∞
n=1 in Z. This in turn implies that A is an IP
∗
set iff it belongs to every idempotent of βZ. IP∗ -sets are known to have rich
combinatorial structures. For example IP∗- sets are always syndetic. Given any
IP∗-set A which is a subset of the set of integers Z and a sequence 〈xn〉∞n=1 in
Z there exists a sum subsystem 〈yn〉∞n=1 of 〈xn〉
∞
n=1 such that
FS(〈yn〉
∞
n=1) ∪ FP (〈yn〉
∞
n=1) ⊆ A,
where for any sequence 〈xn〉∞n=1 in Z, FS(〈xn〉
∞
n=1) is defined to be the set
{
∑
n∈F xn : F is a finite subset of N}. FP(〈xn〉
∞
n=1) can be defined analogously.
It is well known that in the ring (Z,+, ·) the non trivial principal ideals are
IP∗ sets. So the natural question is, whether this result is true for arbitrary rings.
The answer is no. In fact in the ring Z[x] the ideal generated by x has empty
intersection with N, whereas N is an IP-set in Z[x]. We will prove that in the ring
(Fq[X ],+, ·) every principal ideal is an IP∗-set. In fact we will also prove that in
(Fq [X1, X2, . . . , Xk] ,+, ·) every ideal of the form 〈f1(X1), f2(X2), . . . , fk(Xk)〉
is an IP∗-set.
Theorem 4. In the polynomial ring (Fq [X1, X2, . . . , Xk] ,+, ·) over the finite
field Fq, the ideal 〈f1(X1), f2(X2), . . . , fk(Xk)〉 generated by f1(X1), f2(X2), . . .,
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fk(Xk) (at most one of which is non constant), is an IP
∗-set in the corresponding
additive group.
Proof. For simplicity we work with k = 2. Let 〈gn(X1, X2)〉∞n=1 be a sequence
in Fq[X1, X2].
Let g(X1, X2) be a polynomial in Fq[X1, X2]. Then
g(X1, X2) =
∑
i≤n,j≤m
ai,jX
i
1X
j
2 , where ai,j ∈ Fq.
Since X i1, f1(X1) ∈ Fq[X1] and X
j
2 , f2(X2) ∈ Fq[X2] by applying a division
algorithm we have
X i1 = f1(X1)q1,i(X1) + r1,i(X1), where deg(r1,i(X1)) < degf1(X1)
Xj2 = f2(X2)q2,j(X2) + r2,j(X2), where deg(r2,j(X2)) < degf2(X2).
Then g(X1, X2) can be expressed as
∑
i≤n,j≤m
ai,j(f1(X1)q1,i(X1) + r1,i(X1))(f2(X2)q2,j(X2) + r2,j(X2)).
g(X1, X2) = f1(X1)h1(X1, X2) + f2(X2)h2(X1, X2)
+
∑
deg(r1,i(X1)) < degf1(X1)
deg(r2,j(X2)) < degf2(X2)
ai,jr1,i(X1)r2,j(X2).
Therefore we can write
g(X1, X2) = h(X1, X2) + r(X1, X2),
where
h(X1, X2) ∈ 〈f1(X1), f2(X2)〉
and r(X1, X2) is a polynomial such that deg r(X1, X2) < degf1(X1)+degf2(X2).
This implies that
gn(X1, X2) = hn(X1, X2) + rn(X1, X2)
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where
hn(X1, X2) ∈ 〈f1(X1), f2(X2)〉
and rn(X1, X2) is a polynomial such that deg rn(X1, X2) < degf1(X1)+degf2(X2).
But the set {rn(X1, X2) : n ∈ N} is finite. Since {gn(X1, X2) : n ∈ N} is
infinite there exists q many polynomials gni(X1, X2) : i = 1, 2, . . . , q such that
the corresponding rni(X1, X2) for i = 1, 2, . . . , q are equals. Now adding we get
q∑
i=1
gni(X1, X2) =
q∑
i=1
hni(X1, X2) +
q∑
i=1
rni(X1, X2).
This implies that
q∑
i=1
gni(X1, X2) ∈ 〈f1(X1), f2(X2)〉 as
q∑
i=1
rni(X1, X2) = 0.
Therefore, 〈f1(X1), f2(X2)〉 is an IP∗-set.
In case of Z we know that iterated spectra of an IP∗ set are also IP∗ but
may not contain any ideal [BHK96]. But for (Fq[X ],+) any IP
∗ set contains an
ideal up to finitely many terms.
Theorem 5. Any IP ∗-set in (Fq[X ],+) contains an ideal of the form 〈Xm〉,
for some m ∈ N, up to finitely many terms.
Proof. Let us claim that any syndetic IP set A in (Fq [X ],+) contains 〈Xm〉 for
some m ∈ N. Now A being a syndetic set will be of the form
A =
k⋃
i=1
(fi(X) + 〈X
m〉) (up to finitely many terms)
for some m, k ∈ N with m > degfi(X). Again, since A is an IP-set, one of
fi(X) must be zero. In fact A being an IP set, there exist a sequence 〈gi(x)〉
∞
i=1
such that FS〈gi(x)〉 ⊆ A. This implies that for each i ∈ N, there exists j ∈
{1, 2, · · · , k} and some hi(x) ∈ Fq[X ] such that gi(X) = fj(X) + hi(X)Xm.
Since {gi(X) : i ∈ N} is infinite, there exist q many polynomials gni(X) : i =
1, 2, . . . , q such that the corresponding fji(X) are equal for i = 1, 2, . . . , q, and
such sum of q many polynomials is equal to zero. Hence some fj(X) is equal to
zero.
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We end this section with the following observation. We know that in the
case of Z, the intersection of thick set and an IP syndetic set may not be central,
but in case of Fq[X ], such sets will be always central set. In fact in Fq[X ], any
IP syndetic set is an IP∗ set. Again since the thick sets are always central set,
intersection of a thick set and an IP syndetic set is central set.
3. Mixing Properties of the action of (Fq[x],+)
In this section we shall show that all the mixing properties are equivalent
under the action of (Fq[x],+). First let us recall the following definitions.
Definition 6. A measure preserving system (X,B, µ, (Tg)g∈G) is said to be
ergodic if for any set A ∈ B which satisfies µ(A△ TgA) = 0 for any g ∈ G has
either measure 0 or 1.
Definition 7. Let (X,B, µ, (Tg)g∈G) be a measure preserving dynamical system.
Then
1. (X,B, µ, (Tg)g∈G) is called strong mixing if for any ǫ > 0 and any A,B ∈ B
with positive measure, the set {g ∈ G : |µ(A ∩ TgB) − µ(A)µ(B)| < ǫ} is
a cofinite set.
2. (X,B, µ, (Tg)g∈G) is called mild mixing if for any ǫ > 0 and any A,B ∈ B
with positive measure, the set {g ∈ G : |µ(A ∩ TgB) − µ(A)µ(B)| < ǫ} is
an IP∗-set.
3. (X,B, µ, (Tg)g∈G) is called weak mixing if for any ǫ > 0 and any A,B ∈ B
with positive measure, the set {g ∈ G : |µ(A ∩ TgB) − µ(A)µ(B)| < ǫ} is
a central∗-set.
Lemma 8. Let
(
X,B, µ, (Tf)f∈Fq [x]
)
be a measure preserving system. Then it
is strong mixing iff for each B ∈ B with µ(B) > 0 and an infinite set F , there
exists a sequence of polynomials 〈fn〉
∞
n=1 in F such that χB ◦ Tfn = UTfnχB →
fB = µ(B).
Proof. Let
(
X,B, µ, (Tf)f∈Fq [x]
)
be a measure preserving system. Let {Ai}
∞
i=1
be a countable basis of B i.e. {Ai}
∞
i=1 is dense in B with the metric d(A,B) =
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µ(A△ B). Let B ∈ B, with µ(B) > 0 and F be an infinite set. Let us set for
each i ∈ N and ǫ > 0,
F (i, ǫ) = {f ∈ Fq[x] : |µ(Ai ∩ TfB)− µ(Ai)µ(B)| < ǫ}.
Then for each i ∈ N, F (i, ǫ) is a cofinite set. Let us choose one f1(x) ∈
F ∩ F (1, 1). Next we choose another f2(x) ∈ F ∩ F (1,
1
2 ) ∩ F (2,
1
2 ) such that
degf2 > degf1. Inductively we choose a sequence 〈fn)n=1〉∞ with degfn+1 >
degfn such that
fn+1 ∈ F ∩ F (1,
1
n+ 1
) ∩ . . . ∩ F (i+ 1,
1
n+ 1
).
So we get a subsequence 〈fn〉∞n=1 of F . By choosing again a subsequence
from it as our requirements we can assume χB ◦ Tfn = UTfnχB → fB( weakly).
It is clear that for each i
∫
χAi(fB − µ(B))dµ = 0.
This implies that fB = µ(B).
Conversely given that, for each B ∈ B with µ(B) > 0 and an infinite set
F , there exists a sequence of polynomials 〈fn〉∞n=1 in F such that χB ◦ Tfn =
UTfnχB → fB = µ(B). Now if
(
X,B, µ, (Tf)f∈Fq [x]
)
is not strong mixing then
there exist A,B ∈ B with positive measure and ǫ > 0 such that {f ∈ Fq[x] :
|µ(A∩TfB)−µ(A)µ(B)| ≥ ǫ} is an infinite set. For this B ∈ B, and the infinite
subset F ⊂ Fq[x] we consider the set clw{UTf (χB) : f ∈ F}. Then by the given
hypothesis there is a constant function fB ∈ clw{UTf (χB) : f ∈ F}. Clearly
the set {f ∈ Fq[x] : µ(A ∩ TfB) ≥ µ(A)µ(B) + ǫ} is infinite. Therefore each
f ∈ clw{UTf (χB) : f ∈ F} satisfies that
∫
χA · fdµ ≥ µ(A)µ(B) + ǫ. This
contradicts the assumption µ(B) ∈ clw{UTf (χB) : f ∈ F}.
Theorem 9. Let
(
X,B, µ, (Tf)f∈Fq [x]
)
be a measure preserving action. Then
T is strongly mixing iff for any ǫ > 0 and A ∈ B with µ(A) > 0
{f ∈ Fq[x] : |µ(A ∩ TfA)− µ(A)
2| < ǫ} ∈ △∗.
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Proof. Strong mixing clearly implies the given condition.
For the converse, by Lemma 8 it is sufficient to show that for each B ∈ B
with µ(B) > 0 and an infinite set F , there exists a sequence of polynomials
〈fn〉∞n=1 in F such that χB ◦Tfn = UTfnχB−→fB = µ(B) in the weak topology.
With out loss of generality we can assume that F has a sequence 〈fn〉∞n=1 such
that degfi < degfi+1. Since △-sets always have the Ramsey property, there
exists some F1 ⊂ F such that
F1 − F1 ⊂ (F − F ) ∩ {f ∈ Fq[x] : |µ(B ∩ TfB)− µ(B)
2| <
1
2
}.
Choosing F1 ⊃ F2 ⊃ . . . ⊃ Fk, we can inductively choose Fk+1 ⊂ Fk such
that
Fk+1 − Fk+1 ⊂ (Fk − Fk) ∩ {f ∈ Fq[x] : |µ(B ∩ TfB)− µ(B)
2| <
1
2k+1
}.
Therefore for any f 6= g ∈ Fk, we have |µ(TfB ∩ TgB)− µ(B)2| <
1
2k
.
Now let us consider a sequence 〈fni〉
∞
n=1 such that fni ∈ Fni . Then clearly
χB ◦ Tfni = UTfni−→fB in the weak topology. Thus
〈fB, fB〉 = lim
i
lim
j
〈χB◦Tfni , χB◦Tfnj 〉 ≤ µ(B)
2+lim
i
1
2i
= µ(B)2 =
(∫
fBdµ
)2
.
This shows that fB = µ(B) due to the Cauchy-Schwarz inequality.
So the above theorem shows that like (N,+) action, in case of (Fq [x],+)
action also△∗-mixing and strong mixing are equivalent. But the authors believe
that this is not true for the action of arbitrary group.
4. Action of (Fq[x], ·)
In this section we shall show that (Fq[x], ·) behaves quite similarly like (N,+)
and using some established examples for the action of (N,+), we shall produce
some examples of (Fq [x], ·). First, we require the following lemmas.
Lemma 10. Let ϕ : (Fq [x], ·)→ (N,+) be a map defined by ϕ(f) = degf . Then
C is an IP-set in (N,+) iff ϕ−1(C) is an IP-set in (Fq[x], ·).
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Corollary 11. Let ϕ : (Fq[x], ·) → (N,+) be a map defined by ϕ(f) = degf .
Then C is an IP∗-set in (N,+) iff ϕ−1(C) is an IP∗-set in (Fq[x], ·).
The following lemma follows from [BG, Corollary 4.22]. We still include a
proof suggested by Prof. Neil Hindman, for the sake of completeness.
Lemma 12. Let ϕ : (Fq [x], ·)→ (N,+) be a map defined by ϕ(f) = degf . Then
C is a central set in (N,+) iff ϕ−1(C) is a central set in (Fq[x], ·).
Proof. Clearly ϕ is a homomorphism so that it has continuous extension ϕ˜ over
(βFq[x], ·) onto (βN,+) [HS, Corollary 4.22 and Exercise 3.4.1].
Necessity. Let C be a central set in (N,+) and let p be a minimal idempo-
tent containing C. Let M = ϕ˜−1({p}). Then M is a compact Hausdorff right
topological semigroup, so pick an idempotent q ∈ K(M). We claim that q is
minimal in (βFq[x], ·). So let r be an idempotent in (βFq[x], ·) with r ≤ q. Then
ϕ(r) ≤ ϕ(q) = p. Hence r ∈M and thus r = q.
Sufficiency. Assume that ϕ−1(C) is central in (βFq [x], ·). Pick an idempo-
tent p ∈ K(βFq[x]) such that ϕ−1(C) ∈ p. Then ϕ˜(p) ∈ ϕ˜(K(βFq [x])) and
ϕ˜(K(βFq[x])) = K(βN) by [HS, Exercise 1.7.3]. Thus by [HS, Lemma 3.30]
ϕ[ϕ−1(C)] ∈ ϕ˜(p) and ϕ[ϕ−1(C) = C.
Corollary 13. Let ϕ : (Fq[x], ·) → (N,+) be a map defined by ϕ(f) = degf .
Then C is a central∗ set in (N,+) iff ϕ−1(C) is a central∗ set in (Fq [x], ·).
We know that strong mixing ⇒ mild mixing ⇒ weak mixing; but the con-
verses are not true in general. In case of the action of (Fq [x],+) on a measure
space (X,B, µ) all the mixings are equivalent. In contrast to the action of
(Fq[x], ·) we see that there are weak mixing systems that are not mild mixing
and there are mild mixing systems that are not strong mixing. Let (X,B, µ, T )
be a weak mixing system which is not mild mixing. We define an action of
(Fq[x], ·) by the formula
Tf (x) = T
degf (x).
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Let ǫ > 0 and any A,B ∈ B with positive measure. Since (X,B, µ, T ) is weak
mixing
{n ∈ Z : |µ(A ∩ T−nB)− µ(A)µ(B)| < ǫ}
is a central∗-set. This further implies that the set
{f : |µ(A ∩ TfB)− µ(A)µ(B)| < ǫ} = {f : |µ(A ∩ T
degfB)− µ(A)µ(B)| < ǫ}
is a central∗-set so that (X,B, µ, Tf∈(Fq[x],·)) is weak mixing. Using quite similar
technique and the fact that a set A in N is an IP∗-set iff ϕ−1(A) is an IP∗-set, we
can show that (X,B, µ, Tf∈(Fq[x],·)) is not mild mixing. Similarly we can show
that there exists (X,B, µ, Tf∈(Fq[x],·)) which is a mild mixing system but not
strong mixing. In [BH] the authors introduced the notion of dynamical IP∗-set.
Definition 14. A set A in a semigroup S is called a dynamical IP∗-set if there
exists a measure preserving dynamical system (X,B, µ, (Ts)s∈S), A ∈ B with
µ (A) > 0, such that
{
s ∈ S : µ
(
A ∩ T−1s A
)
> 0
}
⊆ A.
By [HS, Theorem 16.32], there is an IP∗ set B in (N,+) such that for each
n ∈ N, neither n + B nor −n + B is an IP∗ set. Consequently, the following
theorem shows that not every IP∗-set is a dynamical IP∗-set.
Theorem 15. Let B be a dynamical IP∗ set in (N,+). There is a dynamical
IP∗-set C ⊂ B such that for each n ∈ C, −n+ C is a dynamical IP∗ set (and
hence not every IP∗ set is a dynamical IP∗ set).
Proof. [Theorem 19.35 HS].
Now, since there is an IP∗ set B in (N,+) such that for each n ∈ N, neither
n + B nor −n + B is an IP∗ set, we can show that ϕ−1B is an IP∗-set in
(Fq [x] , ·), but neither ϕ−1B/f nor (ϕ−1B)f is an IP∗-set in (Fq [x] , ·) for any
f ∈ Fq [x]\Fq. Using an analogous method used in [Theorem 19.35 HS], we can
prove the following.
Theorem 16. Let B be a dynamical IP∗ set in (Fq [x], ·). There is a dynamical
IP∗-set C ⊂ B such that for each f ∈ C, C/f is a dynamical IP∗ set (and hence
not every IP∗ set is a dynamical IP∗ set in (Fq[x], ·) ).
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It can be proved that if B be a dynamical IP∗ set in (N,+) then ϕ−1(C) is
also a dynamical IP∗ set in (Fq[x], ·) by the transformation Tf(x) = T degf (x).
But we do not know whether the converse is true or false. In the discussion
of the action of (Fq [x], ·), we have noticed that it behaves quite similar to the
action of (N,+). This motivates us to raise the following question.
Question 1. Given any ergodic system
(
X,B, µ, Tf∈(Fq[x],·)
)
, are the sets,
{f ∈ Fq[x] : µ(A ∩ TfA ∩ Tf2A) > µ(A)
3 − ǫ}
and
{f ∈ Fq [x] : µ(A ∩ TfA ∩ Tf2A ∩ Tf3A > µ(A)
4 − ǫ}
syndetic subsets of (Fq[x], ·)?
In contrast, it can be shown that for k > 3, {f ∈ Fq [x] : µ(A∩TfA∩Tf2A∩
Tf3A ∩ . . . ∩ TfkA > µ(A)
k+1 − ǫ} are not syndetic subsets of (Fq[x], ·) by the
transformation Tf(x) = T
degf (x).
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