One of the obstacles of abstractive summarization is the presence of various potentially correct predictions. Widely used objective functions for supervised learning, such as cross-entropy loss, cannot handle alternative answers effectively. Rather, they act as a training noise. In this paper, we propose Semantic Similarity strategy that can consider semantic meanings of generated summaries while training. Our training objective includes maximizing semantic similarity score which is calculated by an additional layer that estimates semantic similarity between generated summary and reference summary. By leveraging pre-trained language models, our model achieves a new stateof-the-art performance, ROUGE-L score of 41.5 on CNN/DM dataset. To support automatic evaluation, we also conducted human evaluation and received higher scores relative to both baseline and reference summaries.
Introduction
Text summarization is a process of automatically generating a compact summary from a document while minimizing the loss of important information. There are two dominant methods for text summarization-namely Extractive and Abstractive. Extractive summarization is a method of creating summaries by extracting important parts from the document Narayan et al., 2018; Liu & Lapata, 2019) , whereas abstractive summarization is more like generating sentences using salient information from the document (See et al., 2017; Paulus et al., 2018; Lewis et al., 2019) .
We mainly focus on abstractive summarization rather than extractive summarization. For abstractive summarization, supervised learning model and reinforcement learning (RL) Pre-print. model are widely used. The supervised learning approach is straight-forward and requires relatively less time to train (You et al., 2019; Gehrmann et al., 2018) . However, the existing supervised learning model has the risk of mishandling potentially valid summaries by considering them as wrong predictions. Potentially valid summaries are semantically analogous to reference summaries, and they are often found by arranging or replacing tokens with a synonym from the reference summary. Since existing supervised learning models are trained to reproduce the reference summary exactly, producing analogous summaries will count toward wrong prediction and this phenomenon will eventually harm the training process.
To alleviate this problem, many Reinforcement Learning (RL) based models are proposed (Paulus et al., 2018; Böhm et al., 2019) . RL-based models, using ROUGE metric (Paulus et al., 2018) or neural network (Böhm et al., 2019) as reward, showed remarkable performance. However, the optimization is slow and requires considerable computational effort to converge Gehrmann et al., 2018) . by optimizing word-level cross-entropy loss between the reference summary and the generated summary, the model fails to consider semantically analogous summaries while training.
In this paper, we propose the Semantic Similarity (SemSim) strategy, which utilizes semantic distance as a loss when summarizing a text. By maximizing the semantic similarity between the generated and the reference summary, we develop a model that has more flexibility and reasonability in considering potentially valid summaries. Our approach can effectively reduce the problem that supervised learning models are faced with such as mismanagement of analogous summaries.
In experiment on CNN/DM dataset, our model BART with the SemSim approach achieved 41.5 in ROUGE-L metric, showing better performance than our baseline model BART and the current state-of-the-art model PEGASUS (Zhang et al., 2019b) . More interestingly, the human evaluation result indicates that there is a statistically significant difference between the model generated summaries and human generated reference summaries. Normally, a model trained on a given reference dataset cannot outperform its own reference, which corresponds to the golden-standard dataset. However, our experiment shows conflicting results. We address this phenomenon in the Discussion section, owing this improvement to the underlying pre-trained language model structure.
Our contributions are as follow:
• We propose a strategy called Semantic Similarity, that trains model with the semantic difference between the generated summary and the reference summary. The Semantic Similarity approach allows the proposed model to handle various valid summaries, which might act as training noise when trained with maximumlikelihood loss.
• Our model obtains new state-of-the-art performances on the CNN/DailyMail dataset, 44.72 in ROUGE-1 and 41.53 in ROUGE-L. Human evaluation results demonstrate, with statistical significance, that our model produces better summaries than not only the baseline but also the reference summaries. Especially, our model shows superiority in Creativity and Relevance.
• By taking advantage of pre-trained language models and transfer learning, our model can be fine-tuned with minimum computational effort. The code and pretrained models are available at https://github. com/icml-2020-nlp/semsim 1 2. Related Work
Reinforcement Learning
Reinforcement Learning (RL) is a widely used learning technique for text summarization task. Paulus et al. (2018) pointed out that the loss of the supervised model is not closely related to the evaluation metric and therefore, introduced an end-to-end RL model that employs the ROUGE metric (Lin, 2004) as a rewarder. Böhm et al. (2019) point out the limitations of ROUGEbased rewarders and proposed neural network-based rewarders to predict the similarity between document and summary. Specifically, the model is trained to predict the similarity score between the document and the summaries of various quality. The pre-trained language model BERT is used to encode the input sequences so that the semantics of the two inputs are adequately reflected in the model.
Supervised Learning
Supervised Learning is an actively researched area in summarization. See et al. (2017) introduced a sequence-toseq attentional model that combines coverage vector and the copy mechanism. Gehrmann et al. (2018) proposed a bottom-up attention model by incorporating the content selection system that selects the important parts of a document. presented a document-level encoder using BERT (Devlin et al., 2018) and showed benefits of using pre-trained language model (LM) as embeddings. Jeh (2020) developed an approach to stack an additional encoderdecoder network, on top of an attentional encoder-decoder network to alleviate the exposure bias issue that comes from teacher forcing (Williams & Zipser, 1989) .
Pre-trained models Recent works on pre-trained language models made significant advances in NLP tasks. BERT (Devlin et al., 2018) is a bidirectional encoder that is pretrained by predicting the original document with the corrupted document as an input. GPT (Radford et al., 2018) and GPT-2 (Radford et al., 2019) are auto-regressive LMs. BART ) is a pre-trained language model that combines bidirectional transformer as an encoder and auto-regressive transformers as a decoder. Concurrent to our work, ProphetNet (Yan et al., 2020) and PEGASUS (Zhang et al., 2019b ) also use pre-trained LMs to solve text summarization task. Both model shows stunning performance by using encoder-decoder settings.
Method
Our proposed model, SemSim, takes account of semantic similarity, and it follows the architecture of BART to take advantage of pre-trained language model ( Figure 2 ). We first introduce the underlying struc- Figure 2 . SemSim Overall Architecture, underlying structure of BART was used to represent generated summary. In SemSim layer, Language Model, which is encoding the generated summary and the reference summary, is not updating the weights. However, gradient is still calculated and flows through the SemSim layer. ture of BART in Section 3.1, and then we elaborate in detail about our Semantic Similarity strategy in Section 3.2.
BART
BART is a denoising autoencoder that uses sequence-tosequence transformer architecture of Vaswani et al. (2017) . The structure of BART consists of two parts: an encoder and a decoder. The encoder part is a bidirectional encoder which corresponds to the structure of BERT (Devlin et al., 2018) , and the decoder part is an auto-regressive decoder following the settings of GPT.
During the pre-training process, BART receives the corrupted document as input and performs the task of predicting the original uncorrupted document. In this way, BART can effectively learn contextual representations.
BART can be fine-tuned for various tasks such as token classification, sequence classification and sequence generations. When fine-tuned for summarization task, the bidirectional encoder part encodes the original document and the decoder part predicts the reference summary.
The Semantic Similarity (SemSim) Strategy

MOTIVES
For sequence generation task, auto-regressive decoder models are trained to predict the next token given previous tokens. They mostly use maximum-likelihood method as a training objective to minimize loss when the input and output sequence are identical.
However, we hypothesize that this maximum-likelihood method, which minimizes cross-entropy loss, is not appropriate for summarization. This results from summarization being an open-ended task and maximum-likelihood method being too strict to account multiple valid answers.
For instance, consider the example sentences in Figure 1 . Although the generated summary 1 is semantically parallel to the reference summary, the model receives penalties for the tokens car park of a hotel from the generated summary 1. Similarly, even though the generated summary 2 is closely related to the reference summary, the model mishandles this sentence as it does not include the word dumped.
By incorporating semantic similarity during training, we can obtain flexibility and handle multiple valid answers, which are otherwise penalized to act as a training noise.
OUR APPROACH
The Semantic Similarity strategy is a straight-forward approach that calculates the semantic similarity score. The semantic similarity score measures the similarity between the generated summary and the reference summary.
Problem Definition Let us define a set of word tokens, S doc = {s d 1 , s d 2 , . . . , s d n } as a sequence of the original document and S ref = {s r 1 , s r 2 , . . . , s r m } as a sequence of the reference summary. Likewise, we define a set of word tokens S gen = {s g 1 , s g 2 , . . . , s g l } as a generated summary. Baseline Model Our underlying model, BART is used to generate S gen by auto-regressive process. The encoder part encodes S doc and the decoder part computes, at time step t, probability distribution p(s g t |s g 1 , s g 2 , s g t−1 , S doc ) of token s g t given previous tokens and a sequence of the original document, S doc . The maximum-likelihood loss can be expressed as the following equation:
Semantic Similarity (SemSim) layer The Semantic Similarity layer calculates the similarity score through embeddings and simple linear function. Reference and generated summary sequence, S ref and S gen , are encoded by a pre-trained language model (LM). Pre-trained LM, such as BERT (Devlin et al., 2018) , encodes each token of the input sequence as a dense vector and then computes the embeddings of the entire sequence e seq . The semantic similarity score which we denote as Score semsim is then calculated as: 
Training Objective We found that if we solely depend our training objective on minimizing L semsim , the model requires exceptionally long training time. To alleviate this problem, we include maximum-likelihood loss as one of our training objectives and applied teacher forcing (Williams & Zipser, 1989) algorithm. Hence, our training objective is to minimize the Loss defined as follows:
4. Experiments
Dataset
We used the non-anonymized CNN/DailyMail (CNN/DM) dataset (Hermann et al., 2015; See et al., 2017) to evaluate our approach. CNN/DM dataset is composed of articles and corresponding bullet point summary pairs from the news providers. Following BART, we applied additional preprocessing steps such as replacing escape characters 2 .
The preprocessed CNN/DM dataset includes 287k training pairs, 13k validation pairs, and 11k testing pairs.
Pre-trained Model
We utilized transfer learning to reduce the time spent on the learning process. Transfer learning uses a pre-trained weight as the initial point of the model rather than random values. The use of pre-trained weights helps the model to easily learn the task and reduces the learning time (Pan & Yang, 2009 ).
BART We utilize weights of BART large fine-tuned on CNN/DM dataset (bart-large-cnn) as the initial point of our model 3 . Compared to the maximum-likelihood method, learning by the SemSim approach is a relatively difficult task. When the model is learned by maximizing Maximumlikelihood, the model directly learns the correct answer token as each token is from the generated sequence. However, the model using SemSim approach learns by sequence level. Hence learning by SemSim requires excessive training time compared to the maximum-likelihood method. We can mitigate this issue by using transferred weights from the bart-large-cnn, which already learned how to summarize with the maximum-likelihood.
SemSim Layer Weights of SemSim layer are transferred from the pre-trained rewarder model of Böhm et al. (2019) .
The rewarder model calculates the similarity between the generated sequence and the reference summary and uses it as a reward for the RL-based approach. The SemSim layer of our model has identical structure with rewarder of Böhm et al. (2019) , which is composed of a language model that encodes sequences and a linear layer. We used BERT LARGE as the language model.
For a fair comparison with the baseline model, we freeze the SemSim layer by not updating the weights so that the number of parameters does not increase. Please note that although we do not update the weights, the gradient is calculated and flows through the backward path of the SemSim layer, and accordingly, the BART structure is fine-tuned.
Settings
Following the setting of BART, we tokenized the input sequences with the byte-pair encoding of RoBERTa . The majority of the hyperparameter settings are the same as BART; however, we excluded training samples that exceed maximum sentence length. We used Adam optimizer (Kingma & Ba, 2014) with a learning rate of 3e-05, and dropout was applied with a probability of 0.1. Since the model requires extensive GPU memories, we restricted the maximum number of tokens in a batch to 1792 and applied During the generation process, beam search decoding with a beam size of 5 was used to produce the output summary. Trigram blocking (Paulus et al., 2018) , min-len of 55 tokens, max-len of 140 tokens and length penalty were applied during decoding .
Evaluations
Automatic Evaluation
We report our automatic evaluation results on the CNN/DM dataset in Table 1 . For summarization task, the ROUGE metrics (Lin, 2004) are widely used for evaluations, namely F-1 scores of ROUGE-1, ROUGE-2 and ROUGE-L (Paulus et al., 2018; See et al., 2017; Lewis et al., 2019) .
As BART authors do not provide the exact dataset used for the experiments, we preprocess CNN/DM dataset by following the descriptions from the authors. We compare our model with the BART model, using our version of the preprocessed dataset and list the scores of BART (Baseline) and SemSim (Ours) in Table 1 . For other models, we report the scores in accordance with their papers. Moreover, we address the number of trainable parameters for each model as appeared on the paper and Github. For those that are not specified, we calculate the numbers based on the information from the paper. As mentioned earlier in Section 4.2, we freeze the parameters of the SemSim layer, and hence, only the number of parameters for the underlying model, BART, is reported for the SemSim model. Our model outperforms the baseline model, BART, in all three ROUGE metrics, and shows absolute performance improvement of 0.74, 0.39, and 0.71 in ROUGE-1, ROUGE-2, and ROUGE-L, respectively (Relative improvement of 1.68%, 1.85%, 1.73%). Our model also showed better performance than PEGASUS (Zhang et al., 2019b) , a current state-of-the-art model, with the ROUGE-L score of 41.53.
Human Evaluation
EVALUATION CRITERIA
In order to assess models proficiency in summarization, we follow the evaluation criteria of International English Language Testing System (IELTS) 4 as it is one of the major English test for non-native speakers across the world. IELTS writing is about summarizing information in a graph or table and writing a letter in response to a problem. Although it has different nature to the summarization task, we believe the fundamental factors should be the same because the model also needs to comprehend the given information, grasp important matters, and write with its own words.
We modified evaluation criteria to Relevance, Readability and Creativity. Both Relevance and Readability are referred from IELTS criteria but Creativity is added specifically for sentence summarization task. Creativity is a meaningful factor because a good summary should not be copied from the original text, but rather translated into the models own words to represent the context.
The following questions are asked to adopt score guidelines for our experiment:
• Creativity-Is the summary written with its own words and sentence structures?
• Readability-Does the summary avoid grammar errors and informal language?
• Relevance-Does the summary contain both important and accurate information about the original document?
For more descriptions about score guidelines, please refer to the Appendix.
EVALUATION SETUP
We use Amazon Mechanical Turk to evaluate the machinegenerated summaries. For qualifications, we required all workers to possess a bachelors degree in the United States. Then, we organized a team into ten workers, and each team is requested to answer five questions, where one question includes the original document, the reference summary, and two model generated summaries. These three types of summaries are presented in random order. Overall, ten teams are participated for evaluation, meaning 100 people (1 team x 10 people) and 50 examples (5 examples x 10 teams) in total.
Workers are asked to measure the level of summarization quality from 1 to 4 in terms of Relevance, Readability, and Creativity. For these three criteria, the human examiner will judge whether the summary contains key features, avoids grammar errors, and uses its own words and sentence structures. Please consult Appendix for further details about score requirements.
Turk workers in our experiment had Human Intelligence Task (HIT) approval rate of 98% and completed over 10,000 HITs. For five questions, they spent about 1437.69 seconds(24min) on average, and the standard deviation is 782.4 seconds(13min). These statistics suggest that the time it took for workers to complete the questions varied greatly. It is clear that some workers did not respond faithfully, and therefore we excluded workers whose spent time is in the lower 5%, which is 389 seconds. Upon inspection, we realize that these inattentive workers are not biased to a certain team. Instead, there are about 0 to 2 workers in each team, whose spent time is less than 389 seconds for five questions.
In this manner, we tried to not only ensure fairness but also assure the quality of human evaluation.
RESULTS
Our human evaluation results are reported in Table 2. The  table shows averaged score across all 475 responses (5 examples X (95 people). We convert the human evaluation scores from 1-4 scale to 0-100 scale and reported total score, which is the average of three scores. We compare the scores of our model, the baseline, and the reference summary. In terms of the total score, generated summaries from our model scored better than BART (p-value < 0.0061) and reference summaries (p-value < 10 −10 ) with statistical significance. In detail, our model performed better than BART on two criteria, namely Creativity (p-value < 0.0037) and Relevance (p-value < 0.0084), and outperformed reference summaries on all three criteria. BART was better than reference summaries in terms of Readability (p-value < 10 −10 ) and Relevance (p-value < 10 −10 ), but not for Creativity. We calculated p-values using the one-tailed t-test (statistical significance of 0.01). 
Discussion
It is stunning that our model and BART produced a more favorable summaries than the reference summaries. We believe that this is due to the following reasons: 1) The reference summary is not always an ideal summary of the document and 2) A large-scale language model has a strong ability in text generation. We also discuss the performance difference between our model and the baseline model, BART.
As a nature of the CNN/DM dataset, some reference summaries are of poor quality and hence, these summaries received low scores compared to those generated by models. Table 3 and Figure 3 show an example of a documentsummary pair. This example summary is missing crucial information to comprehend the document: the subject of the article Alessandra Ambrosio and who she is. For this exam- ple, reference summaries are made up of bullet points that are appeared as part of the headlines (Figure 3 ). Headlines are often designed to intrigue readers attention, and therefore they usually do not contain enough facts to understand the articles. It is a fatal flaw if the summary is not complete and consequently, such a summary will receive a low score for Readability. We believe that this is one of the reasons why some reference summaries received lower scores than generated summaries.
In general, we assume that the test set and training set are of the same quality because the test set intrinsically has a very similar distribution to the training set. If the test set is a low-quality data, then the training set, which is used for training, would be low quality as well. And this low quality will be reflected eventually when we train a model. Hence, it is rare for the model to produce results that are better than the dataset. However, our model has shown contradicting results: our model generated summaries are evaluated as better than the reference summaries. We believe that this is due to the transfer learning of large-scale language models. Language models are pre-trained on various corpus and we exploited this advantage. We assume that the performance difference comes from the language model. The idea of the language model is to learn the general understanding of a language during the pre-training process and the specific task during the fine-tuning process. BART, the underlying structure of our model, is trained to extract salient information by using the encoder and to make a complete sentence by using the decoder. Generating a complete sentence is closely related to providing a readable sentence and this can be achieved by extracting salient information, which can enhance relevance. For these reasons, as shown in the Table 2, our model and BART show outstanding performance in both Readability and Relevance. The successful use of pre-trained knowledge is the main reason why our model and BART received favorable scores. In addition, by considering that the human evaluation score is subjective, the Readability score of 80 is regarded as a high score.
Lastly, we would like to emphasize the strength of the Sem-Sim approach over the BART model. Compared to BART, our model shows a significant positive difference in Creativity and Relevance. Moreover, our model allows for more flexible output because it is trained to generate a sequence that has the same meaning as the reference sequence. As a result, our model tends to have higher Creativity scores than BART. Our model also achieves higher Relevance scores due to its distinct structure. Unlike BART that predicts token-level correct answer with identical order, our model focuses on semantics where salient information is concentrated. This distinct structure of our model helps to improve Relevance scores. In addition, since the BART must learn the reference summary itself, BART is subject to learn the incompleteness, if reference summary is incomplete as aforementioned, and this may harm the output results.
Conclusions
In this paper, we propose a strategy for training summarization models based on semantic similarity. Our approach, called the Semantic Similarity (SemSim) strategy, allows a model to train with more flexibility than traditional maximum-likelihood methods, and this flexibility allows the model to produce better results. Specifically, a model with SemSim strategy is more likely to write a summary with its own words and sentence structures. Also, the model reflects the salient information of the original document efficiently in summary. In evaluation with ROUGE metrics, our model achieves a state-of-the-art performance of 41.53 ROUGE-L. According to human evaluation results, our model generates a more favorable summaries than the reference summaries and the baseline model summaries.
