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Introduction
A fundamental problem in graph theory is the subgraph isomorphism problem: Given two graphs G and H , find a subgraph of G which is isomorphic to H (if there is one). This problem is "-hard as it includes for example the clique problem.
When restricting the graph G, the subgraph isomorphism problem may become easier. Polynomial-time algorithms for subgraph isomorphism problem were given for trees [16] , two-connected outerplanar graphs [12] , and twoconnected series-parallel graphs [13]. All these graphs have a treewidth at most 2. The subgraph isomorphism problem is NP-hard when the graph G is an arbitrary graph with treewidth at most 2 [15] . However, the problem is polynomial for the family of graphs with treewidth at most p for every p 2 2, if we also add the restriction that G is p-connected, or that H has bounded degree [15] . A faster algorithm for the former case was given in [4] .
In this paper we study subtree isomorphism, i.e., the subgraph isomorphism problem when G and H are trees. Throughout this work n and k denote the number of vertices in G and H , respectively. When k = n we get the tree isomorphism problem, which has a linear time algorithm due to Hopcroft and Tarjan [lo] . In contrast, the problem is NP-complete when G is a tree and H is a forest (subforest isomorphism [7] Our main result here is an O ( G n ) -t i m e algorithm. Our algorithm, like most previous studies of the problem, is based on the close relationship between subtree isomorphism and maximum matching in bipartite graphs. (This relationship was also utilized to obtainfast parallel algorithms for subtree isomorphism [8, 113.) The subtree isomorphism problem is recursively translated into a collection of smaller subtree isomorphism problems, that are solved using maximum matching algorithms. The improved complexity is achieved by a combinatorial lemma that bounds the possible number of distinct subtrees involved, and by using the notion of clique partitionand its application by Feder and Motwani to finding maximum matching in bipartite graphs [61.
We show that for the matching problem resulting from the subtree isomorphism problem, we can find a good partition in a simple way.
We also give a randomized (Las Vegas) O(min(k1.45n, kn1.43))-time algorithm for the decision problem. This algorithm follows directly from a randomized O(n2.38) algorithm for the cardinality of a maximum matching given by Cheriyan [l] .
The rest of the paper is organized as follows: In section 2
we prove some simple lemmas on matching that are needed later. Section 3 describes an O(kl%) algorithm for subtree isomorphism, and section 4 proves the combinatorial lemma and uses it together with the clique partition in order to improve the running time of the algorithm. Finally, section 5 describes the randomized algorithm. For lack of space, some of the proofs are omitted in this abstract.
Before we finish this section we give some basic defini-
is an unrooted tree, and T is some vertex in V which is called the root. We will sometime write G+ to denote that r is the 
Matching
In this section, we give several lemmas about matchings which we will need later. For the following lem- This improves over a direct application of [9] which would give O ( t~l .~) .
An important definition in matching theory is of critical vertices (see e.g. [14] ): A vertex t in a graph G is critical if the size of a maximum matching in G -t is strictly less than rhe size of a maximum marching in G . Here, xi is critical means that mi = m . , , -1. Let M be a maximum matching of B. We define the directed graph BM by BM = (X U Y, EM) where
We denote by XM all the vertices from X which are unmatched in M. 
An O(k1%2) algorithm
In this section we describe an O(kl%) algorithm for the subtree isomorphism problem that will be the basis for the improved algorithms in sections 4,s. It is based on Chung's algorithm [2] and has the same asymptotic time complexity, but is simpler as the tree G is traversed only once, compared to twice in Chung's algorithm. We briefly describe the algorithm for completeness. We note that the improvements of sections 4,5 can also be applied to Chung's original algorithm. For simplicity, we describe an algorithm for the decision problem. It can be extended easily to an algorithm for the search problem.
Let G = (K E), H = (VH, E H ) be the input trees. Select a vertex T of G to be the root. We wish to know for each v E V,u E H whether HU SR Gt. In order to compute this efficiently we will also need to know for each neighborw of U if H," ER G i (notice that H," is the graph formed by removing H; from H"). This information is relevant because H"' CR GI iff for every child U, of w there is a distinct child vi of v such that CR GI,. We store this information in sets S(v, U ) defined as follows: for every v E V, and for
See figure 1 for an example for this definition. Notice that u E S(v,u) ifandonlyifHU = H,"CRGC. Ifv Thus, in order to decide if w E S(U, U) we construct a bipartite graph B with the two parts X and Y, where X is the set of children of U in H,", Y is the set of children of U, and &U, is an edge of B iff U E S(v,, ui). By lemma 3.1, w is in S(v, U ) iff B has amatching of size 1x1. By lemma 2.3, in order to compute S(U, U), it suffices to construct a single graph MATCH(v, U ) and compute the critical vertices and the size of a maximum matching in this graph.
We can now describe the algorithm Subtree-Isomorphism. Its code is given in figure 2. The correctness follows from lemma 3.1. The proof of the complexity uses corollary 2.4, Dinic's algorithm [5] and some simple data structures. We omit the proof here.
We note that the above algorithm can be changed to solve the subtree homeomorphism problem without changing the asymptotic complexity. The same modification applies to the algorithms in the sections below.
Select a vertex T of G to be the root of G. 
An O( s n ) algorithm
We now improve the algorithm from the last section by a log k factor. We use the previous algorithm but we solve the maximum matching problems more efficiently using the idea of clique partition of a bipartite graph and its usage in finding maximum matching [6] . The algorithm of Feder and Motwani, originally stated for bipartite graphs with equal size parts, can be extended to general bipartite graphs. This allows to give an algorithm for subtree isomorphism whose time complexity is O ( k k ) . In contrast with [6] where the denseness of the graph is exploited, we achieve the reduction in time complexity by utilizing the special structure of the matching problems that must be solved in the subtree isomorphism algorithm. We find a good partition in a simpler way, and this results in an O( G n ) algorithm for subtree isomorphism.
Before we describe the improved algorithm, we need a simple combinatorial lemma. Let g(n) denote the n m k r of distinct (i.e. non-isomorphic)rooted trees withn vertices. We shall use the following result: Lemma 4.1 (see e.g. [18, p . 11971) g(n) = 2@(").
1.1
Let f ( n ) denote the maximum number of distinct rooted trees in a forest of n nodes.
Lemma 4.2 f ( n ) = @( &).
Proof: As it is easy to verify using lemma 4.1 that f(n) = n( e), we will only show the upper bound.
If we have a forest of rooted trees and rpi is the number of trees with i vertices, then the number of distinct trees in this forest is at most xi min (ri, g ( i ) ) . Hence,
f ( n > 5
By lemma 4.1, n min(r;,g(i)) : T I , . . . , rn E N, E iri 5 n} i i=l for some integer constant c. Let a be the minimum integer for which E t l ici 2 n. Let r l , . . . , rn be the integers that maximize Ci min(r;, c') under the constraint C:=liri 5 n. we can assume that ri 5 c' for all i, because if rj > d for some j , we can set r, = d and the value of Ci min(r;, c') does not change. Now, suppose rj > 0 for some j > a. This implies that there is a k 5 a for which Tk < ck (because otherwise iri 2 ir; + j r j = Cy=l ic' + j r j > n, a contradiction).
If we decrease r, by one, and increase T k by one, then the value of X i min( T ; , c') does not change, and the constraint Cy='=, ir; 5 n still holds (as IC < j ) . We can repeat this process until rj = 0 for all j > a and therefore 
i = l i=l
The lemma follows from the fact that x = log,nWe now describe a modified algorithm, called ImprovedSubtree-Isomorphism: The algorithm is the same as the algorithm Subtree-Isomorphism with the exception that we solve the maximum matching problems differently. Let v be some vertex in G ' whose chldren are V I , 212, . . . , ut, and let U be a vertex in H whose neighbors are UI, u2,. . . , U,.
We now consider finding a maximum matching in B = MATCH(v,u). Recall that B = (X,Y,E) with X = {UI ,..., U,} and Y = ( V I ,..., q}. We assume that s 5 t + 1 (because otherwise the algorithm doesn't find a maximum matching in B).
We first apply lemma 2.1 and build a subgraph B' of B. Like in [61, we will partition the edges of B' into complete bipartite graphs C 1 , Cz, . . . , C,. We do the partitionin the following way: First, we sort the vertices of X' where the key of a vertex U is N(u). Afterwards, we split X' into sets of equal keys X1, X 2 , . . . , XP (i.e., all the vertices in a set X' have the same neighbors in B'). Now, for 1 5 a 5 p we set C; to be the subgraph induced by the vertices of Xi and all their neighbors. We now follow the method log, log, n -O( 1). 
All arcs have capacity 1. The source is a and the sink is b. We find a maximum (integral) flow in B*, and construct from this flow a maximum matching in B' in the obvious
way.
We will now analyze the time complexity of the algorithm described above. We denote by D(u) the number of distinct trees in the forest H;,, . . , , H;,. 5. An O (~n i n ( k ' .~~n , kn1.43)) algorithm
In this section we give a randomized algorithm for the decision problem of subtree isomorphism. The algorithm is more efficient asymptotically than the deterministic algorithm of the previous section. We use the following result: + min(tw, sZe5) ). In order to estimate the overall time complexity, let z, y be two numbers satisfying Then min(tw, s2.5) = O(s5tY) and by summing over all vertices of G and H we obtain an 6(k5nY) bound on the running time of algorithm Randomized-Subtree-Isomorphism. The constraints above on z , y create a polyhedron with two vertices (3: = 2.5 -y , y = 1 and z = 1,y = 0.6~) and for any fixed values of k and n, the minimum of k2nl under the constraints is achieved in some vertex. Hence,
Theorem 5.2 Algorithm
Randomized-SubtreeIsomorphism solves the decision problem in 6 ( 1 n i n ( k~*~-% n, kno*")) eqected time. 
