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Abstract
We continue the study of OL∞ structure of nuclear C∗-algebras initiated by Junge, Ozawa and Ruan.
In particular, we prove if OL∞(A) < 1.005, then A has a separating family of irreducible, stably fi-
nite representations. As an application we give examples of nuclear, quasidiagonal C∗-algebras A with
OL∞(A) > 1.
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1. Introduction
This paper continues the study of OL∞-structure of nuclear C∗-algebras initiated by Junge,
Ozawa and Ruan in [8]. Before describing the contents of this paper, we recall the necessary
definitions and results.
Let V and W be n-dimensional operator spaces and consider the completely bounded version
of Banach–Mazur distance:
dcb(V ,W) = inf
{‖ϕ‖cb∥∥ϕ−1∥∥cb: ϕ : V → W is a linear isomorphism}.
Let A be a C∗-algebra. For λ > 1 we say that OL∞(A)  λ if for every finite-dimensional
subspace E ⊂ A, there exist a finite-dimensional C∗-algebra B and a subspace E ⊂ F ⊂ A such
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OL∞(A) = inf
{
λ: OL∞(A) λ
}
.
A is a rigid OL∞ space if for every  > 0 and every x1, . . . , xn ∈ A there is a finite-dimensional
C∗-algebra B and a complete isometry ϕ : B → A such that dist(xi, ϕ(B)) <  for i = 1, . . . , n.
OL∞ is an interesting invariant for C∗-algebras, particularly when one considers the interplay
between OL∞ and various approximation properties of C∗-algebras.
It follows easily from the definition, that if OL∞(A) < ∞, then there is a net of matrix
algebras (Mni ) and linear maps αi : A → Mni , βi : Mni → A such that βiαi tends to the identity
on A pointwise and supi ‖αi‖cb‖βi‖cb < ∞. Pisier showed [11, Theorem 2.9] that this implies A
is nuclear. Conversely, it was shown in [8] if A is nuclear, then OL∞(A) 6. This estimate was
improved in [7] when the authors showed that all nuclear C∗-algebras A have OL∞(A) 3. So,
OL∞ is most useful when restricted to nuclear C∗-algebras.
Another important approximation property is quasidiagonality (QD). We refer the reader to
the survey article [5] for information on QD C∗-algebras. The following relationships between
QD and OL∞ were established in [8]:
A is a rigid OL∞ space (i)−→ OL∞(A) = 1 (ii)−−→ A is nuclear & QD.
Blackadar and Kirchberg showed [3, Proposition 2.5] that all 3 of the above assertions are equiv-
alent if A is either simple or both prime and antiliminal. The main purpose of this paper is to
give examples showing that the converse of (ii) does not hold in general.
In Section 2 we prove the necessary technical results used throughout the paper. Section 3
contains our first counterexamples to (ii). Section 4 contains some results about permanence
properties about OL∞. In Section 5 we prove the main result that all unital C∗-algebras A with
OL∞(A) < 1.005 have a separating family of irreducible, stably finite representations. This
provides a larger class of nuclear quasidiagonal C∗-algebras A with OL∞(A) > 1, but also has
implications for the converse of (i) which we discuss at the end of the paper.
2. Technical lemmas
In this section, we gather some technical lemmas needed for Sections 3 and 4, and fix our
notation.
Throughout the paper, if H is a Hilbert space, we let B(H) denote the space of bounded
linear operators on H . For H n-dimensional we write 2(n), and Mn for B(2(n)). We write
ucp and cpc as shorthand for “unital completely positive” and “completely positive contraction”
respectively. For linear maps ϕ : V → W between operator spaces we write ϕ(n) for idMn ⊗
ϕ :Mn(V ) → Mn(W), and ‖ϕ‖cb = supn‖ϕ(n)‖. Furthermore if ϕ is injective, we write ‖ϕ−1‖
for the norm of the map ϕ−1 : ϕ(V ) → V . We write ⊗ for the minimal tensor product of C∗-
algebras.
The following lemma is implicit in the proof of [8, Theorem 3.2].
Lemma 2.1. Let 0 < δ < 1/
√
2, and let A be a unital C∗-algebra with OL∞(A) < 1 + δ2/2.
Let F ⊂ A be a finite subset. Then there is a finite-dimensional C∗-algebra B , a linear map
ϕ : B → A with ‖ϕ‖cb < 1 + δ2/2 and a ucp map ψ : A → B such that F ⊂ ϕ(B) and
‖ψϕ − idB‖cb <
(
1 + δ2/2)√2(δ2 + δ4/4).
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approximately multiplicative on F . We will not need approximate multiplicativity in this paper,
which is why we are able to relax this condition to δ < 1/
√
2.
We need the following slight variation of Lemma 2.1.
Lemma 2.2. Let λ < ( 1+
√
3
2 )
1/2 and A be a unital C∗-algebra with OL∞(A) < λ. Let F ⊂ A
be a finite subset. Then there is a finite-dimensional C∗-algebra B , a ucp map ψ : A → B and a
unital, self-adjoint map ϕ : B → A such that:
(i) ‖ϕ‖cb < λ1−λ√2(λ2−1) .
(ii) F ⊂ ϕ(B).
(iii) ψϕ = idB .
(iv) ϕψ |F = idF .
Proof. Without loss of generality suppose F consists of positive elements. We apply Lemma 2.1
with λ = 1 + δ2/2 to obtain a finite-dimensional C∗-algebra B , a ucp map ψ : A → B , and a
linear map ϕ : B → A such that F ⊂ ϕ(B), ‖ϕ‖cb < λ and ‖ψϕ − idB‖cb < λ
√
2(λ2 − 1) < 1.
Then ψϕ is invertible in the Banach algebra of all completely bounded maps on B . Let ϕ′ =
ϕ(ψϕ)−1. Then
‖ϕ′‖cb  ‖ϕ‖cb
∥∥(ψϕ)−1∥∥
cb  λ
1
1 − λ√2(λ2 − 1) .
Then ϕ′ satisfies (i)–(iii). Moreover, since ψ is unital and ψϕ′ = idB , it follows that ϕ′ is unital.
Finally, let ϕ′′(x) = 1/2(ϕ′(x) + ϕ′(x∗)∗), for x ∈ B . Then ϕ′′ is unital, self-adjoint and
‖ϕ′′‖cb  ‖ϕ′‖cb. Since ψ is positive, it follows that ψϕ′′ = idB . To see (ii), let b ∈ B such
that ϕ′(b) ∈ F . Since F consists of positive elements, b = ψϕ′(b)  0. Hence, ϕ′′(b) =
1/2(ϕ′(b)+ ϕ′(b)∗) = ϕ′(b) ∈ F . Condition (iv) is a consequence of (ii) and (iii). 
Lemma 2.3. Let A be a unital C∗-algebra and let x ∈ A. Set
x1 =
[ ‖x‖1 x
x∗ ‖x‖1
]
∈ M2 ⊗A. (2.1)
Then ‖x1‖ = 2‖x‖.
Proof. Without loss of generality, assume that ‖x‖ = 1. Clearly ‖x1‖  2. For the reverse in-
equality, suppose that A ⊂ B(H) unitally for some Hilbert space H . By spectral theory there is
a sequence of unit vectors (ηk) ⊂ H such that
lim
k→∞
∥∥x∗xηk − ηk∥∥= 0. (2.2)
For each k ∈ N set
ξk = 1√
(
xηk
η
)
∈ H ⊕H.2 k
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lim
k→∞‖x1ξk‖ = limk→∞
1√
2
∥∥∥∥( 2xηkx∗xηk + ηk
)∥∥∥∥= 2.
Hence, ‖x1‖ 2. 
Lemma 2.4. Let A and B be C∗-algebras with A unital, and 1/2 < r  1. Let ϕ : A → B be a
cpc such that for every k ∈ N and a ∈ Mk ⊗A with a  0, ‖ϕ(k)(a)‖ r‖a‖. Then ϕ is injective
with ‖ϕ−1‖cb  (2r − 1)−1.
Proof. Let n ∈ N and x ∈ Mn ⊗A. Let x1 ∈ M2 ⊗ (Mn ⊗A) be as in Lemma 2.3. Then, x1  0
and ‖x1‖ = 2‖x‖. By assumption, we have
2r‖x‖ ∥∥ϕ(2n)(x1)∥∥
=
∥∥∥∥∥
[ ‖x‖ϕ(n)(1) ϕ(n)(x)
ϕ(n)(x)∗ ‖x‖ϕ(n)(1)
]∥∥∥∥∥

∥∥∥∥∥
[ ‖x‖1 ϕ(n)(x)
ϕ(n)(x)∗ ‖x‖1
]∥∥∥∥∥
 ‖x‖ + ∥∥ϕ(n)(x)∥∥.
Hence ‖ϕ(n)(x)‖ (2r − 1)‖x‖, from which we conclude that
∥∥ϕ−1∥∥
cb  (2r − 1)−1. 
We recall the following well-known corollary to Stinespring’s Theorem.
Lemma 2.5. Let A and B be unital C∗-algebras and ψ : A → B a ucp map. Then for every
a ∈ A, we have ψ(a)∗ψ(a)ψ(a∗a).
Lemma 2.6. Let L1 and L2 be Hilbert spaces and n ∈ N. Let ϕ : Mn → B(L1) ⊕ B(L2) be an
injective cpc with ‖ϕ−1‖cb = r−1 < 2/(
√
6 − 1). Let ϕi : Mn → B(Li) denote the coordinate
maps of ϕ for i = 1,2. Suppose there is a k ∈ N and a ∈ Mk ⊗Mn of norm 1 and a  0 such that
∥∥ϕ(k)2 (a)∥∥= s < (r2 + r − 1)/r.
Then ϕ1 is injective and
∥∥ϕ−11 ∥∥cb  (r − 1 − r21 − s
)−1
. (2.3)
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pletely bounded with ‖ψ(n)‖ = ‖ψ‖cb. So, we may assume that k = n. Also by [13, Theo-
rem 2.10], to prove inequality (2.3) it suffices to show that for every x ∈ Mn ⊗Mn of norm 1, we
have
∥∥ϕ(n)1 (x)∥∥ r − 1 − r21 − s . (2.4)
By Wittstock’s extension theorem [9, Theorem 8.2], let
ψ˜ : B(L1)⊕B(L2) → Mn
be an extension of ϕ−1 : ϕ(Mn) → Mn with ‖ψ˜‖cb = ‖ϕ−1‖cb = r−1. Let ψ = rψ˜ . Then
‖ψ‖cb = 1 and
ψϕ(x) = rx for all x ∈ Mn. (2.5)
By the factorization theorem for completely bounded maps [9, Theorem 8.4] there is a unital
representation (π,H) of
Mn ⊗
(
B(L1)⊕B(L2)
)= B(L1 ⊗ 2(n))⊕B(L2 ⊗ 2(n))
and isometries S,T : 2(n)⊗ 2(n) → H such that
T ∗π(x)S = ψ(n)(x) for every x ∈ B(L1 ⊗ 2(n))⊕B(L2 ⊗ 2(n)). (2.6)
Let qL1 = π(1L1⊗2(n),0) ∈ B(H) and qL2 = π(0,1L2⊗2(n)) ∈ B(H).
We now show that the ranges of S and T are almost included in qL1(H).
Let ξ1 ∈ 2(n) ⊗ 2(n) be a norm 1 eigenvector for a with eigenvalue 1. Let ω1 ∈ Mn ⊗ Mn
be the orthogonal projection onto Cξ1. Then ω1  a. Since ϕ2 is cp, we have ‖ϕ(n)2 (ω1)‖ 
‖ϕ(n)2 (a)‖ = s. Extend ξ1 to an orthonormal basis ξ1, ξ2, . . . , ξn2 for 2(n) ⊗ 2(n). For i =
1, . . . , n2 define the rank 1 operators,
ωi(η) = 〈η, ξi〉ξ1, for η ∈ 2(n)⊗ 2(n).
Then
ωiω
∗
j = δi,jω1, for 1 i, j  n2. (2.7)
Let η =∑n2i=1 αiξi ∈ 2(n)⊗ 2(n) of norm 1 and ωη =∑n2i=1 αiωi ∈ Mn ⊗Mn. By (2.7) and
Lemma 2.5, it follows that∥∥ϕ(n)2 (ωη)∥∥= ∥∥ϕ(n)2 (ωη)ϕ(n)2 (ωη)∗∥∥1/2

(
n2∑
|αi |2
∥∥ϕ(n)2 (ω1)∥∥
)1/2
 s1/2. (2.8)
i=1
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rξ1 = rωη(η) = ψ(n) ◦ ϕ(n)(ωη)η = T ∗π
(
ϕ(n)(ωη)
)
Sη.
Therefore, by (2.8)
r2 
∥∥π(ϕ(n)(ωη))Sη∥∥2
= ∥∥π(ϕ(n)1 (ωη),0)qL1Sη∥∥2 + ∥∥π(0, ϕ(n)2 (ωη))qL2Sη∥∥2
 ‖qL1Sη‖2 + s‖qL2Sη‖2. (2.9)
Combining (2.9) with the fact that S is an isometry, we obtain
1 = ‖qL1Sη‖2 + ‖qL2Sη‖2
 r2 − s‖qL2Sη‖2 + ‖qL2Sη‖2.
Since η ∈ 2(n)⊗ 2(n) was an arbitrary vector of norm 1, it follows that
‖qL2S‖
(
1 − r2
1 − s
)1/2
. (2.10)
Define ψ∗ : B(L1) ⊕ B(L2) → Mn by ψ∗(x) = ψ(x∗)∗. By the complete positivity of ϕ it fol-
lows that ψ∗ϕ = r · idMn . Moreover note that(
ψ∗
)(n)
(x) = S∗π(x)T .
So, by replacing ψ with ψ∗ (and hence S with T ) in the above proof we obtain
∥∥T ∗qL2∥∥= ‖qL2T ‖ (1 − r21 − s
)1/2
. (2.11)
Let x ∈ Mn ⊗Mn be arbitrary of norm 1. By (2.5), (2.6), then (2.10) and (2.11), we have
r = ∥∥ψ(n)ϕ(n)(x)∥∥
= ∥∥T ∗π(ϕ(n)(x))S∥∥
= ∥∥T ∗(qL1(π(ϕ(n)1 (x),0))qL1 + qL2(π(0, ϕ(n)2 (x)))qL2)S∥∥

∥∥ϕ(n)1 (x)∥∥+ ∥∥T ∗qL2(π(0, ϕ(n)2 (x)))qL2S∥∥

∥∥ϕ(n)1 (x)∥∥+ 1 − r21 − s .
This proves (2.4) and the lemma. 
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of Lemma 2.6. Colloquially it states; regardless of the value of n ∈ N, if ϕ is almost a complete
isometry, then either ϕ1 or ϕ2 is almost a complete isometry. In particular, we have:
Corollary 2.7. Let L1,L2, n and ϕ be as in Lemma 2.6, but with ‖ϕ−1‖cb = r−1 < 125/124.
Then either ϕ1 or ϕ2 is injective, and∥∥ϕ−1i ∥∥cb  (1 + (r − 1)1/3)−1
for either i = 1 or i = 2.
Proof. If ϕ2 is injective with ‖ϕ−12 ‖cb < (1 + (r − 1)1/3)−1, we are done. If not, then there is
an x ∈ Mn ⊗Mn of norm 1 such that ‖ϕ(n)2 (x)‖ < 1 + (r − 1)1/3. Then Lemma 2.4 provides an
a ∈ Mn ⊗Mn of norm 1 with a  0 such that
∥∥ϕ(n)2 (a)∥∥ 12(1 + ∥∥ϕ(n)2 (x)∥∥) 12(2 + (r − 1)1/3).
We now apply Lemma 2.6 with s = 12 (1 + ‖ϕ(n)2 (x)‖) to obtain,
∥∥ϕ−11 ∥∥cb  (r − 1 − r21 − s
)−1

(
1 + (r − 1)1/3)−1,
which holds whenever 124/125 < r  1. 
Finally, we recall 2 useful perturbation lemmas.
Lemma 2.8. (See [16, Proposition 1.19].) Let A be a unital C∗-algebra and N an injective von
Neumann algebra. Let ϕ : A → N be a unital self-adjoint map with ‖ϕ‖cb  1 +  for some
 > 0. Then there is a ucp map t : A → N such that ‖t − ϕ‖cb  .
Lemma 2.9. (See [12, Lemma 2.13.2].) Let 0 <  < 1 and X be an operator space. Let (xi, x̂i)ni=1
be a biorthogonal system with xi ∈ X and x̂i ∈ X∗. Let y1, . . . , yn ∈ X be such that∑
‖x̂i‖‖xi − yi‖ < .
Then there is a complete isomorphism w : X → X such that w(yi) = xi and ‖w‖cb‖w−1‖cb 
1+
1− .
3. First examples
For 1 λ < ( 1+
√
3
2 )
1/2
, let
f (λ) = λ√ , (3.1)
1 − λ 2(λ− 1)
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g(y) = y(1 + y)(y − 1)(2 − y)− 2(2 − y)2 + 1. (3.2)
Note that f (λ) → 1 as λ → 1, and g(1) = −1. Let λ′ in the domain of f be such that
g
(
f (λ′)
)
< 0. (3.3)
A calculation shows that any λ′ < 1.005 satisfies (3.3).
Theorem 3.1. Let A be a unital C∗-algebra and let λ′ satisfy (3.3). Suppose that A has a unital
faithful representation (π,Hπ) = (ρ ⊕ σ,Hρ ⊕ Hσ ), such that ker(σ ) = {0}. Furthermore sup-
pose there is a sequence (xn) in the unit sphere of A such that ρ(xn) is an isometry for each n,
and ρ(xnx∗n) → 0 strongly in B(Hρ). Then OL∞(A) λ′.
Proof. Let a ∈ ker(σ ) be positive and norm 1. Choose n large enough so ρ(1−xnx∗n)ρ(a)ρ(1−
xnx
∗
n) = 0. Set y = xn, and let
b = ∥∥(1 − yy∗)a(1 − yy∗)∥∥−1(1 − yy∗)a(1 − yy∗).
Then σ(b) = 0, hence 1 = ‖b‖ = ‖ρ(b)‖. Since ρ(1−yy∗) is a projection, it follows that ρ(b)
ρ(1 − yy∗), hence
π(b) π
(
1 − yy∗). (3.4)
Suppose that OL∞(A) < λ′, and obtain a contradiction. Let F = {b, y, y∗}. Let f and g be as
in (3.1) and (3.2). We apply Lemma 2.2 to obtain a finite-dimensional C∗-algebra B , a ucp map
ψ : π(A) → B and a unital, self-adjoint map ϕ : B → π(A) such that
‖ϕ‖cb < f (λ′), ψϕ = idB, and ϕψ |π(F ) = idπ(F ). (3.5)
By Lemma 2.8, there is a ucp map t : B → B(Hρ)⊕B(Hσ ) such that
‖t − ϕ‖cb < f (λ′)− 1. (3.6)
Let n ∈ N and x ∈ Mn ⊗B . Since ψϕ = idB , it follows that ‖ϕ(n)(x)‖ ‖x‖. Therefore,∥∥t (n)(x)∥∥ ∥∥ϕ(n)(x)∥∥− ∥∥ϕ(n)(x)− t (n)(x)∥∥
 ‖x‖ − (f (λ′)− 1)‖x‖
= (2 − f (λ′))‖x‖.
Hence t is injective with
∥∥t−1∥∥  (2 − f (λ′))−1. (3.7)cb
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tively. By (3.5) and (3.6) we have∥∥qσ tψ(π(b))∥∥ ∥∥qσϕψ(π(b))∥∥+ f (λ′)− 1
= ∥∥σ(b)∥∥+ f (λ′)− 1
= f (λ′)− 1. (3.8)
Let p ∈ B be a minimal central projection such that ‖pψ(π(b))‖ = ‖ψ(π(b))‖. Then pB ∼= Mn
for some n ∈ N. Using (3.7) and (3.8), we apply Lemma 2.6 with
s = ∥∥qσ t(pψ(π(b)))∥∥ ∥∥qσ tψ(π(b))∥∥ f (λ′)− 1 and
r−1 = ∥∥(t |pB)−1∥∥cb  (2 − f (λ′))−1
to obtain,
∥∥(qρt |pB)−1∥∥cb  (2(2 − f (λ′))2 − 12 − f (λ′)
)−1
. (3.9)
Recall that for any finite C∗-algebra C and any contractive x ∈ C, we have∥∥1 − xx∗∥∥= ∥∥1 − x∗x∥∥. (3.10)
In particular, (3.10) holds for any finite-dimensional C∗-algebra. We will use (3.9) to “isolate” ρ,
then the fact that ρ(A) violates (3.10) to arrive at a contradiction:
f (λ′)−1  ‖ϕ‖−1cb 
∥∥ψ(π(b))∥∥ (by (3.5))
= ∥∥pψ(π(b))∥∥

∥∥p(1 −ψ(π(y)π(y∗)))∥∥ (by (3.4))

∥∥p(1 −ψ(π(y))ψ(π(y∗)))∥∥ (by Lemma 2.5)
= ∥∥p(1 −ψ(π(y∗))ψ(π(y)))∥∥ (by (3.10))

∥∥(qρt |pB)−1∥∥cb∥∥qρt(p(1 −ψ(π(y∗))ψ(π(y))))∥∥

∥∥(qρt |pB)−1∥∥cb∥∥qρt(1 −ψ(π(y∗))ψ(π(y)))∥∥

∥∥(qρt |pB)−1∥∥cb∥∥qρ − qρt(ψ(π(y∗)))t(ψ(π(y)))∥∥ (by Lemma 2.5)

∥∥(qρt |pB)−1∥∥cb(∥∥qρ − qρϕ(ψ(π(y∗)))ϕ(ψ(π(y)))∥∥+ ‖t − ϕ‖cb(1 + ‖ϕ‖cb))
= ∥∥(qρt |pB)−1∥∥cb(∥∥ρ(1 − y∗y)∥∥+ ‖t − ϕ‖cb(1 + ‖ϕ‖cb)) (by (3.5))

(
2(2 − f (λ′))2 − 1
2 − f (λ′)
)−1(
f (λ′)− 1)(1 + f (λ′)).
The last line follows because ρ(y) is an isometry, by (3.5), (3.6) and (3.9). Hence g(f (λ′)) > 0,
a contradiction. 
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We give some examples of such algebras. Let λ′ satisfy (3.3).
Example 3.2. Let s ∈ B(2) denote the unilateral shift. Then, A = C∗(s ⊕ s∗) is nuclear
and quasidiagonal. Applying Theorem 3.1 with ρ : A → C∗(s), σ : A → C∗(s∗) and (xn) =
(s ⊕ s∗)n, we have OL∞(A) > λ′.
Before the author obtained Theorem 3.1, Narutaka Ozawa outlined for me an alternate
proof that OL∞(C∗(s ⊕ s∗)) > 1. The proof was based on the observation that for any finite-
dimensional C∗-algebra B and any partial isometry v ∈ B , we have 1 − vv∗ Murray–von Neu-
mann equivalent to 1 − v∗v. But, if we let (eij ) denote matrix units for B(2) and T = s ⊕ s∗,
then T is a partial isometry and 1 − T ∗T = 0 ⊕ e11 and 1 − T T ∗ = e11 ⊕ 0. So, 1 − T ∗T and
1−T T ∗ are not Murray–von Neumann equivalent in C∗(s⊕ s∗)′′ = B(2)⊕B(2). One can use
these facts and arguments similar to Lemmas 2.2 and 2.8 to show that OL∞(C∗(s ⊕ s∗)) > 1.
Example 3.3. (See [6, Example IX.11.2].) Let D1 and D2 be commuting diagonal operators with
joint essential spectrum RP2, the real projective plane. Let s be as in Example 3.2. Set
A = C∗(s ⊕D1,0 ⊕D2).
Then, A is easily seen to be an extension of nuclear C∗-algebras and hence is nuclear. As is shown
in [6], A is quasidiagonal. Applying Theorem 3.1, with ρ : A → C∗(s), σ : A → C∗(D1,D2) and
(xn) = (s ⊕N1)n, we have OL∞(A) > λ′.
4. Permanence properties
We now investigate a couple permanence properties of OL∞.
Let B ⊂ A be nuclear C∗-algebras with OL∞(A) = 1. In general, we do not have
OL∞(B) = 1. Indeed let B = C∗(s ⊕ s∗) from Example 3.2. It is easy to see that s ⊕ s∗ is
a compact perturbation of a unitary operator u ∈ B(2 ⊕ 2). Let A = C∗(u) + K(2 ⊕ 2).
Then A is nuclear and inner quasidiagonal [3, Definition 2.2]. By [3, Theorem 4.5], A is a
strong NF algebra, which is a rigid OL∞-space by [2, Theorem 6.1.1]. Hence OL∞(A) = 1, but
OL∞(B) > 1.
In contrast to this situation, if B is an ideal we have the following:
Theorem 4.1. Let A be a unital C∗-algebra and J an ideal of A. If OL∞(A) = 1, then
OL∞(J ) = 1.
Proof. Let  > 0 and E ⊂ J a finite-dimensional subspace. Without loss of generality suppose
E has a basis of positive elements x1, . . . , xn ∈ E with ‖xi‖ = 1 for each i = 1, . . . , n. Let
x̂1, . . . , x̂n ∈ J ∗ such that 〈xi, x̂j 〉 = δi,j . Set M =∑‖x̂i‖.
Define
δ1(δ) = (1 − δ)− (1 −
√
δ )−1
(
1 − (1 − δ)2) for 0 δ < 1.
Note that δ1(δ) → 1 as δ → 0.
Choose δ > 0 small enough so 2
√
δ  /M and (2δ1(δ)− 1)−1  1 + .
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B and a unital, self-adjoint map ϕ : B → A with ‖ϕ‖cb  1 + δ such that ϕψ |E = idE and
ψϕ = idB .
We will construct a finite-dimensional subspace E ⊂ F˜ ⊂ J ∗∗ such that F˜ is almost com-
pletely isometric to a finite-dimensional C∗-algebra and then apply a key theorem from [8] to
obtain a subspace E ⊂ F ⊂ J such that F is almost completely isometric to a finite-dimensional
C∗-algebra.
Since A∗∗ is injective, Lemma 2.8 provides a ucp map t : B → A∗∗ such that ‖t − ϕ‖cb  δ.
Then t is injective and ‖t−1‖cb  (1 − δ)−1.
Let p ∈ A∗∗ be the central projection such that pA∗∗ = J ∗∗. Let t1 : B → J ∗∗ be defined by
t1(x) = pt(x) and t2 : B → A∗∗ by t2(x) = (1 − p)t (x).
Returning to the C∗-algebra B , let q1, . . . , qN ∈ B be the minimal central projections such
that qiB ∼= Mni . Let
I =
{
1 i N : sup
1jn
∥∥qiψ(xj )∥∥√δ }. (4.1)
Set q =∑i /∈I qi and C = qB .
We now show that t1 : C → J ∗∗ is injective with ‖t1|−1C ‖cb  (2δ1(δ) − 1)−1. We first show
t1 restricted to each summand of C is almost a complete isometry.
To this end, let Ic = {1, . . . ,N}\I and j ∈ Ic . Then there is an xi such that ‖qjψ(xi)‖ >
√
δ.
Since xi ∈ J ∩E, we have
(1 − p)ϕψ(xi) = (1 − p)xi = 0. (4.2)
Since ψ is ucp, ∥∥qjψ(xi)∥∥−1qjψ(xi) ∈ qjB ∼= Mnj (4.3)
is norm 1 and positive. Combining (4.2) and (4.3) we obtain∥∥t2(∥∥qjψ(xi)∥∥−1qjψ(xi))∥∥ ∥∥qjψ(xi)∥∥−1∥∥t2(ψ(xi))∥∥
= ∥∥qjψ(xi)∥∥−1∥∥(1 − p)tψ(xi)∥∥

∥∥qjψ(xi)∥∥−1(∥∥(1 − p)ϕψ(xi)∥∥+ δ)

√
δ.
We apply Lemma 2.6 to t1 : qjB → J ∗∗ with
s = ∥∥t2(∥∥qjψ(xi)∥∥−1qjψ(xi))∥∥√δ and
r−1 = ∥∥t |−1qjB∥∥cb  ∥∥t |−1B ∥∥cb  (1 − δ)−1
to obtain ∥∥t1|−1 ∥∥  δ1(δ)−1 for all j ∈ Ic. (4.4)qjB cb
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pletely positive, by (4.4),∥∥t (k)1 (a)∥∥ sup
j /∈I
∥∥t (k)1 ((1k ⊗ qj )a)∥∥ δ1(δ)‖a‖.
By Lemma 2.4, t1 : C → J ∗∗ is injective with ‖t−11 ‖cb  (2δ1(δ)− 1)−1.
t1(C) does not necessarily contain x1, . . . , xn. We fix this with a perturbation. Since pxi =
xi = ϕψ(xi) for i = 1, . . . , n, it follows from (4.1) that∥∥xi − t1(ψ(xi)q)∥∥ ∥∥xi − t1ψ(xi)∥∥+ √δ
= ∥∥xi − ptψ(xi)∥∥+ √δ

∥∥xi − pϕψ(xi)∥∥+ δ + √δ
= δ + √δ.
Set yi = t1(ψ(xi)q) ∈ J ∗∗ for i = 1, . . . , n. Then,
n∑
i=1
‖x̂i‖‖xi − yi‖M(2
√
δ ) .
By Lemma 2.9 there is a complete isomorphism w : J ∗∗ → J ∗∗ such that w(yi) = xi for
i = 1, . . . , n and ‖w‖cb‖w−1‖cb  (1 + )/(1 − ).
Let F˜ = wt1(C) ⊂ J ∗∗. Then E ⊂ F˜ and
dcb(F˜ ,C)
(1 + )
(1 − )
(
2δ1(δ)− 1
)−1
<
(1 + )2
1 −  .
By [8, Theorem 4.3] there is a subspace F ⊂ J such that E ⊂ F and dcb(F,C) <
(1 + )2(1 − )−1.
Since  > 0 was arbitrary, it follows that OL∞(J ) = 1. 
Remark 4.2. It is not known if Theorem 4.1 holds in general, i.e. if J is an ideal of A do we
always have OL∞(J )OL∞(A)?
Remark 4.3. Blackadar and Kirchberg have shown [2, Proposition 6.1.7] that every hereditary
subalgebra of a rigid OL∞ space is also a rigid OL∞ space. It is not known if Theorem 4.1 can
be extended to include hereditary sub C∗-algebras.
Finally, we need the following Proposition for Section 5. For C∗-algebras A and B , let AB
denote the algebraic tensor product of A and B .
Proposition 4.4. Let A1 and A2 be nuclear C∗-algebras. Then
OL∞(A1 ⊗A2)OL∞(A1)OL∞(A2).
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dimensional subspaces Fi ⊂ Ai , finite-dimensional C∗-algebras Bi and linear isomorphisms
ϕi :Fi → Bi , such that
‖ϕi‖cb
∥∥ϕ−1i ∥∥cb OL∞(Ai)+  and E ⊂ F1  F2.
Let ⊗min denote the minimal operator space tensor product. Recall that for C∗-algebras the
minimal operator space tensor product coincides with the minimal C∗-tensor product (see [12,
p. 228]). Furthermore by [12, 2.1.3],
‖ϕ1 ⊗ ϕ2 : F1 ⊗min F2 → B1 ⊗B2‖cb  ‖ϕ1‖cb‖ϕ2‖cb.
We have a similar inequality for (ϕ1 ⊗ ϕ2)−1 = ϕ−11 ⊗ ϕ−12 . Since A1 A2 is dense in A1 ⊗A2,
it follows that
OL∞(A1 ⊗A2) inf
>0
(OL∞(A1)+ )(OL∞(A2)+ )= OL∞(A1)OL∞(A2). 
5. Irreducible representations and OL∞
This section contains the main theorem (Theorem 5.4). We first recall the necessary definitions
and prove some preliminary lemmas.
Definition 5.1. Let A be a unital C∗-algebra. Recall that x ∈ A is an isometry if x∗x = 1. An
isometry is called proper, if xx∗ = 1. A is called finite if it contains no proper isometries. A is
called stably finite if Mn ⊗A is finite for every n ∈ N. We will call a representation π of A finite
(resp. stably finite) if A/ker(π) is finite (resp. stably finite).
Lemma 5.2. Let H be a separable Hilbert space and x ∈ B(H) be a proper isometry. Then there
is a unitary u ∈ B(H) such that (ux)n(ux)∗n → 0 strongly.
Proof. It is well known (see [6, Theorem V.2.1]) that there is a closed subspace K ⊂ H such
that relative to the decomposition H = K ⊕K⊥, we have x = s ⊕w where s ∈ B(K) is unitarily
equivalent to sα , the unilateral shift of order α (for some α = 1,2, . . . ,∞), and w is a unitary
in B(K⊥). In particular sns∗n → 0 strongly in B(K).
Without loss of generality, assume that w = idK⊥ .
Suppose first that K⊥ is infinite-dimensional. Since x|K is a proper isometry, K is also
infinite-dimensional. Since H is separable, K ∼= K⊥. Under this identification and relative to
the decomposition H = K ⊕K , let
u =
[
0 1
1 0
]
∈ B(H).
Then for n ∈ N we have,
(ux)2n(ux)∗2n =
[
sns∗n 0
0 sns∗n
]
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(ux)2n+1(ux)∗(2n+1) =
[
sns∗n 0
0 s(n+1)s∗(n+1)
]
.
Hence, (ux)n(ux)∗n → 0 strongly.
Suppose now that dim(K⊥) = n < ∞. Let {f1, . . . , fn} be an orthonormal basis for K⊥.
Since s is unitarily equivalent to a shift, let e1, . . . , en ∈ K be an orthonormal set such that
sei = ei+1 for i = 1, . . . , n− 1 and e1 ⊥ x(H).
Define u ∈ B(H) by u(ei) = fi and u(fi) = ei for i = 1, . . . , n and u(η) = η for η ⊥
span{e1, . . . , en, f1, . . . , fn}. Then u is unitary and
(ux)2n(H) ⊥ span{e1, . . . , en, f1, . . . , fn}.
Hence for every k  2n we have (ux)2n+k = xk(ux)2n. Therefore,
(ux)2n+k(ux)∗(2n+k) 
(
sk ⊕ 0K⊥
)(
sk ⊕ 0K⊥
)∗ → 0 strongly. 
We recall the following definitions (see [10, Section 4.1]).
Let A be a C∗-algebra. An ideal J of A is called primitive if J is the kernel of some (non-
zero) irreducible representation of A. Let Prim(A) denote the set of all primitive ideals of A. For
a subset X ⊂ Prim(A), and an ideal J of A let
ker(X) =
⋂
I∈X
I and hull(J ) = {I ∈ Prim(A): J ⊂ I}.
Then Prim(A) is a topological space with closure operation X → hull(ker(X)) (see [10, Theo-
rem 4.1.3]).
The following is an easy consequence of [10, Theorem 4.1.3].
Lemma 5.3. Let A be a C∗-algebra and X ⊂ Prim(A). Then X is dense if and only if ker(X) =
{0}.
Theorem 5.4. Let A be a separable unital C∗-algebra with OL∞(A) < λ′, where λ′ satis-
fies (3.3). Then A has a separating family of irreducible, stably finite representations.
Proof. We first show that A has a separating family of irreducible, finite representations.
We assume that A does not have a separating family of irreducible, finite representations and
prove that OL∞(A) > λ′. Let
Y = {y ∈ A: (∃J ∈ Prim(A))(y + J ∈ A/J is a proper isometry)}.
Then Y is not empty. For each y ∈ Y , let
O(y) = {J ∈ Prim(A): ∥∥(1 − y∗y)+ J∥∥< 1/4 and ∥∥(1 − yy∗)+ J∥∥> 3/4}, (5.1)
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We will now prove the following statement:
(∃y ∈ Y)(CO(y) is not dense in Prim(A)). (5.2)
(If Prim(A) is Hausdorff, then (5.2) is immediate by [10, Proposition 4.4.5]. But Prim(A) is not
Hausdorff in general.)
Since A is separable, let (yn) ⊂ Y be a dense sequence.
Suppose that (5.2) does not hold. Then CO(yn) is a dense, open subset of Prim(A) for each
n ∈ N. Since Prim(A) is a Baire space, (see [10, Theorem 4.3.5]) the following set is dense in
Prim(A):
X =
∞⋂
n=1
CO(yn).
If there is a J ∈ X such that A/J is not finite, then there is a y ∈ Y such that y + J is a proper
isometry. Then there is an n ∈ N such that
∥∥yny∗n − yy∗∥∥+ ∥∥y∗nyn − y∗y∥∥< 1/8.
But this implies that
J ∈ O(yn)∩X ⊂ hull
(
ker
(
O(yn)
))∩X = ∅.
Hence for every J ∈ X, A/J is finite. Since X is dense, ker(X) = {0} by Lemma 5.3. Then A
has a separating family of irreducible finite representations, a contradiction. This completes the
proof of (5.2).
We now build representations ρ and σ that satisfy Theorem 3.1. Let y ∈ Y satisfy (5.2).
For each J ∈ CO(y) let σJ be an irreducible representation of A such that ker(σJ ) = J . Let
σ =⊕J∈CO(y) σJ . Since CO(y) is not dense, we have
ker(σ ) =
⋂
J∈CO(y)
J = ker(CO(y)) = {0}. (5.3)
Let {Ji}i∈I ⊂ O(y) be an at most countable subset such that
ker
({Ji}i∈I )= ker(O(y)). (5.4)
For i ∈ I , let ρi be an irreducible representation of A such that ker(ρi) = Ji . Let ρ =⊕i∈I ρi .
By (5.3) and (5.4) we have
ker(ρ ⊕ σ) = ker(O(y))∩( ⋂ J)= ⋂ J = {0}. (5.5)
J∈CO(y) J∈Prim(A)
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and ρi(y∗y) is invertible.
We note that ρi(y) is not right invertible. Indeed, if ρi(y) is right invertible, then there is a
unitary u ∈ ρi(A) such that ρi(y) = u|ρi(y)|. Then by (5.1) we have
3/4 <
∥∥1 − ρi(yy∗)∥∥= ∥∥1 − uρi(y∗y)u∗∥∥= ∥∥1 − ρi(y∗y)∥∥< 1/4,
a contradiction.
For each i ∈ I , let
zi = ρi(y)
(
ρi
(
y∗y
))−1/2
.
Then z∗i zi = 1, but ziz∗i = 1 because ρi(y) is not right invertible. Hence, zi ∈ ρi(A) is a proper
isometry for each i ∈ I . Define the continuous function f : R+ → R+ by
f (t) =
{ 8
3
√
3
t if 0 t  3/4,
t−1/2 if t > 3/4.
Let x˜ = yf (y∗y) ∈ A. Since sp(ρi(y∗y)) ⊂ [3/4,1], it follows that ρi( x˜ ) = zi for each i ∈ I . Let
x ∈ A be norm 1 such that ρ(x) = ρ( x˜ ) (such a lifting is always possible, see [16, Remark 8.6]).
Let Hi denote the Hilbert space associated with ρi . For each i ∈ I , Lemma 5.2 provides a
unitary ui ∈ B(Hi) such that
(uizi)
n(uizi)
∗n → 0 strongly in B(Hi), as n → ∞. (5.6)
Since each ρi has a different kernel, they are mutually inequivalent. So, by [10, Theorem 3.8.11]
ρ(A)′′ =
∏
i∈I
ρi(A)
′′ =
∏
i∈I
B(Hi).
Set u =⊕i∈I ui . Since ρi(x) = zi , by (5.6) we have(
uρ(x)
)n(
uρ(x)
)∗n → 0 strongly in∏
i∈I
B(Hi).
By Kaplansky’s density theorem (see [14, Theorem II.4.11]) there is a sequence (uk) of unitaries
from ρ(A) such that uk → u in the strong* topology. From this we obtain sequences (kr ) and
(nr) such that (
ukr ρ(x)
)nr (ukr ρ(x))∗nr → 0 strongly as r → ∞. (5.7)
For each r ∈ N let xr ∈ A be norm 1 such that ρ(xr) = ukr . By (5.3) and (5.5) we apply Theo-
rem 3.1 with the sequence (xrx)∞r=1 and deduce that OL∞(A) > λ′.
We now return to the general case. Suppose that OL∞(A) < λ′.
Let H be a separable, infinite-dimensional Hilbert space. Let K denote the compact oper-
ators on H and K1 be the unitization of K . Since K1 is an AF algebra, OL∞(K1) = 1. By
Proposition 4.4, OL∞(A⊗K1)OL∞(A) < λ′.
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finite for each J ∈ X.
By [1, IV.3.4.23],
Prim
(
A⊗K1)= {J ⊗K1 +A⊗ I : J ∈ Prim(A), I = {0}, K}.
So, without loss of generality we may assume X = {Ji ⊗ K1}i∈I with Ji ∈ Prim(A). Since
K1 is exact, (A⊗K1)/(Ji ⊗K1) = (A/Ji)⊗K1, so A/Ji is stably finite. Furthermore, by the
exactness of K1, we have
{0} =
⋂
i∈I
(
Ji ⊗K1
)= (⋂
i∈I
Ji
)
⊗K1.
So, ker({Ji}i∈I ) = {0}. 
We are now in a position to give a new class of examples of nuclear, quasidiagonal C∗-
algebras A with OL∞(A) > 1.
Example 5.5. Let A be a unital nuclear C∗-algebra without a separating family of irreducible
stably finite representations (in particular any non-finite nuclear, C∗-algebra). Let C(A)1 =
(C0(0,1] ⊗ A)1 be the unitization of the cone of A. Since A is nuclear, so is C(A)1. By [15,
Proposition 3] C(A)1 is quasidiagonal. For t ∈ (0,1], let It = {f ∈ C0(0,1]: f (t) = 0}. By
[1, IV.3.4.23] every non-essential primitive ideal of C(A)1 is of the form
It ⊗A+C0(0,1] ⊗ J
for some J ∈ Prim(A) and 0 < t  1. Furthermore, by [1, IV.3.4.22],(
C0(0,1] ⊗A
)
/
(
It ⊗A+C0(0,1] ⊗ J
)∼= A/J.
From this we deduce that C(A)1 cannot have a separating family of irreducible, stably finite
representations, hence OL∞(C(A)1) > λ′ by Theorem 5.4.
6. Questions and remarks
Recall from the Introduction:
Question 6.1. (See [8, Question 6.1].) If OL∞(A) = 1, is A a rigid OL∞ space?
Blackadar and Kirchberg showed [3, Theorem 4.5] that a C∗-algebra A is nuclear and inner
quasidiagonal if and only if A is a strong NF algebra (see [2, Definition 5.2.1]). In [8] it was
shown that A is a strong NF algebra if and only if A is a rigid OL∞ space. Furthermore, by [3,
Proposition 2.4] any C∗-algebra with a separating family of irreducible quasidiagonal represen-
tations is inner quasidiagonal.
Therefore if there is a C∗-algebra A with OL∞(A) = 1, but which is not a rigid OL∞ space,
then A cannot have a separating family of irreducible, quasidiagonal representations, but A must
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B(H) from Example 3.3. Then A+K(H) is stably finite and prime, hence has a faithful stably
finite representation. On the other hand by [4], the unique irreducible representation of A+K(H)
is not quasidiagonal. Hence, A+K(H) is a possible counterexample to Question 6.1.
Finally, recall the question raised by Blackadar and Kirchberg:
Question 6.2. (See [2, Question 7.4].) Is every nuclear stably finite C∗-algebra quasidiagonal?
There are some interesting relationships between Question 6.2 and OL∞ structure.
Proposition 6.3. Let A be either simple or both prime and antiliminal. If
1 < OL∞(A) <
(
1 + √5
2
)1/2
then A is (nuclear) stably finite, but not quasidiagonal.
Proof. This follows from [3, Corollary 2.6] and [8, Theorem 3.4]. 
In light of Theorem 5.4, we have the following similar relationship:
Proposition 6.4. Let A be a C∗-algebra such that every primitive quotient is antiliminal. If
1 < OL∞(A) < 1.005
then some quotient of A is (nuclear) stably finite, but not quasidiagonal.
Proof. This follows from [3, Corollary 2.6] and Theorem 5.4. 
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