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TRANSFORMATIONS OF LOGIC PROGRAMS 
D This paper introduces a new concept of computation trees of logic programs 
that will be used in reasoning about programs. Three types of transforma- 
tions improving the structure of logic programs are described. There are two 
natural measures of complexity suggested by computation trees, namely, the 
number of nodes called by recursion and the maximal number of AND/OR 
alternations on a branch. Both measures are shown to collapse, or more 
precisely, it is shown how every logic program can be transformed to a 
program computing the same function of which the computation tree has at 
most one called node and at most two alternations on every branch. Some 
conclusions related to this Normal Form Theorem are discussed. Theoretical 
results with the attempts to develop a practical methodology for the 
construction of logic programs are compared. a 
INTRODUCTION 
Problem reduction based on decomposition of goals to several subgoals is a 
prominent feature of the procedural interpretation of Horn logic used in logic 
programming. It is well known that problem reduction can be naturally depicted by 
AND/OR graphs with alternating and- and or-nodes. Hare1 [l, 21 described a simple 
tree-like programming specification language of the so-called AND/OR schemes 
that allows the capturing of the logical structure of programs developed by the 
stepwise synthesis in the discipline of structured programming. It was shown in [7] 
that AND/OR schemes are naturally embedded in the class of logic programs, 
namely, that every AND/OR scheme corresponds to a logic program computing the 
same relation. However, there are logic programs that cannot be described by an 
AND/OR scheme. 
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In this paper, we shall introduce a new concept of computation trees for logic 
programs that is a refinement motivated by AND/OR schemes of the definition of a 
computation tree from [5]. 
We shall describe three types of transformations of computation trees and logic 
programs that allow us to do the following. 
1. Avoid recursion calls from one branch of the computation tree to another; 
2. Move the nodes called by clean recursion closer to the root; 
3. Push upwards the nodes of or-branching. 
These transformations have many interesting implications to logic programs. One 
of them is the existence of a Normal Form of Logic Programs. This generalizes a 
similar result due to Hare1 [2] concerning AND/OR schemes. The computation tree 
of every logic program in normal form has the following properties. 
1. There are at most two AND-nodes on every branch, i.e., at most two pairs of 
alternating AND- and OR-nodes; 
2. There is exactly one node that refers to every recursion call. 
We suppose that the reader is familiar with the operational and least-fixed point 
semantics of logic programs introduced in [lo]. 
1. COMPUTATION TREES 
We shall use the standard graph-theoretic concepts concerning trees, e.g., node, edge, 
leaf, root, and branch. If we describe a tree, we usually put the root on top, the 
branches growing down. Hence the only parent node is above and all the successors 
of a node are below it. We speak about the depth of a node instead of its height. We 
call a node internal if it is not a leaf. 
Let L be a first-order language and R be a predicate symbol in L. An 
AND/OR-tree T is called a computation tree for R provided that it has the 
following properties. 
The root of T is an OR-node labeled by R(u,, . . . , u,), where ui,. . ., u, is an 
appropriate tuple of distinct variables. Every OR-node of T is labeled by an 
atomic formula of L and the labels of internal OR-nodes consist of a predicate 
symbol and a tuple of distinct variables. 
If n is an OR-node with the label B, all its successors are AND-nodes labeled 
by Horn clauses, the head of which contains the same predicate symbol as B. 
Every edge connecting n with its successor n’ is labeled by a substitution that 
unifies A with the head of the label of n’. 
To avoid multiplicity in defining predicates, the labels of different internal 
OR-nodes have different predicate symbols. 
If n is an AND-node labeled by the clause B-Al,. . ., A,, then for every 
i I k, there is a successor OR-node n, of n the label of which contains the 
same predicate symbol as Ai. 
Moreover, if ni is a leaf, its label is Ai. If n, is an internal node and Ai is 
Q(t,, . . . , t,), where t,, . . . , t, are terms, the label of ni is Q(u,, . . . , u,), where 
uj are distinct new variables and there are other successor leaves of n labeled 
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by the equalities u, = t, for j 5 m. If a term t, is a variable, we can use it 
instead of u, and leave out the successor labeled u, = tJ. 
5. Every AND-node labeled by an unconditional statement B + is a leaf. 
Example 1. Let L be the language of arithmetic containing two constants 0,l 
denoting zero and one and a binary function symbol + for addition of natural 
numbers. There is a computation tree for the factorial of x as in Figure 1. 
We distinguish two types of OR-leaves according to the attached predicate 
symbols. We call the leaf primitive if its predicate symbol is different from every 
predicate attached to an internal OR-node, otherwise we say that it is a call-leaf. 
Because the predicate symbols attached to internal OR-nodes are different, the 
predicate symbol attached to a call leaf e coincides with the predicate symbol of 
exactly one internal OR-node, which is a called node (called by /). Note that the 
computation tree from Figure 1 contains only one call leaf and one called node. 
They are connected by a dashed bow. 
It follows from the definition that the set of all clauses labeling the AND-nodes of 
a computation tree for the predicate R is a logic program computing R. On the 
other hand, the definition of the computation tree for predicate R and logic program 
P precisely describes how to construct a computation tree for R that corresponds to 
the program P. If there is a recursion in P there might be several OR-nodes with the 
same attached predicate symbol. Thus we have to decide which of these nodes will 
be internal, the remaining ones being leaves. Hence there may be finitely many 
computation trees for a predicate R corresponding to given program P. 
2. COMPUTATION TREES AND TIDY PROGRAMS 
Let A, B be logic programs. We say that A extends B iff there holds for any 
predicate P occurring in both A and 5 that its denotation (see [lo]) in A is the same 
as that in B, i.e., 
ut 1 ,..., tk): A !- P(tl ,..., tk)} = {(tl ,..., tk): B I- P(tl ,..., tJ}. 
We say that a computation tree 7 is tidy iff every call leaf 6’ has its called node on 
the path from the root to !. 
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Note, that the computation tree in Figure 1 is tidy, but the one in Figure 2a is 
not. 
A logic program A is tidy for a predicate P iff A has a tidy computation tree for 
P. It can be shown that every computation tree of a tidy program must be tidy. 
Let Y be a computation tree of A for P. Suppose .Y is not tidy. We say that a 
called node is bad provided that one of its calls causes untidiness of Y (bad call). 
Namely, a node u of Y is bad iff there exists a leaf referring to u which is on a 
different branch than u. 
Example 2. Let us consider the program computing the relation SQLEG( n, m, k)’ 
defined as k=n’-m2 = (n + m). (n - m). The corresponding computation tree is 
in Figure 2a, where the symbol S denotes the successor function S(x) = x + 1 
defined on natural numbers. Note that the call (1) is bad. 
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The untidiness of a tree .7 can be characterized by a pair (a,, (Ye) of natural 
numbers, denoted a(Y), s.t. (it is the maximal depth of all bad nodes of 7, (Ye is 
the number of all bad nodes of 7 of the depth CY~. 
This characterization allows the identification of tidy trees, since Y is tidy iff 
a(Y) = (0,O). We shall use the lexicographic well ordering -C of pairs of natural 
numbers. 
We shall show that every untidy logic program can be extended to a tidy program 
with respect to a given predicate. 
Lemma A. Let S? be an untidy computation tree of a logic program A for P. Then 
there is a transformation of A to a program A’, with a computation tree SS!’ for P, 
which has the following properties. 
1. A’ extends A. 
2. o( X2’) 4 a( X2). 
Corollary. Given a predicate P, every logic program A can be transformed to a 
program B, which extends A and is tidy for P. 
PROOF OF THE COROLLARY. The transformation from Lemma A produces a program 
A’ which extends A with a computation tree .&I, the CI characteristics of which are 
smaller than that of &. Since -C is a well ordering and the extension property of 
programs is transitive, it is clear that after finitely many steps, we obtain a tidy 
program B extending A. 
SKETCH OF THE PROOF OF LEMMA A. Let ~~(-01) = (q, (~z) f (0,O). Let n be one of 
the bad nodes of ~2 with the maximal depth (or_ Let e,,. . ., t’, be all call leaves 
referring to n, the calls of which are bad. Denote the parent nodes of e,, . . . , f, by 
ml?--.?mkY respectively. Denote by 9 the subtree of JS? rooted in n, i.e., the subtree 
consisting of n and of all nodes below n and of the corresponding edges. The 
schematical picture of the tree .G? is represented by Figure 3a. Let us assume for 
simplicity that the root of 9 is labeled by a unary predicate Q. 
Let go be obtained from .C@ by renaming of variables in such a way that the label 
of the root of B0 is Q(z), where z does not occur in &. Let .c%?~ be a tree obtained 
from .@,, by attaching an index i to all occurrences of those predicates that differ 
from the labels of the following. 
1. All leaves of 9? referring to nodes outside of 93. 
2. Primitive leaves of .G?. 
FIGURE 3A 
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3. Let ~2’ be obtained from &’ by attaching the tree 99, to every node /, and 
cancelling the call from /, to n. 
4. Replacing the occurrence of Q(a,) in the label of m, corresponding to the 
node ti by Qi(aj). 
5. Adding the successor z = a, to the AND-node mj (this step can be avoided by 
proper renaming of variables in 9Yj if ai is a variable) for every i I k (see 
Figure 3b). 
This construction is illustrated on the program from Figures 2a and 2b. It is easy 
to see that &” has all the properties stated in Lemma A. 0 
3. PUSHING UP A CALLED NODE 
The number of called nodes seems to be one of natural measures of the complexity 
of tidy logic programs. 
We shall show that this measure can be collapsed to 1. We shall use a method 
similar to that of Section 2. 
Let n be the root of the minimal subtree of Y, which contains all called nodes of 
Y and has an OR-node as a root. We call any OR-node between n and a called 
node of .7 supercalled node. 
We characterize any tidy computation tree Y by a pair p(r) = (pi, &) of 
natural numbers, where /3i is the number of all supercalled nodes of Y, & is the 
maximal depth of all called nodes of 5. Obviously, .Y has a single called node iff 
P(y) = (I, n>, w h ere n is the depth of the called node. If .7 has two called nodes, 
then .Y has at least two supercalled nodes. 
Lemma B. Let &’ be a tidy computation tree for P of a logic program A with several 
called nodes. If p( .E@‘) > (1,2) then there is a transformation of A to a program A’ 
with a computation tree A” for P such that 
1. A’ extends A. 
2. P(d’) < P(d). 
Corollary. Let A be a tidy logic program for P. Then A can be transformed to a logic 
program B, which extends A and has a computational tree for P with a single called 
node. 
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PROOF OF THE COROLLARY. This corollary is implied by Lemma B in the same way 
as the corollary of Lemma A. 
SKETCH OF THE PROOF OF LEMMA B. We shall consider two cases according to the 
value of &(.M) (a) Let p(d) = (pi, &) s.t. & > 1. Let n be one of the called 
nodes, whose depth is &_ Obviously if pi > 1 then & > 1. Let m be the first 
OR-node above n. Let n, m be labeled by Q(x), R(y), respectively (see Figure 4a). 
Let A, be a program obtained from A as follows: 
1. 
2. 
3. 
The predicate R ( y ) is replaced everywhere by a new binary predicate i? ( y, F ), 
where F is a boolean constant. 
The clause %(y, 7’) + Q(r) is added, where T is again a boolean constant. 
The occurrence of Q(t) in the body of any clause from A is replaced by 
x( t, T) (see Figure 4b). 
It is not difficult to realize, that A 1 extends A. Denote by A 2 the program, which 
is a tidy extension of A, obtained by removing the only bad call 1 from the 
computation tree of A 1 (Figure 4b) by the method of Lemma A. Let its computation 
tree be JZ?~. 
Now the proof is complete provided that m is not the root of Sp. In the other case 
the predicate P coincides with R. Then we have to add the clause R(y) +- R(y, F) 
to A 2 to obtain A’. It is obvious that A’ extends A. The tree .YS” is obtained again 
from ZZ?*. 
The proof that /~(._GP”) -Cp( &) follows from the fact that the node in _&” 
corresponding to n is no more a supercalled node for it is not called by any list in 
&“. Thus we have &( ~2’) -C &( .GY’), because we do not add any new called node, 
while removing the bad call of the program A,. 
(b) Let &( &‘) = 1, then there is only one called node in SZ?. If &( .E?‘) > 2, then 
the called node is not the root and we can push up the called node in the same way 
as in (a). 0 
REMARK. The assumption about tidiness of the program subjected to the transforma- 
tion can be dropped. But then no claim can be made on the p characterization of the 
resulting program. 
FIGURE 4A 
FIGURE 4B 
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4. PUSHING UP OR-BRANCHING 
We have just seen that the number of called nodes of a program does not reflect the 
complexity of the relations the program expresses. Our present interest will be in the 
minimization of the maximal number of alternations of AND,OR-nodes on a branch 
of a computation tree. We shall prove that even this measure collapses. 
First, we shall prove that branching in an OR-node, which is not a called node, 
can be pushed to the root. Then we notice that non-called OR-nodes with a single 
successor can be avoided. 
Example 3. The’idea is illustrated by the self-explanatory example (Figure 5). The 
predicate MCOUSIN(x, y) describes the relation “y is a cousin of x from x 
mother’s side”. The branching in the node labeled by the predicate PARENT can be 
pushed up to the root by appropriate combination of two different copies of the 
contoured subtree (compare Figure 5a and 5b). 
Unfortunately this method does not lead to the decrease of the number of 
OR-nodes with at least two successors, i.e., nodes with multiple branching. That is 
why we are forced to introduce a rather complicated measure characterizing the 
OR-branching of a given computation tree. 
Let 9 be a computational tree, the single called node of which is the root. Let v 
be a node of Y, its valuation a(u) is 1, if v has an OR-successor with multiple 
branching and a(u) is 0 otherwise. 
Let e be an edge from the node m to the successor no and let n,, . . . , nk be all the 
other successors of m. The weight v(e) of the edge e is defined as follows. If m is an 
OR-node, then the weight of the edge e 
If m is a AND-node, then 
i 0, 
if d(n,) = 0 
otherwise 
The weight p(n) of a node n in the tree Y is the sum of the weights of all edges on 
the path from the root of to the node n. 
The following properties of the weight p follow easily from the following 
definition. 
Dejinition. Let Y be a computation tree and let w be the maximum of weights of all 
nodes of 7. 
Pl. 
P2. 
P3. 
P4. 
Let m be a node of Y and n its successor, s.t. p(n) = w and p(m) < p(n). 
Then m is an OR-node with multiple branching. No successor of n is an 
OR-node with multiple branching. 
w = 0 iff there is no OR-node of Y with several successors. 
w = 1 iff the only OR-node of Y with multiple branching is the root. 
If n is a single OR-node of Y with multiple branching, then p(n) is 
equivalent to 4 depth(n) and w = p(n) + 1. If the only called node of a 
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computation tree y is its root, then the branching of Z7 can be characterized 
by the pair y(r) = (yO, yi) of natural numbers, where (i) y0 = max{ p(n): n 
is a node of r} and (ii) yi is the number of all nodes n of .?‘, s.t. p(n) = y0 
and for any m above n p(m) < p(n) holds. 
P5. Let _G@ be a tree with at least one OR-node with multiple branching. Let 
ui,..., uk be all OR-nodes of &’ of the depth 2. Let _zZU,, . . . , .du, be the 
subtrees rooted in ui, . . . , uk, respectively. Then 
_ 
Note, that the weight of every edge e outgoing from a node u is the same as the 
weight of e in the tree JZ?‘~. For every successor node n of u,, we have p&(n) = 
p& (n) + p&( uI). The equality follows from the fact that the maximum of a finite set 
tag be computed from the maxima of sets of a finite partition. 
Lemma C. Let A+’ be a computation tree for P of a program A, such that ~4 has only 
one called node and f3( &) 5 (1,2). Then A can be transformed to a program A’ 
with a computation tree A@” for P such that (i) A’ extends A and (ii) y(ral’) < 
Y(d). 
Corollary. Let A satisfy the assumption of Lemma C. Then A can be transformed to a 
program B extending A with a computation tree 9? for P, such that 93 has only one 
called OR-node which is either the root of 9 or has the depth 2. Only the called node 
and the root can have multiple OR-branching. 
Sketch of the construction for Lemma C. We shall consider the case p( ~2) = (LO). 
Let m0 be a node that has a successor n such that p(n) = yl(zZ) > p(m,). 
According to the property Pl, m, must be an OR-node with several successors. 
Suppose &’ is described as in Figure 6. It is possible that m, has a sibling m,, which 
is an OR-node with several successors too. 
The method of pushing up the branching of m, (Figure 6) to the node k labeled 
by E consists in the steps, which we shall demonstrate on the example described in 
Figure 6a. 
1. We tear off the subtree starting in the edge 8,. 
2. We make a new copy of the contoured subtree and we attach to it propriately 
the subtree cut off at the step 1. 
3. The subtree from Step 2 is attached to the node k. 
Let .&, be the resulting computation tree (Figure 6b). The fact that &‘i extends 
~2 is obvious. 
The weights of those edges that are changing during the process are indicated on 
the Figure 6. Obviously y( &‘i) -C y(.&‘). The more complex cases are treated 
similarly. 
Now, we shall consider the case p(d) = (1,2). Let ui, . . . , uk be all OR-nodes of 
depth 2. It is clear that one of these nodes is the only called node of .E@‘. We may 
assume that it is ui. Then p( JzZ~,) = (LO) and we can transform dU, to ZZ’;,, such 
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that yl(.&‘,.!J < yr(&‘& by the method described above. Let &’ be obtained from 
JZZ’ by replacing ,“4,, by &‘L,. Using P5, we get yr( -QI’) -C yr( ~2). 
REMARK. We can apply this method to programs with more called nodes, but then 
the y characteristics need not decrease. 
Lemma D. Let A be a logic program such that its computation tree for P has a single 
called node and a single OR-node with several successors-both are the root of ~2. 
Then there is a program B such that (i) the maximal depth of the computation tree 
for B and P is 2 and (ii) P has the same denotation in B and A. 
PROOF. All inner OR-nodes of .z? besides the root are without multiple branching. 
They can be avoided similarly as the node n in Figure 5b (see Figure 5~). 
316 0. STIZPANKOVAAND~.STBPANEK 
5. RESULTS AND THEIR APPLICATIONS 
The extensive use of computation trees in Sections 2-4 demonstrates that graphical 
description of logic programs provides deep insight into their structure. For example, 
the binary programs (see [9]), stratifiable programs (see [5]), or recursion-free 
programs have certain characteristic types of computation trees. Many structural 
properties of logic programs are easily recognizable in computational trees, which 
help to detect those parts of programs calling for special attention or optimization. 
Computation trees clearly visualize the dependencies between predicates of a given 
program and thus make it possible to recognize those subgoals that can be solved 
concurrently. 
We have suggested several methods regarding how to modify computation trees to 
obtain better organized programs computing the same relation. 
Combining these methods, we can transform every logic program to a normal 
form for which the computation tree has some special properties. 
Normal Form Theorem 
Let A be a logic program computing the relation P. Then there is a program B 
computing the same relation P with a tidy computation tree 9 which has at most one 
called node and at most two alternations of AND, OR-nodes on every branch. 
Recently, the structure of logic programs has been discussed for quite practical 
reasons. Several attempts have been made to define certain sublanguages of PRO- 
LOG by imposing restrictions on the structure of logic programs. The language 
PRIMLOG [3] is an important example. Influenced by philosophy of structured 
programming, PRIMLOG allows four possible ways of decomposition (partition) of 
a goal, which are the building blocks of every PRIMLOG programs. Moreover, all 
the predicate symbols used in a program are at most binary, i.e., they have at most 
two arguments. The partitions are called: AND, OR, DATABASE, and RECUR- 
SION. Their syntax is described as follows 
AND 
OR 
RECURSION 
R(t,, t2) + A(s,, sZ), B(r,, r2) 
R(t,, t2) +A(s,, ~2) 
R( pl, PZ> + B(r,, 4 
R(t,, fz) + 
R( pl, p2) +A(q,, %I, R(r,, 4 
where r,, si, t, are terms and A, B, R are predicate symbols. 
It is clear that the computation trees of PRIMLOG programs are binary, with 
every internal node having at most two successors. Only explicit recursion in one 
clause is allowed. PRIMLOG prohibits any implicit recursion defined, e.g., by 
clauses: 
R+--A 
A+B 
B+-R. 
Note that this does not imply that all computation trees of PRIMLOG programs are 
tidy. 
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Generally, the restrictions on the number of argument S of predicates are 
inessential, since lists of variables are allowed as terms. Also the restrictions on the 
syntax of OR and AND partitions can be easily met by the introduction of new 
predicates. To illustrate this claim, let us consider the clauses 
A hAi, A, 
defining OR-branching that is prohibited in PRIMLOG programs. Using new 
predicates D and E, we can replace the above clauses by 
A+D A+E 
E + 4, B, 
D+Al,Az E + C,,C,. 
Now, we have a correct PRIMLOG OR-partition defining A and a correct AND- 
partition defining D and one more modification of the similar type applied to the 
clauses 
E+B,,B, E+ C,,C, 
would lead to the desired PRIMLOG construction. 
Similarly, the clause 
can be replaced by the clauses 
H+ G,,G, 
where H is a new predicate. It is easy to see that the number of new predicates we 
have to introduce is equal to the number of atoms that are superfluous in AND and 
OR partitions. 
The syntax of the recursion partition seemed to be a specially binding factor of 
the definition of PRIMLOG. It follows from the Normal Form Theorem that 
recursion can always be described explicitly by a computation tree in which every 
call from a call-leaf to a called node corresponds to one clause. Hence the first 
restriction on recursion partitions in PRIMLOG is fully justified. On the other hand, 
the claim that recursion must be described by at most two clauses remains prob- 
lematic. 
The experiments have shown that the syntax of PRIMLOG decreases the number 
of errors and increases readability of programs. This was balanced by certain 
increase of the runtime and of the storage space in comparison to the comparable 
PROLOG programs. 
NEW PRIMLOG [4] relaxed the restrictions of PRIMLOG allowing one more 
atom in every clause of AND and OR partitions and introducing new CASE 
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partition. The syntax of NEW PRIMLOG reads as follows: 
AND A +- 4, 4, B, 
OR A +- 44 
A + C,,C, 
CASE A+B, 
A + B, 
. . . 
A + B, for an arbitrary n 
while RECURSION partition remains unchanged. This seems to be a drawback. If 
multiple branching was allowed in recursion, the Normal Form Theorem would 
imply that such a language has the full strength at PROLOG. 
Thus it is advisable to introduce the following common generalization of RE- 
CURSION and CASE partitions: 
R+A 
R + B,, R 
R +- B,, R for arbitrary n, 
which would guarantee that any relation computable in PROLOG could be com- 
puted in PRIMLOG. 
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