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Information plays a pivotal role in the thermodynamics of nonequilibrium processes with feedback.
However, much remains to be learned about the nature of information fluctuations in small scale
devices and their relation with fluctuations in other thermodynamics quantities, like heat and work.
Here we derive a series of fluctuation theorems for information flow and partial entropy production
in a Brownian particle model of feedback cooling and extend them to arbitrary driven diffusion pro-
cesses. We then analyze the long-time behavior of the feedback-cooling model in detail. Our results
provide insights into the structure and origin of large deviations of information and thermodynamic
quantities in autonomous Maxwell’s demons.
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I. INTRODUCTION
Accounting for information is necessary to rational-
ize thermodynamics in the presence of feedback [1]. In
small systems where noise is unavoidable, information
not only bounds the average extracted work, but also
fluctuates along individual stochastic trajectories, along-
side heat and work. Although this feature has been incor-
porated in generalized (detailed and integral) fluctuation
relations [2–9], little is known about the properties of in-
formation fluctuations and their correlations with other
thermodynamic quantities. Of particular interest is the
behavior at long times, an issue recently addressed for a
discrete two-state information engine [10].
In this Letter, we analyze the large deviation statis-
tics of information fluctuations for a Brownian particle
model, which may be viewed as a dynamic version of
a Maxwell’s demon [1]. This model describes a feedback
cooling (or cold damping) experiment [11] and has proven
to be a rich playground for theoretical exploration [12–
16]. We begin by proving a series of transient integral
fluctuation theorems (IFTs). One of them, applicable
to any coupled Langevin processes experiencing indepen-
dent noises, is the analog of the IFT for bipartite Markov
jump processes derived in [8]. We thereby confirm that
we have identified the correct fluctuating analog of in-
formation flow in diffusion processes. With this ground-
work, we calculate analytically and numerically the in-
formation flow fluctuations in the steady-state regime
and their correlations with heat. This analysis reveals
strong correlations that extend beyond the average be-
havior into the large, rare fluctuations regime. Further
insight is then gained by unraveling the atypical trajec-
tories that lead to such rare information or heat fluctua-
tions.
∗Electronic address: mlr@lptmc.jussieu.fr
II. SETUP
Consider a one-dimensional underdamped Brownian
particle of mass m immersed in a thermal environment
with viscous damping γ and temperature T . Feedback
cooling is implemented by measuring the particle’s veloc-
ity vt using a low-pass filter with cut-off frequency 1/τ ,
and feeding back the measurement outcome yt with gain
κ as an additional friction force ft = −κyt. The resulting
dynamical evolution, including measurement and control,
is captured by the coupled Langevin equations [16]
mv˙t = −γvt − κyt + ξt
τ y˙t = −(yt − vt − ηt), (1)
where ξt is Gaussian thermal noise with zero mean and
variance 〈ξtξt′〉 = 2γTδ(t − t′), and ηt is Gaussian mea-
surement noise with zero mean and variance 〈ηtηt′〉 =
∆δ(t− t′). Here and throughout Boltzmann’s constant is
set to unity. An equivalent implementation of (1) in an
electric circuit is discussed in [17] (see also [15] for a more
general version of the model with a harmonic potential
trapping the Brownian particle).
The feedback’s purpose is to maintain the system in a
nonequilibrium steady state (NESS), where the average
kinetic temperature Tkin ≡ m〈v2〉st is smaller than T (the
subscript “st” indicates that the average is taken in the
stationary state of the joint process). Consequently, the
feedback controller must be extracting energy from a sin-
gle heat reservoir and converting it into work, in appar-
ent violation of the second law. However, the controller
acts as a Maxwell’s demon that autonomously gathers
information in order to implement the feedback. This
information saves the second law by providing a rigor-
ous bound on the extracted work through any of several
second-law-like inequalities, each utilizing a different no-
tion of information [16]. We here focus on the “infor-
mation flow” [18, 19] (or learning rate [20, 21]) and its
fluctuations.
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2III. INFORMATION FLOW ON THE
TRAJECTORY LEVEL
Stochastic information flow is a trajectory-level quan-
tity that captures the dynamic variation of the corre-
lations between yt and vt. To define this information
flow, we require the time-dependent probability density
pt(v, y), which evolves according to the Fokker-Planck
equation [16]
dtpt(v, y) = −∂vJvt (v, y)− ∂yJyt (v, y), (2)
with probability currents
Jvt (v, y) = −
1
m
(γv + κy)pt(v, y)− γT
m2
∂vpt(v, y) (3)
Jyt (v, y) = −
1
τ
(y − v)pt(v, y)− ∆
2τ2
∂vpt(v, y). (4)
Consequently, the time derivative of the marginals is
dtpt(v) = −∂vJvt (v) with Jvt (v) =
∫
dy Jvt (v, y), and sim-
ilarly for pt(y).
We are here interested in the information flow due to
the v-fluctuations, whose average enters the generalized
second-law inequality[16]. This quantity is defined as the
partial rate of change of the stochastic mutual informa-
tion
It(vt : yt) = ln
pt(vt, yt)
pt(vt)pt(yt)
. (5)
Namely, we split the total time variation of It as
dIt
dt
= −(ıvt + ıyt ) , (6)
into a piece arising due to v-fluctuations
ıvt (vt, yt) ≡
1
pt(vt, yt)
∂vJ
v
t (v, y)|vt,yt − v˙t∂v ln pt(v, y)|vt,yt
− 1
pt(vt)
∂vJ
v
t (v)|vt + v˙t∂v ln pt(v)|vt (7)
and a similar piece due to y-fluctuations, ıyt (vt, yt). In
these expressions, the probabilities and currents obtained
by solving (2), are evaluated along the stochastic trajec-
tories vt0 ≡ {vt′}0≤t′≤t and yt0 ≡ {yt′}0≤t′≤t generated
by (1).
Like the stochastic Shannon entropy [22], ıvt has a
mixed character as it depends on both the micro-state
(vt, yt) and the whole ensemble of trajectories with
initial density p0(v, y). The ensemble average cor-
rectly yields the information flow [16, 18, 19]: 〈ıvt 〉 =
− ∫ dvdy Jvt (v, y)∂v ln pt(y|v). (Note that we choose a
minus sign in (6) so that 〈ıvt 〉st > 0, like in [16]; the av-
erage information flow has an opposite sign in [18, 19].)
By integrating ıvt (vt, yt) over the time interval [0, t], we
introduce the trajectory observable, the integrated infor-
mation current
Iv ≡
∫ t
0
dt′ ıvt′(vt′ , yt′) =
∫ t
0
dt′ s˙vt′(vt′ , yt′) + ln
pt(vt)
p0(v0)
,
(8)
where s˙vt (vt, yt) = ∂vJ
v
t (vt, yt)/pt(vt, yt) −
v˙t∂v ln pt(vt, yt) is the time-variation of the stochastic
joint entropy st(vt, yt) = − ln pt(vt, yt) due to v’s
dynamics.
IV. FLUCTUATION THEOREMS
The introduction of the time-integrated information
current Iv allows us to generalize the integral fluctuation
theorem (IFT) for the stochastic entropy production in
the presence of continuous feedback. For an observer un-
aware of the existence of the controller, the apparent “to-
tal” entropy production in the time interval [0, t] would
be
Σv ≡ ∆s− Q
T
, (9)
where ∆s = − ln pt(vt)+ln p0(v0) is the entropy change in
the system [22], andQ = ∫ t
0
dt′(−γvt′+ξt′)◦vt′ is the heat
received by the particle from the bath [23], correspond-
ing to an entropy change in the medium Σm = −Q/T
(the symbol ◦ denotes a Stratonovich integral). How-
ever, as a result of the feedback, Σv is negative on aver-
age in the stationary cooling regime, and more generally
does not verify a fluctuation theorem, 〈e−Σv 〉 6= 1. Miss-
ing in the exponential is the entropy change provided by
the feedback mechanism. Guided by the case of Markov
jump processes, we introduce a new observable, dubbed
a “partial” entropy production [8],
Σ ≡ Σv + Iv = Σm +
∫ t
0
dt′ s˙vt′(vt′ , yt′) , (10)
and demonstrate that it obeys the generalized IFT〈
e−Σ
〉
= 1 , (11)
where 〈...〉 denotes an average over all possible paths of
duration t with initial state drawn from a distribution
p0(v0, y0). This is a central result of this Letter. By
Jensen’s inequality, one recovers the second-law-like in-
equality 〈Σv + Iv〉 ≥ 0. In particular, the work extracted
in the steady state obeys 〈Wext〉st = −T 〈Σm〉st ≤ T 〈Iv〉st
(as 〈∆s〉st = 0 and thus 〈Σv〉st = 〈Σm〉st).
Although Σ is not a coarse-grained observable since it
is a functional of both trajectories vt0 and y
t
0, it is non-
trivial that it satisfies an IFT. To prove this result, we
will show that Σ can be cast as the log-ratio of the prob-
ability P[vt0,yt0] of observing the trajectory (vt0,yt0) to
the probability P∗[v˜t0, y˜t0] of observing the time-reversed
trajectory (v˜t0, y˜
t
0) = (−v0t ,y0t ) in a suitable defined mod-
ified dynamics:
Σ = ln
P[vt0,yt0]
P∗[v˜t0, y˜t0]
. (12)
The modified dynamics only alters the measurement pro-
cess and is generated by
τ y˙t = yt + vt +
∆
τ
∂y ln pt(−vt, yt) + ηt. (13)
3This dynamics is intimately related to the auxiliary or
driven process [24–26] that generates the constrained
path ensemble P[vt0,yt0|Σ = σt] at long times (see (S53)
below).
The proof of (12) proceeds by first writing out (12) as
Σ = ln
P[vt0|yt0, v0]P[yt0|vt0, v0]p0(v0, y0)
P[v˜t0|y˜t0, v˜0]P∗[y˜t0|v˜t0, y˜0]pt(vt, yt)
, (14)
where the path probabilities P[vt0|yt0, v0], P[yt0|vt0, y0],
etc. are expressed in terms of Onsager-Machlup action
functionals [27]. For instance,
P[yt0|vt0, y0] ∝ e−
t
2τ e−
1
2∆
∫ t
0
dt′ [τy˙t′+yt′−vt′ ]2 , (15)
using the Stratonovich discretization. (As stressed in
[16], the path functionals in (14) are not true conditional
probabilities because vt and yt influence each other.) The
conclusion follows by using the local detailed balance
relation ln
(P[vt0|yt0, v0]/P[v˜t0|y˜t0, v˜0]) = Σm and noting
that the dynamics generated by (13) is absolutely con-
tinuous with respect to (1)
P∗[y˜t0|v˜t0, y˜0] = P[yt0|vt0, v0]e
∫ t
0
dt′ [ ddt st′ (vt′ ,yt′ )−s˙vt′ (vt′ ,yt′ )].
(16)
Details can be found in the Supplemental Material (SM).
As Σ is a log-ratio of path probabilities, one readily ob-
tains the IFT (11).
Note that the dynamics of vt does not play any
role in this calculation and that the force acting on yt
could be arbitrary. In other words, the IFT holds for
any coupled Langevin processes involving independent
noises [28] (as it holds for any bipartite Markov jump
processes [8]). Consider for instance the two coupled
overdamped Langevin equations
x˙t = µxF1(xt, yt, t) + ξ
x
t
y˙t = µyF2(xt, yt, t) + ξ
y
t , (17)
where 〈ξitξjt′〉 = 2Diδijδ(t − t′) and Di = Tiµi. Then,
replacing F2(xt, yt, t) by
F ∗2 (x, y, t) = −F2(xt, yt, t) + 2Ty∂y ln pt(xt, yt) , (18)
one can derive an IFT like (11) by a similar argument
(see SM). Of course, a similar IFT holds for the partial
entropy production of the yt degree of freedom.
Two other fluctuation theorems are obtained in a sim-
ilar manner by comparing the original feedback process
to other modified dynamics. First, by flipping the sign
of the viscous damping γ → −γ in the first Langevin
equation,
mv˙t = γvt − κyt + ξt , (19)
we obtain an IFT for the dissipated heat (or medium
entropy production Σm)〈
e−Σ
m
〉
= e
γ
m t . (20)
This relation, originally derived in [29], holds for any
underdamped Langevin dynamics, provided the damping
is linear. Finally, by combining the two dynamics (13)
and (19), we find an IFT that includes information (see
SM) 〈
pt(vt)
p0(v0)
e−I
v
〉
= e
γ
m t . (21)
V. FLUCTUATIONS IN THE NESS
We now turn to calculating the stationary-state fluc-
tuations of the integrated information current Iv and the
medium entropy flow (or heat) Σm in our linear feedback
cooling model (1). To simplify the notation, we drop the
subscript “st”.
Thanks to the linearity of (1), the stationary distribu-
tion of the joint system is Gaussian
p(v, y) =
1√
(2pi2)|C|e
− 12 (v,y).C−1.(v,y)T , (22)
where the entries of the covariance matrix C (c11 =
〈v2〉, c12 = 〈vy〉, c22 = 〈y2〉) are given in Appendix D
of [16]. From (7) and (8), we then obtain the explicit
expression for Iv:
Iv = −A1t+ 1
2
(α11 − 1
σ11
)(v2t − v20)
+
∫ t
0
dt′ (α11A1v2t′ +A2y
2
t′ +A3vt′yt′ + α12v˙t′yt′) ,
(23)
where α11 = c22/|C|, α12 = −c12/|C|, and
A1 =
γ
m
(1− T α11
m
), A2 =
α12
m
(κ− γT
m
α12)
A3 =
a
m
α11 +
γ
m
α12(1− 2T α11
m
) . (24)
A. Large deviation analysis
As t→∞, the stationary probability distribution of a
time-integrated observable A – such as Iv or Σm– is said
to satisfy a large deviation principle if it takes the scaling
form P (A = at) ∼ e−tE(a), where E(a) is the large devi-
ation rate function (LDF) [30]. As usual, it is convenient
to introduce the associated moment generating function
Za(λ, t) = 〈e−λA〉, which behaves asymptotically as
Za(λ, t) ∼ ga(λ)etµa(λ) , (25)
where µa(λ) ≡ limt→∞(1/t) lnZa(λ, t) is the scaled cu-
mulant generating function (SCGF) and ga(λ) is a sub-
leading factor. The LDF is normally obtained via the
Legendre transform E(a) = −[µa(λ∗(a)) + λ∗(a)a], with
4the saddle point λ∗ determined by µ′a(λ
∗(a)) = −a [30].
This relation, however, breaks down if ga(λ) has a singu-
larity in the region of the saddle-point integration, due
to rare but large fluctuations of a boundary temporal
term (e.g. the second term in the first line of (23)). The
leading contribution to the LDF then comes from the sin-
gularity, which induces an exponential tail in the pdf. As
stressed in [29], this may even make the SCGF discon-
tinuous at λ = 1 when the modified process, such as the
one governed by (13), has no stationary density.
We calculate the SCGFs for the medium entropy pro-
duction rate σm = Σm/t and the information flow
ıv = Iv/t by direct integration of the path probability.
The calculation is made tractable by imposing periodic
boundary conditions on the trajectories, which allows us
to expand vt and yt in a discrete Fourier series (see e.g.
[31, 32]). The results are conveniently expressed in terms
of the response function in the frequency domain
χ(ω) =
1− iωτ
κ+ γ − i(m+ γτ)ω −mω2τ , (26)
and two auxiliary functions
Fσm,λ(ω) =
2γ∆κ2
T
|χ(ω)|2
1 + ω2τ2
(
1− 2T
∆κ
− λ
)
λ (27a)
Fıv,λ(ω) = 2γT∆α
2
12
|χ(ω)|2
1 + ω2τ2
[( κ
m
α11
α12
− γ
m
)2
+ ω2
]
λ2 ,
(27b)
as (see SM)
µσm(λ) = −
∫ ∞
0
dω
2pi
ln[1− Fσm,λ(ω)] (28a)
µıv (λ) = A1λ−
∫ ∞
0
dω
2pi
ln[1− Fıv,λ(ω)] . (28b)
We highlight two important features of (27)-(28). First,
µσm(λ) has the symmetry µσm(λ) = µσm(1 − 2T∆κ − λ),
which implies that the pdf P (Σm) satisfies the steady-
state fluctuation theorem
lim
t→∞
1
t
ln
P (Σm = σmt)
P (Σm = −σmt) =
(
1− 2T
∆κ
)
σm , (29)
at least in a limited range of σm around 0 (see Fig. 2
below). Second, Fıv,λ(ω) is an even function of λ. There-
fore, the LDF E(ıv) is symmetric around the expectation
value 〈ıv〉 = −µ′ıv (0) = −A1. We will elaborate on this
point below. (On the other hand, the SCGF of Σ, given
by a similar but more complicated expression - see SM -,
does not display any symmetry.)
To study the correlations between Σm and Iv in the
long-time limit, we also compute by the same method the
SCGF µσm,ıv (λ1, λ2) = limt→∞(1/t) ln〈e−λ1Σm−λ2Iv 〉
and the corresponding joint LDF E(σm, ıv) (see SM). As
an added benefit, this allows us to investigate the fluc-
tuations of the ratio  = −Σm/Iv that characterizes the
efficiency of the information-to-work conversion along the
trajectories. The most probable value of  is the “macro-
scopic” efficiency ¯ = −〈σm〉/〈ıv〉 [5, 33, 34].
B. Numerical study
To further explore the fluctuations of trajectory ob-
servables, we now present some numerical results. Here-
after the model is described by three dimensionless pa-
rameters: the feedback gain g = κ/γ, the signal-to-
noise ratio SNR = 2T/(γ∆), and the ratio τ/τv where
τv = m/γ is the velocity relaxation time. Specifically,
we set τ/τv = 0.01 and SNR = 40 and vary the feedback
gain g, as in experiments [11]. By choosing a moder-
ate noise level, we make the control more sensitive to
information-flow fluctuations [35].
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FIG. 1: (Color on line) (a) The average rates 〈σm〉 (black
line), 〈σ〉 (red line), and 〈ıv〉 (blue line) as a function of the
feedback gain g. One has 〈σ〉 = 〈σm〉 + 〈ıv〉 ≥ 0. (b) The
most probable efficiency ¯ = −〈σm〉/〈ıv〉 as a function of g.
Let us first recall that cooling [Tkin < T and thus
〈σm〉 = (1/τv)(Tkin − T ) < 0] requires g/SNR < 1,
independent of the value of τ (cf. eq. (20) in [16]
with the noise variance σ2 replaced by ∆). This is il-
lustrated in Fig. 1(a) where we plot the average rates
as a function of g. The most salient features are the
extrema in 〈σm〉 and 〈ıv〉. The minimum in 〈σm〉 oc-
curs at g = gopt =
√
1 + SNR − 1 [16]. Above gopt,
too much measurement noise is fed back to the system,
causing Tkin to increase with g, a well-known experi-
mental fact [11]. Eventually, for g/SNR > 1, the sys-
tem is heated instead of cooled. On the other hand, for
τ 6= 0, the maximum in the information flow occurs at
gKB = gopt[1 − (τ/τv)
√
1 + SNR] < gopt. The demon
then realizes a Kalman-Bucy filter [36] (hence the nota-
tion gKB). In this limit, vˆt ≡ (τ/τv)goptyt represents the
best estimate of vt in terms of the mean-squared error
Et = 〈(vt − vˆt)2〉, given all past measurements [16, 17]
(recall that (1) describes a non-Markovian control pro-
tocol [4]). Interestingly, as shown in [16], 〈ıv〉 is then
equal to the transfer entropy rate gopt/2. We see in Fig.
1(b) that these extrema in 〈σm〉 and 〈ıv〉 induce a local
minimum in the information efficiency ¯. This minimum
would exactly occur at gopt if τ were zero (note that
¯ = 1 for g/SNR = 1, when the demon does not extract
any work.).
We now fix the gain at its optimal value gopt and inves-
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FIG. 2: (Color on line) Large deviation functions E(σm)
(left) and E(ıv) (right) at maximum power (g = gopt). The
FT symmetry E(σm)−E(−σm) = ( 2T
∆κ
− 1)σm is obeyed for
|σm| < 0.712 whereas E(σm) is linear for σm > 0.712 (dashed
red line). E(ıv) is symmetric around its minimum.
tigate the fluctuations. We stress that gopt is close to gKB
with our choice of the parameters, so that 〈ıv〉 is almost
maximal (and the so-called sensory capacity [21] is close
to 1). The large deviation functions E(σm) and E(ıv) are
plotted in Fig. 2. Notice that E(σm) has a linear branch
for σm > 0.712 due to the presence of a pole in the pre-
exponential factor. As a result, the steady-state FT (29)
does not hold for large values of σm (this, however, cor-
responds to extremely rare events and depends on the
choice of the model parameters). More intriguing is the
symmetry exhibited by E(ıv) around its minimum, which
we already pointed out. This implies that positive and
negative fluctuations of Iv around the expectation value
are equiprobable. While we have no complete analytic
proof nor heuristic argument, we believe this symmetry
is a general property of our model even for finite-time
fluctuations. This is indeed suggested by numerical sim-
ulations as well as by a small-t expansion of the modified
generating function Zıv (λ, t)e
λ〈ıv〉t = 〈e−λ[Iv−〈Iv〉]〉 dis-
playing only even powers of λ (see SM). It should be
added that perturbative calculations show that the sym-
metry is lost when there are nonlinearities in the feedback
control [42].
The LDF for the efficiency  is obtained from the joint
SCGF µσm,ıv (λ1, λ2) as E() = − infλ1 µσm,ıv (λ1, λ1)
and is plotted in Fig. 3. Like in the case of stochastic
heat engines [37–41], E() is a non-monotonic function
with a minimum at the most probable value ¯ and equal
asymptotes for → ±∞ (the convergence to the asymp-
totic limit is slow, likely following a power law [39, 40]).
We observe that the least probable value of , correspond-
ing to the maximum of E(), is negative. This feature
distinguishes the present “information engine” from the
stochastic heat engines studied in [37–41].
Having determined the LDFs for information and heat,
we now turn to the structure and origin of these fluctua-
tions. We begin by addressing the typical information re-
quired to produce a rare fluctuation of heat, or the other
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FIG. 3: Large deviation function of the efficiency E(ε) for
g = gopt. The most and least probable values are εmost = ¯ ≈
0.268 and εleast ≈ −0.225.
way around. In Fig. 4, we plot the most probable value
of ıv (resp. σm) for a given rare fluctuation of σm (resp.
ıv). These quantities are computed from the derivatives
of the joint SCGF µσm,ıv (λ1, λ2) at λ2 = 0 (resp. λ1 = 0)
(see SM) (note that we restrict our study to the range
σm < 0.712 where fluctuations of the boundary term are
irrelevant).
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FIG. 4: (a) Most probable value of ıv for a given value of σm.
(b) Most probable value of σm for a given value of ıv. The
dashed lines indicate the typical values 〈σm〉 ≈ −0.72 and
〈ıv〉 ≈ 2.70.
As could be expected intuitively, the fluctuations of σm
and ıv are strongly correlated. But a less predictable and
remarkable feature is the asymmetry between positive
and negative fluctuations: observing a negative fluctua-
tion σm < 〈σm〉 (resp. a positive fluctuation ıv > 〈ıv〉)
for a long time requires a smaller (resp. larger) varia-
tion of ıv (resp. σm) than observing σm > 〈σm〉 (resp.
ıv < 〈ıv〉).
Deeper insight into the origin of these fluctuations is
offered by studying the two auxiliary (or driven) pro-
cesses [24–26] that generate the constrained ensembles
P[vt0,yt0|Σm = σmt] or P[vt0,yt0|Iv = ıvt] asymptotically.
Rare fluctuations then become typical. These auxiliary
dynamics are again linear (see SM for details), with mod-
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FIG. 5: (Color on line) Effective interactions of the auxiliary
processes that generate atypical values of σm (left panel) or ıv
(right panel): γeff (black line), κeff (red line), k1 (blue line), k2
(green line). Vertical dashed lines indicate the typical values
of σm and ıv.
ified effective interactions
mv˙t = −γeffvt − κeffyt + ξt
τ y˙t = k1yt + k2vt + ηt . (30)
The variations of the coefficients with σm or ıv are
shown in Fig. 5. Again, we observe different behav-
ior for negative and positive fluctuations. The atypical
events σm < 〈σm〉 or ıv > 〈ıv〉 are created essentially
by a decrease of the friction coefficient, which even be-
comes negative (κeff and k2 also vary, but slightly, and k1
does not change). As a result, the fluctuations of vt are
enhanced, as confirmed by Fig. 6, and the effective ki-
netic temperature increases. This additional uncertainty
about vt allows for more information to be gathered, lead-
ing to the corresponding increase in ıv observed in Fig.
3a. In other words, acquiring more information does not
necessarily mean that it is effectively used to cool the
system.
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FIG. 6: (Color on line) 〈v2t 〉 (black line) and 〈y2t 〉 (red line)
conditioned on a given value of σm (left) or ıv (right).
The case of atypical events σm > 〈σm〉 or ıv < 〈ıv〉
is not so simple, as both γeff and k2 vary significantly.
Moreover, γeff is not a monotonic function of ı
v. Remark-
ably, k2 becomes very small as ı
v becomes very negative.
The demon then does not perform any measurement, and
yt just plays the role of additional noise.
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FIG. 7: Intensity of the atypical noises as a function of σm or
ıv. (a) and (b): Sξatyp(ω = 0)/(2γT ); (c) and (d): Sηatyp(ω =
0)/∆. Vertical dashed lines indicate the typical values of σm
and ıv.
An alternative approach to understanding the origin of
large deviations is to consider the atypical noise realiza-
tions that create rare fluctuations and determine whether
fluctuations in ξt or ηt play the dominant role. To this
end, we select an atypical trajectory (vt0,y
t
0)atyp pro-
duced by the auxiliary processes (S53) for a given value
of σm or ıv and insert it into the original equations of
motion (1). This yields two biased noises ξatyp and ηatyp.
Thanks to the linearity of the equations, this calculation
can be performed by working in the frequency domain,
which yields
ξatyp(ω) = (γ − imω)vatyp(ω) + κ yatyp(ω)
=
χeff(ω)
k1 + iωτ
[
[(γ − imω)(k1 + iωτ)− κk2]ξ(ω)
+ [(γ − imω)κeff − (γeff − imω)κ]η(ω)
]
ηatyp(ω) = (1− iωτ)yatyp(ω)− vatyp(ω)
= − χeff(ω)
k1 + iωτ
[
[(k1 + iωτ) + k2(1− iωτ)]ξ(ω)
+ [(γeff − imω)(1− iωτ) + κeff ]η(ω)
]
, (31)
with
χeff(ω) =
k1 + iωτ
(γeff − imω)(k1 + iωτ)− κeffk2 . (32)
Therefore, the two noises are correlated and colored, with
power spectral densities Sξatyp(ω) = 〈ξatyp(ω)ξatyp(−ω)〉
and Sηatyp(ω) = 〈ηatyp(ω)ηatyp(−ω)〉. For simplicity, we
here only characterize ξatyp and ηatyp by their intensity,
that is the zero-frequency part of their power spectrum.
The variations of Sξatyp(ω = 0) and Sξatyp(ω = 0) (nor-
malized by the intensities of the original white noises)
as a function of σm or ıv are shown in Fig. 7. The
7overall picture is again very instructive: atypical events
σm < 〈σm〉 or ıv > 〈ıv〉 are mainly due to an atypical
history of the thermal noise ξt whereas atypical events
σm > 〈σm〉 or ıv < 〈ıv〉 are mainly due to an atypical
history of the measurement noise ηt.
VI. CONCLUSION
In this Letter, we have studied a Brownian particle
model of feedback cooling, as a realization of an au-
tonomous Maxwell’s demon. We have first derived a
series of fluctuation theorems for the information flow
and the partial entropy production in coupled diffusion
processes. We then investigated the fluctuations of in-
formation flow and entropy flow, and their correlations,
focusing on the long-time limit. By analyzing in detail
the effective dynamics and atypical noise realizations that
instigate rare fluctuations, we have unraveled the subtle
trade-off between noise in the system, noise in the mea-
surement device, and control efficiency. We believe that
using the same approach with other models of Maxwell’s
demon could significantly improve our understanding of
the thermodynamics of information.
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Supplemental Material
I. FLUCTUATION RELATIONS
A. IFT for Σ
We first derive the IFT for the (partial) entropy production Σ = Σv + Iv. As stated in the main text, this boils
down to showing that
Σ = ln
P[vt0,yt0]
P∗[v˜t0, y˜t0]
, (S1)
where P∗[v˜t0, y˜t0] ≡ P∗[v˜t0|y˜t0, v˜0]P∗[y˜t0|v˜t0, y˜0]pt(vt, yt) is the joint probability density of the time-reversed path
(v˜t0, y˜
t
0) = (−v0t ,y0t ) generated by a modified process, hereafter denoted by the star symbol. The probabilities
P[vt0|yt0, v0], P[yt0|vt0, y0], etc. are expressed in terms of Onsager-Machlup (OM) action functionals.
Following [8], we anticipate that the star dynamics only modifies the equation of motion for yt, so that P∗[v˜t0, y˜t0] =
P[v˜t0|y˜t0, v˜0]P∗[y˜t0|v˜t0, y˜0]pt(vt, yt). Therefore,
ln
P[vt0,yt0]
P∗[v˜t0, y˜t0]
= Σm + ln
P[yt0|vt0, y0]p0(v0, y0)
P∗[y˜t0|v˜t0, y˜0]pt(vt, yt)
, (S2)
where we have used the local detailed balance relation ln
(P[vt0|yt0, v0]/P[v˜t0|y˜t0, v˜0]) = Σm. Introducing the quantity
s˙vt (vt, yt), we see that eq. (S1) is satisfied if
ln
P[yt0|vt0, y0]
P∗[y˜t0|v˜t0, y˜0]
=
∫ t
0
dt′ s˙vt′(vt′ , yt′) + ln
pt(vt, yt)
p0(v0, y0)
≡ −
∫ t
0
dt′ s˙yt′(vt′ , yt′) (S3)
where s˙yt (vt, yt) ≡ ddtst(vt, yt) − s˙vt (vt, yt) is the time-variation of the stochastic joint entropy st(vt, yt) due to y’s
dynamics. Hence
s˙yt (vt, yt) =
1
pt(vt, yt)
∂yJ
y
t (vt, yt)− y˙t∂y ln pt(vt, yt) . (S4)
Thus, the derivation of the IFT rests on the construction of a Langevin process that generates trajectories yt0 with a
conditional weight P∗[y˜t0|v˜t0, y˜0] obeying eq. (S3). As we now show, this process is governed by the equation of motion
τ y˙t = vt + yt +
∆
τ
∂y ln pt(−vt, yt) + ηt , (S5)
where ηt is the same Gaussian white noise as in the original process. Equation (S5) may be viewed as an overdamped
Langevin equation with a time-dependent force F ∗(vt, yt, t) = vt + yt + (∆/τ)∂y ln pt(−vt, yt) and τ−1 playing the
role of a mobility µy. Hence
P∗[y˜t0|v˜t0, y˜0] ∝ e−
1
2∆
∫ t
0
dt′ [τy˙t′−F∗(vt′ ,yt′ ,t′)]2− 12τ
∫ t
0
dt′ ∂yF (vt′ ,yt′ ,t
′)
∝ e− t2τ e− 12∆
∫ t
0
dt′
{
[τy˙t′−vt′+yt′+ ∆τ ∂y ln pt′ (vt′ ,yt′ )]2+( ∆τ )2∂2y ln pt′ (vt′ ,yt′ )]
}
, (S6)
where we have changed t′ into −t′ in the second line of the equation (we recall that the velocity vt is odd under time
reversal but that yt must be treated as an even variable [16]). Comparing with the conditional density associated
with the original Langevin equation,
P[yt0|vt0, y0] ∝ e
t
2τ e−
1
2∆
∫ t
0
dt′ [τy˙t′+yt′−vt′ ]2 , (S7)
9we obtain
ln
P[yt0|vt0, y0]
P∗[y˜t0|v˜t0, y˜0]
=
t
τ
+
1
τ
∫ t
0
dt′
{
(τ y˙t′ + yt′ − vt′)∂y ln pt′(vt′ , yt′) + ∆
2τ
∂2ypt′(vt′ , yt′)
pt′(vt′ , yt′)
}
, (S8)
where we have used the identity (∂y ln f)
2 + ∂2y ln f = f
−1∂2yf . On the other hand, by inserting the expression of the
probability current Jyt (vt, yt) = −τ−1(yt − vt)p(vt, yt)−∆/(2τ2)∂ypt(vt, yt) into eq. (S4), we find
s˙yt (vt, yt) = −
1
τ
− 1
τ
(yt − vt)∂y ln pt(vt, yt)− ∆
2τ2
∂2y pt(vt, yt)
pt(vt, yt)
− y˙t∂y ln pt(vt, yt) . (S9)
Therefore eq. (S3) is satisfied, as announced.
As stated in the main text, the IFT holds for any coupled Langevin processes involving independent noises, for
instance the two overdamped Langevin equations (17). Eq. (S8) is then replaced by
ln
P[yt0|xt0, y0]
P∗[y˜t0|x˜t0, y˜0]
=
1
4Ty
∫ t
0
dt′
[
2y˙t′ − µy[F2(xt′ , yt′ , t′)− F ∗2 (xt′ , yt′ , t′)]
][
F2(xt′ , yt′ , t
′) + F ∗2 (xt′ , yt′ , t
′)
]
− µy
2
∫ t
0
dt′ ∂y[F2(xt′ , yt′ , t′)− F ∗2 (xt′ , yt′ , t′)] , (S10)
where F ∗2 (x, y, t) is the force acting on yt in the modified dynamics. Then, by choosing
F ∗2 (x, y, t) = −F2(xt, yt, t) + 2Ty∂y ln pt(xt, yt) , (S11)
the r.h.s. of eq. (S10) identifies with
∫ t
0
dt′ s˙yt (xt′ , yt′), with s˙
y
t (vt, yt) defined by eq. (S4). We leave the demonstration
as an exercise for the reader.
B. IFT for Iv
The IFT for the integrated information flow [eq. (21) in the main text] is obtained by modifying also the dynamics
of vt and changing γ into −γ while keeping the variance of ξt fixed (this modified process is denoted by the hat symbol
hereafter). As shown in [28], this leads to
P[vt0|yt0, v0]
Pˆ[vt0|yt0, v0]
= e
γ
m teΣ
m
. (S12)
By replacing the trajectories by their time-reversed images, this relation can be rewritten as
Σm =
γ
m
t+ ln
Pˆ[v˜t0|y˜t0, v˜0]
P[v˜t0|y˜t0, v˜0]
. (S13)
Therefore, using eq. (S1), we have
Σ− Σm = − γ
m
t+ ln
P[vt0,yt0]
P∗[v˜t0, y˜t0]
− ln Pˆ[v˜
t
0|y˜t0, v˜0]
P[v˜t0|y˜t0, v˜0]
= − γ
m
t+ ln
P[vt0,yt0]
P[v˜t0|y˜t0, v˜0]P∗[y˜t0|v˜t0, y˜0]pt(vt, yt)
− ln Pˆ[v˜
t
0|y˜t0, v˜0]
P[v˜t0|y˜t0, v˜0]
= − γ
m
t+ ln
P[vt0,yt0]
Pˆ∗[v˜t0, y˜t0]
, (S14)
where Pˆ∗[v˜t0, y˜t0] ≡ Pˆ[v˜t0|y˜t0, v˜0]P∗[y˜t0|v˜t0, y˜0]pt(vt, yt) is the joint probability density of the backward path generated
by the modified “hat-star” processs (i.e., the “hat” dynamics for vt and the “star” dynamics for yt). Since Σ−Σm =
Iv − ln pt(vt)/p0(v0) (cf. eqs. (8) and (9) in the main text), we finally obtain
pt(vt)
p0(v0)
e−I
v
= e
γ
m t
Pˆ∗[v˜t0, y˜t0]
P[vt0,yt0]
, (S15)
which leads to the IFT for the information flow by integration over the ensemble of paths generated by the original
process. Note that this IFT is less general than the one for Σ since the force acting on the state variable of the first
subsystem must be linear. This is true for the model under study since this force is just the viscous force −γvt. For
the coupled overdamped Langevin processes described by eqs. (17), one must have F1(x, y, t) = −kxt+F (yt, t). Then
(γ/m)t is replaced by (µxk)t in eqs. (S12)-(S15) (see [28] for a more general discussion).
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II. SCALED CUMULANT GENERATING FUNCTIONS
In this section we derive eqs. (27) in the main text, and we discuss the domain of validity of these expressions.
We also give the expressions of µσ(λ) and of the joint SCGF µσm,ıv (λ1, λ2). These results are obtained by imposing
periodic boundary conditions on the trajectories and expanding vt and yt in discrete Fourier series,
v(t) =
∞∑
n=−∞
vne
−iωnt
y(t) =
∞∑
n=−∞
yne
−iωnt , (S16)
with inverse transforms
vn =
1
t
∫ t
0
ds v(s)eiωns
yn =
1
t
∫ t
0
ds y(s)eiωns , (S17)
where ωn = 2pin/t and vn ≡ v(ωn), yn ≡ y(ωn). The coupled Langevin equations in the frequency domain are then
(γ − imωn)vn = −κyn + ξn
(1− iωnτ)yn = vn + ηn , (S18)
with 〈ξnξn′〉 = (2γT/t)δn,−n′ , 〈ηnηn′〉 = (∆/t)δn,−n′ , and 〈ξnηn′〉 = 0. This leads to
vn = χn[ξn − κ
1− iωnτ ηn]
yn =
χn
1− iωnτ [ξn + (γ − imωn)ηn] (S19)
where
χn ≡ χ(ωn) = 1− iωnτ
κ+ γ − i(m+ γτ)ωn −mω2nτ
. (S20)
A. SCGFs for single observables
For brevity, we will only detail the calculation of µıv (λ). In the stationary state, I
v is given by eq. (23) in the
main text. We recall that α11, α22 and α12 = α21 are the entries of C
−1, the inverse of the covariance matrix whose
expression is given in Appendix D of [16]. In terms of the Fourier coefficients vn and yn, the rate ı
v ≡ Iv/t reads
ıv = −A1 +
∞∑
n=−∞
[α11A1vnv−n +A2yny−n + (A3 − iωnα12)vny−n] + b.t. (S21)
where b.t. is a temporal boundary term that is neglected hereafter (see the discussion below). Inserting eqs. (S19)
then yields
ıv ∼ −A1 +
∞∑
n=−∞
|χn|2
1 + ω2nτ
2
{
[α11A1(1 + ω
2
nτ
2) +A2 + (A3 − iωnα12)(1− iωnτ)]|ξn|2
+ [κ2α11A1 + (γ
2 +m2ω2n)A2 − κ(A3 − iωnα12)(γ + imωn)]|ηn|2
+ [−κα11A1(1− iωnτ) + (γ + imωn)A2 + (A3 − iωnα12)(γ + imωn)(1− iωnτ)]ξnη−n
+ [−κα11A1(1 + iωnτ) + (γ − imωn)A2 − κ(A3 − iωnα12)]ξ−nηn
}
, (S22)
which is rewritten in a compact form as
ıv ∼ −A1 +
∞∑
n=1
ζTn Ln,ıvζ
∗
n , (S23)
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where ζn = (ξn, ηn)
T , the symbol ∗ denotes the complex conjugate (with ξ∗n = ξ−n, η∗n = η−n), and Ln,ıv is a 2 × 2
Hermitian matrix with entries
L11,ıv (ωn) =
2|χn|2
1 + ω2nτ
2
[α11A1(1 + ω
2
nτ
2) +A2 +A3 − ω2nτα12]
L12,ıv (ωn) = L
∗
21(ωn) =
|χn|2
1 + ω2nτ
2
[
− 2κα11A1(1− iωnτ) + 2(γ + imωn)A2 +A3[(γ + imωn)(1− iωnτ)− κ]
− iωnα12[(γ + imωn)(1− iωnτ) + κ]
]
L22,ıv (ωn) =
2|χn|2
1 + ω2nτ
2
[κ2α11A1 + (γ
2 +m2ω2n)A2 − κ(A3γ +mω2nα12)] . (S24)
This leads to
〈e−λIv 〉 ∼ eλA1t
∞∏
n=1
∫
dζn P (ζn)e
−λt ζTnLn,ıv ζ∗n , (S25)
where
P (ζn) =
1
pi2detD
e−ζnD
−1ζ∗n (S26)
and
D =
1
t
(
2γT 0
0 ∆
)
.
The Gaussian integration over ζn then gives∫
dζn P (ζn)e
−λt ζTnLn,ıv ζ∗n = det[I+ λtDLn,ıv ]−1 . (S27)
In the long-time limit, the summation over n can be replaced by an integral over ω, and we finally obtain
µıv (λ) =
γ
m
(1− T α11
m
)λ−
∫ ∞
0
dω
2pi
ln[1− Fıv,λ(ω)] , (S28)
with
Fıv,λ(ω) = −2γT∆λ2[L11,ıv (ω)L22,ıv (ω)− L12,ıv (ω)L21,ıv (ω)] , (S29)
which leads to eq. (27b) in the main text.
The calculation of µσm(λ) is quite similar but somewhat simpler since Σ
m = −(κ/T ) ∫ t
0
dt′vt′yt′ ∼ −(κ/T )
∑
n vnyn.
The entries of the corresponding matrix Ln,σm are then given by
L11,σm(ωn) = −2κ
T
|χn|2
1 + ω2nτ
2
L12,σm(ωn) = L
∗
21(ωn) = −
κ
T
|χn|2
1 + ω2nτ
2
[(γ + imωn)(1− iωnτ)− κ]
L22,σm(ωn) =
2κ2γ
T
|χn|2
1 + ω2nτ
2
, (S30)
so that
µσm(λ) = −
∫ ∞
0
dω
2pi
ln[1− Fσm,λ(ω)] , (S31)
with
Fσm,λ(ω) = −λ[2γTL11,σm(ω) + ∆L22,σm(ω)]− 2γT∆λ2[L11,σm(ω)L22,σm(ω)− L12,σm(ω)L21,σm(ω)] , (S32)
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which leads to eq. (27a) in the main text. The main difference with Fıv,λ(ω) is that the term linear in λ does not
vanish so that Fσm,λ(ω) is not an even function of λ.
Finally, the expression of µσ(λ) is obtained by exploiting the fact that Σ ∼ Σm + Iv as t→∞. Hence
µσ(λ) =
γ
m
(1− T α11
m
)λ−
∫ ∞
0
dω
2pi
ln[1− Fσ,λ(ω)] , (S33)
with
Fσ,λ(ω) = −λ[2γT (L11,σ(ω) + ∆L22,σ(ω)]− 2γT∆λ2[L11,σ(ω)L22,σ(ω)− L12,σ(ω)L21,σ(ω)] (S34)
and Lij,σ = Lij,σm + Lij,ıv .
Note that the SCGFs are real quantities in an open domain (λ−, λ+) (different for each function) in which the
argument of the logarithm stays positive for all values of ω. For instance, with the choice τ/τv = 0.01, SNR =
40, g = gopt ≈ 5.403 for the model parameters, we find that µıv (λ), µσm(λ), and µσ(λ) are defined in the intervals
−1.004 < λ < 1.004, −8.130 < λ < 1.727, and −1.931 < λ < 1.027, respectively. The slopes of the SCGFs
diverge at the boundaries, which implies that the corresponding Legendre transforms are asymptotically linear [29].
However, this is no longer true if the pre-exponential factors (see eq. (25) in the main text and eq. (S44) below) have
pole singularities inside the domain of definition. These singularities result from rare but large fluctuations of the
boundary terms neglected in the preceding calculation, and the leading contribution to the LDF then comes from the
singularity (whose position fixes the slope of the LDF). For instance, gσm(λ) diverges for λ = λ0 ≈ −6.39, so that
E(σm) ≈ 0.038 + 6.39σm for σm > −µ′σm(λ0) ≈ 0.712 (see Fig. 2 of the main text).
B. Joint SCGFs
The same method based on discrete Fourier transforms can be used to compute joint SCGFs such as
µσm,ıv (λ1, λ2) ≡ limt→∞(1/t) ln〈e−λ1Σm−λ2Iv 〉. Moreover, since Σ ∼ Σm + Iv in the long-time limit, the three func-
tions µσm,ıv (λ1, λ2), µσm,σ(λ1, λ2), µσ,ıv (λ1, λ2) are not independent. Specifically, µσ,ıv (λ1, λ2) = µσm,ıv (λ1, λ1 + λ2)
and µσm,σ(λ1, λ2) = µσm,ıv (λ1 + λ2, λ2), with
µσm,ıv (λ1, λ2) =
γ
m
(1− T α11
m
)λ2 − 1
2
∫ ∞
−∞
dω
2pi
ln[1− Fσm,ıv,λ1,λ2(ω)] (S35)
and
Fσm,ıv,λ1,λ2(ω) = −2γT [λ1L11,σm(ω) + λ2L11,ıv (ω)]−∆[λ1L22,σm(ω) + λ2L22,ıv (ω)]
− 2γT∆
{
[λ1L11,σm(ω) + λ2L11,ıv (ω)][λ1L22,σm(ω) + λ2L22,ıv (ω)]
− [λ1L12,σm(ω) + λ2L12,ıv (ω)][λ1L∗12,σm(ω) + λ2L∗12,ıv (ω)]
}
. (S36)
One can readily check that µσm(λ) = µσm,ıv (λ, 0), µσ(λ) = µσm,ıv (0, λ), and µσ(λ) = µσm,ıv (λ, λ).
III. TILTED AND AUXILIARY PROCESSES
In this section, we construct the so-called auxiliary (or driven) processes [24-26] that describe how large fluctuations
of Σm, Iv, or Σ are created in the long-time limit. For each of these observables, we first determine the so-called
tilted generator and compute the dominant eigenvalue and the associated left and right eigenfunctions (the dominant
eigenvalue identifies with the SCGF already obtained in section II A, but the knowledge of the eigenfunctions allows
us to compute the pre-exponential factors). We then determine the biased forces or biased noises that make a large
deviation of the observable typical.
For brevity, we mostly focus on large deviations of Iv. We also closely follow the analysis and notations of [26].
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A. Spectral elements
1. Tilted generators
From the definition of Iv [eqs. (7) and (8) in the main text], we note that this quantity belongs to the general class
of trajectory observables of the form [26]
Iv =
∫ t
0
fıv (Xt)dt
′ +
∫ t
0
gıv (Xt′) ◦ dXt′ , (S37)
where Xt = (vt, yt), fıv (v, y) = ∂vJ
v(v, y)/p(v, y) (since ∂vJ(v) = 0 in the stationary state), and gıv (v, y) is a
two-dimensional vector function with components (−∂v ln p(y|v), 0). We then introduce the non-conservative process
associated with the exponentially tilted trajectory ensemble
Pıv,λ[vt0,yt0] ≡
e−λI
vP[vt0,yt0]
〈e−λIv 〉 (S38)
that becomes equivalent in the limit t → ∞ to the ensemble of trajectories conditioned on a particular value of ıv
(the equivalence holds because the LDF E(ıv) is convex, and the value of λ achieving the equivalence is then given
by λ = −E′(ıv)). The corresponding tilted generator is given by [26]
Lıvλ = F(∇− λgıv ) + (∇− λgıv )D
′
2
(∇− λgıv )− λfıv , (S39)
where F is the two-dimensional drift of the original process with components (−(γv+κy)/m, (v−y)/τ) and the noise
covariance matrix D′ is here defined as
D′ =
(
2γT
m2 0
0 ∆τ2
)
.
The generating function Zıv,λ(v, y, t) = 〈e−λIvδ(v − vt)δ(y − yt)〉 (where the average is taken over all trajectories of
duration t ending at (v, y) with initial state (v0, y0) drawn from the stationary pdf p(v0, y0)) evolves according to
∂tZıv,λ(v, y, t) = L†ıv,λZıv,λ(v, y, t) , (S40)
where L†ıv,λ is the dual of Lıv,λ. Namely,
L†ıv,λ =
γT
m2
∂2
∂v2
+
∆
2τ2
∂2
∂y2
+
1
m
[
γv + κy − 2λγT
m
∂v ln p(y|v)
]
∂v +
y − v
τ
∂y
+
λ
m
[
γ + (γv + κy)∂v ln p(v)
]
+
λγT
m2
[
(λ+ 1)(∂v ln p(y|v))2 + 2∂v ln p(y|v)∂v ln p(v)
+ (∂v ln p(v))
2 +
∂2
∂v2
ln p(v)
]
+
γ
m
+
1
τ
, (S41)
with ∂v ln p(y|v) = −(α11 − c−111 )v − α12y and ∂v ln p(v) = −c−111 v (we recall that cij and αij are the entries of the
covariance matrix and its inverse, respectively).
In order to determine the asymptotic behavior of Zıv,λ(v, y, t), we do not need to solve the spectral problem for
Lıv,λ and L†ıv,λ in full generality but only to compute the dominant eigenvalue µıv (λ) and the associated right and
left eigenfunctions, solutions of the equations
Lıv,λ rıv,λ(v, y) = µıv (λ) rıv,λ(v, y)
L†ıv,λ lıv,λ(v, y) = µıv (λ) lıv,λ(v, y) , (S42)
with normalization conditions
∫
dv dy lıv,λ(v, y) = 1 and
∫
dv dy rıv,λ(v, y)lıv,λ(v, y) = 1. From eq.
(S41) and the corresponding expression of Lıvλ, we find that the bivariate Gaussian functions rıv,λ(v, y) =
e−(1/2)[Aıv (λ)v
2+Bıv (λ)y
2+2Cıv (λ)yv] and lıv,λ(v, y) = e
−(1/2)[A†
ıv
(λ)v2+B†
ıv
(λ)y2+2C†
ıv
(λ)yv] are solutions (not yet normal-
ized) of these equations, with the coefficients Aıv (λ), A
†
ıv (λ), etc. obeying complicated algebraic equations. µıv (λ) is
eventually obtained as the solution of an algebraic equation of degree 6, and the proper root is selected by imposing
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numerical agreement with eq. (S28). Then, assuming the existence of a gap between µıv and the first sub-dominant
eigenvalue, Zıv,λ(v, y, t) takes the asymptotic form [26]
Zıv,λ(v, y, t) ∼ eµıv (λ)t
∫
dv0dy0 p(v0, y0)rıv,λ(v0, y0) lıv,λ(v, y) , (S43)
so that Zıv (λ, t) =
∫
dv dy Zıv,λ(v, y, t) ∼ gıv (λ)eµıv (λ)t with
gıv (λ) =
∫
dv0dy0 p(v0, y0)rıv,λ(v0, y0) . (S44)
Depending on the model parameters (e.g. the feedback gain), the above integral may diverge for certain values of
λ, signaling that the fluctuations of the temporal boundary terms must not be neglected, as discussed at the end of
section B.1.
Similar calculations are performed for Σm and Σ. For completeness, we report the corresponding expressions of the
tilted dual generators L†σm,λ and L†σ,λ:
L†σm,λ =
γT
m2
∂2
∂v2
+
∆
2τ2
∂2
∂y2
+
1
m
[(1− 2λ)γv + κy] ∂v + y − v
τ
∂y
+ λ
[
(λ− 1)γ v
2
T
− γ
m
]
+
γ
m
+
1
τ
, (S45)
and
L†σ,λ =
γT
m2
∂2
∂v2
+
∆
2τ2
∂2
∂y2
+
1
m
[
(1− 2λ)γv + κy − 2λγT
m
∂v ln p(v, y)
]
∂v +
y − v
τ
∂y
+ λ
[
γv[(λ− 1) v
T
+
2λ
m
∂v ln p(v, y)] + (λ+ 1)
γT
m2
(∂v ln p(v, y))
2
]
+
γ
m
+
1
τ
. (S46)
Note that L†σm,λ=1 − L†σm,λ=0 = −2(γ/m)v∂v − (γ/m) so that ∂tZσm(1, t) = (γ/m)Zσm(1, t) by integration over
v and y, in agreement with the IFT Zσm(1, t) = 〈e−Σm〉 = e(γ/m)t. Likewise, L†σ,λ=1 − L†σ,λ=0 = 2(γ/m)v +
(T/m)∂v ln p(v, y)][∂v ln p(v, y)− ∂v] so that p(v, y) is an eigenfunction of L†σ,λ=1 associated with the eigenvalue 0, in
agreement with the IFT 〈e−Σ〉 = 1. However, we stress that the two IFTs for Σm and Σ are valid at any time, and
not only asymptotically.
2. Small-t expansion of Zıv (λ, t)
In order to investigate whether the symmetry of the SCGF µıv (λ) [eq. (S28) above] reflects a more general symmetry
of the pdf for the information flow, we introduce the modified function Z˜ıv,λ(v, y, t) = Zıv,λ(v, y, t)e
λ〈ıv〉t which evolves
according to
∂tZ˜ıv,λ(v, y, t) = L˜†ıv,λZ˜ıv,λ(v, y, t) , (S47)
with L˜†ıv,λ = L†ıv,λ + λ〈ıv〉. The solution can be formally expanded in powers of t as
Z˜ıv,λ(v, y, t) = p(v, y) +
∞∑
n=1
1
n!
Z˜
(n)
ıv,λ(v, y)t
n (S48)
with Z˜
(n)
ıv,λ(v, y) = (L˜†ıv,λ)np(v, y). For brevity, we here only report the expression of the term proportional to t,
Z˜
(1)
ıv,λ(v, y) = p(v, y)[f0(v, y) + f1(v, y)λ+ f2(v, y)λ
2] , (S49)
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with
f0(v, y) =
1
2τ2m2(c11c22 − c212)2
[
[2γTτ2c222 + ∆m
2c212 − 2mτ(c11c22 − c212)(γτc22 +mc12)]v2
+ [2γTτ2c212 + ∆m
2c211 + 2mτ(c11c22 − c212)(κτc12 −mc11)]y2
− 2[2γTτ2c12c22 + ∆m2c11c12 −mτ(c11c22 − c212)(c12(γτ +m) +mc11 − κτc22)]vy
− (c11c22 − c212)(2γTτ2c22 + ∆m2c11 − 2mτ(c11c22 − c212)(γτ +m))
]
f1(v, y) =
γ
m2c11(c11c22 − c212)2
[
[Tc22(c11c22 − 2c212)−m(c11c22 − c212)2]v2 − Tc212c11y2
+ [2Tc312 −
κm
γ
(c11c22 − c212)2]vy + Tc212(c11c22 − c212)
]
f2(v, y) =
γTc212
m2c211(c11c22 − c212)2
(c12v − c11y)2 . (S50)
Remarkably, the term linear in λ cancels by integration over v and y, and we obtain
Z˜ıv (λ, t) ≡ Zıv (λ, t)eλ〈ıv〉t = 1 + γT
m2
c212
c11(c11c22 − c212)
λ2t+O(t2) . (S51)
The calculation of higher-order terms quickly becomes cumbersome and we have been able to perform the expansion
of Z˜ıv,λ(v, y, t) up to order t
3 only. Again, we find, after integrating over v and y, that odd powers of λ do not
contribute to Z˜ıv (λ, t). This leads us to conjecture that Z˜ıv (λ, t) is an even function of λ.
We have performed the same calculation for a non-linear model with a feedback force ft = −κyt+by3t , by expanding
all functions in powers of the small parameter b. Results show that the symmetry is already lost at the first order in
b and t.
B. Auxiliary processes
1. Biased forces
Once the right eigenfunction of the tilted generator associated with the dominant eigenvalue is computed, e.g.
rıv,λ(v, y) ∝ e−(1/2)[Aıv (λ)v2+Bıv (λ)y2+2Cıv (λ)yv] in the case of Iv, we can determine the auxiliary (or driven) process
that realizes the conditioned process P[vt0,yt0|Iv = ıvt] in the limit t→∞. This process is a diffusion with the same
two-dimensional matrix D′ as the original process and a modified drift given by (cf. eq. (19) in [26] with k → −λ)
Fıv,λ(v, y) = F(v, y)−D′[λgıv (v, y)−∇ ln rıv,λ(v, y)] . (S52)
Namely, the auxiliary dynamics is governed by the coupled linear equations [eqs. (30) in the main text]
mv˙t = −γeffvt − κeffyt + ξt
τ y˙t = k1yt + k2vt + ηt . (S53)
with
γeff,ıv
γ
= 1 +
2λT
m
(α11 − c−111 ) +
2T
m
Aıv (λ) ,
κeff,ıv
κ
= 1 +
2T
m
γ
κ
[λα12 + Cıv (λ)]
k1,ıv = −1− ∆
τ
Bıv (λ) , k2,ıv = 1− ∆
τ
Cıv (λ) . (S54)
Likewise, the coefficients of the effective drifts for Σm and Σ are obtained as
γeff,σm
γ
= 1− 2λ+ 2T
m
Aσm(λ) ,
κeff,σm
κ
= 1 +
2T
m
γ
κ
Cσm(λ)
k1,σm = −1− ∆
τ
Bσm(λ) , k2,σm = 1− ∆
τ
Cσm(λ) , (S55)
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and
γeff,σ
γ
= 1 +
2λT
m
(α11 − m
T
) +
2T
m
Aσ(λ) ,
κeff,σ
κ
= 1 +
2T
m
γ
κ
[λα12 + Cσ(λ))]
k1,σ = −1− ∆
τ
Bσ(λ) , k2,σ = 1− ∆
τ
Cσ(λ) , (S56)
respectively.
2. Biased noises
As briefly explained in the main text, thanks to the linearity of the model, we can also define atypical Gaussian
noises ξatyp and ηatyp that create rare fluctuations of σ
m or ıv. In the frequency domain, a solution of eqs. (S53)
reads
vatyp(ω) = χeff(ω)[ξ(ω) +
κeff
k1 + iωτ
η(ω)]
yatyp(ω) = − χeff(ω)
k1 + iωτ
[k2ξ(ω) + (γeff − imω)η(ω)] (S57)
where χeff(ω) is given by eq. (32) in the main text. By inserting this solution into the original equations of motion,
we then express the two biased noises in terms of the original Gaussian white noises (eqs. (31) in the main text).
Their power spectral densities are given by
Sξatyp(ω) ≡ 〈ξatyp(ω)ξatyp(−ω)〉 =
|χeff(ω)|2
k21 + ω
2τ2
[
2γT [(γk1 − κk2 +mω2τ)2 + ω2(γτ −mk1)2]
+ ∆[(γκeff − γeffκ)2 +m2ω2(κ− κeff)2]
]
Sηatyp(ω) ≡ 〈ηatyp(ω)ηatyp(−ω)〉 =
|χeff(ω)|2
k21 + ω
2τ2
[
2γT [(k1 + k2)
2 + ω2τ2(1− k2)2]
+ ∆[(γeff + κeff −mω2τ)2 + ω2(m+ γeffτ)2]
]
. (S58)
The variations of the corresponding intensities Sξatyp(ω = 0) and Sξatyp(ω = 0) as a function of σ
m and ıv are shown
in Fig. 7 of the main text.
3. Relationship with the modified dynamics and the IFTs
Finally, we uncover the relationship between the auxiliary (or driven) dynamics and the modified dynamics intro-
duced above in section A to derive the IFTs. As an example, we consider the so-called “star” dynamics associated
with the IFT 〈e−Σ〉 = 1 and defined by eq. (S5). Comparing eq. (S1) with the equation defining the exponentially
tilted path ensemble for Σ
Pσ,λ[vt0,yt0] ≡
e−λΣP[vt0,yt0]
〈e−λΣ〉 , (S59)
we readily see that
P∗[vt0,yt0] = Pσ,λ=1[v˜t0, y˜t0] (S60)
for any trajectory of duration t. Since the path measure of the auxiliary process becomes equivalent to the tilted
path measure as t → ∞, we thus conclude that the probability to observe a trajectory with the star process and
the probability to observe the time-reversed trajectory with the auxiliary process are asymptotically identical when
λ = 1. In particular, the corresponding stationary pdfs are simply related by time reversal
p∗(v, y) = pσ,λ=1(−v, y) . (S61)
In other words, the star process and the time reversal of the auxiliary process for λ = 1 must be governed by
the same equations of motion in the stationary limit. To check this identity explicitly, we build the time reversal
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of the auxiliary process, carefully taking into account the fact that vt is an odd variable. Since the process is a
two-dimensional Ornstein-Uhlenbeck process, its time reversal is again a diffusion governed by the coupled equations
X˙t = −Fσ,λ(Xt)−D′C−1σ,λXt + ξt , (S62)
where Xt = (−vt, yt), Fσ,λ(Xt) is the two-dimensional force corresponding to the effective drifts defined by eqs.
(S56), and Cσ,λ is the stationary covariance matrix in the auxiliary process, hence pσ,λ(v, y) = lσ,λ(v, y)rσ,λ(v, y) ∝
e−(1/2)X
TC−1σ,λX. We then set λ = 1 in these equations and use the fact that lσ,λ=1(v, y) = p(v, y) (see the remark at
the end of section C.1.a). Therefore,
pσ,λ=1(v, y) ∝ e−
1
2
{
[α11+Aσ(1)]v
2+[α22+Bσ(1)]y
2+2[α12+Cσ(1)]yv
}
, (S63)
which gives the expression of C−1σ,λ=1. Inserting into eqs. (S62), we find that the terms involving the quantities
Aσ(1), Bσ(1) and Cσ(1) cancel out and we finally recover the equations of motion of the star process.
We stress that the asymptotic equivalence between the two processes is only valid when the right and left eigen-
functions rσ,λ=1(v, y) and lσ,λ=1(v, y) are normalizable and the pre-exponential factor gσ(λ = 1) is finite. This latter
condition is not satisfied when the stationary state of the star process does not exist (i.e.
∫
dv dy p∗(v, y) diverges).
Then eq. (S61) does not hold and lσ,λ=1(v, y) 6= p(v, y). However, it is noteworthy that the stationary pdf of the
auxiliary process pσ,λ=1(v, y) = lσ,λ=1(v, y)rσ,λ=1(v, y) is still normalizable.
