This paper presents a method for animating human characters, especially dedicated to walk planning problems. The method is integrated in a mndomized motion planniny scheme, including a steering method dedicated to human walk. This steering method integmtes a character motion controller assuming realistic animations. The navigation of the character through a virtual environment is modeled M D composition of Bizier curves. The controller is based on motion capture data editing techniques. This approach satisfies some essential computer graphics criteria: a realistic result, a low response time, a collision-free motion in possibly constrained 3 0 environments. The approach has been implemented and successfully demonstmted on seveml ezamples.
Introduction
Animating human characters has become a very active research field since cinematographic and entertainment industries have demonstrated the greatness of the application field. Many animation techniques recently developed allow to reduce production time and to improve the realism 111. Animating a u t o matically virtual actors raises problems due t o the complexity of the kinematic structure of the models and to the complexity of the real human behaviors.
On one hand, realistic human motion controllers exist in computer animation literature[l, 21. On the other hand, robotics has developed efficient algo rithms over complex and constrained motion planning problems[3, 41. Our contribution is to take advantage from both sides. We propose a solution for planning human walk through virtual environments, taking advantage of randomized motion planning algorithms, combined t o a character motion controller based on motion capture editing techniques.
Walking virtual actors
Through the character animation problem 111, walking is crucial for navigating in a virtual world. Synthesizing walk animations is traditionally approached by three techniques: kinematics (forward and inverse), dynamics and motion data based. The kinematic approach is commonly dedicated to hand made animations, eventually assisted by specific interpolation techniques in order to generate transition positions. Inverse kinematics reduce the time for positioning the body, as the animator acts on the end effectors only. It also can be used as an animation filter in order to solve kinematic constraints violation 151. A dynamic approach is described in [6] . Respecting the physical laws intrinsically increases the realism of the animation but a high computation power is needed. Motion capture data based techniques are presented in (7, 8, 91 During the planning phase, a simplified representation of the environment is used. Then using a complete representation of the environment, the "Virtual Robot" tracks the planned trajectory, while information is gathered.
The information allows to choose a strategy for modifying the animation and solving the possible collisions. Our strategy differs by integrating the human motion control in the main loop of the path planning algorithm. This allows us to consider an animated path while testing its validity, without using some simplified bounding shapes (e.g a cylinder) for ensuring the collision avoidance. Consequently, our contribution consists in synthe sizing a steering method dedicated to the character animation and integrated in a randomized planner scheme. The architecture of the steering method can support several motion subcontrollers that act successively. The potential of the randomized motion planner algorithms on highly constrained problems benefits to OUT solution, respecting some low computing times.
In section 2, the model of the human character is introduced. Section 3 describes the first level of the steering method, while the core is detailed in section 4. Section 5 d e s u i b e the integration and the implementation of the method in a randomized motion planner architecture. 
Model and Motion Data
The evolution of the parameters [z,y,O] is given by some Cartesian parametric equations:
{ O(t) = arctan(y'(t)/z'(t)) with n = 3, 0 5 t 5 1 the parameter of the Bbier curve, and Piz the z coordinate for the control point number i, and so on. Other values are needed arc length, tangential and rotation speeds. These can he analytically derived from equation 2. The animation module is composed of two elements: a motion library and a set of specific subcontrollers. The successive application of the subcontrollers compose our human motion controller. The principle of the module is to sample the previously computed trajectory for the root. The animation buffer stores the samples. The content of the motion library is scanned, and with respect to the type of the motion data found, some specific subcontrollers are applied.
Animation Module
The process is described on figure 3. The animation module is designed to be easily upgraded by adding new sub-controllers.
Motion Library
The motion library is a container for motion capture controller is based on motion capture blending ([8, 7, 91) . This method needs a preparation of motion data which have to be cyclic, with the same structure and parameterization.
The user is in charge of selecting some approxinm tively cyclic sequences into motion capture files, and of adding a description (see section 4.1). The next phases of the preparation are automatically done during the planner's initialization phase. Most parameters of a motion capture are cyclic in the case of the walk. Only the situation's parameters are problematical as they are highly non-cyclic.
We propose a filtering method in order to solve this problem. In the case of straight walks, the parameters of the position z ( t ) , y ( t ) , z ( t ) , given by the motion capture data, are approximated by a line whose analytical expression is given by a linear less squares fitting technique, defining ?(t), g(t), i ( t ) and average orientations. In the case of turning walks, the approximation shape is a circular arc. Some parameters derived from the approximation are kept: average tangential and rotation speeds. 
(t) -?(t), etc. This computation is illustrated on figure 4 over both ( z ( t ) , y ( t ) )
parameters. The set of parameters defining a motion is now denoted [ e. , cl, € 0 , €4, e+, 91, ..., qR] and is almost cyclic. Fourier expansions are computed over these parameters, and a low-band filter is applied [ll] in order to make sequences cyclic. Consequently, a set of parameters ( a k , P h ) characterizes each motion style. The evolution of a configuration parameter q, can be computed using equation 3. Characterizing Files. Adding a description to the motion data is crucial. As the previously described filtering method differs from a motion type to another, the user has to mention some characteristics. First, motion data are not limited to walk sequences; they can correspond to specific postures or movements. Also, some data do not concern all character's dof (eg. an arm-only movement description). The two following characteristics must be given: -Animation type: for example walk (with s u b characteristic: straight or not), movement, posture, blocking task (the character must stop to execute the movement) etc.
qi(t)
-Animation chronological validity: the motion controller needs to know when the motion data must be taken into account. Walk cycles are generally always valid. But we could imagine that run cycles are valid only when the character is far from obstacles. Also, movement and postures are generally valid at a given period: at starts or ends of paths, etc. speeds ( U , w) ), the controller computes a locally valid set of parameter ( a b , / % ) , thanks to the examples contained in the animation library and a motion blending technique. Then, a configuration is extracted from these parameters and projected on the situation of the character for the actual frame. The algorithm of the controller is schematically illustrated on figure 6 . For readability reasons, we illustrate the process over the parameters [x,y] only. On figure 5, the parameters characterizing the trajectory of the root are given (see section 3 for equations). Figure 6 shows the initial motion data at the top (errors around approximated trajectory), and their evolution. The final projection over the trajectory is illustrated on figure 7 .
Generating a motion cycle with some desired tangential and rotation speeds (vf,wf) is done by blending some examples of motion. Three motion cycles with the closest average speeds (denoted At last, some successive postures are executed by the character, which correspond to the macarena's dance steps. This is why at the bottom of the figure 8 the skeleton is moving its arms.
Walk planning
The steering method described in the two previous sections has been implemented within Move3D [19] .
Move3D is a motion planning platform that i n t e grates several randomized algorithms. Main components of such algorithms are:
-a steering method to compute admissible paths, -a collision checker which is used both to select the nodes of the roadmap and to check whether an admissible path is collision-free or not.
-a roadmap builder in order to generate or extend the roadmap, -a roadmap explorer in order to solve specific problems (which eventually calls the roadmap builder).
The global planner included into Move3D uses the visibility PRM technique [ZO] in order to reduce the size of the roadmap that captures the connectivity of the configuration space. Figure 9 shows an example of a collision free walk automatically computed by our planner.
Considering the whole kinematic structure and the description of the environment in three dimensions allows us to find solutions in constrained environments. Figure 9 illustrates this potential, with a resulting trajectory close to the furniture (note that the skeleton's arm pass above the piano's stool). This result could not be obtained with a bounding cylinder around the human model.
Conclusion
We have presented a human walk planning method associating randomized motion planning and motion capture editing techniques. The first results o b tained are promising. Several developments could improve realism, computing time, and application field. We are interested in investigating reactive planning methods to deal with dynamic environments. The character controller is also in permanent evolution. Also, we want to develop new sub controllers, especially for environment, objects or characters interaction problems. 
