The problem of characterizing a distribution is an important problem which has recently attracted the attention of many researchers. Thus, various characterizations have been established in many different directions. An investigator will be vitally interested to know if their model fits the requirements of a particular distribution.
Introduction
Characterizations of distributions are important to many researchers in the applied fields. An investigator will be vitally interested to know if their model fits the requirements of a particular distribution. To this end, one will depend on the characterizations of this distribution which provide conditions under which the underlying distribution is indeed that particular distribution. Various characterizations of distributions have been established in many different directions. In this work, several characterizations of Malinowska and Szynal (2008) for certain general classes of distributions are revisited and simpler proofs of them are presented. These characterizations are not based on conditional expectation of the kth lower record values (as in Malinowska and Szynal) , they are based on: (i) simple truncated moments of the random variable, (ii) hazard function.
Let X 1 , X 2 , ...X n be i.i.d. (independent and identically distributed) continuous random variables with common cdf (cumulative distribution function) F and corresponding pdf (probability density function) f . We denote their order statistics with X j:n , j = 1, 2, ..., n. The kth lower record value of X j s is defined by Z (k) n = X k:L k (n)+k−1 , where L k (1) = 1, L k (n + 1) = min{j > L k (n) : X k:L k (n)+k−1 > X k:j+k−1 }, n ≥ 1. The kth upper record value of X j s is defined by Y
where U k (1) = 1, U k (n + 1) = min{j > U k (n) : X k:j+k−1 > X U k (n):U k (n)+k−1 }, n ≥ 1. Malinowska and Szynal ((2008) , page 339) assume that the common random variable X is an absolutely continuous random variable concentrated on the interval (α, β), with F (x) < 1 for x ∈ (α, β), F (α) = 0 and F (β) = 1. For a given monotonic and differentiable function φ on (α, β), they write
and µ
and prove the following theorems.
Theorem 1.1. Suppose that k is a positive integer. Then, referring to (1.1)
where a = 0, b, c > 0 are finite constants.
Suppose that k is a positive integer. Then, referring to (1.1)
4)
if and only if
where c = 0 . where a = 0, b, c > 0 are finite constants.
Theorem 1.4. Suppose that k is a positive integer. Then
where c = 0.
Theorem 1.5. Suppose that k is a positive integer. Then
where H(y) = − log[1 − F (y)] and a = 0, b, c = 0 are finite constants.
Theorem 1.6. Suppose that k is a positive integer. Then
12)
where c = 0 and X < y .
Characterizations

Characterizations based on truncated moments of certain functions of the random variable
In this subsection, characterizations similar to Theorems 1.1-1.4 are presented.
These characterizations are based on truncated moments of the given function φ(x).
Integration by parts on the RHS of the above equation results in
Conversely, if (2.1.1) holds, then
Taking derivative with respect to x from both sides of (2.1.2), and after some algebra,
we arrive at
Integrating both sides of (2.1.3) from x to β, we have 
where G(x) is a cdf of a continuous random variable. Then F (x) is given by 
where Θ = (λ, θ) T , and G(x; θ) is a cdf of a continuous random variable. Then
. Some special cases of G(x) are:
from which (2.1.4) is obtained.
Taking derivatives with respect to x from both sides of (2.1.5), we have
from which we arrive at
Simplifying the RHS of (2.1.6), we obtain
Integrating both sides of the last equation from x to β , we have
Proof.
Taking derivative with respect x from both sides of (2.1.8), and after some algebra,
Integrating both sides of the last equation from α to x, we have 
from which (2.1.9) is obtained.
Conversely, if (2.1.9) holds, then
Taking derivative with respect to x from both sides of (2.1.10), and after some algebra, we arrive at
Simplifying the RHS of the above equation, we arrive at
Integrating both sides of the last equation from α to x , we have
Remark 2.1.4. The RHS of equation (2.1.9) is the same as that of equation (1.9) for k = 1.
where H(x; ξ) is a non-negative monotonically increasing function depending on the parameter vector ξ. Then F (x; α, ξ) is given by
where G(x) is a cdf of a continuous random variable. Then F (x) is given by (1.8) with a = 0, b = 1, c = −ϕ, and φ(x) = ln 1 − G(x) λ .
Remark 2.1.5. Our analogous Theorems 2.1.5 and 2.1.6 will be the same as our Theorems 2.1.3 and 2.1.4 respectively.
Characterizations based on hazard function
For the sake of completeness, we state the following definition. In what follows, we assume that cdf is twice differentiable when needed.
Definition 2.2.1. Let F be an absolutely continuous distribution with the corresponding pdf f . The hazard function corresponding to F is denoted by h F and is defined by
2.1)
where Supp F is the support of F .
It is obvious that the hazard function of twice differentiable function satisfies the first order differential equation
where q(x) is an appropriate integrable function. Although this differential equation
has an obvious form since
2.2)
for many univariate continuous distributions (2.2.2) seems to be the only differential 
Proof. If X has cdf (1.2), then clearly ( 
Integrating both sides of (2.2.4) from α to x, and using the fact aφ(α) + b = 0, h F (α) = 0 we arrive at
Integrating both sides of the last equation from α to x and using the fact that
x − ν δ − x and the initial condition h F (0) = 0. By using (1.2) we have the following differential equation:
Solving for h F (x), we obtain:
from which we have:
Here F is the cdf of negative Pareto distribution, NPar(θ, ν, δ), where x < ν; θ > 0, ν, δ ∈ R, and ν < δ. 4) if and only if its hazard function h F (x) satisfies the differential equation
2.5)
with initial condition h F (α) = caφ (α).
Proof. If X has cdf (1.4), then clearly (2.2.5) holds. Now, if (2.2.5) holds, then
Integrating both sides of (2.2.6) from α to x, and using the fact a + be −cφ(α) = 0,
Now, we obtain
Integrating both sides of the last equation from α to x and using the fact that a + be −cφ(α) = 0 we arrive at
Example 2.2.2. Let a = 0, b = 1, c = θ τ , φ(x) = x −τ and the initial condition h F (0) = 0. By using (1.4) we have the following differential equation:
Here F is the cdf of inverse Weibull distribution (cf. Klugman et al., 1998) , denoted by IWeib(θ, τ ), where x ∈ R + ; and θ, τ > 0.
(a) Let a = 1, b = 0, c = 1, φ(x) = exp {λ(x − ν)} and the initial condition h F (0) = 0. By using (1.2) we have the following differential equation:
(2.2.7)
(b) Similarly, let a = 0, b = 1, c = −1, φ(x) = λ(x − ν) and the initial condition h F (0) = 0. By using (1.4) we obtain the following differential equation:
The solutions of (2.2.7) and (2.2.8) are equal and it has the form:
Therefore both (a) and (b) have the following cdf :
Here F is the cdf of negative exponential distribution, NExp(λ, ν), where x < ν; λ > 0 and ν ∈ R.
Proposition 2.2.3. Let X : Ω → (α, β) be a continuous random variable. The cdf of X is (1.6) if and only if its hazard function h F (x) satisfies the differential equation
with initial condition h F (α) = −caφ (α).
Proof. If X has cdf (1.6), then clearly (2.2.9) holds. Now, if (2.2.9) holds, then
Integrating both sides of (2.2.10) from α to x, and using the fact aφ(α)
Integrating both sides of the last equation from α to x and using the fact that aφ(α) + b = 1 we arrive at
Example 2.2.4. Let a = c = 1, b = 0, φ(x) = exp (−x α ) and the initial condition h F (0) = 0. By using (1.6) we have the following differential equation:
Here F is the cdf of Weibull distribution, where x ∈ R + ; and α > 0. 
Proof. If X has cdf (1.8), then clearly (2.2.11) holds. Now, if (2.2.11) holds, then
Integrating both sides of (2.2.12) from α to x, and using the fact a + be −cφ(α) = 1,
Integrating both sides of the last equation from α to x and using the fact that a + be −cφ(α) = 1 we arrive at
x 3 and the initial condition h F (0) = α. By using (1.8) we have the following differential equation:
Here F is the cdf of quadratic hazard rate distribution, QHRD(α, β, θ), where x ∈ R + ; and α, β > 0, θ ≥ −2 √ αβ.
Example 2.2.6.
(a) Let a = exp(1), b = 0, c = 1, φ(x) = exp {−(1 + λx) α } and the initial condition h F (0) = αλ. By using (1.6) we have the following differential equation:
(2.2.13) (b) Similarly, let a = 0, b = exp(1), c = 1, φ(x) = (1 + λx) α and the initial condition h F (0) = αλ. By using (1.8) we obtain the same differential equation as (2.2.13). Now, solving for h F (x), we have:
from which we obtain:
Here F is the cdf of extension of the exponential distribution (Nadarajah et al., 2011) , exp − NH(α, λ), where x ∈ R + ; and α, λ > 0.
Remark 2.2.1. The following holds:
(a) Let X : Ω → (α, β) be a continuous random variable. The cdf of X is (1.4) if and only if its hazard function h F (x) satisfies one of the following differential equations:
(b) Let X : Ω → (α, β) be a continuous random variable. The cdf of X is (1.6) if and only if its hazard function h F (x) satisfies one of the following differential equations:
(c) Let X : Ω → (α, β) be a continuous random variable. The cdf of X is (1.8) if and only if its hazard function h F (x) satisfies one of the following differential equations:
caφ (x) a + be −cφ(x) = bcφ (x)e −cφ(x) a + be −cφ(x) , α < x < β, with initial condition h F (α) = c(1 − a)φ (α).
