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Abstract We consider the symmetry group of a Z2Z4-linear code with pa-
rameters of a 1-perfect, extended 1-perfect, or Preparata-like code. We show
that, provided the code length is greater than 16, this group consists only
of symmetries that preserve the Z2Z4 structure. We find the orders of the
symmetry groups of the Z2Z4-linear (extended) 1-perfect codes.
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1 Introduction
Spaces considered in coding theory usually have both metrical and algebraic
structures. From the point of view of the parameters of an error-correcting
code, the metrical one is the most important, while the algebraic properties
give an advantage in constructing codes, in developing coding and decoding
algorithms, or in different applications. In some cases, there are some “rigid”
connections between metrical and algebraic structures. For example, if the q-
ary Hamming metric space with q = pm = 21, 31, 22 is considered as a vector
space over the field GF(p), then any isometry of the space is necessarily an
affine transformation. This is not the case for any prime power q ≥ 5. However,
the stabilizer of some codes in the group of space isometries consists of affine
transformations only. So, informally, from the point of view of such codes, the
algebraic structure is rigidly connected with the metrical one. For example,
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this was proved for the Hamming codes for an arbitrary q [12]. In the current
paper, we prove a similar result for the Z2Z4-linear perfect, extended perfect,
and Preparata-like codes with respect to a Z2Z4 algebraic structure, which is,
after the field structure, one of most important in coding theory. In contrast,
the situation with the Z2Z4-linear Hadamard codes is different [17]: the au-
tomorphism group of such a code is larger than the group of automorphisms
preserving the Z2Z4-linear structure.
In Sections 2–6, we give basic definitions and facts about the concepts
discussed in the paper. The main result of the paper and important corollaries
are formulated in Section 7. Section 8 contains a proof of the main result,
which states that a code from the considered classes can admit only one Z2Z4-
linear structure. As a direction for further research, it would be interesting to
generalize this result to a more wide class of Z2Z4-linear codes. The study of
automorphism groups is motivated by their role in decoding algorithms, see
e.g. [3].
2 Z2Z4-Linear Codes
A binary code C ⊂ {0, 1}n is called Z2Z4-linear if for some order-2 permuta-
tion (involution) pi of the set {0, 1, . . . , n− 1} of coordinates, C is closed with
respect to the operation ∗pi, where
x ∗pi y
def
= x+ y + (x+ pi(x)) · (y + pi(y)),
+ and · being the coordinatewise modulo-2 addition and multiplication respec-
tively (here and elsewhere, the action of a permutation σ : {0, 1, . . . , n− 1} →
{0, 1, . . . , n − 1} on x = (x0, x1, . . . , xn−1) ∈ {0, 1}
n is defined as σ(x)
def
=
(xσ−1(0), xσ−1(1), . . . , xσ−1(n−1)) ). Given an involution pi, we will say that co-
ordinates i and j are adjacent if pi(i) = j; if pi(i) = i, then i is self-adjacent.
Clearly, the value of the result z = x ∗pi y in some coordinate i depends only
on the values of x and y in the ith and pi(i)th coordinates. So, considering the
result of ∗pi in two different adjacent coordinates, we can determine the values
by Table 1(a), while the case pi(i) = i corresponds to Table 1(b).
Tables 1(a) and 1(b) are the value tables of groups isomorphic to Z4 and
Z2, respectively. Consequently, ({0, 1}
n, ∗pi) is isomorphic to the group Z
α
2 Z
β
4 ,
where α is the number of self-adjacent coordinates and β = (n−α)/2. In this
Table 1 Values of ∗pi for two different adjacent coordinates and for a self-adjacent coordi-
nate
(a)
00 01 11 10
00 00 01 11 10
01 01 11 10 00
11 11 10 00 01
10 10 00 01 11
(b)
0 1
0 0 1
1 1 0
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case we will say that pi is a Z2Z4 structure of type (α, β). The binary codes
closed with respect to ∗pi are known as Z2Z4-linear codes of type (α, β). The
Z2Z4-linear codes with α = n are called linear; with α = 0, Z4-linear.
3 Z2Z4-Additive Codes, Gray Map, Duality
In this section, we consider an alternative way to define Z2Z4-linear codes
and related concepts. In the literature, this way is more popular than the
definition given in Section 2; however, for presenting results of the current
paper the last one is more convenient. The content of the section is not used
in the formulation of the main result of the paper (Theorem 1) and its proof,
but the concepts defined here are exploited in the proof of Corollary 2 (to
derive the order of a Z2Z4-linear (extended) 1-perfect code from Theorem 1
and known facts) and in the formulation of Corollary 3.
A code C ⊆ {0, 1}α × {0, 1, 2, 3}β in the mixed Z2–Z4 alphabet is called
additive (Z2Z4-additive) if it is closed with respect to the coordinatewise addi-
tion, modulo 2 in the first α coordinates and modulo 4 in the last β coordinates.
The one to one correspondence Φ : {0, 1}α × {0, 1, 2, 3}β → {0, 1}α+2β known
as the Gray map is defined as follows:
Φ((x0, . . . , xα−1, y0, . . . , yβ−1)) = (x0, . . . , xα−1, φ(y0), . . . , φ(yβ−1)),
where φ(0) = (0, 0), φ(1) = (0, 1), φ(2) = (1, 1), φ(3) = (1, 0). The following
straightforward fact means that a Z2Z4-linear code can be defined as the image
of a Z2Z4-additive code under the Gray map and a coordinate permutation.
Proposition 1 A code C ⊆ {0, 1}α× {0, 1, 2, 3}β is additive if and only if its
image Φ(C) under the Gray map is closed under the operation ∗pi, where
pi = (α α+1)(α+2 α+3) . . . (α+2β−2 α+2β−1). (1)
The inner product [x, y] of two words x = (x0, . . . , xα−1, x
′
0, . . . , x
′
β−1) and
y = (y0, . . . , yα−1, y
′
0, . . . , y
′
β−1) from {0, 1}
α × {0, 1, 2, 3}β is defined as
[x, y]
def
= 2x0y0 + . . .+ 2xα−1yα−1 + x
′
0y
′
0 + . . .+ x
′
β−1y
′
β−1 mod 4. (2)
For a Z2Z4-additive code C ⊆ {0, 1}
α × {0, 1, 2, 3}β, its dual C⊥ is defined as
C⊥
def
= {x ∈ {0, 1}α × {0, 1, 2, 3}β | [x, y] = 0 for all y ∈ C}. (3)
Readily, C⊥ is also an additive code. Moreover, (C⊥)⊥ = C, see, e.g., [5].
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4 Symmetry Group
Let Sn be the set of permutations of {0, 1, . . . , n− 1}. The symmetry group of
a code C ⊂ {0, 1}n is defined as
Sym(C)
def
= {σ ∈ Sn | σ(x) ∈ C for all x ∈ C}.
Given a Z2Z4-structure pi, we will also consider the group of Z2Z4-symmetries
Sympi(C) as a subgroup of Sym(C) consisting of symmetries σ that commute
with the involution pi:
Sympi(C)
def
= {σ ∈ Sym(C) | σ(pi(i)) = pi(σ(i)) for all i ∈ {0, 1, . . . , n− 1}} .
In other words, Sympi(C) is the intersection of Sym(C) with the automor-
phism group of the group ({0, 1}n, ∗pi) (which is, by definition, the set of all
permutations σ of {0, 1}n such that σ(x) ∗pi σ(y) = σ(x ∗pi y) for every x, y).
The group Sympi(C) has a natural treatment in terms of the preimage of C
under the Gray map. Indeed, if C = Φ(C) for some C ⊆ {0, 1}α × {0, 1, 2, 3}β
and pi is of form (1), then
Sympi(C) = {ΦσΦ
−1 | σ ∈ MAut(C)}, (4)
where MAut(C), the monomial automorphism group of C, is the stabilizer of C
in the group of monomial transformations of {0, 1}α×{0, 1, 2, 3}β (recall that
a monomial transformation consists of a coordinate permutation followed by
sign changes in some quaternary coordinates).
To prove one of the corollaries from the main theorem, we will need the
following simple known fact.
Proposition 2 For every Z2Z4-additive code C, it holds MAut(C) = MAut(C
⊥).
Proof At first, we see from (2) that [σ−1(x), y] = [x, σ(y)] for every monomial
transformation σ. This identity can be utilised to derive σ(C⊥) = (σ(C))⊥
from (3):
σ(C⊥) = {σ(x) | [x, y] = 0 ∀y ∈ C} = {x′ | [σ−1(x′), y] = 0 ∀y ∈ C}
= {x′ | [x′, σ(y)] = 0 ∀y ∈ C} = {x′ | [x′, y′] = 0 ∀y′ ∈ σ(C)} = (σ(C))⊥.
If σ ∈ MAut(C), then σ(C) = C and hence σ(C⊥) = C⊥. We conclude that
MAut(C) ⊆ MAut(C⊥). From (C⊥)⊥ = C, we get the inverse inclusion.
It is worth to mention the full automorphism group Aut(C) of a binary
code C, which is the stabilizer of the code in the group of isometries of the
Hamming space. We only observe that for a Z2Z4-linear code C, this group
is the product of Sym(C) and the group of translations {trc | c ∈ C}, where
trc(x)
def
= c ∗pi x. As follows, |Aut(C)| = |C| · |Sym(C)|.
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5 Perfect and Extended Perfect Codes
A binary code C ⊂ {0, 1}n is called 1-perfect (extended 1-perfect) if its car-
dinality is 2n/(n + 1) (respectively, 2n−1/n) and the distance between every
two distinct codewords is at least 3 (respectively, 4), where the (Hamming)
distance is defined as the number of positions in which the words differ. Note
that the denominator (n + 1) (respectively, n) coincides with the cardinality
of a radius-1 ball (respectively, sphere) and must be a power of 2 for the exis-
tence of corresponding codes. So, a characterizing property of a 1-perfect code
is that every binary word is at distance at most 1 from exactly one codeword.
The codewords of an extended 1-perfect code have the same parity (i.e., the
parity of the weight, the number of ones in the word), and every word of the
other parity is at distance 1 from exactly one codeword.
There is a characterization of Z2Z4-linear 1-perfect and Z2Z4-linear ex-
tended 1-perfect binary codes, see [8] (Z2Z4-linear 1-perfect codes), [15,16]
(Z4-linear extended 1-perfect codes), and [6] (complete description). Recall
that the rank of a binary code is the dimension of its linear closure over Z2.
Proposition 3 ([8,15,6]) (a) For any r and t ≥ 4 such that t/2 ≤ r ≤ t,
there is exactly one Z2Z4-linear 1-perfect code (extended 1-perfect code) of
type (2r − 1, 2t−1 − 2r−1) (respectively, (2r, 2t−1 − 2r−1)), up to coordinate
permutation.
(b) For any t ≥ 4, there are exactly ⌊(t + 1)/2⌋ Z2Z4-linear extended 1-
perfect codes of type (0, 2t−1) (i.e., Z4-linear), up to coordinate permutation;
all these codes have different ranks 2t − r − 1, r = ⌊t/2⌋, . . . , t− 1, except for
the case t = 4, r = 3, where the corresponding code is linear.
(c) All codes from (a) and (b) are pairwise nonequivalent. There are no
other Z2Z4-linear 1-perfect codes or Z2Z4-linear extended 1-perfect codes.
6 Preparata-Like Codes
A binary code C ⊂ {0, 1}n is called Preparata-like if its cardinality is 2n/n2
and the distance between every two distinct codewords is at least 6. Such codes
exist if and only if n is a power of 4 [20]. The original Preparata code [20],
and the generalizations [11], [1], [10] are not Z4-linear if n > 16. A class of
Z4-linear Preparata-like codes was constructed in [13] for every n = 2
t+1 ≥ 16,
t odd; codes nonequivalent to that from [13] were found in [9]. As was shown
in [14, Theorem 5.11], there are many nonequivalent Z4-linear Preparata-like
codes of the same length (their number grows faster than any polynomial in
n; however, there are some restrictions on n = 2t+1: t is not a prime nor the
product of two primes). We will use the following two facts, which make our
results concerning Preparata-like codes simple corollaries from the results on
extended 1-perfect codes.
Proposition 4 ([21]) For every Preparata-like code P , there exists a unique
extended 1-perfect code C including P .
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Proposition 5 ([7]) Assume that a Preparata-like code P is closed with re-
spect to the operation ∗pi, where pi is a Z2Z4 structure. Then the extended
1-perfect code C including P is also closed with respect to ∗pi.
In [7], it was shown that any Z2Z4-linear Preparata-like code is necessarily
Z4-linear, i.e., the involution pi has no fixed points.
Remark 1 In the current work, we consider the distance-6 Preparata-like codes,
sometimes referred to as the extended Preparata-like codes. In one-to-one cor-
respondence with such codes are the distance-5 Preparata-like codes, some-
times called the punctured Preparata-like codes (in fact, the original Preparata
codes [20] were presented in terms of distance-5 codes). Reformulating Propo-
sition 4, every punctured Preparata-like code is included in a unique 1-perfect
code. Formally, we can include the punctured Preparata-like codes in the state-
ment of Theorem 1 below, but this does not make any sense as there are no
Z2Z4-linear codes among them, see [7].
7 Results
Generally, a binary code can admit more than one Z2Z4 structure. For ex-
ample, the 1-perfect code {0000000, 0001011, 0010110, 0101100, 1011000,
0110001, 1100010, 1000101, 1110100, 1101001, 1010011, 0100111, 1001110,
0011101, 0111010, 1111111} (this is the cyclic Hamming code of length 7,
see e.g. [18]) is closed with respect to ∗pi for 22 different involutions pi, includ-
ing Id, (01)(24), (02)(14), and (04)(12) (and all their cyclic shifts). From the
characterisation of Z2Z4-linear 1-perfect codes, we see that a 1-perfect code of
length at least 15 or an extended 1-perfect code of length more than 16 cannot
admit two Z2Z4 structures with different number of self-adjacent coordinates.
The next theorem, which is the main result of the paper, states more.
Theorem 1 Let C be a 1-perfect, extended 1-perfect, or Preparata-like code
of length n > 16 closed with respect to both operations ∗pi and ∗τ , where pi and
τ are Z2Z4 structures. Then pi = τ .
The theorem will be proven in the next section. Here, we consider some im-
portant corollaries.
Corollary 1 Let C be a 1-perfect, extended 1-perfect, or Preparata-like code
of length n > 16. If C is Z2Z4-linear, i.e, closed with respect to the operation
∗pi, for some Z2Z4 structure pi, then Sym(C) = Sympi(C).
Proof Seeking a contradiction, assume that σ is from Sym(C) but not from
Sympi(C). Then the involution τ
def
= σ−1piσ does not coincide with pi. However,
for any two codewords x and y,
x ∗τ y = x+ y + (x+ τ(x)) · (y + τ(y))
= σ−1
(
x′ + y′ +
(
x′ + pi(x′)
)
·
(
y′ + pi(y′)
))
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belongs to C (here x′ = σ(x) ∈ C and y′ = σ(y) ∈ C). We have a contradiction
with Theorem 1.
An exhaustive computer search shows that the statement of Corollary 1
holds also for the non-Z4-linear extended 1-perfect codes of lengths 16 (as
follows, it is also true for the Z2Z4-linear 1-perfect codes of length 15, see the
observation in the second paragraph of the next section). For the Z4-linear
extended 1-perfect codes of length 16, the situation is different. One of the two
non-equivalent codes admits also the linear structure, and it is not difficult to
find that the Z4-linear structure is not preserved by all symmetries. The other
code meets |Sym(C)| = 3|Sympi(C)|. The order of the symmetry group of the
unique Preparata-like code of length 16 is 16 · 15 · 14 · 12 [2], see also [4].
Corollary 2 (a) If C′ is a Z2Z4-linear 1-perfect code of type (2
r − 1, 2t−1 −
2r−1), t ≥ 4, t2 ≤ r ≤ t, then Sym(C
′) is isomorphic to the automorphism
group of the group Z γ˙2 × Z
δ
4 , γ˙
def
= 2r − t, δ
def
= t− r, and has the cardinality
2
1
2
γ˙2− 1
2
γ˙+2γ˙δ+ 3
2
δ2− 1
2
δ
γ˙∏
i=1
(2i − 1)
δ∏
i=1
(2i − 1).
(b) If C is a Z2Z4-linear extended 1-perfect code of type (2
r, 2t−1 − 2r−1),
t ≥ 4, t2 ≤ r ≤ t, then Sym(C) is isomorphic to a semidirect product of the
automorphism group of the group Z γ˙2 ×Z
δ
4 , γ˙
def
= 2r−t, δ
def
= t−r, with the group
Z γ˙+δ2 of translations by an element of order less that 4 and has the cardinality
2
1
2
γ˙2+ 1
2
γ˙+2γ˙δ+ 3
2
δ2+ 1
2
δ
γ˙∏
i=1
(2i − 1)
δ∏
i=1
(2i − 1).
(c) If C is a Z4-linear extended 1-perfect code of rank 2
t − r − 1, t > 4,
t−1
2 ≤ r ≤ t− 1, then Sym(C) has the cardinality
2
1
2
γ2+ 3
2
γ+2γδ˙+ 3
2
δ˙2+ 5
2
δ˙+1
γ∏
i=1
(2i − 1)
δ˙∏
i=1
(2i − 1),
where γ
def
= 2r − t+ 1, δ˙
def
= t− r − 1.
Proof (b,c) Without loss of generality, we can assume that the Z2Z4 structure
corresponding to the considered Z2Z4-linear code C has the form (1), where
α = 2r in the case (b) and α = 0 in the case (c).
By Corollary 1, Sym(C) = Sympi(C) (the case t = 4 is covered by the com-
putational results mentioned above). Without loss of generality assume that
pi is of form (1). Denote C
def
= Φ−1(C). According to (4), we have Sympi(C) ≃
MAut(C). By Proposition 2, MAut(C) = MAut(C⊥). For a Z2Z4-linear ex-
tended 1-perfect code C, the related code C⊥ is a so-called Z2Z4-additive
Hadamard code, see [19]. The structure of the monomial automorphism group
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of such codes was studied in [17], and statements (b) and (c) of the current
corollary follow from [17, Theorem 3] and [17, Theorem 2], respectively.
(a) Since by appending a parity-check bit, every code C′ from p.(a) results
in a code C from p.(b), where the new coordinate is self-adjacent, Sympi(C
′) co-
incides with the stabilizer of a self-adjacent coordinate in Sympi(C). As follows
directly from the structure of MAut(C⊥) considered in [17, Section IV] and
from the mentioned above connection between MAut(C⊥) and Sympi(C), the
last group contains a subgroup isomorphic to Zr2 that acts transitively on the
2r self-adjacent coordinates (in the statement (b) of the current corollary, this
subgroup is mentioned as the group of translations). By the orbit–stabilizer
theorem, we have |Sympi(C
′)| = |Sympi(C)|/2
r.
Another interesting corollary from Theorem 1 was suggested by one of the
reviewers. Recall that two Z2Z4-linear or Z2Z4-additive codes are equivalent if
one of the codes can be obtained from the other by a monomial transformation,
that is, by a coordinate permutation and, if necessary, sign changes in some
coordinates.
Corollary 3 Let C and D be Z2Z4-additive codes such that C = Φ(C) and
D = Φ(D) are 1-perfect, extended 1-perfect, or Preparata-like codes. If C and
D are nonequivalent, then C and D are nonequivalent too.
Proof Both C and D are closed with respect to ∗pi where pi is in the form
(1). Assume that C and D are equivalent; i.e., C = σ(D) for some coordinate
permutation σ. Then, C is also closed with respect to ∗σpiσ−1 . By Theorem 1,
we have pi = σpiσ−1. This means that σ preserves the pairs of adjacent coor-
dinates. It follows that Φ−1σΦ is a monomial transformation and the codes D
and C = Φ−1(C) = Φ−1(σ(D)) = Φ−1(σ(Φ(D))) are equivalent.
For the Z4-linear Preparata-like codes, this fact is new, as their class has not
been completely characterized, in contrast to the case of (extended) 1-perfect
codes. It should be remarked, however, that the proof of Theorem 10.3(ii,iv)
in [9] stating the same as Corollary 3 for a partial class of Z4-linear Prepara-
ta-like codes works for all Z4-linear Preparata-like codes as well, taking into
account the later result [7] that only the Z4-linear extended perfect code of
length 2t that has rank 2t − t can include a Z4-linear Preparata-like code.
8 Proof of Theorem 1
Proof We first note that by Propositions 4 and 5, the statement on the Pre-
parata-like codes is straightforward from the one on the extended 1-perfect
codes. Indeed, the only extended 1-perfect code including a given Z2Z4-linear
Preparata-like code P must be Z2Z4-linear with the same Z2Z4 structure as
P .
At second, appending a parity-check bit to every codeword of a Z2Z4-linear
1-perfect code C′ of type (α, β) results in an extended 1-perfect code C of type
(α+1, β). Moreover any symmetry of C′ is naturally extended to a symmetry
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of C, which fixes the last (appended) coordinate. So, to prove the theorem, it
is sufficient to consider the case of an extended 1-perfect code C.
Let C be a Z2Z4-linear code with two Z2Z4 structures, pi and τ . Seeking a
contradiction, assume that for some coordinate i, we have pi(i) 6= τ(i). Without
loss of generality, pi(i) 6= i. We will say that two coordinates j and j′ are
independent if j′ 6∈ {j, pi(j), τ(j)} (equivalently, j 6∈ {j′, pi(j′), τ(j′)}).
Suppose that C has two codewords v = (v0, . . . , vn−1) and u = (u0, . . . ,
un−1) such that every nonzero coordinate of v is independent from every
nonzero coordinate of u, with the only exception vi = upi(i) = 1. Then v ∗τ u
coincides with v + u (indeed, the situation in the middle bolded part of Ta-
ble 1(a) never occurs in this sum; in fact, only the first row and the first column
occur), while v ∗pi u differs from v+u in the coordinates i and pi(i). Since both
v ∗τ u and v ∗pi u must belong to C, we have a contradiction with the code
distance 4.
It remains to find such two codewords v, u. We restrict the search by the
weight-4 codewords. Let i, i2, i3, i4 and pi(i), j2, j3, j4 be the ones of v and the
ones of u, respectively. It is easy to choose i2, i3, i4 independent from pi(i) and
to choose j2 independent from i, i2, i3, and i4. For every choice of j3, the fourth
one j4 of u is defined uniquely. There are at least n− 3 · 4− 1 ways to choose
j3 independent from i, i2, i3, and i4. In at least n− 3 ·4− 1− 3 ·4 of them, the
resulting j4 is also independent from i, i2, i3, and i4. Since n−3 ·4−1−3 ·4 ≥
32− 25 > 0, the result follows.
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