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ABSTRACT 
Let (G, D) be a permutation representation f a finite group G acting on a finite set 
D. The cycle index of this representation is a polynomial P(G, D; Xl ,..., x,~) in several 
variables xl ,..., x~ with rational numbers as coefficients (see [1]). The restriction, 
made in [1], that the representation (G, D) is faithful, is unnecessary and we put no 
restriction on (G, D) whatsoever. 
We replace ach variable xi of the cycle index P(G, D; xl ..... x,~) by the polynomial 
Zjx~,  where j runs through the divisors of i. For instance, Xl -+ xl ; x~ --* xl + 2x2 ; 
xl~ ~ xx + 2x2 + 3x8 + 4x4 + 6xn + 12x12 ; etc. The resulting polynomial q(G, D; 
xx ,..., x,,) still has rational numbers as coefficients and has the additional property: 
THEOREM 1. I f  all the variables xl ..... x,~ of  the polynomial q(G, D; Xl ..... xm) are 
replaced by integers (= whole numbers), the value of  q is also an integer. 
The proof of Theorem 1 is based on [2]. We then investigate the polynomial q(G, D; 
xx ,..., x,,) further in the case that (G, D) is the regular epresentation, i.e., when D = G 
and G acts on G by left multiplication. We prove: 
THEOREM 2. I f  (G, D) is the regular representation, Theorem 1 is equivalent to the 
following theorem of  Frobenius: The number of  solutions in G of  the equation x ~ = 1 
is divisible by the greatest common divisor of  i and the order o f  G. 
Because of Theorem 2, we consider Theorem 1as the extension of the above Frobenius 
theorem to all permutation representations. The polynomial q(G, D; xl ,..., x,n) for 
arbitrary permutation representations has been further investigated in [4]. 
INTRODUCTION 
Al l  po lynomia ls  have rat ional  numbers  as coefficients and may conta in  
several variables. A po lynomia l  is cal led numer ica l  i f  it takes on integral  
values whenever  integers are subst i tuted for the variables. ( Integer always 
means  rat ional  integer.) The H i lber t  character ist ic  funct ion and related 
numer ica l  po lynomia ls  show that this type of  po lynomia l  is impor tant  
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for algebraic geometry and local algebra. We show in the present paper 
that group theory also harbors numerical polynomials galore. 
G stands for a finite group. A permutation representation (G, D) of G 
consists of a finite, non-empty set D on which G acts on the left. This 
means as usual: If p, a~G and deD,  (1) t~dcD;  (2) (pa)d = p(ad); 
(3) ld -- d where 1 is the unit element of G. We do not assume that (G, D) 
is faithful, i.e., there may be elements in G, other than 1, which leave all 
points of D fixed. In section 1, we associate a numerical polynomial 
q(G, D; xl ..... x,,) with (G, D), where m = [D I- (The absolute value 
sign around a set denotes the number of elements in that set.) Not all 
variables x~ ..... xm occur necessarily in q(G, D; xl  ..... x,.), and this 
polynomial is closely related to, but not equal to, the cycle index of 
combinatorial mathematics. Cycle indexes are in general not numerical. 
The proof that q(G, D; xl ,..., X,n) is numerical is based on de Bruijn's 
beautiful papers [1, 2]. Consequently, we consider the present paper as an 
application of combinatorial mathematics to group theory. 
The remainder of the paper consists of an investigation of the polynomial 
q(G; x~ ..... x,,) of the regular epresentation (G, G), where G acts on itself 
by left multiplication. We write q(G; xl ..... xm) instead of q(G,G; xl ..... x~) 
when dealing with the regular epresentation. We show that the theorem 
that q(G; Xx ,..., x,~) is numerical is equivalent to the following theorem 
of Frobenius (referred to as "The Frobenius Theorem"; see [3, Section 9.1 ]: 
I f  i is a positive divisor of  J G I, the number of  solutions of  x ~ = 1 in G is a 
multiple of  i. Consequently, we consider the fact that a numerical poly- 
nomial can be associated to every permutation representation as an 
extension of the Frobenius Theorem to all permutation representations. 
These polynomials will be further investigated in future papers (see [4]). 
1. THE NUMERICAL POLYNOMIAL OF (G, D) 
Let (G, D) and m = I DI be as in the introduction. Each element 
a E G gives rise to a permutation of D, and hence to a partitioning of D 
into "cycles." Suppose there are e~(e) cycles of length i; here, 
1 ~ i ~< m and 0 <~ ei(a) <~ m and ~ iei(a) -= m. 
The polynomial 
1 
P(G, D; xl ,..., xm) --  t G [ ~ -'1~:~1c~ ... x~m~o~, 
where ~ runs through G, is the so-called cycle index of(G, D) (see [1, p. 146]. 
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The restriction, made in [1], that all permutation representations are 
"permutation groups," i.e., are faithful, is obviously irrelevant and we 
will ignore it throughout. 
The cycle index is, in general, not numerical. For example, if[ G [ = 2 
and (G, G) is the regular epresentation, 
P(6;  x~, x~) - -  89 ~ + x~), 
which takes on the value 89 for Xl = 0 and x2 = 1. 
Consider now the substitution x~ ~ ~jx~,  where j runs through the 
divisors of i. For example, x~ ~ xl; x~ --+ x~ + 2x2; xa ~ xz + 3x3; 
x4 ~ xl + 2x2 + 4x4; x12 --+ xz + 2x2 + 3x3 + 4x4 + 6x6 -k 12x12; etc. 
We carry out this substitution in the cycle index of (G, D) and denote the 
resulting polynomial by q(G, D; xx .... , xm). For instance, if again [ G ] = 2 
and (G, G) is the regular epresentation, 
q(G; x~, xz) ~- 89 2 + x~ + 2xz) = 89 + 1) + x~, 
which is obviously numerical. In general: 
THEOREM 1.1. The polynomial q(G, D; xz ,..., x,,) is numerical. 
PROOF: The coefficients ofq(G, D; xz ..... xm) have the common denomi- 
nator ]G [, and hence we only have to show that q(G, D; Xx ..... xm) 
becomes an integer when we choose the values of x~ ..... xm from 
{0, 1 ..... [ G ] --  1}. We show, more generally, that q(G, D; Xx ..... x,,,) 
becomes an integer for all non-negative integral values of x~ ..... xm 9 
We write q(xz ,..., xm) for q(G, D; xl ..... x,~) in the remainder of this 
proof. It is trivial that q(0,..., 0) = 0, and hence we choose non-negative 
integers zl ..... zm, not all zero, and prove that q(z~ ..... zm) is an integer. 
Hereto, we select a new set R with za + 2z~ + ..- + mz~ > 0 elements, 
and choose a partitioning r of R with zi cycles of length i; i = 1,..., m. 
Finally, we select a permutation h of R whose cycle decomposition is zr. 
The group G acts on the set of functions R D from D to R by the definition: 
If  fe  R D and a E G, f~(d) = f(tr-Xd) for all d e D. We see that, if p, 
cr~ G, f~o~) = (f~)o and hence (G, R D) is a permutation representation 
according to the conventions of the introduction. The permutation A acts 
on R D as follows: (Af)(d) = A(f(d))  where fe  R D and d e D. We now 
consider the subset S C R D, consisting of those funct ionsfe RD for which 
Af = f~ for some a (depending on f )  of G. The set S is clearly closed 
under the action by G, and we have the permutation representation (G, S). 
The number of domains of transitivity u of (G, S) is q(zz ..... z,,). This 
formula for u is implicit in the last line of page 172 of [1], and has been 
proved explicitly in Example 2 of [2]. The argument goes as follows. 
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By Burnside's Lemma, 
1 U-ialZs, 
where ~ runs through G and where 5 is the number of functions left fixed 
by ~ in the representation (G, S). Furthermore, it is not difficult to see 
that 
5 =i=1 I tZsz , )  , 
where ci(g) has the same meaning as above and where the sum Zjz j  is 
taken over the divisorsj of i. Consequently, by the definition of q(xl ..... x,~), 
u=(z l  .... ,zm). 
Of course, since u is an integer, Theorem 1.1 is proved. 
It is obvious that, if we substitute for each variable in q(G, D; Xl .... , x,,) 
some numerical polynomial in the same or new variables, we obtain 
again a numerical polynomial. Of  particular interest is the substitution 
x2 --  --  xm = O. The resulting numerical polynomial q(G, D; x l ,  0 ..... O) 
in one variable x~ could clearly have been obtained from the cycle index 
P(G, D; x~ ,..., xm) by putting all the variables equal to x~. I f z  is a positive 
integer, q(G, D; x, 0 ..... O) is the number of domains of transitivity of 
(G, RD), where r R l= z. This follows immediately from de Bruijn's 
formula u == q(z, ..... z,n), mentioned above. 
2. THE FROBENIUS THEOREM 
I f  d is a divisor of ] G1 ("divisor" always means positive divisor, 
including 1 and r G p), we denote by ka the number of elements of G of order 
d. The following lemma was pointed out to the author  by Dr. D. K. 
Friesen. 
LEMMA 2.1. ka ~ O(q~(d)), where q~(d) is the Euler number of d. 
PROOF: Let ca be the number of cyclic subgroups of order d of G. Each 
such subgroup has (p(d) generators, and two different subgroups of this 
kind have no eenerator in common. Hence, ka = cp(d)ca. 
Letp  be a prime divisor of I G ] of  order n (i.e., J G [ factors out precisely 
p'~ where n ~ 1), and lets  be a divisor of l G ] wherep ~" s. 
PROPOSITION 2.1. The Frobenius Theorem is equivalent to the statement 
that k~ -k k~,~ -k k~s -k "'" -k k~,~ -~ 0(ph), for h = 1 ..... n and all p, s 
satisfying the above conditions. 
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PROOF: Suppose the congruences of Proposition 2.1 are satisfied. I f  ill G 1, 
the Frobenius theorem states that ~ka == 0(i) where d runs through the 
divisors of  i. Hence we have to show that, if p is a prime divisor of i of  
order h, then ]~kd ~ 0(ph). The set of divisors of i can be partit ioned 
into subsets {s, ps, p2s,..., phs}, one set for each divisor s of v, where vp ~ = i. 
It is, consequently, sufficient o know that 
k~ + k~s + k~s + "" + k~ ~ 0(ph), 
which is one of the congruences of Proposit ion 2.1. 
Suppose the Frobenius Theorem holds. I fp  and s are as in Proposit ion 2.1, 
we only have to show that k~ + k~s + ""+ k~,,s =--O(pn). Namely, 
by Lemma 2.1, k~s ~ 0(ff  '-1) for h = 2,..., n and hence the n congruences 
of Proposit ion 2.1 follow from the one for h = n. I f  s = 1, the Frobenius 
Theorem for the equation x ~" = 1 gives that 
k 1 + k~ + "" + k~, ---- O(p~). 
We may hence make the induction hypothesis that 
k~ + k~ + "'" + k~,~ ~ 0(p ~) 
for all divisors t @ s of s. The set of divisors of p"s can be partitioned 
into subsets {t, pt ..... p"t}, one set for each divisor t =7(= s of s, and the set 
{s, ps,...,pns}. The Frobenius Theorem for the equation x~""= 1 gives 
that 
ks + k~s -t- "" -k k~.o -t- ~ (k, § k~, -k "" + k~.,) ~- O(pn), 
where the sum is over all divisors t :/: s of  s. We conclude f rom the induc- 
tion hypothesis that k~ + k~s -k "'" -k k~,~ ~ O(p"). 
3. NUMERICAL POLYNOMIALS 
The material of this section is necessary for the last part of the proof  of 
Proposit ion 4.1, beginning with "Conversely, suppose the congruences of 
Proposition 2.1 are satisfied." 
LEMMA 3.1. Let p be a prflne number and z o ,..., z, integers, where 
n >/ landzo q- zl -k "'" -k zh ~-- O(ph)forh = 1,..., n. Then, thepolynomial 
1 
p-~ (Zo x~" + ZlX ~"-1 -k "'" + znx) 
is numerical. 
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PROOF: Case 1. Zo -~ 1, z z = - -1,  z 2 . . . . .  z~ = O. The condit ions 
of Lemma 3.1 are satisfied and we have to show that a ~" ~ a" - l (p  n) for 
all integers a. This is trivial when a =- 0(p). I f  a ~ 0(p), we use that the 
Euler number 9(p ~) ~ p~ --  p~- i  and hence a"  = a" -~"- la  ~"-~ ~ a"-~(pn). 
Case 2. z o ..... z~ satisfy the conditions o f  Lemma 3.1, but are otherwise 
arbitrary. We have to show that 
zoa ~" + zza ~"-~ + ".. + zna ~ O(p") 
for all integers a; i.e., using Case 1, that 
(zo + zO a ~"-~ + z2a ~"-' + "'" + z,,a =-- O(p"). 
The condit ions of Lemma 3.1 imply that zh ~ 0(p ~-~) for h = 2,..., n, 
and hence the integers z o + z l ,  z2 .... , z,  are all divisible by p. Conse- 
quently we have to show that 
1 (Zo + zO a ~"--~ + i z2a~,_~ + 1 9 . .  + z .a  - O(p" -O .  
Since this is trivial for n = 1, we assume that n >/ 2 and proceed by 
induction on n. The integers 
l ( zo  + z0, 1 1 
P -- Zg , . . .~pZ n 
satisfy the condit ions of  Lemma 3.1 for n - -  1, and hence the induction 
hypothesis hows that the last congruence is satisfied. 
Let W be a commutat ive ring with unit element. I f  ~, fl ~ T and z is an 
integer, c~ ------- fl(z) means of  course that ~ - -  fl = zy  for some y E ~.  
PROPOSITION 3.1. Let  e, f ,  n be posit ive integers. I f  ~, fl ~ 71 and 
o~ _~ fi(e'9, then ~(d~ - -  fi(d)(en+O. 
PROOF: Since W is commutat ive ,  
(X o - -  3 ~ = (Og - -  3 ) (~ e-1 Dr- o~e--2 3 -3 I_ .,. ~_ 3e--1). 
Since o~ ~ fl(en), there exist ~, 8 ~ T such that o~ - - /3  = eny and 
o~e--X + 0~e--2/3 + .., + /3e--1 = ea, - i  + e"& 
Consequently, 
o~' - -  f l '  = e"~,(ea "-z + e"3) = 0(e"+Z). 
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This proves the proposition for f = 1. Induction on f gives the proof for 
f> l .  
4. THE NUMERICAL POLYNOMIAL OF THE REGULAR REPRESENTATION 
If d is a positive integer we denote the polynomial ~.]x~, where j runs 
through the divisors of d, by Fd 9 For example 
F12 = X 1 "-]- 2X~ -'F 3Xa + 4X4 + 6X6 + 12X12 9 
In the regular representation (G, G) of G (see Introduction), an element 
~ G of order d gives rise to a partitioning of G into [ G [ cycles of 
length d. Consequently, the cycle index d 
1 lal 
P(a ;  x l  . . . .  , - I a I 
where d runs through the divisors of [ G [. It follows that the numerical 
polynomial of (G, G) is 
1 ~ ka(Fd)~. q(G; xl  ..... xm) = T -~ 
PROPOSITION 4.1. The theorem that q(G; xl  ..... x,~) is numerical is 
equivalent to the statement hat the congruences of  Proposition 2.1 are 
satisfied. 
PROOF: Suppose q(G; Xl ..... x,,) is numerical. I fp and s are as in Proposi- 
tion 2.1, it will again be sufficient o show that 
k8 + k~ + ... + k~.~ =-- 0(p-); 
see the proof of Proposition 2.1. We put J G ] = p~r. 
Case 1. s = r. The divisors of I G[ can be partitioned into subsets 
{t, pt ..... p"t}, one set for each divisor t :# r of r, and the set {r, pr,..., p~r}. 
Consequently, 
I G I q(G; x l  ..... xm) -= kr(Fr) ~n "+" k~r(F~r) ~1 -~- "'" -}- k~,,F~,~ 
laI IGI 
+ Z ]<(Fa T + kArtS +"" 
F 
lal 
where we sum over all divisors t ~ r of r. We observe that the variable xr 
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does not occur in F~t ,  where h = 0,..., n and t :/= r is a divisor of  r, and 
that xr occurs in Fr ,  F~ ...... , F~,e. Hence, if we put all variables xi equal 
to zero except x~, we obtain 
[ G J q(G; 0,..., xr ,..., O) = k,r(rxr) ~" + k~r(rXr) ~"-I -}- "'" + k~,~rxr. 
Since q(G; 0 ..... x~ ..... O) is a numerical polynomial in x~, 
k~(rz)~" + k~(rz )~ "-1 + ... + k~,~rz =-- O(p") 
for all integers z. Since p ~" r, we can choose z such that rz ~ l(p'O, and 
Case 1 is done. 
Case 2. s ~= r. In view of Case 1 and the fact that s I r, we make the 
induction hypothesis that kt + k~t + "'" + k~,t ~ O(p n) for all multiples 
t :/= s of  s which are divisors or r. We partition the divisors of  [ G I as 
follows: I. The sets {t, pt,...,pnt}, where t =/= s is a multiple of  s and t [ r .  
II. The sets {w, pw ..... pnw}, where w is not a multiple of  s and w[r .  
I I I. The set {s, ps,..., pns}. In obvious notation, 
Icl Icl r6l 
" k .  (E ~ ~"" [ + ". [ a I q(a; xa ,..., xm) ks(F,) + "'" + ~ .~, ~ .,, + ~ kt(Ft) t 
t 
L 
lat Ial 
lal 
+ k,,w(F,,,~) ] .  
We observe that the variable x~ does not occur in F~h,o for h = 0,..., n, 
and that x~ occurs in each F~ht and F~h~ for h = 0,..., n. Consequently, 
if we put all variables x~ equal to zero except x , ,  we obtain 
[c,I IGI 
I G I q(G; O ..... x . . . . .  , O) = k~(sx3  ~ + "" + k~%(sx3  ~"~ 
I cI I cl 
+ + + 1 
Since p -r s, we can find an integer z such that sz ~ l(p"). We substitute 
this integer for x~ and, using that q(G; 0 ..... x~ ..... O) is a numerical 
polynomial in x~, conclude that 
k~ + k~ + ... + k~% + 2 [k~ + k~t + ... + k,,t] =~ O(p'O. 
t 
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Each sum kt 47 k~t + "'" 47 k~,, =~ O(p '~) by induction hypothesis, which 
finishes Case 2. 
Conversely, suppose the congruences o f  Proposition 2.1 are satisfied. 
In order to show that q(G; xl  ,..., xm) is numerical, it is sufficient o show 
that 
1 lal E k~(FdU 
is numerical, where the summation is over all divisors of d of [ G ]; as 
before, ]G]= p"r and p ~'r. We partition the divisors of [G] into 
subsets {s, ps, . . . ,p's},  one set for each divisor s of r. It will hence be 
sufficient o show that 
[GI 1~1_ 
1[ S -1 p. ks(F~ + + k~.XF~.) ~"8
is numerical for each divisor s of r. We put r = st, and the last polynomial 
becomes 
is = ~-~ [ks(F~")~ + ~ (F~"-~v 9 ~,,,--~,, , 47 ... 47 k~,,(F~,,)tl . 
We now apply Proposition 3.1 to the integral polynomial ring 
W = Z[x l  ..... xm], where Z is the ring of integers. The polynomials 
F , ,  F~, ,..., F~., e 7 t and F~h, ----- F~,,,(p ~+1) for h = 0 ..... n -- 1. Hence, 
by Proposition 3.1, 
(F~,~) ~"-~ =- (F~,~)~"-~(p"+~), for 
h = 0 ..... n -- 1. We may hence replace F~, by F~,, in f ,  and have to 
show that 
p,~ ~,. ~ ,  + k~(F~)  ~ + ... + k~-XF~-3q 
is numerical. (This uses only that (F~h~) "-h ~ (F~,~)~'-h(p~).) According 
to Lemma 3.1, the congruences of Proposition 2.1 imply that 
p~ [k,~x ~" 47 k~x 47 "" 47 k~,%x] 
is numerical. I f  we replace x by (F~,,) ~, we obtain the required result. 
Propositions 2.1 and 4.1, together, give the result announced in the 
Introduction; 
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THEOREM 4.1. The fact that the polynomial q(G; xx ,..., x,,,) of  the 
regular representation is numerical is equivalent to the Frobenius Theorem. 
The author is indebted to Professor J. T. Buckley for point ing out 
the connection between the polynomial  q(G; xl ..... xm) and the Frobenius 
theorem. 
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