We consider strictly log-concave measures, whose bounds degenerate at infinity. We prove that the optimal transport map from the Gaussian onto such a measure is locally Lipschitz, and that the eigenvalues of its Jacobian have controlled growth at infinity.
Introduction and main results
The goal of this work is to establish quantitative regularity bounds on optimal transport maps. The Brenier theorem [1] asserts that given two probability measures on R d with density, there exists a convex function ϕ such that T = ∇ϕ is a transport map sending one measure onto the other. Moreover, it is the optimal map in the Monge-Kantorovitch optimal transport problem with quadratic cost. The qualitative regularity theory has been studied in many works, see [11] and references therein, as well as [6] for the non-compact setting, which is of particular relevance for the present work.
The Caffarelli contraction theorem [2] states that the Brenier optimal transport map sending the standard Gaussian measure γ on R d onto a uniformly logconcave measure, that is a measure of the form e −V dx with Hess V ≥ α Id, is α −1/2 -lipschitz. This result has many applications in probability and analysis, implying for example various functional and isoperimetric inequalities [7, 8] , correlation inequalities [5] , and bounds on eigenvalues of certain diffusion operators [22] . Alternative proofs have been found [15, 10] , as well as several extensions [4, 17] .
In this work, we are interested in the situation where the target distribution is only log-concave, that is we only assume Hess V ≥ 0. In that case, the Brenier map may not be lipschitz anymore. In dimension one, where the map can be explicitly computed via the cumulative distribution functions, it turns out that the derivative of the map has sublinear growth, in a universal way. More precisely, if the target distribution µ is log-concave and centered, then the Brenier map T sending γ onto µ satisfies
where the constant c only depends on the second moment of µ. This estimate is in general sharp, since that is the precise growth rate of the map onto the symmetrized exponential distribution. We refer to [8] for a proof. In this work, we are interested in the situation for higher-dimensional target distributions. Since the class of log-concave measures is invariant by dilations, we need to fix a scaling parameter, so we shall consider isotropic measures, that is probability distributions whose covariance matrix is equal to the identity matrix. In a different direction, a result of Klartag and Kolesnikov [14] states that eigenvalues of the gradient of the optimal transport map between two log-concave measures concentrate around their average, at a logarithmic scale. That is, if
are the ordered eigenvalues of ∇T (x), then Var(log λ i ) ≤ 4. This provides a dimension-free bound on the fluctuations of the eigenvalues, but does not provide an estimate of their typical size, or pointwise bounds like that of the Caffarelli contraction theorem.
If we tensorize the one-dimensional result of [8] , we can see that for d-dimensional isotropic log-concave product measures, ||∇T || op ≤ c(1 + ||x|| ∞ ). This would be a satisfactory bound, since the right-hand side is almost dimension-free on average (its expectation scales like √ log d). However, since the class of isotropic logconcave measures is invariant by rotations, while this estimate is not, we cannot expect it to hold in a pointwise sense for all log-concave isotropic target distributions. So instead, one could look for an estimate in ℓ 2 norm, of the form
where |x| denotes the standard Euclidean 2-norm. The choice of an additive factor √ d comes from the fact that when the measure is isotropic, a typical point has its ℓ 2 norm of order √ d. Note that compared with the result for product measures, this would behave in a far worse way for typical points. But even though we would prefer a stronger estimate, we do not know how to prove even this one, and only present partial results in that direction anyway.
Informally, if the derivative grows linearly at infinity, then we would expect the function to grow quadratically. So if (1) were actually true, we would expect the transport map itself to satisfy a subquadratic estimate. This is the content of the following theorem: Theorem 1.1. Let µ be a centered, isotropic, log-concave probability measure on R d . Then there exists a universal numerical constant C such that the Brenier map sending the standard Gaussian distribution onto µ satisfies
for every x ∈ R d .
If instead we assume that µ is centered and satisfies a Gaussian concentration property with constant β, then
The first part of this theorem actually holds for much more general probability measures, that satisfy a certain tail estimate we shall describe in the next section. About the second part, see Definition 2.2 for a definition of Gaussian concentration, which is a property weaker than uniform log-concavity, and does not require log-concavity, but which does not hold for all log-concave distributions.
The typical order of magnitude of the first bound is quite off, since on average the left hand side scales like d 1/2 , while the right hand side scales like d. The second estimate has the correct scaling for typical points and high-dimensional measures.
We shall use this bound to then prove a priori regularity estimates on derivatives of T . The first strategy will be to revisit Kolesnikov's proof of Sobolev estimates in the uniformly log-concave case. The main difference will be that we can allow for non-uniform lower bounds on the Hessian of the potential. In this direction, we obtain the following bound: Theorem 1.2. Let T = ∇ϕ be the Brenier map sending the standard Gaussian measure onto µ = e −V dx. Assume that µ is centered, isotropic, and that for all
with c 1 , c 2 > 0. Then there exists a universal constant C > 0 such that
We remark that a growth of L p norms slower than O(p) also implies that the function has some finite exponential moment. So we would have a pointwise bound of the form ∂ 2 ee ϕ(x) ≤ Cr d + |x| 2 on the complement of a set of mass smaller than e −C ′ r for every r ≥ 1.
In this result, as the dimension grows large, the influence of the upper bound c 1 vanishes. This matches well with the intuition that only lower bounds on Hess V matter to get regularity estimates on ∇T , and it may well be that the assumption of an upper bound is a technical artifact of our method of proof. Remark 1.1. Since |x| typically behaves like d 1/2 , it would be more natural to assume a lower bound of the form Hess V (x) ≥ β(d 1/2 + |x|) −1 Id. However, our assumption is weaker, and assuming this stronger estimate would not improve the end result in our proof.
Finally, in another direction we use the bound of Theorem 1.1 and an argument in the spirit of Caffarelli contraction theorem [2] to obtain a bound on the growth of the eigenvalues in L ∞ , but this time the growth in |x| is not optimal. Theorem 1.3. Let T = ∇ϕ be the Brenier map sending the standard Gaussian measure onto the probability measure µ = e −V dx. Assume that µ is centered, isotropic, and that for all
Then there exists a universal constant C > 0 such that
If moreover we assume that
Concentration and displacement
In this section, we shall give the proof of Theorem 1.1 in the log-concave case. The case of measures satisfying a Gaussian concentration inequality is similar, so we omit it.
To prove the bound of Theorem 1.1, we shall rely on the following concentration estimate, due to Lee and Vempala [19] .
Theorem 2.1 (Concentration estimate for log-concave distributions, [19] ). Let µ be a log-concave and isotropic probability measure on R d . Then for any 1-lipschitz function f and r > 0 we have
where c is a numerical constant that does not depend on µ nor d.
This result is an improvement of an earlier theorem of Paouris [23] and Guédon-Milman [12] . A longstanding open problem, the Kannan-Lovasz-Simonovits conjecture [13, 20, 3] predicts that a better bound of the form exp(−cr) holds, with c universal.
Since T is the gradient of a convex function, we know that for any y ∈ B, we have 
We used the fact that µ is centered and isotropic to estimate
Applying Theorem 2.1 to the 1-lipschitz function 2f /3, we get
Since we assumed a priori that |T (x)| ≥ 6 √ d, we get
On the other hand,
Moreover γ(B(0, 2 √ d)) ≥ 3/4, using Markov's inequality and the fact that |x| 2 dγ = d. Hence
Combining (6), (7) and the bound γ(B) ≤ µ(T (B)), we get
In this proof, the log-concavity is only used to derive a concentration bound. Hence we can also get similar estimates under other concentration inequalities, even without log-concavity. The two most classical families of concentration inequalities are the following: (1) µ is said to satisfy an exponential concentration inequality with constant α if for any 1-lipschitz function f and any r ≥ 0 we have
(2) µ is said to satisfy a Gaussian concentration inequality with constant β if for any 1-lipschitz function f and any r ≥ 0 we have
Under these concentration inequalities, we can obtain the following estimates on transport maps: Log-concave distributions satisfy an exponential concentration property, but it is an open problem to get a dimension-free estimate [13, 20] . The best general lower bound currently known is cd −1/4 [9, 18] , which for our purpose here would be worse than what we obtain using Theorem 2.1.
We note that one possible approach to establishing concentration inequalities for log-concave measures is via integrated regularity estimates for transport maps, as proved in [21] . The approach here is the opposite: we take as given concentration estimates, and seek to deduce new estimates on the Brenier map.
L p estimates on ∇T
We shall now give a proof of Theorem 1.2, which shall follow the strategy of [16, Section 6] .
To go from estimates on T = ∇ϕ to estimates on ∇T , we shall use the Monge-Ampère PDE satisfied by ϕ:
Proof of Theorem 1.2. Assume c 1 Id ≥ Hess V (x) ≥ c 2 (d + |x|) −1 Id. Note that the upper bound implies that ||(Hess ϕ) −1 || op ≤ √ c 1 by the Caffarelli contraction theorem applied to the inverse map (in the general form proved in [17] ).
To simplify notation, we define α such that |T (x)| ≤ α −1 (d + |x| 2 ) and assume α ≤ 1.
We introduce the notation ∂ ε ee ϕ = ϕ(x + εe) + ϕ(x − εe) − 2ϕ(x) for e ∈ S n−1 and ε > 0, which is a discretized second-order derivative of ϕ.
From the Monge-Ampère equation, we have
From the lower bound on the Hessian of V , we then have
In this bound, we used the fact that for any y of norm less than |x| + ε, we have Hess V (T (y)) ≥ αc 2 4 (d + |x| 2 + ε 2 ) −1 Id, due to the lower bound on Hess V and the fact that |T (y)| ≤ 2α −1 (d + |x| 2 + ε 2 ). We then multiply this by (∂ ε ee ϕ) p /(d + |x| 2 ) p/2 with p ≥ 0. Then we get, after a change of variable, integrating by parts and using Lemma 6.3 from [16] ,
Arguing as in [16, Section 6] , when we substitute the above inequality into (9) and using the fact that Tr(∇T (
is nonnegative we deduce that
We take the symmetric inequality with −εe instead of εe, and we sum them to get
We then divide by ε 2p+2 and pass to the limit ε −→ 0 to obtain
For the last term, we have
where we used the upper bound on (Hess ϕ) −1 . Therefore
.
From this bound we can deduce
We conclude this Section by stating the analogous result obtained under a stronger Gaussian concentration property: Theorem 3.1. Let µ be a centered probability measure satisfying the Gaussian concentration property with constant β. Assume moreover that
Then
The proof is exactly the same, we just have to use the stronger bound on T of Theorem 1.1 when Gaussian concentration holds.
L ∞ estimates on ∇T
We now move on to the proof of Theorem 1.3, which shall revisit the method used by Caffarelli for the original proof of the contraction theorem.
Proof. Convolving the target measure with a smooth, compactly supported convolution kernel ρ δ , we can also assume that the target density is C ∞ , up to worsening the constant c 2 of a multiplicative factor which is arbitrarily small as δ → 0. Adding moreover δ|x| 2 − C(V, δ) to this convoluted potential (here C(V, δ) is chosen in such a way that the modified potential gives still a probability measure), we can apply Caffarelli's contraction principle to deduce a Lipschitz bound (which degenerates with δ) on the optimal map from the Gaussian. The stability of optimal transport maps guarantees that we can reduce to prove our statement in this regularized setting. This modification of V also changes the covariance matrix, and therefore the constant prefactor when applying Theorem 1.1, but the effect shall disappear in the limit δ −→ 0.
Hence, we reduced our statement as follows: we have the additional assumption of the smoothness of V δ as well as the modified bounds (in place of (2))
where c 1,δ = c 1 + δ. We aim at proving that there exists a universal constant C > 0 (independent of δ) such that
and that, if we assume that c 1,δ + 2δ|x| ≥ |DV δ (x)|, then
for every e ∈ R d , |e| = 1.
With a slight abuse of notation, we will not explicitly denote the dependence of V δ and ϕ on δ, but on the other hand δ can be considered as fixed for the reminder of the proof.
For any function f : R d → R we consider the (second derivative type) incremental quotient
to be fixed at the end of the proof and let (x 0 , α) be a maximum point of
Since by Caffarelli's theorem [2] the map ϕ has second derivatives bounded by δ −1/2 , the previous maximum point is reached at some point x 0 . Without loss of generality, we may assume that
, since otherwise there would be noting to prove. In this situation, we observe that at the maximum point x 0 , |x 0 | cannot be too large. More precisely, we have (13) |x 0 | q ≤ δ −1/2 .
Indeed, when |x| q ≥ δ −1/2 we have that ∂ ε ee ϕ(x)(d s + |x| 2 ) −q 2 ≤ ǫ −2 , hence such a point x cannot be a maximum.
To shorten notation, in the sequel ∇ 2 f stands for the Hessian of the function f .
At the maximum we have that
Using (14) on the second and fourth term in the right-hand side, we can rewrite this bound as
We then take the logarithm of the Monge-Ampère equation
Since the map A → log det A =: F (A) is concave, and it holds lim t→0 (det(A + tB) − det A)/t = tr(A −1 B), we have
From the previous inequality and (15) we deduce that
Using (16), the previous inequality can be rewritten as (17)
Since the computations are essentially the same in both cases, we assume that we are in the first situation. We observe that since ϕ is convex
We rewrite the left-hand side of (17) as
For the first three terms, we have
For the last two terms we employ (14) to obtain
Since the map (∇ϕ) −1 is the optimal transport between e −V δ and the Gaussian, thanks to Caffarelli's contraction theorem we deduce that each eigenvalue of the matrix ∇(∇ϕ) −1 = (∇ 2 ϕ) −1 is bounded from above by c −1/2 1,δ . Hence, recalling that q > 1, the second term in the right-hand side of (17) is estimated from above by As regards (20) , under the assumption that c 1,δ + 2δ|x| ≥ |∇V δ (x)| and thanks to (13) We observe thatc 1,δ → c 1 as δ → 0. Hence we estimate sup{|∇V δ (z)| : |z| ≤ 6C(|x 0 | 2 + d)}q ∂ ε αα ϕ(x 0 )|x 0 | (d s + |x 0 | 2 ) ≤c 1,δ q|x 0 | ∂ ε αα ϕ(x 0 ) (d s + |x 0 | 2 ) ≤ c 2 |∂ ε αα ϕ| 2 48Cε 2 (d + |x 0 | 2 ) + 12Cε 2 c 2 1,δ q 2 |x 0 | 2 (d + |x| 2 ) c 2 (d s + |x 0 | 2 ) 2 (21) 
