In the current study, the effect of applied load, sliding speed, and type and weight percentages of reinforcements on the wear properties of ultrahigh molecular weight polyethylene (UHMWPE) was theoretically studied. The extensive experimental results were taken from literature and modeled with artificial neural network (ANN). The feed forward (FF) back-propagation (BP) neural network (NN) was used to predict the dry sliding wear behavior of UHMWPE composites. Eleven input vectors were used in the construction of the proposed NN. The carbon nanotube (CNT), carbon fiber (CF), graphene oxide (GO), and wollastonite additives are the main input parameters and the volume loss is the output parameter for the developed NN. It was observed that the sliding speed and applied load have a stronger effect on the volume loss of UHMWPE composites in comparison to other input parameters. The proper condition for achieving the desired wear behaviors of UHMWPE by tailoring the weight percentage and reinforcement particle size and composition was presented. The proposed NN model and the derived explicit form of mathematical formulation show good agreement with test results and can be used to predict the volume loss of UHMWPE composites.
Introduction
Polymers have high elasticity, good process ability, and reasonable strength, so they can be called multifunctional materials. Polymer-based composites are widely used in various applications and many fields, including microelectronics, biomedical engineering, electrical devices, and filtration [1] [2] [3] [4] [5] . Polymer-based nanocomposites formed by adding a small amount of micro-and nanoparticles to the matrix have created great interest in engineering and science. Composites with nanoparticles display superior thermal, electrical, and mechanical properties [6] [7] [8] . The properties of the materials have been improved by adding fillers such as graphite nanosheets, CNTs, and boron nitride (BN) to polymer matrices [9] [10] [11] .
UHMWPE is widely used as the matrix material in the production of polymer matrix nanocomposites. UHMWPE has so many excellent properties such as being light in weight, corrosion resistant, biocompatible, and self-lubricant. Due to 2 International Journal of Polymer Science the addition of optimum amount of nano-and microfibers and ceramic particles into UHMWPE would significantly affect the wear rate under sliding wear conditions.
Recently, the material properties with their own characteristics, applications, advantages, and limitations are important factors for designers and materials engineers. Due to UHMWPE's complex behaviors, finding an appropriate model for determining the wear properties of UHMWPE can be challenging. The effect of type and weight percentage of fibers and particles in composition and one of the operation parameters such as applied load and sliding speed on wear behavior of UHMWPE was investigated separately. In selecting additive materials, type and percentage for an application are important. The experimental determination of additives for desired wear behavior of UHMWPE composites is cost-and time-consuming. ANN modeling has been used to minimize the experimental study and predict the wear characteristics to establish a correlation between the wear properties and operation parameters of UHMWPE composites. Therefore, the main aim is to determine and understand the effect of type, size, and weight percentage of different reinforcement and variables in operation condition on dry sliding wear properties of UHMWPE composites.
Neural Network
The ANNs are a methodology in different applications of materials including prediction of tribological and mechanical properties and were used by many researchers [19] [20] [21] [22] [23] [24] . Venkata Rao et al. [25] used ANN to predict surface roughness, tool wear, and amplitude of work piece vibration. They reported that the neural network can help in the selection of proper cutting parameters to reduce tool vibration and tool wear and reduce surface roughness. Gyurova and Friedrich [26] for the prediction of sliding friction and wear properties of polymer composites used ANN and stated that the prediction profiles for the characteristic tribological properties of the ANN exhibited very good agreement with the measured results. Li et al. [27] modeled the sliding wear resistance of the Ni-TiN coatings by using ANN. They explained that the proposed ANN model shows an error of approximately 4.2% and can effectively predict sliding wear resistance of Ni-TiN nanocomposite coatings.
An ANN can be defined as a massively parallel distributed processor storing experiential knowledge and making it available for use [28] . NN is a computational framework that is inspired by biological neural systems. Figure 1 shows the input layer, hidden layer, and the output layer in NN system [29] . It consists of a number of interconnected simple processing units called artificial neurons. The basic structure of an artificial neuron was shown in Figure 2 . In ANN modeling, the networks include artificial neurons that consist of three main components, namely, weights, bias, and transfer function.
Each neuron receives inputs, attached with a weight , which shows the connection strength for that input for each connection. Each input is multiplied by the corresponding weight of the neuron connection. Next, a bias ( ) value is added to the summation of inputs and corresponding weights ( ) according to the following equation:
The summation is converted as output with an activation (transfer) function, ( ), yielding a value called the unit's "activation, " as in the following formula:
Results and Discussion
NNs are commonly classified according to training algorithms (supervised and unsupervised) and network topology (feedback and feed forward) [30] . BP learning algorithm (Levenberg-Marquardt (Trainlm)) is the most popular and effective supervised learning method used in this study [31, 32] . Sigmoid function, which joins curvilinear, linear, and constant behavior depending on the values of the input, is commonly used as transfer function in NNs [33, 34] . The weight loss of the composites was converted to volume loss, , by dividing it with the specific composite density by the following formula [35] :
where 1,2 is the weight loss before and after wear test, respectively, and is the density of the composites. In an ANN model, each of the input and output variables was scaled
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where is the normalized value of the parameter and max and min are the maximum and minimum values of this parameter, respectively. Output values resulted from ANN also in the range [0,1] and transformed to its equivalent values based on reverse method of normalization technique [36] . The unnormalized method is as
An extensive literature survey has been performed for collecting the experimental data. Two main processing phases of NN include training and testing. The training process is the adjustment of weights and biases in order to obtain the output through applying a proper method. Hence, the experimental results were divided in two sets, training and testing sets. The training and testing data were randomly selected among experimental results as shown in the Appendix. The input (independent) variables are UHMWPE (wt.%), ZnO (wt.%), zeolite (wt.%), CNT (wt.%), CF (wt.%), GO (wt.%), wollastonite (wt.%), size of ZnO ( m) and zeolite ( m), load (N), and sliding speed (m/s), respectively. The output or dependent variable is volume loss (mm 3 ).
The network architecture and parameters affect the performance of NN. One of the most important duties in NN works is the determination of the numbers of layers and neurons in the hidden layers. In other words, the ANN parameters, such as the number of neurons in the input, network architecture, hidden layer, output layer, learning algorithm, and transfer function, are to be selected for developing an ANN model. There is no well-defined procedure to find the optimal parameter settings and network architecture. The trial and error approach with various numbers of neurons in one hidden layer was used to determine the number of neurons. It was observed that the optimal NN architecture with logistic sigmoid transfer function was 11-12-1 NN architecture. Figure 3 shows the optimal architecture of NN. In the present study, the NN model consists of three layers, which comprises an input layer, a hidden layer, and an output layer.
The performance of NN was evaluated by the correlation coefficient ( ) as in the following expression:
Mean absolute error (MAE) and mean square error (MSE) were used as error evaluation criteria in order to 
where is the total number of the datasets and and̂are the experimental value and predicted output value from the neural network model for a given input, respectively. The statistical data for the training and testing sets were shown in Table 1 . The correlation of NN model with the experimental data for these sets was also shown in Figures 4 and 5.
The correlation of coefficients in training and testing sets is 0.9400 and 0.9176 which means that the performance of network model is acceptable. MAE and MSE values of volume loss are 3.63 and 0.389 for training set and 4.07 and 0.412 for testing set. If the MSE reaches zero, the performance of model is regarded as being excellent [37] The wear rate of the composites is strongly influenced by many factors, such as the shape and content of reinforcement, operating conditions, the morphologies of surfaces, physical morphology between the matrix material and reinforcement, the bond strength at the matrix/reinforcement interface, and homogeneous distribution of reinforcement [38, 39] . It is difficult to find the effect of each factor on the wear volume loss of the composites and it needs extensive studies. In the current work, the operating parameters and weight percentages and sizes of reinforcement were quantified. Nevertheless, and 2 values of training set indicate that the learning ability of NN is well enough (Table 1 and Figure 4) . The effects of the other parameters can be investigated in order to increase the prediction rate of the proposed NN model. It was concluded that the proposed NN model can predict the volume loss of UHMWPE composites containing different particles with size and weight percentages with high accuracy and reliability.
The sensitivity of wear volume loss of UHMWPE composites of each input variable from the minimum to the maximum was given in Figure 6 . The sliding speed is an example of factors that can contribute to wear. Our theoretical results demonstrated that the sliding speed has the greatest effect on volume loss of UHMWPE among all input parameters. The different sliding speeds can result in different wear properties. The higher the loading speed is, the more the time UHMWPE will spend in the elastic deformation stage. It is clear that any change in sliding speed, load, UHMWPE (wt.%), ZnO (wt.%), and zeolite (wt.%) will be affected by the volume loss of UHMWPE in comparison to all the other input parameters.
Formulation of NN Model
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It is clear that 2 values of formulation and NN model and formulation and experimental results are 0.9778 and 0.8097, respectively. This means that the proposed NN model (formulation) can predict the volume loss of the composites with 80.97% accuracy.
Conclusion
This study proposes an approach of artificial neural network modeling for the wear volume loss in the prediction of UHMWPE composites with different fibers and particles and in various operating parameters. The proposed NN model shows good agreement with the experimental results. Therefore, the explicit mathematical function was derived from ANN models. In the accuracy of the well-trained ANN model, all 2 values for training, testing, and formulation are bigger than 0.80 and the predicted model is of a high reliability rate. The mean absolute error for predicted values does not exceed 4.1%. The sensitivity analysis of the developed NN model demonstrated that sliding speed and applied load are the significant variables in affecting the volume loss. Hence, it was concluded that ANN is a successful and advantageous analytical tool for determining the properties of UHMWPE composites with considerable saving in cost and time.
