This paper aims at the segmentation of seafaring vessels in optical satellite images, which allows an accurate length estimation. In maritime situation awareness, vessel length is an important parameter to classify a vessel. The proposed segmentation system consists of robust foreground-background separation, wake detection and ship-wake separation, simultaneous position and profile clustering and a special module for small vessel segmentation. We compared our system with a baseline implementation on 53 vessels that were observed with GeoEye-1. The results show that the relative L1 error in the length estimation is reduced from 3.9 to 0.5, which is an improvement of 87%. We learned that the wake removal is an important element for the accurate segmentation and length estimation of ships.
INTRODUCTION
Maritime situation awareness is of vital importance in monitoring and control of for instance irregular migration, smuggling, piracy, traffic safety, and fisheries. Monitoring systems that an operator generally has command over are divided in cooperative (e.g. transponder systems such as AIS, VMS and LRIT) and non-cooperative systems (e.g. satellite and airborne observation systems). Cooperative systems are not required for small and non-fishing vessels, can be spoofed, erroneous, or just switched off. In that case an operator falls back on non-cooperative systems, and the vessel length is an important parameter for an operator to classify a vessel. Vessel length is also an important parameter in automatic recognition systems.
Maritime situation awareness is also the area of interest of DOLPHIN, an EU Copernicus research and development project that aims at improving space-based maritime surveillance techniques. Over its 30-month duration, the DOLPHIN project developed new methods and algorithms for processing satellite radar and optical images in order to improve the detection and monitoring of seafaring vessels. This paper focusses on the segmentation of seafaring vessels in high-resolution optical satellite images, which allows more accurate length estimation. The algorithm consists of robust foreground-background separation, wake detection and ship-wake separation, simultaneous position and profile clustering and a special module for small vessel segmentation. The satellite images are acquired in two modes: multi-spectral (blue, green, red, near-infrared) and panchromatic, in which all the channels are summed to obtain an acceptable signal-to-noise ratio at a higher spatial resolution. We compared our algorithm with a baseline implementation on 53 vessels that were observed with the GeoEye-1 satellite. The results show that the relative L1 error in the length estimates is reduced by 87%. We learned that the wake removal is an important element in the accurate segmentation and length estimation of ships.
The outline of the paper is as follows. The segmentation method is presented in Section 2. The experiments and results are shown in Section 3. Finally, the conclusions and recommendations are presented in Section 4.
SEGMENTATION METHOD
The main steps in our segmentation method are the following (Figure 1) . A robust method is used to estimate the background in order to obtain a reliable initial separation between foreground (ship) and background (water). Unfortunately, the foreground segmentation often includes both ship and wake. Therefore, a separation is made in the foreground object between the two parts based on a simultaneous position and profile clustering. One of these parts is recognized as ship and the other part is removed from the segmentation. Finally, the segmentation of small vessels is improved with a scale-normalized Laplacian and a watershed segmentation. Each of the steps will be described in more detail in the following subsections. 
Robust estimator in constant time
The first step to obtain an initial foreground-background separation depends on a robust estimation of the background intensity. We propose a novel robust estimator that can be computed in constant time. This estimator is used as input for our initial foreground-background separation to estimate the intensity of the background (i.e. water) independent of the intensity of the foreground object.
Efficient robust estimation is important in the field of computer vision for background estimation, object detection, noise removal, super resolution, filtering, matching and geometry estimation. Average filters or Gaussian filters are often used to regularize the data and to suppress noise. However, these filters are very sensitive to outliers. A median filter already improves the result, but the least median of squares (LMedS or LMS) value [21] gives a robust estimation. There have been several speed optimizations in the computation of LMS [1] [2] [12] [18] [19] . Most of the research focused on LMedS as an optimization of multiple parameters in multi-dimensional data. We are now using LMedS as a robust univariate statistic on one-dimensional signals or two-dimensional images.
The following notation is used. We are using square kernels with an odd width k and n = k 2 elements, and we define the median as the middle element (h =floor(n/2)) of the sorted list.
Bernholt et al. [2] defined the LMedS problem as finding a hyperstrip (i.e. the region between two hyperplanes) such that the half width r of the hyperstrip is minimized. Inspired by this definition, we propose the following fast and exact implementation of the LMedS as a univariate statistic in three steps (see Eq. (1)). The first step, can be performed on 8-bit integer data or on floating-point data. The sorting of 8-bit integer data of length n, can be performed with a non-comparison sort algorithm -such as bucket sort -using 256 bins (or multi-level bins) in linear time O(n) [20] . The sorting of floating-point data requires a comparison sort in time O(n log n). The second step is a non-iterative minimization, which is performed in linear time O(n) and the third step is performed in constant time. So, the computation of LMedS can be performed in time O(n) on 8-bit data, and in time O(n log n) on floating-point data.
Perreault et al. [20] proposed a median filtering on 8-bit data in constant time per pixel based on histograms. They proposed a method in three steps. The first step consists of updating the column histogram to the right of the kernel by removing the top pixel and adding the bottom pixel. The second step removes the left column and adds the right column. The last step computes the median. We propose to use the approach of Perreault for the computation of LMedS. The approach can be used to obtain the sorted elements in the kernel and the LMedS value can be computed on the histogram independent of the size of the filter kernel in constant time.
Computing the LMedS as a robust univariate statistic on one-dimensional signals or two-dimensional images, and also the computation of LMedS in constant time, have -to the best of our knowledge -not been presented before. This robust estimate performs much better than the mean or the median for the estimation of the background intensity in the presence of foreground objects, as shown by an example in Appendix A. In the experiments, we used an implementation that was not optimized for speed.
Initial foreground-background separation
The initial foreground-background separation is applied to the panchromatic image and it consists of the following three steps.
The background intensity is robustly estimated to avoid influences of foreground objects (Sec. 2.1). In our application, the foreground object is usually brighter than the background, especially for larger ships. Therefore, the standard deviation of the water intensity is computed on the pixels p dark that are darker than the robustly estimated background intensity   (from Sec. 2.1) as:
The performance of this computation of the standard deviation is shown by an example in Appendix A.
The second step is expectation maximization with a Gaussian mixture model using two Gaussians. The initialization is based on the threshold thr =    Although the factor 10 indicates that the intensity gap between background and foreground is quite large, a separation based on a fixed threshold or a non-robust estimate appeared to be good enough. The mixture model is based on two Gaussians and expectation maximization uses 20 iterations to find an improved separation between foreground and background.
The third step requires the selected object to be close to the center of the detection snippet, because our segmentation is assumed to be applied after a detection step that localizes the seafaring vessel in the center. Furthermore, the largest connected component is selected and morphological opening, closing and hole-filling are performed to remove noise.
Wake detection and ship-wake separation
The initial segmentation often includes not only a seafaring vessel, but also a wake because it is similar to the ship. Therefore, we perform wake detection and ship-wake separation.
A wake is assumed to be present if either the roundness of the object (= 2 * sqrt(area) / perimeter) is smaller than 0.5, or the segmentation is so large that it is connected to the boundary of the detection snippet (400x400 meter). If the wake is detected, it is removed from the initial segmentation, otherwise the initial segmentation is transferred to the output.
The first step to prepare the ship-wake separation is an estimation of the orientation (principal direction) of the binary mask based on central binary moments. 
The width of the segmentation is computed and stored in a vector. The length of the vector is equal to the length N of the segmentation in pixels. The PAN (panchromatic) image is used for the initial segmentation and accurate length measurements because it has the highest resolution, and the BGRN (blue, green, red, near-infrared) image is used for the ship-wake separation because it contains multi-spectral information. To connect information between both, the PAN image is subsampled to obtain the same resolution as the BGRN. Cross-sectional profiles are created in the BGRN image with fixed width W. The profiles of the four BGRN channels are concatenated to create a multi-spectral feature vector of length N and width 4W. The last step of the ship-wake separation uses this vector and it is based on clustering, which is explained in the next subsection.
Simultaneous position and profile clustering
The core of the ship-wake separation consists of a clustering method. Clustering is the task of grouping a set of objects in such a way that objects in the same group are more similar to each other than to those in other groups.
Initially, the BGRN feature vector with concatenated cross-sectional profiles was clustered with an ordinary k-means clustering approach [11] to separate the seafaring vessel from the wake. However, this clustering approach is only based on the (dis)similarity of the profiles independent of their position in the segmentation. Therefore, we propose a modified clustering approach to separate vessel and wake that uses simultaneously position and multi-spectral profile similarity information. For each discrete pixel position (p = [1 : L] ) in the length direction, the ship is separated in two parts on which the average distance to the mean-vector of that part is computed, as in k-means. The location where the two distances are equal gives a split in two parts. An example is shown in Appendix B. This clustering is used to separate the segmentation in two parts, without knowing which part is the ship and which is the wake.
Ship and wake recognition
Only one of the two parts that is generated by the clustering method contains the ship segmentation and we use our ship and wake recognition module to identify it. Two criteria are used to determine the ship-side and the wake-side of the segmentation. The first is based on the width and the second is based on the brightness.
The width condition is based on the knowledge that the bow is more narrow than the wake and the width of the ship gradually increases from bow towards the center:
max(W) && W(end) > 0.7 max(W)) || (W(1) < 0.4 *max(W) && sum(diff(W(1:8))>0) >= 5) ( )
If the condition is true for W, where W is the width-vector, the bow is at the front of the vector. If it is true for W, where W is the reverse of the width vector, the bow is at the back of the vector. If both are true or none is true then the brightness condition is used to determine the front. The brightest side is determined as the maximum intensity of the near-infrared channel. If the separation leads to smaller fragments, then only the largest connected component is identified as ship.
Segmentation of small sea-faring vessels
The small vessels require a slightly different approach than the other objects. This consists of two steps: scalenormalized Laplacian and watershed segmentation.
Detection of small vessels is based on the length of the segmentation that is received as input. If the length of the ship is smaller than 10 meter it is considered as a small vessel.
Small ships are similar to blobs. A common approach to detect blobs is the Laplacian, which is based on Gaussian derivatives [4] .
( ) However, the main problem of the Laplacian as blob detector is that it only responds to blobs at one scale. Therefore, a scale-normalized Laplacian [17] was used to detect small vessels, where the maximum response is related to the best scale.
( ) The scale-normalized Lapacian gives an optimal response to blobs of the related size. This is used as input for the watershed segmentation. The segmentation of small vessels is based on hysteresis thresholding where the boundaries of the watershed are removed in the segmentation of the lower threshold and where the segmentation of the high response of the Laplacian is used as seed.
EXPERIMENTS AND RESULTS

Data set with image snippets
For our experiment, we used images that are acquired by the GeoEye-1 satellite, which is an earth observation satellite owned by the commercial company GeoEye Inc. The data consists of four BGRN channels (blue, green, red, nearinfrared) and one PAN (panchromatic) channel. Spatial resolution of the BGRN channels is 2.0m, and that of the PAN image is 0.5m. Detections were generated manually, resulting in snippets of 400x400 meters with the target approximately in the center of the image. The BGRN image snippets have a lower resolution (200x200 pixels) and the PAN image snippets have a higher resolution (800x800 pixels). Initially, 80 snippets were selected. Of these images, 27 were removed because they contained ships in the harbor or airplanes. The segmentation results are based on 40 seafaring vessels and 13 buoys in open sea (Table 1) . Ground-truth of the larger vessels (> 300m) was obtained from insitu AIS (Automatic Identification System) data. Ground truth of the smaller vessels and buoys not transmitting AIS was obtained by visual inspection of the panchromatic image. Examples of the used RGB and panchromatic snippets are shown in Figure 2 .
i Table 1 : The number of snippets used for segmentation in the optical satellite images and the average ground-truth length and width (av ± std).
Vessel type nr of image imagettes
GT length (meter) 
GT width (meter)
Tanker 5 181 ± 64 29 ± 10 Dredger 6 115 ± 32 22 ± 5 Cargo 1 120 15 Tug 1 26 11 Sailing vessel 2 20 ± 5 7 ± 1 Fishing 4 16 ± 7 5 ± 1 Buoy 13 3 ± 0 3 ± 0 Unknown 15 27 ± 30 6 ± 3 Other 7 86 ±
Segmentation results
The ships are segmented with the proposed method and a few segmentation examples are shown in Figure 3 .
The absolute (9) and relative (10) errors are computed:
The absolute and relative results are shown in Figure 4 and Figure 5 respectively for each vessel. The total error is computed as the L 1 and the L 2 norm (Eq. 10 and 11 resp.) and shown in Table 2 . Table 2 shows the errors of the initial segmentation (Sec. 2.1 and 2.2) and the proposed system. The results show that the relative L1 error in the length estimation is reduced from 3.90 to 0.51, which is an improvement of 87%. The main difference between the initial segmentation and the proposed system is the wake removal. This appears to be an important element for the accurate segmentation and length estimation of ships.
The current approach assumes that the wake is a straight structure behind the ship, which is invalid when the ship is maneuvering or in cases of strong side wind. Further development of these aspects would require more satellite images. 
CONCLUSIONS
This paper focused on the segmentation of seafaring vessels in optical satellite images, which allows more accurate length estimation. The system consists of robust foreground-background separation, wake detection and ship-wake separation, simultaneous position and profile clustering and a special module for small vessel segmentation. We compared our system with a baseline implementation on 54 vessels that were observed with GeoEye-1. The results show that the relative L1 error in the length estimation is reduced from 3.9 to 0.5, which is an improvement of 87%. We learned that the wake removal is an important element for the accurate segmentation and length estimation of ships. Further development would require more satellite data.
APPENDIX A: ROBUST ESTIMATION EXAMPLE
For background-foreground separation it is important to accurately estimate the parameters of the dominant background distribution and separate it from the foreground object. This appendix shows an example of the robust estimator (Eq. 1), the standard deviation (Eq. 2) and expectation maximization with a Gaussian mixture model on artificial data. Two Gaussian (normal) distributions are used for illustration purposes. The first distribution consists of a mean   =1.0, standard deviation  1 =1.0 and N 1 =10000 samples, and the second distribution consists of   =5.0,  2 =1.0 and N 2 =5000 (see Figure 6 ). The first distribution is dominant because N 1 > N 2 . In order to estimate the mean of the dominant distribution (  ), we compared the average, median and the robust estimator (Eq. 1) and for the estimation of the standard deviation (  ) of this distribution, we compared the ordinary standard deviation and the estimate over the lower part (Eq. 2). The results are based on 20 iterations and they are shown in Table 3 . The table shows that Eq. (1) and Eq. (2) give accurate estimates of parameters of the dominant distribution. The robust estimator proves to be much more accurate than the average or the median. (1) 1.00 ± 0.03 0.00 ± 0.03 Standard deviation over all samples 2.13 ± 0.01 1.13 ± 0.01 Standard deviation over lower part: Eq. (2) 1.00 ± 0.02 0.00 ± 0.02 EM + GMM initiated at     3.22 ± 0.03 0.04 ± 0.03 EM + GMM initiated at     3.24 ± 0.03 0.06 ± 0.03
APPENDIX B: CLUSTERING EXAMPLE
This appendix shows a one-dimensional clustering example on artificial data. Figure 7 illustrates the difference between ordinary k-means clustering and the simultaneous position and profile clustering. The key part in this clustering is the computation of the cluster distance (Figure 7c ). The blue (rising) distance curve shows for each pixel p, the average distance of all pixels in the range [1:p] to the mean over that range. The green (falling) curve shows for each pixel p, the average distance of all pixels in the range [p:end] to the mean over that range. The figure shows that the proposed approach gives a more robust indication of the separation in two parts than k-means clustering. 
