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Abstract
We shall prove that under some volume growth condition, the essential
spectrum of the Laplacian contains the interval [(n− 1)2K/4,∞) if an n-
dimensional Riemannian manifold has an end and the average of the part
of the Ricci curvature on the end which lies below a nonpositive constant
(n− 1)K converges to zero at infinity.
1 Introduction
The Laplace-Beltrami operator ∆ on a noncompact complete Riemannian man-
ifold M is essentially self-adjoint on C∞0 (M) and its self-adjoint extension to
L2(M) has been studied by several authors from various points of view. For
instance, Donnelly proved the following:
Theorem 1.1 ([4]). Let M be an n-dimensional Hadamard manifold, x0 a
fixed point of M , and K a nonpositive constant. For a two plane pi in TxM , we
denote K(x, pi) to be the sectional curvature of pi. Suppose that
lim
s→∞
sup{|K(x, pi)−K|; dist(x, x0) ≥ s} = 0.
Then the essential spectrum σess(−∆) of −∆ is equal to [−(n− 1)2K/4,∞).
In this paper, we shall consider the case that the part of the Ricci curvature
on an end ofM which lies below a nonpositive constant converges to zero in some
average sense at infinity and some volume condition holds. And we study the
essential spectrum of the Laplacian. A modification of Petersen-Wei’s Lemma
2.2 in [14] is of crucial importance in our argument (see Lemma 2.3 in Section
2).
Let us state our results more precisely. Let M be an n-dimensional com-
plete Riemannian manifold. Suppose that there exists an open subset U of M
with compact smooth boundary ∂U such that the outward pointing normal ex-
ponential map exp∂U : N
+(∂U) → M − U induces a diffeomorphism. Denote
r(∗) = dist(∂U, ∗) on M − U and let (r, θ) ∈ [0,∞) × ∂U be the geodesic co-
ordinates induced from this diffeomorphism. We shall write the volume form
as dvM =
√
g(r, θ)drdθ on the end M − U , where dθ stands for the Rieman-
nian measure on ∂U induced from dvM . For latter use, we shall say that a plane
1
pi ⊂ TxM (x ∈M−U) is a radial plane if pi contains ∇r, and by radial curvature
we mean the restriction of the sectional curvature to all the radial planes.
We introduce a new measure on the end M − U , which will be important
tool in our arguments. For a given C2-function f : [0,∞)→ R satisfying
lim
t→∞
f ′(t) = lim
t→∞
f ′′(t) = 0,
we introduce a measure µf on M − U by
µf (A) =
∫
A
exp(−cr(x) + f(r(x)))dvM (x),
where A is a measurable subset ofM−U , c = (n−1)√−K is a constant, and K
is a nonpositive constant. We also write dµf = exp(−(n−1)
√−Kr+f(r))dvM .
Moreover, we shall use the convenient notation
1
µf (A)
∫
A
h(x)dµf (x) = −
∫
A
h(x)dµf (x),
for the mean value of h in A, when µf (A) > 0. This measure dµf is natural to
consider the essential spectrum of the Laplacian, because the function exp(−(n−
1)
√−Kr + f(r(x)) cancels out the growth part of test functions and reduces
our situation to subexponential growth case.
Typical examples of the function f are f(t) = tθ, t/ log t, t/ log(log t), and so
on, where θ ∈ (0, 1) is a constant. In this case, we should note that the weight
function decomposes into two parts: the exponential decay part exp(−cr(x))
and subexponential growth part exp(f(r)). The subexponential perturbation
exp(f(r)) will have no effect on the essential spectrum of the Laplacian.
In the sequel we will use the following notation:
A(a, b) = {y ∈M − U | a < dist(∂U, y) < b} for 0 ≤ a < b.
Moreover we write h+ = max{h, 0} and h− = max{−h, 0} for a function h. In
section 2, we shall prove the following:
Theorem 1.2. Let M be an n-dimensional complete Riemannian manifold.
Suppose that there exists an open subset U of M with compact smooth boundary
∂U such that the outward pointing normal exponential map exp∂U : N
+(∂U)→
M − U induces a diffeomorphism. Denote r(∗) = dist(∂U, ∗) on M − U . We
assume that the following three conditions hold:
(i) The measure of the end M − U is infinite: lim
t→∞
µf (A(0, t)) = +∞;
(ii) there exists a constant p > n/2 such that
lim
t→∞
−
∫
A(0,t)
{(n− 1)K − Ric(∂r, ∂r)}p+dµf = 0;
(iii) there exists a nonnegative constant c1 such that ∆r ≥ −c1 on M − U .
Then the essential spectrum σess(−∆) of −∆ contains the interval [(n−1)2K,∞).
We explain our assumptions in Theorem 1.2. The assumption (i) implies
that the volume growth is greater than or equal to exponential except for the
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subexponential growth part. When the curvature of M − U converges to a
constantK ≤ 0 from above at infinity, µ0(M−U) <∞ (f ≡ 0) may occurs. But
choosing f appropriately, we will be able to get the situation µf (M − U) =∞
in many cases. The assumption (i) and (ii) mean that the average of the part of
the Ricci curvature on the end M − U which lies below a nonpositive constant
(n− 1)K converges to zero at infinity.
Next we should add some comments about the condition (iii) ∆r ≥ −c1.
If M satisfies the assumptions of Theorem 1.1, ∆r approaches to (n− 1)√−K
at infinity and hence the condition (iii) ∆r ≥ −c1 in Theorem 1.2 is indeed
satisfied. We also note the following:
Proposition 1.1. Let M be as in Theorem 1.2.
(i) If the mean curvature of ∂U is nonpositive, i.e., ∆r ≥ 0 on ∂U and radial
curvature on M − U is nonpositive, then ∆r ≥ 0 on M − U .
(ii) If there exists a positive constant A(> K) such that Ric(∂r, ∂r) ≥ −(n−
1)A on M − U , then ∆r ≥ −(n− 1)√A on M − U .
Thus, if either of the conditions in Proposition 1.1 holds, then the condition
(iii) ∆r ≥ −c1 in Theorem 1.2 is satisfied. Proposition 1.1 is proved by using
the comparison theorem in Riemannian geometry in section 2.
The final remark is that in Theorem 1.2 we do not assume that the average
of the part of the curvature which lies above K converges to zero at infinity, but
we only assume that (i) lim
t→∞
µf (A(0, t)) = +∞. This condition (i) bounds the
curvature from the above very mildly, which seems to be worthy of note.
2 Proof
In this section, we shall prove Theorem 1.2 by transplantation method and
Proposition 1.1 by the comparison theorem in Riemannian geometry.
Theorem 1.2 readily follows from the following five lemmas. In the following,
we simply denote c = (n−1)√−K. First, we note the following obvious lemma:
Lemma 2.1. Let M be an n-dimensional complete Riemannian manifold. Sup-
pose that there exists an open subset U of M with compact smooth boundary ∂U
such that the outward pointing normal exponential map exp∂U : N
+(∂U) →
M − U induces a diffeomorphism. For any constants δ ∈ (0, 1) and mono-
tone increasing sequence {bi} with lim
i→∞
bi = ∞, define the sequence {ai} by
µf (A(0, ai)) = δ · µf (A(0, bi)). Then the following two conditions are equiva-
lent:
(i) lim
i→∞
ai =∞.
(i) lim
t→∞
µf (A(0, t)) =∞.
Lemma 2.2. Let M be as above. Suppose that for any constant δ ∈ (0, 1) and
monotone increasing sequence {di} with lim
i→∞
di = ∞, there exists a sequence
{ai} such that
(i) µf (A(0, ai)) = δ · µf (A(0, di));
(ii) lim
i→∞
ai = lim
i→∞
(di − ai) =∞;
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(iii) lim
i→∞
−
∫
A(ai,di)
|∆r − c|2dµf = 0.
Then the essential spectrum of −∆ contains the interval [c2/4,∞).
Proof. For an arbitrary increasing sequence {di} with lim
i→∞
di = ∞, we define
sequences 0 < ai < bi < ci < di (i = 1, 2, . . . ) by the following equation:
µf (A(0, ai)) = µf (A(ai, bi)) = µf (A(bi, ci)) = µf (A(ci, di)).
Then, our assumptions imply
lim
i→∞
ai = lim
i→∞
(bi − ai) = lim
i→∞
(ci − bi) = lim
i→∞
(di − ci) =∞, (1)
lim
i→∞
−
∫
A(ai,di)
|∆r − c|2dµf = 0. (2)
Indeed, first, we see that (i) and (ii) imply that lim
i→∞
ai = lim
i→∞
bi = lim
i→∞
ci =
lim
i→∞
(di − ci) = ∞. Then, since 12µf (A(0, bi)) = µf (A(0, ai)) and limi→∞ bi = ∞,
(i) and (ii) with di replaced by bi imply lim
i→∞
(bi − ai) = ∞. Similarly, we see
that lim
i→∞
(ci − bi) =∞.
In view of (1), we can choose a sequence of functions ϕi ∈ C20 (R) such that
ϕi(t) = 1 (bi ≤ t ≤ ci); ϕi(t) = 0 (t ≤ ai, di ≤ t);
0 ≤ ϕi(t) ≤ 1 for all t ∈ R;
sup |ϕ′| ≤ Ai, sup |ϕ′′| ≤ Ai, lim
i→∞
Ai = 0.
For any λ > c2/4, we define functions
φi(x) :=
√
vi · ϕi(r(x)) · exp
(
ar(x) +
f(r(x))
2
)
∈ C20 (M − U),
where we set vi = µf (A(ai, di))
−1 and a = − c
2
+
√
−
(
λ− c
2
4
)
∈ C. Then, a
direct computation shows that
(∆φi + λφi) =
√
viε(r) exp
(
ar +
f(r)
2
)
+
√
vi{ϕ′i(r) + ϕi(r)f ′(r)/2} ·∆r · exp
(
ar +
f(r)
2
)
+
√
viaϕi(r)(∆r − c) · exp
(
ar +
f(r)
2
)
,
where we set
ε(r) =ϕ′′i (r) + 2aϕ
′
i(r) + ϕ
′
i(r)f
′(r) + ϕi(r)f ′′(r)/2
+ aϕi(r)f
′(r) + ϕi(r)(f ′(r))2.
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Hence, we have∫
M−U
|∆φi + λφi|2dvM ≤c2
(
A2i +A
4
i +B
2
i +B
4
i
) −∫
A(ai,di)
dµf
+ 2
(
A2i +B
2
i
) −∫
A(ai,di)
|∆r|2dµf
+ 2|a|2 −
∫
A(ai,di)
|∆r − c|2dµf ,
where Bi = max{sup
t≥ai
|f ′(t)|, sup
t≥ai
|f ′′(t)|} and c2 is a constant which depends
only on a. Since
A2i −
∫
A(ai,di)
|∆r|2dµc ≤ 2A2i
(
|c|2 +−
∫
A(ai,di)
|∆r − c|2dµf
)
,
we see from (2) and lim
i→∞
Bi = 0 that
lim
i→∞
∫
M
|∆φi + λφi|2dvM = 0. (3)
On the other hand,
1 ≥
∫
M
|φi|2dvM ≥ vi · µf (A(bi, ci)) = 1
3
. (4)
In view of our construction of {φi}, (3) and (4) imply that λ ∈ σess(−∆). Since
λ > c2/4 is arbitrary, we obtain [c2/4,∞) ⊂ σess(−∆).
A modification of the argument of the proof of Lemma 2.2 in Petersen-Wei
[14] yields the following lemma, which is of crucial importance in our argument.
Lemma 2.3. Let M be an n-dimensional complete Riemannian manifold. Sup-
pose that there exists an open subset U of M with compact smooth boundary ∂U
such that the outward pointing normal exponential map exp∂U : N
+(∂U)→M−
U induces a diffeomorphism. Let K ≤ 0 be a constant and set c = (n−1)√−K.
As a technical condition, we assume that c ≥ f ′(t) for t ≥ 0. Then if p > n/2,
we have∫ r
0
{∆r(r, θ)− hK(r)}2p+ exp(−cr + f(r))
√
g(r, θ)dr
≤ c2(n, p)
∫ r
0
{(n− 1)K − Ric(∂r , ∂r)}p+ exp(−cr + f(r))
√
g(r, θ)dr,
where c2(n, p) is a constant depending only on n and p, and hK is the solution
to
h′K(t) +
h2K(t)
n− 1 = −(n− 1)K, (5)
with initial condition hK(0) = a0, where a0 ≥ 0 is a constant satisfying a0 ≥
max
∂U
∆r.
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Proof. We set ∆r = h(r, θ), then h satisfies the differential inequality
∂rh+
h2
n− 1 ≤ −Ric(∂r, ∂r).
For simplicity, we define
ρ(r, θ) := max{0, (n− 1)K − Ric(∂r, ∂r)},
ψ(r, θ) := max{0, h(r, θ)− hK(r)}
and set
√˜
g(r, θ) := exp(−cr + f(r))√g(r, θ). In the following, we fix θ ∈ ∂U ,
therefore we simply write ρ(r) and ψ(r) for ρ(r, θ) and ψ(r, θ) respectively. Then
we see that ψ is absolutely continuous and satisfies
ψ′ +
ψ2
n− 1 + 2
ψhK
n− 1 ≤ ρ. (6)
Indeed, if (h − hK)(r0) > 0, then ψ(r) coincides with (h − hK)(r) around r0.
Hence
ψ′ +
ψ2
n− 1 + 2
ψhK
n− 1 = h
′ − h′K +
h2
n− 1 −
h2K
n− 1
≤(n− 1)K − Ric(∂r, ∂r) ≤ ρ
and (6) holds around r0. When (h − hK)(r0) = 0, ψ(r0) = 0 by definition.
Moreover, in this case, we may take ψ′(r0) = 0 and (6) also holds at these
points because ρ is nonnegative. When (h − hK)(r0) < 0, ψ(r) = 0 around r0
and hence the left hand side of (6) is zero. Therefore (6) also holds at this point.
Thus we conclude that (6) holds for all r.
Multiplying (6) by ψ2p−2 exp{−cr+f(r)}√g(r, θ) and integrating over [0, r],
we get∫ r
0
ρψ2p−2
√˜
g(t, θ)dt ≥
∫ r
0
ψ′ψ2p−2
√˜
g(t, θ)dt +
1
n− 1
∫ r
0
ψ2p
√˜
g(t, θ)dt
+
2
n− 1
∫ r
0
hKψ
2p−1√˜g(t, θ)dt.
Integration by parts yields∫ r
0
ψ′ψ2p−2
√˜
g(t, θ)dt
=
[
ψ2p−1
√˜
g(t, θ)
2p− 1
]r
0
− 1
2p− 1
∫ r
0
ψ2p−1{−c+ f ′(r) + h}√˜g(t, θ)dt
≥− 1
2p− 1
∫ r
0
ψ2p−1(t)(f ′(t)− c+ hK(t))√˜g(t, θ)dt
− 1
2p− 1
∫ r
0
ψ2p
√˜
g(t, θ)dt,
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where we have used ψ(0) = 0, which follows from our assumption hK(0) = a0 ≥
max{∆r(0, θ) | θ ∈ ∂U}. Inserting this inequality in the previous one, we have∫ r
0
ρ(t)ψ2p−2(t)
√˜
g(t, θ)dt ≥
∫ r
0
ψ2p−1(t)
w(t)
(n− 1)(2p− 1)
√˜
g(t, θ)dt
+
(
1
n− 1 −
1
2p− 1
)∫ r
0
ψ2p(t)
√˜
g(t, θ)dt.
Here, we set w(t) = (n− 1)(c− f ′(t)) + (4p− n− 1)hK(t). Since hK(t) satisfies
(5) and the initial condition hK(0) = a0 ≥ 0, we see that hK(t) ≥ 0 for t ≥ 0
and, hence, w(t) ≥ 0 for all t ≥ 0. Thus we obtain(
1
n− 1 −
1
2p− 1
)∫ r
0
ψ2p(t)
√˜
g(t, θ)dt
≤
∫ r
0
ρ(t)ψ2p−2(t)
√˜
g(t, θ)dt
≤
(∫ r
0
ρp(t)
√˜
g(t, θ)dt
)1/p
·
(∫ r
0
ψ2p(t)
√˜
g(t, θ)dt
)1− 1
p
.
Hence we have(
1
n− 1 −
1
2p− 1
)(∫ r
0
ψ2p(t)
√˜
g(t, θ)dt
)1/p
≤
(∫ r
0
ρp(t)
√˜
g(t, θ)dt
)1/p
,
that is, ∫ r
0
ψ2p(t)
√˜
g(t, θ)dt ≤
(
1
n− 1 −
1
2p− 1
)−p ∫ r
0
ρp(t)
√˜
g(t, θ)dt.
Thus, we obtain the desired inequality with c2(n, p) =
(
1
n−1 − 12p−1
)−p
.
Remark 2.1. We need not worry about the technical condition c ≥ f ′(t) in
Lemma 2.3, because our condition lim
t→∞
µf (A(0, t)) = +∞ will enables us to
disperse it.
Lemma 2.4. Let M, r,K, c = (n− 1)√−K be as above and assume the follow-
ing:
(i) lim
t→∞
µf (A(0, t)) = +∞;
(ii) There exists a constant p > n/2 such that
lim
t→∞
−
∫
A(0,t)
{(n− 1)K − Ric(∂r, ∂r)}p+dµf = 0.
Then we have
lim
t→∞
d
dt
log(µf (A(0, t)) = 0. (7)
In particular, for any monotone increasing sequence {bi} with lim
i→∞
bi =∞ and
δ ∈ (0, 1), define a sequence {ai} by µf (A(ai, bi)) = δ · µf (A(0, bi)). Then we
have lim
i→∞
(bi − ai) =∞.
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Proof. We again set
√˜
g(r, θ) := exp(−cr+f(r))√g(r, θ) for the sake of simplic-
ity. First we note that lim
r→∞
hK(r) = (n− 1)
√
−K because hK(0) = a0 ≥ 0. Let
ε > 0 be given and take sufficiently large s1 > 0. For t > s1, integrating the
equation ∂r
√˜
g(r, θ) = {(∆r)(r, θ)− c+ f ′(r)}√˜g(r, θ) over [s1, t]× ∂U , we have∫
∂U
√˜
g(t, θ)dθ −
∫
∂U
√˜
g(s1, θ)dθ
=
∫ t
s1
dr
∫
∂U
{∆r − c+ f ′(r)}√˜g(r, θ)dθ
=
∫ t
s1
dr
∫
∂U
{∆r − hK(r)}√˜g(r, θ)dθ
+
∫ t
s1
dr
∫
∂U
(hK(r) − c+ f ′(r)) √˜g(r, θ)dθ
≤
∫
A(0,t)
{∆r − hK(r)}+ dµf + εµf (A(s1, t))
≤µf (A(0, t))
(
−
∫
A(0,t)
{∆r − hK(r)}2p+ dµf
) 1
2p
+ εµf (A(s1, t))
≤µf (A(0, t))c3(n, p)
(
−
∫
A(0,t)
{(n− 1)K − Ric(∂r, ∂r)}p+ dµf
) 1
2p
+ εµf(A(s1, t)),
In the last inequality above, we have used Lemma 2.3. Hence,
(0 ≤) d
dt
logµf (A(0, t)) = µf (A(0, t))
−1
∫
Sn−1(1)
√˜
g(t, θ)dθ
≤µf (A(0, t))−1
∫
Sn−1(1)
√˜
g(s1, θ)dθ
+ c3(n, p)
(
−
∫
A(0,t)
{(n− 1)K − Ric(∂r, ∂r)}p+dµf
) 1
2p
+ ε
and our assumptions (i) and (ii) imply that the equation (7) holds.
Next we shall show that (7) implies lim
i→∞
(bi − ai) =∞. For any ε > 0, there
exists t0 > 0 such that
d
dt
log(µf (A(0, t))) ≤ ε for all t ≥ t0. (8)
Since lim
i→∞
ai =∞ by Lemma 2.1, there exits i0 such that ai > t0 for all i ≥ i0.
Thus, for any i ≥ i0, integrating this inequality (7) over [ai, bi], we obtain
0 < − log(1− δ) = log µf (A(0, bi))
µf (A(0, ai))
≤ ε(bi − ai).
Hence, lim
i→∞
(bi − ai) =∞.
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Lemma 2.5. We assume that the following three conditions hold:
(i) lim
t→∞
µf (A(0, t)) = +∞;
(ii) there exists a constant p > n/2 such that
lim
t→∞
−
∫
A(0,t)
{(n− 1)K − Ric(∂r, ∂r)}p+dµf = 0;
(iii) there exists a constant c1 ≥ 0 such that ∆r ≥ −c1.
If we define the sequence {ai} by µf (A(0, ai)) = δ·µf (A(0, bi)) for any monotone
increasing sequence {bi} with lim
i→∞
bi =∞ and δ ∈ (0, 1), then the condition (iii)
in Lemma 2.2 holds.
Proof. By Lemma 2.3, we have
µf (A(ai, bi))
−1
∫
∂U
dθ
∫ bi
ai
{(∆r)(r, θ) − hK(r)}2p+
√˜
g(r, θ)dr
≤ c2(n, p)
(1− δ)µf (A(0, bi))
∫
∂U
dθ
∫ bi
0
{(n− 1)K − Ric(∂r, ∂r)}p+
√˜
g(r, θ)dr
→ 0 as i→∞.
Hence, in view of the fact that lim
i→∞
ai =∞ and lim
r→∞
hK(r) = (n− 1)
√
−K = c,
we see that
−
∫
A(ai,bi)
{∆r − c}2+dµf
≤
(
−
∫
A(ai,bi)
{∆r − c}2p+ dµf
) 1
p
→ 0 as i→∞. (9)
On the other hand, integrating the equation
√˜
g(bi, θ)−√˜g(ai, θ) =
∫ bi
ai
∂r
√˜
g(r, θ)dr
over ∂U , we have
µf (A(ai, bi))
−1
∫
∂U
√˜
g(bi, θ)dθ − µf (A(ai, bi))−1
∫
∂U
√˜
g(ai, θ)dθ
=µf (A(ai, bi))
−1
∫
∂U
dθ
∫ bi
ai
∂r
√˜
g(r, θ)dr.
Here, since
µf (A(ai, bi))
−1
∫
∂U
√˜
g(bi, θ)dθ
=
µf (A(0, bi))
µf (A(ai, bi))
· µf (A(0, bi))−1
∫
∂U
√˜
g(bi, θ)dθ
=(1− δ)−1 d
dt
∣∣∣
t=bi
logµf (A(0, t))→ 0 as i→∞
and similarly
µf (A(ai, bi))
−1
∫
∂U
√˜
g(ai, θ)dθ
=
δ
1− δ ·
d
dt
∣∣∣
t=ai
logµf (A(0, t))→ 0 as i→∞,
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we have
lim
i→∞
−
∫
A(ai,bi)
{∆r − c}dµf = lim
i→∞
−
∫
A(ai,bi)
{∆r − c+ f ′(r)}dµf = 0.
Therefore, in view of Ho¨lder’s inequality, (9) implies that
lim
i→∞
−
∫
A(ai,bi)
{∆r − c}−dµf = 0.
Here, since {∆r − c}− = max{0,−(∆r − c)} ≤ c1 + c on M − U ,
lim
i→∞
−
∫
A(ai,bi)
{∆r − c}2−dµf = 0. (10)
The equations (9) and (10) give the desired equality.
From five lemmas above and Remark 2.1, we see that Theorem 1.2 holds.
Proof of Proposition 1.1
Since (i) immediately follows from the comparison theorem in Riemannian ge-
ometry, we shall omit its proof. Hence we shall only prove (ii). Assuming that
there exists a point (r0, θ0) ∈M − U such that (∆r)(r0 , θ0) < −(n− 1)
√
A, we
shall obtain a contradiction. Let us set h(r) = (∆r)(r, θ0) for r ≥ r0. Moreover
let f(r) : [r0, l)→ R be the solution to the differential equation
f ′ +
f2
n− 1 − (n− 1)A = 0; f(r0) = (∆r)(r0, θ0),
where [r0, l) is the maximal interval of existence of the solution. Then the
comparison theorem in Riemannian geometry implies h(r) ≤ f(r) on [r0, l).
But the solution f is expressed as follows:
f(r) = −(n− 1)
√
A
1 + a0e
2
√
Ar
1− a0e2
√
Ar
,
where a0 > 0 is the constant determined by a0e
2
√
Ar0 = (B − 1)/(B + 1) and
B = −(∆r)(r0, θ0)/(n − 1)
√
A > 1. Hence l = r0 +
1
2
√
A
log
(
B + 1
B − 1
)
< ∞
and lim
r→l−0
f(r) = −∞. This contradicts the fact that h(r) is defined for all
r ≥ r0. Therefore, ∆r ≥ −(n− 1)
√
A on M − U and this completes the proof
of Proposition 1.1.
Finally, we note that the condition (i) can be replaced by a more familiar
one for geometers:
Lemma 2.6. Let us set V (t) = Vol(A(0, t)). Then we see the following:
(i) If c > 0, lim
t→∞
exp(−ct+ f(t))V (t) =∞ implies lim
t→∞
µf (A(0, t)) = +∞.
(ii) If c = 0, we add an assumption f ′ ≥ 0. Then lim
t→∞
exp(f(t))V (t) = ∞
implies lim
t→∞
µf (A(0, t)) = +∞.
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Proof. We write S(r) = Voln−1(∂+A(0, r)), where ∂+A(0, r) = {y ∈M − U |
dist(∂U, y) = r}. Then integration by parts yields
µf (A(0, t)) =
∫ t
0
exp(−cr + f(r))S(r)dr
= [exp(−cr + f(r))V (r)]t0 −
∫ t
0
(−c+ f ′(r)) exp(−cr + f(r))V (r)dr
= exp(−ct+ f(t))V (t) +
∫ t
0
(c− f ′(r)) exp(−cr + f(r))V (r)dr.
In view of our assumption lim
t→∞
f ′(t) = 0, we immediately see that Lemma 2.6
holds.
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