The great amounts of energy consumed by large-scale computing and network systems, such as data centers and supercomputers, have been a major source of concern in a society increasingly reliant on information technology. Trying to tackle this issue, the research community and industry have proposed myriad techniques to curb the energy consumed by IT systems. This article surveys techniques and solutions that aim to improve the energy efficiency of computing and network resources. It discusses methods to evaluate and model the energy consumed by these resources, and describes techniques that operate at a distributed system level, trying to improve aspects such as resource allocation, scheduling, and network traffic management. This work aims to review the state of the art on energy efficiency and to foster research on schemes to make network and computing resources more efficient.
INTRODUCTION
Energy consumption has always been a key design factor in certain systems, such as sensor networks and battery-constrained devices. Over the years, it has also become a major concern in other systems, including supercomputers and data centers, where research and development had been mostly driven by performance. Gains in performance were often celebrated, whereas rises in energy consumption were generally ignored. Today, the price of the energy a typical computing server consumes during its lifetime surpasses its purchase cost [Barroso 2005] , and large-scale computing and network systems are being established near power stations to minimise power transmission losses [Greenpeace 2011 ].
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The energy that a system consumes comprises, in general, two parts:
-A fixed (or static) part that depends on system size and component type (computing, data storage, and network elements); this consumption is incurred by leakage currents present in any powered system. -A variable (or dynamic) part that results from the usage of computing, storage, and network resources, caused by system activity and changes in clock rates.
Improving the energy efficiency by minimising the static part and delivering more performance proportional to the dynamic consumption has become a very active research and development area. Reducing the energy consumption of a large-scale distributed system is challenging and can be addressed in several manners: by minimising the consumption of nodes and hardware components, and by applying techniques that operate at an infrastructure level, sometimes leveraging the different capabilities of hardware components. This article surveys techniques and solutions that aim to improve the energy efficiency of computing and wired network resources, and discusses techniques that operate at an infrastructure level by coordinating the energy-saving capabilities of individual hardware and software components.
The rest of this work is organized as follows. Section 2 discusses the different approaches for saving energy in computing resources, whereas Section 3 discusses research efforts on improving the energy efficiency of wired networks. Section 4 concludes the article.
ENERGY EFFICIENCY OF COMPUTING RESOURCES
This section covers techniques that are used to evaluate the energy consumed by computing resources as well as available technology to improve their energy efficiency. Figure 1 provides an overview of the techniques covered here.
Although the energy efficiency of a large computing infrastructure can be improved at different levels, characterizing the power consumed by individual components is generally a difficult task, which often requires instrumentation (topic covered in Section 2.1). It is, however, important to the design and evaluation of energy-efficient architectures and algorithms. Once the energy consumption of individual computing resources is known, researchers can design and implement new techniques to reduce the energy consumed by individual components (Section 2.2). At an overall infrastructure level, such as in a Grid or data center (Section 2.3), or in a Cloud (Section 2.4), solutions can, for instance, be coordinated to enforce energy efficient policies.
Measuring and Modeling the Energy Consumption of Computing Resources
The energy consumption of computing resources can be determined by energy sensors (like wattmeters) or be estimated by energy models. Wattmeters can be external equipment or components embedded in Power Distribution Units (PDUs) and temperature sensors, where the latter case often provides smaller measurement granularity. Deploying energy sensors or wattmeters can be costly if not done at the time the whole infrastructure (i.e., cluster or data center) is set up. An alternative and less expensive solution is to use energy models to estimate the consumption of components or an entire infrastructure, but good models should be lightweight and should not interfere in the energy consumption that they try to estimate.
Models can be built to estimate the energy consumed by racks, devices, processes, services, and so forth. For example, PowerTOP 2 is a Linux software utility developed by Intel and whose goal is to "find the software component(s) that make a laptop use more power than necessary while it is idle." PowerTOP uses Advanced Configuration and Power Interface (ACPI) 3 to estimate power usage. Microsoft's Joulemeter is also an example of software tool that estimates the power consumption of a computer by tracking information on several hardware components.
When considering computing resources, their processors are generally the villains and are among the most consuming components. The power P a processor consumes can be expressed as the sum of the static power P static and the dynamic power P dynamic . P dynamic is given by
where A is the percentage of active gates, C is the total capacitance load, V the supply voltage, and f is the frequency [Ge et al. 2005] . Several solutions have been proposed in the literature to evaluate at different levels the energy that processors consume [Castagnetti et al. 2010] , including:
-Cycle-level estimation, where the power that each processor unit consumes is estimated at each clock cycle -Instruction-level power analysis, in which the power consumption of processor instructions are summed to estimate the energy that a program consumes -Power analysis at the functional level, based on analyzing the processor architecture 47:4
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-System-level power estimation, considering the average power of an instruction multiplied by an application's execution time to obtain its energy consumption Fan et al. [2007] model the energy consumption according to a CPU's activity, whereas another approach consists in deducing the consumption by using event-monitoring counters included in modern processors, starting from Pentium 4 [Merkel and Bellosa 2006] . The main issue of these techniques is the overhead that they incur.
Existing work also attempts to estimate the power that applications consume. By providing a model to predict the power consumption and performance of the highperformance LINPACK benchmarks, Subramaniam and Feng [2010] concluded that maximum energy efficiency is not always achieved at the highest performance, which leads to the question on how to measure energy efficiency. Several metrics have been proposed, where for infrastructure such as data centers the most commonly used is the Power Usage Effectiveness (PUE), introduced by the Green Grid and defined as
Another popular metric is the Data Center Infrastructure Efficiency (DCiE) [Green Grid 2007] expressed as
These two metrics evaluate how much power is used by an overall infrastructure and hence demonstrate how efficient the cooling system and other non-IT resources are. Other metrics also evaluate the performance per watt, where, for instance, the Green500 list [Feng and Scogland 2009 ] is compiled evaluating the Floating Point Operations Per Second (FLOPS) per watt achieved by the evaluated systems.
Specific software Quality of Service (QoS) metrics are used to assess the efficiency of an application or middleware running on computing resources. For task scheduling in a Cloud environment, for instance, [Yeo and Lee 2011 ] utilize the energy-delay product and show that computing nodes that are at most three times slower than the fastest node should be discarded by a Cloud system to achieve an optimal energy-delay product.
There are also specific benchmarks that are used to compare the efficiency of various architectures and software. Examples include the SPECpower, a benchmark that evaluates the power and performance characteristics of volume server class and multinode class computers, and JouleSort, another benchmark to evaluate the trade-off between power and performance of computing nodes by sorting a fix number of records using as little energy as possible [Rivoire et al. 2007 ].
Node Optimizations
A computing node comprises several components, each of which can be optimized to save energy. Figure 2 illustrates what components can be switched off or put in lower power-consumption modes.
Several studies focus on minimizing the consumption of specific components, such as Network Interface Cards (NICs) , hard disks [Allalouf et al. 2009] , and CPUs [Dietz and Dieter 2006] , with varying results. Table I shows the energy consumed by the components of a typical rack server [Fan et al. 2007] .
As discussed earlier, a node can typically be in one of several states-varying from fully-on to fully-of-that have their own energy consumptions. A CPU can have an off-state and several on-states that correspond to different operating frequencies and voltages [Snowdon et al. 2005] . Despite some of the potential benefits of turning components off, this technique has limitations. For example, the motherboard is a high-consuming component that can be turned off only if the entire node can (sleep state). This section details node-level techniques to curb the energy consumption of computing resources, including switching off resources (using sleep states), configuring different voltages and frequencies for the CPU, improving the energy efficiency of software, and using energy-efficient hardware and low-level capabilities.
2.2.1. Energy-Aware Hardware Capabilities. As Figure 2 shows, a computing node is made of several components (e.g., power supplies, fans, and disks) whose efficiency manufacturers can improve by providing hardware optimizations. For example, High Performance Computing (HPC) nodes commonly use Hard Disk Drives (HDDs) whose energy consumption can be reduced by spinning platters down [Carrera et al. 2003 ]. However, spinning platters up leads to peaks in power consumption and takes time. The objective is generally to minimize disk accesses to keep platters spun down as long as possible [Carrera et al. 2003 ]. The use of HDDs is also likely to decrease as Solid State Drives (SSDs) become more affordable.
In addition, to achieve proportional computing [Barroso and Holzle 2007] , manufacturers could allow individual components such as PCI slots and CPU cores to be put into sleep state when not in use (independently from the motherboard). During computing phases, NICs may not be required and could hence be turned off. Another way that manufacturers can improve energy efficiency is by increasing the number of voltages, frequencies, and speeds available for each component (CPU, disk, NIC), making it able to adapt to its current load.
Sleep State.
Although shutting down idle nodes to save energy looks like a nice idea , waking them up poses a few challenges. Wake-On-LAN, a mechanism implemented by certain Ethernet NICs, allows a PC to be awakened remotely by specific packets sent via the network , requiring at least the NIC to be powered on at all times. The Intelligent Platform Management Interface (IPMI) implements a hardware standard that operates independently from the operating system and allows administrators to manage a system remotely through a direct serial connection or via LAN. IPMI can also be used to switch nodes on and off remotely [Leangsuksun et al. 2006] .
Suspend to disk techniques can reduce the energy consumed during wake-up and boot periods. Under suspending to disk, the state of the operating system (e.g., open applications and documents) is preserved by saving the content of main memory to files on the HDD. The node components can then be turned off, and when the node is powered on again, the system state is restored from the files.
Although sleep state can save energy with notes that are occasionally idle, they do not bring many benefits for computing nodes that, for availability reasons, must remain powered on at all times.
Dynamic Voltage and Frequency Scaling (DVFS)
. This technology [Snowdon et al. 2005] , once available only on laptop processors to adjust their working frequency and power consumption to conserve battery life, is becoming common on recent HPC nodes and servers in data centers, Grids, and Clouds. Under DVFS, performance states, also called P-states, define the frequencies at which a processor can operate. The Pstates-P0, P1, P2. . . Pn, where n is processor dependent-can be explored to save energy. For example, under P3, a processor will be slower and consume less power than under P1. On Linux, CPUfreq allows the control of P-states by governors that choose a frequency, between minimal and maximum, for the processor to use. The available governors include on-demand, which adjusts the frequency automatically; performance that chooses the highest frequency; user-space, which allows for setting the frequency manually; and conservative, which increases the frequency progressively, unlike ondemand that jumps straight to the maximal frequency whenever the system is fully utilized. Powernow! and Cool'n'Quiet technologies from AMD and Speedstep from Intel implement P-states. They can reduce the voltage depending on the frequency and deactivate unused processor components.
C-states, except for C0 that is discussed later, correspond to CPU idle states. At C3, the processor can be turned off and must be reset to carry out instructions again, whereas C4 is the deeper sleep state. The higher the number, the less energy the processor consumes and the longer it takes to make it active again. Although keeping the processor idle for a long period can save power, to be effective, such techniques should be used to reduce CPU wake-ups by disabling services and processes that are not strictly required. Linux kernel 2.6.24 provides Dynamic ticks or Tick-less kernel (NO_HZ), which allows a processor to be woken up only when required, instead of restarting it too frequently just for it to realize that there is no work to perform.
C0 is an operational state during which P-states can be explored. It is important to note that P-states can be used to reduce the dynamic consumption of a node, discussed earlier, whereas C-states can be explored to minimise the static consumption by putting the node in sleep mode. Although DFVS techniques can save substantial amounts of energy, reducing CPU frequency can clearly increase the duration of computing tasksa phenomenon that if not well handled can increase the overall energy consumption. Previous work has attempted to determine when frequency scaling or other techniques are most appropriate ].
2.2.4. Software Improvements. Developers of drivers, kernel modules, and distributed applications have to consider the implications of their design decisions in energy consumption. Waiting loops and active polling, for example, may frequently wake up a CPU, which might waste electricity. PowerTOP's Web site used to list examples of applications that wake up the CPU hundreds of times per second and sometimes unnecessarily. Some solutions also aim to provide means for management applications to access the energy consumption information of a machine and to set the state at which its components operate [Blanquicet and Christensen 2008] .
Research also shows that Operating Systems (OSs) have heterogeneous power consumption and can be optimized to consume less energy. Moreover, an OS can regulate its activity and energy consumption to meet thermal or energy constraints, a task that is commonly performed through the standard ACPI [Steele 1998 ]. The Basic Input Output System (BIOS)-the very first software called when a system boots-is stored in an (EEP)ROM on the motherboard and contains a set of basic functions to initialize hardware, run diagnostics, and search for bootable devices where the OS might be available. Although manufacturers develop a BIOS for each motherboard designed, the default setup is generally used to support all possible configurations (OSs) and check for all available devices, thus wasting time and energy.
Initializing the Universal Serial Bus (USB) host adapter also takes time, a process that can be avoided in HPC nodes where USB interfaces are hardly used. To reduce the time to boot, the majority of BIOS setups can disable USB ports and avoid their initialization. Moreover, USB ports frequently wake up the CPU even if they are not in use. This is also the case of other server components that are generally not used in data centers (e.g., RS-232 serial ports, bluetooth modules, and wireless cards) and that could be disabled.
Grid and Data Center Power Management
This section describes techniques for power management that work at the scale of a data center or Grid. Some of these techniques coordinate, at a wide scale, the node-level schemes described in the previous section.
2.3.1. Local or Green Sources of Electricity. One of the ways to save energy at a data center is to locate it close to where the electricity is generated, hence minimizing transmission losses. For example, in the United States, Western North Carolina attracts data centers with its low electricity prices due to abundant capacity of coal and nuclear power following the departure of the region's textile and furniture manufacturing [Greenpeace 2011 ]. As of this writing, this region has three supersized data centers from Google, Apple, and Facebook with respective power demands of 60 to 100 MW, 100MW, and 40MW [Greenpeace 2011 ].
Other companies opt for greener sources of energy. For example, Quincy (in the state of Washington) supplies electricity to data facilities from Yahoo, Microsoft, Dell, and Amazon with its low-cost hydroelectrics left behind following the shutdown of the region's aluminum industry [Greenpeace 2011 ]. Several renewable energy sources such as wind power, solar energy, hydropower, bioenergy, geothermal power, and marine power can be considered to power up supersized facilities.
Another approach is to employ free cooling, which consists in using outside air [Pawlish and Varde 2010] to cool infrastructure. As cooling accounts for about 33% of the power used in a data center [Greenberg et al. 2008] , this technique leads companies to locate their facilities in regions and countries with cold climate, such as Sweden. 4 Another free cooling technique is to use seawater, such as in the new Google data center in Hamina, Finland.
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Despite these innovative approaches, numerous data facilities have already been built, and relocating can be costly. Grid environments, on the other hand, can still take advantage of multiple locations to use green sources of energy with approaches such as follow-the-sun and follow-the-wind [Figuerola et al. 2009 ]. As sun and wind provide renewable sources of energy whose capacity fluctuates over time, the rationale is to place computing jobs on resources using renewable energy and to migrate jobs as renewable energy becomes available on resources in other locations.
2.3.2. Thermal Management. Thermal issues are the most direct consequences of increasing the number of transistors on processor chips. These issues and energy consumption are interrelated, as decreasing heat production reduces energy consumption. For this reason, several algorithms deal with both energy and thermal problems [Patel et al. 2002; Merkel and Bellosa 2006] .
An HP technical report [Patel et al. 2002] presents the typical case of an infrastructure with a PUE of 1.5, meaning that cooling itself consumes half the amount of power used by the computing resources. The authors present a solution, called thermal load balancing , that takes advantage of the different clusters' location in the Grid and assigns workload based on the thermal management infrastructure and the seasonal and diurnal variations of temperature [Patel et al. 2002] . It takes as example two sites of the same Grid, one located in New Delhi and another in Phoenix, Arizona. During summer, the external temperature in New Delhi reaches its peak at midday, at which time it is nighttime in Phoenix, where the temperature is lower. Hence, it is preferable to place the workload in Phoenix and use less cooling capacity than in New Delhi.
2.3.3. Workload Consolidation. These techniques consist of running multiple tasks on the same physical machine in order to reduce the number of nodes that are switched on Doyle et al. 2003; Urgaonkar et al. 2008; Verma et al. 2008; Kalyvianaki et al. 2009; Kusic et al. 2008; Jung et al. 2009; Srikantaiah et al. 2008] . A key component of systems that aim to consolidate workloads is to monitor and estimate the load posed by user applications or estimate the arrival of user requests. Several techniques have been applied to estimate system load, such as exponential moving averages [Box et al. 1994 ], Kalman filters [Kalman 1960 ], autoregressive models, and combinations of methods [Kim and Noble 2001; .
Fitted with workload-estimation techniques, Grid systems provide schemes to minimize the energy consumed by the underlying infrastructure while minimizing costs and violations of Service-Level Agreements (SLAs). introduced MUSE, an economy-based system that allocates resources of hosting centers to services aiming to minimize energy consumption. Services bid for resources as a function of delivered performance while MUSE switches unused servers off. Kalyvianaki et al. [2009] introduced autonomic resource provisioning using Kalman filters. Kusic et al. [2008] proposed a look-ahead control scheme for constantly optimizing the power efficiency of a virtualized environment. With the goal of maximizing the profit yielded by the system while minimizing the power consumption and SLA violations, the provisioning problem is modeled as a sequential optimization under uncertainty and is solved using the look-ahead control scheme.
In some cases, consolidating workload on fewer nodes may increase the overall energy consumed by the platform if unused nodes are not switched off. show that for some parallel applications, one can save energy and time by executing a program on more nodes at a slower speed rather than on fewer nodes at the fastest speed. Similarly, sometimes using the least power consuming state of processors is more energy consuming than exploring parallelism and as many processors as possible to complete an application faster [de Langen and Juurlink 2006] . Hence, parallelism should be implemented carefully.
Parallel applications with unbalanced load can benefit from using DVFS at nodes with small tasks while they wait to synchronize with nodes with heavier load . As the middleware can influence the energy consumed by the platform as it maps users' tasks and physical resources, it constitutes a great leverage to improve the energy efficiency of distributed systems. However, although workload consolidation techniques often rely on task scheduling algorithms, energy-efficient scheduling does not always aim at consolidating tasks on fewer nodes. Moreover, for all on/off algorithms, an unnecessary wake-up wastes energy by creating spikes in power consumption when the node is woken up and put into sleep mode again. Such algorithms should thus be carefully designed in order not to shut down nodes unnecessarily [Lefèvre and Orgerie 2009 ].
2.3.4. Energy-Aware Task Scheduling. Energy-aware task schedulers can be classified into three categories [Zhuo and Chakrabarti 2008] , namely, off-line scheduling based on a priori task information [Yao et al. 1995] ; online scheduling, which is purely dynamic [Kang and Ranka 2010; Zhuo and Chakrabarti 2008] ; and hybrid approaches, including an ofline phase where the slack is greedily absorbed and dynamic algorithms operating in the online phase [He and Jia 2008; Shin and Kim 2004] . Algorithms for energy-aware scheduling can be designed for divisible tasks , some may require synchronization [Jejurikar and Gupta 2006] , they can use DVFS , and sometimes they can be designed to work on homogeneous clusters [Mishra et al. 2003; Yang et al. 2009 ].
Green-Net provides a comprehensive framework for scheduling considering energy efficiency [Da-Costa et al. 2010] ). attempt to minimize the number of joules per operation. Their resource manager gets a set of awake nodes and minimizes its size as much as possible. When a task on a node completes, the manager tries to move the other tasks from this node to the other running nodes. If a new task arrives, the manager tries to put it on the awake nodes while the other nodes remain off. This algorithm does not include load-balancing mechanisms, so some nodes may wear out prematurely while others remain unused.
Under certain scenarios, it is also possible to negotiate the performance degradation with the user (mainly in terms of execution time) to save more energy. Such an approach is described in the work of , where users accept, for example, an increase of 10% in task execution time in order to reduce energy consumption.
Some task scheduling algorithms use DVFS techniques [Jejurikar and Gupta 2006; Snowdon et al. 2005; Fan et al. 2007 ], which allows for energy savings when the nodes are not fully utilized. DVFS can be used during the execution of noncritical tasks [Chen et al. 2005; or during communication phases of MPI applications [Lim et al. 2006] . In this case, the processor frequency is adjusted depending on the CPU utilization. Another solution is to use the user-perceived latency, the delay between user input and computer response, to drive voltage scaling [Yan et al. 2005] .
As outlined by the variety of proposed solutions, scheduling algorithms should be designed for the workload that they have to manage (e.g., Web servers, computing jobs). For periodic real-time tasks, Aydi et al. [2001] prove that the optimal solution consists in using the CPUs at either full capacity or at the minimum speed if the utilization is under 100%. In addition to performance goals, energy-efficient job placement algorithms can take into account load balancing [Merkel and Bellosa 2006] , thermal management [Patel et al. 2002; , and network connections [Chen et al. 2008 ].
Cloud Computing and Virtualization
Current Internet applications demand highly flexible hosting and resource provisioning solutions [Subramanyam et al. 2009 ]. The rising popularity of social network Web sites and the desire of current Internet users to store and share increasing amounts of information (e.g., pictures, movies, life stories, virtual farms) have required scalable infrastructure. Benefiting from economies of scale and recent developments in Web technologies, data centers have emerged as a key model to provision resources to applications and deal with their availability and performance requirements. However, data centers are often provisioned to handle sporadic peak loads, which can result in low resource utilization [Iosup et al. 2006 ] and wastage of energy [Harizopoulos et al. 2009 ].
Cloud computing ] offers an interesting proposition where an infrastructure can scale dynamically by allocating virtualized resources that are often provided as services over the Internet [Hayes 2008 ]. Clouds open up new horizons where anything is considered as a service (infrastructure, platform, software, computing, storage) and provide advantages such as cost reduction and reliability. As of this writing, Salesforce.com handles 54,000 companies and their 1.5 million employees using only 1,000 servers [Hamm 2009 ]. Several enterprises have started to provide Cloud infrastructures and services to customers [Boss et al. 2007 ]. Customers, however, commonly worry about security and loss of sensitive data when using services from Cloud providers. Accounting is another key challenge, as providers need to be competitive and remain economically viable.
The increasing demand for Cloud-based services raises concern about the energy consumed by data centers [Nathuji and Schwan 2007; Stoess et al. 2007; Talaber et al. 2009 ]. Recent reports [Patterson et al. 2007 ] indicate that energy consumption is becoming dominant in the Total Cost of Ownership (TCO). In 2005, data centers accounted for around 1% of the total world electricity consumption [Koomey 2011 ]. For most ICT companies, this consumption has increased: for instance, between 2005 and 2010, the electricity used by Google's servers has more than doubled [Koomey 2011 ], leading to more carbon emissions. Electricity becomes the new limiting factor for deploying data center infrastructures.
A range of technologies, some of which were described earlier, can be utilized to make Cloud computing infrastructure more energy efficient, including better cooling technologies, temperature-aware scheduling [Moore et al. 2005; Fan et al. 2007; Patel et al. 2002] , DVFS [Snowdon et al. 2005] , and resource virtualization [Talaber et al. 2009 ]. The use of Virtual Machines (VMs) [Barham et al. 2003 ] brings several benefits, including environment and performance isolation, improved resource utilization by enabling workload consolidation, and resource provisioning on demand. Such technologies, nevertheless, must be analyzed and used carefully for really improving the energy efficiency of computing infrastructures [Miyoshi et al. 2002; .
Virtualization allows for consolidating the workload of user applications into fewer machines [Srikantaiah et al. 2008] , where unused servers can potentially be switched off or put in low energy consumption modes ]. Yet, as attracting as virtualization is, its sole use does not guarantee reductions in energy consumption. Improving the energy efficiency of Cloud environments with the aid of virtualization generally calls for devising mechanisms that adaptively provision applications with resources that match their workload demands and utilizes other power management technologies such as CPU throttling and dynamic reconfiguration, allowing unused resources to be freed or switched off.
Existing work has proposed architectures that benefit from virtualization for making data centers and Clouds more energy efficient. The problem of energy-efficient resource provisioning is commonly divided into two subproblems [Liu et al. 2009 ]: at a micro or host level-discussed earlier-power management techniques are applied to minimize the number of resources used by applications and hence reduce the energy consumed by an individual host; at a macro level, generally a Resource Management System (RMS) strives to enforce scheduling and workload consolidation policies that attempt to reduce the number of nodes required to handle the workloads of user applications or place applications in areas of a data center that would improve the effectiveness of the cooling system. Some of the techniques and information commonly investigated and applied at the macro or RMS level to achieve workload consolidation and energyefficient scheduling include the following:
-Application workload estimation -The cost of adaptation actions -Relocation and live migration of virtual machines -Information about server racks, their configurations, energy consumption, and thermal states -Heat management or temperature-aware workload placement aiming for heat distribution and cooling efficiency -Study of application dependencies and creation of performance models -Load balancing among computing sites Although consolidation fitted with load forecasting schemes can reduce the overall number of resources used to serve user applications, the actions performed by RMSs to adapt the environment to match the application demands can require the relocation and reconfiguration of VMs. This can impact the response time of applications, consequently degrading the QoS perceived by end users. Hence, it is important to consider the costs and benefits of adaptation actions [Verma et al. 2008] . For example, Jung et al. [2009] have explored a cost-sensitive adaptation engine that weights the potential benefits of reconfiguration and their costs. A cost model for each application is built offline, and to decide when and how to reconfigure the VMs, the adaptation engine estimates the cost of adaptation actions in terms of changes in the utility, which is a function of the application response time. The benefit of an action is given by the improvement in application response time and the period over which the system remains in the new configuration.
Moreover, consolidation raises the issue of dealing both with necessary redundancy and placement geodiversity. Cloud providers such as Salesforce.com, who offer to host entire Web sites of private companies [Hamm 2009 ], do not want to lose entire Web sites due to power outages or network access failures. Hence, outages and blackouts should be anticipated and taken into account in resource management policies [Singh and Vara 2009] .
2.4.1. Virtualization Techniques. The overhead posed by VM technologies [Cherkasova and Gardner 2005] has decreased over the years, which has expanded their appeal for running high-performance computing applications [Tatezono et al. 2006] and turned virtualization into a mainstream technology for managing and providing resources for a wide user community with heterogeneous software-stack requirements. Even if virtualization adds a software layer that consumes energy [Torres et al. 2008] , it allows for finer load consolidation on a virtualized node [Srikantaiah et al. 2008 ] and provides live migration techniques [Travostino et al. 2006 ] to strengthen load aggregation.
While the macro-level resource management performs actions that generally take into account the power consumption of a group of resources or the whole data center, at the host level the power management is performed by configuring parameters of the hypervisor's scheduler, such as throttling of Virtual CPUs (VCPUs) and using other OS-specific policies. In the proposed architectures, hosts generally run a local resource manager that is responsible for monitoring the power consumption of the host and optimizing it according to local policies. The power management capabilities available in virtualized hosts have been categorized as follows [Nathuji and Schwan 2007] : "soft" actions such as CPU idling and throttling, "hard" actions like DVFS, and consolidating in the hypervisor. CPU idling or soft states consist in changing resource allotments of VMs and attributes of the hypervisor's scheduler (e.g., number of credits in Xen's credit scheduler) to reduce the CPU time allocated to a VM so that it consumes less power. Hard actions comprise techniques such as scaling the voltage and frequency of CPUs. Consolidation can also be performed at the host level, where the VCPUs allocated to VMs can be configured to share CPU cores, putting unused cores in idle state, hence saving the energy that would otherwise be used by the additional core to run a VM. Nathuji and Schwan [2007] presented VirtualPower, a power management system for virtualized environments that explores both hardware power scaling and software-based methods to control the power consumption of underlying platforms. VirtualPower exports a set of power states to VM guests that allow them to use and act upon these states, thereby performing their own power management policies. The soft states are intercepted by Xen hypervisor and mapped to changes in the underlying hardware such as CPU frequency scaling according to the virtual power management rules. The power management policies implemented in the guest VMs are used as "hints" by the hypervisor rather than executable commands. They also evaluate the power drawn by cores at different frequency/voltage levels and suggest that such technique be used along with soft schemes.
VM-based resource management systems such as Eucalyptus [Nurmi et al. 2008] and OpenNebula [Fontan et al. 2008 ] allow users to instantiate and customize clusters of VMs atop the underlying hardware infrastructure. When applied in a data center environment, virtualization can allow for impressive workload consolidation. For instance, as Web applications usually present variable user population and time-variant workloads, virtualization can be employed to reduce the energy consumed by the data center environment through server consolidation, whereby VMs running different workloads can share the same physical host.
2.4.2. Virtual Machine Migration. Virtualization needs powerful resource management mechanisms [Grit et al. 2006 ] to benefit from migrating, pausing, and resuming VMs. The design of resource management policies is challenging (often an NP-hard problem) and dynamic. Live migration [Clark et al. 2005 ] greatly improves the capacities and the features of Cloud environments, as it facilitates fault management, load balancing, and low-level system maintenance. Migration implies more flexible resource management, as VMs can move from one host to another. It removes the concept of locality in virtualized environments.
This technique, however, is complex and more difficult to use over MAN/WAN [Travostino et al. 2006 ] than within a cluster. IP addressing is an issue, as the system needs to change the address of the migrated VM, which may not remain in the same network domain. Moreover, it impacts the performance of VMs by adding a nonnegligible overhead [Voorsluys et al. 2009 ]. 
Classification of Existing Work
Table II summarizes the existing approaches on energy efficiency for computing resources.
WIRED NETWORKING RESOURCES
The Web has become an essential means of communication for private companies, governments, institutions, and other organizations. In addition, the number of Internet users increased fivefold between 2000 and 2009. 6 The increasing number of devices connected to the Internet calls for high performance end-to-end networks, which in turn increases the topology complexity, namely, the number of core components to ensure performance and re liability, and consequently, the energy that these networks consume [Baldi and Ofek 2009] . Bolla et al. [2011c] forecast that the energy consumption of telecommunication networks will grow 2.5 times by 2018 compared to that used in 2009. Gupta and Singh [2003] provided approximations to show that transmitting data through wired networks takes more energy (in bits per Joules) than transmitting the same data via wireless networks. Although, as discussed earlier, energy consumption has always been a concern in wireless networks where devices are mostly battery operated, it was for much time a neglected factor in wired networks. There are margins for improving the energy efficiency of both wireless and wired networks, but this survey reviews techniques that are mostly appreciable to the latter. The needs for network connectivity and high availability have increased substantially over the years ]. However, studies have shown that certain network links, especially those located at the network edges, are generally lightly utilized Odlyzko 2003 ]. Moreover, the difference in terms of power consumption between an idle and a fully utilized link, such as the case of Ethernet, is often negligible ]. These observations have led researchers to propose several approaches to take advantage of link underutilization and reduce the idle power consumption.
Also important to notice is that the energy consumption of networks is not only incurred by powering networking equipment (routers, switches, links, hubs, etc.) but also by end hosts that demand high availability and full-time connectivity even if the network is not used. Current research in energy conservation in wired networks aims to reduce the energy consumption of networking devices while guaranteeing the same QoS to users. This same-for-less approach is transparent to users, whereas "green network" can be achieved generally if network managers, designers, and providers know or can estimate the network usage.
To save energy, several methods can be used at the macro level with routing strategies and traffic aggregation, which can leverage micro-level solutions provided by, for instance, hardware improvements in NICs and switches. When modifying network behaviour, one of the challenges is to guarantee interoperability and backward compatibility with existing protocols and products. Figure 3 depicts the techniques covered in the rest of this section. Methods for measuring the energy consumption and for building energy consumption models have been proposed for the different network components [Wang et al. 2002; , for different types of networks [Baliga et al. 2009b; , and for the whole Internet [Baldi and Ofek 2009; Baliga et al. 2007; ] (covered in Section 3.1). These real energy measurements and models allow researchers to validate new frameworks and algorithms. As for computing resources, energy-efficient techniques targeting networking resources can be divided into different levels from hardware optimizations (Section 3.2) to network-wide solutions. When components such as network ports are not used at their full capacity, they can be put in low power modes-a technique termed as slowdown (Section 3.4)-or be automatically powered down when not used. The latter often comprises shutdown techniques (Section 3.3).
Although the optimization, shutdown, and slowdown approaches focus on specific network components, energy-efficiency improvements can also be made at wider scales (Section 3.5). For example, routing algorithms Blackburn and Christensen 2009] can be improved to save energy.
Measuring and Modeling Energy Consumption
Similar to computing infrastructure, understanding the amount of energy that network equipments consume under the possible operating conditions is key to design technologies and mechanisms to improve their efficiency. This preliminary analysis helps to determine how much energy can be saved and design energy models of networking equipment that can be used to validate new hardware components and new algorithms.
Estimating and Modeling the Energy Consumed by Networks.
The Internet encompasses thousands of private and public networks with different scales and functions, linked by various electronic and optical networking technologies. The network heterogeneity and privacy and security constraints make it difficult to evaluate the exact topology of the Internet. Hence, precisely estimating the energy consumed by the Internet remains a challenge. Bolla et al. [2011a] have attempted to determine the Internet topology in Italy. They estimated the power consumption for a typical network equipment according to the technology it employs and extrapolated the consumption of a network by considering the total number of such devices the overall network contains (Table III) . This allows one to deduce the energy consumption of the overall network and the portion induced by each of its components. It is advocated that home network devices, even though the least consuming when considered individually, are the biggest contributors to the overall energy consumed by the network (79%) because of the large number of such devices in a large network. Reducing the energy consumption of the least consuming equipment, therefore, can still lead to large savings due to a scaling effect. Similar results based on the topology of an Italian Internet Service Provider (ISP) are presented by . Baliga et al. [2007] , modeling the energy consumption of the Internet depending on access rate, show that with a peak access rate of 100Mbps, the Internet accounts for 1% of the electricity consumed in broadband-enabled countries, a consumption that can increase up to 4% under a peak access rate of 1Gbps. Bianzino et al. [2011] estimate the power consumption of end-user PCs while browsing the Web depending on the hardware platform, operating system, browser, and Web site. They point out that tabbed browsing causes several scripts to run in parallel while users typically interact with only one tab at any given time, which they claim is a waste of energy.
The growth of optical network usage reflects the increasing demand in bandwidth by new Internet applications (e.g., e-science applications), and the energy consumption of optical networks is becoming an important issue. Bathula and Elmirghani [2009b] proposed a model expressing the energy required to transmit an optical bit across a Wavelength Routed Node (WRN). They assume that an optical network consumes energy in two cases: when transmitting a bit over fiber and when a WRN switches an optical signal. This model, which takes the bit error rate into account, is also applied to other work [Bathula and Elmirghani 2009a] with Optical Burst Switched (OBS) networks that allow the dynamic subwavelength switching of data. Baliga et al. [2009b] present a power consumption model for optical IP networks, which they also extrapolate to estimate the energy consumed by the Internet. Similarly to the Internet, optical IP networks are split into three main parts: the access network, the metropolitan and edge network, and the network core. The power consumption model is described as a function of the access rate to users, and the global network consumption is the sum of the per user power consumption for all components in the network. This model therefore relies heavily on traffic estimation, where a representative sample is taken for each type of equipment and its power consumption under typical load is included in the model to compute the total network consumption.
Rather than studying the underlying network technology of backbones, which are mainly optical networks [Zhang et al. 2010c] , consider a real IP backbone network with real traffic generated by one of the largest ISPs in Italy. The ISP network is divided into four levels, namely, core, backbone, metro, and feeder nodes. Although core nodes are the most power consuming-as far as nodes are concerned-they represent less than 10% of the total energy consumption, whereas feeders represent more than 65%, backbone nodes account for 19%, and metro nodes account for around 6%. These values do not consider air-conditioning, which commonly increases the power consumption by 40% to 60%.
Interconnection networks are another well-studied type of network used to relay data and control traffic between computation and storage elements in parallel computer systems . The energy consumption model presented by Soteriou et al. [2005] for such networks is based on estimating the utilization of links and output buffers. Indeed, contrary to other technologies, links are the dominant power consumers in these networks.
A holistic approach is presented by Kim et al. [2005] , where they present a power consumption model of the entire cluster interconnections based on energy profiles of three major components: switches, NICs, and links. Based on this model, they proposed energy-efficient designing techniques.
A consensual and commonly adopted way to represent a network topology is to model it as an undirected graph where the vertices are the nodes and the edges are the bidirectional links Hasan et al. 2010] . Each vertex and each edge has an associated power cost function with parameters varying using random theory. As the network topology is often unknown, random graph theory is used to generate graphs with particular properties that match the observed properties of these networks. Random graph theory can also be used to estimate the number of devices that can eventually be powered off to save energy ].
3.1.2. Measuring and Modeling the Energy Consumed by Networking Equipment. Wired networks consist of several devices such as routers, switches, bridges, optical repeaters, hubs, firewalls, links, coaxial cables, optical fibers, and NICs. Each type of equipment has its own characteristics (architecture and functionalities) and services. Thus, each of these devices presents an energy consumption that is influenced by various parameters such as equipment type, traffic, number of connected devices, manufacturer, number of switched-on interfaces (ports for routers and switches), used protocols and QoS services (which can add processing time if high-level operations such as flow identification and packet inspecting are required), and energy-saving modes. The following paragraphs describe models for different types of network devices: routers and switches. A router is a device that interconnects two or more networks and forwards data packets from one network to another (routing and forwarding tasks).
Several models have been proposed to describe the energy that a network equipment consumes. For example, the energy consumed by routers has been studied in previous work Wang et al. 2002; , where different parameters are used to model their consumption. Based on results from experiments with different line cards, proposed a general model for router power consumption that depends on the number of active line cards. take a different approach where router actions are broken up into seven basic operations: input buffer write, routing decision, virtual-channel allocation, switch arbitration, input buffer read, switch traversal, and outgoing link traversal. Each operation dissipates dynamic power. Switch arbitration and allocation are not considered, as they are negligible. Each of the remaining operations is detailed and mathematical formulae are provided for each power consumption. These models are integrated into their online power estimator embedded in each router to dynamically monitor local power consumption. Hence, these models replace what would be an actual expensive wattmeter for each networking equipment. One can hope that such energy sensors will be directly included in future router architecture and will be available to router administrators.
The two previous power models are generic and can be applied to any router. Wang et al. [2002] designed a power consumption model for Complementary Metal-OxideSemiconductor (CMOS) routers based on the switch capacitance and switching activity. To estimate the switch capacitance, the model includes FIFO buffers, crossbar switch, and arbiters modeling, since these three components are the basic building blocks of routers. This model is then applied to two different commercial routers: the Alpha 21364 and the IBM 8-port 12X Infiniband router. The model validation is compared with success to designers' estimates.
The crossbar switch is one of the possible switching fabric architectures. Switch fabrics are responsible for an important part of the router power consumption: 90% in the case of the IBM Infiniband router and 26% to 35% for the Alpha 21364 (input buffers contribute 46% to 61% of total power) [Wang et al. 2002] . Ye et al. [2002] studied four widely used switch fabrics, namely, crossbar, fully connected, Banyan, and BatcherBanyan. The authors show that the fully connected switch has the lowest power consumption and that the relation between power consumption and traffic throughput is almost linear for the crossbar, the fully connected, and the Batcher-Banyan networks.
Lower in the network protocol stack, Tucker [2010] provides quantitative models of energy consumption in several optical switching devices. These models decompose the device's consumption into the consumption of its hardware components (e.g., power supply and transistors). Tucker studies two classes of switches: linear analog switches that pass the input signal to the appropriate output without altering the waveform of the signal, and digital switches that operate at the bit level and generally incorporate highly nonlinear and logic devices. Hlavacs et al. [2009] use linear regression to model the relation between the measured power consumption and the injected traffic in typical residential and professional switches. Some results are surprising: the Netgear residential switch (Netgear FS608v2, 8 ports) consumes less energy under high bandwidth values, and the 3Com professional switch (3Com 3824, 24 ports) achieves the optimum ratio between energy consumption and bandwidth when operating between 100 and 1,000 kbit/s. As a conclusion, they show that energy consumption and bandwidth are linked but that the dependence is quite small and not linear.
This heterogeneous behavior has led Mahadevan et al. [2009] to propose a benchmarking framework to compare the power characteristics of a variety of network devices (routers and switches). The power model for each equipment considers the base chassis power, the number of linecards, the number of active ports, the port capacity, the port utilization, the Ternary Content Addressable Memory (TCAM), and the firmware. This benchmarking framework can predict the power consumed by different switches currently used in data centers with a 2% error margin.
Moving from core networks to access networks, the bandwidth capacity and number of components per equipment decrease, but the number of deployed equipment increases. As both the number of network devices and their bandwidth capacity affect the energy consumption, possible energy savings are greater at both core and access levels.
However, when no empirical measurements of energy consumption are available for a given network equipment, researchers use generic mathematical models to evaluate their algorithms and frameworks. Such models express the relation between traffic load and energy consumption with simple functions, including linear, cubic, logarithmic, step functions ]. These energy profiles may not be realistic [Mahadevan et al. 2009 ], as they represent an ideal situation-a scenario where the power consumed is proportional to the load. Such a proportional model is often used and referred to as the power consumption model for future networking equipment [Mahadevan et al. 2009 ].
Hardware and Low-Level Optimizations
Manufacturers of network equipment have attempted to reduce the energy consumption of networks by increasing the efficiency of its components, constantly proposing green routers and switches . D-Link, Cisco, and Netgear are among the manufacturers proposing new green functionalities in their products, such as adapting the power transmission to link length and load, powering off buttons, and providing more efficient power supplies. These new products often come as result of green initiatives (e.g., GreenTouch, 7 GreenStar Network, 8 and the Energy Consumption Rating initiative 9 ) and study groups (e.g., IEEE 802.3 Energy Efficient Ethernet Study Group), which aim to standardize and enforce new regulations in terms of energy consumption for network equipment.
In the past few years, several hardware solutions have been proposed for improving hardware capabilities (e.g., power saving by cable length, smart cooling fan, disk spin down, and DVFS) and for adding functionalities (e.g., power on/off button, low power mode, port auto power down). Networking equipment can also benefit from low-level improvements provided by research on energy-efficient computing resources , such as disk spin down and DVFS techniques presented in Section 2. Power on/off buttons enable home equipment to be manually switched off when they are not used. Wake-On-LAN techniques allow them to be switched on and off remotely. Saving power based on cable length is similar to the power-saving modes of wireless equipment that adjust their radio range according to the distance of their neighbors. The specifications of typical Ethernet twisted-pair cables precise a maximum length of 100 meters. Hence, router and switch ports are basically set for the maximal cable length; however, in homes and enterprise environments, equipment is most commonly used with cables measuring a couple of meters. Hardware optimizations also include re-engineering the network component to use more energy-efficient technologies and to reduce the complexity of current devices [Roberts 2009 ].
Shutdown: Sleeping Methods
As discussed earlier, network links-especially those at the edges of a network-are lightly utilized Odlyzko 2003 ]. To save energy, researchers have proposed techniques that switch off network equipment (i.e., put them into sleep mode) when they are not used . Despite its benefits, this technique raises several problems, including loss of connectivity and long resynchronization periods. In addition, constantly switching network devices off and on can be more energy consuming than keeping them on all the time.
New mechanisms have been designed to address these issues. Examples of mechanisms include proxying techniques to maintain connectivity and to quickly resynchronize both ends of a link . Here we first review the main techniques and algorithms for switching off network components and then we describe proxying techniques to enable longer switching-off periods.
3.3.1. On/Off and Sleeping Techniques and Frameworks. Gupta and Singh [2003] performed a seminal work dealing with on/off approaches where they proposed two solutions to reduce energy wastage:
-Switching off network interfaces of LAN switches during packet interarrival times, which requires extending the interface's memory buffers to minimize packet loss -Modifying routing protocols to aggregate all traffic going through parallel routes into one route during low-traffic periods, thus enabling unused network links to be switched off
The first solution, which is uncoordinated and passive, takes advantage of periods without traffic, whereas the second, which is coordinated and active, tries to increase these periods. Therefore, the first solution requires to improve low-level capabilities, whereas the second deals with the control plane. These approaches are not straightforward, as the network presence of sleeping elements should be maintained. According to the experiments performed by Gupta and Singh [2007b] , links of an on-campus backbone switch can be powered off from 40% to more than 80% of the time.
Observing that current network devices do not have power management primitives, proposed standby primitives (sleeping mode) for backbone devices using virtualization capabilities of layer 2 protocols, mainly represented by Multiprotocol Label Switching (MPLS) and Ethernet, and completely transparent to layer 3 protocols, such as IP. A network node is devoted to collecting traffic load information from routers, applying necessary reconfigurations, and switching elements on and off to meet QoS constraints.
10 This solution also requires periodic wake-ups of sleeping hardware for failure detections. proposed reconfigurable routers to deal with traffic and route aggregation and management of routers under sleeping states. Dynamic Ethernet Link Shutdown (DELS), presented by Gupta and Singh [2007a] , takes sleeping decisions based on buffer occupancy, the behavior of previous packet arrival times, and a configurable maximum bounded delay.
The problem of finding the minimum set of nodes and links to be powered on while guaranteeing full connectivity and maximum link utilization is NP-hard and has been modeled by . This problem is also studied by with different QoS constraints (hop limit, bandwidth limit reliability, and stability). Numerous heuristics have been proposed to solve it Soteriou and Peh 2003; Restrepo 47:20 A.-C. Orgerie et al. ], but most of them do not consider some practical problems of the on/off approach: switching on and off takes time, it leads to a network reconfiguration because of topology change, and a wake-up method is required to determine how and when nodes and links should be switched on again. To solve the latter problem, several solutions can be envisaged, such as a periodic wake-up , an automatic wake-up on sensing incoming traffic ], or a "dummy" packet sent to wake up a neighboring node .
Instead of a sleeping mode, the IEEE 802.3az Task Group 11 proposes Low Power Idle (LPI) ], a standard that was adopted in September 2010 [Reviriego et al. 2011] . The basic idea-to transmit data as fast as possible to spend as much time as possible in low power idle mode-is based on the following principles: the highest rate provides the most energy-efficient transmission (in Joules per bit) and the LPI mode consumes minimal power. The LPI transition is initiated by the transmitter. Then, a periodical refreshment is done to detect failures and facilitate fast transition. Transmissions are deferred to predefined time as shown in Figure 4 .
T s is sleep time (the time needed to enter sleep mode); T w is wake-up time (the time required to exit sleep mode). The transceiver spends T q in the quiet (energy-saving) period but also has short periods of activity (T r ) to refresh the receiver state. Currently, LPI seems the most promising solution at the NIC level to save energy. The first NICs enabling this green functionality were commercialized at the end of 2011.
3.3.2. Proxying Techniques. The observation that PCs are generally powered on even when they are not in use led to look for a solution consisting in completely powering off PCs during idle periods. Switching off PCs include powering off their NICs, which then requires dealing with loss of network connectivity.
A way to address these issues is to use a proxy to answer to nonurgent messages on behalf of a node and to wake up the node only when required. This solution Gunaratne et al. 2005; ] is based on a Network Connectivity Proxy (NCP) that handles network presence requests such as ARP, ICMP, and DHCP, and keeps connections alive. This proxy solution can be implemented in the NICs themselves as proposed by . proposed an improved NIC that answers to network requests while the node is in suspend-to-RAM state. Another approach illustrated by Agarwal et al. [2010] is to use dedicated on-demand proxy servers.
Slowdown: Adapting to the Needs
Although shutdown approaches take advantage of redundancy and explores idle periods in network traffic to switch off certain paths, energy savings can also be achieved during low-demand period with slowdown techniques. The difference in power consumption between an idle and a fully utilized Ethernet link is negligible . To maintain NICs synchronized, idle bit patterns are continuously transmitted even when no actual data is sent. As a consequence, the power consumption levels of non-energy-aware equipment are the same when idle and transmitting. An exception is the 1000BASE-T specifications, designed to operate at 10Mb/s, 100Mb/s, and 1Gb/s in order to keep backward compatibility with previous specifications. It has been observed that running Ethernet links at lower data rates decreases the power consumption of NICs and switches .
Similarly to computing resources, the energy consumption of networking devices is not proportional to their usage . To get closer to proportionality, the transmission rate of Ethernet devices can be adapted to the load, which is similar to DVFS techniques. A technique for adapting the transmission rate, called Adaptive Link Rate (ALR) , determines high-and low-buffer thresholds. When the buffer occupancy reaches the high-buffer threshold, the link rate is switched to a higher value, and when it goes under the low-buffer threshold, the link rate decreases. The difficulty lies in finding the good values for these thresholds in order to avoid packet losses and oscillations, as switching rates takes time. An ALR prototype is implemented by Zhang et al. [2008] , showing that switching times are in the order of milliseconds. However, the IEEE 802.3az group, which studied ALR before designing LPI, showed that under more generic conditions, ALR suffers from too lengthy switching times and frequent oscillations that impede its ability to save energy.
A similar approach called Dynamic Adjustment of Link Width (DAWL), proposed by , also uses thresholds based on link utilization. provide a rate adaptation mechanism, and they advocate that the distribution of operating rates and their corresponding power consumption greatly influence the efficiency of slowdown techniques.
Coordination: Network-Wide Management and Global Solutions
Coordinated power management schemes can take advantage of previously cited techniques, such as on/off and adapting rate techniques, as a way to enforce infrastructurelevel policies, which can potentially lead to greater energy savings. For example, in low-demand scenarios with network redundancy, entire network paths can be switched off, and the traffic is routed on other paths [Idzikowski et al. 2010; ].
Figure 5 [Bolla et al. 2011c] shows different options for the same transfer scenario: (a) no power-aware optimizations; (b) shutdown approaches; (c) slowdown approaches; and (d) shutdown and slowdown approaches combined.
Both shutdown and slowdown approaches increase the total transfer time and reduce the energy consumption. The combination of these two techniques gives the best results in terms of energy consumption and the worst results with regard to transfer time. However, depending on the QoS constraints, this delay can be acceptable or shortened using traffic prediction. provides an analysis of these two methods, showing that they can be beneficial depending on the power profile of the network equipment and the utilization of the network itself.
Among the solutions to improve the energy efficiency at a network scale, we distinguish three categories: the green design of network protocols that concern improvements of current protocols to make them more energy efficient, the clean-slate approaches that propose new energy-aware network architectures, and the energy-aware frameworks that consider the entire network consumption as the quantity to optimize.
3.5.1. Green Design of Network Protocols and Algorithms. Each network layer has its set of protocols and associated energy cost. analyzed the energy consumption of TCP and isolated the cost of each operation (e.g., copies, computing checksums). They showed that several techniques can be employed to reduce energy consumption, such as zero copy, maintaining the send buffer on the NIC, and copying data in large chunks. proposed a Green TCP/IP with a connection sleep option that works on the basis of client-server applications with connection-oriented communications. It allows a power-managed TCP/IP client to inform a server that it is going to a sleeping power mode. The server thus keeps the connection alive but does not send any packet to the sleeping client.
Energy savings can also be made at the routing protocol level. adapted the Open Shortest Path First (OSPF) protocol for allowing routers to power off network links during low-traffic periods. A power-aware routing protocol for IP routers using line card and chassis reconfiguration is proposed by . proposed GreenTE, an intradomain power-aware traffic engineering mechanism with a good routing stability. A centralized routing and on/off management is described by Gelenbe and Silvestri [2009] ; it presents good QoS results in terms of delay, packet loss, and jitter.
Traffic grooming is used in an optical wavelength routing network to group flows to avoid optical-electronic-optical conversions and hence save energy. compared static and dynamic grooming policies under various loads and found that the best approach depends on the considered scenario. show that optical end-to-end grooming consumes about half the power of the link-by-link grooming on a realistic scenario.
3.5.2. Clean-Slate Approaches. The IP was designed in the 1970s, and by 1980 only around 200 hosts were connected to the-then to be-Internet. Today, there are more than 2 billion Internet users in the world. 12 The move from IPv4 to IPv6 demonstrates that sometimes several years are needed to deploy a new set of network protocols, and by the time the new set is fully deployed, new issues and problems caused by legacy start to emerge.
Clean-slate approaches disregard current design constraints (e.g., interoperability) and propose new innovative architectures that improve the QoS of current and future applications. These new architectures comprise bufferless routers ], optimal network design for specific applications ], synchronous IP switching to synchronize router operations and schedule traffic in advance [Baldi and Ofek 2009] , pure optical switching architectures [Tucker 2010] , and routing algorithms dealing with flows instead of packets [Roberts 2009 ].
3.5.3. Energy-Aware Frameworks. To be energy efficient, network-wide solutions should do the following: -Adapt to the network topology (e.g., redundancy, multipaths) -Adapt to the traffic (e.g., bursts, always low) -Adapt to the scenario usage (e.g., P2P, Web servers) -Be realistic in terms of technology (e.g., compatibility, interoperability) -Be scalable, reliable, fast, fault tolerant, efficient, and secure Coordinated power management schemes benefit from previously cited techniques, such has on/off and adaptive link rate, and take decisions at a wider scale, which implies that they make greater energy savings. For example, in low-demand scenarios with network redundancy, entire network paths can be switched off and the traffic routed on other paths [Idzikowski et al. 2010; Chiaraviglio and Matta 2010] . However, these solutions require major changes, such as dynamic routing protocols that can handle shutdown nodes and links, a centralized management to coordinate switch off [Gelenbe and Silvestri 2009] , and higherlevel cooperation between ISPs and Content Providers (CPs) [Chiaraviglio and Matta 2010] . Bandwidth provisioning frameworks can be adapted to save energy [Orgerie and Lefèvre 2011] . Network management architectures have also been proposed to enforce business decisions aiming to achieve energy efficiency by exploring the trade-off between energy savings and network performance [Costa et al. 2012] .
Network virtualization is another promising solution to enable energy savings. propose an energy-aware planning of Virtual Infrastructure (VI).
13 They show that their framework can save up to 40% of energy. present a network management primitive for Virtual ROuters On the Move (VROOM). It simplifies the management of routers by virtualizing them and allowing them to freely move from one physical node to another, thus avoiding logical topology changes.
Classification of Existing Work
Table IV summarizes the research work discussed in this section. The work is categorized by network level and type of approach; the three first approaches are applied at the node level, whereas the last one is applied at the network level.
CONCLUSION
This survey discussed techniques for improving the energy efficiency of computing and networking resources, which are key components of large-scale distributed systems. For computing resources, the solutions work at different levels, from individual nodes to entire infrastructures where they take advantage of recent advanced functionalities such as virtualization. In parallel, for wired networks, shutdown techniques have been extensively studied and evaluated to limit the number of resources that can remain idle and consume energy unnecessarily. There are also techniques for adapting the performance of both computing and network resources (and their energy usage) to the needs of applications and services. These approaches are often combined and applied in a coordinated way in large-scale distributed systems. After exploring studies and models for estimating the energy consumption of these resources, we presented a classification of existing solutions and research work. Although many research directions have been studied to save energy, several key problems remain open. Are virtualization and Cloud computing the panacea for saving energy? Which architecture is the most energy efficient: centralized, totally distributed, or something in-between? What is the best way to explore the trade-offs between energy and performance? How is energy proportionality reached? One of the main leverages to reduce the electric bill and the carbon footprint of IT infrastructure is to increase the energy awareness of users and providers.
