Abstract-Static biometric images are not private and may be copied to make a physical and digital stimulant without an owner being aware of it, therefore the search for efficient solutions of personal authentication via dynamic biometric characteristics is still in process. A series of computational experiments based on biometric data obtained through a handwritten signature and keystroke dynamics is carried out. In the experiment the perceptron, quadratic form networks and Chi-module functionals were used. The paper proposes to adapt the algorithm of training the perceptron according to the Russian State Standard GOST R 52633.5-2011 to set quadratic form networks. A number of errors while verifying a person by handwriting dynamics is 1%, and while authenticating a person in a twofactor mode (a handwritten signature and keystroke dynamics) is 0.31%.
INTRODUCTION
Nowadays we are passing through a period of struggle for the reliability of biometric systems of personal recognition. A concern about an increase in the reliability of the biometric authentication is determined by high financial losses caused by cyber crime activities around the world [1] . According to the evaluation of the analytical agency J'son & Partners Consulting the volume of the international market of the biometric systems will amount up to $40 billion in 2022. Russia's concern in the development of the market of biometric systems reflects in the structure of the National Technological Initiative (NTI), that is a long-term program of developing innovative markets in Russia. The project of the NTI includes the tasks and pilot projects that are connected with the implementation of the national biometric platform of authentication, a digital signature with the biometric activation, multimodal biometric systems of personal data management and others. The NTI defines the market of secure and protected IT called SafeNet, it has a segment (Applied systems of security tasks) that deals with biometric authentication means.
A search of new efficient approaches of biometric authentication is caused by some shortcomings of the existing solutions: static biometric images of a fingerprint, an iris, hand geometry allow a possibility of making a stimulant, the procedures are open and do not allow authenticating a person in a hidden way. Therefore, many scientists aim at the development of other biometric technologies, based on the dynamic characteristics of handwritten images and a keystroke manner in particular. The major shortcoming of these methods is lower reliability, that is defined by the probability of the false reject rate, FRR, (the false reject for the owner) and the false acceptance rate, FAR (the false acceptance of the nonowner biometric data).
This paper aims at the development of a method of more reliable biometric authentication via a handwritten signature and keystroke dynamics.
II. SOME APPROACHES TO SOLUTIONS IN BIOMETRIC SYSTEMS OF AUTHENTICATION
Any biometric image having been recorded in the authentication system is translated into a vector of attribute values that mean values characterizing persons. Analyzing these values it is possible to differentiate one person from another and make a decision about the authenticity of the presented biometric image. Despite of the physical meanings of these values the same approaches may be used for personal recognition
In [2, 3] an approach based on "fuzzy extractors" is used. "Fuzzy extractors" are algorithms that separate equally spaced bit sequences from biometric data in the noise condition [4] . These sequences (keys) are previously generated at random for any person to be recognized. A biometric template is a sequence of bits as well that lies as a scale on a random personal key. Thus, template attribute values are protected by scaling and may remain open. Similar ways of describing this approach are known [5] [6] [7] [8] : Fuzzy Vault [5] , Fuzzy Commitment [6] and others [7, 8] . Some of them have more disadvantages than the traditional "fuzzy extractor" which is a general scheme of generating a key sequence built on traditional self-correcting codes. Fuzzy extractors and their modifications provide too high percentage of errors like FRR and FAR when they are applied for the tasks to be considered [2, 3] .
The method of successive application of Bayes hypotheses formula provides more acceptable rates of reliability of personal recognition via dynamic biometric characteristics [9.10] . But the usage of this method requires the storage of parameters of attribute value distribution in their initial form. it could be a reason of the biometric template compromise.
Besides, the level of reliability achieved during the previous researches [9, 10] needs to increase. As a result the approaches described in [9, 10] cannot be used for protecting critical information.
Nowadays an approach based on the artificial neural networks (ANN) is popular. At the moment this idea has been practically realized. The artificial neural network enhances biometric data (vectors of attribute values) when they input the network, then the data are quantized and output. Weight coefficients of neurons camouflage the parameters of distribution for attribute values preventing the biometric template from being compromised while storing and transmitting through the communication channels.
Today software products (Theano, MXNET) and SaaS products are being developed for imitating the work of ANN. Google proposes the library TensorFlow that allows using the functions of deep machine learning to develop individual smart application. The majority of such libraries aims at the development and training deep neural networks. Such largescale projects as TensorFlow witness a promising outlook of the approaches that deal with the development of ANN. However, attempts of using deep neural networks to solve the tasks of personal recognition via dynamic biometric attributes do not have a desired effect [11] as deep neural networks possess certain significant drawbacks:
1. A training algorithm using the back propagation method [12] is characterized by exponential complexity that prevents it from being used in mobile devices without remote connection to high-performance servers.
2. The reliability of iterative training algorithms decreases when the structure of the artificial neural network gets more complicated, as a result neurons with a large number of inputs cannot be customized (a effect of blindness of the learning automation) [13] .
3. Too large learning sampling (hundreds of thousands samples) is required for training deep networks with the traditional algorithms. When a fast training algorithm is used that apply limited Boltzmann machine [14] the required volume of the sampling narrows to hundreds. It is not sufficient if the system has to be trained based on several samples only (it is required in biometric applications).
Due to reasons mentioned above the training of deep networks in biometric application is an extremely complicated and compute-intensive process.
This paper proposes to build a system of users' recognition based on large-scale neural networks with a small number of layers (wide neural networks). Fast algorithms of training and testing wide neural networks were first proposed several years ago in Russia, the idea was to use them for biometric authentication [15] . These algorithms form the basis of GOST Р 52633 state standards that regulate the process of generating, training and testing "biometrics-code" neural network converters. In comparison with deep networks wide neural networks possess many advantages:
1. High operation speed that allows computing these algorithms by low-end computing devices.
2. A possibility to use completely stable training procedures with a small number of samples (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) of the image to be recognized despite the complexity of ANN (the process of learning is done layer-by-layer, and every neuron is trained without reference to other neurons of the network).
3. Fast procedures of estimating the probabilities of the erroneous solution made by the neural network can be applied (using comparatively small test sampling by analogy with the method described in GOST R 52633.3-2011).
4. High potential for an increase in the reliability of the solutions made due to a possibility to use neurons with a radically new architecture based on different functionals.
III.
MODIFICATION OF THE ALGORITHM OF FAST TRAINING OF THE PERCEPTRON IN ORDER TO SET QUADRATIC FORM NETWORKS. NETWORKS OF NEURONS BASED ON DIFFERENT FUNCTIONALS
The State Standard GOST R 52633.5-2011 [14] recommends using the single-layer or double-layer perceptron for biometric authentication. The first layer is required to enhance input biometric data. The second layer is used for supplemental correction of errors and not considered in this research. The value of the functional of the neuron was computed by the formula (1), and then compared with a zero. Any neuron is able to output one binary value depending on the result of the comparison. 
where v i is the i th input of a neuron, m is a number of inputs, μ i is a weight coefficient of the i th input, μ 0 is a zero weight responsible for the quantization switch (a trigger threshold). Neuron weights are computed deterministically using the formula:
where E с (x i ) is mathematical expectation of values of the attribute of the "Self" image, σ с (x i ) is their root-mean-square deviation E ч (x i ) and σ ч (x i ) are the same values for the "NonSelf" image.
Special error-correcting codes proposed in the work [16] for biometrics may be used instead of the second layer of neurons to correct erroneous bits in output of the network. These codes allow keeping syndromes as a truncated hashfunction with network parameters. Codes from [16] give an opportunity to consider non-uniform distribution of single errors (despite of traditional self-correcting codes), and to correct a set number of bits, that is more convenient than using the second layer of neurons and more effective than traditional codes.
The procedure of data enhancement with the perceptron is not the best possible. Some functionals (affinity measures) are able to make less number of erroneous solutions and to learn using less number of samples than a neuron based on a function of weighted summation. The results of the last researches show that some affinity measures provide less number of classification errors when they deal with attributes that have high mutual correlative dependence (Bayes multidimensional correlative functionals, for instance) [17, 18] . Other metrics estimating the similarity of the image and its template provide less number of errors if correlative links between attributes are low or absent.
The similarity of a biometric image to its template may be estimated through traditional quadratic forms (3) and their networks:
where E( x ) is mathematical expectation of a vector of controlled biometric parameters in a scaled system of coordinates; [R] -1 is a correlative matrix of the controlled biometric parameters. Correlative matrixes [R] -1 of high dimension fail to be inverted (it is an ill-conditioned problem) [17, 18] . Therefore the perceptron networks should be used instead of quadratic forms. If the correlative dependence of the attributes is not considered the traditional quadratic form (3) will function as Pearson metric (4) that is efficient if the mutual correlation between the attributes is low (the absolute amount of the pair correlation coefficient is no more than 0.3).
The traditional quadratic form (4) that takes into account [R]
-1 may be expressed via the weighted Euclidean metric (5), and the algorithms used for setting neural networks may be used for weighs. In order to adapt the training algorithm built according to the GOST R 52633.5 standard to set the weighted coefficients of Euclidean-Hamming networks let us pass to similar metric (6) that provides the same results, but whose threshold value is difficult to balance. Having replaced squared deviation of the attribute from its mathematical expectation with let us pass to the traditional perceptron (7) . This perceptron may be trained according to the GOST R 52633.5 standard computing the weight coefficients using the formula (8).
is mathematical expectation of the squared deviation of the attribute from its mathematical expectation for the image "Self", σ с ( i ) is root-mean-square deviation of these values for the "Self" image, E ч ( i ) and σ ч ( i ) are the same values for the "Non-Self" image, μ 0 is a quantization switch.
The neuron compares the calculated value with the threshold value and outputs a binary magnitude therefore networks based on other functionals (apart from the perceptron summation functions) have the name of the metric and the name of Hamming. We decided to compare the results of the verification of the personal images by the perceptron networks, Euclidean-Hamming, Pearson-Hamming networks, and quadratic form networks (the weighted EuclideanHamming metrics trained according to GOST R 52633.5) with the results obtained through the Chi-module metric network:
The neurons based on the functional (1) and (7) have zero threshold values, the best threshold value for the neurons based on Euclidean (5), Pearson (6) and Chi-module (9) metrics are customized empirically according to their responses to the training "Self" samples while training, and responses to the "Non-Self" sample while carrying out the computational experiment. This research considers only single-layer ANN. Attributes that input every neuron are defined at random.
The binary code that is generated at the output of the neural network may be corrected for a certain number of bits using an error-correcting procedure [16] . In practice, it is required to specify the best error-correcting power of codes (the maximal amount of bits to be corrected). For this purpose the Hamming distance between the code generated by the ANN and the correct code (Hd) with the minimum rate of errors has to be found. In this paper the best value of Hd was found during the computational experiment for any ANN configuration (a type and a number of neurons, a number of inputs of a neuron). A number of neurons N in the network may be increased until their outputs are completely correlated, otherwise it will not lead to a decrease in FRR and FAR. In any case an increase in a number of neurons of ANN will not increase the error probability when the threshold value of Hd differs from zero.
IV. COMPUTATIONAL EXPERIMENT

A. Database of biometrical samples and biometrical attributes
In order to carry out a computational experiment a database of biometric samples of 60 test persons was generated. Every test person provides at least 500 samples of a handwritten signature and at least 50 samples of a password phrase "authorization of a computer's user". The samples were statistically processed in such way, so a vector of attribute values was computed using any sample. Figure 1 demonstrates the mutual correlative dependence of the used attributes. Values from the work [3] were used as signature attributes:
Amplitudes of 16 harmonics of the functions of pressure p(t) and stylus velocity v xy (t) with the lowest frequencies normalized by their energy.
Coefficients of correlation between the functions x(t), y(t), p(t) and their derived functions.
Distances between some points of the signature in a 3D space (points are selected regularly with a certain interval, then distances between all these pairs of point are found, the third dimension is the pressure of the stylus on the tablet).
Values of the functions x(t), y(t), p(t) and v xy (t).
Characteristics of an image of the signature: the length-towidth ratio, a centre of the signature, an angle of the signature skew, an angle of slope between the centers of the halves of the signature.
Daubechies D6 wavelet transform coefficient of the functions v xy (t) and p(t).
The process of separating attributes of handwritten samples is described in [3] in details.
Pauses between keystrokes and time of a key being held down while typing a password phrase were used as keystroke dynamics attributes (in analogy with [2] ).
B. Results of the experiment
A computational experiment in the verification of images of the test persons was carried out. Any test person presented 21 samples to form templates (and 1 sample as "Non-Self" data to train the perceptron). Other samples were used for the recognition. The probabilities of the type I and type II errors were computed in the following way: FRR=er 1 /ex 1 , FAR=er 2 /ex 2 , where er is a number of errors of the corresponding type, ex is a number of experiments to define an error of the corresponding type. The results of the experiment are shown in Figures 2-4 The positive impact of the integration of independent groups of attributes (Fig. 4) is not in an increase in their number but in the appearance of a large number of new pairs of low-correlated parameters (Fig. 1) . The latter influences the improvement of the performance for all networks, especially quadratic forms.
V. CONCLUSION The usage of an adapted algorithm of training the perceptron described in GOST R 52633.5-2011 in quadratic form networks (weighted Euclidean measures) allowed obtaining excellent results when solving the tasks of biometric authentication. In particular, the probabilities of erroneous decisions concerning the verification of users' images in a set of attributes of a handwritten signature reach the rate of 1%, when the multifactor authentication via a handwritten signature and the keystroke dynamics was used these value reached the rate of 0.31%. When users were recognized via the keystroke dynamics the erroneous decisions rate was 5.15%. The best approach of a list of those mentioned above is the application of the perceptron trained according to the GOST R 52633.5-201 standard. The usage of the proposed methods of image verification via a handwritten signature and a signature in combination with the keystroke dynamics is possible in practice, but it is necessary to provide the protection of the parameter table of the neural network functionals (a template) against the compromise as quadratic forms use the parameters of the laws of propagation of attributes for the enhancement of initial biometric data, The development of new approaches of concealing the parameters of quadratic form neurons is an issue of future researches.
