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In a spacetime with no global timelike Killing vector, we do not have a natural choice for the
vacuum state of matter fields, leading to an ambiguity in defining the Feynman propagators. In this
paper, taking the vacuum state to be the instantaneous ground state of the Hamiltonian at each
moment, we develop a method for calculating wave functions associated with the vacuum and the
corresponding in-in and in-out propagators. We apply this method to free scalar field theory in de
Sitter space and obtain de Sitter invariant propagators in various coordinate patches. We show that
the in-out propagator in the Poincare´ patch has a finite massless limit in a de Sitter invariant form.
We argue and numerically check that our in-out propagators agree with those obtained by a path
integral with the standard iε prescription, and identify the condition on a foliation of spacetime
under which such coincidence can happen for the foliation. We also show that the in-out propagators
satisfy Polyakov’s composition law. Several applications of our framework are also discussed.
PACS numbers: 04.62.+v, 98.80.-k, 11.25.Tq
I. INTRODUCTION
In a spacetime with no global timelike Killing vector,
we do not have an established prescription to define the
vacuum state of matter fields. The issue exists even at
the level of free fields, leading to an ambiguity in defining
propagators [1] (see also [2] for recent discussions).
de Sitter space is a typical example of such space-
times, and various vacua have been studied throughout
the decades. Among them, the Euclidean vacuum (or
the Bunch-Davies vacuum) [3] is often used in cosmol-
ogy to describe the physics in the inflationary era. This
is mainly because it is invariant under de Sitter group
and further satisfies the Hadamard condition, the condi-
tion essentially stating that a two-point function comes
to behave in the same way as in flat Minkowski space
as two points get closer to each other (see, e.g., [4–9] for
arguments that physically natural states should satisfy
the Hadamard condition). Also often studied are a se-
ries of vacua called the α-vacua (or Mottola-Allen vacua)
[10, 11], which are parametrized by a complex number
α . They are all de Sitter invariant but do not satisfy
the Hadamard condition except for α = −∞ which cor-
responds to the Euclidean vacuum.1
An interesting feature of de Sitter space is its thermo-
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1 It is pointed out on the basis of the in-in formalism (or the
Schwinger-Keldysh formalism) [12, 13] that two-point functions
for α-vacua have various pathological behaviors (e.g., the break-
ing of their analyticities) when a quantum field has an interaction
[14–16]. Note that discussions in favor of the Hadamard condi-
dynamic property. As is pointed out in [17], a particle
detector staying in de Sitter space and interacting weakly
with a scalar field in the Euclidean vacuum behaves as if
it is in a thermal bath with the temperature T = 1/2πℓ ,
where ℓ is the de Sitter radius. This phenomenon cru-
cially depends on the setup where the Euclidean vacuum
is taken. In fact, other α-vacua do not yield such ther-
mal behavior [18]. In this sense, the choice of vacuum
is also important in understanding the thermodynamic
character of curved spacetimes.
In this paper, we take the vacuum of a free scalar field
to be the instantaneous ground state of the Hamiltonian
at each moment. We develop a general method to cal-
culate transition amplitudes during finite time intervals
for a quantum mechanical system with time-dependent
Hamiltonian, and define the propagators as the limit of
two-point functions when the initial and final times are
sent to the past and future infinities.2 In our method,
wave functions associated with the vacuum are automat-
ically determined with no need to consider asymptotic
boundary conditions such as positive-energy conditions.
We apply the method to construct various Feynman
tion are about the in-in propagators and are not applied to the
in-out propagators. In this paper, we will not further touch on
this fundamental issue of the Hadamard condition on two-point
functions.
2 There had been a study to take the vacuum to be the instanta-
neous ground state, which is sometimes called the instantaneous
Hamiltonian diagonalization method (see, e.g., [1, 19, 20] and ref-
erences therein). Our framework has the same principle as that
of the method in determining the vacuum, but has an advantage
over the method in that it enables us to obtain an explicit form
of various propagators for finite time intervals and can be applied
to a wide class of nonstatic spacetimes.
2propagators in de Sitter space. We treat the principal
series (with large mass, m > (d − 1)/2) and the com-
plementary series (with small mass, m < (d − 1)/2) at
the same time, and show that the obtained in-in and in-
out propagators always take de Sitter invariant forms.
Furthermore, we show that our de Sitter invariant in-
out propagator has a finite massless limit in the Poincare´
patch.3 This is in contrast to the in-in propagators, for
which the no-go theorem is known that there is no de
Sitter invariant Fock vacuum for massless scalar fields
[11].
We argue and numerically check that our in-out prop-
agators agree with the propagators obtained by a path
integral with the standard iε prescription. This result is
consistent with the de Sitter invariance of the propaga-
tors since the corresponding path integral is performed
over a patch which is preserved under the infinitesimal
action of de Sitter group SO(1, d). Moreover, our in-
out propagators are shown to satisfy the composition law
[21], which has been claimed by Polyakov recently as a
principle to be satisfied in order for the propagator to be
interpreted as representing a sum over paths of a particle
moving in a spacetime.
This paper is organized as follows. In section II, we de-
velop a general framework for a given foliation of space-
time to calculate wave functions and propagators for
quantum mechanics with time-dependent Hamiltonian.
In section III we demonstrate how our prescription works
in the simplest spacetime, Minkowski space. A math-
ematical detail is given in Appendix A. Another well-
studied example of asymptotically Minkowski space is
investigated in Appendix B. We then analyze the de Sit-
ter case in section IV. After giving a brief review on the
geometry of de Sitter space in subsection IVA, we dis-
cuss the propagators in the Poincare´ patch in subsection
IVB and those in the global patch in subsection IVC. For
the both patches, we first make a mode expansion of a
scalar field and calculate the propagators for each mode.
We then make a sum over modes to obtain the propa-
gators in spacetime, both of the in-in and in-out types.
The obtained propagators are found to be written with
the de Sitter invariant quantity. In section V we intro-
duce the concept of effective noncompactness in the time
direction, and show that when the foliation meets the
condition of effective noncompactness, our in-out propa-
gator coincides with that obtained by a path integral with
the standard iε prescription. We further show that the
Poincare´ and the global patches satisfy the condition, and
confirm the coincidence of the two propagators by numer-
ical calculations. In section VI we prove that our in-out
propagators have the heat-kernel representation, which
means that the propagators satisfy Polyakov’s composi-
tion law [22]. Section VII is devoted to discussions and
conclusion. We leave some of mathematical details in
3 The in-out propagator in the global patch still diverges in the
massless limit.
Appendices C–F with useful formulae. In Appendix G
we show that each of the in- and out-vacua for the two
patches can be identified with an α-vacuum. In Appendix
H, we consider two possible ways to introduce the iε pre-
scription, and confirm that the two prescriptions give the
same analytic expressions after taking the limit ε→ 0 .
II. GENERAL FRAMEWORK
A. Setup
In this paper, we consider quantum theory of a free real
scalar field φ(x) living in a d-dimensional curved space-
time with background metric gµν :
4
S[φ(x)] = − 1
2
∫
ddx
√−g (gµν ∂µφ∂νφ+m2 φ2) . (1)
We assume that the spacetime is globally hyperbolic and
the foliation of spacetime (i.e., the set of timeslices) is
already specified. We denote the temporal and spatial
coordinates by t and x, respectively, and the spacetime
coordinates by x = (xµ) = (t,x) (µ = 0, 1, . . . , d − 1).
We further assume that the metric has the form
ds2 = −N2(t) dt2 +A2(t)hij(x) dxi dxj
(i, j = 1, . . . , d− 1) . (2)
The action is then written as
S =
1
2
∫
dt
∫
dd−1x
√
hN Ad−1
×
(
N−2 ∂tφ∂tφ+A−2 φ∆d−1φ−m2φ2
)
, (3)
where
√
h ≡ √dethij , and ∆d−1 ≡
(1/
√
h) ∂i
(√
hhij ∂j
)
is the Laplacian for the spa-
tial metric ds2d−1 = hij(x) dx
i dxj . We have neglected
the surface term coming from integration by parts. We
introduce a complete system {Yn(x)} of real-valued
orthonormal eigenfunctions of ∆d−1 satisfying
∆d−1 Yn(x) = − λn Yn(x) ,∫
dd−1x
√
h(x)Yn(x)Yn′(x) = δnn′ , (4)
and make a mode expansion of the scalar field as
φ(x) = φ(t,x) =
∑
n
φn(t)Yn(x) . (5)
Note that φn(t) ∈ R since Yn(x) are real-valued. The
action can then be written as a sum of the actions for
mode functions {φn(t)} :
Sε =
∑
n
∫
dt Ln,ε
(
φn(t), φ˙n(t), t
)
(6)
4 The metric has the signature (−,+, . . . ,+).
3with
Ln,ε(φn, φ˙n, t) =
ρ(t)
2
φ˙2n −
ρ(t)ω2n(t)
2
φ2n , (7)
ρ(t) ≡ e+iεN−1(t)Ad−1(t) , (8)
ωn(t) ≡ e− iεN(t)
√
λnA−2(t) +m2 . (9)
This shows that the nth mode function φn(t) behaves as
a quantum oscillator with time-dependent mass ρ(t) and
frequency ωn(t). Here, we have introduced an infinites-
imal imaginary part iε (ε > 0) in order to discuss the
behavior of states near the temporal boundary in a well-
defined manner. Note that the combination ρ(t)ωn(t) is
always real. The quantum oscillator with time-dependent
mass ρ(t) and frequency ωn(t) is described by the fol-
lowing time-dependent Hamiltonian in the Schro¨dinger
picture:
Hn, s(t) = Hn
(
φn, s, πn, s, t
)
=
1
2 ρ(t)
π2n, s +
ρ(t)ω2n(t)
2
φ2n, s , (10)
where the suffix s indicates that the operators are in the
Schro¨dinger picture. Thus, the theory is reduced to quan-
tum mechanics of a set of independent harmonic oscilla-
tors with time-dependent parameters:
Hs(t) =
∑
n
Hn, s(t)
=
∑
n
[ 1
2 ρ(t)
π2n, s +
ρ(t)ω2n(t)
2
φ2n, s
]
. (11)
Note that the introduction of iε in (8) and (9) corre-
sponds to the replacement Hn, s(t) = e
− iε [Hn, s(t)|ε=0] ,
which makes the Hamiltonian a non-hermitian operator.
The quantization is accomplished by setting the commu-
tation relations
[φn, s, πm, s] = i δn,m , (12)
[φn, s, φm, s] = 0 = [πn, s, πm, s] . (13)
In the following subsections, we develop a general the-
ory to describe the time evolution of states for quantum
mechanics with such a time-dependent Hamiltonian.
We here make a comment on a subtlety existing in
field redefinitions (for brevity we set ε = 0 below).
By transforming the mode function φn(t) to χn(t) =
ρ1/2(t)φn(t) ≡ eσ(t) φn(t) , one can make the coefficient
of the kinetic term to unity:
S[χn(t)] =
∫ tf
ti
dt
1
2
[
χ˙2n(t)− Ω2n(t)χ2n(t)
]
, (14)
Ω2n(t) ≡ ω2n(t)−
(
σ˙(t)
)2 − σ¨(t) . (15)
However, it can often happen that Ω2n(t) takes negative
values for some region of m2 even though the original
ω2(t) is strictly positive.5 Although the physics should be
the same for the two descriptions using φn(t) and χn(t)
(as long as iε is introduced in a consistent way), the in-
verted harmonic potential for χn(t) can easily cause a
catastrophe when making an analysis based on an ap-
proximation such as the WKB approximation. In order
to avoid this subtlety (and also to keep the original sym-
metry manifest), we will not make such transformations.6
B. Quantum mechanics with time-dependent
Hamiltonian
To simplify expressions in the following discussions, we
for a while omit the mode index n and denote the canon-
ical variables {φn, s, πn, s} in the Schro¨dinger picture by
{qs, ps}. Our Hamiltonian then takes the form
Hs(t) = H(qs, ps, t) =
1
2ρ(t)
p2s +
ρ(t)ω2(t)
2
q2s , (16)
and the system is quantized by setting the commutation
relation
[qs, ps] = i . (17)
Recall that ρ(t) = e iε |ρ(t)| and ω(t) = e− iε |ω(t)| .
We denote by Ts the time at which quantization is
carried out in the Schro¨dinger picture. The Hilbert state
H = {|ψ〉} with a hermitian inner product (ψ1, ψ2) is
then constructed on the timeslice at t = Ts , and the
dual space H∗ = {〈ψ|} is defined with respect to the
hermitian inner product with the rule 〈ψ1| ≡
(|ψ1〉)† ,
i.e., 〈ψ1|(|ψ2〉) = (ψ1, ψ2). The time evolution of a state
|ψ〉 ∈ H is governed by the Schro¨dinger equation
∂t |ψ, t〉 = −iHs(t) |ψ, t〉 (18)
with the initial condition |ψ, Ts〉 = |ψ〉. The Schro¨dinger
equation can be integrated to the form
|ψ, t〉 = U(t, Ts) |ψ〉 , (19)
where U(t, Ts) is the time-evolution operator expressed
5 A typical example is a scalar field in the Poincare´ patch of
de Sitter space. One can easily see that Ω2n(t) can be negative
when the mass is small and φn(t) represents a mode of long wave
length.
6 The coefficient of the kinetic term can also be set to unity by
making a transformation of the time coordinate. We will see that
physical quantities do not change under the transformation (see
the last paragraph of subsection II E).
4as the time-ordered exponential of Hs(t),
U(t, Ts)
≡ Texp
(
−i
∫ t
Ts
dt′Hs(t′)
)
≡ lim
∆tk→0
(
1− i∆tNHs(tN )
)(
1− i∆tN−1Hs(tN−1)
) · · ·
× (1− i∆t1Hs(t1))(
t = tN > tN−1 > · · · > t1 > t0 = Ts
∆tk = tk − tk−1
)
. (20)
The hermitian conjugate of |ψ, t〉 is given by
〈ψ, t| = 〈ψ|U †(t, Ts) . (21)
In addition, we introduce a one-parameter family of
states for a given state 〈ψ| ∈ H∗ as
〈ψ, t| ≡ 〈ψ|U−1(t, Ts) , (22)
which satisfy
∂t 〈ψ, t| = +i 〈ψ, t|Hs(t) , 〈ψ, Ts| = 〈ψ| . (23)
Note that the pairing of 〈ψ1| and |ψ2〉 does not change
under the time evolution,
〈ψ1, t|ψ2, t〉 = 〈ψ1|ψ2〉 , (24)
although this is not the case for 〈ψ1, t|ψ2, t〉 when ε 6= 0
because the time evolution operator is then not unitary,
U−1(t, Ts) 6= U †(t, Ts) .
The spectrum of the Hamiltonian Hs(t) can be easily
found by introducing, as usual, a pair of operators,7
as(t) ≡
√
ρ(t)ω(t)
2
qs + i
√
1
2ρ(t)ω(t)
ps , (25)
a†s(t) ≡
√
ρ(t)ω(t)
2
qs − i
√
1
2ρ(t)ω(t)
ps . (26)
We call as(t) and a
†
s(t) the annihilation and creation op-
erators at time t . Note that as(t) and a
†
s(t) are hermitian
conjugate to each other, because ρ(t)ω(t) is positive and
q†s = qs and p
†
s = ps . From the commutation relation
(17), we have
[as(t), a
†
s(t)] = 1 . (27)
The Hamiltonian (16) can then be rewritten as
Hs(t) =
ω(t)
2
[
a†s(t) as(t) + as(t) a
†
s(t)
]
= ω(t)
[
a†s(t) as(t) +
1
2
]
. (28)
7 They are Schro¨dinger operators and the time dependence comes
only through the parameters ρ(t) and ω(t).
We define the state |0t, t〉 as that which vanishes when
acted on by as(t):
as(t) |0t, t〉 = 0 . (29)
Accordingly, the state 〈0t, t| ≡ 〈0t, t| = |0t, t〉† satisfies
〈0t, t| a†s(t) = 0 . (30)
Then the right and left eigenstates of Hs(t) are given by
|n, t〉t ≡ 1
n!
[
a†s(t)
]n |0t, t〉 , (31)
t〈n, t| ≡ 1
n!
〈0t, t|
[
as(t)
]n
= |n, t〉†t , (32)
which satisfy
Hs(t) |n, t〉t =
(
n+
1
2
)
ω(t) |n, t〉t , (33)
t〈n, t|Hs(t) =
(
n+
1
2
)
ω(t) t〈n, t| . (34)
We call |0t, t〉 = |0, t〉t the ground state (or the vacuum)
at time t, since this is the minimum energy state at the
moment if ε = 0 .
It is important to note that the ground state at time
t′, |0t′ , t′〉, is generically different from the state |0t, t′〉;
the latter is obtained as a time evolution of the ground
state |0t, t〉 at time t, |0t, t′〉 = U(t′, t)|0t, t〉 (see Fig. 1).
Note also that since the Hamiltonian is already specified
FIG. 1. Time evolution of states. The system is quantized in
the Schro¨dinger picture on the timeslice at Ts . |0t, t〉 is the
state annihilated by the Schro¨dinger operator as(t), while |0t〉
is the state annihilated by the Heisenberg operator a(t).
at each time, the vacuum state is uniquely determined,
and there is no freedom to introduce other vacuum states
through Bogoliubov transformations.
C. Heisenberg picture
Now we move from the Schro¨dinger picture to the
Heisenberg picture. Given a Schro¨dinger operator Os(t)
5[possibly depending on t through the parameters involved
when constructing the operator as in Eq. (25)], we define
the corresponding Heisenberg operator as
O(t) ≡ U−1(t, Ts)Os(t)U(t, Ts) , (35)
which satisfies the Heisenberg equation,
O˙(t) = i [H(t), O(t)] +
∂O(t)
∂t(∂O(t)
∂t
≡ U−1(t, Ts) ∂Os(t)
∂t
U(t, Ts)
)
. (36)
For our harmonic oscillator, the time evolution of the
canonical variables is given by
q˙(t) = i [H(t), q(t)] =
p(t)
ρ(t)
, (37)
p˙(t) = i [H(t), p(t)] = − ρ(t)ω2(t) q(t) , (38)
and by eliminating p(t), we obtain the differential equa-
tion
d
dt
(
ρ(t)
d
dt
q(t)
)
+ ρ(t)ω2(t) q(t) = 0 . (39)
This is certainly the equation of motion derived from
the Lagrangian L(q, q˙, t) = ρ(t) q˙2/2 − ρ(t)ω2(t) q2/2 .
Note that if we had used U †(t, Ts) in Eq. (35) instead of
U−1(t, Ts), the equation of motion could not be repro-
duced correctly when ε 6= 0 .
In the Heisenberg picture, the annihilation and cre-
ation operators become
a(t) ≡ U−1(t, Ts) as(t)U(t, Ts)
=
√
ρ(t)ω(t)
2
q(t) + i
√
1
2ρ(t)ω(t)
p(t) , (40)
a¯(t) ≡ U−1(t, Ts) a†s(t)U(t, Ts)
=
√
ρ(t)ω(t)
2
q(t)− i
√
1
2ρ(t)ω(t)
p(t) . (41)
They satisfy the commutation relation
[a(t), a¯(t)] = 1 , (42)
but are not hermitian conjugate to each other when ε 6=
0 . The Hamiltonian is then expressed as
H(t) ≡ U−1(t, Ts)Hs(t)U(t, Ts)
=
p2(t)
2ρ(t)
+
ρ(t)ω2(t) q2(t)
2
= ω(t)
[
a¯(t) a(t) +
1
2
]
. (43)
Note that the states |0t〉 ≡ |0t, Ts〉 = U−1(t, Ts) |0t, t〉
and 〈0t| ≡ 〈0t, Ts| = 〈0t, t|U(t, Ts) = 〈0t, t|U(t, Ts) (see
Fig. 1) satisfy the equations
a(t) |0t〉 = 0 = 〈0t| a†(t) , (44)
〈0t| a¯(t) = 0 = a¯†(t) |0t〉 . (45)
〈0t|may differ from 〈0t| since U(t, Ts) is not unitary when
ε 6= 0 .
We denote by {f(t), g(t)} a pair of linearly independent
c-number solutions of (39). One can easily show that
their Wronskian,
W [f, g](t) ≡ f(t) g˙(t)− f˙(t) g(t) , (46)
satisfies the equation
d
dt
(ρW [f, g]) = f
d
dt
(
ρ g˙
)− d
dt
(
ρ f˙
)
g = 0 . (47)
Thus the combination (to be called the weighted Wron-
skian)
Wρ[f, g] ≡ ρ(t)W [f, g](t) (48)
does not depend on t. Since q(t) is also a solution of
Eq. (39), we can expand canonical variables q(t) and p(t)
as
q(t) = c1 f(t) + c2 g(t) , (49)
p(t) = ρ(t) q˙(t) = ρ(t)
[
c1 f˙(t) + c2 g˙(t)
]
, (50)
where c1 and c2 are some time-independent quantum op-
erators living in a space spanned by qs and ps with com-
plex coefficients. Equations (49) and (50) can be solved
with respect to c1 and c2 as(
c1
c2
)
=
1
Wρ[f, g]
(
ρ g˙ −g
−ρ f˙ f
)
(t)
(
q(t)
p(t)
)
. (51)
This can be further rewritten by using (40) and (41) as
(
c1
c2
)
= C(t)
(
a(t)
a¯(t)
)
, (52)
where
C(t) ≡ 1
Wρ[f, g]
√
2ρ(t)ω(t)
(
v(t) v¯(t)
−u(t) −u¯(t)
)
(53)
with {
u(t)
u¯(t)
}
≡ ρ(t) [ f˙(t)± iω(t) f(t) ] , (54){
v(t)
v¯(t)
}
≡ ρ(t) [ g˙(t)± iω(t) g(t) ] . (55)
Note that(
u v¯ − v u¯)(t) = 2iρ(t)ω(t)Wρ[f, g] , (56)
detC(t) =
i
Wρ[f, g]
(
= const) , (57)
C−1(t) =
−i√
2ρ(t)ω(t)
(−u¯(t) −v¯(t)
u(t) v(t)
)
. (58)
6D. Bogoliubov coefficients for finite time intervals
The Bogoliubov coefficients from time t′ to time t are
defined by(
a(t)
a¯(t)
)
≡
(
α¯ −β¯
−β α
)
(t; t′)
(
a(t′)
a¯(t′)
)
. (59)
Since the operators {c1, c2} in (52) do not depend on
time, we have(
c1
c2
)
= C(t)
(
a(t)
a¯(t)
)
= C(t′)
(
a(t′)
a¯(t′)
)
, (60)
from which we find(
α¯ −β¯
−β α
)
(t; t′) = C−1(t)C(t′)
=
−i
2Wρ[f, g]
√
ρ(t)ω(t) ρ(t′)ω(t′)
×
(
u(t′) v¯(t)− v(t′) u¯(t) u¯(t′) v¯(t)− v¯(t′) u¯(t)
v(t′)u(t)− u(t′) v(t) v¯(t′)u(t)− u¯(t′) v(t)
)
. (61)
This is the fundamental formula to express the Bogoli-
ubov coefficients in terms of a given set of independent
solutions {f(t), g(t)} .
Due to the commutation relations (42), the Bogoliubov
coefficients should satisfy the relation(
α α¯− β β¯)(t; t′) = 1 . (62)
This can be directly checked by using the identity (57)
as
(αα¯− ββ¯)(t; t′) = detC−1(t) detC(t′)
=
Wρ[f, g]
Wρ[f, g]
= 1 . (63)
Note that α¯ 6= α∗ and β¯ 6= β∗ when ε 6= 0 .
E. Wave functions
Using the Bogoliubov coefficients, we can express the
Heisenberg operators q(t) with the creation and annihi-
lation operators at a different time tI as follows:
8
q(t) =
1√
2ρ(t)ω(t)
(
a(t) + a¯(t)
)
=
1√
2ρ(t)ω(t)
(
α¯(t; tI) aI − β¯(t; tI) a¯I
+ α(t; tI) a¯I − β(t; tI) aI
)
≡ ϕ(t; tI) aI + ϕ¯(t; tI) a¯I , (64)
8 In the following, we will use the shorthand notation such as
fI ≡ f(tI ) or f˙I ≡ f˙(tI ) when a quantity is evaluated at time
tI .
where we have defined functions ϕ(t; tI) and ϕ¯(t; tI) (to
be called wave functions) as
ϕ(t; tI) ≡ 1√
2ρ(t)ω(t)
(
α¯(t; tI)− β(t; tI)
)
=
1
Wρ[f, g]
√
2ρI ωI
(
vI f(t)− uI g(t)
)
, (65)
ϕ¯(t; tI) ≡ 1√
2ρ(t)ω(t)
(
α(t; tI)− β¯(t; tI)
)
=
1
Wρ[f, g]
√
2ρI ωI
(
v¯I f(t)− u¯I g(t)
)
. (66)
By using the t-independence of Wρ[f, g] and Eq. (56), we
can show that ϕ(t; tI) and ϕ¯(t; tI) are normalized as
Wρ[ϕ(t; tI), ϕ¯(t; tI)] = i
( ∀t , ∀tI) . (67)
Moreover, the following relation holds for any value of t:(
α¯ −β¯
−β α
)
(t1; t0)
= −i
(−Wρ[ϕ¯(t; t1), ϕ(t; t0)] −Wρ[ϕ¯(t; t1), ϕ¯(t; t0)]
Wρ[ϕ(t; t1), ϕ(t; t0)] Wρ[ϕ(t; t1), ϕ¯(t; t0)]
)
.
(68)
We are now in a position to make a few comments.
basis independence
We can show that the Bogoliubov coefficients and the
wave functions {ϕ(t; tI), ϕ¯(t; tI)} do no depend on the
choice of a pair of independent solutions {f(t), g(t)} , as
they should. In fact, suppose that we take another pair
{f ′(t), g′(t)}. They should be expressed as linear combi-
nations of {f(t), g(t)} of the form(
f ′(t) g′(t)
)
=
(
f(t) g(t)
)
Ξ (Ξ ∈ GL(2,C)) , (69)
from which we have(
f ′ g′
f˙ ′ g˙′
)
(t) =
(
f g
f˙ g˙
)
(t) Ξ , C′(t) = Ξ−1 C(t) . (70)
The new Bogoliubov coefficients associated with the
choice {f ′(t), g′(t)} then become(
α¯′ −β¯′
−β′ α′
)
(t; tI) =
[
C′(t)
]−1
C′(tI)
= C−1(t) ΞΞ−1 C(tI) = C−1(t)C(tI)
=
(
α¯ −β¯
−β α
)
(t; tI) , (71)
which shows the basis-independence of the Bogoliubov
coefficients. The wave functions {ϕ(t; tI), ϕ¯(t; tI)} are
also basis independent since they are expressed by the
basis-independent Bogoliubov coefficients [see Eqs. (65)
and (66)].
lapse independence
We can show that the Bogoliubov coefficients and the
wave functions ϕ(t; tI) behave as scalar functions un-
der the temporal reparametrizations preserving the fo-
liation of spacetime. In fact, for such reparametrization
7t → t˜ = t˜(t) , the pull-back of the lapse function N(t)
[see Eq. (2)] is given by N(t)→ N˜(t) = (dt˜/dt)N(t˜(t)) ,
and we can choose a new pair of solutions {f˜(t), g˜(t)}
as f˜(t) = f
(
t˜(t)
)
and g˜(t) = g
(
t˜(t)
)
. Then, we can
easily show that the functions ρ(t)ω(t), u(t), v(t), and
Wρ[f(t), g(t)] transform as scalar functions under the
reparametrization. Since the Bogoliubov coefficients and
the wave function ϕ(t; tI) are written as combinations of
these functions, they also transform as scalar functions.
This means that there is no need to care about the tempo-
ral reparametrization [i.e. the choice of the lapse function
N(t)] when we construct vacua.
F. Feynman propagators
We consider the region ti < t0 ≤ {t, t′} ≤ t1 < tf ,
where tf and ti are the future and the past boundaries of
the spacetime region we consider. The in-out and in-in
propagators are defined with the following two steps.
step 1
We first introduce the following two-point functions from
our wave functions ϕ(t; tI) and ϕ¯(t; tI):
9
G10(t, t
′; t1, t0) ≡ 〈0t1 |T q(t) q(t
′) |0t0〉
〈0t1 |0t0〉
=
i
Wρ[ϕ(s; t1), ϕ¯(s; t0)]
ϕ(t>; t1) ϕ¯(t<; t0)
(s: arbitrary) , (72)
G00(t, t
′; t0, t0) ≡ 〈0t0 | q
†(t>) q(t<) |0t0〉
〈0t0 |0t0〉
=
i
Vρ[ϕ¯∗(s; t0), ϕ¯(s; t0)](Ts)
ϕ¯∗(t>; t0) ϕ¯(t<; t0) , (73)
where t> ≡ max(t, t′) , t< ≡ min(t, t′) and Vρ[f, g](s) ≡
ρ(s) f(s) g˙(s)− ρ∗(s) f˙(s) g(s) .10
step 2
We then define the in-out and in-in propagators by send-
ing t0 and t1 to the values at the temporal boundary:
Gout/in(t, t′) ≡ lim
t0→ti
t1→tf
G10(t, t
′; t1, t0) , (74)
Gin/in(t, t′) ≡ lim
t0→ti
G00(t, t
′; t0, t0) . (75)
9 If we instead use G′10(t, t
′; t1, t0) =
〈0t1 | q
†(t>) q(t<) |0t0〉/〈0t1 |0t0〉, then the corresponding
in-out propagator will not coincide with the propagator ob-
tained by the standard path integral (see section V), and thus
we do not consider this choice in this paper. By contrast,
the in-in propagator still has options for its definition (e.g.,
G′00(t, t
′; t0, t0) = 〈0t0 |T q(t) q(t
′) |0t0〉/〈0t0 |0t0 〉), and we leave
as a future work a detailed study of such options as well as an
investigation of the relation to the path integral based on the
Schwinger-Keldysh formalism [12, 13].
10 Note that when ε = 0, Vρ[f, g](s) coincides with Wρ[f, g](s) and
thus is constant in s . Otherwise it may depend on s .
We here make a few comments. To obtain the last
expression of (72), we use the following identities which
are direct consequences of Eqs. (59), (62) and (68):
a1 = α¯(t1; t0) a0 − β¯(t1; t0)
α(t1; t0)
(
a¯1 + β(t1; t0) a0
)
=
1
α(t1; t0)
(
a0 − β¯(t1; t0) a¯1
)
, (76)
〈0t1 | a1 a¯0 |0t0〉
〈0t1 |0t0〉
=
1
α(t1; t0)
〈0t1 |
(
a0 − β¯(t1; t0) a¯1
)
a¯0 |0t0〉
〈0t1 |0t0〉
=
1
α(t1; t0)
=
i
Wρ[ϕ(s; t1), ϕ¯(s; t0)]
(s: arbitrary) .
(77)
We then have
G10(t, t
′; t1, t0)
=
1
〈0t1 |0t0〉
〈0t1 |
(
ϕ(t>; t1) a1 + ϕ¯(t>; t1) a¯1
)
× (ϕ(t<; t0) a0 + ϕ¯(t<; t0) a¯0)|0t0〉
= ϕ(t>; t1) ϕ¯(t<; t0)
〈0t1 |a1 a¯0 |0t0〉
〈0t1 |0t0〉
=
i
Wρ[ϕ(s; t1), ϕ¯(s; t0)]
ϕ(t>; t1) ϕ¯(t<; t0) (s: arbitrary) .
(78)
On the other hand, to obtain the last expression of (73),
we start from the identities
a¯†0 = −
Vρ[ϕ
∗(s; t0), ϕ¯(s; t0)](Ts)
Vρ[ϕ¯∗(s; t0), ϕ¯(s; t0)](Ts)
a†0
+
i
Vρ[ϕ¯∗(s; t0), ϕ¯(s; t0)](Ts)
a0 , (79)
〈0t0 | a¯†0 a¯0 |0t0〉
〈0t0 |0t0〉
=
i
Vρ[ϕ¯∗(s; t0) ϕ¯(s; t0)](Ts)
, (80)
which can be shown by using the hermiticity at time Ts,
q†(Ts) = q(Ts) and p†(Ts) = p(Ts) (see Appendix A). We
then have
G00(t, t
′; t0, t0)
=
1
〈0t0 |0t0〉
〈0t0 |
(
ϕ(t>; t0) a0 + ϕ¯(t>; t0) a¯0
)†
× (ϕ(t<; t0) a0 + ϕ¯(t<; t0) a¯0) |0t0〉
= ϕ¯∗(t>; t0) ϕ¯(t<; t0)
〈0t0 | a¯†0 a¯0 |0t0〉
〈0t0 |0t0〉
=
i
Vρ[ϕ¯∗(s; t0), ϕ¯(s; t0)](Ts)
ϕ¯∗(t>; t0) ϕ¯(t<; t0) . (81)
When we need to specify Ts , we will set Ts = t> as in [23]
(see also discussions following Eq. (109)), which leads in
8the Schro¨dinger picture to
G00(t, t
′; t0, t0)
=
(
U(t>, t0) |0t0 , t0〉
)†
qs U(t>, t<) qs U(t<, t0) |0t0 , t0〉
||U(t>, t0) |0t0 , t0〉 ||2
.
(82)
When ρ(t) and ω(t) are asymptotically constant in the
remote past [i.e. ρ(t) ∼ ρin and ω(t) ∼ ωin as t→ ti], we
can choose a pair of independent solutions {f(t), g(t)} as
those which behave as
f(t) ∼ e− iωint , g(t) ∼ e+iωint (t ∼ ti) . (83)
If we choose such basis, we then have
u0 ∼ 0 , u¯0 ∼ −2iρin ωin e− iωin t0 , (84)
v0 ∼ 2iρin ωin e iωin t0 , v¯0 ∼ 0 (t0 ∼ ti) , (85)
and from Eqs. (65) and (66) the wave functions at the
remote past are found to behave as
ϕ(t; t0) ∼ 1√
2ρin ωin
e− iωin (t−t0) , (86)
ϕ¯(t; t0) ∼ 1√
2ρin ωin
e+iωin (t−t0) (t ∼ ti; t0 ∼ ti) .
(87)
A conclusion of the same kind can be obtained for the
wave functions
(
ϕ(t; t1), ϕ¯(t; t1)
)
if ρ(t) and ω(t) are
asymptotically constant at the remote future. This be-
havior of wave functions will be directly seen in concrete
examples given in section III and in Appendix B.
III. SIMPLE EXAMPLE: SCALAR FIELD IN
MINKOWSKI SPACE
In this section, to demonstrate how the prescription of
the previous section works, we consider a free real scalar
field φ(x) living in Minkowski space with the metric
ds2 = − dt2 + dx2 . (88)
Another well studied example is investigated within our
framework in Appendix B.
A. Setup
In order to clarify the structure of mode functions, we
first assume that the spatial part is a (d−1)-dimensional
torus of radius L/2π , which we will take infinite after-
wards. The wave vectors k then take the following values:
k =
2π
L
n
(
n ∈ Zd−1) . (89)
For k =
(
k1, k2, . . . , kd−1
)
, we write k > 0 (or k <
0) if the first nonvanishing element in the sequence
{k1, k2, · · · } is positive (or negative). Note that k < 0
is equivalent to −k > 0 . We write k = 0 if k is the zero
vector (k = 0).
We introduce a complete set of (real-valued) eigen-
functions
{
Yk, a(x)
}
of the spatial Laplacian ∆d−1 =∑d−1
i=1 ∂
2
i as
k = 0 : Yk=0, a=1 ≡ 1√
V
(
V ≡ Ld−1) , (90)
k > 0 : Yk, a=1(x) =
√
2
V
cosk · x , (91)
Yk, a=2(x) =
√
2
V
sink · x . (92)
They satisfy the orthonormal relations,
∫
dd−1xYk, a(x)Yk′, a′(x) = δk,k′ δa,a′ , (93)
and we expand the scalar field φ(x) as
φ(x) = φ(t,x) =
∑
k≥0
∑
a
φk, a(t)Yk, a(x) . (94)
The action then becomes
S[φ(x)] =
∫
ddx
[
− 1
2
∂µφ(x) ∂µφ(x) − m
2
2
φ2
]
=
∑
k≥0
∑
a
∫
dt
[ 1
2
φ˙2k, a(t)−
ω2k
2
φ2k, a(t)
]
, (95)
where
ωk ≡
√
k2 +m2
(
k ≡ |k| =
[d−1∑
i=1
k2i
]1/2)
. (96)
We thus have the following correspondence with the in-
gredients of the previous section:
q(t) = φk, a(t) , ρ(t) = e
iε , (97)
ω(t) = ωk, ε ≡ e− iεωk (= constant in t) . (98)
B. Propagator for each mode
The equation of motion is given by q¨ + ω2q = 0 , and
we choose a pair of independent solutions as
f(t) = e− iωt , g(t) = e iωt . (99)
Their Wronskian is given by Wρ[f, g] = 2 iρω = 2 iωk ,
which is constant in t .
9The functions u(t) and v(t) are easily found to be11{
u(t)
u¯(t)
}
= ρ
[
f˙(t)± iω f(t) ] = { 0−2 i ωk e− iωt ,
(100){
v(t)
v¯(t)
}
= ρ
[
g˙(t)± iω g(t) ] = { 2 i ωk e iωt
0
, (101)
and using (65) and (66) we obtain the wave functions as
ϕ(t; t0) =
1
Wρ
√
2ρ0 ω0
[
v0 f(t)− u0 g(t)
]
=
1√
2ωk
e− iωk,ε (t−t0) , (102)
ϕ¯(t; t0) =
1
Wρ
√
2ρ0 ω0
[
v¯0 f(t)− u¯0 g(t)
]
=
1√
2ωk
e iωk,ε (t−t0) , (103)
ϕ(t; t1) =
1
Wρ
√
2ρ1 ω1
[
v1 f(t)− u1 g(t)
]
=
1√
2ωk
e− iωk,ε (t−t1) , (104)
ϕ¯(t; t1) =
1
Wρ
√
2ρ1 ω1
[
v¯1 f(t)− u¯1 g(t)
]
=
1√
2ωk
e iωk,ε (t−t1) . (105)
From them, we have
Wρ[ϕ(s; t1), ϕ¯(s; t0)] = i e
iωk,ε(t1−t0) , (106)
Vρ[ϕ¯
∗(s; t0), ϕ¯(s; t0)] = i e i(ωk,ε−ωk,−ε)(s−t0) , (107)
and the two-point functions take the forms
Gk, 10(t, t
′; t1, t0)
=
i
Wρ[ϕ(s; t1), ϕ¯(s; t0)]
ϕ(t>, t1) ϕ¯(t<; t0)
=
1
2ωk
e− iωk, ε (t>−t<) , (108)
Gk, 00(t, t
′; t0, t0)
=
i
Vρ[ϕ¯∗(s; t0) ϕ¯(s; t0)](Ts)
ϕ¯∗(t>; t0) ϕ¯(t<; t0)
=
1
2ωk
e− iωk,−ε (t>−Ts)− iωk,ε(Ts−t<) . (109)
Note that the dependence on t0 and t1 totally disappear
in Gk, IJ(t, t
′; tI , tJ) for Minkowski space, and thus we
11 The Bogoliubov coefficients can be calculated by using (68) as
α(t1; t0) = e
iωk (t1−t0) , β(t1; t0) = 0 ,
α¯(t1; t0) = e
− iωk (t1−t0) , β¯(t1; t0) = 0 ,
which indicates that the vacuum at a later time, |0t1〉, coincides
with the vacuum at an earlier time, |0t0〉 , up to a phase.
need not to take the limit t0 → −∞ , t1 → +∞ to obtain
the in-out and in-in propagators. We see from (109) that
the behavior of Gk, 00 in the region k → ∞ gets signifi-
cantly improved if we choose Ts such that Ts ≥ t> . By
simply setting Ts = t> , we obtain
G
in/in
k
(t, t′) = Gout/in
k
(t, t′) =
1
2ωk
e− iωk,ε (t>−t<) ,
(110)
which will be denoted by Gk(t, t
′) in the following dis-
cussions.
C. Propagator in spacetime
Once propagators are obtained for each mode (k, a) ,
the propagator in spacetime can be obtained by summing
them over the modes. The manipulation is known very
well for Minkowski space, but we here review it briefly
for later reference.
The in-out or in-in propagator is given by the following
summation (ti = −∞, tf =∞):
Gout/in(x, x′)
=
∑
k,k′≥0
∑
a, a′
〈0t1 |Tφk, a(t)φk′, a′(t′) |0t0〉
〈0t1 |0t0〉
∣∣∣∣∣
t0→ti
t1→tf
× Yk, a(x)Yk′, a′(x′) . (111)
Gin/in(x, x′)
=
∑
k,k′≥0
∑
a, a′
〈0t0 |φ†k, a(t>)φk′, a′(t<) |0t0〉
〈0t0 |0t0〉
∣∣∣∣∣
t0→ti
× Yk, a(x)Yk′, a′(x′) , (112)
Since the two-point functions are diagonalized with re-
spect to the modes,
〈0t1 |Tφk, a(t)φk′, a′(t′) |0t0〉
〈0t1 |0t0〉
∣∣∣∣∣
t0→ti
t1→tf
= Gk(t, t
′) δk,k′ δa,a′ ,
(113)
〈0t0 |φ†k, a(t>)φk′, a′(t<) |0t0〉
〈0t0 |0t0〉
∣∣∣∣∣
t0→ti
= Gk(t, t
′) δk,k′ δa,a′ ,
(114)
we have
G
{
out/in
in/in
}
(x, x′) =
∑
k≥0
Gk(t, t
′)
∑
a
Yk,a(x)Yk,a(x
′)
≡
∑
k≥0
Gk(t, t
′)Rk(x,x′) . (115)
Here, Rk(x,x
′) ≡ ∑a Yk,a(x)Yk,a(x′) are easily calcu-
lated as
Rk=0(x,x
′) =
1
V
, Rk>0(x,x
′) =
2
V
cosk · (x− x′) ,
(116)
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and thus we have
G(x, x′)
=
1
V
[
Gk=0(t, t
′) + 2
∑
k>0
Gk(t, t
′) cosk · (x− x′)
]
=
1
V
∑
k
Gk(t, t
′) cosk · (x− x′)
=
∫
dd−1k
(2π)d−1
Gk(t, t
′) cosk · (x− x′) , (117)
where we have taken the limit L→∞ in the last equality.
The integration (117) can be performed easily (see Ap-
pendix C), and we obtain
G(x, x′) =
1
(2π)
d−1
2 |x− x′| d−32
×
∫ ∞
0
dk k
d−1
2 Gk(t, t
′)J d−3
2
(
k|x− x′|)
=
m(d−2)/2
(2π)d/2
(
σ + i0
)(d−2)/4 K d−22 (m√σ + i0)
(118)
with σ ≡ (x − x′)2. Here, Jν(z) is the Bessel function,
and Kν(z) is the modified Bessel function of the second
kind.
IV. SCALAR FIELD IN DE SITTER SPACE
A. Geometry and definitions
We first recall the geometry of de Sitter space and col-
lect the notation and definitions.
d-dimensional de Sitter space dSd has the topology R×
Sd−1 and is defined as a hyperboloid
ηMN X
MXN = ℓ2 (M,N, · · · = 0, . . . , d) ,(
ηMN
)
= diag(−1, 1, . . . , 1) , (119)
in (d+ 1)-dimensional Minkowski space with the metric
ds2 = ηMN dX
MdXN . (120)
ℓ is called the de Sitter radius. The constant Ricci scalar
curvature is then given by R = d (d− 1)/ℓ2.
There are several well-known coordinate patches which
cover the whole or just a part of de Sitter space. Among
them, we consider the global patch and the Poincare´ (or
planer) patch, which we will briefly review below.
global patch: This coordinate patch covers the whole
region of de Sitter space. The embedding of dSd is given
by the functions
X0(τ,Ω) = ℓ sinh τ ,
XI(τ,Ω) = ℓ cosh τ ΩI (I = 1, . . . , d) (121)
with Ω · Ω = 1 . Here, τ runs over the range −∞ <
τ < ∞ and Ω is a unit vector in Rd spanning a (d −
1)-dimensional sphere. With the coordinates (τ,Ω) the
metric has the form
ds2 = ℓ2
[− dτ2 + cosh2 τ dΩ2d−1]
= ℓ2[− (1− t2)−2dt2 + (1− t2)−1dΩ2d−1] . (122)
In the last equality, we have introduced another temporal
coordinate t as
t ≡ tanh τ (−1 < t < 1) . (123)
Poincare´ patch: This coordinate patch covers only half
of de Sitter space. The embedding is given by the follow-
ing functions with η < 0 and x ∈ Rd−1:
X0(η,x) =
ℓ2 − η2 + |x|2
−2η , X
i(η,x) = ℓ
xi
−η ,
Xd(η,x) =
ℓ2 + η2 − |x|2
−2η , (124)
where the spatial norm is defined by |x| ≡ √x · x ≡√
δij xi xj . Note that this patch only covers the region
X0+Xd = ℓ2/(−η) > 0 . In these coordinates, the metric
takes the form
ds2 = ℓ2
− dη2 + dx · dx
η2
. (125)
The Poincare´ patch is not preserved under a finite action
of de Sitter group SO(1, d) , but is still preserved under
infinitesimal actions of SO(1, d) . In fact, the infinitesimal
actions are given by the Killing vectorsMMN = XM∂N−
XN∂M , which take the following forms in the Poincare´
patch:
M0d = η ∂η + x
i ∂i , (126)
M0i +Mdi =
1
ℓ
[
2xi η ∂η + 2x
i xj∂j
− (−η2 + |x|2) ∂i
]
, (127)
M0i −Mdi = −ℓ ∂i , (128)
Mij = x
i ∂j − xj ∂i . (129)
These Killing vectors do not have the ∂η component at
the boundary of the patch η = 0 as long as |x| <∞. Sim-
ilarly, if we define another time coordinate t ≡ 1/(−η),
we find that the Killing vectors do not have the ∂t compo-
nent at another boundary at t = 0 (i.e., η = −∞). These
results show that the infinitesimal transformations map
any point inside the Poincare´ patch (i.e., |x| < ∞ and
−∞ < η < 0) into the same region.
We define the de Sitter invariant quantity
Z(x, x′) ≡ ℓ−2 ηMN XM (x)XN (x′) , (130)
which is related to the geodesic distance d(x, x′) between
two points x and x′ via the relation
Z(x, x′) = cos
(d(x, x′)
ℓ
)
. (131)
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It takes the following values depending on the positional
relation between x and x′ :
Z(x, x′)


> 1 (for x and x′ timelikely separated)
= 1 (for x and x′ lightlikely separated)
< 1 (for x and x′ spacelikely separated)
,
(132)
as can be seen from the identity
Z(x, x′) = 1− 1
2 ℓ2
ηMN
(
XM (x)−XM (x′))
× (XN (x)−XN(x′)) . (133)
In the global and the Poincare´ coordinates, Z(x, x′) is
written in the form
Z(x, x′) =


− sinh τ sinh τ ′ + cosh τ cosh τ ′Ω ·Ω′
(global coords.)
η2 + η′2 − |x− x′|2
2η η′
(Poincare´ coords.)
.
(134)
One can easily prove that any two-point function
G(x, x′) that is invariant under the infinitesimal actions
MMN + M
′
MN = M
µ
MN (x) ∂/∂x
µ + MµMN (x
′) ∂/∂x′µ
must be a function of the de Sitter invariant Z(x, x′) .
We will see that all the propagators constructed in this
paper turn out to be functions of Z(x, x′) . In what fol-
lows (except in subsection VIC), we set ℓ = 1 .
B. Scalar field in the Poincare´ patch
We first consider a free real scalar field in the Poincare´
patch. The action takes the form12
S[φ(x)] = − 1
2
∫
dη
∫
dd−1x
√−g
× (gµν ∂µφ∂νφ+m2 φ2) . (135)
Using the same eigenfunctions {Yk, a(x)} as those given
in section III [Eqs. (90), (91), and (92)], we expand a
scalar field φ(x) as
φ(x) = φ(η,x) =
∑
k≥0
∑
a
φk, a(η)Yk, a(x) . (136)
The functions defined in section II then take the following
form (see (8) and (9)):
q(η) = φk,a(η) , ρ(η) = e
iε(−η)−(d−2) , (137)
ω(η) = e− iε
√
m2 (−η)−2 + k2 ≡ e− iε ωk(η) , (138)
12 In this paper, we put a possible curvature-coupling term,
(ξ/2)Rφ2 =
(
d(d− 1)ξ/2
)
φ2, into the mass term, (m2/2)φ2 .
from which we introduce13
mε ≡ e− iεm, kε ≡ e− iε k . (139)
Note that
ωk,0 ≡ ωk(η0) η0→−∞−→ k , ωk,1 ≡ ωk(η1) η1→−0−→ m−η1 .
(140)
1. Propagators for each mode in the Poincare´ patch
The equation of motion (39) takes the form
η2 q¨(η) − (d− 2) q˙(η) + (k2εη2 +m2ε) q(η) = 0 , (141)
and we choose a set of independent solutions as
f(η) = (−η) d−12 Jνε(−kεη) , (142)
g(η) = (−η) d−12 Nνε(−kεη) (143)
with
νε ≡


√(
d−1
2
)2 −m2ε = ν + iε (m < d−12 )
i
√
m2ε −
(
d−1
2
)2
= i µ+ ε
(
m ≥ d−12
)
[
ν ≡
√(d− 1
2
)2
−m2 , µ ≡
√
m2 −
(d− 1
2
)2 ]
.
(144)
Here, Nν(x) is the Neumann function. Note that Re νε >
0 for any positive value of m . The Wronskian is given
by W [f, g](η) = −(2/π) (−η)d−2, and thus
Wρ[f, g] = ρ(t)W [f, g](t) = − e iε 2
π
. (145)
The functions u(η) and v(η) of (54) and (55) have the
forms{
u(η)
u¯(η)
}
= −e iε(−η)− d−12
×
[(d− 1
2
+ νε ± iω(η) η
)
Jνε(−kεη)
+ kεη J1+νε(−kεη)
]
, (146){
v(η)
v¯(η)
}
= −e iε(−η)− d−12
×
[(d− 1
2
+ νε ± iω(η) η
)
Nνε(−kεη)
+ kεη N1+νε(−kεη)
]
, (147)
13 Our prescription of section II cannot be applied directly to the
exactly massless case, where ω(η) = 0 for k = 0 . We actually
define the massless theory as them→ 0 limit of a massive theory.
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where we have used the formulae
z
∂Jν(z)
∂z
= ν Jν(z)− z Jν+1(z) , (148)
z
∂Nν(z)
∂z
= ν Nν(z)− z Nν+1(z) . (149)
The wave functions are then given by
ϕ(η; ηI) = − π e
− iε
2
√
2ωk,I
(−ηI)
d−2
2
[
vI f(η)− uI g(η)
]
,
(150)
ϕ¯(η; ηI) = − π e
− iε
2
√
2ωk,I
(−ηI)
d−2
2
[
v¯I f(η)− u¯I g(η)
]
,
(151)
from which the two-point functions are obtained as
G10(η, η
′; η1, η0)
=
i
Wρ[ϕ(s; η1), ϕ¯(s; η0)]
ϕ(η>; η1) ϕ¯(η<; η0)
(s: arbitrary) , (152)
G00(η, η
′; η0, η0)
=
i
Vρ[ϕ¯∗(s; η0), ϕ¯(s; η0)](ηs)
ϕ¯∗(η>; η0) ϕ¯(η<; η0) .
(153)
We now send η0 , η1 to the boundary of the Poincare´
patch; η0 → ηi = −∞ and η1 → ηf = 0 . By using the
asymptotic forms of the Bessel functions,14
Jνε(−kεη)
η→−∞∼ 1√
2π
(−kεη)−1/2
[
1 + i
ν2ε − (1/4)
2(−kεη)
]
× e− i
(
kεη+
pi(2νε+1)
4
)
, (154)
Nνε(−kεη)
η→−∞∼ −i√
2π
(−kεη)−1/2
[
1 + i
ν2ε − (1/4)
2(−kεη)
]
× e− i
(
kεη+
pi(2νε+1)
4
)
, (155)
Jνε(−kεη)
η→0∼ 1
Γ(1 + νε)
(
−kεη
2
)νε
, (156)
Nνε(−kεη)
η→0∼ −Γ(νε)
π
(
−kεη
2
)−νε
, (157)
one can easily show that uI , u¯I , vI , and v¯I (I = 0, 1)
have the asymptotic forms
u0 ∼ iv0
∼ − e
iε
√
2πkε
(d− 2
2
)
(−η0)− d2 e− i
(
kεη0+
pi(2νε+1)
4
)
,
(158)
14 We have used the inequalities Re νε > 0 and Re (− ikεη) > 0 .
u¯0 ∼ iv¯0
∼ −ie iε
√
2kε
π
(−η0)−
d−2
2 e− i
(
kεη0+
pi(2νε+1)
4
)
,
(159){
u1
u¯1
}
∼ − e
iε (kε/2)
νε
Γ(1 + νε)
(−η1)−
d−1
2 +νε
×
(d− 1
2
+ νε ∓ imε
)
, (160){
v1
v¯1
}
∼ e
iε Γ(νε) (kε/2)
−νε
π
(−η1)−
d−1
2 −νε
×
(d− 1
2
− νε ∓ imε
)
. (161)
Since νε always has a positive real part, we obtain the
relation (−η1)−νε ≫ (−η1)νε in the limit η1 → 0 , from
which we find
|u1| ≪ |v1| , |u¯1| ≪ |v¯1| . (162)
Thus, we find that the wave functions behave as
ϕ(η; η0) ∼ −π e
− iε
2
√
2k
(−η0)
d−2
2 v0
[
f(η)− ig(η)] , (163)
ϕ¯(η; η0) ∼ −π e
− iε
2
√
2k
(−η0)
d−2
2 v¯0
[
f(η)− ig(η)] , (164)
ϕ(η; η1) ∼ −π e
− iε
2
√
2m
(−η1)
d−1
2 v1 f(η) , (165)
ϕ(η; η1) ∼ −π e
− iε
2
√
2m
(−η1)
d−1
2 v¯1 f(η) , (166)
with which the weighted Wronskian becomes
Wρ[ϕ(η; η1), ϕ¯(η; η0)]
∼ π
2 e−2iε
8
√
km
(−η0)
d−2
2 (−η1)
d−1
2 v1 v¯0Wρ
[
f(η), f(η)− ig(η)]
=
iπ
4
√
km
e− iε v1 v¯0 (−η0)
d−2
2 (−η1)
d−1
2 , (167)
Vρ[ϕ¯
∗(η; η0), ϕ¯(η; η0)]
∼ π
2
8k
(−η0)d−2 |v¯0|2 Vρ
[(
f(η)− ig(η))∗, f(η)− ig(η)] .
(168)
The in-out propagator can be readily obtained by sub-
stituting (164), (165) and (167) into (152) as
G
out/in
k
(η, η′) =
π
2
e− iε f(η>)
[
f(η<)− ig(η<)
]
=
π
2
[(−η)(−η′)] d−12 Jν
(−kεη>)H(2)ν (−kεη<) .
(169)
Here, H
(1,2)
ν (x) are the Hankel functions defined by
H
(1,2)
ν (x) ≡ Jν(x)± iNν(x) , and we have set ε = 0 in the
last expression as far as it does not change the analytic
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property of the propagator. One the other hand, in order
to calculate the in-in propagator,
G
in/in
k
(η, η′) =
i
Vρ
[
f(η>)− ig(η>)
]∗ [
f(η<)− ig(η<)
]
(
Vρ = Vρ
[(
f(s)− ig(s))∗, f(s)− ig(s)](ηs)) , (170)
we first notice that the complex conjugate of f(η) −
ig(η) = (−η) d−12 H(2)νε (−kεη) is given by
[
f(η)− ig(η)]∗ =
(−η) d−12 H(1)ν−ε(−k−εη) . Thus, for the small mass case,
m < (d− 1)/2 (ν ∈ R) , we have [H(2)ν (z)]∗ = H(1)ν (z∗) ,
so that we obtain
f(η)− ig(η) = (−η) d−12 H(2)ν (−kεη) +O(ε) , (171)[
f(η)− ig(η)]∗ = (−η) d−12 H(1)ν (−k−εη) +O(ε) , (172)
which lead to
Vρ =
4i
π
+O(ε) . (173)
For the large mass case, m ≥ (d − 1)/2 (ν = iµ ∈
iR) , we have
[
H
(2)
ν (z)
]∗
=
[
H
(2)
iµ (z)
]∗
= H
(1)
− iµ(z
∗) =
e−piµH(1)iµ (z
∗) , so that we obtain
f(η)− ig(η) = (−η) d−12 H(2)ν (−kεη) +O(ε) , (174)[
f(η)− ig(η)]∗ = e−piµ (−η) d−12 H(1)ν (−k−εη) +O(ε) ,
(175)
which lead to
Vρ = e
−piµ 4i
π
+O(ε) . (176)
Substituting Eqs. (171)–(176) to (170), we obtain
Gin/in(η, η′)
=
π
4
[(−η)(−η′)] d−12 H(1)ν
(−k−εη>)H(2)ν (−kεη<) .
(177)
We here make a few comments. With ε set to zero, the
wave function ϕ¯(η; η0) converges in the limit η0 → −∞
to a finite function
ϕ∗in(η) ≡
√
π
2
(−η) d−12 H(2)ν (−k η) (178)
up to an oscillatory phase, while ϕ(η; η1) diverges as
(−η1)−ν in the limit η1 → 0 . This difference can be at-
tributed to the fact that the timelike vector ∂η becomes
asymptotically a Killing vector in the remote past, but
does not in the remote future.15 The finite asymptotic
15 In fact, the Lie derivative of gµν with respect to the vector
ξ = ∂η is £ξ gµν ∝ (−η)
−3 .
function ϕin(η) coincides with the positive-mode wave
function associated with the Euclidean vacuum up to
a phase. One should note that, in the limit η1 → 0 ,
the divergence in ϕ(η; η1) is canceled out with that in
Wρ[ϕ(η, η1), ϕ¯(η, η0)] and the in-out propagator is ob-
tained with a finite value.
For completeness, we show the asymptotic forms the
Bogoliubov coefficients
α(η1; η0) ∼ − Γ(ν)
2
√
2πm
(−k η1/2)−νε
×
(d− 1
2
− ν − im
)
e− i
(
kεη0+
pi(2ν+1)
4
)
, (179)
β(η1; η0) ∼ − i (d− 2)Γ(ν)
8
√
2πm
(−k η1/2)−νε(−k η0)−1
×
(d− 1
2
− ν − im
)
e− i
(
kεη0+
pi(2ν+1)
4
)
, (180)
which diverges in either of the limits η0 → −∞ and η1 →
0 .
2. Propagators in the Poincare´ patch
Since the eigenfunctions {Yk, a(x)} are the same as
those given in section III, the propagators in spacetime
can be written in the form
G{
out/in
in/in
}(x, x′)
=
∑
k≥0
G
{ out/in
in/in
}
k
(η, η′)
∑
a
Yk,a(x)Yk,a(x
′)
=
1
(2π)
d−1
2 |x− x′| d−32
×
∫ ∞
0
dk k
d−1
2 J d−3
2
(
k|x− x′|)G{ out/inin/in }
k
(η, η′) , (181)
as in the case of Minkowski space (see Appendix C).
For the in-out propagator, we have
Gout/in(x, x′)
=
e− iε π
2
[(−η)(−η′)] d−12
(2π)
d−1
2 |x− x′| d−32
×
∫ ∞
0
dk k
d−1
2 J d−3
2
(
k|x− x′|) Jν(−kεη>)H(2)ν (−kεη<) .
(182)
As is proved in Appendix D, this can be integrated to
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the form16
Gout/in(x, x′) =
e− ipi(d−2)
(2π)d/2
(u2 − 1)− d−24 Q
d−2
2
ν−1/2(u)
(183)
with u = Z(x, x′)− i0 .
The in-in propagator
Gin/in(x, x′)
=
π
4
[(−η)(−η′)] d−12
(2π)
d−1
2 |x− x′| d−32
×
∫ ∞
0
dk k
d−1
2 J d−3
2
(
k|x− x′|)H(1)ν (−k−εη>)H(2)ν (−kεη<)
(184)
can be rewritten in a similar manner to the form
Gin/in(x, x′)
=
Γ
(
d−1
2 + ν
)
Γ
(
d−1
2 − ν
)
2 (2π)d/2
(u2 − 1)− d−24 P−
d−2
2
ν−1/2(u)
(185)
with u ≡ −Z(x, x′) + i 0 . A proof is given also in Ap-
pendix D. This can be further rewritten as
Gin/in(x, x′)
=
Γ
(
d−1
2 + ν
)
Γ
(
d−1
2 − ν
)
(4π)d/2 Γ
(
d/2
)
× F
(d− 1
2
+ ν ,
d− 1
2
− ν ; d
2
;
1− u
2
)
(186)
=
Γ(d−12 )
4π(d−1)/2 sin
[
π
(
d−1
2 − ν
)] C d−12
ν− d−12
(u) , (187)
where Kummer’s relation (B34) has been used in the first
equality and Cµν (x) is the Gegenbauer function. This
propagator is the same as the well-known in-in propaga-
tor associated with the Euclidean vacuum.
If we consider the massless limit where ν → (d− 1)/2,
the in-in propagator diverges, as was pointed out in [11].
In contrast, we find that the in-out propagator has a finite
massless limit:
Gout/in(x, x′) =
e− ipi(d−2)
(2π)d/2
(u2 − 1)− d−24 Q
d−2
2
d−2
2
(u)
(massless) . (188)
16 Here we have taken the limit ε → 0 . Pµν (z) and Q
µ
ν (z) denote
the associated Legendre functions of the first and second kind
that are defined on the complex z-plane other than the cut along
the real axis to the left of the point z = 1 . There are another type
of associated Legendre functions that are defined on the interval
(−1, 1), which we denote by P(x) and Q(x) . See Appendix E for
their definitions and several useful identities.
C. Scalar field in the global patch
In the global patch, as a complete set of eigenfunc-
tions of the spatial Laplacian ∆d−1 on Sd−1 , we take
(real-valued) spherical harmonics {YLM (Ω)} . They sat-
isfy ∆d−1 YLM = −L(L+ d− 2)YLM (M = 1, . . . , N (d)L ) ,
and the degeneracy N
(d)
L is given by
N
(d)
L =
(L+ d− 3)!
(d− 2)!L! (2L+ d− 2) (189)
with the exceptional case d = 2 and L = 0 where N
(2)
0 ≡
1. We choose them such that they are orthonormal:∫
dΩYLM (Ω)YL′M ′(Ω) = δLL′ δMM ′ . (190)
Then, by expanding φ(x) as
φ(x) =
∑
L,M
φLM (t)YLM (Ω) , (191)
the mode function q(t) ≡ φLM (t) describes a harmonic
oscillator with time-dependent mass and frequency of the
following form [see (8) and (9)]:
ρ(t) = e iε
(
1− t2)− d−32 , (192)
ω(t) =
(
1− t2)−1 e− iε√L (L+ d− 2) (1− t2)+m2
≡ (1− t2)−1 m¯(t) . (193)
1. Propagators for each mode in the global patch
The equation of motion takes the form
q¨(t) + (d− 3) t
1− t2 q˙(t) + ω
2(t) q(t) = 0 . (194)
We choose a pair of independent solutions as
f(t) =
(
1− t2) d−14 Pνεkε(t) , g(t) = (1− t2) d−14 Qνεkε(t) ,
(195)
where
kε = −1
2
+
√(d− 2
2
)2
+ e−2iεL(L+ d− 2)
= k − iε
(
k ≡ L+ d− 3
2
)
, (196)
and Pµν (t) and Q
µ
ν (t) are the associated Legendre func-
tions defined on the interval (−1, 1) (see Appendix E).
The weighted Wronskian (constant in t) then has the
form
Wρ[f, g] = ρ(t)W [f, g](t) = e
iε Γ(kε + νε + 1)
Γ(kε − νε + 1) . (197)
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The functions u(t) and v(t) defined in (54) and (55) are
then given by{
u(t)
u¯(t)
}
= e iε
(
1− t2)− d−14
×
{[(
kε − d− 3
2
)
t± im¯(t)
]
P
νε
kε
(t)
− (kε − νε + 1)Pνεkε+1(t)
}
, (198){
v(t)
v¯(t)
}
= e iε
(
1− t2)− d−14
×
{[(
kε − d− 3
2
)
t± im¯(t)
]
Q
νε
kε
(t)
− (kε − νε + 1)Qνεkε+1(t)
}
, (199)
and the wave functions (ϕ, ϕ¯) take the form
ϕ(t; tI) =
e− iε Γ(kε − νε + 1)√
2|m¯I |Γ(kε + νε + 1)
× (1− t2I)
d−1
4
(
vI f(t)− uI g(t)
)
, (200)
ϕ¯(t; tI) =
e− iε Γ(kε − νε + 1)√
2|m¯I |Γ(kε + νε + 1)
× (1− t2I)
d−1
4
(
v¯I f(t)− u¯I g(t)
)
. (201)
We now send t0, t1 to the boundary of the global patch;
t0 → ti = −1 and t1 → tf = 1 . Using (E20) and (E21),
we see that u1 = u(t1) and v1 = v(t1) take the following
asymptotic forms in the limit t1 → 1 :{
u1
u¯1
}
∼ 2
νε e iε sin(πνε) Γ(νε)
π
×
(
−d− 1
2
+ νε ± im¯1
)(
1− t21
)− d−14 − νε2 ,
(202){
v1
v¯1
}
∼ 2νε−1 e iε cos(πνε) Γ(νε)
×
(
−d− 1
2
+ νε ± im¯1
)(
1− t21
)− d−14 − νε2
∼ π cosπνε
2 sinπνε
{
u1
u¯1
}
, (203)
and thus we find that the wave functions behave as17{
ϕ(t; t1)
ϕ¯(t; t1)
}
∼ e
− iε Γ(kε − νε + 1)√
2mΓ(kε + νε + 1)
(1− t21)
d−1
4
17 The asymptotic forms given in Eq. (204) do not satisfy the nor-
malization condition (67). Actually, to ensure this normalization,
we need to add a subleading term proportional to
(
1 − t21
)νε/2,
which is omitted from the above asymptotic forms. The asymp-
totic forms, however, are yet sufficient for calculating various
propagators.
×
{
v1
v¯1
}[
f(t)− 2 sinπνε
π cosπνε
g(t)
]
= γ1
{
v1
v¯1
}
(1− t2) d−14 P−νεkε (t) . (204)
Here, γ1 ≡ e− iε(1 − t21)(d−1)/4/(
√
2m cosπνε) , and we
have used the formula (E10) and the fact that m¯1 →
e− iεm (t→ +1) .
Similarly, we see that u0 = u(t0) and v0 = v(t0) have
the following asymptotic forms in the limit t0 → −1 :
{
u0
u¯0
}
∼


e iε 2−νε cos(πkε) Γ(kε + νε + 1)
Γ(νε + 1)Γ(kε − νε + 1)
×
(d− 1
2
+ νε ± im¯0
)(
1− t20
)− d−14 + νε2
(d : odd)
− e
iε 2νε sin(πkε) Γ(νε)
π
×
(d− 1
2
− νε ± im¯0
) (
1− t20
)−d−14 − νε2
(d : even)
,
(205)
{
v0
v¯0
}
∼


− e iε 2νε−1 cos(πkε) Γ(νε)
×
(d− 1
2
− νε ± im¯0
) (
1− t20
)−d−14 − νε2
(d : odd)
− e
iε 2−νε−1 π Γ(kε + νε + 1)
sin(πkε) Γ(νε + 1)Γ(kε − νε + 1)
×
(d− 1
2
+ νε ± im¯0
) (
1− t20
)−d−14 + νε2
(d : even)
.
(206)
Here, in adopting the asymptotic forms of Pνεkε(t0) and
Q
νε
kε
(t0) for t0 → −1 [see (E22) and (E23)] , we have used
the fact that Re νε > 0 , which particularly means that(
1 − t20
)− νε2 ≫ (1 − t20) νε2 . The same inequality can be
used to show that{
u0
u¯0
}
≪
{
v0
v¯0
}
(d : odd) , (207){
u0
u¯0
}
≫
{
v0
v¯0
}
(d : even) , (208)
from which we find that{
ϕ(t; t0)
ϕ¯(t; t0)
}
∼ γ0
{
v0
v¯0
}
(1− t2) d−14 Pνεkε(t)
(d : odd) , (209){
ϕ(t; t0)
ϕ¯(t; t0)
}
∼ −γ0
{
u0
u¯0
}
(1− t2) d−14 Qνεkε(t)
(d : even) , (210)
where γ0 ≡ e− iε Γ(kε − νε + 1) (1− t20)
d−1
4 /
(√
2mΓ(kε +
νε + 1)
)
.
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With the wave functions ϕ(t; tI) at hand [see (204),
(209) and (210)], the weighted Wronskian can be readily
obtained as
Wρ[ϕ(t; t1), ϕ¯(t; t0)]
∼
{
+γ1γ0 v1v¯0 (1 − t2)Wρ[P−νεkε (t), Pνεkε(t)] (d : odd)
−γ1γ0 v1u¯0 (1− t2)Wρ[P−νεkε (t), Qνεkε(t)] (d : even)
=
{
+e iε γ1γ0 v1v¯0
2
π
sinπνε (d : odd)
−e iε γ1γ0 v1u¯0 cosπνε (d : even)
. (211)
We then obtain the in-out propagator
G
out/in
L (t, t
′)
= lim
t0→−1
t1→+1
i
Wρ[ϕ(t; t1), ϕ¯(t; t0)]
ϕ(t>; t1) ϕ¯(t<; t0)
=


iπ
2 sinπν
[
(1− t2>) (1− t2<)
](d−1)/4
P
−ν
k (t>)P
ν
k(t<)
(d : odd) ,
i
cosπν
[
(1 − t2>) (1− t2<)
](d−1)/4
P
−ν
k (t>)Q
ν
k(t<)
(d : even) .
(212)
In the last expression, we have set ε = 0 .
To obtain the in-in propagator, we first notice that
Vρ ≡ Vρ[ϕ¯∗(t; t0), ϕ¯(t; t0)]
=
{
|γ0|2 |v¯0|2 Vρ[f∗, f ](Ts) (d : odd)
|γ0|2 |u¯0|2 Vρ[g∗, g](Ts) (d : even) , (213)
from which we have
G
in/in
L (t, t
′)
= lim
t0→−1
i
Vρ[ϕ¯∗(t; t0), ϕ¯(t; t0)](Ts)
ϕ¯∗(t>; t0) ϕ¯(t<; t0)
=


i
Vρ[f∗, f ](Ts)
f∗(t>) f(t<) (d : odd) ,
i
Vρ[g∗, g](Ts)
g∗(t>) g(t<) (d : even) .
(214)
When mass is large [m ≥ (d−1)/2 and thus ν = iµ ∈ iR] ,
we have
[f(t)]∗ = (1 − t2) d−14 [Pνεkε(t)]∗
= (1 − t2) d−14 P−νεkε (t) +O(ε) , (215)
[g(t)]∗ = (1 − t2) d−14 [Qνεkε(t)]∗
= (1 − t2) d−14 Q−νεkε (t) +O(ε) , (216)
and thus
Vρ[f
∗, f ](Ts) =
2i sinhπµ
π
+O(ε) , (217)
Vρ[g
∗, g](Ts) =
iπ sinhπµ
2
+O(ε) . (218)
The in-in propagator is then obtained as
G
in/in
L (t, t
′)
=


π
2 sinh(πµ)
[
(1 − t2>) (1− t2<)
] d−1
4
×P− iµk (t>)P iµk (t<) (d : odd) ,
2
π sinh(πµ)
[
(1− t2>) (1 − t2<)
] d−1
4
×Q− iµk (t>)Q iµk (t<) (d : even) .
(219)
On the other hand, when mass is small [m < (d−1)/2 and
thus ν ∈ R] , we have f∗(t) = f(t)+O(ε) , g∗(t) = g(t)+
O(ε) , and thus Vρ[f∗, f ](Ts) = O(ε) , Vρ[g∗, g](Ts) =
O(ε) . This means that limt0→−1G00(t, t′; t0, t0) has the
singularity of the form O(ε−1) and we cannot set ε = 0 .
The wave functions at the remote past and future had
been obtained for the heavy mass case (m ≥ (d − 1)/2)
in [10, 18] as18
ϕout(t) ∝ (1 − t2)
d−1
4 P
− iµ
k (t) , (220)
ϕ∗in(t) ∝
{
(1 − t2) d−14 P iµk (t) (d : odd)
(1 − t2) d−14 Q iµk (t) (d : even)
, (221)
by requiring that ϕ∗in(t) (ϕout(t)) be regular for t → −1
(t → +1) and an analytic function in the lower half of
complex m2 plane (see also [24] where they are obtained
by suitably choosing the Jost functions). Our propaga-
tors (212) and (219) for m ≥ (d − 1)/2 are consistent
with these wave functions.
From (68), the Bogoliubov coefficient α(t1; t0) can be
found to have the asymptotic form
α(t1; t0)
∼ − 2i sin(piν)pi
[
2ν−1 Γ(ν)√
2m¯1
(
− d−12 + ν + im¯1
) (
1− t21
)− νε2 ]
×
[
− 2ν−1 cos(pik) Γ(ν) Γ(k−ν+1)√
2m¯0Γ(k+ν+1)
×
(
d−1
2 − ν − im¯0
)(
1− t20
)− νε2 ] , (222)
18 We here give the following identities which are useful in com-
paring our results with the literature:
2
d−1
2
+L coshL τ e(−
d−1
2
−L−ν) τ
Γ(1 + ν)
× F
(d− 1
2
+ L,
d− 1
2
+ L+ ν; 1 + ν;−e−2τ
)
=
(
1− t2
) d−1
4 P
−ν
k (t) ,
2
d−1
2
+L coshL τ e(
d−1
2
+L−ν) τ
Γ(1− ν)
× F
(d− 1
2
+ L,
d− 1
2
+ L− ν; 1− ν;−e+2τ
)
=
(
1− t2
) d−1
4 Pνk(−t)
=
Γ(k + 1 + ν)
Γ(k + 1− ν)
(1− t2)
d−1
4
{
(−1)k P−νk (t) (d : odd)
(−1)k+1/2 (2/pi)Q−νk (t) (d : even)
.
17
β(t1; t0)
∼ + 2i sin(piν)pi
[
2ν−1 Γ(ν)√
2m¯1
(
− d−12 + ν + im¯1
)(
1− t21
)− νε2 ]
×
[
− 2ν−1 cos(pik) Γ(ν) Γ(k−ν+1)√
2m¯0 Γ(k+ν+1)
×
(
d−1
2 − ν + im¯0
)(
1− t20
)− νε2 ] (223)
in odd dimensions, and
α(t1; t0)
∼ − i cos(πν)
[
2ν−1 Γ(ν)√
2m¯1
(
− d−12 + ν + im¯1
) (
1− t21
)− νε2 ]
×
[
2ν sin(pik) Γ(ν) Γ(k−ν+1)
pi
√
2m¯0 Γ(k+ν+1)
(
d−1
2 − ν − im¯0
) (
1− t20
)− νε2 ] ,
(224)
β(t1; t0)
∼ + i cos(πν)
[
2ν−1 Γ(ν)√
2m¯1
(
− d−12 + ν + im¯1
)(
1− t21
)− νε2 ]
×
[
2ν sin(pik) Γ(ν) Γ(k−ν+1)
pi
√
2m¯0 Γ(k+ν+1)
(
d−1
2 − ν + im¯0
)(
1− t20
)− νε2 ]
(225)
in even dimensions.
2. Propagators in the global patch
We now make a sum over all modes to obtain the prop-
agators, Gout/in(x, x′) and Gin/in(x, x′). For d ≥ 3, the
summation over M can be written with the Gegenbauer
polynomials as
N
(d)
L∑
M=1
YLM (Ω)YLM (Ω
′) =
2L+ d− 2
(d− 2) |Ωd−1| C
d−2
2
L (Ω ·Ω′)
( |Ωd−1| = 2π d2 /Γ(d/2) ) . (226)
As for d = 2, the sum has the form
N
(2)
L∑
M=1
YLM (Ω)YLM (Ω
′) =


1
2π
(L = 0) ,
cos(LΩ ·Ω)
π
(L ≥ 1) ,
(227)
which is the same as the d → 2 limit of the expression
(226). Thus Eq. (226) can be understood to hold for any
dimensionality d ≥ 2. The in-out propagator in space-
time then takes the form
Gout/in(x, x′)
=
∞∑
L=0
G
out/in
L (t, t
′)
N
(d)
L∑
M=1
YLM (Ω)YLM (Ω
′)
=
∞∑
L=0
2L+ d− 2
(d− 2) |Ωd−1| G
out/in
L (t, t
′)C
d−2
2
L (Ω ·Ω′) , (228)
which becomes
G
out/in
odd (x, x
′)
=
iπ
2 sin(πν) (d − 2) |Ωd−1|
[
(1− t2>) (1− t2<)
](d−1)/4
×
∞∑
L=0
(2L+ d− 2)P−νk (t>)Pνk(t<)C
d−2
2
L (cos θ) (229)
in odd dimensions, and
Gout/ineven (x, x
′)
=
i
cos(πν) (d − 2) |Ωd−1|
[
(1− t2>) (1− t2<)
](d−1)/4
×
∞∑
L=0
(2L+ d− 2)P−νk (t>)Qνk(t<)C
d−2
2
L (cos θ) (230)
in even dimensions. Here, we have defined θ via the re-
lation Ω ·Ω′ ≡ cos θ.
Using Eqs. (E24) and (E25) and introducing
u±(x, x′) ≡ − Z(x, x′)± i0
= − −t t
′ + cos θ
(1− t2) 12 (1− t′2) 12 ± i0 , (231)
we can rewrite the in-out propagator in a de Sitter in-
variant form:
G
out/in
odd (x, x
′)
=
−e− ipi d−22
2 (2π)
d
2 sin(πν)
×
[
(u2+ − 1)−
d−2
4 Q
d−2
2
ν− 12
(u+)− (u2− − 1)−
d−2
4 Q
d−2
2
ν− 12
(u−)
]
,
(232)
Gout/ineven (x, x
′)
=
ie− ipi
d−2
2
2 (2π)
d
2 cos(πν)
×
[
(u2+ − 1)−
d−2
4 Q
d−2
2
ν− 12
(u+) + (u
2
− − 1)−
d−2
4 Q
d−2
2
ν− 12
(u−)
]
.
(233)
In the massless limit m → 0 (or ν → (d − 1)/2), we
have
sinπν → 0 (d : odd) , cosπν → 0 (d : even) ,
(234)
and thus the propagators (232) and (233) diverge. We
thus conclude that there exists no finite massless limit in
the global patch, as opposed to the case of the Poincare´
patch.
On the other hand, the in-in propagator in the heavy
mass case (m > (d− 1)/2) takes the form
Gin/in(x, x′)
=
∞∑
L=0
2L+ d− 2
(d− 2) |Ωd−1| G
in/in
L (t, t
′)C
d−2
2
L (Ω ·Ω′) , (235)
18
which becomes
G
in/in
odd (x, x
′)
=
iπ
2 sin(πν) (d − 2) |Ωd−1|
[
(1− t2>) (1 − t2<)
] d−1
4
×
∞∑
L=0
(2L+ d− 2)P−νk (t>)Pνk(t<)C
d−2
2
L (cos θ)
(236)
in odd dimensions, and
Gin/ineven (x, x
′)
=
2i
π sin(πν) (d − 2) |Ωd−1|
[
(1− t2>) (1− t2<)
] d−1
4
×
∞∑
L=0
(2L+ d− 2)Q−νk (t>)Qνk(t<)C
d−2
2
L (cos θ)
(237)
in even dimensions. Here, ν = iµ = i
√
m2 − (d− 1)2/4
(µ ∈ R+) . Note that Gin/inodd (x, x′) = Gout/inodd (x, x′), which
is consistent with a well-known fact that the in-vacuum
equals the out-vacuum up to a phase in odd dimensions
(see [18]). The summations in (236) and (237) can be
carried out analytically by using (E24) and (E27), and
are again expressed in de Sitter invariant forms,
G
in/in
odd (x, x
′) = Gout/inodd (x, x
′)
=
− e− ipi d−22
2 (2π)
d
2 sin(πν)
[
(u2+ − 1)−
d−2
4 Q
d−2
2
ν− 12
(u+)
− (u2− − 1)−
d−2
4 Q
d−2
2
ν− 12
(u−)
]
, (238)
Gin/ineven (x, x
′)
=
e− ipi
d−2
2
2 (2π)
d
2 sinπν
{
(u2+ − 1)−
d−2
4 Q
d−2
2
ν− 12
(u+)
− (u2− − 1)−
d−2
4 Q
d−2
2
ν− 12
(u−)
+
i π
cosπν
[
e− ipiν (u2+ − 1)−
d−2
4 P
d−2
2
ν− 12
(u+)
+ e ipiν (u2− − 1)−
d−2
4 P
d−2
2
ν− 12
(u−)
]}
= − e
− ipi d−22
2 (2π)
d
2 sinπν
{
(u2+ − 1)−
d−2
4 Q
d−2
2
ν− 12
(u+)
− (u2− − 1)−
d−2
4 Q
d−2
2
ν− 12
(u−)
− π
cos(πν)
[
(u2+ − 1)−
d−2
4 P
d−2
2
ν− 12
(−u+)
− (u2− − 1)−
d−2
4 P
d−2
2
ν− 12
(−u−)
]}
. (239)
V. FEYNMAN PATH INTEGRAL IN DE
SITTER SPACE
In this section, we consider the Feynman propagator
obtained by a path-integral in curved spacetime with the
background metric (2),
〈φ(x)φ(x′)〉 ≡
∫
[dφ]φ(x)φ(x′) e iSε[φ]∫
[dφ] e iSε[φ]
, (240)
Sε[φ] ≡ 1
2
∫
dt
∫
dd−1x
√
h e iεN−1Ad−1
×
(
∂tφ∂tφ+ e
−2iεN2
[
A−2 φ∆d−1φ−m2φ2
])
. (241)
This action gives a Hamiltonian of the form Hs(t) =
e− iε [Hs(t)|ε=0] in the Schro¨dinger picture. We expect
that the propagator defined by the path integral agrees
with the in-out propagator obtained in the preceding sec-
tions. In fact, suppose that the base spacetime where
φ(x) lives has a sufficiently large noncompact region in
the temporal direction near the future and past bound-
aries at t = tf and t = ti, respectively (see Fig. 2). Then,
sufficiently	long
for	the	projection
to	the	ground	states
to	be	completed.
FIG. 2. The spacetime region where the path integral is per-
formed.
due to the existence of iε , if we first define the path inte-
gral for a finite interval (t0, t1) and send the initial time
t0 and the final time t1 to the infinite past ti and the
infinite future tf , respectively, then the initial and final
states would be well kept subject to the projection to
the instantaneous ground state at each moment t0 or t1 ,
and the dominant contribution to the path integral will
be only from the configurations that are in the instanta-
neous ground states near the temporary boundaries. In
this section, we first identify the (sufficient) condition un-
der which such projection onto the instantaneous ground
states can happen, and show that both the Poincare´ and
the global patches indeed satisfy this condition.
A. Effective noncompactness in the temporal
direction
We first expand φ(x) as in (5):
φ(x) =
∑
n
φn(t)Yn(x) . (242)
The propagator is then written as a sum of the propaga-
tors over the mode n :
〈φ(x)φ(x′)〉 =
∑
n
〈φn(t)φn(t′)〉Yn(x)Yn(x′) , (243)
19
where
〈φn(t)φn(t′)〉 ≡ lim
t1→tf
t0→ti
∫
[dφn]
t1
t0 e
iSn,ε[φn; t1,t0] φn(t)φn(t
′)∫
[dφn]
t1
t0 e
iSn,ε[φn; t1,t0]
,
(244)
Sn,ε[φn; t1, t0]
≡
∫ t1
t0
dt
1
2
[
e iε |ρ(t)| φ˙2n(t)− e− iε|ρ(t)| |ωn(t)|2φ2n(t)
]
.
(245)
For a fixed mode n , the propagator 〈φn(t)φn(t′)〉 can
be given the following operator representation in the
Schro¨dinger picture (we assume t > t′ in what follows):
lim
t0→ti
t1→tf
〈ψ1, t1|U(t1, t)φn,s U(t, t′)φn,s U(t′, t0) |ψ0, t0〉
〈ψ1, t1|U(t1, t0) |ψ0, t0〉 .
(246)
Here, |ψ1, t1〉 and |ψ0, t0〉 are the final and the initial
states to be specified as boundary conditions when per-
forming a path integral, and are formally taken to be
〈φn|ψ1, t1〉 = 〈φn|ψ0, t0〉 = 1 for the path integral (244).
In the following, we show that the amplitude (246) can
be replaced by the in-out propagator
lim
t0→ti
t1→tf
〈0t1 , t1|U(t1, t)φn,s U(t, t′)φn,s U(t′, t0) |0t0 , t0〉
〈0t1 , t1|U(t1, t0) |0t0 , t0〉
(247)
for arbitrary |ψ1, t1〉 and |ψ0, t0〉 , provided that the
change of time variable t→ σ(t) such that |ωn(t)| dt = dσ
maps the region (ti, tf ) onto a noncompact region for
both sides, (i.e., σi ≡ σ(ti) = −∞ and σf ≡ σ(tf ) =
+∞) . When this condition is met, the foliation under
consideration will be said to be effectively noncompact in
the temporal direction for the mode n .
It is enough to show that the following equalities hold
for an arbitrary state |ψ〉:
lim
t1→tf
〈ψ1, t1|U(t1, t) |ψ〉
= lim
t1→tf
〈ψ1, t1|0t1 , t1〉 〈0t1 , t1|U(t1, t) |ψ〉 , (248)
lim
t0→ti
〈ψ|U(t, t0) |ψ0, t0〉
= lim
t0→ti
〈ψ|U(t, t0) |0t0 , t0〉 〈0t0 , t0|ψ0, t0〉 . (249)
To show the first equality, we first introduce a new time
coordinate σ such that |ωn(t)| dt = dσ , which maps the
time interval (t, t1) to a new interval (σ, σ1) . Then the
Hamiltonian for the mode n becomes (we will omit the
index n for brevity)19
Hs(t) dt = e
− iε |ω(t)| a†s(t) as(t) dt
= e− iε b†s(σ) bs(σ) dσ (250)
19 We will discard the zero-point energy in the following discus-
sions.
with bs(σ) ≡ as(t(σ)) , and the time evolution operator
becomes
U(t1, t) = T exp
[
−ie− iε
∫ σ1
σ
dσ b†s(σ) bs(σ)
]
. (251)
We then introduce a small interval δ and divide the new
interval into N segments (see Fig. 3),
N = N(δ, σ1 − σ) ≡ σ1 − σ
δ
. (252)
By introducing sk ≡ σ+k δ (k = 0, 1, . . . , N) with s0 = σ
and sN = σ1, the time evolution operator becomes
U(t1, t) =
N∏
k=1
exp
[
−iδe− iεb†s(sk) bs(sk−1)
]
. (253)
Substituting this to the amplitude 〈ψ1, t1|U(t1, t) |ψ〉
FIG. 3. A path labeled by {nk, sk} . The amplitude suffers
from a suppression proportional to the area of the shaded
region. If σ1 → σf = ∞ as t1 → tf , only such paths survive
that are the instantaneous ground states in the far future (i.e.,
nk = 0 for large enough k) .
and inserting the identity
∞∑
nk=0
|nk, sk〉〈nk, sk| = 1 at each
time sk , we obtain
〈ψ, t1|U(t1, t) |ψ〉
=
∑
{nk}
e−ε δ
∑
k nk 〈ψ1, t1|nN , sN 〉 〈n0, s0|ψ〉
×
N∏
k=1
〈nk, sk| e− iδ b
†
s(sk) bs(sk) |nk−1, sk−1〉 . (254)
We thus find that the amplitude 〈ψ1, t1|U(t1, t) |ψ〉 is ex-
pressed as a sum over the paths, each path correspond-
ing to an evolution of energy levels (not of “positions”)
and represented by a sequence {nk} (k = 0, 1, . . . , N) .
We see that each path receives a suppression factor
exp
[−ε δ∑Nk=1 nk] = exp[−ε × (area)] , where (area) is
the area of the shaded region in Fig. 3.
20
We now take the limit t1 → tf . If the foliation is ef-
fectively noncompact in the temporal direction (i.e., if σ1
approaches σf =∞), then N(δ, σ1−σ) goes to infinity as
t1 → tf for the fixed small number δ , and thus the sup-
pression factor removes the contribution from any path
having a nonvanishing tail for large t and projects onto
a set of paths satisfying the condition nk → 0 (k →∞) .
This proves the equality (248). Equality (249) can also
be proved in the same way.
We can easily show that both the Poincare´ and the
global patches are effectively noncompact in the tempo-
ral direction for any mode. As for the Poincare´ patch,
the frequency for the mode k is given by |ωk(η)| =√
m2(−η)−2 + k2 , and thus it behaves as |ωk(η)| ∼ k
(η ∼ ηi = −∞) and |ωk(η)| ∼ m/(−η) (η ∼ ηf = 0) .
We thus have
−σi ∼
∫
ηi
dη |ωk(η)| = k (−ηi) + const = +∞ ,
σf ∼
∫ ηf
dη |ωk(η)| = m log 1−ηf + const = +∞ .
(255)
This shows that the Poincare´ patch is effectively non-
compact for nonvanishing modes k .20 As for the global
patch, the frequency for the mode (L,M) is given by
|ωL(t)| = (1 − t2)−1
√
m2 + L(L+ d− 2) (1− t2) , and
thus it behaves as |ωL(t)| ∼ (m/2) (1+t)−1 (t ∼ ti = −1)
and |ωL(t)| ∼ (m/2) (1 − t)−1 (t ∼ tf = +1) . We thus
have
−σi ∼
∫
ti
dt |ωL(t)| = m
2
log
1
1 + ti
+ const = +∞ ,
σf ∼
∫ tf
dt |ωL(t)| = m
2
log
1
1− tf + const = +∞ .
(256)
This shows that the global patch is effectively noncom-
pact for any mode (L,M) .
Once the equivalence is established, we can easily un-
derstand why the obtained in-out propagators are writ-
ten with the de Sitter invariant Z(x, x′) . In fact, since
the patches we consider are preserved under infinitesimal
actions of SO(1, d), and since a path integral (for a free
scalar field) can be defined as respecting the symmetry
under the infinitesimal actions of SO(1, d) (which is in-
deed the case only after we take the limit ε → 0), the
propagator obtained by such path integral (and thus the
in-out propagator) must be invariant under the infinites-
imal actions of SO(1, d) . As was mentioned in the last
paragraph of subsection IVA, this invariance is sufficient
to ensure that the propagator can be written with the de
Sitter invariant Z(x, x′) .
20 The zero mode k = 0 does not satisfy the condition. However,
since the mode belongs to a continuous spectrum, this does not
give rise to a problem.
B. Numerical check
In this subsection, we numerically demonstrate that
the equivalence between the two propagators certainly
holds, one obtained by a path integral with the iε pre-
scription and another obtained as the in-out propagator
using the instantaneous ground states.
We first rewrite the action (245) with a new variable
χn(t) = |ρ(t)|1/2 φn(t) ≡ eσ(t) φn(t) (we will omit the
mode label n for simplicity). Then, the action for each
mode has the form
Sε[χ; t1, t0] =
∫ t1
t0
dt
1
2
χ(t)
[−e iε ∂2t − Ω2ε(t)]χ(t) ,
(257)
Ω2ε(t) ≡ e− iε |ω(t)|2 − e iε
(
σ˙(t)
)2 − e iε σ¨(t) ,
(258)
and the propagator for each mode is given by
〈φ(t)φ(t′)〉 = |ρ(t) ρ(t′)|−1/2 〈χ(t)χ(t′)〉
= |ρ(t) ρ(t′)|−1/2 〈t∣∣ i−e iε∂2t − Ω2ε
∣∣t′〉 .
(259)
We numerically evaluate the propagator (259) by divid-
ing the interval (ti, tf ) into N parts and by calculating
the inverse of the matrix corresponding to i−1 (−e iε∂2t −
Ω2ε). We take a uniform spacing a ≡ (t1 − t0)/N for
brevity and write the time variable as t = a r with r
an integer in the region r0 < r < r1 (r0 ≡ t0/a and
r1 ≡ t1/a). We then introduce dimensionless variables
χr as
χ(t) = a1/2 χr , (260)
with which the action becomes
Sε[χ] =
1
2
∑
r,s
Sε,rs χr χs , (261)
Sε,rs ≡
[
2e iε − a2Ωε(ar)
]
δr,s − e iεδr, s+1 − e iεδr, s−1 .
(262)
Since
〈χrχr′〉 =
∫
dNχ χrχr′ exp
(
i
2
∑
Sε, ss′ χs χs′
)∫
dNχ exp
(
i
2
∑
Sε, ss′ χs χs′
)
= i(S−1ε )rr′ , (263)
the propagator is obtained as
〈φ(t)φ(t′)〉 = ia |ρ(t) ρ(t′)|−1/2 (S−1ε )r r′(
t = a r , t′ = a r′
)
. (264)
We numerically calculate the inverse matrix (264) for
both of the Poincare´ and global patches and compare the
result with our in-out propagators obtained in section IV.
21
The results in the Poincare´ case for {d = 4, m = 0.5}
and {d = 4, m = 9} are depicted in Figs. 4 and 5,
while those in the global patch for {d = 3, 4, m = 0.5},
{d = 3, m = 9}, and {d = 4, m = 9} are in Figs. 6, 7,
and 8. We find that there is a perfect agreement for the
global patch, while there exists a small discrepancy for
the Poincare´ patch. We observe that the discrepancy gets
reduced as one takes a finer mesh near η = 0 and a larger
value for |η0| , and expect that it will disappear eventu-
ally. We thus are almost convinced that the equivalence
between the two propagators is confirmed numerically.
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FIG. 4. Poincare´ patch with light mass: the real part
(upper) and the imaginary part (lower) of the in-out prop-
agator G
out/in
k
(η, η′) (dashed curve) and the propagator
〈φk(η)φk(η
′)〉 (solid curve) are shown for d = 4, m = 0.5,
k = 1, a = 0.02, ε = 0.01, η0 = −60, η1 = −0.01, and
η′ = −30.005. Recall that ηi = −∞ and ηf = 0 .
VI. HEAT KERNEL REPRESENTATION AND
THE COMPOSITION PRINCIPLE
A. General theory
We consider the random walk of a relativistic particle
moving in a Lorentzian manifold with the metric
ds2 = gµν(x) dx
µ dxν . (265)
Its trajectory is uniquely specified by the functionsXµ(λ)
(0 ≤ λ ≤ 1) , up to reparametrizations λ → f(λ) such
that df(λ)/dλ > 0, f(0) = 0, f(1) = 1 . The ampli-
tude connecting two points x and x′ is then given by the
Feynman path integral:
A(x, x′) =
∫ X(1)=x
X(0)=x′
[dXµ(λ)]
Vol(Diff1)
e iI0[X(λ)] , (266)
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FIG. 5. Poincare´ patch with heavy mass: the real part
(upper) and the imaginary part (lower) of the in-out prop-
agator G
out/in
k
(η, η′) (dashed curve) and the propagator
〈φk(η)φk(η
′)〉 (solid curve) are shown for d = 4, m = 9,
k = 1, a = 0.02, ε = 0.07, η0 = −60, η1 = −0.01, and
η′ = −30.005. Recall that ηi = −∞ and ηf = 0 .
- 1.0 - 0.5 0.5 1.0
- 0.15
- 0.10
- 0.05
- 1.0 - 0.5 0.5 1.0
- 0.15
- 0.10
- 0.05
FIG. 6. Global patch with light mass (d : odd/even): the
imaginary part of the in-out propagator G
out/in
L (t, 0) (dashed
curve) and the propagator 〈φL(t)φL(0)〉 (solid curve) are
shown for d = 3 (upper) [d = 4 (lower)], m = 0.5, L = 2,
a = 0.005, ε = 10−10, t0 = −0.995, and t1 = 0.995. Recall
that ti = −1 and tf = +1 . The real part is zero.
where Vol(Diff1) is the gauge volume of one-dimensional
diffeomorphisms
Xµ(λ)→ X˜µ(λ) = Xµ(f(λ)) , (267)
and we propose to set the action I0[X ] for the random
walk in a Lorentzian manifold as
I0
[
X(λ)
]
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FIG. 7. Global patch with heavy mass (d : odd): the real
part (upper) and the imaginary part (lower) of the in-out
propagator G
out/in
L (t, 0) (dashed curve) and the propagator
〈φL(t)φL(0)〉 (solid curve) are shown for d = 3, m = 9, L = 2,
a = 0.005, ε = 0.07, t0 = −0.995, and t1 = 0.995. Recall that
ti = −1 and tf = +1 .
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FIG. 8. Global patch with heavy mass (d : even): the real
part (upper) and the imaginary part (lower) of the in-out
propagator G
out/in
L (t, 0) (dashed curve) and the propagator
〈φL(t)φL(0)〉 (solid curve) are shown for d = 4, m = 9, L = 1,
a = 0.005, ε = 0.07, t0 = −0.995, and t1 = 0.995. Recall that
ti = −1 and tf = +1 .
≡ − (m− iε)
∫ 1
0
dλ
√
−gµν
(
X(λ)
)
X˙µ(λ) X˙ν(λ)− iε′ .
(268)
Note the presence of two infinitesimal imaginary parts,
iε and iε′ , in I0[X(λ)] (ε, ε′ > 0). The first (iε) is the
standard one, which manifestly suppresses the contribu-
tion from such paths that are prolonged in the timelike
direction. We further have introduced the second one
(iε′) in order to define the path integral for any shape
of path in a Lorentzian manifold. In fact, for a timelike
segment (X˙2 < 0) we can neglect ε′ and the action be-
comes the standard action for a timelike path, while for
a spacelike segment (X˙2 > 0) we can rewrite the square
root as√
−X˙2 − iε′ =
√
e− i(pi−0)X˙2 = − i
√
X˙2 (269)
and the action gives the path-integral weight which
suppresses the contribution from such paths that are
stretched largely in the spacelike direction.
The action (268) of Nambu-Goto type is equivalent to
the following action of Polyakov type:
I[X(λ), e(λ)] =
∫ 1
0
dλ
[ X˙2 + iε′
2 e
− m
2 − iε
2
e
]
, (270)
where e(λ) > 0 is the einbein defined on the one-
dimensional manifold. We can see from this expression
that iε and iε′ give imaginary parts of the same sign.
The new action I[X(λ), e(λ)] also has the invariance un-
der the one-dimensional diffeomorphisms
Xµ(λ)→ X˜µ(λ) = Xµ(f(λ)) , (271)
e(λ)→ e˜(λ) = df(λ)
dλ
e(f(λ)) , (272)
and we can take a gauge fixing where e(λ) = constant ≡
T . However, as is discussed in detail in [25], such con-
stant T =
∫ 1
0 dλ e(λ) is actually Diff1-invariant and needs
to be further integrated, so that we obtain21
A(x, x′) =
∫ X(1)=x
X(0)=x′
[dXµ(λ) de(λ)]
Vol(Diff1)
e iI0[X(λ)]
=
∫ ∞
0
dT
∫ X(1)=x
X(0)=x′
[dX(λ)]
× exp
[
i
∫ 1
0
dλ
( X˙2 + iε′
2T
− m
2 − iε
2
T
)]
=
∫ ∞
0
dT e−ε
′/(2T )
∫ X(T )=x
X(0)=x′
[dX(t)]
× exp
[
i
∫ T
0
dt
(X˙2(t) + iε′
2
− m
2 − iε
2
)]
,
(273)
where in the last line we have rewritten the expression
with t ≡ T λ . The path integral is nothing but that for
21 There may arise a divergence when calculating the Jacobian to
obtain the second line, but such divergence should be ultra-local
in quantum mechanics (i.e., one-dimensional field theory with
a coordinate λ) and can be simply dealt with by an additive
renormalization of mass m, as in the Euclidean space considered
in [25].
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the quantum mechanical amplitude from the state |x′〉 to
the state |x〉 with the Hamiltonian
H =
1
2
(−+m2 − iε)
≡ 1
2
[
− 1√−g ∂µ
(√−g gµν ∂ν) +m2 − iε] , (274)
and thus we obtain the expression
A(x, x′) =
∫ ∞
0
dT e−ε
′/(2T ) 〈x|e− i(T/2) (−+m2− iε)|x′〉
=
∫ ∞
0
dT e− i(T/2) (m
2− iε)−ε′/(2T )K(x, x′; T ) .
(275)
Here, K(x, x′; T ) is the heat kernel of the d’Alembertian
,
K(x, x′; T ) ≡ 〈x|e i(T/2)|x′〉 , (276)
which satisfies the following equations:
i
∂
∂T
K(x, x′; T ) = −1
2
xK(x, x
′; T ) , (277)
K(x, x′; T = 0) = δd(x, x′) ≡ 1√−g δ
d(x − x′) . (278)
Note that we need to multiply (273) by 1/2 to obtain
the propagator G(x, x′) of a neutral particle (i.e., parti-
cle= anti-particle):
G(x, x′) =
1
2
A(x, x′)
=
1
2
∫ ∞
0
dT e− i(T/2) (m
2− iε)−ε′/(2T )K(x, x′; T ) . (279)
Since the propagator G(x, x′) can formally be written
as G(x, x′) = i 〈x| ( − m2 + iε)−1 |x′〉 , one can easily
show that G(x, x′) satisfies the following composition law
[21]:
∂
∂m2
G(x, x′) = i
∫ √
−g(y) ddy G(x, y)G(y, x′) , (280)
which is consistent with the asymptotic form of G(x, x′)
for large timelike separation with large mass:
G(x, x′) ∼ e− imL(x,x′) , (281)
where L(x, x′) is the timelike geodesic distance between
x and x′ . The relation (280) has been proposed by
Polyakov as a principle to be satisfied by quantum field
theory in curved spacetime in order for the propagator
to be interpreted as representing a sum over paths of a
relativistic particle in the spacetime. If the spacetime
has a global timelike Killing vector (as does Minkowski
space), one can define a common vacuum of scalar field
from the past through the future, and the relativistic par-
ticle corresponds to a one-particle state. Note that such
interpretation is not always possible when spacetime has
no global timelike Killing vector [1] (see also [26] for a
recent discussion).
As a simple example, we consider a neutral particle
propagating in a d-dimensional Minkowski space with the
metric
ds2 = − dt2 + dx2 . (282)
Then the heat kernel can be calculated with the momen-
tum representation as
K(x, x′; T ) =
∫
ddp
(2π)d
e ip(x−x
′) e− i(T/2) p
2
= i
( 1
2π iT
)d/2
exp
[
i
(x− x′)2
2T
]
. (283)
Here, the first i reflects the fact that the Gaussian inte-
gral over p0 has the opposite sign of quadratic term to
that for the other variables pi (i = 1, . . . , d− 1). Substi-
tuting this to (279), we obtain the following expression:
G(x, x′) =
i−(d−2)/2
(4π)d/2
∫ ∞
0
ds s−
d
2 e−
z2
4 s−a s (284)
with z2 = ε′ − i(x − x′)2 and a = i(m2 − iε) . This
integration can be easily performed, and we obtain
G(x, x′) =
i−(d−2)/2
(4π)d/2
a
d−2
2 2
d
2
(√
a z
)−d−22 K d−2
2
(√
a z
)
=
md−2
(2π)d/2
(
m
√
σ + iε′
)− d−22 K d−2
2
(
m
√
σ + iε′
)
, (285)
where σ ≡ (x − x′)2 . This certainly agrees with the
propagator (118) of a real scalar field.
B. de Sitter case
In this subsection, we check that the in-out propaga-
tors (183), (232), and (233) indeed satisfies the composi-
tion law by giving their heat kernel representations.22
1. Poincare´ patch
We start from the following integral representation of
the associated Legendre functions (a proof is given in
Appendix F):
Q
d−2
2
ν−1/2(u)
= e ipi
d−2
2
∫ ∞
0
dλ
Γ
(
d−1
2 + iλ
)
Γ
(
d−1
2 − iλ
)
Γ(iλ) Γ(−iλ)
P−
d−2
2
iλ−1/2(u)
ν2 + λ2[
d ∈ Z , Re ν > 0] . (286)
22 See [27] (also [21]) for the direct evaluation of the random walk
in de Sitter space, which is based on the heat kernel for Euclidean
AdS space obtained in [28].
24
Since ν2ε has a positive imaginary part, we have
e− ipi
d−2
2
(
u2 − 1)− d−24 Q d−22νε−1/2(u)
=
1
2i
∫ ∞
0
dT
∫ ∞
0
dλ
Γ
(
d−1
2 + iλ
)
Γ
(
d−1
2 − iλ
)
Γ(iλ) Γ(−iλ)
× (u2 − 1)− d−24 P−d−22iλ−1/2(u) e i T2 (ν2ε+λ2)
=
i
22−
d
2
∫ ∞
0
dT
∫ ∞
0
dλ
λΓ
(
d−1
2
)
sinh(πλ)√
π cos
[
π
(
d
2 − iλ
)]
× C
d−1
2
iλ− d−12
(u) e i
T
2 (ν
2
ε+λ
2) . (287)
Here, u = Z − i0, and to obtain the second line we have
used the identity
P−
d−2
2
iλ− 12
(u) = 2−
d−2
2
(
u2 − 1) d−24
× Γ(d− 1) Γ
(
iλ− d−32
)
Γ(d/2) Γ
(
iλ+ d−12
) C d−12
iλ− d−12
(u) . (288)
We thus find that the in-out propagator (183) in the
Poincare´ patch has the heat kernel representation of the
form
G(x, x′) =
1
2
∫ ∞
0
dT e− i
m2− iε
2 T K(x, x′; T ) , (289)
K(x, x′; T )
= −e
− ipi d−32
(
u2 − 1)− d−24
(2π)d/2
×
∫ ∞
0
dλ
Γ
(
d−1
2 + iλ
)
Γ
(
d−1
2 − iλ
)
Γ(iλ) Γ(−iλ)
× P−
d−2
2
iλ−1/2(u) e
i T2
(
λ2+( d−12 )
2
)
=
e− ipi
d−3
2 Γ
(
d−1
2
)
2π
d+1
2
∫ ∞
0
dλ
λ sinh(πλ)
cos
[
π
(
d
2 − iλ
)]
× C
d−1
2
iλ− d−12
(u) e i
T
2
(
λ2+( d−12 )
2
)
. (290)
The above heat kernel certainly satisfies Eqs. (277) and
(278). In fact, Eq. (277) can be shown in the following
way:
i
∂
∂T
K(x, x′; T )
= −e
− ipi d−32 Γ
(
d−1
2
)
4π
d+1
2
∫ ∞
0
dλ
λ sinh(πλ)
(
λ2 +
(
d−1
2
)2)
cos
[
π
(
d
2 − iλ
)]
× C
d−1
2
iλ− d−12
(u) e i
T
2
(
λ2+( d−12 )
2
)
= −1
2
[−(Z2 − 1)∂2ZK(x, x′; T )− dZ ∂ZK(x, x′; T )]
= −1
2
xK(x, x
′; T ) , (291)
where we have used the Gegenbauer differential equation
(
1− u2) ∂2uC d−12iλ− d−12 (u)− d u ∂uC
d−1
2
iλ− d−12
(u)
−
[
λ2 +
(d− 1
2
)2]
C
d−1
2
iλ− d−12
(u) = 0 , (292)
and the fact that the Klein-Gordon operator for functions
of the de Sitter invariant f(Z) can be written as
f(Z) =
(
1− Z2) ∂2Zf(Z)− dZ ∂Zf(Z) . (293)
The initial condition (278) can be shown to hold by using
the heat kernel equation and the equality
(x −m2 + iε)Gout/in(x, x′) = i√−g δ
d(x− x′) (294)
as follows:
i√−g δ
d(x− x′)
=
1
2
∫ ∞
0
dT e− i
m2− iε
2 T (x −m2 + iε)K(x, x′; T )
= −i
∫ ∞
0
dT
∂
∂T
[
e− i
m2− iε
2 T K(x, x′; T )
]
= iK(x, x′; 0) . (295)
2. Global patch
In a similar way, using Eq. (287), we can show that the
in-out propagators (232) and (233) have the heat kernel
representation of the form
G
out/in
{ oddeven}
(x, x′) =
1
2
∫ ∞
0
dT e− i
m2− iε
2 T K
out/in
{ oddeven}
(x, x′; T )
(296)
with
K
out/in
odd (x, x
′; T )
=
(−1) d+12 Γ(d−12 )
4π
d+1
2 sin(πν)
∫ ∞
0
dλλ
× [C d−12
iλ− d−12
(u+)− C
d−1
2
iλ− d−12
(u−)
]
e i
T
2
(
λ2+( d−12 )
2
)
,
(297)
Kout/ineven (x, x
′; T )
=
(−1) d+22 Γ(d−12 )
4π
d+1
2 cos(πν)
∫ ∞
0
dλλ tanh(πλ)
× [C d−12
iλ− d−12
(u+) + C
d−1
2
iλ− d−12
(u−)
]
e i
T
2
(
λ2+( d−12 )
2
)
.
(298)
Equations (277) and (278) also hold for these heat ker-
nels, as can be shown in the same way as above.
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C. Relation to the Green function in Euclidean
AdS space
As has been pointed out in [27], the in-out propaga-
tor in the Poincare´ patch is directly related to the Green
function in Euclidean AdS space through an analytic con-
tinuation. In this subsection, we demonstrate this equiv-
alence with precise numerical constants.
d-dimensional Euclidean AdS space (EAdSd) is defined
as the hypersurface in a (d + 1)-dimensional Minkowski
space with the relation
ηMN Y
M Y N = − ℓ′2 (M,N = 0, . . . , d) , (299)
where ℓ′ is called the AdS radius. EAdSd has two con-
nected components. A frequently used coordinate system
which covers only a single connected component is the
Poincare´ coordinates (z, yi) (i = 1, . . . , d − 1) that are
defined by the following embedding:
Y 0 =
ℓ′2 + z2 + |y|2
2z
, Y i = ℓ′
yi
z
,
Y d =
ℓ′2 − z2 − |y|2
2z
. (300)
We here have chosen the component with z > 0. The
metric then takes the form
ds2 = ℓ′2
dz2 + dy · dy
z2
. (301)
The Green function in EAdS space is known to have
the following form (see, e.g., [29]):23
GEAdS(y, y
′)
=
e− ipi (d−2)/2
(2π)d/2 ℓ′ d−2
(Z ′2(y, y′)− 1)− d−24 Q(d−2)/2ν′−1/2 (Z ′(y, y′)) ,
(302)
where Z ′(y, y′) is the invariant of EAdS space,
Z ′(y, y′) ≡ − ℓ′−2 ηMN YM (y)Y N (y′)
= 1 +
(z − z′)2 + |y − y′|2
2 z z′
, (303)
and
ν′ ≡
√(d− 1
2
)2
+m2 ℓ′2 . (304)
23 In fact, solving the Klein-Gordon equation with a delta func-
tion source using the EAdS invariant Z′ = Z′(y, y′) , we see
that the Green function is a linear combination of (Z′2 −
1)−(d−2)/4P
(d−2)/2
ν′−1/2
(Z′) and (Z′2 − 1)−(d−2)/4Q
(d−2)/2
ν′−1/2
(Z′) .
By requiring that the Green function damps at large separa-
tion (cluster property), only the latter solution is selected, as
can be seen from the asymptotic forms of the associated Legen-
dre functions [see (E18) and (E19)]. The normalization is then
determined by requiring that the Green function coincides with
that in Euclidean space for infinitesimal separation of y and y′
[or Z′(y, y′)→ 1] .
Note that Z ′ is always larger than unity.
The coordinate system (z, yi) is related to the Poincare´
coordinates (η, xi) of d-dimensional de Sitter space
through the analytic continuation
z = e i
pi−0
2 (−η) , yi = xi , ℓ′ = e i pi−02 ℓ , (305)
or equivalently,
Y 0 = iXd , Y i = X i , Y d = iX0 . (306)
In fact, one can easily show that the metrics of EAdSd
and dSd transform to each other. One also finds the
relations
ν′ =
√(d− 1
2
)2
+m2 ℓ′2
=
√(d− 1
2
)2
−m2 ℓ2 + i0
= νε , (307)
Z ′(y, y′) =
z2 + z′2 + |y − y′|2
2 z z′
=
(−η)2 + (−η′)2 − |x− x′|2
2η η′
− i0
= Z(x, x′)− i0 , (308)
with which the Green function on EAdS space can be
rewritten as
GEAdS(y, y
′) =
e− ipi (d−2)
(2π)d/2 ℓd−2
(u2 − 1)−d−24 Q(d−2)/2νε−1/2 (u)
(u = Z(x, x′)− i0) . (309)
This agrees with the in-out propagator (183) in the
Poincare´ patch of de Sitter space:
Gin/out(x, x′) =
e− ipi(d−2)
(2π)d/2 ℓd−2
(u2 − 1)−d−24 Q(d−2)/2ν−1/2 (u)
(u = Z(x, x′)− i0) . (310)
As pointed out in [18], the Green function of EAdS
space has no direct relation with the in-in propagators
associated with α-vacuum of de Sitter space for any α.
We see that it is the in-out propagator (in the Poincare´
patch) which is actually related to the Green function of
EAdS space. We thus expect that we can obtain a deep
insight on the dS/CFT correspondence [30] by analyti-
cally continuing the Euclidean AdS/CFT correspondence
and by interpreting the result in terms of the in-out prop-
agators (not of the in-in propagators).
VII. DISCUSSIONS AND CONCLUSION
In this paper, we have considered quantum theory of
a free scalar field in nonstatic spacetime. We first de-
veloped a framework to treat a harmonic oscillator with
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time-dependent parameters, and then applied it to inves-
tigate a free scalar field in de Sitter space, both in the
Poincare´ and the global patches.
We have taken the vacuum state at each moment tI
to be the instantaneous ground state of the Hamiltonian
at the moment. We developed a calculation method to
obtain the wave function ϕ(t; tI) associated with the vac-
uum. The in-out and in-in propagators are then obtained
from the wave functions by sending the initial and final
times to the past and future infinities.
A major advantage of our prescription in defining the
vacuum is that we do not need to introduce “positive-
energy wave functions” that cannot be defined in a def-
inite way for a spacetime with no asymptotic timelike
Killing vector.
We have applied our method to calculate the in-out
and in-in propagators in de Sitter space. The obtained
propagators take de Sitter invariant forms, and are con-
sistent with the results known in the literature. What
actually happens is that, when the time tI is sent to a
temporal boundary, our wave function ϕ(t; tI) may di-
verge, but the obtained propagator has a finite limit and
coincides with the propagator in the literature [see the
comments following (177)].
As a new result, we have found that a finite mass-
less limit exists for the in-out propagator in the Poincare´
patch. This is in contrast to the in-in propagator, where
the no-go theorem is known that no massless limit exists
for the in-in propagators without breaking the de Sitter
invariance [11]. The same functional form had been ob-
tained for the in-out propagators without precise numeri-
cal coefficients in [21, 27] from other approaches, and the
massless case also had been considered in [21]. However,
one cannot discuss the existence of a finite massless limit
without knowing the precise numerical coefficients. In-
deed, our in-out propagator in the global patch diverges
in the massless limit just because the numerical coeffi-
cient diverges.
We have argued that our in-out propagator for a
given foliation coincides with the Feynman propagator
obtained by a path integral with the iε prescription,
provided that the foliation is effectively noncompact in
the temporal direction. We also have shown that both
the Poincare´ and the global patches meet the condition,
and have confirmed the coincidence by numerical calcu-
lations.
We have also shown that the in-out propagators
in both the Poincare´ and the global patches satisfy
Polyakov’s composition law, demonstrating that the in-
out propagators can be expressed as a sum over paths of
a relativistic particle. It should be interesting to inves-
tigate whether the composition law holds universally for
the in-out propagators in any spacetime. Furthermore,
as a more fundamental issue, it must be important to
clarify the meaning of (or to try to give an interpretation
to) the relativistic particle in the language of quantum
field theory in curved spacetime, where it is known that
the concept of particles is not always possible to be in-
troduced.
Our in-in propagator in the global patch has a finite
value form ≥ (d−1)/2 , but it diverges form < (d−1)/2 .
It will be important to compare the in-in propagators
with those obtained (numerically) by the path integral
of the Schwinger-Keldysh type [12, 13] (see also [23]).
As an important application of our construction, it
should be interesting to investigate a thermodynamic
property intrinsic to de Sitter space, especially its
nonequilibrium property [31]. It would be also interesting
to investigate some physical quantities such as the rate of
vacuum decay at finite times on the basis of our formal-
ism. As another future direction, it should be interesting
to apply our method to quantum field theories in space-
times with horizon, such as a spacetime with black hole
and de Sitter space in the static patch. For such a space-
time, one needs to carefully study the consistency of our
formalism with boundary conditions at the horizon.
It should be important to consider interacting fields
in generic nonstatic spacetimes and to establish pertur-
bation theory on the basis of our formalism. It will be
also interesting to investigate the in-out propagators for
gravitons, since our method can be applied to field theory
of higher spins without any essential modifications.
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Appendix A: Proof of Eq. (79)
Setting t = Ts in (52) and using the hermiticity
q†(Ts) = q(Ts) and p†(Ts) = p(Ts), we obtain
(
c†1
c†2
)
=
1(
Wρ[f, g]
)∗
(−Vρ[g∗, f ] −Vρ[g∗, g]
Vρ[f
∗, f ] Vρ[f∗, g]
)
(Ts)
(
c1
c2
)
≡Ms
(
c1
c2
) (
Vρ[f, g] ≡ ρ f g˙ − ρ∗ f˙ g
)
. (A1)
Then, from (53) and (58), we obtain
(
a†(t)
a¯†(t)
)
= [C−1(t)]∗MsC(t′)
(
a(t′)
a¯(t′)
)
≡ Λ(t; t′)
(
a(t′)
a¯(t′)
)
. (A2)
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A straightforward calculation shows that
Λ(t; t′)
= i
(−Vρ[ϕ¯∗(Ts,t),ϕ(Ts,t′)] −Vρ[ϕ¯∗(Ts,t),ϕ¯(Ts,t′)]
Vρ[ϕ
∗(Ts,t),ϕ(Ts,t
′)] Vρ[ϕ
∗(Ts,t),ϕ¯(Ts,t
′)]
)
. (A3)
Note that detΛ(t; t′) = −1 due to the commutation re-
lations [a†(t), a¯†(t)] = −1 and [a(t′), a¯(t′)] = 1 (this can
also be checked by a direct calculation). Then, setting
t = t′ = t0 in (A2) and (A3), we find that
a¯†0 = −
Vρ[ϕ
∗(Ts; t0), ϕ¯(Ts; t0)]
Vρ[ϕ¯∗(Ts; t0), ϕ¯(Ts; t0)]
a†0
+
i
Vρ[ϕ¯∗(Ts; t0), ϕ¯(Ts; t0)]
a0 . (A4)
Appendix B: Asymptotically Minkowski space
In this appendix, we reinvestigate within our frame-
work a well-studied case where spacetime is asymptoti-
cally Minkowski in both the remote past and the remote
future [1].
1. Setup
For brevity we consider the two-dimensional spacetime
with the metric
ds2 = a2(t)
(− dt2 + dx2) , (B1)
where the scale factor a2(t) now depends on time and
takes the form
a2(t) = a20
1− tanh t
2
+ a21
1 + tanh t
2
. (B2)
This spacetime is asymptotically Minkowski with scale
a0 in the remote past and with scale a1 in the remote
future. By expanding a scalar field φ(t, x) as
φ(t, x) =
∑
k≥0
∑
a
φk, a(t)Yk, a(x) (B3)
as in section III, the action becomes24
S[φ(t, x)]
=
∫
dt dx
√−g
[
− 1
2
gµν ∂µφ∂νφ− m
2
2
φ2
]
=
∑
k≥0
∑
a
∫
dt
1
2
[
φ˙2k, a(t)−
(
k2 +m2 a2(t)
)
φ2k, a(t)
]
.
(B4)
24 Since iε plays no essential role in this appendix, we have elimi-
nated it from the action.
Thus, the correspondence with the ingredients of section
II is given by
q(t) = φk, a(t) , ρ(t) = 1 , (B5)
ω(t) =
√
ω20
1− tanh t
2
+ ω21
1 + tanh t
2
, (B6)
where
ω0 ≡
√
k2 +m2 a20 , ω1 ≡
√
k2 +m2 a21 . (B7)
We also introduce
ω± ≡ 1
2
(
ω1 ± ω0
)
. (B8)
2. Wave functions
The equation of motion takes the form
0 = q¨ +
ρ˙
ρ
q + ω2 q
= q¨ +
( ω21 + ω20
2
+
ω21 − ω20
2
tanh t
)
q , (B9)
which can be solved analytically with the hypergeomet-
ric function. We set a pair of independent solutions
{f(t), g(t)} as
f(t) =
(1− ζ
2
) iω1/2 (1 + ζ
2
)− iω0/2
× F
(
iω−, 1 + iω− ; 1− iω0 ; 1 + ζ
2
)
, (B10)
g(t) =
(1− ζ
2
)− iω1/2 (1 + ζ
2
)iω0/2
× F
(
−iω−, 1− iω− ; 1 + iω0 ; 1 + ζ
2
)
, (B11)
where ζ ≡ tanh t and F (a, b; c; z) is the hypergeometric
function. Their asymptotic forms for t = t0 ∼ −∞ (or
ζ = ζ0 ∼ −1) are easily found to be
f0 = f(t0) ∼ e− iω0 t0 , g0 = g(t0) ∼ e iω0 t0 , (B12)
and the weighted Wronskian Wρ[f, g] = ρ(t)W [f, g](t) is
found to be
Wρ[f, g] = 2iω0 . (B13)
From this we find that the functions in (54) and (55) have
the asymptotic forms
u0 ∼ 0 , u¯0 ∼ −2iω0 e− iω0 t0 , (B14)
v0 ∼ 2iω0 e iω0 t0 , v¯0 ∼ 0 . (B15)
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The wave functions in the limit t0 → −∞ then take the
form
ϕ(t; t0) ∼ 1√
2ω0
e iω0t0f(t)
∼ 1√
2ω0
e iω0t0− iω+t− iω− log(2 cosh t)
× F
(
iω−, 1 + iω− ; 1− iω0 ; 1 + tanh t
2
)
,
(B16)
ϕ¯(t; t0) ∼ 1√
2ω0
e− iω0t0g(t)
∼ 1√
2ω0
e− iω0t0+iω+t+iω− log(2 cosh t)
× F
(
−iω−, 1− iω− ; 1 + iω0 ; 1 + tanh t
2
)
.
(B17)
In order to calculate the asymptotic forms of various
functions for t ∼ +∞ , it is convenient to rewrite f(t)
and g(t) by using the formula
F (a, b; c; z)
=
Γ(c) Γ(c− a− b)
Γ(c− a) Γ(c− b) F (a, b; a+ b− c+ 1; 1− z)
+
Γ(c) Γ(a+ b− c)
Γ(a) Γ(b)
(1− z)c−a−b
× F (c− a, c− b; c− a− b+ 1; 1− z) . (B18)
We then obtain
f(t)
=
(ω0
ω1
)1/2(1− ζ
2
)iω1/2(1 + ζ
2
)− iω0/2
×
[
α˜∗F
(
iω−, 1 + iω− ; 1 + iω1 ;
1− ζ
2
)
− β˜
(1− ζ
2
)− iω1
F
(
1− iω+, −iω+ ; 1− iω1 ; 1− ζ
2
)]
,
(B19)
g(t)
=
(ω0
ω1
)1/2(1− ζ
2
)− iω1/2(1 + ζ
2
)iω0/2
×
[
α˜F
(
−iω−, 1− iω− ; 1− iω1 ; 1− ζ
2
)
− β˜∗
(1− ζ
2
)iω1
F
(
1 + iω+, iω+ ; 1 + iω1 ;
1− ζ
2
)]
,
(B20)
where
α˜ ≡
(ω1
ω0
)1/2 Γ(1 + iω0)Γ(iω1)
Γ(1 + iω+)Γ(iω+)
, (B21)
β˜ ≡ −
(ω1
ω0
)1/2 Γ(1 − iω0)Γ(iω1)
Γ(1 + iω−)Γ(iω−)
. (B22)
With these, the asymptotic forms for t1 ∼ +∞ can be
obtained easily as
f1 = f(t1) ∼
(ω0
ω1
)1/2(
α˜∗e− iω1t1 − β˜e iω1t1) , (B23)
g1 = g(t1) ∼
(ω0
ω1
)1/2(
α˜e iω1t1 − β˜∗e− iω1t1) , (B24)
and
u1 ∼
(ω0
ω1
)1/2
(−2iβ˜ω1)e iω1t1 , (B25)
u¯1 ∼
(ω0
ω1
)1/2
(−2iα˜∗ω1)e− iω1t1 , (B26)
v1 ∼
(ω0
ω1
)1/2
(2iα˜ω1)e
iω1t1 , (B27)
v¯1 ∼
(ω0
ω1
)1/2
(2iβ˜∗ω1)e− iω1t1 . (B28)
We then find that the Bogoliubov coefficients take the
asymptotic forms
α(t1, t0) ∼ α˜ e− i(ω0t0−ω1t1) ≡ α1
(
α¯(t1, t0) ∼ α∗1
)
,
(B29)
β(t1, t0) ∼ β˜ e i(ω0t0+ω1t1) ≡ β1
(
β¯(t1, t0) ∼ β∗1
)
.
(B30)
They coincide with the well-known values in the litera-
ture (see, e.g., in [1]) up to a phase. It is easy to see
|α1|2 = sinh
2(πω+)
sinh(πω0) sinh(πω1)
, (B31)
|β1|2 = sinh
2(πω−)
sinh(πω0) sinh(πω1)
, (B32)
and thus the relation |α1|2 − |β1|2 = 1 actually holds.
Using the asymptotic forms of u1 and v1 , we can cal-
culate the wave function ϕ(t, t1) for t1 → +∞:
ϕ(t; t1) =
1√
2ω0
e iω1t1
[
α˜f(t) + β˜g(t)
]
. (B33)
This can be further rewritten by using Kummer’s relation
F (a, b; c; z) = (1− z)c−a−b F (c− a, c− b; c; z) (B34)
into the form
ϕ(t; t1) =
1√
2ω1
e iω1t1− iω+t− iω− log(2 cosh t)
× F
(
iω−, 1 + iω− ; 1− iω0 ; 1− tanh t
2
)
.
(B35)
This certainly coincides up to a phase with the positive-
energy wave function in the remote future given in [1].
One can easily see that ϕ(t; t1) actually has the form
ϕ(t; t1) ∼ (1/
√
2ω1) e
− iω1(t−t1) when t is also very large.
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Appendix C: Propagator in Minkowski space
In order to evaluate the integral (117), we introduce
the polar coordinates for the wave vector as
dk2 = dk2 + k2
(
dθ2 + sin2 θ dΩ2d−3
)
, (C1)
where θ is chosen such that θ = 0 corresponds to the
direction x−x′ , i.e., k · (x−x′) = k |x− x′| cos θ . The
volume element is then given by
dd−1k = dk kd−2 dθ sind−3 θ dΩd−3
= dk kd−2 d cos θ (1− cos2 θ)(d−4)/2 dΩd−3 ,
(C2)
and (117) becomes
G(x, x′) =
|Ωd−3|
(2π)d−1
∫ ∞
0
dk kd−1Gk(t, t′)
×
∫ 1
−1
ds (1− s2)(d−4)/2 cos(k|x− x′| s) , (C3)
where |Ωn−1| is the area of the unit sphere in n-
dimensional Euclidean space, |Ωn−1| =
∫
dΩn−1 =
2 πn/2/Γ(n/2) . The integration with respect to s = cos θ
can be carried out by using the formula (8.411-8 in [32])∫ 1
−1
ds (1− s2)ν cos(zs)
=
√
π Γ(ν + 1)
(z
2
)−ν− 12
Jν+ 12 (z) [ Re ν > −1 ] , (C4)
and we obtain
G(x, x′)
=
1
(2π)
d−1
2 |x− x′| d−32
×
∫ ∞
0
dk k
d−1
2 Gk(t, t
′)J d−3
2
(
k|x− x′|)
=
2−(d+1)/2 π−(d−1)/2
|x− x′|(d−3)/2
∫ ∞
0
dk
k(d−1)/2
ωk
× e− iωk,ε (t>−t<) J d−3
2
(
k|x− x′|)
=
2−(d+1)/2 π−(d−1)/2
|x− x′|(d−3)/2
m
d−1
2
∫ ∞
1
dλ (λ2 − 1) d−34
× e−mλe i (pi−ε)/2 (t>−t<) J d−3
2
(
k|x− x′|) , (C5)
where, assuming m > 0 , we have set λ = ωk/m =√
k2 +m2/m to obtain the last expression. Then ap-
plying the formula (6.645-2 in [32]):∫ ∞
1
dλ (λ2 − 1) ν2 e−αλ Jν
(
β
√
λ2 − 1)
=
√
2
π
βν
(
α2 + β2
)− ν2− 14 Kν+ 12 (√α2 + β2)
[ Reα > 0 , β ∈ R ] (C6)
with ν = (d − 3)/2 , α = me i(pi−0)/2 (t> − t<) , β =
m |x− x′| , we obtain
G(x, x′) =
m(d−2)/2
(2π)d/2
[
e i(pi−0)∆t2 +∆x2
]−d−24
×K d−2
2
(
m
√
e i(pi−0)∆t2 +∆x2
)
, (C7)
where ∆t ≡ t− t′ and ∆x ≡ x−x′ . This expression can
be further rewritten by separately investigating the cases
for different sign of σ ≡ (x − x′)2 = −∆t2 +∆x2 .
(1) spacelike (σ > 0) :
The modified Bessel function is readily evaluated as
K(d−2)/2
(
m
√
e i(pi−0)∆t2 +∆x2
)
= K(d−2)/2
(
m
√
σ
)
,
and we have
G(x, x′) =
m(d−2)/2
(2π)d/2
σ−
d−2
4 K d−2
2
(
m
√
σ
)
. (C8)
(2) timelike (σ < 0) :
By using the relations e i(pi−0)∆t2+∆x2 = e ipi (−σ) and
Kν(e
ipi/2 z) = − (iπ/2)H(2)ν (z) , we have
G(x, x′) =
π
2
m(d−2)/2
(2π)d/2 id−1
(−σ)− d−24 H(2)d−2
2
(
m
√
σ
)
.
(C9)
(3) null (σ → 0+) :
By using the expansion
Kν(z) =
Γ(ν)
2
(z
2
)−ν (
1 +O(z2)
)
, (C10)
we obtain
G(x, x′)→ Γ
(
(d− 2)/2)
4 πd/2
(σ + i0)−
d−2
2 . (C11)
The right-hand side actually coincides with the massless
propagator.
It is easy to see that all of the expression for three cases
can be derived from a single expression,
G(x, x′) =
m(d−2)/2
(2π)d/2
(
σ + i0
)(d−2)/4 K d−22 (m√σ + i0) .
(C12)
Appendix D: Proofs of Eqs. (183) and (185)
In order to show Eq. (183), we use the following equa-
tion (6.578-11 in [32]):∫ ∞
0
dxxµ+1Kν
(
aˆ x
)
Iν(bˆ x)Jµ(c x)
=
cµ e− ipi(µ+
1
2 )√
2π (aˆ bˆ)µ+1
(
u2 − 1)− 12 (µ+ 12 )Qµ+ 12ν−1/2(u)[
u ≡ aˆ2+bˆ2+c2
2aˆ bˆ
, Re aˆ > |Re bˆ|+ |Im c| ,
Reµ > −1 , Re (µ+ ν) > −1
]
. (D1)
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By setting aˆ = e ipi/2 a and bˆ = e ipi/2 b for −π/2 < arg a ≤
π and −π < arg b ≤ π/2 , and by using the identities
H(2)ν (a x) =
2i
π
e ipiν/2Kν
(
aˆ x
)
, (D2)
Jν(b x) = e
− ipiν/2 Iν
(
bˆ x
)
, (D3)
the equation is rewritten to the form∫ ∞
0
dxxµ+1H(2)ν (a x)Jν(b x)Jµ(c x)
=
√
2 cµ e−2ipi(µ+
1
2 )
π3/2 (a b)µ+1
(
u2 − 1)− 12 (µ+ 12 )Qµ+ 12ν−1/2(u)[
u ≡ a2+b2−c22a b , (−Im a) > |Im b|+ |Im c| ,
Reµ > −1 , Re (µ+ ν) > −1
]
. (D4)
We substitute to this x = k, a = e− iε(−η<), b =
e− iε(−η>), c = |x− x′| and µ = (d − 3)/2 . We then
obtain Eq. (183) with u = Z(x, x′)− i 0 for infinitesimal
ε .
In order to show Eq. (185), we start from the following
equation (6.578-10 in [32]):∫ ∞
0
dxxµ+1Kν
(
aˆ x
)
Kν(bˆ x)Jµ(c x)
=
√
π cµ Γ(µ+ ν + 1)Γ(µ− ν + 1)
23/2 (aˆ bˆ)µ+1
× (u2 − 1)− 12 (µ+ 12 ) P−(µ+ 12 )ν−1/2 (u)[
u ≡ aˆ2+bˆ2+c2
2aˆ bˆ
, Re (aˆ+ bˆ) > |Im c| ,
Re (µ± ν) > −1 , Reµ > −1
]
. (D5)
By setting aˆ = e− ipi/2 a and bˆ = e ipi/2 b with −π/2 <
arg a ≤ π and −π/2 < arg b ≤ π , and by using the
identities
H(1)ν (a x) = −
2i
π
e− ipiν/2Kν
(
aˆ x
)
, (D6)
H(2)ν (b x) =
2i
π
e ipiν/2Kν
(
bˆ x
)
, (D7)
the equation is rewritten to the form∫ ∞
0
dxxµ+1H(1)ν (a x)H
(2)
ν (b x)Jµ(c x)
=
√
2 cµ Γ(µ+ ν + 1)Γ(µ− ν + 1)
π3/2 (a b)µ+1
× (u2 − 1)− 12 (µ+ 12 ) P−µ− 12ν−1/2 (u)[
u ≡ −a2−b2+c22a b , Im (a− b) > |Im c| ,
Re (µ± ν) > −1 , Reµ > −1
]
. (D8)
We substitute to this x = k, a = e iε(−η>), b =
e− iε(−η<), c = |x− x′| and µ = (d − 3)/2. We then
obtain Eq. (185) with u = −Z(x, x′) + i 0 for infinitesi-
mal ε .
Appendix E: Associated Legendre functions and the
addition formulae
In this appendix, we give several formulae of the asso-
ciated Legendre functions which are used in subsection
IVC. For details of the associated Legendre functions,
see [32] and [33].
The associated Legendre functions Pµν (z) and Qµν (z)
are defined over the complex z-plane other than the cut
along the real axis to the left of the point z = 1 (running
from −∞ to 1), while the associated Legendre functions
Pµν (x) and Q
µ
ν (x) are defined only on the interval −1 <
x < 1:
Pµν (z) ≡
1
Γ(1− µ)
(z + 1
z − 1
)µ
2
F
(
−ν, ν + 1; 1− µ; 1− z
2
)
,
(E1)
Qµν (z) ≡
e ipiµ π
1
2 Γ(ν + µ+ 1)
2ν+1 Γ(ν + 3/2)
z−ν−µ−1
(
z2 − 1)µ2
× F
(ν + µ+ 2
2
,
ν + µ+ 1
2
; ν +
3
2
;
1
z2
)
, (E2)
Pµν (x) ≡
1
2
[
e
1
2 ipiµ Pµν (x+ i0) + e−
1
2 ipiµ Pµν (x − i0)
]
=
1
Γ(1− µ)
(1 + x
1− x
)µ
2
F
(
−ν, ν + 1; 1− µ; 1− x
2
)
,
(E3)
Qµν (x) ≡
1
2
e− ipiµ
[
e−
1
2 ipiµQµν (x+ i0) + e
1
2 ipiµQµν (x− i0)
]
=
π
2 sinπµ
[
cosπµPµν (x) −
Γ(ν + µ+ 1)
Γ(ν − µ+ 1) P
−µ
ν (x)
]
.
(E4)
Functional relations
The four functions P(z), Q(z), P(x) and Q(x) are re-
lated to each other as (3.4 and 3.3.1 in [33])
e ipi
µ
2 Pµν (x+ i0) = e− ipi
µ
2 Pµν (x− i0) = Pµν (x) , (E5)
e− ipiµ
[
e− ipi
µ
2 Qµν (x+ i0)± e ipi
µ
2 Qµν (x− i0)
]
=
{
2Qµν (x)
−iπPµν (x) , (E6)
Qµν (−z) =
{ − e ipiνQµν (z) [Im z > 0]
− e− ipiνQµν (z) [Im z < 0] . (E7)
We also have (8.73 in [32])
P−µν (z) =
Γ(ν − µ+ 1)
Γ(ν + µ+ 1)
×
[
Pµν (z)−
2
π
e− ipiµ sinπµQµν (z)
]
, (E8)
Q−µν (z) = e−2ipiµ
Γ(ν − µ+ 1)
Γ(ν + µ+ 1)
Qµν (z) , (E9)
P
−µ
ν (x) =
Γ(ν − µ+ 1)
Γ(ν + µ+ 1)
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×
[
cosπµPµν (x)−
2
π
sinπµQµν (x)
]
, (E10)
Q−µν (x) =
Γ(ν − µ+ 1)
Γ(ν + µ+ 1)
×
[ π
2
sinπµPµν (x) + cosπµQ
µ
ν (x)
]
, (E11)
P
µ
−ν−1(x) = P
µ
ν (x) , (E12)
Q
µ
−ν−1(x) =
1
sinπ(ν − µ)
× [− π cosπν Pµν (x) + sinπ(ν + µ)Qµν (x)] .
(E13)
Their Wronskians have the forms (8.741 in [32])∣∣∣∣ Pµν (x) Qµν (x)d
dxP
µ
ν (x)
d
dxQ
µ
ν (x)
∣∣∣∣ = 11− x2 Γ(ν + µ+ 1)Γ(ν − µ+ 1) , (E14)∣∣∣∣ P−µν (x) Pµν (x)d
dxP
−µ
ν (x)
d
dxP
µ
ν (x)
∣∣∣∣ = 11− x2 2 sinπµπ . (E15)
We also have (8.733-1 in [32])
(1− x2) d
dx
Pµν (x) = (ν + 1)xP
µ
ν (x) − (ν − µ+ 1)Pµν+1(x) ,
(E16)
(1− x2) d
dx
Qµν (x) = (ν + 1)xQ
µ
ν (x) − (ν − µ+ 1)Qµν+1(x) .
(E17)
Asymptotic forms
The associated Legendre functions have the following
asymptotic forms near boundaries (3.9.2 in [33]):
Pµν (z) z∼∞∼


2ν π−
1
2
Γ(ν + 1/2)
Γ(ν − µ+ 1) z
ν
[ Re ν > −1/2 ]
2−ν−1 π−
1
2
Γ(−ν − 1/2)
Γ(−ν − µ) z
−ν−1
[ Re ν < −1/2 ]
, (E18)
Qµν (z) z∼∞∼ e ipiµ 2−ν−1 π
1
2
Γ(ν + µ+ 1)
Γ(ν + 3/2)
z−ν−1 , (E19)
Pνk(x)
x∼+1∼ 2
ν/2 sin(πν) Γ(ν)
π
(
1− x2)− ν2 , (E20)
Qνk(x)
x∼+1∼ 2ν−1 cos(πν) Γ(ν) (1− x2)− ν2
[ Re ν > 0 ] , (E21)
P
ν
k(x)
x∼−1∼


2−ν cos(πk)
Γ(k + ν + 1)
Γ(ν + 1)Γ(k − ν + 1)
×(1− x2) ν2 [ k ∈ Z ]
− 2
ν sin(πk) Γ(ν)
π
(
1− x2)− ν2
[ k ∈ Z+ 1/2 , Re ν > 0 ]
,
(E22)
Qνk(x)
x∼−1∼


− 2ν−1 cos(πk) Γ(ν) (1− x2)− ν2
[ k ∈ Z , Re ν > 0 ]
− 2
−ν−1 π Γ(k + ν + 1)
sin(πk) Γ(ν + 1)Γ(k − ν + 1)
×(1− x2) ν2 [ k ∈ Z+ 1/2 ]
.
(E23)
Addition formulae
We find the following formulae, which are useful in
obtaining the propagators in the global patch:
iπ(cosϕ1 cosϕ2)
d−1
2
2 (d− 2) |Ωd−1| sin(πν)
∞∑
L=0
(2L+ d− 2)
× P−νk (sinϕ1)Pνk(sinϕ2)C
d−2
2
L (cos θ)
=
− e− ipi d−22
2 (2π)
d
2 sin(πν)
[
(u2+ − 1)−
d−2
4 Q
d−2
2
ν− 12
(u+)
− (u2− − 1)−
d−2
4 Q
d−2
2
ν− 12
(u−)
]
(d : odd) , (E24)
i(cosϕ1 cosϕ2)
d−1
2
(d− 2) |Ωd−1| cos(πν)
∞∑
L=0
(2L+ d− 2)
× P−νk (sinϕ1)Qνk(sinϕ2)C
d−2
2
L (cos θ)
=
ie− ipi
d−2
2
2 (2π)
d
2 cos(πν)
[
(u2+ − 1)−
d−2
4 Q
d−2
2
ν− 12
(u+)
+ (u2− − 1)−
d−2
4 Q
d−2
2
ν− 12
(u−)
]
(d : even) , (E25)
i(cosϕ1 cosϕ2)
d−1
2
(d− 2) |Ωd−1|
∞∑
L=0
(2L+ d− 2)
× Γ(k − ν + 1)
Γ(k + ν + 1)
Pνk(sinϕ1)Q
ν
k(sinϕ2)C
d−2
2
L (cos θ)
=
ie− ipi
d−2
2
2 (2π)
d
2
[
e− ipiν (u2+ − 1)−
d−2
4 Q
d−2
2
−ν− 12
(u+)
+ e ipiν (u2− − 1)−
d−2
4 Q
d−2
2
−ν− 12
(u−)
]
(d : even) , (E26)
2 i(cosϕ1 cosϕ2)
d−1
2
π (d− 2) |Ωd−1|
∞∑
L=0
(2L+ d− 2)
× Q−νk (sinϕ1)Qνk(sinϕ2)C
d−2
2
L (cos θ)
=
e− ipi
d−2
2
2 (2π)
d
2
{
(u2+ − 1)−
d−2
4 Q
d−2
2
ν− 12
(u+)
− (u2− − 1)−
d−2
4 Q
d−2
2
ν− 12
(u−)
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+
i π
cos(πν)
[
e− ipiν (u2+ − 1)−
d−2
4 P
d−2
2
ν− 12
(u+)
+ e ipiν (u2− − 1)−
d−2
4 P
d−2
2
ν− 12
(u−)
]}
= − e
− ipi d−22
2 (2π)
d
2
{
(u2+ − 1)−
d−2
4 Q
d−2
2
ν− 12
(u+)
− (u2− − 1)−
d−2
4 Q
d−2
2
ν− 12
(u−)
− π
cos(πν)
[
(u2+ − 1)−
d−2
4 P
d−2
2
ν− 12
(−u+)
− (u2− − 1)−
d−2
4 P
d−2
2
ν− 12
(−u−)
]}
(d : even) , (E27)
where −π/2 < ϕ2 < ϕ1 < π/2 , 0 ≤ θ ≤ π , k ≡ L+(d−
3)/2 , and
u±(ϕ1, ϕ2, θ) ≡ −Z(ϕ1, ϕ2, θ)± i0
with Z(ϕ1, ϕ2, θ) ≡ − sinϕ1 sinϕ2 + cos θ
cosϕ1 cosϕ2
. (E28)
We prove Eqs. (E24) and (E25) for the rest of this ap-
pendix. Equation (E26) can be proved in a similar way,
and (E27) is readily obtained from (E25) and (E26).
We start from Eq. (12) of [34]:25
(sinh γ)−
d−2
2 Q
d−2
2
ν− 12
(cosh γ)
= 2
d
2−2 Γ
(d− 2
2
)
e ipi
(
−ν+ d−22
)
(sinhβ1 sinhβ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (coshβ1)Qνk(coshβ2)C
d−2
2
L (cos θ) ,
(E29)
where
cosh γ(β1, β2, θ) ≡ coshβ1 coshβ2 − cosα
sinhβ1 sinhβ2
,
Reβ2 > |Re β1|+ |Im θ| . (E30)
Both sides of Eq. (E29) should be understood as the
quantities that are continued analytically from the re-
gion where β1, β2, and θ take all real values (for which
cosh γ > 1). We reparametrize the variables in Eq. (E29)
as
β±α ≡ ±i
(π
2
− ϕα
)
+ εα (α = 1, 2)[
−π
2
< ϕ2 < ϕ1 <
π
2
, 0 < ε1 < ε2 ≪ 1
]
, (E31)
and only keep the contributions from εα to the linear
order. We then have
coshβ±α = sinϕα ± iεα cosφα , (E32)
sinhβ±α = ±i cosϕα + εα sinφα , (E33)
25 Equation (E26) can be proved by replacing Qνk(cosh β2) in (E29)
by Q−νk (cosh β2) with the help of (E9).
and
cosh γ± ≡ cosh γ(β∓1 , β±2 , θ)
= −Z(ϕ1, ϕ2, θ) + iO(ε1, ε2) . (E34)
If we fix the parameters ε1 and ε2, and vary ϕ1, ϕ2,
and θ within the regions −π/2 < ϕ2 < ϕ1 < π/2 and
0 ≤ θ ≤ π , then cosh γ± ranges in the region depicted in
Fig. 9.
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0.5
1.0
FIG. 9. Schematic view illustrating the range of cosh γ+ for
ε1 = 0.001 and ε2 = 0.02 . Here, ϕ1 and ϕ2 run over the
range −pi/2 < ϕ2 < ϕ1 < pi/2 , and θ runs over its full range
0 ≤ θ ≤ pi . The range of cosh γ− can be obtained by turning
the figure by 180◦ over the horizontal axis.
In the following, we divide the parameter region of ϕ1,
ϕ2 and θ into three parts, where Z takes values in (1)
Z > 1, (2) 1 > Z > −1, and (3) Z < −1, respectively.
We then derive a simpler expression of Eq. (E29) for each
case, and show that the obtained expressions for the three
cases can be summarized in the form (E24) and (E25).
(1) Z > 1
In this case, cosh γ± = −Z ± i0 as can be seen from
Fig. 9.26 Thus, we have
sinh γ± = e± ipi
(
Z2 − 1) 12 , (E35)
Q
d−2
2
ν− 12
(cosh γ±) = − e∓ ipi(ν− 12 )Q
d−2
2
ν− 12
(Z ∓ i0)
= − e∓ ipi(ν− 12 )Q
d−2
2
ν− 12
(Z) , (E36)
where we have used Eq. (E7) and the fact thatQµν (z) does
not have a cut in the region Re z > 1. Then, Eq. (E29)
26 ε1 and ε2 are to be taken to zero with keeping ε2 > ε1.
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becomes
− e∓ ipi( d−32 +ν) (Z2 − 1)− d−24 Q d−22
ν− 12
(Z)
= 2
d
2−2 Γ
(d− 2
2
)
e ipi
(
−ν∓ ν2+ d−22
)
(cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)
× P−νk (sinϕ1)Qνk(sinϕ2 ± i0)C
d−2
2
L (cos θ) . (E37)
By taking the difference between the above equations
with the upper and the lower signs, we obtain
2i sin
[
π
(d− 3
2
+ ν
)] (
Z2 − 1)−d−24 Q d−22
ν− 12
(Z)
= − iπ2 d2−2 Γ
(d− 2
2
)
e ipi
d−2
2 (cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (sinϕ1)Pνk(sinϕ2)C
d−2
2
L (cos θ) ,
(E38)
where Eq. (E6) has been used. Similarly, by taking their
sum, we obtain
− 2 cos
[
π
(d− 3
2
+ ν
)] (
Z2 − 1)−d−24 Q d−22
ν− 12
(Z)
= 2
d
2−1 Γ
(d− 2
2
)
e ipi
d−2
2 (cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (sinϕ1)Qνk(sinϕ2)C
d−2
2
L (cos θ) .
(E39)
The right hand side of Eqs. (E24) and (E25) can then be
written as

− i sinπ(
d−2
2 )
(2π)
d
2
e− ipi
d−2
2
(
Z2 − 1)− d−24 Q d−22
ν− 12
(Z)
(d : odd) ,
− i cosπ(
d−2
2 ) tanπν
(2π)
d
2
e− ipi
d−2
2
(
Z2 − 1)−d−24 Q d−22
ν− 12
(Z)
(d : even) .
(E40)
(2) 1 > Z > −1
In this case, as can be seen from Fig. 9, cosh γ+ crosses
the branch cut between −1 < z < 1 from above and move
to another Riemann sheet. On the other hand, cosh γ−
crosses the branch cut between −1 < z < 1 from below.
Thus, in this region, we have
sinh γ± = e± i
pi
2
(
1− Z2) 12 , (E41)
Q
d−2
2
ν− 12
(cosh γ±) = Q
d−2
2
ν− 12
(−Z ± i0)
= e ipi
d−2
2 (1± 12 )
[
Q
d−2
2
ν− 12
(−Z)∓ iπ
2
P
d−2
2
ν− 12
(−Z)
]
, (E42)
where we have used Eq. (E6). Then, Eq. (E29) becomes
e ipi
d−2
2
(
1− Z2)− d−24 [Q d−22
ν− 12
(−Z)∓ iπ
2
P
d−2
2
ν− 12
(−Z)
]
= 2
d
2−2 Γ
(d− 2
2
)
e ipi
(
−ν∓ ν2+ d−22
)
(cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)
× P−νk (sinϕ1)Qνk(sinϕ2 ± i0)C
d−2
2
L (cos θ) . (E43)
By taking the difference of the equations with the upper
and the lower signs, we obtain
(
1− Z2)− d−24 P d−22
ν− 12
(−Z)
= 2
d
2−2 Γ
(d− 2
2
)
(cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (sinϕ1)Pνk(sinϕ2)C
d−2
2
L (cos θ) .
(E44)
Similarly, by taking their sum, we obtain
(
1− Z2)− d−24 Q d−22
ν− 12
(−Z)
= 2
d
2−2 Γ
(d− 2
2
)
(cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (sinϕ1)Pνk(sinϕ2)C
d−2
2
L (cos θ) .
(E45)
The right hand side of Eqs. (E24) and (E25) can then be
written as follows:


iπ
2 (2π)
d
2 sin(πν)
(
1− Z2)− d−24 P d−22
ν− 12
(−Z) (d : odd) ,
i
(2π)
d
2 cos(πν)
(
1− Z2)− d−24 Q d−22
ν− 12
(−Z) (d : even) .
(E46)
(3) Z < −1
In this case, from Fig. 9, we know that, in the region
Re z > 1, cosh γ+ runs above the real axis, or below the
real axis in the next Riemann sheet after passing through
the cut on −1 < z < 1 from above. On the other hand, in
the region Re z > 1, cosh γ− runs below the real axis, or
above the real axis in another sheet after passing through
the cut on −1 < z < 1 from below.
When cosh γ± = −Z ± i0, we have
sinh γ± =
(
Z2 − 1) 12 , Q d−22
ν− 12
(cosh γ±) = Q
d−2
2
ν− 12
(−Z) ,
(E47)
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and then the following equation is obtained:(
Z2 − 1)−d−24 Q d−22
ν− 12
(−Z)
= 2
d
2−2 Γ
(d− 2
2
)
e ipi
(
−ν∓ ν2+ d−22
)
(cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)
× P−νk (sinϕ1)Qνk(sinϕ2 ± i0)C
d−2
2
L (cos θ) . (E48)
By taking the difference and the sum of the above equa-
tions with the upper and the lower signs, we obtain
0 = − iπ 2 d2−2 Γ
(d− 2
2
)
e ipi
d−2
2 (cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (sinϕ1)Pνk(sinϕ2)C
d−2
2
L (cos θ) ,
(E49)
2
(
Z2 − 1)− d−24 Q d−22
ν− 12
(−Z)
= 2
d
2−1 Γ
(d− 2
2
)
e ipi
d−2
2 (cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (sinϕ1)Qνk(sinϕ2)C
d−2
2
L (cos θ) .
(E50)
On the other hand, when cosh γ± = −Z ∓ i0, we need
to evaluate the functions sinh γ± and Q
d−2
2
ν− 12
(cosh γ±) on
a new Riemann sheet, since cosh γ± has already crossed
the branch cut. We then have
sinh γ± = e± ipi
(
Z2 − 1) 12 , (E51)
Q
d−2
2
ν− 12
(cosh γ±) = e± ipi
d−2
2 Q
d−2
2
ν− 12
(−Z)
∓ iπ e ipi d−22 P
d−2
2
ν− 12
(−Z) , (E52)
and Eq. (E29) takes the form(
Z2 − 1)−d−24 [Q d−22
ν− 12
(−Z)∓ iπ e± ipi d−22 (1∓1) P
d−2
2
ν− 12
(−Z)
]
= 2
d
2−2 Γ
(d− 2
2
)
e ipi
(
−ν∓ ν2+ d−22
)
(cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)
× P−νk (sinϕ1)Qνk(sinϕ2 ± i0)C
d−2
2
L (cos θ) . (E53)
By taking the difference of the above equations with the
upper and the lower signs, we obtain
cos
(d− 2
2
π
)(
Z2 − 1)− d−24 P d−22
ν− 12
(−Z)
= 2
d
2−2Γ
(d− 2
2
)
e ipi
d−2
2 (cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (sinϕ1)Pνk(sinϕ2)C
d−2
2
L (cos θ) .
(E54)
In particular, in odd dimensions, we have
0 = 2
d
2
−2 Γ
(d− 2
2
)
e ipi
d−2
2 (cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (sinϕ1)Pνk(sinϕ2)C
d−2
2
L (cos θ) ,
(E55)
which is equivalent to Eq. (E49). Similarly, by taking the
sum of Eq. (E53) with the upper and the lower signs, we
have
(
Z2 − 1)− d−24 [Q d−22
ν− 12
(−Z)
− πe ipi d−22 sin
(d− 2
2
π
)
P
d−2
2
ν− 12
(−Z)
]
= 2
d
2−2Γ
(d− 2
2
)
e ipi
d−2
2 (cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (sinϕ1)Qνk(sinϕ2)C
d−2
2
L (cos θ) .
(E56)
In particular, in even dimensions, we have
(
Z2 − 1)− d−24 Q d−22
ν− 12
(−Z)
= 2
d
2−2 Γ
(d− 2
2
)
e ipi
d−2
2 (cosϕ1 cosϕ2)
d−1
2
×
∞∑
L=0
(2L+ d− 2)P−νk (sinϕ1)Qνk(sinϕ2)C
d−2
2
L (cos θ) ,
(E57)
which is equivalent to Eq. (E50). Thus, when Z < −1,
the right hand sides of Eqs. (E24) and (E25) always take
the forms

0 (d : odd) ,
i
(2π)
d
2 cos(πν)
e− ipi
d−2
2
(
Z2 − 1)− d−24 Q d−22
ν− 12
(−Z)
(d : even) .
(E58)
We thus have obtained simplified expressions for
Eq. (E29) for three different regions of Z in the form
Eqs. (E40), (E46), and (E58). One can readily see that
three equations can be obtained from Eqs. (E24) and
(E25). This completes the proof of our assertion.
Appendix F: Integral representation of the
associated Legendre functions
In this appendix, we give a proof of Eq. (286) [we write
it again here for convenience],
Q
d−2
2
ν−1/2(u)
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= e ipi
d−2
2
∫ ∞
0
dλ
Γ
(
d−1
2 + iλ
)
Γ
(
d−1
2 − iλ
)
Γ(iλ) Γ(−iλ)
P−
d−2
2
iλ−1/2(u)
ν2 + λ2[
d ∈ Z , Re ν > 0] , (F1)
treating the odd and even dimensional cases separately.
Our discussion is heavily based on the derivation of the
heat kernel in Euclidean AdS space performed in [28] (see
also [27]).
Odd dimensions
When d is odd, using the direct relation between the
associated Legendre functions and the Gegenbauer func-
tions,
P−
d−2
2
iλ− 12
(u) =
2
d−2
2 π1/2 Γ
(
d−1
2
)
sin
[
π
(
d−1
2 − iλ
)]
Γ
(
d−1
2 + iλ
)
Γ
(
d−1
2 − iλ
)
× (u2 − 1) d−24 C
d−1
2
iλ− d−12
(u) , (F2)
we can rewrite the integral on the right-hand side of (F1)
as
∫ ∞
0
dλ
Γ
(
d−1
2 + iλ
)
Γ
(
d−1
2 − iλ
)
Γ(iλ) Γ(−iλ)
P−
d−2
2
iλ−1/2(u)
ν2 + λ2
=
2
d−2
2 e ipid/2 Γ
(
d−1
2
)
π1/2
(
u2 − 1)d−24
×
∫ ∞
0
dλ
λ
ν2 + λ2
C
d−1
2
iλ− d−12
(u) . (F3)
By further using the identities for the Gegenbauer func-
tion
iλCniλ−n(cosh γ) =
21−n
Γ(n)
[ d
d(cosh γ)
]n
cos(λγ) (F4)
with nonnegative integers n , Eq. (F3) can be rewritten
as follows:
=
21/2 e ipi
d−1
2
π1/2
(
cosh2 γ − 1) d−24
×
[ d
d(cosh γ)
] d−1
2
∫ ∞
0
dλ
cos(λγ)
ν2 + λ2
=
π1/2 e ipi
d−1
2
21/2 ν
(
cosh2 γ − 1)d−24
×
[ d
d(cosh γ)
] d−1
2
e∓γ ν [ Re γ ≷ 0 , Re ν > 0 ]
= e− ipi
d−1
2 Q
d−2
2
ν−1/2(cosh γ) [ Re ν > 0 ] . (F5)
Here, in order to show the second equality, we have used
the formula [3.723-2] of [32]:∫ ∞
0
dλ
cos(λγ)
ν2 + λ2
=


π
2ν
e−γ ν [ Re γ > 0 , Re ν > 0 ]
π
2ν
eγ ν [ Re γ < 0 , Re ν > 0 ]
, (F6)
and to show the third equality we have used the following
formula [see (A.20) of [28]]:
e− ipi
d−2
2 Q
d−2
2
ν−1/2(cosh γ)
=


π1/2 e ipi
d−1
2
21/2 ν
(
cosh2 γ − 1) d−24
×
[ d
d(cosh γ)
] d−1
2
e−γ ν [Re γ > 0]
π1/2 e ipi
d−1
2
21/2 ν
(
cosh2 γ − 1) d−24
×
[ d
d(cosh γ)
] d−1
2
eγ ν [Re γ < 0]
. (F7)
Even dimensions
When d is even, the equality
P−
d−2
2
iλ− 12
(u) =
Γ
(
iλ− d−12 + 1
)
Γ
(
iλ+ d−12
) P d−22
iλ− 12
(u) (F8)
holds, and we can show (F1) as follows:
∫ ∞
0
dλ
Γ
(
d−1
2 + iλ
)
Γ
(
d−1
2 − iλ
)
Γ(iλ) Γ(−iλ)
P−
d−2
2
iλ−1/2(u)
ν2 + λ2
= (−1) d−22
∫ ∞
0
dλ
λ tanh(πλ)
ν2 + λ2
P
d−2
2
iλ−1/2(u)
= (−1) d−22 (u2 − 1) d−24
×
( d
du
) d−2
2
∫ ∞
0
dλ
λ tanh(πλ)
ν2 + λ2
P iλ−1/2(u)
= (−1) d−22 (u2 − 1) d−24 ( d
du
) d−2
2
Qν−1/2(u)
= e− ipi
d−2
2 Q
d−2
2
ν−1/2(u) , (F9)
where we have used the identities for the associated Leg-
endre functions with integer order,
(
u2 − 1)n/2 dn
dun
P iλ− 12 (u) = P
n
iλ− 12 (u) , (F10)(
u2 − 1)n/2 dn
dun
Qν− 12 (u) = Q
n
ν− 12 (u) , (F11)
and the formula [7.213] of [32]:∫ ∞
0
dλ
λ tanh(πλ)
ν2 + λ2
P iλ−1/2(u) = Qν−1/2(u)
[Re ν > 0] . (F12)
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Appendix G: α-vacua
Since the in-in and in-out propagators in de Sitter
space always have de Sitter invariant forms, it is nat-
ural to expect that the in- and out-vacua both in the
Poincare´ and the global patch belong to a family of de
Sitter invariant vacua, i.e., the α-vacua (or the Mottola-
Allen vacua) [10, 11]. In this appendix, we calculate the
values of α ∈ C associated to the in- and out-vacua (both
in the Poincare´ and the global patch) explicitly. We will
set ε = 0 in the following discussions.
Given a mode expansion, an α-vacuum is defined for
a complex number α with Reα < 0 such that the corre-
sponding wave function for each mode n is given by
ϕ(α)n (t) =
1√
1− |eα|2
[
ϕ(E)n (t) + e
α ϕ(E) ∗n (t)
]
, (G1)
where ϕ
(E)
n (t) is the wave function of the Euclidean vac-
uum. The Feynman propagator associated with the α-
vacuum is then given (for each mode) as
G(α)n (t, t
′)
=
i
Wρ[ϕ
(α)
n , ϕ
(α) ∗
n ]
ϕ(α)n (t>)ϕ
(α) ∗
n (t<)
=
1
1− |eα|2
i
Wρ[ϕ
(E)
n , ϕ
(E) ∗
n ]
× [ϕ(E)n (t>)ϕ(E) ∗n (t<) + |eα|2 ϕ(E) ∗n (t>)ϕ(E)n (t<)
+ eα
∗
ϕ(E)n (t>)ϕ
(E)
n (t<) + e
α ϕ(E) ∗n (t>)ϕ
(E) ∗
n (t<)
]
.
(G2)
We also have multiplied the factor i/Wρ[ϕ
(α)
n , ϕ
(α) ∗
n ] with
which we need not care about the normalization of wave
functions. Thus, if we expand the in-in or out-out prop-
agator (for each mode) as a quadratic form of ϕ
(E)
n and
ϕ
(E) ∗
n , we can find the values of α associated to the in-
or out-vacua. Here, the in-in propagator is defined as in
(73) and (75), and the out-out propagator is defined by
Gout/out(t, t′) ≡ lim
t1→tf
G11(t, t
′; t1, t1) ,
G11(t, t
′; t1, t1) ≡ 〈0t1 |T q(t) q
†(t′) |0t1〉
〈0t1 |0t1〉
, (G3)
which can be shown to take the form
Gout/out(t, t′)
= lim
t1→tf
i
Vρ[ϕ(t; t1), ϕ∗(t; t1)](Ts)
ϕ(t>; t1)ϕ
∗(t<; t1) .
(G4)
Since the in-in propagator in the Poincare´ patch (185)
coincide with the Feynman propagator in the Euclidean
vacuum, the in-vacuum in the Poincare´ patch is identi-
fied with the Euclidean vacuum (i.e., the α-vacuum with
α = −∞). On the other hand, by using (166), we can
show that the out-out propagator for each mode in the
Poincare´ patch [which is finite only if m > (d − 1)/2]
takes the following form:
G
out/out
k
(η, η′)
=
π [(−η)(−η′)](d−1)/2
2 sinh(πµ)
J iµ(−kεη>)J− iµ(−k−εη<) .
(G5)
If we use the wave function associated with the Euclidean
vacuum
ϕ
(E)
k (t) = β
√
π
2
e−
piµ
2 (−η) d−12 H(1)iµ (−kη) (G6)
with β an arbitrary complex constant, we can expand the
out-out propagator for each mode as follows:
G
out/out
k
(t, t′)
=
π
1− e−2piµ
i
Wρ[ϕ
(E)
k (t), ϕ
(E) ∗
k (t)]
× [ϕ(E)n (t>)ϕ(E) ∗n (t<) + e−2piµ ϕ(E) ∗n (t>)ϕ(E)n (t<)
+
β∗
β
e−piµ ϕ(E)n (t>)ϕ
(E)
n (t<)
+
β
β∗
e−piµ ϕ(E) ∗n (t>)ϕ
(E) ∗
n (t<)
]
. (G7)
If we choose the constant β real, the out-vacuum is shown
to correspond to the α-vacuum with α = −πµ.
In the global patch, the in-in and out-out propagators
for each mode in the heavy mass case (m > (d − 1)/2)
take the following forms:
G
in/in
L (t, t
′)
=


π
2 sinh(πµ)
[
(1 − t2>) (1− t2<)
] d−1
4
×P− iµk (t>)P iµk (t<) (d : odd) ,
2
π sinh(πµ)
[
(1− t2>) (1 − t2<)
] d−1
4
×Q− iµk (t>)Q iµk (t<) (d : even) ,
G
out/out
L (t, t
′)
=
π
2 sinh(πµ)
[
(1− t2>) (1− t2<)
] d−1
4 P
− iµ
k (t>)P
iµ
k (t<) .
(G8)
On the other hand, the wave function associated with the
Euclidean vacuum is known to have the following form
(see e.g., [18]):
ϕ
(E)
L (t) = β
√
π Γ(L + d−12 + iµ) cosh
L τ e(L+
d−1
2 +iµ) τ
2L+
d−1
2 e− ipi(L+
d−1
2 ) epiµ Γ(L+ d2 )
× F
(
L+
d− 1
2
, L+
d− 1
2
+ iµ, 2L+ d− 1; 1 + e2τ − i0
)
= β (1− t2) d−14
[
Q
iµ
k (t) +
iπ
2
P
iµ
k (t)
] (
t ≡ tanh τ) .
(G9)
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Then, by using the relations
P
iµ
k (t) =
−i
πβ
(
ϕ
(E)
L (t)− epiµ
β Γ(k + 1+ iµ)
β∗ Γ(k + 1− iµ) ϕ
(E) ∗
L (t)
)
,
Q
iµ
k (t) =
1
2β
(
ϕ
(E)
L (t) + e
piµ β Γ(k + 1 + iµ)
β∗ Γ(k + 1− iµ) ϕ
(E) ∗
L (t)
)
,
(G10)
if we choose the constant β such that arg β = argΓ(k +
1 − iµ), we find that, in odd dimensions, the in- and
out-vacua are the α-vacua with α = −πµ + iπ, while
in even dimensions, the in-vacuum is the α-vacuum with
α = −πµ and the out-vacuum is that with α = −πµ+ iπ.
Appendix H: Another iε prescription
In this paper, the iε prescription is defined by the re-
placement
ρ(t)→ e+iε ρ(t) , ωn(t)→ e− iε ωn(t) , (H1)
which corresponds to the replacement Hn, s(t) =
e− iε
[
Hn, s(t)|ε=0
]
. Another standard definition of the
iε prescription (which does not break the symmetry ex-
isting in the background spacetime) is given by
m2 → m2 − iε . (H2)
In this appendix, we comment on the difference between
the two iε prescription.
In fact, for global patch, there is no difference in the
analytical results between the two iε prescription. On
the other hand, for Poincare´ patch, if we use the iε pre-
scription given bym2 → m2− iε, the wave functions have
the form,
ϕ(η; η0) ∼
√
π
2
e i
(
k η0+
pi(2νε+1)
4
)
(−η) d−12 H(1)νε (−k η) ,
(H3)
ϕ¯(η; η0) ∼
√
π
2
e− i
(
k η0+
pi(2νε+1)
4
)
(−η) d−12 H(2)νε (−k η) ,
(H4)
ϕ(η; η1) ∼ −Γ(νε) (k/2)
−νε
2
√
2m¯1
(−η1)−νε
×
(d− 1
2
− νε − im¯1
)
(−η) d−12 Jνε(−k η) ,
(H5)
ϕ¯(η; η1) ∼ −Γ(νε) (k/2)
−νε
2
√
2m¯1
(−η1)−νε
×
(d− 1
2
− νε + im¯1
)
(−η) d−12 Jνε(−k η) .
(H6)
These wave functions agree with (163)–(166) after we
take the limit ε → 0, except for the wave function
ϕ(η; η0) . Since the in-in or in-out propagator does not
use ϕ(η; η0), the propagators in the Poincare´ patch do
not depend on the manner of the iε prescription. Thus,
in the both patches, there is no difference in the analyt-
ical results between the two iε prescription. However,
for the numerical calculations given in section V, these
two prescription give slightly different results, and the
iε prescription used in this paper seems to be better in
comparison with the analytical results.
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