Crowd simulation is an essential component of military training and operations. In this paper, we present an approach for generating 3D visualizations and animations from simulation results in the area of agent-based crowd simulation for military operations. The main contribution is to create a simulation bridge between a federated agent-based crowd simulation architecture and a game engine to drive the visualization and animation of virtual crowd in a 3-dimentional space. In our simulation bridge framework, we present a method for data acquisition to create the virtual environment. An interfacing methodology is introduced between the 3D virtual environment maps and the federated agent-based crowd simulator. Our method comprises of converting the 3D maps to multi-level 2D maps to feed the 2D agent-based crowd simulator's virtual world representation. A tool was implemented for defining objects in the virtual environment based on 2D maps and a color coder scheme. Our bridge framework makes use of a game engine as the visualization medium. The 3D virtual environment maps are reconstructed within the game engine and human avatars are created to simulate the agents. Motion, expression and behavioral animations are attached to each virtual agent.
Introduction
Crowd simulation is an essential component of military training and operations. With the rapid growth of an urbanized social environment, there is an increased need for a system to study and monitor crowd behavior to help in the control and management of the crowd during disaster or emergency situations. To help overcome the military challenges and potential risks enforced by crowd, a federated agent-based crowd simulation architecture was developed using Modeling & Simulation techniques to create virtual crowd with agent-based behaviors [1] . The system consists mainly of a cognitive layer, a physical layer and a visualization component. The cognitive layer is the sensory and behavioral system of the crowd simulation architecture. It defines a behavior model for virtual humans in a crowd simulation. It also holds a knowledge repository of ontology and knowledge-base data. The virtual environment is represented in the physical layer. Path planning and navigation are performed within the physical layer. The animation and visualization component is based on a 2-dimentional representation of observable states of the agents. Preliminary 3-dimentional visualization was tested using the Unreal Tournament ® engine [2] . The communication was performed using a tool called GameBots [3] through socket connection to the engine. Although the technique reported in [1] can be used to support multiple bots through a single socket, the total number of bots and map size is limited for a large-crowd simulation.
In this paper, we describe an alternate visualization methodology which uses a bridge framework to represent simulation results from the 2D simulator into 3-dimentional visuals and animations.
Research was made to evaluate a 3D game engine that could support large amount of dynamic entities. Virtual 3D maps are created using a polygonal meshing modeling 3D package. Real-life scenarios have been used to build the virtual maps. Our method includes converting these 3D maps to multi-layered 2D maps to be fed into the agent-based crowd simulation framework. We introduce a tool using color coding system to decrypt different objects present in the virtual environment in a form readable by the crowd simulation architecture. The virtual 3D maps are reconstructed in the game engine's world representation to match the spatial definitions of the engine core units. Human avatars are used to represent each agent. Multiple animations are applied on them to simulate a virtual agent.
During run-time such 3D human avatars are created dynamically and the physical appearance is incorporated according to the social aspects of the crowd composition. Commands from the 2D simulation results are used to drive the 3D avatars in the virtual environment. For a more realistic visualization, we made use of particle dynamics and animation to generate visuals of disaster situations like bomb explosions within our virtual world.
In this paper, we provide an overview of the 2D agent-based crowd simulation architecture in Section 2. In Section 3, we introduce our simulation bridge framework and the steps involved to create the communication between the 2D simulator and the 3D visualization. Section 4 shows an application of our framework. The visualization performance is evaluated for a range of number of entities. Finally, the work is concluded in Section 5 and future work is discussed.
Overview of the 2D Agent-Based Crowd Simulation Architecture
In this section, we give an overview of the agent-based crowd simulation architecture. As shown in Figure 1 , the system comprises mainly of a cognitive layer, a physical layer, ontology & knowledgebase, a virtual environment and a visualization component. The system is implemented using RePast [4] , an agent-based simulation toolkit. The behavior and cognitive layer aims to reflect the cognitive process involved in real human's decision making and behavior execution following the perceive-decide-act paradigm [5] . It incorporates the important cognitive components and mechanisms, which are necessary for real human's decision making and behaviors in daily life situation. The ontology and knowledge-base is used to keep track of the dynamically-changing environment and agent behaviors in the simulation.
The physical layer comprises of the representation of the virtual environment and agent path planning and navigation throughout the simulation. The virtual environment is represented using a framed quad-tree [6] . Path planning and collision avoidance is performed using a combined D* [7] and a force based mechanism [8] for steering the agents across the simulation. 
Simulation Bridge Framework
For realistic 3D visualization of the simulation results from the 2D simulator, we have created a simulation bridge framework between the 2D simulator and a game engine. Figure 3 illustrates our framework. 
Choice of Game Engine
The game engine used is Conitec's Game Studio A7 [9] . This choice resulted after we compared the performance of a few reviewed engines [10] using high number of entities. Game Studio outperformed other engines under test with a higher support for large number of interactive entities. Figure 4 shows the performance of the tested engines [11] [12] [13] under same conditions and constraints for 100
and 1000 agents respectively. 
Data Acquisition
Our 3D virtual environment is built to scale in Maya [14] using polygonal geometry. Real-life textures are taken from a digital camera and mapped accordingly on the 3D model. The polygonal meshes are then triangulated before exporting to FBX format using the Autodesk® FBX exporter [15] . The scene is then reconstructed in the Game Engine's world editor. Additional textures, lights and cameras are added to create a complete 3D map. Figure 5(a) shows a screenshot of a fully textured model of an underground train station in Singapore.
Conversion to 2D maps
The 3D map is converted to multi-level 2D maps to feed the 2D agent-based crowd simulator's virtual world representation. A tool called the VE tool ( Figure 6 ) was implemented for defining objects in the virtual environment based on 2D maps and a color coding scheme. 
VE Tool
The VE Tool was built in C#, and it is used to define areas and objects in the virtual environment. This process is also called environment denotation where modelers interpret the information from the 3D model and 2D maps into a format that the simulation model can retrieve and understand. According to the structure of virtual environment used in the simulation, the VE Tool provides the following steps to help generate different information.
Define layers:
Users can specify the number of planes in the virtual environment, and associate a 2D map for each plane. For example, an underground station may consist of multiple levels, and hence the virtual environment will have multiple planes, while one plane represents one layer (one physical level).
Define the grid in each plane:
Each plane is defined as a grid, and each grid cell represents a specific area in the real world. The modeler needs to define the number of cells in the grid by defining the cell length which is the actual length in the real world that each cell represents. The grid will be used to define different components in the virtual environment.
Define accessible regions in each plane:
Users can specify the coordinate system and accessible regions of the environment. The accessible regions refer to the areas which an agent can access.
Define topological areas in each plane:
Users can specify the name and other attributes for the topological areas which are accessible, and modify the attributes of individual cells in the grid if necessary.
Define objects in each plane:
Users can define objects in the environment and specify the position and other attributes for the objects.
6. Define the relationship between topological areas: Users can define the relationship between all topological areas in the environment within the same plane and across different planes. 
Event Driven Visualization
The results from the 2D simulator are logged in a file buffer based on a regular time interval. Our 3D map level is loaded on the rendering engine of the game engine. The trace file is read from the file buffer and 3D visualization is driven from these commands. Common events which are stored in the trace file are creation of agents, motion of agents, removal of agents and emergency situations. The motion of agents in the 3D environment is made using the animation frames stored within the 3D model. Orientation and speed are calculated based on the direction vector. The speed of motion also affects the animation cycles. Visualization of emergency situations is made possible by the use of the particle systems of the game engine. Dynamic explosions are created and agent behavioral animation is updated to reflect the situation. Table 1 .
Log Action Name Resulting Action in 3D world

CREATE
Create an entity at position (x,y,z) with appearance matching the social attributes.
RUN
Move the entity from his last stored position to the position in the command and orient it towards the directional vector. The motion is made over the time frame between two time stamps.
DELETE
Remove the particular agent from the simulation. EMERGENCY Generate the emergency particle animation at position(x,y,z) and at the timestamp given in the command.
DEATH
The particular agent has died and the death animation is played at that particular time stamp.
Table1: Common actions logged in the trace
Application of Framework
As a case study, we have applied this framework on the simulation of crowd in an underground station. Figure 5 (a) shows the 3D map of level 1 of the station and the relative 2D color coded map is illustrated in Figure 5 (b). Human avatars, based on their social aspects, are created during run time as shown in Figure 7 . Visualization of emergency situations is also illustrated in the figure. The visualization performance is evaluated for a range of different number of agents. Figure 8 shows the different frame rates for the range of agents under the visible viewport. 
Conclusion and Future Work
The bridge framework described in this paper was created to provide a fast method of creating virtual environments for use in a simulation engine. By the use of our tool, rapid definition of virtual environments can be made and this extends the 2D simulation engine to use multi-level environment to simulate 3D environment in a 2D platform. This paper outlines our approach for creating this bridge framework to solve more general simulation problems.
An extension of this framework can be a possible future work. A network support can be added to the framework to make it HLA [16] compliant and thereby eliminating the use of trace-based visualization.
