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Several key properties of quantum evolutions are characterized by divisibility of the corresponding
dynamical maps. In particular, a Markovian evolution respects CP-divisibility, whereas breaking
of P-divisibility provides a clear sign of non-Markovian effects. We analyze a class of evolutions
which interpolates between CP- and P-divisible classes and is characterized by dissipativity – a long
known but so far not widely used formal concept to classify open system dynamics. By making a
connection to stochastic jump unravellings of master equations, we demonstrate that there exists
inherent freedom in how to divide the terms of the underlying master equation into the deterministic
and jump parts for the stochastic description. This leads to a number of different unravelings, each
one with a measurement scheme interpretation and highlighting different properties of the considered
open system dynamics. Starting from formal mathematical concepts, our results allow us to get
fundamental insights in open system dynamics and to ease their numerical simulations.
Introduction.— Quantum jumps provide a powerful
and insightful tool to describe the dynamics of open
quantum systems [1, 2]. In the quantum-jump unravel-
ing, the open-system state satisfying an assigned master
equation is expressed as the average of – in principle,
infinitely many – trajectories of pure states, that con-
sist of deterministic evolutions interrupted by discontin-
uous, randomly distributed jumps [3]. Quantum jumps
have been observed in several experimental platforms
[4–9] and are computationally convenient to solve high-
dimensional master equations. Hence, quantum jumps
are routinely used to describe, e.g., quantum optical
[10] or open many-body systems [11]. If the jumps are
frequent and small enough, one can recover a different
stochastic description of the open-system evolution, char-
acterized by diffusive trajectories [12–16].
In the standard quantum-jump method, named Monte
Carlo wave function (MCWF), the state transformations
induced by the jumps and their occurrence probabilities
are directly fixed by the operators and the coefficients
of the master equation [3, 10]. This allows one to as-
sociate each trajectory with a continuous selective mea-
surement performed on the open system [17], so that the
master equation can be interpreted as due to the action
of a non-selective observer, replacing the environment.
However, the very definition of MCWF calls for a mas-
ter equation with positive coefficients. Under some reg-
ularity conditions, this requirement is equivalent to the
completely-positive(CP)-divisibility of the dynamics [18–
20], meaning that the dynamics can be decomposed into
intermediate completely positive maps. CP-divisibility
has been introduced within the context of the definition
of quantum Markovianity [21, 22] and its validity implies
the absence of memory effects [18, 23, 24], i.e., any infor-
mation leaked from the open system into the environment
will not affect the evolution of the open system back.
While generalizations of MCWF to treat master
equations with negative coefficients have been intro-
duced [25, 26], the possibility to extend the continuous-
measurement interpretation beyond the realm of CP-
divisible evolutions has been extensively debated in the
literature [27–29]. Only very recently, a systematic ap-
proach to read the quantum-jump unraveling of non-CP-
divisible evolutions in terms of continuous measurements
has been put forward [30]. The approach relies on the def-
inition of a proper rate operator [31–33] and has hence
been named rate operator quantum jumps (ROQJ). It
is associated with a continuous-measurement interpreta-
tion which applies to any positive(P)-divisible dynam-
ics [24, 34–36], i.e., dynamics that can be decomposed
into intermediate maps which are positive, but not nec-
essarily completely positive. Furthermore, ROQJ has
been extended to general not necessarily P-divisible evo-
lutions [30], and it can be used to treat certain non-CP-
divisible dynamics [37–39] where other non-Markovian
jump methods cannot be used.
The previous analysis suggests that different ways to
formulate a (jump) unraveling are related with different
features of the resulting open-system dynamics, but is it
possible to draw a precise connection between the two?
In this paper, we make a significant step forward in clari-
fying this issue, by showing the rich structure revealed by
different forms of unraveling for the same master equa-
tion. We introduce a family of ROQJ unravelings defined
by different rate operators, whose positivity signals differ-
ent divisibility properties of the dynamical maps. Besides
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2CP- and P-divisibility, we consider the so-called dissipa-
tivity of the generator fixing the dynamics – a property
that corresponds to the validity of the Kadison-Schwarz
inequality for the dynamical maps [40]. Our results also
imply that certain non-CP-divisible dynamics can be re-
lated with several alternative continuous-measurement
procedures, involving qualitatively different sets of states,
even in the long-time regime. Finally, some of the ROQJ
unravelings we introduce are particularly convenient for
the actual numerical implementation of the trajectories,
since their deterministic part is fixed by a linear, non-
Hermitian operator, which allows us to recover a favor-
able trait of the MCWF.
From Monte Carlo Wave Function to Rate Operator
Quantum Jumps.— We start by recalling the standard
quantum-jump unraveling, the MCWF method [3, 10],
and the recently introduced ROQJ [30], which sets the
notation and will be the basis for our following analysis.
Consider the evolution of a finite-dimensional open
quantum system given by the time-local master equation
dρ(t)/(dt) = Lt(ρ(t)), where Lt is the generator
Lt(ρ) = −i[H(t), ρ] + Jt(ρ)− 1
2
{Γ(t), ρ}, (1)
with Jt(ρ) =
∑N2−1
α=1 cα(t)Lα(t)ρL
†
α(t), Γ(t) =∑N2−1
α=1 cα(t)L
†
α(t)Lα(t), N the dimension of the open-
system Hilbert space HS , H(t) = H†(t) and Lα(t) linear
operators on HS , and cα(t) real functions; importantly,
the representation of the generator Lt via H(t),Jt and
Γ(t) as in Eq.(1) is highly non-unique [1], see also App.A.
The structure of the generator follows from the trace- and
Hermiticity-preservation properties of the dynamics [41]
Λt = T exp
(∫ t
0
dτLτ
)
(T is the time-ordering operator);
moreover, the functions cα(t) can take negative values,
yet with the resulting evolution being positive and even
completely positive [1, 42]. On the other hand, under
some regularity conditions [18–20], the positivity of the
coefficients, cα(t) ≥ 0 for every α, is equivalent to the
CP-divisibility of the dynamics, i.e, for any t ≥ s ≥ 0
one has the decomposition Λt = Vt,sΛs, where the so-
called propagator Vt,s is completely positive and trace
preserving; CP-divisibility has been identified with quan-
tum Markovianity in [21, 22].
In the case of CP-divisible dynamics, the master equa-
tion fixed by Eq.(1) can be obtained via a proper unravel-
ing, the well-known MCWF, consisting of discontinuous
pure-state trajectories in HS . The deterministic parts of
the trajectories are fixed by the non-Hermitian operator
K(t) = H(t)− i2Γ(t), according to
|ψ(t)〉 → |ψ(t+ dt)〉 = (1− iK(t)dt)|ψ(t)〉‖(1− iK(t)dt)|ψ(t)〉‖ , (2)
while the discontinuous parts, the jumps, are given by
|ψ(t)〉 → |ψ(t+ dt)〉 = Lα(t)|ψ(t)〉‖Lα(t)|ψ(t)〉‖ , (3)
and each jump occurs between t and t + dt with proba-
bility
pψ(t),α = cα(t)‖Lα(t)|ψ(t)〉‖2 dt; (4)
here dt is meant to be an infinitesimal time increment and
the probabilities are conditioned on the pre-jump state
|ψ(t)〉 at time t.
It is clear that the previous formulation, in particular
Eq.(4), requires all the rates to be positive. Recently [30],
a different quantum-jump unraveling, named ROQJ, has
been defined, weakening considerably such a requirement.
ROQJ relies on the definition of the rate operator
Wψ =
N2−1∑
α=1
cα(t)(Lα(t)−`ψ,α)Pψ(Lα(t)−`ψ,α(t))†, (5)
with `ψ,α(t) = 〈ψ|Lα(t)|ψ〉 and the projector Pψ =
|ψ〉〈ψ|. As a first remark, which will be important in
the following, we observe that Wψ is directly associated
with the time-local generator Lt and does not depend on
its specific representation via H(t),Jt and Γ(t): in fact,
it can be equivalently written as
Wψ = (1− Pψ)Lt(Pψ)(1− Pψ), (6)
i.e., using the projector Pψ and the projector in the or-
thogonal complement, (1− Pψ).
The building block of ROQJ is the observation that
Wψ ≥ 0 for any state vector |ψ〉 if and only if the cor-
responding dynamics is P-divisible [43], i.e., it can be
decomposed as Λt = Vt,sΛs, and the propagator Vt,s is
trace preserving and positive, but not necessarily com-
pletely positive; P-divisibility, which is a significantly
weaker requirement than CP-divisibility, has been iden-
tified with quantum Markovianity in [24, 36]. Focusing
for now on P-divisible evolutions, one has then the spec-
tral resolution Wψ(t) =
∑N
k=1 λψ(t),k|ϕψ(t),k〉〈ϕψ(t),k|
with λψ(t),k ≥ 0 for all t ≥ 0. Introducing
the non-Hermitian state-dependent operator Kψ(t) =
K(t) + ∆ψ(t), with the non-linear correction ∆ψ(t) =
i
2
∑N2−1
α=1 cα(t)(2Lα(t)`
∗
ψ,α − |`∗ψ,α|2), one realizes the
jump unraveling as follows [30]: the free evolution
|ψ(t)〉 → |ψ(t+ dt)〉 = (1− iKψ(t)dt)|ψ(t)〉‖(1− iKψ(t)dt)|ψ(t)〉‖ (7)
is interrupted by the sudden jumps
|ψ(t)〉 → |ψ(t+ dt)〉 = Vψ(t),j |ψ(t)〉‖Vψ(t),j |ψ(t)〉‖ , (8)
where Vψ(t),j =
√
λψ(t),j |ϕψ(t),k〉〈ψ(t)|; the probability
that the jump j occurs between t and t + dt is now
p′ψ(t),j = ‖Vψ(t),j |ψ(t)〉‖2dt = λψ(t),jdt.
Compared to MCWF, the operators Lα(t) and rates
cα(t) are replaced in ROQJ by the eigenvectors and eigen-
values of the rate operatorWψ(t), which allows one to for-
mulate a well-defined unraveling for a wider set of dynam-
ics. Moreover, in ROQJ the maximum number of types
3of jumps, N , is smaller than in MCFW,N2−1, which can
represent a significant advantage for the numerical defi-
nition of the trajectories. Note that for both the MCWF
[17] and the ROQJ [30] unraveling, the trajectories can
be interpreted as due to a continuous measurement on
the open system, i.e., the state transformations and cor-
responding probabilities can be associated with an in-
strument [44], mapping the set of outcomes into the set
of open-system completely positive trace non-increasing
maps. Finally, both methods can be extended to deal
with, respectively, non-CP-divisible and non-P-divisible
evolutions, via the use of reversed jumps connecting dif-
ferent trajectories [25, 26, 30]; however, such extensions
lack a continuous-measurement interpretation.
A family of Rate Operator Quantum Jumps.— We
now introduce a whole family of rate operators and cor-
responding unravelings, which bridge the gap between
MCWF and ROQJ, and are related with different struc-
tural properties of the dynamics, as shown in the next
paragraph.
The basic observation to define such rate operators is
that Wψ in Eq.(6) can also be written as
Wψ = (1− Pψ)Rψ(1− Pψ), (9)
where
Rψ(t) = Jt(|ψ(t)〉〈ψ(t)|). (10)
Now, if Rψ(t) ≥ 0 for any |ψ(t)〉 one can define another
jump unraveling which merges (2)-(3) with (7)-(8); that
is, the free evolution is governed by (2), but the jumps
are realized via
|ψ(t)〉 → |ψ(t+ dt)〉 = Rψ(t),k|ψ(t)〉‖Rψ(t),k|ψ(t)〉‖ , (11)
with Rψ(t),k =
√
rψ(t),k|φψ(t),k〉〈ψ(t)|, and the probabil-
ity that the jump k occurs between t and t+ dt reads
p′′ψ(t),k = ‖Rψ(t),k|ψ(t)〉‖2dt = rψ(t),k dt; (12)
indeed, rψ(t),k and |φψ(t),k〉 are the eigenvalues and eigen-
vectors of Rψ(t). The proof that the master equation (1)
is recovered via the average over the trajectories is in
App.B.
The unravelling now defined avoids the non-linear cor-
rection in the non-Hermitian operator fixing the deter-
ministic evolution, still potentially allowing for positive
probabilities in the case of non-CP-divisible evolutions;
p′′ψ(t),k ≥ 0 is in fact equivalent to the requirement that
for all t ≥ 0 the map Jt is positive. Importantly, we note
that the definition of the rate operator Rψ(t) in Eq.(10)
does depend on the specific choice of the map Jt in the
representation of the generator Lt as in Eq.(1); as a con-
sequence Eqs.(2), (11) and (12) define a family of un-
ravelings characterized by different trajectories (see the
examples below). To keep the nomenclature simple, we
will call each of these unravelings R-ROQJ, specifying
the explicit form of the rate operator R when needed;
furthermore, we will refer to the ROQJ unraveling dis-
cussed in the previous paragraph as W-ROQJ.
Dissipativity vs. divisibility. — We now move on to
the main purpose of our paper, i.e., deriving a clear con-
nection between relevant properties of an open-system
dynamics and the different forms of unraveling of the re-
lated master equation.
Clearly, if the evolution is CP-divisible, not only both
MCWF and W-ROQJ are well defined, but one can al-
ways find a completely positive map Jt giving rise to
a positive R-ROQJ. Instead, any P-divisible evolution
does guarantee positivity of Wψ(t), but not necessarily
the positivity of Rψ(t). Still, P-divisibility constrains the
number of possible negative eigenvalues of the rate oper-
ator Rψ(t). We have in fact the following:
Proposition 1. For any P-divisible evolution, Rψ(t) can
have at most one negative eigenvalue.
For the proof see App.C. We want to stress here that the
proof does not depend on the specific Jt used to represent
the generator Lt and hence applies to any R-ROQJ.
A natural question is then whether there is a class of
quantum evolutions guaranteeing the positivity of Rψ(t).
The answer to the question is affirmative and is provided
by a class of evolutions which was already considered by
Lindblad in his seminal paper [40]. As said, P-divisibility
implies the existence of positive trace-preserving propa-
gators Vt,s. Now, moving to the Heisenberg picture, the
corresponding propagators V †t,s are positive and unital.
There exists a special class of positive unital maps which
satisfy the Kadison-Schwarz inequality
Φ(X†X) ≥ Φ(X†)Φ(X). (13)
Actually, any unital hermiticity-preserving maps satisfy-
ing (13) is positive. However, the converse is not true
(the transposition map is positive and unital, but does
not satisfy (13)). The condition (13) is a natural gen-
eralization of 〈X†X〉 ≥ 〈X†〉〈X〉, where 〈X〉 stands for
the mean of the (in general non-Hermitian) operator X.
The validity of the Kadison-Schwarz inequality for V †t,s
directly translates into a definite property of the corre-
sponding generator, according to the following.
Proposition 2. The propagator V †t,s satisfies (13) for
any t ≥ s if and only if the corresponding time-local gen-
erator L†t satisfies
L†t(X†X) ≥ L†t(X†)X +X†L†t(X), (14)
for all X ∈ B(H) and t ≥ 0.
The proof is a simple modification of arguments used in
[40] for time-independent generators (see also [45]).
4Now, following Lindblad [40] we call the time-local gen-
erator Lt dissipative if the Heisenberg picture L†t satisfies
(14) and k-dissipative if 1lk ⊗ Lt is dissipative. Finally,
Lt is completely dissipative if it is k-dissipative for all k.
If the system Hilbert space is N -dimensional, complete
dissipativity is equivalent to N -dissipativity. This char-
acterization is in parallel to k-divisibility [35]: the dy-
namical map Λt is k-divisible if the corresponding prop-
agators Vt,s are k-positive, that is, 1lk ⊗ Vt,s are posi-
tive. Then CP-divisibility is equivalent to N -divisibility.
Now, k-dissipativity always implies k-divisibility for k =
1, . . . , N−1, and they coincide for k = N . The key result
of our analysis is then the following.
Theorem 1. If Lt is dissipative, then there exists a rep-
resentation (1) with a positive map Jt, which we denote
as Jt.
Proof. Let us recall the averaging procedure over the uni-
tary group U(N): X → ∫
U(N)
UXU†dU = 1N ITrX.
Now (again following [40]), let us define K(t) =∫
U(N)
L†t(U)U†dU, and finally
J†t(X) = L†t(X)− (K(t)X +XK†(t)). (15)
In App.D we show that Jt defines a positive map.
In other terms, dissipativity guarantees the existence of
a rate operator Rψ(t), defined from Jt by Eq.(10), such
that the unraveling given by Eqs.(2), (11) and (12) is
well-defined, as Rψ(t) ≥ 0 for any ψ(t).
Examples.— First, we consider the qubit evolution
fixed by the generator [37–39]
Lt(ρ) = 1
2
3∑
k=1
γk(t)(σkρσk − ρ), (16)
where σk are the Pauli spin operators. We study the case
where we have a P-divisible evolution even if one of the
rates is temporally negative, i.e., CP-divisibility is bro-
ken; we suppose in particular that γ3(t) < 0 for any t > 0.
Then Λt is P-divisible provided that γ1(t), γ2(t) ≥ |γ3(t)|.
Dissipativity requires the stronger condition [45] that
γ1(t), γ2(t) ≥ 2|γ3(t)|. Interestingly, it turns out that
whenever γ3(t) < 0 the map Jt(ρ) =
∑d
k=1 γk(t)σkρσk
is not positive. However, if the generator (16) gives rise
to a P-divisible evolution, then applying (15) one easily
finds the following positive map (cf. App.E)
Jt(ρ) =
3∑
k=1
γk(t)(Jk(ρ) + ρ) = Jt(ρ) + γ(t)ρ, (17)
where Jk(ρ) = 12 (σkρσk + ρ), and γ(t) =
∑
k γk(t). In
particular for the so called eternally non-Markovian evo-
lution [37, 39] defined by γ1 = γ2 = 1, and γ3(t) =
Figure 1. (Color online) Simulation results using rate oper-
ator R1 [(a), (b)] and R2 [(c), (d)]. Seven example pure
state trajectories are displayed in (a) and (c) by plotting the
probability of state |1〉. Final steady state distributions for
Bloch vector X and Z components, with 500 trajectories, are
shown in (b) and (d). Here, each dot corresponds to a single
trajectory. In (d), all the 500 dots have the value Z = 0 and
X = −1/2 or X = +1/2, i.e., we have only two distinctively
visible dots. The insets in (b) and (d) demonstrate the agree-
ment between the analytical and simulation results by using
the coherence ρ12 and having 104 trajectories. In the insets,
the solid line is the analytical result and the dots are the simu-
lation results. The error bars are similar to the size of the dots.
In all the panels, the initial state is |ψ(0)〉 = √0.1|1〉+√0.9|2〉
and the used time step size is dt = 0.002.
−tanht, one has a P-divisible evolution, but the corre-
sponding generator L†t = Lt is not dissipative. Never-
theless, the map Jt is positive and one can define the
positive rate operator
R1ψ(t) = Jt(|ψ(t)〉〈ψ(t)|) ≥ 0. (18)
The deterministic evolution includes K1(t) = i2 [γ1(t) +
γ2(t) + γ3(t)]1 where 1 is the identity operator. Figure 1
(a) shows 7 example pure-state trajectories, with initial
state |ψ(0)〉 = √0.1|1〉+√0.9|2〉, and plotting the proba-
bility ρ11 of the state |1〉. During the time evolution, the
probability covers the range of values 0.1 6 ρ11 6 0.9.
Note that the quantum jumps continue between a spe-
cific set of states even when the system has essentially
already reached the steady state. Figure 1 (b) displays
the distribution of the final states of 500 trajectories in
terms of the Bloch vector X and Z components. The in-
set of Fig. 1 (b) shows in detail the agreement between
the analytical results of coherence ρ12 and simulations.
We can also define another positive rate operator
R2ψ(t) = R1ψ(t) − 2γ3(t)|ψ(t)〉〈ψ(t)|, (19)
where the deterministic evolution includes now K2(t) =
i
2 [γ1(t) + γ2(t)]1. The simulation results are shown in
Fig. 1 (c) and (d). The example trajectories in Fig. 1
5(c) illustrate that the ensemble consists now a discrete
set of pure states and that the quantum jumps terminate
when the steady state is reached. In the final distri-
bution of states, see Fig. 1 (d), we have only two states
|±〉 = 1√
2
(|1〉±|2〉). As a matter of fact, during the whole
simulation, only three states appear: the initial state and
|±〉. The inset of 1 (d) shows again the excellent agree-
ment between the analytical result and simulations.
All this leads to the following fundamental conclusion.
Not only there exist many different measurement schemes
– along a number of positive rate operators – for the same
master equation containing negative rates. Remarkably,
the results with R2ψ(t) explicitly demonstrate that the
measurement basis can be fixed once and for all, without
any state and time dependence; in the case with R2ψ(t),
it is the |±〉 basis. In App.G, we introduce another rate
operator R3ψ(t) and discuss in more detail the compari-
son between the different rate operators, including Wψ.
As second example, we consider the well-studied qubit
evolution governed by
Lt(ρ) = −iω(t)
2
[σz, ρ] + γ+(t)L+(ρ)
+ γ−(t)L−(ρ) + γz(t)Lz(ρ), (20)
where L±(ρ) = σ±ρσ∓− 12{σ∓σ±ρ} and Lz(ρ) = σzρσz−
ρ. This model describes a very general and physically-
relevant qubit evolution, taking into account, besides the
unitary evolution, the pumping L+, damping L−, and
dephasing Lz contributions (see the recent analysis in
[46–49]). Now, P-divisibility requires γ±(t) ≥ 0 for all
t; hence, only γz(t) can be negative. Interestingly, P-
divisibility provides the following constraint for γz(t) [49]:√
γ+(t)γ−(t) + 2γz(t) ≥ 0 for all t ≥ 0. Note that the
formula (20) gives rise to the following map
Jt(ρ) = γ+(t)σ+ρσ− + γ−(t)σ−ρσ+ + γz(t)σzρσz, (21)
which is never positive when γz(t) < 0. However, when
γ±(t) ≥ 0 and
√
γ+(t)γ−(t) + 2γz(t) ≥ 0 the map
Jt(ρ) = Jt(ρ) + 1
2
[γ+(t) + γ−(t) + 2γz(t)]ρ (22)
is positive (cf. App.F) and hence gives rise to a positive
rate operator Rψ(t).
Conclusions. — In this paper, we introduced a
quantum-jump unraveling (denoted as R-ROQJ) that
interpolates between MCWF for CP-divisible dynam-
ics and the rate-operator unraveling for P-divisible evo-
lutions [30, 43]. R-ROQJ guarantees a well-defined
continuous-measurement interpretation for the class of
quantum evolutions defined by the condition (14), that
is strictly stronger than P-divisibility. Furthermore, R-
ROQJ considerably simplifies the deterministic part of
the evolution between the jumps, that is fixed by a lin-
ear operator, as in MCWF. Interestingly, different rate
operators Rψ can reveal different features of the corre-
sponding quantum evolution, in particular corresponding
to different measurement schemes. In addition to funda-
mental insight to open system dynamics, our results also
allow us to simplify numerical simulations for practical
purposes.
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Appendix A: Non-uniqueness of the representation of Lt
Any time-local generator that is trace- and hermiticity-preserving can be written in the following form (compare
with Eq.(1))
Lt(ρ) = −i[H(t), ρ] + Jt(ρ)− 1
2
{Γ(t), ρ}, (A1)
with
Γ(t) = J †t (1) (A2)
(1 is the identity operator) and Jt a linear hermiticity-preserving map, that is, Jt(X†) = (Jt(X))†. Obviously, this
representation is not unique. One may define a new map
J ′t (ρ) = Jt(ρ) +
1
2
(
A(t)ρ+ ρA†(t)
)
, (A3)
with arbitrary A(t) = A1(t) + iA2(t) (and Hermitian Ak(t) k = 1, 2), together with
H ′(t) = H(t) +
1
2
A2(t) (A4)
and
Γ′(t) = Γ(t) +A1(t), (A5)
giving rise to the same generator
Lt(ρ) = −i[H ′(t), ρ] + J ′t (ρ)−
1
2
{Γ′(t), ρ}, (A6)
7and still such that Γ′(t) = J ′†t (1) and J ′t is a linear hermiticity-preserving map.
Note, that the rate operator Wψ does not depend on the particular representation. Indeed, one has
Wψ = (1− Pψ)L(Pψ)(1− Pψ) = (1− Pψ)J (Pψ)(1− Pψ) = (1− Pψ)J ′(Pψ)(1− Pψ). (A7)
However, the rate operator Rψ is defined for a given representation
Rψ = Jt(Pψ). (A8)
If the generator is dissipative, then there exists representation for which the map Jt is positive and hence Rψ ≥ 0 for
all |ψ〉.
Appendix B: Proof that R-ROQJ is a proper unraveling of the master equation (1)
Let us recall that the R-ROQJ unraveling is defined as the deterministic evolution fixed by Eq.(2), with
K(t) = H(t)− i
2
Γ(t), (B1)
interrupted by the jumps in Eq.(11), each of them occurring in the time interval between t and t+dt with probability
(12), conditioned on having the state |ψ(t)〉 at time t before the (possible) jump. Moreover, the jump operator is
defined as
Rψ(t),k =
√
rψ(t),k|φψ(t),k〉〈ψ(t)|, (B2)
where rψ(t),j and |φψ(t),k〉 are the eigenvalues and normalized eigenvectors of Rψ(t) defined by Eq.(10), i.e.,
Rψ(t) = Jt(|ψ(t)〉〈ψ(t)|) =
N∑
k=1
rψ(t),k|φψ(t),k〉〈φψ(t),k|; (B3)
indeed the R-ROQJ is defined for a positive rate operator Rψ(t), i.e., for rψ(t),k ≥ 0 for any ψ(t) and k.
Now, given the pure state |ψ(t)〉〈ψ(t)| at time t, the deterministic evolution will occur with probability
P detψ(t) = 1−
N∑
k=1
p′′ψ(t),k = 1−
N∑
k=1
rψ(t),k dt = 1− Tr
{
Rψ(t)
}
dt, (B4)
where in the last equality Tr denotes the trace and we used Eq.(B3). But using once again Eq.(B3) (the first equality),
along with Eq.(A2), we get
P detψ(t) = 1− Tr {Jt(|ψ(t)〉〈ψ(t)|)} dt = 1− Tr
{
|ψ(t)〉〈ψ(t)|J †t (1)
}
dt = 1− 〈ψ(t)|Γ(t)|ψ(t)〉dt. (B5)
In addition, the deterministic evolution will map the pure state |ψ(t)〉〈ψ(t)| into the pure state (see Eq.(2))
(1− iK(t)dt)|ψ(t)〉〈ψ(t)|(1 + iK†(t)dt)
‖(1− iK(t)dt)|ψ(t)〉‖2 =
(1− iK(t)dt)|ψ(t)〉〈ψ(t)|(1 + iK†(t)dt)
1− 〈ψ(t)|Γ(t)|ψ(t)〉dt =
(1− iK(t)dt)|ψ(t)〉〈ψ(t)|(1 + iK†(t)dt)
P detψ(t)
,
(B6)
where in the first equality we used Eq.(B1) in the denominator (and neglected the terms of order dt2), while in the
second equality we used Eq.(B5).
On the other hand, as said, given the state |ψ(t)〉〈ψ(t)| at time t, we will have the jump described by Rψ(t),k in
Eq.(B2), i.e. (compare with Eq.(11))
|ψ(t)〉〈ψ(t)| → Rψ,k|ψ(t)〉〈ψ(t)R
†
ψ,k
‖Rψ,k|ψ(t)〉‖2 = |φψ(t),k〉〈φψ(t),k|, (B7)
with probability as in Eq.(12).
8All in all, if we average the state at time t + dt over the trajectories where the state at time t is |ψ(t)〉〈ψ(t)|, we
get the mixture of the states obtained via the deterministic evolution or one of the jumps, each weighted with the
corresponding probability: using Eqs.(B6), (B7) and (12), such a (conditioned) average corresponds to
P detψ(t)
(1− iK(t)dt)|ψ(t)〉〈ψ(t)|(1 + iK†(t)dt)
P detψ(t)
+
N∑
k=1
rψ(t),k|φψ(t),k〉〈φψ(t),k| dt
= |ψ(t)〉〈ψ(t)| − i [H, |ψ(t)〉〈ψ(t)|] dt− 1
2
{Γ(t), |ψ(t)〉〈ψ(t)|}dt+ Jt(|ψ(t)〉〈ψ(t)|)dt, (B8)
where the equality is due to Eqs.(B1) and (B3), and we neglected the terms of order dt2. Finally, we perform a second
average, this time with respect to the pure states |ψ(t)〉〈ψ(t)| we fixed at time t, so that we get the average over
all the trajectories; the previous expression then yields the first order expansion of the time-local master equation
dρ(t)/(dt) = Lt(ρ(t)) with Lt as in Eq.(1), which concludes the proof.
Indeed, the proof above does not depend on the specific representation of the generator Lt (see the previous section)
and then it holds for any Jt, along with the Γ(t) defined in Eq.(A2), as long as the corresponding rate operator Rψ(t)
is positive.
Appendix C: Proof of Proposition 1
The proof easily follows from the well known min-max principle for Hermitian matrices: let A be a Hermitian n×n
matrix, and let
λn ≥ λn−1 ≥ . . . ≥ λ1
be the real eigenvalues of A. Then
λk = max
Σ
min
x∈Σ
〈x|A|x〉 (C1)
where x is normalized, and Σ is a (n− k + 1)-dimensional subspace of Cn.
Now, since Wψ = (1− P )Rψ(1− P ) ≥ 0, one has for any x ∈ Σ = (1− P )Cn
〈x|Rψ|x〉 = 〈x|Wψ|x〉 ≥ 0.
Hence, from (C1) one finds λ2 ≥ 0 (since in (C1) one maximizes over all Σs), and hence only λ1 may be negative.
Appendix D: Proof that Jt in Eq.(15) defines a positive map
Defining
K(t) =
∫
U(N)
L†t(U†)UdU, (D1)
one finds for an arbitrary V ∈ U(N)∫
U(N)
L†t(V U†)UdU =
∫
U(N)
L†t(U ′†)U ′V dU ′ = K(t)V, (D2)
with U ′ = UV †. Hence for an arbitrary system operator X one has∫
U(N)
L†t(XU†)UdU = K(t)X. (D3)
Now we use the dissipativity condition
L†t(Y †Y ) ≥ L†t(Y †)Y + Y †L†t(Y ), (D4)
9for Y = UX, with U ∈ U(N). It leads to
L†t(Y †Y ) ≥ L†t(X†U†)UX +X†U†L†t(UX) = L†t(X†U†)UX +X†[L†t(X†U†)U ]†. (D5)
Averaging over U(N) yields∫
U(N)
L†t(Y †Y )dU ≥
∫
U(N)
L†t(X†U†)UdU X + +X†
(∫
U(N)
L†t(X†U†)UDU
)†
= K(t)X†X +X†XK†(t), (D6)
and hence defining a linear map as in Eq.(15),
J†t(X) = L†t(X)− (K(t)X +XK†(t)), (D7)
we have shown that
J†t(X
†X) ≥ 0, (D8)
which proves that the map Jt is positive.
Appendix E: Positivity of the rate operators R1ψ(t) and R2ψ(t)
The qubit generator
Lt(ρ) = 1
2
3∑
k=1
γk(t)(σkρσk − ρ), (E1)
may be rewritten as
Lt(ρ) =
3∑
k=1
γk(t)(Jk(ρ)− ρ), (E2)
where
Jk(ρ) =
1
2
(σkρσk + ρ), (E3)
are CPTP for k = 1, 2, 3. The following map, i.e., Eq. (17),
Jt(ρ) =
3∑
k=1
γk(t)(Jk(ρ) + ρ) = Jt(ρ) + γ(t)ρ, (E4)
is positive for γ1 = γ2 = 1 and γ3(t) = − tanh t. The proof is based on the following observation: for a qubit system
a linear map Φ : M2(C)→M2(C) is positive if and only the corresponding Choi matrix CΦ
CΦ :=
2∑
i,j=1
|i〉〈j| ⊗ Φ(|i〉〈j|)
satisfies
CΦ = A+ (1⊗ T )B,
where A and B are positive 4× 4 matrices, and ‘1⊗ T ’ denotes partial transposition. The Choi matrix for the map
Jt reads
CJt =

2(1− tanh t) 0 0 2
0 2 0 0
0 0 2 0
2 0 0 2(1− tanh t)
 = A+ (1⊗ T )B, (E5)
10
with
A =

2(1− tanh t) 0 0 0
0 0 0 0
0 0 0 0
0 0 0 2(1− tanh t)
 , B =

0 0 0 0
0 2 2 0
0 2 2 0
0 0 0 0
 . (E6)
It is evident that both A and B are positive, which proves positivity of the map map Jt and hence R1ψ(t) ≥ 0.
Similarly one may prove that R2ψ(t) ≥ 0. In this case the corresponding Choi matrix reads
CJt =

2 0 0 2(1 + tanh t)
0 2 0 0
0 0 2 0
2(1 + tanh t) 0 0 2
 = A′ + (1⊗ T )B′, (E7)
with
A′ =

2 0 0 2
0 0 0 0
0 0 0 0
2 0 0 2
 , B′ =

0 0 0 0
0 2 2 tanh t 0
0 2 tanh t 2 0
0 0 0 0
 . (E8)
Appendix F: Positivity of Jt for the phase covariant master equation
Consider the phase-covariant generator (compare with Eq.(20))
Lt(ρ) = −iω(t)
2
[σz, ρ] + γ+(t)L+(ρ) + γ−(t)L−(ρ) + γz(t)Lz(ρ), (F1)
where L±(ρ) = σ±ρσ∓− 12{σ∓σ±ρ} and Lz(ρ) = σzρσz−ρ. This generator gives rise to a P-divisible evolution if and
only if
γ+(t) ≥ 0, γ−(t) ≥ 0,
√
γ+(t)γ−(t) + 2γz(t) ≥ 0. (F2)
Now, suppose that γz(t) < 0. We prove that the map
Jt(ρ) = (γ+(t)σ+ρσ− + γ−(t)σ−ρσ+ + γz(t)σzρσz) +
1
2
[γ+(t) + γ−(t) + 2γz(t)]ρ (F3)
is positive, as long as Eq.(F2) is satisfied. The corresponding Choi matrix reads (we skip the time dependence)
C =

γz 0 0 −γz
0 γ+ 0 0
0 0 γ− 0
−γz 0 0 γz
+
(
γ+ + γ−
2
+ γz
)
1 0 0 1
0 0 0 0
0 0 0 0
1 0 0 1
 , (F4)
and hence
C = X + (1⊗ T )Y,
with
X =

a+ b 0 0 a
0 0 0 0
0 0 0 0
a 0 0 a+ b
 , Y =

0 0 0 0
0 γ+
√
γ+γ− 0
0
√
γ+γ− γ− 0
0 0 0 0
 , (F5)
and
a =
γ+ + γ−
2
−√γ+γ− , b = √γ+γ− + 2γz;
X and Y are easily shown to be positive under the validity of Eq.(F2).
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Figure 2. (Color online) Simulation results using rate operator R3 [(a), (b)] and W [(c), (d)]. Seven example pure state
trajectories are displayed in (a) and (c) by plotting the probability of state |1〉. Final steady state distributions for Bloch vector
X and Z components, with 500 trajectories, are shown in (b) and (d). Here, each dot corresponds to single trajectory. In (d),
all the 500 dots have the value Z = 0 and X = −1/2 or X = +1/2, i.e., we have only two distinctively visible dots. The insets
in (b) and (d) demonstrate the agreement between the analytical and simulation results by using the coherence ρ12 and having
104 trajectories. In the insets, the solid line is the analytical result and the dots are the simulation results. The error bars are
similar to the size of the dots. In all the panels, the initial state is |ψ(0)〉 = √0.1|1〉 +√0.9|2〉 and the used time step size is
dt = 0.002.
Appendix G: Unraveling of the ENM master equation with R3 and W
In the main text we showed the simulation results for the ENM master equation (16) with rates γ1 = γ2 = 1,
and γ3(t) = −tanht and using the rate operators R1 [cf. (18)] and R2 [cf. (19)]. In the following, we will define yet
another positive rate operator R3 and display the corresponding simulation results for this and also for W [cf. (5)].
Moreover, we describe further the differences between all of the used operators.
So, consider the rate operator
R3ψ =
1
2
3∑
k=1
γk(t)σk|ψ(t)〉〈ψ(t)|σk − 1
2
γ3(t)|ψ(t)〉〈ψ(t)|, (G1)
that is positive as we subtract a negative operator proportional to the projector Pψ(t), γ3(t) < 0. The corresponding
deterministic evolution is fixed by the linear operator K3(t) = i4 [γ1(t) + γ2(t)]1. We show the simulation results
in Fig. 2 (a) and (b) with the same used initial state as in the main text. The example realizations in Fig. 2 (a)
demonstrate that, similarly to R1 (cf. Fig. 1), the jumps continue even though the steady state has been reached.
However, contrary to R1, now it holds all the time that ρ11 6 0.1 or ρ11 > 0.9. This can be seen more clearly in
Fig. 2 (b). While the distribution of trajectories in steady state for R1 contained arcs on western and eastern side
of the XZ-plane of the Bloch sphere, now with R3 the distribution covers arcs on northern and southern sides of the
circle. As before, there is excellent agreement between the analytical and simulation results [see the inset of Fig. 2
(b).]
The last operator we consider is W, see Eq. (5). We display the simulation results in Fig. 2 (c) and (d). With the
example realizations in Fig. 2 (c), one can clearly see that now also the deterministic evolution changes the states.
Moreover, the jumps happen between a pair of states only and terminate when the steady state is reached. Fig. 2 (d)
12
Rate Asymptotic Deterministic Time-independent Effective ensemble
operator jumps? changes? measurement basis? size
R1 yes no no ∞
R2 no no yes 3
R3 yes no no ∞
W no yes no 2
Table I. The basic characterization of the four used rate operators for stochastic simulations. Quantum jumps can either
continue or terminate when steady state is reached. Depending on the form of the effective Hamiltonian giving the deterministic
evolution, the state of the trajectory can either change or remain unchanged after renormalization. The measurement basis
for the measurement scheme interpretation can be either time-dependent or time-independent. The effective ensemble size
describes how many different kinds of state vectors the ensemble consists of point-wise in time.
shows that similarly to R2 [cf. Fig. 1 (d)], all the trajectories eventually end up being on one of the two states on
the equator of the Bloch sphere. However, how they reach these points is totally different that with R2. In terms of
the measurement scheme, there is another crucial difference between W and R2. With W the measurement basis is
time-dependent, while with R2 it is time independent.
Table I collects and compares the properties of all the used four operators in terms of (i) whether the quantum
jumps continue also in the asymptotic regime or terminate when the steady state is reached, (ii) whether the de-
terministic evolution changes the state of the trajectories, (iii) whether the measurement basis is time-dependent or
time-independent, and (iv) what is the effective ensemble size in the simulation (how many different kinds of state
vectors the ensemble consists of point-wise in time). Overall, the rate operator R2 has the most appealing properties
from simulation and fundamental interpretation points of views.
