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Abstract
We review results concerning the critical behavior of spin systems at equilib-
rium. We consider the Ising and the general O(N)-symmetric universality classes,
including the N → 0 limit that describes the critical behavior of self-avoiding
walks. For each of them, we review the estimates of the critical exponents, of the
equation of state, of several amplitude ratios, and of the two-point function of the
order parameter. We report results in three and two dimensions. We discuss the
crossover phenomena that are observed in this class of systems. In particular, we
review the field-theoretical and numerical studies of systems with medium-range
interactions.
Moreover, we consider several examples of magnetic and structural phase tran-
sitions, which are described by more complex Landau-Ginzburg-Wilson Hamil-
tonians, such as N -component systems with cubic anisotropy, O(N)-symmetric
systems in the presence of quenched disorder, frustrated spin systems with non-
collinear or canted order, and finally, a class of systems described by the tetragonal
Landau-Ginzburg-Wilson Hamiltonian with three quartic couplings. The results
for the tetragonal Hamiltonian are original, in particular we present the six-loop
perturbative series for the β-functions. Finally, we consider a Hamiltonian with
symmetry O(n1)⊕O(n2) that is relevant for the description of multicritical phe-
nomena.
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Plan of the review
The main issue of this review is the critical behavior of spin systems at equilibrium.
In Sec. 1 we introduce the notations and the basic renormalization-group results for the critical exponents,
the equation of state, and the two-point function of the order parameter, which are used throughout the
paper.
In Sec. 2 we outline the most important methods that are used in the study of equilibrium spin systems:
high-temperature expansions, Monte Carlo methods, and field-theoretical methods. It is not a comprehensive
review of these techniques; the purpose is to present the most efficient methods and to discuss their possible
sources of error.
In the following sections we focus on specific systems and universality classes. Sec. 3 is dedicated to the
Ising universality class in three and two dimensions. Secs. 4 and 5 consider the three-dimensional XY and
Heisenberg universality classes respectively. In Sec. 6 we discuss the three-dimensional O(N) universality
classes with N ≥ 4, with special emphasis on the physically relevant cases N = 4 and N = 5. Secs. 7 and 8
are devoted to the special critical behaviors of the two-dimensional models with continuous O(N) symmetry,
i.e. the Kosterlitz-Thouless transition, which occurs in the XY model, and the peculiar exponential behavior
characterizing the zero-temperature critical limit of the O(N) vector model with N ≥ 3. Finally, in Sec. 9
we discuss the limit N → 0 that describes the asymptotic properties of self-avoiding walks and of polymers
in dilute solutions and in the good-solvent regime. For each of these models, we review the estimates of
the critical exponents, of the equation of state, of several universal amplitude ratios, and of the two-point
function of the order parameter.
In Sec. 10 we discuss the crossover phenomena that are observed in this class of systems. In particular,
we review the field-theoretic and numerical studies of systems with medium-range interactions.
In Sec. 11 we consider several examples of magnetic and structural phase transitions, which are described
by more complex Landau-Ginzburg-Wilson Hamiltonians. We present field-theoretical results and we com-
pare them with other theoretical and experimental estimates. In Sec. 11.3 we discuss N -component systems
with cubic anisotropy, and in particular the stability of the O(N)-symmetric fixed point in the presence of
cubic perturbations. In Sec. 11.4 we consider O(N)-symmetric systems in the presence of quenched disorder,
focusing on the randomly dilute Ising model that shows a different type of critical behavior. In Sec. 11.5
we discuss the critical behavior of frustrated spin systems with noncollinear or canted order. In Sec. 11.6
we discuss a class of systems described by the tetragonal Landau-Ginzburg-Wilson Hamiltonian with three
quartic couplings. This section contains original results, in particular the six-loop perturbative series of the
β-functions. Finally, in Sec. 11.7 we consider a Hamiltonian with symmetry O(n1)⊕O(n2), which is relevant
for the description of multicritical phenomena.
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1 The theory of critical phenomena
1.1 Introduction
The theory of critical phenomena has quite a long history. In the XIX century Andrews [47] discovered a
peculiar point in the P − T plane of carbon dioxide, where the properties of the liquid and of the vapor
become indistinguishable and the system shows critical opalescence: It was the first observation of a critical
point. Thirty years later, Pierre Curie [312] discovered the ferromagnetic transition in iron and realized
the similarities of the two phenomena. However, a quantitative theory was still to come. Landau [683]
was the first one proposing a general framework that provided a unified explanation of these phenomena.
His model, which corresponds to the mean-field approximation, gave a good qualitative description of the
transitions in fluids and magnets. However, Onsager’s solution [863] of the two-dimensional Ising model [561]
and Guggenheim’s results on the coexistence curve of simple fluids [479] showed that Landau’s model is not
quantitatively correct. In the early 60’s the modern notations were introduced by Fisher [400]. Several scaling
relations among critical exponents were derived [375,454,1113], and a scaling form for the equation of state
was proposed [346, 887, 1115]. A more general framework was introduced by Kadanoff [599]. However,
a satisfactory understanding was reached only when the scaling ideas were reconsidered in the general
renormalization-group (RG) framework by Wilson [1121, 1122, 1126]. Within the new framework, it was
possible to explain the critical behavior of most of the systems and their universal features; for instance,
why fluids and uniaxial antiferromagnets behave quantitatively in an identical way at the critical point.
Since then, critical phenomena have been the object of extensive studies and many new ideas have
been developed in order to understand the critical behavior of increasingly complex systems. Moreover, the
concepts that first appeared in condensed-matter physics have been applied to different areas of physics, such
as high-energy physics, and even outside, e.g., to computer science, biology, economics, and social sciences.
In high-energy physics, the RG theory of critical phenomena provides the natural framework for defining
quantum field theories at a nonperturbative level, i.e., beyond perturbation theory (see, e.g., Ref. [1152]).
For example, the Euclidean lattice formulation of gauge theories proposed by Wilson [1123, 1124] provides
a nonperturbative definition of quantum chromodynamics (QCD), the theory that is supposed to describe
the strong interactions in subnuclear physics. QCD is obtained as the critical zero-temperature (zero-
bare-coupling) limit of appropriate four-dimensional lattice models and may therefore be considered as a
particular four-dimensional universality class, characterized by a peculiar exponential critical behavior (see,
e.g., Refs. [308, 570, 798, 1152]). Wilson’s formulation represented a breakthrough in the study of QCD,
because it lends itself to nonperturbative computations using statistical-mechanics techniques, for instance
by means of Monte Carlo simulations (see, e.g., Ref. [309]).
The prototype of models with a continuous phase transition is the celebrated Ising model [561]. It is
defined on a regular lattice with Hamiltonian
H = −J
∑
〈ij〉
sisj −H
∑
i
si, (1.1)
where si = ±1, and the first sum is extended over all nearest-neighbor pairs 〈ij〉. The partition function is
defined by
Z =
∑
{si}
e−H/T . (1.2)
The Ising model provides a simplified description of a uniaxial magnet in which the spins align along a
specific direction. The phase diagram of this system is well known, see Fig. 1. For zero magnetic field, there
is a paramagnetic phase for T > Tc and a ferromagnetic phase for T < Tc, separated by a critical point at
T = Tc. Near the critical point long-range correlations develop, and the large-scale behavior of the system
can be studied using the RG theory.
The Ising model can easily be mapped into a lattice gas. Consider the Hamiltonian
H = −4J
∑
〈ij〉
ρiρj − µ
∑
i
ρi, (1.3)
where ρi = 0, 1 depending if the site is empty or occupied, and µ is the chemical potential. If we define
si = 2ρi − 1, we reobtain the Ising-model Hamiltonian with H = 2qJ + µ/2, where q is the coordination
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Figure 1: The phase diagram of a magnetic system (left) and of a simple fluid (right).
Table 1: Relation between fluid and magnetic quantities. Here F and A are respectively the Gibbs and the
Helmholtz free energy, CP and CV the isobaric and isochoric specific heats, CM and CH the specific heats at
fixed magnetization and magnetic field, κT the isothermic compressibility, and χ the magnetic susceptibility.
ρc and µc are the values of the density and of the chemical potential at the critical point.
FLUID MAGNET
density: ρ− ρc magnetization M
chemical potential: µ− µc magnetic field H
CP = −T
(
∂2F
∂T 2
)
P
CH = −T
(
∂2F
∂T 2
)
H
CV = −T
(
∂2A
∂T 2
)
V
CM = −T
(
∂2A
∂T 2
)
M
κT =
1
ρ
(
∂ρ
∂P
)
T
= − 1
V
(
∂2F
∂P 2
)
T
χ =
(
∂M
∂H
)
T
= −
(
∂2F
∂H2
)
T
number of the lattice. Thus, for µ = −4qJ , there is an equivalent transition separating the gas phase for
T > Tc from a liquid phase for T < Tc.
The lattice gas is a crude approximation of a real fluid. Nonetheless, the universality of the behavior
around a continuous phase-transition point implies that certain quantities, e.g., critical exponents, some
amplitude ratios, scaling functions, and so on, are identical in a real fluid and in a lattice gas, and hence in
the Ising model. Thus, the study of the Ising model provides exact predictions for the critical behavior of
real fluids, and in general for all transitions belonging to the Ising universality class, whose essential features
are a scalar order parameter and effective short-range interactions.
In the following, we will use a magnetic “language.” In Table 1 we write down the correspondences between
fluid and magnetic quantities. The quantity that corresponds to the magnetic field is the chemical potential.
However, such a quantity is not easily accessible experimentally, and thus one uses the pressure as second
thermodynamic variable. The phase diagram of a real fluid is shown in Fig. 1 (right). The low-temperature
line (in boldface) appearing in the magnetic phase diagram corresponds to the liquid-gas transition line
between the triple and the critical point. Of course, this description is only valid in a neighborhood of the
critical point. In magnetic systems there is a symmetry M → −M , H → −H that is absent in fluids. As a
consequence, although the leading critical behavior is identical, fluids show subleading corrections that are
not present in magnets.
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The generalization of the Ising model to systems with an N -vector order parameter and O(N) symmetry
provides other physically interesting universality classes describing several critical phenomena in nature, such
as some ferromagnetic transitions, the superfluid transition of 4He, the critical behavior of polymers, etc.
This review will mostly focus on the critical behavior of N -vector models at equilibrium. This issue has
been amply reviewed in the literature, see, e.g., Refs. [266, 405, 411, 570, 659, 746, 883, 1152]. Other reviews
can be found in the Domb-Green-Lebowitz book series. We will mainly discuss the recent developments.
Other systems, described by more complex Landau-Ginzburg-Wilson Hamiltonians, will be considered in the
last section.
1.2 The models and the basic thermodynamic quantities
In this review we mainly deal with systems whose critical behavior can be described by the Heisenberg
Hamiltonian (in Sec. 11 we will consider some more general theories that can be studied with similar
techniques). More precisely, we consider a regular lattice, N -vector unit spins defined at the sites of the
lattice, and the Hamiltonian1
H = −β
∑
〈ij〉
~si · ~sj −
∑
i
~H · ~si, (1.4)
where the summation is extended over all lattice nearest-neighbor pairs 〈ij〉, and β is the inverse temperature.
This model represents the natural generalization of the Ising model, which corresponds to the case N = 1.
One may also consider more general Hamiltonians of the form
H = −β
∑
〈ij〉
~φi · ~φj +
∑
i
V (φi)−
∑
i
~H · ~φi, (1.5)
where ~φi is an N -dimensional vector and V (x) is a generic potential such that∫ ∞
−∞
ebx
2−V (x) < +∞ (1.6)
for all real b. A particular case is the φ4 Hamiltonian
H = −β
∑
〈ij〉
~φi · ~φj +
∑
i
[
λ(~φ 2i − 1)2 + φ2i
]
−
∑
i
~H · ~φi, (1.7)
which is the lattice discretization of the continuum theory
H =
∫
ddx
{
1
2∂µ~ϕ(x) · ∂µ~ϕ(x) + 12r ~ϕ(x) · ~ϕ(x) + 14!u [~ϕ(x) · ~ϕ(x)]2 − ~H · ~ϕ(x)
}
, (1.8)
where, in the case of a hypercubic lattice,
ϕ = β1/2φ, r =
2− 4λ
β
− 2d, u = 4! λ
β2
. (1.9)
The partition function is given by
Z(H,T ) =
∫ [∏
i
dµ(~φi)
]
e−H, (1.10)
where dµ(~φ) = dNφ when φ is an unconstrained vector and dµ(~s) = dNs δ(s2 − 1) for the Heisenberg
Hamiltonian. We will only consider the classical case, i.e., our spins will always be classical fields and not
quantum operators.
1Note that here and in the following our definitions differ by powers of the temperature from the standard thermodynamic
definitions. It should be easy for the reader to reinsert these factors any time they are needed. See Sec. 2.1 of Ref. [932] for a
discussion of the units.
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As usual, we introduce the Gibbs free-energy density
F(H,T ) = − 1
V
logZ(H,T ), (1.11)
and the related Helmholtz free-energy density
A(M,T ) = ~M · ~H + F(H,T ), (1.12)
where V is the volume. Here ~M is the magnetization density defined by
~M = −
(
∂F
∂ ~H
)
T
. (1.13)
General arguments of thermal and mechanical stability imply CP ≥ 0, CV ≥ 0, and κT ≥ 0, and also
CH ≥ 0, CM ≥ 0, and2 χ ≥ 0. These results allow us to prove the convexity3 properties of the free energy,
for instance using Ho¨lder’s inequality [472]. The positivity of the specific heats at constant magnetic field
and magnetization and of the susceptibility implies that the Gibbs free energy is concave in T and H , and
the Helmholtz free energy is concave in T and convex in M .
We consider several thermodynamic quantities:
1. The magnetic susceptibility χ:
χ = − ∂
2F
∂ ~H · ∂ ~H
=
∑
x
[
〈~φx · ~φ0〉 − 〈~φ0〉2
]
. (1.14)
For vector systems one may also define
χab = − ∂
2F
∂Ha∂Hb
, (1.15)
and, if Ha = Hδa1, the transverse and longitudinal susceptibilities
χL = χ
11, χT =
1
(N − 1)(χ− χL). (1.16)
Note that χab = δabχT for a, b 6= 1, because of the residual O(N − 1) invariance.
2. The 2n-point connected correlation function χ2n at zero momentum:
χ2n = − ∂
2nF
(∂ ~H · ∂ ~H)n
. (1.17)
For the Ising model in the low-temperature phase one should also consider odd derivatives of the Gibbs
free energy χ2n+1.
3. The specific heat at fixed magnetic field and at fixed magnetization:
CH = −T
(
∂2F
∂T 2
)
H
, CM = −T
(
∂2A
∂T 2
)
M
. (1.18)
4. The two-point correlation function:
G(x) = 〈~φx · ~φ0〉 − 〈~φ0〉2, (1.19)
2Note that it is not generically true that the magnetic susceptibility is positive. For instance, in diamagnets χ < 0.
3 We remind the reader that a function f(x) is convex if f(ax+ by) ≤ af(x) + bf(y) for all x, y, 0 ≤ a, b ≤ 1 with a+ b = 1.
If the opposite inequality holds, the function is concave.
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whose zero-momentum component is the magnetic susceptibility, i.e. χ =
∑
xG(x). In the low-
temperature phase, for vector models, one distinguishes transverse and longitudinal contributions. If
Ha = Hδa1 we define
GL(x) = 〈φ1x φ10〉 −M2, GT (x) = 〈φax φa0〉, (1.20)
where a 6= 1 is not summed over.
5. The exponential or true correlation length (inverse mass gap)
ξgap = − lim sup
|x|→∞
|x|
logG(x)
. (1.21)
6. The second-moment correlation length
ξ =
[
1
2d
∑
x |x|2G(x)∑
xG(x)
]1/2
. (1.22)
1.3 Critical indices and scaling relations
In three dimensions and for H = 0, the Hamiltonian (1.5) displays a low-temperature magnetized phase sep-
arated from a paramagnetic phase by a critical point. The transition may be either first-order or continuous,
depending on the potential V (φ). The continuous transitions are generically characterized by a nontrivial
power-law critical behavior controlled by two relevant quantities, the temperature and the external field.
Specific choices of the parameters may lead to multicritical transitions. For instance, tricritical transitions
require the additional tuning of one parameter in the potential; in three dimensions they have mean-field
exponents with logarithmic corrections. We shall not consider them here. The interested reader should
consult Ref. [689].
In two dimensions a power-law critical behavior is observed only for N < 2. For N = 2 the systems
show a Kosterlitz-Thouless transition [670] with a different scaling behavior. This is described in Sec. 7.
For N ≥ 3 there is no finite-temperature phase transition and correlations are finite for all temperatures
T 6= 0, diverging for T → 0. These systems are discussed in Sec. 8. In this section we confine ourselves to
the “standard” critical behavior characterized by power laws.
When the reduced temperature
t ≡ T − Tc
Tc
=
βc − β
β
(1.23)
goes to zero and the magnetic field vanishes, all quantities show power-law singularities. It is customary to
consider three different trajectories in the (t,H) plane.
• The high-temperature phase at zero field: t > 0 and H = 0. For t→ 0 we have
TcCH ≈ A+ t−α, (1.24)
for the specific heat, and
χ ≈ NC+ t−γ , χ2n ≈ Rn,NC+2n t−γ2n , (1.25)
ξ ≈ f+ t−ν , ξgap ≈ f+gap t−ν , (1.26)
where Rn,N = N(N + 2) . . . (N + 2n− 2)/(2n− 1)!! (note that Rn,1 = 1). In this phase the magneti-
zation vanishes.
• The coexistence curve: t < 0 andH = 0. In this case we should distinguish scalar systems (N = 1) from
vector systems (N ≥ 2). Indeed, on the coexistence line vector systems show Goldstone excitations
and the two-point function at zero momentum diverges. Therefore, χ, χ2n, ξ, and ξgap are infinite at
the coexistence curve, i.e. for |H | → 0 and any t < 0. We define
TcCH ≈ A− (−t)−α
′
, (1.27)
|M | ≈ B(−t)β , (1.28)
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and for a scalar theory
χ ≈ C− (−t)−γ′ , χn ≈ C−n (−t)−γ
′
n , (1.29)
ξ ≈ f− (−t)−ν′ , ξgap ≈ f−gap (−t)−ν
′
. (1.30)
In the case of vector models, a transverse correlation length [383]
ξT ≈ f−T (−t)−ν
′
(1.31)
is defined from the stiffness constant ρs (see Eq. (1.136) below for the definition). In the case of the
Ising model, another interesting quantity is the interface tension σ, which, for t→ 0−, behaves as
σ = σ0(−t)µ. (1.32)
• The critical isotherm t = 0. For |H | → 0 we have
~M ≈ Bc ~H |H |(1−δ)/δ, ξ ≈ f c|H |−νc , ξgap ≈ f cgap|H |−νc . (1.33)
The scaling of the n-point connected correlation functions is easily obtained from that of ~M by taking
derivatives with respect to ~H . For instance, we have
χ ≈ Cc|H |(1−δ)/δ, χL ≈ CcL|H |(1−δ)/δ, (1.34)
where
Cc =
Bc
δ
(1 +Nδ − δ), CcL =
Bc
δ
. (1.35)
Moreover, one introduces the exponent η to describe the behavior of the two-point function at the critical
point T = Tc, H = 0, i.e.,
G(x) ∼ 1|x|d−2+η . (1.36)
The critical exponent η measures the deviations from a purely Gaussian behavior.
The exponents that we have introduced are not independent. Indeed, RG predicts several relations among
them. First, the exponents in the high-temperature phase and on the coexistence curve are identical, i.e.
α = α′, ν = ν′, γ = γ′, γ2n = γ
′
2n, (1.37)
Second, the following relations hold:
α+ 2β + γ = 2, 2− α = β(δ + 1), βδνc = ν,
γ = ν(2 − η), γ2n = γ + 2(n− 1)∆gap, (1.38)
where ∆gap is the “gap” exponent, which controls the radius of the disk in the complex-temperature plane
without zeroes, i.e. the gap, of the partition function (Yang-Lee theorem). Below the upper critical dimen-
sion, i.e. for d < 4, also the following “hyperscaling” relations are supposed to be valid:
2− α = dν, 2∆gap = dν + γ. (1.39)
Moreover, the exponent µ related to the interface tension in the Ising model satisfies the hyperscaling
relation [1114] µ = (d− 1)ν. Using the scaling and hyperscaling relations, one also obtains
δ =
d+ 2− η
d− 2 + η , β =
ν
2
(d− 2 + η) . (1.40)
For d > 4 the hyperscaling relations do not hold, and the critical exponents assume the mean-field values:
γ = 1, ν =
1
2
, η = 0, α = 0, β =
1
2
, δ = 3, µ =
3
2
. (1.41)
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Table 2: Definitions of several universal amplitude ratios. Those involving C−, C−n , f
−, f−gap, and σ0 are
defined only for N = 1.
Universal Amplitude Ratios
U0 ≡ A+/A− U2 ≡ C+/C−
U4 ≡ C+4 /C−4 R+4 ≡ −C+4 B2/(C+)3
R+c ≡ αA+C+/B2 R−c ≡ αA−C−/B2
R−4 ≡ C−4 B2/(C−)3 Rχ ≡ C+Bδ−1/(Bc)δ
v3 ≡ −C−3 B/(C−)2 v4 ≡ −C−4 B2/(C−)3 + 3v23
g+4 ≡ −C+4 /[(C+)2(f+)d] w2 ≡ C−/[B2(f−)d]
Uξ ≡ f+/f− Uξgap ≡ f+gap/f−gap
Q+ ≡ αA+(f+)d Q− ≡ αA−(f−)d
R+ξ ≡ (Q+)1/d Q+ξ ≡ f+gap/f+
Q−ξ ≡ f−gap/f− Qcξ ≡ f cgap/f c
Qc ≡ B2(f+)d/C+ Q2 ≡ (f c/f+)2−ηC+/Cc
Rσ ≡ σ0(f−)d−1 R+σ ≡ σ0(f+)d−1
Pm ≡ T βp B/Bc Rp ≡ C+/Cp
In the following we only consider the case d < 4 and thus we use the hyperscaling relations.
It is important to remark that the scaling behavior of the specific heat given above, cf. Eqs. (1.24) and
(1.27), is correct only if α > 0. If α < 0 the analytic background cannot be neglected, and the critical
behavior is
TcCH ≈ A±|t|−α +B (1.42)
for α > −1. The amplitudes A± are positive (resp. negative) for α > 0 (resp. α < 0), see, e.g., Ref. [227].
This fact is confirmed by the critical behavior of all known systems in the universality classes corresponding
to N -vector models. Moreover, there are interesting cases, for instance the two-dimensional Ising model, in
which the specific heat diverges logarithmically,
TcCH ≈ −A± log |t|. (1.43)
The critical behaviors reported in this section are valid asymptotically close to the critical point. Scaling
corrections are controlled by a universal exponent ω, which is related to the RG dimension of the leading
irrelevant operator. For H = 0, both in the high- and in the low-temperature phase, the scaling corrections
are of order |t|∆ with ∆ = ων, while on the critical isotherm they are of order |H |∆c with ∆c = ωνc.
The critical exponents are universal in the sense that they have the same value for all systems belonging
to a given universality class. The amplitudes instead are not universal and depend on the microscopic param-
eters, and therefore on the particular system considered. Nonetheless, RG predicts that some combinations
are universal. Several universal amplitude ratios are reported in Table 2. Those involving the amplitudes of
the susceptibilities and of the correlation lengths on the coexistence curve, and the amplitude of the interface
tension are defined only for a scalar theory (Ising universality class).
We also consider another trajectory in the (T,H) plane, the crossover or pseudocritical line tmax(H),
which is defined as the reduced temperature for which the longitudinal magnetic susceptibility χL(t,H) has
a maximum at |H | fixed. RG predicts
tmax(H) = Tp|H |1/(γ+β), χL(tmax, H) = Cpt−γmax. (1.44)
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Some related universal amplitude ratios are defined in Table 2.
Finally, we mention the relation between ferromagnetic and antiferromagnetic models on bipartite lattices,
such as simple cubic and bcc lattices. In an antiferromagnetic model the relevant critical quantities are the
staggered ones. For instance, on a cubic lattice the staggered susceptibility is given by
χstagg =
∑
x
(−1)p(x)〈σ0σx〉, (1.45)
where p(x) = mod (x1+ . . .+xd, 2) is the parity of x. One may easily prove that χstagg = χferro, where χferro
is the ordinary susceptibility in the ferromagnetic model. The critical behavior of the staggered quantities is
identical to the critical behavior of the zero-momentum quantities in the ferromagnetic model. The critical
behavior of the usual thermodynamic quantities in antiferromagnets is different, although still related to
that of the ferromagnetic model. For instance, the susceptibility behaves as [399]
χ ≈ c0 + c1t+ . . .+ b0|t|1−α + . . . (1.46)
Higher-order moments of the two-point function, i.e.
∑
x |x|nG(x), show a similar behavior [243].
1.4 Rigorous results for N = 1
Several rigorous results have been obtained for spin systems with N = 1 and N → 0 (as we shall see, in
the limit N → 0 spin models can be mapped into walk models, see Sec. 9). We report here only the most
relevant ones for N = 1 and refer the reader to Refs. [83,388,749] for a detailed presentation of the subject.
Most of the results deal with the general ferromagnetic Hamiltonian
H = −
∑
i<j
Kijφiφj −
∑
i
hiφi, (1.47)
where Kij , hi are arbitrary positive numbers, and the first sum is extended over all lattice pairs. The
partition function is given by
Z =
∫ ∏
i
[dφi F (φi)] e
−H, (1.48)
where F (x) is an even function satisfying∫ ∞
−∞
dxF (x) ebx
2
< +∞, (1.49)
for all real b. For this class of Hamiltonians the following results have been obtained:
• Fisher [404] proved the inequality: γ ≤ (2− η)ν.
• Sokal [1019] proved that χ ≤ const(1 + ξ2) for T > Tc, implying γ ≤ 2ν. If we assume the scaling
relation γ = (2 − η)ν, then ην ≥ 0, and η ≥ 0 since ν > 0.
• The following Buckingham-Gunton inequalities have been proved [203,404]:
2− η ≤ dγ
′
2β + γ′
≤ dγ
′
2− α′ , 2− η ≤ d
δ − 1
δ + 1
. (1.50)
• Sokal [1018] proved that dν′ ≥ γ′ + 2β ≥ 2− α′.
Moreover, for the φ4 theory it has been shown that [81,462] γ ≥ 1, from which one may derive ν ≥ 1/2 using
γ ≤ 2ν.
Several additional results have been proved for d > 4, showing that the exponents have mean-field values.
In particular, Aizenman [27] proved that γ = 1, and then [28] that β = 1/2 and δ = 3 for all d ≥ 5. Moreover,
for the zero-momentum four-point coupling g4 defined by g4 ≡ −χ4/(χ2ξd), the inequality [27]
0 ≤ g4 ≤ const
ξd−4
→ 0 (1.51)
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holds, implying the absence of scattering (triviality) above four dimensions. For d = 4 the RG results
[175,687,1107]
χ(t) ∼ t−1| log t|1/3, ξgap(t) ∼ t−1/2| log t|1/6, g4 ∼ 1
n0 + | log t| , (1.52)
where n0 is a positive constant, have been proved for the weakly coupled φ
4 theory [506,507].
1.5 Scaling behavior of the free energy and of the equation of state
1.5.1 Renormalization-group scaling
According to RG, the Gibbs free energy obeys a general scaling law. Indeed, we can write it in terms of
the nonlinear scaling fields associated with the RG eigenoperators at the fixed point. If ui are the scaling
fields—they are analytic functions of t, H , and of any parameter appearing in the Hamiltonian—we have
F(H, t) = Freg(H, t) + Fsing(u1, u2, . . . , un, . . .), (1.53)
where Freg(H, t) is an analytic (also at the critical point) function of H and t which is usually called
background or bulk contribution. The function Fsing obeys a scaling law of the form [1105]:
Fsing(u1, u2, . . . , un, . . .) = b−dFsing(by1u1, by2u2, . . . , bynun, . . .), (1.54)
where b is any positive number and yn are the RG dimensions of the scaling fields.
4 In the models that we
consider, there are two relevant fields with yi > 0, and an infinite set of irrelevant fields with yi < 0. The
relevant scaling fields are associated with the temperature and the magnetic field. We assume that they
correspond to u1 and u2. Then u1 ∼ t and u2 ∼ |H | for t, |H | → 0. If we fix b by requiring by1 |u1| = 1 in
Eq. (1.54), we obtain
Fsing(u1, u2, . . . , un, . . .) = |u1|d/y1Fsing(signu1, u2|u1|−y2/y1 , . . . , un|u1|−yn/y1 , . . .). (1.55)
For n > 2, yi < 0, so that un|u1|−yn/y1 → 0 for t→ 0. Thus, provided that Fsing is finite and nonvanishing
in this limit,5 we can rewrite
Fsing(u1, u2, . . . , un, . . .) ≈ |t|d/y1Fsing(sign t, |H ||t|−y2/y1 , 0, 0, . . .). (1.56)
Using Eqs. (1.53) and (1.56), we obtain all scaling and hyperscaling relations provided that we identify
y1 =
1
ν
, y2 =
β + γ
ν
. (1.57)
Note that the scaling part of the free energy is expressed in terms of two different functions, depending
on the sign of t. However, since the free energy is analytic along the critical isotherm for H 6= 0, the two
functions are analytically related.
It is possible to avoid the introduction of two different functions by fixing b so that by2 |u2| = 1. This
allows us to write, for t→ 0 and |H | → 0,
Fsing(u1, u2, . . . , un, . . .) ≈ |H |d/y2Fsing(t|H |y1/y2 , 1, 0, 0, . . .), (1.58)
where we have used the fact that the free energy does not depend on the direction of ~H .
4This is the generic scaling form. However, in certain specific cases, the behavior is more complex with the appearance of
logarithmic terms. This may be due to resonances between the RG eigenvalues, to the presence of marginal operators, etc., see
Ref. [1105]. The simplest example that shows such a behavior is the two-dimensional Ising model, see, e.g., Ref. [1105].
5 This is expected to be true below the upper critical dimension, but not above it [406]. The breakdown of this hypothesis
causes a breakdown of the hyperscaling relations, and allows the recovery of the mean-field exponents for all dimensions above
the upper critical one.
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In conclusion, for |t| → 0, |H | → 0, t|H |−1/(β+γ) fixed, we have
F(H, t)−Freg(H, t) ≈ |t|dνF̂1,±(H |t|−β−γ) = |H |dν/(β+γ)F̂2(t|H |−1/(β+γ)), (1.59)
where F̂1,± apply for ±t > 0 respectively. Note that dν = 2 − α and dν/(β + γ) = 1 + 1/δ. The functions
F̂1,± and F̂2 are universal apart from trivial rescalings. Eq. (1.59) is valid in the critical limit. Two types of
corrections are expected: analytic corrections due to the fact that u1 and u2 are analytic functions of t and
|H |, and nonanalytic ones due to the irrelevant operators. The leading nonanalytic correction is of order
|u1|−y3/y1 ∼ t∆, or |u2|−y3/y2 ∼ |H |∆c , where we have identified y3 = −ω, ∆ = ων, ∆c = ωνc.
The Helmholtz free energy obeys similar laws. In the critical limit, for t → 0, |M | → 0, and t|M |−1/β
fixed, it can be written as
∆A = A(M, t)−Areg(M, t) ≈ |t|dνÂ1,±(|M ||t|−β) = |M |δ+1Â2(t|M |−1/β), (1.60)
where Areg(M, t) is a regular background contribution and Â1,± apply for ±t > 0 respectively. The functions
Â1,± and Â2 are universal apart from trivial rescalings. The equation of state is then given by
~H =
∂A
∂ ~M
. (1.61)
1.5.2 Normalized free energy and related quantities
In this section we define some universal functions related to Â1,+ and Â2. The function Â1,− for Ising
systems will be discussed in Sec. 1.5.4.
The function Â1,+(|M |t−β) may be written in terms of a universal function A1(z) normalized in the
high-temperature phase. The analyticity of the free energy outside the critical point and the coexistence
curve (Griffiths’ analyticity) implies that Â1,+(|M |t−β) has a regular expansion in powers of |M |2t−2β . We
introduce a new variable
z ≡ b1|M |t−β , (1.62)
and write
Â1,+(|M |t−β) = a10 + a11A1(z), (1.63)
where the constants are fixed by requiring that
A1(z) =
z2
2
+
z4
4!
+O(z6). (1.64)
The constants a10, a11, and b1 can be expressed in terms of amplitudes that have been already introduced,
i.e.,
a10 = − A
+
(2 − α)(1 − α) , a11 = −
(C+)2
C+4
, b1 =
[
− C
+
4
(C+)3
]1/2
. (1.65)
They are not universal since they are normalization factors. On the other hand, the ratio a11/a10 and
the function A1(z) are universal. It is worth mentioning that the ratio a11/a10 can be computed from the
function A1(z) alone. Indeed, given the function A1(z), there is a unique constant c such that t
2−α(c+A1(z))
is analytic on the critical isotherm. Such a constant is the ratio a10/a11.
The function Â2(t|M |−1/β) is usually normalized imposing two conditions, respectively at the coexistence
curve and on the critical isotherm. We introduce
x ≡ B1/β t|M |−1/β , (1.66)
where B is the amplitude of the magnetization, so that x = −1 corresponds to the coexistence curve. Then,
we define
Â2(t|M |−1/β) = a20A2(x), (1.67)
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requiring A2(0) = 1. This fixes the constant a20:
a20 =
(Bc)−δ
δ + 1
. (1.68)
Again, a20 is nonuniversal while A2(x) is universal.
The functions A1(z) and A2(x) are related:
A1(z) = −a10
a11
+Bδ+1
a20
a11
x−dν A2(x). (1.69)
The scaling equation of state can be written as
~H = a11b1
~M
|M |t
βδF (z) = (Bc)−δ ~M |M |δ−1f(x), (1.70)
and
F (z) ≡ A′1(z) f(x) ≡ A2(x) −
x
dν
A′2(x) (1.71)
Note that f(0) = 1, since A2(0) = 1, and f(−1) = 0 since x = −1 corresponds to the coexistence curve.
By solving Eq. (1.71) with the appropriate boundary conditions, it is possible to reobtain the free energy.
This is trivial in the case of A1(z). In the case of A2(x) we have
A2(x) = f(x) +
xf ′(0)
1− α − |x|
2−α
∫ x
0
dy |y|α−2 [f ′(y)− f ′(0)] (1.72)
for α > 0, see, e.g., Ref. [107]. For −1 < α < 0 one needs to perform an additional subtraction within the
integral [107].
It is useful to define universal functions starting from the Gibbs free energy, cf. Eq. (1.59). We introduce
a variable
y ≡
(
B
Bc
)1/β
t|H |−1/(β+γ), (1.73)
and define
F̂2(t|H |−1/(β+γ)) = − δB
c
δ + 1
G(y), (1.74)
so that G(0) = 1. The equation of state can now be written as
~M = Bc ~H |H |(1−δ)/δE(y), E(y) = G(y)− y
dν
∂G
∂y
. (1.75)
Clearly, E(y) and f(x) are related:
E(y) = f(x)−1/δ, y = xf(x)−1/(β+γ). (1.76)
Finally, we introduce a scaling function associated with the longitudinal susceptibility, by writing
χL = B
c|H |1/δ−1D(y), (1.77)
where
D(y) =
1
δ
[
E(y)− y
β
E′(y)
]
=
βf(x)1−1/δ
βδf(x) − xf ′(x) . (1.78)
The function D(y) has a maximum at y = ymax corresponding to the crossover line defined in Sec. 1.3. We
can relate ymax and D(ymax) to the amplitude ratios Pm and Rp defined along the crossover line, see Table 2,
ymax = (Pm)
1/β
, D(ymax) = R
−1
p P
1−δ
m Rχ. (1.79)
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1.5.3 Expansion of the equation of state
The free energy is analytic in the (T,H) plane outside the critical point and the coexistence curve. As a
consequence, the functions A1(z) and F (z) have a regular expansion in powers of z, with the appropriate
symmetry under z → −z. The expansion of F (z) can be written as
F (z) = z + 16z
3 +
∑
n=3
r2n
(2n− 1)!z
2n−1. (1.80)
The constants r2n can be computed in terms of the 2n-point functions χ2n for H = 0 and t→ 0+. Explicitly
r6 = 10− C
+
6 C
+
(C+4 )
2
,
r8 = 280− 56C
+
6 C
+
(C+4 )
2
+
C+8 (C
+)2
(C+4 )
3
,
r10 = 15400− 4620C
+
6 (C
+)
(C+4 )
2
+ 126
(C+6 )
2(C+)2
(C+4 )
4
+ 120
C+8 (C
+)2
(C+4 )
3
− C
+
10(C
+)3
(C+4 )
4
, (1.81)
etc. The coefficients r2n are related to the 2n-point renormalized coupling constants g
+
2n ≡ r2n (g+4 )n−1.
Griffiths’ analyticity implies that A(M, t) has also a regular expansion in powers of t for |M | fixed. As a
consequence, F (z) has the following large-z expansion
F (z) = zδ
∑
k=0
F∞k z
−k/β . (1.82)
The constant F∞0 can be expressed in terms of universal amplitude ratios, using the asymptotic behavior of
the magnetization along the critical isotherm. One obtains
F∞0 = (δ + 1)
a20
a11
b−δ−11 = Rχ
(
R+4
)(1−δ)/2
, (1.83)
where Rχ and R
+
4 are defined in Table 2. The functions f(x) and F (z) are related:
z−δF (z) = F∞0 f(x), z = z0x
−β , (1.84)
where
z20 = b
2
1B
2 = R+4 . (1.85)
Griffiths’ analyticity implies that f(x) is regular everywhere for x > −1. The regularity of F (z) for z → 0
implies a large-x expansion of the form
f(x) = xγ
∞∑
n=0
f∞n x
−2nβ . (1.86)
The coefficients f∞n can be expressed in terms of r2n using Eq. (1.80),
f∞n = z
2n+1−δ
0
r2n+2
F∞0 (2n+ 1)!
, (1.87)
where r2 = r4 = 1. In particular, using Eqs. (1.83) and (1.85), one finds f
∞
0 = R
−1
χ . The function f(x) has
a regular expansion in powers of x,
f(x) = 1 +
∞∑
n=1
f0nx
n, (1.88)
where the coefficients are related to those appearing in Eq. (1.82):
f0n =
F∞n
F∞0
z
−n/β
0 . (1.89)
Using Eqs. (1.76) and (1.78) and the above-presented results, one can derive the expansion of E(y) and D(y)
for y → +∞ and y → 0. For y → +∞, we have
E(y) = Rχy
−γ
[
1 +O(y−2βδ)
]
, D(y) = Rχy
−γ
[
1 +O(y−2βδ)
]
. (1.90)
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1.5.4 The behavior at the coexistence curve for scalar systems
For a scalar theory, the free energy A(M, t) admits a power-series expansion6 near the coexistence curve, i.e.
for t < 0 and H = 0. If M0 = limH→0+ M(H), for M > M0 (i.e. for H ≥ 0) we can write
A(M, t) =
∑
j=0
1
j!
aj(t)(M −M0)j , (1.91)
with a1(t) = 0. This implies an expansion of the form
Asing(M, t) = (−t)2−α [a0 + b2Q(u)] (1.92)
for the singular part of the free energy, where
a0 = − A
−
(α − 1)(α− 2) , b2 =
B2
C−
, u = B−1M(−t)−β , (1.93)
and Q(u) is normalized so that
Q(u) = 12 (u− 1)2 +
∑
j=3
vj
j!
(u− 1)j . (1.94)
The function Q(u) is universal, as well as the ratio b2/a0. The universal constants vj can be related to
critical ratios of the correlation functions χn. Some explicit formulae are reported in Table 2. The constants
vj are related to the low-temperature zero-momentum coupling constants g
−
n ≡ vnwn−2, where w2 is defined
in Table 2. The relation between f(x) and Q(u) is
f(x) = b0u
−δ dQ(u)
du
, x = −u−1/β, (1.95)
where b0 = U2/Rχ. At the coexistence curve, i.e. for x→ −1,
f(x) = f coex1 (x + 1) + f
coex
2 (x + 1)
2 +O((x + 1)3), (1.96)
where f coex1 = b0β.
Using Eqs. (1.76) and (1.78) and the above-presented results, we can derive the expansion of E(y) and
D(y) for y → −∞,
E(y) ≈ (−y)β [1 +O((−y)−βδ)] , D(y) ≈ 1
b0
(−y)−γ [1 +O((−y)−βδ)] . (1.97)
1.5.5 The behavior at the coexistence curve for vector systems
Since the free energy A is a function of |M |, we have
χT =
|M |
|H | , χL =
∂|M |
∂|H | . (1.98)
The leading behavior of χL at the coexistence curve can be derived from the behavior of f(x) for x → −1.
The presence of the Goldstone singularities drastically changes the behavior of f(x) with respect to the
scalar case. In the vector case the singularity is controlled by the zero-temperature infrared-stable Gaussian
fixed point [181,183,688]. This implies that
f(x) ≈ cf (1 + x)2/(d−2) (1.99)
for x→ −1. Therefore
χ−1L = δ
|H |
|M | −
(Bc)−δ
β
|M |δ−1 xf ′(x) ∝ (−t)βδ(d−2)/2−β |H |(4−d)/2 (1.100)
6 Note that we are not claiming that the free energy is analytic on the coexistence curve. Indeed, essential singularities are
expected [45, 402, 420, 560, 685]. Thus, the expansion (1.91) should be intended as a formal power series.
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near the coexistence curve, showing that χL diverges as |H | → 0.
The nature of the corrections to the behavior (1.99) is less clear. Setting v ≡ 1 + x and y ≡ |H | |M |−δ,
it has been conjectured that v has a double expansion in powers of y and y(d−2)/2 near the coexistence
curve [688,982,1097], i.e., for y → 0,
v ≡ 1 + x = c1y1−ǫ/2 + c2y ++d1y2−ǫ + d2y2−ǫ/2 + d3y2 + . . . (1.101)
where ǫ ≡ 4 − d. This expansion has been derived essentially from an ǫ-expansion analysis. In three
dimensions it predicts an expansion of v in powers of y1/2, or equivalently an expansion of f(x) in powers of
v for v → 0.
The asymptotic expansion of the d-dimensional equation of state at the coexistence curve was com-
puted analytically in the framework of the large-N expansion [906], using the O(1/N) formulae reported in
Ref. [181]. It turns out that the expansion (1.101) does not hold for values of the dimension d such that
2 < d = 2 +
2m
n
< 4, for 0 < m < n, (1.102)
with m,n ∈ IN. In particular, in three dimensions one finds [906]
f(x) = v2
{
1 +
1
N
[f1(v) + f2(v) ln v] +O(N
−2)
}
, (1.103)
where the functions f1(v) and f2(v) have a regular expansion in powers of v. Moreover, f2(v) = O(v
2),
so that logarithms affect the expansion only at the next-next-to-leading order. A possible interpretation of
the large-N result is that the expansion (1.103) holds for all values of N , so that Eq. (1.101) is not correct
due to the presence of logarithms. The reason of their appearance is unclear, but it does not contradict
the conjecture that the behavior near the coexistence curve is controlled by the zero-temperature infrared-
stable Gaussian fixed point. In this case logarithms would not be unexpected, as they usually appear in
reduced-temperature asymptotic expansions around Gaussian fixed points (see, e.g., Ref. [71]).
1.5.6 Parametric representations
The analytic properties of the equation of state can be implemented in a simple way by introducing appropri-
ate parametric representations [595,988,989]. One may parametrize M and t in terms of two new variables
R and θ according to7
|M | = m0Rβm(θ),
t = R(1− θ2),
|H | = h0Rβδh(θ), (1.104)
where h0 andm0 are normalization constants. The variable R is nonnegative and measures the distance from
the critical point in the (t,H) plane; the critical behavior is obtained for R→ 0. The variable θ parametrizes
the displacements along the lines of constant R. The line θ = 0 corresponds to the high-temperature phase
t > 0 and H = 0; the line θ = 1 to the critical isotherm t = 0; θ = θ0, where θ0 is the smallest positive
zero of h(θ), to the coexistence curve T < Tc and H → 0. Of course, one should have θ0 > 1, m(θ) > 0 for
0 < θ ≤ θ0, and h(θ) > 0 for 0 < θ < θ0. The functions m(θ) and h(θ) must be analytic in the physical
interval 0 ≤ θ < θ0 in order to satisfy the requirements of regularity of the equation of state (Griffiths’
analyticity). Note that the mapping (1.104) is not invertible when its Jacobian vanishes, which occurs when
Y (θ) ≡ (1− θ2)m′(θ) + 2βθm(θ) = 0. (1.105)
Thus, the parametric representation is acceptable only if θ0 < θl, where θl is the smallest positive zero of the
function Y (θ). The functions m(θ) and h(θ) are odd8 in θ, and can be normalized so that m(θ) = θ+O(θ3)
7It is also possible to generalize the expression for t, writing t = Rk(θ). The function k(θ) must satisfy the obvious
requirements: k(0) > 0, k(θ0) < 0, k(θ) decreasing in 0 ≤ θ ≤ θ0.
8 This requirement guarantees that the equation of state has an expansion in odd powers of |M |, see Eq. (1.80), in the
high-temperature phase for |M | → 0. In the Ising model, this requirement can be understood directly, since in Eq. (1.104) one
can use H and M instead of their absolute values, and thus it follows from the Z2 symmetry of the theory.
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and h(θ) = θ + O(θ3). Since ~H = a11b
2
1t
γ ~M for |M | → 0, t > 0, see Eqs. (1.70) and (1.80), these
normalization conditions imply h0 = a11b
2
1m0 = m0/C
+. Following Ref. [480], we introduce a new constant
ρ by writing
m0 =
ρ
b1
, h0 = ρb1a11. (1.106)
Using Eqs. (1.70) and (1.104), one can relate the functions h(θ) and m(θ) to the scaling functions F (z) and
f(x). We have
z = ρm(θ)
(
1− θ2)−β , F (z(θ)) = ρ (1− θ2)−βδ h(θ), (1.107)
and
x =
1− θ2
θ20 − 1
[
m(θ0)
m(θ)
]1/β
, f(x) =
[
m(θ)
m(1)
]−δ
h(θ)
h(1)
. (1.108)
The functions m(θ) and h(θ) are largely arbitrary. In many cases, one simply takes m(θ) = θ. Even so, the
normalization condition h(θ) ≈ θ for θ → 0 does not completely fix h(θ). Indeed, one can rewrite
xγ = h(1)f∞0 (1− θ2)γθ1−δ, f(x) = θ−δh(θ)/h(1). (1.109)
Thus, given f(x), the value h(1) can be chosen arbitrarily.
For the Ising model, the expansion (1.91) at the coexistence curve implies a regular expansion in powers
of (θ − θ0), with
m(θ) ≈ mf,0 +mf,1(θ − θ0) + . . . , h(θ) ≈ hf,1(θ − θ0) + . . . , (1.110)
with mf,0 6= 0. For three-dimensional models with N ≥ 2, Eq. (1.99) implies
m(θ) ≈ mf,0 +mf,1(θ − θ0) + . . . , h(θ) ≈ hf,2(θ − θ0)2 + . . . , (1.111)
with mf,0 6= 0. The logarithmic corrections discussed in Sec. 1.5.5 imply that h(θ) and/or m(θ) cannot be
expanded in powers of θ − θ0.
From the parametric representations (1.104) one can recover the singular part of the free energy. Indeed
Fsing = h0m0R2−αg(θ), (1.112)
where g(θ) is the solution of the first-order differential equation
(1 − θ2)g′(θ) + 2(2− α)θg(θ) = [(1− θ2)m′(θ) + 2βθm(θ)] h(θ) (1.113)
that is regular at θ = 1.
The parametric representations are useful because the functions h(θ) and m(θ) can be chosen analytic in
all the interesting domain 0 ≤ θ < θ0. This is at variance with the functions f(x) and F (z) which display a
nonanalytic behavior for x→∞ and z →∞ respectively. This fact is very important from a practical point
of view. Indeed, in order to obtain approximate expressions of the equation of state, one can approximate
h(θ) andm(θ) with analytic functions. The structure of the parametric representation automatically ensures
that the analyticity properties of the equation of state are satisfied.
1.5.7 Corrections to scaling
In the preceding sections we have only considered the asymptotic critical behavior. Now, we discuss the
corrections that are due to the nonlinear scaling fields in Eq. (1.54) with yi < 0.
Using Eq. (1.55) and keeping only one irrelevant field, the one with the largest yi (we identify it with
u3), we have
Fsing(u1, u2, u3) = |u1|d/y1Fsing(signu1, u2|u1|−y2/y1 , u3|u1|−y3/y1)
= |u1|dν
∞∑
n=0
fn,±(u2|u1|−β−γ)(u3|u1|∆)n, (1.114)
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where we use the standard notations ω ≡ −y3, ∆ ≡ ων. The presence of the irrelevant operator induces
nonanalytic corrections proportional to |u1|n∆. The nonlinear scaling fields are analytic functions of t, H ,
and of any parameter appearing in the Hamiltonian—we indicate them collectively by λ. Therefore, we can
write
u1 = t+ t
2g11(λ) +H
2g21(λ) +O(t
3, tH2, H4),
u2 = H
[
1 + tg12(λ) +H
2g22(λ) +O(t
2, tH2, H4)
]
,
u3 = g13(λ) + tg23(λ) +H
2g33(λ) +O(t
2, tH2, H4). (1.115)
Substituting these expressions into Eq. (1.114), we see that, if g13(λ) 6= 0, the singular part of the free
energy has corrections of order tn∆+m. These nonanalytic corrections appear in all quantities. Additional
corrections are due to the background term. For instance, the susceptibility in zero magnetic field should be
written as [23]
χ = t−γ
∞∑
m,n=0
χ1,mn(λ)t
m∆+n + t1−α
∞∑
m,n=0
χ2,mn(λ)t
m∆+n +
∞∑
n=0
χ3,n(λ)t
n, (1.116)
where the contribution proportional to t1−α stems from the terms of order H2 appearing in the expansion
of u1 and u3, and the last term comes from the regular part of the free energy. The regular part of the
free energy has often been assumed not to depend on H . If this were the case, we would have χ3,n(λ) = 0.
However, for the two-dimensional Ising model, one can prove rigorously that χ3,0 6= 0 [450,666], showing the
incorrectness of this conjecture. For a discussion, see Ref. [973].
Analogous corrections are due to the other irrelevant operators present in the theory, and therefore we
expect corrections proportional to tρ with ρ = n1 + n2∆+
∑
imi∆i, where ∆i are the exponents associated
with the additional irrelevant operators.
In many interesting instances, by choosing a specific value λ∗ of a parameter λ appearing in the Hamil-
tonian, one can achieve the suppression of the leading correction due to the irrelevant operators. It suffices
to choose λ∗ such that g13(λ
∗) = 0. In this case, u3|u1|∆ ∼ t1+∆, so that no terms of the form tm∆+n, with
n < m, are present. In particular, the leading term proportional to t∆ does not appear in the expansion.
This class of models is particularly useful in numerical works. We will call them improved models, and the
corresponding Hamiltonians will be named improved Hamiltonians.
1.5.8 Crossover behavior
The discussion presented in Sec. 1.5.1 can be generalized by considering a theory perturbed by a generic
relevant operator9 O(x). Let us consider the Hamiltonian
H = H0 +
∑
x
hoO(x) (1.117)
and assume that the theory is critical for ho = ho,c. The singular part of the Gibbs free energy for t → 0
and ∆ho ≡ ho − ho,c → 0 can be written as
Fsing(t, ho) ≈ |t|dνF̂±
(
∆ho|t|−yoν
)
, (1.118)
where yo is the RG dimension of O. It is customary to define the crossover exponent φo as φo = yoν.
Correspondingly, we have
〈O(x)〉sing ≈ |t|βoa±
(
∆ho|t|−φo
)
, (1.119)∑
x
〈O(0)O(x)〉conn ≈ |t|−γob±
(
∆ho|t|−φo
)
, (1.120)
9Here, we assume O to be an eigenoperator of the RG transformations. This is often guaranteed by the specific symmetry
properties of O. For instance, the magnetic field H is an eigenoperator in magnets due to the Z2-symmetry of the theory.
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where
βo = 2− α− φo, γo = 2φo + α− 2. (1.121)
The functions F̂±(x), a±(x), and b±(x) are universal and are usually referred to as crossover functions.
There are several interesting cases in which this formalism applies. For instance, one can consider the
Gaussian theory and O = φ4. This gives the crossover behavior from the Gaussian to the Wilson-Fisher
point that will be discussed in Sec. 10. In O(N) models, it is interesting to consider the case in which the
operator is a linear combination of the components of the spin-two tensor [16, 422,424,1104]
Oab2 = φaφb −
1
N
δabφ2. (1.122)
Such an operator is relevant for the description of the breaking of the O(N) symmetry down to O(M) ⊕
O(N −M), N > M . Note that the crossover exponent and the crossover functions do not depend on the
value of M . Higher-spin operators are also of interest. We report here the spin-3 and spin-4 operators:
Oabc3 = φaφbφc −
1
N + 2
φ2
(
δabφc + δacφb + δbcφa
)
, (1.123)
Oabcd4 = φaφbφcφd −
1
N + 4
φ2
(
δabφcφd + δacφbφd + δadφbφc + δbcφaφd + δbdφaφc + δcdφaφb
)
+
1
(N + 2)(N + 4)
(φ2)2
(
δabδcd + δacδbd + δadδbc
)
, (1.124)
which are symmetric and traceless tensors. In the following we will name φn, βn, and γn the exponents
associated with these spin-n perturbations of the O(N) theory.
The operators reported here are expected to be the most relevant ones for each spin. Other spin-n
operators with smaller RG dimensions can be obtained by multiplying by powers of φ2 and adding derivatives.
1.6 The two-point correlation function of the order parameter
The critical behavior of the two-point correlation function G(x) of the order parameter is relevant to the
description of scattering phenomena with light and neutron sources. RG predicts the scaling behavior [1050]
G˜(q) ≈ |t|−γZ(t|M |−1/β, q|t|−ν), (1.125)
where G˜(q) is the Fourier transform of G(x) and Z(y1, y2) is universal apart from trivial rescalings. Here we
discuss the behavior for H = 0. Results for H 6= 0 can be found in Refs. [177, 1050].
1.6.1 The high-temperature critical behavior
In the high-temperature phase we can write [413,414,418,1050]
G˜(q) ≈ χ
g+(y)
, (1.126)
where y ≡ q2ξ2, ξ is the second-moment correlation length, and g+(y) is a universal function. In the Gaussian
theory the function G˜(q) has a very simple form, the so-called Ornstein-Zernike behavior,
G˜(q) ≈ χ
1 + q2ξ2
. (1.127)
Such a formula is by definition exact for q → 0. However, as q increases, there are significant deviations.
For y → 0, g+(y) has a regular expansion in powers of y, i.e.
g+(y) = 1 + y +
∑
n=2
c+n y
n, (1.128)
where c+n , n ≥ 2, are universal constants.
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For y →∞, the function g+(y) follows the Fisher-Langer law [421]
g+(y)−1 ≈ A
+
1
y1−η/2
(
1 +
A+2
y(1−α)/(2ν)
+
A+3
y1/(2ν)
)
. (1.129)
Other two interesting quantities, ξgap and Zgap, characterize the large-distance behavior of G(x). Indeed,
for t > 0 the function decays exponentially for large x according to:
G(x) ≈ Zgap
2(ξgap)d
(
2π|x|
ξgap
)−(d−1)/2
e−|x|/ξgap . (1.130)
Then, we can define the universal ratios
S+M ≡ lim
t→0+
ξ2
ξ2gap
=
(
f+
f+gap
)2
, S+Z ≡ lim
t→0+
χ
ξ2gapZgap
, (1.131)
and Q+ξ ≡ (S+M )−1/2. If y0 is the negative zero of g+(y) that is closest to the origin, then
S+M = |y0|, S+Z =
∂g+(y)
∂y
∣∣∣∣
y=y0
. (1.132)
1.6.2 The low-temperature critical behavior
For scalar models, the behavior in the low-temperature phase is analogous, and the same formulae hold.
In particular, Eqs. (1.128) and (1.129) are valid, but of course with different functions and coefficients, i.e.
g−(y), c−i , A
−
i , and so on. The coefficients A
−
n are related to the coefficients A
+
n . A short-distance expansion
analysis [177, 545] gives
A+1
A−1
= U−12 U
γ/ν
ξ ,
A+2
A−2
= −U0U (1−α)/νξ ,
A+3
A−3
= −U1/νξ , (1.133)
where U0, U2, and Uξ have been defined in Table 2.
For vector systems the behavior is more complex, since the correlation function at zero momentum
diverges at the coexistence line [182, 547, 888]. For small H , t < 0, and q → 0, the transverse two-point
function behaves as [417,888]
G˜T (q) ≈ M
2
MH + ρsq2
, (1.134)
where ρs is the stiffness constant.
10 For t→ 0 the stiffness constant goes to zero as [417,497]
ρs = ρs0(−t)s, (1.135)
where the exponent s is given by the hyperscaling relation s = (d − 2)ν. From the stiffness constant one
may define a correlation length on the coexistence curve by
ξT = ρ
−1/(d−2)
s = ρ
−1/(d−2)
s0 (−t)−ν . (1.136)
For H = 0 the correlation function diverges for q → 0 as 1/q2, implying the algebraic decay of GT (x) for
large x, i.e.
GT (x) ≈M2Γ(d/2)π
−d/2
2(d− 2)
(
ξT
|x|
)d−2
. (1.137)
For |x| → ∞ and |H | → 0, the longitudinal correlation function is related to the transverse one. On the
coexistence curve we have [888]
G˜L(q) ∼ M
2ξdT
(qξT )d−4
, (1.138)
and, in real space,
GL(x) ∼M2
(
ξT
|x|
)2d−4
. (1.139)
10We mention that the stiffness constant can also be written in terms of the helicity modulus [417].
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1.6.3 Scaling function associated with the correlation length
From the two-variable scaling function (1.125) of the two-point function one may derive scaling functions
associated with the correlation lengths ξgap and ξ defined in Eqs. (1.21) and (1.22). One may write in the
scaling limit
ξ2(M, t) = (Bc)2δ/dM−2ν/βfξ(x), ξ
2
gap(M, t) = (B
c)2δ/dM−2ν/βfgap(x), (1.140)
where x ≡ B1/βtM−1/β is the variable introduced in Sec. 1.5.2. The normalization of the functions is such
to make fξ(x) and fgap(x) universal. This follows from two-scale-factor universality, i.e. the assumption that
the singular part of the free energy in a correlation volume is universal. Using the scaling relations (1.60)
and (1.67) for the Helmholtz free-energy density, we obtain in the scaling limit
Asing(M, t)[ξ(M, t)]d = 1
δ + 1
A2(x)fξ(x). (1.141)
Since A2(x) is universal, it follows that also fξ(x) is universal. The same argument proves that fgap(x) is
universal. Note the following limits:
lim
x→∞
x2νfξ(x) = (RχQc)
2/d, (1.142)
fξ(0) = (f
c)2(Bc)2/d =
(
R+4
g+4
)2/d (
Q2
δ
)2ν/γ
(Rχ)
−4β/dγ , (1.143)
fξ(−1) = U−2ξ (RχQc)2/d. (1.144)
Similar equations hold for fgap(x). Of course, Eq. (1.144) applies only to scalar systems.
One may also define a scaling function associated with the ratio ξ2/χ, that is
ξ2/χ = (Bc)(2−d)δ/dM−ην/βfZ(x), (1.145)
where fZ(x) is a universal function that is related to the scaling functions fξ(x) and f(x) by
fZ(x) = fξ(x)
[
δf(x)− 1βxf ′(x)
]
. (1.146)
For vector systems, in Eq. (1.145) one should consider the longitudinal susceptibility χL. Similarly we define
a scaling function in terms of the variable z defined in Eq. (1.62), i.e.
ξ2/χ = (−a11)2/d
(
g+4
)−2/d
tηνFZ(z), (1.147)
where the normalization factor is chosen so that FZ(0) = 1, and a11 is defined in Eq. (1.65). The function
FZ(z) is universal and is related to fZ(x) defined in (1.145) through the relation
zην/βFZ(z) =
1
f∞0
z
ην/β
0 (RχQc)
−2/d
fZ(x), (1.148)
where the universal constants f∞0 and z0 are defined in Sec. 1.5.3. Note that ξ
2/χ must always be positive
by thermodynamic-stability requirements (see, e.g., Refs. [472, 1026]). Indeed, this combination is related
to the intrinsically positive free energy associated with nonvanishing gradients |∇M | throughout the critical
region.
One may also consider parametric representations of the correlation lengths ξ and ξgap supplementing
those for the equation of state, cf. Eq. (1.104). We write
ξ2/χ = R−ηνa(θ), ξ2gap/χ = R
−ηνagap(θ). (1.149)
Given the parametric representation (1.104) of the equation of state, the normalizations of a(θ) and agap(θ)
are not arbitrary but are fixed by two-scale-factor universality. We have
a(0) = h
1−2/d
0 m
−1−2/d
0 g
−2/d
4 [6(γ + h3 −m3)]2/d ,
agap(0) = (Q
+
ξ )
2 a(0), (1.150)
where h3 = d
3h/dθ3(θ = 0), m3 = d
3m/dθ3(θ = 0).
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1.6.4 Scaling corrections
One may distinguish two types of scaling corrections to the scaling limit of the correlation function:
(a) Corrections due to operators that are rotationally invariant. Such corrections are always present, both
in continuum systems and in lattice systems, and are controlled by the exponent ω.
(b) Corrections due to operators that have only the lattice symmetry. Such corrections are not present in
rotationally invariant systems, but only in models and experimental systems on a lattice. The operators
that appear depend on the lattice type. These corrections are controlled by another exponent ωNR.
In three dimensions, corrections of type (b) are weaker than corrections of type (a), i.e. ω < ωNR. Therefore,
rotational invariance is recovered before the disappearance of the rotationally-invariant scaling corrections.
In two dimensions instead and on the square lattice, corrections of type (a) and (b) have exactly the same
exponent [223].
2 Numerical determination of critical quantities
In this section we review the numerical methods that have been used in the study of statistical systems
at criticality. In two dimensions many nontrivial models can be solved exactly, and moreover there exists
a powerful tool, conformal field theory, that gives exact predictions for the critical exponents and for the
behavior at the critical point. In three dimensions there is no theory providing exact predictions at the critical
point. Therefore, one must resort to approximate methods. The most precise results have been obtained
from the analysis of high-temperature (HT) expansions, from Monte Carlo (MC) simulations, and using
perturbative field-theoretical (FT) methods. For the Ising model, one can also consider low-temperature
(LT) expansions (see, e.g., Ref. [883]). The results of LT analyses are less precise than those obtained using
HT or MC techniques. Nonetheless, LT series are important since they give direct access to LT quantities.
We will not review them here since they are conceptually similar to the HT expansions.11
2.1 High-temperature expansions
The HT expansion is one of the most efficient approaches to the study of critical phenomena. For the models
that we are considering, present-day computers and a careful use of graph techniques [232,742,844,950,1133]
allow the generation of quite long series. In three dimensions, for χ and
µ2 ≡
∑
x
|x|2G(x), (2.1)
the two quantities that are used in the determination of the critical exponents, the longest published series
are the following:
(a) Ising model: 25 orders on the body-centered cubic (bcc) lattice [232] and on the simple cubic (sc)
lattice [232,243];
(b) spin-S Ising model for S = 1, 3/2, 2, 5/2, 3, 7/2, 4, 5,∞: 25 orders on the sc and bcc lattices [218];
(c) Improved Hamiltonians for N = 1, 2, 3 on the sc lattice, see Sec. 2.3.2: 25 orders for the Ising
case [240,243] and 20 orders for N = 2, 3 [233,234,242];
(d) Klauder, double-Gaussian, and Blume-Capel model for generic values of the coupling: 21 orders on the
bcc lattice [844];
(e) N -vector model for generic values of N : 21 orders on the bcc, sc, and diamond lattices [213,239];
(f) N -vector model for N = 0 (the generation of the HT series is equivalent to the enumeration of self-
avoiding walks): 26 orders for χ on the sc lattice [748].
11The interested reader can find LT expansions in Refs. [58, 113, 144, 489, 1039, 1081] and references therein.
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On the bcc and sc lattice, Campostrini et al. [232,243] generated 25th-order series for the most general model
with nearest-neighbor interactions in the Ising universality class; they are available on request. Analogously,
for N = 2, 3, 20th-order series for general models on the sc lattice may be obtained from the authors of
Refs. [233, 234].
Series for the zero-momentum 2n-point correlation functions can be found in Refs. [214, 218, 232–234,
240, 242, 243]. Other HT series can be found in Refs. [611, 780]. In two dimensions, the longest published
series for the N -vector model for generic N are the following: triangular lattice, 15 orders [235,237]; square
lattice, 21 orders [211,235,237]; honeycomb lattice, 30 orders [235,237].
The analysis of the HT series requires an extrapolation to the critical point. Several different methods
have been developed in the years. They are reviewed, e.g., in Refs. [83, 487].
The nonanalytic scaling corrections with noninteger exponents discussed in Sec. 1.5.7 are the main
obstacle for a precise determination of universal quantities. Their presence causes a slow convergence and
introduces a large (and dangerously undetectable) systematic error in the results of the HT analyses. In order
to obtain precise estimates of the critical parameters, the approximants of the HT series should properly allow
for the confluent nonanalytic corrections [6,288,419,453,457,838,1153]. Second- or higher-order integral (also
called differential) approximants [415,491,558,944] are, in principle, able to describe nonanalytic correction
terms. However, the extensive numerical work that has been done shows that in practice, with the series
of moderate length that are available today, no unbiased analysis is able to take effectively into account
nonanalytic correction-to-scaling terms [6, 288, 838, 842, 844, 1153]. In order to deal with them, one must
use biased methods in which the presence of a nonanalytic term with exponent ∆ is imposed, see, e.g.,
Refs. [8, 213,214,216,842,904,929,956].
There are several different methods that try to handle properly the nonanalytic corrections, at least the
leading term. For instance, one may use the method proposed in Ref. [956] and generalized in Refs. [8,929].
The idea is to perform the change of variables—we will call it Roskies transform—
z = 1− (1− β/βc)∆, (2.2)
so that the leading nonanalytic terms in (βc − β) become analytic in (1 − z). The new series has weaker
nonanalytic corrections, of order (1 − z)∆2/∆ and (1 − z)1/∆ (here ∆2 is the second irrelevant exponent,
∆2 = νω2), and thus analyses of these new series should provide more reliable estimates. Note, however,
that the change of variable (2.2) requires the knowledge of βc and ∆. Therefore, there is an additional
source of error due to the uncertainty on these two quantities. A substantially equivalent method consists
in using suitably biased integral approximants [213, 214, 216], again fixing ∆ and βc. It is also possible to
fit the coefficients with the expected large-order behavior, fixing the subleading exponents, as it was done,
e.g., in Refs. [243, 748]. All these methods work reasonably and appear to effectively take into account the
corrections to scaling.
A significant improvement of the HT results is obtained using improved Hamiltonians (see Sec. 1.5.7), i.e.
Hamiltonians that do not couple with the irrelevant operator that gives rise to the leading scaling correction
of order t∆. In improved models, such correction does not appear in the expansion of any thermodynamic
quantity near the critical point. Thus, standard analysis techniques are much more effective, since the main
source of systematic error has been eliminated.
In order to illustrate the role played by the nonanalytic corrections, we consider the zero-momentum
four-point coupling g4 defined in the high-temperature phase by
g4 ≡ − 3N
N + 2
χ4
χ2ξd
, (2.3)
which, in the critical limit, converges to the hyperuniversal constant g+4 defined in Table 2. In Fig. 2 we
show some results concerning the three-dimensional Ising universality class. They were obtained in Ref. [240]
from the analysis of the HT series of g4 (using χ4 to 18th order) for the φ
4 Hamiltonian (1.7) and several
values of λ. We report an unbiased analysis (direct) and an analysis using the transformation (2.2) with
∆ = 1/2 (RT). It is evident that the first type of analysis is unreliable, since one obtains an estimate of
g+4 that is not independent of λ within the quoted errors, which are obtained as usual from the spread of
the approximants. For instance, the analysis of the series of the standard Ising model, corresponding to
λ =∞, gives results that differ by more than 5% from the estimate obtained from the second analysis, while
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Figure 2: Estimates of g+4 obtained from an unbiased analysis (direct) of the HT series and from the analysis
(RT) of the series obtained by means of the Roskies transform (2.2), for the φ4 lattice model. The dashed
line marks the more precise estimate (with its error) derived from the analysis of an improved HT expansion
in Ref. [243], g+4 = 23.56(2).
the spread of the approximants is much smaller. The estimates obtained from the transformed series are
independent of λ within error bars, giving the estimate g+4 ≈ 23.5. Such independence clearly indicates that
the transformation (2.2) is effectively able to take into account the nonanalytic behavior. Moreover, the
result is in good agreement with the more precise estimate obtained using improved Hamiltonians, i.e. [243]
g+4 = 23.56(2) (see Sec. 3.3).
2.2 Monte Carlo methods
The Monte Carlo (MC) method is a powerful technique for the simulation of statistical systems. Its main
advantage is its flexibility. Of course, results will be more or less precise depending on the efficiency of
the algorithm. Systems with an N -vector order parameter and O(N) symmetry are quite a special case,
since there exists an efficient algorithm with practically no critical slowing down: the Wolff algorithm [1131],
a generalization of the Swendsen-Wang algorithm [1045] for the Ising model (see Ref. [252] for a general
discussion). The original algorithm was defined for the N -vector model, but it can be applied to general
O(N) models by simply adding a Metropolis test [193].
In this section we describe different methods for obtaining critical quantities from MC simulations. After
discussing the standard infinite-volume methods, we present two successful techniques. One is based on
real-space RG transformations, the second one makes use of the finite-size scaling (FSS) theory. Finally,
we discuss nonequilibrium methods that represent a promising numerical technique for systems with slow
relaxation.
2.2.1 Infinite-volume methods
Traditional MC simulations determine the critical behavior from infinite-volume data. In this case, the
analysis of the MC data is done in two steps. In order to determine the critical behavior of a quantity S,
one first computes S(β, L) for fixed β and several values of L and determines
S∞(β) = lim
L→∞
S(β, L), (2.4)
by performing an extrapolation in L. For L→∞,
S(β, L) ≈ S∞(β) + aLp e−L/ξgap , (2.5)
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Figure 3: MC results for the four-point coupling g4 for the three-dimensional Ising model: (a) from Ref. [85];
(b) from Ref. [639]. For comparison we also report the extrapolation of the 18th-order HT series of Ref. [240]
by means of a direct analysis (HTdirect) and of an analysis that uses the transformation (2.2) (HTRT). For
each of these extrapolations we report two lines corresponding to the one-error-bar interval.
where ξgap is the exponential correlation length and p an observable-dependent exponent. Such a rapid
convergence usually makes the finite-size effects negligible compared to the statistical errors for moderately
large values of L/ξgap. In the HT phase a ratio L/ξgap ≈ 5-7 is usually sufficient, while in the LT phase
larger values must be considered: for the three-dimensional Ising model, Ref. [272] used L/ξgap ≈ 20. Finite-
size effects introduce a severe limitation on the values of ξgap that can be reached, since L . 100-200 in
present-day three-dimensional MC simulations.
Once the infinite-volume quantities S∞(β) are determined, exponents and amplitudes are obtained by
fitting the numerical results to the corresponding expansion:
S∞(β) = a|βc − β|−σ + b|βc − β|−σ+∆ + . . . (2.6)
Of course, one cannot use too many unknown parameters in the fit and often only the leading term in Eq.
(2.6) is kept. However, this is the origin of large systematic errors: It is essential to keep into account the
leading nonanalytic correction with exponent ∆.
Again, in order to show the importance of the nonanalytic scaling corrections, we present in Fig. 3
some numerical results [85, 639] for the four-point coupling g4. A simple extrapolation of the MC data to a
constant gives g+4 = 24.5(2) [639] which is inconsistent with the result of Ref. [243], g
+
4 = 23.56(2). On the
other hand, a fit that takes into account the leading correction to scaling gives g+4 = 23.7(2) [904], which is
in agreement with the above-reported estimate.
2.2.2 Monte-Carlo renormalization group
Here we briefly outline the real-space RG which has been much employed in numerical MC RG studies.12
This method has been amply reviewed in the literature, see, e.g., Refs. [1044,1126].
12There exist other numerical methods based on the real-space RG. Among others, we should mention the works on ap-
proximate RG transformations that followed the ideas of Kadanoff and Migdal [600, 601, 788]. For a general review, see, e.g.,
Refs. [207, 851].
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The main idea of the RG approach is to reduce the number of degrees of freedom of the system by
integrating out the short-range fluctuations. In the real-space RG this is performed by block-field transfor-
mations [599]. In a block-field transformation, a block with ld sites on the original lattice is mapped into
a site of the blocked lattice. A block field φB is then constructed from the field φ of the original lattice,
according to rules that should leave unchanged the critical modes, eliminating only the noncritical ones. The
Hamiltonian HB of the blocked system is defined as
exp [−HB(φB)] =
∫
DφM(φB , φ) exp [−H(φ)] , (2.7)
whereM(φB, φ) denotes the kernel of the block-field transformation. Then, the lattice spacing of the blocked
lattice is rescaled to one.
RG transformations are defined in the infinite-dimensional space of all possible Hamiltonians. If H is
written as
H(K1,K2, . . . ;O) =
∑
a
KaOa, (2.8)
where Oa are translation-invariant functions of the field φ and Ka are the corresponding couplings, the RG
transformation induces a mapping
K → K ′ = R(K). (2.9)
The renormalized couplings K ′ are assumed to be analytic functions of the original ones.13
The nonanalytic behavior at the critical point is obtained by iterating the RG transformation an infinite
number of times. Continuous phase transitions are associated with the fixed points K∗ of the RG transfor-
mation. Critical exponents are determined by the RG flow in the neighborhood of the fixed point. If we
define
Tab =
∂K ′a
∂Kb
∣∣∣∣
K=K∗
, (2.10)
the eigenvectors of T give the linearized scaling fields. The corresponding eigenvalues can be written as
λi = l
yi, where yi are the RG dimensions of the scaling fields.
An exact RG transformation is defined in the space of Hamiltonians with an infinite number of couplings.
However, in practice a numerical implementation of the method requires a truncation of the Hamiltonians
considered. Therefore, any method that is based on real-space RG transformations chooses a specific basis,
trying to keep those terms that are more important for the description of the critical modes. As a general
rule, one keeps only terms with a small number of fields and that are localized (see, e.g., Ref. [157]). The
precision of the method depends crucially on the choice for the truncated Hamiltonian and for the RG
transformation.
In numerical MC studies, given a MC generated configuration {φ}, one generates a series of blocked
configurations {φ(i)}, with i = 0 corresponding to the original configuration, by applying the block-field
transformation. Correspondingly, one computes the operators O(i) ≡ O(φ(i)). Then, one determines the
matrices
A
(i)
ab =
〈(
O(i)a − 〈O(i)a 〉
)(
O
(i)
b − 〈O(i)b 〉
)〉
,
B
(i)
ab =
〈(
O(i)a − 〈O(i)a 〉
)(
O
(i−1)
b − 〈O(i−1)b 〉
)〉
(2.11)
and the matrix T (i) [1043] ∑
b
A
(i)
ab T
(i)
bc = B
(i)
ac . (2.12)
If all possible couplings were considered, the matrix T (i) would converge to T defined in Eq. (2.10) for
i → ∞. In practice, only a finite number of couplings and a finite number of iterations is used. These
approximations can be partially controlled by checking the convergence of the results with respect to the
number of couplings and of RG iterations.
13This assumption should be taken with care. Indeed, it has been proved [186,473,562,1075–1077] that in many specific cases
real-space RG transformations are singular. These singularities reflect the mathematical fact that RG transformations may
transform a Gibbs measure into a new one that is non-Gibbsian [186,1075–1077]. In approximate RG studies, these singularities
appear as discontinuities of the RG map, see, e.g., Ref. [971].
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2.2.3 Finite-size scaling
Finite-size effects in critical phenomena have been the object of theoretical studies for a long time: see, e.g.,
Refs. [105,265,266,930] for reviews. Only recently, due to the progress in the preparation of thin films, this
issue has begun being investigated experimentally, see, e.g., Refs. [40,41,92,366,446,556,644,645,690,709,783].
FSS techniques are particularly important in numerical work. With respect to the infinite-volume methods,
they do not need to satisfy the condition ξgap ≪ L. One can work with ξgap ∼ L and thus is better able
to probe the critical regime. FSS MC simulations are at present one of the most effective techniques for
the determination of critical quantities. Here, we will briefly review the main ideas behind FSS and report
several relations that have been used in numerical studies to determine the critical quantities.
The starting point of FSS is the generalization of Eq. (1.54) for the singular part of the Helmholtz free
energy of a sample of linear size L [105, 161,416,931]:
Fsing(ut, uh, {ui}, L) = b−dFsing(bytut, byhuh, {byiui}, L/b), (2.13)
where ut ≡ u1, uh ≡ u2, {ui} with i ≥ 3 are the scaling fields associated respectively with the reduced
temperature, magnetic field, and the other irrelevant operators. Choosing b = L, we obtain
Fsing(ut, uh, {ui}, L) = L−dFsing(Lytut, Lyhuh, {Lyiui}, 1), (2.14)
from which, by performing the appropriate derivatives with respect to t and H , one finds the scaling behavior
of the thermodynamically interesting quantities. We again assume that ut and uh are the only relevant scaling
fields, and thus, neglecting correction of order Ly3 = L−ω, we can simply set ui = 0 in the previous equation.
Using Eq. (2.14) one may obtain the FSS behavior of any thermodynamic quantity S. Considering S(β, L)
for H = 0, if S∞(β) ≡ S(β,∞) behaves as t−σ for t→ 0, then we have
S(β, L) = Lσ/ν
[
fS (ξ∞/L) +O
(
L−ω, ξ−ω∞
)]
, (2.15)
where ξ∞(β) is the correlation length in the infinite-volume limit. We do not need to specify which definition
we are using. For numerical studies, it is convenient to rewrite this relation in terms of a correlation length
ξ(β, L) defined in a finite lattice. Then, one may rewrite the above equation as
S(β, L) = Lσ/ν
[
f¯S (ξ(β, L)/L) +O
(
L−ω, ξ−ω
)]
. (2.16)
FSS methods can be used to determine βc, critical exponents, and critical amplitudes. Below we will review
a few of them (we assume everywhere H = 0, but much can be generalized to H 6= 0).
In order to determine βc, a widely used method is the “crossing” method. Choose a thermodynamic
quantity S(β, L) for which σ = 0 or σ/ν is known and define R(β, L) ≡ S(β, L)L−σ/ν . Then consider pairs
(L1, L2) and determine the solution βcross of the equation [149]
R(βcross, L1) = R(βcross, L2). (2.17)
If L1 and L2 diverge, βcross converges to βc with corrections of order L
−ω−1/ν
1 , L
−ω−1/ν
2 , and thus it provides
an estimate of βc. A widely used quantity is the Binder cumulant Q,
Q =
〈M4〉
〈M2〉2 , (2.18)
where M is the magnetization. Other choices that have been considered are ξ/L, generalizations of the
Binder cumulant using higher powers of the magnetization, and the ratio of the partition function with
periodic and antiperiodic boundary conditions [233,512,520].
The determination of the critical exponents can be performed using several different methods. One of
the oldest approaches is the phenomenological renormalization of Nightingale [853]. One fixes a temperature
β1 and two sizes L1 and L2 and then determines β2 so that
ξ(β2, L2)
ξ(β1, L1)
=
L2
L1
. (2.19)
30
Neglecting scaling corrections, in the FSS regime β1 and β2 are related by
(β2 − βc) =
(
L1
L2
)1/ν
(β1 − βc). (2.20)
In Ref. [853] the method is implemented iteratively, using L2 = L1 + 1. Starting from β0, L0, by using Eq.
(2.20) one obtains a sequence of estimates βi, νi that converge to βc and ν respectively. It is also possible
to consider a magnetic field, obtaining in this case also the exponent (β + γ)/ν.
Critical exponents can also be determined by studying thermodynamic quantities at the critical point.
In this case,
S(βc, L) ∼ Lσ/ν , (2.21)
neglecting scaling corrections. Thus, one can determine σ/ν by simply studying the L-dependence. For
example, γ/ν and β/ν can be determined from
χ(βc, L) ∼ Lγ/ν, |M |(βc, L) ∼ Lβ/ν . (2.22)
The exponent ν can be determined by studying the L-dependence of derivatives with respect to β. Indeed,
∂S(β, L)
∂β
∣∣∣∣
β=βc
∼ L(σ+1)/ν , (2.23)
which can be obtained from Eq. (2.15) using ξ∞ ∼ |t|−ν . This method has the drawback that an estimate
of βc is needed. Moreover, since βc is usually determined only at the end of the runs, one must take into
account the fact that the available numerical results correspond to β 6= βc. There are then two possibilities:
one may compute S(βc, L) using the reweighting method [376,395], or include correction terms proportional
to (β−βc)L1/ν in the fit Ansatz [161,162]. In both cases, the method requires (β−βc)L1/ν to be small. One
may also consider βc as a free parameter and determine it by fitting S(β, L) near the critical point [161,162].
It is possible to avoid using βc. In Refs. [93–96, 98] one fixes L1 and L2 and then determines β, for
instance by reweighting the data, so that
ξ(β, L1)
ξ(β, L2)
=
L1
L2
. (2.24)
Then, the exponent σ is obtained from
S(β, L1)
S(β, L2)
=
(
L1
L2
)σ/ν
, (2.25)
neglecting scaling corrections. When L1 and L2 go to infinity, this estimate converges towards the exact
value. Due to the presence of cross-correlations, this method gives results that are more precise than those
obtained by studying the theory at the critical point.
A somewhat different approach is proposed in Ref. [512]. One introduces an additional quantity R(β, L)
such that R(βc, L)→ R∗ for L→∞. Then, one fixes a value R —for practical purposes it is convenient to
choose R ≈ R∗— and, for each L, determines βf (L) from
R(βf (L), L) = R. (2.26)
Finally, one considers S(βf (L), L) which still behaves as L
σ/ν for large L. Due to the presence of cross-
correlations, the error on S at fixed R turns out to be smaller than the error on S at fixed β. With respect
to the approach of Refs. [93–96, 98], this method has the advantage of avoiding a tuning on two different
lattices.
The FSS methods that we have described are effective in determining the critical exponents. However,
they cannot be used to compute amplitude ratios or other infinite-volume quantities. For this purpose,
however, one can still use FSS methods [114, 250, 253, 390, 635, 743, 758, 785, 877]. The idea consists in
rewriting Eq. (2.16) as
S(β, sL)
S(β, L)
= fˆ (ξ(β, L)/L) +O(L−ω , ξ−ω), (2.27)
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where s is an arbitrary (rational) number. In the absence of scaling corrections, one may proceed as follows.
First, one performs several runs for fixed L, determining S(β, sL), S(β, L), ξ(β, sL), and ξ(β, L). By means
of a suitable interpolation, this provides the function fˆ(ξ(β, L)/L) for S and ξ. Then, S∞(β) and ξ∞(β) are
obtained from S(β, L) and ξ(β, L) by iterating Eq. (2.27) and the corresponding equation for ξ(β, L). Of
course, in practice one must be very careful about scaling corrections, increasing systematically L till the
results become independent of L within error bars.
Finally, we note that scaling corrections represent the main source of error in all these methods. They
should not be neglected in order to get reliable estimates of the critical exponents. The leading scaling
correction, which is of order O(L−ω), is often important, and should be taken into account by performing
fits with Ansatz
aLσ/ν + bLσ/ν−ω. (2.28)
As we have already stressed previously, these difficulties can be partially overcome if one uses an improved
Hamiltonian. In this case the leading scaling corrections are absent and a naive fit to the leading behavior
gives reliable results at the level of present-day statistical accuracy. However, in practice improved Hamil-
tonians are known only approximately, so that one may worry of the systematic error due to the residual
correction terms. In Sec. 2.3.1 we will discuss how to keep this systematic error into account.
2.2.4 Dynamic methods
Nonequilibrium dynamic methods are numerical techniques that compute static and dynamic critical expo-
nents by studying the relaxation process towards equilibrium. They are especially convenient in systems with
slow dynamics, since they allow the determination of the critical exponents without ever reaching thermal
equilibrium. Two slighly different techniques have been developed: the nonequilibrium-relaxation (NER)
method, see Refs. [565–567, 859, 873] and references therein, and the short-time critical dynamics (STCD)
method, see Refs. [700, 701,738,991] and references therein.
In the NER method one studies the long-time relaxation towards equilibrium. In this limit, the nonequi-
librium free energy scales as [1036]
F(t,H, L, τ) = L−dF̂ (tLyt , HLyh, τLz), (2.29)
where τ is the dynamics time, z is a new critical exponent, and subleading corrections have been omitted.
The method bears some similarities with the FSS methods described before. One first determines the critical
point, and then studies the dynamics at criticality determining the exponents from the large-time (instead
of large-L) behavior of correlation functions. Since one does not need to reach equilibrium, large volumes
can be considered. Moreover, since correlations increase with increasing τ , one can avoid finite-size effects
by stopping the dynamics when the correlation length is some fraction of the size. In order to determine the
critical point, one may monitor the behavior of the time-dependent magnetizationm(t, τ). For t 6= 0, m(t, τ)
converges to its asymptotic value exponentially, while at the critical point m(0, τ) ∼ τ−β/(zν). It suffices to
consider
f(t, τ) =
d lnm(t, τ)
d ln τ
(2.30)
that diverges for t > 0, goes to zero for t < 0, and converges to a constant for t = 0. Once Tc is determined,
the critical exponents can be obtained from the behavior of powers of m(t, τ) and of their derivatives with
respect to t at the critical point.
The STDC method is similar and uses again dynamic scaling. Here, one assumes that, besides the
universal behavior in the long-time regime, there exists another universal stage of the relaxation at early
(macroscopic) times. The scaling behavior of this regime has been shown for the dynamics of model A in
Ref. [585], but it is believed to be a general characteristic of dynamic critical phenomena.
2.3 Improved Hamiltonians
As we already stressed, one of the main sources of systematic errors is the presence of nonanalytic corrections
controlled by the RG eigenvalue y3 = −ω. A way out exploits improved models, i.e. models for which there
are no corrections with exponent ω: No terms of order |t|ων = |t|∆ appear in infinite-volume quantities and
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no terms of order L−ω in FSS variables. Such Hamiltonians cannot be determined analytically and one must
use numerical methods. Some of them will be presented below.
2.3.1 Determinations of the improved Hamiltonians
In order to determine an improved Hamiltonian, one may consider a one-parameter family of models, parame-
trized, say, by λ, that belong to the given universality class. Then, one may consider a specific quantity and
find numerically a value λ∗ for which the leading correction to scaling is absent. According to RG theory, at
λ∗ the leading scaling correction gets suppressed in any quantity. Note that, within a given one-parameter
family of models, nothing guarantees that such a value of λ can be found. For instance, in the large-N limit
of the lattice φ4 theory (1.7) no positive value of λ exists that achieves the suppression of the leading scaling
corrections [240]. For a discussion in the continuum, see, e.g., Refs. [73, 1152].
The first attempt to exploit improved Hamiltonians is due to Chen, Fisher, and Nickel [288]. They
studied two classes of two-parameter models, the bcc scalar double-Gaussian and Klauder models, that are
expected to belong to the Ising universality class and that interpolate between the spin-1/2 Ising model
and the Gaussian model. They showed that improved models with suppressed leading corrections to scaling
can be obtained by tuning the parameters (see also Refs. [419, 844]). The main difficulty of the method is
the precise determination of λ∗. In Refs. [288, 457] the partial differential approximant technique was used;
however, the error on λ∗ was relatively large, and the final results represented only a modest improvement
with respect to standard (and much simpler) analyses using biased approximants.
One may determine the improved Hamiltonian by comparing the results of a “good” and of a “bad”
analysis of the HT series [240,419]. Considering again the zero-momentum four-point coupling g4, we can for
instance determine λ∗ from the results of the analyses presented in Sec. 2.1. The improved model corresponds
to the value of λ for which the unbiased analysis gives results that are consistent with the analysis that takes
into account the subleading correction. From Fig. 2, we see that in the interval 1.0 < λ < 1.2 the two
analyses coincide and thus, we can estimate λ∗ = 1.1(1). This estimate is consistent with the result of
Ref. [512], i.e. λ∗ = 1.10(2) obtained using the MC method based on FSS, but is much less precise.
In the last few years many numerical studies [96, 98, 161, 233, 234, 512, 513, 515, 520] have shown that
improved Hamiltonians can be accurately determined by means of MC simulations, using FSS methods.
There are several methods that can be used. A first class of methods is very similar in spirit to the
crossing technique employed for the determination of βc. In its simplest implementation [240] one considers
a quantity R(β, λ, L) such that, for L → ∞, R(βc(λ), λ, L) converges to a universal constant R∗, which is
supposed to be known. Standard scaling arguments predict for L→∞
R(βc(λ), λ, L) ≈ R∗ + a1(λ)L−ω + a2(λ)L−2ω + . . .+ b1(λ)L−ω2 . . . (2.31)
where ω2 ≡ −y4 is the next-to-leading correction-to-scaling exponent. In order to evaluate λ∗, which is the
value for which a1(λ) = 0, one can determine λ
eff(L) from the equation
R(βc(λ
eff(L)), λeff(L), L) = R∗, (2.32)
where we assume R∗ and βc(λ) to be known. For L → ∞, λeff(L) converges to λ∗ with corrections of
order Lω−ω2 . In practice, neither R∗ nor βc(λ) are known exactly. It is possible to avoid these problems by
considering two different quantities R1 and R2 that have a universal limit for L → ∞ [233, 512]. First, we
define βf (λ, L) by
R1(βf , λ, L) = R¯1, (2.33)
where R¯1 is a fixed value taken from the range of R1. Approximate estimates of λ
∗ are then obtained by
solving the equation
R2(βf (λ, L), λ, L) = R2(βf (λ, bL), λ, bL). (2.34)
for some value of b.
Alternatively [96,98,233,512,521], one may determine the size of the corrections to scaling for two values
of λ which are near to λ∗, but not too near in order to have a good signal, and perform a linear interpolation.
In the implementation of Refs. [96,98] one considers the corrections to Eq. (2.25), while Refs. [233,512,521]
consider the corrections to a RG-invariant quantity at fixed βf , see Eq. (2.33).
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We should note that all these numerical methods provide only approximately improved Hamiltonians.
Therefore, leading corrections with exponent ω are small but not completely absent. However, it is possible
to evaluate the residual systematic error due to these terms. The idea is the following [512]. First, one
considers a specific quantity that behaves as
S(L) = aLσ/ν(1 + b(λ)L−ω + . . .). (2.35)
Then, one studies numerically S(L) in the approximately improved model, i.e. for λ = λ∗est (λ
∗
est is the
estimated value of λ∗), and in a model in which the corrections to scaling are large: for instance in the N -
vector model corresponding to λ =∞. Finally, one determines numerically an upper bound on b(λ∗est)/b(∞).
RG theory guarantees that this ratio is identical for any quantity. Therefore, one can obtain an upper bound
on the residual irrelevant corrections, by computing the correction term in the N -vector model—this is easy
since corrections are large—and multiplying the result by the factor determined above.
2.3.2 List of improved Hamiltonians
We list here the improved models that have been determined so far. We write the partition function in the
form
Z =
∫ ∏
i
dµ(φi) exp
β ∑
<ij>
φi · φj
 , (2.36)
where φi is an N -dimensional vector and the sum is extended over all nearest-neighbor pairs < ij >. For
N = 1 the following improved models have been determined:
1. Double-Gaussian model:
dµ(φ) = dφ
{
exp
[
− (φ+
√
y)2
2(1− y)
]
+ exp
[
− (φ−
√
y)2
2(1− y)
]}
, (2.37)
with 0 < y < 1. The improved model has been determined on the bcc lattice from the study of HT
series. The improved model corresponds to y∗ = 0.87(4) [288], y∗ = 0.87(1) [457], y∗ = 0.90(3) [419],
y∗ ≈ 0.85 [844].
2. Klauder model:
dµ(φ) = dφ |φ|y/(1−y) exp
(
− φ
2
2(1− y)
)
, (2.38)
with 0 < y < 1. The improved model has been determined on the bcc lattice from the study of HT
series. The improved model corresponds to y∗ = 0.81(6) [288], y∗ = 0.815(35) [419].
3. φ4-φ6 model:
dµ(φ) = dφ exp
[−φ2 − λ(φ2 − 1)2 − λ6(φ2 − 1)3] . (2.39)
The couplings corresponding to improved models have been determined by means of MC simulations.
On the sc lattice, the Hamiltonian is improved for these values of the couplings: (a)14 λ∗ = 1.10(2),
λ∗6 = 0 [512]; (b) λ
∗ = 1.90(4), λ∗6 = 1 [240].
4. Blume-Capel model:
dµ(φ) = dφ
[
δ(φ − 1) + δ(φ+ 1) + eDδ(φ)] . (2.40)
On the sc lattice the Hamiltonian is improved for D∗ ≈ 0.7 [161], D∗ = 0.641(8) [513].
14 This is the estimate used in Ref. [240], which was derived from the MC results of Ref. [512]. There, the result λ∗ = 1.095(12)
was obtained by fitting the data for lattices of size L ≥ 16. Since fits using also data for smaller lattices, i.e. with L ≥ 12 and
L ≥ 14, gave consistent results, one might expect that the systematic error is at most as large as the statistical one [514].
34
For N = 2, 3, 4 and for the φ4 theory (1.7) on a simple cubic lattice, λ∗ has been determined by means of
FSS MC simulations [233,234,515,521]. The estimates of λ∗ are the following [233,234,515]:
λ∗ = 2.07(5) for N = 2, (2.41)
λ∗ = 4.6(4) for N = 3, (2.42)
λ∗ = 12.5(4.0) for N = 4. (2.43)
For N = 2 the dynamically dilute XY model has also been considered:
dµ(φ) = d2φ
[
δ(φ1)δ(φ2) +
eD
2π
δ(1− |φ|)
]
, (2.44)
where φ = (φ1, φ2). The Hamiltonian is improved for D
∗ = 1.02(3) [233]. Again, the improved theory has
been determined by means of MC simulations.
Also models with extended interactions have been considered, such as [161,520]
H = β
[∑
<ij>
σiσj + y
∑
[ij]
σiσj
]
, (2.45)
where σi = ±1, the first sum is extended over all nearest-neighbor pairs < ij >, and the second one over
all third nearest-neighbor pairs [ij]. In Ref. [161] a significant reduction of the subleading corrections was
observed for y ≈ 0.4. However, the subsequent analysis of Ref. [520] found y∗ ∼< 0.25.
2.4 Field-theoretical methods
Field-theoretical methods can be divided into two classes: (a) perturbative approaches based on the φ4
continuum Hamiltonian
H =
∫
ddx
[
1
2
∂µφ(x)∂µφ(x) +
r
2
φ(x)2 +
u
4!
φ(x)4
]
; (2.46)
(b) nonpertubative approaches based on approximate solutions of Wilson’s RG equations.
The oldest perturbative method is the ǫ expansion in which the expansion parameter is ǫ = 4− d [1125].
Subsequently, Parisi [880] pointed out the possibility of using pertubation theory directly at the physical
dimensions d = 3 and d = 2. In the original works [87,880] the theory was renormalized at zero momentum.
Later, a four-dimensional minimal subtraction scheme without ǫ expansion was also proposed [342,984,985].
With a slight abuse of language, we will call the first “traditional” method as the fixed-dimension expansion
approach, although also in the second case the dimension is fixed. The second approach will be named the
minimal subtraction scheme without ǫ expansion.
The nonperturbative approach has a very long history [465,835,836,1106,1126] and it has been the subject
of extensive work even recently, see, e.g., Refs. [77, 134, 803] and references therein. A brief discussion will
be presented here. We only mention that for O(N) vector models the estimates of the critical parameters
are less precise than those obtained in studies using perturbative approaches.
2.4.1 The fixed-dimension expansion
In the fixed-dimension expansion one works directly in d = 3 or d = 2. In this case the theory is super-
renormalizable since the number of primitively divergent diagrams is finite. One may regularize the corre-
sponding integrals by keeping d arbitrary and performing an expansion in ǫ = 3 − d or ǫ = 2 − d. Poles
in ǫ appear in divergent diagrams. Such divergences are related to the necessity of performing an infinite
renormalization of the parameter r appearing in the bare Hamiltonian, see, e.g., the discussion in Ref. [71].
This problem can be avoided by replacing r with the mass m defined by
m−2 =
1
Γ(2)(0)
∂Γ(2)(p2)
∂p2
∣∣∣∣
p2=0
, (2.47)
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where the function Γ(2)(p2) is related to the one-particle irreducible two-point function by
Γ
(2)
ab (p) = δabΓ
(2)(p2). (2.48)
Perturbation theory in terms of m and u is finite. The critical limit is obtained for m → 0. To handle it,
one considers appropriate RG functions. Specifically, one defines the zero-momentum four-point coupling g
and the field-renormalization constant Zφ by
Γ
(2)
ab (p) = δabZ
−1
φ
[
m2 + p2 +O(p4)
]
, (2.49)
Γ
(4)
abcd(0) = Z
−2
φ m
4−d g
3
(δabδcd + δacδbd + δadδbc) , (2.50)
where Γ
(n)
a1,...,an are one-particle irreducible correlation functions. Then, one defines a coupling-renormalization
constant Zu and a mass-renormalization constant Zt by
u = m4−dgZuZ
−2
φ , Γ
(1,2)
ab (0) = δabZ
−1
t , (2.51)
where Γ
(1,2)
ab (p) is the one-particle irreducible two-point function with an insertion of
1
2φ
2. The renormaliza-
tion constants are determined as perturbative expansions in powers of g. The fixed point of the model is
determined by the nontrivial zero g∗ of the β-function
β(g) = m
∂g
∂m
∣∣∣∣
u
= (d− 4)g
[
1 + g
d
dg
log(ZuZ
−2
φ )
]−1
. (2.52)
Note that the fixed-point value g∗ coincides with the critical value g+4 of g4, cf. Eq. (2.3). Then, one defines
ηφ(g) =
∂ lnZφ
∂ lnm
∣∣∣∣
u
= β(g)
∂ lnZφ
∂g
, (2.53)
ηt(g) =
∂ lnZt
∂ lnm
∣∣∣∣
u
= β(g)
∂ lnZt
∂g
. (2.54)
Finally, the critical exponents are given by
η = ηφ(g
∗), (2.55)
ν = [2− ηφ(g∗) + ηt(g∗)]−1 , (2.56)
ω = β′(g∗), (2.57)
where ω is the exponent associated with the leading irrelevant operator.15 All other exponents can be
obtained using the scaling and hyperscaling relations.
Since this method is based on zero-momentum renormalization conditions, it is not well suited for the
study of vector models in the LT phase. In this case, the minimal-subtraction scheme without ǫ expansion
can be used. Since it is strictly related to the ǫ expansion, it will be presented in the next section.
The longest available series for the critical exponents can be found in Refs. [56, 87, 821] for d = 3 and in
Ref. [870] for d = 2. More precisely, in three dimensions the critical exponents and the β-function are known
to six loops for generic values of N [56]. For N = 0, 1, 2, 3 seven-loop series for ηφ and ηt were computed in
Ref. [821]. They are reported in the Appendix of Ref. [481]. In two dimensions, five-loop series are available
for all values of N [870]. Perturbative expansions of some universal amplitude ratios involving HT quantities
and of the 2n-point renormalized coupling constants g+2n can be found in Refs. [71] and [1022] respectively.
For the scalar theory an extension of the method [79] allowed to obtain the free energy below the critical
temperature and therefore all universal amplitude ratios defined from zero-momentum quantities. For the
study of the LT phase of the Ising model, a slightly different approach was developed in Refs. [484, 819],
which also allowed the computation of ratios involving the correlation length.
15This is not always correct [223]. Indeed, β′(g∗) is always equal to the exponent of the first nonanalytic correction in
g(m). Usually, the first correction is due to the leading irrelevant operator, but this is not necessarily the case. In the two-
dimensional Ising model, the first correction in g(m) is related to the presence of an analytic background in the free energy,
and β′(g∗) = γ/ν = 7/4, while ω = 2. See the discussion in Sec. 2.4.3.
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2.4.2 The ǫ expansion
The ǫ expansion [1125] is based on the observation that, for d = 4, the theory is essentially Gaussian.
One considers the standard perturbative expansion, and then transforms it into an expansion in powers of
ǫ ≡ 4 − d. In practice, the method works as in the fixed-dimension expansion. One first determines the
expansion of the renormalization constants Zu, Zφ, and Zt in powers of the coupling g. Initially, they were
obtained by requiring the normalization conditions (2.49), (2.50), and (2.51). However, in this framework it
is simpler to use the minimal-subtraction scheme [1053]. Once the renormalization constants are determined,
one computes the RG functions β(g), ηφ(g), and ηt(g) as in Sec. 2.4.1. The fixed-point value g
∗ is obtained
by solving the equation β(g∗) = 0 perturbatively in ǫ. Once the expansion of g∗ is available, one obtains
the expansion of the exponents, by expressing ηφ(g
∗) and ηt(g
∗) in powers of ǫ. Notice that, in the minimal-
subtraction scheme, g is not related to g4.
In this scheme, five-loop series for the exponents were computed in Refs. [294,657]. The equation of state
and several amplitude ratios were determined in Refs. [137,182,847,907,1096].
The minimal-subtraction scheme without ǫ expansion [342, 984, 985] is strictly related. The functions
β(g), ηφ(g), and ηt(g) are the minimal-subtraction functions. However, here ǫ is no longer considered as a
small quantity but it is set to its physical value,16 i.e. in three dimensions one simply sets ǫ = 1. Then,
the procedure is identical to that presented for the fixed-dimension expansion. A nontrivial zero g∗ of the
β-function is determined and the exponent series are computed for this value of g∗. The method is well
suited for the study of universal LT properties of vector systems, and indeed, perturbative series for several
amplitude ratios have been computed [208,686,1032,1033].
2.4.3 Resummation of the perturbative series
FT perturbative expansions are divergent. Thus, in order to obtain accurate results, an appropriate resum-
mation is required. This can be done by exploiting their Borel summability, that has been proved for the
fixed-dimension expansion of the O(N) φ4 theory in d < 4 [360, 381, 751, 752] and has been conjectured for
the ǫ expansion. If we consider a quantity S(g) that has a perturbative expansion
S(g) ≈
∑
skg
k, (2.58)
the large-order behavior of the coefficients is given by
sk ∼ k! (−a)k kb
[
1 +O(k−1)
]
, (2.59)
with a > 0. Here, the perturbative coupling is the renormalized coupling constant of the fixed-dimension
expansion, but the same discussion applies to the ǫ expansion, replacing g by ǫ. Note that the value of
the constant a is independent of the particular quantity considered, unlike the constant b. The constants a
and b can be determined by means of a steepest-descent calculation in which the relevant saddle point is a
finite-energy solution (instanton) of the classical field equations with negative coupling [180, 710], see also
Refs. [883, 1152].
In order to resum the perturbative series, we introduce the Borel-Leroy transform B(t) of S(g),
S(g) =
∫ ∞
0
tce−tB(t), (2.60)
where c is an arbitrary number. Its series expansion is given by
Bexp(t) =
∑
k
sk
Γ(k + c+ 1)
tk. (2.61)
The constant a that characterizes the large-order behavior of the original series is related to the singularity
ts of the Borel transform B(t) that is nearest to the origin: ts = −1/a. The series Bexp(t) is convergent
in the disk |t| < |ts| = 1/a of the complex plane, and also on the boundary if c > b. In this domain, one
16 Note that the dependence on ǫ of the above-defined RG functions is trivial. The exponents ηφ(g) and ηt(g) are independent
of ǫ, β(g) = −ǫg + b(g) and b(g) is independent of ǫ.
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can compute B(t) using Bexp(t). However, in order to compute the integral (2.60), one needs B(t) for all
positive values of t. It is thus necessary to perform an analytic continuation of Bexp(t).
The analytic continuation may be achieved using [87] Pade´ approximants to the series (2.61). A more
refined procedure exploits the knowledge of the large-order behavior of the expansion, and in particular of
the constant a. One performs an Euler transformation [693]
y(t) =
√
1 + at− 1√
1 + at+ 1
, (2.62)
that allows to rewrite B(t) in the form
B(t) =
∑
k
fk [y(t)]
k. (2.63)
If all the singularities belong to the real interval [−∞,−tc], the expansion (2.63) converges everywhere in
the complex t-plane except on the negative axis for t < −tc. After these transformations, one obtains a new
expansion for the function S(g):
S(g) ≈
∫ ∞
0
dt e−ttc
∑
k
fk [y(tg)]
k. (2.64)
This sequence of operations has transformed the original divergent series into an integral of a convergent one,
which can then be studied numerically. Notice that the convergence of the integral (2.64), that is controlled
by the analytic properties of S(g), is not guaranteed. For instance, if S(g) has a cut for g ≥ g∗—we will show
below that this occurs in the fixed-dimension expansion—then the integral does not converge for g > g∗.
We mention that one may also use Eq. (2.63) when a is not known, considering a as a free parameter
that can be optimized in the resummation procedure [810].
A different resummation method is used by Kleinert [587, 653, 654]. Instead of using the perturbative
series in terms of the renormalized coupling constant g, he considers the expansion in terms of the bare
coupling u. Since perturbative series in three dimensions are expressed in terms of u = u/m, the critical
results are obtained by evaluating the perturbative expressions in the limit u → ∞. Similar extrapolations
are used in the context of polymers, i.e. in the φ4 theory in the limit N → 0; see, e.g., Ref. [332]. Of
course, the extrapolation is here a tricky point. Refs. [653, 654] use a variational method. Essentially, one
introduces a new parameter such that the exact expressions are independent of it. In the truncated series
the new parameter is a nontrivial variable that is fixed by requiring the results to be stationary with respect
to its variation. The variational method transforms an initially divergent series in a convergent sequence of
approximations.
The convergence of all the resummation methods depends on the analytic behavior at g = g∗. In
particular, the convergence may be rather slow if the resummed function is nonanalytic at g∗.
Singularities—predicted long ago in Refs. [838,839,880]—appear in the fixed-dimension expansion renor-
malized at zero momentum. To understand the problem, following Nickel [838], let us consider the zero-
momentum four-point coupling g4—as we already remarked, it coincides with the perturbative coupling g
defined in Eq. (2.50)—as a function of the reduced temperature t. For t→ 0 we can write down an expansion
of the form
g4 = g
+
4
[
1 + a1t+ a2t
2 + . . .+ b1t
∆ + b2t
2∆ + . . .
+c1t
∆+1 + . . .+ d1t
∆2 + . . .+ e1t
γ + . . .
]
, (2.65)
where ∆, ∆2, . . . are subleading exponents. The correction proportional to t
γ is due to the presence of an
analytic background in the free energy.
Starting from Eq. (2.65), one may easily compute the β-function. Since the mass gap m scales analo-
gously, one obtains the following expansion:17
β(g4) ≡ m∂g4
∂m
= α1∆g + α2(∆g)
2 + . . .+ β1(∆g)
1
∆ + β2(∆g)
2
∆ + . . .
17This is the generic behavior when ∆ < 1. In some models, for instance in the two-dimensional nearest-neighbor Ising model,
∆ > γ and a1 = 0. In this case, Eq. (2.66) is still correct [223] if γ and ∆ are interchanged. Moreover, α1 = −γ/ν in this case.
If a1 6= 0 and ∆ > 1, we have α1 = −1/ν and corrections (∆g)∆, (∆g)∆2 , etc.
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+γ1(∆g)
1+ 1∆ + . . .+ δ1(∆g)
∆2
∆ + . . .+ ζ1(∆g)
γ
∆ + . . . , (2.66)
where ∆g = g+4 − g4. Eq. (2.66) clearly shows the presence of several nonanalytic terms with exponents
depending on 1/∆, ∆i/∆, and γ/∆.
As pointed out by Sokal [698, 1020] (see also Ref. [76] for a discussion in Wilson’s RG setting), the
nonanalyticity of the RG functions can also be understood within Wilson’s RG approach. We repeat his
argument here. Consider the Gaussian fixed point which, for 3 ≤ d < 4, has a two-dimensional unstable
manifold Mu: The two unstable directions correspond to the interactions φ2 and φ4. The continuum field
theories are in a one-to-one correspondence with Hamiltonians on Mu. Thus, the FT RG is nothing but
Wilson’s RG restricted to Mu. The point is that there is no reason why it should approach the fixed point
along a direction orthogonal to all other subleading irrelevant operators. Barring miracles, the approach
should have nonzero components along any of the irrelevant directions. But, if this happens, nonanalytic
terms are present in any RG function.
This issue has been investigated in the framework of the 1/N expansion [904], computing the asymptotic
behavior of β(g) for g → g∗ to next-to-leading order in 1/N and for 2 < d < 4. The result shows that
nonanalytic terms are present consistently with Eq. (2.66). Indeed, corrections of order (∆g)1+1/∆ and/or
(∆g)∆2/∆ appear. No term proportional to (∆g)1/∆ is found, which implies a1 = 0 in Eq. (2.65). In
Ref. [223] the computation is extended to two dimensions, finding again nonanalytic terms.
These singularities may cause a slow convergence in the resummations of the perturbative series. In
Refs. [223,280] some simple test functions were considered and it was shown that large discrepancies should
be expected if the first nonanalytic exponent is small. For instance, if a function f(g) behaves as the β
function, i.e.
f(g) ≈ a(g − g0) + b(g − g0)1+p (2.67)
for g → g0, a relatively precise estimate of a is obtained if p ∼> 1, while for small values of p the estimate
is largely incorrect and, even worse, the errors, which are obtained as usual by stability criteria, are far too
small. It is important to note that these discrepancies are not related to the fact that the series are divergent.
They would be present even if the perturbative expansions were convergent.18
Of course, the interesting question is whether these nonanalyticities are relevant in the φ4 perturbative
series. In three dimensions and for N = 0, 1, 2, 3, ∆ ≈ 0.5 and ∆2/∆ is approximately 2 [465, 836]. Thus,
the leading nonanalytic term has exponent ∆2/∆ and is rather close to an analytic one. Therefore, we
expect small effects in three dimensions, and indeed the FT results are in substantial agreement with the
estimates obtained in MC and HT studies. The situation worsens in the two-dimensional case. In the Ising
model Ref. [223] predicted a nonanalytic term (∆g)8/7, while for N ≥ 3 logarithmic corrections, such as
(∆g)/ log ∆g, are predicted on general grounds and found explicitly in a large-N calculation [223]. Since the
first nonanalytic term has a small exponent, large deviations are expected [223]. Indeed, two-dimensional
estimates differ significantly from the theoretically expected results [693,870].
On the other hand, for the ǫ expansion it has been argued that no nonanalyticities are present in universal
quantities. This has also been argued for the fixed-dimension expansion in the minimal subtraction scheme
[74, 981], but it is difficult to verify in the absence of a nonperturbative definition of the scheme.
Finally, we mention that it is possible to improve the ǫ-expansion results for a quantity R if its value is
known for some values of the dimensions. The method was originally proposed in Refs. [331,334,695] where
exact values in two or one dimension were used in the analysis of the ǫ expansion. The method of Ref. [695]
works as follows. One considers a quantity R such that for ǫ = ǫ1 the exact value Rex(ǫ1) is known. Then,
one defines
R(ǫ) =
[
R(ǫ)−Rex(ǫ1)
(ǫ− ǫ1)
]
, (2.68)
and a new quantity
Rimp(ǫ) = Rex(ǫ1) + (ǫ− ǫ1)R(ǫ). (2.69)
New estimates of R at ǫ = 1 can then be obtained by resumming the ǫ expansion of R(ǫ) and then computing
Rimp(1). The idea behind this method is very simple. If, for instance, the value of R for ǫ = 2 is known, one
18 The reader may consider f(g) = (1 − g)p and try to compute f(1) from its Taylor expansion around g = 0. Since for
p→ 0+, f(g)→ 1 pointwise for all g < 1, for small values of p any extrapolation provides an estimate f(1) ≈ 1, clearly different
from the exact value f(1) = 0.
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uses as zeroth-order approximation at ǫ = 1 the value of the linear interpolation between ǫ = 0 and ǫ = 2 and
then uses the series in ǫ to compute the deviations. If the interpolation is a good approximation, one should
find that the series that gives the deviations has smaller coefficients than the original one. Consequently,
also the errors in the resummation are reduced.
In Ref. [904] this strategy was generalized to the case in which one knows the exact value of R for more
than one value of ǫ. If exact values Rex(ǫ1), . . ., Rex(ǫk) are known for a set of dimensions ǫ1, . . ., ǫk, k ≥ 2,
then one defines
Q(ǫ) =
k∑
i=1
Rex(ǫi)
(ǫ− ǫi)
k∏
j=1,j 6=i
(ǫi − ǫj)−1
 , (2.70)
and
R(ǫ) =
R(ǫ)∏k
i=1(ǫ− ǫi)
−Q(ǫ), (2.71)
and finally
Rimp(ǫ) =
[
Q(ǫ) +R(ǫ)
] k∏
i=1
(ǫ− ǫi). (2.72)
One can easily verify that the expression
[
Q(ǫ) +R(0)
] k∏
i=1
(ǫ− ǫi) (2.73)
represents the kth-order polynomial interpolation among the points ǫ = 0, ǫ1, ..., ǫk. Again the resummation
procedure is applied to the ǫ expansion of R(ǫ) and the final estimate is obtained by computing Rimp(1).
Such a technique was successfully used in many different cases, see Refs. [904–907].
2.4.4 Nonperturbative methods
Critical exponents and several universal properties have been obtained using nonperturbative FT methods
based on approximate solutions of continuous RG equations (CRG). The starting point of this approach is
an exact functional differential RG equation. Various proposals of RG equations have been considered in the
literature, see, e.g., Refs. [168, 365, 799, 848, 921, 1106, 1110, 1126]. For instance, one may write down a RG
equation for the average action Γk[φ], which is a functional of the fields and depends on a coarse-graining scale
k. The dependence of the average action Γk on the scale k is described by the flow equation [168,365,799,1110]
∂tΓk =
1
2
Tr
(
Γ
(2)
k +Rk
)−1
∂tRk, (2.74)
where Γ
(2)
k is the second functional derivative of the average action, t ≡ ln k, and Rk(q2) is an infrared
regulator at the momentum scale k. In the infrared limit k → 0, the functional Γk yields the Helmholtz free
energy in the presence of a position-dependent magnetic field, which is usually called effective action in this
context. Except for a few trivial cases, this functional equation cannot be solved exactly, so that one must
perform approximations and/or truncations and use numerical methods. A systematic scheme of truncations
is provided by the derivative expansion (DE), which is a functional expansion of the average action in powers
of momenta and requires a sufficiently small anomalous dimension of the field, i.e. η ≪ 1 [464, 573]. In
particular, for a scalar theory one may write
Γk[φ] =
∫
ddx
[
Uk(φ
2) +
1
2
Zk(φ
2)(∂µφ)
2 +O(∂4)
]
. (2.75)
The lowest order of the DE is the so-called local potential approximation (LPA), see, e.g., Ref. [77]. It
includes the potential Uk(φ
2) and a standard kinetic term, i.e. it assumes Zk to be a constant. This implies
η = 0, and thus it is expected to provide a good starting point only when η ≪ 1. For example, in the two-
dimensional Ising case, where η = 1/4 is not particularly small, the LPA is unable to display the expected
fixed-point structure [396, 801]. A variant of the LPA [1052] assumes Zk dependent on k. In this improved
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approximation (ILPA) η is not equal to zero and it is determined from the behavior of the propagator, still
assuming η ≪ 1. The first correction in the DE (1st DE) takes into account the dependence on φ2 in Zk(φ2).
The next order involves terms with four derivatives, and so on. The convergence properties of the DE are
still not clear. In particular, it seems rather sensitive to the choice of the infrared regulator Rk(q
2). See, e.g.,
Refs. [702,711,712,800,804] for discussions of this point. It is therefore difficult to estimate the uncertainty of
the results obtained by this approach. Moreover, the technical difficulties increase very rapidly with the order
of the DE, so that only the first order has been effectively implemented for the N -vector model. Within a
level of the DE, one may also consider an expansion of the coefficient functions Uk(φ
2), Zk(φ
2), . . ., in powers
of the field φ. Usually, the results of this expansion show a relatively fast convergence, while the dependence
on the DE order seems to be more important, see, e.g., the list of results reported in Ref. [134]. We refer
to Refs. [77, 134] for a more detailed discussion about the various key ingredients of the method, which are
essentially the choice of the continuous RG equation, of the infrared regulator, and of the approximation
scheme.
A similar approach is the scaling-field method [465,835,836]. The starting point is again a continuous RG
equation, but the peculiarity is the use of an expansion in scaling fields to transform the original equation
into an infinite hierarchy of nonlinear differential equations for the scaling fields.
3 The Ising universality class
3.1 Physical relevance
The Ising model is one of the most studied models in the theory of phase transitions, not only because
it is considered as the prototype of statistical systems showing a nontrivial power-law critical behavior,
but also because it describes several physical systems. Indeed, many systems characterized by short-range
interactions and a scalar order parameter undergo a critical transition belonging to the Ising universality class.
We mention the liquid-vapor transition in simple fluids, the transitions in multicomponent fluid mixtures, in
uniaxial antiferromagnetic materials, and in micellar systems (see Sec. 3.1.1). Experiments in this area are
still very numerous, the most part focusing on the critical behavior of simple and complex fluids, which have
a large variety of industrial and technological applications. Many experiments on the static and dynamic
critical behavior of these systems have been performed in microgravity environment, on the Space Shuttle,
on the Mir space station, and using specially-designed rockets; a new generation is currently developed for
the International Space Station [140, 142, 692, 716]. In particular, a new experiment (MISTE) [108] will be
flown in 2005 and is supposed to provide high-precision data for the critical behavior of 3He. We should
mention that Ising criticality is also observed in several models that are relevant for high-energy physics, see
Sec. 3.1.2.
3.1.1 Experimental systems
The most important physical systems belonging to the Ising universality class may be divided into different
classes:
(i) Liquid-vapor transitions. The order parameter is ρ − ρc, where ρ is the density and ρc its value
at the critical point. The Ising-like continuous transition occurs at the end of the first-order liquid-
gas transition line in the pressure-temperature plane; see Fig. 1. The liquid-vapor transition does
not have the Z2 symmetry which is present in magnetic systems. Therefore, in fluids one observes
Z2-noninvariant corrections to scaling, which are absent in magnets. For a general review see, e.g.,
Ref. [885]. For a discussion of the mapping of the fluid Hamiltonian onto a magnetic one, see also
Ref. [187].
(ii) Binary mixtures. One considers here two fluids. The order parameter is the concentration and the
transition corresponds to the mixing of the two liquids (or gases): on the one side of the transition the
two fluids are separated, on the other side they are mixed. Binary mixtures also undergo a liquid-vapor
transition as described in (a). Similar transitions also occur in solids, for instance in β-brass, and in
several complex fluids, such as polymer solutions and polymer blends (see, e.g., Ref. [334]), colloidal
suspensions [287], and solutions of biological proteins (see, e.g., Refs. [65, 192]).
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(iii) Coulombic systems. The critical behavior of ionic fluids has been rather controversial. Originally,
on the basis of the experimental results, see the discussion in Refs. [410, 1027], electrolytes were di-
vided in solvophobic—in this case criticality was driven by short-range forces—and Coulombic—phase
separation was driven by the long-range Coulomb force. Solvophobic electrolytes were supposed to
have Ising behavior, while Coulombic systems were expected to be mean-field like. At present, there
is a general consensus that all ionic systems show Ising criticality, although the Ising window may be
extremely small, so that one observes a mean-field–to–Ising crossover, see Refs. [52, 54, 483, 576] and
references therein. Recent experiments [147, 164, 533, 652, 1116] and numerical simulations [222, 734]
confirm this scenario.
(iv) Micellar systems. Micellization is the process of aggregation of certain surfactant molecules in dilute
aqueous solutions. The onset of micellization, i.e. the concentration at which the aggregation process
begins, can be regarded as a second-order phase-transition point [49, 496].
(v) Uniaxial magnetic systems. These systems are those that inspired the Ising Hamiltonian. They
are magnetic systems in which the crystalline structure favors the alignment along a specific direction.
Experimental systems often display antiferromagnetism, but, as we discussed in Sec. 1.3, on bipartite
lattices ferromagnetic and antiferromagnetic criticality are closely related. Because of the crystalline
structure, these systems are not rotationally invariant. Thus, there are corrections to scaling that are
not present in fluids.
3.1.2 Ising systems in high-energy physics
Continuous transitions belonging to the three-dimensional Ising universality class are expected in some
theories relevant for high-energy physics. We mention:
(i) The finite-temperature transition in the electroweak theory, which is relevant for the initial evolution of
the universe. RG arguments and lattice simulations [604,966] show that in the plane of the temperature
and of the Higgs mass there is a line of first-order transitions, which eventually ends at a second-order
transition point. Such a transition is argued to belong to the Ising universality class.
(ii) An Ising-like continuous transition is predicted at finite temperature and finite barion-number chemical
potential in the theory of strong interactions (QCD) [132,494].
(iii) For large values of the quark mass, the finite-temperature transition of QCD is of first order. With
decreasing the quark mass, the first-order transition should persist up to a critical value, where the
transition becomes continuous and is expected to be Ising-like [914].
(iv) The chiral phase transition with three massless flavored quarks is expected to be of first order [914].
The first-order phase transition should persist for mquark > 0 up to a critical value of the quark
mass. At this critical point, the transition is continuous and it has been conjectured [455] and verified
numerically [608] that it belongs to the Ising universality class.
(v) The finite-temperature transition of the four-dimensional SU(2) gauge theory [914], which has been
much studied as a prototype of nonabelian gauge theories, belongs to the Ising universality class.
3.2 The critical exponents
3.2.1 Theoretical results
The Ising universality class has been studied using several theoretical approaches. In Tables 3, 4, 5, and 6
we present several estimates of the critical exponents obtained by various methods, such as HT expansions,
LT expansions, MC simulations, FT methods, etc.
We begin by reviewing the results obtained by employing HT expansion techniques, which appear to be
the most precise ones. In Table 3 we report those obtained in the last two decades. Older estimates are
reviewed in Ref. [6].
Refs. [240, 243] consider three specific improved Hamiltonians on the simple cubic (sc) lattice, see Sec.
2.3.2: the φ4-φ6 lattice model (2.39) for λ∗ = 1.10(2), λ∗6 = 0 [512], and λ
∗ = 1.90(4), λ∗6 = 1 [240]; the
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Table 3: Theoretical estimates of the critical exponents obtained from HT expansions for the three-
dimensional Ising universality class. See text for explanation of the symbols in the column “info.” We
indicate with an asterisk (∗) the estimates that have been obtained using the scaling relations γ = (2− η)ν,
2−α = 3ν, β = ν(1 + η)/2 (when the error was not reported by the authors, we used the independent-error
formula to estimate it).
Ref. info order γ ν η α β ∆ = ων
[243] 2002 IHT φ4, φ6, s-1 25th 1.2373(2) 0.63012(16) 0.03639(15) 0.110(2)a 0.1096(5)∗ 0.32653(10)∗ 0.52(3)
[240] 1999 MC+IHT φ4 20th 1.2372(3) 0.6301(2) 0.0364(4) 0.1097(6)∗ 0.32652(15)∗
[240] 1999 IHT φ4, φ6, s-1 20th 1.2371(4) 0.63002(23) 0.0364(4) 0.1099(7)∗ 0.32648(18)∗
[217] 2002 s-
n
2
bcc 25th 1.2371(1) 0.6299(2) 0.0360(8)∗ 0.1103(6)∗ 0.3263(3)∗
[216] 2000 s-
1
2
bcc 25th 1.2375(6) 0.6302(4) 0.036(2)∗ 0.1094(12)∗ 0.3265(7)∗
[213] 1997 s-
1
2
bcc 21st 1.2384(6) 0.6308(5) 0.037(2)∗ 0.1076(15)∗ 0.3270(8)∗
[217] 2002 s-
n
2
sc 25th 1.2368(10) 0.6285(20) 0.032(6)∗ 0.114(6)∗ 0.3243(30)∗
[216] 2000 s-
1
2
sc 23rd 1.2378(10) 0.6306(8) 0.037(3)∗ 0.1082(24)∗ 0.3270(13)∗
[213] 1997 s-
1
2
sc 21st 1.2388(10) 0.6315(8) 0.038(3)∗ 0.1055(24)∗ 0.3278(13)∗
[215] 1999 s-
1
2
sc,bcc 21st 0.631(2)∗ 0.106(6)
[975] 1998 s-
1
2
sc 21st 1.239(2) 0.630(9) 0.033(28)∗ 0.11(3)∗ 0.326(13)∗
[490] 1994 s-
1
2
sc 25th 0.6330(13)∗ 0.101(4)
[143] 1994 s-
1
2
sc 23rd 0.6320(13)∗ 0.104(4)
[844] 1990 DG bcc 21st 1.237(2) 0.6300(15) 0.0359(7) 0.11(2)a 0.110(5)∗ 0.3263(8)∗ 0.52(3)
[485] 1987 s-
1
2
,1,2, bcc 21st 1.239(3) 0.632+2−3 0.040(9) 0.104
+9
−6
∗ 0.328(4)∗
[419] 1985 DG,K bcc 21st 1.2395(4) 0.632(1) 0.039(4)∗ 0.105(7)a 0.3283(15)∗ 0.54(5)
[457] 1984 DG bcc 21st 1.2378(6) 0.63115(30) 0.0375(5) 0.1066(9)∗ 0.3278(6)∗ 0.52(3)
[387] 1983 s-S bcc 21st 1.242
+3
−5 0.634
+3
−4 0.098
+12
−9
∗
[288] 1982 DG,K bcc 21st 1.2385(15)
[1153] 1981 s-S bcc 21st 1.2385(25) 0.6305(15) 0.0357(6)∗ 0.1085(45)∗ 0.3265(26)∗
[842] 1981 DG bcc 21st 1.237(3) 0.630(3) 0.036(2)∗ 0.110(9)∗ 0.327(5)∗
[956] 1981 s-S bcc 21st 1.240(2) 0.628(2) 0.025(7)∗ 0.116(6)∗ 0.322(3)∗
Table 4: Other theoretical estimates of the critical exponents for the three-dimensional Ising universality
class. See text for explanation of the symbols in the column “info.” We indicate with an asterisk (∗) the
estimates that have been obtained using the scaling relations γ = (2 − η)ν, 2− α = 3ν, β = ν(1 + η)/2.
Ref. info γ ν η α β
[975] 1998 LT s-
1
2
1.24(1) 0.629(4)∗ 0.030(7)∗ 0.112(11)∗ 0.324(2)
[58] 1995 LT s-
1
2
0.624(10) 0.13(3)∗
[489] 1993 LT s-
1
2
1.251(28) 0.625(2) 0.05(3)∗ 0.125(6)∗ 0.329(9)
[144] 1992 LT s-
1
2
1.177(11)∗ 0.598(1)∗ 0.031(17)∗ 0.207(4) 0.308(5)
[909] 1995 CVM s-
1
2
1.239(3) 0.630(3)∗ 0.038(9)∗ 0.109(9)∗ 0.325(4)
[665] 1995 CAM s-
1
2
1.237(4) 0.631(2)∗ 0.039(8)∗ 0.108(5) 0.327(4)
[928] 1993 FSS HA s-
1
2
1.23(1) 0.627(2) 0.038(17)∗ 0.12(2) 0.324(3)
[861] 1991 LT HA s-
1
2
1.255(10) 0.64(1) 0.04(3)∗ 0.096(8) 0.320(3)
[531] 1990 HT HA s-
1
2
1.241(3) 0.636(4) 0.049(13)∗ 0.10(2)
[504] 1986 FSS HA s-
1
2
1.236(8) 0.627(4) 0.029(18)∗ 0.119(12)∗ 0.332(6)
[536] 1984 FSS HA s-
1
2
0.629(2) 0.11(1) 0.324(9)
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Table 5: Estimates of the critical exponents fromMC simulations for the three-dimensional Ising universality
class. See text for explanation of the symbols in the column “info.” We indicate with an asterisk (∗) the
estimates that have been obtained using the scaling relations γ = (2−η)ν, 2−α = 3ν, β = ν(1+η)/2 (when
the error was not reported by the authors, we used the independent-error formula to estimate it).
Ref. info γ ν η α β ω
[513] 1999 FSS φ4 1.2366(15)∗ 0.6297(5) 0.0362(8) 0.1109(15)∗ 0.3262(4)∗ 0.845(10)
[162] 1999 FSS s-
1
2nn,3n
1.2372(13)∗ 0.63032(56) 0.0372(10) 0.1090(17)∗ 0.3269(5)∗ 0.82(3)
[512] 1999 FSS φ4 1.2367(11)∗ 0.6296(7) 0.0358(9) 0.1112(21)∗ 0.3261(5)∗ 0.845(10)
[98] 1999 FSS s-
1
2
1.2353(25)∗ 0.6294(10) 0.0374(12) 0.1118(30)∗ 0.3265(4)∗ 0.87(9)
[520] 1999 FSS φ4 1.2366(11)∗ 0.6298(5) 0.0366(8) 0.1106(15)∗ 0.3264(4)∗
[296] 1999 FSS s-
1
2
0.036(2)
[519] 1998 FSS s-
1
2
0.6308(10)∗ 0.1076(30)
[161] 1995 FSS s-
1
2nn,3n
, s-1 1.237(2)∗ 0.6301(8) 0.037(3) 0.110(2)∗ 0.3267(10)∗ 0.82(6)
[394] 1991 FSS s-
1
2
1.239(7)∗ 0.6289(8) 0.030(11) 0.1133(24)∗ 0.3258(44)∗
[563] 1999 MCRG φ4 0.653(10) 0.04(3)∗ 0.7(2)
[159] 1996 MCRG s-
1
2nn,2n,3n
1.2378(27)∗ 0.6309(12) 0.038(2) 0.1073(36)∗ 0.3274(9)
[482] 1996 MCRG s-
1
2
1.234(4)∗ 0.625(1) 0.025(6) 0.125(3)∗ 0.320(2) 0.7
[90] 1992 MCRG s-
1
2
1.232(4)∗ 0.624(2) 0.026(3) 0.128(6)∗ 0.3201(13)∗ 0.80–0.85
[157] 1989 MCRG s-
1
2
1.242(10)∗ 0.6285(40) 0.024(8) 0.114(12)∗ 0.3218(32)∗
[891] 1984 MCRG s-
1
2
1.238(11)∗ 0.629(4) 0.031(5) 0.113(12)∗ 0.324(3)∗
[1049] 1996 S s-
1
2
0.3269(6)
[568] 1991 S s-
1
2
0.324(4)
[39] 2000 FSS DS s-
1
2
0.6280(15) 0.1160(45)∗ 0.745(74)
[38] 1990 FSS DS s-
1
2
0.6285(19) 0.1145(57)∗
[145] 1987 FSS DS s-
1
2
0.6295(10) 0.1115(30)∗
[759] 1984 FSS DS s-
1
2
0.62(1) 0.14(3)∗
[566] 2000 NER s-
1
2
1.255(18)∗ 0.635(5) 0.024(18)∗ 0.14(2)∗ 0.325(5)
[565] 1993 NER s-
1
2
0.6250(25) 0.125(8)∗
[588] 1999 STCD s-
1
2
1.244(7)∗ 0.6327(20) 0.035(6)∗ 0.102(6)∗ 0.3273(17)
[583] 2000 FSS s-
1
2
PRL 1.2331(13)∗ 0.6299(5) 0.0424(13) 0.1103(15)∗ 0.3249(6)∗
[879] 2002 FSS SU(2) GT 0.6298(28) 0.111(8)∗
[867] 2001 fluid 1.245(25) 0.63(3) 0.11(9)∗ 0.322(18)
Table 6: FT estimates of the critical exponents for the three-dimensional Ising universality class. See text
for explanation of the symbols in the column “info.”
Ref. info γ ν η α β ω
[587] 2001 d = 3 exp 1.2403(8) 0.6303(8) 0.0335(6) 0.1091(24) 0.3257(5) 0.792(3)
[481] 1998 d = 3 exp 1.2396(13) 0.6304(13) 0.0335(25) 0.109(4) 0.3258(14) 0.799(11)
[1094] 1998 d = 3 exp 1.243 0.632 0.034 0.103 0.327
[56] 1995 d = 3 exp 1.239 0.631 0.038 0.107 0.327
[821] 1991 d = 3 exp 1.2378(6){18} 0.6301(5){11} 0.0355(9){6} 0.1097(15){33}
[693] 1977 d = 3 exp 1.241(2) 0.6300(15) 0.031(4) 0.1100(45) 0.3250(15) 0.79(3)
[481] 1998 ǫ exp 1.2355(50) 0.6290(25) 0.0360(50) 0.113(7) 0.3257(25) 0.814(18)
[481] 1998 ǫ exp bc 1.2380(50) 0.6305(25) 0.0365(50) 0.108(7) 0.3265(15)
[1094] 1998 ǫ exp 1.242 0.632 0.035 0.104 0.327 0.788
[836] 1984 SFM 1.23(2) 0.626(9) 0.040(7) 0.122(27) 0.326(5) 0.85(7)
[712] 2002 CRG (LPA) 0.6495 0.0515 0.6557
[997] 1999 CRG (1st DE) 1.2322 0.6307 0.0467 0.1079 0.3300
[301] 1998 CRG (1st DE) 1.218 0.622 0.042 0.134 0.324
[802] 1997 CRG (1st DE) 1.203 0.618(14) 0.054 0.146(42) 0.326 0.90(9)
[133] 1994 CRG ILPA 1.258 0.643 0.044 0.071 0.336
[1052] 1994 CRG ILPA 1.247 0.638 0.045 0.086 0.333
[800] 1994 CRG LPA 1.32 0.66 0 0.02 0.33 0.63
[464] 1986 CRG (1st DE) 0.617(8) 0.024(7) 0.149(24)
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Blume-Capel model (2.40) for D∗ = 0.641(8) [513]. For each improved model, the 25th-order HT expansions
of χ and µ2 were analyzed using integral approximants of various orders and ratio methods. The comparison
of the results obtained using these three improved Hamiltonians provides a strong check of the expected
reduction of systematic errors in the HT results and an estimate of the residual errors due to the subleading
confluent corrections to scaling. The estimates of the critical exponents obtained in such a way are denoted
by IHT in Table 3. The comparison of the results obtained from the analyses of the 20th- and 25th-order
series, cf. Refs. [240] and [243] respectively, shows that the results are stable—within the quoted errors—with
respect to the number of terms of the series. We also report (MC+IHT) a biased analysis of the 20th-series
of the improved φ4 model using the MC estimate of βc, i.e. βc = 0.3750966(4) for λ = 1.10 [512].
19
Ref. [217] reports results obtained by analyzing 25th-order series for generic spin-S (s-n2 ) models on the
simple cubic (sc) and on the body-centered cubic (bcc) lattice, using a ratio method and fixing ∆ (in most
of the analyses ∆ = 0.504 was used). The final estimates of the critical exponents were essentially obtained
from the results of the models with S = 1, 32 , 2 on the bcc lattice, and in particular from the spin-
3
2 model,
which, according to the authors, provides the most stable results with respect to the value of ∆ chosen in the
analysis.20 They are consistent with the IHT results of Refs. [240, 243]. Refs. [213, 215, 216] present results
obtained by analyzing series for the spin- 12 (s-
1
2 ) model on the sc and bcc lattices. They were essentially
obtained using biased approximants, fixing βc and ∆. With increasing the order of the series, the estimates
show a trend towards the results obtained using improved Hamiltonians.
The estimates of Refs. [288,419,457,842,844] were obtained from the analysis of 21st-order expansions for
two families of models, the Klauder (K) and the double-Gaussian (DG) models on the bcc lattice, see Eqs.
(2.38) and (2.37), which depend on an irrelevant parameter y and interpolate between the Gaussian model
and the spin-1/2 Ising model. In Refs. [288,419] the double expansion of χ in the inverse temperature β and
the irrelevant parameter y was analyzed employing two-variable partial differential approximants, devised to
reproduce the expected scaling behavior in a neighborhood of (y∗, βc(y
∗)) in the (y, β) plane. The estimate
of γ of Ref. [419] is significantly higher than the most recent estimates of Refs. [216,217,240,243]. The same
series were analyzed using a different method in Ref. [844]: the estimate of γ was lower and in agreement
with the IHT result. As pointed out in Ref. [844], the discrepancy is strictly correlated with the estimate
of y∗: the estimates of γ increase with y∗, and thus the larger value of γ of Ref. [419] is due to the fact
that a larger value of y∗ is used. The results of Refs. [387, 956,1153] were obtained by analyzing 21st-order
expansions for spin-S models on the bcc lattice, computed by Nickel [838].
The HT-expansion analyses usually focus on χ and µ2, or equivalently on ξ
2 = µ2/(2dχ), and thus they
provide direct estimates of γ and ν. The other exponents can be obtained using scaling relations. The
specific-heat exponent α can be estimated independently, although the results are not so precise as those
obtained using the hyperscaling relation α = 2−3ν. One can obtain α from the analysis of the HT expansion
of the specific heat [143,215,490], and, on bipartite lattices, from the analysis of the magnetic susceptibility
χ at the antiferromagnetic singularity β = −βc [419, 844]. In Table 3 we added a subscript a to these latter
estimates of α. In particular, the precise estimate α = 0.110(2) obtained in Ref. [243] provides a stringent
check of the hyperscaling relation α+ 3ν = 2. Indeed, using the estimate ν = 0.63012(16), we obtain
α+ 3ν = 2.000(2). (3.1)
Results obtained by analyzing the LT expansions of the Ising model (see, e.g., Refs. [58, 144, 489, 975])
are consistent (with the exception of the results of Ref. [144]), although much less precise than, the HT
results. They are reported in Table 4. There, we also report results obtained using the so-called cluster
variation method (CVM) [631,909], and a generalization of the mean-field approach, the so-called coherent-
anomaly method (CAM) [665]. Moreover, we show results obtained exploiting a Hamiltonian approach
(HA) [504,531,536,861,928], supplemented with finite-size-scaling (FSS) techniques, ¡HT and LT expansions.
19The analysis of the 25th-order series provides the estimate βc = 0.3750975(5), in reasonable agreement with the MC result.
20 We note that the spin- 3
2
model on the bcc lattice is an almost improved model. Indeed, let us consider the lattice
Hamiltonian
H = H3/2 +D
∑
i
s2i
where H3/2 is the spin-
3
2
Hamiltonian, si =
3
2
, 1
2
,− 1
2
,− 3
2
and D is an irrelevant parameter. We estimated the value D∗
corresponding to an improved Hamiltonian using MC simulations and FSS techniques. We found D∗ = −0.015(20), showing
that the spin- 3
2
model is almost improved. This explains the approximate independence on the choice of ∆ observed in Ref. [217].
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There are several MC determinations of the critical exponents. The most precise results have been
obtained using the FSS methods described in Sec. 2.2.3, see, e.g., Refs. [98, 160–162, 296, 394, 511–513, 519,
520,879] and the results denoted by FSS in Table 5. The results of Refs. [512,520] were obtained by simulating
an improved φ4 lattice Hamiltonian and an improved Blume-Capel model, see Sec. 2.3.2. Ref. [513] reports
the estimates resulting from the combination of these results. In Refs. [159, 161,162] the Ising model (2.45)
with nearest-neighbor (nn) and third-neighbor (3n) interactions was considered, using values of y that reduce
the scaling corrections. The critical exponents have also been computed using the MC RG method presented
in Sec. 2.2.2 (MCRG) [90,157,159,482,563,891], by fitting the infinite-volume data to the expected scaling
behavior (S) [1049], from the FSS of the partition-function zeros in the complex-temperature plane [571]
determined from the density of states (FSS DS) [38,39,145,759], by studying the nonequilibrium relaxation
(NER) [565,566] and the short-time critical dynamics (STCD) [585,588]. The MC results for Ising systems
have been recently reviewed in Ref. [150]. The authors summarize the available MC results for spin models
proposing the following estimates for the RG dimensions yt, yh, and ω: yt = 1.588(2), yh = 2.482(2), and
ω = 0.83(4). Correspondingly, γ = 1.2368(30), ν = 0.6297(8), and β = 0.3262(13).
In Ref. [583] a MC study of the Ising model on three-dimensional lattices with connectivity disorder is
reported: The results provide evidence that the critical behavior on quenched Poissonian random lattices
(PRL), see, e.g., Ref. [569], is identical to that on regular lattices. Ref. [879] presents results for the four-
dimensional SU(2) gauge theory at the deconfinement transition that is expected to belong to the Ising
universality class [914].
Numerical methods have also been applied to the study of the critical behavior of fluids, see Refs. [188,
221, 713, 867, 878] and references therein. Results obtained by MC and molecular-dynamics simulations are
much less precise than those obtained in spin models, because of the absence of efficient algorithms and of the
lack of Z2-symmetry. Note however that, unlike spin models, fluid simulations allow to study the additional
singularities that are present in systems without Z2-symmetry, e.g., the singularity of the diameter of the
coexistence curve or the Yang-Yang anomaly, see, e.g., Ref. [867]. We should also mention MC results for the
restricted primitive model of electrolytes, where charged hard spheres interact through Coulomb potential.
Extensive FSS analyses confirm that this system belongs to the Ising universality class and give: γ = 1.24(3),
ν = 0.63(3) [734]; ν = 0.66(3), β/ν ≈ 0.52 [222].
Finally, we should mention a numerical study of Ising ferrofluids [855]. Such systems are expected to show
Ising behavior with Fisher-renormalized critical exponents [403] because of the presence of configurational
annealed disorder. Ref. [855] quotes β/ν = 0.54(2), 0.51(2), γ/ν = 1.931(8), 1.92(2) and 1/νren = 1.47(4),
1.54(3) (different results correspond to different analyses), to be compared with β/ν = 0.5182(1), γ/ν =
1.9636(2), 1/νren = (α − 1)/ν = 1.4130(4) [243]. Some discrepances are observed, especially for νren. This
is not unexpected, since Fisher renormalization can usually be observed only very near to the critical point,
see, e.g., Ref. [425], mainly due to the presence of corrections of order tα [807].
Let us turn to the results obtained in the FT approaches that are presented in Table 6. In the fixed-
dimension approach, the perturbative series of Refs. [87,821] were reanalyzed in Ref. [481], using the resum-
mation method of Ref. [693] (see also Ref. [1155]). Comparing with the HT and MC results, we note that
there are small discrepancies for γ, η, and ω. These deviations are probably due to the nonanalyticity of the
RG functions for g = g∗ that we discussed in Sec. 2.4.3. Similar results were obtained in Refs. [587, 655],
using different methods of analysis, but still neglecting the confluent singularities at the infrared-stable fixed
point. The errors reported there seem to be rather optimistic, especially if compared with those obtained in
Ref. [481]. The analysis of Ref. [821] allowed for a more general nonanalytic behavior of the β-function. In
Table 6, we quote two errors for the results of Ref. [821]: the first one (in parentheses) is the resummation
error, and the second one (in braces) takes into account the uncertainty of g∗, which is estimated to be
approximately 1%. To estimate the second error we used the results of Ref. [481] where the dependence of
the exponents on g∗ is given. Concerning the ǫ expansion, we report estimates obtained by standard anal-
yses and constrained analyses [694] (denoted by “bc”) that make use of the exact two-dimensional values,
employing the method discussed in Sec. 2.4.3. Ref. [1094] analyzes the ǫ series using a method based on
self-similar exponential approximants.
Other estimates of the critical exponents have been obtained by nonperturbative FT methods based on
approximate solutions of continuous RG equations (CRG), see Sec. 2.4.4. They are less precise than the
above-presented methods, although much work has been dedicated to their improvement (see, e.g., the recent
reviews [77, 134] and references therein). Table 6 reports some results obtained by CRG methods. This is
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not a complete list, but it should give an overview of the state of art of this approach. Additional CRG
results are reported and compared in Refs. [77,134]. There, one can also find a detailed discussion of the key
ingredients of the method, which are essentially the choice of the continuous RG equation, of the infrared
regulator, and of the approximation scheme such as derivative expansion, field expansion, etc. The CRG
estimates apparently improve (in the sense that they get closer to the more precise estimates obtained by
other methods) when better truncations are considered, see, e.g., Ref. [77, 134], and in particular passing
from the lowest to the first order of the DE.
The results of Ref. [836] were obtained using a similar approach, the so-called scaling-field method (SFM).
The results for the critical exponents γ, ν, and η (see Table 6) are considerably less precise than those based
on perturbative approaches. But it is interesting to note that the authors were able to estimate additional
subleading exponents, such as the next-to-leading irrelevant exponent, obtaining ω2 = 1.67(11).
Many systems undergoing phase transitions in the Ising universality class do not have the Z2-symmetry
that is present in the standard Ising model. In these cases the Z2-symmetry is effectively realized only at
the critical point. Asymmetry gives rise to scaling corrections only: Some of them are due to the mixing of
the thermodynamic variables, while other are due to a new class of Z2-odd operators. The leading one is
characterized by a new critical exponent ωA [836, 846, 849, 1143]. The exponent ωA has been computed to
O(ǫ3) in the framework of the ǫ expansion [846,849,1143], using the scaling-field method [836], and the LPA
in the framework of the Wegner-Houghton equation [1071]. These calculations suggest a rather large value
for ωA, i.e. ωA ∼> 1.5. For example, Ref. [836] reports ∆A ≡ ωAν = 1.5(3), and Ref. [1071] gives ωA = 1.691.
In many experimental papers, a value ∆A ≈ 1.3 is often assumed, see, e.g., Refs. [483, 673]. These results
show that contributions due to the antisymmetric operators are strongly suppressed, even with respect to
the leading Z2-symmetric scaling corrections, that scale with ∆ ≈ 0.5.
Finally, we mention the results obtained for the universal critical exponent ωNR describing how the spatial
anisotropy, which is present in physical systems with cubic symmetry such as uniaxial magnets, vanishes
when approaching the rotationally-invariant fixed point [239], see Sec. 1.6. The most accurate estimate of
ωNR has been obtained by analyzing the IHT expansions of the first non-spherical moments of the two-point
function of the order parameter [240], obtaining21 ωNR = 2.0208(12), which is very close to the Gaussian
value ωNR = 2. FT results [239,240] are consistent, although considerably less precise.
In conclusion, taking into account the sources of systematic errors of the various methods, we believe
that all the results presented in this section, and especially those obtained from HT and MC methods, can
be summarized by the following estimates:
γ = 1.2372(5),
ν = 0.6301(4),
η = 0.0364(5),
α = 0.110(1),
β = 0.3265(3),
δ = 4.789(2),
ω = 0.84(4). (3.2)
In our opinion, these numbers and their errors should represent quite safe estimates of the critical exponents.
3.2.2 Experimental results
Many experimental results can be found in the literature. For recent reviews, see, e.g., Refs. [49,118,161,932].
In Table 7 we report some experimental results for the critical exponents, most of them published after 1990.
It is not a complete list of the published results, but it may be useful to get an overview of the experimental
state of the art. The results for the various systems substantially agree, although, looking in more detail,
one may find small discrepancies. The agreement with the theoretical results supports the RG theory of
critical phenomena, although experimental results are substantially less accurate than the theoretical ones.
In Refs. [649–651] polydisperse polymeric solutions were studied. While monodisperse solutions behave
as an ordinary binary mixture, polydispersion causes a Fisher renormalization [403] of the exponents. The
21We signal the presence of a misprint in Ref. [240] concerning the estimate of ωNR, which is there called ρ.
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results reported in Table 7 have been obtained using α = 0.1096(5) [243]. Fisher renormalization is also
observed in the results of Ref. [287] that studied the phase separation of a colloidal dispersion in the presence
of soluble polymers, in the results for dilute polymer blends22 of Ref. [1082], and in the results of Ref. [817]
for ternary mixtures. We should also mention the results of Ref. [796] that observed the expected doubling
of the exponents at a double critical point in a liquid mixture with upper and lower consolute critical point,
and the result of Ref. [936] γ/β = 3.83(11). Finally, Ref. [66] measured the surface-tension exponent µ,
finding µ = 1.27(1), in good agreement with the hyperscaling prediction µ = 2ν.
3.3 The zero-momentum four-point coupling constant
The zero-momentum four-point coupling constant g4 defined in Eq. (2.3) plays an important role in the
FT perturbative expansion at fixed dimension, see Sec. 2.4.1. In this approach, any universal quantity is
obtained from a perturbative expansion in powers of g ≡ g4 computed at g = g∗ ≡ g+4 .
In Table 8 we review the estimates of g+4 obtained by exploiting various approaches. The most precise
HT estimates have been determined following essentially two strategies to handle the problem of confluent
corrections. One, used in Refs. [240, 243], is based on the analysis of HT expansions for improved models.
The other one, used in Refs. [212,214,217,904], employs appropriate biased approximants (fixing βc and ∆)
to reduce the effect of the confluent singularities. Refs. [240, 243] analyzed the HT expansion of g4 (with
χ4 computed to 21st order) for three improved models: the φ
4-φ6 model (2.39) and the Blume-Capel model
(2.40), see Sec. 2.3.2. The small difference between the results of Refs. [243] and [240] was mainly due to the
different analyses employed, and much less to the fact that the series used in Ref. [240] were shorter. Indeed,
the more robust analysis of Ref. [243] applied to the 18th-order series of Ref. [240] gives g+4 = 23.54(4).
Ref. [217] analyzed the series of g4 (using χ4 to 23rd order) for the spin-S models on the sc and bcc lattices;
its final estimate was essentially given by the results of the spin- 32 model on the bcc lattice. All other HT
results that take into account the leading scaling corrections are in substantial agreement. The authors of
Ref. [127] performed a dimensional expansion of the Green functions around d = 0 (d-exp.). The analysis of
these series allowed them to obtain a quite precise estimate of g+4 in three dimensions.
Ref. [638] reports the results of a MC simulation, in which a FSS technique was used to obtain g4 for
large correlation lengths. An estimate of g+4 —in agreement with the IHT result—was obtained by properly
taking into account the leading scaling correction. Ref. [96] reports MC results obtained from simulations
of the φ4 lattice Hamiltonian (1.7) with λ = 1, which is close to the optimal value λ∗ ≈ 1.10. In Ref. [96]
no final estimate is reported. The value we report in Table 8 is the result quoted in Ref. [240], obtained
by fitting their data. The result of Ref. [1069] was obtained by studying the probability distribution of the
average magnetization (a similar approach was also used in Ref. [964]). The other estimates were obtained
from fits to data in the neighborhood of βc. The MC estimates of Refs. [85,639] were larger because scaling
corrections were neglected, as shown in Ref. [904].
FT estimates are substantially consistent. In the d=3 fixed-dimension approach, g+4 is determined from
the zero of the corresponding Callan-Symanzik β-function, obtained by resumming its perturbative six-loop
series [87]. The results of Refs. [481, 693, 821] are in substantial agreement with the HT estimates. The
ǫ-expansion result of Refs. [904,907] was obtained from a constrained analysis—see Sec. 2.4.3—of the O(ǫ4)
series using the known values of g+4 for d = 0, 1, 2. In Table 8 we also report estimates obtained using
the nonperturbative continuous RG (CRG) approach [802, 997, 1052]. Other estimates of g+4 , which do not
appear in Table 8, can be found in Refs. [82, 84, 86, 128,443,444,641,845,1109,1112].
3.4 The critical equation of state
The equation of state relates the magnetic field H , the magnetization M , and the reduced temperature
t ≡ (T − Tc)/Tc. In the lattice gas, the explicit mapping shows that the variables playing the role of H and
M are ∆µ ≡ µ− µc and ∆ρ ≡ ρ− ρc respectively, where µ is the chemical potential and ρ the density, and
the subscript c indicates the values at the critical point. However, the lattice-gas model has an additional
Z2 symmetry that is not present in real fluids. In this case, H and M are usually assumed [697, 945] to be
22In the absence of dilution, standard critical exponents are expected, see, e.g., Ref. [978]. However, in a recent experiment
[994], Fisher renormalized exponents were observed also in this case. The reason is unclear.
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Table 7: Experimental estimates of the critical exponents for the three-dimensional Ising universality class.
lv denotes the liquid-vapor transition in simple fluids and mx the mixing transition in multicomponent fluid
mixtures and in complex fluids; ms refers to a uniaxial magnetic system, mi to a micellar system, and
Cb to the mixing transition in Coulombic systems. The results indicated by (†) have been obtained from
Fisher-renormalized exponents.
Ref. γ ν η α β
lv [1035] 2000 1.14(5) 0.62(3)
[530] 1999 0.1105
+0.0250
−0.0270
[314] 1998 0.042(6)
[680] 1995 0.341(2)
[1] 1994 0.111(1) 0.324(2)
[1029] 1993 0.1075(54)
[912] 1984 1.233(10) 0.327(2)
mx [967] 2002 0.12(1)
[857] 2001 0.111(2)
[858] 2001 0.106(26)
[287] 2000 1.236(9)† 0.631(9)† 0.330(23)†
[817] 1999 1.32(6)† 0.70(4)† 0.058(16)
[817] 1999 1.244(42) 0.636(31) 0.045(11)
[943] 1998 0.104(11)
[651] 1998 1.22(3)† 0.62(2)†
[650] 1997 1.23(4)† 0.64(2)†
[649] 1997 0.335(5),0.323(4)†
[978] 1996 1.25(2) 0.63(2) 0.038(3) 0.327(3)
[431] 1996 0.107(6)
[502] 1996 0.111(2)
[503] 1995 0.103(3), 0.113(3)
[1117] 1994 0.621(3)
[625] 1994 1.09(3)
[42] 1994 0.324(5)
[42] 1994 0.329(2)
[43] 1994 0.329(4)
[43] 1994 0.333(2)
[1082] 1993 0.60(2)†
[990] 1993 0.610(6)
[66] 1992 1.23(3) 0.631(1)
[1138] 1992 0.105(8)
[91] 1992 0.336(30)
[313] 1989 1.228(39) 0.628(8) 0.0300(15)
[577] 1986 1.26(5) 0.64(2)
[499] 1985 1.24(1) 0.606(18) 0.077(44) 0.319(14)
Cb [147] 2001 0.328(10)
[1116] 1998 0.641(3) 0.34(1)
mi [1003] 1999 1.26(5) 0.63(2) 0.329(3)
[705] 1997 1.242(4) 0.642(10)
[983] 1994 1.216(13) 0.623(13) 0.039(4)
[1147] 1994 1.237(7) 0.630(12)
[63] 1993 0.34(8)
[64] 1993 1.18(3) 0.60(2)
[1011] 1992 1.17(11) 0.65(4)
[500] 1991 1.25(2) 0.63(1)
ms [610] 2001 1.14(7) 0.34(2)
[760] 1995 0.11(3)
[761] 1995 0.11(3)
[763] 1994 0.10(2)
[770] 1994 0.325(2)
[974] 1993 0.11(3)
[1034] 1993 1.25(2) 0.315(15)
[122] 1987 1.25(2) 0.64(1)
[121] 1983 0.110(5) 0.331(6)
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Table 8: Estimates of g+4 for the three-dimensional Ising universality class.
HT MC ǫ exp d = 3 exp d exp CRG
23.56(2) [243] 23.6(2) [638] 23.6(2) [907] 23.64(7) [481] 23.66(24) [127] 24.3 [997]
23.52(5) [217] 23.4(2) [96, 904] 23.33 [481] 23.46(23) [821] 21(4) [802]
23.49(4) [240] 23.3(5) [1069] 23.71 [1022] 28.9 [1052]
23.57(10) [214] 25.0(5) [85] 23.72(8) [693]
23.55(15) [904] 24.5(2) [639]
23.69(10) [212]
24.45(15) [1151]
23.7(1.5) [949]
combinations of ∆µ and ∆ρ, i.e.
M = αM∆µ+ αρ∆ρ, H = βM∆µ+ βρ∆ρ, (3.3)
where αM , αρ, βM , and βρ are nonuniversal constants. Such an Ansatz has been recently challenged in
Ref. [423]. It was suggested that also a pressure term proportional to ∆p ≡ p− pc should be added in Eq.
(3.3) and some evidence was presented for this additional mixing [868] (see also the critique of Ref. [672]).
Similar mixings are expected in mixtures.
3.4.1 Small-magnetization expansion of the Helmholtz free energy in the HT phase
As discussed in Sec. 1.5.2, for small values of M and t > 0, the scaling function A1(z), which corresponds to
the Helmholtz free energy, and the equation-of-state scaling function F (z) can be parametrized in terms of
the universal constants r2n, see Eqs. (1.80) and (1.81).
Table 9 reports the available estimates of r6, r8, and r10. The results of Ref. [243] were obtained by
analyzing the IHT expansions of r6, r8, and r10 to order 19, 17, and 15 respectively for three improved
lattice models, the φ4-φ6 model (2.39) and the improved Blume-Capel model (2.40). Additional results were
obtained from HT expansions [212, 949, 1151] and MC simulations [638, 639, 1069] of the Ising model. The
results of Ref. [682] were obtained from the analysis of 14th-order virial expansions for a binary fluid model
consisting of Gaussian molecules. The MC results do not agree with the results of other approaches, especially
those of Refs. [638,639], where FSS techniques were employed. But one should consider the difficulty of such
calculations due to the subtractions that must be performed in order to compute the irreducible correlation
functions. In the framework of the ǫ expansion, the O(ǫ3) series of r2n were derived from the O(ǫ
3) expansion
of the equation of state [182,847,1096]. Ref. [905] performed a constrained analysis—the method is described
in Sec. 2.4.3—exploiting the known values of r2n for d = 0, 1, 2. In the framework of the fixed-dimension
expansion, Refs. [480,481] analyzed the five-loop series computed in Refs. [79,495]. Rather good estimates of
r2n were also obtained in Ref. [802] (see also Ref. [1052]) using the CRG method, although the estimate of g
+
4
by the same method is not equally good. CRG methods seem to be quite effective for the determination of
zero-momentum quantities such as r2n, but are imprecise for quantities that involve derivatives of correlation
functions, as is the case for g+4 . This is not unexpected since the Ansatz used to solve the RG equation is
based on a derivative expansion.
3.4.2 Approximate parametric representations of the equation of state: The general formal-
ism
In order to obtain approximate representations of the equation of state, it is convenient to use the parametric
model described in Sec. 1.5.6, i.e. to rewrite H , t, and M in terms of the two variables θ and R, see Eq.
(1.104). The advantage in using parametric representations is that all the analytic properties of the equation
of state are automatically satisfied if h(θ) and m(θ) are analytic and satisfy a few simple constraints: (a)
h(θ) > 0, m(θ) > 0, Y (θ) 6= 0 for 0 < θ < θ0; (b) m(θ0) > 0; (c) θ0 > 1. Here θ0 is the positive zero of h(θ)
that is nearest to the origin and Y (θ) is defined in Eq. (1.105).
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Table 9: Estimates of r6, r8, and r10 for the three-dimensional Ising universality class. We also mention
the estimate r10 = −10.6(1.8) obtained in Refs. [240, 243] by studying the equation of state.
HT ǫ exp d = 3 exp CRG MC
r6 2.056(5) [243] 2.058(11) [905] 2.053(8) [481] 2.064(36) [802] 2.72(23) [1069]
1.99(6) [212] 2.12(12) [481] 2.060 [1022] 1.92 [1052] 3.37(11) [638]
2.157(18) [1151] 3.26(26) [639]
2.25(9) [682]
2.5(5) [949]
r8 2.3(1) [243] 2.48(28) [905] 2.47(25) [481] 2.47(5) [802]
2.7(4) [212] 2.42(30) [481] 2.18 [1052]
r10 −13(4) [240] −20(15) [905] −25(18) [481] −18(4) [802]
−4(2) [212] −12.0(1.1) [481]
In general, in order to obtain an approximation of the equation of state, one can proceed as follows (see,
e.g., Refs. [107, 428,546,998]):
(a) One chooses some parametrization of h(θ) and m(θ) depending on k parameters such that h(θ) and
m(θ) are odd and h(θ) = θ +O(θ3) and m(θ) = θ +O(θ3) for θ → 0.
(b) One chooses k˜ ≥ k universal quantities that can be derived from the equation of state and that are
known independently, for instance from a MC simulation, from the analysis of HT and/or LT series,
or from experiments. Then, one uses them to determine the k parameters defined in (a).
(c) The scale factors m0 and h0 are determined by requiring the equation of state to reproduce two
nonuniversal amplitudes.
For the functions h(θ) and m(θ), polynomials are often used. There are many reasons for this choice. First,
this choice makes the expressions simple and analytic calculations easy. Moreover, the simplest representa-
tion, the so-called “linear” model, is already a good approximation [989]. Such a model is defined by
m(θ) = θ, h(θ) = θ + h3θ
3. (3.4)
The value of h3 can be computed by considering a universal amplitude ratio. Ref. [989] considered U2 ≡
C+/C−, and observed that, for all acceptable values of h3, the linear model gave values of U2 that were
larger than the HT/LT estimates. Therefore, the best approximation corresponds to setting h3 = h¯3, where
h¯3 is the value of h3 that minimizes U2, i.e.
h¯3 =
γ(1− 2β)
γ − 2β , (3.5)
which is the solution of the equation
dU2
dh3
∣∣∣∣
h3=h¯3
= 0. (3.6)
Later, Ref. [1096] showed that the stationarity condition dR/dh3|h3=h¯3 = 0 is satisfied for any invariant
ratio R, where in the equation one uses the linear-model expression for R as a function of h3. Numerically,
using the results for the critical exponents reported in Sec. 3.2, the choice h3 = h¯3 gives U2 ≈ 4.83, which
is in relatively good agreement with the most accurate MC estimate U2 = 4.75(3) [272]. Thus, the linear
parametric model with h3 = h¯3 (sometimes called “restricted” linear model) is already a good zeroth-order
approximation. Then, one may think that higher-order polynomials provide better approximations.
A second argument in favor of polynomial representations is provided by the ǫ expansion. Setting
m(θ) = θ, h(θ) = θ +
k∑
n=1
h2n+1θ
2n+1, (3.7)
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one can prove [240, 1096] that, for each k, one can fix the coefficients of the polynomial h(θ) so that the
represention is exact up to order ǫk+2.
We mention that alternative nonpolynomial representations have been introduced in the literature. Mo-
tivated by the desire of extending the Helmholtz free energy into the unstable two-phase region below the
critical temperature, Refs. [426–428] considered trigonometric representations. They will be discussed in Sec.
3.4.4.
Let us now discuss how to determine the parameters appearing in m(θ) and h(θ). If k˜ = k, the number
of unknowns is equal to the number of conditions and thus we can fix the k parameters by requiring the
approximate equation of state to reproduce these values. Since the equations are nonlinear, this is not
always possible, as in the case of the linear model (3.4). In these cases, one may determine the values
of the parameters that give the least discrepancy. One may also consider the case k˜ > k. This may be
convenient if the input data have large errors. The k parameters may be fixed by means of a standard fitting
procedure. In Refs. [240, 243,276,480] it was proposed to consider k = k˜ + 1. In this case, one must specify
an additional condition to completely determine the parametric functions. In Ref. [480] it was proposed to
use the parametric representation (3.7), fixing the k parameter h3,..., h2k+1 so that |h2k+1| is as small as
possible. In Refs. [240, 243,276] a variational approach was used; it will be described below.
In order to fix the parametric functions one must choose several zero-momentum universal ratios. One
possibility [480] consists in matching the small-magnetization expansion of the free energy in the HT phase,
i.e. the coefficients r2n, cf. Eq. (1.80), which can be determined either by FT or HT methods, cf. Sec. 3.4.1.
Starting from Eq. (3.7) and requiring the approximate parametric representation to give the correct (k− 1)
universal ratios r6, r8, . . ., r2k+2, one finds the relations
h2n+1 =
n∑
m=0
cnm6
m(h3 + γ)
m r2m+2
(2m+ 1)!
, (3.8)
where
cnm =
1
(n−m)!
n−m∏
k=1
(2βm− γ + k − 1), (3.9)
and r2 = r4 = 1. Moreover, by requiring that F (z) = z +
1
6z
3 + ..., one obtains
ρ2 = 6(h3 + γ) (3.10)
for the parameter ρ defined in Eq. (1.106). In Ref. [480] the parameter h3, or equivalently ρ, which is left
undetermined, was fixed by minimizing |h2k+1|.
The same polynomial approximation scheme was considered in Refs. [240, 243], but, at variance with
Ref. [480], a variational approach was used to fix h3. As discussed in Sec. 1.5.6, in the parametrization (3.7)
of h(θ) one can choose one parameter at will. Of course, this is true only in the exact case. In an approximate
parametrization the results depend on all parameters introduced. However, one may still require that they
have some approximate independence from one of the parameters appearing in h(θ). This procedure is
exact for k → ∞. In practice, one fixes h3 by requiring the approximate function f (k)approx(x, h3) to have
the smallest possible dependence on h3. Thus, one sets h3 = h3,k, where h3,k is a solution of the global
stationarity condition
∂f
(k)
approx(x, h3)
∂h3
∣∣∣∣∣
h3=h3,k
= 0 (3.11)
for all x. Equivalently one may require that, for any universal ratio R that can be obtained from the equation
of state, its approximate expression R
(k)
approx obtained using the parametric representation satisfies
dR
(k)
approx(h3)
dh3
∣∣∣∣∣
h3=h3,k
= 0. (3.12)
The existence of such a value of h3 is a nontrivial mathematical fact. The stationary value h3,k is the solution
of the algebraic equation [240] [
2(2β − 1)(h3 + γ) ∂
∂h3
− 2γ + 2k
]
h2k+1 = 0, (3.13)
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Table 10: Polynomial approximations of h(θ) using the variational approach for several values of the
parameter k, cf. Eq. (3.7). Results from Ref. [243].
k h(θ)/θ θ20 h(θ)/[θ(1− θ
2/θ20)]
1 1− 0.734732θ2 1.36104 1
2 1− 0.731630θ2 + 0.009090θ4 1.39085 1− 0.0126429θ2
3 1− 0.736743θ2 + 0.008904θ4 − 0.000472θ6 1.37861 1− 0.0113775θ2 + 0.0006511θ4
where h2k+1 is given in Eq. (3.8). Note that the restricted linear model (3.4),(3.5) represents the lowest
order (k = 1) of this systematic approximation scheme.
The same method was used in Ref. [276], where, beside the coefficients r2n, the universal constant F
∞
0
that parametrizes the large-z behavior of the function F (z), see Eq. (1.82), was used. The parameters h5,
. . ., h2k−1 are fixed by matching the first (k − 2) universal parameters r2n, n = 3, ..., k. They are thus given
by Eq. (3.8). Then, one sets
h2k+1 = ρ
δ−1F∞0 − 1−
k−1∑
n=1
h2n+1, (3.14)
so that the parametric representation is exact for large values of z, i.e. it gives F (z) ≈ F∞0 zδ with the correct
amplitude. The coefficient h3 can be still determined using the global stationarity condition (3.11), which is
again a nontrivial property.
Note that it is not possible to employ the variational method using other generic amplitude ratios as
input parameters. Indeed, the proof that Eq. (3.11) holds independently of x requires identities that are
valid only for very specific choices of amplitude ratios. At present, the procedure is known to work only for
the two sets of amplitude ratios we mentioned above: (a) r6, ..., r2k+2; (b) F
∞
0 , r6, ..., r2k. The first set of
amplitude ratios was used in Refs. [240, 243] in three dimensions, where no sufficiently precise estimate of
F∞0 exists. The second set was used in Ref. [276] in two dimensions, since in that case F
∞
0 is known to high
precision.
3.4.3 Approximate critical equation of state
The variational method outlined in the preceding section was applied in Refs. [240,243]. In these works the
IHT results for γ, ν, r6, and r8 were used as input parameters, obtaining polynomial approximations (3.7)
with k = 1, 2, 3. The corresponding polynomials h(θ) are reported in Table 10. Note that the absolute values
of the high-order coefficients rapidly decrease and their signs alternate, supporting the effectiveness of the
approximation scheme.
Figures 4 and 5 show the scaling functions f(x), F (z), Q(u), E(y), and D(y), as obtained from h(θ) for
k = 1, 2, 3. The curves for k = 1, 2, 3 show a good convergence with increasing k: Differences are hardly
visible in the figures. The results for k = 2, 3 are consistent within the errors induced by the uncertainty
on the input parameters, indicating that the error due to the truncation is at most of the same order of the
error induced by the input data. The asymptotic behaviors of the scaling functions are also shown in the
figures.
Some results concerning the scaling functions are [243]: f∞0 = R
−1
χ = 0.6024(15), which is related to the
large-x behavior of f(x), cf. Eq. (1.86); f01 = 1.0527(7), f
0
2 = 0.0446(4), f
0
3 = −0.0254(7), which are related
to the expansion at x = 0 of f(x), cf. Eq. (1.88); f coex1 = 0.9357(11), f
coex
2 = 0.080(7), which are related
to the behavior of f(x) at the coexistence curve, cf. Eq. (1.96); F∞0 = 0.03382(15), which is related to the
large-z behavior of F (z), cf. Eq. (1.82); v3 = 6.050(13), v4 = 16.17(10), that are related to the expansion
of Q(u) around u = 1, cf. Eq. (1.94); the scaling function D(y) has a maximum for ymax = 1.980(4),
corresponding to the crossover or pseudocritical line, the value at the maximum is D(ymax) = 0.36268(14).
Also Refs. [480, 481, 1155] determined parametric representations of the equation of state starting from
the small-magnetization expansion in the HT phase. Instead of the variational approach, they fixed the
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Figure 4: The scaling functions f(x), F (z), and Q(u). We also plot the following asymptotic behaviors
(dotted lines): f(x) at the coexistence curve, i.e., f(x) ≈ f coex1 (1 + x) for x→ −1; F (z) at the HT line, i.e.,
F (z) ≈ z+ 16z3+ 1120r6z5 for z → 0; Q(u) at the coexistence curve, i.e., Q(u) ≈ (u−1)+ 12v3(u−1)2+ 16v4(u−1)3
for u→ 1. Results from Ref. [243].
additional coefficient by minimizing the absolute value of the highest-order term of h(θ). The results are
consistent with those obtained using the variational approach.
Other approximate representations of the equation of state are reported in Refs. [427, 428], see also
Sec. 3.4.4. The parametric functions were determined using several HT,LT universal amplitude ratios.
Finally, we mention that the equation of state has been computed to O(ǫ3) in the framework of the FT
ǫ expansion [182,847,1096]. It has also been studied using CRG methods, up to first order in the derivative
expansion. Results can be found in Refs. [133, 134,997].
3.4.4 Trigonometric parametric representations
Refs. [426–428] considered the possibility of determining a parametric representation of the equation of state
that also describes the two-phase region below the critical temperature. In the classical mean-field equation
of state that describes a first-order transition, one finds a characteristic van der Waals (vdW) loop that
represents an isothermal analytic continuation of the equation of state through the coexistence curve. For
t → 0−, it has the simple cubic form H ∝ M(M2 − M20 ), which shows the classical critical exponents.
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Figure 5: The scaling functions E(y) and D(y). We also plot their asymptotic behaviors (dotted lines):
E(y) ≈ Rχy−γ for y → +∞, and E(y) ≈ (−y)β for y → −∞; D(y) ≈ Rχy−γ for y → +∞, and D(y) ≈
β(−y)−γ/f coex1 for y → −∞; Results from Ref. [243].
The properties of the vdW loop are relevant for classical theories of surface tension, interfaces, spinodal
decomposition, etc. (see, e.g., Refs. [220, 961]). In Refs. [426–428] the authors search for representations of
the equation of state that, on the one hand, describe the nonclassical critical behavior of the system, and,
on the other hand, have a good analytic continuation in the two-phase region. As also mentioned by the
authors, the existence of a full vdW loop is not guaranteed in nonclassical theories, because of the presence of
essential singularities at the coexistence curve [45,402,420,560], which preclude the possibility of performing
the required analytic continuation. Nevertheless, in Refs. [426–428] the classical thermodynamic picture
was assumed and an analytic continuation of the critical equation of state was performed. They looked for
parametric representations that give a reasonable realization of the vdW loop from their analytic continuation
to the two-phase region. Polynomial representations do not offer a natural description of vdW loops. This
is because the analytic continuation of these equations of state fails to generate a closed, continuous vdW
loop inside the two-phase region. To overcome this problem, Ref. [426] proposed an interpolation scheme
that ensured the expected vdW loop: The traditional parametric representations are retained, but a new
angular variable φ is introduced to describe the two-phase region only, the values φ = ±1 being assigned to
the phase boundaries, while φ = 0 corresponds to the coexistence-curve diameter M = 0, H = 0. Thus, new
angular functions describing the two-phase region are required, satisfying a matching condition that ensures
the smoothness of the equation of state across the phase boundaries H = 0, t < 0. However, according to
the authors, this procedure is not the optimal one. They noted that a natural description of the vdW loop
requires analytic periodicity with period 2θp with θp > θ0. Therefore, they proposed an alternative approach
based on trigonometric parametric representations:
M = m0R
βm(θ), t = Rk(θ),
Asing = n0R2−α n(θ), ξ
2
2χ
= R−ην a(θ), (3.15)
where the traditional expression for H is replaced by a direct parametrization of the singular part of the free
energy Asing. The parametric functions m(θ), k(θ), n(θ), and a(θ) are chosen to guarantee a closed analytic
vdW loop:
m(θ) =
sin(qθ)
q
, k(θ) =
[
1− 2b
2
q2
(1− cos(qθ))
]
, n(θ) = 1 +
j∑
i=1
cik(θ)
i,
a(θ) = a0
[
1 +
2a2
q2
(1− cos(qθ)) + a4
q4
(1− cos(qθ))2
]
, (3.16)
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where q, b, ci, ai are parameters that are determined by using known universal amplitude ratios. As shown in
Ref. [428], this parametrization is able to provide a good fit to the universal amplitude ratios and reasonable
vdW loops. They found that the shape of the vdW loop for three-dimensional Ising systems near criticality
differs significantly from the classical form. In particular, the spinodal should be closer to the coexistence
curve and the size of the vdW loop is smaller by approximately a factor of two.
3.4.5 Universal amplitude ratios
In this section we report the estimates of several universal amplitude ratios, see Table 2 for definitions. Those
involving only zero-momentum quantities, such as the specific heat and the magnetic susceptibility, can be
derived from the equation of state. Estimates of universal ratios involving correlation-length amplitudes,
such as Q+, R+ξ , and Qc, can be obtained using the estimate of g
+
4 . For instance, Q
+ = R+4 R
+
c /g
+
4 . Other
universal ratios can be derived by supplementing the above-reported results with the estimates of w2 and
Q−ξ (which may be estimated by analyzing the corresponding LT expansions [58, 240, 904, 1081]) and the
estimate of Q+ξ (see Sec. 3.6 and Table 17). Moreover, in Ref. [240] estimate of Q
c
ξ and Q2 were obtained
from approximate parametric representations of the correlation lengths ξ and ξgap, such as
a(θ) = a(0)
(
1 + cθ2
)
, agap(θ) = agap(0)
(
1 + cgapθ
2
)
, (3.17)
where c and cgap were obtained using the IHT estimates of Uξ and Uξgap .
In Table 11 we report the results obtained using the parametric representations reported in Sec. 3.4.3
(IHT-PR), from the analysis of HT and LT expansions (HT,LT), and from MC simulations. The results for
U2 and Uξ of Ref. [216] were obtained by taking βc and ∆ as external inputs; the reported errors do not
take into account the uncertainties on βc and ∆, which should not be negligible. The IHT-PR estimates
agree nicely with the most recent MC results, especially with those reported in Ref. [272], which are quite
precise. There is a discrepancy only for U0: The estimates reported in Ref. [518] are slightly larger. On the
other hand, there is good agreement with the rather precise experimental result of Ref. [857]. It is worth
mentioning that the result of Ref. [374] for U2 was obtained by simulating a four-dimensional SU(2) lattice
gauge model at finite temperature.
Table 11 also reports some experimental results for binary mixtures, liquid-vapor transitions, and uniaxial
antiferromagnetic systems. They should give an overview of the level of precision reached by experiments.
Some of the experimental data are taken from Ref. [932]. Sometimes, we report a range of values without a
corresponding reference: this roughly summarizes the results reported in the corresponding table of Ref. [932]
and should give an idea of the range of the experimental results.
Table 12 shows the results obtained by FT methods. FT estimates are consistent, although in general less
precise. We mention that the results denoted by “d = 3 exp” were obtained using different schemes, see Sec.
2.4: the traditional zero-momentum scheme [71,79], the minimal subtraction without ǫ expansion [686,984],
and the expansion in the LT coupling u ≡ 3w2 [484]. Refs. [480,481] used the fixed-dimension expansion and
the ǫ expansion to determine the universal coefficients r6, r8, and r10, which were then used to obtain an
approximate parametric representation of the critical equation of state. The corresponding amplitude ratios
are denoted by FT-PR.
In Tables 11 and 12 we also report the universal amplitude ratios Rσ and R
+
σ involving the surface-tension
amplitude, see Table 2 for definitions.
3.5 The two-dimensional Ising universality class
3.5.1 General results
In two dimensions a wealth of exact results exists. Many exact results have been obtained for the simplest
model belonging to this universality class, the spin-1/2 Ising model. For the square-lattice Ising model
we mention: the exact expression of the free energy along the H = 0 axis [863], the two-point correlation
function for H = 0 [1135], and the spontaneous magnetization on the coexistence curve [1088]. For a review,
see, e.g., Ref. [777]. Moreover, in the critical limit several amplitudes are known to high precision, see, e.g.,
Refs. [841, 871]. Besides, at the critical point one can use conformal field theory. This provides the exact
spectrum of the theory, i.e. all the dimensions of the operators present in the model. In particular, one
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Table 11: Estimates of universal quantities, see Table 2 for definitions. The results are obtained by combining
HT results and the parametric representation of the equation of state (IHT–PR), from the analysis of high-
and low-temperature expansions (HT,LT), and from Monte Carlo simulations (MC). For the experimental
results: ms denotes a magnetic system; bm a binary mixture; lv a liquid-vapor transition; mi a micellar
system. Experimental estimates without reference are taken from Ref. [932].
IHT–PR [240, 243] HT,LT MC experiments
U0 0.532(3) 0.523(9) [715] 0.560(10) [519] 0.536(5) bm [857]
0.51 [107] 0.550(12) [519] 0.538(17) lv [1029]
0.567(16) [519] 0.54(2) ms [121]
0.45(7) [759] 0.55(6) ms [760]
0.47–0.53 lv
0.54–0.58 bm
0.52–0.56 ms
U2 4.76(2) 4.762(8) [216] 4.75(3) [272] 4.3(3) bm [1139]
4.95(15) [715] 4.72(11) [374] 4.5–5.3 lv
5.01 [1050] 4.9(5) ms [307]
4.6(2) ms [122]
U4 −9.0(2) −9.0(3) [1151]
R+c 0.0567(3) 0.0581(10) [1151] 0.050(15) bm [1139]
0.04–0.06 lv
R−c 0.02242(12)
R+4 7.81(2) 7.94(12) [427]
R−4 93.6(6) 107(13) [427, 1151]
Rχ 1.660(4) 1.57(23) [427, 1150] 1.75(30) bm [1139]
1.69(14) lv [825]
w2 4.75(4) [904] 4.77(3) [272]
4.71(5) [412, 1151]
Uξ 1.956(7) 1.963(8) [216] 1.95(2) [272] 2.0(4) bm [501]
1.96(1) [715] 2.06(1) [965] 1.9(2) bm [1139]
1.96 [1050] 1.89(4) ms [122]
1.93(10) ms [307]
Uξgap 1.896(10)
Q+ 0.01880(8) 0.01899(11) [217] 0.0193(10) [519] 0.023(4) lv [530]
0.0202(9) [215] 0.0187(13) bm [857]
0.01880(15) [715] 0.016(4) mi [705]
0.018–0.022 bm
Q− 0.00472(5) 0.00477(20) [427] 0.0463(17) [519]
Qc 0.3315(10) 0.324(6) [427] 0.328(5) [272] 0.3–0.4 bm
0.34(19) bm [1116]
0.36(3) bm [577]
0.29(4) bm [46]
0.3–0.4 lv
Q+ξ 1.000200(3) 1.0001 [427]
Qcξ 1.024(4) 1.007(3) [427]
Q−ξ 1.032(4) [240] 1.031(6) [11, 278]
1.037(3) [427]
Q2 1.195(10) 1.17(2) [427, 1150] 1.1(3) bm [1139]
v3 6.050(13) 6.44(30) [427, 1151]
v4 16.17(10)
g−3 13.19(6) 13.9(4) [1151] 13.6(5) [1070]
g−4 76.8(8) 85 [1151] 108(7) [1070]
Pm 1.2498(6)
Rp 1.9665(10)
Rσ 0.1040(8) [518]
0.1056(19) [11]
0.098(2) [1150]
R+σ 0.40(1) [513] 0.38(3)
0.377(11) [427, 1150] 0.41(4) bm [757]
0.33(6) mi [705]
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Table 12: FT estimates of universal quantities, see Table 2 for definitions. We report results obtained in the
ǫ expansion (ǫ exp), in the fixed-dimension expansion in d = 3 in different schemes (see text) (d = 3 exp),
using a parametric equation of state and d = 3 and ǫ-expansion results (d = 3 and ǫ FT–PR) [480,481], and
in the continuous RG approach (CRG).
ǫ exp d = 3 exp d = 3 FT–PR [481] ǫ FT–PR [481] CRG
U0 0.524(10) [137, 847] 0.540(11) [686] 0.537(19) 0.527(37)
0.541(14) [79]
U2 4.9 [847] 4.77(30) [79] 4.79(10) 4.73(16) 4.966 [997]
4.8 [25, 176] 4.72(17) [484] 4.29 [133]
U4 −9.1(6) −8.6(1.5)
R+c 0.0574(20) 0.0569(35)
R+4 7.84 8.24(34)
Rχ 1.67 [137, 847] 1.7 [79] 1.669(18) 1.648(36) 1.647 [997]
1.61 [133]
w2 4.73 [484]
Uξ 1.91 [176] 2.013(28) [484] 2.027 [997]
2.04(4) [819] 1.86 [133]
Q+ 0.0197 [137, 138] 0.01968(15) [71]
Qc 0.331(9) [79]
Q+ξ 1.00016(2) [240] 1.00021(3) [239]
Q2 1.13 [176]
v3 5.99(5) [906] 6.08(6) 6.07(19)
v4 15.8(1.4) [906]
g−3 13.06(12) [906]
g−4 75(7) [906]
Rσ 0.055 [174] 0.1065(9) [818]
finds [223,277] that the first rotationally-invariant correction-to-scaling operator has dimension y3 = −2, i.e.
ω = 2.23 Moreover, the exponent ωNR that gives the corrections related to the breaking of the rotational
invariance can be exactly predicted [223, 239, 274, 277]: ωNR = 2 on the square lattice and ωNR = 4 on the
triangular lattice.
Additional results have been obtained using the S-matrix approach to two-dimensional integrable theories
and in particular the thermodynamic Bethe Ansatz (for a review, see, e.g., Ref. [777]). Indeed, the quantum
field theories that describe the critical regime for H = 0 and t = 0 are integrable and one can compute the
corresponding S-matrices. While for H = 0 the S-matrix is trivial, for two-particle scattering S = −1, on
the critical isotherm the S-matrix solution is complex with a nontrivial mass spectrum [1140]. A related
method is the form-factor approach, which uses the knowledge of the S-matrix to set up a system of recursive
functional equations for the form factors. By solving this system, one can in principle compute exactly all
the form factors, thus performing an analytic continuation of the S-matrix off mass shell [607, 1017]. Once
the form factors are known, one can compute the correlation functions of the fundamental field, as well as
of other composite operators, by inserting complete sets of scattering states between them. This gives the
correlation functions as infinite series of convolution products of form factors.
In Table 13 we report some exact results and some high-precision estimates of the amplitude ratios that
have been obtained using the approaches that we mentioned above. In Table 14 we report estimates of the
zero-momentum four-point coupling g+4 , for which very precise estimates have been recently obtained by
various methods.
The two-dimensional Ising universality class is also of experimental interest. Indeed, there exist several
23It is interesting to note that such correction does not appear in the nearest-neighbor lattice Ising model, which is thus
an exactly improved model. There is no mathematical proof, but in the years a lot of evidence has been collected [277]. In
particular, no such correction is found in the susceptibility for H = 0 and t > 0 [841, 871], in the free energy along the critical
isotherm [274], in the mass gap [223, 277] for H = 0, and in some finite-size quantities [277, 972]. We should also notice that it
has been claimed sometimes that ω = 4/3. Such a statement is partially incorrect. Indeed, such exponent only appears in the
Wegner expansion of some quantities and correlations that provide a nonunitary extension of the Ising universality class, but
not in the expansion of standard thermodynamic variables. For a detailed discussion, see Ref. [223].
58
Table 13: Critical exponents and universal amplitude ratios for the two-dimensional Ising universality class,
taken from Refs. [223, 240, 275, 326, 1135]. Since the specific heat diverges logarithmically, the specific-heat
amplitudes A± are defined by CH ≈ −A± log t. See Sec. 1.3 for the definitions of the other amplitudes. The
definition of R±c and Q
± differ from those given in Table 2 because of the absence of α, which is zero in this
case. The value of ωNR depends on the lattice that is considered: The reported values refer to the square
(sq) and triangular (tr) lattices respectively.
γ 7/4
ν 1
η 1/4
β 1/8
δ 15
ω 2
ωNR 2 (sq), 4 (tr)
U0 ≡ A+/A− 1
U2 ≡ C+/C− 37.69365201
R+c ≡ A
+C+/B2 0.31856939
R−c ≡ A
−C−/B2 0.00845154
Rχ ≡ Q
−δ
1 ≡ C
+Bδ−1/(Bc)δ 6.77828502
w2 ≡ C−/[B2(f−)2] 0.53152607
Uξ ≡ f
+/f− 3.16249504
Uξgap ≡ f
+
gap/f
−
gap 2
Q+ ≡ A+(f+)2 0.15902704
Q− ≡ A−(f−)2 0.015900517
Q+ξ ≡ f
+
gap/f
+ 1.000402074
Qcξ ≡ f
c
gap/f
c 1.0786828
Q−ξ ≡ f
−
gap/f
− 1.581883299
Q2 ≡ (fc/f+)2−ηC+/Cc 2.8355305
uniaxial antiferromagnets which present a strongly enhanced in-plane coupling and an easy-axis anisotropy
(see, e.g., Refs. [529, 932, 1137] for some experimental results), and have therefore a two-dimensional Ising
critical behavior. Ising behavior has also been observed in several order-disorder and structural transitions:
in monolayers of carbon monoxide and C2F6 physisorbed on graphite [59, 382, 1118], in adsorbed hydrogen
on Ni [204], and in GaAs(001) surfaces [681]. We also mention an experimental study of the Yang-Lee edge
singularities in FeCl2 [152].
3.5.2 The critical equation of state: exact results
The behavior of the free energy for the two-dimensional Ising model is somewhat different from that described
in Sec. 1.5. The reason is that in this case there are resonances among the RG eigenvalues with the subsequent
appearance of logarithmic terms. Because of the resonance between the identity and the thermal operator,
the singular part of the Gibbs free energy becomes [1105]
Fsing(H, t) = t2F̂1(Ht−15/8) + t2 log |t| F̂1,log(Ht−15/8), (3.18)
where irrelevant terms have been discarded. Note that additional resonances involving subleading operators
are expected, and thus additional logarithmic terms should be present: such terms, involving higher powers
of log |t|, have been found in a high-precision analysis of the susceptibility for H = 0 in the HT phase [871].
The exact results for the free energy at H = 0 and the numerical results for the higher-order correlation
functions at zero momentum show that F̂1,log(x) is constant [23].24 Indeed, if this function were nontrivial,
then one would obtain χn ∼ |t|−γn log |t| for |t| → 0, a behavior that has not been observed. The constant
is easily related to the amplitudes of the specific heat for H → 0 defined in Eq. (1.43). The analyticity for
t = 0, H 6= 0 implies
A+ = A− ≡ A, (3.19)
24There is evidence that such property holds even if we consider the contributions of the irrelevant scaling fields [277, 972].
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Table 14: Estimates of g+4 for the two-dimensional Ising universality class. We report the existing results
obtained using transfer-matrix techniques combined with RG scaling (TM+RG), the form-factor approach
(FF), high-temperature expansions (HT), Monte Carlo simulations (MC), field theory (FT) based on the ǫ
expansion and the fixed-dimension d = 2 expansion, and a method based on a dimensional expansion around
d = 0 (d exp).
Ref. Method g+4
[275, 276] 2000 TM+RG 14.697323(20)
[101] 2000 FF 14.6975(1)
[904] 1998 HT 14.694(2)
[211] 1996 HT 14.693(4)
[1151] 1996 HT 14.700(17)
[101] 2000 MC 14.69(2)
[638] 2000 MC 14.7(2)
[907] 2000 FT ǫ exp 14.7(4)
[870] 2000 FT d = 2 exp 15.4(3)
[693] 1977 FT d = 2 exp 15.5(8)
[127] 1992 d exp 14.88(17)
so that
Fsing(H, t) = t2F̂1(Ht−15/8) + A
2
t2 log |t|. (3.20)
For the Helmholtz free energy similar formulae holds. Using the notations of Sec. 1.5.2 we write
Asing(M, t) = a11t2A1(z) + A
2
t2 log |t| = a20M16A2(x) + A
2
t2 log |t|, (3.21)
where a11 and a20 are defined in Eqs. (1.65) and (1.68), the variables z and x in Eqs. (1.62) and (1.66), and
the functions A1(z) and A2(x) are normalized as in Sec. 1.5.2. The presence of the logarithmic term gives
rise to logarithms in the expansions of A1(z) for z → ∞ and A2(x) for x → 0. Indeed, the analyticity of
Asing(M, t) for t = 0, |M | 6= 0 implies
A1(z) = z
16
∑
n=0
a1,nz
−8n + a1,log log z, (3.22)
A2(x) =
∑
n=0
a2,nx
n + a2,logx
2 log |x|. (3.23)
The constant a1,log and a2,log are easily expressed in terms of invariant amplitude ratios:
a1,log =
4A
a11
= 4Q+g+4 , a2,log = −
A
2a20B16
= −8R
+
c
Rχ
. (3.24)
For the equation of state we have
H =
∂A
∂M
= a11b1t
15/8F (z) = (Bc)−15M15f(x), (3.25)
where F (z) and f(x) are defined in Eq. (1.71). The properties of these two functions are described in Sec.
1.5.3. Using Eqs. (3.22) and (3.23) we can compute the coefficients F∞2 and f
0
2 appearing in the expansions
of F (z) and of f(x) for z →∞ and x→ 0 respectively, cf. Eqs. (1.82) and (1.88). We have F∞2 = a1,log and
f02 = − 12a2,log.
A detailed study of the analytic properties of the critical equation of state can be found in Ref. [439].
3.5.3 Approximate representations of the equation of state
The equation of state in the whole (t,H) plane is not known exactly, only approximate results are available.
Approximate parametric representations have been determined in Ref. [276], using the variational approach
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Table 15: Estimates of the coefficients r2n. They have been determined by transfer-matrix techniques
supplemented with RG results (TM+RG) [276], using approximate parametric representations of the equation
of state (TM+RG+PR) [276], and by means of a dispersive approach (Disp) [439].
TM+RG [276] TM+RG+PR [276] Disp [439]
r6 3.67867(7) 3.67797
r8 26.041(11) 26.0332
r10 284.5(2.4) 286.12
r12 4.2(7) × 103 4.44(6) × 103 4215
r14 8.43(3) × 104 −7356
Table 16: Polynomial approximations of h(θ) obtained using the variational approach for several values
of the parameter k, cf. Eq. (3.7). The reported expressions correspond to the central values of the input
parameters. Results from Ref. [276].
k θ20 h(θ)/[θ(1 − θ
2/θ20)]
2 1.15278 1− 0.208408θ2
3 1.15940 1− 0.215675θ2 − 0.039403θ4
4 1.16441 1− 0.219388θ2 − 0.041791θ4 − 0.013488θ6
5 1.16951 1− 0.222389θ2 − 0.043547θ4 − 0.014809θ6 − 0.007168θ8
presented in Sec. 3.4.2. Specifically, the parametrization (3.7) was used, and the k parameters h3, . . . , h2k+1
were determined by requiring the approximate representation to reproduce the (k − 2) invariant ratios r2n,
n : 3, . . . , k, and the large-z behavior of the function F (z), F (z) ≈ F∞0 zδ, and to satisfy the global stationarity
condition (3.11); see Sec. 3.4.2 for details of the method.
In order to apply the method, good estimates of the coefficients r2n, which parametrize the small-
magnetization expansion of the Helmholtz free energy, and of F∞0 are needed. The latter constant can be
obtained from the results of Table 13 and the precise estimate of g+4 of Ref. [276] reported in Table 14.
Indeed,
R+4 ≡
g+4 Q
+
R+c
= 7.336774(10), F∞0 = Rχ(R
+
4 )
(1−δ)/2 = 5.92357(6)× 10−5. (3.26)
Accurate estimates of the first coefficients r2n, see Table 15, have been recently determined in Refs. [241,276],
using transfer-matrix techniques and general RG properties. Another approach is presented in Ref. [439],
where the authors exploit the analytic properties of the free energy to write down a dispersion relation.
Approximate expressions for the corresponding kernel are obtained using the knowledge of the behavior of
the free energy at the Yang-Lee edge singularity [264, 408]. The estimates of first few r2n obtained in this
approach, see Table 15, are in good agreement with the results of Ref. [276]. The comparison worsens for the
higher-order coefficients, showing the limitations of the approximation employed. The coefficients appearing
in the expansion of the scaling function Q(u) around u = 1, cf. Eq. (1.94), have also been determined.
We report the results [906] v3 = 33.011(6), v4 = 48.6(1.2) from LT expansions and [439] v3 = 33.0502,
v4 = 48.0762 from an appropriate dispersion relation. Estimates of vn for n > 4 are reported in Ref. [906]
and can also be derived from the results of Ref. [439].
Finally, we present the results of Ref. [276] for the equation of state. In Table 16, for k = 2, 3, 4, 5, we
report the polynomials h(θ) obtained using the global stationarity condition (3.11) and the central values of
the input parameters F∞0 , r6, r8, r10. In Fig. 6 we show the scaling functions f(x) and F (z), as obtained
from h(θ) for k = 2, 3, 4, 5. The convergence is satisfactory. The scaling function F (z) is determined with a
relative uncertainty of at most a few per thousand in the whole region z ≥ 0. The convergence is slower at
the coexistence curve, so that the error on the fuction f(x) is of a few per cent.
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Figure 6: The scaling functions f(x) and F (z) as obtained from the polynomial approximations (3.7) for
k = 2, 3, 4, 5. Results from Ref. [276].
Table 17: Estimates of c+i , S
+
M , and S
+
Z for the three-dimensional Ising universality class. Note Q
+
ξ =(
S+M
)−1/2
.
HT ǫ exp d = 3 exp
c+2 −3.90(6)×10
−4 [243] −3.3(2) ×10−4 [240] −4.0(5) ×10−4 [239]
−3.0(2)×10−4 [239]
−5.5(1.5)×10−4, −7.1(1.5)×10−4 [1050]
c+3 0.882(6)×10
−5 [243] 0.7(1) ×10−5 [240] 1.3(3) ×10−5 [239]
1.0(1)×10−5 [239]
0.5(2)×10−5 , 0.9(3)×10−5 [1050]
c+4 −0.4(1) × 10
−6 [243] −0.3(1)×10−6 [240] −0.6(2)×10−6 [239]
S+M 0.999601(6) [243] 0.99968(4) [240] 0.99959(6) [239]
0.99975(10) [239]
S+Z 1.000810(13) [243]
3.6 The two-point function of the order parameter
We shall discuss here the two-point function of the order parameter, that is relevant in the description of
scattering phenomena, see Sec. 3.6.3. We mention that also the energy-energy correlation function has been
computed [227,833]. It is relevant in the description of elastic deformations in fluids and it can be measured
via sound-attenuation techniques [833].
We shall concentrate on the experimentally relevant case H = 0. Results on the whole (t,H) plane and
on the critical isotherm can be found in Refs. [300,1050]. For the two-dimensional case we mention that the
large-distance expansion of the two-point function on the critical isotherm, i.e. for t = 0 and H 6= 0, has
been determined using the form-factor approach in Refs. [327, 328].
3.6.1 High-temperature phase
As discussed in Sec. 1.6.1, the two-point correlation function G˜(q) has the scaling form (1.126). For y ≡
q2ξ2 → 0, the function g+(y) has the expansion (1.128). In Table 17 we report the estimates of the first
few coefficients c+n , obtained from the analysis of HT expansions, from the FT fixed-dimension expansion,
and from the ǫ expansion. There, we also report the invariant ratios S+M and S
+
Z , see Eq. (1.131), that
parametrize the large-distance behavior of G(x).
The coefficients c+n show the pattern
|c+n | ≪ |c+n−1| ≪ ...≪ |c+2 | ≪ 1 (3.27)
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Table 18: Values of c±i and S
±
M for the two-dimensional Ising universality class. Results from Refs. [240,1067].
HT phase LT phase
S+M = 0.999196337056 S
−
M = 0.399623590999
c+2 = −0.7936796064 × 10
−3 c−2 = −0.42989191603
c+3 = 0.109599108 × 10
−4 c−3 = 0.5256121845
c+4 = −0.3127446 × 10
−6 c−4 = −0.8154613925
c+5 = 0.126670 × 10
−7 c−5 = 1.422603449
c+6 = −0.62997× 10
−9 c−6 = −2.663354573
for n ≥ 3. This is in agreement with the theoretical expectation that the singularity of g+(y) nearest to the
origin is the three-particle cut [172,393]. If this is the case, the convergence radius rg of the Taylor expansion
of g+(y) is rg = 9S
+
M . Since S
+
M ≈ 1, at least asymptotically we should have
c+n+1 ≈ −
1
9
c+n . (3.28)
This behavior was checked explicitly in the large-N limit of the N -vector model [239]. In two dimensions, the
critical two-point function can be written in terms of the solutions of a Painleve´ differential equation [1135]
and it can be verified explicitly that rg = 9S
+
M . In Table 18 we report the values of c
+
i for the two-dimensional
Ising model. They are taken from Refs. [240, 1067].
For large y the function g+(y) follows the Fisher-Langer law (1.129). The coefficients A+n have been
computed to three loops in Ref. [172]. In three dimensions one obtains the estimates A+1 ≈ 0.92, A+2 ≈ 1.8,
and A+3 ≈ −2.7. In two dimensions the Fisher-Langer law must be modified since α = 0. In this case, for
large values of y, g+(y) behaves as
g+(y)−1 ≈ A
+
1
y7/8
(
1 +
A+2
y1/2
log y +
A+3
y1/2
)
, (3.29)
where the coefficients are [1067] A+1 ≈ 0.413840, A+2 ≈ 0.802998, and A+3 ≈ 0.395345.
In the years, several parametrizations of the scaling function g+(y) have been proposed, see, e.g., Refs.
[172, 418, 1050, 1067]. The most successful approximation is the one proposed by Bray [172]. It is based on
a dispersive approach [392, 393] and, by definition, it has the correct large-y behavior (1.129) and has the
pattern (3.28) built in. In this approach one fixes the values of the exponents and of the sum A+2 + A
+
3
and determines an approximation of g+(y). The accuracy of the results can be evaluated by comparing the
predictions for c+n and for the coefficients A
+
i with those obtained above. Using Bray’s parametrization one
obtains A+1 ≈ 0.918, A+2 ≈ 2.55, A+3 ≈ −3.45, c+2 ≈ −4.2× 10−4, and c+3 ≈ 1.0× 10−5. These estimates are
in reasonable agreement with those reported in Table 17 and with the ǫ-expansion results for A+n .
Bray’s approach was also applied in two dimensions. A slightly different approximation that makes use
of the high-precision results for A+1 , A
+
2 , and A
+
3 reproduces the results of Ref. [1067] with a maximum error
of 0.03%.
The three-dimensional correlation function was studied in Ref. [767] by means of a MC simulation. The
function g+(y) was determined with 0.5% (resp. 1%) precision up to qξ ≈ 5 (resp. 30). The numerical
results were used to determine an interpolation that reproduces the MC results for y small and has the
Fisher-Langer behavior (1.129) behavior for y →∞.
3.6.2 Low-temperature phase
In the LT phase, one introduces a scaling function g−(y) that is defined as g+(y) in Eq. (1.126). For y → 0,
also g−(y) admits a regular expansion of the form (1.128) with different coefficients c−n . With respect to the
HT case, for y small the deviations from the Gaussian (Ornstein-Zernike) behavior are larger. From the ǫ
expansion at two loops, Ref. [300] obtains c−2 ≈ −2.4× 10−2 and c−3 ≈ 3.9× 10−3, in reasonable agreement
with the series estimates of Ref. [1050]: c−2 ≈ −1.2(6)×10−2 and c−3 ≈ 7(3)×10−3. The larger deviations from
63
the Gaussian behavior are confirmed by the estimates of S−M : S
−
M = 0.938(8) [240] and S
−
M = 0.930(6) [427]
from the analysis of the LT expansion, and S−M = 0.941(11) [11,278] from MC simulations. Such a different
behavior is probably related to the different analytic structure of the two-point function in the LT phase.
Indeed, perturbative arguments indicate the presence of a two-particle cut in the LT phase [172, 300, 393].
Thus, the convergence radius of the small-y expansion is expected to be at most 4S−M , and asymptotically
c−n+1 ≈ −0.27 c−n . For large values of y, g−(y) follows the Fisher-Langer law (1.129) with different coefficients
A−n . They can be derived from A
+
n using Eq. (1.133). These relations have been checked in Ref. [300] to
two-loop order in the ǫ expansion.
The mass spectrum of the model in the LT phase was investigated in Refs. [11, 278, 279, 933] using
numerical techniques. In particular, Ref. [278] reports MC results obtained from simulations of the standard
Ising model and of the improved φ4 lattice model (1.7) at λ = 1.10 (see Sec. 2.3.2), and provides evidence
for a state with M2 < 2M , where M is the mass of the fundamental state, i.e. M2/M = 1.83(3), that is
below the pair-production threshold. This second state should appear as a pole in the Fourier transform of
the two-point function.
The two-dimensional Ising model shows even larger deviations from Eq. (1.127), as one can see from the
estimates of S−M and c
−
i reported in Table 18. Note that in the LT phase of the two-dimensional Ising model
the singularity at k2 = −1/ξ2gap of G˜(k) is not a simple pole, but a branch point25 [1135]. As a consequence,
the convergence radius of the expansion around y = 0 is S−M .
For large values of y, g−(y) behaves according to Eq. (3.29), with different coefficients A−n . They are
given by [1067]: A−1 ≈ 2.07993, A−2 ≈ −0.253913, and A−3 ≈ −0.709701. Bray’s approximation has been
also applied to the LT phase, see Ref. [767].
3.6.3 Experimental results
In scattering experiments one measures the scattering cross-section
d2σ
dqdω
(3.30)
where q is the exchanged momentum vector and ω the corresponding frequency (energy). This cross-section
is proportional to the dynamic structure factor S(q, ω). In the critical limit, S(q, ω) is dominated by the
elastic Rayleigh peak, whose width goes to zero as t→ 0. Thus, in this limit only elastic scattering is relevant
and
dσ
dq
∝
∫
dωS(q, ω) = G˜(q). (3.31)
The momentum-transfer vector q is related to the scattering angle θ by
q =
4π
λ
sin
θ
2
, (3.32)
where λ is the wavelength of the radiation (neutrons) in the scattering medium. Note that scattering data
can be directly related to G˜(q) only if multiple scattering can be neglected. See Ref. [49] for a discussion.
Several experiments determined the scaling functions g±(y) in magnetic systems [118] and in fluids. In the
HT phase, because of the smallness of the coefficients c+n , the Ornstein-Zernike approximation g
+(y) ≈ 1+ y
can be used up to y ≈ 30. For larger values of y it is necessary to take into account the anomalous
behavior [141,164–167,284,313,314,575,586,696,978,987]. The large-momentum behavior of g+(y) has been
extensively studied. In particular, the exponent η and the constant A+1 have been determined: η = 0.017(15),
A+1 = 0.96(4) and η ≈ 0.030(25), A+1 ≈ 0.95(4) (two different parametrizations of the structure factor
are used) [284]; η = 0.0300(15), A+1 ≈ 0.92(1) [313]; η = 0.042(6), A+1 ≈ 0.915(21) [314]. No unbiased
determination of A+2 and A
+
3 is available. Fixing A
+
2 + A
+
3 = −0.9 (the ǫ-expansion result of Ref. [172]),
Ref. [314] obtains A+2 = 2.05(80) and A
+
3 = −2.95(80), in reasonable agreement with the ǫ-expansion
predictions.
25In the particle interpretation of Ref. [1135], this is due to the fact that the lowest propagating state in the LT phase is a
two-particle state.
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A very precise determination of g+(y) was obtained in Ref. [314]. From the analysis of scattering data for
CO2, the function g
+(y) was determined up to y = 1600. These experimental results are in good agreement
with the theoretical determinations (within an accuracy of approximately 1%).
3.6.4 Turbidity
The turbidity τ is defined as the attenuation of the transmitted light intensity per unit optical path length
due to the scattering with the sample. Explicitly, it is given by
τ ∼
∫
dΩ G˜(q) sin2Φ, (3.33)
where Ω is the scattering solid angle, q is given by Eq. (3.32), and Φ is the angle between the polarization
of the incoming radiation (or neutrons) and the scattering wave vector.
If k0 = 2πn/λ is the momentum of the incoming radiation in the medium, λ the corresponding wavelength
in vacuum, n the refractive index, for small k0ξ the Puglielli-Ford expression [935] can be used:
τPF = τ0t
−γ
[
2a2 + 2a+ 1
a3
log(2a+ 1)− 2(a+ 1)
a2
]
, (3.34)
where a = 2k20ξ
2 and τ0 is a temperature-independent constant. Deviations are less than 1% (resp. 3%) for
k0ξ ∼< 15 (resp. 90). An extensive discussion of the deviations from the Puglielli-Ford expression is given in
Ref. [767]. In particular, in the experimentally relevant interval k0ξ ∼< 100, the turbidity can be computed
using the expression [767]
τ = τPF
[
0.666421+ 0.242399
(
1 + 0.0087936Q20
)0.018195
+ 0.0911801
(
1 + 0.09Q40
)0.0090975]
, (3.35)
where Q0 ≡ k0ξ. Other results for the turbidity can be found in Refs. [231, 391]. However, as discussed
in Ref. [767], they predict a turbidity that is larger than Eq. (3.35), which is based on the most accurate
approximations of the structure factor available today.
The turbidity τ is larger than τPF since g
+(y) increases slower for y → ∞ than the Ornstein-Zernike
approximation. However, this is apparently in contrast with the experimental results for the binary fluid
mixture methanol-cyclohexane presented in Ref. [578].
4 The three-dimensional XY universality class
4.1 Physical relevance
The three-dimensional XY universality class is characterized by a two-component order parameter and
effective short-range interactions with U(1) symmetry. The most interesting representative of this universality
class is the superfluid transition of 4He along the λ-line Tλ(P ). It provides an exceptional opportunity for
a very accurate experimental test of the RG predictions, because of the weakness of the singularity in the
compressibility of the fluid, of the purity of the samples, and of the possibility of performing experiments
in a microgravity environment, for instance on the Space Shuttle as the experiment reported in Ref. [708],
thereby achieving a significant reduction of the gravity-induced broadening of the transition. Exploiting
these favorable conditions, the specific heat of liquid helium was measured to within a few nK from the
λ-transition [708], i.e. very deep in the critical region, where the scaling corrections are small. Ref. [708]
obtained26 the very precise estimate α = −0.01056(38). This result represents a challenge for theorists. Only
recently have the theoretical estimates reached a comparable accuracy.
Beside 4He, there are many other systems that undergo anXY transition. First of all, one should mention
ferromagnets or antiferromagnets with easy-plane anisotropy, which is the original characterization of the
XY universality class.
26 Ref. [708] reported α = −0.01285(38) and A+/A− = 1.054(1). But, as mentioned in footnote [15] of Ref. [709], the original
analysis was slightly in error. Ref. [709] reports the new estimates α = −0.01056 and A+/A− = 1.0442. The error reported
here is a private communication of J. A. Lipa, quoted in Ref. [233].
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An XY behavior is observed in systems that exhibit phase transitions characterized by the establishement
of a density wave. Indeed, the order parameter of density waves in a uniaxial system is the complex amplitude
φ1, associated with the contribution Reφ1e
iq0z to the density modulation, where q0 is the wavelength of the
modulation. Interesting examples in solids are charge-density wave (see, e.g., Refs. [430, 461]) and spin-
density wave systems (see, e.g., Ref. [380]). Similar phenomena occur in liquid crystals, in which several
transitions are expected to belong to the XY universality class [49, 200, 324, 714, 830, 1008]. We should
mention the nematic–smectic-A phase transition, that corresponds to the establishement of a one-dimensional
mass-density wave along the direction of the orientational order, although experiments have found a wide
range of effective exponents that are often quite different from the XY predictions, see Refs. [448, 449]
and references therein. The smectic-A–hexatic-B transition should by either XY or first-order [20]; again
experimental results are contradictory, see Ref. [679] and references therein. The same behavior is expected
for the smectic-A–smectic-C and the smectic-A–chiral-smectic-C transitions [324]; in this case it is found
experimentally that the XY window is very small and one usually observes a crossover from mean-field
to XY critical behavior, see, e.g., Refs. [367, 368] and references therein. Finally, we should mention the
nematic-to-lamellar phase transition, which is similar to the nematic–smectic-A transition [1004].
XY criticality is expected in materials that undergo a phase transition from a normal (disordered) HT
phase to a LT incommensurate modulated phase in one direction [306]. Such a transition is expected in some
rare-earth metals like Er and Tm that are longitudinally modulated. The experimental evidence is however
quite controversial, see Refs. [493, 534, 706]. A similar transition is observed in some insulating crystals of
type A2BX4 [311], where A
+ is a monovalent cation like K+ or Rb+, and BX−−4 is a divalent tetrahedral
anion like ZnCl−−4 or ZnBr
−−
4 .
The XY model is relevant for superconductors, as long as one is able to neglect the fluctuations of
the magnetic potential. We mention that an inverted XY -scaling scenario is invoked in the description
of superconductors in the extreme type-II region, where the transition is expected to be of second order,
see, e.g., Ref. [792]. The idea is to use duality arguments to map the Ginzburg-Landau model with a
U(1) gauge field with temperature parameter τ into an XY model with inverted temperature −τ [316, 647].
High-temperature superconductors for small magnetic fields are also found to show XY behavior [1005]
(for a different point of view, see Refs. [303, 598, 960]), both for the statics and the dynamics, see, e.g.,
Refs. [68, 505,643,677,824,872,953,954] and references therein.
The Peierls transition in CuGeO3 and in some organic materials has been identified with an XY tran-
sition. Indeed, the latest intensity measurements give estimates of β that are in good agreement with the
theoretical predictions, see Refs. [736,737] and references therein. On the other hand, scattering experiments
either do not observe critical scattering or observe anomalous line shapes with exponents γ and ν much larger
than expected, see, e.g., Refs. [510, 736] and references therein.
4.2 The critical exponents
4.2.1 Theoretical results
In Table 19 we report the theoretical estimates of the critical exponents.
Accurate results for the critical exponents have been obtained by combining MC simulations based on
FSS techniques and HT expansions for improved Hamiltonians [233,241,521]. On the one hand, one exploits
the effectiveness of FSS MC simulations to determine the critical temperature and the parameters of the
improved Hamiltonians [233,521]. On the other hand, using this information, one exploits the effectiveness
of IHT to determine the critical exponents [233, 241], especially when a precise estimate of βc is available.
Two improved Hamiltonians were considered in Ref. [233], the lattice φ4 model (1.7) for λ∗ = 2.07, and the
dynamically dilute XY model (2.44) (ddXY ) for D∗ = 1.02, cf. Sec. 2.3.2. An accurate MC study [233]
employing FSS techniques provided estimates of λ∗ and D∗, of the inverse critical temperature βc for several
values of λ and D, and estimates of the critical exponents (see Table 19). Using the linked-cluster expansion
technique, the HT expansions of χ and µ2 =
∑
x |x|2G(x) were computed to 20th order for these two
Hamiltonians. The analyses were performed using the estimates of λ∗, D∗, and βc obtained from the MC
simulations. The results are denoted by MC+IHT in Table 19. The critical exponent α was derived using
the hyperscaling relation α = 2− 3ν, obtaining α = −0.0146(8) [233].
The HT results of Refs. [213,215] were obtained by analyzing 21st-order HT expansions for the standard
XY model on the simple (sc) and body-centered (bcc) cubic lattices. To take into account the subleading
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Table 19: Estimates of the critical exponents for the three-dimensional XY universality class. We indicate
with an asterisk (∗) the estimates we obtained using the hyperscaling relation 2 − α = 3ν or the scaling
relation γ = (2 − η)ν. When the error was not reported by the authors, we used the independent-error
formula to estimate it.
Ref. info γ ν η α ω
[233] 2001 MC+IHT, φ4, ddXY 1.3177(5) 0.67155(27) 0.0380(4) −0.0146(8)∗
[241] 2000 IHT, φ4 1.3179(11) 0.67166(55) 0.0381(3) −0.0150(17)∗
[215] 1999 HT, XY sc 0.671(3)∗ −0.014(9)
[215] 1999 HT, XY bcc 0.674(2)∗ −0.022(6)
[213] 1997 HT, XY sc 1.325(3) 0.675(2) 0.037(7)∗ −0.025(6)∗
[213] 1997 HT, XY bcc 1.322(3) 0.674(2) 0.039(7)∗ −0.022(6)∗
[219] 1993 HT, XY sc 1.315(9) 0.68(1) 0.07(3)∗ −0.04(3)∗
[385] 1973 HT XY , easy-plane 1.318(10) 0.670(6) 0.04(1)∗ −0.02(3)∗
[355] 2002 MC FSS XY 0.037(2)
[233] 2001 MC FSS, φ4, ddXY 1.3177(10)∗ 0.6716(5) 0.0380(5) −0.0148(15)∗ 0.795(9)
[521] 1999 MC FSS, φ4 1.3190(24)∗ 0.6723(11) 0.0381(4) −0.0169(33)∗ 0.79(2)
[676] 1999 MC FSS, easy-plane 1.315(12)∗ 0.6693(58) 0.035(5) −0.008(17)∗
[837] 1999 MC FSS, easy-plane 1.320(14)∗ 0.670(7) 0.0304(37) −0.010(21)∗
[93] 1996 MC FSS, XY 1.316(3)∗ 0.6721(13) 0.0424(25) −0.0163(39)∗
[993] 1995 MC FSS, XY 0.6724(17) −0.017(5)∗
[467, 468] 1994 MC FSS, AF Potts 1.310(10)∗ 0.664(4) 0.027(9) +0.008(12)∗
[466] 1993 MC FSS, XY 1.307(14)∗ 0.662(7) 0.026(6) +0.014(21)∗
[580] 1990 MC FSS, S, XY 1.316(5) 0.670(2) 0.036(14)∗ −0.010(6)∗
[587] 2001 FT d = 3 exp 1.3164(8) 0.6704(7) 0.0349(8) −0.0112(21) 0.784(3)
[481] 1998 FT d = 3 exp 1.3169(20) 0.6703(15) 0.0354(25) −0.011(4) 0.789(11)
[821] 1991 FT d = 3 exp 1.3178(10){28} 0.6715(7){17} 0.0377(6){7} −0.0145(21){51}
[693] 1977 FT d = 3 exp 1.3160(25) 0.669(2) 0.033(4) −0.007(6) 0.780(27)
[481] 1998 FT ǫ exp 1.3110(70) 0.6680(35) 0.0380(50) −0.004(11) 0.802(18)
[836] 1984 SFM 1.31(2) 0.672(15) 0.043(7) −0.016(45)∗ 0.85(7)
[134, 458] 2001 CRG (1st DE) 1.299 0.666 0.049 +0.002
[805] 1998 CRG (1st DE) 1.27 0.65 0.044 +0.05
[1052] 1994 CRG ILPA 1.371 0.700 0.042 −0.100
corrections, they employed approximants biased with the MC estimate of βc and with the FT result for ∆.
Most MC results reported in Table 19 have been obtained using FSS techniques. Only Ref. [580] deter-
mines the critical exponents from the behavior of infinite-volume quantities near the critical point (“S” in the
column info in Table 19). Refs. [93,466,580,993] present results for the standard XY model, Refs. [676,837]
for a classical ferromagnetic XXZ model with no coupling for s2z (this is the model that in the old literature
was called XY model; in Table 19 we refer to it as “easy-plane”), and Ref. [468] for the three-state antifer-
romagnetic Potts model on a simple cubic lattice (AF Potts) that has been conjectured [103] to be in the
XY universality class.27
Refs. [481, 587, 693, 821] report FT results obtained by analyzing the fixed-dimension expansion. The
perturbative series of the β-function and of the exponents are known to six-loop [87] and seven-loop order [821]
respectively. In Refs. [481, 693] the resummation is performed by using the method presented in Sec. 2.4.3,
based on a Borel transform and a conformal mapping that makes use of the large-order behavior of the series.
Ref. [587] (see also Refs. [655, 659]) employs a resummation method based on a variational technique: as in
the Ising case, the errors seem to be rather optimistic, especially for ω. Using the same method, Ref. [659]
reports the estimate α = −0.01126(10). The analysis of Ref. [821] allows for a more general nonanalytic
behavior of the β-function. In Table 19, we quote two errors for the results of Ref. [821]: the first one (in
parentheses) is the resummation error, the second one (in braces) takes into account the uncertainty of g∗,
27Actually, the authors of Ref. [103] argued, using RG arguments, that the effective Hamiltonian for the HT transition of the
three-state antiferromagnetic Potts model on a simple cubic lattice is in the same universality class of the two-component φ4
theory with cubic anisotropy. As we shall discuss in Sec. 11.3, in the two-component case, the stable fixed point of the cubic
Hamiltonian is the O(2) symmetric one. Therefore, the HT continuous transition of the three-state antiferromagnetic Potts
model belongs to the XY universality class. We mention that other transitions are expected for lower values of the temperature
(see, e.g., Ref. [937] and references therein).
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which is estimated to be approximately 1%. To estimate the second error we used the results of Ref. [481]
where the dependence of the exponents on g∗ is given. Consistent results are also obtained from the analysis
of Ref. [481] of the O(ǫ5) series computed in the framework of the ǫ expansion [294, 657]. In Table 19 we
also report results obtained by approximately solving continuous RG (CRG) equations, to the lowest (ILPA)
and first order (1st DE) of the derivative expansion [458, 805, 1052]. The agreement among the theoretical
calculations is overall good.
There also exist estimates of the crossover exponents associated with the spin-n operators, see Sec. 1.5.8.
The crossover exponent φ2 associated with the spin-two tensor field describes the instability of the O(2)-
symmetric theory against anisotropy [16,422,424,1104]. It is thus relevant for the description of multicritical
phenomena, for instance the critical behavior near a bicritical point where two critical Ising lines meet,
giving rise to a critical theory with enlarged O(2) symmetry, see, e.g., Refs. [407, 669, 913]. The exponent
φ2 has been determined using various approaches, obtaining φ2 = 1.184(12) by the analysis of the six-loop
expansion in the framework of the FT fixed-dimension expansion [227]; φ2 ≈ 1.15 by setting ǫ = 1 in
the corresponding O(ǫ3) series [1087]; φ2 = 1.175(15) by HT expansion techniques [913]. Correspondingly,
β2 = 2−α−φ2 = 0.831(12), 0.86, 0.840(15). The exponent φ4 can be computed from the theoretical results
for O(N) models with a cubic-symmetric perturbation, see Sec. 11.3. Using the results of Ref. [270], we
obtain φ4 = −0.069(5), β4 = 2.084(5). For generic values of n, Ref. [20] found
βn ≈ βn+ 1
2
νxnn(n− 1), (4.1)
where xn ≈ 0.3 − 0.008n, using a two-loop calculation in the fixed-dimension expansion. For comparison,
note that Eq. (4.1) gives β2 ≈ 0.89, β4 ≈ 2.5 (we use the estimates of β and ν of Ref. [233]) to be compared
with the above-reported results. For n = 3 it gives β3 ≈ 1.60, so that φ3 ≈ 0.41. Note that only the spin-2
and the spin-3 operators are relevant perturbations. Higher-spin perturbations do not change the critical
theory.
We also mention Refs. [227, 833], where the two-point correlation function of the spin-two operator was
computed.
4.2.2 Experimental results
In Table 20 we report some experimental results for systems that are supposed to belong to the XY uni-
versality class. They should be compared with the theoretical results of Table 19. Note that, using the
theoretical results of Ref. [233], one obtains β = 0.3485(2) and ζ ≡ 2γ − 3ν = 0.6205(6). Table 20 is not a
complete list, but it should give an idea of the quality of the results. The most accurate results have been
obtained from the λ-transition of 4He. In particular, the estimate of α reported in Refs. [708, 709] appears
very precise. It was obtained by measuring the specific heat in the LT phase up to a few nK from the
λ-transition, and by fitting the data to the RG behavior
CH(t) = A|t|−α
(
1 + C|t|∆ +Dt)+B, (4.2)
where t ≡ (T − Tc)/Tc → 0− and ∆ was fixed equal to 1/2. In this respect, it should be noticed that,
due to the small value of α, a fit to Eq. (4.2) requires very accurate data for very small t; otherwise, it is
very difficult to distinguish the nonanalytic term from the analytic background. Note that the estimate of
α reported in Refs. [708,709] does not agree with the comparably precise theoretical estimates of Ref. [233].
It is not clear whether this disagreement is significant, or it is due to an underestimate of the experimental
and/or theoretical errors. The recent experimental estimate of ν reported in Ref. [9], determined from
a measurement of the second sound, does not help to clarify this issue, because the quoted error does not
include the systematic effects due to satellite modes and the uncertainty in the temperature scale calibration,
which are expected to be much larger. Therefore, the situation calls for further theoretical and experimental
investigations. A new generation of experiments in microgravity environment that is currently in preparation
[856] should clarify the issue from the experimental side.
Estimates of the critical exponents in other systems are not very precise. It is difficult to measure ν
in liquid crystals. Indeed, the intrinsic anisotropy of these systems gives rise to strong anisotropic scaling
corrections. As a consequence, the effective exponents ν, that are obtained by fitting the correlation length
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Table 20: Experimental estimates of the critical exponents for the three-dimensional XY universality
class. Here BCPS stands for bis(4-chlorophenyl)sulfone, 7APCBB for 4’-n-heptyloxycarbonylphenyl-4’-(4”-
cyanobenzoyloxy)-benzoate. The exponent ζ is given by ζ ≡ 2γ − 3ν. We indicate with an asterisk (∗) the
estimates we obtained using the hyperscaling relation 2− α = 3ν.
Ref. Material γ ν α β ζ
[9] 2000 4He 0.66758(6) −0.00274(18)∗
[708, 709] 1996 4He 0.67019(13)∗ −0.01056(38)
[463] 1993 4He 0.6705(6) −0.0115(18)∗
[1042] 1992 4He 0.6708(4) −0.0124(12)∗
[1010] 1984 4He 0.6717(4) −0.0151(12)
[707] 1983 4He 0.6709(9)∗ −0.0127(26)
[948] 1995 Gd2IFe2 1.320(65) 0.347(17)
[948] 1995 Gd2ICo2 1.315(65) 0.345(17)
[948] 1995 Gd2BrFe2 1.316(65) 0.345(17)
[1136] 1994 7APCBB 1.34(14)
[322] 2002 Rb2ZnBr4 1.317(30) 0.64(1)
[1038] 2000 Cs2HgCl4 0.615(25)
[321] 2000 BCPS 0.69(2)
[1037] 1999 Cs2CdBr4 0.62(2)
[1037] 1999 Cs2HgBr4 0.50(2)
[634] 1998 Rb2ZnCl4 0.36(1)
[634] 1998 K2ZnCl4 0.375(10)
[634] 1998 (NH4)2ZnCl4 0.365(10)
[634] 1998 [N(CH3)4]2ZnCl4 0.365(10)
[1149] 1996 Rb2ZnCl4 1.28(9) 0.66(2) +0.02(6)∗
[48] 1983 Rb2ZnCl4 1.26
+0.04
−0.02 0.683(15) −0.049(45)
∗
in different directions, are apparently different. Structural transitions give apparently better estimates. In
particular, in these systems the exponent ζ ≡ 2γ − 3ν is directly determined in NMR experiments.
Experiments have also measured higher-harmonic exponents. Analysis of the experimental data near
the smectic-C–tilted-hexatic-I transition gives φ2 = 1.16(7), φ3 = 0.40(17), βn = β[n + 0.295n(n − 1)] for
2 ≤ n ≤ 9 [20,190]. The exponent φ2 was also measured for the bicritical point in GdAlO3 [955] φ2 = 1.17(2).
In Ref. [1149] the estimates β2 = 0.87(1), β3 = 1.50(4) were obtained for Rb2ZnCl4. Older experimental
estimates are reported in Ref. [932,1149]. In a liquid crystal at the smectic-C–tilted-hexatic-I transition, the
structure factor G2(x − y) ≡ 〈Oab2 (x)Oab2 (y)〉 was measured using x-ray scattering techniques [1136]. The
results, reanalyzed in Ref. [21], are in good agreement with the theory [227,833].
4.3 The critical equation of state
The critical equation of state of the three-dimensional XY universality class is of direct experimental interest
for magnetic systems, but it cannot be observed in the λ-transition in 4He. Indeed, in this case the order
parameter is related to the complex quantum amplitude of helium atoms. Therefore, the “magnetic” field
H does not correspond to an experimentally accessible external field. Only universal amplitude ratios of
quantities formally defined at zero external momentum, such as U0 ≡ A+/A−, are here of physical relevance.
4.3.1 Small-magnetization expansion of the free energy in the HT phase
In Table 21 we report a summary of the available results for the zero-momentum four-point coupling g+4 , cf.
Eq. (2.3), and for the coefficients r6, r8, and r10 that parametrize the small-magnetization expansion of the
Helmholtz free energy, cf. Eq. (1.80).
The results of Refs. [233,242] were obtained by analyzing HT series for two improved Hamiltonians. The
small difference in the results for g+4 of Refs. [233] and [242] is essentially due to a different method of analysis.
The result of Ref. [233] should be more reliable. Refs. [214, 904, 949] considered the HT expansion of the
standard XY model. In the fixed-dimension FT approach, g+4 is obtained from the zero of the corresponding
Callan-Symanzik β-function. Note the good agreement between the HT and the FT estimates. In the same
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Table 21: Estimates of g+4 , r6, r8, and r10. We also mention the estimate r10 = −10(1) obtained by studying
the equation of state [233], see Sec. 4.3.2.
HT d = 3 exp ǫ exp
g+4 21.14(6) [233] 21.16(5) [481] 21.5(4) [904, 907]
21.05(6) [242] 21.11 [821]
21.28(9) [214] 21.20(6) [693]
21.34(17) [904]
r6 1.950(15) [233] 1.967 [1022] 1.969(12) [905, 907]
1.951(14) [242]
2.2(6) [949]
r8 1.44(10) [233] 1.641 [1022] 2.1(9) [905, 907]
1.36(9) [242]
r10 −13(7) [233]
framework g+6 = r6(g
+
4 )
2 and g+8 = r8(g
+
4 )
3 were estimated from the analysis of the corresponding four-
and three-loop series respectively [1022]. The authors of Ref. [1022] argued that the uncertainty on their
estimate of g+6 is approximately 0.3%, while they considered their value for g
+
8 much less accurate. The
ǫ-expansion estimates were obtained from constrained analyses of the O(ǫ4) series of g+4 and of the O(ǫ
3)
series of r2j [904, 905,907].
4.3.2 Approximate representations of the equation of state
The results of Sec. 4.3.1 can be used to determine approximate parametric representations of the critical
equation of state. In Refs. [233, 242] the parametric representation (1.104) was considered, approximating
the functions m(θ) and h(θ) by polynomials, and requiring h(θ) ∼ (θ − θ0)2 for θ → θ0, to reproduce the
correct leading singular behavior at the coexistence curve.
Two polynomial schemes were considered:
scheme A : m(θ) = θ
(
1 +
n∑
i=1
ciθ
2i
)
, h(θ) = θ
(
1− θ2/θ20
)2
, (4.3)
scheme B : m(θ) = θ, h(θ) = θ
(
1− θ2/θ20
)2 (
1 +
n∑
i=1
ciθ
2i
)
. (4.4)
In both schemes θ0 and the n coefficients ci are determined by matching the small-z expansion of the scaling
function F (z), i.e. using the (n+ 1) estimates of r6, ...r6+2n. In this case, a variational approach analogous
to that presented in Sec. 3.4.2 cannot be employed. Indeed, for the class of functions that are considered
here—with a double zero at θ0—there is no globally valid stationary solution.
Figure 7 shows the scaling functions f(x) and F (z), as obtained from schemes A and B with n = 1, using
the MC+IHT estimates for γ, ν, r6, and r8. The two approximations of F (z) are practically indistinguishable
in Fig. 7. One obtains a rather precise estimate of the constant F∞0 that parametrizes the large-z behavior
of F (z), cf. Eq. (1.82), F∞0 = 0.0302(3). The approximate parametric representations are less precise at the
coexistence curve, as one may observe by comparing the corresponding curves of f(x). At the coexistence
curve, where f(x) ≈ cf (1 + x)2, one obtains only a rough estimate of cf , i.e. cf = 4(2). A more precise
determination of the equation of state near the coexistence curve was achieved by means of a MC simulation
of the standard XY model [372]. In particular, they obtained the precise estimate cf = 2.85(7). The MC
data are well interpolated in a relatively large region of values of x around x = −1 by a power-law behavior of
the type (1.101), including the first three terms of the expansion (up to y3/2). This fact does not necessarily
rule out the presence of the logarithms found in the 1/N expansion, cf. Eq. (1.103). Since they are of
order (1 + x)2 with respect to the leading term, they are hardly distinguishable from simple power terms in
numerical works. In Fig. 7 we also plot the interpolation of Ref. [372] of their MC data.
We finally mention that the critical equation of state is known to O(ǫ2) in the framework of the ǫ
expansion [182].
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Figure 7: The scaling functions f(x) and F (z) for the XY universality class. We report the results of
Ref. [233] for schemes A and B, and the MC results of Ref. [372].
4.3.3 Universal amplitude ratios
The most interesting universal amplitude ratio is related to the specific heat, i.e. U0 ≡ A+/A−, because its
estimate can be compared with the accurate experimental results for the superfluid transition in 4He. Table 22
reports estimates of U0 obtained by various approaches. The results of Refs. [233,242,372] have been obtained
from the equation of state. We note that most of the theoretical and experimental estimates of U0 reported
in Table 22 are strongly correlated with the value of α considered. In particular, the difference between the
experimental estimate U0 = 1.0442 of Refs. [708, 709] and the theoretical result U0 = 1.062(4) of Ref. [233]
is a direct consequence of the difference in the values of α used in the analyses, i.e. α = −0.01056(38)
in the analysis of the experimental data of Refs. [708, 709], and α = −0.0146(8) in the theoretical study
of the equation of state of Ref. [233]. We also mention that the IHT–PR result of Ref. [242] and the FT
result of Ref. [686] were obtained using α = −0.01285(38), while the FT analysis of Ref. [662] used the
value α = −0.01056. In all cases the correlation between the estimates of U0 and α is well described by the
phenomenological relation U0 ≈ 1 − 4α [546], which was derived in the framework of the ǫ expansion. As
suggested in Ref. [107], one may consider the quantity
Rα =
1− U0
α
, (4.5)
which is expected to be less sensitive to the value of α. For this quantity one finds Rα = 4.3(2) from the
parametric representation [233] and Rα = 4.39(26) from the FT method employing minimal subtraction
without ǫ expansion [1033]. These results are consistent with the experimental estimate Rα ≈ 4.19 of Refs.
[708,709]. Accurate results for the specific heat of the XY model, obtained by high-statistics MC simulations,
have been recently reported in Ref. [310]. The authors stress the difficulty to extract a satisfactory estimate
of α by measuring the specific heat. A fit to the data with the expected RG behavior (4.2) does not
even allow to exclude a logarithmic behavior, i.e. α = 0. This is not unexpected: The small value of α
makes difficult—both numerically and experimentally—distinguishing the O(t−α) term from the constant
background. According to the authors of Ref. [310], the best one can do is to determine the ratio U0 as a
function of α. They report the expression
U0 = 1− 4.20(5)α+O(α2), (4.6)
and therefore, Rα = 4.20(5).
Table 22 also reports estimates of other universal ratios, such as R+ξ , Rc, Rχ, R4, and R
T
ξ . In addition,
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Table 22: Estimates of universal amplitude ratios obtained using different approaches. The ǫ-expansion
estimates of Rc and Rχ have been obtained by setting ǫ = 1 in the O(ǫ
2) series calculated in Refs. [2, 3, 25].
IHT–PR HT MC d=3 exp ǫ exp experiments
U0 1.062(4) [233] 1.12(5) [310, 372] 1.056(4) [686] 1.029(13) [137] 1.0442 [708, 709]
1.055(3) [242] 1.045 [662] 1.067(3) [1010]
1.058(4) [707]
1.088(7) [1047]
Rα 4.3(2) [233] 4.20(5) [310] 4.39(26) [1033] 4.19 [708, 709]
R+ξ 0.355(3) [233] 0.361(4) [215] 0.3606(20) [71, 138] 0.36 [136]
Rc 0.127(6) [233] 0.123(3) [1032] 0.106
0.130 [662]
Rχ 1.35(7) [233] 1.356(4) [372] 1.407
R4 7.5(2) [233]
RTξ 0.815(10) [208, 1033] 1.0(2) [136, 546, 932] 0.85(2) [1010]
we mention the results reported in Ref. [310] as functions of α:
R+ξ = 0.3382(14)− 0.72(10)α+ 0.9(1.1)α2,
RTξ = 1.158(36)− 0.696α+ 0.97α2. (4.7)
Using the estimate α = −0.0146(8), they give respectively R+ξ = 0.349(3) and RTξ ≈ 1.17.
4.4 The two-point function in the high-temperature phase
The two-point function of the order parameter in the HT phase has been studied in Refs. [172,233,239,413,
414] by means of HT expansions and FT calculations. Its small-momentum scaling behavior is qualitatively
similar to the Ising case, see Sec. 3.6.1. Indeed, the coefficients c+i of the small-momentum expansion of
the scaling function g+(y), see Eq. (1.128), satisfy the relations (3.27). Their best estimates are [233] c+2 =
−3.99(4)×10−4, c+3 = 0.09(1)×10−4, and |c+4 | < 10−6. Moreover, S+M = 0.999592(6) and S+Z = 1.000825(15).
Other results can be found in Ref. [239]. They are obtained using HT methods in the standard XY model
and FT methods, such as the ǫ and d = 3 fixed-dimension expansions.
For large values of y, the function g+(y) follows the Fisher-Langer law reported in Eq. (1.129). The
coefficients A+1 , A
+
2 and A
+
3 have been computed in the ǫ expansion to three loops [172], obtaining A
+
1 ≈ 0.92,
A+2 ≈ 1.8, and A+3 ≈ −2.7.
One can determine approximations of g+(y) using the phenomenological approach of Bray [172]. Such an
approximation is quite accurate for large and small values of y. Indeed, Bray’s phenomenological function
provides the estimates [233] A+1 ≈ 0.915, c+2 ≈ −4.4 · 10−4, c+3 ≈ 1.1 · 10−5, c+4 ≈ −5 · 10−7, in good
agreement with the above-reported estimates. The results for A+2 and A
+
3 , A
+
2 ≈ −24.7, A+3 ≈ 23.8, differ
significantly from the ǫ-expansion results. Note, however, that, since |α| is very small, the relevant quantity
in the Fisher-Langer formula is the sum A+2 +A
+
3 . In other words, the function does not change significantly
if one uses the ǫ-expansion results or the approximations determined using Bray’s method.
5 The three-dimensional Heisenberg universality class
The three-dimensional Heisenberg universality class is characterized by a three-component order parameter,
O(3) symmetry, and short-range interactions. It describes the critical behavior of isotropic magnets, for
instance the Curie transition in isotropic ferromagnets such as Ni and EuO, and of antiferromagnets such as
RbMnF3 at the Ne´el transition point. Moreover, it describes isotropic magnets with quenched disorder, see
also Sec. 11.4. Indeed, since α < 0, the Harris criterion [508] states that disorder is an irrelevant perturbation.
The only effect is to introduce an additional correction-to-scaling term |t|∆dis with ∆dis = −α.
Note that the isotropic Heisenberg Hamiltonian is a simplified model for magnets. It neglects several
interactions that are present in real materials. Among them, we should mention the presence of interactions
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Table 23: Estimates of the critical exponents for the Heisenberg universality class. We indicate with an
asterisk (∗) the estimates that have been obtained using the scaling relations γ = (2 − η)ν, 2 − α = 3ν,
β = ν(1 + η)/2, and βδ = β + γ.
Ref. info γ ν η β δ
[234] 2002 MC+IHT φ4 1.3960(9) 0.7112(5) 0.0375(5) 0.3689(3)∗ 4.783(3)∗
[213] 1997 HT sc 1.406(3) 0.716(2) 0.036(7)∗ 0.3710(13)∗ 4.79(4)∗
[213] 1997 HT bcc 1.402(3) 0.714(2) 0.036(7)∗ 0.3700(13)∗ 4.79(4)∗
[7] 1993 HT sc 1.40(1) 0.712(10) 0.03(3)∗ 0.368(6)∗ 4.80(17)∗
[384] 1986 HT fcc 1.40(3) 0.72(1) 0.06(5)∗ 0.38(2)∗ 4.68(27)∗
[781] 1982 HT sc 1.395(5)
[952] 1972 HT sc, bcc, fcc 1.375
+0.02
−0.01 0.7025
+0.010
−0.005 0.043(14) 0.366(14)
∗ 4.75(16)∗
[234] 2002 MC FSS φ4 1.3957(22)∗ 0.7113(11) 0.0378(6) 0.3691(6)∗ 4.781(3)∗
[515] 2000 MC FSS φ4 1.393(4)∗ 0.710(2) 0.0380(10) 0.3685(11)∗ 4.780(6)∗
[245] 2000 MC FSS double-exchange 1.3909(30) 0.6949(38) 0.3535(30)
[93] 1996 MC FSS 1.396(3)∗ 0.7128(14) 0.0413(16) 0.3711(9)∗ 4.762(9)∗
[194] 1996 MC FSS 1.270(1)∗ 0.642(2) 0.020(1)
[550] 1994 MC FSS 0.706(8)∗
[549] 1993 MC FSS 1.389(14)∗ 0.704(6) 0.027(2) 0.362(3)∗ 4.842(11)∗
[289] 1993 MC FSS sc, bcc 1.3812(6)∗ 0.7048(30) 0.0250(35) 0.361(2)∗ 4.85(20)∗
[893] 1991 MC FSS 1.390(18)∗ 0.706(9) 0.031(7) 0.364(5)∗ 4.82(4)∗
[340] 1991 MC FSS 0.73(4)
[854] 1988 MC FSS 0.716(40)
[587] 2001 FT d = 3 exp 1.3882(10) 0.7062(7) 0.0350(8) 0.3655(5)∗ 4.797(5)∗
[481] 1998 FT d = 3 exp 1.3895(50) 0.7073(35) 0.0355(25) 0.3662(25) 4.794(14)
[821] 1991 FT d = 3 exp 1.3926(13){39} 0.7096(8){22} 0.0374(4)
[693] 1977 FT d = 3 exp 1.386(4) 0.705(3) 0.033(4) 0.3645(25) 4.808(22)
[481] 1998 FT ǫ exp 1.382(9) 0.7045(55) 0.0375(45) 0.3655(5)∗ 4.797(5)∗
[1094] 1998 FT ǫ exp 1.39∗ 0.708 0.037 0.367∗ 4.786∗
[656] 2000 FT (d − 2) exp 0.695(10)
[836] 1984 SFM 1.40(3) 0.715(20) 0.044(7) 0.373(11) 4.75(4)∗
[163] 2001 CRG 1.45 0.74 0.038 0.37 4.78
[458] 2001 CRG (1st DE) 1.374 0.704 0.049 0.369 4.720
[805] 1998 CRG (1st DE) 1.464 0.745 0.035 0.386 4.797
[133] 1996 CRG ILPA 1.465 0.747 0.038 0.388 4.78
with cubic anisotropy due to the lattice structure and the dipolar interactions. Even if, in the RG lan-
guage, these effects are relevant perturbations of the Heisenberg fixed point [16,22,270,405], the new critical
exponents are so close to those of the Heisenberg universality class that the difference is experimentally
very difficult to observe, see, e.g., Refs. [197, 229, 270, 1025] and reference therein. See also Sec. 11.3 for a
discussion of the cubic anisotropy.
5.1 The critical exponents
5.1.1 Theoretical results
In Table 23 we report the theoretical estimates of the critical exponents obtained by various approaches.
Accurate results for the critical exponents have been obtained by combining MC simulations and HT
expansions for the improved φ4 Hamiltonian (1.7) with λ∗ = 4.6(4) [234,515], cf. Sec. 2.3.2. Using the linked-
cluster expansion technique, the HT expansions of χ and µ2 ≡
∑
x |x|2G(x) were computed to 20th order.
The analyses were performed using the estimates of λ∗ and βc obtained from the MC simulations. The results
are denoted by MC+IHT in Table 23. The other results reported in the table were obtained from the analysis
of the HT series for the standard Heisenberg model (HT), by MC simulations (MC), or by FT methods (FT).
The HT results of Ref. [213] were obtained by analyzing 21st-order HT expansions for the standard O(3)-
vector model on the simple cubic (sc) and on the body-centered cubic (bcc) lattice. Most MC results concern
the standard Heisenberg model and were obtained using FSS techniques [93,194,289,340,549,550,854,893].
The results of Refs. [234, 515] were obtained by simulating the improved φ4 model. Ref. [245] considers an
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isotropic ferromagnet with double-exchange interactions,28 whose Hamiltonian is given by [44]
H = −β
∑
〈ij〉
√
1 + si · sj . (5.1)
The FT results of Refs. [481, 587, 656, 693, 821, 1094] were derived by analyzing perturbative expansions in
different frameworks: fixed-dimension expansion (6th- and 7th-order series, see Refs. [87, 821]), ǫ expansion
(to O(ǫ5), see Refs. [294, 657]), and (d − 2)-expansion (to O[(d − 2)4], see Refs. [135, 541, 542]). We quote
two errors for the results of Ref. [821]: the first one (in parentheses) is the resummation error, the second
one (in braces) takes into account the uncertainty of the fixed-point value g∗, which was estimated to
be approximately 1% in Ref. [821]. The results of Ref. [836] were obtained using the so-called scaling-
field method (SFM). Refs. [133, 134, 163, 458] present results obtained by approximately solving continuous
renormalization-group (CRG) equations for the average action. We also mention the HT results of Ref. [215]:
they performed a direct determination of the exponent α obtaining α = −0.11(2), −0.13(2) on the sc
and bcc lattice. Ref. [806] computes the critical exponents for a Heisenberg fluid by a canonical-ensemble
simulation. Depending on the analysis method, they find 1/ν = 1.40(1), 1.31(1), β/ν = 0.54(2), 0.52(1),
and γ/ν = 1.90(3), 1.87(3). Overall, all estimates are in substantial agreement. We only note the quite
anomalous result of Ref. [194], which is further discussed in Refs. [195, 551], and the apparent discrepancies
of the MC+IHT results with the MC estimates of η of Refs. [93,549], and with the FT results of Ref. [587].
Concerning the leading scaling-correction exponent ω, we mention the estimates ω = 0.782(13) obtained
from the analysis of the six-loop fixed-dimension expansion [481], ω = 0.794(18) from the five-loop ǫ expansion
[481], ω ≈ 0.773 from MC simulations [515]. Correspondingly, using [234] ν = 0.7112(5), we have ∆ = ων =
0.556(9), 0.565(13), 0.550.
We finally report some results for the crossover exponent φ2 associated with the spin-2 traceless tensor
field Oab(x) = φa(x)φb(x)− 13δabφ(x)2, see Sec. 1.5.8, which describes the instability of the O(3)-symmetric
theory against anisotropy [16,422,424,1104]. The crossover exponent φ2 has been determined using various
approaches, obtaining φ2 = 1.271(21) by the analysis of the six-loop expansion in the framework of the
fixed-dimension FT expansion [227]; φ2 ≈ 1.22 by setting ǫ = 1 in the corresponding O(ǫ3) series [1087];
φ2 = 1.250(15) by HT expansion techniques [913]. The exponent φ4 can be derived from the results of Ref.
[270] for the O(N) model with a cubic-symmetric perturbation, see Sec. 11.3. One finds [230] φ4 = 0.009(4).
Since φ2 > 0 and φ4 > 0, the spin-2 and the spin-4 (we also expect the spin-3) operators are relevant
perturbations. Higher-order spin operators are expected to be RG irrelevant.
5.1.2 Experimental results
In Table 24 we report some recent experimental results for ferromagnets and antiferromagnets. It is not a
complete review of published results, but it is useful to get an overview of the experimental state of the art.
In the table we have also included results for the well-studied doped manganese perovskites La1−xAxMnO3,
although the nature of the ferromagnetic transition in these compounds is still unclear.29
The Heisenberg universality class also describes isotropic magnets with quenched disorder. The exper-
imental results confirm this theoretical prediction,30 as it can be seen from Table 25 (older experimental
results with a critical discussion are reported in Ref. [612]). Finally, we mention the experiment reported in
28 Recently, a model with competing superexchange and double-exchange interactions has been studied [1048]. A preliminary
analysis for the paramagnetic-ferromagnetic transition gives ν = 0.720(2) and γ = 1.438(8). While ν is in reasonable agreement
with the Heisenberg value, γ is significantly higher, so that the identification of this transition as a Heisenberg one is in doubt.
29 For some dopings and some divalent cation A a first-order transition has been observed. Moreover, in systems in which the
transition appears to be of second order, mean-field critical exponents have been measured. For instance, for La1−xSrxMnO3,
a mean-field value for β was observed in Refs. [718,793,995], while an estimate compatible with the Heisenberg value was found
in Refs. [459, 532, 717, 766]. For x = 1/3 there also exists [940] an estimate of the exponent α, α = −0.14 ± 0.10, in agreement
with the Heisenberg value. See also the recent review [970].
30 In order to observe the correct exponents, it is essential to consider corrections to scaling in the analysis of the experimental
data [612]. All results reported in Table 25, except those of Ref. [969,1068], have been obtained by assuming scaling corrections
of the form (1 + a|t|∆1 + b|t|∆2), with ∆1 = 0.11 and ∆2 = 0.55. Note that the value of ∆1 is slightly lower than the precise
theoretical estimate of Ref. [234], ∆1 = 0.1336(15), and that RG predicts additional corrections of order |t|2∆1 , |t|3∆1 , etc.,
which are more relevant than the term |t|∆2 and should therefore be taken into account in the analysis of the data.
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Table 24: Experimental estimates of the critical exponents for Heisenberg systems.
Ref. Material γ β δ
[999] 1980 Ni 0.354(14)
[664] 1981 Fe 0.367(5)
[996] 1995 Ni 1.345(10) 0.395(10) 4.35(6)
[947] 1995 Gd2BrC 1.392(8) 0.365(5) 4.80(25)
[947] 1995 Gd2IC 1.370(8) 0.375(8) 4.68(25)
[1145] 1999 Tl2Mn2O7 1.31(5) 0.44(6) 4.65(15)
[110] 2000 La0.82Ca0.18MnO3 0.383(9)
[1146] 2000 La0.95Ca0.05MnO3 1.39(5) 0.36(7) 4.75(15)
[60] 2000 Gd(0001) 0.376(15)
[789] 2000 Gd2CuO4 1.32(2) 0.34(1)
[206] 2000 C80Pd20 (liq) 1.42(5)
[206] 2000 C80Pd20 (sol) 1.40(8)
[199] 2001 GdS 0.38(2)
[1089] 2001 CrO2 1.43(1) 0.371(5)
[554] 2001 La0.8Ca0.2MnO3 1.45 0.36
[1090] 2002 Sr2FeMoO6 1.30 0.388 4.35
Table 25: Experimental estimates of the critical exponents for Heisenberg systems with quenched disorder.
Ref. Material γ β δ
[614] 1994 Fe10Ni70Bi19Si 1.387(12) 0.378(15) 4.50(5)
[614] 1994 Fe13Ni67Bi19Si 1.386(12) 0.367(15) 4.50(5)
[614] 1994 Fe16Ni64Bi19Si 1.386(14) 0.360(15) 4.86(4)
[976, 977] 1995 Fe20Ni60P14B6 1.386(10) 0.367(10) 4.77(5)
[976, 977] 1995 Fe40Ni40P14B6 1.385(10) 0.364(5) 4.79(5)
[69] 1997 Fe91Zr9 1.383(4) 0.366(4) 4.75(5)
[69] 1997 Fe89CoZr10 1.385(5) 0.368(6) 4.80(4)
[69] 1997 Fe88Co2Zr10 1.389(6) 0.363(5) 4.81(5)
[69] 1997 Fe84Co6Zr10 1.386(6) 0.370(5) 4.84(5)
[969] 1999 Fe1.85Mn1.15Si 1.543(20) 0.408(60) 4.74(7)
[969] 1999 Fe1.50Mn1.50Si 1.274(60) 0.383(10) 4.45(19)
[1068] 1999 MnCr1.9In0.1S4 1.39(1) 0.36(1) 4.814(14)
[1068] 1999 MnCr1.8In0.2S4 1.39(1) 0.36(1) 4.795(10)
[911] 2000 Fe86Mn4Zr10 1.381 0.361
[911] 2000 Fe82Mn8Zr10 1.367 0.363
[910] 2001 Fe84Mn6Zr10 1.37(3) 0.359 4.81(4)
[910] 2001 Fe74Mn16Zr10 1.39(5) 0.361 4.86(3)
Ref. [285] on Fe1−xVx in the presence of annealed disorder; as predicted by theory, they obtain β = 0.362(8),
in agreement with the corresponding Heisenberg exponent.
Beside the exponents γ, β, and δ there are also a few estimates of the specific-heat exponent α, in most of
the cases obtained from resistivity measurements: α ≈ −0.10 in Fe and Ni [605]; α = −0.12(2) in EuO [1031];
α = −0.11(1) in FexNi80−xB19Si [614]; α = −0.11(1) in RbMnF3 [762]; α ≈ −0.12 in Sr2FeMoO6 [1090].
Some experimental estimates of crossover exponent φ2 are reported in Ref. [932]. We mention the
experimental result φ2 = 1.279(31) for the bicritical point in MnF2 [646].
5.2 The critical equation of state
5.2.1 Approximate representations
The critical equation of state can be determined using the method described in Sec. 4.3.2 in the context
of the XY universality class, i.e. using the small-magnetization expansion of the free energy to construct
approximate parametric representations following the schemes A and B, cf. Eqs. (4.3) and (4.4).
In Table 26 we report a summary of the available results for the zero-momentum four-point coupling g+4 ,
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Table 26: Estimates of g+4 , r6, and r8 for the Heisenberg universality class. We also mention the estimate
r10 = −6(3) obtained by studying the equation of state [234].
HT d = 3 exp ǫ exp CRG
g+4 19.13(10) [234] 19.06(5) [481] 19.55(12) [904, 907] 22.35 [133, 134]
19.31(14), 19.27(11) [214] 19.06 [821]
19.34(16) [904]
r6 1.86(4) [234] 1.880 [1022] 1.867(9) [905, 907] 1.74 [1052]
2.1(6) [949] 1.884(32) [907]
r8 0.6(2) 0.975 [1022] 1.0(6) [905, 907] 0.84 [1052]
r10 −15(10)
Table 27: Estimates of universal amplitude ratios for the Heisenberg universality class. The numbers
marked by an asterisk have been obtained in Ref. [234] using the results reported in the quoted references.
IHT–PR [234] d=3 exp ǫ exp CRG HT experiments
U0 1.56(4) 1.51(4) [686] 1.521(22) [137] ∗1.823 [133, 134] 1.50(5) [614]
1.544 [662] 1.27(9) [762]
1.4(4) [940]
Rα 4.3(3) ∗4.4(4) [686] 4.56(9) [137] ∗3.41 [133, 134]
∗4.46 [662]
Rχ 1.31(7) 1.33 [3] 1.11 [133, 134]
RC 0.185(10) 0.189(9) [1032] 0.17 [25]
0.194 [662]
R4 7.8(3)
R+ξ 0.424(3) 0.4347(20) [71] 0.42 [136] 0.431(5) [215]
0.4319(17) [138] 0.433(5) [215]
Pm 1.18(2)
Rp 2.020(6)
cf. Eq. (2.3), and for the coefficients r6, r8, and r10 that parametrize the small-magnetization expansion of
the Helmholtz free energy, cf. Eq. (1.80).
Figure 8 shows the scaling functions F (z), f(x), and D(y), as obtained in Ref. [234]. They used schemes
A and B with n = 0, 1, and the (MC+IHT) estimates of γ, ν, r6, and r8. The three approximations of F (z)
are practically indistinguishable, and differ at most by approximately 2% (the difference between the two
n = 1 curves is much smaller). The large-z behavior of F (z) is well determined, indeed F∞0 = 0.0266(5).
The three curves for f(x) are in substantial agreement, especially those with n = 1. Indeed, the difference
between them is within the uncertainty due to the errors on the input parameters. These approximate
parametric representations are not precise at the coexistence curve, providing only a rough estimate of the
coefficient cf , cf. Eq. (1.99), i.e. cf = 5(3). We also report the estimates of the coefficients f
0
n, cf. Eq. (1.88)
obtained in Ref. [234]: f01 = 1.34(5), f
0
2 = 0.20(2), f
0
3 = −0.10(1).
The scaling function f(x) was also determined in Ref. [133] by CRG methods using the lowest order
of the derivative expansion. In Fig. 8, together with the results of Ref. [234] for f(x), we also show the
approximate scaling function f(x) obtained in Ref. [133]. We note sizeable differences between the results
of the two approaches.
5.2.2 Universal amplitude ratios
In Table 27 we report the estimates of several universal amplitude ratios. The results denoted by IHT–
PR were obtained in Ref. [234] using approximate parametric representations of the equation of state.
The FT estimates of U0 were obtained from the analysis of the fixed-dimension expansion in the minimal-
renormalization scheme without ǫ expansion [662, 686] and from the standard ǫ expansion to O(ǫ2) [137].
The CRG estimate of U0 and Rα were obtained in Ref. [234] using the expression for f(x) reported in
Refs. [133,134]; they significantly differ from the estimates obtained using other methods. See, e.g., Ref. [932]
for a more complete review of theoretical and experimental estimates.
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Figure 8: The scaling functions f(x), F (z), and D(y) for the Heisenberg universality class. All results have
been obtained in Ref. [234], except those labelled by CRG (Ref. [133]).
5.2.3 Comparison with the experiments
In spite of the large number of experiments, at present there is no accurate quantitative study of the equation
of state in the critical regime. We shall discuss here three different representations that are widely used in
experimental work.
A first possibility [674] consists in studying the behavior of h/m ≡ H |t|−γ/M versus m2 ≡ M2|t|−2β .
Such a function can be easily obtained from approximations of f(x), since m2 = B2|x|−2β and
h
m
= k|x|−γf(x) (5.2)
where k = (Bc)
−δ
Bγ/β = Rχ/C
+. A plot of m2/B2 versus C+h/m is reported in Fig. 9. It agrees
qualitatively with the analogous experimental ones reported, e.g., in Refs. [69, 398,614].
Often, for small h/m one approximates the equation of state by writing
h
m
= a± + b±m
2, (5.3)
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Figure 9: Plot of m2/B2 versus C+h/m. From Ref. [234].
where a± and b± are numerical coefficients depending on the phase. Such an approximation has a limited
range of validity. In the HT phase, one obtains for m2 → 0 [234]
h
m
=
1
C+
[
1 +
R4
6
m2
B2
+
∞∑
n=2
Rn4 r2n+2
(2n+ 1)!
(
m2
B2
)n]
≈ 1
C+
[
1 + 1.30(5)
m2
B2
+ 0.94(8)
(
m2
B2
)2
+ 0.06(2)
(
m2
B2
)3
+ · · ·
]
. (5.4)
From Eq. (5.4), one sees that the approximation (5.3) is valid only for very small m2, i.e. at the 1% level
only for m2 . 0.01B2. The quadratic approximation—i.e. the approximation with an additional (m2)2
term—has a much wider range of validity because of the smallness of the coefficient of m6.
In the low-temperature phase, Eq. (5.3) is theoretically incorrect, since it does not take into account the
presence of Goldstone modes. Indeed, for m2/B2 → 1, we have
h
m
≈ kcf
4β2
(
1− m
2
B2
)2
, (5.5)
where cf is defined in Eq. (1.99). Eq. (5.5) is inconsistent with the approximation (5.3) near the coexistence
curve.
Finally, note that for m2 large we have
h
m
≈ k
(m
B
)δ−1
. (5.6)
A second form that is widely used to analyze the experimental data is the Arrott-Noakes [62] scaling equation(
H
M
)1/γ
= at+ bM1/β, (5.7)
where a and b are numerical constants. This approximation is good in a neighborhood of the critical isotherm
t = 0. Since (
H
M
)1/γ
k−1/γ =
(
M
B
)1/β
f(x)1/γ , (5.8)
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one obtains [234](
H
M
)1/γ
k−1/γ =
(
M
B
)1/β
+ 0.96(4) t− 0.04(2) t2
(
M
B
)−1/β
− 0.02(2) t3
(
M
B
)−2/β
· · · (5.9)
Thus, at a 1% level of precision the Arrott-Noakes formula is valid approximately for t(MB−1)−1/β . 25
which is quite a large interval.
Finally, Ref. [1145] reports an experimental study of the behavior of Tl2Mn2O7 along the crossover line,
and determines the scaling function D(y), although with different normalizations. The comparison of their
results with the theoretical curve D(y) obtained in Ref. [234], see Sec. 5.2, shows a very nice quantitative
agreement.
6 Critical behavior of N-vector models with N ≥ 4
Among the three-dimensional N -vector models with N ≥ 4, the physically most relevant ones are those
with N = 4 and N = 5. The N = 4 case is relevant for high-energy physics because it describes the finite-
temperature transition in the theory of strong interactions, i.e. quantum chromodynamics (QCD), with two
light degenerate flavored quarks. The case N = 5 might be relevant for superconductivity: indeed, an SO(5)
theory has been proposed to explain the critical properties of high-Tc superconductors [1144]. In this section
we mainly review these two models.
For larger values of N , estimates of the critical exponents can be found in Refs. [56, 213]. They are
obtained by analyzing 21st-order expansions for the N -vector model, and the FT six-loop series at fixed
dimension d = 3.
In the large-N limit one can obtain analytic results based on a 1/N expansion. These results are very
useful to obtain a qualitative understanding of the critical behavior, but, from a quantitative point of view,
they become predictive only for rather large values of N , N ∼> 10 say. We do not further discuss this
approach, but we signal the recent review [1154], where many results and references can be found.
We mention that the critical equation of state for the N -vector model has been computed to O(ǫ2) in
the framework of the ǫ expansion [182], and to O(1/N) in the framework of the 1/N expansion [181].
6.1 The O(4) universality class
The three-dimensional O(4) model is relevant for QCD with two light-quark flavors at finite temperature.
This theory shows a finite-temperature transition, in which the quark condensate 〈ψ¯ψ〉 is the order parameter
and the quark mass plays the role of external field. Using symmetry arguments, it has been argued that, if
the finite-temperature transition is continuous, it should belong to the same universality class of the three-
dimensional O(4) model [914,938,1120]. Finite-temperature simulations of lattice QCD [29,574] support the
existence of a continuous phase transition.
In Table 28 we report the theoretical results for the critical exponents of the O(4) symmetric model.
They have been obtained by FSS MC simulations for the N -vector model [93, 606] and for an improved φ4
theory [515], from the analysis of 21st-order HT expansions [213], using perturbative FT methods [56, 481]
and the nonperturbative CRG approach [458,805]. Numerical studies of the critical equation of state can be
found in Refs. [373, 1066].
6.2 The O(5) universality class and the SO(5) theory of high-Tc superconduc-
tivity
The O(5) universality class has not been much studied and, at present, there are only a few estimates of
the critical parameters. The critical exponents have been determined using FT methods [56], obtaining
γ = 1.506, ν = 0.766, and η = 0.034, and by MC simulations [555], finding ν = 0.728(18). Concerning
the spin-2 and spin-4 perturbations, see Sec. 1.5.8, we report the following results: φ2 = 1.40(4) [227] and
φ4 = 0.145(7) [230] obtained using FT methods, and φ2 = 1.387(30) [555] from MC simulations.
It has been argued that the O(5) universality class is relevant for the description of high-Tc superconduc-
tivity. In the SO(5) theory [1144], one considers a model with symmetry O(3)⊕U(1) = O(3)⊕O(2) with two
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Table 28: Estimates of the critical exponents for the O(4)-vector model. We indicate with an asterisk (∗)
the estimates that have been obtained using the scaling relations γ = (2 − η)ν, 2− α = 3ν.
Ref. info γ ν η ω
[515] 2001 MC FSS φ4 1.471(4)∗ 0.749(2) 0.0365(10) 0.765
[93] 1996 MC FSS 1.476(2)∗ 0.7525(10) 0.0384(12)
[606] 1995 MC FSS 1.477(18)∗ 0.748(9) 0.0254(38)
[213] 1997 HT sc 1.491(4) 0.759(3) 0.035(9)∗
[213] 1997 HT bcc 1.484(4) 0.756(3) 0.037(9)∗
[481] 1998 FT d = 3 exp 1.456(10) 0.741(6) 0.0350(45) 0.774(20)
[56] 1995 FT d = 3 exp 1.449 0.738 0.036
[481] 1998 FT ǫ exp 1.448(15) 0.737(8) 0.036(4) 0.795(30)
[458] 2001 CRG (1st DE) 1.443 0.739 0.047
[805] 1998 CRG (1st DE) 1.614 0.816 0.022
order parameters: one is related to the antiferromagnetic order, the other one is associated with d-wave su-
perconductivity. Neglecting the fluctuations of the electromagnetic field [498], the most general Hamiltonian
with symmetry O(3)⊕O(2) describing the interactions of the two order parameters is
Heff =
∫
d3x
[
1
2 (∂µφ1)
2 + 12 (∂µφ2)
2 + 12r1φ
2
1 +
1
2r2φ
2
2 + u1(φ
2
1)
2 + u2(φ
2
2)
2 + wφ21φ
2
2
]
, (6.1)
where φ1 is the three-component antiferromagnetic order parameter and φ2 is the two-component super-
conductivity order parameter. Such Hamiltonian has been extensively studied in the literature, see, e.g.
Ref. [669], since it describes a variety of multicritical phenomena. See also Sec. 11.7.
The main issue is whether the SO(5) symmetry can be realized at a bicritical point where two critical lines,
with symmetry O(3) and O(2) respectively, meet. In RG terms, this can generally occur if the O(5) fixed
point has only two relevant O(3)⊕ O(2)-symmetric perturbations. On the other hand, as shown in Ref. [230],
(at least) three relevant perturbations exist: beside the usual O(5)-symmetric interaction associated with the
temperature, there are two perturbations with O(5)-spin 2 and 4 respectively (explicit formulae are given in
Sec. 11.3 and in Ref. [230]) that are relevant, since φ2 > 0 and φ4 > 0 (see the estimates reported above).
The stable fixed point is expected to be the tetracritical decoupled fixed point. Indeed, using nonperturbative
arguments one can show [18, 19] that the RG dimension yw associated with the perturbation wφ
2
1φ
2
2 of the
decoupled fixed point is negative, i.e. the perturbation is irrelevant. This follows from
yw =
1
2
(
αXY
νXY
+
αO(3)
νO(3)
)
< 0. (6.2)
As a consequence, the SO(5) fixed point can only be reached by tuning an additional parameter.
These conclusions are in apparent contrast with the MC results of Ref. [555], that seem to favor the
picture based on a stable bicritical O(5) fixed point. On the other hand, as suggested by Aharony [18], the
MC data of Ref. [555] may just show a slow crossover towards either the stable tetracritical decoupled point
or a weak first-order transition. This hypothesis is somehow supported by the small value of the crossover
exponent φ4 at the O(5) fixed point, i.e. φ4 = 0.145(7).
7 The two-dimensional XY universality class
7.1 The Kosterlitz-Thouless critical behavior
The two-dimensional XY universality class is characterized by the Kosterlitz-Thouless (KT) critical behav-
ior [668, 670] (see, e.g., Refs. [570, 1152] for reviews on this issue). According to the KT scenario, the free
energy has an essential singularity at Tc and the correlation length diverges as
ξ ∼ exp (b/tσ) (7.1)
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for t ≡ T/Tc − 1→ 0+. The value of the exponent is σ = 1/2 and b is a nonuniversal positive constant. At
the critical temperature, the asymptotic behavior for r →∞ of the two-point correlation function should be
G(r)crit ∼ (ln r)
2θ
rη
[
1 +O
(
ln ln r
ln r
)]
, (7.2)
with η = 1/4 and θ = 1/16. Near criticality, i.e., for 0 < t ≪ 1, the behavior of the magnetic susceptibility
can be derived from Eq. (7.2):
χ ∼
∫ ξ
0
dr G(r)crit ∼ ξ2−η (ln ξ)2θ
[
1 +O
(
ln ln ξ
ln ξ
)]
∼ ξ2−ηt−2σθ [1 + O (tσ ln t)] . (7.3)
In addition, the two-dimensional XY model is characterized by a line of critical points, starting from Tc and
extending to T = 0, with η ∼ T for T → 0. At criticality the two-dimensional XY model corresponds to a
conformal field theory with c = 1, see, e.g., Ref. [570].
Transitions of KT type occur in a number of effectively two-dimensional systems with O(2) symmetry,
such as thin films of superfluid helium and of easy-plane magnetic materials. In particular, planar ferromag-
nets are realized by layered compounds such as K2CuF4 [544] and Rb2CrCl4 [36,559] that effectively behave
as two-dimensional systems. The crossover from two-dimensional to three-dimensional behavior has been
observed in CoCl2 intercalated in graphite [1119], in Gd2CuO4 [789], and in YBa2Cu3O6+x [797]. We also
mention the experimental results of Ref. [131] for iron films epitaxially grown on GaAs(001).
The KT critical scenario describes roughening transitions, i.e. phase transitions from a smooth to a rough
surface, which are, for example, observed in the equilibrium structure of crystal interfaces. For a general
introduction to roughening, see, e.g., Refs. [4, 440, 570, 1074]. At a roughening transition, the large-scale
interface behavior changes from being smooth at low temperature to being rough at high temperature. This
qualitative picture can be made quantitative, for example by looking at the dependence of the interfacial
width on the size L of the interface: in the smooth phase the interfacial width remains finite when L→∞,
while it diverges logarithmically in the rough phase.
7.2 The roughening transition and solid-on-solid models
The interfacial thermodynamic behavior can be modeled by solid-on-solid (SOS) models defined on two-
dimensional lattices. The partition function of a SOS model is
Z =
∑
{h}
exp
[
−
∑
〈xy〉
V (hx − hy)
]
, (7.4)
where the Hamiltonian is a sum over nearest-neighbor pairs. The variables hx can be interpreted as heights
with respect to a certain base. The summation is over equivalence classes of height configurations {h},
defined by identifying two configurations that differ only by a global vertical shift. Several realizations of
the SOS model have been proposed, see, e.g., Refs. [4, 518,1074]. We mention:
(i) The absolute-value SOS model (ASOS). It can be considered as the SOS approximation of a lattice
plane interface of an Ising model on a simple cubic lattice, and it is defined by the function
VASOS = k|hx − hy|, (7.5)
where hx takes integer values. For finite positive k the Hamiltonian suppresses configurations with large
differences between nearest-neighbor sites. If k is below a certain critical value, the surface becomes
rough, and the surface thickness diverges when the size of the system goes to infinite.
(ii) The body-centered SOS model (BCSOS). It represents a SOS approximation of an interface in an Ising
model on a bcc lattice [1073].
(iii) The discrete Gaussian (DG) model defined by
VASOS = k(hx − hy)2, (7.6)
where hx takes integer values. It is dual to the Villain formulation of the XY model [979].
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(iv) The dual of the standard XY model,
HXY = −β
∑
〈xy〉
~sx · ~sy, (7.7)
can be considered as a SOS model with partition function
Z =
∑
{h}
∏
〈xy〉
I|hx−hy|(β), (7.8)
where hx are integer variables and In are modified Bessel functions.
The BCSOS model is the only one that has been proved to undergo a KT transition [1073]. It can be
transformed into the F model [1073], which is a special six-vertex model that can be solved exactly using
transfer-matrix methods [111, 703, 704]. The transitions in the other models, including the standard XY
model, are conjectured to be of the KT type as well, and numerical evidences support this fact.
A much studied prototype of roughening is the Ising interface transition, which occurs in the LT phase of
the three-dimensional Ising model, i.e. for Tr < Tc where Tc is the bulk critical temperature [517,1103]. The
SOS approximation amounts to neglecting overhangs of the Ising interface and bubbles in the two phases
separated by the interface. Lattice studies of the interfacial properties use the fact that an interface of size L
can be realized on a L2 × T lattice by imposing antiperiodic boundary conditions along the third direction.
Roughening transitions also occur in the lattice formulation of four-dimensional nonabelian gauge theories
[1123], which, in the critical limit T → 0, provide a nonperturbative definition of QCD, the theory of strong
interactions. See, e.g., Refs. [308, 798] for an introduction to lattice gauge theories. An important issue
concerning nonabelian gauge theories is related to confinement. In the absence of quarks, the question of
confinement is related to the behavior of the Wilson loop in the limit of large area. Confinement requires
a nonzero string tension σ. In the HT region σ is not zero. For T → ∞ it behaves as σ ∼ lnT , with
T−n corrections that can be systematically computed. Theoretical arguments show that, independently
of the gauge group, the string tension is affected by a weak singularity associated with the roughening
transition [354,522,572,740,741,820,881] (see also Ref. [570]). However, the roughening transition does not
imply deconfinement, and the string tension should not vanish in the weak-coupling region, and therefore in
the continuum limit. The change is essentially related to the fact that at strong coupling the contributions
to the string tension come from smooth surfaces, while in the weak coupling region the relevant surfaces
become rough.
7.3 Numerical studies
Numerical studies of the XY model based on MC simulation techniques, HT expansions, and CRG methods
support the KT behavior [89, 148,458,516,518,581,582,626,636,862,992].
In MC simulations, FSS investigations at criticality must be very precise in order to pinpoint the logarithm
in the two-point Green’s function, cf. Eq. (7.2). On the other hand, if this logarithmic correction is neglected,
i.e. one sets θ = 0, a precise check of the prediction η = 1/4 at βc may be quite hard. The relevance
of such logarithmic corrections and some of the consequences of neglecting them have been examined in
Refs. [581, 626].
HT expansion calculations [209,210,237] support the KT mechanism as well. In Ref. [237] the two-point
correlation function was calculated on the square, triangular, and honeycomb lattices respectively up to 21st,
15th, and 30th order. The results from all considered lattices were consistent with universality and the KT
exponential approach (7.1). The prediction σ = 1/2 has been confirmed with an uncertainty of few per cent.
The prediction η = 1/4 has been also substantially verified.
On the other hand, the value of θ predicted by the KT theory, i.e. θ = 1/16, has not yet got a direct robust
numerical confirmation. Some discrepancies have been noted in the results of MC simulations [581,626] and
HT expansions [237]. But one should be cautious in considering these results as a real inconsistency, since
it is difficult to exclude a substantial underestimate of the error.
The most accurate verification of the KT critical pattern was achieved in Refs. [516,517], by numerically
matching the RG trajectory of the dual of the XY model with that of the BCSOS model, which has been
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Table 29: Estimates of g+4 for the two-dimensional XY universality class.
HT MC FT d = 2 exp FT ǫ exp FF
13.65(8) [904] 13.71(18) [101] 13.57(23) [870] 13.7(2) [907] 13.65(6) [102]
13.72(16) [211] 13.3(3) [637]
proven to exhibit a KT transition. The advantage of this strategy is that such a matching occurs much
earlier than the onset of the asymptotic regime, where numerical simulations can provide quite accurate
results. Indeed, the authors argued that their method is subject to corrections due to irrelevant operators,
which are of order L−ω with ω = 2, while standard MC results are affected by logarithmic corrections. In
Refs. [516, 517] the same method was applied to the ASOS model, the DG model, and the interface in a
simple-cubic Ising model, in order to demonstrate that they all belong to the same universality class, and
therefore undergo a KT transition.
Finally, we mention the results available for the critical limit g+4 of zero-momentum four-point coupling
g4, defined in Eq. (2.3), and the small-magnetization expansion of the Helmholtz free energy. In Table
29 we review the estimates of g+4 obtained by various approaches: high-temperature series (HT), Monte
Carlo simulations (MC), field-theoretical methods (FT), and the form-factor approach (FF). The first few
coefficients r2j of the small-magnetization expansion of the scaling equation of state, cf. Eq. (1.80), were
estimated in Ref. [907] by a constrained analysis of their O(ǫ3) series, obtaining r6 = 3.53(4) and r8 ≈ 23.
Results concerning the small-momentum behavior of the two-point function in the HT phase can be found
in Ref. [237].
8 Two-dimensional N-vector models with N ≥ 3
Two-dimensional N -vector models with N ≥ 3 are somewhat special since in this case there is no phase
transition at finite values of T . The correlation length is always finite and a critical behavior is observed
only when T → 0.31
For T → 0 the behavior of long-distance quantities is predicted by the perturbative RG applied to the
N -vector model. One finds that these systems are asymptotically free with a nonperturbatively generated
mass gap [106,183,185,922]. Such a property is also present in QCD, i.e. the theory of strong interactions,
and thus these two-dimensional theories are often used as toy models in order to understand nonperturbative
properties and to test numerical methods that are of interest for the more complex theory of QCD (see, e.g.,
Ref. [923]).
The two-dimensional N -vector model is also important in condensed-matter physics. For N = 3 it
describes the behavior for T → 0 of the two-dimensional spin-S Heisenberg quantum antiferromagnet [281].
Indeed, at finite temperature T this quantum spin system is described by a (2+1)-dimensional O(3) classical
theory in which the Euclidean time direction has a finite extent 1/T . In the critical limit the relation
1/T ≪ ξ is satisfied, therefore the system becomes effectively two-dimensional, and thus its critical behavior
is described by the two-dimensional three-vector model.
Moreover, the non-linear FT formulation of the two-dimensional N -vector model with N ≥ 3 is the
starting point for the ε ≡ d − 2 expansion (see, e.g., Ref. [1152] and references therein), which provides
information of the critical properties of N -vector models for d ∼> 2. The ε expansion of the critical exponents
is known to O(ε4) [135, 541, 542]. Contrary to what happens for the ǫ = 4 − d expansion, ε-series have
limited application and do not provide quantitative predictions for physical three-dimensional transitions,
31One can rigorously prove that systems with a vector order parameter do not have a magnetized LT phase in two dimensions
[786]. This does not exclude a LT phase with algebraically decaying spin-spin correlation functions, as it happens for N = 2.
However, numerical and theoretical works indicate that this is not the case for N ≥ 3. For a critical discussion of this issue,
see Refs. [31, 254, 317, 850, 890] and references therein. Note also that the Mermin-Wagner theorem [786] excludes only that
the spin-spin correlation function be critical. Other correlation functions may show a critical behavior for finite T , see, e.g.,
Refs. [158, 260, 753].
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essentially because they are not Borel summable [542] and it is not known how to resum them. An attempt
based on a variational approach was presented in Ref. [656].
Beside being asymptotically free, the two-dimensionalN -vector model withN ≥ 3 has another remarkable
property. The corresponding quantum field theory is integrable, in the sense that, assuming asymptotic
freedom, one can establish the existence of nonlocal conserved charges and the absence of particle production
[201,202,739]. This implies the existence of a factorized S-matrix [1141] and allows the application of powerful
techniques, such as the thermodynamic Bethe Ansatz and the form-factor bootstrap approach (the latter
has been applied only to the N = 3 case). These approaches have led to exact predictions for several
nonperturbative quantities [99–101,524,525,607,744].
8.1 The critical behavior
The critical behavior for T → 0 can be computed in perturbation theory for a particular class of O(N)
models that, in this context, are usually called σ-models. On the lattice one may consider Hamiltonians
H = − 1
T
∑
ij
K(i− j)~si · ~sj , (8.1)
where K(x) is a short-range coupling and |~si| = 1. If only nearest-neghbor spins are coupled, we reobtain
the N -vector model (1.4). It is also possible to add couplings that involve more than two spins without
changing the universality class. The only important requirement is that the ground state of the system is
ferromagnetically ordered.
For this class of systems we can use spin-wave perturbation theory and the RG to obtain the behavior for
T → 0. See, e.g., Ref. [1152] for a general reference. For the true correlation length ξgap and the susceptibility
χ one has
ξgap(T ) = ξ0 (β0T )
β1/β
2
0 exp
(
1
β0T
)
exp
[∫ T
0
dt
(
1
β(t)
+
1
β0t2
− β1
β20t
)]
, (8.2)
χ(T ) = χ0 (β0T )
2β1/β
2
0+γ0/β0 exp
(
2
β0T
)
×
exp
[∫ T
0
dt
(
2
β(t)
+
2
β0t2
− 2β1
β20t
− γ(t)
β(t)
− γ0
β0t
)]
, (8.3)
where β(T ) is the β-function, defined by β(T ) = −adT/da with a being the lattice spacing, and γ(T ) is
the anomalous dimension of the field. These functions describe how the temperature and the fundamental
field should vary with the lattice spacing a to keep the renormalized Green’s functions fixed. They have a
perturbative expansion of the form
β(T ) = −T 2
∑
n=0
βnT
n, γ(T ) = T
∑
n=0
γnT
n, (8.4)
and are model-dependent. However, two particular combinations of the perturbative coefficients are univer-
sal,32 β1/β
2
0 and γ0/β0, that appear as universal exponents in the critical behavior of ξ and χ. Explicitly:
β1
β20
=
1
N − 2 ,
γ1
β0
=
N − 1
N − 2 . (8.5)
The perturbative expansions of β(T ) and γ(T ) have been determined for several different models: to four-
loop order for the continuum theory in the minimal subtraction scheme [135] and for the standard N -vector
model [33, 259], and to three-loop order for several other theories [35, 258,378].
32 Often the claim is made that β0, β1, and γ0 are universal. This is not strictly correct, since these quantities depend on the
normalization of the temperature T . What it is usually meant is that, once a universal normalization is fixed, these constants
are universal. The standard normalization of T is such that at tree level the two-point function is G˜−1(q) = q2/T . Note that
the product (β0T ) is independent of the normalization of T .
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The nonperturbative constants ξ0 and χ0 are also nonuniversal. The ratio of ξ0 (and also of χ0) in two
different models can be computed in one-loop perturbation theory. For the N -vector model with nearest-
neighbour interactions, ξ0 was computed exactly by means of the thermodynamic Bethe Ansatz [524,525]:
ξ0 =
(e
8
)1/(N−2)
Γ
(
N − 1
N − 2
)
2−5/2 exp
(
− π
2(N − 2)
)
. (8.6)
For N = 3, there also exists a precise estimate of χ0 obtained by combining the form-factor approach and
HT expansions [238], χ0 = 0.01452(5). Of course, one can consider other thermodynamic functions. In order
to obtain the corresponding low-T behavior, the anomalous dimensions are needed. For some composite
operators, perturbative expressions can be found in Refs. [184, 257,258].
The predictions (8.2) and (8.3) also apply to more general models in which the fields do not satisfy the
condition ~φ · ~φ = 1, for instance to the φ4 theory (1.7). In this case, however, the functions β(T ) and γ(T )
cannot be determined analytically.
The perturbative predictions have been checked in several different ways. The results for χ and ξ have
been checked in the large-N limit, including the nonperturbative constant (8.6), to order 1/N [154]. Several
simulations checked the predictions for N = 3, 4, and 8 [32, 34, 244,251,253,362,785,1132] for the standard
N -vector model and some other lattice versions in the same universality class. For N = 3 there are significant
discrepancies (of order 15-20%) between MC results and 4-loop perturbative results at correlation lengths
of order 100. This discrepancy decreases significantly at ξ ≈ 105 where it is approximately 4%. For larger
values of N the agreement is better and for ξ ≈ 100 4-loop perturbation theory differs from MC results by 4%
(N = 4) and 1% (N = 8). The agreement improves if one considers the so-called “improved” perturbation
theory [882, 884] in terms of effective temperature variables, which take somehow into account a large part
of the perturbative contributions (see the discussions of Refs. [258, 958]). The corresponding perturbative
results are in better agreement with the numerical ones [32, 34, 251].
It is interesting to mention that, at variance with the three-dimensional case, the 1/N expansion is quite
predictive even for N = 3 [236,433].
As already mentioned, the above results can be extended to the antiferromagnetic quantum Heisenberg
model on a square lattice, with Hamiltonian
H = 1
T
∑
<xy>
~sx · ~sy, (8.7)
where ~sx is a spin operator satisfying the commutation relations [sx,i, sy,j] = δxyǫijksx,k and the condition
s2x = S(S + 1). For T → 0, the correlation length can be computed obtaining [281,523,526]
ξgap =
e
8
c
2πρs
exp
(
2πρs
T
)(
1− T
4πρs
+O(T 2)
)
f(γ), (8.8)
where ρs is the spin stiffness, c the spin-wave velocity, γ = 2S/T , and f(γ) a function computed numerically
in Ref. [523] and which has the limit values: f(∞) = 1, f(γ) = e−π/2/(8γ) for γ → 0. Of course, for
S → ∞ we reobtain the low-T behavior of the classical model. These results have been compared with the
experimental and the numerical results obtained for the antiferromagnet. Similarly to the classical model,
good agreement is observed only for very large values of the correlation length [114,115,640,642].
8.2 Amplitude ratios and two-point function
The RG predictions (8.2) and (8.3) are quite difficult to test because the neglected corrections are powers of
T , thus corresponding to powers of log ξ. As a consequence, numerical determinations of the nonperturbative
constants ξ0 and χ0 are extremely difficult. On the other hand, in the case of RG invariant quantities scaling
corrections are negative integer powers of ξ, apart from logarithms. Indeed, models withN ≥ 3 are essentially
Gaussian and thus the operators have canonical dimensions. For a generic RG invariant quantity we expect:
R(T ) = R∗ + b
Xp
ξ2
(
1 +
a1
X
+
a2 logX
X2
+
a3
X2
+ . . .
)
+O
(
ξ−4
)
, (8.9)
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Table 30: Estimates of g+4 for the two-dimensional O(3) universality class.
FF MC HT FT d = 2 exp FT ǫ exp
12.19(3) [100] 12.21(4) [100, 101] 11.82(6) [904] 12.00(14) [870] 12.0(2) [907]
11.9(2) [637] 11.9(2) [236] 11.99(11) [377]
where X ≡ log ξ. Apart from logarithmic corrections, the exponent associated with the leading scaling
corrections is given by ω = 2. Such a behavior is verified explicitly in large-N calculations, see, e.g.,
Ref. [223]. This means that accurate estimates of the universal constants R∗ can be obtained by determining
R(T ) at values of T corresponding to relatively small ξ.
The approach to scaling can be somehow improved by considering models in which some scaling correc-
tions vanish. In the context of asymptotically free theories, one can determine analytically, using perturbation
theory, the Hamiltonian parameters that provide the cancellation of the leading logarithms associated with
each power correction [1040,1041]. However, in practice the obtainable improvement using this approach is
rather modest: the scaling corrections change only by powers of log ξ. Several improved models of this type
have been considered in Refs. [256, 527, 959, 1041]. On the other hand, a complete removal of the O(ξ−2)
scaling corrections would require the tuning of an infinite numbers of parameters.
In Table 30 we review the estimates of the four-point coupling constant g+4 for N = 3 obtained by various
approaches, such as the form-factor approach (FF), Monte Carlo simulations (MC), high-temperature series
(HT), and field-theoretical methods (FT). The agreement is globally good. We only note that the HT results
of Refs. [236,904] are slightly smaller than the precise FF and MC estimates. The HT estimates were taken at
a value of the temperature corresponding to a correlation length ξ ≈ 10, where the HT analysis was reliable.
The difference with the other results should be essentially due to an underestimate of the scaling corrections.
Concerning the coefficients r2n that parametrize the equation of state for M → 0, we mention the estimates
r6 = 3.33(2) and r8 ≈ 19 for N = 3, obtained by a constrained analysis of their O(ǫ3) series [907]. For
N ≥ 4, estimates of g+4 and of the first few r2n can be found in Refs. [211, 236,904,907].
Finally, let us discuss the two-point function. Similarly to three-dimensional models, the scaling function
g+(y) defined in Eq. (1.126) is well approximated by the Ornstein-Zernike behavior g+(y) ≈ 1 + y up to
y ≈ 1. Indeed, the constants c+n defined in Eq. (1.128) are very small . For instance, for N = 3 the HT
analysis of Ref. [238] obtained c+2 = −0.0012(2), |c3| ∼< 10−4, S+M = 0.9987(2) and S+Z = 1.0025(4), cf. Eqs.
(1.128) and (1.131). The most precise estimate of S+M was obtained by means of the form-factor approach,
obtaining S+M = 0.998350(2) [100]. For N = 3, S
+
M has also been determined by means of MC simulations,
obtaining S+M = 0.9985(12) [787] and S
+
M = 0.996(2) [32]. The overall agreement is good.
For large values of q2, there are logarithmic deviations from the Ornstein-Zernike behavior. For y →∞
we have
g+(y) ∼ y(ln y)−1/(N−2). (8.10)
In x-space this implies, for x→ 0:
G(x) ∼ (ln 1/x)N−1N−2 . (8.11)
Finally, we report the result of Ref. [99] for the asymptotic behavior of Zgap, see Eq. (1.130). For T → 0
Zgap(T ) = C(N)(β0T )
N−1
N−2 [1 +O(T )] . (8.12)
The constant C(N) is exactly known for N = 3: C(3) = 3π3 [99].
9 The limit N → 0, self-avoiding walks, and dilute polymers
In this section we discuss the limit N → 0 of the N -vector model. This is not an academic problem as it
may appear at first. Indeed, in this limit, the N -vector model describes the statistical properties of linear
polymers in dilute solutions and in the good-solvent regime, i.e. above the Θ temperature [325,334,432,442].
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Note that FT methods can also be applied to describe the full crossover from the dilute to the semidilute
regime, and, in particular, to compute the universal scaling behavior of the osmotic pressure in terms of the
concentration [330,334,335,442,663].
9.1 Walk models
Several walk models can be mapped into scalar theories with an N -vector field in the limit N → 0. They
belong to the same universality class of polymers in dilute solutions in the good-solvent regime, and thus
their study provides quantitative predictions for the statistical behavior of long macromolecules.
We begin by introducing the random walk (RW) and the self-avoiding walk (SAW). Given a regular
lattice, an n-step lattice RW is a collection of lattice points {ω0, . . . , ωn} such that, for all k, 1 ≤ k ≤ n, ωk
and ωk−1 are lattice nearest neighbors. A lattice SAW is a nonintersecting lattice RW, i.e. a walk such that
ωi 6= ωj for all i 6= j. Analogously, an n-step self-avoiding (rooted) polygon (SAP) is defined as a closed
n-step RW such that ω0 = ωn and ωi 6= ωj for all 0 ≤ i 6= j ≤ n− 1.
Several quantities are usually introduced for SAW’s and SAP’s. We define:
• The number cn(x, y) of n-step SAW’s going from x to y and the number cn of n-step SAW’s starting
from any given point (by translation invariance it does not depend on the chosen point).
• The number pn of n-step SAP’s starting at a given point.
• The squared end-to-end distance of a SAW ω
R2e(ω) = (ωn − ω0)2, (9.1)
and its mean-value R2e(n) over all n-step SAW’s, i.e.
R2e(n) =
1
cn
∑
{ω}
R2e(ω) =
1
cn
∑
x
|x|2cn(0, x). (9.2)
• The radius of gyration of a SAW or SAP ω
R2g(ω) =
1
2(n+ 1)2
n∑
i,j=0
(ωi − ωj)2, (9.3)
and its mean value R2g(n) over all n-step SAW’s.
• The end-to-end distribution function of n-step SAW’s
Pn(x) =
cn(0, x)
cn
. (9.4)
• The form factor of n-step SAW’s or SAP’s
Hn(q) =
1
(n+ 1)2
〈
n∑
i,j=0
exp[iq · (ωi − ωj)]
〉
, (9.5)
where the average is over all n-step SAW’s.
• The number bn of pairs of n-step SAW’s (ω1, ω2) such that ω1 starts at the origin, ω2 starts anywhere,
and ω1 and ω2 have at least one point in common.
The quantities that we have defined have a natural interpretation. The end-to-end distance and the radius
of gyration define the typical dimension of the walk and correspond to the correlation length in spin systems.
The end-to-end distribution function is the walk analogue of the two-point function in spin systems, while
the form factor is the quantity that is relevant in scattering experiments. Finally, the number bn is related
to the second virial coefficient Bn = bn/c
2
n that appears in the expansion of the osmotic pressure in powers
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of the concentration, see, e.g., Ref. [334]. It measures the excluded volume between a pair of SAW’s. For
n→∞, these quantities obey general scaling laws:
cn ∼ µnnγ−1, pn ∼ µnnα−2, bn ∼ µ2nndν+2γ−2,
R2e(n) ≈ aen2ν , R2g(n) ≈ agn2ν . (9.6)
The constants γ, α, and ν are critical indices. They are universal in the sense that any walk model which
includes the basic property of SAW’s, i.e. the local self-repulsion, has the same scaling behavior with exactly
the same critical indices. The names of the indices were given by analogy with the N -vector model. Indeed,
as we shall discuss in the next section, γ, α, and ν are respectively the exponents of the susceptibility, of
the specific heat, and of the correlation length in the corresponding spin system in the limit N → 0. The
quantities µ, ae, and ag are instead nonuniversal and depend on the specific model one is considering. Some
amplitude ratios are however universal, such as
A =
ag
ae
= lim
n→∞
R2g(n)
R2e(n)
, Ψ =
(
d
12π
)d/2
lim
n→∞
bn
c2n[R
2
g(n)]
d/2
. (9.7)
The universality of A follows from the existence of a unique length scale at criticality. The universality
of the interpenetration ratio Ψ is more subtle, and it is related to a hyperscaling relation among critical
indices—such a relation has already been used in writing the scaling of bn in Eq. (9.6).
The SAW is a good model for dilute linear polymers in a good solvent. Indeed, many properties of dilute
polymers in the limit of a large number of monomers are universal and depend essentially on the following
properties [325,334,432,442]:
• The polymer can be considered as a continuous completely flexible chain above the persistence-length
scale.
• The interaction between monomers is strongly repulsive at small distances: Clearly two monomers
cannot occupy the same position in space.
• Above the Θ-temperature (good-solvent regime) the effective long-range attractive interaction between
monomers can be neglected: The energetic attraction is much smaller than the entropic repulsion.
The SAW satisfies these properties, and therefore it belongs to the same universality class of real polymers.
However, this is not the only model that one can consider, and indeed, many others have been introduced
in the literature:
• Domb-Joyce model. This is again a lattice walk model, in which one considers RW’s with Hamiltonian
H(ω) = w
∑
i,j
δωi,ωj . (9.8)
For w → ∞, all intersections are suppressed and one recovers the SAW model. The Domb-Joyce
model interpolates between the RW and the SAW model and offers the possibility of constructing an
improved lattice walk model, i.e. a model in which the leading correction to scaling has a vanishing
amplitude [125]. The improved Domb-Joyce model corresponds to ω ≡ 1− e−w ≈ 0.397.
• Off-lattice models. The SAW and the Domb-Joyce models are defined on a lattice. However, it is also
possible to consider models of paths in continuous space. For instance, one can consider a model of
off-lattice SAW’s defined as a collection of points {ω0, . . . , ωn}, ωi ∈ Rd, such that |ωi − ωj | ≥ 2a for
all i 6= j, where a is the excluded radius. These walks are weighted with Hamiltonian
H(ω) =
n−1∑
i=0
V (ωi − ωi+1), (9.9)
where V (x) is an attractive potential. Two common choices are: V (x) = δ(|x| − b) (stick-and-ball
model) and V (x) = b2x
2. The stick-and-ball model is improved, i.e. the coefficient of the leading
scaling correction vanishes, for a/b ≈ 0.2235 [726].
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• Continuous models. For theoretical considerations it is useful to consider continuous paths, i.e. generic
functions r(s) with 0 ≤ s ≤ n, n being the length of the path, with Hamiltonian [361]
H [r(s)] = −1
4
∫ n
0
ds
(
dr(s)
ds
)2
− w
2
∫ n
0
ds
∫ n
0
dt δ[r(s) − r(t)] . (9.10)
9.2 N-vector model for N → 0 and self-avoiding walks
In this section we derive the relation between SAW’s and the limitN → 0 of theN -vector model [315,325,369].
Consider N -vector spin variables ~s, the lattice Hamiltonian
H = −N
∑
〈ij〉
~si · ~sj , (9.11)
where the sum is extended over all nearest-neighbor pairs, and the partition function
Z =
∫ ∏
i
dΩ(si)e
−βH , (9.12)
where dΩ(si) is the invariant normalized measure on the sphere. The limit N → 0 follows immediately from
a basic result due to de Gennes (see, e.g., Ref. [325]). If
Iα1,...,αn = lim
N→0
Nk/2
∫
dΩ(s)sα1 . . . sαk , (9.13)
then
Iα1,...,αn =
{
δα1α2 if k = 2,
0 otherwise.
(9.14)
Thus, for N → 0, we can rewrite the partition function as
Z =
∫ ∏
i
dΩ(si)
∏
〈ij〉
(1 +Nβ~si · ~sj) +O(N2). (9.15)
Then, expanding the product over the links and performing the integration, we obtain a sum over a gas of
self-avoiding loops. Each closed loop carries a power of N , so that
Z = 1 +NV
∑
n
pn
n
βn +O(N2), (9.16)
where V is the volume of the lattice, which is assumed to go to infinity. The factor 1/n is due to the fact
that each loop can be considered as a SAP rooted in n different points. Then, using the asymptotic behavior
(9.6), we obtain for β → 1/µ, and V →∞
lim
N→0
1
NV
logZ =
∞∑
n=0
pn
n
βn ∼ (β − 1/µ)2−α. (9.17)
We thus see that α is the specific-heat exponent and we may interpret 1/µ as the critical temperature of the
model.
Let us now compute the two-point function. Repeating the argument given above, we obtain
lim
N→0
G(x − y) = lim
N→0
〈~sx · ~sy〉 =
∑
n
βncn(x, y). (9.18)
Then, using the asymptotic behavior (9.6), for β → 1/µ we obtain
lim
N→0
χ =
∑
n
βncn ∼ (β − 1/µ)−γ , (9.19)
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that shows that γ is indeed the susceptibility exponent.
Finally note that
lim
N→0
∑
x
|x|2G(x) =
∑
x
∑
n
|x|2βnc(0, x) =
∑
n
cnβ
nR2e(n) ∼ (β − 1/µ)−γ−2ν, (9.20)
where we have used the asymptotic formulae (9.6). Thus ξ2 ∼ (β− 1/µ)−2ν, which justifies the definition of
ν.
The interpretation of bn is less obvious. It can be also related to a quantity defined for a spin system in
the the limit N → 0, but in this case two different fields must be considered [334,823].
The above-reported discussion clarifies the equivalence between the N -vector model and the SAW model.
However, also more general scalar models can be mapped in the limit N → 0 into walk models [388]. In
general, one obtains a model of RW’s with different weights that depend on the number of self-intersections.
Finally, note that the continuous model (9.10) is equivalent to the usual φ4 theory in the continuum [323,
334,865].
9.3 Critical exponents and universal amplitudes
In two dimensions exact results have been obtained for SAW’s on the honeycomb lattice [112, 852]. In
particular, the values of the exponents have been computed:
ν =
3
4
, γ =
43
32
, α =
1
2
. (9.21)
These predictions have been checked numerically to a very high accuracy, see, e.g., Refs. [130, 246,262,488,
492,591,698]. In particular, accurate numerical works have shown that the exponents do not depend on the
lattice type—several nonstandard lattices, for instance the Manhattan lattice, have also been considered—
and on the model—beside SAW’s, Domb-Joyce walks, trails (bond-avoiding walks), and neighbor-avoiding
walks (note that the list is not exhaustive) have been considered. In two dimensions conformal field theory
provides exact predictions for some combinations of critical-amplitude ratios [261,267,269]. Results obtained
using the form-factor approach can be found in Ref. [268].
Extensive work has been performed in three dimensions to determine the critical exponents. A collection
of results is reported in Table 31. At present, the most precise results are obtained from MC simulations.
Indeed, SAW’s and similar walk models are particularly easy to simulate. First, one works directly in infinite
volume, and thus there are no finite-size systematic errors. Second, there are very efficient algorithms, see,
e.g., Refs. [246,263,750], such that the autocorrelation time increases linearly with the length of the walk.33
We mention that the older results obtained from MC simulations and exact enumerations were providing
larger estimates of ν and γ: typically ν ≈ 0.592, γ ≈ 1.160. This was mainly due to the fact that nonanalytic
corrections to scaling were neglected in the analysis (see the discussion in, e.g., Refs. [255,319,364,698,748]).
The FT results for ν are in good agreement with the latest lattice results, while γ is slightly larger,
although the discrepancy is not yet significant, being at the level of one error bar.
The experimental results for the critical exponents are quite old and, in general, not very precise due
to the difficulty to prepare monodisperse solutions. The analysis of the experimental data [445, 791, 1086]
for polystyrene in benzene gives [304] ν ≈ 0.586, in good agreement with the theoretical estimates. The
exponent ν has also been determined from the experimental measurement of the second virial coefficient,
obtaining ν ≈ 0.582 [334]. Another important class of experiments determines ν from the diffusion of
polymers [5, 832, 951, 1030, 1079], obtaining ν ≈ 0.55, which is lower than the theoretical estimates and the
experimental results that we have presented above. As discussed in Refs. [357, 980, 1108], this is probably
due to the fact that the quantity that is measured in these experiments [343,648], the hydrodynamic radius
of the polymer, scales approximately as nν (n is here the number of monomers) only for values of n that
are much larger than those of the macromolecules that are used (see also Refs. [353, 866]). Therefore, these
experiments only measure effective exponents, strongly affected by corrections to scaling.
33Translating into the standard language of spin systems, in three dimensions τ ∼ ξ5/3 in SAW simulations, to be compared
with τ ∼ ξ3+z of spin systems. In practice, simulations with ξ ∼ 103 (corresponding approximately to n ∼ 105) are now
feasible. This means that it is possible to obtain numerical estimates of critical quantities with very good accuracy.
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Table 31: Estimates of the critical exponents for the N = 0 universality class.
Ref. Method γ ν η ∆
[925] 2001 MC 0.5874(2)
[247] 1998 MC 1.1575(6)
[125] 1997 MC 0.58758(7) 0.517(7)
+10
−0
[471] 1997 MC 1.157(1) 0.5872(5)
[894] 1996 MC 0.5880 (18)
[364] 1996 MC 0.5885(9)
[698] 1995 MC 0.5877(6) 0.56(3)
[470] 1993 MC 1.608(3) 0.5850(15)
[363] 1993 MC 0.591(1)
[255] 1991 MC 0.5867(13)
[318] 1991 MC 0.5919(2)
[750] 1988 MC 0.592(2)
[941] 1985 MC 0.592
[748] 2000 HT sc 1.1585 0.5875
[213] 1997 HT sc 1.1594(8) 0.5878(6)
[213] 1997 HT bcc 1.1582(8) 0.5879(6)
[747] 1992 HT 1.16193(10)
[486] 1989 HT 1.161(2) 0.592(3)
[481] 1998 FT d=3 exp 1.1596(20) 0.5882(11) 0.0284(25) 0.478(10)
[821] 1991 FT d=3 exp 1.1569(6){10} 0.5872(4){7} 0.0297(9){6}
[823] 1987 FT d=3 exp 0.5886 0.465
[693] 1977 FT d=3 exp 1.1615(20) 0.5880(15) 0.027(4) 0.470(24)
[481] 1998 FT ǫ exp 1.1575(60) 0.5875(25) 0.0300(50) 0.486(14)
[481] 1998 FT ǫ exp|bc 1.1571(30) 0.5878(11) 0.0315(35)
[836] 1984 SFM 1.15(1) 0.585(5) 0.034(5) 0.509(35)
[458] 2001 CRG (1st DE) 1.157 0.590 0.039
There are also a few estimates of ν in two-dimensions: for two-dimensional polymer monolayers of
polyvinylacetate [1080] ν ≈ 0.79(1), while for DNA molecules confined in fluid cationic liquid bilayers [754]
ν ≈ 0.79(4).
Beside critical exponents, one can measure several amplitude ratios. The ratio A and the interpenetration
ratio Ψ defined in Eq. (9.7) are of particular interest. Theoretical and experimental estimates for linear
polymers are reported in Table 32. In Ref. [125], the authors report ΨA3/2 = 0.0157965(7). Using the
estimate A = 0.15995(10) [471], we obtain Ψ = 0.2469(9). All results are in good agreement, except the
estimate of Ψ of Ref. [962] that is apparently too low. Another interesting ratio is
H = lim
n→∞
〈R2g(n)〉ring
〈R2g(n)〉linear
, (9.22)
where in the ratio we consider two different conformations of the same polymer species. Experiments on cyclic
and linear polydimethylsiloxane give [540] H = 0.526(50). One-loop ǫ expansion [926] gives H ≈ 0.568, while
a high-order perturbative analysis [228] gives34 H = 0.556(19). By combining HT and MC results obtained
in Refs. [579, 698, 748], Ref. [228] obtained the numerical estimate H ≈ 0.519. All results are in reasonable
agreement. We should also mention results for universal combinations involving the hydrodynamic radius
(see Ref. [357] and references therein), and for several invariant quantities characterizing the polymer shape
(see Ref. [1148] and references therein).
34 Ref. [228] reports 〈R2g(n)〉ring/〈R
2
e(n)〉linear. To compute H, we use A = 0.15995(10) [471].
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Table 32: Estimates of the amplitude ratios A and Ψ for linear polymers.
Ref. Method A Ψ
[471] 1997 MC 0.15995(10)
[962] 1996 MC 0.2422(4)
[698] 1995 MC 0.1599(2) 0.2471(3)
[1002] 1994 MC 0.16003(3)
[363] 1993 MC 0.1596(2)
[840] 1991 MC 0.2465(12)
[750] 1988 MC 0.1603(4)
[941] 1985 MC sc 0.1597(3)
[941] 1985 MC bcc 0.1594(2)
[290] 2002 HT 0.158(2)
[1002] 1994 FT d=3 exp 0.16012(30)
[129] 1986 FT ǫ exp 0.158
[351] 1984 FT ǫ exp 0.269
[866] 1982 FT ǫ exp 0.231
[331] 1981 FT ǫ exp 0.249
[1129] 1978 FT ǫ exp 0.268
[1084] 1993 experiment 0.245
9.4 Scaling functions
We discuss now the distribution functions Pn(x) and Hn(q). In d dimensions, for n → ∞, |x| → ∞, with
|x|n−ν fixed, the function Pn(x) has the scaling form [329,401,776,779,782]
Pn(x) ≈ 1
ξdn
f(ρ), (9.23)
where ρ = x/ξn, and ξn = R
2
e(n)/(2d). For large ρ it behaves as [329,401,782]
f(ρ) ≈ f∞ρσ exp
(−Dρδ) , (9.24)
where, in three dimensions, [248, 329]
f∞ = 0.01581(2), σ =
6ν − 2γ − 1
2(1− ν) = 0.255(2),
D = 0.1434(2), δ =
1
1− ν = 2.4247(4). (9.25)
For ρ→ 0, we have [329,782]
f(ρ) ≈ f0
(ρ
2
)θ
, (9.26)
where [248,329]
θ =
γ − 1
ν
= 0.2680(10), f0 = 0.019(3). (9.27)
These theoretical predictions have been extensively checked, see Refs. [248,962,1058] and references therein.
We refer to Ref. [248] for a discussion of the two-dimensional case.
A phenomenological representation for the function f(ρ) was proposed in Refs. [334, 782]:
f(ρ) ≈ fph(ρ) = fphρθ exp
(−Dphρδ) . (9.28)
Here δ and θ are fixed by Eqs. (9.25) and (9.27), while fph and Dph are given by
Dph = 0.14470(14), fph = 0.015990(8). (9.29)
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The phenomenological representation is rather accurate, differing from the exact one by a few percent in the
region where the distribution function is significantly different from zero, i.e. for ρ ∼< 6, see Ref. [248].
The two-dimensional end-to-end distribution function has been recently measured in a system consisting
of a linear chain of plastic spheres immersed in a planar fluid of self-propelled balls, a so-called granular
polymer solution [927]. The results are in good agreement with the theoretical predictions and allow a direct
estimate of ν, ν = 0.75(1).
Let us now consider the form factor Hn(q). For n → ∞, |q| → 0, with |q|nν fixed, the function Hn(q)
has the scaling form Ĥ(qRg(n)). For qRg(n)≪ 1, we obtain the Guinier formula
Hn(q) = 1−
q2R2g(n)
d
+O(q4R4g(n)), (9.30)
which is often used in experimental determinations of the gyration radius. For large qRg(n), we have
[333,334,358,860,1128,1130]
Hn(q) ≈ h∞[
q2R2g(n)
]1/(2ν) , (9.31)
where h∞ is a universal constant. In three dimensions we have [333,334,358] h∞ ≈ 1.0 for linear polymers
and [228] h∞ ≈ 0.63(9) for cyclic polymers. The form factor has been extensively studied numerically, see,
e.g., Refs. [336, 894–896, 1058]. Phenomenological expressions can be found in Refs. [441, 895] for linear
polymers and in Ref. [228] for cyclic polymers. Many experiments have measured the structure factor,
although only few of them [305,379,942] have been able to verify the large-q behavior (9.31) with ν ≈ 0.60.
Indeed, this requires to work with very long polymers, otherwise, after the initial Guinier regime one observes
a q−1 behavior due to the finite persistence length. In this case, the experimental data are better described
by models that do not take into account self-avoidance, but instead keep track of the finite persistence length
and of the polymer transverse radius, see, e.g., Ref. [924].
10 Critical crossover between the Gaussian and the Wilson-Fisher
fixed point
10.1 Critical crossover as a two-scale problem
Every physical situation of experimental relevance has at least two scales: one scale is intrinsic to the
system, while the second one is related to experimental conditions. In statistical mechanics the correlation
length ξ is related to experimental conditions (it depends on the temperature), while the interaction length
(related to the Ginzburg parameter G) is intrinsic. The opposite is true in quantum field theory: here the
correlation length (inverse mass gap) is intrinsic, while the interaction scale (inverse momentum) depends on
the experiment. Physical predictions are functions of ratios of these two scales and describe the crossover from
the correlation-dominated (ξ2G or p/m large) to the interaction-dominated (ξ2G or p/m small) regime. In a
properly defined limit they are universal and define the unique flow between two different fixed points. This
universal limit is obtained when these two scales become very large with respect to any other microscopic
scale. Their ratio becomes the universal control parameter of the system, whose transition from 0 to ∞
describes the critical crossover.
In this section we consider the crossover between the Gaussian fixed point where mean-field predictions
hold (interaction-dominated regime) to the standard Wilson-Fisher fixed point (correlation-dominated regi-
me). In recent years a lot of work has been devoted to understanding this crossover, either experimentally
[52–54, 75, 302, 339,576] or theoretically [10, 50, 51, 70–72, 78, 79, 126, 249,292, 409, 671, 727, 728,730–733, 794,
869, 886, 899, 900, 984, 1054]. For a recent review on crossover phenomena in polymer blends and solutions
see, e.g., Ref. [151].
The traditional approach to the crossover between the Gaussian and the Wilson-Fisher fixed point starts
from the standard Landau-Ginzburg Hamiltonian. On a d-dimensional lattice, it can be written as
H =
∑
x1,x2
1
2J(x1 − x2) (φx1 − φx2)
2
+
∑
x
[
1
2rφ
2
x +
u
4!
φ4x − hx · φx
]
, (10.1)
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where φx are N -dimensional vectors, and J(x) is the standard nearest-neighbour coupling. For this model
the interaction scale is controlled by the coupling u and the relevant parameters are the (thermal) Ginzburg
number G [460] and its magnetic counterpart Gh [733, 899] defined by:
G = u2/(4−d), Gh = u
(d+2)/[2(4−d)]. (10.2)
Under a RG transformation G scales like the (reduced) temperature, while Gh scales as the magnetic field.
For t ≡ r− rc ≪ G and h≪ Gh one observes the standard critical behaviour, while in the opposite case the
behaviour is classical. The critical crossover limit corresponds to considering t, h, u→ 0 keeping
t˜ ≡ t/G, h˜ ≡ h/Gh (10.3)
fixed. This limit is universal, i.e. independent of the detailed structure of the model: any Hamiltonian
of the form (10.1) shows the same universal behaviour as long as the interaction is short-ranged, i.e. for
any J(x) such that
∑
x x
2 J(x) < +∞. In the HT phase the crossover functions can be related to the RG
functions of the standard continuum φ4 theory if one expresses them in terms of the zero-momentum four-
point renormalized coupling g [70,71,79,984]. For the quantities that are traditionally studied in statistical
mechanics, for instance the susceptibility or the correlation length, the crossover functions can be computed
to high precision in the fixed-dimension expansion in d = 3 [70,71, 78, 79, 900].
10.2 Critical crossover functions in field theory
The critical crossover functions can be computed in the framework of the continuum φ4 theory
H =
∫
ddx
[
1
2
(∂µφ)
2 +
r
2
φ2 +
u
4!
φ4
]
, (10.4)
where φ is anN -dimensional vector, by considering the limit u→ 0, t ≡ r−rc → 0, with t˜ ≡ t/G = tu−2/(4−d)
fixed. In this limit, we have for the susceptibility χ and the correlation length ξ
χ˜ ≡ χG −→ Fχ(t˜), ξ˜2 ≡ ξ2G −→ Fξ(t˜). (10.5)
The functions Fχ(t˜) and Fξ(t˜) can be accurately computed by means of perturbative FT calculations. There
are essentially two methods: (a) the fixed-dimension expansion [70,71], which is at present the most precise
one since seven-loop series are available [87, 821]; (b) the so-called minimal renormalization without ǫ ex-
pansion [342, 675, 984] that uses five-loop ǫ-expansion results [294, 657]. In these two schemes the crossover
functions are expressed in terms of various RG functions whose perturbative series can be resummed with
high accuracy using standard methods [693,1152]. Here we shall consider the first approach although essen-
tially equivalent results can be obtained using the second method. For Fχ(t˜) and Fξ(t˜) one obtains [71]
Fχ(t˜) = χ
∗ exp
[
−
∫ g
y0
dx
γ(x)
ν(x)β(x)
]
, (10.6)
Fξ(t˜) = (ξ
∗)2 exp
[
−2
∫ g
y0
dx
1
β(x)
]
, (10.7)
where t˜ is related to the zero-momentum four-point renormalized coupling g by
t˜ = −t0
∫ g∗
g
dx
γ(x)
ν(x)β(x)
exp
[∫ x
y0
dz
1
ν(z)β(z)
]
, (10.8)
ν(x) = (2− ηφ(x) + ηt(x))−1 , γ(x) = (2− ηφ(x)) ν(x), (10.9)
where ηφ(x), ηt(x), and β(x) are the standard RG functions introduced in Sec. 2.4.1. We recall that g
∗ is
the critical value of g defined by β(g∗) = 0, and χ∗, ξ∗, t0, and y0 are normalization constants.
The expressions (10.6), (10.7), and (10.8) are valid for any dimension d < 4. The first two equations are
well defined, while Eq. (10.8) has been obtained with the additional hypothesis that the integral over x is
convergent when the integration is extended up to g∗. This hypothesis is verified when the system becomes
94
critical at a finite value of β and shows a standard critical behaviour. Therefore, Eq. (10.8) is well defined
for d > 2, and, in two dimensions, for N ≤ 2. For N > 2, one can still define t˜ by integrating up to an
arbitrary point g0 [900]. For these values of N , t˜ varies between −∞ and +∞.
The functions Fχ(t˜) and Fξ(t˜) can be computed by using the perturbative results of Refs. [87, 821] and
the resummation techniques presented in Sec. 2.4.3. Explicit expressions can be found for N = 1, 2, 3 and
d = 3 in Refs. [70, 71, 78], and for the two-dimensional Ising model in Ref. [900]. Large-N results appear in
Refs. [899, 900].
The above results apply to the HT phase of the model. For N = 1 the critical crossover can also be
defined in the LT phase [79] and the crossover functions can be computed in terms of (resummed) perturbative
quantities. Using the perturbative results of Ref. [79], Fχ(t˜) in the LT phase of the three-dimensional Ising
model has been calculated in Refs. [78, 899,900], showing a nonmonotonic behavior.
10.3 Critical crossover in spin models with medium-range interaction
The φ4 Hamiltonian relevant for spin models with medium range interaction can be written as
H =
∑
x1,x2
1
2J(x1 − x2) (φx1 − φx2)2 +
∑
x
[
1
2rφ
2
x +
u
4!
φ4x − hx · φx
]
, (10.10)
where J(x) has the following form [733,794]
J(x) =
{
J for x ∈ D,
0 for x 6∈ D, (10.11)
and D is a lattice domain characterized by some scale R. Explicitly, we define R and the corresponding
domain volume VR by
VR ≡
∑
x∈D
1, R2 ≡ 1
2d VR
∑
x∈D
x2 . (10.12)
The shape of D is irrelevant in the critical crossover limit as long as VR ∼ Rd for R → ∞. The constant J
defines the normalization of the fields. Here we assume J = 1/VR, since this choice simplifies the discussion
of the limit R→∞. To understand the connection between the theory with medium-range interactions and
the short-range model, we consider the continuum Hamiltonian that is obtained by replacing in Eq. (10.1)
the lattice sums with the corresponding integrals. Then, we perform a scale transformation [733] by defining
new (“blocked”) coordinates y = x/R and rescaling the fields according to
φ̂y = R
d/2φRy , ĥy = R
d/2hRy. (10.13)
The rescaled Hamiltonian becomes
Ĥ =
∫
ddy1 d
dy2
1
2 Ĵ(y1 − y2)
(
φ̂y1 − φ̂y2
)2
+
∫
ddy
[
1
2rφ̂
2
y +
1
4!
u
Rd
φ̂4y − ĥy · φ̂y
]
, (10.14)
where now the coupling Ĵ(x) is of short-range type in the limit R → ∞. Being short-ranged, we can apply
the previous arguments and define Ginzburg parameters:
G =
(
uR−d
)2/(d−4)
= u2/(d−4)R−2d/(4−d), (10.15)
Gh = R
−d/2
(
uR−d
)(d+2)/[2(d−4)]
= u(d+2)/[2(d−4)]R−3d/(4−d). (10.16)
Therefore, in the medium-range model, the critical crossover limit can be defined as R → ∞, t, h → 0,
with t˜ ≡ t/G, h˜ ≡ t/Gh fixed. The variables that are kept fixed are the same, but a different mechanism
is responsible for the change of the Ginzburg parameters: in short-range models we vary u keeping the
range R fixed and finite, while here we keep the interaction strength u fixed and vary the range R. The
important consequence of the argument presented above is that the critical crossover functions defined using
the medium-range Hamiltonian and the previous limiting procedure agree with those computed in the short-
range model, apart from trivial rescalings.
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If we consider the critical limit with R fixed, the Hamiltonian (10.10) defines a generalized O(N)-sym-
metric model with short-range interactions. If d > 2, for each value of R there is a critical point35 βc,R; for
β → βc,R the susceptibility and the correlation length have the standard behavior
χR(β) ≈ Aχ(R)t−γ(1 +Bχ(R)t∆), (10.17)
ξ2R(β) ≈ Aξ(R)t−2ν(1 +Bξ(R)t∆), (10.18)
where t ≡ (βc,R − β)/βc,R and we have neglected additional subleading corrections. The exponents γ, ν,
and ∆ do not depend on R. On the other hand, the amplitudes are nonuniversal. For R→∞, they behave
as [732,733]
Aχ(R) ≈ A∞χ R2d(1−γ)/(4−d), Bχ(R) ≈ B∞χ R2d∆/(4−d), (10.19)
and
Aξ(R) ≈ A∞ξ R4(2−dν)/(4−d), Bξ(R) ≈ B∞ξ R2d∆/(4−d). (10.20)
The critical point βc,R depends explicitly on R. The critical crossover limit is obtained by taking the
limit [732,733] R→∞, t→ 0, with R2d/(4−d)t ≡ t˜ fixed. It has been shown that
χ˜R ≡ R−2d/(4−d)χR(β) −→ fχ(t˜), (10.21)
ξ˜2R ≡ R−8/(4−d)ξ2R(β) −→ fξ(t˜), (10.22)
where the functions fχ(t˜) and fξ(t˜) are universal apart from an overall rescaling of t˜ and a constant factor,
in agreement with the above-presented argument.
There exists an equivalent way to define the crossover limit which is due to Thouless [1054]. Let β
(exp)
c,R
be the expansion of βc,R for R→∞ up to terms of order R−2d/(4−d)/VR, i.e. such that
lim
R→∞
R2d/(4−d)β−1c,R (βc,R − β(exp)c,R ) = bc, (10.23)
with |bc| < +∞. Then one may introduce
t̂ = R2d/(4−d)β
(exp)−1
c,R (β
(exp)
c,R − β). (10.24)
In the standard crossover limit t˜ = t̂+ bc. Therefore, the crossover limit can be defined considering the limit
R→∞, β → β(exp)c,R with t̂ fixed. The crossover functions will be identical to the previous ones apart from a
shift. Thouless’ definition of critical crossover has an important advantage. It allows us to define the critical
crossover limit in models that do not have a critical point for finite values of R: indeed, even if βc,R does
not exist, one can define a quantity β
(exp)
c,R and a variable t̂ such that the limit R → ∞ with t̂ fixed exists.
This is the case of two-dimensional models with N ≥ 3 and of one-dimensional models with N ≥ 1.
Medium-range spin models can be studied by a systematic expansion around mean field [900]. In this
framework one proves the equivalence between the crossover functions computed starting from the continuum
φ4 model and the results obtained in the medium-range model. Moreover, one can compute the nonuniversal
normalization constants relating the two cases, so that the comparison of the FT predictions with the
numerical results obtained by simulating medium-range spin models [729,730,732,733] can be done without
any free parameter.
In Figs. 10 and 11 we report the graph of the effective magnetic susceptibility exponent γeff , defined by
γeff(t˜) ≡ − t˜
fχ(t˜)
dfχ(t˜)
dt˜
, (10.25)
for the Ising model in two and three dimensions respectively. They have been determined using the FT
results discussed in Sec. 10.2 with the appropriate rescaling computed using the mean-field approach [900].
35In two dimensions a critical point exists only for N ≤ 2. Theories with N ≥ 3 are asymptotically free and become critical
only in the limit β →∞. See Sec. 8.
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Figure 10: Effective susceptibility exponent γeff(t˜) as a function of t˜ in the HT phase of the two-dimensional
Ising model. The points are the numerical results of Ref. [733]: pluses, crosses, squares, and diamonds
correspond to data with ρ2 = 10, 72, 140, and 1000 respectively. The continuous curve was computed using
FT methods in Ref. [900]. In the mean-field limit γeff = 1, while for t˜→ 0, γeff = 7/4.
In two dimensions the results for γeff(t˜) can be compared with the numerical ones of Ref. [733], obtained
by simulating the medium-range Ising model (10.10), (10.11) with
D =
{
x :
d∑
i=1
x2i ≤ ρ2
}
. (10.26)
They are shown in Fig. 10. The agreement is good, showing nicely the equivalence of medium-range and FT
calculations. In Fig. 11 we report the three-dimensional results for γeff(t˜) in both phases. MC simulations
of the three-dimensional models have been reported in Ref. [730]. In the HT phase, γeff(t˜) agrees nicely with
the MC data in the mean-field region, while discrepancies appear in the neighborhood of the Wilson-Fisher
point. However, for t˜ → 0, only data with small values of ρ are present, so that the differences that are
observed should be due to corrections to the universal behavior. The LT phase shows a similar behaviour:
good agreement in the mean-field region, and a difference near the Wilson-Fisher point where again only
data with small ρ are available.
The leading corrections to the universal scaling behavior are studied analytically in Ref. [900], showing
that they are of order R−d in d dimensions, provided one chooses appropriately the scale R, i.e. as in
Eq. (10.12). There one may find also a critical discussion of the phenomenological methods used to described
nonuniversal crossover effects, such as those proposed in Refs. [50, 51, 53, 291,292], which have been applied
to many different experimental situations [52, 53, 291,292,576,784].
10.4 Critical crossover in self-avoiding walk models with medium-range jumps
The models with medium-range interactions can be studied in the limit N → 0. In this case, repeating the
discussion presented in Sec. 9, one can write the N -vector model with medium-range interactions in terms
of SAW’s with medium-range jumps. To be explicit, we define an n-step SAW with range R as a sequence
of lattice points {ω0, · · · , ωn} with ω0 = (0, 0, 0) and (ωj+1 − ωj) ∈ D, such that ωi 6= ωj for all i 6= j.
Then, if cn,R is the total number of n-step walks and R
2
e(n,R) is the end-to-end distance—see Sec. 9.1 for
definitions—we have
lim
N→0
χ(β) =
∞∑
n=0
β̂ncn,R , (10.27)
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Figure 11: Effective susceptibility exponent γeff(t˜) as a function of t˜ for the HT (γeff) and LT (γ
−
eff) phase
of the three-dimensional Ising model. In the mean-field limit γeff = 1, while for |t˜| → 0, γeff ≈ 1.237. Results
from Ref. [900].
lim
N→0
ξ2(β)χ(β) =
1
2d
∞∑
n=0
β̂ncn,RR
2
e(n,R). (10.28)
where β̂ = β/VR and χ and ξ
2 are defined for the N -vector model with medium-range interaction. The proof
is identical to that presented in Sec. 9.2.
Since n is the dual variable (in the sense of Laplace transforms) of t, the critical crossover is obtained by
performing the limit n→∞, R→∞ with n˜ ≡ nR−2d/(4−d) fixed. Using Eqs. (10.21) and (10.22) one infers
the existence of the following limits:
c˜n,R ≡ cn,Rβc(R)n −→ gc(n˜),
R˜2e(n,R) ≡ R2e(n,R)R−8/(4−d) −→ gE(n˜), (10.29)
where the functions gc(n˜) and gE(n˜) are related to fχ(t˜) and fξ(t˜) by a Laplace transform. Explicitly
fχ(t) =
∫ ∞
0
du gc(u)e
−ut,
fξ(t)fχ(t) =
1
2d
∫ ∞
0
du gc(u)gE(u)e
−ut. (10.30)
Using perturbation theory, it is possible to derive predictions for R2e(n,R) and cn,R. For R
2
e(n,R) we can
write
gE,PT (n˜) = aE n˜ hE(z), (10.31)
where z = (n˜/l)1/2. The function hE(z) has been computed in perturbation theory to six-loop order [822,823].
Resumming the series with a Borel-Leroy transform, one finds that a very good approximation36 is provided
by [125]
hE(z) = (1 + 7.6118z + 12.05135z
2)0.175166 . (10.32)
36 There exist several other expressions for the function hE(z), see Refs. [293, 331, 332, 345, 352, 823, 981, 1085] and references
therein.
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Figure 12: Left: results for R˜2e(n,R)/(6n˜); the solid line is the theoretical prediction (10.31), (10.32). Right:
Results for R˜2e(n,R)/gE,PT (n˜). Results from Ref. [249].
Comparison with a detailed MC simulation of the Domb-Joyce model indicates [125] that this simple ex-
pression differs from the exact result by less than 0.02% for z < 2.
The constants aE and l appearing in Eq. (10.31) are nonuniversal. For the specific model considered
here, they are given by aE = 6, and l = (4π)
3. Ref. [249] reports results of an extensive simulation of
medium-range SAW’s, in which walks of length up to N ≈ 7 ·104 were generated. The domain D was chosen
as follows:
D =
{
x :
∑
i
|xi| ≤ ρ
}
. (10.33)
In the simulation ρ was varied between 2 and 12.
In Fig. 12 the results for R˜2e(n,R) are reported together with the perturbative prediction gE,PT (n˜) defined
in Eqs. (10.31) and (10.32). The agreement is good, although one can see clearly the presence of corrections
to scaling, see the plot of the ratio R˜2e(n,R)/gE,PT (n˜). As expected different points converge to 1 as ρ
increases. A more detailed discussion of the expected scaling corrections can be found in Refs. [249, 900].
One may also define an effective exponent νeff
νeff =
1
2 log 2
log
(
R2e(2n,R)
R2e(n,R)
)
. (10.34)
The corresponding curve is reported in Fig. 13. It shows the expected crossover behaviour between the
mean-field value ν = 1/2 and the self-avoiding walk value ν = 0.58758(7) [125].
It is important to note that FT gives only the asymptotic behavior for R → ∞, while corrections
cannot be described by FT and one has to resort to phenomenological models. In Ref. [249] a very simple
parametrization was proposed:
R˜2e(n,R) = n˜hE(z)
[
1 +
1
Rd
a+ bz + cz2
1 + dz + ez2
]
, (10.35)
where a, b, c, d, e are free parameters. Such a parametrization describe accurately all data of Ref. [249] with
ρ ≥ 2. Other phenomenological models are described in Refs. [293, 727,728].
The results of Ref. [249] also apply to other polymer models. For instance, as in Ref. [727,728], one may
model the polymer as a sequence of rigidly-bonded hard spheres of diameter σ, with the bond length fixed
to ρ. In this case, the relevant scale is ρ/σ and the crossover limit is obtained for ρ/σ → ∞, n → ∞ with
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Figure 13: Effective exponent νeff as a function of n˜. Symbols are defined as in Fig. 12. The dashed line
is the self-avoiding walk value ν = 0.58758(7). The solid line is the theoretical prediction. Results from
Ref. [249].
n˜ ≡ n(ρ/σ)−2d/(4−d) fixed. The limiting crossover curve should describe such chains already for ρ/σ & 3,
while for lower values of this ratio one could use a parametrization of the form (10.35).
For applications to polymers, the universal crossover functions for the radius of gyration and for the
universal constant Ψ are also of interest. In the critical crossover limit one finds [125]
R2g(n,R)R
−8/(4−d) −→ aE
6
n˜
(
1 + 7.286z + 9.51z2
)0.175166
,
Ψ(n,R) −→ z (1 + 14.59613z + 63.7164z2+ 79.912z3)−1/3 . (10.36)
11 Critical phenomena described by Landau-Ginzburg-Wilson Hamil-
tonians
11.1 Introduction
In the framework of the RG approach to critical phenomena, a quantitative description of many continuous
phase transitions can be obtained by considering an effective Landau-Ginzburg-Wilson (LGW) Hamiltonian,
having an N -component fundamental field φi and containing up to fourth-order powers of the field compo-
nents. The fourth-degree polynomial form of the potential depends on the symmetry of the system. We
have already discussed the O(N)-symmetric φ4 theories, that describe the helium superfluid transition, the
liquid-vapor transition in fluids, the critical behaviors of many magnetic materials, and the statistical prop-
erties of dilute polymers. We now consider other physically interesting systems whose continuous transitions
are described by more complex φ4 theories.
In general, considering an N -component order parameter φi, the Hamiltonian can be written as
H =
∫
ddx
[1
2
∑
i
(∂µφi)
2 +
1
2
∑
i
riφ
2
i +
1
4!
∑
ijkl
uijkl φiφjφkφl
]
, (11.1)
where the number of independent parameters ri and uijkl depends on the symmetry group of the theory.
An interesting class of models is characterized by the fact that
∑
i φ
2
i is the only quadratic polynomial that
is invariant under the symmetry group of the theory. In this case, all ri are equal, ri = r, and uijkl satisfies
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the trace condition [178] ∑
i
uiikl ∝ δkl. (11.2)
In these models, criticality is driven by tuning the single parameter r, which physically may correspond to
the temperature.
In the absence of a sufficiently large symmetry restricting the form of the potential, many quartic couplings
must be introduced—see, e.g., Refs. [16, 55, 80, 156, 176, 179, 478, 812–815, 829, 986, 1065]—and the study of
the critical behavior may become quite complicated. In the case of a continuous transition, the critical
behavior is described by the infrared-stable fixed point (FP) of the theory, which determines a universality
class. The absence of a stable FP is instead an indication for a first-order phase transition. Note that even
in the presence of a stable FP, a first-order phase transition may still occur for systems that are outside its
attraction domain. For a discussion of this point see, e.g., Refs. [88, 627] and references therein.
In this section we discuss several examples of systems whose critical behavior is described by φ4 LGW
Hamiltonians with two or three quartic couplings, such as the Hamiltonian with cubic anisotropy that is
relevant for magnets, the so-called MN model whose limit N → 0 is related to the critical behavior of spin
models in the presence of quenched randomness, the O(M)×O(N)-symmetric Hamiltonian that (in the case
M = 2) describes the critical behavior of N -component frustrated models with noncollinear order, and, fi-
nally, the tetragonal Hamiltonian that is relevant for some structural phase transitions. We essentially review
the results of FT studies, especially the most recent ones. We then compare them with the results of other ap-
proaches and with the experiments. We will also briefly discuss the φ4 theory with symmetry O(n1)⊕O(n2).
This case is somewhat more complex since there are two independent ri’s. Therefore, transitions where all
components of the field are critical are only obtained by tuning two independent parameters.
11.2 The field-theoretical method for generic φ4 theories with a single quadratic
invariant
Let us consider the generic φ4 Hamiltonian (11.1) with a single parameter r, i.e. ri = r for all r. Corre-
spondingly, the quartic coupling satisfies the trace condition (11.2).
The perturbative series of the exponents are obtained by a trivial generalization of the method presented
in Sec. 2.4.1. In the fixed-dimension FT approach one renormalizes the theory by introducing a set of
zero-momentum conditions for the two-point and four-point correlation functions:
Γ
(2)
ij (p) = δijZ
−1
φ
[
m2 + p2 +O(p4)
]
, (11.3)
Γ
(4)
ijkl(0) = mZ
−2
φ gijkl, (11.4)
which relate the mass m and the zero-momentum quartic couplings gijkl to the corresponding Hamiltonian
parameters r and uijkl. In addition, one introduces the function Zt that is defined by the relation
Γ
(1,2)
ij (0) = δijZ
−1
t , (11.5)
where Γ(1,2) is the (one-particle irreducible) two-point function with an insertion of 12
∑
i φ
2
i .
The FP’s of the theory are given by the common zeros g∗abcd of the β-functions
βijkl(gabcd) = m
∂gijkl
∂m
∣∣∣∣
uabcd
. (11.6)
In the case of a continuous transition, when m→ 0, the couplings gijkl are driven toward an infrared-stable
zero g∗ijkl of the β-functions. The absence of stable FP’s is usually considered as an indication of a first-order
transition. The stability properties of the FP’s are controlled by the eigenvalues ωi of the matrix
Ωijkl,abcd =
∂βijkl
∂gabcd
(11.7)
computed at the given FP: a FP is stable if all eigenvalues ωi are positive. The smallest eigenvalue ω
determines the leading scaling corrections, which vanish as mω ∼ |t|∆ where ∆ = νω. The critical exponents
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are then obtained by evaluating the RG functions
ηφ(gijkl) =
∂ lnZφ
∂ lnm
∣∣∣∣
u
, ηt(gijkl) =
∂ lnZt
∂ lnm
∣∣∣∣
u
(11.8)
at the FP g∗ijkl:
η = ηφ(g
∗
ijkl), ν = [2− ηφ(g∗ijkl) + ηt(g∗ijkl)]−1. (11.9)
From the pertubative expansion of the correlation functions Γ(2), Γ(4), and Γ(1,2) and using the above-reported
relations, one derives the expansion of the RG functions βijkl, ηφ, and ηt in powers of gijkl.
In the ǫ expansion approach, it is convenient to renormalize the theory using the minimal-subtraction
scheme (or the MS scheme). Then, one determines the zeroes g∗ijkl of the β-functions as series in powers
of ǫ, and the critical exponents by computing the RG functions η(g∗ijkl) and ν(g
∗
ijkl). In this approach one
obtains a different ǫ expansion for each FP. A strictly related scheme is the so-called minimal-subtraction
scheme without ǫ expansion [984] that we already mentioned in Sec. 2.4.2.
The resummation of the perturbative series can be performed by generalizing to expansions of more than
one variable the methods of Sec. 2.4.3. For this purpose, the knowledge of the large-order behavior of the
coefficients is useful. For some models with two quartic couplings, u and v say, the large-order behavior of
the perturbative expansion in u and v at v/u fixed is reported in Refs. [270, 901,908].
11.3 The LGW Hamiltonian with cubic anisotropy
The magnetic interactions in crystalline solids with cubic symmetry like iron or nickel are usually modeled
using the O(3)-symmetric Heisenberg Hamiltonian. However, this is a simplified model, since other inter-
actions are present. Among them, the magnetic anisotropy that is induced by the lattice structure (the
so-called crystal field) is particularly relevant experimentally [295,1016,1093]. In cubic-symmetric lattices it
gives rise to additional single-ion contributions, the simplest one being
∑
i ~s
4
i . These terms are usually not
considered when the critical behavior of cubic magnets is discussed. However, this is strictly justified only if
these nonrotationally invariant interactions, that have the reduced symmetry of the lattice, are irrelevant in
the RG sense.
Standard considerations based on the canonical dimensions of the operators, see, e.g., Ref. [16], indicate
that there are two terms that one may add to the Hamiltonian and that are cubic invariant: a cubic
hopping term
∑
µ=1,3(∂µφµ)
2 and a cubic-symmetric quartic interaction term
∑
µ=1,3 φ
4
µ. The first term
was studied in Refs. [13, 16, 196,826,828]. A two-loop O(ǫ2) calculation indicates that it is irrelevant at the
symmetric point, although it induces slowly-decaying crossover effects. In order to study the effect of the
cubic-symmetric interaction, we consider a φ4 theory with two quartic couplings [14, 16]:
Hcubic =
∫
ddx
{1
2
N∑
i=1
[
(∂µφi)
2 + rφ2i
]
+
1
4!
N∑
i,j=1
(u0 + v0δij)φ
2
iφ
2
j
}
. (11.10)
The cubic-symmetric term
∑
i φ
4
i breaks explicitly the O(N) invariance of the model, leaving a residual
discrete cubic symmetry given by the reflections and permutations of the field components.
The theory defined by the Hamiltonian (11.10) has four FP’s [14,16]: the trivial Gaussian one, the Ising
one in which the N components of the field decouple, the O(N)-symmetric and the cubic FP’s. The Gaussian
FP is always unstable, and so is the Ising FP for any number of components N . Indeed, at the Ising FP one
may interpret the cubic Hamiltonian as the Hamiltonian of N Ising systems coupled by the O(N)-symmetric
interaction. The coupling term
∫
ddxφ2iφ
2
j with i 6= j scales as the integral of the product of two operators
φ2. Since the φ2 operator has RG dimension 1/νI—indeed, it is associated with the temperature—the
combined operator has RG dimension 2/νI − d = αI/νI , and therefore the associated crossover exponent is
given by φ = αI , independently of N [16, 968]. Since αI > 0, the Ising FP is unstable independently of N .
On the other hand, the stability properties of the O(N)-symmetric and of the cubic FP’s depend on N . For
sufficiently small values of N , N < Nc, the O(N)-symmetric FP is stable and the cubic one is unstable. For
N > Nc, the opposite is true: the RG flow is driven towards the cubic FP, which now describes the generic
critical behavior of the system. Figure 14 sketches the flow diagram in the two cases N < Nc and N > Nc.
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Figure 14: RG flow in the coupling plane (u, v) for N < Nc and N > Nc for magnetic systems with cubic
anisotropy.
Outside the attraction domain of the FP’s, the flow goes away towards more negative values of u and/or v
and finally reaches the region where the quartic interaction no longer satisfies the stability condition. These
trajectories should be related to first-order phase transitions. Indeed, in mean-field theory, the violation of
the positivity conditions
u+ v > 0, Nu+ v > 0, (11.11)
leads to first-order transitions.37
It is worth mentioning that, for v0 → −∞, one obtains the model described in Refs. [632, 633] in which
the spins align along the lattice axes. A HT analysis on the face-centered cubic lattice indicates that these
models have a first-order transition for N ∼> 2. This is consistent with the above argument that predicts
the transition to be of first order for any v0 < 0 and N > Nc. More general models, that have Eq. (11.10)
as their continuous spin limit for v0 → −∞, were also considered in Ref. [17]. The first-order nature of the
transition for negative (small) v0 and large N was also confirmed in Ref. [1095].
If N > Nc, cubic anisotropy is relevant and therefore the critical behavior of the system is not described
by the O(N)-symmetric theory. In this case, if the cubic interaction favors the alignment of the spins along
the diagonals of the cube, i.e. for a positive coupling v, the critical behavior is controlled by the cubic
FP and the cubic symmetry is retained even at the critical point. On the other hand, if the system tends
to magnetize along the cubic axes—this corresponds to a negative coupling v—then the system undergoes
a first-order phase transition [16, 17, 1046, 1095]. Moreover, since the symmetry is discrete, there are no
Goldstone excitations in the LT phase. The longitudinal and the transverse susceptibilities are finite for
T < Tc and H → 0, and diverge as |t|−γ for t ∝ T − Tc → 0. For N > Nc, the O(N)-symmetric FP is a
tricritical point.
37 RG trajectories leading to unstable regions have been considered in the study of fluctuation-induced first-order transitions
(see, e.g., Refs. [61, 963, 1051]).
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Table 33: Summary of the results in the literature. The values of the smallest eigenvalues ω2 of the stability
matrix Ω refer to N = 3. The subscripts “s” and “c” indicate that it is related to the symmetric and to the
cubic FP respectively.
Ref. Method ω2,s ω2,c Nc
[437] 2000 d = 3 exp: O(g6) 0.015(2) 2.862(5)
[270] 2000 d = 3 exp: O(g6) −0.013(6) 0.010(4) 2.89(4)
[270] 2000 ǫ exp: O(ǫ5) −0.003(4) 0.006(4) 2.87(5)
[1078] 2000 d = 3 exp: O(g4) −0.0081 0.0077 2.89(2)
[1001] 1997 ǫ exp: O(ǫ5) 2.86
[660, 661] 1995 ǫ exp: O(ǫ5) −0.00214 0.00213 Nc < 3
[658] 1995 ǫ exp: O(ǫ5) 2.958
[775] 1989 d = 3 exp: O(g4) 0.008 2.91
[831] 1974 ǫ exp: O(ǫ3) 3.128
[1064] 2002 CRG 3.1
[835] 1982 scaling-field 3.38
[1083] 1977 CRG −0.16 2.3
[273] 1998 MC 0.0007(29) Nc ≈ 3
[386] 1981 HT exp. O(β10) −0.89(14) Nc < 3
If N < Nc, the cubic term in the Hamiltonian is irrelevant, and therefore, it generates only scaling
corrections |t|∆c with ∆c > 0. However, its presence leads to important physical consequences. For instance,
the transverse susceptibility at the coexistence curve (i.e. for T < Tc and H → 0), which is divergent in
the O(N)-symmetric case, is now finite and diverges only at Tc as |t|−γ−∆c [16,179,198,628,1095]. In other
words, below Tc, the cubic term is a “dangerous” irrelevant operator. Note that for N sufficiently close to
Nc, irrespective of which FP is the stable one, the irrelevant interaction bringing from the unstable to the
stable FP gives rise to very slowly decaying corrections to the leading scaling behavior.
In three dimensions, a simple argument based on the symmetry of the two-component cubic model [667]
shows that the cubic FP is unstable for N = 2. Indeed, for N = 2, a π/4 internal rotation maps Hcubic into
a new one of the same form but with new couplings (u′0, v
′
0) given by u
′
0 = u0 +
3
2v0 and v
′
0 = −v0. This
symmetry maps the Ising FP onto the cubic one. Therefore, the two FP’s describe the same theory and have
the same stability properties. Since the Ising point is unstable, the cubic point is unstable too, so that the
stable point is the isotropic one. In two dimensions, this is no longer true. Indeed, one expects the cubic
interaction to be truly marginal for N = 2 [594, 835, 898] and relevant for N > 2, and therefore Nc = 2 in
two dimensions.
The model (11.10) has been the object of several studies [14,176,224,270,273,344,386,437,477,628,658,
660,661,774,775,809,826,828,831,835,875,1001,1006,1064,1078,1083]. In the 70’s several computations were
done using the ǫ expansion [14, 176, 628, 831], and predicted 3 < Nc < 4, indicating that cubic magnets are
described by the O(3)-invariant Heisenberg model. More recent FT studies have questioned this conclusion,
and provided a robust evidence that Nc < 3, implying that the critical properties of cubic magnets are
not described by the O(3)-symmetric theory, but instead by the cubic model at the cubic FP. In Table 33
we report a summary of the results for Nc and, in the physically interesting case N = 3, for the smallest
eigenvalue ω2 of the stability matrix Ω at the O(3)-symmetric and cubic FP’s, ω2,s and ω2,c respectively.
The most recent FT perturbative analyses are based on five-loop series in the framework of the ǫ expansion
[658] and on six-loop series in the fixed-dimension approach [270]. In Ref. [270] the analysis of the six-loop
fixed-dimension expansion was done exploiting Borel summability and the knowledge of the large-order
behavior of the expansion in u and v at v/u fixed. The same series were analyzed in Ref. [437] using the
pseudo ǫ-expansion technique [693]. In the analysis of the five-loop ǫ expansion reported in Ref. [270],
beside the large-order behavior of the series, the exact two-dimensional result Nc = 2 was used to perform
a constrained analysis (for the method, see Sec. 2.4.3).
The results of the FT analysis, see Table 33, show that in the Heisenberg case, i.e. N = 3, the isotropic
FP is unstable, while the cubic one is stable. Indeed, the smallest eigenvalue ω2 is positive at the cubic
FP, and negative at the symmetric one. The analyses of the six-loop fixed-dimension series give [270]
ω2,c = 0.010(4), ω2,s = −0.013(6), and [437] ω2,c = 0.015(2). The other eigenvalue ω1 turns out to be much
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larger, i.e. ω1 = 0.781(4) at the cubic FP [270]. The critical value Nc is therefore smaller than three, but
close to it: FT analyses show that Nc . 2.9. Note that the recent study [1064], based on CRG methods,
provides an apparent contradictory result, i.e. Nc > 3, probably due to the low level of approximation in
the corresponding derivative expansion.
For the physically relevant case N = 3, the cubic critical exponents differ very little from those of the
Heisenberg universality class. The analyses of Refs. [270] and [437] give respectively νc = 0.706(6) and νc =
0.705(1), γc = 1.390(12) and γc = 1.387(1), ηc = 0.0333(26), which should be compared with the Heisenberg
exponents reported in Sec. 5.1.1. A more careful analysis of the six-loop fixed-dimension expansion [229]
shows that there are peculiar cancellations in the differences between the cubic and Heisenberg exponents,
obtaining
νc − νH = −0.0003(3), ηc − ηH = −0.0001(1), γc − γH = −0.0005(7). (11.12)
Note that these differences are much smaller that the typical experimental error, see Sec. 5.1.2. Therefore,
distinguishing the cubic and the Heisenberg universality class should be very hard, taking also into account
that crossover effects decay as t∆ with a very small ∆, i.e. ∆ = ω2,cνc = 0.007(3). These results justify
the discussion of Sec. 5, where we compared the experimental results with the theoretical predictions for
the O(3)-symmetric universality class, neglecting the effects of the cubic anisotropy. Using the most precise
estimates for the Heisenberg exponents, i.e. those denoted by MC+IHT in Table 23, and the differences
(11.12), one obtains νc = 0.7109(6), ηc = 0.0374(5) and γc = 1.3955(12).
Large corrections to scaling appear also for N = 2. Indeed, at the XY FP (the stable one), the subleading
exponent ω2 is given by ω2 = 0.103(8) [270]. Thus, even though the cubic-symmetric interaction is irrelevant,
it induces strong scaling corrections behaving as t∆, ∆ = ω2ν ≈ 0.06.
Estimates of the critical exponents at the cubic FP for N > 3 can be found in Ref. [270]. For N → ∞,
keeping Nu and v fixed, one can derive exact expressions for the exponents at the cubic FP. Indeed, for N →
∞ the system can be reinterpreted as a constrained Ising model [369], leading to a Fisher renormalization
of the Ising critical exponents [403]. One has [12, 16, 369]:
η = ηI +O (1/N) , ν =
νI
1− αI +O (1/N) , (11.13)
where ηI , νI , and αI are the critical exponents of the Ising model.
We mention that the equation of state for the cubic-symmetric critical theory is known to O(ǫ) in the
framework of the ǫ expansion [15]. Moreover, Ref. [875] reports a study of the n-point susceptibilities in the
HT phase using the fixed-dimension expansion.
Using RG arguments, it has been argued that the critical behavior of the four-state antiferromagnetic
Potts model on a cubic lattice should be described by the three-component φ4 theory (11.10) with cubic
anisotropy and with negative coupling v [103]. Thus, as a consequence of the RG flow for N > Nc shown in
Fig. 14, the system is expected to undergo a first-order phase transition since the region v < 0 is outside the
attraction domain of the stable cubic FP. Ref. [563] presents a MC study of the four-state antiferromagnetic
Potts model. The numerical results are however not conclusive on the nature of the transition.
It is worth noting that the computation of ω2 at the O(N) FP directly gives the crossover exponent φ4
associated with the spin-4 perturbation of the O(N) FP, see Sec. 1.5.8. Indeed, the quartic interaction can
be written as
u(φ2)2 + v
∑
i
φ4i = v
∑
i
Oiiii4 +
(
u+
3v
N + 2
)
(φ2)2, (11.14)
where Oijkl is the spin-4 operator defined in Sec. 1.5.8. The cubic perturbation is nothing but a particular
combination of the components of the spin-4 operator and therefore, φ4 = −ω2ν, where ω2 is the eigenvalue
of the stability matrix Ω associated with the cubic-symmetric interaction at the O(N) FP. Therefore, the
results for the cubic theory, see, e.g., Ref. [270], can be used to compute φ4. This correspondence implies that
the results for the stability of the O(N)-symmetric FP with respect to cubic perturbations can be extended
to all spin-4 perturbations. In particular, for N > Nc (resp. N < Nc) the O(N) FP is unstable (resp. stable)
under any spin-4 quartic perturbation.
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11.4 Randomly dilute spin models
The critical behavior of systems with quenched disorder is of considerable theoretical and experimental
interest. A typical example is obtained by mixing an (anti)-ferromagnetic material with a nonmagnetic one,
obtaining the so-called dilute magnets. These materials are usually described in terms of a lattice short-range
Hamiltonian of the form
Hx = −J
∑
<ij>
ρi ρj ~si · ~sj , (11.15)
where ~si is an M -component spin and the sum is extended over all nearest-neighbor sites. The quantities
ρi are uncorrelated random variables, which are equal to one with probability x (the spin concentration)
and zero with probability 1− x (the impurity concentration). The pure system corresponds to x = 1. One
considers quenched disorder, since the relaxation time associated with the diffusion of the impurities is much
larger than all other typical time scales, so that, for all practical purposes, one can consider the position
of the impurities fixed. For sufficiently low spin dilution 1− x, i.e. as long as one is above the percolation
threshold of the magnetic atoms, the system described by the Hamiltonian Hx undergoes a second-order
phase transition at Tc(x) < Tc(x = 1) (see, e.g., Ref. [1028] for a review).
The relevant question in the study of this class of systems is the effect of disorder on the critical behavior.
The Harris criterion [508] states that the addition of impurities to a system that undergoes a second-order
phase transition does not change the critical behavior if the specific-heat critical exponent αpure of the pure
system is negative. If αpure is positive, the transition is altered. Indeed the specific-heat exponent αrandom
in a disordered system is expected to be negative [24, 286, 746, 892, 1009, 1023]. Thus, if αpure is positive,
αrandom differs from αpure, so that the pure system and the dilute one have a different critical behavior.
In pure M -vector models with M > 1, the specific-heat exponent αpure is negative; therefore, according
to the Harris criterion, no change in the critical asymptotic behavior is expected in the presence of weak
quenched disorder. This means that in these systems disorder leads only to irrelevant scaling corrections.
Three-dimensional Ising systems are more interesting, since αpure is positive. In this case, the presence of
quenched impurities leads to a new random Ising universality class.
Theoretical investigations, using approaches based on RG [16, 26, 139, 320, 369, 434–437, 474, 475, 509,
552, 553, 584, 589, 597, 629, 725, 771–773, 775, 834, 835, 874, 897, 1000, 1001, 1006, 1007, 1064, 1078], and MC
simulations [97, 170, 171, 297, 537–539, 548, 557, 684, 764,765, 1099, 1100, 1111, 1127], support the existence of
a new random Ising FP describing the critical behavior along the Tc(x) line: critical exponents are dilution
independent (for sufficiently low dilution) and different from those of the pure Ising model. We mention
that, in the presence of an external magnetic field along the uniaxial direction, dilute Ising systems present
a different critical behavior, equivalent to that of the random-field Ising model [415], which is also the object
of intensive theoretical and experimental investigations (see, e.g., Refs. [117, 118,827]).
Experiments confirm the theoretical picture. Crystalline mixtures of an Ising-like uniaxial antiferro-
magnet (e.g., FeF2, MnF2) with a nonmagnetic material (e.g., ZnF2) provide a typical realization of the
random Ising model (RIM) (see, e.g., Refs. [109, 119, 120, 123, 124, 153, 356, 389, 528, 543, 790, 795, 939, 957,
1012–1015, 1057]). Some experimental results are reported in Table 34. This is not a complete list, but it
gives an overview of the experimental state of the art. Recent reviews of the experiments can be found in
Refs. [117, 118, 436, 437]. The experimental estimates are definitely different from the values of the critical
exponents for pure Ising systems. Moreover, they appear to be independent of concentration.
Several experiments also tested the effect of disorder on the λ-transition of 4He that belongs to the XY
universality class, corresponding toM = 2 [282,397,630,1072,1091,1142]. They studied the critical behaviour
of 4He completely filling the pores of porous gold or Vycor glass. The results indicate that the transition is
in the same universality class of the λ-transition of the pure system, in agreement with the Harris criterion.
Ref. [1091] reports ν = 0.67(1) and Ref. [1142] finds that the exponent ν is compatible with 2/3. These
estimates agree with the best results for the pure system reported in Sec. 4.2. 38
Experiments on disordered magnetic materials of the isotropic random-exchange type show that the
critical exponents are unchanged by disorder, see Sec. 5.1.2, confirming the theoretical expectation.
38Experiments for 4He in aerogels find larger values for the exponent ν [282,283,816]. The current explanation of these results
is that, in aerogels, the silica network is correlated to long distances, and therefore, the Harris criterion and the model studied
here do not apply. A simple model describing these materials was studied in Ref. [699].
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Table 34: Experimental estimates of the critical exponents for systems in the RIM universality class, taken
from Ref. [436].
Ref. Material x γ ν α β
[795] 2000 MnxZn1−xF2 0.35 ≈ 1.31 ≈ 0.69
[1014] 1999 FexZn1−xF2 0.93 1.34(6) 0.70(2)
[1012] 1998 FexZn1−xF2 0.93 −0.10(2)
[543] 1997 FexZn1−xF2 0.5 0.36(2)
[124] 1996 FexZn1−xF2 0.52 0.35
[123] 1995 FexZn1−xF2 0.5 0.35
[1057] 1988 MnxZn1−xF2 0.5 0.33(2)
[939] 1988 MnxZn1−xF2 0.40, 0.55, 0.83 −0.09(3)
[957] 1988 FexZn1−xF2 0.9 0.350(9)
[790] 1986 MnxZn1−xF2 0.75 1.364(76) 0.715(35)
[109] 1986 FexZn1−xF2 0.925− 0.950 0.36(1)
[120] 1986 FexZn1−xF2 0.46 1.31(3) 0.69(1)
[153] 1983 FexZn1−xF2 0.5, 0.6 1.44(6) 0.73(3) −0.09(3)
[356] 1981 MnxZn1−xF2 0.864 0.349(8)
The randomly dilute Ising model (11.15) has been investigated by many numerical simulations (see, e.g.,
Refs. [97, 170, 171, 297, 537–539, 548, 684, 765, 1099, 1100, 1111, 1127]). The first simulations were apparently
finding critical exponents depending on the spin concentration. Later, Refs. [539, 584] remarked that this
could be a crossover effect: the simulations were not probing the critical region and were computing effective
exponents strongly affected by corrections to scaling. Recently, the critical exponents were computed using
FSS techniques [97]. The authors found very strong corrections to scaling, decaying with a rather small
exponent ω = 0.37(6)—correspondingly ∆ = ων = 0.25(4)—which is approximately a factor of two smaller
than the corresponding pure-system exponent. By taking into proper account the confluent corrections, they
showed that the critical exponents are universal with respect to variations of the spin concentration in a
wide interval above the percolation point. Their final estimates are [97]
γ = 1.342(10), ν = 0.6837(53), η = 0.0374(45). (11.16)
The starting point of the FT approach to the study of ferromagnets in the presence of quenched disorder
is the LGW Hamiltonian [474]
H =
∫
ddx
{
1
2
(∂µφ(x))
2 +
1
2
rφ(x)2 +
1
2
ψ(x)φ(x)2 +
1
4!
g0
[
φ(x)2
]2}
, (11.17)
where r ∝ T − Tc, and ψ(x) is a spatially uncorrelated random field with Gaussian distribution
P (ψ) =
1√
4πw
exp
[
−ψ
2
4w
]
. (11.18)
We consider quenched disorder. Therefore, in order to obtain the free energy of the system, one must
compute the partition function Z(ψ, g0) for a given distribution ψ(x), and then average the corresponding
free energy over all distributions with probability P (ψ). Using the standard replica trick, it is possible to
replace the quenched average with an annealed one. First, the system is replaced by N non-interacting
copies with annealed disorder. Then, integrating over the disorder, one obtains the Hamiltonian [474]
HMN =
∫
ddx
{∑
i,a
1
2
[
(∂µφa,i)
2 + rφ2a,i
]
+
∑
ij,ab
1
4!
(u0 + v0δij)φ
2
a,iφ
2
b,j
}
, (11.19)
where a, b = 1, ...M and i, j = 1, ...N . The original system, i.e. the dilute M -vector model, is recovered in
the limit N → 0. Note that the coupling u0 is negative (being proportional to minus the variance of the
quenched disorder), while the coupling v0 is positive.
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Figure 15: RG flow in the coupling plane (u, v) for (a) Ising (M = 1) and (b) M -component (M > 1)
randomly dilute systems.
In this formulation, the critical properties of the dilute M -vector model can be investigated by studying
the RG flow of the Hamiltonian (11.19) in the limit N → 0, i.e. HM0. One can then apply conventional
computational schemes, such as the ǫ expansion, the fixed-dimension d = 3 expansion, the scaling-field
method, etc. In the RG approach, if the FP corresponding to the pure model is unstable and the RG flow
moves towards a new random FP, then the random system has a different critical behavior.
In the RG approach one assumes that the replica symmetry is not broken. In recent years, however,
this picture has been questioned [348–350] on the ground that the RG approach may not take into account
other local minimum configurations of the random Hamiltonian (11.17), which may cause the spontaneous
breaking of the replica symmetry. Arguments in favor of the stability of the critical behavior with respect to
replica-symmetry breaking are reported in Ref. [934]. They consider an appropriate effective Hamiltonian
allowing for possible replica-symmetry breaking terms and, using two-loop calculations, argue that the
replica-symmetric FP is stable.
For generic values of M and N , the Hamiltonian HMN describes M coupled N -vector models and it
is usually called MN model [16]. Figure 15 sketches the expected flow diagram for Ising (M = 1) and
multicomponent (M > 1) systems in the limit N → 0. There are four FP’s: the trivial Gaussian one, an
O(M)-symmetric FP, a self-avoiding walk (SAW) FP and a mixed FP. We recall that the region relevant for
quenched disordered systems corresponds to negative values of the coupling u [26,474]. The SAW FP is stable
and corresponds to the (MN)-vector theory for N → 0, but it is not of interest for the critical behavior of
randomly dilute spin models, since it is located in the region u > 0. The stability of the other FP’s depends
on the value of M . Nonperturbative arguments [16, 968] show that the stability of the O(M) FP is related
to the specific-heat critical exponent of the O(M)-symmetric theory. Indeed, HMN at the O(M)-symmetric
FP can be interpreted as the Hamiltonian of N M -vector systems coupled by the O(MN)-symmetric term.
Since this interaction is the sum of the products of the energy operators of the differentM -vector models, the
crossover exponent associated with the O(MN)-symmetric quartic interaction is given by the specific-heat
critical exponent αM of the M -vector model, independently of N . This implies that for M = 1 (Ising-like
systems) the pure Ising FP is unstable since φ = αI > 0, while for M > 1 the O(M) FP is stable given that
αM < 0, in agreement with the Harris criterion. For M > 1 the mixed FP is in the region of positive u and
is unstable [16]. Therefore, the RG flow of the M -component model with M > 1 is driven towards the pure
O(M) FP. Quenched disorder yields corrections to scaling proportional to the spin dilution and to |t|∆r with
∆r = −αM . Note that, for the physically interesting two- and three-component models, the absolute value
of αM is very small: α2 ≈ −0.014 and α3 ≈ −0.13. Thus, disorder gives rise to very slowly-decaying scaling
corrections. For Ising-like systems, the pure Ising FP is instead unstable, and the flow for negative values
of the quartic coupling u leads to the stable mixed or random FP which is located in the region of negative
values of u. The above picture emerges clearly in the framework of the ǫ expansion, although the RIM FP
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Table 35: FT estimates of the critical exponents for the RIM universality class. Here “d = 3 exp” denotes
the massive scheme in three dimensions, “d = 3 MS” the minimal subtraction scheme without ǫ expansion.
All perturbative results have been obtained by means of Pade´-Borel or Chisholm-Borel resummations, except
the results of Ref. [771] indicated by “ǫW” obtained using the ǫ-algorithm of Wynn and of those of Ref. [908].
Ref. Method γ ν η α β ω
[908] 2000 d = 3 exp O(g6) 1.330(17) 0.678(10) 0.030(3) −0.034(30) 0.349(5) 0.25(10)
[874] 2000 d = 3 exp O(g5) 1.325(3) 0.671(5) 0.025(10) −0.013(15) 0.344(4) 0.32(6)
[435, 436] 2000 d = 3 MS O(g4) 1.318 0.675 0.049 −0.025 0.354 0.39(4)
[1078] 2000 d = 3 exp O(g4) 1.336(2) 0.681(12) 0.040(11) −0.043(36) 0.354(7) 0.31
[771] 1989 d = 3 exp O(g4) 1.321 0.671 0.031 −0.013 0.346
[771] 1989 d = 3 exp O(g4) ǫW 1.318 0.668 0.027 −0.004 0.343
[775] 1989 d = 3 exp O(g4) 1.326 0.670 0.034 −0.010 0.346
[1064] 2002 CRG 1.306 0.67 0.05 −0.01 0.352
[835] 1982 scaling field 0.697 −0.09 0.42
is of order
√
ǫ [629] rather than ǫ.
The Hamiltonian HMN has been the object of several FT studies, especially for M = 1 and N = 0,
the case that describes the RIM. In Table 35 we report a summary of the FT results obtained for the RIM
universality class. Several computations have been done in the framework of the ǫ expansion and of the
fixed-dimension d = 3 expansion. Other results have been obtained by nonperturbative methods (CRG and
scaling field) [835,1064],
The analysis of the FT expansions is made difficult by the more complicated analytic structure of the
field theory corresponding to quenched disordered models. This issue has been investigated considering the
free energy in zero dimensions. The large-order behavior of its double expansion in the quartic couplings u
and v, F (u, v) =
∑
ij ciju
ivj , shows that the expansion in powers of v, keeping the ratio u/v fixed, is not
Borel summable [173]. As shown in Ref. [778], this a consequence of the fact that, because of the quenched
average, there are additional singularities corresponding to the zeroes of the partition function Z(ψ, g0)
defined using the Hamiltonian (11.17). The problem is reconsidered in Ref. [37]. In the same context of the
zero-dimensional model, it is shown that a more elaborate resummation can provide the correct determination
of the free energy from its perturbative expansion. The procedure is still based on a Borel summation, which
is performed in two steps: first, one writes F (u, v) =
∑
i ei(v)u
i where ei(v) =
∑
j cijv
j and resums the
coefficient functions ei(v) of the series in u; then, one resums the resulting series in the coupling u. There is no
proof that this procedure works also in higher dimensions, since the method relies on the fact that the zeroes
of the partition function stay away from the real values of v. This is far from obvious in higher-dimensional
systems.
TheMN model has been extensively studied in the framework of the ǫ expansion [16,26,320,474,475,509,
589,629,658,725,834,897,1000,1001,1007]. Several studies also considered the equation of state [475,834,1007]
and the two-point correlation function [475,897]. In spite of these efforts, studies based on the ǫ expansion
have not been able to go beyond a qualitative description of the physics of three-dimensional randomly dilute
spin models. The
√
ǫ expansion [629] turns out not to be effective for a quantitative study of the RIM (see,
e.g., the analysis of the five-loop series done in Ref. [1001]). The related minimal-subtraction renormalization
scheme without ǫ expansion [984] have been also considered. The three-loop [584] and four-loop [434–436]
results turn out to be in reasonable agreement with the estimates obtained by other methods. At five loops,
however, no random FP is found [436] using this method. This negative result has been interpreted as a
consequence of the non-Borel summability of the perturbative expansion. In this case, the four-loop series
might represent the “optimal” truncation.
The most precise FT results have been obtained using the fixed-dimension expansion in d = 3. Several
quantities have been computed: the critical exponents [435, 552, 553, 597, 771, 773, 775, 874, 908, 1006, 1078],
the equation of state [139], ratios of n-point susceptibilities in the HT phase [876], and the hyperuniversal
ratio R+ξ [139, 772]. The RG functions of the MN model were calculated to six-loops in Ref. [908]. In the
case relevant for the RIM universality class, i.e. M = 1 and N = 0, several methods of resummation have
been applied. In Ref. [908] the method proposed in Ref. [37] was applied to the three-dimensional series. The
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Figure 16: The ground-state configuration of three XY spins on a triangle coupled antiferromagnetically.
analysis of the β-functions for the determination of the FP does not lead to a particularly accurate estimate
of the random FP. Nonetheless, the RG functions associated with the exponents are largely insensitive to the
exact position of the FP, so that accurate estimates of the critical exponents can still be obtained, see Table
35. Earlier analysis of the RIM series up to five-loops were done using Pade´-Borel-Leroy approximants [874],
thus assuming Borel summability. In spite of the fact that the series are not Borel summable, the results for
the critical exponents turn out to be relatively stable, depending very little on the order of the series and the
details of the analysis. They are in substantial agreement with the six-loop results of Ref. [908]. This fact
may be explained by the observation of Ref. [173] that the Borel resummation applied in the standard way
(i.e. at fixed v/u) may give a reasonably accurate result if one truncates the expansion at an appropriate
point, i.e. for not too long series.
In conclusion, the agreement among FT results, experiments, and MC estimates is overall good. The
FT method appears to have a good predictive power, in spite of the complicated analytic structure of the
theory.
For M ≥ 2 and N = 0 the analysis of the corresponding six-loop series shows that no FP exists in the
region u < 0 and that the O(M)-symmetric FP is stable [908], in agreement with the Harris criterion.
Finally, we mention that the combined effect of cubic anisotropy and quenched uncorrelated impurities
on multicomponent systems has been studied in Ref. [229].
11.5 Frustrated spin models with noncollinear order
11.5.1 Physical relevance
The critical behavior of frustrated spin systems with noncollinear or canted order has been the object
of intensive theoretical and experimental studies (see, e.g., Refs. [299, 622, 623] for recent reviews on this
subject). Noncollinear order is due to frustration that may arise either because of the special geometry
of the lattice, or from the competition of different kinds of interactions. Typical systems of the first type
are three-dimensional stacked triangular antiferromagnets (STA’s), where magnetic ions are located at each
site of a three-dimensional stacked triangular lattice. Examples are some ABX3-type compounds, where A
denotes elements such as Cs and Rb, B is a magnetic ion such as Mn, Ni, and V, and X stands for halogens
as Cl, Br, and I. Analogous behavior is observed in some BX2 materials like VCl2 and VBr2. See Ref. [299]
for a detailed description of the magnetic behavior of these materials. Frustration due to the competition of
interactions may be realized in helimagnets, in which a magnetic spiral is formed along a certain direction
of the lattice. The rare-earth metals Ho, Dy, and Tb provide physical examples of such systems.
All these systems are strongly anisotropic and the critical behavior is complex due to the competition
between the c-axis coupling and the uniaxial anisotropy. Effective Hamiltonians describing the phase diagram
of these compounds in a magnetic field are discussed in Refs. [621,624,917–919]. Mean-field and RG analyses
predict several transition lines and the appearance of tetracritical and bicritical points, in good agreement
with experiments.
The main point under discussion is the nature of the critical behavior. In particular, the question is
whether along some transition lines or at the multicritical points one should observe a new chiral universality
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class, as originally conjectured by Kawamura [615, 616]. On this question, there is still much debate, FT
methods, MC simulations, and experiments providing contradictory results in many cases.
11.5.2 Models
According to RG theory, the existence of a new (chiral) universality class may be investigated in simplified
models retaining the basic features of the physical systems. One considers a three-dimensional stacked
triangular lattice, which is obtained by stacking two-dimensional triangular layers, and the Hamiltonian
HSTA = −J
∑
〈vw〉xy
~s(v) · ~s(w) − J ′
∑
〈vw〉z
~s(v) · ~s(w), (11.20)
where J < 0, the first sum is over nearest-neighbor pairs within the triangular layers (xy planes), and the
second one is over orthogonal interlayer nearest neighbors. The sign of J ′ is not relevant, since there is no
frustration along the direction orthogonal to the triangular layers. The variables ~s are N -dimensional unit
spins defined on the sites of the lattice; of course, N = 2 and N = 3 are the cases of physical relevance.
Triangular antiferromagnets are frustrated. Nonetheless, for N ≥ 2 they admit an ordered ground state.
For instance, for N = 2 the ground state shows the 120o structure of Fig. 16. There are two chirally
degenerate configurations, according to whether the noncollinear spin configuration is right- or left-handed.
The chiral degrees of freedom are related to the local quantity [618]
Cij ∝
∑
<vw>∈△
[si(v)sj(w) − sj(v)si(w)] , (11.21)
where the summation runs over the three bonds of the given triangle.
Helimagnets can be modeled similarly. A simple model Hamiltonian is (see, e.g., Ref. [622])
Hh = −J1
∑
〈ij〉nn
~si · ~sj − J2
∑
〈ij〉nnn,z
~si · ~sj , (11.22)
where the first sum represents nearest-neighbor ferromagnetic interactions, so that J1 > 0, while the second
one describes antiferromagnetic next-nearest-neighbor interactions, i.e. J2 < 0, along only one crystallo-
grafic axis z. In the LT phase, depending on the values of J1 and J2, competition of ferromagnetic and
antiferromagnetic interactions may lead to incommensurate helical structures along the z-axis. The chiral
degeneracy discussed in STA’s is also present in helimagnets.
On the basis of the structure of the ground state, one expects a breakdown of the symmetry from O(N)
in the HT phase to O(N − 2) in the LT phase. Therefore, the LGW Hamiltonian describing these systems
must be characterized by a matrix order parameter. The determination of the effective Hamiltonian goes
through fairly standard steps. One starts from the spin model (11.20), performs a Hubbard-Stratonovich
transformation that allows to replace the fixed-length spins with variables of unconstrained length, expands
around the instability points, and drops terms beyond quartic order [618]. One finally obtains the O(N) ×
O(M) symmetric Hamiltonian [618,622]
H =
∫
ddx
{1
2
∑
a
[
(∂µφa)
2 + rφ2a
]
+
1
4!
u0
(∑
a
φ2a
)2
+
1
4!
v0
∑
a,b
[
(φa · φb)2 − φ2aφ2b
]}
, (11.23)
where φa (1 ≤ a ≤M) areM sets of N -component vectors. The caseM = 2 with v0 > 0 describes frustrated
systems with noncollinear ordering such as STA’s. Negative values of v0 correspond to simple ferromagnetic
or antiferromagnetic ordering, and to magnets with sinusoidal spin structures [618].
We mention a few other applications of the Hamiltonian (11.23). The superfluid phase of liquid 3He can
be described by a field theory for complex 3×3 matrices representing fermion pairs. Due to the magnetic
dipole-dipole interaction that couples orbital momentum and spin, the superfluid order parameter is expected
to have O(3)×U(1) symmetry, which is the symmetry of the Hamiltonian (11.23) for M = 2 and N = 3.
According to Refs. [88, 593], in the absence of an external magnetic field and neglecting the strain free-
energy term, the transition from normal to planar superfluid is described by the effective LGW Hamiltonian
(11.23) with v0 < 0. The same LGW Hamiltonian, but with v0 > 0, should describe the transition from
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Table 36: Theoretical estimates of the critical exponents for two- and three-component chiral systems.
Results labeled MC have been obtained by means of Monte Carlo simulations, those labeled FT from the
analysis of six-loop perturbative field-theoretic expansions in d = 3.
Ref. Method γ ν β α η
N = 2 [901] 2000 FT 1.10(4) 0.57(3) 0.31(2) 0.29(9) 0.09(1)
[1156] 2001 MC 1.074(13) 0.514(7)
[169] 1996 MC 1.15(5) 0.48(2) 0.25(2) 0.46(10)
[920] 1994 MC 1.03(4) 0.50(1) 0.24(2) 0.46(10)
[620] 1992 MC 1.13(5) 0.54(2) 0.253(10) 0.34(6)
N = 3 [901] 2000 FT 1.06(5) 0.55(3) 0.30(2) 0.35(9) 0.10(1)
[146] 1994 MC 1.176(20) 0.585(9) 0.289(10)
[756] 1994 MC 1.185(3) 0.586(8) 0.285(11)
[721] 1994 MC 1.25(3) 0.59(1) 0.30(2)
[620] 1992 MC 1.17(7) 0.59(2) 0.30(2) 0.24(8)
normal to superfluid A1 phase in the presence of a magnetic field [88, 593]. The model (11.23) can be also
applied to the superconducting phase transition of heavy-fermion superconductors such as UPt3 [596], and
to the quantum phase transition of certain Josephson-junction arrays in a magnetic field [469] (see also
Ref. [55] for a discussion of these systems). One may also consider more general O(N)×O(M) models with
M > 2 [67, 347,619,622,719,755,946,1063]. In particular, the principal chiral model with N = M = 3 may
be relevant for magnets with noncollinear noncoplanar spin ordering.
In the following we only consider the M = 2 case that is relevant for frustrated models with noncollinear
order. In this case the LGW Hamiltonian (11.23) can also be written in terms of an N -component complex
field ψ as [55]
H =
∫
ddx
[
1
2
(∂µψ
∗∂µψ + rψ
∗ψ) +
1
4!
y0 (ψ
∗ · ψ)2 + 1
4!
w0|ψ · ψ|2
]
. (11.24)
The couplings of the models (11.23) and (11.24) are related by y0 = u0 − v0/2 and w0 = v0/2. Note also
that, for N = 2, the transformation
φ11 =
φ′11 − φ′22√
2
, φ12 =
φ′12 − φ′21√
2
, φ21 =
φ′12 + φ
′
21√
2
, φ22 =
φ′11 + φ
′
22√
2
,
u′0 = u0 + v0/2, v
′
0 = −v0 (11.25)
maps the chiral Hamiltonian (11.23) into the Hamiltonian (11.19) of the MN model with M = 2, N = 2.
11.5.3 Theoretical results
The critical behavior of frustrated systems with noncollinear order is quite controversial, since different
theoretical methods, such as MC, CRG, and perturbative FT approaches provide contradictory results. Since
all these approaches rely on different approximations and assumptions, their comparison and consistency is
essential before considering the issue substantially understood.
Frustrated models with noncollinear order have been much studied using FT RG methods [55,57,67,80,
88,104,225,447,592,617,618,724,901–903,1060,1061,1092,1158]. Two different expansion schemes have been
used: the ǫ expansion and the fixed-dimension d = 3 expansion.
A detailed discussion of the ǫ-expansion results is presented in Ref. [622]. Near four dimensions, the ǫ
expansion predicts four regimes. For N > N+, there are four FP’s: the Gaussian FP, the O(2N) FP, the XY
FP and a mixed FP. The latter is the stable one and can be identified with the chiral FP. For N− < N < N+,
only the Gaussian and the Heisenberg O(2N)-symmetric FP’s are present, and none of them is stable. For
NH < N < N−, there are again four FP’s, but none of them belongs to the physically relevant region v0 > 0.
For N < NH , there are four FP’s, and the Heisenberg O(2N)-symmetric FP is the stable one. Three-loop
calculations [57] give
N+ = 21.80− 23.43ǫ+ 7.09ǫ2 +O(ǫ3),
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N− = 2.20− 0.57ǫ+ 0.99ǫ2 +O(ǫ3),
NH = 2− ǫ+ 1.29ǫ2 +O(ǫ3). (11.26)
Therefore, according to a “smooth extrapolation” of this scenario to three dimensions, the existence of chiral
universality classes for N = 2, 3 requires N+ < 3 in three dimensions. The analysis of the ǫ expansion
of N+ [55, 57, 901] shows that N+ ≈ 5 in three dimensions. This estimate of N+ is confirmed by CRG
calculations, giving N+ ≈ 4 [1060] and N+ ≈ 5 [1061]. Therefore, there is a rather robust indication
that N+ > 3 in three dimensions, so that the stable chiral FP found near d = 4 is not relevant for the
three-dimensional physics of these systems.
On the other hand, one cannot exclude the existence of FP’s that are not smoothly connected with the
FP’s described by the ǫ expansion. The investigation of such a possibility requires a strictly three-dimensional
scheme. For both N = 2 and N = 3 cases, high-order calculations in the framework of the fixed-dimension
d = 3 expansion support the existence of a stable FP corresponding to the conjectured chiral universality
class, and the RG flow diagram drawn in Fig. 17. Indeed, the six-loop analysis of Ref. [901] provides a rather
robust evidence of their existence, contradicting earlier FT results based on three-loop series [55, 724]. In
Ref. [226], on the basis of the six-loop fixed-dimension series, it has been argued that the stable chiral FP
is actually a focus, essentially because the eigenvalues of its stability matrix turn out to be complex (only
the positivity of their real part is required for the stability of the FP). The exponents at the chiral FP are
given in Table 36. The major drawback of this computation is that the chiral FP lies in a region where
the perturbative expansions are not Borel summable, although it is still within the region in which one can
take into account the leading large-order behavior by a standard analysis based on a Borel transformation.
Nevertheless, the observed stability of the results with the order of the series, from four to six loops, appears
quite robust. We also mention that in the fixed-dimension approach, no FP is found for 5 ∼< N ∼< 7, while
for N ∼> 7, a stable chiral FP is again present. These results may be interpreted as follows. The stable
FP found for N ∼> 7 is smoothly related to the large-N and small-ǫ chiral FP. Such a FP disappears for
5 ∼< N ∼< 7, so that we can identify 5 ∼< N+ ∼< 7, in agreement with the above-reported estimates. According
to the ǫ-expansion scenario, for N < N+ no stable FP’s should be found. However, the existence of a stable
chiral FP for N = 2, 3 indicates that the situation is more complex in three dimensions: another value
3 < Nd3 < N+ exists such that, for N < Nd3, the system shows again a chiral critical behavior with a FP
unrelated to the small-ǫ and large-N chiral FP.
The new chiral FP’s found for N = 2, 3 should describe the apparently continuous transitions observed
in XY and Heisenberg chiral systems. Note that the presence of a stable FP does not exclude the possibility
that some systems undergo a first-order transition. Symmetry arguments are not sufficient to establish the
order of the transition. Indeed, within the RG approach, first-order transitions are still possible for systems
that are outside the attraction domain of the chiral FP. In this case, the RG flow would run away to a first-
order transition. This means that, even if some systems show a universal continuous transition related to the
presence of a stable FP, other systems may exhibit a first-order transition. The different behavior of these
systems is not due to the symmetry, but arises from the particular values of the microscopic parameters,
which may be or not be in the attraction domain of the stable FP.
Studies based on approximate solutions of continuous RG equations (CRG) [1060–1062,1158] favor a weak
first-order transition, since no evidence of stable FP’s has been found. In this scenario, the transition should
be weak enough to effectively appear as continuous in experimental works. The weakness of the transition is
somehow supported by the observation of a range of parameters in which the RG flow appears very slow, with
effective critical exponents close to those found in experiments, for instance ν = 0.53, γ = 1.03, β = 0.28 for
N = 3. Note however that, as already discussed in Sec. 2.4.4, the practical implementation of CRG methods
requires approximations and/or truncations of the effective action. Ref. [1158] employed a local potential
approximation (LPA); Ref. [1060] used a more refined approximation that allows for an anomalous scaling
of the field and therefore for a nontrivial value of η (ILPA); finally, Ref. [1062] mentioned some attempts for
a partial first-order derivative expansion approximation. These approximations are essentially limited to the
lowest orders of the derivative expansion, so that their results may not be conclusive.
Also MC simulations (see, e.g., Refs. [146,169,338,341,564,615,616,620,678,719,721–723,756,920,1156,
1157]) have not been conclusive in setting the question. Most simulations of the STA Hamiltonian observe
second-order phase transitions. Some results are reported in Table 36. We observe small differences among
the results of the MC simulations and the FT approach. Moreover, some MC results are not consistent
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with general exponent inequalities. Indeed, one must have η ≥ 0, which follows from the unitarity of the
corresponding quantum field theory [889, 1152] (one may show that the model (11.15) is reflection positive
and thus the corresponding field theory is unitary). Using γ = (2 − η)ν and β = 12ν(1 + η), we obtain
the inequalities γ ≤ 2ν and β ≥ 12ν. As it can be seen from the results of Table 36, the first inequality is
not satisfied by the results of Refs. [169, 721,1156], while the second one is barely satisfied by the results of
Ref. [620]. This fact has been interpreted as an additional indication in favor of the first-order transition
hypothesis [723, 724]. But, it may also be explained by sizeable scaling corrections, that are neglected in all
these numerical studies. Ref. [564] reports simulations of various systems, and in particular STA spin systems.
The results favor a first-order transition, although the evidence that the asymptotic critical behavior has been
probed is not clear. We should also say that distinguishing a weak first-order transition from a continuous
one is in general a hard task in numerical simulations. First-order transitions have been clearly observed in
MC investigations [722, 723] of modified lattice spin systems that, according to general universality ideas,
should belong to the same universality class of the Hamiltonian (11.20). But, as we already said, this does
not necessarily contradict the existence of a stable FP. Indeed, mean-field arguments suggest a first-order
transition for such modified systems [622].
Also higher values of N have been studied, although they are not of physical interest. For N = 6, MC
simulations [724] and CRG calculations [1060] provide evidence for a second-order phase transition, showing
also a good agreement in the estimates of the critical exponents.
We finally mention that in the many-component limit N →∞ at fixed M , the O(M)×O(N) theory can
be expanded in powers of 1/N [618, 622]. In the 1/N -expansion the transition in the noncollinear case, i.e.
for v > 0, is continuous, and the exponents have been computed to O(1/N2) [618,902]. For d = 3 andM = 2
the critical exponents are given by
ν = 1− 16
π2
1
N
−
(
56
π2
− 640
3π4
)
1
N2
+O
(
1
N3
)
,
η =
4
π2
1
N
− 64
3π4
1
N2
+O
(
1
N3
)
. (11.27)
11.5.4 Experimental results
For a critical discussion of the experimental results we refer to Refs. [299, 359, 622]. As already mentioned,
on the basis of symmetry, one expects two classes of systems to have a similar behavior: STA’s and heli-
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Table 37: Experimental estimates of the critical exponents for two- and three-component systems. We
report results for stacked triangular antiferromagnets (STA) and helimagnets (HM).
Material γ ν β α
N = 2 CsMnBr3 1.10(5) [602] 0.57(3) [602] 0.25(1) [602] 0.39(9) [1098]
STA 1.01(8) [769] 0.54(3) [769] 0.21(2) [769] 0.36(4) [1098]
0.24(2) [452] 0.40(5) [337]
0.22(2) [768]
RbMnBr3 0.28(2) [609]
CsNiCl3 0.243(5) [371] 0.37(8) [116]
0.342(5) [370]
CsMnI3 0.34(6) [116]
N = 2 Ho 1.24(15) [745] 0.57(4) [451] 0.37(10) [1055, 1056] 0.34(1) [590]
HM 1.14(10) [451] 0.54(4) [1056] 0.327 [1059] 0.27(2) [590]
0.41(4) [535] 0.10(2) [1098]
0.39(4) [535] 0.22(2) [1098]
0.39(2) [359]
0.38(1) [916]
Dy 1.05(7) [451] 0.57(5) [451] 0.39(1) [189] 0.18(2) [691]
0.38(2) [359] 0.16(1) [590]
N = 3 VCl2 1.05(3) [603] 0.62(5) [603] 0.20(2) [603]
STA VBr2 0.30(5) [1134]
RbNiCl3 0.28(1) [864]
CsNiCl3 0.28(3) [371] 0.25(8) [116]
0.23(4) [370]
CsMnBr3 0.28(6) [1101]
0.44 [370]
CsMn(Br0.19I0.81)3 0.23(7) [205]
magnets. Apparently, all these systems show continuous phase transitions with the exception of CsCuCl3.
39
Experimental results are reported in Table 37. It is not a complete list, but it gives an overview of the
experimental state of the art. Additional results are reported in Refs. [299, 359,622].
Overall, experiments on STA’s favor a continuous transition belonging to a new chiral universality class.
The measured critical exponents are in satisfactory agreement with the theoretical results of Table 36.
However, as some MC results, the experimental estimates do not apparently satisfy the inequality β ≥ 12ν.
This fact could be explained by the presence of scaling corrections that are not considered in most of the
experimental analyses. Of course, another possible explanation [1060–1062,1158] is that no chiral universality
class exists, so that the transitions are weakly first-order ones and the measured exponents are simply
effective.
The behavior of helimagnets is even more controversial. The estimates of the exponent β are substantially
larger than the experimental results for STA’s and also than the theoretical results of Table 36. But, as
discussed in Ref. [622], special care should be taken in extracting information on the asymptotic critical
behavior of rare-earth metals, essentially due to the more complicated physical mechanism that gives rise
to the effective model (11.22) for helimagnets. Apart from the explanation in terms of a weak first-order
transition, it is also possible that experiments have not really probed the asymptotic regime. For a discussion,
see, e.g., Ref. [622]. Another possibility is that the current modelling of these systems becomes invalid near
the critical point. There could be other interactions that are quantitatively small, but still change the
asymptotic critical behavior of these systems. In both cases, one would be observing a crossover between
different regimes.
39 For this material the transition is of first order [1102]. Note however that CsCuCl3 is a peculiar material (see, e.g., Refs. [299,
622]), since the triangular crystal structure is distorted, probably due to an additional Dzyaloshinsky-Moriya interaction
∑ ~Dij ·
(~si ×~sj), where ~Dij is a vector pointing slightly off the z-axis. This interaction breaks the chiral symmetry and thus the chiral
universality class is expected to describe only pretransitional behavior as observed experimentally [299,622]. Some experiments
on Ho also found some evidence of a first-order transition. For a critical discussion of these studies, see Ref. [359].
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11.5.5 Chiral crossover exponents
In the standard O(N) model there is only one crossover exponent at quadratic order, which is associated with
the spin-2 operator defined in Sec. (1.5.8). In the O(M) × O(N) model, there are four different quadratic
operators [618, 622]. Two of them are particularly relevant, those associated with chirality and with the
uniform anisotropy. Correspondingly, we define chirality exponents φc, γc, and βc, and anisotropy exponents
φa, γa, and βa. These exponents are not independent: they are related by the relations (1.121).
The chirality exponents are associated with the operator (11.21), or in the FT framework, with the
operator
Ccd,kl(x) = φck(x)φdl(x)− φcl(x)φdk(x). (11.28)
For N = 2, there are several theoretical estimates. The analysis of six-loop perturbative series in the
framework of the fixed-dimension expansion [903] gives φc = 1.43(4), βc = 0.28(10). MC simulations
give: βc = 0.45(2), γc = 0.77(5), φc = 1.22(6) [620]; βc = 0.38(2), γc = 0.90(9), φc = 1.28(10) [920];
γc = 0.81(3) [1157]. The agreement is satisfactory, keeping into account the different systematic errors of
the various approaches. Such exponents have been recently measured in Refs. [915, 916]. For the XY STA
CsMnBr3, it was found [915] φc = 1.28(7), βc = 0.44(2), measured respectively in the HT and LT phases.
These results are in reasonable agreement with the theoretical ones for the XY chiral universality class. On
the other hand, for the helimagnet holmium it was found [916] βc = 0.90(3), γc = 0.68(6), which are sensibly
different from the theoretical results. Again, the reason for this discrepancy is unclear.
For N = 3 only theoretical estimates are available: perturbative FT gives φc = 1.27(4), βc = 0.38(10)
[903], while MC simulations give βc = 0.55(4), γc = 0.72(8), φc = 1.27(9) from Ref. [620] and βc = 0.50(2)
γc = 0.82(4) and φc = 1.32(5) from Ref. [756].
An important question is the relevance of the Z2 chiral symmetry for the critical behavior of these systems.
The experimental results of Ref. [915] show that chiral order and spin order occur simultaneously. Still, one
may wonder whether the absence of the Z2-symmetry changes the critical behavior of these systems. In
this respect, the results of Ref. [1156] are interesting. They considered two-dimensional spins on a stacked
triangular lattice and the biquadratic Hamiltonian
H = −J
∑
〈ij〉
(~si · ~sj)2 , (11.29)
with J < 0. Because of the Z2 gauge symmetry ~si → −~si, chirality is identically zero. Nonetheless, the
system shows a continuous transition with critical exponents γ = 1.072(9), ν = 0.520(3), that are clearly
compatible with the XY chiral exponents, but again they do not satisfy the relation γ < 2ν. These results
would suggest that frustration, not chirality, is the relevant ingredient characterizing the phase transition.
The anisotropy exponent φa describes the crossover near multicritical points in the presence of a magnetic
field. Experimental results are discussed in Ref. [622].
11.6 The tetragonal Landau-Ginzburg-Wilson Hamiltonian
In this section we study the critical behavior of statistical systems that are described by the three-coupling
LGW Hamiltonian
H =
∫
ddx
{∑
i,a
1
2
[
(∂µφa,i)
2 + rφ2a,i
]
+
∑
ij,ab
1
4!
(u0 + v0δij + w0δijδab)φ
2
a,iφ
2
b,j
}
, (11.30)
where a, b = 1, ...M and i, j = 1, ...N . Note that, as particular cases, one may recover the MN model, for
w0 = 0, the (M × N)-component model with cubic anisotropy for v0 = 0, and N decoupled M -component
cubic models for u0 = 0. The models withM = 2 are physically interesting: They should describe the critical
properties in some structural and antiferromagnetic phase transitions [16, 80, 478, 812–815, 829, 986, 1065].
Therefore, we will restrict ourselves to the caseM = 2. In the following the Hamiltonian (11.30) withM = 2
will be named tetragonal.
We mention that in the literature the tetragonal Hamiltonian is also written in terms of a 2N -component
vector field ϕi:
H =
∫
ddx
{1
2
2N∑
i=1
[
(∂µϕi)
2 + rϕ2i
]
+
1
4!
z1(
2N∑
i=1
ϕ2i )
2 +
1
4!
z2
2N∑
i=1
ϕ4i +
1
4!
2z3
N∑
j=1
ϕ22j−1ϕ
2
2j
}
. (11.31)
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Figure 18: RG flow in the planes u = 0 and v = 0.
The relations between the two sets of couplings are z1 = u0, z2 = v0 + w0, and z3 = v0.
Note that the tetragonal Hamiltonian is symmetric under the transformation [667]
(φ1,i , φ2,i) −→ 1√
2
(φ1,i + φ2,i , φ1,i − φ2,i),
(u0, v0, w0) −→ (u0, v0 + 32w0,−w0). (11.32)
Many physical systems are expected to be described by the tetragonal Hamiltonian. Indeed, for N = 2
the tetragonal Hamiltonian should be relevant for the structural phase transition in NbO2 and, for w0 = 0,
for the antiferromagnetic transitions in TbAu2 and DyC2. The case N = 3 describes the antiferromagnetic
phase transitions in the K2IrCl6 crystal and, for w0 = 0, those in TbD2 and Nd. Experimental results show
continuous phase transitions in all the above-mentioned cases (see, e.g., Ref. [1065] and references therein).
The ǫ expansion analysis of the tetragonal Hamiltonian indicates the presence of eight FP’s [812–814].
In order to understand their physical properties, we begin by discussing the special cases when one of the
couplings is zero. As already mentioned, for u = 0 the model is equivalent to N decoupled cubic models
with two-component spins, while for v = 0 the model is equivalent to a cubic model with 2N -component
spins. Since N is supposed to be larger than one, using the results reported in Sec. 11.3, we conclude that
in the plane u = 0 the stable FP is the XY one, and the cubic and the Ising FP’s are equivalent because
they can be related through the symmetry (11.32). On the other hand, in the plane v = 0 the stable FP is
the cubic one. Figure 18 shows sketches of the flow diagram in the two planes u = 0 and v = 0.
In the case w = 0 the tetragonal Hamiltonian describes N coupled XY models. Such theories have four
FP’s [16,178]: the trivial Gaussian one, the XY one where the N XY models decouple, the O(2N)-symmetric
and the mixed tetragonal FP’s. The Gaussian one is again never stable. One can argue that, at the XY
FP, the crossover exponent related to the O(2N)-symmetric interaction is given by φ = αXY [16, 306, 968],
where αXY is the specific heat exponent of the XY model. This result is again based on the observation
that when w = 0 the tetragonal Hamiltonian describes N interacting XY models, and the O(2N)-symmetric
interaction can be represented as the product of two energy operators of the XY subsystems [968]. Since
αXY is negative, the XY FP should be stable with respect to the O(2N)-symmetric interaction. In turn,
one expects that the O(2N)-symmetric and the tetragonal FP’s are unstable. The resulting sketch of the
RG flow in the plane w = 0 is given by the case (A) of Fig. 19.
We have so identified seven out of eight FP’s. The eighth one can be obtained by applying the transfor-
mation (11.32) to the cubic FP lying in the v0 = 0 plane.
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Therefore, the above-reported analysis leaves us with three possible stable FP points: the cubic one in
the v = 0 plane and its symmetric counterpart, and the XY FP with u = w = 0. The cubic FP, which is
stable in the v = 0 plane, turns out to be unstable with respect to the quartic interaction associated with
the coupling v. This is clearly seen from the analyses of both the ǫ and the fixed-dimension expansions. Of
course, also its symmetric counterpart is unstable and therefore, the XY FP is the only—at least among
the FP’s predicted by the ǫ expansion—stable FP of the tetragonal theory, independently of the value of N .
Thus, systems described by the tetragonal Hamitonian are expected to have XY critical behavior.
The global stability of the XY FP has been apparently contradicted by FT studies. The analysis of
the two-loop ǫ expansion [812–814] predicts a globally stable tetragonal FP, which is the one in the plane
w = 0, and an unstable XY FP. In the plane w = 0, the predicted RG flow is given by case (B) of Fig. 19.
This fact should not come unexpected because αXY = ǫ/10 + O(ǫ
2), so that, according to the arguments
of Refs. [16, 306, 968], sufficiently close to d = 4 the FP describing N decoupled XY models is unstable
and the tetragonal FP dominates the critical behavior. However, in order to obtain reliable results in three
dimensions from the ǫ expansion, higher-order calculations with a proper resummation of the series are
necessary.
The RG flow (B) of Fig. 19 is further supported by recent higher-loop calculations. The stability of
the tetragonal FP has been confirmed by calculations up to O(ǫ4) in the framework of the ǫ-expansion
[320, 808, 811]. The same result has been obtained by a Pade`-Borel analysis of the three-loop series in
the framework of the fixed-dimension expansion [1006, 1024]. However, we mention that the authors of
Ref. [1024], noting the closeness of the apparently stable tetragonal and unstable XY FP’s, argued that the
respective stability-instability may be a misleading effect of the relatively few terms of the series.
In order to clarify this issue, we have extended the fixed-dimension expansion of the tetragonal Hamil-
tonian to six loops. Note that, since the tetragonal model for w0 = 0 is nothing but the MN model with
M = 2, the results of Sec. 11.5 show that, at least for N = 2, there is another stable FP in the region
v < 0, whose presence is not predicted by the ǫ expansion. In the following we will not investigate this issue,
although it would be worthwhile to perform a more systematic study, but we will only focus on the stability
properties of the XY FP.
The tetragonal FT theory is renormalized by introducing a set of zero-momentum conditions for the
one-particle irreducible two-point and four-point correlation functions, such as Eq. (11.3) and
Γ
(4)
ai,bj,ck,dl(0) = mZ
−2
φ (uAai,bj,ck,dl + vBai,bj,ck,dl + wCai,bj,ck,dl) (11.33)
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where, setting δai,bj ≡ δabδij ,
Aai,bj,ck,dl =
1
3 (δai,bjδck,dl + δai,ckδbj,dl + δai,dlδbj,ck) ,
Bai,bj,ck,dl = δijδikδil
1
3 (δabδcd + δacδbd + δadδbc) ,
Cai,bj,ck,dl = δijδikδil δabδacδad. (11.34)
The mass m, and the zero-momentum quartic couplings u, v, and w are related to the corresponding
Hamiltonian parameters by
u0 = muZuZ
−2
φ , v0 = mvZvZ
−2
φ , w0 = mwZwZ
−2
φ . (11.35)
The FP’s of the theory are given by the common zeros of the β-functions βu(u, v, w), βv(u, v, w), and
βw(u, v, w), associated with the couplings u, v, and w respectively. Their stability properties are controlled
by the matrix
Ω =
 ∂βu∂u ∂βu∂v ∂βu∂w∂βv
∂u
∂βv
∂v
∂βv
∂w
∂βw
∂u
∂βw
∂v
∂βw
∂w
 . (11.36)
We have computed the perturbative expansion of the two-point and four-point correlation functions to
six loops. The diagrams contributing to this calculations are approximately 1000. We handled them with
a symbolic manipulation program, which generates the diagrams and computes the symmetry and group
factors of each of them. We did not calculate the integrals associated with each diagram, but we used the
numerical results compiled in Ref. [843]. Summing all contributions, we determined the RG functions to six
loops. We report our results in terms of the rescaled couplings
u ≡ 16π
3
R2N u¯, v ≡ 16π
3
R2v¯, w ≡ 16π
3
w¯, (11.37)
where RK = 9/(8 +K). The resulting series are
βu¯ = −u¯+ u¯2 + 4
5
u¯v¯ +
2
3
u¯w¯ − 2(95 + 41N)
27(4 +N)2
u¯3 − 80
27(4 +N)
u¯2v¯ − 200
81(4 +N)
u¯2w¯
− 92
675
u¯v¯2 − 92
729
u¯w¯2 − 92
405
u¯v¯w¯ + u¯ (
∑
i+j+k≥3
b
(u)
ijk u¯
iv¯jw¯k), (11.38)
βv¯ = −v¯ + v¯2 + 6
4 +N
u¯v¯ +
2
3
v¯w¯ − 272
675
v¯3 − 724
135(4 +N)
u¯v¯2 − 2(185 + 23N)
27(4 +N)2
u¯2v¯
−40
81
v¯2w¯ − 92
729
v¯w¯2 − 308
81(4 +N)
u¯v¯w¯ + v¯ (
∑
i+j+k≥3
b
(v)
ijk u¯
iv¯jw¯k), (11.39)
βw¯ = −w¯ + w¯2 ++ 6
4 +N
u¯w¯ +
6
5
v¯w¯ − 308
729
w¯3 − 416
81(4 +N)
u¯w¯2 − 416
405
v¯w¯2
−2(185 + 23N)
27(4 +N)2
u¯2w¯ − 416
675
v¯2w¯ − 832
135(4 +N)
u¯v¯w¯ + w¯ (
∑
i+j+k≥3
b
(w)
ijk u¯
iv¯jw¯k). (11.40)
The coefficients b
(u)
ijk, b
(v)
ijk, b
(w)
ijk , with 3 ≤ i+ j+ k ≤ 6 are reported in the Tables 38, 39, and 40, respectively.
We report the RG functions ηφ and ηt to two loops only (the complete six-loop series are available on
request), since we will not use them in our analysis. They are
ηφ =
4(1 +N)
27(4 +N)2
u¯2 +
16
135(4 +N)
u¯v¯ +
8
81(4 +N)
u¯w¯ +
8
675
v¯2 +
8
405
v¯w¯ +
8
729
w¯2 + ... (11.41)
ηt = −1 +N
4 +N
u¯− 2
5
v¯ − 1
3
w¯ +
1 +N
(4 +N)2
u¯2 +
4
5(4 +N)
u¯v¯ +
2
25
v¯2 +
2
3(4 +N)
u¯w¯
+
4
30
v¯w¯ +
2
27
w¯2 + ... (11.42)
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In the following we limit ourselves to check the stability of the XY FP, whose coordinates are u∗ = 0,
v∗XY = 1.402(4) [233,481], and w
∗ = 0. One can easily see that the eigenvalues of the stability matrix (11.36)
at the XY FP are given simply by
ω1 =
∂βu
∂u
(0, v∗XY , 0), ω2 =
∂βv
∂v
(0, v∗XY , 0), ω3 =
∂βw
∂w
(0, v∗XY , 0). (11.43)
Note that ωi are N -independent, as it can be checked by looking at the corresponding series. According
to the nonpertubative argument reported above, the XY FP is stable, and the smallest eigenvalue of the
stability matrix Ω should be given by
ω1 = −αXY
νXY
, (11.44)
where αXY and νXY are the critical exponents of the XY model. In the analysis we exploit the knowledge
of the large-order behavior of the series, which is determined by the XY FP only and therefore it is the
same as the one of the O(2)-symmetric theory. We skip the details, since the analysis is identical to that
performed in Ref. [908] to study the stability of the O(M)-symmetric FP in the MN model. Our estimate
is
ω1 = 0.007(8). (11.45)
The stability of the XY FP is substantially confirmed, although the apparent error of the analysis does not
completely exclude the opposite sign for ω1. The estimate of ω1 turns out to be substantially consistent
with the value one obtains using Eq. (11.44). Indeed, αXY /νXY = −0.0217(12) using the recent estimates of
the XY critical exponents of Ref. [233], and αXY /νXY = −0.016(7) and αXY /νXY = −0.010(9) using the
estimates respectively of Ref. [481] and [693] that were obtained by a more similar technique, i.e. from the
analysis of the fixed-dimension expansion of the O(2)-symmetric model. It is easy to see that ω3 is equal to
the smallest eigenvalue of stability matrix of the two-component cubic model at the XY FP, see Sec. 11.3,
thus ω3 = 0.103(8). The eigenvalue ω2 is the one determining the leading scaling corrections in the XY
model and it is given by ω2 = 0.789(11) [481].
In conclusion the analysis of the six-loop fixed-dimension expansion turns out to be substantially con-
sistent with the nonperturbative prediction indicating that the XY FP is globally stable independently of
N .
11.7 LGW Hamiltonian with symmetry O(n1)⊕O(n2) and multicritical phenom-
ena
We now consider an N -component system with symmetry O(n1)⊕O(n2) with n1+n2 = N . The most general
Hamiltonian containing up to quartic terms is given by [407,669,913]
H =
∫
d3x
[
1
2 (∂µφ1)
2 + 12 (∂µφ2)
2 + 12r1φ
2
1 +
1
2r2φ
2
2 + u1(φ
2
1)
2 + u2(φ
2
2)
2 + wφ21φ
2
2
]
, (11.46)
where φ1, φ2 are n1-, n2-component fields with n1 + n2 = N . We are interested in the critical behavior at
the multicritical point, where two critical lines with O(n1) and O(n2) symmetry meet. For this purpose, one
must analyze the FP’s of the theory when both r1 and r2 are tuned to their critical value. According to the
O(ǫ) analysis of Ref. [669] (see also Ref. [19]) the model has six FP’s. Three of them, i.e. the Gaussian, the
O(n1) and the O(n2) FP’s, are always unstable. The other three FP’s are the bicritical O(N)-symmetric
FP, and the tetracritical decoupled and biconal FP’s. The stability of these FP’s depends on n1 and n2. For
the decoupled FP, one can use nonperturbative arguments to establish its stability properties with respect
to the w-interaction [19]. The RG dimension yw of the operator wφ
2
1φ
2
2 that couples the two fields φ1 and
φ2 is given by
yw =
α1
2ν1
+
α2
2ν2
, (11.47)
where αi and νi are the critical exponents of the O(ni) theory. For n1 ≥ 2 and n2 ≥ 2, we have αi < 0,
so that yw < 0. Therefore, the perturbation is irrelevant and the decoupled FP is stable. For n1 = 1,
the perturbation is irrelevant for ν2 > νI/(3νI − 1) ≈ 0.7077(2), where we have used the estimate of νI of
Ref. [243]. Therefore, the decoupled FP is stable for n2 ≥ 3 and unstable for n2 = 1, 2.
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In order to study the stability properties of the bicritical O(N) FP, we consider generic O(n1)⊕O(n2)
invariant perturbations Pml at the O(N)-summetric FP, where m is the power of the fields and l the spin
of the representation of the O(N) group [230]. For m = 2 (resp. 4), the only possible values of l are l = 0, 2
(resp. l = 0, 2, 4). Explicitly,
P2,0 = Φ2, P2,2 =
n1∑
i=1
Oii2 = φ21 −
n1
N
Φ2,
P4,0 = (Φ2)2, P4,2 = Φ2P2,2,
P4,4 =
n1∑
i=1
n2∑
j=n1+1
Oiijj4 = φ21φ22 −
Φ2(n1φ
2
2 + n2φ
2
1)
N + 4
+
n1n2(Φ
2)2
(N + 2)(N + 4)
, (11.48)
where Φ is the N -component field (φ1, φ2), and Oij2 , Oijkl4 are respectively the spin-2 and spin-4 operators
defined in Sec. 1.5.8 and expressed in terms of the field Φ. The perturbations P2,0 and P2,2 are always
relevant. They must be tuned to approach a multicritical point. As discussed in Sec. 11.3, any spin-4
perturbation—therefore, P4,4 too—of the O(N) FP is relevant for N > Nc with Nc ∼< 2.9. Therefore, the
O(N) FP is unstable for N ≥ 3. Note that, for N = 3, the associated crossover exponent is very small, i.e.
φ4 = 0.009(4).
The Hamiltonian (11.46) has been used to describe a variety of multicritical phenomena. We should
mention the critical behavior of uniaxial antiferromagnets in a magnetic field parallel to the field direc-
tion [669]—in this case n1 = 1 and n2 = 2—and the SO(5) theory of high-Tc superconductors [1144],
corresponding to n1 = 3 and n2 = 2, that was already discussed in Sec. 6.2. Note that the instability of
the O(3) FP implies that uniaxial antiferromagnets should not show a O(3)-symmetric bicritical transition
point. Since the decoupled FP is also unstable, the multicritical behavior should be controlled by the biconal
FP [230], which, however, is expected to be close to the O(3) FP, so that the critical exponents should be
very close to the Heisenberg ones. Thus, differences should be hardly distinguishable in experiments.
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Table 38: The coefficients b
(u)
ijk, cf. Eq. (11.38).
i, j, k R
−i
2N
R
−j
2
b
(u)
ijk
3,0,0 0.27385517 + 0.15072806N + 0.0074016064N2
2,1,0 0.903231 + 0.072942424N
1,2,0 0.60730385 + 0.0068245729N
0,3,0 0.13854816
2,0,1 0.67742325 + 0.054706818N
1,1,1 0.91095577 + 0.010236859N
0,2,1 0.31173336
1,0,2 0.4154565 + 0.0051184297N
0,1,2 0.27646528
0,0,3 0.090448951
4,0,0 −0.27925724 − 0.1836675N − 0.021838259N2 + 0.00018978314N3
3,1,0 −1.2584488 − 0.22200749N + 0.0032992093N2
2,2,0 −1.4679273 − 0.029437397N
1,3,0 −0.65789001 − 0.0052472383N
0,4,0 −0.11873585
3,0,1 −0.94383662 − 0.16650561N + 0.002474407N2
2,1,1 −2.201891 − 0.044156096N
1,2,1 −1.4802525 − 0.011806286N
0,3,1 −0.35620754
2,0,2 −0.96497888 − 0.024920289N
1,1,2 −1.3045513 − 0.010625658N
0,2,2 −0.47070809
1,0,3 −0.42331874 − 0.0035418858N
0,1,3 −0.30532865
0,0,4 −0.075446692
5,0,0 0.35174477 + 0.26485003N + 0.045288106N2 + 0.00043866975N3 + 0.000013883029 N4
4,1,0 2.0278677 + 0.51868097N + 0.0059085942N2 + 0.00033898434N3
3,2,0 3.4214862 + 0.18321912N + 0.0024313106N2
2,3,0 2.4773377 + 0.034202317N
1,4,0 0.92541748 + 0.0039821066N
0,5,0 0.1462366
4,0,1 1.5209008 + 0.38901073N + 0.0044314456N2 + 0.00025423826N3
3,1,1 5.1322293 + 0.27482868N + 0.0036469659N2
2,2,1 5.5740098 + 0.076955213N
1,3,1 2.7762524 + 0.01194632N
0,4,1 0.54838726
3,0,2 2.2073347 + 0.13067265N + 0.00142597N2
2,1,2 4.8290973 + 0.066949343N
1,2,2 3.5983005 + 0.016143463N
0,3,2 0.94562264
2,0,3 1.5315693 + 0.021353803N
1,1,3 2.2741668 + 0.010775585N
0,2,3 0.89377961
1,0,4 0.56035196 + 0.0026938962N
0,1,4 0.44016041
0,0,5 0.087493302
6,0,0 −0.5104989 − 0.4297050N − 0.09535750N2 − 0.0040017345N3 + 0.00003226842N4 + 0.00000141045N5
5,1,0 −3.5978778 − 1.20182N − 0.057714496N2 + 0.00061831126N3 + 0.000043766306N4
4,2,0 −8.0310329 − 0.80074836N − 0.0021586547N2 + 0.00029396543N3
3,3,0 −8.2478554 − 0.20470296N + 0.00055966931 N2
2,4,0 −4.7055601 − 0.028798289N
1,5,0 −1.4837563 − 0.0061256278N
0,6,0 −0.20437244
5,0,1 −2.6984083 − 0.90136504N − 0.043285872N2 + 0.00046373344N3 + 0.00003282473N4
4,1,1 −12.046549 − 1.2011225N − 0.0032379821N2 + 0.00044094814N3
3,2,1 −18.557675 − 0.46058167N + 0.0012592559N2
2,3,1 −14.11668 − 0.086394867N
1,4,1 −5.5640863 − 0.022971104N
0,5,1 −0.91967597
4,0,2 −5.1135549 − 0.53538355N − 0.0025247004N2 + 0.00015530699N3
3,1,2 −15.854479 − 0.41049007N + 0.00078044444 N2
2,2,2 −18.106633 − 0.11544087N
1,3,2 −9.5137746 − 0.03966586N
0,4,2 −1.964478
3,0,3 −4.9317312 − 0.13514942N + 0.00011311235 N2
2,1,3 −11.278684 − 0.075967076N
1,2,3 −8.8867987 − 0.0375632N
0,3,3 −2.4446492
2,0,4 −2.754683 − 0.019167341N
1,1,4 −4.3412061 − 0.01856332N
0,2,4 −1.7904475
1,0,5 −0.86229463 − 0.003712664N
0,1,5 −0.71141747
0,0,6 −0.1179508
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Table 39: The coefficients b
(v)
ijk, cf. Eq. (11.39).
i, j, k R
−i
2N
R
−j
2
b
(v)
ijk
3,0,0 0.64380517 + 0.11482552N − 0.0068647863N2
2,1,0 1.97782 − 0.000039427734N
1,2,0 1.5893912
0,3,0 0.43198483
2,0,1 1.2813995 − 0.0062019643N
1,1,1 1.8846568
0,2,1 0.73213007
1,0,2 0.56468457
0,1,2 0.42057493
0,0,3 0.090448951
4,0,0 −0.76706177 − 0.17810933N + 0.00016284548N2 − 0.00070068894N3
3,1,0 −3.2372708 − 0.11004576N − 0.0010508505N2
2,2,0 −4.2003729 + 0.017778007N
1,3,0 −2.3041302
0,4,0 −0.48457321
3,0,1 −2.117322 − 0.066630894N − 0.0014713371N2
2,1,1 −5.1751293 + 0.019981131N
1,2,1 −4.0752638
0,3,1 −1.1078678
2,0,2 −1.6595755 + 0.00505486N
1,1,2 −2.4989894
0,2,2 −0.98989917
1,0,3 −0.5483926
0,1,3 −0.42686062
0,0,4 −0.075446692
5,0,0 1.0965348 + 0.31582586N + 0.0094338525N2 − 0.00049177077N3 − 0.000086193996N4
4,1,0 5.9292953 + 0.40901849N − 0.010102522N2 − 0.00031594921N3
3,2,0 10.739283 − 0.0048408111N + 0.00072672306N2
2,3,0 9.0637188 − 0.058086499N
1,4,0 3.8277762
0,5,0 0.66233546
4,0,1 3.9073944 + 0.26207189N − 0.0068664349N2 − 0.00031886052N3
3,1,1 13.511919 − 0.017385016N + 0.00047240741N2
2,2,1 16.458953 − 0.10118022N
1,3,1 9.0245987
0,4,1 1.9145972
3,0,2 4.4690201 − 0.0072615868N − 0.000071990874 N2
2,1,2 10.482169 − 0.060013651N
1,2,2 8.4121105
0,3,2 2.3394333
2,0,3 2.3860591 − 0.012232105N
1,1,3 3.7649897
0,2,3 1.5529231
1,0,4 0.6859313
0,1,4 0.56304585
0,0,5 0.087493302
6,0,0 −1.774553 − 0.6080863N − 0.03773523N2 + 0.0005359509N3 − 0.0001051598N4 − 0.00001200996N5
5,1,0 −11.741739 − 1.2643992N + 0.011113177N2 − 0.0013773749N3 − 0.000070170026 N4
4,2,0 −27.537411 − 0.39161313N − 0.0024557833N2 − 0.000052719756N3
3,3,0 −31.89832 + 0.25340217N − 0.0042556584N2
2,4,0 −20.465063 + 0.12482592N
1,5,0 −7.0723339
0,6,0 −1.0395295
5,0,1 −7.7827796 − 0.8288997N + 0.0078564644N2 − 0.0010207165N3 − 0.000063719952N4
4,1,1 −35.145003 − 0.47099755N − 0.0052695631N2 − 0.00017352674N3
3,2,1 −59.094258 + 0.45356273N − 0.0074832062N2
2,3,1 −49.340075 + 0.28869185N
1,4,1 −20.9357
0,5,1 −3.6425627
4,0,2 −11.831866 − 0.15794071N − 0.0024381429N2 − 0.00010567985N3
3,1,2 −38.56208 + 0.27559695N − 0.0045217676N2
2,2,2 −47.222342 + 0.26270351N
1,3,2 −26.292061
0,4,2 −5.6513079
3,0,3 −8.9681447 + 0.05667789N − 0.00095212462N2
2,1,3 −21.590806 + 0.11456243N
1,2,3 −17.822421
0,3,3 −5.0667675
2,0,4 −3.9823089 + 0.020527147N
1,1,4 −6.5311036
0,2,4 −2.7738504
1,0,5 −1.0205971
0,1,5 −0.8660073
0,0,6 −0.1179508
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Table 40: The coefficients b
(w)
ijk , cf. Eq. (11.40).
i, j, k R
−i
2N
R
−j
2
b
(w)
ijk
3,0,0 0.64380517 + 0.11482552N − 0.0068647863N2
2,1,0 2.2471073 + 0.0081904303N
1,2,0 2.2552977
0,3,0 0.75176591
2,0,1 1.6853305 + 0.0061428227N
1,1,1 3.3829466
0,2,1 1.6914733
1,0,2 1.3138294
0,1,2 1.3138294
0,0,3 0.3510696
4,0,0 −0.76706177 − 0.17810933N + 0.00016284548N2 − 0.00070068894N3
3,1,0 −3.6514455 − 0.13125033N − 0.00013991835N2
2,2,0 −5.7009462 + 0.026692512N
1,3,0 −3.7828358
0,4,0 −0.94570894
3,0,1 −2.7385841 − 0.098437749N − 0.00010493876N2
2,1,1 −8.5514193 + 0.040038768N
1,2,1 −8.5113805
0,3,1 −2.8371268
2,0,2 −3.3477204 + 0.015083679N
1,1,2 −6.6652735
0,2,2 −3.3326368
1,0,3 −1.8071874
0,1,3 −1.8071874
0,0,4 −0.37652683
5,0,0 1.0965348 + 0.31582586N + 0.0094338525N2 − 0.00049177077N3 − 0.000086193996N4
4,1,0 6.6487314 + 0.46860779N − 0.011049797N2 − 0.00020675107N3
3,2,0 14.201957 + 0.0086575882N + 0.0015502926N2
2,3,0 14.309604 − 0.097439028N
1,4,0 7.1060826
0,5,0 1.4212165
4,0,1 4.9865485 + 0.35145584N − 0.0082873478N2 − 0.0001550633N3
3,1,1 21.302936 + 0.012986382N + 0.0023254389N2
2,2,1 32.19661 − 0.21923781N
1,3,1 21.318248
0,4,1 5.329562
3,0,2 8.3645284 + 0.0079241123N + 0.00085452488N2
2,1,2 25.291106 − 0.17118531N
1,2,2 25.119921
0,3,2 8.373307
2,0,3 6.8946012 − 0.046174799N
1,1,3 13.696853
0,2,3 6.8484264
1,0,4 2.8857918
0,1,4 2.8857918
0,0,5 0.49554751
6,0,0 −1.774553 − 0.6080863N − 0.03773523N2 + 0.0005359509N3 − 0.0001051598N4 − 0.00001200996N5
5,1,0 −13.10644 − 1.4235988N + 0.011751068N2 − 0.0013937944N3 − 0.000055380116 N4
4,2,0 −35.75223 − 0.54684266N − 0.00034126582N2 + 0.000073209725 N3
3,3,0 −48.800935 + 0.40885839N − 0.0070450255N2
2,4,0 −36.538548 + 0.23920711N
1,5,0 −14.519736
0,6,0 −2.4199561
5,0,1 −9.8298296 − 1.0676991N + 0.0088133007N2 − 0.0010453458N3 − 0.000041535087N4
4,1,1 −53.628345 − 0.82026399N − 0.00051189873N2 + 0.00010981459 N3
3,2,1 −109.8021 + 0.91993139N − 0.015851307N2
2,3,1 −109.61564 + 0.71762134N
1,4,1 −54.449012
0,5,1 −10.889802
4,0,2 −21.073538 − 0.33257393N − 0.000059310729N2 + 0.000035990819N3
3,1,2 −86.32735 + 0.71521067N − 0.012400534N2
2,2,2 −129.28253 + 0.84571708N
1,3,2 −85.62454
0,4,2 −21.406135
3,0,3 −23.569724 + 0.19143373N − 0.00335616N2
2,1,3 −70.60619 + 0.46125161N
1,2,3 −70.144939
0,3,3 −23.381646
2,0,4 −14.927998 + 0.097362599N
1,1,4 −29.661271
0,2,4 −14.830635
1,0,5 −5.1298717
0,1,5 −5.1298717
0,0,6 −0.74968893
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