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Introduction
During the last few decades, emissions regulations for internal combustion (IC) engines have become very strict. To reduce CO 2 emissions, the current generation of IC engines are based on a combination of direct injection and downsizing. Both technologies require a significant charge motion, especially a stable and reproducible tumble during the intake and compression stroke. The large-scale tumble acts like a storage system for the kinetic energy transported into the combustion chamber during the intake stroke. Ideally, this large-scale kinetic energy is released repeatably and in a well-defined manner shortly before ignition due to the tumble breakdown near to top dead center (TDC). The resulting small-scale turbulent fluctuations accelerate the flame front propagation and therefore the combustion process, which helps increase the efficiency of the IC engine.
Much research in recent years has focused on the large-scale tumble structure, and several investigations [1] [2] [3] [4] [5] [6] have aimed to quantify its cycle-to-cycle variation (CCV). Borée et al. [7] analyzed the generation of the tumbling motion using particle image velocimetry (PIV). One of the major findings was the existence of a precessing vortex core (PVC), which was also observed in a numerical study by Hasse et al. [8] . Wang et al. [9] investigated and quantified the variation of the tumble center depending on the valve lift. However, all investigations were limited to a phase-averaged statistical evaluation or to certain in-cylinder planes (i.e. 2D). There remains a need for an improved understanding of the full 3D tumble structure as well as its spatial and temporal development. This work addresses the visualization and characterization of the 3D tumble generation during the intake stroke.
Another important aspect is the boundary layer within the combustion chamber, which is mainly driven by the tumble over wide time periods. It is of particular interest, not only for the cold flow but also for fired engine simulations, as the fluid boundary layer is directly coupled to the thermal boundary layer and thus to the heat losses. Several Investigations [10] [11] [12] have shown that the classical boundary layer assumption (CBLA) typically does not describe the real flow structure. These findings are of high practical relevance since the wall resolution is usually not sufficient in unsteady Reynolds-averaged Navier-Stokes (URANS) and scale-resolving simulations (SRS) and thus, wall models [13] [14] [15] [16] need to be applied. A wall-resolved large eddy simulation (LES), which would give a more accurate prediction of the boundary layer, is difficult to achieve even in academic investigations due to the excessive computational costs [17] [18] [19] .
This work aims at providing detailed information about the complex flow structure close to the piston surface within the combustion chamber. In the present study, this region is investigated using simulation data obtained with a highly resolved numerical mesh (up to 34 million nodes) and experimental data acquired with Flying PIV [20] , a novel method where the PIV evaluation plane moves along with the piston.
To address the topics outlined above, an optically accessible single-stroke engine was chosen. The setup is based on a modern gasoline engine geometry with intake ports designed to introduce a high level of charge motion (i.e. tumble). The intake stroke and a subsequent time period of 100 • CA ("cycle" in the following) with fixed piston and valves are analyzed with respect to tumble generation and tumble decay. The final database consists of 15 simulated and 50 experimental cycles. This paper is organized as follows. Section 2 presents the engine setup, the new measurement technique called "Flying PIV" and the numerical setup. The main results are presented in Section 3, which is divided into four parts. First, the general flow structure at a specific crank angle is analyzed. Second, a detailed comparison of the experimental and numerical results is performed. This is followed by an investigation of the large-scale tumble structure. Finally, the piston boundary layer is investigated. Section 4 summarizes the present work.
Engine setup and methodology
This section describes the engine setup and the operation condition considered. Afterwards, the measurement technique is described and an overview of the numerical setup is given. Figure 1 shows the experimental setup and the piston geometry. The experiments were performed based on a series-production state-of-the-art gasoline engine cylinder head with tumble-generating intake ports combined with a transparent cylinder liner used to place the laser sheet in the combustion chamber. The transparent piston, made from polymethylmethacrylate, quartz-glass and aluminium ( Fig. 1, left) , has a planar piston crown to prevent optical distortions. Furthermore, it was designed such that the camera can be placed inside to record the fluid flow from beneath the piston. The piston is moved by a programmable linear motor.
The seeding consists of "Polyamide Seeding Particles" (PSPs) with a diameter of 50 µm. A heating mat is used to preheat the intake port and the cylinder head to a temperature of 323 K. Each measurement series starts with 3 cycles, which are used to preheat the cylinder liner and the piston. To obtain a quiescent velocity field, each individual cycle starts from the reference position (i.e. TDC and a valve lift of 0.6 mm) and is performed after a pause of 5 min. After each measurement, the piston and intake valves move back to this reference position.
Choosing heated water as a working fluid allows a reduction of the piston speed (and thus an increased sampling rate in terms of crank angle), while retaining a realistic Reynolds number. Hasse et al. [21] specified a Reynolds number of 33 500 within the combustion chamber for a real engine at 2000 rpm. Here, the chosen conditions represent a full load and about 960 rpm. For conventional engines at these operating conditions, potential compressibility effects during the intake stroke are limited to very small valve lifts and are considered negligible. Freudenhammer et al. [22, 23] showed that the intake stroke of a water analogue and a real engine matches well in the case of similar Reynolds numbers, which also justifies the use of water for this specific investigation here. The specifications are summarized in Table 1 . The piston and valve motion can be seen on the left in Fig. 2 . The intake valves are slightly opened (0.6 mm) at 0 • CA (i.e. TDC). At TDC, there is a clearance height of 7 mm between the piston and the dome. Reaching the bottom dead center (BDC) the piston movement was stopped and a subsequent time period of 100 • CA was analyzed. It has to be noted that each cycle was independent of the previous ones since it started from a quiescent initial state (i.e. zero velocity). In total, 50 cycles were obtained from the experiment. On the right half of Fig. 2 , the valve and piston positions at four selected crank angles are illustrated. For each of these crank angles, the ratio of the of current piston displacement to the total stroke as well as the ratio of the current piston speed to the average piston speed is shown. Fig. 2 Left: Time-dependent motion of the piston and inlet valves. Also indicated are two crank angles, namely 38 and 160 • CA, which are discussed in the manuscript in detail. Right: Side view for different crank angles. For each crank angle, the ratio of current piston displacement to the stroke (d/stroke) and the ratio of the current piston speed to the average piston speed (v p /v p,mean ) is shown.
Experimental setup -Flying PIV
The concept of the flying PIV system (a detailed description is given by Köhler et al. [20] ) is used for the measurements. The laser sheet has a thickness of 2.0 mm and is moved by a rotating polygon according to the piston displacement. Over the entire cycle, the distance between the laser sheet and the piston is 2.5 mm, with a maximum deviation of 0.4 mm in the phase of the maximum piston speed [20] . The basic setup is shown in Fig. 3 . Fig. 3 Sketch of the basic technique of the flying PIV system. The camera system is integrated into the piston and moves during the cycle. The generated light sheet (parallel to the piston) moves along the cylinder axis and remains at a constant focal distance to the lens. Through a light arm and standard light sheet forming lenses, the laser beam is guided into the first relay lens of the scanning system. This includes a compact high-speed camera (Mikrotron Cube4 with a resolution of 1020 pixels × 1020 pixels at a maximum of 1000 frames per second) being placed within the piston below the piston crown. The experimental data sets are post-processed using "Dantec Dynamic Studio" and a constant interrogation window 32x32 pixel in size is used for the cross correlation.
Before the start of the experiment, the focus of the camera lens is set to attain sharp particle images in the radial plane, illuminated by a light sheet generated with a pulsed Nd:YLF laser (Litron Nd:YLF, 30 mJ at a 1 kHz repetition rate, wavelength 527 nm). Furthermore, it is equipped with a lens in front of the light arm. Using an optical light sheet scanning system employing a rotating polygonal mirror (20 facets), the light sheet can follow the piston in a vertical motion. A set of two relay lenses (f=200 mm; diameter of 120 mm) is used to guarantee that the light sheet plane remains parallel to the surface plane of the piston. These lenses are set with their focal plane on the surface of the polygon. Thus the angular deflection of the light sheet on the facets of the polygon is reconfigured into a parallel shift of the sheet, see Fig. 4 . This ensures that the particle images remain in focus over the whole cycle and requires a laser pulse to be specially timed with the rotating polygon mirror, as well as the current piston position. This can be programmed such that the light-sheet position always remains at the same offset, relative to the flat piston head, while the piston is moving (Flying PIV). By positioning the whole optical setup with a traverse along the vertical axis, the offset of the plane relative to the piston head can be set individually.
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Rotating polygon To enable the recording sequence, the piston is placed at TDC while the polygon rotates at a constant speed, generating trigger signals with each facet. The sequencer is programmed with the harmonic time-course of the piston motion. The rotation rate of the polygon is set such that the center frequency (passage of facets per unit time) is at a constant of 900 Hz. While the polygon is rotating at a constant speed, the uppermost light sheet position near TDC is generated by a laser pulse. The constant frequency trigger signal supplies the sequencer and additionally generates the variable laser pulse timing. A prime signal is used to control the start of the piston, to open the valves and to set off the laser pulses and the recording of the high-speed camera in sync mode. It must be noted that the pulsed illumination and camera trigger are always at the correct predefined instants within the harmonic piston movement (reproducible over several runs). Yet, with the polygon rotation at a constant speed, the time between successive image snapshots varies on a small scale over the piston motion of one cycle.
Numerical setup
All simulations were performed using ANSYS CFX Release 16.0. The transport equations are discretized using a node-based finite-volume approach, which is conservative and timeimplicit [24] [25] [26] . A control volume is constructed around each nodal point of the mesh and the fluxes are computed at the integration points located at the sub-faces between two con-trol volumes. The mass flow is evaluated such that a pressure-velocity coupling is achieved with the Rhie and Chow [27] algorithm. The discrete systems of equations are solved using the coupled algebraic multi-grid method developed by Raw [24] . The numerical effort of this method scales linearly with the number of grid nodes. For a transient computation an iterative procedure updates the non-linear coefficients within each time step while the outer loop advances the solution in time. To minimize numerical diffusion, a central differencing scheme is used in space and a second-order backward scheme in time. The solver's suitability for SRS in IC engines has been shown in previous works [6, 8, 11, 21, 28] .
The investigation is based on the incompressible equations for mass and momentum, written as
and
respectively (dependency on space and time of the dependent variables is discarded for simplicity as are the overbars for averaging).
For turbulence modelling, the scale adaptive simulation (SAS-SST) turbulence model [29] was chosen. The model is based on the introduction of the von Kármán length scale, L vK , into the scale-determining equation of URANS turbulence models. L vK is defined as
with
the second derivative of the velocity
and the von Kármán constant κ. The inclusion of the von Kármán length scale is based on a theory developed by Rotta [30] who proposed an exact transport equation for the turbulent length scale. In this equation, higher velocity derivatives appear, with the von Kármán length scale being the leading order term for inhomogeneous flows [29] . L vK allows the turbulence model to recognize resolved scales in unstable flows and to adjust the eddy viscosity to a level which allows the formation of a turbulent spectrum [29, [31] [32] [33] . Here, the SST [34] version of the SAS model is used. The SST model belongs to the group of low-Reynolds turbulence models and can be used up to the wall [13, 34, 35] . A description of the wall treatment can be found in [36] . Several investigations have shown that the SST turbulence model is capable of handling boundary layers [34, [37] [38] [39] [40] . Good results were also obtained for boundary layers within IC engines [41] in case of a high mesh resolution (i.e. first point within the viscous sublayer). Figure 5 illustrates the numerical domain, which consists of the combustion chamber and the lower part of the intake port. The reference coordinate system is shown in Fig. 5b with the origin located 7 mm above the piston when it is positioned at TDC (i.e. head gasket height). The local Reynolds numbers ( Fig. 5a ) are calculated based on the mean piston speed (Table 1) , and differences are only caused by the characteristic length scales (e.g. valve gap).
A key grid approach is used which requires an initial mesh at the beginning of the intake stroke (i.e. piston at TDC for this setup). Starting from this point, the mesh is morphed corresponding to the movement of the piston and the valves until the angle within a grid element falls below a critical value. At this crank angle the simulation is stopped, a new mesh (key-grid) is generated and the results are interpolated onto this new mesh. The simulation is restarted and the procedure is repeated until the end of the simulation. The presented simulation requires a total number of 22 key-grids. Hasse et al. [21] showed that this method is suitable for scale-resolving IC engine simulations.
The general mesh topology used in the simulations is shown in Fig. 5c . Mesh refinements are used in the shear layers to obtain a high spatial resolution in regions with small turbulent structures. Furthermore, 15 prism layers are used to resolve the boundary layer, ensuring that the first node lies within the viscous sublayer (z + < 5), which will be confirmed below. Up to two extrusion volumes are generated, which reduces the number of cells compared to a purely tetrahedral mesh. Extrusion 1 (Fig. 5c ) consists of 55 layers within a total height of 2 mm normal to the piston surface (i.e. height first layer h 1st = 5µm and 19 × 10 6 nodes) to ensure a high spatial resolution of the piston boundary layer. Extrusion 2 is generated after 40 • CA. To ensure a sufficient temporal resolution with Courant-Friedrichs-Lewy number smaller than unity (CFL < 1) for the entire simulation domain, the time step width is adapted to the piston speed. Starting with 0.05 • CA, it reaches a minimum value of 0.025 • CA (≈ 5.2 µs) at 90 • CA. Table 2 summarizes the parameters for the spatial and temporal resolution.
In line with the experimental setup, all simulations were performed with water at 323 K and starting from a quiescent state (i.e. zero velocity and no turbulence). The same intake valve lift and piston strokes curves were used as in the experiment (Fig. 2 ). To ensure that the flow through the two intake ports is suitably described, the inlet is placed upstream of the flow split. Due to the incompressibility of the fluid, the flow rate at the inlet was directly calculated based on the piston speed and the ratio of the inlet and piston area. Synthetic fluctuations [42] were added to the averaged inlet velocity such that a turbulence intensity of 5 % is achieved over the entire intake stroke. It is worth mentioning that in the following, the symmetry of the numerical setup is used (this kind of symmetry cannot be assumed for the experimental setup). The simulation results for the 15 cycles provide data for each of the two intake valves and this is used to obtain a total number of 30 realizations. Based on an INTEL E5-2680v2 processor, each simulation from 0 to 280 • CA takes about 80 000 CPUh (parallelized on 288 cores connected by InfiniBand FDR), which leads to a total of 1.2 × 10 6 CPUh for a total number of 15 simulated cycles.
Results and discussion
This section is divided into four parts. The first part discusses the general flow structure. The second compares the simulation and experimental results in detail. In the third part the tumble formation and structure are investigated. Finally, the development of the piston boundary layer is analyzed and how it is affected by the tumble flow.
General flow structure
This subsection illustrates the intake flow in the late phase (i.e. 160 • CA) with a distinctive large-scale tumble motion. Figure 6 shows the resolved turbulent structures in cycle 11, visualized using the Q-criterion (Q = 1000s −2 ). In the straight part of the intake port, the flow can be considered stable [43] , and only a small portion of the turbulent structures is resolved by the SAS model. However, this is expected not to have a significant impact on the flow behind the separation edge [28] . Behind the valve shaft and the separation edge, the SAS model is triggered into an LES-like mode due to the strong instability. A significant number of resolved small-scale structures are observed in the valve gap region and throughout the combustion chamber. The turbulent structures are colored by the viscosity ratio (ν t /ν), and the values observed here are typical for IC engine LES [44] . Figure 6b and Fig. 6c illustrate the phase-averaged velocityū(x, ϕ) in two cross sections. It is defined asū
with the spatial coordinate x, the crank angle ϕ and the total number of cycles N. The orientation of the intake port and the separation edge upstream of the intake valve lead to a well defined intake jet, which is deflected by the cylinder liner and the piston surface (identifiable by regions with increased velocity magnitude). This large-scale flow structure ("tumble" in the following; indicated by black arrows) characterizes the flow within the combustion chamber in the second half of the intake stroke.
Comparison of experimental and numerical results
After the general flow structure was illustrated above, the experimental and the numerical results are compared in detail in this section. First, the relevance index (RI) [45] and the magnitude index (MI) [46] are used for a global comparison. The RI(x, ϕ) is defined as
and evaluates the angle between two vectors (ū 1 andū 2 ), as a suitable indicator for the agreement or mismatch of two flow field topologies. A value of 1 corresponds to aligned vectors in terms of orientation, while a value of -1 indicates opposite vectors. In the case of orthogonal vectors, a value of 0 is obtained. The MI evaluates the difference in angle and magnitude of two vectors. It is defined as
and a value of 1 corresponds to a perfect match between two vectors in terms of direction and magnitude, while a value of 0 means opposite vectors. Differences in direction and/or magnitude are represented by a value between 0 and 1. Here,ū 1 andū 2 are the phaseaveraged in-plane velocity components of the experiment and the numerical simulation.
To estimate the influence of the laser sheet thickness and the difference of its exact position relative to the piston (see Section 2.1), the simulation results are analyzed by means of different data sets (top right in Fig. 7) . A plane called LSM is located 3.5 mm above the piston and marks the middle of the laser sheet. The planes PoZ10 and NeZ10 mark the upper and lower boundaries of the laser sheet (in terms of e −2 Gaussian intensity) and are defined at a distance of 1 mm in positive and negative z-direction with regard to LSM. Two additional planes (PoZ05 and NeZ05) are positioned in the middle between LSM and the bounds of the laser sheet. The results for PoZ05 and NeZ05 are omitted in Fig. 7 to improve readability, but they are consistent with the results presented next. In a last step, all these data sets are interpolated on the experimental grid (i.e. from 0.5 mm to 2.54 mm; see bottom right in Fig. 7) to allow individual points to be compared. An averaging over these data sets along the z-direction leads to an additional set, which is indicated as Vol. While the presented method is specific for the investigated case and the corresponding experimental setup, it is noted that future studies could specifically look at the comparison of PIV and scale-resolving CFD results, taking into account the different resolutions.
To gain a first impression of the general agreement between the experiment and simulation, the RI and MI are averaged in the planes considered (i.e. LSM, PoZ10, NeZ10 and Vol) for each crank angle and the result is illustrated on the left in Fig. 7 . Due to the low velocities (tending to zero), a poor signal-to-noise ratio is obtained for the experiment at the very beginning of the intake stroke and the first reliable results are obtained at 8 • CA. Good agreement can be seen both in terms of vector orientation (RI of about 0.95) and vector magnitude (MI of about 0.85). From 8 • CA to approximately 38 • CA, both indices drop, which can be attributed to two issues. First, the transition from a quiescent to a fully turbulent flow is difficult to capture in the simulation. Even turbulence models with the capability to describe laminar to turbulent transition [47, 48] did not yield significantly different results for this flow (not shown here). Second, these crank angles are characterized by high velocities in z-direction near the piston (left in Fig. 8) , resulting from the combined motion of the valves and the piston. This velocity component leads to a particle movement up to 45 % perpendicular to the measurement plane in the time period between two laser pulses. As the piston displacement increases, the velocity perpendicular to the measurement plane and the uncertainties in the experiment decrease again (right in Fig. 8 ). Up to 60 • CA, the RI and MI thus increase and remain high. The smaller gradient of the MI indicates that the orientation of the velocity vectors adapts better than the velocity magnitude. Following this, an interesting effect can be observed in the range of 60 • CA to 76 • CA and 116 • CA to 136 • CA. In these regions, RI drops significantly, while MI remains almost constant or even increases. This effect can be traced back to a deviation in the exact position of vortex cores and stagnation points (not shown here). Compared to the MI, the RI is more sensitive to the resulting opposite vectors. Apart from these regions, both indices increase again until 176 • CA. Another interesting observation is the deviation between the different planes and the Vol dataset for RI and MI, respectively. At 80 • CA, for example, both indices differ only slightly between the planes and the Vol dataset, while other crank angles (e.g. 126 • CA) exhibit a very strong deviation which indicates strong gradients in z-direction. For example, good results can be obtained on the PoZ10 plane in the range from 50 • CA to 140 • CA, while the agreement is not as good as at the beginning and at the end of the intake stroke. The NeZ10 plane yields the opposite behavior. Good agreement in terms of RI and MI is obtained by the Vol dataset, which is used for the detailed comparison in the following. 38 • CA and 160 • CA are points with minimal and very good agreement and are investigated in detail next. In Fig. 9b , the phase-averaged velocities of the experiment and simulation are compared at 38 • CA, which is the crank angle with the lowest MI and RI. Despite overall good agreement for the flow structure (see also RI in Fig. 9a ), notable deviations between the experiment and the simulation appear for the velocity magnitude, which is also confirmed by the MI. A vortex structure which does not occur in the experiment is identified in region A in the simulation results. Structural differences are also observed for region B and region C. Region B is characterized by a flow parallel to the wall, and the deviation is also illustrated in Fig. 9d (velocity magnitude along white dashed line in Fig. 9b ), especially near the cylinder axis and at x ≈ 28 mm. As mentioned before, the discrepancies in the phase-averaged velocity at this crank angle can be traced back to an uncertainty of the measurement due to the high out-of-plane velocity (see Fig. 8 ) in regions A and B, as well as to an uncertainty in the simulation due to the laminar/turbulent transition, which leads to an overprediction of the eddy viscosity for the early intake stroke. Figure 9c gives an idea of the resolved velocity fluctuations. These fluctuations are quantified by means of 
In general, the experiment exhibits a smoother field for the resolved velocity fluctuations with larger maximum values. Large fluctuations are identified in the center of the combustion chamber. Furthermore, the simulations reveal a number of small regions with large fluctuations, which can also be observed in Fig. 9d (bottom) , where significant differences between the instantaneous velocities are evident. Figure 10b compares the phase-averaged velocity from the experiment and simulation at 160 • CA. This crank angle is characterized by a fully established tumble structure, see Fig. 6 , and exhibits high RI and MI values. Very good agreement is seen for the flow structure (see also RI in Fig. 10a ) and the velocity magnitude (see also MI in Fig. 10a ). The velocity field is characterized by the large-scale tumble motion, leading to a well-defined velocity field in the area considered. The simulation exhibits a slightly smaller velocity magnitude in region B, see Fig. 10b and Fig. 10d . As already mentioned, the velocity fluctuations in Fig. 10c have to be interpreted carefully. The experiment and the simulation exhibit a similar structure and magnitude, while an increased level for the rms values accurs in regions A and C in the simulation.
Tumble generation
After the detailed comparison of experimental and numerical results above, this section investigates the tumble generation as well as the CCV of the tumble structure.
The momentum flux through the valve gap is the main contributor to the formation of the in-cylinder flow motion and specifically the tumble structure. The local flow structure in the valve gap is analyzed first to gain an idea when a large-scale tumble motion should occur. This analysis is based on an evaluation surface with a radius of 14.1 mm and a local cylindrical coordinate system as shown in Fig. 11a . The origin is the lower edge of the evaluation surface and is defined such that z = 0 is positioned on the valve seat and moves with the intake valve. In the following, the emphasis is on the distribution of the momentum flux, normalized by the total momentum flux through the valve gap. Figure 11b illustrates the phase-averaged momentum flux in radial direction (coordinate system in Fig. 11a ) through the intake valve on the evaluation surface within the valve gap at 100 • CA. The inclination of the intake port combined with the machined separation edge (red circle in Fig. 11a ) results in a focussed flow between the angles of about −60 • and 60 • . This distribution is characteristic for these types of intake ports (see also [22, 23] ). For global information, the radial momentum flux through the evaluation area is integrated along the height of the valve gap. The result of this procedure is illustrated in Fig. 11c . For this specific engine setup the intake stroke can be divided into four phases:
i Initial development of an intake jet resulting in a strongly focussed radial momentum flux for Θ between −60 • and 60 • . Due to the low mass flow ( Fig. 11d; and consequently low momentum flux), no significant tumble appears. ii A throttling effect in the valve gap occurs.
iii Focusing of the radial momentum flux leads to a strong intake jet. This intake jet drives the tumble generation due to its inclination and high momentum. iv A vanishing radial momentum flux through the intake valve gap.
Based on the analysis above, a significant tumble motion is not expected in the first half of the intake stroke. Graftieaux et al. [49] developed an algorithm to detect the tumble center within a 2D data set (i.e. specified plane) based on a scalar function called Γ 2 , calculating an averaged rotation intensity for each point. Based on this, a modified version applicable for 3D data fields was presented and applied in [50, 51] . This version, called Γ Γ Γ 3 , reads as
with V as a specified subvolume around point x and r(x o ) being the distance vector between
x and x o (both within V ). The vectorû(x o , ϕ) is calculated aŝ
where u(x o , ϕ) is the velocity at x o , and u V (x, ϕ) is the average velocity in V (note that in [51] u(x, ϕ) instead of u V (x, ϕ) is used). Considering a purely cylindrical vortex structure (see Fig. 12 ), a disadvantage of this straightforward extension can be identified. While for opposing points the individual contributions to Γ Γ Γ 3 , which are not aligned with the axis of rotation (Γ Γ Γ res ), cancel each other in the numerator of Eq. (11), see Γ Γ Γ A,1 = −Γ Γ Γ B,1 in Fig. 12 , this does not happen for the denominator. Here, the total possible rotational intensity of each individual point is calculated, which is unfeasible when choosing a threshold value. However, since the axis of rotation can be detected reliably by Γ Γ Γ 3 , a similar behavior to that in the 2D case can be obtained using a two-step approach. Based on the initial calculation of Γ Γ Γ 3 , we use the information of the orientation of the axis of rotation to formulate a quantity Γ Γ Γ 3p . Starting from equation (11) the unit vector e Γ Γ Γ 3 is calculated
which is parallel to the axis of rotation. Using the idea of [49] , the position and velocity vector is projected into a plane normal to this axis of rotation. The projected part of the position vector r(x o ) is defined as
The velocity vector u p (x 0 , ϕ) is then defined as
and represents the projection of the velocity vector at x o . Based on this, Γ Γ Γ 3p reads as
Usingû(x o , ϕ) in the denominator ensures that also velocity components aligned with the axis of rotation (i.e. not contributing to the rotation) are taken into account for the calculation of the maximum achievable rotational intensity. A magnitude of unity for Γ Γ Γ 3p represents the center of an axisymmetric and uncurved vortex structure, while a magnitude of zero means that no rotation appears. In the following, the analysis is carried out for a cubical subvolume V . Depending on the distance to the cylinder liner, the edge length changes dynamically from 10 mm (close to the cylinder liner) up to a maximum edge length of 25 mm. The threshold for the detection of the tumble center is set to Γ Γ Γ 3p = 0.6. For all Γ Γ Γ formulations either the phase-averaged or the individual cycle velocity field can be used. Based on the Γ 3p criterion, Fig. 13 presents the phase-averaged and the cycle-individual tumble center as red and green lines, respectively. Before 100 • CA, an accurate tumble identification is not possible since the large-scale tumble structure is too weak. As expected, significant CCV of the tumble center occur, which is also known as PVC and was also identified in previous investigations [4, 7, 8] . Especially close to the symmetry plane, a significant movement of the tumble center can be observed during the entire intake stroke and even in the phase when the piston remains in its lowest position. As illustrated in Fig. 13 , it starts next to the intake valves and moves in the opposite direction to the main flow towards the piston surface up to 200 • CA. Finally, there is a movement towards the cylinder head. Up to 160 • CA the tumble center is highly deformed, while a less complex structure is observed for 190, 220 and 250 • CA.
In the following, the averaged tumble structure is analyzed in terms of its angular velocity. This is done on circular planes with a radius of 5 mm perpendicular to the TCL as indicated in Fig. 14a 
with the angular velocity of the crank shaft ω CS , the considered plane A, its normal vector n A and the vorticity ω ω ω(x, ϕ). Figure 14b shows the tumble ratio for each crank angle depending on the x-position (see Fig. 5 ) of the plane considered. In the range of 100 • CA to 160 • CA, the tumble ratio strongly depends on the x-position. In region A, especially, a significantly increased value up to R t ≈ 6 can be identified. This results from the high velocities due to the concentrated momentum flux through the valve gap (see Fig. 11 ), driving the tumble at this x-position. By contrast, close to the symmetry plane a relatively low tumble ratio of about 2 is obtained. Beginning at 150 • CA (fourth phase in Fig. 11c) main effects. First, the momentum flux through the valve gap, which drives the large-scale tumble, decreases significantly due to the decreasing piston speed (see Fig. 2 ). Second, the increasing combustion chamber volume and the associated spatial extension of the tumble structure result in a decreased angular velocity due to conservation of angular momentum. In a later phase (i.e. after 180 • CA) a weak decrease can be seen, induced by dissipation.
Piston boundary layer
This last subsection discusses the piston boundary layer after 100 • CA, where an interaction between the tumble structure and the piston flow is observed. First, the z + values of the node layer next to the piston are used to quantify the boundary layer resolution. In the second step, the thickness of the boundary layer, defined by specific z + values, is investigated. Afterwards, the dimensionless velocity profiles normal to the piston surface are investigated at different points on the piston. The top row of Fig. 15 illustrates the z + values of the nodes directly above the piston surface (first layer height of 5 µm; see Sec. 2.2) at three selected crank angles for the phaseaveraged flow field (left) and cycle 11 (right). It can clearly be seen that the current grid resolution leads to z + values smaller than unity everywhere.
The bottom row of Fig. 15 shows the phase-averaged boundary layer heights at 100, 160 and 220 • CA defined by the distance between the piston and the z + = 5 and the z + = 30 isosurfaces, respectively. The z + = 5 isosurface is representative for the viscous sublayer (see discussion below) and its distance to the piston is small, usually less than 0.25 mm. On the other hand, the distance between the piston and the z + = 30 isosurface varies between 0.25 mm and 2 mm. In region A the tumble structure is deflected by the piston surface, leading to a flow topology similar to a stagnation point. This is further illustrated in Fig. 16 
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Main flow direction showing the flow field and the boundary layer height profile in two different cross sections. A flow almost parallel to the wall exists at positions P1 and P3 in Fig. 16 , and a constantly thin boundary layer is observed (height of the viscous sublayer less than 0.1 mm). In region B (see Fig. 16 ) the tumble is redirected towards the cylinder head, and the boundary layer height increases significantly. At later crank angles, the boundary layer thickness increases, while its general structure is maintained. This increase can be traced back to the decreasing tumble ratio (Fig. 14) and the reduced interaction between the piston and the tumble vortex, due to its upward motion (see Fig. 13 ). Figure 17 shows the phase-averaged dimensionless piston boundary layer profiles at 100, 160 and 220 • CA. The profiles are evaluated at the positions P1, P2, P3 and P4, illustrated in Fig. 15 and Fig. 16 . For comparison, the classical boundary layer assumption (CBLA) [14] (red dashed line) is shown, being the basis for many wall model formulations. P2 and P4 are in the stagnation point region with significant normal velocity components, see Fig. 16 . P1 and P3 are in a region with a flow mostly parallel to the wall. For all averaged profiles, comparable results are obtained up to z + ≈ 5. With increasing z + values, the dimensionless velocity profiles exhibit larger deviations and no agreement with the log-formulation of the CBLA is found. This is consistent with observations in [10] [11] [12] 52] , confirming that no turbulent equilibrium boundary layer exists at the piston surface. However, it is interesting to note that the results for P1 and P3 are closer to the CBLA, while the profiles for P2 and P4 show the largest discrepancies.
Conclusions
Using a combination of optical diagnostics and numerical simulations, this work investigated the generation of the large-scale tumble structure, the piston boundary layer and their Phase-averaged dimensionless velocity profiles at P1 -P4 (see Fig. 15 ) at 100 • CA, 160 • CA and 220 • CA. In addition, the CBLA velocity profile is shown for reference.
interaction in a gasoline engine setup during the intake stroke with an optically accessible combustion chamber and a state-of-the-art cylinder head. A new measurement technique (called "Flying PIV") was presented, which allows a continuous investigation of the flow field near the piston surface. Multiple cycles, based on a scale-resolving turbulence model, were used for the numerical analysis. First, a detailed comparison of the experimental and numerical results was presented. Two well-established global quality indicators, the relevance index (RI) and magnitude index (MI), were used to evaluate the overall agreement of the phase-averaged velocity fields. Afterwards, a detailed comparison of the local velocity fields in the moving measurement region was shown. In general, a good agreement between the two data sets could be observed with the exception of a short time period at the beginning of the intake stroke. Next, the generation of the large-scale tumble motion was investigated. The intake stroke was classified into four phases, based on their effect on the subsequent tumble formation. To detect the phase-averaged tumble center within a 3D flow field, an extension of a previously developed methodology was presented. Using this method, the tumble center and its movement relative to the main flow direction was visualized. The applied 3D vortex identification further allows a representative rotational speed to be calculated, which was shown to vary significantly along the tumble axis during the intake stroke. Based on the available multi-cycle numerical data, significant cycle-to-cycle variations were found.
The last section investigated the piston boundary layer based on a numerical resolution of z + values smaller than unity for the first node layer above the piston. The thickness of the boundary layer (based on specified values for z + ) was computed. It could be shown that the boundary layer thickness varies strongly along the piston surface, and this could be connected to the interaction with the tumble flow structure leading to regions with stagnation points and wall-parallel flows in the vicinity of the piston surface. Finally, the dimensionless velocity profiles at specified locations were calculated and significant deviations from the classical boundary layer profile were found.
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