Géométrie des systèmes dynamiques non-hamiltoniens intégrables by Nguyen, Van Minh
 
 
 
 
 
 
 
 
 
 
 
 
THÈSE 
 
 
En vue de l'obtention du 
 
DOCTORAT DE L’UNIVERSITÉ DE TOULOUSE 
 
Délivré par  
l'Université Toulouse III - Paul Sabatier 
Discipline ou spécialité :  
Mathèmatiques Pures 
 
 
JURY 
Alexey BOLSINOV 
Jacky CRESSON 
LE Tu Quoc Thang 
Philipe MONNIER 
NGUYEN Tien Zung 
Claude ROCHE 
 
Ecole doctorale : Mathématiques Informatique Télécommunications (MITT) 
Unité de recherche : L'Institut de Mathématiques de Toulouse - CNRS UMR 5219 
Directeur(s) de Thèse : NGUYEN Tien Zung 
Rapporteurs : Alexey BOLSINOV 
                   Jacky CRESSON 
 
 
Présentée et soutenue par  
NGUYEN Van Minh 
Le  11 Juillet 2012 
 
Titre :  
Géométrie des systèmes dynamiques non-Hamiltoniens intégrables 
Remerciements
Je tiens tout d’arbord a` remercier le directeur de cette the`se, Prof.
NGUYEN Tien Zung. Je lui serai pour toujours reconnaissant.
C’est pour moi un honneur que M. Alexey Bolsinov, M. Jacky Cresson,
M. Le T.Q. Thang, M. Phillipe Monnier et M. Claude Roche aient voulu
participer a` mon jury. Je tiens a` leur exprimer toute ma reconnaissance.
Je remercie le gouvernement du Vietnam, le Ministe`re de l’E´ducation et
de la Formation du Vietnam qui m’a donne´ une bourse du programme 322
pour que je fasse ma the`se. Je remercie le gouvernement franc¸ais qui m’a
donne´ la possibilite´ d’avoir une couverture sociale.
Je tiens a` remercier Madame Dominique Barre`re pour mon travail a` la
bibliothe`que de l’Institut de Mathe´matiques de Toulouse.
Je tiens a` saluer ceux qui m’ont supporte´ au “bureau 107-1R2”, Alexan-
dre Barreto-Paiva, Fernandez Bruno, Lu Hoang Chinh, Charabati Mohamad
et Fre´de´ric Protin.
Ma pense´e va e´galement aux professeurs, colle`gues et amis du Labora-
toire E´mile Picard. Merci Bugeaud Virginie et Corpet Cyrille pour m’avoir
aide´ a` corriger le franc¸ais de ma the`se. Merci Claire Renard pour m’avoir
aide´ a` corriger le franc¸ais de la pre´sentation de ma the`se.
Je n’oublie pas non plus les Vietnamiens et tous ceux qui ont partage´
ma vie et avec qui j’ai passe´ de bons moments a` Toulouse.
J’ai une pense´e particulie`re pour ma femme Le Thanh Ha et les membres
de ma famille qui ont e´te´ d’une aide inestimable par leur soutien et leur
confiance.
Nguyen Van Minh
Toulouse, Juillet 2012
1

3Introduction
Cette the`se s’inscrit dans un programme de recherche sur la ge´ome´trie
et topologie des syste`mes dynamiques non-hamiltoniens inte´grables. Elle
contient deux parties principales, chapitre 1 et chapitre 2, qui correspondent
aux deux pre´publications [68, 69] que j’ai faites avec mon directeur de the`se.
Un syste`me dynamique donne´ par un champ de vecteurs X sur un varie´te´
de dimension n est dit inte´grable, au sens non-hamiltonien, s’il existe un
certain nombre de champs de vecteurs commutants inde´pendants X1 =
X, . . . ,Xp (1 ≤ p ≤ n) et un certain nombre d’inte´grales premie`res com-
munes fonctionellement inde´pendantes F1, . . . , Fq de ces champs de vecteurs
(c.a`.d. Xi(Fj) = 0 pour tout i et tout j), tel que le nombre total soit ex-
actement n: p + q = n. Un syste`me hamiltonien inte´grable (a` la Liouville)
sur une varie´te´ symplectique de dimension n = 2m sera automatiquement
inte´grable au sens non-hamiltonien aussi, avec p = q = m.
Un des re´sultats les plus fondamentaux dans les syste`mes hamiltoniens
inte´grables est le the´ore`me classique Arnold - Liouville - Mineur, qui donne
une forme semi-locale normale pour un tore invariant re´gulier en termes de
variables action-angle. Ce re´sultat sous forme normale est aussi le point de
de´part pour de nombreux ouvrages sur la ge´ome´trie des syste`mes inte´grables,
qui est encore une grande sujet de recherche, voir, ex. [3, 4, 8, 9, 24, 25,
38, 51, 58, 61, 63, 44, 64]. Il y a aussi de nombreux syste`mes naturels dy-
namiques qui sont non-hamiltoniens, pour diverses raisons (contraintes non
holonome ou perte d’e´nergie par exemple), mais qui sont encore inte´grables
dans un sens naturel: qu’ils posse`dent encore des ensembles complets de
champs de vecteurs commutatifs sur des sous-varie´te´s invariantes. De nom-
breux auteurs ont travaille´ sur les syste`mes dynamiques inte´grables non-
hamiltoniens au cours des dernie`res de´cennies de diffe´rents points de vue,
voir, ex.: [7, 6, 27, 18, 55, 62, 1]. Cependant, on connait beaucoup moins
la topologie et la ge´ome´trie des syste`mes inte´grables non-hamiltoniens que
pour ceux qui sont hamiltoniens. Jusqu’a` tre`s re´cemment, la notion meˆme
de singularite´s non de´ge´ne´re´es n’existait pas pour les syste`mes inte´grables
non-hamiltoniens. Notre programme est d’e´tudier la ge´ome´trie et la topolo-
gie de syste`mes inte´grables non-hamiltoniens d’une manie`re syste´matique,
et d’essayer d’obtenir des analogues pour le cas non-hamiltonien de tous les
re´sultats connus dans le cas hamiltonien.
Dans cette the`se, nous e´tudions 2 cas particuliers importants de syste`mes
non-hamiltoniens inte´grables: les syste`mes de type (n, 0), c.a`.d. avec n
champs commutants et aucune inte´grale premie`re (Chapitre 1 de la the`se),
et les syste`mes avec une inte´grale premie`re sur les surfaces de dimension 2
(Chapitre 2).
4La premie`re partie
Dans ce chapitre, nous allons e´tudier la ge´ome´trie d’une sous-classe des
syste`mes inte´grables, a` savoir les syste`mes de type (n, 0), forme´ par n champs
de vecteurs de´placements et 0 fonction sur une varie´te´ de dimension n. Cette
classe est d’une importance particulie`re, parce que si nous limitons notre
attention aux varie´te´s invariantes “minimales” d’autres syste`mes inte´grables,
alors ils deviendront des syste`mes de cette sous-classe, c’est-a`-dire le nombre
de de´placements champs de vecteurs est exactement e´gal a` la dimension de
la (sous)varie´te´ invariante.
Du point de vue ge´ome´trique, un syste`me inte´grable de type (n, 0) est
tout simplement une action de Rn sur une n-varie´te´. Si la varie´te´ est com-
pacte et l’action est localement libre, puis en fonction du the´ore`me de Liou-
ville classique, la varie´te´ est un tore de dimension n sur lequel Rn agit par
translations. Dans un premier temps, nous avons e´galement pense´ que la sit-
uation ge´ne´rale, quand il y a des points singuliers de l’action, n’est pas beau-
coup plus complique´e que cette situation re´gulie`re. Mais nous avions tort.
Il s’ave`re que la ge´ome´trie de Rn-actions sur les n-varie´te´s avec singularite´s
non de´ge´ne´re´es est extreˆmement riche, et c’est la deuxie`me motivation de
notre inte´reˆt pour ce sujet. En particulier, on retrouve, par exemple, toutes
les varie´te´s toriques et quasi-toriques dans notre e´tude. Des phe´nome`nes tels
que la monodromie et les actions de groupe de re´flexion, que nous n’avons
pas soupc¸onne´s au premier abord, sont e´galement la`.
Par souci de simplicite´, dans le pre´sent document, nous supposerons
que les actions sont lisses, bien que la plupart des re´sultats sont e´galement
valables pour les C1-actions.
L’organisation de ce chapitre est la suivante:
Dans la section 1, nous e´tudions la structure locale et semi-locale des
singularite´s non de´ge´ne´re´es de Rn-actions sur n-varie´te´s. En particulier,
nous obtenons des formes normales locales et semi-locales (The´ore`me 1.4,
The´ore`me 1.16 et The´ore`me 1.18) qui montrent que ces singularite´s peu-
vent eˆtre line´arise´es et de´compose´es en un produit presque direct des com-
posants, des composants re´guliers hyperboliques, et ce qu’on appelle com-
posants elbolique. Le mot elbolique signifie une combinaison de elliptique
et hyperbolique. Nous de´crivons e´galement en bases adapte´es de l’action
(The´ore`me 1.8), les groupes d’automorphismes locaux (The´ore`me 1.12), les
groupes de torsion (De´finition 1.20), montrons le principe de re´flexion
pour les singularite´s hyperboliques (The´ore`me 1.13), qui n’est pas sans rap-
peler le principe de la re´flexion de Schwartz en analyse complexe, intro-
duisons le HERT-invariant (De´finition 1.14), et e´tudions la variation de
cet invariant d’orbite (Proposition 1.15 et Proposition 1.22).
Dans la section 2, nous introduisons la notion de degre´ torique d’une
action ρ : Rn ×Mn → Mn, et obtenons une formule simple deg(ρ) = e + t
pour calculer le degre´ torique du HERT-invariant d’un point arbitraire sur la
varie´te´ (The´ore`me 2.4). Si ρ est de degre´ torique t(ρ), il induit une efficacite´
5Tt(ρ) l’action sur Mn, appele´ associe´ torique de l’action et de´signe´e par
ρT, et l’e´tude de ρ est re´duite a` l’e´tude de l’action tore ρT et de la re´duction
hyperbolique Rn−t(ρ) l’action ρR sur l’espace quotient Mn/ρT. En utilisant
cette strate´gie, nous obtenons une classification comple`te des actions de
degre´ torique n et n − 1 dans cette section (The´ore`me 2.7). Comme il est
connu de la litte´rature sur la topologie, il y a des obstacles solides pour
une varie´te´ d’admettre une Tk-action effective avec k ≥ 1. Ainsi, le plus
grand degre´ torique possible pour une action sur une varie´te´ donne´e est un
invariant inte´ressant, que nous appelons rang torique (De´finition 2.2), et
qui est en quelque sorte lie´e au rang de Milnor d’une varie´te´.
Dans la section 3, nous introduisons une invariant naturel global, appele´
la monodromie de (Mn, ρ), qui est un homomorphisme µ : pi1(M
n) →
Rn/Zρ a` partir du groupe fondamental de Mn au quotient de Rn par le
groupe d’isotropie Zρ de ρ. Une observation importante est que le groupe de
monodromie µ(pi1(M
n)) contient tous les groupes de torsion, c’est a` dire les
torsions font partie de la monodromie (The´ore`me 3.4). Le The´ore`me 3.6 dit
que l’on peut trivialiser la monodromie en prenant un recouvrement normal
(M˜, ρ˜) de (M,ρ). Le The´ore`me 3.5 permet de modifier la partie “ libre” µfree
de la monodromie de manie`re arbitraire, afin d’obtenir de nouvelles actions
(sur la meˆme varie´te´) qui sont localement isomorphes, mais globalement
non-isomorphes aux anciennes.
La section 4 est consacre´e a` l’e´tude des actions totalement hyper-
boliques, une action ρ : Rn ×Mn → Mn de degre´ torique 0. Entre autres
choses, nous donnons une classification de domaines hyperboliques (c’est
a` dire d’orbites re´gulie`res de type Rn) avec fermeture compacte par leurs
e´ventails complets associe´ (The´ore`me 4.8). Un e´ventail complet dans
notre sens est semblable a` un e´ventail complet associe´ a` une varie´te´ com-
pacte torique, sauf que nos vecteurs ne sont pas tenus de re´sider dans le
re´seau entier. Nous observons que les domaines compacts ferme´s hyper-
boliques sont des varie´te´s contractiles avec limite et les coins (The´ore`me 4.4
et le The´ore`me 4.9) qui ressemblent a` des polytopes convexes simples, mais
qui ne sont pas toujours diffe´omorphes a` des polytopes convexes simples
(The´ore`me 4.10). Nous montrons que la de´composition d’une varie´te´ en de
simples pie`ces polye´driques contractiles ne peut pas toujours eˆtre re´alise´e
par une action totalement hyperbolique, meˆme en dimension 2 (Proposi-
tion 4.13), mais nous pensons que peut-eˆtre toute varie´te´ lisse admet une
action totalement hyperbolique (The´ore`me 4.11 et Conjecture 4.12). Le
classification globale des actions totalement hyperboliques (The´ore`me 4.14)
concerne la famille d’e´ventails associe´s (un e´ventail pour chaque domaine
hyperbolique) et la monodromie.
Dans la section 5, nous e´tudions la re´duction (M,ρ) par l’action de son
tore associe´. Le re´sultat de la re´duction est (Q, ρR), ou` Q = M
n/ρT est
l’espace quotient, qui est un orbifold, et ρR est la action re´duite, qui
est une action totalement hyperbolique (The´ore`me 5.6) et qui peut eˆtre
classifie´ par les re´sultats de la section 5. Nous montrons dans cette section
6que la fibration singulie`re du tore Mn → Q est en un sens topologiquement
trivial, ou plus pre´cise´ment, il admet toujours une section lisse (s’il n’y a pas
de torsions) ou multi-section (quand il y a des torsions) (Proposition 5.8 et
Proposition 5.9). Ensuite, nous montrons comment retrouver (M,ρ) a` partir
de (Q, ρR), et l’ensemble complet d’invariants pour la classification des
actions non de´ge´ne´re´es (M,ρ) (The´ore`me 5.12).
Dans la section 6, nous limitons notre attention a` une sous-classe partic-
ulie`re de Rn-actions non de´ge´ne´re´es, appele´ actions elboliques, c’est a` dire
dont les actions ne contiennent que des singularite´s a` composants elboliques
(pas de composante hyperbolique). Apre`s avoir donne´ quelques re´sultats
pre´liminaires sur ces actions, nous montrons que les varie´te´s de dimension
n = 2m admettant une action elbolique de degre´ torique m sont exacte-
ment les meˆmes que les varie´te´s topologiques toriques dans le sens de
Ishida, Fukukawa, Masuda [37], qui sont une ge´ne´ralisation tre`s naturelle
de varie´te´s complexes toriques. En particulier, on retrouve un the´ore`me de
classification de Ishida - Fukukawa - Masuda pour ces varie´te´s topologiques
toriques de notre point de vue plus ge´ne´ral de Rn-actions non de´ge´ne´re´es
sur n-varie´te´s.
Dans la section 7, la dernie`re section de cet chapitre, nous e´tudions en
de´tail une autre sous-classe de Rn-actions non de´ge´ne´re´es sur n-varie´te´s, a`
savoir les actions de degre´ torique n − 2. Nous de´crivons ces actions par
l’interme´diaire d’un espace de dimension 2, le quotient Mn/Tn−2, et nous
donnons la liste comple`te des 10 types de singularite´s possibles dans ce cas
(The´ore`me 7.1 et le The´ore`me 7.4).
La deuxie`me partie
Le but de la deuxie`me partie est de de´crire les invariants locaux et
globaux et la classification des champs de vecteurs lisses sur les surfaces
de dimension 2, qui admettent une inte´grale premie`re non triviale.
Un tel champ de vecteurs, avec une inte´grale premie`re, est appele´ un
syste`me dynamique inte´grable de type (1,1) (a` savoir 1 terrain de
vecteur et 1 fonction). Un cas particulier des syste`mes de type (1,1) est celui
des syste`mes hamiltoniens sur des surfaces symplectiques, ou` la fonction de
Hamilton elle-meˆme est une inte´grale premie`re du champ de vecteurs hamil-
tonien. Des invariants de syste`mes hamiltoniens sur des surfaces ont e´te´
e´tudie´s par de nombreuses personnes. En particulier Fomenko [30] a intro-
duit la notion “d’atomes” et de “mole´cules” pour la classification topologique
semi-locale et globale de ces syste`mes et les syste`mes avec 112 degre´s de lib-
erte´, et Dufour - Molino-Toulet [21] a donne´ une classification symplectique
en termes de se´rie de Taylor des fonctions d’action re´gularise´es. Nous al-
lons e´tendre les ide´es et les re´sultats connus dans le cas hamiltonien au cas
non-hamiltonien.
L’organisation de cette partie est la suivante:
7Dans la section 2, nous allons de´crire les invariants locaux de points
singuliers non de´ge´ne´re´s. Nous obtenons la classification locale de ces sin-
gularite´s en termes de gauche les fonctions pe´riodiques ou les fonctions
de fre´quences locales.
Dans la section 3, nous donnons une classification semi-locale des en-
sembles de niveau non de´ge´ne´re´ en termes de fonctions de monodromie
ou des classes de cohomologie des cocycles pe´riodiques.
Dans la section 4, nous e´tudions les singularite´s ge´ne´riques nilpotentes,
ou`, de nouveau, nous obtenons une classification en termes de fonctions de
monodromie re´gularise´es.
Dans la section 5, nous avons mis des invariants locaux et semi-locaux
sur le graphe de Reeb pour obtenir une classification globale des syste`mes
faiblement inte´grables non de´ge´ne´re´s de type (1,1).
Enfin, dans la section 6, nous donnons des conditions ne´cessaires et suff-
isantes pour un champ de vecteurs inte´grable en dimension 2 d’eˆtre hamil-
tonien par rapport a` une structure symplectique ou de Poisson.
Nos invariants semi-locaux continus sont de meˆme nature et constru-
its de manie`re similaire a` des invariants symplectiques et les flux e´tudie´s
par Dufour - Molino - Toulet [21] et Kruglikov [40, 41] pour les syste`mes
hamiltoniens ou volume en pre´servant sur surfaces de dimension 2, et par
Bolsinov, Vu Ngoc San, et Dullin [10, 11, 23, 57] pour des dimensions
supe´rieures. Ne´anmoins, nos invariants sont diffe´rents et comple´mentaires
aux invariants dans [21, 11, 23, 57], et au lieu d’eˆtre exprime´s en termes
de la se´rie de Taylor comme dans les documents cite´s, ils sont exprime´s en
termes des se´ries de Puiseux, en raison de la nature non-hamiltonienne des
syste`mes e´tudie´s.
Introduction
This thesis is part of a research program on the geometry and topology
of integrable non-Hamiltonians dynamical systems. It contains two main
parts, Chapter 1 and Chapter 2, which correspond to the two preprints
[68, 69] that I have made with my supervisor.
A dynamic system given by a vector field X on a manifold of dimensions
n is said integrable, in the sense of non-Hamiltonian, if there is a number
of commuting vector fields independent X1 = X, . . . ,Xp (1 ≤ p ≤ n) and
a number of functionally independent first integrals common F1, . . . , Fq of
these vector fields (i.e. Xi(Fj) = 0 for all i and all j), such that the total
number is exactly n: p + q = n. Then an integrable Hamiltonian system
(a` la Liouville) on a symplectic manifold of dimension n = 2m will be
automatically integrable non-Hamiltonian too, with p = q = m.
8Even though, according to many results, from the classical works of
Poincare´ and Kovalevskaya to the modern theory of differential Galois ob-
structions (see, e.g., [45]), integrable systems are “rare and far in between”
in the world of all dynamical systems, a lot of physical dynamical systems of
vital importance to us, e.g. the movement of our solar system, the internal
dynamics of usual molecules like H2O, sinusoidal and soliton waves, and so
on, can in fact be considered as integrable. This “contradiction” is explained
by the fact that, integrable systems often possess very strong stability, and
their “longivity” compensates for their “rarity”, and that’s also why they
are an important subject of study in physics and mathematics.
One of the most fundamental results in integrable Hamiltonian systems
is the classical Arnold–Liouville–Mineur theorem, which gives a semi-local
normal form for a regular invariant torus in terms of action-angle variables.
This normal form result is also the starting point for many works on the
geometry of integrable systems, which is still a research subject of great
actual interest, see, e.g. [3, 4, 8, 9, 24, 25, 38, 51, 58, 61, 63, 44, 64]
and references therein.
There are also many natural dynamical systems which are non-Hamiltonian
due to various reasons (nonholonomic constraints or loss of energy for ex-
ample), but which are still integrable in a natural sense: they still possess
complete sets of commuting vector fields on invariant submanifolds. Many
authors have been working non-Hamiltonian integrable dynamical systems
over the last decades from different points of view, see, e.g., [7, 6, 27,
18, 55, 62, 1] for a small sample. However, much less is known about
the topology and geometry of non-Hamiltonian integrable systems than for
Hamiltonian ones. Until very recently, even the notion of nondegenerate sin-
gularities didn’t exist for integrable non-Hamiltonian systems. Our program
is to remedy this situation, to study the geometry and topology of integrable
non-Hamiltonian systems in a systematic way, and to try to obtain analogs
for the non-Hamiltonian case of all known results in the Hamiltonian case.
In this thesis, we study two important special cases of integrable non-
Hamiltonian systems: systems of type (n, 0), i.e. with n commuting fields
and no first integral (Chapter 1 of the thesis), and systems with a first
integral on the surfaces of dimension 2 (Chapter 2).
First main part
In this chapter, we will study the geometry of a subclass of integrable
systems, namely the systems of type (n, 0), formed by n commuting vector
fields (and 0 function) on a manifold of dimension n. This class is of partic-
ular importance, because if we restrict our attention to “minimal” invariant
manifolds of other integrable systems, then they will become systems of this
subclass, i.e. the number of commuting vector fields is exactly equal to the
dimension of the invariant (sub)manifold.
9From the geometric point of view, an integrable system of type (n, 0) is
simply an action of Rn on a n-manifold. If the manifold is compact and the
action is locally free, then according to the classical Liouville’s theorem, the
manifold is a n-dimensional torus on which Rn acts by translations. At first,
we also thought that the general situation, when there are singular points of
the action, is not much more complicated than this regular situation. But we
were wrong. It turns out that the geometry of Rn-actions on n-manifolds
with nondegenerate singularities is extremely rich, and this is the second
motivation for our interest in this subject. In particular, we recover, for
example, all the toric and quasi-toric manifolds in our study. Phenomena
like monodromy and reflection group actions, which we didn’t suspect at
first, are also there.
For simplicity, throughout this chapter, we will always assume that the
actions are smooth, though most results are also valid for C1-actions.
The organization of this chapter is as follows:
In section 1, we study the local and semi-local structure of singularities
of nondegenerate Rn-actions on n-manifolds. In particular, we obtain local
and semi-local normal forms (Theorem 1.4, Theorem 1.16 and Theorem 1.18)
which show that these singularities can be linearized and decomposed into
an almost direct product of regular components, hyperbolic components,
and the so called elbolic components. The word elbolic means a combi-
nation of elliptic and hyperbolic. We also describe adapted bases of the
action (Theorem 1.8), local automorphism groups (Theorem 1.12), twisting
groups (Definition 1.20), show the reflection principle for hyperbolic sin-
gularities (Theorem 1.13), which is reminiscent of Schwartz reflection princi-
ple in complex analysis, introduce the HERT-invariant (Definition 1.14),
and study the variation of this invariant from orbit to orbit (Proposition
1.15 and Proposition 1.22).
In section 2, we introduce the notion of toric degree of an action ρ :
Rn ×Mn → Mn, and obtain a simple formula toric degree(ρ) = e + t for
calculating the toric degree from the HERT-invariant of an arbitrary point
on the manifold (Theorem 2.4). If ρ has toric degree t(ρ), then it induces
an effective Tt(ρ) action on Mn, called the associated toric action and
denoted by ρT, and the study of ρ is reduced to the study of the torus action
ρT and of the reduced hyperbolic Rn−t(ρ) action ρR on the quotient space
Mn/ρT. Using this strategy, we obtain a complete classification of actions of
toric degree n and n−1 in this section (Theorem 2.7). As is known from the
literature on topology, there are strong obstructions for a manifold to admit
an effective Tk-action with k ≥ 1. So the maximal possible toric degree for
an action on a given manifold is an interesting invariant, which we call the
toric rank (Definition 2.2), and which is somehow related to Milnor’s rank
of a manifold.
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In section 3, we introduce a natural global invariant, called the mon-
odromy of (Mn, ρ), which is a homomorphism
µ : pi1(M
n)→ Rn/Zρ
from the fundamental group of Mn to the quotient of Rn by the isotropy
group Zρ of ρ. An important observation is that the monodromy group
µ(pi1(M
n)) contains all the twisting groups, i.e. the twistings are part of
the monodromy (Theorem 3.4). Theorem 3.6 says that one can trivialize
the monodromy by taking a normal covering (M˜, ρ˜) of (M,ρ). Theorem 3.5
allows one to modify the “free part” µfree of the monodromy in an arbitrary
way, in order to obtain new actions (on the same manifold) which are locally
isomorphic but globally non-isomorphic to the old ones.
Section 4 is devoted to the study of totally hyperbolic actions, i.e.
action ρ : Rn ×Mn →Mn of toric degree 0. Among other things, we give a
classification of hyperbolic domains (i.e. regular orbits of type Rn) with
compact closure by their associated complete fans (Theorem 4.8). A com-
plete fan in our sense is similar to a complete fan associated to a compact
toric variety, except that our vectors are not required to lie in the integral
lattice. We observe that compact closed hyperbolic domains are contractible
manifolds with boundary and corners (Theorem 4.4 and Theorem 4.9) which
look like convex simple polytopes, but which are not always diffeomorphic to
convex simple polytopes (Theorem 4.10). We show that not every decompo-
sition of a manifold into simple contractible polyhedral pieces can be realized
by a totally hyperbolic action, even in dimension 2 (Proposition 4.13), but
think that may be any smooth manifold admits a totally hyperbolic action
(Theorem 4.11 and Conjecture 4.12). The global classification of totally hy-
perbolic actions (Theorem 4.14) involves the associated fan family (one fan
for each hyperbolic domain) and the monodromy.
In section 5, we study the reduction (M,ρ) by the action of its associated
torus action. The result of the reduction is (Q, ρR), where Q = M
n/ρT is
the quotient space, which is an orbifold, and ρR is the reduced action,
which is a totally hyperbolic action (Theorem 5.6) and which can be classfied
by the results of Section 5. We show in this section that the singular torus
fibration Mn → Q is in a sense topologically trivial, or more precisely, it
always admits a smooth cross section (if there are no twistings) or multi-
section (when there are twistings) (Proposition 5.8 and Proposition 5.9).
Then we show how to get back (M,ρ) from (Q, ρR), and a complete set
of invariants for classifying nondegenerate actions (M,ρ) (Theorem 5.12).
In section 6, we restrict our attention to a special subclass of nonde-
generate Rn-actions, called elbolic actions, i.e. actions whose singularities
contain only elbolic components (no hyperbolic component). After giving
some preliminary results about these actions, we show that manifolds of
dimension n = 2m admitting an elbolic action of toric degree m are exactly
the same as topological toric manifolds in the sense of Ishida, Fukukawa,
11
Masuda [37], which are a very natural generalization of complex toric man-
ifolds. In particular, we recover Ishida–Fukukawa–Masuda’s classification
theorem for these topological toric manifolds from our more general point
of view of nondegenerate Rn-actions on n-manifolds.
In section 7, we study in some detail another subclass of nondegenerate
Rn-actions on n-manifolds, namely actions of toric degree n−2. We describe
these actions via the 2-dimensional quotient space Mn/Tn−2, and give the
full list of 10 types of possible singularities in this case (Theorem 7.1 and
Theorem 7.4).
Second main part
The aim of this chapter is to describe the local and global invariants and
classification of smooth vector fields on 2-dimensional surfaces, which admit
a non-trivial first integral. Such a vector field, together with a first integral,
is called an integrable dynamical system of type (1,1) (i.e. 1 vector
field and 1 function). A special case of systems of type (1,1) is Hamiltonian
systems on symplectic surfaces, where the Hamiltonian function itself is a
first integral of the Hamiltonian vector field. Invariants of Hamiltonian sys-
tems on surfaces have been studied by many people, in particular Fomenko
[30] who introduced the notion of “atoms” and “molecules” for semi-local
and global topological classification of these systems and systems with 112
degrees of freedom, and Dufour - Molino -Toulet [21] who gave a symplec-
tic classification in terms of Taylor series of regularized action functions.
We will extend the known ideas and results in the Hamiltonian case to the
general non-Hamiltonian case.
The organization of this chapter is as follows:
In Section 2 we will describe the local invariants of nondegenerate singu-
lar points, using smooth normal forms given by the geometric linearization.
We obtain the local classification of these singularities in terms of (left equiv-
alence classes of) the local period functions or the frequency functions.
In Section 3 we give a semi-local classification of nondegenerate level
sets in terms of the monodromy fuctions or cohomology classes of the
period cocycles.
In Section 4 we study generic nilpotent singularities, where again we
obtain a classification in terms of regularized monodromy functions.
In Section 5, we put local and semi-local invariants together on the
Reeb graph to get a global classification of weakly-nondegenerate integrable
systems of type (1,1).
Finally, in Section 6, we give necessary and sufficient conditions for an
integrable vector field in dimension 2 to be Hamiltonian with respect to
some symplectic or Poisson structure.
Our continuous semi-local invariants are similar in nature and con-
structed in a similar way to the symplectic and flow invariants studied by
12
Dufour - Molino - Toulet [21] and Kruglikov [40, 41] for Hamiltonian or
volume-preserving systems on 2-dimensional surfaces, and by Bolsinov, Vu˜
Ngo.c San, and Dullin [10, 11, 23, 57] for higher-dimensional cases. Nev-
ertheless, our invariants are different from and complementary to the in-
variants in [21, 11, 23, 57], and instead of being expressed in terms of
Taylor series, they are expressed in terms of Puiseux series, due to the non-
Hamiltonian nature of the studied systems.
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CHAPTER 1
Nondegenerate Rn-actions on n-manifolds
1. Nondegenerate singularities
1.1. Definition of nondegenerate singularities. Let ρ : Rn×Mn →
Mn be a smooth action of Rn on a n-dimensional connected manifold Mn
(which is not necessarily compact). Then it is generated by n commuting
vector fields X1, . . . , Xn on M
n, which are given by the following formula at
each point z ∈M :
(1.1) Xi(z) =
d
dt
ρ((0, . . . , t, . . . , 0), z)|t=0.
Conversely, a n-tuple of commuting vector fields X1, . . . , Xn on M will gen-
erate an infinitesimal action of Rn, which integrates into an action of Rn,
provided that these vector fields are complete. Most of the times, we will
assume that the vector fields X1, . . . , Xn are complete. However, the def-
initions and results of purely local nature of the chapter don’t need this
completeness condition and remain valid for infinitesimal Rn-actions.
If v = (v1, . . . , vn) ∈ Rn is a element of Rn (viewed as an Abelian Lie
algebra), then we will put
(1.2) Xv =
n∑
i=1
viXi
and call it the generator of the action ρ associated to v. In particular, if
v1, . . . , vn ∈ Rn, then the vector fields Y1 = Xv1 , . . . , Yn = Xvn also generate
the same Rn action as ρ, up to an automorphism of Rn.
A point z ∈ Mn is called a singular point with respect to a given
action ρ : Rn×Mn →Mn if the rank of z with respect to ρ, defined by the
formula
(1.3) rank z = dimSpanR(X1(z), . . . , Xn(z))
is smaller than n. The number (n−rank z) will then be called the corank of
z. Thus a point is singular if and only if it has positive corank. If rank z = n
then we say that z is a regular point of the action. Clearly, a regular point
is a point at which the action is locally free. If rank z = 0 then we say that
z is a fixed point of the action.
The definition of nondegenerate singular points that we present in this
section is a special case of the definition of nondegenerate singularities of
integrable non-Hamiltonian systems in [66]. In fact, from a geometric point
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of view, a complete integrable non-Hamiltonian system of type (n, 0) on a
n-dimensional manifold Mn is the same thing as a Rn-action on Mn.
If z is a fixed point of the action, then X1(z) = . . . = Xn(z) = 0, and we
can talk about the linear part X
(1)
i of Xi at z for each i = 1, . . . , n: these
are well-defined linear vector fields on the tangent space TzM
n ∼= Rn. Since
[Xi, Xj ] = 0, we also have [X
(1)
i , X
(1)
j ] = 0, i.e. (X
(1)
1 , . . . , X
(1)
n ) generate a
linear action of Rn on TzMn ∼= Rn, which will be denoted by ρ(1) and called
the linear part of ρ at z. Recall that the set of linear vector fields on Rn is
naturally isomorphic to the general Lie algebra gl(n,R), which is a reductive
Lie algebra of rank n. In particular, any Abelian subalgebra of gl(n,R) has
dimension at most n, and gl(n,R) contains Cartan subalgebras, i.e. Abelian
subalgebras of dimension exactly n whose elements are semisimple.
Definition 1.1. A linear action ρ(1) of Rn on a n-dimensional vector
space V is called a nondegenerate linear action if the Abelian Lie al-
gebra SpanR(X
(1)
1 , . . . , X
(1)
n ) spanned by the generators of ρ(1) is a Cartan
subalgebra of gl(V ), i.e. it is of dimension n and all of its elements are
semisimple (i.e. diagonalizable over C). A fixed point z of a smooth action
ρ : Rn ×Mn → Mn is called a nondegenerate fixed point if the linear
part ρ(1) of ρ at z is nondegenerate.
For non-fixed singular points, the definition of nondegeneracy is similar.
Let z be a singular point whose corank is equal to k < n. Up to an auto-
morphism of Rn we may assume that Xi = ∂∂xi for all i = k + 1, . . . , n and
X1(z) = . . . = Xk(z) = 0 in a local coordinate system in a neighborhood
of z. Forgetting about the coordinates xk+1, . . . xn, we get an infinitesimal
action of Rk, generated by X1, . . . , Xk (or more precisely, their projections)
on the local k-dimensional manifold {xk+1 = . . . = xn = 0}, which admits z
as a fixed point. This infinitesimal action is called the reduced transversal
action of Rk at z; it is unique up to local isomorphisms, and it can be defined
intrinsically.
Definition 1.2. A singular point z of corank k of an action ρ : Rn ×
Mn → Mn is called nondegenerate if z is a nondegenerate fixed point of
the reduced transversal Rk-action at z.
Definition 1.3. An action ρ : Rn ×Mn →Mn is called a nondegen-
erate action if every singular point of ρ on Mn is nondegenerate.
In this chapter, we will consider only nondegenerate actions of Rn on
n-dimensional manifolds. Let us give here some explanations on why we
impose the above nondegeneracy condition:
1) The above nondegeneracy condition is consistent with the general
case of integrable (Hamiltonian or non-Hamiltonian) dynamical systems
[58, 25, 61, 66]. Nondegenerate singularities are geometrically lineariz-
able, structurally stable, and most singularities of natural integrable systems
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coming from mechanics and physics that have been studied in the literature
are nondegenerate.
2) Actions which are too degenerate are not very beautiful, do not appear
in the real world, and don’t give much information about the ambient man-
ifolds. It is easy to construct on any n-manifold M a degenerate Rn action
which is free almost everywhere as follows: fill Mn, up to a nowhere dense
set of measure 0, by a countable disjoint union of open balls (Bj ; j ∈ J). For
each j ∈ J construct a smooth diffeomorphism from Rn onto Bj , and denote
by X1, . . . , Xn the push-forward of the standard vector fields
∂
∂x1
, . . . , ∂∂xn
on Rn by this map. Extend these vector fields to the exterior of the balls by
putting them equal 0 outside the balls. If the maps are chosen well enough,
we will get a commuting family of vector fields X1, . . . , Xn which generate
an action of Rn on Mn, which is very degenerate but almost everywhere free.
The above construction of degenerate commuting vector fields is folkloric,
and its variations have appeared, for example, in the papers by Camacho
[12] and Weinstein [59].
3) In [12], Camacho introduced a notion of Morse–Smale actions of R2
on 2-manifolds. It turns out that Camacho’s Morse-Smale condition is essen-
tially the same as our nondegeneracy condition. Another set of conditions
for R2-actions on 2-manifolds was introduced by Sabatini in [53]. Sabatini’s
conditions (in particular, his condition that every singular point is an iso-
lated fixed point) is different from ours, but is a bit similar to the so called
elbolic case of our actions, and leads to some similar arguments and conclu-
sions. In fact, if an action satisfies Sabatini’s conditions and is nondegenerate
then it is an elbolic action in the sense of Definition 6.1. As was observed
by Camacho, nondegenerate actions are not dense in the space of all actions
with respect to a natural topology: due to the rigidity of the commutativity
condition, there are very degenerate actions which cannot be purturbed into
nondegenerate actions. Still, we believe that the nondegeneracy condition is
very reasonable, and very degenerate actions are “pathological” and shoud
not be viewed as representative of integrable systems.
4) Starting from 2 degrees of freedom, in typical integrable Hamilton-
ian systems, besides nondegenerate singularities, one finds also degenerate
singularities of finite determinacy, see, e.g. [8]. It would be nice to include
degenerate (but not too degenerate) singularities into the study of integrable
non-Hamiltonian systems. The work of N.T. Zung [63] on the topologi-
cal classification of integrable Hamiltonian systems also includes degenerate
singularities. We will treat typical degenerate singularities of integrable
non-Hamiltonian systems in general and of Rn-actions on n-manifolds in
particular in some future work. As will be shown in this chapter, the class
of nondegenerate Rn-actions on n-manifolds is already very rich, with lots
of things to say about them, and interesting open questions.
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1.2. Local normal form. Nondegenerate linear actions of Rn on Rn
can be classified, up to isomorphisms, by their corresponding Cartan subal-
gebras of gl(n,R). In terms of linear vector fields, this classification can be
written as follows:
Theorem 1.4 (Classification of nondegenerate linear actions). Let ρ(1) :
Rn×Rn → Rn a nondegenerate linear action of the Abelian group Rn on the
vector space Rn. Then there exist nonnegative integers h, e ≥ 0 such that
2h+ e = n, a linear coordinate system x1, . . . , xn on Rn, and a linear basis
(v1, . . . , vn) of the Lie algebra Rn such that the generators Yi = Xvi of the
action ρ(1) associated to the basis (v1, . . . , vn) can be written as follows:
(1.4)

Yi = xi
∂
∂xi
∀ i = 1, . . . , h
Yh+2j−1 = xh+2j−1 ∂∂xh+2j−1 + xh+2j
∂
∂xh+2j
Yh+2j = xh+2j−1 ∂∂xh+2j − xh+2j ∂∂xh+2j−1 ∀ j = 1, . . . , e.
The numbers e, h in the above theorem form a complete set of invariants
of the nondegenerate linear action up to automorphisms of (the group) Rn
and automorphisms of (the vector space) Rn on which Rn acts, and they are
called the number of elbolic components and the number of hyperbolic
components respectively.
Proof. We first prove the following results:
Let n real, semisimple, commuting, nondegenerate matrices X1, . . . , Xn,
then:
i) There exists a matrix X in V ectR < X1, . . . , Xn > such that its
eigenvalues over C are different.
ii) The matrix X has n different eigenvalues in which γ1, γ2, . . . , γk ∈ R
and γk+1, γk+2 = α1±iβ1, . . . , γk+2s−1, γk+2s = αs±iβs ∈ C where k+2s = n
(note that γk+2 = γ¯k+1, . . . , γk+2s = γ¯k+2s−1).
k real eigenvalues correspondence k eigenspace vector spaces E1, . . . , Ek
dimension 1.
2s complex eigenvalues correspondence s vector spaces F1 = V ectR <
y1 = x1 + x¯1, y2 = i(x1 − x¯1) >, . . . , Fs = V ectR < y2s−1 = xs + x¯s, y2s =
i(xs − x¯s) > dimension 2, where x1, . . . , xs are eigenvalue vectors of X
correspondence eigenspace vectors γk+1, . . . , γk+2s−1 (note that x¯1, . . . , x¯s are
eigenvalue vectors correspondence eigenspace vectors γk+2, . . . , γk+2s).
We conclude that E1, . . . , Ek, F1, . . . , Fs are real invariant vector spaces
of any linear transformation which has a matrix in V ectR < X1, . . . , Xn >.
Indeed,
i) Because n commuting matrices X1, . . . , Xn are semisimple then there
exists a matrix P such that P−1X1P, . . . , P−1XnP are diagonalized over the
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complex field C:
a11 . . . 0
0 a12 . . .
. . .
0 . . . a1n
 , . . . ,

an1 . . . 0
0 an2 . . .
. . .
0 . . . ann
 .
And since the system of n matrices X1, . . . , Xn is nondegenerate then
the matrix A = (aij) is nondegenerate.
We take any matrix X = x1X1 + . . .+ xnXn in V ectR < X1, . . . , Xn >
i.e. x1, . . . , xn ∈ R.
From above, eigenvalues of matrix X are
x1a11 + x2a21 + . . .+ xnan1
x1a12 + x2a22 + . . .+ xnan2
. . .
x1a1n + x2a2n + . . .+ xnann.
Suppose that there does not exist a matrix X in V ectR < X1, . . . , Xn >
such that their complex eigenvalues are different. We suppose that always
exist two equal eigenvalues of matrix X. There are C2n pairs of eigenvalues
of the matrix X. When we take infinite value of x1, x2, . . . , xn ∈ R then
there exists one pair equal with infinite value of x1, x2, . . . , xn ∈ R, suppose:
x1a1p + x2a2p + . . .+ xnanp = x1a1q + x2a2q + . . .+ xnanq.
This gives
(a1p, a2p, . . . , anp) = (a1q, a2q, . . . , anq).
Which is impossible by the nondegenerate matrix (aij).
ii) We take any matrix Y ∈ V ectR < X1, . . . , Xn >, then X,Y are
commute.
It remains to prove that E1, . . . , Ek, F1, . . . , Fs are invariant vector spaces
of the matrix Y .
Indeed, for every vector x ∈ Eγ1 then Xx = γ1x,
We can assert that
X(Y x) = (XY )x = (Y X)x = Y (Xx) = Y γ1x = γ1Y x
then Y x ∈ Eγ1 . The same with Eγ2 , . . . , Eγn .
Similar considerations apply to F1, we have F1 ⊂ V ectC < x1, x¯1 >.
Take z ∈ F1, because Y x1 ∈ V ectC < x1 > and Y x¯1 ∈ V ectC < x¯1 >
then Y z ∈ V ectC < x1, x¯1 >, we have Y z = αx1 + βx¯1 ∈ Rn iff Y z = Y z
equivalent to β = α¯. Then Y z = αx1 + α¯x¯1 =
α+α¯
2 (x1 + x¯1)− i(α−α¯)2 i(x1 −
x¯1) ∈ F1.
Suppose Y to be the real matrix
(
a b
c d
)
in the vector subspace
V ectC < y1 = x1 + x¯1, y2 = i(x1 − x¯1) >.
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We have
Y 2x1 = Y (y1 − iy2) = Y y1 − iY y2 = ay1 + cy2 − i(by1 + dy2)
= (a− ib+ ic+ d)x1 + (a− ib− ic− d)x¯1 ∈ V ectC < x1 >
then a− ib− ic− d = 0, this gives a = d, c = −b.
It means that in the basis x1, . . . , xk, y1, . . . , y2s the matrix Y has the
form: 
γ1 . . . 0 0
0 . . .
γk . . .
0 a1 b1 . . .
0 −b1 a1 . . .
. . . 0
. . . as bs
0 0 . . . −bs as

when we take one variable equals 1 (the others equal 0) then we have a
matrix system, which prensents vector fields Yi in Theorem 1.4.

Remark 1.5. The word elbolic (see 2.2 of [68]) is a contraction of elliptic
+ hyperbolic, to describe a 2-dimensional situation with both an elliptic type
sub-component and a hyperbolic type sub-component, see Figure 1.
Figure 1. Elbolic, hyperbolic, and regular components of
Rn-actions on n-manifolds.
Theorem 1.4 together with smooth linearization techniques lead to the
following smooth local normal form theorem, which was obtained in [66]:
Theorem 1.6 ([66], Local normal form). Let p be a nondegenerate
singular point of co-rank m ≤ n of a smooth nondegenerate action ρ :
Rn × Mn → Mn. Then there exists a smooth local coordinate system
(x1, x2, . . . , xn) in a neighborhood of p, non-negative integers h, e ≥ 0 such
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that h+ 2e = m, and a basis (v1, . . . , vn) of Rn such that the corresponding
generators Yi = Xvi(i = 1, . . . , n) of ρ have the following form:
(1.5)

Yi = xi
∂
∂xi
∀ i = 1, . . . , h
Yh+2j−1 = xh+2j−1 ∂∂xh+2j−1 + xh+2j
∂
∂xh+2j
Yh+2j = xh+2j−1 ∂∂xh+2j − xh+2j ∂∂xh+2j−1 ∀ j = 1, . . . , e
Yk =
∂
∂xk
∀ k = m+ 1, . . . , n.
The numbers (h, e) do not depend on the choice of local coordinates.
Definition 1.7. The couple (h, e) in the above theorem is called the
HE-invariant of the action ρ at p. The number e is called the number of
elbolic components, and h is called the number of hyperbolic components
of ρ at p. The coordinate system (x1, . . . , xn) in this theorem is called a
local canonical system of coordinates, and the basis (v1, . . . , vn) of Rn
is called an adapted basis of the action ρ at p.
Local canonical coordinate systems at a point p and associated adapted
bases of Rn are not unique, but they are related to each other by the following
theorem:
Theorem 1.8 (Adapted bases). Let (x1, . . . , xn) be a canonical system
of coordinates at a point p of a nondegenerate action ρ together with an asso-
ciated adapted basis (v1, . . . , vn) of Rn as in Definition 1.7. Let (y1, . . . , yn)
be another canonical system of coordinates at p together with an associated
adapted basis (w1, . . . , wn) of Rn. Then we have:
i) The vectors (v1, . . . , vh) are the same as the vectors (w1, . . . , wh) up
to permutations, where h is number of hyperbolic components.
ii) The e-tuples of pairs of vectors ((vh+1, vh+2), . . . , (vh+2e−1, vh+2e))
is also the same as the e-tuples ((wh+1, wh+2), . . . , (wh+2e−1, wh+2e)) up to
permutations and changes of sign of the type
(1.6) (vh+2i−1, vh+2i) 7→ (vh+2i−1,−vh+2i)
(only the second vector, the one whose corresponding generator of ρ is a
vector field whose flow is 2pi-periodic, changes sign).
iii) Conversely, if (x1, . . . , xn) and (v1, . . . , vn) are as in Theorem 1.6,
and (w1, . . . , wn) is another basis of Rn which satisfies the above conditions
i) and ii), then (w1, . . . , wn) is the adapted basis of Rn for another canonical
system of coordinates (y1, . . . , yn) at p.
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Proof. Since (v1, . . . , vn) is a basis of Rn, for any w ∈ Rn we can write
w =
∑n
i=1 αivi, and hence
Xw =
n∑
i=1
αiYi
=
h∑
i=1
αixi
∂
∂xi
+
e∑
i=1
[
αh+2i−1
(
xh+2i−1
∂
∂xh+2i−1
+ xh+2i
∂
∂xh+2i
)
+ αh+2i
(
xh+2i−1
∂
∂xh+2i
− xh+2i ∂
∂xh+2i−1
)]
+
n∑
i=h+2e+1
αi
∂
∂xi
.
If Xw = y1
∂
∂y1
in some new coordinate system, then in particular Xw(p) = 0,
therefore αi = 0 ∀i ≥ h + 2e + 1. Moreover, Xw has only one non-zero
eigenvalue, which is equal to 1, and all the other eigenvalues (counting with
multiplicities) are 0. On the other hand, α1, . . . , αh and αh+2i−1±
√−1αh+2i
are eigenvalues of X. From there it is obvious that there is an index j ≤ h
such that αj = 1, and all the other αi are 0. In other words, we have w = vj .
ii) The proof of ii) is absolutely similar to the proof of i).
Remark that there are no conditions on wh+2e+1, . . . , wn except that
they form together with w1, . . . , wh+2e a basis of Rn.
iii) As for the converse statement, assume that the basis w1, . . . , wn of
Rn satisfies the above conditions i) and ii).
Notice that the change (vh+1, vh+2) 7→ (vh+1,−vh+2) can be achieved by
the permutation (xh+1, xh+2) 7→ (xh+2, xh+1) of the coordinates xh+1 and
xh+2. So, without loss of generality, we can assume now that wi = vi for all
i = 1, . . . , h+ 2e. We can write
(1.7) wh+2e+i =
h+2e∑
j=1
aijvj +
n−h−2e∑
j=1
bijvh+2e+j
for each i = 1, . . . , n− h− 2e, where (bij) is an invertible matrix.
Putting w˜h+2e+i =
∑n−h−2e
j=1 cijwh+2e+j where (cij) is the inverse matrix
of (bij), we have
(1.8) w˜h+2e+i =
h+2e∑
j=1
a˜ijvj + vh+2e+i
for some a˜ij , and wh+2e+i =
∑n−h−2e
j=1 bijw˜h+2e+j .
The vector fields
(1.9) Xw˜h+2e+i =
∂
∂xh+2e+i
+ . . .
are regular vector fields in a neighborhood of p, which commute with each
other.
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Define the new functions y1, . . . , yh+2e in the neighborhood of p as fol-
lows:
(1.10) yi(q) = xi(ϕ
−xh+2e+1(q)
Xw˜h+2e+1
◦ ϕ−xh+2e+2(q)Xw˜h+2e+2 ◦ . . . ◦ ϕ
−xn(q)
w˜wn
(q)).
In other words, move q by the flows of Xw˜h+2e+i , . . . , Xw˜n to a point q
′
on the subspace {xh+2e+1 = . . . = xn = 0}, and then put yi(q) = xi(q′).
Then in the new coordinate system (y1, . . . , yh+2e, xh+2e+1, . . . , xn) the
vector fields Xw1 , . . . , Xwh+2e still have the same expression as before:
(1.11)

Xwi = yi
∂
∂yi
(∀i = 1, . . . , h)
Xwh+2i−1 = yh+2i−1
∂
∂yh+2i−1 + yh+2i
∂
∂yh+2i
Xwh+2i = yh+2i−1
∂
∂yh+2i
− yh+2i ∂∂yh+2i−1 ∀ i = 1, . . . , e.
Moreover, in this new coordinate system (y1, . . . , yh+2e, xh+2e+1, . . . , xn) the
vector fields Xw˜h+2e+i are rectified, i.e. we have
Xw˜h+2e+i =
∂
∂xh+2e+i
∀i = 1, . . . , n− h− 2e.
In this coordinate system, the vector fields Xwh+2e+i are also constant:
Xwh+2e+i =
n−h−2e∑
j=1
bij
∂
∂xh+2e+i
.
In order to write Xwh+2e+i =
∂
∂yh+2e+i
, it remains to make the following linear
change of the coordinates (xh+2e+1, . . . , xn):
yh+2e+i =
n−h−2e∑
j=1
cijxh+2e+i.
The new coordinate system (y1, . . . , yn) is now a canonical coordinate system
associated to the basis (w1, . . . , wn). 
Remark 1.9. The fact that the last vectors (from wh+2e+1 to wn) in
an adapted basis can be arbitrary (provided that they form together with
w1, . . . , wh+2e a basis of Rn) is very important in the global picture, because
it allows us to glue different local canonical pieces together in a flexible way.
As a simple corollary of the local normal form theorem, we have the
following preliminary description of the set of all singular points of a non-
degenerate action:
Corollary 1.10. Denote by
(1.12) S = {x ∈Mn | rank x < n}
the set of singular points of a nondegenerate action ρ : Rn ×Mn → Mn.
Then we have:
i) S is a stratified manifold, where the smooth strata are
(1.13) Sh,e = {x ∈Mn | HE-invariant of x is (h, e)}
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given by the HE-invariant.
ii) dimSh,e = n− h− 2e if Sh,e 6= ∅.
iii) If S 6= ∅ then dimS = n − 1 or dimS = n − 2. When there are
hyperbolic singularities (points with h > 0) then dimS = n − 1, and when
there are only elbolic singularities (h = 0 for every point) then dimS = n−2.
Proof. The proof is straightforward. 
Definition 1.11. 1) If Op is a singular orbit of corank 1 of a nonde-
generate action ρ : Rn ×Mn → Mn, i.e. the HE-invariant of Op is (1, 0),
then the unique vector v ∈ Rn such that the corresponding generator Xv of ρ
can be written as Xv = x
∂
∂x near each point of Op is called the associated
vector of Op.
2) If Op is a singular orbit of HE-invariant (0, 1) (i.e. corank 2 transver-
sally elbolic) then the couple of vectors (v1,±v2) in Rn, where v2 is deter-
mined only up to a sign, such that Xv1 and Xv2 can be locally written as{
Xv1 = x
∂
∂x + y
∂
∂y
Xv2 = x
∂
∂y − y ∂∂x
is called the associated vector couple of Op.
1.3. Local automorphism groups and the reflection principle.
Theorem 1.12 (Local automorphism groups). Let p be a nondegenerate
singular point of HE-invariant (h, e) and rank r of an action ρ : Rn×Mn →
Mn (n = h + 2e + r). Then the group of germs of local isomorphisms (=
local diffeomorphisms which preserve the action) which fix the point p is
isomorphic to Te × Re+h × (Z2)h. The part Te × Re+h of this group comes
from the action ρ itself (internal automorphisms given by the action of the
isotropy group of ρ at p).
Proof. Using the local normal form theorem, it is clear that for any
w ∈ Zρ(p), where
(1.14) Zρ(p) = {v ∈ Rn | ρ(v, p) = p}
denotes the isotropy group of ρ at p, the map ρ(w, .) fixes the point p and
preserves the action, and (the germ of) this map is identity if and only if w
belongs to the isotropy group
(1.15) Zρ(U) = {v ∈ Rn | ρ(v, .) = IdU}
of ρ in a neighborhood U of p. Thus we have a natural inclusion of
(1.16) Zρ(p)/Zρ(U) ∼= Te × Re+h
into the group of germs of local automorphisms which fix p.
Let (x1, . . . , xn) be a canonical coordinate system at p with respect to
ρ. Then for each i = 1, . . . , h, the involution
(1.17) σi : (x1, . . . , xi, . . . , xn) 7→ (x1, . . . ,−xi, . . . , xn)
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is also a local automorphism of the action and σi(p) = p.
The involutions σi commute with each other and generate an Abelian
group isomorphic to (Z2)h. The elements of this group do not come from
Zρ(p)/Zρ(U), and things commute, so together we get a group isomorphic
to Te × Re+h × (Z2)h of germs of automorphisms.
It remains to show that any (germ of) local automorphism which fixes
p is an element of this group. Indeed, let ϕ : (U , p) → (U , p) be a local
diffeomorphism which fixes p and preserves the action. The corner
(1.18) U+ = {(x1, . . . , xn) ∈ U | x1 > 0, . . . , xh > 0}
is a local regular orbit of ρ. If ϕ does not preserve this corner, i.e. it sends
this corner to another corner, say for example {(x1, . . . , xn) ∈ U | x1 <
0, x2 < 0, x3 > 0, . . . , xh > 0}, then σ1 ◦ σ2 ◦ϕ preserves the positive corner.
To prove that ϕ belongs to the above group is equivalent to prove that ϕ
composed with some involutions σi (i = 1, . . . , h) belongs to the above
group. So without loss of generality we can assume that ϕ preserves the
positive corner.
Let z ∈ U+ be a point in the positive corner near p. Then ϕ(z) ∈ U+,
which implies the existence of an element w ∈ Rn such that ρ(w, z) = ϕ(z).
Put ϕ̂ = ρ(−w, .) ◦ ϕ. Then ϕ̂(z) = z. Since ϕ̂ is an automorphism, it
implies that ϕ̂ is identity on the whole corner U+. (∀y ∈ U+ we can write
y = ρ(v, z) and hence ϕ̂(y) = ϕ̂(ρ(v, z)) = ρ(v, ϕ̂(z)) = ρ(v, z) = y). Now,
for any element z′ in any other corner of U , we will also have ϕ(z′) = z′,
because if not we would have ϕ̂ = ρ(v, .) is a linear map different from
identity in that corner, which would imply that ϕ is not differentiable at p.
Thus ϕ̂ is identity, not only in the corner U+, but in a neighborhood
of p, and we can write ϕ = ρ(w, .) in a neighborhood of p. Remark that
w ∈ Zρ(p), otherwise ϕ would not fix p. 
The finite automorphism group (Z2)k in the above theorem acts not
only locally in the neighborhood of a singular point p of HE-invariant (h, e),
but also in the neighborhood of a smooth closed manifold of dimension
n−h−2e which contains p. More precisely, we have the following reflection
principle, which is somewhat similar to the Schwartz reflection principle in
complex analysis:
Theorem 1.13 (Reflection principle). a) Let p be a point of HE-invariant
(1, 0) of a nondegenerate Rn-action ρ on a manifold Mn without boundary.
Denote by v ∈ Rn the associated vector of p (i.e. of the orbit Op) as in
Definition 1.11. Put
(1.19)
Nv = {q ∈Mn | Xv(q) = 0 and Xv can be written as x1 ∂
∂x1
near q}.
Then Nv is a smooth embedded hypersurface of dimension n−1 of Mn (which
is not necessarily connected), and there is a unique non-trivial involution
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σv : U(Nv)→ U(Nv) from a neighborhood of Nv to itself which preserves the
action ρ and which is identity on Nv.
b) If the HE-invariant of p is (h, 0) with h > 1, then we can write
(1.20) p ∈ Nv1,...,vh = Nv1 ∩ . . . ∩Nvh
where Nvi are defined as in a), (v1, . . . , vh) is a free family of vectors in Rn,
the intersection Nv1∩ . . .∩Nvh is transversal and Nv1,...,vh is a closed smooth
submanifold of codimension h in M . The involutions σv1 , . . . , σvh generate
a group of automorphisms of (U(Nv1,...,vh), ρ) isomorphic to (Z2)h.
Proof. It follows easily from Theorem 1.6, Theorem 1.8 and Theorem
1.12. 
1.4. Nondegenerate singular orbits. Consider an orbitOz = {ρ(t, z)
| t ∈ Rn} though a point z ∈Mn of a given Rn action ρ. Since Oz is a quo-
tient of Rn, it is diffeomorphic to Rk × Tl for some nonnegative integers
k, l ∈ Z+. The couple (k, l) will be called the RT-invariant of z or of the
orbit Oz. The sum k + l is the dimension of Oz.
Definition 1.14. The HERT-invariant of an orbit Oq or a singular
point q on it is the quadruple (h, e, r, t), where h is the number of transversal
hyperbolic components, e is the number of transversal elbolic components,
and Rr × Tt is the diffeomorphism type of the orbit.
An orbit is compact if and only if r = 0, in which case it is a torus of
dimension t.
Proposition 1.15 (Semi-continuity of the T-invariant). If K ∼= Rr(K)×
Tt(K) and H ∼= Rr(H) × Tt(H) are two different orbits of (Mn, ρ) such that
K ⊂ H¯, then t(K) ≤ t(H).
Proof. Remark that
(1.21) t(K) = rank Z(Zρ(K)/Iρ(K))
where
(1.22) Zρ(K) = {w ∈ Rn | ρ(w, .)|K = IdK}
is the isotropy group of ρ on K, and
(1.23) Iρ(K) = {w ∈ Rn | Xw = 0 on K}
is the isotropy group of the infinitesimal action on K.
In order to show t(K) ≤ t(H), it is enough to show that 2Zρ(K)/Iρ(K)
is a subgroup of a quotient group of Zρ(H)/Iρ(H).
Let p ∈ K, q ∈ H near p, w ∈ Zρ(K), w 6= 0.
Since ρ(w, p) = p, we have that ρ(w, q) is close to q and belongs to H. To
avoid possible “twistings” due to the (Z2)h symmetry group as in Theorem
1.12, look at ρ(2w, q) instead of ρ(w, q). In any case ρ(2w, q) lies in the same
“local orbit” as q, and there is an element θq ∈ Rn close to Iρ(K) such that
ρ(2w, q) = ρ(θq, q),
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which implies that 2w − θq ∈ Zρ(H), or
2w − θq mod Iρ(K) ∈ Zρ(H) mod Iρ(K).
This is true for all k ∈ Zρ(K), so we have
2Zρ(K)/Iρ(K) ⊂ Zρ(H)/(Iρ(K) ∩ Zρ(H))
Notice that Iρ(K) ⊃ Iρ(H) by continuity, so Zρ(H)/(Iρ(K) ∩ Zρ(H)) is a
quotient group of Zρ(H)/Iρ(H). 
We have the following linear model for a tubular neighborhood of a
compact orbit of HERT-invariant (h, e, 0, t):
• The orbit is
(1.24) {0} × {0} × Tt/(Z2)k,
which lies in
(1.25) Bh ×B2e × Tt/(Z2)k,
(whereBh is a ball of dimension h), with coordinates (x1, . . . , xh+2e)
on Rh×R2e and (z1, . . . , zt) mod 2pi on Tt, and k is some nonneg-
ative integer such that k ≤ min(h, t).
• The (infinitesimal) action of Rn is generated by the vector fields
(1.26)

Yi = xi
∂
∂xi
∀ i = 1, . . . , h
Yh+2j−1 = xh+2j−1 ∂∂xh+2j−1 + xh+2j
∂
∂xh+2j
Yh+2j = xh+2j−1 ∂∂xh+2j − xh+2j ∂∂xh+2j−1 ∀ j = 1, . . . , e
Yh+2e+i =
∂
∂zi
∀ i = 1, . . . , t
like in the local normal form theorem.
• The Abelian group (Z2)k acts on Bh×B2e×Tt freely, component-
wise, and by isomorphisms of the action, so that the quotient is
still a manifold with an induced action of Rn on it. The action
of (Z2)k on Bh is by an injection from (Z2)k to the involution
group (Z2)h generated by the reflections σi : (x1, . . . , xi, . . . , xh) 7→
(x1, . . . ,−xi, . . . , xh), its action on B2e is trivial, and its action on
Tt is via an injection of (Z2)k into the group of translations on Tt.
Theorem 1.16 (Semi-local normal form for compact orbits). Any com-
pact orbit of a nondegenerate action ρ : Rn ×Mn → Mn can be linearized,
i.e. there is a tubular neighborhood of it which is, together with the action
ρ, isomorphic to a linear model described above.
Proof. (Sketch). Let q ∈ Oq be a point on a compact orbit of HERT-
invariant (h, e, 0, t). It follows from the local normal form theorem that there
exists a local submanifold N transverse to Oq at q, N ∩Oq = {q}, such that
N is tangent to the vector field Xv for any
(1.27) v ∈ Iρ(p) := {v ∈ Rn | Xv(p) = 0}.
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Similarly to the proof of Proposition 1.15, we can find t linearly in-
dependent vectors w1, . . . , wt ∈ Rn such that Xw1(p), . . . , Xwt(p) are also
linearly independent, and Xw1 , . . . , Xwt generate a locally free Te-action in
a neighborhood U(Op) of Op, which is free almost everywhere. (The exis-
tence of Xw1 , . . . , Xwt can be also be seen from Theorem 2.4 below). Notice
that dimN + t = dimN + dimOp = n, and the action of Tt generated by
Xw1 , . . . , Xwt is transversal to N .
In the case when this Tt-action is free, we can decompose U(Op) into a
direct product N × Tt by viewing U(Op) as as a trivial principal Tt-bundle
with base N . Then the action ρ also splits in U(Op) into a direct sum of
an action on N and an action by translations on Tt. On N , we have the
local canonical coordinates given by the local normal form theorem. On
Tt, we have periodic coordinates with respect to which the vector fields
Xw1 , . . . , Xwt form a standard basis of constant vector fields. Putting these
coordinates together, we have a linearization of the action on N × Tt. If
the Tt-action is not free, then we can make it into a free action by taking a
normal (Z2)k-covering of U(Op) for some 1 ≤ k ≤ h, then proceed as in the
free case. The theorem is proved. 
Remark 1.17. The above theorem is analogous to Miranda-Zung’s lin-
earization theorem for tubular neighborhoods of compact nondegenerate sin-
gular orbits of integrable Hamiltonian systems [44].
More generally, for any point q lying in a orbit Oq of HERT-invariant
(h, e, r, t) which is not necessarily compact (i.e. the number r may be strictly
positive), we still have the following linear model:
• The intersection of the orbit with the manifold is
(1.28) {0} × {0} × Tt/(Z2)k ×Br,
which lies in
(1.29) (Bh ×B2e × Tt/(Z2)k)×Br
with coordinates (x1, . . . , xh+2e) on B
h×B2e, (z1, . . . , zt) mod 2pi
on Tt, and ζ1, . . . , ζr on Br and k is some nonnegative integer such
that k ≤ min(h, t).
• The action of Rn is generated by the vector fields
(1.30)

Yi = xi
∂
∂xi
∀ i = 1, . . . , h,
Yh+2j−1 = xh+2j−1 ∂∂xh+2j−1 + xh+2j
∂
∂xh+2j
Yh+2j = xh+2j−1 ∂∂xh+2j − xh+2j ∂∂xh+2j−1 ∀ j = 1, . . . , e,
Yh+2e+i =
∂
∂zi
∀ i = 1, . . . , t,
Yh+2e+t+i =
∂
∂ζi
∀ i = 1, . . . , r.
• The Abelian group (Z2)k acts on Rh × R2e × Tt freely in the same
way as in the case of a compact orbit.
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Theorem 1.18 (Semi-local normal form). Any point q of any HERT-
invariant (h, e, r, t) with respect to a nondegenerate action ρ : Rn ×Mn →
Mn admits a neighborhood which is isomorphic to a linear model described
above.
Proof. Theorem 1.18 it simply a parametrized version of Theorem 1.16.
It can also be seen as a corollary of Theorem 1.16, by assuming that the
point q lies in a linear model of a neighborhood of a compact orbit. (If q
is far from compact orbits, we can move it by a map ρ(v, .) of the action
for some appropriate v ∈ R to a point ρ(v, q) which is close enough to a
compact orbit. A model for a neighborhood of ρ(v, q) will become a model
for a neighborhood of q by taking the inverse map ρ(−v, .)). 
Remark 1.19. The difference between the compact case and the non-
compact case is that, when Oq is a compact orbit, we have a linear model
for a whole tubular neighborhood of it, but when Oq is noncompact we have
a linear model only for a neighborhood of a “stripe” in Oq.
To be more precise, the (minimal required) group (Z2)k in Theorem 1.16
and Theorem 1.18 is naturally isomorphic to the group
(1.31) Gq = (Zρ(q) ∩ (Zρ ⊗ R))/Zρ.
Definition 1.20. The group Gq defined by the above formula is called
the twisting group of the action ρ at q (or at the orbit Oq). The orbit Oq
is said to be non-twisted (and ρ is said to be non-twisted at q) if Gq is
trivial, otherwise it is said to be twisted.
Remark 1.21. The twisting phenomenon also appears in “real-world”
integrable Hamiltonian systems coming from physics and mechanics, and it
was observed, for example, by Fomenko and his collaborators in their study
of integrable Hamiltonian systems with 2 degrees of freedom. See, e.g., [8].
Proposition 1.22 (HERT-invariant of adjacent orbits). 1) If Op is an
orbit of HERT-invariant (e, h, r, t) with r > 0 and Mn is compact, then there
is an orbit of HERT-invariant (e, h+1, r−1, t) or (e+1, h, r−1, t−1) lying
in the closure O¯p of Op.
2) If Mn is compact, then the closure of any orbit contains a compact
orbit, i.e. an orbit with r = 0.
3) If an orbit Op has HERT-invariant (e, h, r, t) with e ≥ 1, then there
is an orbit Oq of HERT-invariant (e− 1, h+ 1, r, t+ 1) such that Op ⊂ O¯q.
4) If an orbit Op has HERT-invariant (e, h, r, t) with h ≥ 1, then there
is an orbit Oq of HERT-invariant (e, h− 1, r + 1, t) such that Op ⊂ O¯q.
5) Any orbit lies in the closure of a regular orbit, i.e. an orbit of dimen-
sion n.
Proof. The proof follows directly from the previous results and argu-
ments of this section. 
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2. The toric degree
2.1. Definition and determination of toric degree. Let ρ : Rn ×
Mn →Mn be a smooth action of Rn on a n-dimensional manifold Mn. As
before, we will denote by
(2.1) Zρ = {g ∈ Rn : ρ(g, .) = IdMn}
the isotropy group of ρ on Mn. Since ρ is locally free almost everywhere
due to its nondegeneracy, Zρ is a discrete subgroup of Rn, so we have
(2.2) Zρ ∼= Zk.
The action ρ of Rn descends to an action of
(2.3) Rn/Zρ ∼= Tk × Rn−k
on M , which we will also denote by ρ:
(2.4) ρ : (Rn/Zρ)×Mn →Mn
We will also denote by
(2.5) ρT : Tk ×Mn →Mn
the subaction of ρ given by the subgroup Tk ⊂ Tk × Rn−k ∼= Rn/Zρ. More
precisely, ρT is an action of (Zρ⊗R)/Zρ on Mn, which becomes a Tk-action
after an isomorphism from (Zρ ⊗ R)/Zρ to Tk.
Definition 2.1. The number k = rank ZZρ is called the toric degree
of the action ρ.
Clearly, the toric degree of ρ is also the maximal number such that the
action ρ descends to an action of Tk × Rn−k on Mn. It can be viewed as
the maximal number k such that ρ contains an effective action of Tk as its
subaction.
If the toric degree is 0 then we say that the action is totally hyperbolic.
Totally hyperbolic actions will be studied in Section 4. It seems that there
are no obstructions for a closed manifold to admit totally hyperbolic actions
(see Theorem 4.11 and Conjecture 4.12). But starting from k ≥ 1, there are
strong topological obstructions for a n-manifold to admit a nondegenerate
Rn-action of toric degree k. This leads us to the following definition:
Definition 2.2. We say that a manifold Mn has toric rank equal to k
if k is the maximal number such that M admits a nondegenerate Rn-action
of toric degree k.
For example, as will be seen from Subsection 2.2 and Subsection 4.3, it
is easy to show that, the toric rank of T2 is equal to 2, the toric rank of
S2,RP2 and the Klein bottle is equal to 1, and the toric rank of any other
closed 2-dimensional surface is 0.
If Mn has toric degree k, then in particular it must admit an effective
action of Tk. This condition is a rather strong topological condition. For
example, Fintushel [28] showed (modulo Poincare´’s conjecture which is now
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a theorem) that among simply-connected 4 manifolds, only the manifolds
S4,CP2,−CP2,S2 × S2 and their connected sums admit an effective locally
smooth T1-action (and so only these manifolds may have toric degree ≥ 1).
This list is the same as the list of simply-connected 4-manifolds admitting an
effective T2-action, according to Orlik and Raymond [47], [48]. A classifica-
tion of non-simply-connected 4-manifolds admitting an effective T2-action
can be found in Pao [50].
Remark 2.3. An interesting invariant closely related to toric rank is
the so-called Milnor’s rank of a manifold, see, e.g. [13]: it is the maximal
nonnegative integer k such that the manifold admits a free infinitesimal Rk-
action, or in other words, a k-tuple of commuting vector fields which are
linearly independent everywhere.
We observe that the toric degree can be read off the HERT-invariant of
any point on M with respect to the action. More precisely, we have:
Theorem 2.4 (Toric degree). Let ρ : Rn ×Mn → Mn be a nondegen-
erate smooth action of Rn on a n-dimensional manifold Mn and p ∈ M be
an arbitrary point of M . If the HERT-invariant of p with respect to ρ is
(h, e, r, t), then the toric degree of ρ on M is equal to e+ t.
Proof. We will divide the proof of the theorem into several steps.
Step 1: Let p ∈M be a regular point. Then toric degree(ρ) ≤ t(p).
Indeed, the orbit Op is of the type Tt(p) × Rr(p) and can be viewed
as an orbit of an action of Tk × Rn−k, where k = toric degree(ρ). Since
t(p) + r(p) = n, the isotropy group of the action of Tk × Rn−k on Op is a
discrete group. It follows immediately that k ≤ t(p).
Step 2: If O1 and O2 are two arbitrary different regular orbits then
Zρ(O1) = Zρ(O2), where Zρ(O) ⊆ Rn denotes the isotropy group of ρ on O.
By connectedness, it is enough to prove the above statement in the case
when O¯1∩O¯2 6= ∅, where O¯ denotes the closure of O. Notice that if O1 6= O2
and O¯1 ∩ O¯2 6= ∅ then O¯1 ∩ O¯2 must contain a singular point of rank n− 1,
because the set of singular points of rank ≤ n − 2 in M is of dimension
≤ n− 2 and can not separate O1 from O2. So let q ∈ O¯1 ∩ O¯2 be a singular
point of rank n − 1 and corank 1. Then q is automatically a hyperbolic
singular point, i.e. h(q) = 1 and e(q) = 0, because h(q) + 2e(q) = 1.
Consider a canonical coordinate system (x1, . . . , xn) in a neighborhood
U of q in Mn:
(2.6) Xv1 = x1
∂
∂x1
, Xv2 =
∂
∂x2
, . . . , Xvn =
∂
∂xn
,
where (v1, . . . , vn) is a basis of Rn. Locally O1 and O2 lie on the two different
sides of the singular orbitOq, so we can assume thatO1∩U = {(x1, . . . , xn) ∈
U | x1 < 0} and O2 ∩ U = {(x1, . . . , xn) ∈ U | x1 > 0}. Let w ∈ Zρ(O1).
Since the map ρ(w, .) is identity on O1, the differential of ρ(w, .) at q is
also identity. It implies that, for any point p = (, 0, . . . , 0) ∈ O2 ∩ U ,
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ρ(w, p) is close enough to p so that there is an element θ ∈ Rn close
to zero such that ρ(w, p) = ρ(θ, p). A-priori, θ may depend on , but
θ → 0 when  → 0+. Note that the equality ρ(w, p) = ρ(θ, p) implies
that w − θ ∈ Zρ(O2), so by taking the limit when  tends to 0, we have
w = lim→0(w − θ) ∈ Zρ(O2). Since w ∈ Zρ(O2) for any w ∈ Zρ(O1), we
have Zρ(O1) ⊂ Zρ(O2). By symmetry of arguments, the inverse inclusion is
also true, i.e. we have Zρ(O1) = Zρ(O2).
Step 3: Zρ = Zρ(O) for any regular orbit O. In particular, for any
regular point p, the toric rank of ρ is equal to t(p) (and e(p) = h(p) = 0).
Indeed, the inclusion Zρ ⊂ Zρ(O) is true for any orbit (singular or
regular). To prove the inverse inclusion, let w ∈ Zρ(O) be an element of the
isotropy group of a regular orbit. Then according to Step 2), the isotropy
group of any other regular orbit also contains w. It means that ρ(w, .) is
identity on the set of regular points of Mn. Since this set is dense in Mn,
by continuity we have that ρ(w, .) is identity of Mn, i.e. w ∈ Zρ.
Remark that if p is a regular point then t(p) = dimZ Zρ(Op), and since
Zρ(Op) = Zρ, we have that t(p) = dimZρ is the toric degree of ρ.
Step 4: If q ∈Mn is a singular point then e(q) + t(q) ≥ toric degree (ρ).
Indeed, consider the induced toric action ρT : Tk ×Mn → Mn, where
k is the toric degree of ρ. If q ∈ M and the isotropy group ZρT(q) of ρT
at q is of rank s (i.e. its connected component is isomorphic to Ts), then
q has exactly s elbolic components (because each elbolic component gives
rise to exactly one “vanishing cycle”, i.e. a T1-subaction having q as a
fixed point), i.e. e(q) = s. On the other hand, the action of the quotient
group Tk/ZρT(q) ∼= Tk−s on Oq is free, so we have that t(q) ≥ k − s. Thus
e(q) + t(q) ≥ k = toric degree (ρ).
Step 5: The converse inequality is also true: e(q) + t(q) ≤ toric degree
(ρ).
The main point in Step 5 is to show that, if w ∈ Zρ(q) \ Iρ(q), where
Iρ(q) = {v ∈ Rn | Xv(q) = 0} ⊂ Rn is the isotropy vector space of the
infinitesimal action at q (Iρ(q) is also the connected component of Zρ(q)
which contains 0), then there is an element θ ∈ Iρ(q) such that either w+θ ∈
Zρ (the non-twisted case) or 2w + θ ∈ Zρ (the twisted case). Indeed, if this
fact is true, then dimZ(Zρ ∩ Iρ(q)) = e(q) and dimZ(Zρ/(Zρ ∩ Iρ(q))) ≥
t(q), because t(q) = dimZ(Zρ(q)/(Zρ(q) ∩ Iρ(q))) and there is an injective
homomorphism from 2Zρ(q)/(2Zρ(q)∩ Iρ(q)) into Zρ/(Zρ∩ Iρ(q)), therefore
the toric degree of ρ = dimZ Zρ = dimZ(Zρ∩Iρ(q))+dimZ(Zρ/(Zρ∩Iρ(q)) ≥
e(q) + t(q).
Let us now prove the existence of an element θ ∈ Iρ(q) such as above
for any given element w ∈ Zρ(q) \ Iρ(q). Denote by (x1, . . . , xn) a canonical
coordinate system in a neighborhood U of q as given by the local normal
form theorem. In particular, we have Oq ∩ U = {(x1, . . . , xn) ∈ U | x1 =
. . . = x2e(q)+h(q) = 0}, and the coordinate functions x2e(q)+h(q)+1, . . . , xn
are first integrals of the vector field Xv for any v ∈ Iρ(q). Denote by N =
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{(x1, . . . , xn) ∈ U | x1 = . . . = x2e(q)+h(q) = 0} the local transversal manifold
to Oq at q. Then N is invariant with respect to the infinitesimal action of
Iρ(q). This action of Iρ(q) divides N into a finite number of local regular
orbits, which we call the corners of N (the number of corners is 2h(q)) and
a finite number of singular orbits. Choose an arbitrary vector subspace W
complementary to Iρ(q) in Rn: Rn = Iρ(q)⊕W . Let z ∈ N be a regular point
close enough to q. Since ρ(w, q) = q, the point ρ(w, z) is also close to N , so
that there is a unique small element γ(z) ∈ W such that ρ(w + γ(z), z) =
ρ(γ(z), ρ(w, z)) belongs to N . The local map Pw : z 7→ ρ(w + γ(z), z) from
N to itself is called the Poincare´ map on N associated to w. Notice that
this Poincare´ map is an automorphism of the infinitesimal action of Iρ(q)
on N . This action has q as a nondegenerate fixed point, and according
to the results of Section 1, either Pw preserves each corner of N (the non-
twisted case), or (Pw)
2 will do so (the twisted case). For simplicity and
without loss of generality, let us assume that Pw preserves each corner of
N , i.e. Pw(z) belongs to the same corner as z. It means that we can write
ρ(θ(z), Pw(z)) = z for some θ(z) ∈ Iρ(q). Recall that Pw(z) = ρ(w+γ(z), z),
so we have ρ(w+ γ(z) + θ(z), z) = z, i.e. w+ γ(z) + θ(z) ∈ Zρ(z). Since z is
a regular point, we have w + γ(z) + θ(z) ∈ Zρ. Recall that γ(z) tends to 0
when z tends to q, so by taking the limit, we find an element θ ∈ Iρ(q) such
that w + θ ∈ Zρ. The theorem is proved. 
Remark 2.5. The above theorem is similar to and inspired by some
results of [61] on the discrete invariants of singular points on a nondegenerate
singular fiber of an integrable Hamiltonian system.
2.2. Actions of toric degree n and n− 1. When the toric degree of
ρ is equal to n we get an effective action of Tn on Mn. Each n-dimensional
orbit of this action is open and compact in Mn at the same time, because
Tn is compact. Since Mn is connected by our assumptions, a non-empty
open compact subset of M must be M itself. It implies that the whole Mn
is just one orbit of the Tn-action, and Mn itself is differmorphic to Tn. In
other words, we recover the following well-known result:
Theorem 2.6. Up to diffeomorphisms the only connected n-dimensional
manifold admitting an effective Tn-action is the torus Tn.
Consider now a nondegenerate action ρ of toric degree n−1 on a compact
connected manifold Mn, an orbit Op of this action, and denote by (h, e, r, t)
the HERT-invariant of Op.
According to Theorem 2.4, we have e + t = n − 1. On the other hand,
the total dimension is n = h + 2e + r + t. These two equalities imply that
h+ e+ r = 1, which means that one of the three numbers h, e, r is equal to
1 and the other two numbers are 0. So we have only three possibilities:
1) r = 1, h = e = 0, t = n−1, and Op ∼= Tn−1×R is a regular orbit. The
action ρT of Tn−1 on such an orbit is free with the orbit space diffeomorphic
to an open interval.
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2) r = e = 0, h = 1, t = n − 1, and Op ∼= Tn−1 is a compact singular
orbit of codimension 1 which is transversally hyperbolic. The action ρT of
Tn−1 on such an orbit is locally free; it is either free (the non-twisted case)
or have the isotropy group equal to Z2 (the twisted case).
3) e = 1, h = r = 0, t = n− 2, and Op ∼= Tn−2×R is a compact singular
orbit of codimension 2 which is transversally elbolic.
The orbit space S = Mn/Tn−1 of the action
(2.7) ρT : Tn−1 ×Mn →Mn
is a compact one-dimensional manifold with or without boundary, on which
we have an induced action of R. The singular points of this R-action on
Mn/Tn−1 correspond to the singular orbits of ρ. Since the toric degree is
n− 1 and not n and M is compact, ρ must have at least one singular orbit,
and so on the quotient space S = Mn/Tn−1 there is at least one singular
point.
Topologically, S must be a closed interval or a circle. A singular point
in the interior of S corresponds to a transversally hyperbolic non-twisted
singular orbit of of ρ (Case 2 non-twisted), while a point on the boundary of
S (in case S is an interval) must correspond to either a transversally elbolic
orbit (Case 3) or a transversally hyperbolic twisted orbit (Case 2 twisted).
We can combine all these possibilities together to construct Rn actions of
toric degree n− 1 on n-manifolds.
Globally, we have the following 4 cases:
Figure 2. The 4 cases of toric degree n− 1.
Case a: S is a circle, which contains m > 0 hyperbolic points with respect
to the induced R-action on it.
Notice that, m is necessarily an even number, because the vector field
which generates the hyperbolic R-action on S changes direction on adjacent
regular intervals, see Figure 2a for an illustration. The T(n−1)-action is free
in this case, so Mn is a Tn−1-principal bundle over S. Any homogeneous
Tn−1-principal bundle over a circle is trivial, so Mn is diffeomorphic to
Tn ∼= Tn−1 × S1 in this case.
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Case b: S is an interval, and each endpoint of S corresponds to a
transversally elbolic orbit of ρ.
Topologically, in this case, the manifold Mn can be obtain by gluing 2
copies of the “solid torus” D2 × Tn−2 together along the boundary. When
n = 2, there is only one way to do it, and M is diffeomorphic to a sphere
S2. When n ≥ 3, the gluing can be classified by the homotopy class (up
to conjugations) of the two vanishing cycles on the common boundary Tn−1
(the first/ second vanishing cycle is the 1-dimensional cycle on the common
boundary which becomes trivial on the first/second solid torus). When
n = 3, the manifold M3 is either S2 × S1 (if the two vanishing cycles are
equal up to a sign) or a so called lens space in 3-dimensional topology.
Case c: S is an interval, one endpoint of S corresponds to a twisted
transversally hyperbolic orbit of ρ, and the other endpoint corresponds to a
transversally elbolic orbit of ρ.
Due to the twisting, the ambient manifold is non-orientable in this case.
But (Mn, ρ) admits a double covering ˜(Mn, ρ) which belongs to Case b. If
n = 2 then M2 = RP2 in this case.
Case d: S is an interval, and each endpoint of S corresponds to a twisted
transversally hyperbolic orbit of ρ.
Again, in this case, M is non-orientable, but (Mn, ρ) admits a normal
(Z2)2-covering ˜(Mn, ρ) which is orientable and belongs to Case a. If n = 2
then M2 = Klein bottle in this case.
We can classify actions of toric degree n − 1 on closed manifolds as
follows:
View S as a (non-oriented) graph, with singular points (i.e. points which
correspond to singular orbits of ρ) as vertices. Mark each vertex of S with
the vector or the vector couple of Rn associated to the corresponding orbit of
ρ (in the sense of Definition 1.11). Then S becomes a marked graph, which
is an invariant of ρ, and which will be denoted by Smarked. The isotropy
group Zρ ⊆ Rn (which is isomorphic to Rn−1) is also an invariant of ρ. Note
that Smarked and Zρ satisfy the following conditions (Ci)-(Civ):
Ci) S is homemorphic to a circle or an interval. If S is a circle then it
has an even positive number of vertices. If S is an interval then it
has at least 2 vertices, which are at the two ends of S.
Cii) Each interior vertex of S is marked with a vector in Rn. Each
end vertex of S may be marked with either a vector or a couple of
vectors of the type (v1,±v2) in Rn (the second vector in the couple
is only defined up to a sign).
Ciii) Zρ is a lattice of rank n− 1 in Rn.
Civ) If v ∈ Rn is the mark at a vertex of S, then
(2.8) R.v ⊕ (Zρ ⊗ R) = Rn.
If (v,±w) is the mark at a vertex of S, then we also have
(2.9) R.v ⊕ (Zρ ⊗ R) = Rn
36 1. NONDEGENERATE Rn-ACTIONS ON n-MANIFOLDS
while w is a primitive element of Zρ. Moreover, if vi and vi+1 are
two consecutive marks (each of them may belong to a couple, e.g.
(vi,±wi)), then they lie on different sides of Zρ ⊗ R in Rn.
It is clear that Smarked and Zρ are invariants of the action ρ. In the
case when S is a circle (case a)), then there is another invariant called the
monodromy and defined as follows:
Denote by F1, . . . , Fm the (n−1)-dimensional orbits of (Mn, ρ) in cyclical
order (they corresponds to vertices of S in cyclical order). Denote by σi
the reflection associated to Fi. Let z1 be an arbitrary regular point which
projects to a point in the regular orbit lying between Fm and F1.
Put z2 = σ1(z1) (which is a point lying on the regular orbit between
F1 and F2), z3 = σ2(z2), . . . , zm+1 = σm(zm). Then zm+1 lies on the same
regular orbit as z1, and so there is a unique element µ ∈ Rn/Zρ such that
(2.10) zm+1 = ρ(µ, z1).
This element µ is called the monodromy of the action. Notice that µ
does not depend on the choice of z1 nor on the choice of F1 (i.e. which
singular orbit is indexed as the first one), but only on the choice of the
orientation of the cyclic order on S: If we change the orientation of S then
µ will be changed to −µ (modulo Zρ). So a more correct way to look at the
monodromy is to view it as a homomorphism from pi1(S) ∼= Z to Rn/Zρ.
Figure 3. Monodromy µ when S ∼= S1.
Theorem 2.7 (Classification by marked S-graph). 1) If (Smarked, Z) is
a pair of marked graph and lattice which satisfies the conditions (Ci)-(Civ)
above, then they can be realized as the marked graph and the isotropy group of
a nondegenerate action of Rn of toric degree n−1 on a compact n-manifold.
Moreover, if S is a circle then any monodromy element µ ∈ Rn/Z can also
be realized.
2) a) In the case when S is an interval, then any two such actions having
the same (Smarked, Z)-invariant are isomorphic.
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b) In the case when S is a circle, then any two actions having the same
(Smarked, Z, µ) are isomorphic.
Proof. 1) The proof is by surgery, i.e. gluing of linearized pieces given
by Theorem 1.16. There is no obstruction to doing so.
2a) If there are 2 different actions (M1, ρ1) and (M2, ρ2) with the same
marked graph (Smarked, Z), then one can construct an isomorphism Φ from
(M1, ρ1) to (M2, ρ2) as follows.
Take z1 ∈ M1 and z2 ∈ M2 such that z1 and z2 project to the same
regular point on Smarked. Put Φ(z1) = z2. Extend Φ to Oz1 by the formula
Φ(ρ1(θ, z1)) = ρ2(θ, z2).
Then extend Φ to rest of M1 by the reflection principle and the continuity
principle.
2b) The proof is similar to that of assertion 2a).

3. The monodromy
In the classification of actions of toric degree n − 1 in Subsection 2.2,
we have encountered a global invariant called the monodromy. It turns
out that the monodromy can also be defined for any nondegenerate action
ρ : Rn×Mn →Mn of any toric degree, and is one of the main invariants of
the action.
Choose an arbitrary regular point z0 ∈ (Mn, ρ), and a loop γ : [0, 1] →
Mn, γ(0) = γ(1) = z0. By a small perturbation which does not change the
homotopy class of γ, we may assume that γ intersects the (n − 1) singular
orbits of ρ transversally (if at all), and does not intersect orbits of dimension
≤ n− 2.
Denote by p1, . . . , pm (m ≥ 0) the singular points of corank 1 on the loop
γ, and σ1, . . . , σm the associated reflections of the singular hypersurfaces
which contain p1, . . . , pm respectively as given by Theorem 1.13.
Put z1 = σ1(z0), z2 = σ2(z1), . . . , zm = σm(zm−1). (The involution σ0
can be extended from a small neighborhood of p1 to z0 in a unique way
which preserves ρ, and so on). Then zm lies in the same regular orbit as z0,
so there is a unique element µ = µ(γ) ∈ Rn/Zρ such that zm = ρ(µ(γ), z0).
Theorem 3.1. With the above notations, we have:
1) µ(γ) depends only on the homotopy class of γ.
2) The map µ : pi1(M
n, z0) → Rn/Zρ is a group homomorphism from
the fundamental group of Mn to Rn/Zρ.
3) µ does not depend on the choice of z0, and can be viewed as a homo-
morphism from the first homology group H1(M
n,Z) ∼= pi1(Mn)/[pi1(Mn), pi1(Mn)]
to Rn/Zρ, which will also be denoted by µ:
(3.1) µ : H1(M
n,Z)→ Rn/Zρ.
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Proof. 1) Consider a homotopy Γ : [0, 1] × [0, 1] → Mn from a loop
γ0 = Γ(0, .) to a loop γ1 = Γ(1, .). By a small perturbation, we may assume
that locally only the following three kinds of situations can happen when
moving from γt = Γ(t, .) to γ
′
t = Γ(t
′, .) with t′ close to t (see Figure 4):
Figure 4. Homotopy of γ.
a) γ crosses a corank-2 transversally hyperbolic-hyperbolic orbit at a
point q. After this crossing, two consecutive singular points pi, pi+1 on
γt will be replaced by two other singular points p
′
i and p
′
i+1 on γt′ , with
σi = σ
′
i+1 (i.e. σpi = σp′i+1) and σ
′
i+1 = σi. Due to the commutativity of σi
and σi+1 as can be seen from the point q, we have σi◦σi+1 = σ′i◦σ′i+1, which
implies that µ(γt) = µ(γ
′
t) (the other σj , j 6= i, i+ 1, remain the same).
b) γ crosses a singular corank-2 transversally elbolic orbit. In this case
γt and γ
′
t gives rise to exactly the same sequence of involutions σi’s, so
µ(γt) = µ(γ
′
t).
c) γt enters (or exists) a new regular orbit by crossing a transversally
hyperbolic corank-1 orbit. Then 2 new consecutive singular points pi, pi+1
are created (or disappear), with σi = σi+1. Since σi is an involution, σi ◦
σi+1 = σ
2
i = Id, we also have µ(γt) = µ(γ
′
t) in this case.
2) Since ρ commutes with all the involutions σi, it is obvious that
(3.2) µ(γ1 ◦ γ2) = µ(γ1) + µ(γ2)
for any loops γ1, γ2 starting at z0.
Thus we obtain a homomorphism µ from pi1(M
n, z0) to Rn/Zρ.
3) Since Rn/Zρ is commutative, any homomorphism from pi1(Mn) to
Rn/Zρ descends to a homomorphism from its Abelianization
(3.3) H1(M
n,Z) ∼= pi1(Mn)/[pi1(Mn), pi1(Mn)]
to Rn/Zρ. Since we can go from any regular point of M to any other regular
point by the reflections σi and the action ρ, and ρ commutes with these σi’s,
it is also clear that µ does not depend on the choice of z0 in M
n. 
Definition 3.2. The homomorphisms µ : H1(M
n,Z) → Rn/Zρ and
µ : pi1(M
n) → Rn/Zρ (which are both denoted by µ for simplicity) given by
Theorem 3.1 are called the monodromy of the action ρ : Rn ×Mn →Mn.
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Remark 3.3. For proper integrable Hamiltonian systems and their as-
sociated Lagrangian torus fibrations, there is also the notion of monodromy,
introduced in the regular case by Duistermaat [24] and extended to the sin-
gular case by Zung [63]. Base spaces of singular Lagrangian torus fibrations
admit a natural stratified singular affine structure, and the monodromy of
singular Lagrangian torus is the monodromy of that affine structures [63].
Such singular affine structures also play an important role, for example, in
the study of mirror symmetry of Calabi-Yau manifolds, see, e.g. Gross-
Siebert [33] and Kontsevich-Soibelman [39]. In our situation here, one can
also view the action ρ : Rn×Mn →Mn as giving rise to a kind of special sin-
gular affine structure on Mn, and the monodromy µ : pi1(M
n, z0)→ Rn/Zρ
as a monodromy of this special singular affine structure.
A simple remark is that the twisting groups are subgroups of the mon-
odromy group, i.e. the image of pi1(M
n) by µ in Rn/Zρ:
Theorem 3.4 (Twistings and monodromy). For any q ∈Mn, we have
(3.4) Gq ⊆ Im(µ),
where Gq = (Zρ(q)∩Zρ⊗R)/Zρ is the twisting group of the action ρ at q, and
Im(µ) = µ(pi1(M
n)) ⊆ Rn/Zρ is the image of pi1(Mn) by the monodromy
map µ. In particular, if Mn is simply-connected, then Im(µ) is trivial, and
ρ has no twisting.
Proof. Let q ∈Mn, (w mod Zρ) ∈ Gq, and z0 be a regular point close
enough to q. Consider the loop γ : [0, 1]→Mn defined as follows:
• γ(t) = ρ(2tw, z0) ∀0 ≤ t ≤ 12
• γ(t) for 12 ≤ t ≤ 1 is a path from ρ(w, z0) to z0 in a small neigh-
borhood of q.
The one verifies, using the definition of the monodromy and the semi-local
normal form theorem, that µ([γ]) = w mod Zρ. 
The proof of the above theorem shows that the monodromy map µ :
H1(M
n,Z)→ Rn/Zρ satisfies the following compatibility condition (*) with
the isotropy groups:
(*) If [γ] ∈ H1(Mn,Z) can be represented by a loop of
the type {ρ(tw, p)|t ∈ [0, 1]} where p ∈ Mn, w ∈ Zρ(p) ∩
Zρ ⊗ R, then µ([γ]) = w mod Zρ.
In particular, If [γ] ∈ H1(Mn,Z) can be represented by a loop of the
type {ρ(tw, p)|t ∈ [0, 1]} where w ∈ Zρ, then µ([γ]) = 0.
Take an arbitrary regular point z0 ∈M . Then the map
(3.5) Zρ → H1(Mn,Z),
which associates to w ∈ Zρ the homology class of the loop {ρ(tw, z0)|t ∈
[0, 1]} in H1(Mn,Z), is a homomorphism which does not depend on the
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choice of z0. Denote the image of this map by Im(Zρ). Then we can also
view the monodromy of (Mn, ρ) as a homomorphism, which we will also
denote by
(3.6) µ : H1(M
n,Z)/Im(Zρ)→ Rn/Zρ,
from H1(M
n,Z)/Im(Zρ) to Rn/Zρ.
According to the structural theorem for finitely generated Abelian groups,
we can write
(3.7) H1(M
n,Z)/Im(Zρ) = Gtorsion ⊕Gfree,
where Gtorsion ⊆ H1(Mn,Z)/Im(Zρ) is its torsion part, and Gfree ∼= Zk,
where k = rank Z
(
H1(M
n,Z)/Im(Zρ)
)
= dimR
((
H1(M
n,Z)/Im(Zρ)
)⊗R),
is a free part complementary to Gtorsion.
This decomposition of H1(M
n,Z)/Im(Zρ) gives us a decomposition of
µ:
(3.8) µ = µtorsion ⊕ µfree,
where µtorsion : Gtorsion → Rn/Zρ is the restriction of µ to the torsion part
Gtorsion, and µfree is the restriction of µ to Gfree.
Notice that µtorsion is not arbitrary, but must satisfy the above compat-
ibility condition (*) with the twisting groups. On the other hand, µfree can
be arbitrary. More precisely, we have the following theorem:
Theorem 3.5 (Changing of monodromy). With the above notations,
assume that µ′free : Gfree → Rn/Zρ is another arbitrary homomorphism from
Gfree to Rn/Zρ. Put
(3.9) µ′ = µtorsion ⊕ µ′free : H1(Mn,Z)/Im(Zρ)→ Rn/Zρ.
Then there exists another nondegenerate action ρ′ : Rn ×Mn →Mn, which
has the same orbits as ρ and the same isotropy group at each point of Mn
as ρ, but whose monodromy is µ′.
Before proving the above theorem, let us notice that we can kill the
monodromy by an appropriate covering of (Mn, ρ). More precisely, we have:
Theorem 3.6. Denote by M˜n the covering of Mn corresponding to the
kernel kerµ of the monodromy homomorphism µ : pi1(M
n) → Rn/Zρ, i.e.
pi1(M˜n) = kerµ. Denote by ρ˜ the lifting of ρ on M˜n. Then we have:
1) (M˜n, ρ˜) has the same toric degree as (Mn, ρ), and the same isotropy
group: Zρ˜ = Zρ.
2) The monodromy of (M˜n, ρ˜) is trivial.
Proof. The proof is straightforward. 
Proof of Theorem 3.5
The covering M˜n of Mn in the above theorem is the minimal covering
which trivializes the monodromy of ρ˜. In order to prove Theorem 3.5, we
will use a kind of universal covering M̂n (among all coverings on which the
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toric action ρT associated to ρ can be lifted): M̂n is the covering of M
n
such that pi1(M̂n) = Im(Zρ), where Im(Zρ) ⊂ pi1(Mn, z0) now denotes the
image of Zρ ∼= pi1(Ttoric degree(ρ)) in pi1(Mn, z0) via an isotropy-free orbit of
ρT on M
n.
The action ρ can also be naturally lifted to an action on M̂n, which we
will denote by ρ̂. Similarly to the above theorem, we have Zρ̂ = Zρ and the
monodromy of ρ̂ on M̂n is trivial.
Remark that Im(Zρ) is a normal subgroup of pi1(M
n, z0). The covering
M̂n → Mn is a normal covering, the quotient group pi1(Mn, z0)/Im(Zρ)
acts on M̂n freely, and (Mn, ρ) is isomorphic to the quotient of (M̂n, ρ̂) by
this action.
In order to obtain another action ρ′ with monodromy µ′, it suffices to
modify the action of pi1(M
n, z0)/Im(Zρ) on M̂n, in such a way that the
action remains free and preserves ρ̂, the quotient manifold M ′ is diffeomor-
phic to Mn, but the induced Rn-action ρ′ on M ′ has monodromy equal to
µ′ instead of µ. In fact, µ′ and µ indicate how to define the new action of
pi1(M
n, z0)/Im(Zρ) on M̂
n:
Let z ∈ (M̂n, ρ̂) be a regular point and let a loop γ : [0, 1] → Mn,
γ(0) = γ(1) = proj(z), represent an element [γ] ∈ pi1(Mn, z0)/Im(Zρ).
Denote by γ̂ : [0, 1]→ M̂n, γ̂(0) = z the lifting of γ from Mn to M ′. Put
(3.10) A[γ](z) = ρ̂(µ
′([γ])− µ([γ]), γ(1)).
One verifies easily that the map A : pi1(M
n, z0)/Im(Zρ) × M̂n → M̂n,
defined by the above formula, is a free action of pi1(M
n, z0)/Im(Zρ) on M̂n
which commutes with ρ̂, the quotient M ′ = M̂n/A is still diffeomorphic to
Mn, and the induced action ρ′ = ρ̂/A on M ′ can be thought of as having
the same orbits and isotropy as ρ up to a diffeomorphism, but with the
monodromy equal to µ′. 
Remark 3.7. a) In Theorem 3.5, it is possible to change µtorsion also
to another homomorphism µ′torsion : Gtorsion → Rn/Zρ. Then the construc-
tion of the proof still works, but the new action ρ′ will not have the same
isotropy groups as ρ at twisted singular orbits in general, and even the dif-
feomorphism type of M ′ may be different from M , because the new action
of pi1(M
n, z0)/Im(Zρ) will not be isotopic to the old one.
b) We don’t know yet if Gtorsion is completely generated by the twisting
elements or not in general.
Another way to look at the monodromy is as follows:
Given a nondegenerate action ρ : Rn ×Mn → Mn, we will look at its
1-skeleton, which is a graph denoted by Skelet1(M
n, ρ), and defined as
follows:
• Each vertex of Skelet1(Mn, ρ) corresponds to exactly one regular
orbit of ρ.
42 1. NONDEGENERATE Rn-ACTIONS ON n-MANIFOLDS
• Each edge of Skelet1(Mn, ρ) corresponds to one corank-1 singular
orbit of ρ. The two ends of the edge are glued to the vertices
corresponding to adjacent regular orbits. (If the singular orbit is
twisted, i.e. if it is adjacent to only one regular orbit, then the two
ends of the edge are glued to the same vertex).
By lifting, we get a natural homomorphism
(3.11) l : H1(Skelet1(M
n, ρ),Z)→ H1(Mn,Z)/Im(Zρ).
The map
(3.12) µ̂ : H1(Skelet1(M
n, ρ),Z)→ Rn/Zρ
defined by µ̂ = µ◦l will also called the monodromy of ρ (on Skelet1(Mn, ρ)).
Observer that µ̂ is not arbitrary, but must satisfy the following commu-
tativity and compatibility conditions M1 and M2.
M1) If q ∈Mn is a singular point of HE-invariant (2,0) and σ1, σ2, σ3, σ4
denote the edges on Skelet1(M
n, ρ) corresponding to 4 local corank-1 orbits
adjacent to q (we may have for example σ1 = σ3 in the twisted case), then
(3.13) µ̂([σ1σ2σ3σ4]) = 0.
(See Figure 5a).
Figure 5. Loops in Skelet1(M
n, ρ) on which µ̂ must satisfy
commutativity and compatibility conditions.
M2) If q ∈Mn is a singular point of HE-invariant (h, e) with h ≥ 1 which
is twisted, i.e. there is an element w ∈ Zρ(q) such that w /∈ Zρ but 2w ∈ Zρ,
then for any sequence of edges σ1, . . . , σm corresponding to local corank-1
orbits adjacent to z which forms a loop in Skelet1(M
n, ρ), and such that
when viewed as reflections with respect to the corresponding corank-1 orbit,
then σm ◦ σm−1 ◦ . . . ◦ σ1(z) lies in the same local regular orbit as ρ(w, z),
where z is a regular point near q, then we also have
(3.14) µ̂([σ1 . . . σm]) = w mod Zρ.
(See Figure 5b for an illustration).
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4. Totally hyperbolic actions
4.1. Hyperbolic domains and complete fans.
Definition 4.1. A hyperbolic domain is an orbit of dimension n of
a totally hyperbolic action ρ : Rn ×Mn → Mn, i.e. the toric degree of ρ is
0.
An equivalent definition is: a hyperbolic domain is an orbit of type
Rn, i.e. the action ρ is free on it. Remark that, if a nondegenerate action
ρ : Rn×Mn →Mn admits an orbit of type Rn, then ρ is necessarily totally
hyperbolic, according to the toric degree formula (Theorem 2.4). Moreover,
every orbit of a totally hyperbolic action is of type Rk for some 0 ≤ k ≤ n. In
particular, the boundary ∂O of a hyperbolic domain O consists of singular
orbits of types Rk with 0 ≤ k < n.
Proposition 4.2. Let O be a hyperbolic domain of a totally hyperbolic
action ρ : Rn × Mn → Mn. Assume that the closure O¯ of O in Mn is
compact (this condition is automatic if Mn itself is compact). Then we
have:
i) O¯ contains a fixed point of the action ρ.
ii) For each 0 ≤ k ≤ n, O¯ contains an orbit of dimension k of the action ρ.
iii) The partition of O¯ into the orbits of the action ρ is a cell decomposition
of O¯, where each k-dimensional orbit is also a k-dimensional cell.
Proof. i) Let p ∈ O¯ be a point of lowest rank of the action on O¯. The
orbit Op through p of the action lies in O¯, and is of the type Rk where
k = rank p. If k > 0 then Op is not compact, but O¯p ⊂ O¯ is compact,
so there exists a point q on the boundary ∂Op = O¯p \ Op of Op, which
necessarily has lower rank than p, which is a contradition. Thus the rank of
p is 0, i.e. p is a fixed point of the action.
ii) It follows directly from the local normal form theorem. Indeed, let
p ∈ O¯ be a fixed point. Then there is a local canonical coordinate system
(x1, . . . , xn) in a neighborhood U(p) of p and an adapted basis α1, . . . , αn of
Rn, so that we have
(4.1) Xα1 = x1
∂
∂x1
, . . . , Xαn = xn
∂
∂xn
,
where Xv is the generator of ρ associated to v ∈ Rn. Since p ∈ O¯, there is q ∈
O which lies in U(p). Notice that xi(q) 6= 0 ∀ i = 1, . . . , n, otherwise q would
be singular. For each 0 ≤ k ≤ n, the point qk = (x1(q), . . . , xk(q), 0, . . . , 0)
in the above coordinate system belongs to O¯ and is of rank k, which implies
that the orbit Oqk through qk lies in O¯ and is of type Rk.
iii) This statement follows directly from the local structure of singulari-
ties as in ii), and the fact that any orbit of a totally hyperbolic action is of
type Rk for some 1 ≤ k ≤ n. 
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Recall that a maninold with boundary and corners is something
which near each point looks like a neighborhood of 0 in {(y1, . . . , yn) ∈
Rn | yi ≥ 0 ∀ i ≥ k + 1} for some k.
Below, we will show that the closure O¯ of a hyperbolic domain O is
a manifold with boundary and corners, and (O¯, ρ) can be classified by the
so-called complete fans.
First let us look at the (n− 1)-dimensional faces (i.e. orbits) of a closed
hyperbolic domain O. Let q ∈ O¯ be a point of rank n − 1, and denote by
Oq the (n− 1)-dimensional orbit of the action ρ through q, and by vq ∈ Rn
the vector associated to Oq.
Lemma 4.3. With the above notations, for any point z ∈ O we have that
φtXv(z) = ρ(−tvq, z) tends to a point on Oq when t tends to +∞.
Proof. In a neighborhood of q in which we have the normal form Xvq =
x ∂∂x , it is obvious that there is a point z0 in O such that ρ(−tvq, z0) tends to q
when t tends to +∞. Let z be an arbitrary point of O. Then z = ρ(w, z0) for
some w ∈ Rn, and by commutativity we have ρ(−tvq, z) = ρ(w, ρ(−tvq, z0))
tends to ρ(w, q) ∈ Oq when t tends to +∞. 
We can say that the orbit O tends to Oq in the direction −v of the flow
of the action. In particular, It shows that if Oq and Oq′ are two different
(n−1)-dimensional orbits on the boundary of O, then the associated vectors
v and v′ in Rn must be different.
Theorem 4.4. Let O ⊂ Mn be a hyperbolic domain of a totally hyper-
bolic action ρ. Then the closure O¯ of O is a manifold with boundary and
corners.
Proof. The main point is to show that no overlapping of the boundary
∂O = O¯\O is possible. In other words, let q ∈ ∂O be a singular point
of corank k, U be a neighborhood of q in M toghether with a canonical
coordinate system (x1, . . . , xn) and adapted basis (w1, . . . , wn) ∈ Rn of the
action such that Xwi = xi
∂
∂xi
∀i ≤ k and Xwi = ∂∂xi ∀i > k in U . Assume
that the corner {(x1, . . . , xn) ∈ U | xi > 0 ∀i ≤ k} lies in O. We have to
show that no other corner of U lies in O, i.e. if (x1, . . . , xn) ∈ U ∩ O then
xi > 0 ∀i ≤ k. We will prove it by induction on k.
The case k = 1
Assume that k = 1, i.e. the rank of a point q ∈ ∂O is n − 1, and
that O approaches the (n − 1)-dimensional orbit Oq from both side of Oq.
Denote by v ∈ Rn the vector associated to Oq, as in Definition 1.11. Then
U\Oq ⊂ O by our assumptions, and there exist points z1, z2 ∈ U\Oq such
that x1(z1) > 0, x1(z2) < 0 and limt→∞ ρ(−tv, z1) = limt→∞ ρ(−tv, z2) = q.
Since z1, z2 ∈ O, there is a unique w ∈ Rn such that z2 = ρ(w, z1).
Note that w is not collinear to v, because, if w = sv with s > 0 for
example then ρ(w, z1) ∈ U and x1(ρ(w, z1)) = x1(ρ(sv, z1)) = e−sx1(z1) >
0, hence ρ(w, z1) 6= z2 (if w = sv with s < 0 then we use the formula
z1 = ρ(−w, z2) instead).
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By commutativity of the action we have
q = lim
t→∞ ρ(−tv, z2) = ρ(w, limt→∞ ρ(−tv, z1)) = ρ(w, q),
i.e. w belongs to the isotropy group of the action at q.
On the other hand, due to the hyperbolicity of the action, the isotropy
group at q is Rv, so we have a contradiction. So it is impossible for O to
approach Oq from both sides.
The case k > 1
We take z1, z2 ∈ O ∩ U such that x1(z1) > 0, x2(z1) > 0 and x1(z2) <
0, x2(z2) < 0.
Denote by v the element of Rn such that Xv = x1 ∂∂x1 in U , and by
F the (n − 1)-dimensional orbit in O¯ coresponding to v, i.e. Xv has the
type x ∂∂x near every point of F . Then F contains both the point p1 =
limt→∞ ρ(−tv, z1) and p2 = limt→∞ ρ(−tv, z2). Notice that x2(p1) = x2(z1) >
0 and x2(p2) = x2(z2) < 0. On the submanifold Mv = {z ∈M | Xv(z) = 0},
we have a totally hyperbolic action of Rn−1 ∼= Rn/Rv for which F is a hy-
perbolic domain, and q lies on the boundary of F . The corank of q with
respect to the action of Mv is k − 1, and F has at least 2 different corners
at q. By induction on k, we have a contradiction, and so this situation is
impossible.

Lemma 4.5. Assume that the closure O¯ of a hyperbolic domain O is
compact. Let z ∈ O and w ∈ Rn be arbitrary. Then the curve ρ(−tw, z)
(i.e. the flow of the action through z in the direction of −w) converges to a
point in O¯ when t tends to +∞.
Proof. Since O¯ is compact and ρ(−tw, z) ∈ O¯ for all t ∈ R, there exists
a point q ∈ O¯ and a sequence (tν)ν∈N of positive numbers such that tν → +∞
and ρ(−tνw, z)→ q when ν → +∞. We will show that ρ(−tw, z)→ q when
t→ +∞.
If q ∈ O then w = 0 and the statement is obvious. Indeed, if q ∈ O then
the fact that ρ(−tνw, z) −→
ν→+∞ q means that there exist wν ∈ R
n, wν → 0
when ν → ∞ such that ρ(−tνw, z) = ρ(wν , q) for all ν ∈ N. It implies
that:
(4.2) ρ((tµ − tν)w, z) = ρ(tµw, ρ(−tνw, z))
= ρ(tµw, ρ(wν , q)) = ρ(tµw + wν − wµ, ρ(wµ, q))
= ρ(tµw + wν − wµ, ρ(−tµw, z)) = ρ(wν − wµ, z).
Since the action on O is free, we have:
(4.3) (tµ − tν)w = wν − wµ.
But wν−wµ → 0 when ν, µ→∞ on one hand, and tµ−tν can be arbitrarily
large on the other hand, therefore w = 0.
46 1. NONDEGENERATE Rn-ACTIONS ON n-MANIFOLDS
We can assume now that w 6= 0 and q /∈ O, i.e. q ∈ ∂O is a singular
point of corank k ≥ 1. Then there is a neighborhood U of q in M with a
canonical coordinate system (x1, . . . , xn) in U and elements v1, . . . , vn ∈ Rn
such that
(4.4) Oq ∩ U = {(x1, . . . , xn) ∈ U | x1 = 0, . . . , xk = 0}
and vi is associated to the (n− 1)-face {xi = 0}, i.e. Xvi = xi ∂∂xi near U ∩{xi = 0}.
We can assume that O ∩ U is the corner
(4.5) {(x1, . . . , xn) ∈ U | xi > 0 ∀i = 1, . . . , k}.
Observe that w ∈ R〈v1, . . . , vk〉. Indeed, assume that w /∈ R〈v1, . . . , vk〉, and
ν, µ ∈ N such that |tν − tµ| is large and ρ(−tνw, z), ρ(−tµw, z) ∈ U ∩O very
close to q.
Then the curve ρ(−tw, z) for t near tν cuts the k-dimensional set
(4.6) {(x1, . . . , xk, 0, . . . , 0) ∈ U | xi > 0, ∀i ≤ k} ⊂ O
transversally at a point z1, i.e. z1 = ρ(−s1w, z) for some s1 near tν , and
similarly
(4.7) z2 = ρ(−s2w, z) ∈ {(x1, . . . , xk, 0, . . . , 0) ∈ U | xi > 0, ∀i ≤ k} ⊂ O
for some s2 near tµ. Then z2 = ρ((s2 − s1)w, z1) and s2 − s1 6= 0.
On the other hand, since z1 = {(x11, . . . , x1k, 0, . . . , 0) ∈ U ∩O} and z2 =
{(x21, . . . , x2k, 0, . . . , 0) ∈ U ∩ O}, we have z1 = ρ(
k∑
i=1
log(
x1i
x2i
)vi, z2), which
implies that ρ(
k∑
i=1
log(
x1i
x2i
)vi + (s2− s1)w, z1) = z1, which is a contradiction,
since ρ is free on O and w is linearly independent of (v1, . . . , vk).
Thus we must have w =
k∑
i=1
sivi for some si ∈ R.
Our next step is to show that si > 0 ∀i = 1, . . . , k. Indeed, if for
example s1 ≤ 0, then the vector field −Xw is neutral or expulsive in the
coordinate x1 in U , and hence its flow starting from a point can never get
arbitrarily close to q: in fact if the flow (in the positive time direction) passes
through at a point in U but outside V , where
(4.8) V = {(x1, . . . , xn) ∈ U , |x1| ≤ ε},
then it can never enter V because |x1| can’t decrease. The rest of the proof
is straightforward. 
Let us now fix a point z0 ∈ O. For each orbit H in O¯ of any dimension,
denote by
(4.9) CH = {w ∈ Rn | lim
t→+∞ ρ(−tw, z0) ∈ H}
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the set of all elements w ∈ R such that the flow of the action through z0 in
the direction −w tends to a point in H.
Proposition 4.6. Assume that O¯ is compact, with the above notations,
we have:
1) CH does not depend on the choice of z0 ∈ O.
2) CO = {0} and CFi = R>0.vi for each (n − 1)-dimensional orbit Fi ⊂ O¯,
where vi ∈ Rn is the vector associated to Fi with respect to the action ρ.
3) If w ∈ CH then Xw = 0 on H.
4) C¯H is a simplicial cone in Rn (i.e. a convex cone with a simplicial base)
and dimCH + dimH = n.
5) The family (CH;H is an orbit in O¯) is a partition of Rn.
6) CK ⊂ C¯H if and only if H ⊂ K¯ and in that case CK is a face of C¯H.
Proof. 1) Let z1 = ρ(θ, z0) be another point of O. Then by commuta-
tivity we have
(4.10) lim
t→+∞ ρ(−tw, z1) = ρ(θ, limt→+∞ ρ(−tw, z0)),
and therefore lim
t→+∞ρ(−tw, z1) ∈ H if and only if limt→+∞ρ(−tw, z0) ∈ H.
2) It follows directly from Lemma 4.3.
3) If lim
t→+∞ρ(−tw, z0) = p ∈ H then by commutativity we have
(4.11) ρ(sw, p) = lim
t→+∞ ρ((−t+ s)w, z0) = p ∀s ∈ R,
which implies that Xw(p) = 0. For any other point q = ρ(θ, p) ∈ H we will
also have Xw(q) = ρ(θ, .)∗Xw(p) = 0 by commutativity.
4) Consider a canonical coordinate system (x1, . . . , xn) in a neighborhood
U of a point p ∈ H of HE-invariant (h, 0), i.e. dimH = n− h.
We can assume
(4.12) O ∩ U = {(x1, . . . , xn) ∈ U | x1 > 0, . . . , xh > 0}.
Denote by
(4.13) Fi = {(x1, . . . , xn) ∈ U ∩ O | xi = 0} (i = 1, . . . , h)
the h facets of O adjacent to H, and by v1, . . . , vh ∈ Rn their associated
vectors in Rn, i.e. Xvi = xi ∂∂xi near Fi.
If w =
∑h
i=1 αivi with αi > 0 ∀i = 1, . . . , h then
(4.14) ρ(−tw, (ε1, . . . , εh, 0, . . . , 0)) = (e−tε1, . . . , e−tεh, 0, . . . , 0)
−→
t→+∞ p = (0, . . . , 0) ∈ U ,
and so w ∈ CH by definition.
Conversely, if w ∈ CH then w must be of the type
∑h
i=1 αivi with αi > 0.
Indeed, if w /∈ SpanR(v1, . . . , vh) then Xw(p) 6= 0 which contradicts 3), so
we must have w ∈ SpanR(v1, . . . , vh). If w =
∑h
i=1 αivi with αi ≥ 0 for
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some i, then xi(ρ(−tw, z0)) does not decrease to 0 when t → +∞, and
hence ρ(−tw, z0) cannot tend to 0 when t → +∞ either. Thus, in order
for ρ(−tw, z0) to tend to a point in H when t → +∞, we must have w =∑h
i=1 αivi with α1 > 0, . . . , αh > 0.
In conclusion, we have the following formula:
(4.15) CH = {
h∑
i=1
αivi | α1 > 0, . . . , αh > 0},
and C¯H = {
∑h
i=1 αivi | α1 ≥ 0, . . . , αh ≥ 0} is a h-dimensional simplicial
cone, because α1, . . . , αh are linearly independent.
5) The fact that
⋃
H
CH = Rn follows from Lemma 4.5. The fact that
CH ∩ CK = ∅ when H 6= K (and therefore H ∩ K = ∅) is obvious from the
definition.
6) It follows directly from the above formula for CH. 
In the literature, a partition
Rn =
⊔
H
CH
together with a family of vectors vi, with the properties as listed in the
above proposition, is called a complete fan (over R), see, e.g. [26], [37].
More precisely, we have the following definition:
Definition 4.7. A complete fan in Rn is a set of data (CH, vi) (here
H and i are indices) such that:
i) (CH) is a finite partition of Rn, i.e. Rn is the disjoint union of this
family (CH).
ii) Each C¯K (i.e. the closure of CK) is a convex simplicial cone in Rn
and C¯K\CK is the boundary of the cone C¯K.
iii) If C¯K\CK 6= ∅ (i.e. CK 6= {0}) then each face of C¯K is again an
element of the family (CH).
iv) Each 1-dimensional CKi contains exactly one element vi : CKi =
R>0.vi. In particular, the number of vi’s is equal to the number of 1-
dimensional components (half-lines) in the partition (CH).
Figure 6 is an illustration of the construction of the associated fan for a
hyperbolic domain.
Proposition 4.6 tells us that to each compact closed hyperbolic domain
O¯ there is a naturally associated complete fan of Rn, which is an invariant of
the action. The following theorem shows that, conversely, any complete fan
can be realized, and is the full invariant of the action on a compact closed
hyperbolic domain.
Theorem 4.8 (Classification of hyperbolic domains by fans). 1) Let
(CH, vi) be a complete fan of Rn. Then there exists a totally hyperbolic
action ρ : Rn × Mn → Mn on a compact closed manifold Mn (without
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Figure 6. The fan at Tz0M
n ∼= Rn.
boundary) with a hyperbolic domain O such that the associated fan to (O¯, ρ)
is (CH, vi).
2) If there are two compact closed hyperbolic domains (O¯1, ρ1) and (O¯2, ρ2)
of two actions ρ1 and ρ2, which have the same associated complete fan
(CH, vi), then there is a diffeomorphism from O¯1 to O¯2 which intertwines
ρ1 and ρ2.
Proof. 1) We can use the following gluing method to construct (O¯, ρ):
For each component CH of the fan, denote by v1, . . . , vh the vectors
of the fan which lie on the edges of C¯H (the number h is equal to the
dimension of CH). Complete v1, . . . , vh in a arbitrary way to obtain a basis
(v1, . . . , vh, wh+1, . . . , wn) of Rn. Put
(4.16) DH ∼= {(x1, . . . , xn) ∈ Rn | x1 ≥ 0, . . . , xh ≥ 0}
and denote by ρH the Rn-action on DH such that the corresponding gener-
ators Xv1 , . . . , Xvh , Xwh+1 , . . . , Xwn are
(4.17) Xv1 = x1
∂
∂x1
, . . . , Xvh = xh
∂
∂xh
, Xwh+1 =
∂
∂xh+1
, . . . , Xwn =
∂
∂xn
.
Fix an arbitrary point zH in the interior of DH, we get a “local model”
(DH, ρH, zH) of our construction. For the moment, these models are disjoint,
i.e. DH ∩ DK = ∅ if H 6= K.
We will now glue all these local models together, by the following equiv-
alence relationship ∼:
i) ρH(θ, zH) ∼ ρK(θ, zK) ∀θ ∈ Rn, ∀H,K
ii) If yt → y∞ in DH, y′t → y′∞ in DK and yt ∼ y′t ∀t, then y∞ ∼ y′∞
(continuity principle).
Put
(4.18) O¯ = (
⊔
H
DH)/ ∼ .
Obviously, the actions (ρH) are compatible and induce an action ρ of Rn on
O¯. It is easy to verify that (O¯, ρ) has the required properties: O¯ is a manifold
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with boundary and corners, ρ is totally hyperbolic, and the complete fan
associated to (O¯, ρ) is nothing but our fan (CH, vi).
In order to construct (M,ρ) without boundary which contains (O¯, ρ),
we can use the reflection principle (Theorem 1.13). Indeed, one can glue
together 2m copies O¯α of O¯, indexed by the elements of the group (Z2)m,
where m is the number of facets of O¯ (i.e. the numbers of vi’s), by the
following rule:
Glue the facet number i of O¯α to the facet number i of O¯β (by the
identity map) if and only if α− β = (0, . . . , 1, 0, . . . , 0) is the i-th generator
of (Z2)m.
The result is a compact manifold Mn without boundary, on which (Z2)m
acts by involutions, such that O is a fundamental domain:
(4.19) Mn/(Z2)m ∼= O¯.
Then we can pull back the Rn action from O¯ to Mn via the projection map
Mn → O¯ in order to get a totally hyperbolic action on M which has O¯ as
a closed hyperbolic domain.
2) Take any two points z1 ∈ O1 and z2 ∈ O2. Define
(4.20) Φ(z1) = z2,Φ(ρ1(θ, z1)) = ρ2(θ, z2)
for all θ ∈ Rn, and then extend Φ to the boundary of O¯ by continuity.
The fact that (O¯1, ρ1) and (O¯2, ρ2) have the same associated complete fan
ensures that the constructed map Φ : O¯1 → O¯2 is a diffeomorphism, which
sends ρ1 to ρ2. 
Theorem 4.9. If O¯ is a compact closed hyperbolic domain of a totally
hyperbolic action ρ then O¯ is contractible.
Proof. O¯ can also be partioned into a nolinear compact fan similar to
its associated complete fan as follows:
Fix a point z0 ∈ O¯, and for each orbit H ⊂ O¯ put
(4.21)
DH = {z ∈ O¯ | z = ρ(−w, z0) or z = lim
t→−∞ ρ(tw, z0) for some w ∈ CH}.
Clearly, each D¯H is diffeomorphic to a h-dimensional cube, where h = corank
H, and we can contract O¯ to z0 by contracting it “cell by cell” (each DH is
a cell): First kill the highest-dimensional cells, then kill the next-to-highest
dimensional cells, and so on, see Figure 7 for an illustration. 
4.2. Polytope or not polytope? Recall that, a simple convex poly-
tope is a convex polytope such that each vertex is simplicial, i.e. has exactly
n adjacent edges, where n is the dimension.
A simplicial polytope is a polytope such that every facet is a simplex. If
P ⊆ Rn is a simple convex polytope, then the dual polytope
(4.22) P ∗ = {x ∈ (Rn)∗ | 〈x, y〉 ≤ 1 ∀y ∈ P}
is a convex simplicial polytope and vice versa.
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Figure 7. Contracting O¯ to a point.
The results of the previous subsection show that any compact closed
hyperbolic domain O¯ looks like a convex simple polytope: O¯ has boundary
and corners, each vertex of O is simplicial, and moreover O¯ is contractible,
and the same is true for each face of O¯. It is easy to see that O¯ can be
diffeomorphically embedded into Rn in a non-linear way (i.e. with non-
linear boundary). So we may say that O¯ is a “curved polytope”.
The question now is: Is O¯ diffeomorphic to a convex polytope in Rn?
Surprisingly, the answer is not always Yes, though it is obviously Yes in
dimension 2:
Theorem 4.10. Any compact closed hyperbolic domain O¯ of dimension
n ≤ 3 is diffeomorphic to a convex simple polytope. If n ≥ 4 then there
exists a compact closed hyperbolic domain O¯ of dimension n which is not
diffeomorphic to a polytope.
Proof. The case n = 2 is obvious. The case n = 3 is a consequence of
the classical Steinitz theorem. When n = 4 of higher, there are counterexam-
ples: The first known counterexample comes from the so-called Barnette’s
sphere [5], which was pointed out by Ishida, Fukukawa and Masuda in [37]
for a similar problem. The idea of our proof here is also taken from [37].
The Barnette’s sphere is a simplicial complex whose ambient space is
a 3-dimensional sphere S3, but which cannot be realized as the boundary
of a convex simplicial polyhedron in R3 for some reasons of combinatorial
nature.
It is known [26] that Barnette’s sphere can be realized as the base of a
complete fan in R4, which we will call the Barnette fan. Take the hyperbolic
domain O given by this Barnette fan. Then O¯ cannot be diffeomorphic to a
complex simple 4-dimensional polytope, because if there is such a polytope,
then the boundary of the simplicial polytope dual to it will be a realization
of the Barnette’s sphere, which is a contradiction. 
When n = 2, one can construct a convex polytope diffeomorphic to O¯
by the following cutting method:
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Figure 8. Trimming O¯ into a polytope.
For each face Fi of O¯ denote by zi a point in O “very near” Fi, and by
(4.23) Hi = {ρ(w, zi) | w ∈ R2, 〈w, vi〉 = 0}
the “hyperplane” in O of the action through zi which is “orthogonal” to vi.
Here 〈., .〉 denotes a standard scalar product in R2, and vi ∈ R2 is the vector
associated to Fi.
Then Hi is “nearly parallel” to Fi in the sense that the points ρ(w, zi)
remain close to Fi when w is not too large. Hi cuts O into 2 pieces which we
will denote by Oi+, Oi−, where Oi+ is the piece which contains the chosen
point z0 ∈ O. Put
(4.24) O¯+ =
⋂
i
Oi+.
It is then not difficult to verify that O¯ is diffeomorphic to O¯+, and on the
other hand, O¯+ is a convex polygone with respect to the affine structure on
O given by the R2-action ρ.
This cutting method probably still works in dimension n = 3, but clearly
it fails in dimension n ≥ 4 because there are counterexamples like the Bar-
nette’s sphere.
4.3. Existence of totally hyperbolic actions. In the case of dimen-
sion 2, the existence of a totally hyperbolic actions on any closed 2-manifold
was known to Camacho [12], who used the term “Morse-Smale R2-flows on
a 2-manifold” for what we call a nondegenerate action. We have here a
sightly improved result, wich includes the non-orientable case and has the
minimal number of hyperbolic domains.
Theorem 4.11. 1) On S2 there exists a totally hyperbolic R2 action,
which has exactly 8 hyperbolic domains. The number 8 is also the minimal
number possible: any totally hyperbolic action of R2 on S2 must have at least
8 hyperbolic domains.
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2) For any g ≥ 1, on a closed orientable surface of genus g there exists a
totally hyperbolic action of R2 which has exactly 4 hyperbolic domains. The
number 4 is also minimal possible.
3) Any non-orientable closed surface also admits a totally hyperbolic
action with 4 hyperbolic domains, and the number 4 is also minimal possible.
Proof. Existence:
1) Cut S2 into 8 pieces by 3 loops so that each piece is a trigone, as
shown in Figure 9a. According to Theorem 1.6, any simplest complete fan
of R2 (partition of R2 into 3 convex cones, together with an arbitrary choice
of 3 vectors on the 3 boundary directions) will correspond to a hyperbolic
R2-action on a trigone (as illustrated in Figure 9a). Using reflections as in
Theorem 1.13 and Theorem 4.8, we can pull back this action to an action
of S2 via the projection map: S2 → S2/(Z2)3 = trigone.
Figure 9. Cutting S2 into 8 trigones and cutting Σ2 into 4 domains.
2) In the case of an orientable surface Σg of genus ≥ 1, we just need 2
involutions to cut it into four (2g + 2)-gones as in Figure 9b. Construct an
action on one of these (2g+ 2)-gones, and extend it to the whole surface by
the reflection principle (so that it becomes invariant with respect to the 2
involutions).
3) Embed Σg (where g ≥ 0) into R3 in such a way that it is symmetric
with respect to the 3 planes {x = 0}, {y = 0}, {z = 0}, and is cut into 8
polygones by these planes (each polygone has g+ 3 edges). Like in the case
of S2, we can construct a hyperbolic action on one of these 8 polygones, and
extend it to the other polygones by the reflections σx, σy, σz (where σx is the
reflection: (x, y, z) 7→ (−x, y, z) to get an action ρ on Σg. Since ρ is invariant
with respect to the free involution σ = σx ◦σy ◦σz : (x, y, z) 7→ (−x,−y,−z)
on Σg, it projects to a hyperbolic action on the non-orientable surface Σg/σ,
which has 4 hyperbolic domains.
Minimality:
1) Each loop on S2 cuts it into 2 disks with smooth boundary. 2 loops
→ there are at least 4 pieces which are 2-gones. Each 2-gone needs to be
cut in order to obtain polygones (with at least 3 edges), so in total we have
at least 4× 2 = 8 pieces, i.e. 8 orbits of dimension 2 of the action.
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2) and 3) The number 4 is minimal, due to the non overlapping of
boundary of a hyperbolic domain: near a fixed point of the action, the 4
corners must belong to 4 different domains. More generally, for a totally
hyperbolic action on a compact n-dimensional manifold without boundary,
we must have at least 2n different hyperbolic domains. 
In the general case of dimension n ≥ 3, we have the following conjecture:
Conjecture 4.12. Any closed smooth n-dimensional manifold admits
a completely hyperbolic nondegenerate action of Rn.
If Conjecture 4.12 is not true, i.e. there are obstructions for a manifold
to admit a totally hyperbolic action, then there might be an obstruction in
the torsion part of the first homology group, due to the monodromy. For
example, we don’t even know yet if any lens space (which is a homological
3-sphere) different from S3 admits a totally hyperbolic R3-action or not.
A related interesting question is: given a manifold Mn, what is the
minimal number that a totally hyperbolic Rn-action on it must have, and
how is this number related to the other topological invariants of Mn?
If the above conjecture is true, it would mean that:
a) Any closed smooth manifold can be decomposed into “curved poly-
topes” by embedded closed hypersurfaces Fi which intersect transversally.
b) Moreover, one can associate to each hypersurface Fi in a) an element
vi ∈ Rn such that each “curved polytope” corresponds to a complete fan of
Rn compatible with the vi’s of its faces.
The property a) is easy to achieve, one can cut any manifold into poly-
hedral pieces by smooth surfaces. But the property b) is highly non-trivial,
because not any polyhedral decomposition by smooth tranversally intersect-
ing hypersurfaces can be realized by totally hyperbolic Rn-action, as the
counterexamples in the following proposition show.
Proposition 4.13. There does not exist a totally hyperbolic action which
contains 3 domains O1,O2,O3 as in Figure 10a or 6 domains O1, . . . ,O6 as
in Figure 10b.
Figure 10. Impossible configurations.
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Proof. Assume that there is a totally hyperbolic action which contains
three domain O1,O2,O3 as in Figure 10a. Denote by v1, v2, v3, v4 the vectors
associated to the curves F1, F2, F3, F4 respectively. Since v1, v2, v3 form the
fan of O1, we must have: v3 = αv1 + βv2 for some α, β < 0. Similarly,
looking at the fan of O3, we have: v4 = γv1 + δv2 for some γ, δ < 0. But
looking at the fan of O2, we have that either v3 or v4 is a positive linear
combination of v1 and v2. This is contradiction.
The proof of impossibility of the configuration on Figure 10b is similar.

An interesting question of combinatorial nature is: what are the neces-
sary and sufficient conditions for a graph on a surface Σ to be the singular
setof a totally hyperbolic action of Rn on Σ?
4.4. Classification of totally hyperbolic actions. For a nondegen-
erate totally hyperbolic action ρ : Rn ×Mn → Mn, we have the following
set of invariants:
I1) Smooth invariant hypersurfaces of Mn which intersect transversally
and which cut Mn into a finite number of “curved polytopes”, which are
hyperbolic domains of the action.
I2) The family of fans: a fan for each domain. (Two fans of two adjacent
domains will share a common vector, which is the vector associated to the
corresponding hypersurface).
I3) The monodromy.
The above set of invariants also completely determines ρ up to isomor-
phisms:
Theorem 4.14 (Classification of totally hyperbolic actions). Nonde-
generate totally hyperbolic actions of Rn on connected n-manifolds (possi-
bly with boundary and corners) are completely determined by their invari-
ants I1, I2, I3 listed above. In other words, assume that (Mn1 , ρ1) and
(Mn2 , ρ2) are totally hyperbolic actions, such that there is a homeomorphism
ϕ : Mn1 → Mn2 which sends hyperbolic domains of (Mn1 , ρ1) to hyperbolic
domains of (Mn2 , ρ2), such that the monodromy and the associated fans are
preserved by ϕ, then there is a diffeomorphism Φ : Mn1 → Mn2 which sends
ρ1 to ρ2.
Proof. Remark that, for hyperbolic domains, to be homeomorphic and
to be diffeomorphic means the same thing, because their diffeomorphic type
is completely determined by the homeomorphic type of the associated fans.
That’s why in the above theorem we only require ϕ to be a homeomorphism.
The action-preserving diffeomorphism Φ from Mn1 to M
n
2 can be con-
structed as follows:
i) Fix an arbitrary regular point z0 ∈Mn1 , and put
Φ(z0) = ϕ(z0)
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ii) Extend Φ to Oz0 by the formula Φ(ρ1(v, z0)) = ρ2(v,Φ(z0)) for any
v ∈ Rn, and then extend it to O¯z0 by continuity. The fact that the fans
associated to Oz0 and Oϕ(z0) are the same assures that Φ : O¯z0 → O¯ϕ(z0) is
a diffeomorphism, according to Theorem 4.8.
iii) Extend Φ to the other domains of Mn1 by the reflection principle.
The fact that we have the same fans on Mn2 as on M
n
1 , and also the same
monodromy, assures that this extension is well-defined and smooth. Thus
we obtain the required smooth isomorphism Φ : (Mn1 , ρ1)→ (Mn2 , ρ2). 
5. Reduction by associated torus action
5.1. Quotient space and reduced action. We will denote by
(5.1) t(ρ)
the toric degree of a nondegenerate action ρ : Rn ×Mn →Mn, and also
(5.2) r(ρ) = n− t(ρ).
Recall that (r(ρ), t(ρ)) is also the RT-invariant of a regular orbit of ρ.
In this section, we will look into the structure of the associated torus
action ρT of ρ, and the quotient space
(5.3) Q = Mn/ρT
of Mn by ρT. Recall that ρT is an action of the group (Zρ ⊗ R)/Zρ ∼= Tt(ρ).
For each point z ∈M , we will denote by
(5.4) ZρT(z) = {γ | ρT(γ, z) = z}
the isotropy of ρT at z. In particular, if z is a regular point of (M,ρ), then
ZρT is trivial, according to the proof of Theorem 2.4. Denote by (h, e, r, t)
the HERT-invariant of z.
Proposition 5.1. With the above notations, we have:
1) The isotropy group ZρT(z) is of the type
(5.5) ZρT(z)
∼= Te ×Gz,
where Gz is the twisting group of ρ at z given by Definition 1.20.
2) There is a ρT-invariant neighborhood U of z in Mn such that (U , ρT) is
isomorphic, after an identification of (Zρ⊗R)/Zρ with Tt(ρ), to the following
linear model:
i) U ∼= D21 × . . . × D2e × (Tt × Bh/Gz) × Br, where D21, . . . , D2e are 2-
dimensional disks, Bh and Br are balls of respective dimensions.
ii) The action of Tt(ρ) = T11 × . . . × T1e × Tt on U˜ = D21 × . . . × D2e ×
Tt(s) × Bh × Br is the direct product of the actions of T11, . . . ,T1e,Tt on U˜ .
Each action is diagonal, i.e. it acts simultaneously on each component of U˜ .
iii) T1i acts on D2i by the standard rotation, and on the other components
trivially. Tt acts on Tt (itself) by translations, and on the other components
trivially.
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iv) Gz also acts freely and diagonally on U˜ ; its actions on D2i ’s and
on Br are trivial, its action on Tt(z) is by translations, and its action on
Dh is by the inclusion of Gz into (Z2)h generated by the involutions σi :
(x1, . . . , xi, . . . , xh) 7→ (x1, . . . ,−xi, . . . , xh) on Dh. (The action of Tt(ρ) on
U˜ commutes with the action of Gz, so it projects to an action on U).
3) The quotient space Mn/ρT of M
n by ρT is locally isomorphic to
(5.6) (D21/T11)× . . .× (D2e/T1e)× (Bh/Gz)×Br.
Proof. The proof follows immediately from the semi-local normal form
theorem (Theorem 1.18) and the fact that the isotropy of ρT at regular points
of (M,ρ) is trivial. 
We can identify the quotient space D2i /T1i of each disk D2i = {(xi, yi) ∈
R2 | x2i + y2i < 2} by the standard circle action with the half-closed interval
{(xi, 0) ∈ R2 | 0 ≤ xi < } via the intersection of this interval with the
orbits of the circle action. Then (D21/T11)× . . .× (D2e/T1e) can be identified
with the positive corner {(x1 . . . , xe) ∈ Re | 0 ≤ xi <  ∀ i}.
When the twisting group Gz is trivial, then the local model
(D21/T11)× . . .× (D2e/T1e)× (Bh/Gz)×Br
of the quotient space Q is a manifold with boundary and corners. When
Gz 6= 0, then Bh(z)/Gz is an orbifold (which can or cannot be viewed as a
manifold with boundary and corners, depending on how Gz acts), and so
the local model of the quotient space Q is an orbifold with boundary and
corners.
Example 5.2. a) h = 2, Gz = (Z2)2 acting on B2 with local coordinates
(y1, y2) by two involutions (y1, y2) 7→ (−y1, y2) and (y1, y2) 7→ (y1,−y2).
Then (B2/Gz) is an orbifold which can also be viewed as a positive corner
{(y1, y2) ∈ R2 | y1 ≥ 0, y2 ≥ 0}.
b) h = 3, Gz = Z2 acting on B3(y1, y2, y3) by the involution (y1, y2, y3) 7→
(−y1,−y2,−y3). Then B3/Gz is an orbifold which cannot be viewed as a
manifold with boundary and corners.
To summarize, we have:
Proposition 5.3. The quotient space Q = Mn/ρT is (homeomorphic
to) an orbifold with boundary and corners. If the twisting group Gz is trivial
for every point z ∈Mn, then Q is a manifold with boundary and corners.
Remark that the action ρ : Rn ×Mn →Mn naturally projects down to
an action of Rn/(Zρ ⊗ R) ∼= Rr(ρ) on the quotient space Q, which we will
denote by ρR :
(5.7) ρR : Rr(ρ) ×Q→ Q
after an identification of Rn/(Zρ ⊗ R) with Rr(ρ) and call it the reduced
action of ρ. Note that the dimension of Q is also equal to r(ρ) = n− t(ρ).
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Proposition 5.4. If there is no twisting in (Mn, ρ), i.e. all twisting
groups arr trivial, then Q is a manifold with boundary and corners, and the
induced action ρR on Q is nondegenerate totally hyperbolic.
Proof. The proof is also an immediate consequence of the semi-local
normal form theorem. 
When there is twisting, Q is only an orbifold, but we still want to say that
the action ρR is nondegenerate totally hyperbolic. So we have to generalize
the notion of totally hyperbolic actions to orbifolds.
Definition 5.5. Let Q be an orbifold which can be modeled as Q =
Q˜/G where Q is a manifold with boundary and corners, and G is a discrete
group which acts properly on Q in such a way that the isotropy group of the
action at every point is finite. Then an action ρ of Rr on Q, where r is the
dimension of Q, will be called totally hyperbolic if it can be lifted to a
nondegenerate totally hyperbolic action ρ˜ of Rr on Q˜.
Theorem 5.6 (Reduction to totally hyperbolic action). Let ρ : Rn ×
Mn → Mn be a nondegenerate action of toric degree t(p) on a connected
manifold Mn, and put r = r(ρ) = n − t(ρ). Then the quotient space Q =
Mn/ρT of M
n by the associated torus action ρT is an orbifold of dimension
r, and the reduced action ρR of Rn/(Zρ⊗R) ∼= Rr on Q is totally hyperbolic.
Proof. It is a combination of Theorem 3.6 (Existence of a covering
M˜n, ρ˜ of Mn, ρ such that Zρ˜ = Zρ but the monodromy ρ˜ is trivial), Theorem
3.4 (which says that if the monodromy is trivial then there is no twisting),
and Proposition 5.4 (which says that the assertion of the theorem is true
when there is no twisting). 
Even though Q = Mn/ρT is just an orbifold in general, we can still
define the monodromy map µρR : H1(Q,Z)→ Rn/(Zρ⊗R) ∼= Rn−t(ρ) of the
action ρR on Q, just like the case of actions on manifolds.
Proposition 5.7. We have the following natural commutative diagramme
of monodromy maps
(5.8) H1(M
n,Z)
µρ //
proj.

Rn/Zρ
proj.

H1(Q,Z)
µρR // Rn/(Zρ ⊗ R)
where proj. denotes the natural projection maps.
Proof. The proof follows directly from the definition of monodromy.

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5.2. Existence of cross multi-sections for Mn → Q. Assume for
the moment that (Mn, ρ) has no twistings. In this case, Q is a manifold with
boundary and corners, and one can talk about cross sections of the singular
torus fibration Mn
Tt(ρ)−→ Q = Mn/ρT over Q. We will say that an embeded
submanifold with boundary and cornersQc ⊂Mn is a smooth cross section
of the singular fibration Mn → Q if the projection map proj. : Qc → Q is
a diffeomorphism. The existence of a cross section is equivalent to the fact
that the desingularization via blowing up of Mn → Q is a trivial principal
Tt(ρ)-bundle. (The blowing up process here does not change the quotient
space of the action ρT on M
n, but changes every singular orbit of ρT into a
regular orbit, and changes Mn into a manifold with boundary and corners,
see Figure 11 for an illustration. This blow-up process is a standard one,
and it was used for example, by Dufour and Molino [20], in the construction
of action-angle variables near elliptic singularities of integrable Hamiltonian
systems).
Figure 11. Desingularization of Mn → Q by blowing up.
Proposition 5.8. Assume that (Mn, ρ) has no twistings. Then the
singular torus fibration Mn → Mn/ρT = Q admits a smooth cross section
Qc.
Proof. (Sketch) Consider first the case when the monodromy µ : pi1(M
n)→
Rn/Zρ of ρ is trivial. It means that we can choose in each regular orbit Oi
of (Mn, ρ) a point zi ∈ Oi, such that the family of point {zi} satisfies the
following symmetry condition: If F is an (n − 1)-dimensional orbits, σF is
the reflection map associated to F , and Oi and Oj are the two regular or-
bits adjacent to F , then σF (zi) = zj . Starting from the points zi’s, we will
construct a (continuous, but not smooth in general) cross section Σ to the
singular fibration M → Q as follows:
For each i ∈ I (where I indexes the set of all regular orbits), denote by
(5.9) Ci = {w ∈ Rn | ∃ lim
t→∞ ρ(tw, zi)}
and
(5.10) Σi = {ρ(w, z0) | w ∈ Ci}.
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Similarly to the results of Section 4, one can verify that Σ¯i is a continuous
section of O¯zi over (O¯zi/ρT) ⊂ Q. Moreover, everytime when O¯i and O¯j
share a (n − 1)-dimensional orbit, then Σ¯i and Σ¯j also share a common
piece of boundary. It implies that the union
(5.11) Σ =
⋃
i∈I
Σ¯i
is a continuous cross section of Mn over Q. This section is not smooth, but
its existence implies the triviality of the desingularization by blowing-up Mˇn
of M → Q (Mˇn → Q is a principal Tt(ρ)-fibration), which in turn implies
the existence of a smooth section.
When the monodromy is non-trivial, the above arguments can be applied
to a covering (M˜n, ρ˜) of (M,ρ) which trivializes the monodromy. It means
that the desingularization
ˇ˜
Mn of M˜n is a trivial principal Tt(ρ)-bundle, and
we still have a smooth global cross section of Mn over Q. 
Consider now the case when (Mn, ρ) has twistings. Then a-priori Q is
only an orbifold and we cannot have a submanifold Qc in M
n diffeomorphic
to Q. In this case, instead of a section, we will look for a multi-section of
Mn → Q: a smooth multi-section of Mn → Q is a smooth embedded
submanifold with boundary and corners Qc in M
n, together with a finite
subgroup G ⊂ (Zρ ⊗R)/Zρ such that Qc is invariant with respect to G (i.e.
if z ∈ Qc and w ∈ G then ρ(w, z) ∈ Qc), and Qc/G ∼= Q via the projection.
Proposition 5.9. Assume that (Mn, ρ) has twistings. Then the singular
torus fibration Mn → Mn/ρT = Q admits a smooth multi-section (Qc, G),
where G ⊂ (Zρ ⊗R)/Zρ is generated by the twisting groups Gz (z ∈M) of
(Mn, ρ).
Proof. It results from Proposition 5.8 and an appropriate covering of
(Mn, ρ). 
Remark 5.10. Multi-sections also appear in many other places in the
literature. For example, Davis and Januskiewicz in [19] used them in their
study of quasi-toric manifolds. Zung also used them in [61] in the con-
struction of partial action-angle coordinates for singularities of integrable
Hamiltonian systems.
Corollary 5.11. Assume that (Mn1 , ρ1) and (M
n
2 , ρ2) have the same
quotient space Mn1 /ρ1T = M
n
2 /ρ2T = Q, and moreover they have the same
isotropy at every point of Q: Zρ1(q) = Zρ2(q) ∀ q ∈ Q, where Zρ1(q) means
the isotropy group of ρ1 on the ρ1T-orbit corresponding to q. Then there is
a diffeomorphism Φ : Mn1 →Mn2 which sends ρ1T to ρ2T.
Proof. Simply send a multisection in Mn1 over Q to a multi-section in
Mn2 over Q by a diffeomorphism which projects to the identity map on Q,
and extend this diffeomorphism to the whole Mn1 in the unique equivariant
way with respect to the associated torus actions. The fact that the isotropy
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groups are the same allows us to do so. Notice that the obtained diffeo-
morphism Φ intertwines ρ1T with ρ2T, but does not intertwine ρ1 with ρ2 in
general. 
5.3. Going back from (Q, ρR) to (M
n, ρ). In order to recover (or to
construct) (Mn, ρ) from its reduction (Q, ρR), we need (or can choose) the
following additional data:
1) Isotropy groups. Specify the isotropy group Zρ(q) for each q ∈ Q.
2) Associated vectors (for corank 1 singular orbits) and vector couples
(for corank 2 transversally elbolic orbits) in the sense of Definition 1.11.
Note that these associated vectors and vector couples can be attached to
corank-1 orbits of ρR in Q. (They are images in Q of corank-1 hyperbolic
and corank-2 elbolic orbits of ρ in Mn). A corank-1 orbit in Q marked
“hyperbolic” will be given an associated vector, while a corank-1 orbit in Q
marked “elbolic” will be given a vector couple.
3) Lifting of the monodromy from H1(Q,Z)→ Rn/(Zρ⊗R) ∼= RdimQ to
H1(M
n,Z)/Im(Zρ) → Rn/Zρ, which makes the diagramme (5.8) shown in
the previous subsection commutative. Remark that, even if Mn is unknown
and to be found, the isotropy data together with (Q, ρR) determines Zρ
(which is equal to Zρ(q) for any regular point q ∈ Q) and H1(Mn,Z)/Im(Zρ)
completely, so it makes sense to talk about this monodromy lifting.
Of course, these data are not arbitrary, but must satisfy a series of
obvious conditions, so that they can be realized locally, i.e. a sufficiently
small neighborhood of any point in Q together with the action ρR and the
above data (restricted to that neighbodhood) can be realized by some local
model of (Mn, ρ). If it is the case, then we will say that our data of isotropy
groups, associated vectors and vector couples, and monodromy lifting satisfy
the local compatibility conditions.
Theorem 5.12. Assume that (Q, ρR) is equipped with a full set of ad-
ditional data consisting of the isotropy groups, the associated vectors and
vector couples, and the monodromy lifting, which satisfy the local compati-
bility conditions. Then, up to isomorphisms, there exists a unique (Mn, ρ)
which admits these data and has (Q, ρR) as its reduction with respect to the
associated torus action.
The proof of the above theorem can be obtained easily by the same
gluing method, as used in the proof of some earlier theorems of this chapter.
6. Elbolic actions and toric manifolds
Definition 6.1. A nondegenerate action ρ : Rn ×Mn → Mn is called
elbolic, if it does not admit any hyperbolic singularity, i.e. all singular
points have only elbolic components.
Theorem 6.2. Let ρ : Rn ×Mn → Mn be an elbolic action. Then we
have:
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1) ρ has exactly one n-dimensional orbit. This orbit is open dense in
Mn, and is of the type Tm+s×Rm for some s,m ≥ 0 such that 2m+ s = n.
In particular the toric degree t(ρ) = m+ s is greater or equal to n/2.
2) The monodromy of ρ is trivial, and the quotient space Q = Mn/ρT of
Mn by the associated torus action ρT is a contractible manifold with bound-
ary and corners (and which is compact if and only if Mn is compact), on
which the reduced action ρR is nondegenerate totally hyperbolic and has only
one regular orbit. If moreover Mn is compact without boundary, then (Q, ρR)
is a contractible closed hyperbolic domain.
3) If (Mn, ρ) admits a fixed point, then s = 0, n = 2m is an even
number, and the toric degree t(ρ) is equal to half of the dimension of Mn.
Proof. 1) The singular set S of the action ρ on Mn is of codimension
at least 2 in Mn, which implies that the regular set is connected, so it cannot
be more than one n-dimensional orbit. Let p ∈ Mn be a singular point of
highest corank of the action. Then the orbit Op though p must be compact
(otherwise the points on the boundary of this orbit would be more singular
than p). If Op is of the type Ts (s ≥ 0) then the regular orbit is of the type
Tm+s × Rm where m is the number of elbolic components at p.
2) The monodromy is trivial because the group H1(M
n,Z)/Im(Zρ) itself
is trivial in this case: any loop in Mn is homotopic to a loop in the regular
orbit. Since the monodromy is trivial, there is no twisting, and so Q is
a manifold with boundary and corners, according to the results of Section
5. Since ρ has only one regular orbit, ρ also has only one regular orbit in
Q. The fact that Q is contractible now follows from Theorem 4.9 (which
remains true, and with the same proof, also in the non-compact case).
3) If p is a fixed point, then the H,R,T components of its HERT-invariant
vanish, and n = 2m and t(ρ) = m, where m is the E-component of its
HERT-invariant (m, 0, 0, 0). 
The case of elbolic actions with a fixed point, i.e. the last case in the
above theorem, is of special interest in geometry, because of its connection
to the so-called toric manifolds.
Recall that, a toric manifold in the sense of complex geometry is a com-
plex manifold (which is often equipped with a Ka¨lerian structure, or equiva-
lently, a compatible symplectic structure) of complex dimension m together
with a holomorphic action of the complex torus (C∗)m which has an open
dense orbit. See e.g. [3, 17] for an introduction to toric manifolds. From
our point of view, such a toric manifold has real dimension n = 2m, and
the action of (C∗)m ∼= Rm × Tm is an elbolic nondegenerate R2m-action.
Thus, elbolic actions are a natural generalization of complex toric mani-
folds. Complex toric manifolds are classfied by their associated fans. So our
classification of hyperbolic domains (and of the quotient spaces of elbolic
actions) are very similar to the classification of complex toric manifolds, ex-
cept that, unlike the complex case, the vectors of our fans are not required
to lie in an integral lattice.
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For real manifolds, there are at least 3 different well-studied generaliza-
tions of the notion of toric manifolds, namely:
1) Quasi-toric manifolds as defined by Davis and Januskiewicz in [19].
Orginally these manifolds were also called toric, but later on people adopted
the name quasi-toric to avoid confusion with complex toric manifolds. A
quasi-toric manifold is a real 2m-dimension manifold M2m with a almost-
everywhere-free action of Tm such that:
i) The orbit space M2m/Tm is hemeomorphic to a simple convex poly-
tope Pm and the preimage of each point on a k-dimensional face of Pm via
projection M2m → Pm is a k-dimensional orbit of the Tm-action on M . In
particular, vertices of P correspond to fixed point of the action on M .
ii) Near each fixed point the action is locally isomorphic (up to auto-
morphisms of Tm) to a standard action of Tm on Cm given by
(6.1) (α1, . . . , αm).(z1, . . . , zm) = (α1.z1, . . . , αm.zm)
∼= {(α1, . . . , αm) ∈ Cm | |αi| = 1 ∀i}.
2) Torus manifolds as defined by Hattori and Masuda in [35]. A torus
manifold is simply a closed connected orientable smooth manifold M of
dimension 2m with an effective smooth action of Tm having a fixed point.
3) Topological toric manifolds as defined by Ishida, Fukukawa and
Masuda [37]. A topological toric manifold is a closed smooth manifold
M of dimension n = 2m with an almost-everywhere-free smooth action of
(C∗)m ∼= Tm ×Rm which is covered by finitely many invariant open subsets
each equivariantly diffeomorphic to a direct sum of complex 1-dimensional
linear representation of Tm × Rm.
We observe that Ishida–Fukukawa–Masuda’s notion of topological toric
manifolds is equivalent to our notion of manifolds admitting an elbolic action
whose toric degree is half the dimension of the manifolds. The proof of the
following proposition is a simple verification that their conditions and our
conditions are the same:
Proposition 6.3. A manifold M2m, together with a smooth action of
(C∗)m ∼= Rm × Tm, is a topological toric manifold if and only if the action
(which may be viewed as an action of R2m) is elbolic of toric degree m.
Thus, we recover topological toric manifolds from our more general con-
siderations of nondegenerate Rn-actions on n-manifolds.
We refer to the paper of Ishida, Fukukawa and Masuda [37] and some
related recent works [15, 36, 60] for a detailed study of topological toric
manifolds. Let us just mention here that, according to the results of [37],
topological toric manifolds are the right generalization of the notion of toric
manifolds to the category of real manifolds; they have very nice homological
properties similarly to toric manifolds (see Section 8 of [37]), and they are
classifified by the so-called complete non-singular topological fans.
The complete non-singular topological fan of a topological toric mani-
fold, in the sense of [37], encodes the following data: the complete fan in Rn
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associated to the reduced totally hyperbolic action ρR on the quotient space
Q = M2m/ρT, and the vector couples associated to corank-2 transversally
elbolic orbits (see Definition 1.11). These vector couples tell us how to build
back (M2m, ρ) from (Q, ρR). So one can recover Ishida–Fukukawa–Masuda’s
classification theorem for topological toric manifolds from our point of view
of general nondegenerate Rn-actions on n-manfiolds: one can prove this the-
orem in the same way as the proof of Theorem 4.8, by gluing together local
pieces equipped with canonical coordinates and adapted bases. Another
very interesting proof, based on the quotient method, which represents the
topological toric manifold (M2m, ρ) as a quotient of another global object,
is given in [37]. (The quotient method is also discussed in [3, 17] for the
construction of toric manifolds).
7. Actions of toric degree n− 2
7.1. Three-dimensional case. Consider an action ρ : R3×M3 →M3
of toric degree 1. Let q ∈ Oq be a point in a singular orbit of ρ. Denote
the HERT-invariant of q by (h, e, r, t), and by k = rank Z2Gq the rank over
Z2 of the twisting group Gq of ρ at q. According to the results of the
previous sections, we have following constraints on the nonnegative integers
h, e, r, t, k:
(7.1) h+ 2e+ r + t = 3, e+ t = 1, e+ h ≥ 1, k ≤ min(h, t).
In particular, we must have k ≤ 1, i.e. the twisting group Gq is either trivial
or isomorphic to Z2.
Taking the above constraints into account, we have the following full
list of possibilities for the singular point q, together with their abbreviated
names:
I. (h) h = 1, e = 0, r = 1, t = 1, Gq = {0}
II. (ht) h = 1, e = 0, r = 1, t = 1, Gq = Z2
III. (e) h = 0, e = 1, r = 1, t = 0, Gq = {0}
IV. (h− h) h = 2, e = 0, r = 0, t = 1, Gq = {0}
V. (h− ht) h = 2, e = 0, r = 0, t = 1, Gq = Z2 acting by the involution
(x1, x2) 7→ (−x1, x2)
VI. ((h − h)t) h = 2, e = 0, r = 0, t = 1, Gq = Z2 acting by the
involution (x1, x2) 7→ (−x1,−x2)
VII. (e− h) h = 1, e = 1, r = 0, t = 0, Gq = {0}
In the above list, (h) means hyperbolic non-twisted, (h − h)t means a
joint twisting of a product of 2 hyperbolic components, and so on.
The local structure of the corresponding 2-dimensional quotient space
Q2 = M3/ρT (together with the traces of singular orbits on M
3) is described
in Figure 12.
Remark that, in Case VI, locally Q ∼= D2/Z2 is homemorphic but not
diffeomorphic to a disk. In the other cases, Q can be viewed locally as either
a disk (without boundary) or a haft-disk (with boundary) but it cannot be
a corner.
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Figure 12. The 7 types of singularities of R3-actions of toric
degree 1 on 3-manifolds.
Globally, the quotient space Q can be obtained by gluing copies of the
above 7 kinds of local pieces together, in a way which respects the letters
(e.g. an edge marked e will be glued to an edge marked e, an edge marked
ht will be glued to an edge marked ht).
Notice, for example, that Case II and Case III in the above list are differ-
ent but have diffeomorphic quotient spaces. To distinguish such situations,
we must attach letters to the singularities, which describe the corresponding
types of singularities coming from (M3, ρ). The quotient space Q together
with these letters on its graph of singular orbits will be called the typed
quotient space and denoted by Qtyped.
Theorem 7.1. 1) Let (Qtyped, ρR) be the quotient space of (M
3, ρ), where
ρ is of toric degree 1 and M3 is a 3-manifold without boundary. Then each
singularity of Qtyped belongs to one of the seven types I–VII listed above.
2) Conversely, let (Qtyped, ρR) be a 2-orbifold together with a totally hy-
perbolic action ρR on it, and together with the letters on the graph of sin-
gular orbits, such that the singularities of Qtyped belong to the above list of
seven types I–VII. Then there exists (M3, ρ) of toric degree 1 which admits
(Qtyped, ρR) as its quotient. Moreover, the T1-equivariant diffeomorphism
type of M3 is completely determined by Qtyped.
Proof. 1) It was shown above that the list I–VII is complete in the
case of dimension 3, due to dimensional constraints.
2) When the toric degree is 1, assuming that Zρ ∼= Z is fixed in R3,
because Zρ has only 1 dimension and doesn’t allow multiple choices, we have
existence and uniqueness for the choice of isotropy groups in this case. The
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second part of the theorem now follows from Theorem 5.12 and Corollary
5.11. 
Figure 13. Example of Q2 for n = 3, t(ρ) = 1.
Example 7.2. Some examples of realizable Qtyped which can be obtained
by gluing the above 7 kinds of pieces are shown in Figure 13. Notice that
Qtyped may be without boundary (as in Figure 13a) or with with boundary
(Figure 13b and 13c). The boundary components of Qtyped corresponds to
the orbits of type e (elbolic) and ht (hyperbolic twisted). In the interior of
Qtyped, one may have edges of type h (hyperbolic non-twisted) and singular
points of type h − h or (h − h)t. In Figure 13c, Qtyped is not a smooth
manifold (though it is homeomorphic to a disk). The branched 2-covering
of Figure 13c is shown in Figure 14 (Z2 acts by rotating 180◦ around 0). It
is easy to see that, the 3-manifolds corresponding to the situations a), b) c)
in this example are S2 × S1, RP2 × S1, and RP3 respectively.
Figure 14. Branched double covering of Figure 13c.
Remark 7.3. Let us mention also that, if M admits an action of R3
of toric degree 1, then M3 is a graph-manifold in the sense of Waldhausen,
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which generalizes the notion of Seifert fibrations. Actually, any 3-manifold
admitting a nontrivial circle action is a graph-manifolds (with some addi-
tional properties), and graph-manifolds form a very special and well-studied
class of 3-manifolds in topology, see, e.g. [42]. As was observed by Fomenko
[29], graph-manifolds are also precisely those manifolds which can appear as
isoenergy 3-manifolds in an integrable Hamiltonian system with 2 degrees
of freedom.
7.2. The case of dimension n ≥ 4. When the dimension n is at
least 4, the toric degree is n − 2 ≥ 2, we have the following 3 new types of
singularities, in addition to the 7 types listed in the previous subsection:
VIII. (ht − ht) h = 2, e = 0, r = 0, t = n − 2, Gq = Z2 × Z2 acting
separately on the two hyperbolic components.
IX. (e− ht) h = 1, e = 1, r = 0, t = n− 3, Gq = Z2.
X. (e− e) h = 0, e = 2, r = 0, t = n− 4, Gq = {0}.
(See Figure 15).
Figure 15. The additional 3 possible types of singularities
for actions of toric degree n− 2 when n ≥ 4.
Theorem 7.4. 1) Let (Qtyped, ρR) be the quotient space of (M
n, ρ), where
ρ is of toric degree 1 and Mn is a n-manifold without boundary and n ≥ 4.
Then each singularity of Qtyped belongs to one of the ten types I–X listed
above.
2) Conversely, let (Qtyped, ρR) be a 2-orbifold together with a totally hy-
perbolic action ρR on it, and together with the letters on the graph of singular
orbits, such that the singularities of Qtyped belong to the above ten types I–X.
Then for any n ≥ 4 there exists (Mn, ρ) of toric degree n-2 which admits
(Qtyped, ρR) as its quotient.
Proof. The main point of the proof is to show that one can choose
compatible isotropy groups, but it is a simple excercise. Remark that, unlike
the case of dimension 3, when n ≥ 4, the typed quotient Qtyped does not
determine the diffeomorphism type of manifold M completely, because there
are now multiple choices for the isotropy groups. 
Example 7.5. An example of the quotient space Q, which can’t appear
for n = 3 but can appear for n ≥ 4, is shown in Figure 16.
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Figure 16. Example of Q = M4/T2.
CHAPTER 2
Systems on 2-dimension surfaces
1. Preliminaries
We will denote an integrable system of type (1,1) by a couple (X,F ) or
(X,F), where X is a vector field on a 2-dimensional surface Σ such that
X 6= 0 almost everywhere, F is a first integral of X (i.e. X(F ) = 0) such
that dF 6= 0 almost everywhere, and F is the ring of all first integrals of
X. The functional dimension of F is 1, i.e. dF ∧ dG = 0 for any F,G ∈ F .
The main object of our study is X and not F : X is fixed while F can be
replaced by any other appropriate first integral. A point p ∈ Σ is called
singular if it is singular with respect to X, i.e. X(p) = 0. The couple
(X,F) gives rise to a 1-dimensional associated singular fibration on the
ambient surface Σ: each fiber is a maximal connected subset of Σ on which
every first integral F ∈ F is constant. Each fiber of this fibration is called a
level set of (X,F). Notice that the level sets are invariant under the flow
of X. A level set N is called regular if there is a first integral F ∈ F such
that dF 6= 0 everywhere on N . A regular level set may contain singular
points of X.
We will study integrable systems (X,F) locally, i.e. near a point, semi-
locally, i.e. in the neighborhood of a level set, and globally, i.e. on the whole
surface. We will describe local and semi-local invariants of these systems,
which allow us to classify them up to smooth isomorphisms or smooth orbital
equivalence, in the following sense:
Definition 1.1. Two smooth integrable systems (X1, F1) and (X2, F2)
on two surfaces Σ1 and Σ2 respectively are called smoothly orbitally equiv-
alent if there is a smooth diffeomorphism Φ : Σ1 → Σ2 such that Φ∗X1 ∧
X2 = 0 and the set of singular points of X2 (where X2 = 0) coincides with
the set of singular points of Φ∗X1. They are called smoothly isomorphic if
Φ∗X1 = X2.
In the above definition, one may replace the smooth (C∞) category by
some other category, e.g. C1, Ck (1 ≤ k <∞), Cω (analytic). We will work
mainly in the smooth and the real analytic categories. In the literature,
there are also vector fields which are integrable in a weaker sense: their first
integrals are only smooth outside a small set, see e.g. [31]. Here we re-
quire the first integral to be smooth everywhere. Moreover, we will restrict
our attention to smooth integrable systems (X,F) which are weakly nonde-
generate in the sense of Definition 1.2 below. It means that each singular
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point of (X,F) is either nondegenerate (in the sense of [66, 67]), or generic
nilpotent (see below). Nondegenerate singular points can be classified into
3 types depending on the eigenvalues of X at them, so in total we allow the
following 4 types of singular points in our systems:
(1) Type I. Elliptic: two purely imaginary eigenvalues.
(2) Type II. Hyperbolic with eigenvalue 0: two different real eigenval-
ues, one of which is 0.
(3) Type III. Hyperbolic without eigenvalue 0: two non-zero real eigen-
values.
(4) Type IV. Generic nilpotent: the linear part of X is nilpotent non-
zero, the quadratic part of X is generic and there is a local first
integral F with dF 6= 0 at the singular point. (See Definition 4.1).
These singularities admit nice local normalizations which linearize the
associated singular fibration. For the nondegenerate singularities (Types I,
II, III) this fact was shown in [66, 67], and for nilpotent singularities (Type
IV) it follows from the definition and Takens-Gong normal form [56, 32].
Moreover, these 4 types of singularities are locally structurally stable, i.e.
any C1-close integrable system will have the same types of singular points.
Definition 1.2. A smooth integrable system (X,F) on a surface Σ is
called weakly nondegenerate if every of its singular points is of one of
the above 4 types I-IV.
Figure 1. Four types of allowed singularities.
We will usually denote by B the base space of the associated singular
fibration of an intgerable system (X,F): each point of B corresponds to a
level set of (X,F). Then we have a natural projection
(1.1) proj : Σ→ B.
The topology and the differential structure of B is induced from Σ via the
projection map. The induced differential structure was probably first stud-
ied by Reeb and Haefliger [34] for a similar situation. Each first integral
F ∈ F descends to a smooth function on B. Imitating Dufour - Molino -
Toulet [21], we will view B as a graph and call it the Reeb graph of (X,F):
each vertex of the Reeb graph corresponds to a level set which contains at
least one singular point of Type I, III or IV. Of course, the Reeb graph is
an important orbital invariant of the system, and together with some other
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discrete invariants it gives an orbital classification of the systems (X,F) sim-
ilar to a topological clasification obtained by Fomenko and his collaborators
(see, e.g., [8, 30, 49]) for integrable Hamiltonian systems with 2 degrees of
freedom.
2. Local structure of nondegenerate singularities
2.1. Elliptic singularities (Type I). A singular point p (i.e., a point
where X vanishes) of an integrable system (X,F) is called a nondegenerate
elliptic singular point, or also a singular point of Type I in this chapter, if
the eigenvalues of X at p are pure imaginary non-zero (i.e. the linear part
of X at p generates a linear circle action on a plane), and there is a first
integral F ∈ F which is non-flat at p.
Suppose that (X,F) is a smooth integrable system with a singular point
p of Type I. According to the local geometric linearization theorem for non-
degenerate singularities of integrable systems [66, 67], there is a smooth
coordinate system (x, y) in a neighborhood of p, in which we have the fol-
lowing normal form:
(2.1) X =
2pi
f(x2 + y2)
(x
∂
∂y
− y ∂
∂x
)
where f is a smooth function such that f(0) 6= 0.
Remark 2.1. Elliptic singular points are also called centers in the lit-
erature. There is a nice similar normal form result of Maksymenko [43]
without the assumption that there is a first integral, but under the assump-
tion that the orbits are closed.
A local coordinate system in which X has normal form like the above
form will be called a canonical coordinate system. The function f in
Formula (2.1) is the local period function of the singular point: the orbit
through each point (x, y) near p is closed and is of period f(x2 + y2). The
function f(x2 + y2) projects to a smooth function on the local base space
BU(p) = proj(U(p)), where U(p) denotes a saturated tubular neighborhood of
p and proj is the projection map, which will be denoted by fB and also called
the local period function (on the local base space). In local canonical
coordinates, the function R = x2 + y2 descends to a function on the base
space BU(p) and becomes a smooth coordinate function there: any other
smooth function on BU(p) (i.e. whose pull-back by proj is smooth on U(p))
is a smooth function of R. In particular, the period function fB is a smooth
function on the local base space BU(p) and is a function of R: fB = f ◦R.
It is clear that any singularity of Type I is locally orbitally equivalent
to a standard linear center. The period function is a local invariant of the
singular point, because any isomorphism will preserve the periods. More
precisely, we have:
Proposition 2.2. Two singularities of Type I of two smooth integrable
systems (X1,F1) and (X2,F2) are locally isomorphic if and only if the two
72 2. SYSTEMS ON 2-DIMENSION SURFACES
corresponding period functions fB1 and fB2 on the two associated local base
spaces B1 and B2 are left-equivalent, i.e. there is a local smooth diffeomor-
phism Φ from B1 to B2 such that fB1 = fB2 ◦ Φ. In terms of local canonical
coordinates, two integrable vector fields
(2.2) X1 =
2pi
f1(x21 + y
2
1)
(x1
∂
∂y1
− y1 ∂
∂x1
)
and
(2.3) X2 =
2pi
f2(x22 + y
2
2)
(x2
∂
∂y2
− y2 ∂
∂x2
)
near two singular points of Type I are locally isomorphic if and only if there
is a local smooth diffeomorphism φ from (R+, 0) to itself such that f1 = f2◦φ.
Proof. It is clear that the left equivalence of the two period functions
is a necessary condition for the existence of an isomorphism, because an
isomorphism between two vector fields must preserve the periods of periodic
orbits. Conversely, assume that f1 = f2 ◦ φ where φ : R+ → R+ is a local
smooth diffeomorphism. Then it is easy to check that the map
(2.4) (x1, y1) 7→ (x2, y2) = (
√
φ(x21 + y
2
1)
x21 + y
2
1
x1,
√
φ(x21 + y
2
1)
x21 + y
2
1
y1)
is a smooth map which sends X1 to X2. 
2.2. Hyperbolic singularities with eigenvalue 0 (Type II). A
singular point p ∈ Σ of a smooth integrable system (X,F) on Σ is called
nondegenerate hyperbolic singular point with eigenvalue 0, or also
a singular point of Type II if it satisfies the following conditions:
i) The linear part of X at p has two different real eigenvalues: γ1 = 0
and γ2 6= 0.
ii) There is F ∈ F which is not flat at p, i.e. its Taylor series is non-
trivial.
According to the local geometric linearization theorem [66, 67], for each
nondegenerate hyperbolic singular point p with eigenvalue 0, there is a local
smooth coordinate system (x, y) in a neighborhood U of p such that X has
the normal form
(2.5) X = γ(y)x
∂
∂x
,
where γ(0) 6= 0, and F is a function of y. In particular, the set of singular
points of X near p is a smooth curve S given by the equation
(2.6) S = {q ∈ U | X(q) = 0} = {q ∈ U | x(q) = 0},
and for each point q ∈ S, the eigenvalue of X at q is equal to γ(y(q)). Since
the eigenvalue does not depend on the choice of coordinates, the eigenvalue
function on S,
(2.7) q ∈ S 7→ γ(y(q))
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is a local invariant of X at p. We can formulate this fact as the following
proposition, whose proof is straightforward.
Proposition 2.3. Two smooth integrable systems (X1,F1) and (X2,F2)
are locally smoothly isomorphic near two respective singular points p1 and p2
of Type II if and only if there is a local eigenvalue-preserving diffeomorphism
from the curve S1 of singular points of X1 near p1 to the curve S2 of singular
points of X2 near p2. In terms of local normal forms, X1 = γ1(y)x
∂
∂x
is locally smoothly isomorphic to X2 = γ2(y)x
∂
∂x if and only if γ1 is left
equivalent to γ2, i.e. there is a local diffeomorphism ψ : (R, 0)→ (R, 0) such
that γ1(y) = γ2(ψ(y)).
Observe that the function f(y) = 2pi
√−1/γ(y), where γ(y) is the eigen-
value function in the local normal form (2.5) can also be interpreted as a
local period function as follows: Complexify the system in the coordinate
x (so x is now a complex coordinate, and y is still a real coordinate, the
manifold has 1 complex dimension plus 1 real dimension). Then the flow
of X on each local complex line {y = const} is periodic in imaginary time
and is of period equal to f(y). So we will call f(y) the (imaginary) local
period function of X near a singular point of Type II. Proposition 2.3
can be paraphrased as follows: Type II singular points are classified up to
local isomorphisms by the left equivalence class of their imaginary period
functions.
2.3. Hyperbolic singularities without eigenvalue 0 (Type III).
To say that p is a singular point of Type III of (X,F) means that X has
two non-zero real eigenvalues at p, and there is a first integral which is not
flat at p. According to the local geometric linearization theorem [66, 67],
X has the following normal form:
(2.8) X = h(xayb)(
x
a
∂
∂y
− y
b
∂
∂x
)
where a, b ∈ N are coprime, and h is a smooth function such that h(0) 6= 0.
In the above canonical coordinates, the function xayb generates the ring
local first integrals of X. More precisely, if G is a smooth local first integral,
then in each local quadrant {x ≥ 0, δy ≥ 0}, where  = ± and δ = ±, we
can write
(2.9) G(x, y) = g,δ(h(xayb))
where g+,+, g+,−, g−,+, g−,− are smooth functions which have the same Tay-
lor series at 0. The proof of this fact follows easily from formal computations.
Similarly to the Type II case, X is of (complex) toric degree 1 (see [62]
for the notion of toric degree of a vector field at a singular point), and the
T1-action in the complexified space associated to X is generated by the
linear vector field
(2.10) Y = 2pi
√−1(x
a
∂
∂y
− y
b
∂
∂x
)
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in canonical coordinates. In the analytic case, Y is uniquely determined by
X (see [62]), though in the smooth case it is only unique up to a flat term.
So any automorphism or isomorphism of X will also be an automorphism
or isomorphism of Y up to a flat term. Thus, in order to understand the
local automorphisms of X, we need to understand the automorphisms of the
linear vector field Y (or Y/(2pi
√−1)).
The function h(xayb) in the normal form (2.8) is directly related to the
local period function of X in the complexified space (at least in the analytic
case) : The flow of the vector field X = h(xayb)(xa
∂
∂y − yb ∂∂x) in C2 in the
imaginary time will have closed orbits with periods equal to 2piab
√−1
h(xayb)
. We
will call h(xayb) the frequency function of X near p.
Proposition 2.4. Let a and b be two coprime natural numbers.
1) A local real analytic diffeomorphism (x, y) 7→ (x1, y1) preserves the
linear vector field
x
a
∂
∂x
− y
b
∂
∂y
if and only if there are two local analytic
functions ρ1, ρ2 of one variable such that ρ1(0) 6= 0, ρ2(0) 6= 0 and
(2.11)
{
x1 = xρ1(x
ayb)
y1 = yρ2(x
ayb)
.
2) A local smooth diffeomorphism (x, y) 7→ (x1, y1) preserves the linear
vector field
x
a
∂
∂x
− y
b
∂
∂y
if and only if there are four couples of local smooth
functions ρε,δ1 , ρ
ε,δ
2 where ε = ± and δ = ±, which do not vanish at 0, such
that the Taylor series of ρε,δ1 and ρ
ε,δ
2 do not depend on ε and δ, and such
that
(2.12)
{
x1 = xρ
ε,δ
1 (x
ayb)
y1 = yρ
ε,δ
2 (x
ayb)
if εx ≥ 0, δy ≥ 0.
Proof. 1) Let (x, y) 7→ (x1, y1) be a local real analytic diffeomorphism
which preserves the linear vector field X(1) = xa
∂
∂x − yb ∂∂y . Since {x = 0}
(resp. {y = 0}) is the stable (resp. unstable) manifold of X(1), we must
have x1 = 0 on {x = 0} and y1 = 0 on {y = 0}. In other words, we can
write x1 = x.θ1(x, y), y1 = y.θ2(x, y) where θ1, θ2 are two analytic functions.
Note that the time-t flow of the linear vector field X(1) multiplies x by et/a,
and also multiplies x1 by e
t/a because the map (x, y) 7→ (x1, y1) preserves
X(1). Therefore the quotient x1x = θ1(x, y) is invariant by the flow of X
(1).
In other words, θ1(x, y) is a first integral of X
(1). Any local analytic first
integral θ1(x, y) = ρ1(x
ayb). Similarly, we have θ2(x, y) = ρ2(x
ayb).
Conversely, it is easy to see that the map (x, y) 7→ (xρ1(xayb), yρ2(xayb))
preserves X(1) = xa
∂
∂x − yb ∂∂y .
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2) The proof in the smooth case is similar, except that we must write
θ1(x, y) = ρ
ε,δ
1 dependent on the quadrant in R2, where ρ
+,+
1 , ρ
+,−
1 , ρ
−,+
1 and
ρ−,−1 are four functions which have the same Taylor series at 0. (Actually,
the number of functions can be reduced from 4 to 2, because, for example,
if a is odd then ρ+,δ1 and ρ
−,δ
1 can be chosen to be the same function). 
Proposition 2.5. Let a and b be two coprime natural numbers.
1) Two local real analytic vector fields X1 = h1(x
a
1y
b
1)
(
x1
a
∂
∂x1
− y1b ∂∂y1
)
and X2 = h2(x
a
2y
b
2)
(
x2
a
∂
∂x2
− y2b ∂∂y2
)
are locally analytically isomorphic if and
only if h1 and h2 are left equivalent, i.e. we can write h1 = h2 ◦ ψ where
ψ : (R, 0)→ (R, 0) is analytic with ψ′(0) 6= 0.
2) In the smooth case, when h1 and h2 are smooth functions, then X1
and X2 are locally smoothly isomorphic if and only if h1 and h2 are formally
left-equivalent, i.e.
(2.13) Taylor(h1) = Taylor(h2) ◦ ψ
where ψ is a formal series with ψ(0) = 0, ψ′(0) 6= 0, and Taylor(h) means
the Taylor series of h.
Proof. 1) The toric degree of X1 (in the sense of [62]) is 1, and the cor-
responding T1-action in the complexified space which preserves X is gener-
ated by x1a
∂
∂x1
− y1b ∂∂y1 . Thus if there is a local analytic diffeomorphism Φ such
that Φ∗X1 = X2, then we also have Φ∗
(
x1
a
∂
∂x1
− y1b ∂∂y1
)
=
(
x2
a
∂
∂x2
− y2b ∂∂y2
)
.
According to Proposition 2.4, after the diffeomorphism Φ we can write
(2.14)
{
x2 = x1ρ(x
a
1y
b
1)
y2 = y1θ(x
a
1y
b
1)
.
In particular, xa2y
b
2 = (x
a
1y
b
1).ρ
a(xa1y
b
1).θ
b(xa1y
b
1) = ψ(x
a
1y
b
1) where ψ(z) =
zρa(z)θb(z). We also have Φ∗h1 = h2, therefore h2 = h1 ◦ ψ.
Conversely, assume that h1 = h2 ◦ ψ. Then it is easy to check that the
map (x2, y2) = Φ(x1, y1) given by the formula
(2.15)
x2 = x1y2 = y1 b√ψ(xa1yb1)xa1yb1
(this map is well-defined because ψ(z)z 6= 0 when z = 0) sends X1 to X2.
2) The “only part” in the smooth case is absolutely similar to the analytic
case. The “if” part follows from Sternberg-Chen’s theorem [14, 54] which
says that if two smooth hyperbolic vector fields are formally isomorphic then
they are locally smoothly isomorphic. 
3. Semi-local structure of nondegenerate singularities
3.1. Level sets with singular points of Type II. Denote by N a
level set of a weakly nondegenerate smooth integrable system (X,F) on a
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compact surface Σ, which contains a singular point of Type II, but does
not contain singular points of the other Type I, III, IV. As will be shown
below, N is a smooth circle. A tubular neighborhood of N will be either
orientable (a cylinder) or non-orientable (a Mobius band). The case when it
is a Mobius band will be called the twisted case, and the case when it is a
cylinder will be called the non-twisted case. Notice that if Σ is orientable
then we only have the non-twisted case.
Proposition 3.1. With the above notations and assumptions, we have:
i) N is a smooth circle.
ii) N contains an even number 2m > 0 of singular points of Type II.
iii) In the non-twisted case there is a tubular neighborhood U(N ) of N
such that the projection map
(3.1) proj : U(N )→ B
from U(N ) to the base space B of the associated singular fibration is a smooth
trivial circle fibration over its image
(3.2) BU(N ) := proj(U(N )),
and the set of singular points S = {q ∈ U(N ) | X(q) = 0} is a disjoint
union
(3.3) S =
2m⊔
i=1
Si
of 2m smooth sections of the circle fibration U(N )→ BU(N ), and every point
of S is singular of Type II.
iv) In the twisted case, there is still a tubular neighborhood U(N ) of N
which is saturated and smoothly foliated by the level sets of (X,F), and N is
the only exceptional leaf of this foliation in U(N ) (the one with non-trivial
holonomy), the set of singular points S = {q ∈ U(N ) | X(q) = 0} is still a
disjoint union S =
2m⊔
i=1
Si of an even number of smooth curves.
v) In the non-twisted case, N is a regular level set of the associated
fibration, i.e. there is F ∈ F which is regular at N . In the twisted case, N
is a singular level set of Morse-Bott type, i.e. there is F ∈ F such that F is
of the type F = z2 in the neighborhood of every point of N .
Proof. i) Denote by K smallest closed invariant set of the vector field
X which contains p and satisfies the following additional property: If q ∈ K
and O is an orbit of X such that its closure contains q, then O ⊂ K. (Such
a set K exists because it is the intersection of all closed invariant sets which
satisfy these properties). It follows immediately from the definition of K
that K is connected. By continuity, any first integral F ∈ F is constant on
K, so we have K ⊂ N .
We will show that in fact K is a smooth circle and N = K.
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Since K ⊂ N , all singular points of X in K are of type II by our assump-
tions. Remark that, if q is a singular point of type II, then there are exactly
two regular orbits of X which contain q in their closure, and moreover their
union forms together with q a curve which is smooth at q: in local normal
form X = f(y)x ∂∂x they are given by {x < 0, y = 0} and {x > 0, y = 0}.
Remark also that the number of singular points in K is finite, otherwise
there would exist an accumulation point q∞ ∈ K, q∞ = limn→∞ qn, qn 6=
q∞, qn ∈ K singular of Type II, and then any smooth first integral will be
constant on {qn, n ∈ N} ⊂ K, which implies that it is flat at q∞, which is a
contradiction to our definition of type II singular points.
Starting from the point p, take the two regular orbits whose closures
contain p, then take the singular points in the closure of these orbits, then
take the regular orbits whose closures contain these new singular points, and
so on. By definition, all these orbits and singular points belong to K. The
process must stop after a finite number of steps, because K contains a finite
number of singular points. This process gives us a smooth curve, so K is
closed and smooth, i.e. it is a circle.
By our definition of Type II singularities, there is a smooth first integral
F , which is constant on K of course, and which is not flat at p. It follows
easily that any point outside of K can be separated from K by a first integral.
In other words, K is a level set, i.e. K = N , and therefore N is a smooth
circle.
ii) This statement is a particular simple case of our study of nondegen-
erate Rn-actions on n-manifolds in Subsection 2.2.
Figure 2. Trivial holonomy.
iii) Consider the non-twisted case. Denote by p1 = p, p2, . . . , p2m the
singular points of Type II of X on K in a cyclic order. Near each pi fix
a canonical coordinate system (xi, yi) in a neighborhood Ui of pi in which
X = fi(yi)xi
∂
∂xi
, and such that these coordinate systems give the same
orientation on K and in a neighborhood of K. Denote by Si = Ui ∩{xi = 0}
the curve of singular points of Type II passing through pi.
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Take a point q1 ∈ S1, q1 6= p1, q1 close enough to p1. Then the set
{y1 = y1(q1), x1 > 0} is a local regular orbit which tends to q1 in one
direction. By continuity, this orbit remains close to K and enters a small
neighborhood U2 of p2 in the other direction, and so it tends to some point
q2 ∈ S2 close to p2. Similarly, there is a regular orbit of X which tends to
q2 in one direction and tends to a point q3 ∈ S3 in the other direction, and
so on. Finally, there is a regular orbit which tends to q2m ∈ S2m in one
direction, and tends to a point q′1 ∈ S1 in the other direction. So we get a
smooth map from S1 to itself defined by q1 7→ q′1, which may be called the
holonomy of X along K. Remark that, in the non-twisted case, yi(qi) have
the same sign for all i, and in particular y1(q1) and y1(q
′
1) have the same
sign. Due to the existence of a smooth global first integral which is non-
flat for every singular point, it is easy to see that the holonomy is actually
trivial, i.e. q1 = q
′
1. Indeed, if y1(q1) > y1(q
′
1) > 0 for example, then we can
repeat this process (iterate the holonomy map) to get a sequence of points
q1, q
′
1, q
′′
1 , q
′′′
1 , . . . , q
(n)
1 , . . ., which must tend to some point q
∞
1 ∈ S1, and any
global smooth integral will be flat at q∞1 , which contradicts our assumptions
about the singular points of (X,F). (In this proposition, we really need the
existence of global non-flat first integrals, and not just local non-flat first
integrals, otherwise there will be counter-examples). Since the holonomy is
trivial, we have a smooth foliation of a neighborhood of N into circles with
trivial holonomy. The rest of the proof is straightforward.
iv) The proof of Assertion iv) is similar to the proof of Assertion iii).
v) The proof is straightforward. 
Figure 3. Mobius band in the twisted case.
Observe that, on each curve Si of singular points in a tubular neigh-
borhood U(N ) of N , we have an eigenvalue function, whose value at each
point q ∈ Si is the non-zero eigenvalue of X at q. In the non-twisted
case, these functions may be viewed as functions on the local base space
BU(N ) = proj(U(N )) via the projection map, which we will denote by
E1, . . . , E2m:
For ξ ∈ BU(N ), Ei(ξ) is the eigenvalue of X at proj−1(ξ)∩
Si.
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Of course, these eigenvalue functions on BU(N ) are invariants of X in a
neighborhood U(N ) of N . In the twisted case, we still have 2m eigenvalue
functions, but they don’t descend to functions on BU(N ) in general, only to
a branched 2-covering of BU(N ).
Besides the eigenvalue functions, which are invariant of local character
of the vector field X, there is another invariant of X in U(N ): the mon-
odromy. The monodromy is defined as follows:
Let M be an closed invariant curve (level set) in U(N ), and denote by
q1, . . . , q2n the singular points of Type II on M in a cyclic order. (if U(N )
is twisted and M 6= N then n = 2m, otherwise n = m). As was observed
in Chapter 1, for each qi there is an involution (reflection) which preserves
X and exchanges the regular orbit on the left of qi with the orbit on the
right of qi. Take a regular point z0 which lies between q2n and q1, and put
z1 = σ1(z0), z2 = σ2(z1), . . . , z2m = σ2m(z2m−1). Then z2m and z0 lies on
the same orbit of X, and there is a unique number µ = µ(M) such that
(3.4) ϕµX(z0) = z2m.
It was observed in Chapter 1 that µ depends only on X, M and the choice
of the orientation on M : when the orientation is inversed the µ changes to
−µ.
Since µ can be defined for each level set M in U(N ), we get a map from
BU(N ) to R, which associates to each element ξ ∈ BU(N ) the monodromy of
X on proj−1(ξ) (with respect to a given choice of orientation).
Proposition 3.2. The topological type of U(N ) (twisted or non-twisted),
the number of singular points of Type II on N , the eigenvalue functions,
and the monodromy function form together a complete set of invariants of a
weakly nondegenerate smooth integrable system (X,F) in the neighborhood
of a compact level set N which contains only singular points of Type II.
Figure 4. Monodromy.
It means that (X1,F1) in U(N1) is semi-locally isomorphic to (X2,F2)
in U(N2), where N1 and N2 are level sets of Type II, if and only if there
is a semi-local fibration-preserving diffeomorphism Φ from U(N1) to U(N2)
which is bijection between the sets of Type II singular points, and which
also preserve the monodromy function and the eigenvalue functions.
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Proof. The proof in the non-twisted case is just a parametrized version
of a result of Theorem 2.7. The twisted case can be reduced to the non-
twisted case by taking a double covering. 
Remark 3.3. Proposition 3.2 remains true when N does not contain
any singular point of X at all, and in that case the monodromy function is
nothing but the period function, i.e. the time it takes for the flow to go full
circle on closed orbits.
3.2. Level sets with singular points of Type III.
Definition 3.4. We will say that a level set N of a smooth integrable
system (X,F) is a singular level set of Type III if N contains at least
one singular point of Type III, and any singular point of X in N is of Type
II or Type III.
Proposition 3.5. Let N be a singular level set of Type III of integrable
system (X,F) on a compact surface Σ. Then we have:
i) Topologically, N is a connected finite graph, whose edges are regular
orbits of X, and whose vertices are singular points of Type II or Type III:
Each singular point of Type II is a vertex of valency 2, and each singular
point of Type III is a vertex of valency 4. Moreover, N is a finite union⋃s
k=1 Sk of s smooth circles Sk (s ≥ 1) with transversal (self-)intersections
at singular points of Type III.
ii) There exists a smooth first integral F ∈ F such that F = 0 on N
and the multiplicity of F at each Sk is a natural number mk, such that the
greatest common divisor of (m1, . . . ,ms) is 1 or 2, and such that any other
first integral G ∈ F can be written as
(3.5) G = g(F ) +Gflat,
where g is a smooth function and Gflat is flat at N . If gcd(m1, . . . ,ms) = 2,
then F can be chosen to be a non-negative function.
Proof. i) The proof of Assertion i) is similar to the proof of Assertion
i) of Proposition 3.1.
ii) Similarly to the proof of Assertion iii) of Proposition 3.1, take a point
q on a local curve L which intersects N transversally at a regular point q0,
and let it go by the flow of X and jump over the points of Type II whenever
the flow tends to such a point. Then we will get a path which moves along
some components of N and then returns to a point q′ on L after going
around. In the non-twisted case, when U(N ) is orientable, then q and q′
lie on the same side with respect to q0 on L. In the twisted case, the first
return point q′ may lie on the opposite side of q with respect to q0 on L. If
q′ lies on the opposite side of q, then we continue the path until we return
to L again, this time at a point q” which lies on the same side as q. Using
arguments similar to the ones in the proof of Proposition 3.1, one can show
that this return map must in fact be the identity map, i.e. we have either
q = q′ or q = q”.
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It follows from the above arguments that U(N )\N is foliated by smooth
invariant circles, and these circles are also regular level sets of (X,F).
Take an arbitrary smooth first integral G ∈ F which is non-flat at N .
Then G(Sk) = 0 for each circle Sk in N , and moreover the multiplicity (i.e.
order of vanishing) of G on Sk is a finite number Mk <∞.
If pi ∈ Sj ∩ Sk with a local canonical coordinate system (xij , xik) such
that
(3.6) X = fi(x
αij
ij x
αik
ik )
(xij
αij
∂xij − xik
αik
∂xik
)
,
and αij , αik ∈ N, gcd(αij , αik) = 1, then the smoothness of G at pi implies
that
(3.7)
Mk
αik
=
Mj
αij
∈ N.
Notice that, if Mkαik =
Mj
αij
then it automatically means that this fraction is a
natural number, because αij and αik are coprime. Put
(3.8) mk =
Mk
D
,
where D = gcd(M1, . . . ,Ms) is the greatest common divisor of M1, . . . ,Ms.
Then we still have mkαik =
mj
αij
∈ N for every singular point pi of Type II
(pi ∈ Sj ∩ Sk). It is easy to see that the function
(3.9)
D
√
G2
is a well defined smooth first integral whose order of vanishing on Sk is 2mk
for all k = 1, . . . , s. Either this function, or its square root D
√
G if a smooth
single-valued function D
√
G can be defined in a neighborhood of N , will be
the required first integral. 
Remark 3.6. In the above proposition, even in the non-twisted (i.e.
when U(N) is orientable) we may have gcd(m1, . . . ,ms) = 2, while even in
the twisted case we have have gcd(m1, . . . ,ms) = 1, as the examples in the
pictues on Figure 3.2 show.
The semi-local first integral function F given by the above proposition
can be viewed as a function on the local base space BU(N), and will be called
a local coordinate function on BU(N): if G is any other smooth function on
BU(N) then there exists a family of smooth real functions gi of one variable,
one for each local edge of BU(N) (when BU(N) is a local graph with one vertex
and more than one edges), such that G = gi(F ) on each edge, and all the
functions gi have the same Taylor expansion (i.e. the diffrence of any two
of them is a flat function).
Proposition 3.7. Two smooth integrable systems (X1,F1) and (X2,F2)
near two respective singular level sets of Type III N1 and N2 are semi-
locally orbitally equivalent if and only if there is a homeomorphism from a
neighborhood of N1 to a neighborhood of N2, which sends N1 to N2, singular
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Figure 5. a) Non-twisted example with gcd(m1, . . . ,ms) =
2; b) Twisted example with gcd(m1, . . . ,ms) = 1.
points of Type II on N1 to singular points of Type II on N2, and preserves
the ratio −a : b of the two eigenvalues of each singular point of Type III.
Proof. It follows easily from Proposition 3.5. 
3.3. The period cocycle. In order to classify singular level sets of
Type III semi-locally, we need an additional invariant, which is the coho-
mology class of the period cocycle defined below. The construction is similar
to the one introduced in [21] for obtaining symplectic invariants of Hamil-
tonian systems, though our situation is more complicated.
Let us fix a semilocal first integral F in U(N) with lowest multiplicity,
as given by Assertion ii) of Proposition 3.5. According to Proposition 2.5,
for each singular point pi ∈ N of Type III, we can choose a local canonical
coordinate system (xi, yi) in which the vector field X has the form
(3.10) X = hi(x
ai
i y
bi
i )(
xi
ai
∂
∂yi
− yi
bi
∂
∂xi
)
Take an edge E in N . For simplicity, let us assume for the moment that
E does not contain singular points of Type II. To fix the notations, assume
that pi (resp. pj) is the limit of the points of E by the flow of the vector
field X in the negative (resp. positive) time direction, and that near pi we
have E ⊃ {yi = 0, xi > 0} and near pj we have E ⊃ {yj = 0, xj < 0}.
Denote by AE = {xi = 1} and BE = {xj = −1} the two local curves (in two
local coordinate systems) given by these equations. Then the flow of X will
take each point of AE to a point of BE after some time. So we get a time
function for going from a point of AE to BE by X, which may be viewed as
a function on AE (this function may admit any value, positive or negative).
Since the multiplicity of F at E is equal to mE = mi− = mj−, time function
we can view this function as a function of F , which is a-priori not regular
in F but regular in F 1/mE . (In the analytic case, it would be a Puiseux
series in F ; in the smooth case we can still talk about its Puiseux series).
Let us denote this local function of one variable by PE , i.e. the value of the
function at each point q ∈ AE is PE(F (q)). If E contains points of Type
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II, then PE can be defined in the same way, by jumping over the points of
Type II.
Figure 6. Component PE of the period cocycle.
Thus, for each E we get a function PE . The family (PE , E is an edge ofN)
will be called the period cocycle. It is easy to see that this period cocy-
cle is arbitrary, i.e. any family of local functions (PE , E is an edge of N),
where each PE(z) is a smooth function in z
1/mE , can be realized by a smooth
integrable system, by the gluing method. However, this cocycle is not an
invariant of the system, because it depends on the choice of F and of lo-
cal canonical coordinates. In order to get an invariant, we have to take its
equivalence class with respect to a natural equivalence relation generated by
2 kinds of operations: changing a canonical coordinate system by another
canonical coordinate system, and changing the first integral F by another
first integral. Changing F by another first integral (which has the same mul-
tiplicity at the components of N as F ) simply leads to the left equivalence
(in the sense of left equivalence of maps), while changing local coordinates
leads to a cohomology class. So our invariant is the left equivalence class of
a cohomology class.
Assume, for example, that the coordinate system (x1, y1) in a neighbor-
hood of p1 is replaced by another canonical coordinate system (x
′
1, y
′
1) in the
same neighborhood. According to Proposition 2.5, we have
(3.11) x′1 = x1ρ
±(xa11 y
b1
1 ), y
′
1 = y1θ
±(xa11 y
b1
1 )
for some multi-branched smooth functions ρ±, θ± such that ρ(0) 6= 0, θ(0) 6=
0. Here, a multi-branched smooth function is a finite family of functions (for
example ρ+ and ρ−) which coincide up to a flat term at the point in question,
i.e. all the branches have the same Taylor series (so that they can be glued
together to become a smooth function on a non-separated manifold or a
Reeb graph). Denote by E1 = {y = 0, x > 0}, E2 = {y = 0, x < 0}, E3 =
{y > 0, x = 0}, E4 = {y < 0, x = 0} the four local edges of N having p1 as
a vertex. Then the functions PE1 , . . . , PE4 will be changed by the following
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rule under the above change of coordinates:
(3.12)

P ′E1(F ) = PE1(F ) + ξ
+(F )
P ′E2(F ) = PE2(F ) + ξ
−(F )
P ′E3(F ) = PE3(F ) + ζ
+(F )
P ′E4(F ) = PE4(F ) + ζ
−(F )
where ξ+(F ) and ξ−(F ) are multi-branched functions which are smooth in
F 1/k1 have have the same formal expansion, where k1 is the natural number
such that F has the same multiplicity at the local edges near p1 as the
function xk1a11 y
k1b1
1 (i.e. the multiplicity mE1 of F at E1 is equal to k1b1 and
so on), and the same holds true for ζ+(F ) and ζ−(F ). Besides the fact that
ξ±(F ) and ζ±(F ) must be regular in F 1/k1 , they can be chosen arbitrarily
(i.e. we can choose the corresponding multi-branched functions ρ± and θ±
in order to get the desired functions ξ and ζ). In other words, we have a
coboundary of the type
(3.13)

PE1 = ξ
+(F ) = ξˆ+(F 1/k1)
PE2 = ξ
−(F ) = ξˆ−(F 1/k1)
PE3 = ζ
+(F ) = ζˆ+(F 1/k1)
PE4 = ζ
−(F ) = ζˆ−(F 1/k1)
(ξˆ± and ζˆ± are smooth functions; the other components are zero), and these
are the generators of the space of coboundaries which can be obtained by
changes of coordinates.
Remark 3.8. A-priori, each component PE of the cocycle is only regu-
lar in F 1/mE , why the coboundaries have a higher level of regularity (each
“elementary” coboundary is regular in some F 1/ki). Due to this fact, if
PE 6= 0 for some edge E we cannot in general substract from our cocycle a
coboundary so that PE becomes 0.
Definition 3.9. The class of the period cocycle (PE , E is an edge of N)
in the quotient space of the linear space of all period cocycles by the linear
space of all coboundaries (generated by the coboundaries given by Formula
(3.13)) is called its cohomology class.
Similarly to [21, 57], since the coboundaries can be multi-branched, we
can use them to kill all the flat terms in the cocycles, i.e. any two cocycles
which are the same up to a flat term are cohomologic. Thus the cohomo-
logical class of the cocycle (PE , E is an edge of N) depends only on its
asymptotic expansion. This asymptotic expansion is a (multi-dimensional)
Puiseux series in F (where F is viewed as a local coordinate function on
the Reeb graph B). The cohomology class itself can be expressed in terms
of a Puiseux series with a family of coefficients equal to 0 (those which can
be eliminated by a normalizing coboundary).
The frequency functions hi(x
ai
i y
bi
i ) in Formula (3.10) near pi will also be
viewed as functions of F . Similarly to the peiod cocycle, these frequency
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functions are not regular in F , but regular in a fractional power of F , and
they are determined by the system only up to a flat term, so we will also
retain only the Puiseux series of these functions in F .
Remark 3.10. In complex analysis there is a problem of multi-valuedness
of Puiseux series, but we don’t have this problem here with our systems on
real manifolds, because by F 1/k of course we mean the unique real k-th root
of F if k is odd, and if k is even (in which case F must also be positive) we
usually mean the unique positive real root.
Theorem 3.11. Let (X1,F1) and (X2,F2) be two smooth integrable sys-
tems with two respective nondegenerate singular level sets N1 and N2 of
type III. Then these two systems are semi-locally isomorphic, i.e. there is a
smooth diffeomorphism from a neighborhood of N1 to a neighborhood of N2
which sends X1 to X2 if and only if they are semi-locally orbitally equiva-
lent and satisfy the following additional condition: there is a local coordinate
function F1 (resp. F2) on the local base space BU(N1) (resp. BU(N2)) such
that the Puiseux series in F1 of the frequency functions and the cohomology
class of the period cocycle of X1 coincide with the Puiseux series in F2 of
the corresponding frequency functions and the the cohomology class of the
period cocycle of X2.
Proof. The proof is straightforward, based on the above discussions
and the standard gluing and extension methods, like in, e.g., [16, 21, 23,
57]. 
4. Generic nilpotent singularities (Type IV)
4.1. Local normal form. Assume that X(p) = 0 at some point p, and
that the linear part of X at p is non-zero nilpotent, i.e. is has Jordan form
X(1) = y ∂∂x . According to a classical result of Takens [56], there exists a
formal coordinate system in which X can be formally written as
(4.1) X =
(
y + x2f(x)
) ∂
∂x
+ x2g(x)
∂
∂y
,
where f and g are formal series.
Let us assume, moreover, that dF (p) 6= 0 for some F ∈ F , i.e. F is a
regular function at p. Then, according to a theorem of Gong [32], in the
above expression of X one can put g(x) = 0, i.e. X can be formally written
as
(4.2) X =
(
y + x2f(x)
) ∂
∂x
,
and F is a function of y.
We will say that the nilpotent singularity of (X,F) at p is generic, if
f(0) 6= 0 in the above formal normal form. Another equivalent definition of
genericity, without using Takens-Gong normal form, is as follows:
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Definition 4.1. Let p be a nilpotent singular point of an integrable
system (X,F). Then we will say that p is a generic nilpotent singular
point if the following conditions are satisfied:
i) There exists a local smooth first integral F such that dF (p) 6= 0.
ii) There is a local smooth coordinate system (x, y) in which F is a
function of y, and
(4.3)
∂2
∂x2
X :=
[ ∂
∂x
, [
∂
∂x
,X]
] 6= 0.
Let p be a generic nilpotent singularity of (X,F ). Then there is a co-
ordinate system (x, y) in a neighborhood U of p such that y is a local first
integral of X, and the linear part of X is in Jordan form, i.e.
(4.4) X =
(
y +G(x, y)
) ∂
∂x
,
where G(x, y) is a smooth function such that
(4.5) G(0, 0) =
∂G
∂x
(0, 0) =
∂G
∂y
(0, 0) = 0.
Moreover, according to our assumptions,
(4.6)
∂2G
∂x2
(0, 0) 6= 0.
According to the implicit function theorem, for each x near 0, there is a
unique y = γ(x) such that
(4.7) G
(
x, γ(x)
)
+ γ(x) = 0.
Moreover, the function x 7→ γ(x) is a smooth function such that γ(0) =
0,
dγ
dx
(0) = 0 but
d2γ
dx2
(0) 6= 0, i.e. γ has Morse singularity at 0.
The points (x, y) =
(
x, γ(x)
)
in the neighborhood U of p are precisely
those points at which X vanishes. By Morse theorem, using a smooth change
of coordinates, we may assume that the curve
(4.8) S = {X = 0} ∩ U = {(x, y) ∈ U | y = γ(x)}
is the standard parabolic curve {y = x2}, i.e. γ(x) = x2. So we have
(4.9) X = G˜(x, y)
∂
∂x
,
where G˜ = y +G(x, y) vanishes on the curve {y = x2}. It means that G˜ is
divisible by the function y − x2, i.e. we can write
(4.10) X = g(x, y).(y − x2) ∂
∂x
,
where g(x, y) is a smooth function such that g(0, 0) 6= 0.
The linear part of X is:
X(1) = (x, y).
(
a 0
c 0
)
.
( ∂
∂x
∂
∂y
)
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At each point (x, x2) ∈ S, we have a equal
a =
[
g(x, y)(y − x2)]′
x
∣∣∣∣
y=x2
= −2xg(x, x2).
Then X has eigenvalue equal to
(4.11) −2xg(x, x2)
at each point (x, x2) ∈ S. The function x[g(x, x2) − g(−x, x2)] is an even
function in x, and so can be considered a smooth function in x2 which
vanishes at 0. Denote by g1 a smooth function of one variable such that
(4.12) xg1(x
2) = [g(x, x2)− g(−x, x2)]/2.
Similarly, there is a smooth function g0 such that
(4.13) g0(x
2) = [g(x, x2) + g(−x, x2)]/2.
Put
(4.14) X1 =
(
g0(y) + xg1(y)
)
(y − x2) ∂
∂x
.
Then (X1, y) is also a local smooth integrable system with a generic nilpotent
singularity at p, and moreover the set {X1 = 0} locally coincides with the
set {X = 0}, and X1 has the same eigenvalue as X at every point of this
set.
Proposition 4.2. With the above notations, the vector fields
(4.15) X = g(x, y).(y − x2) ∂
∂x
and
(4.16) X1 =
(
g0(y) + xg1(y)
)
(y − x2) ∂
∂x
are locally smoothly isomorphic. More precisely, there is a smooth local
diffeomorphism Φ : (U , 0) → (U , 0), which preserves the coordinate y and
such that Φ∗X = X1.
Proof. We will use Moser’s path method [46]. See Appendix A1 of
[22] for an introduction to this method. Take the following path of vector
fields:
(4.17) Xt = tX + (1− t)X1 = ρt(x, y).(y − x2) ∂
∂x
,
where ρt = tg + (1− t)(g0 + xg1).
The main point is to show the existence of a time-dependent vector field
(4.18) Zt = ϕt(x, y)(y − x2) ∂
∂x
such that
(4.19) −LZtXt = [Xt, Zt] =
d
dt
Xt = X1 −X.
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If Zt exists, then its time-1 flow will be the required local diffeomorphism
which moves X to X1. Thus we have to solve the equation
(4.20)
[
ρt(x, y).(y − x2) ∂
∂x
, ϕt(x, y)(y − x2) ∂
∂x
]
= X1 −X.
Notice that X1 −X vanishes up to the second order on the curve S =
{(x, y) ∈ U | y = x2}, i.e. we can write
(4.21) X1 −X = h(x, y).(y − x2) ∂
∂x
.
Then Equation (4.20) is equivalent to
(4.22) ρtϕ
′
t − ϕtρ′t = h
where the apostrophe means derivation by x. This last equation is equivalent
to
(4.23)
(ϕt
ρt
)′
=
h
ρ2t
,
which admits a smooth solution
(4.24) ϕt(x, y) = ρt(x, y)
∫ x
0
h(s, y)
ρ2t (s, y)
ds.
The proposition is proved. 
Proposition 4.2 means that any generic nilpotent singularity of a smooth
integrable system (X,F ) has the following smooth normal form:
(4.25) X =
(
g0(y) + xg1(y)
)
(y − x2) ∂
∂x
,
where g0(0) 6= 0 (one can fix g0(0) = 1 if one wishes).
Notice that the eigenvalues of the singular point (x, y) = (x, x2) =
(±√y, y) of X is
(4.26) ∓2√y(g0(y)±√yg1(y)) = −2x(g0(x2) + xg1(x2)).
Of course, these eigenvalues depend only on X and on the parametrization
of the local singular curve S = {X = 0} by the coordinate x (such that
locally S = {(x, x2) ∈ R2 | x ∈ R}).
If {(x1, y1 = x21) | x1 ∈ R} is another parametrization of S in another
smooth coordinate system (x1, y1), then there is an odd function ψ such that
ψ(0) = 0, ψ′(0) 6= 0, ψ(−x) = −ψ(x) and
(4.27) x1 = ψ(x), y1 = ψ(
√
y)2 = ψ(x)2 on S.
Thus the function
(4.28) E : x 7→ −2x(g0(x2) + xg1(x2)),
considered up to composition by reversible odd functions (i.e. E is equivalent
to E ◦ψ for any ψ odd reversible) is a local invariant of X at p. We will call
the equivalence E ∼ E ◦ ψ the odd left equivalence class of E.
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The local function
(4.29) E(x) = −2x(g0(x2) + xg1(x2))
(considered up to odd left equivalence) will be called the eigenvalue func-
tion or also the frequency function of X at p. According to the above
discussion and Proposition 4.2, this eigenvalue function is the full invariant
of (X,F ) at the generic nilpotent singular point p. In other words, we have
proved the following theorem:
Theorem 4.3. 1) Let p be a generic nilpotent singularity of a smooth
integrable system (X,F). Then there is a local smooth coordinate system
(x, y) in a neighborhood U of p in which X has the following normal form:
(4.30) X =
(
g0(y) + xg1(y)
)
(y − x2) ∂
∂x
,
where g0, g1 are two smooth functions and g(0) 6= 0.
2) If X˜ =
(
g˜0(y1) + x1g˜1(y1)
)
(y1 − x21)
∂
∂x1
is another generic nilpotent
integrable smooth vector field in another smooth local normal form, then X
and X˜ are locally smoothly isomorphic if and only if their respective eigen-
value functions E(x) = −2x(g0(x2) + xg1(x2)) and E˜(x1) = −2x1(g˜0(x21) +
x1g˜1(x
2
1)
)
are locally odd left equivalent, i.e. there is a local smooth odd
reversible function ψ such that E˜
(
ψ(x)
)
= E(x).
The eigenvalue function E(x) in Formula (4.29) and Theorem 4.3 is a
smooth function, but it is not very convenient for the semi-local and global
study, because the variable x is not a first integral of the system. So instead
of E(x) we will consider the function
(4.31) F (y) = −2√y(g0(y) +√yg1(y)).
This function F (y) is double-valued and not smooth in y (it is smooth only
in
√
y), but since y is a first integral in the local normal form, we can project
F to a double-valued function on the local base space. F will be called the
double-valued eigenvalue function. Another advantage of F is that,
instead of odd left equivalence, we now have usual left equivalence, i.e. for
any local smooth diffeomorphism φ : (R+, 0) → (R+, 0), F is equivalent to
F ◦ φ. The second part of Theorem 4.3 can be now restated as follows:
Theorem 4.4. Two singularities of Type IV are smoothly locally isomor-
phic if and only if their corresponding double-valued eigenvalue functions are
left equivalent.
4.2. Complexification and regularized monodromy. Consider a
generic nilpotent smooth integrable vector field X in normal form:
(4.32) X =
(
g0(y) + xg1(y)
)
(y − x2) ∂
∂x
.
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Figure 7. Type IV singular point.
Fix two local curves Γ1 and Γ2 which are transversal to the lines {y =
constant}, and which lie on the two different sides of the nilpotent singular
point p in the above coordinate system (x, y). For example, one can take
Γ1 = {x = −c} and Γ2 = {x = c} for some small positive constant c.
For each point A ∈ Γ1 there is a unique point B ∈ Γ2 such that y(A) =
y(B), i.e. A and B lie on the same local smooth invariant curve of X.
If y(A) < 0 then locally the vector fieldX is non-singular on the invariant
curve {y = y(A)}, and so there is a unique time T (if g0(0) > 0 then T < 0,
and if g0(0) < 0 then T > 0) such that the time-T flow ϕ
T
X of X moves A
to B
(4.33) ϕTX(A) = B.
Of course, T depends on the choice of Γ1,Γ2 and the value of y = y(A), so
we can write it as a function of y:
(4.34) T = TΓ1,Γ2(y).
It is clear that
(4.35) lim
y→0−
TΓ1,Γ2(y) =∞
because X(p) = 0, thus the function TΓ1,Γ2 is singular at y = 0. We want to
regularize this function, i.e. write it as
(4.36) TΓ1,Γ2(y) = S(y) + T̂Γ1,Γ2(y)
where T̂Γ1,Γ2(y) is a smooth function, and S is a singular function which
does not depend on the choice of Γ1 and Γ2.
If y = y(A) > 0 then the invariant curve {y = y(A)} contains two
singular points (±√y, y), and we can’t even go from B to A by the flow of
X. But, as was shown in [66] and in Subsection 3.1, we can go from B to
A using the flow ϕX by “jumping over the walls” as follows:
Denote by q1 and q2 the two nondegenerate hyperbolic singular points
with eigenvalue 0 on the invariant curve {y = y(A) = y(B)}. Denote by
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Figure 8. Jumping over the walls.
σ1 and σ2 the two reflection maps associated to q1 and q2 respectively. Put
C = σ1(A), D = σ2(B), and define the regularized time function T̂Γ1,Γ2(y)
when y > 0 by the formula
(4.37) ϕ
T̂Γ1,Γ2 (y)
X (C) = D.
We will show that the singular function S(y) can be chosen in such a way
that the regularized time function T̂Γ1,Γ2(y) for y > 0 agrees with T̂Γ1,Γ2(y)
for y < 0 to become together a smooth function of y at y = 0.
For simplicity, let us first look at the analytic case, i.e. the case when
the functions g0 and g1 in the normal form
(4.38) X =
(
g0(y) + xg1(y)
)
(y − x2) ∂
∂x
are real analytic functions. In this analytic case, we can use the complexifi-
cation method to study the regularized time function.
By complexification, X can be viewed as an analytic vector field in a
neighborhood of 0 in C2. On each local invariant complex line Cy = {y =
constant }, X vanishes at exactly two points q1,2 = ±√y. In the complex
line Cy, we can go from A to B by a path γ which avoids q1 and q2 as shown
in the Figure 9.
Figure 9. Going from A to B using complex path γ.
Then we can put TCΓ1,Γ2(y) equal to the complex time to go by ϕX along
γ from A to B. The formula for TCΓ1,Γ2(y) is:
(4.39) TCΓ1,Γ2(y) =
∫
γ
dx(
g0(y) + xg1(y)
)
(y − x2) .
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Of course, the above formula depends only on the homotopy class of γ.
When y ∈ R, y > 0, we can also imagine γ as in Figure 10:
Figure 10. Going half-circle around q1 and q2.
The above path γ consist of 3 pieces of real time (on the real path from A
to B) and two half-circles of pure imaginary time (going half-circle around
q1 and q2). The total real time is actually equal to T̂Γ1,Γ2(y), while the
imaginary time for going half-circle around each qi is equal to −ipi divided
by the eigenvalue of X at qi. Thus we have
(4.40) T̂Γ1,Γ2(y) = <
(
TCΓ1,Γ2(y)
)
where < denotes the real part.
Similarly, when y ∈ R−, we can imagine the path γ as in Figure 11.
Figure 11. Going around q1.
The time for going from A to B along γ is equal to the time going from
A to B along the real path plus the time for going around the singular
point q1 = (i
√−y, y) in the negative direction of the complex plane. The
time SC(y) for going around q1 in the positive direction is equal to 2pi
√−1
divided by the eigenvalue of X at q1, so it is a complex number whose real
part is (for y < 0):
(4.41) S(y) =
pig0(y)√−y(g20(y)− yg21(y))
.
Indeed,
SC(y) = −2pii.resq1f = −2pii. lim
z→i√−y
1(
g0(y) + zg1(y)
)
(y − z2)
=
pi√−y(g0(y) + i√−yg1(y)) = pi
(
g0(y)− i√−yg1(y)
)
√−y(g20(y)− yg21(y)) .
Thus we can put, for y ≤ 0:
(4.42) T̂Γ1,Γ2(y) = TΓ1,Γ2(y)−
pig0(y)√−y(g20(y)− yg21(y))
.
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Formula (4.42) makes sense also in the smooth non-analytic case, and to-
gether with Formula (4.37) gives us a local smooth function in y. This local
smooth function given by Formula (4.37) for y > 0 and by Formula (4.42)
for y ≤ 0 is called the regularized time function for going from Γ1 to Γ2
by the flow of X.
The time function T̂Γ1,Γ2 depends on Γ1 and Γ2. In order to make it
into something independent of Γ1 and Γ2, we go back by the flow of X from
Γ2 to Γ1, not in the same way, but in the other way “around the globe” to
make a loop (a closed level set).
Assume, for simplicity, that the level set N of the Type IV singular point
p does not contain any singular point of Type III, and it does not contain
any other Type IV singular point either, and moreover the neighborhood N
in the surface Σ is orientable. Then, similarly to the case of Type II level
sets, it is easy to see that N is a regular level set of the associated fibration.
Denote by
(4.43) RΓ2,Γ1(y)
the time function for returning from Γ2 to Γ1 “by going around the globe”,
i.e. not by the previous path γ, but by the complementary path in each level
set. Of course, if that complementary path crosses some Type II singular
points, then we will jump over them as we did before, and the time function
is still well defined. The function
(4.44) M̂(y) = T̂Γ1,Γ2(y) +RΓ2,Γ1(y)
is called the regularized monodromy function near the level set N .
Observe that, when y > 0 then M̂(y) = M(y) is the usual monodromy
of a regular level set with Type II singular points, so the function M̂(y)
for y ≥ 0 is, up to left equivalence, a semi-local invariant of the system.
On the other hand, similarly to the case of Type III level sets, M̂(y) for
y < 0 considered up to left equivalence is NOT an invariant, only its Taylor
series at y = 0 is. But this Taylor series is also determined by M̂(y) for
y > 0, so we can actually forget about M̂(y) for y < 0 in the semi-local
classification of Type IV level sets. The function M̂(y) for y ≥ 0 will be
called the truncated monodromy function (we truncated the part with
y < 0). Summarizing, we have:
Theorem 4.5. Let p be a Type 4 singular point of a smooth integrable
system (X,F) on a compact surface Σ, such that the level set N of p does ot
contain any other singular point of Type III or Type IV, and the surface Σ is
orientable near N . Then N is a regular level set of the associated fibration.
Moreover, the local eigenvalue functions in a neighborhood U(N ) of N and
the truncated monodromy function in U(N ), considered as functions on the
local base space andup to simultaneous local left equivalence, classify (X,F)
up to semi-local smooth isomorphisms.
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The case when U(N ) is no-orientable can be classified similarly: in this
case it is the Taylor series of the regularized monodromy function which is
the continuous semi-local invariant (in additional to the local invariants).
The case when N contains other singular points of Type IV and Type III is
more complicated: in this case, instead of the regularized monodromy, we
have to talk about regularized period cocycles, similarly to the case of level
sets of Type III. We don’t want to go into the details here.
5. Global classification
In order to obtain a global classification of integrable systems (X,F),
we just need to collect all the local and semi-local invariants. (There is
no specifically global invariant, due to the fact that the base space of the
associated singular fibration has only 1 dimension and does not carry any
additional structure on it besides the smooth structure). We can formulate
the following classification theorems, whose proof is simply a combination
of the results of the previous sections:
Theorem 5.1. Two smooth integrable systems (X1,F2) and (X2,F2)
on closed surfaces Σ1 and Σ2 respectively are smoothly orbitally equivalent
if any only if there is a homeomorphism Φ : Σ1 → Σ2 which is a bijection
when restricted to the sets of singular points of Type k of X1 and X2 for
each k = I, II, III, IV, and such that for each singular point p ∈ Σ1 of Type
III the ratio of the two eigenvalues of X1 at p1 is equal to the ratio of the
two eiganvalues of X2 at Φ(p1).
Theorem 5.2. Two smooth integrable systems (X1,F1) and (X2,F2) on
closed surfaces Σ1 and Σ2 respectively are smoothly isomorphic if any only
if there is a smooth diffeomorphism Φ : Σ1 → Σ2 which is a smooth orbital
equivalence of the two systems, such that the quotient map Φ̂ : B1 → B2
from the quotient space B1 to the quotient space B2 is a simultaneous left
equivalence between the following objects of (X1,F1) (considered as functions
on B1) and the corresponding objects of (X2,F2): the period functions and
the monodromy functions (for regular level sets which may contain Type
II singular points, and also near Type I singular points), the eigenvalue
functions (for Type II singularities), the truncated monodromy functions (for
simple Type IV level sets), the Taylor series of the regularized monodromy
function (for twisted Type IV level sets), the Puiseux series of the frequency
functions and the cohomology classes of the period cocycles (for Type III
level sets and also for mixed Type III - Type IV level sets).
6. Hamiltonianization
We say that a vector field X on a manifold M is Hamiltonianizable,
or that it admits a hamiltonianization, if there exists a function H and a
Poisson structure Π on M such that X = XH := dHyΠ. We will distinguish
the symplectic case (when Π is nondegenerate) from the degenerate case
(when Π vanishes at some points).
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Theorem 6.1. Let (X,F) be a weakly nondegenerate smooth integrable
system on a compact surface Σ. Then X is Hamiltonianizable by a symplec-
tic structure if and only if the following conditions are satisfied:
i) Every singular point of Type III is traceless, i.e. the sum of the two eigen-
values of X at that point is 0,
ii) There is a global smooth coordinate function on the base space B,
iii) The surface Σ is orientable,
iv) (X,F) does not contain singular points of Type II and Type IV.
Proof. It is clear that the above conditions are necessary for X to be
Hamiltonianized, because symplectic manifolds are orientable, symplectic
vector fields have zero trace at singular points, and the Hamiltonian function
of the system will project to a global coordinate function on the base space.
Let us show that these conditions are also sufficent.
Condition i) implies that X can be written as X = g(xy)
(
x ∂∂x − y ∂∂y
)
near each singular point of Type III. According to Proposition 3.5, near
every hyperbolic level set N (i.e. a level set which contains a singular point
of Type III) there is a first integral FN without multiplicity at N , i.e. the
order of vanishing of FN at every component of N is 1, or in the other
words, all singular points of F in U(N ) are nondegenerate. According to
local geometric linearization theorem, near an elliptic singular point there
is also a nondegenerate first integral of type F = x2 + y2 (see Section 2).
Conditions ii) and iii) then implies that there is a global first integral H
which is a Morse function on Σ.
The symplectic form can be chosen locally in such a way that X = XH ,
i.e. X is the Hamiltonian vector field of the above Morse first integral H:
a) In a neighborhood U(pi) of an elliptic singular point pi where X =
g(x2 + y2)
(
x ∂∂x − y ∂∂y
)
and H = h(x2 + y2), put
(6.1) wi = − g(x
2 + y2)
2h′(x2 + y2)
dx ∧ dy.
where h′ is the derived function of h.
b) In a neighborhood U(qj) of a hyperbolic singular point qj where X =
g(xy)
(
x ∂∂x − y ∂∂y
)
and H = h(xy), put
(6.2) wj = − g(xy)
h′(xy)
dx ∧ dy.
c) In a neighborhood U(rk) of a regular point rk where X = f(y) ∂∂x and
H = h(y) put
(6.3) wk =
f(y)
h′(y)
dx ∧ dy.
We can choose the neighborhoods U(pi),U(qj),U(rk) so that they form a
finite open covering of Σ, and the local canonical coordinate systems in
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them so that the above symplectic form wi, wj , wk give the same orientation
of Σ. Let
(6.4) 1 =
∑
i
ψi +
∑
j
ψj +
∑
k
ψk
be a partition of unity on Σ such that ψi ≥ 0 everywhere and ψi = 0 outside
of U(pi), and similarly for ψj and ψk. Put
(6.5) w =
∑
i
ψiwi +
∑
j
ψjwj +
∑
k
ψkwk.
Then w is a global symplectic form on Σ, and we have
(6.6) X = XH
with respect to w on Σ. 
Theorem 6.2. Let (x,F) be a weakly nondegenerate smooth integrable
system on a compact surface Σ. Then X is Hamiltonianizable by a Poisson
structure if and only if the following conditions are satisfied:
i) Every singular point of Type III is traceless, i.e. the sum of the two
eigenvalues of X at that point is 0,
ii) There is a global smooth coordinate function on the base space B,
iii) Σ is orientable in the neighborhood of every level set.
Remark 6.3. The first two conditions in Theorem 6.2 are the same as
in Theorem 6.1, but the last condition in Theorem 6.2 is much weaker than
the last two conditions in Theorem 6.1: in the Poisson case we allow Type
II and Type IV singular points (the set of such points is a disjoint union of
closed simple curves on Σ), and Σ is not required to be orientable globally:
it can be non-orientable in the neighborhood of a closed curve of singular
points of Type II and Type IV. See Figure 12 for an example.
Proof. The proof is similar to the proof of Theorem 6.1. We still have a
global Morse first integral. We can still construct Poisson structures locally,
and then sum them up together by a partition of unity on Σ. Near a Type
II singular point where
(6.7) X = γ(y)x
∂
∂x
and H = h(y)
we can choose the Poisson structure
(6.8) Π =
γ(y)
h′(y)
∂
∂x
∧ ∂
∂y
.
Near a Type IV singular point where
(6.9) X = (y +G(x, y))
∂
∂x
and H = h(y)
we can choose the Poisson structure
(6.10) Π =
y +G(x, y)
h′(y)
∂
∂x
∧ ∂
∂y
.
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Figure 12. A Hamiltonian system on an non-orientable
Poisson surface.
The rest of the proof is straightforward. 
Remark 6.4. The Poisson structure in Theorem 6.2 vanishes on the set
of singular points of Type II and Type IV. This set is a disjoint union of
regular simple closed curves, and the Poisson structure is locally isomorphic
to x ∂∂x ∧ ∂∂y near every of these singular points. Such Poisson structures
are stable under perturbations (see, e.g., [22, 52]), and generic Hamiltonian
systems on them will admit singularities of Type II and Type IV. This is one
more good reason to include nilpotent Type IV singularities in our definition
of weaky-nondegenerate integrable systems on surfaces.
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