ABSTRACT
INTRODUCTION
According to the European Union (EU) in a lapse of seven years (2013 to 2020), about 750 million euro will be invested for research and innovation in the railway sector [1] . Among the activities that the EU wants to promote is the Autonomous Train Operation (ATO) [2] . To achieve this autonomy it is necessary to have smart infrastructure, i.e. infrastructure (bridges, tunnels, tracks, and so on) capable of sending information about its status and thus detect any possible problem that may affect the people's safety. For example, the balises are transmitters placed along the track.
They are used to inform about the maximum speed at which the train can operate, and if this speed is exceeded, the train must brake automatically [3] . One of the causes of the train accident in Santiago de Compostela, Spain where 80 people lost their lives was the lack of balises in the track [4] . Hence, sensors become the key piece in the smart railway infrastructure, since they collect the data that later serve as input to the ATO. For instance, the ATO receives the traffic information and calculates the optimal speed profiles in order to reduce the energy consumption.
The sensors can be wired or wireless. However, the systems based on wired sensors are expensive, not very flexible, require long installation time and the trains have to be stopped during the installation [5] . In this way, the best option is to use a WSN, which transmits all the sensor data to a server for processing.
WSNs differ from other wireless networks, because they are formed by low-cost and low-processing sensors that send information to a collector or base station node [6] . Due to the small size of the nodes in WSNs, the performance metrics is vital as it is very difficult to recharge and aims to achieve maximum efficiency in the delivery of information. Additionally, with a WSN adding or replacing the sensors would be as simple as attaching the sensor (node) to the network, which reduces the installation and maintenance time, saving costs [7] .
However, adding a WSN to the railway infrastructure has two main challenges. Firstly, the sensor power consumption should be reduced as much as possible, because of many sensors that are located on not accessible areas, which complicates the battery replacement. Based on the aforementioned aspect, it is necessary to know that the requirements of WSNs are based on nodes that have limited battery power safety specification. Hence, if any manufacturer wants to develop a device for the railway industry it must be certified following these standards.
The railway norms state that a safety critical system needs to tolerate faults and continue to operate normally; hence, errors must not occur and faults should be masked to prevent the occurrence of errors [15] . Norm EN-50129 [14] mentions that redundancy has to be used in order to hide the occurrence of failure from other processes (mask faults).
In redundancy, the same task is or can be performed by multiple devices. Then, if one device stops working the entire system continues working, since other devices perform the tasks of the damaged component.
Therefore, all the railway systems need to be fully and permanently available to perform their function; additionally, redundancy must be used to avoid errors that could lead to accidents.
Wireless sensor networks
A sensor network is composed of nodes that collaborate in a common task. These nodes have certain sensory capabilities and wireless communication that allow routes to change dynamically [16] . In railway industry, the main problems occur due to fading, interference, disconnection of nodes, obstacles, node movements, and so on. In consequence, issues appear, such as quality of service, perishable mobile battery, security, reliability of routes, etc. [17] .
In WSN the routing protocols can be classified into two groups: proactive [18] and reactive [19] routing protocols. Proactive protocols are based on tables and determine the routes independently of the traffic model. The neighbouring nodes periodically exchange their complete routing tables with the neighbours to estimate the distance at which the other non-neighbouring nodes are located. The fundamental advantage of proactive protocols is the fact that nodes can easily obtain routing information and establish a session. Among the disadvantages are the existence of a lot of information in the nodes for the maintenance of the routes and that this information is slow to update when there is a failure in some link.
Moreover, hybrid protocols are characterized by providing high integrity in the data link and, at the same time, maintaining a high throughput level of the system. Among different aspects to consider when designing a protocol of these characteristics it must take into account the conditions and requirements of the application. The examples of these protocols are: ZRP [20] , SLURP [21] , HARF [22] , etc. ZRP, for instance, is used in a particular class of ad-hoc networks called Reconfigurable Wireless Networks. These networks are characterized by having a large number of nodes, high mobility and high traffic. ZRP uses zones similar and are constrained in energy consumption. The problem of energy use in WSNs is tackled in the utility of such networks in the environments that cannot always allow constant access of humans to change the batteries [8] .
The second challenge is the compliance with the safety level required in railway industry, and for this, the WSN must be safe. To ensure safety in the railways, a control system is required. The signalling systems such as the European Train Control System (ETCS) fulfils this purpose. ETCS is a European standard program created to develop a common interoperable platform for railways, authority and signalling systems [9] . The creation of a common control system, ETCS, arises from the need of unifying and ensuring train interoperability regarding the train control and command systems. Therefore, the WSNs must comply with the ETCS requirements in order to implement the sensors on the European trains.
This paper is structured as follows: Firstly, the state of the art describes the safety mechanisms for the systems used in the railway and gives an overview of WSNs for railway industry. Afterwards, the analysis of the scenario in order to make the simulations and the used protocols is detailed. Then, Section 4 describes and explains the performance metrics to be evaluated. Furthermore, Section 5 presents the results. Finally, the conclusion of this research work is presented.
STATE OF THE ART
This Section is divided into two parts; firstly, the safety mechanisms for the systems used in railway are presented. Secondly, an overview of WSNs and how they are used in railway industry are detailed.
Safety mechanisms
Railway is a safety critical application. Railway infrastructure is based on electronic devices that have replaced systems previously controlled mechanically or manually. As a result, the transportation systems have greater flexibility and maintenance costs have fallen [10] . However, as more electronic systems come into play, it becomes necessary to insure their correct operation.
Thus, to attain the safety in critical systems it is necessary to follow specific standards. The norm that governs the development of a safety critical system is IEC-61508 [11] . It is intended to be the basic functional safety standard applicable to all kinds of industry. However, there are safety norms specifically designed for railways (based on IEC-61508), norms EN-50126 [12] , EN-50128 [13] and EN-50129 [14] specify design rules and testing in order to achieve a particular where it is mentioned that special attention must be paid to availability and redundancy to make the WSN fault tolerant.
On the other hand, the main power supply of WSNs are batteries, and of course, all batteries have a finite life. In addition, sensors can be placed on remote and inaccessible locations such as tunnels, bridges, tracks, etc. For this reason, the energy consumption of each network node becomes a critical task. The work [30] shows that using the sleep mode when the sensors are not required can extend the battery life up to 25 times.
Therefore, the most notable issues regarding WSNs are the difficulty in transmitting information in a wireless environment as well as the energy costs implied. The signal fades, obstacles, channel occupancy and interference with other devices motivate the use of powerful mechanisms to send and receive packets successfully. Therefore, the WSN design requires a trade-off between functionality and power consumption, but functionality has to comply with the requirements stated in the safety norms in order to achieve high availability and fault tolerance.
PROPOSED METHODOLOGY
The aim of this work is to compare two routing protocols to find out which one suits the railway application better than the other. To compare the protocols a test scenario was developed and simulated. Hence, this section is divided into two parts; firstly, the description of the scenario, simulator and the parameters used for the simulation are detailed. Secondly, an explanation of the routing protocols chosen for the comparison is presented.
Description of the scenario and simulator
WSNs have different applications and scenarios. One of the most used network scenario is many-toone, where a collector or central node is in charge of collecting all information captured by sensors and traffic from all sensor nodes is directed to a single sink for processing. This described scenario is the most typical because of the computing capacity, power and storage available on the sensors are very limited. Furthermore, due to reduced storage capacity it is not always feasible to store historical measurements performed by a sensor.
All the network nodes must forward packets to the coordinator node directly (one hop) or indirectly (multiple hops, forming a route with intermediate nodes). It is clear that nodes closer to the coordinator node will carry a larger number of packets than the nodes farther away, and that they will produce an unbalance in the energy depleted in different parts of the network. Our scenario is limited to an environment with static to clusters, in which the nodes that act as edges are selected dynamically. In addition, the radius of these zones is readjusted on the fly according to the conditions of the network.
On the other hand, when nodes are under reactive protocol, they ask for a route only when it is needed. When a node wishes to find a path to a destination node, it must initiate a route discovery process. Once the right path is found, it remains until the destination becomes inaccessible or the route is no longer required. This limits the total number of destinations for which the routing information is maintained and therefore the size of the routing tables is reduced. The disadvantages of reactive protocols are the significant latency in the discovery process, the possibility of saturation of the network due to the flooding technique and the lower quality of the routes. This involves high latency for the first packet and some independence among the routes [23] .
Wireless sensors for railway industry
In railway industry, the main purpose of using a WSN is for condition monitoring, i.e. multiple sensors are used to verify the condition of the track, bridges, etc. Hence, it helps both to schedule maintenance and notify about any issue that can affect the train integrity [24] . Figure 1 shows a typical WSN for railway industry. It is composed mainly for multiple wireless nodes (sensors) and they send the measures to a central node. Then, this central node is connected directly to a server that saves and processes all the sensor information.
Multiple works analyse the challenges of designing and implementing WSNs in the railway environment [25] [26] [27] [28] [29] . However, they do not take into consideration the safety norms that govern the railway industry, information from the network and, generally, it is more robust and has greater consumption supply than the other peers in the network. This is where, according to the routing protocol, the network will configure its link topology so that all nodes can reach that destination or collector node with any route.
nodes, forwarding information to a collector called the coordinator node. This node is the destination node of information.
In this way, different topologies have been developed where each routing protocol form links of nodes and packets are always directed to the coordinator. This node may also request information on any node in the topology. It is a robust node, with more processing power, high-energy consumption and capable of storing large amount of information. Figure 2 shows a conceptual scheme consisting of 50 nodes distributed along a network 100 metres long and 50 metres wide, with a distribution random uniform. The nodes have a coverage radius between 8 and 10 metres. The scenario used for the simulation is an open field journey (this work does not consider tunnels), the nodes simulate sensors used for track monitoring. These sensors monitor the state of the track, they mainly measure the vibrations, stress and pressures caused by the train [24] . Therefore, multiple types of sensors are required to inform about the state of the railway infrastructure. Additionally, it is important to measure the track conditions in three phases to ensure reliable traffic information. These phases are explained below: -Before the train passes: the measures taken in this phase are used to know the initial condition of the tracks. -During train passage: in this phase sensors measure the stress to which the tracks are subjected. -After the train has passed: the mechanical consequences due to the passage of the train are measured in this stage. All the measures taken in the different stages are compared in order to apply predictive maintenance. Moreover, the simulation conditions were executed in a simulator programmed in C ++, which has already been experimentally tested in another work [31] . The simulator, based on the events, consists of parameters of physical layer, MAC layer and network layer. The energy model is implemented in the functions of the simulator and based on the CC2530 sensor from Texas Instruments [32] . All nodes along the network carry traffic information to a single node, called the collector node. This node is in charge of receiving all 
Availability, redundancy of routes and overhead
Metrics of the network layer are very important because they show the performance and usefulness of a routing protocol. These metrics indicate how the use of bandwidth is affected by the overhead of the routing protocol in use. In addition, the availability of effective routes and the ability of the network for self-configuration show the capacity of the protocol to recover from topology changes.
Reliable or valid routes are the routes that are active and can be used by nodes to send packets. These routes may expire or may disappear from the tables due to disconnections of neighbour nodes. The most reliable routes will ensure more reliable delivery of information.
Additionally, to ensure the availability and safety (fault tolerance) it is necessary to have redundancy in the network; i.e. if one node stops working, the information can be sent and delivered through another route and consequently, the operation of the entire system is not affected.
However, redundancy can lead to data transfer overhead. If there are multiple routes, it is necessary to send messages continuously in order to maintain them, so that information does not contribute to the general functioning of the system. Accordingly, there must be a balance between the requirements stated in the railway norms and the WSN design, since norm EN-50129 [14] mentions that redundancy has to be used in order to achieve fault tolerance but overhead should be reduced to avoid collisions.
Energy model
The nodes in the WSN use batteries as power source. Hence, their energy consumption should be limited. The problem of energy use in WSNs is tackled in the utility of such networks in the environments that cannot always allow constant access of humans to change the batteries. One aim of this work is to define the important metrics that influence the energy consumption in a WSN. Table 2 includes the main types of energy of the basic activities that sensors carry out in a common performance in a network. This model is used for the simulation of both protocols (proactive and reactive ones). The types of energy are Microcontroller Energy (E_MC), starting-up energy (E_Starting), shutdown energy (E_Shutdown), CSMA/CA algorithm energy
The parameters in Table 1 show the network scenario with respect to general considerations, physical layer parameters, Media Access Control (MAC) layer parameters, and network layer parameters. In the latter, the main characteristic to be implemented is the type of routing protocol that will direct the control of the topology and the network administration packets.
Routing protocols
For this work the Ad-hoc On-Demand Distance Vector (AODV) protocol has been chosen as the representative reactive protocol for the superiority in performance, demonstrated against other reactive protocols reported in the literature [33] . The protocol has been evaluated under the following metrics: packet delivery rate, average delay, routing overload and energy consumption. AODV reduces its performance as the number of nodes increases; consequently, its usability restricts the scalability of the network, additionally, and the results show that the spatial distribution of the nodes influences the performance of the protocol.
Conversely, Multi-Parent Hierarchical (MPH) protocol is chosen as a representative of proactive protocols because it has fast packet delivery characteristics due to its hierarchical nature, and it does not generate too much packet overhead because the periodicity of the route review time is administrable and has a multi-parent characteristic over the links. In addition, this protocol has been tested with several performance metrics for WSNs versus reactive routing protocols and against the Zigbee protocol, which is a fast and efficient protocol. The MPH protocol has presented better performance than the previous ones with respect to efficiency and availability of valid routes, overhead and energy consumption, among other performance characteristics of the network [8] .
Additionally, one of the most efficient topologies in information delivery is the hierarchical topology. The hierarchy levels allow packet forwarding with the least number of hops, which causes fewer errors in delivery and lower delays in the transmission of a packet from source to destination [34] . WSNs are multi-functional, low-cost and low-power networks, and rely on communications among nodes or from sensor nodes to one or more sink nodes. Sink nodes, sometimes called coordinator nodes or root nodes, may be more robust and have larger processing capacity than the other nodes [35] .
QUALITY PERFORMANCE METRICS
The metrics of a network layer shows the performance and usefulness of a wireless network. Each network is designed for specific applications and certain scenarios. The availability of effective routes to send information and the ability of the network for next 40 seconds, the train is passing at that moment; and, in the last 30 seconds, the train has passed (see Figure 2) . Figure 3 shows that the proactive protocol has 50% of redundancy of routes against the reactive protocol. However, the fact that there are many routes to a destination does not always mean that this is a positive aspect. When the network has several routes it is also necessary to maintain them, so this generates overhead, which is why the proactive protocol presents 4% less overhead than the reactive one.
Moreover,
With respect to the availability of routes, the proactive protocol presents around 12% of more routes available than the reactive protocol. This may be because the periodic revision of routes keeps them valid most of the time, while in the reactive protocol, the routes generate an error packet when their lifetime expires or when a link is broken, and this generates more overhead.
In this way, under a proactive protocol, the network does not have much redundancy, but it does guarantee reliable routes and this generates less overhead thanks to the maintenance of fewer routes. Therefore, there will be fewer collisions and packet retransmissions and traffic information will be delivered. Figure 4 describes the energy performance of the network according to each type of protocol (proactive or reactive) in each of the simulation stages. In the first 30 seconds, the train has not passed yet; the next 40 seconds, the train is passing and it appears as an obstacle in the network and it is here where notorious interference characteristics are observed; finally, the (E_CSMA), switching energy (E_Switching), transmission energy (E_TX) and receiving energy (E_RX). All these energies are expressed in Joules.
Energy consumption of the wireless network

RESULTS
This Section shows the results obtained from the simulation. First, the energy consumption presented in each stage of the analysed scenario is detailed. Then, the comparison of availability, redundancy and overhead between protocols is shown. Figure 3 shows three performance metrics: redundancy, availability and overhead. These parameters are studied under the perspective of two types of routing protocols: proactive (MPH) and reactive (AODV). Again, a simulation of 100 seconds is made, in which, in the first 30 seconds the train has not passed; in the Moreover, there must be a balance between the safety norms requirements and the functionality of the wireless network, as some requirements can add problems to WSN, e.g. redundancy can increase data overhead. For this reason, this work simulates the behaviour of the two routing protocols in different stages of a railway journey.
Redundancy, availability and overhead
With the information obtained from the simulation, it is possible to affirm that by using proactive protocols, the nodes can obtain the routing information and establish a connection in a simple manner. This allows overhead to be controlled by varying the periodicity of route maintenance.
Thanks to the multi-parent feature in a proactive protocol, redundancy is achieved. Additionally, it takes advantage of the simplicity of the link hierarchy and fast packet delivery to a destination node. By having redundancy, the network is considered fault tolerant; if any fault occurs in a node the information can be delivered by another route, and then errors do not occur, increasing the safety level.
Reactive protocols have a significant latency in the discovery process, the possibility of saturation of the network due to flooding and lower quality and availability of routes. Railway safety standards mention high availability as a must in any critical railway application. This is why a proactive protocol has been proposed with hierarchical characteristics of multi-parent nodes for a train application network. This type of configuration (made thanks to the routing protocol) maintains redundancy, reduces load of control packets, reveals availability of valid and active routes, and reduces energy consumption against a network under a reactive protocol. last 30 seconds, the train has already passed and the behaviour of the network is observed. With this, 100 seconds of simulation and observation of parameters are analysed. It is very clear that, with a proactive protocol, the difference between the consumption of the network when the train is not passing and the consumption when the train is passing is notoriously higher by 3% compared to the difference under a reactive protocol.
Moreover, it is easier to detect a specific anomaly in a network under a proactive protocol, because the focus is on the point of the presence of the train with greater intensity of energy consumption. However, this does not mean that a network under this type of protocol has a higher energy consumption; this is shown in Table 3 .
Therefore, it is possible to state that the energy consumption of the proactive protocol has greater changes compared to the reactive protocol in the presence of the train. However, the energy consumption of the proactive protocol is always less than the reactive, regardless of the stage analysed (see Table 3 ).
CONCLUSION
Safety standards indicate that the critical systems used in the railway applications must have high availability and be fault tolerant. These requirements also apply to WSNs, since any error in data transmission can cause the train to enter the safe mode, and depending on the error, the control system can stop the train to avoid accidents. Therefore, this paper analyses two routing protocols in order to find the most suitable one for railway applications. 
