Picard-Fuchs Equations and Special Geometry by Ceresole, A. et al.
ar
X
iv
:h
ep
-th
/9
20
40
35
v1
  1
5 
A
pr
 1
99
2
CERN-TH.6441/92
UCLA/92/TEP/8
CALT-68-1776
POLFIS-TH. 08/92
Picard–Fuchs Equations and Special Geometry⋆
A. Ceresole1,5, R. D’Auria2, S. Ferrara3,4, W. Lerche3 and J. Louis3
1California Institute of Technology, Pasadena, CA 91125, USA
2Dipartimento di Fisica, Politecnico di Torino and INFN, Sezione di Torino, Italy
3CERN, 1211 Geneva 23, Switzerland
4Department of Physics, UCLA, Los Angeles, USA.
5Dipartimento di Fisica Teorica, Universita` di Torino and INFN,
Sezione di Torino, Italy.
Abstract
We investigate the system of holomorphic differential identities implied
by special Ka¨hlerian geometry of four–dimensional N = 2 supergravity.
For superstring compactifications on Calabi–Yau threefolds these identi-
ties are equivalent to the Picard–Fuchs equations of algebraic geometry
that are obeyed by the periods of the holomorphic three–form. For one
variable they reduce to linear fourth–order equations which are character-
ized by classical W–generators; we find that the instanton corrections to
the Yukawa couplings are directly related to the non–vanishing of w4. We
also show that the symplectic structure of special geometry can be related
to the fact that the Yukawa couplings can be written as triple derivatives of
some holomorphic function F . Moreover, we give the precise relationship
of the Yukawa couplings of special geometry with three–point functions in
topological field theory.
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1. Introduction and Summary
It is well known that four–dimensional heterotic string vacua which are N = 1
space–time supersymmetric have necessarily an N = 2, c = 9 SCFT in the left–moving
sector [1]. Furthermore, the couplings of the corresponding low energy effective La-
grangian are directly related to correlation functions in the N = 2 SCFT. Unfortu-
nately, for generic string vacua we are currently not able to calculate the relevant
correlation functions. However, recently for a particular family of non–trivial string
vacua (a compactification on a specific Calabi–Yau threefold), some of the couplings
in the low energy effective Lagrangian have been computed exactly (at the string tree
level, but to all orders in the σ–model coupling) by using techniques of algebraic ge-
ometry and without ever relying on the underlying SCFT [2]. It is clearly important
to understand in some detail the general structure behind this specific example. In-
deed, it was shown in ref. [2] that the couplings could be obtained from the solution
of a certain fourth–order linear holomorphic differential equation. It was realized that
this differential equation is a particular case of “Picard–Fuchs equations” obeyed by
the periods of the holomorphic three–form Ω that exists on any Calabi–Yau threefold
[3–5]. (Picard–Fuchs equations can be derived for general “Calabi–Yau” d–folds [4,3],
but we consider only d = 3 in the following.)
In a parallel development, twisted N = 2 SCFTs were investigated [6]. It was
shown that the twisting essentially leads to a projection onto the massless subsec-
tor of the original SCFT and that certain correlation functions are topological and
(almost) identical to their untwisted analogues. In these theories one can derive
from consistency considerations [7,8] differential equations that are equivalent to the
Picard–Fuchs equations. We should note that not only the Picard–Fuchs equations
arise from these topological considerations but there are further properties of the
low energy effective Lagrangian encoded in some appropriate topological field theory
(TFT) [9,10].
A further step in uncovering the general structure behind the differential equation
was undertaken in ref. [11]. It was realized that the Picard–Fuchs equations for a
Calabi–Yau threefold are just another way of expressing a geometrical structure called
“special geometry” [12–16]. It first arose in the study of coupling vector multiplets
to N = 2 supergravity in four dimensions [12]. In string theory, special geometry is
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related to the subclass of string vacua with (2, 2) worldsheet supersymmetry [17–19].
The additional right–moving world–sheet supersymmetry implies further constraints
on the couplings of the effective Lagrangian. In particular, in the moduli sector of the
theory these constraints can be expressed by the equations [12,14–16,19]
Rδ
αβγ
=gαβδ
δ
γ + gγβδ
δ
α − Cαγǫg
ǫǫCβδǫg
δδ ,
Cαβγ = e
KWαβγ(z) .
(1.1)
Here, gαβ(z, z) = ∂α∂βK(z, z) is the Ka¨hler metric on the moduli space and the
(completely symmetric) Yukawa couplings Wαβγ are holomorphic functions of the
moduli zα (α = 1, . . . , n, where n is the dimension of the moduli space). A complex
Ka¨hler manifold whose metric obeys (1.1) is called a special Ka¨hler manifold. (Further
relevant formulas of special geometry are collected in Appendix A.)
For given Wαβγ , eq. (1.1) can be viewed as a covariant and non-holomorphic
differential equation for the Ka¨hler potential. Its general solution can be expressed
[16,14] in terms of n + 1 holomorphic sections XA(z), A = 0, 1, . . . , n which obey
∂αX
A = 0:
K = − ln i(XAFA −X
A
FA) , (1.2)
where
Wαβγ = ∂αX
A∂βX
B∂γX
CFABC , (1.3)
and FA(X) =
∂F (X)
∂XA
, etc, and F (X) is a homogeneous function of X of degree two.
We see that all information about K andWαβγ is encoded in the holomorphic objects
XA(z) and FA(z) and their complex conjugates.
In order to make contact with the differential equation of ref. [2], one ob-
serves [16,14,15] that eq. (1.1) is entirely equivalent to the following system of non–
holomorphic first–order equations
DαV = Uα
DαUβ = −iCαβγg
γγUγ
DαUβ = gαβV
DαV = 0 ,
(1.4)
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where V (z) =
(
XA(z), FA(z)
)
and Dα is the Ka¨hler and reparametrization covariant
derivative. By successively inserting these equation into each other one can represent
this system by
DαDβ(C
−1γˆ)ρσDγˆDσV = 0 (1.5)
(assuming for the moment that the matrix (Cα)βγ is invertible). Here, γ̂ is a priori
not summed over (in contrast to σ), but it is easy to show that the equation remains
valid even if also γ̂ is summed over. In ref. [11] it was shown that eq. (1.5) in one
complex dimension (n=1) is actually holomorphic, although its building blocks are
not. It is the covariant version of the (holomorphic) equation of ref. [2], and thus is the
analogue of the Picard–Fuchs equations in special geometry. Its solution determines
XA and FA and thus via eqs. (1.3),(1.2) also Wαβγ and K.
The existence of the covariant holomorphic differential equation (1.5) is inti-
mately connected to the fact that the Christoffel as well as the Ka¨hler connection
naturally split into the sum of two terms [11]. One of them is non–holomorphic and
transforms as a tensor whereas the other term is holomorphic and transforms like a
connection. Furthermore, the holomorphic pieces of these connections are flat and
vanish in “special coordinates”
ta(z) =
Xa(z)
X0(z)
(a = 1, . . . , n) . (1.6)
A similar situation holds in topological Landau-Ginzburg models where the flat con-
nection can be identified with the Gauss–Manin connection [20,10,4].
Ref. [11] studied equation (1.5) in detail only in one complex dimension; in this
paper we generalize the analysis to arbitrary dimensions n. However, we start in
section 2 by adding a few observations to the results of ref. [11]. In particular we show
that eq. (1.5) in one dimension is not the most general linear fourth–order differential
equation but rather is characterized by the vanishing of one of the “invariants”, w3 =
0. The other invariant w4 measures the deviation from covariantly constant
⋆
Yukawa
couplings, or in other words, the deviation from the large radius (classical) limit of
the Calabi–Yau moduli space.
Every N–th order differential equation is equivalent to a first–order matrix equa-
tion of the form (∂ − A)V = 0, where the first row of V is the solution vector V in
⋆ Covariantly constant with respect to the holomorphic connections.
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(1.5). In section 2.2 we show that w3 = 0 translates into the statement that the gauge
potential A of this matrix equation takes values in sp(4). It is this fact which nicely
generalizes to the case of an n–dimensional moduli space.
In section 3 we derive the Picard–Fuchs equations of special geometry for an
arbitrary number of moduli. They are a direct consequence of (1.3), and are most
easily displayed as n coupled first–order holomorphic matrix equations:
(∂α − Aα)V = 0 . (1.7)
Here, A takes values in sp(2n+2). This is the analogue of the vanishing of w3 in one
dimension. Aα is a sum of a matrix IΓα which contains the flat connections plus the
structure constantsCα of a 2n+2 dimensional chiral ringR
(3). The structure constants
contain the Yukawa couplings Wαβγ and furthermore satisfy [Cα,Cβ] = 0, C
4 = 0.
Because the connection is symplectic, V can always be taken as an element of Sp(2n+
2). This means that the well–known symplectic structure of special geometry can
ultimately be traced back to the identity (1.3).
In section 3.2 we display the relationship between equations (1.7) and (1.4).
Eq. (1.4) can also be written as a first–order matrix equation (∂α−Aα)U = 0, albeit
with a non-holomorphic connection A. Strominger observed [14] that the system (1.1)
is just the flatness condition for A. We will show that eq. (1.7) corresponds to a gauge
where A = 0,A = A, ∂A = 0.
In section 3.3 we consider particular cases where C is degenerate, which corre-
sponds to decoupled chiral rings. Here the F–function is a direct sum whereas the
metric of the moduli space is a complicated function and by no means the metric on
a product space. This clearly shows that the fundamental object in special geometry
is indeed the holomorphic function F and not the non-holomorphic metric on moduli
space.
As we indicated above, the motivation for the present work was to analyse the
holomorphic differential equations of special geometry. So far, the discussion has been
completely general and applies also to geometries that do not have an interpretation
in terms of Calabi-Yau manifolds or TFT’s. In section 4 we relate eqs. (1.4)–(1.7)
to Calabi–Yau moduli spaces, where V, Uα, Uα, V correspond to basis elements of the
third cohomology, H3 = H(3,0)⊕H(2,1)⊕H(1,2)⊕H(0,3) [14,15]. We then continue to
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relate the formulas used in topological Landau-Ginzburg theory to the structures un-
covered in special geometry in section 3. This is useful in order to explicitly compute
the differential equations. In particular we verify that the computation of Yukawa cou-
plings Wαβγ via Picard–Fuchs equations in special geometry is, as expected, identical
to the computation of certain three–point correlators in topological Landau-Ginzburg
theory.
We should stress that in the context of special geometry the deformations of the
Ka¨hler class and the deformations of the complex structure appear on an equal footing.
This is due to the fact that eq. (1.1) holds for both types of moduli [19,17] which is
another manifestation of “mirror symmetry” [21,2,9]. In practical applications it is
often possible to compute the Picard–Fuchs equations for one type of moduli only. In
order to find the Picard–Fuchs equation for the other class of moduli, one needs to
make use of the mirror symmetry.
By using “topological anti–topological fusion” the geometrical structure implied
by eq. (1.1) was extended [10] to include relevant (massive) perturbations in addition
to the marginal (massless) moduli considered here. One of the main objectives of
[10] was to construct non–holomorphic quantities (like the metric) from TFT. On the
other hand, the emphasis of the present paper is on the structure of the holomorphic
Picard–Fuchs equations, in relation to special geometry.
Moreover, in Appendix C we discuss the differential equations for cubic F–
functions.
2. Differential equations for one variable
2.1. Linear differential equations and W–generators
In ref. [2] it was shown that the periods of a one–dimensional moduli space of
a particular Calabi–Yau–threefold (a quintic in CP4) are determined by a fourth–
order linear differential equation. The corresponding differential equation in special
geometry —the one–dimensional version of eq. (1.5)— was derived in ref. [11]. In this
section we add some observations concerning this one–dimensional case. This will
prove advantageous for the study of the general situation.
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Thus, let us first briefly review some facts about linear fourth–order differential
equations [22]. Their general form reads
4∑
n=0
an(z) ∂
n
z V = 0 , (2.1)
where the an obey well–defined transformation laws in order to render eq. (2.1) co-
variant under coordinate changes z → z˜(z), ∂ → ξ−1∂, ξ ≡ ∂z˜/∂z. Not all of the
an are relevant. First, one can scale out a4, and furthermore drop the coefficient
proportional to a3 by means of the redefinition V → V e
−1/4
∫
a3(u)
a4(u)
du
. This puts the
differential equation into the form
DV ≡ (∂4 + c2∂
2 + c1∂ + c0)V = 0 , (2.2)
where the new coefficients cn are combinations of the an and their derivatives. In this
basis V transforms as a −3/2 differential, but the transformation properties of the cn
are not very illuminating. However, one can find combinations of the cn’s and their
derivatives which transform like tensors:
w2 = c2
w3 = c1 − c
′
2
w4 = c0 −
1
2c
′
1 +
1
5c
′′
2 −
9
100c
2
2 .
(2.3)
A straightforward computation shows
w˜2 = ξ
−2[w2 − 5{z˜; z}]
w˜3 = ξ
−3w3
w˜4 = ξ
−4w4 ,
(2.4)
where {z˜; z} = (∂
2ξ
ξ −
3
2 (
∂ξ
ξ )
2) is the Schwarzian derivative. Actually w2, w3, w4 form
a classical W4–algebra (see, for instance, [23]), a fact that we will not make use of in
this paper. Using (2.2) and (2.3) one finds
D V =
[
∂4 + w2∂
2 + (w3 + w
′
2)∂ +
3
10w
′′
2 +
9
100w2
2 + 12w
′
3 + w4
]
V . (2.5)
The advantage of rewriting a differential equation in terms of W -generators is that
this is a convenient way to display the particular properties of the equation in a
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reparametrization-covariant way. From eq. (2.4) we learn that there is always a coor-
dinate system in which w2 = 0 holds. On the other hand, w3 and w4 do characterize
the fourth–order differential operator D in any coordinate frame.
Let us return to special geometry: in ref. [11] it was shown that there is a holo-
morphic fourth–order differential equation that expresses the constraint of special
geometry and thus is equivalent to eq. (1.1). This equation is the one-dimensional
version of (1.5) and reads
DDW−1DDV = 0 , (2.6)
where D is the Ka¨hler– and reparametrization covariant derivative defined in (A.11),
and W is the one-dimensional Yukawa coupling. In special coordinates (1.6), this
equation becomes very simple,
∂2W−1 ∂2 V = 0 . (2.7)
Equation (2.6) can be written in the form (2.1) and one finds that the coefficients are
not arbitrary but are related as follows [11]: a3 = 2∂a4, a4 =W
−1, a1 = ∂a2− 12∂
2a3.
The coefficients a2 and a0 are complicated functions of W and the connections. The
above relations translate into the invariant statement
⋆
w3 ≡ 0 . (2.8)
Furthermore, the other W -generators are given (in special coordinates) by
w2 =
1
2W 2
(
4WW ′′ − 5W ′2
)
w4 =
1
100W 4
(
175W ′4 − 280WW ′2W ′′ + 49W 2W ′′2 + 70W 2W ′W ′′′
− 10W 3W ′′′′
)
.
(2.9)
Thus, all special geometries in one dimension lead to a fourth–order linear differential
equation that is characterized by w3 = 0. This is in close relation to the fact that the
solution vector V does not consist of four completely independent elements, but rather
has a restricted structure. More precisely, by construction four linear independent
solutions are given by the components of the vector (cf., (A.22))
V =
(
XA(z), FA(z)
)
, A = 0, 1 , (2.10)
⋆ This was noted in [4] for the special case of the quintic hypersurface in CP 4.
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with
FA(z) =
∂
∂XA(z)
F (z), (2.11)
where F is a homogeneous function ofX of degree 2. The reverse statement is however
not true: w3 = 0 does not imply that the solution V can always be written in the
form (2.10). This is proved in Appendix B.
Note that the property (2.11) does not uniquely fix V . It is known [12,15,16,18]
that precisely for symplectic rotations of V ,
(
X˜A, F˜A(X˜
A)
)
=
(
XA, FA(X
A)
)
·M , M ∈ Sp(4) , (2.12)
one has F˜A = (∂F˜/∂X˜
A) where F˜ is again a homogeneous function of degree 2. Thus,
the elements of V are defined only up to this kind of transformations. Of course,
generic linear combinations of the four solutions are still solutions of (2.6), but for
these the special structure of the solutions (that reflects w3 = 0) is not manifest.
Symplectic transformations belonging to Sp(2n+2, IR) have a particular meaning
in special geometry. They represent changes of special coordinate bases and are
exactly those transformations which leave K form–invariant and consequently do not
change any physical quantity. (This can be easily seen from eq. (A.24) which displays
manifestly the symplectic structure of K.) We will show in the following sections how
this symplectic structure of special geometry is related to w3 = 0 in the differential
equation.
One can similarly discuss the properties of D when in addition:
w4 = 0 . (2.13)
From (2.9) it is clear that this applies in particular ifW = const. However, w4(W ) = 0
is a non-trivial differential equation that possesses also other solutions than W =
const. One might thus ask about the significance of general solutions of w4(W ) = 0
with non-constant superpotential.
If w4 = 0, eq. (2.5) simplifies to
DV =
(
∂4 + w2∂
2 + w′2∂ +
3
10
w′′2 +
9
100
w22
)
V , (2.14)
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and the solutions are given by
{
θ31, θ
2
1θ2, θ1θ
2
2, θ
3
2
}
[22] . Here, θ1,2 are the independent
solutions of the second–order equation,
(∂2 + 1
10
w2)θ1,2 = 0 . (2.15)
One easily determines a symplectic basis to be
X0 = θ31 , F0 = −
1
6
(X1)3
(X0)2
+ 2c00X
0 + 2c01X
1 ,
X1 = θ21θ2 , F1 =
1
2
(X1)2
X0
+ 2c01X
0 + 2c11X
1 ,
(2.16)
where cAB are arbitrary constants. Using the homogeneity property X
AFA = 2F or
integrating FA we find
F = 16
(X1(z))3
X0(z)
+ cABX
AXB . (2.17)
From this F we can compute (using (1.3)) the Yukawa coupling and find that it is
covariantly constant: D̂W = 0. For cAB = 0 (2.17) is the F–function
⋆
correspond-
ing to the homogeneous moduli space SU(1, 1)/U(1) (which satisfies the stronger
constraint DW = 0). Moreover, it follows from the inhomogeneous transformation
behavior (2.4) of w2 that one can always find a “Schwarzian” coordinate where w2
vanishes, by solving a Schwarzian differential equation {t; z} = 15w2(t). Then one has
θ1 = 1, θ2 = t and thus can take (cAB = 0)
V = (1, t, 1
2
t2, 1
6
t3) , F = 1
6
t3 , W = ∂3F = 1 . (2.18)
It is clear that t = X1/X0 is precisely the special coordinate of eq. (1.6) (note that the
coincidence of special coordinates with Schwarzian coordinates holds only if w4 = 0).
There is an analogous group action that preserves the relationship between the solu-
tions of (2.14). This group is just the invariance group of the Schwarzian derivative,
⋆ Note that quadratic terms in F are generally not determined by the Picard–Fuchs equa-
tions. They contribute to the physical Yukawa couplings via eK . It appears that they can be
interpreted as perturbative σ–model corrections in Calabi–Yau compactifications [2].
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which is SL(2, IR): θ′ = aθ+bcθ+d , ad − bc = 1. The action on the solutions of (2.14) is
easily found through the mapping V = θ3:
M =


a3 a2c ac2/2 c3/6
3a2b 2abc+ a2d bc2/2 + acd c2d/2
6ab2 2b2c+ 4abd 2bcd+ ad2 cd2
6b3 6b2d 3bd2 d3

 , (2.19)
which is part of Sp(4, IR) [24]. Thus, the specific structure of the solutions is unique
up to such SL(2) transformations.
Summarizing, the above means that if w4 = 0, the situation for generic w2 is
reparametrization equivalent to w2 = 0, in which case the solutions are given by
(2.18). This corresponds to a cubic F -function and to constant Yukawa coupling, W .
In general coordinates where w2 does not vanish, W is not constant (but covariantly
constant with respect to the holomorphic connections).
Thus, for covariantly constant Yukawa couplings the differential equation is es-
sentially reduced to the differential equation of a torus. This is similar to the situation
for the K3 surface where the only non–trivial W -generator is w2 [4]. The possibility
of having non–trivial Yukawa couplings, or w4 6= 0, is the new ingredient in special
geometry. It reflects the possibility of having instanton corrections toW . Specifically,
it is easy to see from (2.7) that in special coordinates the solutions have the general
structure
V = ( 1 , t , 1
2
t2 +O(t3) , 1
6
t3 +O(t4) ) , (2.20)
where the higher order “instanton” terms arise from a non-trivial w4. Thus, the
invariant w4 measures the deviation from W = const, which is the large–radius limit
of the Calabi–Yau moduli space. One can actually check that the contribution of a
given rational curve of degree k to the Yukawa couplings corresponds to a covariantly
constant w4 generator. That is, from (2.9) one finds that in special coordinates:
w4(W = e
kt) = (const)k4 (see also Appendix B).
We now turn to another way of understanding the significance of w3 = 0. This will
also allow us to introduce some concepts which nicely generalize to multi–dimensional
moduli spaces (section 3).
− 10 −
2.2. First–order equations
Any fourth–order linear differential equation (2.1) is equivalent to a first–order
matrix equation [25] [
1∂ − A
]
·V = 0, (2.21)
(for a particular choice of the matrix A) where V is a 4× 4 matrix whose first row is
V . A matrix of the form
A =


∗ 1 0 0
∗ ∗ 1 0
∗ ∗ ∗ 1
∗ ∗ ∗ ∗

 (2.22)
corresponds to a fourth–order operator with a4 = 1 whereas trA = 0 leads to a3 = 0.
However, D is left invariant by local gauge transformations acting as V → S−1 ·V
and A→ S−1AS − S−1∂S, where S has the form
S =


1 0 0 0
∗ 1 0 0
∗ ∗ 1 0
∗ ∗ ∗ 1

 ∈ N ⊂ SL(4) . (2.23)
This is just the usual matrix of lower triangular transformations generated by a nilpo-
tent subalgebra of sl(4). The top row of V corresponds to the highest weight and thus
is also N–invariant (the other rows of V are gauge dependent). That is, the solutions
of (2.5) are completely invariant under the local transformations (2.23).
Note also that the more general gauge transformations belonging to a Borel
subgroup B of SL(4), where
S =


∗ 0 0 0
∗ ∗ 0 0
∗ ∗ ∗ 0
∗ ∗ ∗ ∗

 ∈ B , (2.24)
do not leave D invariant but induce a3 6= 0 and a4 6= 1. However, this just corresponds
to a rescaling of the solution V → f(z)V (and corresponds to an irrelevant Ka¨hler
transformation in this context).
− 11 −
Using the gauge freedom one can put the connection to:
A = Aw ≡


0 1 0 0
− 310w2 0 1 0
−1
2
w3 −
4
10
w2 0 1
−w4 −
1
2w3 −
3
10w2 0

 ∈ sl(4, R) . (2.25)
To understand this form, recall the well-known relationship
⋆
between W -algebras
and a special, “principally embedded” SL(2) subgroup K [26] of G = SL(N) (in fact,
G can be any simple Lie group). The generators of K are
J− =
∑
simple
roots α
bαEα , J+ =
∑
simple
roots α
cα(bα)E−α , J0 = ρG ·H , (2.26)
where bα are arbitrary non-zero constants, cα depend on the bα in a certain way and
ρG is the Weyl vector. An intriguing property [26] of K is that the adjoint of any
group G decomposes under K in a very specific manner:
adj(G)→
⊕
rj , (2.27)
where rj are representations of SL(2) labelled by spin j, and the values of j that
appear on the r.h.s. are equal to the exponents of G. The exponents are just the
degrees of the independent Casimirs of G minus one (for SL(N), they are equal to
1, 2, . . . , N − 1).
Recalling that the Casimirs are one-to-one to the W generators associated with
G, one easily sees that the decomposition (2.27) corresponds to writing the connection
(2.25) in terms of W -generators; more precisely, for an N–th order equation related
to G = SL(N), the connection (2.25) can be written as [27,23]:
Aw = J− −
N−1∑
m=1
wm+1(J+)
m , (2.28)
where J± are the SL(2) step generators (2.26) (up to irrelevant normalization of the
wn).
⋆ We thank R.Stora for discussions on this point.
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In our case
†
withN = 4, the decomposition (2.27) of the adjoint of SL(4) is given
by j = 1, 2, 3, which corresponds to w2, w3 and w4. We noticed above that w3 ≡ 0 for
special geometry and this means that Aw belongs to a Lie algebra that decomposes
as j = 1, 2 under K. It follows that this Lie algebra is sp(4). Indeed, remembering
that the algebra sp(n) is spanned by matrices A that satisfy AQ+QAT = 0, we can
immediately see from (2.25) that
Aw ∈ sp(4) ←→ w3 ≡ 0 . (2.29)
Above, the symplectic metric Q is taken as in (A.25).
We chose the gauge in (2.25) such that the symplectic structure is manifest.
General gauge transformations conjugate the embedding of sp(4) in sl(4), and in
general gauges the fact that Aw ∈ sp(4) is not obvious. The invariant way to express
this fact is to state that w3 = 0 in the gauge invariant scalar equation.
Similarly, if in addition w4 = 0 (which corresponds to a covariantly constant
Yukawa coupling), Aw further reduces to an SL(2) connection. This SL(2) is identical
to the principal SL(2) subgroup, K, since according to (2.28) the entries labelled by w2
and 1 in (2.25) are directly given by the K generators J+ and J−. It consists precisely
of the transformations (2.19) that preserve the non–trivial relationship between the
solutions.
3. Differential equations for arbitrary many moduli
3.1. Holomorphic Picard-Fuchs equations and special geometry
In this section we generalize the previous analysis to many variables. The basic
identities of special geometry are given by the system (1.4).
∗
We already men-
tioned in the introduction that, assuming that (Cα)βγ is invertible, these identities
are equivalent to
DαDβ(C
−1γˆ)ρσDγˆDσV = 0 , (3.1)
† The choice (2.25) for A corresponds to an embedding (2.26) with b1 = b2 = b3 = 1, and
c1 = c3 = 3/10, c2 = 4/10.
∗ The relevant formulas of special geometry are collected in appendix A.
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where γ̂ is a priori not summed over.
Since the solution vector V ≡ (XA(z), F
A(X)) is holomorphic, we expect that
the non–holomorphic pieces in (3.1) that come from the connections in D cancel, so
that (3.1) is effectively a purely holomorphic identity. We will prove below that this is
indeed the case by showing that V also satisfies manifestly holomorphic identities that
are equivalent to (3.1). These equations contain only the holomorphic connections Γ̂
and ∂K̂ (defined in Appendix A).
Let us choose special coordinates ta = Xa/X0 and the Ka¨hler gauge X0 = 1,
and consider the following set of equations:
∂aV = Va
∂aVb = WabcV
c
∂aV
b = δbaV
0
∂aV
0 = 0 ,
(3.2)
where (V, Va, V
a, V 0) are all holomorphic andWabc are the Yukawa couplings in special
coordinates. The last two equations of (3.2) give
V 0 ≡ (1, 0) , V a ≡ (ta, 1, 0) , (3.3)
while the first two are solved by setting
V ≡ (1, ta, ∂aF , t
a∂aF − 2F) ,
Va ≡ (0, δ
b
a, ∂a∂bF , t
b∂a∂bF − ∂aF) .
(3.4)
The holomorphic function F is defined in eq. (A.33) and satisfies (in special coordi-
nates)
∂a∂b∂cF =Wabc . (3.5)
This identity is the only non–trivial input in solving the differential equations. The
system (3.2) can also be written in matrix form,
( 1∂a −Ca )V = 0 ,
Ca =


0 δca 0 0
0 0 Wabc 0
0 0 0 δba
0 0 0 0

 , (3.6)
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and from the above we see that this is solved by the following (2n + 2) × (2n + 2)–
dimensional matrix:
V =


V
Vb
V b
V 0

 =


1 ta ∂aF t
a∂aF − 2F
0 δab ∂a∂bF t
a∂a∂bF − ∂bF
0 0 δba t
b
0 0 0 1

 . (3.7)
From eqs. (3.2), (A.17) we can infer the transformation properties of V under coor-
dinate and Ka¨hler transformation and thus it is straightforward to write down the
covariant and holomorphic version of eqs. (3.2):
D̂αV = Vα
D̂αVβ = WαβγV
γ
D̂αV
β = δβαV
0
D̂αV
0 = 0 .
(3.8)
where D̂ is defined in eq. (A.29) and contains the holomorphic connections given in
eq. (A.28). This system can also be written as
(
1∂α − Aα
)
V ≡ 0 , V =


V
Vβ
V β
V 0

 , (3.9)
which contains the holomorphic “connection”
Aα =


−∂αK̂ δ
γ
α 0 0
0 (Γ̂α − ∂αK̂1 )
γ
β (Wα)γβ 0
0 0 (∂αK̂1 − Γ̂α)
β
γ δ
β
α
0 0 0 ∂αK̂

 . (3.10)
The general solution of (3.9) is just the covariant version of eq. (3.7) and thus corre-
sponds to the columns of the matrix
V =


X0 Xa X0 eαa∂αF X
a eαa∂αF − 2FX
0
0 X0 eaβ X
0eαa D̂α ∂βF X
a eαa D̂α ∂βF −X
0 ∂βF
0 0 (X0)−1 eαa (X
0)−2 Xa eαa
0 0 0 (X0)−1

 . (3.11)
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Here eaα = ∂αt
a(z) which satisfies D̂βe
a
α = 0. Furthermore, in arbitrary coordinates
F is Ka¨hler invariant and obeys
D̂αD̂βD̂γF = (X
0)−2Wαβγ . (3.12)
The system (3.8) implies the following manifestly holomorphic equation for V :
D̂αD̂β(W
−1)γ̂ρσD̂
γ̂
D̂σV = 0. (3.13)
Using eq. (A.33) one checks that the first row of (3.11) indeed coincides with V ≡
(XA, FA). We conclude, therefore, that eq. (3.13) is the same as eq. (3.1), except that
it is written in a manifestly holomorphic way.
As for one variable, the correspondence between eq. (3.13) and the linear system
(3.9) is not unique. Indeed, (3.13) is invariant under gauge transformations (up to
Ka¨hler transformations) acting on V and A via
S =


∗1×1 0 0 0
∗ ∗n×n 0 0
∗ ∗ ∗n×n 0
∗ ∗ ∗ ∗1×1

 ∈ B, (3.14)
which belong to a Borel subgroup B of SL(2n+ 2,C).
It is easy to check that for one variable, the connection A in (3.10) can be gauge
transformed to the form (2.25) that displays the W -generators. More precisely, under
a symplectic transformation
S = diag
(
W−1/2,W−1/2,W 1/2,W 1/2
)
(3.15)
the connection A takes the form
A =


−∂K˜ 1 0 0
0 Γ̂− ∂K˜ 1 0
0 0 −Γ̂ + ∂K˜ 1
0 0 0 ∂K˜

 (3.16)
where K˜ = K̂ + 12 lnW = −ln(X
0W−1/2). To bring further K˜ to the gauge (2.25) one
obviously needs an additional Sp(4) transformation that belongs to the nilpotent sub-
group N . This transition from (3.16) to (2.25) is nothing but a Miura transformation
[25].
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We have seen in section 2 that the Picard-Fuchs equation for one variable can
invariantly be characterized by the vanishing of classicalW -generators. The vanishing
of w3 was related to Aw ∈ sp(4). For many variables, we do not know how to charac-
terize the differential equation (3.13) in terms of covariant quantities like wn. But in
analogy to the one–variable equation, we expect that the statement that corresponds
to w3 = 0 is just that Aα ∈ sp(2n+2) in (3.10). Indeed, the gauge in which we wrote
(3.10) is manifestly symplectic: one easily verifies that QA = (QA)T , where Q is the
symplectic metric given in (A.25).
More generally, we expect that a multi-variable equation can invariantly be char-
acterized by the subalgebra g ⊂ sp(2n + 2) in which the set of connections actually
takes values, for given Wαβγ (just like for n = 1 where the additional vanishing of
w4 implies that Aw ∈ sl(2)). For large n, there exists obviously a large number of
distinct possible subgroups. (Note that it is in general not easy to determine g, as
the embedding in sp(2n + 2) is gauge dependent and thus not always obvious. One
is missing a gauge–invariant criterion for many variables, in analogy to the vanishing
of certain W -generators for one variable.)
The solution vectors can accordingly be viewed as representations of Sp(2n+ 2)
(or of some subgroup). The set of solution vectors when written as a matrix V
can always be chosen in a way such that this matrix becomes a group element, by
multiplying V with an appropriate constant matrix from the right. One can easily
check that our choice of solution matrix (3.11) is indeed symplectic with respect to
the metric (A.25). In this way, one can regard V as a vielbein V Aˆαˆ with a well-defined
symplectic action on both indices (Aˆ, αˆ = 1, . . . , 2n + 2).
⋆
Under coordinate and
Ka¨hler transformations z → z˜(z), K → K + f(z) + f(z), the matrix V transforms as
follows:
Vβˆ
Aˆ(z˜) = S−1
βˆ
αˆ
(z)Vαˆ
Bˆ(z)MBˆ
Aˆ (3.17)
where S is the symplectic block diagonal matrix
S =


e−f 0 0 0
0 e−f ξ−1 0 0
0 0 ef ξ 0
0 0 0 ef

 ∈ B , (3.18)
⋆ The index Aˆ corresponds to a symplectic basis of the Hodge bundle H and the index αˆ to the
flat bundle E defined in ref. [14].
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with ξ ≡ ξαβ = ∂z˜
α/∂zβ . Furthermore, M is a constant matrix that can always be
taken as an element of Sp(2n+ 2). One easily infers from (3.10) that these transfor-
mations are nothing but gauge transformations of the holomorphic connections ∂K̂
and Γ̂:
∂αK̂ −→ ∂αK̂ + ∂α f
Γ̂α −→ ξ
−1Γ̂αξ + ∂α ln ξ .
(3.19)
This point of view allows us to also understand how global Sp(2n+2) transformations
acting on the index Aˆ induce local frame rotations acting on the index α̂: the local
rotations are induced by the requirement that Aα stays in the gauge (3.10). More
explicitly, symplectic transformations: V˜ = V ·M , which act in particular on the
solution vector as (
X˜A, F˜A(X˜
A)
)
=
(
XA, FA(X
A)
)
·M
M =
(
A C
B D
)
∈ Sp(2n+ 2) ,
(3.20)
induce the following reparametrizations of special coordinates:
t˜a =
AaBX
B +BaBFB
A0BX
B +B0BFB
(t) (3.21)
These reparametrizations induce local, compensation gauge transformations (3.19)
with f = Tr(ln ξ) and ξ = ∂t˜a/∂tb.
Note that the transformations (3.18) belong to the part of the Borel gauge group
(3.14) that is not fixed by the gauge choice (3.10); that is, they lie in (the complexifica-
tion of) the maximal compact subgroup U(n)×U(1) of Sp(2n+2). This implies that
the group element V can be thought of as an element of G/H, where G ⊂ Sp(2n+2)
and H ⊂ U(n)× U(1). More specifically, one can decompose [14,10]
Aα = IΓα +Cα , (3.22)
where the diagonal part, IΓα, consists of the connections Γ̂ and ∂K̂ (which are flattened
by special coordinates ta = Xa , X0 = 1). Furthermore, Cα is the covariant version
of (3.6) and generates an Abelian, n-dimensional subalgebra of sp(2n + 2) that is
nilpotent of order three: CαCβCγCδ = 0. Thus, G is determined by the subalgebra
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of sp(2n + 2) in which Cα takes values, and H is determined by the subgroup of
U(n)× U(1) that is gauged by IΓα [10].
More precisely, V is an element of Gc/B (which is, essentially, isomorphic to
G/H), where Gc is the complexification of G and B the Borel subgroup (3.14), which
contains the complexification of H. From this viewpoint one can easily make contact
to supersymmetric σ-models on moduli spaces. According to [28], Ka¨hler poten-
tials for homogeneous Ka¨hler manifolds G/H can be written in terms of holomorphic
CCWZ type coset representatives L ∈ Gc/B as arbitrary functions of K0 ≡ vLQL
†v†.
Here, L transforms under global G transformations as: L(z) g = S(z)L(z), where
g ∈ G and S ∈ B. Furthermore, Q is the metric of G and v denotes an isotropy vector,
which is left invariant under S (up to a U(1) factor, which corresponds to Ka¨hler trans-
formations). Note that K0 is manifestly invariant under global G and under local S
transformations (except for the Ka¨hler transformations). Taking for Q the symplectic
metric (A.25), v = (1, 0, 0 . . . , 0) and L = V, the logarithm of (−i)K0 gives precisely
the Ka¨hler potential (1.2) of special geometry: vVQV†v† = −(XAFA −X
A
FA).
In the generic case, G/H = Sp(2n + 2)/U(n) × U(1), but the moduli space in
which V(z) actually takes values is a complicated subvariety of this space. However,
there are special cases where G and H are effectively smaller subgroups; one example
are the theories with cubic F–function where the moduli spaces are directly given
by G/H. For instance for n = 1, the generic moduli space is some complicated
one-dimensional submanifold of Sp(4,IR)U(1)2 whose complex dimension is four. But for
constant coupling W (and for cAB = 0 in (2.17)), the moduli space in which V takes
values is the one–dimensional submanifold G/H = SL(2,IR)
U(1)
. The special geometry of
cubic F–functions is further discussed below in Appendix C.
3.2. Non–holomorphic Picard–Fuchs equations
In this section we establish the relationship between the first–order systems (1.4)
and (3.8). Let us first note that the gauge group (3.14) can also be extended to non–
holomorphic gauge transformations S = S(z, z) that leave V invariant. The point
is that eqs. (1.4) and (3.8) are precisely related by such a non–holomorphic gauge
transformation. Thus the non–holomorphicity of (1.1) and (1.4) can be viewed as
gauge artifact and this reflects the fact that all quantities in special geometry are
determined entirely in terms of holomorphic quantities.
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More specifically, one can rewrite the non–holomorphic system (1.4) in first–order
form
DαU ≡ (1∂α −Aα)U = 0 , (3.23)
where U = (V, Uα, Uα, V )
T and
Aα =


−∂αK δ
β
α 0 0
0 −δβγ ∂αK + Γ
β
γα −iCαβγg
γγ 0
0 0 0 gαβ
0 0 0 0

 . (3.24)
In addition U also satisfies
DαU ≡ (1∂α −Aα)U = 0 , (3.25)
where
Aα =


0 0 0 0
gαβ 0 0 0
0 iCαβγg
γγ −δβγ ∂αK + Γ
β
γα 0
0 0 δβα −∂αK

 . (3.26)
It is easy to verify that as a consequence of (1.1) the connections Aα and Aα have
vanishing curvature [14]
⋆
:
[Dα,Dβ ] = [Dα,Dβ ] = [Dα,Dβ ] = 0 . (3.27)
It follows that via non–holomorphic transformations S(z, z) that leave V invariant
(SV = V ), one can gauge away Aα and make Aα purely holomorphic. As a conse-
quence of eq. (3.27) one can go to a gauge where
Aα = S∂αS
−1 . (3.28)
This implies
∂α(SU) = 0 and ∂α
[
SAαS
−1 − S∂αS−1
]
= 0 , (3.29)
⋆ Vice versa [14], one can start from a covariantly constant basis (V,Uα, Uα, V ) of a flat Sp(2n+
2, IR) vector bundle E with connection A and derive the fundamental identities (3.23) and
(3.25) of special geometry.
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so that the non–holomorphic system (3.23) becomes the holomorphic system (3.9)
with
A = SAαS
−1 − S∂αS−1 , V = SU , (3.30)
which displays a residual gauge symmetry of holomorphic transformations. Of course,
one could also have chosen gauge transformations S that leave the lowest row of V,
ie. V , invariant; in that case one would have produced a purely anti–holomorphic
connection Aα. The point is that there is no invariant subspace with respect to both
S and S, so that the connection cannot be completely flattened.
3.3. Singular Picard-Fuchs systems
In the previous considerations we have assumed that the matrices (Wα)βγ ≡
Wαβγ are invertible for all α. It is interesting to find the implications of degenerate
fourth–order partial differential equations (3.13).
i) The simplest situation is when Wαβγ ≡ 0. Then, from (3.8) or alternatively
from (1.4) one can see that the Picard-Fuchs identities become of second order
D̂αD̂βV = 0 . (3.31)
In special coordinates we get
∂a∂bV = 0 (3.32)
with solutions (1 , ta). This corresponds to F = (ta)2 − 1
2
, and implies that the
symplectic connection (3.10) becomes block diagonal in two (n + 1)2 blocks. The
matrices Ca are nilpotent of order two (CaCb = 0), and the solution matrix is given by
V = et
aCa . (3.33)
The moduli space is (locally)G/H = U(1, n)/U(1)×U(n) with the embedding 2n+2 =
(n+ 1)⊕ (n+ 1) of U(1, n) in Sp(2n+ 2).
ii) We now consider the situation in which Wαβγ does not vanish but is degener-
ate. This is best discussed in special coordinates where IΓα = 0 and Aα =Cα. Let us
first consider Wijk = 0 for some subset of indices i, j, k, and also Wiab = 0,Wijb = 0.
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Then, assuming that the remaining couplings Wabc give rise to an invertible matrix
(W a)bc, we have two sets of decoupled equations
∂i∂jV = 0
∂a∂b(W
−1)cde∂c∂dV = 0
(3.34)
with solutions given by the prepotential
F(ti, ta) = c+ (ti)2 + F(ta) . (3.35)
To write these equations in arbitrary coordinates we note
D̂αVβ = WαβγV
γ ≡ ∂αt
A∂βt
B∂γt
CWABCV
γ (3.36)
(where A,B,C here stands for either a, b, c or i, j, k). Equivalently, multiplying by
the inverse vielbeins eαA ≡ (e
A
α )
−1 = (∂αtA)−1 one gets:
eαAe
β
BD̂αVβ =WABCV
γeCγ (3.37)
Supposing WABC =Wabc,Wijk =Waij =Wabj = 0, we get
eαi e
β
j D̂αD̂βV = 0 ,
D̂ρD̂µ(W
−1)abceαae
β
b D̂αD̂βV = 0 .
(3.38)
Using D̂αe
a
β = 0, the last equation can also be written as
eρde
µ
e e
α
a e
β
b D̂ρD̂µ(W
−1)abcD̂αD̂βV = 0 . (3.39)
In (3.37) and (3.38) all moduli coordinates appear, but the structure of the equations
is such that they indeed become decoupled by making a coordinate transformation.
The coordinate independent statement on the Yukawa couplings is
eαi e
β
j e
γ
kWαβγ = 0 (3.40)
for a subset (i, j, k ⊂ A,B,C); A,B,C = 1, · · · , n.
iii) There are two more special cases of interest. One corresponds to two non-
vanishing Yukawa couplings for different sets of indices Wijk 6= 0,Wabc 6= 0 with
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Wiab =Wija = 0. In this case one gets two sets of fourth–order equations of the type
(3.39) .
iv) The other case is when Wijk = 0,Wija = 0 but Wiab 6= 0. Here the matrix
Wi is invertible in the subblock (a, b) and the matrix Wa,BC is fully invertible. The
prepotential, in special coordinates, is of the form
F(ti, ta) = Cijt
itj + hi(t
a)ti + h(ta) Cij = const. (3.41)
In this case we get three sets of decoupled differential equations
eαi e
β
j D̂αD̂βV = 0
eµae
ρ
AD̂αD̂β(W
−1)aABD̂µD̂ρV = 0
eρae
µ
i D̂αD̂β(W
−1)iabD̂ρD̂µV = 0.
(3.42)
The purpose of these exercises was to find the differential equations for decoupled
chiral rings. In special coordinates, this reflects in a simple additive structure of F .
On the other hand, the corresponding Ka¨hler metrics by no means have the structure
of direct product manifolds, and are rather quite complicated. This shows that special
geometry is most easily characterized by F and not by the geometry of the underlying
manifold.
4. Relation to Calabi-Yau manifolds and topological field theory
The discussion of sections 2 and 3 has been completely general and without any
reference to Calabi-Yau moduli spaces or to more general c = 9, (2, 2) superconformal
field theories. In this section, we relate our discussion to the special case of Calabi-Yau
manifolds and to topological Landau-Ginzburg theories. We understand that part of
the material of this section is well-known (see, for example, [29,14,30,31,10,20,4]), but
we think it is important to give the precise relationship to special geometry. This
relationship is useful for practical computations.
We like first to review some properties of the period matrix [29,30]. For those spe-
cial geometries for which there exists an underlying Calabi-Yau spaceM, the sections
V, Uα, Uβ and V in the non-holomorphic system (1.4) can be viewed as basis elements
of the third real cohomology ofM, that is, of H
(3,0)
∂
(M, IR), H
(2,1)
∂
(M, IR), H
(1,2)
∂
(M, IR)
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and H
(0,3)
∂
(M, IR), respectively. Furthermore, the solutions (XA, FA) of the Picard-
Fuchs equation (3.13) are just the periods of the holomorphic three–form, Ω [29,30,15]:
XA =
∫
γA
Ω , FB =
∫
γB
Ω (4.1)
(A,B = 0, . . . , n where n ≡ h2,1). Here, γA, γB are the usual basis cycles ofH3(M, IR).
More generally, the complete solution matrix Vαˆ
Aˆ of the first–order system (3.9) can
be interpreted as the period matrix of M,
Παˆ
Aˆ =


∫
γ
Aˆ
Ω∫
γ
Aˆ
χα∫
γ
Aˆ
χβ∫
γ
Aˆ
Ω

 , αˆ, Aˆ = 1, . . . , (2n+ 2) . (4.2)
It is well-known [29] that the period matrix is defined only up to local gauge trans-
formations,
Π ∼ SΠ , S =


∗ 0 0 0
∗ ∗ 0 0
∗ ∗ ∗ 0
∗ ∗ ∗ ∗

 ∈ B , (4.3)
and this is precisely the gauge symmetry (3.14) of the first–order system. Thus,
we can represent the period matrix also in the holomorphic gauge (3.11), where the
non-holomorphic sections V, Uα, Uα, V are replaced by holomorphic basis elements
(V, Vα, V
α, V 0) of H3.
In addition, the period matrix is equivalent under conjugation by an integral
matrix, Λ: Π ∼ ΠΛ. These transformations Λ ∈ Sp(2n + 2,ZZ), which correspond
to changes of integral homology bases, preserve the symplectic bilinear intersection
form Q of H3(M,ZZ), that is: ΛQΛ
T = Q (the subset of these transformations that
leave F invariant up to redefinitions constitute the “duality group”). This intersection
form is at the origin of the symplectic structure of the period matrix. More precisely,
denoting the (n+ 1) × (2n + 2)-dimensional submatrix Πℓ
Aˆ, ℓ = 0, . . . , n by Π̂, then
one has in general
⋆
[29]
Π̂Q Π̂T = 0 . (4.4)
⋆ For d-dimensional complex manifolds, the invariance group of Q is Sp(bd) if d is even, and is
equal to SO(bd+, b
d
−
) if d is odd [29]. As a consequence of this and according to our discussion
in section 2, it follows that in the differential equations for one variable one necessarily has
wn ≡ 0 for odd n [10]. This generalizes w3 = 0 for Calabi-Yau spaces.
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This equation is analogous to Riemann’s bilinear identity for period matrices of 2d
surfaces, and is satisfied for Π ∈ Sp(2n+ 2). This is indeed a general property of the
solution matrix V (3.11) in special geometry
†
.
On the other hand, in special geometry there is no intrinsic notion of homology
cycles. Rather, the symplectic structure arises from the appearance of Q in the Ka¨hler
potential,
K = − ln〈Ω |Ω 〉 = − ln[V (−iQ)V †] , (4.5)
where 〈 x | y 〉 ≡
∫
M x ∧ y and V is equal to the first row of the symplectic matrix V.
As we have seen in the previous sections, the existence of such a solution matrix is
guaranteed by the fact that the connection in the first–order system (3.9) is symplectic.
This matrix equation, in turn, is an expression of Wαβγ = ∂αX
A∂βX
B∂γX
CFABC .
Thus, in a sense, it is this identity that is responsible for the symplectic structure of
special geometry.
Of particular physical interest are the Yukawa couplings, Cαβγ = e
KWαβγ.
According to [30,14], for a given Ka¨hler potential (4.5) the holomorphic sectionsWαβγ
can be written as:
Wαβγ = 〈Ω|∂α∂β∂γΩ〉 . (4.6)
It is crucial to note that equations (4.5) and (4.6) determine the gauge of Wαβγ in
terms of the gauge of K, so that there is no ambiguity in the physical couplings
Cαβγ . One can easily check that the derivatives in (4.6) can be replaced by covariant
derivatives for free, reflecting the fact that Wαβγ is Ka¨hler and reparametrization
covariant. From the first–order systems (3.23) or (3.9) it is clear that differentiation
by ∂α on H
3 is equivalent to multiplication by the matrix Aα. Thus, the holomorphic
couplings can be written as a triple matrix product:
Wαβγ =
(
AαAβAγ
) V 0
V
〈V |V 0〉 . (4.7)
Considering the form of Aα in either the non-holomorphic gauge (3.24) or in the
holomorphic gauge (3.10), it is easy to see that eq. (4.7) is indeed identically satisfied.
† Of course, not every solution matrix V of special geometry needs to correspond to a period
matrix of some Calabi-Yau space; this is a variant of the Schottky problem. Thus, special
geometry is more general than compactification on Calabi–Yau manifolds.
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Let us now discuss how Wαβγ and K can be computed explicitly. One method
is to evaluate the period integrals (4.1), using XAFA = 2F to obtain F . This is
how the Yukawa couplings for the quintic have been computed in [2]. In general,
however, it seems to be easier to solve the Picard-Fuchs differential equations [3,4].
These equations, though, just represent identities ultimately expressing the fact that
Wαβγ = ∂α∂β∂γF , and depend explicitly on the unknowns Wαβγ . Thus, one needs
additional information in order to pin down the explicit form of these equations. This
additional input makes use of the fact that the period matrix can be represented in a
very specific way.
To be more precise, consider first the perturbed, quasi-homogeneous potential
W(xi, µα) = W0(xi)−
∑
µα pα(xi) , α = 1, . . . , h
2,1 , (4.8)
where W = 0 describes the Calabi-Yau manifold in question (for simplicity, we re-
strict our discussion to hypersurfaces in weighted projective 4-space; the generaliza-
tion is straightforward). Above, pα(xi) denote the marginal operators (which are
polynomials in the homogeneous coordinates xi), and the dimensionless moduli µα
are certain functions of the flat coordinates ta. As is well-known, W can be viewed as
the superpotential of a Landau-Ginzburg theory that describes the underlying N=2
superconformal field theory [32], but this interpretation is not necessary in the present
context.
The non–trivial point is that the period matrix can be represented, in a particular,
holomorphic gauge as follows [29]:
Παˆ
Aˆ =
∫
γ
Aˆ
φαˆ(xi)
Wℓ(αˆ)(xi, µα)
ω . (4.9)
Here, the homology cycle γAˆ is a basis element ofH3(M, IR), ω an appropriate volume
form and ℓ(αˆ) is determined by the degree of the homogeneous polynomial φαˆ(xi) (so
that the integrand scales correctly). In general, these φαˆ(xi) can be any basis of the
local ring R of W, but we restrict here only to those polynomials that represent the
third cohomology of the Calabi-Yau space. They generate a subring which we denote
by R(3). More specifically, we choose R(3) = {φαˆ} = {1, pα, p
β, ρ}, where pα are the
marginal operators in (4.8), ρ is the unique top element of R, and pβ can be defined
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such that pα p
β = δβαρ. Clearly, φαˆ = 1, pα, p
β, ρ are associated with differential forms
belonging to H(3,0), H(2,1), H(1,2), H(0,3), respectively.
For example, for the quintic discussed in [2] with W =
∑5
i=1(xi)
5 − µX (where
X ≡ x1x2x3x4x5), the subring R
(3) consists of elements φαˆ = X
αˆ, αˆ = 0, . . . , 3,
which are associated with H(3−αˆ,αˆ), respectively.
The period matrix (4.9) identically satisfies the following holomorphic, first–order
“Gauß-Manin” system:
[
1
∂
∂µα
− Aα(µ)
]
Π = 0 , where Π =


∫
1
W ω∫ pβ
W2ω∫
pγ
W3ω∫
ρ
W4ω

 , (4.10)
and Aα = IΓα +Cα, with
IΓα =


∗ 0
∗ ∗ 0
∗ ∗ ∗ 0
∗ ∗ ∗ ∗

 , Cα =


1
(W
(p)
α )βγ
1

 . (4.11)
This system can be seen as a gauge and coordinate transform of the holomorphic spe-
cial geometry system (3.9) (and also of the non-holomorphic system (3.24)). The ma-
trices Cα are the structure constants of the subring R
(3), and the couplings (W
(p)
α )βγ
are determined by simple polynomial multiplication modulo the vanishing relations,
ie., by pαpβ = W
(p)
αβγp
γ mod ∇W. The crucial point is that also the components of
IΓα can be easily computed
⋆
directly from W (this is explained in detail in [3,4]).
One way to solve the system (4.11) is to go to flat coordinates ta ≡ Xa/X0 where
the Gauß-Manin connection vanishes. As was shown in detail in [4], imposing this
condition gives a differential equation that determines explicitly the dependence of
the Landau-Ginzburg couplings µα on the t
a. (The precise form of this complicated,
non-linear differential equation is not important here and can be inferred from [4].)
In such flat coordinates and in an appropriate gauge, the first–order system takes the
form (3.6). In going to (3.6), we implicitly compute eq. (4.7)
Wabc(t) = W
(p)
αβγ
∂µα
∂ta
∂µβ
∂tb
∂µγ
∂tc
〈V |V 0 〉 , (4.12)
⋆ They arise from the ∇W piece, by partial integration. Note that the above expansion of pαpβ
is in general by no means unique, reflecting the gauge freedom in (4.10).
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where V =
∫
1
Wω and V
0 =
∫
ρ
W4ω. One can view (4.12) as a change from a topo-
logical basis (with indices α, β, γ) to a flat basis (with indices a, b, c), and 〈V |V 0 〉 as
a change of Ka¨hler gauge. It can be inferred from [30] that
〈V |V 0 〉 =
∫
Γ5
ρ
∂1W . . . ∂5W
d5x ≡ 〈〈 ρ 〉〉 , (4.13)
where Γ5 is the direct product of five one-dimensional contours that wind around the
five curves ∂iW = 0, and 〈〈 〉〉 denotes the Grothendieck residue [7,33]. It has the
property: 〈〈H 〉〉 = 1 (up to a constant), where H is the Hessian of the superpotential,
that is, H ≡ det[∂xi∂xjW(xk)]. In general, ρ and H differ by some holomorphic
function and vanishing relations, ρ = fHH mod ∇W, so that
〈V |V 0 〉 = 〈〈 ρ 〉〉 = fH . (4.14)
For example, for the quintic: W
(p)
111 = 1 and fH ∼
1
1−µ5 . It follows that W111 ∼
(µ′)3
1−µ5 ,
which is the result of [2] (in a particular gauge).
In topological Landau-Ginzburg theory [7,33] one considers three–point correla-
tors:
〈〈ΦaΦbΦc 〉〉 = W
(top)
abc 〈〈H 〉〉 , (4.15)
where 〈〈 〉〉 has exactly the same meaning as in (4.13) and where the flat fields are
defined [7] by: Φa(xi, t
b) = − ∂∂taW(xi, µ(t
b)). Referring back to the form of the
superpotential (4.8), one quickly sees that one indeed computes here absolutely the
same thing as in (4.12), that is
†
: W
(top)
abc ≡ Wabc, and the Ka¨hler potential in the
corresponding gauge is: K = − log〈V |V 〉.
This is of course as expected, since also W
(top)
abc can be represented as a triple
derivative of some function F [7]. One might think that this fact already proves the
equality of W
(top)
abc and Wabc of special geometry, defined in (4.6). However in [19] it
was shown that there generally exist at least two different coordinate systems where
Wαβγ = ∂α∂β∂γF with two different and inequivalent Ka¨hler potentials that solve
the defining equations (1.4) of special geometry. Given this potential ambiguity, we
feel, therefore, more comfortable displaying explicitly the relationship between the
† A similar result was obtained in [34], but the precise relation of W
(top)
abc to special geometry
remained unclear.
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couplings W
(top)
abc computed in topological field theory on the one hand, and Wabc and
K of special geometry on the other.
Note that rescaling W → ef(t)W gives an equivalent superpotential. From (4.9)
we see that this just amounts to a Ka¨hler transformation, Ω → e−fΩ. Therefore a
better, covariant way to specify flat fields is
Φα(xi, t
b) = −∇̂αW(xi, t
b) ≡ −
[
∂α − ∂αK̂ ]W(xi, t
b) ,
where ∂αK̂ ≡ −∂α log X
0 ,
(4.16)
such that Φα → e
fΦα. This transformation behavior is actually required for consis-
tency of (4.15) as Wabc → e
−2fWabc and H → e5fH.
5. Outlook
The investigation carried out in this paper leads to a number of open questions.
We saw that in a one–dimensional parameter space the Picard–Fuchs equation is
characterized by W–generators. We believe that it is presently not known what
the analogue of W–generators in higher dimensional parameter spaces would be. It
seems interesting to find these “invariants” of partial differential equations and their
generalized W–algebra. Furthermore, we have seen that for one variable, instanton
corrections to the Yukawa couplings are related to the w4–generator. Thus, there
might be a generic relation between the geometry of the W–algebra and instantons
on Calabi–Yau manifolds. The multi–variable analogue might elucidate the general
structure of instanton corrections to the effective action; it might be instructive to
consider a higher dimensional example explicitly.
Another topic we did not touch upon in this paper is the quantum duality symme-
try. For Calabi–Yau compactification the duality group is related to the monodromy
group of the differential equation [2,4,5,35], which in turn depends on the zeros
and poles of the Yukawa couplings. We are confident that the covariant formulation
(3.13) of the Picard–Fuchs equations presented in this paper will help to understand
the general properties of the duality symmetry.
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Appendix A. Special Geometry
In this appendix we first briefly recall the properties of a Ka¨hler–Hodge manifold
as they are relevant for N = 1 supergravity. Then we turn to special Ka¨hler manifolds
on whose geometrical structure this paper is based. We briefly indicate how special
geometry arises from N = 2 supergravity and assemble the main formulas used in the
text.
A.1. Ka¨hler–Hodge manifolds
The metric of an n–dimensional Ka¨hler manifold M is given by
gαβ(z, z) = ∂α∂βK(z, z) , (A.1)
where K(z, z) is the Ka¨hler potential. Let us introduce the 1−form Q defined by
Q = −
i
2
(
∂αKdz
α − ∂αKdz
α
)
. (A.2)
Under Ka¨hler transformations
K −→ K + f(z) + f(z) (A.3)
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gαβ is left invariant, while Q transforms as a U(1) connection (Ka¨hler connection):
Q −→ Q+ d(Imf) . (A.4)
Introducing the Ka¨hler closed 2−form ω
ω = igαβdz
α ∧ dzβ , dω = 0 , (A.5)
we find
dQ = ω . (A.6)
Therefore, the first Chern class of the U(1) bundle L whose connection is Q coincides
with the Ka¨hler class ω. A manifold with this property is called a Ka¨hler–Hodge
manifold.
A section ψ(z, z) of L with Ka¨hler weight (p, p) is defined by the transformation
law
ψ(z, z) −→ ψ(z, z) e−
p
2
f e−
p
2
f . (A.7)
Accordingly, we define U(1) covariant derivatives by
Dαψ = (∂α +
p
2
∂αK)ψ ,
Dαψ = (∂α +
p
2∂αK)ψ .
(A.8)
A covariantly holomorphic section, satisfying Dαψ = 0, is related to a purely holo-
morphic field ψ˜ by
ψ˜ = e
p
2Kψ . (A.9)
ψ˜ has weight (p− p, 0) and satisfies ∂αψ˜ = 0. The Levi-Civita connections and their
curvatures are defined by
Γαβγ = g
αδ∂βgγδ , R
α
βγδ = ∂γΓ
α
βδ . (A.10)
(Analogous formulas hold for the barred quantities Γα
βγ
and Rα
βγδ
.) Thus for a vector
φα of weight (p, p) the covariant derivatives read
Dαφβ =
(
∂α +
p
2∂αK
)
φβ − Γ
γ
αβφγ ,
Dαφβ =
(
∂α +
p
2
∂αK
)
φβ .
(A.11)
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A.2. Special Ka¨hler manifolds
The notion of special Ka¨hler geometry first arose in the context of coupling vector
multiplets to N = 2 supergravity (in four space–time dimensions). It was shown that
the Ka¨hler manifold spanned by the scalar fields zα of the vector multiplets must be
suitably restricted as a consequence of N = 2 supersymmetry [12]. A coordinate–free
characterization of such restricted geometry was given in [16] in the context of N = 2
supergravity and in [14,15] for a Calabi-Yau moduli space.
In order to understand how special geometry arises from N = 2 supersymmetry
let (λIα, λαI ) be the chiral–antichiral components of the gaugino field (I = 1, 2 being an
O(2) index), and AAµ (A = 0, 1, . . . , n) the vector superpartners and the graviphoton.
On general grounds, their supersymmetry transformation laws are
δǫA
A
µ = f
A
α λ
αI
γµǫ
JǫIJ − 2ǫIJL
AǫIψJµ + h.c. ,
δǫλ
αI = −2igαβǫJ
[
Cβγδλ
γI
λδJ + Cβγδλ
γ
Lλ
δ
M ǫ
ILǫJM
]
+ . . .
(A.12)
where the dots stand for terms that are irrelevant for now. Here ǫI and ψIµ are the
(chiral) supersymmetry parameter and gravitino field respectively, and ǫIJ is the O(2)
antisymmetric symbol. The sections LA, fAα , Cαβγ, Cαβγ and their chiral partners
L
A
, f
A
α , Cαβγ , Cαβγ are a priori unrestricted scalars and tensors whose Ka¨hler weight
is fixed by Ka¨hler covariance. The restrictions on the Ka¨hler geometry arise from the
on–shell closure of the above supersymmetry transformation rules. In the superspace
approach, this corresponds to imposing the Bianchi identities on the supercurvatures.
One finds that the closure on AAµ implies
DαL
A = 0 , DαL
A
= 0 ,
DαL
A = fAα , DαL
A
= f
A
α ,
Dαf
A
β = gαβL
A
, Dαf
A
β = gαβL
A .
(A.13)
(Note that the last set of equations is just the integrability condition of the second
set.) Closure of the gaugino transformation implies
Cαβγ = Cαβγ = 0 ,
Dαf
A
β = −iCαβγg
γδf
A
δ ,
Dαf
A
β = −iCαβγg
γδfAδ ,
DαCβγδ = D[αCβ]γδ = 0 ,
DαCβγδ = D[αCβ]γδ = 0 ,
(A.14)
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as well as Cαβγ being a completely symmetric tensor. As an integrability condition
of eq. (A.14), one finds that the curvature satisfies the following constraint
Rαβγδ = gαβgδγ + gαδgβγ − Cβδµg
µµCµαγ . (A.15)
From eq. (A.14) we also learn that Cαβγ obeys
Cαβγ = DαDβDγS , (A.16)
where S has weight (2,−2).
The above properties lead to the following definition of a special Ka¨hler manifold.
A special Ka¨hler manifold is a Ka¨hler–Hodge manifold for which there exists a set
of n + 1 sections LA(z, z) and L
A
(z, z) of weight (1,−1) and (−1, 1) respectively,
satisfying (A.13) and (A.14), and a section of weight (2,−2) ((−2, 2)) Cαβγ (Cαβγ)
which is completely symmetric in its indices and satisfies (A.14).
Equivalently, a special Ka¨hler manifold can be defined by introducing a 3–index
symmetric tensor Cαβγ on a Ka¨hler–Hodge manifold with the properties (A.14) and
furthermore restricting the curvature by the constraint (A.15) . The existence of the
sections LA and their properties then follow.
The Ka¨hler potential itself is most easily expressed in terms of holomorphic sec-
tions. By using (A.9) one defines XA(z) and Wαβγ(z) of Ka¨hler weight (2, 0) and
(4, 0) respectively:
XA(z) = e−
K
2 LA(z, z) , ∂αX
A = 0 ,
Wαβγ(z) = e
−KCαβγ(z, z) , ∂αWβγδ = 0 .
(A.17)
We also need to introduce a functional F (XA) which is holomorphic and homo-
geneous of degree 2 in the XA:
2F = XAFA(X) , FA ≡
∂
∂XA
F . (A.18)
In terms of XA and FA the Ka¨hler potential which solves the constraints (A.14) and
(A.15) reads
K(z, z) = − ln iY , Y = XANABX
B = XAFA −X
A
FA , (A.19)
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where
NAB = FAB(X)− FAB(X) , FAB = ∂A∂BF . (A.20)
Furthermore, Cαβγ is given by
Cαβγ = DαDβDγS = e
K∂αX
A∂βX
B∂γX
CFABC ,
S = −
1
2
eKXANABX
B .
(A.21)
From eqs. (A.13), (A.14) and (A.17)-(A.21) it is straightforward to verify that
XA and FA satisfy the same set of constraints. Therefore we introduce the (2n + 2)
dimensional row vectors
⋆
V = (XA, FA) :≡ (X
0, Xα, Fα,−F0) , (α = 1, . . . , n) . (A.22)
Using (A.17)–(A.21) we rewrite the identities (A.13) and (A.14) as follows
DαV = Uα
DαUβ = −iCαβγg
γδU δ
DαUβ = gαβV
DαV = 0 .
(A.23)
It is this set of constraints we use in the main text. Similarly, one derives the con-
straints including the anti–holomorphic derivative Dα.
The Ka¨hler potential can be expressed in terms of V and V † as follows:
K = − ln
(
V (−iQ)V †
)
, (A.24)
which makes its Sp(2n+ 2, IR) symmetry manifest. Above, Q is a symplectic metric
which satisfies Q2 = −1 , Q = −QT . Our convention is
Q =


1
−1 n
1 n
−1

 . (A.25)
Note that the vector V in (A.22) is symplectic with respect to this metric.
⋆ We take the expression (XA, FA) always as an abbreviation for (X0, Xa, Fa,−F0).
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An important property which follows from eqs. (A.23) is that the connections
of special geometry defined in eq. (A.11) naturally decompose into holomorphic and
non-holomorphic parts [11]. This fact can be displayed by defining
ta(z) =
Xa
X0
. (A.26)
In terms of ta and X0 one finds
Kα(z, z) = K̂α(z) +Kα(z, z) ,
Γγαβ(z, z) = Γ̂
γ
αβ(z) + T
γ
αβ(z, z) ,
(A.27)
where
Kα(z, z) = e
a
α(z)Ka(z, z) ≡ e
a
α(z)
∂
∂ta
K(t(z), t(z))
K̂α(z) =− ∂α lnX
0(z)
eaα(z) = ∂αt
a(z)
T γαβ(z, z) = e
a
αe
b
β∂bgadg
−1dce−1γc
Γ̂γαβ(z) = (∂βe
a
α)e
−1γ
a .
(A.28)
The holomorphic objects K̂α and Γ̂
α
βγ transform as connections under Ka¨hler and
holomorphic reparametrizations respectively; moreover Tαβγ is a tensor under holo-
morphic diffeomorphisms and Kα is Ka¨hler invariant. As a consequence one can
define holomorphic covariant derivatives in analogy with (A.11) by
D̂αφβ = (∂α +
p
2∂αK̂)φβ − Γ̂
γ
αβφγ . (A.29)
The covariant Picard–Fuchs equations precisely use this holomorphic derivative.
Moreover, Γ̂ is a flat connection, i.e. satisfies
R̂γδαβ ≡ ∂δΓ̂
γ
αβ − ∂αΓ̂
γ
δβ + Γ̂
µ
αβΓ̂
γ
µδ − Γ̂
µ
δβΓ̂
γ
µα = 0 . (A.30)
The holomorphic metric for which Γ̂ is a connection reads
ĝαβ = e
a
αe
b
βηab (A.31)
where ηab is a constant (invertible) symmetric matrix. (Note that ĝαβ has two holo-
morphic indices in contrast to the Ka¨hler metric gαβ.)
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The flat coordinates are exactly the “special coordinates” ta = zα. In these
coordinates we find
eaα = δ
a
α, Γ̂
δ
αβ = 0, ĝαβ = ηαβ (A.32)
(The gauge choice X0 = 1 implies K̂α = 0.)
In terms of ta one defines the Ka¨hler invariant function
F(ta) ≡ (X0)−2F (XA) . (A.33)
The Ka¨hler potential can then be expressed as (up to Ka¨hler freedom)
K = −lni
[
2(F − F) + (Fa + Fa)(t
a − t
a
)
]
. (A.34)
The special coordinates ta play the double role of flat coordinates for the holo-
morphic geometry with flat connection Γ̂ and of “free falling frame” coordinates for
(non-holomorphic) special geometry. The analogue of local Lorentz transformations
in the free falling frame is given in our case by the symplectic transformations that
relate equivalent patches of special coordinates.
Appendix B. Remarks on w3 = 0 and covariantly constant w4.
We first show that w3 = 0 does not imply that the solutions of eq. (2.1) are
equivalent to (2.10). Let us start from an arbitrary solution V = (v1, v2, v3, v4). It
is always possible to rescale the entire vector V by 1/v1. This leads to V → V˜ =
(1, v2/v1, v3/v1, v4/v1) where V˜ satisfies an equation (2.1) with a0 = 0. In the next
step we perform the coordinate transformation z → z˜ = v2/v1. In these coordinates
eq. (2.1) turns into(
∂˜4 + a˜3∂˜
3 + a˜2∂˜
2
)
V˜ = 0 , V˜ = (1, z˜, f1(z˜), f2(z˜)) (B.1)
(Again, we have scaled out a4). The two steps so far can be done for any fourth–order
equation. It is equivalent to fixing the scale (Ka¨hler)–freedom and the coordinate
frame. In these new coordinates w3 is given by (we drop the tilde)
w3 = −∂a2 −
1
2
a2a3 +
1
2
∂2a3 +
3
4a3∂a3 +
1
8a
3
3 . (B.2)
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By writing a3 = −2∂ lnW and a2 = b2W , w3 simplifies to
w3 =W (∂b2 − ∂
3W−1) . (B.3)
Thus w3 = 0 implies the relation
b2 = ∂
2W−1 + c1 , (B.4)
where c1 is a constant. Inserting (B.4) into (B.1) we find
(
∂2W−1∂2 + c1∂2
)
V˜ = 0 . (B.5)
For c1 = 0 this is solved by
∂2f1 =W, ∂
2f0 = zW (B.6)
which implies
f0 = zf1 − 2f1 + c2z + c3 . (B.7)
This is precisely what is true in special geometry. However, one can easily check (by
series expansion) that this does not apply any more if c 6= 0. This means that w3 = 0
does not fully characterize the differential equation (2.6) of special geometry.
Finally, we briefly discuss solutions of the generic fourth–order equation (2.5)
with covariantly constant w4:
D̂ w4 = 0 . (B.8)
This can easily be solved in special coordinates, where (B.8) reduces to ∂w4(t) = 0,
by setting
W (t) = e
√
5αt . (B.9)
From this we obtain w2 = −
5
2
α2 and w4 = α
4, and (2.5) is solved by first changing
to the coordinate system u(t) where w2 = 0, that is, where
{u, t} = −1
2
α2 . (B.10)
Then one solves the associated second–order linear differential equation
θ′′ − α2θ = 0⇒ θ1 = eαt , θ2 = e−αt u(t) ≡
θ1
θ2
= e2αt . (B.11)
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In the coordinates u we have
w4(u) =
( dt
du
)4
w4(t) =
(
α
dt
du
)4
=
1
16u4
, (B.12)
and the fourth–order differential equation (2.5) becomes:
V˜ iv +
1
16u4
V˜ = 0 V˜ =
(
u′)
)3/2
V (B.13)
It has solutions V˜ = uβi , where βi are the roots of
β(β − 1)(β − 2)(β − 3) +
1
16
= 0 . (B.14)
Altogether we find:
V (t) = e3αt
(
e2αβ1t, e2αβ2t, e2αβ3t, e4αβ4t
)
. (B.15)
This is similar to the instanton–corrected solution of [2], and more specifically suggests
that a covariantly constant w4 characterizes single instantons, in accordance with our
considerations in sect. 2.1.
Appendix C. Differential equations for cubic F -functions
It is helpful to first reconsider the first–order system for one variable. We have
seen in sect. 2.2 that for constant Yukawa coupling and in special coordinates, where
W = 1 and F = 16 t
3, the matrix connection is given by the step generator
Aw = C ≡


0 1 0 0
0 0 1 0
0 0 0 1
0 0 0 0

 = J− , (C.1)
of the principal SL(2) subgroup K ⊂ Sp(4). The diagonal generator J0 belongs to
the gauge group. Thus, in accordance with our considerations in sect 3.1, the moduli
space is SL(2)/U(1).
More generally, all special geometries with a cubic F–function
F =
1
3!
Wabc
XaXbXc
X0
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correspond to special, homogeneous Ka¨hlerian manifolds, G/H [12,36]. They typically
describe moduli spaces of orbifolds.
Let us fix the gauge Xa ≡ ta, X0 ≡ 1. Then the flat coordinates ta are associated
to G/H. More precisely, they are associated with the (mutually commuting) broken
raising generators of G in the Cartan-Weyl basis, and thus they are coordinates of
Gc/B (which is, essentially, isomorphic to G/H). Furthermore, the subgroups H
act linearly on the coordinates. One may view these groups as being gauged by the
connections Γ̂ in (3.10). Thus the generalization to many variables is the system of
coupled matrix differential equations
[
1∂a − Ca
]
V = 0, (C.2)
where Ca are the generators of G/H appropriately embedded into sp(2n + 2) (with
n = dimcG/H). These equations are solved by each column of the symplectic matrix
V = et
a
Ca =


1 ta Fa F
0 1 Fab t
a Fab − Fb
0 0 1 tb
0 0 0 1

 , (C.3)
whose first row gives the “period” vector
⋆
, V = (1, ta, 12Wabct
btc, 16Wabct
atbtc). Ob-
serve that V ∈ Gc/B ∼= G/H reflecting the fact that the moduli space is given by
G/H. Furthermore, the Yukawa couplings are just the top-bottom components of the
triple product of coset generators (cf. (4.7)):
Wabc =
(
CaCbCc
)
1
(2n+2)
The symplectic embeddings
†
of G generalize the principal embedding of K.
Note that in order for F to be cubic, the representation of V must be irreducible with
respect to G:
R = 2n+ 2 of Sp(2n+ 2, IR) −→ r = 2n+ 2 of G ,
⋆ Note that the components of V are like elements of some local ringR(3), the structure constants
of which are given by the coset generators Cα.
† Such symplectic embeddings have also been considered in [37].
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so that the top and bottom rows of V are highest and lowest weights of r. Otherwise,
the action ofCa vanishes on some intermediate components ofV (the highest weights),
which implies that Wabc ≡ 0. For example, for
SU(n,1)
U(n) with n > 1, r = n+ 1⊕ n+ 1
is reducible and accordingly, F is not cubic but only quadratic.
As an example, consider [37]
G/H =
SU(3, 3)
SU(3)× SU(3)× U(1)
, dimcG/H = n = 9 . (C.4)
Here, G = SU(3, 3) is maximally embedded in Sp(20) according to 20 = (6 × 6 ×
6)antisym. The variables t
a correspond to the broken generators Ca, which transform
as (3, 3) under SU(3) ⊗ SU(3). These matrices are the following nine commuting
generators of G = SU(3, 3) in the 20−dimensional, threefold totally symmetric rep-
resentation: 

0 δji δ
j
i
0 0
0 0 ǫijkǫijk 0
0 0 0 δji δ
j
i
0 0 0 0

 (C.5)
with i, i,= 1, · · ·3. The local symmetry group H = U(3) × U(3) is embedded in
U(9)× U(1).
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