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SEVERAL CLASSES OF CYCLIC CODES WITH EITHER
OPTIMAL THREE WEIGHTS OR A FEW WEIGHTS
ZILING HENG AND QIN YUE
Abstract. Cyclic codes with a few weights are very useful in the design of fre-
quency hopping sequences and the development of secret sharing schemes. In this
paper, we mainly use Gauss sums to represent the Hamming weights of a general
construction of cyclic codes. As applications, we obtain a class of optimal three-
weight codes achieving the Griesmer bound, which generalizes a Vega’s result in
[18], and several classes of cyclic codes with only a few weights, which solve the
open problem in [18].
1. Introduction
Let Fq be a finite field with q elements, where q is a power of a prime. An [n, l, h]
linear code over Fq is an l-dimensional subspace of F
n
q with minimum Hamming
distance h. We call an [n, l] linear code C cyclic if c = (c0, c1, · · · , cn−1) ∈ C implies
that (cn−1, c0, · · · , cn−2) ∈ C. By identifying a vector c of Fnq with
c0 + c1x+ · · ·+ cn−1xn−1 ∈ Fq[x]/(xn − 1),
a code of length n corresponds to a subset of Fq[x]/(x
n−1). It is easy to deduce that
a linear code C is cyclic if and only if it is an ideal of the ring Fq[x]/(xn − 1). Then
there exists a monic polynomial g(x) of the least degree such that C = 〈g(x)〉 and
g(x)|(xn−1). Hence g(x) is called the generator polynomial of C and the polynomial
h(x) = (xn − 1)/g(x) is called the parity-check polynomial of C.
Let Ai denote the number of codewords with Hamming weight i in a linear code C
of length n. The weight enumerator of C is defined by
1 + A1z + · · ·+ Anzn.
The sequence (1, A1, · · · , An) is called the weight distribution of C. Weight distri-
bution is an important topic due to its application to estimate the error correcting
capability and the error probability of error detection of a code. And it was investi-
gated in many papers [1, 2, 3, 10, 14, 15, 16, 18, 20, 21, 22, 23, 24].
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Determining the weight distributions of cyclic codes is, in general, very difficult.
And cyclic codes with a few weights have many important applications in coding
theory and cryptography. In the past years, cyclic codes with two or three weights
were studied in [2, 3, 7, 13, 14, 15, 19, 25]. However, most of these researches focused
on cyclic codes over a prime field.
Let d, k be positive integers. Let Fqk be an extension of a finite field Fq, γ a
primitive element of Fqk and ha(x) ∈ Fq[x] the minimal polynomial of γ−a for a
positive integer a. In this paper, we always assume that e1 and e2 are positive
integers with gcd( q
k−1
q−1 , e2) = 1, gcd(q − 1, ke1 − e2) = d, and gcd(q − 1, e1, e2) = 1.
Then deg(h (qk−1)e1
q−1
(x)) = 1 and deg(he2(x)) = k by gcd(
qk−1
q−1 , e2) = 1. Moreover, we
can get that gcd(k, d) = 1. We define a cyclic code
C
(( q
k
−1
q−1
)e1,e2)
= {c(a, b) : a ∈ Fq, b ∈ Fqk}, (1.1)
where
c(a, b) = (aγ
(qk−1)e1i
q−1 + Trqk/q(bγ
e2i))n−1i=0 .
Since gcd( q
k−1
q−1 , e2) = 1 and δ1 := gcd(q
k − 1, (qk−1)e1
q−1 , e2) = gcd(q − 1, e1, e2) = 1, its
length is equal to
n =
qk − 1
δ1
= qk − 1.
It follows from Delsarte’s Theorem [1] that the code C
(( q
k
−1
q−1
)e1,e2)
is a [qk − 1, k + 1]
cyclic code over Fq with the parity-check polynomial
h(x) = h (qk−1)e1
q−1
(x)he2(x).
This construction approach is generic in the sense that some known codes were
given by it. We describe the known results as follows.
(1) For k = 2, d = 1, even q, e1 = 1 and e2 = q − 1, a class of three-weight binary
cyclic codes C(q+1,q−1) was investigated by C. Li, Q. Yue, et al. in [15].
(2) For k = 2, d = 1, a class of optimal three-weight cyclic codes over any field
was presented by G. Vega in [18]. And G. Vega [18] presented an open problem to
determine the weight distribution for k = 2 and d > 1.
In this paper, we mainly use Gauss sums to represent the weights of the cyclic code
C
(( q
k
−1
q−1
)e1,e2)
over any field Fq. A lower bound of the minimum distance of C(( qk−1
q−1
)e1,e2)
is given. And we explicitly determine the weight distribution of the cyclic code
C
(( q
k
−1
q−1
)e1,e2)
in the following four cases.
(1) If d = 1, it is an optimal three-weight cyclic code with respect to the Griesmer
bound, which generalizes the Vega’s result in [18] from 2 to any positive integer k.
(2) If d = 2, it has four nonzero weights.
(3) If d = 3, it has no more than five nonzero weights. In some special cases, it is
four-weight.
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(4) If d = 4, it has no more than six nonzero weights. In some special cases, it is
four-weight.
In fact, we solve the open problem proposed by G. Vega [18] for d = 2, 3, 4 with
any k.
This paper is organized as follows. In Section 2, we introduce some results about
Gauss sums, Jacobi sums, and cyclotomic classes. In Section 3, we use Gauss sums
to represent the weights of C
(( q
k
−1
q−1
)e1,e2)
. In Section 4, we determine the weight distri-
butions of the codes for d = 1, 2, 3, 4. In Section 5, we conclude this paper.
For convenience, we introduce the following notations in this paper:
q = pe p a prime,
Fqk finite field with q
k elements and k a positive integer,
γ primitive element of Fqk ,
δ primitive element of Fq,
χ canonical additive character of Fq,
χ′ canonical additive character of Fqk ,
ψ multiplicative character of Fq,
ψ′ multiplicative character of Fqk ,
ϕ multiplicative character of order d of Fq,
η quadratic multiplicative character of Fq,
Trqk/q trace function from Fqk to Fq,
ω primitive 3-th root of complex unity −1+
√−3
2
,
i primitive 4-th root of complex unity
√−1
Re(x) real part of a complex number x.
2. Preliminaries
2.1. Gauss sums. Let Fq be a finite field with q elements, where q is a power of a
prime p. The canonical additive character of Fq is defined as follows:
χ : Fq −→ C∗, χ(x) = ζTrq/p(x)p ,
where ζp denotes the p-th primitive root of unity and Trq/p is the trace function from
Fq to Fp. The orthogonal property of additive characters [12] is given by:∑
x∈Fq
χ(ax) =
{
q, if a = 0,
0 otherwise.
Let ψ : F∗q −→ C∗ be a multiplicative character of F∗q. The trivial multiplicative
character χ0 is defined by ψ0(x) = 1 for all x ∈ F∗q . For two multiplicative characters
ψ, λ of F∗q , we can define the multiplication by setting λψ(x) = λ(x)ψ(x) for all
x ∈ F∗q. Let ψ¯ be the conjugate character of ψ defined by ψ¯(x) = ψ(x), where
ψ(x) denotes the complex conjugate of ψ(x). It is easy to deduce that ψ−1 = ψ¯. It
is known [12] that all the multiplicative characters form a multiplication group F̂∗q
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which is isomorphic to F∗q. The orthogonal property of multiplicative characters [12]
is given by: ∑
x∈F∗q
ψ(x) =
{
q − 1, if ψ = ψ0,
0 otherwise.
The Gauss sum over Fq is defined by
G(ψ, χ) =
∑
x∈F∗q
ψ(x)χ(x).
It is easy to see that G(ψ0, χ) = −1 and G(ψ¯, χ) = ψ(−1)G(ψ, χ). Gauss sum is an
important tool in this paper to compute exponential sums. In general, the explicit
determination of Gauss sums is a difficult problem. In some cases, Gauss sums are
explicitly determined in [5, 23].
Let ( ·
p
) denote the Legendre symbol. The well-known quadratic Gauss sums are
given in the following.
Lemma 2.1. [12] Suppose that q = pe and η is the quadratic multiplicative character
of Fq, where p is an odd prime. Then
G(η, χ) = (−1)e−1
√
(p∗)e =
{
(−1)e−1√q, if p ≡ 1 (mod 4),
(−1)e−1(√−1)e√q, if p ≡ 3 (mod 4),
where p∗ = (−1
p
)p = (−1) p−12 p.
2.2. Jacobi sums. If ψ is a multiplicative character of Fq, then ψ is defined for all
nonzero elements of Fq. It is now convenient to extend the definition of ψ by setting
ψ(0) = 1 if ψ is the trivial character and ψ(0) = 0 if ψ is a nontrivial character.
Let ψ1, . . . , ψm be m multiplicative characters of Fq. Then the sum
J(ψ1, . . . , ψm) =
∑
c1+···+cm=1
ψ1(c1) · · ·ψm(cm),
with the summation extended over all m-tuples (c1, . . . , cm) of elements of Fq satis-
fying c1 + · · ·+ cm = 1, is called a Jacobi sum in Fq.
A relationship between Jacobi sums and Gauss sums is given in the following.
Lemma 2.2. ([11]) If ϕ is a cubic multiplicative character of Fq, then
G(ϕ, χ)3 = qJ(ϕ, ϕ).
Let ϕ be a cubic multiplicative character of Fq. We give some brief facts about
J(ϕ, ϕ). It is clear that the values of ϕ are in the set {1, ω, ω2}, where ω = −1+
√−3
2
.
Hence
J(ϕ, ϕ) =
∑
u+v=1
ϕ(u)ϕ(v) ∈ Z[ω].
Then we have J(ϕ, ϕ) = a + bω with a, b ∈ Z and
q = |J(ϕ, ϕ)|2 = a2 − ab+ b2.
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The following lemma, which can be found in [11], will be used in this correspondence.
Lemma 2.3. Suppose that q ≡ 1 (mod 3) and that ϕ is a cubic multiplicative char-
acter of Fq. Set J(ϕ, ϕ) = a+ bω as above. Then
(a) b ≡ 0 (mod 3);
(b) a ≡ −1 (mod 3).
Let A = 2a− b and B = b/3. Then A ≡ 1 (mod 3) and 4q = A2 + 27B2. And A
is uniquely determined by 4q = A2 + 27B2.
Jacobi sums have been widely used in coding theory. For more details about Jacobi
sums, the reader is referred to [11, 12].
2.3. Cyclotomic classes. Let δ be a primitive element of Fq. For any divisor N of
q − 1, we define
C
(N)
i = δ
i〈δN〉
for i = 0, 1, · · · , N−1, which are called the cyclotomic classes of order N of F∗q. Note
that C
(N)
0 is a cyclic subgroup of F
∗
q . And there is a coset decomposition as follows:
F
∗
q =
N−1⋃
i=0
C
(N)
i .
3. Weights of the cyclic code C
(( q
k
−1
q−1
)e1,e2)
In this section, we use Guass sums to represent the weights of the codewords in
the cyclic code C
(( q
k
−1
q−1
)e1,e2)
defined by (1.1). For a codeword c(a, b) in C
(( q
k
−1
q−1
)e1,e2)
,
its Hamming weight is equal to
wH(c(a, b)) = |{i : aγ
qk−1
q−1
e1i + Trqk/q(bγ
e2i) 6= 0, 0 ≤ i ≤ qk − 2}|
= qk − 1− Z(a, b),
where
Z(a, b) = |{i : aγ q
k
−1
q−1
e1i + Trqk/q(bγ
e2i) = 0, 0 ≤ i ≤ qk − 2}|
=
1
q
qk−2∑
i=0
∑
y∈Fq
χ(yaγ
qk−1
q−1
e1i + yTrqk/q(bγ
e2i))
=
qk − 1
q
+
1
q
∑
y∈F∗q
∑
x∈F∗
qk
χ(yax
qk−1
q−1
e1) · χ′(ybxe2),
where χ′ = χ · Trqk/q is a lift of χ from Fq to Fqk .
Let
S(e1,e2)(a, b) :=
∑
x∈F∗
qk
χ(ax
qk−1
q−1
e1) · χ′(bxe2)
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and
T(e1,e2)(a, b) :=
∑
y∈F∗q
S(e1,e2)(ya, yb).
In order to compute the valuation of Te1,e2(a, b), we need the following two lemmas
(see [12]).
Lemma 3.1. Let χ be a nontrivial additive character of Fq and ψ a multiplicative
character of Fq of order s = gcd(n, q − 1). Then∑
x∈Fq
χ(axn + b) = χ(b)
s−1∑
j=1
ψ¯j(a)G(ψj , χ)
for any a, b ∈ Fq with a 6= 0.
Lemma 3.2. (Davenport-Hasse Theorem) Let χ be an additive and ψ a multiplicative
character of Fq, not both of them trivial. Suppose χ and ψ are lifted to characters χ
′
and ψ′, respectively, of the finite field Fqk of Fq with [Fqk : Fq] = k. Then
G(ψ′, χ′) = (−1)k−1G(ψ, χ)k.
Lemma 3.3. Let e1, e2 be positive integers such that gcd(
qk−1
q−1 , e2) = 1, gcd(q −
1, ke1 − e2) = d with d a positive integer. Let χ be the canonical additive character
of Fq, and a ∈ F∗q, b ∈ F∗qk . Then
T(e1,e2)(a, b) = (−1)k−1
d−1∑
i=0
ϕ¯i(b
qk−1
q−1 a−k)G(ϕ¯ki, χ)G(ϕi, χ)k,
where ϕ is a multiplicative character of order d of Fq. In particular, T(e1,e2)(a, b) = 1
if d = 1.
Proof. Since F∗qk = 〈γ〉 and F∗q = 〈δ〉, where δ := γ
qk−1
q−1 , there is a coset decomposition
of F∗
qk
as follows:
F
∗
qk =
q−2⋃
i=0
γi〈γq−1〉.
Then we have
S(e1,e2)(a, b) =
qk−2∑
i=0
χ(aγ
qk−1
q−1
e1i)χ′(bγe2i) =
q−2∑
i=0
χ(aδie1)
∑
θ∈γi〈γq−1〉
χ′(bθe2).
Since gcd( q
k−1
q−1 , e2) = 1 and the order of γ
q−1 is equal to q
k−1
q−1 , we have∑
θ∈γi〈γq−1〉
χ′(bθe2) =
∑
ω∈〈γq−1〉
χ′(bγe2iω)
=
1
q − 1
∑
x∈F∗
qk
χ′(bγe2ixq−1).
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Let N be the norm mapping from Fqk to Fq. For a multiplicative character ψ of Fq, it
can be lifted from Fq to Fqk by ψ
′ = ψ ◦N . Moreover, if ψ is of order q−1, then ψ′ is
of order q − 1. Let ψ′0 a trivial multiplicative character of Fqk , then G(ψ′0, χ′) = −1.
By Lemmas 3.1 and 3.2, we have
∑
x∈F∗
qk
χ′(bγe2ixq−1) = −1 +
∑
x∈F
qk
χ′(bγe2ixq−1)
= G(ψ′0, χ
′) +
q−2∑
j=1
(ψ¯′)j(bγie2)G(ψ
′j, χ′)
=
∑
ψ∈F̂∗q
G(ψ ◦N,χ′)ψ¯(N(bγie2))
= (−1)k−1
∑
ψ∈F̂∗q
G(ψ, χ)kψ¯(N(bγie2))
= (−1)k−1
∑
ψ∈F̂∗q
G(ψ, χ)kψ¯(b
qk−1
q−1 δie2).
Hence we have
S(e1,e2)(a, b) =
(−1)k−1
q − 1
∑
x∈F∗q
χ(axe1)
∑
ψ∈F̂∗q
G(ψ, χ)kψ¯(b
qk−1
q−1 xe2).
and
T(e1,e2)(a, b) =
(−1)k−1
q − 1
∑
x,y∈F∗q
χ(ayxe1)
∑
ψ∈F̂∗q
G(ψ, χ)kψ¯(b
qk−1
q−1 ykxe2).
We make a variable transformation as follows:
{
x = x,
z = axe1y,
i.e.
{
x = x,
y = a−1x−e1z.
Note that z runs through F∗q when y runs through F
∗
q. Hence by gcd(q−1, e2−ke1) = d,
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T(e1,e2)(a, b) =
(−1)k−1
q − 1
∑
x,z∈F∗q
χ(z)
∑
ψ∈F̂∗q
G(ψ, χ)kψ¯(b
qk−1
q−1 a−kzkxe2−ke1)
=
(−1)k−1
q − 1
∑
x,z∈F∗q
χ(z)
∑
ψ∈F̂∗q
G(ψ, χ)kψ¯(b
qk−1
q−1 a−kzkxd)
=
(−1)k−1
q − 1
∑
z∈F∗q
χ(z)
∑
ψ∈F̂∗q
G(ψ, χ)kψ¯(b
qk−1
q−1 a−kzk)
∑
x∈F∗q
ψ¯(xd)
=
(−1)k−1
q − 1
∑
ψ∈F̂∗q
G(ψ, χ)kψ¯(b
qk−1
q−1 a−k)
∑
z∈F∗q
χ(z)ψ¯(zk)
∑
x∈F∗q
ψ¯d(x)
= (−1)k−1
d−1∑
i=0
ϕ¯i(b
qk−1
q−1 a−k)G(ϕ¯ki, χ)G(ϕi, χ)k,
where ϕ is a multiplicative character of order d of Fq and the last equality holds due
to the fact that ∑
x∈F∗q
ψ¯d(x) =
{
q − 1 if ψd = ψ0,
0 otherwise.
If d = 1, then
T(e1,e2)(a, b) =
(−1)k−1
q − 1
∑
x,z∈F∗q
χ(z)G(ψ0, χ)
kψ¯0(b
qk−1
q−1 a−kzkx) = 1,
where ψ0 is the trivial multiplicative character of Fq. 
Theorem 3.4. Let C
(
(qk−1)e1
q−1
, e2) be a cyclic code defined as (1.1). Suppose that
gcd( q
k−1
q−1 , e2) = 1, gcd(q − 1, e1, e2) = 1, and gcd(q − 1, ke1 − e2) = d. Then
wH(c(a, b)) =

0 if a = b = 0,
qk − 1 if a 6= 0 and b = 0,
qk−1(q − 1) if a = 0 and b 6= 0.
If a 6= 0 and b 6= 0, then
wH(c(a, b)) =
(qk − 1)(q − 1)
q
− (−1)
k−1
q
d−1∑
i=0
ϕ¯i(b
qk−1
q−1 a−k)G(ϕ¯ki, χ)G(ϕi, χ)k,
where χ is a canonical additive character of Fq and ϕ is a multiplicative character of
order d of Fq.
Proof. We have
wH(c(a, b)) = q
k − 1− q
k − 1
q
− 1
q
T(e1,e2)(a, b).
It is obvious that T(e1,e2)(0, 0) = (q − 1)(qk − 1).
OPTIMAL THREE-WEIGHT CYCLIC CODE 9
If a 6= 0 and b = 0, we have
T(e1,e2)(a, 0) =
∑
x∈F∗
qk
∑
y∈Fq∗
χ(ax
qk−1
q−1
e1y) = −(qk − 1).
If a = 0 and b 6= 0. There is a coset decomposition of F∗
qk
:
F
∗
qk =
qk−1
q−1
−1⋃
i=0
γiF∗q.
Then by gcd( q
k−1
q−1 , e2) = 1 we have
T(e1,e2)(0, b) =
∑
y∈Fq∗
∑
x∈F∗q
qk−1
q−1
−1∑
i=0
χ′(byxe2γie2)
=
∑
x∈F∗q
∑
y∈Fq∗
qk−1
q−1
−1∑
i=0
χ′(bxe2(γiy))
=
∑
x∈F∗q
∑
z∈F∗
qk
χ′(bxe2z) = −(q − 1).
If a 6= 0 and b 6= 0, we get the result by Lemma 3.3 . 
Remark 3.5. By Theorem 3.4, we have to evaluate Gauss sums to completely deter-
mine the weight distribution of C
(( q
k
−1
q−1
)e1,e2)
. In general, we can do it for some small
d. If k = 2 and d = 1, the weight distribution was given by Vega in [18].
Corollary 3.6. Let the notations and hypothesis be the same as that in Theorem 3.4.
For the minimum Hamming distance h of the cyclic code C
(( q
k
−1
q−1
)e1,e2)
, we have
h ≥ qk−1(q − 1)− 1− (d− 1)q k−12 .
Proof. For a trivial multiplicative ψ0, we know that G(ψ0, χ) = −1. And for ψ 6= ψ0,
|G(ψ, χ)| = q1/2. Therefore, for a 6= 0, b 6= 0, by Theorem 3.4,
|(−1)
k−1
q
d−1∑
i=0
ϕ¯i(b
qk−1
q−1 a−k)G(ϕ¯ki, χ)G(ϕi, χ)k|
=
1
q
|1 +
d−1∑
i=1
ϕ¯i(b
qk−1
q−1 a−k)G(ϕ¯ki, χ)G(ϕi, χ)k|
≤ 1
q
(1 + (d− 1)q k+12 ).
Hence,
wH(c(a, b)) ≥ qk−1(q − 1)− 1− (d− 1)q k−12 .

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4. Weight distributions of C
(( q
k
−1
q−1
)e1,e2)
for some small d
4.1. d = 1. In this subsection, we show that the C
(( q
k
−1
q−1
)e1,e2)
is a three-weight optimal
cyclic code with respect to the Griesmer bound if d = 1, which generalizes a Vega’s
result [18] from k = 2 to arbitrary positive integer k ≥ 2.
Let nq(l, h) be the minimum length n for which an [n, l, h] linear code over Fq
exists. The well-known Griesmer lower bound is given in the following.
Lemma 4.1. (Griesmer bound)
nq(l, h) ≥
l−1∑
i=0
⌈ h
qi
⌉.
Theorem 4.2. Let gcd( q
k−1
q−1 , e2) = 1 and C(( qk−1
q−1
)e1,e2)
be defined as (1.1).
If gcd(q−1, ke1−e2) = 1, then C(( qk−1
q−1
)e1,e2)
is a three-weight [qk−1, k+1, qk−1(q−
1) − 1] optimal cyclic code over Fq with respect to the Griesmer bound. Its weight
distribution is given in Table 1.
Moreover, let gcd(q−1, e1, e2) = 1. Then it is optimal only if gcd(q−1, ke1−e2) = 1.
Table 1. Weight distribution of the code in Theorem 4.2
weight Frequency
0 1
qk−1(q − 1)− 1 (q − 1)(qk − 1)
qk−1(q − 1) qk − 1
qk − 1 q − 1
Proof. If d = gcd(q − 1, ke1 − e2) = 1, then gcd(q − 1, e1, e2) = 1 and by Lemma 3.3
Te1,e2(a, b) = 1 with a 6= 0 and b 6= 0. Hence wH(c(a, b) = qk − qk−1− 1 for a 6= 0 and
b 6= 0. By Theorem 3.4, we have the weight distribution in Table I. We know that
the minimal distance h of C
(( q
k
−1
q−1
)e1,e2)
is equal to qk − qk−1 − 1. It is clear that
qk − 1 =
k∑
i=0
⌈ h
qi
⌉.
Therefore, it is a three-weight optimal cyclic code by Lemma 4.1.
Moreover, let gcd(q − 1, e1, e2) = 1, then the length of the code is qk − 1. Suppose
that gcd(q − 1, ke1 − e2) = d > 1. If a 6= 0, b 6= 0, by Lemma 3.3,
T(e1,e2)(a, b) = (−1)k−1
d−1∑
i=0
ϕ¯i(b
qk−1
q−1 a−k)G(ϕ¯ki, χ)G(ϕi, χ)k
with ϕ a multiplicative character of order d. Since the norm mapping N : F∗qk → F∗q
is surjective, there are elements cj = b
qk−1
q−1
j a
−k
j ∈ Fq (bj ∈ F∗qk , aj ∈ Fq) such that
ϕ¯(cj) = ζ
j, j = 0, . . . , d − 1, where ζ is a d-th primitive root of unity. Consider the
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system of equations:
M
 G(ϕ¯
0k, χ)G(ϕ0, χ)k
...
G(ϕ¯(d−1)k, χ)G(ϕd−1, χ)k
 =
 t0...
td−1

whereM = (ϕ¯i(cj))j,i=0,...,d−1 (j is the row index, i is the column index) is an invertible
character matrix and tj ∈ Z, j = 0, . . . , d − 1. In fact, T(e1,e2)(aj , bj), j = 0, . . . , d −
1, are both algebraic integral numbers and rational numbers, so they are integral
numbers. In the following, we prove that there exist two numbers j1, j2 such that
tj1 > 1, tj2 < −1.
It is clear that
d−1∑
j=0
T(e1,e2)(aj , bj) = d, i.e.
d−1∑
j=0
tj = (−1)k−1d.
On the other hand, G(ϕ¯
0k, χ)G(ϕ0, χ)k
...
G(ϕ¯(d−1)k, χ)G(ϕd−1, χ)k
 =M−1
 t0...
td−1
 ,
whereM−1 = 1
d
(ϕ¯i(c−1j ))i,j=0,...,d−1. Since gcd(k, d) = 1, we have |G(ϕ¯ik, χ)G(ϕi, χ)k| =
q
k+1
2 , i = 1, . . . , d− 1, and
d−1∑
i=0
|G(ϕ¯ik, χ)G(ϕi, χ)k| = 1 + (d− 1)q k+12 ≤ 1
d
d−1∑
i,j=0
|ϕ¯i(c−1j )tj|.
Then
∑d−1
j=0 |tj| ≥ 1 + (d− 1)q
k+1
2 ≥ 1 + q > d.
Hence there exist j1 and j2 such that tj1 > 1 and tj2 < −1.
By Theorem 4.4 and the discussion above, the minimal distance h of C must be
qk − qk−1 −A, where A > 1. Then
k∑
i=0
⌈ h
qi
⌉ = qk − qk−1 − A+
k∑
i=1
⌈q
k − qk−1
qi
⌉ +
k∑
i=1
⌈−A
qi
⌉
= qk −A +
k∑
i=1
⌈−A
qi
⌉ ≤ qk − A < qk − 1.
The proof is completed. 
Remark 4.3. In Theorem 4.2, we generalize a Vega’s result from k = 2 to arbitrary
positive integer k. Moreover, by means of Table 1 and the first four identities of Pless
[9], we can deduce that the dual of the cyclic code in Theorem 4.2 is projective with
minimum Hamming distance d⊥ = 3.
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Example 4.4. Let q = 4, k = 3, e1 = e2 = 1, by a Magma experiment, we obtain that
C
(( q
k
−1
q−1
)e1,e2)
is a [63, 4, 47] optimal three-weight cyclic code with weight enumerator
1 + 189z47 + 63z48 + 3z63.
And its dual is a [63, 59, 3] cyclic code which has the same parameters as the best
known linear codes according to [8]. This coincides with the result given by Theorem
4.2.
Example 4.5. Let q = 3, k = 4, e1 = 1, e2 = 3, by a Magma experiment, we obtain
that C
(( q
k
−1
q−1
)e1,e2)
is a [80, 5, 53] optimal three-weight cyclic code with weight enumer-
ator
1 + 160z53 + 80z54 + 2z80.
And its dual is a [80, 75, 3] cyclic code which has the same parameters as the best
known linear codes according to [8]. This coincides with the result given by Theorem
4.2.
4.2. d = 2. In this subsection, we determine the weight distribution of C
(( q
k
−1
q−1
)e1,e2)
for
d = 2. Since gcd(q−1, ke1−e2) = 2, we have that q is odd. Due to gcd( qk−1q−1 , e2) = 1,
we have that k ≡ 1 (mod 2). By Lemmas 2.1 and 3.3, for a 6= 0, b 6= 0,
T(e1,e2)(a, b) =
1∑
i=0
ϕ¯i(b
qk−1
q−1 a−k)G(ϕ¯ki, χ)G(ϕi, χ)k
= 1 + ϕ(b
qk−1
q−1 a−k)G(ϕ, χ)k+1
= 1 + ϕ(b
qk−1
q−1 a−k)(
√
(p∗)e)k+1,
where ϕ is of order 2. Let C
(2)
i , i = 0, 1, be the cyclotomic classes of order 2 of Fq. If
b
qk−1
q−1 a−k ∈ C(2)0 , we have
T(e1,e2)(a, b) = 1 + (
√
(p∗)e)k+1
which occurs (q − 1)(qk − 1)/2 times. If b q
k
−1
q−1 a−k ∈ C(2)1 , we have
T(e1,e2)(a, b) = 1− (
√
(p∗)e)k+1
which occurs (q − 1)(qk − 1)/2 times. Then by Theorem 3.4, the weight distribution
follows.
Theorem 4.6. For q = pe, let gcd(q−1, e1, e2) = 1, gcd( qk−1q−1 , e2) = 1 and C(( qk−1
q−1
)e1,e2)
be defined as (1.1). If gcd(q − 1, ke1 − e2) = 2, then C(( qk−1
q−1
)e1,e2)
is a four-weight
[qk − 1, k + 1] cyclic code and its weight distribution is given in Table 2, where p∗ =
(−1) p−12 p.
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Table 2. Weight distribution of the code in Theorem 4.6
weight Frequency
0 1
qk−1(q − 1)− 1 + (
√
(p∗)e)k+1
q (q − 1)(qk − 1)/2
qk−1(q − 1)− 1− (
√
(p∗)e)k+1
q (q − 1)(qk − 1)/2
qk−1(q − 1) qk − 1
qk − 1 q − 1
Example 4.7. Let q = 3, k = 3, e1 = e2 = 1, by a Magma experiment, we obtain that
C
(( q
k
−1
q−1
)e1,e2)
is a [26, 4, 14] four-weight cyclic code with weight enumerator
1 + 26z14 + 26z18 + 26z20 + 2z26.
This coincides with the result given by Theorem 4.6.
Example 4.8. Let q = 9, k = 3, e1 = e2 = 1, by a Magma experiment, we obtain that
C
(( q
k
−1
q−1
)e1,e2)
is a [728, 4, 638] four-weight cyclic code with weight enumerator
1 + 2912z638 + 728z648 + 2912z656 + 8z728.
This coincides with the result given by Theorem 4.6.
4.3. d = 3. In this subsection, we determine the weight distribution of C
(( q
k
−1
q−1
)e1,e2)
for d = 3. Since gcd(q − 1, ke1 − e2) = 3 and gcd( qk−1q−1 , e2) = 1, we have that k 6≡ 0
(mod 3).
Lemma 4.9. Let k ≥ 2 be a positive integer and e1, e2 positive integers such that
gcd( q
k−1
q−1 , e2) = 1 and (q− 1, ke1− e2) = 3. Let 4q = A2+27B2 with A ≡ 1 (mod 3).
Let A = 2a− b, B = b/3. For a 6= 0, b 6= 0, we have the following results.
(1) If k ≡ 1 (mod 3), then
T(e1,e2)(a, b) =

1 + 2q
k−1
3
+1(−1)k−1Re((a+ bω) k−13 ), (q−1)(qk−1)
3
times,
1 + 2q
k−1
3
+1(−1)k−1Re(ω(a+ bω) k−13 ), (q−1)(qk−1)
3
times,
1 + 2q
k−1
3
+1(−1)k−1Re(ω2(a+ bω) k−13 ), (q−1)(qk−1)
3
times.
(2) If k ≡ 2 (mod 3), then
T(e1,e2)(a, b) =

1 + 2q
k−2
3
+1(−1)k−1Re((a+ bω) k−23 +1), (q−1)(qk−1)
3
times,
1 + 2q
k−2
3
+1(−1)k−1Re(ω(a+ bω) k−23 +1), (q−1)(qk−1)
3
times,
1 + 2q
k−2
3
+1(−1)k−1Re(ω2(a+ bω) k−23 +1), (q−1)(qk−1)
3
times.
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Proof. (1) Assume that k ≡ 1 (mod 3). Let k = 3t + 1. By Lemma 3.3, for a 6=
0, b 6= 0,
T(e1,e2)(a, b) = (−1)k−1
2∑
i=0
ϕ¯i(b
qk−1
q−1 a−k)G(ϕ¯ki, χ)G(ϕi, χ)k
= 1 + (−1)k−1ϕ¯(b q
k
−1
q−1 a−k)G(ϕ¯k, χ)G(ϕ, χ)k
+(−1)k−1ϕ¯2(b q
k
−1
q−1 a−k)G(ϕ¯2k, χ)G(ϕ2, χ)k
= 1 + (−1)k−1ϕ¯(b q
k
−1
q−1 a−k)G(ϕ¯, χ)G(ϕ, χ)k
+(−1)k−1ϕ(b q
k
−1
q−1 a−k)G(ϕ, χ)G(ϕ2, χ)k.
Since G(ϕ¯, χ) = ϕ(−1)G(ϕ, χ) and G(ϕ, χ) = ϕ2(−1)G(ϕ2, χ), we have
T(e1,e2)(a, b) = 1 + q(−1)k−1ϕ¯(b
qk−1
q−1 a−k)ϕ(−1)G(ϕ, χ)k−1
+q(−1)k−1ϕ(b q
k
−1
q−1 a−k)ϕ2(−1)G(ϕ2, χ)k−1
= 1 + q(−1)k−1ϕ¯(b q
k
−1
q−1 a−k)ϕ(−1)G(ϕ, χ)3t
+q(−1)k−1ϕ(b q
k
−1
q−1 a−k)ϕ2(−1)G(ϕ2, χ)3t.
By Lemmas 2.2 and 2.3, G(ϕ, χ)3 = qJ(ϕ, ϕ) = q(a + bω). And G(ϕ2, χ)3 =
qJ(ϕ2, ϕ2) = q(a+ bω2). Hence,
T(e1,e2)(a, b) = 1 + q
t+1(−1)k−1ϕ¯(b q
k
−1
q−1 a−k)ϕ(−1)(a+ bω)t
+qt+1(−1)k−1ϕ(b q
k
−1
q−1 a−k)ϕ2(−1)(a+ bω2)t
= 1 + 2qt+1(−1)k−1Re(ϕ¯(b q
k
−1
q−1 a−k)ϕ(−1)(a+ bω)t)
= 1 + 2q
k−1
3
+1(−1)k−1Re(ϕ¯(b q
k
−1
q−1 a−k)ϕ(−1)(a + bω) k−13 ).
Since (−1)3 = (−1), ϕ(−1) = 1. Hence,
T(e1,e2)(a, b) = 1 + 2q
k−1
3
+1(−1)k−1Re(ϕ¯(b q
k
−1
q−1 a−k)(a+ bω)
k−1
3 ).
For F∗q = 〈δ〉, the cyclotomic classes of order 3 of Fq are defined as
C
(3)
i = δ
i〈δ3〉.
Without loss of generality, we assume that ϕ(δ) = ω. If b
qk−1
q−1 a−k ∈ C(3)0 , we have
ϕ¯(b
qk−1
q−1 a−k) = 1 and
T(e1,e2)(a, b) = 1 + 2q
k−1
3
+1(−1)k−1Re((a+ bω) k−13 )
which occurs (q−1)(q
k−1)
3
times. If b
qk−1
q−1 a−k ∈ C(3)1 , we have ϕ¯(b
qk−1
q−1 a−k) = ω2 and
T(e1,e2)(a, b) = 1 + 2q
k−1
3
+1(−1)k−1Re(ω2(a+ bω) k−13 )
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which occurs (q−1)(q
k−1)
3
times. If b
qk−1
q−1 a−k ∈ C(3)2 , we have ϕ¯(b
qk−1
q−1 a−k) = ω and
T(e1,e2)(a, b) = 1 + 2q
k−1
3
+1(−1)k−1Re(ω(a+ bω) k−13 )
which occurs (q−1)(q
k−1)
3
times.
(2) Assume that k ≡ 2 (mod 3). By using a similar method, we can obtain the
result. 
Combining Theorem 3.4 and Lemma 4.9, we can easily obtain the weight distribu-
tion of C
(( q
k
−1
q−1
)e1,e2)
for d = 3 and any k 6≡ 0 (mod 3).
Theorem 4.10. Let gcd( q
k−1
q−1 , e2) = 1, gcd(q− 1, e1, e2) = 1, gcd(q− 1, ke1− e2) = 3
and C
(( q
k
−1
q−1
)e1,e2)
be defined as (1.1). Let 4q = A2 + 27B2 with A ≡ 1 (mod 3). Let
A = 2a− b, B = b/3. Then C
(( q
k
−1
q−1
)e1,e2)
is a [qk − 1, k+ 1] cyclic code and the weight
distributions are given in Table 3 if k ≡ 1 (mod 3) and Table 4 if k ≡ 2 (mod 3),
respectively.
Table 3. Weight distribution of the code in Theorem 4.10 if k ≡ 1 (mod 3)
weight Frequency
0 1
qk−1(q − 1)− 1− 2q k−13 (−1)k−1Re((a+ bω)k−13 ) (q − 1)(qk − 1)/3
qk−1(q − 1)− 1− 2q k−13 (−1)k−1Re(ω(a+ bω)k−13 ) (q − 1)(qk − 1)/3
qk−1(q − 1)− 1− 2q k−13 (−1)k−1Re(ω2(a+ bω)k−13 ) (q − 1)(qk − 1)/3
qk−1(q − 1) qk − 1
qk − 1 q − 1
Table 4. Weight distribution of the code in Theorem 4.10 if k ≡ 2 (mod 3)
weight Frequency
0 1
qk−1(q − 1)− 1− 2q k−23 (−1)k−1Re((a+ bω)k−23 +1) (q − 1)(qk − 1)/3
qk−1(q − 1)− 1− 2q k−23 (−1)k−1Re(ω(a+ bω)k−23 +1) (q − 1)(qk − 1)/3
qk−1(q − 1)− 1− 2q k−23 (−1)k−1Re(ω2(a+ bω)k−23 +1) (q − 1)(qk − 1)/3
qk−1(q − 1) qk − 1
qk − 1 q − 1
From Theorem 4.10, we can explicitly obtain the weight distribution for any k 6≡ 0
(mod 3). For instance, when k = 2, 4, 5, 7, we have the following results.
Corollary 4.11. With the same notations as that in Theorem 4.10. Then the weight
distributions of C
(( q
k
−1
q−1
)e1,e2)
are given in Table 5 if k = 2, Table 6 if k = 4, Table 7 if
k = 5, Table 8 if k = 7, respectively.
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Table 5. Weight distribution of the code in Corollary 4.11 if k = 2
weight Frequency
0 1
q(q − 1)− 1 +A (q − 1)(q2 − 1)/3
q(q − 1)− 1− A+9B2 (q − 1)(q2 − 1)/3
q(q − 1)− 1 + 9B−A2 (q − 1)(q2 − 1)/3
q(q − 1) q2 − 1
q2 − 1 q − 1
Table 6. Weight distribution of the code in Corollary 4.11 if k = 4
weight Frequency
0 1
q3(q − 1)− 1 + qA (q − 1)(q4 − 1)/3
q3(q − 1)− 1− q(A+9B)2 (q − 1)(q4 − 1)/3
q3(q − 1)− 1 + q(9B−A)2 (q − 1)(q4 − 1)/3
q3(q − 1) q4 − 1
q4 − 1 q − 1
Table 7. Weight distribution of the code in Corollary 4.11 if k = 5
weight Frequency
0 1
q4(q − 1)− 1− 2q2 + 27qB2 (q − 1)(q5 − 1)/3
q4(q − 1)− 1 + q2 + 9qB(A−3B)2 (q − 1)(q5 − 1)/3
q4(q − 1)− 1 + q2 − 9qB(A+3B)2 (q − 1)(q5 − 1)/3
q4(q − 1) q5 − 1
q5 − 1 q − 1
Table 8. Weight distribution of the code in Corollary 4.11 if k = 7
weight Frequency
0 1
q6(q − 1)− 1− 2q3 + 27q2B2 (q − 1)(q7 − 1)/3
q6(q − 1)− 1 + q3 + 9q2B(A−3B)2 (q − 1)(q7 − 1)/3
q6(q − 1)− 1 + q3 − 9q2B(A+3B)2 (q − 1)(q7 − 1)/3
q6(q − 1) q7 − 1
q7 − 1 q − 1
Checking the results in Corollary 4.11, we can make C
(( q
k
−1
q−1
)e1,e2)
a four-weight code
for some special q.
Corollary 4.12. Let 4q = A2 + 27B2 with B = 0 and other notations be the same
as that in Theorem 4.10. Then the cyclic code C
(( q
k
−1
q−1
)e1,e2)
is a four-weight code with
the weight distributions are given in Tables 9-12 for k = 2, 4, 5, 7, respectively.
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Table 9. Weight distribution of the code in Corollary 4.12 if k = 2 and B = 0
weight Frequency
0 1
q(q − 1)− 1 +A (q − 1)(q2 − 1)/3
q(q − 1)− 1− A2 2(q − 1)(q2 − 1)/3
q(q − 1) q2 − 1
q2 − 1 q − 1
Table 10. Weight distribution of the code in Corollary 4.12 if k = 4 and B = 0
weight Frequency
0 1
q3(q − 1)− 1 + qA (q − 1)(q4 − 1)/3
q3(q − 1)− 1− qA2 2(q − 1)(q4 − 1)/3
q3(q − 1) q4 − 1
q4 − 1 q − 1
Table 11. Weight distribution of the code in Corollary 4.12 if k = 5 and B = 0
weight Frequency
0 1
q4(q − 1)− 1− 2q2 (q − 1)(q5 − 1)/3
q4(q − 1)− 1 + q2 2(q − 1)(q5 − 1)/3
q4(q − 1) q5 − 1
q5 − 1 q − 1
Table 12. Weight distribution of the code in Corollary 4.12 if k = 7 and B = 0
weight Frequency
0 1
q6(q − 1)− 1− 2q3 (q − 1)(q7 − 1)/3
q6(q − 1)− 1 + q3 2(q − 1)(q7 − 1)/3
q6(q − 1) q7 − 1
q7 − 1 q − 1
Remark 4.13. Let q = pe with e a positive integer. In Corollary 4.12, the condition
B = 0 implies that 4q = A2 with A ≡ 1 (mod 3). This condition is equivalent to
p ≡ 2 (mod 3) and e is even. In general, the code in Corollary 4.12 has four weights.
However, for q = 4 and k = 2, we have A = 1 and this code has three weights.
Corollary 4.14. Let k = 2, and other notations be the same as that in Theorem
4.10. Then the cyclic code C
(( q
k
−1
q−1
)e1,e2)
is a four-weight code if A = 1 or A = 9B− 2.
If A = 1, the weight distribution is given in Table 13. If A = 9B − 2, the weight
distribution is given in Table 14.
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Table 13. Weight distribution of the code in Corollary 4.14 if k = 2 and A = 1
weight Frequency
0 1
q(q − 1)− 1− 1+9B2 (q − 1)(q2 − 1)/3
q(q − 1)− 1 + 9B−12 (q − 1)(q2 − 1)/3
q(q − 1) (q + 2)(q2 − 1)/3
q2 − 1 q − 1
Table 14. Weight distribution of the code in Corollary 4.14 if k = 2 and A = 9B − 2
weight Frequency
0 1
q(q − 1)− 1 + 9B − 2 (q − 1)(q2 − 1)/3
q(q − 1)− 9B (q − 1)(q2 − 1)/3
q(q − 1) (q + 2)(q2 − 1)/3
q2 − 1 q − 1
Remark 4.15. In Corollary 4.14, if A = 1, we have 4q = 1+27B2, e.g. 4·7 = 1+27;
if A = 9B − 2, we have q = 27B2 − 9B + 1, e.g. 19 = 27 − 9 + 1, 37 = 27 · (−1)2 −
9 · (−1) + 1.
Example 4.16. Let q = 4, e1 = 2, e2 = 1, k = 2, by a Magma experiment, we
obtain that C
(( q
k
−1
q−1
)e1,e2)
in Corollary 4.11 is a [15, 3, 9] three-weight code with weight
enumerator
1 + 30z9 + 15z12 + 18z15.
This coincides with the result given in Corollary 4.11.
Example 4.17. Let q = 7, e1 = e2 = 1, k = 4, by a Magma experiment, we obtain
that C
(( q
k
−1
q−1
)e1,e2)
in Corollary 4.11 is a [2400, 5, 2022] five-weight code with weight
enumerator
1 + 4800z2022 + 2400z2058 + 4800z2064 + 4800z2085 + 6z2400.
This coincides with the result given in Corollary 4.11.
Example 4.18. Let q = 4, e1 = 1, e2 = 2, k = 5, by a Magma experiment, we obtain
that C
(( q
k
−1
q−1
)e1,e2)
in Corollary 4.11 is a [1023, 6, 735] four-weight code with weight
enumerator
1 + 1023z735 + 1023z768 + 2046z783 + 3z1023.
This coincides with the result given in Corollary 4.11.
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4.4. d = 4. In this subsection, we determine the weight distribution of C
(( q
k
−1
q−1
)e1,e2)
for d = 4. Since gcd(q− 1, ke1− e2) = 4 and gcd( qk−1q−1 , e2) = 1, we have that q is odd
and k is odd.
For q ≡ 1 (mod 4), it is known that q can be uniquely written as q = m2+n2 with
odd m and even n, i.e., either m ≡ 1 (mod 4) if 4|n, or m ≡ 3 (mod 4) if 2||n. Let
pi = m + ni be a primary element (see [11]), where i =
√−1. For the multiplicative
character ϕ of order 4, the Gauss sum G(ϕ, χ) is given in [11] as follows.
Lemma 4.19. (Prop. 9.9.5, [11]) For ord(ϕ) = 4,
G(ϕ, χ)4 = pi3p¯i = qpi2.
Lemma 4.20. Let k ≥ 2 be a positive integer and e1, e2 positive integers such that
gcd( q
k−1
q−1 , e2) = 1 and (q − 1, ke1 − e2) = 4. Let q = m2 + n2 with odd m and even n.
For a 6= 0, b 6= 0, the value distribution of T(e1,e2)(a, b) is given as follows.
If k ≡ 1 (mod 4),
T(e1,e2)(a, b) =

1 + q
k+1
2 + 2q1+
k−1
4 Re((m+ ni)
k−1
2 ), (q−1)(q
k−1)
4
times,
1− q k+12 + 2q1+ k−14 Re(i(m+ ni) k−12 ), (q−1)(qk−1)
4
times,
1 + q
k+1
2 + 2q1+
k−1
4 Re(−(m+ ni) k−12 ), (q−1)(qk−1)
4
times
1− q k+12 + 2q1+ k−14 Re(−i(m+ ni) k−12 ), (q−1)(qk−1)
4
times.
And if k ≡ 3 (mod 4),
T(e1,e2)(a, b) =

1 + q
k+1
2 + 2q1+
k−3
4 Re((m+ ni)2+
k−3
2 ), (q−1)(q
k−1)
4
times,
1− q k+12 + 2q1+ k−34 Re(i(m+ ni)2+ k−32 ), (q−1)(qk−1)
4
times,
1 + q
k+1
2 + 2q1+
k−3
4 Re(−(m+ ni)2+ k−32 ), (q−1)(qk−1)
4
times
1− q k+12 + 2q1+ k−34 Re(−i(m+ ni)2+ k−32 ), (q−1)(qk−1)
4
times.
Proof. Firstly, assume that k ≡ 1 (mod 4). Let k = 4t + 1. By Lemma 3.3, for
a 6= 0, b 6= 0,
T(e1,e2)(a, b) = (−1)k−1
3∑
i=0
ϕ¯i(b
qk−1
q−1 a−k)G(ϕ¯ki, χ)G(ϕi, χ)k
= 1 + ϕ¯(b
qk−1
q−1 a−k)G(ϕ¯k, χ)G(ϕ, χ)k + ϕ¯2(b
qk−1
q−1 a−k)G(ϕ¯2k, χ)G(ϕ2, χ)k
+ϕ¯3(b
qk−1
q−1 a−k)G(ϕ¯3k, χ)G(ϕ3, χ)k
= 1 + ϕ¯(b
qk−1
q−1 a−k)G(ϕ¯, χ)G(ϕ, χ)k + η(b
qk−1
q−1 a−k)G(η, χ)k+1
+ϕ¯3(b
qk−1
q−1 a−k)G(ϕ¯3, χ)G(ϕ3, χ)k
= 1 + qϕ(−1)ϕ¯(b q
k
−1
q−1 a−k)G(ϕ, χ)k−1 + η(b
qk−1
q−1 a−k)G(η, χ)k+1
+qϕ¯(−1)ϕ(b q
k
−1
q−1 a−k)G(ϕ¯, χ)k−1.
Since G(ϕ¯, χ) = ϕ(−1)G(ϕ, χ), by Lemma 4.19, we have
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T(e1,e2)(a, b) = 1 + qϕ(−1)ϕ¯(b
qk−1
q−1 a−k)G(ϕ, χ)k−1 + η(b
qk−1
q−1 a−k)G(η, χ)k+1
+qϕ(−1)3ϕ(−1)k−1ϕ(b q
k
−1
q−1 a−k)G(ϕ, χ)
k−1
= 1 + qϕ(−1)ϕ¯(b q
k
−1
q−1 a−k)G(ϕ, χ)4t + η(b
qk−1
q−1 a−k)G(η, χ)k+1
+qϕ(−1)ϕ(b q
k
−1
q−1 a−k)G(ϕ, χ)
4t
= 1 + η(b
qk−1
q−1 a−k)G(η, χ)k+1 + 2qϕ(−1)Re(ϕ¯(b q
k
−1
q−1 a−k)G(ϕ, χ)4t)
= 1 + η(b
qk−1
q−1 a−k)G(η, χ)k+1 + 2qϕ(−1)Re(ϕ¯(b q
k
−1
q−1 a−k)(qpi2)t)
= 1 + η(b
qk−1
q−1 a−k)G(η, χ)k+1 + 2q1+
k−1
4 ϕ(−1)Re(ϕ¯(b q
k
−1
q−1 a−k)pi
k−1
2 ).
For F∗q = 〈δ〉, the cyclotomic classes of order 4 of Fq are defined as
C
(4)
j = δ
j〈δ4〉, j = 0, 1, 2, 3.
Without loss of generality, we assume that ϕ(δ) = i. By Lemma 2.1, G(η, χ) =
(−1)e−1√(p∗)e with p∗ = (−1) p−12 p. If b qk−1q−1 a−k ∈ C(4)0 , we have ϕ¯(b qk−1q−1 a−k) = 1 and
T(e1,e2)(a, b) = 1 +G(η, χ)
k+1 + 2q1+
k−1
4 ϕ(−1)Re(pi k−12 )
= 1 + (
√
(p∗)e)k+1 + 2q1+
k−1
4 ϕ(−1)Re((m+ ni) k−12 ),
which occurs (q − 1)(qk − 1)/4 times. If b q
k
−1
q−1 a−k ∈ C(4)1 , we have ϕ¯(b
qk−1
q−1 a−k) = −i
and
T(e1,e2)(a, b) = 1−G(η, χ)k+1 + 2q1+
k−1
4 ϕ(−1)Re(−ipi k−12 )
= 1− (
√
(p∗)e)k+1 + 2q1+
k−1
4 ϕ(−1)Re(−i(m+ ni) k−12 ),
which occurs (q − 1)(qk − 1)/4 times. If b q
k
−1
q−1 a−k ∈ C(4)2 , we have ϕ¯(b
qk−1
q−1 a−k) = −1
and
T(e1,e2)(a, b) = 1 +G(η, χ)
k+1 + 2q1+
k−1
4 ϕ(−1)Re(−pi k−12 )
= 1 + (
√
(p∗)e)k+1 + 2q1+
k−1
4 ϕ(−1)Re(−(m + ni) k−12 ),
which occurs (q − 1)(qk − 1)/4 times. If b q
k
−1
q−1 a−k ∈ C(4)3 , we have ϕ¯(b
qk−1
q−1 a−k) = i
and
T(e1,e2)(a, b) = 1−G(η, χ)k+1 + 2q1+
k−1
4 ϕ(−1)Re(ipi k−12 )
= 1− (
√
(p∗)e)k+1 + 2q1+
k−1
4 ϕ(−1)Re(i(m+ ni) k−12 ),
which occurs (q − 1)(qk − 1)/4 times. It is easy to deduce that
(
√
(p∗)e)k+1 = q
k+1
2 .
Then the value distribution follows. It is notable that the value distributions are the
same whenever ϕ(−1) = 1 or ϕ(−1) = −1. In fact, ϕ(−1) = 1 if and only if q ≡ 1
(mod 8); ϕ(−1) = −1 if and only if q ≡ 5 (mod 8).
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Similarly, for k ≡ 3 (mod 4), we can get the desired result. 
Combining Theorem 3.4 and Lemma 4.20, we can easily obtain the weight distri-
bution of C
(( q
k
−1
q−1
)e1,e2)
for d = 4 and any odd k.
Theorem 4.21. Let gcd(q− 1, e1, e2) = 1, gcd( qk−1q−1 , e2) = 1, gcd(q− 1, ke1− e2) = 4
and C
(( q
k
−1
q−1
)e1,e2)
be defined as (1.1). Let q = m2 + n2 with odd m and even n. Then
C
(( q
k
−1
q−1
)e1,e2)
is a [qk − 1, k + 1] cyclic code and the weight distributions are given in
Table 15 if k ≡ 1 (mod 4) and Table 16 if k ≡ 3 (mod 4), respectively.
Table 15. Weight distribution of the code in Theorem 4.21 if k ≡ 1 (mod 4)
weight Frequency
0 1
qk−1(q − 1)− 1− q
k+1
2 +2q1+
k−1
4 Re((m+ni)
k−1
2 )
q (q − 1)(qk − 1)/4
qk−1(q − 1)− 1 + q
k+1
2 +2q1+
k−1
4 Re(i(m+ni)
k−1
2 )
q (q − 1)(qk − 1)/4
qk−1(q − 1)− 1− q
k+1
2 +2q1+
k−1
4 Re(−(m+ni)k−12 )
q (q − 1)(qk − 1)/4
qk−1(q − 1)− 1 + q
k+1
2 +2q1+
k−1
4 Re(−i(m+ni)k−12 )
q (q − 1)(qk − 1)/4
qk−1(q − 1) qk − 1
qk − 1 q − 1
Table 16. Weight distribution of the code in Theorem 4.21 if k ≡ 3 (mod 4)
weight Frequency
0 1
qk−1(q − 1)− 1− q
k+1
2 +2q1+
k−3
4 Re((m+ni)2+
k−3
2 )
q (q − 1)(qk − 1)/4
qk−1(q − 1)− 1 + q
k+1
2 +2q1+
k−3
4 Re(i(m+ni)2+
k−3
2 )
q (q − 1)(qk − 1)/4
qk−1(q − 1)− 1− q
k+1
2 +2q1+
k−3
4 Re(−(m+ni)2+ k−32 )
q (q − 1)(qk − 1)/4
qk−1(q − 1)− 1 + q
k+1
2 +2q1+
k−3
4 Re(−i(m+ni)2+ k−32 )
q (q − 1)(qk − 1)/4
qk−1(q − 1) qk − 1
qk − 1 q − 1
By Theorem 4.21, we can explicitly obtain the weight distribution of the cyclic
code for a certain k. For instance, for k = 3, 5, the weight distributions are given as
follows.
Corollary 4.22. Let the notations be the same as that in Theorem 4.21. Then the
weight distributions of C
(( q
k
−1
q−1
)e1,e2)
are given in Table 17 for k = 3 and Table 18 for
k = 5, respectively.
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Table 17. Weight distribution of the code in Corollary 4.22 if k = 3
weight Frequency
0 1
q2(q − 1)− 1− (q + 2(m2 − n2)) (q − 1)(q3 − 1)/4
q2(q − 1)− 1 + (q − 4mn) (q − 1)(q3 − 1)/4
q2(q − 1)− 1− (q + 2(n2 −m2)) (q − 1)(q3 − 1)/4
q2(q − 1)− 1 + (q + 4mn) (q − 1)(q3 − 1)/4
q2(q − 1) q3 − 1
q3 − 1 q − 1
Table 18. Weight distribution of the code in Corollary 4.22 if k = 5
weight Frequency
0 1
q4(q − 1)− 1− (q2 + 2q(m2 − n2)) (q − 1)(q5 − 1)/4
q4(q − 1)− 1 + (q2 − 4qmn) (q − 1)(q5 − 1)/4
q4(q − 1)− 1− (q2 + 2q(n2 −m2)) (q − 1)(q5 − 1)/4
q4(q − 1)− 1 + (q2 + 4qmn) (q − 1)(q5 − 1)/4
q4(q − 1) q5 − 1
q5 − 1 q − 1
Checking the weight distributions in Corollary 4.22, we can make C
(( q
k
−1
q−1
)e1,e2)
a
cyclic code with four weights for special q.
Corollary 4.23. Let q = m2 + n2 with n = 0 and odd m. Let other notations be
the same as that in Theorem 4.21. Then the weight distributions of C
(( q
k
−1
q−1
)e1,e2)
are
given in Table 19 for k = 3 and Table 20 for k = 5, respectively.
Table 19. Weight distribution of the code in Corollary 4.23 if k = 3 and n = 0
weight Frequency
0 1
q2(q − 1)− 1− 3q (q − 1)(q3 − 1)/4
q2(q − 1)− 1 + q 3(q − 1)(q3 − 1)/4
q2(q − 1) q3 − 1
q3 − 1 q − 1
Table 20. Weight distribution of the code in Corollary 4.23 if k = 5 and n = 0
weight Frequency
0 1
q4(q − 1)− 1− 3q2 (q − 1)(q5 − 1)/4
q4(q − 1)− 1 + q2 3(q − 1)(q5 − 1)/4
q4(q − 1) q5 − 1
q5 − 1 q − 1
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Example 4.24. Let q = 9, e1 = 3, e2 = 5, k = 3, by a Magma experiment, we
obtain that C
(( q
k
−1
q−1
)e1,e2)
in Corollary 4.23 is a [728, 4, 620] four-weight code with weight
enumerator
1 + 1456z620 + 728z648 + 4368z656 + 8z728.
This coincides with the result given in Corollary 4.23.
Example 4.25. Let q = 5, e1 = e2 = 1, k = 5, by a Magma experiment, we obtain
that C
(( q
k
−1
q−1
)e1,e2)
in Corollary 4.22 is a [3124, 6, 2444] six-weight code with weight
enumerator
1 + 3124z2444 + 3124z2484 + 3124z2500 + 3124z2504 + 3124z2564 + 4z3124.
This coincides with the result given in Corollary 4.22.
5. Concluding remarks
In this paper, we have presented a general construction of cyclic codes which con-
tains some known codes given by [15, 18]. The Hamming weights of this class of cyclic
codes are represented by Gauss sums. And for d = 1, 2, 3, 4, we explicitly determine
the weight distributions which indicate that the codes have only a few weights. In
particular, for d = 1, this class of cyclic codes is optimal achieving the Gresmer
bound. In [18], the author proposed an open problem to give the weight distribution
when k = 2, d > 1. And we solve this problem for d = 2, 3, 4 with any k ≥ 2. For
further research, we believe that it could be an interesting work to determine the
weight distributions of the codes for d ≥ 5 with any k ≥ 2.
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