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ABSTRACT. For one-dimensional interval and integrable weight function w we define
via completion a weighted Sobolev spaceHm,p
µw
of arbitrary integer orderm. The weights
in consideration may suffer strong degeneration so that, in general, functions u from
H
m,p
µw
do not have weak derivatives. This contribution is focussed on studying the con-
tinuity properties of functions u at a chosen internal point x0 to which we attribute a
notion of criticality of order k and with respect to the weight w. For non-critical points x0
we formulate a local embedding result that guarantees continuity of functions u or their
derivatives. Conversely, we employ duality theory to show that criticality of x0 furnishes
a smooth approximation of functions in Hm,p
µw
admitting jump-type discontinuities at x0.
The work concludes with demonstration of established results in the context of variational
problem in elasticity theory of beams with degenerate width distribution.
1. INTRODUCTION
A basic design problem in structural mechanics is to optimally construct an elas-
tic beam – a horizontal, one-dimensional body that by means of bending transfers a
given vertical load to the kinematical supports. Our design should occupy an interval
I = (a−, a+) ⊂ R; the depth of the beam h0 and the material characterized by the Young
modulus E0 may be assumed constant and fixed, while we vary the non-negative width
distribution of the beam w : I → R+ ∪ {0}. Our limitation is the prescribed total volume
of the beam given by
´
I
h0 w(x) dx ≤ V0. Assuming the linearly elastic model of the
beam, its deflection function u : I → R is formally governed by the 4-th order elliptic
equation D2
(
(E0w)D2u
)
= f where E0 = E0h0/12 and the distribution f ∈ D′(I) de-
scribes the loading. The classical problem is to find the optimal width function wˆ ∈ L1(I)
that minimizes the so-called compliance (potential energy of the system) for a single point
force applied in the centre (expressed by the dirac Delta measure f = fˆ = F δ(a−,a+)/2)
in a clamped beam (namely with kinematical supports formulated through homogeneous
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Dirichlet boundary conditions). This optimization problem falls within the scope of math-
ematical theory of optimal shape and mass distribution design that was put forward for the
d-dimensional setting by [BB], [BF3] and [BGS], where the design variable was a Radon
measure µ ∈M
(
Rd
)
that represented the mass support of the target structure. The other
work of the present author, [Bo2], localizes this theory for one-dimensional second-order
problem (and also for a problem on a graph) where we can limit our search to integrable
non-negative functions w ∈ L1(I) representing width. This fact is long known at the for-
mal level and first papers on the width optimization in beams date back to late ’50s, see
for instance [He], [Roz], [PR]. Therein derived, a ”candy-shaped” optimal design for the
problem of the clamped beam loaded at the centre is displayed in Fig. 1(a).
(a) (b)
FIGURE 1. (a) an optimal width distribution wˆ in a clamped beam for a
point-force applied in the centre (view from the top); (b) deformation of
the optimal beam under a shifted load (side view); l = |a− − a+| denotes
the length of the beam.
The beam with the optimal width wˆ ought to serve as an elastic structure carrying a
load f = f˜ that does not necessarily coincide with the load fˆ for which it was designed,
see Fig. 1(b). The function wˆ admits singularities at the two points x1, x2, thus the degen-
erate differential equation ”D2
(
wˆD2u
)
= f˜” requires special treatment (henceforward
we assume that E0 = 1). The natural approach involves the variational formulation
inf
{
J
(
Dmu
)
−
〈
u, f˜
〉
: u ∈ D(I)
}
, where J(v) =
1
p
ˆ
I
w |v|p dx, (1.1)
withw = wˆ,m = 2 and p = 2; v may be any element from Lp(I). A reasonable extension
of D(I) to a Banach space must be proposed along with a lower semi-continuous relax-
ation of the convex functional J
(
Dm ·
)
that ought to be coercive in this space. Treating
the function w as a weight inevitably we shall find ourselves in a version of weighted
Sobolev space. Such space may be variously defined: in the pioneering work of [KO]
the definition relies on the notion of weak derivatives, while the Sobolev norm includes
norms in weighted Lebesgue space Lpw(I). The main result of the paper states that such
weighted Sobolev space is complete if and only if 1/w1/(p−1) ∈ L1loc(I). The latter, so-
called Bp-condition furnishes the essential embedding L
p
w(I) →֒ L
1
loc(I); the reader may
also compare [Op]. The works, for instance, [Ki], [GU], or [Ca] rest upon a stronger Ap
(or Muckenhoupt) condition which guarantees that the complete weighted Sobolev space
may be indifferently defined via weak derivatives or completion of the space of smooth
functions. The optimal width function wˆ is easily checked to violate both conditions Ap
and Bp in case of p = 2, which is due to degeneration of wˆ around x1, x2 at linear rate.
Weights w that verify w1/(p−1) /∈ L1loc(I) shall be the title strongly degenerate weights
and for those weights we are forced to define the weighted Sobolev space directly by
completion.
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The relaxation of energy functionals of the form J
(
D ·
)
(in the first-order casem = 1)
was the topic of paper by [BBS], except that the integration in J was carried out with re-
spect to arbitrary compactly supported Radon measure µ on Rd. By means of measures
we may capture not only degeneracies of density of a structure, but also the somewhat op-
posite singularities in the form of lower-dimensional elements such as curves or surfaces.
The central idea of the work revolves around definition of the space tangent to measure
µ at a point T pµ (x) ⊂ R
d and the gradient tangential to measure Dµu which for smooth
functions is almost everywhere computed as orthogonal projection of classical gradient
Du(x) onto T pµ (x). The completion of the space of smooth functions with respect to norm
‖u‖L pµ + ‖Dµu‖L pµ receives the name of Sobolev space with respect to measure H
1,p
µ . In
the work [BBS] the space H1,pµ is employed to cope with geometrical measures of the
form µ =
∑n
i=1wiH
k(i) Si, where Si is a k(i)-dimensional C
2-manifold and the weight
wi is piece-wise constant. Simultaneously authors prepare the background for the later
paper [BB]: they have understood that, since the optimal structure in Rd ends up being a
measure µ, the theory of elasticity of such structures must be first developed. The present
work together with a more structural-mechanics-oriented paper [Bo1], play an analogical
role for the work on beam and grillage optimization in [Bo2]. We shall conveniently uti-
lize the theory of the Sobolev space with respect to measure in one-dimensional interval
I ⊂ R: we choose µ = µw := wL1 I and the first-order weighted Sobolev space defined
by completion is at our disposal as the space H1,pµw .
The idea of the weighted Sobolev space H1,pµw , however, is not original and has been
already applied in the paper by [Lo]. Its main result focuses on characterization of the
tangent space T pµw(x): it trivially equals {0} for a.e. point x in the so called critical set
Ipcr(w) and becomes full space R whenever the point x ∈ I lies outside this set. The el-
ements of the closed set Ipcr(w) are precisely those points x0 that for every ε > 0 yield´
B(x0,ε)
1/w1/(p−1)dx = ∞, for instance x1, x2 ∈ I2cr(wˆ) in Fig. 1(a). A clear link with
the Bp-condition has allowed the author to infer that every function u ∈ H1,pµw is an el-
ement of the classical Sobolev space W 1,1loc
(
I\Ipcr(w)
)
and that the tangential derivative
Dµwu ∈ L
p
µw equals the distributional derivative Du in the open set I\I
p
cr(w). In partic-
ular u is continuous outside Ipcr(w), while in each critical point jump discontinuity may
occur possibly rendering Du an irregular distribution in the whole interval I .
The elasticity problem of the beam with the width distributionw ∈ L1(I) requires han-
dling a second-order weighted Sobolev space. The topic of second-order differentiation
with respect to measures appeared in [BF2], again in a broader setting of d-dimensional
space where additional issues arise – we are forced to manipulate an independent Cosserat
field that for smooth functions corresponds to D⊥µ u, namely the part of the gradient that
is orthogonal to µ. On top of that the authors assume a Poincare´-like inequality condi-
tion on the measure µ that for the strongly degenerate weights considered herein clearly
cannot hold, since in particular we allow w to vanish on sets with non-zero Lebesgue
measure. We begin our effort in Section 2.2 where, upon imposing a very mild assump-
tion on weights (that are met by any w ∈ BV (I)) we inductively define the weighted
Sobolev space of any order Hm,pµw drawing upon the already developed theory of H
1,p
µw :
the elements u in Hm,pµw are, roughly speaking, those functions u ∈ H
m−1,p
µw for which
Dm−1µw u ∈ H
1,p
µw . The lower semi-continuous regularization of J
(
Dm ·
)
: D(I)→ R now
reads J
(
Dmµw ·
)
: Hm,pµw → R, although the proof of this simple fact was moved to [Bo1].
4 HIGHER ORDER WEIGHTED SOBOLEV SPACES FOR STRONGLY DEGENERATE WEIGHTS
Based on the results of [Lo], the inductive definition of the space Hm,pµw allows to expect
that Hm,pµw →֒ W
m,1
loc
(
I\Ipcr(w)
)
, whereas in the set Ipcr(w) the functions u ∈ H
m,p
µw may
suffer discontinuities of the tangential derivative Dm−1µw u. The big question of this work
concerns (dis)continuity of the lower derivatives: how to judge, for instance in case of
m = 2, whether at a given point x0 ∈ I the function u ∈ H2,pµw itself has to be continuous
or may admit jump-type discontinuity instead?
For the tools that examine the continuity of functions u ∈ Hm,pµw we seek inspiration
in structural mechanics. Up to change of the sign, a version of the problem dual to (1.1)
reads
inf
{
J∗(M) : M ∈ Lp
′
(I), DmM + f˜ = 0
}
, where J∗(M) =
1
p′
ˆ
I
|M |p
′
w p′/p
dx
(1.2)
which upon localization for m = 2 and p = 2 gives a classical stress-based variational
formulation for linear elasticity in beams; the equation DmM + f˜ = 0 must be un-
derstood in the distributional sense. In the context of a beam, M is the so-called bend-
ing moment function that point-wise describes the stress; the Legendre-Fenchel trans-
form J∗(M) quantifies the complementary elastic energy of the beam. A key remark to
make is that the transform was deliberately derived with respect to the duality pairing〈
Lp(I), Lp
′
(I)
〉
and not, seemingly natural, pairing
〈
L pµw , L
p′
µw
〉
. It is clear that the solu-
tion of the problem (1.2) must be sought among thoseM that furnish finite energy J∗(M).
In case of the optimal beam from Fig. 1(a) where for the two singular points xi = x1, x2
the integral
´
B(xi,ε)
1/wˆ dx equals infinity with arbitrarily small ε, the candidate bending
momentM must necessarily tend to zero at those points in case when p = 2. In mechan-
ics of beam and frame systems it is well-established (the reader is encouraged to look
into Chapter I in [LSG] or the book by [Roz]) that enforcing zero bending moment ”at a
point” can be structurally realized by inserting the so-called hinge – this may be treated
as the very definition of a hinge in its stress (or dual) version. Primally, or kinematically,
a hinge allows a jump in rotation that is represented by the derivative of the displacement
function u: should the hinges be assumed at x1 and x2, the formal methods of structural
mechanics deliver the solution of the equation ”D2
(
wˆD2u
)
= f˜” that is displayed in Fig.
1(b). For an arbitrary width/weight w ∈ L1(I) this engineering reasoning coincides with
the mathematical results given earlier: for a function u ∈ H2,2µw its tangential derivative
Dµwu may admit jumps at critical points x0 ∈ I
2
cr(w) or, by definition, points yielding´
B(x0,ε)
1/w dx =∞ ∀ε > 0. Encouraged, we dig deeper into the duality links known in
mechanics of beams. We wish to verify when at a point x0 a function u ∈ H2,2µw itself may
admit a jump. In terms of kinematics, a beam with such a deformation u disconnects at x0
entirely and thus, dually, no force interaction can occur. Apart from the bending moment
M the beam is also subject to action of the shear force that is defined distributionally
through T := DM . Therefore, according to mechanics, ”at the point x0” where u jumps
the derivativeDM must vanish, in particular it should be infeasible to haveM(x) = x−x0
in a neighbourhood of x0. We recall that the condition forcing zero bending moment at x0
has been above represented in two languages: i) structurally as a hinge; ii) mathematically
through the dual variational problem (1.2) as the condition
´
B(x0,ε)
1/w dx =∞ ∀ε > 0.
The constraint on the shear force T , or equivalently disqualification of the bending mo-
ment being locally equal to M(x) = x − x0, was interpreted in terms of mechanics as a
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”full cut” at x0. This is an approach i), by analogy in the mathematical setting ii) we must
introduce a criterion
´
B(x0,ε)
|x−x0|
2
w(x)
dx = ∞ ∀ε > 0. If we are to trust the mechanics-
based reasoning, the latter condition should therefore allow a jump-type discontinuity of
a function u ∈ H2,2µw . For this integral condition to hold at x1 or x2 in the optimal beam
from Fig. 1(a), the width wˆ would need to degenerate around those points at least at the
rate of |x− x0|
3
. This work is essentially aimed at rigorous verification of this idea, also
for arbitrary exponent p ∈ [1,∞) and orderm ∈ N+.
The excursion that we had through duality in mechanics of structures suggests that in
order to examine continuity of functions u in higher order weighted Sobolev space Hm,pµw
we must extend the definition of the critical set to any order α ≥ 0. For p ∈ (1,∞) it shall
read
I¯ α,pcr (w) :=
{
x0 ∈ I¯ : ∀ ε > 0
ˆ
I¯∩B(x0,ε)
(
|x− x0|
α(
w(x)
)1/p
)p′
dx =∞
}
,
namely the higher order α, the faster degeneracy of w around x0 is required for the point
x0 to belong to I¯
α,p
cr (w). The results of the present paper may be loosely summed up as
follows: for an interval I = (a−, a+), a weight w ∈ L1(I) satisfying µw
(
I¯ 0,pcr (w)
)
= 0,
given an orderm ∈ N+ and an exponent p ∈ [1,∞) there hold
(i) if x0 /∈ I¯ m−1,pcr (w) then every function u ∈ H
m,p
µw has a µw-a.e. equal representative
that is continuous (Section 3);
(ii) if stability of the weight w is assumed, then x0 ∈ I¯ m−1,pcr (w) implies that a step
function uˆ = 1(x0,a+) is an element ofH
m,p
µw (Section 4);
(iii) for stable weights the trace operator defined on the space of smooth functions
as Tr u (a+) := u(a+) extends continuously to the space H
m,p
µw if and only if
a+ /∈ I¯ m−1,pcr (w) and the same applies to a− (Section 5).
The point (i) will be obtained by rather standard method: its core is the embedding
Hm−1,pµw →֒ L
1
loc(I\I¯
m−1,p
cr (w)) given in Theorem 3.6 which, upon acknowledging the
inductive definition of the higher order Sobolev space Hm,pµw , in turn yields H
m,p
µw →֒
W 1,1loc
(
I\I¯ m−1,pcr (w)
)
. The trick behind the first embedding is almost the very same as
in the proof of L pµw →֒ L
1
loc(I\I¯
0,p
cr (w)) from the work of [KO], except that additional,
quite simple estimate of
´
B(x0,ε)
|φ|dx by the integral
´
B(x0,ε)
|Dm−1φ(x)||x− x0|
m−1dx
is first needed for smooth functions φ with compact support in B(x0, ε).
The central part of the work revolves around the point (ii): it is here that we draw upon
the theory of beam structures and utilize the Legendre-Fenchel transformation between
the energy functional J(v) = 1
p
´
I
w |v|p dx and, recalling that the duality pairing is cho-
sen as 〈v, v∗〉 :=
´
I
v v∗ dx, the functional J∗(v∗) = 1
p′
´
I
|v∗|p
′
w p
′/p dx. Since the space H
m,p
µw
is defined via completion of the space of smooth functions, proving that uˆ = 1(x0,a+)
belongs toHm,pµw requires pointing to a sequence uˆh of smooth functions that converges to
uˆ in the Hm,pµw -norm. We will make an effort to show that this is possible only if all the
tangential derivatives Dkµw uˆ for k ∈ {1, . . . , m} are zero in L
p
µw , which is non-intuitive
as the first distributional derivativeDuˆ in the domain I equals Dirac delta measure at x0.
Loosely speaking, if indeed uˆ ∈ Hm,pµw , all the distributional derivatives Duˆ, . . . , D
muˆ
must be killed by the weight w degenerating around x0: the higher the order m the faster
the weight must degenerate which, as we shall show, is incorporated in the condition
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x0 ∈ I¯ m−1,pcr (w). Our technique will be to find a sequence of smooth functions φˆh that
approximates Dirac delta measure at x0; the sequence that we originally seek may be
then defined as uˆh(x) :=
´ x
−∞
φˆ(y) dy. The full success comes when all the derivatives
Dφˆ, . . . , Dm−1φˆ converge to zero in L pµw . The problem of finding such a sequence φˆ will
be reformulated as a variational problem that involves the energy functional J . At this
point, in Theorem 4.5, general duality theory comes into the picture and a dual varia-
tional problem emerges where we minimize the conjugate functional J∗(v∗) over func-
tions v∗ ∈ Lp
′
(I) satisfying the distributional constraint Dm−1v∗ ≥ 1. We spot that this
constraint together with the formula for J∗ lie closely to definition of the set I¯ m−1,pcr (w)
and ultimately we infer that the dual infimum must be non other than infinity for x0 in
this set. Through a chain of equivalences we infer existence of the sequence φˆ that ap-
proximates Dirac delta at x0 and verifies ‖Dm−1φˆ‖L pµw → 0, yet only for derivative of
the highest order considered. To obtain convergence of Dkφˆ to zero for lower k ≥ 0 a
Poincare´-like inequality must be recovered in some neighbourhood of x0. For that purpose
an additional assumption on the weight w is needed and we decide to propose a condition
that we call stability: for every critical point x0 the degeneration to zero is enforced to be
monotonic in some neighbourhood of x0. We have, in fact, sketched the proof of the point
(ii). The last part of Section 4 is devoted to provide some additional insight into relations
between: 1) criticality of a point x0; 2) occurrence of the step function uˆ = 1(x0,a+) in
the weighted Sobolev spaceHm,pµw ; 3) a series of variational problems and their duals. The
true purpose of Theorem 4.12 put forward therein, aside from its summarizing nature, is
to justify the extra stability assumption enforced on the weight. The rather long proof of
the theorem ends with an example of a non-stable weight w ∈ L∞
(
(−1, 1)
)
such that
x0 = 0 ∈ I1,pcr (w) and notwithstanding this we show that uˆ = 1(0,1) /∈ H
2,p
µw . It will appear
that the choice of w is not trivial as it must admit some cunning oscillation about the
point x0. Eventually we establish that for w ∈ L∞(I) the point (ii) does not hold in full
generality and some assumption is essential to eliminate the varying of the weight. Upon
realizing that the condition w ∈ BV (I) does not suffice, we can in good conscience hold
on to the proposed assumption of stability, i.e. local monotonicity around critical points.
The point (iii) virtually builds upon results from Sections 3 and 4 where the key the-
orems were adopted for the scenario of x0 being one of the boundary points a− or a+.
In Section 5 we also put forward Theorem 5.2 that allows to approximate u ∈ Hm,pµw by
a smooth uε that has prescribed boundary values of the function and all its derivatives
at a− and a+. This statement will play a role of a lemma in the next work [Bo1] from
the present author – it will allow constructing a smooth approximation of a function in
weighted Sobolev space defined on the graph in Rd. The work concludes with Section 6
where we revisit the problem of elasticity in beams and in detail we demonstrate how
to apply the developed theory of weighted Sobolev spaces Hm,pµw to solving variational
problems where the minimized energy functional is a degenerate, weighted integral.
Notation: Although throughout the text we tend to remind the notation, we agree to some
most basic symbols here already. By D(U) and D′(U) we will denote the space of com-
pactly supported test function and distributions in an open set U . For differentiation of
order k we use symbol Dku indifferently on the real line R or in d-dimensional space
Rd, both for classical differentiation and the distributional one. With a−, a+ ∈ R we will
denote an open interval I = (a−, a+) ⊂ R. For the exponent p ∈ [1,∞], p′ = p/(p− 1)
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will stand for its Ho¨lder conjugate. ByLp andLpµ we understand standard Lebesgue spaces
with respect to Lebesgue measure and, respectively, arbitrary compactly supported Radon
measure µ. For a subset A ∈ Rd the symbol 1A will denote the characteristic function of
A, while for the indicator function we will use IA. The set of positive natural numbers
will be written as N+ whilst N shall include zero.
2. DEFINITION OF HIGHER ORDER WEIGHTED SOBOLEV SPACE ON THE REAL LINE
FOR STRONGLY DEGENERATE WEIGHTS
2.1. Fewwords on defining weighted Sobolev space via weak derivatives. Given a do-
main Ω ⊂ Rd and a weight that is a non-negative measurable function w : Ω→ R+∪{0},
a natural way of defining a weighted Sobolev space employs the notion of weak deriva-
tives. One of the pioneering discussions on the correctness of such definition depend-
ing on the weight w may be found in [KO]. In this setting we say that a measurable
function u : Ω → R belongs to a weighted Sobolev space W 1,pw (Ω) for p ∈ [1,∞) if
and only if: u ∈ Lpw(Ω) ∩ L
1
loc(Ω) and the distributional derivative Du ∈ L
p
w(Ω;R
d).
The symbol Lpw(Ω) stands for the weighted Lebesgue space endowed with the norm
‖u‖Lpw(Ω) =
(´
Ω
w(x)|u(x)|pdx
)1/p
. Consequently W 1,pw (Ω) is also a normed space with
‖u‖W 1,pw (Ω) =
(
‖u‖p
Lpw(Ω)
+ ‖Du‖p
Lpw(Ω)
)(1/p)
.
Such Sobolev space may not be complete, unless we impose a condition that controls
the level of the weight’s degeneracy. In [KO] we find a criteria for the completeness of
W 1,pw (Ω) that is called a Bp-condition and for p ∈ (1,∞) it reads
(Bp) :
1
wp′/p
=
1
w1/p−1
∈ L1loc(Ω), (2.1)
where p′ is the Ho¨lder conjugate exponent to p. Henceforward we will agree that for
α ≥ 0 and β = 0 we have α/β = 0 if α = 0 and α/β = ∞ if α > 0. Therefore, for
any p ∈ (1,∞), the Bp-condition (2.1) implies that the weight w is almost everywhere
positive. The condition may be extended to the case of p = 1 where we shall understand
that it holds if and only if for every compact set K ⊂ Ω the weight w is essentially
bounded from below by a positive constant C = C(K) > 0.
We arrive at an implication that happens to be crucial for proving the completeness of
W 1,pw (Ω) for weights w satisfying the Bp-condition:
1
wp′/p
∈ L1loc(Ω) ⇒ L
p
w(Ω) →֒ L
1
loc(Ω). (2.2)
The above easily follows from the Ho¨lder inequality; we display the estimate below for
we will repeatedly use a variation of it. LetK be any compact set contained in Ω, then for
any measurable function u
ˆ
K
|u| dx =
ˆ
K
(
w1/p|u|
)(
1
w1/p
)
dx ≤
(ˆ
K
w |u|pdx
)1/p(ˆ
K
1
wp′/p
dx
)1/p′
, (2.3)
which is valid also for p = 1 provided the last factor is rewritten as ‖1/w‖L∞(K).
It is worth mentioning that in [KO] we find some denseness results for the space of
smooth functions in the, adequately defined, spaceW 1,pw,0(Ω). Furthermore, for instance in
[GU], a stronger condition on the degeneracy of w is imposed, which is called a Mucken-
houpt orAp-condition. It allows us to indifferently define weighted Sobolev space through
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both weak derivatives and completion of the space of smooth functions, namely the Ap-
condition yieldsW 1,pw (Ω) = H
1,p
w (Ω).
2.2. The notion of Sobolev space with respect to measure as a point of departure in
defining the higher order weighted Sobolev spaces for strongly degenerate weights.
Throughout the rest of the Section 2 we will work in an open bounded interval on the
real line denoted by I = (a−, a+) ⊂ R. We assume a weight that is a non-negative
integrable function, i.e. w ∈ L1(I). The exponent p may be any real number from [1,∞).
For a function u ∈ Ck(I) we will denote its derivative by Dku and treat it again as a
scalar function on R. By D(R) we will denote the space of smooth functions compactly
supported in R: in particular u ∈ D(R) may not vanish on the boundary of I .
The setting that we put ourselves in rules out the possibility of defining weighted
Sobolev space through weak derivatives. In extreme case we allow the weight w to vanish
on subsets of I of non-zero Lebesgue measure, for instance on some subinterval, which
clearly violates the Bp-condition (2.1). This scenario is, however, easy to handle, since
such a subinterval clearly splits the domain I into two. We shall be more concerned with
the case when the weight degenerates to zero around a certain point x0 ∈ I , e.g. w(x) =
|x− x0|
γ
with γ > 0. The weights w ∈ L1(I) that do not satisfy the Bp-condition will be
herein referred as the title strongly degenerate weights. Upon defining a weighted Sobolev
space for such weight, it will be of particular interest to examine the continuity conditions
for functions belonging to this space.
For the weights that do not satisfy the Bp-condition the suitable method for defining
weighted Sobolev spaces is by completion of the space of smooth functions. Such ap-
proach falls into a particular theory of Sobolev spaces with respect to measure that was
originated in [BBS]. It is based on the idea of space tangent to a measure at a point and,
the inextricably linked, notion of tangential derivative (gradient). Below we quickly re-
view the basics of the theory drawing upon a later work [BF2], where the tangent space
at x stems from the firstly-defined space that is normal to measure at this point. For a
moment we will work with an arbitrary Radon measure µ ∈ M+(R
d) in d-dimensional
space Rd in order to grasp the true purpose of the theory. Next we will localize it for the
one-dimensional setting and thus for a more comprehensive coverage in case of wider
classes of measures µ inRd the reader is referred to the aforementioned works and others:
[FM], [BF1], [RZG].
For any p ∈ [1,∞) by Lpµ
(
Rd;V
)
we see the standard V -valued Lebesgue space with
respect to µ; we agree for the following abbreviations: L pµ := L
p
µ
(
Rd;R
)
and
(
L pµ
)d
:=
Lpµ
(
Rd;Rd
)
. Independently of V the norm in Lpµ
(
Rd;V
)
shall be denoted by ‖ · ‖L pµ . We
start by defining the linear space G :=
{
(u,∇u) : u ∈ D(Rd)
}
, where D(Rd) denotes
the space of compactly supported smooth functions. Below by G we will see the closure
ofG in the Cartesian product L pµ×
(
L pµ
)d
. We introduce a subspace of
(
L pµ
)d
that receives
an interpretation of those vector fields that are point-wise orthogonal to measure µ:
N pµ :=
{
v ∈
(
Lpµ
)d
: (0, v) ∈ G
}
.
The space N pµ enjoys an essential stability property, see Lemma A.1 in [BF2] for details.
It allows us to infer existence of a µ-measurable multifunction Npµ that point-wise gives
a linear subspace of Rd and satisfies: v ∈ N pµ ⇔ v(x) ∈ N
p
µ(x) for µ-a.e. x. The space
tangent to the measure µ at a point x can readily be defined by means of orthogonal
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complement:
T pµ (x) :=
(
Npµ(x)
)⊥
for µ-a.e. x.
For µ-a.e. x by Pµ(x) : R
d → Rd we will mean the operator of orthogonal projection
onto the subspace T pµ(x) ⊂ R
d (we shall omit the dependence of Pµ on the exponent p
although it may factually occur). The next step involves defining for smooth functions the
derivative tangential to µ at µ-a.e. point x:
Dµu(x) = Pµ(x)
(
Du(x)
)
for u ∈ D(Rd).
where the classical derivativeDu may be viewed as gradient, i.e. we shall see Dµu as an
element of
(
L pµ
)d
. More precisely we introduce an unbounded operator on L pµ with the
space D(Rd) as its domain:Dµ : D(Rd) ⊂ L pµ →
(
L pµ
)d
. Having the stability property of
N pµ at our disposal we may give the closability result:
Proposition 2.1. The unbounded operator Dµ : D(Rd) ⊂ L pµ →
(
L pµ
)d
is closable:
given a sequence uh ∈ D(Rd) such that uh → u in L pµw and Dµuh → v in
(
L pµ
)d
for
some v ∈
(
L pµ
)d
, there necessarily must hold: v = 0 in
(
L pµ
)d
.
For the proof one may see for instance [BBS] or [BF2]. By the first order Sobolev
space H1,pµ with respect to measure µ we define a domain of the closure of Dµ (denoted
by the same symbolDµ). EndowingH
1,p
µ with the graph norm
‖u‖H1,pµ :=
(
‖u‖p
L pµ
+ ‖Dµu‖
p
L pµ
)1/p
renders it Banach for p ∈ [1,∞). Moreover it is reflexive whenever p ∈ (1,∞), see
[BBS]. The space H1,pµ can be readily seen as the completion of the space of smooth
functionsD(Rd)with respect to the norm given above. By definition u ∈ L pµ is an element
of the Sobolev space H1,pµ if and only if there exist a sequence uh ∈ D(R
d) and a vector
field v ∈
(
L pµ
)d
such that: uh → u in L pµw andDµuh → v in
(
L pµ
)d
. One may show that v,
should it exist, is unique and in fact defines Dµu := v. We make, however, an important
observations:
Remark 2.2. Since L pµ ×
(
L pµ
)d
is Banach and G is its linear subspace and thus a convex
subset, the closureGmay be indifferently taken with respect to norm or weak topology in
L pµ×
(
L pµ
)d
. As a consequence we can weaken the conditions for u ∈ L pµ to be an element
of H1,pµ as follows:
u ∈ H1,pµ ⇔ ∃ uh ∈ D(R
d) such that
{
uh ⇀ u in L
p
µ ,
Duh ⇀ v in
(
L pµ
)d
for some v ∈
(
L pµ
)d
.
The perspective of the Sobolev space H1,pµ as a completion of smooth functions justi-
fies using the letter H in its symbol, rather than W , see [MS] for notation. A discussion
on defining a Sobolev space with respect to measures via the notion of weak derivatives
can be for instance found in [BF1]. Here we decide not to dwell on this topic, we only
mention that the two Sobolev spaces H1,pµ andW
1,p
µ may diverge in general.
We are ready to return to the one-dimensional case: with the given weight w ∈ L1(I)
we conveniently enter the theory of Sobolev space with respect to measure through simply
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defining
µw := w L
1 I,
namely µw has a density w with respect to Lebesgue measure restricted to the interval I .
Since the theory displayed above was tailored for an arbitrary Radon measure, the first-
order Sobolev spaceH1,pµw is already correctly defined and becomes precisely the weighted
Sobolev space defined by completion of D(R). It is crucial to remember that functions in
D(R) may admit non-zero values at a− or a+ and so may the functions inH
1,p
µw (provided
the boundary values are meaningful). Our goal in this subsection is to follow this approach
and define higher-order Sobolev spacesHm,pµw for arbitrarym ∈ N+. First we need to look
into the structure of the first-order space, specifically we require a characterization of the
tangent space T pµw(x) at a point x ∈ R; it is clear that on the real line this space can be
either R or {0}.
The very characterization of T pµw(x) was the main topic of the work by J. Louet. In his
work [Lo] a more general setting was approached as the measure addressed could be any
Radon measure supported in I¯ , that is µ = µw + µs, where µs is the singular part. For
our purposes µ = µw suffices and below we will quote results from [Lo] adapted for this
simpler scenario. In the referenced work only the exponent p = 2 was taken into account,
however, all the proofs simply extend to the case of p ∈ [1,∞).
After [KO] we define a subset of I containing those points x0 that decides the violation
of the Bp-condition for our weight w ∈ L1(I):
Ipcr(w) :=
{
x0 ∈ I : ∀ ε > 0
ˆ
I∩B(x0,ε)
1
w p′/p
dx =∞
}
for p ∈ (1,∞) (2.4)
and
I1cr(w) :=
{
x0 ∈ I : ∀ ε > 0 L
1−ess sup
{
1
w(x)
: x ∈ I ∩B(x0, ε)
}
=∞
}
. (2.5)
After [Lo] we shall call Ipcr(w) a critical set for the weight w ∈ L
1(I); consequently each
point x0 ∈ Ipcr(w) will be called critical as well. It is straightforward to check that the Bp-
condition (2.1) is equivalent to enforcing Ipcr(w) = ∅, also for p = 1. From the definition
it is easy to infer that the set Ipcr(w) is always closed (in a relative topology on I ⊂ R).
The main result of Louet was to observe that the critical set contains exactly those
points in I for which the tangent space to µw is trivial; we quote his statement:
Proposition 2.3. Assume for the interval I = (a−, a+) ⊂ R a weight w ∈ L1(I) and
choose µw = w L1 I . Then a characterization of the tangent space to the measure µw
follows:
T pµw(x) =
{
R if x ∈ I\Ipcr(w)
{0} if x ∈ Ipcr(w)
for µw-a.e. x.
The proof of the first claim i.e. that T pµw(x) = R for µw-a.e. x ∈ I\I
p
cr(w) is easy and
a similar estimate to (2.3) serves as its core. The rest of the proof is long and technical,
the reader is encouraged to see the original work [Lo].
We will look at the possible ”size” of the critical set Ipcr(w). We can trivially choose a
weight w such that L1
(
Ipcr(w)
)
> 0, in particular for I = (0, 1) and arbitrary p ∈ [1,∞) it
suffices to set w = wB := 1B with e.g.B = (1/2, 1), where 1B denotes the characteristic
function of the set B. Examining the measure µw
(
Ipcr(w)
)
is of course entirely different
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matter: for the case above we clearly end up with µwB
(
Ipcr(wB)
)
= 0. Let, on the other
hand, C denote a fat Cantor set in I = (0, 1), we choose w = wC = 1C . Since the Cantor
set is nowhere dense, every point happens to be critical for any p ∈ [1,∞), namely
Ipcr(wC ) = I . Ultimately we obtain µwC
(
Ipcr(wC )
)
= L1(C ) > 0.
We shall now pass to defining the weighted Sobolev space of higher order m. Strong
degeneration of the weight dispose us of a global Poincare´-like inequality in the space
H1,pµw , see for instance [BF2] or [HK]. Hence we cannot define the spaceH
m,p
µw by focusing
only on the highest, m-th derivative. Later, in Section 6 we shall see that a version of
a generalized Poincare´ is possible to obtain, although we will prove its validity only on
some basic examples of weights w. At this point a natural way out is to define the higher-
order Sobolev inductively, that is the definition ofHm,pµw will depend on the spaceH
m−1,p
µw .
We will learn that this is easily done as long as we impose some additional conditions on
the weight w, yet not as restrictive as the condition of standard Poincare´ inequality. We
observe that due to Proposition 2.3 for any w ∈ L1(I) we have
µw
(
Ipcr(w)
)
= 0 ⇒ T pµw(x) = R for µw-a.e. x (2.6)
and this resulting property will enable a simple definition of higher-order Sobolev space
that essentially draws upon the theory of the first-order space H1,pµw .
For any smooth function u ∈ D(R) we introduce the k-th derivative tangential to µw
with k ∈ N:
Dkµwu (x) := Pµw(x)
(
Dku (x)
)
for µw-a.e. x (2.7)
where again Pµw(x) is an orthogonal projection onto T
p
µw(x), hence for any u ∈ D(R)
the tangential derivative Dkµwu is a scalar function and an element of L
p
µw . Recall that
according to Proposition 2.1 the unbounded operatorD1µw := Dµw : D(R) ⊂ L
p
µw → L
p
µw
is closable and the domain of the closure is precisely H1,pµw .
We observe that for weights w satisfying µw
(
Ipcr(w)
)
= 0 we obtain through (2.6) that
Dkµwu = D
ku µw-a.e for any smooth u ∈ D(R). This will easily provide us with another
closability result and ultimately a definition of the higher-order weighted Sobolev space
Hm,pµw as below (we agree that H
0,p
µw = L
p
µw ):
Proposition 2.4. For an interval I = (a−, a+) ⊂ R let w ∈ L
1(I) be a weight satis-
fying the condition µw
(
Ipcr(w)
)
= 0, where p ∈ [1,∞). Let m ≥ 1, then the unbounded
operator
Dmµw : D(R) ⊂ H
m−1,p
µw → L
p
µw
is closable in Hm−1,pµw and by the weighted Sobolev space H
m,p
µw we mean the domain of
this closure and endow it with the graph norm
‖u‖Hm,pµw :=
(
‖u‖p
Hm−1,pµw
+ ‖Dmµwu‖
p
L pµw
)1/p
, (2.8)
which renders Hm,pµw Banach for p ∈ [1,∞) and reflexive for p ∈ (1,∞).
Proof. Let us take a sequence uh ∈ D(R) such that uh → 0 in H
m−1,p
µw and D
m
µwu → v
in L pµw . In order to prove closability of D
m
µw we must show that v = 0 in L
p
µw . This is
established for m = 1 (see the comment above the proposition), hence we may proceed
inductively for m ≥ 2 assuming that Dm−1µw is closed in H
m−1,p
µw . Since uh ∈ D(R), we
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obtain for µw-a.e. x (see the definition (2.7)):
Dmµwuh (x) = Pµw(x)
(
D
(
Dm−1uh
)
(x)
)
= Dµw
(
Dm−1uh
)
(x). (2.9)
At this point we use the condition µw
(
Ipcr(w)
)
= 0which guarantees thatDm−1uh is equal
to Dm−1µw uh µw-a.e. Further, since uh → 0 in H
m−1,p
µw , we have D
m−1uh = D
m−1
µw uh → 0
in L pµw . Then the closedness of Dµw and (2.9) give v = 0 in L
p
µw .
The definition of Hm,pµw as the domain of the closure of D
m
µw is carried out analogically
to defining H1,pµ below Proposition 2.1. The reflexivity for p ∈ (1,∞) also follows from
precisely same reasons as in the case of H1,pµ for which, in turn, the argument may be
conducted analogically as for the standard Sobolev spaces Wm,p(Ω), see for instance
Chapter 3 in [AF]. 
By the definition ofHm,pµw , a function u ∈ H
m−1,p
µw belongs toH
m,p
µw with vm := D
m
µwu ∈
L pµw if and only if there exists a sequence uh ∈ D(R) such that uh → u in H
m−1,p
µw and
Dmµwuh → v inL
p
µw . Again by induction and by acknowledging µw
(
Ipcr(w)
)
= 0we obtain
a characterization:
u ∈ Hm,pµw ⇔ ∃ uh ∈ D(R) such that
{
uh → u in L pµw ,
Dkuh → vk in L pµw
where for k ∈ {1, . . . , m} the functions vk are any elements from L pµw ; moreover each
vk is uniquely defined and by definition equals D
k
µwu. Based on the same argument as
in Remark 2.2 strong convergence in L pµw above may be replaced by weak convergence
instead.
On the other hand equations (2.9) together with the condition µw
(
Ipcr(w)
)
= 0 unlocks
an apparatus known from classical calculus, i.e. form ≥ 1:
u ∈ Hm,pµw ⇔ u ∈ H
m−1,p
µw and D
m−1
µw u ∈ H
1,p
µw , (2.10)
where by D0µwu we understand the function u itself. Moreover, for u ∈ H
m,p
µw
Dkµwu = Dµw
(
Dk−1µw u
)
for k ∈ {1, . . . , m} .
We have seen that the established definition of the weighted Sobolev space Hm,pµw di-
rectly depends on the condition µw
(
Ipcr(w)
)
= 0.We will keep this assumption throughout
the rest of this work; such weights will be called µw-a.e. non-critical. In order to empha-
size the range of applicability of our definition we put forward the following result:
Proposition 2.5. Let a non-negative function w ∈ L1(I) have a bounded variation, i.e.
w ∈ BV (I). Then µw
(
Ipcr(w)
)
= 0 for every p ∈ [1,∞).
Proof. We shall work with the precise representative w˘ of the function w, i.e. w˘(x) :=
limr→0
ffl
B(x,r)
w(y) dy; since w ∈ BV (I) the function w˘ is approximately continuous
and L1-a.e. equal to w, see e.g. [EG].
Let us consider a point x0 ∈ I and assume that w˘(x0) > 0 and that x0 is a continuity
point of w˘. Then for each ε ∈
(
0, w˘(x0)
)
there exists δ > 0 such that w˘(x) > ε > 0 for
every x ∈ B(x0, δ) and thus x0 /∈ Ipcr(w).
We have showed that the set Ipcr(w) is contained in the sum of the set
{x ∈ I : w˘(x) = 0} and the set of discontinuity points of w˘. It is obvious that the measure
µw of the first set is zero. Since w˘ is of bounded variation on interval I in the classical
sense, the second set is at most countable, and thus of Lebesgue measure zero. 
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The main focus of this work is to examine the continuity properties of elements u ∈
Hm,pµw and, in case of higher m, continuity of derivatives D
k
µwu for k < m. We start here
with some initial remarks just for the first order space H1,pµw .
Let us assume that, for some interval I and any p ∈ [1,∞), our weight w satisfies
the Bp-condition, that is I
p
cr(w) = ∅. Then we have the embedding L
p
µw →֒ L
1
loc(I)
and, by taking element u ∈ H1,pµw and (guaranteed by definition) a sequence uh ∈ D(R)
that converges to u in the norm of H1,pµw , we obtain that uh and Dµwuh are Cauchy in
L1loc(I), but, since I
p
cr(w) = ∅, we have Dµwuh = Duh µw-a.e. Again by the embed-
ding u,Dµwu ∈ L
1
loc(I) and it is straightforward to check that necessarily uh → u and
Duh → Dµwu in L
1
loc(I). Ultimately we obtain that the distributional derivative Du is
regular and induced by the function Dµwu which renders u as an element of W
1,1
loc (I) by
which we mean the classical Sobolev space, defined indifferently via weak derivatives or
completion. Thus by a known result there exists a L1-a.e. equal representative of u that is
locally absolutely continuous in I . For more details see the proof of Corollary 3.7.
Next we look for possible discontinuities of a function u ∈ H1,pµw in the case when the
critical set Ipcr(w) is non-empty. We examine a natural class of weights that degenerate to
zero around a point x0 at different rates:
Example 2.6. Let I = (−1, 1), p ∈ [1,∞) and x0 ∈ I , we consider a class of weights
wγ ∈ L
∞(I):
wγ(x) = |x− x0|
γ
for γ ∈ [0,∞). We check for which exponents γ and p the point x0 belongs to the critical
set Ipcr(wγ); for any ε > 0 and p > 1ˆ
I∩B(x0,ε)
1
w
p′/p
γ
dx =
ˆ
I∩B(x0,ε)
|x− x0|
−γ/(p−1)dx
which is infinite if and only if γ ≥ p−1, recalling that pmust be greater than 1. In case of
p = 1 the definition (2.5) immediately implies that x0 is critical if and only if γ is sharply
bigger than zero. In summary
x0 ∈ I
p
cr(wγ) ⇔
{
γ ≥ p− 1 if p ∈ (1,∞),
γ > 0 if p = 1.
(2.11)
Having established the above we now turn to check whether a step function
uˆ = 1(x0,1) (2.12)
belongs to the space H1,pµwγ for chosen p ∈ [1,∞) and γ ∈ [0,∞). We note that the
distributional derivativeDuˆ is not regular as it is equal to the Dirac delta distribution δx0 ,
therefore, provided that indeed uˆ ∈ H1,pµwγ , the tangential derivativeDµwγ uˆ ∈ L
p
µwγ
and the
distributional derivative Duˆ must diverge. To put it differently, the tangential derivative
Dµwγ uˆ, should it exists, cannot be a commonly understood weak derivative of uˆ.
In order to show that uˆ ∈ H1,pµwγ we must find a sequence uh ∈ D(R) such that uh → uˆ
in L pµwγ and alsoDµwγuh → v in L
p
µwγ
for some v; we recall thatDµwγuh = Duh µwγ -a.e.
since the weight wγ is µwγ -a.e. non-critical. We propose a sequence uh ∈ Lip(R) instead,
since each uh can be H
1,p
µwγ
-cheaply smoothed out due to wγ ∈ L∞(I). To focus attention
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we further assume that x0 = 0:
uh(x) =


0 if x ≤ 0,
h x if 0 < x < 1/h,
1 if 1/h ≤ x.
(2.13)
which gives the a.e. defined derivativeDuh ≡ h in (0, 1/h) and Duh ≡ 0 in I\(0, 1/h).
Due to the dominated convergence theorem it is obvious that uh → uˆ in L pµwγ ; we look
at the L pµwγ -norm of Duh:
‖Duh‖
p
L pµwγ
=
ˆ 1/h
0
|x|γ hp dx =
h (p−1)−γ
γ + 1
.
Hence we see that, for any p ∈ [1,∞), there holds Duh → v ≡ 0 in L pµwγ whenever
γ > p − 1 and then we assess uˆ ∈ H1,pµwγ with Dµwγ uˆ = 0. In case of γ < p − 1 our
sequence uh is unbounded in H
1,p
µwγ
, yet this does not settle whether u /∈ H1,pµwγ . However,
according to characterization (2.11), for γ < p − 1 the critical set for wγ is empty and
there must not be a discontinuous function in H1,pµwγ .
It is left to judge the case of γ = p − 1 for which the sequence Duh is bounded in
L pµwγ yet not convergent to zero. If p > 1, by reflexivity we find v ∈ L
p
µwγ
such that (up to
choosing a subsequence) Duh ⇀ v in L
p
µwγ
. Hence, according to Remark 2.2, for p > 1
and γ = p−1 indeed uˆ ∈ H1,pµwγ holds withDµwγ uˆ = v. Again v must be zero in L
p
µwγ
and
we outline the reason. Now that we know uˆ ∈ H1,pµwγ we can choose a different sequence
uh ∈ D(R) for which the convergence in H1,pµwγ to uˆ is strong. For the weight wγ there
is no critical points other than x0 and therefore L
p
µwγ
→֒ L1loc(I\{x0}). Then Duh → v
in L1loc(I\{x0}) and we may infer that uh → uˆ in W
1,1
loc (I\{x0}) (see proof of Corollary
3.7). But uˆ is constant in (−1, x0) and in (x0, 1) therefore v must be zero a.e. in I .
The above cannot be repeated for p = 1 and γ = p− 1 = 0 due to lack of reflexivity,
although then w = w0 ≡ 1 and the critical set is empty, hence uˆ cannot be an element
ofH1,1µw0 . Regarding the characterization (2.11) our results for weights of class wγ may be
summarized for any p ∈ [1,∞) and γ ∈ [1,∞):
uˆ = 1(x0,1) ∈ H
1,p
µwγ
with Dµwγ uˆ ≡ 0 ⇔ x0 ∈ I
p
cr(wγ). (2.14)
We end the example with a short remark: the whole argument can be unchangeably
repeated for the weight wγ redefined so that wγ(x) = 1 for x ∈ (−1, x0) or even
wγ(x) = |log(|x− x0|)| for x ∈ (−1, x0). This way we learn that for the point x0 to
be critical, or for the step function at x0 to belong H
1,p
µw , we need the weight w to degen-
erate ”fast enough” only on one side of x0, while on the other the weight may even blow
up.
Example 2.7. For I = (−1/2, 1/2), p ∈ [1,∞) and x0 ∈ I we define a weight
wlog ∈ L∞(I):
wlog(x) =
1
|log(|x− x0|)|
. (2.15)
For any ε > 0 and p > 1ˆ
I∩B(x0,ε)
1
w
p′/p
log
dx =
ˆ
I∩B(x0,ε)
|log(|x− x0|)|
1/(p−1)dx
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which is finite for every p ∈ (1,∞) and thus x0 /∈ I
p
cr(wlog) for those p. On the other hand
the weight wlog is not essentially bounded from below by a positive number and thus x0
is a critical point for p = 1, namely x0 ∈ I1cr(wlog).
Independently we will test whether the step function uˆ = 1(x0,1/2) is an element of
H1,pµwlog
for different p ∈ [1,∞). Assuming that x0 = 0 we take the sequence defined in
(2.13) and we compute
‖Duh‖
p
Lpµwlog
=
ˆ 1/h
0
hp
|log(x)|
dx = hp | li(1/h) |.
where li denotes the logarithmic integral special function. From the properties of li the
right hand side above converges to zero if p = 1 and diverges to infinity otherwise. There-
fore uˆ ∈ H1,1µwlog with Dµwlog uˆ ≡ 0. Since for p > 1 the critical set I
p
cr(wlog) is empty, a
discontinuous function uˆ cannot be an element of our Sobolev space. We give a conclu-
sion analogical to the one from the previous example, this time for the weight wlog and
every p ∈ [1,∞):
uˆ = 1(x0,1/2) ∈ H
1,p
µwlog
with Dµwlog uˆ ≡ 0 ⇔ x0 ∈ I
p
cr(wlog). (2.16)
3. ON SUFFICIENT CONDITIONS FOR CONTINUITY OF A FUNCTION AND ITS
DERIVATIVES IN THE HIGHER ORDER WEIGHTED SOBOLEV SPACE Hm,pµw ON THE
REAL LINE
In the previous subsection, for a given interval I ⊂ R, a weight w ∈ L1(I) and the ex-
ponent p ∈ [1,∞), we have inferred continuity of a function u ∈ H1,pµw under the condition
that the critical set Ipcr(w) is empty. The argument was based on the resulting embedding
L pµw →֒ L
1
loc(I), which then furnished H
1,p
µw →֒ W
1,1
loc (I). Contrarily, the studied exam-
ples have pointed out that for strongly degenerate weights, i.e. if there exists at least one
x0 ∈ Ipcr(w), a function from H
1,p
µw may admit a jump-type discontinuity at x0, although
up till now that has been firmly established only for weights of classes wγ and wlog, see
(2.14) and (2.16).
Now we pass to investigating continuity of functions from higher order weighted
Sobolev spaceHm,pµw ; we remind that for this space to be well defined we keep the assump-
tion that the weight w is µw-a.e. non-critical. Take for instance an element u ∈ H2,pµw and
a weight w that admits some critical points. Since the higher order spaces were defined
inductively we may expect discontinuities of the first derivative Dµwu, but is it perhaps
possible to impose some extra condition on the weight w such that, despite Ipcr(w) 6= ∅,
we can deduce continuity of the function u itself? We start by generalizing and adapting
the notion of the critical set:
Definition 3.1. For an interval I = (a−, a+) ⊂ R, a weight w ∈ L1(I) and an exponent
p ∈ [1,∞) we define a critical set of order α ∈ [0,∞) as a subset of the closure I¯:
I¯ α,pcr (w) :=
{
x0 ∈ I¯ : ∀ ε > 0
ˆ
I¯∩B(x0,ε)
(
|x− x0|
α(
w(x)
)1/p
)p′
dx =∞
}
for p ∈ (1,∞)
(3.1)
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and
I¯ α,1cr (w) :=
{
x0 ∈ I¯ : ∀ ε > 0 L
1−ess sup
{
|x− x0|
α
w(x)
: x ∈ I¯ ∩B(x0, ε)
}
=∞
}
.
(3.2)
Remark 3.2. Obviously, for any p ∈ [1,∞) the equality Ipcr(w) = I¯
0,p
cr (w)∩I holds. Note
that, apart from introducing an order α, we have additionally altered the definition of the
critical set by considering the endpoints of the interval I = (a−, a+), namely each x0 in
the closure I¯ is now being tested. In [KO] testing the boundary ∂Ωwas not necessary since
the key embedding Lpw(Ω) →֒ L
1
loc(Ω) for proving completeness of weighted Sobolev
space was indifferent to behaviour of w close to the boundary. Here, if I¯ 0,pcr (w) = ∅ we
can write down an inequality of the form (2.3) with integrals over the whole I¯ and then
we obtain more: L pµw →֒ L
1(I). In this paper looking at criticality of boundary points
a−, a+ will prove essential for continuous extensions of the trace operators to the space
Hm,pµw , see Corollary 5.1. Handling the boundary points, however, will cause some minor
technical difficulties, see Remark 3.5.
We give some basic properties of the newly proposed critical set of order α, starting
from monotonicity both with respect to p and α. For a given w ∈ L1(I), fixed α ∈ [0,∞)
we have
I¯ α,p2cr (w) ⊂ I¯
α,p1
cr (w) for p1 ≤ p2, (3.3)
since the integrand in definitions above is raised to the power p′. Secondly, for a fixed
p ∈ [1,∞) it is straightforward that
I¯ α2,pcr (w) ⊂ I¯
α1,p
cr (w) for α1 ≤ α2, (3.4)
namely for a higher order α the weight must degenerate faster around a point x0 to furnish
its criticality.
Directly from the definitions it follows that, for every α ≥ 0 and p ∈ [1,∞) the set
I¯ α,pcr (w) is closed. For α = 0, p > 1 let us take a point x0 ∈ I¯\I¯
α,p
cr (w). Since x0 is not
critical we have ε > 0 such that the integral over I ∩B(x0, ε) in (3.1) is finite. Then every
point x˜0 from I¯ ∩ B(x0, ε) is not critical as for each such point x˜0 we may choose ε˜ so
that B(x˜0, ε˜) ⊂ B(x0, ε). Thus the integral over B(x˜0, ε˜) is also finite. For p = 1 the
argument is analogical, while for α > 0 we shall state a stronger result in Proposition 3.4.
For p > 1 let us assume that a closed, and thus compact, set F ⊂ I¯ does not contain
any critical points of any order, namely F ∩ I¯ 0,pcr (w) = ∅. For each point x ∈ F there
exists εx > 0 such that the integral in (3.1) over I ∩B(x, εx) is finite. By compactness of
F we can choose a finite family of those balls B(xn, εxn) which covers F . Ultimately we
have established that for p ∈ (1,∞)ˆ
F
1
w p′/p
dx <∞ for every closed F ⊂ I¯\I¯ 0,pcr (w) (3.5)
and, which can be shown analogically, for p = 1
‖1/w‖L∞(F ) <∞ for every closed F ⊂ I¯\I¯
0,1
cr (w). (3.6)
Example 3.3. For an interval I = (−1, 1), a point x0 ∈ I¯ and any p ∈ [1,∞)we consider
two weights: wγ ∈ L∞(I) for some γ ∈ [0,∞) and wexp ∈ L∞(I) as follows
wγ(x) = |x− x0|
γ , wexp(x) =
1
exp(1/|x− x0|)
,
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where for x0 = 0 the function wexp restricted to (0, 1) is the inverse of wlog|(0,1) defined
in (2.15). First, for p > 1 we look at
ˆ
I∩B(x0,ε)
(
|x− x0|
α(
wγ(x)
) 1/p
)p′
dx =
ˆ
I∩B(x0,ε)
|x− x0|
−(γ−αp)/(p−1)dx
and, also acknowledging the definition (3.2) of I¯ α,1cr (w), we obtain
x0 ∈ I¯
α,p
cr (wγ) ⇔
{
γ ≥ p(α + 1)− 1 if p ∈ (1,∞),
γ > α if p = 1.
(3.7)
Further, again for p > 1
ˆ
I∩B(x0,ε)
(
|x− x0|
α(
wexp(x)
) 1/p
)p′
dx =
ˆ
I∩B(x0,ε)
|x− x0|
αp′(exp(1/|x− x0|))1/(p−1)dx
which is infinite for every α ≥ 0 and p ∈ (1,∞), hence
x0 ∈ I¯
α,p
cr (wexp) for every α ∈ [0,∞) and p ∈ [1,∞). (3.8)
Let us for p = 2 and a point x0 ∈ I¯ consider a weight wγ(x) = |x− x0|
γ
for any
γ ∈ [1, 3). According to (3.7) we have x0 /∈ I¯ 1,2cr (wγ), although x0 ∈ I¯
0,2
cr (wγ) which
simply shows that the inclusion converse to (3.4) cannot hold. Notwithstanding this we
are able to show a weaker result of this fashion:
Proposition 3.4. Assume a point in the closure of the interval x0 ∈ I¯ = [a−, a+] ⊂ R, an
exponent p ∈ [1,∞) and a weight w ∈ L1(I). If x0 /∈ I¯ α,pcr (w) for some α ≥ 0, then there
exists a neighbourhood V ∋ x0 that is relatively open in I¯ and satisfies(
V \{x0}
)
∩ I¯ 0,pcr (w) = ∅. (3.9)
Remark 3.5. We are forced to operate with sets V that are relatively open in I¯ whenever
the point x0 is one of the end-points of I¯ = [a−, a+]. Then V ⊂ I¯ furnished by the
proposition is an open neighbourhood of x0 in the relative topology in I¯ , but it is not a
neighbourhood of x0 in the topological space R. We agree that in this subsection we will
for brevity call such sets ”I¯-open” and use symbol V to denote it, while U will stand for
the sets open in R, which we shall shortly name ”open”. It is obvious that for any I¯-open
set V the set V ∩ I is open, while the closure V in (3.9) may be indifferently taken with
respect to topologies on I¯ or R.
Proof. We shall assume p > 1, since the proof for p = 1 employs the same simple idea.
The fact x0 /∈ I¯ α,pcr furnishes ε > 0 such that the integral over I¯∩B(x0, ε) in the definition
(3.1) is finite. We set
V := B(x0, ε/2) ∩ I¯ .
For any x˜0 ∈ V\{x0} we choose ε˜ := |x˜0 − x0|/2 and we note that B(x˜0, ε˜) ⊂ B(x0, ε).
Then, since for every x ∈ B(x˜0, ε˜) there holds |x− x0|
α ≥ |x˜0 − x0|
α/2α =: C > 0, we
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arrive at
ˆ
I¯∩B(x˜0,ε˜)
1
w p′/p
dx ≤
1
Cp′
ˆ
I¯∩B(x˜0,ε˜)
(
|x− x0|
α(
w(x)
)1/p
)p′
dx
≤
1
Cp′
ˆ
I¯∩B(x0,ε)
(
|x− x0|
α(
w(x)
)1/p
)p′
dx <∞
which implies x˜0 /∈ I¯ 0,pcr (w) and the proof is complete. 
We put forward the main result of this section, we agree that H0,pµw = L
p
µw :
Theorem 3.6. Assume an interval I = (a−, a+) ⊂ R with a weight w ∈ L1(I) and
p ∈ [1,∞). Choose any point x0 ∈ I¯ = [a−, a+] and fix any k ∈ N (zero included).
If x0 /∈ I¯ k,pcr (w) then there exists an I¯-open neighbourhood V ∋ x0 such that
Hk,pµw →֒ L
1(V). (3.10)
In particular, if I¯ k,pcr (w) = ∅ then V may be chosen as I¯ , namely H
k,p
µw →֒ L
1(I¯).
For k = 0 the theorem roughly boils down to the well established fact (2.2). Prior to
proving the statement we shall first see what are the consequences as far as continuity
of functions from Hm,pµw are concerned. Henceforward we agree that k¯ ∈ {0, . . .m − 1}
will stand for the order of derivative Dk¯µwu whose continuity is examined (affirmed in
this section and denied in the next) at a point x0. By means of induction we show that
Theorem 3.6 implies
Corollary 3.7. Let us for p ∈ [1,∞), an interval I ⊂ R and a weight w ∈ L1(I) denote
by Hm,pµw the m-th order weighted Sobolev space, where m ∈ N+. We choose a point
x0 ∈ I¯, an order k¯ ∈ {0, . . . , m− 1} and denote ∆k := m− k¯.
If x0 /∈ I¯ ∆k−1,pcr (w) then there exists an I¯-open neighbourhood V ∋ x0 such that
Hm,pµw →֒ W
(k¯+1),1(V ∩ I) (3.11)
and, as a result, for a function u ∈ Hm,pµw there exists a function u˘ ∈ C
k¯(V ∩ I) such that
for all k ≤ k¯
u = u˘ and Dkµwu = D
ku˘ L1-a.e. on V,
where Dku˘ is intended in the classical sense.
In the case when I¯ ∆k−1,pcr (w) = ∅ the set V ∩ I above may be replaced by I .
Proof. We choose an I¯-open neighbourhood V ∋ x0 in accordance with Theorem 3.6. Let
us take any function u ∈ Hm,pµw . Recall (2.10); then, since x0 /∈ I¯
∆k−1,p
cr (w), by Theorem
3.6 we obtain
Dk¯+1µw u ∈ H
(m−(k¯+1)),p
µw = H
∆k−1,p
µw →֒ L
1(V)
and the same applies to derivatives Dkµwu for any k ∈ {0, . . . , k¯ + 1}. We choose a
sequence of smooth functions uh ∈ D(R) that converges to u in Hm,pµw , then for every
order k ∈ {0, . . . , k¯ + 1}
‖Dkuh −D
k
µwu‖L1(V) ≤ C‖uh − u‖Hm,pµw
HIGHER ORDER WEIGHTED SOBOLEV SPACES FOR STRONGLY DEGENERATE WEIGHTS 19
where C > 0 is given by the embedding (3.10). The convergence Dkuh → D
k
µwu in
L1(V) for every k ∈ {0, . . . , k¯ + 1} follows.
Since V is merely I¯-open further we work with U := V ∩ I that is also open in R; note
that V ⊂ U ∪ {a−, a+}. Clearly all the convergences in L1(V) above also hold in L1(U).
Now for every k ∈ {0, . . . , k¯ + 1} we may compute the distributional derivativeDku on
U . For a function ϕ ∈ D(U)〈
ϕ,Dku
〉
= (−1)k
ˆ
U
(
Dkϕ
)
u dx = lim
h→∞
(−1)k
ˆ
U
(
Dkϕ
)
uh dx
= lim
h→∞
ˆ
U
ϕ
(
Dkuh
)
dx
=
ˆ
U
ϕ
(
Dkµwuh
)
dx,
thus we infer that for each k ∈ {0, . . . , k¯ + 1} we have Dku = Dkµwu ∈ L
1(U) ∩ L pµw
(Dkµwu induces a regular distributionD
ku on U) and hence u ∈ W (k¯+1),1(U) with uh → u
inW (k¯+1),1(U). Moreover
‖u‖W (k¯+1),1(U) ≤ (k¯ + 1)C ‖u‖Hm,pµw
which ultimately establishes the embedding (3.11). The rest of the corollary is a result
of a well-known fact that a function u ∈ W (k¯+1),1(U) has an almost everywhere equal
representative u˘ ∈ Ck(U) withDku˘ being absolutely continuous. 
Let us return to proving Theorem 3.6. We start with a simple lemma that explains
how the factor (x − x0)k, appearing in the definition of I¯ k,pcr (w), comes into play in the
inequality that yields the embedding (3.10):
Lemma 3.8. Let x0 be any point on the real line and choose its open neighbourhood U .
Then, for k ∈ N and any φ ∈ Ckc (U) (φ has a compact support in U) an inequality holds:ˆ
U−
|φ(x)| dx ≤
1
k!
ˆ
U−
|Dkφ (x)||x− x0|
kdx. (3.12)
where U− := U ∩ (−∞, x0]. The same independently applies to the integrals taken over
the set U+ := U ∩ [x0,∞).
Proof. For an arbitrary φ ∈ Ckc (U) we define
φ˜(x) :=
ˆ x
−∞
∣∣Dkφ(y)∣∣(x− y)k−1
(k − 1)!
dy,
which gives a non-negative function φ˜ ∈ Ck−1(R) with absolutely continuous derivative
D(k−1)φ˜ such that a.e. Dkφ˜ =
∣∣Dkφ∣∣. Since spt(φ˜) ⊂ [a,∞) for some a > −∞ and all,
except the k-th, derivatives of monomial Pk = Pk(x) = (x− x0)k vanish at x0, we obtain
through integration by parts (being valid due toD(k−1)φ˜ ∈ AC(R))ˆ x0
−∞
|φ(x)| dx ≤
ˆ x0
−∞
φ˜(x) dx =
(−1)k
k!
ˆ x0
−∞
Dkφ˜ (x) (x− x0)
k dx
=
1
k!
ˆ x0
−∞
|Dkφ (x)||x− x0|
kdx, (3.13)
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where in additionwe have used the fact that |φ| ≤ |φ˜| = φ˜ and (−1)k(x−x0)k = |x− x0|
k
for x ≤ x0. Since spt(φ) ⊂ U , the first and last integral above may be equivalently taken
over the set U− = U ∩ (−∞, x0] furnishing inequality (3.12). The same idea may be
applied to the integral over U+ = U ∩ [x0,∞) and the proof is complete. 
Proof of Theorem 3.6. To focus attention we will assume that p > 1 and we shall com-
ment on the case p = 1 later.
Since x0 /∈ I¯ k,pcr (w) for some k ∈ N, we may choose an I¯-open neighbourhood V ⊂ I¯
of x0 in compliance with Proposition 3.4. From the proof of this proposition there holds
ˆ
V
(
|x− x0|
k
(w(x))1/p
)p′
dx


1
p′
=: C1 <∞. (3.14)
We remind that the set V ∋ x0 is in general I¯-open; we now modify the set V to arrive at
a neighbourhood U ∋ x0 that is also open in R (recall that I = (a−, a+) and x0 ∈ I¯ ):
U :=


V ∩ I if x0 ∈ I ,
(−∞, x0] ∪ (V ∩ I) if x0 = a− ,
(V ∩ I) ∪ [x0,∞) if x0 = a+ .
(3.15)
Next we take any open neighbourhood U1 ∋ x0 that is compactly contained in U , i.e
x0 ∈ U1 ⋐ U . Then by (3.9) the set V\U1 is a closed subset of I¯ with no critical points of
any order, hence due to (3.5)(ˆ
V\U1
1
w p′/p
dx
) 1
p′
=: C2 <∞. (3.16)
We also propose and fix a cut-off function ϕ ∈ D(U) such that
0 ≤ ϕ ≤ 1 and ϕ ≡ 1 on U1.
We consider any function u ∈ D(R), we stress that u may not be compactly sup-
ported in U . To prove the embedding (3.10) we must show that there exists a constant C
independent of u such thatˆ
V
|u| dx ≤ C ‖u‖Hk,pµw ∀ u ∈ D(R). (3.17)
For a picked u we multiply by the smooth cut-off function:
u˜ := ϕu.
According to Lemma 3.8 we arrive at inequalityˆ
V
|u˜(x)| dx ≤
1
k!
ˆ
V
|Dku˜ (x)||x− x0|
kdx. (3.18)
Indeed, we have x0 ∈ U , u˜ ∈ D(U) and, by the definition of U , the set V is (up to elements
a−, a+) equal to: U−∪U+ for x0 ∈ I; to U+ for x0 = a−; to U− for x0 = a+, where U−
and U+ are defined in the lemma. Therefore the inequality above can be composed from
independent inequalities for U− and U+ from Lemma 3.8.
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We start proving the inequality (3.17), we observe that u− u˜ ≡ 0 on U1:
ˆ
V
|u| dx ≤
ˆ
V
|u− u˜| dx+
ˆ
V
|u˜| dx
≤
ˆ
V\U1
|u− u˜| dx+
1
k!
ˆ
V
|Dku˜ (x)||x− x0|
kdx. (3.19)
Both the integrals may be estimated by Ho¨lder inequality in analogy to (2.3):
ˆ
V
|u| dx ≤
(ˆ
V\U1
w |u− u˜|p dx
) 1
p
(ˆ
V\U1
1
w p′/p
dx
) 1
p′
+
1
k!
(ˆ
V
w |Dku˜|pdx
) 1
p
(ˆ
V
(
|x− x0|
k
(w(x))1/p
)p′
dx
) 1
p′
≤ C2 ‖u− u˜‖L pµw + C1/k! ‖D
ku˜‖L pµw , (3.20)
where we have utilized (3.14) and (3.16). Since ϕ is fixed an estimate follows from the
Leibniz differentiation formula:
‖Dku˜‖L pµw ≤
(
max
0≤n≤k
‖Dnϕ‖∞
)(ˆ
V
w
∣∣∣∣ ∑
0≤n≤k
(
k
n
)
Dnu
∣∣∣∣
p
dx
)1/p
≤ C3‖u‖Hk,pµw
for a finite C3 > 0. In addition we notice that |u− u˜| ≤ |u| everywhere and ultimately
ˆ
V
|u| dx ≤ C2 ‖u‖L pµw + C1C3/k! ‖u‖Hk,pµw
≤ C ‖u‖Hk,pµw
establishing the inequality (3.17). One may easily verify that for p = 1 the proof of the
inequality runs identically up to redefining the constants as C1 := ‖Pk/w‖L∞(V) and
C2 := ‖1/w‖L∞(V\U1), where Pk(x) = (x− x0)
k.
In the remainder of the proof the function uwill be an element of the weighted Sobolev
space Hk,pµw . Let uh ∈ D(R) denote a sequence of smooth functions that converges to u in
Hk,pµw . The sequence is Cauchy in H
k,p
µw , hence by the inequality (3.17) uh is also Cauchy
in L1(V) and thus has there a limit which we denote by u¯. On the other hand uh → u in
L pµw and, since
(
V\{x0}
)
∩ I¯ 0,pcr (w) = ∅, the embedding L
p
µw →֒ L
1
loc(V\{x0}) furnishes
(up to choosing a subsequence) uh(x)→ u(x) a.e. in V . Therefore there must hold u = u¯
a.e. and the inequality (3.17) extends to Hk,pµw which proves the embedding (3.10).
Finally, if I¯ k,pcr (w) = ∅, then for each x ∈ I¯ there exists an I¯-open neighbourhood
Vx for which the inequality (3.17) holds for smooth functions with a constant Cx < ∞.
The family {Vx : x ∈ I¯} is an open covering for I¯ which is compact thus we can choose
a finite subcover {Vxn : xn ∈ I¯ for 1 ≤ n ≤ N}. Then inequality (3.17) holds for the
set V = I¯ and the constant C =
∑
1≤n≤N Cxn < ∞. The embedding H
k,p
µw →֒ L
1(I¯)
follows from the argument used in the previous paragraph. It is worth observing that, for
I¯ k,pcr (w) = ∅ with any k ∈ N, in process we have obtained I¯
0,p
cr (w) ⊂ {xn : 1 ≤ n ≤ N},
namely I¯ 0,pcr (w) is finite. 
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4. ON SUFFICIENT CONDITIONS FOR JUMP-TYPE DISCONTINUITIES OF A FUNCTION
AND ITS DERIVATIVES IN HIGHER ORDER WEIGHTED SOBOLEV SPACE Hm,pµw ON
THE REAL LINE
For an interval I = (a−, a+) ⊂ R and a (possibly strongly degenerate) weight w ∈
L1(I)we continue to look at them-th order weighted Sobolev spaceHm,pµw defined through
completion of the space D(R), the exponent p is any real number from [1,∞). In the
previous section we have established that, at a given point x0 ∈ I and chosen order k¯ ∈
{0, . . . , m−1}, the condition x0 /∈ I¯
∆k−1,p
cr (w), with∆k = m− k¯, is sufficient to deduce
continuity of u and all the derivatives Dkµwu up to order k = k¯ at the point x0, u being
any function inHm,pµw . Further we ask whether this condition is optimal or, in other words,
if the condition x0 /∈ I¯ ∆k−1,pcr (w) is necessary to have the aforementioned continuity of
u and its derivatives at x0. To put it yet differently, we must check if criticality x0 ∈
I¯ ∆k−1,pcr (w) implies existence of uˆ ∈ H
m,p
µw such that for the order k¯ the derivative D
k¯
µw uˆ
is discontinuous at x0. More precisely we will verify whether there exists a function uˆ ∈
Hm,pµw with
Dk¯µw uˆ = 1(x0,a+) µw-a.e. (4.1)
We agree that henceforward the symbol uˆ will be consistently used to denote a candidate
for a function from Hm,pµw with k¯-th tangential derivative being a step function (4.1).
4.1. Application of Legendre-Fenchel transformation to showing potential discon-
tinuities of functions in the first order weighted Sobolev space H1,pµw . Before stating
the result for arbitrary m ≥ 1 and k¯ ∈ {0, . . . , m − 1} we will look into the case
of the first order Sobolev space H1,pµw , we thus specify m = 1, k¯ = 1, ∆k − 1 =
m − k¯ − 1 = 0. Essentially, for a point x0 ∈ I we ask if the criticality x0 ∈ I¯ 0,pcr (w)
guarantees that uˆ = 1(x0,a+) is an element of H
1,p
µw . In order to answer this question posi-
tively we must, by definition, find a sequence of smooth functions uˆh ∈ D(R) such that
uˆh → uˆ and Duˆh → v in L pµw for some v. This was achieved for weights of the class
wγ and wlog, see the conclusions (2.14) and (2.16) in Examples 2.6 and 2.7 respectively.
In both cases v, that is the tangential derivative of the step function Dµw uˆ, turned out to
be zero in L pµw . From those examples we learn that for a general weight w ∈ L
1(I) we
should seek a sequence of functions φˆh ∈ D(R) such that
φˆh ≥ 0, spt
(
φˆh
)
⊂ B(x0, 1/h),
ˆ
I
φˆh dx = 1, ‖φˆh‖L pµw
h→∞
−−−→ 0. (4.2)
The first three conditions describe a sequence that approximates a Dirac delta measure
at x0. If such a sequence φˆh exists, then by defining uˆh(x) :=
´ x
−∞
φˆh(y) dy we obtain
uˆh → uˆ in L
p
µw from the Lebesgue dominated convergence theorem. The forth condition
guarantees thatDuˆh = φˆh → 0 inL pµw , which eventually (upon restricting uˆh to a compact
support in R) establishes that uˆ ∈ H1,pµw .
In order to show that, for a given weight w, the existence of a sequence (4.2) for x0
stems from the fact that x0 ∈ I¯ 0,pcr (w) we must find a more intrinsic relation between the
two properties of the point x0 ∈ I . The idea proposed herein puts them in duality.
For a weight w ∈ L1(I), an exponent p ∈ [1,∞) and an open subset U ⊂ I we define
a convex energy functional JU : L
p(U) → R, where R = R ∪ {−∞,∞}. We stress that
the Lebesgue space Lp(U) is intended with respect to Lebesgue measure instead of the
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measure with density µw. For any v ∈ L
p(U) we put
JU(v) :=
1
p
ˆ
U
w(x) |v(x)|p dx, (4.3)
which can be alternatively written as JU(v) =
´
U
f
(
x, v(x)
)
dx with the integrand
f : U × R → R defined by f(x, ν) := 1
p
w(x) |ν|p. The convex conjugate, or Legendre-
Fenchel conjugate of the functional J∗U : L
p′(U) → R is defined for any v∗ ∈ Lp
′
(U) by
the formula
J∗U
(
v∗
)
:= sup
v∈Lp(U)
{ˆ
U
v v∗ dx − JU(v)
}
(4.4)
where we have used the fact the integral of the product v v∗ is a natural duality pairing for
the pair 〈Lp, Lp
′
〉; note that the weight w is missing from the integral. The integrand f is
normal for every p ∈ [1,∞) and from the celebrated result by Rockafellar (see Theorem 2
in [Ro]) we find that the operations of conjugation and integration in (4.4) commute, more
precisely J∗U
(
v∗
)
=
´
U
f ∗
(
x, v∗(x)
)
dx where the integrand f ∗ : U × R→ R denotes the
Legendre-Fenchel conjugate of f(x, · ) with respect to the second argument. The closed
formula for f ∗ requires handling the case p = 1 separately: for every x ∈ U and ν∗ ∈ R
f ∗
(
x, ν∗
)
=
1
p′
(
|ν∗|
(w(x))1/p
)p′
for p ∈ (1,∞),
f ∗
(
x, ν∗
)
=
{
0 if |ν∗|/w(x) ≤ 1,
∞ otherwise
for p = 1,
hence the formula for J∗U follows for v
∗ ∈ Lp
′
(U):
J∗U
(
v∗
)
=
1
p′
ˆ
U
(
|v∗(x)|
(w(x))1/p
)p′
dx for p ∈ (1,∞), (4.5)
J∗U
(
v∗
)
=
{
0 if ‖v∗/w‖L∞(U) ≤ 1,
∞ otherwise
for p = 1. (4.6)
Next assume a point x0 ∈ I which is critical, i.e. x0 ∈ I¯
0,p
cr (w). For a fixed ε > 0 we
denote an open neighbourhood Uε := B(x0, ε) ∩ I and propose
v∗ε := ε = const in L
p′(Uε).
We will show that J∗Uε
(
v∗ε
)
=∞ for any p ∈ [1,∞). It is straightforward that
for p ∈ (1,∞) J∗Uε
(
v∗ε
)
=
εp
′
p′
ˆ
B(x0,ε)
1
wp′/p
dx =∞ (4.7)
by the very definition (3.1) of the critical set I¯ 0,pcr (w). In the case of p = 1 we need an
extra argument: if x0 ∈ I¯ 0,1cr (w), then for arbitrarily small ε > 0 there exists a subset
A ⊂ Uε = B(x0, ε) ∩ I with positive Lebesgue measure such that 1/w(x) > 1/ε for
every x ∈ A, therefore
‖v∗ε/w‖L∞(Uε) ≥ ‖ε/w‖L∞(A) > 1, hence J
∗
Uε
(
v∗ε
)
=∞ for p = 1. (4.8)
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We can next confront the above results (4.7), (4.8) with the general definition (4.4) of the
conjugate functional J∗Uε at v
∗ = v∗ε ≡ ε. As a result, for arbitrarily small ε > 0, we infer
the existence of a sequence as follows:
vh ∈ L
p(Uε), vh ≥ 0, ε
ˆ
Uε
vh dx − JUε(vh)
h→∞
−−−→ 0, (4.9)
where we recall that Uε = B(x0, ε) ∩ I . Non-negativity of vh follows from the fact that
otherwise we could always take the absolute value. Having the sequence vh at our disposal
we are almost done with finding the sequence φˆh satisfying (4.2) and thus proving that uˆ
is an element ofH1,pµw . We must obtain a smooth version φh of vh and then rescale it to φˆh.
The first step shows small trouble, as the smooth φh must be close to vh in terms of both
|
´
Uε
φhdx −
´
Uε
vhdx| and |JUε(φh)− JUε(vh)|. We observe that JUε(v) = 1/p ‖v‖
p
L pµw
for any v ∈ Lp(Uε). For every δ > 0 each function vh can be smoothly approximated
so that |JUε(φh)− JUε(vh)| < δ, but this is not enough since, in extreme case, w could
be zero function and then we would have no control over
∣∣∣´Uε φhdx− ´Uε vhdx
∣∣∣. We thus
require
an additional assumption on the weight w: ∃r > 0 such that w ∈ L∞
(
B(x0, r) ∩ I
)
,
(4.10)
in which case, for ε ≤ r, we have the continuous embedding Lp(Uε) →֒ L pµw . We may
now mollify vh by standard convolution, obtaining for arbitrary δ > 0 a function φh (with
possibly slightly larger support than Uε, due to arbitrariness of ε this fact is irrelevant
and thus skipped later) such that ‖vh − φh‖Lp(Uε) < δ. Both the terms in the divergent
sequence (4.9) are thus well approximated with vh replaced by φh. Obviously each φh is
non-negative, as it was obtained by mollification of a non-negative function vh.
Since ε in (4.9) (and also for the sequence of smooth φh) is arbitrary, through a di-
agonalization argument we can choose φh so that φh ∈ D(Uεh) and εh
´
Uεh
φh dx −
JUεh (φh)→∞ with εh := 1/h. We put∆h :=
´
Uεh
φh dx and rescale our sequence:
φˆh :=
1
∆h
φh.
Obviously
´
B(x0,1/h)
φˆh dx = 1 for every h, whilst
εh∆h − JUεh(φh) > 0 ⇒ εh∆h −∆
p
h JUεh(φˆh) > 0
⇒ JUεh(φˆh) <
εh
∆p−1h
. (4.11)
We recall that εh = 1/h and ∆h necessarily diverge to infinity, therefore JUεh(φˆh) → 0
for any p ∈ [1,∞) or equivalently ‖φˆh‖L pµw → 0. We have found a sequence φˆh that
precisely satisfies the conditions (4.2). This establishes that the step function uˆ = 1(x0,a+)
is an element of the weighted Sobolev space H1,pµw .
Remark 4.1. We give a short comment on the choice of the function v∗ε = ε above.
Eventually it has landed as εh = 1/h in the inequality (4.11) that estimates JUεh(φˆh). This
inequality was to yield ‖φˆh‖L pµw → 0; we note that for p > 1 it would still have done
so notwithstanding εh, which is due to ∆h → ∞. In summary, for p > 1 it was enough
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to take v∗ε = 1 while in case of p = 1 the trick with ε was essential. The same idea will
motivate ε in (4.15) in the proof of Theorem 4.5.
Remark 4.2. For an interval (or in fact any open set) I ⊂ R, an exponent p ∈ [1,∞) and
a weight w ∈ L1(I) we write down the two following statements:
(i) the critical set is empty, namely I¯ 0,pcr (w) = ∅;
(ii) the embedding L pµw →֒ L
1(I) holds.
The implication (i)⇒ (ii) has been showed (up to locality) already by [KO] by means of
Ho¨lder inequality, see (2.3), and was repeatedly used here in Section 3. If on the other
hand the critical set I¯ 0,pcr (w) is non-empty then our duality argument above has showed
that there exists a sequence vh satisfying (4.9). Then, upon rescaling by ∆h :=
´
I
vh dx,
the sequence vˆh := vh/∆h satisfies ‖vˆh‖L1(I) = 1 and ‖vˆh‖L pµw → 0. This disqualifies the
embedding (ii) and ultimately puts the two statements (i) and (ii) in equivalence. For the
case p = 2 this result was given in [Lo], see Lemma 2.4 in this work. To prove the lemma
Louet has used more elementary methods of measure theory and functional analysis. The
approach proposed herein sheds light on the duality relation between (i) and (ii) by means
of the Legendre-Fenchel transformation.
4.2. Examining jump-type discontinuities of a function and its derivatives in higher
order weighted Sobolev space Hm,pµw via general duality theory. A stability assump-
tion on the weight. The previous subsection, that concerned the first order space H1,pµw
only, was aimed to serve rather as demonstration of applying duality in examining the
step functions uˆ as elements of the weighted Sobolev space. For a higher order space
Hm,pµw and its function uˆ we wish to infer that the fact x0 ∈ I¯
∆k−1
cr makes it possible for
the derivativeDk¯µw uˆ to be a step function 1(x0,a+), recall that∆k = m− k¯. First of all we
must show that there exists a sequence φˆh satisfying (4.2), then we may define a sequence
uˆh so that D
k¯uˆh(x) :=
´ x
−∞
φˆh(y) dy. We obtain that D
k¯uˆh → 1(x0,a+) in L
p
µw as desired
and also Dk¯+1uˆh = φˆh → 0 in L pµw . This, however, is not enough for uˆh to converge to uˆ
in Hm,pµw . For that we need all the derivatives D
kuˆh for k ∈ {k¯ + 1, . . . , m} to converge
to zero in L pµw . In other words all the functions φˆh, Dφˆh, . . . , D
m−(k¯+1)φˆk = D
∆k−1φˆh
must converge to zero. It is already established that the convergence of φˆh is guaranteed
whenever x0 ∈ I¯ 0,pcr (w). Now we must show that for convergence of the highest deriva-
tive: D∆k−1φˆh → 0 in L pµw all we require is x0 ∈ I¯
∆k−1,p
cr (w). For that purpose we shall
apply duality once more, only this time we will employ a more general theory of duality
in calculus of variation (cf. [ET]), which will considerably automate the proof, for in-
stance it will furnish a sequence of functions that are already smooth, as opposed to (4.9).
Beforehand, for the sake of generality, we shall specify the definition of the critical point
x0 with respect to the side of x0 where the degeneration of the weight w occurs.
Further we agree for the following notation: by B−(x0, ε) := (x0− ε, x0) we shall see
the left open half-ball around x0 and, analogically, B+(x0, ε) := (x0, x0 + ε) will denote
the right open half-ball. During the construction of a sequence φˆh in Section 4.1 we have
concluded that we need an additional assumption on the weight w: it had to be essentially
bounded in some neighbourhood of x0, see (4.10). The short comment at the end of the
Example 2.6 illustrates that this is too restrictive, since the weight can degenerate on e.g.
right side of x0 and blow up to infinity on the left side. In this scenario the sequence φˆh
can be supported in the right half-ballsB+(x0, 1/h). We require the following definitions:
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Definition 4.3. For a given weight w ∈ L1(I), an exponent p ∈ [1,∞) and an order
α ≥ 0 we shall say that x0 ∈ I is a right-sided (or left-sided) critical point, which will
be denoted by x0 ∈ I¯
α,p
cr,+(w) (or x0 ∈ I¯
α,p
cr,−(w)), whenever x0 belongs to the sets in
definitions (3.1,3.2) of I¯ α,pcr (w) with the ball B(x0, ε) replaced by the half-ball B+(x0, ε)
(or the half-ball B−(x0, ε)).
It is clear that x0 ∈ I¯
α,p
cr,−(w) or x0 ∈ I¯
α,p
cr,+(w) implies x0 ∈ I¯
α,p
cr (w). Conversely, if
x0 ∈ I¯ α,pcr (w), then we have x0 ∈ I¯
α,p
cr,−(w) or x0 ∈ I¯
α,p
cr,+(w) or both. In case of boundary
points of the interval I = (a−, a+) the left end-point a− is a critical point if and only if it
is right-sided and the right end-point a+ is critical if and only if it is left-sided.
We will give a theorem that by means of duality furnishes a sequence φˆh that approxi-
mates Dirac delta around a critical point x0 with a small L
p
µw -norm of its k-th derivative.
Beforehand we need a technical lemma which is obvious for smooth functions:
Lemma 4.4. Let us be given a point x0 on the real line R. For a fixed k ∈ N we consider
a set
Vk :=
{
v ∈ L1loc(R) : D
kv − 1 is a non-negative distribution in D′(R)
}
,
where 1 denotes a regular distribution induced by a constant function 1 ∈ L1loc(R).
Then, for each element v ∈ Vk, there exists δ = δ(v) > 0 such that
|v(x)| ≥
|x− x0|
k
k!
for a.e. x ∈ B(x0, δ). (4.12)
Proof. It is enough to prove the thesis with (4.12) holding for a right half-ball B+(x0, δ)
only. In the proof we do not distinguish distributions and measures or functions inducing
them.
The constraint v ∈ Vk implies that Dkv is a positive distribution itself and thus, by a
version of Riesz representation theorem, µ := Dkv is a positive Radon measure (see e.g.
[Ru]). Moreover µ(A) ≥ L1(A) for every Borel set A ⊂ R. In the case when k = 0 this
is equivalent to v being greater or equal to 1 a.e. in R, which gives (4.12).
Further we may thus assume that k ≥ 1; then Dk−1v is an increasing and locally
bounded function on R. Therefore we may work with a right-sided continuous represen-
tative of Dk−1v for which the formula below holds for each x > x0:(
Dk−1v
)(
x
)
=
(
Dk−1v
)(
x+0
)
+ µ
(
(x0, x]
)
where
(
Dk−1v
)(
x+0
)
is the right-sided limit. We notice that there exists δ¯ > 0 such that∣∣(Dk−1v)(x)∣∣ ≥ |x− x0| ∀ x ∈ B+(x0, δ¯). (4.13)
Indeed, if
(
Dk−1v
)(
x+0
)
6= 0 this follows from right-sided continuity of Dk−1v; if, how-
ever,
(
Dk−1v
)(
x+0
)
= 0 then simply
∣∣(Dk−1v) (x)∣∣ = µ((x0, x]) ≥ L1((x0, x]) =
|x− x0| and this establishes the thesis for k = 1.
Now we look at the case when k ≥ 2; since Dk−1v ∈ L1loc(R) we observe that
v ∈ Ck−2(R) and Dk−2v is locally absolutely continuous. From the Taylor expansion
it is clear that whenever (Dnv∗) (x+0 ) 6= 0 for some n ∈ {0, . . . , k − 2}, there exists δ
such that (4.12) holds. We assume otherwise and then the Taylor expansion for x ≥ x0
reduces to
v(x) =
ˆ x
x0
(
Dk−1v
)
(y)
(x− y)k−2
(k − 2)!
dy
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which by (4.13) easily gives |v(x)| ≥ |x− x0|
k/k! for every x ∈ B+(x0, δ¯). The proof
concludes here. 
Theorem 4.5. Let us take an open interval I = (a−, a+) ⊂ R, an exponent p ∈ [1,∞)
and a weight w ∈ L1(I). We choose a point x0 ∈ I¯ and an order k ∈ N+ ∪ {0}. We
assume that there exists r > 0 such that w ∈ L∞
(
B+(x0, r) ∩ I)
)
.
The following claim holds: if x0 ∈ I¯
k,p
cr,+(w), then there exists a sequence φˆh satisfying:
φˆh ∈ D
(
B+(x0, 1/h)
)
, φˆh ≥ 0,
ˆ
I
φˆh dx = 1, ‖D
kφˆh‖L pµw
h→∞
−−−→ 0. (4.14)
The same result can be obtained for the left-sided critical point x0 ∈ I¯
k,p
cr,−(w) provided
the half-balls B+ above are replaced with the half-balls B−.
Proof. We will display the proof only for the case when x0 ∈ I¯
k,p
cr,+(w) since in the case
of a left-sided critical point x0 the argument runs analogically. We note that such x0 ∈ I¯
cannot be the right end-point a+. We will construct the sequence φˆh starting from the
index h0 for which B+(x0, 1/h0) ⊂ B+(x0, r) ∩ I .
For a fixed ε ≤ r we set Uε := B+(x0, ε)∩I . We will show that there exists a sequence
of smooth functions φn satisfying
φn ∈ D
(
Uε
)
, φn ≥ 0, ε
ˆ
Uε
φn dx− JUε
(
Dkφn
) n→∞
−−−→ ∞, (4.15)
where the energy functional JUε : L
p
(
Uε
)
→ R is defined in (4.3). We explain how
our thesis follows from the existence of such a sequence φn. Starting from h ≥ h0 we
may put εh := 1/h in (4.15) above and for each h we find a respective sequence φh,n
that varies in n. The diagonalization argument yields a non-negative sequence φh,h ∈
D
(
B+(x0, 1/h)
)
that varies in h, then εh
´
Uεh
φh,hdx − JUεh
(
Dkφh,h
)
→ ∞. We put
∆h :=
´
φh,h dx and define a rescaled sequence φˆh ∈ D
(
B+(x0, 1/h)
)
φˆh :=
1
∆h
φh,h. (4.16)
An estimate analogical to (4.11) yields JUεh
(
Dkφˆh
)
< εh/∆
p−1
h . Since εh = 1/h → 0
and∆h →∞, we obtain JUεh
(
Dkφˆh
)
→ 0 and thus ‖Dkφˆh‖L pµw → 0. We have therefore
constructed a sequence φˆh satisfying (4.14).
We have showed that the proof of the theorem boils down to pointing to a sequence φn
in accordance with (4.15). We stress that throughout the rest of the proof ε > 0 together
with Uε = B+(x0, ε) ∩ I stay fixed, in addition we assume that ε ≤ r. While entering
the duality theory we shall employ the notation from Chapter III in [ET]. We put the pairs
of spaces: X := D
(
Uε
)
, X∗ := D′
(
Uε
)
and Y := Lp
(
Uε
)
, Y ∗ := Lp
′
(
Uε
)
in duality
with their standard pairings/topologies. Moreover we denote a continuous linear operator
Λ := (−1)kDk : X → Y where Dk is the classical k-th derivative (we multiply by the
factor (−1)k for convenience further in); the conjugate operator Λ∗ : Y ∗ → X∗ is well
defined and it is expressed by Λ∗ = Dk with the derivative intended in the distributional
sense. In addition we introduce a closed half-space X+ := {φ ∈ X : φ ≥ 0}. We define
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for every v ∈ Y = Lp
(
Uε
)
a v-perturbed variational problem
h(v) := inf
{
F (φ) +G (Λφ+ v) : φ ∈ X
}
, (4.17)
where F : X → R, G : Y → R and for any φ ∈ X and v ∈ Y
F (φ) := −ε
ˆ
Uε
φ dx+ IX+(φ) , G(v) := JUε(v), (4.18)
where IX+ denotes the indicator function of X+. We recognize that the existence of a
sequence φn satisfying (4.15) is equivalent to −h(0) being equal to +∞. For the time
being let us assume that it is not, i.e. that h(0) > −∞. By using a standard duality
argument (see formula (4.18) in Chapter III of [ET]) we arrive at the dual to the problem
h(0) with respect to the perturbation v:
h∗∗(0) = sup
{
−F ∗(−Λ∗v∗)−G∗(v∗) : v∗ ∈ Y ∗
}
(4.19)
where F ∗, G∗ are the Legendre-Fenchel conjugates of F,G. Obviously the functionl G∗
is equal to J∗Uε whereas its explicit formula can be found in (4.5) and (4.6) for p > 1 and
p = 1 respectively. For any φ∗ ∈ X∗ = D′
(
Uε
)
we compute
F ∗(φ∗) = sup
{
〈φ, φ∗〉+ ε
ˆ
Uε
φ dx : φ ∈ X+
}
=
{
0 if φ∗ + ε1Uε ∈ X
0
+,
+∞ otherwise,
(4.20)
where by X 0+ ⊂ D
′
(
Uε
)
we see the polar of X+, whereas 1Uε is a distribution in-
duced by the characteristic function of Uε. The functional G is convex and continuous
in Y = Lp
(
Uε
)
; its continuity follows from the fact that w ∈ L∞(Uε) (recall that ε ≤ r
and compare the assumptions of the theorem). Together with the assumption on h(0) be-
ing finite we obtain stability of the duality problem which furnishes h∗∗(0) = h(0), see
Theorem 4.1 in Chapter III of [ET]. By a careful substitution in (4.19) we arrive at
− h(0) = −h∗∗(0) = inf
{
J∗Uε(v
∗) : v∗ ∈ Lp
′(
Uε
)
, −Dkv∗ + ε1Uε ∈ X
0
+
}
. (4.21)
We will show that J∗Uε(v
∗) = ∞ for every v∗ ∈ Lp
′
(
Uε
)
satisfying the constraint
above. We fix such a function v∗; our constraint says that Dkv∗ − ε1Uε is a non-negative
distribution on Uε. From Lemma 4.4 we infer through scaling by ε that there exists δ > 0
such that
|v∗(x)| ≥
ε
k!
|x− x0|
k
for a.e. x ∈ B+(x0, δ);
we may additionally require that δ ≤ ε so that B+(x0, δ) ∩ I ⊂ Uε. We compute J∗Uε(v
∗)
separately for the case when p > 1 and p = 1. For p ∈ (1,∞) the formula (4.5) yields
J∗Uε
(
v∗
)
=
1
p′
ˆ
Uε
(
|v∗(x)|
(w(x))1/p
)p′
dx ≥
εp
′
p′ (k!)p
′
ˆ
B+(x0,δ)∩I
(∣∣(x− x0)k∣∣(
w(x)
)1/p
)p′
dx =∞,
where the last integral is infinite by the very definition (3.1) (up to the right-sidedness) of
the critical set I¯ k,pcr,+(w). Next, for p = 1 the definition (3.2) of I¯
k,1
cr,+(w) implies that for
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arbitrarily small δ > 0 there exists a subset A ⊂ B+(x0, δ) ⊂ Uε of positive Lebesgue
measure such that |x− x0|
k/w(x) > k!/ε for every x ∈ A. Then
‖v∗/w‖L∞(Uε) ≥ L
1-ess sup
{
|x− x0|
k/w(x)
k!/ε
: x ∈ A ⊂ B+(x0, δ)
}
> 1
and hence, by the formula (4.6), again J∗Uε(v
∗) =∞ for p = 1.
We have thus obtained that the infimum in (4.21) equals infinity, or alternatively that
h∗∗(0) = −∞ which contradicts stability of the duality problem – in this setting this is
possible only if h(0) = −∞. Upon decoding the problem (4.17) we have in fact proven
that, for any ε satisfying 0 < ε ≤ r, there exists a sequence of smooth functions φn such
that (4.15) holds. The proof is complete. 
We recall the first paragraph of this subsection – accordingly, Theorem 4.5 for given
k ∈ N+ will prove useful in seeking discontinuities of functions in Hm,pµw only if from
properties (4.14) (‖Dkφˆh‖L pµw → 0 in particular) we are able to infer ‖D
nφˆh‖L pµw → 0
for every other n ∈ {0, . . . , k − 1}. Although, we must remember that no condition
was imposed on the measure µw (thus on the weight w itself) that would guarantee a
Poincare´-like inequality in the spaceH1,pµw (see [HK] or [BF2]). The criticality of the point
x0 ∈ I¯ k,pcr (w) does not help, we give a simple example to illustrate the issue:
Example 4.6. For an interval I = (−2, 2) we choose a point x0 = 0. We define a comb-
like weight function wcomb ∈ L∞(I) as follows
wcomb(x) :=
∞∑
k=0
w0
(
2k
(
x−
1
2k
))
with w0(x) :=
{
1 if |x| ≤ 1/8,
0 if |x| > 1/8;
the function wcomb is illustrated in Fig. 2. It is straightforward that x0 = 0 is a right-sided
critical point for any p ∈ [1,∞) and any order α ≥ 0, in particular x0 ∈ I¯
1,p
cr,+ (wcomb).
FIGURE 2. The comb-like weight wcomb and three first functions of the
sequence φˆh that smoothly approximates Dirac delta at x0 = 0; different
scales apply to wcomb and φˆh.
Next, by η0 we will denote any smooth function with compact support in B(0, 1/4)
that in addition satisfies 0 ≤ η0 ≤ 1 and η0 ≡ 1 on B(0, 1/8). Then we normalize η0 with
respect to L1-norm: η := η0 / ‖η0‖L1(R). For each h ∈ N (including h = 0) we define a
function φˆh ∈ D
(
B+(x0, 1/2
h−1)
)
:
φˆh(x) := 2
h η
(
2h
(
x−
1
2h
))
;
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in Fig. 2 we present the three first functions in the sequence {φˆh}.
The weight wcomb together with the point x0 meet the assumptions of Theorem 4.5
and, for any k ≥ 1, we easily verify that φˆh could be the resulting sequence that satisfies
(4.14). Indeed, we have
´
I
φˆhdx = 1 and ‖Dkφˆh‖Lpµwcomb
=
´
I
wcomb
∣∣∣Dkφˆh∣∣∣pdx = 0 for
every h. On the other hand
‖φˆh‖
p
Lpµwcomb
=
ˆ
I
wcomb
∣∣∣φˆh∣∣∣pdx = (2hC)p ·
(
1
4
·
1
2h
)
= 2h(p−1) ·
C
4
,
where C := η(0). To focus attention let us further choose k = 1 and p > 1; then we
see that the sequence φˆh cannot be utilized to show that the step function uˆ = 1(0,2) is an
element of H2,pµw . Upon defining uˆh(x) :=
´ x
−∞
φˆh(y) dy we will obtain uˆh → uˆ, D2uˆh =
Dφˆh → 0 in Lpµwcomb whilstDuˆh = φˆh is therein unbounded.
We should clarify what exactly the investigation of a comb-like weight above has
brought; we assume a fixed k ∈ N+. We have not yet pointed to a weight w for
which, under the assumptions of Theorem 4.5 (the assumption x0 ∈ I¯ k,pcr (w) in partic-
ular), there is no sequence φˆh satisfying (4.14) and additionally ‖D
nφˆh‖Lpµw → 0 for
all n ∈ {0, . . . , k − 2}. We have merely showed that such a sequence cannot be found
with the use of Theorem 4.5 as such. For the weight wcomb such a sequence does exists
trivially, since functions φh can be squeezed into subsequent gaps where the weight is
zero. Notwithstanding this, the critical weight w spoken of above indeed can and will be
constructed in the last part of proof of Theorem 4.12. At this point we shall introduce an
extra assumption on the behaviour of weight w around a critical point x0. Our goal is to
locally retrieve a Poincare´-like inequality that is to furnish convergence of lower-order
derivatives based solely on ‖Dkφˆh‖L pµw → 0. The example of comb-like weight suggests
that it is the oscillation of the weight around x0 that deprives us of this inequality. To keep
a fair generality of the additional condition we bear in mind that it should matter only on
that side of x0 where the weight degenerates – we propose
Definition 4.7. For a given interval I = (a−, a+) ⊂ R, an exponent p ∈ [1,∞) and a
weight w ∈ L1(I) we choose a point x0 ∈ I¯ that is a right-sided (or left-sided) critical
point, namely x0 ∈ I¯
0,p
cr,+(w) (or x0 ∈ I¯
0,p
cr,−(w)).
The point x0 shall be called a right-sided stable (or left-sided stable) critical point if
and only if there exists r > 0 for which
w = w(x) does not decrease with distance |x− x0| in B+(x0, r)∩ I
(
or B−(x0, r)∩ I
)
,
where by monotonicity of w we understand that there exists its a.e. equal representative
w˘ that is monotonic in the classical sense.
Moreover, we will shortly say that a critical point x0 ∈ I¯ 0,pcr (w) is stable provided it is
either right-sided stable or left-sided stable.
Remark 4.8. One may easily notice that we may equivalently replace the condition of
non-decreasing of the weight w above by monotonicity only, the latter implies existence
of a one-sided limit which has to be zero due to definition of a critical point – therefore a
non-negative monotonic function w must increase with distance from x0.
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The weights w whose every critical point x0 ∈ I¯
0,p
cr (w) is stable shall be called stable
weights. We wish to henceforward deal with stable weights only, however we recall that
we have already made another assumption on weights: a higher order Sobolev spaceHm,pµw
was well-defined only for weights that are µw-a.e. non-critical, namely µw
(
I¯ 0,pcr (w)
)
= 0.
We prove that the condition implying stability is stronger and, as a result, it suffices for
handling Sobolev spaces Hm,pµw :
Proposition 4.9. Let p ∈ [1,∞), then every stable weight w ∈ L1(I) is µw-a.e. non-
critical, i.e. µw
(
I¯ 0,pcr (w)
)
= 0.
Proof. We will only prove that µw
(
I¯ 0,pcr,+(w)
)
= 0. For the set of left-sided stable critical
points I¯ 0,pcr,−(w) the proof is analogical and, since I¯
0,p
cr (w) = I¯
0,p
cr,−(w)∪ I¯
0,p
cr,+(w), the thesis
µw
(
I¯ 0,pcr (w)
)
= 0 will follow.
Let us thus take a right-sided stable critical point x0 ∈ I¯
0,p
cr,+(w), then we can find
r > 0 such that w is non-decreasing in B+(x0, r) ⊂ I . We consider, should it exist, any
critical point x˜0 ∈ I¯ 0,pcr (w) in the half-ball B+(x0, r) and we show that necessarily w = 0
a.e. in the interval (x0, x˜0). Assume otherwise, then there would exist a subset of positive
Lebesgue measure A ⊂ (x0, x˜0) and a number c > 0 such that w(x) ≥ c for every x ∈ A;
monotonicity of w would yield that w ≥ c > 0 in some neighbourhood of x˜0 which
disqualifies it as a critical point. We thus have proved that
µw
(
B+(x0, r) ∩ I¯
0,p
cr,+(w)
)
= 0. (4.22)
The same argument can be repeated for every right-sided critical point x ∈ I¯ 0,pcr,+(w)
yielding respectively a positive radius rx. For convenience further we shall denote F :=
I¯ 0,pcr,+(w). We will show that F ⊂ C ∪ U , where C is at most countable subset of F and
U :=
⋃
x∈F B+(x, rx). It is enough to put C :=
{
x ∈ F : x /∈ B+(x′, rx′) ∀ x′ ∈ F
}
and prove that it is at most countable. We introduce a family of open intervals C :={
B+(x, rx) : x ∈ C
}
and note that, since rx is only one per each x, the sets C and C
have the same cardinality. According to definition of C the open intervals in C must be
pair-wise disjoint which implies that C must be at most countable and so must be the
set C.
Since
{
B+(x, rx) : x ∈ F
}
is an open cover of U , by Lindelo¨f’s lemma (cf. [Ke])
the set U may be rewritten as U =
⋃
n∈NB+(xn, rxn), for some sequence {xn} ⊂ F .
Ultimately F = I¯ 0,pcr,+(w) ⊂ C ∪
(⋃
n∈NB+(xn, rxn)
)
. The set C is countable and for
each n we have µw
(
B+(xn, rxn) ∩ I¯
0,p
cr,+(w)
)
= 0 due to (4.22), therefore, recalling that
µw << L1, we arrive at µw
(
I¯ 0,pcr,+(w)
)
= 0 and the proof is complete. 
For stable weights Theorem 4.5 can be directly utilized for proving existence of func-
tions uˆ ∈ Hm,pµw whose k¯ derivative admits jump-type discontinuity at critical points x0 of
suitable order:
Corollary 4.10. For an interval I = (a−, a+) ⊂ R and exponent p ∈ [1,∞) let w ∈
L1(I) be a stable weight. For an order m ∈ N+ we consider a weighted Sobolev space
Hm,pµw . We pick x0 ∈ I and an order k¯ ∈ {0, . . . , m− 1}.
For ∆k = m − k¯ a claim follows: if x0 ∈ I¯ ∆k−1,pcr (w), then there exists a function
uˆ ∈ Hm,pµw such that its k¯-th tangential derivative is a step function:
Dk¯µw uˆ = 1(x0,a+) µw-a.e.
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while its higher tangential derivativeDkµw uˆ for k ∈ {k¯ + 1, . . . , m} are zero in L
p
µw .
Moreover, under the same assumptions, for any other k˜ ∈ {k¯, . . . , m} a function
uˆ ∈ Hm,pµw may be found such that D
k˜
µw uˆ = 1(x0,a+) µw-a.e.
Proof. In this proof we agree that the classical k-th derivative of a function u we will
be shortly denoted by u(k). Our objective is to point to a sequence uˆh ∈ D(R) such that
uˆh → uˆ in Hm,pµw . This, by definition of H
m,p
µw , requires functions vˆk ∈ L
p
µw for each
k ∈ {0, . . . , m} such that: uˆ(k)h → vˆk in L
p
µw and, in particular, vˆk¯ = 1(x0,a+) µw-a.e.
By definition the stable critical point x0 ∈ I¯ ∆k−1,pcr (w) is either left-sided stable or
right-sided stable. For convenience and without loss of generality we shall assume it is
left-sided; let r > 0 be the radius of the left half-ball appearing in the Definition 4.7,
in addition we enforce that B−(x0, r) ⊂ I . We observe that the point x0 satisfies the
assumption of Theorem 4.5 with k substituted by∆k−1 ≥ 0. Indeed, it suffices to observe
that w ∈ L∞(B−(x0, r1)) for any r1 < r since w is non-increasing in x on B−(x0, r).
Therefore we obtain a sequence of non-negative functions φˆh ∈ D
(
B−(x0, 1/h)
)
with´
I
φˆh dx = 1 and ‖D∆k−1φˆh‖L pµw → 0; we agree to start the sequence from h = h0 such
that B−(x0, 1/h0) ⊂ B−(x0, r) ⊂ I .
Upon the sequence φˆh we build our target sequence uˆh. The functions φˆh approximate
Dirac delta at x0 and thus, for the sequence uˆ
(k¯)
h to converge to 1(x0,a+) we should define
uˆh so that uˆ
(k¯+1)
h = φˆh for each h, therefore we put
uˆh(x) :=
ˆ x
a−
φˆh(y)
(x− y)k¯
k¯!
dy (4.23)
and we will show that indeed uˆh → uˆ in Hm,pµw . Although the functions uˆh do not have
compact supports in R in general, we may easily remedy this via multiplying uˆh by any
fixed cut-off function ϕ ∈ D(R) such that ϕ ≡ 1 on I; we shall omit this aspect as we
carry on.
First we look at the k¯-th derivative which for any x ∈ I equals
uˆ
(k¯)
h (x) =
ˆ x
a−
φˆh(y) dy.
Since φˆh ∈ D
(
B−(x0, 1/h)
)
and
´
B−(x0,1/h)
φˆh dx = 1 we infer that
0 ≤ uˆ(k¯)h ≤ 1, uˆ
(k¯)
h (x) =
{
0 if x ≤ x0 − 1/h,
1 if x ≥ x0,
(4.24)
whereas the first property follows from the fact that each φˆh is non-negative. Therefore the
non-negative sequence uˆ
(k¯)
h is uniformly bounded from above by 1 and on I it is point-wise
convergent to the step function 1(x0,a+). The Lebesgue dominated convergence theorem
furnishes uˆ
(k¯)
h → 1(x0,a+) in L
p
µw and also in L
1(I).
Next, assuming that k¯ > 0, we consider any k ∈ {0, . . . , k¯− 1}, by formula (4.23) we
obtain
uˆ
(k)
h (x) =
ˆ x
a−
φˆh(y)
(x− y)k¯−k
(k¯ − k)!
dy =
ˆ x
a−
uˆ
(k¯)
h (y)
(x− y)k¯−k−1
(k¯ − k − 1)!
dy. (4.25)
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By convergence uˆ
(k¯)
h → 1(x0,a+) in L
1(I) we arrive at a point-wise convergence for every
x ∈ I and every k ∈ {0, . . . , k¯ − 1}
lim
h→∞
uˆ
(k)
h (x) =
ˆ x
a−
1(x0,a+)(y)
(x− y)k¯−k−1
(k¯ − k − 1)!
dy =
1
(k¯ − k)!
(x− x0)
k¯−k
1(x0,a+)(x).
(4.26)
For each k ∈ {0, . . . , k¯ − 1} we observe that due to (4.24) and (4.25) an inequality
0 ≤ uˆ(k)h (x) ≤ (x − a−)
k¯−k/(k¯ − k)! holds for all x ∈ I . The Lebesgue dominated
convergence theorem once again guarantees that the point-wise convergence in (4.26)
implies convergence in L pµw .
It remains to verify convergence of uˆ
(k)
h for k ∈ {k¯ + 1, . . . , m}, we note that in this
range of k we obtain
uˆ
(k)
h = φˆ
(k−k¯−1)
h ,
in particular uˆ
(k¯+1)
h = φˆh and uˆ
(m)
h = φˆ
(m−k¯−1)
h = φˆ
(∆k−1)
h . We will show that all uˆ
(k)
h for
k ∈ {k¯+1, . . . , m} converge to zero in L pµw which will readily verify that uˆ ∈ H
m,p
µw . The
convergence uˆ
(m)
h = φˆ
(∆k−1)
h → 0 is guaranteed directly by Theorem 4.5. In case when
∆k > 1 for convergence of lower derivatives uˆ
(k)
h with k ∈ {k¯ + 1, . . . , m− 1} we must
show that φˆ
(n)
h → 0 in L
p
µw for all n ∈ {0, . . . ,∆k − 2} as well. To this aim we shall
employ the stability condition that will provide us with a Poincare´-like inequality. We
recall that, due to x0 being a left-sided stable critical point, w is non-increasing (below we
work with the non-increasing representative) in the half-ball B−(x0, r). Since for indices
h ≥ h0 ≥ 1/r the supports of φˆh are contained in B−(x0, 1/h) ⊂ B−(x0, r) ⊂ I , we
may for any n ∈ N utilize the Fundamental Theorem of Calculus combined with Ho¨lder
inequality to write for every x ∈ B−(x0, r)
w(x)
∣∣∣φˆ(n)h (x)∣∣∣p = w(x)
∣∣∣∣
ˆ x
x0−r
φˆ
(n+1)
h (y) dy
∣∣∣∣
p
(4.27)
≤w(x)
ˆ x
x0−r
∣∣∣φˆ(n+1)h (y)∣∣∣pdy ∣∣x− (x0 − r)∣∣p/p′
≤ C
ˆ x
x0−r
w(x)
∣∣∣φˆ(n+1)h (y)∣∣∣pdy ≤ C
ˆ x
x0−r
w(y)
∣∣∣φˆ(n+1)h (y)∣∣∣pdy ≤ C ‖φˆ(n+1)h ‖pL pµw ,
which is valid for p ∈ (1,∞)with constantC = rp/p
′
, whilst for p = 1 it may be rewritten
as w(x)
∣∣∣φˆ(n)h (x)∣∣∣ ≤ ‖φˆ(n+1)h ‖L1µw . In the inequality next to the last one we have explicitly
used monotonicity of w, i.e. that for each x ∈ B−(x0, r) we have w(y) ≥ w(x) for every
y ∈ (x0−r, x). By integrating the inequality above with respect to x in the ball B−(x0, r)
and raising to the power of 1/p we obtain a desirable Poincare´-like inequality for any
p ∈ [1,∞) and any n ∈ N (including n = 0):
‖φˆ(n)h ‖L pµw ≤ r ‖φˆ
(n+1)
h ‖L pµw ∀h ≥ h0. (4.28)
Since φˆ
(∆k−1)
h → 0 in L
p
µw we obtain by induction that
φˆ
(n)
h → 0 in L
p
µw for every n ∈ {0, . . . ,∆k − 1},
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which in turn furnishes uˆ
(k)
h → 0 in L
p
µw for k ∈ {k¯ + 1, . . . , m}. We sum up our results
for the sequence uˆh defined in (4.23):
(i) (only in case when k¯ > 0) for k ∈ {0, . . . , k¯ − 1}
uˆ
(k)
h → vˆk in L
p
µw
with vˆk(x) :=
1
(k¯ − k)!
(x− x0)
k¯−k
1(x0,a+)(x) for µw-a.e. x;
(ii) for k = k¯
uˆ
(k¯)
h → vˆk¯ in L
p
µw with vˆk¯ := 1(x0,a+) µw-a.e.;
(iii) for k ∈ {k¯ + 1, . . . , m}
uˆ
(k)
h → vˆk in L
p
µw with vˆk := 0 µw-a.e.
and the proof is complete, its ”moreover part” is a direct consequence of monotonicity
I¯ ∆k−1,pcr (w) = I¯
m−k¯−1,p
cr (w) ⊂ I¯
m−k˜−1,p
cr (w) whenever k˜ ≥ k¯, see (3.4). 
We now apply the results of this subsection to all standard weights considered in this
work:
Example 4.11. For an interval I = (−1/2, 1/2), a point x0 ∈ I¯ and any p ∈ [1,∞) we
consider weights wγ ∈ L∞(I) for γ ∈ [0,∞) and wlog, wexp ∈ L∞(I) as below:
wlog(x) =
1
|log(|x− x0|)|
, wγ(x) = |x− x0|
γ, wexp(x) =
1
exp(1/|x− x0|)
.
We may write for anym ≥ 1
1(x0,1/2) ∈ H
m,p
µwγ
⇔
{
γ ≥ pm− 1 if p ∈ (1,∞),
γ > m− 1 if p = 1.
The RHS of the above decides that x0 ∈ I¯ m−1,pcr (wγ), see the characterization (3.7). The
weight wγ is stable and thus the implication⇐ is a direct consequence of Corollary 4.10.
The converse can be inferred from Corollary 3.7: if the RHS is false then x0 /∈ I¯ m−1,pcr (wγ)
which tells us that any u ∈ Hm,pµw must have a continuous representative.
The weight wexp is stable as well and (3.8) immediately yields through Corollary 4.10
that
1(x0,1/2) ∈ H
m,p
µwexp
for everym ≥ 0 and p ∈ [1,∞),
which, if we agree upon such a convention, can be rewritten as
1(x0,1/2) ∈ H
∞,p
µwexp
for every p ∈ [1,∞).
Since x0 is the only critical point for the weight wexp ∈ L∞(I), the fact that 1(x0,1/2) ∈
H∞,pµw may be interpreted as splitting the domain I into (−1/2, x0) and (x0, 1/2) in terms
of theory of weighted Sobolev spaces presented in this work: there hold embeddings
L pµG →֒ L
1
loc((−1/2, x0)) and L
p
µG
→֒ L1loc((x0, 1/2)) which allow to equivalently de-
fine the weighted Sobolev spaces via weak derivatives separately in the two subdomains.
A somewhat opposite result is obtained for the weight wlog. In Example 2.7 we have
showed that x0 ∈ I¯
0,p
cr (wlog) if and only if p = 1. It is even easier to show that x0 /∈
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I¯ m−1,pcr (wlog) for every m > 1 and any p, including p = 1. The weight wlog is obviously
stable, similarly as above we may infer
1(x0,1/2) ∈ H
m,p
µwlog
⇔ p = 1 andm ≤ 1.
4.3. Some additional remarks on the links between weight’s criticality and jump-
type discontinuities of functions in Hm,pµw . A discussion on optimality of the stability
assumption. We agree again that x0 ∈ I = (a−, a+) and we are given a weight w ∈
L1(I) that is µw-a.e. non-critical. For a function u ∈ Hm,pµw with any order m ∈ N+
we want to look at its k¯-th derivative Dk¯µwu; we denote ∆k := m − k¯. The previous
subsection was aimed at showing that criticality x0 ∈ I¯ ∆k−1,pcr (w) implies existence of a
function uˆ ∈ Hm,pµw with its k¯-th tangential derivativeD
k¯
µw uˆ being a step function. We have
succeeded, although not in full generality, for we had imposed an additional assumption
on the weight – the stability, which, roughly speaking, enforces degeneracy of the weight
to be monotonic around critical points. Currently we shall analyse whether any extra
condition was indeed necessary, and if so, whether it could be weakened, for instance it
is perhaps possible to only assume w to be of bounded variation. We shall start with a
fact that somewhat summarizes the methodology employed so far: the path, leading from
criticality x0 ∈ I¯ ∆k−1,pcr (w) to k¯-th derivative of function from H
m,p
µw admiting a jump at
x0, passes through mutually dual variation problems. To focus attention we shall consider
only the case when k¯ = 0 resulting in∆k = m. This way we will be checking whether the
step function uˆ = 1(x0,a+) itself is an element of the space H
m,p
µw . The proof of Corollary
4.10 shows that this is not restrictive as the derivatives of order below k¯ are not the issue.
Theorem 4.12. For an exponent p ∈ [1,∞), an interval I = (a−, a+), a weight
w ∈ L1(I) that is µw-a.e. non-critical, any m ∈ N+ let us choose a point x0 ∈ I . We
additionally assume that there exists r > 0 such that w ∈ L∞
(
B(x0, r)
)
; for 0 < ε ≤ r
we set Uε := B(x0, ε) ∩ I . We recall the energy functional for any v ∈ Lp(Uε):
JUε(v) =
1
p
ˆ
Uε
w(x) |v(x)|p dx,
while its Legendre-Fenchel conjugate J∗Uε(v
∗) for v∗ ∈ Lp
′
(Uε) is given in (4.5), (4.6). We
write down the following statements:
(i) for every ε > 0
PΣ,+ := sup
{
ε
ˆ
Uε
φ dx−
m−1∑
k=0
JUε
(
Dkφ
)
: φ ∈ D(Uε), φ ≥ 0
}
=∞;
(ii) there holds
uˆ = 1(x0,a+) ∈ H
m,p
µw ;
(iii) for every ε > 0
PΣ := sup
{
ε
ˆ
Uε
φ dx−
m−1∑
k=0
JUε
(
Dkφ
)
: φ ∈ D(Uε)
}
=∞;
(iv) for every ε > 0
P∗m−1 := inf
{
J∗Uε(v
∗) : v∗ ∈ Lp
′
(Uε), D
m−1v∗ = ε1(x0,a+)
}
=∞;
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(v) x0 is a critical point of orderm− 1, namely
x0 ∈ I¯
m−1,p
cr (w);
(vi) for every ε > 0
P∗m−1,+ := inf
{
J∗Uε(v
∗) : v∗ ∈ Lp
′
(Uε), D
m−1v∗ ≥ ε1(x0,a+)
}
=∞.
The following relations hold for any weight w satisfying the conditions above:
(i)⇒ (ii)⇒ (iii) ⇒ (iv)⇔ (v)⇔ (vi).
Moreover:
(I) if either: m = 1 and w satisfies only the conditions above, or m > 1 and w is
a stable weight, then all the sentences are equivalent for sufficiently small ε, in
particular
x0 ∈ I¯
m−1,p
cr (w) ⇔ uˆ = 1(x0,a+) ∈ H
m,p
µw ;
(II) for m > 1 the above equivalence does not hold in general for non-stable weights;
in particular for everym > 1 and p ∈ [1,∞):
there is a non-stable weight w such that x0 ∈ I¯
m−1,p
cr (w) and 1(x0,a+) /∈ H
m,p
µw
;
whereas w can be chosen from BV (I) whenever p > 1.
Proof. We begin by showing implications that are either straightforward or that have al-
ready been an element of some proof carried out earlier:
Proof of (iv)⇔ (v)⇔ (vi):
Assuming that either (iv) or (vi) holds, we obtain that J∗Uε(v
∗
ε) = ∞ for a function
v∗ε(x) := ε (x − x0)
m−1/(m − 1)!. Comparing the formulas (4.5) or (4.6) for J∗Uε and,
respectively, definitions (3.1) or (3.2) of the critical set we infer that x0 ∈ I¯ m−1,pcr . Further,
according to Lemma 4.4 every function v∗ satisfying the constraints either in P∗m−1 or
P∗m−1,+ satisfies |v
∗(x)| ≥ |v∗ε(x)| in some ball B(x0, δ). Then, if (v) holds, the formula
for J∗Uε gives∞ for each such v
∗. The equivalences (iv)⇔ (v)⇔ (vi) are thus established.
Proof of (i)⇒ (ii):
Next we depart from (i) and let φh be the maximizing sequence for PΣ,+. Upon us-
ing a diagonal argument along with scaling as in (4.16) we arrive at a non-negative se-
quence φˆh ∈ D
(
B(x0, 1/h)
)
satisfying
´
B(x0,1/h)
φˆh dx = 1 and ‖Dkφˆh‖L pµw → 0 for all
k ∈ {0, . . . , m − 1}. Then, the sequence uˆh defined by uˆh(x) :=
´ x
a−
φˆh(y) dy proves to
converge to uˆ = 1(x0,a+) in H
m,p
µw . The argument runs almost identically to the proof of
Corollary 4.10, we do not, however, require the stability condition which was essential
therein: unlike here, only the highest derivative Dm−1φˆh was guaranteed to converge to
zero in L pµw . The implication (i)⇒ (ii) is obtained.
The next result is new and shall require more effort:
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Proof of (ii)⇒ (iii):
We depart from the fact that uˆ = 1(x0,a+) ∈ H
m,p
µw . Our goal is to construct a sequence
φˆh of smooth functions satisfying
φˆh ∈ D
(
Uε
)
,
ˆ
Uε
φˆh dx→ 1, ‖D
kφˆh‖L pµw → 0 for k ∈ {0, . . . , m− 1}; (4.29)
(note that we skip the condition φˆh ≥ 0 as we will not be able to guarantee it and hence
we only show implication (ii) ⇒ (iii) instead of stronger implication (ii)⇒ (i), see also
Remark 4.14). We explain how (4.29) furnishes a maximizing sequence φh for Pm−1. It
is possible to propose a sequence γh of positive numbers such that γh → ∞ and still
limh→∞ γh‖D
kφˆh‖L pµw = 0 for any k considered. Performing scaling delivers the target
sequence:
φh := γh φˆh.
Indeed, we recall that J∗Uε(v) =
1
p
‖v‖p
L pµw
for every v ∈ Lp(Uε), then for any ε > 0 we
have
ε
ˆ
Uε
φh dx−
m−1∑
k=0
JUε
(
Dkφh
)
= γh
(
ε
ˆ
Uε
φˆh dx
)
−
m−1∑
k=0
1/p
(
γh‖D
kφˆh‖L pµw
)p
which diverges to infinity validating (iii). While seeking the sequence φˆh satisfying
(4.29) we distinguish two cases as below; for given δ > 0 we agree to denote Uncrδ,+ :=(
B+(x0, δ) ∩ I
)
\I¯ 0,pcr (w) and U
ncr
δ,− analogically (note that both defined sets are open):
Case (1): There exists δ > 0 such that either Uncrδ,− = ∅ or U
ncr
δ,+ = ∅,
we may for instance assume the case when Uncrδ,+ = ∅. Then, since w is µw-a.e. non-
critical, for every ε the open intersection Uε ∩B+(x0, δ) is of zero µw measure – we may
trivially find a functions φˆ ∈ D
(
Uε ∩ B+(x0, δ)
)
with
´
Uε
φˆ dx = 1 and ‖Dkφˆ‖L pµw = 0
for any natural k.
Case (2): For every δ > 0 both Uncrδ,− and U
ncr
δ,+ are non-empty,
we look at a sequence uˆh converging in H
m,p
µw to uˆ = 1(x0,a+) , due to (ii) such sequence
is guaranteed by definition of the Sobolev space itself. We have Dkuˆh → D
k
µw uˆ in L
p
µw
for every k ∈ {0, . . . , m} where vk := Dkµw uˆ is some element from L
p
µw , in particular
v0 = 1(x0,a+). Firstly we must show that all the tangential derivatives vk = D
k
µw uˆ for
k ∈ {1, . . . , m} must be zero functions. It suffices to prove that Dµw uˆ = 0 and the rest
will follow from the operator Dµw being closed in H
1,p
µw . We define an open set U
ncr
+ :=(
(x0,∞)∩ I
)
\I¯ 0,pcr (w). Upon recalling the established embedding L
p
µw →֒ L
1
loc(U
ncr
+ ) we
follow the proof of Corollary 3.7 to infer that H1,pµw →֒ W
1,1
loc
(
Uncr+
)
. By the iterative defi-
nition of higher order Sobolev space Hm,pµw we have uˆ = 1(x0,a+) ∈ H
1,p
µw and the derived
embedding yields that in Uncr+ the function Dµw uˆ = Dµw
(
1(x0,a+)
)
is the distributional
derivative of 1(x0,a+), yet the latter is constantly equal to 1 in that set, hence Dµw uˆ = 0
µw-a.e. in Uncr+ . We proceed analogically for the set U
ncr
− :=
(
(−∞, x0) ∩ I
)
\I¯ 0,pcr (w)
where uˆ ≡ 0. Since the weight w is µw-a.e. non-critical the sum Uncr− ∪ U
ncr
+ is of full
measure µw which eventually givesDµw uˆ = 0 in L
p
µw .
Next, for a given ε > 0 we choose and fix a smooth cut-off function ϕε such that
ϕε ∈ D(Uε), 0 ≤ ϕε ≤ 1 spt (ϕ
′
ε) ⊂ U
ncr
ε,− ∪ U
ncr
ε,+, ϕ(x0) = 1, (4.30)
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which roughly means that ϕε increases in a compact subset of U
ncr
ε,− to equal 1 around x0
and then it decreases to zero in a compact subset of Uncrε,−. We define a sequence
φˆh := ϕεDuˆh ∈ D(Uε)
and prove that it satisfies (4.29) which will ultimately give the implication (ii)⇒ (iii). We
have obtained above thatDkuˆh → 0 inL pµw for k ∈ {1, . . . , m}, therefore, sinceϕ is fixed,
the Leibniz differentiation formula furnishes ‖Dkφˆh‖L pµw → 0 for each k ∈ {0, . . . , m−
1}. It is thus enough to check that
´
Uε
φˆh dx→ 1; through integration by parts we obtainˆ
Uε
φˆh dx = −
ˆ
Uε
ϕ′ε uˆh dx = −
ˆ
Uε
ϕ′ε
(
uˆh − 1(x0,a+)
)
dx−
ˆ
B+(x0,ε)∩I
ϕ′ε dx,
where the last term may be rewritten as −
´
Uncrε,+
ϕ′ε dx = 1. We must show that the other
term converges to zero; we use a trick that is standard for this work:∣∣∣∣
ˆ
Uε
ϕ′ε
(
uˆh − 1(x0,a+)
)
dx
∣∣∣∣ ≤
(ˆ
Uε
w
∣∣uˆh − 1(x0,a+)∣∣pdx
) 1
p
(ˆ
Uε
|ϕ′ε|
p′
wp′/p
dx
) 1
p′
,
where the second factor (that for p = 1 should be read as ‖ϕ′ε/w‖L∞(Uε)) is finite since
spt (ϕ′ε) is a compact subset of an open set U
ncr
ε,−∪U
ncr
ε,+ which is disjoint with I¯
0,p
cr (w). The
first factor converges to zero due to uˆh → 1(x0,a+) in L
p
µw . The implication (ii)⇒ (iii) is
now proved.
We have showed that the question whether the step function uˆ = 1(x0,a+) is an element
of Hm,pµw revolves around two variational problems PΣ and PΣ,+. Similarly, criticality
x0 ∈ I¯ m−1,pcr (w) was proved to be equivalent to the problem P
∗
m−1 or P
∗
m−1,+. At this
point we link the two groups of statements (i),(ii),(iii) and (iv),(v),(vi) by recognizing
duality between the respective variational problems:
Proof of (iii)⇒ (iv):
It has already been established in the proof of Theorem 4.5 that the problem P∗m−1,+
is dual to:
Pm−1,+ = sup
{
ε
ˆ
Uε
φ dx− JUε
(
Dm−1φ
)
: φ ∈ D(Uε), φ ≥ 0
}
= P∗m−1,+
and no duality gap occurs provided ε ≤ r. The primal to P∗m−1 is identical up to enforcing
non-negativity of smooth functions:
Pm−1 = sup
{
ε
ˆ
Uε
φ dx− JUε
(
Dm−1φ
)
: φ ∈ D(Uε)
}
= P∗m−1.
It is straightforward that PΣ = ∞ implies Pm−1 = ∞ which by the above gives
P∗m−1 =∞. We have thus arrived at (iii)⇒ (iv).
Proof of claim (I) through verifying (vi)⇒ (i):
The implication (vi)⇒ (i) is essentially the main part of the proof of Corollary 4.10,
nevertheless we give a short argument to show how the stability of the weight enters here
to render the statements (i)-(vi) equivalent.
The point (vi) states thatP∗m−1,+ =∞, therefore the duality above yieldsPm−1,+ =∞
and we may pick the maximizing sequence φεh for a given ε > 0. If m = 1 then naturally
problems Pm−1,+ and PΣ,+ coincide and (vi) implies (i). For m > 1 we assume that w
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is a stable weight and, due to x0 ∈ I¯
m−1,p
cr (w) by the equivalence (v) ⇔ (vi), we have
the monotonicity of the weight on one of the sides of x0 where the weight degenerates.
We may thus assume that each of the functions φεh is supported on this very side. Then
the Poincare´-like inequality (4.28) holds for sufficiently small ε, which eventually gives a
finite constant C > 0 such that
∑m−1
k=0 JUε
(
Dkφεh
)
≤ C · JUε
(
Dm−1φεh
)
for every h. Let
us now consider the problem PΣ,+ for ε = ε¯. One may check that for ε˜ := min{ε¯, ε¯/C}
the functions φε˜h serve as a maximizing sequence for PΣ,+ rendering it infinite, hence (i)
is achieved.
Proof of claim (II) through contradicting implication (v)⇒ (iii):
To prove the claim (II), which ultimately justifies our assumption of stability of the
weight, it suffices to come up with a counter-example in the form of a weight w for
which (v) holds whilst (iii) does not. For this purpose we shall require the problem
dual to PΣ; we will also dualize PΣ,+ in order to have a complete view on duality
for the four variational problems appearing in statements (i)-(vi). We only sketch the
derivations as the details are fully analogical to duality argument in the proof of The-
orem 4.5. For the dual of PΣ,+ all it takes is to redefine spaces Y , Y
∗, the functional
G and the operator Λ, the spaces X = D(Uε) and X∗ = D′(Uε) remains unchanged,
together with the functional F : X → R defined in (4.18). We propose Y to be a
Cartesian product Y :=
(
Lp(Uε)
)m
and so Y ∗ =
(
Lp
′
(Uε)
)m
; for the pairing we nat-
urally choose
〈
(v0, . . . , vm−1) , (v
∗
0, . . . , v
∗
m−1)
〉
〈Y,Y ∗〉
:=
∑m−1
k=0
´
Uε
vk v
∗
k dx. We define
G
(
(v0, . . . , vm−1)
)
:=
∑m−1
k=0 JUε(vk) and the continuous linear operator Λ : X → Y is
chosen such that πk
(
Λ φ
)
= (−1)kDkφ for φ ∈ X and k ∈ {0, . . . , m − 1}; πk denotes
the projection on k-th coordinate and the derivatives are understood in the classical sense.
We arrive at the adjoint operator Λ∗ : Y ∗ → X∗ and the Legendre-Fenchel conjugate
G∗ : Y ∗ → R as follows: Λ∗(v∗0, . . . , v
∗
m−1) =
∑m−1
k=0 D
kv∗k, where here each derivative is
distributional, and G∗
(
(v∗0 , . . . , v
∗
m−1)
)
:=
∑m−1
k=0 J
∗
Uε(v
∗
k). The algorithm given in Chap-
ter III of [ET] furnishes the dual problem, again the stability of duality is guaranteed by
the fact that w ∈ L∞(Uε) (being true due to the assumption ε ≤ r):
P∗Σ,+ = inf
{
m−1∑
k=0
J∗Uε(v
∗
k) : v
∗
k ∈ L
p′(Uε),
m−1∑
k=0
Dkv∗k ≥ ε1(x0,a+)
}
= PΣ,+.
In the case of the problem PΣ we must drop the term IX0 in the definition of F , see (4.18),
then we arrive at
P∗Σ = inf
{
m−1∑
k=0
J∗Uε(v
∗
k) : v
∗
k ∈ L
p′(Uε),
m−1∑
k=0
Dkv∗k = ε1(x0,a+)
}
= PΣ.
We can now see that our objective of validating the claim (II) can be reduced to finding a
weight w ∈ BV (I) for which x0 ∈ I¯ m−1,pcr (w) whereas P
∗
Σ <∞, then we will also have
PΣ < ∞ contradicting (iii) and thus (ii). To focus attention, our strategy will be to first
give an example of such a non-stable weight w for m = 2 and p > 1, afterwards we shall
explain how to adapt the example for other cases. We also start with a weight that is not
of bounded variation, which we shall fix towards the end.
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Assuming that p > 1 for an interval I = (−1, 1) we propose a weight w ∈ L∞(I)
w(x) :=
{
xγ if x ∈ I1,
1 if x ∈ I\I1,
I1 :=
∞⋃
n=0
(
x−(n) , x+(n)
]
, γ := p
(
1 +
2
p′
)
,
where for any natural number n we set x+(n) :=
1
2n
, x−(n) :=
1
2n
− 1
22(n+1)
so that
|x+(n)− x−(n)|
|x+(n)− x+(n + 1)|
=
1
2n+1
. (4.31)
The weight w is plotted in Fig. 3(a) for the case p = 2; we observe that ”contribution of
the part xγ” decreases when approaching x0 := 0, which is reflected in (4.31) above.
(a) (b)
FIGURE 3. (a) Example of a non-stable weight w for which 1(x0,a+) /∈
H2,2µw despite x0 ∈ I¯
1,2
cr (w); (b) a function v
∗
1 ∈ L
2(I) satisfying J∗I(v
∗
1) <
∞ and its upper bound.
Firstly we verify that x0 = 0 ∈ I¯ 1,pcr (w): for k ∈ N we put εk := 1/2
k and compute
that ˆ
I∩B(x0,εk)
(
|x− x0|
(w(x))1/p
)p′
dx ≥
ˆ
I1∩B(x0,εk)
xp
′
xp′+2
dx =
∞∑
n=k
−
1
x
∣∣∣∣
x+(n)
x−(n)
=
∞∑
n=k
2n
2n+2 − 1
=∞ (4.32)
for any k ∈ N, therefore, according to definition (3.1) of critical set, x0 ∈ I¯
1,p
cr indeed
holds. It can be checked that this would be no longer true if γ was replaced with γ˜ = p(1+
1/p′) = 2p− 1, whereas x0 ∈ I¯ 1,pcr (wγ˜) for wγ˜(x) = |x|
γ˜
in the whole I , see Example 2.6
and characterization (3.7). Our conclusion is that we had to increase degeneracy in I1 in
order to make up for fast shrinking of this set in proximity of x0.
Our goal is to show that P∗Σ < ∞ for w, we recall that m = 2. It is enough to point
to functions v∗0, v
∗
1 ∈ L
p(Uε) satisfying Dv∗1 + v
∗
0 = 1Uε for which J
∗
Uε(v
∗
0) + J
∗
Uε(v
∗
1)
< ∞ and we may do so only for ε = 1 that gives Uε = B(x0, 1) = I . We note that
Pm−1 is surely infinite by the equivalence (iv)⇔ (v) which tells us we will not succeed
by choosing either v∗0 = 0 or v
∗
1 = 0. Surely we need the two functions to smartly
complement each other around the point x0 = 0. We propose for a.e. x ∈ I
v∗0(x) := 1I\I1(x), v
∗
1(x) :=
ˆ x
−1
1I1(y) dy; (4.33)
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the function v∗1 is illustrated in Fig. 3(b). It is straightforward to check that indeed
Dv∗1 + v
∗
0 = 1I ; in addition we easily compute
J∗I(v
∗
0) =
1
2
ˆ
I
(
|v∗0|
w1/p
)p′
dx =
1
2
ˆ
I\I1
1
1
dx <∞.
It is thus left to show that J∗I(v
∗
1) < ∞. The continuous function v
∗
1 satisfies a crucial
estimate that has essentially predetermined the form of set I1:
|v∗1(x)| ≤ g(x) :=
x2
3
for a.e. x ∈ I. (4.34)
Indeed, we check that for every k ∈ N
v∗1
(
x+(k)
)
=
ˆ x+(k)
0
1I1(y) dy =
∞∑
n=k
|x+(n)− x−(n)| =
1
4
∞∑
n=k
1
4n
=
1
3
(
1
2k
)2
(4.35)
hence v∗1
(
x+(k)
)
= g
(
x+(k)
)
for any natural k. Moreover Dg(x) < 1 for any x ∈ I ,
thus v∗1(x) ≤ g(x) for x ∈
(
x−(k), x+(k)
)
where Dv∗1 is a.e. equal to 1. For the interval(
x+(k+1), x−(k)
)
, on the other hand, v∗1 is constantly equal to g
(
x+(k+1)
)
. This holds
for every k and the inequality |v∗1(x)| ≤ x
2/3 is therefore obtained, see also the visual
comparison in Fig. 3(b). Since p′ > 1 for every p ∈ [1,∞), we may readily check that
2 J∗I(v
∗
1) =
ˆ
I
(
|v∗1|
w1/p
)p′
dx ≤
ˆ
I
|x2/3|
p′
(w(x))p′/p
dx (4.36)
=
ˆ
I\I1
|x2/3|
p′
1
dx+
ˆ
I1
|x2/3|
p′
xp′+2
dx = C +
1
3p′
ˆ
I1
xp
′−2dx <∞,
where C is finite. This ultimately proves that P∗Σ <∞ and thus also PΣ <∞ which rules
out the possibility of the step function 1(x0,a+) being an element of H
2,p
µw
in case when
p > 1. For p = 1, after careful look at definition (3.2) for I¯ 1,1cr (w) and formula (4.6) for
J∗I , we may easily deduce that an analogical argument would check out if we put any γ
from (1, 2] in the definition of w.
We shall outline how the idea above can be modified for orders m > 2. The set I1
remains unaltered, while in the definition of w we put γ := p (m− 1 + 2/p′). We find
that criticality x0 ∈ I¯ m−1,pcr (w) may be proved by applying precisely the same estimate
as in (4.32). We define v∗0 identically as above and for every k ∈ {1, . . . , m − 2} we put
v∗k = 0, this trivially yields J
∗
I(v
∗
k) for each k < m− 1. The trick lies in defining
v∗m−1(x) :=
ˆ x
−1
1I1(y)
(x− y)m−2
(m− 2)!
dy
that, similarly to (4.34), furnishes
∣∣v∗m−1(x)∣∣ ≤ C|x|m for a constant C ∈ (0, 1); the proof
of this fact demands slightly more work than in (4.35) and we decide not to display it
herein. An estimate analogical to (4.36) gives J∗I(v
∗
m−1) < ∞ as well, which eventually
disqualifies the function 1(x0,1) as an element of H
m,p
µw .
The weight w that was put forward is clearly not of bounded variation and we now
show this can be easily remedied for p > 1. We redefine the weight function on I\I1:
wBV (x) :=
{
xγ if x ∈ I1,
1/βn whenever x ∈
[
x+(n+ 1) , x−(n)
)
for some n ∈ N,
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where γ is defined as before depending on m. It is clear that wBV is in BV (I) for any
β > 1. It is straightforward that still x0 ∈ I¯ 1,pcr
(
wBV
)
, since wBV ≤ w. With the functions
v∗k kept as before it is also clear that J
∗
I(v
∗
k) is finite for any k ∈ {1, . . . , m − 1}, since
the weight did not change on I1 and all such functions v
∗
k are non-negative only there. It
remains to compute
2J∗I(v
∗
0) =
ˆ
I
(
|v∗0|
w
1/p
BV
)p′
dx =
∞∑
n=0
(
βn
)p′/p∣∣x−(n)− x+(n+ 1)∣∣ ≤ ∞∑
n=0
(
β1/(p−1)
2
)n
which is finite whenever β1/(p−1) < 2. Recalling that p > 1, we have arrived at a weight
wBV that for any β ∈ (1, 2p−1) gives the claim (II) for each m ≥ 2. The proof concludes
now. 
Remark 4.13. In the last part of the proof we have constructed a weight w that furnishes
the claim (II), the weight for the case m = 2 and p = 2 is displayed in Fig. 3(b). Our
point of departure was the family of weights w satisfying x0 ∈ I¯ m−1,pcr (w) and from it we
had to choose a particular weight such that 1(x0,a+) is not an element of H
m,p
µw . We have
delivered this by proposing a weight w that gives an abstract result P∗Σ < ∞. In order to
provide an intuition behind the choice of w we recall that finiteness of P∗Σ translates by
means of duality to PΣ < ∞. Regardless of PΣ and P∗Σ, due to criticality of x0 we still
have Pm−1 = P
∗
m−1 = ∞. In both variation problems Pm−1 and PΣ we seek a sequence
φh ∈ D(Uε) with arbitrarily big integral
´
Uε
φh dx and arbitrarily small L
p
µw
-norms: in
case of Pm−1 we only bother with the norm of the highest derivative Dm−1φh, while in
PΣ we wish to additionally control all the smaller derivatives, including the function φh
itself. From now on we concentrate on the casem = 2 and the explanation can be readily
given: we may find a sequence φh with small norm ‖Dφh‖Lpµw and we roughly do that
by enforcing supp
(
Dφh
)
⊂
(
x−(h + 1), x+(h + 1)
)
∪
(
x−(h), x+(h)
)
, one may see
Fig. 2 to feel the idea – this argument explains why Pm−1 = ∞. This way, however, we
do not control ‖φh‖Lpµw , since φh may be big on I\I1 where w ≡ 1. The example with
wBV proves that geometrical decay of the weight in I\I1 around x0 does not help. One
may try to squeeze each function φh into one interval
(
x−(h), x+(h)
)
. This would give
control over ‖φh‖Lpµw , but the estimate on the dual energy J
∗
I in (4.36) states that: (1)
those intervals are narrowing too fast with h to control the derivative of φh (see (4.31));
(2) at the same time xγ in I1 is big enough to capture this by making the norm ‖Dφh‖Lpµw
blow up.
Remark 4.14. In this subsection we have encountered pairs of variational problems:
Pm−1, Pm−1,+ and PΣ, PΣ,+ and two pairs of their respective duals. The pairs of primal
problems differ only by the constraint on non-negativity of smooth functions φ, which we
have needed for proving Corollary 4.10 (and thus for the implication (i)⇒ (ii) above), pre-
cisely for the functions uˆh to vary between 0 and 1, see (4.24). All the forms of variational
problems conveniently played a different role in our last proof, although Pm−1 = Pm−1,+
are equivalent due to (iv) ⇔ (vi). The proof that PΣ = PΣ,+ as well (or, equivalently,
P∗Σ = P
∗
Σ,+) seems not so straightforward. Although we have not come up with a counter-
example, the idea of the proposed weight w certainly gives room to try. Since this matter
was not crucial for this work we have left it open.
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5. THE TRACE OPERATORS IN THE WEIGHTED SOBOLEV SPACE
In this section we look at the behaviour of functions u ∈ Hm,pµw at the boundary points
a− and a+; we agree that for an interval I = (a−, a+) and an exponent p ∈ [1,∞) we are
given a weight w ∈ L1(I) that is stable in accordance to Definition 4.7. For an arbitrary
orderm ≥ 1we wish to verify whether the k¯-th tangential derivativeDk¯µwu is well defined
at a− and independently at a+, we consider any k¯ in {0, . . . , m− 1}.
For an interior point x0 ∈ I the local version of Theorem 4.1, or rather Corollary
3.7, states that all up to order k¯ derivatives of u ∈ Hm,pµw (along with the function itself)
are continuous at x0 in the sense of the precise a.e. equal representative. Those results,
however, were adjusted for x0 being also the one of the boundary points a−, a+ and in this
particular scenario we are essentially enabled to attribute a value to the function u ∈ Hm,pµw
and its respective derivatives at the boundary point, for example at x0 = a−; the condition
is that this point cannot be critical with a suitable order.
Below we show this result rigorously and in order to neatly utilize the embedding
Hm,pµw →֒ W
k¯+1,1(U) from Corollary 3.7 it is convenient to introduce trace operators on
the space of smooth functions that may or may not be continuously extended toHm,pµw . For
a function u ∈ D(R) we define, at each of the end-points a− and a+ independently, trace
operators
(
Trk·
)
(a−),
(
Trk·
)
(a+) : D(R)→ R of order k:
Trku (a−) := D
ku (a−), Tr
ku (a+) := D
ku (a+).
The next result is a direct consequence of Corollary 3.7 and gives a sufficient condition
for the trace Trku (a−upslope+) to be well defined for functions u in the weighted Sobolev
space Hm,pµw :
Proposition 5.1. For an interval I = (a−, a+) ⊂ R, exponent p ∈ [1,∞) and weight
w ∈ L1(I) we consider a weighted Sobolev space Hm,pµw , where m ∈ N+. Let us choose
k¯ ∈ {0, . . . , m− 1}.
If a− /∈ I¯ ∆k−1,pcr (w) with∆k = m− k¯, then for each k ∈ {0, . . . , k¯} the trace operator(
Trk·
)
(a−) : D(R)→ R
has a continuous extension to Hm,pµw . The same independently applies to the operator(
Trk·
)
(a+) provided a+ /∈ I¯ ∆k−1,pcr (w).
Proof. We assume that a− /∈ I¯ ∆k−1,pcr (w). Then, by putting x0 := a−, we obtain an
I¯-open set V in accordance with Corollary 3.7. There must exist δ > 0 such that the open
interval I1 := (a−, a−+ δ) is contained in V ∩ I . Then by (3.11) we obtain an embedding
Hm,pµw →֒ W
k¯+1,1(I1). It is well-established that there exists a continuous extension of(
Trk·
)
(a−) to W
k¯+1,1(I1) for each k ≤ k¯ and so there is one to Hm,pµw . The proof for a+
is analogical. 
The condition a− /∈ I¯
∆k−1,p
cr (w) appears above as sufficient to extend the trace operator(
Trk¯·
)
(a−) of order k¯. We will find that for stable weights it is also the necessary one.
The intuition may be readily found in Corollary 4.10 where for, in fact not a boundary,
but an internal point x0 ∈ I¯ ∆k−1,pcr (w)we obtain functions uˆ ∈ H
m,p
µw admitting jump-type
discontinuity of Dk¯µw uˆ at x0. The base Theorem 4.5, however, was formulated for arbi-
trary x0 ∈ I¯ , including boundary points and thus can be adapted to prove the mentioned
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necessity. We will incorporate this result below in a theorem that enables to approximate
any function u ∈ Hm,pµw by smooth functions uh ∈ D(R) that have pre-fixed (independent
of h) boundary values of functions/derivativesDkuh for any natural k ≥ 0. The proposed
version of the statement is tailored for the other work of the same author [Bo1] where the
weighted Sobolev functions are considered on graphs in Rd: the proposition will serve
as lemma while constructing an approximating sequence of u¯h ∈ D(R
d) which requires
gluing edge-wise defined functions uih ∈ D(Ei) at junctions, Ei denoting the i-th edge.
Theorem 5.2. For an interval I = (a−, a+), an exponent p ∈ [1,∞), a stable weight
w ∈ L1(I) and order m ∈ N+ we consider a function in a weighted Sobolev space
u ∈ Hm,pµw and a boundary point a−. By ∆k ≥ 1 we denote the smallest positive integer
such that
a− /∈ I¯
∆k−1,p
cr (w)
or we put∆k =∞ whenever a− ∈ I¯ α,pcr (w) for any α ≥ 0.
We set k¯ = max{m − ∆k,−1} ∈ {−1, 0, . . . , m − 1} and choose any m numbers
v−0 , . . . , v
−
m−1 ∈ R that satisfy:
(i) for indices k such that 0 ≤ k ≤ k¯ (such k may not exist)
Trku (a−) = v
−
k ; (5.1)
(ii) for indices k such that k¯ + 1 ≤ k ≤ m− 1 (such k may not exist)
v−k is an arbitrary real. (5.2)
Then for any ε > 0 there exists a smooth function uε ∈ D(R) and δ = δ(ε) > 0 such that
‖u− uε‖Hm,pµw < ε (5.3)
while
Dkuε(a−) = v
−
k for k ∈ {0, . . . , m− 1}, (5.4)
Dmuε(x) = 0 for every x ∈ B(a−, δ) ∩ I. (5.5)
The analogical fact can be independently put forward for the other boundary point a+
and boundary values v+0 , . . . , v
+
m−1 (the index k¯ may differ). Moreover uε satisfying (5.3)
may be chosen such that (5.4), (5.5) hold for a− and a+ altogether.
Remark 5.3. Prior to giving a proof of the theoremwewill explain its content. The integer
k¯ should be seen as the index of the highest tangential derivativeDk¯u that is well-defined
at a− or, equivalently, the highest order for which the trace operator Tr
k¯( · ) (a−) has a
continuous extension to Hm,pµw ; the case when k¯ = −1 simply means that there is no such
order. For k ≤ k¯, due to continuity of Trk( · ) (a−) the boundary value vk = Dkuε(a−)
cannot be different from a suitable trace if we wish that uε approximate u arbitrarily close.
To the contrary, if k ≥ k¯ + 1 we are able to produce any boundary value Dkuε(a−) with
the Hm,pµw -norm-cost as small as we would like. Our choice in the theorem is governed by
the application in [Bo1] where we require the function uε to be a particular polynomial of
degreem− 1 in some neighbourhood of the boundary point a−.
Proof. We will first display the proof only for the boundary point a−. For a given δ > 0
by definition of Hm,pµw we may choose a smooth function u˜ ∈ D(R) such that
‖u− u˜‖Hm,pµw < δ. (5.6)
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We put for every k ∈ {0, . . . , m− 1}
∆vk := v
−
k −D
ku˜(a−) ∈ R. (5.7)
We shall construct the target function uε by modifying the function u˜ in three steps below;
C will denote a constant that may change from line to line.
Step I (only if k¯ ≥ 0):
For every k ∈ {0, . . . , k¯} due to (5.1) we have
∆vk = Tr
ku (a−)− Tr
ku˜ (a−).
and by continuity of Trk( · ) (a−) in Hm,pµw for k ≤ k¯ (guaranteed by Proposition 5.1) we
obtain for a finite constant C > 0 independent of δ and k ≤ k¯
|∆vk| ≤ C‖u− u˜‖Hm,pµw < C δ. (5.8)
We introduce the first modification u˜I := u˜+∆u˜I ∈ C∞(R) where for any x ∈ R
∆u˜I(x) :=
k¯∑
n=0
∆vn
n!
(x− a−)
n
which gives
Dku˜I(a−) = v
−
k for each k ∈ {0, . . . , k¯},
Dku˜I(x) = D
ku˜(x) for all x ∈ R and each k ≥ k¯ + 1. (5.9)
It is easy to verify that the following estimate holds for each k ≤ k¯ based on (5.8):
‖Dk∆u˜I‖L pµw ≤
k¯∑
n=k
|I|n−k
(n− k)!
‖w‖1/pL1(I)|∆vn| < C(k) δ, (5.10)
where |I| = L1(I) = |a+ − a−| and the finite positive constant C(k) is independent of δ.
For k ≥ k¯ + 1 we obviously have Dk∆u˜I ≡ 0. By combining (5.6) and (5.10) above we
infer that δ may be chosen so that
‖u− u˜I‖Hm,pµw ≤ ‖u− u˜‖Hm,pµw + ‖∆u˜I‖Hm,pµw < δ + Cδ < ε/3 (5.11)
In the steps to follow we agree that such u˜I is fixed, while δ remains live.
Step II (only if k¯ ≤ m− 2):
By the definition of k¯ we have a− ∈ I¯
m−k¯−2
cr and hence, for any δ > 0 Theorem 4.5
furnishes a function φˆ satisfying (we assume that δ ≤ |I|)
φˆ ∈ D
(
B+(a−, δ)
)
,
ˆ
B+(a−,δ)
φˆ dx = 1, ‖Dm−k¯−2φˆ‖L pµw < δ. (5.12)
Since the weight w is assumed to be stable we may choose the function φˆ above such that
also ‖Dkφˆ‖L pµw < δ for any other k ∈ {0, . . . , m− k¯ − 2}, see (4.27), (4.28) in the proof
of Corollary 4.10.
We introduce a smooth approximation s˜ ∈ C∞(R) of step function 1(−∞,a−) that for
every x ∈ R reads
s˜(x) = 1−
ˆ x
−∞
φˆ(y) dy;
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by (5.12) we notice that
0 ≤ s˜ ≤ 1, supp(s˜) ∩ I ⊂ B+(a−, δ), s˜ ≡ 1 in B+(a−, δ1) for some 0 < δ1 < δ.
(5.13)
We define the next modification u˜II := u˜I +∆u˜II ∈ C∞(R) where
∆u˜II(x) :=
m−1∑
n=k¯+1
∆vn ·
{ ´ x
a−
s˜(y) (x−y)
n−1
(n−1)!
dy if n ≥ 1,
s˜(x) if n = 0.
According to (5.13) we have ∆u˜II(x) =
∑m−1
n=k¯+1
∆vn
n!
(x− a−)
n for any x ∈ B+(a−, δ1).
After acknowledging (5.7) and (5.9) we thus obtain
Dku˜II(a−) = v
−
k for each k ∈ {0, . . . , m− 1},
Dmu˜II(x) = D
mu˜(x) for all x ∈ B+(a−, δ1). (5.14)
We may compute the m-th derivative Dm
(
∆u˜II
)
= −
∑m−1
n=k¯+1∆vnD
m−n−1φˆ. In order
to estimate the Hm,pµw -norm of ∆u˜II we recognize it together with its all m derivatives
as linear combinations with coefficients ∆vk of functions whose L
p
µw -norms we estimate
below:
‖Dkφˆ‖L pµw < δ for each k ∈ {0, . . . , m− k¯ − 2}, (5.15)
‖s˜‖L pµw =
(ˆ
I
w |s˜|pdx
)1/p
≤
(ˆ
B+(a−,δ)
w dx
)1/p
, (5.16)∥∥∥∥
ˆ ·
a−
s˜(y)
( · − y)n−1
(n− 1)!
dy
∥∥∥∥
L pµw
≤ C · ‖w‖1/pL1(I) · δ for any interger n ≥ 1. (5.17)
where C depends only on n and the length |I|. The first inequalities were forced by the
choice of φˆ, while the second one is clear upon acknowledging (5.13). The last estimate
needs explaining: due to (5.13) for all x ∈ I we observe that
∣∣∣´ xa− s˜(y) (x−y)n−1(n−1)! dy
∣∣∣ ≤∣∣∣´ a+a− s˜(y) (a+−y)n−1(n−1)! dy
∣∣∣ ≤ ∣∣∣´ a−+δa− (a+−y)n−1(n−1)! dy
∣∣∣ = 1n! |(a+ − a−)n − (a+ − a− − δ)n|,
which, upon acknowledging that a+ − a− = |I| and δ < |I|, yields inequality (5.17).
The estimates (5.15), (5.17) and (5.16) together with absolute continuity of Lebesgue
integral allow to choose δ > 0 such that ‖∆u˜II‖Hm,pµw < ε/3 and thus
‖u− u˜II‖Hm,pµw ≤ ‖u− u˜I‖Hm,pµw + ‖∆u˜II‖Hm,pµw <
ε
3
+
ε
3
=
2ε
3
.
We assume that u˜II satisfying above is fixed and again δ > 0 will be arbitrary below.
Notwithstanding this we bear in mind the δ1 that appears in (5.14).
Step III:
Let δ be an arbitrary positive number smaller than |I|/2. We choose a smooth cut-off
function ϕδ satisfying
ϕδ ∈ D
(
B(a−, 2δ)
)
, 0 ≤ ϕδ ≤ 1, ϕδ ≡ 1 in B(a−, δ)
and then we define the third modification u˜III := u˜II +∆u˜III ∈ C
∞(R) where
∆u˜III(x) := −
ˆ x
a−
(
ϕδ ·D
mu˜
)
(y)
(x− y)m−1
(m− 1)!
dy.
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We note that for k ≤ m− 1 we obtainDk∆u˜III(a−) = 0; moreover, we haveD
m∆u˜III =
−Dmu˜ in B+(a−, δ), hence, whenever δ ≤ δ1 (see (5.14)) we ultimately arrive at
Dku˜III(a−) = v
−
k for each k ∈ {0, . . . , m− 1},
Dmu˜III(x) = 0 for all x ∈ B+(a−, δ). (5.18)
Similarly as in (5.17) we estimate for k ∈ {0, . . . , m− 1}
‖Dk∆u˜III‖∞ ≤ ‖D
mu˜‖∞
∣∣∣∣
ˆ 2δ
a−
(a+ − y)
m−1−k
(m− 1− k)!
dy
∣∣∣∣ ≤ ‖Dmu˜‖∞C(k) δ
where, aside from k, the constant C(k) depends only onm and |I|. For the highest deriv-
ative we observe that Dm∆u˜III = −ϕδDmu˜. We can readily write down the inequality:
‖∆u˜III‖Hm,pµw ≤ ‖D
m∆u˜III‖L pµw +
m−1∑
k=0
‖Dk∆u˜III‖L pµw
≤ ‖Dmu˜‖∞
(ˆ
B+(a−,2δ)
w dx
)1/p
+
m−1∑
k=0
‖Dmu˜‖∞ ‖w‖
1/p
L1(I) C(k) δ,
and so, recalling absolute continuity of Lebesgue integral once more, there exists δ > 0
such that ‖∆u˜III‖Hm,pµw < ε/3 and eventually
‖u− u˜III‖Hm,pµw ≤ ‖u− u˜II‖Hm,pµw + ‖∆u˜III‖Hm,pµw <
2ε
3
+
ε
3
= ε
which ends Step III.
The proof for the boundary point a− is thus almost finished. At this point we choose
another smooth cut-off function ϕ, for instance ϕ ∈ D
(
B(a−, |I|/2)
)
with 0 ≤ ϕ ≤ 1
and ϕ ≡ 1 in B(a−, |I|/4)). We define
uε := u˜+ ϕ · (∆u˜I +∆u˜II +∆u˜III) .
If we assume that δ chosen as above is smaller than |I| then uε clearly satisfies
(5.4),(5.5) as in the thesis, since u˜III did so. The estimates on ‖∆u˜I‖Hm,pµw , ‖∆u˜II‖Hm,pµw
and ‖∆u˜III‖Hm,pµw will also hold for ‖ϕ · ∆u˜I‖Hm,pµw , ‖ϕ · ∆u˜II‖Hm,pµw and ‖ϕ · ∆u˜III‖Hm,pµw
since ϕ is fixed (independent of δ) but possibly with higher constants. Therefore, in order
to guarantee ‖u − uε‖Hm,pµw < ε we might have to pick a smaller δ, the proof for a− is
nevertheless complete.
The important property of the function uε constructed above is that it did not affect
the boundary values of the initial approximation u˜. Hence, by redefining u˜ as uε we
may go through the same steps I,II,III together with cutting-off by ϕ ∈ D
(
B(a+, |I|/2)
)
for the other boundary point a+. The outcome will be the new function uε that satisfies
‖u − uε‖Hm,pµw < 2ε and the boundary conditions (5.4),(5.5) at both boundary points a−
and a− with values v
−
k and v
+
k respectively. The proof is at an end. 
6. APPLICATION TO VARIATIONAL PROBLEMS ON THE EXAMPLE OF LINEAR
ELASTICITY IN BEAMS
We conclude this work by revisiting the topic that was essentially the motivation for
the whole contribution – the second-order variational problem of linear elasticity in beam
with a degenerate distribution of width w. In this section we repeatedly make use of
results herein derived, we show that the developed theory of weighted Sobolev spaces
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Hm,pµw allows to successfully relax the original variational problem formulated for smooth
displacement functions u ∈ D(I) and, thanks to one-dimensional setting, also to construct
the solutions. We will be additionally required to examine coercivity of the underlying
energy functional; on top of that we shall characterize the space dual to Hm,pµw . For clarity
we dare not to mind physical units in the process.
Our beam will occupy an interval I = (a−, a+) with a− = 0 and a+ = 4; we also
distinct three internal points x1 = 1, x2 = 2, x3 = 3. For a given stable weight w ∈ L1(I)
we consider an elliptic Dirichlet boundary problem of second order in its variational form:
inf
{
JI
(
D2u
)
−
〈
u, f
〉
: u ∈ D(I)
}
, where JI(v) =
1
2
ˆ
I
w |v|2 dx (6.1)
and f ∈ D′(I) is a given distribution. With w treated as a width function and f as a
loading, we readily recognized the above as the elasticity problem for a clamped (note
the homogeneous Dirichlet boundary conditions) beam, while function u that potentially
solves the problem will be non other that the deflection function of the beam. For the vari-
ational problem to admit a solution we naturally must relax the condition on smoothness
of function u. In analogy with the works from [BBS] or [BF2] our proposition is to use
the space H2,2µw or, more precisely, to consider a relaxed version of the problem (6.1):
inf
{
JI
(
D2µwu
)
−
〈
u, f¯
〉
: u ∈ U2,2µw
}
, where JI(v) =
1
2
ˆ
I
w |v|2 dx. (6.2)
By U2,2µw we understand the closure of the space D(I) in topology of H
2,2
µw . The functional
f¯ stands for the continuous extension of the linear functional f ∈ D′(I) to the dual space(
H2,2µw
)∗
; obviously such an extension may not exists, however, it would result in the infi-
mum from (6.1) being equal to −∞ and seeking relaxation would be hopeless in the first
place. The functional JI
(
D2µw ·
)
is convex, lower semi-continuous (and even continuous)
inH2,2µw – it is in fact the lower semi-continuous regularization of functional JI
(
D2 ·
)
ex-
tended to H2,2µw by +∞, the details are moved to [Bo1]. For existence of solution in (6.2)
we are left to show coercivity and this matter is more delicate. Naturally, the most we can
obtain is coercivity of JI
(
D2µw ·
)
in the quotient space H2,2µw / kerD
2
µw . This will be the
case if we impose an additional condition on the weight that can be seen as a generalized
global Poincare´ inequality:
there exists C > 0 such that ‖u− P kerD2µw(u)‖H1,2µw ≤ C ‖D
2
µwu‖L2µw ∀ u ∈ H
2,2
µw ,
(6.3)
where P kerD2µw denotes the orthogonal projection in the Hilbert spaceH
2,2
µw . For p ∈ [1,∞)
the LHS of the inequality can be replaced by the quotient norm in H2,pµw / kerD
2
µw . The
non-triviality of the inequality lies in the structure of kerD2µw which may be larger than
the two-dimensional space of affine functions being the case for w ≡ c > 0. Corollary
4.10 states that for a.e. positive weights w the subspace kerD2µw may contain e.g. step
functions. Further we could easily check that the above Poincare´ inequality is false for
the non-stable weight w proposed in the proof of Theorem 4.12: by means of duality the
theorem guarantees existence of a sequence uh ∈ D(R) with uh → 1(x0,a+), D
2
µwuh → 0
in L2µw , while 1(x0,a+) /∈ H
2,2
µw and thus also 1(x0,a+) /∈ kerD
2
µw (we cannot force the
sequence Dµwuh to converge to zero in L
2
µw ). We expect the inequality (6.3) to hold for
any stable weight yet the proof seems to be difficult in full generality. In this work we limit
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ourselves to show validity of the inequality in the case when interval I can be partitioned
into finite number of intervals on which w is monotonic – a simple argument will be
demonstrated on the example of weight showed in Fig. 4(b).
Since H2,2µw is a Hilbert space (reflexivity for other p ∈ (1,∞) suffices), then once the
Poincare´ inequality (6.3) is established the relaxed elasticity problem (6.2) has a solution
uˇ as soon as the continuous extension f¯ ∈
(
H2,2µw
)∗
of distribution f ∈ D(R) exists and
f¯ ⊥ U2,20,µw := kerD
2
µw ∩ U
2,2
µw . Should solution uˇ exist, it is unique up to a zero-energetic
displacement function u0 ∈ U
2,2
0,µw .
A few words on the dual space toHm,pµw are in order. To provide its characterization we
may simply repeat the argument from Chapter 3 in the book of [AF] that is intended for
standard Sobolev spaces. The result is that a functional Λ is an element of
(
Hm,pµw
)∗
for
p ∈ [1,∞) if and only if it is expressed by a formula Λu =
∑m
k=0
´
I
w
(
Dkµwu
)
v∗k dx for
some (not necessarily unique) family of functions v∗0, v
∗
1, . . . , v
∗
m ∈ L
p′
µw where p
′ is the
Ho¨lder conjugate exponent of p. From Ho¨lder inequality we may easily show that for any
v∗ ∈ Lp
′
µw there holds w v
∗ ∈ L1(I). We immediately infer that a distribution f ∈ D(R)
extends to f¯ ∈
(
Hm,pµw
)∗
if and only if it is of the form f =
∑m
k=0(−1)
kDk(w v∗k) where
Dk stands for k-th distributional derivative.
We will construct solutions uˇ ∈ H2,2µw of the relaxed problem (6.2) for four cases (a)-
(d) of the width/weight w. The widths are shown in Fig. 4(a)-(d) respectively, the reader
should consider the picture of w as a view of the beam from the top. Except for the
case (a), the width w will vary in each of the four subintervals (a−, x1), (x1, x2), (x2, x3)
and (x3, a+) as the function |x− a−|
γ1 , |x− x2|
γ2 ,|x− x2|
γ3 and |x− a+|
γ4 for different
γi ≥ 0, i.e. a−, x2, a+ are the points of possible degeneration of the weight at different
rates. The form of the distribution f ∈ D′(I) will be common for all the cases and it shall
read:
f =
4∑
i=1
fqi +
3∑
j=1
fFj + fm, fqi =
ˆ i
i−1
qi( · )dx, fFj = Fjδxj , fm = −mD(δx2)
where, for the time being, qi, Fj , m are arbitrary reals. The whole load/distribution f is
illustrated in Fig. 4(a) in a schematic view typical for structural mechanics: distributions
fqi appear as a piece-wise uniformly distributed downward load, each fFj plays a role
of a downward point force, whereas fm represents a point moment load that rotates the
centre of the beam. We note that in the beam theory it is typical to assign a positive sign
to loads that are pointed downwards instead of upwards; the same convention applies to
the displacement function u, i.e. a point x with u(x) > 0 translates downwards. We shall
see that in the first two cases (a), (b) the distribution f will receive a continuous extension
f¯ ∈
(
H2,2µw
)∗
for any parameters qi, Fj, m, whereas for stronger degeneration in case (c)
and then (d) subsequent components of f will have to vanish as otherwise they would be
unbounded onH2,2µw .
We briefly describe the method of solving the relaxed variational problem (6.2). The
variational problem factually solved will be the dual to (6.2): we will seek a bending
moment function Mˇ that solves
inf
{
J∗I(M) :M ∈ L
1(I), D2M + f = 0
}
, where J∗I(M) =
1
2
ˆ
I
|M |2
w
dx. (6.4)
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(a) (b)
(c) (d)
FIGURE 4. Linear elasticity problem in a clamped beam subject to load f
and of different width functions w. In each case (a)-(d) a solution uˇ ∈ H2,2µw
of the variational problem (6.2) is shown at the bottom.
This problem is easy due to one-dimensional setting where D2 has a finite-dimensional
kernel that consists of affine functions – the solution exists as far as the problem is not
trivially equal to +∞. The link to the primal problem (6.2) leads through the optimality
condition: if for a function uˇ ∈ U2,2µw a constitutive law Mˇ = w
(
−D2µw uˇ
)
holds for the
solution Mˇ of the dual problem, then uˇ is a solution of the primal problem (6.2). Details
of this duality-theoretic part of constructing the solution may be found in work [Bo1] that
is specifically dedicated to the beam/grillage problem. Therefore, upon obtaining Mˇ we
actually arrive at the tangential derivativeD2µw uˇ that must be carefully twice integrated so
that factually uˇ ∈ U2,2µw .
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We are ready to construct the solutions uˇ of the elasticity problem (6.2) for differ-
ent widths/weights w, starting from the non-degenerated case and ending at the weight
suffering most degeneration:
Case (a): The uniform weight w ≡ 1 easily yields an equality H2,2µw = H
2,2(I) which
is isomorphic to the classical Sobolev space defined by weak derivatives W 2,2(I). Ac-
cordingly, the space U2,2µw , being the closure of D(I) in H
2,2
µw , is isomorphic to the space
W 2,20 (I). In turn every element u ∈ U
2,2
µw is a C
1 function with zero boundary values
u(a−) = u(a+) = 0 and Du(a−) = Du(a+) = 0. Since the distribution f considered
above is of first order it receives its natural extension f¯ to
(
H2,2µw
)∗
for any parameters
qi, Fj , m; we decide to choose qi = 1 for all i, F1 = 1, F2 = 2, F3 = 3 andm = 2.
The dual problem is a two-dimensional convex programming problem that is easily
solved: having the piece-wise parabolic solution Mˇ we put vˇ2 := −Mˇ/w and we ulti-
mately find the unique solution uˇ(x) =
´ x
a−
vˇ2(y) (x− y) dy. The minimality of Mˇ guar-
antees that at the right end the values uˇ(a+), Duˇ(a+) are indeed zero, hence uˇ ∈ U2,2µw .
The function uˇ is shown at the bottom of Fig. 4(a), we stress that positive values of uˇ are
drawn below the x-axis.
Case (b): Here x2 and a+ are candidates for the critical points. We verify that x2 is a
right-sided critical point of zero order, i.e. x2 ∈ I¯
0,2
cr,+(w); it is not, however, a left-
sided critical point. Indeed, we compute for positive ε ≤ 1 that
´
B+(x2,ε)
1/w dx =´
B+(x2,ε)
1/|x− x2| dx = ∞, whilst
´
B−(x2,ε)
1/w dx =
´
B−(x2,ε)
1/|x− x2|
1/2 dx < ∞.
Similarly a+ ∈ I¯
0,2
cr,−(w), yet non of the two points is a critical point of first order, for
instance
´
B−(a+,ε)
|x− a+|
2/w(x) dx =
´
B−(a+,ε)
|x− a+|
2/|x− a+|
5/2 dx <∞.
In summary we have a stable weight w with I¯ 0,2cr (w) = {x2, a+} and I¯
1,2
cr (w) = ∅;
we utilize those informations through results from Sections 3, 4 and 5 in order to char-
acterize, and essentially to find, a solution uˇ ∈ H2,2µw of the variational problem (6.2).
Firstly, Corollary 3.7 from Section 3 states that I¯ 1,2cr (w) = ∅ implies the embedding
H2,2µw →֒ W
1,1(I), that is, in particular, every function u ∈ H2,2µw is absolutely contin-
uous in I . Further, due to I¯ 0,2cr (w) = {x2, a+} the same corollary furnishes that re-
strictions of each u ∈ H2,2µw to intervals (a−, x2) and (x2, a+) are in Sobolev spaces
W 2,1loc
(
(a−, x2)
)
and W 2,1loc
(
(x2, a+)
)
respectively. In fact, since x2 /∈ I¯
0,2
cr,−(w), for the
first interval I1 := (a−, x2) we can say more by skipping locality: by restricting µw to
µw,1 := µw I1 we see that H
2,2
µw →֒ H
2,2
µw,1 →֒ W
2,2(I1) and it follows from the fact that
I¯ 0,21,cr
(
w|I1
)
= ∅.
On the contrary, due to x2 ∈ I¯ 0,2cr (w), Corollary 4.10 in Section 4 states that there
exists a function uˆ ∈ H2,2µw such that Dµw uˆ = 1(x2,a+) and D
2
µw uˆ = 0 in L
p
µw ; the explicit
formula reads uˆ(x) =
´ x
a−
1(x2,a+)(y) dy. In the context of our variational problem this
renders uˆ as an element of kerD2µw . We can in fact write
kerD2µw =
{
uP + β uˆ : uP ∈ P
1, β ∈ R
}
(6.5)
where by Pk we see the space of polynomials of k-th degree. Indeed, kerD2µw does not
contain other functions since the embeddings H2,2µw →֒ W
2,1
loc
(
(a−, x2)
)
and H2,2µw →֒
W 2,1loc
(
(x2, a+)
)
imply that a function u ∈ H2,2µw with D
2
µwu ≡ 0 is affine separately on
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both intervals (a−, x2) and (x2, a+) and thus the space given in (6.5) could only be miss-
ing a function 1(x2,a+) which is not in H
2,2
µw due to x2 /∈ I¯
1,2
cr (w). Eventually we see that
dim
(
kerD2µw
)
= 3 and so, here degeneracy of w at x2 increases the dimension by one
with respect to Case (a).
Now that the space kerD2µw was established we may pass to check validity of the
Poincare´ inequality (6.3). We shall base our argument on the fact that interval I splits to
finite number of subintervals where w is monotonic, which also applies to the other Cases
(c), (d). Let uh ∈ D(R) be any sequence of smooth functions such that ‖uh‖H1,2µw = 1 for
any h whereas ‖D2µwuh‖L2µw → 0. The Poincare´ inequality will be true if we manage to
show that such a sequence uh must converge to an element u0 ∈ kerD
2
µw in norm topol-
ogy of H1,2µw or equivalently of H
2,2
µw . Since uh is bounded in a reflexive space H
2,2
µw we
may choose (without relabelling) a subsequence that converges weakly to some function
u0 in H
2,2
µw . Then u0 must lie in kerD
2
µw due to ‖D
2
µwuh‖L2µw → 0. According to (6.5) the
function u0 is affine on each of the aforementioned subintervals. We shall first show the
strong convergence vh := Dµwuh → Dµwu0 in L
2
µw ; we concentrate on the one of the
subintervals, let us choose e.g. (x3, a+) where w is decreasing. We obtain that vh ⇀ c in
L2
µw (x3,a+)
where c is a constant function and in particular
´
(x3,a+)
w(vh − c) dx → 0.
Since for any x˜ ∈ (x3, a+) the weight w is separated from zero in (x3, x˜), we have the
embedding H1,2µw →֒ W
1,2
(
(x3, x˜)
)
and, from standard Poincare´ inequality, we easily in-
fer that ‖Dµwvh‖L2µw = ‖D
2
µwuh‖L2µw → 0 implies vh(x3) → c. Next we utilize the
monotonicity of w by employing the same trick as in (4.27) and we obtain that for every
x ∈ (x3, a+) there holds w(x)|vh(x)− vh(x3)|
2 ≤ C
´
(x3,a+)
w(y)
∣∣Dµwvh(y)∣∣2dy with
C = |x3 − a+|. We deduce that
‖(vh −Dµwu0)|(x3,a+)‖L2µw
≤
(ˆ
(x3,a+)
w(x)|vh(x)− vh(x3)|
2dx
)1/2
+
(ˆ
(x3,a+)
w(x)|vh(x3)− c|
2dx
)1/2
≤ C
(ˆ
(x3,a+)
w(y)
∣∣Dµwvh(y)∣∣2dy
)1/2
+ |vh(x3)− c|
(ˆ
(x3,a+)
w(x)dx
)1/2
≤ C ‖D2µwuh‖L2µw + |vh(x3)− c| ‖w‖
1/2
L1(I)
and we see that the RHS goes to zero. We may repeat the same argument for the rest
of the four subintervals and, since the number of those subintervals is finite, we ar-
rive at ‖vh − Dµwu0‖L2µ → 0, i.e. Dµwuh → Dµwu0 in L
2
µw . The proof that also
uh → u0 in L2µw follows similarly: assuming that u0(x) = c(x − x3) + d for x ∈
(x3, a+) we deduce that uh(x3) → d and then w(x)|uh(x)− uh(x3)− c(x− x3)|
2 ≤
C
´
(x3,a+)
w(y)
∣∣Dµwuh(y)− c∣∣2dy; the estimate on ‖(uh − u0)|(x3,a+)‖L2µw is carried out
analogically to the one above. The Poincare´ inequality is now validated.
Section 5 allows us to describe the boundary conditions, i.e. to characterize the space
U2,2µw . Since a− /∈ I¯
0,2
cr and a+ ∈ I¯
0,2
cr (w) but a+ /∈ I¯
1,2
cr (w), Proposition 5.1 immediately
yields that
U2,2µw =
{
u ∈ H2,2µw : Tru (a−) = 0, Tr
1u (a−) = 0, Tru (a+) = 0
}
, (6.6)
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namely we have lost one Dirichlet boundary condition that imposed a zero derivative at
the right end a+. The three boundary conditions that are still live suffice to eliminate
non-zero functions u0 ∈ kerD2µw from the displacement space U
2,2
µw . With the Poincare´
inequality established we have coercivity of JI
(
D2µw ·
)
and for solvability of the relaxed
elasticity problem (6.2) we need to only make sure that the load f ∈ D(R) admits its
continuous extension f¯ ∈
(
H2,2µw
)∗
.
Due to the aforementioned embedding H2,2µw →֒ W
1,1(I) →֒ C(I¯) we infer that
the zero-order distributions fqi and fFj extends naturally, while the first-order distribu-
tion fm needs a closer look. It is supported in {x2} and for a smooth u ∈ D(I) gives
〈u, fm〉 = mDu(x2), meanwhile x2 is the point where the tangential derivative Dµwu
may jump for u ∈ H2,2µw hence the classical derivative at x2 of such function cannot be
well-defined. Notwithstanding this fm has a continuous extension f¯m ∈
(
H2,2µw
)∗
after
all: we observe that fm can be written as D
2(w v∗2) = mD
2(1(a−,x2)) where we have
put v∗2 := m1(a−,x2)/w (one may easily check that v
∗
2 ∈ L
2
µw ) and hence, according
to the characterization of dual space
(
H2,2µw
)∗
, fm attains its continuous extension f¯m
given by
〈
u, f¯m
〉
=
´
I
w
(
D2µwu
)
v∗2 dx = m
´
(a−,x2)
D2µwu dx. Another, more elemen-
tary explanation for the existence of f¯m stems from the already established embedding
H2,2µw →֒ W
2,1
(
(a−, x2)
)
that followed from the fact that x2 /∈ I¯
0,2
cr,−(w) (in spite of
x2 ∈ I¯ 0,2cr (w)). This way functional (D · )(x2) extends continuously to H
2,2
µw in the same
way as the functional (D · )(a−) =: Tr
1( · ) (a−) does. If for a function u ∈ H
2,2
µw by u˘ we
denote its precise representative, the extension f¯ may be written as
〈
u, f¯
〉
=
4∑
i=1
ˆ i
i−1
qi u dx+
3∑
j=1
Fj u˘(xj) +m
(
Du˘
)
(x−2 )
where by
(
Du˘
)
(x−2 ) we understand the left-sided derivative of u˘ at x2, which exists since
u ∈ W 2,1
(
(a−, x2)
)
. We choose the parameters qi, Fj, m identically as in Case (a).
We have finally proved that a solution of the elasticity problem (6.2) exists and now
we shall give its construction again via solving the dual problem (6.4). Since the primal
problem has a solution, the infimum in (6.4) is finite and hence there is a solution Mˇ . In
particular Mˇ ∈ L1(I) satisfies the equilibrium equationD2Mˇ+f = 0 and furnishes finite
complementary energy J∗I(Mˇ) < ∞ and we may show that there can only be one such
function Mˇ : the two dimensional kernel of D2 is precisely the space of affine functions
M0 on I and each such non-zero function will give J
∗
I(M0) = ∞ due to presence of
two critical points x2, a+ ∈ I¯ 0,2cr (w). The dual problem is thus in a way trivial and the
unique piece-wise parabolic bending moment function Mˇ is easy to find.We set a function
vˇ2 := −Mˇ/w and now our objective is to construct uˇ ∈ U2,2µw that yields D
2
µw uˇ = vˇ2,
while optimality of Mˇ will render such uˇ a solution of the primal problem (6.2). Since∣∣Mˇ ∣∣2/w = w(Mˇ/w)2 there holds Mˇ/w ∈ L2µw . Further we again define µw,1 := µw I1
with I1 = (a−, x2) and symmetrically µw,2 := µw I2 with I2 = (x2, a+). Since a− /∈
I¯ 0,2cr,+(w) and x2 /∈ I¯
0,2
cr,−(w), we have the embedding L
2
µw →֒ L
1
(
I1
)
and, on the other
hand, x2 ∈ I¯
0,2
cr,+(w), a+ ∈ I¯
0,2
cr,−(w) and only the local embedding L
2
µw →֒ L
1
loc(I2)
is available. We shall construct the function uˇ separately on I1 and I2. Firstly, for any
x ∈ I1 we may define uˇ1(x) =
´ x
a−
vˇ2(y) (x− y) dy that gives a function uˇ1 ∈ W 2,1(I1)
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satisfying Truˇ1 = Tr
1uˇ1 = 0. The second interval must be handled with more care
and the definition must be local, for instance uˇ2(x) :=
´ x
x3
vˇ2(y) (x − y) dy for each
x ∈ I2 (any internal point of I2 could have been chosen instead of x3): we arrive at a
function uˇ2 ∈ W
2,1
loc (I2). Now we will show that uˇ1 ∈ H
2,2
µw,1
and uˇ2 ∈ H2,2µw,2 . First we
observe that for any ε > 0, thanks to approximation of L2µw functions by continuous
functions and then the latter uniformly by smooth functions via mollification, we may
choose vˇε2 ∈ D(R) such that ‖vˇ2−vˇ
ε
2‖L2µw < ε. Then, starting from I2, the smooth function
uˇε2(x) :=
´ x
x3
vˇε2(y) (x − y) dy approximates uˇ2 in H
2,2
µw,2 , to show this we make use of
monotonicity of w on (x2, x3) and (x3, a+) (although stability of w would have sufficed).
Hence we deduce that indeed uˇ2 ∈ H
2,2
µw,2 and the proof for uˇ1 ∈ H
2,2
µw,1 is identical. In
order to arrive at the target function uˇ we have to glue the two functions uˇ1, uˇ2 and take
care of the boundary conditions at the right end a+. Since the points x2, a+ are not in the
set I¯ 1,2cr (w) Proposition 5.1 guarantees that uˇ1(x2), uˇ2(x2) and uˇ2(a+) are meaningful –
we may thus modify the function uˇ2 by an affine function (function from H
2,2
µw,2
with zero
second tangential derivative) so that, without relabelling, uˇ2(x2) = uˇ1(x2) and uˇ2(a+) =
0. After this alteration we may ultimately define our function as uˇ(x) := uˇ1(x) for x ∈ I1
and uˇ(x) := uˇ2(x) for x ∈ I2. To be successful it suffices to prove that indeed such
function uˇ is in H2,2µw : if so then necessarily D
2
µw uˇ = vˇ2 = −Mˇ/w and the boundary
conditions in (6.6) are already guaranteed to hold. For arbitrary ε > 0 we will point to a
function uˇε ∈ D(R) with ‖uˇε − uˇε1‖H2,2µw,1
+ ‖uˇε − uˇε2‖H2,2µw,2
< ε which approves of the
thesis. Since uˇ1 ∈ H2,2µw,1 and x2 /∈ I¯
0,2
cr,−(w), Theorem 5.2 furnishes function uˇ
ε
1 ∈ D(R)
with uˇε1(x2) = uˇ1(x2), Duˇ
ε
1(x2) = Duˇ1(x2), D
kuˇε1(x2) = 0 for k ≥ 2 and yielding
‖uˇε−uˇε1‖H2,2µw,1
≤ ε/2. Acknowledging x2 /∈ I¯
1,2
cr,+(w) and x2 ∈ I¯
0,2
cr,+(w) the same theorem
gives for the function uˇ2 ∈ H
2,2
µw,2 an approximation uˇ
ε
2 ∈ D(R) with uˇ
ε
2(x2) = uˇ2(x2),
Duˇε2(x2) = Duˇ1(x2), D
kuˇε2(x2) = 0 for k ≥ 2 and ‖uˇ
ε − uˇε2‖H2,2µw,2
≤ ε/2. Since uˇ2(x2)
was already ensured to equal uˇ1(x2), the two functions uˇ
ε
1 and uˇ
ε
2 glue smoothly at x2 and
hence the function uˇε ∈ D(R) is found.
The unique solution uˇ ∈ U2,2µw is illustrated at the bottom of Fig. 4(b). It is visible that
the first derivative Dµw uˇ blows up to infinity in vicinity of the right end a+. This stems
from the fact that D2µw uˇ /∈ L
1
(
B−(a+, ε)
)
for any ε > 0, which was possible due to
a+ ∈ I¯
0,2
cr,−(w).
Case (c): The beam elasticity problem for the Case (b) was examined in a fair amount
of detail. In this and the next case we shall omit or shorten the arguments that should
run analogically to those already made beforehand. In particular the proof of Poincare´
inequality (6.3) stays unaltered and thus existence of a solution uˇ is assured provided that
the extension f¯ exists and is orthogonal to U2,2µw ,0 = kerD
2
µw ∩ U
2,2
µw .
For the weight/width w displayed in Fig. 4(c) standard computations furnish that:
I¯ 0,2cr (w) = {x2} and I¯
1,2
cr (w) = {x2}, while x2 is double-sided zero-order critical point,
i.e. x2 ∈ I¯
0,2
cr,−(w) ∩ I¯
0,2
cr,+(w); at the same time x2 is right-sided, but not left sided first-
order critical point, namely x2 /∈ I¯
1,2
cr,−(w). The embeddings at our disposal are as follows:
H2,2µw →֒ W
2,1
(
(a−, x2− δ)
)
, W 2,1
(
(x2 + δ, a+)
)
for every δ ∈ (0, 2). Moreover we have
H2,2µw →֒ W
2,1
(
(a−, x2)
)
and H2,2µw →֒ L
1(I), whereas the latter is due to I¯ 2,2cr (w) = ∅.
Both the end-points a−, a+ are not critical points of any order and characterization of the
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space of admissible displacements follows:
U2,2µw =
{
u ∈ H2,2µw : Tru (a−) = 0, Tr
1u (a−) = 0, Tru (a+) = 0, Tr
1u (a+) = 0
}
,
(6.7)
namely all the possible Dirichlet boundary conditions are maintained. Criticality x2 ∈
I¯ 1,2cr (w) decides through Corollary 4.10 that functions uˆ0 := 1(x2,a+) and uˆ1 = uˆ1(x) :=´ x
a−
1(x2,a+)(y) dy belong to the space H
2,2
µw . In terms of structural mechanics the two
halves of the beam are thus entirely disconnected and work independently. We can write
down the kernel of D2µw as the four-dimensional space:
kerD2µw =
{
uP,1 · 1(a−,x2) + uP,2 · 1(x2,a+) : uP,1, uP,2 ∈ P
1
}
. (6.8)
By comparing (6.7) and (6.8) once more we easily check that U2,2µw ,0 = {0}, which means
that the solution of the elasticity problem (6.2) exists and is unique if and only if f ∈
D′(I) receives its continuous extension f¯ ∈
(
H2,2µw
)∗
. This time around we find that the
part fm = −mD(δx2) representing the point-moment is unbounded in H
2,2
µw for non-zero
m ∈ R. We thus choose m = 0 which finds its reflection in lack of the moment in Fig.
4(c). This is a consequence of x2 being a double-sided critical point: through Theorem
4.5 we may find two sequences ϕ−h ∈ D
(
B−(x2, 1/h)
)
and ϕ+h ∈ D
(
B+(x2, 1/h)
)
that
can be twice integrated to u−h and u
+
h , in a fashion from the proof of Corollary 4.10, so
that they converge in H2,2µw to, respectively, ( · − x2)1(x2,a+) and (x2 − · )1(x2,a+), whilst
Du−h (x2) = 1 and Du
+
h (x2) = 0 for each h. As a result the sequence uh := u
−
h + u
+
h ∈
D(R) converges to zero in H2,2µw while fm(uh) = −mDuh(x2) = −m. Despite the fact
that x2 is also a first-order critical point the situation is different with the distribution fF2 =
F2 δx2 , since x2 /∈ I¯
1,2
cr,−(w) and, upon defining v
∗
2(x) = −F2 · (x− x2)/w(x)1(a−,x2)(x),
we verify that v∗2 ∈ L
2
µw and that fF2 = D
2(w v∗2). We come to the same conclusion
by recalling the embedding H2,2µw →֒ W
2,1
(
(a−, x2)
)
. The rest of the components of f
extends continuously as well and the rest of the established embeddings may be utilized
to prove it. Eventually, with u˘ standing for the precise representative of u ∈ H2,2µw , we may
characterize the extension of f as
〈
u, f¯
〉
=
4∑
i=1
ˆ i
i−1
qi u dx+ F1 u˘(x1) + F2 u˘(x
−
2 ) + F3 u˘(x3)
where u˘(x−2 ) denotes the left-sided limit of u˘ at x2. The values of parameters qi, Fj stays
the same as before.
Identically to Case (b) also here the dual problem (6.4) is trivial as there is only one
Mˇ ∈ L1(I) that satisfies the equilibrium constraint D2Mˇ + f = 0 and produces finite
energy J∗I(Mˇ) < ∞. Indeed, all non-zero affine functions M0 give J
∗
I(M0) = ∞ since
x2 ∈ I¯ 1,2cr (w) and by definition
´
I
|x− x2|
2/w dx = ∞. We easily find the solution Mˇ
and define vˇ2 := −Mˇ/w ∈ L2µw . On the separate intervals we define functions uˇ1 =
uˇ1(x) :=
´ x
a−
vˇ2(y) (x − y) dy for x ∈ I1 and uˇ2 = uˇ2(x) :=
´ x
a+
vˇ2(y) (x − y) dy for
x ∈ I2 (note that in the second integral x ≤ a+ and thus we integrate backwards). The
boundary conditions in (6.7) are clearly met, while gluing is not necessary since the step
function with the jump at x2 is an element of H
2,2
µw . The final solution uˇ ∈ U
2,2
µw , visible
in Fig. 4(c), is thus obtained as uˇ(x) := uˇ1(x) for x ∈ I1 and uˇ(x) := uˇ2(x) for x ∈ I2.
The proof that this function indeed lies in the space H2,2µw runs analogically to the proof in
Case (b).
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Case (d): We move on to the last case where the width of the beam is the most
degenerate: I¯ 0,2cr (w) = {a−, x2, a+}, I¯
1,2
cr (w) = {x2, a+}, I¯
2,2
cr (w) = I¯
2,2
cr,−(w) =
{x2}, while x2 is a double-sided first order critical point, i.e. x2 ∈ I¯
1,2
cr,−(w) ∩
I¯ 1,2cr,+(w). We list the embeddings important for further considerations: H
2,2
µw →֒
W 2,1loc (I1), W
2,1
loc (I2), L
1
(
(a−, x2 − δ)
)
, L1
(
I2
)
, where δ is any number from (0, 2). The
space H2,2µw contains the same functions singular at x2 as in Case (c): uˆ0 := 1(x2,a+) and
uˆ1 = uˆ1(x) :=
´ x
a−
1(x2,a+)(y) dy; in particular the kernel of D
2
µw is identical to (6.8).
According to Proposition 5.1 the degeneracies at the end points a−, a+ furnish the space
of admissible displacements:
U2,2µw =
{
u ∈ H2,2µw : Tru (a−) = 0
}
. (6.9)
The loss of almost all Dirichlet boundary conditions combined with the four dimen-
sional kernel of D2µw results in a non-trivial, three dimensional space of the so-called
zero-energetic displacements:
U2,2µw ,0 =
{
uP,1 · 1(a−,x2) + uP,2 · 1(x2,a+) : uP,1, uP,2 ∈ P
1, uP,1(a−) = 0
}
.
The Poincare´ inequality is still valid and the elasticity problem (6.2) will have a solution
provided f has an extension f¯ and, moreover,
〈
u0, f¯
〉
= 0 for any u0 ∈ U
2,2
µw ,0. Once
more the distribution fm cannot be extended to
(
H2,2µw
)∗
and precisely for the same reason
as in Case (b). Here a similar argument allows us to conclude that also fF2 = F2 δx2 is
unbounded with respect toH2,2µw -norm: since x2 is a double sided first-order critical point,
Theorem 4.5 guarantees a sequence uh ∈ D(R) converging to zero in H2,2µw and attaining
uh(x2) = 1 for each h. Further, the fact that x2 ∈ I¯
2,2
cr,−(x2) allows us to produce another
sequence uh → 0 in H2,2µw with
´
B−(x2,1/h)
uh dx = 1: this way we must also eliminate
the component fq2 . The remaining part of the distribution f extends continuously for any
q1, q3, q4 ∈ R and F1, F3 ∈ R to〈
u, f¯
〉
=
ˆ x1
a−
q1 u dx+
ˆ x3
x2
q3 u dx+
ˆ a+
x3
q4 u dx+ F1 u˘(x1) + F3 u˘(x3),
where u˘ is the precise representative of u ∈ H2,2µw . For a solution uˇ to exist we must now
choose the load parameters so that f¯ is orthogonal to U2,2µw ,0. Easy computation implies that
this is true if and only if the following relations hold: F1 = −q1 · |a− − x1|/2 = −q1/2,
q3 = q4 and F3 = −q3 · |x2 − x3| − q4|x3 − a+| = −2q3. Those relations are in fact
equilibrium equations written down for the two independent beams occupying intervals
I1 and I2. Eventually we pick q1 = q3 = q4 = 1 and F1 = −1/2, F3 = −2; we observe
that the point forces F1 and F3 are therefore pointed upwards which, together with the
absence of the unbounded components of f , is noted in Fig. 4(d).
As in the previous two cases the dual problem (6.4) is trivial and there is only one
candidate Mˇ ∈ L1(I) for the solution. Upon setting vˇ2 := −Mˇ/w we may define locally
in I1 and I2 two functions uˇ1 ∈ W
2,1
loc (I1) and uˇ2 ∈ W
2,1
loc (I2) by: uˇ1(x) :=
´ x
x1
vˇ2(y) (x−
y) dy for x ∈ I1 and uˇ2(x) :=
´ x
x3
vˇ2(y) (x − y) dy for x ∈ I2. As before we may prove
that those functions are elements of H2,2µw,1 and H
2,2
µw,2
respectively. Since a− /∈ I¯ 1,2cr (w)
Proposition 5.1 makes the boundary value uˇ1(a−) ∈ R meaningful and thus we may shift
the function uˇ1 so that uˇ1(a−) = 0. Then the same arguments as before prove that the
function uˇ, defined separately by uˇ1 and uˇ2 on the two intervals, is an element of U2,2µw
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and constitutes a solution of the elasticity problem (6.2). We stress that this solution is
determined up to a zero-energetic displacement function u0 being any element from the
three-dimensional space U2,2µw ,0, we capture this in Fig. 4(d) where the right half of the
beam seems to ”float”, while the first arbitrarily rotates about the point a−. It is also worth
noting that the displacement function uˇ blows up in the right-sided neighbourhood of the
centre point x2.
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