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In the field of differential equations, the r-method introduced by C. Lanczos has 
generated considerable interest because of its novel philosophy. That is, rather than 
attempting to solve an exact equation approximately, it solves an approximate 
equation exactly. The r-method when applied to differential equations has many 
striking properties. In this paper, the concept is applied to difference equations. For 
a model we use the equation satisfied by the reciprocal of the gamma function, 
l/T(z + 1). As a consequence of the analysis, we show how to generate the Taylor 
series coefticients in the expansion of this function about z = 0. In particular, a 
novel technique is provided to compute Euler’s constant. 
I. INTRODUCTION 
The r-method, due to C. Lanczos, was originally devised to obtain 
polynomial approximations to the solutions of ordinary linear homogeneous 
differential equations; see Refs. [ 1, 21, or the volume by Luke [3], which 
contains a survey of recent developments and many examples. 
The r-method has generated much interest because of its novel philosophy: 
rather than attempting to solve an exact equation approximately, it solves an 
211 
0021-9045/81/070211-15$02.00/O 
Copyright Q 1981 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
212 LUKE, WIMP, AND TING 
approximate equation exactly. Let the original differential equation be 
L[h(z)] = 0, h”‘(0) = cj, O<j<r-- 1, (1) 
where r is the order of L and where the origin is a regular point of the 
equation. In its most naive formulation the r-method takes as an approx- 
imate equation 
L lW>l = vJ,W>~ (2) 
where pm, is a given polynomial of degree IZ, u # 0 a given range parameter 
and r a constant to be determined. If the r-method in this formulation works, 
h,(z) will be a polynomial of degree n, a solution of the approximate 
equation which also satisfies the initial conditions for the initial problem. 
Depending on the problem, it may be necessary to add other r-terms, e.g., 
i rj.Pn+j(zla) (3) 
.i = 0 
the number of these being dictated by the requirement that the linear 
equations for the determination of the coefficients of h,(z) be consistent. 
One very useful property of the method is that the error h,(z) - h(z), 
satisfies the non-homogeneous equation (2). In many important cases the 
error can be analyzed by applying the method of variation of parameters to 
this equation. 
Generally, the polynomials pn are chosen to be interpolatory in the range 
[0, 1 ] and u is chosen so that [0, u] is the largest interval over which the 
approximation is required. Often pn is taken to be the Jacobi polynomial 
PjpVs) shifted to [0, 11. 
All in all, the application of the r-method to differential equations is rather 
straightforward. The existence and uniqueness of polynomial solutions is 
easily assured, even polynomial solutions having prescribed initial data. 
Often convergence as n + co can be shown. 
Instead of solving (2), we could seek a polynomial solution of this same 
equation with rp,(z/a) replaced by a single power of z, say zn. This idea goes 
back to Lanczos [ 11, and was subsequently studied by Ortiz [4]. The 
solution is called a canonical polynomial. Then the solution to (2) with 
appropriate linear initial conditions is a particular combination of the 
canonical polynomials. The scheme can be advantageous since the canonical 
polynomials used to obtain the solution of (2) are available to obtain the 
solution of (2) with IZ replaced by n + 1. 
Since several important higher transcendental functions satisfy difference 
rather than differential equations, we sought to extend the application of the 
r-method to these kinds of equations. We encountered problems immediately. 
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For instance, there is no theory guaranteeing polynomial solutions of the 
related approximate equation. In fact, in the example treated in this paper, 
the functions satisfying the approximate equation are meromorphic, with 
simple poles, some in the range where the approximation is to hold. 
Fortunately (and we are not certain whether this is simply a characteristic of 
our example) it is possible to choose the rj so the residues of the solution are 
zero, and further, to restrict the growth of the solution. The effect of this 
construction is to yield a polynomial solution. 
The body of our paper consists of a single example, the equation for the 
reciprocal of the gamma function l/r(z + 1) and numerics. Many of the 
peculiarities of this example, we feel, will apply to other difference equations 
and point the way for future investigations. 
II. THE ~-METHOD 
Consider the difference equation 
(z + 1) h(z + 1) - h(z) = 0 
which is satisfied by 
where T(z) is the gamma function and C(z) is an arbitrary periodic function 
with period 1. We take C(z) = 1. The reciprocal of the gamma function is 
entire so we have the series representation 
h(z)= l -? hkzk, 
T(z + I)= k:,, 
h, = 1, IzI < co. 
The coefficients h,, k = l( 1) 29 to 20d are available in the volumes by Luke 
[3,5]. 
In the spirit of the r-method, we shall study the difference equation 
(z + 1) h,(z + 1) - h,(z) = r,A,R~vD’(z/a) 
+ 5J,+,RIP;~‘(Z/~), 0 <z/a< 1, 
A,Rpyx) =A,Pp4’(2x - 1) 
(7) 
= -+ (-)k(;)(n + IZ)kXk 
k?O (P+ ‘)k ’ 
(8) 
640/32/3-4 
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We look for a solution of (7) in the form 
h,(z) = i h,,kzk, 
k=O 
h,,, = 1. (9) 
Note from (4) and (7) that E,(Z) = h,(z) -h(z) also satisfies (7). 
Because of the additive property of particular solutions of (7), if we can 
determine a solution of 
(z+ l)g(z+ l)-g(z)=zk, k = 0, 1, 2 ,..., (10) 
then a particular solution of (4) readily follows. This approach is analogous 
to the canonical polynomial scheme of Lanczos for differential equations. 
Let 
g(z) = cp(z)lG + 1). (11) 
Then 
q.l(z+ l)-(p(z)=zkT(z+ 1). (12) 
One might hope to solve this equation by applying the Norlund sum 
operator, but the Norlund sum of the function on the right-hand side does 
not converge. To get around this, replace z by -z and take t9(z t 1) = q(-z). 
Then 
6yz + 1) - e(z) = -r( 1 - z)(-z)“. (13) 
The Norlund sum of the function on the right now converges. We have for a 
particular solution 
e(z) = 2 q 1 - z -j)(-z -j)k, zf 0, fl, *2 ).... (14) 
j=O 
Thus a particular solution of (10) is 
z # 0, 1, 2 ,... . (15) 
It is easy to see from (15) that Po( z is a meromorphic function whose ) 
only singularities are simple poles at z = 0, 1, 2,... . Also Pi(z) = 1. If k > 1, 
Pk(z) has the same singular behavior as PO(z) and except for the singular 
part, Pk(z) as we shall show, is a polynomial in z of degree (k - 1). Thus we 
can write 
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pk(z) = mfo & + Q,(z), 
k-l 
Q/c(Z) = c qk,mZm~ qk,O = qk, 
m=O 
(16) 
Q,(z) = 0, d,,, = 0 for all m. 
Then 
dk, m = Residue Pk(z) = y+; (z - m) Pk(z) 
= lim ? (-r’(z - 1 -j)k 
2-m )PO (-z)(l-z) **a (m+l+z)(m+l-z)(m+2-z) .a* (j-z) (17) 
= Sk/m! 
s, = (-)” 2 ‘-y(;,+ Ilk , 
j=O 
So = e-‘, S, = 0. 
Define 
uk=F$ ~~[z~k(z)]~=qk-~k~~~~ qk = qk.0’ (18) 
Taking the limit directly in (15) gives 
Uk=(-)k 2 (-‘(;,+ l)k [++v(j+ +I&)], (19) 
j=O 
where v(z) is the logarithmic derivative of the gamma function. 
Comparing (18) and (19) and using some results in Luke (3, Vol. 1, 
p. 222, Eqs. (15) and (18)], we find that q. = 0 and to 15d, 
u. = -e-‘[Ei( 1) - y] = -0.4848829106995688. (20) 
Here y is the Euler-Mascheroni constant. The numerical result in (20) is 
readily deduced from known tables. Since q. = 0, from (18) 
uk=qk + Skeuo. (21) 
It will be necessary to compute Sk and qk for 1 < k < n + 1. Obviously use 
of either (17) or (19) is not a satisfactory way of doing this especially for k 
large because of round off error. 
We now develop some properties of Pk(z) which will be useful and will 
also lead to more reasonable representations for Q,(z), Sk and qk including 
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recurrence formulas. The results can be summarized by the following 
theorem. 
THEOREM 1. The functions Pk(z) satisfy the recurrence formula 
P,, I(Z) = (z - uk + (-)” kil C-1’ ( ; ) P,(z), 
r=0 
PI(z) = 1, k = 1, 2 ,... . (22) 
Further 
Sk+, = (-)” x (->’ ( 4) S,, k 2 1, (23) 
qk+ 1 = (-1” + (-1” 2; (->’ ( ‘: ) qr, 
q,, = 0, q, = 1, k = 2, 3 ,... . (24) 
Note. The formulae (22)-(24) are valid for k = 0, 0 and 1, respectively, 
provided the empty sum CT:, is treated as zero. Also if we let Sk = e- ‘sk, 
then the sk’s are integers, and for example, 
so= 1, s, =o, s2 = -1, 
sj= 1, s, = 2, s5 = -se = -9. 
(25) 
Proof. Replace k by r in (15), multiply by t’( r ) and sum from r = 0 to 
r = k. Then 
k k 
=o 
t’ 
r=0 r 
P,(Z) = i f ( ‘: ) 
r=o 
But 
k 
= 0 
7 t’ 
r=O 
5 (Z-l---j)~=[l+t(Z-l-j)]k, 
and so 
m (->j+ yz - 1 -j + 1/t)” 
P,(z) = tk c 
wjt 1 * j=O 
(26) 
DIFFERENCE EQUATIONS AND THE r-METHOD 217 
Also from (15), 
Pk(Z) + Pk+l(Z) = -7 (-) 
j+l 
J?O Cmz>j+ 1 
{(z - 1 -j)k + (z - 1 -j)k”} 
= F (-)‘(z - 1 -j)k ii 
j=O tAz)j 
= cz- 1)" + z '-";li:, 2 -.dk . 
j=O JtI 
(27) 
Combining this with (25) for t = -1 gives the statement (22). Equation (23) 
follows from (17) and (24) emerges when the limit process in (18) is applied 
to (22) and account is taken of (21) and (23). 1 
We now have the machinery to establish (16) and some related results. 
THEOREM 2. (a) PO(z) is a meromorphic function whose only 
singularities are simple poles at z = 0 and the positive integers 
(b) P,(z) = 1. 
(c) Pk(z) has the same singular behavior as PO(z), k > 1. 
(d) Except for the singular part, Pk(z) is a polynomial in z of degree 
k - 1, call it Q,(z) (see (16)), 
Pk(Z) = skpO(z)/sO + Q,(Z). (28) 
(e) Q,(z) satisfies the recursion formula 
Qk+,(z) = (z - 1)” + (-)” 18; (-)’ ( ;) Q,(z), 
Qo(z) = 0, Q,(Z) = 1, k = 1, 2 ,... . (29) 
Proof. Parts (a) and (b) are easily verified from (15). Items (c) and (d) 
follow by induction using (22). Equations (28) and (29) also follow by 
induction using (22) and (23). 1 
It is interesting that the recursion formula naturally gives Q,(z) as a 
polynomial in (z - 1) of degree k - 1. We have 
Q,(z) = (z - 11, Q,(z) = (z - l)* - 2 = z* - 22 - 1, 
Q,(z) = (z - 1)3 - 3(z - 1) + 3 = z3 - 3z2 + 5, 
Q,(Z) = (z - I)” - 4(z - 1)’ + 6(z - 1) + 4 
= z4 - 4z3 + 2z2 + 1oz - 5, 
(30) 
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es(z) = (z - 1)’ - 5(z - 1)3 + lO(z - 1)’ + 5(z - 1) - 30 
=z’-5z4+5z3+15z2-252-21. 
The “canonical” polynomials Q,(z) also satisfy the z difference equation 
(z + 1) Q,(z + 1) - Q,(z) = zk - Sk/So. (31) 
The following theorem gives an estimate for PJz). 
THEOREM 3. Let N,(a) denote the open ball in C with center a, radius p 
and for a jixed 6, 0 < 6 < f, let D, = C - Up& N,(k). Then 
P/((z)/zk- l = 1 + 0(z- I), z-+co in D,. (32) 
Proof. By virtue of (22), we need only show this for P,,(z). P,,(z) may be 
expressed in terms of the confluent hypergeometric function. 
ZPJZ) = 1 + (z - 1))’ K(z), 
K(z)= ,F,(1;2- z;-l)=e-‘,F,(l-zr;2-z; 1) 
=em’zo (liIfj)i’ 
(33) 
the latter following from Kummer’s transformation formula. Now (1 -z)/ 
(1 -z+j)= 1 -j/(1 -z+j) and so 
K(z)=e-’ e-f [(j+2-z)j!]-' . 
I j=O I 
Since 1 j + 2 -zI > 6 in D,, we have 
lWz>I < (1 + J- ‘> in D,, (34) 
and using this in the first line of (33) gives the required result. 1 
We now return to the original difference equation (7). Using (10) and 
(15), we have 
h,(z) = z1 ,f w,,,P,(z) + z2 “5 w,+ l,kPk(Z)9 
k=O k=O 
(35) 
W L=a+P+ 1, 
which is meromorphic with simple poles at z = 0, 1, 2,... and is O(z”) in D,. 
We want to impose two conditions on h,(z): first, that it is a polynomial of 
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degree not greater than n and second, h,(O) = 1. Put (28) in (35) and note 
(16). Then these conditions translate to give equations 
nil r1 kF=O W”,kSkfQ c wn+I,kSk=o~ k=O 
51 
;- 
nt1 
ke0 
Wn,kqk + 52 c Wn+l,kqk = '* 
k=O 
We can then write 
h,(L) = r1 t 
ntl 
w n&h’) + 52 2 wn+uQk(z)- 
k=O k=O 
(36) 
(37) 
We summarize the facts concerning the derivation of (36) and (37) as an 
existence and uniqueness 
THEOREM 4. Let a > -1, /I > -1, n > 0 and o be given. Let the deter- 
minant of the system (36) be non-zero. Then there exist unique constants ‘, 
and t2, and a unique polynomial h,,(z) of degree not exceeding n with 
h,(O) = 1 satisfying (7). If r2 # 0, the degree of h,(z) is exactly n. 
The coefficients h,,, in h,(z) (see (9)) can be obtained from (37) with the 
aid of (29) and (30). This procedure can be avoided by use of a recursion 
formula for h,,,. Put (9) in (7) and equate like powers of z. Then 
h,,, - hn,, = 5, wn,k + t2Wnt I,k, 
k=n,n- l,..., 1,h,,,=r2w,tl,n+1. (38) 
The latter is fascinating for it suggests another way of computing h,,, which 
avoids use of the Sk’s and the qk’s. The procedure which is much akin to the 
J. C. P. Miller algorithm for solutions of linear recurrence equations is as 
follows. Compute f,,k and g,,, by recursion using 
fn,k-,=W,.k-kfnn.k- 5 ('; ‘)fw 
r=k+l 
gn,k-I = Wn+l,k - k&k - ,stl ( r:')gn,r, k=n-l,n-L.~fi9) 
fn,, = 03 f",n--l= Wlwt~ 
g n,n = Wn+1,n+19 gn.n-1 = W nt 1,n - nwn+l..tl. 
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hn,k = ‘lfn,k + ‘2 &,k (40) 
and the coefficients are completely determined once we know ri and r2. 
Since h,(O) = 1, 
7LLl + 52 gn.0 = 1. (41) 
To obtain a second relation involving 5, and t2, combine (7) and (9) with 
z = 0 and use (40). Then 
g,,, = 0. (42) 
III. NUMERICS FOR THE Z-METHOD 
In this section we present some numerics to illustrate computation of the 
approximations for [r(z + l)]-’ based on the scheme (39~(42). In all the 
exhibited calculations, a =/I = - i or a = p = 0, and CJ = 1. The following 
table relates the machine notation with that of this paper. 
Notation 
q&k, where 
q=w,.Lgorh 
513 t2 
hi) 
Q(N, K) where 
Q = W, F, G, or H 
TAUl, TAU2 
Z 
HN w 
Computations were done for n = 2(l) 15. The printouts for n = 5 and 10 
with a = /3 = - ) are given in Table I. 
Coefficients in the Taylor series expansion of l/T(z + 1) about z = 0 will 
be found in either of the volumes by Luke [3,5]. Clearly the series converges 
for all z. Let 0 < z < 1. If I/r(z + 1) = CFzo hkzk is approximated by the 
sum of the first (n + 1) terms, then the magnitude of the error is bounded by 
E, = CrEn+ i ] h,l. Values for E, for n = 2( 1) 15 are given in Table II. For 
the same n, we also give the magnitude of the maximum errors obtained by 
the r-method for 0 < z < 1 based on the errors for z = 0, l/4, l/3, l/2, 2/3, 
3/4, 1 (see Table I, for example). These data are notated as F, and are 
presented in Table II for a = j3 = - f and a = j3 = 0. We have not been able 
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TABLE II 
Comparison of Errors in the Taylor Series with the r-Method 
n 
Taylor Series 
E, 
r-Method 
F,,a=p=-; 
r-Method 
F,,a=P=O 
2 0.259 
3 0.218 
4 0.605(-l) 
5 0.183(-l) 
6 0.875(-2) 
I 0.153(-2) 
8 0.366(-3) 
9 0.151(-3) 
10 0.227(-4) 
11 0.271(-5) 
12 0.146(-5) 
13 0.218(-6) 
14 0.124(-7) 
15 0.630(-8) 
0.109 
0.489(-2) 
0.281(-2) 
0.599(-3) 
0.562(-4) 
0.405(-4) 
0.117(-4) 
0.182(-5) 
0.350(-6) 
0.433(-6) 
0.106(-6) 
0.145(-7) 
0.148(-7) 
0.447(-8) 
0.123 
0.5 13(-2) 
0.369(-2) 
0.401(-3) 
0.5 13(-4) 
0.397(-4) 
0.115(-4) 
0.178(-5) 
0.465(-6) 
0.426(-6) 
0.105(-6) 
0.170(-7) 
0.146(-7) 
0.443(-8) 
r-Method 
E,* 
0.95 1(-2) 
0.344(-2) 
0.997(-3) 
0.227(-3) 
0.723(-4) 
0.504(-4) 
0.580(-5) 
0.264(-5) 
0.889(-6) 
0.357(-6) 
0.555(-7) 
0.635(-7) 
0.146(-7) 
0.144(-8) 
to prove that for fixed z and 0 < z/c < 1, the sequence h,(z) -+ [T(z + l)]-’ 
as n + co. However, the computations offer heuristic evidence that this is so. 
Also for the n values recorded, F, < E, and so overall in the range 
0 < z < 1, the r-method gives a better approximation. Notice that the 
differences in Fn for a =/I = - 8 and a = p = 0 are very slight. 
As will be shown in the next section, if u -+ 0, we get an equation like (7), 
where the right-hand side is replaced by U~Z” + u2z”+i. Further with n -+ co, 
this leads to a scheme to obtain the Taylor series coefficients in the 
expansion of l/T(z + 1) about z = 0. Suppose that EX is the magnitude of 
the maximum error in this polynomial approximation to l/r(z + 1) for 
0 < z < 1 based on the errors for the same z values used above. These data 
are also recorded in Table II. For all the 14 n-values recorded, En* is less 
than F, (a = /3 = - $) ten times. Further Ez < E, for all n except n = 14. 
IV. A MILLER ALGORITHM FOR THE COMPUTATION OF THE 
DERIVATIVES OF [T(z + l)]-’ AT z = 0 
When (T + 0, the algorithm described by (36) and (37) yields a method of 
computing the reduced derivatives 
(43) 
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by taking a limit as n + co. From (36) 
s nt1 7,=-- + 
w VII 
*a* = O(u"), 
n,n 
u + 0. 
72 = S” + 0 -+ 0, 
W n+1,n+lV, 
. . . = O((J” + ‘), (44) 
vrl=9,+IS”-4nS,+1. 
So as u + 0, (7) becomes 
(z + 1) h”(Z + 1) - h,(z) = r, zn + 7*zn+ ‘. 
Hence from our previous work, 
h,(z) = 71 Q,,(z) + 72 Q,, 1(z), 
71 = -s,, IIV,, 72 = S./v, 7 
where v, is given in (44). We conjecture that 
(45) 
(47) 
h, = lim hn,k, 
n-cl3 hn,, = (7,qn.k + 72qn+ ,,,A (48) 
where h, and qn,k are defined in (6) and (16), respectively. 
Recall that in place of the developments surrounding (35) and (37), we 
could determine the desired approximation by use of the schema given by 
Eqs. (39)-(42). The same idea can be used to evaluate h,,,. We have 
gn,k- I = -k&k - i k= n - 1, n - 2 ,..., 1, 
r=k+l (49) 
f”,, = 07 f",,-, = 13 
g 1, n.n = g,,,- 1 = -a 
Then for ,u, and ,u2 satisfying, 
PI f f”,k +p2 5 gn,k = ‘3 
k=l k=l 
we have 
h k - hn,k =&fn,k + &gn,k, n-+ 00. 
(50) 
(51) 
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TABLE III 
Approximations for the Coefficients in the Taylor Series for l/T@ t 1) 
SOLUTION OF A DIFFERENCE EQUATION 
N=,cl 
H F(N.K) G(N.Ki HIN.K) 
1000000000000000 01 
:5772204905308’20 CO 
.65587450?463635D 00 
.4203734, 7402381D-01 
.166517021593514D 00 
4211215823426CoD-D1 
:9579165124768010-02 
.7,0”77993475868D-o2 
1207722970663513-02 
:5900917,19117450-04 
.3,6146456615287D-O4 
0 0.5513000000000000 04 -0.1320900000000000 
1 0.6000000000000000 02 0.177700000000000D 
2 -0.331600000000000D 04 0.62410000000000cD 
3 0.7890000000000003 03 -0.7747000C0000000D 
4 0.555000000000000D 03 0.753000000000000D 
5 -0.30000000COOOOOCD 03 0.1108000000000000 
05 0 
05 0 
04 -0 
04 -0 
03 0 
04 -0 
6 0.150000000000000D 02 -0.425000000000000D 
7 0.27000000000000CD 02 0.500000000000000D 
8 -0.900000000000000D 01 0.350000000000000D 
9 0.100000000000000D 01 -0.10030000COOOOOOD 
10 0.0 0.1000000000000000 
03 -0 
01 0 
02 -0 
02 -0 
01 0 
MU,= 0.2571372854231t30-03 M”P= 0.3161464566152670-04 
2 
0.0 
HN 12)  l/GAMMA(l+Z) 
o.1ooooooooooocooo 01 0.100000000000000D 
00 0.110326354039812D 0, 0.110326265132084D 
00 0.111984733086412D 01 0.1139846521722190 
00 0.1128379257428450 01 0.112837916709551D 
00 0.1107731499521690 01 0.1107732167432470 
00 0.108806446166615D 01 0.108806525213102D 
01 0.1000000000000000 01 0.1000000000000000 
D,FFERENCE EPUATION 
ERROR 
0.3469446951953610-15 01 
0.250000COOOOOOOOD 
0.333333333333333D 
0.5000000000000000 
0.666666666666667D 
0.750000000000000D 
0.1000000000000000 
01 -0.869077282018036D-06 
01 -0.8091419365641i~D-06 
01 -0,903329368863659D-07 
01 0.667910780662845D-06 
01 0.7904448653395240-08 
01 0.513478148889135D-15 
SOLUTION OF A 
Pi=15 
K F(N.K) G(N,K) H(N.K) 
0 05 
08 
07 
07 
07 
06 
06 
05 
05 
On 
04 
03 
02 
02 
Cl 
0.7056128500000000 
0.5310150000000000 
-0.474599050000000D 
-0.700849900000000D 
0.1318998800000000 
-0.270920700000000D 
-0.948225000003000D 
0.55819J00CC05000D 
-0.72343000000030OD 
-0.213930000000000D 
0.100120000000000D 
-O.1325OOOJOCOOOOOD 
-0.1550000000000000 
0.9000000000000000 
-0.15000000c0000000 
0.1000000000000000 
08 
08 
08 
07 
08 
0.1000000000000000 01 
0.5772156570845410 00 
-0.6558780744007930 00 
-0,420025775227498D-01 
0.166~386349328320 00 
-0.4219787439756380-01 
-C.96223209100413OD-02 
0.7219,,8682045370-02 
-0.1165121626741020-02 
-0.2153783729833920-03 
O.,28028755455139D-03 
-0.200611772788724D-04 
-0.1247516670249870-05 
0.1102365515605490-05 
-0.200~604025578790-08 
O.,41648343267068D-07 
-0.142102580000000~ 
0.1330691000000000 
0.465165100000000D 
-0.ld4840600000000D 
-0.310459000000000D 
0.309405000000000D 
-0.5584800000000~CD 
-0.1140300000000005 
0.71~900000000000D 
-0.1120000000000C0D 
-0.105000000000000D 
0.7700000000000000 
-0.140000000000000D 
O.lOOOOOOOOOOOOOOD 
0.0 
06 
8 05 
05 
c5 
04 
03 
02 
9 
10 
II 
12 
13 
14 
15 
02 
01 
M”l= 0.123121123427i3,D-07 MU2= O.l41638343265068D-07 
2 HN(Zl r/LaMhla(l+Z) 
0.0 0.1000000000CC00CD 01 0.1000000000000000 01 
0.2500000000000000 00 O.l10326265003?43D 01 0.1103262651320840 01 
0.3333333333333330 00 0.111984652065435D 01 0.111984652172219D 01 
ERROR 
0.277555756156289D-16 
0.1281410311193550-08 
0.1067831822965100-08 
-O.l85146431602197D-09 
-O.,33053079665046D-08 
-O.t44343803576419D-08 
O.,05471,87339390D-14 
0.5000000000000000 00 0.112837916726166D 01 O.,,2837316i09551D 01 
0.6666666666666670 00 O.llt7732168i63COD 01 0.110773216743247D 01 
0.750000000000000D 00 0.106806525357446D 01 0.1088065252131020 01 
0.1000000000000000 0, 0.9999999999999990 00 O.,OOOOOOOOOOOOOOD 01 
V. NUMERICAL EVALUATION OF THE COEFFICIENTS IN THE 
TAYLOR SERIES EXPANSION OF [T(z + l)] -’ ABOUT z = 0 
In this section we illustrate computation of the coeffkients h,,, according 
to the prescription (49)-(51). The relation between the notation in the latter 
equations and the machine printouts is as follows. 
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This paper Machine 
fn,k, gn,k 
h n.k 
Z 
F(N K), W, K) 
I-W, K) 
Z 
i h, k~k 
k=O ’ 
WZ) 
Machine calculations were done for IZ = 2( 1) 40. The data for n = 10 and 
15 are recorded in Table III, and we deduce that the coefficients h,., are 
correct to at least 3 and 6 decimal places, respectively. For n = 20 and 30, 
the values of h,,, are correct to at least 8 and 13 decimal places, respec- 
tively. The quantity h, is y, the Euler or Euler-Mascheroni constant. Let 
Y, = 4.1 be the approximation to y. The values obtained for yn, n = 5(5) 35 
are given in Table IV. The value given there for n = co is y to 15 decimal 
places. Note that the difference of yn for n = 30 and 35 from the true y is no 
doubt due to round off. Thus on a heuristic basis, we have an alternative 
scheme to obtain the Taylor series coefficients and in particular Euler’s 
constant. 
TABLEIV 
Approximations for Euler’s Constant 
n Y” 
5 0.51692 30769 23077 
10 0.51122 04905 30812 
15 0.57721 56570 84541 
20 0.57721 56649 92483 
25 0.57721 56649 00408 
30 0.57721 56649 01537 
35 0.57721 56649 01535 
co 0.57721 56649 01533 
REFERENCES 
1. C. LANCZOS, Trigonometric interpolation of empirical and analytic functions, J. Math. 
Phys. 17 (1938), 123-199. 
2. C. LANCZOS, “Applied Analysis,” Prentice-Hall, Englewood Cliffs, N.J., 1956. 
3. Y. L. LUKE, “The Special Functions and Their Approximations,” Vols. I, 2, Academic 
Press, New York, 1969. 
4. E. L. ORTIZ, The tau method, SIAM J. Numer. Anal. 6 (1969), 48&492. 
5. Y. L. LUKE, “Mathematical Functions and Their Approximations,” Academic Press, New 
York, 1975. 
