A graph is an opposition graph, respectively, a coalition graph, if it admits an acyclic orientation which puts the two end-edges of every chordless 4-vertex path in opposition, respectively, in the same direction. Opposition and coalition graphs have been introduced and investigated in connection to perfect graphs. Recognizing and characterizing opposition and coalition graphs still remain long-standing open problems. The present paper gives characterizations for co-bipartite opposition graphs and co-bipartite coalition graphs, and for bipartite opposition graphs. Implicit in our argument is a linear time recognition algorithm for these graphs. As an interesting by-product, we find new submatrix characterizations for the well-studied bipartite permutation graphs.
Introduction and preliminaries
Chvátal [5] proposed to call a linear order < on the vertex set of an undirected graph G perfect if the greedy coloring algorithm applied to each induced subgraph H of G gives an optimal coloring of H: Consider the vertices of H sequentially by following the order < and assign to each vertex v the smallest color not used on any neighbor u of v, u < v. A graph is perfectly orderable if it admits a perfect order. Chvátal proved that < is a perfect order if and only if there is no chordless path with four vertices a, b, c, d and three edges ab, bc, cd (written P 4 abcd) with a < b and d < c. He also proved that perfectly orderable graphs are perfect. 1 The class of perfectly orderable graphs properly contains many important, classical classes of perfect graphs such as chordal graphs and comparability graphs. Perfectly orderable graphs have been extensively studied in the literature; see Hoàng's comprehensive survey [12] for more information.
In [6] , Chvátal pointed out a somewhat surprising connection between perfectly orderable graphs and a well-known theorem in mathematical programming. A matrix M is a submatrix of a matrix N if M can be obtained from N by deleting some columns and rows in N ; N is M -free if there exist permutations of the rows and columns of N such that the permuted matrix (which we will again denote by N ) does not contain M as a submatrix. A 0/1 matrix is totally balanced if it does not contain, as a submatrix, the edge-vertex incidence matrix of a cycle of length at least three. The following characterization of totally balanced 0/1 matrices is well known; write Γ = 
Theorem 1 ([1, 14, 16]). A 0/1 matrix is totally balanced if and only if it is Γ -free.
The bimatrix M G = (m ij ) of a bipartite graph G = (X, Y, E) is a 0/1 matrix whose rows represent the vertices in the color class X and whose columns represent the vertices in the color class Y in such a way that m ij = 1 if and only if the vertex represented by the ith row is adjacent to the vertex represented by the jth column. It can be verified (cf. also the proof of Theorem 5) that the complement G of G is perfectly orderable if and only if M G is Γ -free, and that G is chordal bipartite (that is, G does not contain any chordless cycle with at least six vertices) if and only if M G is totally balanced. Thus, Theorem 1 can be reformulated as follows: 6, 14, 16] ). For a bipartite graph G = (X, Y, E), the following statements are equivalent:
1 A graph is perfect if the chromatic number and the clique number are equal in every induced subgraph.
(ii) G is chordal bipartite.
In particular, recognizing if a co-bipartite graph (the complement of a bipartite graph) is perfectly orderable reduces to recognizing if a graph is chordal bipartite, which can be done in quadratic time (cf. [22] ).
In general, recognizing perfectly orderable graphs is NP-complete [18] (see also [11] ). Also, no characterization of perfectly orderable graphs by forbidden induced subgraphs is known. These facts have motivated researchers to study subclasses of perfectly orderable graphs; see, e.g., [8, 12, 13] and the literature given there. Observe that a linear order < corresponds to an acyclic orientation by directing the edge xy from x to y if and only if x < y. Thus, a graph is perfectly orderable if and only if it admits an acyclic orientation such that no chordless path P 4 is oriented of type 0 depicted in Figure 1 ; equivalently, every P 4 is oriented of type 1, 2, or 3. One of the natural subclass of perfectly orderable graphs for which the recognition complexity, as well as an induced subgraph characterization are still unknown is the following (cf. [12, 13] ).
Definition 1.
A graph is a coalition graph if it admits an acyclic orientation such that every induced P 4 abcd has the end-edges ab and cd oriented in the 'same way', that is, every oriented P 4 is of type 2 or 3.
Equivalently, a graph is a coalition graph if it admits an order < on its vertex set such that every induced P 4 abcd has a < b if and only if c < d. In [12] , coalition graphs are called one-in-one-out graphs. Examples of coalition graphs include comparability graphs, hence all bipartite graphs.
A related graph class has been introduced by Olariu in [19] :
A graph is an opposition graph if it admits an acyclic orientation such that every induced P 4 abcd has the end-edges ab and cd oriented 'in opposition', that is, every oriented P 4 is of type 0 or 1.
Equivalently, a graph is an opposition graph if it admits an order < on its vertex set such that every P 4 abcd has a < b if and only if d < c. Olariu [19] proved that opposition graphs are perfect. He also conjectures ( [20] ) that not all opposition graphs are perfectly orderable. Examples of opposition graphs include all split graphs. The recognition and characterization problems for opposition graphs are still open. A natural subclass of opposition graphs consists of those admitting an acyclic orientation in which every P 4 is oriented as type 1 (equivalently, every P 4 is oriented as type 0) has been characterized by forbidden induced subgraphs in [10, 13] , and has been recognized in O(n 3.376 ) time in [8] ; n is the vertex number of the input graph.
The purpose of the present paper is to find characterizations for cobipartite coalition graphs and co-bipartite opposition graphs, similar to those stated in Theorem 2, and for bipartite opposition graphs. In doing so, we will find new characterizations for the well-studied bipartite permutation graphs.
Definition 3.
A graph is a permutation graph if there is some pair π 1 , π 2 of permutations of the vertex set such that there is an edge xy if and only if x precedes y in one permutation in {π 1 , π 2 } and y precedes x in the other permutation. A bipartite permutation graph is a permutation graph that is also bipartite.
Bipartite permutation graphs admit several characterizations and can be recognized in linear time [21] ; see [22] for more information on permutation and bipartite permutation graphs. The following characterizations of bipartite permutation graphs follow first from the fact that permutation graphs are exactly the comparability graphs which are also co-comparability graphs, and second, from Gallai's subgraph characterization of comparability graphs [9, 17] that C 2k , k ≥ 3, and B 1 , B 2 and B 3 depicted in Figure 2 are the only minimal bipartite graphs which are not co-comparability graphs.
Theorem 3 (folklore). Let G be a bipartite graph. Then G is a permutation graph if and only if G is a comparability graph if and only if G is a {B 1 , B 2 , B 3 }-free chordal bipartite graph. Where, given a set of graphs F, a graph G is F-free if it does not contain any graph in F as an induced subgraph. For a set of matrices M, a M-free matrix is similarly defined.
Write I = The following bimatrix characterization of bipartite permutation graphs is given in [3] , and can also be derived from results in [21] ; cf. also [15] .
Theorem 4 ([3, 21]). A bipartite graph G = (X, Y, E) is a permutation graph if and only if
In Section 2 we will characterize co-bipartite opposition graphs and cobipartite opposition graphs. It turns out that they are exactly the complements of bipartite permutation graphs, and that bipartite permutation graphs can be characterized by avoiding only Γ and Γ as submatrices in their bimatrix.
In section 3 we will characterize bipartite opposition graphs by (infinitely many) forbidden induced subgraphs, and show how every tree opposition graph can be built up from the one-vertex path and the two-vertex path by a sequence of two simple operations.
We consider only finite, simple, and undirected graphs. For a graph G, the vertex set is denoted V (G) and the edge set is denoted E(G). For a vertex u of a graph G, the neighborhood of u in G is denoted N G (u) or simply N (u) if the context is clear, and the degree of u is deg(u) = |N (u)|. For a set U of vertices of a graph G, the subgraph of
For ≥ 1, let P denote a chordless path with vertices and − 1 edges, and for ≥ 3, let C denote a chordless cycle with vertices and edges. We write P u 1 u 2 . . . u and C u 1 u 2 . . . u u 1 , meaning the chordless path with vertices u 1 , u 2 , . . . , u and edges u i u i+1 , 1 ≤ i < , respectively, the chordless cycle with vertices u 1 , u 2 , . . . , u and edges u i u i+1 , 1 ≤ i < , and u u 1 ; the edges u 1 u 2 and u −1 u of the path P ( ≥ 3) are the end-edges of the path. In this paper, all paths P and all cycles C will always be induced.
An orientation of an undirected graph G is a directed graph D(G) obtained from G by replacing each edge xy of G by either x → y or y → x (but not both). Recall that a graph is a comparability graph if it admits an acyclic orientation of its edges such that whenever we have a → b and b → c we also have a → c. Equivalently, a graph is a comparability graph if it admits an acyclic orientation which puts the two edges of every P 3 in opposition. It follows that comparability graphs are coalition graphs. Complements of bipartite/comparability graphs are co-bipartite graphs/co-comparability graphs.
For more information on the graph classes appearing in this paper, and for basic graph notions and definitions not given here, see, e.g., [2] .
Co-bipartite coalition and opposition graphs
This section gives characterizations for co-bipartite opposition graphs and co-bipartite coalition graphs. In doing so, we will find new characterizations of bipartite permutation graphs. The following fact can be verified by inspection.
Fact 1. The co-bipartite graphs C 2k , k ≥ 3, and Figure 3 are minimal non-coalition graphs, as well as minimal non-opposition graphs.
Figure 3: Forbidden co-bipartite graphs for coalition graphs and opposition graphs.
The main result of this section is the following theorem; we will prove it without using Theorem 4.
Theorem 5. For a bipartite graph G = (X, Y, E), the following statements are equivalent:
(ii) G is an opposition graph.
(iii) G is a bipartite permutation graph.
Proof. Let G = (X, Y, E) be a bipartite graph.
This is because of Fact 1 and Theorem 3.
This is because of Theorem 3 and the fact that comparability graphs are coalition graphs.
(i) ⇒ (iv): Assume G is a coalition graph, and consider an order < on V (G) such that every P 4 abcd of G has a < b if and only if c < d. Order the rows and columns of M G according to <. Then M G has no Γ as a submatrix: If there are rows r 1 < r 2 and columns
is the P 4 r 1 r 2 c 2 c 1 with r 1 < r 2 but c 1 < c 2 , a contradiction. Similarly, M G has no Γ as a submatrix: If there are rows r 1 < r 2 and columns c 1 < c 2 such that M G (r 1 , c 1 ) = 0, and
Assume that we can order the vertices of G, say, X = {x 1 , x 2 , . . ., (ii) ⇒ (iii): This is because of Fact 1 and Theorem 3.
(iii) ⇒ (ii): Assume that G = (X, Y, E) is a bipartite permutation graph, and consider a permutation diagram of G: Each vertex v ∈ X ∪Y corresponds to a line segment (v) drawn between the two parallel lines such that two vertices are adjacent if and only if the corresponding line segments cross. Since the lines (x), x ∈ X, are pairwise non-crossing, we can order the vertices in X = {x 1 , x 2 , . . ., x p } such that their line segments (x 1 ), (x 2 ), . . ., (x p ) are from left to right. Also, let Y = {y 1 , y 2 , . . ., y q } such that (y 1 ), (y 2 ), . . ., (y q ) are from left to right. Then it can be verified that, for every chordless
is to the left of (x j ) if and only if (y t ) is to the right of (y s ).
On V (G), define u < v if u ∈ X and v ∈ Y , or u, v ∈ X and (u) is to the left of (v), or u, v ∈ Y and (u) is to the right of (v). Now, consider a chordless That is, G is an opposition graph. We note that if we define u < v if u ∈ X and v ∈ Y , or both u, v are in X or in Y and (u) is to the left of (v), then we will get an alternative proof for the implication (iii) ⇒ (i).
The proof of Theorem 5 is complete. 
Corollary 1. A bipartite graph G is a permutation graph if and only if
Note that bipartite permutation graphs can be recognized in linear time, hence the proof of Theorem 5 implies: Theorem 6. There is a linear-time algorithm that, given a bipartite graph G, decides if G is an opposition/coalition graph. Moreover, if G is an opposition/coalition graph, the algorithm also constructs an opposition/coalition orientation for G.
Bipartite opposition graphs
This section gives a characterization for bipartite opposition graphs by forbidden induced subgraphs. Recall that all comparability graphs, hence all bipartite graphs are coalition graphs. Note that, however, even not all trees are opposition graphs.
Tree opposition graphs
For more clarity, we first characterize tree opposition graphs. Let k ≥ 1 be an integer. The tree T k is obtained from two disjoint P 4 s by connecting a vertex of degree 2 in one P 4 and a vertex of degree 2 in the other P 4 with a path on 2k vertices; see also The following fact can be verified by inspection.
Fact 2. The trees T k , k ≥ 1, depicted in Figure 4 are minimal non-opposition graphs.
Two distinct vertices u and v of a graph G are twins if N G (u) = N G (v). If u, v are twins in G, then, clearly, G is an opposition graph if and only if G − u is an opposition graph. We will often make use of this fact in the reminder of this section. In a tree T , a big vertex is a vertex of degree at least 3 having at least two non-leaf neighbors. A leaf v of T is an odd leaf (an even leaf ) if the distance in T between v and any big vertex in T is odd (respectively, even). In a tree without big vertices, any leaf is both an odd leaf and an even leaf. For convenience, we also consider the vertex of the trivial tree, the one-vertex path P 1 , as a leaf (which is then both an odd and an even leaf).
Theorem 7. For a tree, the following statements are equivalent:
(i) T is an opposition graph.
(ii) T is T k -free for every k ≥ 1.
(iii) The distance between any two big vertices in T is even.
(iv) Every leaf in T is an odd leaf or an even leaf.
Proof. The equivalence (ii) ⇔ (iii) ⇔ (iv) are easy to see. The implication (i) ⇒ (ii) follows directly from Fact 2. It remains to prove (ii) ⇒ (i).
Let T be a tree without induced T k , k ≥ 1. We may assume that T has no twins. If T is a path, T is obvious an opposition graph. So, let u be some vertex of degree at least 3. Let N i (u) be the set of all vertices at distance exactly i to u. Notice that N 0 (u) = {u}, |N 1 (u)| = deg(u) ≥ 3, and, as T has no twins,
Proof of the Claim: Assume that, for some odd i and some v ∈ N i (u), deg(v) ≥ 3. Then v has two distinct neighbors x, y in N i+1 (u). As x, y are not twins in G, x or y has a neighbor in N i+2 (u). By symmetry, let x have a neighbor z ∈ N i+2 (u).
Let P be the u, v-path in T , and consider two distinct vertices w 1 , w 2 in N 1 (u) \ V (P ). As w 1 , w 2 are not twins in T , w 1 has a neighbor w 3 ∈ N 2 (u) \ (V (P ) ∪ {x, y}), say. But then w 1 , w 2 , w 3 , x, y, z together with P induce a T k with k = i+1 2
. The Claim follows. Consider now the following (acyclic) orientation D(T ) of T . Let xy be an edge with x ∈ N i (u) and y ∈ N i+1 (u).
• If i = 0 mod 4 or i = 1 mod 4, orient the edge xy 'forward', i.e., x → y is the corresponding directed edge in D(T ).
• Otherwise, orient the edge xy 'backward', i.e., y → x is the corresponding directed edge in D(T ).
Then, clearly, in D(T )
• for any even i, any vertex in N i (u) is a sink or a source, and
• for any odd i, any vertex in N i (u) with deg T (u) = 2 is a mixed vertex.
This implies immediately that the end-edges of every induced P 4 with vertices in four levels
. In this case, by the Claim, i must be even, and the properties above again imply that the end-edges ab and cd of P are directed in opposition.
We have seen that D(T ) is an opposition orientation of T , and the proof of of Theorem 7 is complete.
2
Implicit in the proof of Theorem 7 is a linear-time recognition algorithm that decides if a given tree is an opposition graph or finds a forbidden induced tree T k .
We now are going to describe how every tree opposition graph can be built up from the one-vertex path P 1 and the two-vertex path P 2 by a sequence of two operations defined in Definition 4 below. A duplication of a vertex v in a graph G is the graph obtained from G by adding a new vertex v and edges v w, w ∈ N G (v). Thus, v and v are twins in the new graph. Theorem 7 and its proof led to the following notion.
Definition 4. The class of trees T is defined recursively as follows.
(t2) If T ∈ T is a non-trivial tree, then the tree obtained from T by duplicating any leaf of T is in T .
Theorem 8. A tree T is an opposition graph if and only if T ∈ T .
Proof. First, let T be a tree opposition graph. We will show by induction that T ∈ T . By (t1) in Definition 4, we may assume that T has more than two vertices. We consider three cases.
• T is a path. Let v be a non-leaf vertex of T with neighbors v 1 , v 2 , and let T (v 1 ) and T (v 2 ) be the trees in T − v containing v 1 , respectively, v 2 . By induction, T (v 1 ), T (v 2 ) ∈ T , hence, by (t3), T ∈ T .
• T has twins v, v . Then, by induction, T = T − v ∈ T , hence, by (t2), T ∈ T .
• T is not a path and have no twins. Let v be a vertex of degree d ≥ 3, and let v 1 , . . . , v d be the neighbors of v in T . Let T (v i ) be the tree in
As T has no twins, at most one of the trees T (v i ) is an one-vertex tree. Hence, v is a big vertex in T . Moreover, every v i is a leaf in T (v i ) (otherwise, if v i is non-leaf in T (v i ), then, as T has no twins, v i is a big vertex in T . But the big vertices v i and v have distance one in T , contradicting Theorem 7). Furthermore, every v i is an odd leaf of T (v i ) (otherwise, if v ∈ T (v i ) is a big vertex at even distance to v i , then the two big vertices v and v have odd distance in T , a contradiction again). Thus, by (t3), T ∈ T .
Now, let T ∈ T . We show, by induction again, that T is an opposition graph. Thus, we may assume that T has more than two vertices. According to (t2) and (t3) in Definition 4 we have two cases.
• There exists a tree T ∈ T with leaf v and T is obtained from T by duplicating v . Then, by induction, T is an opposition graph, hence clearly, T is an opposition graph.
• There are trees is an opposition graph. Since every v i is an odd leaf in T (v i ), it follows easily from Theorem 7 that T is an opposition graph.
The proof of Theorem 8 is complete. 2
Bipartite opposition graphs
We now are going to characterize bipartite opposition graphs. It is interesting to remark that it was conjectured by Chvátal [7] and is implied by the strong perfect graph theorem, 2 that if the term 'acyclic' in Definition 2 of opposition graphs is dropped, the larger class is still a class of perfect graphs. Chvátal [7] proposed to call these graphs generalized opposition graphs: Definition 5. A graph is a generalized opposition graph if it admits an orientation such that every oriented P 4 is of type 0 or 1.
The co-bipartite graphs C 2k , k ≥ 3, are examples of generalized opposition graphs that are non-opposition graphs.
Clearly, a tree is an opposition graph if and only if it is a generalized opposition graph. As we will see, this fact can be extended for bipartite graphs: bipartite opposition graphs and bipartite generalized opposition graphs coincide. The following fact can be verified by inspection. Theorem 9. For a bipartite graph G, the following statements are equivalent:
(i) G is an opposition graph.
(ii) G is a generalized opposition graph.
(iii) G is C 4k+2 -free, T k -free, k ≥ 1, and {A, B}-free; see Figures 4 and 5.
Proof. The implication (i) ⇒ (ii) is obvious, and (ii) ⇒ (iii) follows directly from Facts 2 and 3. We will prove (iii) ⇒ (i) by induction. Let G be an {A, B}-free bipartite graph without induced C 4k+2 , T k , k ≥ 1. We may assume that G is connected and has no twins.
A domino is obtained from the cycle C 6 by adding a chord between two distance 3-vertices. First, assume that there is some vertex
As d 2 and u are no twins, there exists some vertex v with vd 2 ∈ E(G) and vu ∈ E(G), say. Since 
As d 6 and u are no twins, there exists some vertex v with vd 6 ∈ E(G) and vu ∈ E(G), say. Since Note that twins can be detected in linear time, hence the proofs of Theorem 7 and Theorem 9 imply: Theorem 10. There is a linear-time algorithm that, given a bipartite graph G, decides if G is a (generalized) opposition graph or finds a forbidden induced subgraph in G. Moreover, if G is an opposition graph, the algorithm also constructs an opposition orientation for G.
Concluding remarks
Recognizing and characterizing coalition graphs and opposition graphs are long-standing open problems. While coalition graphs form a natural subclass of perfectly orderable graphs, it is not known if there exists an opposition graph that is not perfectly orderable. In this paper we have shown that co-bipartite coalition graphs and co-bipartite opposition graphs coincide, and they are exactly the complements of bipartite permutation graphs. Thus, co-bipartite coalition graphs and co-bipartite opposition graphs can be recognized in linear time, and co-bipartite opposition graphs are perfectly orderable. We also characterized bipartite opposition graphs by means of infinitely many forbidden induced subgraphs (recall that all bipartite graphs are coalition graphs).
A possible next step towards recognizing and characterizing coalition graphs and opposition graphs is to extend the results of this paper to larger graph classes properly containing all co-bipartite graphs, respectively, all bipartite graphs (in case of opposition graphs).
