A local discriminant regularized soft k-means (LDRSKM) method with Bayesian inference is proposed for multimode process monitoring. LDRSKM extends the regularized soft k-means algorithm by exploiting the local and non-local geometric information of the data and generalized linear discriminant analysis to provide a better and more meaningful data partition. LDRSKM can perform clustering and subspace selection simultaneously, enhancing the separability of data residing in different clusters. With the data partition obtained, kernel support vector data description (KSVDD) is used to establish the monitoring statistics and control limits. Two Bayesian inference based global fault detection indicators are then developed using the local monitoring results associated with principal and residual subspaces. Based on clustering analysis, Bayesian inference and manifold learning methods, the within and cross-mode correlations, and local geometric information can be exploited to enhance monitoring performances for nonlinear and non-Gaussian processes. The effectiveness and efficiency of the proposed method are evaluated using the Tennessee Eastman benchmark process.
Introduction
Data-driven chemical process monitoring methods have an important role in ensuring the safety of process operations and the quality of the product. Such methods have attracted the attention of researchers from many fields as they do not require extensive knowledge about the physical and chemical phenomena underlying the system under study. Industrial process data sets are commonly high dimensional and nonlinear. Their intrinsic dimensionality is often smaller than the dimensionality of the ambient space (Shen et al., 2012; . Therefore, removing inessential variables and extracting as much relevant information as possible from original variables are critical to process monitoring. Multivariate statistical process control (MSPC) has been intensively studied for fault detection and diagnosis. Some techniques, such as principal component analysis (PCA), partial least squares (PLS), and linear discriminant analysis (LDA), have been broadly applied in practice (Venkatasubramanian et al., 2003; Kano et al., 2007; Perez, 2011; Dong et al., 2012) . In real-world applications, chemical processes are conventionally characterized by their large scale, complexity, dynamics, and nonlinearity, posing a real challenge to process monitoring. To address these issues, various extensions to these MSPC methods, such as kernel PCA (KPCA), multi-scale PCA, batch dynamic KPCA (BDKPCA), and kernel entropy PCA, have been proposed for nonlinear process monitoring (Zhang, 2009; Yu, 2012; Yang et al., 2015) . However, considering that process data do not follow a Gaussian distribution, independent component analysis (ICA) is employed to yield nonGaussian features from process data, and a support vector data description (SVDD) or kernel density estimation approach is conducted to establish monitoring statistics and confidence limits. Conventional ICA cannot extract effective independent components (ICs) when more than one IC follows a Gaussian distribution. To address the issue, kernel time structure ICA and kernel ICA-PCA have been proposed for nonlinear dynamic process monitoring (Cai et al., 2014) . Most existing monitoring methods use all the measurement variables as a whole for modern industrial process monitoring. However, incorporating additional variables irrelevant to a specific fault degrades monitoring performance (Ghosh et al., 2014) . Identifying the optimal selected variables irrelevant to predefined and novel faults and reducing the missed detection rate and detection delay require further research.
Generally, industrial process systems exhibit multimode behaviors due to the multiple operating conditions incurred by the fluctuations of process raw materials, aging of the main components of the process, seasonal effects, and changing of the setting points. The monitoring performance of traditional MSPC methods may be degraded in these situations. To build an effective monitoring model for a multimode process, one feasible strategy is to develop a global nonlinear model such as kernel PCA, neural networks, or a Gaussian process latent vector model to capture the multimode process nonlinearities (Tan et al., 2007; Zhang, 2009; Serradilla et al., 2011; . Although these nonlinear modeling techniques are capable of multimode process monitoring, some critical model parameter values are required to be pre-specified through a trial-and-error method, which requires a large amount of computation and degrades the practicability of these techniques. Another feasible nonlinear modeling method called the linear approximation approach aims to partition multimode process data into multiple linear spaces Xu et al., 2011; Xie and Shi, 2012; Feital et al., 2013; Song et al., 2014) . As a result, a nonlinear model is approximated by combining multiple local linear models. In contrast to the global nonlinear modeling method, the linear approximation approach has more intuitive interpretations and works well in many applications .
Clustering and mixture model approaches are typical of monitoring methods used for multimode processes (Teppola et al., 1999; Xu et al., 2011; Feital et al., 2013; Ge et al., 2013; Song et al., 2014) . The aim of data clustering is to group observations into multiple clusters that represent the underlying data patterns (Zang et al., 2014) . Due to a natural connection with multimode modeling, a clustering approach is employed to partition multimode process data into multiple linear spaces which are assumed to follow Gaussian distributions, and linear MSPC methods are then applied in each of these linear subspaces. Mixture model approaches, e.g., a mixture of probabilistic PCA (MPPCA), PCA, or a Gaussian mixture model (GMM), are capable of approximating any probability density function with multiple components. These methods and their variants (mixtures of factor analysis models, kernel GMM, infinite GMM) have been extensively explored to handle industrial processes with multiple operation regions Yu, 2012; Feital et al., 2013; Song et al., 2014) . However, prior process knowledge is required to segment the entire process data into several groups corresponding to operating modes. Zhang et al. (2013) proposed a novel subspace extraction method with moderate computation loads for nonlinear multimode process monitoring. The subspaces consist of common and specific subspaces, and KPCA for process monitoring is conducted separately in each subspace. With a Bayesian inference based strategy, a global probabilistic index is constructed to enhance the reliability and comprehensiveness of fault detection by combining the different local monitoring results . In general, most mixture model methods and clustering methods for multimode process monitoring work well under the assumption that each operation mode follows a Gaussian distribution. However, the local discriminant information from neighbors is omitted. Moreover, the process data do not exactly follow a Gaussian distribution in most applications, degrading the performance of these methods to some extent. Since the correlations between two adjacent modes and the potential characteristics of each mode are different, the separation of common information, specific mode information, and transition information can enhance nonlinear multimode monitoring performance and understanding of multiple mode behaviors (Zhang and Li, 2014) .
From the geometric point of view, manifolds are generalizations of curves and surfaces to an arbitrary number of dimensions. For convenience, manifolds are deemed the spaces that locally look like some Euclidean space, and the calculus can be conducted on these spaces. Recently, some manifold learning algorithms, such as locality preserving projection (LPP), locally linear embedding (LLE), and local tangent space alignment (LTSA), have been applied to reveal the underlying manifold structure of the process data for complex process monitoring Xie and Shi, 2012; Miao et al., 2015) . Among them, LPP is a well-known local structure analysis method that is popular due to its simple extension to new data. developed a sparse nonlinear LPP approach by using sample selection and kernel techniques. Song et al. (2014) defined a novel distance to eliminate the discrepancies of scales of within-mode and modeto-mode variables, whilst the dynamic behaviors and neighborhood information of a single mode and correlations of mode-to mode are exploited. However, in practice, individual application of the manifold learning method to complex process monitoring may fail to detect process faults precisely and reliably. Integrating manifold learning approaches with MSPC methods is a feasible way to deal with this problem. Xie and Shi (2012) combined fuzzy c-means (FCM) with LPP for multimode process monitoring. developed an SVDD and LTSA-based fault monitoring method for non-Gaussian processes, in which the monitoring statistics are constructed by SVDD in the low-dimensional space induced from LTSA. To exploit global and local geometric structure information hidden in process data, combined kernel PCA with LPP to extract linear or nonlinear features for complex process monitoring. Considering that maximum variance unfolding (MVU) can reveal global structure of the data via non-local variance information and that neighborhood preserving embedding can refine the local variance information, Miao et al. (2015) defined a dualobjective optimization problem that minimizes local scatter and maximizes non-local scatter simultaneously. Zhang et al. (2011) proposed a novel localglobal structure analysis approach for process monitoring in the framework of PCA and LPP.
Noting that process variables often exhibit randomness due to the raw material, measurement noise, and changes of product specifications, data samples can be generated from multiple subspaces, and the probabilities of data samples forming the subspaces may be unknown. For instance, when one operating condition moves to another, the transition process may last a few hours, during which the correlations among process variables are changing. The characteristics of the process variables are also associated with multiple subspaces during the moving process. Therefore, it is necessary to simultaneously partition the data into multiple subspaces and find the lowdimensional underlying subspace to fit with instances associated with one cluster. Traditional clusteringbased process monitoring approaches conduct process data clustering and dimensionality reduction separately (Xie and Shi, 2012; Tong et al., 2013) . However, the clustering performance of process data greatly relies on the performance of the dimensionality reduction approach, and vice versa.
In this study, we propose a local discriminant regularized soft k-means (LDRSKM) approach for multimode process monitoring. The merits of the LDRSKM algorithm can be summarized as follows: (1) A regularized soft k-means with locality preservation (LPRSKM) is proposed to perform clustering and subspace selection simultaneously, uncovering the structure of real-world data as faithfully as possible. Each cluster is assumed to be associated with a single operation mode. (2) A generalization linear discriminant analysis (GELDA) algorithm is introduced to select the most discriminant subspace based on the membership degrees by exploiting the local and non-local geometry of the data set. GELDA can not only separate clusters with maximum margin but also reveal the multimodalities within clusters, significantly improving the clustering accuracy. The implementation procedure of LDRSKM consists of two stages. First, LPRSKM is carried out to find the approximate cluster assignment in the lowdimensional optimal subspaces achieved by GELDA. Then GELDA is performed on the cluster assignments to obtain the optimal projection matrix, and original data points are projected onto the low-dimensional discriminant subspaces. The two stages are carried out iteratively until convergence. After the optimal subspaces are obtained, the posterior probabilities of a new mapped data point within each subspace are calculated. Two global Bayesian inference probability indicators (BIPIs) for fault detection are then constructed in principal and residual subspaces by integrating posterior probabilities with priors over all the subspaces. Thus, all local monitoring results from individual clusters are combined to establish the global monitoring results, effectively enhancing the reliability and accuracy of the monitoring results of the proposed approach.
The main contributions of this study are as follows: (1) We propose a general discriminative clustering framework for process monitoring. The novelty lies in that it performs clustering and subspace selection simultaneously, which can reveal the multimodality within the multiple clusters and enhance the clustering accuracy. (2) A locality preserving technique in the probability space is introduced to regularized soft k-means clustering (ResKmeans) to ensure the smoothness of the membership function, and also to gain some new insights into the description of complex process data. (3) The proposed approach can be easily extended to a supervised or semi-supervised learning for complex process monitoring. (4) Global monitoring statistics are constructed by integrating the monitoring results of individual clusters.
A regularized soft k-means with locality preservation algorithm
In this section, we introduce our LDRSKM algorithm. The approach exploits the intrinsic geometry of the probability distribution and locality discriminative information, and the cluster assignments are found via membership degrees. First, the ResKmeans algorithm is briefly described.
A regularized soft k-means algorithm
Given a data set
, for simplicity, the instances are assumed to have zero mean. Denote the data matrix by X=[x 1 , x 2 , …, x N ], the ith column of which is represented by
The aim of hard k-means clustering is to obtain a cluster indicator matrix H N×C with elements H ic =0 or 1. H ic =1 if x i is within cluster c, and H ic =0 otherwise, where c{1, 2, …, C} is a cluster label and C is the number of the clusters. Contrary to a hard k-means clustering algorithm which assumes that each instance is within only a specific cluster, a soft k-means clustering algorithm assigns a sample to one cluster based on its membership degree, whose optimization problem is expressed as follows: Since the membership degree u ic can be deemed the probability of instance i within cluster c, the entropy of membership degree, as a regularization term, is incorporated into the objective function of the above optimization problem to avoid overfitting (Miyamoto and Mukaidono, 1997) . As a consequence, a modified optimization problem is expressed as (Yin et al., 2013) 
The second term in the objective function is the entropy, which is used to avoid overfitting. Noting that the above optimization problem is non-convex, it is usually solved in an iterative way. During the optimization process, the optimization objective function (2) can be rewritten as ( 1) ( 1) 2
where U (t−1) is the membership degree matrix at iteration t−1. Details about ResKmeans can be found in Yin et al. (2013) .
LPRSKM
In view of the manifold assumption and probabilistic distribution, data points xX are generated from a certain probability distribution P which varies smoothly along the geodesics in the intrinsic geometry of marginal probability in most real-world applications (He et al., 2011) . Thus, if the two samples x 1 , x 2 are close in the intrinsic geometry, their corresponding membership degree function values f c (x 1 ) and f c (x 2 ) should still be close under the assumption of manifold learning. Considering that the clustering performance can be effectively enhanced by exploiting the geometric information hidden in the data, in this study LPRSKM is developed by extending an established framework for learning soft k-means.
Suppose that there are C clusters in X and let f c (x)=u x,c be the membership degree function. ||f c || M is used to measure the smoothness of the membership degree function f c . A sufficiently smooth membership degree function can be achieved through the minimization of ||f c || M . Similar to Liu et al. (2010) , we establish an adjacent graph to approximate ||f c || M . Due to the close connection between membership degree and conditional distribution, f c (x) can be deemed to be p(c|x). Manifold regularization ||f c || M is approximated in the probabilistic space by the following formula:
where
where NN(x j ) represents the neighborhood set of data points x j , and t 0 is a parameter of the heat kernel function which has an intrinsic connection to the Laplacian Beltrami operator on differential functions on a manifold (He et al., 2011 ). An alternative option to heat kernel is defined by
|| represents the local scaling of data samples around x i with x i (k NN ) , and x i (k NN ) (i=1, 2, …, k NN ) are the k NN nearest neighbors of x i . This strategy takes the density of the data samples in different regions into account, and the heat kernel parameter is not required to be pre-specified.
The divergence in Eq. (4) is defined by
is symmetric due to the symmetry of S. Considering that u ic is equivalent to p(c|x i ) in the sense of classification, KL(p(C|x i )||p(C|x j )) is calculated via KL(u ic ||u jc ). Inspired by manifold learning, the optimization problem of LPRSKM proposed in this study is defined as follows:
1 s.t. 1 and 0, 1, 2, , ,
where γ>0 is a regularization coefficient. The second term is used to avoid overfitting in the clustering process. The third term is introduced to describe the underlying geometry of the data. Because the computation of log u jc is often infeasible when u jc is nearly zero, u ic and u jc in log(u ic /u jc ) are approximated by posterior probabilities p(c|x i ) and p(c|x j ), respectively. Following the Bayesian principle, the posterior probability of data sample x is
Let u' ic =p(c|x i ) and u' jc =p(c|x j ). The approximation of log(u ic /u jc ) is given by
Considering constraint 1,
Since the conditional probability p(c|x i ) is unknown, it is infeasible to compute Eq. (10). For simplicity, p(x|c) (c=1, 2, …, C) is assumed to be a Gaussian function in this paper. Therefore, Eq. (10) is calculated by 
Although the manifold regularization approximated under the assumption that the data follow a Gaussian distribution can degrade the performance of the proposed clustering algorithm, the neighborhood information in the probabilistic space and original data space are both taken into account, and the geometric structure of the non-Gaussian data can be effectively revealed. Details can be found in Liu et al. (2010) .
It is hard to obtain the optimal u ic satisfying constraint (7) through minimization of the above optimization problem as given by expressions (6) and (7). Just like ResKmeans, the optimization problem as given by expressions (6) and (7) is solved in an iterative way. Using Eq. (10), the Lagrangian function associated with the optimization problem in Eqs. (6) and (7) is formulated by 
After some processing for the above equations, the membership degree u ic is updated by 
With the entropy and manifold regularization, the cluster assignments achieved by LPRSKM not only have a probabilistic interpretation, but also effectively reflect the inherent fuzzy nature and geometric structure of the data and enhance the discrepancy of data within different classes or clusters.
The proof of the convergence of LPRSKM is similar to that described by Miyamoto and Mukaidono (1997) and Jing et al. (2007) , and the procedure is thus omitted.
Generalized linear discriminant analysis
Based on the membership degree matrix U and centroids r c m obtained through LPRSKM, the optimal low-dimensional subspaces can be obtained via GELDA.
Just like traditional LDA, GELDA obtains lowdimensional subspaces using the membership degrees from soft clustering in a supervised situation. The between-cluster matrix S b , within-cluster matrix S w , and total scatter matrix S t are defined by When the training data are centered, m is equal to zero. Since GELDA is the generalization of LDA, they share some identical properties. Their global scatter matrices are identical and the scatter matrices of GELDA also satisfy the relationships rank(S t )= rank(S b )+rank(S w ) and S t =S b +S w . Now, we attempt to find the discriminative projection matrix P=[p 1 , p 2 , …, p D ] d×D (D<d) via GELDA. One approach seeks to find an optimal projection matrix by maximizing the following objective function:
where tr(·) represents the trace operator of a matrix. Another approach is based on the idea that not all projection vectors obtained by Eq. (19) are helpful for classification (Howland et al., 2006) . Therefore, it is necessary to obtain projection vectors forming an efficient discriminative subspace. The projection matrix is obtained by
Projection matrix Φ embodies the information within the null subspace of S w and thus contains the most efficient discriminative information. Based on the above address, we choose the most discriminative vectors sequentially according to Eq. (20) .
To perform clustering and subspace selection, with fixed U, P is computed by applying GELDA; with fixed P, U is then computed by LPRSKM in the P-transformed space. In summary, the optimization is iteratively performed by fixing one of two components (P and U) and optimizing the other component. The implementation process of LDRSKM is described as follows:
Input: Dataset X, cluster number C, model parameters γ and η, number of iterations t=1, stopping threshold δ.
Output: Membership degree matrix U and projection matrix P.
Step 1: Carry out PCA on X to obtain the initial projection matrix P (t) .
Step 2: Set the reduced dimensionality to d=C−1, and initialize the cluster centroids m (t) via the conventional FCM algorithm.
Repeat
Step 3: Perform LPRSKM by calculating matrix U (t) 
|| x m
Step 5: Perform GELDA on the original data set with the obtained U (t+1) . Calculate S t , S b , and S w with U (t+1) according to Eqs. (16)- (18) and compute projection matrix P (t+1) according to Eq. (20).
Step 6: Evaluate the following objective function:
( 1) 2
Step
The LDRSKM consists of two stages, GELDA and LPRSKM, and has three components (GELDA+ locality preserving terms+regularized soft k-means clustering). Therefore, the time complexity of LDRSKM is O(DNt) for regularized soft k-means clustering and O(D 2 Nt) for GELDA. As in Xie and Shi (2012) , the value of the heat kernel parameter is chosen as t 0 =2 m σ 0 , where σ 0 represents the standard variance of the training data and m{−8, −7, …, 7, 8} is determined through cross-validation. The number of nearest neighbors denoted by N n is determined according to Perez (2011) and Xie and Shi (2012) .
Construction of monitoring statistics
For process monitoring methods, effective monitoring statistics play a very important role and should be carefully developed. Considering that data points forming a specific cluster often obey nonGaussian distribution and SVDD is an effective approach to model non-Gaussian data (Xie et al., 2009) , SVDDs are extensively applied to establish monitoring statistics and the corresponding control limits. To improve the robustness and reliability of monitoring performance, global monitoring statistics are established by combining monitoring results of all the principal and residual subspaces in a probabilistic manner by the Bayesian inference method. Next, kernel SVDD (KSVDD) and Bayesian inference based monitoring statistics are briefly introduced for fault detection.
Kernel support vector data description
Considering a training data set   1 N i i x and using a nonlinear transformation  to map x i to a highdimensional feature space, the minimum volume hypersphere characterized with its center a and radius R is constructed to capture most data points by solving the following optimization problem (Lee and Lee, 2007 
where C' is a trade-off between the volume of the hypersphere and the errors, and ξ i are slack variables which allow for the soft boundaries. The solution to the primal optimization problem (21) can be achieved by solving the following dual optimization problem:
s.t. 0 , 1, 2, , and 1,
where k(x i , x j )=ϕ(x i )·ϕ(x j ) is the Mercer kernel function and often selected as the Gaussian kernel func- 
.
Finally, the confidence limits of these monitoring statistics can be determined. The local monitoring statistics involved in all the subspaces based on KSVDD models have been constructed.
Bayesian inference based monitoring statistics
Given N training data points   1
with C clusters, the optimal membership degree matrix U is obtained via LDRSKM. The data points within cluster c (c=1, 2, …, C) are represented by
The projection matrix P Owing to the randomness of industrial process data, process data may be generated from multiple operating regions. Therefore, the probabilities of x new under abnormal and normal conditions are estimated using the monitoring results from principal subspaces or residual subspaces. First, the posterior probabilities of 
The confidence control limits of global fault detection indicators, At a given significance level α and a new data point, the operating condition is treated as normality if both of Bayesian inference fault detection indicators are no larger than their control limits. Otherwise, it is treated as abnormality. Details about Bayesian inference based monitoring statistics can be found in .
A flow chart summarizing the proposed monitoring method is illustrated in Fig. 1 .
Tennessee Eastman benchmark simulations
The Tennessee Eastman (TE) simulation plant has been widely used to evaluate the efficiency of process monitoring methods (Zhu et al., 2010; Xu et al., 2011; Ge and Song, 2012) . A schematic diagram of TE is shown in Fig. 2 (Chiang et al., 2000) . The TE process consists of five major units: a reactor, a partial condenser, a recycle compressor, a vapor/liquid separator, and a stripper. The system also contains 41 measured and 12 manipulated variables. The control structure is according to the second structure proposed by Lyman and Georgakis (Molina et al., 2011) .
To obtain a better result from simulation, 16 variables listed in Table 1 were selected for monitoring purposes, as in Kano et al. (2002) . All faults were introduced at the beginning of simulations. For the PCA-based method, the number of components is selected according to 95% of the total variance contained in the principal components.
There are six pre-specified operation modes in the platform to meet the demands of different production grades. Three operation modes shown in Table 2 were chosen in this study. The process data were collected by running the simulation for 60 h under normal conditions. The first 20 h was run under mode 1, the next 20 h under mode 2, and the last 20 h under mode 3. Each mode transition between two adjacent modes lasted 5 h. The sampling time interval was 0.05 h. Thus, 400 data points were acquired from each mode and 1200 data points constituted the historical data.
To achieve excellent results for comparison, one normal data set and a total of 20 programmable faults were simulated using the downloaded Simulink models. Twenty programmed faulty scenarios and a normal scenario were introduced to each process mode. Faults 1-7 were step changes of process variables, faults 8-12 were random changes of variables, fault 13 was a slow shift of reaction kinetics, faults 14 and 15 were related to valve sticking, and faults 16-20 were types of unknown faults. The details of the 20 faults can be found in Zhu et al. (2012) . The test data set also comprised 1200 samples, in which the first 200 samples were normal. Process faults were introduced from sample 201 to the end. Since the efficiency and effectiveness of LPP-FCM for multimode process monitoring had been validated by comparing three monitoring approaches, adjoint principal component analysis (AdPCA) (Ng and Srinivasan, 2009) , dynamic principal component analysis (DPCA), and Gaussian mixture model (GMM) (Xie and Shi, 2012) , we validated our approach by comparing only to LPP-FCM. In the simulations, the confidence limit of the proposed approach was set at 99%. Before process monitoring, data points from the operation transition process and steady normal operations were first identified by the approach proposed by Zhu et al. (2012) . Two hundred data points were collected from each of the steady normal operations. Then LDRSKM was performed on the 600 training points. In this simulation, the number of clusters C was determined by searching in interval [4, 8] , the regularization parameters η and γ were determined by searching in intervals [10 −5 , 10
and [0.1, 10], respectively, the reduced dimensionality of the data by LDRSKM was simply set as C−1, and the number of nearest neighbors was chosen in interval [7, 10] . Furthermore, KSVDDs were used to establish radii D pc and D rs in the principal and residual subspaces, respectively, associated with each of clusters. Although KSVDD can precisely describe non-Gaussian data sets, its performance depends heavily upon kernel parameters. For example, KSVDDs with different kernel parameter values conducted on the Banana data set are as shown in Fig. 3 . The data show that a KSVDD with a small kernel parameter value is capable of describing complex nonlinear process data compactly. In this simulation, a compact searching interval was first specified for a kernel parameter by analyzing the characters of the operation mode associated with the cluster, and then the optimal kernel parameter could be obtained via cross-validation. The monitoring statistic parameters v 1 and v 2 were simply set as 1.
According to the cumulative percentage variance (CPV) rule, the number of principal components for PCA in the preprocessing step is 12, which can For simplicity, the Bayesian fault detection indicators calculated from principal and residual subspaces generated by LPP-FCM were denoted as T2 and SPE, respectively, and the Bayesian fault detection indicators by LDRSKM as Dpc and Drs, respectively. In this simulation, 100 test samples and 100 training samples were collected from each of the three stationary normal operation modes. The process monitoring results of LDRSKM and LPP-FCM for the training and test samples are given in Figs. 4 and 5, respectively. None of the control charts of the test and training data exceeded the control limits, and both the LDRSKM and LPP-FCM methods were capable of monitoring multiple normal operation modes. Moreover, the fault indicators of the LDRSKM approach could exhibit the distinctive characteristics of operation modes. As a critical prerequisite, a precise multimode process monitoring model enables the effective detection of abnormal operating conditions and transition processes in the monitoring stage.
A multimode process often consists of multiple transition processes due to the changing of specifications of the products. In this simulation, two transition scenarios were considered. The first transition process switching from mode 1 to mode 2 began at sample 380 and ended around sample 430. The duration of the second transition process between mode 2 and mode 3 ranged from samples 780 to 830. The test samples for transition process monitoring were collected from samples 330 to 450 and from samples 750 to 930, respectively. The transition processes monitoring results of LPP-FCM and LDRSKM are shown in Figs. 6 and 7, respectively. Both of the control charts of LDRSKM were capable of detecting the first transition process with a short delay of around six samples; the second transition process could be detected precisely by the control chart in the residual subspace. Furthermore, the time of transition occurrence was very close to simulation settings and the transition durations were 48 and 52 samples, respectively. The time of transition occurrence also approximated to the identification results of LPP-FCM. However, both control charts of the LPP-FCM approach detected the abnormalities incurred by mode transition with a high miss detection rate, and could not show the duration of the transition process. The comparison of detection results for the transition process reveals that the proposed method has a higher sensitivity to mode transition in multimode processes than LPP-FCM and can trigger abnormal alarms in a timely manner.
To examine the effectiveness of the proposed approach for multimode industrial process monitoring, four test scenarios with different kinds of pre-specified faults were designed (Table 3) . As pointed out by Downs and Vogel (1993) , faults 3 and 9 are difficult to detect by the traditional PCA because they have little effect on the process and the fault amplitudes are quite small (Lee et al., 2011) . The monitoring results of our proposed method are shown in Figs. 8-12 . From these five figures, we can make the following conclusions. Overall, the proposed algorithm gave better monitoring results, except for fault 4, and had fewer detection delays than the LPP-FCM approach. PCA and its variants, such as AdPCA and DPCA, are prone to produce more detection delays than Bayesian-based monitoring approaches such as GMM, LPP-FCM, and LDRSKM. Compared to Bayesian-based multimode process monitoring approaches, our algorithm can perform clustering analysis with locality preservation and subspace selection based on discriminant analysis simultaneously, and the reduced data in the principal subspaces contain most of the useful information from the original data set. As a result, the faults can be detected reliably using the local monitoring results in the principal subspaces. Moreover, the fault detection results show the efficiency of the proposed method and can reveal the characteristics of operating modes in the residual subspace, which can provide a feasible way to identify a working mode and help to diagnose faults.
Conclusions
In this paper, LDRSKM integrated with Bayesian inference is successfully developed for process monitoring. Aiming at multimode processes, LDRSKM is proposed to partition the overlapped multimodal operating data into optimal discriminant low-dimensional subspaces by iteratively performing soft clustering and discriminant dimensionality reduction. The local geometric structure of process data is preserved and multimodalities can be separated. Kernel support vector data description models are employed to construct local monitoring statistics due to the non-Gaussian nature of the data from each subspace. With the posterior probabilities of each monitored data point within the principal and residual subspaces under abnormal conditions, the global integrated monitoring statistic indicators are established to monitor multimode processes. Simulations demonstrate that the proposed approach not only works for normal multimode processes but also detects transition processes with high precision and less delay. Compared to state-of-the-art multimode process monitoring approaches, our method can detect faults effectively and reliably and show satisfactory monitoring performance.
Although the proposed process monitoring approach provides a promising tool to monitor multimode processes without requiring prior process knowledge, the integrated monitoring statistics are sensitive to data autocorrelation due to system dynamics and thus require each normal operating mode be approximately at the steady state. Furthermore, our research is focused on fault detection of continuous processes and should be extended to fault diagnosis and the identification of root cause variables.
