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Additive manufacturing (AM) is one of the largest and most exciting growth areas of 
manufacturing research for the near future. While the impact of AM covers many market 
segments, our focus in this effort is restricted to extrusion-based bioprinting for applications 
in tissue engineering. A major limitation in extrusion-based printing is the lack of process 
monitoring tools in the material reference frame, which limits the spatial resolution and results 
in defects that can influence the biological and mechanical outcomes of the fabricated 
structures. Extrusion-based printing also lacks appropriate control tools for material deposition 
to correct for and avoid defects. 
Iterative learning control (ILC) is a candidate control strategy for manufacturing 
applications due to the repetitive nature of manufacturing processes.  However, there are 
current knowledge gaps in ILC that must be addressed before it can be implemented to improve 
material fabrication. For much of the prior work of ILC in manufacturing applications, the 
focus was on precise control of the machine components. High precision 3D AM, however, 
requires precise control of material deposition. The machine axis motions cannot be reliably 
used to predict material placement due to imperfect coordination between the machine and 
material reference frames as well as nonlinear behavior of the material between extrusion 
nozzle and substrate. Further, for approaches to date, the speed of convergence to the 
appropriate input signal for ILC is limited by the level of knowledge of the plant model. As a 
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result, the convergence rate for uncertain systems, such as material systems in AM, is slow and 
uncertain, which requires a lot of material and can potentially cause system damage. 
This dissertation uses a two-pronged approach to address two main gaps including 1) 
the lack of process monitoring and control tools in the material deposition frame and 2) the 
slow convergence rate of ILC for uncertain systems. The first key contribution of this work 
includes the development of a process monitoring and control strategy to monitor material 
placement. We use a non-contact, laser scanner that is integrated into the AM system and 
develop a custom image processing script to define and correct for the material placement 
error. The second key contribution is a novel ILC approach to speed up convergence for 
systems with significant model uncertainty. We experimentally validate the process 
monitoring method and novel ILC system on a custom-built extrusion printer. While we apply 
the process monitoring technique to a specific printing platform, the generalized approach can 
be extended to other extrusion-based platforms and other AM techniques to improve the spatial 
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Chapter 1     
Introduction 
The work presented in this dissertation balances theory and application to address gaps 
in the fields of additive manufacturing (AM) and control theory to improve material deposition 
for extrusion-based AM strategies. To accomplish this goal of improving material deposition, 
this research integrates a novel process monitoring method with an improved learning 
controller that is applied on an extrusion-based printing system. The specific application for 
the extrusion printer is fabrication of bone replacement material, but the generalized approach 
can be extended to other extrusion-based platforms. Section 1.1 of the introduction presents a 
general overview of bioprinting and discusses the current limitations. Section 1.2 provides a 
brief overview of the control methodology investigated in this work, Iterative Learning Control 
(ILC), and includes a discussion of the current gaps in ILC theory and application. The 
theoretical framework of ILC is presented in more detail in Chapter 5 for the development of 
a novel ILC approach.  
1.1 Extrusion Printing 
AM is one of the largest and most exciting growth areas of manufacturing research for 
the near future. The projected annual growth rate of AM through 2025 is 15%, with a 34% 
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growth in the automotive sector, 26% growth in the aerospace and defense field, and a 23% 
growth in the medical device sector [1]. The benefits of AM over conventional manufacturing 
processes include relatively fast print time of personalized parts, a reduction in raw material 
waste, a significant reduction in the cost and time of manufacturing for small-quantity 
productions, fabrication of more advanced parts, and shortened cycle times [2]. The growth 
and unique functionality of AM ensures its value as a high impact research endeavor.  
While there are numerous types of AM processes such as material extrusion, powder 
bed fusion, photopolymerization, and directed energy deposition, the focus in this dissertation 
is restricted to extrusion-based printing, which is one of the most widely used techniques across 
all market segments [3]. This work is specifically interested in extrusion-based bioprinting for 
applications in tissue engineering. In extrusion bioprinting, ink is extruded through a nozzle 
moving through a pre-defined trajectory using either pneumatic or screw-driven force (Figure 
1.1). A multi-axis motion system moves the nozzle along the pre-defined trajectory, and the 
material is deposited along the trajectory in the form of a filament (Figure 1.1b). The rheologic 
properties of the ink are carefully tuned to enable smooth flow through the nozzle while 
maintaining sufficient stiffness for the ink to maintain shape in order to support subsequent 
layers [4]. A broad spectrum of bioink materials can be used including, but not limited to, 
hydrogels, polymers and ceramics [5]. Extrusion bioprinting has several advantages over other 
bioprinting methods including its simplicity, scalability (i.e. the ability to print human-scale 




Figure 1.1 Extrusion printing of a three-dimensional (3D) rectilinear lattice structure. (a) Multi-axis 
motion system, (b) material filament deposition of a single 2D layer, and (c) close-up view of a periodic 
structure fabricated layer-by-layer. Image from [4]. 
1.1.1 Manufacturing Bone Replacement Material   
The target application of the extrusion printer designed and built in this work is the 
fabrication of bone replacement material to combat the limitations of conventional treatments 
of bone disease. Bone loss and defects can arise from trauma, tumors, infections and diseases, 
among others. Each year, over 1.5 million people undergo surgical procedures in the US to 
treat bone defects [7]. The current gold standard for bone defect repair include autografts and 
allografts [8], [9]. An autograft procedure involves transferring bone or tissue from the 
patient’s own body from one location to another. The harvesting procedure, however, has a 
high complication rate of 10-40% involving hemorrhage, nerve and vascular lesions, and 
postoperative pain [10]. Alternatively, allograft procedures, which involve implantation of 
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donor tissue, can reduce complications [9]. However, the quality and amount of bone that is 
available for harvest is limited [11].   
The fabrication of synthetic bone scaffolds presents a unique opportunity to combat the 
downfalls of bone autograft and allograft implantation. Scaffolds are 3D porous structures that 
are implanted into bone defects and are designed to repair and regenerate tissue. More thorough 
reviews of 3D printed porous ceramic scaffolds in bone tissue engineering and the recent 
research can be found in [12], [13]. 
One of the outstanding challenges in the clinical use of synthetic bone scaffolds is the 
lack of complete integration of the bone into the scaffold in the repair of large defects [14]. In 
fact, most in vivo studies present bone growth only in the scaffold periphery, with insufficient 
bone growth in the center [14]. Existing methods largely fabricate rectilinear scaffolds and aim 
at obtaining global effective properties, which have not led to complete osteointegration. 
Instead, bone mainly grows on the periphery after implantation and cell death occurs in the 
center. The internal features of bone cannot be modeled by simple periodic structures, and the 
complex internal geometry of bone necessitates scaffolds with more innovative features than 
the simple periodic ones presented to date in the literature. One example of a scaffold with 
more diverse structural features is a structure with curvilinear rods that align with the principal 
stress directions in bone. There is a critical need for more advanced computational designs, 
such as the work of Roberge et al., to design scaffolds with spatially-varying architecture with 
local property control to achieve complete bone regeneration [15]. In this work, scaffolds are 
fabricated using a custom-built extrusion printer, and a novel process monitoring and control 
technique is developed to improve material placement and enable precise fabrication of a range 
of innovative scaffolds to explore the osteointegrative design space. More thorough reviews of 
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3D printed porous ceramic scaffolds in bone tissue engineering and recent research results can 
be found in [12], [13]. 
1.1.2 Current Limitations in Extrusion Printing  
 Despite recent advancements in bioprinting technology, a current shortcoming of 
extrusion-based bioprinting is low spatial resolution [16], [17], which limits the functionality 
of printed constructs. Depositing biomaterials accurately is critical to mimicking the 
heterogeneous structures of native tissues since geometry significantly affects the mechanical 
and biological performance [18]. For example, cell differentiation is influenced by 3D 
geometric cues in tissue-engineered constructs [19]–[21]. At a larger scale, the geometry of the 
aortic valve is critical for enabling efficient blood flow dynamics [22], coronary flow [23], and 
tissue durability [24]. Further, deposition defects including material overfill in pores and 
inconsistent pore geometries have been shown to physically hinder the amount of bone growth 
into the center of bone scaffolds [25]. These examples highlight how tight control of material 
placement is essential for in vivo functionality. The development of strategies to improve the 
resolution of extrusion printing will help to realize the technology’s clinical potential of 
printing functional, human-scale tissues [5], [6], [26], [27].  
While the printing technology itself requires further development, the current 
limitations of extrusion bioprinting are largely a result of a lack of sensing and direct process 
control more so than low resolution of the printing process itself. When considering motion 
control for AM, there are two different frames to consider: the machine and extruder axis frame 
(top box in Figure 1.2) and the material deposition frame (bottom box in Figure 1.2) which are 
analogous to the joint space frame of reference and the task space frame of reference in robotics 
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[28], respectively. AM requires a reference trajectory for the joint space frame, which is 
defined as a set of points for the axes to follow in order to trace the as-designed shape. 
 
Figure 1.2 The two coordinate frames in AM are the joint space frame, defining the machine and 
extruder motion, and the task space frame, which represents the material spatial placement. Due to 
imperfect coordination between the two motion frames, there is no guarantee that perfect motion in the 
joint space results in the as-designed task space results. Image from [29]. 
 
For much of the prior work in precision AM, the machine control has been the focus 
and precision control in the joint space has been assumed to be equivalent to precision control 
in the task space. Previous work used encoder signals of each machine axis for process 
feedback [30], [31], which gives only information on the machine itself. Due to imperfect 
coordination between the joint and task spaces, however, there is no guarantee that perfect 
regulation of the joint space results in the as-designed task space results. The loss of 
coordination arises from nozzle alignment errors, nozzle tip displacement errors due to 
mechanical forces, and the highly nonlinear material behavior. The errors accumulate due to a 
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lack of direct process monitoring in the task space. Using sensing and control to monitor and 
improve the actual material placement has received less attention. In fact, there are currently 
no 3D printers on the market with closed loop process control monitoring the material 
placement.  
Alternatively, adding a sensor to monitor material placement can improve part fidelity. 
While in-situ process monitoring is well-established in conventional machining [32], in-situ 
process monitoring for AM remains sparse [33]. Further, much of the work for in-situ process 
control in AM is in metal manufacturing using AM techniques not commonly used in the 
biofabrication field like laser powder bed fusion [34] using sensors such as X-ray imaging and 
diffraction [35] and optical microscopy [36]. To transition 3D bioprinting into a clinically 
relevant biofabrication platform, 3D metrology tools must be developed to assess and correct 
for material placement error [16], [26], [37], [38].  
There is some effort in assessing and quantifying geometric defects in the bioprinting 
literature [16], [37], [38]. In [16], the accuracy of the bioprinting process was evaluated for 
simple rectilinear lattice structures using calipers post fabrication. The channel dimensions of 
the printed part were compared to the dimensions of the design model to compute the printing 
accuracy, which was defined as the percent overlap of printed to designed area. In [38], the 
geometry of 3D printed bone scaffolds was evaluated using X-ray tomography post print. The 
width of internal pores was determined from 2D cross-sections and compared to the as-
designed pore shapes. In [37], the geometric accuracy of 3D printed aortic valve conduits was 
quantified post print using Micro-CT. The scans were reconstructed into stereolithography 
(STL) geometries and compared to the nominal model to evaluate external geometric fidelity. 
Further, the internal geometric fidelity was assessed by comparing the scans and nominal 
8 
 
model slice-by-slice in the X-Y plane. While there is clear effort in identifying material 
placement error, the assessments are performed post process and the sensing tools utilized are 
completely separated from the printing platform. Moreover, there is currently no solution to 
improve shape fidelity using these error measurements.  
We propose that the solution to improve the accuracy of 3D bioprinting is twofold. 
First, the development of an accurate sensing method that is incorporated into the printing 
process is required to enable in situ process control. Second, the information from this sensor 
must be used intelligently utilizing tools in control theory to determine how to adjust axes 
reference trajectories to improve fabrication.  
1.2 Iterative Learning Control  
1.2.1 Introduction to ILC  
One of the most common control structures to ensure stability of motion systems is 
feedback control, such as PID control. A limitation of feedback control, however, is that it is 
reactionary, meaning correction relies on the existence and observance of an error. This results 
in a lag in transient tracking and irreversible defects that may exceed tolerance requirements 
before the feedback controller responds. For repetitive operations, these errors are propagated 
from iteration to iteration since PID control is not adaptive.  
Iterative learning control (ILC), on the other hand, is anticipatory and can compensate 
for repeating exogenous signals, such as disturbances, by learning from previous iterations 
[39]. ILC is based on the notion that the performance of a system that executes the same task 
multiple times can be improved be learning from previous iterations. ILC is an offline, 
feedforward control architecture that maps errors from previous iterations to the input signals 
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of the current trial, effectively learning the proper control input. The control structure operates 
in both the time, 𝑘 ∈ {0,1, … , 𝑁} where 𝑁 is the trial duration, and iteration, 𝑗, domains to learn 
the proper control input (Figure 1.3) [39]. The error from the previous iteration is mapped to 
the input signal of the current trial. The resulting signal is commonly filtered and applied to 
the plant, which is subject to iteration invariant disturbances, for the next iteration, 𝑗 + 1. The 
plant output is compared to the reference to calculate the error for the next iteration and the 
process is repeated until the input signal converges. 
 
Figure 1.3 A diagram illustrating the two-dimensional structure of an ILC system. The error of iteration 
𝒋 is filtered through the operator L, added to the input signal used for iteration j, and filtered again 
through the operator Q. The updated input signal is then applied to the plant for the next iteration, 𝒋 + 𝟏. 
Image from [39].  
ILC is an appealing control algorithm for manufacturing applications [40]–[42] since 
ILC does not require rigorous system models for high-performance trajectory tracking [43]. 
Given a system with discontinuous operation, a repeated reference trajectory, iteration-
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invariant dynamics, and iteration-invariant initial conditions, which are common conditions 
for manufacturing systems, ILC can be applied to utilize trajectory repetition to compensate 
for unmodeled dynamics for time-invariant or time-varying systems [39]. ILC performance is 
determined by both the converged error and the iteration domain convergence rate, which is 
defined as the number of iterations required for the learning algorithm to converge to the 
modified input signal that results in the desired system performance. A more thorough review 
of ILC can be found in [39]. 
1.2.2 Current Limitations 
ILC is a candidate control strategy for bioprinting due to the repetitive nature of 
manufacturing processes, but there are current gaps in ILC that must be addressed before it can 
be implemented to improve material fabrication. First, ILC must be applied to the task space 
frame due to the uncertainty in material behavior and loss of coordination with the machine 
axes. For much of the prior work of ILC in manufacturing applications, the focus was on 
precise control of the machine components [30], [44], [45] with recent exceptions of [46]–[48]. 
The assumption was that precise machine control leads to precise material placement. High 
precision 3D AM, however, requires precise control of material deposition and the axes motion 
cannot be reliably used to predict material placement due to imperfect coordination between 
the machine and material reference frames. The loss of coordination originates in nozzle 
alignment errors, nozzle tip displacement errors, and nonlinear material behavior. Given the 
importance of precision control in AM, it is of high value to more thoroughly investigate the 
benefits of applying ILC to AM in the task space frame. 
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The second ILC limitation addressed in this work is that for approaches to date, the 
speed of convergence to the appropriate input signal for ILC is limited by the level of 
knowledge of the plant model. As a result, the convergence rate for systems with significant 
model uncertainty, such as material systems in AM, is slow and uncertain, which is expensive 
and can potentially cause system damage. Figure 1.4 illustrates the gap in current ILC efforts 
between performance and robustness. On one hand, Norm Optimal ILC (NOILC) can achieve 
fast convergence when the plant model is known. With high plant knowledge, a plant inverse 
approach [49] or a NOILC approach [50] can be used to achieve fast convergence. In fact, a 
precise plant model can lead to rapid convergence; potentially even in one iteration [51].  
 
Figure 1.4 Diagram illustrating the tradeoff between plant knowledge and convergence speed for current 
ILC efforts. FILC fills the gap by achieving high convergences rates with high model uncertainty. Image 
from [52]. 
In many instances, however, obtaining an accurate system model can be difficult and 
expensive in practice. The difficulty in obtaining an accurate model is particularly true for 
manufacturing processes that combine complex material processing behavior with mechanical 
or electro-mechanical machine behavior [53], [54]. An illustrative example system is the 
material extrusion mechanism used in this work, DW printing. Modeling and control of 
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extrusion dynamics in DW printing is difficult due to the nonlinear behavior of yield-
pseudoplastic fluids and challenges with process sensing. The output volumetric flow rate for 
a DW printing experimental system has been carefully determined using machine vision and 
compared to nonlinear and linearized models from [55] as shown in Figure 1.5. These data 
demonstrate the significant modeling error and image processing sensor noise inherent in these 
types of systems. The nominal behavior of Figure 1.5 is captured by the multiple models shown 
in red. However, the data in Figure 1.5 also illustrate experimental deviation from the model 
in the dark trace and a wide spread in the data (shaded area). The sensing illustrates a non-
causal and non-minimum phase element at the start of the step response that is not reflected in 





Figure 1.5 Comparison of volumetric flow rates of the material from model simulations to measured flow 
rates on the experimental system using machine vision. The light gray shaded regions correspond to one 
standard deviation. Image from [55]. 
On the other side of Figure 1.4 when plant model knowledge is low, simple linear ILC 
(LILC) schemes such as P or PD learning gains are usually implemented [56], [57], resulting 
in relatively cautious learning and slow convergence.  
Noting the limitations of model-based ILC methods for systems with uncertainty, data-
driven ILC approaches have been explored for performance improvement in complex 
industrial applications [58]–[60]. Data-driven ILC efforts do not require plant models and 
focus on improving one of the performance metrics of ILC: converged error. Janssens et al. 
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proposed a model-free ILC method for linear time invariant (LTI) systems using a finite 
impulse response filter [58]. This algorithm is designed for point-to-point motion problems 
where the desired trajectory is only defined at a few time instants of the trial. Chi et al. 
presented a high-order optimal terminal ILC (TILC) via a data-driven approach for nonlinear 
systems with unknown orders in the input and output [59]. TILC, however, is a control 
approach that focuses solely on the final location of a system at the end of a trajectory, which 
has limited applications.  
To summarize, there are two gaps in the ILC literature relevant for material extrusion. 
First, ILC must be applied to the task space frame, which requires improved sensing and 
control methods. Second, there are relatively few efforts addressing the iteration domain 
convergence speed when plant model knowledge is low. As a result, the convergence rate for 
uncertain systems, such as material systems used in extrusion printing, is slow and uncertain.     
1.3 Thesis Organization   
This dissertation lies at the intersection of AM and control theory. For AM, we develop 
process monitoring and control strategies in the task space frame to improve the spatial 
resolution of extrusion printing and ultimately enhance the functionality of printed constructs 
[17], [61]. For control theory, we present a novel Fast ILC (FILC) algorithm to fill the gap 
between NOILC and LILC (Figure 1.4) and achieve fast convergence when plant uncertainty 
is high by balancing performance and robustness. We then integrate the process monitoring 
method with the novel fast iterative learning controller for material systems to enable precise 
material placement despite high model uncertainty.  
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Chapter 2 presents the development of the extrusion-based printer used in this work 
and describes each of the machine components including the axes, material system, and sensor. 
Chapter 3 introduces the novel process monitoring strategy and to monitor and correct for 
fabrication defects. Chapter 4 expands on this process monitoring and control strategy to 
enable fabrication of advanced spatially graded structures with process monitoring and control. 
This chapter develops material models and presents experimental procedures to identify the 
relationship between printing outcomes and the primary process variables. After development 
of the process monitoring method, the thesis transitions to novel iterative learning control 
strategies. Chapter 5 presents the novel Fast Iterative Learning Control (FILC) which is 
designed to improve convergence speed for systems with high model uncertainty. Chapter 6 
fuses the process monitoring method with ILC and presents a novel Multi-Input Single-Output 
(MISO) ILC. We apply the MISO ILC to the extrusion printing system to improve material 
width control for a part with spatially varying features. Chapter 7 provides concluding 
statements and future work. The Appendices aid researchers who are building on this work and 
provide details of the processes, equipment, and computer code used in this work.   
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Chapter 2    
Micro-Robotic Deposition System 
Micro-Robotic Deposition (𝜇𝑅𝐷) is an additive manufacturing (AM) technique, 
sometimes referred to as direct-write printing or robocasting, where a colloidal build material, 
or ink, is extruded through a nozzle along a predefined trajectory to fabricate 3D structures 
with microscale features [62]. Similar to other AM techniques such as fused deposition 
modeling (FDM), structures are built in a layer-by-layer fashion. The colloidal material is 
extruded at room temperature and has carefully tuned viscoelastic properties to ensure smooth 
flow through the nozzle, while maintaining sufficient stiffness to support subsequent layers 
and span structural gaps [63]. A colloid is a mixture in which small particles in the 10!" −
10	𝜇𝑚 size range remain suspended in another substance [64]. These material properties 
enable the fabrication of complex geometries and porous structures, which is not possible with 
conventional manufacturing processes such as machining or injection molding [65]. Porosity 
is critical for the fabrication of scaffolds since it allows for important factors for regeneration 
of functional tissues, including nutrient diffusion, waste removal, oxygen transport, and blood 
vessel ingrowth [66]. 
2.1 System Components 
This section presents the components of the custom built 𝜇𝑅𝐷 printer (Figure 2.1), 
including the 𝑋𝑌𝑍	positioning system, ceramic material system, extrusion mechanism, and the 
laser scanner sensing element. During fabrication, the positioning system moves the printing 
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nozzle in a defined trajectory. Ink is then deposited onto a stationary substrate using pneumatic 
extrusion. After fabrication, the laser scanner can be used to measure the material placement 
error.   
 
Figure 2.1 The 𝝁𝑹𝑫 printer designed and built in this work. The XYZ positioning system moves the 
printing nozzle along a defined trajectory. Material is extruded on the substrate using pneumatic 
extrusion, and a laser scanner is fixed to the extruder head to enable direct process feedback.  
2.1.1 XYZ Positioning System 
The position of the deposition head, which is attached to the Z axis, is controlled by an 
XYZ positioning system. The axes are stacked serially where the X axis carries the Y and Z 
axes, and the Y axis carries the Z axis. The Y axis rides atop the X axis and a follower axis, 𝑋#, 
that is not powered, in a configuration commonly referred to as a gantry or H-drive setup.  
Each of the axes (𝑋, 𝑋#, 𝑌, 𝑍) of the positioning system are high precision ball screw 
driven linear positioners from Parker Hannifin (404XR) with stroke lengths of 100 mm. Linear 
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optical encoders (Renishaw RGH24) on the X, Y and Z axes provide 1 𝜇𝑚 resolution position 
feedback. The X, Y, and Z axes are driven by Parker P Series servo systems, which includes P 
Series Servo Motors (PM-FBL04AM) and P-Series 400 W servo drives (PD-04P). The motors 
are rotary motors that are connected to the precision ball screw mechanisms along each axis to 
translate rotary motion to linear motion. The motor for the Z axis includes a static break (PM-
FBL04AMK2). The drives use feedback from rotary encoders connected to the motor shafts 
to ensure velocity regulation. The drives (also called amplifiers) run in “current command”, 
meaning the drives supply a current proportional to the commanded analog input signal (-10 
to 10 V) from the controller. A drawing of the Parker set up and the wiring diagram for the 
positioning system are shown in Appendix J. 
The system controller is a dSPACE MicroLabBox, which sends position commands to 
each of the axes. The feedback signal from the linear encoders is used for position control since 
the linear encoders are closer to the location of the deposition head relative to the rotary 
encoders on the motor shafts. The MicroLabBox runs a dSPACE software called ControlDesk 
for real time implementation. Additional details on ControlDesk implementation are discussed 
in Section 2.5. 
2.1.2 XYZ Material System 
The manufacturing system uses a colloidal ink made in the lab which can be 
characterized as a yield-pseudoplastic fluid. Yield-pseudoplastic fluids maintain their shape 
under low shear-stress conditions, and experience decreasing viscosity as the material is 
sheared, such as extrusion through the nozzle [64]. This work specifically uses a calcium 
phosphate (CaP)-based ceramic material system for applications in bone repair and 
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regeneration [67], [68]. CaP materials are a well-studied bioceramic for bone tissue 
engineering [31]. One of the many advantages of this material system is that the modulus of 
CaP-based ceramics is closer to the modulus of bone relative to stiffer metals [21,22] and 
biodegradable polymers [5,7].  
An introduction to the science of colloidal processing can be found in [63], [69], and 
the processing steps required to modify precursor powders to have the desired physical and 
chemical compositions for the ink used in this dissertation is discussed in depth in [70]. 
Instructions for material synthesis are included in a shared Dr. Wagoner Johnson lab group 
folder.  
2.1.3 Extrusion Mechanism  
This work employs a pneumatic extrusion system, where a controlled pressure is 
applied to the ink reservoir for deposition. A pressure regulator (Marsh Bellofram, 
2KSNNF01DF03000) reduces the input pressure from the lab air supply (100 psi) to the 
desired working range for ink deposition (0-30 psi). The regulator is controlled with an analog 
voltage signal, which will be discussed in more detail in Section 2.4. An Adapter Assembly 
(Nordson EFD) transfers the pressure from the output of the pressure regulator to the syringe 
barrel (Nordson EFD) where the ink is housed. In addition to the ink, a piston (Nordson EFD) 
is inserted into the syringe and sits flush with the ink to ensure a more uniform dispensing 
force. Cylindrical metal nozzles (Nordson EFD) screw into the syringe barrel and extrude 
cylindrical rods onto the substrate.  
The syringe barrel is fixed to the M6 x 1.0 mating holes on the Z axis linear positioner 
using a custom designed extruder mount (Figure 2.2). The extruder mount was fabricated using 
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fused deposition modeling (FDM). Additional details of the substrate holder are listed in 
Appendix J.  
 
Figure 2.2 The extruder mount attached to the Z axis which holds the syringe barrel and the sensing 
element (laser scanner).  
2.1.4 Sensing Element – Laser Scanner   
In this work a non-contact 2D laser displacement Scanner (Keyence LJ-G030) monitors 
material placement and enables direct process control (Figure 2.3). The weight of the scanner 
is 0.64 lbs, so it is easily mounted to the end effector on the 𝑍 axis and is positioned 
perpendicular to the substrate (Figure 2.3). The scanner is fixed to the extruder mount with two 
hexagon socket bolts (M4 x 40), which are tightened using an Allen wrench.  
The scanner projects a laser sheet on the object to be measured along the 𝑋 axis and 
uses the principle of triangulation to reproduce the surface profile. When the laser sheet emitted 
from the scanner hits the target object, the reflected light is mapped onto a light-receiving 
element to determine the object distance from the scanner (height) and object width. In addition 
to distance from the scanner, the reflected light intensity also changes according to the shape, 
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color and material of the target. The image sensor can reliably measure a variety of materials 
including black rubber (weaker reflection), white ceramic, and metal (stronger reflection). 
The distance between the scanner and the substrate is first set at a standoff distance of 
30 mm, which is called the reference distance of the laser scanner since this distance offers the 
maximum measurement range for the sensor. The measuring range in the 𝑍 direction is ± 10 
𝑚𝑚, meaning the scanner can measure a total of 20 𝑚𝑚 vertical displacement of the sample. 
As a result, the scanner can detect the sample only if it is placed between 20 and 40 𝑚𝑚 from 
the bottom edge of the scanner. The width measurement range along the 𝑋 direction is 22.5 ± 
2.5 𝑚𝑚. The repeatability is 1 𝜇𝑚 and 5 𝜇𝑚 for the 𝑍 height measurements and 𝑋 axis width 
measurements, respectively.  
 
Figure 2.3 The process sensor is a Keyence 2D laser displacement scanner (LJ-G030), which projects a 
laser sheet on the target object and uses the principle of triangulation to reproduce the surface profile. 
The target object must be within 𝟑𝟎	 ± 	𝟏𝟎	𝒎𝒎 from the scanner, and the maximum width of the target 
object is 𝟐𝟐. 𝟓	 ± 	𝟐. 𝟓	𝒎𝒎.  
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The scanner sampling rate is 60.98	ℎ𝑧; the scanner outputs a vector for each laser sheet 
every 16.4 𝑚𝑠 and each element in the vector is a value equal to the target height. The vector 
elements are equally spaced every 0.033 𝑚𝑚 along the laser stripe, and each element is an 
analog signal equal to the height measurement. Thus, a single laser sheet output represents an 
𝑋𝑍 cross sectional view of the part. To form a 3D representation of the part, we command the 
machine axes move the laser scanner along the 𝑌 axis at a constant speed, 𝑣 (Figure 2.4). The 
vector outputs are then combined to form a 3D point cloud that reproduces the surface profile. 
The spacing between each vector along the Y direction is determined by the product of 𝑣 and 
the sampling interval of the scanner. In this work, we select 𝑣 = 2.012 𝑚𝑚/𝑠 to create a 𝑌 axis 
spacing equal to the spacing interval in the 𝑋 direction. See Appendix F for directions on how 
to perform a laser scan.  
 
Figure 2.4 Left: A non-contact 2D laser displacement scanner projects a sheet laser beam on the 
fabricated part. To form a 3D representation, the machine axes move the scanner along the Y axis at a 




2.2 System Model Development 
The following section discusses the development of linear models for the X, Y and Z 
axes of the positioning system using system identification techniques to provide insight into 
the system and improve control design. System identification is a methodology to develop 
mathematical models of dynamical systems using the system’s input and output signals. The 
models are based on first principle methods and are used to improve control design and 
improve tracking error.   
2.2.1 Axis Models 
The dynamics of XYZ motion systems are simple since each axis can be assumed to be 
completely decoupled from the others [72]. Each axis can be modeled as a simple sliding mass 
with viscous friction as   
𝑚?̈? + 𝑐?̇? = 𝐹$ + 𝐹%&'( = 𝐾)𝑢 + 𝐹%&'(   (2.1) 
where 𝑥 is the axis position, m is the axis mass, and c is the viscous damping coefficient. The 
force output of the motor, 𝐹$, is modeled as 𝐹$ = 𝐾)𝑢 and 𝐾) is the gain of the mechanical 
system and 𝑢 is the control input. The 𝐹%&'( term represents a lumped disturbance force, which 
negatively impacts precision motion performance. The axes disturbances likely stem from 
three main sources: coulombic and viscous friction forces, force ripple, and cog forces. In light 
of these disturbances, it is desirable for control design to try to compensate for some of these 
disturbances so that the system dynamics behave as linearly as possible.  
2.2.2 Friction Compensation 
This work focuses on compensating for the friction disturbance to improve axis 
performance. Feedforward friction compensation methods supplement feedback control effort 
24 
 
to smooth the discontinuous effects of friction at low velocities and make each axis behave 
more like a linear plant. There are several model-based approaches to compensate for friction, 
but model-based approaches require detailed modeling that is time consuming and susceptible 
to change over time. For example, if the extruder head design and weight changes, the friction 
model no longer applies. Instead, this work implements a simple static friction approach to 
capture friction behavior.  
The implementation algorithm is based on the sign of the commanded velocity and is 
characterized by:  
𝑢** = 𝑐+,' + 𝑏+,' ∗ 𝑣, 𝑓𝑜𝑟	𝑣 > 0    (2.2) 
𝑢** = 𝑐-./ + 𝑏-./ ∗ 𝑣, 𝑓𝑜𝑟	𝑣 ≤ 0        (2.3) 
where 𝑢** is the feedforward friction compensation, 𝑐+,' and 𝑐-./ are the coulombic friction 
constants, and 𝑏+,' and 𝑏-./ are the viscous friction constants. These parameters are identified 
by commanding a range of control inputs to each axis and recording the steady state velocity. 
The data is then plotted in a control effort vs. average velocity plot, where the y-intercepts are 
the coulombic friction constants, and the slopes are the viscous friction coefficients. The 
experimental results for the Z axis are shown in Figure 2.5, where the experimental data are fit 
with lines in the positive and negative directions. The results for the X and Y axes are similar. 
The friction parameters for each axis are listed in Table 2.1.  
The ball screws, however, cause nonlinearities at turnarounds and low speeds. Future 
work for improving fabrication precision includes implementing friction compensation for the 
ball screws, such as the data-based friction compensation method for ball screw driven stages 




Figure 2.5 Simple Coulomb and Viscous friction compensation experiment results for the Z axis. The 
experimental data points are shown as blue circles with dashed lines, the linear fit for positive velocity is 
the red line, and the linear fit for negative velocity is the black line.  
 
Table 2.1 Friction compensation parameters, which correspond to the slope and y axes of the lines fit to 
the experimental data. 
Axis 𝒃𝒑𝒐𝒔 𝒄𝒑𝒐𝒔 𝒃𝒏𝒆𝒈 𝒄𝒏𝒆𝒈 
X 0.007 0.35 0.007 -0.33 
Y 0.009 0.29 0.010 -0.41 
Z 0.005 0.40 0.005 -0.46 
 
2.2.3 System Identification and Plant Models 
The nonlinear plant augmented with friction compensation and the position and speed 
dependent look-up table is assumed to have dominantly linear dynamics. Thus, (2.1) can be 
written as  
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𝑚?̈? + 𝑐?̇? = 𝐾)𝑢                            (2.4) 








,              (2.5) 
where 𝐺(𝑠) is the transfer function estimate for each axis. The goal of system identification 
is now to identify the transfer function parameters 𝐾o and 𝜏.  
The swept sine system identification is used to estimate the transfer function parameters 
for each of the axes. In this approach, a sinusoid is applied at the system’s input in an open 
loop configuration one frequency at a time, and the steady state magnitude and phase of the 
plant output is measured. In this work, the sinusoidal input is applied to the axis with a weak 
feedback controller since the open-loop dynamics of have a free integrator (2.5). Thus, small 
disturbances and transients in the sinusoid input would be integrated and the plant would drift 
during the system identification experiment. The feedback controller is a simple proportional 
controller with gain 𝐾* to stabilize the axis. The set up for the system identification experiment 




Figure 2.6 System identification setup. The experiment is run closed loop with a weak feedback 
controller, 𝑲𝒇, to stabilize the axis, G. The reference input, 𝒓, is a sinusoid signal (red), and the system 
output is also a sinusoid with a magnitude and phase shift (green). Both the reference and system output 
are recorded during the experiment, indicated by the red and green arrows. 
Since the controller is linear and the augmented plant is approximately linear, the 
steady state system outputs will also be sinusoids with a shifted phase and magnitude relative 
to the input sinusoid. The plant magnitude and phase shifts are derived from the relative 
magnitude and phase difference between the input and output sinusoid signals. To determine 
the transfer function parameters of the assumed model (2.5), the model is then fit to the 
experimental frequency data, which includes the magnitude and phase information at each 
frequency.  
Since the system identification experiments are run closed loop, the identified model 
in this experiment is the closed loop system transfer function, 𝑃69(𝑠), since the system 
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.        (2.7) 
Thus, the experimental data from the system identification tests are fit with the model structure 
of (2.1). Since 𝐾* is known and selected by the user, 𝐾o and 𝜏 can be identified to obtain the 
transfer function estimate of the axis.  
The proportional gain 𝐾* and the sinusoidal reference must be carefully selected to 
isolate the axis dynamics. For the first round of simulation tests, the proportional gain 𝐾* was 
set to 1, which was too high for this system. Instead of input attenuation at high frequencies, 
which is expected for a second order system, table resonance caused magnitude amplification. 
For the system identification tests shown below, 𝐾* was set to 0.2. For the sinusoidal reference 
trajectory, Lower amplitudes result in nonlinear behavior due to the ball bearings along each 
axis. Thus, the amplitude should be at least 5 mm and the testing frequency range is 0.5 – 65 
rad/s. Sinusoidal inputs with smaller frequencies lead to nonlinear ball bearing behavior, and 
larger frequencies cause table resonance. The base table (Figure 2.7) is not sturdy enough to 




Figure 2.7 Base table for the extrusion printer. 
 This experiment is performed for each axis, and the assumed model structure in (2.5) 
is fit to the swept sine experimental data to determine the transfer function parameters. The 
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The swept sine results for the X, Y and Z axes are shown in Figures 2.8, 2.9, and 2.10. The 
experimental data are compared to the axis models using Bode plots, which are a convenient 
method to represent the gain and phase of a system as a function of frequency. While the 
simple, linear plant models are not an exact match, they are suitable for determining 




Figure 2.8 Bode plot of the X axis swept sine experimental data and linear model. 
 




Figure 2.10 Bode plot of the Z axis swept sine experimental data and linear model. 
2.3 Control Design 
The emphasis on feedback control design is not on high performance. Instead, ILC is 
implemented to further improve tracking performance, which is discussed in Chapter 5. ILC 
implementation is discussed in Appendix E. The primary purpose of feedback control is to 
maintain stability and to track the reference within some neighborhood of the reference 
trajectory. 
This work uses a proportional-integral-derivative (PID) controller for feedback control, 
which is one of the most widely used controller structures [77]. PID controllers are relatively 
simple controllers with robust performance in a wide range of operating conditions [78]. The 
PID controllers for each axis are originally designed in MATLAB’s build in ‘pidtool’ designer 
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using the transfer function estimates, (2.8)-(2.10). The control gains (𝐾+, 𝐾& , 𝐾%) are selected 
to provide good gain and phase margin, and then tuned online to improve system tracking. The 
feedback controllers are used as baseline control methods for the 𝑋𝑌𝑍 motion system. The 
control gains that were experimentally tuned are listed in Table 2.2. 
Table 2.2 PID gains. 
Axis 𝑲𝒑 𝑲𝒊 𝑲𝒅 
X 6.0 0.7 0.2 
Y 4 0.7 0.2 
Z 6 1 0.3 
 
2.4 Reference Generation 
During real time implementation, the MicroLabBox controller sends position 
commands to the axes and a pressure input signal. The MicroLabBox controller outputs two 
control inputs during system operation (Figure 2.112.11). The first is a reference trajectory for 
the joint space frame, which is defined as a series of cartesian locations for the axes to follow 
in order to trace the as-designed shape {𝑥, 𝑦, 𝑧}.	Complementary research, outside the scope of 
this particular thesis, is used to generate scaffold designs through topology optimization, which 
might optimize parameters such as loading, weight reduction, bone ingrowth, and fluid flow 
[15]. The topology optimization algorithm outputs control points for Bezier curves (Figure 
2.12). The Bezier curves, however, represent points in space that are not equally spaced. For 
extrusion manufacturing, a constant feedrate, defined as the magnitude of the axes velocity 
vector, 𝑉 = p𝑉<D + 𝑉CD, is critical for smooth and consistent material deposition. Feedrate 
interpolation is a method to convert a path into a reference trajectory with a constant feedrate 
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[79]. This work uses a custom Bezier curve interpolator which utilizes an algorithm titled 
‘interparc’ from the MATLAB File Exchange [80]. Essentially, ‘interparc’ generates a new set 
of points that are uniformly spaced along the same curve. The script also includes steps to 
create ‘turnarounds’ for the axes to switch directions and move from line to line in the scaffold 
pattern (green lines in Figure 2.12). The MATLAB script to convert Bezier curves into 
reference trajectories is listed in Appendix B, and the script to generate a simple rectilinear 
scaffold pattern with a constant feedrate is listed in Appendix C.  
 
Figure 2.11 Diagram illustrating the two control signals including the reference trajectory for the 
machine axes and the pressure input signal. The reference trajectory is a series of points for the axes to 
follow, {𝒙, 𝒚, 𝒛}, and the pressure input signal is an analog voltage signal. The pressure regulator reduces 
the 100 psi wall pressure supply to a pressure value in the range 0-30 psi based on the value of the analog 




Figure 2.12 (a) Finite element model of a mandible with a defect filled with the optimal design for a bone 
scaffold (adapted from [15]). Scale bar is 6 mm. (b) A two-layer curvilinear bone scaffold design 
represented as Bezier curves. Scale bar is 3 mm. (c) Reference trajectory pattern for one of the layers 
from (b), where curved turnarounds (green lines) were added to ensure smooth flow between curvilinear 
rods. 
The second control input is a pressure value sent to the pressure regulator. This input 
is a vector of length N, where N is the time duration of the motion profile, with a constant value 
at each point in the vector. This constant value is an analog voltage signal sent to the pressure 
regulator. To achieve the desired output pressure, we use an experimentally determined 
mapping from output pressure to input voltage [70]. The pressure value (within the 0-30 psi 
range) required for material extrusion will vary with each material batch and will depend on 
the axis speed. Appendix I presents a method to determine the optimal pressure value to ensure 
proper material extrusion.  
2.5 Control Implementation  
Real-time implementation requires both ControlDesk, a dSPACE experiment software, 
and MATLAB Simulink, a block diagram environment for multidomain simulation and model-
based design. ControlDesk is a user-interface that communicates and logs data in real-time 
from the MicroLabBox controller, which sends input commands to and records data from the 
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material system. The controller design, which determines how the MicroLabBox updates input 
commands, is based on a Simulink control structure. A brief overview of the control design to 
real-time implementation workflow is shown in Figure 2.13.  
The first two steps are performed offline before real-time implementation. The first 
step is to design a control loop in Simulink (Figure 2.14). This control loop prescribes a set of 
rules for the MicroLabBox to follow during real-time operation to read sensor values and 
generate control inputs. The control loop contains dSPACE developed Real-Time Interface 
(RTI) Blocksets, which represent the actuation and sensing elements of the physical system: 
pressure regulator, axes encoders, and axes amplifiers, which are circled in Figure 2.14. Each 
of the RTI Blocksets is assigned to specific output channels on the MicroLabBox controller.  
The Main Control Loop of the Simulink simulation is outlined with a black line in 
Figure 2.14 which contains an open loop control system for pressure, and a closed loop 
feedback system to control each axis. The pressure control input is sent to the pressure regulator 
in open loop since it is difficult to measure the air pressure within the syringe and the pressure 
regulator contains an internal feedback loop. The RTI Blockset that represents the pressure 
regulator connected to the pressure output channel on the MicroLabBox is circled in red.  
A standard feedback control loop is used to stabilize and control each axis. Figure 2.14 
contains a single feedback loop for the X axis for illustration purposes, but the Y and Z axis 
loops are structured similarly. The feedback loop contains two subsystems, shown as green 
and blue boxes. The green box is the controller for the X axis, which contains a standard PID 
controller and a friction compensator (designed in Sections 2.2 and 2.3). The PID controller is 
implemented using Simulink’s PID Controller block. The control signal sent to the axis during 
real time implementation is the sum of the outputs from the PID controller and friction 
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compensator. The blue box contains the RTI Blocksets that represent the axis actuator (purple 
circle) and the axis encoder (yellow circle). The MicroLabBox sends the input signal calculated 
in the controller subsystem (green box) to the output channel connected to the axis actuator. 
The MicroLabBox also reads position feedback data from input channel connected to the axis 
encoder, which is used to calculate the axis position error for the negative feedback control 
loop. The Simulink model is then compiled into an executable file that is used in ControlDesk 
for real-time implementation (.sdf file). 
 
Figure 2.13 Control design to real-time implementation workflow. The first step performed offline before 
real-time implementation is to design the control loop in MATLAB Simulink. The second step is to build 
a Graphical User Interface (GUI) in the ControlDesk software. The executable file from the Simulink 
diagram is loaded into the ControlDesk experiment. For real-time implementation, the experiment is 
loaded onto the MicroLabBox controller, which sends input commands to the machine axes, {𝒙𝒅, 𝒚𝒅, 𝒛𝒅} 
and pressure regulator and receives position feedback from the axis encoders, {𝒙𝒂, 𝒚𝒂, 𝒛𝒂}. The 
MicroLabBox calculates the control inputs based on the control structure designed in the Simulink 
diagram. The MicroLabBox also communicates with the ControlDesk GUI during the experiment to plot 




Figure 2.14 Material system control loop designed in MATLAB Simulink. The control system contains 
two loops shown in the top box outlined in a black line. The pressure input is sent to the pressure 
regulator using an open loop command structure. The pressure value in psi units is converted to Volts 
before it is sent to the output channel connected to the pressure regulator. The RTI Blockset configured 
for the pressure regulator is circled in red. A standard closed loop feedback diagram is used to control 
each axis. This diagram illustrates only the feedback loop for the X axis, but the loops for the Y and Z 
axes are similar. The green box represents the control subsystem, which is shown in the bottom left as the 
box with a green outline. The control input to the axes is a sum of the output from a standard PID 
controller and a friction compensator. The blue box represents the motor subsystem and is shown in the 
bottom right outlined with a blue line. The control input calculated in the green box is sent to the axis 
amplifiers, which are connected to the RTI Blockset circled in blue. The MicroLabBox receives position 
and velocity feedback from the axis encoders, which are connected to the RTI Blockset circled in yellow. 
The axis position is then compared to the axis reference, r_x, to calculate the error. 
The second step is to design a Graphical User Interface (GUI) in the ControlDesk 
environment, which enables the user to plot data in real-time, change variables during 
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operation, and save logged experimental data for data analysis. The .sdf file is loaded into the 
GUI to link variables in the Simulink model to graphical instruments in the GUI.  
For real-time operation, the experiment is initiated in the ControlDesk GUI, which runs 
the Simulink simulation on the MicroLabBox. The black dashed lines in the green box in 
Figure 2.13 represent communication channels where information is passed in real time. The 
MicroLabBox sends position input commands to each of the axes and a pressure input signal 
to the regulator and receives position feedback from the axes encoders at each sampling point 
in the experiment. The MicroLabBox also sends the information from the axis encoders to the 
ControlDesk GUI to plot data in real-time. Appendix L includes the steps to store the recorded 
data from the experiment.  
In summary, Simulink is used to design the controller and simulation structure, 
ControlDesk is the user-interface, and the MicroLabBox is the platform that communicates to 
the material system actuators. Instructions on how to run ControlDesk and move the 
positioning system are listed in Appendix A.   
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Chapter 3     
Direct Process Control to Improve Material 
Placement 
As discussed in Chapter 1, one of the current shortcomings of extrusion printing is low 
spatial resolution [81], which ultimately limits the functionality of printed constructs [17], [61]. 
There are three critical research gaps in the bioprinting literature that contribute to reduced 
spatial resolution in the material deposition and resulting errors in the task space frame. First, 
there are limited process sensing tools to evaluate the accuracy of printed constructs. The 
development of process sensing tools embedded in the printing process will allow for the 
evaluation of material deposition in the task space frame. Second, established quantitative 
metrics to evaluate the geometric accuracy of bioprinting constructs do not exist. Without 
baseline measurements and an established benchmark performance, it is difficult to determine 
relative fabrication improvements between printing platforms and techniques. Third, there are 
limited efforts in process control development. Process control involves modifying the control 
inputs (such as the axes motion or pneumatic extrusion pressure) based on the results of process 
monitoring to improve system performance. There are some limited efforts in assessing and 
quantifying geometric defects in the bioprinting literature [16], [37], [38], but these 
assessments are performed post process, the sensing tools are separate from the printing 
platform, and there is currently no solution to correct for the measured errors. Addressing all 
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three gaps would enable the field of extrusion bioprinting to measure, quantify, and improve 
fabrication to satisfy biological requirements.  
This Chapter presents a process monitoring and control strategy for extrusion-based 
fabrication that addresses all three gaps to improve material deposition for single or multi-layer 
parts. The strategy uses a non-contact laser displacement scanner presented in Chapter 2 that 
measures both the spatial material placement and width of the deposited material. A custom 
image processing script uses the laser scanner data and defined error metrics for assessing 
material deposition. To implement process control, the script then uses the error metrics to 
modify control inputs for the next deposition iteration in order to correct for the errors. A key 
contribution is the definition of a novel method to quantitatively evaluate the accuracy of 
bioprinted constructs. The process monitoring and control strategy is then implemented on the 
extrusion-printing system presented in Chapter 2 to evaluate system performance and 
demonstrate improvement in both material placement and material width.  
The process monitoring and control method is first applied to single layer curvilinear 
patterns to correct for a single material error metric. The method is then extended to multiple 
error metrics and multi-layer parts to improve precision of spatial material placement. Future 
work involves extending the approach to multi-layer parts with curvilinear features. 
3.1 Material Placement Error Definitions  
The precision of material deposition is reflected in both the physical location of the 
extruded material (material placement) relative to the target location in the task space frame, 
as well as in the local dimensions of the extruded material. Here, the dimension of interest is 
the width of the extruded material.   
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Material placement is defined as the location of the deposited material in the task space 
frame. In most extrusion printing processes, users assume that precise motion in the joint space 
frame leads to precise material placement in the task space frame. However, there is no 
guarantee that perfect regulation in the joint space frame leads to the desired task space results, 
i.e. (𝑥, 𝑦, 𝑧) ≠ (𝑥#, 𝑦#, 𝑧#).  
Material width is defined as the width of the deposited material along the trajectory. In 
many extrusion printing processes, users use a constant pneumatic or screw-driven input to the 
syringe barrel and assume the material width remains constant along the trajectory. Without 
process control in the task space frame, however, there is no guarantee material width remains 
constant. The material width can vary along the deposition path for a number of reasons, 
including variability of the speed of the axes and tight corners in the desired trajectory. The 
width of the extruded material changes depending on the speed of the axes; a faster speed will 
lead to a reduction in the material width relative to a slower speed given the same pneumatic 
or screw-driven input. Moreover, regions of a desired trajectory with tight corners can lead to 
material buildup and an increase in width. In this work, the term “material deposition errors” 
refers to both the material placement and material width errors.  
3.1.1 1D and 2D Error 
The proposed process monitoring and control strategy seeks to improve two error 
metrics (Figure 3.1). The one-dimensional task space error, 𝑒;H, is the material placement error 
and is defined as the difference between the as-designed reference trajectory and the material 
centerline estimate (Figure 3.1 left). Without process control, the material centerline is 
expected to differ from the as-designed reference trajectory, shown as a red dashed line. The 
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two-dimensional task space error, 𝑒DH, is the material width error and considers the material 
width along the deposited material trajectory to ensure consistent flow and to eliminate regions 
of material buildup (Figure 3.1 right). The 2D error is defined as the difference between the 
desired width, which is a function of the nozzle size, and the material width at each point along 
the path. Similarly, without direct process control, the material width is expected to be 
inconsistent along the curve, with regions of too much (overbuild) or too little (underbuild) 
deposited material relative to the reference width, shown as the region outlined with a blue 
dashed line.  Precise material deposition requires that both error metrics are small, meaning 
the material centerline aligns with the reference trajectory, and the extruded rods have the 
proper width along the path.  
 
Figure 3.1 Left: The one-dimensional task space error, 𝒆𝟏𝑫, is defined as the difference between the 
desired trajectory (red dashed line) and the material centerline (yellow dotted line). Right: The two-
dimensional task space error, 𝒆𝟐𝑫, is defined as the difference between the desired width (region outlined 
by the blue dashed line), which is a function of the nozzle width, and the material width along the curve. 
Image from [71]. 
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3.1.2 Quantitative Error Metrics for Part Assessment  
This work also defines quantitative error metrics to assist in classifying parts as ‘good’ 
or ‘bad’ in terms of printing accuracy. The error at each point along the path is combined into 
an error vector. The error vectors, 𝑒;H and 𝑒DH, are vectors of length 𝑁, where 𝑁 is the number 
of data points in the reference trajectory vector. The reference trajectory is a series of cartesian 
locations that define the desired material path. The vector norm is commonly used to measure 
the magnitude represented in the vector elements. This work utilizes the two-norm of the task 
space errors, ‖𝑒;H‖D and ‖𝑒DH‖D,	which corresponds to the root mean square (RMS) error, and 
is defined as ‖𝑒‖D = p𝑒;D + 𝑒DD +⋯+ 𝑒ID, for a vector 𝑒 of length 𝑁. A reduction in the 
‖𝑒;H‖D implies the material centerline is shifted closer to the reference trajectory throughout 
the part, and a reduction in ‖𝑒DH‖D indicates more consistent material width throughout the 
part.  
A precise part has both low ‖𝑒;H‖D and ‖𝑒DH‖D. The thresholds for each two-norm to 
classify a part as ‘good’ or ‘bad’, however, will be different for each application. Thus, this 
work further defines normalized error metrics, 𝐸t;H and 𝐸tDH, in order to define generalized 
error metrics. For the 1D error, the two-norm is normalized with respect to the length of the 
reference trajectory: 𝐸t;H =
‖.*+‖$
K
, where 𝐿 is the total length of the reference trajectory. For 
the 2D error, the two-norm is normalized with respect to the projected area of the material 
projected on the XY plane. The projected area is calculated as the product of 𝐿 and the nozzle 
size, 𝑁𝑆. For the purpose of this work, a ‘good’ part is defined when both 𝐸t;H ≤ 0.15  and 




Figure 3.2 The normalized error evaluation plot, which plots the normalized error metrics, 𝑬:𝟏𝑫 and 𝑬:𝟐𝑫, 
to assist classifying parts as ‘good’ or ‘bad’. The green box represents the error range for a part with 
acceptable error, where 𝑬:𝟏𝑫 ≤ 𝟎. 𝟏𝟓  and 𝑬:𝟐𝑫 ≤ 𝟎. 𝟏𝟓. Image from [71]. 
To better understand how a norm translates to a geometric error definition, we provide 
a mapping example between an error value and a norm (Figure 3.3). For the bone scaffold 
application in this work, with a specific reference trajectory length (245 mm) and nozzle size 
(51 𝜇m), the normalized error metric thresholds defined above correspond to the following 
two-norm bounds: ‖𝑒;H‖D ≤ 30 and ‖𝑒DH‖D ≤ 20.  A ‖𝑒;H‖D = 30 indicates that on average, 
the material centerline, 𝑐)L( , 𝑖s shifted from the reference, 𝑟𝑒𝑓,	by a distance equal to 25% of 
the nozzle size (Figure 3.3 left). Moreover, a  ‖𝑒DH‖D  = 20 indicates that on average the actual 
material width, 𝑊L6( , differs from the desired width, 𝑊%.',	by a value equal to approximately 





Figure 3.3 Illustration to map an error norm to an average error value. We analyze an extruded rod in 
the XY plane. The 1D error is defined as the difference between the material centerline, 𝒄𝒎𝒂𝒕, and the 
reference trajectory, 𝒓𝒆𝒇. A ‖𝒆𝟏𝑫‖𝟐 equal to 30 indicates that on average, the material width, 𝑾𝒂𝒄𝒕	,is 
shifted from the desired width, 𝑾𝒅𝒆𝒔,	by a distance equal to 25% of the nozzle size. A ‖𝒆𝟐𝑫‖𝟐 equal to 20 
indicates that on average, 𝑾𝒂𝒄𝒕	differs from 𝑾𝒅𝒆𝒔 by a value equal to 18% of the nozzle size. Image from 
[71]. 
3.2 Test Patterns  
This work uses a few types of fabrication patterns to demonstrate the effectiveness of 
the process monitoring technique. The first round of experiments uses the proposed process 
monitoring and control technique to correct for the 1D error for curvilinear single layer 
patterns. The second round of experiments corrects for both the 1D and 2D error for a 
rectilinear, two-layer scaffold pattern.   
3.2.1 Single Layer Curvilinear Patterns 
To evaluate 1D error correction, the process monitoring approach is first applied to 
three types of reference trajectories commonly used in the bioprinting literature. After a 
thorough literature assessment, the extrusion-based biofabrication techniques can be grouped 
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into three categories based on the type of motion profile used for fabrication (Figure 3.4). The 
categories are on a spectrum. On one end is the Rectilinear with Turnarounds classification, 
shown in the top box in Figure 3.4, which uses rectilinear patterns with turnarounds to trace 
out curved boundaries. This type of fabrication pattern is common when standard G-code is 
used as a motion path for the 3D printer. Typically, the machine software slices the as-designed 
CAD file into layers with a specific infill path, which is a repetitive structure used to take up 
space inside a given shape within a single layer. The examples in Figure 3.4 include a human 
scale ear [82] and an aortic valve [83] that each use rectilinear lines to trace out internal and 
external curved features.  
On the other end of the spectrum is the Direct Curvilinear classification, shown as the 
bottom box in Figure 3.4. For this classification, the curvilinear patterns are fabricated directly. 
The curvilinear structure is user-defined and the ink is extruded directly along the curved paths. 
The examples in Figure 3.4 include the fabrication of microvasculature [84], bone scaffolds 





Figure 3.4 The three categories of extrusion-based bioprinting trajectories: rectilinear with turnarounds, 
curvilinear with turnarounds, and direct curvilinear. (a) Image of a 3D printing process organ 
fabrication, which uses a rectilinear pattern to fabricate a layer of an ear construct (adapted from [82]). 
Scale bar is 0.5 mm. (b) Photograph of the final 3D printed ear cartilage construct [82]. (c) A single layer 
of the STL file for an aortic valve construct [83]. The printing software sliced the geometries into layers 
and generated extrusion paths for each layer (red: contour, green: fill-in-paths). Scale bar is 10 mm. (d) 
The final printed valve construct [83]. Scale bar is 10 mm. (e) Finite element model of a mandible with a 
defect filled with the optimal design for a bone scaffold (adapted from [15]). Scale bar is 5 mm. (f) CAD 
model for two alternating layers of the curvilinear bone scaffold design [15]. Scale bar is 2 mm. (g) 
Reference trajectory pattern for one of the layers from (f), where curved turnarounds (green lines) were 
added to ensure smooth flow between curvilinear rods. Scale bar is 5 mm. (h) Schematic of the 
fabrication of a fugitive ink into a physical gel reservoir for printing of microvascular networks from 
[84]. Scale bar is 10 mm. (i) Image of a printed porous bone scaffold with continuous curvilinear rods 
(adapted from [38]). Scale bar is 1 mm. (j) A 3D rendering of a printed convoluted proximal tubule 
acquired by confocal microscopy (adapted from [85]). Scale bar is 1 mm. Image from [86]. 
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The third classification, Curvilinear with Turnarounds, lies in the middle between the 
other two (middle box, Figure 3.4). This category has features from both sides of the spectrum. 
Similar to the Rectilinear with Turnarounds group, turn arounds (illustrated as green lines in 
Figure 3.4g) are used to ensure manufacturability and to change axis directions. The rods in 
between turnarounds (illustrated as blue lines in Figure 3.4g), however, are curvilinear, similar 
to the Direct Curvilinear group. Fabrication of the pattern shown in Figure 3.4g is a continuous 
process and the two colors are used to highlight the turn around and rod regions. This type of 
fabrication pattern is common for scaffold fabrication, specifically lattice structures with 
curved rods. The example application in this classification is patient-specific bone scaffolds 
with spatially-varying architecture for complete bone regeneration (Figure 3.4e-g) [15]. The 
non-periodic scaffold is designed using topology optimization techniques to obtain maximal 
stiffness for a prescribed porosity in order to promote osteointegration [15].  
This work uses an example fabrication pattern from each group to demonstrate the steps 
and effectiveness of the process monitoring technique for 1D error correction. Specifically, we 
use the aortic valve reference trajectory (Figure 3.4c) to represent the Rectilinear with 
Turnarounds group, the bone scaffold reference trajectory (Figure 3.4g) for the Curvilinear 
with Turnarounds group, and the proximal tubule reference trajectory (Figure 3.4j) for the 
Direct Curvilinear Group.  
3.2.2 Multi-Layer Rectilinear Pattern 
To evaluate both 1D and 2D error correction, and to extend the approach to multiple 
layers, we then apply the process monitoring technique to a two-layer square lattice pattern 
reference trajectory (Figure 3.5). For this raster pattern the axes move at a constant velocity of 
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4 mm/s along the straight lines, and 2 mm/s around the turnarounds. Layer 1 is shown in Figure 
3.5 and Layer 2 is this pattern rotated 90 degrees. The rod lengths and spacing are specific to 
our application of bone a replacement material [25], [67].  
 
Figure 3.5 Layer 1 of a square lattice pattern used to evaluate the 1D and 2D error correction method. 
The pattern for Layer 2 is Layer 1 rotated 90 degrees. The starting location is indicated by a black 
asterisk, and the direction of travel shown as a black arrow.  
3.3 Process Monitoring Steps 
The process monitoring technique uses direct process feedback in the task space frame 
to monitor spatial material placement. The main goal of the technique is to use the laser scanner 
data to redefine the control inputs to achieve the as-designed material placement in the task 
space frame for single or multi-layer parts. For a pneumatic extrusion system, two control 
inputs we can modify to improve material deposition include the axes paths and the pneumatic 
input signal. The axes paths will affect the spatial material placement and the pressure input 
will affect the material width. The axes motions along the path can be modified to improve the 
material placement and reduce the 1D error. Moreover, the pneumatic input signal can be 
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modified along the reference trajectory to reduce the 2D error and eliminate regions of material 
overbuild or underbuild.  
The full process monitoring and control strategy requires three main steps, listed in 
Figure 3.6. The first step, Material Testing, contains three intermediate tests and is performed 
to correct for and reduce the 2D error. The material tests determine an estimate of the material 
extrusion delay in the system and determine how the pressure input and axes velocities affect 
the material width. The extrusion delay information is then used in the Path Training step, 
where the system fabricates each of the layers individually. The extruded layers in this step 
will not be used in application and are instead solely used to define and correct for the 1D task 
space error. We then use the task space errors to determine the modified control inputs. In the 
final step, the modified control inputs for each of the layers are combined to fabricate a multi-
layer part with reduced errors and defects. The following sections review each of these steps 
in more detail.  
 
Figure 3.6 The three steps of our process monitoring and control strategy for a two layer part, for 
example. Material Testing requires three experiments: Extrusion Delay, Pressure and Velocity Tests. In 
the Path Training step, we learn the modified reference trajectories for Layer 1 (𝒓𝒆𝒇𝒎,𝑳𝟏) and Layer 2 
(𝒓𝒆𝒇𝒎,𝑳𝟐). In the final Multi-Layer Print, the modified reference trajectories are combined to fabricate a 
multi-layer part. Image from [71]. 
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3.3.1 Material Testing  
The extrusion mechanism has a time delay between when a signal is sent to the pressure 
regulator and when material is extruded. Here we present a simple experiment to determine an 
estimate of this extrusion delay, 𝜏, to improve process control and material deposition. The 
original pressure input signal is a constant value throughout the entire trajectory. The extrusion 
delay is required to know how far in advance we should modify the pressure signal to correct 
regions of the reference trajectory with material overbuild (decrease pressure) or material 
underbuild (increase pressure).  
The reference trajectory for this experiment is a simple straight line, single axis motion 
with length 𝐿M with constant velocity, 𝑣𝑒𝑙). The axis moves a distance equal to 𝐿M but, due to 
𝜏, the total material length is 𝐿), with 𝐿) < 𝐿M. This experiment is illustrated in Figure 3.7, 
where the axis motion starts at the white X marks but, due to 𝜏, the material start point is shifted 
in space, i.e. delayed in time. Here we use the distance formula to estimate 𝜏: (𝐿M − 𝐿)) =
𝑣𝑒𝑙 ∗ 𝜏. A larger difference between 𝐿M and 𝐿) implies a larger extrusion delay. We use the 
laser scanner and an image processing script to determine 𝐿), and use the distance formula to 





Figure 3.7 Extrusion delay test, where the axis moves a distance equal to 𝐋𝐫 with constant speed, 𝐯𝐞𝐥. Due 
to the extrusion delay, there is a gap between the axis starting point, indicated by a white X, and the 
material starting point. The laser scanner is used to determine an estimate of the material length, 𝐋𝐦. 
Image from [71]. 
While the extrusion delay experiment determines at what time we should modify the 
pressure input signal, the pressure and velocity tests are necessary to determine how much we 
should modify the pressure input signal. For the pressure experiment (Figure 3.8, left), a single 
axis moves the extruder along a straight line at a constant velocity. Every 5 mm, the pressure 
input signal is increased by 1 psi. The laser scanner and a custom image processing script 
determine the resulting material width. A relationship between the pressure input signal and 
material width is determined from the experimental data. For our material, we found the 
pressure and material width have a linear relationship.  
Many reference trajectories include velocities that change along the trajectory. For a 
square lattice trajectory, for example, the axes speeds decrease at turn arounds to improve 
material adhesion to the substrate when the axes change directions. Without this slow down, 
the material drags as the axes change directions (data not shown). This speed modification, 
however, can lead to material buildup at turn arounds if the pressure remains constant. Thus, 
the pressure must decrease at turnarounds to compensate for material buildup. Here we perform 
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a Velocity Test to predict how much the material width will increase when the axes velocities 
reduce at turn arounds. For the Velocity Test (Figure 3.8 right), a single axis moves the extruder 
along a straight line with a constant pressure signal and increasing velocity. Every 5 𝑚𝑚, the 
axis velocity increases by 1 𝑚𝑚/𝑠. Similarly, we use the laser scanner and a custom image 
processing script to determine the resulting material width. For our material, we found that the 
experimental velocity and material width data can be fit by a power law equation.  
 
Figure 3.8 Left: Pressure Test to determine the relationship between pressure input and material width. 
A single axis moves at a constant velocity along a straight line, and the pressure input is incrementally 
increased. Right: Velocity Test to determine the relationship between axis velocity and material width. 
The axis moves along a straight line with a constant pressure input and the axis velocity is incrementally 
increased. Image from [71]. 
To provide an example of how the material tests are implemented for process control 
in order to reduce the 2D error, we use the two-layer square lattice pattern reference trajectory 
presented in Section 3.2.2. The power law fit for the velocity versus width curve (Figure 3.8, 
right) is 𝑊 = 2(𝑣𝑒𝑙)!B.?, where 𝑊 is the material width. Thus, we can predict a width increase 
of ∆𝑊 = 2(2)!B.? − 2(4)!B.? = 0.48	𝑚𝑚 when reducing the velocity from 4 to 2	𝑚𝑚/𝑠. We 
can now use the Pressure Test (Figure 3.8 left) to adjust the pressure input signal to compensate 
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for this width increase. The experimental data are fit with a linear equation of 𝑊 = 0.17𝑝 −
0.99. With ∆𝑊 = 0.48, ∆𝑝 = B.=?5.FF
B.;E
= 3	𝑝𝑠𝑖. Thus, at turn arounds, we need to reduce the 
pressure by 3 psi to avoid material buildup.  
Further, we use the extrusion delay estimate to determine at what time the pressure 
input signal should be reduced so that the error correction occurs at the correct location. For 
the turnaround highlighted in the zoomed-in view in Figure 3.8, the pressure input signal is 
reduced 𝜏 seconds before the start of the turnaround, indicated by a red asterisk. At the end of 
this step, we have a modified pressure input signal that will reduce material buildup at turn 
arounds. The results of implementing this correction to correct for 2D error are presented in 
Section 3.4.  
 
Figure 3.9 Square lattice pattern where the axes move at 4 mm/s along the black lines, and at 2 mm/s 
along the red turnaround lines, in order to improve material adhesion to the substrate. The starting 
location is indicated by a black asterisk, and the direction of travel shown as a black arrow. The zoomed-
in turnaround highlights how the extrusion delay estimate, 𝝉, is used for process control. To compensate 
for the system’s extrusion delay, the pressure input signal is reduced 𝛕 seconds before the start of the 
turnaround location (red asterisk). Image from [71]. 
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3.3.2 Path Training  
Material path training is performed to monitor and correct for the 1D error. In this step, 
the system fabricates the paths of each layer individually to learn the modified axes paths in 
the joint space frame in order to improve material deposition in the task space frame. The 
technique is a five-step, automated process (Figure 3.10) that compensates for the error pattern 
by adjusting the path the machine axes follow in the joint space frame.  
 
Figure 3.10 The five-step process monitoring and control method for Path Training. 
3.3.2.1 Steps 1 and 2: Fabricate and Scan Original Prints 
The first step is to fabricate the Original Prints for Layers 1 and 2, defined as the 
material extrusion using the original axes reference trajectories and pressure signal, which is a 
constant value along the trajectory. As illustrated in Figure 3.10, the spatial material placement 
is expected to differ from the as designed reference trajectory, and the material width is 
expected to be inconsistent along the path. In the second step, the axes move the laser scanner 
across the Original Prints after each pattern is fabricated.  
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3.3.2.2 Steps 3: Data Processing 
The third step, Data Processing, uses a custom image processing algorithm to calculate 
the 1D and 2D errors, and to determine the modified axes paths in the joint space frame using 
the 1D error. The image processing algorithm contains seven main steps shown in Figure . The 
inputs to the script include the 3D point cloud data from the laser scanner and the Material Test 
results. The output includes the 1D and 2D errors, in addition to the modified input signals for 
the Corrected Print. We use the square lattice pattern (Figure 3.11) to illustrate the steps of the 
image processing algorithm. The first step, Step A, is to project the 3D point cloud data onto 
the XY plane. In Step B, we convert the 2D matrix to a binary image and to determine the 
edges of the material using the built in ‘edge’ Matlab function. In Step C the two edges in the 
binary image are converted back to XY coordinates and split into an inner and outer path, 
shown as red and green lines in Figure 3.11. Next, in Step D, the algorithm steps through the 
inner edge path (green line) point by point to determine the material centerline and width. We 
project the normal vector from each inner edge point (green asterisk) to find an intersecting 
point on the outer edge (red asterisk). The distance (length of cyan blue line) and midpoint 
(black asterisk) between the two points are the material width and the centerline, respectively. 
The width and material centerline vectors are a collection of the calculations along the entire 
path. The 1D and 2D errors are calculated in Step E using the centerline and width vectors.  
In Step F, the error vector is used to modify the axes paths using the mirror approach 
[87]. First, the algorithm determines the compensation vector by taking the mirror image of 
the error vector with respect to the reference trajectory (Figure 3.12). The modified reference 
trajectory (red solid line) is the locus of points at the heads of all compensation vectors for all 
points on the nominal reference trajectory. The modified reference trajectory is the modified 
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machine axes path in the joint space frame to produce an actual material path that coincides 
with the as-designed trajectory. Figure 3.11f compares the modified reference trajectory to the 





Figure 3.11 Diagram illustrating the seven main steps of the custom image processing algorithm, which 
uses the laser scanner data and Material Testing results to calculate the task space errors and modified 




Figure 3.12 Example path representing the mirror approach. Image from [86]. 
The control points contained in the modified reference trajectory vector are not 
necessarily equally spaced, resulting in a non-constant speed along the curve. In CNC 
machining, the tool speed along a curve is termed the feedrate. There are a number of real-time 
interpolation algorithms designed to move CNC machines at a constant feedrate to ensure a 
smooth cut or surface finish [88]–[90]. In AM, it is equally as important to move the axes and 
extruder head along a curve at a constant rate to ensure smooth material flow and therefore 
uniform ink width along the path. A non-constant axis speed would result in uneven material 
widths along the curve; higher rates would lead to thinner ink width while slower rates would 
lead to thicker ink widths.  
Thus, Step F of the algorithm also converts the modified reference trajectory to the 
required format with a constant feedrate for real-time implementation on the machine axes. 
The algorithm interpolates the modified reference trajectory to ensure a constant speed along 
the curve using an algorithm titled ‘interparc’ from the MATLAB File Exchange that is readily 
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available to the public [80]. ‘Interparc’ generates a new set of points that are uniformly spaced 
along the same curve. Figure 3.13 shows the speed along the modified reference trajectory for 
the scaffold pattern before (blue solid line) and after (red dashed line) feedrate interpolation. 
After interpolation, the axes and extruder head move along the curve at a constant rate, here 3 
𝑚𝑚/𝑠.  
 
Figure 3.13 Speed along the bone scaffold reference trajectory curve before and after interpolation. After 
interpolation, the speed remains at 3 mm/s along the entire curve. Image from [86]. 
Finally, in Step G, the Material Testing results are used to modify the pressure input 
signal along the path to avoid material buildup at turnarounds. The custom image processing 
script is listed in Appendix F. 
3.3.2.3 Steps 4 and 5: Fabricate and Scan Corrected Prints 
After the Data Processing step, the fourth step of the Path Training test includes 
fabrication of Corrected Prints of Layers 1 and 2, defined as the material extrusion using the 
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modified control inputs. Relative to the Original Prints, the material centerline is expected to 
be more aligned with the as-designed reference trajectory, and the material width is expected 
to be more consistent along the path. Finally, the laser scanner is again used in step 5 to verify 
improvement in the 1D and 2D errors. The five step method can be implemented multiple times 
to further improve the error metrics. For a second iteration of correction, the ‘Corrected Print’ 
is now the ‘Original Print’ and the modified control inputs from the first iteration are used as 
the original reference trajectories for the second iteration.  
3.3.3 Multi-Layer Print 
The final step of our Process Monitoring and Control Strategy (Figure 3.10) involves 
combining the modified control inputs for each layer and fabricating a multi-layer print. Both 
the modified axes paths and modified pressure input signals are combined for Layers 1 and 2. 
Z-axis motion is added between the two layers to ensure Layer 2 is built on top of Layer 1. The 
resulting print is expected to have fewer errors and defects relative to a multi-layer print 
fabricated with the original control inputs due to direct process monitoring and control. 
Additionally, by repeating Layers 1 and 2, structures of many layers can be fabricated. 
 3.4 Results 
This section presents the results of applying the process monitoring technique to the 
reference trajectories presented in Section 3.2. Section 3.4.1 presents the results of 1D error 
correction for single layer curvilinear patterns. 1D error correction for single layer parts only 
requires Step 2, Path Training, in the process monitoring method (Figure 3.6). Section 3.4.2 
presents the results of 1D and 2D error correction for multi-layer raster patterns. 1D and 2D 
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error correction for multi-layer parts requires all three steps outlined in Figure 3.6: Material 
Testing, Path Training and Multi-Layer Printing.  
3.4.1 Single Layer Curvilinear  
3.4.1.1 Original Prints 
For the Original Print of all three reference trajectories, the material path in the task 
space frame differs from the as-designed reference trajectory and the axes motion in the joint 
space frame, motivating the need for direct process control. The data plotted in Figure 3.14 
compare the material centerline estimate (red dashed line), axes motion (blue solid line), and 
reference trajectory (black dotted line) for the Original Print. These three vectors are plotted 
on top of the laser scanner data projected onto the XY plane (cyan blue region). The material 
and axes data are from the Original Print before the process control method is applied. The 
material centerline fit (red dashed line) is the estimate of the material path of the actual print, 
which differs from the desired material path (black dotted line). Further, the material centerline 
fit may not always track the axes path (blue solid line), illustrating the discrepancy between 






Figure 3.14 The 2D material data points (cyan blue shaded region), material centerline fit (red dashed 
line), machine axes path (blue solid line), and reference trajectory (black dotted line) for each reference 
pattern. The black dotted line is the desired print and the red dashed line is the actual print. (a) Aortic 
reference trajectory, (b) scaffold reference trajectory, and (c) tubule reference trajectory. The data 




3.4.1.2 Corrected Prints 
After the process sensing control method is applied, there is noticeable improvement 
in spatial material placement for all three reference trajectories. Figure 3.15 shows an image 
overlay for each pattern to compare images of extruded material between the Original and 
Corrected Prints. The images were captured directly above the fabricated pattern on top of the 
black substrate and show a top down view of the XY plane in the task space frame. The white 
material is the fabrication pattern of the Original Print where the nominal reference trajectory 
was used in the joint space frame. The shaded material with reduced transparency is the 
fabrication pattern of the Corrected Print after application of the process monitoring technique 
where the modified reference trajectory was used in the joint space frame. The as-designed 
reference trajectory is shown as a black dashed line. For all three reference trajectories, the 
blue material path (Corrected Print) more closely tracks the as-designed reference trajectory 




Figure 3.15 Image overlay for each fabrication pattern. The white material is the fabrication pattern of 
the Original Print and the light blue with reduced transparency is the fabrication pattern of the 
Corrected Print. The as-designed reference trajectory for each pattern is shown as a black dashed line. 
(a) Aortic reference trajectory, (b) scaffold reference trajectory, and (c) tubule reference trajectory. 
Image from [86]. 
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The task space error is reduced along each of the reference trajectories. Figure 3.16 
shows the magnitude of the task space error plotted spatially for each example reference path 
with the as-designed reference trajectory as a black dashed line. The color shading of the 
trajectory shows the error magnitude at each point on the reference trajectory. The scale bar 
for the color shading is on the right-hand side, where a darker red color indicates a larger error. 
The XY plots on the left and right side represent the task space errors from the Original and 
Corrected Prints, respectively. For all three reference trajectories, the color shading for the 




Figure 3.16 The task space error magnitude at each point on the reference trajectory represented as color 
shading of the trajectory. The scale bar for the color shading of each reference is on the right side, with a 
darker color representing a larger error magnitude. The XY plots on the left and right show the task 
space error for the Original and Corrected Prints, respectively. (a) Aortic reference trajectory, (b) 
scaffold reference trajectory, and (c) tubule reference trajectory. Image from [86]. 
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Modifying the axes reference trajectory in the joint space frame resulted in a material 
path that was more aligned with the as-designed reference trajectory. The images in Figure 
3.17 illustrate two additional outputs of the custom image processing algorithm for each 
reference pattern: the modified reference trajectories and the material centerline estimates. The 
images on the left-hand side compare the nominal axes reference trajectory, ‘Ref Orig’ that is 
used to fabricate the Original Print, with the modified axes reference trajectory, ‘Ref Corr’ 
used to fabricate the Corrected Print. The images on the right-hand side compare the material 
paths resulting from the two different reference trajectories. The as-designed reference 
trajectory is shown as a black dotted line, the material centerline for the Original Print is shown 
as a red dashed line, and the material centerline estimate for the Corrected Print is shown as a 
green solid line. The images on the right-hand side of Figure 3.17 illustrate that the material 
path for the Corrected Print is shifted closer to the as-designed reference trajectory by using 




Figure 3.17 Left: Comparison of the nominal reference trajectory (black dotted line, Ref Orig) used to 
fabricate the Original Print with the modified reference trajectory (green solid line, Ref Corr) used to 
fabricate the Corrected Print. Right: Comparison of the material path from the Original Print (red 
dashed line, Mat Orig) to the material path from the Corrected Print (green solid line, Mat Corr). The 
black dotted line shows the as-designed reference trajectory. (a) Aortic reference trajectory, (b) scaffold 




 Table 3.1 lists the quantitative error metrics for each example reference pattern for 1D 
error correction. The first metric is the 2-norm of the task space error, which corresponds to 
the root mean square (RMS) error. The second metric is the infinity-norm of the task space 
error, which is the maximum absolute value of the entries of a vector. For the aortic valve 
reference, there is an 11% decrease in the 2-norm and a 19 % decrease in the infinity-norm. 
For the bone scaffold pattern, there is a 32% decrease in the 2-norm and a 49% in the infinity-
norm. For the tubule pattern, there is a 33% decrease in the 2-norm and a 62% decrease in the 
infinity-norm. 
Table 3.1 Quantitative error metrics comparing the Original and Corrected Prints. 
 Error Metric 














Aortic 26.5 23.4 11% 0.6 0.5 19% 
Scaffold 35.5 24.2 32% 0.9 0.5 49% 
Tubule 17.7 11.9 33% 0.5 0.2 62% 
 
3.4.2 Two-Layer Raster Pattern 
1D and 2D error correction for a two-layer raster pattern requires all three steps of the 
process monitoring technique outlined in Figure 3.6. Material Testing is required to determine 
how to modify the pressure input signal to improve the 2D error. Path Training is performed 
to determine how the axes motion profile should be modified to improve material placement. 
The final multi-layer print combines the modified control inputs for each layer to fabricate a 
part with improved precision.    
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3.4.2.1 Material Testing  
The results for the three steps of Material Testing were shown above in Figures 3.7 and 
3.8. For the extrusion delay test, the reference was a straight line with 𝐿M = 16	𝑚𝑚 and a 
𝑣𝑒𝑙 = 4	𝑚𝑚/𝑠. The average material length from 10 experiments was 𝐿) = 15.7	𝑚𝑚	 ±
0.07	𝑚𝑚, resulting in an average extrusion delay of 𝜏 = 0.075	𝑠	 ± 	0.017	𝑠. The pressure and 
velocity experimental data are shown in Figure 3.8, and the linear and power law fits are listed 
in Section 3.3.1.  
3.4.2.2 Modified Control Inputs 
The control inputs for the Original Print were the original reference trajectory (Figure 
3.5) and a constant pressure signal. The modified control inputs for the Corrected Prints for 
Layers 1 and 2 are shown in Figures 3.18 and 3.19. The modified axes paths for each Layer 
are shown in Figures 3.18 as blue lines and were determined using the 1D error. The axes 
motions in the joint space frame were modified to improve the material placement in the task 




Figure 3.18 Comparison of the nominal reference trajectory (red dotted line, Orig ref) used to fabricate 
the Original Print with the modified reference trajectory (blue dashed line, Mod Ref) used to fabricate 
the Corrected Print. The starting location is indicated by a black asterisk. Image from [71]. 
The modified pressure input signal for Layer 1 to correct for the 2D error is shown in 
Figure 3.19. The original pressure input signal used for the Original Prints was a constant value 
of 9 psi throughout the entire trajectory. Using the results from the Material Testing, discussed 
in Section 3.3.1 the pressure input signal was reduced by 3 psi at the turnarounds for the 
Corrected Prints. The pressure input signal was reduced 𝜏 seconds before the turnaround started 
and ended to compensate for the extrusion delay, indicated by red arrows on the right side of 




Figure 3.19 Left:  The modified pressure input signal plotted spatially for the Corrected Print for Layer 
1. The black line regions indicate the pressure was set to 9 psi, and the light orange region indicates the 
pressure was set to 6 psi. The black asterisk indicates the starting location. Right:  The pressure was 
reduced 𝛕 seconds (red arrows) before the turnarounds (red asterisks) started and ended to compensate 
for the extrusion delay. The pressure drop and extrusion delay estimates were determined from the 
Material Testing step. Image from [71]. 
3.4.2.3 Original vs. Corrected Prints 
The Original Prints for Layers 1 and 2 contain noticeable material buildup at 
turnarounds, and the material centerlines differ from the nominal reference trajectories, 
motivating the need for process control. Figure 3.20 presents the Original and Corrected prints 
for the single-layer Path Training tests. The images were captured directly above the fabricated 
pattern on top of a black substrate and illustrate a top down view of the XY plane in the task 
space frame. The Corrected Prints were fabricated using the modified control inputs. After the 
process sensing control method is applied, there is noticeable reduction in the material buildup 




Figure 3.20 Images of the single-layer Path Training tests. The white material is deposited on a black 
substrate for contrast. The left column illustrates the Original Prints before process control is applied. 
The right column illustrates the Corrected Prints after deposition using the modified control inputs. 
Image from [71]. 
The improvements in the material centerline and width for the Corrected Prints are 
further illustrated in Figures 3.21 and 3.22. Modifying the axes paths in the joint space frame 
resulted in a material centerline that was more aligned with the as-designed reference 
trajectory. Figure 3.21 compares the material centerline for the Original Print (red dotted line) 
and the Corrected Print (blue dashed line) for Layers 1 and 2. The material centerline for the 
Corrected Print is shifted closer to the nominal reference trajectory (black line) relative to the 
Original Print. A material width overlay is plotted in Figure 3.22 to illustrate the improvement 
in material width consistency. The color regions represent the material edge along the 
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trajectory. The material width of the Corrected Print (blue region) is more consistent relative 
to the material width of the Original Print (red region). Further, the zoomed in images 
demonstrate a significant reduction in material buildup at the turnarounds.  
 
Figure 3.21 Comparison of the material centerline from the Original Print (red dotted line) to the 
material centerline from the Corrected Print (blue dashed line). The black line shows the nominal 
reference trajectory. Image from [71]. 
 
Figure 3.22 Comparison of the material width from the Original Print (red region) to that from the 
Corrected Print (blue region). The nominal reference trajectory is a black dashed line, and the starting 
location is a white asterisk. Image from [71]. 
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The 1D and 2D task space errors are reduced for both Layer 1 and Layer 2. Figures 
3.23 and 3.24 show the magnitude of the 1D and 2D task space errors plotted spatially for the 
reference trajectories of each layer with the nominal reference trajectories plotted as a black 
dashed line. The color shading shows the error magnitude at each point on the reference 
trajectory with the scale bar on the right-hand side, where a darker red color indicates a larger 
error. For Layer 1 and Layer 2, the color shading for the Corrected Prints contain noticeably 
less dark red regions for both the 1D and 2D error.  
 
Figure 3.23 The 1D task space error magnitude at each point on the reference trajectory represented as a 
color shading of the trajectory for Layers 1 and 2. The scale bar is on the right side, where a darker color 





Figure 3.24 The 2D task space error magnitude at each point on the reference trajectory represented as a 
color shading of the trajectory for Layers 1 and 2. The scale bar is on the right side, where a darker color 
represents a larger error magnitude. The starting location is indicated by a black asterisk. Image from 
[71]. 
3.4.2.4 Multi-Layer Prints 
Combining the modified control inputs for Layers 1 and 2 resulted in a multi-layer part 
with improved material placement and width. Comparing the Original and Corrected multi-
layer prints in Figure 3.25, there is noticeable improvement in the rod spacing and the material 
buildup at turnarounds. The material deposition improvement is confirmed in Figures 3.26 and 
3.27, where the Corrected Prints contain noticeably less dark red regions for both the 1D and 




Figure 3.25 Images of the multi-layer prints. The white material is deposited on a black substrate for 
contrast. The left image illustrates the Original Print, before process control is applied. The right column 
illustrates the Corrected Print, fabricated using the modified control inputs. Image from [71]. 
 
Figure 3.26 The 1D task space error magnitude at each point on the reference trajectory represented as a 
color shading of the trajectory for the Original and Corrected multi-layer parts. Here, the darker color 
represents a larger error magnitude. The starting location for each layer is indicated by a black asterisk. 




Figure 3.27 The 2D task space error magnitude at each point on the reference trajectory represented as a 
color shading of the trajectory for the Original and Corrected multi-layer parts. The darker color 
represents a larger error magnitude. The starting location for each layer is indicated by a black asterisk. 
Image from [71]. 
3.4.2.5 Quantitative Error Assessment 
Table 3.2 lists the error two-norm for the single-layer and multi-layer prints. There is a 
significant reduction in both the 1D and 2D error norms for the single-layer and multi-layer 
prints after implementation of the modified control inputs, indicating an improvement in 
material placement and material width. Further, the norm values of the multi-layer original and 
corrected prints are similar to the training routines, which demonstrates consistency in the 
fabrication process and process monitoring strategy.   
The quantitative error metrics defined in Section 3.1.2 were improved for the single-
layer Path Training tests and the multi-layer print. The normalized error metrics, 𝐸t;H and 𝐸tDH, 
are plotted in Figure 3.28. The box outlined with a green dashed line corresponds to the ‘Good’ 
region defined in Figure 3.2. The Original Prints for the single-layer and multi-layer parts 
(labeled with the number 1) are in the ‘Unacceptable Error’ region defined in Figure 3.2. The 
Corrected Prints for the single-layer and multi-layer parts (labeled with the number 2) were 
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moved into the ‘Good’ region after implementation of the modified control inputs, indicating 
a reduction in the 1D and 2D task space errors.  
Table 3.2 Comparison of the 1D and 2D error two-norms for the single-layer tests and the multi-layer 
print. 
 1D Error Norm 2D Error Norm 
Layer Original Corrected % Reduction Original Corrected % Reduction 
Single Layer Training 
1 45.1 23.2 48.5 31.3 14.4 54.0 
2 52.3 29.3 44.0 47.3 15.1 68.1 
Multi-Layer Print 
1 38.3 26.3 31.3 31.2 14.5 53.5 
2 51.3 28.4 44.6 41.5 15.4 62.9 
 
 
Figure 3.28 The normalized error evaluation plot, including the normalized error metrics, 𝐄G𝟏𝐃 and 𝐄G𝟐𝐃, 
for the single-layer (diamonds) and multi-layer (circles) prints. The Original Prints are labeled with the 
letter ‘O’, and the Corrected Prints are labeled with the letter ‘C’. The box outlined with a green dashed 




The process monitoring and control technique presented in this work fills the three 
critical gaps in the bioprinting literature discussed in the introduction that contribute to the low 
spatial resolution of current extrusion bioprinting efforts. First, we develop and implement: 1) 
a process sensing tool embedded into the printing process to measure material deposition; 2) 
quantitative error metrics to evaluate the accuracy of printed constructs; and 3) a process 
control strategy to use the measured errors to modify the control inputs to correct for and avoid 
defects.  
For the 1D error correction for single-layer curvilinear patterns, there were clear 
quantitative improvements for all three reference patterns in the error two-norm and error 
infinity-norm. A reduction in the error two-norm implies there is less overall spatial material 
placement error throughout each of the patterns. Minimizing the error two-norm is especially 
important to ensure structural stability and to ensure the part can fit inside the as-designed in 
vivo location. For example, the as-designed bone scaffold must have precise dimensions in 
order to fit and anchor inside the defect site. Moreover, reducing the infinity-norm minimizes 
the worst-case error, implying there was fabrication improvement in hard to print regions, such 
as tight corners or areas with high curvature. This is important for research studies in which 
the investigators are testing a certain geometric variable of printed constructs, such as the effect 
of rod curvature on the amount of bone growth inside a bone scaffold. It is important for the 
fabricated parts to closely follow the design since manufacturing defects in the bioprinted 
constructs can limit their in vivo functionality and skew the study results. For example, the 
amount of bone regeneration in bone scaffolds fabricated by AM is hindered by the presence 
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of manufacturing defects [91] since the material overbuild physically blocks bone growth 
inside the scaffold. 
The process control method was most effective in improving material placement for the 
tubule and bone scaffold patterns. The percent reduction in the error two-norm for the tubule 
and bone scaffold patterns was roughly 2.8 times larger than the percent reduction for the aortic 
pattern. Moreover, the percent reduction in the error infinity-norm was 3.25 times larger for 
the tubule pattern and 2.57 times larger for the bone scaffold pattern relative to the aortic 
pattern. The tubule pattern was representative of the Direct Curvilinear group and the bone 
scaffold pattern was representative of the Curvilinear with Turnarounds group. Both of these 
groups consist of curved features along the entire trajectory. The results imply that the current 
process control method is more effective for fabrication improvement of curvilinear patterns 
more so than patterns with mostly straight trajectories combined with sharp corners at the 
turnarounds, like the Rectilinear with Turnarounds group.   
For extension to two error dimensions and a multi-layer rectilinear scaffold, the results 
demonstrate improvement in both the 1D error (material placement) and 2D error (material 
width). A reduction in the 1D error norm implies the centerline was shifted closer to the 
nominal reference trajectory, and a reduction in the 2D error norm implies the material width 
is more consistent relative to the Original Prints. Moreover, the process is repeatable and 
additional correction iterations can be performed to further reduce the material placement error 
[29]. 
While this technique is applied to a specific printing platform with a calcium phosphate 
material system, the process monitoring and control strategy can be applied to a wide range of 
reference trajectories and other extrusion-based printing platforms to help improve the 
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accuracy in extrusion bioprinting applications. However, there are several system parameters 
that may limit the error improvement between the Original and Corrected Prints. One system 
parameter is the resolution of the printing system, which depends on the rheologic properties 
of the material, extrusion method and nozzle size. Moreover, the repeatability of the material 
behavior may limit the effectiveness of the error correction. In [29], we discuss how the method 
can be adapted for material systems with random variance. Two additional limiting process 
parameters include the resolution of the sensing element used for task space sensing and the 
motion behavior of the actuation elements used to move the axes during fabrication. It is 
important that the axes are able to accurately track the modified reference trajectory to improve 
the material centerline in the Corrected Print.  
While we demonstrated the technique on a specific extrusion printing platform, the 
generalized approach can be extended to other extrusion-based platforms and other AM 
techniques such as fused deposition modeling (FDM) to improve material deposition in other 
bioprinting and AM applications.  
To the best of our knowledge, this is the first time the normalized error metrics for 1D 
and 2D error have been presented for extrusion printing, which is a critical step to evaluate 
performance and compare amongst printing strategies as bioprinting technology continues to 
develop. The Original Prints are representative of the current state of the art. In this work we 
advance the state of the art by reducing the 1D and 2D normalized error norms from 22 and 
45% to under 15% for both metrics. We hope the baseline performance presented in this work 
provides the field tangible benchmarks, and the multi-layer task space sensing and control 
strategy helps bring researchers a step closer towards the goal of fabricating fully functional 
organ constructs.  
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Chapter 4     
Process monitoring and control strategies to 
fabricate spatially graded structures  
Here we enable fabrication of advanced spatially graded structures by implementing 
process monitoring and control strategies. We develop material models to better understand 
the relationship between process parameters and printing outcomes. We also present an 
experimental procedure to generate a process map that provides insight into the regions of the 
processing space that produce the desired extrusion features (e.g., width of the filament). After 
generation of a process map and material models, we implement a process monitoring and 
control strategy that measures the feature error and intelligently updates the process control 
inputs to reduce defects and improve spatial fidelity, which will lead to better functionality of 
the final construct.  
4.1 Introduction 
The fabrication of functional tissue constructs requires a better understanding between 
printing process parameters and printing resolution [92]. Process mapping involves identifying 
the relationship between printing outcomes and the primary process variables to provide 
insight into regions of the processing space that produce the desired printing outcome. While 
process mapping is common in machining and AM applications to improve print resolution 
[93], [94], there are limited research efforts in the field of bioprinting that systematically 
investigate how process parameters affect fabrication [95]–[97]. Two examples of important 
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process parameters for a pneumatic extrusion printing system include the speed of the axes and 
the pressure input, since both of these control inputs directly affect the amount of material 
extruded out of the nozzle. Sodupe-Ortega et al. measured the height and width of printed 
hydrogel filaments for different values of different printing pressures and deposition speeds 
for a multi-material extrusion bioprinter using a DSLR camera in order to identify the optimal 
printing process parameters [95]. Similarly, He et al. used printing experiments to determine 
the optimal air pressure, axis speed and layer height to improve print quality of a hydrogel 
material [92]. Trachtenberg et al. performed a full-factorial design to evaluate the effects of 
the polymer composition, printing pressure, printing speed and fiber spacing on the viscosity, 
fiber diameter and pore size for shear thinning hydrogels [97]. Friedrich et al. used videos of 
the nozzle-substrate gap to systematically study how ink composition and nozzle coatings 
influence the printing process for fabrication of low viscosity inks [98]. Using both imaging 
and lubrication theory, the authors created process maps between flow speed and stage speed 
to predict material instability boundaries. Suntornnond et al. developed a static mathematical 
model that defined the filament width as a function of nozzle size, pressure, and printing speed 
in order to predict the filament width from a set of operating conditions [96]. Guo et al. applied 
a linear regression model to experimental data to build a statistical model relating process 
parameters to printing precision for a direct melt extrusion technique [99]. 
While there are certainly research efforts investigating how process parameters affect 
print quality, the prior investigations determined a set of static process parameters, assuming a 
fixed set of optimized parameters would be utilized throughout the printing process. However, 
using constant process parameters can negatively impact the extrusion of the filament when 
the process itself is time varying. For example, significant material buildup can occur at regions 
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with rapid deceleration to change directions, such as tight corners. Precise control of the 
filament width along more complicated paths requires process control and time varying process 
parameters to compensate for unavoidable material errors. He et al. increased the axis speed at 
tight corners to reduce material overlap [92]. The authors, however, simply doubled the speed 
in a region around the tight corner in an ad hoc manner and did not provide an explanation for 
how this adjustment was implemented. Further, this investigation did not present a means to 
measure or quantify material placement improvement at the sharp corner. Friedrich et al. 
developed a model to predict the deviation from the desired material path and ink spreading at 
corners to improve fabrication of tight corners in extrusion printing [100]. Despite these efforts, 
however, the field is currently lacking a method to implement correction based on process 
feedback.  
The field also lacks a systematic method to select time varying process parameters to 
fabricate more complicated structures with spatially varying feature sizes such as filament 
widths. The references discussed above fabricate structures with a constant filament width 
along the path. Precise control of material placement for more complicated structures with 
varying filament widths requires process sensing and control, which involves measuring and 
quantifying material error, and then using the error intelligently to modify the control inputs to 
improve material fabrication.  
This work expands on our previous research efforts to develop a process sensing and 
control methods that facilitate the selection of time varying process parameters and ultimately 
improve fabrication of structures with spatially varying features. Our previous work [71], [86] 
focused on process control for structures with a constant filament width along the path. In this 
paper we outline the experimental steps required to develop a process map to provide insight 
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into regions of the processing space that produce the desired printing outcome. We also present 
methods to determine both static and dynamic models of material fabrication to better 
understand how modifying process parameters affect fabrication. We then use information 
from the process map and models to facilitate selection and modification of process parameters 
that improve printing accuracy. We demonstrate the effectiveness of our approach by 
fabricating functionally graded scaffolds resulting in graded porosity patterns. An example 
application that could benefit from functionally graded porosity is fabrication of bone 
scaffolds, where the multiple porosity sizes could help direct bone growth and improve 
osseointegration. Other applications that require extruded material with varying widths along 
the trajectory include fabrication of organ substitutes [101], [102], drug delivery and discovery 
[103], and microfluidics or lab-on-a-chip technology [104], [105]. While we apply the method 
to a specific extrusion printing system, the steps outlined in this paper can be applied to other 
extrusion printing platforms to improve printing accuracy of complex parts with varying spatial 
features.  
The paper is organized as follows. Section 2 presents the printing system we use for 
fabrication. The first step of the proposed method is presented in Section 3 which outlines the 
steps required to generate a process map that helps the user better understand the range of 
process parameters required to achieve the desired process variable of interest. Section 4 
presents the experimental steps required to obtain both static and dynamic material models to 
quantify how modifying the process parameters affect the process variable. The material model 
information is then used in Section 5 to implement control design and generate a time varying 
input signal for the process parameters to fabricate a structure with spatially varying filament 
widths. In Section 6 we use this time varying control input for fabrication to demonstrate the 
88 
 
effectiveness of the proposed method in printing functionally graded structures. Finally, 
Section 7 includes a discussion of the main contributions and future work.  
4.2 System of Interest 
We use the pneumatic-based extrusion printing system described Chapter 2. The 
primary process variable of interest is the material filament width, 𝑌 (Figure 4.1). We use the 
Keyence laser scanner to reproduce the surface profile and calculate the filament width error.  
Assuming a set nozzle size and material, the two process parameters we can modify to change 
the filament width include the pressure input signal, 𝑈;, and the axis speed, 𝑈D. With a constant 
speed, increasing the pressure will increase the width, while increasing the speed with a 
constant pressure will decrease the width.  
 
Figure 4.1 The two process parameters we can vary in our printing system include the pressure input, 𝑼𝟏, 
and the axis velocity, 𝑼𝟐. The process variable of interest in this work is the filament width, 𝒀.  
To validate the approach, we apply the process monitoring method to improve 
fabrication of two different two-layer square lattice patterns with spatially varying features 
(Figure 4.2). The reference designs have widths that vary from a size equal to the nozzle size 
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(NS = 0.51 mm) to 1.75 times the NS to create functionally graded scaffold patterns. The 
patterns for Layers 1 and 2 of scaffold pattern 1 are the same with Layer 2 rotated 90 degrees 
relative to Layer 1. The desired rods of each layer start at 1.75 times the NS on one side, reduce 
to the NS in the center, and then expand again to 1.75 times the NS on the other side, which is 
shown as the right filament on the right hand side of Figure 4.2. The scaffold pattern has 
smaller pores on the outside with increasing pore size radially towards the center.  
The pattern for Layer 1 of scaffold pattern 2 contains rods with widths equal to the NS 
on one end and grow to 1.75 times the NS on the other end, which is shown as the left filament 
on the right hand side of Figure 4.2. Scaffold pattern 2 has smaller pores on the bottom of the 
scaffold, with increasing pore size towards the top. 
 
Figure 4.2 The two functionally graded scaffold patterns we print in this work to demonstrate the 
effectiveness of the proposed approach. The spatially varying filament widths create a graded scaffold 
pattern, indicated by the red arrows. Layers 1 and 2 for Scaffold pattern 1 use the same filament pattern, 
which is the filament pattern shown on the right side of the image where the width varies from 1.75 times 
the nozzle size (NS), to NS in the middle, and back to 1.75 times the NS on the far end. Layer 1 for 
Scaffold pattern 2 uses the filament width pattern where the width varies from the NS on one end to 1.75 
times the NS on the other end. Layer 2 for Scaffold pattern 2 is a filament width that continuously 
increases along the path. The desired width at the starting point of Layer 2 is the NS, and the desired 
width at the end point of Layer 2 is 1.75 times the NS. 
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4.3 Process Map 
This section presents a simple method to generate a process map to determine the range 
of feasible control inputs to achieve the desired fabrication outcome. The process map then 
guides the selection of the pressure inputs and speeds used in the subsequent sections. The 
experiment involves sweeping a range of pressure inputs and speeds and recording the resulting 
filament widths. The desired structures presented in Section 2 require filament widths in the 
range of the NS to 1.75 times the NS. Thus, our goal is to determine the combinations of 
pressures and speeds that lead to filament widths in this desired range.  
The first step is to determine the range of process parameters that will be used in the 
process map experiments. For our material system, we choose to test a velocity range of 1-6 
mm/s; from prior experience these axis speeds generally lead to stable extrusion and improved 
material adhesion to the substrate for our printing system [106]. The optimal pressure for 
extrusion, however, will vary depending on the viscosity of the material in an individual 
batch’s formulation. Thus, we sweep across the entire 1-30 psi pressure input range. 
To generate the process map, we then fabricate a series of straight lines. For each speed 
tested, a single axis moves the extruder along a straight line at a constant velocity. Every 5 mm 
the pressure input signal increases by 1 psi across the entire 1-30 psi pressure input range. After 
fabrication, the laser scanner moves across each filament and use a custom image processing 
script [71] to determine the resulting filament width. The resulting process map for our material 
system is illustrated in Figure 4.3, which reports the filament width recorded as a factor of the 
NS, for each combination of pressure and velocity input. The color shading represents the 
factor of the nozzle size with the scale bar on the right-hand side. The red and dark green 
regions on the left and right sides indicate unsuitable operating conditions. The pressure and 
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velocity combinations that either do not lead to extrusion of continuous filaments or result in 
a filament width smaller than the NS are labeled as red squares. The velocity and pressure 
combinations that lead to a filament width that is larger than the desired filament width range 
are shown as dark green squares. The green color spectrum in the middle of the plot indicates 
the potential operating space for our application since the filament width is in the range of [NS, 
1.75 NS]. The main purpose of the Process Map is to guide selection of operating parameters 
to achieve the desired filament width.  
 
Figure 4.3 Resulting process map for our material system with the factor of the nozzle size plotted at each 
combination of velocity and pressure inputs. The red region is the velocity and pressure combinations 
that do not result in continuous extrusion or lead to filament widths smaller than the NS. The middle 
green color spectrum is the desired printing region that results in filament widths in the desired range of 
NS – 1.75 times the NS. The dark green region indicates the velocity and pressure combinations where 
the filament width is larger than 1.75 times the NS. 
4.4 Material Models 
After generating a process map, the next step is to generate a material model to better 
understand how the material responds to control inputs in order to implement control design 
and ultimately improve material placement. We use the results of the Process Map to select the 
range of control inputs for the ink characterization experiments. Our experiments develop both 
static and dynamic material models that do not require extensive rheological information. The 
static material models relating the pressure and velocity inputs to the filament width are 
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necessary to determine how to select the values of the initial input signals to fabricate structures 
with varying filament widths and how to modify the inputs for correction. The dynamic 
material models provide transient material information to help improve control design. We use 
established models in the literature and develop experiments to determine the model 
parameters. 
4.4.1 Static Material Model 
The static material models require both velocity and pressure experiments that are 
similar to the Process Map experiments, but with a smaller operating range. For the velocity 
experiments, we keep the pressure constant, and a single axis moves the extruder along a 
straight line. Every 5 mm, we increase the speed by 1 mm/s. Similarly, for the pressure 
experiments, a single axis moves the extruder along a straight line at a constant speed and we 
increase the pressure by 1 psi every 5 mm. The laser scanner and a custom image processing 
script [71] determine the resulting filament width.  
We select the experimental pressure and speed ranges from the Process Map results 
that resulted in filament widths in the desired 1-1.75 times the NS range. The experimental 
results for both the pressure and velocity tests are shown in Figure 4.4. For the velocity and 
pressure tests, we choose a velocity range of 1-6 mm/s and test at three pressure values: 10, 13 
and 16 psi, and a pressure range of 10-16 psi and test at three speeds: 2, 3 and 4 mm/s, 
respectively.    
We fit the experimental data with a static material model developed by Suntornnond et 
al., which predicts the width of a continuous hydrogel for a pneumatic extrusion-based printing 
system [96]. Here, we assume the shear thinning properties of the hydrogel as similar enough 
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to those of our colloidal suspension so as to render the model framework valid.  The width, 𝑤, 
is expressed as a function of the nozzle size (NS), pressure input, and printing speed (𝑣𝑒𝑙):  




W ∆𝑃𝑟 (4.1) 
where 𝜂 is the apparent viscosity, 𝑛 is the power law index, 𝐿 is the length of the nozzle, and 
∆𝑃𝑟 is the pressure drop through the reservoir and nozzle. The power law index and apparent 
viscosity are determined from a rheological study [96].  
In this work, we simplify the expression and lump the material rheological properties 
into a constant that is determined experimentally from the pressure and velocity tests:  
𝑤(𝑣𝑒𝑙, 𝑃𝑟) = 𝑎~NM
O.9
.       (4.2) 
With a constant NS, the width is now a function of the two control inputs, 𝑣𝑒𝑙 and 𝑃𝑟. If we 
fix the pressure, the width as a function of the printing speed is  
𝑤(𝑣𝑒𝑙) = 𝑏~ ;
O.9
+ 𝑐,       (4.3) 
Similarly, if we fix the printing speed, the width as a function of the pressure is: 
𝑤(𝑃𝑟) = 𝑑√𝑃𝑟 + 𝑒.      (4.4) 
Thus, we fit the experimental data for the velocity and pressure tests with Equations (4.3) and 
(4.4), respectively (Figure 4.4). 
 The results from the velocity and pressure tests guide our selection for control design 
to enable fabrication of structures with varying filament widths. We can linearize Equation 
(4.4) around our operating region to enable control design. The linear fits for pressure are 
shown as solid lines in the right image of Figure 4.4 and the average slope of the three 
experiments is 𝑚o = 0.08. This slope is used in Section 5 to implement control design for 
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material correction. We also fit the velocity vs. width curves with lines in the typical 3-5 mm/s 
operating range to compare the slopes between the two control tools. The results in Figure 4.4 
demonstrate that in the operating space for fabrication, there is higher sensitivity with the 
pressure input, as seen by the slope of the linear fits, compared to the velocity input. The larger 
slopes of the pressure vs. width curves imply we have a larger control input sensitivity with 
the pressure input, which is discussed in Section 4.5. 
 
Figure 4.4 Velocity (left) and pressure (right) tests to determine the relationship between control input 
modifications and material filament widths. The experimental data points are plotted as circles, arrows 
or triangles, and the dashed lines are the model fits. We fit the experimental data in our operating range 
with lines on the pressure vs. width image (right), to determine the slope which is used in material 
correction. We fit the velocity vs. width experimental data (left) in our typical printing speed operation 
range (3-5 mm/s) to compare slopes between the two curves. 
4.4.2 Dynamic Material Model 
We also design experiments to generate dynamic material models in order to determine 
information about transient material behavior. These models are important to improve control 
design for transient performance such as material flow starting and stopping [107]. We use a 
transfer function for the dynamic model, a mathematical model commonly used in control 
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theory to represent the relationship between the output and input signals of a system [108]. 
One of the main advantages of transfer functions is that they use simple algebraic equations 
instead of complex differential equations for analyzing and designing systems. The transfer 
function is obtained by applying a Laplace transform to the differential equations describing 
system dynamics and is written in the frequency domain using the complex variable, 𝑠. We 
use a linear first order approximation of extrusion dynamics to relate the input (pressure) and 
the output (volumetric flowrate at the nozzle), similar to Hoelzle et al. [107]. Hoelzle et al. 
model the ink dynamics by assuming a compressible ink in the syringe as a control volume 
with non-Newtonian fluid flowing through a nozzle [107]. The authors then linearized the 
dynamics about a nominal syringe volume resulting in the following linear first order transfer 





𝑒!Q'            (4.5) 
where 𝑄,$( is the output material flow rate and is equal to the product of the cross-sectional 
area of the extruded rod, 𝐴,$(, and the axis printing speed, vel. For our application, the input, 
𝑈, is the pressure signal applied to the ink syringe. The system gain, 𝐾, is the ratio of the 
magnitude of the steady-state step response to the magnitude of the step input; the time 
constant, 𝜏, is the time it takes for the system’s response to reach 63% of its steady-state value; 
and the extrusion delay, 𝛾, is the time delay between when a signal is sent to the pressure 
regulator and when material starts extruding.  
We present a time domain system identification experiment to identify the parameters 
of the first order approximation. System identification is a technique to build mathematical 
models of dynamic systems using measurements of the system’s input and output signals [109]. 
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The proposed system identification experiment involves two experimental tests. The first test 
is performed to approximate the extrusion mechanism delay. The reference trajectory for the 
first test is a straight line, single axis motion with length 𝐿 and constant velocity. The pneumatic 
input is a pulse input with a constant pressure value for the entire movement (Figure 4.8). The 
axis moves a distance 𝐿, but due to 𝛾, the total filament length is less than 𝐿. We estimate the 
extrusion delay by comparing the total axis movement to the total length of the filament 
extruded, which is described in more detail in [71]. 
The second test is similar to the first except the pressure input signal is shut off during 
the last 0.5 seconds of motion (Figure 4.8). We use a 3x3 factorial design and perform both 
tests at three pressures (𝑃𝑟 = 12,13,16	𝑝𝑠𝑖) and three speeds (𝑣𝑒𝑙 = 3,4,5	𝑚𝑚/𝑠). We select 
the pressure and speed combinations from Figure 4.4 that result in the desired filament width 
range. We measure the material behavior by scanning over the deposited filament with the 
laser scanner. In our previous work [71], we projected the laser scanner data onto the XY plane 
to determine the filament width. Here, we analyze the scanner data in the XZ plane to determine 
the cross-sectional area in order to calculate the volumetric flowrate. The ideal cross-sectional 
area,	𝐴M.*, is a circle with a radius equal to half the nozzle size. However, extrusion of yield-
pseudoplastic material usually results in spreading after extrusion from a cylindrical nozzle 
[95]. For our material we choose to fit the XZ cross-section with an ellipse (Figure 4.6), which 
is consistent with the literature for similar printing applications and material systems [110], 
[111]. The cross-sectional area is computed as  
𝐴,$( = 𝜋 ∗ 𝑎 ∗ 𝑏            (4.6) 
where 𝑎 and 𝑏 are the major and minor axis of the ellipse. The custom image processing script 
steps through the scanner data along the Y axis and calculates 𝑄,$( by multiplying 𝐴,$( by the 
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axis speed for that particular experiment. We then use a built in MATLAB function called 
‘procest’ to estimate the parameters of 𝐺(𝑠), which requires the experimental input and output 
data and assumed model structure as inputs. The input data is the pressure input signal, the 
output data is 𝑄,$(, and the assumed model structure is listed in (4.5).   
 
Figure 4.5 Pressure input signals for the two system identification tests. The pressure is turned on for the 
entire 7.5 s motion for Test 1 to determine the material extrusion delay. The pressure is turned off 0.5 s 
before the end of motion in Test 2 to determine material drag. 
 
Figure 4.6 Laser scanner data of a fabricated rod. Left: 3D laser scanner data. Right: cross-sectional area 
at a particular Y location. The laser scanner data is shown as red dotted lines, the center point is marked 
by a cyan blue asterisk, and the ellipse fit is shown in green. The ellipse is characterized by the major and 
minor axes, which are labeled as a and b, respectively. The sensor artifacts are highlighted by blue 
dashed arrows on either side of the ellipse fit. 
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The system identification results are shown in Figure 4.7, which includes the first order 
system parameters determined by fitting the model in Equation (4.5) to the experimental data. 





,	and the printing speed: 𝑄M.* = 𝐴%.'𝑣𝑒𝑙. Both columns present the same data, but the 
left column fixes the speed and varies the pressure while the right column fixes the pressure 
and varies the speed.  
The experimental data agrees well with the continuous time models and there are 
consistent patterns across all speeds and pressures. For the same speed, a larger input pressure 
results in a smaller extrusion delay, 𝛾, a smaller time constant, 𝜏, and a larger gain, 𝐾. For the 
same pressure, a larger speed results in a larger extrusion delay, a larger time constant, and a 






Figure 4.7 (cont.) 
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Figure 4.7 (cont.) System identification results comparing the experimental data with the model 
simulation for various speeds and pressures. The left column fixes the speed and varies the pressure. The 
right column fixes the pressure and varies the speed. The legends are at the bottom of each column. The 
experimental data are shown as circles, triangles and arrows. The model data, determined by simulation, 
are shown as solid lines. We include the desired material flow rate, 𝑸𝒓𝒆𝒇, as a dashed line on each of the 
figures. The three model parameters in Equation (4.5) are listed on each plot and are color coded. 
4.5 Control Design 
While models certainly help with selection of initial control variables, modeling and 
control of extrusion dynamics is difficult due to the nonlinear behavior of yield-pseudoplastic 
fluids and challenges with process sensing. Relying solely on a material model may result in a 
final part with significant dimensional errors since the model can’t precisely predict the 
material behavior during extrusion [55]. The material behavior varies between different batch 
manufacturing runs [55], [70], [107]. The uncertainty in material behavior necessitates the use 
of process control. In this section we outline the steps we perform to generate a time varying 
control input to achieve spatially varying filament width using the static material models. After 
initial fabrication of a part using this control input, we implement our process monitoring and 
control method [71] to further modify the control input and improve filament width control for 
the second round of fabrication. 
4.5.1 Initial Control Input for Iteration 1 
The first step of control design requires the material information from the static material 
models presented in Section 4.4. Without control design, the user can only command a constant 
pressure input signal along the trajectory, shown as a gray solid line in Figure 4.8. Control 
design using the material information from Section 4.4 enables us to intelligently vary the 
pressure input or axis speed along the trajectory to achieve varying filament width. In this 
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work, we choose to keep the velocity constant throughout the trajectory and instead vary the 
pressure input for to control the filament width since the slopes of the pressure vs. width curves 
(Figure 4.4) are larger than the velocity vs. width curves in our operating range (2-4 mm/s). 
The trends of the dynamic material models discussed in Section 4.4 are also more pronounced 
when we keep the speed constant and vary the pressure (Figure 4.7). Both of these results imply 
we have more sensitive control with pressure variation, which is consistent with other studies 
[92], [95], [97].  
To fabricate the functionally graded scaffolds in Figure 4.2, with filament widths 
between the NS to 1.75 times the NS, we select a printing speed of 3 mm/s and a pressure range 
of 10-15 psi based on the static material models in Figure 4.4. The initial time varying pressure 
input signal used to fabricate iteration 0 for each layer pattern follows the desired time-varying 
width are shown in Figure 4.8. We use the initial time-varying pressure input signals, which 
are shown as black dashed lines, to fabricate iteration 1 of each scaffold pattern. We discuss 
how we determine the modified control inputs for fabrication of iteration 2, which are shown 




Figure 4.8 Pressure input signals for iterations 0, 1 and 2. Scaffold 1 and Scaffold 2 refer to the 
functionally graded scaffolds in Figure 4.2. The constant pressure input signal for fabrication of iteration 
0 is a gray solid line, −, the pressure input signal for iteration 1 is a black dashed line, - - - , and the 
pressure input signal for iteration 2 is a red solid line, −. The pressure input signal for Layers 1 and 2 for 
Scaffold Pattern 1 are the same and are shown in the top row as black dashed lines. The pressure input 
signals for Layers 1 and 2 for Scaffold Pattern 2 are shown in the bottom row also shown as black dashed 
lines. 
4.5.2 Material Correction for Iteration 2 
The static material models provide starting points for the original pressure inputs for 
each scaffold pattern. However, additional process control and material correction is required 
to monitor material behavior during fabrication due to the nonlinear material behavior, and 
since fabrication patterns like tight angles or turnarounds can cause material buildup. The main 
goal of our technique is to use the process feedback from the laser scanner to modify the control 
inputs and achieve the as-designed, spatially varying filament width. Process control enables 
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us to correct for regions with material overbuild or underbuild by decreasing or increasing the 
pressure. 
After fabrication of iteration 1 using the original pressure input signals shown in Figure 
4.8, we implement the process monitoring and control tool presented in [71] for material 
correction and to further improve filament width control. We calculate the filament width error 
by comparing the scanner data to the desired spatially varying filament width. We then modify 
the pressure input in proportion to the width error to determine the pressure input for iteration 
2 using the material information from Section 4: 
𝑃D(𝑡) = 𝑃;(𝑡) + 𝑚o𝑒T(𝑡 + 𝛾),           (4.7) 
where 𝑃D(𝑡) is the time varying pressure input for iteration 2, 𝑃;(𝑡) is the pressure input for 
iteration 1, 𝑚o  is the slope of the pressure vs. width static material model in Figure 4.4, 𝑒T(𝑡) 
is the width error, 𝑡 is the time duration, and 𝛾 is the material extrusion delay from the dynamic 
material model presented in Section 4. 𝑃; for each layer pattern is shown as black dashed lines 
and 𝑃D for each layer pattern is shown as red solid lines in Figure 4.8. The slope of the pressure 
static material model, 𝑚o , is used to convert the filament width error in mm to units of psi, which 
is then added to the existing pressure input signal. We also use the material extrusion delay, 𝛾, 
from the dynamic material models (Figure 4.7) to determine at what time the pressure input 
signal should be reduced so that the error correction occurs at the correct location. Thus, the 
adjustments in the pressure input signal are shifted back in time by 𝛾 seconds to compensate 
for the material extrusion delay. Between iterations 2 and 1 we modify the pressure inputs 
based on the performance of the previous iteration, which helps compensate for model 
uncertainty [112]. The modified pressure input signal is shown as a red line in Figure 4.8, and 
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the insets demonstrate that we reduce the pressure input at turnarounds to reduce the amount 
of material buildup. The results of implementing this correction are presented in Section 4.6. 
4.6 Printing Results 
To demonstrate the effectiveness of the proposed method, we fabricate the functionally 
graded scaffold patterns illustrated in Figure 4.2. The fabricated scaffolds for Scaffold Patterns 
1 and 2 are shown in Figure 4.9. All scaffolds include lead-in lines before the start of the 
scaffold in order to improve material flow during printing and to get rid of any possible air 
bubbles. The scaffolds labeled as ‘Iteration 0’ are the patterns fabricated without process 
control using the constant pressure input signal shown as a gray solid line in Figure 4.8. The 
scaffolds labeled as ‘Iteration 1’ are the patterns fabricated with the initial control design using 
the time varying pressure input signals shown as black dashed lines in Figure 4.8. Finally, the 
scaffolds labeled as ‘Iteration 2’ are the patterns fabricated after implementation of process 
monitoring and control using the modified pressure input signals shown as red solid lines in 
Figure 4.8. The modified pressure input, 𝑃D(𝑡), compensates for the material overbuild by 
reducing the pressure input at these regions. 
The filament width error is calculated point wise in space along the reference trajectory 
[71]. There is significant improvement between iterations 0 and 1 for both scaffold patterns. 
For Scaffold Pattern 1, there is more width error for iteration 1 in Layer 2 relative to Layer 1. 
Thus, the pressure signal for Layer 2 is reduced more than the pressure signal for Layer 1 
(Figure 4.8). For Scaffold Pattern 2, there is more width error for iteration 2 in Layer 1 relative 
to Layer 2. Thus, the pressure signal for Layer 1 is reduced more than the pressure signal for 
Layer 2 (Figure 4.8). After implementation of the process monitoring and control method, there 
105 
 
is additional improvement in filament width control between iterations 1 and 2 for both 
scaffold patterns which results in more precisely defined porosity patterns.  
 
Figure 4.9 Fabricated scaffold patterns. Iteration 0 is the fabricated pattern with a constant pressure 
signal. Iteration 1 is the fabricated pattern with a time varying pressure signal. Iteration 2 is the 
fabricated pattern after implementation of the process monitoring and control method to adjust the 
pressure input to improve material fabrication. Each scaffold pattern contains a lead in line before 
starting the print.  
To quantify the filament width control improvement between iterations and to assess 
the accuracy of the printed parts, we use the two-norm of the filament width error, 𝑒T,&(D, 
to evaluate the size of the error vectors. A reduction in the two-norm implies less overall 
filament width error throughout the part. Comparing iterations 0 and 1, there is a 76% and 
71% reduction in the error two-norm for Scaffold patterns 1 and 2, respectively. Comparing 
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iterations 1 and 2, there is an additional 32% and 28% reduction in the error two-norm for 
Scaffold patterns 1 and 2, respectively. 
To compare filament width improvement between iterations, we define the error 
differential, 𝐸&(, as:  
𝐸&( = 𝑒T,&( − 𝑒T,&(!;, 
where 𝑒T,&( is the filament width error at a given iteration, 𝑖𝑡. For example, 𝐸D is defined as 
𝐸D = 𝑒T,D − 𝑒T,; and defines the error improvement between iterations 2 and 1. The steps to 
determine the filament width error are discussed in detail in [71]. The magnitude of the error 
differential between iterations 0 and 1 and iterations 1 and 2 are plotted spatially along the 
reference trajectories of each layer in Figure 4.10. The color shading shows the magnitude of 
the error differential at each point on the reference trajectory with the scale bar on the right-
hand side, where a darker red color indicates a larger error improvement. The plots in the left 
column demonstrate there is significant improvement between iterations 0 and 1. The plots in 
the right column demonstrate the additional improvements after application of the process 




Figure 4.10 Error differential plots comparing iteration 0 to iteration 2 (top row) and iteration 1 to 
iteration 2 (bottom row). The magnitude of the error differential at each point on the reference trajectory 
is presented as a color shading with the scale bar on the right side. A darker color represents a larger 
magnitude implying a larger improvement at that specific location. 
4.7 Discussion & Conclusion 
The accuracy of current bioprinting methods is limited due to a lack of process 
monitoring and control methods to monitor fabrication and correct for defects. A better 
understanding between process parameters and printing outcomes improves printing accuracy. 
Without this understanding, the generation of time-varying control inputs to fabricate 
structures that contain filaments with spatially varying widths is not possible. This work 
presents simple ink characterization experiments to generate a process map in order to 
investigate the relationship between two printing parameters, pressure input and print speed, 
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and the width of the material extruded through a nozzle. We also present two methods to 
develop static and dynamic material models that include material properties required for 
control design. We modify models from the literature and demonstrate how they can be 
implemented in practice to improve control design.   
The static material models approximate how changes in the pressure and velocity inputs 
affect the filament width. The results (Figure 4.4) are consistent with previous studies [97] 
where the filament width decreased with increasing deposition speed and decreasing pressure. 
Moreover, the shape of the velocity curve, which implies the velocity input has a smaller 
sensitivity relative to the pressure input, is similar to the results presented in [92], [95], [97]. 
Similar to [97], our material system demonstrates a higher sensitivity with the pressure input. 
Thus, for control design we choose to keep the velocity constant and vary the pressure input to 
control the filament width. The data from the pressure vs. width curve guides the initial design 
of the time-varying pressure inputs to fabricate iteration 1 of the functionally graded scaffolds.   
We use information from both the static and dynamic material models to implement 
process control. We use the slope of the pressure vs. width curve, 𝑚o, to convert the filament 
width error in units of mm to units of psi to generate the modified pressure input, 𝑃D(𝑡), for 
fabrication of iteration 2. The dynamic material models provide three pieces of information 
about the material during fabrication for a given pressure and velocity input: the gain, 𝐾, the 
time constant, 𝜏, and the extrusion delay, 𝛾. We use two of these parameters, 𝐾 and 𝛾, since 
the system gain is related to the slope of the pressure vs. width curves and the extrusion delay 
determines at what time we should modify the pressure input signal. The slope of the static 
model, 𝑚o, then determines how much we should modify the pressure input signal. Using two 
of the three model parameters in the process and control step was sufficient to improve material 
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fabrication with a 32 and 28% reduction in filament width error between iterations 2 and 1 for 
Scaffold Patterns 1 and 2, respectively. Future work will incorporate the time constant into the 
process control method. Compensating for the time constant with control design, for example, 
can help improve regions with sharp transitions between regions with small and large widths. 
The time constant can also be used as a means to evaluate or improve new materials for 
fabrication. Future will also use the extrusion delay and time constant to improve the start and 
stop of ink extrusion, which would remove the lead in lines from fabricated structures.  
In this work we used linear material models for both the static and dynamic models to 
approximate the nonlinear material behavior. There are more complicated, nonlinear models 
in the literature, but nonlinear models are not conducive to simple control design. The addition 
of process sensing and control helps correct for some of the inherent modeling error with linear 
models.  
This work uses a non-contact laser scanner to enable process sensing. The sensing 
process and data collection are relatively simple and quick. There are, however, limitations in 
the sensor’s capabilities. The laser scanner uses the principle of triangulation to reproduce the 
surface profile. The scanner projects a laser sheet on the target object, and the light reflected 
back to the scanner is mapped onto a light-receiving element to determine the object’s distance 
from the scanner. Since the extruded filament is cylindrical, the bottom of the cross-sectional 
ellipse cannot be measured and the scanner data includes sensor artifacts on either side of the 
ellipse (Figure 4.6). We compensate for this sensing limitation by fitting the data with an 
ellipse.   
In conclusion, instead of relying on rheological data, we present experiments to 
determine a process map and material models to better understand how modifying the process 
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parameters affect the material filament width. We then use the material models in control 
design to enable precise fabrication of parts with spatially varying widths. We implement 
process control to improve filament width control throughout the part.  Critical locations such 
as tight corners need more effort to identify the proper changes in process parameters to avoid 
excessive accumulation of material in those areas.   
While we apply the method to a specific extrusion printing system, the steps outlined 
in this paper can be applied to other extrusion printing platforms in order to improve printing 
accuracy of complex parts with varying filament widths. Researchers can perform the 
experiments in Section 4 with their material to determine the relationship between printing 
parameters and the process variable of interest and thus determine the range of feasible control 
inputs. Accurate filament deposition requires a way to infer what the machine settings should 
be in order to achieve the desired material behavior. The experiments presented in this work 
provide information that will help guide the selection of time-varying control inputs to enable 






Chapter 5     
Fast Iterative Learning Control  
For iterative learning control (ILC) algorithms to date, there is a fundamental tradeoff 
between plant model knowledge and convergence rate in the iteration domain. This Chapter 
presents a new Fast Iterative Learning Control (FILC) method that uses a novel error term in 
the ILC learning law based on techniques from Sliding Mode Control (SMC). The input signal 
is guaranteed to remain bounded in the time and iteration domains and is insensitive to noise 
due to the unique structure of the FILC learning algorithm. Moreover, the FILC approach does 
not require end-user tuning of arbitrary gains, which is useful for uncertain systems with 
significant uncertainty. The stability and convergence properties for the FILC system are 
presented using Lyapunov analysis techniques. Simulation and experimental system results on 
a manufacturing system compare FILC with existing ILC techniques and demonstrate that 
FILC achieves improved iteration convergence, while retaining stability, when plant 
uncertainty is high. 
Before introducing FILC, Section 5.1 briefly reviews ILC and standard convergence 
properties in the lifted system framework, and Section 5.2 provides a brief overview of SMC. 
The FILC algorithm and approach is presented in Section 5.3, which includes stability analysis, 
convergence properties, control design, input signal analysis and implementation steps. 
Section 5.3 also includes the experimental setup used to validate the FILC algorithm, and the 
simulation and experimental results from implementation of FILC, NOILC, and LILC 
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controllers. Section 5.4 presents a Fast Cross-Coupled Iterative Learning Control (F-CCILC) 
scheme for extension to multi-axis systems. Finally, Section 5.5 includes a discussion of the 
results and the conclusion.  
5.1 Iterative Learning Control  
Consider the linear time-invariant (LTI), discrete-time, single-input single-output 
(SISO) system:  
𝑦V(𝑘) = 𝑃(𝑧)𝑢V(𝑘) + 𝑑(𝑘),     (5.1) 
where 𝑘 = 0,1, … , 𝑁 − 1 is the discrete time index with 𝑁 as the number of time steps in an 
iteration, 𝑗 is the iteration index, 𝑦V ∈ ℝ;	is the output, 𝑢V ∈ ℝ;	is the control input, 𝑑 ∈ ℝ;	is 
an exogenous signal that repeats each iteration, and 𝑃(𝑧) is the nominal plant transfer function 
with 𝑧 ∈ ℂ as the discrete time frequency operator, which is assumed stable or has been 
stabilized by a feedback controller. The desired reference signal, 𝑟, and the initial condition, 
𝑦V(0), are assumed to be identical from one trial to the next. The performance metric or error 
signal is defined as  
𝑒V(𝑘) = 𝑟(𝑘) − 𝑦V(𝑘).     (5.2) 
Two widely used, and equivalent, ILC learning algorithms to determine an input at the 
subsequent iteration, 𝑢V5;(𝑘), are 
𝑢V5;(𝑘) = 𝐿$(𝑧)𝑢V(𝑘) + 𝐿.(𝑧)𝑒V(𝑘)          (5.3) 
or             				𝑢V5;(𝑘) = 𝑄*(𝑧) 𝑢V(𝑘) + 𝐿(𝑧)𝑒V(𝑘).                                    (5.4) 
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The goal of the ILC design is to choose the linear operators {𝐿$, 𝐿.} or {𝑄, 𝐿} to ensure 
convergence of the input signal to a final value lim
V→X
𝑢V(𝑘) = 𝑢X(𝑘) that leads to convergence 
of the error to a final small value 𝑒X(𝑘). 
While system stability in the time domain ensures bounded signals over the finite time 
support of each iteration, it is possible for the system’s response from iteration to iteration to 
grow unbounded. The stability and convergence properties for ILC are reviewed in the lifted-
system framework, which is a format that enables stability and convergence analysis in the 
iteration domain using matrix representation of the time-domain system dynamics [39]. In the 
lifted domain, the SISO time and iteration domain dynamic system is converted to a multiple-
input multiple-output (MIMO) iteration-domain dynamic system. Define lifted vectors 𝒚𝒋, 𝒖𝒋, 


































.   (5.5) 
Capital letters denote matrices, lower case letters are used for vectors, and bold text denotes a 
lifted vector or matrix. The time signals are contained in the vectors 𝒖𝒋, 𝒚𝒋, and 𝒆𝒋. The lifted 
form of the open-loop, stable plant transfer function, 𝑷, is a lower triangular Toeplitz matrix 
containing the Markov parameters, 𝑝&, as the diagonal elements. Using these lifted vectors and 
matrices, the linear plant dynamics (5.1) and tracking error dynamics (5.2) can be written as  
𝒚𝒋 = 𝑷𝒖𝒋 + 𝒅                                 (5.6) 
𝒆𝒋 = 𝒚𝒓 − 𝒚𝒋 = 𝒚𝒓 − 𝑷𝒖𝒋 + 𝒅                                                  (5.7) 
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where 𝒅 is a lifted vector of the periodic disturbances and initial conditions. The plant, system 
output and disturbance vectors have been shifted by one time step to accommodate the time 
shift in the control update law. Similarly, the update learning function (5.3) can be transformed 
to the lifted domain 
𝒖𝒋5𝟏 = 𝑳𝒖𝒖𝒋 + 𝑳𝒆𝒆𝒋.            (5.8) 
The ILC system (5.8) is asymptotically stable if and only if [113] 
𝜌𝑳𝒖 − 𝑳𝒆𝑷 < 1        (5.9) 
where 𝜌 is the spectral radius. To avoid learning transients, a stronger stability condition is 
monotonic convergence which is guaranteed if [113] 
𝜎t𝑳𝒖 − 𝑳𝒆𝑷 < 1     (5.10) 
where 𝜎t is the maximum singular value.  
The convergence rate of the ILC system is governed by 𝑳𝒖 − 𝑳𝒆𝑷 in (5.9) and (5.10). 
If the plant model is known, and 𝑳𝒖 = 𝑷!𝟏, then the ILC will converge in one iteration. 
Modifications to this plant inversion approach exist to enable implementation for physical 
systems [39], [114]. The speed of convergence to the appropriate input signal is clearly limited 
by the level of knowledge of the plant model.  
5.2 Sliding Mode Control  
Prior to presenting the FILC approach, a brief overview of SMC is presented. A new 
variable, 𝑠, called the sliding variable, is defined as a function of the system state, 𝑠(𝑥): ℝ- →
ℝ	[115]. The control goal is to drive 𝑠 to zero in finite time. The reaching phase is defined as 
the initial convergence from any initial condition to the desired manifold, termed the sliding 
surface. Once inside the sliding surface, the system moves towards the desired origin. 
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Lyapunov function techniques applied to ?̇? are used to determine the classical reaching 
condition, 
?̇? = −𝑘sgn(𝑠), 𝑘 > 0            (5.11) 
which ensures convergence to the sliding surface. The control signal that drives the state 
variables along the reaching phase to the sliding surface in finite time, and keeps the variables 
on the surface thereafter, is called a sliding mode controller. To avoid chattering around 𝜎 =
0	with digital implementation, (11) is usually augmented as  
?̇? = −𝑘sat(𝑠), 𝑘 > 0, sat(𝑠) = §sgn
(𝑠),			|𝑠| > 𝛿
𝑠,			|𝑠| ≤ 𝛿      (5.12) 
where 𝛿 is a small positive constant. Once the system is driven into the region 𝑠 ≤ 𝛿 the system 
is said to be in a quasi-sliding mode. SMC uses, in effect, high gain feedback to drive a system 
to an invariant manifold in which the system then slides along that manifold to a desired origin. 
5.3 Fast Iterative Learning Control  
The proposed FILC learning law in discrete time is given in (5.13) where the satª𝑒V(𝑘)« 
term is the novel ILC approach 
𝑢V5;(𝑘) = 𝐿$(𝑧)𝑢V(𝑘) + 𝐿.(𝑧)satª𝑒V(𝑘)«.      (5.13) 
Here, 𝑒V(𝑘), 𝑢V(𝑘), 𝑢V5;(𝑘) ∈ ℝ;. The error saturation function is evaluated pointwise and is 




        (5.14) 
where 𝛾 is the size of the boundary layer. The learning algorithm has two possible behaviors. 
After completion of iteration	𝑗, the size of 𝑒V(𝑘)Ddetermines the structure of the learning 
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algorithm for the next iteration. The resulting ILC algorithm is consistent with the “fast” 
reaching phase and “slow” sliding phase of SMC approaches. Outside the boundary layer, the 
learning algorithm uses the sign of the error, and the controller makes the same size “step” 
towards decreasing the error each iteration: 
𝑢V5;(𝑘) = 𝐿$(𝑧)𝑢V(𝑘) + 𝐿.(𝑧)sgnª𝑒V(𝑘)«.      (5.15) 
This Fast ILC region is analogous to the reaching phase in SMC and the goal is to converge to 
the sliding manifold as fast as possible. The sliding manifold is a dynamic learning system 
(standard linear ILC, LILC) since once inside the boundary layer, the behavior is the same as 
any ‘normal’ ILC approach (5.4). Once we enter the boundary region, the learning algorithm 
switches to LILC. Since LILC uses the actual error as the correction signal, the reduction in 
error in an iteration is a function of the size of the error. Large errors lead to large input 
adjustments between iterations and hence large changes in errors; small errors lead to small 
adjustments and slower convergence. The FILC approach is faster than LILC, particularly 
when plant uncertainty causes caution in learning gains.  
5.3.1 Analysis 
In this subsection, system stability and convergence in the iteration domain are 
explored for the nominal plant, which is assumed stable in the time domain. Similar to SMC, 
Lyapunov function techniques are used to derive a reachability condition that will guarantee 
monotonic error convergence to the boundary layer during the FILC reaching phase. The lifted 
system framework is used for analysis, and we first focus on the learning algorithm outside of 
the boundary layer when the system is using FILC. The FILC learning function (5.15) 
transformed to the lifted domain is  
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𝒖𝒋5𝟏 = 𝑳𝒖𝒖𝒋 + 𝑳𝒆𝐬𝐠𝐧𝒆𝒋        (5.16) 
















.      (5.17)  
For this analysis, the learning gains are constants, {𝑙$, 𝑙. ∈ ℝ|𝑙$, 𝑙. > 0}, and the input learning 
gain is set to be 𝑙$ = 1. The resulting lifted matrices 𝐿. and 𝐿$ contain the constant gains along 
the main diagonal. We define the iteration error dynamics as  
∆𝒆𝒋5𝟏 = 𝒆𝒋5𝟏 − 𝒆𝒋      (5.18) 
which is simplified to the following given the form of the input in (16) 
∆𝒆𝒋5𝟏 = −𝑷𝑳𝒆𝐬𝐠𝐧𝒆𝒋.         (5.19) 
We proceed by defining a sliding mode variable, 𝑠, and deriving a reachability 
condition given the FILC learning algorithm (5.16). Since the RMS error is directly related to 
the boundary layer for the error augmentation, we select 𝑠 = 𝒆𝒋D and introduce the candidate 
Lyapunov function  
𝑉V𝑠V = 𝑠VD = 𝒆𝒋𝑻𝒆𝒋.        (5.20) 
This selection is a valid Lyapunov function candidate since 𝑉V𝑠V ≥ 0 for all 𝑠 and 𝑉V(0) =
0 if and only if	𝑠 = 0. The resulting Lyapunov difference function is  
∆𝑉V5; = 𝑉V5;𝑠V5; − 𝑉V𝑠V = 𝒆𝒋5𝟏_ 𝒆𝒋5𝟏 − 𝒆𝒋_𝒆𝒋    (5.21) 
which can be rewritten as 
∆𝑉V5; = 2𝒆𝒋_∆𝒆𝒋5𝟏 + ∆𝒆𝒋5𝟏𝟐
𝟐     (5.22) 
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Substituting (5.19) into (5.22) results in 
∆𝑉V5; = −2𝒆𝒋_𝑷𝑳𝒆𝐬𝐠𝐧𝒆𝒋 + −𝑷𝑳𝒆𝐬𝐠𝐧𝒆𝒋D
D.    (5.23) 
Stability during the FILC reaching phase requires ∆𝑉V5; < 0. Meeting this condition ensures 
the trajectories of the system are driven towards the boundary layer monotonically. With the 
Lyapunov difference function as the switching condition, the boundary layer is no longer fixed 
as shown in (5.14). Instead, the switching condition is a function of system behavior in the 
iteration domain and the system remains in the FILC phase until ∆𝑉V5; is no longer less than 
0.  
When the system is within the boundary layer, Δ𝑉V5; > 0, the system switches to LILC 
and the update equation becomes 𝒖𝒋5𝟏 = 𝑸𝒇𝒖𝒋 + 𝑳𝒆𝒆𝒋 where we add a Q filter to improve 
robustness to high frequency uncertainty and ensure stability when switching. Plugging in the 
error (5.7), the update law becomes 𝒖𝒋5𝟏 = 𝑸𝒇𝑰 − 𝑳𝒆𝑷𝒖𝒋 + 𝑸𝒇𝑳𝒆(𝒓 − 𝒅), which is the 
same structure as standard LILC [113]. Thus, when switching from FILC at 𝑗 to LILC at 𝑗 + 1, 
asymptotic stability requires [113]  
𝜌 𝑸𝒇𝑰 − 𝑳𝒆𝑷 < 1.     (5.24) 
Monotonic error convergence during the LILC phase requires 𝒆X − 𝒆𝒋5𝟏D ≤ 𝑸𝒇𝑰 −
𝑳𝒆𝑷&D𝒆X − 𝒆𝒋D. Thus, monotonic error convergence is the same as a standard LILC 
system, which is guaranteed if [113]  
𝜎t 𝑸𝒇𝑰 − 𝑳𝒆𝑷 < 1.     (5.25) 
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5.3.2 Control Design 
The following subsection develops conditions for the appropriate selection of the 
learning gain, 𝑙., and boundary layer size, 𝛾, to ensure stability and convergence of the FILC 
reaching phase to LILC. Proper tuning of the 𝑙. and 𝛾 requires knowledge of the plant, making 
it difficult for unknown systems. Instead, rather than trying to select arbitrary values for an 
unknown system, the approach outlined below leverages the plant information from the first 
trial to calculate FILC gains offline between iterations 0 and 1. Iteration 0 (𝑗 = 0) is the initial 
trial run where learning control is not yet implemented.  
For 𝑙. selection, we derive a reachability condition similar to SMC. We begin by 
converting (5.23) to an inequality since Δ𝑉; < 0 ensures convergence towards the LILC 
system between 𝑗 = 0 and	𝑗 = 1, and substitute 𝑙. for 𝑳𝒆 since this is a constant diagonal 
matrix, resulting in 
−2𝑙.𝒆𝟎_𝑷𝐬𝐠𝐧(𝒆𝟎) + 𝑙.−𝑷𝐬𝐠𝐧(𝒆𝟎)D
D < 0.       (5.26) 





$,         (5.27) 





 .       (5.28) 
If 𝑙. is selected such that the above inequality is satisfied, the system is guaranteed to enter 
FILC and remain stable before switching to LILC.  
With FILC, the goal is to achieve the largest RMS error improvement between 
iterations as fast as possible. The above bound, however, does not provide insight for how to 
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choose 𝑙. to achieve the fastest convergence; it just ensures the system remains stable while in 
FILC. There exists an optimal 𝑙. value at each iteration that results in the largest RMS error 
improvement between iterations 𝑗 = 0 and	𝑗 = 1. This results in the largest and fastest 
performance improvement in a single iteration. The optimal 𝑙. value, 𝑙.,,+( ≤ 𝑙.,)L<, can be 
calculated using information from iteration 𝑗 = 0 to minimize the predicted RMS error of 
iteration 𝑗 = 1. The predicted RMS error for 𝑗 = 1 can be calculated from  
‖𝒆𝟏‖D = ~𝒆𝟎 − 𝑷𝑙.𝐬𝐠𝐧(𝒆𝟎)
_
𝒆𝟎 − 𝑷𝑙.𝐬𝐠𝐧(𝒆𝟎).    (5.29) 
The 𝑙.,,+( selection is calculated by taking the derivative of (5.29) and setting the numerator 





$ ,     (5.30) 
For the boundary layer, switching is taken care of by the Lyapunov difference function, 
rather than a set constant, 𝛾, which would require online tuning without an accurate plant 
model. Thus, the calculation in (5.23) is performed between each iteration during the standard 
offline ILC data processing steps to determine whether FILC or LILC is used for the next 
iteration. If Δ𝑉V5; < 0, the system remains in the FILC reaching phase. If	Δ𝑉V5; > 0, the 
system switches to LILC and the same learning gain 𝑙. calculated in FILC is used.  
To ensure stability when the system switches from FILC to LILC, the end user must 
select a Q-filter bandwidth, 𝜔ij,P. There is an inherent tradeoff between performance and 
robustness in the Q-filter bandwidth selection. Decreasing 𝜔ij,P 	increases the range of plant 
uncertainties FILC is robust to, however components of the reference that are above the 
bandwidth will not be tracked.  
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If the user has a rough estimate of the plant model, the Q-filter bandwidth should be 
selected such that stability equation (5.25) is satisfied. If the end user does not have a rough 
estimate of the plant model, the user can perform partial system identification offline between 
iterations 0 and 1. The first step is to perform iteration 0 without ILC. Next, the system’s input 
and output data from iteration 0 are used to obtain an estimate of the system transfer function, 
𝑃(𝑧), using a built in MATLAB function such as ‘tfest’. While not necessary for stability, it is 
common to design the Q-filter to have zero-phase to prevent lag-induced deterioration in the 
performance. Methods of creating zero-phase filters such as a gaussian filter are discussed in 
[116]. 
5.3.3 Robust Convergence 
In this subsection, we consider the true system 𝑃 to correspond to the nominal model 
𝑃 plus additive uncertainty ∆k: 𝑷 = 𝑷 +𝑾∆. 𝑾 is a filter whose magnitude represents the 
relative uncertainty at each frequency, and ∆ is a stable transfer function with ‖∆‖D ≤ 1. The 
nominal convergence condition Δ𝑉V5; < 0 in (5.23) with plant uncertainty is now  
∆𝑉V5; = −2𝑙.𝒆𝒋_𝑷 +𝑾∆𝐬𝐠𝐧𝒆𝒋 + 𝑙.D−𝑷 +𝑾∆𝐬𝐠𝐧𝒆𝒋D
D.  (5.31) 
With sgn𝒆𝒋D = √𝑁 and	‖∆‖D ≤ 1, by construction, (5.31) reduces to:  
∆𝑉V5; ≤ −2𝑙.𝒆𝒋_𝑷𝐬𝐠𝐧𝒆𝒋 − 2𝑙.𝒆𝒋_𝑾∆𝐬𝐠𝐧𝒆𝒋 + 𝑙.D𝑁 𝑷D
D + ‖𝑾‖DD.   (5.32) 
The third term on the RHS of (5.32) is a member of the set {𝑥 ∈ ℝ|𝑥 > 0}, while the magnitude 
and sign of the first two terms will change with each iteration. While 𝑾∆ is sign indeterminate, 
if we assume worst case	𝑾∆< 0, the second term will also be a member of the set 
{𝑥 ∈ ℝ|𝑥 > 0}, and the first term will have to negate a larger positive sum to keep ∆𝑉V < 0. 
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As a result, FILC will be applied for fewer iterations and will switch to LILC faster relative to 
the nominal case in (5.23). With smaller uncertainty, the system will remain in FILC for more 
iterations. 
5.3.4 Effects of Noise on the Input Signal 
In this subsection we further analyze the unique input structure of FILC and present a 
modified FILC approach to be used in a noisy environment. Due to the unique structure of the 
FILC algorithm, the input signal remains bounded with 𝑙. < ∞. The fixed step size of FILC 
with 𝑙$ < 1  is as follows:  
𝒖𝒋5𝟏 − 𝒖𝒋D = 𝑳𝒆𝐬𝐠𝐧𝒆𝒋D = 𝑙.√𝑁        (5.33) 
Moreover, the FILC input signal within an iteration is norm bounded as   
𝒖𝒋D ≤ 𝑗𝑙.√𝑁,  𝒖𝒋X ≤ 𝑗𝑙.     (5.34) 
ensuring bounded input bounded output (BIBO) stability along the iteration domain for a finite 
number of iterations.  
While the unique learning algorithm of FILC remains bounded, it is well known in 
SMC applications that the inclusion of a sign term in the input signal can be problematic in the 
presence of sensor noise since it can lead to input chatter. One way to rectify this is to introduce 
a hysteresis band and modify (5.15) to become (5.35): 
𝑢V5;(𝑘) = ¹
𝑢V(𝑘) + 𝑙.sgn 𝑒V(𝑘) , ­𝑒V(𝑘)­ > 𝛽
𝑢V(𝑘 − 1), ­𝑒V(𝑘)­ ≤ 𝛽
,    (5.35) 
where 𝛽 is a positive constant. The sign of the input signal will not change unless the system 
is outside a 2𝛽 band around the reference trajectory (Figure 5.1, left). The resulting input signal 




Figure 5.1 Modified FILC algorithm with hysteresis. Left: sinusoidal reference trajectory with a 𝟐𝜷 
hysteresis region. Right: input signal versus error signal. In this example, 𝒍𝒆 = 𝟎. 𝟐 and the input signal 
switches between ±𝒍𝒆 outside of the 𝟐𝜷 band. Image from [52]. 
The selection of 𝛽 depends on the maximum value of the noise present in the system. 
We first redefine the measured error signal, ?̂?V, as  
?̂?V = 𝑒V + ?̃?V ,       (5.36) 
where 𝑒V is the actual system error signal and refer to the noise, ?̃?V, as additive white Gaussian 
noise. The value of 𝛽 is selected such that 𝛽 ≤ |?̃?)L<|.  
To compare this modified FILC approach to other learning algorithms in a noisy 
environment, we substitute ?̂?V into the learning function in (5.8) which is the learning structure 
used for NOILC and LILC, to obtain 
𝒖𝒋5𝟏
𝑵𝑶𝑰𝑳𝑪/𝑳𝑰𝑳𝑪 = 𝑳𝒖𝒖𝒋 + 𝑳𝒆𝒆𝒋 + 𝑳𝒆𝒆¼𝒋.         (5.37) 
With this learning structure, the noise is directly transmitted to the input signal, which is then 
applied to the system. One option is to filter the control input, 𝒖𝒋5𝟏, before it is applied to the 
system to remove high frequency noise. Low frequency noise in the frequency spectrum of the 
reference signal, however, will remain. With the modification in (5.37) chattering is eliminated 
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and the FILC approach is insensitive to sensor noise. This result is supported by the 
experimental results presented in Section 5.3. 
5.3.5 Implementation 
Here we provide a brief summary of the steps required for FILC implementation. First, 
the system performs one trial without ILC (𝑗 = 0). The error information from 𝑗 = 0 is used 
to calculate an optimal value of 𝑙.,,+( using (5.30). The 𝑙.,,+( calculation is performed one time 
between 𝑗 = 0 and 𝑗 = 1 and the gain is used for all future iterations of FILC. The plant 
estimate, 𝑃(𝑧), can either be obtained from system identification after the first trial or it can be 
the best linear estimate of the plant obtained from other off-line means. The Lyapunov 
difference function (5.23) is evaluated offline between each iteration as a switching condition 
to determine whether FILC or LILC is used for the next iteration. Once the system switches to 
LILC, the LILC algorithm is used for the remaining iterations. The Q-filter bandwidth is 
selected to ensure the stability condition in (5.25) is satisfied. The learning gain calculated for 
FILC is also used for LILC, 𝐿 = 𝐿. .	The design approach outlined above eliminates the need 
to tune arbitrary gain values or determine a set boundary layer size since control design is taken 
care of by the algorithm offline between 𝑗 = 0 and 𝑗 = 1. 
5.3.6 Results 
To demonstrate the effectiveness of FILC on a relevant system, we consider the robotic 
extrusion printing system presented in Chapter 2. Since the robot is Cartesian, the axes are 
dynamically decoupled and can be considered individually. For clarity of exposition regarding 
the FILC behavior, we focus on a single axis: the X-axis, and use the nominal plant model 
presented in Chapter 2 for simulations. For experimental implementation we do not use friction 
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compensation. Thus, physical phenomena such as motor cog, force ripple and friction 
introduce nonlinearities to the system that play a significant role in decrementing tracking 
performance at the low velocities required for material fabrication.  
A sinusoidal reference trajectory is used for both simulation and experimental testing. 
For feedback control, a standard PID controller is used to stabilize the axis. In the following 
two sections, we analyze the performance of the robot using FILC, NOILC, and LILC, in terms 
of convergence speed and final converged error. For simulation we evaluate two cases: 
learning control performance using the nominal plant model and learning control performance 
in the presence of model uncertainty. For experimental testing, we evaluate the performance 
of the learning controllers in the presence of uncertainty since the physical plant does not match 
the nominal model due to the nonlinearities discussed above. The gains of all learning 
controllers used in simulation and on the experimental system were designed using the nominal 
plant model.   
5.3.6.1 Simulation Results  
First, the performance of the three ILC controllers are compared in simulation using 
the nominal plant model of the servo system presented in Chapter 2. The NOILC was tuned in 
simulation to achieve high performance, both in convergence speed and in final converged 
error. The NOILC gain set was selected as {𝑞, 𝑠, 𝑟} = {1,1𝑒 − 4,1𝑒 − 4}. For FILC, no gain 
tuning is required so the calculations outlined in the FILC implementation steps in Section 
5.3.5 were performed between 𝑗 = 0 and 𝑗 = 1	using the nominal model as 𝑃. The resulting 
calculated gain set for FILC was {𝑙$, 𝑙.} = {1,0.0338}. The same gain set was used for LILC 
implementation for comparison. 
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The simulation results for the nominal case are shown in Figure 5.2. NOILC 
outperforms both FILC and LILC for both performance metrics with the nominal plant model. 
As indicated by the orange arrow, FILC runs for 3 iterations before switching to LILC when 
∆𝑉V5; > 0. Comparing FILC and LILC, it is clear that given the same gain set, the error 
augmentation approach in FILC increases convergence speed.  
 
Figure 5.2 RMS error values for a simulation using the nominal plant model. Image from [52]. 
For the second round of simulation tests, we introduce model uncertainty with an 
additive uncertainty structure. NOILC and FILC use the nominal model for learning gain 
calculations, but the nominal model plus uncertainty (𝐺)5$ = 𝐺) +𝑊∆) in (5.38) is 




.    (5.38) 
The bode plot in Figure 5.3 compares the frequency response of 𝐺) and	𝐺)5$, which have 
similar magnitude and phase characteristics at low frequencies. This model structure is a 




Figure 5.3 Frequency response of the nominal model, 𝑮𝒎, and the nominal model with uncertainty,	𝑮𝒎@𝒖. 
Image from [52]. 
The simulation results using the same reference trajectory and learning gains as above 
are shown in Figure 5.4. FILC and LILC are robust to the additional dynamics, whereas NOILC 
becomes unstable in the iteration domain. FILC is applied for fewer iterations relative to the 
nominal case due to the model uncertainty, as discussed in Section 5.3.3.  
 




5.3.6.2 Experimental System Results  
In order to validate the simulation results, the three learning controllers were tested on 
the robotic deposition system. The nominal plant model was again used to calculate the 
learning gains for FILC and NOILC. The NOILC gains were the same values calculated and 
used in simulation. Similar to simulation, the FILC gains were calculated between 𝑗 = 0 and 
𝑗 = 1.	The calculated gain set for FILC was {𝑙$, 𝑙.} = {1,0.1819}. The same gain set was used 
for LILC implementation for comparison. Experimental implementation is similar to the 
second set of simulations with model uncertainty since the actual plant does not match the 
model due to the nonlinearities discussed previously.  
The experimental results for the same sinusoidal reference are shown in Figure 5.5. In 
this case, FILC is applied for 2 iterations, indicated by the orange arrow, and the system 
switches to LILC for the remainder of the iterations. As discussed in Section 5.3.3, FILC is 
applied for fewer iterations relative to the nominal case since ∆𝑉 > 0 due to the model 
uncertainty. 
 











Analogous to the simulation results, both FILC and LILC were rather robust to model 
uncertainty. FILC, however, resulted in a faster convergence rate. Since FILC uses a fixed 
magnitude error term, as opposed to the proportional error term in LILC, the convergence rate 
of the RMS error was faster than the asymptotic convergence in LILC. The results indicate 
significant advances in ILC convergence speed relative to LILC.   
Similar to the simulation with uncertainty, the carefully tuned NOILC system 
demonstrates instability in the iteration domain when implemented on the experimental 
system. The NOILC system would require additional tuning to remain stable, which is difficult 
to know a priori. The FILC system does not require adjustment for the plant with uncertainty 
since the learning gain and switching calculations occur offline automatically using (5.23) and 
(5.30). 
The experimental results are further illustrated in Figure 5.6, which shows the 
sinusoidal reference trajectory, the X-axis performance for 𝑗 = 0 with only feedback control, 
and the first iteration of FILC and NOILC. Both the FILC and NOILC make significant 
performance improvements in one iteration, but the NOILC leads to plant vibrations at the end 
of the trajectory. The X-axis performance after 10 iterations of each NOILC and FILC is shown 
in Figure 5.7, which demonstrates the excess plant vibrations are amplified in NOILC and 
eventually lead to instability. The NOILC tuned with the nominal model is not robust to the 






Figure 5.6 Sinusoidal reference trajectory (black dashed line), and experimental results on the robotic 
deposition system. The red line is iteration 0 when learning control is not applied. The green and blue 
lines are iteration 1 of NOILC and FILC, respectively. Image from [52]. 
As discussed in Section 5.3.4, FILC with hysteresis (5.35) is insensitive to noise in the 
error signal, which is evident in the experimental system results. Figure 5.8 illustrates the input 
signals as a function of time for 𝑗 = 1 for both NOILC and FILC. The NOILC input signal 
includes chatter from the noise in the error signal, whereas the FILC input signal is smooth and 
insensitive to the noise. The large spikes in the NOILC input signal at the end of the time 
trajectory lead to the plant vibrations evident in Figure 5.8. Norm calculations for the NOILC 
and FILC input signals for 𝑗 = 1 are listed in Table 5.1. Relative to NOILC, FILC achieves a 
similar convergence speed and performance improvement in a single iteration, but with a 
19.84% decrease in the two-norm of the input signal and significantly less chatter. In many 
practical control systems, excessive noise and chatter in the input signal can wear out the 
actuator. Further, the infinity norm of the input signal is decreased by 93.68% since the FILC 
is bounded by (5.34) while the NOILC input includes the high amplitude spikes near the end 
of the reference trajectory. A reduction in the infinity norm of an input signal is beneficial in 
131 
 
experimental applications to avoid input saturation that can also damage actuation components 
or lead to windup if a feedback controller is used in parallel.  
 
Figure 5.7 The axis performance after 10 iterations of both NOILC and the combination of FILC and 
LILC. Image from [52]. 
 
Figure 5.8 NOILC and FILC input signal during iteration 1 for the sine wave reference implemented on 




Table 5.1 Norm calculations for FILC and LILC input signals for 𝒋 = 𝟏. 
Leaning Algorithm ‖𝒖‖𝟐 ‖𝒖‖X 
NOILC 14.63 3.14 
FILC 11.73 0.18 
 
5.4 Fast Cross-Coupled ILC 
In this section, the general FILC framework is extended to two-dimensions and is 
reformatted to include the contour error, as well as individual axis errors. The proposed Fast 
Cross-Coupled ILC (F-CCILC) algorithm improves the motion control and convergence speed 
of MIMO manufacturing systems with high modeling uncertainty. 
Section 5.4.1 briefly reviews Cross-Coupled Iterative Learning Control (CCILC), 
Section 5.4.2 presents the proposed F-CCILC approach, and Section 5.4.3 presents the 
simulation and experimental results for the F-CCILC system.  
5.4.1 Cross-Coupled Iterative Learning Control  
The actual position of multi-axis motion systems can be described with respect to the 
desired position in terms of the individual axis errors, 𝑒< and  𝑒C, and the contour error, 𝜀. The 
estimated contour error, 𝜀, is defined as the shortest distance from the actual position to the 
tangential line of the desired position [117]. To calculate the contour error the axial tracking 
errors are multiplied by cross-coupling gains, 𝑐< and 𝑐C, and then combined using appropriate 
sign convention [118]. The contour error calculation is defined as a linear combination of 
individual axis tracking errors and coupling gains, and is determined from geometry: 
𝜀 = −𝑒<𝑐< + 𝑒C𝑐C	          (5.39) 
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where 𝑐< and 𝑐C are defined as:  
𝑐< = sin 𝜃 −
.H
Dr
, 𝑐C = cos 𝜃 +
.I
Dr
.                    (5.40) 
For linear segments, the coupling gains remain constant throughout the trajectory and are 
defined as  
𝑐< = sin 𝜃 , 𝑐C = cos 𝜃.             (5.41) 
The angle 𝜃 is the angle between the tangent of the path command and the X-axis, and 𝑅 is the 
instantaneous radius of curvature for the contour.  
Cross-Coupled ILC (CCILC) combines Cross-Coupled Control (CCC) with ILC to 
improve tracking performance of the entire system. CCC is a feedback control scheme used to 
improve the contour error of multi-axis systems by coupling the individual axis errors together 
[119]. The CCC design is adapted to an ILC framework so that the CCC system can learn from 
previous iterations. The CCILC learning law uses the contour error (5.39) in place of the error 
variable in (5.8) resulting in the following control signal 
𝒖𝒋5𝟏 = 𝑳𝒖𝒖𝒋+𝑳𝒆𝜺𝒋.    (5.42) 
The CCILC input is multiplied by the individual axis coupling gains before being fed back into each axis in a 
feedforward control input. The CCILC learning algorithm acts directly on the contour error and does not 
significantly reduce the tracking error. To minimize both tracking and contour error, Barton et al. presented a 
combined feedback, feedforward ILC and CCILC system [120]. A block diagram of the Combined CCILC system 
is shown in Figure 5.9 and contains three key components. First, feedback controllers, 𝑘JK and 𝑘JL, are designed 
to stabilize each axis with plant models 𝐺K and 𝐺L. Second, each axis has a feedforward ILC controller to improve 
tracking performance (blue boxes). And finally, the CCILC couples the axes behavior to reduce contour error 





Figure 5.9 Block diagram for the Combined Cross Coupled ILC. 
5.4.2 Fast Cross-Coupled Iterative Learning Control  
To further improve contour tracking for unknown, multi-axis systems, an improved 
Fast Cross-Coupled ILC (F-CCILC) technique is developed. The F-CCILC technique extends 
the single axis FILC approach to contour tracking for biaxial systems. F-CCILC uses the 
combined CCILC architecture and consists of two feedforward FILC controllers for each axis 
to improve tracking error performance, and a CCILC controller that couples the axes behavior 
to reduce contour error (Figure 5.10). Thus, the three learning laws for the proposed F-CCILC 
system are  






C          (5.44) 
𝒖V5;s = 𝑳$s𝒖Vs+𝑳.s𝐬𝐚𝐭𝜺𝒋.           (5.45) 
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The RMS contour error, 𝜺VD, is used as the switching condition for the entire system. When 
𝜺VD is larger than a given threshold, 𝛾s , the system is in the fast learning phase and the 
learning algorithms (5.43)-(5.45) use the sign of the contour error. Once 𝜺VD is lower than 
𝛾s , the system enters linear learning phase (L-CCILC) and the actual contour error is used in 
the correction signal. For this analysis, the learning gains are constants, Å𝑙$s , 𝑙$< , 𝑙$
C , 𝑙.s , 𝑙.< , 𝑙.
C ∈
ℝ|𝑙$s , 𝑙$< , 𝑙$
C , 𝑙.s , 𝑙.< , 𝑙.
C > 0Æ, and set 𝑙$s = 𝑙$< = 𝑙$
C = 1. The resulting lifted matrices Å𝑳$s , 𝑳$< , 𝑳$
CÆ 
and Å𝑳.s , 𝑳.< , 𝑳.
CÆ contain the constant gains along the main diagonal. F-CCILC stability and 
performance requires proper selection of Å𝑙.s , 𝑙.< , 𝑙.
CÆ and	𝛾s . 
 
Figure 5.10 Block diagram for the Fast Cross Coupled ILC. 
5.4.2.1 Analysis  
System stability and convergence in the iteration domain is explored for the nominal 
plant models, which are assumed stable in the time domain. Analogous to the single axis FILC 
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system, there exists an optimal learning gain set Å𝑙.s , 𝑙.< , 𝑙.
CÆ
,+(
 that results in the largest RMS 
contour error improvement between iterations. The optimal gain set is calculated after iteration 
𝑗 by minimizing the predicted RMS contour error at 𝑗 + 1. 
The lifted linear plant dynamics for the X and Y-axes are 
𝒙V5; = 𝑷<𝒖V< + 𝒅< , 	𝒚V5; = 𝑷C𝒖V
C + 𝒅C           (5.46) 
where 𝑷<	and 𝑷C are the lifted system matrices for the X and Y-axis nominal plant models. The 
contour error difference is defined as  
∆𝜀V5; = 𝜀V5; − 𝜀V=−𝑐<𝑒V5;< + 𝑐C𝑒V5;
C + 𝑐<𝑒V< − 𝑐C𝑒V
C   (5.47) 
with the X and Y-axis tracking errors defined as  
𝒆V5;< = 𝒓< − 𝒙V5; = 𝒓< − 𝑷<𝒖V5;< − 𝒅<	        (5.48) 
𝒆V5;
C = 𝒓C − 𝒚V5; = 𝒓C − 𝑷C𝒖V5;
C − 𝒅C .	         (5.49) 
The X and Y-axis feedforward input signals in the F-CCIILC framework are  






C + 𝑙.s𝐬𝐠𝐧𝜺V.        (5.51) 
Substituting (5.50) and (5.51) into (5.47) with 𝑙$s = 𝑙$< = 𝑙$
C = 1, results in  
𝜺)*+ = 𝜺) + 𝑐,𝑷&,'𝑙-,𝑷&,𝐬𝐠𝐧,𝒆),. − 𝑙-.𝑷&,𝐬𝐠𝐧,𝜺).0 − 𝑐/𝑷&/'𝑙-
/𝑷&/𝐬𝐠𝐧,𝒆)
/. + 𝑙-.𝑷&/𝐬𝐠𝐧,𝜺).0. 
(5.52) 






















.   (5.53) 
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The Å𝑙.s , 𝑙.< , 𝑙.
CÆ
,+(
 selection is calculated by minimizing the above multivariable function. This 
optimization is discussed further in Section 5.4.2.3. 
            Instead of tuning an arbitrary value for the F-CCILC boundary layer,		𝛾s , Lyapunov 
function techniques are employed to determine when the system should switch to L-CCILC. 
The sliding variable, 𝑠, is selected as 𝑠 = 𝜺VD	and the proposed candidate quadratic 
Lyapunov function  is  
𝑉V(𝑠) = 𝑠D = 𝜺V_𝜺V,    (5.54) 
which is a valid Lyapunov function candidate since 𝑉V(𝑠) ≥ 0 for all 𝑠 and 𝑉V(0) = 0 if and 
only if	𝑠 = 0. The Lyapunov difference function for the F-CCILC system is  
Δ𝑉V5; = 𝜺V5;_ 𝜺V5; − 𝜺V_𝜺V,       (5.55) 
which can be rewritten as 
Δ𝑉V5; = 2𝜺V∆𝜺V5; + ∆𝜺V5;D
D.          (5.56) 
Equation (5.56) is evaluated offline between each iteration to determine which learning 
algorithm is used for the next iteration. If	Δ𝑉V5; < 0, monotonic contour error convergence 
during the F-CCILC reaching phase is ensured. If Δ𝑉V5; ≥ 0, the system switches to L-CCILC.  
5.4.2.2 Bounded Input 
Due to the unique input structure of the F-CCILC algorithm,  the input signal remains 
bounded for bounded gains Å𝑙.s , 𝑙.< , 𝑙.
CÆ < ∞ assuming FILC is applied for a finite number of 
iterations. The input signals within an iteration 𝑗 of each controller in the F-CCILC system 
with 𝑙$s = 𝑙$< = 𝑙$
C = 1 are norm bounded as follows:  
𝒖V<D ≤ 𝑗𝑙.
<√𝑁,    𝒖V<X ≤ 𝑗𝑙.











C,     (5.58) 
𝒖VsD ≤ 𝑗𝑙.
s√𝑁,    𝒖VsX ≤ 𝑗𝑙.
s .     (5.59) 
Define the combined feedforward F-CCILC input signals for each axis as 𝒖ÏV< = 𝒖V< − 𝒄<𝒖Vs  
and 𝒖ÏV
C = 𝒖V
C + 𝒄C𝒖Vs , 𝒖ÏV<	and 𝒖ÏV
C	are bounded as  
𝒖ÏV<D ≤ 𝑗(𝑙.
< +max(𝑐<)𝑙.<)√𝑁,   𝒖ÏV<X ≤ 𝑗(𝑙.











C.              (5.61) 
The bounds in (5.60) and (5.61) ensure bounded inputs along the iteration domain for a finite 
number of FILC iterations. 
5.4.2.3 Implementation  
In this section we provide a brief summary of F-CCILC implementation. First, the 
system performs one iteration without ILC (𝑗 = 0). The tracking and contour error information 
from 𝑗 = 0 is used to calculate the optimal learning gain set by minimizing the predicted RMS 
contour error (5.53), which is calculated using ‘fmincon’ in MATLAB. This function finds the 




performed once between 𝑗 = 0	and 𝑗 = 1 and the resulting gain set is used for all future 
iterations of F-CCILC. The plant estimates 𝑷< and	𝑷C are required for this calculation, and can 
either be obtained from system identification after 𝑗 = 0 or other off-line techniques. 
Next, the Lyapunov difference function (56) is evaluated offline between each iteration 
as a switching condition to determine whether F-CCILC or L-CCILC is used for the next 
iteration. If Δ𝑉V5; < 0, the entire system remains in F-CCILC so (5.43)-(5.45) with the sign of 
the contour error are used. When Δ𝑉V5; ≥ 0, the entire system switches to L-CCILC, and the 
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actual contour error is used for correction for the remaining iterations. The same optimal 
learning gain set Å𝑙.s , 𝑙.< , 𝑙.
CÆ
,+(
 calculated after 𝑗 = 0 is used for both F-CCILC and L-CCILC 
algorithms.  
5.4.2.4 Results 
To demonstrate the effectiveness of F-CCILC we again consider the extrusion printing 
system presented in Chapter 2, and consider the X and Y-axes. The system model does not 
contain the higher order modes of the system, such as table resonances, so there exists 
uncertainty between the experimental system and linear models. 
A raster trajectory commonly used in repetitive manufacturing and scanning 
applications is used for both simulation and experimental testing. This trajectory requires 
coupled movements from multiple axes to achieve the desired trajectory. Standard PID 
feedback controllers are used to stabilize each axis.  
In the following two sections, we compare the performance of F-CCILC to L-CCILC 
and Norm-Optimal CCILC (NO-CCILC) measured by convergence speed and final converged 
contour error. The control signal for L-CCILC is calculated using the same learning gains as 
F-CCILC. The control signal for NO-CCILC is determined as the solution of an optimization 
problem. Detailed design guidelines are in [121]. The gains of all learning controllers used in 
simulation and on the experimental system were designed using the nominal plant models 
presented in Chapter 2. 
We first evaluate the performance of the three CCILC control structures using the 
nominal plant models. The NO-CCILC gain set was tuned in simulation to achieve fast 
convergence speed and low final converged contour error. The gain set was selected as: 
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{𝑠, 𝑟} = {1𝑒 − 3,1𝑒 − 4}. For F-CCILC, no gain tuning is required so implementation steps in 
Section 5.4.2.3 were performed between 𝑗 = 0 and 𝑗 = 1 using the nominal plant models. The 
resulting calculated gain set for F-CCILC was Å𝑙.s , 𝑙.< , 𝑙.
CÆ = {0.04,0.07,8.2𝑒 − 7}. The same 
gain set was used for L-CCILC implementation for comparison. 
The simulation results for the nominal case are shown in Figure 5.11. NO-CCILC 
outperforms both F-CCILC and L-CCILC for both convergence speed and final converged 
RMS contour error. Indicated by an orange arrow, the F-CCILC system remains in F-CCILC 
for 1 iteration before switching to L-CCILC when	Δ𝑉V5; ≥ 0. Comparing F-CCILC and L-
CCILC, it is clear that given the same gain set, the error augmentation approach in F-CCILC 
increases convergence speed. 
 
 
Figure 5.11 RMS contour error values for a simulation using the nominal plant model. Image from [122]. 
Next we evaluate the learning control performance in the presence of model uncertainty 
with an additive uncertainty structure for both the X and Y-axes, outlined in Section 5.3.3. The 
nominal models are used for learning gain calculations for both NO-CCILC and F-CCILC, but 
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the nominal models plus uncertainty 𝑮𝒎5𝒖 = 𝑮𝒎 +𝑾∆	for each axis are implemented as the 
plant models in simulation. 
The simulation results using the same reference trajectory and learning gains as the 
nominal model case are shown in Figure 5.12. F-CCILC and L-CCILC are robust to the 
additional dynamics, whereas NO-CCILC becomes unstable in the iteration domain after one 
iteration. Similar to the nominal model case, F-CCILC has a faster convergence rate relative 
to L-CCILC using the same learning gain set.  
 
Figure 5.12 RMS contour error values for a simulation using the nominal plant model plus uncertainty. 
Image from [122]. 
For experimental testing, we evaluate the performance of the learning controllers in the 
presence of uncertainty since the physical plant does not match the nominal model due to the 
nonlinearities discussed in Section 5.3.6 and unmodeled dynamics. The three learning 
controllers were tested on the extrusion printing system system and the nominal models were 
again used to calculate the learning gains for all controllers. The NO-CCILC gains were the 
same values calculated and used in simulation. The F-CCILC gains were calculated between 
𝒋 = 𝟎 and 𝒋 = 𝟏. The calculated gain set for F-CCILC was Å𝒍𝒆𝑪, 𝒍𝒆𝒙, 𝒍𝒆
𝒚Æ = {𝟎. 𝟎𝟓, 𝟎. 𝟎𝟒, 𝟎. 𝟎𝟑}. 
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The same gain set was used for LILC implementation for comparison. Experimental 
implementation is similar to the second set of simulations with model uncertainty since the 
actual plant does not match the model. 
The experimental results for the raster trajectory are shown in Figure 5.13. In this case, 
F-CCILC is applied for 3 iterations, indicated by the orange arrow, and the system switches to 
L-CCILC for the remaining iterations. Analogous to the simulation results, both F-CCILC and 
L-CCILC were rather robust to model uncertainty and have monotonic RMS contour error 
convergence for all iterations. Moreover, F-CCILC uses a fixed magnitude error term while L-
CCILC uses a proportional error term. As a result, the convergence rate of the RMS contour 
error for F-CCILC was faster than the asymptotic convergence in L-CCILC.  
Similar to the simulation with uncertainty, the carefully tuned NO-CCILC system 
demonstrates instability in the iteration domain when implemented on the experimental 
system. The NO-CCILC system would require additional tuning to remain stable, which is 
difficult to know a priori. The F-CCILC system does not require adjustment for the plant with 
uncertainty since the learning gain and switching calculations occur offline automatically. The 
NO-CCILC tuned with the nominal model is not robust to the nonlinearities in the experimental 
system. 
Figure 5.14 illustrates the Y-axis input signals as a function of time for 𝒋 = 𝟐 for both 
NO-CCILC and F-CCILC. The X-axis input plot is similar. We analyze 𝒋 = 𝟐 since the RMS 
contour error for NO-CCILC and F-CCILC are similar. The NO-CCILC input signal includes 
chatter from the axes vibrations at turn arounds, whereas the F-CCILC input signal is smooth 
and insensitive to the vibrations, which supports the discussion in Section 5.3.4. The frequency 
of this chatter is likely one of the higher order, unmodeled resonances in the system. 
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Further, the size of the feedforward input signals of the F-CCILC structure is 
significantly smaller than the NO-CCILC structure. Norm calculations for the NO-CCILC and 
F-CCILC input signals for 𝒋 = 𝟐 are listed in Table 5.2. F-CCILC achieves a faster 
convergence speed and improved performance improvement relative to NO-CCILC (Figure ), 
but with a 69.2% and 70.2% reduction in the two-norm of the input signal for the x and y axes, 
respectively. Further, the infinity norm of the input signals are decreased by 91.1% and 91.3% 
for the X and Y-axes since the F-CCILC inputs are bounded by (5.60) and (5.61). The NO-
CCILC input includes high amplitude spikes at the turn arounds of the trajectory. In many 
practical control systems, higher magnitude input signals with excessive chatter can wear out 
actuators. Moreover, a reduction in the infinity norm of an input signal is advantageous in 
experimental applications to avoid input saturation that can also damage actuation components 
or lead to windup if a feedback controller is used in parallel. 
 
 




Figure 5.14 F-CCILC and NO-CCILC input signals for the y axis during 𝒋 = 𝟐  on the experimental 
system. Image from [122]. 
 
Table 5.2 Norm calculations for F-CCILC and NO-CCILC input signals for 𝒋 = 𝟐. 










NOILC 6.78 0.14 6.07 0.13 
FILC 21.98 1.58 20.37 1.50 
 
5.5 Discussion 
This work first presents the FILC algorithm for a single machine servo axis to clearly 
illustrate the approach and its behavior consistent with analysis. We then extend the single axis 
FILC approach to contour tracking for biaxial systems and demonstrate the promising 
performance benefits for systems with significant model uncertainty. 
The FILC system achieves significant performance improvement with little plant 
information. The learning algorithm has two possible behaviors consistent with the “fast” 
reaching phase and “slow” sliding phase of SMC approaches. Outside the boundary layer, the 
learning algorithm uses the sign of the error, and the controller makes the same size “step” 
 time (s) 
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towards decreasing the error each iteration. The sliding manifold is a dynamic learning system 
(LILC) since once inside the boundary layer, the behavior is the same as a typical linear ILC 
approach. The learning gain was calculated using the predicted RMS error of the next iteration, 
and Lyapunov function techniques were used to ensure monotonic error convergence.   
The simulation and experimental results are consistent with analysis and demonstrate 
the benefit of the new control design in terms of both robustness and convergence speed; the 
resulting algorithm achieves a rapid iteration domain convergence for systems with significant 
uncertainty. The FILC approach does not require end-user tuning of arbitrary gains, which is 
useful for uncertain systems. An additional advantage of FILC is the bounded input signal and 





Chapter 6     
Multi-Input Single-Output (MISO) ILC for 
Improved Material Placement 
For much of the prior work of ILC in precision AM, the machine control has been the 
focus and precision control in the joint space has been assumed to be equivalent to precision 
control in the task space. References [40]–[42] are examples from extensive research on the 
topic.  Due to imperfect coordination between the joint and task spaces, however, there is no 
guarantee that perfect regulation of the joint space results in the as-designed task space results. 
The loss of coordination arises from nozzle alignment errors, nozzle tip displacement errors due 
to mechanical forces, and the highly nonlinear material behavior. Application of ILC directly 
to the task space frame should improve material fabrication.  
Many fabrication patterns in AM applications involve coupled motions between 
multiple axes. To compensate for cross axis coupling, a variant on ILC called cross coupled 
ILC [123] has been developed but this again assumes that precision control in the joint space is 
equivalent to precision control in the task space. Spatial ILC (SILC) in [124] is another approach 
to 2D precision fabrication that assumes a spatial relationship between input and the deposited 
material on a substrate. SILC has focused on discrete droplets that form a 2D convolution in 
spatial coordinates. While SILC is well-suited for AM processes such as jet printing, it is less 
applicable to extrusion systems where a continuous filament connects the nozzle and substrate 
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at all times. Therefore, material deposition cannot be decomposed into impulsive inputs and 
readily resolved into a 2D spatial convolution between input and output. 
This work addresses the relative dearth in the use of ILC for improving geometric 
material placement in the task space frame. In [107], [125], ILC was used to aid in extrusion-
based deposition of ceramics for simple shapes with constant widths along the path. References 
[46]–[48] utilize ILC for laser metal wire deposition. Both efforts were effective in improving 
layer to layer control for simple parts but did not monitor or control deposition within a layer. 
Reference [126] presents nonlinear and linear models for an extrusion printing system to 
integrate into control schemes. There has also been recent work on developing process sensing 
and control methods for FDM process dynamics to enable high-precision applications [127]–
[130]. However, combined with SILC, these efforts present the majority of the use of ILC on 
AM materials systems in the literature. Given the importance of precision material placement 
control in AM, it is of high value to more thoroughly investigate the benefits of applying ILC 
to AM material placement in the task space frame. 
This chapter presents a novel Multi-Input Single-Output (MISO) Iterative Learning 
Control (ILC) method that couples the extrusion input and axis speed to improve material 
width control along the trajectory. We fuse the process monitoring and control method 
(Chapter 4) with MISO ILC to use process feedback in the material deposition frame to 
improve material placement. One challenge with MIMO ILC is the potential saturation of the 
fine stage for a dual stage system. For many dual stage systems, such as Hard Disk Drives and 
extrusion systems, frequency separation is important since there may be limited actuation in 
the fine stage. Thus, the proposed MISO ILC separates the error that is partitioned to the dual 
stages by frequency to avoid input saturation.  
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Moreover, the MISO ILC is applied to the process rather than the machine to enable 
task space learning. The stability and convergence properties for the MISO ILC system are 
presented in the lifted domain.  Simulation and experimental system results on an extrusion 
printing system demonstrate that MISO ILC achieves improved material placement control 
along the path. While we apply the MISO ILC to a specific extrusion system, we present a 
general control strategy that can be implemented for other MISO applications. 
The rest of this chapter is outlined as follows; Section 6.1 briefly reviews the extrusion 
printing system which is an ideal testing platform for MISO ILC. Section 6.1 also presents 
methods to develop models for the extrusion printing system which are used in simulation for 
control design. Section 6.2 introduce the new MISO ILC design and presents the stability and 
convergence properties. Section 6.3 presents the computational, simulation, and experimental 
results of the new control system on the extrusion printing system. Finally, Section 6.4 includes 
concluding remarks and future work.  
6.1 System of Interest 
We apply the MISO ILC to the extrusion printing system presented in Chapter 2 to 
fabricate structures with varying rod widths. The precision of material fabrication is evaluated 
by both the physical location of the extruded material (material placement) relative to the target 
trajectory, and the width of the deposited material along the trajectory. In this work, we assume 
the material placement tracks the desired trajectory as previously demonstrated in [21], [22], 
and the focus is development of sensing and control tools to reduce the material width error. 
The motivation for direct width control is fabrication of functionally graded extrusion-based 
AM where line widths and spacing can vary continuously throughout the part. 
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The single output of interest, 𝑌, is the material rod width, 𝑤. The two control inputs that 
directly affect the material rod width include the pressure input, 𝑈;, and the speed of the axis, 
𝑈D (Figure 4.1). With a constant pressure, decreasing the speed will increase the width. With a 
constant velocity, increasing the pressure will increase the width.   
To enable direct process control, we use a non-contact, laser scanner that is integrated 
into the AM system and image processing to define the material placement error. For 
implementation in an ILC framework, the material width error is calculated offline, processed 
by the ILC algorithm, and new control signals are applied to the next iteration to reduce the 
material width error.  
6.1.1 System Modeling 
For simulation purposes, we perform system identification tests to develop dynamic 
model estimates for the extrusion system. We then use the system models in simulation to gain 
insight for control design before implementing the MISO ILC on the experimental system in 
Section 4. The dynamics of H-drive XYZ motion systems such as the printer presented in 
Chapter 2 are typically modeled as second order systems since each axis can be assumed to be 
completely decoupled from the others [72]. Modeling of extrusion dynamics, however, can be 
difficult due to the nonlinear behavior of yield-pseudoplastic fluids and challenges with 
process sensing. The data in [55] demonstrate the significant modeling error and image 
processing sensor noise inherent in these types of systems. The uncertainty in the material 
system makes it a candidate system for ILC. 
The MISO system has two transfer functions to determine the relationship between the 
two inputs and the single output. The first system, 𝑔;, is the relationship between the material 
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. The second system, 𝑔D, is the relationship between 





. Since the servo drive dynamics for each 
of the axes have faster dynamics than the pressure regulator, 𝑔;is the slower, coarse stage and 
𝑔D is the faster, fine stage. A change in axis speed reference will affect the material width 
faster than a change in input pressure reference.  
We use pseudorandom binary sequence-like input signals for time domain system 
identification tests. For the varying pressure test, we keep the velocity constant. For the varying 
velocity system identification test, we keep the pressure input constant. We perform three 
iterations of each test and fit the mean response with a transfer function estimate. The 
fabricated rods with time varying pressure and velocity input signals are shown in Figure 6.1. 
After fabrication, we scan over the fabricated rods and use the image processing 
discussed in [71] to determine the material width along the path. We then fit the input-output 
data with simple first order system models 𝑔(𝑧) = 4
G58
. The models in Figures 6.2 and 6.3 are 
sufficient for material flow with similar levels of uncertainty to [55], [107] which also used a 




Figure 6.1 System identification experimental tests. Left: fabricated rod with the time varying pressure 
input. Right: fabricated rod with the time varying velocity input. 
The transfer function for 𝑔D requires an offset from a nominal value since we cannot 
have a negative rod width. We normalize the input velocity and output width data to a nominal 







, which now estimates the change in width 
resulting from a change in velocity from the nominal value, 𝑣B. The pair (𝑣B, 𝑤B) is selected 
from the Material Tests, discussed in Section 6.1.2. The mean for 𝐾; was 3.2e-3 ± 1.3e-3, and 
the mean for 𝜏; was 0.994 ± 2.5e-3. The mean for 𝐾D was -25.9e-3 ± 1.8e-3, and the mean for 
𝜏D was 0.979 ± 1.4e-3. The system identification results are shown in Figures 6.2 and 6.3, 
which demonstrate sufficient agreement between the experimental data and simulated 
response using the first order transfer function estimates. The results also confirm that 𝑔; is 
the coarse stage, and 𝑔D is the fine stage since 𝜏;<𝜏D. The gain for 𝑔D is negative since a faster 
speed (increase in the input), leads to a reduction in the rod width. 
The models in Figures 6.2 and 6.3 are sufficient for material flow with similar levels 
of uncertainty to [17], [28] which also used a ceramic material system for fabrication. To 
calculate the deviation of models from experimental data, we use the percent error defined in 
[126]. There was sufficient agreement between models and experimental data with percent 
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errors of 15.3% and a 31.2% for 𝑔; and 𝑔D, respectively. These values are similar to the 
reported 21.1% in [126] using a linear model with the same material and the same nozzle size. 
Both models accurately capture the time constants of the systems and the integrative nature of 
ILC can compensate for the larger steady state magnitude uncertainty for 𝑔D.  
 















6.1.2 Material Calibration 
The material calibration tests are necessary to determine how to modify the control 
inputs in MISO ILC based on material width feedback from the laser sensor. These material 
tests are also used to select the nominal control inputs for the first iteration of operation. We 
perform two material tests, a pressure and velocity test, to determine a mapping between 
material width error and control input (Figure 6.4). For the pressure test, we command a single 
axis to move along a straight line with a constant velocity. The pressure input is increased by 
1 psi every few millimeters. For the velocity tests, we command a single axis to move the 
extruder along a straight line with a constant pressure signal and increasing velocity. After 
fabrication, the laser scanner determines the resulting material width corresponding to each 
input value. The experimental results are plotted as data points in Figure 6.4. The data for these 
tests are fit with a line and the slopes are the mappings used to convert width error (in mm) to 
control inputs (in psi or mm/s). The slopes, 𝑚; and 𝑚D, are the average of the three calibration 
tests.  
When a large velocity range is analyzed the width vs speed plot has a power law shape 
[22], [29]. However, we isolate the 2-4 mm/s range on the velocity plot since this is our typical 
operating range [25], [30] that enables smooth flow and good material adhesion to the 
substrate. Therefore, we can approximate the mapping as a simpler line for our purpose of 
control design.  
The pressure input range, however, varies batch to batch for the inks used and depends 
on the ink viscosity. Since the operating velocity range is known, we first perform the pressure 
calibration test to determine the pressure input range for our operation. We then use this 
pressure input range for the velocity calibration tests. We use both calibration maps to select 
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the nominal control inputs for the first iteration of fabrication based on the desired width 
around the curve.   
 
Figure 6.4 Material calibration maps. Left: Pressure vs. width for three different speeds. Right: velocity 
vs. width for three different pressures. Both plots are fit with lines and the slopes are used to convert 
width error to the appropriiate input unit.  
6.2 Multi-Input Single-Output ILC 
Multi-Input Single-Output (MISO) ILC is a control method that couples material 
extrusion with axes motion to improve material placement. We first present the generalized 
MISO ILC approach, and then use our application of extrusion printing as an example in 
Section 6.2.1. We design the MISO ILC in the frequency domain in order to separate error 
frequencies to the coarse and fine stages, and check stability in the lifted domain to determine 
monotonic convergence and stability. 
We consider a class of MISO coarse/fine control systems with a coupled output, and 
decoupled inputs. The block diagram of the MISO ILC is shown in Figure 6.5. The MISO 
system has a coarse and fine stage, which are represented as 𝑔; and 𝑔D, respectively. Both 
stages are assumed open loop stable. The outputs of each system, 𝑦; and 𝑦D, are combined to 
form the single output of the entire system. The system output, 𝑦V, is compared to the desired 
reference, 𝑟, to calculate the system error, 𝑒V. A low pass filter, 𝑐;, is then used to partition the 
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error to the coarse and fine systems. The coarse stage receives the lower frequency error, 
defined by 
𝑒; = 𝑒V𝑐;      (6.1) 
and the fine stage receives the remaining higher frequency error defined by 
𝑒D = 𝑒V(1 − 𝑐;).            (6.2) 
The error partitioning is defined by the cut off frequency of 𝑐;, 𝑤6, which is a design variable. 
The partitioned error is then multiplied by a gain to convert the error to the units of each of the 
systems, 𝑚; for 𝑔; and 𝑚D for 𝑔D. The resulting error signals are then used to calculate the 
ILC update signal for each system, 𝑢;,V 	and 𝑢D,V. 
 
Figure 6.5 Block diagram for MISO ILC. 
The output of the MISO system can be written as 
𝑦V = 𝑦; + 𝑦D = 𝑔;𝑟; + 𝑢;,V + 𝑔D𝑟D + 𝑢D,V     (6.3) 
𝑦V = [𝑔; 𝑔D] Ý
𝑟; +	𝑢;,V
𝑟D +	𝑢D,V
Þ = 𝐺𝑅t + 𝑈V           (6.4) 
We use a linear ILC scheme for each axis 
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𝑢;,V5; = 𝑄;	𝑢;,V + 𝐿;𝑒; = 𝑄;	𝑢;,V + 𝐿t;𝑐;𝑒V            (6.5) 
𝑢D,V5; = 𝑄D	𝑢D,V + 𝐿D𝑒D = 𝑄D	𝑢D,V + 𝐿tD(1 − 𝑐;)𝑒V              (6.6) 













1 − 𝑐;Í 𝑒Và     (6.7) 
𝑈V5; = 𝑄𝑈V + 𝐿t𝐶𝑒V      (6.8) 
where 𝑈V5; ∈ ℝDI<;, 𝑄 ∈ ℝDI<DI, 𝑈V ∈ ℝDI<;, 𝐿t ∈ ℝDI<DI, 𝐶 ∈ ℝDI<I, and 𝑒V ∈ ℝI<;. The 
error equation is  
𝑒V = 𝑟 − 𝑔;𝑟; + 𝑢;,V − 𝑔D𝑟D + 𝑢D,V      (6.9) 
𝑒V = 𝑟 − 𝐺𝑅t + 𝑈V.          (6.10) 
Substituting (6.10) into (6.8), the input signal equation becomes  
𝑈V5; = 𝑄(𝐼 − 𝐿t𝐶𝐺)𝑈V + 𝑄𝐿t𝐶(𝑅T − 𝑅t).     (6.11) 
Using the lifted system framework and applying MIMO ILC stability analysis tools [131]–
[133], a necessary and sufficient condition for asymptotic convergence in the sense 
­𝑈X − 𝑈V5;­ < ­𝑈X − 𝑈V­ is 
𝜌𝑄(𝐼 − 𝐿t𝐶𝐺) < 1.                (6.12) 
A sufficient condition for monotonic error convergence which ensures a contraction mapping 
from 𝑈V5; to 𝑈V is 
‖𝑄(𝐼 − 𝐿t𝐶𝐺)‖& < 1.           (6.13) 
Using the two-norm, 
𝜎t𝑄(𝐼 − 𝐿t𝐶𝐺) < 1         (6.14) 
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ensures monotonicity and stability. Satisfying the monotonic convergence condition is 
achieved by appropriate design of 𝐿;, 𝐿D, and the cut off frequencies of 𝑐;, 𝑄;and 𝑄D. The 
necessary condition for monotonicity (6.14) is easily verified on a generic desktop computer 
for small matrices. As the size of the matrix increases, however, a computational limit will 
eventually be reached irrespective of the specific computational platform. 
6.2.1 MISO ILC Applied to Material Extrusion 
Now we apply the MISO ILC method to our extrusion system as an example where the 
output of interest is the material rod width 𝑟 = 𝑟T. Here we consider movement along a single 
axis, so the two control inputs that affect 𝑟T are the pressure input, 𝑟; = 𝑟+, and the velocity of 
the axis, 𝑟D = 𝑟O. The coarse and fine stage systems are 𝑔;, the relationship between the 
material width and the pressure input, and 𝑔D, the relationship between the material width and 
the axis velocity. The mappings to convert the width error to the appropriate control input units 
are 𝑚; and 𝑚D discussed in Section 6.1.2. The sensor is the laser scanner discussed in Chapter 
2 which scans over the fabricated part offline after completion of an iteration. Note, that 
although the machine axis can change speeds quicker than the pressure can change, we wish 
to limit the amount of speed change which is a motivator for the MISO ILC approach over a 
MIMO ILC approach. Large speed changes can lead to internal stresses in the deposited 
material which can lead to part failure after sintering. 
6.2.2 Implementation Steps 
Here we provide a brief summary of the steps required for MISO ILC implementation, 
which is summarized in Figure 6.5. First, we perform system identification tests to obtain 
transfer function estimates for 𝑔; and 𝑔D, as discussed in Section 6.1.1. Next we perform 
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material calibration tests to determine the mappings, 𝑚; and 𝑚D, to convert width error (in 
mm) to control inputs (in psi or mm/s). These tests are also used to select the initial inputs, 𝑟; 
and 𝑟D. The transfer function estimates and mappings are then used in simulation to design the 
control variables of the MISO ILC, which include the learning gains, 𝑄-filter bandwidths, and 
the bandwidth of 𝑐;.  
On the experimental system, the system performs one trial without MISO ILC (𝑗 = 0). 
We then perform offline sensing and calculations to compute the ILC input signals for the next 
iteration. We command the axes to move the laser scanner over the fabricated pattern at a 
constant speed. We convert the laser scanner data to a vector of material rod widths at spatial 
locations along the path. This vector of material rod widths is then compared to the reference 
width vector to calculate the error, 𝑒B. The error is then sent through the low pass filter, 𝑐;, to 
partition the error to the coarse and fine stages. The slopes of the calibration maps are then 
used to convert the partitioned error in mm to pressure (psi) for 𝑔; and velocity (mm/s) for 𝑔D. 
We then use (6.5) and (6.6) to update the pressure and axis velocity commands for the next 
iteration. This process is repeated until the system converges. The MATLAB files used to 





Figure 6.6 Flow chart diagram outlining the MISO ILC implementation steps. 
6.3 Results 
The following section presents the results of the MISO ILC applied to the extrusion 
printing system described in Section 6.1. To provide an example of how MISO ILC can 
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improve material width control, we use a square turnaround pattern with a varying width along 
the path (Figure 6.7). This is a foundation for performing functional grading of scaffolds shown 
in [1], [16] [21]. The starting location is indicated by a black asterisk, and the direction of travel 
shown as a black arrow. Figure 6.7 (right) shows the magnitude of desired width plotted 
spatially with the axis path as a black dashed line. The color shading shows the desired width 
value at each point on the reference trajectory. The scale bar for the color shading is on the 
right hand-side, where a darker red color indicates a larger width. The turnaround involves 
both the X and Y axes, but only one axis moves at a time. For our application and material 
system, we reduce the velocity at turn arounds to improve material adhesion to the substrate 
when the axes change directions. Without this slow down, the material drags as the axes change 
directions. Thus, the initial velocity input signal is a constant 3 mm/s along the X axis and 2 
mm/s along the Y axis. 
 
Figure 6.7 Left: desired fabricated structure with the axis path shown as a black dashed line. Right: 
desired rod width at each point on the reference trajectory represented as color shading of the trajectory. 
The scale bar for the color shading is on the right side, with a darker color indicating a larger width. 
We design the MISO ILC system in continuous time and then convert to discrete time 
for analysis and implementation. The variables of the designed MISO ILC are listed in Table 
6.1. We use a second order low pass filter for the design of 𝑐; and a low-pass, non-causal 
Gaussian filter [1] for both 𝑄; and 𝑄D. The learning gains for each ILC system are constants, 
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𝑙; and 𝑙D. Thus, the resulting lifted matrices 𝐿; and 𝐿D are diagonal matrices with the learning 










          (6.15) 
where 𝐿& ∈ ℝI	<	I. Other approaches to designing (𝐿;, 𝐿D) and (𝑄;, 𝑄D) [56], [107], [134] 
could be used in place of the relatively simple ones used here for the proof of concept but the 
architecture of the algorithm would be the same. We use a sample time of 500 Hz to limit 
matrix sizes and computation time in (6.14). The cut off frequency for 𝑐; was selected to be in 
between the poles of 𝑔; and 𝑔D. The learning gains and 𝑄-filter bandwidths were then selected 
to ensure the system was monotonically convergent (6.14). In Table 6.1, the symbols 𝜔6*, 𝜔P*, 
and 𝜔P$ are the cut off frequencies in rad/s for 𝑐;, 𝑄; and 𝑄D, respectively. The symbols 𝑙; 
and 𝑙D are the constant ILC learning gains for 𝑔; and 𝑔D. 








6.3.1 Computation Results 
Prior to validating the MISO ILC design through simulation and experimental results, 
we verify the stability and convergence conditions using (6.12) and (6.14). For the 7.5 s 
trajectory, the dimension of a 100 Hz sampled system is  
𝑑𝑖𝑚(𝑀) = 7500	𝑥	7500     (6.16) 
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which is compatible with matrix memory requirements of the computation resources used in 
this work. The convergence calculations of (6.12) and (6.14) are 𝜌 =0.67 and 𝜎t=0.99, which 
indicate monotonic convergence for the given models. 
6.3.2 Simulation Results 
We evaluate the performance of the MISO system in simulation using the system 
models presented in Section 6.1. The reference trajectory shown in Figure 6.8 compares the 
simulated material width at iterations 0 and 7, demonstrating improvement in material width 
control after MISO ILC implementation. The normalized RMS width error in Figure 6.9 
demonstrates monotonic error convergence and illustrates that the MISO ILC system 
converges in roughly six iterations. 
 
 
Figure 6.8 Simulated material rod width as a function of time, with the reference width shown as a black 




Figure 6.9 Normalized RMS width error as a function of iteration for the simulation. 
6.3.3 Experimental System Results 
To validate the simulation results, we apply the MISO ILC on the experimental system 
discussed in Section 6.1. The normalized RMS error data in Figure 6.12 demonstrate 
monotonic convergence in the resolution of the sensor. As discussed in the literature [55], 
[107], there is significant uncertainty and imprecision in the material sensing for extrusion-
based printing. For our application, the material is extruded out of the nozzle onto a substrate 
in a pool of lamp oil to retain ink moisture. Since the scanner uses the principle of triangulation 
to reproduce the surface profile (where the scanner emits a laser stripe onto the target object) 
there is noise in the scanner data due to lighting distortion with the light that is reflected back 
to the scanner through the lamp oil. Moreover, while many sensing elements are fixed in space, 
here the laser scanner is moved across the part during sensing. As a result, vibrations during 
movement show up in the laser scanner data. Finally, data analysis of the scanner data assumes 
the axes move at a constant speed. Given these sensing limitations, we estimate the sensing 
error to be about 10% of the width error [71] which is represented as error bars in Figure 6.12. 
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The insert of Figure 6.12 demonstrates that the normalized RMS error converges within the 
resolution of the sensor, which is shown as red dashed lines.  
Images of the fabricated patterns for all iterations are shown in Figure 6.10. The images 
were captured directly above the fabricated pattern on top of the black substrate and show a 
top down view of the XY plane in the task space frame. After fabrication, we move the scanner 
across the part to reproduce the surface profile. Our custom image processing script uses the 
scan data to determine the material rod width along the path, which is shown in Figure 6.11 
for all iterations. Iteration zero is the first fabrication iteration without MISO ILC. Analogous 
to the simulation results, the MISO ILC improves material width control with an 84% reduction 
in RMS width error between iteration zero and three (Figure 6.12). 
There is some uncertainty in the system model due to the material flow behavior as 
indicated in the modeling section. The MISO ILC gets rid of model error and the repeatable 
behaviors at deceleration points. However, there is residual error with a final RMS error of 1.4 
mm since the material used in this work is not deterministic. The flow rheology changes with 
each batch and during long printing sessions due to temperature changes and pressure built up 
in the extruder. 
 




Figure 6.11 Rod width vs. time for four iterations of fabrication on the experimental system. Iterations 
two and three of MISO ILC are shifted closer to the reference width shown as a black dashed line.   
 
Figure 6.12 Normalized RMS width error as a function of iteration for the experimental results. 
To illustrate how the error is partitioned to the coarse and fine stages, the error signals 
for the first iteration of MISO ILC are plotted in Figure 6.13. The black line is the material 
width error after iteration 0, 𝑒B, without MISO ILC. The red dash-dot line is the error that is 
partitioned to the coarse stage after the material width error is filtered through the low pass 
filter, 𝑐;. The blue dashed line is the error that is partitioned to the fine stage, which is equal to 
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𝑒B − 𝑐;𝑒B. Figure 6.13 illustrates that, in general, the lower frequencies are partitioned to the 
coarse stage and the higher frequencies are partitioned to the fine stage with a lower amplitude 
apart from the startup transient.  
MISO ILC updates the reference commands for the coarse and fine stages. The ILC 
inputs for five of the MISO ILC iterations are shown in Figures 6.15 and 6.16 for the coarse 
and fine stages, respectively. The data in these figures represent the deviation from the original 
reference inputs, 𝑟+ and 𝑟O discussed in Section 3.2.1, shown in Figure 6.14. The ILC input for 
the coarse stage is smoother and contains lower frequencies relative to the ILC input signal for 
the fine stage. 
Both Figures 6.15 and 6.16 show deviations in input signals that continue to shift 
forward in time to anticipate the changes in extrusion and motion and increase in magnitude 
as the MISO ILC iterations evolve. Analyzing Figure 6.15, the pressure input is increased at 
the start to improve width at the start, and then is decreased at the turnaround to reduce the 
width near the deceleration points. In Figure 6.16, the velocity is slowed down at the start to 
similarly increase the width. The speed is increased around 3 seconds to reduce buildup at the 




Figure 6.13 Error vs time for the first iteration of MISO ILC. The black line is the total width error. E1 
and E2 are the errors partitioned to the pressure (𝒈𝟏) and velocity system (𝒈𝟐), respectively. 
 




Figure 6.15 ILC input signal for the coarse stage, 𝒖𝟏,𝒋@𝟏, for the three iterations of MISO ILC. This input 
signal is added to the original pressure input signal shown as a blue line in Figure 6.14. 
 
Figure 6.16 ILC input signal for the fine stage, 𝒖𝟐,𝒋@𝟏, for the three iterations of MISO ILC. This input 
signal is added to the original velocity input signal shown as a red line in Figure 6.14.  
6.4 Conclusion  
This Chapter introduces the MISO ILC framework and demonstrates the promising 
169 
 
performance benefits for a MISO system. In this application, we couple the pressure and 
velocity inputs and apply MISO ILC to an extrusion printing system to improve material width 
control along a trajectory. The pressure input could be substituted with a positive displacement 
input, as was done in prior direct-write research but the framework given here would still hold. 
We measure material extrusion offline between each iteration using a non-contact laser scanner 
and calculate the material width error using a custom image processing script. A low pass filter 
then partitions the frequency components of the material width error to the coarse and fine 
stages which are used to update the control inputs for the next iteration. Despite significant 
uncertainty in the system models, the MISO ILC designed in simulation led to an 84% 
improvement in RMS material width error in three iterations on the experimental system.  
Our application involves a limited velocity range, so the trial duration of each iteration 
remained constant despite updating the velocity input for the next iteration. The variation in 
the fine stage operating range in other applications, however, may be larger which could lead 
to trial varying time durations. A large velocity change, for example, would likely change the 
time duration of the next iteration. These types of applications would require implementation 
of a MISO event-based ILC [135] system or further development of the MISO ILC approach 
that takes into account iteration varying trial durations.   
While we present the MISO ILC structure for a system with two inputs and one output, 
the approach can be extended to systems with additional inputs (Figure 6.17). Each additional 
input would introduce a new dimension and increase the size of the lifted matrices. With 𝑞 
inputs, the MISO ILC system would require a combination of a single low pass filter and 𝑞 −
2 bandpass filters 𝑐D − 𝑐{!; to partition the error to the different stages. The fastest stage 
𝑔{ would receive the high frequency error that is filtered out by the low pass and band pass 
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filters. We also applied MISO ILC to a specific extrusion printing platform in this work.  
However, the generalized approach can be extended to other extrusion-based platforms and 
other AM techniques, such as fused deposition modeling (FDM), to improve the spatial 
material placement in other printing applications. 
 




Chapter 7     
Conclusions and Future Work 
This work lies at the intersection of additive manufacturing (AM) and control theory to 
improve material placement of extrusion bioprinting and help realize the technology’s clinical 
potential of printing human-scale, functional tissue constructs. We present research in this 
thesis to address the two gaps of knowledge presented in the abstract of this thesis: 1) the lack 
of process monitoring and control tools in the material deposition frame and 2) the slow 
convergence rate of ILC for uncertain systems. To address the first gap, we develop a process 
sensing and control strategy to monitor material placement which we discuss in Section 7.1. 
We use a non-contact laser scanner that is integrated into the AM system and develop a custom 
image processing script to define the material placement error and implement correction.  To 
address the second gap, we develop a novel ILC approach to speed up convergence for systems 
with significant model uncertainty, which we discuss in Section 7.2. We also apply ILC to the 
material deposition frame to improve material placement and enable fabrication of structures 
with spatially varying features.  
We experimentally validate the process monitoring and control strategies on a custom-
built extrusion-based printer using a calcium phosphate based ceramic material system for 
applications in bone repair and regeneration. Despite applying the methods to a specific type 
of printing, the process monitoring, and control strategies can be applied to other extrusion 
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based system, such as fused deposition modeling (FDM), to improve fabrication accuracy. We 
discuss future work for each project at the end of each sub section.   
7.1 Advanced Process Monitoring and Control for AM 
Bioprinting 
We develop an iteration-to-iteration process monitoring and error compensation 
technique that enables direct process control in the material deposition reference frame. Our 
strategy uses a non-contact laser displacement scanner that measures both the spatial material 
placement and width of the deposited material. We develop a custom image processing script 
that uses the laser scanner data and defined error metrics for assessing material deposition. To 
implement process control, the script uses the error metrics to modify control inputs for the 
next deposition iteration in order to correct for the errors. We use the process monitoring and 
control technique to improve fabrication of single layer curvilinear patterns and multi-layer 
raster scaffolds. A key contribution is the definition of a novel method to quantitatively 
evaluate the accuracy of bioprinted constructs.  
We also use the process monitoring and control method to generate a process map and 
material models to better understand how modifying the process parameters affect the material 
filament width. We then use the material models in control design to enable precise fabrication 
of parts with spatially varying widths. The experiments presented in this work provide 
information that help guide the selection of time varying control inputs to enable fabrication 
of more advanced structures with spatially varying features.  
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7.1.1 Future Work for Process Monitoring 
In this work we fabricate bone scaffold structures with a ceramic material that does not 
contain living cells. Instead, the fabricated structures interact with cells post fabrication when 
they are implanted in vivo. Future work should involve extending this process monitoring and 
control strategy to a bioprinting method that uses materials that incorporate living cells to 
evaluate material placement improvement. Future work should also include extending the 
process monitoring and control approach to fabricate multi-layer curvilinear parts with both 
constant filament widths and spatially varying features.  
Future work for generation of material models involves incorporating the time constant 
into the process control method. Compensating for the time constant with control design, for 
example, can help improve regions with sharp transitions between regions with small and large 
widths. The time constant can also be used as a means to evaluate or improve new materials 
for fabrication. Future work also involves using the extrusion delay and time constant to 
improve fabrication start and stop, which would remove the lead in lines from fabricated 
structures.  
7.2 ILC Contributions to Control Theory and Applications 
7.2.1 Fast Iterative Learning Control (FILC)  
The second major area of contribution for this thesis is ILC theory development that 
presents a novel Fast Iterative Learning Control (FILC) method. This new FILC approach uses 
a novel error term in the ILC learning law based on techniques from Sliding Mode Control. 
The FILC approach does not require significant end-user tuning of algorithm gains, which is 
useful for uncertain systems with significant uncertainty. We present the stability and 
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convergence properties for the FILC system using Lyapunov analysis techniques. Simulation 
and experimental system results compare FILC with existing ILC techniques and demonstrate 
improved iteration convergence when plant uncertainty is high. To further improve contour 
tracking for unknown, multi-axis systems, we develop an improved Fast Cross-Coupled ILC 
(F-CCILC) that extends the single axis FILC approach to contour tracking for biaxial systems. 
7.2.1.1 Future Work for FILC   
The FILC error augmentation in (5.14) is but one of several options. Future work 
involves analyzing alternative modifications to the error and the resulting performance 
improvement. Moreover, higher order ILC techniques could be implemented where the sign of 
the error derivative added to the algorithm. Future work also involves investigating time 
varying learning gains and alternative Lyapunov functions to increase the convergence rate.  
While we demonstrated that the FILC algorithm is rather robust to model uncertainty, 
it still requires a plant model estimate and structure for the optimal learning gain calculation 
(5.30) and switching condition (5.23). For very uncertain systems, where the user does not 
have a plant model estimate, data-driven ILC methods [136], [137] could be implemented to 
better approximate the plant model offline using the data from iteration 0.  
For F-CCILC, future work involves the development of time-varying learning gains, 
which would enable prioritizing contour error and tracking error at different time points along 
the trajectory. Further, future work could involve modifying (5.54) to examine a Lyapunov 
function that includes weighted contour error and individual axis tracking error to prioritize 
contour and tracking error at different points along the trajectory.  
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7.2.2 Multi-Input Single-Output (MISO) ILC 
To further improve fabricated part quality, we apply ILC directly to material deposition 
to account for uncertainty in material behavior and imperfect coordination between the 
material flow and the machine axes. We present a novel Multi-Input Single-Output (MISO) 
Iterative Learning Control (ILC) method that couples the extrusion input and axis speed to 
improve material width control along the trajectory. MISO ILC uses process feedback in the 
material deposition frame to improve material placement. The stability and convergence 
properties for the MISO ILC system are presented in the lifted domain. Simulation and 
experimental system results on an extrusion printing system demonstrate that MISO ILC 
achieves improved material placement control along the path. 
7.2.2.1 Future Work for MISO ILC 
Future work in this area includes the development of MISO ILC for material width 
control along contours where more than one axis moves at a time. Future work also involves 
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Appendix A     
Machine Operation 
This section includes the steps required to fabricate a scaffold. We use a rectilinear 
scaffold as an example trajectory, but any reference trajectory can be used as long as it is saved 
as ‘ref_axes’ in the same folder. Note: keep the ink in the fridge until Step 7. 
 
Step 1. Generate a motion profile for the axes to follow during fabrication. Open 
‘MultiLayerRaster.m’ in the following directory:  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>MakeRasterReference’. 
Insert the desired scaffold spacing information and run the MATLAB script to generate r_x, 
r_y, and r_z. Select these three variables in the workspace, right click and save these as 
‘ref_axes.mat’ in the following folder:  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>BuildRaster’. 
‘MultiLayerRaster.m’ is included in Appendix C. If you want to fabricate a different structure 
(curvilinear scaffold, for example), save the reference as ‘anothername.mat’ in this same 




Step 2. Turn on the MicroLabBox using the switch on the back side of the controller. Turn on 
the axes by turning on the two surge protectors on the ground. Open the pressure supply from 
the wall pressure supply by turning the knob on the wall to the vertical position. You should 
be able to hear the pressure turn on.  
 




Open the ‘Find_Home’ Experiment by right clicking ‘Find_Home’ on the left hand side, and 
click ‘activate’. Start the experiment by clicking ‘Start Measuring’, then change the ‘simState 
to “RUN” which will enable all axes. Change all of the ‘Find Home X’, ‘Find Home Y’, and 
‘Find Home Z’ boxes from 0 to 1 to initiate zeroing. Once the axes have found the zero position 
(the velocity on the plot shown on the Experiment screen should be zero), click “STOP” and 
“Go Offline”.  
 
Step 4. Now move the Z Axis to the starting position by opening the Drive Support Tool 
program:  
 
Click “Yes” in the pop-up window. Connect the Mini B USB plug to the Z Axis Drive Front 
Panel in the slot labeled as “USB”. Click the “Offline to Online” button in the upper left in 
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Drive Support Tool: , and close the pop up window. Click the “Point to Point” button in the 
middle of the top menu bar: . Then on the right hand side of the screen, change “Target 
Position” to 77000 (which corresponds to 77 mm from the top zero position), hit Enter to make 
sure the font color is black not red. Then click “Drive ON” and then “Move”. Wait for the Z 
axis to move down to the starting position. When the “FB Position” reads 77000, click “Drive 
OFF” and unplug the USB chord. Close the Drive Support Tool Program.  
 
The number 77000 can be modified if the Z axis zero position needs to be moved up (decrease 
number) or down (increase number). To determine the new zeroing position, see Note 2 at the 
end of the Printing Steps. ‘ 
 
Step 5. Remove ink from fridge, load plunger into syringe barrel until flush with ink, and screw 
in a purple nozzle (which has a 0.51 mm inner diameter) to the end of the syringe barrel. Make 
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sure this is tightly screwed in. Push down on the syringe barrel with a screwdriver or the end 
of an allen wrench and extrude a small amount of ink out of the nozzle into the garbage can to 
get rid of air gaps. Connect the syringe to the cap that is connected to the wall pressure, load 
the syringe into the extruder holder, and ensure the syringe cap is pushed down on the substrate 
holder.  
 
Step 6. Determine the pressure value required for fabrication. (Note: this step is optional if 
you already know the pressure value required for fabrication). In ControlDesk, activate the 
“Test_Pressure” experiment. Position the substrate underneat the nozzle. Click “Go Online”, 
type in a pressure value (15 – which is in units of psi – is usually a good starting point) and 
hit the enter key. Then change the simState to “RUN” to start the experiment. Increase the 
pressure value if needed, but make sure you hit enter after inserting a number to apply the 
change. Click “GoOffline” after the simState changes to “STOP”. This experiment can be 
run another time to dial in the pressure value. 
 
Step 7. Clean off material from the substrate with a paper towel with a little bit of water. 
When dry, spray black substrate with a small coating of hair spray.  
 
Step 8. Re-zero the X axis (Step 3, but only change the ‘Find Home X’ box from 0 to 1).  
 
Step 9. Position substrate underneath nozzle in desired position. Add in lamp oil to ensure the 




Step 10. Change your MATLAB directory to  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>BuildRaster’. 
Generate control inputs (axis movements and pressure input) and build the Simulink .sdf file 
using the ‘Build_sdf.m’ MATLAB script. Set the pressure value used during fabrication in line 
4.  
 
Step 11. Return to Control Desk and activate the ‘Print_Lattice’ experiment. Reload sdf file 
by right clicking ‘raster_multi_layer.sdf’ and click ‘reload variable description’. The sdf file 
must be reloaded every time you make a change to the Simulink diagram.  
 
Step 12. To start fabrication, click ‘Start Triggered’ in the middle of the top menu bar, and 
then ‘RUN’ in the simState variable box to run the experiment. If needed, click ‘STOP’ to stop 
the program early during fabrication. To increase the pressure during fabrication, change the 
value in the pressure box, but note this is a factor of the value you used in the Matlab script. 
So if you used 15 psi in the matlab script, typing in 1.1 into this box will be 15*1.1 = 16.5 psi. 
 
Step 13. When fabrication is complete, click “Go Offline”. Remove the syringe from the 
extruder holder and remove lamp oil from substrate. Let part dry out overnight before sintering.  
 
Note 1: If fabricating another scaffold, use the Drive Support Tool “Point to Point” feature to 





Note 2: To determine a new zeroing position, connect the Z axis to the USB cable and open 
the Drive Support Tool program. Move the Z Axis incrementally up or down using the “Point 
to Point” feature without the nozzle loaded. If the FB Position says “76800”, type in “76900” 
into the Target Position and hit Enter. Then click “Drive ON”, and “Move”. Test this new 
position by loading the syringe + nozzle to check if the nozzle touches the substrate – the goal 
is to find the position where the nozzle skims across the substrate as you move the bottom 
substrate around. So if the nozzle is touching the substrate at 77000 micrometers, for example, 
(in the “FB Position” window in the above image), the zeroing position would be 77000-400 
= 76600 micrometers. The ideal starting position for the first layer is about 0.4 mm up from 
the starting position [110]. 
 








%% Get data ready for simulink 
clear 
dt=.01; 
Pr=14; % Choose pressure value  
  
%% Load reference for axes 
load 'ref_axes' 
  
%% Add an initial delay at ref starting position  
% delay for pressure to build up  
























%% Generate pressure input signal 
pressure=[t Pr*ones(length(rx_),1)]; 
  









%% Friction comp 
datax = xlsread('LookUpTableData','Sheet3'); 
breakpoints1x=datax(2001:4000,1); 






datay = xlsread('LookUpTableData_y','Sheet1'); 
breakpoints1y=datay(2002:4000,1); 









Appendix B     
Visualize and Generate Curvilinear Motion Profiles 
As discussed in Chapter 2, collaborators from the University of Connecticut generate 
scaffold designs through topology optimization. The algorithm outputs control points for 
Bezier curves, which represent points in space that are not equally spaced and do not lead to a 
constant feedrate. This section includes three MATLAB scrips that use the Bezier curve control 
points to 1) visualize the path 2) add turnarounds to for manufacturability and 3) interpolate to 
create a motion profile with a constant feedrate. 
For extrusion manufacturing applications, a constant feedrate is critical for smooth and 
consistent material deposition. To convert spline curves into axis servo commands with a 
constant feedrate, interpolation should be based on equal increments of the sampling period, 
𝑇', not equal increments of the curve parameter, 𝑢. Thus, a feedrate planning method is 
required to convert the Bezier path into a motion profile.  
To accomplish this task, this work uses the Taylor series expansion method proposed 
by Shpitalni et al., which involves a recursive solution to the time derivative of the curve 
parameter based on a Taylor’s expansion around 𝑡 = 𝑘 ∗ 𝑇' [79]. The 1st-order approximation 
is generally adequate if  the sampling time is small [79], which can be calculated as: 






where 𝑢|5; is the value of 𝑢 the 𝑘 + 1	th sampling point, 𝑢| is the current parameter value, 
and |𝐶#(𝑢|)| = p𝐶<#(𝑢|) + 𝐶C# (𝑢|) is the curve derivative evaluated at the current position 
(𝑥| , 𝑦|). 
The Matlab files listed below are located in ‘Box>ARG_Student_Reports>Ashley 
Armstrong>Dissertation Supplementary>MATLAB>MakeBezierReference’. An example of 





ReadTextFile.m takes the Bezier curve control points from the topology optimization 
algorithm (from colleagues at UConn) and creates Bezier curves for visualization. This script 
does not generate a motion profile for the axes.  
 
% Load txt file from colleagues  
filename='Periodic_Defect_MinCompliance.txt'; 
  
A = csvread(filename); 
n=size(A,1); % total number of rows in text file 
k=size(A,1)-1; % total number of rows in text file-1 
M = csvread(filename,0,1,[0,1,k,2]); % Matrix of x,y values for each row 
xpts=M(:,1); 
ypts=M(:,2); 






% Define when we hit 2nd layer 
for i=0:k 
    h=csvread(filename,i,3,[i,3,i,3]); 
    if h==0 
        L2=0; 
    else 
        L2=i-1; 
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        L1=csvread(filename,L2,0,[L2,0,L2,0]); 
        break 
    end 
end 
  
% Define # of points for each rod line 
for j=2:n 
    if c(j)==c(j-1) 
        if j==n 
            count=count+1; 
            p(j)=count; 
        else 
            count=count+1; 
            p(j)=0; 
        end 
    else 
        p(j-1)=count; 
        count=1; 
    end 
end 
pp = nonzeros(p); 
  
% Define Bezier Curves 









    cp=pp(l); 
    or=cp-1; 
    if l==1 
        x_pnt=xpts(l:cp); 
        y_pnt=ypts(l:cp); 
        index=cp; 
    else 
        x_pnt=xpts(index+1:index+cp); 
        y_pnt=ypts(index+1:index+cp); 
        index=index+cp; 
    end 
     
    % Bezier Curve 
    for i=1:cp 
        c=nchoosek(or,i-1); 
        xref=xref+kron(c*(1-t).^(or-i+1).*t.^(i-1),x_pnt(i)); 
        yref=yref+kron(c*(1-t).^(or-i+1).*t.^(i-1),y_pnt(i)); 
    end 
     
    xref_(l,:)=xref; 
    xref=0; 
    yref_(l,:)=yref; 







    plot(xref_(ii,:),yref_(ii,:),'b') 
    hold on 
end 
hold off 
xlabel('X Axis (mm)') 
ylabel('Y Axis (mm)') 
title('Bezier Layer 1') 
figure 
for ii=L1+1:length(pp) 
    plot(xref_(ii,:),yref_(ii,:),'b') 
    hold on 
end 
hold off 
xlabel('X Axis (mm)') 
ylabel('Y Axis (mm)') 




    plot(xref_(ii,:),yref_(ii,:),'b','LineWidth',3) 
    hold on 
end 
xlabel('X Axis (mm)') 
ylabel('Y Axis (mm)') 
for ii=L1+1:length(pp) 
    plot(xref_(ii,:),yref_(ii,:),'b','LineWidth',3) 
    hold on 
end 
hold off 





The script below adds turnarounds to the scaffold pattern to ensure manufacturability.  
%% Generate Ref Trajectory for Bezier Scaffold 
% Connect each rod with another bezier curve 
  
%% Read Text File 
clear; 
filename='Periodic_Defect_MinCompliance.txt'; 
A = csvread(filename); 
n=size(A,1); % total number of rows in text file 
k=size(A,1)-1; % total number of rows in text file-1 
M = csvread(filename,0,1,[0,1,k,2]); % Matrix of x,y values for each row 
xpts=M(:,1); 
ypts=M(:,2); 






%% Define when we hit 2nd layer 
for i=0:k 
    h=csvread(filename,i,3,[i,3,i,3]); 
    if h==0 
        L2=0; 
    else 
        L2=i-1; 
        L1=csvread(filename,L2,0,[L2,0,L2,0]); 
        break 
    end 
end 
  
%% Define # of points for each rod line 
for j=2:n 
    if c(j)==c(j-1) 
        if j==n 
            count=count+1; 
            p(j)=count; 
        else 
            count=count+1; 
            p(j)=0; 
        end 
    else 
        p(j-1)=count; 
        count=1; 
    end 
end 
pp = nonzeros(p); 
  
%% Reorder control points & Manually adjust some control pts to create 







    r=rem(q,2); 
    cp=pp(q); 
  
    if q==1 
        xpts_(q:cp)=flipud(xpts(q:cp)); 
        ypts_(q:cp)=flipud(ypts(q:cp)); 
        index=cp; 
    else 
        x_pnt=xpts(index+1:index+cp)-delta_x; 
        y_pnt=ypts(index+1:index+cp); 
        if r==1 
            xpts_(index+1:index+cp)=flipud(x_pnt); 
            ypts_(index+1:index+cp)=flipud(y_pnt); 
        else 
            xpts_(index+1:index+cp)=x_pnt; 
            ypts_(index+1:index+cp)=y_pnt; 
        end 
        index=index+cp; 
    end 




%% Define Bezier Curves for each rod line & connecting lines  












    r=rem(l,2); % Use this to determine sign of del & when should flip 
    cp=pp(l); 
    or=cp-1; 
    if l==1 
        x_pnt=xpts_(l:cp); 
        y_pnt=ypts_(l:cp); 
        index=cp; 
         
        del=-.5; 
        m=(y_pnt(cp)-y_pnt(cp-1))/(x_pnt(cp)-x_pnt(cp-1)); 
        x=x_pnt(cp)-del; 
        y=m*(x-x_pnt(cp))+y_pnt(cp); 
        pt1=[x_pnt(cp);y_pnt(cp)]; 
        pt2=[x;y]; 
  
        % Find eqtn of line connecting first 2 pnts of next scaff rod 
        % First need to find first 2 pnts of next line 
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        x_pnt2=xpts_(cp+1:cp+2); 
        y_pnt2=ypts_(cp+1:cp+2); 
  
        m=(y_pnt2(2)-y_pnt2(1))/(x_pnt2(2)-x_pnt2(1)); 
        x=x_pnt2(1)-del; 
        y=m*(x-x_pnt2(1))+y_pnt2(1); 
        pt4=[x_pnt2(1);y_pnt2(1)]; 
        pt3=[x;y];        
    else 
        x_pnt=xpts_(index+1:index+cp); 
        y_pnt=ypts_(index+1:index+cp); 
         
        if l<L1 % theres no extra connection for last line  
            % Find eqtn of line connecting last 2 pnts of current scaff 
rod 
            if r==1 
                if l==15 
                    del=-2; 
                else 
                    del=-.5; 
                end 
            else 
                if l==8 || l==14 
                    del=1.5; 
                else 
                    del=.5; 
                end 
            end 
            m=(y_pnt(cp)-y_pnt(cp-1))/(x_pnt(cp)-x_pnt(cp-1)); 
            x=x_pnt(cp)-del; 
            y=m*(x-x_pnt(cp))+y_pnt(cp); 
            pt1=[x_pnt(cp);y_pnt(cp)]; 
            pt2=[x;y]; 
  
            % Find eqtn of line connecting first 2 pnts of next scaff rod 
            % First need to find first 2 pnts of next line 
            x_pnt2=xpts_(index+cp+1:index+cp+2); 
            y_pnt2=ypts_(index+cp+1:index+cp+2); 
  
            m=(y_pnt2(2)-y_pnt2(1))/(x_pnt2(2)-x_pnt2(1)); 
            x=x_pnt2(1)-del; 
            y=m*(x-x_pnt2(1))+y_pnt2(1); 
            pt4=[x_pnt2(1);y_pnt2(1)]; 
            pt3=[x;y]; 
        end 
        index=index+cp; 
    end 
     
    % Bezier Curve for rods  
    for i=1:cp 
        c=nchoosek(or,i-1); 
        xref=xref+kron(c*(1-t).^(or-i+1).*t.^(i-1),x_pnt(i)); 
        yref=yref+kron(c*(1-t).^(or-i+1).*t.^(i-1),y_pnt(i)); 
    end 
     
    xref_(l,:)=xref; 
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    xref=0; 
    yref_(l,:)=yref; 
    yref=0; 
     
    % Bezier Curve for connection - has 4 pts  
    % 1st 2 pnts are colinear with last 2 pts of current scaff rod (l) 
    % last 2 pnts are colinear with first 2 pts of next scaff rod (l+1) 
     
    if l<L1 
        x_pnt2=[pt1(1);pt2(1);pt3(1);pt4(1)]; 
        y_pnt2=[pt1(2);pt2(2);pt3(2);pt4(2)]; 
        %plot(x_pnt2,y_pnt2,'k*') 
        %hold on; 
  
        for i=1:4 
            or_=3; 
            c=nchoosek(or_,i-1); 
            xref2=xref2+kron(c*(1-t).^(or_-i+1).*t.^(i-1),x_pnt2(i)); 
            yref2=yref2+kron(c*(1-t).^(or_-i+1).*t.^(i-1),y_pnt2(i)); 
        end   
  
        xref2_(l,:)=xref2; 
        xref2=0; 
        yref2_(l,:)=yref2; 
        yref2=0; 
    end 
     
    %% Add pts to a long vector 
    Pts=[pt1';pt2';pt3';pt4']; 
    if l==1 
        xpts_interp=[x_pnt;Pts(:,1)]; 
        ypts_interp=[y_pnt;Pts(:,2)]; 
        num_pts=[pp(l);4]; 
    elseif l==L1 
        xpts_interp=[xpts_interp;x_pnt]; 
        ypts_interp=[ypts_interp;y_pnt]; 
        num_pts=[num_pts;pp(l)]; 
    else 
        xpts_interp=[xpts_interp;x_pnt;Pts(:,1)]; 
        ypts_interp=[ypts_interp;y_pnt;Pts(:,2)]; 
        num_pts=[num_pts;pp(l);4]; 




    plot(xref_(ii,:),yref_(ii,:),'b','LineWidth',2) 
    hold on 
    %plot(xref_(ii,1),yref_(ii,1),'r*') 
    if ii<L1 
        plot(xref2_(ii,:),yref2_(ii,:),'g','LineWidth',2) 





xlabel('X Axis (mm)') 
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ylabel('Y Axis (mm)') 
set(gca,'FontSize',20) 
  
%% Build reference signals  
% Combine individual line points & connecting bezier curves 
for i=1:L1 
    if i==1 
        %if we are on the L1 line, ref_pos_x hasn't been initialized yet 
        ref_pos_x=[xref_(i,:) xref2_(i,:)]; 
        ref_pos_y=[yref_(i,:) yref2_(i,:)]; 
    else 
        if i<L1 
            ref_pos_x=[ref_pos_x xref_(i,:) xref2_(i,:)]; 
            ref_pos_y=[ref_pos_y yref_(i,:) yref2_(i,:)]; 
        else 
            ref_pos_x=[ref_pos_x xref_(i,:)]; 
            ref_pos_y=[ref_pos_y yref_(i,:)]; 
        end 















The script lists below interpolates the Bezier curve to generate a motion profile with a constant 
feedrate.  












% March through each line of Layer 1 
for l=1:length(num_pts) 
    %% Specify the points for this given curve  
    cp=num_pts(l); % number of points for this line 
    or=cp-1; % order of this line  
    % Isolate the points from the matrix for this line  
    if l==1 
        x_pnt=xpts_interp(l:cp); 
        y_pnt=ypts_interp(l:cp); 
        index=cp; 
    else 
        x_pnt=xpts_interp(index+1:index+cp); 
        y_pnt=ypts_interp(index+1:index+cp); 
        index=index+cp; 
    end 
  
    Pts=[x_pnt y_pnt]; 
  
    %% Estimate arc length 
    L(l)=estimatearcleng(Pts,or); 
  
    %% Build vel and acc profiles 
    Vmax=5; % Desired max speed  
    Acc=40;%40; % Desired initial acceleration  
    ta=Vmax/Acc; % Time to reach constant vel 
    Ts(l)=L(l)/Vmax+ta; % Total time length of trajectory 
    t = (0:ts:Ts(l))'; % time vector  
    k=length(t); 
    V=zeros(k,1); 
    A=zeros(k,1); 
  
    % Simple Trapezoidal velocity profile, could try S curve profile next 
    for i=1:(ta/ts+1) 
        V(i)=(Vmax/ta)*t(i); 
        A(i)=(Vmax/ta); 
    end 
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    for i=(ta/ts+2):(k-(ta/ts+1)) 
        V(i)=Vmax; 
        A(i)=0; 
    end 
    for i=(k-ta/ts):k 
        V(i)=(-Vmax/ta)*(t(i)-t(k)); 
        A(i)=-(Vmax/ta); 
    end 
    A(end)=0; 
    %figure;plot(t,V);hold on;plot(t,A,'r') 
  
    %% For loop for interpolation 
    u_=zeros(1,length(t)); 
    C_x=zeros(1,length(t)); 
    C_y=zeros(1,length(t)); 
    vel_x=zeros(1,length(t)); 
    vel_y=zeros(1,length(t)); 
  
    % Feedrate Interpolation 
    for i=1:length(t) 
        if i==1 
            % Evaluate Bezier  
            
[C_x(i),C_y(i),C_x_d,C_y_d,C_x_dd,C_y_dd]=evalBezier(Pts,or,u_(i)); 
            % Evaluate curve parameter for next iteration 
            %u_(i+1)=ts*V(i)/(sqrt((C_x_d)^2+(C_y_d)^2)); 
            u_(i+1)=ts*V(i)/(sqrt((C_x_d)^2+(C_y_d)^2))-
((ts*V(i))^2*(C_x_d*C_x_dd+C_y_d*C_y_dd))/(2*(C_x_d^2+C_y_d^2)^2); 
  
        elseif i==length(t) 
  
            % Evaluate Bezier  
            
[C_x(i),C_y(i),C_x_d,C_y_d,C_x_dd,C_y_dd]=evalBezier(Pts,or,u_(i)); 
             
            vel_x(i)=(u_(i)-u_(i-1))*C_x_d/ts; 
            vel_y(i)=(u_(i)-u_(i-1))*C_y_d/ts; 
  
        else 
            % Evaluate Bezier  
            
[C_x(i),C_y(i),C_x_d,C_y_d,C_x_dd,C_y_dd]=evalBezier(Pts,or,u_(i)); 
  
            % Evaluate curve parameter for next iteration 
%             u_(i+1)=u_(i)+ts*V(i)/(sqrt((C_x_d)^2+(C_y_d)^2)); 
            u_(i+1)=u_(i)+ts*V(i)/(sqrt((C_x_d)^2+(C_y_d)^2))-
((ts*V(i))^2*(C_x_d*C_x_dd+C_y_d*C_y_dd))/(2*(C_x_d^2+C_y_d^2)^2); 
  
            % Determine velocity in x & y directions 
            vel_x(i)=(u_(i)-u_(i-1))*C_x_d/ts; 
            vel_y(i)=(u_(i)-u_(i-1))*C_y_d/ts; 
        end 
    end 
  
    % Why is vel_x(end) and vel_y(end) super large & neg?  
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    % Why doesn't u get closer to 1?  
    speed=sqrt(vel_x(1:(end-1)).^2+vel_y(1:(end-1)).^2); 
%     figure;plot(t(1:end-1),speed) 
%     xlabel('time (s)') 
%     ylabel('feedrate (mm/s)') 
     
    Curv_x=[Curv_x C_x]; 











Appendix C     
Generate Raster Scaffold Patterns 
 
To generate reference trajectory for the machine axes, the pattern must have temporal 
data. The script below generates a simple raster pattern with reference trajectories for each of 
the three axes: rx_, ry_, and rz_. The user must select the scaffold dimensions ‘del_x’, ‘del_y’, 
and ‘del_z’. The ‘del_x’ dimensions determines the rod length and scaffold width. The ‘del_y’ 
dimension defines the spacing between rods. The ‘del_z’ dimension determines the height 
between layers, which is a function of nozzle size (NS). Depending on the ink quality, this 
should be selected to equal 0.7-0.8 X NS. The script generates 4 layers, each with a unique 
path. Scaffolds with more layers are just a repeat of these 4 layers.   
After running the script, save the ‘r_x’, ‘r_y’, and ‘r_z’ two column vectors (with time 
and position information) as .mat files to use as reference trajectories during operation.  
The Matlab files listed below are located in  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>MakeRasterReference’. 







%%  Generate raster reference trajectory  
clear; 
  
% Choose scaffold dimensions  
del_y=1;% mm 
del_x=11; % mm  
del_z=.4; % mm 
  
vel=4; % X and Y axis speed 
vel_z=.5; % Typically want this slower than X & Y axes  
  










% Create scaffold segments (long and short distances) 
for q=1:dt_x 




    ry1(q)=vel*ty(q); 
end 
  




    val=rem(i,2); 
    if i==1 
        tempx=rx1(end); 
        rx=[rx1;tempx*ones(length(ry1),1)]; 
        ry=[zeros(length(rx1),1);ry1]; 
    else 
        if val==1 
            tempy=ry(end); 
            rx=[rx;rx1]; 
            ry=[ry;tempy*ones(length(rx1),1)]; 
            tempx=rx1(end); 
            rx=[rx;tempx*ones(length(ry1),1)]; 
            ry=[ry;ry1+tempy]; 
        else 
            tempy=ry(end); 
            rx=[rx;flipud(rx1)]; 
            ry=[ry;tempy*ones(length(rx1),1)]; 
            tempx=rx(end); 
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            rx=[rx;tempx*zeros(length(ry1),1)]; 
            ry=[ry;ry1+tempy]; 
        end 





% Plot the individual layers  
figure;plot(rx,ry,'r.');axis equal;hold on;plot(rx(1),ry(1),'c*') 
  
rx2=-ry;ry2=rx;rx2=-rx2;ry2=-ry2+ry(end); 
figure;plot(rx2,ry2,'r.');axis equal;hold on;plot(rx2(1),ry2(1),'c*') 
  
rx3=-flipud(rx)+ry(end);ry3=flipud(ry); 
figure;plot(rx3,ry3,'r.');axis equal;hold on;plot(rx3(1),ry3(1),'c*') 
  
rx4=flipud(rx2);ry4=-flipud(ry2)+ry(end); 
figure;plot(rx4,ry4,'r.');axis equal;hold on;plot(rx4(1),ry4(1),'c*') 
  





    rz(q)=vel_z*tz(q); 
end 
  
%% Form 2 layer Scaffold  
%{ 
rx_=[rx;rx(end)*ones(length(rz),1);... 
    rx2;rx2(end)*ones(length(rz),1);]; 
ry_=[ry;ry(end)*ones(length(rz),1);... 
    ry2;ry2(end)*ones(length(rz),1);]; 
rz_=[zeros(length(rx),1);rz;... 
    rz(end)*ones(length(rx),1);rz+rz(end)]; 
%} 
  
%% Form 4 layer Scaffold 
rx_=[rx;rx(end)*ones(length(rz),1);... 
    rx2;rx2(end)*ones(length(rz),1);... 
    rx3;rx3(end)*ones(length(rz),1);... 
    rx4;rx4(end)*ones(length(rz),1);]; 
ry_=[ry;ry(end)*ones(length(rz),1);... 
    ry2;ry2(end)*ones(length(rz),1);... 
    ry3;ry3(end)*ones(length(rz),1);... 
    ry4;ry4(end)*ones(length(rz),1);]; 
rz_=[zeros(length(rx),1);rz;... 
    rz(end)*ones(length(rx),1);rz+rz(end);... 
    2*rz(end)*ones(length(rx),1);rz+2*rz(end);... 
    3*rz(end)*ones(length(rx),1);rz+3*rz(end)]; 
  





























%% Generate Motion Profiles with time data  








Appendix D    
ILC Simulation 
This section provides the steps required to implement four types of ILC methods in 
simulation. The four ILC methods include standard linear ILC (LILC), Fast ILC (FILC), Cross-
Coupled ILC (CCILC), and Fast CCILC (F-CCILC). Simulation requires a MATLAB script 
(Run_FILC, Run_LILC, or Run_FCCILC) and a Simulink diagram (FILC_Sim or 






%% Fast ILC using sign(err) 

























Tx = ss(feedback(minreal(G_xd*Cxd),1));   % Closed-loop plant model 
Psx = ss(feedback(G_xd,Cxd));   
  
%% Build reference trajectory 




M = tfinal/dt; % number of samples 
r_=-cos(freq_*t)+1; 




%% Initialize ILC arrays to 0 
N_       = length(t);                % Get the number of steps 
k=N_; 
data    = zeros(N_,1);               % Create data array for structure 
u_ILC   = [t data];                 % Create structure to pass to simulink 
N       = 20;                       % Number of Iteration 
pos_    = zeros(N_,N);               % Initialize the position array 
u_ILC_  = zeros(N_,N); 
u_comb_ = zeros(N_,N); 
err_    = zeros(N_,N);               % Initialize the error array 
sgn_err = zeros(N_,N);               % Initialize the uILC array 
eRMS_   = zeros(N,1);               % Initialize RMS Array 
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del_V   = zeros(N,1);               % Initialize Lyp Difference Fctn Val 




%% ILC parameters 
Lu1 = 1; 
Lu2 = 1; %for sine wave%0.85;%Lu1; 
  
% Q-Filter Bandwidth for when switch to LILC 
BW=40;%=20;    
omega_ = BW*ones(k,1);  
  
% Lifted matrices  
time=tfinal;ts=dt; 
P_l=LiftedMatrix_1D(Psx, time, ts); 
P_l=P_l*ts; 
  






    sim('FILC_Sim') 
     
    for j = 1:M 
          err_(j,i) = err(j+1); 
    end 
    pos_(:,i)   = pos(1:k); 
    sgn_err(:,i)=sign(err_(:,i)); 
    eRMS_(i)    = sqrt(sum(err.^2)); 
     
    if i==1  
        Le1_=(err_(1:k-1,i)'*P_l*sgn_err(1:k-1,i)+sgn_err(1:k-
1,i)'*(P_l')*err_(1:k-1,i))/(2*sgn_err(1:k-1,i)'*(P_l')*P_l*sgn_err(1:k-
1,i)); 
        Le2=Le1_; 
    end 
  
    del_V(i) = -2*err_(1:k-1,i)'*P_l*Le1_*sgn_err(1:k-1,i)+norm(-
P_l*Le1_*sgn_err(1:k-1,i))^2; 
    if i==1 
        out=err_(:,i)'*err_(:,i); 
    end 
     
    if del_V(i) < 0 
        u_ILC_temp       = Lu1*u_ILC_(1:k,i)+Le1_*sign(err_(:,i)); 
        for j=1:k-1 
            ILC_filt(j) = GaussFilt(u_ILC_temp, omega_(j+1), j+1, k, dt); 
        end 
        u_ILC_temp = [ILC_filt, ILC_filt(length(ILC_filt))]; 
  
        case_(i)    = 2; 
    else  
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        u_ILC_temp       = Lu2*u_ILC_(1:k,i)+Le2*err_(:,i); 
        for j=1:k-1 
            ILC_filt(j) = GaussFilt(u_ILC_temp, omega_(j+1), j+1, k, dt); 
        end 
        u_ILC_temp = [ILC_filt, ILC_filt(length(ILC_filt))]; 
  
        case_(i)    = 1; 
        LILC=1; 
    end 
         
    u_ILC(:,2)=u_ILC_temp; 
    u_ILC_(:,i+1)=u_ILC_temp; 
     
end  
eRMS__   = eRMS_/eRMS_(1);  
%% Plot 
figure;           
plot(t,ref,'k.'); hold on;  
plot(t,[pos_(:,1),pos_(:,2),pos_(:,3),pos_(:,N)]); 
xlabel('Time[s]');ylabel('Position'); 




set(findall(gca, 'Type', 'Line'),'LineWidth',2); 
xlabel('Iteration');ylabel('Normalized RMS Error'); 






xlabel('Time (s)');ylabel('ILC Input'); 
set(findall(gca, 'Type', 'Line'),'LineWidth',2); 
set(gca,'FontSize',20) 






%% Fast ILC using sign(err) 

























Tx = ss(feedback(minreal(G_xd*Cxd),1));   % Closed-loop plant model 
Psx = ss(feedback(G_xd,Cxd));   
  
%% Build reference trajectory 




M = tfinal/dt; % number of samples 
r_=-cos(freq_*t)+1; 




%% Initialize ILC arrays to 0 
N_       = length(t);                % Get the number of steps 
k=N_; 
data    = zeros(N_,1);               % Create data array for structure 
u_ILC   = [t data];                 % Create structure to pass to simulink 
N       = 200;                       % Number of Iteration 
pos_    = zeros(N_,N);               % Initialize the position array 
u_ILC_  = zeros(N_,N); 
u_comb_ = zeros(N_,N); 
err_    = zeros(N_,N);               % Initialize the error array 




%% ILC parameters 
Le2 = .2; % Put FILC calculated learning gain here if want to compare to 
FILC  
Lu2 = 1;  
  
% Q-Filter Bandwidth  
BW=40;%=20;    
omega_ = BW*ones(k,1);  
  
% Lifted matrices  
time=tfinal;ts=dt; 
P_l=LiftedMatrix_1D(Psx, time, ts); 
P_l=P_l*ts; 
  






    sim('Fast_ILC_Model_XAxis') 
     
    for j = 1:M 
          err_(j,i) = err(j+1); 
    end 
    pos_(:,i)   = pos(1:k); 
    eRMS_(i)    = sqrt(sum(err.^2)); 
     
    u_ILC_temp       = Lu2*u_ILC_(1:k,i)+Le2*err_(:,i); 
    for j=1:k-1 
        ILC_filt(j) = GaussFilt(u_ILC_temp, omega_(j+1), j+1, k, dt); 
    end 
    u_ILC_temp = [ILC_filt, ILC_filt(length(ILC_filt))]; 
         
    u_ILC(:,2)=u_ILC_temp; 
    u_ILC_(:,i+1)=u_ILC_temp; 
     
end  
eRMS__   = eRMS_/eRMS_(1);  
%% Plot 
figure;           
plot(t,ref,'k.'); hold on;  
plot(t,[pos_(:,1),pos_(:,2),pos_(:,3),pos_(:,N)]); 
xlabel('Time[s]');ylabel('Position'); 




set(findall(gca, 'Type', 'Line'),'LineWidth',2); 
xlabel('Iteration');ylabel('Normalized RMS Error'); 








xlabel('Time (s)');ylabel('ILC Input'); 
set(findall(gca, 'Type', 'Line'),'LineWidth',2); 
set(gca,'FontSize',20) 





%% Fast ILC using sign(err) 
% Parallel ILC Architecture  
  
%% Initialize and define time step 
clc; clear all; %close all; 
  
%% Build raster reference trajectory 
dt=.001;ts=dt; 
time = 2;               % length of iteration (seconds)  
T = 0:ts:time;          % time-iteration range  
S = time/ts;            % number of samples 
M=S; 
t = [0:ts:time]'; 
k=length(t); 
% % Reference Trajectory - Raster Trajectory 
y = [t zeros(1,length(t))'];   
x = [t zeros(1,length(t))'];   
for i = 1:S/4 
    y(i+1,2) = (2*i)/S; 
    x(i+1,2) = (2*i)/S; 
end 
for i = S/4+1:S/2 
    y(i+1,2) = (2*(S/2-i))/S; 
    x(i+1,2) = 1/2; 
end 
for i = S/2+1:3*S/4 
    y(i+1,2) = (2*(i-S/2))/S; 
    x(i+1,2) = (2*(i-S/2))/S+1/2; 
end 
for i = 3*S/4+1:S 
    y(i+1,2) = (2*(S-i))/S;   
    x(i+1,2) = 1; 
end 
yref_ = y;  
xref_ = x; 
     
figure;plot(x(:,2),y(:,2),'k.') 
  










%% PID Feedback Loops 




















% Lifted matrices 
Tx = ss(feedback(minreal(G_xd*Cxd),1));   % Closed-loop plant model 
Psx = ss(feedback(G_xd,Cxd));   
Ty = ss(feedback(minreal(G_yd*Cyd),1));   % Closed-loop plant model 
Psy = ss(feedback(G_yd,Cyd));   
  
P_l=LiftedMatrix_1D(Psx, time, dt); 
P_l=P_l*dt; 
P_cl_l=LiftedMatrix_1D(Tx, time, dt); 
P_cl_l=P_cl_l*dt; 
  
P_ly=LiftedMatrix_1D(Psy, time, dt); 
P_ly=P_ly*dt; 
P_cl_ly=LiftedMatrix_1D(Ty, time, dt); 
P_cl_ly=P_cl_ly*dt; 
  
%% Initialize ILC arrays to 0 
k=length(t); 
N=20; % Number of iterations 
u_ILC_x = [t, zeros(k,1)]; 
ILCx_(:,1) = zeros(k,1); 
u_ILC_y = [t, zeros(k,1)]; 
ILCy_(:,1) = zeros(k,1); 
u_ILC_x_    = zeros(k-1,N);  
u_ILC_y_    = zeros(k-1,N);  
xpos_    = zeros(k,N);  
sgn_errx=zeros(k,N); 
ypos_    = zeros(k,N);  
sgn_erry=zeros(k,N); 
xerr_    = zeros(k,N);  
yerr_    = zeros(k,N);  
ypos_    = zeros(k,N);    
yerr_    = zeros(k,N); 
RMSx_    = zeros(N,1); 
RMSy_    = zeros(N,1); 
del_V1 = zeros(N,1);  
del_V2 = zeros(N,1);  
case_x   = zeros(N,1);               % Initialize case Array 
case_y   = zeros(N,1);               % Initialize case Array 
  
%% ILC parameters 
Lu1 = 1; 
221 
 
Le1 = .2;%7;  
  
Lu2 = Lu1; %for sine wave%0.85;%Lu1; 








    sim('FCCILC_Sim') 
     
    for j = 1:M 
          xerr_(j,i) = Ex_(j+1); 
          yerr_(j,i) = Ey_(j+1); 
    end 
    xpos_(:,i)   = X_out; 
    ypos_(:,i)   = Y_out; 
  
    sgn_errx(:,i)=sign(xerr_(:,i)); 
    sgn_erry(:,i)=sign(yerr_(:,i)); 
    RMSx_(i)    = sqrt(sum(Ex_.^2)); 
    RMSy_(i)    = sqrt(sum(Ey_.^2)); 
     
    if i==1 
        
Le1_=(xerr_(2:end,i)'*P_l*sgn_errx(2:end,i)+sgn_errx(2:end,i)'*(P_l')*xerr
_(2:end,i))/(2*sgn_errx(2:end,i)'*(P_l')*P_l*sgn_errx(2:end,i)); 
        
Le1y_=(yerr_(2:end,i)'*P_ly*sgn_erry(2:end,i)+sgn_erry(2:end,i)'*(P_ly')*y
err_(2:end,i))/(2*sgn_erry(2:end,i)'*(P_ly')*P_ly*sgn_erry(2:end,i)); 
        Le2=Le1_; 
        Le2y=Le1y_; 
    end 
     
    del_V1(i) = -2*xerr_(2:end,i)'*P_l*Le1_*sgn_errx(2:end,i)+norm(-
P_l*Le1_*sgn_errx(2:end,i))^2; 
    del_V2(i) = -2*yerr_(2:end,i)'*P_ly*Le1y_*sgn_erry(2:end,i)+norm(-
P_ly*Le1y_*sgn_erry(2:end,i))^2; 
  
    if del_V1(i) < 0 
        u_ILC_temp       = Lu1*u_ILC_x_(1:k-
1,i)+Le1_*sign(xerr_(2:end,i)); 
        case_x(i)    = 2; 
    else  
        u_ILC_temp       = Lu2*u_ILC_x_(1:k-1,i)+Le2*xerr_(2:end,i); 
        case_x(i)    = 1; 
    end 
    u_ILC_x(:,2)=[u_ILC_temp;zeros(1,1)]; 
    u_ILC_x_(:,i+1)=u_ILC_temp; 
     
    if del_V2(i) < 0 




        case_y(i)    = 2; 
    else  
        u_ILC_temp       = Lu2y*u_ILC_y_(1:k-1,i)+Le2y*yerr_(2:end,i); 
        case_y(i)    = 1; 
    end  
    u_ILC_y(:,2)=[u_ILC_temp;zeros(1,1)]; 
    u_ILC_y_(:,i+1)=u_ILC_temp; 
end  
eRMSx__   = RMSx_/RMSx_(1);  
eRMSy__   = RMSy_/RMSy_(1);  
  
%% Plot 
figure;           
plot(xref_(:,2),yref_(:,2),'k.'); hold on;  
plot(xpos_(:,1),ypos_(:,1),'r.');plot(xpos_(:,N),ypos_(:,N),'g.') 
xlabel('X (mm)');ylabel('Y (mm)') 





    plot(t,xpos_(:,1),'r.');plot(t,xpos_(:,N),'g.') 
xlabel('time (s)');ylabel('X (mm)') 




    plot(t,ypos_(:,1),'r.');plot(t,ypos_(:,N),'g.') 
xlabel('time (s)');ylabel('Y (mm)') 





xlabel('Iteration');ylabel('Normalized RMS Error'); 
legend('X axis','Y axis') 




Appendix E     
ILC Implementation on Experimental System 
This section describes the steps required to implement four types of ILC methods to 
improve motion control of the extrusion printing system. The four ILC methods include 
standard linear ILC (LILC), Fast ILC (FILC), Cross-Coupled ILC (CCILC), and Fast CCILC 
(F-CCILC). We will use the FILC scripts to improve motion of the X axis to demonstrate 
implementation. The steps for the other methods are similar, and all files required to run the 
scripts for all four ILC methods are located in ‘Box>ARG_Student_Reports>Ashley 
Armstrong>Dissertation Supplementary>MATLAB>ILC Implementation’. 
ILC implementation requires MATLAB, MATLAB Simulink, Python, and 
ControlDesk to automate the iterations and offline calculations. Python is require to 
communicate between Simulink and ControlDesk to implement iterations of ILC. The 
Simulink diagram outlines how the control system will run during real time operation on the 
controller (MicroLabBox). The first step is to open MATLAB and run the initialization 
MATLAB script (‘Init_Simulink_FILC’). This script sets up a shared MATLAB session that 
Python uses (line 9), builds the reference trajectory, creates the ILC super vectors, computes 
the lifted system matrices, and builds the Simulink diagram.  
The second step is to open the iteration MATLAB script (‘ILC_Iteration_FILC.m’). 
The Python code runs this script offline between each iteration to calculate the control input 
for the next iteration and to update the Simulink diagram .sdf file which is loaded into 
224 
 
ControlDesk. This script loads the recorded data from the MicroLabBox during the last 
iteration, adds data to the super vectors, calculates the optimal 𝐿. value, calculates ∆𝑉 to 
determine whether FILC or LILC should be used in the next iteration, calculates the control 
input for the next iteration, builds the Simulink diagram with the updated control inputs, and 
iterates the iteration count variable. The script also includes a section to obtain an estimate of 
the plant nominal model if the user does not have a transfer function estimate. This is achieved 
by running a mini system identification offline using system behavior from iteration 𝑗 = 0. The 
code is commented out, but it is included in lines 22-52. The end user does not have to make 
any changes to this script. 
The third step is to turn on the MicroLabBox with the switch on the backside, and to 
turn on the experimental system using the two surge protector strips on the floor.   
The fourth step is to open ControlDesk and load the project. Go to File à Openà 
Open Project and Experiment. Make sure the Root directory is set to 
‘ARG_Student_Reports\Ashley Armstrong\Matlab Code’. Select the ‘ILC Automation FILC’ 
and click ‘Ok’. The Project contains two experiments, titled ‘Homing’ and ‘Run ILC’. Load 
the ‘Homing’ experiment by right clicking ‘Homing’ and select ‘Activate’.   
The fifth step is to open Python (search ‘PythonWin’ in the search bar) and open the 
‘awesomeness_with_zero.py’ code. Ensure the number of iterations, N, in this script matches 
with N selected in the ‘Init_Simulink_FILC.m’ script.  Click ‘run’ (which is a button with a 
stick figure person running on the top menu bar) to start the experiment. The Python code first 
runs the ‘Homing’ experiment to zero the X and Y-axes. It then reloads the .sdf file for the 
‘Triangle_Ref’, and runs one iteration (the axes move through the reference trajectory). The 
recorded data in the ControlDesk window is then loaded into the MATLAB workspace. Python 
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then runs the ‘ILC_Iteration_FILC.m’ script to perform offline calculations. The process is 
then repeated using the new Simulink diagram with the updated control inputs. If you need to 
end the experiment early, force quit python and click ‘stop’ in the simState box located in the 
ControlDesk window. 
After the experiment runs N iterations, you can analyze the experimental data in the 




%% Init Simulink Script 
% Run this script first to initialize simulink vectors 




% Set up a shared matlab session which python calls and uses  
% Only call this one time 
matlab.engine.shareEngine('MATLABEng__')  
  
%% Build reference trajectory 





M = tfinal/dt; % number of samples 
tfinal=t(end); 
r = [t zeros(1,length(t))']; % initialize simulink diagram 
r(:,2)=-cos(5*t)+1; 
     
figure;plot(t,r(:,2),'r.') 
  
%% Initialize simulink diagram  
u_ILC = [t zeros(1,length(t))'];   
vel_ = [t zeros(1,length(t))'];   
k=length(t); 
  
%% Populate workspace with ILC super vectors 
N       = 11;                       % Number of Iterations -- MUST BE THE 
SAME IN PYTHON 
pos_    = zeros(k-1,N);               % Initialize the position array 
u_ILC_ = zeros(k-1,N);                % Initialize the uILC array 
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u_input = zeros(k-1,N);                % Initialize the axis input array 
err_    = zeros(k-1,N);               % Initialize the error array 
eRMS_   = zeros(N,1);               % Initialize RMS Array 
sgn_err = zeros(k-1,N); 
method_=1; 
case_   = zeros(N,1);    
Le_=zeros(N,1); 
  
%% ILC Parameters 
% FILC Gains 
Le1 = .2; 
Lu1 = 1; 
% LILC Gains 
Le2 = Le1; 
Lu2 = Lu1; 
  
%% Lifted system matrices  
















Tx = ss(feedback(minreal(G_xd*Cxd),1));   % Closed-loop plant model 
Psx = ss(feedback(G_xd,Cxd));   
P_l=LiftedMatrix_1D(Psx, tfinal, dt); 
P_l=P_l*dt; 
P_cl_l=LiftedMatrix_1D(Tx, tfinal, dt); 
P_cl_l=P_cl_l*dt; 
  
%% Initialize iteration count variable 
it=1; 
  






%% Load and process experiment data 
% Python calls this script between iterations  















eRMS = sqrt(sum(err.^2)); 
k_=length(t_); 
num_=k-k_; % number of time steps cut off from control desk experiment 
  
%% If do not have plant TF estimate, estimate TF from iteration 1 data 
% if it == 1 
%     np=2; 
%     nz=0; 
%     pos_id=pos(2501:end); %2501 = delta_t1 + 1 
%     input_id=input(2501:end); 
%     pos_id=pos_id-mean(pos_id); 
%     input_id=input_id-mean(input_id); 
%     data_obj=iddata(pos_id,input_id,dt); 
%     sys_est = tfest(data_obj,np,nz); 
%     G_x=tf(sys_est.Numerator,sys_est.Denominator); 
%     %G_x=1458.33/(s*(s+16.08)); % From sys ID  
%     G_xd=c2d(G_x,dt); 
%     s=tf('s'); 
%     Kp=1;%1.2; 
%     Ki=.1; 
%     Kd=.05; 
%     N_d=100; 
%     C=Kp+Ki/s+(Kd*N_d)/(1+N_d*(1/s)); 
%     P_pid_d=c2d(C,dt); 
%  
%     P=feedback(G_xd,P_pid_d); %G/(1+CG) 
%     P_=ss(P); 
%     P_l=LiftedMatrix_1D(P_, tfinal, dt); 
%     P_l=P_l*dt; 
%  
%     P_cl=feedback(G_xd*P_pid_d,1); %G/(1+CG) 
%     P_cl=ss(P_cl); 
%     P_cl_l=LiftedMatrix_1D(P_cl, tfinal, dt); 
%     P_cl_l=P_cl_l*dt; 
% end  
  




    pos_(:,it)    = pos(2:M+1); 
    err_(:,it)    = err(2:M+1); 
    u_input(:,it)    = input(2:M+1); 
    sgn_err(:,it) = sign(err(2:M+1)); 
    eRMS_(it)     = eRMS; 
else % Add extra zeros at the end to make sure same size as t vector  
    pos_(:,it)    = [pos(2:end);zeros(num_,1)]; 
    err_(:,it)    = [err(2:end);zeros(num_,1)]; 
    u_input(:,it)    = [input(2:end);zeros(num_,1)]; 
    sgn_err(:,it) = [sign(err(2:end));zeros(num_,1)]; 
    eRMS_(it)     = eRMS; 
end 
  
%% Calculate optimal Le value and delta V  
Le_bound(it)=(2*err_(:,it)'*P_l*sgn_err(:,it))/norm(-P_l*sgn_err(:,it))^2; 
if it==1 
    
Le1_=(err_(:,it)'*P_l*sgn_err(:,it)+sgn_err(:,it)'*(P_l')*err_(:,it))/(2*s
gn_err(:,it)'*(P_l')*P_l*sgn_err(:,it)); 





%% Calculate control input  
% Determine if should use FILC or LILC 
if del_V(it) < 0 
    u_ILC_temp       = Lu1*u_ILC_(1:N_,it)+Le1_*sign(err_(:,it)); 
    case_(it)    = 2; 
else  
    u_ILC_temp       = Lu2*u_ILC_(1:N_,it)+Le2*err_(:,it); 





%% Rebuild simulink diagram with updated ILC input vector  
rtwbuild('constant_vel_FILC'); 
  







from win32com.client import Dispatch 





# N - number of iterations 
N = 1 
 
def Main(): 
    """ 
    Syntax : On_Application_CalibrationManagement_OnlineCalibrationStarted 
    Purpose: The application has changed state to online calibration. 
    Parameters: None 
    """ 
    currentdirectory  = os.getcwd() 
    try: 
        CDNG = Dispatch("ControlDeskNG.Application.6.1") 
        print "ControlDesk Access initiated" 
        # Homing routine 
        CDNG.ActiveProject.Experiments["Homing"].Activate() 
        CDNG.CalibrationManagement.StartOnlineCalibration() 
        InstrumentH = 
CDNG.LayoutManagement.Layouts["ZeroHomeLay"].Instruments["Radio_Button_7"] 
        while InstrumentH.Value == 2: 
            time.sleep(0.01) 
        time.sleep(7) 
        print "Homing Ended" 
        CDNG.CalibrationManagement.StopOnlineCalibration() 
        Platform1 =CDNG.PlatformManagement.Platforms[0] 
        for i in range(Platform1.RealTimeApplications.Count): 
            Platform1.RealTimeApplications[i].Unload() 
        if Platform1.RealTimeApplications.Count == 0: 
            print "Homing application unloaded" 
        else: 
            print "Homing application still on platform" 
             
        # Triangle Wave Reference 
        CDNG.ActiveProject.Experiments["RunILC"].Activate() 
        Instrument = 
CDNG.LayoutManagement.Layouts["ILClayout"].Instruments["Radio_Button_31"] 
        CDNG.ActiveExperiment.Platforms[0].ActiveVariableDescription.Reload() 
        print "Variable Description reloaded" 
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        CDNG.CalibrationManagement.StartOnlineCalibration() 
        print "Online Calibration Initiated" 
        print "recorders Count:" + str(CDNG.MeasurementDataManagement.Recorders.Count) 
        rec1 = CDNG.MeasurementDataManagement.Recorders[0] 
        rec1.Start(True,True) 
        print rec1.State 
        if Instrument.Value ==0: 
            print "Sim at stopped state" 
        time.sleep(2) 
        Instrument.Value = 2 
        if Instrument.Value ==2: 
            print"Sim started" 
        while Instrument.Value == 2: 
            time.sleep(0.01) 
        print "Simulation Ended" 
        CDNG.CalibrationManagement.StopOnlineCalibration() 
        print "ControlDesk Offline" 
         
        print "Platform Count:" + str(CDNG.PlatformManagement.Platforms.Count) 
        for i in range(Platform1.RealTimeApplications.Count): 
            Platform1.RealTimeApplications[i].Unload() 
        if Platform1.RealTimeApplications.Count == 0: 
            print "Application unloaded" 
        else: 
            print "Application still on platform" 
        os.chdir("C:\\Users\\aaarmst2\\Box Sync\\ARG_Student_Reports\\Ashley Armstrong\\Matlab 
Code") 
        print os.getcwd() 
        eng = mat.connect_matlab('MATLABEng') 
        #eng = mat.start_matlab("-desktop") 
        eng.ILC_Iteration_FILC(nargout=0) 
        print("Loop executed successfully") 
         
    finally: 
        os.chdir(currentdirectory) 
        CDNG = None 
        Instrument = None 
        eng=None 
 
for i in range(N): 
    print" -------------------------------------------------" 
    print "Iteration Number: " + str(i) 





Appendix F     
Laser Scanner Operation and Data Analysis 
This section describes how to use the laser scanner and process the data. Section F.1 
includes the steps to operate the laser scanner after part fabrication. Section F.2 includes a 
description of how to process the laser scanner data to calculate the 1D and 2D errors, and the 
modified control inputs (pressure input and axes paths).  
F.1 How to Operate Laser Scanner  
This subsection explains how to run the laser scanner to scan over a part after it has 
been fabricated. Running a scan requires two programs: the LJ-Navigator, which is a Keyence 
program that connects to the laser scanner, and Drive Support Tool, a Parker program that 
connects to each of the axes.  
The first step is to move the Z axis to the proper height for scanning to ensure the part 
is in the laser scanner’s field of view. Connect the Micro to USB cable to the Parker P Series 
Servo Drive labeled ‘Z’. The USB port should be connected to the computer, and the Micro 
side should be inserted into the Servo Drive in an upper right slot labeled ‘USB’. Open the 
Drive Support Tool and click ‘Yes’ in the popup window. In the upper left, click    to 
connect to the Z axis. Next, click the home button on the top menu, . In the menu along 
the right side of the screen, click ‘Drive On’, and then ‘Homing’. When the Z axis reaches the 
home position (top of the linear stage), click the ‘Point to Point’ button: . In the menu on 
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the far right, enter ‘99000’ in the Target Position box and click enter. This will move the axis 
99 mm from the homing position. Click ‘Drive On’, and then ‘Move’. When the axis stops 
moving, click ‘Drive Off’.  
Next, attach the laser scanner to the right-hand side of the extruder holder on the Z axis. 
Screw the two hexagon socket bolts through the two mounting holes on the right-hand side of 
the laser scanner and into the extruder holder. The laser stripe should be along the Y axis.  
Remove the Micro USB port from the Z axis and instead connect it to the Parker P 
Series Servo Drive labeled ‘Y’. In the Drive Support Tool software, again click    to 
connect to the Y axis. Next, click the ‘Point to Point’ button  and move the Y axis to ensure 
the laser stripe is aligned with and will cover the part you are trying to scan over. In the menu 
on the far right, enter a distance in the Target Position box and click enter. Again, this 
dimension is in micrometers, so if you want to move the Y axis 20 mm, type in ‘20000’ and 
click Enter. Cilck ‘Drive On’, and then ‘Move’. When the Y axis is in the right position, click 
‘Drive Off’.  
Connect the Micro USB plug to the Parker P Series Servo Drive labeled ‘X’. Similarly, 
click    to connect to the X axis. Next, click the home button on the top menu, . In the 
menu along the right side of the screen, click ‘Drive On’, and then ‘Homing’. When the X axis 
reaches the home position and stops moving, move the substrate in the X axis direction to 
ensure the laser stripe is in position in the X direction. The laser stripe should not be on top of 
the part, instead a few mm ahead. Then click the ‘Point to Point’ button . In the ‘PTP 
Move’ window on the right-hand side, enter ‘35000’ in the ‘Target Position’ box and click 
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Enter, which tells the drive the axis will move 35 mm. Enter ‘2012’ in the ‘Profile Velocity’ 
window and click Enter. This step is important to ensure a constant velocity during the scan 
and to ensure we get equal spacing in the X and Y directions in the resulting 3D point cloud. 
Set the ‘Profile Accel’ and ‘Profile Decel’ to 1000 and hit Enter.  
Next, open the ‘LJ-Navigator’ software and click ‘Ok’ in the pop-up window. The first 
step is to adjust a few of the sensor settings. First select ‘Head A’, then click ‘setting window’ 
in the bottom right. In the menu on the right-hand side, select ‘Mask Setting’. Masks can be 
used to restrict the laser scanner’s field of view to isolate the part of interest. Masks can be 
used alongside of or on top of the fabricated part to reduce noise. Figure F.1 shows the masks 
(which show up as green boxes on the screen) both alongside of and on top of a single rod 
printed. (Note: masks are optional and do not have to be used). To determine the effect of the 
mask arrangement, click ok after positioning the masks. Then on the main screen click ‘Send 
Settings to Controller’. Return to the Mask Setting window and click ‘Acq image/data’ in the 





Figure F.1 Screenshot of the Mask setting window. The fabricated part is shown as the white line, the 
laser stripe is the red lines, and the green boxes/area are the Masks, which restrict the laser scanner’s 
field of view to the region(s) without masks. 
 
A setting that should be adjusted is the ‘Tilt correction’, shown on the right side of the 
setting window. To level out the laser scanner data, move the blue and pink boxes to align with 
the left and right parts of the part, demonstrated in Figure F.2. To move the blue box, select 
‘Range 1’ on the right-hand side. To move the pink box, select ‘Range 2’ on the right-hand 
side. When done, click ‘ok’, and again click ‘Send Settings to Controller’ in the main window. 
This action must be performed after any setting is modified in the software.  
Other settings can be tweaked to minimize noise and optimize scan quality. Call 




Figure F.2 Tilt correction setting window. To level out the laser beam, move the blue and pink boxes to 
the outer edges of the part. To move the blue box, the ‘Range 1’ option must be selected. To move the 
pink box, the ‘Range 2’ option must be selected. 
To start a scan, we use the ‘Profile storage’ option, which is the far-right option on the 
home screen. The goal during the scan is to ensure the axes are moving during the scanning 
process. Pull up both the Drive Support Tool and the Navigator profile storage screen side by 
side, as shown in Figure F.3. In the Drive Support Tool, click ‘Drive On’, then ‘Move’. 
Immediately move to the Profile storage window and click ‘Start Storage’ in the upper left. 
The scanner outputs a profile every 0.0164 s and stores a max of 1024 profile samples. Thus, 
the max part length the scanner can analyze is 33.78 mm. If you are scanning a smaller part, 





Figure F.3 Drive Support Tool and LJ Navigator Softwares pulled up side by side for scanning. Start the 
X axis movement using the Drive Support Tool, then turn on scanning in the Profile storage window.  
Next, click ‘Read Storage Data’, then save the file. Save the data as a .csv file in the following 
folder: ‘Box>ARG_Student_Reports>Ashley Armstrong>Matlab Code>Laser Scanner>Path 
Training’. The software will automatically split this information into a few files depending on the length 
of your scan. For example, if you saved your file as ‘Scan’, you will notice in the folder there will be a 
few .csv files: ‘Scan1.csv’, ‘Scan2.csv’, ‘Scan3.csv’, and ‘Scan4.csv’.   
If you want to scan an additional part, move the X and Y axes around using the Parker P Series 
Servo Drives and the Drive Support Tool.   
F.2 How to Process Laser Scanner Data 
This subsection explains how to use the laser scanner output to create a 3D point cloud 
view and determine the material errors and the modified control inputs for process monitoring 
and control.  




Supplementary>MATLAB>Laser Scanner>Path Training’. 
Change the purple text in lines 6-9 with the name of your scan. If your scan has four files, add 
an additional line to the script.  
You will also need to add the axis position data collected by the MicroLabBox during 
the experiment. Open the Experiment you recently used in ControlDesk, for example 
‘Print_Lattice’. In the menu on the left-hand side, click the arrow to the left of the 
‘Measurement Data’ folder. A list of .mf4 files from recent experiments will be listed. Right 
click the experiment that corresponds to the part you fabricated, click ‘Export’, and save the 
file as a .mat file (not a .mf4 file!) in the following folder:  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>Laser Scanner>Path Training’. 
Change lines 22 and 23 in the ‘AnalyzeScans.m’ script with this .mat file name. Lines 34-38 
will also need to be adjusted for the specific reference trajectory you use.  
Returning to the laser scanner data, this script combines the .csv files to form a large 
matrix. It generates X and Y vectors to create a 3D point cloud to visualize the part. To crop 
and remove the substrate from this 3D point cloud, you will need to modify lines 11-17 which 
will be different for each part. The ‘range’ values will crop the point cloud in the X & Y 
directions, and the ‘min_ht’ and ‘max_ht’ values crop the data in the Z direction. You can edit 
these values by adding a breakpoint at line 78, right after the ‘Plot 3D view’ section and running 
the script until the 3D visualization isolates your part and does not include the substrate.  
The lamp oil can lead to sensor noise, so this script includes manual filtering of the 
binary image to remove some of the noise and ensure the lines in the script do not touch. The 
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manual filtering is performed in lines 166-178. Uncommenting out and running line 180 shows 
demonstrates the difference between the unfiltered and filtered binary image. As discussion in 
the Conclusion of this dissertation, future work should involve improved filtering methods. 
Some of the parameters in the binary image operations, such as the strel object size in line 189, 
the window size in line 196, and the threshold in line 199 can be tweaked to improve the 
smoothing and filtering of the binary image as well.  
In order to split the edge estimate into inner and outer paths, the script requires some 
information about the reference trajectory. Lines 396-410 will need to be adjusted for each 
reference trajectory. Moreover, lines 699-702 will need to be adjusted based on the index 
points of the turnarounds in your reference trajectory.  
To determine the modified pressure input signal, edit lines 692-694. The amount the 
pressure should drop at turnarounds (Delta P) and the time delay are acquired during the 
Material Testing step, outlined in Chapter 3. Save the modified control inputs (ref_x_mod2, 
ref_y_mod2, and pressure) as .mat files to use them for the next iteration of printing for 







%% Load Laser Scanner Data  
N_=75; 
  
Test__=[table2array(readtable('Layer1_Orig1.csv', 'HeaderLines',N_)) ... 
table2array(readtable('Layer1_Orig2.csv', 'HeaderLines',N_))... 
table2array(readtable('Layer1_Orig3.csv', 'HeaderLines',N_))]; 
% Info to crop Test matrix to desired range 





% Select these to crop out substrate  
min_ht=-.52; 
max_ht=-.2; 
     
Test=Test__(range1:range2,range3:range4); 
  











% This is the ref for the full 2 layer scaffold 







%% Project onto XY Plane 
delta_x=0.033; 
size_=size(Test); 
M=size_(2); % # of profile scans (columns) in Test 




trig_int = 0.0164; % trigger interval between profiles, s. %varies 
depending on imaging setting. Access by using monitor connected to 
controller. 










% Rotate Scanner Data  
% If the scanner data is tilted  
  





    Test2=[x_' Test(:,i)]; 
    rotAngle = pi/1000;%-pi/400; 
    Test2 = [Test2(:,1)*cos(rotAngle)-Test2(:,2)*sin(rotAngle) ... 
    (Test2(:,1)*sin(rotAngle) + Test2(:,2)*cos(rotAngle))]; 










    for j=1:M 
        ht=Test(i,j); 
        if (ht>min_ht) && (ht<max_ht) 
            x__(i,j)=x_(i); 
            s__(i,j)=s_(j); 
        end 










    j=length(x__); 
    if x__(i)==0 
        is_zero(i)=1; 
    end 
end 
val=0;     
case_=zeros(length(is_zero),1); 
for i=1:length(is_zero) 
    if is_zero(i)==val 
        case_(i)=i; 
        if val==1 
            val=0; 
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        else 
            val=1; 
        end 
    end 
end 
% Remove zero points 
case_(case_==0)=[]; 
for i=1:length(case_)-1 
    numb=mod(i,2); 
    if numb==1 
        if i==1 
            x_crop=x__(case_(i):case_(i+1)-1); 
            y_crop=s__(case_(i):case_(i+1)-1); 
        else 
            x_crop=[x_crop;x__(case_(i):case_(i+1)-1)]; 
            y_crop=[y_crop;s__(case_(i):case_(i+1)-1)]; 
        end 
    end 
end 
                 
Test=[x_crop y_crop]; 
  




%% Convert to raster data 
xlimits = [min(Test(:,1)), max(Test(:,1))];xlimits2=xlimits; 
ylimits = [min(Test(:,2)), max(Test(:,2))];ylimits2=ylimits; 
xlimits2=xlimits;ylimits2=ylimits; 
resolution=0.033; 
rasterSize = ceil([diff(ylimits)/resolution diff(xlimits)/resolution]); 
bw = false(rasterSize); 
% Convert x__/s__ coordinates into raster grid 
xgrid = round((Test(:,1)-xlimits(1))/diff(xlimits) * size(bw,2)); 
ygrid = round((Test(:,2)-ylimits(1))/diff(ylimits) * size(bw,1)); 
% Clamp 
xgrid = min(max(xgrid, 1), size(bw,2)); 
ygrid = min(max(ygrid, 1), size(bw,1)); 
  
lInd = sub2ind(size(bw),ygrid,xgrid); 
bw(lInd) = true; 
  





% Make a boundary around image, make sure material doesnt hit edge of img 
for i=1:cols_ 
    bw(1,i)=0; 
    bw(rows_,i)=0; 
end 
for i=1:rows_ 
    bw(i,1)=0; 





%% Binary Image Operations 
numberToExtract = 1; 
% Fill Holes  
bw = ExtractNLargestBlobs(bw, numberToExtract); 
  
bw2=imfill(bw,'holes'); %Incase there are holes 
  
SE = strel('disk',4); 
  
bw_ = imerode(bw2,SE); 
bw__ = imdilate(bw_,SE); 
%figure;imshow(bw__) 
  
% Smooth out  
windowSize=12;%10; 
kernel = ones(windowSize) / windowSize ^ 2; 
bw3 = conv2(single(bw__), kernel, 'same'); 
bw4 = bw3 > 0.6;%0.55; % Rethreshold 
  


















%% Find Skeleton  
skel = bwmorph(bw4,'thin',inf); 
  
% Remove spurs from skeleton estimate  
[y_e,x_e] = find(bwmorph(skel, 'endpoints'));  






    % Find closest endpoint to the current branchpoint 
    for j=1:length(y_e) 
        dist(j)=sqrt((y_b(i)-y_e(j))^2+(x_b(i)-x_e(j))^2); 
    end 
    dist_min=min(dist); 
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    ind=find(dist==dist_min); 
    % Determine if there are more than one branches from the same 
    % branchpoint 
    dist_=dist(ind)-dist; 
    qq=zeros(length(dist_),1); 
    for q=1:length(dist_) 
        if (dist_(q)~=0) && (abs(dist_(q))<8) 
            qq(q)=1; 
        end 
    end 
    ind2=find(qq~=0); 
    if isempty(ind2)==0 
        % See if there is another branch point near by, if so, don't 
remove 
        % this other branch 
        case_=zeros(length(y_b),1); 
        for k=1:length(y_b) 
            dis_branch_pnt=sqrt((y_b(k)-y_b(i))^2+(x_b(k)-x_b(i))^2); 
            if (dis_branch_pnt<10) && (dis_branch_pnt~=0) 
                case_(k)=1; 
            end 
        end 
        case_(case_==0)=[]; 
        if isempty(case_)==1 %then we do want to remove the other branch 
point 
            ind=[ind;ind2]; 
        end 
    end 
    for k=1:length(ind) 
        % Determine if branch point is to L or R of end point 
        del_y=y_e(ind(k))-y_b(i); 
        del_x=x_e(ind(k))-x_b(i); 
        % Remove branches 
        if sign(del_y)<0 && sign(del_x)<0 
            skel2(y_e(ind(k)):y_b(i),x_e(ind(k)):x_b(i))=0; 
        elseif sign(del_y)>0 && sign(del_x)<0 
            skel2(y_b(i):y_e(ind(k)),x_e(ind(k)):x_b(i))=0; 
        elseif sign(del_y)>0 && sign(del_x)>0 
            skel2(y_b(i):y_e(ind(k)),x_b(i):x_e(ind(k)))=0; 
        elseif sign(del_y)<0 && sign(del_x)>0 
            skel2(y_e(ind(k)):y_b(i),x_b(i):x_e(ind(k)))=0; 
        elseif del_y==0 
            if sign(del_x)>0 
                skel2(y_e(ind(k)),x_b(i):x_e(ind(k)))=0; 
            else 
                skel2(y_e(ind(k)),x_e(ind(k)):x_b(i))=0; 
            end 
        elseif del_x==0 
            if sign(del_y)>0 
                skel2(y_b(i):y_e(ind(k)),x_e(ind(k)))=0; 
            else 
                skel2(y_e(ind(k)):y_b(i),x_e(ind(k)))=0; 
            end 
        end 






% Reorder skel 
data=[x_skel y_skel]; 
data=unique(data,'rows','stable'); 
dist = pdist2(data,data); 
N = size(data,1); 
result = NaN(1,N); 
  






    dist(:,result(ii-1)) = Inf; 
    [~, closest_idx] = min(dist(result(ii-1),:)); 





%% Reorder edge 
data=[x_ed y_ed]; 
dist = pdist2(data,data); 
N = size(data,1); 
result = NaN(1,N); 
distances_2=dsearchn(data,zero_); 
result(1)=distances_2; % first point is first row in data matrix 
for ii=2:N 
    dist(:,result(ii-1)) = Inf; 
    [~, closest_idx] = min(dist(result(ii-1),:)); 












%% Interpolate skel 










%% Convert skel & edge to world coordinates 
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xskel = smoothX/size(bw,2)*diff(xlimits) + xlimits(1); 




xedge = x_/size(bw,2)*diff(xlimits) + xlimits(1); 
yedge = y_/size(bw,1)*diff(ylimits) + ylimits(1); 
  














%% Split edge into inner & outer paths 





    new_pnt=[x_pnt skel_wc(1,2)]; 
   [k1,dist]= dsearchn(edge,new_pnt); 
    if dist<thresh 
        break 
    end 
    x_pnt=x_pnt-del_x; 
end 
  




    new_pnt=[x_pnt skel_wc(end,2)]; 
   [k2,dist]= dsearchn(edge,new_pnt); 
    if dist<thresh 
        break 
    end 
    x_pnt=x_pnt+del_x; 
end 
     
%%%%%%% split edge at k1 and k2  
if k1>k2 
    endd=length(edge); 
    edge1=[edge(k1:end,:);edge(1:k2,:)]; 
    edge2=edge(k2+1:k1-1,:); 
    edge2=flipud(edge2); 
else 
    endd=length(edge); 
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    edge1=edge(k1:k2,:); 
    edge2=[edge(k2+1:endd,:);edge(1:k1-1,:)]; 
    edge2=flipud(edge2); 
end 
  
%% Find centerline & width 
% Need to know when reference switches direction to switch inner & outer 




    ref_turns=[ref_turns;start+4099]; 
    start=start+4099; 
end 
% Now find closest edge points to these  
indexx=zeros(length(ref_turns),1); 
for i=1:length(ref_turns) 
    pnt=[refx(ref_turns(i)) refy(ref_turns(i))]; 
    idx_=dsearchn(edge1,pnt); 








     
for i=1:length(indexx_)+1 
    del=.01; 
    del_=del; 
     
    if i==1 
        start1=1; 
        start2=1; 
    else 
        start1=indexx_(i-1)+1; 
        start2=temp_index+1; 
    end 
    % Define temp edge regions  
    if i==length(indexx_)+1 
        edge__temp1=edge1(start1:end,:); 
        edge__temp2=edge2(start2:end,:); 
    else 
        edge__temp1=edge1(start1:indexx_(i),:); 
        temp_index=dsearchn(edge2,edge__temp1(end,:)); 
        edge__temp2=edge2(start2:temp_index,:); 
    end 
     
    % Interpolate so they are the same size.  
    leng_1=length(edge__temp1(:,1)); 
    leng_2=length(edge__temp2(:,1)); 
     
    if leng_1>leng_2 
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        temp1 = interp1(1:length(edge__temp2(:,1)), edge__temp2(:,1), 
linspace(1, length(edge__temp2(:,1)), length(edge__temp1(:,1))), 
'nearest'); 
        temp2 = interp1(1:length(edge__temp2(:,2)), edge__temp2(:,2), 
linspace(1, length(edge__temp2(:,2)), length(edge__temp1(:,2))), 
'nearest'); 
        edge__temp2=[temp1' temp2']; 
    else 
        temp1 = interp1(1:length(edge__temp1(:,1)), edge__temp1(:,1), 
linspace(1, length(edge__temp1(:,1)), length(edge__temp2(:,1))), 
'nearest'); 
        temp2 = interp1(1:length(edge__temp1(:,2)), edge__temp1(:,2), 
linspace(1, length(edge__temp1(:,2)), length(edge__temp2(:,2))), 
'nearest'); 
        edge__temp1=[temp1' temp2']; 
    end 
     
    if i==1 
        figure; 
    end 
    plot(edge__temp1(:,1),edge__temp1(:,2),'r.');hold 
on;plot(edge__temp2(:,1),edge__temp2(:,2),'g.') 
    axis equal 
     
    % Which one is inner.  
    e_o=rem(i,2); 
    % Odd i - edge 2 is inner. Even i - edge 1 is inner. 
    %%%%% for i = 1, edge 2 is inner  
    if e_o==1 
        Vertices=edge__temp2; 
        edge_comp=edge__temp1; 
    else 
        Vertices=edge__temp1; 
        edge_comp=edge__temp2; 
    end 
     
    Lines=[(1:size(Vertices,1))' (2:size(Vertices,1)+1)'];Lines(end,2)=1; 
    N=LineNormals2D(Vertices,Lines); 
    center=zeros(length(edge__temp1(:,1)),2); 
    width=zeros(length(edge__temp1(:,1)),1); 
    case__=zeros(length(edge__temp1(:,1)),1); 
     
    if i==1  
        start_=50; 
    else 
        start_=1; 
    end 
     
    if i==length(indexx_)+1 
        end_=length(edge__temp1(:,1))-40; 
    else 
        end_=length(edge__temp1(:,1)); 
    end 
     
    for q=start_:end_ 
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        start_pnt=[Vertices(q,1) Vertices(q,2)]; %hold 
on;plot(start_pnt(:,1),start_pnt(:,2),'k*') 
        for j=1:800 
            if e_o==0 
                new_pnt=[Vertices(q,1)-del_*N(q,1) Vertices(q,2)-
del_*N(q,2)]; 
            else 
                new_pnt=[Vertices(q,1)+del_*N(q,1) 
Vertices(q,2)+del_*N(q,2)]; 
            end 
            %hold on;plot(new_pnt(1),new_pnt(2),'r*') 
            k1=dsearchn(edge_comp,new_pnt); 
            dist_temp1=sqrt((edge_comp(k1,1)-
new_pnt(1))^2+(edge_comp(k1,2)-new_pnt(2))^2); 
            if dist_temp1<thresh 
                break 
            end 
            del_=del_+del; 
            if j==800 
                case__(q,1)=1; 
                red=1; 
            end 
        end 
        % Calc mid point 
        mid_pnt=[(edge_comp(k1,1)+start_pnt(1))/2 
(edge_comp(k1,2)+start_pnt(2))/2]; 
        hold on;plot(mid_pnt(1),mid_pnt(2),'k.') 
  
        center(q,:)=mid_pnt; 
        width(q)=sqrt((edge_comp(k1,1)-start_pnt(1))^2+(edge_comp(k1,2)-
start_pnt(2))^2); 
         
        del_=del; 
    end 
     
    if i==1 
        center_line=center; 
        width_=width; 
    else 
        center_line=[center_line;center]; 
        width_=[width_;width]; 
    end 
















%%% Extend centerline to edge of material 







    curr_pnt(1)=curr_pnt(1)-del_x; 
    [iidx,dist]=dsearchn(edge,curr_pnt); 
    if i==1 
        added_data=curr_pnt; 
    else 
        added_data=[added_data;curr_pnt]; 
    end 
    if dist<thresh 
        break 
    end 
end 




% hold on;plot(added_data(:,1),added_data(:,2),'c.') 
center_line=[added_data;center_line]; 
  
%%%% add to width to accomodate for this 
width_=[width_(1)*ones(length(added_data),1);width_]; 
  







    curr_pnt(1)=curr_pnt(1)-del_x; 
    [iidx,dist]=dsearchn(edge,curr_pnt); 
    if i==1 
        added_data=curr_pnt; 
    else 
        added_data=[added_data;curr_pnt]; 
    end 
    if dist<thresh 
        break 
    end 
end 





% add to width to accomodate for this 
width_=[width_;width_(end)*ones(length(added_data),1)]; 
  











% Plot edge & centerline to check  
figure;plot(edge(:,1),edge(:,2),'r.'); 
hold on;plot(center_line(:,1),center_line(:,2),'g.') 
hold on;plot(refx,refy,'k--');axis equal 
xlabel('x (mm)');ylabel('y (mm)') 
set(gca,'FontSize',15) 
  
%% Interpolate centerline & width  
% to be same size as ref  
leng_=length(refx); 




















    % Walk through ref and just find closest material point 
    pnt_ref=[refx(i),refy(i)]; 
    k2(i)=dsearchn(mat_,pnt_ref); 
    dist_temp=abs(i-k2(i)); 
    if dist_temp>=1000 
        mat_temp=mat_(i-200:i+200,:); 
        tempp=dsearchn(mat_temp,pnt_ref); 
        k2(i)=find(mat_==mat_temp(tempp)); 
    end 
    % Calc 1D error  
    Err1D(i)=sqrt((pnt_ref(1)-mat_(k2(i),1))^2+(pnt_ref(2)-
mat_(k2(i),2))^2); 
    errx_(i)=pnt_ref(1)-mat_(k2(i),1); 
    erry_(i)=pnt_ref(2)-mat_(k2(i),2);  
end 
  
%% 2D error  






























%% Modify control inputs  
% Axes motion 
% Learning gain - Le, how much of the error do you want to use, [0,1]  
Le = 1; 
ref_x_mod=refx+Le*errx_; 
ref_y_mod=refy+Le*erry_; 





xlabel('x (mm)');ylabel('y (mm)') 
set(gca,'FontSize',15) 
legend('Ref Orig','Ref Corr Smoothed') 
  
%% Modify Pressure inputs 
% Shut pressure off a few time steps before turn arounds  
  
Pr=9; % pressure value used for original print  
del_P = 2; % determined by material tests  
time_delay = 60; % time steps before turnaround point to accomodate for  
                 % material time delay determined by material tests  
  
pressure=Pr*ones(length(ref_x_mod),1); 
% these index points represent each turnaroundd point  
pr_idx=[3616,4100,7715,8199,11814,12298,15913,16397,... 
    20012,20496,24111,24595,28210,28694,32309,32793,36408,... 
    36892,40507,40991,44606,45090,48705,49189,52804,... 
    53288,56903,57387,61002,61486]; 
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for i=1:2:29 







Appendix G     
Material Testing 
This section describes the steps required to perform the ‘Material Testing’ step of the 
process monitoring and control method described in Chapter 3. This step has three intermediate 
tasks: extrusion delay test, pressure test, and velocity test. The material information from these 
tests is then used in the Path Training step to determine the modified control inputs to improve 
material fabrication. The MATLAB and ControlDesk Code are in the following folder:  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>Laser Scanner>Material Testing Scripts’. 
For all three tests (extrusion delay, pressure and velocity), the first step is to generate control 
inputs for the axes and pressure regulator during the experiment in a MATLAB script. For the 
extrusion delay test, open ‘TimeDelayRef.m’. The reference trajectory for the axes is a straight 
line in the X direction with a distance equal to the value set to the variable ‘dist’ in line 4, 
which is in mm. The pressure value is constant throughout the movement and is equal to the 
value set for the ‘Pr’ variable defined in line 17. Run this script to rebuild the 
‘Bezier_Curve_Scaff’ Simulink diagram and generate an .sdf file for the ControlDesk 
experiment. 
For the pressure test, open ‘MakeChangingPrRef.m’. Similarly, the reference trajectory 
for the axes is a straight line in the X direction with a distance equal to the value set to the 
variable ‘dist’ in line 4, which is in mm. The velocity is defined in line 6. The pressure value 
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is defined to change every 5 mm. For a 30 mm movement, this requires 6 different pressure 
values, which are defined in line 17. Again, run this script to rebuild the ‘Bezier_Curve_Scaff’ 
Simulink diagram and generate an .sdf file for the ControlDesk experiment. 
For the velocity test, open ‘MakeChangingVelRef.m’. For this test, the pressure value 
remains constant throughout the movement, which is defined in line 4, ‘Pr’. The velocity of 
the X axis changes every 5 mm. So a 30 mm movement requires 6 different speeds, defined in 
lines 7-12. Similarly, run this script to rebuild the ‘Bezier_Curve_Scaff’ Simulink diagram and 
generate an .sdf file for the ControlDesk experiment. The pressure and velocity tests include 
an initial delay to ensure the ink is extruding when the axes start moving. The delay is in 
seconds and is defined in the ‘tfinalp’ variable.  
After generating the .sdf files for one of the tests described above, open ControlDesk 
and load the ‘Material Testing’ project. Open the ‘Find_Home’ experiment by right clicking 
‘Find_Home’, then click activate (if you need to move the axes back to the zero position). Run 
the experiment by clicking ‘Start Measuring’. Then click ‘Go Offline’ when the axes stop 
moving. Next, activate the ‘Run Test’ experiment and  
 
If you want to perform all three tests, the following list includes the proper order of 
each of the steps:  
1. Open MATLAB and run ‘TimeDelayRef.m’ to build the .sdf file. 
2. Open ControlDesk, run the ‘Find_Home’ experiment, then the ‘Run Test’ 
experiment.  
3. Scan over the part using the laser scanner. Connect the Z axis to the Drive 
Support Tool program using the Micro to USB cable, and note the current Z axis 
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position shown in the Drive Support Tool window. Move the Z axis to a position 
99 mm from the home position. Connect the Y axis to the Drive Support Tool to 
ensure the laser stripe covers the fabricated line. Connect the X axis to the Drive 
Support Tool and program the axis to move 35 mm, with a velocity of 2.012 
mm/s. Move the X axis and run a Profile Storage scan at the same time. Save the 
laser scanner data as .csv files. More detailed steps to operate the laser scanner are 
defined in Appendix __. Reconnect the Z axis to the Drive Support Tool using the 
Micro to USB cable and move the Z axis back to the position noted above.  
4. Return to MATLAB and run the ‘MakeChangingPrRef.m’ to rebuild the .sdf file 
for this experiment. Move the substrate or zero the axes to ensure additional 
printing space.  
5. Repeat steps 2 and 3 above.  
6. Return to MATLAB and run the ‘MakeChangingVelRef.m’ to rebuild the .sdf file 
for this experiment. Move the substrate or zero the axes to ensure additional 
printing space.  
7. Repeat steps 2 and 3 above.  
Note: Each of the material tests can be repeated 5-10 times. Then use the mean material 
values for pattern training.  
To analyze the data, load the ‘AnalyzeMaterialTests.m’ script. Edit the names of the 
.csv files in purple text. Modify the ranges, and min and max height variables to crop out the 
print line of interest from the substrate. The script converts the .csv files into a 3D point cloud, 
projects the data onto the XY plane. Use the plot output in line 111 to determine the material 
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width along the printed rod for the pressure and velocity tests. For the time delay test, compare 












rx = [t zeros(1,length(t))'];  
ry = [t zeros(1,length(t))'];  
  
for i=1:(tfinal/dt)+1 
    rx(i,2)=vel*t(i); 
end 
  











%% Friction comp 
datax = xlsread('LookUpTableData','Sheet3'); 
breakpoints1x=datax(2001:4000,1); 




datay = xlsread('LookUpTableData_y','Sheet1'); 
breakpoints1y=datay(2002:4000,1); 


















rx = [t zeros(1,length(t))'];  
ry = [t zeros(1,length(t))'];  
  
for i=1:(tfinal/dt)+1 
    rx(i,2)=vel*t(i); 
end 
  
% Pressure Range 




    pressure_(i)=pr_(1); 
end 
for i=del+1:2*del 
    pressure_(i)=pr_(2); 
end 
for i=2*del+1:3*del 
    pressure_(i)=pr_(3); 
end 
for i=3*del+1:4*del 
    pressure_(i)=pr_(4); 
end 
for i=4*del+1:5*del 
    pressure_(i)=pr_(5); 
end 
for i=5*del+1:(tfinal/dt) 
    pressure_(i)=pr_(6); 
end 
  




    ref_p_x(i)=0; 

























%% Friction comp 
datax = xlsread('LookUpTableData','Sheet3'); 
breakpoints1x=datax(2001:4000,1); 




datay = xlsread('LookUpTableData_y','Sheet1'); 
breakpoints1y=datay(2002:4000,1); 






















%%%%%%%%%%%%%%%%%need to change the for loop increments  











rx = [t zeros(1,length(t))'];  
ry = [t zeros(1,length(t))'];  
  
for i = 1:time1 
    rx(i,2)=vel1*t(i); 
    ry(i,2)=0; 
end 
prev=time1; 
for i = time1:time1+time2 
    rx(i,2)=vel2*(t(i)-t(prev))+rx(prev,2); 




    rx(i,2)=vel3*(t(i)-t(prev))+rx(prev,2); 




    rx(i,2)=vel4*(t(i)-t(prev))+rx(prev,2); 




    rx(i,2)=vel5*(t(i)-t(prev))+rx(prev,2); 







    rx(i,2)=vel6*(t(i)-t(prev))+rx(prev,2); 










    ref_p_x(i)=0; 
    ref_p_y(i)=0; 
end 
  




















%% Friction comp 
datax = xlsread('LookUpTableData','Sheet3'); 
breakpoints1x=datax(2001:4000,1); 




datay = xlsread('LookUpTableData_y','Sheet1'); 
breakpoints1y=datay(2002:4000,1); 













% 1 if increasing pressure, constant vel = 2 
% 2 if increasing speed, constant pr = 8 
  
%% Load Laser Scanner Data 
N_=75; 
if reff==1 
    Test__=[table2array(readtable('PrCalib_Vel_2_V2_1.csv', 
'HeaderLines',N_)) ... 
    table2array(readtable('PrCalib_Vel_2_V2_2.csv', 'HeaderLines',N_))... 
    table2array(readtable('PrCalib_Vel_2_V2_3.csv', 'HeaderLines',N_))... 
    table2array(readtable('PrCalib_Vel_2_V2_4.csv', 'HeaderLines',N_))]; 
  
    range1=100; 
    range2=600; 
    range3=1; 
    range4=1000; 
    min_ht=-.56; 
    max_ht=-.1;%-.3; 
elseif reff==2 
    Test__=[table2array(readtable('VelCalib_Pr_8_V2_1.csv', 
'HeaderLines',N_)) ... 
    table2array(readtable('VelCalib_Pr_8_V2_2.csv', 'HeaderLines',N_))... 
    table2array(readtable('VelCalib_Pr_8_V2_3.csv', 'HeaderLines',N_))... 
    table2array(readtable('VelCalib_Pr_8_V2_4.csv', 'HeaderLines',N_))]; 
  
    range1=10; 
    range2=700; 
    range3=1; 
    range4=887; 
    min_ht=-.56; 
    max_ht=-.3; 
end 




%% Project onto XY Plane 
delta_x=0.033; 
size_=size(Test); 
M=size_(2); % # of profile scans (columns) in Test 




trig_int = 0.0164; % trigger interval between profiles, s. %varies 
depending on imaging setting. Access by using monitor connected to 
controller. 

















    for j=1:M 
        ht=Test(i,j); 
        if (ht>min_ht) && (ht<max_ht) 
            x__(i,j)=x_(i); 
            s__(i,j)=s_(j); 
        end 










    j=length(x__); 
    if x__(i)==0 
        is_zero(i)=1; 
    end 
end 
val=0;     
case_=zeros(length(is_zero),1); 
for i=1:length(is_zero) 
    if is_zero(i)==val 
        case_(i)=i; 
        if val==1 
            val=0; 
        else 
            val=1; 
        end 
    end 
end 
% Remove zero points 
case_(case_==0)=[]; 
for i=1:length(case_)-1 
    numb=mod(i,2); 
    if numb==1 
        if i==1 
            x_crop=x__(case_(i):case_(i+1)-1); 
            y_crop=s__(case_(i):case_(i+1)-1); 
        else 
            x_crop=[x_crop;x__(case_(i):case_(i+1)-1)]; 
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            y_crop=[y_crop;s__(case_(i):case_(i+1)-1)]; 
        end 
    end 
end 
                 
Test=[x_crop y_crop]; 
figure;plot(Test(:,1),Test(:,2), 'r.');axis equal 
  
%% Convert to raster data 
xlimits = [min(Test(:,1)), max(Test(:,1))];xlimits2=xlimits; 
ylimits = [min(Test(:,2)), max(Test(:,2))];ylimits2=ylimits; 
resolution=0.033; 
rasterSize = ceil([diff(ylimits)/resolution diff(xlimits)/resolution]); 
bw = false(rasterSize); 
% Convert x__/s__ coordinates into raster grid 
xgrid = round((Test(:,1)-xlimits(1))/diff(xlimits) * size(bw,2)); 
ygrid = round((Test(:,2)-ylimits(1))/diff(ylimits) * size(bw,1)); 
% Clamp 
xgrid = min(max(xgrid, 1), size(bw,2)); 
ygrid = min(max(ygrid, 1), size(bw,1)); 
  
lInd = sub2ind(size(bw),ygrid,xgrid); 
bw(lInd) = true; 
  











Appendix H   
Generate Functionally Graded Scaffold Pattern 
This section provides the steps required to fabricate the functionally graded scaffold 
patterns presented in Chapter 4. The first step is to generate the reference pattern and reload 
the Simulink diagram required for ControlDesk. In MATLAB, open to the following folder: 
‘Box>ARG_Student_Reports>AshleyArmstrong>DissertationSupplementary>MATLAB>Fu
nctionally Graded Scaffold’. 
Open the ‘MakeFunctionallyScaffoldRef’ file and choose which scaffold pattern to print in 
line 3. Run the script to reload the sdf file. In ControlDesk, open the ‘Functionally Graded 
Scaffold’ project in: 
‘Box>ARG_Student_Reports>AshleyArmstrong>DissertationSupplementary>MATLAB>Fu
nctionally Graded Scaffold’. 
Open the ‘Print Lattice’ experiment, reload the .sdf file and start the experiment by clicking 






% Which scaffold pattern 
patt=1; 
del_y=1.5;% mm 












    rx1(q)=vel*tx(q); 
end 
for q=1:dt_y 





    val=rem(i,2); 
    if i==1 
        tempx=rx1(end); 
        rx=[rx1;tempx*ones(length(ry1),1)]; 
        ry=[zeros(length(rx1),1);ry1]; 
    else 
        if val==1 
            tempy=ry(end); 
            rx=[rx;rx1]; 
            ry=[ry;tempy*ones(length(rx1),1)]; 
            tempx=rx1(end); 
            rx=[rx;tempx*ones(length(ry1),1)]; 
            ry=[ry;ry1+tempy]; 
        else 
            tempy=ry(end); 
            rx=[rx;flipud(rx1)]; 
            ry=[ry;tempy*ones(length(rx1),1)]; 
            tempx=rx(end); 
            rx=[rx;tempx*zeros(length(ry1),1)]; 
            ry=[ry;ry1+tempy]; 
        end 









figure;plot(rx,ry,'r.');axis equal;hold on;plot(rx(1),ry(1),'c*') 
rx2=-ry;ry2=rx;rx2=-rx2;ry2=-ry2+ry(end); 
figure;plot(rx2,ry2,'r.');axis equal;hold on;plot(rx2(1),ry2(1),'c*') 






    rz(q)=vel_z*tz(q); 
end 
%%% 2 layers 
rx_=[rx;rx(end)*ones(length(rz),1);... 
    rx2;rx2(end)*ones(length(rz),1);]; 
ry_=[ry;ry(end)*ones(length(rz),1);... 
    ry2;ry2(end)*ones(length(rz),1);]; 
rz_=[zeros(length(rx),1);rz;... 
    rz(end)*ones(length(rx),1);rz+rz(end)]; 






















%% Generate pressure signals 






    pr1;pr4;flipud(pr1)]; 




% Version 3 P signal 
P3=linspace(Pr_1,Pr_2,length(rx));P3=P3'; 
% 2 layer pressure signal Option 1 
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% Pressure is increased by 1.5 on second layer 
P_=[P1;P1(end)*ones(length(rz),1);... 
    P3+1.5;zeros(length(rz),1);]; 
P_=[P_(1)*ones(length(rxL),1);P_]; 
% 2 layer pressure signal Option 2 
% Pressure is increased by 1.5 on second layer 
P_2=[P2;P2(end)*ones(length(rz),1);... 
    P2+1.5;zeros(length(rz),1)]; 
P_2=[P_2(1)*ones(length(rxL),1);P_2]; 
if patt==2 
    pressure=[t P_]; 
else 
    pressure=[t P_2]; 
end 
%% Friction comp 
datax = xlsread('LookUpTableData','Sheet3'); 
breakpoints1x=datax(2001:4000,1); 
breakpoints2x=flipud(datax(1:2000,1)); %look up table needs incr data 
table_data_1x=datax(2001:4000,2); 
table_data_2x=flipud(datax(1:2000,2)); 
datay = xlsread('LookUpTableData_y','Sheet1'); 
breakpoints1y=datay(2002:4000,1); 








Appendix I   
Generate Process Maps 
This section provides the steps required to generate a process map that was presented 
in Chapter 4. The rheological properties of the ink can vary batch to batch, so the control inputs 
required to achieve the desired filament width can vary with each ink batch. Process maps help 
the end user determine the range of feasible control inputs to achieve the desired fabrication 
outcome. With a given printing speed, the process map can then guide the selection of the 
pressure input. In MATLAB, open to the following folder 
‘Box>ARG_Student_Reports>AshleyArmstrong>DissertationSupplementary>MATL
AB>MakeProcessMap’. 
The first step to generate a process map is to run the ‘Generate_Ref_Varying_Pr’ script. 
This script will fabricate a 30 mm filament where the pressure changes every 5 mm. We use a 
30 mm filament since this is the storage limit for the laser scanner. Open ControlDesk and 
open the ‘MakeProcessMap’ project in the following folder: 
‘Box>ARG_Student_Reports>AshleyArmstrong>DissertationSupplementary>MATL
AB>MakeProcessMap’. 
Reload the ‘.sdf’ file on the ‘ProcessMap’ experiment. Click ‘Start Triggered’ and ‘Run’ to 
start fabrication.  
At a given speed, we run this script across the entire 0-30 psi pressure range. For 
example, at a speed of 1 mm/s, fabricate a 30 mm rod with pressure varying from 1-6 psi. For 
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the next rod, still at a speed of 1 mm/s, increase the pressure range to 7-12 psi. This test is 
performed 6 times at a speed of 1 mm/s to cover the entire pressure range. These six tests are 
then performed for each speed. When changing any of the variables in the MATLAB script, 
the sdf file in the Control Desk window must be reloaded. After filament fabrication, use the 
laser scanner to scan across the parts to determine the resulting material rod width. The steps 













rx = [zeros(1,length(t))'];  
ry = [zeros(1,length(t))'];  
  
for i=1:(tfinal/dt)+1 
    rx(i)=vel*t(i); 
end 
  
% Choose pressure range 




    pressure_(i)=pr_(1); 
end 
for i=del+1:2*del 
    pressure_(i)=pr_(2); 
end 
for i=2*del+1:3*del 
    pressure_(i)=pr_(3); 
end 
for i=3*del+1:4*del 
    pressure_(i)=pr_(4); 
end 
for i=4*del+1:5*del 
    pressure_(i)=pr_(5); 
end 
for i=5*del+1:(tfinal/dt) 
    pressure_(i)=pr_(6); 
end 
  
















%% Friction comp 
datax = xlsread('LookUpTableData','Sheet3'); 
breakpoints1x=datax(2001:4000,1); 




datay = xlsread('LookUpTableData_y','Sheet1'); 
breakpoints1y=datay(2002:4000,1); 










Appendix J   
Machine Wiring and Drawings 
This section outlines the electrical wiring for the extrusion printer, which involves 
power input signals (Section J1), analog I/O signals (Section J2), and digital I/O signals 
(Section J3). It also includes the drawings for each of the axes (Parker Motion linear stages), 
the extruder mount, and the Keyence LJ-G030 laser scanner in Section J4. The extruder mount 
is a custom designed part in Solidworks that holds the syringe barrel and the laser scanner. The 
part can be found in:  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation Supplementary>Substrate 
Holder Files’. 
Additional information about the system components and wiring can be found in the user 
guides located in:  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>User Manuals’. 
J.1 Power Inputs  
The Parker P Series Drives, labeled as ‘X’, ‘Y’, and ‘Z’, receive command signals from 
the MicroLabBox controller, amplify the signals, and transmit electric current to the motors to 
produce motion proportional to the command signal. The seven main features we use on the 
front panel of the servo drives are shown in Figure J.1, which will be discussed further in the 
rest of this Appendix chapter. 
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The servo drives require three types of power inputs: main power, control power, and 
digital I/O power. The main power input on each servo drive is designated for use by the motor 
and rotary encoder and is connected to lines L1 and L3 on the drive front panel. The control 
power is for servo drive operation and logic and is connected to lines C1 and C2 on the drive 
front panel. The Servo Drives are connected to the wall outlet, a 110 V AC input, for both main 
power and control power.  
 
Figure J.1 P Series Drive front panel description. Specifically, the 7 items we use in this application. 
Figure J.2 outlines the power connections for the main and control power lines for the 
servo drive. The main power line requires a noise filter (Digi-Key Part # 12FC10-ND) and a 
fuse (Grainger Part #6F121), which are housed in fuse holders (Wago 811 Series), between the 
wall outlet and drive.  
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The servo drives also require a 24 V input from an external power supply to power the 
Digital I/O functionality (Figure ). All three servo drives share an Eaton 24V power supply, 
which is connected between lines 21 (+24 V) and 11 (0 V) on the digital I/O board of each 
drive.  
The Keyence laser scanner controller is powered by an Eaton 24V power supply. The 
controller then powers the laser scanner.  
The power input for the pressure regular comes from the same Eaton 24V power supply 
used to power the linear encoders.  
The linear encoders and limit switches on each of the axes are powered by an external 
power supply. All three of the linear encoders (for X, Y and Z axes) share an Omron +24V 





Figure J.2 Power input connections for main power and control power for each Servo Drive. The wire 
colors in this diagram correspond to the wire colors of the Line (L), Neutral (N) and Earth Ground ( ). 
The colors correspond to the standard US single phase AC power circuit wiring colors, where black or 





Figure J.3 Power input connections for the digital I/O capability on each servo drive. The Power supply is 
the Eaton 24 V Power Supply. 
A brake is added to the Z (vertical) axis so if power is lost, the table will stay in position 
and the Z axis will not move downwards due to gravity. The brake requires a 24 V power 
supply (Digi-Key 102-1937-ND) and a relay (Digi-Key Z2254-ND). The relay circuit for the 
Z axis brake is on a separate breadboard. The connections on the Digital I/O breakout board 
for the Z axis Servo Drive are slightly different relative to the X and Y axes, which is discussed 
further in Section J.3. The brake is disengaged when the Z axis is enabled.  
J.2 Analog Signals  
The MicroLabBox (MLBX) controller sends control inputs to the Parker P Series 
Drives and the pressure regulator during operation. The MLBX uses BNC cables for analog 
in/analog output signals, which are labeled as 1-4 in Figure J.4. Channels 1, 2 and 4 correspond 
to the analog output signals sent from the MLBX to the X, Y and Z servo drives. These analog 
signals are the output of the control loops designed in Simulink and loaded into the 
ControlDesk experiments as .sdf files, and are in the ± 10V range for Torque Control mode. 
The drive will then supply power to the appropriate phases at any given time to move the motor 
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where it is commanded to be. The servo drives connect to the motor via the ‘U,V,W’ ports on 
the front panel of the drives (Figure J.4, item 5). Channel 3 corresponds to the analog input 
signal sent to the pressure regulator.  
 
Figure J.4 Top down view of the dSPACE MicroLabBox (MLBX). 
J.3 Digital Signals  
There are numerous digital signals sent between the MLBX and the Servo Drives 
required in this work including enabling the axes, homing the axes, reading the limit switches, 
zeroing current axis positions, and reading axes faults. The digital I/O functions between 
dSPACE MLBX and the Parker drives, however, are not directly compatible. The dSPACE 
controller wants to source digital I/O lines with 5V, while the Parker drives want to source 
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digital I/O lines with 24 V. Thus, a signal convertor is required to convert the signal up to 24 
V or down to 5V depending on the signal direction. In this work we use 24Và5 V optocouplers 
(Wago 859-706) and 5Và24V optocouplers (Wago 859-702). There is an optocoupler 
between each digital I/O signal between the drives and MLBX. The following signals have an 
optocoupler between the drive and MLBX.  
- Enable axis: this command is initiated in the ControlDesk dSPACE window, so it 
requires a 5Và 24V optocoupler to communicate to the Parker drives.  
- Axis fault: this error message is initiated by the Parker drive, so it requires a 24V à 
5V optocoupler to communicate to the dSPACE ControlDesk environment.  
- Clear Axis fault: this command is initiated in the ControlDesk dSPACE window, so it 
requires a 5Và 24V optocoupler to communicate to the Parker drives. 
- Zero axis: this command is initiated in the ControlDesk dSPACE window, so it requires 
a 5Và 24V optocoupler to communicate to the Parker drives. 
- Read Limit switches: the limit switches are connected to the Parker drive, so it requires 
a 24V à 5V optocoupler to communicate the switch values to the dSPACE 
ControlDesk environment. 
Each Parker P Series Servo Drive has a digital I/O feature (connection 4 in Figure). To 
access the digital I/O pins, each drive contains a 50 pin breakout board (APC-VSCN1T05) 
with a flying lead cable (Figure J.5). The breakout board contains screw-terminals for the 
connections and a plastic cover (bottom Figure J.5) with pin slot labels that do not match the 
numbers on the drive. Instead, A1 corresponds to Pin 1, B1 corresponds to Pin 2, A2 
corresponds to Pin 3, B2 corresponds to Pin 4, and so on.  
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The ±10 V Torque Command from the MLBX is connected between A-TLMT (Pin 7) 
and AGND (Pin 8). The axes are enabled with Pin 12. The positive over travel (POT) and 
negative over travel (NOT) limit switch signals are connected to pins 13 and 14. The hot line 
of the +24 V power supply is connected to pin 21. The home limit switch is connected to pin 
22, and the initiate axis home is connected to pin 23. The X and Y axes have the same 
connections (Table J.2), while the Z axis is slightly different due to the brake (Table J.3). In 
addition, screw terminals A20 and A11 are connected for the Z axis breakout board. The 
connections for the relay used for the Z axis brake are listed in Table J.1 
Table J.1 Relay port connections. The drive port is connected to B20 on the Z axis servo drive breakout 
board. 
Relay Port Connection 
1 24 VDC from relay power supply 
2 24 VDC from drive  
3 Brake + (wire from Brake) 





Figure J.5 Flying lead cable and breakout board to access the Digital I/O pins on the Parker P Series 
Servo Drive. Each axis has one of these breakout boards. The breakout board has a plastic cover that 
labels each of the pin slots. A1 corresponds to Pin 1, B1 corresponds to Pin 2, A2 corresponds to Pin 3, 















Table J.2 Pin connections for the Parker Drive breakout boards for the X and Y axes. 
Breakout 
board Label 




A4 7 A-TLMT, torque 
command 
B4 8 AGND, torque ground 
B6 12 Servo On (Enable) 
A7 13 POT 
B7 14  NOT 
A11 21 +24 V 
B11 22 Home Sensor 
A12 23 Initiate Home 
 
Table J.3 Pin connections for the Parker Drive breakout boards for the Z axis. 
Breakout 
board Label 




A4 7 A-TLMT, torque 
command 
B4 8 AGND, torque ground 
B6 12 Servo On (Enable) 
A7 13 POT 
B7 14  NOT 
A11 21 +24 V 
B11 22 Home Sensor 
A12 23 Initiate Home 





The MLBX Controller contains a 50-pin female Sub-D connector for Digital I/O 
(Figure J.6), which is Connection 5 on Figure J.4.  It provides access to 16 digital Class 1 and 
12 digital Class 2 channels. The Class 1 channels are for axis enable, axis home, and limit 
switch signals. The Class 2 channels are for the axis encoder signals. We also use a 50-pin 
male Sub-D connector to breakout board to access these pins. The breakout board connections 
are listed in Table J.4. The pin numbers in Table J.4 correspond to the pin numbers in Figure 
J.6. The corresponding channel numbers (listed in the ‘Signal’ columns) in Figure J.6 are used 
in Simulink to connect to these I/O ports.  
 










Table J.4 Digital I/O signals with pin numbers for the female end on the MLBX side, and male end that 
connects to the devices. 
Male End, Breakout Board Pin # Signal 
1,50 Ground 
2 Zero Z Signal 
3 Enable Z Axis 
4 Enable Y Axis 
5 Enable X Axis 
6 X Axis Home Switch 
7 X Axis POT  
8 X Axis NOT 
9 Y Axis Home Switch 
10 Y Axis POT 
11 Y Axis NOT 
12 Z Axis Home Switch 
13 Z Axis POT 
14 Z Axis NOT 
15 Initiate Home X 
16 Initiate Home Y 
17 Initiate Home Z 
27 Z Axis Encoder B Signal 
28 Z Axis Encoder A Signal 
29 X Axis Encoder B Signal 
31 X Axis Encoder A Signal 
32 Y Axis Encoder B Signal 
33 Y Axis Encoder A Signal 
43 Z Axis Encoder B’ Signal 
44 Z Axis Encoder A’ Signal 
45 X Axis Encoder B Signal 
47 X Axis Encoder A’ Signal 
48 Y Axis Encoder B’ Signal 
49 Y Axis Encoder A’ Signal 
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Each axis contains 3 limit switches (home, negative over travel - NOT, and positive 
over travel - POT). NOT and POT are necessary to stop the motor if the axis hits the end of 
the stage to prevent damage. For each axis, the wires from the three limit switches connect to 
a DSUB connector (Table J.5). The X, Y and Z axis DSUB connectors then connect to the 
corresponding Parker Servo Drive Digital I/O breakout board.  
We use the dSPACE RTI Electric Motor Control Blockset to connect to and measure 
position signals from the incremental encoders. Six of the Digital I/O Class 2 signal channels 
(labeled as DIO2 on Figure J.6) are used connect to the encoder signals. The A and B signals 
for the X axis are connected to channels 3 and 4, the A and B signals for the Y axis are 
connected to channels 1 and 2, and the A and B signals for the Z axis are connected to channels 
5 and 6. Each channel contains two pins for the A and A’, and B and B’ signals.   
The limit switch and encoder DSUB wire connections are color coordinated for each 
axis. The wires with the red, blue and yellow heat shrink tubing correspond to the X, Y and Z 
axis, respectively.  
The linear encoders are not connected to the Parker Drives so the encoder outputs are 
connected directly to the dSPACE MLBX Digital I/O connector (item 5 in Figure J.4). The 
linear encoders output quadrature signals where there are two lines per each A and B signal: A 
and A’, and B and B’. Each of the axis encoders connect to a DSUB breakout board (one for 





Table J.5 Pins associated with the limit switches for each axis. There are three DSUB breakout boards, 
one for each axis. All three limit switches (home, POT, and NOT) connect to the single DSUB board. The 
three DSUB boards then connect to the corresponding Parker Drive Digital I/O breakout board. 
DSUB Pin 
# 
Signal Wire Color Breadboard Wire 
Color 
1 Shield (Earth 
Ground) 
Green/Yellow Green  
2 Power (+5 V) Red Red 
3 Ground (0 V) Black Black 
4 Limit 2 (LXR +) Orange Orange 
5 Limit 1 (LXR -) Blue Yellow 
6 Home Green Brown 
 
Table J.6 Pins associated with the linear encoders for each axis. The encoders connect to a DSUB 
breakout board, which then connect to the MLBX Digital I/O breakout board. 
DSUB Pin 
# 
Signal Wire Color Breadboard Wire 
Color 
1 Power (+5 V) Brown Red 
2 Ground (0 V) White Black 
3 A+ Green Gray 
4 B+ Blue Purple 
5 A- Yellow White 
6 B- Red Blue 
7 Shield Outer (Earth Ground) Outer Metal Green 





J.4 Drawings  
 






































































































































   
   
   
   
   
   
   










   
   
   
   
   
   























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































MISO ILC Implementation 
This section provides the steps required to implement the Multi-Input Single-Output 
(MISO) ILC presented in Chapter 6 in simulation and on the experimental system. The  
MATLAB  files  listed  below  are  located  in:  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation  
Supplementary>MATLAB>MISO ILC’. 
MISO ILC implementation on the experimental system is similar to the steps listed in 
Appendix E except we do not use python since we must run process control in between ILC 
iterations. Switch to:  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>MISO ILC>Experimental System’. 
The first step is to open MATLAB and run the initialization MATLAB script 
(‘Init_MISO_ILC’). This script builds the reference trajectory, creates the ILC super vectors, 
computes the lifted system matrices, and builds the Simulink diagram. 
Next, open Control Desk and navigate to the MISO ILC folder located in:  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>MISO ILC>Experimental System’. 
Reload the ‘miso_ilc’ .sdf in the ‘Print’ experiment. Run the ‘Print’ experiment by clicking 
‘Start Triggered’ and then ‘Run’ to start fabrication.  
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After fabrication of iteration 0, run the process monitoring and control method to get 
the material width error. In typical ILC applications, the machine information from encoders 
are typically used as the feedback source. Here we use the material width error for feedback. 
Scan over the part using the laser scanner, with the steps outlined in Appendix F. Save the 
laser scanner data in the ‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>MISO ILC>Experimental System>Laser Scanner’ folder. Use 
the ‘Analyze_Scans’ script to calculate the material width along the path. Save ‘width__’ as a 
.mat file in the ‘Experirmental System’ folder.  
Next, return to the  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>MISO ILC>Experimental System’ 
folder and run the ‘ILC_Iteration_MISO’ script. This script uses the material width to update 
the control inputs for the next iteration and will rebuild the Simulink diagram.  
Return to Control Desk, reload the .sdf file and fabricate iteration 1. Repeat the laser 







%% System  
s=tf('s'); 
  












% Filter c1 & 
c1=16/((s+4)*(s+4)); 
  
%% Create Reference Trajectory  
% 9 mm in X dir, 3 mm in Y dir, then 9 mm in X dir opposite 














































%% Initialize ILC arrays  
data    = zeros(N_,1);               % Create data array for structure 
u_ILC1   = [t_ data];                 % Create structure to pass to 
simulink 
u_ILC2   = [t_ data];                 % Create structure to pass to 
simulink 
N       = 10;                       % Number of Iterations 
width_    = zeros(N_,N);               % Initialize the position array 
u_ILC1_  = zeros(N_,N); 
u_ILC2_  = zeros(N_,N); 
err_    = zeros(N_,N);               % Initialize the error array 
e1_    = zeros(N_,N);   
e2_    = zeros(N_,N);  
sgn_e1    = zeros(N_,N);   
sgn_e2    = zeros(N_,N);  
eRMS_   = zeros(N,1);               % Initialize RMS Array 
temp_e1 = zeros(N,1); 
temp_e2 = zeros(N,1); 
  
%% ILC parameters 
Lu = 1; 
Le1 = .1;  
Le2 = .1;  
  
% Q-Filter Bandwidth  
wc1=1.4; % rad/s 
BW1=wc1/(2*pi);  
wc2=1.4; % rad/s 
BW2=wc2/(2*pi);  
omega_1 = BW1*ones(N_,1);  
omega_2 = BW2*ones(N_,1);  
  





    % Run simulation  
    data_=sim('MISO_ILC_Simulink');   
    out__p=data_.out_p; 




    width_(:,i)   = data_.width; 
    err_(:,i) = data_.err; 
    eRMS_(i)    = sqrt(sum(data_.err.^2)); 
    e1_(:,i) = data_.e1; 
    e2_(:,i) = abs(data_.e2); 
    sgn_e2(:,i) = -sign(data_.e2); % Make opposite since vel & width have 
inverse rel 
     
    % Calibration maps y=f(x), solve for x 
    e1=(e1_(:,i)+.022)./.0858; 
    e2=(2.214/e2_(:,i)).^(1/.658); 
     
    for r=1:length(e1_(:,i)) 
        temp_e2(r)=sgn_e2(r,i)*Le2*e2(r); 
        temp_e1(r)=Le1*e1(r); 
    end 
     
    u_ILC_temp1       = Lu*u_ILC1_(:,i)+temp_e1; 
    u_ILC_temp2       = Lu*u_ILC2_(:,i)+temp_e2; 
     
    % Q filter 
    for j=1:N_-1 
        ILC_filt1(j) = GaussFilt(u_ILC_temp1, omega_1(j+1), j+1, N_, dt); 
        ILC_filt2(j) = GaussFilt(u_ILC_temp2, omega_2(j+1), j+1, N_, dt); 
    end 
     
    u_ILC1(:,2) = [ILC_filt1, ILC_filt1(length(ILC_filt1))]; 
    u_ILC2(:,2) = [ILC_filt2, ILC_filt2(length(ILC_filt2))]; 
  
    u_ILC1_(:,i+1)=u_ILC1(:,2); 
    u_ILC2_(:,i+1)=u_ILC2(:,2); 
     
end  
eRMS__   = eRMS_/eRMS_(1);  
  
figure;plot(eRMS__,'ro-') 





xlabel('Time (s)');ylabel('Width (mm)'); 







%% Get data ready for simulink 









% Add an initial delay at ref starting position  




    ref_del_x(i)=0; 
    ref_del_y(i)=0; 




del_x=9; % mm  
vel1=3;  % vel for longer lines 























    val=rem(i,2); 
    if i==1 
        tempx=rx1(end); 
        rx=[rx1;tempx*ones(length(ry1),1)]; 
        ry=[zeros(length(rx1),1);ry1]; 
    else 
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        tempy=ry(end); 
        rx=[rx;flipud(rx1)]; 
        ry=[ry;tempy*ones(length(rx1),1)]; 
        tempx=rx(end); 
        rx=[rx;tempx*zeros(length(ry1),1)]; 
        ry=[ry;ry1+tempy]; 






























% axis equal 
% figure;plot(t,pressure(:,2)) 
  
%% Populate workspace with ILC super vectors 
N       = 3;                       % Number of Iterations,set the same  in 
python 
width_    = zeros(k_,N);               % Initialize the position array 
u_ILC_1 = zeros(k_,N);                % Initialize the uILC array 
u_ILC_2 = zeros(k_,N);                % Initialize the uILC array 
err_    = zeros(k_,N);               % Initialize the error array 
eRMS_   = zeros(N,1);               % Initialize RMS Array 
pressure_ = zeros(k_,N); 
vel_ = zeros(k_,N); 
  
%% Initialize iteration count variable 
it=1; 
  
%% Friction comp 








datay = xlsread('LookUpTableData_y','Sheet1'); 
breakpoints1y=datay(2002:4000,1); 













%% Load Scanner Data 
N_=75; 









     






% %% Project onto XY Plane 
delta_x=0.033; 
size_=size(Test); 
M=size_(2); % # of profile scans (columns) in Test 




trig_int = 0.0164; % trigger interval between profiles, s. %varies 
depending on imaging setting. Access by using monitor connected to 
controller. 











    Test2=[Test(i,:)' s_']; 
    rotAngle = rot; 
    Test2 = [Test2(:,1)*cos(rotAngle)-Test2(:,2)*sin(rotAngle) ... 
    (Test2(:,1)*sin(rotAngle) + Test2(:,2)*cos(rotAngle))]; 
    Test_(i,:)=Test2(:,1)'; 
end 







% zlim([min_ht max_ht]) 
% xlabel('y');ylabel('x');zlabel('z') 
  







%% Project onto XY Plane 
  
for i=1:N 
    for j=1:M 
        ht=Test(i,j); 
        if (ht>min_ht) && (ht<max_ht) 
            x__(i,j)=x_(i); 
            s__(i,j)=s_(j); 
        end 










    j=length(x__); 
    if x__(i)==0 
        is_zero(i)=1; 
    end 
end 
val=0;     
case_=zeros(length(is_zero),1); 
for i=1:length(is_zero) 
    if is_zero(i)==val 
        case_(i)=i; 
        if val==1 
            val=0; 
        else 
            val=1; 
        end 
    end 
end 
% Remove zero points 
case_(case_==0)=[]; 
for i=1:length(case_)-1 
    numb=mod(i,2); 
    if numb==1 
        if i==1 
            x_crop=x__(case_(i):case_(i+1)-1); 
            y_crop=s__(case_(i):case_(i+1)-1); 
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        else 
            x_crop=[x_crop;x__(case_(i):case_(i+1)-1)]; 
            y_crop=[y_crop;s__(case_(i):case_(i+1)-1)]; 
        end 
    end 
end 
                 
Test2=[x_crop y_crop]; 
% figure;plot(Test2(:,1),Test2(:,2), 'r.') 
% axis equal 
  
%% Convert to raster data 
Test=Test2; 
xlimits = [min(Test(:,1)), max(Test(:,1))];xlimits2=xlimits; 
ylimits = [min(Test(:,2)), max(Test(:,2))];ylimits2=ylimits; 
xlimits2=xlimits;ylimits2=ylimits; 
resolution=0.033; 
rasterSize = ceil([diff(ylimits)/resolution diff(xlimits)/resolution]); 
bw = false(rasterSize); 
% Convert x__/s__ coordinates into raster grid 
xgrid = round((Test(:,1)-xlimits(1))/diff(xlimits) * size(bw,2)); 
ygrid = round((Test(:,2)-ylimits(1))/diff(ylimits) * size(bw,1)); 
% Clamp 
xgrid = min(max(xgrid, 1), size(bw,2)); 
ygrid = min(max(ygrid, 1), size(bw,1)); 
  
lInd = sub2ind(size(bw),ygrid,xgrid); 
bw(lInd) = true; 
  





% Make a boundary around image, make sure material doesnt hit edge of img 
for i=1:cols_ 
    bw(1,i)=0; 
    bw(rows_,i)=0; 
end 
for i=1:rows_ 
    bw(i,1)=0; 
    bw(i,cols_)=0; 
end 
  
%% Binary Image Operations 
numberToExtract = 1; 
bw = ExtractNLargestBlobs(bw, numberToExtract); 
bw2=imfill(bw,'holes'); %Incase there are holes 
  
SE = strel('disk',4); 
bw_ = imerode(bw2,SE); 
bw__ = imdilate(bw_,SE); 
  
% Smooth out  
windowSize=18; 
kernel = ones(windowSize) / windowSize ^ 2; 
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bw3 = conv2(single(bw__), kernel, 'same'); 
bw4 = bw3 > 0.5; % Rethreshold 
  





%% Find Skeleton  
skel = bwmorph(bw4,'thin',inf); 
  
% Remove spurs from skeleton estimate  
[y_e,x_e] = find(bwmorph(skel, 'endpoints'));  






    % Find closest endpoint to the current branchpoint 
    for j=1:length(y_e) 
        dist(j)=sqrt((y_b(i)-y_e(j))^2+(x_b(i)-x_e(j))^2); 
    end 
    dist_min=min(dist); 
    ind=find(dist==dist_min); 
    if length(ind)~=1 
        ind=ind(1); 
    end 
    % Determine if there are more than one branches from the same 
    % branchpoint 
    dist_=dist(ind)-dist; 
    qq=zeros(length(dist_),1); 
    for q=1:length(dist_) 
        if (dist_(q)~=0) && (abs(dist_(q))<8) 
            qq(q)=1; 
        end 
    end 
    ind2=find(qq~=0); 
    if isempty(ind2)==0 
        % See if there is another branch point near by, if so, don't 
remove 
        % this other branch 
        case_=zeros(length(y_b),1); 
        for k=1:length(y_b) 
            dis_branch_pnt=sqrt((y_b(k)-y_b(i))^2+(x_b(k)-x_b(i))^2); 
            if (dis_branch_pnt<10) && (dis_branch_pnt~=0) 
                case_(k)=1; 
            end 
        end 
        case_(case_==0)=[]; 
        if isempty(case_)==1 %then we do want to remove the other branch 
point 
            ind=[ind;ind2]; 
        end 
    end 
    for k=1:length(ind) 
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        % Determine if branch point is to L or R of end point 
        del_y=y_e(ind(k))-y_b(i); 
        del_x=x_e(ind(k))-x_b(i); 
        % Remove branches 
        if sign(del_y)<0 && sign(del_x)<0 
            skel2(y_e(ind(k)):y_b(i),x_e(ind(k)):x_b(i))=0; 
        elseif sign(del_y)>0 && sign(del_x)<0 
            skel2(y_b(i):y_e(ind(k)),x_e(ind(k)):x_b(i))=0; 
        elseif sign(del_y)>0 && sign(del_x)>0 
            skel2(y_b(i):y_e(ind(k)),x_b(i):x_e(ind(k)))=0; 
        elseif sign(del_y)<0 && sign(del_x)>0 
            skel2(y_e(ind(k)):y_b(i),x_b(i):x_e(ind(k)))=0; 
        elseif del_y==0 
            if sign(del_x)>0 
                skel2(y_e(ind(k)),x_b(i):x_e(ind(k)))=0; 
            else 
                skel2(y_e(ind(k)),x_e(ind(k)):x_b(i))=0; 
            end 
        elseif del_x==0 
            if sign(del_y)>0 
                skel2(y_b(i):y_e(ind(k)),x_e(ind(k)))=0; 
            else 
                skel2(y_e(ind(k)):y_b(i),x_e(ind(k)))=0; 
            end 
        end 




% Reorder skel 
data=[x_skel y_skel]; 
data=unique(data,'rows','stable'); 
dist = pdist2(data,data); 
N = size(data,1); 
result = NaN(1,N); 
  





    dist(:,result(ii-1)) = Inf; 
    [~, closest_idx] = min(dist(result(ii-1),:)); 





%% Reorder edge 
data=[x_ed y_ed]; 
dist = pdist2(data,data); 
N = size(data,1); 
result = NaN(1,N); 
distances_2=dsearchn(data,zero_); 




    dist(:,result(ii-1)) = Inf; 
    [~, closest_idx] = min(dist(result(ii-1),:)); 












%% Convert skel & edge to world coordinates 
xskel = x/size(bw,2)*diff(xlimits) + xlimits(1); 
yskel = y/size(bw,1)*diff(ylimits) + ylimits(1); 
skel_wc=[xskel yskel]; 
if reff==1 




xedge = x_/size(bw,2)*diff(xlimits) + xlimits(1); 
yedge = y_/size(bw,1)*diff(ylimits) + ylimits(1); 
edge=[xedge yedge]; 
  
%% Split edge into inner & outer path 
  





    new_pnt=[skel_wc(1,1) y_pnt]; 
   [k1,dist]= dsearchn(edge,new_pnt); 
    if dist<thresh 
        break 
    end 
    y_pnt=y_pnt-del_y; 
end 
  




    new_pnt=[skel_wc(end,1) y_pnt]; 
   [k2,dist]= dsearchn(edge,new_pnt); 
    if dist<thresh 
        break 
    end 
    y_pnt=y_pnt+del_y; 
end 
  




    endd=length(edge); 
    edge1=[edge(k1:end,:);edge(1:k2,:)]; 
    edge2=edge(k2+1:k1-1,:); 
    edge2=flipud(edge2); 
else 
    endd=length(edge); 
    edge1=edge(k1:k2,:); 
    edge2=[edge(k2+1:endd,:);edge(1:k1-1,:)]; 
    edge2=flipud(edge2); 
end 
  
% figure;plot(edge1(:,1),edge1(:,2),'r.');hold on 
% plot(edge2(:,1),edge2(:,2),'g.');axis equal; 
  





















    start_pnt=[Vertices(q,1) Vertices(q,2)]; %hold 
on;plot(start_pnt(:,1),start_pnt(:,2),'k*') 
    for j=1:4000 
        if q>325 && q<416 
            new_pnt=[Vertices(q,1)-del_*N(q,1) Vertices(q,2)-del_*N(q,2)]; 
        else 
            new_pnt=[Vertices(q,1)-del_*N(q,1) Vertices(q,2)]; 
        end 
        k1=dsearchn(edge_comp,new_pnt); 
        dist_temp1=sqrt((edge_comp(k1,1)-new_pnt(1))^2+(edge_comp(k1,2)-
new_pnt(2))^2); 
        if dist_temp1<thresh 
            break 
        end 
        del_=del_+del; 
        if j==800 
            case__(q,1)=1; 
            red=1; 
        end 
    end 
    % Calc mid point 
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    mid_pnt=[(edge_comp(k1,1)+start_pnt(1))/2 
(edge_comp(k1,2)+start_pnt(2))/2]; 
    %hold on;plot(mid_pnt(1),mid_pnt(2),'k.') 
  
    center(q,:)=mid_pnt; 
    width(q)=sqrt((edge_comp(k1,1)-start_pnt(1))^2+(edge_comp(k1,2)-
start_pnt(2))^2); 
  










%% Interpolate width  
% to be same size as ref  
leng_=length(refx); 







% Run this offline between iterations  
  




%% ILC Parameters  
Lu = 1; 
Le1 = 0.1; 
Le2 = 0.07; 
  





wc1=1.4; % rad/s 
BW1=wc1/(2*pi);  
wc2=1.4; % rad/s 
BW2=wc2/(2*pi);  
omega_1 = BW1*ones(k_,1);  
omega_2 = BW2*ones(k_,1);  
  
%% Calculate width error  
e_w=Wr_-width__f; 
t_w=0:dt:(length(e_w)*dt);t_w=t_w(1:end-1)'; 
eRMS = sqrt(sum(e_w.^2)); 
tw=0:dt:(length(Wr_)*dt);tw=tw(1:end-1)'; 
% figure;plot(tw,Wr_,'k--');hold on;plot(tw,width__f,'r.') 
  




%% Calibration maps y=f(x), solve for x 
  
% Pressure vs width 
% convert error in mm to psi or mm/s by using slope 
err_1=e1./.0858; 
  
% Velocity vs width 
% Approximate e2 with a line  
err_2=e2./-.28; 
  
%% Calculate ILC 
u_ILC_temp1 = Lu*u_ILC_1(:,it)+Le1*err_1; 
u_ILC_temp2 = Lu*u_ILC_2(:,it)+Le2*err_2; 
  




    ILC_filt1(j) = GaussFilt(u_ILC_temp1, omega_1(j+1), j+1, k_, dt); 
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    ILC_filt2(j) = GaussFilt(u_ILC_temp2, omega_2(j+1), j+1, k_, dt); 
end 
  
%% Add data to super vectors  
width_(:,it)=width__f; 
u_ILC_1(:,it+1) = [ILC_filt1;ILC_filt1(length(ILC_filt1))]; 
u_ILC_2(:,it+1) = [ILC_filt2;ILC_filt2(length(ILC_filt2))]; 
% If vel change is smaller than thresh, set = 0 
% Axis vel can't notice that small of a difference 
thresh=.01; 
for i=1:length(u_ILC_2(:,it+1)) 
    val=abs(u_ILC_2(i ,it+1)); 
    if val < thresh 
        u_ILC_2(i,it+1)=0; 






eRMS_(it)   = eRMS; 
  







    rx_(i)=vel(i)*tt(i); 
    ry_(i)=0; 
    if rx_(i)>=del_x 
        break 




    ry_(q)=vel(q)*(tt(q)-tt(i)); 
    rx_(q)=rx_(i); 
    if ry_(q) >=del_y 
        break 



























%% Friction comp 
datax = xlsread('LookUpTableData','Sheet3'); 
breakpoints1x=datax(2001:4000,1); 




datay = xlsread('LookUpTableData_y','Sheet1'); 
breakpoints1y=datay(2002:4000,1); 




%% Rebuild sdf  
rtwbuild('MISO_ILC_Sim'); 
  







Storing Experimental Data 
This section provides the steps required to store data from experiments performed in 
Control Desk. In order for ControlDesk to record a variable, this variable must be linked to a 
plot on the experiment layout. More details about making plots and adding variables to plots 
in ControlDesk can be found in the PDFs in the following folder:  
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation Supplementary>User 
Manuals>MLBX Info PDFs’. 
 Recording must be initiated before the experiment is started. Click the ‘Start 
Triggered’ button in the recording tab in the top menu. Then to start the experiment click the 
‘RUN’ button in the experiment layout. After the experiment is done, the recording will show 
up under the ‘Measurement Data’ in the menu on the left hand side of the screen. Rick click 
the .mf4 file, click ‘Export’, then save the file with the desired name and in the desired folder 
as a .mat file.  









Note, the variables (posx, refyx, posy and refy) will vary depending on what data you 




Notes and Tips for Machine Use 
This section provides a few notes and tips for machine operation, and possible areas of 
improvement for machine code generation.  
The Axes are configured ot operate in Torque Control Mode during fabrication. Thus, 
when the Parker drives are powered up correctly, the Drive Status Indicator Screens on the 
Front Panel should say ‘P.-.run’.  
To move the axes to specific locations in the fabrication space without making a 
reference trajectory, an easy way to do this is to use the Parker Drive Support Tool window. 
Make sure the Mini B USB cable is connected to the Drive of the axis you want to move, and 
use the “Point to Point” option in Drive Support Tool to move the axes (the USB A side 
connects to the back of the computer and the Mini B side connects to the Front Panel on the 
drive, in the “USB” slot). When entering the target location, the units are micro meters, so 25 
mm should be entered as 25000, then click enter.  
In order to run ControlDesk and to have access to the dSPACE blocks in MATLAB 
Simulink, the dSPACE dongle (number 37227) must be plugged into a USB port on the 
computer.  
  One area of work that could be optimized is the reference generation for parts with 
repeating layers. For example, a 16 layer part that repeats a series of 2 or 4 layer patterns. In 





The four repeating layers are manually stacked to create a long vector, and this is possible with 
a selection of 0.01 s for the sampling rate. A selection of 0.001 s would create too large of 
vectors that would slow down operation. The current set up works just fine, but one option to 
optimize and simplify the reference generation would be to implement a for loop so that the 
user could control how many times the layer patterns are repeated. The user would only have 
to design the layer patterns, and then select how many times the patterns are repeated. The 
starting structure for this idea is started in the following folder:   
‘Box>ARG_Student_Reports>Ashley Armstrong>Dissertation 
Supplementary>MATLAB>BuildRaster>FutureWork’. 
ControlDesk cannot implement for loops, but ControlDesk will implement logic from 
Simulink.  
Another area of work that could be optimized is the Z axis zeroing. The current zeroing 
method uses the Drive Support Tool program, where the Z axis moves a set distance away 
from the top zero position (Appendix J). Another option is to use a custom circuit such that 
when the nozzle (with a clip attached) touches the substrate, a digital I/O line turns on. 
However, I found that this method was not very consistent likely due to poor nozzle – substrate 
contact. I decided to not continue with this method, and instead set up the method in Drive 
Support Tool.  
This circuit could be improved with a better nozzle-substrate connection, or a different 
sensor such as a touch probe. The circuit is still set up (the wires are inside the optocoupler) 
and is hidden inside the electrical box with the wire ends taped up. The circuit involves an 
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optocoupler in order to send a digital I/O signal to the MicroLabBox controller. The digital I/O 
lines on the dSPACE MicroLabBox are PNP. The 5 connections for the zeroing circuit are 
listed in Table M.1, and the optocoupler connections are shown in Figure M.10. The 
optocoupler for this circuit is labeled by a red arrow, and the 4 connections are A1+, A2-, -2, 
and A. A1+ connects to +5V on the breadboard below it (which is labeled with ‘+’). A2- 
connects to a clip that would attach to the nozzle. This connection could be replaced with a 
better sensor, such as a touch probe. -2 is connected to the MicroLabBox, Pin 2. A is connected 
to +5V, similar to A1+.  
Table M.1 Pins associated with the Z Axis zeroing circuit. 
Connection Signal Note 
Substrate Ground The wire connected to the substrate. 
A1+ +5 V This refers to the A1+ slot on the optocoupler. 
A2- Nozzle This refers to the A2- slot on the optocoupler. The wire is 
connected to the pin, which clips onto the nozzle during zeroing. 
A +5V The A slot on the optocoupler is connected to +5V. 





Figure M.1 Optocoupler connections. 
With new projects and modifications to the printing system, there will likely be 
hardware or code generation questions. A great starting place are the user manuals, however 
we have contacts at Keyence, dSPACE, and Parker for any hardware or code implementation 
questions. The following table organizes the contacts based on a specific software or hardware. 
For all of the options, you can ask to do a screen share for assistance. As a note, David Fairchild 
works at the company RSA, which was the company we bought the Parker Motion system 
from. Daniel Cliffe works at one of the Parker offices and is very familiar with the Parker 








Table M.2 Contacts to reach out to for hardware or coding questions. 
Question Contact Email or Number Location/Notes 
MATLAB Mathworks Support 
Team 
508-647-7000 MATLAB has a general 
technical support team that 
are typically very helpful 






dSPACE Support support@dspaceinc.com 
or 
855-693-2124 
ControlDesk has a general 
technical support team that 














Both individuals can help 
with questions about the 
Drive Support Tool Program. 
Parker 
Hardware 






Similarly, both individuals 
can help with questions about 
the Parker Motion Control 
Hardware. 
 
