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Abstract
This thesis deals with the derivation of new semi-analytical methods for the modelling of
combustion instabilities in anchored laminar flame combustors. In a first part, through an
analysis of the motion of the acoustic discontinuity in a ducted flame model, it shows that
the movement of the flame induced discontinuity can lead to stability changes. For unstable
combustors, it can also affect the amplitude of limit cycle oscillations. In a second part, the
problems that are encountered when attempting to obtain the transfer functions for linearly
unstable systems from within limit cycle are demonstrated. Indeed, under these circumstances,
both the phase and amplitude of the unstable mode need to be corrected. Whilst the correc-
tion to the phase can easily be determined, the correction to the gain cannot, supporting the
need for robust model based controllers or adaptive control methods which do not require sys-
tem identification. Lastly, this thesis presents the derivation and implementation of the first
asymptotic-based mathematical models which account for the flame motion, hydrodynamic
field and acoustic field in an anchored ducted flame setup. This modelling exploits the differ-
ence in length scales associated with the flame, hydrodynamic field and acoustic waves. Unlike
ducted flame models which omit the hydrodynamic field, this allows us to capture instability
mechanisms such as Rayleigh-Taylor, or Darrieus-Landau instabilities, in the context of an-
chored laminar flames. This is done for two simplified configurations: a weakly conical flame
shape, and a conical flame shape case with small mean heat release.
Key words: G-Equation, lean-premixed flame, combustion instabilities, thermo-acoustic in-
stability, Rayleigh criterion, hydrodynamic instability, transfer function from limit cycle, robust
control, active adaptive control, Darrieus-Landau instability, parametric instability, V-flame,
anchored flame, time-varying acoustics
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CHAPTER 1
Introduction
Gas turbines have actively been developed since the 1930s. They were used to produce elec-
tricity in 1939 in land based gas turbines, and in 1946 were envisaged as a possible power
source for aircraft by the Royal Aircraft Establishment. Since then, they have found their way
in common industrial use. In fact, gas turbine power plants are expected to account for 40% of
US energy production by 2020 (ForcastInternational, 2011) and large aircraft are fitted
nearly exclusively with these power sources.
Regardless of their configuration or application, all turbine engines will contain four main
stages. These are the compressor, the combustion chamber or combustor, the turbine which
generates mechanical work, and the exhaust generating thrust if required. A large majority of
research has concentrated on improving the efficiency of the compressor and exhaust stages. In
recent years, recognition of global warming caused by green house gases has pushed governmen-
tal organisations to restrict the allowed Carbon Monoxide (CO) and Carbon Dioxide (CO2)
ground emission levels in gas turbine engines, more recently in Europe with plans such as the
Emissions Trading Scheme. Manufacturers have been able to comply with these requirements
by constantly increasing the Operating Pressure Ratio (O.P.R.) of the engine. In addition to
the major modifications to the compressor, this has allowed for a reduction in CO and CO2
emissions by reducing the amount of fuel burnt for a given thrust output (Faber et al., 2008);
in counterpart flame burning temperatures have increased because of the higher pressures at
the combustor inlet. It is expected that the O.P.R. will rise to 50− 55 : 1 in most commercial
aircraft engines by 2020 (Swaminathan et al., 2011). The issue with increasing O.P.R., is
that the induced higher flame temperature is responsible for an increase in Nitrogen Oxides;
these refer to nitric oxide (NO) and nitrogen dioxide (NO2), both formed during combustion
(NOx) emissions (Torenbeek, 2013). Even though NOx emissions have been reduced by 50%
over the last thirty years for a given O.P.R. (Wulff et al., 1997), the increase in O.P.R. that
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has occurred over the same period has slowed NOx emission improvements (Swaminathan et
al., 2011). Government reports for the U.S. (United States Environmental protection
Agency, 2010) and Europe (European Environment Agency, 2014), however, indicate
an overall reduction in NOx emissions over the last 25 years, with a 10% reduction between
1990 and 2011 in non-road transport emissions in Europe for example.
Gas turbine developments have for the moment only been incremental, making use of inno-
vations in coatings and materials, but all generally based on designs dating from the 1970s.
Some changes in geometry and layout have also been undertaken, moving from can-annular
combustors to the more stable, more efficient and smaller annular combustors. As require-
ments for low CO and CO2 emissions become more and more stringent, and O.P.R. continues
to increase, it becomes clear that a major change in the way we design combustors is required
in order to reduce NOx emissions (Swaminathan et al., 2011). Furthermore, in the last two
decades, regulation authorities have been taking a keen interest in NOx emissions as well; in
2001 for example, the Advisory Council For Aviation Research in Europe set out the goal of
reducing NOx emissions by 80% by 2020 (Argüelles et al., 2001). In 2011, these objectives
were further escalated by the Flightpath 2050 targets, aiming for a reduction of NOx emissions
by 90%, and CO2 emission by 65% (when compared to levels obtained for aircraft built in 2000)
by the year 2050 (Dareck et al., 2011). These new regulations have further exacerbated the
challenges faced in the turbine industry, and turbine engineers now have to break with old
design concepts to satisfy current and future legislation.
A reduction in flame temperature, and therefore NOx emissions, can be obtained through
lean local combustion (Correa, 1998; Fenimore, 1971). Lean local combustion occurs when
the fuel to air ratio is below stoichiometric conditions, and is indicated by a equivalence ratio
𝜑𝑟 < 1. Indeed, figure 1.1 shows that a reduction in 𝜑𝑟 induces a steep decrease in NOx
emissions. A global lean concentration of reactants, however, does not necessarily ensure that
the combustion process remains lean locally. In fact, premixing of air and fuel before ignition is
required to allow for lean local combustion (Swaminathan et al., 2011; Wulff et al., 1997).
Even though lean premixed fuels are expected to be a major contributor in the reduction of
emissions, their implementation in land based and airborne turbines is not without challenges.
Primary amongst these is that lean premixed combustors are prone to combustion instabilities
(Broda et al., 1998; Correa, 1998; Dowling and Stow, 2003), and despite several decades
of research, it is still not possible to predict with any certainty which combustor designs will
exhibit combustion instabilities, and at what levels. Combustion instabilities have been known
to lead to the failure of turbine engines. Figure 1.2 for example, shows the effect of high
amplitude pressure oscillations caused by the instability, and high temperatures, on the burner
assembly.
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Figure 1.1: Emission and flame temperature 𝑇𝑓 trends as a function of equivalence ratio 𝜑𝑟.
(298,1) indicates 298K at 1 atm. Diagram from Swaminathan et al. (2011).
Figure 1.2: Burner assembly – intact (left) and damaged under the effects of combustion insta-
bility and high operating temepratures (right). Picture from Goy et al. (2005).
1.1 Lean premixed combustors
Lean premixed combustion technology involves reducing the amount of air being injected with
the fuel below stoichiometric conditions, and premixing both reactants before ignition. This
technology allows for a reduction in flame temperature whilst conserving equivalent thrust and
O.P.R.. Implementation of lean premixed combustors in land based turbine engines started
in the 1990s with the development of the Alstom GT13E2, and continues today with the
release of the GT24 and GT26 lean combustors in the last few years. Advances have also
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been made in aviation, leading to a reduction of 40% in NOx emissions in the General Electric
LEAP Twin Annular Pre-Swirl Combustor (TAPS) engines for example. The General Electric
airborne implementation, however, relies on direct or partially premixed lean injection. In such
configurations, the combustor is separated into a rich anchored V-flame pilot zone (Ebrahimi,
2006; Shanbhogue et al., 2009) and a lean premixed zone. The rich pilot zone allows for easy
ignition and good fuel efficiency and stability at low power, but increases NOx emissions at
high power. Mixing in the lean premixed fuel at high power reduces the overall equivalence
ratio of the ignited fuel, and reduces NOx emissions. Unfortunately, because of the small size
of the lean injectors, inevitable when you account for the space required for the rich burning
zone, the fuel and air are not completely pre-vaporised and optimum performance in NOx
emissions is not achieved.
1.2 Combustion instabilities
The implementation of lean premixed technology in combustors has been considerably slowed
down by the presence of combustion instabilities. Combustion instabilities are a well known
problem stemming from a coupling between flame and acoustics, and are not specific to lean
premixed gases; in fact they have plagued most existing liquid fuelled rocket designs (Harrje
et al., 1972; Kuo et al., 1984; Sankaran et al., 2012). In previous diffusion flame engines,
inhomogeneity of fuel mixtures (varying from lean to near stoichiometric) meant that the heat
release rate remained largely unaffected by velocity or small equivalence ratio perturbations,
and coupled instabilities did not develop. As the reactive mixture were premixed to ensure
uniform lean mixtures, the flame, stabilised by a convective balance, became susceptible to
small velocity perturbations. Furthermore, the associated decrease in equivalence ratio led
to an increase in heat release sensitivity (Lieuwen, Neumeier, et al., 1998). Fluctuations
in heat release can be attributed to oscillations in heat of reaction, flame speed, and flame
area (Shreekrishna et al., 2010). Specifically, the sensitivity of the laminar burning velocity
for reduced mean value of 𝜑𝑟 (and therefore flame temperature) is clearly shown in figure 1.3
(Candel, 2002; Lieuwen, 2003; Swaminathan et al., 2011). In that figure, the slope 𝑚 =
𝑑
(︁
𝑆0𝐿/𝑆
0
𝐿,max
)︁
𝑑𝜑𝑟
is near constant and large for hydrocarbon-air mixtures when 𝜑𝑟 < 1, and takes
smaller values for acetylene and hydrogen-air mixtures.
Heat release rate unsteadiness is itself responsible for generating acoustic waves. These
pressure waves propagate in the combustion chamber, and reflect on the boundaries. They
then induce, either directly or through the effect of hydrodynamics (Wu, 2005), velocity and
pressure perturbations (Dowling and Stow, 2003) which change the local equivalence ratio
(Lieuwen and Zinn, 1998). This clearly illustrates the two way coupling between the fluctu-
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ating heat release, and perturbations due to acoustics: decreasing the flame temperature, or
mean equivalence ratio, is responsible for an increased sensitivity of the heat release rate to
external flow perturbations such as acoustic waves. This increased sensitivity can lead to the
development of combustion instabilities (Rayleigh, 1877), where the behaviour of the flame
would couple with the surrounding fluid to generate self sustained high amplitude pressure
oscillations.
The coupling mechanism described above is the main culprit when studying combustion
instabilities, and high amplitude acoustics pressure waves are the final outcome in unstable
combustors. However, the initial heat release perturbation is not only due to acoustic fluctua-
tions. Indeed, thermo-diffusive, thermoacoustic, and hydrodynamic effects (Swaminathan et
al., 2011) all participate in combustor and flame instability. Hydrodynamic effects are in part
due to the Darrieus-Landau (D-L) instability (Troiani et al., 2014; Zaytsev et al., 2002),
where the large jump in density induces velocity changes and curvatures of streamlines which
wrinkle the flame (Matalon, 2009). The D-L instability is itself coupled with thermal-diffusive
effects, where the deficiency of the fuel is responsible for changes in local burning velocities.
For Lewis numbers smaller than 1, this amplifies the effects of the D-L instability. A second
hydrodynamic instability is the Rayleigh-Taylor (R-T) instability, which causes a preferential
acceleration - under the action of the acoustic pressure gradient - of the lower density burnt gas
into the higher density unburnt gas. The R-T instability often develops into a thermo-acoustic
instability, where the perturbations to the flame due to R-T effects create acoustic waves which
resonate in the acoustic duct, and in turn affect the flame. The induced thermo-acoustic sta-
bility behaviour can be predicted using the Rayleigh criterion, which is explained in the next
section. The simplified interactions between hydrodynamics, flame kinematics and dynamics,
and acoustics that will be discussed in this thesis are summarized in figure 1.4 (Annaswamy
et al., 2002).
When they occur, combustion instabilities lead to very large acoustic pressure oscillations
in the combustor. These often reach peak-to-peak amplitudes greater than 15 kPa, which is
the equivalent to a Sound Pressure Level in air of 178 dB. At such amplitude, they are a real
hazard to fuel and oil pipes, and combustion liners in the combustor (Haugen et al., 2011;
Swaminathan et al., 2011) (an example of possible damage was shown in figure 1.2). They
also add to the noise generated inside the combustor (Haugen et al., 2011; Swaminathan
et al., 2011).
Understanding how these instabilities are generated and how they can be prevented or
at least suppressed, has become of utmost importance in the development of lean premixed
engines. This has led to three main families of flame configurations being studied: freely
propagating flames (Searby, 2004a), conical anchored flames (or inverted V-flames) (Karimi
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(a) Hydrogen and Acetylene
(b) Hydrocarbons
Figure 1.3: Sensitivity of the normalised laminar burning velocity 𝑆0𝐿/𝑆0𝐿,max to equivalence ratio.
𝑆0𝐿,max values are given as 1.559m/s and 2.856m/s for acetylene and hydrogene-air repectively. For
hydrocarbon mixtures, 𝑆0𝐿,max values are given as, in the order listed: 0.416, 0.433, 0.449, 0.722,
0.352, 0.405, 0.658, 0.682, 2.312, 2.023 m/s. Diagram from Swaminathan et al. (2011) and data
obtained from Kumar, Freeh, et al. (2007), Kumar, Sung, et al. (2011), Law (1993), and
Schäfer et al. (2003)
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Flame kinematics
and dynamics
Hydrodynamics
Acoustics
Heat release
Heat release
Velocity perturbation
Pressure per-
turbation
(R-T, ∇𝑝𝑎)
Velocity per-
turbation
Figure 1.4: Diagram of the acoustic, thermodynamic and hydrodynamic intreractions leading to
combustion instability. Red arrows indicate mechanisms for D-L and R-T, whilst blue arrows are
responsible for thermo-acoustic instabilities.
et al., 2009) and V-flames (Birbaud et al., 2008). Bluff body anchored V-flame combustors are
used in industrial boilers and heat recovery steam generators (Shanbhogue et al., 2009), as
well as ramjet and turbojet afterburners (Ebrahimi, 2006), and will be the center of our focus
throughout this thesis. As will be discussed in section 4, nearly all analytical modelling studies
of thermo-acoustic instabilities for which the flame is anchored rather than freely propagating
neglect the effects of hydrodynamics, and model only the interaction of acoustic waves with
the flame.
1.2.1 The Rayleigh criterion
The Rayleigh criterion (Rayleigh, 1877) mathematically explains when combustion instabil-
ities tend to occur. Rayleigh argued that when heat and pressure waves are in phase, the
amplitude of the acoustic pressure increases. Similarly, if the heat and acoustic pressure waves
are out of phase, energy will be taken away from the combustion and the amplitude of the
acoustic pressure will decrease. The full derivation of an equation for the Rayleigh Criterion
is given in Culick (1988); we now present the equations that arise in the simpler case of
linearised flow equations with no mean flow (B.-T. Chu, 1964).
Pressure and heat release coupling
In the simple case of a compressible inviscid fluid with no mean flow or externally applied forces,
the linearised conservation of momentum and mass equations for 1-D acoustic disturbances are
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given by (B.-T. Chu, 1964):
𝜕𝜌′
𝜕𝑡
+ 𝜌∇ · 𝑢′ = 0 (1.1a)
𝜌
𝜕𝑢′
𝜕𝑡
−∇𝑝′ = 0 (1.1b)
where 𝜌 is the density, 𝑝 the pressure, 𝑢 the velocity, and the fluctuations are denoted by the
prime (ex: 𝑎′), and the steady means by the overbar (ex: 𝑎). Dowling (1995) explains that
variations in density are due to changes in both pressure and entropy. Assuming a perfect
gas and no mean heat release rate, we can write 𝜕𝜌
′
𝜕𝑡 =
1
𝑐2
𝜕𝑝′
𝜕𝑡 − (𝛾−1)𝑄
′
𝑣
𝑐2
, where 𝑐 is the speed
of sound, 𝑄𝑣 is the heat release rate per unit volume, and 𝛾 is the ratio of specific heats.
Replacing the density in eq. (1.1a) and multiplying by 𝑝′/𝜌 leads to
𝑝′
𝜌𝑐2
𝜕𝑝′
𝜕𝑡
− (𝛾 − 1)𝑄
′
𝑣𝑝
′
𝜌𝑐2
+ 𝑝′∇ · 𝑢′ = 0 (1.2)
Equating this with eq. (1.1b) multiplied by 𝑢′, integrating over a volume V with surface S
and using the divergence theorem yields a familiar form of energy balance:
𝜕
𝜕𝑡
ˆ
V
(︃
1
2𝜌
(︀
𝑢′
)︀2 + 12 (𝑝′)2𝜌𝑐2
)︃
𝑑𝑉 =
ˆ
V
(𝛾 − 1) 𝑝′𝑄′𝑣
𝜌𝑐2
𝑑𝑉 −
ˆ
S
𝑝′𝑢′𝑑𝑆 (1.3)
The integral term on the left hand side corresponds to the rate of change of acoustic energy
of the system. The term with the integral over the surface represents the power transmitted by
the acoustic system to the exterior. It is therefore subtracted from the instantaneous acoustic
power balance of the system as it represents an power loss. The first term on the right side
however, is the exchange of instantaneous power between the combustion heat release rate per
unit volume (𝑄𝑣) and acoustic wave pressure (𝑝′). When combustion oscillations and acoustic
waves are in phase, the energy per unit time of the system obtained from thermo-acoustic
interactions tends to increase. From these statements, the Rayleigh criterion is obtained as
(1.4) (Dowling, 1997), where the tilde represents an average over one acoustic oscillation
period. Thus, if the Rayleigh criterion inequality is satisfied, the amplitude of the oscillations
of the thermo-acoustic system will increase. In the case that amplitudes grow sufficiently large,
the response of the flame becomes non-linear (whilst the acoustic waves remain linear). Then,
either saturation of the heat release rate or a phase change with respect to the acoustic pressure
lead to a decrease in the Rayleigh source term, decreasing until it matches the loss term and
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the oscillations saturate into limit cycle (Noiray et al., 2008):
ˆ
V
(𝛾 − 1) ̃︂𝑝′𝑄′𝑣
𝜌𝑐2
𝑑𝑉 −
ˆ
S
̃︁𝑝′𝑢𝑑𝑆 > 0 (1.4)
Durox, Schuller, Noiray, et al. (2009) andNoiray et al. (2008) make use of the Rayleigh
criterion in the case of open flame to explain the stability behaviour of simple combustors.
Some modifications of the Rayleigh criterion have been proposed, as it is argued that the
Rayleigh criterion does not include all of the necessary sources of fluctuating energy that can
lead to combustion instabilities. Indeed, both entropy waves and losses due to mean flow (even
when small) have been shown to play an important role in the development of combustion
instabilities (Giauque et al., 2006; Nicoud and Poinsot, 2005).
Saturation into limit cycle
Limit cycle oscillations are often observed as the final state of unstable combustion system.
These appear as constant peak amplitude self sustained oscillations, and are due to a sub-
critical or super-critical Hopf bifurcation, where system states move from an unstable linear
growth to a stable oscillatory solution because of non-linear effects. In simple models, it is
acceptable to consider that most of the non-linearity of the system comes from the flame itself.
Using this, and analysing the non-linearity of the flame using describing functions, Noiray
et al. (2008) showed that saturation into limit cycle can have two causes:
• Under the effect of changing perturbation amplitude, the gain of the flame response to
flow perturbations decreases until the Rayleigh source and acoustic loss terms in eq. (1.4)
become equal.
• Under the effect of changing perturbation amplitude, the phase relationship between the
fluctuating heat release rate and acoustic pressure at the flame changes, such that the
Rayleigh source and acoustic loss terms in eq. (1.4) become equal.
Typically, the limit cycle oscillation frequency is constant in time and corresponds to one of
the acoustic modes of the duct. Furthermore, mode switching, or the change of dominant
frequency, can also occur when the growth rate of a non-dominant mode surpasses the growth
rate of the currently dominant mode as the perturbation amplitude changes. However, it has
been shown that flame intrinsic instabilities can lead to limit cycles which do not lock on to
one of the acoustic modes of the duct (Bomberg et al., 2014). Predicting the amplitude of the
limit cycle is for the moment quite complex. Any analysis based on linear transfer functions
do not yield information on the limit cycle amplitude, as the growth rate of the (potentially
several stages of) linear instability does not give any information on the non-linear behaviour
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of the system. If the flame describing function is known, or can be measured, then J. Li et al.
(2015), Noiray et al. (2008), and Palies et al. (2011) argue that the flame describing function
approach does allow the limit cycle amplitude to be predicted, at least when flame motion is
small (compact flame assumption). Indeed, section 2.3 shows that when flame motion is large,
the acoustic system can also be responsible for a change of phase between heat release and
acoustic pressure oscillation; in this case the time varying acoustics must also be examined
using describing functions, owing to the modulation of time-delay due to flame movement.
Limit cycle is not the only outcome of an unstable combustion system. Further bifurcations
within the limit cycle have been shown to lead to periodic, quasi-periodic or even chaotic
behaviour (Kabiraj, Saurabh, et al., 2012; Kabiraj and Sujith, 2012), although limit
cycle oscillations are by far the most widely observed, and will be the main focus of the
present thesis.
1.2.2 Models for combustion instabilities
Because the modelling of combustion instabilities involves so many length scales, from the
chemical reaction scale to the acoustic scales, mathematical models usually separate the be-
haviour within the combustion duct into acoustic, hydrodynamic and flame models. This is in
fact the main idea behind the implementation of asymptotic expansion based flame modelling
(Matkowsky et al., 1979), where the acoustics, hydrodynamics and flame behaviour can be
solved successively using independent, coupled models. These types of approaches allow for a
thorough analysis of the coupling between flame and fluid, which is responsible for the develop-
ment of combustion instabilities. It also allows for a better understanding of the effects of the
fluid flow on the flame. Indeed, much work has been done to understand the response of the
flame and heat release to perturbations in both laminar and turbulent flames (Candel, 2002;
Hemchandra et al., 2011; Lieuwen, 2003; S. H. Preetham et al., 2007). Recent examples
include showing that variations in laminar burning velocity due to flame stretch and curvature
can induce decay of flame wrinkling for high Strouhal numbers (Preetham, Thumuluru,
et al., 2010), and that accounting for the effects of phase velocity near the flame can alter
the flame describing function and hence the limit cycle amplitude (Kashinath et al., 2013;
Preetham, Santosh, et al., 2008).
In comparison, researchers familiar with Computational Fluid Dynamics (C.F.D.) endeavour
to represent the whole combustor, including acoustic and reaction regions of vastly different
scales, with Direct Numerical Simulation (D.N.S.) (Candel, 2002). Although able to capture
a much greater extent of phenomena especially in multiphase flow (Reveillon et al., 2010),
the differences in scales involved in the instability process render these methods very computa-
tionally expensive, and only able to be run on massively parallel machines . An alternative is
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to resort to a filtering of the flow field and flame motion using Large Eddy Simulation (L.E.S.)
(Poinsot et al., 1996; Wolf et al., 2009). Using L.E.S. has allowed modelling industrial
configurations involving swirled combustors, where even the variation of equivalence ratio due
to imperfect jet mixing can be captured (Franzelli et al., 2012).
Flame modelling and the G-Equation
The objective of independent flame models is often to capture the response of a flame in a duct
to external velocity perturbations, either due to acoustic waves alone, or some combination
of acoustic and hydrodynamic contributions. This allows us to determine the heat release
generated by the flame, and in the case of compact flames, the jumps imposed by the flame
on the surrounding fluid (Dowling, 1995; Dowling, 1999). The flame model is often heavily
simplified in order to investigate specific problems in combustion instabilities (Blumenthal
et al., 2013; Schuller et al., 2003), such as the effect of entropy waves (Goh et al., 2013), or
even non-normal non-linear behaviour of the combustion system (Balasubramanian et al.,
2008).
Researchers focused on controlling or limiting the instability itself often resort to simple linear
models such as the 𝜂 − 𝜏 model (Crocco, 1951), or standard flame transfer functions. In the
case of strongly conical flames, where the flame shape is nearly aligned with the streamlines,
the non-linear kinematic flame equations can easily be linearised. The heat release of the
flame is then related to the incoming velocity perturbation by an interaction index 𝜂 and a
time delay 𝜏 (Crocco, 1951; Fleifil et al., 1996). Linear models are limited by their inability
to capture limit-cycle amplitude, or any other non-linear effects, but have the advantage of
being computationally cheap and simple to implement (Hield et al., 2009). They can be
modified to add empirical saturation based on the incoming velocity amplitude, through the
use of imposed non-linear saturation of the heat release rate (Dowling, 1997; Stow et al.,
2009), or saturation models which allow non-linearity to occur before saturation (J. Li et al.,
2014; J. Li et al., 2015).
Semi-empirical models have been developed to attempt to capture non-linear behaviour in
the flame. For example, the G-Equation (Candel, 2002; Dowling, 1999; Fleifil et al.,
1996; Williams, 1990) is a kinematic model of the flame, derived only from geometrical
considerations. It is however capable of capturing limit cycle effects, and in its level-set form
can be adapted to multivalued corrugated flamelets. Furthermore, its implementation in flame-
tracking form is trivial, and only requires finite difference methods to track single valued flame
fronts. The G-Equation, however, remains an irrational approximation (in the mathematical
sense), as it is obtained by assuming that the laminar burning velocity remains constant.
We define a non-reacting scalar G (x,𝑡) in an axisymmetric combustor of radius 𝑟𝑏. We choose
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to represent the flame surface with the iso-scalar G = G0, such that G (x,𝑡) < G0 represents
the unburnt fluid, and G (x,𝑡) > G0 represents the burnt fluid. This is shown in figure 1.5.
As the motion of the flame front is represented by the motion of the surface defined by the
iso-scalar G0, we can describe the position of the flame front through the material derivative
𝐷G
𝐷𝑡 when G (x,𝑡) = G0 (Kerstein et al., 1988). We know that the flame is convected by the
non-uniform duct flow ugutter present right before the flame (the bold font indicating its vector
form, blockage effects included in ugutter), and the laminar burning velocity of the flame 𝑆𝑢.
Expressing this in the material derivative yields:
𝐷G
𝐷𝑡
= 𝜕G
𝜕𝑡
+ (ugutter (𝑦,𝑧)− 𝑆𝑢n) · ∇G = 0 (1.5)
where 𝑆𝑢 is the speed of propagation of a laminar flat flame surface into unburnt gas, and n
is the normal to the flame surface pointing towards the burnt gas. By expressing the normal
as n = ∇G|∇G| , we obtain the well known multivalued G-Equation form (Williams, 1990):
𝜕G
𝜕𝑡
= −ugutter · ∇G+ 𝑆𝑢|∇G| (1.6)
If multivalued flames are neglected owing to small perturbation velocities (Shin and Lieuwen,
2013), the movement and shape of the flame are then tracked using a flame-tracking method
by considering G−G0 = 𝑥−𝑥𝑎− 𝜉 (𝑟,𝑡) where 𝜉 (𝑟,𝑡) is single valued function (Dowling, 1999;
Fleifil et al., 1996) and 𝑥𝑎 is the flame anchoring axial position. Assuming only axial flow,
this yields the simpler flame-front tracking version of the G-Equation:
𝜕𝜉
𝜕𝑡
= 𝑢gutter − 𝑆𝑢
√︃
1 +
(︂
𝜕𝜉
𝜕𝑟
)︂2
(1.7)
𝐺0
𝑙
ℎ
𝑟𝑏
𝑟𝑎
𝜉 (𝑟,𝑡)
ugutter (𝑦,𝑧)
𝑥𝑢 𝑥𝑑𝑥𝑎
Unburnt,
𝐺 (x,𝑡) < 𝐺0
Burnt,
𝐺 (x,𝑡) > 𝐺0
Figure 1.5: Diagram of the G-Equation flame in the duct.
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where 𝑢gutter is the axial velocity just upstream of the discontinuity, 𝑟 is the radial position
in the duct, and 𝑆𝑢 is the laminar burning velocity of the flame (usually chosen empirically
assuming it remains constant). The velocity 𝑢gutter is given by the sum of steady and fluctuating
acoustic velocity upstream of the flame, 𝑢gutter = 𝑢
(︀
(𝑥𝑎)−
)︀
+𝑢𝑎
(︀
(𝑥𝑎)− ,𝑡
)︀
, taking into account
any blockage effects due to the volume occupied by the flame holder. Anchoring of the flame
on a flame holder of radius 𝑟𝑎 and at an anchor point 𝑥𝑎 is imposed by writing 𝜉 (𝑟𝑎,𝑡) = 0
(Dowling, 1999). This leads to:⎧⎨⎩
𝜕𝜉
𝜕𝑡 (𝑟𝑎,𝑡) = 0 for 𝜉 (𝑟𝑎,𝑡) ≥ 0
𝜕𝜉
𝜕𝑟 (𝑟𝑎,𝑡) = 0 for 𝜉 (𝑟𝑎,𝑡) < 0
(1.8)
where 𝜉 is define for 𝑟𝑎 ≤ 𝑟 ≤ 𝑟𝑏 in the top part of the duct, and −𝑟𝑎 ≥ 𝑟 ≥ −𝑟𝑏 in the bottom
part. These conditions model the fact that anchoring of the flame only occurs if the flame
reaches the downstream face of the flame holder.
The first condition of (1.8) leads from (1.7) to the imposed gradient
𝜕𝜉
𝜕𝑟
(𝑟𝑎,𝑡) =
√︃(︂
𝑢gutter
𝑆𝑢
)︂2
− 1 (1.9)
at 𝑟 = 𝑟𝑎 when |𝑢gutter| ≥ |𝑆𝑢|. When the acoustic perturbations are such that |𝑢gutter| < |𝑆𝑢|,
the flame is allowed to move freely backwards as would occur during a flashback, and we impose
𝜕𝜉
𝜕𝑟 (𝑟𝑎,𝑡) = 0.
The steady state of the flame is obtained by writing:
𝑢gutter − 𝑆𝑢
√︃
1 +
(︂
𝜕𝜉
𝜕𝑟
)︂2
= 0 (1.10)
which leads to the steady solution gradient
𝜕𝜉
𝜕𝑟
= ±
√︃(︂
𝑢gutter
𝑆𝑢
)︂2
− 1 (1.11)
The full steady shape of the flame is easily obtained from (1.11) and the anchoring boundary
condition. It is assumed that the heat release rate𝑄 is obtained from𝑄 (𝑡) = 𝜌−𝑆𝑢𝐴 (𝑡− 𝜏𝑓 )𝛥ℎ
(Dowling, 1997; Dowling, 1999; Preetham, Thumuluru, et al., 2010; C. H. Wang et al.,
2005) where 𝛥ℎ is the heat release per unit mass of incoming mixture (or calorific value of the
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fuel in J/kg), and the total flame area 𝐴 is given by:
𝐴 (𝑡) = 2
ˆ 𝑟𝑏
𝑟𝑎
𝜋𝑟
√︃
1 +
(︂
𝜕𝜉
𝜕𝑟
)︂2
𝑑𝑟 (1.12)
For an axisymmetric duct, with a downstream boundary at 𝑥𝑑, the convective time delay 𝜏𝑓
is chosen empirically as 𝜏𝑓 = 0.42(𝑥𝑑−𝑥𝑎)𝑢gutter and represents the time taken for a perturbation at
the base of the flame to propagate along the flame. Note that this time delay is considered
constant in chapter 2. Thus at any point in time, the jump in the fluid properties either side
of the flame due to 𝑄 (𝑡) depends on the flame area and hence the instantaneous flame shape.
The heat release per unit mass can be expressed as a function of the combustion efficiency
𝜂𝑐, the equivalence ratio 𝜑𝑟 and the calorific value of the fuel at stoichiometric conditions as
(Goh et al., 2011):
𝛥ℎ = 𝜂𝑐𝜑𝑟𝛥ℎstoich
FARstoich
1 + 𝜑𝑟FARstoich
(1.13)
where FARstoich is the fuel to air ratio of the fuel in stoichiometric conditions. Note that
from eq. (1.11) and eq. (1.12), the rate of steady heat release ( J/s) can easily be rewritten as
𝑄 = 𝑢gutter𝜌−𝛥ℎ𝐴comb, where 𝐴comb is the cross sectional area of the combustor.
Acoustics modelling
Acoustic models capture the generation of acoustic waves by unsteady heat release and their
subsequent behaviour within the combustor. It has been widely shown that linear acoustic
models suffice (Noiray et al., 2008; Peracchio et al., 1999), even in limit cycle. Acoustic
models which are based on either Galerkin basis expansions (Culick, 1988), a Green’s function
approach (Heckl et al., 2007a; Heckl et al., 2007b) or a wave description (Dowling and
Stow, 2003) can be used, the latter having the advantage of allowing many types of acoustic
boundary condition and extending naturally to azimuthal as well as plane waves in annular
combustor geometries (Morgans and Stow, 2007; Stow et al., 2009). In the work presented
here, only planar waves modelled with the method of characteristics, or wave description
method, are considered. This allows, within the limitations induced by the linear and plane
wave assumptions, for analytical and exact solutions for the acoustics. When implemented
in combination with time marching methods, for modelling the flame for example, the order
of accuracy of the method of characteristics becomes dependent on the interpolation method
used; this is discussed further in section 2.1.2.
The acoustic model is coupled with the flame through the heat release rate 𝑄. In the case
where the size of the heat source is much smaller than the acoustic wavelength, we assume that
1.3 The need for prediction or control 35
the flame remains compact, and as such radiates noise in the acoustic region as a monopole
(Clavin and Siggia, 1991). The changes in acoustic pressure and velocity amplitude across
the flame can then be directly obtained from the value of the heat release rate at one axial
location. The location at which these jumps occur is usually imposed fixed at the anchoring
position 𝑥 = 𝑥𝑎. In section 2.3 however, we will show that the motion of this jump location can
have an important effect on the limit cycle amplitude, and in some cases the system stability.
Modelling in the presence of hydrodynamics
As mentioned previously, most analytical modelling efforts within the engineering community
have neglected the effects of the hydrodynamic field. However, in the mathematics community,
asymptotic expansion based flame modelling has been developed (Matalon andMatkowsky,
1982; Matkowsky et al., 1979; Pelce et al., 1982; Wu, M. Wang, et al., 2003) over the
past 40 years, assuming high activation energy, low Mach number, and a thin flame. This
approach is based on the idea that the combustor can be separated into different regions based
on their respective length scales; these are the acoustic region, the hydrodynamic region and
the flame region. The thus derived rational model is capable of capturing D-L, R-T and ensuing
thermo-acoustic instabilities. Furthermore, variations in laminar burning velocity due to flame
curvature and strain can be expressed as higher order terms in the expansion of the flame
equation (Clavin and Williams, 1982; Matalon and Matkowsky, 1982).
At present, and to the knowledge of the author, all asymptotic expansion based models have
been derived for flames which are freely convected within a combustor: they are not anchored.
As such, one dimensional acoustic waves do not deform the flame directly, but merely convect
it. Furthermore, most asymptotic implementations do not model the effects of the acoustic
duct, and the reflections of acoustic waves within the duct. Results for a full combustor model
including acoustic effects and using asymptotic expansion based modelling have recently been
presented by Assier et al. (2014) in the case of a freely propagating flame. In chapter 4,
we aim to export this more complete approach to the classic problem of an anchored laminar
V-flame within a simple combustor, a configuration with which the engineering community is
very familiar
1.3 The need for prediction or control
Predicting the advent and level of combustion instability remains one of the significant chal-
lenges facing lean gas turbine combustion. When designing combustors for industrial appli-
cation, knowing the dominant frequency and amplitude level of a combustion instability is
paramount. To quote the words of John Moran, combustion specialist at Rolls-Royce,
“I only know if I have combustion instabilities when I have a combustor with 24
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injectors; by then, I don’t want to change them.”
It is up to the research community to rise up to the demand for accurate modelling of com-
bustion instabilities in order to prevent them at the design stage. In the event that the onset
of instabilities cannot be predicted before combustor design, instability amplitude can still
effectively be reduced through the use of control. Passive control using Helmholtz resonators
(Bellucci et al., 2004; Dupère et al., 2005; Gysling et al., 2000; Zhao and Morgans,
2009), or perforated liners (Eldredge et al., 2003; L. Li et al., 2010) can be used effectively
to suppress the instability; however these passive method often add additional weight to the
combustor, and can be difficult to implement in high temperature combustion chambers. Ac-
tive control based on linear control theory has also proven very successful (Morgans and
Dowling, 2007), relying on probes to obtain real-time combustor data, and interacting with
the system through actuators. However, the implementation of actuation and measurement
mechanisms in such hot and harsh environments has proved challenging (Docquier et al.,
2002; McManus et al., 1993), with the main obstacle remaining the bandwidth limits of
current actuator technology (Banaszuk et al., 2006).
Active controllers still suffer from two caveats. Firstly, they require an identification of the
linearly unstable system (Evesque et al., 2003; Morgans and Annaswamy, 2008), or at the
very least a trial and error tuning process (Hermann et al., 1996). Identifying the linearly
unstable system can prove challenging, even if an experimental rig is available, as the growth
rate of the linear instability is often large. Once the system is in limit cycle, obtaining the
transfer function of the linearly unstable system is much more difficult. This is discussed in
section 3.1.1. Furthermore, simple adaptive controller are not particularly robust. A large
change in operating conditions within the combustor, as would be the case in aircraft during
the transition from take-off to cruise, can de-tune the controller and render it inefficient, or even
worse, it could further destabilise the combustor (Dowling and Morgans, 2005; Morgans
and Dowling, 2007).
Adaptive active controllers are capable of adapting to the parameters of the system. In
the case of Self Tuning Regulators (S.T.R.), system identification is not even required. Even
though they are based on linear theory, S.T.R. controllers have shown to be very effective in
controlling instabilities, even from within limit cycle (Illingworth et al., 2010a).
In any event, the reduction of combustion instabilities, or the development of better controller
algorithms, requires better modelling and understanding of the coupled processes involved.
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1.4 Objectives and summary of research
This thesis deals largely with the modelling of combustion instabilities in simple configurations.
In doing so, it attempts to tackle three areas of modelling and suppression, namely to:
• Study the effect of a moving acoustic discontinuity on the general stability behaviour of
a lean premixed combustor. This is presented in chapter 2, along with a more general
analysis of the accuracy of the method of characteristics in time stepping models.
• Determine the feasibility of obtaining an accurate transfer function of a linearly unstable
combustor based on measurements obtained from within limit cycle. This is presented
in chapter 3 and emphasises the problems with linear controllers requiring system iden-
tification. Methods for active model based control are then compared to adaptive active
control.
• The last section of this thesis deals with the implementation of asymptotic expansion
based flame modelling for anchored flames, in the simplified weakly conical, and conical
flame shape cases. The derivation of the model is presented in chapter 4, and the results
and analysis of its implementation in chapter 5.
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CHAPTER 2
Acoustic wave modelling: accounting for time variation in the compact
flame assumption
In section 1.2, we explained that thermo-acoustic instabilities are underpinned by a coupling
between the acoustic pressure oscillations, and the fluctuating heat release generated by the
flame. The stability behaviour of the combustor can be explained using the Rayleigh criterion
(1.2.1). In such a coupled system it is natural to divide the modelling of the instabilities
into the modelling of the acoustics and the modelling of the flame (1.2.2). In this chapter we
will introduce the plane wave acoustic model that will be used throughout the thesis. We will
also mention some important points concerning the effects of convective velocity in combustion
oscillations (Noiray et al., 2008), and why we will strive to conserve convective velocity terms,
even in the more involved asymptotic expansion models (section 2.1).
One of the main sections of this chapter, however, deals with the time-variation in ducted
flame models (sections 2.2 and 2.3). Indeed, when implementing the G-Equation in anchored
ducted-flame models, it has always previously been assumed that the discontinuity or “jump”
in the acoustic wave amplitude due the flame remains immobile and at the flame anchor
position. This is despite the fact that the steady space-average position of the flame is generally
located at a distance downstream of the anchor, and that furthermore, the instantaneous
spatially averaged position of the flame oscillates in time, sometimes with large amplitudes
(Langhorne, 1988b). Some work analysing the effect of flame front movement (B. T. Chu,
1953) or accounting for a varying time delay for a perturbation to reach the flame (Yuan
et al., 2010) exists, but does not include the effects of a moving acoustic discontinuity. This
work maintains the assumption that the stream-wise extent of the flame is small compared to
the expected acoustic mode wavelengths, and therefore that the addition of heat to the system
occurs only at the upstream/downstream jump. Whilst it seems intuitive that the large flame
oscillations associated with limit cycle oscillations (ensuing from linear instability) are likely
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to induce a dependence on the flame motion, we also explain that the time-variation can affect
non-linear stability at lower amplitudes.
2.1 Plane wave acoustic model
We will be dealing with combustion chambers which are long and slim, so the acoustic waves
can be considered as one-dimensional. In all cases studied here the combustor will remain
horizontal, and the effects of gravity are neglected. With this in mind, and assuming that the
effects of viscosity can also be neglected and that there are no other external forces applied to
the flow, the Navier-Stokes equations simplify to the Euler equations in 1D:
𝜕𝜌
𝜕𝑡
+ 𝜕𝜌𝑢
𝜕𝑥
= 0 (2.1a)
𝜌
(︂
𝜕𝑢
𝜕𝑡
+ 𝑢𝜕𝑢
𝜕𝑥
)︂
= −𝜕𝑝
𝜕𝑥
(2.1b)
It has been widely shown that linear acoustic models suffice (Noiray et al., 2008; Perac-
chio et al., 1999), even in limit cycle where acoustic amplitude can be large (Langhorne,
1988b). Thus assuming that the fluid variables can be expanded as the sum of a large steady
mean (denoted with the overbar) and an small acoustic fluctuation (denoted with a subscript
𝑎 in the case of acoustic fluctuations, yielding 𝑢𝑎, 𝑝𝑎 and 𝜌𝑎), we can write:
𝑢 = 𝑢+ 𝑢𝑎 𝑝 = 𝑝+ 𝑝𝑎 𝜌 = 𝜌+ 𝜌𝑎 (2.2)
Substituting these into eq. (2.1), neglecting higher order terms, and assuming that the
medium is homogeneous (we will show later that a jump in mean conditions across the flame
can be accounted for), leads to the linearised acoustics equations:
𝜕𝜌𝑎
𝜕𝑡
+ 𝜌𝜕𝑢𝑎
𝜕𝑥
+ 𝑢𝜕𝜌𝑎
𝜕𝑥
= 0 (2.3a)
𝜌
(︂
𝜕𝑢𝑎
𝜕𝑡
+ 𝑢𝜕𝑢𝑎
𝜕𝑥
)︂
= −𝜕𝑝𝑎
𝜕𝑥
(2.3b)
Around the compact flame, the acoustic propagation is perfectly adiabatic, and so we can
write 𝜕𝑝𝑎𝜕𝑡 = 𝑐2
𝜕𝜌𝑎
𝜕𝑡 and
𝜕𝑝𝑎
𝜕𝑥 = 𝑐2
𝜕𝜌𝑎
𝜕𝑥 , where 𝑐 =
√︁
𝛾 𝑝𝜌 is the speed of sound. This allows us to
eliminate the fluctuating density in eq. (2.3b)
1
𝑐2
𝜕𝑝𝑎
𝜕𝑡
+ 𝜌𝜕𝑢𝑎
𝜕𝑥
+ 𝑢
𝑐2
𝜕𝑝𝑎
𝜕𝑥
= 0 (2.4a)
𝜌
(︂
𝜕𝑢𝑎
𝜕𝑡
+ 𝑢𝜕𝑢𝑎
𝜕𝑥
)︂
= −𝜕𝑝𝑎
𝜕𝑥
(2.4b)
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Acoustic models which are based on either Galerkin basis expansions (Culick, 1988) or a
wave description (Dowling and Stow, 2003) can be used to solve the equations above. The
latter have the advantage of allowing many types of acoustic boundary condition and extending
naturally to azimuthal as well as plane waves in annular combustor geometries (Morgans and
Stow, 2007; Stow et al., 2009). They also deal very naturally with a change in mean density,
velocity and speed of sound across the flame discontinuity.
2.1.1 Method of characteristics / wave description method
Invariants and wave expansion
The method of characteristics makes no further assumptions regarding the acoustic equations
(2.4), and allows for the exact solutions for the fluctuating variables to be found.
Multiplying eq. (2.4a) by 𝑐𝜌 and adding and subtracting it from the conservation of momen-
tum (2.4b) leads to, after some re-organisation:(︂
𝜕
𝜕𝑡
+ (𝑢− 𝑐) 𝜕
𝜕𝑥
)︂(︂
𝑢𝑎 − 𝑝𝑎
𝜌𝑐
)︂
= 0 (2.5a)(︂
𝜕
𝜕𝑡
+ (𝑢+ 𝑐) 𝜕
𝜕𝑥
)︂(︂
𝑢𝑎 +
𝑝𝑎
𝜌𝑐
)︂
= 0 (2.5b)
This means that along the characteristic lines defined by 𝛤− = (𝑢− 𝑐) and 𝛤+ = (𝑢+ 𝑐),
we have the Riemann invariants
(︁
𝑢𝑎 − 𝑝𝑎𝜌𝑐
)︁
and
(︁
𝑢𝑎 + 𝑝𝑎𝜌𝑐
)︁
respectively.
In order to satisfy the acoustic equations (2.4), we can write the pressure fluctuation as the
sum of two pressure waves:A and C travelling in opposite directions along the characteristic
lines 𝛤− and 𝛤+ respectively. This leads to
𝑝𝑎 = C
(︂
𝑡− 𝑥
𝑢+ 𝑐
)︂
+A
(︂
𝑡+ 𝑥
𝑐− 𝑢
)︂
(2.6a)
𝑢𝑎 =
1
𝜌𝑐
(︂
C
(︂
𝑡− 𝑥
𝑢+ 𝑐
)︂
−A
(︂
𝑡+ 𝑥
𝑐− 𝑢
)︂)︂
(2.6b)
𝜌𝑎 =
1
𝑐2
(︂
C
(︂
𝑡− 𝑥
𝑢+ 𝑐
)︂
+A
(︂
𝑡+ 𝑥
𝑐− 𝑢
)︂)︂
(2.6c)
Implementation in the case of a ducted flame model
In a ducted flame model, the acoustic duct is divided into separate regions, as shown in
figure 2.1, where the flame is assumed acoustically compact, and where we note with a subscript
− the variables upstream of the flame, and with a subscript + the variables downstream of the
flame. As such, the effect of the flame on the acoustics is concentrated at 𝑥𝑏, which is typically
set to be the flame anchoring location 𝑥𝑎. The interaction of the two duct regions is governed
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by the conservation equations across the flame induced discontinuity, which are discussed later
in this section (the complete conservation equations across the flame for the mean flow are
given in appendix A.1).
Writing eq. (2.6) in the case of a ducted flame geometry, and using time delays to simplify
the expression, leads for the upstream part of the duct to:
𝑝𝑎 = C (𝑡− 𝜏C) +A (𝑡+ 𝜏A)
𝑢𝑎 =
1
𝜌−𝑐−
(C (𝑡− 𝜏C)−A (𝑡+ 𝜏A))
𝜌𝑎 =
1
𝑐2−
(C (𝑡− 𝜏C) +A (𝑡+ 𝜏A))
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
for 𝑥 ≤ 𝑥𝑏
(2.7a)
(2.7b)
(2.7c)
Using eq. (2.6), we can write the same expression for the downstream part of the duct using
waves B and D:
𝑝𝑎 = B (𝑡− 𝜏B) +D (𝑡+ 𝜏D)
𝑢𝑎 =
1
𝜌+𝑐+
(B (𝑡− 𝜏B)−D (𝑡+ 𝜏D))
𝜌𝑎 =
1
𝑐2+
(B (𝑡− 𝜏B) +D (𝑡+ 𝜏D))
⎫⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎭
for 𝑥 ≥ 𝑥𝑏
(2.8a)
(2.8b)
(2.8c)
The time delays used in the two sets of expressions above are given by:
𝜏A (𝑥) =
𝑥− 𝑥𝑏
𝑐− − 𝑢− 𝜏C (𝑥) =
𝑥− 𝑥𝑏
𝑐− + 𝑢−
(2.9)
𝜏B (𝑥) =
𝑥− 𝑥𝑏
𝑐+ + 𝑢+
𝜏D (𝑥) =
𝑥− 𝑥𝑏
𝑐+ − 𝑢+ (2.10)
and represent:
• 𝜏A (𝑥): the time taken for wave A to go from the flame discontinuity 𝑥𝑏 to a point
upstream 𝑥;
• 𝜏C (𝑥): the time taken for wave C to go from a point upstream 𝑥 to the flame discontinuity
𝑥𝑏;
• 𝜏B (𝑥): the time taken for wave B to go from the flame discontinuity 𝑥𝑏 to a point
downstream 𝑥;
• 𝜏D (𝑥): the time taken for wave D to go from a point downstream 𝑥 to the flame discon-
tinuity 𝑥𝑏.
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We have now transformed our six variable problem into a problem involving four acoustic
wave strengths. This can further be reduced by imposing the acoustic boundary conditions
associated with the combustor ends.
𝑥𝑢 𝑥𝑏 = 0 𝑥𝑑
Upstream
Acoustics
Downstream
Acoustics
R− R+
C
A
B
D
Figure 2.1: Schematic of the combustor duct, showing the incoming and outgoing pressure waves
and the pressure reflection coefficients at the boundary. The discontinuity in acoustic wave ampli-
tude is positioned at 𝑥𝑏 = 𝑥𝑎 = 0.
Boundary condition and perturbations
For the combustor geometries that will be studied here, we will impose boundary condi-
tions that only affect the amplitude of incoming waves, with a phase change of either 0° or
180°(Dowling, 1997). As such we write the reflection coefficients R− and R+ at the boundaries
𝑥𝑢 and 𝑥𝑑 as:
R− =
C (𝑡− 𝜏C (𝑥𝑢))
A (𝑡+ 𝜏A (𝑥𝑢))
(2.11a)
R+ =
D (𝑡+ 𝜏D (𝑥𝑑))
B (𝑡− 𝜏B (𝑥𝑑)) (2.11b)
Using a change of variable involving time, it can be shown that C and D can be re-expressed
as a function of A and B at previous times respectively. This leads to:
C (𝑡) = R−A (𝑡− 𝜏−) (2.12a)
D (𝑡) = R+B (𝑡− 𝜏+) (2.12b)
where 𝜏− = −𝜏A (𝑥𝑢)− 𝜏C (𝑥𝑢) and 𝜏+ = 𝜏B (𝑥𝑑) + 𝜏D (𝑥𝑑).
The acoustic problem now involves only one variable in each region of the duct; this problem
can be solved by using the flow conservation equations to provide information regarding the
acoustic jumps. As these will introduce the unsteady heat release rate perturbation, 𝑄′, a
flame model must also be prescribed in order to close the system.
In most acoustic simulations presented here, the initial condition for the acoustic fluctuation
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is set to zero, and the system is perturbed with an upstream pressure perturbation. Adding
this perturbation AI in the set of wave equations previously written for the upstream cavity
yields:
𝑝𝑎 = C (𝑡− 𝜏C) +A (𝑡+ 𝜏A) +AI (𝑡− 𝜏AI) (2.13a)
𝑢𝑎 =
1
𝜌−𝑐−
(C (𝑡− 𝜏C)−A (𝑡+ 𝜏A) +AI (𝑡− 𝜏AI)) (2.13b)
𝜌𝑎 =
1
𝑐2−
(C (𝑡− 𝜏C) +A (𝑡+ 𝜏A) +AI (𝑡− 𝜏AI)) (2.13c)
where 𝜏AI (𝑥) = 𝑥−𝑥𝑏𝑐−+𝑢− .
Acoustic jumps across the flame
The effects of the flame on the acoustics are imposed at the flame anchoring position 𝑥𝑏 =
𝑥𝑎. Wave amplitudes either side of the the anchor position are related by imposing the flow
conservation equations across the flame (Dowling, 1997). The conservation of energy means
that the flow variables are not constant across the flame, but rather experience a “jump” or
discontinuity, that we denote with the symbol J𝑎K = 𝑎 (𝑥𝑏+) − 𝑎 (𝑥𝑏−). This “jump” depends
upon the total heat release rate, 𝑄, of the flame (Dowling, 1995; Dowling, 1997). The
non-linear form of the jumps is given as:
𝜌−𝑢− J𝑢K+ J𝑝K = 0 (2.14a)
𝛾
(𝛾 − 1) J𝑢𝑝K+ 12𝜌−𝑢− q𝑢2y = 𝑄𝐴comb (2.14b)
where we use the continuity equation to write:
J𝜌𝑢K = (𝜌𝑢)|(𝑥𝑏)+ − (𝜌𝑢)|(𝑥𝑏)−
= 0
(2.15)
and all other variables are evaluated at 𝑥 = (𝑥𝑏)−. We note that 𝛾 is the specific heat capacity,
and 𝐴𝑐𝑜𝑚𝑏 the cross-sectional area of the duct. Linearising these equations, writing 𝑄 = 𝑄+𝑄′,
and using the fact that the above equations are satisfied by the steady flow equation (A.1)
yields:
𝜌−𝑢− J𝑢𝑎K+ J𝑝𝑎K+ (︀𝜌−𝑢𝑎− + 𝑢−𝜌𝑎−)︀ J𝑢K = 0 (2.16a)
𝛾
(𝛾 − 1) (J𝑢𝑝𝑎K+ J𝑝𝑢𝑎K) + 𝜌−𝑢− J𝑢𝑎𝑢K+ 12 (︀𝜌−𝑢𝑎− + 𝜌𝑎−𝑢−)︀ q𝑢2y = 𝑄′𝐴comb (2.16b)
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Using the expressions given in (2.13) and (2.8), as well as the boundary conditions prescribed
by eq. (2.12), in the conservation equations given above allows us to write a linear system of
two equations with two unknowns : A and B. This is shown in appendix A.1.1 and A.1.2 for
the steady (𝑄 = 𝑄) and fluctuating (𝑄 = 𝑄+𝑄′) cases respectively.
2.1.2 Accuracy of the numerical implementation of the method of characteristics
When implementing the method of characteristics in a numerical scheme, the values of A (𝑡,𝑥𝑏)
and B (𝑡,𝑥𝑏) are only evaluated every time step. Let us assume now that the simulation has
computed results up to 𝑡 = 𝑡5. When trying to find the value of A (𝑡𝑖 = 𝑡5 − 𝜏𝑖,𝑥𝑏), when
𝜏𝑖 is not a multiple of the time step used, an interpolation must be applied. This is shown
in figure 2.2, where the value of A (𝑡𝑖,𝑥𝑏) must be obtained using the interpolation function
𝑓interp. When using a linear interpolation function, only the values of A (𝑡4,𝑥𝑏) and A (𝑡5,𝑥𝑏)
will be required. When using more involved interpolation methods however, such as centred
cubic interpolation, additional points which have not yet been computed (such as A (𝑡6,𝑥𝑏) for
example) might be required. In those circumstances, extrapolation methods will also need to
be implemented.
When using the method of characteristics in a time marching scheme, the general trend is
for the error to decrease with the time step. Indeed, as the timestep gets smaller, the distance
between two ticks in figure 2.2 will get smaller and the time delay 𝜏𝑖 between the interpolated
𝑡𝑖 and the known 𝑡 will, in general, get smaller. However in certain situations, decreasing the
time step can increase 𝜏𝑖: this will lead to a solution which converges non-monotonically with
the time step. This is shown in figure 2.3, where we show the times marked with a * separated
by a 30% smaller time step than previously.
Comparison between linear, polynomial, and spline interpolation
Some implementations of the method of characteristics (Mangesius et al., 2011) managed
to avoid the need for interpolation between time steps when mean flow was neglected. More
commonly though, previous works (Evesque, 2000; Evesque et al., 2003; Goh et al., 2011)
employed linear interpolation between time steps, assuming that the time step was sufficiently
𝑡
𝑡0 𝑡1 𝑡2 𝑡3 𝑡4 𝑡5
A(𝑡,𝑥𝑏)A(𝑡0,𝑥𝑏) A(𝑡1,𝑥𝑏) A(𝑡2,𝑥𝑏) A(𝑡3,𝑥𝑏) A(𝑡4,𝑥𝑏) A(𝑡5,𝑥𝑏)
𝛿𝑡 𝑡𝑖
A(𝑡𝑖,𝑥𝑏)=𝑓interp(A(𝑡1,2,3,4...,𝑥𝑏))
𝜏𝑖
Figure 2.2: Diagram showing the need for interpolation when using the method of characteristics
in time stepping methods.
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𝑡
𝑡0 𝑡1 𝑡2 𝑡3 𝑡4 𝑡5
𝑡*
𝑡*0 𝑡
*
1 𝑡
*
2 𝑡
*
3 𝑡
*
4 𝑡
*
5 𝑡
*
6 𝑡
*
7 𝑡
*
8
𝛿𝑡
𝛿𝑡*
𝑡𝑖
𝜏𝑖
𝜏*𝑖
Figure 2.3: Diagram showing the non-monotonic convergence of the solution with decreasing
time-step in a time marching method of characteristics implementation.
small for the required accuracy. Here we compare results obtained with linear, polynomial
and spline interpolation to the analytical solution obtained for a combustor system with an
imposed acoustic jump across the flame (as derived in appendix A.2).
In the results shown in figures 2.4(a) through 2.4(d), we compare the results obtained for
a non-dimensional simulation using both a standard linear interpolator, and a polynomial
cubic interpolator with cubic extrapolation at end points. The results are obtained with the
simulation parameters shown in table 2.1.Whilst it is clear that the cubic interpolation is more
accurate than linear interpolation, we also show that in this specific test case the error in
acoustic velocity 𝑢𝑎 and acoustic pressure 𝑝𝑎 increases in time when using linear interpolation.
In the case of polynomial interpolation, continuity of the derivatives is not ensured, which
appears to lead to growth in
r
𝜕𝑝𝑎
𝜕𝑥
z
with time shown in figure 2.4(d).
Table 2.1: Parameters for the comparison of the method of characteristics to analytical acoustics
𝑥𝑢 [m] 𝑥𝑑 [m] 𝑥ref [m] 𝑐− [m/s] 𝑐+ [m/s] 𝑎 𝑏 𝜔 [Hz] 𝛿𝑡 [s]
0.026766 −0.026766 0.013352 1 2.5 1 2 50 1.2252𝑒− 05
To impose continuity in the first derivative, Rom-Catmull splines can be used. They ensure
that the spline passes through all of the sampled points (which is not a feature of all splines),
and are not computationally more expensive that polynomial cubic interpolation. The results
from the Rom-Catmull interpolation are shown in figures 2.4(e) and 2.4(f), showing a decrease
in exact error for 𝑢𝑎, 𝑝𝑎 and
r
𝜕𝑝𝑎
𝜕𝑥
z
. In this implementation, polynomial cubic extrapolation
was used to obtain additional support points at the beginning and end of the sampled signal.
This is the recommended method of interpolation for simulations covering long periods of time,
and capturing the effects of acoustic acceleration (such as asymptotic expansion models).
In terms of computation time, the linear interpolation is fastest, whilst the polynomial cubic
interpolation and Rom-Catmull interpolation are 13% slower to compute.
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Figure 2.4: Exact error obtained from different methods of acoustic interpolation when compared
to the analytical solution at a point 𝑥ref.
2.1.3 The importance of mean flow
The effects of the mean flow on the acoustics are often neglected, for example, when us-
ing Galerkin methods for the acoustics, or solving computationally with a Helmholtz solver
(Nicoud, Benoit, et al., 2007). However Dowling and Stow (2003) and Nicoud and
Wieczorek (2009) show that neglecting the Mach number has a significant impact on the
prediction of combustor stability through its interaction with the Rayleigh term, and leads to
large errors when considering the propagation of entropy waves. Indeed, as is shown in Goh
et al. (2013) andMotheau et al. (2014), if the mean flow isn’t taken into account downstream
of the combustor, entropy waves would be generated at the flame but would never propagate
downstream to affect the combustor acoustics.
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Taking into account mean flow effects in the method of characteristics is trivial, and therefore
the mean flow will always be modelled in the presented simulations.
2.2 Demonstrating the importance of time-variation
Although the flame moves in the duct around its anchoring point in the ducted flame model
described in section 2.1, the location at which the resulting discontinuity in the acoustic wave
strengths occurs is typically assumed fixed in time. If the movement of this discontinuity is
accounted for, it becomes time-varying; the acoustic time-delays relevant to the flame are then
also time varying, as shown in figure 2.5. The effect of this on the ducted-flame model will be
investigated later. First however, it is instructive to consider the effect that time-variation can
have on linear stability. It seems intuitive that during limit-cycle, when the flame oscillations
are large, non-linear time-varying effects are likely to be important. However, time-variation
can also affect linear stability, as shown in the illustrative examples below.
2.2.1 Floquet theory
Consider the one degree of freedom system represented by a second order differential equation
with a time varying coefficient, as shown in equation (2.17). This is known as the Mathieu
equation, and the analysis of its stability is the subject of Floquet theory (Bessa, 2012;
Floquet, 1883; Ghose Choudhury et al., 2014).
𝜕2𝑢
𝜕𝑡2
+
(︀
𝑎+ 2𝑎′ cos (2𝑡)
)︀
𝑢 = 0 (2.17)
The stability diagram of the above Mathieu equation is shown in Figure 2.6, having been
calculated using the method of Hill’s determinant. The curve shows the frontier between
stability and instability, with the stable region lying below the curve. The stable region is a
function of ?¯? and 𝑎′; as the amplitude of oscillations 𝑎′ increases, the stable region becomes
Flame
Acoust. (time var.)
+𝑟 𝑢𝑔𝑢𝑡𝑡𝑒𝑟 𝑄′
−
𝑢𝑎
Figure 2.5: Block diagram of the ducted flame
with time varying acoustics. 𝑟 denotes the ex-
ternal perturbation.
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Figure 2.6: Ince-Strutt stability diagram of
the Mathieu Equation.
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smaller, and new unstable regions appear. Furthermore, there exists regions on this stability
diagram where setting the value of 𝑎′ to any non-zero value is enough to destabilise the system.
This serves to illustrate that time variation can affect linear stability at small amplitudes, as
well as being influential under large amplitude oscillations.
Changing the time derivatives of eq. (2.17) to spatial derivatives in 𝑥, and writing 𝑎′ = 0,
leads to the well known form of the spatial Helmholtz equation. In the case where 0 < 𝑥 < 𝜋
and 𝑢 (𝑥 = 0) = 𝑢 (𝑥 = 𝜋) = 0, we can show that the unstable regions touch the 𝑥 axis in
Figure 2.6 when 𝑎 is the squared modal wavenumber .
Further demonstrations of the effects of time variation on acoustic systems are shown in
appendix A.3 and A.4 .
2.3 Introducing time-variation in a ducted flame model
In section 2.1.1, the position at which the flow conservation equations (2.16a) and (2.16b) were
applied and at which the acoustic waves experienced a discontinuity (𝑥𝑏), was fixed in time
at the flame anchoring position, 𝑥𝑏 = 𝑥𝑎. For compact flames and small amplitude oscilla-
tions, this is usually a good approximation (Dowling, 1997). However, when the combustor
is unstable, the amplitude of the flame motion can become large (Langhorne, 1988b). Then,
even under the simplifying assumption that the heat release occurs at a single axial loca-
tion (necessary when assuming plane acoustic waves), 𝑥𝑏 (𝑡), the flame-induced acoustic wave
discontinuity, should track the spatially-averaged location of the heat release 𝑥𝑓 (𝑡).
In order to do this, we derive the expressions governing the spatially-averaged flame location
(which varies with time), and we then allow the position of the discontinuity in the acoustic
wave amplitude to track this in time. We then compare the thermoacoustic behaviour under
three different assumptions:
• The flame-induced discontinuity in acoustic wave amplitude is fixed at the flame anchor-
ing point (i.e. the standard implementation).
• The flame-induced discontinuity in acoustic wave amplitudes is fixed at the space-averaged
steady flame position.
• The flame-induced discontinuity in acoustic wave amplitudes moves in time to match the
spatial-mean of the heat release location.
This allows us to deduce whether the shift in the time-mean position of the discontinuity, or
its time-variation, are responsible for changes in the thermo-acoustic behaviour.
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2.3.1 Movement of the flame
In order to track 𝑥𝑓 (𝑡), and allow a time variation in the acoustic wave discontinuity, the time
delays (2.9) and (2.10) become:
𝜏A (𝑥,𝑡) =
𝑥− 𝑥𝑏 (𝑡)
𝑐− − 𝑢− 𝜏C (𝑥,𝑡) =
𝑥− 𝑥𝑏 (𝑡)
𝑐− + 𝑢−
(2.18)
𝜏B (𝑥,𝑡) =
𝑥− 𝑥𝑏 (𝑡)
𝑐+ + 𝑢+
𝜏D (𝑥,𝑡) =
𝑥− 𝑥𝑏 (𝑡)
𝑐+ − 𝑢+ (2.19)
where 𝑥𝑏 (𝑡) tracks the spatially averaged location of the heat release, 𝑥𝑓 (𝑡), in time, i.e.
𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡). 𝑥𝑓 (𝑡) is given by the area-weighted mean flame position (as 𝑄(𝑡) ∝ 𝐴(𝑡− 𝜏𝑓 )):
𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) =
∑︀𝑛
𝑘=1𝐴𝑘 (𝑡− 𝜏𝑓 ) 𝜉𝑘 (𝑡− 𝜏𝑓 )∑︀𝑛
𝑘=1𝐴𝑘 (𝑡− 𝜏𝑓 )
(2.20)
where each subscript 𝑘 denotes a section of the flame cut along 𝑟. As such, 𝐴𝑘 is the
incremental flame area at the discrete position 𝜉𝑘, computed in a similar fashion to equation
(1.12) such that 𝐴 =
∑︀𝑛
𝑘=1𝐴𝑘.
Equations (2.6b), (1.7), (1.12) and (2.20) show that the flame shape, flame area and hence
mean flame position depend on the acoustic wave amplitudes just upstream of the flame. These
depend on the flame front location both at the current time and at some previous times (due to
propagation delays). In conclusion, the acoustic wave amplitude ahead of the flame depends on
the flame position, but the flame position depends on these wave amplitudes, thus the acoustic
discontinuity location and the flame position are now coupled.
To overcome this problem, we know that waves A and B, moving away from the discontinuity,
are obtained directly from the jump equations, and are not part of the coupled problem (even
if the location at which they are emitted is for now unknown). The amplitude of waves C and
D as they arrive at the discontinuity requires more work. From equations (2.12a) and (2.12b),
it follows that C and D at 𝑥𝑏(𝑡) depend only on the outgoing wave amplitudes A and B at
previous times 𝑡 − 𝜏− and 𝑡 − 𝜏+. Note that 𝜏− and 𝜏+ now represent the times taken for a
wave to travel from the discontinuity to the boundary and back to the changed position of the
discontinuity again.
It is important to point out the times for which we write 𝜏A, 𝜏B, 𝜏C and 𝜏D. Consider that
we wish to observe the effects of incoming pressure waves on the flame induced discontinuity
at a time 𝑡. We must know the values of the time delays 𝜏C and 𝜏D when waves C and B arrive
at the discontinuity, i.e. at time 𝑡. In this case, it is clear that we must know the value of the
time delays 𝜏B and 𝜏A when the waves A and B left said discontinuity; i.e. at time 𝑡− 𝜏− and
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𝑡− 𝜏+. This yields :
𝜏− (𝑡) = −𝜏A (𝑥𝑢,𝑡− 𝜏−)− 𝜏C (𝑥𝑢,𝑡) (2.21a)
𝜏+ (𝑡) = 𝜏B (𝑥𝑑,𝑡− 𝜏+) + 𝜏D (𝑥𝑑,𝑡) (2.21b)
Using expressions (2.18) and (2.19), it is now clear that our above time delays, and therefore
waves C (𝑡) and D (𝑡), depend on the 3 different positions of the flame induced discontinuity;
namely 𝑥𝑏 (𝑡− 𝜏−), 𝑥𝑏 (𝑡− 𝜏+), and 𝑥𝑏(𝑡).
As is common in moving acoustic source problems, such as those encountered in helicopter
acoustics (Morgans, Karabasov, et al., 2005), the problem must be solved iteratively. The
three coupled equations to be solved iteratively and simultaneously are:
𝜏− = −𝑥𝑢 − 𝑥𝑏 (𝑡− 𝜏−)
𝑐− − 𝑢− −
𝑥− 𝑥𝑏 (𝑡)
𝑐− + 𝑢−
(2.22a)
𝜏+ =
𝑥𝑑 − 𝑥𝑏 (𝑡− 𝜏+)
𝑐− + 𝑢+
+ 𝑥− 𝑥𝑏 (𝑡)
𝑐+ − 𝑢+ (2.22b)
𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) =
∑︀𝑛
𝑘=1𝐴𝑘 (𝑡− 𝜏𝑓 ) 𝜉𝑘 (𝑡− 𝜏𝑓 )∑︀𝑛
𝑘=1𝐴𝑘 (𝑡− 𝜏𝑓 )
(2.22c)
where 𝐴𝑘 is obtained from the discrete version of (1.12), and 𝜉𝑘 is obtained from the discrete
version of (1.7). This system is readily solved using Newton-Raphson iterative methods.
2.4 Effect of time-variation on combustion instabilities
To investigate the effects of implementing the acoustic jump location more accurately, two
sets of combustor test cases are considered. The first two cases are concerned with combustor
stability, while the third considers limit cycle amplitude. For both sets, the upstream total
temperature is 𝑇0 = 288K mean heat release rate is 𝑄 = 59MJm2/s, downstream mean
pressure is 𝑝 = 1.013 · 105 Pa and duct dimensions are 𝑟𝑎 = 1.75 cm and 𝑟𝑏 = 3.5 cm. We
compare results for three discontinuity location implementations:
• the standard ducted-flame model with 𝑥𝑏 = 𝑥𝑎 = 0;
• the discontinuity position fixed at the space-averaged steady flame position, 𝑥𝑏 = 𝑥𝑓 ;
this is obtained from the steady form of equation (2.20), using the steady flame defined
in (1.11);
• the discontinuity position moving in time to track the space-averaged flame position,
𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡).
The details of the test configurations are shown in table 2.2.
52 2 Acoustic wave modelling: accounting for time variation in the compact flame assumption
In order to isolate the effect of time variation in the flame position, the flame time delay 𝜏𝑓
in the flame relation 𝑄 (𝑡) ∝ 𝐴 (𝑡− 𝜏𝑓 ) will be assumed constant here. It has previously been
given as 𝜏𝑓 = 0.42(𝑥𝑑−𝑥𝑏)𝑢𝑔𝑢𝑡𝑡𝑒𝑟 (C. H. Wang et al., 2005), implying a time varying flame time delay
for cases in which 𝑥𝑏 varies with time.
To obtain the results below, equation (1.7) is solved using a fourth order Runge-Kutta
method for time integration, with time steps 𝛿𝑡 = 2.5 ·10−5 s, 𝛿𝑡 = 3 ·10−5 s and 𝛿𝑡 = 1 ·10−5 s
for the three test cases respectively. A simple first order backward Euler method is used for
spatial derivatives, using 𝑁flame = 64 points over a cross section of 1.75 cm.
2.4.1 Combustor stability
In order to illustrate the effect that a time-varying flame position can have on combustor
stability, test cases 1 and 2 are considered. The combustor geometries, upstream Mach number
and boundary reflection coefficients are shown in Table 2.2.
The dominant oscillation frequencies for these test cases are shown in Table 2.3. It is seen
that accounting for the shift in the spatial-mean position of the flame gives rise to a frequency
shift of up to 12%, due to the change in mode shape (the cold and hot proportions of the duct
vary when the flame location is shifted).
The envelopes of the corresponding pressure oscillations are shown in Figures 2.7(a) and
2.7(b), where the normalised acoustic pressure, 𝑝𝑟𝑒𝑓 , at location 𝑥𝑟𝑒𝑓 is given. For both cases:
• 𝑥𝑏 = 𝑥𝑎 = 0 gives rise to an unstable system which quickly saturates into a limit cycle.
• 𝑥𝑏 = 𝑥𝑓 gives rise to an unstable system with a much lower oscillation amplitude (still
slowly growing – true limit cycle saturation has not yet occurred)
Table 2.2: Combustor parameters used in test cases showing the effect of the moving acoustic
discontinuity.
Case 𝑥𝑢[m] 𝑥𝑑[m] 𝑥𝑟𝑒𝑓 [m] R− R+ 𝑀−
1 -0.3 .841 0.33 -1 -1 0.08
2 -1.5 .6855 0.22 0.85 -.98 0.08
3 -1.0 1.2 0.33 0.85 -.98 0.08
Table 2.3: Combustor pressure dominant oscillation frequencies for the test cases investigating
combustor stability and limit cycle amplitude.
Angular frequencies [rad/s]
Case 𝑥𝑏 = 0 𝑥𝑏 = 𝑥𝑓 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡)
1 244 278 278
2 335 359 359
3 300 300 291
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• 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) gives rise to a stable system whose oscillation amplitude is slowly decaying.
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(a) Envelope of the normalised pressure 𝑝𝑟𝑒𝑓 for
test case 1: 𝑥𝑏 = 0 (multiplied by a factor 1/6);
𝑥𝑏 = 𝑥𝑓 ; 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡).
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(b) Envelope of the normalised pressure 𝑝𝑟𝑒𝑓
for test case 2: 𝑥𝑏 = 0 (multiplied by a factor
1/5.6); 𝑥𝑏 = 𝑥𝑓 ; 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡).
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(c) Normalised limit cycle pressure fluctuation, 𝑝𝑟𝑒𝑓 : 𝑥𝑏 = 0; 𝑥𝑏 = 𝑥𝑓 ; 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡)
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(d) Relative difference between the 𝑥𝑏 = 𝑥𝑓
and 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) model peak amplitudes ( ),
and absolute value of the peak amplitude in the
𝑥𝑏 = 𝑥𝑓 configuration ( )
Figure 2.7: Pressure calculated with the new model and compared to standard anchored ducted
flame results.
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Thus accounting for the movement of the flame (by varying the position at which the flame-
induced discontinuity is assumed to occur) is seen to have a stabilising effect on the system
for this excitation amplitude, to the extent that it can render a combustor stable which, for
a fixed flame position, is unstable. The amplitudes of motion of the acoustic discontinuity 𝑥𝑏
are given in Table 2.4.
It is interesting to determine whether this stability change affects linear stability, and is
independent of perturbation amplitude, or whether it only affects non-linear stability. To
determine this, case 1 is re-run with half the initial perturbation pulse. The results are shown
in Figure 2.8. It is clear that the moving flame case stabilises to a much lower amplitude limit
cycle, but is not linearly stable. Thus, for the cases shown here, the movement of the flame
only impacts the non-linear (amplitude dependent) stability of the system.
2.4.2 Strongly unstable systems and limit cycle amplitude
In order to illustrate the effect of time variation on limit cycle amplitude, for combustors where
the system remains unstable both in the absence and presence of a time varying flame position,
test case 3 considers high amplitude limit cycle oscillations. These give rise to large amplitude
motion of the flame-induced discontinuity. The combustor parameters are summarised in
Table 2.2.
The dominant oscillation frequency shown in Table 2.3 shows a significant shift depending
on where the discontinuity is imposed. The corresponding pressure oscillations are shown in
Figure 2.7(c). It can be observed that using 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) leads to a substantial 38% decrease
in negative peak amplitude, and a 20% decrease in positive peak amplitude, when compared to
the 𝑥𝑏 = 𝑥𝑓 case. Furthermore, the 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) configuration leads to a pulsating limit cycle
regime, where the peak of the pulse is obtained at 𝑡 ≈ 0.92 s in Figure 2.7(c). This demonstrates
that there are likely to be conditions under which accounting for flame movement, by changing
the location of the acoustic discontinuity, is important in determining the limit cycle amplitude.
Accounting for the movement of the flame has an effect more generally, rather than just for
the specific test cases chosen. To show this we consider a combustor with the same characteris-
tics as in test case 3, but with downstream combustor lengths ranging from 0.7m to 1.5m. The
Table 2.4: Values of 𝑥𝑏.
Case min. [m] max. [m] mean [m]
Case 1, 𝑥𝑏 = 𝑥𝑓 0.098 0.126 0.112
Case 1, 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) − − 0.112
Case 2, 𝑥𝑏 = 𝑥𝑓 0.0997 0.1235 0.112
Case 2, 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) − − 0.112
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Figure 2.8: Envelope of the normalised pressure 𝑝𝑟𝑒𝑓 for test case 1 with reduced amplitude
perturbation: 𝑥𝑏 = 0 (multiplied by a factor 1/6); 𝑥𝑏 = 𝑥𝑓 ; 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡).
relative difference between the peak amplitudes of the 𝑥𝑏 = 𝑥𝑓 and 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) configuration
are shown in Figure 2.7(d). This confirms that the movement of the discontinuity can induce
large changes in limit cycle amplitude across a range of conditions. Furthermore, it is clear
that large limit cycle amplitude in the 𝑥𝑏 = 𝑥𝑓 configuration leads to a larger impact of the
moving acoustic discontinuity on limit cycle amplitude.
2.4.3 Effect of the Rayleigh criterion
To further understanding of why applying the acoustic jump location more accurately affects
both non-linear stability and limit cycle amplitudes, the well-known Rayleigh source term,
𝑝𝑎𝑄
′ (averaged over an oscillation cycle) is considered (see section 1.2.1). It is known from the
Rayleigh criterion (B.-T. Chu, 1964; Durox, Schuller, Noiray, et al., 2009; Rayleigh,
1878) that the larger this source term, the more likely it is to exceed loss terms and give rise
to instability.
For the combustor stability test cases (1 and 2), the time integrated source term product,
𝑝𝑎𝑄
′, is shown in Figures 2.9(a)-2.9(c). The pressure 𝑝𝑎 in the source term is calculated from
the average of the upstream and downstream acoustic pressure at the acoustic discontinuity.
It can clearly be seen that changing the location of the flame-induced discontinuity alters this
source term. In fact, it appears to generally be the case that accounting for flame movement
about a given position, and therefore changing the position of the acoustic discontinuity with
time, reduces the source term i.e. flame/acoustic discontinuity movement itself has a stabilising
effect.
The phase difference (obtained from the Hilbert transform) between the pressure at the
flame, 𝑝𝑎, and the heat release fluctuation, 𝑄′, are shown in Figures 2.9(b)-2.9(d). For test
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case 1, the boundaries of the system are perfectly reflective (i.e. R− = R+ = −1) meaning
that all remaining boundary losses are due to the mean flow (Nicoud andWieczorek, 2009).
For this case, the phase difference shown in Figures 2.9(b) and with the 𝑥𝑏 = 𝑥𝑓 configuration
oscillates around the upper phase instability limit as defined by the Rayleigh criterion: 𝜋2 . A
phase value so close to the instability limit explains why this system is only just unstable. A
similar argument can be made for test case 2, except that it suffers from small losses at the
boundary not just associated with the mean flow. Therefore, for the 𝑥𝑏 = 𝑥𝑓 configuration to
remain unstable, 𝑝𝑎 and 𝑄′ must be “more in phase” (the phase difference between 𝑝𝑎 and 𝑄′
now oscillates around 0.445𝜋, as opposed to test case 1 where it oscillated around 0.497𝜋), as
is shown in Figure 2.9(d). Note that the oscillations of the phase relationship in the 𝑥𝑏 = 𝑥𝑓
configuration are due to the non-linear effects of the G-Equation (1.7) (Lieuwen, 2005).
For both test cases 1 and 2 in the 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) configuration, the Rayleigh source terms
remain positive even though the systems are stable. This can be explained by the losses in
the system due to mean flow, and non reflective boundary conditions. Also, the higher initial
values of the Rayleigh source term are due to higher amplitudes of oscillations after the initial
perturbation. The effect of the moving discontinuity leads to greater amplitude oscillations of
the phase relationship, which are not perfectly symmetric about the (previous) mean value.
The higher amplitude of the phase oscillations in the 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) configuration, along with
their asymmetry, participate in the stabilisation of the system: the heat release and acoustic
pressure are more “out of phase” overall.
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(a) Test Case 1: Rayleigh Source Term
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(b) Test Case 1: Phase difference between 𝑝𝑎 and
𝑄′
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(c) Test Case 2: Rayleigh Source Term
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(d) Test Case 2: Phase difference between 𝑝𝑎 and
𝑄′
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(e) Test Case 3: Rayleigh Source Term
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(f) Test Case 3: Phase difference between 𝑝𝑎 and
𝑄′
Figure 2.9: Rayleigh source term and phase difference between the pressure at the flame 𝑝𝑎 and
𝑄′ for different test cases: 𝑥𝑏 = 𝑥𝑓 ; 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡).
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For the limit cycle test case (case 3), the Rayleigh source term is shown in Figure 2.9(e).
Looking first at the 𝑥𝑏 = 𝑥𝑓 configuration, we can see that settling into limit cycle oscillations
occurs when the phase difference oscillations induce no change in system energy over one
period. The moving acoustic discontinuity 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡), induces a stabilising effect, and
therefore a faster onset of limit cycle saturation. It is interesting to see that the low frequency
oscillations observed in the Rayleigh source term coincide with low frequency pulsations in
Rayleigh phase difference. As the phase pulsation amplitude increases well above 0.5𝜋, the
Rayleigh source term decreases, the pressure fluctuation amplitude decreases, and the motion
of the flame becomes smaller. This leads to smaller variations of the phase difference between
𝑝𝑎 and 𝑄′, so that the phase now remains between (−0.5𝜋,0.5𝜋), destabilising the system and
leading to an increase in the Rayleigh source term and the pressure fluctuating amplitude.
This explains the pulsation that was observed on Figure 2.7(c).
In summary, the effect of applying the discontinuity in acoustic wave amplitude so as to
represent the time variation of the flame location can have an important effect on both the
thermoacoustic non-linear stability and the dominant frequency. Some of this is due to the
shifting of the average proportions of hot and cold regions of the duct (i.e. applying the
discontinuity at the correct steady space-average location of the flame). However, the time
variation of the flame induced discontinuity also appears to be feeding into the thermoacoustic
characteristics, with the possibility of it affecting the stability and limit cycle amplitude of the
combustor.
2.5 Acoustics modelling conclusions
This chapter dealt with the modelling of acoustics in combustion instabilities with the method
of characteristics. When the method of characteristics is used alongside a time integration
scheme, interpolation is required to obtain pressure waves at the flame. We have shown that
linear interpolation is often not sufficient, especially if gradients of the pressure fields are
required for modelling the instability, as is the case in asymptotic expansion models. In a
later section of this chapter, we showed that the position and motion in time of the acoustic
discontinuity separating the upstream and downstream acoustics is important, even under the
compact flame assumption. Indeed, it was shown that moving the acoustic discontinuity from
the flame anchoring point to the steady space-average of heat release has a large impact on
the frequency of oscillation and non-linear stability of the system. Furthermore, it was shown
that allowing the discontinuity to track the location of space-averaged heat release in time can
lead to an early onset of the limit cycle, or in some cases stabilisation of unstable systems.
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CHAPTER 3
Active control of combustion instabilities
As explained in the introduction, coupled thermo-acoustic combustion instabilities lead to
linear instability, which, after initial transients, induces exponentially growing amplitudes.
Amplitude growth is eventually inhibited by non-linearity (typically in the flame response),
usually resulting in saturation of oscillations into a limit cycle. It is currently possible to sta-
bilise the combustion instabilities through feedback control (Dowling and Morgans, 2005).
Linear feedback control strategies, designed based on knowledge of the linear system response,
have been very successful in stabilising combustion instabilities, even when they are activated
from within the (non-linear) limit cycle.
When devising model based active controllers, a good model of the linear plant of the system
needs to be obtained. Given that, left to its own devices, the unstable system quickly exhibits
enough non-linearity to inhibit further growth, this is not necessarily a straight-forward affair.
However, it is possible to identify a linear system from within limit cycle by first designing a
trial and error controller to stabilise the system (Illingworth, 2011; Morgans and Stow,
2007) (as will be shown in section 3.1.3).
This chapter investigates problems associated with obtaining the transfer function of the
linearly unstable system whilst it is in (non-linear) limit cycle (section 3.1), and propose a
method of overcoming this. The chapter also presents an existing method for active adaptive
control, S.T.R., for which identification of the system is not required. It is shown that such
S.T.R. can be applied to systems that are challenging to identify models for, such as the
time-varying acoustic system presented in section 2.3 (section 3.2).
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3.1 Obtaining linear models for model-based control from within limit cycle
3.1.1 Ducted flame limit cycle system
For this chapter, we go back to a standard compact flame within a long thin duct. The
flame induced discontinuity is assumed stationary, and the flame is modelled using a weakly
non-linear G-Equation implementation such as the one described in section 1.2.2.
We can write the block diagram representation of our combustor including only flame and
acoustics modelling as shown in figure 3.1 (Morgans, 2009; Morgans and Annaswamy,
2008), where 𝑄
′(𝑠)
𝑄
represents the fluctuating flame heat release ratio, 𝜑
′
𝑟(𝑠)
𝜑𝑟
is related to the
air-fuel equivalence ratio, and 𝑢
′(𝑠)
𝑢 is the velocity ratio perturbing the flame. In all these
quantities the overbar designates the steady state.
The equivalence ratio is defined as the ratio of mass of fuel to mass of air, divided by the
ratio of mass of fuel to mass of air in stoichiometric conditions. This can be written as:
𝜑𝑟 =
𝑚fuel
𝑚air
· 𝑚air, stoc.
𝑚fuel, stoc.
(3.1)
where stoc. represents stoichiometric quantities, and 𝑚 is the mass. When writing the total
equivalence ratio over the steady equivalence ratio, the stoichiometric values simplify and we
are left with:
𝜑𝑟
𝜑𝑟
= 𝑚fuel
𝑚air
· 𝑚air
𝑚fuel
(3.2)
Considering only fluctuating quantities, such that 𝜑𝑟 = 𝜑𝑟 + 𝜑′𝑟, and assuming small fluctua-
tions, we further simplify the above with the linearised expression (Lieuwen and Zinn, 1998;
Morgans and Annaswamy, 2008):
𝜑′𝑟
𝜑𝑟
= 𝑚
′
fuel
𝑚fuel
− 𝑚
′
air
𝑚air
(3.3)
In experimental rigs, the change in equivalence ratio is usually applied by modifying the
quantity of fuel being injected 𝑚′fuel, and the dispersion of imposed equivalence fluctuation
and induced reduction in control authority must be taken into account. In our simulations
however, it is easier to implement a change of mass or air 𝑚′air and we assume a perfect
actuation mechanism. According to eq. (3.2), both methods are analogous (Lieuwen and
Zinn, 1998), and therefore the simulations will only include velocity perturbations to the
flame.
We chose the running parameters shown in 3.1 to induce limit cycle saturation within the
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Flame
𝐹 (𝑠)
Acoustics
𝑃 (𝑠)
𝑄′(𝑠)
𝑄
Acoustics
𝑉 (𝑠)
+𝑟 (𝑠)
𝜑′𝑟(𝑠)
𝜑𝑟 𝑝ref
−
𝑢′(𝑠)
𝑢
Figure 3.1: Block diagram representation of a simple ducted flame combustor.
combustor. The acoustic pressure 𝑝ref measured in the duct at a position 𝑥ref is shown in
Table 3.1: Simulation Test Cases
𝜂 𝜑𝑟 𝑟𝑎 [m] 𝑟𝑏 [m] 𝑥𝑢 [m] 𝑥𝑑 [m] 𝑥ref [m] 𝑀− 𝑇0 [K] R− R+
0.7 0.8 0.035 0.07 0.74 −1.176 0.1176 0.08 288 −0.98 1−𝑀−1+𝑀−
figure 3.2. Exponential growth is visible from 𝑡 = 0 s until roughly 𝑡 = 0.3 s. This rapid growth
makes it difficult to obtain accurate gain and phase information for 𝑡 ≤ 0.3 s, because the
linear growth duration includes too few oscillations at the dominant frequency. Because of
this, measurements of combustion instabilities and plant identification tend to be performed
from limit cycle (Murray, Jacobson, et al., 1998). The obtained results show a dominant
oscillation frequency at 55Hz corresponding to one unstable mode, and a maximum amplitude
of 9% of atmospheric pressure.
3.1.2 Open loop transfer function
In order to obtain the open loop transfer function of the above uncontrolled system, a modified
white noise is applied as an acoustic velocity perturbation at the upstream end of the duct.
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Figure 3.2: Simple example of limit cycle results.
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The modified white noise is generated such that it mostly contains energy within the frequency
range of interest, selected here as 30Hz to 3000Hz. The transfer function 𝐶 (𝑠) is then obtained
by dividing the spectral transform of the output, 𝑝ref (𝑠), by the spectral transform of the input
𝑟 (𝑠) (in this case the flame is perturbed at its base by an acoustic velocity): 𝐶 (𝑠) = 𝑝ref(𝑠)𝑟(𝑠) .
The obtained complex values are then represented both as a Bode diagram and a Nyquist plot
in figure 3.3.
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Figure 3.3: Transfer function results obtained from a system in limit cycle, with and without
phase correction.
For linear systems, we can express the output at a specific frequency as a function of the
input at that same frequency, with a phase shift and a gain. For non-linear systems however,
the system responds at frequencies not just limited to the input frequency, and the gain and
phase change applied by the system can depend on the frequency and amplitude of the input.
Weakly non-linear systems, such as those modelled with flame describing function or the G-
Equation for example, also have an input dependent gain and phase shift, but their main
output frequency will be the same as the input frequency (to first order, their response is
essentially linear).
From the amplitude of the Bode diagram in figure 3.3, we can see that each peak corresponds
to one of the organ-pipe modes of the system. We can represent each mode as a second order
transfer function (Morgans, 2009;Morgans and Stow, 2007) which is the simplest form for
a system capturing damped resonance phenomenon. The unstable mode which has resonant
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frequency 𝜔𝑛 = 57Hz can be expressed as:
𝐶so (𝑠) =
𝑝ref (𝑠)
𝑟 (𝑠) =
1
𝑠2 + 2𝜁𝜔𝑛𝑠+ 𝜔2𝑛
(3.4)
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(a) Bode diagram of a stable system, 𝜁 = 0.02.
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(b) Bode diagram of an unstable system, 𝜁 =
−0.02.
Figure 3.4: Bode diagram for 𝐶so (𝑠) with 𝜔𝑛 = 80/2𝜋Hz.
The Bode diagram for the response of the mono-modal system 𝐶so (𝑠) is shown in figure 3.4,
in both the stable (3.4(a), positive 𝜁) and the unstable case (3.4(a), negative 𝜁). In such a
linear system, a positive value of 𝜁 absorbs energy out of the system and dampens the system;
this leads to a decrease in phase of 180° around 𝜔𝑛, passing through −90° at the damped
frequency 𝜔 = 𝜔𝑑 = 𝜔𝑛
√︀
1− 𝜁2. A negative value of 𝜁 on the other hand feeds energy into
the system, making it unstable, and leads to an increase in phase of 180° around 𝜔𝑛. However,
for a transfer function analysis of a weakly non-linear system within limit cycle, the mode
has stopped growing, and so a positive value of 𝜁 is measured and will need to be manually
corrected.
Looking at the phase information for the system of figure 3.2, and because our system in
limit cycle appears as though it is stable, the Bode diagram figure 3.3(a) does indeed indicate
a decrease in 180° at 𝜔= 𝜔𝑑. This apparent stability is caused by non-linear effects having
saturated the growth, a phenomenon which is not captured in the second order model, or any
linear model. As such, if we were able to perform a transfer function analysis on the linear
growth section of the response, the phase change at 𝜔 = 𝜔𝑑 would appear as an increase in 180°
(of course, this is not possible in practice, as the growth rate of the linear instability does not
allow enough information to be recorded to conduct a spectral analysis). This point is very
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important when designing controllers for the observed linear instability: any Bode diagram
obtained from measurements within limit cycle will need to be manually corrected to ensure
that the phase value at 𝜔𝑑 increases by 180°. This manual correction to the phase is shown in
figure 3.3.
Although we are able to deduce the sign of 𝜁 by observing that the final limit cycle state
must have been the result of linear instability, we are unable to determine its value. Since 𝜁
governs the frequency rate of phase change, and the height of the gain peak, this leads to strong
uncertainty when conducting system identification for controller design. For completeness, and
although we know it to be inaccurate, we can approximate the value of the damping ratio from
the corrected Bode diagram in figure 3.3(a). Assuming that the damping ratio is small, and
therefore that 𝜔𝑑 ≈ 𝜔𝑛, we can compute the damping ratio from the height of the peak by
writing that 𝜁 ≈ ± 12 peak 𝜔2𝑛 where ‘peak’ is the absolute magnitude of the unstable mode and
the sign is determined from the phase shift. With 𝜔𝑛 = 57Hz, and a peak height obtained
from the corrected Bode diagram of peak = −30 dB, we obtain 𝜁 ≈ 0.005.
3.1.3 Transfer function of a controlled system
Active feedback controller
An active negative-feedback controller is added to stabilise the system presented in section
3.1.1. The actuation from the controller modifies the air mass flow rate by modifying the
velocity at the flame through the controller output 𝑢𝑐(𝑠)𝑢 , as shown in the block diagram in
figure 3.5.
Flame
𝐹 (𝑠)
Acoustics
𝑃 (𝑠)
𝑄′(𝑠)
𝑄
Acoustics
𝑉 (𝑠)
Controller
𝐾 (𝑠)
+𝑟 (𝑠) +𝑖 (𝑠)
𝜑′𝑟(𝑠)
𝜑𝑟 𝑝ref
−
𝑢′(𝑠)
𝑢
−
𝑢𝑐(𝑠)
𝑢
𝐶 (𝑠)
Figure 3.5: Block diagram representation of a controlled ducted flame combustor.
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This leads to a new transfer function for the closed loop system that we write as
𝐶cl (𝑠) =
𝑝ref (𝑠)
𝑟 (𝑠) =
𝐶 (𝑠)
1 + 𝐶 (𝑠)𝐾 (𝑠) (3.5)
In order to ensure that the system is stable, we look at the poles of the closed loop system.
It is clear that the closed loop pole appears when 𝐶 (𝑠)𝐾 (𝑠) = −1. It can be shown that
for unstable open loop systems 𝐶 (𝑠) 𝐾 (𝑠) with 𝑃 unstable poles, the closed loop system is
asymptotically stable if the Nyquist plot of the open loop system encircles the −1 point P
times in the counter clockwise direction (Murray and Aström, 2011). If we look at the
uncorrected Nyquist plot for the open loop system obtained in figure 3.3(b), it is clear that a
simple controller with a gain of value 𝐾 (𝑠) = 𝑘 = −100 would lead to a mirror image along
the imaginary axis of the previous Nyquist plot, with a enlarged loop. This would satisfy
the criteria of two counter-clockwise encirclements of the −1 points to stabilise the pair of
unstable poles. The results obtained after applying this type of control, where the controller
is activated at 𝑡 = 0.4 s, are shown in figure 3.6(a). Because we based our controller design on
results obtained from limit cycle, and without applying a shift of 180° at 𝜔 = 57Hz to correct
the phase, the controller further destabilises the combustor and the amplitude of oscillation is
larger than in figure 3.2.
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(a) Normalised fluctuating pressure obtained
after applying an incorrect gain controller:
𝐾 (𝑠) = 𝑘 = −100.
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(b) Normalised fluctuating pressure obtained
after applying a correct gain controller: 𝐾 (𝑠) =
𝑘 = 200.
Figure 3.6: Normalised fluctuating pressure for the closed loop system 𝐶cl (𝑠) under the effects
of a stabilising and destabilising controllers.
It is important to remind the reader that the standard implementations of Nyquist plots
do not always have a practical use in thermo-acoustic system where the number of poles is
infinite; if several of these poles are positive, and the system has several unstable modes, this
tool quickly becomes cumbersome to use.
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Correction of transfer function obtained from limit cycle
A new controller can be designed after taking into account the required 180° shift at the un-
stable frequency 𝜔 = 𝜔𝑑. However, the choice of the corrected (negative) 𝜁, and hence the
peak gain of the corrected system, are uncertain. Indeed, the gain shown in the Bode diagram
and Nyquist plot of figure 3.3 show gain information for the limit cycle only. Unfortunately,
there is no known way of obtaining the gain of the linear unstable system without first sta-
bilising it with a controller (Illingworth, 2011; Morgans and Dowling, 2007; Morgans
and Stow, 2007), or obtaining the full flame describing function (Noiray et al., 2008). We
guess that 𝜁 ≈ 0.016, or that the damping ratio in the linear regime is three times larger
than that obtained from limit cycle. This leads to a peak three times smaller in the Bode
diagram to the one measured in figure 3.3(a), and therefore a maximum radius of encirclement
for the unstable mode of the Nyquist plot also three times smaller. Because of the uncertainty
associated with our guess of 𝜁, we aim to find a controller which provides large phase and gain
margins. These margins indicate the amount of phase or gain change that can be applied to
the system before rendering it unstable. Because the encirclements each overlap the real axis
by a substantial amount in figure 3.3(b), we do not need to change the phase of the system with
our controller and choose to apply a proportional controller 𝐾 (𝑠) = 𝑘 = 200. The controller is
able to stabilise the system, and the results are shown in figure 3.6(b), where the controller is
activated at 𝑡 = 0.4 s. The steady state oscillations are the response to the modified white noise
perturbations that are imposed for the whole length of the simulation. The transfer function
of the open loop system with its controller, 𝐶 (𝑠)𝐾 (𝑠) = 𝑢𝑐(𝑠)𝑖(𝑠)𝑢 where 𝑖 (𝑠) = 𝑟 (𝑠) − 𝑢𝑐(𝑠)𝑢 , is
shown in figure 3.7. Since this transfer function is obtained from a stabilised system, both gain
and phase are accurate. From the Nyquist plot, we determine that this controller provides a
gain margin of approximately 1.7, and a phase margin of approximately 53°. Note that the
implementation of this simple gain controller is done in a numerical setting only, and does not
take into account the transfer functions and time lags induced by actuators in real systems.
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(b) Nyquist plot. The negative frequency plot
is dashed, and the dotted circle is the unit circle
used to find the gain margin.
Figure 3.7: Transfer function results obtained from a controlled system, for an open loop system
including both the controller and plant: 𝐶 (𝑠)𝐾 (𝑠).
It is possible to obtain the transfer function of the linearly unstable system from the data
obtained from the controlled and stabilised system 𝐶cl (Illingworth et al., 2010b;Morgans
and Dowling, 2007). Indeed, by writing that 𝑖 (𝑠) = 𝑟 (𝑠)− 𝑢𝑐(𝑠)𝑢 , we can re-obtain the Bode
diagram and Nyquist plot for 𝐶 (𝑠) = 𝑝ref(𝑠)𝑖(𝑠) , as shown in figure 3.8. In these results, spurious
noise due to non-linear effects has been removed, as the system remains in its linear regime
when controlled. The unstable mode now shows an increase of 180° at 𝜔 = 57Hz, indicating
unstable linear behaviour. We can now measure the correct value of the damping ratio from
the amplitude plot of figure 3.8, and obtain a value of 𝜁 = 0.018. This is a substantial increase
from the incorrect value of 𝜁 calculated from limit cycle, further emphasising the uncertainty
in controller design when conducting system identification from within limit cycle.
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Figure 3.8: Transfer function results obtained from stabilised system.
Some active adaptive controllers, such as S.T.R., do not require any plant identification
to be able to control the system. This would allow the linear system transfer function to
be obtained, and the instability to be controlled, without problems associated with transfer
functions obtained from limit cycle. This type of active controller is presented in the next
section.
3.2 Adaptive control of combustion instabilities
The previous section showed that obtaining an active controller using system identification
from limit cycle led to a large amount of uncertainty in the active controller design. Removing
the need for system identification would solve the problem of controller uncertainty. Adaptive
controllers have previously been shown to stabilise the instabilities exhibited by anchored
ducted flames (both modelled using the G-Equation and experimentally) from within limit
cycle. Furthermore, S.T.R. controllers, a specific kind of adaptive controllers, do not require
any system identification and therefore avoid any issues linked to system identification from
within limit cycle.
We call adaptive active control any form of controller where the controller parameters vary in
time. Take the example of the lead-lag compensator; its standard active control implementation
is obtained with a control plant defined as:
𝐾 (𝑠) = 𝑘1 (𝑠+ 𝑧𝑐)
𝑠+ 𝑧𝑐 + 𝑘2
(3.6)
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where 𝑧𝑐 is the zero of the plant, and 𝑘1 and 𝑘2 are the gains, all of which are chosen based on the
system that needs to be controlled. When transforming this to an adaptive active controller,
we allow the coefficients 𝑘1 (𝑡) and 𝑘2 (𝑡) to vary in time. S.T.R. adaptive controllers have been
found to achieve stabilisation well beyond the bounds for which the underlying Lyapunov theory
guarantees it (Dowling and Morgans, 2005; Evesque et al., 2000; Evesque et al., 2003;
Morgans and Annaswamy, 2008). It is therefore interesting to investigate whether time
variation in the acoustic discontinuity location poses any complications when implementing
adaptive control of this form. The theory underpinning S.T.R.s will be derived in this section,
before being applied to the model involving time varying acoustic discontinuities, as presented
in section 2.3.
3.2.1 Background theory for Self Tuning Regulator adaptive controllers
We write our adaptive lead-lag compensator 𝐾 (𝑠) as
𝐾 (𝑠) = 𝑣𝑐 (𝑠)
𝑝ref (𝑠)
= 𝑘1 (𝑡) (𝑠+ 𝑧𝑐)
𝑠+ 𝑧𝑐 + 𝑘2 (𝑡)
(3.7)
where 𝑧𝑐 determines our controller zero, 𝑘1 (𝑡) and 𝑘2 (𝑡) are our adaptive coefficients, and 𝑣𝑐
represents the actuated variable; this is typically air or fuel mass flow rate when dealing with
combustion instabilities. It is important to note that the mixed notation involving both time
and the spectral transform of time 𝑠 is justified, as the time scale or 𝑘1 (𝑡) and 𝑘2 (𝑡) is much
greater that the period of oscillation of the instability of 𝐶 (𝑠) (Evesque et al., 2003).
State-space formulation
With the controller structure presented above, we can re-express the value of our controller
output after some trivial manipulation as:
𝑣𝑐 (𝑠) = 𝑘1 (𝑡) 𝑝ref (𝑠)− 𝑘2 (𝑡) 𝑣𝑐 (𝑠)
𝑠+ 𝑧𝑐
(3.8)
The adaptive controller applied to the plant 𝐶 (𝑠) is shown in figure 3.9 (Illingworth et al.,
2010a).
The objective for the moment is to re-express our controlled system in a matrix form that
will be easier to work with when deriving the update laws for 𝑘1 (𝑡) and 𝑘2 (𝑡). Thus we write
our controlled combustor system in state space formulation and obtain the system of equations:
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Plant
𝐶 (𝑠)
1
𝑠+𝑧𝑐𝑘2 (𝑡)
+𝑟 (𝑠) + 𝑣𝑐 (𝑠)
𝑘1 (𝑡)
𝑝ref (𝑠)
+
𝑉 (𝑠)
−
Figure 3.9: Block diagram representation of a adaptive lead-lag phase compensator applied to
the plant 𝐶 (𝑠).
𝜕x
𝜕𝑡
= ax (𝑡) + b𝑣𝑐 (𝑡) (3.9a)
𝑝ref (𝑡) = cᵀx (3.9b)
where the matrices a,b and c are for the moment unknown, and x represents the states of the
plant 𝐶 (𝑠). Using eq. (3.8) we can express 𝑣𝑐(𝑡) as:
𝑣𝑐 (𝑡) = 𝑘1 (𝑡) 𝑝ref (𝑡)− 𝑘2 (𝑡)𝑉 (𝑡) (3.10)
where 𝑉 (𝑡) = L−1
(︁
𝑣𝑐(𝑠)
𝑠+𝑧𝑐
)︁
, with L−1 indicating the inverse Laplace transform. The expression
above can be rewritten in matrix form as:
𝑣𝑐 (𝑡) = kᵀd (3.11)
with k =
(︃
𝑘1 (𝑡)
𝑘2 (𝑡)
)︃
and d =
(︃
𝑝ref (𝑡)
−𝑉 (𝑡)
)︃
.
Controller coefficient update rules
The only additional computation that needs to be implemented in adaptive control, when
compared to standard active control methods, is the computation of the new values of 𝑘1(𝑡)
and 𝑘2(𝑡) at each simulation iteration using update rules.
Lyapunov Stability The objective here is to make sure that the update rules for 𝑘1 (𝑡) and
𝑘2 (𝑡) guarantee the Lyapunov stability of the closed loop system. This is determined by
the Lyapunov stability criterion, that guarantees uniform asymptotic stability of the closed
3.2 Adaptive control of combustion instabilities 73
loop system, if there exists a Lyapunov scalar function 𝑉𝑙(𝑥,𝑡) which meets the following
requirements (Narendra et al., 2009):
1. 𝜕𝑉𝑙𝜕𝑡 and
𝜕𝑉𝑙
𝜕𝑥 are continuous;
2. 𝑉𝑙 (0,𝑡) = 0
3. 𝑉𝑙 (𝑥,𝑡) is positive definite (i.e. 𝑉𝑙 (𝑥,𝑡) > 0 for 𝑥 > 0 and 𝑡 > 0), and can therefore be
viewed as a measure of system energy;
4. 𝜕𝑉𝑙𝜕𝑡 is negative definite (i.e.
𝜕𝑉𝑙
𝜕𝑡 (𝑥,𝑡) < 0 for 𝑥 > 0 and 𝑡 > 0), such that this associated
energy function is guaranteed to decay in time;
5. 𝑉𝑙 (𝑥,𝑡) is radially unbounded, i.e. 𝑉𝑙 (𝑥,𝑡)→∞ as 𝑥→∞
In summary, if we are able to impose a controller with update rules such that the above condi-
tions are satisfied, then the closed loop system will be Lyapunov stable. The next paragraphs
deal with finding update rules which verify the existence of a Lyapunov function.
Strict positive realness of 𝐶cl (𝑠) and the Meyer-Kalman-Yakubovich (M.K.Y.) lemma Of
course, S.T.R. adaptive controllers are not magical devices which can stabilise any kind of
system. There are a set of criteria which need to be verified for S.T.R.s to be expected to
work effectively, and most of those revolve around the general requirement that the closed
loop transfer function of the controlled system 𝐶cl (𝑠) needs to be strictly positive real. In
practice, this is true if the following conditions are met (Evesque et al., 2003; Morgans and
Annaswamy, 2008; Narendra et al., 2009):
• 𝐶cl (𝑠) must have no right half plane zeros
• The high frequency gain of 𝐶cl (𝑠) must be positive; this can always be achieved by
varying the input (Illingworth, 2010; Illingworth et al., 2010b).
• R (𝐶cl (𝑠)) > 0, which means that the phase of 𝐶cl (𝑠)) must lie between −𝜋2 and 𝜋2 , or in
other words that the relative degree of 𝐶cl (𝑠) must be smaller or equal to 1 (Evesque
et al., 2000; Narendra et al., 2009).
The strict positive realness of the 𝐶cl (𝑠) system is important, as our derivation of the
adaptive coefficient update rules employs the properties of the M.K.Y. lemma. This lemma
states that if the system 𝐶cl (𝑠) written in state space as eq. (3.9), is strictly positive real, then
we can write:
aᵀP+Pa = −q (3.12a)
Pb = c (3.12b)
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where P and q are a positive definite symmetric matrices. This lemma, although not appearing
immediately interesting, is of great importance when deriving the coefficient update rules; that
is why it is paramount that 𝐶cl (𝑠) be strictly positive real, and the M.K.Y. lemma remain
valid.
Conditions on the open loop plant 𝐶 (𝑠) The previous paragraph showed that the closed loop
plant 𝐶cl (𝑠) must remain strictly positive real, and listed the conditions for that to be verified.
However, when attempting to stabilise a combustor, we do not have access to the closed loop
plant. The requirements on 𝐶cl (𝑠) can be re-expressed for 𝐶 (𝑠):
• 𝐶cl (𝑠) must have no right half plane zeros: as shown in (3.5), feedback control only
changes the poles of a system, and not the zeros (the denominator is either a sum or a
subtraction depending on the type of feedback). Therefore the open loop system 𝐶 (𝑠)
must have no right half plane zeros either. Evesque et al. (2003) states that the open
loop transfer function of many longitudinal combustors have no right half plane zeros.
However, even when the system contains right half plane zeros for which we know the
location, modifications to the S.T.R. algorithm allowing for time delays can be used to
stabilise the system (Morgans and Annaswamy, 2008; Niculescu et al., 2003).
• The high frequency gain of 𝐶cl (𝑠) must be positive: feedback control does not affect the
sign of the high frequency gain; the high frequency gain of 𝐶 (𝑠) must also be positive.
• The relative degree of 𝐶cl (𝑠) must be smaller or equal to 1: both open loop and closed
loop system have the same relative degree, and so the relative degree of 𝐶cl (𝑠) must also
not be larger than 1.
Deriving the update rules The objective of this paragraph is to present the form of 𝑉𝑙 (𝑥,𝑡),
written as a function of k so that all of the conditions specified in section 3.2.1 hold true. In
this instance, we assume that 𝐶cl (𝑠) is strictly positive real, and therefore the M.K.Y. lemma
can be applied.
Lets first start off by verifying items 2 and 3. We can chose the function 𝑉𝑙 (𝑥,𝑡) to be written
as:
𝑉𝑙 (𝑥,𝑡) = xᵀPx+
1
|𝑔|k
ᵀk (3.13)
where |𝑔| is the sign of the high frequency gain. Since the M.K.Y. lemma holds true, P is
positive definite symmetric, and therefore 𝑉𝑙 (𝑥,𝑡) is positive definite. Similarly, it is clear that
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𝑉𝑙 (0,𝑡) = 0 if kᵀk = 0, or in other words if we assume that the controller coefficients remain 0
(no controller is applied) when the system is unperturbed.
We can now move on to determining the conditions of validity of point 4. The bulk of
the derivation is presented in appendix B, and makes use of equations (3.9a), (3.11) and the
M.K.Y. lemma in the time derivative of equation (3.13). This yields:
𝜕𝑉𝑙 (𝑥,𝑡)
𝜕𝑡
= −xᵀqx+ 2kᵀ
(︃
𝑝refd+
𝑑k
𝑑𝑡
|𝑔|
)︃
(3.14)
We can see that −xᵀqx is negative definite when x ̸= 0. Therefore, if 𝑝refd+
𝑑k
𝑑𝑡
|𝑔| = 0,
𝜕𝑉𝑙(𝑥,𝑡)
𝜕𝑡
is also negative definite. Writing this gives us the update rules:
𝑑k
𝑑𝑡
= −|𝑔|𝑝refd (3.15)
Implementation Assuming that our closed loop system has no right half plane zeroes (Evesque
et al., 2003;Morgans and Annaswamy, 2008), and that its relative degree is smaller or equal
to one (Evesque et al., 2000; Narendra et al., 2009), then there exists a Lyapunov function
which will ensure system stability of the equivalent linear system if the following update rules
are used:
𝑑𝑘1(𝑡)
𝑑𝑡
= −𝑔1𝑝ref (𝑡)2 (3.16a)
𝑑𝑘2(𝑡)
𝑑𝑡
= 𝑔2𝑝ref(𝑡)𝑉 (𝑡) (3.16b)
where 𝑔1,𝑔2 are the adaptation rates of the updates rules, chosen to ensure good controller co-
efficient convergence rates, and positive high frequency gains of the closed loop system (Illing-
worth et al., 2010a), and 𝜕𝑉𝜕𝑡 = −𝑧𝑐𝑉 (𝑡)+𝑣𝑐 (𝑡) which should be solved using a finite difference
scheme, where 𝑉 (𝑡 = 0) = 0 for no initial controller output. The controller in eq. (3.10) has
been expressed for continuous time; the Tustin transform must still be used to re-express the
controller from spectral form (previously given as eq. (3.8)) to discrete time form.
3.2.2 Application to limit cycle systems with moving acoustic discontinuity
The S.T.R. control method proposed above is theoretically guaranteed to stabilise combustors
obeying the set of general criteria specified in section 3.2.1. It has however been shown to
provide stabilisation even when these criteria are not fully met (e.g. for systems with small
time delays) (Dowling andMorgans, 2005; Evesque et al., 2000; Evesque et al., 2003). We
76 3 Active control of combustion instabilities
now wish to determine the performance of these S.T.R. controllers with the added complexity
of a moving acoustic discontinuity. Adaptive control will be applied by measuring the acoustic
pressure in the tube at a point 𝑥𝑟𝑒𝑓 and injecting and modifying the acoustic velocity upstream
of the combustor at position 𝑥𝑢.
The adaptive controller was applied to the test cases presented in section 2.4. For test
cases 1 and 2, the system is already stable when 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡). The adaptive control in this
case simply accelerates convergence. From Figure 3.10 we can see that the S.T.R. algorithm
converged the adaptive control coefficients 𝑘1 and 𝑘2 to comparable values for both the 𝑥𝑏 = 𝑥𝑓
and 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡) configurations, and for all three test cases, with the greatest difference
appearing in test case 3.
The small difference between the adaptive controller coefficients for the moving discontinuity
and fixed discontinuity cases clearly shows that the moving acoustic discontinuity only has a
very limited impact on the applicability of adaptive controllers to the system.
3.2 Adaptive control of combustion instabilities 77
0 0.5 1 1.5 2−1
−0.5
0
0.5
1 ·10
−2
Time [s]
𝑝
re
f/
𝑝
+
∞
en
ve
lo
pe
(a) Normalised envelope of acoustic pressure 𝑝ref ,
test case 1.
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(b) Controller coefficients, test case 1; dashed
lines indicate 𝑘2 (𝑡)
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(c) Normalised envelope of acoustic pressure 𝑝ref ,
test case 2.
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(d) Controller coefficients, test case 2; dashed
lines indicate 𝑘2 (𝑡)
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(e) Normalised envelope of acoustic pressure 𝑝ref ,
test case 3.
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(f) Controller coefficients, test case 3; dashed
lines indicate 𝑘2 (𝑡)
Figure 3.10: Adaptive control results for test cases 1, 2 and 3; 𝑥𝑏 = 𝑥𝑓 ; 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡);
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3.3 Transfer function analysis and control conclusions
In this chapter we looked at the different strategies which could be implemented to control
combustion instabilities. In a first section, we showed that designing a plant based feedback
controller from data obtained from limit cycle is hazardous. Indeed, the non-linear behaviour
of the system whilst it is in limit cycle hinders the measurement of the underlying linearly
unstable system which we wish to control. Because of this, transfer functions obtained from
limit cycle are noisy, and do not yield the gain and phase of the linearly unstable system. We
have shown, however, that the phase information thus obtained can be accurately corrected to
provide information for the linearly unstable system. The gain of the linear system remains
unknown, and therefore the design of a plant based controller must allow for a sufficiently
large phase and gain margin. An alternative to plant based control lies with adaptive control
methods. S.T.R. controllers were shown to perform well on systems with a moving acoustic
discontinuity. They were able to stabilise the unstable system from limit cycle, and without
the need for a system identification.
CHAPTER 4
Flame modelling in the presence of hydrodynamics: theory
The G-Equation model is a popular semi-empirical model which captures only kinematic effects
of the flame, as explained in section 1.2.2. Furthermore, its usual implementation does not ac-
count for the hydrodynamic field around the flame. For example, Darrieus-Landau instabilities
are due to an interaction of the hydrodynamics around the flame, and the flame shape itself.
They are caused by wrinkling of the flame due to curving streamlines on either side of the
flame (Searby, 2004b). Because these effects occur in the hydrodynamic zone, they cannot
be captured by the standard G-Equation implementation, but are likely to interact with, and
affect, thermoacoustic instability (Zhao and Chow, 2013).
We present in this chapter the derivation of a new linearised asymptotic expansion based
method for modelling thermoacoustic instabilities of bluff body anchored flames. This method,
based on the work of Wu and Moin (2010), allows us to include the effect of hydrodynamic
instabilities, such as the Darrieus-Landau instability. There have already been some attempts
to include the effects of hydrodynamics in combustor modelling, such as modelling the hydro-
dynamic effects around a propagating flame without acoustics (Altantzis et al., 2012), and
capturing intrinsic flame instabilities. Modelling hydrodynamics whilst taking into account
the propagation of acoustic waves in the duct has also recently been undertaken, in both the
case of a heating element heat source (Mariappan et al., 2011), and a freely propagating
flame (Assier et al., 2014). However, to the knowledge of the author, this is the first attempt
at modelling combustion instabilities semi-analytically, in a way which fully accounts for the
acoustic and hydrodynamic features of the flow around an anchored flame.
Incorporating and solving for the extra hydrodynamic region presents a new hurdle as the
hydrodynamic flow is two dimensional, non-linear, and is coupled with the flame (section 4.1).
However, under the assumption of small hydrodynamic amplitudes, the system of hydrody-
namic equations can be reduced to one equation and one variable using spectral transforma-
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tions, and solved in a semi analytical form (section 4.3). This method has been presented in
Wu and Moin (2010) and implemented with acoustics in Assier et al. (2014), in the context
of a freely propagating flame. In the anchored case that will be presented here, the one di-
mensional acoustic velocity field does not only translate the flame in the duct, but also causes
deformation and displacement of the flame. This adds further complexity to the problem as
under the resolution methodology used here to account for the presence of hydrodynamics, we
cannot apply the standard G-Equation anchoring methods.
4.1 Modelling approach
The phenomena occurring in a long and thin combustor of length 𝑙, height ℎ and unit width
involves very large length scales and velocities when studying acoustics, as well as very small
length scales in the flame reaction process (Matkowsky et al., 1979; Wu, M. Wang, et
al., 2003). Because of this, the combustor can be divided, through asymptotic expansion,
into separate regions based on their respective characteristic length scales, with compatibility
conditions imposed at the boundaries (Matkowsky et al., 1979). As such, we divide our
combustor into an acoustic region, a hydrodynamic region, and a flame region (Matalon and
Matkowsky, 1982; Wu, M. Wang, et al., 2003), as shown in figure 4.1 where the flame is
anchored to a flame holder on the centreline of the duct. As previously, the − and + indices
indicate the flow variables upstream and downstream of the flame, respectively. The −∞
subscript is used for variables far upstream.
The regions involved can be described as follows:
Acoustic region In the acoustic region, perturbations are entirely due to plane acoustic waves
propagating at the speed of sound (Dowling, 1999). These lead to low frequency oscillations
characterised by large lengths scales of order O
(︀
ℎ
𝑀
)︀
, where the Mach number 𝑀= 𝑢−∞√︀
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Figure 4.1: Diagram of the different combustor regions.
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is small, and 𝑝−∞,𝑢−∞ and 𝜌−∞ are the pressure, velocity and density far upstream. The
smaller hydrodynamic region is represented by a simple discontinuity within the acoustic region.
Hydrodynamic region The hydrodynamic region captures the two-dimensional effects of the
flame on the flow, and has a length scale O (ℎ) (Wu, M. Wang, et al., 2003). The flow field
in this region results from the superposition of plane acoustic waves and the two-dimensional
hydrodynamic flow. To ensure compatibility, the hydrodynamic field converges to zero at the
interface between the hydrodynamic and acoustic regions when there is no upstream vorticity,
and the acoustic field is assumed invariant due to the small relative size of the hydrodynamic
region. The hydrodynamic region is considered adiabatic, and the flame itself is represented by
a simple discontinuity within the hydrodynamic region (Matalon and Matkowsky, 1982).
Flame region The flame region is the region in which the combustion process and thermal
diffusion occur. Its characteristic length scale is the smallest of the three asymptotic regions
and is of order O (𝑑), with the intrinsic thickness of the flame given by the ratio of flame
thermal diffusivity 𝐷th and the laminar steady flame velocity 𝑑= 𝐷th𝑆𝑢 . The laminar steady
flame velocity 𝑆𝑢 is the velocity at which a flat freely propagating flame would propagate
through un-burnt fluid without any other external perturbations. The flame region is used to
derive the acoustic and hydrodynamic jumps across the flame, as well as the equation governing
the flame motion, from the equation of conservation of energy and the transport equation. The
jump and flame equations will not be derived in this thesis but can be found in Matalon and
Matkowsky (1982) and Wu, M. Wang, et al. (2003).
It can be useful to represent the combustor as a cascade of three duct regions, each with
their respective length scale, as shown in figure 4.2. This representation helps to understand
the asymptotic expansion approach, and clearly identify the different equations that must be
solved for each region.
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Figure 4.2: Schematic representation of the combustor length scales.
4.2 Derivation of the non-linear equations
4.2.1 Non-dimensionalisation
The next sections will present the governing equations for each region. These will be given as
a function of non-dimensional terms. We non-dimensionalise:
• The space variables (𝑥,𝑦) by the height of the combustion duct: ℎ2𝜋 .
• The flow velocities u = (𝑢,𝑣) by the upstream mean flow velocity 𝑢−∞. This breaks
from the normalisation used in Wu, M. Wang, et al. (2003), as the flame now remains
attached and sees a relative flow velocity 𝑢−∞. Whilst this has the advantage of returning
the definition of the Mach number to one that the engineering community is familiar with,
it also limits this analysis to cases where 𝑢−∞ ̸= 0.
• The time 𝑡 by the duct height over the steady laminar flame speed ℎ2𝜋𝑢−∞ . The additional
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2𝜋 factor will simplify the expression of the Fourier series used later in the chapter.
• The density 𝜌 by the mean flow density far upstream 𝜌−∞.
• The temperature 𝜃 by the mean flow temperature far upstream 𝜃−∞.
• We define the pressure as 𝑝 = 𝑝−∞+𝑝*𝜌−∞𝑢2−∞ where 𝑝* is the non-dimensional pressure
fluctuation which only captures the gauge pressure (Wu, M. Wang, et al., 2003).
• The flame thickness is non-dimensionalised by the duct height, such that 𝑑 = ℎ𝛿2𝜋 , where
𝛿 is the non-dimensional flame thickness. We introduce the variable D = 𝛿 𝑆𝑢𝑢−∞ which
follows from our choice of velocity normalisation, and which will help in the simplification
of the following equations.
• The rate of reaction 𝛺 is non-dimensionalised by 2𝜋𝜌−∞𝑢−∞Dℎ .
• The heat release 𝑞 in degrees Kelvin (not to be confused with the heat release rate 𝑄
used in previous sections) is non-dimensionalised by the upstream temperature 𝜃−∞.
• The thermal conductivity 𝜅 is non-dimensionalised by 𝑐𝑝𝜌−∞𝐷th such that 𝜅* = 1, where
𝑐𝑝 is the specific heat capacity at constant pressure.
Applying the above to the standard Navier-Stokes (N.S.) equations yields the non-dimensional
governing equations, where * denotes the non-dimensional variables:
𝜕𝜌*
𝜕𝑡
+∇ · (𝜌*u*) = 0 (4.1a)
𝜌*
(︂
𝜕u*
𝜕𝑡
+ u* · ∇u*
)︂
= −∇𝑝* + DPr
(︂
∇2u* + 13∇ (∇ · u
*)
)︂
(4.1b)
𝜌*
(︂
𝜕𝜃*
𝜕𝑡
+ u* · ∇𝜃*
)︂
= D𝑞*𝛺* + D𝜅∇2𝜃* + (𝛾 − 1)𝑀2
(︂
𝜕𝑝*
𝜕𝑡
+ u* · ∇𝑝*
)︂
(4.1c)
1 + 𝑝*𝛾𝑀2 = 𝜌*𝜃* (4.1d)
4.2.2 Switching to the “flame” frame of reference
To simplify the analysis of a moving flame discontinuity in the duct, the coordinate variables
will be modified such that (𝑥,𝑦,𝑡) → (G,𝜂,𝜏) in two dimensions, where G = 𝑥 − 𝜉 (𝑦,𝑡) and 𝜉
defines the axial position of the flame, 𝑦 = 𝜂 and 𝑡 = 𝜏 . With this change of variables, the flame
discontinuity appears as a straight line in the hydrodynamic region, as shown in figure 4.3.
Using the above change of variable, and dropping the *, the equations (4.1a) through (4.1c)
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Figure 4.3: Diagram of the hydrodynamic region with modified coordinate variables
become in non-dimensional form:
𝜕𝜌
𝜕𝜏
+ 𝜕𝜌𝑠
𝜕G
+ 𝜕𝜌𝑣
𝜕𝜂
= 0 (4.2a)
𝜌
(︂
𝜕𝑢
𝜕𝜏
+ 𝑠𝜕𝑢
𝜕G
+ 𝑣𝜕𝑢
𝜕𝜂
)︂
= − 𝜕𝑝
𝜕G
+ O (D) (4.2b)
𝜌
(︂
𝜕𝑣
𝜕𝜏
+ 𝑠 𝜕𝑣
𝜕G
+ 𝑣𝜕𝑣
𝜕𝜂
)︂
= 𝜕𝑝
𝜕G
𝜕𝜉
𝜕𝜂
− 𝜕𝑝
𝜕𝜂
+ O (D) (4.2c)
𝜌
(︂
𝜕𝜃
𝜕𝜏
+ 𝑠 𝜕𝜃
𝜕G
+ 𝑣 𝜕𝜃
𝜕𝜂
)︂
= (𝛾 − 1)𝑀2
(︂
𝜕𝑝
𝜕𝜏
+ 𝑠 𝜕𝑝
𝜕G
+ 𝑣 𝜕𝑝
𝜕𝜂
)︂
+ O (D) (4.2d)
where O (D) represents terms of same length scale as the flame, and the velocity 𝑠 is written
as 𝑠 = 𝑢 − 𝑣 𝜕𝜉𝜕𝜂 − 𝜕𝜉𝜕𝜏 . Note that 𝜕𝜉𝜕𝜏 in the term 𝑠 accounts for the corrective pseudo forces in
the moving frame of reference described by the flame motion when 𝜕𝜉𝜕𝜏 ̸= 0.
4.2.3 Acoustic region: Linearised acoustics
The governing equations for the acoustic region are obtained from the general non-dimensional
equations (4.2a) through (4.2d) using the following assumptions:
• The combustor is long and thin, so the plane wave assumption is valid. Also, because of
the length of the acoustic region when compared to the hydrodynamic region, a “stretch-
ing" is applied to the acoustic variables and we write the acoustic axial variable as
G˜ = 𝑀G, and neglect terms of order O (𝑀) (Wu, M. Wang, et al., 2003). This will
justify the assumption of invariant acoustic fields in the hydrodynamic region analysis.
• The velocity, pressure and density variables can be linearised and written as the sum of
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a steady uniform mean, and a small fluctuation, such that we can write:
𝑢 = 1
𝑀
U+ 𝑢𝑎 𝑣 = 0 (4.3a)
𝑝 = 1
𝑀
𝑝𝑎 + 𝑝 𝜌 = 𝜌+𝑀𝜌𝑎 (4.3b)
𝜃 = 𝜃 +𝑀𝜃𝑎 (4.3c)
From compatibility, we have 𝜌− = 𝜌−∞, 𝑝− = 𝑝−∞ and 1𝑀U− = 𝑢− = 𝑢−∞. The
expansion of variables given above stems from the application of the method of matched
asymptotics, in which different regions must be scaled or magnified (in this case by
writing G˜ = 𝑀G) in order for the solution of the asymptotic expansion to be valid
in both the acoustics and hydrodynamic regions. Once the scaling has been applied,
the variables can be expanded as functions of the asymptotic variable (here 𝑀); the
expansion itself is nothing more than an educated guess, with the objective of conserving
terms in the asymptotically expanded equations that will have a strong physical impact
on the final behaviour of the system. In the expansion given by Wu, M. Wang, et al.
(2003), the mean flow is considered to have a negligible effect on the final system, and
so 𝑢 = 𝑢 + 𝑢𝑎; this leads to the mean flow terms being neglected in the asymptotically
expanded acoustics governing equations. In this thesis, the 1𝑀 factor is added to the mean
flow to ensure that mean flow effects are conserved within the acoustic region, opening
up a viable path for implementing entropy wave modelling in the future (Nicoud and
Wieczorek, 2009) (see section 2.1.3).
• Using an asymptotic expansion for small D, all terms of order O (D) are neglected, in-
cluding the viscous effects.
• From the linearised state equation 4.1d we have 𝜃𝑎 = 𝑝𝑎𝛾−𝜃𝜌𝑎𝜌 . Using this in the energy
equation 4.2d re-expressed for the acoustic region, and knowing that 𝜃𝜌 = 1+O (𝑀), we
obtain 𝜌𝑎 = 𝜌𝑝𝑎 to order O (𝑀).
Using the above assumptions, the obtained linearised acoustic equations are:
𝜌
(︂
𝜕𝑢𝑎
𝜕𝜏
+ U±
𝜕𝑢𝑎
𝜕G˜
)︂
= −𝜕𝑝𝑎
𝜕G˜
(4.4a)
𝜕𝑝𝑎
𝜕𝜏
+ 𝜕𝑢𝑎
𝜕G˜
+ U±
𝜕𝑝𝑎
𝜕G˜
= 0 (4.4b)
These equations are valid in the acoustic region only, and can be solved using the method
of characteristics (Dowling, 1997) (see section 2.1.1). The jump across the hydrodynamic
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region must still be determined to solve this system of equations across the flame.
4.2.4 Hydrodynamic region: incompressible Euler equations
In previous works (Assier et al., 2014; Wu and Law, 2009; Wu and Moin, 2010; Wu, M.
Wang, et al., 2003), the configurations studied corresponded to freely propagating flames in a
combustor. For those cases, the direct effects of acoustics on the flame was to modify the mean
position of the flame in the duct. The thermo-acoustic coupling effect was then captured in
the acoustic jump terms J𝑢𝑎K and q𝜕𝑢𝑎𝜕𝜏 y present in the hydrodynamic governing equations and
jumps. This allowed for a rather simpler form of the hydrodynamic equations, by separating
the convective effects due to mean flow and acoustics, and the flame deforming effects due to
hydrodynamics.
In the work presented here, the flame is anchored to a flame holder at a fixed point in the
duct. In this configuration, the flame anchoring boundary condition is dependent on acoustic
perturbations at the flame. Therefore the acoustic perturbation participates in the deformation
of the flame, and the thermo-acoustic coupling also occurs through the anchoring boundary
condition.
Under these conditions, the governing equations for the hydrodynamic region are obtained
from the general non-dimensional conservation of mass and momentum equations, using (G,𝜂,𝜏)
coordinate variables and the following assumptions:
• Using asymptotic expansion, all terms of order O (D) are neglected. This leads to uniform
density either side of the flame in the hydrodynamic region such that (Matalon and
Matkowsky, 1982; Pelce et al., 1982):
𝜌−∞ = 𝜌− = 𝜌− = 1, 𝜌+ = 𝜌+ =
1
1 + 𝑞 (4.5)
• Using asymptotic expansion, all terms of order O (𝑀) are neglected.
• As discussed, fluctuations are caused by both hydrodynamic effects (which vary in space)
and acoustic waves (which are assumed constant in this region either side of the flame).
This yields the general decomposition in the hydrodynamic region (Mariappan et al.,
2011; Wu, M. Wang, et al., 2003):
𝑢 = 𝑢± + 𝑢𝑎 (0±,𝜏) + 𝑢ℎ (G,𝜂,𝜏) + U±
ˆ 𝜏
0
𝜕 𝑢𝑎|0±
𝜕G˜
𝑑𝜏 (4.6a)
𝑝 = 1
𝑀
𝑝𝑎 (0,𝜏) + 𝑝± +
𝜕𝑝𝑎
𝜕G˜
(0±,𝜏)G+ 𝑝ℎ (G,𝜂,𝜏) +
𝜕𝑝𝑎
𝜕G˜
(0±,𝜏) 𝜉 (4.6b)
𝑣 = 𝑣ℎ (G,𝜂,𝜏) (4.6c)
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The above stems directly from eq. (4.3), with additional terms enforced by the hydrody-
namics and the presence of mean flow in the acoustics equations.
Inserting (4.6) into (4.2a) through (4.2c), and using the assumptions listed above as well as
eq. (4.4a), the governing equations for the adiabatic hydrodynamic region yield:
𝜕𝑢ℎ
𝜕G
+ 𝜕𝑣ℎ
𝜕𝜂
= 𝜕𝑣ℎ
𝜕G
· 𝜕𝜉
𝜕𝜂
(4.7a)
𝜌±
(︂
𝜕𝑢ℎ
𝜕𝜏
+ 𝑠ℎ
𝜕𝑢ℎ
𝜕G
+ 𝑣ℎ · 𝜕𝑣ℎ
𝜕𝜂
)︂
= −𝜕𝑝ℎ
𝜕G
(4.7b)
𝜌±
(︂
𝜕𝑣ℎ
𝜕𝜏
+ 𝑠ℎ
𝜕𝑣ℎ
𝜕G
+ 𝑣ℎ · 𝜕𝑣ℎ
𝜕𝜂
)︂
= −𝜕𝑝ℎ
𝜕𝜂
+ 𝜕𝜉
𝜕𝜂
𝜕𝑝ℎ
𝜕G
(4.7c)
where we have
𝑠ℎ = 𝑢± + 𝑢𝑎|0± + 𝑢ℎ + U±
ˆ 𝜏
0
𝜕 𝑢𝑎|0±
𝜕G˜
𝑑𝜏 − 𝑣ℎ · 𝜕𝜉
𝜕𝜂
− 𝜕𝜉
𝜕𝜏
(4.8)
4.2.5 Flame region: jump equations and flame equation
The flame equation and jump conditions are derived from the analysis of the chemical species
transport equation and the conservation of energy equation for a simple one step reaction.
Jumps across the flame
The jumps across the flame region are obtained from an asymptotic study of the flame region.
This is done by matching expansions of variables conducted inside (with stretching) and outside
of the flame region, whilst assuming that the activation energy of the flame is large and the
thickness of the flame is small (Matalon and Matkowsky, 1982; Wu, M. Wang, et al.,
2003). The obtained equations are given as:
[𝑢] = 𝑆𝑢𝑞
1√︂
1 +
(︁
𝜕𝜉
𝜕𝜂
)︁2 , [𝑣] = −𝑆𝑢𝑞
𝜕𝜉
𝜕𝜂√︂
1 +
(︁
𝜕𝜉
𝜕𝜂
)︁2 , [𝑝] = −𝑆𝑢2𝑞 (4.9)
where the jumps across the flame region (in the asymptotic sense) are indicated as [𝑎] = 𝑎+−𝑎−.
Using eq. (4.9), and the variables expansion proposed in eq. (4.6), we can separate the jump
components into their acoustic and hydrodynamic components (Clavin and Pelce, 1990;
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Matalon and Matkowsky, 1982; Wu, M. Wang, et al., 2003):
[𝑝ℎ] (𝜂,𝜏) = −
s
𝜕𝑝𝑎
𝜕G˜
{
· 𝜉, (4.10a)
[𝑣ℎ] (𝜂,𝜏) = −𝑆𝑢𝑞
𝜕𝜉
𝜕𝜂√︂
1 +
(︁
𝜕𝜉
𝜕𝜂
)︁2 (4.10b)
[𝑢ℎ] (𝜂,𝜏) = 𝑆𝑢𝑞
⎛⎜⎜⎝ 1√︂
1 +
(︁
𝜕𝜉
𝜕𝜂
)︁2 −
⟨√︃
1 +
(︂
𝜕𝜉
𝜕𝜂
)︂2⟩
𝜂
⎞⎟⎟⎠ (4.10c)
J𝑝𝑎K = 0, (4.11a)
J𝑢𝑎K (𝜏) = 𝑆𝑢𝑞⟨
√︃
1 +
(︂
𝜕𝜉
𝜕𝜂
)︂2⟩
𝜂
− [𝑢]−
t
U±
ˆ 𝜏
0
𝜕 𝑢𝑎|0±
𝜕G˜
𝑑𝜏
|
(4.11b)
[𝑝] = −𝑆𝑢2𝑞, [𝑢] = 𝑆𝑢𝑞
⟨√︃
1 +
(︂
𝜕𝜉
𝜕𝜂
)︂2⟩
𝜂
(4.12)
[︀
𝜃
]︀
= 𝑞, [𝜌] = − 𝑞1 + 𝑞 (4.13)
Note that acoustic variables are considered invariant in the hydrodynamic region, and there-
fore acoustic jumps across the flame are equivalent to acoustic jumps across the flame and
hydrodynamic region. Furthermore ⟨𝑎⟩𝜂 indicates the average over 𝜂, and 𝜉 is the steady flame
shape.
Flame Equation
The flame equation involves flow variables evaluated just before the flame, and is given as
(Matalon and Matkowsky, 1982):
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𝜕𝜉
𝜕𝜏
= 𝑢− + 𝑢𝑎|0− + 𝑢ℎ|0− + U−
ˆ 𝜏
0
𝜕 𝑢𝑎|0−
𝜕G˜
𝑑𝜏
− 𝑣ℎ|0−
𝜕𝜉
𝜕𝜂
− 𝑆𝑢
√︃
1 +
(︂
𝜕𝜉
𝜕𝜂
)︂2
(4.14)
𝑆𝑢 is the variable burning velocity of the flame. It corresponds to the speed at which a
laminar flame would freely propagate into a reactant rich flow, and includes curvature effects.
It is defined by (including terms of order O (D))
𝑆𝑢 = 𝑆𝑢 +
1√︂
1 +
(︁
𝜕𝜉
𝜕𝜂
)︁2𝑆𝑢D𝑀𝑎Q (4.15)
where
𝑀𝑎 =
1 + 𝑞
𝑞
log (1 + 𝑞) + 12 𝑙
ˆ ∞
0
1 + 𝑞 exp (−𝑥) 𝑑𝑥 (4.16)
corresponds to the Markstein number, and
Q = 𝜕
2𝜉
𝜕𝜂2
+
√︃
1 +
(︂
𝜕𝜉
𝜕𝜂
)︂2𝜕𝑣ℎ
𝜕𝜂
+
𝐷
√︂
1 +
(︁
𝜕𝜉
𝜕𝜂
)︁2
𝐷𝜏
(4.17)
is responsible for the capturing the effects of flame curvature on laminar burning velocity
(Matalon and Matkowsky, 1982). This flame equation can be thought of as a modified
G-Equation (Fleifil et al., 1996), involving 2D hydrodynamics and variable burning velocity
effects and capturing flame curvature effects (Clanet et al., 1998). As such, eq. (4.14) contains
the same kinematic modelling of the flame as derived in Williams (1990), with added terms
accounting for the curvature and wrinkling of the flame. In the rest of the derivation, only the
highest order derivative of the C term is kept, as it is responsible for the preferential diffusion
of large wave-number Darrieus-Landau instabilities (Wu andMoin, 2010). The two remaining
terms only offer small quantitative corrections and are neglected.
4.2.6 Flame anchoring
In previous implementations of the G-equation (Dowling, 1999; Evesque, 2000), the flame
was anchored by imposing that the base of the flame remain behind the flame holder. When
the flame travelled upstream of the flame holder (Langhorne, 1988a; Langhorne, 1988b), a
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zero flame gradient 𝜕𝜉𝜕𝑦 (𝑟𝑎,𝑡) = 0 was imposed, allowing zero normal velocity 𝑣 at the base (see
section 1.2.2). When the flame travelled downstream of the flame holder, we simply applied
𝜕𝑓𝑙𝑎𝑚𝑒
𝜕𝑡 (𝑟𝑎,𝑡) = 0. Although this efficiently mimicked the effects of recirculated flow downstream
of the flame holder, it also induced very large gradients at the base of the flame. These gradients
are ill suited to spectral representations using Fourier series, which require smooth infinitely
differentiable functions to ensure super-algebraic convergence of the series. Whilst computing
the exact recirculation field (or the interactions of the base of the flame with the flame holder
structure) is beyond the scope of this inviscid model, it is possible to include an artificial
recirculation velocity in the flame eq. (4.14). From an empirical analysis of experimental results
in Balachandran (2005), Dhanuka et al. (2011), and Durox, Schuller, and Candel
(2005), we write the recirculation velocity as
𝑢𝑟
(︀
𝜉|𝑟𝑎 ,𝜂
)︀
= −𝑎1 ·
(︀
tanh
(︀
𝑎2 𝜉|𝑟𝑎 − 𝑎3
)︀
+ 1
)︀
erfc (𝑎4 (|𝜂| − 𝑟𝑎 − 𝑎5))
2 (4.18)
where 𝑎(2,3,4,5) are chosen empirically, erfc (𝑥) is the complimentary error function, and
|𝜂| − 𝑟𝑎 > 0. The value of 𝑎1 is chosen so that the movement of the flame at 𝑟 = 𝑟𝑎 remains
zero; therefore we set 𝑎1 = 𝜕𝜉𝜕𝜏
⃒⃒⃒
𝑟𝑎
as expressed in eq. (4.14).
The effects of the recirculation velocity can be separated into two functions ℎ (𝜂) and 𝑔 (𝜉).
ℎ (𝜂) simply controls the effects of the recirculation region as we move away from the anchor;
it ensures a smooth change in gradient with 𝜂 (figure 4.4(a)), as opposed to the standard flame
anchoring method presented in 1.2.2. The error function is used in this case as it bears larger
gradients than the hyperbolic tangent function. This is more appropriate to ensure smoothness
of the function at 𝑟 = 𝑟𝑎 for lower values of 𝑎4. 𝑔 (𝜉) uses the value of 𝜉|𝑟𝑎 only to determine
how far into the recirculation region the flame has moved (figure 4.4(b)). Although it is agreed
that this is an idealised representation of the effects of the recirculation region, as the full
shape of the flame should be used, it is a sufficient form to allow for capturing of the basic
effects of anchoring: namely the role played by one dimensional acoustics in the deformation
of the flame.
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Figure 4.4: Components of the recirculation function in the vertical (ℎ (𝜂)) and axial 𝑔 (𝜉) direc-
tions.
The value of the coefficients used in figure 4.4(a) and figure 4.4(b) are given in table 4.1
for the non-dimensional form of eq. (4.18). These are the coefficients used in the simulations
of chapter 5. The value of 𝑎5 corresponds approximately to the normalised ratio of area that
would be occupied by the flame anchoring device in an experiment. Here for example, the
flame holder is assumed to occupy approximately 2/15th of the total duct height 2𝜋. This is
smaller than previous experiments from Langhorne (1988a) and Shin, Plaks, et al. (2011),
where the height of the flame holder was half that of the duct, and 0.42 times the size of the
duct respectively.
From eq. (4.14), the flame equation is re-expressed to include recirculation effects:
𝜕𝜉
𝜕𝜏
= 𝑢𝑟 (𝜉,𝜂) + 𝑢− + 𝑢𝑎|0− + 𝑢ℎ|0− + U−
ˆ 𝜏
0
𝜕 𝑢𝑎|0−
𝜕G˜
𝑑𝜏
− 𝑣ℎ|0−
𝜕𝜉
𝜕𝜂
− 𝑆𝑢
√︃
1 +
(︂
𝜕𝜉
𝜕𝜂
)︂2
(4.19)
Comparison of the G-Equation flame anchoring to the recirculation velocity method
We compare the results obtained with the standard G-Equation implementation presented
in section 1.2.2 to those obtained using the recirculation velocity anchoring. In both cases
the flame is non-linear and solved in the physical space, using an Adam-Bashforth three step
method for time integration, and a first order backward Euler method in space. The simulation
Table 4.1: Recirculation velocity parameters.
𝑎2 𝑎3 𝑎4 𝑎5
1 · 107 0 15/𝑝𝑖 2𝜋/15
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parameters are shown in table 4.2, and 65 points are used to discretise the flame. For the
purpose of these simulations, only the top part of the duct will be modelled. Furthermore, the
effects of blockage due to flame holder area will be neglected.
Five simulations will be conducted to determine the effects of the recirculation velocity on
growth and limit cycle amplitude. In each test, the radius of the flame holder 𝑟𝑎, and the
coefficients 𝑎4 and 𝑎5 will be changed, as shown in table 4.3.
The first comparison involves test cases 1 and 3. Both flames are defined for 0 ≤ 𝜂 ≤ 𝑟𝑏, and
the recirculation velocity parameters are chosen such that the complimentary error function
has a very strong slope, centred on 𝜂 = 0. These conditions mimic the anchoring implemented
in the G-equation model, as shown from the nearly identical steady flame shapes for case
1 and case 3 in figure 4.5(e). The axial base position of the flame is shown in figure 4.5(b),
where it is clear that both methods perform equally well to stop the flame from propagating
downstream of the duct. Values of 𝜉 (0,𝑡) > 0 in the case of the G-Equation are due to large
time steps, as the gradient of the flame is computed based on previous iteration flame shapes.
In the case of the recirculation velocity however, values of 𝜉 (0,𝑡) > 0 can be reduced by
increasing 𝑎2 and decreasing 𝑎3. Figure 4.5(a) shows the normalised pressure oscillations; it
is clear that both the growth rate and limit cycle amplitude are reduced under the effect of
recirculation velocity anchoring. It is argued that this is due to the base gradient of the flame
which is imposed as 𝜕𝜉𝜕𝜂 (𝑟𝑎,𝑡) = 0 ∀𝑡; in the case of the G-Equation implementation, this same
gradient is only imposed when the flame moves upstream of the flame holder.
In the next test case, we look at the results obtained when using the parameters specified
in table 4.1, and which will be used throughout chapter 5. The comparison between cases 2
and 4 is shown in figure 4.5(c). In this comparison, the G-Equation flame is only defined for
Table 4.2: Combustor parameters used in the recirculation velocity test.
𝑞 𝑆𝑢 𝑥𝑢 [m] 𝑥𝑑 [m] 𝑥𝑟𝑒𝑓 [m] 𝑟𝑏 R− R+ 𝑀− 𝛿𝑡 [s]
5.0 0.08 −0.6 1.0 −0.6 𝜋 1 −0.98 0.08 7.0 · 10−5
Table 4.3: Flame anchoring parameters used in the recirculation velocity tests.
Case Anchoring 𝑟𝑎 𝑎4 𝑎5
1 G-Equation 0 N/A N/A
2 G-Equation 2𝜋/15 N/A N/A
3 Recirc. vel. 0 1500/𝜋 2𝜋/15
4 Recirc. vel. 0 15/𝜋 2𝜋/15
5 Recirc. vel. 2𝜋/15 15/𝜋 2𝜋/15
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𝑟𝑎 ≤ 𝜂 ≤ 𝑟𝑏, where 𝑟𝑎 is chosen to be equal to 𝑎5; for the recirculation velocity anchoring,
the flame is defined for 0 ≤ 𝜂 ≤ 𝑟𝑏. This leads to the steady flame shapes for case 2 and
case 4 shown in figure 4.5(e), where the recirculation velocity mimics the effects of the
flame anchor, and causes the steady flames of both methods to be approximately equal in the
𝑟𝑎 ≤ 𝜂 ≤ 𝑟𝑏 domain. The smaller flame height in the case of the G-Equation leads to a decrease
in limit cycle amplitude and growth rate when compared to case 1, as shown in figure 4.5(c).
The same reduction in limit cycle amplitude and growth rate is observed with the recirculation
velocity anchoring, this time due to the larger value of 𝑎5 which leads to a stiffer flame base.
Figure 4.5(d) compares test cases 2 and 5, and shows that the growth rate between the two
methods can be matched by varying the flame holder radius 𝑟𝑎 and the coefficients 𝑎4 and 𝑎5.
Both flames are this time defined for 𝑟𝑎 ≤ 𝜂 ≤ 𝑟𝑏.
The comparison between G-Equation anchoring and recirculation velocity anchoring has
shown that both methods restrict the flame from moving downstream of the flame holder, and
are therefore capable of capturing flame deformation caused by 1D acoustic perturbations.
In the case of the recirculation method, the limit cycle saturation amplitude is shown to be
smaller than that of the G-Equation anchoring. However, the growth rates of both anchoring
methods can be matched. The recirculation method remains much better suited to spectral
resolution methods, due to the smooth gradients it imposes on the flame shape.
Taking into account the correct anchoring behaviour of the flame will be required to pro-
vide more accurate models for combustion instabilities, especially when dealing with higher
frequency perturbations. Indeed, Cuquel et al. (2013) show that the behaviour of the flame
base, and therefore its anchoring, have an important effect on the flame transfer function. The
flame base is seen to propagate back and forth, leading to oscillations moving along towards
the tip of the flame. Furthermore, behaviour of the flame base is responsible for the response
of the flame to high frequency perturbations, leading to a phase lag saturation. For lower
frequencies however, the effects of the flame tip are dominant.
Equations (4.7a) through (4.7c) are fully non-linear, and solving them coupled with eq. (4.10)
through (4.13) and eq. (4.19) presents a difficult challenge. The next section will consider a
linearisation of these equations which can be solved semi-analytically.
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Figure 4.5: Comparison results between the G-Equation standard boundary condition and recir-
culation velocity boundary condition implementations
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4.3 Linearised hydrodynamics and flame
We have presented the equations governing each region. In the case of the acoustic region, the
linearised acoustic equations can easily be solved either side of the flame using the method of
characteristics (Dowling, 1997). However, relating the upstream and downstream acoustic
regions, whilst solving the coupled two dimensional non-linear hydrodynamic equations, is
more involved. Indeed, the acoustic fields depend on the values of the acoustic jumps across the
hydrodynamic region, and the hydrodynamic fields depend on the values of the hydrodynamic
jumps across the flame region. Similarly, the shape of the flame, which defines the values of
the jumps, depends on the acoustic and hydrodynamic fields. Therefore, solving the acoustics
and hydrodynamics in the presence of the flame is a fully coupled non-linear problem.
4.3.1 Physical space
In order to simplify the governing equations, let us make to the following assumptions:
• The acoustic field is weak, and so | (𝑢𝑎,𝑝𝑎) | ≪ 1; this is the same assumption that was
used in the linearised acoustic model (Dowling, 1995) and is valid until the flame moves
upstream of the flame holder (flashback) (Langhorne, 1988b).
• The hydrodynamic motion is weak, and so | (𝑢ℎ,𝑣ℎ,𝑝ℎ) | ≪ 1 (Wu and Law, 2009).
• The flame position can be expressed as 𝜉 = 𝜉 (𝜂) + 𝜉′ (𝜂,𝜏), where the overbar denotes
the steady value, and the apostrophe denotes the fluctuation, where we assume that
𝜉′ (𝜂,𝜏)≪ 1 .
• There are no vortical disturbances in the incoming flow.
These assumptions allow us to linearise the hydrodynamic equations (4.7a) through (4.7c)
and jump equations (4.10); this linearisation procedure however is dependent on the mean flow
parameters which determine the steady flame shape, as is explained in the next section.
The influence of the steady flame shape
There are two possible configurations for linearisation, which are dependent on the amplitude
of the incoming mean flow relative to the steady laminar burning velocity of the flame 𝑆𝑢. To
show this explicitly, we decompose the slope of the flame as 𝜕𝜉𝜕𝜂 =
𝜕𝜉
𝜕𝜂 +
𝜕𝜉′
𝜕𝜂 . From eq. (4.14)
(we neglect recirculation for this analysis), the steady flame equation neglecting terms of order
O (D) can then be written as:
𝑢− + 𝑢ℎ|0− − 𝑣ℎ|0−
𝜕𝜉
𝜕𝜂
− 𝑆𝑢
√︃
1 +
(︂
𝜕𝜉
𝜕𝜂
)︂2
= 0 (4.20)
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and hence:
𝜕𝜉
𝜕𝜂
= −− 𝑣ℎ|0− 𝑢− − 𝑢ℎ|0− 𝑣ℎ|0−
𝑆𝑢
2 − 𝑣ℎ|20−
±
√︁
−𝑆𝑢4 + 𝑆𝑢2𝑢2− + 2 𝑢ℎ|0− 𝑢−𝑆𝑢
2 + 𝑢ℎ|20− 𝑆𝑢
2 + 𝑣ℎ|20− 𝑆𝑢
2
𝑆𝑢
2 − 𝑣ℎ|20−
(4.21)
where the O (D) term has been deliberately neglected. This yields the linearised solution for
the steady flame slope, where the steady hydrodynamic variables are assumed small compared
to the laminar flame speed and 𝑢−
𝑆𝑢
̸= ±1:
𝜕𝜉
𝜕𝜂
= − 𝑣ℎ|0− 𝑢−
𝑆𝑢
2 ±
𝑢ℎ|0−𝑢−
𝑆𝑢
2√︂(︁
𝑢−
𝑆𝑢
)︁2 − 1 ±
√︃(︂
𝑢−
𝑆𝑢
)︂2
− 1 (4.22)
From eq. (4.22), it is clear that the steady flame shape can be separated into two terms that
we write
C = ±
√︃(︂
𝑢−
𝑆𝑢
)︂2
− 1
𝜕𝜉ℎ
𝜕𝜂
(𝜂,𝜏) = − 𝑣ℎ|0−
𝑢−
𝑆𝑢
2 ±
𝑢ℎ|0−
𝑢−
𝑆𝑢
2√︂(︁
𝑢−
𝑆𝑢
)︁2 − 1
(4.23)
where C corresponds to the slope of the steady flame shape under only mean acoustic flow
(𝑢) effects. Under our assumptions, the second term 𝜕𝜉ℎ𝜕𝜂 is of order O (𝑢ℎ,𝑣ℎ). Therefore, the
order of magnitude of the steady flame is determined by the order of C. C describes the same
piecewise flame slope obtained with the G-Equations in Dowling (1999) and Shin, Plaks,
et al. (2011) from the ratio of mean flow and laminar flame speed. We can consider that the
steady laminar flame speed 𝑆𝑢 is a property of the combustible, and therefore the order of
magnitude of the steady flame slope is dependent on the incoming mean flow 𝑢−. We define
three possible cases based on the ratio of the 𝑆𝑢/𝑢−:
• Weakly conical steady flame shape: In the first case,
(︁
𝑢−
𝑆𝑢
)︁2 − 1 ≪ 1, and therefore the
steady flame shape is close to vertical such that C≪ 1 and 𝜕𝜉ℎ𝜕𝜂 ≪ 1. This configuration
corresponds to 1 > 𝑆𝑢/𝑢− > 0.9, and is shown as the blue region in figure 4.6 and
figure 4.7. This is similar to the configuration used in Wu and Moin (2010) with the
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added effect of upstream mean flow, and does not impose any explicit restrictions on
the mean heat release rate 𝑞. In the rest of this paper, this case will be referred to as
the weakly conical case. Starting again from eq. (4.20), now knowing that C ≪ 1 and
𝜕𝜉ℎ
𝜕𝜂 ≪ 1, we can obtain the weakly non-linear steady flame equation that will be solved
in this paper for the weakly conical flame case:
𝑢− + 𝑢ℎ|0− − 𝑆𝑢 −
𝑆𝑢
2
(︂
C+ 𝜕𝜉ℎ
𝜕𝜂
)︂2
= 0 (4.24)
• Conical steady flame shape:
(︁
𝑢−
𝑆𝑢
)︁2−1 is of order O (1). The steady flame is inclined and
so C is of order O (1). This configuration corresponds to 0.9 ≥ 𝑆𝑢/𝑢− > 0.3, and is shown
as the red region in figure 4.6 and figure 4.7. This is fundamentally different from the
configuration presented in Wu and Moin (2010) and induces further difficulties when
solving the hydrodynamic field. In particular, it imposes that 𝑞 ≪ 1 and that 𝑣ℎ ̸= 0 at
the wall for our assumptions on the steady hydrodynamic field to hold true. This may
turn out to be restrictive for industrial configurations, but will serve as a validation for
more complicated numerical methods which relax the assumption.
• Strongly conical steady flame shape (typical experimental configuration):
(︁
𝑢−
𝑆𝑢
)︁2− 1≫ 1.
The steady flame is close to horizontal and so C ≫ 1. This configuration also leads to
a large value of 𝜕𝜉ℎ𝜕𝜂 and cannot be solved under the assumption presented here of small
hydrodynamic fields and fluctuating flame shape. It corresponds to 0.3 ≥ 𝑆𝑢/𝑢− > 0.0
and is shown as the white region in figure 4.6 and figure 4.7. It is the opinion of the
author that this configuration which leads to conical anchored flames can only be solved
if equations 4.7a through 4.7c are kept in non-linear form. This case will not be presented
in this thesis.
The above derivation is valid when 𝑢 > 𝑆𝑢, which is a typical configuration for a steady
flame which can remain anchored when the effects of hydrodynamics are neglected. If 𝑢 < 𝑆𝑢
and (𝑢ℎ,𝑣ℎ)≪ 1, the flame is convected under the action of the non-hydrodynamic mean flow,
and there cannot exist a real steady solution: the flame must de-anchor under the effects of
flashback. Note that when 𝑢−
𝑆𝑢
= 1, the linearisation of the flame equation takes a slightly
modified form and yields:
C+ 𝜕𝜉ℎ
𝜕𝜂
= − 𝑣ℎ
𝑆𝑢
∓
√︃
2
𝑢ℎ|0−
𝑆𝑢
(4.25)
The above is used to linearise the hydrodynamic equations (4.7a) through (4.7c), and jumps
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(4.10).
Weakly conical flames
From eq. (4.22), the steady flame is obtained when
(︁
𝑢−
𝑆𝑢
)︁2 ≈ 1, or in dimensional terms when
the mean flow is approximately equal to the steady laminar burning velocity of the flame 𝑆𝑢.
The hydrodynamic conservation equations (4.7a) through (4.7c) can then be linearised as:
𝜕𝑢ℎ
𝜕G
+ 𝜕𝑣ℎ
𝜕𝜂
= 0 (4.26a)
𝜌±
(︂
𝑢±
𝜕𝑢ℎ
𝜕G
+ 𝜕𝑢ℎ
𝜕𝜏
)︂
= −𝜕𝑝ℎ
𝜕G
(4.26b)
𝜌±
(︂
𝑢±
𝜕𝑣ℎ
𝜕G
+ 𝜕𝑣ℎ
𝜕𝜏
)︂
= −𝜕𝑝ℎ
𝜕𝜂
(4.26c)
where higher order terms have been neglected.
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Similarly, the jump equations across the flame (4.10) through (4.13) can be linearised as:
[𝑝ℎ] = −
s
𝜕𝑝𝑎
𝜕G˜
{
· 𝜉 (4.27a)
[𝑢ℎ] = 𝑆𝑢𝑞
⎡⎣−12
(︂
C+ 𝜕𝜉ℎ
𝜕𝜂
+ 𝜕𝜉
′
𝜕𝜂
)︂2
−
⟨
1
2
(︂
C+ 𝜕𝜉ℎ
𝜕𝜂
+ 𝜕𝜉
′
𝜕𝜂
)︂2⟩
𝜂
⎤⎦ (4.27b)
[𝑣ℎ] = −𝑆𝑢𝑞
(︂
C+ 𝜕𝜉ℎ
𝜕𝜂
+ 𝜕𝜉
′
𝜕𝜂
)︂
(4.27c)
J𝑢𝑎K = 𝑆𝑢𝑞
⎛⎝1
2
⟨(︂
C+ 𝜕𝜉ℎ
𝜕𝜂
+ 𝜕𝜉
′
𝜕𝜂
)︂2⟩
𝜂
− 12
⟨(︂
C+ 𝜕𝜉ℎ
𝜕𝜂
)︂2⟩
𝜂
⎞⎠
−
t
U±
ˆ 𝜏
0
𝜕 𝑢𝑎|0±
𝜕G˜
𝑑𝜏
|
(4.27d)
J𝑝𝑎K = 0 (4.27e)
[𝑢] = 𝑆𝑢𝑞
⟨
1 + 12
(︂
C+ 𝜕𝜉ℎ
𝜕𝜂
+ 𝜕𝜉
′
𝜕𝜂
)︂2⟩
𝜂
(4.27f)
where high order terms are purposely kept in equation eq. (4.27a) to conserve R-T effects.
The hydrodynamic conservation equations and jump equations given here are similar to those
seen in Wu and Law (2009) and Wu and Moin (2010); the key differences come from added
modelling of mean flow in the acoustics, and the recirculation velocity imposed at the flame
base which will induce an additional flame-acoustic coupling. The linearised flame equation
upon which the recirculation velocity will be imposed is obtained from eq. (4.19):
𝜕𝜉
𝜕𝜏
= 𝑢𝑟 (𝜉,𝜂) + 𝑢− + 𝑢𝑎|0− + U−
ˆ 𝜏
0
𝜕 𝑢𝑎|0−
𝜕G˜
𝑑𝜏 + 𝑢ℎ|0−
− 𝑆𝑢 − 𝑆𝑢2
(︂
C+ 𝜕𝜉ℎ
𝜕𝜂
+ 𝜕𝜉
′
𝜕𝜂
)︂2
+ 𝑆𝑢D𝑀𝑎
⎛⎝𝜕C
𝜕𝜂
+
𝜕 𝜕𝜉ℎ𝜕𝜂
𝜕𝜂
+ 𝜕
2𝜉′
𝜕𝜂2
⎞⎠ (4.28)
Because the hydrodynamic behaviour of the model remains unchanged, the model developed
here is merely an extension of the work of Wu and Moin (2010), where acoustic velocity
perturbation can have a deforming effect on the flame. It should be noted that the geometric
non-linearity in term
(︁
C+ 𝜕𝜉ℎ𝜕𝜂 +
𝜕𝜉′
𝜕𝜂
)︁2
is conserved in the flame equation as it is required to
model the coupling between flame, hydrodynamics and acoustics. Although this non-linearity
has been justified in the case of small heat release (𝑞 ≪ 1) where hydrodynamic terms can
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also remain small(Sivashinsky, 1977), it is not strictly valid for cases where 𝑞 is of O (1).
Use of this equation should be restricted to cases where the flow variables are relatively small
(Assier et al., 2014), especially as the acoustic velocity now directly deforms the flame through
anchoring. This is difficult to ensure when a thermo-acoustic instability develops.
Conical flame
In this case,
(︁
𝑢−
𝑆𝑢
)︁2
> 1 and the constant slope steady flame obtained from the term C domi-
nates and is of order O (1).
The hydrodynamics conservation equations can be linearised from eq. (4.7a) through (4.7c)
as:
𝜕𝑢ℎ
𝜕G
+ 𝜕𝑣ℎ
𝜕𝜂
= C𝜕𝑣ℎ
𝜕G
(4.29a)
𝜌±
(︂
𝑢±
𝜕𝑢ℎ
𝜕G
+ 𝜕𝑢ℎ
𝜕𝜏
)︂
= −𝜕𝑝ℎ
𝜕G
(4.29b)
𝜌±
(︂
𝑢±
𝜕𝑣ℎ
𝜕G
+ 𝜕𝑣ℎ
𝜕𝜏
)︂
= −𝜕𝑝ℎ
𝜕𝜂
+ C𝜕𝑝ℎ
𝜕G
(4.29c)
Similarly the jump equations across the flame can be linearised from eq. (4.10) through
(4.13) as:
[𝑝ℎ] = −
s
𝜕𝑝𝑎
𝜕G˜
{
· 𝜉 (4.30a)
[𝑢ℎ] = 𝑆𝑢𝑞
⎛⎝ 1√
1 + C2
−
C
(︁
𝜕𝜉′
𝜕𝜂 +
𝜕𝜉ℎ
𝜕𝜂
)︁
√
1 + C23
−
⟨√︀
1 + C2 +
C
(︁
𝜕𝜉′
𝜕𝜂 +
𝜕𝜉ℎ
𝜕𝜂
)︁
√
1 + C2
⟩
𝜂
⎞⎠ (4.30b)
[𝑣ℎ] = −𝑆𝑢𝑞
C+
(︁
𝜕𝜉ℎ
𝜕𝜂 +
𝜕𝜉′
𝜕𝜂
)︁ (︀
1− C2)︀
√
1 + C23
(4.30c)
J𝑢𝑎K = 𝑆𝑢𝑞C
⟨
𝜕𝜉′
𝜕𝜂
⟩
𝜂√
1 + C2
−
t
U±
ˆ 𝜏
0
𝜕 𝑢𝑎|0±
𝜕G˜
𝑑𝜏
|
(4.30d)
J𝑝𝑎K = 0 (4.30e)
[𝑢] = 𝑆𝑢𝑞
⟨√︀
1 + C2 +
C
𝜕𝜉ℎ
𝜕𝜂√
1 + C2
⟩
𝜂
(4.30f)
The jump equations (4.30b) and (4.30c) show that for the hydrodynamics to be small when
C𝑆𝑢 is of order O (1), we must have 𝑞 ≪ 1. This is a drawback of this case, and stems from
the requirement that the steady and fluctuating hydrodynamic fields be small. Finally, the
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linearised fluctuating flame shape is obtained from eq. (4.19):
𝜕𝜉′
𝜕𝜏
= 𝑢𝑟 (𝜉,𝜂) + 𝑢𝑎|0− + U−
ˆ 𝜏
0
𝜕 𝑢𝑎|0−
𝜕G˜
𝑑𝜏 + 𝑢ℎ|0− − 𝑣ℎ|0− · C
− 𝑆𝑢C
𝜕𝜉ℎ
𝜕𝜂 +
𝜕𝜉′
𝜕𝜂√
1 + C2
+ 𝑆𝑢D𝑀𝑎
⎛⎝𝜕 𝜕𝜉ℎ𝜕𝜂
𝜕𝜂
+ 𝜕
2𝜉′
𝜕𝜂2
⎞⎠ (4.31)
4.3.2 Spectral space
Solving this coupled problem first requires us to find the steady solution for the duct. Steady
flow variables which are independent from the flame shape are obtained as shown in appendix
C.1. The acoustics shown in eq. (4.4a) can be solved analytically using the method of charac-
teristics and the jump matrix given in appendix C.2. Furthermore, a forward time marching
solution will be used to determine the time varying flame shape 𝜉 from the appropriate lin-
earised form of eq. (4.19). By expressing the variables with a dependency on 𝜂 using Fourier
series, it is possible to reduce the system of three equations governing the hydrodynamics
(eq. (4.26) or eq. (4.29)) to just one equation involving one spectral variable at G = 0±. This
method was proposed by Wu and Moin (2010) and implemented with acoustic coupling by
Assier et al. (2014) for a freely propagating flame, and will be adapted here for our anchored
flame configuration.
To derive the spectral equation, the variables dependent on 𝜂 are written as Fourier series:
𝑢ℎ (G,𝜂,𝜏) =
∞∑︁
𝑛=−∞
̂︂(𝑢ℎ)𝑛 (G,𝜏) 𝑒i𝑛𝜂, 𝑣ℎ (G,𝜂,𝜏) = ∞∑︁
𝑛=−∞
̂︂(𝑣ℎ)𝑛 (G,𝜏) 𝑒i𝑛𝜂
𝑝ℎ (G,𝜂,𝜏) =
∞∑︁
𝑛=−∞
̂︂(𝑝ℎ)𝑛 (G,𝜏) 𝑒i𝑛𝜂, 𝜉 (𝜂,𝜏) = ∞∑︁
𝑛=−∞
̂︀𝜉𝑛 (𝜏) 𝑒i𝑛𝜂 (4.32)
where 𝑛 ∈ Z since our duct is periodic in 𝜂 with period 2𝜋.
Weakly conical
In this case, the steady flame 𝜉 is small, and the whole duct is modelled. We attempt to follow
the same procedure as described in Wu and Moin (2010), albeit with entropy and gravity
neglected. Using the above, the governing hydrodynamic equations can be linearised in such a
way that the hydrodynamic solutions can be found for each wave-number. To do this, the series
shown in eq. (4.32) are inserted into the hydrodynamic equations shown in eq. (4.26) With
some re-arranging, and isolating the hydrodynamic pressure ̂︂(𝑝ℎ)𝑛, as detailed in appendix
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C.3.1, we obtain the form for the hydrodynamic variables:
̂︂(𝑢ℎ)𝑛 =
⎧⎨⎩(𝜑−)𝑛 (𝜏) exp (|𝑛|G) for G ≤ 0(𝜑+)𝑛 (𝜏) exp (−|𝑛|G) + (𝐶+)𝑛 (𝜏1) for G ≥ 0 (4.33a)
̂︂(𝑣ℎ)𝑛 =
⎧⎨⎩i 𝑛|𝑛| (𝜑−)𝑛 (𝜏) exp (|𝑛|G) for G ≤ 0−i 𝑛|𝑛| (𝜑+)𝑛 (𝜏) exp (−|𝑛|G) + (𝐷+)𝑛 (𝜏2) for G ≥ 0 (4.33b)
̂︂(𝑝ℎ)𝑛 =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−
𝜌−
(︃
𝜕
(︁
𝜑−
)︁
𝜕𝜏 𝑛
+|𝑛|𝑢−(𝜑−)𝑛
)︃
exp(|𝑛|G)
|𝑛| for G ≤ 0
𝜌+
(︃
𝜕
(︁
𝜑+
)︁
𝜕𝜏 𝑛
+|𝑛|𝑢+(𝜑+)𝑛
)︃
exp(−|𝑛|G)
|𝑛| for G ≥ 0
(4.33c)
The above forms allow us to finally obtain the expression for the hydrodynamics that will
be solved numerically:
𝜕 (𝜑−)𝑛
𝜕𝜏
= −|𝑛|
(︀
𝜌−𝑢− + 𝜌+𝑢+
)︀
𝜌− + 𝜌+
(𝜑−)𝑛 +
|𝑛|̂︂[𝑝ℎ]𝑛 + i𝑛𝜌+𝑢+̂︂[𝑣ℎ]𝑛
𝜌− + 𝜌+
for 𝑛 ̸= 0 (4.34a)
(𝜑−)0 = 0 (4.34b)
where the spectral form of the jumps stems from the jump equations (4.27a) through (4.27b),
and whose detailed expressions are given in eq. (C.13). This equation is to be solved combined
with the spectral flame equation for weakly conical flames:
𝜕̂︀𝜉𝑛
𝜕𝜏
= ̂︂(𝑢𝑟)𝑛 + ̂︂(𝑢−)𝑛 + ̂(︁𝑢𝑎|0−)︁𝑛 +
̂(︃
U−
ˆ 𝜏
0
𝜕 𝑢𝑎|0−
𝜕G˜
𝑑𝜏
)︃
𝑛
+ (𝜑−)𝑛
− ̂︂(𝑆𝑢)𝑛 − 𝑆𝑢2
(︂
𝜕𝜉
𝜕𝜂
)︂2
𝑛
− 𝑆𝑢D𝑀𝑎𝑛2̂︀𝜉𝑛 (4.35)
where
(︁
𝜕𝜉
𝜕𝜂
)︁2
𝑛
is computed using convolutions.
The steady hydrodynamic solution can similarly be obtained as:
(︀
𝜑−
)︀
𝑛
= 𝑆𝑢𝑞|𝑛|
̂︀𝜉𝑛
𝜌−𝑢−
𝜌+𝑢+
+ 1
for 𝑛 ̸= 0 (4.36a)
(︀
𝜑−
)︀
0 = 0 (4.36b)
by assuming all changes in time to be 0.
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Conical flame
In the conical case, the dominant steady flame gradient C is piecewise constant in the duct,
taking opposite values in the top and bottom parts of the duct as shown in expression (4.23).
Because of this, only the top part of the duct will be solved to avoid problems with convolu-
tions. Limiting our study to half the duct in turn leads to issues with the convergence of the
Fourier series, as we will now be dealing with non-periodic signals. To ensure a super-algebraic
convergence of the Fourier series, the hydrodynamic fields and flame shape will be extended
beyond the physical duct (Bruno et al., 2007; Huybrechs, 2010) by solving an error minimi-
sation problem using a Tikhonov Regularisation (T.R.) method. In addition to this, to prevent
perturbations from the extended domain from propagating into the physical domain, a signal
buffering zone will be used (Huang et al., 2006). These methods are developed in more detail
in section 5.1.2.
Using the same development as in the weakly conical case, the form of the hydrodynamic
variables is given as:
̂︂(𝑢ℎ)𝑛 (G,𝜏) =
⎧⎨⎩(𝜑−)𝑛 (𝜏) 𝑒(K−)𝑛G for G ≤ 0(𝜑+)𝑛 (𝜏) 𝑒−(K+)𝑛G + (𝐶+)𝑛 (𝜏1) for G ≥ 0 (4.37a)
̂︂(𝑣ℎ)𝑛 (G,𝜏) =
⎧⎨⎩𝑖 (𝜑−)𝑛 (𝜏) 𝑒(K−)𝑛G for G ≤ 0−𝑖 (𝜑+)𝑛 (𝜏) 𝑒−(K+)𝑛G + (𝐷+)𝑛 (𝜏2) for G ≥ 0 (4.37b)
̂︂(𝑝ℎ)𝑛 (G,𝜏) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
−
𝜌−
(︃
𝜕
(︁
𝜑−
)︁
𝑛
(𝜏)
𝜕𝜏
+(K−)𝑛𝑢−(𝜑−)𝑛(𝜏)
)︃
𝑒
(︁
K−
)︁
𝑛
G
(K−)𝑛
for G ≤ 0
𝜌−
(︃
𝜕
(︁
𝜑+
)︁
𝑛
(𝜏)
𝜕𝜏
−(K+)𝑛𝑢+(𝜑+)𝑛(𝜏)
)︃
𝑒
−
(︁
K+
)︁
𝑛
G
(K+)𝑛
for G ≥ 0
(4.37c)
where (K−)𝑛 = 𝑛C2+1(1 + iC) and (K+)𝑛 = − 𝑛C2+1(iC − 1). The full derivation is detailed in
appendix C.3.2.
Equations (4.37a) through (4.37c) can now be substituted into the hydrodynamic jumps
(4.30a) through (4.30c) and the conservation equations (4.29) expressed at the flame G = 0.
By assuming no vortical disturbances in the upstream hydrodynamics, a well defined system
of equations is obtained, and can be rearranged to express the partial differential equation
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governing 𝜕(𝜑−)𝑛𝜕𝜏 :
𝜕 (𝜑−)𝑛
𝜕𝜏
=
𝑛
(︀
𝜌−𝑢− + 𝜌+𝑢+
)︀
(iC− 1) (︀𝜌− + 𝜌+)︀ (𝜑−)𝑛
+
−𝑛̂︂[𝑝ℎ]𝑛 + 𝜌+ − C𝜕̂︂[𝑣ℎ]𝑛𝜕𝜏 − i𝑛𝜌+𝑢+̂︂[𝑣ℎ]𝑛
(iC− 1) (︀𝜌− + 𝜌+)︀ for 𝑛 ̸= 0 (4.38a)
(𝜑−)0 = 0 (4.38b)
where the spectral form of the jumps stems from the jump equations eq. (4.30a) through
(4.30c). Note that eq. (4.38) reduces to eq. (4.34) when C→ 0. This equation is to be solved
combined with the spectral flame equation for conical flames:
𝜕̂︀𝜉𝑛
𝜕𝜏
= ̂︂(𝑢𝑟)𝑛 + ̂(︁𝑢𝑎|0−)︁𝑛 +
̂(︃
U−
ˆ 𝜏
0
𝜕 𝑢𝑎|0−
𝜕G˜
𝑑𝜏
)︃
𝑛
+ (𝜑−)𝑛 − i (𝜑−)𝑛 C
− 𝑆𝑢C
i𝑛 ̂
(︀
𝜉ℎ + 𝜉′
)︀
𝑛√
1 + C2
− 𝑆𝑢D𝑀𝑎𝑛2 ̂
(︀
𝜉ℎ + 𝜉′
)︀
𝑛
(4.39)
The steady equation if obtained by assuming all changes in time are 0 and is given as
(︀
𝜑−
)︀
𝑛
= [𝑣ℎ]
−i𝑅−𝑈−
𝑅+𝑈+
− i
for 𝑛 ̸= 0 (4.40a)
(︀
𝜑−
)︀
0 = 0 (4.40b)
4.4 Asymptotic expansion modelling conclusion
The G-Equation and acoustic model presented in the previous chapters does not include any
hydrodynamic effects around the flame, and therefore is unable to capture intrinsic flame
instabilities, such as the R-T or D-L instabilities. Using asymptotic expansion methods with
small flame thickness, small Mach number and large activation energy, we showed that the
coupled thermodynamic-acoustic-hydrodynamic system can be solved in an anchored flame
configuration in a semi-empirical manner. Using pseudo-spectral methods, and assuming that
the hydrodynamic fields are small, the behaviour of the hydrodynamics was shown to reduce
to a single equation for (𝜑−)𝑛 in both the weakly conical and conical flame configurations.
CHAPTER 5
Flame modelling in the presence of hydrodynamics: numerical
implementation and results
This chapter presents numerical methods, results, and verification and validation for the asymp-
totic expansion model derived in chapter 4. The numerical methods section (section 5.1)
presents the numerical scheme employed to solve the hydrodynamic and acoustic fields and
flame shape simultaneously. It also explains the methods used for solving the conical flame
case, involving Fourier series of non-periodic functions. Lastly, it presents elements of veri-
fication and validation for the model, checking convergence of the implementation in space
and time, and comparing results to those obtained in the non-anchored case by Assier et al.
(2014).
The results for the models are separated into weakly conical (section 5.2), and conical con-
figurations (section 5.3). Whilst the weakly conical section provides interesting insight on the
effects of anchoring, and on hydrodynamic instabilities, the conical configuration should be
considered as a first attempt to modelling conical anchored flames with hydrodynamics in a
semi-analytical manner (i.e. where we make limited use of numerical methods for solving Par-
tial Differential Equation (P.D.E.), and computational time remains small; in this case we use
only one numerical scheme for time integration). It is envisaged that this will enable validation
of numerical schemes (based on ghost fluid methods for example) in the future.
5.1 Numerical method
5.1.1 Implementation structure
The G-Equation model is well established in the engineering community for computing thermo-
acoustic instabilities (Candel, 2002). We shall therefore try and conserve some of the structure
of the G-equation solver when implementing the computation of the hydrodynamic field.
In the case of the G-equation, the flame shape is computed every time step in the physical
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domain. This gives a new flame shape, from which the new hydrodynamic variables and
acoustic waves can be obtained. However, for our new model and using the same approach
as in Wu and Moin (2010), the hydrodynamic variables and the flame must be solved in the
spectral domain, whilst the acoustics remain in the physical domain. This means that the
spectral form of all physical domain variables must be determined at each time step in order to
compute the new hydrodynamic solutions. Once the new hydrodynamic solutions have been
obtained in spectral space, they must be converted back to physical space to move on to the
next iteration. This procedure is shown in figure 5.1, and can be summarised as follows:
• Start from an initial flame shape in spectral space, transform it to physical space and
compute the acoustic pressure waves using eq. (4.4a) in physical space.
• Reconstruct the acoustic velocity at the flame using the method of characteristics.
• Transform the new acoustic variables to spectral space.
• Compute the new value of 𝜑 using eq. (4.34) or eq. (4.38) with a time integration scheme.
• Use the newly obtained hydrodynamic fields, and the acoustic velocity field, to find the
velocities affecting the flame.
• Obtain the new spectral flame shape using eq. (4.35) or eq. (4.39) and a second time
integration scheme.
The process is repeated for each time step. It is interesting to note that when the spectral
space section of figure 5.1 is ignored, and the flame is solved in physical space, the method
reduces to the standard G-equation implementation.
We use a 3 step Adam-Bashforth scheme for time integration of the flame shape and com-
putation of the hydrodynamic variables in spectral space. Whilst requiring information from
two previous iterations, it offers third order convergence, requiring no additional computation
time when compared to first order Euler methods.
More details about the Matlab code are given in appendix D.
5.1.2 Dealing with Fourier series of discontinuous functions
Function continuation
The method used for the resolution of the hydrodynamic region in section 4.3.2 requires that
the conservation of momentum and mass equations in the hydrodynamic zone be expressed for
each wave-number independently. In the weakly conical case, this does not pose any problem,
as any coupling between wave-numbers can be discarded in the linearisation process for small
hydrodynamic perturbations, and as the convolution occurring when solving for the square
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Compute new
flame shape:̂︀𝜉𝑛
Transform flame
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𝜉
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Ini-
tial
cond.
Acoust-
Hydro
coupling
Iterate
Figure 5.1: Diagram of the numerical implementation. Blue: Spectral Space, F.D. in time; White:
Physical Space; Red: Physical Space, Analytical method of characteristics
term in the flame eq. (4.35) can be isolated from the derivation. For the conical case however,
equations (4.29) written in spectral space must be verified to avoid convolutions, and therefore
avoid any products of variables depending on 𝜂.
The problematic terms appearing in equations (4.29) are given as :
C
𝜕𝑣ℎ
𝜕G
, C
𝜕𝑝ℎ
𝜕G
(5.1)
In section 4.3.1 we showed that the C was a function of 𝑢−
𝑆𝑢
. Since 𝑢− and 𝑆𝑢 are both
uniform in 𝜂, eq. (4.23) shows that C is piecewise uniform in 𝜂, taking opposite values above
and below the duct axial line. This is shown in figure 5.2.
Consider now that the problem we are solving is perfectly symmetrical with respect to the G
axis, and therefore that only one part of the duct (here we will chose the top part) needs to be
solved to provide a solution for the whole duct. In this case, the issue of convolution is solved
as C remains constant in the region of the duct that we are studying, as shown in figure 5.3.
Furthermore, because C is constant, it does not even need to be expressed as a Fourier series.
Choosing to use only one half of the duct, however, leads to problems with the convergence
of the Fourier series representation of our variables expressed in eq. (4.32). Indeed, the fields
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Figure 5.2: Diagram of the combustor steady flame slope C
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Figure 5.3: Diagram of the combustor steady flame slope C in the half duct
studied in one half of the duct are effectively periodic discontinuous (or at least unsmooth).
This leads to the well known Gibbs phenomenon; the effect of Gibbs phenomenon is highlighted
in figure 5.4 by comparing the derivative of a periodic discontinuous function 𝜕𝑓𝜕𝜂 obtained from
physical and spectral space.
To solve this problem, we use the Localisation theorem valid for Fourier series. This theorem
shows that the sum representation of a function 𝑓 at 𝜂0 with a Fourier series depends only on
the behaviour of 𝑓 in an arbitrarily small region around 𝜂0. This idea then led to the concept
of function continuation as explained in Bruno et al. (2007) and Huybrechs (2010), and
which can be summarised as follows:
• A function 𝑔 (𝜂) is defined within a domain 0 < 𝜂 < 𝜋 and is non-periodic within that
0 1 2 3 4 5 6−1 000
−500
0
500
1 000
𝜂
𝜕
𝑓
𝜕
𝜂
Figure 5.4: Comparison between the values of 𝜕𝑓𝜕𝜂 obtained in spectral space using Fourier series
( ) or in physical space ( ), where 𝑓 (𝜂) = 10𝜂 − sin (10𝜂) + 15 and is non-smooth.
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domain.
• There exists a function ℎ (𝜂) defined within a domain 0 < 𝜂 < 2𝜋 which is smooth
periodic within that domain, and is equal to function 𝑔 (𝜂) within the domain 0 < 𝜂 < 𝜋.
• The function ℎ (𝜂) can be represented with a Fourier series 𝑆 which converges at least
super-algebraically
• Thanks to the localisation theorem, the evaluation of the Fourier series 𝑆 within the
domain 0 < 𝜂0 < 𝜋 will return the value of function 𝑔 (𝜂0).
The diagram of the extended domain applied to our duct is shown in figure 5.5.
Solving the continuation minimisation problem
The objective is now to find the most efficient way to obtain ℎ (𝜂). Extending the functions by
symmetry is usually a poor choice if the extended function is to be continuous in the higher
order derivatives. In the simulations presented here, we chose to find ℎ (𝜂) directly in the form
of its Fourier series (or in other words, we use a trigonometric basis to minimise |ℎ (𝜂)− 𝑔 (𝜂) |
in the domain 0 < 𝜂 < 2𝜋). This has the advantage of producing a function ℎ (𝜂) which will
necessarily be smooth, and allow good convergence of the Fourier series. The disadvantage
is that the error |ℎ (𝜂) − 𝑔 (𝜂) | in the domain 0 < 𝜂 < 2𝜋 might be large, especially if 𝑔 (𝜂)
has very large gradients. In the case of hydrodynamic instabilities however, and under the
assumption of small hydrodynamic disturbances and adequate flame anchoring conditions, the
function 𝑔 (𝜂) remains well behaved.
The minimisation problem to be solved can be written as follows:
min
𝑎
‖𝑔 (𝜂)− ℎ (𝜂) ‖ for 0 < 𝜂 < ℎ2 (5.2)
Extended region
𝑙
ℎ
G
𝜂𝑥𝑢 𝑥𝑑
1/C
Figure 5.5: Diagram of the combustor steady flame slope C in the extended half duct
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where
ℎ (𝜂) =
𝑘=𝑚∑︁
𝑘=−𝑚
𝑎𝑘 exp
(︂
i𝑘2𝜋
ℎ
𝜂
)︂
(5.3)
The above can easily be written in matrix form, and the vector of values 𝑎𝑘 found using
Singular Value Decomposition (S.V.D.) or T.R.. This has been done using SVD for the function
given in example in figure 5.4. The results are shown in figure 5.6, where the extension region
has been created on both sides of the physical region.
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(a) S.V.D. function continuation obtained for
ℎ (𝜂) = 10𝜂 − sin (10𝜂) + 15: S.V.D. signal
extension; original signal
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(b) Comparison between the values of 𝜕ℎ
𝜕𝜂
ob-
tained in spectral space using Fourier series and
S.V.D. continuation ( ) or in physical space
( ), where ℎ (𝜂) = 10𝜂 − sin (10𝜂) + 15 and is
non-smooth.
Figure 5.6: Example of function continuation using S.V.D.
Using T.R. instead of S.V.D. can be useful when dealing with signals with large gradients.
This is because the S.V.D. method will not limit the amplitude of the coefficients 𝑎𝑘, leading to
potentially very large amplitude extended functions for signals with large gradients. With T.R.
however, an additional weighting can be imposed on the amplitude of the coefficients 𝑎𝑘; this
will minimise the amplitude of the final extended function, but also increase the minimisation
error. This is shown in figure 5.7 for the same original signal.
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Figure 5.7: Comparison of the S.V.D. and T.R. minimisation methods for function continuation,
with the same original signal.
Function continuation for time marching methods
The localisation theorem can be applied for a given time step without issue. However, when
dealing with time marching problems, great care must be taken to make sure that perturbations
generated in the extended region do not propagate into the real physical duct (Huang et
al., 2006). Luckily, experimental studies of the flame and flame base (Baillot et al., 1992;
Cuquel et al., 2013) show that perturbations along the flame will propagate only in one
direction and towards the tip of the flame. Similarly, we can make the assumption that
perturbations in the hydrodynamic field will also propagate towards the top of the duct.
Under these circumstances, a buffer zone can be imposed at the top of the extended zone in
figure 5.5 (Huang et al., 2006). The buffer zone is devised to impose a zero gradient at the
top of the extended domain, which will match the zero gradient obtained from the anchoring
of the flame at the bottom of the physical domain. The effect of the buffer zone is imposed as
follows:
ℎ (𝜂,𝑡+𝛥𝑡) = ℎ† (𝜂,𝑡+𝛥𝑡) + 𝛹 (𝜂)
(︀
ℎ† (𝜂,𝑡+𝛥𝑡)− ℎ0
)︀
(5.4)
where ℎ† (𝜂,𝑡+𝛥𝑡) is the solution computed in the time marching method, and ℎ0 is the
target solution after buffering. The value of 𝛹 is obtained from :
𝛹 (𝜂) = 𝛹max
⃒⃒⃒⃒
1− 𝜂𝜓 − ℎ
ℎ
⃒⃒⃒⃒𝛽
(5.5)
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where 𝜂𝜓 = 0 outside the buffering zone, and is defined as 𝜂𝜓 = 𝜂 − 𝜂𝑏 within the buffering
zone, where 𝜂𝑏 is the start of the buffering zone.
5.1.3 Verification of the asymptotic model implementation
Acoustic model
The routines of this model were used to verify the accuracy of the method of characteristics
when computing acoustics, as shown in section 2.1.2. The Rom-Catmull interpolator is chosen
for all results that will be shown here, as it provides a good estimate of the gradient of pressure
term responsible for Rayleigh-Taylor instabilities
r
𝜕𝑝𝑎
𝜕𝑥
z
, and a low computation time.
Numerical convergence
Spatial Convergence To verify spatial convergence, we decrease the number of points used to
represent the flame, and keep the time step constant. The parameters used in the simulation
are shown in table 5.1. The results obtained will be compared to the results obtained using
1025 points to represent the flame, and we show the root mean square (RMS) error of the
pressure field obtained after 199500 iterations. Looking at the pressure field rather than the
shape of the flame allows us to include the errors linked to the acoustic interpolation in the
convergence analysis. The results are shown in figure 5.8. It is clear that large errors appear
when the number of points used to discretise the flame is insufficient to be able to capture
flame dynamics. The convergence of the error appears super-exponential, which is expected
from a Fourier series representation.
Time-step Convergence To verify convergence in time, we decrease the time step whilst keep-
ing the number of points representing the flame constant. The parameters used in the simu-
lation are shown in table 5.2, where 𝑁flame is the number of points used in the discretisation
of the flame (in the non-extended zone for the conical case). The RMS error is presented in
figure 5.9 and is obtained in the same way as the spatial error, using the simulation with time
step : 𝛿𝑡 = 5 · 10−7s as reference. The convergence is close to cubic in the weakly conical case,
which indicates that the error of the interpolation does not visibly affect the convergence speed
of the model. The outliers in the conical case are attributed to the effects of the buffering zone
(which is applied more often for smaller time steps) and manipulations to the flame shape due
Table 5.1: Combustor parameters used in the spatial convergence tests.
Case 𝑞 𝑆𝑢 𝑥𝑢 [m] 𝑥𝑑 [m] 𝑥𝑟𝑒𝑓 [m] 𝑟𝑏 [m] R− R+ 𝑀− 𝛿𝑡 [s]
Weakly conical 5.25 0.65 −0.6 1.2 −0.6 0.05 1 −1 7 · 10−4 1.0 · 10−8
Conical 0.1 0.4 −0.6 1.2 −0.6 0.05 1 −1 7 · 10−4 1.0 · 10−8
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Figure 5.8: Spatial convergence of the hydrodynamic model.
to signal extension methods, as these are the only different active mechanisms when compared
to the weakly conical simulation.
Signal extension method
To verify the function continuation method, we compare the results obtained from a standard
forward Euler method for solving the flame motion described in eq. (4.31) with first order
Table 5.2: Combustor parameters used in the time-step convergence tests.
Case 𝑞 𝑆𝑢 𝑥𝑢 [m] 𝑥𝑑 [m] 𝑥𝑟𝑒𝑓 [m] 𝑟𝑏 [m] R− R+ 𝑀− 𝑁flame
Weakly conical 5.25 0.65 −0.6 1.2 −0.6 0.05 1 −1 7 · 10−4 65
Conical 0.1 0.4 −0.6 1.2 −0.6 0.05 1 −1 7 · 10−4 65
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(b) Conical case.
Figure 5.9: Time convergence of the hydrodynamic model.
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stencils in space and time, to the solution found using function continuation methods in spectral
space. The test case parameters are shown in table 5.3. In all cases, the hydrodynamic field is
neglected, and the flame is perturbed with an acoustic Gaussian pulse. The results are shown
in figure 5.10.
In figure 5.10(a), the spectral extension method is used above the duct only, and the extended
zone ranges from 0.05 < 𝜂 < 0.1 m. The continuation method is applied only to the fluctuating
part of the flame 𝜉′ since the constant steady flame gradient is easily represented using Fourier
series; however the full shape of the flame is shown in the figure. The effect of the buffer zone
is clearly visible for 𝜂 ≥ 2/3 · 10−1, damping out oscillations and stopping bleed-over into the
physical region. Agreement between the physical results and spectral extension method results
is qualitatively good, with the RMS error shown in figure 5.10(b). Figure 5.10(b) also shows
super exponential convergence of the two solutions with increased number of discretisation
points. Note that this test does not verify the accuracy of the extension method for representing
the hydrodynamic field; however similar results are expected. The values of 𝛹max, 𝛽 and 𝜂𝜓
given in table 5.3 are used in all of chapter 5.
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(a) Flame obtained using physical ( ) and
spectral SVD extended ( ) models after 500000
iterations.
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(b) Error between physical and spectral (ex-
tended) results after 500000 iterations as a func-
tion of number of points used to discretise the
flame.
Figure 5.10: Comparison between the flame shape obtained using physical space methods and
spectral space methods with signal extension.
Table 5.3: Combustor parameters used in the signal extension tests.
𝑥𝑢 [m] 𝑥𝑑 [m] 𝑟𝑏 [m] R− R+ 𝑀− 𝛿𝑡 [s] 𝜂𝜓 [m] 𝛽 𝛹max 𝑆𝑢 𝑞 𝑁flame
−0.6 1.2 0.05 1 −1 7 · 10−4 5 · 10−8 2/3ℎ 3 1 0.4 0.1 65
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5.1.4 Validation of the weakly conical case
The original asymptotic expansion based methodology was initially developed for freely moving
flames in a duct. The results of this implementation in a Matlab model with acoustic coupling
were recently published by Assier et al. (2014). In this publication, Assier et al. (2014)
compare their coupled results to the experiments made by Searby (1992). They show two
sets of simulations, for varying values of 𝛾ℎ, and underline qualitative agreement between their
results and those of Searby (1992). We define 𝛾ℎ = 𝑞/D𝑀𝑎 which is, for the case 𝑆𝑢 = 1
equivalent to 𝛾ℎ = 𝑞/𝛿𝑀𝑎. 𝛾ℎ is used to represent the ratio of the heat release of the flame to
its thinness; as such, a large value of 𝛾ℎ indicates a large effect of the hydrodynamics on the
flame due to the large concentrated heat source.
The model that has been developed here is a generalisation of the one employed in Assier
et al. (2014), and is capable of modelling both anchored and un-anchored flames simply by
changing the value of the flame laminar burning velocity 𝑆𝑢. Thanks to this, we were able to
conduct simulations to compare our results to those obtained by Assier et al. (2014), with
𝑆𝑢 = 1. The running parameters for these tests are given in table 5.4 and the effects of gravity
are neglected.
The test is run for the same values of 𝛾ℎ as in Assier et al. (2014) and the results are shown
in figure 5.11 and figure 5.12. The perturbation applied to the non-dimensional steady flame
profile can be written as 𝜀 cos (𝑁pert𝜂) where we chose 𝑁pert = 10, 𝜀 = 0.05 in both test cases.
The results in the 𝛾ℎ = 2.1 case are very similar. Although there is a difference in the time
at which limit cycle occurs, the amplitude and frequency of oscillations remain unchanged. It
is suggested that the late onset of the limit cycle is due to the different acoustic interpolation
methods used here.
Table 5.4: Combustor parameters used in the validation test case for comparison with the results
of Assier et al. (2014) and Searby (1992).
𝑞 𝑥𝑢 [m] 𝑥𝑑 [m] 𝑥𝑟𝑒𝑓 [m] 𝑟𝑏 [m] R− R+ 𝑀− 𝛿𝑡 [s] 𝑁flame
5.25 −0.6 0.6 −0.6 0.05 1 −1 7 · 10−4 1.5 · 10−5 65
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(a) Non-dimensional acoustic pressure 𝑝𝑎 ob-
tained in the generalised model.
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(b) Non-dimensional acoustic velocity jump J𝑢𝑎K
obtained in the generalised model.
(c) Non-dimensional acoustic pressure 𝑝𝑎 ob-
tained in Assier et al. (2014).
(d) Non-dimensional acoustic velocity jump
J𝑎 = J𝑢𝑎K in Assier et al. (2014).
Figure 5.11: Comparison to the results obtained in Assier et al. (2014) for 𝛾ℎ = 2.1
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(a) Non-dimensional acoustic pressure 𝑝𝑎 ob-
tained in the generalised model.
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(b) Non-dimensional acoustic velocity jump pres-
sure J𝑢𝑎K obtained in the generalised model.
(c) Non-dimensional acoustic pressure 𝑝𝑎 ob-
tained in Assier et al. (2014).
(d) Non-dimensional acoustic velocity jump
pressure J𝑎 = J𝑢𝑎K in Assier et al. (2014).
Figure 5.12: Comparison to the results obtained in Assier et al. (2014) for 𝛾ℎ = 6.2
In the 𝛾ℎ = 6.2 case presented in Assier et al. (2014), the flame was perturbed with
the eigenfunction of the most unstable flame mode, which promotes the growth of the flame
instability. In the results presented here, the perturbation shape of the flame remains a cosine;
nevertheless good agreement is obtained with the results from Assier et al. (2014). The limit
cycle amplitude and frequency are the same, but parametric instability occurs earlier in Assier
et al. (2014).
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5.2 Weakly conical results and discussion
5.2.1 Steady solution
Amplitude of steady solution and linearisation assumptions
The study of the weakly conical flame steady solution underlines several problems in the
linearisation assumptions that have been made, in particular that of the small hydrodynamic
fields.
The same steady solution as obtained in Assier et al. (2014) is shown in figure 5.13(a) for a
laminar burning velocity 𝑆𝑢 = 1 and for a heat release 𝑞 = 5.25, leading to a value of 𝛾ℎ = 2.1.
It is clear that we do not really respect the linearisation assumptions that were imposed in the
linearisation of the governing equations, namely small hydrodynamic fields and flame shapes:
(𝑢ℎ,𝑣ℎ,𝜉)≪ 1.
This is further exacerbated by an increase in 𝛾ℎ, as shown in figure 5.13(b). In effect, higher
values of 𝛾ℎ induce larger cusping of the flame, and make us move away further from the
linearisation assumptions used involving 𝜉 ≪ 1. It is suggested that a reduction in the value
of 𝑞, or an increase in the thickness of the flame 𝛿, will help to reduce the coupling between
the hydrodynamic field and the flame, and therefore reduce the amplitude of the steady state
flame. This is a long standing problem in the asymptotic expansion community, where the
linearisation of the governing equations for the hydrodynamics is counter-balanced with the
geometric non-linearity in the flame equation, inducing the need for small heat release (Assier
et al., 2014), or large flame thickness. Since the asymptotic expansion of the hydrodynamic
and flame zone are based on the assumption of 𝛿 ≪ 1, a reduction in heat release 𝑞 is usually
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Figure 5.13: Steady flame shapes obtained for the non-anchored case, 𝑞 = 5.25 (the mean position
of the flame is set arbitrarily)
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preferred.
Mean position of the flame
In the above analysis, the mean position of the flame is of no importance, as the study con-
ducted only involves the shape of the flame. In the case of anchored flames however, the
mean position of the flame is of great importance as it determines whether or not the flame
is anchored. We can study the mean position of the flame by writing the flame equation for
𝑛 = 0.
With the linearisation assumptions presented in section 4.3.1, the value of the hydrodynamic
field is given by eq. (4.36), and simplifies to (𝜑−)𝑛 = 0 for 𝑛 = 0. Looking at the equation
of the flame in spectral form (4.35) for the case when 𝑛 = 0, 𝑢− = 𝑆𝑢 = 1 and acoustics are
neglected leads to :
𝜕̂︀𝜉𝑛
𝜕𝜏
= −𝑆𝑢2
(︂
𝜕𝜉
𝜕𝜂
)︂2
𝑛
(5.6)
where our steady solution does indeed verify 𝜕̂︀𝜉𝑛𝜕𝜏 = 0 if
(︁
𝜕𝜉
𝜕𝜂
)︁2
𝑛
= 0 for 𝑛 = 0. Unfortunately,
even though (𝜑−)𝑛 = 0 for 𝑛 = 0, other components of (𝜑−)𝑛 participate in the deformation
of the flame 𝜕𝜉𝜕𝜂 , and lead to
(︁
𝜕𝜉
𝜕𝜂
)︁2
𝑛
̸= 0 for 𝑛 = 0 because of the convolution. This leads to a
freely propagating steady solution.
When 𝑢− ̸= 𝑆𝑢 however, the flame can be kept fixed within the duct. This is done in the
present work by reducing the value of 𝑆𝑢. It is important to remember that our linearisation
assumptions assume that
(︁
𝑢−
𝑆𝑢
)︁2 − 1 ≪ 1, and therefore there is a limit on the minimum
amplitude of 𝑆𝑢. For the steady solution shown below, we chose to reduce the value of the
mean heat release to 𝑞 = 1, so that the effect of the hydrodynamics on the flame is reduced.
This leads to a lower value of the term
(︁
𝜕𝜉
𝜕𝜂
)︁2
𝑛
for 𝑛 = 0, and therefore we can keep the flame
fixed within the tube with a higher value of 𝑆𝑢.
The results are presented in figure 5.14, using the same simulation parameters as given in
table 5.7. Two elements are to be underlined from the obtained results. First the shape of
the flame is similar to that obtained in the non-anchored case, but has been inverted by the
effects of anchoring. Indeed, as the mean flow pushes the flame towards the anchoring points,
the base of the flame inverts. Secondly, the reduction in 𝑞 leads to a smaller non-normalised
steady flame shape 𝜉; this allows better conformity with the assumptions made of small flame
shape and hydrodynamic fields.
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Figure 5.14: Steady flame shapes obtained for the anchored case, 𝑞 = 1, 𝛾ℎ = 2.1.
5.2.2 The effect of the laminar burning velocity on anchoring
The objective of this section is to show the transition of the flame from freely propagating to
anchored, by changing the value of the laminar burning velocity. As the value of 𝑆𝑢 decreases,
the flame propagates towards the anchoring point. When it reaches the anchoring points, the
additional effects of the recirculation velocity described in section 4.2.6 are applied to the flame.
This prevents the flame from propagating beyond the anchoring point, but allows phenomenon
such as flashback to occur.
The simulation parameters used in this section are presented in table 5.5.
The acoustic pressure 𝑝ref is measured at a point 𝑥ref and the oscillation envelopes are
plotted in figure 5.15. From these, we observe three different classes of flame. For 𝑆𝑢 ≥ 0.98
(black plots), the flame is not anchored, and we observe a low amplitude limit cycle. For
0.98 > 𝑆𝑢 ≥ 0.94 (red plots), the decreasing value of 𝑆𝑢 leads to the onset of a secondary
growth region. An analysis of frequency of oscillation of the jump J𝑢𝑎K, and of the position
of the flame base in the duct, indicate that this new growth is not due to the development
of a parametric sub-harmonic instability but rather to the effects of the flame anchor. These
flame anchoring effects are not visible from 𝜏 = 0, as in these configurations the steady flame
is initially freely moving, and propagates away from the flame anchor position. It is the
increased amplitude of oscillation in the initial limit cycle which allows the flame to re-anchor.
For 𝑆𝑢 < 0.94 (blue plots), the steady flame is anchored, and only the larger growth phase is
Table 5.5: Combustor parameters used in the flame anchoring tests for varying 𝑆𝑢.
𝑞 𝑥𝑢 [m] 𝑥𝑑 [m] 𝑥𝑟𝑒𝑓 [m] 𝑟𝑏 [m] R− R+ 𝑀− 𝛿𝑡 [s] 𝑁flame
1.82 −0.6 1.2 −0.6 0.05 1 −1 7 · 10−4 6.0 · 10−4 33
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observed. The frequency of oscillation of 𝑝ref remains constant, regardless of the value of 𝑆𝑢.
A decrease in growth is expected when decreasing 𝑆𝑢, as the effect of the flame on the
hydrodynamic and acoustic fields is reduced; this can be seen from the jump equations given
in eq. (4.27), where a decrease in 𝑆𝑢 has the same effect as a decrease in flame heat release
𝑞. However, anchoring effects participate more in the deformation of the flame when the
value of 𝑆𝑢 is decreased. The deformation of the flame by the acoustics then has an additional
destabilising effect, increasing the growth rate of the linear instability, even with decreasing 𝑆𝑢.
It is important to understand that through anchoring, the acoustic velocity has a direct effect on
the shape of the flame. With the previous results shown in Assier et al. (2014), the acoustic
velocity had no effect on the shape of the flame – only acoustic acceleration affected flame
shape and contributed to coupled thermo-acoustic instability. It is now clear through these
new results that the acoustic velocity contribution to unstable growth and coupled thermo-
acoustic instability through anchoring is important.
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Figure 5.15: Acoustic pressure envelopes for varying values of 𝑆𝑢. The non-dimensional 𝑆𝑢 factors
are defines as: 1; 0.99; 0.98; 0.97; 0.96; 0.95; 0.94; 0.93;
0.92; 0.91; 0.90. Black: non-anchored flames, red: flames which anchor under the effect
of velocity oscillations, blue: flames which are always anchored.
5.2.3 The effect of duct length
Linear instability growth rates and limit cycle amplitudes are two of the most important pieces
of information that must be obtained for the design of a combustor. The limit cycle amplitude
allows us to determine how detrimental a combustion instability can be to the combustor,
whilst the growth rate is useful when designing active controllers. In the previous section,
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we showed that anchoring the flame had an important effect on the growth rate of the linear
instability, and that the limit cycle amplitude was increased. Here we will show that the length
of the duct impacts the growth rate for anchored flames as well.
The simulation parameters used in this section are presented in table 5.6.
The results are shown in figure 5.16, where 𝜈 corresponds to the normalised distance of
the flame anchor 𝑥𝑎 from 𝑥𝑢, such that 𝜈 = (𝑥𝑎 − 𝑥𝑢) / (𝑥𝑑 − 𝑥𝑢) . As the flame moves away
from the upstream end of the duct, the growth rate of the instability increases, and reaches a
maximum at 1/3 of the total length of the duct. Past this point the growth factor decreases
again. This variation of growth rate is of the same form as that of the freely propagating flame
(Assier et al., 2014) but with different amplitudes, indicating that the anchoring of the flame
does not affect the growth rate trends for varying values of 𝜈.
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(a) Acoustic pressure envelopes. The values of 𝜈
are defined as: 0.083; 0.17; 0.25;
0.33; 0.42; 0.50; 0.58;
0.67; 0.75; 0.83; 0.92.
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Figure 5.16: Results obtained when changing the value of 𝑥𝑎 with weakly conical flames, 𝑞 = 1.82.
Table 5.6: Combustor parameters used in the duct length tests for varying 𝑥𝑎.
𝑞 𝑆𝑢 [ m/s] 𝑙 [ m] 𝑟𝑏 [m] R− R+ 𝑀− 𝛿𝑡 [ s] 𝑁flame
1.82 0.93 1.2 0.05 1 −1 7 · 10−4 6.0 · 10−5 33
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5.2.4 Comparison to G-equation
This section will present results obtained with the higher Mach number 𝑀 = 0.01. The results
will be compared to the standard G-Equation implementation computed in physical space with
recirculation velocity anchoring. In order to compare the two methods, we impose that the
steady velocity jump remain the same for both methods. As such, we compute the value of the
velocity 𝑢+ using eq. (4.27f) and use that to determine the appropriate value of 𝛿ℎ from (A.4)
(the actual value of 𝛿ℎ for a specific fuel should be computed from the heat release specified
for the fuel used as 𝛿ℎ = 𝑐𝑣𝑞 in dimensional form, where 𝑐𝑣 is the specific heat capacity at
constant volume.)
Unless otherwise specified, the laminar burning velocity is set to 𝑆𝑢 = 0.93𝑢− and the
heat release 𝑞 = 1.82 in non-dimensional form, which allows the flame to remain anchored
to the flame holder under steady conditions in the hydrodynamic implementation. The flame
is placed a third of the way down the duct, so as to promote the growth of the instability
(see section 5.2.3). The initial perturbation is applied to the non-dimensional steady flame
profile, and can be written as 𝜀 cos (𝑁pert𝜂) where we chose 𝑁pert = 10, 𝜀 = 0.1. The other
simulation parameters are shown in table 5.7. The objective of the comparison presented
here is to show that the G-Equation fails to capture instabilities which have a hydrodynamic
origin, such as sub-harmonic parametric instabilities (Searby, 1992). To do this we show
results for the asymptotic model with 𝛾ℎ = 1.8 and 𝛾ℎ = 2.1 in figure 5.17. For 𝛾ℎ = 1.8, a
thermo-acoustic instability develops around the second acoustic mode of the duct, as shown
in figure 5.18(a). This instability then saturates into a limit cycle. When the value of 𝛾ℎ
is increased to 𝛾ℎ = 2.1 however, a new phenomenon appears. An initial thermo-acoustic
instability develops, as previously, but saturates into a limit cycle of slightly higher amplitude
at 𝑡 ≈ 12 s. The frequency of oscillation is also increased, as the limit cycle now oscillates
at the frequency of the third acoustic mode, as shown in figure 5.18(b). Upon reaching limit
cycle, a second violent growth phase is initiated and the simulation diverges.
This secondary growth behaviour is similar to the instabilities that had been captured ex-
perimentally for non-anchored flames in Searby (1992). Indeed, it is found that the acoustic
velocity jump fluctuations J𝑢𝑎K (which are a good approximation of the oscillations of the flame
itself) oscillate approximately at half the frequency of the third acoustic mode (or around the
second acoustic mode), as shown in the magnified figure overlays, and in figure 5.19. This
supports the hypothesis that the secondary growth is due to the development of a parametric
flame instability.
Note that in all simulations run here, the flame under the influence of hydrodynamics and
acoustics was always found to be unstable.
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Table 5.7: Combustor parameters used in the comparison of the weakly conical flame to G-
Equation results.
𝑞 𝑆𝑢 𝑥𝑢 [m] 𝑥𝑑 [m] 𝑥𝑟𝑒𝑓 [m] 𝑟𝑏 [m] R− R+ 𝑀− 𝛿𝑡 [s] 𝑁flame
1.82 0.93 −0.6 1.2 −0.6 0.05 1 −1 1 · 10−2 4.2 · 10−4 33
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(a) 𝑝ref/𝑝−∞ for 𝛾ℎ = 1.8.
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(b) J𝑢𝑎K for 𝛾ℎ = 1.8.
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(c) 𝑝ref/𝑝−∞ for 𝛾ℎ = 2.1.
0 5 10 15 20 250
0.5
1
1.5
2
24.04 24.06 24.08 24.1
0
0.5
1
Time [s]
J𝑢 𝑎K
[m
/
s]
(d) J𝑢𝑎K for 𝛾ℎ = 2.1.
Figure 5.17: Normalised acoustic pressure and acoustic velocity jump across the flame for varying
values of 𝛾ℎ; hydrodynamic model. The overlayed plots show magnified sections of the presure and
acoustic velocity jumps.
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(a) 𝛾ℎ = 1.8.
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Figure 5.18: Amplitude |𝑝ref/𝑝−∞| as a function of frequency for different values of 𝛾ℎ. The
dashed red vertical lines show the duct acoustic mode frequencies calculated analytically.
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(a) 𝛾ℎ = 1.8, FFT obtained from data for
21.42 s ≤ 𝑡 ≤ 30.2280 s.
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Figure 5.19: Amplitude | J𝑢𝑎K | as a function of frequency for different values of 𝛾ℎ. The dashed
red vertical lines show the duct acoustic mode frequencies calculated analytically.
The G-Equation only models the thermo-acoustic behaviour of the system. Although it can
hope to capture the acoustic oscillation frequency of the system, the amplitude of the limit
cycle remains strongly dependent on the behaviour of the hydrodynamics, as shown figure 5.17
and elaborated on in the case of a moving flame in Assier et al. (2014). Furthermore, the
G-Equation is unable to capture any parametric instability, as this instability is hydrodynamic
in nature.
Because of the vast difference between these two models, direct quantitative comparison is
not constructive. Nevertheless, a qualitative comparison can be attempted. To this effect, the
results from the linearised weakly conical G-equation were obtained under the same conditions
as above, using the recirculation velocity anchoring method, and an acoustic pulse perturbation.
With these parameters, the development of the instability is seen around the first acoustic mode
of the duct; furthermore, the amplitude of oscillation increases in an unbounded linear manner
as the flame detaches from its anchoring point (flashback). Reducing the non-dimensional
heat release 𝑞 to a value of 𝑞 = 1.77 allows for the flame to remain attach. The results
for the G-Equation for this new value of 𝑞 and with a time step 𝛿𝑡 = 2 · 10−4 are shown in
figure 5.20. The purely thermo-acoustic instability still develops around the first mode. For the
sake of comparison, a further hydrodynamic simulation is also run, with the same parameters
as previously, but with a reduced heat release value of 𝑞 = 1.77 and 𝛾ℎ = 1.8. The results
for this simulation are shown in figure 5.21. The instability still develops around the second
acoustic mode, and the limit cycle amplitude is less than half that of the G-Equation results.
It is suggested that the presence of the hydrodynamics is responsible for the change in the
frequency of oscillation and limit cycle amplitude.
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(a) Acoustic pressure 𝑝ref for 𝑞 = 1.77.
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Figure 5.20: Results obtained with the G-Equation for 𝑞 = 1.77, for comparison to hydrodynamic
results.
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(a) Acoustic pressure 𝑝ref for 𝑞 = 1.77.
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Figure 5.21: Results obtained with the asymptotic model for 𝑞 = 1.77 and 𝛾ℎ = 1.8, for compar-
ison to G-equation.
Whilst previous results showed large disparities between the G-Equation model and the
asymptotic expansion model, further test configurations show better agreement. Indeed, with
the parameters given in table 5.8, we obtain steady anchored flames with both models (with
𝛾ℎ = 1.8 in the asymptotic expansion model). The non-dimensional form of the applied flame
perturbation can be written as 𝜀 cos (𝑁pert𝜂) where we chose 𝑁pert = 10, and 𝜀 = 0.01. The
results are shown in figure 5.22 and figure 5.23, and are obtained with 𝛿𝑡 = 2 · 10−4 for the G-
Equation model, and 𝛿𝑡 = 4.2 · 10−6 for the asymptotic model. Both sets of results indicate an
unstable limit cycle at the second acoustic mode, and with a comparable limit cycle amplitude
(the relative error is approximately 14%). The effect of the initial flame perturbation is not the
same in both cases. In the case of the G-Equation model, the initial acoustic pressure waves
generated by the flame perturbation grow in amplitude immediately, with a lower growth rate.
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In the case of the asymptotic model, the initial pressure waves generated by the perturbation
decrease in amplitude as they reflect on the boundaries; eventually, an underlying unstable
mode develops with a larger growth rate than in the G-Equation model.
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(a) Acoustic pressure 𝑝ref for 𝑞 = 5.
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Figure 5.22: Results obtained with the G-Equation model for 𝑞 = 5, for comparison to the
asymptotic model.
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(a) Acoustic pressure 𝑝ref for 𝑞 = 5.
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Figure 5.23: Results obtained with the asymptotic model for 𝑞 = 5 and 𝛾ℎ = 1.8, for comparison
to G-equation.
Table 5.8: Combustor parameters used in the comparison of the weakly conical flame to G-
Equation results, when the same instability frequency is obtained.
𝑞 𝑆𝑢 𝑥𝑢 [m] 𝑥𝑑 [m] 𝑥𝑟𝑒𝑓 [m] 𝑟𝑏 [m] R− R+ 𝑀− 𝑁flame
5 0.93 −0.4 0.65 −0.4 0.05 1 −1 1 · 10−2 33
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5.3 Conical results and discussion
5.3.1 Steady solution
The steady state of the conical flame is computed using a time marching method, solving
eq. (4.39) until convergence of ̂︀𝜉𝑛, whilst assuming all acoustic fluctuations to be zero, and
with the hydrodynamics governed by eq. (4.40). Equation (4.39) does not contain any mean
flow components (𝑢− for example); only the shape of the flame influenced by the hydrodynamics
is found through convergence. Furthermore it is important to emphasize that the recirculation
velocity is applied so that it does not affect the steady flame shape defined by the slope C;
the recirculation velocity is only imposed on that part of the steady flame shape which is
dependent on hydrodynamics. From the conical frame-set specified in section 4.3.1, we are
expecting the contributions from the hydrodynamic fields to be small. In fact, in simulations
with 𝛾ℎ = 2.1 and 𝛾ℎ = 6.2, with other parameters specified in table 5.9, the steady flame due
to hydrodynamics converges to zero. This might at first seem surprising, but can be explained
with the linearisation used here:
• According to the steady hydrodynamic flame slope equation given in eq. (4.23), if up-
stream values of 𝑣ℎ = 𝑢ℎ = 0 then it follows that 𝜕𝜉ℎ𝜕𝜂 = 0. This was also true in the
weakly conical case, but was not an observed solution of the numerical convergence. The
reason for this is explained in the next point.
• According to eq. (4.40),
(︀
𝜑−
)︀
𝑛
= 0 when 𝑛 ̸= 0 and when imposing no upstream vortical
disturbances. Looking now at the jump equation eq. (4.30c) in the steady state, and
noting that C = 0 when 𝑛 ̸= 0 under our solving assumptions, we can show that if
𝜕𝜉ℎ
𝜕𝜂 = 0, then upstream values of 𝑣ℎ = 𝑢ℎ = 0. In the previous examples of the weakly
conical flame, the term C was not zero when 𝑛 ̸= 0 (because of the geometric non-
linearity). This initiated the perturbation to the hydrodynamic field, and led to the
convergence of the hydrodynamic flame solution to a non zero value. Thus, by choosing
that the flame slope due to non-hydrodynamic effects remain constant, we have artificially
set the steady hydrodynamic flame shape to zero.
For a perfectly physical flame, and owing to the jump equation given in eq. (4.30c), the
flame slope at the tip is expected to be zero. This allows for a zero jump across the flame of
the hydrodynamic velocity 𝑣ℎ, and therefore a zero normal velocity at the duct wall. Under
the assumptions of linearisation used in the current case, the slope of the flame cannot be zero
at the flame tip. This non-physical representation stems, in part, from the lack of modelling
of the interaction between flame and wall, and from our choice of constant steady flame slope.
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5.3.2 Flame wrinkling
There are few experimental results analysing the effects of hydrodynamic instabilities on an-
chored conical flames, especially with low values of heat release 𝑞. In Truffaut et al. (1999)
however, the growth rates of Darrieus-Landau instability oscillations on the flame are corre-
lated with the laminar burning velocity and frequency of excitation. They are able to impose
the perturbation wave-number by oscillating the flame anchoring point at a chosen frequency.
This work deals with the behaviour of an inverted V-Flame, however, in an open configuration
where acoustic modes have no effect. Even though the nature of the flame used in Truffaut
et al. (1999) is different to that of our own model, it is expected that Darrieus-Landau os-
cillations will develop and propagate along the flame front in a similar way, for small enough
values of 𝑆𝑢. In this section, we therefore present an analysis of the effects of Darrieus-Landau
oscillations on conical flames, in a configuration where thermo-acoustic instabilities cannot
develop.
Instead of moving the flame anchoring point, we are able to excite the flame by imposing
a fixed frequency acoustic perturbation upstream of the flame. With the applied boundary
conditions, the acoustic perturbations will lead to a deformation of the flame at its base,
deformation which would then propagate along the flame. The deformation applied in this
way is not normal to the flame shape, as in the experiments of Truffaut et al. (1999), but
rather contains a large tangential component.
The relationship between the perturbation frequency and the flame wave-number pertur-
bation can be approximated by neglecting hydrodynamic effects and assuming that acoustic
fluctuations do not participate in the propagation of wrinkles along the flame. In such a case,
and using simple geometric considerations, we can write that the excitation angular wave-
number imposed by the acoustics 𝑛𝑎 is approximated by:
𝑛𝑎 ≈ 𝜔
𝑢− cos
(︃
tan−1
(︃√︂(︁
𝑢−
𝑆𝑢
)︁2 − 1−1)︃)︃ (5.7)
Figure 5.24 shows the fluctuating flame shape 𝜉′ at two successive instants in time, for
𝑛𝑎 = 200. It is clear here that instead of the growth in oscillation amplitude along the flame
that was recorded in Truffaut et al. (1999), we observe a decay, and therefore no triggering
of the D-L instabilities.
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(a) Fluctuating flame shape 𝜉′ at 𝑡 = 0.10138 s.
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(b) Fluctuating flame shape 𝜉′ at 𝑡 = 0.10717 s.
Figure 5.24: Fluctuating flame shape under the effects of a sinusoidal pressure perturbations in
an open ended tube. The circle indicates a flame wrinkle being convected by the mean flow.
An initial study of the couple thermodynamic, acoustic and hydrodynamic instability is now
conducted. Using the simulation parameters shown in table 5.9, an unstable self sustained
oscillation develops around the first acoustic mode, as shown in figure 5.25. The flame model
here is fully linearised, and so limit cycle saturation of the oscillations is not expected. The
growth rate of the instability is small, due to the low value of heat release 𝑞 (low values of heat
release are imposed under the linearisation assumptions). In this case, the fluctuating flame
shape shown in figure 5.25(b) does not show visible decay in oscillation amplitude. Because
the heat release is so small, a visible increase in amplitude cannot be expected either.
Table 5.9: Combustor parameters used when obtaining the results for the conical case.
𝑞 𝑆𝑢 𝑥𝑢 [m] 𝑥𝑑 [m] 𝑥𝑟𝑒𝑓 [m] 𝑟𝑏 [m] R− R+ 𝑀− 𝛿𝑡 [s] 𝑁flame
0.2 0.4 −0.6 1.2 −0.6 0.05 1 −1 7 · 10−4 1.5 · 10−5 65
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(b) Fluctuating flame shape 𝜉′ at 𝑡 = 15 s.
Figure 5.25: Results obtained for a ducted flame in the conical case.
5.4 Conclusion on the implementation of asymptotic expansion modelling
The equations derived in the previous chapter were implemented in both the weakly conical
and conical case. In a first part, we presented a verification and validation of the numerical
implementation, by testing time and space numerical convergence, as well as comparing results
to the references of Searby (1992) and Assier et al. (2014). In a second part we presented
results obtained using the weakly conical and conical flame cases. In the weakly conical case,
it was shown that flame anchoring has a strong impact on the growth rate of the thermo-
acoustic instability. Indeed, anchored flames presented larger growth rate and limit cycle
amplitude than their freely moving counter-parts. We also demonstrated the importance of
taking into account hydrodynamic behaviour when modelling combustion instabilities. In the
results presented, we compared results obtained from the G-Equation implementation and the
asymptotic expansion method for the weakly conical flame, and often found differing limit
cycle amplitudes, and frequencies of oscillation. Furthermore, one of the results recorded the
development of a violent secondary growth phase, due to a parametric instability. Results
obtained with the conical model are sparse and limited to cases with small heat release. As
such, we presented a result showing the development of a thermo-acoustic instability, and
expect this implementation to serve as a comparison tool for future numerical codes.
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CHAPTER 6
Summary and Outlook
6.1 Summary
The problem of combustion instabilities in lean premixed combustors has long been recognised
in the gas turbine industry. With the increase in emission restrictions over the last decade,
this issue has gathered increasing traction as lean combustors represent a viable solution for
limiting NOx emissions. However, a huge gap remains between the technology readiness level
that is expected from industry, and the one which is currently being tackled in the engineering
research community. Despite a large research effort, the capabilities developed to understand
and predict combustion instabilities are not yet sufficiently advanced to be incorporated in
the design process. Because of this, combustion instabilities remain an important problem,
and many industrial implementations of instability management are ad-hoc. For example
combustion instabilities can be efficiently controlled using passive dampers, as is typically
done in Alstom combustion systems. These do bear an additional cost and weight penalty,
but provide a working solution for creating production ready land based lean gas turbines.
For airborne turbines, the issues around weight limitation do not necessarily allow for passive
damper solutions. Nevertheless, new lean combustors are currently being fitted to aircraft, such
as the General Electrics TAPS engines. The design of these relies on heavy and versatile C.F.D.
codes, which are computationally expensive and do not necessarily provide any understanding
of the underlying physics of combustion instabilities, or insight for combustor optimisation.
This thesis has concentrated on developing analytical modelling tools for simple combustion
instabilities, and on ways of controlling them. The models and findings presented here provide
insight and information about the underlying interactions between fluid and heat release rate
that underpin all combustion instabilities.
133
134 6 Summary and Outlook
6.1.1 The importance of the location of the flame induced acoustic discontinuity
When compact flame models are implemented, it is assumed that the acoustic discontinuity
caused by the flame heat release is fixed in time, usually at the flame anchoring location
(although some exceptions an be found (Sattelmayer et al., 2003)). The work presented
here has questioned this assumption, and has shown that limiting the flame effect on the
acoustics to an immobile discontinuity in the pressure and velocity fields is insufficient. Two
modifications of current models have been shown to be important:
• The steady location of space-averaged heat release: As a first improvement, the acoustic
discontinuity in a ducted flame model should be fixed at the space-averaged steady heat
release location: 𝑥𝑏 = 𝑥𝑓 , and not at the flame anchor 𝑥𝑎. For flames with large 𝑢−/𝑆𝑢
value, and therefore large steady gradients, this leads to substantial changes in limit cycle
amplitude, frequency, and non-linear system stability.
• The time varying location of space-averaged heat release: a further improvement is to
have the acoustic discontinuity follow the motion of the flame, and therefore the mo-
tion of the space-averaged heat release location 𝑥𝑏 (𝑡) = 𝑥𝑓 (𝑡). The principle of time
variation has been shown to be important for stability using a simple Floquet theory
example. In ducted flame simulations which take into account the acoustic discontinuity
motion, changes in non-linear stability have been observed in some cases. Furthermore,
changes in limit cycle amplitude were observed, showing that the motion of the acoustic
discontinuity plays a key role in the non-linear saturation mechanisms observed in com-
bustion instabilities. This alone presents a strong argument for the modelling of acoustic
discontinuity motion in industrial applications.
6.1.2 Designing plant based active controllers from limit cycle system data
Linear control methods can be successfully applied to suppress combustion instabilities. These
controllers stabilise the linearly unstable modes of combustion systems. However, standard
plant based active control methods require an identification of the linear behaviour of the
unstable combustor. Identification must often be performed when the system is already in
limit cycle, and when it exhibits non-linear behaviour. As an alternative to performing a full
describing function analysis, transfer function analysis from within limit cycle can provide
useful information for controller design under the following conditions:
• The measured decrease in phase at the unstable mode frequency must be corrected: sys-
tems in limit cycle, because of their lack of growth, are identified in a Bode diagram
with a decrease in phase of 180°. The correct Bode diagram phase for an unstable linear
mode leading to limit cycle oscillation should be an increase in phase of 180°. It was
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shown that the phase of the system can be corrected such that the phase information of
the linearly unstable system is correctly obtained from measurements made from within
limit cycle.
• No information about the gain of the linearly unstable mode; the plant based controllers
must remain robust: even though the phase of the system can be corrected, it was
shown that transfer function analysis of systems from within limit cycle do not provide
gain information for the linearly unstable mode. Regardless, with the corrected phase,
it is much easier to design a robust controller which can stabilise the system. Once
stabilised, the linearly unstable plant can be identified, with both accurate phase and
gain information.
Active adaptive controllers, such as S.T.R. controllers, do not require system identification,
and therefore provide a viable alternative to robust plant based controllers. It was shown that
they are effective in stabilising combustion instabilities, even in the case of combustion systems
with a flame induced moving acoustic discontinuity.
6.1.3 Modelling hydrodynamics for V-flames semi-analytically
Asymptotic expansion modelling, which relies on thin flame thickness, large activation energy,
and small Mach number, allows us to capture hydrodynamic behaviour around the flame. It
has already been the subject of extensive theoretical work over the past thirty years in the
mathematical community, but has failed to gain traction with engineers. Furthermore, it has
never been implemented in anchored flame configurations, involving acoustics, hydrodynamics
and flame. We have shown that asymptotic expansion modelling can be applied to the case
of anchored V-flames in a duct, and provides a semi-analytical method for predicting hydro-
dynamic flame instabilities and their effect on thermo-acoustic combustion instabilities. The
linearisation process applied to these models yields three flame classes, based on the order of
magnitude of the flame shape. Only weakly conical and conical flames were modelled here,
the strongly conical case cannot be modelled under our linearisation assumptions. However, it
is expected that a more complex numerical method would allow for the resolution of this case
(see section 6.2.2). The main findings using the asymptotic expansion model are as follows:
• A new flame anchoring method: The typical anchoring conditions used in simple G-
Equation models have proved challenging when dealing with spectral resolution, as they
induce very large gradients at the flame base. In an effort to avoid these large gradients,
a new semi-empirical flame anchoring method was developed, inspired by the physical
behaviour of the recirculation zone present behind flame holders. It was shown that
this new method generally stiffens the flame and reduces the limit cycle amplitude when
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compared to the standard G-Equation anchoring. However, by varying the coefficient
used for the new anchoring model, it is possible to obtain comparable growth rates. This
new anchoring method is not limited to the G-Equation or the asymptotic expansion
flame equation, and can be applied to any flame tracking model.
• Weakly conical flames: It was first shown that the anchoring of the flame, and therefore
the participation of the acoustic waves in the deformation of the flame, plays a critical
part in increasing the growth rate and limit cycle amplitude of the studied systems
when compared to freely propagating flame. The anchoring of the flame, however, did
not modify the growth trend as a function of flame location within the duct. We also
compared the results obtained with the G-Equation to those of the asymptotic model.
We showed that hydrodynamics can be responsible for a change in the frequency and
limit cycle amplitude of the unstable thermo-acoustic mode. In the same set of results,
we witnessed the development of a parametric instability for an anchored flame, a well
known instability phenomenon usually observed in freely propagating flames.
• Conical flames: The representation of conical flames brings its own problems, the largest
of which being the spectral representation of non-periodic functions. Through the use
of function continuation however, we have been able to provide a framework for solving
conical flames with a semi-analytical method, with the additional restriction that the heat
release 𝑞 must remain small. Results for this conical case are limited, and are of little
industrial relevance due to the low heat-release assumption. However, they provide a first
attempt at modelling anchored conical flames with hydrodynamics, and are a foundation
for comparison with future conical model results and the development of fully numerical
methods
6.2 Outlook
6.2.1 Short term research
A few elements stand out as future avenues of study for short term research:
• Removal of the small Mach number assumption in the asymptotic expansion model: It
was shown that the movement of the acoustic discontinuity should always be taken into
account when attempting to accurately obtain limit cycle amplitude of an unstable sys-
tem. However, in the asymptotic model derivation, this motion was neglected in the
acoustic region. Although the assumption that the acoustics remain invariant within
the acoustic zone follows directly from the asymptotic expansion of the acoustics with
small Mach number, it would be trivial to include this acoustic discontinuity motion in
asymptotic models (effectively taking into account terms of order O (𝑀)).
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• Taking into account higher order terms in the asymptotic expansion model: The asymp-
totic expansion model implemented here neglects terms of order O (D), or terms of the
same order as the flame thickness. It is, however, conceivable to include some terms of
order O (D). This has already been done for some terms accounting for the curvature of
the flame, and can further be extended.
• Application of S.T.R. adaptive control to the asymptotic expansion model: One of the
objectives of the simple semi-analytical models presented here is to provide a basis for the
testing of novel control methods. Applying S.T.R. control to anchored flames modelled
with the method of asymptotic expansion would provide a first answer to the viability of
S.T.R. for controlling coupled thermodynamic, acoustic, and hydrodynamic instabilities
with anchored flames.
6.2.2 Other numerical methods: medium and long term research
In section 4.3, we presented linearised models for the weakly conical and conical flames. Both
methods present limitations due to the assumptions of small hydrodynamic fields that are
reiterated here:
• for the weakly conical flame, the assumption of 𝑞 of order O (1) is not strictly valid, and
restricts the use of the model to cases with weak flow motion (Assier et al., 2014).
• for the conical flame, we must have 𝑞 ≪ 1. In addition to that, in order to express the
hydrodynamic field solution as a function of a unique variable (𝜑−)𝑛 using Fourier series
and avoiding convolutions, we are limited to solving only one half of the duct. This leaves
us with the problem of representing non-periodic signals with Fourier series.
This section will introduce two potential alternative methods for solving the coupled thermo-
dynamic, acoustic and hydrodynamic problem. Both of these methods rely on a more extensive
use of numerical methods.
Chebyshev points and polynomial interpolation: removing the Gibbs phenomenon
This first alternative method for the resolution of the coupled hydrodynamics equations targets
the reduction of the Gibbs phenomenon present in the conical flame case. The Fourier series
representation given in eq. (4.32) is used in its discrete form when applied numerically, where
we choose our Fourier collocation points 𝜂𝑘 such that they are equispaced and:
𝜂𝑘 =
2𝑘𝜋
𝐾
− 𝜋 (6.1)
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for −𝜋 ≤ 𝜂 ≤ 𝜋, where 𝐾 is the number of Fourier collocation points used to sample the signal,
and 𝑘 is a natural integer such that 0 ≤ 𝑘 ≤ 𝐾.
The trigonometric basis used in these expressions can be replaced with a polynomial ba-
sis 𝐿 (𝜂) to represent a function 𝑓 (𝜂). The polynomial basis effectively removes any Gibbs
phenomenon (Trefethen, 2000), but is subject to Runge phenomenon if used with equis-
paced collocation points (Epperson, 1987), where the accuracy of the convergence decreases
quickly with increasing polynomial order. This can be resolved by using Chebyshev points for
collocation, such that:
𝜂𝑘 = 𝜋 cos
(︂
2𝑘 − 1
2𝐾 𝜋
)︂
(6.2)
The polynomial of order 𝐾 can be found using Lagrange interpolation, and thus expressed
as
𝑝𝐾 (𝜂) =
𝐾∑︁
𝑘=0
𝑓 (𝜂𝑘)𝐿𝑘 (𝜂) (6.3)
where 𝐿𝑘 are fundamental Lagrange interpolation polynomials:
𝐿𝑘 (𝜂) = 𝛱𝐾𝑗=0,𝑗 ̸=𝑘
𝜂 − 𝜂𝑗
𝜂𝑘 − 𝜂𝑗 (6.4)
and 𝑝𝐾 (𝜂) is a polynomial of order 𝐾 which satisfies 𝑝𝐾 (𝜂𝑘) = 𝑓 (𝜂𝑘).
The variables for the hydrodynamic fields can now be approximated with a polynomial basis.
Using a polynomial basis in the governing equations for the weakly conical and conical cases,
(4.26) and (4.29) respectively, is not as straightforward as with the trigonometric basis. Indeed,
using the previous example with our function 𝑓 , we now express the derivative of 𝑓 with respect
to 𝜂 as as a function of the polynomial 𝑝𝐾 at points 𝜂𝑘:
𝜕𝑓
𝜕𝜂
(𝜂𝑘) =
𝜕𝑝𝐾
𝜕𝜂
(𝜂𝑘)
= D𝐾 (𝜂𝑘) f (𝜂k)
(6.5)
where D𝐾 (𝜂𝑘) is the Chebyshev differentiation vector of size 𝐾 such that;
D𝐾 (𝜂𝑘) =
(︁
𝜕𝐿0
𝜕𝜂 (𝜂𝑘)
𝜕𝐿1
𝜕𝜂 (𝜂𝑘) · · · 𝜕𝐿𝐾𝜕𝜂 (𝜂𝑘)
)︁
(6.6)
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and f (𝜂k) is the vector of sampled values of 𝑓 :
f (𝜂k) =
(︁
𝑓 (𝜂0) 𝑓 (𝜂1) · · · 𝑓 (𝜂𝐾)
)︁
(6.7)
The vector of derivatives 𝜕f𝜕𝜂 is similarly expressed using the Chebyshev differentiation matrix,
where each line of the matrix is evaluated for a different collocation point 𝜂𝑘.
It is clear from the above that the derivative of the function 𝑓 at one point 𝜂𝑘 now involves
all of the samples of 𝑓 . The previous Fourier series method allowed for a decoupled wave-
number resolution, requiring no matrix manipulation; applying the Chebyshev point method
to the conservation equations will however require a considerable amount of computationally
expensive matrix manipulation. Nevertheless, the derivation of the final equation for the now
vector (𝜑−) is obtained following similar steps as in appendix C.3.1 and C.3.2, where the
wave-numbers are replaced by the Chebyshev differentiation matrix, and the solution involves
matrix exponentials.
Ghost fluid method: solving the non-linear hydrodynamic equations numerically
At the beginning of this conclusion, we talked about the divide between semi-analytical or
analytical methods, and fully numerical implementations, for solving combustion instabilities.
The fact remains that any form of numerical solving of combustion instabilities, involving
small lengths scales for the flame, and large length scales for the acoustics, will be limited by
the disparity in length scales. It is therefore the recommendation of the author to separate
combustor regions based on their respective length scales, through asymptotic expansion for
example, and to promote the use of analytical methods where possible. The method of char-
acteristics, for instance, provides a fast analytical solution for plane wave propagation. These
analytical methods can then be coupled with numerical time integration methods, such as the
ghost fluid method, for the resolution of the hydrodynamic zone and flame.
The Ghost fluid method (Fedkiw et al., 1999) could remove the limitations imposed by
the linearisation of the hydrodynamic equations, namely the 𝑞 ≪ 1. This section presents an
unimplemented high level summary of the procedure to be followed.
To make use of the projection method, the hydrodynamic equations must be kept in a fixed
frame of reference, as expressed in eq. (4.1a) and eq. (4.1b) with the O (D) terms neglected.
Assuming the flow is incompressible in the hydrodynamic region, and noting that expression
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(4.5) still holds, we obtain:
∇ · u = 0 (6.8a)
𝜌±
(︂
𝜕u
𝜕𝑡
+ u · ∇u
)︂
= −∇𝑝 (6.8b)
where u = (𝑢, 𝑣) is the vector of velocities. This adds the difficulty that the discontinuity in
the hydrodynamic region due to the heat released in the flame region is not flat any more, and
must now be tracked using the level set flame equation.
We can first attempt to solve the non-linear steady hydrodynamic equations, with linearised
fluctuating hydrodynamics. To that effect we expand the steady velocity variables as:
𝑢 = 𝑢± + 𝑢ℎ (𝑥,𝑦,𝑡) (6.9a)
𝑝 = 𝑝± + 𝑝ℎ (𝑥,𝑦,𝑡) (6.9b)
𝑣 = 𝑣ℎ (𝑥,𝑦,𝑡) (6.9c)
This allows us to write the eq. (6.8) in conservative form:
∇ ·V = 0 (6.10a)
𝜕V
𝜕𝑡
+ (W · ∇)V = ∇𝑝ℎ
𝜌±
(6.10b)
where
V =
(︃
𝑢ℎ
𝑣ℎ
)︃
W =
(︃
𝑢± + 𝑢ℎ (𝑥,𝑦,𝑡)
𝑣ℎ (𝑥,𝑦,𝑡)
)︃
(6.11)
The steady jumps are defined by the steady form of eq. (4.9), and the steady flame shape is
obtained from eq. (4.14) (with velocities taken just before the flame).
The variable fields are extended on either side of the discontinuity using Ghost Field cells. A
band of un-reacted Ghost cells is created in the reacted cell region, right after the discontinuity.
Similarly, a band of reacted Ghost cells is created in the un-reacted cell region right before
the discontinuity (Fedkiw et al., 1999). The values of variables in these Ghost bands are
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determined from the jump conditions, such that:
𝑢𝐺𝑢 = 𝑢𝑟 − [𝑢] (6.12a)
𝑣𝐺𝑢 = 𝑣𝑟 − [𝑣] (6.12b)
𝑝𝐺𝑢 = 𝑝𝑟 − [𝑝] (6.12c)
for the un-reacted Ghost cell variables, where the superscript 𝐺 indicates Ghost cell variables,
and the subscripts 𝑢 and 𝑟 indicate the un-reacted and reacted regions respectively. A similar
expression can be found for the reacted Ghost cell variables.
We use the projection method to solve for the steady hydrodynamic field, and separate
eq. (6.10b) into an irrotational part (neglecting pressure) and a divergence free part (neglecting
the convective velocity). The irrotational equation thus yields:
𝜕V
𝜕𝑡
+ (W · ∇)V = 0 (6.13)
This is re-expressed in an iterative form with time step 𝛥𝑡, where the 𝑛 superscript indicates
the current iteration, and the * superscript indicates the intermediate step field:
V* = −𝛥𝑡 (W · ∇)V+V𝑛 (6.14)
Once the V* has been determined, we can solve for the divergence free equation. Writing:
V𝑛+1 −V*
𝛥𝑡
+ ∇𝑝ℎ
*
𝜌±
= 0 (6.15)
Taking the divergence of the above and using the conservation of mass to write ∇ ·V𝑛+1 = 0
finally yields:
∇ ·V* = ∇ ·
(︂
𝛥𝑡∇𝑝ℎ±
𝜌±
)︂
(6.16)
Equation (6.16) is the Poisson equation. If the gradient of pressure is expressed across the
flame jump location, then a special form of Poisson solver must be used. This is presented
in Liu et al. (2000) for varying density across the jump. All of the difficulty of solving the
hydrodynamic field coupled with the jump equations is concentrated in the solving of the
Poisson equation across the flame region.
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Once the pressure field has been computed, the final velocity field is recovered:
V𝑛+1 = −𝛥𝑡∇𝑝ℎ
𝜌±
+V* (6.17)
With a new hydrodynamic field, the new flame shape can be computed. The movement of
the flame shape, and the movement of fluid across the flame discontinuity must still be taken
into account, as presented in Nguyen et al. (2001).
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APPENDIX A
Appendix: Acoustics of a ducted flame
A.1 Acoustic jump matrix for the G-equation
The linearised fluctuating jump equations has already been given in eq. (2.16), and the steady
jump equations can be obtained from eq. (2.14) and are given as:
J𝜌𝑢K = 0 (A.1a)
𝜌𝑢 J𝑢K+ J𝑝K = 0 (A.1b)
𝛾
(𝛾 − 1) J𝑢𝑝K+ 12𝜌𝑢 q𝑢2y = 𝑄𝐴comb (A.1c)
A.1.1 Steady acoustic jumps
We specify the environmental variables 𝜌−, 𝜃−,𝑀− and 𝑝− (usually atmospheric). The objec-
tive is to express the missing steady variables as a function of the prescribed environmental
variables. We start by solving for 𝑢+
We can rewrite 𝛾(𝛾−1) J𝑝𝑢K in eq. (A.1c) as:
𝛾
(𝛾 − 1) J𝑝𝑢K = 𝛾(𝛾 − 1) (︀𝑝+𝑢+ − 𝑝−𝑢−)︀
= 𝛾(𝛾 − 1)
(︀
𝑝+𝑢+ + 𝑝+𝑢− − 𝑝+𝑢− − 𝑝−𝑢−
)︀
= 𝛾(𝛾 − 1)
(︀
𝑝+ J𝑢K+ J𝑝K𝑢−)︀
(A.2)
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Using eq. (A.1b), we can replace J𝑝K = −𝜌𝑢 J𝑢K in the above equation to finally yield:
𝛾
(𝛾 − 1) J𝑝𝑢K = 𝛾(𝛾 − 1) (︀𝑝+ J𝑢K− 𝜌−𝑢2− J𝑢K)︀ (A.3)
Injecting the above back into the conservation of energy (A.1c) and rearranging leads to the
quadratic:
𝜌𝑢
2 𝑢
2
+ + 𝑢+
𝛾
(𝛾 − 1)
(︀
𝑝+ − 𝜌−𝑢2−
)︀
+ 𝑢−
(︂
− 𝛾(𝛾 − 1)
(︀
𝑝+ − 𝜌−𝑢2−
)︀− 𝜌−𝑢2−2
)︂
= 𝑄
𝐴comb
(A.4)
Writing 𝑢− = 𝑀−
√︁
𝛾𝑅𝜃−, where 𝑅 is the universal gas constant, the quadratic above can
be solved. From there, the upstream pressure is found from eq. (A.1b).
A.1.2 Fluctuating acoustic jumps
Taking the expression for the upstream and downstream fluctuating pressure and velocity,
(2.13) and (2.8), and using them in (2.16) we can write a system of two linear equations
with unknowns A,B,C and D. Now using the boundary conditions upstream and downstream
defined eq. (2.12) we can re-express the reflected waves C and D as a function of A and B
at earlier times respectively. Since the values of A and B at earlier times are know from the
initial condition, we can solve our system of two equations that we express as:(︃
𝑋1 1 +𝑋7
𝑋3 𝑋5
)︃[︃
A (𝑡)
B (𝑡)
]︃
=
(︃
𝑋2 −1 +𝑋7
𝑋4 𝑋6
)︃[︃
R−A (𝑡− 𝜏−)
R+B (𝑡− 𝜏+)
]︃
+
(︃
AI (𝑡− 𝜏AI (0))𝑋2
𝑄′
Acomb
+AI (𝑡− 𝜏AI (0))𝑋4
)︃
(A.5)
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where
𝑋1 = 𝑀− +
(𝑐− − 𝑢−) (𝑢− − 𝑢+)
𝑐2−
− 1 (A.6a)
𝑋2 = 𝑀− +
(𝑐− + 𝑢−) (𝑢− − 𝑢+)
𝑐2−
+ 1 (A.6b)
𝑋3 =
𝛾
𝛾 − 1
(︂
𝑝−
𝜌−𝑐−
− 𝑢−
)︂
+ 𝑢−𝑀− +
(−𝑐− + 𝑢−)
(︀−𝑢2− + 𝑢2+)︀
2𝑐2−
(A.6c)
𝑋4 =
𝛾
𝛾 − 1
(︂
𝑝−
𝜌−𝑐−
+ 𝑢−
)︂
+ 𝑢−𝑀− −
(−𝑐− + 𝑢−)
(︀−𝑢2− + 𝑢2+)︀
2𝑐2−
(A.6d)
𝑋5 =
𝛾
𝛾 − 1
(︂
𝑝+
𝜌+𝑐+
+ 𝑢+
)︂
+ 𝜌−𝑢−𝑀+
𝜌+
(A.6e)
𝑋6 =
𝛾
𝛾 − 1
(︂
𝑝+
𝜌+𝑐+
− 𝑢+
)︂
+ 𝜌−𝑢−𝑀+
𝜌+
(A.6f)
𝑋7 =
𝜌−𝑢−
𝜌+𝑐+
(A.6g)
A.2 Analytical solution for the acoustics in a duct with heat release
To evaluate the accuracy of the interpolation method, we can compute the analytical solution
for a combustor acoustic system with an imposed jump condition. The system solved is thus
defined by:
𝜕𝑝𝑎
𝜕𝑡
+ 𝜕𝑢𝑎
𝜕𝑥
= 0 (A.7a)
𝜕𝑢𝑎
𝜕𝑡
+ 𝑐2𝜕𝑝𝑎
𝜕𝑥
= 0 (A.7b)
which is equivalent to eq. (2.4) with the effects of mean flow neglected, and where it is
assumed that 𝑐2 = 1𝜌 (which is analogous to the asymptotic expansion of the acoustic zone,
as will be shown in section 4.2.3). The applied boundary conditions correspond to R− = 1,
R+ = −1. Following eq. (2.7) this leads to the values of acoustic pressure and velocity at the
boundaries:
𝑢𝑎 (𝑥𝑢,𝑡) = 0 or
𝜕𝑝𝑎
𝜕𝑥
(𝑥𝑢,𝑡) = 0 (A.8a)
𝑝𝑎 (𝑥𝑑,𝑡) = 0 or
𝜕𝑢𝑎
𝜕𝑥
(𝑥𝑑,𝑡) = 0 (A.8b)
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The two cavities of the duct are linked with the following relations:
J𝑢𝑎K = 𝑎 cos (𝜔𝑡) + 𝑏 sin (𝜔𝑡) (A.9a)J𝑝𝑎K = 0 (A.9b)
The solution to this, as derived by R. Assier, is given as:(︃
𝑝𝑎
𝑢𝑎
)︃
=
(︃
𝑎1 (𝑥)
𝑎2 (𝑥)
)︃
cos (𝜔𝑡) +
(︃
𝑏1 (𝑥)
𝑏2 (𝑥)
)︃
sin (𝜔𝑡) (A.10)
Writing (𝜆±)2 = 𝜔
2
(𝑐±)2
, the coefficients 𝑎1, 𝑎2, 𝑏1 and 𝑏2 can be written as:(︃
𝑎1 (𝑥)
𝑎2 (𝑥)
)︃
=
(︃
1𝑎±1
2𝑎±1
)︃
cos (𝜆±𝑥) +
(︃
1𝑎±2
2𝑎±2
)︃
sin (𝜆±𝑥) (A.11a)(︃
𝑏1 (𝑥)
𝑏2 (𝑥)
)︃
= 1
𝑐±
(︃
0 1
(𝑐±)2 0
)︃(︃(︃
1𝑎±1
2𝑎±1
)︃
sin (𝜆±𝑥)−
(︃
1𝑎±2
2𝑎±2
)︃
cos (𝜆±𝑥)
)︃
(A.11b)
with⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1𝑎−1 =
𝜔𝑏
𝜆− (𝑐−)2 tan (𝜆−𝑥𝑢) + 𝜆+ (𝑐+)2 cot (𝜆+𝑥𝑑)
1𝑎+1 = 1𝑎−1
1𝑎−2 = 1𝑎−1 tan
(︀
𝜆−𝑥𝑢
)︀
1𝑎+2 =
1𝑎−2 𝜆
− (𝑐−)2 − 𝜔𝑏
𝜆+ (𝑐+)2
(A.12)
(A.13)
(A.14)
(A.15)
and⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2𝑎−2 =
𝜆+𝑎
𝜆− cot (𝜆+𝑥𝑑) + 𝜆+ tan (𝜆−𝑥𝑢)
2𝑎+2 =
𝜆−
𝜆+
2𝑎−2
2𝑎−1 = −2𝑎−2 tan
(︀
𝜆−𝑥𝑢
)︀
2𝑎+1 = 2𝑎+2 cot
(︀
𝜆+𝑥𝑑
)︀
(A.16)
(A.17)
(A.18)
(A.19)
Using the parameters shown in table 2.1, we obtain the analytical solution shown in fig-
ure A.1.
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Figure A.1: Analytical solution for an combustor acoustic system, computed at a point 𝑥ref.
A.3 Time-variation: Mechanic-acoustic analogy
One way to determine what kind of effect a moving discontinuity can have on an acoustic duct
is to look at a simple mechanical model. Acoustic systems can be represented as mechanical
systems containing a mass, spring and damper using the principles of dynamic analogies (Ol-
son, 1957). To make the problem simpler, we shall concentrate on the upstream half of the
duct only, and assume that the source and discontinuity motion are predetermined, and not
coupled to the acoustic/flame behaviour. This is quite a large assumption and differentiates
this simple model from the full combustor. However, part of the phenomenon we wish to
underline is common to both the full combustor and simple mechanical model. The acoustic
system can be separated into three main elements (Olson, 1957). The first element is the
acoustical inertance. This corresponds to the amount of fluid which can be accelerated but can-
not be compressed, and is analogous to the mechanical point mass. The second element is the
acoustical capacitance, which corresponds to the amount of fluid which cannot be accelerated
but can be compressed (Heutschi, 2003). This is analogous to the mechanical compliance or
stiffness. Of course in acoustic systems the fluid can be both accelerated and compressed, and
therefore we often separate the air volume into its inertance and capacitance effects. The last
element is the acoustical resistance. It is responsible for energy dissipation and is analogous
to mechanical resistors or dampers.
From the above, a long thin duct is represented under the mechanical analogy as a series
of point masses and associated springs and dampers. The number of point masses determines
the number of acoustic modes which are being modelled with the mechanical analogy. For
simplicity, we shall consider here only one acoustic mode and no loss of energy in the acoustic
duct, and therefore represent our acoustic duct as a point mass between two springs, as shown
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in figure A.2. The external perturbation is applied at 𝑥𝑢, or directly on the point mass 𝑚 (𝑡).
In our combustion duct, we are simply looking at the effects of a moving source and discon-
tinuity location. Because there is no additional energy added to the acoustic system as a result
of the moving discontinuity (the discontinuity only separates two gases of different density,
but is not a physical boundary), the moving discontinuity only affects the acoustic system by
adding or removing acoustical inertance (Olson, 1957), or in other words the amount of air
which can be accelerated. This is not to be confused with the mechanical representation of
the movement of a piston. The mechanical equivalent to a change of inertance, is a change is
system mass. Knowing this, we can write the governing equations for our mechanical analogy
as:
𝑚 (𝑡) 𝜕
2𝑥 (𝑡)
𝜕𝑡2
+ 𝑘𝑥 (𝑡) = 𝑠 (𝑡) (A.20)
where 𝑠 (𝑡) is the predefined source, 𝑚 (𝑡) is the time varying mass, 𝑘 is the sum of the
stiffness of both springs, and 𝑥 is analogous to pressure. When the mass is time invariant, we
simply obtain the invariant resonant frequency 𝜔𝑟 =
√︁
𝑘
𝑚 .
A.3.1 Mechanical analogy results
The above equation is solved numerically using a second order difference in time with the
parameters shown in table A.1. Note that the oscillation frequency of the mass and the source
are chosen to be the same, as this is what would occur in a real combustion system thermo-
acoustic instability.
The time invariant results are shown in figure A.3. In this case, we excite the system at
𝑥𝑢 ← 𝑥𝑏 →
𝑙
ℎ 𝜕𝑝𝑎𝜕𝑥 = 0
𝜕𝑝𝑎
𝜕𝑥 = 0 =⇒
𝑚 (𝑡)
Figure A.2: Schematic of the mechanical analogy used to represent a long thin acoustic duct.
Table A.1: Mechanical analogy parameters.
Case 𝑚 (𝑡) 𝜔𝑚 𝑘 𝑠 (𝑡) 𝜔𝑠
Time invariant 1 − 1 1 · 10−5 sin (𝜔𝑠𝑡) 𝜔𝑟
Time variant 1 + 0.05 sin (𝜔𝑚𝑡) 𝜔𝑟 1 1 · 10−5 sin (𝜔𝑠𝑡) 𝜔𝑟
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its resonant frequency and obtain the expected linear growth, with a response at the resonant
frequency. Note that the frequency of the response is approximated from the Hilbert transform;
the transform leads to peaks observed when the amplitude of the response is small compared
to its mean (in the region 𝑡 < 0.5 s for example), and should be ignored.
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Figure A.3: Results obtained with the mechanical analogy in the time invariant case.
The results when 𝑚 is time variant are shown in figure A.4. The response of the system is
now stable, even when excited at the frequency 𝜔𝑟. Looking at the frequency of the response it
is clear that the time variation of mass leads to ±4% changes in the response frequency of the
system, oscillating around the excitation frequency. It is clear that the effect of the changing
mass is to modify the frequency of the response of the system with time, thus stabilising it.
Relating this to the Rayleigh criterion, the pulsations that are observed in figure A.4(a) are
explained by the rapid phasing and de-phasing of the source and response. Thus, for a source
at the extremity of the duct, when the source and response phase are within (−𝜋,0) Noiray
et al. (2007) (we call this in phase), the system energy grows and the response grows. When the
source and response phase are not within (−𝜋,0) (we call this out of phase), the system energy
decreases and the response decreases. We should point out that this stabilising behaviour
occurs independently from the mass oscillation amplitude.
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Figure A.4: Results obtained with the mechanical analogy in the time variant case.
A.3.2 Implications on Combustion Instabilities
As shown in the G-Equation model from section 1.2.2, combustors can be represented as two
acoustic ducts separated by a flame induced discontinuity. Because of the coupling between
acoustics and flame, the flame oscillates in the acoustic duct, and therefore, in real combustors,
the flame induced acoustic discontinuity oscillates. A parallel can therefore be drawn between
the combustor configuration, and the simple mechanical analogy presented here. Even though
the coupling between flame and acoustics is not taken into account, and the mechanical system
is mono-modal, the stabilising (or reduction of unstable growth rate or limit cycle amplitude)
caused by the movement of the acoustic discontinuity on the acoustics is common to both the
real combustor and mechanical model.
Further analysis of the behaviour of acoustic systems with moving boundaries has been
done in the multi-modal case in section A.4. These results show that in certain cases, a system
excited at one of the acoustic modes will bifurcate and oscillate at another mode. Under these
circumstances the system remains unstable.
If the source reacts to the system response, as is the case in the coupled combustion system,
the results are not so clean cut. In this case the source will adapt to the oscillation frequency
of the system. Instability will occur if the source adapts fast enough to excite the time varying
modes of the system. This is the same argument that was brought forward by Rayleigh
(1878); if the coupled response and source are in phase, i.e. if the source adapts fast enough
to the change in the frequency of the response, the system will be unstable. The motion of
the boundary however will have a slight de-phasing effect, leading to lower growth rates of the
instability. When the movement of the boundary is sufficient to de-phase the coupled response
and source completely, then the same behaviour shown in figure A.4 occurs and the system
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becomes stable.
From the above results, we can therefore expect the movement of the flame induced disconti-
nuity in a combustor to be responsible for a change in the stability behaviour of the combustor
in certain cases.
A.4 Time variation: Ritz-Rayleigh Method
A.4.1 Derivation
We wish to show the effects of a moving duct boundary on the acoustics of the duct using
a simple multi-modal model. In this representation, we shall not model any of the coupling
usually present in combustion systems between the acoustics and the heat release, and will
instead concentrate on showing the basic time variant behaviour of an acoustic duct with
moving boundaries.
We define a duct of length 𝑙 and height ℎ, where 𝑙 ≫ ℎ such that the acoustics of the duct
can be represented with plane waves only, as shown in figure A.5.
Similarly to the acoustics model presented in section 2.1, the governing acoustic equations
are given in (2.4), which yields the following wave equation when neglecting the mean flow:
𝜕2𝑝𝑎
𝜕𝑥2
− 1
𝑐2
𝜕2𝑝𝑎
𝜕𝑡2
= 0 (A.21)
For simplicity, we wish to represent a closed duct, and so the boundary conditions of this
duct become:
𝜕𝑝𝑎
𝜕𝑥
(0,𝑡) = 0 (A.22a)
𝜕𝑝𝑎
𝜕𝑥
(𝑥𝑏(𝑡),𝑡) = 0 (A.22b)
We now define a source function 𝑠𝑓 (𝑥,𝑡) all over the duct; the governing wave equation now
𝑥𝑢 ← 𝑥𝑏 →
𝑙
ℎ 𝜕𝑝𝑎𝜕𝑥 = 0
𝜕𝑝𝑎
𝜕𝑥 = 0
Figure A.5: Schematic of the simple acoustic duct, showing the moving boundary and source
location 𝑥𝑏 (𝑡) with dashed lines.
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becomes:
𝜕2𝑝
𝜕𝑥2
− 1
𝑐2
𝜕2𝑝
𝜕𝑡2
= 𝑠𝑓 (𝑥,𝑡) (A.23)
where the source function is defined as:
𝑠𝑓 (𝑥,𝑡) = 𝑠𝑖𝑛(𝜔𝑠𝑡)𝛿(𝑥− 𝑥𝑏(𝑡)) (A.24)
with 𝜔𝑠 the oscillation frequency chosen for the source, and 𝛿 the Dirac delta centred on the
right boundary position 𝑥𝑏 (𝑡)
Similarly, we chose the movement of the boundary to be of the form
𝑥𝑏(𝑡) = 𝑙 + 𝜀𝑠𝑖𝑛(𝜔𝑥𝑡) (A.25)
where 𝜀≪ 𝑙, and 𝜔𝑥 is the oscillation frequency of the boundary. In combustion systems, we
would assume the oscillation frequency of the source to be the same as the oscillation frequency
of the boundary position, and so from now on we write 𝜔𝑥 = 𝜔𝑠.
Expression (A.23) can be solved using the Ritz-Rayleigh method. We choose a basis 𝑒𝑗 (𝑥,𝑡)
which verifies the boundary conditions given in (A.22). This yields a possible choice for the
basis 𝑒𝑗 (𝑥,𝑡) = 𝑐𝑜𝑠
(︁
𝑗𝜋 𝑥𝑥𝑏(𝑡)
)︁
. Using this basis to express our unknown 𝑝𝑎 we can write:
𝑝𝑎(𝑥,𝑡) =
𝑛∑︁
𝑗=1
𝑒𝑗(𝑥,𝑡)𝑃𝑗(𝑡) (A.26)
It is important to note the orthogonality properties of the chosen basis, which allow us to
write:
ˆ 𝑥𝑏
0
𝑒𝑗 (𝑥,𝑡) 𝑒𝑘 (𝑥,𝑡) 𝑑𝑥 =
⎧⎨⎩0 if 𝑘 ̸= 𝑗𝑥𝑏(𝑡)
2 if 𝑘 = 𝑗
(A.27a)
ˆ 𝑥𝑏
0
𝜕𝑒𝑗 (𝑥,𝑡)
𝜕𝑥
𝜕𝑒𝑘 (𝑥,𝑡)
𝜕𝑥
𝑑𝑥 =
⎧⎨⎩0 if 𝑘 ̸= 𝑗(i𝜋)2
2𝑥𝑏(𝑡) if 𝑘 = 𝑗
(A.27b)
Using the Ritz-Rayleigh method to express a variational integral, we can solve for 𝑃 by
writing:
ˆ 𝑥𝑏
0
(︂
𝜕2𝑝
𝜕𝑥2
− 1
𝑐2
𝜕2𝑝
𝜕𝑡2
)︂
𝑣 (𝑥,𝑡) 𝑑𝑥 =
ˆ 𝑥𝑏
0
𝑠𝑓 (𝑥,𝑡) 𝑣 (𝑥,𝑡) 𝑑𝑥 (A.28)
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where 𝑣 (𝑥,𝑡) is a test function chosen in the same space as 𝑝𝑎 and which can therefore be
written as 𝑣 (𝑥,𝑡) =
∑︀𝑛
𝑗=1 𝑒𝑗 (𝑥,𝑡)𝑉𝑗 (𝑡). After using eq. (A.26) in the above as well as the
orthogonality properties (A.27) and some manipulation this yields the simple solution for each
wave number index 𝑗:
𝜕2𝑃𝑗(𝑡)
𝜕𝑡2
= −𝑐
2(𝑗𝜋)2
𝑥𝑏 (𝑡)2
𝑃𝑗(𝑡)− 2𝑐
2
𝑥𝑏(𝑡)
𝑠𝑖𝑛(𝜔𝑠𝑡)𝑐𝑜𝑠 (𝑗𝜋) (A.29)
The expression above can be solved numerically using finite difference methods. Using a
centred second order formulation for example, yields :
𝑃𝑗,𝑘+1 =
(︂
2−𝛥𝑡2 𝑐
2(𝑗𝜋)2
𝑥2𝑏(𝑡𝑘)
)︂
𝑃𝑗,𝑘 − 𝑃𝑗,𝑘−1 −𝛥𝑡2 2𝑐
2
𝑥𝑏(𝑡𝑘)
𝑠𝑖𝑛(𝜔𝑠𝑡𝑘)𝑐𝑜𝑠 (𝑗𝜋) (A.30)
where 𝑘 represents a time step index. This is solved numerically for each wave number index
𝑗. This method is particularly well suited to problems with moving boundaries. Indeed, had
the method of characteristics been used in this example, we would have had to deal with the
iterative calculation of time varying time delays. However, the Ritz-Rayleigh method only
yields an approximate solution, suffering from the truncation error associated with truncating
the series shown in (A.26). Furthermore it is not suited to solving the full coupled problem of
combustion instabilities, and so the method of characteristics is to be used for the full model.
A.4.2 Results
In the following test cases, we choose a source frequency equal to the first, second and third
acoustic duct modes, i.e.: 𝜔𝑠 = (1,2,3)𝜋𝑐𝑙 . We plot the pressure 𝑝𝑎(𝑥𝑏(𝑡),𝑡) as a function of
time, and compute an approximate frequency as a function of time using the Hilbert transform.
Time-invariant case
In the time-invariant case, the constant addition of energy at one of the resonant frequencies
of the duct leads to the expected linear growth as shown in figure A.6(a) through A.6(c).
172 A Appendix: Acoustics of a ducted flame
0 1 2 3−400
−200
0
200
400
Time [s]
𝑝
𝑎
(𝑥
𝑏
(𝑡
),𝑡
)
[P
a]
(a) Excitation at the first acoustic mode.
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(c) Excitation at the third acoustic mode.
Figure A.6: Pressure output at 𝑥𝑏 with a fixed boundary (time-invariant case).
Looking at the the frequency of the acoustic response as a function of time, it is clear that
the response of the system occurs at the excitation frequency.
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(a) Excitation at the first acoustic mode.
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(c) Excitation at the third acoustic mode.
Figure A.7: Frequency of pressure response 𝑝𝑎 as a function of time at 𝑥𝑏 with a fixed boundary
(time-invariant case). The red lines correspond to one system mode 𝜔𝑠.
Time-varying case
When the boundary of the acoustic system and the source position move with time, the system
behaves as a time varying system. We excite the system at the same frequencies as done in
the time-invariant test case and obtain the results shown in figure A.8. The system remains
stable in all cases, with steady state low frequency pulsations, except for mode 2.
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(a) Excitation at the first acoustic mode.
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Figure A.8: Pressure output at 𝑥𝑏 (𝑡) with a moving boundary (time-variant case).
Let us now look at the frequency as a function of time obtained for the above simulations.
We should point out that the frequency data is only an approximation of the real instanta-
neous frequency of the system. When the amplitude of pressure oscillation is too low, the
approximation is poor, and the Hilbert transform results should be ignored.
From the results shown in figure A.9 we can see that the instantaneous frequency of the
response varies around the excitation frequency (shown as the thick red line). As the frequency
of the response of the system varies, it does not remain equal to the forcing frequency of
the system, or one of the acoustic modes of the system. This is typical of the behaviour of
time-variant systems, where an excitation at a frequency 𝜔𝑠 leads to a response at different
frequencies which depend on the amplitude of the oscillation.
It is believed that the variation of frequency is responsible for the stabilisation of the time-
varying system.
In the case of mode 2, excitation around the second acoustic mode eventually leads, after
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mode jumping, to a response of the system at the first acoustic mode, and the system becomes
unstable.
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(a) Excitation at the first acoustic mode.
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Figure A.9: Pressure output frequency at 𝑥𝑏 (𝑡) with a moving boundary (time-variant case).
The red lines correspond to one system mode.
A.4.3 Implications on Combustion Instabilities
These results show two things. The movement of the acoustic source in the system, and
therefore the movement of the acoustic discontinuity in a combustor system, can be responsible
for the stabilisation of an unstable system. Furthermore, it can also be responsible for the
excitation of other duct modes. It is still important to note that this simple example does
not take into account the coupling between source and acoustics; it is expected in a coupled
system that the frequency of the source vary in tandem with the frequency of the acoustic
system. However, the stabilising behaviour observed here is still an expected outcome in real
combustor systems, at least for certain excitation amplitudes.
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APPENDIX B
Appendix: Derivation of the update rules for S.T.R. adaptive control
We are trying to prove that 𝜕𝑉𝑙(𝑥,𝑡)𝜕𝑡 is negative definite, and have chosen our Lyapunov function
as shown in eq. (3.13). Let us take the derivative of eq. (3.13) with respect to time. Since P
is independent of time, this yields :
𝜕𝑉𝑙 (𝑥,𝑡)
𝜕𝑡
= 𝜕x
ᵀ
𝜕𝑡
Px+ xᵀP𝜕x
𝜕𝑡
+ 1|𝑔|
(︂
𝑑kᵀ
𝑑𝑡
k+ kᵀ𝑑k
𝑑𝑡
)︂
(B.1)
Equations (3.9a) and (3.11) can now be used to replace the time derivatives of the states,
yielding:
𝜕𝑉𝑙 (𝑥,𝑡)
𝜕𝑡
= xᵀ (aᵀP+Pa)x+ dᵀkbᵀPx+ xᵀPbkᵀd+ 1|𝑔|
(︂
𝑑kᵀ
𝑑𝑡
k+ kᵀ𝑑k
𝑑𝑡
)︂
(B.2)
It now becomes clear why it was so important to make sure that the M.K.Y. lemma remain
valid. Indeed, replacing the first parenthesis with eq. (3.12a) and using eq. (3.12b) in the
second and third term leads to the simplified form:
𝜕𝑉𝑙 (𝑥,𝑡)
𝜕𝑡
= −xᵀqx+ dᵀkcᵀx+ xᵀckᵀd+ 1|𝑔|
(︂
𝑑kᵀ
𝑑𝑡
k+ kᵀ𝑑k
𝑑𝑡
)︂
(B.3)
Finally using eq. (3.9b) and the fact that d and k are vectors gives us :
𝜕𝑉𝑙 (𝑥,𝑡)
𝜕𝑡
= −xᵀqx+ dᵀk𝑝ref + 𝑝refkᵀd+ 1|𝑔|
(︂
𝑑kᵀ
𝑑𝑡
k+ kᵀ𝑑k
𝑑𝑡
)︂
= −xᵀqx+ 2kᵀ
(︃
𝑝refd+
𝑑k
𝑑𝑡
|𝑔|
)︃ (B.4)
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We can see that −xᵀqx is negative definite when x ̸= 0. Therefore, if 𝑝refd+
𝑑k
𝑑𝑡
|𝑔| = 0,
𝜕𝑉𝑙(𝑥,𝑡)
𝜕𝑡
is also negative definite. Re-expressing 𝑑k𝑑𝑡 from 𝑝refd+
𝑑k
𝑑𝑡
|𝑔| = 0 finally yields the update rules.
APPENDIX C
Appendix: Hydrodynamic theory
C.1 Asymptotic model steady jumps
The provided environmental variables for the simulation include values for 𝑀−, 𝑝+, 𝜃−, 𝑆𝑢 and
𝜌−. The objective is now to find the remaining steady field unknowns from the steady equations.
Using the steady jumps eq. (4.13), we obtain the equations in non-dimensional form:
𝜃+ = 𝑞 + 𝜃− 𝜌+ = −
𝑞
1 + 𝑞 + 𝜌− (C.1)
The calculation of the upstream pressure 𝑝− is more involved. In this case we write all of
the equations below with a * to indicate non-dimensional terms. The pressure jump becomes:
𝑝+ − 𝑝−
𝜌−𝑢2−
= −𝑆𝑢2*𝑞* (C.2)
So the expression for the upstream pressure becomes:
𝑝− = 𝑆𝑢
2*
𝑞*𝜌−𝑢
2
− + 𝑝+ (C.3)
The mean flow can be written as a function of the speed of sound so 𝑀− = 𝑢−𝑐− with
𝑐− =
√︁
𝛾
𝑝−
𝜌−
. This leads to the final form of the upstream pressure:
𝑝− =
𝑝+
1− 𝑆𝑢2*𝑞*𝑀2−𝛾
(C.4)
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C.2 Asymptotic model acoustic jump matrix
We have specified in section 4.2.5 that the acoustic jump across the flame is equivalent to an
acoustic jump across both the flame and the hydrodynamic region. These jumps are given in
eq. (4.11b). Using the method of characteristic, we can rewrite the acoustic variables 𝑢𝑎 and
𝑝𝑎 in (4.11b) with equations (2.13) and (2.8), as well as the boundary condition (2.12). This
leads to:
1√︀
𝜌+
(B (𝑡)− R+B (𝑡− 𝜏+))− 1√︀
𝜌−
(R−A (𝑡− 𝜏−)−A (𝑡) +AI (𝑡− 𝜏AI)) = J𝑢𝑎K
(C.5a)
B (𝑡) + R+B (𝑡− 𝜏+)− R−A (𝑡− 𝜏−)−A (𝑡)−AI (𝑡− 𝜏AI) = 0 (C.5b)
Writing this in matrix form yields:(︃ 1√
𝜌−
1√
𝜌+
−1 1
)︃(︃
A
B
)︃
=
(︃ J𝑢𝑎K+ AI(𝑡−𝜏AI)√︀𝜌−
AI (𝑡− 𝜏AI)
)︃
+
(︃
R−√︀
𝜌−
R+√︀
𝜌+
R− −R+
)︃(︃
A (𝑡− 𝜏−)
A (𝑡− 𝜏+)
)︃
(C.6)
C.3 Spectral solution derivation
C.3.1 Weakly conical case
Starting from the conservation equations for the hydrodynamics as given in eq. (4.26), and
using the spectral formulation eq. (4.32) we obtain the spectral conservation equation for the
weakly conical case:
𝜕̂︂(𝑢ℎ)𝑛
𝜕G
+ i𝑛̂︂(𝑣ℎ)𝑛 = 0 (C.7a)
𝜌±
(︃
𝑢±
𝜕̂︂(𝑢ℎ)𝑛
𝜕G
+ 𝜕
̂︂(𝑢ℎ)𝑛
𝜕𝜏
)︃
= −𝜕
̂︂(𝑝ℎ)𝑛
𝜕G
(C.7b)
𝜌±
(︃
𝑢±
𝜕̂︂(𝑣ℎ)𝑛
𝜕G
+ 𝜕
̂︂(𝑣ℎ)𝑛
𝜕𝜏
)︃
= −i𝑛̂︂(𝑝ℎ)𝑛 (C.7c)
Complementary solution
Writing that the right hand side of the equations above is equal to zero, we can obtain the
complementary solutions for ̂︂(𝑢ℎ)𝑛 and ̂︂(𝑣ℎ)𝑛 using the method of separation of variables. This
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yields:
̂︂(𝑢ℎ)𝑛 = 𝐶±(︂𝜏1 = (𝜆1)± 𝜏 − (𝜆1)±𝑢± G
)︂
(C.8a)
̂︂(𝑣ℎ)𝑛 = 𝐷±(︂𝜏2 = (𝜆2)± 𝜏 − (𝜆2)±𝑢± G
)︂
(C.8b)
where 𝐶± and 𝐷± are functions which depend only on the variables 𝜏1,2, themselves defined
as a function of the constants 𝜆1,2 chosen when using the method of separation of variables.
Particular solution
We now look for the particular solutions of equations (C.7), this is done by eliminating ̂︂(𝑢ℎ)𝑛
and ̂︂(𝑣ℎ)𝑛 from the system of equations, to find the form of the solution for ̂︂(𝑝ℎ)𝑛. To do this,
we take the derivative of eq. (C.7b) with respect to G and sum that with eq. (C.7c) multiplied
by i𝑛. This leads to:
𝑛2̂︂(𝑝ℎ)𝑛 − 𝜕2̂︂(𝑝ℎ)𝑛𝜕G2 = 𝜌±
(︂
𝑢±
𝜕
𝜕G
+ 𝜕
𝜕𝜏
)︂(︃
i𝑛̂︂(𝑣ℎ)𝑛 + 𝜕̂︂(𝑢ℎ)𝑛𝜕G
)︃
(C.9)
Using the continuity eq. (C.7a), the right hand side of the above is zero. We must take into
account two possible scenarios when solving the obtained partial differential equation involving
only ̂︂(𝑝ℎ)𝑛.
Form of spectral pressure for zero wavenumber In this case, the equation to be solved simplifies
to −𝜕2̂︂(𝑝ℎ)𝑛
𝜕G2 = 0. This leads to a solution of the form
̂︂(𝑝ℎ)𝑛 = 𝐴1 (𝜏)G+𝐴2 (𝜏) (C.10)
If we want the pressure to be bounded for G→∞, as is the case at the downstream acoustic
and hydrodynamic interface, then 𝐴1 (𝜏) = 0, and so:
̂︂(𝑝ℎ)𝑛 = 𝐴2 (𝜏) (C.11)
Imposing that ̂︂(𝑢ℎ)𝑛 and ̂︂(𝑣ℎ)𝑛 remain bounded, and with no vorticity upstream leads to the
upstream solution ̂︂(𝑢ℎ)𝑛 = ̂︂(𝑣ℎ)𝑛 = 0
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Form of spectral pressure for non-zero wavenumber The obtained form of the solution for̂︂(𝑝ℎ)𝑛, neglecting unbounded solutions, is given as
̂︂(𝑝ℎ)𝑛 = 𝐴1 (𝜏)𝑛 exp (|𝑛|G) for G < 0 (C.12a)̂︂(𝑝ℎ)𝑛 = 𝐴2 (𝜏)𝑛 exp (−|𝑛|G) for G > 0 (C.12b)
where we take the absolute value of |𝑛| to ensure that the exponential is bounded for both
positive and negative wavenumbers.
Using eq. (C.7b) and eq. (C.7c), and imposing no vortical disturbances upstream (leading to
𝐶− = 𝐷− = 0 (Wu,M. Wang, et al., 2003)) we obtain the full solutions for the hydrodynamic
variables, as show in eq. (4.33).
Using the forms in eq. (4.33), it is possible to write a partial differential equation involving
only (𝜑−)𝑛, and which can be solved using numerical methods. This is obtained using the
jump equations from eq. (4.27), which yield in spectral space:
(𝜑+)𝑛 + 𝐶+ − (𝜑−)𝑛 = [𝑢ℎ] (C.13a)
−i 𝑛|𝑛| (𝜑+)𝑛 +𝐷+ − i
𝑛
|𝑛| (𝜑−)𝑛 = [𝑣ℎ] (C.13b)
𝜌+
(︁
𝜕(𝜑+)
𝜕𝜏 𝑛
− |𝑛|𝑢+ (𝜑+)𝑛
)︁
|𝑛| +
𝜌−
(︁
𝜕(𝜑−)
𝜕𝜏 𝑛
+ |𝑛|𝑢− (𝜑−)𝑛
)︁
|𝑛| = [𝑝ℎ] (C.13c)
Using the conservation of mass (C.7a) in the derivative with respect to 𝜏 of the axial velocity
jump (C.13a), and combining it with the vertical velocity and pressure jumps (C.13b) and
(C.13c) allows us to write the expression given in eq. (4.34).
𝜕
[︁̂︂(𝑢ℎ)𝑛]︁
𝜕𝜏 is neglected as it is of
order 𝛿.
C.3.2 Strongly conical case
We follow the same procedure as in the case of the weakly conical case, and rewrite the
conservation equations given in eq. (4.29) using the spectral formulation from eq. (4.32). This
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yields:
𝜕̂︂(𝑢ℎ)𝑛
𝜕G
+ i𝑛̂︂(𝑣ℎ)𝑛 = C𝜕̂︂(𝑣ℎ)𝑛𝜕G (C.14a)
𝜌±
(︃
𝑢±
𝜕̂︂(𝑢ℎ)𝑛
𝜕G
+ 𝜕
̂︂(𝑢ℎ)𝑛
𝜕𝜏
)︃
= −𝜕
̂︂(𝑝ℎ)𝑛
𝜕G
(C.14b)
𝜌±
(︃
𝑢±
𝜕̂︂(𝑣ℎ)𝑛
𝜕G
+ 𝜕
̂︂(𝑣ℎ)𝑛
𝜕𝜏
)︃
= −i𝑛̂︂(𝑝ℎ)𝑛 + C𝜕̂︂(𝑝ℎ)𝑛𝜕G (C.14c)
Additional terms have appeared on the right hand side when compared to the weakly conical
case.
Complementary solution
Once again, we find the complementary solutions by setting the right hand side equal to zero,
and obtain the same solution from the conservation of momentum as shown in section C.3.1.
Particular solution
Once again, we take the derivative of eq. (C.14b) with respect to G, and add that to eq. (C.14c)
multiplied by i𝑛 to yield:
𝑛2̂︂(𝑝ℎ)𝑛 + i𝑛C𝜕̂︂(𝑝ℎ)𝑛𝜕G − 𝜕2̂︂(𝑝ℎ)𝑛𝜕G2 = 𝜌±
(︂
𝑢±
𝜕
𝜕G
+ 𝜕
𝜕𝜏
)︂(︃
i𝑛̂︂(𝑣ℎ)𝑛 + 𝜕̂︂(𝑢ℎ)𝑛𝜕G
)︃
(C.15)
Using continuity (C.14a), followed by the conservation of momentum (C.14c) on the right
hand side finally yields the homogeneous equations:
𝜕2̂︂(𝑝ℎ)𝑛
𝜕G2
− 2i𝑛C1 + C2
𝜕̂︂(𝑝ℎ)𝑛
𝜕G
− 𝑛
2
1 + C2
̂︂(𝑝ℎ)𝑛 = 0 (C.16)
Form of spectral pressure for zero wave-number In this case, we obtain the equation for
spectral pressure by adding the derivative with respect to G of the conservation of momentum
equation (C.14b) to the derivative with respect to G of (C.14c) multiplied by −C. From there,
using the conservation of mass (C.14a) allows us to eliminate ̂︂(𝑢ℎ)𝑛 and ̂︂(𝑣ℎ)𝑛, and gives the
equations for pressure to be solved (1 + C) 𝜕
2̂︂(𝑝ℎ)𝑛
𝜕G2 = 0. This leads to the same form of solutions
as in the weakly conical case:
̂︂(𝑝ℎ)𝑛 = 𝐴1 (𝜏)G+𝐴2 (𝜏) (C.17)
If we want the pressure to be bounded for G→∞, as is the case at the downstream acoustic
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and hydrodynamic interface, then 𝐴1 (𝜏) = 0, and so:
̂︂(𝑝ℎ)𝑛 = 𝐴2 (𝜏) (C.18)
Imposing that ̂︂(𝑢ℎ)𝑛 and ̂︂(𝑣ℎ)𝑛 remain bounded, and with no vorticity upstream leads to the
upstream solution ̂︂(𝑢ℎ)𝑛 = ̂︂(𝑣ℎ)𝑛 = 0
Form of spectral pressure for non-zero wavenumber The obtained form of the solution for̂︂(𝑝ℎ)𝑛 is given as:
̂︂(𝑝ℎ)𝑛 = 𝐴1 (𝜏)𝑛 exp ((K−)𝑛G) for G < 0 (C.19a)̂︂(𝑝ℎ)𝑛 = 𝐴2 (𝜏)𝑛 exp ((K+)𝑛 G) for G > 0 (C.19b)
where 𝑛 > 0 here. Using these forms for ̂︂(𝑝ℎ)𝑛 in the conservation of momentum equations
(C.14b) and (C.14c), and imposing no vortical disturbances upstream (leading to 𝐶− = 𝐷− = 0
(Wu,M. Wang, et al., 2003)) leads to the final form for the hydrodynamic variables, as shown
in eq. (4.37).
Once again we wish to find a partial differential equation for a single variable (𝜑−)𝑛 that we
will solve numerically. To do this, we write the jumps given in eq. (4.30) now in spectral form
as:
(𝜑+)𝑛 + 𝐶+ − (𝜑−)𝑛 = [𝑢ℎ] (C.20a)
−i (𝜑+)𝑛 +𝐷+ − i (𝜑−)𝑛 = [𝑣ℎ] (C.20b)
𝜌+
(︁
𝜕(𝜑+)
𝜕𝜏 𝑛
− (K+)𝑛 𝑢+ (𝜑+)𝑛
)︁
(K+)𝑛
+
𝜌−
(︁
𝜕(𝜑−)
𝜕𝜏 𝑛
+ (K−)𝑛𝑢+ (𝜑−)𝑛
)︁
(K−)𝑛
= [𝑝ℎ] (C.20c)
Obtaining the expression for (𝜑−)𝑛 from eq. (C.20) and eq. (C.14) is involved, and can be
summarised as follows
• Use the conservation of mass (C.14a) in the time derivative of the axial velocity jump
(C.20a).
• Now eliminate the derivative 𝜕𝐷−𝜕𝜏 by using the time derivative of (C.20b), and eliminate
𝐷− with (C.20b).
• At this point, the objective is to re-express the obtained expression to replace (𝜑+)𝑛 by
using the pressure jump equation (C.20c). The correct form is obtained by dividing the
equation obtained in the previous step by −𝑛.
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• Once (𝜑+)𝑛 has been eliminated, re-arranging the equation yields eq. (4.38).
•
𝜕
[︁̂︂(𝑢ℎ)𝑛]︁
𝜕𝜏 is neglected as it is of order 𝛿.
186
APPENDIX D
Appendix: Design of computer code
The code developed for the modelling of combustion instabilities, including hydrodynamic
effects using asymptotic expansion, was entirely written in Matlab and is named CHASCI (Cou-
pled Hydrodynamic and Acoustic Simulator for Combustion Instabilities). CHASCI is roughly
9000 lines long, and integrates some debugging routines and both asymptotic and G-Equation
flame models to allow for easy comparison. Apart from the analytical solution for the acous-
tics (presented in appendix A.2), all non-intrinsic functions and scripts have been written by
the author of this thesis. The code was maintained using Git version control, and is avail-
able on the author’s Git repository under BSD 3-Clause License: https://git.luzzato.com/
charles-luzzato-phd/hydrodynamics-modelling.git. The matlab2tikz routines by Nico
Schlömer and the Plot (Big) routines by Tucker McClure have their own respective copyright
rules.
D.1 Objectives of CHASCI
The objectives of the code are summarised as follows:
• Observe the effects of hydrodynamic instabilities on combustion instabilities in ducted
flames, for weakly conical or conical flames.
• Observe the effects of flame anchoring on combustion instabilities.
• Easily compare results between different models, with the same duct configurations.
With the above objectives in mind, CHASCI is not optimised for speed or memory efficiency
(although it scales perfectly with increased number of iterations), but provides a framework for
the development of asymptotic expansion models. As such, and to minimise code redundancy,
the framework is organised into a large number of independent functions. This allows the
weakly conical and conical configurations to be solved using a nearly identical set of routines
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for example. Although its structure can still be improved, it is a good attempt at balancing
code simplicity, and variety of possible test configurations and models.
D.2 CHASCI hierarchy
CHASCI is divided into pre-processing, processing and post-processing sections.
The pre-processing section includes the initialisation routines, the generation of the pertur-
bation, and the mean flow computation. All run parameters required for the simulation are
specified as defaults, but can be overwritten by user inputs in one specific file. The initiali-
sation involves both the creation of dimensional and non-dimensional variables. Both sets of
variables are kept in mirrored data structures, which allows for calling functions with either
dimensional or non-dimensional variables in a transparent manner.
The processing section includes the solvers and numerical algorithms. The solver itself is
divided between routines for the resolution of the G-Equation, and routines for the resolution
of the asymptotic model (only one of which can be used for a given simulation). Whilst both
methods benefit from the same set of steady conditions (calculated in the mean flow and
perturbation routines in the pre-processing section), the resolution of the G-Equation model is
much simpler than that of the asymptotic expansion model. It is therefore easier to manage its
time-marching resolution separately. In the asymptotic resolution section, CHASCI is capable of
dealing with both weakly conical and conical flame configurations. These share the same time
marching algorithms (which include first order forward Euler method, 3 step Adam Bashforth
method, and a fourth order Runge-Kutta method); only the routines called to calculate the
time derivative of the flame shape and the hydrodynamic field are different. Transformations
to spectral space are all implemented in the time marching routines with Matlab’s Fast Fourier
Transform functions. When running the solver, all essential variables are saved at each time
step, allowing for a computation to be continued after it was stopped.
The post-processing section deals with the saving of variables, and generation of plots, and is
common to all flame configurations and models implemented in CHASCI. All plots, results and
data structures are saved to a separate user folder to simplify data management and further
post-processing.
D.3 Parallelisation
A initial attempt at parallelisation, involving the solving of each wave number on a different
processor, indicated that more time was spent sending and receiving data between processors
than actually processing the data. Because of this, parallel solving was only implemented for
batch runs. The user can specify a variety of configurations that he wishes to solve (usually
with only one parameter varying, but the implementation supports variation of all parameters
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at the same time). When run with the batch run flag active, each configuration will be
computed on a separate processor. Even though the Matlab Fast Fourier Transform is already
multi-threaded, an important decrease in total computation time was observed.
D.4 Debugging
Two complex debugging scripts are written inside the framework of CHASCI. The first debugging
script computes the analytical acoustic solution in the duct with an applied flame jump, and
compares these results to those obtained with the methods of characteristics and interpolation.
The results shown in section 2.1.2 were obtained with this debugging routine. The second
debugging script is used to compute the error due to signal continuation. The linearised
asymptotic expansion flame equation is computed in both physical and spectral space in one
half of the duct (acoustic and hydrodynamic effects are neglected). The flame is anchored, using
the recirculation velocity anchoring method, and in the spectral space the flame is extended
using function continuation to ensure good convergence of the Fourier series. The results
obtained are used to verify the accuracy of the function continuation method, as shown in
section 5.1.3.
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Appendix: Copyright Permission Requests
E.1 Cambridge University Press
E.1.1 Turbulent Premixed Flames
The following information was entered in the Cambridge University Press copyright permission
form for the reproduction of figure 1.1 and figure 1.3 in this thesis.
Title: Turbulent Premixed Flames
Authors: Nedunchezhian Swaminathan; K. N. C. Bray
Year of pub.: 2011
ISBN: 978-0-521-76961
Extract as a perc.
of your pub. as a
whole:
0.5 %
Message: I would like to reproduce the two following figures in my
PhD thesis, with adequate referencing: Figure 1.1, page 4,
Chapter 1 : Fundamentals and Challenges; Figure 1.2, page
5, Chapter 1 : Fundamentals and Challenges
E.1.2 Journal of Fluid Mechanics
The following information was entered in the Cambridge University Press copyright permission
form for the reproduction of figure 5.11 and figure 5.12 in this thesis.
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Title: Linear and weakly nonlinear instability of a premixed curved
flame under the influence of its spontaneous acoustic field
Authors: Assier, Raphaël C.; Wu, Xuesong
Year of pub.: 2014
Volume 758
Extract as a perc.
of your pub. as a
whole:
0.25 %
Message: I would like to reproduce the following figure in my PhD the-
sis, with adequate referencing: Figure 12, page 205, section
5.1
E.2 American Institute of Aeronautics and Astronautics
The following email was sent to the American Institute of Aeronautics and Astronautics for
the reproduction of figure 1.2 in this thesis.
E.2 American Institute of Aeronautics and Astronautics 193
Title: Combustion instabilities in gas turbine engines : operational
experience, fundamental mechanisms and modelling
Authors: Lieuwen, Timothy C. ; Yang, Vigor
Year of pub.: 2005
ISBN: 9781563476693
Extract as a perc.
of your pub. as a
whole:
0.25 %
Message: E-theses letter template: request to reproduce an extract
from a third party’s published work
11/04/2015
Dear American Institute of Aeronautics and Astronautics
I have completed my PhD thesis at Imperial College London
entitled Modelling and control of combustion instabilities
with anchored laminar ducted flames. I seek your permis-
sion to reprint, in my thesis an extract from: Combustion
instabilities in gas turbine engines : operational experience,
fundamental mechanisms and modelling by Lieuwen, Tim-
othy C. ; Yang, Vigor . The extract to be reproduced is:
picture for the damaged and intact burner assembly from
Monitoring Combustion Instabilities: E.ON UK’s Experi-
ence, by Goy, C. J., S. R. James, and S. Rea.
I would like to include the extract in the printed examination
copy of my thesis and also the electronic version which will
be added to Spiral, Imperial’s online repository http://spi-
ral.imperial.ac.uk/ and made available to the public under
a Creative Commons Attribution-NonCommercial-NoDerivs
licence.
If you are happy to grant me all the permissions requested,
please return a signed copy of this letter. If you wish to grant
only some of the permissions requested, please list these and
then sign.
Yours sincerely, Charles Luzzato
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