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1. INTRODUCTION 
The object of this work is to give sufficient conditions to ensure that the 
zero solution of certain generalizations of 
u,t= (4x)g(u,x(t--h(t)? x))),+ (flu,)),,, O<h(t)<h, (1) 
is asymptotically stable and to study limit sets. Here, 
4x) > 0, xg(x)>Oifx#O, f’b) > 0, and g’(x) > 0, (2) 
a, g,f, and h are at least continuous. (3) 
We impose the boundary conditions 
u(t,O)=u(t, l)=O (so that u,(t, O)=u,(t, l)=O), (4) 
although mixed boundary conditions are generally satisfactory. Among 
other things, it is crucial to have 
j,’ (a(x) du.x))., u, dx = - j,’ (4-x) g(u,)) u,.r dx. 
This work has its roots in a paper by Greenberg, MacCamy, and Mizel 
[8] concerning an elasticity problem 
PoUrr = (du,)). + j”U.I.Y, u(t,O)=u(t, l)=O, (5) 
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together with later elasticity work of MacCamy and others (e.g., [12]) in 
which a memory is introduced in u,,. Concerning memory, it is noted in 
PI that kt, is introduced into (5) to provide both damping and memory. 
Without such a term it is frequently claimed [8, 121 that solutions will 
break down in finite time, depending on properties of G. 
Both (1) and (5) are very closely related to the ODE Lienard equation 
u”+f(u)u’+g(u)=O, ’ = d/dt, (6) 
and the delay form 
u”+f(u)u’+g(u(r-h(t)))=0 (7) 
with ,f(u) > 0 and ug(u) > 0 for u # 0. The similarities include the following: 
(i) Each of the equations (l), (5), (6) (7) has a natural Liapunov 
function with derivative which is negative semi-definite. 
(ii) Each of the equations has a Lienard transformation, the trans- 
formed form of which has a natural Liapunov function whose derivative is 
negative semi-definite. But a combination of the Liapunov functions 
produces a Liapunov function whose derivative is negative definite. 
These statements are absolute in the non-delay case [4], but require 
relations betweenf’ and g’ in the delay case; it is of further interest to note 
that the relations betweenf’ and g’ are similar for (1) and (7), as we show 
in Remark 2, Eq. (32). 
Moreover, (1) provides an interesting example of a stability theory 
proposed by Krasovskii many years ago, but which he abandoned for want 
of examples. In his book [ 1 l] Krasovskii develops the standard theory for 
ODES, say for 
x’=p(t, x), P(f, 0) = 0, (0) 
with p: [0, m) x R” -+ R”, and proves the following standard Liapunov 
Theorem. Here, D is an open ball around 0. 
THEOREM L. Suppose there is a dijjferentiable function V: [0, a) x 
D -+ [0, x) and continuous increasing .functions Wi, with W,(O) =: 0, such 
that 
(i) W,(l-d)G V(t, -x)6 W,(IxO, 
(ii) P&,(t, X) = grad V .p + aV/dt d - W,( [xl). 
Then .Y = 0 is uniformly asymptotically stable (UAS). 
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There are many useful examples of Theorem L and there are converse 
theorems. Krasovskii then extended the result to a system of functional 
differential equations (see [ 11, p. 1441) 
x’(t)=p(t,x(s); t-h<s<t) (OD) 
in a particularly simple way. Let (C, 1). 11) denote the space of continuous 
functions cp: C-h, 0] + R” with supremum norm. His theorem may be 
stated as follows. Here, C, is the H-ball around zero and H > 0. 
THEOREM K,. Let V: [0, m) x CH + [0, cc) and suppose that 
(9 Wllvll)d W, CPK WIIcpII)~ 
(ii) Gdc 4 t )I d - W IM III 1. 
Then the zero solution qf (OD) is UAS. 
Theorem K, is true, easy to prove, and even has a converse for smooth 
p; however, it is believed that Krasovskii never found a genuine example 
and he, therefore, abandoned it in favor of the following result. (See 
Krasovskii [ 11, p. 1511) for his evaluation of Theorem K, .) Investigators 
ignored Theorem K, for a long time; but in [ 1, 5, 61 we pointed out that 
it has significant merits. 
THEOREM K,. Suppose that V: [0, co) x C, -+ [0, 3cj) and satisfies 
(i) W,(ldO)l)G v(b cp)G ~2(llcpll)~ 
(ii) V&,(t, XC.)) d - W3(lNf)l), and 
(iii) (p(t, cp)( is houndedfor cp hounded. 
Then the zero solution of (OD) is UAS. 
Condition (iii) frequently fails in problems of interest and much effort 
has gone into its elimination (see [2], for example). That condition implies 
that bounded solutions require a minimum amount of time to move a fixed 
distance. It would be very interesting to formulate an effective counterpart 
for general partial differential equations. An attempt in that direction is 
made in Corollary 5 to Theorem 1. 
In this work we study the stability analysis by Krasovskii of the delayed 
Lienard equation (7), construct a parallel Liapunov function for (1 ), and 
obtain an example of Theorem K, for (1) when C is properly extended. 
Thus, we obtain new results for (l), present a nontrivial example of 
Theorem K,, and we relate (1) to (7). In an earlier work [4] it was shown 
that (6) is related to numerous wave equations without delays. 
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But in the study of ODES, results on UAS can frequently be parlayed 
into results on uniform boundedness (UB), uniform ultimate boundedness 
(UUB), and total stability of a perturbed equation. We show that the same 
can be done for (1). 
2. EXISTENCE 
Questions of existence and uniqueness for (1) and its perturbed forms 
can range from trivial to impossible. Almost always investigators feel that 
a delay causes complications; but there are several areas in which delays 
produce marked simplifications. Our results here begin with (1) in its full 
generality and we are unable to say anything about existence; we obtain 
general a priori bounds for solutions which are, of course, a fundamental 
first step in proving existence. In fact, when (1) is linear Nirenberg [ 151, 
Yosida [20, pp. 90-101, 2862891, and Zeman [23] use such a priori 
bounds and the Riesz representation theorem to obtain existence of solu- 
tions. On the side of impossibility, in the full nonlinear case with a delay 
of zero, several investigators have claimed that under certain conditions on 
g solutions may exist for a time and then break down; see MacCamy [12] 
for discussion and references. But even in this case, the a priori bounds can 
furnish interesting information on the manner in which solutions can break 
down. 
To solve (1) say for t > 0, it is required that there be given an initial 
function u’(t, x) defined on an initial set -h < t < 0, 0 < .Y < 1. If 
h(t) 3 ho > 0, then on the interval 0 d t d ho, (a(x) g(u,(t - h(t), x))), = 
qO(t, X) is a known function and (1) becomes u,, =f(u,),, + qO(t, .u) which 
we integrate to obtain u, =f(u,), + Q( t, x), a nonlinear heat equation; 
there are constraints on Q. 
Suppose first that f( u,) = Lu,, jti > 0. Then the heat equation can be 
written as an abstract ODE, say 
u’(t) + Au = Q(t) 
(see Henry [ 10, pp. 16-18, X&52]). Now e -” is analytic and the domain 
of A is D(A) = HA(O, 1) n H’(0, 1) so that if o(t) is Holder continuous then 
em- Aro is mapped into D(A) if t > 0. A solution is then 
I 
I 
u(t)=e-%,+ e-A(f-~‘)&s)ds 
0 
which satisfies the boundary conditions. The solution is continued past 
t = h by the method of steps, provided again that h(t) > ho > 0 (cf. [7, 
pp. 5-13, 961). 
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Iffis not linear, but if a priori bounds for solutions can be established, 
then Webb [ 18, 191 shows how to extend the preceding sketch to obtain 
a unique solution. Other methods are found in [S, 9, 161. 
We have chosen here to give the most general a priori bounds without 
listing additional restrictions yielding sufficient conditions for existence. 
Notation. If U, or some derivative of U, is written without its argument, 
then that argument is (t, x). 
For a given Banach space X with norm 1.1 X and for a positive constant 
h, define 
and 
x?=C([-h,O],X) 
l~l~=sup{lu(s)l,~: -hdsdO) for UEX. 
Thus, (2, I I y) is also a Banach space. 
When an equation (1) is denoted by 
u’(t)=et, 4.)), t > 0, (I)* 
then u’(t) is the strong derivative of u at t and F(t, u( .)) = F(t, U(S); 
t-h6sdt). If U: [to-h,/?)-+Xfor some Ij>t,, define u’E.?by u’(0)= 
u(t+e)for BE[-h,O] where te[t,,fl). 
DEFINITION 1. A function u:[t,-h, to+j)-+X, j?>O, is called an 
X-solution of ( 1 )* if zP E 8 and U: [t,, t, + /I) + X is continuous on 
[to, t, + /I), continuously differentiable on (t,,, to + /J), and satisfies (l)* on 
(to, to + 8). 
For cp E 2, denote by u(t, cp) the solution of (1 )* with u’O = cp. 
3. A FIRST LIAPUNOV FUNCTIONAL 
In this section we present a result under fairly general conditions which 
yields information about boundedness and limit sets of a generalization of 
( 1 ), namely 
u,, = (4-x) g(u,(t - h(t), ,y))), + (At, u, ut, u,, ur,)),, t > 0, (8) 
u( t, 0) = u( t, 1) = 0. (9) 
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A system equivalent to (8) is 
with (9) holding. We consider (10) in the Banach space X= Hz n HA x H(‘. 
At times we suppose that 
0 < a(x) <a,, xg(x) > 0 if x#O,gEC’; 
f( y ) <f( t, IV, x, y, z)/z if z # 0, where f(y) is a conti- 
nuous function; there is an N> 1, and an a > 0 with 
(11) 
-2f(r) + h + Nh[a,g’(r)]’ < -a for Y E R. 
THEOREM 1. If u( t, x) is a solution of (8) on some interual 0 6 t 6 T, for 
some T s h, then the functional 
V(t) = j,’ [20(x) Ji‘g(s) ds + ui] dx 
+ A’{’ j’ 1’ [a(x) g’(u,(w, x))]’ u;,(w, x) dw dx ds (12) 
-h 0 I+S 
on (h, T) satisfies 
+ h -t Nh[a(x) g’(u,)]2) a:, dx 
-(N- 1) j” j1 [ab)s’(u,(t+ s,x))]‘~;~(t+s,x)dxds. (13) 
-h 0 
IJ in addition (11) holds, then 
5 
I 
v’(t) 6 -a ufx dx 
0 
-(N-l)/’ 1’ [a(x)g’(u,K(t+s,x))]2u~Jt+s,x)dxds. (14) 
--h 0 
409;166,‘2-II 
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Proqf: Formally differentiate (12) to obtain 
V’(t) = c’ [2u(x) g(q) u,., + 2u,u,,] dx 
0 
+ Nh 
I 
; [u(x) g’(u,)]* u:~ dx 
0 I 
-N 
.I i‘ 
[(a(x)g’(u,(t +s, x)))]* u:,(t+s, x) dxds. 
-17 0 
Denote the last two integrals by P and use (8) to obtain 
V’(t) = I,’ [2a(x) g(u,) u,,] dx + P 
+2j’ o u,C(4x) g(u,(t - 4th -x))), + (J’(c ~3 u,, u,, u,,)),l dx. 
Integrate the last two terms by parts and use (9) to obtain 
J”(t) =s,: 24x) g(u,) u(, d-x + P 
- 2 j’ u(x) g(u,(t - h(t), -xl) u,, d.y- 2 j’ f(f. u, u,, u,, u,,) u,r dx 
0 0 
= 2 f 4x) u,.,Cg(u,) -s(u,(f - h(t), -x)11 & 
0 
0 I 
-N 
i s 
[u(x) g’(u,(t + s, x))]’ u&(t + s, x) dx ds 
-/I 0 
= 2 1’ 4-y) u,,(4 xl 1” (g(u,(t + s> xl)), ds dx 
0 -h(l) 
0 I 
-N 
s s 
[u(x)g’(u,(l+s, x))]‘u;,(t+s, x) dxds 
h 0 
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0 =.I s ’ 2ut.A~ x)C4x) g’(u,(t + s, x)11 dt + s, x1 dx ds --h(l) 0 
0 I 
-N s 5 [a(x) g’(u,(t + s, x))12 u;.,(t + s, x) dx ds -h 0 
d s ; (-Xf(t, K u,, KY, ~)hxI + h + NM4x) g’(~.r)12~ ufx dx 
-(N-l)J” i’ [a(x)g’(u,(t+s,x))]2u;X(t+s,x)dxds 
-h 0 
as required. 
Now (12) and (14) satisfy very interesting relationships which were 
studied intensively for ODES with a delay in [5-7, 11, 14, 17, 211. 
COROLLARY 1. Let ( 11) hold and let T = GO. Then 
y(t) := j,‘-, j; [4x) g’(u,(s, x))12 u:As, x) dx ds + 0 
us t-t cc 
Proof. If the corollary is false, then there exist E > 0 and {t,} T cc such 
that y( t,) 3 E. It is then clear that v(t) 3 s/2 on either t, - (h/2) < I < t, or 
t, < t d t, + (h/2). In either case, an integration of (14) sends V(t) to - co, 
a contradiction. 
Let 
G(u) = jug(r) &. 
0 
(15) 
COROLLARY 2. Suppose that (11) holds and that u( t, x) is a solution of 
(8) defined on [0, 00). Then there is a constant c 2 0 such that for any 
sequence {t,} r 00, there is a sequence {tz} such that t,*< t,, t,- t,*+ 0 us 
n-+m and 
s 
1 4~) G(u,(t,*, x)1 dx +c us n-+ca. 
0 
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Prooj From (14) we have j; ufY dx E L, [0, zz). Now V’(t) < 0 implies 
that V(t)+c>O as t-co. Notice that 
[a(x)g’(u,(w, x))12 u;,(M’, x) dw dx ds 
0 I 
dh I i 
[a(x) g’(u,(t + s, xl)]’ u:,(t + s, x) dx ds 
-/I 0 
=hy(t)+O as t+ccj. 
Thus, 
I 
I 
ufd.x+2 
0 I 
I 
a(x) G(u,) d-x + c as t+‘m. 
0 
IfO<h, dh, then 
1’ /‘uf(s,x)dxds+/’ [‘2u(x)G(u~,(s,x))dxds+h,c 
Jr-t,, Jo Jt-/,, jo 
as t + co, while the first term tends to 0. This means that 
f 
I I 
1 
2a(x) G(u,(s, x)) dx ds + h, c as t + ~j 
r-/1, 0 
Now, let t = t, and use the mean value theorem to find s,~ E
s,, = s,(h,), so that 
(t, -h, > t,,), 
2 J J G(u,(s, x)) a(x) dx ds = 2h, J a(x) G(u,(s,, x)) dx -+ h, c 
1,-h, 0 0 
as n -+ co. Consider a sequence h, = l/k for k = 1, 2, . . . and note that 
s,( l/n) + t, as n + cc. This completes the proof. 
We note that the condition on g in the next result will frequently follow 
from the form of V and from I/’ < 0. 
COROLLARY 3. Suppose that ( 11) holds and that T= co. Let u( t, x) be a 
solution of(l) with JAg2(u,)dx<Mfor some M>O. Then IuI(t)lti-+O as 
t -+ in and there is a c > 0 such that 
i 
I 
a(x) G(u,(t, x)) d-x + c as t-+03, 
0 
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Proof. Let V(t) be defined in (12). Then by (14) we have V(t)+caO 
as t -+ 0~. From Corollaries 1 and 2 we have 
j’u:(t,x)dx+2j’a(x)G(u,(t, x))dx+c>O (16) 
0 0 
as t --f co. We now show that [i uf(t, X) dx + 0 as t + co. By (14) it follows 
that 
liminf lu,(t)l@=O. (17) , + cr 
Suppose that 
limsup lu,(t)lfl=A>O 
f - cc (18) 
(by (12) and (14), I exists). Thus, there exist sequences {t,,} and { tk> such 
that 
and 
0 d t, < t:, < t, + 1 (for n = 1, 2, . ..). t,-+masn+cc, 
Idt,)lHo = V3, iu,(ts = 23./3, 
BY (14h 
L/3 6 lu,(s)l Ho < 2i/3 on t,ds6 t;. 
5 
1 
V(t) < --a u;( t, x) dx. 
0 
This implies that A,, := t: - t, -+ 0 as n + CD. Next, consider 
(Wt) j; uf(t, x) dx 
d -2 j' 4x) g(u.v) ut.x dx + 2 j" 
0 
[' u,.dx) 
-h(r) ‘0 
xg’(u,(t + s, x)) ur,(t + s, x) dx ds 
I 
I 
<a0 u:,dx+a, 
0 
il’ g2(u,) dx + h j; ufy dx 
0 1 
+ c s [a(x) g’(u,(t + s, x))]* u;,(t f S, x) dx ds -h 0 
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=(~,+h)j’n:,dx+a,j~~g~(~.,)dx 
0 
+ [a(x)g’(u,(t+s,~))]~~:&+.~,~)dxds. 
By (14), both functions 
I 
1 0 1 
IA:, d,x and 
i s 
[a(x) g’(u,(t + s, x))]’ u:,(t + s, x) dx ds 
0 -h 0 
are in L’[h, co). Using lkg2(uX) dx6 M, it follows that (d/dt) 
s:, u;(t, x) dx 6 Q(t) + fi f or some A>0 and QEL’[~, a). Thus, 
A2/3 = (21v/3)2 - (i/3)2 = j’” (d/dt)lu,(t)J$, dl 
rn 
d “Q(r)dt+&(t:,-r,)+O 
i 
as n+cci 
fn 
which contradicts (18). Hence, lim,, o. Ju,(t)l~=O. From (16), it follows 
that 
2 j’ a(x) G(u,(t, x)) dx + c as t-+02. 
0 
This completes the proof. 
We note that the condition lu(t)l H~ d M in the next result can be satisfied 
using certain Liapunov functions; see Eq. (22), for example. 
COROLLARY 4. Suppose that ( 11) holds, g’(u) Z 0, and there exists a 
condinuous function f(w, y) with If(t, w, x, y, z)l <f(w, y)lzl. Let u(t, x) be 
a solution of (1) with I u( f)l H~ < A4 on [O, cc ) for some A4 > 0. Then 
j’ u;(t, x) dx+ 2 j1 u(x) G(u,(r, x)) dx + 0 us t-co. 
0 0 
Proof: Note that Iu,(t, x)1 m d lu(t)l H2 d M. Thus conditions of Corol- 
lary 3 hold. We have lu,( t)l~ + 0 as t + cc and j: u(x) G(u,(t, x) dx -+ 
c30 as t-b co. Let 
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Now, multiplying (8) by 224 and integrating from 0 to 1 with respect to x, 
we have 
2 
s 
; u,,u dx = 2 j,’ (u(x) g(u,(t - h(t), x))), u dx 
+ 2 j’ u(f(t, u, u,, u.xr u,,)), dx 
0 
= -2/‘a(s)g(uJ-h(t),x))u,dx 
0 
-2 j)-c t, u, ut, u,, ut,) u, dx 
< -2 j’ 4x) Au,) u.x dx + 2 !a’?@> u.x)Iu.x Iut.rI dx 
0 
+ 2 j” j’ b(x) g’(u.x(t + s, ~111 Idt +J, XII lu.x(f)l dx ds. 
-h 0 
Thus, using j: a(x) G(u,) dx GSA a(x) g(u,) u, dx, we have 
2 j’ a(x) G(u,) dx 
0 
d 2 ‘.7(u, u,)Iu,I IA dx s 0 
+ 2 j’ s” b(x) g’(u.x(t + s, ~111 Idt +J, XII lu,(t)l ds dx 
0 -h 
-2 ’ u,,udx 
s 0 
upon transposition of terms in our inequality involving 2 fh u,,u dx. We 
claim that 
s 1 lim inf a(x) G(u,(t, x)) dx = 0. ,-cc 0 
If this is false, then there exists a t, >h such that j’ a(x) G(u,(t, x)) dx>~ 
on [t, , co) for some E > 0. Using the inequalities ’ 
%+flu,xl d (E/2) + (2q2M2U:,/E) 
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and 
214x1 g’(u,(t + s> x))l bL(t + $1, -XII &if 
d ($32) + (2hM2[Q(X) g’(u,(t + 3, X))]’ u:,(t + S, X)/E), 
we have 
2~ d 2 j-i a(x) G(u,) dx 6 c + [12q2A4’ j”’ ufK dx,e] 
0 
+l” j’ {2hM2[a(x)g’(u,(t+s,x))]2u~y(t+s,x),’~fds 
-h 0 
-2s’ u,,u dx 
0 
on [tl, co). Hence, 
+ (2hM2/c) i”, Jo1 [u(x) g’(u,(t +s, x))]’ z&t + s, x) dx ds 
-2J’ u,, u dx. 
0 
(19) 
Denote the first two terms on the right by P(t). Then P(t) E L’ [0, co). 
Integrating (19) from t, to t, we have 
E(t--tl)< ?” P(s) ds - 2 1’ j-’ u,,(s, x) u(s, x) dx ds 
11 II 0 
= j-’ %I ds - 2 i’: [ u,(s, x) u(s, x) I/ - j-1 u;(s, x) ds] dx 
11 11 
= j-1 F(s) ds + joI j-,1 2u;(s, x) ds dx 
4; uAt,x)u(t, xWx+2/; u,(t,,x)u(t,,x)dx 
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6 j-l p(s) ds + 2 j-’ j-’ u;(s, x) dx ds 
11 II 0 
I I 
+ 
s 
uf( t, x) dx + 
s 
u2( t, x) dx 
0 0 
u,(tl, x) u(t,, x) dx. 
By (12) and (14) we have j; u:(t, x) dx bounded. Hence there exists a 
B > 0 such that E( t - t, ) < B, a contradiction. Therefore, 
lim inf 
s 
’ a(x) G( u,( t, x)) dx = 0. 
t-z 0 
This implies that c = 0 and so j; a(x) G(u,(t, x)) dx tends to zero as t -+ x. 
This proves Corollary 4. 
Consider again (8), (9), and (10) with X= HZ n HA x #’ and replace 
(11) by 
O<a(x)<ao, xg(x)BO ifx#O, gEC’, aeC’, la’(x)1 <a, 
-2f(t, w, x, y, z) z + hz2 + h[aog’(y)12 z2 d -K(z’), (II)* 
where K is a nonnegative convex downward function and K(r) > 0 if r 3 M 
for some M>O. Let L=M”2/~ and define Q= {cp~@: IcpI,,+<L.}. 
COROLLARY 5. Let (1 l)* hold. If (u(t), u(t)) is a hounded (in the norm 
I.lx) solution oJ(lO), then v(t)-+Q as t-+cc in @. 
Proof Let I/ be defined by (12) so that (13) is satisfied and we then 
have 
< -K(n2j; u;dx)= -K(n’\u(t)&). 
Suppose that u(t) - / + D as t + co; then there exist an E > 0 and sequences 
{tn}, {tk} with h< t,< th, t, + co as n -P cc and such that 
and 
14~,)lHO=L+(@), Iu(t;)l ffc = L + E, 
Iu(f)l~‘~ (L+ (E/2)> L+E) for to (t,, t;). 
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Notice that 
(WI j; u;dx=2 lu,(u(x)g(u,(t-h(t)),x)),dx s 0 
-2 jdl( t, u, u,, u,, v,) 0, dx 
G 2 j’ da(x) g(u,(t- h(t), xl)), dx - j-i No:) d-x 
0 
<2j1 u,(u(x)g(u.(t-h(t),~))).~dx-k+?~ u’(t)dx). 
0 0 
Let B>O be such that lu(t)lH2+Iu(t)l~<B for tER+ and define 
g* = sup{ IdO1 + lg’(4)l : ItI G B). Thus 
(WI 16’ u2(t) d x G W(t)lti 
( 
j-l la(x) g(u,(t - h(t))L12 dx) 
1’2 
0 
< 2fqug* + u,g*q =: p 
whenever Iu(t)lti~ [L+ (&/2), L+E]. Now 
!-,: s 
’ (d/dt) ’ u2(t) dx dt = jol u’(t,)dx-f u’( t,) dx 
0 0 
=(L+&)2-(L+(&/2))2k&2/2. 
On the other hand, 
!,” .I ’ (d/dt) ’ u2(t) dx dt <p(t; - t,J. 0 
Thus, 
t:, - t, 3 &?/2/l 
so that for t B t: we have 
O< f’(t)< V(h)-~‘K(n’lv(s)l~)ds 
h 
f V(h) - i j” K(T?)u(s)(~) ds, 
j=l 9 
d V(h) - i K[n2(L + (&/2))2](t:, - t,) 
j= 1 
< V(h) - nK[n2(L + (&/2))2] &2/2/l + - cc 
as n -+ co, a contradiction, Hence, u(t) -+ 52 as t -+ ~0. 
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For our next result we suppose there is a continuous nonnegative convex 
downward function Q: R+ -+ R + and an L* > 0 such that 
Q(u2, G g(u) u for all u E R 
and 
Q(r) > 0 if raL*. 
Suppose also that there is a nonnegative continuous function? with 
I.04 N’7 4 Y, z)l 67(w Y)lZl. 
Define 
where L is defined following (1 1 )*. 
COROLLARY 6. Let (1 l)* hold and Q, 1 Cl* be as just defined. If 
(u(t), u(t)) is a bounded solution of (10) (in the norm 1. X) with 
Iu(t)l,,~ E L’[O, oo), then (u(t), u(t)) --t sZ* as t + a3 in HA x Ho. 
Proof: Let VO(r) = j: UU, dx so that 
Vo= ‘ufdx+J’ 
s 
uu,, d-x 
0 0 
s 
1 
= 4 dx + ’ 4(4x) s(u.Af - h(f), x)))l, dx 
0 s 0 
s 
1 
= ufdx- ‘a(x)g(u,y(t-h(t),x))u,dx 
0 5 0 
- o'f( i t, u, u,, u,, 4 u, dx 
I 
I 
= 
0 
uf dx - ( 4x1 g(u,) u, dx - J'f(c u, u,, u,, u,,) u, dx 
0 
0 
+ 4x) u, g’( u,( t + s, x)) u,,( t + s, x) ds dx. 
-h(r) 
Since (u(t), u(t)) is bounded in H* n HA x I?, there is a B > 0 such that 
I4t)lff2+ 14~)lH6~B. 
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Thus, 
Let 
Then from V;(t) we have 
so 
G(f) < ~lu(%,- j’ 4.x) g(u,) u., d-x 
0 
+BB*Iu(~)~,I +a,BB* j,’ Ju(s)/~I ds. 
Note that 
Since Q(u*) <g(u) u we have 
Vo(t) 6 --a* c ; Qb’,, d-x +p*(t), 
where O<a* <a(x) and pan L ‘[h, z). Next, use Jensen’s inequality to 
obtain 
V;(t)< -u*Q(j-‘z&)d\)+p*(t). 
By Corollary 5 it follows that u(t)-+~,={tj~ti’: IqIHo<L} as r--tee in 
@. We will show that 
First, we claim that 
lim inf lu(t)lHl < L*. 
I - co 
If this is false, then there exists an G > 0, t, > h such that 
/u(t)] fj’ 3 L* + E for t3t,. 
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This implies that 
d V&+z*Q[(L*+l:)z](t-ti)+{‘p*(~)ds 
11 
--t-cc as t-+x. 
On the other hand, 
Vo~i)=~~ u,udx> - s ; IuI ju,I dx> -Bj-lu,i dx 0 
3 - 82, 
a contradiction; thus, lim inf, _ ~ lu(t)lH1 6 L*. 
Next, we claim that 
lim sup [u(t)1 H1 6 L*. 
1 - Xl 
If this is false, then there is an E > 0 and there are sequences {t,>, 
h<t,<t:,, t,-+u.z asn-+m, such that 
lu(t,)lw = L* + (E/2), lu(t;)l,I = L* + E, 
and 
Next, 
Iu(t)l,y1 E (L* + (E/2), L* + E) for t E (t,, tk). 
{t:,} with 
(d/dt)lu(t)\;,=(d/dz)j”ol ujdx=2j; u,u,,dx<2&@)l,1. 
Since we had 
Vo(t)< -u*Q(5,: u:W)+p*W, 
wenowconcludethatd,=t:,-t,~Oasn~oo.Butfrom(d/dt)lu(t)l~,~ 
2Blu(t)l,I we have 
&2/2 d lu(t& - lU(f,)l2,1 d 2s s 
” Iu(t)lH,dt+O 
1, 
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as n + cc. This implies that E = 0, a contradiction. Hence, lim sup, _ 5 lu(t)l ,+ 
d L*. 
Finally, we have that u(t) -+ 9, as t -+ a in H,!, and that 
(u(t), v(t)) -+ Q* as t -+ cc in HA x H”. This proves Corollary 6. 
To put Corollaries 5 and 6 in perspective, let us review condition (iii) of 
Theorem K, which was borrowed from an old result of Marachkov and is 
discussed in some detail in [3, pp. 23c-2371 along with several significant 
consequences. The following result of Marachkov supplements Theorem L 
of Section 1 using the same notation. 
THEOREM M. Consider the ODE 
x’ =p(t, x), P(4 0) = 0, (0) 
and suppose there is a difjrerentiable function V: [0, “c) x D + [0, w ), 
v(t, 0) = 0, such that 
(i) W,(lx-I) d V(t, -xl, 
(ii) V;,,(t, x) d - W,(M), and 
(iii) Ip(t, x)1 is bounded for .Y bounded. 
Then x = 0 is asymptotically stable. 
Krasovskii borrowed condition (iii) for his Theorem K, for FDEs, while 
Yoshizawa [22] borrowed it for the following result. See [3, pp. 232-2331 
for details and examples. 
THEOREM Y. Let V: [0, a) x R”-+ [0, cc) be dcjJferentiable, let p(t, x) 
be bounded for x bounded, and let all solutions of (0) be bounded for t > 0. 
Let Q be a closed set in R” and W(x) be continuous and positive definite with 
respect to Q. If V;,,(t, x) < - W(x), then every solution of (0) approaches 
Qast+aci. 
This result is tailored to the generalized Lienard equation 
x”+f(t, x, x’) x’+g(x)=O (L)* 
with f(t, X, y) af(x, y) a positive and continuous function, G(x) = 
j; g(s) ds + GO as 1x1 + co. Write (L)* as the system 
x’ =y 
y’= -f(t, .GY).Y-g(x) 
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and define 
V(x, y) =y* + 2G(x) 
so that 
v)(x, Y) = -2f(t, x, y) y* d -2f(x, y) y* =: - W(x, y), 
where W(x, y) is positive definite with respect to the x-axis. If j‘(t, x, y) 
is bounded for (x, y) bounded, then all bounded solutions approach the 
x-axis (a). The condition G(x) --+ cc as 1x1 --) co is just one sufficient 
condition for all solutions to be bounded. 
In [21, p. 11511 Yoshizawa applied the same idea to 
x” +f( t, x, x’) x’ + g(x( t - r(t))) = 0 
and obtained the same type of conclusion. 
Our Corollary 5 is a parallel statement for a PDE. For an ODE (with 
or without a delay) it is simple to require that p(t, x) be bounded for x 
bounded so that when V’ 6 - W(x) the solution can not move too rapidly; 
thus, if x(t) is a solution with W(x(t,)) > E > 0, then W(x(t,)) > .5/2 on an 
interval [t,, t, + S] for 6 > 0. Thus, a contradiction to Va 0 follows. But 
the general extension to PDEs seems far more complicated. Corollaries 5 
and 6 offer one approach and we hope they will inspire a more general 
idea. 
4. UNIFORM ASYMPTOTIC STABILITY 
In order to obtain UAS we restrict a, f, g, and h(t) further. For this 
section we take 
u(x) = 1, whilefis now written as (f(u,)),, h(t) = h > 0. (20) 
A system equivalent to (1) is then 
u, = v 
v, = (g(u,(f - h), xl), + (f(u,)),r 
(I*) 
System (l*) will be considered in the Banach space X= H* n Hh x H”. 
Here, we continue to give a priori results and so our definitions are stated 
in terms of solutions whose existence is not asserted. 
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DEFINITION 2. The zero solution of (1) is a priori uniformly stable with 
respect to the norm 1.12 if for each E > 0 there is a 6 > 0 such that 
[r, 3 0, d” E 2, ILPl f < 6, t 2 t()] 
implies that any solution u( t, u’(l) defined on [t,, t] satisfies 1 u( t, u”‘)I X < E. 
DEFINITION 3. The zero solution of (1) is a priori uniformly asymptoti- 
cally stable with respect to the norm I I f if it is a priori uniformly stable 
and if there is an n > 0 and for each p > 0 there is a K > 0 such that 
[t,>O, zP’ER, IzPIB<q, t3to+K] 
implies that any solution u(t, r/O) existing on [to, t] satisfies lu(t, u’“)I <P. 
If ~7 is arbitrary, then the UAS is global. 
Use the Liinard transformation and the idea from Krasovskii [il, 
p. 1731 to write (1) as 
u,=z+,fO,-j” (s(~,(t+~,x))),d~ 
h 
z, = .du,L 
(21) 
We follow [3, pp. 253, 2551 with the ODE (7) to construct a Liapunov 
function for (21). 
LEMMA 1. Let (2), (3), (20) hold. Zf u(t, x) is a solution of (21) on some 
interval t, d t c T then the functional 
+ u, -f (u,)., + j” g(u,(t + s, x)), ds 
L 
2 
I) 
dx 
-h 
+ Nj; jr,, j,: s Cg(ur(w, 4L12 dw ds dx (22) 
sati?fies 
v’,(t) d j-’ Ch(N+ 1) g’(u.x) - 2f’(u,)l g’tu,) u2,, dx 0 
-(N-l)/; I”, [g’(u,(t+s,x))]2u;,(t+s,x)dsdx. (23) 
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Proof. Formally differentiate V, and obtain 
g(u,(f+.c -x)1. r] et >a x)dx Au.(txl . 
+Nj-‘]’ ~[Ig(~,(~~x)).~12-[s(~,(~+~~x)),121d~d.~ 
0 -h 
Denote the last integral by P, integrate the first term by parts, and obtain 
I’;=-2 ‘g(u.&dx+P 
.r 0 
+ u, -.f(u,), + r” g(u,(t + 3, .‘c)), ds g(u,(c -x)), dx 
h 1 
+j’i” Cs2(u,).+g2(u,(t+S,x)).l &d-x 
0 -h 
from which (23) follows. 
Suppose that there exists J > 0 for which 
f’(r) - hg’(r) > 0 if Irl<J. (24) 
By continuity off’ and g’, there is an N> 1 such that 
f’(r) - Nhg’(r) > 0 if irl d J. (24*) 
LEMMA 2. Let (24) hold andforf,=inf{f’(r):O< Irl GJ} >O define 
V2(f)=(N-l)hfo I,‘ujdx 
{ 
+ (l/f,) f j,‘-, Cg’(u.h xl) u,.As, x)1’ ds dx} + v,(t). (25) 
409 lflh’?.I2 
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V;(t)<-(N-1) A+;dx-(N-l) 
1 0 
X IS ~/ [g’(u.~(t+s,~))u,(t+~,x)]‘dsdx 0 I 
- 2 I ’ s’(ul-)t-f’(u,) - %$(u,)l uk.r(f, x) d-x. (26) 0 
Proof We have already computed V’, in the proof of Lemma 1. Thus, 
we define 
VAt) = j’ uf dx + (l/f,) j’ j’ Cg’(u,b, -xl) u,,(s, x)1* ds dx 
0 0 r-h 
and find that 
v;(t) = j1 2~94, dx+ (l/f,) j’ { Cg’(u.x(c xl) u,,(c +x)1’ 
0 0 
- C g(u,(f - k x) u.,,(f - k 4,1’} d-x 
= 2 j’ u,C(g(u.At - k xl)), +f(u,Ll dx 
0 
+ (l/f,) jo' Cd(u,)l* u:.x d-x 
-(l/~o)S'Cg'(u,(l--/1,x))12u~.~(r-h,~~)dr 
0 
1 
< -2 s f”(u,) utr dx +fo 
u; dx 
0 s’ 0 
+(~/~)~1Cs'(u.,(~-~,x))u,,.~(~-~,~)12dx 
0 
+ (l/f,) j' Cg'(u.r)l* 4 dx 
0 
-(l/f,) j' Cg'(u,(t--h, x)) u.At--h, x)1* dx 
0 
d - j'hu: dx + (l/f,) j,' Cg'(u.x)12 u:.x dx, 
0 
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where we have used 1; U: dx < 1: ut, dx. Thus, from this, (25), and (23) we 
have that 
v;(t)<(N-l)hfo -fo { J ’ 4 dx + (l/f,) j; Cg’(u,)l’ Uf.v d-y 0 
+ i ’ IINN+ 1) g’(s) - &f”(u,)l g’(u,) Utr dx 0 I 
-(N-I)~~~l)i[g’(u.,(r+s,x))]*~~~(t+s,x)dsdx 
< -A(&‘- I)f:, Jo1 uf d-x 
+ s ’ Wk’(u,) - 2f’(u\-)l g’(uJ u:.\- dx 0 
- (N- 1) j-; jr, Cg’(u,(t + s, x))l’ &O + 3, x) ds dx 
from which (26) follows. 
Define a norm on C( [ - h, 01, H2 n HA x @) by 
where W= (u, u). If W(r) is defined on [t-h, t], then W is translated to 
[ -h, 0] when taking the norm. 
THEOREM 2. Let (2), (3), (20), and (24) hold for some J>O and let 
g’(r) > Ofor all r. Then the zero solution of(l)* is a priori UAS in the norm 
I .Ip. Furthermore, there are positive CY.~ such that if ( W(t,)l, is sufficiently 
small, then any solution defined on [to, T] satisfies 
M+v)l~~ v,(t)<‘% W(t)l& (27) 
v;(t) G -m3 Vz(t), (28) 
and 
for te [to, T]. 
(29) 
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Proof: Let J > 0 be given in (24 ), t, 3 0 be given, and 
f,=infif”(r):O~IYl~J} 
be defined as in Lemma 2. Suppose that 
be a solution of (l)* with (cp, $)E 2 defined on [to, T] for some T> t,,. 
We assume that (cp, $) E S,, 
Let V*(t) be defined in (25) so that 
for some /? > 0. Moreover, 
V,(f) 3 vf’:l4#f2 for some y > 0 
whenever 1 u( r)l H~ < J. 
Let 6>0 be such that 0<6<min{l,J}, j62<yfiJ2. Now, let /(p/&2+ 
I$I~o<. We claim that I~(t)l,,~<Jon [to, T]. Since Iu(t,)l,z<J, ifthere 
exists a t, E [It,, T] such that lu(t,)lH2= J, while Iu(s)IHz< Jon [to, t,) and 
on [to, t,). Hence, ju(t,)jH2 < J, a contradiction. Therefore, 
b(t)1 Hz 6 J on [to, Tl. (30) 
From the form of V, it is clear that there is an c[~ ~0 with 
x11 PV’(t)li< VZ(t) on [to, T]. Next note that 
IO f 
‘S I Cg(u,(r, -x)),l’ & ds dx 0 h I+\ 
IO, 
d 
II r 
Cg(u.,(z> x)),12 dt ds d-x 
0 -h “I- h 
I 0 
dh 
i’s 
[g(u,(t+s,x)),]2d.~d.u. 
0 h 
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where g, =max,,,GJ[g’(z)]2. With these bounds it now follows that 
V?(t) < cl21 kP’(t)li on [to, T]. Next, since g’(r) > 0, there is a /I, :> 0 such 
that g’(u,)>,fl, when Iu,I ,<J, whileS’(u,)-Nhg’(u,)>/j2>0 by (24)* for 
some /I2 > 0. The bound V;(t) 6 -M~I f+‘(r)1 i for some r3 > 0 now follows, 
as does (28). Hence, (29) is valid on [to, T]. 
Thus we have shown that (27), (28), (29) hold on [t,,, T] if 
ICJ~I + II/I ~70 < 6, while (29) yields that the zero solution of ( 1 )* is a priori 
UAS in the norm I .I W. This completes the proof of Theorem 2. 
COROLLARY. Let (2), (3), (20) hold and suppose that (24)* holds ,for 
J= x. [f f ‘(x) > sl > 0 .for all x, then (1 )* is a priori globally UAS in the 
norm 1.1~. 
Remark 1. Note that (27) and (28) imply that the conditions of 
Krasovskii’s Theorem K are satisfied with norm 1. lo. 
Remark 2. In [3, p. 2531 the example 
x” + ar’ + hs( t - r) = 0 (31) 
is studied with a, h, r positive constants. It can be shown with the aid of 
the Liapunov functional in [3, p. 2551 that the zero solution of (31) is UAS 
if 
-a+hr<O. (32) 
This is exactly (24) when f and g are linear in (1 *). 
We now consider the forced equation 
u,,=(g(u.(r-h,x))).+(f(u,)),,+p(t,x,u(.),u,(.)), t=>O, 
u(t, O)=u(t, l)=O, where u(.)=u(S;h-t<s<t). 
(33) 
A system equivalent to (33) is 
li.=u 
or= (g(u,(t-h, -u))),+ (.f(u.,)),,+p(t> ~3 u(.), u(.))> 
(33)* 
u(t, 0) = u(t, 1) = 0. Recall from Section 2 that for a given Banach space 
(X,1./,) we define (p,l.l~) by w= C([-h, 01,X) and 1~12 = 
sup~,~~~,Icp(s)l,. We consider (33)* in X= HZ n HA x Ho. 
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DEFINITION 4. Solutions of (33)* are a priori uniformly bounded with 
respect to the norm 1.1~ (R- UB) if for each B, > 0, there exists a B, > 0 
such that [to 3 0, WE & I WroI~< B,, t 3 to] implies that any solution 
W(t, to, Wm) of (33)* defined on [to, t] satisfies I W(t, to, Wro)lXb B,. 
DEFINITION 5. Solutions of (33)* are a priori uniformly ultimately 
bounded for bound B with respect to the norm 1. j F (8- UUB) if for each 
B, > 0 there exists a K>O such that [to>O, W’OEF, I W’“lp< B,, 
t > to + K] implies that any solution I+‘( t, t,, IV”‘) defined on [to, t] 
satisfies I W’(t)1 X 6 B. 
DEFINITION 6. Solutions of (33)* are a priori totally stable in X if for 
each E > 0 there exists 6 > 0 such that for any r,> 0 and solution 
W(t)= (u(t), o(t)) of (33)* defined on [t,, t], whenever Wfo~~ with 
I W’OI  < 6 and supsE (In, ,, Ip(s, x, u( f ), v( .))I tin < 6, then 
IW)IX<E for .YE [to, t] 
In the next result we consider (33)* in the Banach space 
X=H2nH:xH? 
THEOREM 3. Let (2) and (3) hold and suppose there is an M > 0 and an 
N> 1 with Mg’(r) >f’(r) > Nhg’(r) f or a II r E R. Also, let g’(r) > S > 0 and 
f’(r) 3f0 > 0 for all r E R. Finally, suppose that 1; p2( t, x, u( ), u( . )) dx < D 
for some D > 0 and all (u, u) E 2. Then solutions of (33)* are a priori 
8- UB and w- UUB and totally stable. 
Proof. Let W’(t, x) be a solution of (33)* defined on [to, T] for some 
T>O and let V,(t) be given in (25) with W(t) = (u(t), u,(t)). Then 
V;(t)< -(N- 1) hf;lo’ u; dx 
- 2 Jo1 g'(u,)Cf'(u,) - Nk’(u,)l u:l- dx 
- (N- 1) .r,’ s”, Cg’(u,(t + .y, X)) u,,(t + s> -41’ ds dx 
+j12(N-l)hf~u,p(t,x,u(.),u,(.))dx 0 
+ !” 2Cu, -.f(u,L + j” g(u,(t + s> xl), dsl p(t, x> 4.h u,(. )I dx, 
0 -h 
(34) 
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where N> 1 is such that 
.f’(r) - (N+ cl) k’(r) > 0 for all r E R and some p > 0. 
Note that 
G B 
J 
’ g’(u,)f’(u,) utr h + 
0 
x IAt, x, 4.1, 4.))12dx 
l/B) j1 Cf’(~,YW(~,)l 
0 
MD/B )> (35) 
where /I > 0 is as small as we please. Thus, there exist positive constants fl, 
and b2 such that 
Moreover, there exists a j. > 0 such that 
Bo(W)lZH2 +l4(#jd d VI(t) 
and 
(37) 
VAfo) d w4!P + l%(to)lf@h (38) 
where L is a nonnegative continuous increasing function with L(0) =O. 
Thus, on [to, T] we have 
This yields that solutions of (33)* are a priori X- UB, X- UUB, and 
totally stable. This completes the proof of Theorem 3. 
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