INTRODUCTION
Living in an increasingly technology-reliant world has made people more dependent on technology for carrying out everyday activities. This tension has direct implications on how technology influences society's fundamental values. This is reflected in the attempt to develop strategies to provide a more trustworthy digital society and is expressed in the European Commission's agenda for year 2020. [19] While agreeing that we became part of a digital crowd when clearly supporting the development of trust and security technology, we miss the need for focusing on HumanComputer Interaction. In fact by missing this one aspect of trust we might end up creating systems that end up being designed for computers rather than humans. One such example is Google Buzz's failure due to the lack of informing users that their list of contacts is being made public by default, which caused significant criticism leading to undermining user's trust and eventually shutting down the service. [7] At the same time and within both the domains of HumanComputer Interaction and Computer-Mediated Interactions we see clear efforts to move beyond tackling the pragmatic challenges of interactive systems (such as effectiveness and efficiency) to address less tangible and mostly hedonic qualities. Human-computer trust (or perceived trustworthiness) can be considered one such hedonic quality [20] .
This tendency illustrates that designing for trust requires not only a focus on understanding the nuances, such as security, privacy, and reputation, but above all it requires understanding the subtleties of the perception of trust. We believe that (trustworthy) trust fostering systems must be built upon trust-enabling qualities drawn from the social science [6] and that embedding trust requires acknowledgement of the psychological social dimensions that come attached to trust represent one of the most important component in today's systems design. As, this eventually leads to a greater understanding of how individuals interact with systems and the extensive impact of trust in design for sustainable and selfregulated interactions.
However, due to the complex and challenging nature of this task, as from one hand trust is a rather complex and personal subject, from another a computer forms a rather complex mixture of many different components that need to be considered (devices, networks, operating systems, applications, service providers, etc.). We envision the proposed model of Human-Computer Trust use as a complement to better inform how certain trust mechanism can be internalized and perceived by the users when interacting with and through a computer.
II. TRUST AS A SOCIAL PHENOMENA
Trust is referred in a relatively broad set of constructs. In social science it is a topic addressed in many fields of knowledge like sociology, economics, philosophy, psychology and social psychology. Trust as a social phenomenon contemplates a complex two-way relationship between individuals that are constituents of a society. Trust as a social phenomena emerges from three main social contexts: [38, 15, 25, 26, 22, 11] An interpersonal or organizational context -we may trust a particular individual more than others;
A specific social situation -we may put our trust in a work colleague, sharing work related sensitive information, but not with our personal thoughts;
A specific social cultural context -we are required to trust our family doctor with our health problems in spite of not knowing him or her personally.
Trust as a social phenomenon continues to be a rather complex topic to address in the social science field, making it difficult to compare or to provide clear insights about the nature of trusting relations. This cross-disciplinary nature of trust has prompted a considerable debate about what is trust, how it is influenced, and how it is represented, making it difficult to define narrowly, or just as a "single static" concept. Trust carries many meanings and plays a role in divergent contexts.
While sociologists tend to see trust as structural in nature [18, 22] , or in terms of behavior [16] or even as a moral choice [15; 38] . Psychologists examine trust as a personal attribute and as behavioral intention (relates to the predict acceptance of behaviors by others). [13] Social psychologists tend to view trust as an interpersonal phenomenon [10, 28, 41] , a social structure to provides interpersonal relationships, known as institution-based trust or willingness to trust if within a more social physiological perspective. Economists are more inclined to view trust as a rational choice mechanism, as a game (the game theory) [31] . The philosophic perspective sees trust and distrust attitudes as something that affects our feelings and the way we think and act [4] . 
III. HUMAN-COMPUTER TRUST
Computer scientists tend to separate above approaches into two distinct domain definitions: operational and internal. One reflects the tendency to examine trust from a more operational standpoint, observing it as a sort of rational choice vs a measurable risk. This operational approach requires a rational decision based on a moment in time and the knowledge of the possible rewards for trust or lack of it (by trusting we enable higher gains and by not trusting avoid potential losses). Examples can be found in literature that address issues like trust management or computational trust, with definitions often associated with security, reliance and privacy [12, 1] .
Another perspective on defining trust, popular among social psychologists, assumes that trust is an internal state [38, 15] ; and from this perspective trust is a state of belief in the motivation of others. Such a view often relates trust with the willingness to cooperate. Examples can be found in literature that address issues like computer-supported collaborative work, communities of practice, design for trustful interactions, social capital, organizational trust, and technology-mediated social participation [3, 27, 28, 29, 8, 41, 11] .
The difference between these perspectives is in how researchers sees trust dynamic which depends on the type of the relationship that is established through, or with other individuals.
A more operational approach, usually describes it dynamic as a simple isolate interpersonal event situated in a specific moment in time and context. Trust is a measurable risk. Trust in this context can reflect, for example, either a willingness to share knowledge or not.
Although this view can be useful to design reliable systems, which aim to prevent information threat risks, it is not sufficient for designing interactive systems where individual's trust comes across many dimensions (including time), like what occurs when interacting with social networking systems or peer-production platforms [24, 6] .
A. The dynamics of Trust
Trust represents a calculative orientation toward risk [2] ; by trusting we assume a potential gain, while by distrust we are avoiding a potential loss [17] . Thus, a violation of trust usually lies not in a simple isolated interpersonal event, but rather it is a significant event that is likely to have impact on the parties and on the relationship. Trust is then, transitive and changes over time. Trust is a reflection of a state of mind; a confidence and one's predisposition to trust another. This based on a set of perceptions of other (a society, a person, and or a technological artifact) as 'trustworthy' [11, 25, 29] . Formed by a combination of observable behaviours, which includes perceived affect and cognition based behaviours [5] .
Trusting represents a reinsurance element, which come associated with certain properties that help to support users intended behaviours. And the ability to observe those reinsurance elements assure a balance between individual's commitments and the risk involved; a parameter that support the Trust vs distrust asymmetry described by Gambetta [17] .
This reinsurance mechanisms can be combine through a set of measurable observable behaviours that emerge from social and technical categorizations, e.g. group or individual's political, economic and social orientation [15] , or from institution-base properties [21, 28] }; or even from certain social qualities like honesty, benevolence or reciprocity [14] . This reinsurance mechanisms give individual's a structural assurance for be predispose to trust. Such predisposition, further in time can be reflected in individuals attitudes, for example as a trusting bound.
In sum, the trust dynamic contemplates a subtlety decision that lies on the complexity of the game that he or she find herself playing as Bacharach [2] describes it. Within this 'game' trust comes associated with a time anchor proprietary, represented by an initial trust moment (we trust or not) and an ongoing trust moment (trust can be weaken or strengthen over time) [24] . More, the identification of trustworthy making qualities (what underlies people's trust beliefs) is not enough to induce trust, it is needed also to understand if this signs of trust are to be trusted (attitudes) [2] . What addressees the question of the reliability of trustworthy making qualities, especially with the increased omnipresence of peer-production platforms, like Wikipedia, Google docs or Wordpress.
B. A Model of Human-Computer Trust
The proposed model of Human-Computer Trust depicts trust as a construct informed by 7 (seven) individual qualities, such as: motivation, willingness, reciprocity, predictability, honesty, benevolence, and competence, and determines the extent to which one relates with one's social and technical environment [35, 36] . This model was achieved by an extensive literature review on trust as a social phenomena and was complemented by a participatory design procedure that resulted in:
The Identification of most common trust notions (design of a concept map); A personal unified view of possible trust implications in today's online community structures (participatory design session with experts and users) [31] .
The design of the model also complemented by the unification of Davis's and Venkatesh's Technology Acceptance Models [9, 40] . The resulting model (after validation) takes into consideration certain observable qualities of trust. Qualities that support users' beliefs when sharing, communicating and engage in give and take action online. It provides as well insights into what leads users to construct a set of intentions (predisposition to trust) that result in more or less engaging experiences. These experiences reflect user attitudes to engage, i.e. commitments towards establishing a relationship through the computer, or with other individuals.
IV. VALIDATION PROCESS
This validation procedure aggregates two distinct empirical approaches.
1. One aimed to select the predominant factors (indicators), which according to users determine the extent, to which one is predispose to share, relate and communicate with another socially online. This was questioned across a wide spectrum (close to open) of possible online relationships; the close relationships were represented by friends, family, and colleagues; and the open relationships were represented by Teachers, acquaintances and strangers). A principal component analysis was performed herein to detect possible redundancy. [37] 2. The other empirical approach was achieved by conducting a set of small studies (performed over the past few years). It main aim was to validate de interdependency of each connection proposed in the model. Each case study used the model as a research lens and established relations that linked trust with qualities of online interactive systems, like openness [33] , privacy [23] , and collaboration [34] .
This research ground was set in an higher and secondary education environment. Predominate Instruments and procedures used to perform these studies included online questionnaires, diaries and observation sheets. Data collection was conducted within the European context; majority of the participants were students from countries such Estonia, Portugal, Finland, Romania and Norway.
A. Results on selectting the predominant trust indicators
To select of the predominant factors (indicators) a survey was randomly conducted among 480 individuals. The majority of these individuals were students and teachers who interact online in a frequent base. [37] This survey was randomly distributes throughout different Portuguese universities.
Four-hundred and eighty (480) subjects answered the survey and from those Three-hundred and forty (340) were consider for analysis, the remaining where either incomplete or where consider biased. From those 53.5% of the participants were teachers and 46.5% were teachers.
A confirmatory factor analysis was applied to select the predominant factors. This factorial analysis process included questions that assessed individuals' trust predisposition towards another in three distinct settings, (1) to engage in online relationships; (2) to engage in sharing (give and take) actions; and (3) be willing to communicate online. Each question was framed across a wide online relationships spectrum.
Results revealed that in the majority of the cases individuals' became more predisposition trust and engage in online relationship if they will be able to observe qualities like respect, honesty, and reliability. Or be able to observe benevolent attitude, like empathy and sympathy (be kind and be friendly). Or even appreciate the fact of knowing the person, or at least share similar interests or similar social identities.
Results strongly support the Trust in what regards the predisposition to share (give and take actions] within the following qualities: to be able to observe qualities like reliability, transparency and honesty, respect and empathy or predisposition to share.
In what regards the important qualities to be predisposed to trust in an online communication, individuals stressed the need to be able to observe qualities like honesty, transparency, predict other intentions, to receive support, feel secureness and share common interests.
B. Results on visualize possible correlations between trust and openness
This study was deployed among Higher education students with experience in using open-base blogging systems for Intentions Beliefs education purposes. Thirty-two (32) subjects answered this survey. All subjects were from in Estonia 1 .
Results indicated that user's attitudes towards openness and sharing depends very much on the information they share and with who they share that information. For example, they claim to don't mind to share learning information openly with everyone (if they feel control on what they share in open environments). In fact 37.93% of the students claimed that this could contribute to make the learning processes become more reliable and credible [33] . But, they had shown strong concerns with whom they share specific personal information, like assessment information, grading results, comment on assignments, or teacher's feedback information. In this case they prefer to keep the information private by default and be free to choose with whom to share.
Regarding the question "what make you trust in a particular person online" the answers showed a tendency to consider vey important issues like: if the person is honorable (34,48%) and capable to respect them (31,03%). It is also important to know that person with whom they are going to communicate with (37.93%) as well as if they share similar interest and preferences (34.48%).
Regarding students' predisposition to engage in a give and take actions, the most considered relationship qualities like sensing honest behaviour (48,28%), sense that they are sharing information with a reliable source (37,93%). Also, a sense of mutual respect and affinity (31,03%); be willingness to share in another quality (85,52%) and feeling empathy and sympathy (41,38%) are considering important qualities as well.
The most important quality to be predisposed to trust in an online communication process included to know how they behave, like friendly and transparent behaviours (44,83%); and honest (44,83%). Another is to fell secure (34,48%) and be able to predict other intentions (51,72%). As well as having a sense of belonging (27,59%) and mutual respect (37,93%) are important qualities.
C. Results on visualize possible correlations correlations between trust and and privacy
This study was deployed among secondary education students in Estonia, with no or little experience with open-base blogging systems. Fifty-two (52) subjects answered this survey. Regarding their previous knowledge on privacy issues 54% of the respondents revealed that they never had e-safety courses and 27% of the inquired claim they had unofficial esafety training with parents or friends [23] .
Results revealed that user's who are more aware of potential threats of privacy tend to be stress more the need to be assured of that the interaction environment is trustworthy, i.e. need to perceive the system and the people who interact in it as trustworthy. For example, a negative correlation was found between subjects' believe that it is safe 2 to share working related resources in a open environment and their believe that teacher's feedback (r=-.253*) and grading information (r=-.282*) should remain private by default. Same regards with those subjects who agree that teachers should always make extra efforts in providing support (r=.416**), and those who don't like that everyone can read their coursework online (.412**), or those who believe that it is safe (i.e. I can control who will read or have access to the information) to read teacher feedback in close learning environment.
Again positive correlations were found between subjects who feel that by keeping their homework submissions public, students will cheat and plagiarize more, and those who claim that is very easy to post anonymous comment on the Net (r=.262*), and those who believe that is very easy to post comments about a "friend, teacher/school" in the web using a false name (r=.320*). Similar beliefs were found among subjects, that tend to agree that teachers should always make extra efforts in providing support (r=.416**), with those who don't like that everyone can read their coursework online (.412**).
D. Results on visualize possible correlations correlations between trust and collaboration
In this case we use the teacher role as a research lens to observe possible relations between trust and collaborative activity patterns. We observe this correlation in three main issues, the relationship between individual's predisposition to trust and their attitudes towards collaboration [34] .
The observed course was a "Technology Enhanced Learning" course, and was part of a European project called CoCreat 3 -"Enabling Creative Collaboration through Supportive Technologies" (http://let.oulu.fi/cocreat). Most activities performed in the course involve collaborative tasks, collaborative thinking and reflection. The course was deployed at a distance and included students and teachers from four (4) different European countries, Finland (University of Oulu); Norway (Norwegian University of Science and Technology Trondheim); Romania (Valahia University of Targoviste); and Estonia (Tallinn University).
The main achieved results revealed that trust in fact could influence collaborative behaviours. This results points to three main aspects (1) observing how learners perceive others intentions in a given context, (2) observing learner's commitments changes towards a particular activity (level of cooperation) and (3) observing learners perceptions towards the use of the communication mediums for learning purpose (reactions, intentions of use and actual use).
Results also reveled that the trust predisposition factor is important to motivate other to participate. The results indicated that those who shown more willingness to interact (easily engaged in online activities) had more success in perform collaborative activities and in foster groups collaboration. On the other hand, individual competency and their appetency to be engaged in online relationships aren't always related (this was clearly reflected during group synchronous communications). Although social engagement clear defined the participation, less social engaged students showed a tendency for follow those who were more actively engaged and show that those students only contributed if requested to.
Contradictory to what was expected open or close activities seamed less important for ensure the success of the group support and articulation. On the other hand qualities like reciprocity, kindness and benevolence were important attributes to ensure students bound and work articulation. Overall group-working methods differentiated from group to group, though in the end the majority of the groups achieved pretended results. As well as groups first activities were relevant to set the work climate and to establish future working actions (know how to behave and to observe other intentions and attitudes). Major group concerns regarded the task previsibility, e.g. predict what actions will be needed to be taken into account to ensure a successful collaboration. In return, system predictability and it perceived competency were important attributes for selection of artifacts to communicate and use in their collaborative activities.
V. FINAL CONSIDERATIONS
The aim of the paper was to propose and assess the expressiveness of a Human Computer Trust model. This model addresses trust in computer systems as social phenomena, which depends on the type of relationship that is established through the computer, or with other individuals.
We believe that the proposed model can effectively serve to describe how certain trust mechanism can be internalized and perceived by the users in what concern trust in computer systems as social phenomena, which depends on the type of relationship that is established through the computer, or with other individuals.
We also foresee it to be used for example by experts to serve as a informed complement on leveraging trust-enabling qualities drawn from the social sciences in what concerns Human-computer Iteration or Computer-mediated Interactions.
In this sense we perceive it future use from two main potential applications. One possibility is to inform the design process in which regards to the possibilities or attributes that could facilitate trust-enabling interaction processes. [32] Another possibility is to serve or complement the user experience evaluation process, for example it can be further developed into a heuristic set for Human-Computer Trust, as suggested by Vaananen [39] .
