Abstract-Guided mutation uses the idea of estimation of distribution algorithms to improve conventional mutation operators. It combines global statistical information and the location information of good individual solutions for generating new trial solutions. This paper suggests using guided mutation in iterative local search. An experimental comparison between a conventional iterated local search (CILS) and an iterated local search with guided mutation has been conducted on four classes of the test instances of the quadratic assignment problem.
I. INTRODUCTION
With information (often called memory) extracted from the previous search and problem-specific knowledge, how should a new trial solution (or a set of new trial solutions) should be generated at each iteration? This is a fundamental issue in the design of an iterative heuristic search algorithm for hard optimization problems. Estimation of distribution algorithms (EDAs) [1] extract globally statistical information from the previous search and then build a probability model for modeling the distribution of best solutions visited in the search space. New trial solutions are sampled from the model thus built. However, the information of the locations of best individual solutions found so far is not directly used for guiding the further search. In contrast, traditional genetic algorithms [2] employ crossovers and mutation as their main operators for generating new trial solutions. A crossover operator applies to a pair of parent solutions and swap parts of these two solutions to produce new trial solutions. A mutation operator randomly alters part of a parent solution to produce a new solution. These parent solutions are often best solutions visited in the previous search. No globally statistical information is extracted or used for producing new solutions in GAs.
Recently, some effort has been recently made to combine EDAs and GAs [3] . We have proposed an new operator, called guided mutation, for generating new solutions [4] [5] . Guided mutation can be regarded as a combination of conventional mutation and EDA offspring generating scheme. Guided by a probability model, guided mutation alters a parent solution to produce a new solution. The new solution can hopefully fall in or close to a promising area which is characterized by the probability model. Meanwhile, it directly takes a user-specified percentage of elements from its parents, which is often a better solution found so far. In such a way, the similarity between a new solution and its parent can be controlled to some extent. We have successfully applied guided mutation in hybrid evolutionary algorithms for the maximum clique problem [4] .
Iterated local search (ILS) [6] is a general meta-heuristic. It has two basic operators for generating new solutions. One is a local search and the other is a perturbation operator. When its local search is trapped in a local optimal solution, a perturbation operator is applied to the local optimum to generate a new starting point for its local search. It is desirable that the generated starting point should be in a promising area in the search space. A commonly-used perturbation operator is a conventional mutation, which can produce a starting point in a neighboring area of the local optimum. In this paper, we use the guided mutation operator as the perturbation operator in iterated local search for the quadratic assignment problem. The guided mutation operator can generate a new starting point for the further local search, which is in a promising area characterized by a probability model and not far away for the best solution found so far.
In [7] and [5] , we have used guided mutation operators in evolutionary algorithms with guided local search and 2-opt local search for the QAP. The algorithms in [7] and [5] are population-based methods, while the algorithm in this paper is a single-point based iteration method. One of the major contributions of this paper is the introduction of guided mutation operators to iterated local search. We show that a guided mutation operator can improve the performance of ILS.
The rest of the paper is organized as follows: Section 2 introduces the generic framework of iterated local search. Section 3 presents guided mutation for permutation vectors. Section 4 proposes an iterated local search with guided mutation (ILS/GM) for the permutation search space. Section 5 presents the 2-opt local search for the QAP and discusses the distribution of the locally optimal solutions of the QAP. Section 6 compares ILS/GM with ILS on a set of QAP test instances. Finally, Section 7 provides some conclusions.
II. ITERATED LOCAL SEARCH (ILS)
Iterated local search works as follows [6] :
If the stopping condition is not met, go to 1. LocalSearch is an algorithm which improves a solution in the search space. In most implementations of ILS, LocalSearch can be chosen as an iterated descent local search. P erturbation mutates the current local optimal solution π * and generates an intermediate solution x . Then LocalSearch is applied to π and produces a new local optimal solution π . If π wins π * in Acceptancecriterion, then π will replace π * and become the current optimal solution, otherwise, the search remains at the previous optimal solution π * . Let the search space be S and the set of all the local optimal solutions (i.e., all the possible output of LocalSearch) be S * . LocalSearch in ILS moves each solution in S to its corresponding local optimal solution. Therefore, ILS performs a biased sampling in S * in a sense. If π is close to π * in P erturbation, it is very likely that the new local optimal solution generated in LocalSearch will be not far away from the current local optimal solution. As a result, ILS makes a walk in S * from one local optimal solution to a nearby one.
In implementations of ILS, P erturbation can a conventional mutation operator with an appropriate perturbation strength. For some problems, the perturbation strength needs to be high. The search history has also been explored in some perturbation schemes. For example, Battiti and Protasi [8] proposed a ILS-like algorithm for MAX-SAT, in which a tabu memory of the search history is used in the perturbation stage.
The rationale behind ILS is supported the proximate optimality principle [9] . This principle assumes that good solutions are similar. This assumption is reasonable for most real-world problems. For example, the percentage of common edges in any two locally optimal solutions obtained by the Lin-Kernighan method is about 85% on average. Based on this principle, search should be taken place in S * around the best locally optimal solutions found so far.
III. GUIDED MUTATION
In conventional mutation, a new solution is close to its parent, but may be far away from other best solutions found so far since the mutation only utilizes the location information of the parent solution. EDAs extract global statistical information from the previous search and use it to guide the further search. However, the location information of the best solutions found so far has not directly used in EDA. Guided mutation [4] combines the global statistical information and location information of the solutions found so far to overcome the shortcoming of the conventional mutation and EDAs. In the following, we introduce a guided mutation operator on permutation vectors.
Let the search space be Π, the set of all possible permutations of I = {1, 2, . . . , n}. Suppose that the distribution of promising solutions can be modeled by the following probability matrix:
where p ij is the probability that
Guided by the probability matrix P , guided mutation mutates an existing solution π ∈ Π to generate a new solution σ ∈ Π. This operator also needs a control parameter 0 < α < 1. It works as follows:
Input: a permutation π = (π 1 , · · · , π n ), a probability matrix P = (p ij ) n×n and a positive parameter α < 1.0
Step 1 Randomly pick [αn] integers uniformly from I = {1, 2, · · · n} and let these integers constitute a set K ⊂ I. Set V = I\K and U = I\{π l |l ∈ K}.
Step 2 For each i ∈ K, set σ i = π i .
Step 3 While(U = ∅) do: Uniformly randomly select an i from V, then randomly draw a k from U with probability
Step 4 Return σ.
In the above guided mutation operator, σ i is directly copied from the parent π if i ∈ K. Otherwise, under the constraint that σ is a permutation, it is randomly generated based on the probability matrix X. The larger α is, the more elements of σ are directly copied from its parent π. In other words, α controls the similarity between the offspring and the parent.
In the conventional mutation for permutation vectors, several (often two) elements are randomly selected and then swapped. The probability that a permutation σ being generated from parent π is entirely determined by the number of the positions where σ and π are different. In contrast, the guided mutation mutates π based on the probability matrix P , which characterizes distribution of promising solutions. It can be expected that offspring π fall in or close to a promising area in the search space. Meanwhile, randomness in Step 3 also provides diversity for the search.
IV. ILS WITH GUIDED MUTATION (ILS/GM)
During the search of ILS, ILS will visit a number of locally optimal solutions. We propose that statistics of these optimal solutions can be exacted for building a probability model. Then a guided mutation by using this model can perturb the current locally optimal solution to generate a new starting solution for LocalSearch. As in Section III, we assume that the search space is Π. In the following, we present the main components of ILS/GM.
A. Initialization and Update of Probability Matrix
We initialize and update the probability matrix P in ILS/GM as follows.
1) Initialization:
At the beginning of the search, we set
If there is a prior knowledge of the distribution of promising solutions in the search space, P can be initialized by such a knowledge to bias towards promising areas.
2) Update of Probability Matrix: Assume that the current local optimal solution is π * = (π * 1 , . . . , π * n ) and the current probability matrix is P = (p ij ) n×n . Then at each iteration P can be updated as follows:
where
0 ≤ β ≤ 1 is the learning rate. The bigger β is, the greater is the contribution of π * to the new probability matrix.
B. Perturbation
To perturb the current locally optimal solution π * , ILS/GM apply the guided mutation operator (described in Section III) to it, guided by the current probability matrix.
V. THE QUADRATIC ASSIGNMENT PROBLEM (QAP)
The quadratic assignment assignment problem (QAP) [10] can model a variety of applications in scheduling, manufacturing and data analysis.
Given I = {1, 2, . . . , n} and two n×n matrices A = (a ij ) and B = (b lk ), the QAP can be stated as follows:
where π is a permutation of I = {1, 2, . . . , n} and Π is the set of all the permutations of I as defined in Section III. In the facility location context, A is the distance matrix, so that a ij represents the distance between locations i and j. B is the flow matrix, so that b kl represents the flow between facilities k and l.π represents an assignment of n facilities to n locations. More specifically, π i = k means that the facility i is assigned to location k.
The QAP is one of the most difficult NP-hard combinatorial problems. Solving the QAP instances with n > 30 to optimality is computationally impractical for exact algorithms such as the branch-and-bound method. Therefore, a variety of heuristic algorithms for dealing with large QAP instances have been developed over the past decade, such as tabu search [11] guided local search [12] , evolution strategies [13] , genetic algorithm [14] , ant colony optimization [15] , hybrid evolutionary algorithm [16] , scatter search [17] , and so on.
A. Local Search for the QAP
The local search used in this paper is the 2-opt local search [18] . Let π be a solution for the QAP. Then its 2-opt neighborhood N (π) is defined as the set of all possible solutions resulting from π by swapping its two distinct elements. The 2-opt local search algorithm searches the neighborhood of its current solution for a better solution. If such a solution is found, it replaces the current solution and the search continues. Otherwise, a local optimum has been reached. In our experiments, the first better solution found is accepted and used to replace the current solution.
In other words, we use the first-improvement principle.
B. The distribution of the locally optimal solutions of the QAPs
The proximate optimality principle is a basic assumption behind almost all the metaheuristics. To verify this principle on the QAP instances, we have conducted the following experiments in [7] : 500 different locally optimal solutions π 1 , . . . , pi 500 are generated by applying the 2-opt local search on randomly generated solutions in Π, then we sort all the 500 obtained locally optimal solutions with respect to their costs in ascending order. For each locally optimal solution π k , we generate 1000 distinct locally optimal solutions σ 1 k , . . . , σ 1000 k by applying the 2-opt local search on randomly generated solutions in a neighbourhood of π k (the set of all the solutions differing from π k on at most 0.1n items in our experiments). We compute the average cost and the average Hamming distance to π k of the local optima σ • The average cost of locally optimal solutions around a better optimal solution is lower.
• The better π k is, the shorter the average distance of σ 1 k , . . . , σ 1000 to π k These observations verify the proximate optimality principle in these instances, therefore, it is appropriate to use ILS for dealing with these QAP instances. More experimental results on the distribution of optimal solutions can be found in [19] .
VI. EXPERIMENTAL STUDIES
We compared ILS/G with a conventional ILS (CILS) proposed in [6] on four classes of QAP instances from QAPLIB. All the experiments was performed on Athlon (1.6 GHz, 1G memory, Linux). The algorithms stop after a prefixed CPU time has reached.
A. Experimental Setting
In both ILS/GM and CILS:
• LocalSeach: 2-opt local search described in Section 5.1 is used.
• AcceptanceCriterion, we use the following criterion: Both ILS/GM and CILS use restart strategy, if no better solution has been found in consecutive 200 generations, we restart the search from a randomly generated solution.
In ILS/GM:
• Pertubation: Guided mutation is employed. α = 0.9, 0.8, 0.7, and 0.65 in Guided mutation for Class 1, 2, 3, and 4 respectively. • Update of Probability Matrix: β = 0.005, 0.005, 0.01, 0.01 for for Class 1, 2, 3, and 4 respectively. The details of the parameter setting in the perturbation operator of CILS can be found in [6] . CILS randomly exchanges k elements in π * to generate π . k min ≤ k ≤ k max . k min = 3 and k max = 0.9n. The value of k is updated as in variable neighborhood search (VNS). CILS uses the same local search, acceptance criterion and restart criterion as ILS/GM does.
B. Experimental Results
ILS/GM and CILS were run independently for ten times on each QAP test instance. We recorded avg, the average percentage excess over the best-known solution obtained for each algorithm for each QAP test instance. Table 1 lists avg and the CPU time used in seconds (indicated by t) in both CILS and ILS/GM for each test instance. It also gives avg, the average value of avg's of each algorithm for each class of test instances. Figure 2 plots the evolution of the average cost of the best solutions vs the number of the calls of the local search procedure in both algorithms for test instance tai40a.
It is very clear from Table 1 and Figure 2 that ILS/GM outperforms CILS in the solution quality. Noting that ILS/GM differs from CILS only in perturbation operators, we can claim that guided mutation does improve the performance of ILS. It is also should be pointed out that ILS/GM uses different setting for α and β for different classes.
VII. CONCLUSIONS
Guided by a probability model which characterizes the distribution of promising solutions in the search space, the guided mutation alters a parent solution to generate a new solution. Guided mutation operators provide a mechanism for combining global statistical information about the search space and the position information of a good solution found during the previous search in generating new trial solutions in heuristics.
Perturbation is one of the major operators in ILS. Conventional mutation is used as a perturbation operator in most implementations of ILS. This paper advocated using guided mutation in ILS. An ILS with guided mutation for the QAP was proposed and compared with a conventional ILS on a set of the QAP test instances. The experimental results indicated that the guided mutation operator improves the performance of ILS.
We also experimentally studied the distribution of the locally optimal solutions of the QAP and showed that the proximity optimality principle holds for some QAP test instances, which explains to some extent why ILS and guided mutation are suitable for these QAP instances.
One of the major shortcoming of the guided mutation is that it has two control parameters to tune. In the future, we will study how to systematically adjust these parameters based on statistical information collected from the search. Another interesting topic is to study the effect of guided mutation in other metaheuristics. 
