Abstract. This paper introduces a Hopf algebra structure on a family of reduced pipe dreams. We show that this Hopf algebra is free and cofree, and construct a surjection onto a commutative Hopf algebra of permutations. The pipe dream Hopf algebra contains Hopf subalgebras with interesting sets of generators and Hilbert series related to subsequences of Catalan numbers. Three other relevant Hopf subalgebras include the Loday-Ronco Hopf algebra on complete binary trees, a Hopf algebra related to a special family of lattice walks on the quarter plane, and a Hopf algebra on ν-trees related to ν-Tamari lattices. One of this Hopf subalgebras motivates a new notion of Hopf chains in the Tamari lattice, which are used to present applications and conjectures in the theory of multivariate diagonal harmonics.
Introduction
Pipe dreams (or RC-graphs) are combinatorial objects closely related to reduced expressions of permutations in terms of simple transpositions. They were introduced by N. Bergeron and S. Billey in [BB93] to compute Schubert polynomials and later revisited in the context of Gröbner geometry by A. Knutson and E. Miller [KM05] , who coined the name pipe dreams in reference to a game involving pipe connections. In brief, a pipe dream is an arrangement of pipes, each connecting an entry on the vertical axis to an exit on the horizontal axis, and remaining in a triangular shape of the grid. Pipe dreams are grouped according to their exiting permutation, given by the order in which the pipes appear along the horizontal axis. Pipe dreams have important connections and applications to various areas related to Schubert calculus and Schubert varieties [LS82, LS85] . They have a rich combinatorial and geometric structure but their algebraic structure was less considered.
The objective of this paper is to introduce a Hopf algebra structure on pipe dreams. Hopf algebras are rather rigid structures which often reveal deep combinatorial properties and connections. This paper contributes to this general philosophy: the Hopf algebra of pipe dreams will give us insight on a special family of lattice walks on the quarter plane studied by M. Bousquet-Mélou, S. Melczer, M. Mishna, and A. Rechnitzer in a series of papers [BMM10, MR09, MM14] , as well as applications to the still emerging theory of multivariate diagonal harmonics [Ber13] .
The starting point of this project is the Hopf algebra of J.-L. Loday and M. Ronco on complete binary trees [LR98] . There is a strong correspondence between the complete binary trees with n internal nodes and the reduced pipe dreams with exiting permutation 0n . . . 1. This correspondence preserves a lot of the combinatorial structure and allows to interpret the product and the coproduct of the Loday-Ronco Hopf algebra in terms of pipe dreams. This interpretation yields to an extension of the Loday-Ronco Hopf algebra on a bigger family Π consisting of reduced pipe dreams with an elbow in the top left corner. We show that it results in a free and cofree Hopf algebra structure (kΠ, ·, ). We also show that mapping a pipe dream to its exiting permutation defines a surjective morphism from the Hopf algebra (kΠ, ·, ) of pipe dreams to a commutative Hopf algebra (kS, ¡ • , • ) of permutations.
The pipe dream Hopf algebra kΠ has many Hopf subalgebras with interesting combinatorial structure and enumeration (Hilbert series). These Hopf algebras are obtained using pipe dreams whose exiting permutations belong to a Hopf subalgebra of kS. Even the first naive examples, obtained from permutations with restricted atom sets (i.e. with prescribed decompositions in kS), give rise to relevant Hopf algebras whose sets of generators are counted by formulas involving Catalan numbers. Three relevant Hopf subalgebras are:
(1) the Loday-Ronco Hopf algebra on complete binary trees [LR98] .
(2) a Hopf algebra related to a special family of lattice walks on the quarter plane [BMM10, MR09, MM14] . (3) a Hopf algebra on ν-trees connected to the ν-Tamari lattices of L. F. Préville-Ratelle and X. Viennot [PRV17] .
The Loday-Ronco Hopf algebra has a remarkable geometric interpretation which, together with [GKL + 95, MR95] , implies significant results about their algebraic structures as shown by M. Aguiar and F. Sottile in [AS05, AS06] and by F. Hivert, J.-C. Novelli and J.-Y. Thibon [HNT05] . It also inspired work on related Hopf algebras including the Cambrian Hopf algebra of G. Chatel and V. Pilaud [CP17] related to the Cambrian lattices introduced by N. Reading [Rea06] , the Hopf algebra of N. Bergeron and C. Ceballos [BC17] related to A. Knutson and E. Miller's theory of subword complexes [KM04] , and the Hopf algebra of V. Pilaud [Pil18] related to brick polytopes [PS12, PS15] . On the other side, the enumeration of lattice walks in the quarter plane is a challenging problem of interest in combinatorics and computer science. M. Bousquet-Mélou and M. Mishna considered 79 different models in [BMM10] . The family of walks that we consider has acquired special attention [MR09, MM14] , and our Hopf algebra approach gives an alternative (conjectural) refinement of their enumeration (see Remark 2.2.2 and Corollary 2.2.6). It also leads to a new conjecture concerning a bijection between two families of pairs of nested Dyck paths related to the zeta map in q, t-Catalan combinatorics [Hag08] (see Conjecture 2.2.8). Last but not least, L.-F. Préville-Ratelle and X. Viennot [PRV17] recently introduced the ν-Tamari lattices inspired by F. Bergeron's conjectural connections between interval enumeration in the classical and Fuss-Catalan Tamari lattices and dimension formulas of certain spaces in trivariate and higher multivariate diagonal harmonics [BPR12, BMCPR13, BMFPR11] . Even though no application of ν-Tamari lattices are known in this context, they possess remarkable enumerative and geometric properties [FPR17, CPS16] .
One of the most important contributions of this paper is the application of the Hopf algebra of dominant pipe dreams to the theory of multivariate diagonal harmonics. The foundation of diagonal harmonics was inspired by famous conjectures and results related to the theory of Macdonald polynomials pioneered by I. G. Macdonald [Mac88] . The discovery of these polynomials originated important developments including the proof of the Macdonald constant-term identities [Che95] and the resolution of the Macdonald positivity conjecture [Hai01] , as well as many results in connection with representation theory of quantum groups [EK94] , affine Hecke algebras [KN98, Kno97, Mac94] , and the Calogero-Sutherland model in particle physics [LV97] . Diagonal harmonics is also connected to many areas in mathematics where they play a central role, including the rectangular and rational Catalan combinatorics in algebraic combinatorics [ALW15a, ALW15b, Ber17, BGSLX16, Mel16] , cohomology of flag manifolds and group schemes in algebraic topology [DM17] , Hilbert schemes in algebraic geometry [Hai01, Hai02] , homology of torus links in knot theory [GN15, Mel17] , and more.
The space of diagonal harmonics is an S n -module of polynomials in two sets of variables that satisfy some harmonic properties. The dimensions of these spaces (and of their bigraded components) led to numerous important conjectures. These include the (n + 1) n−1 -conjecture by A. Garsia and M. Haiman [GH93, GH96b] , proved by M. Haiman using properties of the Hilbert scheme in algebraic geometry [Hai02] , and the shuffle conjecture by J. Haglund [CM18] . The bigraded Hilbert series of the alternating component of the space of diagonal harmonics also gave rise to the now famous q, t-Catalan polynomials [Hag08] . The module of diagonal harmonics has natural generalizations in three or more sets of variables. However, very little is known about these generalizations and the techniques from algebraic geometry do not straightforward apply. Computational experiments by M. Haiman from the early 1990's [Hai94, Fact 2.8.1] suggest explicit simple dimension formulas for the space of diagonal harmonics and its alternating component in the trivariate case. F. Bergeron noticed that these formulas coincide with formulas counting labeled and unlabeled intervals in the classical Tamari lattice, and opened the door to a more systematic study of the multivariate case [BPR12, Ber13] . In particular, together with L.-F. Préville-Ratelle, they established a connection between trivariate diagonal harmonics and intervals in the Tamari lattice, by presenting an explicit combinatorial conjecture for the Frobenius characteristic that involves two statistics dinv and length of the longest chain in the intervals [BPR12, Conj. 1] . This conjecture and the dimension formulas in the trivariate case remain widely open. In addition, not even a dimension formula is known yet for the four variable case. F. Bergeron suggested to us that there might be a way to understand the r-variate diagonal harmonics in terms of some suitable (r − 1)-chains in the Tamari lattice. In this paper we present a milestone towards this understanding by introducing a new class of chains in the Tamari lattice that was motivated by our Hopf algebra construction.
A very natural question is to ask about the number of Tamari chains related to intervals in the graded dimensions of the Hopf algebra of dominant pipe dreams. This motivates a natural notion of Hopf chains of Dyck paths. A Hopf chain is a chain (π 1 , . . . , π r ) in the classical Tamari lattice satisfying an extra property motivated from the Hopf algebra, and such that π 1 is the diagonal path. Surprisingly, they turn out to be closely related to multivariate diagonal harmonics, not only in the numerology related to dimension formulas, but also in their underlying representation theory. More explicitly, let us denote by DH n,r the diagonal harmonics space on r sets of n variables. We will prove that, for degree n ≤ 4 and any number r of sets of variables, the Frobenius characteristic of DH n,r expanded in the basis of elementary symmetric functions can be identified with a Hilbert series of Hopf chains (Theorem 3.2.5). As a consequence we obtain that, under these assumptions, the dimension of the alternating component of DH n,r is equal to the number of Hopf chains, and that the dimension of the full space is equal to the number of labeled Hopf chains. Our result involves a new collar statistic of Hopf chains that corresponds to the grading of one of the sets of variables. The collar statistic generalizes the area statistic of Dyck paths in the bivariate case and the length of a longest chain in a Tamari interval in the trivariate case. We also present an explicit combinatorial formula, for degree n ≤ 4 and any number r of sets of variables, for the bigraded Hilbert series of the alternating component of DH n,r in terms of the collar and the dinv statistics (Proposition 3.2.10).
Part 1. The pipe dream Hopf algebra
This first part introduces a Hopf algebra structure on certain pipe dreams (Section 1.2), shows its freeness (Section 1.3) and studies its connection to a Hopf algebra on permutations (Section 1.1).
A Hopf algebra on permutations
Before we work on pipe dreams, we first introduce a Hopf structure on permutations. This Hopf algebra of permutations is commutative and non-cocommutative. In particular it is different from the classical Malvenuto-Reutenauer Hopf algebra [MR95] . It is isomorphic to one of the commutative Hopf algebras introduced by Y. Vargas in [Var14] . We denote by S n the set of permutations of [n] := {1, 2, . . . , n}, and we let S := n≥0 S n . We consider the graded vector space kS := n≥0 kS n , where kS n is the k-span of the permutations in S n .
1.1.1. Global descents and atomic permutations. Consider a permutation ω ∈ S n . Index by {0, . . . , n} from left to right the gaps before the first position, between two consecutive positions, or after the last position of ω.
. In other words, the first γ positions are sent to the last γ values. For example, the global descents in the permutation ω = 635421 are 0, 1, 4, 5, 6. Note that the gaps 0 and n are always global descents. A permutation with no other global descent is called atomic.
For two permutations µ ∈ S m and ν ∈ S n we define the permutation µ • ν ∈ S m+n by
The product • is associative, and the unique permutation of S 0 is neutral for •. Observe that µ • ν has a global descent in position m. Conversely, given a permutation ω ∈ S m+n with a global descent in position m, there exist a unique pair of permutations µ ∈ S m and ν ∈ S n such that ω = µ • ν. Therefore any permutation ω ∈ S factorizes in a unique way as a prod-
For such a factorization, we denote by ω
• := {ω 1 , ω 2 , . . . , ω } the set of its atomic factors.
1.1.2. Coproduct on permutations. We first introduce a coproduct • on permutations. Consider a permutation ω ∈ S, and let ω = ω 1 • · · · • ω be its unique factorization into atomic permutations. We define the coproduct • (ω) by
where an empty • -product is the neutral element for •. This coproduct extends to kS by linearity and is clearly coassociative.
Example 1.1.1. For the permutation 635421 ∈ S 6 , we have 635421 = 1 • 132 • 1 • 1. Hence
1.1.3. Product on permutations. We now introduce a commutative product ¡ • on permutations. Consider two permutations π, ω ∈ S. Define first π ¡ • := π and ¡ • ω := ω. Assume now that π = µ • ν and ω = σ • τ where µ and σ are non-trivial atomic permutations, and define
This product extends to kS by linearity and is clearly associative. This is the standard shuffle product, but performed on the atomic factorizations of the factors. The product • and the coproduct • are compatible in the sense that
where the right hand side product has to be understood componentwise. This structure thus gives us a graded and connected commutative Hopf algebra (kS, ¡ • , • ). See [Var14] for more details.
In the following sections we will see that this Hopf structure on permutations is directly linked to our Hopf structure on pipe dreams.
A Hopf algebra on pipe dreams
In this section, we construct a product and a coproduct on certain pipe dreams and show that they define a graded connected Hopf algebra. We also relate this structure to the Hopf algebra of Section 1.1.
1.2.1. Pipe dreams. A pipe dream P is a filling of a triangular shape with crosses and elbows so that all pipes entering on the left side exit on the top side [BB93, KM05] . See Figure 1 . We only consider reduced pipe dreams, where two pipes have at most one intersection. We also limit ourself to pipe dreams with an elbow in the top left corner. In particular the pipe entering in the topmost row always exits in the leftmost column. We label this pipe with 0 and the other pipes with 1, 2, . . . , n in the order of their entry points from top to bottom. We also label accordingly the rows and the columns of the pipe dream P from 0 to n. We denote by ω P ∈ S n the order of the exit points of the non-zero pipes of P from left to right. In other words, the pipe entering at row i > 0 exits at column ω −1 P (i) > 0. For a fixed permutation ω ∈ S n , we denote by Π(ω) the set of reduced pipe dreams P with an elbow in the top left corner and such that ω P = ω. We let Π n := ω∈Sn Π(ω) and Π := n∈N Π n . Two pipe dreams are related by a flip if they define the same permutation of the pipes and only differ by the position of a cross and an elbow. An elbow e in a pipe dream P is flippable if the two pipes passing through elbow e have a crossing c, and the flip exchanges the elbow e with the cross c. See Figure 1 . A chute move (resp. ladder move) is a flip where e and c appear in consecutive rows (resp. columns). We refer to [BB93, PS13] for thorough discussions on flips.
We consider the graded vector space kΠ = n≥0 kΠ n , where kΠ n is the k-span of the pipe dreams in Π n .
1.2.2.
Horizontal and vertical packings. Let P ∈ Π n and k ∈ {0, . . . , n}. We color plain red the pipes entering in the rows 1, 2, . . . , k and dashed blue the pipes entering in the rows k + 1, k + 2, . . . , n. The horizontal packing L k (P ) is obtained by removing all blue pipes and contracting the horizontal parts of the red pipes that were contained in a cell (i.e. red horizontal steps that are crossed vertically by a blue pipe). Figure 2 illustrates an example. The following lemma shows that this operation is well defined. Proof. We will show that the resulting pipes in the horizontal packing fill a triangular shape with elbows and crossings. For this we analyze how the cells containing red pipes are moved after packing. First, note that blue pipes in P can only cross red pipes vertically, and so, bicolored cells of the form are forbidden. Furthermore, cells are horizontally contracted and any other cell , , , is moved to the left as many steps as the number of blue pipes passing to its left. Therefore, "consecutive" bicolored elbows · · · in the same row (i.e. with no red pipes in between them) are moved together:
and full red elbows and crossings are preserved. As a consequence, the pipes in L k (P ) fill a shape with elbows and crossings. We claim that the final shape of L k (P ) is triangular. To see it, we count the number of elbows and crossings in its ith row for i ∈ [k]. Note that since the shape of P is triangular, the ith row of P contains n − i + 1 elbows and crossings. As each of the last n − k pipes contributes to either delete a cross , a cross or to merge · · · into , the number of elbows and crossings in the ith row of L k (P ) is k − i + 1. Finally, since the crossings between red pipes in P are preserved after packing, L k (P ) is a reduced pipe dream. The vertical packing L k (P ) is defined symmetrically: it keeps the pipes exiting through the columns 1, 2, . . . , k and contracts the vertical steps that are crossed horizontally by the pipes exiting through the columns k + 1, k + 2, . . . , n. Note that the remaining pipes need to be relabeled from 1 to k. See Figure 3 . The result is also a reduced pipe dream in Π k . Although they are valid for any gap k, we have illustrated the horizontal and vertical packings only at a global descent of ω P as we will only use this situation later. 1.2.3. Coproduct on pipe dreams. Consider a reduced pipe dream P ∈ Π n , and a global descent γ of the permutation ω P . Since γ is a global descent of ω P , the relevant pipes of P are split into two disjoint tangled sets of pipes: those entering in the first n − γ rows (plain red) and those exiting in the first γ columns (dashed blue). The horizontal and vertical packings L n−γ (P ) and L γ (P ) should thus be regarded as a way to untangle these two disjoint sets of pipes.
We denote by γ,n−γ (P ) the tensor product L γ (P ) ⊗ L n−γ (P ) and we say that γ,n−γ untangles P . This operation is illustrated on Figure 4 . If γ is not a global descent of ω P , then the pipes of P are not split by γ, and we therefore define γ,n−γ (P ) = 0. Finally, we define the coproduct on Π as See Figure 5 . Note that the non-zero terms of (P ) occur when γ ranges over all global descents of ω P . Extended by linearity on kΠ, the map : kΠ → kΠ ⊗ kΠ defines a graded comultiplication on kΠ. Proposition 1.2.2. The coproduct defines a coassociative graded coalgebra structure on kΠ.
Proof. By construction, is graded. The map : kΠ → k determined by (P ) = 1 if P = ∈ Π 0 and (P ) = 0 otherwise is the counit for . Coassociativity follows from the fact that both (1 ⊗ ) (P ) and ( ⊗ 1) (P ) are equal to P untangled at two global descents. Proof. Let P ∈ Π n and γ be a global descent of ω P . Let P 1 ⊗ P 2 = γ,n−γ (P ). We have
Indeed, when we untangle P at γ we preserve the crossings of the pipes 1, 2, . . . , n − γ and the crossings of the pipes n − γ + 1, n − γ + 2, . . . , n. This shows that ω P (i) = ω P2 (i) for 1 ≤ i ≤ n − γ and ω P (j) = ω P1 (j − n + γ) + n − γ for n − γ + 1 ≤ j ≤ n. Since we sum over all global descents of ω P , we obtain the desired result. It is also clear that ω preserves the grading.
1.2.4. Product on pipe dreams. Let P ∈ Π m and Q ∈ Π n be two pipe dreams, and let γ be a global descent of ω P . We denote by P γ Q the pipe dream of Π m+n obtained from P by
• inserting n columns after column γ and n rows after row m − γ,
• filling with Q the triangle of boxes located both in one of the rows γ, . . . , n + γ and in one of the columns m − γ, . . . , m + n − γ, • filling with crosses the remaining boxes located in a new column, • filling with crosses the remaining boxes located in a new row.
We say that γ inserts Q at gap γ in P . This operation is illustrated in Figure 6 . Note that the result P γ Q is a reduced pipe dream in Π m+n . Indeed, since γ is a global descent of ω P , the pipes of P entering in the last γ rows and exiting through the first γ columns all cross the pipes of Q only once vertically, while the pipes of P entering in the first m − γ rows and exiting through the last m − γ columns all cross the pipes of Q only once horizontally. It is crucial here that γ is a global descent of ω P , as otherwise there would exist i ∈ [m] such that i > m − γ and ω −1 P (i) > γ and pipe i + n in P γ Q would cross twice each of the new pipes m + 1 − γ, . . . , m + n − γ. The following immediate lemma is left to the reader. Lemma 1.2.4. For pipe dreams P ∈ Π m , Q ∈ Π n and R ∈ Π p , and for global descents γ < δ of ω P and ν of ω Q , we have
and
Finally, we observe in the next statement that the operation behaves nicely with the product on permutations defined in Section 1.1. The immediate proof is left to the reader. Lemma 1.2.5. Let P ∈ Π m and Q ∈ Π n be two pipe dreams, such that
Consider now a word s on the alphabet {p, q} with m letters p and n letters q. We call p-blocks (resp. q-blocks) the blocks of consecutive letters p (resp. q). We consider that the p-blocks in s mark gaps of the permutation ω Q while the q-blocks in s mark gaps of the permutation ω P . We say that s is a P /Q-shuffle if all p-blocks appear at global descents of ω Q while all q-blocks appear at global descents of ω P . For example, if ω P = 53412 = 1•12•12 and ω Q = 635421 = 1•132•1•1, then qpqqqppqppq and qppppp are P /Q-shuffles, whileppqqqppp is not.
For a P /Q-shuffle s with q-blocks, we denote by P s Q the pipe dream obtained by
• untangling Q at all gaps of ω Q marked by p-blocks in s, resulting to pipe dreams Q 1 , . . . , Q , • inserting succesively the pipe dreams Q 1 , . . . , Q in P at the positions of the q-blocks in s (by Lemma 1.2.4 (1) it does not matter in which order we insert the pipe dreams Q 1 , . . . , Q ). We say that s tangles the pipe dreams P and Q according to the P /Q-shuffle s. This operation is illustrated in Figure 7 . . Tangling two pipe dreams P and Q according to the P /Q-shuffles pqqqppqppqq.
We define the product of P ∈ Π m and Q ∈ Π n by
where s ranges over all possible P /Q-shuffles. See Figure 8 . Note that it always contains P 0 Q and P m Q corresponding to the P /Q-shuffle q n p m and p m q n . Extended by bilinearity on kΠ ⊗ kΠ, the map · : kΠ ⊗ kΠ → kΠ defines a graded multiplication on kΠ. Proposition 1.2.6. The product · defines an associative graded algebra structure on kΠ. Proof. By construction, · is graded. It is also clear that P · = · P = P . Associativity follows from the fact that the terms of (P · Q) · R and P · (Q · R) both correspond to P /Q/R-shuffles and the shuffle operation is associative. We also make use of the fact that it does not matter in which order we insert pipe dreams in P according to Lemma 1.2.4 (1). Thus, in both (P · Q) · R and P · (Q · R) we will insert the pieces of Q and R as dictated by the P /Q/R-shuffles, so that the result will be the same by Lemma 1.2.4 (2). Proof. Let P ∈ Π m , Q ∈ Π n and s be a P /Q-shuffle. Then s corresponds to exactly one term in ω P ¡ • ω Q . Moreover, successive use of Lemma 1.2.5 shows that ω (P sQ) is the term in the shuffle corresponding to s. This shows that ω P ¡ • ω Q = ω (P ·Q) . It is also clear that ω preserves the grading.
1.2.5. Hopf Algebra Structure. We now show that the product and coproduct on pipe dreams defined in the previous sections are compatible in the sense of the following statement. Proposition 1.2.8. The product · and coproduct endow the family Π of all pipe dreams with a graded connected Hopf algebra structure.
Proof. Consider two pipe dreams P ∈ Π m and Q ∈ Π n . We need to show that
where the right hand side product has to be understood componentwise. For that, it is enough to show that each term on the left hand side exactly corresponds to one term on the right hand side.
The terms of (P · Q) are in correspondence with all choices of a P /Q-shuffle s and of a global descent γ ∈ {0, . . . , m + n} of ω (P sQ) . This global descent uniquely identifies global descents γ P := | {i ∈ [γ] | s i = p} | of ω P and γ Q := | {i ∈ [γ] | s i = q} | of ω Q , and hence defines terms P ⊗ P of (P ) and Q ⊗ Q of (Q). Moreover s := s 1 . . . s γ is a P /Q -shuffle and hence corresponds to a unique term of P · Q while s := s γ+1 . . . s m+n is a P /Q -shuffle and hence corresponds to a unique term of P · Q . This shows that each term of (P · Q) appears as a term of (P ) · (Q).
Conversely, the terms of (P ) · (Q) are in correspondence with all choices of a global descent γ P of ω P corresponding to a term P ⊗ P of (P ) and a global descent γ Q of ω Q corresponding to a term Q ⊗ Q of (Q), together with a P /Q -shuffle s and a P /Q -shuffle s . Then s := s s is a P /Q-shuffle which gives us a term of (P · Q).
Combining Propositions 1.2.7 and 1.2.3, we obtain the following statement. Remark 1.2.10. We can refine the grading of both kΠ and kS so that it remains preserved by ω. For P ∈ Π n and ω P = ν 1 • · · · • ν the factorisation into atomic permutations, we have two particularly interesting refinements:
• the number − 1 of global descents,
(ν i ) of inversions within atomic permutations.
Remark 1.2.11. The transposition transp provides a Hopf algebra involution on kΠ:
1 . Remark 1.2.12. Before we close this section, there is much more that can be done in studying the Hopf algebra kΠ. In particular, it would be interesting to study the quasi-symmetric invariants [ABS06] associated to kΠ and its related odd subalgebras. This will be the focus of other projects.
Freeness of kΠ
In this section we show that (kΠ, ·, ) is a free and cofree Hopf algebra and we identify explicitly a set of free generators and cogenerators. This is done by introducing an order on pipe dreams such that the leading term of P · Q is given by P 0 Q (where 0 is the insertion in position 0, defined in Section 1.2.4). More generally, for any Φ and Ψ in kΠ, our order satisfies that the leading term of the product Φ · Ψ is the product of the leading terms of Φ and Ψ. The analogue statement is valid for the dual Hopf algebra as well. The (free and cofree) generators are then identified with the indecomposable pipe dreams P with respect to the operation 0 . We also give in this section a good combinatorial description of the indecomposable pipe dreams.
An alternative approach would be to introduce a bidendriform structure on kΠ as in [Foi07] . This is certainly possible but requires to introduce more algebraic structures. We choose to follow the strategy above as it gives us some combinatorial understanding of the indecomposable pipe dreams.
1.3.1. Lexicographic order on pipe dreams and leading term. Consider a pipe dream P ∈ Π n , and index its rows and columns by 0, 1, . . . , n as before. We denote by p i,j ∈ { , } the symbol (elbow or cross) that appears in row i and column j of P . The column reading word of P is the word CRW(P ) defined by
We order the alphabet { , } by < . Given two pipe dreams P, Q ∈ Π n we write that P < lex Q if and only if CRW(P ) < lex CRW(Q) in lexicographic order. For example, the column reading words of the pipe dreams P (left) and Q (right) of Figure 1 are
and we thus have P < lex Q.
Definition 1.3.1. Given Φ ∈ kΠ n , we can order the terms of Φ with respect to < lex
where c i = 0 and P i < lex P j for any 1 ≤ i < j ≤ m. We then define the leading term of Φ to be LT(Φ) = c 1 P 1 , the leading coefficient of Φ to be LC(Φ) = c 1 and the leading pipe dream of Φ to be LP(Φ) = P 1 .
1.3.2.
Leading term of a product. With the lexicographic order on pipe dreams, we are now in position to identify the leading term of a product.
Lemma 1.3.2. For any pipe dreams P ∈ Π m and Q ∈ Π n we have LT(P · Q) = P 0 Q.
Proof. It is enough to consider the leftmost column of every term in the product P · Q. Given a P /Q-shuffle s, let ← − s be the mirror of s, that is, read from right to left. Observe that the leftmost column of the term P s Q is structured as follows:
• There is an elbow in position (0, 0).
• The entries of the leftmost column of P in rows 1, 2, . . . , n, appear in the positions of the letters p in ← − s . The rightmost p in ← − s corresponds to an elbow .
• There is a cross in the positions corresponding to each letter q in ← − s with at least one letter p to its right. The P /Q-shuffle corresponding to P 0 Q is s 0 = q n p m . Hence ← − s 0 = p m q n and we have that
. Now for any distinct P /Q-shuffle s = s 0 , the mirror ← − s will have at least one letter q with a letter p to its right. In this case CRW(
for every letter q with a letter p to its right in ← − s . Thus CRW(P 0 Q) < lex CRW(P s Q), and therefore (P 0 Q) < lex (P s Q) for any s = s 0 . This shows that LT(P · Q) = P 0 Q. Example 1.3.3. Consider the six terms P 1 , P 2 , . . . , P 6 in the expansion of the product in Figure 8 , in order of appearance. Look at their leftmost column and consider the corresponding P /Qshuffles. The pipe dream P 1 is the leading term obtained with s 0 = qqpppp. In the table below, we give for each term P i the corresponding P /Q-shuffle s, its reverse ← − s and the initial subword of the column reading CRW(P i ) up to the position of the last p in ← − s . We see that P 1 < lex P i is decided in the leftmost column before the last p in ← − s .
pppppppp · · · Lemma 1.3.4. For P , P ∈ Π m and Q, Q ∈ Π n , if P < lex P and Q < lex Q , then
CRW(Q ) = Q 0 · · · Q n , where P j := p 0,j p 1,j · · · p m−j,j denote the top to bottom reading of the jth column of P (and similarly for P j , Q j and Q j ). Then we have
where m = · · · repeated m times and these 's correspond to the rectangle of crosses of P 0 Q (or P 0 Q ) in rows 0 ≤ i ≤ m − 1 and columns 1 ≤ j ≤ n. We clearly see that when comparing CRW(P 0 Q) and CRW(P 0 Q ) in lexicographic order the decision will be done for the leftmost entry that is different in both words. That will be either the leftmost entry that is different in CRW(P ) and CRW(P ) or the leftmost entry that is different in CRW(Q) and CRW(Q ). The result follows.
Combining Lemmas 1.3.2 and 1.3.4 we obtain the following result. Proposition 1.3.5. For Φ, Ψ ∈ kΠ, we have
1.3.3. (Free) generators of kΠ. We are now in position to show that kΠ is free and to give a first characterization of its free generators.
Definition 1.3.6. A pipe dream P ∈ Π n is 0 -decomposable if it can be written as P = Q 0 R for some Q ∈ Π r and R ∈ Π n−r where 0 < r < n. Otherwise, we say P is 0 -indecomposable. We let Λ n := {P ∈ Π n | P is 0 -indecomposable} and
Proposition 1.3.7. A pipe dream P ∈ Π n is 0 -decomposable if and only if there is 0 < r < n such that P has crosses in the rectangle of rows 0 ≤ i ≤ r − 1 and columns 1 ≤ j ≤ n − r. In that case, P = Q 0 R where Q ⊗ R = r,n−r (P ).
Proof. It follows directly from the description of the insertion Q 0 R. Lemma 1.3.8. For any P ∈ Π n , there is a unique 0 -decomposition P = P 1 0 P 2 0 · · · 0 P of P into 0 -indecomposable pipe dreams.
Proof. To prove existence, we decompose P repeatedly until we only have 0 -indecomposable pipe dreams. To prove uniqueness, we proceed by induction on n. For n = 0 or 1 the statement is immediate. Assume now that we have two decompositions
with ≤ . If = 1, then we must have = 1 for otherwise it would contradict the fact that P 1 is 0 -indecomposable. The uniqueness follows in this case. If > 1, then P = P 1 0 Q = P 1 0 Q where P 1 ∈ Π r and P 1 ∈ Π r for 0 < r, r < n. By Proposition 1.3.7, P has crosses in the rectangle of rows 0 ≤ i ≤ r − 1 and columns 1 ≤ j ≤ n − r and also in the rectangle of rows 0 ≤ i ≤ r −1 and columns 1 ≤ j ≤ n − r . Moreover P 1 ⊗ Q = r,n−r (P ) and P 1 ⊗ Q = r ,n−r (P ). If r < r , then we would get a rectangle of crosses in rows 0 ≤ i ≤ r − r − 1 and columns 1 ≤ j ≤ r of P 1 . Proposition 1.3.7 would then imply that P 1 is 0 -decomposable, a contradiction. So we must have r ≥ r . By symmetry, we also have r ≤ r , and hence r = r . This gives
We can now conclude that P 1 = P 1 and Q = Q . The induction hypothesis on Q gives us that = and P i = P i for all 1 ≤ i ≤ . Corollary 1.3.9. For P ∈ Π n and its unique decomposition P = P 1 0 P 2 0 · · · 0 P into 0 -indecomposable pipe dreams, we define
Then the set Ψ P | P ∈ Π n is a linear basis of kΠ n .
Proof. From Proposition 1.3.5 we have
We get the result by triangularity and Lemma 1.3.8.
Theorem 1.3.10. The algebra kΠ is free with generators Λ = {P ∈ Π | P is 0 -indecomposable}.
Proof. Corollary 1.3.9 implies that the 0 -indecomposable pipe dreams are algebraically independent.
1.3.4. Better description of 0 -indecomposable pipe dreams. In Proposition 1.3.7 we provided a characterization of 0 -indecomposable pipe dreams. For P ∈ Π n , this characterization requires to check for all 0 < r < n if P has crosses in a large rectangle. In this section we show that this can be done more efficiently by checking the state of very few positions. Theorem 1.3.11. Let P ∈ Π n and let ω P = ω 1 • ω 2 • · · · • ω be the unique factorization of ω P into atomic permutations, with ω i ∈ S ni . Then P is 0 -indecomposable if and only if P has crosses in positions (n , 0), (n + n −1 , 0), . . . , (n + n −1 + · · · + n 2 , 0).
To prove this result, we need to recall a result of [BB93] about the generation of all pipe dreams of a given permutation as a partial order. See also [PS13] for more details about the structure of a related partial order.
Given a permutation ω ∈ S n , we let I(ω) = (i 1 , i 2 , . . . , i n−1 ) be the Lehmer code of ω, i.e. the sequence counting the number of inversions of each value:
It is well-known that I(ω) characterizes ω. Given I(ω) = (i 1 , i 2 , . . . , i n−1 ), we define the pipe dream P top ω by putting crosses in the top i k rows of the kth column. We leave it to the reader to check that P Note that the chute move graph is acyclic since any chute move decreases the sum of the row indices of the elbows of the pipe dream. We denote by (Π(ω), ≺) the poset defined by i.e. Q ≺ P if we can go from P to Q by a sequence of chute moves. Note that the poset Π ω has a nicer structure if one also considers ladder moves (transpose of chute moves) and more generally all other flips. For example, the poset of all increasing flips on Π(ω) is shown to be shellable in [PS13] . In this section, we restrict to chute moves as it simplifies the proof of our main theorem.
Proof of Theorem 1.3.11. If = 1, then ω P is atomic and Lemma 1.2.5 shows that P cannot be 0 -decomposable. The theorem thus holds: P is indecomposable and there is no restriction on the crosses in the leftmost column. We now assume that > 1. Let ω = ω P = ω 1 • ω 2 • · · · • ω with ω i ∈ S ni . Consider the set A ω = {P ∈ Π ω | P is 0 -decomposable}. If P ∈ A ω , then Proposition 1.3.7 ensures that there is 0 < r < n such that P has crosses in the rectangle of rows 0 ≤ i ≤ r − 1 and columns 1 ≤ j ≤ n − r. Moreover, Lemma 1.2.5 implies that n − r = n 1 + n 2 + · · · + n k for some 1 ≤ k < . Thus r = n k+1 + n k+2 + · · · + n . If we perform any inverse chute moves on P , the resulting pipe dream will still have crosses in the rectangle of rows 0 ≤ i ≤ r − 1 and columns 1 ≤ j ≤ n − r. This implies that Q ∈ A ω for all Q P . In other words, A ω is an upper ideal in (Π ω , ≺). In particular, the set
For any P ∈ B ω there is a sequence of chute moves from P top ω to P . Observe that P top ω has crosses in all the rectangles of rows 0 ≤ i ≤ r − 1 and columns 1 ≤ j ≤ n − r where n − r = n 1 +n 2 +· · ·+n k and 1 ≤ k < . Every one of these rectangles must have at least one less cross . In the sequence of chute moves from P top ω to P , consider a move that removes a cross from a rectangle for the first time. We must remove one cross from the rectangle of rows 0 ≤ i ≤ r − 1 and columns 1 ≤ j ≤ n − r by that move. Assume that the chute move transports a cross from (i, j) to (i + 1, j ). We have that (i, j) must be in the rectangle and we must have an elbow in position (i + 1, j). This can only happen if i = r − 1. Moreover, j cannot be the column of another rectangle, hence this will remove a cross in a single rectangle and not in any other one. Now, we must also have an elbow in positions (r − 1, j ) and (r, j ). This implies that j = 0. This chute move will move a cross from (r − 1, j) to the position (r, 0). To summarize, a sequence of chute moves from P top ω to P must remove at least one cross of each rectangle. The first time it does for each rectangle, it puts a cross in position (r, 0) and does not affect the other rectangles. The cross in position (r, 0) will not move in any subsequent chute move. This shows that P ∈ B ω if and only if P has crosses in positions (n , 0), (n + n −1 , 0), . . . , (n + n −1 + · · · + n 2 , 0).
(Free) generators of kΠ
* . We now show that kΠ is cofree and show that the cogenerators are also the 0 -indecomposable pipe dreams. To this end, we work in the graded dual kΠ * of kΠ. The product in kΠ * is given by the dual of the coproduct in kΠ. Namely, for P ∈ Π m and Q ∈ Π n we let P * and Q * denote the dual basis element in kΠ * . The product is now defined by
Using the same order on pipe dreams as in Section 1.3.1 we obtain the following statement.
Lemma 1.3.14. For P ∈ Π n and Q ∈ Π m we have
Proof. First observe that Proposition 1.3.7 gives that for P 0 Q we have n,m (P 0 Q) = P ⊗Q. Hence (P 0 Q) * is a term of P * · Q * . The crosses in the rectangle in rows 0 ≤ i ≤ m − 1 and columns 1 ≤ j ≤ n of P 0 Q are exactly the crosses that are ignored in the computation of m,n (P 0 Q) = P ⊗ Q. They are the crosses between the pipes of P and the pipes of Q.
Now for any other term R * in P * · Q * we have that m,n (R) = P ⊗Q. By Proposition 1.2.3, we have that
If R has crosses in the rectangle in rows 0 ≤ i ≤ m − 1 and columns 1 ≤ j ≤ n, then it must be R = P 0 Q. If R = P 0 Q, then some of the crosses in the rectangle must be moved out. As in the proof of Theorem 1.3.11, this implies that R has a cross in position (m, 0). At position (m, 0) the pipes m < n cross. Since m,n (R) = P ⊗ Q and looking back at how P is obtained from R, we must have
The crosses of CRW(R) in positions i + 1, . . . , n correspond to the crosses of P 0 Q in column 0 that involves the pipe m. It is clear now that CRW(P 0 Q) < lex CRW(R) and the lemma follows.
Following exactly the same analysis as before we conclude with the following theorem. Its proof is left to the reader. Theorem 1.3.15. The dual Hopf algebra kΠ * is free with generators {P * | P ∈ Π and P is 0 -indecomposable} .
Part 2. Some relevant Hopf subalgebras
In this part, we study some interesting Hopf subalgebras of (kΠ, ·, ) arising when we restrict either the atom sets of the permutations (Sections 2.1 and 2.2), or the pipe dreams to be acyclic (Section 2.3).
Some Hopf subalgebras of kΠ from restricted atom sets
Recall from Section 1.1 that a permutation ω ∈ S has a unique factorization ω = ν 1 • ν 2 • · · · • ν into atomic permutations and that we denote by ω
• := {ν 1 , ν 2 , . . . , ν } the set of atomic permutations that appear in its factorization.
Given a subset S of atomic permutations, we define
from which we derive
The following statement is immediate from Proposition 1.2.7.
Theorem 2.1.1. For any set S of atomic permutations,
• the subspace kS S defines a Hopf subalgebra of (kS, ¡ • , • ),
• the subspace kΠ S defines a Hopf subalgebra of (kΠ, ·, ).
Proof. By definition, kS S is preserved by the product ¡ • and coproduct • . Now kΠ S is the inverse image of kS S via the Hopf morphism ω : kΠ → kS (see Proposition 1.2.9).
All results of Section 1.3 restrict to the Hopf subalgebra kΠ S without any difficulties. In particular we have the following statement for any subset S of atomic permutations.
Theorem 2.1.2. The Hopf subalgebra kΠ S is free and cofree. The generators and cogenerators of kΠ S are exactly the 0 -indecomposible pipe dreams in Π S .
In the following we let 2.1.1. The Loday-Ronco Hopf algebra on complete binary trees kΠ 1 . We say that a pipe dream P ∈ Π n is reversing if it completely reverses the order of its relevant pipes,
In other words, the reversing pipe dreams are those of kΠ 1 . As observed by different authors [Woo04, PP12, Pil10, Stu11], the reversing pipe dreams are enumerated by the Catalan numbers and are in bijection with various Catalan objects. Figure 11 illustrates explicit bijections between the reversing pipe dreams with n relevant pipes, the complete binary trees with n internal nodes, and the triangulations of a convex (n + 2)-gon.
More precisely, the map which sends an elbow in row i and column j of the triangular shape to the diagonal [i, n + 1 − j] of the (n + 2)-gon provides the following correspondence:
pipe dream P ∈ kΠ n 1 ←→ triangulation P of the (n + 2)-gon, ith pipe of P ←→ ith triangle of P (with central vertex i), elbows of P ←→ diagonals of P (including boundary edges of the polygon), crosses of P ←→ common bisectors between triangles of P , elbow flips in P ←→ diagonal flips in P . The complete binary tree dual to the triangulation P can also be easily described from the pipe dream P . Each elbow in P is replaced by a node in the tree, a node is connected with the next node below it (if any) and with the next node to its right (if any). The induced map, which we denote by Ψ, provides the following correspondence:
pipe dream P ∈ kΠ n 1 ←→ complete binary tree Ψ(P ) with n internal nodes, elbow flips in P ←→ tree rotations in Ψ(P ). In [LR98] , J. L. Loday and M. Ronco introduced a Hopf algebra structure on complete binary trees which has been widely studied in the litarature, see for instance [AS06, HNT05] . Interestingly, this Hopf algebra structure is equivalent to the Hopf subalgebra of reversing pipe dreams.
Proposition 2.1.3. The map Ψ is a Hopf algebra isomorphism between the Hopf subalgebra kΠ 1 of reversing pipe dreams and the Loday-Ronco Hopf algebra on complete binary trees.
This proposition is a particular case 1 of a stronger result (Theorem 3.1.9) which will be discussed in Section 3.1.
Remark 2.1.4. The dimension of kΠ n 1 is the number of binary trees with n internal nodes, that is the nth Catalan number C n := 1 n+1 2n n . From Theorem 2.1.2 we obtain that the generators of degree n in kΠ 1 are the elements P ∈ Λ n 1 . According to Theorem 1.3.11, P ∈ Λ n 1 if and only if P has crosses in the positions (1, 0), (2, 0), . . . , (n − 1, 0). This allows us to give a bijection Λ n 1 → Π n−1 1 . The bijection is simply P → P where we remove the leftmost column of P to get P . Hence the number of free generators of degree n for kΠ 1 is C n−1 the (n − 1)st Catalan number. Remark that the generating function of Catalan numbers is
.
1 The map Ψ in Theorem 3.1.9 is a bit more general as it is defined for dominant pipe dreams. Its restriction to reversing pipe dreams is what we use as the map Ψ in Proposition 2.1.3.
The last expression shows that indeed we need C n−1 free generators for this free algebra. Note that P ∈ Λ n 1 if and only if its binary tree Ψ(P ) is right-tilting, meaning that its left child is empty.
2.1.2. The Hopf algebra kΠ 12 . It is interesting to look at other subalgebras generated by single atomic permutations. As a warm up, we now look at kΠ 12 . Using Theorem 2.1.2, the generetors of degree n of kΠ 12 are exactly the pipe dreams P ∈ Λ n 12 . Observe that Π n 12 is empty unless n = 2k for k ≥ 0. From Theorem 1.3.11, P ∈ Λ 2k 12 if and only if P has crosses in the leftmost column at the coordinates (2, 0), (4, 0), . . . , (2k − 2, 0). We now claim that there is a bijection Λ 2k 12 → Π 2k−1 1 . This will be done in Section 2.2 for a more general case. This will give us that the number of generators of degree n is C 2k−1 if n = 2k, and 0 otherwise. The Hilbert series h 12 (t) of the subalgebra kΠ 12 is then
This is exactly the generating series of the number of planar trees on 2k edges with every subtree at the root having an even number of edges [OEI10, A066357] . One could be interested in constructing an explicit bijection between these trees and the set kΠ 12 . We leave this problem open to the interested reader. 
Observe that
• Π km−1 1 can be identified with Γ 1 by adding or deleting a diagonal of elbows , • Λ km (m − 1) · · · 21m is precisely Γ k by application of Theorem 1.3.11 to the permutation
We claim that there is a simple bijection from Γ i+1 to Γ i . Consider a pipe dream P ∈ Γ i+1 . Since ω i = (im km) ω i+1 , we just need to uncross the pipes im and km of P to transform it into a pipe dream of Γ i . To achieve this, the naive approach is to just replace the unique crossing between the pipes im and km of P by an elbow. However, we need to keep track of the position of the replacement so that the map we define is invertible, and this will also make sure that resulting paths do not cross twice. For that, we consider that the pipe im has extra crossing (x, y) with a pipe (initially, = km), and will successively bump out this extra cross at (x, y) until we reach a reduced pipe dream. Note that this process is very similar to the insertion algorithm used to prove Monk's rule in [BB93] . More precisely, there are three possible situations:
(A) Suppose there is no elbow to the left of (x, y) in P . In this case, we must have x = im so that changing the crossing at (x, y) in P for an elbow results in a reduced pipe dream: y
In the other two cases, we assume there are elbows in row x to the left of position (x, y). We locate the largest z < y such that there is an in position (x, z). This elbow involves the pipe im and a pipe j as pictured below z y x`0 . .
. . imT
here are two cases to consider.
(B1) If j < im, then the pipe j must cross the pipe at some position (x , y ) for x < x and y ≥ y. This is guarantied since j and are inverted in ω i+1 and this must happen strictly above row x and weakly to the right of column y.
We can now continue the process with (x , y ) with . Remark that a portion of the pipe im is replaced by a portion strictly left.
(B2) If j > im, then the pipes j and im must have crossed at a position (x , y ) where x > x and y < z < y. If there are no elbows to the left of (x , y ) we are in case (A) and we stop. If not, we continue the process with (x , y ) and . Again we remark that a portion of the pipe im is replaced by a portion strictly left. The process in (B1) and (B2) will eventually stop as we replace the pipe im with a pipe strictly to the left. The pipe im will eventually interact with a pipe that has a cross in row x = im and step (A) will be used and it stops. We finally get a reduced pipe dream in Γ i+1 . The process is invertible, hence the map is a bijection from Γ i+1 to Γ i . Composing all these bijections, we get a bijection from Γ k = Λ km (m − 1) · · · 21m to Γ i Π km−1 1 as desired.
Remark 2.1.6. We can also in this case find an explicit formula for the Hilbert series of the generators and for the Hopf algebra. Recall that we denote by c(t) the generating series of the Catalan numbers C n . The generating series of generators here is The dimension of kΠ n 1, 12, 123, . . . is counted by the number of pipe dreams P such that ω P ∈ S n is a permutation whose factorization into atomics consists of identity permutations of arbitrary size. The refined counting of such pipe dreams considering the number of atomic parts gives rise to the following stronger conjecture which implies Conjecture 2.2.1.
Conjecture 2.2.3. The following two families have the same cardinality:
(1) Pipe dreams P such that ω P ∈ S n is a permutation whose factorization into atomics consists of k identity permutations. Their corresponding 12 = 5 + 3 + 3 + 1 pipe dreams are illustrated in the four columns of the left hand side of Figure 12 , respectively. The number of desired lattice walks with 2n = 6 steps is also given by 12 = 5 + 3 + 3 + 1, where the refinement is determined by the number of north steps (0, 1). These are illustrated on the right hand side of Figure 12 , using an alternative model which gives some insight of how the bijection could look like in general. The objects in consideration are colored Dyck paths of size n = 3.
In the following two sections we describe alternative combinatorial models to the considered families of pipe dreams and lattice walks, which will be used to prove Conjecture 2.2.3 for the special values k = 1, 2, n − 1, and n.
2.2.2.
Pipe dreams and bounce Dyck paths. The family of pipe dreams related to lattice walks on the quarter plane is also related to a special family of pairs of Dyck paths. We say that a Dyck path π is a bounce path if it is of the form
The number of parts of a bounce path is the number k of smaller paths N ij E ij that are being concatenated. A pair of Dyck paths (π 1 , π 2 ) is said to be nested if π 1 is weakly below π 2 .
Lemma 2.2.5. The following two families are in bijective correspondence:
(1) Pipe dreams P such that ω P ∈ S n is a permutation whose factorization into atomics consists of k identity permutations. (2) Nested pairs of Dyck paths (π 1 , π 2 ) of size n such that π 1 is a bounce path with k parts. This lemma is a special case of a stronger result (Corollary 3.1.12) relating a bigger family of pipe dreams with nested pairs of Dyck paths which is presented in Section 3.1. This lemma enables to translate Conjecture 2.2.3 into the following refined enumeration of lattice paths.
Corollary 2.2.6. If Conjecture 2.2.3 holds, the number of walks in the quarter plane starting at (0, 0) and ending on the horizontal axis, consisting of 2n steps taken from {(−1, 1), (1, −1), (0, 1)}, is a refined sum of 2 n−1 determinants.
Proof. By Conjecture 2.2.3 and Lemma 2.2.5 the desired number of walks is equal to the number of nested pairs of Dyck paths (π 1 , π 2 ) of size n such that π 1 is a bounce path. For a fixed π 1 , a result of Kreweras [Kre65] implies that number of such pairs is a determinant whose entries depend on the partition bounded above π 1 (see for instance [CGD18, Sect. 5] for more details). As there are 2 n−1 possible bounce paths π 1 , we get a sum of 2 n−1 determinants.
Lattice walks, colored Dyck paths, and steep Dyck paths.
A colored Dyck path of size n is a Dyck path of size n with some red colored north steps, such that at each step of the path the number of red north steps is less than or equal to the number of horizontal steps. A Dyck path is steep if it contains no consecutive east steps EE, except at the end on top of the grid. The following statement is illustrated on Figure 13 .
Lemma 2.2.7. The following three families are in bijective correspondence:
(1) Walks in the quarter plane starting at (0, 0) and ending on the horizontal axis, consisting of 2n steps taken from {(−1, 1), (1, −1), (0, 1)} from which k of them are (0, 1). (2) Colored Dyck paths of size n with k black north steps. (3) Nested pairs of Dyck paths (π 1 , π 2 ) of size n such that π 2 is a steep path with n − k isolated east steps strictly below the top.
Proof. The bijection between (1) and (2) is easily obtained by mapping steps of the walk to colored steps of a Dyck path as follows: (0, 1) to uncolored N , (1, −1) to E, and (−1, 1) to red N . The condition on the number of red north steps being less than or equal to the number of east steps, and that the resulting path is a Dyck path, come from the fact that the walk lies inside the quarter plane and finishes on the x-axis. The bijection between (2) and (3) is obtained by mapping a colored Dyck path π to the pair (π 1 , π 2 ) where π 1 is the Dyck path π forgetting the colors, and π 2 is the steep Dyck path with single east steps in the rows given by the red N steps of π. The condition on the coloring of π guaranties that π 1 and π 2 are nested. This procedure is clearly invertible (see Figure 13) 2.2.4. The Steep-Bounce Conjecture. Using Lemmas 2.2.5 and 2.2.7, Conjecture 2.2.3 can now be reformulated as follow.
Conjecture 2.2.8. For any k ≤ n, there is a bijection between the following two sets
(1) Nested pairs of Dyck paths (π 1 , π 2 ) of size n such that π 1 is a bounce path with k parts.
(2) Nested pairs of Dyck paths (π 1 , π 2 ) of size n such that π 2 is a steep path with n − k isolated east steps strictly below the top.
Before giving some evidence supporting this conjecture let us recall the famous zeta map in q, t-Catalan combinatorics. The q, t-Catalan polynomials C n (q, t) are certain polynomials in two variables whose evaluations at (q, t) = (1, 1) recover the Catalan numbers. They appeared as the bivariate Hilbert series of diagonal harmonic alternants in the theory of diagonal harmonics [Hag08] (see more details in Section 3.2.1). Finding an explicit description of these polynomials has been a particularly difficult problem. An explicit rational expression for C n (q, t) conjectured by A. Garsia and M. Haiman [GH96a] follows from M. Haiman's work [Hai02] . A combinatorial interpretation of this rational expression was conjectured by Haglund [Hag03] and proved by A. Garsia and M. Haglund [GH02] using plethystic machinery developed by F. Bergeron et al. [BGHT99] . J. Haglund's combinatorial interpretation for the q, t-Catalan polynomial, which uses a pair of statistics on Dyck paths known as area and bounce, was discovered after prolonged investigations of tables of C n (q, t). Shortly after, M. Haiman announced another combinatorial interpretation in terms of two statistics area and dinv. Unexpectedly, these two pairs of statistics were different but gave rise to the same expression:
The zeta map ζ is a bijection on Dyck paths that explains this phenomenon by sending the pair of statistics (area, dinv) to the pair of statistics (bounce, area). The inverse of the zeta map appeared first in the work of G. Andrews, C. Krattenthaler, L. Orsina and P. Papi [AKOP02] in connection with nilpotent ideals in certain Borel subalgebra of sl(n), and was rediscovered by J. Haglund and M. Haiman in their study of diagonal harmonics and q, t-Catalan numbers [Hag08] . We refer to [Hag08, Proof of Theorem 3.15] for a precise description of the zeta map and its inverse, and to [Hag08, Chapt. 3] for more details about the bounce and dinv statistics. Proof. Let π be a bounce path with k parts such that B(π) := {b 1 , b 2 , . . . , b k−1 }. As above, we take b 0 = 0 and b k = n. The area sequence of a Dyck path π of size n is defined as the n-tuple whose ith entry counts the number of boxes in row i that are between π and the main diagonal of the grid. By the description of the inverse zeta map in [Hag08, Proof of Theorem 3.15], the path π = ζ −1 (π) is the path whose area sequence consists of b 1 − b 0 zeros, followed by b 2 − b 1 ones, followed by b 3 − b 2 twos, and so on until b k − b k−1 values k − 1. Therefore, the path π can be obtained from the diagonal path (N E) n by contracting the east steps with y-coordinates in B(π). As a consequence, π is a steep path satisfying B (π ) = [n − 1] \ B(π). Since bounce paths and steep paths area completely characterized by their associated sets B and B , the result follows.
Given a Dyck path π there is a unique nested pair (π bounce , π) such that π bounce is a bounce path and the set B(π bounce ) = {b 1 , b 2 , . . . , b k−1 } is such that b 1 is maximal, and among those b 2 is maximal, and so on until b k−1 . The bounce statistic of π is then defined to be bounce(π) := (n − b i ). Similarly, given a Dyck path π there is a unique nested pair (π , π steep ) such that π steep is a steep path and the set B (π steep ) = {b 1 , b 2 , . . . , b n−k } is such that b 1 is minimal, and among those b 2 is minimal, and so on until b n−k . The following proposition is a stronger evidence for Conjecture 2.2.8. Proposition 2.2.10. The inverse of the zeta map induces a bijection (determined by π = ζ −1 (π)) between:
(1) Pairs (π bounce , π) such that π bounce has k parts.
(2) Pairs (π , π steep ) such that π steep has n − k isolated east steps strictly below the top.
Proof. By the description of the inverse zeta map in [Hag08, Proof of Theorem 3.15], π bounce has k parts if and only if the area sequence of π = ζ −1 (π) contains all values 0, 1, 2, . . . , k − 1 (with repetitions in some order). It is not difficult to see that the second statement holds if and only if π steep has has n − k isolated east steps strictly below the top.
Remark 2.2.11. As pointed out in our previous proof, the inverse zeta map gives a bijection between paths π whose bounce path has k parts and paths π whose area sequence contains all values 0, 1, 2, . . . , k − 1. Such paths are commonly referred to as Dyck paths of height k. This observation was noticed in current work in progress by M. Kallipoliti, R. Sulzgruber and E. Tzanaki in the context of pattern avoidance in Shi tableaux.
Remark 2.2.12. It would be interesting to define a steep path statistic of a Dyck path π in terms of the pair (π , π steep ), whose marginal distribution is equal to the marginal distribution of the area statistic on Dyck paths. This could be useful towards a combinatorial proof of the q, t-symmetry of the Catalan numbers [Hag08, Open Problem 3.11].
Remark 2.2.13. We want to emphasize that the following two naive approaches to Conjecture 2.2.8 already fail for n = 4.
• For a bounce path π and its corresponding steep path π = ζ −1 (π) (see Proposition 2.2.9), the number of Dyck paths above π does not coincide with the number of Dyck paths below π . In fact, the distributions of the number of Dyck paths above a bounce path and the number of Dyck paths below a steep path do not coincide. Therefore, we cannot use a bijection between bounce paths and steep paths to construct a bijection for Conjecture 2.2.8.
• For a Dyck path π, and its corresponding Dyck path π = ζ −1 (π), the number of bounce paths below π does not coincide with the number of steep paths above π . In fact, the distributions of the number of bounce paths below a Dyck path and the number of steep paths above a Dyck path do not coincide. Therefore, we cannot use a bijection between Dyck paths to construct a bijection for Conjecture 2.2.8.
Remark 2.2.14. Our intuition for a proof of Conjecture 2.2.8 is that there should be a "steep-zeta map" Z on the pairs (π 1 , π 2 ) satisfying
with π = ζ(π ). The map Z can therefore be thought as a generalization of the zeta map on pairs of Dyck paths that acts on π 1 depending on its relative position with respect to the steep path π 2 .
2.2.5. The cases k = 1, 2, n − 1, n. We now prove Conjecture 2.2.3 in four special cases.
Proposition 2.2.15. Conjecture 2.2.3 holds in the special cases k = 1, 2, n − 1, n.
Proof. Our proof is rather enumerative than bijective. Let A n,k denote the number of pipe dreams P such that ω P ∈ S n factorizes into k identity permutations. We also denote by B n,k the number of colored Dyck paths of size n with k black north steps (and n − k red north steps). We will show that:
(1) A n,1 = B n,1 = 1, (2) A n,2 = B n,2 = 2 n − 2, (3) A n,n−1 = B n,n−1 = (n + 1)C n − C n+1 , (4) A n,n = B n,n = C n .
Where C n := 1 n+1 2n n denotes the nth Catalan number. The first equality (1) follows from the fact that there is only one pipe dream P such that ω P = 12 . . . n (P consists only of elbows), and only one colored Dyck path D with one black north step and n − 1 red north steps (D is the diagonal path with all but the first north steps colored red).
Equality (4) follows from the correspondence between pipe dreams with permutation w = n . . . 21 and complete binary trees with n internal nodes, as mentioned in Section 2.1.1. These are counted by the Catalan number C n and are in bijection with Dyck paths of size n, which are equivalently colored Dyck paths with all n north steps colored black.
For equalities (2) and (3) we use the alternative models in Sections 2.2.2 and 2.2.3. Let us start considering the case k = 2. By Proposition 2.2.5, A n,2 is equal to the number of pairs of nested Dyck paths (π 1 , π 2 ) of size n such that π 1 is a bounce path with two parts. If we denote by A i n,2 the number of such pairs such that
On the other hand, B n,2 is equal to the number of colored Dyck paths of size n with 2 black north steps and n − 2 red north steps. The first north step of any colored Dyck path is always forced to be black. If we denote by B i n,2 the number of such colored Dyck paths where the second black north step is in row i for 2 ≤ i ≤ n, then it is not hard to check that B i n,2 = 2 n−i+1 (because every north step in a row j ≥ i has two possible placements whereas all others only have one). Therefore,
Finally, let us consider the case k = n − 1. By Proposition 2.2.5, A n,n−1 is equal to the number of pairs of nested Dyck paths (π 1 , π 2 ) of size n such that π 1 is a bounce path with n − 1 parts.
Exactly one of these parts is of the form N 2 E 2 and all others are just N E. Let A i n,n−1 be the number of such nested pairs (π 1 , π 2 ) such that π 1 is a bounce path whose ith part is N 2 E 2 for some 1 ≤ i ≤ n − 1. We also denote A 0 n,n−1 = A n n,n−1 = 0 for convenience. The only paths π 2 that do not contribute to A i n,n−1 are the ones touching the diagonal of the grid at the point (i, i). Therefore, we have A i n,n−1 = C n −Ã i n,n−1 , whereÃ i n,n−1 = C i C n−i is the number of Dyck paths of size n containing the diagonal point (i, i). Note that this equality also holds for i = 0 and i = n. Summing over i we obtain
On the other hand, let B n,n−1 the number of colored Dyck paths of size n with n − 1 black north steps and 1 red north step. Denote by B i n,n−1 the number of such colored Dyck paths such the the red north step is in row i for 2 ≤ i ≤ n. We also denote B 0 n,n−1 = B 1 n,n−1 = 0 for convenience. The only paths whose north step at row i can not be colored red are exactly those containing the point (0, i). Therefore, B i n,n−1 = C n −B i n,n−1 , whereB i n,n−1 is the number of Dyck paths of size n containing the point (0, i). Note that this equality also holds for i = 0 and i = 1. Summing over i we obtain
The last equality follows from C n+1 = n i=0B i n,n−1 , which is obtained as the refined counting of Dyck paths of size n + 1 according to when the path leaves the y-axis.
Hopf subalgebra of acyclic pipe dreams
We conclude this part with a last family of Hopf subalgebras of the Hopf algebra on pipe dreams. The contact graph of a pipe dream P is the directed graph P # with one node for each pipe of P and one arc for each elbow of P connecting the south-east path to the north-west path of the elbow. A pipe dream P is called acyclic when its contact graph P # is acyclic (no oriented cycle). For ω ∈ S, we denote by Σ(ω) the set of acyclic pipe dreams of Π(ω), and we let Σ n := ω∈Sn Σ(ω) and Σ := n∈N Σ n .
Remark 2.3.1. A special class of acyclic pipe dreams is the collection of reversing pipe dreams considered in Section 2.1.1. The contact graph P # of a reversing pipe dream P is equal to its corresponding complete binary tree Ψ(P ) (see Figure 11 ) after removing all leaves and orienting all edges towards the root. Such oriented binary trees are clearly acyclic. Lemma 2.3.2. For any acyclic pipe dream P ∈ Σ n and any k ∈ {0, . . . , n}, the horizontal packing L k (P ) and the vertical packing L k (P ) are both acyclic.
Proof. As explained in the proof of Lemma 1.2.1, each elbow in the horizontal packing L k (P ) either corresponds to two consecutive bicolored elbows · · · in the pipe dream P that where merged together, or to a red contact in P . In other words, each arc of the contact graph L k (P ) # corresponds to either two arcs or just one arc in the contact graph P # . Therefore, the acyclicity of P # implies the acyclicity of L k (P ) # . The proof for the vertical packing follows by symmetry.
Lemma 2.3.3. For any acyclic pipe dreams P , Q and any P /Q-shuffle s, the pipe dream P s Q is acyclic.
Proof. Following the description of P s Q, let Q 1 , . . . , Q denote the pipe dreams obtained by untangling Q at the gaps of ω Q marked by p-blocks in s. Then the contact graph (P s Q) # is obtained by relabeling the contact graphs P # , Q 1 # , . . . , Q # and connecting the source vertex of each Q i # to a vertex of P # . Since P # and Q 1 # , . . . , Q # are acyclic (by Lemma 2.3.2), we obtain that (P s Q) # is acyclic.
Proposition 2.3.4. The subspace kΣ of acyclic pipe dreams is a Hopf subalgebra of kΠ.
Proof. Lemmas 2.3.2 and 2.3.3 immediately imply that acyclic pipe dreams are stable by product and coproduct.
Merging the results of Sections 2.1 and 2.3, we obtain the following general statement.
Corollary 2.3.5. For any set S of atomic permutations, the subspace kΣ S of acyclic pipe dreams with restricted atom sets contained in S is a Hopf subalgebra of (kΠ, ·, ).
Part 3. The dominant pipe dream algebra and its connections to multivariate diagonal harmonics
In the final part of this paper, we study a Hopf subalgebra obtained from dominant permutations. This Hopf algebra contains all Hopf algebras arising from atom sets described above. In Section 3.1, we will show that it is isomorphic to a generalization of the Loday-Ronco Hopf algebra on a special family of binary trees called ν-trees, which are related to the ν-Tamari lattices recently introduced by L.-F. Préville-Ratelle and X. Viennot in [PRV17] . In Section 3.2, we will present applications of this Hopf algebra to the theory of multivariate diagonal harmonics [Ber13] .
3.1. Hopf subalgebra from dominant permutations and ν-Tamari lattices 3.1.1. The Hopf algebras of dominant permutations and dominant pipe dreams. Recall that the Rothe diagram of a permutation ω ∈ S n is the set
If we represent this diagram in matrix notation (i.e. the box (i, j) appears in row i and column j), then the Rothe diagram of ω is the set of boxes which are not weakly below or weakly to the right of a box ω(i), i for all i ∈ [n]. See Figure 14 .
A permutation ω ∈ S n is dominant if its Rothe diagram R ω is a partition containing the topleft corner. Such a permutation is uniquely determined by its Rothe diagram R ω , or equivalently by the Dyck path π ω delimiting the boundary of its Rothe diagram. See Figure 14 . We denote the set of dominant permutations by
The next statement describes the product • of Section 1.1.1 on dominant permutations.
Proposition 3.1.1. The product • on dominant permutations corresponds to the concatenation on the corresponding Dyck paths. More precisely, (i) ω ∈ S dom has a global descent at γ if an only if π ω contains the diagonal point (γ, γ), (ii) for µ, ν ∈ S dom , the Dyck path π µ•ν is the concatenation π µ •π ν of the Dyck paths π µ and π ν , (iii) for ω ∈ S dom , the unique atomic factorization ω = ω 1 • ω 2 • · · · • ω corresponds to the unique decomposition of π ω = π ω1 • π ω2 • · · · • π ω into Dyck paths not returning to the diagonal.
Proof. For (i), observe that, by definition of dominant permutations, the box at row x and column y belongs to the Rothe diagram R ω if and only if for all i ∈ [n], either ω(i) > x or i > y. In particular, (γ, γ) ∈ R ω if and only if for all i ∈ [n], either ω(i) > γ or i > γ, i.e. γ is a global descent of ω.
For (ii), consider ω = µ • ν for some µ ∈ S m and ν ∈ S n . Then the entries ω(i), i appear in two diagonal blocks, namely µ(i) + n, i and ν(i), i + m . Therefore, the Rothe diagram R ω can be obtained by gluing the rectangle [n] × [m] with R µ below and R ν on the right. It follows that the Dyck path π ω is the concatenation of π µ and π ν .
Finally, consider ω ∈ S dom with factorization ω = ω 1 • · · · • ω . By (i), all global descents of ω correspond to diagonal points of π ω . Therefore, they decompose π ω into π ω = π 1 • · · · • π . Now these Dyck paths define atomic dominant permutations ω 1 , . . . , ω . By (ii), the product ω = ω 1 • · · · • ω is dominant and has Dyck path π ω = π 1 • · · · • π = π ω . Therefore, ω = ω and by uniqueness of the decomposition, • The coproduct • of a Dyck path π is given by
where π factorizes into π = π 1 • π 2 • · · · • π with π i not returning to the diagonal. See Figure 15 . Figure 15 . The coproduct • on Dyck paths.
• The product ¡ • of two Dyck paths ρ, τ is given by ρ ¡ • := ρ, ¡ • τ := τ and
if ρ = ρ 1 • ρ 2 and τ = τ 1 • τ 2 where ρ 1 and τ 1 are non-trivial Dyck paths not returning to the diagonal. See Figure 16 . Figure 16 . The product ¡ • on Dyck paths.
Finally, we pull back this Hopf subalgebra of dominant permutations of kS to a Hopf subalgebra of kΠ via the Hopf morphism ω : kΠ → kS (see Proposition 1.2.9).
A dominant pipe dream is a pipe dream P whose permutation ω P is dominant. We denote the set of dominant pipe dreams by
Corollary 3.1.4. The subspace kΠ dom defines a Hopf subalgebra of (kΠ, ·, ).
Remark 3.1.5. It follows from Proposition 3.1.1 that kS dom and kΠ dom can also be viewed as Hopf subalgebras of kS and kΠ arising from restricted atom sets. Namely, kS dom = kS S dom and kΠ dom = kΠ S dom where S dom is the set of dominant atomic permutations.
3.1.2. The Hopf algebra of ν-trees. We now consider the following family of combinatorial objects defined by C. Ceballos, A. Padrol and C. Sarmiento in [CPS18] . In the following, we consider a Dyck path drawn on the semi-integer lattice (1/2, 1/2)+Z 2 and points on the lattice Z 2 .
Definition 3.1.6 ([CPS18]). Let ν be a Dyck path of size n drawn on the semi-integer lattice.
(1) Two lattice points p, q inside the n × n grid and weakly above ν are said ν-incompatible if p is located strictly southwest or northeast to q, and the smallest rectangle containing p and q lies above ν. Otherwise, p and q are called ν-compatible. (2) A ν-tree is a maximal collection of pairwise ν-compatible lattice points, called nodes. (3) Two ν-trees are related by a rotation if they differ by only two nodes. We let Θ(ν) the set of ν-trees and we let Θ n := ν Θ(ν) and Θ := n∈N Θ n .
A ν-tree T can be viewed as a tree in the graph-theoretical sense by connecting each node p of T with the next node of T below it (if any), and with the next node of T to its right (if any). Since the nodes of T are pairwise ν-compatible, the resulting graph is a rooted binary tree with no cycles and no crossings, with its root located at the top-left corner of the grid. For example, we obtain classical complete binary trees when ν = (N E) n is the staircase Dyck path. See Section 2.1.1. The rotation operation on ν-trees is then similar to the classical rotation on binary trees. Figure 17 presents some examples. The connection with dominant pipe dreams will be explained in the next section. Figure 17 . Some ν-trees for different Dyck paths ν: the first is just the binary tree of Figure 11 , the last two are related by a rotation.
We consider the graded space kΘ = n≥0 kΘ n , where kΘ n is the k-span of all ν-trees with ν varying over all Dyck paths of size n. We now define a product and coproduct on kΘ that endow it with a Hopf algebra structure. These operations are very similar to that of the Loday-Ronco Hopf algebra [LR98, AS06] , and we call the resulting Hopf algebra the generalized Loday-Ronco Hopf algebra on ν-trees. The connection to the Hopf algebra of dominant pipe dreams will appear in the next section.
3.1.2.1. Packings on ν-trees. A leaf of a ν-tree T is called a diagonal leaf if it belongs to the main diagonal of the n × n grid. A diagonal leaf b in T divides the path ν into two paths ν (on the left) and ν r (on the right). Cutting the tree T along the path from b to its root gives rise to two treesT (on the left) andT r (on the right). We define the vertical packing L b (T ) as the ν -tree obtained by contracting all vertical segments ofT that are above b. Similarly, the horizontal packing L b (T ) is the ν r -tree obtained by contracting all horizontal segments ofT r that are on the left of b. These operations are illustrated on Figures 18 and 19 , and will correspond to the packing operations on dominant pipe dreams as described in Section 1.2.2 3.1.2.2. Coproduct on ν-trees. We define the coproduct of a ν-tree T as
, where the sum runs over all diagonal leaves b of T . See Figure 20 . This operation is extended linearly to kΘ. Figure 18 . The horizontal packing of a ν-tree at a diagonal leaf b. denote two extra leaves at coordinates (0, 0) and (n, n) respectively. Given a µ-tree S and a ν-tree T we will define the product S · T as follows. If S has diagonal leaves, we choose a tuple b = (b 1 , . . . , b −1 ) of −1 leaves of T and we "cut" T along b to produce trees T 1 , . . . , T as described above. See Figure 21 . We then "glue" these trees T 1 , . . . , T on the diagonal leaves of S. The resulting tree S b T is a λ-tree for some Dyck path λ obtained as a shuffle of µ and ν with cuts at diagonal leaves, see Figure 22 . If S has diagonal leaves, we define the product of S and T by The following statement will follow from Theorem 3.1.9.
Proposition 3.1.7. The product · and coproduct endow the family of Θ of ν-trees for all Dyck paths ν with a graded connected Hopf algebra structure.
3.1.3. Dominant pipe dreams versus ν-trees. We now connect the dominant pipe dreams with the ν-trees and show that the Hopf algebras considered in the previous two sections are isomorphic. For this, we consider the map Ψ, illustrated on Figure 24 , that sends a pipe dream P ∈ Π(ω) with dominant permutation ω to a ν-tree T where ν = π ω is the Dyck path associated to ω. This ν-tree is defined as the set of lattice points Ψ(P ) given by the elbows of P located in the topmost row or leftmost column, or inside the Rothe diagram of ω P .
Proposition 3.1.8 ( [SS12, CPS18] ). For any dominant permutation ω with corresponding Dyck path ν = π ω , the map Ψ is a bijection between the dominant pipe dreams in Π(ω) and the ν-trees of Θ(ν), which sends flips in dominant pipe dreams to rotations in ν-trees.
Using the bijection of Proposition 3.1.8, we derive the following statement.
Theorem 3.1.9. The map Ψ is a Hopf algebra isomorphism between the Hopf algebra (kΠ dom , ·, ) of dominant pipe dreams and the Hopf algebra (kΘ, ·, ) of ν-trees.
Proof. Observe first that contracting in a dominant pipe dream P the horizontal segments of the red pipes crossed by blue pipes as in Section 1.2.2 corresponds to contracting in Ψ(P ) the (1) A ν-path is a Dyck path lying weakly above ν with the same starting and ending points.
(2) The horizontal distance from a horizontal step x to ν is the length of the segment between the rightmost point of x and the rightmost point of ν on the horizontal line supporting x. The following statement relates the dominant pipe dreams with the ν-paths. We have already seen that the collection of pipe dreams Π(ω) of a permutation ω can be endowed with various natural poset structures, for instance using increasing flips or chute moves. In [Rub12] , M. Rubey considered the poset of pipe dreams induced by general chute moves, defined as flips where the interior of the rectangle connecting the exchanged elbow and cross only contains crosses. In other words, the difference with the chute moves illustrated in Figure 9 is that the rectangle may be wider than just two rows. He moreover conjectured that this poset has the structure of a lattice [Rub12, Conj. 2.8]. For the special case of dominant permutations, it was shown in [CPS18] that this poset is isomorphic to the ν-Tamari lattice of [PRV17] .
Let ω ∈ S n be a dominant permutation and ν denote its corresponding Dyck path. Consider the map φ ω that sends a dominant pipe dream P ∈ Π(ω) to the unique lattice path φ ω (P ) that shares the endpoints of ν and contains as many points at level i as there are elbows in P located at level i and either in the topmost row, or in the leftmost column or inside the Rothe diagram of ω.
Proposition 3.1.11 ( [SS12, CPS18] ). For any dominant permutation ω with corresponding Dyck path ν = π ω , the map φ ω is a bijection between the dominant pipe dreams of Π(ω) and the ν-paths, which sends general chute moves in dominant pipe dreams to ν-Tamari flips in ν-paths. In particular, the poset of dominant pipe dreams in Π(ω) induced by general chute moves is isomorphic to the ν-Tamari lattice.
Corollary 3.1.12 ( [SS12, CPS18] ). The map Φ : P → π ω P , φ ω P (P ) is a bijection between dominant pipe dreams of Π dom n and pairs of nested Dyck paths of size n.
As a consequence, the Hopf algebra of dominant dreams, or equivalently, the Hopf algebra of ν-trees, can be regarded as a Hopf algebra on ν-Tamari lattices. 
Proof. The dimension of kΠ dom n is equal to the number of dominant pipe dreams P ∈ Π dom n , which is equal to the number of pairs of nested Dyck paths of size n. Such nested tuples of Dyck paths are know to be counted by the desired determinant of Catalan numbers [GV85] .
Hopf chains and multivariate diagonal harmonics
In this section we develop a connection between the theory of multivariate diagonal harmonics and certain chains of the Tamari lattice inspired by our work on the Hopf structure on pipe dreams.
3.2.1. Multivariate diagonal harmonics. We start with a brief introduction to the multivariate diagonal harmonic spaces, see [Ber13] for more details. Let X = [x ij ] be a set of nr variables for i ∈ [r] and j ∈ [n]. We refer to r as the number of sets of variables and to n as the number of variables in each of the sets. The symmetric group S n acts on the polynomial ring C[X] by permuting the n columns of the matrix X. We consider the subring Sym n,r of polynomials f (X) that are invariant under the action of S n . The multivariate diagonal harmonic space DH n,r is the space DH n,r = p ∈ C[X] | f (∂)p = 0 for all f ∈ Sym n,r such that f (0) = 0 , where f (∂) is the partial differential operator obtained by replacing the variables x ij by ∂ ∂xij in f (X). This space is closed under the action of the symmetric group S n , and therefore defines a representation of S n .
The modules DH n,r have intrigued several mathematicians for over 25 years and constitute an active area of current research. For small fixed values of r, the dimension of DH n,r and the multiplicity of the sign representation Alt(DH n,r ) satisfy beautiful formulas in terms of n:
For r = 2, the Catalan number 1 n+1 2n n is the number of Dyck paths of size n (i.e. elements in the n-Tamari lattice) and (n + 1) n−1 is the number of parking functions. The last can be interpreted as the number labeled Dyck paths, which are Dyck paths whose north steps are labeled with integers 1, 2, . . . , n such that the labels are increasing in each column. For r = 3, the number 2 n(n+1) 4n+1 n−1 was conjectured by M. Haiman in [Hai94] , and F. Bergeron noticed that this expression counts the number of intervals in the n-Tamari lattice [Cha05] . Analogously, the number 2 n (n + 1) n−2 is the number of labeled intervals in the n-Tamari lattice. Here, a labeled interval refers to a pair of Dyck paths forming an interval in the Tamari lattice where the north steps of the top path are labeled with integers 1, 2, . . . , n such that the labels are increasing in each column. In addition, there is no known conjectured formula for the dimensions of DH n,r and Alt(DH n,r ) for r > 3.
The spaces DH n,r and Alt(DH n,r ) can be further decomposed into homogeneous components that are invariant under the action of the symmetric group. For a monomial X A = x aij ij , its multi-degree is defined by
The subspaces of DH n,r and Alt(DH n,r ) of fixed degree are clearly invariant under the action of S n . The weighted sum of the dimensions of these subspaces for DH n,r and Alt(DH n,r ) give two polynomials in r variables q 1 , . . . , q r , whose evaluations at q i = 1 for all i recover their total dimensions. For r = 2, an expression of the resulting q, t-polynomial for DH n,r in terms of Macdonald polynomials was conjectured by A. Garsia and M. Haiman [GH96a] and proved by M. Haiman in [Hai02] . A combinatorial description of this polynomial, involving a pair of statistics area and dinv on parking functions, is described by the former shuffle conjecture of J. [CM18] . The q, t-polynomial for Alt(DH n,r ) is the famous q, t-Catalan polynomial [Hag08] , which is the q, t counting of Dyck paths with respect to the area and dinv statistics. For r = 3, there is no known triple of statistic on labeled and unlabeled intervals in the Tamari lattice that would match the tri-degree of DH n,3 and Alt(DH n,3 ). F. Bergeron and L.-F. Préville-Ratelle conjectured in [BPR12] that length of a longest chain in the interval and dinv are two of the statistics. Remark that the area of a Dyck path ν in the case r = 2 could also be interpreted as the length of a longest chain in the interval from the diagonal path (N E) n to the Dyck path ν.
Hopf chains and collar statistic.
Computer experimentations provide strong evidences that the dimensions of the spaces of diagonal harmonics for more sets of variables should be related to certain chains in the Tamari lattice. It is therefore very natural to study chains of paths arising from intervals in the graded dimensions of the Hopf algebra of dominant pipe dreams, where the order is induced by general chute moves as before. This motivates the following definition.
Definition 3.2.1. A Hopf chain of length r and size n is a nested tuple (π 1 , π 2 , . . . , π r ) of Dyck paths of size n such that:
(1) π 1 is the bottom diagonal path (N E) n , (2) for every 1 ≤ i < j < k ≤ r, the subtriple (π i , π j , π k ) comes from an interval of dominant pipe dreams. We denote by HC n,r the set of Hopf chains of length r and size n.
Remark 3.2.2. In Definition 3.2.1, observe that
• using Proposition 3.1.11, the second item coincides with the following two equivalent conditions: -the two pipe dreams corresponding to π j and π k in Π(π i ) form an interval in the poset induced by general chute moves, -the pair (π j , π k ) is an interval in the π i -Tamari lattice.
• Condition (2) applied to the diagonal path π i = π 1 , implies that every Hopf chain is a chain in the classical Tamari lattice. We denote by TC n,r the set of Tamari chains of length r and size n, starting with the bottom diagonal path (N E) n .
Example 3.2.3. For n ≤ 3, all Tamari chains in TC n,r are Hopf chains in HC n,r and the number matches the dimension dim(Alt(DH n,r )) computed in [Ber13] . In contrast, already for n = 4, there are Tamari chains that are not Hopf chains. All these Tamari but non-Hopf chains contain the one in Figure 26 Interestingly, the numbers |HC 4,r | coincide with the dimensions dim(Alt(DH 4,r )) computed in [Ber13] . Let us insist here: it is the number of Hopf chains, not the number of Tamari chains, that coincides with the dimension of the alternating component of the space of diagonal harmonics DH n,r for fixed n = 4 and r sets of variables.
We now define a new statistic associated to Hopf chains that generalizes the area for r = 2 and the length of a longest chain in an interval for r = 3. Definition 3.2.4. Given a Hopf chain π = (π 1 , π 2 , . . . , π r ), the collar of π is one plus the maximal number of distinct Dyck paths that can be inserted in π strictly between π r−1 and π r such that the result is a Hopf chain. That is
Note that col(π) = 0 if π r−1 = π r by definition.
3.2.3.
The n ≤ 4 case. We now present the main result of this section stating a strong connection between diagonal harmonics and Hopf chains. Theorem 3.2.5 shows that Hopf chains not only give the right dimensions for degree n ≤ 4 and for any number r of sets of variables, but also give a more refined dimension enumeration involving the collar statistic for Hopf chains. In [Ber13] , F. Bergeron showed that the Schur expansion formulas for the (multi-graded) Frobenius characteristic of DH n,r for a fixed n stabilizes in r and can be computed as a formula in r where the coefficients are symmetric functions evaluated in (q 1 , . . . , q r , 0, 0, . . . ). This expression was explicitly computed for n ≤ 5 by F. Bergeron and later verified and expanded for n ≤ 6 by N. Thiéry [Thi18] . Let Φ n,r (q) be the expression of [Ber13] in terms of the elementary basis, and substituting the (q 1 , . . . , q r ) parameters by the r-tuple (q, 1, . . . , 1). Here, we use Hopf chains and the collar statistic to interpret these coefficients.
Theorem 3.2.5. The following two symmetric functions coincide for degree n ≤ 4 and any number r of sets of variables:
• the q-Frobenius characteristic Φ n,r (q) of DH n,r expanded in the elementary basis, and • the sum over Hopf chains of HC n,r given by Ψ n,r (q) := π=(π1,π2,...,πr) Hopf chain of HCn,r q col(π) e type(πr) ,
where type(π r ) is the partition of the connected N steps lengths in π r .
Corollary 3.2.6. For degree n ≤ 4 and any number r of sets of variables, (1) The dimension of the alternating component of DH n,r equals the number of Hopf chains of length r and size n. (2) The dimension of DH n,r equals the number of labelled Hopf chains of length r and size n.
Remark 3.2.7. The formula of Theorem 3.2.5 specializes to the already known interpretations when we ignore the bottom diagonal path π 1 in the Hopf chains:
• when r = 2, the sum ranges over Dyck paths and the collar statistic is just the area,
• when r = 3, the sum ranges over Tamari intervals π ≤ π and the collar statistic is the length of a longest chain in the interval [π, π ].
Remark 3.2.8. In the case of two sets of variables, the bigraded Hilbert series of Alt(DH n,2 ) can be combinatorially expressed in terms of the pair of statistics area and dinv or area and bounce on Dyck paths. The zeta map sends dinv to area and area to bounce. Therefore, as mentioned by D. Armstrong, N. A. Loehr and G. S. Warrington in [ALW15b] , one point of view is that rather than having three statistics we have one statistic area and a nice map zeta. It would be interesting to find more generalizations of the zeta map on chains of Dyck paths that allows us to describe the missing statistics in multivariate diagonal harmonics using the collar statistic. A first attempt to find such generalization could be related to the steep-zeta map suggested in Remark 2.2.14.
Proposition 3.2.9. For n ≤ 4, the symmetric functions Ψ n,r (q) of Theorem 3.2.5 are given by
Ψ 2,r (q) = e 11 + q + The expressions in the proposition are then obtained by computer, generating all strict Hopf chains for n ≤ 4. This was done using the sage software [Sd16, SCc16] .
Proof of Theorem 3.2.5. We obtain Φ n,r (q) = Ψ n,r (q) for all n ≤ 4 and any r > 0 comparing the expressions in Proposition 3.2.9 with the symmetric function Φ n,r (q) obtained in [Ber13] .
Using the same approach as in the proof of Theorem 3.2.5, we obtain the following statement.
Proposition 3.2.10. For degree n ≤ 4 and any number r of sets of variables, the bigraded Hilbert series of Alt(DH n,r ) with respect to two sets of variables is given by Remark 3.2.11. Observe that Ψ n,r (q 1 , q 2 ) is symmetric in q 1 and q 2 for n ≤ 4. This is obvious from the algebraic perspective since the alternating component Alt(DH n,r ) is symmetric on the different sets of variables. However, this is surprising from the combinatorial perspective since dinv only depends on the top path π r while col(π) depends on the full Hopf chain π = (π 1 , . . . , π r ). It is an open problem to find a bijection on Hopf chains (for n ≤ 4) that would exchange the two statistics dinv and col. This generalizes the symmetry problem of the q, t-Catalan numbers [Hag08, Open Problem 3.11]. For n = 4, we had to refine Tamari chains to Hopf chains and length of a longest chain in intervals to the collar statistic. We will see in the next Section that this should be refined even further for n = 5.
3.2.4. The n = 5 case and further conjectures. In comparison to the formulas in Proposition 3.2.9, the formula for Ψ 5,r (q) and the Frobenius characteristic Φ 5,r (q) of DH 5,r differ by very few terms. This means that the Hopf chains for n = 5 are not the right subcollection of Tamari chains, and that the collar statistic is not defined on the right set. Therefore, it makes sense to set q = 1 first: To be more precise, we look for a set O of strict Hopf chains π, such that the set of Hopf chains that contain at least one subchain in O is precisely enumerated by the difference Ψ 5,r (1) − Φ 5,r (1). For instance, forbidding the pattern in Figure 27 would kill the given excess. However, the Figure 27 . A potential killer for n = 5 that works for q = 1 but not for the refined enumeration using the collar statistic.
generating function of the remaining chains considering the (modified) collar statistic does not coincide with Φ 5,r (q). Therefore, the collar and dinv statistics can be used as finger prints to identify potential "killers". Computer exploration should give us candidates for the obstruction sets O 2 and we look for a set S of surviving chains (that do not contain any subchains in the set of obstructions O) satisfying the properties in the following question. Note that Part (i) of Question 3.2.13 is closely related to the following e-positivity conjecture, made by F. Bergeron in 2011 and shared with us by personal communication [Ber11] .
Conjecture 3.2.14 ( [Ber11] ). The Frobenius characteristic of the character of DH n,r is e-positive for any fixed n and r when the parameter q r = 1.
In fact, Part (i) of Question 3.2.13 suggests that the expansion of Φ n,r is not only e-positive, but for a fixed n the coefficient of e λ is a polynomial in r that has a q-positive expansion in the binomials r−2 * . Remark that this polynomial in r is not a q-positive expansion in the binomials r−1 * . To conclude, we discuss one more evidence for the connection between Hopf chains and multivariate diagonal harmonics. Namely, the following conjecture was verified by computer up to n = 6. Conjecture 3.2.15. For any fixed partition λ n, the coefficient c λ (q, r) of e λ in Φ n,r (q) is a polynomial in r that has a q-positive expansion in the binomials r−2 * . Moreover, it is of the form c λ (q, r) = (n − i + 1)(λ i − 1) is the maximal area of a Dyck path with connected N steps of type λ. In the formula for m, we assume λ i = 0 for i larger than the length of λ.
2 These computations require massive computer resources, we are in the process of doing this but at this point we do not have candidates yet.
The next statement is the counterpart of the last conjecture for Hopf chains. We say that a path leaves the diagonal at most once if it is of the form (N E) a ρ(N E) b where a, b ∈ N and ρ is a Dyck path whose endpoints are the only diagonal points.
Theorem 3.2.16. For any Dyck path π that leaves the diagonal at most once, there is a unique strict Hopf chain (π 1 , . . . , π m ) of maximal length where m = area(π) + 1 and π m = π.
Proof. It is easy to check that the chain π = (π 1 , . . . , π m ) where π m− is obtained from π by removing squares from left to right, row by row, from top to bottom, is a strict Hopf chain. It has the desired length and is certainly maximal. Figure 28 illustrates π with an example. Now assume we have another Tamari chain (π 1 , . . . , π m ) = π = π of the same length and with π m = π. We show that π cannot satisfy the Hopf chain condition, thus concluding the proof. For k ∈ [m], we denote by B k (resp. B k ) the unique box of the grid located between the paths π k and π k+1 (resp. π k and π k+1 ). Let k be such that π k = π k while π = π for any > k. Consider the boxes B k = (x, y) and B k = (x , y ). Note that B k is a box above π k in row y . We can thus consider the rightmost box U above π k in row y . Moreover, by definition of π, we have y > y so that B k is a box below π k in some row above y. Since π leaves the diagonal at most once, it follows that there is at least a box below π k in row y + 1. Therefore, we can consider the leftmost box V below π k in row y + 1. Let p and q be such that B p = U and B q = V . By definition, π p passes below both U and V , π q passes below U but above V , and π q+1 passes above both U and V . Therefore, π q < π q+1 in the π p -Tamari order. We conclude that π is not a Hopf chain as expected.
Note that for a fixed partition λ, there is a unique Dyck path π λ of type λ and maximal area m = n i=1 (n − i + 1)(λ i − 1), and moreover this path π λ leaves the diagonal at most once. Therefore, if the connection between diagonal harmonics and certain modified Hopf chains suggested in Question 3.2.13 was established, Conjecture 3.2.15 would follow from Theorem 3.2.16 applied to π λ .
3.2.5. Dimension formulas. Corollary 3.2.6 connects the number of labelled Hopf chains for a given n and r to the dimension of DH n,r . It suffices to apply the map e λ → n λ to Ψ n,r (1) to obtain that number. On the other hand, there is a unique sign representation for every e λ , so the number of sign representations in DH n,r , or equivalently the dimension of Alt(DH n,r ), gives us the number of Hopf chains. It suffices to apply the map e λ → 1 to Ψ n,r (1) to obtain that number. It would be interesting to find the general formulas for the number of unlabeled and labeled Hopf chains. Also, what are the formulas in general in terms of n for a fixed r.
