Introduction
Problems with traditional methods of image indexing have led to the rise of interest in techniques for retrieving images on the basis of automatically-derived features such as color, texture and shape, a technology now generally referred to as content-based image retrieval (CBIR). After many years of intensive research, CBIR technology is now beginning to move out of the laboratory and into the marketplace. However, the technology still lacks maturity, and is not yet being used on a significant scale [2] .
While advances in technology allow us to generate, transmit, and store large amounts of digital images, and video, research in content-based retrieval over multimedia databases is still at its infancy. Due to the difficulty in capturing the content of multimedia objects using textual annotations and the non-scalability of the approach to large data sets, the approach based on supporting CBIR over visual features has become a promising research direction. This is evidenced by several prototypes and commercial systems that have been built recently. Such an approach can be summarized as follows [1] :
First, computer vision techniques are sued to extract visual features from multimedia objects. For example, color, texture, shape features for images.
Second ,for a given feature, a representation of the feature and a notion of similarity measure are determined. For example, color histogram is used to represent color feature, and intersection distance is used for similarity measure.
Third, objects are represented as a collection of features and retrieval of objects is performed based on computing similarity in the feature space. The results are ranked on the similarity values computed.
As we see, it is very hard to satisfy all of the conditions for users.
But, there is a technology called inverted index in computer science. It is an index data structure storing a mapping from content, such as words or numbers, to its location in a database file, or in a document or in a document or a set of documents. The purpose of an inverted index is to allow fast full text searches, at a cost of increased processing when a document is added to the database. The inverted file may be the database file itself, rather than its index. It is the most popular data structure used on a large scale for example in search engines.
So, we can use the inverted index technology for CBIR.
Content-based Image Retrieval (CBIR)
Content-based image retrieval (CBIR), also known as query by image content (QBIC) and content-based visual information retrieval (CBVIR) is the application of computer vision techniques to the image retrieval problem, that is, the problem of searching for digital images in large database.
Content-based means that the search will analyze the actual contents of the image rather than the metadata such as keywords, tags, and/or descriptions associated with the image. The content in this context might refer to colors, shapes, textures, or any other information that can be derived from the image itself. CBIR is desirable because most web based image search engines rely purely on metadata and this produces a lot of garbage in the results. Also having humans manually enter keywords for images in a large database can be inefficient, expensive and may not capture every keyword that describes the image. Thus a system that can filter images based on their content would provide better indexing and return more accurate results.
CBIR using inverted Index
If the documents would be represented by term vectors of the form ,where the identifies a content term assigned to some sample document D [3] . Analogously, the information requests, or queries, would be represented either in vector form, or in the form of Boolean statements. Thus, a typical query Q might be formulated as . Where once again represents a term assigned to query Q.
A more formal representation of the term vectors of D and Q is obtained by including in each vector all possible content terms allowed in the system and adding term weightingfunctionf to provide distinctions among the terms.The word weight is [3] . AD-Q similarity value may be obtained by comparing the corresponding vectors, using for example the conventional vector product formula:
In here, I use IDF to instead of f.
IDF shows that it is direct ratio between and logarithm probability of a random document . The random document is belong document term C. C is subset of the whole document, and each document d in Csatisfies .
In CBIR, there are so many times of feature in one image. So, it is very important to research the feature which appears repeatedly. Then, the weight of word can be the formula of , is the weight of based on idf.
The Features of Image in Inverted Index
In traditional CBIR, image feature extraction is conducted to vector-discretization.It means we should find a multi-function, the point or points set of color space is mapped to be a real number by the function [4] . For example: pixel is e, the specific region of color space is R,the probability of a certain color of R in e can be counted:
This calculation is too complex and difficult to handle. In normal cases, the color histogram is counted like: color space is divided into several small color ranges, each range is a bin of histogram. Then, count the discrete bin , the is the pixel amount of color. Finally, normalize the total pixel amount of image to get the color histogram.
is the probability of color c, is radix.
Obviously, when calculating the color histogram, it needs to choose the right color features range . Usually selecting for a continuous rectangular area which it has a given feature space. When the feature of each inverted index appears in a few images, the time efficiency is the highest in inverted index. So, the features vector expression must refine, so that it can get a large number of more precise features information.
It shows how to express the feature concentration of inverted index.
First, use image I to be a point set in multidimensional space, feature space is denoted as S.
Feature space is Cartesian product of a set of collections. In normal semantic, dimension S can be collected into dimensions group d. The dimensions group is called super dimension H.
Because set intersection computation is suit of inverted index, when the distance calculation function of image I and J is confirm, it chooses function . It should to be noted, normal image in same dimensions has numerical value. But, the probability is very small. So, it can be add a set of feature area for image I. The setis called set .
The choose of must satisfy . And need a rectangle area of feature space. Word is the feature of inverted index. Image I has feature , and only , it is . And the feature of element I in continuous features space is denoted .
So, the image is described to be a list of two-tuples . In it, is the feature, it is the identifier of area in feature space. is term frequency.
The Weight of Image Features in inverted Index

<
If an equidistant interval of feature space is divided into 128 bins.The 128 bins is denoted , the term frequency of set element I is:
As well, 4 bins and 16 bins can be denoted as and . Now, suppose the user makes each of relevant documents to be part of query. The query can be a set of many images, the query of is:
Then, it can get the average frequency of feature of target image. And it can get the weight of each feature by . Anyway, compared with the usual vector distance measure method, this method has a strong advantage in efficiency, and more accurate in quantification.
Test and Result
In this paper, it uses HSV color system and 166 hues color palette to make a test. The cylindrical HSV color system is quantization to 18 hues, 3 saturations and 3 lightness values. On this base, add 4 gray levels.
Then, it compares two feature sets. One is the conventional color histogram, another describes the properties of the image.In another case, image is divided into four different measure blocks, the block size is divided to be between 16*16 and 128*128, and the total of image block is 340. Then, calculate the feature of each block.So, the image of size 256*256 may have 56440 color block features the most.
We separate the weight by normalized for each feature group [5] .
Then, calculate the weight: and expresscolor histogram feature and color block feature. So, the query for weight is .
The method can significantly improve performance. If the frequency of a color is very high, it means the color has a high value in all global color histogram, the both is interconnected. The method can be more reasonable to calculate the weight.
And weuse 500 images for test. In the test, it defines 10 queries and pointed a set of related images by hand picking.Then, submit the image to system, system returns back 30 images in each time.
If user marks the result list of image as relevant, and submits the relevant images to system for second query.
In this paper, we compared the query result of the two times. And we used the precision-recall figure to describe the precision and recall of result like figure 1. From figure 1, it is easy to see the performance of the new method algorithm. The algorithm aims to be the certain achieve.
Conclusion
This paper does not find the function of distance measuring equipment for the real vector, it realizes the image retrieval by special features on the image representation and processing.
But, this method has a strong advantage in efficiency, and more accurate in quantification by test data.
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