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      Abstract.  For systems of delay differential equations the Hopf bifurcation was investigated by 
several authors. The problem we solve here is that of the possibility of emergence of a codimension 
two bifurcation, namely the Bautin bifurcation, for some such systems. 
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1. Introduction 
 
     The existence of periodic solutions for evolution equations is of  certain interest for both pure 
and applied mathematicians. Even for bidimensional systems of differential equations the detection 
of limit cycles by theoretical means is difficult. The bifurcation theory offers a strong tool for 
finding limit cycles, namely  the theory concerning the Hopf bifurcation (when there is a varying 
parameter)[2], [6]. Several authors studied the Hopf bifurcation for delay differential equations (e.g. 
[4], [7], [1], [5] ). We are interested to find sufficient conditions for the Bautin bifurcation for a 
class of such systems. 
 
2. Setting of the problem, theoretical framework  
 
Consider a system of the form 
( ) ( ) ( ) ( ) ( ) ( )( )ααα ,,)( rtxtxfrtxBtxAtx −+−+=• ,                  (1) 
( ) [ ]0,,)( rsssx −∈= φ ,                                                          (2) 
where ( ) nnxxx R∈= ,...,1 , ( ) 2R∈= 21,ααα , ( ) )(, αα BA  are nxn matrices over R , ( )nfff ...,,1=  
is continuously differentiable on its domain of definition, 12 +⊂ nD R . Moreover, ( ) 0,0,0 =αf and 
the differential of f  in the first two vectorial variables, calculated at ( )α,0,0 is equal to zero. φ is an 
element of the Banach space [ ]( )nrC R,0,B −=  (column vectors).  In order to write eq. (1) as a 
differential equation in a Banach space,  the space  [ ] [ ){ }nn RR ∈∃→−=
→
)(limand0r,- on continuous is,0,:B
-0s0
sr ψψψ  
is considered in section 8.2 of [4]. Its elements are σϕψ 0X+= , with nR∈∈ σϕ B,  (column 
vector) and  
⎩⎨
⎧
=
<≤−=
,0,
0,0
)(0 sI
sr
sX
n
 
where  0, nI are the zero and, respectively, the unity nxn matrix. The norm of ψ is defined as the 
sum of the norm of ϕ  in B and the norm of σ in nR . The complexifications CB , C0B  of B , 
respectively 0B , are used below. 
     Consider )( ⋅δ - the Dirac function, and the nxn matrix valued function nIss )()( δ=Δ . Also 
consider the bounded linear operator nR→B:αL , 
∫−= 0 )()(r ssdL ϕηϕ αα , 
with )()()()()( rsBsAs +Δ−Δ= ααηα . By denoting [ ].0,),()( rsstxsxt −∈+= , we have in the 
spirit of [4], the following relations, equivalent with (1), (2): 
( ) ),),(,0()()0( αα rxxfxLdt
dx
ttt
t −+=                                          (3) 
),()( s
ds
dxs
dt
dx tt =                                                        (4) 
.0 ϕ=x                                                                  (5) 
Define (see also [4]) the linear operator, ( ) ,0)(0~ ⎥⎦
⎤⎢⎣
⎡ −+= •• ϕϕϕϕ αα LXA  
[ ]( ) BCBCrCA n →⊂− R,0,: 1~ α . Now we can rewrite  the above problem as 
),),(),0((0
~ αα rxxfXxA
dt
dx
ttt
t −+= ,                                                 (6) 
.0 ϕ=x                                                                      (7) 
The last term of (6) may be written  as ∫∫ −− +ΔΔ 000 )),()(,)()(( r tr t sxrsdsxsdfX α . We 
define ∫∫ −− +ΔΔ= 00 )),()(,)()((),( r tr tt sxrsdsxsdfxF αα . Thus (6) and (7) take the form  
),,(0
~ αα ttt xFXxAdt
dx +=                                                           (8) 
ϕ=0x ,                                                                     (9) 
this being the abstract problem in 0B  equivalent to (1),(2). 
 
The eigenvalues of its infinitesimal generator are the roots of the equation ( ) ( )( ) 0det =−− − ααλ λ BeAI r . 
We assume the following hypothesis, that we denote H1. 
 H1. An open set U exists in the parameter plane such that for every U∈α , there is a pair of 
complex conjugated simple eigenvalues ( ) ( ) ( )αωαμαλ i±=2,1 , with the property that there is a 
U∈0α such that ( ) ( ) 0002,1 ωαωαλ ii ±=±= , with 00 >ω  and for every U∈α , all other 
eigenvalues have strictly negative real parts, uniformly bounded from above by a negative number.  
       By a simple eigenvalue we mean an eigenvalue having the algebraic multiplicity equal to 1. 
       We remark that H1 implies the existence of a neighborhood of 0α such that each eigenvalue 
different from ( )αλ 2,1  has real part strictly less than ( )αμ .  
        The eigenfunctions corresponding to ( )αλi , i=1,2, are elements of CB  -the complexification of 
B , namely ( )( ) ( )( ) [ ]0,,0)( rses isi i −∈= αϕαϕ αλ ,  
where ( )( )0αϕ i  is a solution of  ( ) ( ) ( ) ( )( ) 0=−− − ϕαααλ αλ BeAI ri i . Obviously, ( ) )(12 αϕαϕ = . 
       Denote by ( ){ }αλ 2,1M  the linear subspace of  CB , spanned by { ( ) ( )αϕαϕ 21 , } and ( )αΦ  the 
matrix having as columns the vectors ( ) ( )αϕαϕ 21 , . Let { ( ) ( )αψαψ 21 , } be two eigenvectors for the 
adjoint problem ([3], [4]), corresponding to the eigenvalues ( )αλ 2,1−  of the infinitesimal generator 
of the adjoint problem. They are elements of *CB - the complexification of [ ]( )nrC R,,0B* =  -row 
vectors, and we assume that they are selected such that, ( )αΨ  being the matrix having as rows the 
vectors ( ) ( )αψαψ 21 , , the relation ( ) ( ) 2),( I=ΦΨ αα  holds, where ( ) C→×⋅⋅ C*C BB:,  is defined 
by 
( ) ( ) .B,B,)()()(00),( C*C
0
0
∈∈−−= ∫ ∫
−
ϕψξξϕθηθξψϕψϕψ
θ
α
r
dd  
       In [4] a projection ( ){ }αλπ 2,10CB: M→ , is defined by ( ) ( ) ( )( ) ( )[ ]αϕαααϕπ 0,0 Ψ+ΨΦ=+ X  . 
With this projection the space 0CB is decomposed as ( ){ } παλ KerB 2,10C ⊕= M . Since the solution 
tx of (8) and (9) belongs to )],0,([
1 nRrC − , it is decomposed as  
)()()( tytuxt +Φ= α ,                                                            (10) 
with ( )txtu ),()( αΨ= and txIty )()( π−= , where ))(),(()( _ tztztu =  -column vector, C∈)(tz .  
Let us define 
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
)(0
0)(
)(
1
1
αλ
αλαB . 
The projection of eq. (8) on ( ){ }αλ 2,1M   is  
( ) ( ) ( ) ( ) ( ) )),()()(()0( ααααααα tytuFuBu +ΦΨΦ+Φ=Φ • , 
and since )(αΦ  is invertible, this is equivalent to 
( ) ( ) )),()()(()0( αααα tytuFuBu +ΦΨ+=• .                                        (11) 
By projecting the initial condition we find ( )ϕα ),()0( Ψ=u . 
3. Existence of the invariant manifold and the restricted equation 
 
       If { }0\ αα U∈  and, ( ) 0Re 2,1 >αλ  then, since these are the only two eigenvalues with positive 
real part (and they are simple), there is a local invariant manifold for the problem, namely the local 
unstable manifold, tangent to the space ( ){ }αλ 2,1M , [3], [7].  
       For 0αα = , since ( ) 0Re 02,1 =αλ , there is a local invariant manifold for the problem, namely 
the local center manifold, tangent to the space ( ){ }02,1 αλM , [7]. 
       Hence, for every U∈α  with ( ) 0≥αμ , there is a neighborhood ( )αV of ∈0 B , and a local 
invariant manifold ( ) ( )αα VWloc ⊂ , which is the graph of a 1C function. That is, the local invariant 
manifold may be expressed as ( ) ( ) ( ){ } ( ){ }αϕϕϕα αλα VwWloc ∩∈+= 2,1; M , 
where ( ){ } παλα Kerw →2,1: M  is a  1C  function, ( ) ,00 =αw  and it has zero differential at 0. Since 
( ){ }αλϕ 2,1M∈ , we have ( ) ( ) ( ),11 αϕαϕαϕ zz += with C∈z .  This relation induces a dependence of 
zz,  to ( )ϕαw that justifies the notation ( ) ( )zzww ,αα ϕ = .  
Equation (11) implies 
( ) ( )ααϕαϕαψαλ α )),(),(()()()()()0()()()( 1111 tztzwtztzFtztz +++=• ,                      (12) ( )ϕαψ ),()0( 1=z .                                                             (13) 
 
       Let φα )(tS  be the solution of  eq. (1) corresponding to the initial condition φ , at the moment t . 
 If  )(αφ locW∈ , then  
))(),(()()()()()( 11 tztzwtztztS αα αϕαϕφ ++= .                              (14) 
By using again the function f, (12) becomes 
( ) )),()(),0()(()0()()()( 11 αφφαψαλ αα rtStSftztz −+=• ,                                 (15) 
or,  
),,)(),(()()()( 1 ααλ tztzgtztz +=
•
                                            (16) 
by denoting 
( ) )),()(),0()(()0(),)(),(( 1 αφφαψα αα rtStSftztzg −= .                                (17) 
 
4. The equations for the invariant manifold 
 
The following proposition is a natural consequence of the invariance of  ( )αlocW . A similar result is 
given in [7], on the center manifold. We give the proof for the sake of completeness. 
Proposition 1. Let ( )αφ locW∈ be the initial value for the problem (1). Then the function αw satisfies 
the following equations 
( )( ) ( )( )
[ ] ,0,),))((),((
)),(),(()),(),(()))((),(( 11
rsstztzw
s
stztzgstztzgstztzw
t
−∈∂
∂=
=++∂
∂
α
α αϕααϕα
                     (18) 
( )( ) ( )( )
)),()(),0()(()))((),(()()0))((),(()(
0)),(),((0)),(),(()0))((),(( 21
αφφαα
αϕααϕα
αααα
α
rtStSfrtztzwBtztzwA
tztzgtztzgtztzw
t
−+−+=
=++∂
∂
              (19) 
with z(t) solution of the Cauchy problem (16),(13) and g defined by (17). 
 
Proof.   Since ( )αφ locW∈  and ( )αlocW is invariant, )()( αφα locWtS ∈ .  
Let us denote, for 0≥t  and [ ]0,rs −∈ , ))(()()( stxstS += φφα . 
Obviously 
)()()()( st
s
xst
t
x +∂
∂=+∂
∂ φφ . 
     This and (14) imply  
( ) ( ) ( )
( ) ( ) ( ) )()()()())(),((
)()()()())(),((
11
11
stzstzstztzw
s
stzstzstztzw
t
αϕαϕ
αϕαϕ
α
α
••
••
++∂
∂=
=++∂
∂
                              (20) 
(here ( ) ( ) )()( 11 sds
ds αϕαϕ =• ) and thus 
( ) ( ) ( )stztzw
s
stztzstztzstztzw
t
))(),(()()()()())(()()()())(),((
_
1
_
111
_
αα αϕαλαϕαλ ∂
∂=⎥⎦
⎤⎢⎣
⎡ −+⎥⎦
⎤⎢⎣
⎡ −+∂
∂ •• .       
(21) 
    With (16) we obtain (18). 
On another side, since φα )(tS is a solution of equation (1), we have  
( ) ( ) ( )
( ),)()(),()(
)()()()()()())(),(()()()()(
_
11
srtSstSf
srtSBstSAstztzw
t
stzstz
φφ
φαφααϕαϕ
αα
ααα
−+
+−+=∂
∂++
••
 
and, by taking 0=s ,  we obtain (19).  
  
      This proposition allows the determination of the coefficients of the series of powers  
in z and 
_
z  of the function αw . Indeed, let us write  
( ) ,
!!
1)),()(),0()((
2
kj
kj
jk zzFkj
rtStSf ∑
≥+
=− ααφφ αα                                                   (22)  
   ( ) ( ) kj
kj
jk zzgkj
tztzg ∑
≥+
=
2 !!
1),),(( αα ,  ( ) kj
kj
jk zzwkj
zzw ∑
≥+
=
2
,
!!
1),,( αθθα              (23) 
where )()0()( 1 αψα jkjk Fg = . 
     By replacing (22) and (23) in (18) and by matching the obtained series, we get first order linear 
differential equations for jkw .  
 Thus, equation (18) implies 
( ) ( ) ( )( )
( ) ( )( ) ( ) .,
!!
1
!!
1
!!
1,
!!
1
11
2
1
2
1
22
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++⎟⎟⎠
⎞
⎜⎜⎝
⎛+
+⎟⎟⎠
⎞
⎜⎜⎝
⎛=
•−•−
≥+≥+
≥+≥+
∑∑
∑∑
zzkzzzjzsw
kj
szzg
kj
szzg
kj
zzsw
ds
d
kj
kjkj
kj
jk
kj
kj
jk
kj
kj
jk
kj
kj
jk
ααϕα
αϕαα
         (24) 
     In this equality 
•
z  and 
•
z  will be replaced with the right hand side of (16) to obtain 
( ) ( ) ( )( )
( ) ( )( ) ( )( )
( ) ( ) ( ) .
!!
1
!!
1,
!!
1
)()(,
!!
1
!!
1
!!
1,
!!
1
2
_1
2
1
2
11
2
1
2
1
22
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛+
+++⎟⎟⎠
⎞
⎜⎜⎝
⎛+
+⎟⎟⎠
⎞
⎜⎜⎝
⎛=
∑∑∑
∑∑
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≥+
−
≥+
−
≥+
≥+≥+
≥+≥+
ml
ml
lm
kjml
ml
lm
kj
kj
jk
kj
kj
jk
kj
kj
jk
kj
kj
jk
kj
kj
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zzg
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zkzzzg
ml
zjzsw
kj
zzkjsw
kj
szzg
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szzg
kj
zzsw
ds
d
kj
ααα
αλαλααϕα
αϕαα
   (25) 
      By matching the same order terms we obtain first order differential equations for ),.( αjkw .  
      A relation similar to (25) is obtained by substituting the series (22), (23) in (19), and by using 
(16) : 
( )( )
( ) ( ) ( )
( ) ( )( ) ( ) ( )( )
( ) ( ) ( ) .
!!
1,
!!
1)(,0
!!
1)(
0
!!
10
!!
1
!!
1
!!
1,0
!!
1
)()(,0
!!
1
222
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1
2
2
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2
1
2
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2
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kj
jk
kj
kj
jk
kj
kj
jk
kj
kj
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ml
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kjml
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lm
kj
kj
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kj
kj
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zzF
kj
zzrw
kj
Bzzw
kj
A
zzg
kj
zzg
kj
zzg
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zkzzzg
ml
zjzw
kj
zzkjw
kj
∑∑∑
∑∑
∑∑∑
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≥+≥+≥+
≥+≥+
≥+
−
≥+
−
≥+
≥+
+−+=
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⎞
⎜⎜⎝
⎛+⎟⎟⎠
⎞
⎜⎜⎝
⎛+
+⎟⎟⎠
⎞
⎜⎜⎝
⎛ ⎟⎠
⎞⎜⎝
⎛+⎟⎠
⎞⎜⎝
⎛+
++
ααααα
αϕααϕα
ααα
αλαλα
          (26)    
 
      The relations obtained by equating the terms with similar powers of  z, 
_
z  in (26) are used as 
conditions to determine the constants that appear in the general form of  jkw  obtained above. 
             We firstly remark that the coefficients of the second order terms in z and 
_
z  in the expansion 
of  )),()(),0()(( αφφ αα rtStSfi − , ni ,...,1= , are independent on those of  αw , they depend only on 
the coefficients of the Taylor series of ( )α,, yxfi . The similar assertion holds for the coefficients of 
)),(),(( αtztzg . Hence ( ) ( ) ( )ααα 021120 ,, ggg  are known, given if and ( )αψ 1 . 
 
 The following algorithm to determine ( )αjkw  must be used. 
- ( ) ( ) ( )ααα 021120 ,, www  are determined from the equations obtained by identifying the terms 
containing 
22 ,, zzzz respectively, in (25), with initial conditions obtained by the same 
method from (26); they depend on ( ) ( ) ( )ααα 021120 ,, ggg . 
- ( ) ( ) ( )ααα 021120 ,, www are used to compute ( )αjkg , j+k=3, (from (14), (17), (23) ) . 
- ( )αjkw , j+k=3, are determined from the equations (25) and conditions (26); they depend 
on ( ) 3, ≤+ kjg jk α . 
- ( ) 3, ≤+ kjw jk α  are used to compute ( )αjkg , j+k=4 (from (14), (17), (23) ). 
- ( )αjkw , j+k=4, are determined from the equations (25) and conditions (26); they depend 
on ( ) 4, ≤+ kjg jk α . 
- ( ) 4, ≤+ kjw jk α  are used to compute ( )αjkg , j+k=5. 
 
We do not need so many terms to have an accurate form of the invariant manifold, but we need 
them in order to discuss the behaviour of the solution z of (16) that determines the solution of (1) on 
the invariant manifold (see below). 
 
5. The Bautin bifurcation  
     After applying the above algorithm, equation (16) has the form  
( ) ( )6
52
1 !!
1)()()( zOzzg
kj
tztz
kj
kj
jk ++= ∑
≤+≤
• ααλ .                                  (27)                
 
        Now, let )(),( 21 αα ll be the first and the second Lyapunov coefficient respectively, associated 
to (27), defined in [6].  They are functions of )(αklg . More specific, )(1 αl is function of )(αklg  
with 32 ≤+≤ lk , and )(2 αl  is function of )(αklg  with 52 ≤+≤ lk . 
Let us define, with [6], ( )( )αω
αμν =1 , ( )αν 12 l= , ),( 21 ννν = . 
Let us consider the following hypothesis, denoted H2. 
H2.   ( ) 001 =αl , ( ) 002 ≠αl , and the map ( ) ),(, 2121 νναα →  is regular at 0α .  
     The value in 0α of the first Lyapunov coefficient is [6] 
( ))()()(Re
2
1)( 02100110202
0
01 αωααωα ggigl += . 
The value in 0α of the second Lyapunov coefficient is much more complicated and we do not 
reproduce it here (see [6]). We only note that, since the expression of  )( 02 αl  contains coefficients 
ijg  with 5≤+ ji , in order to compute it,  we have to determine the functions (.)ijw with ,4≤+ ji  
as the algorithm presented above shows. 
 
 
Th. 8.2. of [6] asserts that, if  H2 is satisfied for eq. (16), then eq. (16) may be transformed, by 
smooth invertible changes of the complex function z and time reparametrizations, into  
( ) ( ) ( )642221 zOzzLzzziz ++++=• ννν ,                                           (28) 
where ( ) ( )( )ναν 22 lL = . 
We assume that H2 is satisfied for our problem. 
Problem (28) is then (see [6]) locally, near z=0, topologically equivalent to the following complex 
normal form of the Bautin bifurcation 
( ) ,4221 zzszzziz +++=• ββ                                          (29) 
where ( ) 22211 , ννβνβ L== , )( .02 αlsigns = .  
    Assume the third important fact denoted by H3. 
H3. ( ) 002 >αl  (hence s=1). 
   Consider the polar form of  (29), in the hypothesis H3  
( )
⎪⎩
⎪⎨
⎧
=
++=
•
•
,1
,4221
η
ρρββρρ
                                        (30) 
with ),( ηρ  the polar co-ordinates.  
Due to H2, there is a 1C bijection T between a neighbourhood 1U  of 0α , in the ),( 21 αα  plane and a 
neighbourhood W of (0,0) in the ),( 21 ββ  plane. 
      We study the behaviour of the solutions only for 01 ≥β  ( 1β  and ( )αμ  have the same sign and 
we proved the existence of the invariant manifold only for ( ) 0≥αμ ).  
      For those W∈β with 0,0 21 ≥≥ ββ , (30) has an repulsive focus in 0, and so does (29).  Then, 
since the dynamical system generated by (29) is topologically equivalent to that generated by (16), 
this one has an unstable equilibrium in 0 (a repulsive focus or node, since they cannot be 
distinguished by topological equivalence). 
In order to transport these conclusions to the solution of eq. (1), we remind relation (14): 
))(),(,())(()())(()()()(
_
11 tztzwtztztS θθαϕθαϕθφ αα ++= . 
It follows that for the corresponding (by 1−T ) zone of α plane, let us denote it 1V , equation (1) has 0 
as an unstable equilibrium point (focus or node) on the invariant manifold. Due to the relation 
between 1β  and ( )αμ , this holds on the unstable manifold for ( ) 0>αμ  and, for 0α  (where ( ) 00 =αμ ) on the center manifold.  
       In the intersection of the quadrant 0,0 21 <≥ ββ  and W there is a zone, situated between the 
axis 02 =β and the curve ( ){ }1221 2;, ββββ −==Γ  where eq. 04221 =++ ρρββ  has no positive 
solutions and thus there are no limit cycles for (30). The local phase portrait for (1) on the invariant 
manifold is as described above (unstable equilibrium point), for the corresponding (by 1−T ) zone in 
the α plane, let us denote it by 2V . Now let us put 21 VVV ∪= . 
          In the zone situated between the curve ( ){ }1221 2;, ββββ −==Γ   and the axis 01 =β  eq. 
04221 =++ ρρββ  has two positive solutions, ( ) ( )βρβρ 21 , . Thus two concentric closed orbits for 
(30), hence for (29), exist. Since, for the corresponding zone of  the α plane (let us denote it by *V ),  
the problems (29) and (16) are topologically equivalent,  eq. (16) will also have two periodic 
solutions. Relation (14) shows that, in this case, on the unstable manifold there exist two limit 
cycles for (1).  
        As we cross Γ , leaving the zone in the β  plane described above, the two limit cycles collide 
and disappear.   
 
 
6.  Conclusions 
 
The facts discussed above lead to the following result. 
Theorem If H1, H2, H3 are satisfied for eq. (1), then at 0α a Bautin type bifurcation takes place. 
There is a neighbourhood 1U of 0α in the α plane having a subset V (with V∈0α ) with the 
property that for every V∈α  , 0 is an unstable  equilibrium point (focus or node) for the problem 
(1) restricted to the bidimensional invariant manifold defined above.  
    There is also a subset *V   of 1U , (having 0α as a limit point) with the property that for every 
*V∈α , the restriction of problem (1)  to the unstable manifold has  two  limit cycles (one inside the 
other). In this case also 0 is an unstable equilibrium point.  
 
    Let us remark that the interior limit cycle is attractive, while the exterior limit cycle is repulsive. 
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