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In this paper we consider the cooling of a cylindrical rod which is dropped 
lengthwise into a rectangular container containing a finite amount of liquid. 
The separation of variables gives Bessel’s equation in the radial variable w-ith 
the separation parameter also appearing in the boundary condition at the 
regular end-point because of the interface condition requiring conservation of 
heat. We consider here also the case of a rod with nonuniform mass density and 
show that the methods of Pruess [Slr2M J. il;umer. Awl. 10 (1973), 55-68; 
-vwner. Matk. 24 (1975), 241-2471 can be adapted to yield a numerical algorithm 
for the eigenvalues of the associated Bessel-like equation. The basic expansion 
theory for the eigenvalue problem with eigenparameter in the boundary condi- 
tions has been given in the regular case by Fulton [Proc. Roy. Sot. Edinburgh 
Sect. A 77 (1977), 293-3081 and Walter [Math. Z. 133 (1973), 301-3121, and for 
singular cases which include the present problem by F&on. l’he present 
problem, however, is sufficiently special that the self-adjoint operator arising in 
the separated problem can be realized as the infinitesimal generator of a contrac- 
tion semigroup in terms of which the Cauchy initial value problem associated 
with the heat conduction problem can be solved. 
I. INTR~DUCTI~X 
In this paper we consider the two-point boundary value problem 
I 
7u := ${-(XI/)‘) = Au on (0, 4 (1.1) 
!j$ xfi :.= 0 (1.2) 
(“) ,: 
-(Mb) - P&4 (6)) = W4b) - kW4 (b)) (1.3) 
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under the assumption that @.Y) C: CJ[O, b], (cf. (6.39) bcknv), k 0 on (0, /J] 
and k(.u) has a McLaurin expansion in a neighborhood of zero of the fornj 
k(m) .I k,x $- k$ -' '.'. (1.5) 
It follon-s that (I. I) has zero as a regular singular point and that the roots of 
the indicial equation arc (0,O) independently of k(s) and A. Hence (1. I) is in 
the limit circle case at .T 7: 0 since the Frobenius theory gives us one solution 
which is regular at zero and one with a logarithmic singularity for each value 
of A. 
The interpretation of regular problems with h-dependent boundary conditions 
like (1.3) as the eigenvalue problem associated with an appropriate Self-adjoint 
Operator in Hilbcrt space has been given by Walter [34] and Fulton [13] and 
this analysis has been extended by Fulton [14] to singular cases which include (+). 
We give the self-adjoint operator formalism for (*) in Section 2 and list the 
spectral theoretic results we shall need for this paper without proof in Section 3. 
Here we note only that (1.2) represents the limit circle houndarv condition at 
x 7 0 which is normally associated with the Friedrich’s extension since u . . I 
and u :: In s are (for all k(x)) p rincipal and nonprincipal solutions of (I. I ) for 
h :=: 0, cf. Fulton [12, p. 57, footnote (9)], Rellich [25, pp. 354-3551, and 
Hartman [17, p. 3551. 
Our main interest in the present paper is to show that the cigenvalues and 
eigcnfunctions of (*) can be computed by an adaptation of the methods of 
Pruess [23] and 1241, by which the coefficient functions are approximated by 
step functions. .Mthough certain arguments of [23] used in the case of regular 
Sturm-Liou~~ille problems with standard boundary conditions do not carry over 
to the singular problem considered here, an error characterization for the 
approxrmatc eigenvalues of the type in [24] does, and by means of this we arc 
able to give an algorithm which gives O(P)-approximations to the actual 
eigenvalues of (*). Moreover, the results of [24] allow calculation of the 0(/z’)- 
error term, so that O(P)-a posteriori-approximations can be computed. ‘I’hc 
algorithm was tested on two problems, K(s) ..- s and A(X) == s!(.Y~ -. I), and 
the results kverc compared with other numerical methods. Similar to the case of 
regular problems considered in [23, 241, the present algorithm seems to product 
relative errors in the higher eigenvalues which arc much more uniform than is 
the case for finite difference or Rayleigh-Ritz methods. 
The problem (*) arose from the following heat conduction problem: 1\ 
cylindrical rod of length 1 is dropped lengthwise at time t == 0 into a rectangular 
container also a length 1 which contains a finite amount of liquid. We assume 
(i) that the ends of the rods arc insulated (so that the temperature, U(S, t), 
inside the bar is a function of the radial variable x), 
(ii) that the liquid is well-stirred (so that the temperature of the liquid, 
o(t), is a function of time only), 
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(iii) that heat is conserved through the lateral surfaces of the rod which 
are assumed to be in nonperfect thermal contact with the liquid, and 
(iv) that heat flows by convection from the liquid container into the 
surrounding medium, the temperature of which we take normalized to zero. 
The problem is thus in all respects analogous to the problem considered by 
Langer [21] and Pulton [I31 w h ere the rod is held vertically out of the liquid, 
with only one end placed in contact with the liquid at time t = 0. Under the 
above assumptions the coupled initial-boundary value problem for U(X, t) and 
a(t) for a bar of radius h takes the form 
1;z .rU&, t) 77 0 (heat conservation at x + 0) (l-7) 
--kh-(b, t) := q&l g -; k,Be(t) (1.8) 
c(t) =..: u(b, t) + p UB-(b, t) (u,-(b, t) == left hand derivative) (1.9) 
u(x, o-‘-) 1 u&c) 
a(O-. ) =: q) 
for x’ E [0, h] (l.lOi) 
(l.lOii) 
where M is the total mass of the liquid, Q its specific heat, A =27&l is the surface 
area of the rod exposed to the liquid, k is the conductivity of the rod, 01~ its 
diffusivity, B is the surface area of the container, k, the coefficient of heat transfer 
for the surrounding medium, and c the coefficient of heat transfer for the liquid. 
Putting (1.9) into (1.8) the coupled problem may be written in the simpler 
form 
where 
k,B --- 
( 1 ;: := 
012qM 
1 k.4 -- 
( b a2qM 
,ck,B 
CA 1 
(1.11) 
(1.12) 
(1.13) 
(1.14) 
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Here the statement of heat conservation (1.8) and the statement of nonperfect 
thermal contact (1.9) are simuhaneously built into the 2nd component of (1.11). 
Making the separation Ansatz 
(1.15) 
where F,(X) is a function and IJZ is a real number we obtain (in the case of 01 
constant) 
--(&F,(b) - /J&F;) (6)) =te AF, , 
together with the side condition 
F2 =: F,(b) + ;F;(b), 
(1.16) 
the latter arising by requiring consistency of the separation Ansatz with (1.9). 
Putting (1.17) in (1.16) we thus have a two-point boundary value problem associ- 
ated with Bessel’s equation of order zero of the type (*). Of interest here is that 
the constants pj , /?J , j = I,2 in (1.3) arc uniquely determined by the separation 
Ansatz (I. 15) together with the side condition (1.17); the determination of & , 
/I; , j - 1,2, thus arises from the condition of nonperfect thermal contact (1.9). 
More generally, if the rod has a mass density p depending on the radial variable, 
the diffusivity a2 == K/pq’ (q’ = p s ecific heat of material of rod) must be regarded 
as a function of X, and separation of variables using (1.15) gives an equation 
of the form (1.1) in the radial variable X. Again a fixed determination of pj , 
/3; , j = 1,2, arises by requiring consistency of the separation Ansatz with (1.9). 
For the sake of testing our numerical algorithm we shall consider two problems: 
the case in which 01~ is a constant and the case in which G(X) = 1 -:L x2 (variable 
mass density for the rod, p(x) -= k/q’(l --f .x2)). The corresponding problems (*) 
obtained by the above separation process are then as follows: 
Problem 1. (Constant diffusivity, K(X) :.= X) 
(1.18) 
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Problem 2. (Variable diffusivity, K(X) = x/(1 + LX”)) 
Remark 1.1. The problem (“) by itself can be said to have one degree of 
degeneracy since there is no a priori “correct normalization” for j?; that is, (1.3) 
may be multiplied by an arbitrary nonzero constant without affecting the 
eigenvalues of (*) (as we have observed in [13, p. 306, Remark 6.21). This 
degeneracy in the mathematical theory allows for slightly different versions of 
the eigenfunction expansion associated with (*) as may bc required to accom- 
modate different physical applications. For variable separable problems it 
appears from the above that the correct normalization for jIj , /3: , j = 1,2, can 
normally be expected to arise from some physical consideration associated with 
the time-evolution problem (or other problem) which one is attempting to 
solve. In solving partial differential equations which give rise to separated 
problems like (*) one has, therefore, to perform the separation of variables in a 
manner which is properly adapted to the given initial-boundary value problem 
so that inadvertant introduction of unphysical normalizations for pj, pi, 
j = 1,2, can be avoided. For problems 1 and 2 above any normalization other 
than ,6; = 1 would, for example, be unphysical since it would bring the separa- 
tion Ansatz (1 .15) into conflict with the condition of nonperfect thermal con- 
tact (1.9). The separation Ansatz (1.15) is due to Johann Walter; the authors 
thank him for this improvement over the classical separation procedure used 
in a preliminary version of this paper. 
2. A SELF-ADJOINT OPERATOR ROCNDED FRO&I BELOW 
As in [34, 13, 141 the operator-theoretic formalism for (*) occurs in the 
Hilbert space H = L,(O, h] x C (C -- the complex numbers) of two-component 
vectors with the inner product 
(F, G) := ibF&) c;(x) k(x) dx -i $ F,c; 
* 0 
for F = (‘$r)), G = (“gr’) E H, where the constant fi is defined in (I .4). For 
convenience we put 
W4 := Au(b) - P&u’) (b) 
H;(u) := /3&(b) - ~;(xu’) (h). 
(2.2i) 
(2.2ii) 
The operator-theoretic formalism for (“) is then 
I (2.3) 
with 
D(A) = {F E Ii 1 F1 , F; are absolutely continuous on compact subsets of (0, b], 
B2(FJ := h% xFi(x) .: 0, TF~ EL,((O, 61; k) and F, = Ri(F,)}. (2.4) 
It follows as in [14] that A is densely defined, symmetric, and self-adjoint, the 
self-adjointness arising as usual by construction of the Resolvent operator, 
cf. (3.16) below. 
In terms of A the heat equation (1.11) takes the form 
in the case of constant diffusivitv OL’! or 
(2.6) 
in the case when a’(x) 7 x,/K(x). Since (2.5), (2.6) describe our heat How 
problems 1 and 2 above, we expect on physical grounds that A will have only 
positive eigenvalues. To prove this we note that for FE D(A) 
--- + [-.--j?,/?; IF,(b),' --- 2p,p; Re(&(b)hF;(b)) - /3.#; i bF;(6)1']. 
(2.7) 
If yll = (R;;:“)) is an eigenelement of A with eigenvalue A, < 0 then using 
(cf. (1.3)) 
it follows from (2.7) that 
(2.8) 
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which gives a contradiction because the r.1l.s. is positive according to the signs 
of fij , /3J , j : ! ,2, in (1.18) and (I .19). (In the special case k, =: fil = 0, the 
contradiction is obtained immediately from (2.7).) 
Since the spectrum of A lies on the positive real axis, it follows by the Hille- 
Yosida theorem that ---4 is the infinitesimal generator of a contraction semi- 
group of class (%,,) in H, cf. Butzcr and Berens [3, pp. 4, 37, Corollary 1.3.81. 
WC can therefore expect the solution of our initial-boundary value problem 
(l.Il), (1.12), (1.13) to appear in the form 
U(.T, t) 
( 1 
._. (,..$Af %(X) 
z.(t) -- ( 1 Zil 
in the case of constant diffusivity aa, or 
(2.10) 
(2.11) 
in the case when X’(X) -= ~/k(x). 
3. THE KESOLVENT OPERATOR AND THE EXPANSION THEOREMS 
Since (I .I) is limit-circle at x = 0 the theory of [ 121 and [14] applies. In this 
paper we need to have the solution which is selected by the Friedrichs’-boundary 
condition (1.2) so we let &(x) be the solution of (1.1) defined for all X E @ by 
the end conditions (cf. u :.y 1, w = 1n.x in [14; Eq. (2.1)]) 
(3.1) 
It follows as in [I21 that c$,,( x is an entire function of X for each x E (0, 61. As in ) 
[13] we define for every X E C a second solution satisfying the boundary condi- 
tion (I .3) by the initial conditions 
and put 
(3.2) 
Formulae analogous to (3.5)-(3.33) for the regular problem treated in [13] may 
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then be derived and are as follows (where 0 I..: A0 .: A1 < ... ‘.: A,, -: -.., are 
the zeros of w(h) and Y, , the normalized cigenelements of A): 
@ : I?(/\; .-I) F == ($+;,:y~)]) forallFEH 
& :-= G(x, *, 4 ( R;(G(x, *, A)) 1 
G(.x, ., A) satisfies (1.2) and (1.3) for fixed x E (0, 61 
H(A;A)FED(A) for h not a zero of m(X) 
~(h;.4)(X - -4)F F for F l D(A) 
(3.5) 
(3.6) 
(3.7) 
(3.8) 
(3.9) 
(3.10) 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
(3.20) 
(3.21) 
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forFEH and v=ImXfO. 
& R(h; A) F = c,(F) Y,, 
c,(i) : = (F, Y,,) 
~;$W; A)F,F) = I c,(F)ls. 
(3.22) 
(3.23) 
(3.24) 
(3.25) 
THEOREM I . (i) For F E H 
/ Fi12 = f 1 cn(F)12. (3.26) 
?l=O 
(ii) For FE D(A) 
F = f V? yn) y,, (3.27) 
n-4 
with absolute and unzform convergence of the first component on compact subsets of 
(0, b], and absolute convergence of the second component. The first component may 
be difkentiated, the dajerentiated series converging absolutely and un;formly to 
F;(x) on compact subsets of (0, b]. 
(iii) If F E D(A) and, in addition, FI and F; are continuous on the closed 
intereta2 [0, b], then the convergence of (3.27) is absolute and uniform on the closed 
interval [O, b], and the dsflerentiated series is also absolutely and uniformly con- 
vergent on the closed interval [0, b]. 
COROLLARY 1.1. The esgenfunctions Q&(X) in (3.8) satisfy the following 
properties: 
(9 with convergence in L,((O, b]; h) (3.28) 
(3.29) 
(3.30) 
with convergence in L,((O, b]; h) for any FI EL.~((O, b]; h). 
(iv) go (1 FI#,h dx) R&Q = 0 for any 4 E ~52((0, bl; 4. (3.31) 
and 
\Ce omit details of proof concerning the above statements since the analysis 
is a straightforward generalization of the given in [13; Section 31. Hecause of the 
limit circle singularity at 0 Theorem l(iii), however, requires proof. 
Proof of Theorem I(iii). The Friedrichs boundary condition (I .2) selects 
the solution &(x) defined in (3.1), which is regular at x = 0, so the right-hand 
side of (3.27) is well-defined at x := 0. Now following the argument in [30, p. 381 
we see that 
can be bounded independently of .‘E E [0, b] on account of the continuity of 
&(x) down to zero and the growth estimate xA(x) =- O(ln x) from the Frobenius 
theory. This guarantees the uniform and absolute convergence of the first 
component of (3.27) on the closed interval [0, b]. The fact that the series sums 
to F,(x) follows for x E (0, b] by applying the Parseval relation as in 130; p. 391 
and for x = 0 by the continuity ofFr at x = 0. Similar statements apply to the 
differentiated series since !I dG,,,/dx /I2 can be bounded independently of 
x E [0, b], again by relying on growth estimates from the Frobenius theory near 
.Y : 0. Q.E.D. 
The above results may also be strengthened to yield: 
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THEOREM 2 (Uniform Convergence of Null Series in the case /3; f  0). I f  
/3;1 # 0 the series (3.28) concerge.7 uniformly to zero in [0, b] and for the differen- 
tiated series we have I 
0 unijormly in [0, b - c] for ecery c ;a 0 
(3.35) 
i.$ 
for x = b. 
COROLLARY 2.1 (Lhiform Convergence on [0, b] in the case /3; # 0 in spite 
of F # WN. 
Let FI(x), F&x) be absohtely continuous on [0, b], TF~ E L,((O, b]; h), and Bp(FI) 
= 0. If  /Ii + 0, then the series (3.30) converges uniformly to F,(x) on [0, b] and 
for the d$+rentiated series we have 
uniformly for .t* E [0, b - E], e > 0. 
(3.36) 
for x 1. : b. 
Also the$rst component of (3.32) converges uniformly on the whole interval [0, b] 
for every choice of F, and for the differentiated series we have (irrespective of F,) 
F;(x) 
P;F,(b) - Fz 
-ip-- 
uniformly jar x E [0, b - <I, E ;b 0. 
(3.37) 
.for x = b. 
Proofs. Using (3.8) and (3.14) the proof of Theorem 2 already given in the 
regular case [13; Theorem 21 carries over virtually in tact, with appropriate 
modification of the contour of integration, r, . In the case of Bessel’s equation 
(h(x) -z x) we have 
q5,(x) = Jo(m) = (f)“’ {cos(xs - n-/4) + 0 (&et)/ 
s := u + it := +Ji, 
and (cf. (4.2) below) 
w(A) = (&)1’2{/3;s’ sin(bs - 7r/4) + O(l s I2 e”)} 
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as s--f co, so it follows by Rouche’s theorem that if 0 <c h, < h, <I ... .< X, < ... 
are the zeros of w(h) 
for n sufficiently large. Since s, -+ (n - 3/4)n;b it is clear that the contours r,, 
will miss the points, s, , if they are chosen to cut the real s-axis at (n - 1/4)r/b. 
For arbitrary K(X) asymptotic formulae for $n(x) and w(h) are more difficult to 
obtain, but nevertheless exist, cf. [l I, Chap. 41, so the choice of contours, r,, , 
can always be made to miss the points s, , which is essentially all that is required 
to make the proof of Theorem 2 carry over. The proof of the Corollary is exactly 
as in the regular case [13, Corollary 2.11 since Theorems l(iii) and 2 and 
Corollary (1.1) above may be employed as before. Q.E.D. 
The above results may now be applied to obtain a series representation of 
the solution of the coupled initial-boundary value problem (1 . 1 1 ), (1 .12), (1.13). 
For the case of variable diffusivity (k(x) arbitrary) we attempt a solution of the 
form 
(3.38) 
where !I’,, = (R;riJ are the normalized eigenelements of (3.8), and apply the 
initial conditions (1.13) to obtain formally 
(3.39) 
Corollary 2.1 can then be employed to show that (3.38) has all the convergence 
and differentiability properties necessary to establish it as a solution to (1 .I l), 
(1.12), (1.13): Assuming uO(x) E P[O, b] the first component of (3.38) is uni- 
formly convergent on [0, b] for t == 0 by Corollary 2.1 (since fli # 0 in (1.19)). 
Also, for t = 0, the convergence of the 2nd. component of (3.38) (to w,,) is 
tautologous by Corollary l.l(ii) and (iv) and (3.32). Since 0 < h, < h, < h, < *.., 
we can thus apply Abel’s test for uniform convergence [8, pp. 250-2511 to get 
uniform convergence of the first and second components of (3.38) on [O, b] x 
[0, co) and [0, co) respectively. The continuity of the limit functions then 
suffices to conclude that the boundary and initial conditions, (1.12), (1.13) are 
satisfied. The verification of (3.38) as a solution of the differential equation (I .l 1) 
follows by way of calculation as long as 
u;(b, t) = c a,&(b) e+. 
71=-O 
(3.40) 
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The plausibility of (3.40) is suggested on physical grounds by writting the 2nd. 
component of (3.38) in the form 
-k ( f aQ;gJ) e+q =: c(u(b, t) - e(t)). 0 (3.41) 
By Newton’s law of cooling the Z.h.s. of (3.41) must be the Heat flux across the 
liquid-solid interface (cal/sec/cm2), so it follows that the differentiated series 
(3.40) has to be understood as a representation of the temperature gradient 
across the liquid-solid interface. Comparing (3.41) with our assumption (1.9) of 
nonperfect contact we therefore expect (3.40) to hold. By application of Abel’s 
test to the differentiated series in (3.37) and by (3.41) WC have 
for 0 < x < b 
v(t) 
(3.42) 
__~.._ for x = b 
\ 
where the convergence is uniform on [0, b - E] x [0, co) for all E > 0. On the 
other hand, the uniformity of the convergence on [0, b] x [0, co) cannot be 
deduced from Abel’s test since the series for t = 0 is not necessarily uniformly 
convergent on [O, b] according to (3.37). I n order to establish (3.40) we therefore 
prove 
THEOREM 3. For b > E > 0 and t > 0 
(i) i a&b(x) - 1cll(b)> e+’ 
Tl=O 
is uniformly convergent on [b - E, b], and 
- J,;(b)) emArl’ 
(3.43) 
(3.44) 
is uniformly convergent on [b - E, b]. 
It follows from (i) that the function on the r.h.s. of (3.42) is continuous at 
x = b, and from (ii) that (3.40) holds, and therefore that 
uy(b, t) = ur(6-, t), (3.45) 
that is, the left derivative is continuous at x 7 b. 
Proof. Estimating by the Schwartz inequalit! 
By applying (l.l), (2.1) and (3.8), (2.7) with F --- !Pn , and using : /C(X): :< M, 
for .X E [b -- E, 61 we find, using elementary estimates, that 
for all x E [h --’ E, b], so that the 2nd. sum in (3.46) is bounded independently 
of s E [b - E, h] (owing to t ‘:, 0). A similar argument applies to (ii) after 
application of the mean value theorem to replace the difference quotient. QED. 
Of interest here is that the temperature gradient in (3.42) is continuous on 
[0, b] x [0, co) except at the one point .v -- b, t :. 0: namely, for t -- 0 (3.37) 
gives 
I 
for 0 2.: x <.: b 
(3.48) 
---. 5-- for x 7 b 
\ 
which is discontinuous at x b if z,, -1’. Ri(u,). There is a simple physical 
interpretation for this discontinuity. I:or if w-e write the 2nd. component of 
(3.48) in the form 
-- h (\g a,,&(b)) = c@,(b) - T,), (3.49) 
Sewton’s law of cooling requires us to interpret the differentiated series at s :..I b 
as the temperature gradient across the liquid-solid interface; evidently this 
temperature gradient at the initial time is not u;(b) because u:(b) does not take 
account of the influence of 2;, on the initial rate of heat flow. From (3.48) we 
observe that the temperature gradient is continuous at x :: b only if z:,, -- $,(u,,); 
but this, oj course, cannot be expected to hold since the initial temperature of the 
liquid need not bear a?ly special relation to the initial temperature distribution in 
the rod. It is for this reason that Theorem l(iii) alone does not suffice of verify 
(3.38) as a solution of the problem (1.1 I), (1.12), (1.13). The verification in the 
case of constant diffusivity is similar, except that emZZAnt replaces e-“nt in (3.38) 
since 01~ is constant. 
Remark 3.1. In the case /3; f 0 and P1 E cf[O, b] (3.37) offers an interesting 
contrast to Riemann’s localization principle [31, p. 901: at x z b the differen- 
tiated series converges (to &F,(b) - FJ&b) irres ec iz*e p t of the junction salues 
ofFi in a small neighborhood of b. By choice of F2 the differentiated series can 
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thus be made to converge to an arbitrarily specified value at x = b, even when 
the function being expanded (Fr) is two times continuously differentiable. This 
contrasts with the usual situation in Fourier analysis where nonuniform con- 
vergence of a Fourier series is normally associated with a discontinuity in the 
function being expanded, that is, the so-called Gibbs’ phenomena. The present 
type of nonuniform convergence does not appear to have any analogue in 
ordinary Fourier analysis, but seems to be characteristic of problems involving h 
in the boundary conditions (e.g. [ 13, p. 299, Remark 3.3 if /3; =: 01). 
Remark 3.2. Recently D. B. Hinton [18], in his discussion of the con- 
vergence properties for expansions associated with the square root of the regular 
operator considered in [13] has shown that in the case & + 0 the Ku11 series is 
absolutely convergent, as well as uniformly convergent on [0, b]. One can 
therefore expect that a generalization of Hinton’s argument will also get the 
absoluteness of the convergence of (3.28) (which does not appear to follow from 
our method of proof). 
Remark 3.3. The interpretation of (3.38) as a Semi-group solution in the 
form (2.1 I) gives rise to some rather interesting open questions. The semi- 
group represented by T(t) = e-At in (2.11) is evidently a Semigroup of factor 
sequence type, cf. Rutzer and Berens [3, pp. 64-651. However, a representation 
of T(/) by means of a kernal analogous to the Jacobi theta function in the cast 
of Fourier’s problem of the ring ([3, Sect. 1.5.2, pp. 59641) appears difficult to 
obtain (perhaps one has to put (3.16) into Hille’s representation of T(t) in 
terms of the resolvcnt, cf. [3, p. 38, Proposition I .3.11]). 
Even more interesting would be a consideration of the rate of approximation 
in the case z’,, -,L Rb(u,,). Since H is a reflexive space our semi-group is saturated 
with order 0(t) (t --+ 0+) and the Favard class is L)(A), cf. [3, p. 90. Corollary 
2.1.31. On the other hand (3.38) converges (continuously) to (“I;!:~) as t ----* 0 as 
explained above, so the normally relevant situation of z’,) # K;(Q) would seem 
to provide a simple nontrivial example for which the rate of approximation 
would have to be “non-optimal” (a < 1). An investigation of non-optimal 
approximation rates in (3.50) along the lines of Chapters 24 of [3] would 
therefore be of interest. 
Remark 3.4. I;rom (3.4) it follows (since &(x) :-- 1 independently of k) that 
X = 0 is an eigenvalue of (*) if and only if p1 .= 0. In this cast we have a,, = (i) 
for both Problems 1 and 2, and letting t --f 00 in (3.38) we get 
k(x) dx + L q, 
P .- 
0 ‘12 
0 in 
(3.51) 
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as the final temperature of the liquid-solid system. From (1.18) and (I. 19) 
/3i : 0 corresponds to k, =- 0 in (I .8), the case in which heat is conserved in 
the liquid-solid system. If, however, k, .a 0 (fl, :,! 0) heat is allowed to escape 
from the liquid container, so wc expect u(.x, t) and r(t) to tend to zero (the 
temperature of the surrounding medium) as t ---t CC. According to (3.38) this 
requires the first eigenvalue, h, , of (*) to be positive. Our numerical results for 
both Problems 1 and 2 are indeed consistent with this physical requirement, 
cf. Sections 5 and 7 below. 
4. ASYRIP.IWTIC FORM-LAE FOR EIGENVAIAXS IN THE CASE OF BESSEL'S BQUTION 
With A(X) :. - m in (1. I) it follows from (3.1) and (3.3), (3.4) that 
and 
$!I&) =-- /“(SX), s :’ d/h (4.1) 
w(h) --: x[p;J&d) - /I,; * b.sJ;,(sb)] -I [&J,)(Sb) - p2 - bsj&b)] 
(4.2) 
=.- J&h) [j?;s” I- ,f3,] -i J&6) [bs(/3.;s” -’ ,Q]. 
For the case of b = 1 we find by elementary manipulations making USC of the 
asymptotic series for J,,(S) and l,(s) when s is large that 
s,, =.- (N -. 3;4) TT -- (nI-;;4);; j_ ;;- - 3!8/ -;- 0 (.$-;) , (4.3) 
2 
where the zeros of (4.2) are ordered by 0 << s,, < si < .... It follows that 
where 
A,, =- s, 2 :.. 6, -_ 0 “‘ , 
( ) 
n Z-L I, 2, 3,... 
?z. (4.4) 
h,, 1: (n _- 3’4)” & - 2 
More terms in the asymptotic series for s, and X, are obtainable by employing 
successively more terms in the asymptotic series for Jo(s) and X(s) in (4.2) (or 
doing an analysis along the lines of Watson [35, pp. 503-507]), but (4.4) will be 
sufficient for our purposes. 
5. NUMERICAL ~SSULTS FOR PROBLEM 1 (BESSEL’S EQU~TIOK) 
To provide a basis against which the results of our algorithm (sections 6 and 7 
below) could he compared ZEROIK [26, Chapter 31 was applied to (4.2) to 
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compute eigenvalues of Problem 1 on the interval [0, b] = [0, 11. Starting 
values were obtained from (4.3) for n large and graphical or tabular approxima- 
tions for n small. Two sets of data were used as follows: 
(5.2) 
It is readily checked that the above data give the same values for all physical 
constants in (1.18) except k, , which is zero for the data of (5.1) and a uniquely 
determined positive number for (5.2). So from (1.8) it is clear that the data of 
(5.2) allows heat to escape from the liquid container into the surrounding 
medium, whereas the data of (5.1) correspond to heat conservation in the 
liquid-solid system. A sample of the results for each case of the data appears in 
Table I (Section 7 below); for ease of comparison with our test results h, :- sn2 
and b, from (4.4) are tabled instead of s, . For the data of (5.1), h, z 0 is 
an exact eigenvalue as pointed out in Remark 3.4. 
As an independent check on the smaller eigenvalues the Rayleigh-Ritz 
method was used to compute upper bounds to the eigenvalues. According to 
the operator formalism (2.3), (2.4) the Rayleigh-Ritz Quotient is 
s b x ] F; I2 dx - + [R,F,) m) + j?Tv) by(h)] (z@,F) 0 -@--z- -.--- 
s 
b 
x 1 Fl i2dx .;- -1 I R;(F,)I’ 
(5.3) 
0 8’ 
for FE D(A). As is well known (cf. [2]), if the set of trial functions {qn}, 
n -c 1,2 ,‘.a, m, is chosen from the domain of the operator A, then the generalized 
eigenvalues (CL,}, n ==-: 1, 2 ,..., m, of Bx =:- &x, where bij := (Api, P)~) and 
cij = (vi, vj), provide upper bounds to the first m eigenvalues of A when 
suitablv ordered. Because of their ease of use and availability, B-spline bases 
[IO] were used as trial functions. A sample of the results for both sets of the 
above data appears in Table I. In all cases tabled, Cs-cubic B-splines over equally 
spaced knots were used. In order words, [0, l] was subdivided into equally spaced 
subintervals on each of which the trial functions are cubic; moreover each 
v’n E C*[O, I]. The term B-spline just refers to a small support basis for such 
piecewise polynomial functions. All quadratures were done exactly by a suffi- 
ciently high-order Gauss-Lcgendre rule and a symmetric QZ-algorithm was 
used to compute the generalized eigenvalues. For the cases tabled the step size 
h = $ corresponds to 7 trial functions, and h .== .& uses m =: 11. Xot sur- 
prisingly, the Rayleight-Ritz approximations behave similarly to those in the 
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regular Sturm-Liouville case, viz. the approximations are very accurate for n 
small, but accuracy deteriorates rapidly as n increases for a fixed set of trial 
functions. 
6. A SHOOTING ALGORITHM USING PIECEWISE COMTANT COEFFICIEN'L'S 
We now show that approximate eigenvalues and cigenfunctions for (*) can be 
computed by a procedure similar to that of Pruess [23, 241. The basic idea is to 
replace the coefficient functions P(X) = x and K(X) by step functions, p?,(x) and 
A&C) (with p, :> 0 and k,, > 0), and then consider the ‘approximate problem’ 
where /3r , /3a , ,k?; , /3; are the same as in (1.4). 
The ‘Approximate’ Operator, A, corresponding to (*),& , has an operator- 
theoretic formalism directly analogous to (2.3), (2.4) where &(u) and R;(u) are 
replaced by 
KbJ‘(ti) : = @(b) --- P,(pJ) (6) (6.4i) 
R;,h(q : = &i(b) - f!q p*Q’) (b) (6.4ii) 
and where the singular boundary condition (1.2) is replaced by (6.2). Of parti- 
cular interest here is that for each fixed h (h being the step size) the boundary 
condition at 0 is strictly regular, so that the approximate problem is a strictly 
regular A-dependent Sturm-Liowille problem of the type considered by Walter 
[34] and Fulton [13]. 
The analysis by which the eigenvalues of (*) arc approximable by those of 
the regular problem (*)?! is based on an error characterization similar to that 
used by Pruess for regular Sturm-Liouville problems, cf. [24, p. 2471. ‘I’hc 
underlying Hilbert space associated with (*)Ii has the inner product 
where /3 is defined by (1.4) as before. We let the eigenfunctions of ( *)h be 
normalized at .1c :: 0 in a manner which is similar to the ‘singular’ normalization 
(3.1) for the eigenfunctions of (*): 
( $Qv 
\(p,L$;,) (0 =: Ii .  0 (6.6) 
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Corresponding to (3.6) we then have the ‘approximate eigenelements’ 
(6.7) 
which satisfy A,b&n = A,,&, where fi,, denotes the nth. ‘approximate eigenvalue’ 
of ( *)h . In the following we shall drop the subscripts on the eigenfunctions and 
approximate eigenfunctions, letting them be denoted simply by 4 and 4 respec- 
tively, and always assuming the normalizations of (3.1) and (6.6). Application 
of the operator formalism for A and A, and an integration by parts gives 
since the boundary terms at b exactly cancel and the boundary terms at zero drop 
out by application of the regular and singular boundary conditions (6.2) and (1.2). 
It follows by a simple calculation that 
(6.9) 
Under the assumptions made on K(X), Method II of [24, p. 2441 can be applied 
to the two terms in the numerator of (6.9). The step function approximations 
are therefore generated as follows: Divide [0, b] into AT subintervals [xi , xi,.,], 
i : 1, 2,... , N, each of equal width h. For N E [xi , x,+i], i = 1,2 ,..., N, put 
p*(x) == ;(xi + Xi.!,) (6.lOi) 
and 
A,&,) =-: 84% -.I- Jc,+1iq - 4%) - N%Ld .----.. 
6 
(6.1Oii) 
Then it is easily shown that both step functions are strictly positive on [0, b] 
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for h sufficiently small. Since the differential equation (6.1) has constant co&i.- 
cients on each subinterval, the esact solution is expressible in [xi , .yi 1,] as 
z?(x) =-= ti, cos yi(x - xi) + (I$$+--) sin yi(x - ,xi) 
where 
and 
zii :::I li(xJ, (p,zi’), : ( pI$‘)(xi). 
To get the approximate eigenfunction at xi , C&X& we must apply the boundary 
conditions (6.2) and (6.3) as well as continuity conditions at each mesh point xi , 
since for a classical solution to (6. l), C$ and p,,~$’ are required to be continuous in 
[0, b]. Since (6.3) involves the approximate eigenvalue we wish to compute, and 
since (6.11) defines the solution on each successive subinterval, a shooting 
method is called for to determine the approximate eigenvalues. Accordingly, 
we fix the approximate eigenfunction, 4, by the initial conditions (6.6) at x - 0 
and use (6.11) to shoot across the interval to get J(h) and (&l)(b). Our final 
algorithm is therefore as follows: 
Choose an estimate for A, , the nth. approximate ei’encalue, put 
and then compute for i = 2, 3,..., :Y 
and 
(phJ’)itl = -phyi& sin y,h -f (phJ’)i cos y,h (6.13ii) 
where it is understood that P,~ and k,& are to be evaluated on the ith subinterzal, 
[xi , xi+J. Fina&, test to see if the boundary condition (6.3) at x = b is satisjied to 
suffiCient accuracy; if not, modify &, and repeat until convergence. In testing this 
algorithm on Problems 1 and 2 mentioned in the introduction (see Section 7 
below for Tables of test results) ZEROIN was used to compute A,, as a root of 
Remark 5.1. It might be asked why not apply shooting directly to (*). The 
main advantage of the above algorithm is that integrations can be done exactly, 
not numerically, in proceeding from x -: Cl to x 1.: 6. The resultant savings in 
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computing time is especially great for large eigenvalues since a numerical 
integrator must use very small step sizes to follow the oscillating eigenfunction. 
On the other hand, the above algorithm only provides approximations to each A, 
while shooting applied directly to (*) attempts to compute A, itself. 
We now sketch the proof that the approximate eigenvalues represent O(P)- 
approximations to A, . The contraction mapping argument of 1231 giving the 
eigenfunction error does not carry over to the present problem because of the 
limit-circle singularity involving logarithmic solutions near x := 0. Instead, we 
apply a contraction mapping argument directly to (6.9) to show convergence of 
fi, to A, as h ---+ 0. The crucial step of the argument is to show that A, ,d, and 
p,&‘, can be bounded independently of h, for then the arguments of [24] can be 
applied to get a sharp error estimate for An - A, . 
In place of the nth. approximate eigenfunction we consider the unique solution 
v := Z,(X) of the initial value problem 
-(p*v’) =- I*kh” (6.15i) 
(6.15ii) 
which, for fixed h (p, and K, defined as in (6.10)), is allowed to depend on the 
real parameter TV for p in a neighborhood of the nth. eigenvalue, A, . For the 
following argument it is necessary to restrict the neighborhood so that for 
a given h, 1” is allowed to vary in 
S,:=(,ERI !-L-Ah,! ih’-3 (6.16) 
for any E fixed in (0, 1). Equation (6.9) suggests that a mapping i? S, -+ R be 
defined by 
1” (x -- pl,) $‘v; dx - A, j-; (k - k/J +,, d.x 
T(p):=h,- ‘1’ --_.____- 
1 
b (6.17) 
+v,,k, dx i &x4> %hkJ P 
‘0 
where cU is the solution of (6.15). If we can show that T is a contraction mapping 
on S, , then T has a unique fixed point which by (6.9) must be the approximate 
eigenvalue, A, , of (*)h . Moreover, vi, =: $. We require the following lemmas, 
in which we assume ph and K, are defined as in (6.10); however, Theorem 4 
nevertheless holds for fairly general step-function approximations. 
LEMMA 1. I’ k E Cl[O, b] and k(t) = O(t) as t + 0, then 
/ x - p, ;yrn < fk, ‘; k - k, ‘ox < f” !I k’ j& (6.18) 
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and 
(6.19) 
where 1) . I(= denotes the sup norm on [0, b]. 
LEMMA 2. For p E S, 
‘j v,, 1 z ::; cash Mb, 
where 
(6.20) 
(6.21) 
Proof. The initial value problem (6.15) converts to the integral equation 
If phVi denotes the value of p,i on [xi , xi., J, it follows from (6.10)(i) that 
I 1 J -- 
< TE- 
,< . . . < --. 
Ph,f ,l Ph.1 
Using this, a simple argument shows that for all t E (0, b] we have 
Estimating in (6.22) we therefore obtain 
and applying a variant of the Gronwall inequality wc hart 
(6.23) 
I v,(x)] <l cash [iI p / I~~~~W)l”’ x] for x E: [0, b]. (6.25) 
The bound on I) a,(r)\ rlj now follows from Lemma I and the definition of Sh . 
The bound on 11 V: Ilm follows by doing one integration in (6.15) and estimating 
in a similar way. 
LEMMA 3. There exists a constant C independent of h such that for all p1 , 
p2 E S, we have 
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and 
Proof. It follows from (6.22) that 
(6.26ii) 
Making use of (6.23) and applying the same variant of Gronwall’s inequality as 
before we find 
for all x E [0, b]. The constant C can be chosen independently of h as a con- 
sequence of the first two lemmas. The bound on jl p,,vlr - p,,v.& ]lco follows by 
doing one integration in (6.15) and making use of the result just obtained. 
LEMMA 4. For all p E S,, we have 
and 
(6.291) 
11 x4’ - &z’:, I m = O(h”-‘) (6.29ii) 
for h su..ciently small. 
Proof. The singular “initial value problem” (1. l), (3.1) for the nth. eigen- 
function 4 (which is referred to in [12, p. 611 as a ‘terminal value problem’) 
converts to the integral equation 
4(x) = 1 - A,, loz f lo’ k# ds dt. (6.30) 
Making USC of this and (6.22) we have 
Now applying (6.23) to the 1st term in (6.3 I) ( as in the proof of lemma 3) we 
may handle (6.31) in the same way as we did (6.27), obtaining from the ( ;ron\vall 
estimate 
for all x E [0, b], where 
IS 
b 
Gdt) dt 
0 
(6.33) 
The result (6.291) therefore follows as a consequence of lemma 1 and the 
definition of S, since the integrals appearing in (6.33) are bounded independently 
of h for h sufficiently small on account of (6.1Oi), the continuity of $ at 0, and 
the assumptions on k(x). The growth estimate on 11 x4’ -- phv:, ::, follows by 
doing only one integration in (6.15i), (6.15ii) and in (I. 1 ), (3. I ) and then applying 
the growth estimate (6.291) just obtained. QED. 
We are now ready to prove: 
THEOREM 4. For h suficiently small T is a contraction from S,, into S,, . 
PYOO~. If CL E S,, , then 
The numerator is O(h) from lemmas I and 2. The 1st term in the denominator 
can be written as 
r 
b 
kh+!u ds F 
- 0 
f” k+2 dx + 1” (k, - k)$2 dx + 1” k&(vu -- 4) dx 
‘0 0 ‘0 
-: 1 b k$2 dx + O(K-3 ‘0 
from Lemmas 1 and 4. 
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Similarly, for the 2nd. term of the denominator we have 
uw))2 W) JG,h(%J 
B 
- ..= B- .+ 0(/q 
by applying lemma4. So 1 T(p) - A, ! = O(h) as h-0. Hence for 2i sufficiently 
small ?’ maps Sh into S,, . If pt, p2 E S, the common denominator of 
Y&L,) --. T(p2) is easily seen to be 
/+2 dx $. __- 
. 
The numerator can be written as 
which, by lemmas 1 and 2, can be bounded by 
for pL1 , p2 E S,, where MI and M, are constants independent of h. Finally, 
lemma 3 guarantees the existence of a constant C’ independent of h such that 
for all p1 , ,u2 E S, . So for h sufficiently small T is indeed a contraction on Sh . 
Q.E.D. 
COROIJ..4RY 4.1 . For h suficiently small, the eigenvalues A,, and eigenfunctions 
4, as well as the quasi-dmivatives, p,,J’, can be bounded independently of h. Moreover, 
1 A, - ii, ( = O(h2) 
j’ I$ - 4 llrn = O(h2) 
I’ xq? - p& !irn = O(E). 
(6.36) 
(6.37) 
(6.38) 
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Proof. Choose h sufficiently small so that 1’ is a contraction mapping on A’,, 
as in theorem 4. From (6.9) and (6.17) it f  o ows that ,I,, is the tiwd point of ‘/‘. 11 
=Ilso, by (6.15) and the definition of 4 in (6.6) we have C$ - ~‘z,; . ‘1’1~11~ lemma 4 
implies 
$i5 --- r$ ‘,, -- O(hl-‘) id .v$’ -- p,,J’ ,)I O(h’- 0. 
Since ;\, FI S,, we also have from (6.16) that 
I An, - AL / O(h’ ‘). 
‘l’hese results imply that h-independent bounds exist for ,I,8 , $ : and i, p,,$’ I?; 
howcvcr, the rates of convergence from lemma 4 are not sharp. ‘1’0 get O(/zL) rates 
of convergence we apply lemma 2 of [24] (with L 2, assuming k F c[O, h]) to 
the terms in the numerator of (6.9) to obtain 
A,, - /i,, ..:: (6.39) 
The error estimate (6.36) then follows from (6.39) by application of the h- 
independent boundedness of 6 and pr$‘. To get the correct rate of convergcncefor 
the eigenfunction error we put !I /i,i and I,:, $ in (6.32). -%ppl;ing Lemma 2 
of [24] (and simple variants thercof) to the various terms arising from the integral 
1” C&,(t) dt 
‘0 
in (6.33) 
and relying on (6.36) we then get the r.h.s. of (6.32) to bc O(E). ‘l’his ~~WVCS 
(6.37). An analogous argument proves (6.38). QED. 
The coefficient of h” in (6.39) cannot be made to vanish merely I~!. making a 
better choice of piecewise constant approximation in (6. IO) (which was possible 
for the Sturm-Liouville problems with standard boundary conditions considered 
in [24]); this is due to the nature of the boundary condition containing X and to 
the discontinuities in 4’. However, we can make use of (6.37) and (6.38) to 
rewrite (6.39) in a way which yields O(V)-a posteriori approximations to A,,, . 
To this end w-e prove: 
THEOREM 5. Let A,,(h) be the nth. e&enealue qf (*),, and let 
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Then 
/i,,(h) + e,(h) h’ .- A, ;- O(h*) as h ---+ 0. (6.41) 
Proof. Applying (6.37) and (6.38) at mesh points WC have 
4; - Ji Y--. o(hq, (+fi); -- (p,, +yi --.: Cl(h”) (6.42) 
and thcrcfore 
(6.43) 
Thus putting (6.42) and (6.43) into (6.39) we obtain (6.41) where e,,(h) is given 
by (6.40). Q.E.D. 
Since /c, , 4, pi&’ arc all bounded independently of h (for h sufliciently small) 
it follows from (6.40) that e,(h) is also bounded independently of h. But the 
quantity e,(h) depends on 11, so that (6.41) cannot be interpreted as a Taylor 
expansion in h (even if h were taken to be continuous). The advantage, however, 
of (6.41) over (6.39) lies in the fact that e,(h) involves only the approximate 
eigenvalue fi, , the approximate eigenfunction 4, and its derivative p&l, which 
are computable quantities, whereas the coefficient of h’ in (6.39) involves the 
eigenvalue A, , the eigenfunction 4, and its derivative, all of which are unknown 
and unavailable from the numerical algorithm. Consequently, theorem 5 
enables us to compute O(h’)-a posteriori corrections to XJh) by computing 
i,(h) ::.= i,(h) $ e,(h)h’. Th b t L crm e,(h)h2 can, of course. be used in two ways: 
(1) to estimate the accurac!; of A, for a particular choice of h, or 
(2) to be added in to /i, to produce an O(hl)-approximation to X, . 
Remark 6.1. It will be observed that the algorithm we have given represents 
a cut-off procedure near the singular endpoint N : 0. The method of regulariza- 
tion differs, however, from that commonly employed by physicists in that no 
regular boundary condition at a point E :> 0 is imposed for the purpose of 
determining whether Titchmarsh’s I,(/\)-function [30, 1’. 241 selects a unique 
point on each A-limit circle (and hence a uniquely determined singular boundary 
condition) as E L 0; instead, the regularized problem (*),,, is considered on the 
(closed) singular interval with a regular boundary condition at the singular 
endpoint which is chosen so as to select the desired singular boundary condition 
as h - 0. The step size h in the numerical algorithm thus serves as the cut-off 
parameter. As is well known cut-off procedures near a nonoscillatory limit- 
circle endpoint select the Friedrichs’ boundary condition, which is normally the 
physically relevant boundary condition. It is therefore reasonable to expect 
that numerical algorithms of the above type could be employed to handle any 
cutoff problem near a limit-circle endpoint, provided the interval is finite and 
the equation has only limit-circle singularities of nonoscillatory type. This 
would, of course, apply also to problems not containing the eigenvaluc parameter 
in the boundary conditions. For limit-circle singularities where the differential 
equation is oscillatory ([17], p. 3501) cut-off p roccdures unfortunately do not 
select a well defined singular boundary condition, cf. XIeetz [22] or Fulton [12, 
Remark 2.11. 
i?emark 6.2. There is a vast body of literature dealing with abstract theories 
of convergence for approximate solutions to operator equations, cf. Kantorovich 
and Akilov [19, Chap. MY], Kato [20, Chap. 41, Aubin [I] for general discus- 
sions, and Chatelin [4, 51, Troitskaya [32], \- . amikko [33] for specific treatment of 
eigenvalue problems. All of these papers approximate the given problem by a 
matrix eigenvalue problem. In the case of the present paper, however, the 
approximate operator, Al, , is itself an unbounded operator on the infinite 
dimensional Hilbert space Sj2 : -: Za((O, h]; Jr,,) x @, so none of these references 
apply. In contrast, the material in [6] and the work of Stummel 127, 28, 291 and 
Grigorieff [15, 161 on ‘discrete convergence’ do seem to be sufficiently general 
as to include our analysis. 7’he theory of discrete convergence is especially 
interesting as it allows for approximation operators which are unbounded 
operators on Hilbert spaces and yet is concrete enough to allow Grigorieff to 
derive useful error bounds for some simple finite difference approximations. 
On the other hand, it is rather disappointing that neither Grigorieff nor Stummcl 
has given an example which illustrates the full power of their theory, viz., the 
ability to obtain useful error bounds by employing unbounded approximation 
operators on infinite dimensional spaces. Stummel’s examples in [29] are, for 
example, not sufficiently concrete to provide a nontrivial test of the theory, \\-hile 
Grigorieff’s only examples in [ 161 concern finite difference approximations which 
give rise to a matrix eigenvalue prohlcm (these can be handled by most of the 
references given above, and have in any case been derived before in Collatz’s 
“hlehrstellenverfahren” [9, Chant. III! Sects. 242.71). ‘I’he results in [6] are 
of even less interest since they do not provide any rates of con\~crgence at all. 
As the referee has suggested the present paper, as well as those of Pruess [23, 241, 
can be considered to provide nontrivial examples for the abstract theory of 
‘discrete convergence.’ It would be of interest to know if the theory of Stummel 
and Grigorieff is powerful enough to provide an estimate as specific as (6.39); 
we leave this as an open question. In any case we are grateful to the referee for 
bringing the work of Stummel and Grigorieff to our attention. 
7. TEST REWLTS FOR PROHIXMS I AND 2 
As a test of the above algorithm it was first used to compute approximations 
to the eigenvalues of Problem 1 on [0, I] with the data of (5.2). Some of the 
results are displayed in ‘Table II; comparison with the exact results from the 
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ZEROIN-calculation in Table I shows that the large eigenvalues are well- 
approximated by this method. 
TABLE I 
Eigenvalues h, and Rayleigh-Ritz Upper Bounds, fi, 
(5.1) : 6.45129 19.8668 6.45130 6.45129 _ 
&=O 26.9840 34.6712 26.9867 26.9840 
4 120.5508 123.4977 126.8218 120.5846 
10 863.201 863.718 - 2370.176 
20 3676.43 3676.56 - 
(5.2) 0 .066406 - .066406 .066406 
l&+0 1 6.47485 19.8668 6.47485 6.47485 
2 26.9903 34.6712 26.9930 26.9903 
4 120.5516 123.4977 126.8227 120.5854 
10 863.201 863.718 - 2370.176 
20 3676.43 3676.56 - - 
TABLE II 
Test Results for Problem I 
Data n fn (N = 64) Ji, + e,@ (N = 64) 1 
(5.2) 0 .066406 .066406 
&#O 1 6.47350 6.47485 
2 26.9781 26.9903 
4 120.4323 120.5526 
10 860.651 863.309 
20 3649.14 3679.99 
For problem 2 the algorithm was applied on [0, l] with the same data of (5.2). 
In Table III are displayed several O(h2)-app roximations to small eigenvalues, 
the corresponding O(h4)-approximations, and the estimated rates of convergence 
(EROC). The latter have been computed by 
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which estimates the numerical rate of convergence of A, . The theory predicts 
a value of 2 for the O(V)-approximations, A,, , and a value of 4 for the O(h”)- 
approximations, A, $ e,,t?, which appear to be supported by the results obtained. 
‘l’XBI,E III 
Approximations to Smaller Eigemxlues of Problem 2 
Data n I N f  ,, EROC A,, i e,h” )cROC 
-.- I - __.._-. -.- -_. ..-. 
(5.2) 11 7.Y I 8 1.2255859 2.03 7.3472808 2.21 
p1 + 0 16 7.3 170760 2.01 7.3469536 3.27 
ii: 
7.3394718 2.00 7.346883 I 3.52 
1 7.345028 I 2.00 7.3468758 3.64 
- 
n-4 8 139.80471 2.24 156.10186 
16 153.85752 2.19 157.95619 3.51 
32 156.82467 2.07 157.7061 I 3.67 
64 157.47580 2.02 157.68418 3.73 
To obtain test results for Problem 2 Richardson’s &extrapolation was 
applied to a sequence of A, obtained from the algorithm. Some of these results, 
along with the O(h4)-approximation, A, -k e,h* for h = >$, are displayed in 
Table IV; the high accuracy approximations obtained from Richardson’s h”- 
extrapolation appear in the A,, column. As an independent check Rayleigh-Ritz 
upper bounds were also computed for Problem 2 using a cubic B-spline basis 
corresponding to h = ?6 (19 trial functions), and the results arc included in 
Table IV. 
‘I’ABLE 11 
Test Results for Problem 2 
Rayleigh-Kit 
Data I 
I lt 
42 fin i e,lP (X 32) (11 = l/16: 
__..-.- ----- -. __..__..... .-- 
(5.2) ~ 0 .074058 .074058 / .074058 
t%+o 1 
1 1: 
7.346875 7.346883 7.346815 
157.6823 157.7061 157.6828 
I 116.602 I 119.236 1121.286 
! 15 2610.322 2607.585 2749.172 I 
Finally we mention that finite differences can also be used on Problems 1 and 2. 
If 0(/z*)-central differences are used to discretize the original differential system 
(I.])-(1.3), there results a generalized matrix eigenvalue problem AzZ = &M 
where A and B are symmetric tri-diagonal except near the lower right corner 
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which contains extra nonzero entries. This is due to the nature of the boundary 
condition (1.3) containing X and it does not appear possible to easily avoid the 
lack of symmetry. If, however, the discretizations are done on the operator 
formalism (2.3), (2.4) there does result a regular matrix eigenvaluc problem 
Azi = iti, with A symmetric, positive definite and tridiagonal. Approximate 
eigenvalues for Problem 2 were computed by this method, but they did not 
compare favourably with the above results in Table I\’ and have therefore not 
been tabled. As a matter of fact, the Rayleigh-Ritz method with piecewise linear 
trial functions gave much greater accuracy for about the same amount of work. 
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