Purpose of Review The use of quantitative analysis in single photon emission computed tomography (SPECT) and positron emission tomography (PET) has become an integral part of current clinical practice and plays a crucial role in the detection and risk stratification of coronary artery disease. Emerging technologies, new protocols, and new quantification methods have had a significant impact on the diagnostic performance and prognostic value of nuclear cardiology imaging while reducing the need for clinician oversight. In this review, we aim to describe recent advances in automation and quantitative analysis in nuclear cardiology. Recent Findings Recent publications have shown that fully automatic processing is feasible, limiting human input to specific cases where aberrancies are detected by the quality control software. Furthermore, there is evidence indicating that fully quantitative analysis of myocardial perfusion imaging is feasible and can achieve at least similar diagnostic accuracy as visual interpretation by an expert clinician. In addition, the use of fully automated quantification in combination with machine learning algorithms can provide incremental diagnostic and prognostic value over the traditional method of expert visual interpretation. Summary Emerging technologies in nuclear cardiology focus on automation and the use of artificial intelligence as part of the interpretation process. This review highlights the benefits and limitations of these applications and outlines future directions in the field.
Introduction
Single photon emission computed tomography (SPECT) myocardial perfusion imaging (MPI) remains the most widely used non-invasive technique for the detection and risk assessment of patients with coronary artery disease (CAD) [1] . To that end, positron-emission tomography (PET) applications in MPI and coronary flow assessment are emerging as techniques with even greater diagnostic and prognostic value [2] [3] [4] . One of the most important advantages of these methods over other modalities, such as echocardiography and magnetic resonance imaging, is the ability to obtain objective and reproducible quantitative data [5, 6] . Most of the published literature on the diagnostic and prognostic value of SPECT and PET has been based on a semi-quantitative assessment of perfusion. However, recent advances in software development and emerging artificial intelligence technologies have indicated that it is feasible to obtain at least similar diagnostic accuracy with better reproducibility when fully automated, quantitative assessment is used [7, 8] . This approach has the potential to improve the efficiency of image interpretation while This article is part of the Topical Collection on Cardiac Nuclear Imaging reducing the inter-and intra-observer variability [9] . Current analysis methods are employed in the left ventricle segmentation, motion correction, myocardial perfusion, myocardial blood flow assessment, left ventricular function quantification, and evaluation of mechanical dyssynchrony. Emerging technologies include the use of artificial intelligence in machine learning and deep learning algorithms.
Advances in Image Processing

Left Ventricular Segmentation
Adequate segmentation of the left ventricle (LV) with proper delineation of LV contours is required for a reliable quantitative assessment of MPI. Myocardial segmentation can be particularly difficult in certain circumstances, such as increased extra-cardiac radiotracer uptake, large and severe perfusion defects, and the presence of significant image noise. These scenarios can lead to errors in LV contour selection and incorrect definition of the mitral valve plane, in which cases, operator supervision is required to verify and correct myocardial segmentation.
In recent years, different software tools that optimize the automatic segmentation process have been developed. One of these methods checks the automatically obtained contours to derive two quality control (QC) scores which define the probability of segmentation failure. One of these scores detects mask-failure (incorrect LV shape) known as "shape flag," and the other one is related to the inadequate position of mitral valve known as "valve-plane flag." In a recent study, this QC software method produced similar results to expert readers in the identification of segmentation failures and significantly decreased the amount of operator oversight required for image processing [10] .
Another method that has been recently used is "same patient processing," in which segmentation mask location is obtained from multiple data sets (with the higher quality ones given higher weight) and applied to cases flagged as a possible failure by the algorithm. This processing method improves contour detection by avoiding inter-study inconsistencies. However, this can only be applicable in patients with multiple MPI studies [11•]. Most recently, machine learning algorithms have been included in the process of automatic valve plane localization through the use of support vector machines (Fig. 1) , demonstrating that the machine learning model was as effective as expert operator in localizing the valve plane and had equivalent diagnostic accuracy [12•]. These findings suggest that full automation in the segmentation process is feasible with the use of QC software in combination with machine learning algorithms. These methods will lead to higher efficiency in data processing and better allocation of human resources.
Motion Correction
Motion during image acquisition could be related to the cardiac contraction, respiration, or patient movement. Motion from any source can produce significant image degradation. Patient motion correction algorithms have been applied for years. More recently, different methods have been proposed to decrease the effect of cardiac and respiratory motion.
To avoid the degrading effects of cardiac motion and myocardial wall thickening on perfusion images, analysis of enddiastolic images only has been suggested, particularly in patients with small hearts [13] . However, routine use of only end-diastolic frames is not practical due to reduced count statistics. More recently, a new "motion-frozen" technique has been developed. This method employs the detection and tracking of the endocardial as well as epicardial borders of the left ventricle in all the gated frames using a contour extraction algorithm; then image warping is applied to the gated data to match the diastolic position, and finally, these warped images are added, creating motion-frozen perfusion images (Fig. 2) [15] .
Recent studies have demonstrated the feasibility and applicability of respiratory motion correction in conventional dualhead cameras as well as in the newer CZT SPECT systems. These applications have been shown to decrease the incidence of false positive perfusion defects [16, 17•, 18] . A more recent study evaluated the utility of dual cardiac and respiratory motion correction in PET imaging (Fig. 3) using the novel 
Trends in Quantitative Parameter Assessment
Perfusion Quantification
Traditionally, interpretation of perfusion images has been performed through visual assessment by clinicians. However, this approach is time consuming and suffers from significant interand intra-observer variability and consequently limited reproducibility [5, 8] . Multiple software packages have been developed by different vendors to generate automatic myocardial perfusion quantification [20] [21] [22] [23] . All these software packages have a similar approach to evaluating myocardial perfusion, which begins with the generation of polar maps on a standard American Heart Association 17 segment model [24] . Polar maps then undergo count normalization to allow an objective comparison with a normal database. After normalization, the rest and stress polar maps are compared with the respective normal dataset (consisting of 20-50 scans of normal subjects), and differences in relative segmental counts are quantified to determine the extent and severity of hypoperfusion. Standard segmental AHA scores can be obtained in 17 segments and can be reported in as partial scores in specific vascular territories or for the entire myocardium by deriving the commonly used parameters of summed rest score (SRS), summed stress score (SSS), and summed difference score (SDS) [25] .
Similarly, using the polar maps, a different method of perfusion quantification, based on pixel-by-pixel assessment and known as total perfusion deficit (TPD) has been developed. This method combines both extent and severity of hypoperfusion. Automated comparison of TPD at rest and stress quantifies the amount of myocardial ischemia by generating the ischemic TPD. This quantification method has been shown to be superior to visual assessment of perfusion images [26] .
In recent years, there has been a growing body of literature evaluating the diagnostic and prognostic utility of fully automated MPI interpretation. Arsanjani et al. demonstrated that this approach, using TPD as the main parameter of perfusion abnormality, was at least equivalent to expert readers in [7] . Furthermore, the prognostic value of a fully quantitative assessment of perfusion images integrated with clinical variables, using a machine learning algorithm, was shown to be comparable or superior to expert interpretation in predicting early coronary revascularization [27•] . More recently, in a large cohort of patients with automatically processed MPI studies, fully quantitative stress TPD was shown to be an independent predictor of future myocardial infarctions, regardless of the use of attenuation correction (Fig. 6 ) [28•, 29] .
Ischemic Change
Another area where fully quantitative perfusion analysis has demonstrated its clinical utility is in the longitudinal assessment of ischemic change. This assessment has been traditionally done by expert visual side-by-side comparison; however, small but clinically relevant changes over time can be difficult to identify visually due to the subjectivity and limited intra-and inter-observer reproducibility. A fully quantitative approach can eliminate the subjectivity and precisely identify small but relevant temporal changes. Furthermore, the use of automated software in the longitudinal evaluation of ischemic burden can be further refined by analyzing serial stress/rest studies together in pairs, eliminating errors associated with multiple comparisons to normal limits and variations in contour placements. Moreover, this method has the advantage of not requiring a normal limit database [30, 31] .
Quantitative comparison has been shown to achieve a higher level of reproducibility and repeatability [5, 8] . A clear example is the nuclear sub-study of the COURAGE trial, in which a significant difference in the fully quantitative TPD measurement of ischemic burden was noted in the percutaneous coronary revascularization group versus the medical therapy only group (TPD − 2.7% vs. − 0.5%, P < 0.0001) [32] . Such a difference would have been more difficult to demonstrate if visual interpretation of perfusion images had been used. Importantly, in the COURAGE trial, this small difference in TPD translated into a difference in patients' outcomes [32] .
Myocardial Blood Flow and Early Ejection Fraction
Myocardial blood flow (MBF) and myocardial flow reserve (MFR) are important variables which have been shown to add relevant information to perfusion imaging. Absolute MBF has been noted to add value in the diagnosis of multivessel coronary artery disease as well as predict the Fig. 6 Survival free of acute myocardial infarction according to automated quantitative analysis. Kaplan-Meier plots of survival free of acute myocardial infarction according to automated sTPD (top panels) and automated iTPD (bottom panels) for both non-AC and AC data. There was a stepwise increase in risk of acute myocardial infarction by sTPD quartile and by iTPD quartile for both AC and non-AC data (P < 0.0001 for hazard ratio comparison across quartiles). Median (lower-upper quartile) thresholds were 5.4 (1.9-14.5) for non-AC sTPD, 7.1 (2.8-15.8) for AC sTPD, 1.0 (0-4.5) for non-AC iTPD, and 4.3 (2.0-7.8) for AC iTPD. AMI, acute myocardial infarction; sTPD, stress total perfusion deficit; iTPD, ischemic perfusion deficit; AC, attenuation corrected. Adapted from [28•] with permission extent of disease more accurately than traditional perfusion assessment [33, 34] . Similarly, MFR has demonstrated increased prognostic value compared to relative perfusion defects alone, allowing for more accurate risk stratification [35] [36] [37] . Traditionally, MBF evaluation has been achieved using PET imaging. However, recent publications have established the feasibility of MBF assessment using dynamic SPECT acquisition [38] . Furthermore, emerging data suggests that the accuracy of SPECT and PET to determine MBF values may be comparable [39•, 40] . Considering that the vast majority (95%) of nuclear MPI studies in the USA are performed using SPECT, these recent studies open the possibility of a much wider use of MBF and MFR, even with the understanding that there are still significant limitations to overcome.
An additional benefit of dynamic image acquisition for the purpose of measuring MBF and MFR is the possibility of measuring LV ejection fraction during stress, as is the case with PET imaging. True stress LV ejection fraction allows for determination of LV ejection fraction reserve. The predictive value of this parameter has been validated when obtained by PET imaging [3, 41] . Preliminary data suggests that obtaining accurate measurements of both myocardial flow data and LV ejection fraction reserve is not only feasible but also may be used to improve the predictive value of SPECT imaging [42] .
Left Ventricular Mechanical Dyssynchrony
The use of phase analysis for the detection of mechanical dyssynchrony of the left ventricle has gained attention in recent years. In this method, a count distribution is derived from each of the LV short-axis datasets; then a Fourier transformation is applied to the count variation over time for each voxel, generating a 3D phase distribution describing the onset of mechanical contraction over the entire cycle (Fig. 7) [43, 44] . The two commonly used parameters are phase standard deviation and histogram bandwidth; these measures have been validated against other imaging modalities demonstrating excellent reproducibility and repeatability [45, 46] . Furthermore, in addition to demonstrating utility in the selection of patients for resynchronization therapy, fully automated quantification of left ventricular mechanical dyssynchrony has recently been shown to provide important prognostic information in different populations including patients with heart failure, CAD, and endstage renal disease [47, 48] .
Calcium Scores from CT Attenuation Correction Scans in PET/SPECT
Coronary artery calcium score (CACS) has been shown to add diagnostic and prognostic value to MPI and is an [43] with permission independent predictor of future cardiovascular events [49] . The increased use of combined SPECT and PET MPI with low-dose CT for attenuation correction has raised interest in the possibility of deriving complimentary information regarding CACS from the CT component of the exam. Recent studies have investigated the feasibility of identifying and quantifying CACS from the CT attenuation correction images in an attempt to avoid a dedicated CT scan for CACS, thus reducing radiation exposure, cost, and time [50] [51] [52] . Most studies have focused on manual or visual estimation of CACS from attenuation correction scans. However, in a recent study, Isgum et al. evaluated a fully automated method to determine CACS from CT attenuation correction images obtained during PET/CT acquisition, suggesting that this approach may allow routine cardiovascular risk assessment from the CT attenuation correction component of perfusion studies [53•] .
Machine Learning and Deep Learning Algorithms
The use of computer algorithms to identify patterns in multivariable datasets through machine learning has gained popularity in many different imaging fields including nuclear cardiology [12•, 27•, 54•, 55] . These algorithms usually create a model from test inputs; based on these data, these algorithms render decisions or predictions. In MPI, a large number of parameters including stress data, clinical parameters, and imaging variables can be used by machine learning algorithms to make predictions of relevant outcomes, such as the presence of obstructive CAD or risk of major adverse cardiac events. Recent studies have evaluated the applicability and impact of machine learning algorithms into daily clinical practice. In a retrospective analysis of over 10,000 patients undergoing coronary computed tomographic angiography (CCTA) from the CONFIRM registry, Motwani et al. evaluated the feasibility and accuracy of machine learning to predict a 5-year mortality compared to standard CCTA parameters and found that machine learning combining clinical and CCTA parameters was able to predict all-cause mortality at 5 years significantly better than CCTA parameters alone [54•] .
Furthermore, specifically using SPECT MPI, the same group evaluated the predictive value of combining clinical information with MPI data using machine learning in a cohort of 2619 patients. The authors considered a total of 28 clinical, 17 stress, and 25 imaging variables and found that machine learning combining these variables had a high predictive accuracy for a 3-year risk of adverse cardiac events and was superior to existing visual or automated perfusion assessment in isolation (Fig. 8) [56•] .
More complex algorithms involving deep machine learning are currently under investigation.
Currently, the reported results for cardiovascular death prediction use a simple probabilistic model of the event presence or absence within the average patient follow-up time, since adjustments for the time to event cannot be readily applied with most existing machine learning tools. However, clinicians are often more interested in evaluating the relative risk of a disease or event between patients with different covariates rather than absolute chance of event. More sophisticated analysis adjusting for the time to event have not yet been reported with machine learning in cardiovascular imaging. There are new tools becoming available for such analysis and future machine learning methods may compare these methods to traditional analysis. This adjustment for the time to event would play a lesser role in data with relatively uniform and shorter follow-up time for the prognostic prediction [57, 58] .
Deep machine learning has recently been shown to be very effective in many imaging applications. Deep learning or convolutional neural network learning uses more layers than traditional approaches, making it better suited for large and complex datasets, and in particular, for direct image analysis. Standard machine learning methods typically require pre-specified measurements and feature extraction (for example, quantitative parameters such as perfusion defect size, or amount of ischemia, coronary plaque size, etc.) to characterize the information from the raw imaging data. In contrast, deep learning can absorb the Machine learning combining all variables using variable selection and LogitBoost algorithm (ML-combined) had a significantly higher AUC for MACE prediction than machine learning combining imaging data variables only (ML-imaging) and standard image analysis. ML, machine learning; AUC, area under the curve; MACE, major adverse cardiac events; ROC, receiver operating characteristic; TPD, total perfusion deficit. *P < 0.01, **P < 0.001, in AUC comparison by Delong test. Reproduced from [56•] with permission measurement engineering directly into a step that learns the required measurements while processing the data in its natural form.
Preliminary studies of deep learning application directly to medical image data indicate that these approaches may be able to outperform existing quantitative image processing methods. Recently, the use of deep convolutional neural networks (CNN) for automatic prediction of coronary stenosis using raw polar black-out maps plus TPD was compared to standard quantitative analysis (TPD) only, in a preliminary report at the ASNC 2017 congress. The authors demonstrated that CNN using deep learning, raw polar maps, and TPD improved the prediction of obstructive coronary stenosis [59•] . In summary, the use of machine learning technology is rapidly evolving in nuclear cardiac imaging allowing more accurate diagnosis and risk prediction. Nonetheless, its routine application in daily clinical practice is still yet to come.
Conclusions
Novel applications in MPI have been facilitated by the rapid development of newer technologies. These applications demonstrate potential as important tools to diagnose and better risk stratify patients with known or suspected CAD. Full automation of MPI processing and interpretation has become more widespread with the use of new technologies and machine learning algorithms. Nonetheless, additional data validating these applications in multicenter uncontrolled clinical settings are still required before wide scale implementation in routine clinical use. The impact of these tools on decision-making, down-stream utilization of resources, cost, and value-based practice needs to be investigated.
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