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Abstract
We construct a family of closed string solutions with kinks in a subspace of
AdS5 × S5 and study their properties. In certain limits these solutions become
folded pulsating strings, although in general they are made of multiple pulsat-
ing rectangles. One unusual feature of these solutions is that their monodromy
matrices are trivial, leading to vanishing quasi-momenta. Exact Ba¨cklund trans-
formations of these solutions are found, again giving vanishing higher conserved
charges. We also consider the fluctuation modes around these solutions as well
as the semiclassical splitting of these strings.
1 Introduction
In D-dimensional flat space the general solution to the bosonic string equations of motion
is specified by two unit modulus vectors a(1) and b(1), which are the first derivatives w.r.t.
the worldsheet left moving and right moving coordinates. Being first derivatives, a(1) and
b(1) do not have to be continuous. When they have discontinuities, the string profile is still
continuous, although now with kinks. A kink is the joining point of two string segments
where the angle between the two segments is nonzero. People have also considered strings
with spikes (sometimes also called cusps), with the spikes being the joining points of two
anti-parallel string segments. Both kinky strings and spiky strings in flat space have been
investigated quite extensively in the cosmic string context, see for example the review [1].
One important difference between kinky strings and spiky strings is that, while the vectors
a(1) and b(1) are discontinuous functions of worldsheet coordinates for the kinky strings, they
are continuous functions for the spiky strings (spikes develop when a(1) and −b(1), which
“rotate” with different frequencies, cross each other). We shall see this in more detail in
Section 2. In [2, 3] the spiky strings in flat space were generalized to AdS5 × S5 and their
role in the AdS/CFT correspondence was investigated. It is natural to ask whether similar
things can be done for the kinky strings, which provides motivation for the current paper.
We shall generalize the kinky strings to the Rt × S5 sector of AdS5 × S5 and study their
properties such as higher conserved charges, stability under fluctuations, and semi-classical
splitting. Of course the study of semi-classical strings in AdS5 × S5 is of particular interest
as it may shed light on the AdS/CFT duality away from the BPS limit and there has been
a great deal of progress in understanding semi-classical strings with large quantum numbers
such as angular momentum or spin [10, 11, 2, 36, 15, 22, 38, 39] (see [41] for a review and a
more complete set of references). Those semi-classical strings were mapped to dual “long”
gauge theory operators and string energies matched to the operator anomalous dimensions.
It would be interesting to study the operators dual to the kinky strings however it is at
present unclear to us what these operators should be and so this side of the duality will be
left to a future work.
One of the most remarkable facets of the N = 4 — AdS5 × S5 duality is that both
sides appear to be integrable with the gauge theory being described by an integrable spin
chain [24, 25]. The string theory has been shown to be classically integrable [26, 27] and
there exists some evidence that this persists quantum mechanically [28]. One consequence of
integrability is the existence of an infinite number of conserved charges and in general there
are several methods to construct these charges. In particular we will concern ourselves with
the Lax method involving the monodromy matrix, which has previously been considered for
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the string theory in [31,32,33,34,35], and the method involving the Ba¨cklund transformations
[5, 30, 4, 6, 7]. One peculiar feature of the kinky solutions is that their monodromy matrices
are trivial, leading to vanishing quasi momenta. We also solve the Ba¨cklund transformation
for these solutions in an exact manner and show that the associated higher charges all vanish,
which is consistent with the finding of trivial monodromies in light of the relation between
the monodromy and Ba¨cklund charges explained in [4]. This feature is in contrast with
the quite general constructions made previously in the literature (e.g. [31], [32, 33, 34, 35])
where the quasi momentum has a pole as the spectral parameter approaches to ±1 and is
certainly not vanishing. The reason for this apparent conflict is that the string embedding
can have discontinuities in its first worldsheet derivatives, i.e. the string profile can have
kinks. Section 3.3 explains this issue in detail. Semi-classical analysis of string decay in both
flat spacetime and AdS5 × S5 has been performed in [46], [47], [48], [49], [50], and [51], and
we carry out this analysis for the splitting of the kinky strings.
This paper is organized as follows. In Section 2 we review classical bosonic string solutions
with spikes and those with kinks in flat spacetime. In Section 3 we then generalize these
kinky solutions to the Rt × S5 sector of AdS5 × S5. More specifically, we construct a class
of solutions with kinks to the equations of motion, find their Ba¨cklund transformations as
well as their monodromy matrices, and also give some explicit example solutions. In Section
4 we compare our solutions with the pulsating strings obtained via the “2d-dual” version
of Neumann-Rosochatius(NR) system. In Section 5 we investigate the solutions’ stability
under small fluctuations. In Section 6 we carry out a semi-classical analysis of the splitting
of these strings. We end with Section 7 discussing the connection of the kinky strings to
the 2d flat space strings with point-like longitudinal degrees of freedom [53], [54], [55], [56],
boost of the kinky solutions to give them angular momenta on S5 and comparison to the
“giant magnons” constructed in [59], as well as other interesting flat space solutions with
kinks whose AdS5 × S5 generalizations are still to be found.
2 String solutions in flat space
In this section we review classical string solutions in flat space following mainly the review
article [1]. The target space is taken to be D-dimensional Minkowski
ds2 = ηµνdX
µdXν ; ηµν = (−1, 1, ..., 1) (1)
with µ, ν = 0, 1, ..., D. The Nambu-Goto action of the string is
S = −T
∫
dτdσ
√− det hαβ ; hαβ = ηµν∂αXµ∂βXν (2)
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with α, β = 0, 1 being worldsheet indices. We use the conformal gauge
ηµν(∂τX
µ∂τX
ν + ∂σX
µ∂σX
ν) = 0
ηµν∂τX
µ∂σX
ν = 0 (3)
which as usual is written as
X˙2 +X ′2 = 0
X˙ ·X ′ = 0 (4)
and in the conformal gauge the equation of motion is
X¨µ −X ′′µ = 0 (5)
The conformal gauge still leaves some freedom which we further restrict by setting t = τ
(note t is just X0). Then the gauge condition (4) becomes
X˙2 +X′2 = 1, X˙ ·X′ = 0 (6)
while equation (5) now reads
X¨−X′′ = 0 (7)
where we have used X to denote the (D− 1)-component spatial vector. As can be seen, the
general solution
X =
1
2
[a(u) + b(v)] , (8)
with u = σ − τ, v = σ + τ , satisfies the e.o.m. for arbitrary a,b. The gauge condition (6)
imposes the constraint that
(
a(1)
)2
= 1,
(
b(1)
)2
= 1 (9)
where the superscript (1) means first derivative with respect to the argument. We shall
consider a closed string with σ going from 0 to L. Then the periodic boundary condition∫ L
0
dσX′ = 0 (we do not compactify the target space; hence there is no winding) together
with our choice to work in the string’s center of mass frame
∫ L
0
dσX˙ = 0 implies that
∫ L
0
dσ a(1) = 0,
∫ L
0
dσ b(1) = 0 (10)
Pictorially the constraints (9) and (10) mean that a(1)(u) and b(1)(v) are two curves on the
sphere SD−2 with their centers at the origin. The constraint (10) must hold at any time τ ,
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which implies that a(1),b(1) (and hence a,b) are periodic in their arguments with period L.
Using the periodicity of a,b, we can show that
X(σ +
L
2
, τ +
L
2
) = X(σ, τ) (11)
i.e., the string looks the same at τ and τ + L
2
. Next let us give some interesting examples of
solutions.
• The spiky solution
One can take the following a(1) and b(1) [8]
a(1)(u) = cos
(
2piM
u
L
)
e1 + sin
(
2piM
u
L
)
e2
b(1)(v) = − cos
(
2piN
v
L
)
e1 + sin
(
2piN
v
L
)
e2 (12)
Pictorially a(1) and −b(1) rotate with different angular frequencies. Whenever they cross
each other, X′ vanishes, X˙ has magnitude of unity, and the point on the string where this
happens moves at the speed of light. This is how a spike is developed. When M
N
is not an
integer, the string will be self-intersecting. When N
M
is an integer, more specifically, let us
take M = 1, N = n − 1, the string is not self-intersecting, and n is the number of spikes.
The solution given in eqn. (12) has its spikes pointing outward. If we flip the sign of the
first term in b(1)(v), the spikes will be pointing inward. The spiky strings considered in [2,3]
are generalizations of these solutions to AdS5 × S5. 1
• The kinky solution
Note that a(1) and b(1) do not have to be continuous functions of u and v. When they
have discontinuities, kinks are developed on the string. Let us take [9]
a(1)(u) = e1 when mL ≤ u ≤ (m+ 1
2
)L
−e1 when (m+ 1
2
)L ≤ u ≤ (m+ 1)L (13)
with m ∈ Z, and
b(1)(v) = e2 when mL ≤ v ≤ (m+ 1
2
)L
−e2 when (m+ 1
2
)L ≤ v ≤ (m+ 1)L (14)
with m ∈ Z. It is easy to see that this choice of a(1) and b(1) satisfies the constraints (9,10).
The resulting solution X lies in the X1, X2 plane and follows periodically the sequence:
square → doubled line → square →... In the remainder of this paper, we shall generalize
this solution to strings on Rt × S5.
1Just like their flat space cousins, the spiky strings in AdS5 × S5 also have continuous first derivatives
w.r.t. to worldsheet coordinates. This can be easily seen by considering the special case of two-spikes, which
is the familiar spinning folded string.
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3 String solutions on Rt × S5
3.1 Construction of the solution
We follow the notation of [36] in describing S5 as a hypersurface embedded in R6. The
equations of motion and the constraints are
XAXA = X
2
1 + ... +X
2
6 = 1
∂+∂−XA + (∂+XB∂−XB)XA = 0
∂+XA∂+XA = κ
2, ∂−XA∂−XA = κ
2 (15)
where we have taken t = κτ , and defined ξ± = 1
2
(τ ±σ) (and hence ∂± = ∂τ ±∂σ). We define
the new fields Z, X , and Y which are parametrized by
Z = X1 + iX2 = cos γe
iφ1 , X = X3 + iX4 = sin γ cosψe
iφ2 , Y = X5 + iX6 = sin γ sinψe
iφ3
(16)
which corresponds to the metric
ds2 = dγ2 + cos2 γ dφ21 + sin
2 γ(dψ2 + cos2 ψdφ22 + sin
2 ψdφ23) (17)
on S5.
We now restrict our attention to the subsector of ψ = 0, φ1 = φ2 = φ, which corresponds
to
X1 = cos γ cos φ, X2 = cos γ sinφ, X3 = sin γ cosφ, X4 = sin γ sinφ, X5 = 0, X6 = 0 (18)
(hence we are looking at an S3 ⊂ S5) then the metric becomes
ds2 = dγ2 + dφ2 (19)
which is simply a flat metric on a torus.
Denoting ∂±γ as γ± and so on, one finds that the constraints become
∂+XA∂+XA = γ
2
+ + φ
2
+ = κ
2, ∂−XA∂−XA = γ
2
− + φ
2
− = κ
2 (20)
and using
∂+XB∂−XB = γ+γ− + φ+φ− (21)
one finds the equations of motion become
∂+∂−X1 + (∂+XB∂−XB)X1 = (γ+φ− + γ−φ+)X4 − γ+−X3 − φ+−X2 = 0
∂+∂−X2 + (∂+XB∂−XB)X2 = −(γ+φ− + γ−φ+)X3 − γ+−X4 + φ+−X1 = 0
∂+∂−X3 + (∂+XB∂−XB)X3 = −(γ+φ− + γ−φ+)X2 + γ+−X1 − φ+−X4 = 0
∂+∂−X4 + (∂+XB∂−XB)X4 = (γ+φ− + γ−φ+)X1 + γ+−X2 + φ+−X3 = 0 (22)
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which are satisfied if we take
γ+− = 0, φ+− = 0, γ+φ− + γ−φ+ = 0 (23)
(We note that (23) is the sufficient condition for (22), but probably not the necessary
condition– naively one would expect to get just two equations for γ and φ, not three –
which means the solutions we shall present below are probably not exhaustive. 2 )
Setting
γ = Γ(ξ+) + Γ˜(ξ−), φ = Φ(ξ+) + Φ˜(ξ−) (24)
with Γ, Γ˜,Φ, Φ˜ being arbitrary functions satisfies γ+− = 0 and φ+− = 0. The equationγ+φ−+
γ−φ+ = 0 is now satisfied if
Γ′(ξ+)Φ˜′(ξ−) + Γ˜′(ξ−)Φ′(ξ+) = 0 (25)
(where primes stand for derivatives) which implies that
Φ′(ξ+) = qΓ′(ξ+), Φ˜′(ξ−) = −qΓ˜′(ξ−) (26)
with q being an arbitrary constant and the conformal constraints become
[
Γ′(ξ+)
]2
=
κ2
1 + q2
,
[
Γ˜′(ξ−)
]2
=
κ2
1 + q2
(27)
We shall take the range of σ to be [0, L]. Since we shall only consider solutions without
winding, we have the periodic boundary condition γ(τ, σ) = γ(τ, σ + L) and φ(τ, σ) =
φ(τ, σ + L), which are satisfied if we take Γ, Γ˜,Φ, Φ˜ to be periodic in their arguments with
the period being L
2
. In summary, the solutions are given by (24) with the conditions (26)
and (27), as well as the periodic boundary condition just mentioned. It is worth pointing
out that, due to the periodicity of Γ, Γ˜, Φ and Φ˜, Γ′, Γ˜′, Φ′ and Φ˜′ must integrate to zero
over one period. This means that Γ′ and Γ˜′ must jump between κ√
1+q2
and − κ√
1+q2
, while
Φ′ and Φ˜′ must jump between qκ√
1+q2
and − qκ√
1+q2
, i.e. they are discontinuous. As we shall
see, this discontinuity exhibited by the first derivatives of the embedding map X is a most
salient feature of our solutions.
It is easy to show that for the above solution, γ(τ+L
2
, σ+L
2
) = γ(τ, σ) and φ(τ+L
2
, σ+L
2
) =
φ(τ, σ), i.e. the string looks the same at τ and τ + L
2
. Besides, two limits we shall often
consider are the q → 0 limit, in which the string becomes folded along the γ-axis (i.e. φ = 0),
and the q →∞ limit, in which the string becomes folded along the φ-axis (i.e. γ = 0).
2In particular, by insisting on (23), we might be excluding the generalizations of the flat space pulsating
polygonal solutions which shall be discussed in Section 7.
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Let us compute the charges of the solution. The energy is given by
E = S50 =
√
λ
∫ L
0
dσ
L
(
Y5Y˙0 − Y0Y˙5
)
(28)
with Y5 = cos t and Y0 = sin t being two of the AdS5 embedding coordinates (the other four
Y1,2,3,4 all vanish), and one finds E =
√
λ κ. The angular momenta on the S5 are given by
JAB =
√
λ
∫ L
0
dσ
L
(
XAX˙B −XBX˙A
)
(29)
One finds
X1X˙2 −X2X˙1 = 1
2
(φ+ + φ−) cos
2 γ = qγ′ cos2 γ
X1X˙3 −X3X˙1 = 1
2
(γ+ + γ−) cos
2 φ =
1
q
φ′ cos2 φ
X1X˙4 −X4X˙1 = 1
2
sinφ cosφ(γ+ + γ−) +
1
2
sin γ cos γ(φ+ + φ−) =
1
q
φ′ sinφ cosφ+ qγ′ sin γ cos γ
X2X˙3 −X3X˙2 = 1
2
sinφ cosφ(γ+ + γ−)− 1
2
sin γ cos γ(φ+ + φ−) =
1
q
φ′ sin φ cosφ− qγ′ sin γ cos γ
X2X˙4 −X4X˙2 = 1
2
sin2 φ(γ+ + γ−) =
1
q
φ′ sin2 φ
X3X˙4 −X4X˙3 = 1
2
sin2 γ(φ+ + φ−) = qγ
′ sin2 γ (30)
where in the last steps of the above equations we have made use of (24) and (26) and hence
γ˙ = 1
2
(γ+ + γ−) = 1qφ
′ and φ˙ = 1
2
(φ+ + φ−) = qγ′. This means, for finite nonzero q, all
of the above expressions are total derivatives of functions of either γ or φ w.r.t to σ and
thus JAB = 0. For q = 0 or q → ∞ one can also show that JAB = 0, using the fact that∫ L
0
dσγ+ =
∫ L
0
dσΓ′(ξ+) = 2
∫ τ/2+L/2
τ/2
dξ+Γ′(ξ+) = 0 ((see the paragraph below equation
(27))), and similarly
∫ L
0
dσγ− = 0,
∫ L
0
dσφ+ = 0, and
∫ L
0
dσφ− = 0. In summary, the string
solutions we consider do not carry any angular momentum.
3.2 Higher charges of the solutions via Ba¨cklund Transformation
In this subsection we investigate the infinite number of local commuting charges generated
via Ba¨cklund transformation, following [29] and [30]. To avoid confusion with the spherical
coordinate, we shall use s, instead of the commonly used γ, to denote the spectral parameter.
The Ba¨cklund transformation is given by
2s2∂+(X(s) +X) = (1 + s
2)(X(s) · ∂+X)(X(s)−X)
2∂−(X(s)−X) = −(1 + s2)(X(s) · ∂−X)(X(s) +X) (31)
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together with the normalization conditions
X(s = 0) = X, X(s) ·X(s) = 1, X(s) ·X = 1− s
2
1 + s2
(32)
It is readily shown that X(s) satisfies the same e.o.m.’s and constraints (15) as X .
Local conservation laws are derived by contracting the first equation of (31) with ∂−X
and the second equation with ∂+X and then adding the two equations, giving
∂τ
(
s2X(s) · ∂−X +X(s) · ∂+X
)
+ ∂σ
(
s2X(s) · ∂−X −X(s) · ∂+X
)
= 0 (33)
which leads to the conserved quantity
E(s) ≡
∫ L
0
dσ
2L
[
sX(s) · ∂+X + s3X(s) · ∂−X
]
(34)
Expanding X(s) as a power series in s
X(s) =
∞∑
k=0
X(k)sk (35)
we can use E(s) as a generating function of an infinite number of local charges Ek
E(s) =
∞∑
k=2
Eksk (36)
where
Ek =
∫ L
0
dσ
2L
[
X(k−1) · ∂+X +X(k−3) · ∂−X
]
, k ≥ 2 (37)
and X(k) = 0 for k negative.
To evaluate the local charges it is preferable to have an exact solution for X(s), when
this is unavailable can find the solution as a power series expansion in s. Equations (3.16)
to (3.18) of [30] give such an expression for a perturbative solution X(s) =
∑
X(k)sk using
as their trial or bare solutions, X , the folded or circular string. However, when the X ’s are
themselves continuous but have discontinuous ∂+X and ∂−X (which is the case for the kinky
solutions that are of primary interest in this paper), that expression is incorrect and gives
discontinuous and even singular X(k) for higher k’s. We shall now illustrate this with the
q = 0 case, which gives φ = 0, and where we will be able to find an exact solution to the
Ba¨cklund transformation. Our solution corresponds to
X1 = cos γ, X3 = sin γ, X2 = X4 = X5 = X6 = 0 (38)
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and is simply the O(2) sigma model. Now the normalization condition alone determines the
solution. Let us make the ansatz
X1(s) = cos γ(s), X3(s) = sin γ(s), X2(s) = X4(s) = X5(s) = X6(s) = 0 (39)
then
X(s) ·X = cos(γ(s)− γ) = 1− s
2
1 + s2
(40)
Defining s = tan β
2
, we obtain an 3 exact solution to the Backlund transformation
γ(s) = γ + β = γ + 2 arctan(s) (41)
giving
X1(s) =
1− s2
1 + s2
cos γ − 2s
1 + s2
sin γ, X3(s) =
1− s2
1 + s2
sin γ +
2s
1 + s2
cos γ (42)
It can be explicitly checked that the above X(s) satisfies (31). It is clear that X(s) corre-
sponds to a rotation of X in the 13 plane. Hence we see that X(s) indeed admits a power
expansion around s = 0: X(s) =
∑∞
k=0X
(k)sk with X(k) = 1
k!
dkX(s)
dsk
|s=0, which gives
X
(1)
1 = −2 sin γ, X(2)1 = −2 cos γ, X(3)1 = 2 sin γ, ... (43)
Let us compare this with the perturbative solution given by (3.16) to (3.18) of [30], which
we denote as X˜(k)
X˜
(1)
1 =
2∂+X1
κ
= −2 sin γ ∂+γ
κ
X˜
(2)
1 =
2∂2+X1
κ2
= −2 cos γ (∂+γ)
2
κ2
− 2 sin γ ∂
2
+γ
κ2
= −2 cos γ − 2 sin γ ∂
2
+γ
κ2
(44)
where in the second equation we have used the fact (∂+γ)
2 = κ2 (see (27)). We see that X˜
(1)
1
differs from X
(1)
1 by the factor
∂+γ
κ
(which alternates between +1 and −1 over one period)
and is thus discontinuous, X˜
(2)
1 differs from X
(2)
1 by a term involving ∂
2
+γ and thus exhibits
delta-functional singularity. We omit the explicit expressions here, but one can readily check
that X˜
(3)
1 differs from X
(3)
1 by the factor
∂+γ
κ
as well as terms involving ∂2+γ and ∂
3
+γ and is
thus more singular. Similarly, higher and higher X˜
(k)
1 ’s contain higher derivatives of γ and
exhibit worse singular behavior. Hence we see that X˜
(k)
1 cannot be the right solution because
the string should have a continuous profile order by order in s. This illustrates a subtlety
3There is at least one other solution which can be obtained by letting s → −s. It is clear that this is a
solution as the Ba¨cklund equations are even in s. In our case it is straightforward to also find this solution
and the charges are trivially related to those described below.
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when solving the Ba¨cklund transformation order by order in s: at each order there might
be more than one solution satisfying equation (31) (both X
(k)
1 and X˜
(k)
1 above satisfy the
equation) , and one has to choose the solution that gives a continuous string profile at each
order (in our case it is X
(k)
1 ).
Let us now compute the generating function of local charges E(s) for the q = 0 case. One
readily finds, using the exact solution X(s) we have
E(s) =
∫ L
0
dσ
2L
[
sX(s) · ∂+X + s3X(s) · ∂−X
]
=
∫ L
0
dσ
2L
(
s∂+γ + s
3∂−γ
)
sin β = 0 (45)
where in the last step we have used the fact that
∫ L
0
dσ∂+γ =
∫ L
0
dσΓ′(ξ+) = 2
∫ τ/2+L/2
τ/2
dξ+Γ′(ξ+) =
0 (see the paragraph under (27)) and similarly
∫ L
0
dσ∂−γ = 0. Hence we see that all the
higher charges Ek vanish. The q =∞ case is completely analogous.
The above construction can be generalized to the case of nonzero and finite q. We make
the ansatz
X1(s) = cos γ(s) cosφ(s), X2(s) = cos γ(s) sinφ(s), X3(s) = sin γ(s) cosφ(s),
X4(s) = sin γ(s) sinφ(s), X5(s) = X6(s) = 0 (46)
and from the normalization condition we have,
X(s) ·X = cos(γ(s)− γ) cos(φ(s)− φ)
=
1− s2
1 + s2
. (47)
We further assume that γ(s) = γ + a(s) and φ(s) = φ + b(s), where a, b are independent of
(τ, σ). Then the normalization condition becomes
cos a cos b =
1− s2
1 + s2
(48)
Also notice
X(s) · ∂+X = γ+ sin a cos b+ φ+ cos a sin b
X(s) · ∂−X = γ− sin a cos b+ φ− cos a sin b (49)
Using the facts s2 = 1−cos a cos b
1+cos a cos b
, φ+ = qγ+, φ− = −qγ−, and going through a series of
trigonometry identities, we can simplify the Ba¨cklund transformation (31) and find that it
is satisfied when
q sin a = sin b (50)
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For example, the first equation in (31) for A = 1 becomes
[sin γ sinφ(s)− sin γ(s) sinφ](q sin a− sin b) = 0 (51)
Then using equation (49) and the fact
∫ L
0
dσγ± = 0,
∫ L
0
dσφ± = 0, we conclude that E(s)
defined in (34) vanishes identically.
In summary, we have found the exact solution to the Ba¨cklund transformation, which
corresponds to shifting γ and φ by a(s) and b(s) respectively, with a, b determined by
cos a cos b = 1−s
2
1+s2
and q sin a = sin b. The generating function E(s) turns out to always
vanish, hence so do all the local charges Ek.
3.3 Higher Charges via Monodromy Matrix
A second method for constructing conserved charges of an integrable systems is to expand the
eigenvalues of the monodromy matrix in powers of the spectral parameter about its singular
points. We shall work in the formulation of SU(2) principal chiral model following [31]. The
SU(2) principal chiral field is
g =
(
X1 + iX2 X3 + iX4
−X3 + iX4 X1 − iX2
)
=
(
Z1 Z2
−Z¯2 Z¯1
)
∈ SU(2) (52)
The su(2)-algebra valued right currents are defined as j = −g−1dg (notice that our definition
of j differs from that of [31] by an overall sign), which can be shown to satisfy
∂+j− + ∂−j+ = 0, ∂+j− − ∂−j+ − [j+, j−] = 0 (53)
One can define a one-parameter family of currents J(x)
J±(x) =
j±
1∓ x (54)
which has vanishing curvature
∂+J− − ∂−J+ − [J+, J−] = 0 (55)
due to eqn.’s (53). Let us consider the Wilson line defined as
Ω(σ1, σ2) ≡ Pe
∫ σ1
σ2
dσJσ(σ) = Pe
∫ σ1
σ2
dσ 1
2
(
j+
1−x
− j−
1+x
)
(56)
where σ1 > σ2 and P stands for path ordering, putting larger values of σ on the left. Ω(σ1, σ2)
as defined above has the properties
∂σ1Ω(σ1, σ2) = Jσ(σ1)Ω(σ1, σ2) (57)
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and
Ω(σ1, σ2)Ω(σ2, σ3) = Ω(σ1, σ3), σ1 > σ2 > σ3 (58)
The monodromy matrix is the Wilson loop Ω(L, 0). The vanishing of the curvature of J
implies that under time evolution the monodromy matrix only undergoes conjugation, hence
its eigenvalues are conserved quantities.
For the solutions constructed in Section 3.1,
g =
(
cos γeiφ sin γeiφ
− sin γe−iφ cos γe−iφ
)
(59)
and
j = −i [σ1(sin 2γ)dφ+ σ2dγ + σ3(cos 2γ)dφ] (60)
with σ1,2,3 being the standard Pauli matrices. Let us first consider the simplest case of
q = 0 and q = ∞. In the q = 0 case, γ 6= 0 and φ = 0. This leads to j = −iσ2dγ, and
Jσ =
1
2
(
γ+
1−x − γ−1+x
)
(−iσ2). Since Jσ’s at different values of σ commute, no path ordering is
necessary. This gives
Ω(σ1, σ2) = e
∫ σ1
σ2
dσ 1
2(
γ+
1−x
− γ−
1+x)(−iσ2) (61)
Due to the fact
∫ L
0
dσγ± = 0, the monodromy matrix Ω(L, 0) = 12×2 in this case. The q =∞
case is similar. Now j = −iσ3dφ, Jσ = 12
(
φ+
1−x − φ−1+x
)
(−iσ3), and
Ω(σ1, σ2) = e
∫ σ1
σ2
dσ 1
2
(
φ+
1−x
− φ−
1+x
)(−iσ3)
(62)
which again leads to Ω(L, 0) = 12×2, using the fact
∫ L
0
dσφ± = 0.
Next let us consider a general nonzero finite value of q. Using the facts φ+ = qγ+, φ− =
−qγ−, we find
j± = ∓iγ±
(
σ1q sin 2γ ± σ2 + σ3q cos 2γ) (63)
and hence
Jσ = −i
(
σ1qf sin 2γ + σ2w + σ3qf cos 2γ
)
(64)
where we have defined the functions f, w as
f =
1
2
(
γ+
1− x +
γ−
1 + x
)
, w =
1
2
(
γ+
1− x −
γ−
1 + x
)
(65)
12
One salient feature of our solutions is the discontinuities exhibited in γ±(see the paragraph
below equation (27)). Thus we divide the string into segments. In each segment, γ± are
constant, and so ∂σγ =
1
2
(γ+ − γ−) is also constant. This means that in each segment f, w
are constant and the σ-dependence of Jσ comes purely from γ, which is a linear function
of σ. Going from one segment to the next, γ+, γ−, or both, jump and consequently f, w
and ∂σγ jump from one value to another. This suggests we should compute the monodromy
matrix in a piecewise manner
Ω(L, 0) = Ω(σ0 = L, σ1)Ω(σ1, σ2)...Ω(σm−1, σm = 0) (66)
where σ1, σ2, ..., σm−1 are values of σ at which γ+, γ−, or both, jump. Let us solve
∂σΩ(σ, σk+1) = Jσ(σ)Ω(σ, σk+1), σk+1 < σ < σk (67)
for k = 0, 1, ..., m − 1. This can be done by defining the auxiliary 2-component “wave-
function” Ψ(σ)
Ψ(σ) ≡ Ω(σ, σk+1)Ψ(σk+1) (68)
with Ψ(σk+1) being an arbitrary constant 2-component vector. We see that
∂σΨ(σ) = Jσ(σ)Ψ(σ) (69)
Given the expression of Jσ in (64) and the fact that f, w, ∂σγ are all constant in the interval
(σk+1, σk), this problem is simply a textbook one of solving the Schrodinger equation for
a spin-1/2 particle in a rotating magnetic field. Using the identity σ3 cos 2γ + σ1 sin 2γ =
e−iγσ
2
σ3eiγσ
2
and going to the rotating frame Ψ = e−iγσ
2
Ψ˜, one readily solves this Schrodinger
equation and finds
Ω(σ, σk+1) = e
−iγ(σ)σ2e−i{(w(k)−∂σγ(k))σ2+qf(k)σ3}(σ−σk+1)eiγ(σk+1)σ2 (70)
where we have added the superscript (k) to f, w, ∂σγ to make it explicit that these are their
(constant) values in the segment σk+1 < σ < σk. Thus we have
Ω(σk, σk+1) = e
−iγ(σk)σ2e−i{(w(k)−∂σγ(k))σ2+qf(k)σ3}(σk−σk+1)eiγ(σk+1)σ2 (71)
and in turn
Ω(L, 0) =
e−iγ(σ0)σ
2
e−i{(w(0)−∂σγ(0))σ2+qf(0)σ3}(σ0−σ1)...e−i{(w(m−1)−∂σγ(m−1))σ2+qf(m−1)σ3}(σm−1−σm)eiγ(σm)σ2
(72)
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One final simplification comes from the observation that
w − ∂σγ = 1
2
(
γ+
1− x −
γ−
1 + x
)
− 1
2
(γ+ − γ−) = x1
2
(
γ+
1− x +
γ−
1 + x
)
= xf (73)
which implies
(w(k) − ∂σγ(k))σ2 + qf (k)σ3 = f (k)(xσ2 + qσ3), (74)
which commute between different segments. Using this fact, we find
Ω(L, 0) = e−iγ(σ0)σ
2
e−i(xσ
2+qσ3)
∑m−1
k=0 f
(k)(σk−σk+1)eiγ(σm)σ
2
(75)
and we note that
m−1∑
k=0
f (k)(σk − σk+1) =
∫ L
0
dσf =
∫ L
0
dσ
1
2
(
γ+
1− x +
γ−
1 + x
)
= 0 (76)
using
∫ L
0
dσγ± = 0. Also noticing that γ(σ0 = L) = γ(σm = 0), we finally conclude that
Ω(L, 0) = 12×2 (77)
In summary, we have shown that the monodromy matrix is simply the identity matrix for
all the solutions constructed in Section 3.1.
Now that we have shown for the kinky solutions the monodromy matrix is trivial, and
hence the quasi-momentum p(x) defined by trΩ(L, 0; x) = 2 cos p(x) is identically zero (mod-
ulo 2pim, m being an integer), we would like to comment on the previous constructions which
found that the quasi-momentum has poles at x = ±1 with the residue being −piκ. The ar-
gument behind this claim is as follows (see e.g. [33]). One can diagonalize j± to j
diag
± , then
as x→ ±1 we can drop the path ordering and
trΩ(L, 0; x)→ tr
(
e
∫ L
0 dσ
±1
2
j
diag
±
1∓x
)
= tr

exp
(
±1
2(1∓x)
∫ L
0
dσ iλ
)
0
0 exp
(
±1
2(1∓x)
∫ L
0
dσ (−iλ)
)


= 2 cos
(
1
2(1∓ x)
∫ L
0
dσ λ
)
(78)
where we have written
jdiag± =
(
iλ 0
0 −iλ
)
(79)
This implies that p(x) has a pole at x = ±1 with the residue being −1
2
∫ L
0
dσ λ. Meanwhile
notice that
tr(j2±) = −2∂+XA∂+XA = −2κ2 (80)
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by virtue of the conformal gauge constraint, which implies λ2 = κ2. The argument is then
that λ is a σ-independent constant, either κ or −κ, over the entire string length and this
then gives a residue −Lκ
2
= −piκ (setting L = 2pi). However, this construction excludes the
case when j = −g−1dg is not continuous (in fact it does not have to be continuous, since it
involves first derivatives of string embedding X(τ, σ)). We can have step functions in j and
still get a continuous string profile X , which seems to be a sensible solution. This means λ
does not have to be a σ-independent constant: it can jump between κ and −κ as we move
from one segment of the string to another. This is exactly what is happening for the kinky
string. Take the q = ∞ case for example (in this case, j± = −iσ3φ± is already diagonal).
We see that the eigenvalue λ = −φ±(σ), which can have an arbitrary pattern of jumps and
integrates to zero over the whole string length, giving a vanishing residue. The moral of the
story for the q = 0 and general nonzero finite q cases is the same.
Given that the monodromy matrix for our solutions is always trivial, it would seem that
the usual local and non-local charges which are found by expanding in powers of the spectral
parameter are all vanishing. It is interesting to see if we can find other, non-trivial, charges.
The class of local charges constructed for principal chiral models based on the invariant
tensors of the underlying algebra (see for example [43] , [44], [45]) are one possibility. In
particular, it is easy to see from the equations of motion (53) that
∂−Tr
(
jm+
)
= ∂+Tr
(
jm−
)
= 0 (81)
for all m. These classically conserved charges are in involution with the non-local Yangian
symmetries of the principal chiral model and indeed may survive to the quantum theory.
Unfortunately for us while they are not all zero they are essentially trivial.This can be seen
as follows: taking the diagonalized form of j± as in (79), we see that for odd m the traces
Tr(jm± ) vanish, while for even m we get Tr(j
m
± ) = 2(−1)m/2κm (using the fact λ2 = κ2, see
(80)), which are the same for all of our solutions. However, as mentioned in [44] it is possible
to consider differentials of these charges, for example it is clear from equation (53) that
Tr
(
jm+
)
∂p+Tr (j
q
+) and Tr
(
jm−
)
∂p−Tr (j
q
−) (82)
are conserved. Of course as the traces are vanishing or constant we might suppose that
these charges are also vanishing. However given the kinky feature of our solutions there is
an ambiguity involved in their definition. Let us evaluate a simple case, Tr (j+∂+j+), on our
solution,
j+ = −iqγ+
(
cos 2γ sin 2γ − i
q
sin 2γ + i
q
− cos 2γ
)
. (83)
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For our solutions ∂2+γ = 0 everywhere except at the kinks where
∂2+γ =
±2κ√
1 + q2
δ
(
ξ+kink
)
(84)
with the sign corresponding to whether the value of γ+ increases or decreases as we cross
the kink. We thus find the conserved charge
Q =
∫
dσ Tr (j+∂+j+)
= −4κ
√
1 + q2
∑
kinks
±γ+|kinks. (85)
This leads us to the question of what exactly is the value of γ+ at the kinks? In order for the
Virasoro constraints to be satisfied it must be ±κ√
1+q2
however the sign is somewhat arbitrary.
If we choose it to be always positive we find the above charge to be vanishing for an even
number of kinks. However if we choose the sign of γ+ at each kink to correspond to that of
∂2+γ we get a non-vanishing result, which, while it is independent of q does depend on the
number of kinks. Currents involving more derivatives will result in more singular charges
while currents with more powers of j± result in simple powers of the overall coefficient.
3.4 Example Solutions
In this section we give some example solutions which have n evenly spaced jumps in the
worldsheet first derivatives.
Example I
Take Γ′(ξ+) = f(ξ+) and Γ˜′(ξ−) = f(ξ−) with
f(ξ) =
κ√
1 + q2
for
mL
2
< ξ <
mL
2
+
L
4
f(ξ) = − κ√
1 + q2
for
mL
2
+
L
4
< ξ <
mL
2
+
L
2
(86)
(m ∈ Z) This leads to
γ = F (ξ+) + F (ξ−), φ = q
[
F (ξ+)− F (ξ−)] (87)
with F (ξ) =
∫ ξ
L/8
f(ξ˜)dξ˜. The time evolution of the string’s profile is as follows: at τ = 0,
the string is folded and lies on the γ-axis, extending from γ = − κ√
1+q2
L
4
to γ = κ√
1+q2
L
4
; at
τ = L
8
, the string is a rectangle, with its four vertices being (γ, φ) = (± κ√
1+q2
L
8
,±q κ√
1+q2
L
8
);
at τ = L
4
, the string is folded and lies on the φ-axis, extending from φ = −q κ√
1+q2
L
4
to
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φ = q κ√
1+q2
L
4
. See Figure 1 (Plots made using Mathematicar). When we take the special
case of q = 0, we get a folded string pulsating on the γ-axis; when we take q →∞, we get a
folded string pulsating on the φ-axis.
We can modify the solution by introducing a constant “phase shift” ∆, i.e. taking
Γ′(ξ+) = f(ξ+) and Γ˜′(ξ−) = f(ξ− +∆) with f(ξ) the same as before. As can be seen, the
solution obtained this way is related to the old solution via
γnew(τ, σ) = γold(τ +∆, σ −∆), φnew(τ, σ) = φold(τ +∆, σ −∆) (88)
which means that adding the phase shift merely corresponds to a shift in τ .
Example II
Let us generalize the above example by introducing an additional parameter n. Take
Γ′(ξ+) = f(ξ+), Γ˜′(ξ−) = f(nξ−) (89)
with n being a positive integer, and f(ξ) the same as before. This leads to
γ = F (ξ+) +
1
n
F (nξ−), φ = q
[
F (ξ+)− 1
n
F (nξ−)
]
(90)
Taking the special case of n = 1 we get back example I. For n > 1, in general we get self-
crossing strings. See Figure 2 for the n = 2 case. One thing worth pointing out is, when
n > 1 the string never shrinks to a point, not even in the special cases of q = 0,∞ (while
when n = 1 the string shrinks to a point at τ = L
4
for q = 0, and at τ = 0 for q = ∞), due
to the 1
n
factor in front of the right moving part F (nξ−).
What is quite interesting is the large n limit. In this limit, γ ≈ F (ξ+), φ ≈ qF (ξ+), and
the string looks roughly like a static straight line extending from
(
γ = − κ√
1+q2
L
8
, φ = −q κ√
1+q2
L
8
)
and
(
γ = κ√
1+q2
L
8
, φ = q κ√
1+q2
L
8
)
. However, when zooming in, one sees a lot of small rect-
angles oscillating very rapidly (with period δτ ∼ L
2n
), which come from the right moving
part 1
n
F (nξ−). These fast oscillating tiny kinks account for the acceleration caused by the
string’s tension and prevent the string from contracting. See Figure 3 and Figure 4.
4 Comparison with the “2d-dual” version of NR sys-
tem
In this section, we shall compare our solutions given in Section 3.1 with the “2d-dual”
of Neumann-Rosochatius(NR) system and show their differences. As explained in [37, 38],
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interchanging the roles of the worldsheet coordinates τ and σ (the “2d-dual” version) turns
rigidly rotating strings into pulsating strings. Let us briefly review this material below.
The rotating string ansatz on S5 is
X1 + iX2 = z1(σ)e
iω1τ , X3 + iX4 = z2(σ)e
iω2τ , X5 + iX6 = z3(σ)e
iω3τ (91)
with zi(σ) = ri(σ)e
iαi(σ), i = 1, 2, 3. Interchanging τ ↔ σ we get the pulsating string ansatz
X1 + iX2 = z1(τ)e
im1σ, X3 + iX4 = z2(τ)e
im2σ, X5 + iX6 = z3(τ)e
im3σ (92)
with zi(τ) = ri(τ)e
iαi(τ), i = 1, 2, 3. Periodicity of the X ’s implies that the mi’s must be
integers. Plugging this ansatz into eqn. (15), we find the unit modulus condition becomes
3∑
i=1
r2i = 1 (93)
the conformal gauge conditions become
3∑
i=1
(
r˙2i + r
2
i α˙
2
i + r
2
im
2
i
)
= κ2
3∑
i=1
mir
2
i α˙i = 0 (94)
and the equations of motion become
r¨i − riα˙2i +
(
m2i − Λ
)
ri = 0
riα¨i + 2r˙iα˙i = 0 (95)
with −Λ =∑3i=1 (r˙2i + r2i α˙2i − r2im2i ). Integrating the above equation of motion for αi once
we get three constants of motion (which are angular momenta)
r2i α˙i = Ji = const (96)
The resulting class of pulsating strings are described by the effective particle-mechanics
Lagrangian of the NR integrable system and can be studied in details, for example, one
can take the oscillation “level number” N to be large and consider the λ
N2
expansion of the
string’s energy.
The above pulsating string ansatz only gives a subset of all the solutions on S5, which
is due to the fact that it has a relatively simple σ-dependence (eimiσ) and its τ -dependence
and σ-dependence are “separated”. In particular, the solutions constructed in Section 3.1
depend on both left and right moving coordinates τ±σ in a crucial manner and hence are not
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included in the NR system pulsating string ansatz. We now illustrate this point by focusing
on solutions lying completely in the X1−X2 plane. For the NR system, this corresponds to
setting r2 = 0, r3 = 0, which leads to r1 = 1. The conformal gauge conditions become
α˙21 +m
2
1 = κ
2, m1α˙1 = 0 (97)
The equations of motion for the αi’s give
J1 = α˙1, J2 = 0, J3 = 0 (98)
while the equations of motion for the ri’s are automatically satisfied. Hence there are only
two possible solutions depending on what value the angular momentum J1 takes. If we
choose J1 6= 0, i.e. α˙1 6= 0, then the second equation of the conformal gauge conditions gives
m1 = 0 and we get
X1 + iX2 = e
iα1 = ei(J1τ+α1(0)) (99)
which is a point-like string orbiting on the S1 in the X1 −X2 plane, with an energy (using
the first equation of the conformal gauge conditions) E√
λ
= κ = |J1|. If we choose J1 = 0,
i.e. α˙1 = 0, then the first equation of conformal gauge conditions gives κ = |m1| and we get
X1 + iX2 = e
iα(0)+m1σ (100)
which is a static string wound m1 times around the S
1 in the X1 − X2 plane. Next let
us look at the solution given as Example I of Section 3.4 with q = ∞, n = 1. This gives
γ = 0, φ(τ, σ) = Φ(ξ+) + Φ˜(ξ−) 6= 0, which is a folded string pulsating on the φ-axis with
its center at rest and its length (in terms of the range of φ) changing periodically between 0
and κL
2
(see Section 3.4). Translating to the embedding Cartesian coordinates this is
X1 + iX2 = e
iφ(τ,σ), X3 + iX4 = 0, X5 + iX6 = 0 (101)
describing a folded string pulsating on the S1 in the X1−X2 plane with its length changing
periodically. This solution is obviously distinct from the point-like string and the static
wound string obtained from the NR system.
5 Fluctuation Spectrum
Given a classical solution of the string equations of motion it is naturally of interest to
study the fluctuations in this background and for other semi-classical strings this has proved
possible in some cases e.g. [11, 13]. It is possible to consider fluctuations about the most
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general kinky string solution that we found above, however the formula are complicated and
the resulting fluctuation action has non-constant coefficients. We will restrict our attention
to the simple case of the pulsating folded string and in particular the q → ∞, n = 1 case
(Example I in Section 3.4). Starting from the Lagrangian
L = −
√
λ
4pi
Gµν∂αX
µ∂αXν (102)
in conformal gauge and with the metric (here let us consider the only the time and sphere
part)
ds2 = −dt2 + dγ2 + cos2 γ dφ21 + sin2 γ
(
dψ2 + cos2 ψ dφ22 + sin
2 ψ dφ23
)
. (103)
We define the fields φ = 1
2
(φ1 + φ2), φˆ =
1
2
(φ1 − φ2) and expand t = κτ + t˜, φ = φ0 + φ˜,
φˆ =
˜ˆ
φ and γ = γ˜. It does not matter what values ψ and φ3 take in the classical solution so
we do not expand these fields. We get
Gµν∂αX
µ∂αXν = κ2 + 2κ∂τ t˜ + (∂φ˜)
2 + (∂γ˜)2 +
(
1− γ˜
2
2
)2
(∂φ0 + φ˜+
˜ˆ
φ)2
+γ˜2((∂ψ)2 + sin2 ψ∂φ23) + γ˜
2 cos2 ψ(∂φ0)
2. (104)
where (∂A)2 = −(∂τA)2+(∂σA)2. We now write the fluctuations of the spherical coordinates
in terms of Cartesian variables xi
(∂γ˜)2 + γ˜2(∂ψ2 + sin2 ψ∂φ23) =
3∑
i=1
(∂xi)2
γ˜2 =
3∑
i=1
(xi)2 (105)
and so quadratic fluctuation action is
L ∼ −(∂t˜)2 + (∂φ˜)2 + (∂ ˜ˆφ) +
3∑
i=1
(∂xi)2 + (−1 + cos2 ψ)(∂φ0)2(xi)2. (106)
However for the simple folded string we do not need to introduce the new coordinate φ
but rather we can simply expand about the solution t = κτ + t˜, φ1 = φ0+ φ˜1 and γ = 0 with
the rest of the coordinates being arbitrary. We thus find for the quadratic fluctuations
L ∼ −(∂t˜)2 + (∂γ˜)2 +
(
1− γ˜
2
2
)2
(∂φ0 + ∂φ˜1)
2 + γ˜2(∂Ω3)
2. (107)
Where Ω3 represents the angles on a three sphere and as before we introduce Cartesian
variable (∂γ˜)2 + γ˜2(∂Ω3)
2 =
∑4
i=1(∂x
i)2. We now have
L ∼ −(∂t˜)2 + (∂φ˜1)2 +
4∑
i=1
(∂xi)2 − (∂φ0)2(xi)2. (108)
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Explicitly, we expand about the solution γ = 0 and φ1 = qF (ξ
+) − qF (ξ−) and F (ξ) =∫ ξ
0
f(ξ˜)dξ˜ with the f ’s as in (86) and we take q → ∞. Our solution breaks into different
regions given by
Region I 0 ≤ ξ+ ≤ L
4
0 ≤ ξ− ≤ L
4
φ1 = κσ
Region II 0 ≤ ξ+ ≤ L
4
L
4
≤ ξ− ≤ L
2
φ1 = κ(τ − L/2)
Region III L
4
≤ ξ+ ≤ L
2
0 ≤ ξ− ≤ L
4
φ1 = −κ(τ − L/2)
Region IV L
4
≤ ξ+ ≤ L
2
L
4
≤ ξ− ≤ L
2
φ1 = −κσ.
(109)
Thus the bosonic fluctuations of the S5 coordinates in region II are described by,
L = − 1
4pi
( 4∑
i=1
(−∂τx2i + ∂σx2i + κ2x2i )− κ2 − 2λ
1
4κ∂τ φ˜1 − ∂τ φ˜21 + ∂σφ˜21
)
(110)
where we see that the transverse coordinates have a positive mass term just as is found in
the BMN limit, moreover the fluctuations in region III are the same except that the sign of
the term linear in ∂τφ1 is positive. However in regions I and IV we find the the mass term
for the transverse coordinates is negative. For example in region I
L = − 1
4pi
( 4∑
i=1
(−∂τx2i + ∂σx2i − κ2x2i ) + κ2 + 2λ
1
4κ∂σφ˜1 − ∂τ φ˜21 + ∂σφ˜21
)
(111)
with region IV having a different sign on the term linear in ∂σφ1. The fluctuations on the
AdS5 are straightforward
LAdS = − 1
4pi
(
κ2 + 2κ∂τ t˜ + ∂τ t˜
2 − ∂σ t˜2 +
4∑
i=1
(−∂τz2i + ∂σz2i + κ2z2i )
)
(112)
where we here use the Cartesian coordinates made from fluctuations in the radial direction ρ
and the angular coordinates of the S3 inside AdS5, here the mass term is of course positive.
We would like to remove the longitudinal fluctuations and to this end we consider the Virasoro
constraints to linear order in fluctuations where we once again find different relations in
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different regions
Region I ∂τ t˜ = ∂σφ˜, ∂σ t˜ = ∂τ φ˜
Region II ∂τ t˜ = ∂τ φ˜, ∂σ t˜ = ∂σφ˜
Region III ∂τ t˜ = −∂τ φ˜, ∂σ t˜ = −∂σφ˜
Region IV ∂τ t˜ = −∂σφ˜, ∂σ t˜ = −∂τ φ˜.
(113)
Thus the fluctuations in the φ direction can be related to those in the time direction which
we can remove by rescaling the worldsheet time coordinate such that t = κτ . Our final result
is that we find a simple theory of transverse bosons in a quadratic potential. This potential
corresponds to a simple real mass term in certain regions of the worldsheet though in others
it corresponds to an imaginary mass. This imaginary mass is suggestive of the fact that our
solution may not be stable. We should now proceed to solve the equations of motion for
these varying quadratic potentials and explicitly check for tachyonic modes, however this is
a little complicated so we will postpone it for future work and instead consider some of the
possibilities for string decay.
6 Decay of the string
The decay of highly excited strings in flat space has been under investigation for some time,
recent works being, for example, [46,47,48,49,50] . Let us first review these flat space results
to gain some intuition. In [46] very massive closed strings which are maximum angular
momentum eigenstates were considered, and its quantum decay rate was obtained from a
one-loop calculation. It was found that the dominant decay channel is when M1,M2 (masses
of the two outgoing states) are both of the same order as M (mass of the initial string) and
are restricted along a curve M2 = F (M1), with the decay rate given by Γ(M1,M2) ∼ M−4.
The sub-dominant channel is when one of the outgoing states is massless and the other one
is very massive, with Γ(M1 ∼ M,M2 = 0) ∼ M−5. The decay rates of all other channels,
such as (M1,M2) being off the curve M2 = F (M1), or the two outgoing states both being
massless, are exponentially suppressed. When all the decay channels were summed up, the
lifetime of initial string state was found to be T ∼M . The initial highly excited string with
maximum angular momentum can be represented as a spinning folded string, and a semi-
classical analysis was carried out in [47] for the splitting of such a string into two strings.
The masses M1,M2 of the outgoing strings were expressed as functions of σb, the point at
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which the initial string splits, and then σb was eliminated to give a relation M2 = F˜ (M1).
Amazingly, it was found that the quantum and semi-classical analysis give the same relation,
i.e., F and F˜ are identical.
In [48], decay in flat space of very massive string states which are not maximum angular
momentum eigenstates was considered. In general, these strings are not folded: they are
rotating ellipses and their deformations. Since for these strings there is never a contact
between two different points of the string, they will not break classically. Indeed, the one-
loop computation of [48] showed that the dominant decay channel is the emitting of massless
particles, i.e. one outgoing state being massless while the other outgoing state being massive.
All other channels, such as string splitting where both outgoing states are massive, are
exponentially suppressed. Among these string states, the special case of a rotating circular
string was found to be most stable, with a lifetime T ∼ M5. In [49] it was shown that the
decay of this rotating circular string can be described by regarding it as a classical radiating
antenna. The more recent work [50] constructed flat space string solutions which are rotating
and pulsating ellipses that become folded at an instant of time. These strings can break at
the moment they become folded. [50] showed that the quantum decay rate of the massive
channel for these strings agrees with a semi-classical analysis of their splitting. Other flat
space string configurations, such as those having two points that get in contact at an instant
of time, and their breaking were also investigated in [50].
It is natural to consider the generalization from flat space to AdS5 × S5. For example,
a similar analysis of the splitting of the folded two-spin string solution of [52] was carried
out in [51]. We shall consider the two-parameter (q, n) family of strings given in Section 3.4,
which is expected to have various breaking patterns similar to those in flat space. When
q = 0 or q = ∞ the string is folded all the time and can break at any moment. When q is
nonzero and finite the string is folded at an instant of time. Furthermore, when n > 1 the
string becomes self-intersecting, for example, as depicted in the second plot of Figure 2 for
the n = 2 case. Below let us first consider the splitting of the string using a semi-classical
analysis. As in flat space this should shed light on the massive decay channels of the quantum
process.
6.1 Splitting of the n = 1 string solutions
At any given time, the string can spontaneously split if two points on the string labeled by σ
and σ˜ have the same locations in the target space, namely γ(τ, σ) = γ(τ, σ˜), φ(τ, σ) = φ(τ, σ˜).
Let us first look at the q = ∞ case where the string is folded along the φ-axis. Using the
fact that f(ξ + L
4
) = −f(ξ) and F (ξ + L
4
) = −F (ξ) one sees that at any given time, the
points labeled by σ and L
2
− σ have the same φ (and also the same φ˙). Hence let’s suppose
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the string splits at a point labeled by σb (and
L
2
− σb) at time τb. See Figure 5. We compute
the charges of the two outgoing pieces I and II by evaluating them at time τb just before the
string splits. The energies are
EI =
√
λ
∫ L
2
−σb
σb
dσ
L
κ =
√
λ κ
(
1
2
− 2σb
L
)
, EII =
√
λ κ
(
1
2
+
2σb
L
)
(114)
The angular momenta are
JI12 =
√
λ
∫ L
2
−σb
σb
dσ
L
1
2
(φ+ + φ−) = −2
√
λ
L
q
[
F (
τb + σb
2
) + F (
τb − σb
2
)
]
(115)
(where it is understood that the q →∞ limit is taken) and JII12 = −JI12. All other components
JI,IIAB = 0. There is a clear interpretation of this: before splitting, the string pulsates along
the φ direction, namely, it lies on a circle in the X1−X2 plane with its center of mass at rest
and its length changing periodically; after the splitting, one piece goes counter-clockwise and
the other goes clockwise on the circle. One remark is in order. JI12 depends on both when (τb)
and where (σb) the string splits, hence one cannot get a energy-angular momentum relation
EI(JI12) by simply eliminating σb. Put another way, the outgoing strings have a continuous
spectrum of energy-angular momentum relation parametrized by τb. This is in contrast to
the case considered in [51], where the folded string is a rotating rigid body and hence the
energy and angular momenta of the outgoing pieces only depend on where the breaking point
is.
The q = 0 case is similar. Now the string is folded along the γ-axis. And at any given
time points labeled by σ and L − σ have the same γ and γ˙. Hence we consider the string
splitting at the point labeled by σb (also L− σb) at time τb. We find
EI =
√
λ
∫ σb
−σb
dσ
L
κ =
√
λ κ
2σb
L
, EII =
√
λ κ
(
1− 2σb
L
)
(116)
Also
JI13 = 2
√
λ
L
[
F (
τb + σb
2
)− F (τb − σb
2
)
]
, JII13 = −JI13 (117)
while all other components JI,IIAB vanish. The interpretation is also similar: before the split-
ting, the string lies on a circle in the X1 −X3 plane with its center of mass at rest and its
length changing periodically; after the splitting the two outgoing strings go counter-clockwise
and clockwise respectively.
For finite nonzero values of q the string is the pulsating rectangle, which at τ = 0 gets
folded along the γ-axis , at τ = L
4
gets folded along the φ-axis, and so forth. At τ = 0,
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points at σ and L− σ have the same γ, and the same γ˙ (as a matter of fact, γ˙(τ = 0, σ) = 0
throughout the string). Their velocities in the φ-direction are nevertheless opposite to each
other: φ˙(τ = 0, L − σ) = −φ˙(τ = 0, σ) = −qf(σ
2
). This is because at τ = 0 the string is
starting to re-expand in the φ-direction (see Figure 1). The energies of the two outgoing
pieces are:
EI =
√
λ κ
2σb
L
, EII =
√
λ κ
(
1− 2σb
L
)
(118)
while all the angular momenta vanish
JIAB = 0, J
II
AB = 0 (119)
since for finite nonzero q, all of the angular momentum densities are total derivatives of
functions of either γ or φ w.r.t to σ (see eqn. (30)). At τ = L
4
similarly one finds
EI =
√
λ κ
(
1
2
− 2σb
L
)
, EII =
√
λ κ
(
1
2
+
2σb
L
)
(120)
and
JIAB = 0, J
II
AB = 0 (121)
6.2 Splitting of the n > 1 string solutions
The n > 1 case bears a strong resemblance to the n = 1 case. More specifically, when
q = ∞ or q = 0 the string is folded all the time and can break at any time into two pieces
each carrying non-vanishing angular momentum J12 or J13; when q is nonzero and finite, the
string becomes folded at some instant of time and can break at that time into two pieces
both carrying zero angular momentum. However, one new feature that arises in the n > 1
case, for nonzero and finite q, is its self-crossing and breaking at the self-crossing points.
Let us begin with the n = 2 case (see Figure 2). At a generic time τ it has a figure “8”
shape. The self-crossing point is parametrized by σ = L
4
− τ and σ˜ = 3L
4
− τ . Breaking at
the self-crossing point gives two outgoing strings with equal energies EI = EII =
√
λ
2
κ, and
vanishing angular momenta JIAB = J
II
AB = 0. We have plotted in Figure 6 the velocities of
the different segments of the string before the breaking. From this, we see that the outgoing
strings are two n = 1 strings at different stages of their individual evolution.
Other n > 1 solutions have similar behavior. At a generic time, it has n − 1 nodes (see
Figure 3 for the n = 10 example), and can break at any of these nodes into an (n1 = n− 1)-
string and an (n2 = 1)-string. The (n − 1)-string can undergo further splitting in a similar
fashion. In this sense, we can say that the (n = 1)-string is the building block of all the
n > 1 strings.
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7 Discussion
As mentioned previously, kinky strings have been studied in the context of cosmic strings
in a flat target space. Additionally, strings with discontinuous worldsheet first derivatives
have been studied in some detail in both flat and curved two-dimensional target spacetimes
(e.g. [53], [54, 55], [56], [57]). It was shown that longitudinal kink modes can be found by
carefully taking the massless limit of the massive Nambu string and in 2d flat spacetime,
it was shown that the longitudinal kink modes of the folded string could be recast as inte-
grable system of point-like particles connected by linear potentials; the action-angle variables
and subsequent canonical quantization of these point-like degrees of freedom were also in-
vestigated. These kinky strings may be related to some version of QCD with matter in
the adjoint. Interestingly these folded strings have recently appeared in the context of the
AdS/CFT correspondence [58] where they were considered as the dual description of the
excitations of flux tubes connecting quark/anti-quark pairs. The kinky solutions we con-
sider in this paper are parametrized by a constant q, which in the q → 0,∞ limit become
folded strings on a S1 ⊂ S5 and their kinks are exactly analogues of the longitudinal modes
of 2d strings in flat spacetime. For generic values of q our solutions are no longer folded
and have transverse modes (they move on an S3 ⊂ S5), thus being more complicated. The
construction of action-angle variables for the kinks of these solutions and their canonical
quantization definitely deserve more investigation as do their relationship to excitations in
the gauge theory.
The kinky solutions considered in this article all have vanishing angular momenta, i.e. the
string’s center of mass is at rest on the S5. One should be able to boost these solutions to give
them angular momenta by relaxing the condition that Γ, Γ˜,Φ, Φ˜ have to be periodic in their
arguments ξ+ and ξ− (see the paragraph under eqn. (27)). For example, we can boost the
q =∞ folded string solution φ(τ, σ) by shifting it to φ˜(τ, σ) = φ(σ, τ)+ωτ , which corresponds
to giving linear shifts to the left-moving and right-moving parts Φ(ξ+) → Φ(ξ+) + ωξ+,
Φ˜(ξ−) → Φ˜(ξ−) + ωξ− thus breaking their periodicity (the string embedding φ˜(τ, σ) is of
course still periodic under σ → σ + L). One can similarly boost the generic kinky solutions
and then take the angular momentum J to be large. We would like to emphasize that our
kinky solutions are different from the “giant magnon” solutions recently constructed in [59]
in that the kinky strings are non-rigid pulsating while the giant magnons are rigid strings;
furthermore the kinky strings are on Rt × S3 while the giant magnons are on Rt × S2.
They do share the common feature of being made of straight string segments (although, the
kinky strings are in the standard spherical coordinates while the giant magnons are made
of straight lines only when cast in LLM coordinates). In fact the giant magnons seem to be
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closely related to the spiky strings considered in [2] and in particular to those in [3] where
the solution of Kruczenski was generalized to a two sphere inside S5.
As it turns out, there are more kinky solutions in flat space, which we have not yet been
able to generalize to Rt × S5. For example, there is a family of solutions in flat space which
we call “pulsating polygonal strings”, describing an N -sided polygonal string pulsating in
the (X1, X2) plane. This solution is obtained by setting
a(1)(u) = f(u), b(1)(v) = f(v) (122)
with the function f(z) given by, written as a complex number f(z)
f(z) = exp
[
i
2pi
N
int
(
Nz
L
)]
(123)
where int(y) is the integer part of y, e.g. int(0.65) = 1, int(−0.3) = −1.
For even values of N , it is easy to show that at τ = L
4
, the string shrinks to a point (its
center of mass). For odd values of N , the string never shrinks to a point. For even N the
evolution of the string’s profile is: the string starts out as an N -sided polygon at τ = 0;
shrinks to a point at τ = L
4
; expands back to the original polygon at τ = L
2
; so on and so
forth. In the limit of N → ∞, this solution reduces to the known pulsating circular string
with its center at (X1 = 0, X2 =
L
2pi
).
Can one generalize this family of solutions to strings on Rt × S5? We can see that the
approach in Section 3.1 does not generate this desired pulsating polygon solution since the
angles between the two string segments joining at the kinks are always 90 degrees in all the
solutions obtained there. Let us see whether the NR system discussed in Section 4 can do
the job. Let us first review a few pulsating solutions that can be obtained from the NR
system. One example is the circular string pulsating on an S2 ⊂ S5 [39]4. To get this
solution, one takes r3 = 0, m2 = 0, α2 = 0 (see Section 4), so that the string is moving on
the S2 embedded in (X1, X2, X3). One also takes J1 = J2 = J3 = 0 so that the string does
not have any angular momentum. One also has to take α1 = 0 so that the α1 equation of
motion is satisfied. Then as can be easily verified, this gives the circular pulsating string,
with
X1 + iX2 = r1(τ)e
im1σ, X3 = r2(τ), X4 = X5 = X6 = 0 (124)
with r2 =
√
1− r21 and r1(τ) satisfying
r¨1 +
[
r˙21
1− r21
+m21
(
1− r21
)]
r1 = 0 (125)
4Similar pulsating circular string solutions were considered in [40]
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and the energy being
E√
λ
= κ =
√
m21r
2
1 +
r˙21
1− r21
(126)
In the special case of m1 = 0, the above solution reduces to a point like string orbiting in
the X1 − X3 plane, with X1 = cos(ωτ + θ0), X2 = 0, X3 = sin(ωτ + θ0), and E√λ = |ω|.
More pulsating string solutions from the NR system have also been obtained in [42] for the
m2 6= 0 case and J1 6= 0,J2 6= 0 case. However, a little thought reveals that the NR system
will not give a pulsating polygonal string, because it assumes the ri’s to depend only on τ
but not on σ.
One natural question is what are the dual gauge theory operators of these kinky solutions.
As usual one would like to identify a large charge the inverse of which could be used for a
power series expansion. Since the kinky solutions have vanishing angular momenta, one
should identify a large oscillation quantum number in a way similar to the case of circular
pulsating strings [39], which would require a better understanding of the point-like nature
of the kink degrees of freedom, preferably at the level of the understanding in the 2d string
context described at the beginning of this section. The dual gauge theory operators should
be easier to investigate after the solutions are boosted and the large angular momentum
limit is then taken. We hope to have something more concrete to say regarding these issues
in a future work.
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Figure 1: The pulsating rectangle solution for q = 1, at τ = 0, 0.02L(first row, left to right),
τ = 0.125, 0.25(second row), and τ = 0.3, 0.5(third row); horizontal axis is φ and vertical
axis is γ, both labeled in units of κL
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Figure 2: The string solution for n = 2, q = 1, at τ = 0(left figure) and τ = 0.1L(right
figure); the axes(horizontal axis: φ; vertical axis: γ) are labeled in units of κL
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Figure 3: The string solution for n = 10, q = 1, at τ = 0(left figure) and τ = 0.035L(right
figure); the axes(horizontal axis: φ; vertical axis: γ) are labeled in units of κL
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Figure 4: The string solution for n = 50, q = 1, at τ = 0(left figure) and τ = 0.003L(right
figure); the axes(horizontal axis: φ; vertical axis: γ) are labeled in units of κL
Figure 5: splitting the string (n = 1, q =∞)
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Figure 6: The string solution for n = 2 at a generic time τ ; velocities of the segments are
indicated by arrows; horizontal axis: φ; vertical axis: γ
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