ABSTRACT The magnetic resonance (MR) imaging technique is widely used in clinical diagnosis. Unfortunately, in practice, the MR images inevitably suffer from noise, which severely degrades image quality and accordingly impacts on the accuracy of clinical diagnosis. By exploiting both the nonlocal similarity over space and the inherent correlation across the slices of the 3D MR images, in this paper, we present a novel Rician noise reduction method for the 3D MR images. Specifically, the 3D nonlocal similar patches are first extracted from the input noisy 3D MR data and then grouped to form a noisy fourthorder tensor. Since 3D patches used to construct the fourth-order tensor share similar structures, a latent noise-free tensor can be approximated by a low-rank tensor. To this end, the higher-order singular value decomposition (HOSVD) is adopted to recover the latent noise-free tensor. Furthermore, the rank of each mode of the tensor is adaptively determined by an enhanced low-rank method. The experimental results on synthetic and real 3D MR images show that the proposed method outperforms several state-of-the-art denoising methods in terms of objective metrics and visual inspection.
I. INTRODUCTION
Being a non-invasive imaging technique, magnetic resonance imaging (MRI) has seen a tremendous development over the past few decades. Owing to providing high-resolution 3D images easily characterizing among tissues and organs of human body, MRI is now widely used for the diagnosis of diseases. However, MR images are known to be degraded by Rician noise due to the limitations in the imaging hardware, movement of the patients and scanning time. The presence of noise not only degrades image quality, but also interferes with other automatic approaches such as segmentation or registration [1] . Furthermore, Rician noise, which can mask the characteristics of the lesion, seriously impacts on the accuracy of clinical diagnosis. Therefore, Rician noise reduction is critical to applying MR images in medical practice.
Compared with averaging of the repeated acquisition, postprocessing technique for MR images denoising is an efficient
The associate editor coordinating the review of this manuscript and approving it for publication was Ikramullah Lali. and economical way without prolonging imaging time. Over the past few decades, a large number of MR images denoising techniques have been developed. Gradient-based filters, such as total variation regularization methods [2] , [3] and anisotropic diffusion filters [4] , [5] , can effectively remove noise in MR images while erasing clinically relevant edges and generating undesired piecewise constant artifacts. Statistic approaches are also widely studied for MR images denoising, including maximum likelihood approaches [6] , [7] , linear minimum mean square error estimation [8] , [9] , and the Bayesian estimation method [10] . Another popular technique for the noise reduction of MR images is the transform-based approaches, such as wavelet based method [11] , contourlet based method [12] and curvelet based method [13] , which have demonstrated the effectiveness of noise removal. However, unwanted visual artifacts may be introduced due to using certain fixed basis to represent MR images. Instead of using fixed basis, many data-driven based methods, such as principal components analysis based filters [14] , [15] , are proposed to overcome the drawback of introducing visual artifacts.
The learned adaptive basis can promote more sparsity of the transform coefficients in the transform domain. Thus, approximation of the noise-free components can be realized by discarding the noise-dominant coefficients. However, image patches must be vectorized into 1D signals in these methods, which breaks apart the local correlation of pixels and ignores the inherently structures of image.
Based on the fact that many repetitive patterns can be found in image domain, nonlocal methods [16] - [20] exhibit excellent performance in feature-preserving MR denoising. For example, Manjón et al. [16] extend the nonlocal means method for zero-mean additive white Gaussian noise to the case of MR images for Rician noise. In [20] , a 3D MR images denoising method is proposed by combining nonlocal means method and discrete cosine transform to exploit the self-similarity and sparseness properties. Another excellent algorithm combining nonlocal method and transform-domain method is the well-known BM4D [21] , which obtains impressive denoising performance. By taking advantage of both nonlocal self-similarity and sparsity prior of image, these combined methods achieve impressive results on denoising MR images. However, using fixed orthogonal transform and neglecting the correlation across the slices make these methods difficult to obtain better denoising performance. In [22] , the HOSVD method is proposed to reduce Rician noise in 3D MR images. First, HOSVD is used to decompose the constructed fourth-order tensor. Then, the resulting core tensor is truncated by hard-thresholding method. Finally, the latent noise-free tensor is obtained by inverse transform. However, a universal threshold leads to limited denoising performance. In [23] , a low-rank matrix decomposition based method is proposed to reduce the noise of 3D medical data, and each target A-scan is reconstructed by using neighboring A-Scans. However, the upper bounds of the rank of matrix and the number of nonzero elements must be given in advance.
In order to deal with above-mentioned issues, in this paper, a new Rician noise reduction method is developed, which fully exploits both the nonlocal similarity over space and the inherently correlation across the slices of the 3D MR data. Since the grouped similar 3D patches extracted from noisy 3D MR data share similar structures, the noise reduction problem can be modeled as low-rank tensor approximation. To this end, the noisy tensors constructed from similar 3D patches are decomposed by HOSVD method with adaptive multirank estimation. To adaptively determine the rank of each mode, an enhanced low-rank method is applied to the unfolding matrix of the tensor. Experimental results demonstrate the proposed model outperforms several state-of-the-art methods in structure-preserving denoising.
In summary, the main contributions of the paper are as follows:
• By exploiting the non-local and low-rank properties of the grouped image blocks, the problem of Rician noise reduction in 3D MR images is formulated as low-rank tensor approximation problem and the latent noise-free blocks are recovered by HOSVD method.
• An enhanced low-rank method is used to implicitly estimate the rank of each unfolding matrix of the tensor, which can exploit the sparse nature of the core tensor.
• Although the nonconvex penalty is imposed on singular values, the proximal operator of the penalty function has closed-form solution, which makes the proposed model easy to solve. The remainder of this paper is organized as follows. Section 2 gives some necessary notions and preliminaries of tensor and a brief review on related works. We describe the proposed method for denoising 3D MR images in details in Section 3. Section 4 presents experimental results and comparisons on synthetic and real images. Finally, conclusions are drawn in Section 5.
II. MATERIALS AND METHODS

A. NOTIONS AND PRELIMINARIES
In this section, we briefly introduce some notions and basic multilinear algebra. Throughout the paper, we denote scalars by non-bold letters, e.g., a; vectors by bold lowercase letters, e.g., x; matrices by bold uppercase letters, e.g., U ; and tensors by calligraphic letters, e.g., A. For a N th order tensor A ∈ R I 1 ×I 2 ×···×I N , we denote its elements as a i 1 ···i n ···i N , where 1 ≤ i n ≤ I n . The mode-n vectors of a N th order tensor A are the I n dimensional vectors obtained from A by varying index i n while keeping the others fixed. The mode-n unfolding matrix of tensor A is denoted as A (n) ∈ R I n ×(I 1 ×···×I n−1 ×I n+1 ×···×I N ) , which is composed by taking the mode-n vectors of A as its columns.
The mode-n product of a tensor A ∈ R I 1 ×I 2 ×···×I N by a matrix U ∈ R J n ×I n , denoted by A × n U , is a N th tensor C ∈ R I 1 ×···×J n ×···×I N , whose entries are computed by c i 1 ···i n−1 j n i n+1 ···i N = i n a i 1 ···i n−1 i n i n+1 ···i N u j n i n . The moden product C = A × n U can also be calculated by the matrix multiplication C (n) = U A (n) , followed by a retensorization of undoing the mode-n flattening. The scalar product of two tensors A, B ∈ R I 1 ×I 2 ×···×I N is defined as < A, B >=
and the Frobenius norm of a tensor A is defined as:
The n-rank of the tensor A, denoted as rank n (A), is the rank of the mode-n unfolding matrix A (n) . (rank 1 (A), rank 2 (A), ..., rank n (A)) is called the multirank of tensor A.
Following multilinear algebra, tensor A can be expressed as the product
T is called core tensor, and U (n) ∈ R I n ×I n is an orthogonal matrix. A matrix representation of this decomposition can be obtained by unfolding A and S as
where ⊗ is Kronecker product.
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B. LOW-RANK MATRIX APPROXIMATION
Low-rank matrix approximation (LRMA) methods [24] , [25] have proven to be effective in denoising 2D image by exploiting nonlocal self-similarity of natural images. The vector representation of image patches are first grouped by block matching and then stacked into a matrix. All similar patches in the same group share the similar underlying structures, therefore, the recovery of latent clean image can be formulated as the problem of LRMA. Let Y ∈ R m×n be a noisy version of an approximation low-rank matrix X ∈ R m×n , the LRMA-based denoising approach can be formulated aŝ
where rank(X ) denotes the rank of matrix X . However, this rank constrain upon X is NP hard, which is usually substituted by the nuclear norm minimization. Thus, the problem of LRMA (3) can be formulated aŝ
where τ is the regularization parameter. ||X || * is the nuclear norm of matrix X and is defined as the sum of its singular values, i.e., ||X || * = r i σ i (X ). Let Y = U V T be the SVD of Y , it has been shown in [26] that the reconstructed data matrix can be givenX
where
and r is the estimated rank of low-rank X , then, r can be estimated as the number of elements of set I , where I = {i|σ i (Y ) > τ }. Then, the Eq.(5) can be reformulated aŝ
III. LOW-RANK TENSOR APPROXIMATION FOR 3D MR IMAGES DENOISING
Two-dimensional low-rank model cannot fully exploit the spatio-temporal correlation of 3D MR images. In this paper, we present a novel low-rank tensor approximation method for 3D MR images denoising, which consists of two steps: patch grouping and low-rank tensor approximation. For each exemplar patch P (sized by p × p × p), we search for the m most similar patches in a local window (sized by w × w × w) using k-nearest neighbor (k-NN) method. Note that the number of similar pathes m must be less than (w + 1 − p) 3 . Then these similar 3D patches are grouped into a fourth-order tensor, i.e., Y P ∈ R p×p×p×m . As Y P is made up of the grouped noisy patches, it can be represented as
where X P and N P denote the noise-free tensor and the noise tensor, respectively. For simplicity of description, we will use Y and X instead of Y P and X P by a slight abuse of notation. Now our task is to estimate the noise-free tensor X from its noisy version Y as accurately as possible. To this end, the low-rank tensor approximation can be formulated aŝ
where rank n (X ) is the rank of mode-n unfolding matrix of the tensor X , and r 1 , r 2 , r 3 , r 4 are rank parameters to be estimated. Eq. (8) means that the recovered noise free data X is as close as possible to the observation data Y and each mode-n unfolding matrix of tensor Y is low-rank matrix. Suppose the HOSVD of noisy tensor Y is given as follows
∈ R m×m are orthogonal matrices, S ∈ R p×p×p×m is the core tensor. If we exactly know the multirank parameters (r 1 , r 2 , r 3 , r 4 ), then the approximated low-rank tensor can be expressed aŝ
(n) (n = 1, 2, 3, 4) are composed of the first r n columns of the matrix U (n) andŜ ∈ R r 1 ×r 2 ×r 3 ×r 4 denotes the smaller core tensor. The problem is how to set the parameters r 1 , r 2 , r 3 , r 4 . In [27] , the Akaike information criterion (AIC)/minimum description length (MDL) method [28] is adopted to estimate the r n on the mode-n flattening matrix X (n) . As the AIC/MDL method cannot exploit the sparse nature of the core tensor, the performance of denoising is still unsatisfied.
A. ADAPTIVE HOSVD WITH ENHANCED LOW-RANK ESTIMATION
In this section, we introduce an enhanced low-rank method to implicitly search the best parameters r n (n = 1, 2, 3, 4). (8) can be rewritten as four independence minimization problemŝ
is the nuclear norm of the mode-n flattening matrix X (n) .
Several recent studies have show that nonconvex penalty functions compared to the nuclear norm can promote more sparse approximation of singular values. Inspired by [29] , we impose a nonconvex penalty on singular values. The LRMA problem (11) is formulated aŝ
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where φ [29] - [31] is defined as follows
According to definition 1 in [29] , the proximal operator of φ, θ : R → R, is defined as [32] θ(y; τ, a) = arg min
If 0 ≤ a < 1/τ , then θ is a continuous non-linear threshold function with threshold value τ . The proximal operator of the partly quadratic penalty is the firm threshold function defined as [33] θ(y; τ,
In the case of matrix X , notation θ(X ; τ, a) implies that the proximal operator is applied element-wise to X . In SVD domain, Y (n) can be represented as
The LRMA problem (12) has globally optimal solution [29]
On the one hand, according to Eqs. (2) and (9), Y (n) can also be rewritten as
which implies that U (n) in Eq.(9) can be obtained by the SVD of Y (n) . On the other hand, like the Eq.(6), r n can be adaptively estimated as the total number of elements of set I , where I = {i|θ(σ i (Y (n) ); τ, a) > 0}, andÛ (n) is composed by the first r n columns of the U (n) . Then, the smaller core tensor can be formulated aŝ
Therefore, the recovered tensorX can be obtained by Eq.(10).
B. ITERATIVE REGULARIZATION TECHNIQUE
A difference between the original image and the denoised image is called as method noise [39] , which is removed by denoising method. While removing noise, any denoising method will clean some fine details and structures. To capture what is removed from the noise image, the method noise in the tth iteration is redefined as the difference between the noisy image and the denoised image in the (t − 1)th iteration, namely Y −X (t−1) . In order to achieve better denoising performance, in this paper, an iterative regularization technique [23] , [24] is used to update the noisy image by adding some method noise in each iteration, that is
where η is a relaxation parameter, and t denotes the tth iteration. It is worth noting that Y ∈ R l×w×h here represents the entire 3D MR data. After each iteration, the noise deviation δ is updated alternatively as
where γ is a scaling factor controlling the re-estimation of noise deviation.
C. RICIAN NOISE REMOVAL
Since the above method is designed for Gaussian noise, some necessary adaptations are needed for 3D MR data with Rician noise. The technique of forward and inverse variancestabilizing transform (VST ) [34] for Rician distribution is combined in the proposed method. Before denosing, the forward transform is used to remove the dependency of the Rician noise so that homogeneous noise based method can be used to denoise the transformed 3D data. After denoising, the inverse transform is applied to compensate the bias of the filtered data. The proposed 3D MR images denoising method can be expressed aŝ
where VST −1 denotes the inverse of VST , δ n is the standard deviation in both real and imaginary channels of the noisy MR images Y, and δ VST is the stabilized standard deviation after VST transform. To summarize, the complete procedure of our proposed method is described in Algorithm 1. 
Algorithm 1 Proposed Algorithm for
IV. EXPERIMENTS AND RESULTS
To evaluate the performance of the proposed model, the synthetic noise-free 3D MR data (size of 181 × 217 × 181 with voxel resolution 1mm × 1mm × 1mm) are downloaded from BrainWeb database [36] , [37] , which include T1 weighted data (T1w), T2 weighted data (T2w), and proton density weighted data (PDw) as it shown in Fig. 1 . The volume data are added with varying levels of stationary Rician noise [10] (from 1% to 15% of the maximum intensity with an increase of 2%). Let X be the original noise-free signal, the noise Rician MR data Y can be obtained
where n 1 , n 2 ∼ N (0, 1), δ n is the standard deviation in both real and imaginary channels of the noisy 3D MR images. To quantitatively evaluate the denoising performance of the proposed method, peak signal-to-noise ratio (PSNR) and structural similarity index measurement (SSIM) are adopted to evaluate the denoising results, which are defined as follows PSNR = 20log 10 255
where the RMSE is the root mean square error between the ground truth and denoised 3D MR data.X is the recovered image with respect to its ground truth image X . µ X and µX are respectively mean of image X andX . σ X and σX are the standard deviation of image. c 1 and c 2 are two constants, whose default values are 0.01 and 0.03. In addition, feature similarity index (FSIM [40] ) and Gradient magnitude similarity deviation (GMSD [41] ) are also used to evaluate the quality of the denoised images. FSIM is defined as follows and
For a given location x in the whole image spatial domain , S PC (x) is the similarity measure for PC 1 (x) and PC 2 (x), which are, respectively, phase congruency maps [42] extracted from the reference image and the denoised image, and the corresponding gradient magnitude maps extracted from them are denoted by G 1 (x) and G 2 (x), whose similarity measure is defined as S G (x). T 1 and T 2 are two constants, and default values are 0.85 and 160, respectively. FSIM emphasizes the phase congruency between the denoised image and the reference one. The higher the FSIM is, the better the filtered images are. The definition of GMSD is given by
where N is the total number of pixels in the image and the S G (x) is defined in Eq. (28) . The value of GMSD reflects the range of distortion severities in an image. The higher the GMSD score, the larger the distortion range, and thus the lower the image perceptual quality [41] . In practice, the values for two noise-feedback parameters η and γ in Eqs. (20) and (21) are 0.31 and 0.63, respectively, which are set based on the experiences provided by several similar studies [22] , [24] , [35] . The parameters τ and a are empirically set to 2 * log(p 3 m)σ and 0.5/τ , respectively. The patch size p and the number of similar patches m in each group are tentatively chosen as values which increase with noise levels (Table 1 ). The size of the searching window is set to 13. The performance of the proposed method is compared against some state-of-the-art 3D MR images denoising methods, such as PRI-NLM3D [20] , BM4D [21] , PRI-NL-PCA [15] and HOSVD-R [22] .
A. DENOISING OF SYNTHETIC 3D MR IMAGES
To quantitatively evaluate the effectiveness of the proposed method, synthetic 3D MR image are first denoised by the proposed method and the compared methods. The PSNR and SSIM results of different methods on T1w, T2w, PDw with different noise level are plotted in Fig. 2 . The proposed method performs better than the other four methods in most situations in terms of PSNR and SSIM values. Tables 2-5 respectively present the values of PSNR, SSIM, FSIM and GMSD for denoising the three types (T1w, T2w, VOLUME 7, 2019 FIGURE 2. Comparisons of PSNR and SSIM on T1w, T2w, PDw images with noise levels from 1% to 15% with an increase of 2%. and PDw) of volumes at different noise levels. From the Table 2 , we can find that the proposed method outperforms the compared methods in terms of PSNR values for all image types and noise levels. The proposed method outperforms PRI-NLM3D with PSNR improvements ranging from 1.33 dB to 2.25 dB, BM4D with PSNR improvements ranging from 0.48 dB to 1.31 dB, PRI-NL-PCA with PSNR improvements ranging from 0.01 dB to 0.81 dB, and HOSVD-R with PSNR improvements ranging from 0.03 dB to 0.38 dB. With regard to SSIM and FSIM, the proposed method outperforms PRI-NLM3D and BM4D in all situations, and yields the same values as PRI-NL-PCA and HOSVD-R under the lower noise levels. Moreover, in terms of SSIM and FSIM, the values of the proposed method are higher than those of PRI-NL-PCA and HOSVD-R under the higher noise levels. At 15% Rician noise, the proposed method outperforms PRI-NL-PCA with SSIM improvements ranging from 0.008 to 0.019 and FSIM from 0.005 to 0.016, and HOSVD-R with SSIM improvements ranging from 0.002 to 0.006 and FSIM improvements from 0.001 to 0.002. As for the GMSD shown in Table 5 , the proposed method completely exceeds other competing methods.
To visually evaluate the denoising performance of the methods, the denoised results on T1w, T2w and PDw images with 15% noise level are shown in Figs. 3-5 . As shown, all compared methods perform well on noise reduction without significant loss image details. The denoising results of BM4D, PRI-NL-PCA, HOSVD-R and our method exhibit sharper image edges and less detail loss compared with PRI-NLM3D, which overly smooth and lose more details. From the error images (the absolute difference between the denoised and noise-free images), it also can be clearly observed that the proposed method yields results with fewer intensity oscillations in homogeneous areas than the other four methods. More careful comparison is presented in the closeups as it shown in Fig. 6 . As one can find, the proposed method provides more pleasant results by effectively removing noise while preserving fine image structures.
Note that all measures are only calculated on the anatomical region, that is, intensity of voxel is more than 10. For this reason, the SSIM and FSIM values of the proposed method are nearly the same as those of PRI-NL-PCA and HOSVD-R in same cases. If the background region of images is also included in calculating these measures, the results of the proposed method will be significantly higher than those of the other compared methods, that can be seen from the error images shown in Figs. 3-5 .
B. DENOISING OF REAL 3D MR IMAGES
To evaluate the consistency of the proposed method on real 3D MR images, the following experiments are carried out on two Tw1 3D MR images in OASIS database [38] . Two image sequences are acquired on a Siemens 1. estimated by the method proposed in [34] and are around 3% (OAS1_0112) and 4.5% (OAS1_0092) of the maximum intensity respectively.
Different from synthetic 3D MR images, ''ground-truth'' images are not available for reference-based metric. In this paper, the blind quality evaluation index called metric Q [43] , which has the following definition
where s 1 and s 2 are, respectively, the singular values of the gradient matrix over a square widow. The metric Q is correlated with noise level, sharpness and intensity contrast VOLUME 7, 2019 of the structured regions of an image without any prior knowledge [43] , and it is an effective blind image quality evaluation index. The larger the metric Q, the better the image quality [44] . Table 6 presents the values of the metric Q in denoising two real 3D MR images by using five method under investigation. From Table 6 , we can find that the values of the proposed method are higher than those of the other compared methods.
The filtered results of the proposed method for OAS1_0112 and OAS1_0092 are shown in Fig. 7 . As can be observed, the proposed method effectively reduces Rician noise without significant loss of image details. The enlarged images corresponding to rectangle regions in Fig. 7 are shown in Fig. 8 (OAS1_0112) and Fig. 9 (OAS1_0092) . We can observe that PRI-NLM3D algorithm slightly oversmooths FIGURE 9. Local closeups of the rectangle region in Fig. 7 (OAS1_0092) . The images from top to bottom corresponds to the images from left to right.
fine image structures, while BM4D, PRI-NL-PCA, and HOSVD-R produce nice details but with some oscillations in homogeneous areas. The proposed method preserves satisfactory details while better visual results.
V. CONCLUSIONS
By considering both the nonlocal similarity over space and the inherently correlation across the slices, in this paper, a new 3D MR image noise reduction method is proposed based on the low-rank tensor approximation with adaptive multirank estimation. The proposed method first extracts the 3D patches from the noisy 3D data and groups similar 3D patches into a fourth-order tensor for each current 3D patch. The enhanced low-rank matrix approximation method is then used to each flattening matrix of the constructed tensor to learn the adaptive tensor dictionary and to adaptively determine the multirank of the tensor. The filtered tensor can be estimated by adaptive low-rank tensor approximation. Then, the final denoised 3D MR images are obtained by aggregating all filtered 3D blocks. Compared with some state-of-the-art 3D MR image denoising methods, such as PRI-NLM3D, BM4D, PRI-NL-PCA and HOSVD-R, the proposed method shows its advantages in denoising 3D MR images while preserving fine details of images. His research interests include computer graphics, image processing, and multimedia processing technology. VOLUME 7, 2019 
