Abstract-
I. INTRODUCTION
One of the ambitious design goals of future wireless systems, including 4G, IEEE 802.1 1nB02.16 standards, is to reliably provide very high data rate transmission in hostile environments. hundred(s) of Mb/s or more for downlink transmission with a low frame error rate (FER), typically less than ' 5.1W4 [SI. Therefore, -efficient equalizers and decoders are required in order to mitigate inter-symbol interference (ISI) and residual interference, respectively. OFDM modulation are particularly suited for tiansmissions over multipath channels,
181. An OFDM system transforms the frequency selective channel into a set of narrowband Gaussian orthogonal subchannels. Since the frequency selectivity implies that some subbands are strongly weakened, a powerful receiver is needed.
Several methods such as power allocation [ 11 or channel coding the spectral efficiency. However,-theses codes do not exhibit excellent FER. In this paper, in order to achieve FER below 5.10-4, we propose an alternate LpPC optimization for OFDM channel in two steps: first, we optimize the code through density evolution algorithm (DEA). Since DEA works in an asymptotic regime, i.e when the whole codeword is perfectly decoded, there is no mean to optimize simultaneously the information bits positioning. Then, in the second step, we determine the optimal placement of the information bits which minimizes the probability of error.
The paper is organized as follows: first, we describe the transmission model that we consider. In the second part, the problem of LDPC code design for OFDM is addressed. Next, the proposed optimization algorithm is .presented. Some simulations results which validate our approach are shown in the part V. Section VI contains the conclusions.
11
. SYSTEM DESCRIPTION OF LDPC CODED OFDM [9] have been used, In this paper, we only consider the second category different existing codes, Low Density Parity-Check (LDPC) communication system is illusmted in Fig. 1. present a great interest for COFDM transmission, as shown for instance in [3] . Much attention is being given to LDPC codes due to their excellent performance and the simplicity of iterative decoding making high throughput possible 121. It has been shown in [41, that for an OFDM transmission, the optimization of the LDPC code accordingly with the channel spectrum provides large performance gain with no reduction of we consider an LDPC-coded OFDM system with Nc subAmong the carriers, signaling through frequency-selective channel. The A block of k bits of information data is encoded by a rate r = k/n LDPC code. The coded n bits are modulated by quadrature amplitude modulation (QAM) constellation of size p into a block of n/ log,(q) QAM symbols. During each OFDM slot, N, out of the total n/logz(p) QAM symbols are transmitted from N , OFDM subcarriers.
We consider a auasi-static block fading model for the studied In U], the authors design low-deasity parity-check (LDPC)
codes that perform at rates extremely close to the Shannon capacity. The codes are built from highly irregular factor graphs with carefully chosen degree patlerns on both sides. Besides their near Shannon limit performance, irregular LDPC codes have an important intrinsic property due to thek irregularity: the higher the degree of a variable node, the more robust to the noise is the associated bit. In an OFDM transmis sion, the signal to noise ratio per subcarrier may significantly vary from one bit of the codeword to another. To provide a good reliability. the bits must be protected accordingly with the their relative SNR, Therefore, the position of COMWI~OO degree of the variable node is an important parameter. Remnily, ' chis property has been exploited in [4] . Since the optimization of the LDPC codes is done by minimizing the probability of mor, the optimized code does not have good performance in term of FER below the targeting probability of error. In the next section. we propose a LDPC code optimization in two steps in order to achieve low FER.
B. Dens@ Evolution under Gaussian Appmximiwn for OFBM chonnel
Assuming that the ail-zero codeword is Sent 
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As the variance is twice the mean and that for all iterations thanks to the symmetry condition 161, the message evolution can be characterized by the me^^ w o , i ( h i ) only. In a real system, SNRs are different between the subcarriers {or equivalently for every variable node) and therefore the means mo,;(hi) are different for each i as well. In order UI drastically reduce the number of parameters m,o+ we use the same approximarion that is proposed in [4] . The original channel-spectrum shown on Fig. 3 , is approximated by few coefficients. Indeed, in each sub-band j, j = I , . . . , J. the fading coefficients are assumed to be equal to a constant denoted h j . In practice, &j is the average SNR inside each sub-band. We denote the means of the messages 2~ and v (Eqs. by m t l and mi'), respectively at the iteration 1. Then, for any sub-band j , j = 1 , . . . , J , b taking the expectation in both variable node with degree i at the iteration 1 is given by sides in Eq. 2, the mean mu,z,j 6) of the output message of a 
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du,Vx,z > O ([SI). By,combining Eqs. 5 and 6, we are able to track the evolution of mt"' through the iterative decoding process for an OFDMbased system. The minimal operational S N R SNR;,, can be computed as the minimum S N R for which the mean mp) + +oo.
IV. OPTIMIZATION ALGOR~THM OF THE CODE PROFILE
The procedure for computing the minimum operational average SNR for a given degree profiie (A($), p(z)) is used in conjunction with an optimization procedure to design optimal LDPC code for OFDM channel. The idea is to find optimal X(r) and p(z) such that the SNR;,, is minimized. Since this criterion is achieved for a zero-error probability. the optimized code has very good performance in term of FER. However 2) Minimization of the probability of error for the values of X(s) and p(z) determined in the first step. We choose the information bits placement which minimizes the probability of error given by ([71):
where Q(.) is the Q-Marcum function. The set Iif corresponds to the fraction X i j of connection degree i in the j-th sub-band dedicated to the information bits. The selection of the optimal set for the information bits is a non trivial problem. It can efficiently be solved by using density differentiation [4]. Tab. I gives the distribution pairs (A(z),p(z)) we optimized for the channel shown on Fig. 3 for rate of 1/2 with a maximal degree for the variable nodes equal to 10. The channel specvum is approximated by four subbands denoted B1, B2, B3 and B4. Their respective normalized average powr are 2.9948 dB, 0.3403 dB, -4.3792 dB and -2.5120 dB (the overall power 1s unitary after normalization). We observe that the connection degree is inversely proportional to the S N R in the sub-bands. This confirms the fact that a bit which is involved in a large number of parity-check equations is better protected against fading than those bits which are connected to a small number of check nodes. Moreover, the threshold for this code is equal to 4.0392 dB. In order to evaluate the gain that we obtain by adjusting the connection degree distribugon to the channel fading, we computed aIso the threshold for the same profiIe with a random interleaver (the profile is then the same for each sub-band). The threshold for a random interleaver i s 6.2207 dB i.e. more than 2 dB Ioss with the optimal scheme we proposed. ,
V. SIMULATION RESULTS
In the previous section, the threshold values predict the asymptotic performance as the block Iength of the LDPC codes approaches infinity. We are also interested in the perfo&ce of the optimized irregular LDPC codes when moderate block size is considered. In the following, we consider the optimized I/Z-rate LDPC code at a block size n of 1152 bits compatible the decoder based on the optimized code from Tab, I (solid line with marker I*')* Additionally, information bits placement is choosen in order to minimize the probability of emor given in Eq. 7 . the decoder based on the optimal code determined in the previous section (solid line with m k e r 'A'). Information bits are mapped to the variable nodes with the largest degrees. This strategy minimizes the probability of error for higher SNR.
The approach proposed in [4] (solid line with marker 'a'). In their approach, they minimize the probability of error; therefore, the redundancy bits are mapped to the subcarriers with the weakest SNRs, This strategy does not give the best convergence threshold and penalizes the FER at high SNR.
The variable nodes with the highest connectivity degree are mapped to the subcarriers with the largest SNRs (solid line with m k e r ' 0 ' ) . Fig: 4 illustrates the performance for the OFDM channel shown OD Fig. 3 . Fading coefficients of this channel are given in Tab. I. The code rate is 1/2 and the codeword length is fixed to 1152 for all plotted schemes. It corresponds to 12 consecutive OFDM symbols where 48 subcarriers are used for the data transmission. Clearly, the code for which the profile minimizes the threshold achieves the best performance for low targeting FERs. Code based on the minimization of the probability of error ((41) has also good performance and ouqwforms the reverse approach proposed in the case 4. However, for small FER (less than 4.10L3), the code that we propose in this paper outperforms [4] . For a FER of 5.10-4, the gap is significant (1 dB). We can conclude that our coding strategy is well suited for the IEEE 802.1 I n standard. Little improvement can be obtained by optimizing the ptacement of the information bits. However, with this strategy, we can not fill the gap with f4] for moderate FER (> 0.01). 
VI. CONCLUSION
In this paper, we optimized the connectivity distribution of the LDPC code for OFDM transmission. The optimization of the irregularity has been done via the density evolution algorithm accordingly to the channel spectrum. We show that large gain particularly for low FER can he obtained for by exploiting the intrinsic unequal error protection of the irregular LDPC codes.
