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RESUMO. Este trabalho apresenta uma ana´lise de clusterizac¸a˜o de ´Areas Mı´nimas Compara´veis (AMC’s)
para trac¸ar um mapa de agrupamentos homogeˆneos a partir de uma combinac¸a˜o de varia´veis clima´ticas,
de caracterı´sticas do solo e de produc¸a˜o agropecua´ria. A metodologia permite a visualizac¸a˜o de interac¸o˜es
entre as diversas varia´veis utilizadas, identificando-se, por exemplo, padro˜es de coexisteˆncia, no nı´vel mu-
nicipal, de diferentes culturas agrı´colas. A discussa˜o apresenta os algoritmos tradicionais sem contiguidade
(aglomerativo hiera´rquico e k-means) e o algoritmo aglomerativo hiera´rquico com imposic¸a˜o de contigui-
dade. Busca-se, dessa forma, explorar diferenc¸as entre as tipologias construı´das com diferentes abordagens,
ale´m de prover configurac¸o˜es alternativas de agrupamentos. Ainda, as metodologias discutidas permitem a
incorporac¸a˜o de crite´rios tradicionais de escolha do nu´mero de clusters, tais como estatı´sticas CCC, pseudo-
F e pseudo-t2.
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1 INTRODUC¸ ˜AO
´Areas territoriais extensas podem implicar em diversidades econoˆmicas, culturais, sociodemo-
gra´ficas, comportamentais, clima´ticas e geogra´ficas. Dessa forma, a formulac¸a˜o de polı´ticas
pu´blicas encontra obsta´culos quando implementadas nas diversas regio˜es do paı´s, ja´ que as diver-
sidades acima elencadas impo˜em diferentes intensidades de aplicac¸a˜o da polı´tica, uma vez que
existem a´reas mais ou menos dependentes dessas ac¸o˜es. O Brasil, por ser um paı´s com grandes
dimenso˜es territoriais, pode apresentar dificuldades em implementar polı´ticas pu´blicas. O setor
agropecua´rio, principalmente, sofre com essas dificuldades, ja´ que ele se estende por quase todo
o territo´rio nacional e e´ afetado com alterac¸o˜es nos padro˜es locacionais.
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De acordo com [7], a partir de 1970, a regia˜o de Sa˜o Paulo intensificou a produc¸a˜o de cana
de ac¸u´car e laranja em detrimento da produc¸a˜o de gra˜os, a qual migrou para estados do Sul e
Centro-Oeste. Quanto ao rebanho bovino, entre 1970 e 2010, a regia˜o Centro-Oeste e Norte
tinha 24% do rebanho nacional, valor que saltou para 55% em 2010. Isso mostra o desafio que
e´ maximizar a aplicac¸a˜o de polı´ticas pu´blicas de forma a promover equidade entre diferentes
regio˜es geogra´ficas.
Uma forma de solucionar esse problema e´ aplicar polı´ticas por municı´pios, microrregio˜es ou
mesorregio˜es. Entretanto, mesmo nessas diviso˜es territoriais encontram-se heterogeneidades di-
versas. Um conjunto de municı´pios podem ter caracterı´sticas semelhantes, na˜o fazendo sentido
analisa´-los em separado. Ja´ as micro e mesorregio˜es podem ser grandes o suficiente gerando
grupos territoriais com caracterı´sticas distintas.
Uma te´cnica comumente utilizada para identificar grupos homogeˆneos de unidades observaci-
onais e´ a ana´lise de clusters (ou de agrupamentos). A partir de varia´veis caracterizando cada
unidade, essa metodologia busca identificar subgrupos similares de observac¸o˜es. Com isso, e´
possı´vel: (a) a construc¸a˜o de conjuntos homogeˆneos de municı´pios, por exemplo, que podem
receber tratamento similar em termos de polı´ticas pu´blicas; (b) a visualizac¸a˜o de interac¸o˜es entre
as varia´veis caracterizando cada unidade observada – portanto, as te´cnicas de clusters constituem
uma ferramenta muito utilizada para identificac¸a˜o de padro˜es.
Este trabalho visa aplicar ana´lises de clusterizac¸a˜o de ´Areas Mı´nimas Compara´veis (AMC’s)
para trac¸ar um mapa de AMC’s, contiguas e na˜o contiguas, com caracterı´sticas homogeˆneas a
partir de determinadas varia´veis agropecua´rias. Esse estudo priorizou a utilizac¸a˜o de AMC’s,
pois essa divisa˜o territorial impo˜e padronizac¸a˜o na divisa˜o geogra´fica das regio˜es ao longo do
tempo, caracterı´stica na˜o necessariamente presente nas diviso˜es polı´ticas municipais. Segundo
[10], entre 1872 e 2000, o nu´mero de municı´pios brasileiros saltou de 642 para 5507, sendo
que na˜o necessariamente suas fronteiras foram respeitadas. Esse autor define as ´Areas Mı´nimas
Compara´veis (AMC’s) como um agregado de municı´pios passı´veis de comparac¸o˜es intertem-
porais de forma significante, na˜o caracterizando uma divisa˜o polı´tica ou administrativa. Dado
que estamos utilizando AMC’s como unidade geogra´fica para a ana´lise de agrupamentos neste
artigo, pode-se empregar a mesma metodologia para outros perı´odos de tempo, e se obterem
agrupamentos compara´veis.
O trabalho esta´ dividido em cinco sec¸o˜es, incluindo esta introduc¸a˜o. A segunda parte aborda
a metodologia utilizada para formac¸a˜o dos grupos homogeˆneos de AMC’s (clusters) – essa
discussa˜o inclui os algoritmos tradicionais sem contiguidade (aglomerativo hiera´rquico e k-
means) e o algoritmo aglomerativo hiera´rquico com imposic¸a˜o de contiguidade. A terceira sec¸a˜o
engloba a descric¸a˜o dos dados utilizados na ana´lise. A quarta parte apresenta os principais resul-
tados oriundos da ana´lise de clusters empregada. A quinta parte e´ reservada para as concluso˜es
do trabalho.
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2 METODOLOGIA
Os algoritmos de clusterizac¸a˜o utilizados baseiam-se na metodologia exposta em [3], [4] e
[5], onde sa˜o amplamente discutidos. Neste artigo, consideram-se algoritmos a construc¸a˜o de
agrupamentos com e sem restric¸o˜es de contiguidade entre as unidades geogra´ficas. Busca-se,
dessa forma, explorar diferenc¸as entre as tipologias construı´das com diferentes abordagens, ale´m
de prover diferentes configurac¸o˜es de agrupamentos que podera˜o ser utilizadas em diferentes
situac¸o˜es de polı´ticas pu´blicas.
Em [5] e´ apresentado uma descric¸a˜o sucinta dos algoritmos aglomerativos de clusterizac¸a˜o
hiera´rquica tradicionais e as modificac¸o˜es neste me´todo a fim de incorporar a restric¸a˜o de unida-
des geogra´ficas contı´guas. Ainda, e´ discutido o me´todo k-means para construc¸a˜o de clusters na˜o
contı´guos, que necessita, a priori, que o nu´mero de agrupamentos seja determinado.
2.1 Algoritmos aglomerativos de clusterizac¸a˜o hiera´rquica
Este trabalho segue a dinaˆmica dos algoritmos combinato´rios, os quais teˆm uma estrutura de
formac¸a˜o aglomerativa de clusters do tipo hiera´rquica, conforme trabalho de [9]. De maneira
geral, essa estrutura segue os seguintes passos:
1. Seja uma base de N clusters iniciais a serem agrupadas em grupos homogeˆneos (por
exemplo, municı´pios). Em geral, cada um desses N clusters conte´m apenas uma uni-
dade inicialmente. A cada unidade i esta´ associado um vetor de m caracterı´sticas xi =
[xi,1xi,2 . . . xi,m ], como por exemplo, socioeconoˆmicas.
2. Calcula-se a distaˆncia entre todos os pares formados por elementos dentre esses N clus-
ters iniciais. Distaˆncia, nesse caso, pode ser qualquer me´trica de dissimilaridade (ou simi-
laridade, dependendo do algoritmo) entre o conjunto de atributos xi = [xi,1xi,2 . . . xi,m ].
Entre as diversas medidas de dissimilaridade possı´veis, pode-se citar a medida de Ward,
que permite encontrar clusters de tamanhos na˜o muito diferentes3. Outras medidas de
dissimilaridade podem ser consultadas em [3], [4] e [6].
3. Sejam I e J os dois clusters apresentando a menor distaˆncia, ou dissimilaridade, entre
eles. Agrupa-se enta˜o o par I e J em um u´nico novo cluster. O nu´mero de clusters agora
passa a ser N − 1.
4. Para os N − 1 novos clusters, depois da junc¸a˜o descrita no passo 3, calculam-se as
distaˆncias entre todos os pares. Para o par com a menor distaˆncia, agrupam-se os ele-
mentos em um u´nico novo cluster, de forma que o nu´mero de clusters existentes passe a
ser N − 2.
3Conforme exposto em [3] e [4], a medida de Ward permite gerar clusters com menor variabilidade total, tornando-os
assim mais homogeˆneos. Utilizando-se outros crite´rios de dissimilaridade, o nu´mero de elementos dos clusters pode
variar de forma mais significativa.
Tend. Mat. Apl. Comput., 18, N. 1 (2017)








72 CLUSTERIZAC¸ ˜AO ESPACIAL E N˜AO ESPACIAL
5. Repetem-se os passos 2 a 4 ate´ se obter um u´nico cluster, que devera´ conter todos os N
clusters iniciais.
Ao fim do processo, ter-se-a´ em ma˜os uma a´rvore (dendograma) descrevendo a sequeˆncia de
agrupamentos em cada passo do algoritmo. Para um nu´mero inicial de N unidades observacionais
na base de dados, ao todo ocorrem N − 1 junc¸o˜es.
O passo final e´ enta˜o selecionar o nu´mero de clusters ou de grupos homogeˆneos por meio de
medidas estatı´sticas, como CCC, pseudo-F e pseudo-t2 (ver [9]). De maneira geral, essas me-
didas esta˜o associadas a um indicador de dissimilaridade agregada entre todos os clusters cons-
truı´dos.
2.2 Algoritmos de clusterizac¸a˜o hiera´rquica espacial
No contexto deste trabalho, as unidades a serem agrupadas sa˜o AMC’s, que formara˜o clusters
de AMC’s homogeˆneas, para as quais polı´ticas de desenvolvimento regional especı´ficas possam
ser propostas. Nesse caso, espera-se que os clusters formados agreguem AMC’s homogeˆneas e
espacialmente vizinhas.
A fim de incorporar explicitamente a restric¸a˜o de contiguidade entre as AMC’s que compo˜em um
mesmo cluster foram propostas algumas modificac¸o˜es no algoritmo de clusterizac¸a˜o, conforme
a seguir:
1. Seja C uma base inicial de N unidades geogra´ficas. Inicialmente, cada uma dessas N
observac¸o˜es consiste em um cluster isoladamente e tem um conjunto de atributos xi =
[xi,1xi,2 . . . xi,m ]. Para cada uma dessas N unidades, encontra-se a lista de vizinhos, de
acordo com algum crite´rio espacial. Nesse caso, foram definidos como vizinhas as AMC’s
que conteˆm pelo menos um lado (ou dois pontos) em comum, num sistema de georrefe-
renciamento. Esse tipo de contiguidade e´ conhecido como contiguidade do tipo rook ([1]
e [2])4.
2. Calcula-se a distaˆncia entre todos os pares formados por elementos estritamente vizinhos
na lista de N unidades, segundo medida de Ward. O nu´mero de pares testados nesse caso
na˜o e´ mais N ×(N −1)/2, como no algoritmo hiera´rquico tradicional, ja´ que nem todos os
pares sa˜o formados por unidades geogra´ficas vizinhas, reduzindo assim consideravelmente
o tempo de processamento.
3. Sejam I e J as duas unidades geogra´ficas vizinhas apresentando a menor distaˆncia, ou
dissimilaridade, entre elas. Agrupa-se o par I e J em um u´nico cluster. O nu´mero de
clusters agora passa a ser N − 1.
4Alternativamente, poderı´amos ter escolhido a vizinhanc¸a do tipo queen. Nesse tipo de vizinhanc¸a, duas unidades ge-
ogra´ficas sa˜o consideradas vizinhas caso elas tenham pelo menos um ponto em comum. Em [3] e [4], os autores iden-
tificaram que a utilizac¸a˜o de vizinhanc¸a do tipo queen pode incorrer em clusters que, apesar de contı´guos, apresentam
formas muito irregulares. Por esse motivo, optou-se pela utilizac¸a˜o de vizinhanc¸a do tipo rook.
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4. Na definic¸a˜o do novo cluster, formado pelas unidades I e J , sera˜o combinadas na˜o so-
mente as listas de atributos xi = [xi,1xi,2 . . . xi,m ], mas tambe´m as listas de vizinhos.
Portanto, sera´ composta uma nova lista de AMC’s vizinhas a partir da unia˜o da lista de
vizinhos da AMC I com a lista de vizinhos da AMC J .
5. Para os N − 1 novos clusters, depois da junc¸a˜o descrita nos itens 3 e 4, calculam-se as
distaˆncias entre todos os pares de clusters vizinhos. Nesse caso, dois clusters A e B de
AMC’s sa˜o considerados vizinhos quando houver pelo menos uma AMC em A que e´
vizinho de uma AMC em B. Para o par de clusters com a menor distaˆncia, agrupam-se os
elementos em um u´nico novo cluster, de forma que o nu´mero de clusters existentes passe
a ser N − 2. Ressalta-se que a distaˆncia entre clusters A e B corresponde unicamente a`
dissimilaridade entre os atributos xi = [xi,1xi,2 . . . xi,m ].
6. Repetem-se os passos 2 a 5 ate´ se obter um u´nico cluster, que devera´ conter todas as N
unidades geogra´ficas originais.
Da mesma forma que no caso da clusterizac¸a˜o hiera´rquica tradicional, ao fim do processo,
tem-se uma a´rvore caracterizando os agrupamentos decorridos em cada passo do algoritmo.
Novamente, pode-se recorrer a alguns dos indicadores tradicionais para a escolha do nu´mero
de agrupamentos mais apropriado. Uma explicac¸a˜o a respeito dos diversos crite´rios de selec¸a˜o
do nu´mero de clusters, comumente utilizados em softwares estatı´sticos, e´ apresentado em [6].
2.3 Algoritmo de agrupamentos k-means
Em alternativa aos algoritmos aglomerativos hiera´rquicos ha´ va´rios outros algoritmos na litera-
tura. Um dos me´todos utilizados e´ o algoritmo k-means. Essa metodologia na˜o possui um cara´ter
sequencial, da mesma forma que os algoritmos hiera´rquicos, ela possui um cara´ter iterativo para
o qual temos que especificar o nu´mero de agrupamentos a priori. Uma explicac¸a˜o detalhada
acerca deste me´todo pode ser consultada em [5].
Dado que e´ necessa´rio especificar o nu´mero de agrupamentos de forma antecipada, o algoritmo
k-means na˜o permite o levantamento de indicadores para sugesta˜o do nu´mero de agrupamentos a
serem utilizados. Por isso, o procedimento geral foi utilizar o algoritmo aglomerativo hiera´rquico
para sugerir o nu´mero de clusters e definido esse nu´mero de agrupamentos, executou-se o algo-
ritmo k-means.
2.4 Medidas de homogeneidade para os clusters formados
Uma das comparac¸o˜es a serem feitas entre os agrupamentos contı´guos e os na˜o contı´guos e´
comparar o nu´mero de agrupamentos no caso contı´guo para se atingir o mesmo nı´vel de homo-
geneidade dos agrupamentos na˜o contı´guos.
Em geral, quando impomos a restric¸a˜o de contiguidade, necessitamos de um maior nu´mero de
agrupamentos para obtermos o mesmo grau de homogeneidade. Para estudar a diferenc¸a entre o
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nu´mero de agrupamentos nos casos contı´guos e na˜o contı´guos, para se atingir o mesmo nı´vel de
homogeneidade, consideraremos o crite´rio R2. A medida R2 e´ enta˜o dada pela expressa˜o:
R2 = 1 − W SS
T SS
(1)
onde, W SS (within sum of squares) representa a variabilidade total, calculada pelo somato´rio
das variabilidades quadra´ticas dentro de cada cluster e, T SS (total sum of squares) indica o
somato´rio total dos quadrados.
Pode-se mostrar que o R2 varia de 0 a 1, sendo R2 = 0 quando o nu´mero de clusters e´ igual a 1
e R2 = 1 quando o nu´mero de clusters e´ igual a n. Quanto mais homogeˆneos forem os clusters,
menores sera˜o os valores da variabilidade quadra´tica dentro de cada agrupamento k, W SSk. Se
os valores das varia´veis nas AMC’s em cada cluster fossem exatamente os mesmos, terı´amos
W SS1 = W SS2 = . . . = W SSK = 0, e nesse caso W SS = 0, resultando em R2 = 1. Portanto,
quanto mais pro´ximo o R2 for de 1, mais homogeˆneos sa˜o os clusters gerados.
3 BASE DE DADOS
Neste estudo foram utilizadas as bases de dados do ano de 2012 da Produc¸a˜o Agrı´cola Munici-
pal (PAM) e da Produc¸a˜o da Pecua´ria Municipal (PPM), ambas elaboradas pelo Instituto Bra-
sileiro de Geografia e Estatı´stica (IBGE) e disponibilizadas em seu site para consulta. A PAM
compreende as culturas de maior relevaˆncia na lavoura brasileira, tanto em produc¸a˜o quanto no
come´rcio. A PPM agrupa dados do setor pecua´rio para os municı´pios brasileiros. Ale´m disso,
tambe´m foi utilizado um conjunto de bases de dados provenientes do IBGE com o objetivo de
retratar as caracterı´sticas do solo e do clima para o territo´rio brasileiro, tais como:
a) Caracterı´sticas fı´sicas: considera os aspectos do solo que podem influenciar no desenvol-
vimento das plantas, como armazenamento de a´gua e aerac¸a˜o do solo;
b) Tipos de clima: descreve o nı´vel de umidade conforme o nu´mero de meses com baixa
umidade;
c) Fertilidade: analisa os atributos quı´micos do solo que podem ajudar ou restringir o desen-
volvimento das plantas, por exemplo, a concentrac¸a˜o de nutrientes bene´ficos e a concen-
trac¸a˜o de alumı´nio;
d) Limitac¸o˜es do Solo: considera as limitac¸o˜es naturais de cada tipo de solo, como a dispo-
nibilidade de nutrientes e caracterı´stica de relevo;
e) Seca: analisa a durac¸a˜o e distribuic¸a˜o da seca ao longo dos meses;
f) Tipos de Solo: agregado de fatores que tem por objetivo avaliar o potencial do solo para
uso agrı´cola;
g) Temperatura: classifica as a´reas de acordo com as temperaturas me´dias;
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h) Topologia: analisa e classifica o terreno de acordo com as ondulac¸o˜es e declives da su-
perfı´cie;
i) Uso do Solo: classifica o terreno de acordo com a sua utilizac¸a˜o.
A unia˜o desses bancos gerou um conjunto de 118 varia´veis de ana´lise, nu´mero elevado para
construir um modelo e com alta probabilidade de alta correlac¸a˜o entre elas. Por esse motivo, foi
efetuada uma ana´lise de componentes principais para reduc¸a˜o de dimensionalidade do banco de
dados.
A ana´lise de componentes principais permite, por exemplo, acomodar situac¸o˜es nas quais di-
versas varia´veis possuem alta correlac¸a˜o entre elas. Selecionamos um nu´mero de componentes
tais que estes contabilizassem por 99% da variabilidade das 118 varia´veis originais. Ao final,
selecionamos 83 componentes principais – estes foram enta˜o utilizados como varia´veis para as
ana´lises de agrupamentos5. Essa ana´lise e´ melhor detalhada em [8].
4 RESULTADOS
A Figura 1 apresenta os passos para as ana´lises de agrupamentos, considerando-se um conjunto
de 83 componentes principais fı´sicos, clima´ticos e agropecua´rios, conforme descrito na sec¸a˜o 3.
Com base nestes 83 componentes, foram efetuadas ana´lises de agrupamentos considerando-se
treˆs metodologias: clusterizac¸a˜o hiera´rquica na˜o espacial, k-means e clusterizac¸a˜o hiera´rquica
espacial.
4.1 Identificac¸a˜o do nu´mero de clusters
A primeira metodologia abordada foi a ana´lise de agrupamentos aglomerativos hiera´rquicos na˜o
contı´guos. Nos dados em ana´lise, a medida pseudo-t2 foi usada para elucidar o nu´mero de clus-
ters a ser utilizado. Ao longo da sequeˆncia aglomerativa de clusters, pelo me´todo hiera´rquico,
a medida pseudo-t2 indica junc¸o˜es de dois clusters que sa˜o relativamente diferentes entre si, ou
seja, a medida pseudo-t2 aponta situac¸o˜es de junc¸a˜o forc¸ada de dois grupos de AMC’s. Sugere-se
enta˜o utilizar o nu´mero de agrupamentos imediatamente anterior a` junc¸a˜o dos grupos na˜o muito
semelhantes.
Em geral, na sequeˆncia de aglomerac¸o˜es, a indicac¸a˜o de junc¸o˜es forc¸adas aparece em diversos
pontos. Isso implica que podemos selecionar nu´meros diferentes de clusters, mesmo usando
apenas um u´nico crite´rio (no caso, o pseudo-t2). Neste artigo, procuraram-se junc¸o˜es forc¸adas
em quatro pontos da sequeˆncia aglomerativa, o que resultou na indicac¸a˜o de quatro nu´meros
diferentes de clusters a serem utilizados. Os nu´meros sugeridos pela estatı´stica pseudo-t2 foram
6, 8, 16 e 21 clusters.
A segunda metodologia baseou-se no me´todo k-means, o qual considerou a mesma metodolo-
gia de agrupamentos sugeridos na primeira ana´lise. Sendo assim, em ambos os me´todos na˜o
5Todos os ca´lculos foram efetuados utilizando-se o software livre R, e os mapas foram elaborados nos softwares Quan-
tumGis ou ArcGis.
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Figura 1: Ana´lise de agrupamentos com diferentes metodologias.
espaciais, os nu´meros de agrupamentos considerados foram os mesmos com diferenc¸a apenas na
composic¸a˜o de cada cluster.
Por fim, na terceira metodologia, que utiliza o me´todo de clusterizac¸a˜o hiera´rquica considerando
contiguidade espacial, o resultado apresentou os seguintes nu´meros de clusters: 40, 47, 52 e 65.
O motivo de se utilizar uma maior quantidade de agrupamentos para o caso contı´guo e´ explicado
pelo fato dos clusters espaciais implicarem em restric¸o˜es de contiguidade, isto e´, o algoritmo pe-
naliza as AMC’s na˜o contı´guas podendo formar, em geral, uma maior quantidade de clusters com
menos AMC’s em cada. Logo, para se obter um nı´vel equivalente de homogeneidade agregada
dos agrupamentos na˜o espaciais, um maior nu´mero de clusters e´ requerido pelos agrupamentos
espaciais.
Abaixo as Figuras 2 e 3 exibem, respectivamente, os gra´ficos da variabilidade total (WSS) e
o R2 em relac¸a˜o ao nu´mero de clusters, para os treˆs me´todos discutidos anteriormente. Estes
gra´ficos teˆm por objetivo ilustrar um comparativo entre as estatı´sticas de cada me´todo e auxiliar
na interpretac¸a˜o dos resultados.
A partir de dez agrupamentos, os clusters espaciais possuem menor R2 para um mesmo nu´mero
de clusters. Antes disso, o R2 para o me´todo hiera´rquico na˜o espacial era menor que para o
me´todo hiera´rquico espacial. Para o me´todo k-means, no entanto, o R2 so´ e´ menor para qua-
tro clusters e maior para todos os outros casos. Isto e´ esperado em casos gerais, uma vez que
a espacialidade limita os agrupamentos entre as AMC’s e, portanto, tende a diminuir o R2.
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Figura 2: Comparac¸a˜o do WSS dos clusters para diferentes me´todos.
Figura 3: Comparac¸a˜o do R2 dos clusters para diferentes me´todos.
Observamos, por exemplo, que o R2 para o me´todo k-means, com vinte e um clusters, e´ igual a
aproximadamente 38%. Este mesmo valor aproximado pode ser observado, no me´todo espacial
hiera´rquico, para quarenta clusters.
Pode-se notar tambe´m que, entre os me´todos utilizados, o k-means apresenta maior R2. Um
dos motivos para isso e´ o fato do me´todo hiera´rquico ser sequencial e, portanto, depender a
cada passo de agregac¸a˜o dos passos dados anteriormente. Ale´m disso, o algoritmo hiera´rquico
e´ do tipo greedy, ou seja, junc¸o˜es em um determinado passo na˜o levam em conta quais sera˜o
as junc¸o˜es futuras. Ainda, destaca-se o fato da curva R2 na˜o ser estritamente crescente para o
caso k-means, que ocorre devido ao fato de tal me´todo na˜o ser sequencial, ao contra´rio dos dois
me´todos hiera´rquicos.
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Dentre os quatro valores para o nu´mero de clusters, sugeridos acima, decidiu-se utilizar o va-
lor igual a vinte e um clusters para os casos na˜o espaciais. Ale´m de ser o valor apontado pe-
las estatı´sticas no crite´rio de parada, esse nu´mero fornece tambe´m ana´lises mais interessantes
pelas caracterı´sticas de homogeneidade em cada cluster gerado, de acordo com as varia´veis
selecionadas.
Para o me´todo espacial, optou-se por utilizar o nu´mero igual a quarenta clusters. Novamente,
este nu´mero foi sugerido pelos crite´rios de parada e, ale´m disso, este caso possui R2 bastante
pro´ximo a`quele encontrado com vinte e um clusters para o me´todo k-means, aproximadamente
38%, permitindo assim certo grau de comparac¸a˜o entre os me´todos.
4.2 Resultados para clusters por me´todos na˜o espaciais
Como mencionado anteriormente, tanto para o me´todo aglomerativo hiera´rquico na˜o espacial
quanto para o me´todo k-means foram considerados o mesmo nu´mero de agrupamentos. Entre-
tanto, nas ana´lises dos resultados, o foco foi mais concentrado no me´todo k-means, devido ao
fato dos agrupamentos deste me´todo terem apresentado um maior R2. Estas ana´lises sa˜o feitas
a partir dos box-plots gerados, de forma a obter os quartis de cada elemento, em cada cluster e
por varia´vel. Os quartis centrais, formados pelos valores entre 25% e 75%, mostram os valores
na˜o discrepantes da varia´vel dentro de cada cluster. Portanto, decidiu-se por utilizar a mediana,
como medida de centralidade, por ela ser robusta a observac¸o˜es extremas dentro de cada cluster.
Dentre os clusters para o me´todo k-means, o cluster 5 se destaca, em termos de mediana, em
algumas das principais criac¸o˜es e culturas do setor agropecua´rio, como as criac¸o˜es de bovinos,
suı´nos, ovinos e equinos, enquanto que na agricultura sa˜o relevantes as culturas de sorgo, al-
goda˜o, soja, milho, feija˜o e arroz.
A Figura 4 exibe a posic¸a˜o do cluster 5 no territo´rio brasileiro. Nota-se que esse cluster e´
formado por AMC’s presentes nos estados do Mato Grosso (MT), Mato Grosso do Sul (MS),
Goia´s (GO), Minas Gerais (MG) e Bahia (BA).
Outro cluster que se destaca e´ o cluster 1 (Figura 5), localizado primordialmente, no estado do
Para´ (PA). Primeiramente, apesar de na˜o se tratar de um me´todo espacial, as unidades que o
compo˜em sa˜o bastante pro´ximas, apresentando contiguidade entre todas as AMC’s, menos uma.
Na produc¸a˜o agrı´cola, as culturas de maior destaque foram arroz e mandioca, enquanto que, na
pecua´ria, as principais criac¸o˜es foram as de bovinos e equinos.
Com os resultados obtidos nesta subsec¸a˜o, pode-se observar, por meio dos box-plots, o com-
portamento dos clusters em relac¸a˜o a` produc¸a˜o no setor agropecua´rio e, assim, diversas outras
ana´lises podem ser feitas, como a relac¸a˜o entre criac¸o˜es e culturas e as caracterı´sticas fı´sicas e
clima´ticas de cada cluster.
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Figura 4: Cluster nu´mero 5 – me´todo k-means.
Figura 5: Cluster nu´mero 1 – me´todo k-means.
4.3 Resultados para clusters por me´todos espaciais
Para o caso de clusterizac¸a˜o espacial, considera-se no modelo a contiguidade entre as AMC’s.
A presenc¸a de contiguidade torna endo´genas ao modelo questo˜es geogra´ficas, ale´m de levar em
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considerac¸a˜o as caracterı´sticas descritas nas varia´veis. Dessa forma, como o algoritmo penaliza
unidades na˜o contı´guas e diferenc¸as muito grandes nas caracterı´sticas das AMC’s pode ocorrer a
formac¸a˜o de clusters pequenos. Com o algoritmo hiera´rquico espacial, metodologia encontrada
em [3] e [4], os clusters contı´guos sa˜o definidos para utilizac¸a˜o nessa ana´lise. Dentre os nu´meros
de clusters sugeridos pelos indicadores, optou-se por utilizar quarenta agrupamentos (Figura 6),
ja´ que o R2 nesse modelo e´ bastante pro´ximo do R2 para o me´todo k-means com vinte e um
clusters, discutido na subsec¸a˜o anterior.
Figura 6: Clusters – me´todo espacial.
Considerando os box-plots para o caso de clusterizac¸a˜o espacial, realizou-se uma ana´lise gra´fica
das principais culturas e criac¸o˜es levadas em considerac¸a˜o no estudo. Desta forma, pode-se
observar por meio da mediana (medida de centralidade) os principais valores na˜o discrepantes
das varia´veis dentro de cada cluster analisado.
Dentre os principais agrupamentos para o me´todo espacial, o cluster 4 e´ o que mais se destaca
no setor agropecua´rio, possuindo maior mediana em diversas culturas e criac¸o˜es. No caso es-
pecı´fico da agricultura, este cluster possui nu´meros expressivos nas produc¸o˜es de: i) soja, sendo
o agrupamento de maior relevaˆncia; ii) milho, novamente o de maior mediana; iii) feija˜o, maior
mediana; iv) arroz, com mediana maior; v) algoda˜o, sendo o de maior relevaˆncia; e vi) sorgo
mais uma vez a u´nica mediana a se destacar em relac¸a˜o aos outros clusters. Outra caracterı´stica
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relevante deste cluster e´ a sua alta participac¸a˜o na pecua´ria, ressaltando-se a criac¸a˜o de suı´nos e
galina´ceos.
A Figura 7 exibe a disposic¸a˜o do cluster no Brasil, sendo ele localizado totalmente no estado
do Mato Grosso (MT). Por ser um agrupamento que demonstrou alta relevaˆncia nas culturas e
criac¸o˜es, destacam-se as AMC’s que compo˜em esse cluster: Campo Novo do Parecis; Campos
de Ju´lio; Diamantino; Lucas do Rio Verde; Nova Mutum; Sapezal; Sorriso; e Tapurah.
Figura 7: Cluster nu´mero 4 – me´todo espacial.
´E interessante notar que o cluster 4 e´ o destaque em produc¸a˜o de sorgo e de milho, ambos
utilizados na composic¸a˜o de rac¸a˜o usada na alimentac¸a˜o bovina. Por sua vez, os clusters 6 e
3 (vizinhos do cluster 4) sa˜o, justamente, os destaques, em termos de mediana, na criac¸a˜o de
bovinos. Subentende-se que os clusters que produzem mate´ria-prima para a produc¸a˜o de um
bem, como a rac¸a˜o para o gado, pode estimular o desenvolvimento de clusters pro´ximos que se
beneficiem da produc¸a˜o dessa mate´ria-prima. A Figura 8 exibe o posicionamento destes clusters
e a relac¸a˜o de proximidade entre eles.
Os resultados anteriores, utilizando o me´todo hiera´rquico com contiguidade, possibilitam aos
analistas informac¸o˜es u´teis acerca do padra˜o espacial investigado. Especificamente neste traba-
lho, alguns padro˜es interessantes do setor agropecua´rio brasileiro sa˜o identificados, permitindo
assim, a proposic¸a˜o de polı´ticas pu´blicas especı´ficas para cada conglomerado segundo suas ca-
racterı´sticas intrı´nsecas. Uma maior eˆnfase foi dada ao cluster 4 por ter se destacado em uma
quantidade considera´vel de culturas e criac¸o˜es. A relac¸a˜o obtida entre os clusters 4, 6 e 3 de-
monstra que futuros estudos podem ser desenvolvidos utilizando a clusterizac¸a˜o espacial, assim
como, outras ana´lises podem ser realizadas observando a relac¸a˜o entre as varia´veis do setor agro-
pecua´rio e as caracterı´sticas de solo e clima em cada cluster.
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Figura 8: Clusters 3, 4 e 6 – me´todo espacial.
5 CONSIDERAC¸ ˜OES FINAIS
Neste artigo, o objetivo foi a identificac¸a˜o de agrupamentos de ´Areas Mı´nimas Compara´veis
(AMC’s) para a ana´lise de varia´veis de produc¸a˜o agropecua´ria, varia´veis fı´sicas e varia´veis
clima´ticas, permitindo se trac¸ar diretrizes para o desenvolvimento de polı´ticas pu´blicas. O estudo
realizado por meio de agrupamentos traz diversas vantagens para a ana´lise dos dados, facilitando
sua observac¸a˜o e minimizando problemas de dimensionamento, situac¸a˜o quando uma a´rea de
estudo e´ suficientemente grande e com caracterı´sticas muito gene´ricas, de forma que na˜o re-
flita a realidade observada, ou pequena demais, impossibilitando a identificac¸a˜o de padro˜es mais
abrangentes.
No estudo, foram adotados os me´todos k-means, aglomerativo hiera´rquico na˜o espacial e o aglo-
merativo hiera´rquico espacial. Por meio de uma ana´lise do pseudo-t2, do CCC e do pseudo-F,
o resultado obtido foi uma selec¸a˜o de quatro configurac¸o˜es de clusters, com tamanhos coin-
cidentes, para os me´todos que na˜o impo˜em contiguidade e outras quatro configurac¸o˜es para o
me´todo espacial. Como o me´todo k-means apresentou, consistentemente, um R2 maior que o
me´todo aglomerativo na˜o espacial, optou-se por uma ana´lise conjunta dos me´todos k-means e
hiera´rquico espacial.
Para o me´todo k-means, ale´m de uma visa˜o geral de sua aplicac¸a˜o, ressaltou-se o grupo de
AMC’s incluindo Unaı´ (MG), Nova Mutum (MT), Sorriso (MT), Rio Verde (GO), e mais vinte
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e sete AMC’s, que compo˜em o cluster 5, pelo fato deste apresentar maior mediana em algu-
mas das culturas consideradas, em especial, soja, milho, feija˜o, arroz, algoda˜o e sorgo. Para a
clusterizac¸a˜o espacial, o grupo de AMC’s incluindo Campo Novo do Parecis (MT), Campos de
Ju´lio (MT), Diamantino (MT), Lucas do Rio Verde (MT), Nova Mutum (MT), Sapezal (MT),
Sorriso (MT) e Tapurah (MT) recebeu mais foco. Ao observar os mapas contendo os clusters,
nos deparamos com o fato das AMC’s do agrupamento incluindo Nova Mutum (MT), Sapezal
(MT), Sorriso (MT) e Tapurah (MT) para o me´todo espacial estarem contidas no agrupamento
incluindo Unaı´ (MG), Nova Mutum (MT), Sorriso (MT) e Rio Verde (GO) para o me´todo k-
means. Por um lado, este ponto reafirma o conceito de clusterizac¸a˜o e, por outro, ele evidencia
as consequeˆncias decorrentes da imposic¸a˜o da necessidade de contiguidade.
Poˆde-se, portanto, de maneira mais completa, exibir as distribuic¸o˜es das culturas agrı´colas, e suas
relac¸o˜es com caracterı´sticas fı´sicas e clima´ticas, ajudando em suas ana´lises de alocac¸a˜o. Com
isso, este artigo coloca em foco questo˜es agropecua´rias para as AMC’s brasileiras, de forma
a servir como guia para polı´ticas pu´blicas de desenvolvimento da agropecua´ria, podendo le-
var a polı´ticas pu´blicas direcionadas e espacializadas. Ainda, utilizando-se outros conjuntos de
varia´veis, as metodologias discutidas aqui podera˜o ser aplicadas a outros temas de interesse para
ana´lise.
ABSTRACT. This paper presents a clustering analysis of Minimum Comparable Areas
(MCAs) to draw a map of homogeneous grouping from a combination of climatic varia-
bles, soil characteristics and agricultural production. The methodology allows the visuali-
zation of interactions among the many different variables used, indentifying, for example,
coexistence patterns, at the municipal level, of different crops. The discussion presents the
traditional algorithms with no contiguity (hierarchical algorithm and k-means) and the ag-
glomerative hierarchical algorithm with contiguity. Therefore, this paper seeks to explore
differences among the typologies built with different approaches, as well as, provide alterna-
tive configurations of grouping. Also, the methodologies discussed allow the incorporation
of traditional criteria for choosing the number of clusters, such as the CCC, pseudo-F and
pseudo-t2 statistics.
Keywords: Spatial clustering, hierarchical algorithms, k-means.
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