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Abstract
Ride-hailing services, such as Didi Chuxing, Lyft, and Uber, arrange thousands of cars to meet
ride requests throughout the day. We consider a Markov decision process (MDP) model of a ride-
hailing service system, framing it as a reinforcement learning (RL) problem. The simultaneous control
of many agents (cars) presents a challenge for the MDP optimization because the action space grows
exponentially with the number of cars. We propose a special decomposition for the MDP actions by
sequentially assigning tasks to the drivers. The new actions structure resolves the scalability problem
and enables the use of deep RL algorithms for control policy optimization. We demonstrate the benefit
of our proposed decomposition with a numerical experiment based on real data from Didi Chuxing.
1 Introduction
A ride-hailing service is the next generation of taxi service that uses online platforms and mobile apps
to connect passengers and drivers. Lyft, Uber, and Didi Chuxing together serve more than 45 million
passengers per day [9].
A centralized planner of the ride-hailing service arranges cars in the system, matching them with
ride requests from the passengers. The centralized planner may also relocate an empty (without a
passenger) car to another location in anticipation of future demand and/or shortage. In other words,
the centralized planner assigns tasks to multiple drivers over a certain time horizon, considering the
expected geographical distributions of requests and cars.
Motivated by the problem of relocating cars with no passengers, we follow [1], which used a closed
queueing network model under the assumption of constant traffic parameters (e.g. passengers arrival
rates, cars travel times), formulated a fluid-based optimization problem and found an asymptotically
optimal empty-car routing policy in the “large market” parameter region. For a time-varying traffic
pattern, each decision time the traffic parameters were averaged over the finite time window and used
to formulate the fluid-based optimization problem as if the ride-hailing service had a constant traffic
pattern. The result was a time-dependent lookahead policy that was not designed to be optimal.
The reinforcement learning (RL) framework we propose, however, assumes that the centralized plan-
ner does not know the traffic parameters. An RL problem refers to a (model-free) Markov decision
process (MDP) problem in which the underlying dynamics is unknown, but optimal actions can be
learnt from sequences of data (states, actions, and rewards) observed or generated under a given pol-
icy. The centralized planner has to control multiple agents (cars) simultaneously while accounting for
their interactions. Since the centralized planner’s action space will grow exponentially with the number
of agents, we propose a method that transforms any action of the centralized planner into a special
form that enables both simultaneous control of multiple agents and the use of policy optimization RL
algorithms [4, 10, 11] to optimize the centralized planner’s decisions.
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The development and application of RL algorithms combined with neural networks for controlling
and optimizing ride-hailing services are important research topics. Related to empty-car routing, [7]
employed a deep Q-network (DQN) algorithm, proposed in [6], to proactively dispatch cars to meet
future demand while limiting empty-car routing times. To ensure scalability, the algorithm was applied
to find the optimal dispatch actions for individual cars, but without considering agents’ interactions. We
note that the use of deep RL algorithms to learn the optimal actions from the perspective of individual
cars has been studied intensively [7, 14, 12], yet this approach can be “intrinsically inadequate to be used
in a production dispatching system which demands coordinations among multiple agents” [13]. In [13]
the authors studied “ride-sharing order dispatching” processes using a two-stage optimization procedure
consisting of a deep RL algorithm followed by combinatorial optimization for bipartite graph matching.
A simulation study based on real dispatch data from Didi Chuxing showed that the authors’ deep RL
approach outperformed other recently proposed dispatching methods [14, 15] in terms of driver income
and passenger experience metrics. In [5] the authors proposed to delay the car assignment for some
passengers in order to accumulate more drivers and waiting passengers in the matching pool, where the
passengers and cars would be connected later via optimal bipartite matching. A multi-agent actor-critic
RL algorithm was developed to optimize the choice of the delayed times for the passengers. The use
of Didi Chuxing’s real data demonstrated that the proposed actor-critic method decreased the mean
pickup time significantly compared to pure optimization methods that assumed no delay.
In this paper we consider a centralized planner that receives real-time data on existing ride requests
and driver activities and assigns tasks to drivers at each decision epoch. We assume the decision epochs
occur at discrete times, and the time between every two consecutive decision epochs is fixed. At each
decision epoch the centralized planner must solve the following combinatorial problem: each available
car should be either matched with a passenger’s ride request, relocated to another location with no
passengers, or asked to stay at its current location until the next decision epoch.
This paper makes the following contributions to the ride-hailing literature. The new method pro-
posed to solve combinatorial problems uses a special decomposition of actions and a control policy that
sequentially matches agents with tasks. A deep learning algorithm is used to optimize the control pol-
icy that should generate the most beneficial trip to fulfill at a current system’s state. The centralized
planner’s control policy that assigns tasks is based on mapping from the state space to a set of trips.
The complexity of its representation grows linearly with the ride-hailing service area. We use a proximal
policy optimization (PPO) algorithm [11] for the control policy optimization. The results of numerical
experiment using real data from a ride-hailing service show that the proposed solution outperforms
currently used combinatorial matching method.
The remainder of this paper is organized as follows. Section 2 describes the ride-hailing service and
its transportation network. Section 3 formulates the optimal control problem and control optimization
algorithm. Section 4 compares the results of the proposed method to the time-dependent lookahead
policy proposed by [1] based on a numerical study using real data from a ride-hailing service. Section 5
concludes and offers suggestions for future research.
2 The transportation network
In this section we describe our model of the ride-hailing service and transportation network, following
[1], with a few modifications. The service consists of a centralized planner, passengers requesting rides,
and a fixed number of geographically distributed agents (cars). The transportation network consists of
N cars distributed across a service territory divided into R regions. For ease of exposition, we assume
that each working day (“episode”) of the ride-hailing service starts at the same time and lasts for H
minutes.
We assume that the number of passenger arrivals at region o in the t-th minute (i.e., t minutes
elapsed since the start of the working day) is a Poisson random variable with mean
λo(t), for each o = 1, . . . , R, t = 1, . . . ,H.
The collection of all Poisson random variables is independent. Passengers only arrive after a working
day starts (i.e., there are no passengers at the 0-th minute).
Upon arrival at region o, a passenger travels to region d with probability that depends on time t,
origin region o, and destination region d
Pod(t), o, d = 1, . . . , R, t = 1, . . . ,H.
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After a trip from region o to d has been initiated, its duration is deterministic and equals to
τod(t), o, d = 1, . . . , R, t = 1, . . . ,H. (2.1)
We let
τd := max
t=1,...,H, o=1,...,R
τod(t), d = 1, ..., R (2.2)
be the maximum travel time to region d from any region of the transportation network at any time.
While Section 1 in [1] assumed that travel times were random variables having an exponential dis-
tribution, the experiments in Section 3.2.1 were conducted under constant travel times. For ease of
exposition, we use deterministic travel times in Section 3 below.
Patience time denotes a new passenger’s maximum waiting time for a car. We assume that each
passenger has a deterministic patience time and we fix it as equal to L minutes. We assume that the
centralized planner knows the patience time.
In real time, the centralized planner receives ride requests, observes the location and activity of each
car in the system, and considers three types of tasks for the available cars: (1) car-passenger matching,
(2) empty-car routing, and (3) “do nothing” (a special type of empty-car routing). We assume that each
passenger requires an immediate response to a request within the first decision epoch. If the centralized
planner assigns a matching between a passenger and an available car, we assume the passenger has to
accept the matching. A passenger who is not matched with a car in the first decision epoch leaves the
system.
Unlike [1], we relax the constraint that only cars idling at the passenger’s location can be matched
with the passenger. We assume that the centralized planner can match cars with subsequent ride requests
before current trips are completed. We assume that the patience time satisfies
L < min
t=1,...,H, o=1,...,R
τod(t), for each d = 1, . . . , R. (2.3)
The assumption implies that the travel time of any trip is larger than the patience time. Therefore, no
more than one subsequent trip can be assigned to a driver.
If a car reaches its destination and has not been matched with a new passenger, it becomes empty.
The centralized planner may let the empty car stay at the destination or relocate to another region. For
the former, we note that the centralized planner’s decision belongs to the “do nothing” task and does
not cost any travel time. The centralized planner will be able to assign the car a new task at the next
decision epoch. For the latter, the centralized planner chooses a region for the relocation and the travel
time remains the same as in Equation (2.1). Unlike [1], the centralized planner can assign two empty-car
routing tasks in succession.
3 Optimal control problem formulation
Our goal is to find a control policy for the centralized planner that maximizes the total reward collected
during one working day by the entire ride-hailing service. In this section we formulate the problem as a
finite-horizon, discrete-time, undiscounted MDP. We set the time interval between two successive epochs
to one minute. As a result, a passenger waits at most one minute for a decision. Under this setting, the
time in minute, t = 1, . . . ,H, also represents the decision epochs.
3.1 State space
The state space SΣ of the MDP includes states st = [s
e
t , s
c
t , s
p
t ], such that each state consists of three
components: current epoch set := t, cars status s
c
t , and passengers status s
p
t .
The cars status component represents the number of cars of every type in the system:
sct :=
(
sct(d, η)
∣∣∣ d = 1, . . . , R, η = 0, 1, . . . , τd, τd + 1, . . . , τd + L) ,
where sct(d, η) is the number of cars in the system whose final destination region is d, and the total
remaining travel time (“distance”) to the destination is equal to η, and τd is the maximum travel time
to region d defined by (2.2).
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The passengers status component is equal to
spt :=
(
spt (o, d)
∣∣∣ o, d = 1, ..., R) ,
where spt (o, d) characterizes the number of passengers in the system requesting rides from region o to
region d, o, d = 1, ..., R.
3.2 Action space
At each epoch t, the centralized planner observes the system state st, and makes a decision at that
should address all It available cars, where
It :=
R∑
o=1
L∑
η=0
sct(o, η).
We let AΣ denote the action space of the MDP. We propose to decompose every decision at ∈ AΣ
into a sequence of “atomic actions”, each addressing a single available car, to overcome the challenge of
the large action space. Therefore, we consider action at as:
at := (at,1, ..., at,It) ,
where at,i is an atomic action that encodes a trip by one of the candidate cars. We let A denote the
atomic action space. We note that A = {(o, d)}Ro,d=1.
We call the sequential generation of atomic actions a “sequential decision making process” (SDM
process). We let st,i denote a state of the SDM process after i − 1 steps, for each decision epoch
t = 1, ...,H. We let S be the state space of the SDM process. Each state st,i of the SDM process has
four components st,i := [s
e
t,i, s
c
t,i, s
p
t,i, s
`
t,i], where, as in the original MDP, the first three components s
e
t,i,
sct,i, s
p
t,i represent current epoch, cars status, and passengers status, respectively, and a new component
s`t,i tracks the cars exiting the available cars pool until the next decision epoch. The SDM process is
initialized with state st,1 such that s
e
t,1 = s
e
t , s
c
t,1 = s
c
t , s
p
t,1 = s
p
t , and s
`
t,1 is a zero vector, for each
decision epoch t = 1, ...,H.
Each atomic action represents a “feasible” trip at,i = (ot,i, dt,i), where ot,i, dt,i are the origin and
destination regions of the trip, respectively. Action at,i is feasible if there exists an available car that
is L minutes (or less) away from the origin region ot,i, (i.e.
∑L
η=0 s
c
t,i(ot,i, η) > 0). Although atomic
action at,i only encodes the origin and destination of a trip, we set a few rules that specify which car
will conduct the trip and if the car will carry a passenger. Among the set of available cars, we select
the car closest to origin ot,i to take the trip. Then, we prioritize car-passenger matching over empty-car
routing, (i.e. if there exists a passenger requesting a ride from the trip origin to the trip destination,
we assign the car to the requesting passenger; if there are several passengers requesting such a ride, we
assign the car to a passenger at random). If there is no passenger requesting a ride from ot,i to dt,i, we
interpret atomic action at,i as either an empty-car routing task or a “do nothing” task. If the available
car assigned to the trip idles at origin region ot,i and the trip relocates the car to a different region
(dt,i 6= ot,i), then the car fulfills an empty-car routing task. Otherwise, we interpret the atomic action
as a ”do nothing” task, and the car becomes a ”do-nothing” car.
Once an available car, possibly a “do nothing” car, has been assigned a task at the ith step of the
SDM process, the centralized planner should exclude it from the available cars pool. If the car has been
assigned a passenger ride request or an empty-car routing task, the cars status component of the SDM
process state is updated such that the car becomes associated with its new final destination. The car
is automatically excluded from the available cars pool by assumption (2.3). The “do nothing” tasks
require special transitions that the original MDP does not have, so we use s`t,i to track the “do nothing”
cars
s`t,i =
(
s`t,i(d, η)
∣∣∣ d = 1, . . . , R, η = 0, 1, . . . , L),
where s`t,i(d, η) is the number of “do nothing” cars which drive to or idle at region d, η minutes away
from their destinations. The ”do nothing” component excludes ”do nothing” cars from the available
cars pool until the next decision epoch.
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The atomic actions are generated sequentially under control policy
pi : S → A,
which is a mapping from the state space into a set of the trips. The control policy pi, given a current state
of the SDM process st,i, sequentially generates feasible atomic actions at,i = pi(st,i). The SDM process
terminates when all candidate cars become non-candidate cars, producing action at = (at,1, ..., at,It).
At each decision epoch the centralized planner observes system state st and exercises control policy
pi sequentially in the SDM process to obtain action at. Then the transition of the system to the next
state st+1 occurs according to the dynamics of the original MDP.
3.3 Reward functions and objective
A car-passenger matching generates an immediate reward
cft (o, d, η), o, d = 1, . . . , R, η = 0, 1, . . . , L, t = 1, . . . ,H,
where o and d are the passenger’s origin and destination regions, respectively, η is the distance (in
minutes) between the matched car and the passenger’s location, and t is the time of the decision. The
superscript “f” denotes a full-car trip.
Every empty-car routing atomic action generates a cost that depends on origin region o, destination
region d, and decision time t
cet (o, d), o, d = 1, . . . , R, t = 1, . . . ,H,
where the superscript denotes an empty-car trip.
We assume the “do nothing” actions do not generate any rewards. Therefore, a one-step reward
function generated on the i− 1th step of SDM process at epoch t is equal to
c(st,i, at,i) =

cft (o, d, η), if action at,i implies car-passenger matching,
−cet (o, d), if action at,i implies empty-car routing,
0, if action at,i implies “do nothing” action.
We want to find control policy pi that maximizes the expected total rewards over the finite time
horizon
Epi
[
H∑
t=1
It∑
i=1
c(st,i, at,i)
]
.
3.4 Control policy optimization
Here, a “randomized” control policy refers to a map pi : S → [0, 1]R2 , that given state s ∈ S outputs a
probability distribution over all trips. We use pi(a|s) to denote the probability of choosing atomic action
a at state s if the system operates under policy pi. We assume that pi(a|s) = 0 if action a is infeasible
at system state s. Then, at each epoch t, the SDM process, under randomized control policy pi, selects
atomic actions sampled according to distribution pi(·|st,i), for each step i = 1, ..., It.
We define a value function Vpi : S → R of policy pi
Vpi(st,i) := Epi
 It∑
k=i
c(st,k, at,k) +
H∑
j=t+1
Ij∑
k=1
c(sj,k, aj,k)
 ,
for each t = 1, ...,H, i = 1, ..., It, and st,i ∈ S. For notational convenience we set Vpi(sH+1,1) = 0 for any
policy pi.
We define advantage function Api : S ×A → R of policy pi
Api(st,i, at,i) :=
c(st,i, at,i) + Vpi(st,i+1)− Vpi(st,i), if i 6= Itc(st,i, at,i) + ∑
y∈S
P(st,i, at,i, y)Vpi(y)− Vpi(st,i), if i = It,
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for each t = 1, ...,H; i = 1, ..., It. We note that the transitions within the SDM process are deterministic.
We use P to denote the probabilities of transitions that come from random passenger arrivals. We also
define an advantage function for the original MDP AΣpi : S
Σ → AΣ of policy pi
AΣpi (st, at) :=
It∑
i=1
Api(st,i, at,i),
where at = (at,1, ..., at,It). We note that A
Σ
pi (st.at) =
It∑
i=1
c(st,i, at,i)+
∑
y∈S
P(st,It , at,It , y)Vpi(y)−Vpi(st,1).
We also let piΣ(at|st,1) denote the probability of selecting action at = (at,1, ..., at,It) under policy pi if
the SDM process is initialized at state st,1.
We let {piθ, θ ∈ Θ} be a set of parametrized control policies, where Θ is an open subset of Rq, q ≥ 1.
Hereafter, we abuse the notation and use Vθ, Aθ to denote the value function and the advantage function
of policy piθ, θ ∈ Θ, respectively.
In Lemma 1 we obtain a performance difference equality for the MDP operating under the actions
generated by the SDM process. Similar performance difference equality was first obtained for MDPs
with infinite-horizon discounted cost objectives in [4].
Lemma 1. We consider two policies piθ and piξ, θ, ξ ∈ Θ. Their value functions satisfy
Vθ(s1,1)− Vξ(s1,1) = Epiθ
[
H∑
t=1
It∑
i=1
Aξ(st,i, at,i)
]
.
Proof. First, we note that
Epiθ
Vξ(s1,1)− Vξ(sH+1,1) + H∑
t=1
∑
y∈S
P(st,It , at,It , y)Vξ(y)− Vξ(st,It) +
It−1∑
i=1
(
Vξ(st,i+1)− Vξ(st,i)
) = 0,
see, for example, [3].
Then
Vθ(s1,1)− Vξ(s1,1) = Vθ(s1,1)− Vξ(s1,1)
+ Epiθ
Vξ(s1,1)− Vξ(sH+1,1) + H∑
t=1
∑
y∈S
P(st,It , at,It , y)Vξ(y)− Vξ(st,It) +
It−1∑
i=1
(
Vξ(st,i+1)− Vξ(st,i)
)
= Vθ(s1,1) + Epiθ
 H∑
t=1
∑
y∈S
P(st,It , at,It , y)Vξ(y)− Vξ(st,It) +
It−1∑
i=1
(
Vξ(st,i+1)− Vξ(st,i)
)
= Epiθ
[
H∑
t=1
It∑
i=1
c(st,i, at,i)
]
+ Epiθ
 H∑
t=1
∑
y∈S
P(st,It , at,It , y)Vξ(y)− Vξ(st,It) +
It−1∑
i=1
(
Vξ(st,i+1)− Vξ(st,i)
)
= Epiθ
 H∑
t=1
c(st,It , at,It) +∑
y∈S
P(st,It , at,It , y)Vξ(y)− Vξ(st,It) +
It−1∑
i=1
(
c(st,i, at,i) + Vξ(st,i+1)− Vξ(st,i)
)
= Epiθ
[
H∑
t=1
It∑
i=1
Aξ(st,i, at,i)
]
.
We define an occupation measure of policy piΣθ at epoch t as a distribution over states of S
Σ:
µθ(t, s) := P(st = s), for each t = 1, ...,H, s ∈ SΣ,
where st is a state of the MDP at epoch t under policy pi
Σ
θ .
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We define another occupation measure for the states of the SDM process under policy piθ, θ ∈ Θ.
We denote the probability that the SDM process under policy piθ is at state y after i− 1 steps at epoch
t, conditioning on st,1 = s, as
φθ(t, i, s, y) := P(st,i = y | st,1 = s) for each t = 1, ...,H, i = 1, ..., It, y ∈ S, s ∈ SΣ.
Then, from Lemma 1 we get
Vθ(s1,1)− Vξ(s1,1) ≥ Epiξ
[
H∑
t=1
It∑
i=1
piθ(at,i|st,i)
piξ(at,i|st,i)
Aξ(st,i, at,i)
]
(3.1)
−
H∑
t=1
∑
s∈SΣ
µξ(t, s)
It∑
i=1
max
s∈S,a∈A
|Aξ(s, a)|
∑
y∈S
|φξ(t, i, st, y)− φθ(t, i, st, y)|
−
H∑
t=1
max
s∈SΣ, a∈AΣ
|AΣξ (s, a)|
∑
s∈SΣ
|µξ(t, s)− µθ(t, s)|.
Indeed,
Vθ(s1,1)− Vξ(s1,1) = Epiθ
[
H∑
t=1
It∑
i=1
Aξ(st,i, at,i)
]
= Epiθ
[
H∑
t=1
AΣξ (st, at)
]
=
H∑
t=1
∑
s∈SΣ
µθ(t, s)
∑
a∈AΣ
piΣθ (a|s)AΣξ (s, a)
≥
H∑
t=1
∑
s∈SΣ
µξ(t, s)
∑
a∈AΣ
piΣθ (a|s)AΣξ (s, a)
−
H∑
t=1
max
s∈SΣ, a∈AΣ
|AΣξ (s, a)|
∑
s∈SΣ
|µξ(t, s)− µθ(t, s)|
=
H∑
t=1
∑
s∈SΣ
µξ(t, s)
It∑
i=1
∑
y∈S
φξ(t, i, s, y)
∑
at,i∈A
piθ(at,i|y)Aξ(y, at,i)
−
H∑
t=1
max
s∈SΣ, a∈AΣ
|AΣξ (s, a)|
∑
s∈SΣ
|µξ(t, s)− µθ(t, s)|
≥
H∑
t=1
∑
s∈SΣ
µξ(t, s)
It∑
i=1
∑
y∈S
φξ(t, i, s, y)
∑
at,i∈A
piθ(at,i|y)Aξ(y, at,i)
−
H∑
t=1
∑
s∈SΣ
µξ(t, s)
It∑
i=1
max
s∈S,a∈A
|Aξ(s, a)|
∑
y∈S
|φξ(t, i, s, y)− φθ(t, i, s, y)|
−
H∑
t=1
max
s∈SΣ, a∈AΣ
|AΣξ (s, a)|
∑
s∈SΣ
|µξ(t, s)− µθ(t, s)|
= Epiξ
[
H∑
t=1
It∑
i=1
piθ(at,i|st,i)
piξ(at,i|st,i)
Aξ(st,i, at,i)
]
−
H∑
t=1
∑
s∈SΣ
µξ(t, s)
It∑
i=1
max
s∈S,a∈A
|Aξ(s, a)|
∑
y∈S
|φξ(t, i, s, y)− φθ(t, i, s, y)|
−
H∑
t=1
max
s∈SΣ, a∈AΣ
|AΣξ (s, a)|
∑
s∈SΣ
|µξ(t, s)− µθ(t, s)|.
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Next, we assume that randomized control policy piξ is the centralized planner’s current policy. We
want to improve it and get policy piθ that outperforms the current policy (i.e. Vθ(s1,1)− Vξ(s1,1) > 0).
We can guarantee the improvement if we find policy piθ such that the right-hand side (RHS) of (3.1)
is positive. We address the maximization of the RHS of (3.1) following the approach previously used
in [4, 10, 2]: we bound
∑
s∈S
|µξ(t, s) − µθ(t, s)| and
∑
y∈S
|φξ(t, i, st, y) − φθ(t, i, st, y)| by controlling the
maximum change between policies piθ and piξ, and focus on maximization of the first term of the RHS
of (3.1).
In [11] the authors proposed to maximize a clipping surrogate objective function:
L(θ, ξ) := Epiξ
[ H∑
t=1
It∑
i=1
min
(
rθ,ξ(st,i, at,i)Aξ(st,i, at,i), (3.2)
clip(rθ,ξ(st,i, at,i), 1− , 1 + )Aξ(st,i, at,i)
)]
,
where rθ,ξ(s, a) :=
piθ(s,a)
piξ(s,a)
, clipping function is equal to
clip(c, 1− , 1 + ) :=

1− , if c < 1− ,
1 + , if c > 1 + ,
c, otherwise,
and  ∈ (0, 1) is a hyperparameter.
We note that the clipping term clip(rθ,ξ(s, a), 1 − , 1 + )Aξ(s, a) of the objective function (3.2)
prevents large changes to the policy and keeps rθ,ξ(s, a) close to 1, therefore promoting a conservative
update. For the theoretical justification of the PPO algorithm for MDP problems with infinite-horizon
discounted reward objectives, see [11], and for the long-run average cost objectives, see [2]. We note
that [11] was motivated by [10], which was inspired by the conservative policy update ideas pioneered
in [4].
We use Monte Carlo simulation to obtain an estimate of the objective function (3.2). We generate K
episodes, K ≥ 1, each H epochs long. For now, we assume that estimates Aˆ of the advantage function
required to evaluate (3.2) are available. At each step of the SDM process we record a separate datapoint
with the following fields (state, action, and advantage function estimate for the state-action pair) to get
a dataset:
D
(K)
ξ :=
{(
st,1,k, at,1,k, Aˆ(st,1,k, at,1,k)
)
, · · · , (st,It,k,k, at,It,k,k, Aˆ(st,It,k,k, at,It,k,k))
)H
t=1
}K
k=1
, (3.3)
where st,i,k and at,i,k are the state and action at the SDM process step i, epoch t, episode k, respectively.
Given dataset (3.3) we estimate the objective function as:
Lˆ(θ, ξ,D
(K)
ξ ) :=
1
K
K∑
k=1
[ H∑
t=1
It,k∑
i=1
min
(
rθ,ξ(st,i,k, at,i,k)Aˆξ(st,i,k, at,i,k), (3.4)
clip(rθ,ξ(st,i,k, at,i,k), 1− , 1 + )Aˆξ(st,i,k, at,i,k)
)]
.
Next, we discuss estimating the advantage function of policy piξ. First, we estimate the value function
Vξ. We compute a Monte Carlo estimate of the value function that corresponds to each step in the
generated episodes (3.3), such as
Vˆt,i,k :=
It,k∑
j=i
c(st,j,k, at,j,k) +
H∑
`=t+1
I`,k∑
j=1
c(s`,j,k, a`,j,k), (3.5)
which is a one-replication estimate of the value function V (st,i,k) at state st,i,k that is visited at epoch
t, episode k, after i− 1 steps of the SDM process.
We use function approximator Vψ : S → R to get a low-dimentional representation of value function
Vξ. We consider a set of function approximators {Vψ, ψ ∈ Ψ}, and based on one-replication estimates
we find the optimal Vψ that minimizes the mean-square norm:
K∑
k=1
H∑
t=1
It,k∑
i=1
‖Vψ(st,i,k)− Vˆt,i,k‖2. (3.6)
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Next, we obtain the advantage function estimates
Aˆ(st,i,k, at,i,k) :=
{
c(st,i,k, at,i,k) + Vψ(st,i+1,k)− Vψ(st,i,k) if i 6= It,k,
c(st,i,k, at,i,k) + Vψ(st+1,1,k)− Vψ(st,i,k) otherwise,
(3.7)
for each t = 1, ...,H; k = 1, ...,K; and i = 1, ..., It,k.
Our proposed PPO algorithm consists of the following steps.
Algorithm 1: The PPO algorithm
Result: policy piθJ
1 Initialize policy function piθ0 and value function approximator Vψ−1 ;
2 for policy iteration j = 1, 2, . . . , J do
3 Run policy piθj−1 for K episodes and collect dataset (3.3).
4 Construct Monte-Carlo estimates of the value function Vθj−1 following (3.5).
5 Update function approximator Vψ minimizing (3.6).
6 Estimate advantage functions Aˆ(st,i,k, at,i,k) by (3.7).
7 Maximize surrogate objective function (3.4) w.r.t. θ. Update θj ← θ
8 end
4 Experiment and Results
In this section we evaluate the performance of our proposed PPO for a ride-hailing service’s transporta-
tion network consisting of five regions, N = 1000 cars, and H = 360 minutes, based on real data from
Didi Chuxing.
Following [1], at the start of each working day, the centralized planner distributes the cars in pro-
portion to each region’s expected demand. We set patience time at L = 5. We establish the reward
functions (i.e., car-passenger matching rewards are equal to cft (o, d, η) = 1, and empty-car routing costs
are equal to cet (o, d) = 0, for each o, d = 1, . . . , R, η = 0, 1, . . . , L, and t = 1, . . . ,H) such that the
total reward accumulated at the end of the working day corresponds to the number of completed ride
requests. The remaining experiment details can be found in Appendix EC.3.2. of [1].
In this way, the total reward accumulated by the end of a working day correspond to the number of
ride requests fulfilled. This can be reinterpreted as the fraction of ride requests fulfilled, given a sample
path of the passenger arrivals. The number of completed ride requests fulfilled is the common objective
considered by the dynamic matching problems, see, for example [8].
We use two separate and fully connected feed-forward neural networks to represent randomized
control policies piθ, θ ∈ Θ and value functions Vψ, ψ ∈ Ψ. We run the algorithm for J = 75 policy
iterations. The algorithm simulates K = 300 episodes in each iteration. See Appendix for the details.
We use the best result for the five-region experiment in [1] as the benchmark. The “time-dependent
lookahead” policy from [1] could achieve 84% fulfilled ride requests.
Figure 1 shows that our PPO algorithm achieves 87% fulfilled ride requests after J = 75 policy
iterations. In fact, it needs only 8 policy iterations to boost the performance to 80% from the initial
59% using a policy NN with random weights. To evaluate the performance of the randomized control
policy after every iteration, we run the policy for K = 300 working days, and take the average of the
fractions of fulfilled ride requests on each day.
5 Conclusion
This paper proposes a method to optimize the finite horizon total reward objective in a ride-hailing
service system. The large action space prohibits the direct use of policy optimization RL methods.
Although the standard PPO algorithm [11] suggests designing a policy NN such that the the number
of units in its output layer is equal to the number of actions, the algorithm becomes computationally
expensive because the parameters grow exponentially with the number of agents, and it cannot capture
the similarities among the actions because it has to consider them separately.
Instead of searching for the optimal actions directly, we use the PPO algorithm to learn the most
beneficial type of trip to fulfill at a given system state. Repeated executions of the PPO policy allow a
centralized planner to prioritize trips and sequentially assign tasks to all available cars.
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Figure 1: Learning curve from Algorithm 1 for the transportation network from [1]. The dashed blue line shows
the best performance of the “time-dependent lookahead” policy from [1]. The blue columns show the performance
of the randomized control policies obtained at every iteration of Algorithm 1.
A numerical experiment using real data from a ride-hailing service demonstrates that the PPO
algorithm applied to our MDP formulation outperforms the policy proposed in [1] by 3%.
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Appendix (details of the experiment setting in Section 4)
We refer to the neural network used to represent a policy as the policy NN and to the neural network
used to approximate a value function as the value function NN. Both policy and value NNs consist of an
input layer, an embedding layer, three hidden layers, and an output layer. The embedding layer deals
with the time-of-day component in a state, which is a categorical variable taking one of 360 values. The
sizes of the input layer, embedding layer, first – third hidden layers are the same for both NNs and
equal to 394, 6, 399, 44, 5, respectively. The output layer of the value NN has one unit using identity
activation function. The output layer of the policy NN has 25 units using softmax activation function.
Table 1 summarizes the hyper-parameters of Algorithm 1 used in the 5-region experiment in Section
4. For the policy NN learning rate and clipping, we adopt a simple decay scheme as follows:
βj := max(1− j/J, 0.01)β, j := max((1− j/J), 0.01),
where β,  denote the initial learning rate and clipping reported in Table 1, and j denotes the j-th policy
iteration.
Hyper-parameter Description Value
J Number of policy iterations 75
K Number of episodes per policy iteration 300
β Initial learning rate for the policy NN 0.00005
− Learning rate for the value NN 0.0001
 Initial clipping 0.2
− Number of passes over training data for policy NN update 3
− Number of passes over training data for value NN update 10
− Kullback–Leibler (KL) target for prompting early stopping
during policy NN training
0.012
− L2 regularization factor for the embedding layers 0.005
Table 1: Hyper-parameters for Algorithm 1.
Table 2 reports the values for the parameters λ, P , and τ that characterize the time-varying traffic
patterns of the five-region transportation network considered in Section 4. These values (except the
patient time L) are the same as in Appendix EC.3.2. of [1].
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Parameter Description Value
R Number of regions 5
N Number of cars 1000
H Length of a working day (minute) 360
L Passenger patience time (minute) 5
λ Passenger arrival rates at each region per minute (5.1) – (5.3)
P Probabilities of going to each destination from each origin (5.1) – (5.3)
τ Mean travel times (minute) (5.1) – (5.3)
cf , ce Immediate rewards for an atomic action cf (o, d, η) ≡ 1, ce(o, d) ≡ 0.
Table 2: Traffic parameters for the transportation network.
For the first two hours, t = 1, 2, . . . , 120, traffic parameters are equal to
λ(t) =

1.8
1.8
1.8
1.8
18
 , P (t) =

0.6 0.1 0 0.3 0
0.1 0.6 0 0.3 0
0 0 0.7 0.3 0
0.2 0.2 0.2 0.2 0.2
0.3 0.3 0.3 0.1 0
 , τ(t) =

9 15 75 12 24
15 6 66 6 18
75 66 6 60 39
15 9 60 9 15
30 24 45 15 12
 , (5.1)
where λo(t) is the expected number of passengers arriving to region o at time t, Pod(t) is a probability
that a passenger arriving at region o at time t requests a trip to destination region d, and τod(t) is a
duration of the trip, started at time t, from region o to region d.
For the third, fourth hours, t = 121, 122, . . . , 240, the traffic parameters are equal to
λ(t) =

12
8
8
8
2
 , P (t) =

0.1 0 0 0.9 0
0 0.1 0 0.9 0
0 0 0.1 0.9 0
0.05 0.05 0.05 0.8 0.05
0 0 0 0.9 0.1
 , τ(t) =

9 15 75 12 24
15 6 66 6 18
75 66 6 60 39
12 6 60 9 15
24 18 39 15 12
 . (5.2)
For the last two hours, t = 241, 242, . . . , 360, the traffic parameters are equal to
λ(t) =

2
2
2
22
2
 , P (t) =

0.9 0.05 0 0.05 0
0.05 0.9 0 0.05 0
0 0 0.9 0.1 0
0.3 0.3 0.3 0.05 0.05
0 0 0 0.1 0.9
 , τ(t) =

9 15 75 12 24
15 6 66 6 18
75 66 6 60 39
12 6 60 9 15
24 18 39 15 12
 . (5.3)
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