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The automation of design has been approached from many points of 
view. In our group here at UCLA we adopt the attitude that design automa- 
tion is just another problem where a large set of statements is presented, 
some statements with a known, some with an unknown validity. 
We want to transform problems in general to obtain a general set of 
Boolean equations and solve it. The number of Boolean variables in such 
equations is usually very large and this fact has limited the practice of ap- 
proaching logical problems through the solution of Boolean equations. 
Recently, a new processor, called Boolean Analyzer (BA), has been 
proposed by A. Svoboda. This unit operating as a part of an automatic com- 
puter is based on the idea of processing many terms of Boolean Algebra in 
parallel. One of its operational capabilities is the solution of large systems 
of Boolean equations in a reasonable time (if we compare it to standard 
procedures) 
The Boolean Analyzer contains two basic hardware algorithms: 
1) An algorithm for the determination of the set  of prime implicants of a 
given Boolean function of up to 14 variables (for the first proposed model). 
This algorithm is based on the ordering property of the set of implicants of 
a Boolean function. 2) An algorithm for solving Boolean equations of up to 
22 variables (for the first proposed model) with up to several millions of 
terms e 
In order to promote the use of the Boolean Analyzer in its two modes 
of operation we developed some applications to logic problems. In this 
r epor t  we propose to show how the Boolean Analyzer should be integrated 
with a general purpose computer (or with a variable structure computer) to 
solve efficiently: I) the Three-level - AND-NOT - synthesis problem of logic 
networks using only True - inputs (Synthesis of TANT networks), and 2) the 
general problem of synthesis of logic networks using a restricted inventory 
V 
of integrated circuit modules. Our task includes reformulation of those 
problems into Boolean equations to prove their solubility by a Boolean 
Analyzer integrated with another system. 
vi 
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CHAPTER I 
PREVIEW OF THE DISSERTATION 
1.1 A g e n e r a l  survey o f  methods f o r  s o l v i n g  Boolean 
equa t ions  
The o r i g i n a l  formula t ion  o f  t h e  problem was f i rs t  
p resen ted  by George Boole i n  h i s  " I n v e s t i g a t i o n  of t he  
Laws of Thoughtt1' by u s ing  v a r i a b l e s  r e p r e s e n t i n g  t h e  
v a l i d i t y  o r  non-va l id i ty  of  p r o p o s i t i o n s  which we call 
today Boolean v a r i a b l e s .  
To s o l v e  a s y s t e m  o f  Boolean equat ions  w e  want 
t o  determine the  unknown v a l i d i t i e s  of c e r t a i n  propos- 
i t i o n s  as func t ions ,o f  some o t h e r s  w i t h  known v a l i d i t i e s .  
We s a y  t h a t  a s e t  o f  such f u n c t i o n s  i s  a s o l u t i o n  of t h e  
given s y s t e m  of  equa t ions  when t h e  cond i t ion  de f ined  by 
t h e  s e t  of f u n c t i o n s  imp l i e s  t h e  v a l i d i t y  of a l l  equat ions  
o f  t he  s y s t e m .  Boole proved' t h a t  any l o g i c a l  problem 
i n  g e n e r a l  may be expressed by means o f  c e r t a i n  l o g i c a l  
o p e r a t o r s  which r e p r e s e n t  t he  given problem and which 
can be reduced t o  a s y s t e m  o f  l o g i c a l  equa t ions  (Boolean 
e q u a t i o n s ) .  
The problems w e  are i n t e r e s t e d  i n  i n  t h i s  d i s s -  
e r t a t i o n  are those  which are related t o  the f i e l d  of 
l o g i c a l  des ign  o f  computers and w e  cons ide r  them i n  t h i s  
work as an example of  how problems encountered i n  t he  
1 
des ign  o f  mathematical  machines may be so lved  u s i n g  t h e  
same l o g i c  which makes p o s s i b l e  t h e  e x i s t e n c e  o f  these 
machines. 
Although t h e  Boolean algebra and i t s  a p p l i c a t i o n s  
t o  t he  l o g i c a l  des ign  of computers have been e x t e n s i v e l y  
p re sen ted  i n  t h e  l i t e r a t u r e ,  i t s  p a r t i c u l a r  a p p l i c a t i o n  
t o  s o l u t i o n  of  l o g i c a l  des ign  problems by s y s t e m s  o f  
Boolean equa t ions  a t t r a c t e d  almost no a t t e n t i o n .  The rea- * 
son f o r  t h i s  may be  that  i n  t h i s  t y p e  of problem w e  ge t  
s y s t e m s  of  Boolean equa t ions  w i t h  t o o  large a number of 
Boolean v a r i a b l e s ,  o r  t h a t  because o f  l a c k  of  e f f e c t i v e  
methods f o r  s o l v i n g  s y s t e m s  o f  Boolean equat ions  w i t h  
large number of  v a r i a b l e s  w e  f i n d  t h i s  approach impract- 
i c a b l e .  
Today there  are two e f f e c t i v e  ways i n  p r i n c i p l e  
how t o  s o l v e  s y s t e m s  of  Boolean equat ions :  1) by com- 
p u t e r  p’rogramming and 2 )  by s p e c i a l  computer des ign .  The 
computer programming methods w i l l  be p re sen ted  i n  Sec t ion  
1 . 2 .  
a t i o n s ,  c a l l e d  Boolean Analyzer”, has been r e c e n t l y  
proposed by A .  Svoboda and w i l l  be  desc r ibed  i n  Chapters 
I1 and 111. 
A s p e c i a l  computer des ign  f o r  s o l v i n g  Boolean equ- 
I n  t h i s  s e c t i o n  w e  p r e s e n t  a panoramic view of 
c l a s s i c a l  methods from the  l i t e r a t u r e  i n  three main 
groups: Algebra ic ,  M a t r i x ,  and Tabular  (Map) methods. 
2 
1.1.1 Algebraic  methods 
The first a l g e b r a i c  method f o r  s o l v i n g  s y s t e m s  of 
1 Boolean equa t ions  was developed by George Boole . T h i s  
method i s  e s s e n t i a l l y  an e l i m i n a t i o n  method s imilar  t o  
the one used i n  l i n e a r  algebra. The r e s u l t  however has 
t o  be i n t e r p r e t e d  fo l lowing  s p e c i f i c  r u l e s  of  i n t e r p r e t a -  
t i o n  of  symbols l i k e  O/O, 1/0. The main drawback o f  t h i s  
method i s  t h a t  f o r  equa t ions  w i t h  h igh  number of  v a r i a b l e s  
t h e  method r e q u i r e s  a great amount o f  a l g e b r a i c  o p e r a t i o n s ,  
the  i n s e r t i o n  of  spec ia l  symbols ( O / O ,  l/O,..) and a 
1 f i n a l  i n t e r p r e t a t i o n  of t h e  s o l u t i o n .  George Boole 
works a l g e b r a i c l y  only w i t h  problems w i t h  small number 
of  v a r i a b l e s  and f i n d s  t h e  s o l u t i o n s  f o r  problems w i t h  
h igh  numbers o f  them i n  s p e c i a l  ca ses  only .  
Extensive s t u d i e s  of a l g e b r a i c  methods and o f  t h e  
e x i s t e n c e  of s o l u t i o n s  followed Boole 's  c o n t r i b u t i o n .  
B e r s t e i n  s t u d i e d  the  cond i t ions  for a Boolean equat ion  2 
t o  have a unique s o l u t i o n .  
methods f o r  s o l v i n g  l o g i c  algebraic equa t ions .  Zemanek , 
Goto3 developed g e n e r a l  
4 
Rouche5, P h i s t e r 6 ,  Shubert 'l  , K 1 i r 8 ,  Carva l lo9 ,  Rudeanu 1 0  
and many o t h e r s  have done s i g n i f f c a n t  c o n t r i b u t i o n s  i n  
t h i s  f i e l d .  It i s ,  however, a common f e a t u r e  of  t h e  
a l g e b r a i c  methods t h a t  these are no t  e a s i l y  a p p l i c a b l e  
t o  s y s t e m s  w i t h  a large number of v a r i a b l e s  because of 
t h e  amount of  a l g e b r a i c  ope ra t ions  r equ i r ed .  Sometimes 
i t  i s  p o s s i b l e  t o  o b t a i n  a s o l u t i o n  by i n s p e c t i n g  t h e  
3 
form o f  t h e  g iven  sys t em.  I n  g e n e r a l ,  however, t h i s  i s  
no t  t h e  case  and t h e r e f o r e  w e  do n o t  cons ide r  i t  here.  
Rudeanul' proposed a g e n e r a l  method f o r  s o l v i n g  
Boolean equat ions  and p resen ted  some i n t e r e s t i n g  app l i ca -  
t i o n s  t o  t h e  problem of  c o n d u c t i b i l i t i e s  of  a mul t ipo le .  
I n  o r d e r  t o  computerize an a l g e b r a i c  method i t  . 
i s  r e q u i r e d  t o  gene ra t e  an a lgor i thm t h a t  w i l l  avoid t h e  
use  o f  a l g e b r a i c  expres s ions  which are d i f f i c u l t  t o  handle  
w i t h  computers. Therefore  i t  w i l l  be  be t t e r ,  from t h e  
computer implementation po in t  of  view, t o  t ransform t h e  
problem t o  m a t r i x  form o r  t o  use tables  which i n  g e n e r a l  
are more s u i t a b l e  f o r  computers. 
4. 
1 .1 .2  M a t r i x  Methods 
Boolean equat ions  r e p r e s e n t e d  us ing  Boolean 
ma t r i ces  were f i rs t  used by Hohn and Sch i s s l e r ' l  i n  t h e  
des ign  of combinat ional  relay swi tch ing  c i r c u i t s .  Camp- 
eau12 uses  Boolean ma t r i ces  f o r  the s y n t h e s i s  and a n a l y s i s  
of counters  i n  d i g i t a l  systems and p r e s e n t s  a method f o r  
s o l v i n g  Boolean equa t ions  us ing  ma t r i ces .  T h i s  method 
i s  based on t h e  concept of t h e  m a t r i x  determinant  of t h e  
s y s t e m  and i s  analogous t o  Cramer's r u l e  i n  systems of 
l i n e a r  a l g e b r a i c  equa t ions .  The problems tha t  these 
ma t r ix  methods p r e s e n t  f o r  s y s t e m s  w i t h  a large number 
of v a r i a b l e s  are w e l l  known because t h e y  are similar t o  
4 
t h o s e  encountered i n  l i n e a r  s y s t e m s .  These are: t h e  
handl ing  of s i n g u l a r  m a t r i c e s ,  t h e  ma t r ix  i h v e r s i o n  
problem, e t c .  
Another method which can be c l a s s i f i e d  as both  
a ma t r ix  and a t a b u l a r  method i s  t h e  one developed by 
14 Ledley’’ and e x t e n s i v e l y  a p p l i e d  t o  l o g i c  c i r c u i t  des ign  . 
T h i s  method i s  based on t h e  concept of d e s i g n a t i o n  numbers 
which are used t o  r e p r e s e n t  a l l  combinations o f  l o g i c a l  
va lues  t h a t  a given v a r i a b l e  takes i n  t h e  g iven  s y s t e m  
of equa t ions .  Using t h i s  concept a Boolean ma t r ix  may 
be a s s o c i a t e d  w i t h  every Boolean equa t ion  of  t h e  sys t em.  
The l o g i c a l  combination ( b i t  by b i t  m u l t i p l i c a t i o n )  of 
t h e  ma t r i ces  r e p r e s e n t i n g  every equa t ion  g ives  a unique 
ma t r ix  which i s  used t o  determine t h e  t o t a l  number of 
e x i s t i n g  s o l u t i o n s  and the e x p l i c i t  a l g e b r a i c  form of 
every s o l u t i o n .  T h i s  method i s  very s imilar  t o  Svoboda’s 
t abu la r16  method which w e  sha l l  p r e s e n t  i n  t he  next  sec-  
t i o n .  It should be  said here t h a t  a l though both  methods 
are very similar,  t h e  convenient t a b u l a r  p r e s e n t a t i o n  of 
Svoboda makes easy t h e  de t e rmina t ion  of  every p o s s i b l e  
s o l u t i o n  by means of‘ adequate maps and a l s o  t h e  t rea tment  
of  t h e  s i n g u l a r  ca ses  of c e r t a i n  s y s t e m s  ( i . e .  s y s t e m s  
w i t h  no s o l u t i o n ) .  
1 .1 .3  Tabular  Methods 
The use  of  maps f o r  t h e  s o l u t i o n  of  s y s t e m s  of 
5 
Boolean equa t ions  was f i r s t  proposed by Maitra’’. 
map approach a p p l i e s  t o  a c e r t a i n  c l a s s  of Boolean Func- 
t i o n a l  equa t ions  only and t h e r e f o r e  i s  no t  considered 
here. An ex tens ion  of  the map approach t o  t h e  s o l u t i o n  
o f  g e n e r a l  s y s t e m s  o f  Boolean equat ions  i s  due t o  Svoboda 
l6 who i n t r o d u c e s  f o r  t h e  f irst  t i m e  t h e  concept o f  log- 
i c a l  r e l a t i o n  between l o g i c a l  spaces .  
H i s  
H e  cons ide r s  a l o g i c a l  space  ( a  map) where t h e  
s imultaneous v a l i d i t y  of t h e  equa t ions  o f  t h e  s y s t e m  i s  
p l o t t e d  and where t h e  l o g i c a l  space corresponding t o  
unknown v a r i a b l e s  i s  separated from t h e  l o g i c a l  space of  
t h e  known v a r i a b l e s .  The l o g i c a l  dependency between 
these spaces  g ives  complete informat ion  about t h e  number 
and n a t u r e  of  t h e  s o l u t i o n s  i n c l u d i n g  t h e  s i n g u l a r  cases  
when t h e  known v a r i a b l e s  are no t  l o g i c a l l y  independent.  
The s ta tement  of t he  problem o f  s o l v i n g  s y s t e m s  
o f  Boolean equat ions  i s  as fo l lows:  
Given t h e  s y s t e m  of s imultaneous Boolean equat ions  
(i = 1,2,3 ,... ,Is), where {x,, ..., xn) and 1y l , .  . . ,ym)  rep- 
r e s e n t  t he  sets of  known and unknown v a r i a b l e s  r e spec t -  
i v e l y ,  it i s  sought a l l  se t s  of f u n c t i o n s  
6 
that  s a t i s f y  the  sys t em (l).* 
The l o g i c a l  space {xl,  ..., x 1 of  t h e  known v a r i -  n 
ables c o n t a i n s  2" p o i n t s  which correspond t o  a l l  p o s s i b l e  
va lues  of t h e  v a r i a b l e s  xl,. . . ,xn.  To every p o i n t  of 
t h i s  space an i d e n t i f i e r  x may be  a s s o c i a t e d  which i s  
ob ta ined  by t h e  formula 
0 
n x = 2 x1 + 2 l  x2 + ... + 2"-l x ( 3 )  
S i m i l a r l y ,  t o  every p o i n t  o f  t h e  l o g i c a l  space 
{yl, ...,y 
i d e n t i f i e r  y given b y  t h e  formula 
of t h e  unknown v a r i a b l e s  there  e x i s t s  an 
1 m- 1 
Ym y = 2* y1 + 2 y2 + ... + 2 ( 4 )  
The l o g i c a l  space where t h e  simultaneous v a l i d i t y  
o f  t h e  s y s t e m  (1) i s  rep resen ted  i s  a r e c t a n g u l a r  map 
con ta in ing  as columns the  x i d e n t i f i e r s  and as rows t h e  
y i d e n t i f i e r s .  Every e n t r y  E o f  t h i s  map (F igure  1) 
* A set of  func t ions  of  t h e  form ( 2 )  s a t i s f i e s  t h e  
s y s t e m  (1) i f  t h e  set  of func t ions  ( 2 )  i m p l i e s  t h e  









Figure  1 
Discr iminant  of a S y s t e m  o f  Equations 
i s  one of t h e  2 n+m p o s s i b l e  combinations of t h e  l o g i c a l  
space where t h e  s y s t e m  (1) i s  de f ined .  The v a r i a b l e  E 
w i l l  take t h e  va lue  0 o r  1 depending whether i t s  
corresponding combination of v a r i a b l e s  makes t h e  s y s t e m  
of equa t ions  (1) non-valid o r  v a l i d  r e s p e c t i v e l y .  The 
map t h u s  obta ined  (F igu re  1) i s  c a l l e d  t h e  d i sc r iminan t  
D of  t h e  s y s t e m  because it con ta ins  a l l  in format ion  about 
the  e x i s t i n g  s o l u t i o n s  ( i n c l u d i n g  t h e i r  number). 
a 
The t o t a l  number of  e x i s t i n g  s o l u t i o n s  o f  t h e  
t y p e  ( 2 )  i s  ob ta ined  from the  d i sc r iminan t  as fo l lows .  
L e t  Ux r e p r e s e n t  t h e  count o f  a l l  non-zero elements  I n  
a c e r t a i n  column x o f  D ,  and l e t  us form the Ux num- 
bers f o r  a l l  columns x ( x  = 0 , .  . . y2n-1) t h e n  t h e  t o t a l  
number of s o l u t i o n s  of  the form ( 2 )  i s  t h e  product  S 
o f  a l l  Ux i n t e g e r s .  
n-1 x=2 
ux s =  n x=o ( 5 )  
I f  S # 0 every s o l u t i o n  ( 2 )  of  (1) may be 
obta ined  by decomposition of t h e  d i sc r iminan t  D i n t o  
S-possible  Ds ( s  = 1,2,, . . , S )  maps such t h a t  Ds D 
and every one of  them c o n t a i n s  only one non-zero element 
i n  each column. 
To e x p l a i n  the  r u l e s  of  decomposition w e  make the  
fo l lowing  remarks : 
1) Each Boolean func t ion  i n  t h e  form ( 2 )  must 
have a unique va lue  f o r  every given combination of  va lues  
of known v a r i a b l e s  xi. 
2 )  J u s t  a s i n g l e  p o i n t  corresponds t o  t h a t  
combination i n  t h e  column x. 
Should a decomposition map Ds of  D con ta in  
more o r  l ess  than  one non-zero element ,  i t  would n o t  be  
of' t h e  form ( 2 ) .  
9 
The a l g e b r a i c  expres s ions  ( 2 )  o f  t h e  s o l u t i o n s  
are eas i ly  obta ined  from each o f  t h e  Ds maps. T h i s  
w i l l  be shown l a t e r  i n  examples. 
If S = 0 ,  no s o l u t i o n  of  t h e  form ( 2 )  e x i s t s  
and t h e  s y s t e m  (1) i s  then  said t o  be s i n g u l a r  and this 
means t h a t  t h e  known v a r i a b l e s  are n o t  independent so 
t h a t  a d e f i n i t e  l o g i c a l  r e l a t i o n  between them must be 
respected t o  b r i n g  i n t o  e x i s t e n c e  a t  least one s o l u t i o n  
of t h e  s y s t e m  of t h e  form ( 2 ) .  Such a l o g i c a l  r e l a t i o n  
x. 
i s  obta ined  by equa t ing  t o  l o g i c a l  zero  t h e  l o g i c a l  sum 
of t h e  minterms corresponding t o  those  i d e n t i f i e r s  x of  
t h e  space of  known v a r i a b l e s  f o r  which no non-zero va lues  
are found. The r e s t r i c t e d  d i sc r iminan t  Ds i s  used t o  
o b t a i n  t h e  s o l u t i o n s  of  t h e  given s y s t e m  as i n  t h e  non- 
s i n g u l a r  case  (S  # 0 ) ,  t h e  only d i f f e r e n c e  be ing  tha t  
t h e  ru le -out  columns are considered as d o n ' t  c a r e  cases  
f o r  p o s s i b l e  s i m p l i f i c a t i o n  of t h e  a l g e b r a i c  expres s ion  
of t h e  s o l u t i o n s .  I n  t h e  case of  S = 0 ,  a s o l u t i o n  of  
(1) i s  t h u s  an express ion  of t h e  form ( 2 )  t o g e t h e r  w i t h  
t h e  equat ion  r e p o r t i n g  t h e  e x i s t i n g  l o g i c a l  r e l a t i o n  
between t h e  known v a r i a b l e s .  
Examples 
1) Non-singular case  ( S  # 0 )  
Solve t h e  s y s t e m  of Boolean equat ions  
10 
x1 + x2 = x1 + y1 
L 
For convenience w e  f i r s t  t ransform the  s y s t e m  ( 6 )  i n t o  
an equ iva len t  s y s t e m  us ing  t h e  r e l a t i o n  
( f = g ) *  ( T g + E f = O )  ( 7 )  
Each equa t ion  of  ( 6 )  is  thus  t ransformed i n t o  t h e  follow- 
i n g  equat ions  r e s p e c t i v e l y  : 
The le f t -hand-s ides  o f  equa t ions  ( 8 )  and ( 9 )  are 
now added i n  Boolean sense  and w e  o b t a i n  an equa t ion  ( 1 0 )  
which i s  equ iva len t  t o  t h e  given s y s t e m  ( 6 ) .  
The d i sc r iminan t  D corresponding t o  Equation ( 1 0 )  i s :  
2 0 1 2 3  
1 1 2 3  
Figure 2. Example o f  Discr iminant .  
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The t o t a l  number of e x i s t i n g  s o l u t i o n s  i s  
x=3 
x=o 
= 1 x l x 2 x 3 = 6  
u X  
s =  II 
The s i x  decompositions of D are 
D4 D5 D6 
FiEure 3. Discr iminant  Pecompositions.  
The algebraic expres s ion  corresponding t o  every decomp- 
o s i t i o n  Ds of D i s  obta ined  u s i n g  t h e  e x p l i c i t  t r u t h  
tables o f  t h e  unknown 
Dl 
v a r i a b l e s  as fol low 
2 + z  Y.2 = 0 
12 





g ives  
g ives  
g ives  
y1 = x1 f z2 
Y l  x1 
92 = ?Lx2 
Y2 = x2 
+ 2 X Y2 = x2 
2)  S i n g u l a r  case ( S  = 0 )  
System of equat ions  
13 
- 
Y 1  + Y2 = Y2 
Using the identity (7) the system (11) becomes 
The left-hand-sides of Equations ( 1 2 )  and (13) may be 
added together reducing the original system (11) to the 
following equation: 
The discriminant D is represented in Figure 4. 









Discriminant of a Singular System 
14 
The number of  s o l u t i o n s  are 
x=7 
x-0 
s =  n u x = o x o x l x l x o x l x l x o = o  
The l o g i c a l  r e l a t i o n  between known v a r i a b l e s  i s  ob ta ined  
cons ide r ing  t h e  columns of D w i t h  no non-zero elements  
K O 1 2 3 4 5 6 7  
Figure 5, Zero columns o f  Discr iminant  
T h i s  l o g i c a l  r e l a t i o n  i s  
I f  w e  ru le -out  from D t h e  columns w i t h  a l l - z e r o  elements 
w e  o b t a i n  t h e  reduced d i sc r iminan t  
t h i s  case a unique decomposition and hence only one so l -  
which g ives  i n  DY 
u t i o n :  
x 
Y1 = Y2 = 0 
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The s o l u t i o n  of  t h e  s y s t e m  of  Equation (11) i s  
Y 1  = (16) 
Y2 = 0 (17) 
E f f e c t i v e l y , i f  w e  s u b s t i t u t e  (16) and (17) i n  t h e  o r i g -  
i n a l  s y s t e m  w e  o b t a i n  
x1 = XI which i s  an i d e n t i t y  
- 
x3 = x2' and 
Using i d e n t i t y  ( 7 )  i t  can be shown t h a t  t h i s  l as t  
equa t ion  i s  equ iva len t  t o  
x1 x3 x2 + (Zl + X3) it* = 0 
which i s  i d e n t i c a l  t o  r e l a t i o n  ( 1 5 ) .  Therefore  equat ions  
(16),(17) and ( 1 5 )  form t h e  s o l u t i o n  of t h e  given s y s t e m .  
1.2 Computer Programming So lu t ion  o f  Sys tems of Boolean 
Equat ions.  
The Svobodats t a b u l a r  method desc r ibed  i n  Sec t ion  
1.1.3,  can be app l i ed  t o  s o l v e  s y s t e m s  w i t h  any number 
o f  Boolean v a r i a b l e s .  When t h i s  number i s  larger t h e  
hand method i s  not  p r a c t i c a b l e  and a computer must be used. 
16 
When t o o  large, t h e  computing t i m e  o f  s t a n d a r d  computers 
becomes p r o h i b i t i v e l y  large and s p e c i a l  o p e r a t i o n  hard- 
ware (proposed by  Svoboda i n  18 )  i s  necessary .  
17 A FORTRAN I V  program has been developed 
(Appendix I )  which so lved  sys tems w i t h  up t o  9 v a r i a b l e s * .  
T h i s  program accep t s  equa t ions  of  t h e  t y p e  ( 6 )  computes 
and p r i n t s  o u t  t h e  d i sc r iminan t  of t h e  s y s t e m ,  p r i n t s  o u t  
t h e  t o t a l  number of  e x i s t i n g  s o l u t i o n s  and t h e  t r u t h  
table of every  s o l u t i o n .  
I n  t h e  s i n g u l a r  c a s e s ,  a p r i n t o u t  of  t h e  l o g i c a l  
r e l a t i o n  between known v a r i a b l e s  i s  given.  
Any o f  t h e  s t a n d  ard g e n e r a l  purpose d i g i t a l  
machines a v a i l a b l e  today executes  a computer program i n  
a s e q u e n t i a l  f a s h i o n ,  i . e .  i n s t r u c t i o n  a f t e r  i n s t r u c t i o n .  
T h i s  means t h a t  any computer program t h a t  w i l l  implement 
any c l a s s i c a l  a lgor i thm (Sec t ion  1 .1 .3)  f o r  s o l v i n g  
Boolean equa t ions  has t o  process  each Boolean t e r m  o f  
t h e  s y s t e m  separately ( i n  a s e q u e n t i a l  manner). T h i s  
f a c t  imposes a b a s i c  l i m i t a t i o n  on any sof tware  implement- 
a t i o n ,  o f  any method f o r  s o l v i n g  Boolean equa t ions .  
* I n  p r i n c i p l e ,  programs t o  s o l v e  s y s t e m s  w i t h  h ighe r  
numbers o f  v a r i a b l e s  can be  developed. However, t h e  
r e c e n t l y  proposed Boolean Analyzer 1 8  by fa r  d issuades  
any programming e f f o r t  as we sha l l  see la ter .  
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It is  poss ib l e ,  however, t o  achieve p a r a l l e l  p rocess ing  
i n  Boolean Algebra by us ing  s p e c i a l  hardware equipment 18 
as a p a r t  of a d i g i t a l  computing s y s t e m .  T h i s  p a r a l l e l  
p r o c e s s i n g  o f  Boolean terms, f i rs t  in t roduced  by Svoboda , 
makes p o s s i b l e  t o  compute t h e  d i sc r iminan t  of t h e  given 
system o f  Boolean equa t ions  i n  a very s h o r t  t i m e  compared 
wi th  t h e  t i m e  r e q u i r e d  i n  a s e q u e n t i a l  sof tware- type 
implementation. For t h a t  reason no f u r t h e r  e f f o r t  was 
made i n  developing opt imal  computer programs f o r  s o l v i n g  
Boolean equa t ions .  
18 
br 
I n  t h e  fo l lowing  chap te r s  w e  s h a l l  cons ide r  i n  
d e t a i l  how pa ra l l e l  p rocess ing  of terms i n  Boolean Alge- 
bra can be achieved and how it a p p l i e s  t o  t h e  s o l u t i o n  
of sys t ems  of Boolean equat ions  and t o  problems stated 




THE UCLA VARIABLE STRUCTURE COMPUTER SYSTEM 
The Ffxed-Plus-Variable System 
In 1960 Estrin’’ proposed a new concept in com- 
puter organization called a variable structure computer 
system. This system combines the characteristics of 
general-purpose and special-purpose computers to achieve 
effective computer solution of a vaste class of problems. 
The system, also called Fixed-Plus-Variable system, 
consists of a general-purpose Fixed structure computer 
(F) and a variety of high-speed special purpose problem 
oriented subsystems which form its Xariable structure 
part (V). A control unit called Supervisory Control (SC) 
coordinates both structures (Figure 6). 
V 
Figure 6 
Variable Structure System 
2.2 The Boolean Analyzer as a part of t h e  UCLA Variable 
S t r u c t u r e  Computer 
The o r g a n i z a t i o n  of t h e  v a r i a b l e  s t r u c t u r e  com- 
p u t e r  o f f e r s  t h e  p o s s i b i l i t y  of s o l v i n g  s y s t e m s  of Boolean 
equa t ions  i n  a more e f f i c i e n t  way than  u s i n g  a sof tware  
implementation o f  any c l a s s i c a l  a lgor i thm.  A hardware 
V-s t ruc ture  implementing t h e  a lgor i thm may be addressed 
and monitored by t h e  g e n e r a l  purpose computer. The eff-  
i c i e n c y  of  such an approach i s  e v i d e n t l y  h ighe r  t han  t h e  
a l l - so f tware  implementation, however, i t  does n o t  o f f e r  
any p a r a l l e l  p rocess ing  f e a t u r e  w i t h i n  t h e  V-s t ruc ture .  
Svoboda's new t h e o r e t i c a l  r e s u l t s  on t h e  o r d e r i n g  of  imp- 
l i c a n t s  of a Boolean Function2' made p o s s i b l e  t h e  dev- 
elopment of  ano the r  new algori thm18 which leads t o  t h e  
des ign  of  a s p e c i a l  hardware o p e r a t i o n  u n i t  c a l l e d  Boolean 
18 Analyzer . 
18 The Boolean Analyzer s y s t e m  as proposed i n  
(F igure  7 )  i s  composed of  a g e n e r a l  purpose computer (SDS, 
Figure o f  computer)  a C i r c u l a t i n g  Memory and t h e  Boolean 
Analyzer u n i t  p roper  which i n c l u d e s  a l o g i c a l  o p e r a t i o n a l  
u n i t ,  a c o n t r o l  u n i t ,  a snake de lay  u n i t  and proper  i n t e r -  
f a c e  u n i t s .  A more de ta i led  d e s c r i p t i o n  of  t h e  s y s t e m  
i s  g iven  i n  Sec t ion  3 .2 .  
For  t h e  purpose of t h i s  chap te r  i t  i s  s u f f i c i e n t  
t o  say  t ha t  t h e  l o g i c a l  ope ra t ion  u n i t  of t h e  Boolean 
20 
21 
Figure 7. Block Diagram of t h e  Boolean Analyzer 
2 1  
Analyzer as it  s t a n d s  todayLA performs t h e  p a r a l l e l  pro- 
c e s s i n g  of  t h e  Boolean terms. 
a s y s t e m  o f  Boolean equa t ions  w r i t t e n  i n  t he  form F = 0 
To e x p l a i n  i t ,  l e t  us have 
(as i n  Equation ( 1 0 ) )  and i t s  terms s t o r e d  i n  para l le l  
i n  s p e c i a l  registers o f  t h e  l o g i c a l  o p e r a t i o n  u n i t .  A 
( E  and t r i a d i c  coun te r  counts s e q u e n t i a l l y  from 0 t o  3 - 
", r e p r e s e n t s  t h e  number of  known and unknown v a r i a b l e s  
r e s p e c t i v e l y )  and i t s  conten t  i s  compared i n  p a r a l l e l  
w i t h  every Boolean term i n  t h e  s p e c i a l  reg is te rs .  The 
r e s u l t  of each such comparison i s  a b i t  of in format ion  
which i s  registered i n  t h e  c i r c u l a t i n g  memory. 
n+m 
BI 
It i s  c l e a r  t h a t  f o r  an equa t ion  of  n+m t o t a l  
s e q u e n t i a l  comparisons are . p + m  number o f  v a r i a b l e s ,  
r e q u i r e d .  T h i s  number i s  independent of  t h e  number of 
Boolean terms contained i n  t h e  s p e c i a l  registers.  
E s t r i n ' s  concept of  v a r i a b l e  s t r u c t u r e  computer 
o r g a n i z a t i o n  p e r m i t s  r educ t ion  i n  t h e  3 n+m requ i r ed  
s e q u e n t i a l  comparisons by u s ing  i n s t e a d  of  a unique tri- 
adic counter  any power of  3 of them (N = 3 ' )  working i n  
para l le l  (F igu re  8 ) .  
( i  = 1, 2 ,  ..., N )  should count from 
3 
Each t r i a d i c  counter ,  TCi, 
[(i-1) p]  t o  [i p - 13 where i = 1, 2 ,  ..., N 
3n+m and p = 
N 
The t o t a l  p rocess ing  t i m e  of t h e  l o g i c  ope ra t ion  










The c i r c u l a t i n g  memory should now provide data 
s t o r a g e  for N s imultaneous data channels  (Multi-RAD c i r -  
c u l a t i n g  memory, F igure  8) .  
F i n a l l y ,  a supe rv i so ry  c o n t r o l  i s  r e q u i r e d  i n  
a d d i t i o n  t o  t h e  o r i g i n a l  c o n t r o l  u n i t .  
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CHAPTER I11 
THE BOOLEAN ANALYZER PROPER 
3.1 Theory 
The Boolean Analyzer as proposed i n  r e f e r e n c e  
18 has two b a s i c  modes of  o p e r a t i o n :  1) Computation 
of t h e  d i sc r iminan t  of  a s y s t e m  of  Boolean equa t ions  and 
2 )  P r i m e  i m p l i c a n t s  de t e rmina t ion  o f  a given Boolean 
f u n c t i o n .  The t h e o r e t i c a l  basis f o r  t h e  Boolean Analyzer 
i s  e x t e n s i v e l y  p re sen ted  by Svoboda i n  r e f e r e n c e  18.  I n  
essence  there  are two fundamental theorems t h a t  make 
t h e  para l le l  p rocess ing  o f  Boolean terms p o s s i b l e .  The 
f irst  deals w i t h  t h e  de t e rmina t ion  of  non impl i can t  min- 
terms of  a Boolean func t ion ,  t h e  second w i t h  t h e i r  order -  
i n g .  
I n  t h i s  s e c t i o n  w e  p re sen t  these two theorems 
w i t h  de ta i led  examples of  t h e i r  a p p l i c a t i o n .  T h e i r  proof 
may be  found i n  r e f e r e n c e  18.  
c L e t  Y = th = 0 be  a CII  - form corresponding t o  
t h e  complement of t h e  given Boolean f u n c t i o n  y .  
Y = ta + tb + ... + th + ... - c th. 




.. th = 2 n 'n-1 ... 2, i l .  
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where the  v a r i a b l e  2, 
o r  x exc lus ive ly )  ( f o r  every i = 1, . . . , n ,  n = number 
of  v a r i a b l e s  of y ) .  
i b l e  Boolean func t ions  of  t h e  form ( 1 9 )  which may be 
cons idered  as elements  o f  a 3"-logical space T .  The 
takes on one o f  t h e  va lues  1, xi 
- 
i 
It i s  c l e a r  t ha t  there are 3" poss- 
s u b s c r i p t  h i s  the  i d e n t i f i e r  o f  t h e  e lements  th of  
t h e  space T .  
The va lue  of  h i n  ( 2 0 )  ranges from 0 t o  3"-1. 
h 
h = h 1 3  0 + h 2  3 1 + ... + hn p-1 = C 
i=1 
h 3'-l. ( 2 0 )  
The correspondence ( 2 1 )  between x, and hi be ing  
established 
t h e  i d e n t i f i e r  h i n  ( 2 0 )  of  every term ( 1 9 )  i s  uniquely 
determined and a one-to-one correspondence e x i s t s  between 
every  i n t e g e r  i n  t h e  set  ( h )  and every Boolean t e r m  (19). 
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t b  + tc = 0 and n = 4 .  
x 4  x3 x2 x1 
ta x 4  x2 x1 
tb  x2 x1 
t C  x 4  x3 x2 x1 
- 
- 
33 32 3 l  3O 
h 4  h3 h 2  hl h 
2 0 1 1 58 = a 
0 0 1 2 5 = b  
1 1 2 1 43 = c 
Each term th i n  Equat ion (18)  i m p l i e s  Y ,  bu t  
y = b y  d e f i n i t i o n  of  Y ,  t h e r e f o r e  t h e  terms th are 
nonimplicants  of  y .  I n  o t h e r  words every  term th 
impl icant  of  Y i s  a non-implicant o f  y .  
I n  o r d e r  t o  determine a l l  imp l i can t s  of  y i t  
i s  s u f f i c i e n t  t o  cance l  from t h e  3" space T o f  a l l  
poss ib l e  terms those  which are non-implicants  of y. 
T h i s  s ta tement  i s  proven by the  fo l lowing  theorem. 
Theorem 1. (Svoboda ( 1 8 ) )  
Given a Boolean func t ion  y and i t s  complement 
Y, l e t  (t,) be t h e  set  o f  imp l i can t s  of  Y ,  and 
{ th ,}  rep resen t  a l l  terms i n  T . 
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The s u f f i c i e n t  condi t ion  f o r  a d e f i n i t e  th,  , (h '  = 
n 
c 
j = l  
i s  t h a t  f o r  a t  least  one t h  - term of 
.3jm1 , t h f  E f t h '  I ) ,  t o  be a non-implicants of  y h f j  n 
Y ,  (h =;I hJ j=1 
h + h f  # 3 f o r  j = 1, 2 ,  3, ... n ( 2 2 )  3 j 
Example 1. 
Let y = x2 + x3 x1 (n  = 3 ) .  The complement 
func t ion  Y i s  
- - -  - 
y = y = x ( x  + X1) = x2 x3 + x2 x1 
2 3  
- 
The s e t  {th) has two terms: t15 = x3 x2 
The t r i a d i c  r e p r e s e n t a t i o n  of t h e i r  i d e n t i f i e r s  a r e  
The space T i s  composed of 33 = 27 th f - t e rms  
( s e e  fol lowing p a g e ) .  which i s  represented  i n  Table I 
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TABLE I 
SPACE OF TERMS T 
'-space 












































x x x  -3 2 
-3 2-1 
-3-2, 
x x  
?!32x1 x x  
5352-1 x x x  3 2 1  
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Table I1 d i s p l a y s  the  step-by-step a p p l i c a t i o n  
of  cond i t ion  ( 2 2 ) .  The imp l i can t s  of  y form t h e  set  
Tc. 
t o  t h e  s e l e c t i o n  of  prime impl i can t s  of  y .  
This  se t  Tc has an o r d e r i n g  property2'  t h a t  l e a d s  
D e f i n i t i o n :  D e f i n i t i o n  o f  prime-implicant.  
L e t  th be  an impl i can t  of  y ,  t h E T c ,  and l e t  
th ,  be an i m p l i c a t e  of  th, th 3 th ,  * , We s a y  t h a t  
th i s  a prime-implicant of y i f  t he  fol lowing prop- 
o s i t i o n  
i s  t r u e  f o r  a l l  th ,  . 
Theorem 2:  Ordering of  i m p l i c a n t s .  (Svoboda2') 
I f  a term ta tb ,  then  a - > b .  ( 2 5 )  
Theorem 3: Exclusion of non-prime-implicants, 
If a term th , thcTc , i s  a prime impl i can t  o f  
y t hen  any o t h e r  t e r m  tk impl i can t  of  th i s  no t  a 






E O  
H 
d d  d d d  d 
x x x  
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Example 3: Exclusion of  non-prime-implicants 
(see Table 111). 
The term w i t h  t h e  lowest  i d e n t i f i e r s  t3 Z x2 
i s  a prime impl i can t  because i t  has only one impl ica te ,  
namely i t s e l f  
( 2 4 ) .  I n  consequence and by v i r t u e  of  theorem 3 ,  terms 
th,  = x2 , which i s  r u l e d  ou t  by r e l a t i o n  
t 4  ’ t5  ’ t12  ¶ t13 ’ t 1 4  ’ t 2 1  ’ t22 ’ t23 , are can- 
c e l l e d  i n  Tc as non-prime-implicants of  y .  Term - 5 9  - - 
x3 x1 i s  a pr ime impl i can t  because i t s  i m p l i c a t e s  ( r u l i n g  
- 
which are CAN- - and tl  5 x1 out  X3 xl) are t18 = x3 
CELLED i n  Tc meaning t h a t  t h e y  are non-implieants  of y. 
Based on t h e  above concepts  and theorems, t h e  
a lgor i thm f o r  t h e  prime-implicants s e l e c t i o n  of  y has 
the  fo l lowing  three s teps :  
1) Determination of t h e  ordered set Tc  con ta in ing  a l l  . 
imp l i can t s  of  y .  
2 )  The term 
i s  a prime-implicant of  y 
{ t h j O  
and con ta ins  a l l  prime impl i can t s  of  y a t  t h e  end) 
3 )  A l l  imp l i can t s  o f  
t &TC , w i t h  smaller i d e n t i f i e d  p tP ’ P 
and i s  t r a n s f e r r e d  t o  t h e  set  
( {th) i s  empty a t  t h e  s tar t  o f  t h e  a lgor i thm 
are cance l l ed  i n  Tc.  
tP 
S teps  2 and 3 are repeated u n t i l  Tc  i s  empty.  
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Tab le  I11 d i s p l a y s  t h e  a p p l i c a t i o n  of S t e p s  2 and 
3 t o  example 1. 
3.2 Components 
The l o g i c a l  des ign  o f  t he  Boolean Analyzer (BA)  
i s  p resen ted  i n  d e t a i l  i n  r e f e r e n c e  21. I n  t h i s  s e c t i o n ,  
and f o r  t he  purpose of i t s  s imula t ion  (Chapter  V), w e  
d e s c r i b e  b r i e f l y  t h e  hardware components and cha rac t e r -  
i s t i c s  of t h e  Boolean Analyzer.  
The Boolean Analyzer S y s t e m  (F igure  7 )  i s  composed 
of  three subsystems: 
1) A gene ra l  purpose computer, (SDS, S I G M A  7 )  
2 )  A c i r c u l a t i n g  memory : f o r  example,  t h e  
SDS Rapid - - - Access-Data - ( R A D )  s t o r a g e  s y s t e m .  
3) The 3oolean Analyzer Unit  ( B A U )  p roper .  
BAU i s  composed o f  t h e  fol lowing parts:  
An I n t e r f a c e  #1 between t h e  g e n e r a l  purpose 
computer and t h e  BA. 
An I n t e r f a c e  # 2  between t h e  BAU and t h e  
c i r c u l a t i n g  memory. 
The l o g i c  ope ra t ion  u n i t  ( L O U )  
The c o n t r o l  u n i t  
The snake u n i t  
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3.2.1 The g e n e r a l  purpose computer i s  a S c i e n t i f i c  
Data Sys tems S I G M A  7 Computer, whose READ DIRECT and 
WRITE DIRECT i n s t r u c t i o n s  f a c i l i t a t e  i t s  use  i n  real-time, 
t ime-sharing,  and mult iusuage a p p l i c a t i o n s .  
3.2.2 The C i r c u l a t i n g  memory (SDS RAD SYSTEM, Models 
7203/7201) i n c l u d e s  256 t r a c k s ,  16 s e c t o r s / t r a c k ,  360 
b y t e s / t r a c k  a t  a rate of 5p seconds/8 b i t - b y t e  and con- 
t a i n s  only one read/write ampl i f i e r  w i t h  p roper  e l e c t r o n i c  
swi tch ing .  Its data may b e  organized i n  two modes: 
Mode A :  27 groups /sec tor ,  each group w i t h  88 b i t s  
Mode B: 64  groups /sec tor ,  each group w i t h  40 b i t s .  
3.2.3 The l o g i c a l  des ign  o f  I n t e r f a c t  #2  between t h e  
BAU and t h e  c i r c u l a t i n g  i s  presented  i n  d e t a i l  i n  refer-  
ence 22  and i s  composed o f  an 8-b i t  read-shift-register 
(Reading Buf fe r )  and an 8-b i t  wri te-shif t - regis ter  
(Wri t ing  B u f f e r ) .  
3.2.4 LOU con ta ins  s p e c i a l  registers f o r  s t o r i n g  t r i a d i c  
numbers ( t h e  i d e n t i f i e r s  h of  t h e  terms i n  Y = 0 )  and 
special  combina tor ia l  network which gene ra t e s  a s i g n a l  
Ck according t o  i t s  swi tch ing  mode: 
Mode A: ( h jk  + h r j  # f o r  every j )  + ( C k  = 1) 
(Theorem 1, Sec t ion  3.1) 
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(Theorem 3, S e c t i o n  3.1). 
3.2.5 The I n t e r f a c e  #1 provides  t h e  l i nkage  between t h e  
BAU and S I G M A  7 computer and con ta ins  proper  encoding 
and decoding devices  t o  s t o r e  and r e t r i e v e  data from t h e  
registers o f  t h e  LOU. 
3.2.6 The Cont ro l  Unit  i nc ludes :  1) a b ina ry  coun te r ,  
count ing  from 0 t o  222-1; 2 )  
from 0 to 3 -1; 3) an Indexing Block whose mission i s  
t o  provide proper  indexing  of f l i p - f l o p s  i n  the  LOU; 4 )  
a pu l se  g e n e r a t o r ;  5 )  two s p e c i a l  reg is te rs ,  Ht and 
Hb 
and b ina ry  counters  r e s p e c t i v e l y .  
a t r i a d i c  coun te r ,  count ing 
14 
f o r  temporary s t o r a g e  of the  con ten t s  of t h e  t r i a d i c  
3.2.7 The Snake Delay Unit  l o g i c a l l y  combines t h e  i n -  
formation coming from two d i f f e r e n t  sou rces ,  t h e  RAD and 
the  LOU, whose o r g a n i z a t i o n  has d i f f e r e n t  bases: t h e  RAD 
i s  organized i n  8-bi t  b y t e s  whi le  t h e  LOU may have a tri- 
adic o rgan iza t ion .  
delay l o g i c a l  c i r c u i t s ,  Snake #1 and Snake #2 ,  w i t h  
The Snake Delay  Unit  con ta ins  two 
p rope r  c o n t r o l  f o r  two-way informat ion  t r a n s f e r  between 
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RAD and LOU. Two modes o f  data o r g a n i z a t i o n  are p o s s i b l e :  
Mode a which t ransforms a 9 -b i t  i n p u t  sequence i n t o  an 
8-b i t  ou tput  sequence and Mode b which t ransforms an 8-b i t  
i n p u t  sequence i n t o  a 9-b i t  ouput sequence. 
Svobodal' g ives  o p e r a t i o n  t i m e  estimates f o r  t h e  
Boolean Analyzer. I ts  o p e r a t i o n  t i m e  i s  a f u n c t i o n  o f  
t h e  number of  v a r i a b l e s  and t h e  s i z e  of  t h e  LOU s p e c i a l  
regis ters .  For a model w i t h  100 spec ia l  regis ters  t h e  
fo l lowing  estimates were given . 18. 
1) For d i sc r iminan t  computation t h e  t i m e  ranges 
from .OO5 s e c  f o r  500 terms of 1 0  v a r i a b l e s  t o  2 hours 
f o r  5 O O , O O O  terms o f  20 v a r i a b l e s .  
2 )  For p r ime  impl i can t s  de te rmina t ion  t h e  t i m e  
ranges from .0022 s e c  f o r  100 terms of 7 v a r i a b l e s  t o  
383 s e c  f o r  8,000 terms of 1 4  v a r i a b l e s .  
The o p e r a t i o n  t i m e  i n c r e a s e s  l o g a r i t h m i c a l l y  (as 
a rough approximation) w i t h  t h e  number of  v a r i a b l e s .  
The c i r c u l a t i n g  memory i s  mainly t h e  device t h a t  
imposes a l i m i t a t i o n  on t h e  number o f  v a r i a b l e s .  The 
SDS RAD s y s t e m ,  f o r  example,  has a capac i ty  o f  1 2  m i l l i o n  
b i t s .  For  func t ionswi th  15 v a r i a b l e s ,  315 1 4  m i l l i o n  
b i t s  are r equ i r ed  i n  t h e  c i r c u l a t i n g  memory which exceed 
t h e  RAD s t o r a g e  capac i ty .  The u t i l i z a t i o n  of a multi-RAD 
memory s y s t e m  (F igu re  8 )  could overcome t h i s  l i m i t a t i o n .  
37 
A great advantage of  t he  parallel  s t r u c t u r e  o f  the 
LOU i s  tha t  i t  can e a s i l y  be extended t o  a l l o c a t e  h igher  
numbers of v a r i a b l e s ,  because t h e  same s imple  c i r c u i t  i s  
used f o r  each v a r i a b l e .  
3 . 3  Modes of  Operat ion 
The Boolean Analyzer u n i t  o p e r a t e s  i n  two b a s i c  
modes: Mode I corresponding t o  t h e  r e a l i z a t i o n  of  Theorem 
1 (Sec t ion  3 . 1 )  and Mode I1 corresponding t o  t h e  implement- 
a t i o n  o f  Theorem 3 (Sec t ion  3 . 1 ) .  
These two modes of  ope ra t ion  c o n s t i t u t e  the 
elementary l o g i c  ope ra t ions  of t h e  Boolean Analyzer and 
consequently any given problem t o  be  so lved  w i t h  t h i s  
s y s t e m  must be formulated i n  terms of them. 
l a t i o n  as it a p p l i e s  t o  c e r t a i n  problems shall be t h e  
task of Chapter  I V .  I n  t h i s  s e c t i o n  w e  p r e s e n t  t h e  
procedures  
executed by t h e  Boolean Analyzer Unit (F igure  7 ) .  
T h i s  formu- 
* 
corresponding t o  Modes I and I1 as t h e y  are 
*More de ta i l s  on these procedures  may be found i n  
22 the  works of Lonnie Laster'' and George G i l l e y  . 
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3.3.1 MODE I: Non-implicants determination 
This mode of operation corresponds to the deter- 
mination of non-implicants of a Boolean function. 
If all non-implicant terms are desired, then the B.A. 
operates in triadic mode, using the Triadic Counter; the 
mode selection is made in the mode control. 
If only non-implicant minterms are seeked, then the mode 
control selects the binary counter and the B.A. operates 
in binary mode. 
The procedure corresponding to MODE I is outlined 
in the flowchart of Figure 9. The following initial 
conditions which can either be set manually or automatic- 
ally by the 
1) 
2 )  
3 )  
4 )  
digital computer (SIGMA 7 ) ,  are required: 
The mode control selects the triadic counter 
(TC) and the binary counter (BC) 
LOU registers are oraanized either in Mode a 
(corresponding to mode control selection of 
TC) or Mode b when BC is selected. LOU com- 
binatorial network is connected in Mode A. 
Snake Unit is connected either in Mode A 
(corresponding to selection of TC) or Mode B, 
corresponding to selection of (BC) 
Circulating Memory, either in Mode A (TC 




























w i t h  ze ros .  
5 )  T r i a d i c  and Binary counters  reset t o  ze ro  
6 )  Indexing Block reset  t o  zero .  
3.3.2 MODE 11: Non-prime-implicant de te rmina t ion  
I n  t h i s  mode of o p e r a t i o n ,  t h e  Boolean Analyzer 
e l i m i n a t e s  i n  t h e  c i r c u l a t i n g  memory (which i s  assumed t o  
con ta in  t h e  imp l i can t s  of  a g iven  Boolean func t ion  as t h e  
r e s u l t  of  Mode I)  those  impl i can t s  which are not  prime- 
i m p l i c a n t s .  The c a n c e l l a t i o n  procedure i s  a d i r e c t  imp- 
lementa t ion  of Theorem 3 (Sec t ion  3.1) re formula ted  i n  
t h e  fo l lowing  cond i t ion  
The procedure corresponding t o  MODE I1 i s  des- 
c r i b e d  i n  t h e  f lowchar t  of  Figure 1 0 .  The fol lowing i n -  
i t i a l  cond i t ions  are r equ i r ed :  
1) C i r c u l a t i n g  Memory (used i n  Mode A )  con ta ins  
r e s u l t s  of  Mode I .  
2 )  LOU i s  i n  Mode B 
3) Snake Unit  i n  Mode B 
4 )  Indexes s e t  t o  zero  
I n  T a b l e  I V  MODES I and I1 are summarized. 
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Figure 10. Flowchart corresponding to MODE 11. 
Initial 
Conditions 
C of address TC 
~ 
Every block rk in LOU gen- 
erates a signal Ck according 
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Switching Net of LOU 
in MODE B p r o p e r l y  
combines all Ck sig- 
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CHAPTER I V  
APPLICATIONS O F  THE BOOLEAN ANALYZER SYSTEM 
I n  Sec t ion  3.3 w e  p re sen ted  t h e  two fundamental 
modes o f  ope ra t ion  o f  the Boolean Analyzer Unit .  I n  t h i s  
Chapter t h e  Boolean Analyzer System (composed by S I G M A  7 
and Boolean Analyzer U n i t )  w i l l  be  used t o  s o l v e  some pro- 
blems i n  Boolean Algebra. 
4 . 1  So lu t ion  of Sys tems o f  Boolean Equations 
Svoboda's a lgor i thm f o r  s o l v i n g  Boolean Equations 
(Sec t ion  1.1.3)  can be implemented us ing  t h e  Boolezn 
Analyzer s y s t e m .  The fo l lowing  a lgo r i thmic  s t e p s  are 
needed: 
S tep  #l. T r a n s f e r  of terms i n  Y = 0 t o  t h e  
Logica l  Operat ion Uni t .  
S t e p  # 2 .  Discr iminant  de te rmina t ion .  
S t ep  #3. Computation of  t r u t h  table  o f  every 
e x i s t i n g  s o l u t i o n .  
S tep  #1 i s  executed by proper  indexing of  t h e  
f l i p - f l o p s i n  LOU and by means o f  a WRITE DIRECT i n s t r u c t i o n .  
(For  de ta i l s ,  see r e f e r e n c e 2 1 ) .  
S t ep  #2  i s  computed us ing  Boolean Analyzer i n  
MODE I (b ina ry  mode). 
S t ep  #3  i s  executed b y  means of  an adequate s o f t -  
ware program s t o r e d  i n  S I G M A  7.  T h i s  program cal led 
SOLDET decomposes t h e  d i sc r iminan t  and g i v e s  t h e  t r u t h  
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tables of the set of functions corresponding to every 
solution. In Appendix I a flowchart and listing of this 
program is given. 
In Figure 11 the algorithmic steps 1, 2, 3 are 
summarized. 
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IRead NT terms 1 ~1 
L terms 





# of terms of 
Y 0 .  
#of unknowns 
of knowns. 
Subroutine t o  
determine all 
so lu t ions .  
Figure 11. Flowchart for System o f  Boolean Equations. 
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4.2 I r redundant  coverings of a Boolean Funct ion 
The problem of  f i n d i n g  a l l  i r r edundan t  coverings 
of a Boolean func t ion  y i s  a c l a s s i c a l  one and t h e r e f o r e  
i t  w i l l  not  be  p re sen ted  here i n  de t a i l .  However, i t  i s  
t h e  purpose of t h i s  s e c t i o n  t o  show how t h e  Boolean Anal- 
y z e r  s y s t e m  may s o l v e  t h i s  problem. 
The a lgo r i thmic  steps are t h e  fol lowing:  
S t e p  #1 T r a n s f e r  of  terms o f  Y = 7 i n t o  t h e  Logical  
Operat ion Unit  of Boolean Analyzer. 
S t e p  #2 Determinat ion of a l l  impl icant  terms of  y .  T h i s  
s t e p  i s  executed us ing  MODE I i n  t r i a d i c  conexion. 
S t ep  # 3  Determination of  a l l  prime-implicant terms of y ,  
b y  u s ing  MODE 11. 
S tep  # 4  The covering problem i s  formulated b u i l d i n g  a 
29 s p e c i a l  func t ion  z ,  c a l l e d  P e t r i c k  f u n c t i o n  . 
Step  # 5  Steps  1, 2 ,  3 are a p p l i e d  t o  f u n c t i o n  Z = z .  
S t e p  #6 The pr ime-implicants  of f u n c t i o n  z are p r i n t e d ,  
each one of  them i s  an i r r edundan t  covering o f  
t h e  given func t ion  f .  






f o r  I r redundant  
~ READ NT, N .  
NT*NT - L 
* 
/ in \ 
LEGEND 
of v a r i a b l e s .  
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from LOU 
7 empty? 




4.3 Synthesis of TANT Networks 
4.3.1. Introduction 
The synthesis of Three-level LND-EOT combinational 
networks with True - inputs (TANT networks) has been studied 
by Marley and Ogden24, M~Cluskey*~, Hellerman26, Marley 
and Earle27, and recently by Gimpe128. This last author 
presents the first systematic synthesis and simplification 
method of TANT circuits. This method is very similar to 
the Quine-McCluskey minimization algorithm for two-level 
AND-OR logic. 
Gimpel's method starts by generating a general 
form for the implicants of the given Boolean function f, 
called permissible-implicants of f, and in such a way that 
it is simple to derive the circuit configuration from this 
general form. From the set of permfssible implicants, the 
set of prime-permissible implicants (which we shall call 
here generalized prime implicants) is determined and from 
this set those which realize the given function with a 
minimum number of NAND decision elements are selected. 
In this section we propose another method of TANT 
synthesis based on the two modes of operation of Boolean 
Analyzer (Section ?I 3 )  
The proposed method consists of calculating the 
ordinary prtme implicants of the given function f and, from 
this set, to calculate all generalized prime implicants of 
f by solving a system of Boolean equations. The selection 
5 3  
of those generalized prime implicants which form the 
minimal TANT network is done by constructing a special 
Petrick function2g Z and determining its prime implicants. 
The proposed method thus uses the two modes of operation 
of the Boolean Analyzer: the MODE I1 for the determination 
of the generalized prime implicants and MODE I in triadic 
mode for the determination of all minimal TANT networks. 
4.3.2 DEFINITIONS AND THEOREMS 
Consider the TANT circuit of Figure 13. It is 
easily verified that this circuit implements the function 
Figure 13 
Example of TANT Circuit 
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T h i s  f u n c t i o n  i s  w r i t t e n  i n  AND-OR form as fol lows:  
e - -  
f = x2xo + X0Xl + x1x2xo 
Form ( 2 7 )  of  f p r e s e n t s  a c h a r a c t e r i s t i c  s t r u c t u r e  o f  sum 
o f  p e r m i s s i b l e  terms (P- t e rms)  whose g e n e r a l  form may be 
de f ined  i n  t h e  fo l lowing  way: 
D e f i n i t i o n  1 
Every t i m e  P ,  imp l i can t  of a Boolean f u n c t i o n  f 
o f  n v a r i a b l e s  and expressed i n  TANT for (27)  ,may b e  
w r i t t e n  as product  of two f a c t o r s  H and T 
P = H.T (28) 
.. xi takes t h e  va lues  1 
o r  xi e x c l u s i v e l y  ( i s 0  y . .  .. .. where H = ?n-l * *xi .. exox1 
n-1) 
T = Tm-1T,,2...T1T0 ; 
takes t h e  va lues  0 o r  Zi 
e x c l u s i v e l y .  (j = 0, ..., m - 1 1 ,  
( i = O ,  ..., n - l ) ,  "In. 
Example 1: 
The term P1 = x 0 ( x  0 1  x ) has H = x o >  T = T1 = (xoxl) = 
- 
(X ,  + Z0) .  
X2(X0 + q. 
I__ 
The term P 2  = x 2 ( x  x ) has H = xl, and T = T2.T1 = 
1 2  0 1  
D e f i n i t i o n  2 
A term P o f  t h e  form (28)  i s  said t o  b e  a 
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g e n e r a l i z e d  prime impl i can t  o f  f (GP- te rm)  i f  an o rd ina ry  
prime impl i can t  o f  f ( i n  t h e  sense  o f  the AND-OR l o g i c )  o r  
a sum o f  any number o f  them i s  
i s  expanded us ing  the  r u l e s  of  
complementation. The o rd ina ry  
be denoted by OP. 
ob ta ined  when a P- t e rm ( 2 8 )  
l o g i c a l  sum, product  and 
pr ime impl i can t s  of  f w i l l  
Example 2 :  
The func t ion  f given ‘in F igure  
prime impl i ean t s  : 
- 
x x  s i x ?  x o x l ’  0 2’  0 1 2 ’  
The terms P1 and P2 of Example 
form (27)  of  f are gene ra l i zed  
i v e l y ,  according t o  D e f i n i t i o n  
13 has the  fol lowing o rd ina ry  * 
1 corresponding t o  t h e  TANT 
p r i m e  imp l i can t s .  E f f e c t -  
2’  
- - - 
P1 = GP1 = x ( x  x ) = xoxl + xoxo = x0xl 0 1 0  
D e f i n i t i o n  3: ( C r i t e r i o n  of  Minimal TANT network) 
We shal l  s a y  t ha t  a TANT network producesa c e r t a i n  
given Boolean func t ion  f i n  a minimal form i f  no o t h e r  
TANT c i r c u i t  e x i s t s  which has less  number o f  NAND d e c i s i o n  
elements.  
Theorem 1: 
According t o  t h e  previous d e f i n i t i o n  of minimal 
TANT network, every P - t e r m  ( 2 8 )  of  a minimal TANT form of  
f i s  a gene ra l i zed  prime impl i can t .  
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Proof:  Suppose t h a t  t h e  minimal TANT expres s ion  of  f i s  
P1 + P2 + ... + P + . . . + p  
i r 
where each term Pi i s  o f  t h e  form (28) .  We shal l  prove 
t h a t  Pi i s  formed by l o g i c a l  a d d i t i o n  of any number o f  
o rd ina ry  prime impl i can t s  OP of f .  To prove t h i s  s tate- 
ment i t  i s  s u f f i c i e n t  t o  prove tha t  there i s  no minterm 
mi o f  f such t h a t  
Pi = C OP + mi w i t h  mi 6 Cj OPj .  3 3  
E f f e c t i v e l y ,  according t o  D e f i n i t i o n  1 t h e  g e n e r a l  form 
of Pi i s  H1.(TIT 2 . . . . T k ) ;  on t h e  o t h e r  hand, s i n c e  OP 
an o rd ina ry  prime impl i can t  of  f ,  
- - 
xi 4 H1 f o r  'm J $ 3  1 l"'xi"" C OP = H  5 
m<n. - i = 1, ..., rn 
But Pi = C 
have t h e  same f a c t o r  H1 of uncomplemented v a r i a b l e s  t h a t  
t h e  terms OP and Pi. But mi i s  a minterm and thus  con- 
t a i n s  a l l  complemented v a r i a b l e s  which are not  conta ined  
OP + mi ,  t h e r e f o r e ,  t h e  minterm mi should 
j j  
3 
3 O P j  i n  H1. 
because,  i f  no t  conta ined ,  o r  mi i s  not  a minterm o r  i t s  
H-factor of  uncomplemented v a r i a b l e s  does not  co inc ide  
These v a r i a b l e s  much be contained a l s o  i n  C 
w i t h  H1, implying tha t  Pi i s  no t  o f  t h e  form ( 2 8 ) .  
f o r e ,  every term of  a minimal TANT form i s  a gene ra l i zed  
There- 
pr ime impl i can t .  
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The q u e s t i o n  i s  now how t o  determine t h e  set  o f  
g e n e r a l i z e d  prime i m p l i c a n t s  and, from t h i s  s e t ,  t o  se lec t  
t h o s e  that  produce t h e  f u n c t i o n  f accord ing  t o  D e f i n i t i o n  
3 .  
To form t h e  set  o f  g e n e r a l i z e d  prime impl i can t s  w e  
s ta r t  from t h e  set  o f  o rd ina ry  pr ime impl i can t s  of  f ,  as 
proven by  t h e  fol lowing theorem. 
Theorem 2 
L e t  {OP) be t h e  set  of  o rd ina ry  pr ime impl i can t s  
of  f and l e t  {GP) be t h e  s e t  o f  gene ra l i zed  pr ime i m p l i -  
c a n t s ,  t h e n  
( 2 )  GPj = C i  OPi f o r  O P i E { O P )  ; GPJ E {GP). 
The proof of  these two p r o p o s i t i o n s  fol lows i m m e d i a t e l y  
from t h e  d e f i n i t i o n  of  o rd ina ry  pr ime impl icant  of f and 
from D e f i n i t i o n  2 .  
Based on theorem 2 ,  i t  i s  cle .ar  t h a t  t h e  s e t  of 
o rd ina ry  p r ime  impl i can t s  o f  f augmented w i t h  t hose  P - t e r m s ,  
of  t he  form (28) ,ob ta ined  by l o g i c a l  a d d i t i o n  of  any number 
o f  prime impl i can t s  OPi contained i n  {OP) c o n s t i t u t e s  t h e  
s e t  o f  P - t e rms  from which i t  i s  p o s s i b l e  t o  gene ra t e  a l l  
P 
p o s s i b l e  gene ra l i zed  pr ime impl i can t s  GP T h i s  se t  of  
P-terms t h u s  formed i s  c a l l e d  t h e  BASE o f  t h e  given 
func t ion  f. It w i l l  be  denoted by B.  
j '  
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Note t ha t  once t h e  set  of o rd ina ry  pr ime i m p l i c a n t s  
i s  ob ta ined ,  only t h o s e  w i t h  common H-factor  w i l l  produce 
a new P - t e r m  of t h e  base by l o g i c a l  a d d i t i o n .  T h i s  is due 
t o  t h e  s p e c i a l  form of t h e  P - t e r m s  ( 2 8 ) .  
Example 3: Consider t h e  f u n c t i o n  o f  F igure  1 4  
F igure  1 4  
TANT Syn thes i s  Example 
The set of o rd ina ry  pr ime impl i can t s  i s  
= {XoX1,  X O X 2 ’  z x E \ *  0 1 2  
S ince  there are no terms OP C {OP) w i t h  common H-factor,  




B = {xoxl, xox2, x 0 1 2  x x 1 .  
Example 4 :  Consider t he  f u n c t i o n  whose corresponding 
Marquand map i s  X 
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I n  t h i s  ca se  there are two terms OP w i t h  common H-factor:  j 
xlz2 and xlzo. These two terms are combined by l o g i c a l  
- 
a d d i t i o n  producing t h e  term x1(x2xo). The BASE i s  t h u s  
4.3.3 CALCULATION OF THE GENERALIZED PRIME IMPLICANTS 
The gene ra l i zed  prime impl i can t s  o f  a g iven  
Boolean func t ion  f are cons t ruc ted  i n s e r t i n g  i n  a l l  
p o s s i b l e  ways t h e  v a r i a b l e s  contained i n  t h e  H-factor o f  
each term o f  t h e  base i n  i t s  corresponding T-fac tors .  The 
GP terms t h u s  obta ined  which are i d e n t i c a l l y  equal  t o  ze ro  
are disregarded.  
Example 5: 
From t h e  term xoxl w e  o b t a i n  t h e  t e r m  GP1 = x 0 ( x  0 1  x ) .  
From the  t e r m  xox2 no acceptab le  term i s  generated because 
those  obta ined:  X , X ~ ( ? ~ ) ,  xox2(z2 ) ,  xox2(xox2) are iden t -  
i c a l l y  equa l  t o  zero .  
Consider  t h e  base B = { xozl, zox1x2 xox2\. 
-
- -  From term x1xox2 w e  o b t a i n  
GP2 = x1(x1xo)z2 
= x Z ( x x )  GP3 1 0  2 1  
The gene ra l i zed  pr ime impl i can t s  are: 
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- 
GP1 = x ( x  x ) 0 1 0  
- -  
GP2 = x ( x  x > x  1 1 0  2 
p l u s  t h e  P-terms o f  t h e  base 
GP5 = xoxl 
- - 
GPg = x x x 0 1 2  
GP7 = xox2 
T h i s  method of  c a l c u l a t i n g  t h e  gene ra l i zed  prime 
i m p l i c a n t s  i s  preferred when t h e  s y n t h e s i s  i s  done 
manually. However, t h e  au tomat i za t ion  by s t anda rd  computer 
programming o f  t h i s  method i s  l abor ious  because i t  i s  
r e q u i r e d  t o  handle  va r i ab le - l eng th  words and many s h i f t  
ope ra t ions  t o  i n s e r t  t h e  v a r i a b l e s  of  t h e  H-factor i n  t h e  
T-factor .  Also, t h e  i d e n t i f i c a t i o n  of  H- and T-fac tors  
belonging t o  t h e  same P - t e r m  i s  not  easy t o  implement. Fo r  
these r easons ,  and due t o  t he  f a c t  t ha t  the Boolean 
Analyzer i s  capable  of s o l v i n g  large s y s t e m s  of  Boolean 
equa t ions ,  w e  s t u d i e d  t h e  p o s s i b i l i t y  of  t ransforming  t h e  
problem o f  gene ra l i zed  prime impl i can t s  gene ra t ion  t o  the 
s o l u t i o n  o f  a s y s t e m  of  Boolean equa t ions .  
6 1  
- 
Before d e s c r i b i n g  t h e  set up of  t h i s  s y s t e m  of 
equa t ions  w e  need t h e  fo l lowing  theorem. 
Theorem 3 
I f  a T-fac tor  o f  a P-term belonging t o  t h e  base B 
of  a g iven  Boolean f u n c t i o n  f o f  n v a r i a b l e s  has m(m<n) - 
complemented v a r i a b l e s ,  t h e  GP- terms  ob ta ined  from t h i s  * 
P-term has m d i s t i n c t  T factors (j = 1, ..., m ) .  
Proof:  
r - S - where (r+s) x i * x J  * . *  Xk9 L e t  t h e  t e r m  OP1 = xo ... 
S & 
and l e t  - - < n ,  xO,. . . ,xi f xj 9 -  Oxk9 
P = O P j ,  P c B  and OP C (OP).  
Suppose t h a t  i t  i s  p o s s i b l e  t o  gene ra t e  from t h i s  P-term 
a gene ra l i zed  prime impl icant  of  t h e  form 
According t o  Theorem 2 ,  t h e  f a c t o r  T has t o  have t h e  form 
(where a,b, .  . ). , h , A , .  . . ,K are l o g i c a l  v a r i a b l e s ) ,  because,  
i f  i t  w i l l  no t  have t h i s  form, o r  P does not  belong t o  
t h e  base B ,  o r  GP1 (29)  i s  no t  a P- t e rm o f  t h e  form (28) .  
But,  suppose t h a t  t he  term GP1(29) i s  accepted as a 
gene ra l i zed  prime impl i can t  of  t he  minimal TANT expres s ion ,  
t hen  i t  i s  ev iden t  t h a t  t h e  c i r c u i t  t hus  obta ined  w i l l  use  
an a d d i t i o n a l  gate t o  s y n t h e s i z e  T as compared w i t h  t h e  q 
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c i r c u i t  ob ta ined  b y  accep t ing  t h e  term P i n s t e a d  of GP1. 
I n  t h e  case t h a t  t h e  f a c t o r  Tq i s  a v a i l a b l e  already i n  
t h e  syn thes i zed  c i r c u i t  because i t  may belong t o  a n e c e s w  
GP - term ( j  # i ) ,  i t  i s  eas i ly  seen  t h a t  it i s  a l s o  
preferred t h e  t e r m  P i n s t e a d  o f  GP1 because by  us ing  P 
an i n p u t  a t  t h e  d e c i s i o n  element t h a t  r e a l i z e s  t h e  term 
j 
GP1 i s  saved. 
f a c t o r s  T does no t  i n t roduce  any a d d i t i o n a l  in format ion  
i n  t h e  s y n t h e s i s  process  and thus  i s  no t  considered as an 
Therefore ,  t h e  term GP1 ( 2 9 )  w i t h  m + 1 
e f f e c t i v e  gene ra l i zed  pr ime impl i can t  of  f .  
Theorem 3 g ives  t h e  gene ra l  form o f  t h e  equat ion  
t o  be so lved  t o  o b t a i n  t h e  accep tab le  gene ra l i zed  pr ime 
i m p l i c a n t s .  E f f e c t i v e l y ,  given a term Pi of t h e  base, 
& - a- Pi - xo. .  .xi.xj.. . x k ,  ( r  + s )  f n  
r -s - v -  
k xo, ..., xi # x j ,  ..., x 
every GP 
t h e  equa t ion  
- term de r ived  from Pi, P p B ,  i s  a s o l u t i o n  of j 
- *- ,5, 4 ... x = xO.. .xi . (a  ? + b ? xo" 'x i ' x~  k 1 0  1 1  
+...+ h ? ) . . . ( a  x + b x +...+ h x ( 3 0 )  1 n-1 r O  r l  r n-1 
..., h f o r  q = 1 , 2  ,..., r are l o g i c a l  v a r i a b l e s .  
q j b q '  4 
where a 
The equa t ion  ( 3 0 )  mag be considered as a s y s t e m  of 
,..., h (q-1, ... r). 
9 'bq 9 Boolean equat ions  w i t h  t h e  unknowns a 
T h i s  equa t ion  may be w r i t t e n  i n  t h e  form Y = 0 as r equ i r ed  
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f o r  t h e  Boolean Analyzer. The d i sc r iminan t  i s  ob ta ined  
us ing  Mode I1 of  t h e  Boolean Analyzer which i s  used t o  
o b t a i n  a l l  p o s s i b l e  s o l u t i o n s  of  (30). The va lues  o f  t h e  
unknowns s u b s t i t u t e d  i n  t h e  r i g h t  hand side of  (30)  g ive  
t h e  terms P which form the  set  of gene ra l i zed  prime 
impl i can t s  o r i g i n a t e d  by t h e  term P of  t h e  base. 
- -  Example 6:  
gene ra l i zed  pr ime impl i can t s  de r ived  from t h i s  term was 
already obta ined  i n  Example 5 .  The corresponding 
equa t ion  (30) f o r  P1 i s :  
Consider t h e  term P1 = x x x The set of 1 0 2 '  
x x = x 1 1 2  ( a  x + blXl + ~ ~ x ~ ) ( a ~ ? ~  + b2f,  1 0 2  
+ c2x , )  
L e t  us  form t h e  d i sc r iminan t  of  t h i s  equat ion;  i . e . ,  i n  
t h e  space of  26 . 23 =: 2 
l e t  u s  determine t h e  minterms f o r  which equa t ion  (31)  i s  
sat isf ied.  T h i s  d i sc r iminan t  i s  shown i n  Figure 15. 
The i n t e r e s t i n g  s o l u t i o n s  t o  ou r  problem are 
9 ( 6  unknowns and 3 c o n s t a n t s )  
t hose  which are i n v a r i a n t  w i t h  r e s p e c t  t o  t h e  va lues  of  
the c o n s t a n t s  xo ,  xl, x2 ;  i . e . ,  t h o s e  which s a t i s f y  (31) 
no matter t h e  va lues  of  t h e  c o n s t a n t s  xo,x1,x2. If t h e  
d i sc r iminan t  i s  organized as w e  have done i n  F igure  15: 
rows r e p r e s e n t i n g  t h e  space o f  unknowns and columns t h e  
space o f  c o n s t a n t s ,  t h e  desired s o l u t i o n s  may be  read 




























































































































b2 .2 "1 bl 
0 0 0 0 0  
0 0 0 0 1  
0 0 0 1 0  
o o a i i  
o a i o o  
0 0 1 0 1  
0 0 1 1 0  
0 0 1 1 1  
0 1 0 0 0  
0 1 0 0 1  
0 1 0 1 0  
0 1 0 1 1  
0 1 1 0 0  
0 1 1 0 1  
0 1 1 1 0  
0 1 1 1 1  
1 0 0 0 0  
1 0 0 0 1  
1 0 0 1 0  
1 0 0 1 1  
1 0 1 0 0  
1 0 1 0 1  
1 0 1 1 0  
1 0 1 1 1  
1 1 0 0 0  
1 1 0 0 1  
1 1 0 1 0  
1 1 0 1 1  
1 1 1 0 0  
1 1 1 0 1  
1 1 1 1 0  
1 1 1 1 1  
0 0 0 0 0  
0 0 0 0 1  
0 0 0 1 0  
0 0 0 1 1  
0 0 1 0 0  
0 0 1 0 1  
0 0 1 1 0  
O O l l l  
0 1 0 0 0  
O l Q O i  
0 1 0 1 0  
0 1 0 1 1  
0 1 1 0 0  
0 1 1 0 1  
0 1 1 1 0  
0 1 1 1 1  
1 0 0 0 0  
1 0 0 0 1  
1 0 0 1 0  
1 0 0 1 1  
101e0 
1 0 1 0 1  
1 0 1 1 0  
1 0 1 1 1  
1 1 0 0 0  
1 1 0 0 1  
1 1 0 1 0  
1 1 0 1 1  
1 1 1 0 0  
1 1 1 0 1  
1 1 1 1 0  
1 1 1 1 1  
o o a o i i i i  
x 0 0 1 1 0 0 1 1  





Discriminant of -~ 
Equation (31). 
6 5  
corresponds t o  every row conta in ing  only  d o t s  (a d o t  means 
tha t  f o r  t h i s  minterm equat ion  (31)  w i l l  ho ld ) .  The 
s o l u t i o n s  o f  (31)  have been marked w i t h  an arrow i n  F igure  
15 f o r  easy i d e n t i f i c a t i o n ,  and are l i s t e d  below: 
Space of terms obta ined  by 









c2b 2a2c lb  lal 
0 0 1 1 0 0  
0 0 1 1 1 0  
0 1 1 1 0 0  
0 1 1 1 1 0  
1 0 0 0 0 1  
1 0 0 0 1 1  
1 1 0 0 0 1  
1 1 0 0 1 1  
From t h i s  s e t  o f  s o l u t i o n s  we.e l imina te  those  
t h a t  are repreated because t h e  l o g i c a l  m u l t i p l i c a t i o n  i s  
commutative. Thus, s o l u t i o n  #12 i s  i d e n t i c a l  t o  s o l u t i o n  
#33, # 1 4  t o  #49, #28 t o  #35 and #3O t o  #5l. F i n a l l y  w e  
o b t a i n  t h e  fo l lowing  genera l ized  p r i m e  impl icants  
GP2 = xl(xlxo) Z 2  
GP3 = 
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GP6 = x1zox2 
which co inc ide  w i t h  t h o s e  prev ious ly  ob ta ined .  (We have 
kep t  here t h e  same subindices  than  on Example 5 ) .  
The method o f  gene ra t ing  t h e  gene ra l i zed  prime 
impl i can t s  through t h e  s o l u t i o n  o f  s y s t e m s  of  Boolean 
equat ions  i s  very long  i f  done manually. Note, f o r  example, 
t ha t  f o r  func t ions  w i t h  only 3 v a r i a b l e s  a l o g i c a l  space 
of 9 v a r i a b l e s  i s  r equ i r ed .  The method, however, i s  
completely gene ra l  and i s  s p e c i a l l y  adapted t o  t h e  Boolean 
Analyzer.  The gene ra l  purpose computer ( i n  ou r  case  t h e  
Sigma 7 computer) w i l l  genera te  t h e  terms of  t h e  base B ,  
and, f o r  each t e r m  o f  t h i s  base, i t  w i l l  genera te  an 
equat ion  l i k e  ( 3 0 )  bu t  i n  t h e  form Y = 0 .  The terms o f  
Y w i l l  b e  i n s e r t e d  i n  t he  l o g i c a l  ope ra t ion  u n i t  o f  t h e  
Boolean Analyzer and t h e  d iscr iminant  w i l l  be ob ta ined  i n  
t h e  c i r c u l a t i n g  memory ( i n  ou r  case a RAD S torage  S y s t e m ) .  
Sigma 7 w i l l  read o u t  t h i s  d i scr iminant  s e l e c t i n g  those  
i d e n t i f i e r s  from t h e  space o f  unknowns which v e r i f y  ( 3 0 ) .  
The s o l u t i o n s  t h u s  obta ined  are s t o r e d  i n  t h e  memory of 
Sigma 7 and t h e  system proceeds w i t h  t he  next  term of t h e  
base. A t  t h e  end of t h i s  p rocess ,  a l l  genera l ized  prime 
impl i can t s  o f  f w i l l  b e  s t o r e d  i n  Sigma 7 .  
I n  o r d e r  t o  show the  au tomat iza t ion  n o s s i b i l i t y  
o f  t h e  above descr ibed  method, a program was der ived  f o r  
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Sigma 7 ,  c a l l e d  SBEV3 (Sys tems of Boolean Equations V e r -  
s i o n  3 )  which s imula t e s  t h e  Boolean Analyzer i n  t h i s  part-  
i c u l a r  a p p l i c a t i o n .  
FORTRAN I V  language and f o r  f u n c t i o n s f  of three v a r i a b l e s  
only*. I n  Appendix I1 a l i s t  of  t he  i n s t r u c t i o n s  of  t h i s  
program and t h e  output  data obta ined  f o r  t h e  fo l lowing  
f u n c t i o n  f of three v a r i a b l e s  i s  given:** 
The program SBEV3 was w r i t t e n  i n  
A 
2 
@ *  T h i s  func t ion  i s  taken  from an example p re sen ted  b y  
* A more g e n e r a l  program i s  p resen ted  i n  Chapter  5 .  
Gimpel i n  Reference 2 8 .  
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General ized P r i m e  Impl icants  I 
X2XOX l................. x x (x x x ) 2 0  0 1 2  
Table V 
GENERALIZED PRIME IMPLICANTS 
To i n t e r p r e t  p roper ly  t h e  output  d a t a  g iven  by t h e  program 
SBEV3, t h e  fo l lowing  terminology i s  used: 
BASE TERM NUMBER = : refers  t o  t h e  o rde r ing  
number of  t h e  base .  
LIST OF TERMS OF THE FUNCTION Y = 0 : re fers  t o  
t h e  terms o f  Equation ( 3 0 )  
w r i t t e n  i n  form Y = 0 .  
IDENTIFIER OF THE SOLUTION: refers  t o  t h e  i d e n t -  
i f i e r  of  t h e  l o g i c a l  space 
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of  unknowns f o r  which a 
s o l u t i o n  e x i s t s .  
I n  o u r  case, s i n c e  there  are 3 unknowns, t h i s  
l o g i c a l  space corresponds t o  t h e  unknowns a ,b , c ,  exc lus-  
i v e l y  and i n  correspondence w i t h  the  c o n s t a n t s  x2,x1,xo 
r e s p e c t i v e l y .  
Thus, f o r  the  f i r s t  term of t he  base (see T a b l e  V) 
- 
: xox2x1, the program SBEV3 g ives  t h e  fo l lowing  s o l u t i o n s :  
i d e n t  i f  i e r s  a , b  , c  
2 0 1 0  
0 1 1  
1 1 0  
1 1 1  




- For t h e  second t e r m  of t h e  base: xlxo t h e  s o l u t i o n s  are 
1 
3 
0 0 1  
0 1 1  
xO 
- 
x l x o  
For t h e  t h i r d  t e r m  of t h e  base: x1(xox2) t h e  s o l u t i o n s  are 
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i d e n t i f i e r  a ,b , c  
5 1 0 1  
7 1 1 1  
T-fac tor  GP-term 
- 
For t h e  f o u r t h  t e r m  of the base: x1x2 t h e  s o l u t i o n s  are: 
4 
6 
1 0 0  
1 1 0  
x2  x1x2 
The pr ime impl i can t s  ob ta ined  w i t h  t h e  program 
SBEV3 co inc ide  w i t h  t hose  of T a b l e  V .  
4.3.4 THE SELECTION OF GENERALIZED PRIME IMPLICANTS 
I n  o r d e r  t o  o b t a i n  a minimal TANT s y n t h e s i s  of a 
Boolean func t ion  f not  a l l  g e n e r a l i z e d  prime impl i can t s  
are r e q u i r e d .  T h i s  i s  a l s o  t h e  case  o f  t h e  AND-OR l o g i c  
of two l e v e l s .  The problem i s  now t o  s e l e c t  t hose  gener- 
a l i z e d  pr ime impl i can t s  which produce t h e  func t ion  f acc- 
ord ing  t o  t h e  c r i t e r i o n  of  minimali ty  given i n  D e f i n i t i o n  
3 .  
I n  a TANT expres s ion ,  and due t o  t h e  f a c t  tha t  
there e x i s t s  a t h i r d  l o g i c a l  l e v e l ,  i t  i s  p o s s i b l e  t o  use 
t h e  same elements o f  the  t h i r d  l o g i c a l  l e v e l  i n  s e v e r a l  
7 1  
i n p u t s  of e lements  o f  t h e  o t h e r  l e v e l s ,  and t h e r e f o r e  t h e  
s e l e c t i o n  of GP- te rms  c o n s i s t s  of two problems: 
(1) The s e l e c t i o n  o f  t h e  minimum number of GP- 
terms which cover  t h e  func t ion .  
( 2 )  From a l l  TANT expres s ions  ob ta ined  
s e l e c t  t hose  which use the  least number of 
NAND e lements ,  i .e. o b t a i n  maximum "shar ing"  
of  T- fac tors .  
The first problem i s  a c l a s s i c a l  one and has 
been so lved  by McCluskey3' u s ing  tables o r  a l g e b r a i c a l l y  
by Petrick*'  by means of  a l o g i c a l  func t ion  Z which 
expres ses  t h e  cond i t ion  of  cover ing  of  t h e  f u n c t i o n  f .  
The second problem has been so lved  by Luccio and 
Grasselli31 us ing  a spec ia l  t a b l e ,  c a l l e d  CC-table (cover  
and Closure - T a b l e )  bu t  i n  connect ion w i t h  t h e  problem o f  
s i m p l i f i c a t i o n  o f  t h e  number o f  i n t e r n a l  s ta tes  of  a seq- 
u e n t i a l  c i r c u i t ,  I n  t h i s  s e c t i o n  w e  propose a similar 
method as t h e  one us ing  CC-tables bu t  w e  d i f f e r  i n  t h e  
fac t  t ha t  ou r  table i s  used t o  gene ra t e  two s p e c i a l  
P e t r i c k  func t ions  t ha t  i n  combination s o l v e  t h e  cover ing  
problem. 
I n  t h e  fo l lowing  l i n e s  w e  d e s c r i b e  s y s t e m a t i c a l l y  
9 
o u r  i n v e s t i g a t i o n s  i n  s o l v i n g  t h i s  covering problem. 
We app ly  f i rs t  t h e  P e t r i c k  func t ion  t o  t h e  example 
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on Table  V.  For  t h i s  purpose a table i s  cons t ruc t ed  whose 
columns r e p r e s e n t  t h e  minterms of  the f u n c t i o n  f and t h e  
rows t h e  gene ra l i zed  pr ime impl i can t s .  We e n t e r  a do t  i n  
t h o s e  p l a c e s  o f  t h e  table  where t h e  g e n e r a l i z e d  pr ime 
impl i can t  o f  a row covers  a minterm of a column. T h i s  
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T a b l e  VI 
COVERING OF MINTERMS 
7 3  
I f  the p r o p o s i t i o n  "All minterms of t h e  f u n c t i o n  
are covered" i s  i d e n t i f i e d  w i t h  t he  Boolean v a r i a b l e  Z ,  
t h i s  v a r i a b l e  may be expressed  as a f u n c t i o n  of t h e  GPi 
(i =  IO) terms as  fo l lows:  
GP9 + GPlo). 
Each term g ives  us a cover ing  of  f .  Evident ly  those  
terms of Z w i t h  t h e  leas t  number of GP- terms  w i l l  g ive  t h e  
most economical implementation. I n  o t h e r  words, t h e  ord- 
i n a r y  prime impl i can t s  of 2 are t h e  i r r edundan t  coverings 
o f  f .  The expansion o f  (32)  g i v e s  
2 = GP1 GP7 + GP2 0 GP7 t GP GP7 + GP4 GP + GP1 3 7 
where each term i s  already a prime impl icant  of  Z .  
Any term of (33)  t h a t  w e  may choose f o r  t h e  TANT 
c i r c u i t  has the  same number of  GP- te rms .  T h i s  s e l e c t i o n ,  
however, does n o t  s u f f i c e  t o  o b t a i n  a minimum number of 
gates implementation because i t  i s  p o s s i b l e  t o  use an 
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output  of t h e  t h i r d  l o g i c a l  l e v e l  (T- fac tor )  as i n p u t s  t o  
s e v e r a l  gates o f  t h e  second l e v e l .  
T A B L E V I  shows immediately that  GP4 and GP8 have t h e  
same T-fac tor :  
of (33) these two GP- terms  g i v e  a minimal TANT implementa- 
t i o n  of F. The corresponding c i r c u i t  i s  given i n  F igure  
The i n s p e c t i o n  of  
(xox1x2) and s i n c e  GP4 . GPR i s  a term 
16.  
F igure  16 
TANT C i r c u i t  Corresponding t o  Table  V 
The v i s u a l  i n s p e c t i o n  of TABLE V I  i s  no t  i n  gen- 
e ra l  t h a t  easy f o r  problems of  large numbers of  v a r i a b l e s ,  
and s i n c e  w e  are i n t e r e s t e d  i n  automatic  methods o f  sel-  
e c t i o n  w e  i n v e s t i g a t e  t h e  fol lowing two a l t e r n a t i v e s :  
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(1) To c o n s t r u c t  ano the r  table based on a 
f u n c t i o n  l i k e  (33) 
( 2 )  To add l o g i c a l  cond i t ions  t o  t h e  P e t r i c k  
func t ion  t o  inc lude  the second s e l e c t i o n  
p rocess .  
L e t  us cons ide r  both a l t e r n a t i v e s  s e p a r a t e l y .  
The F i r s t  a l t e r n a t i v e  c o n s i s t s  of  c o n s t r u c t i n g  ano the r  
table (TABLE V I I )  i n  which each row corresponds t o  each 
t e r m  of t h e  P e t r i c k  func t ion  p rev ious ly  obta ined  (33 )  and 
w i t h  each column corresponding t o  every T f a c t o r  of t h e  
GP- te rms  conta ined  i n  (33) .  I f  a d o t  i s  e n t e r e d  i n  those  
p l a c e s  of  t h e  tables  where a T - f a c t o r  i s  p r e s e n t  i n  a 
GP- te rm,  t h e  answer t o  our  s e l e c t i o n  problem i s  t h e  row(s)  
w i t h  t h e  l eas t  number o f  d o t s .  If s e v e r a l  rows e x i s t  
w i t h  t h e  least number o f  d o t s ,  a l l  g ive  a minimal s o l u t i o n  
according t o  D e f i n i t i o n  3. However, i f  t he  c r i t e r i o n  of 
minimum t o t a l  number of  i n p u t s  t o  t h e  gates of t h e  c i r c u i t  
i s  cons idered ,  w e  w i l l  choose from t h e  table  those  T 




To i l l u s t r a t e  t h i s  p rocess  cons ide r  the  previous 
example and l e t  us b u i l d  a t ab le  (TABLE V I I )  i n  t h e  way 
i n d i c a t e d  w i t h  t h e  terms of  ( 3 3 ) .  
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GP1 . GP7 
GP2 . GP7 
GP3 . GP7 
GP4 GP7 
GP1 . GPg 
GP2 . GPg 
GP3 . GPg 
GP4 . GPg 
e 
* 
I .  
T a b l e  VI1 
T-FACTORS SELECTION 
The row w i t h  t h e  least number o f  p o i n t s  i s  t h e  
l as t  one which corresponds t o  t he  term GPI+ . GP8 as 
expected.  
Following, we p r e s e n t  ano the r  example o f  s y n t h e s i s  
of a f u n c t i o n  o f  4 v a r i a b l e s .  











B =  
Tru th  T a b l e  of Example 7 
Minterms General ized pr ime 
imp 1 i can t s  
i 
I $4 i 1 
1 * I .  
! I I .  -j 
x x ( x x x )  0 3  1 0 3  GP8 
x x x  0 2 3  
\ 
I corresponding P e t r i c k  func t ion  i s :  The 
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2 = GP4(GP1 + GP2 + GP3 + GP4) (GP1 + GP2 + GP3) GP4. 
(GP4 + GP5 + GP6 + GP7 + GP8) . (GPg + GP6 + GP + GPg 7 
+ GP9) . GP9 
which i s  reduced t o :  
2 = GP4 . GP9(GP1 + GP2 + GP3) = GPq GP9 GP1 + GP4 GP 9 
3' GP2 + GPl+ GP9 GP 
The a s s o c i a t e d  table t o  t h i s  func t ion  i s :  
minimal 
s o l u t i o n  GP4 . GP9 . GP1 
GP4 . GP9 . GP2 
GP4 . GP9 . minimal GP3 s o l u t i o n  
There exist two s o l u t i o n s  w i t h  t h e  same number of NAND 
elements : 
f = GP4 + GP 
f = GP4 + GP 
I n  F igu res  18 and 19 w e  show t h e  TANT c i r c u i t s  r e a l i z i n g  
forms (34) and (35) .  
- -  - -  
0 2 3 + x x x  0 2 3  ( 3 4 )  
+ x 0 X 2 ( q q  
+ GP1 = x1x2 + x x x 
+ x x x + GP3 = x1x2 
9 
9 
- -  
0 2 3  
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Figure  18 
First Solu t ion .  
TANT Circuit Corresponding to Example 7, 
Figure  19 
TANT Circuit Corresponding to Example 7, 
Second Solution. 
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The Second a l t e r n a t i v e  i n  t h e  s e l e c t i o n  o f  GP-terms i s  t o  
add t o  t h e  P e t r i c k  f u n c t i o n  2 (19) a set  of  l o g i c a l  cond- 
i t i o n s  ( e q u a t i o n s )  tha t  together  w i t h  Z g i v e  the  s o l u t i o n  
of the problem. 
If w e  expand the  o r i g i n a l  Tab le  V from which Z 
( 3 3 )  was de r ived  by adding new e n t r i e s  each one co r re s -  
ponding t o  a T - f a c t o r  belonging t o  every GP-term and i f  
i t  i s  marked w i t h  a do t  t h o s e  p l a c e s  o f  t h e  expanded- 
side when t h e  T - f a c t o r  belongs t o  a c e r t a i n  GP-term 
(as was done i n  TABLE VII), new equa t ions  may be gene ra t ed  
t h a t  t o g e t h e r  w i t h  Z express t h e  l o g i c a l  cond i t ions  f o r  
3 
j 
minimal cover ing .  
T h i s  p rocess  was i l l u s t r a t e d  i n  t he  previous  
example. The extended table  of GP- te rms  w i t h  t h e  T -fac- 
t o r s  i s  given i n  TABLE V I I I .  
3 
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From the columns of  minterms one deduces the P e t r i c k  
func t ion  2 which i s  t h e  same as ( 3 3 )  and by u s i n g  the  
columns of  T - f a c t o r s  one o b t a i n s  t h e  l o g i c a l  equa t ions  
which expres s  l o g i c a l l y  t h a t  t h e  i n d i c a t e d  T j - f ac to r s  
belong t o  t h e  corresponding GP-terms. The T - f a c t o r s  are 
named here w i t h  t h e  l e t t e r  Q (see TABLE V I I I ) .  Thus t h e  
set  o f  equa t ions  obta ined  i s :  
3 
j 
Z = GP4 GP9 GP1 + GP4 GPg GP2 + GP4 GP9 GP 3 ( 3 3 )  
Q3 
&5 
GP1 = Q2 . 
GP2 = Q3 Q4 
GP3 = Q, . 
GP4 = Q1 Q2 
GP5 = Q1 
If ( 3 6 )  i s  s u b s t i t u t e d  i n  ( 3 3 ) ,  t h e  r e s u l t  ob ta ined  1 s :  
The first and t h e  l a s t  terms c o n t a i n  the  same least number 
o f  v a r i a b l e s  and, t h e r e f o r e ,  are t h e  s o l u t i o n s  o f  t h e  
cover ing  problem. Thus,  
3 f = GP4 + GP + GP 9 f GP4 + GP9 + GP1 
which co inc ide  w i t h  ( 3 4 )  and ( 3 5 )  p rev ious ly  obta ined .  
8 3  
From t h e  p o i n t  o f  view of  automation,  t he  second 
a l t e r n a t i v e  seems t o  be  more convenient because once t h e  
o rd ina ry  pr ime i m p l i c a n t s  of  Z are obta ined  i t  s u f f i c e s  
t o  do t h e  above mentioned s u b s t i t u t i o n  (1.e. Equations 
(36)  i n  ( 3 2 ) )  and t h i s  p rocess  may be done eas i ly  i n  t h e  
g e n e r a l  purpose computer (Sigma 7 ) .  
I f  Figure 20 w e  show a schematic flow c h a r t  of  
t he  automated proposed process  o f  TANT s y n t h e s i s  8 s  




P.I. of 2 
from RAD 
Legend 
B.A. I Boolean 
P.I. M m e  Implicant I 
Figure 20. 
Flowchart of t h e  TANT Syn thes i s  u s ing  t h e  B . A .  
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4.4 A General  Syn thes i s  Method of Logical  Nets us ing  fixed 
inventory  of i n t e g r a t e d  c i r c u i t  modules 
4.4.1 Syn thes i s  of S i n g l e  Output Logical  Nets 
4.4 . 1.1 I n t r o d u c t i o n  
The s y n t h e s i s  of combinat ional  o r  switching c i r c u i t s  
i s  a major task i n  d i g i t a l  computer des ign .  Somewhere along 
t h e  des ign  process  a set of Boolean ( l o g i c a l )  equat ions  are 
s ta ted by t h e  des igne r  which d e s c r i b e  t h e  p r o p e r t i e s  of t h e  
d i g i t a l  system. The des lgne r  i s  then  faced  w i t h  t h e  t a s k  of 
implementing t h i s  se t  of equat ions  us ing , in  g e n e r a l ,  a res- 
t r i c t e d  inventory of i n t e g r a t e d  c i r c u i t s  which c o n s t i t u t e  
t h e  basis  bu i ld ing  blocks.  The s t r u c t u r e  of t h i s  inventory 
imposes r e s t r i c t i o n s  on t h e  use  of t h e  commonly known AND-OR 
two-level  l o g i c a l  c i r c u i t  des ign  techniques ,  such as Quine-  
McCluskey,etc., because i f  fol lowed,  t h e  s y n t h e s i s  thus  ob- 
t a i n e d  i s  not n e c e s s a r i l y  t h e  optimum w i t h  r e spec t  t o  t h e  
p a r t i c u l a r  inventory.  A q u e s t i o n ,  t h e r e f o r e  a r i s e s  how t o  
proceed o r  what gene ra l  method should be fol lowed t o  ob ta in  
a g iven  Boolean Funct ion by us ing  - any gene ra l  bu i ld ing  blodc 
and what a r e  t h e  condi t ions  under which t h i s  t a s k  is poss i -  
b l e  w i t h  t h e  given p a r t i c u l a r  inventory? 
F i r s t ,  t h e  inventory  should be adequate .  T h i s  means 
t h a t  t h e  set of a v a i b l e  i n t e g r a t e d  c i r c u i t s  should be such 
that  any given Boolean Funct ion can be synthes ized .  It has 
been proven t h a t  i n v e n t o r i e s  having only NAND gates3*, o r  
only NOR gates32,  o r  as r e c e n t l y  proven by P a t t  33 invento-  
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, 
ries having only a f i x e d  macro module ( f o r  ins tance ,one  Gal- 
l e d  WOS ), are s u f f i c i e n t  t o  s y n t h e s i z e  any Boolean Func- 
t i o n .  I n  t h i s  s e c t i o n  w e  s h a l l  only cons ide r  i n v e n t o r i e s  of 
i n t e g r a t e d  c i r c u i t s  w i th  only one type  of l o g i c a l  elements.  
Second, t he  s y n t h e s i s  a lgor i thm t o  be followed should 
be independent of the complexity o r  s i m p l i c i t y  of the used 
inventory.In o t h e r  words, the  s y n t h e s i s  method should be 
a p p l i c a b l e  w i t h  no modi f ica t ion  t o  any g iven  type of inven- 
t o r y .  T h i s  requirement w i l l  g ive  maximum g e n e r a l i t y  t o  the 
s y n t h e s i s  a lgor i thm.  
Thi rd ,  t h e  number of steps of t h e  a lgor i thm should be 
f i n i t e  and a c e r t a i n  c r i t e r i m o f  "optimum" should be f o l l o -  
wed a t  t h e  d i f f e r e n t  steps t o  sa t i s fy  t h e  s p e c i f i c  designer% 
c o n s t r a i n t s .  T h i s  c r i t e r i o n s h o u l d  not  a f f e c t  the s y n t h e s i s  
a lgori thm but r a t h e r  t h e  e x i s t i n g  f u n c t i o n  of t h e  invento-  
ry. Here an i n t e r a c t i o n  w i t h  t h e  s y n t h e s i s  procedure by the 
des igne r  i s  desirable . 
I n  t h i s  s e c t i o n  we in t roduce  a g e n e r a l  a lgor i thm which 
s a t i s f i e s  t h e  requirements  mentioned above and produces an  
adequate implementation of a l o g i c a l  n e t  provided the  d e s i -  
gner  e s t a b l i s h e s  an  adequate" s e t  of des ign  c r i t e r i a .  Thus 
we may say tha t  an accep tab le  s y n t h e s i s  is  obtained depen- 
ding upon t h e  des ign  c r i t e r i a . i m p o s e d  on t h e  e x i s t i n g  inven- 
t o r y  f u n c t i o n s  and upon the  completeness of t h i s  inventory.  
II 
The s y n t h e s i s  method used he re  i s  based on Svobodats 
Algorithm f o r  Solving Boolean Equations (Sec t ion  1.1 .3)  . 
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Every l e v e l  of t h e  l o g i c a l  n e t  is synthes ized  by s o l v i n g  a 
system of Boolean Equations and by choosing (accord ing  t o  
the des igne r ' s  c r i t e r i a )  the  accep tab le  s o l u t i o n s .  Th i s  me- 
thod can be p a r t l y  o r  t o t a l l y  mechanized on a d i g i t a l  com- 
p u t e r .  I ts  implementation us ing  the  Boolean Analyser is  of 
p a r t i c u l a r  i n t e r e s t  as w e  sha l l  see, 
4.4.1.2 The Syn thes i s  Algorithm. 
Suppose tha t  a c e r t a i n  Boolean f u n c t i o n  f has 
t o  be implemented w i t h  a c e r t a i n  bu i ld ing  block o r  i n t e g r a -  
ted c i r c u i t  module which produces a l o g i c a l  f u n c t i o n  F , 
The problem i s  t o  f i n d  the i n t e r n a l  s t r u c t u r e  of 
t h e  "b lack  box" of F igure  21 which assume con ta ins  no me- 





Figure  2 1  
Combinational Logic Net. 
c 
Since  the l o g i c a l  n e t  (F igure  21)  con ta ins  only 
one kind of modules, it i s  c l e a r  t h a t  t h e  output  f has  t o  
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be a l s o  the output  of a module*. 
Therefore  the "black box" of f i g u r e  2 1  must have the 
structure shown i n  F igu re  22, 
F igure  22. 
Combinational Logic N e t ,  
Showing Last Logic Level .  
and thus  t h e  fo l lowing  Boolean r e l a t i o n  e x i s t s  : 
f = F  (36) 
We observe t h a t  F i s  a g iven  f u n c t i o n  of t h e  m f i n i t e  
number of i n p u t s  Fl, 
t h a t  f i s  a g iven  f u n c t i o n  of the n input  l o g i c a l  v a r i -  
a b l e s  xl, x 
, ..., Fm of t h e  given module and F2 
..., x . Thus Equat ion (36) has t h e  form 2' n 
The problem now c o n s i s t s  of so lv ing  t h e  Boolean equat ion  
(37) f o r  F1, F2, ..., F as f u n c t i o n s  of x x2 ,..., xn t o  m 1' 
* We do not  cons ider  here t h e  case  where f degenera- 
tes i n  one of the input  v a r i a b l e s .  T h i s  is  a t r i v i a l  synthe- 
sis problem because no module is r equ i r ed ,  
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determine the input functions to the last module of the lo@- 
cal net. These input functions Fi are then considered as 
output functions of other modules F (Figure 22) whose in- 
puts are determined by the same process. The synthesis pro- 
cedure ends when the input functions to the modules at a 
particular stage become equal to any of the input logical 
variables xl, x2, ..., xn, its complements,if these are I 
I 
(1 011 r i  lii available, or fixed logical levels , 9 . 
In general, the solution of equation (37) is not uni- 
que and, therefore, a criterium is required to reduce the 
total number of existing solutions to adequate ones. 
The determination of this criterium is left to the 
experience and specific requirements of the designer. For 
example, suppose that the designer would like to have a 1 6  
gical net with minimum number of logical stages meaning op- 
timum delay. In this case he may instruct the machine to se- 
lect those solutions of (37) which are : 
1- (1) fixed logical levels : logical 1" or logical "0' 
(2)  input variables 
( 3 )  function directly praducee by the module being 
used. 
In the following applications we shall consider this 
criterium. 
We should mention here that the chosen criterium of optimum 
does not affect the basic steps of the synthesis algorilm 
This characteristic enables the easy experimentation with 
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d i f f e r e n t  c r i t e r i a  of o p t i m a l i t y ,  because these a f f e c t s  ex- 
c l u s i v e l y  t h e  e x i s t i n g  func t ions  of the inventory .  
4.4.1.3 Syn thes i s  of Logica l  Nets Using NAND Logic 
To i l l u s t r a t e  the s y n t h e s i s  a lgor i thm desc r ibed  i n  
the  previous  s e c t i o n ,  a p a r t i c u l a r  a p p l i c a t i o n  t o  NAND l o -  
g i c a l  n e t s  is  presented  he re .  We assume tha t  both t r u e  and 
complement v a r i a b l e s  a r e  a v a i l a b l e .  
The inventory  i s  composed, f o r  example, of a l l  funs  
t i o n s  produced by three-input-NAND-gates. If w e  use the cr i -  
ter ium of minimum number of g a t e s  i n  t h e  c i r c u i t ,  t h e  ac -  
cep tab le  s o l u t i o n s  of equat ion  (37) w i l l  be one of t h e  f o l -  
lowing t h r e e  c a t e g o r i e s  : 
(1) f u n c t i o n s  implemented by a s i n g l e  3- input -  
NAND-gate 
( 2 )  input  v a r i a b l e s  (complemented and uncomple- 
mented) 
( 3 )  f i x e d  l o g i c a l  l e v e l s  : l o g i c a l  "0" o r  
l o g i c a l  "1" . 
I n  o r d e r  t o  convenient ly  e v a l u a t e  every p o s s i b l e  
s o l u t i o n ,  we  first c a t a l o g  the inventory  f u n c t i o n s  accor -  
ding t o  an i d e n t i f i e r ,  and second we a s s i g n  a weighting fac-  
t o r  - t o  each input  - func t ion  pi according t o  i t s  category.  
The i d e n t i f i e r  of each f u n c t i o n  Fi i s  obtained 
by computing the  decimal equ iva len t  of t h e  b inary  s t r i n g  r e -  
p re sen t ing  t h e  t r u t h  va lues  of t h e  corresponding func t ion .  
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For example, the  i d e n t i f i e r  of f u n c t i o n  
f r : N A N D  ( x  x )=El + x2 1' 
is equal  t o  119. E f f e c t i v e l y ,  
128 64 32 16 8 4 2 1 
: 1 1  1 1  0 0 0 0  
' 1 1  0 0 1 1 0 0  




Truth  va lues  f : ( 0  1 1 1 0 1 1 1)2= (119)10, 
S i m i l a r l y ,  t h e  i d e n t i f i e r  corresponding t o  
f = NAND (x,.,  x *, x3) i s  127. 
The f u n c t i o n s  of the inventory  cataloged accor -  
ding t o  i t s  I D  number a r e  g iven  i n  the  fo l lowing  t a b l e  : 
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I d e n t i f i e r  
TABLE 1 










3 x1 + x - 
x1 i- x2 
- 
3 x1 i- x2 i- x 
1 X 
3 x1 i- x 
x1 i- F2 
3 + x  x1 i- x2 
2 X - 
x3 i- x2 
x1 + x2 
- 
- 
3 x1 x 2  + x  
x3 
x2 + x 
x1 i- x 






x 1 + x 2 + x  3 
; 
i n p u t s  : 
1 3 
d i r e c t l y  a v a i l a b l e  
d i r e c t l y  a v a i l a b l e  
d i r e c t  1y a v a i l a b l e  
x2 x3 1 
d i r e c t l y  a v a i l a b l e  
1 x1 x3 
1 x1 x2  
x1 x2 x3 








x1 x2 x3 
d i r e c t l y  a v a i l a b l e  
x1 x 2  x3 
d i r e c t l y  a v a i l a b l e  
1 
- 
x 2  x3 - 
1 x1 x3 
x1 x2 x3 
- 1  
- 
x1 x 2  
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I d e n t i f i e r  
TABLE I X  C o b  










+ x  + 2 
3 + x  
+ x2 + 
+ x2  
+ x2 










i n p u t s  : 
- - 
x1 x2 x3 
x1 x3 
x1 x2 x3 
x2 x3 
1 2 x3 






x x  
- - - 
d i r e c t l y  a v a i l a b l e  
, 
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The assignement of weighting f a c t o r s  t o  each f u n c t i o n  
Fi is done us ing  t h e  fo l lowing  convention : Assume t h a t  
t h e  module being used h a s  m i n p u t s ,  
If 
I f  
If 
f u n c t i o n  Fi is a . c o n s t a n t  l o g i c a l  l e v e l ,  then  
weight - fac tor  = 0 
f u n c t i o n  Fi I s  an input  v a r i a b l e  i n  t r u e  ( o r  
complement form, when a v a i l a b l e  ), then  weight- 
f a c t o r  = 1 
f u n c t i o n  Fi i s  a f u n c t i o n  d i rec te ly  ob ta inab le  
w i t h  a s i n g l e  m -input-NAND-element , then  w e i g h t  
f a c t o r  = ( m  + 1). 
For example, t h e  f u n c t i o n  f = x2 + E 3  x1 may be imple- 
mented w i t h  t h e  fol lowing c i r c u i t  
%LE F, 
where F1, F2, F3 ( i n p u t  f u n c t i o n s  t o  t h e  l a s t  l o g i c a l  l e -  
v e l )  have we igh t - f ac to r s  1, 4, 0 r e s p e c t i v e l y .  
S ince  each set  of input  func t ions  F i  is a p o s s i b l e  
s o l u t i o n .  of Equation (37), w e  may a s s o c i a t e  t o  each s o l u -  
t i o n  a we igh t  f a c t o r  which is t h e  sum of t h e  weights  a s so -  
c i a t e  t o  i t s  corresponding input  f u n c t i o n  Fi . Thus t h e  
weight a s s o c i a t e d  t o  t h e  s o l u t i o n  : F1=x2,  F2’ x3+  
F3 = 1 i n  t h e  previous example i s  1 + 4 +  0 = 5 . 
T h i s  solut ion-weight  is  u s e f u l  t o  determine which of t h e  
p o s s i b l e  s o l u t i o n s  i s  more acceptab le .  E f f e c t i v e l y ,  t h e  so- 
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l u t i o n  w i t h  lowest weight w i l l  be optimum according t o  t he  
above mentioned c r i t e r i u m  . 
With t h e  h e l p  of t h e  i d e n t i f i e r s  of t h e  func t ions  con- 
t a i n e d  i n  t h e  inventory  and the weight  a s s o c i a t e d  t o  each 
p o s s i b l e  s o l u t i o n ,  t h e  s y n t h e s i s  a lgor i thm proper  is  e a s i l y  
m u t e d  i n  t h e  fo l lowing  steps : 
1st S t e p  : Solve Eqn. (37) and compute the t o t a l  num- ? 
ber of e x i s t i n g  s o l u t i o n s .  Here t h e  B.A. 
ope ra t ing  i n  MODE I1 may be used t o  com- 
pute  t h e  d i sc r iminan t  of Eqn. (37). 
2nd S t e p  : I f  t h e  t o t a l  number of e x i s t i n g  s o l u t i o n s  
is not equal  t o  ze ro ,  then  compute t h e  1st 
s o l u t i o n  and i t s  i d e n t i f i e r .  If it is equal  
t o  zero ,  PRINT message 8 no s o l u t i o n *  and 
STOP. 
3rd Step : If t h e  i d e n t i f i e r  computed i n  Step 2 i s  
contained i n  t h e  inventory ,  then  compute 
solut ion-weight  and p r i n t  : S o l u t i o n  num- 
ber,  i d e n t i f i e r  of t h e  s o l u t i o n ,  s o l u t i o n -  
weight and t r u t h  tables of corresponding 
input  f unc t ions  . 
4 t h  Step : Is t h e  s o l u t i o n  considered i n  Step 3 t h e  
l as t  one? I f  yes ,  STOP. If no, cons ider  
next s o l u t i o n  as first s o l u t i o n  and r epea t  
Steps 2 t o  4 . 
I n  t h e  cases  where only s o l u t i o n s  w i t h  lowest weight a r e  in- 
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t e r e s t i n g ,  the p r i n t i n g  part  of Step 3 is  suppressed and 
s u b s t i t u t e d  by a checking process  which w i l l  s t o r e  i n  an 
a r r a y  named LIST the  s o l u t i o n s  w i t h  lowest weight.  Th i s  op- 
t i o n  is  s p e c i f i e d  by means of a data card  t o  t h e  computer 
program implementing t h e  above a lgo r i thmic  steps. 
The fo l lowing  f lowchart  d isplays the  s t e p s  of t h e  
s y n t h e s i s  a lgori thm. 
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d 
*No solut  ion1 
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A computer program, c a l l e d  S-4 (Appendix 111) imple- 
menting t h e  above f lowchart  has been w r i t t e n  by gene ra l i za -  
t i o n  of t h e  SBEV3 program f o r  so lv ing  Boolean equat ions  
(Appendix 11) and i n  such a way t h a t  when t h e  inventory  of 
func t ions  i s  empty t h e  program computes - a l l  e x i s t i n g  s o l u -  
t i o n s  of t h e  system of Boolean equat ions .  However, when i n -  
ventory func t ions  are p a r t  of t h e  input  d a t a  (des igne r ' s  
c o n s t r a i n t s )  t hen  t h e  program gene ra t e s  t h e  acceptab le  so- 
l u t i o n s ,  and, i f  so s p e c i f i e d ,  w i l l  p r i n t  out only those  
s o l u t i o n s  w i t h  lowest w e i g h t .  To i l l u s t r a t e  t h e  s y n t h e s i s  
a lgor i thm,  cons ide r  t h e  fol lowing example. 
Example : Synthes ize  w i t h  3-input-NAND-gates t h e  funo- 
t ion  
f r X 1  X 2 t  
The gene ra l  form of t h e  output  
NAND-gate i s  
F = Fl+ff2+ 
- 
x3 
f u n c t i o n  of a 3- input-  
t h e r e f o r e  w e  so lve  t h e  Boolean equat ion  
x x + x = Fl+F2+F3 
1 2  3 
f o r  F1, F2, F3 a s  f u n c t i o n s  of x1 , x2 , x3. 
(38) 
Following Svoboda's a lgori thm (Sec t ion  1.1.3) w e  ob ta in  the 
d iscr iminant  : 
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0 1 2 
3 x = 2  x c 2 x  + 2 x  1 2 
y =  2' F1+2LF2 +22F3 
, 
The t o t a l  number of p o s s i b l e  s o l u t i o n s  is 16807. The 
acceptab le  ones are those  w i t h  func t ions  F1, F2, F con- 
t a i n e d  i n  % b l e  I X  ( func t ions  of t h e  inven to ry ) .  
w e  show t h e  output  given by t h e  SBEV4 
3 
I n  Appendix I11 
computer program corresponding t o  s o l u t i o n s  w i t h  t h e  lowest 
weight found equal  t o  5. 
To v e r i f y  t h e  completeness of t h e  s y n t h e s i s  method, l e t  
us  show t h a t  t h e  fol lowing s o l u t i o n  (F ig .  23) which h a s  b e a  
der ived  manually us ing  s tandard  techniques 38 is  included 
i n  t h e  set of s o l u t i o n s  obtained by t h e  SBEV4 program. 
F igure  23. NAND Synthes is  Example. 
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Effectively, the set of input functions t o  the last 
logical level ( Fig.23) is : 
F1= x3 
F = l  
3 
The corresponding truth tables of these functions are 
F1 
which are also obtained 
non-zero elements (Fig.24) 
0 1  



























































0 1 2 
0 1 2 
x = 2 x1+2 x2+2 x3 
y = 2 F1+2 F2+2 F3 
Figure 24 
Discriminant of Eqn. (38) 
10 1 
Looking a t  TABLE I X  w e  f i n d  t ha t  f u n c t i o n s  F1, F2, F3 
g iven  i n  (39)  have i d e n t i f i e r s  240, 119 and 255 r e s p e c t i v e -  
ly .  T h i s  s o l u t i o n  corresponds t o  s o l u t i o n  number 7 
g iven  by SBEv4 (Appendix I11 ). 
4.4.1.4 Syn thes i s  of Logical  Nets Using WOS-Modules 
33 I n  a r e c e n t  paper, P a t t  - p r o p o s e s  a new bu i ld ing  
block f o r  t h e  implementation of l o g i c a l  n e t s .  This  module 
is c a l l e d  WOS-module (wel l -organized - - - sequence-module) and 
is  proven t o  be u n i v e r s a l , i . e . ,  any Boolean func t ion  may 
be generated by a c i r c u i t  conta in ing  only WOS-modules. 
P a t t  a l s o  develops a s y n t h e s i s  method f o r  t h i s  p a r t i c u l a r  
l o g i c  and shows tha t  more economical c i r c u i t s  a r e  obtained 
than  w i t h  NAND l o g i c  e lements .  
I n  t h i s  s e c t i o n  w e  s h a l l  i l l u s t r a t e  our s y n t h e s i s  
method a s  i t  a p p l i e s  t o  t h i s  p a r t i c u l a r  case.  The first s t ep  
is t o  bu i ld  t h e  proper  inventory func t ions .  We s h a l l  as- 
sume t h a t  only t r u e  v a r i a b l e s  a r e  a v a i l a b l e  and t h a t  c i r -  
c u i t s  w i t h  minimum number of modules a r e  desired. T h i s  con- 
s t r a i n t  w i l l  d e f i n e  t h e  f u n c t i o n s  of the inventory.  
A 3- input  WOS-module i s  a l o g i c a l  c i r c u i t  which 





The module is  aiymmetric meaning tha t  a permutat ion of 
t h e  inpu t  v a r i a b l e s  causes a d i f f e r e n t  output  func t ion .  
The inventory  of a v a i l a b l e  f u n c t i o n s  is composed of :  
(1) f u n c t i o n s  genera ted  by a s i n g l e  WOS-module, ( 2 )  - only 
t r u e  input  v a r i a b l e s ,  (3 )  f i x e d  l o g i c a l  l e v e l s .  
The i d e n t i f i e r s  corresponding t o  these f u n c t i o n s  a r e  
0, 3, 5, i o ,  12, 15, 17, 34, 45, 48, 51, 57, 60, 63, 68, 75 
80, 85, 89, 90, 95, 99, 101, 102, 119, 153, 165, 170, 175, 
187, 195, 204, 207, 221, 240, 243, 245, 255, (TABLE X ) .  
Note that  t h e r e  a r e  38 a v a i l a b l e  f u n c t i o n s  i n  t h i s  inven- 
t o r y  i n s t e a d  of 28(TABLE I X )  which was t h e  case us ing  NAND 
l o g i c  (Sec t ion  4.4.1.3). T h i s  means t h a t  we have enlarged 
by 10 the number of acceptab le  f u n c t i o n s  and t h u s  w e  may 
expect d f f f e r e n c e s  i n  t h e  c i r c u i t s  obtained w i t h  3- input  
WOS-modules when compared w i t h  those  obtained using 3- input  
NAND elements.  This d i f f e r e n c e  has a l r e a d y  been shown by 















WOS FUNCTIONS OF 3-INpUTS 
Function 
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4 Y 5  
0,1,4,5 
Input configuration 




























































x j;. x +xl. 1 3 2  
x x + x x  3 2  1 3  
- - -  
J 
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TABLE X CONTINUES 














Cnput conf igu ra t ion  










































equat ion  
x 1x2 x 3+ x x 
x x + x x  3 2  3 2  - x +x 3 2  
x2x1 
- - -  
x x x + x x  2 3 1  2 3  
x3x1 
- -  x x 1+x2x1x 
+x x x 2 1 3  
- -  x x +x 1 3  1 
x x x + x x  , 3 2 &  3 2  
1" 3 '2 
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TABLE X C O N T I N U E S  
I d e n t i f i e r  Funct ion  I n p u t  c o n f i g u r a t i o n  
1 2 3 
x3 x2 x1 
2 X x1 1 
1 X x1 x2 
x2 x1 x2 
x2 x1 0 
x3 0 x1 
n o t  r e q u i r e d  
0 x3 x1 
0 x2 x1 
x2 9 
n o t  r e q u i r e d  
x3 
0 x3  x2 
0 2 X x1 
n o t  r e q u i r e d  
0 x2 x3 
A l geb ra i  c 
e q u a t i o n  
x x t x x x  3 1  3 1 2  
+x x x 3 1 2  
x x + x x  1 2  2 1  
x 1 2  x +x 1 
x x + x x  1 3  1 3  
x1 
x x +x 3 1  3 
x2x1+F2 
x x t x x  3 2  3 2  
x2 
x x +x 3 2  3 
x x +F 1 2  1 
x3 
x +x 3 2  
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I d e n t i f i e r  
245 
255 







Input  c o n f i g u r a t i o n  Algebraic  
1 2 3 
equa t ion  
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A s  an i l l u s t r a t i v e  example, l e t  us  synthesize t h e  
funct ion 
Since the synthesis  method is  iden t i ca l  t o  the one 
used i n  the previous sec t ion ,  w e  only show here the r e s u l t s  
of t he  computer run (AppendixIII) .The lowest so lu t ion  
weight found was 8 and three acceptable solut ions were ob- 
4 
These three solut ions represent the following three 




WOS Synthesis Example. 
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The c i r c u i t s  of Figure 25 conta in  two l o g i c  l e v e l s  





which contains  three l o g i c  l e v e l s .  
4.4.2 Synthes is  of Multiple-Output Logical Nets 
A n a t u r a l  extension of t h e  syn thes i s  algorithm pre-  
sented i n  Sec t ion  4.4.1 i s  i t s  a p p l i c a t i o n  t o  mult iple-out-  
put combinational l o g i c  n e t s .  
The multiple-output implementation problem i s  usua l -  
l y  connected w i t h  some opt imizat ion requirement. Minimiza- 
t i o n s  a r e  s t a t e d  as  a goa l  f o r  minimum number of cha rac t e r s  
30, 39, 35 30, 39, 40, 35 
minimum number of l o g i c  elements, 
minimum number of e x t e r n a l  p i n s  t o  t h e  c i r c u i t ,  minimum 
stages, optimum fan - in ,  fan-out,  e t c .  The opt imizat ion 
35 
is  i n  c lose  r e l a t i o n  w i t h  the means of s o l u t i o n  i n  a l l  
cases  c i t e d  above. I n  our case the  means of s o l u t i o n  i s  the 
BA and a maximum shar ing  of modules p r i n c i p l e  i s  in t rodu-  
ced here . 
I n  t h i s  s e c t i o n  w e  o u t l i n e  a method f o r  so lv ing  t h e  
multiple-output syn thes i s  problem using t h e  Boolean Analy- 
ze r .  T h i s  method is  based on t h e  frequency 
ce of each input  func t ion  
vi of occuren- 
Fi when so lv ing  a system of 
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Boolean equat ions.  
A multiple-output combinational network has t h e  ge- 
n e r a l  structure of Figure 26. 
$2 
x3 
.... .. . . 
.... 
.... . ... 
.*. 
Figure 26 
Mult iple-Output  Combinational Net. 
Suppose t h a t  t h e  inventory of a v a i l a b l e  modules is 
r e s t r i c t e d  t o  one type, as i n  t h e  case considered i n  Sec- 
t i o n s  4.4.1.4 and 4.4.1.5. The problem of f ind ing  the mul- 
t i p l e -ou tpu t  c i r c u i t  w i t h  t h e  maximum shar ing  of modules 
may be solved i n  t h e  following way : 
Step  1 : For every output func t ion  f ( j =  1,2,...p) 
j 
w e  so lve  t h e  equat ion 
where is  t h e  func t ion  r e a l i z e d  by t h e  module of t h e  i n -  
ventory,  and Fl,F2,...yFm t h e  unknown va r i ab le s .  
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c 
fj the set S ( j= 3 Step 2 : For every function 
1 , 2 , . . . , p )  of solutionsof Eqn. (40)  with lowest weight is 
computed. (Skeps 1 and 2 constitute the algorithm for the 
single-output case considered in Section 4.4 .1 .2) .  
Step 3 : Every possible combination S = f S i , S 2 ,  ..., 
Sj,...,Sp) of the solutions obtained in Step 2 is conside- 
red and a weight factor W is computed taking in considera- 
tion the frequency vi of occurence of every input func- 
tion Fi (i=1,2,e.e,m) in S and the weight-factor wi 
assign to every function Fi : 
Step 4 : A combination S with largest weight-fac- 
tor W represents an implementation with maximum sharing 
of modules 
To illustrate the above described Synthesis process 
following is an example of multiple-output WOS-circuits 
synthesis. 
Example : Synthesize the following functions 
f l =  x x + XI z3 1 2  
using maximum sharing of modules and assuming the inventory 
functions corresponding to WOS-modules of TABLE X. 
Steps 1 and 2 : We solve the equation 
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using the SBEV4 program of Appendix I11 . Three s o l u t i o n s  
were found wi th  weight equal  t o  8 : 
Simi la r ly ,  w e  so lve  equat ion 
x x x = F F F + FlF3F' + FlF3 1 2 3  1 3 2  
Three s o l u t i o n s  w i t h  lowest weight ( i n  t h i s  case equal  t o  5) 
were found: 
2 04 17 0 
f2 ;  63  ]zt f 2  
255 255 255 
S tep  3 : We consider  now a l l  poss ib le  combinations 
of so lu t ions  obtained i n  S t e p  2 . We assume here t h a t  weight 
f a c t o r s  W i  a r e  assigned t o  input  func t ions  Fi following 
the c r i t e r ium used i n  Sec t ion  4.4.1.3. 
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Mine combinations of s o l u t i o n s  are possible ,  



































































TABLE X I  
MAXIMUM-SHARING COMPUTATION 
and f o r  each one of them a weight f a c t o r  W i s  computed 
according t o  Eqn. (40) (see TABLE XI), 
Step  4 : A c i r c u i t  w i t h  maximum shar ing  of modu- 
les is  obtained by choosing t h e  combinations of s o l u t i o n s  
w i t h  l a r g e s t  weight-factor  W , I n  t h i s  case there is only 
one combination w i t h  W +: 21 (TABLE XI), This combination 
corresponds t o  t h e  fol lowing c i r c u i t  : 
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Figure 27. Multiple-Output WOS-Synthesis Example. 
The automatizat ion of t h e  above multiple-output syn- 
thesis procedure can be done using t h e  Boolean Analyser. 
For  Steps 1 and 2 t h e  same method as t h e  one used i n  t h e  
s ing le-output  case may be used. The Boolean Analyzer compu- 
tes  t h e  discr iminant  of t h e  systems of Boolean equat ions t o  
be solved. For  steps 3 and 4 a d d i t i o n a l  programming should 
be done t o  compute t h e  weight f a c t o r s  W of each poss ib l e  
s o l u t i o n  combination. A f u r t h e r  development of the BA sys-  
tem including a multiple-access RAD s to rage  system could 
a s s i s t  i n  t h e  e f f i c i e n t  s o l u t i o n  of t h i s  p a r t  of t h e  problen 
which looks r a t h e r  lengthy f o r  problemswith l a r g e  num- 




COMPUTER SIMULATION OF THE B.A.SYSTEM 
I n  Chapter I11 t h e  hardware s t r u c t u r e  of t h e  Boolean 
Analyzer system was presented and i n  Chapter I V  some a p p l i -  
ca t ions  were inves t iga t ed .  A t  t h e  present  time t h e  BA i s  
not constructed s o  t h a t  it i s  not poss ib l e  t o  p r o f i t  from 
i t s  p a r a l l e l  processing c a p a b i l i t i e s  when used i n  a p a r t i -  
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c u l a r  app l i ca t ion .  However,it is  poss ib l e  t o  s imulate  t h e  
basic modes of opera t ion  of t h e  BA by means of computer pro- 
gramming and thus  ob ta in  a working sof tware package which 
could be used i n  t h e  app l i ca t ions  presented i n  t h e  previous 
chapter .  The p r i n c i p a l  c h a r a c t e r i s t i c  of t h e  BA unit,namely 
i t s  p a r a l l e l  processing,  cannot be obtained w i t h  computer 
programs executed i n  s e q u e n t i a l  machines and the re fo re  our 
B.A. s imula tor  w i l l  r equ i r e  f a r  more computer-time than t h e  
BA hardware u n i t .  
The purpose of t h i s  chapter  i s  t o  present  a working 
BA s imula tor  and t o  show experimental  r e s u l t s .  
5.1 Simulation of t h e  modes of opera t ion  of t h e  BA 
The BA Simulator (BAS) (Appendix IV) c o n s i s t s  of a 
FORTRAN I V  program and t h r e e  subprograms w r i t t e n  i n  SDS 
SIGMA 7 Assambly Language. 
The FORTRAN IV program is composed of t h e  following 
parts:  
1) A main program 
2 ) Five Subroutines : 
Subroutine BASE computes t h e  base three equi- 
valent  of a decimal in teger  number. 
Subroutine BINARY computes t h e  base two equi- 
valent  of a decimal in teger  number. ,, 
Subroutine TRACK reads i n  o r  writes on RAD a 
b i t  corresponding t o  a cancel la t ion process f o l l o -  
wing t h e  descr ipt ion of Sect ion 3.3.  T h i s  subrou- 
t i n e  uses two spec ia l  funct ions,  IOR and IAND*, 
which a re  programed i n  assembly language. 
Subroutine DISCRI  r e t r i eves  b i t -by -b i t  from 
RAD the  discriminant of a given system of equations 
o r  i f  desired,may be used t o  r e t r i eve  t h e  b i t s  of 
a given function.This subroutine uses an assembly 
language subprogram ca l led  BIN** t o  d i r ec t e ly  ad- 
dress and r e t r i eve  a b i t  of a word i n  RAD. 
Subroutine MASK determines t h e  cancel la t ion 
of the implicants of a ce r t a in  prime-implicant, 
T h i s  subroutine i s  a d i r e c t  implementation of The* 
rem 3, Sect ion 3.1.  
"rhese funct ions were programed by Jean L. Baer. 
**This subroutine was programed w i t h  t h e  colaboration 
of Pa t r i c i a  Rubins . 
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The different subsystems of the BA hardware unit,as presen- 
ted in Section 3.2, have been simulated reflecting the hard- 
ware limitations of the proposed model. Thus, the Logic - Ope- - 
ration unit (LOU) is simulated by an array named LOU with a 
working dimension of 100x22 (i.e. I O 0  registers allocating 
a maximum of IO0 Boolean terms of up to a maximum of 22 va- 
riables) and the circulating memory,RAD,is simulated by an 
array named RAD of dimension 10000. These dimensions may be 
extended up to the limit allowed by the memory size of the 
machine in use. In our case a SDS Sigma 7 computer was cho- 
sen to run the simulation programs because it is the gene- 
ral purpose computer proposed to work in conjunction with 
the BA hardware unit (Fig. 7) . 
5.1.1 Simulation of MODE I 
The flowchart corresponding to MODE I was pre- 
sented in Figure 9,Section 3.3.1 and its corresponding 
FORTRAN IV program is shown in Apendix IV. 
The interesting part of this program correspon- 
ding to the implementation of the NON-IMPLICANT CANCELLATIOJ 
Theorem (Theorem I, Section 3.1) is the following: 
N1= 3**N 
DO 110 I=l,Nl 
L=I-1 
117 
CALL BASE ( L,TC ) 
DO 108 K-J,,MT 
DO 104 P:1,22 
TEMP LOU(K,J) TC(J)  
IF(TEMP.EQ.3) GOTO 108 
104 CONTINUE 
R=l 
L = I - 1  
CALL TRACK (L,A,R) 
GOTO 110 
108 CONTINUE 
110 CONTINUE . 
where every term of Y-0 a l l o c a t e d  i n  a r r a y  LOU i s  compared 
w i t h  t h e  content  of t he  t r i a d i c  counter ,  TC, by a d d i t i o n  o f  
corresponding d i g i t s .  I f  no a d d i t i o n  equals  t o  three f o r  e- 
very term of LOU ( i . e .  for every term of Y=O ) , then t h e  a r -  
gument R I s  set  t o  1 and i s  en tered  i n  Subroutine TRACK 
which writes a 1 i n  t h e  corresponding b i t  p o s i t i o n  of a word 
i n  array RAD.( T h i s  w r i t i n g  opera t ion  corresponds t o  a CAN- 
CELLATION. See TABLE 11). If an a d d i t i o n  equals  t o  three,  
then  t h e  next term i n  array LOU i s  considered. If  - a l l  terms 
i n  LOU produce a t  least  one a d d i t i o n  d i g i t  equal  t o  three, 
then  the content of b i t  p o s i t i o n  I i n  a r r a y  RAD ( I  equals  
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t o  t h e  decimal equiva len t  L of TC plus one) is l e f t  equal  
t o  zero.  
The above procedure i s  repeated f o r  t h e  Nl=3**N pos- 
s i b l e  conten ts  of t h e  t r i a d i c  counter  TC. 
If more than  100 terms should be p rocessed ( th i s  i s  
t h e  case when YL=O conta ins  more than 100 terms) then t h e  a- 
bove descr ibed procedure i s  c a r r i e d  through f o r  every set 
of 100 terms l eav ing ,na tu ra l ly , the  a r r a y  RAD unchanged a t  
t h e  end of every 100-terms-processing operat ion.  T h i s  can 
be done because t h e  c a n c e l l a t i o n  opera t ion  i s  Boolean addi-  
t i v e .  
The s imula t ion  of MODE I i n  binary opera t ion  i s  done 
by an almost a l i k e  p a r t  of program a s  used f o r  t r i a d i c  ope- 
r a t i o n ,  the only d i f f e r e n c e  being that M1=2**(N+M) (N,M a r e  
t h e  number known and unknown v a r i a b l e s  r e s p e c t i v e l y )  and 
t h a t  t h e  t r i a d i c  counter  i s  replaced by the binary counter  
(Subroutine BINARY) . 
I n  both binary and t r i a d i c  opera t ion  of MODE I t h e  
s t r i n g  of b i t s  of a r r a y  RAD rep resen t s  t h e  space T of i m -  
plicants(TABLE 11) . C 
5.1.2 Simulation of MODE I1 
The f lowchart  corresponding t o  t h e  a lgor i thmic  
steps of MODE I1 was presented i n  Figure 10,Section 3.3.2. 
The FORTRAN I V  program containing t h e  s imula t ion  of t h i s  mo- 
de of opera t ion  of t h e  BA is  presented i n  Appendix IV. 
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The p a r t i a l  program Implementing t h i s  mode of opera- 
t i o n  is  t he  following : . 
* 
113 ~ = i  
DO 114 K3d,22 
TC(K3)=0 
114 LOU(KsK3)=  2 
115 R=O 
CALL MASK ( A , K )  
IF(A.NE.0) GOT0 128 
120 LxI -1  
CALL BASE ( L )  
121 K & + 1  
DO 122 J= l ,22  
122 LOU(K,J)=TC(J) 
CALL BASE ( L )  
CALL MASK ( A , K )  
124 I=I+l 
128 IF ( A )  129 130 129 
129 Id+1 
CALL BASE ( L )  
120 
130 IF(I.GT.N1) GOTO 115 
145 WRITE (6,1006) 
.... 
which b a s i c l y  r ep resen t s  t h e  implementation of Theorems 28c 
3 (Sec t ion  3.1) as  follows: 
The b i t s  of a r r a y  RAD are o rde r ly  read out (argument 
R 0 is  used f o r  the  reading opera t ion  i n  Subroutine TRACK) 
according t o  t h e i r  i d e n t i f i e r  I . The first non-zero b i t  of 
RAD encountered corresponds t o  a prime implicant (Theorem 2 
Sec t ion  3 . 1 ) .  The t r i a d i c  equiva len t (c0nten t  of TC) of i ts  
i d e n t i f i e r  L ( L = I - l )  is  s t o r e d  i n  LOU. A t  t h i s  s tage I i s  
s tep  up by one u n i t  and Subroutine BASE i s  c a l l e d  t o  compute 
t h e  t r i a d i c  equiva len t  of L=I-1 .  The content of TC i s  now 
compared d ig i t -by -d ig i t  w i t h  all t h e  terms i n  LOU which ha- 
ve been s e l e c t e d  a l ready  a s  prime implicants . (This  i s  t h e  
t a s k  of Subroutine MASK which i s  a d i r e c t  implementation of 
Theorem 3,Section 3.1). If the out coming parameter A from 
Subroutine MASK equals  t o  zero ,  then t h e  term TC under con- 
s i d e r a t i o n  i s  a prime implicant i f  the corresponding b i t  
i n  RAD i s  a l s o  a zero(meaning tha t  TC i s  an implicant of t h e  
given func t ion  y f ) .  Only under these condi t ions the  con- 
t e n t  of TC i s  considered as a new primr implicant and s to red  
i n  the corresponding address K of LOU. The above procedure 
continues u n t i l  t h e  i d e n t i f i e r  I exeeds N1=3**N(N being 
t h e  number of v a r i a b l e s  of t h e  given func t ion ) .  For problems 
w i t h  higher  number of prime impl icants  than the capac i ty  
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of array LOU the following procedure is used : At the mo- 
ment the last prime implicant has completed the array LOU 
a cancellation of all implicants of the terms in LOU takes 
place in RAD. After this cancellation has been completed 
the terms in LOU are stored on magnetic tape or disc and 
the procedure (Mode I1 operation) starts again with I equal 
to the identifier corresponding to the last prime implicant 
obtained. When Ir3**N the set of prime implicants are re- 
trieved from tape or disc. 
5.2 Experimental results 
The BAS was used in two different experiments: 
1) in the determination of the discriminant of large sys- 
tems of Boolean equations,and 2)  in the determination of 
prime implicants of functions with large number of varia- 
bles . 
The objective of these experiments was to obtain 
BAS execution time measurements and to compare them with the 
estimated performance of the BA hardware unit . The results 
of the experimental runs are reported in Figures 28 and 29. 
In figure 28 the computation time in the discri- 
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minant determination versus the number of input terms of the 
given equation Y=O is plotted. Functions of 5,lO and 15 va- 
riables were tested, Similarly, Figure 29 reports the res- 
ults obtained in the determination of prime implicants, 
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Functions of 5 and 10 variables were tested containing 
up to 150 terms each. 
From the data presented in Figures 28 and 29 a rough 
comparison with the BA hardware unit estimated performance 
may be obtained in the following way : 
Assume Y=O with n=10 variables and 120 terms. 
1) Discriminant determination : 
18. Estimated execution time of BA hardware unit . 
.005 seconds 
Execution time of BA simulator : 
108 seconds 
Ratio : 
2) Prime-implicant determination : 
18 Estimated execution time of BA hardware unit : 
.06 seconds 
Execution time of BA simulator : 
900 seconds 





In this dissertation we have shown how a new opera- 
18 
tion unit, called Boolean Analyzer , is integrated with 
a general purpose computer (SDS Sigma 7 computer) to solve 
certain kind of problems encountered in logic design. 
After a brief survey of methods for solving systems 
of Boolean equations (Chapter I) the Boolean Analyzer was 
presented as a part of the UCLA Variable Structure Computer 
System (Chapter 11) and a computer organization of the sys- 
tem formed by Sigma 7 and the Boolean Analyzer unit was 
proposed. It was shown that an improvement of a certain 
power of 3 could be achieved depending upon the number of 
Boolean Analyzer (BA) processors working in parallel. 
8 
In Chapter I11 we briefly restated, and for the 
seek of completeness, the basic theorems on which the para- 
llel processing feature of the BA is based. Its two modes 
of operation were explained in detail. 
The applications of the BA to solve certain proble- 
ms in logic design were investigated in Chapter V: (Table XII) 
A procedure for solving large systems of Boole- 1) 
an equations was given and a computer program, called SOL- 
DET, Appendix I, was developed to obtain all solutions of 
a given system. 
2) A method was proposed to solve the classical 






by properly using the two modes of operation of the BA. The 
main characteristic of this approach is the ordered proces- 
sing of Boolean terms which eliminates the need of combina- 
torial comparisons between terms and makes possible the re- 
presentation of a Boolean term by only one - bit of informa- 
tion. 
3) The TANT synthesis problem of logic nets was 
studied and it was found that it may be solved by computing 
the so called generalized prime implicants of the given 
function which are the solutions of a certain system of 
Boolean equations. A computer program, called SBEV3, Appen- 
dix 11, was developed to obtain a l l  the generalized prime 
implicants of functions up to 3 variables. (This limitation 
may be removed by using the BA Simulator presented in Chap- 
ter V). It was found that the results obtained agreed with 
those computed manually. 
4) A new approach to the general synthesis problem 
of combinational logic networks using a fixed inventory of 
integrated circuit modules was developed. The proposed me- 
thod consists of solving a system of Boolean equations at 
every logic level of the network to obtain all possible in- 
put functions. The number of possible solutions may be re- 
duced automatically by adding designer's constraints to the 
inventory of available functions. This inventory is part of 
the input data. The reduced number of acceptable solutions 
that match the inventory are classified according to a 
-
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weight f a c t o r  which again may be  s p e c i f i e d  by the designer .  
The s o l u t i o n s  w i t h  the desirable weight f a c t o r  are retrieved 
as optimum. 
plementing t h e  proposed syn thes i s  method was developed f o r  
problems involving up t o  9 var i ab le s .  T h i s  program can work 
i n  three d i f f e r e n t  modes: Mode I genera tes  a l l  e x i s t i n g  
s o l u t i o n s ,  Mode I1 genera tes  a l l  properly weighted solutions,  
A FORTRAN I V  computer program c a l l e d  SBEV4 i m -  
* 
and Mode 111 generates  the s o l u t i o n s  wi th  the lowest weight. 
The s e l e c t i o n  of mode of  opera t ion  i s  done i n  t h e  first data 
card.  To prove t h a t  t h e  proposed s y n t h e s i s  algorithm i s  
independent of t h e  inventory of  modules t h e  syn thes i s  pro- 
gram was used t o  synthes ize  c i r c u i t s  using NAND l o g i c  
elements and WOS modules. I n  the  f irst  case t h e  c i r c u i t  
obtained manually by s tandard  techniques was found t o  be 
included i n  t h e  set of s o l u t i o n s  given by  the  program. I n  
t h e  second case c i r c u i t s  were obtained t h a t  contain less 
l o g i c  l e v e l s  than t h e i r  equiva len t  given i n  t h e  l i t e r a t u r e .  
4 )  An extension of t h e  single-output syn thes i s  method 
t o  t h e  multiple-output case was inves t iga t ed .  A new objec t -  
i v e  i n  syn thes i s  was sought: t h e  maximum shar ing  of  modules 
a t  t h e  last  l o g i c  l e v e l .  An algorithm w a s  developed which 
uses a s  a f i r s t  s t e p  t h e  s ingle-output  syn thes i s  method 
previously s tud ied .  The acceptable  s o l u t i o n s  t o  a l o g i c  
l e v e l  corresponding t o  every output func t ion  are combined 
*Th i s  l i m i t a t i o n  may be removed by using a memory array 
f o r  every term i n s t e a d  of a s i n g l e  word p e r  term as done i n  
t he  SBEV4 program. 
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in all possible ways and a weight factor is computed t o  
determine which combination of solutions produces the maxi- 
mum sharing of modules. An example of multiple-output WOS- 
modules synthesis is presented and manually solved. Further 
programming effort is needed in order to automat the multip- 
le-output synthesis algorithm. 
Finally a Boolean Analyzer Simulator (BAS) was deve- 
loped (Chapter V). Its motivation was two fold: 1) To pro- 
vide a working software package that simulates the modes of 
operation of the BA in order to obtain rough computing time 
measurements which could be compared with the estimated 
18 processing time of the Boolean Analyzer hardware unit . 
The execution time ratio between the BA unit and the BAS 
was found to be of the order of 10 to 20 thousand. The BAS 
program is limited to 22 variables as the proposed BA hard- 
ware unit. The number of terms that can be processed has no 
limitation but the available computing time. This feature 
is achieved by using peripheral storage media (tape or disc) 
2) To provide an experimental tool for investigation of 
other problems in logic or related areas. The BAS program 
will prove to be a valuable tool in computing the number 
of existing solutions of such problems andwith the help of 
subprogram SOLDET(Append3.x I) all possible solutions may be 
obtained if so desired. 
The main contribution of this dissertation has been 
to present a new philosophy in the field of automated 
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s o l u t i o n  of problems encountered i n  t h e  design of  l o g i c  
c i r c u i t s .  T h i s  philosophy i s ,  however, no t  l imited t o  t h e  
k ind  o f  problems p resen ted  here b u t  w e  may s a y  that  i n  
g e n e r a l  any problem t h a t  can be stated as a s y s t e m  o f  
Boolean equa t ions  may be  so lved  by t h e  automated methods 
in t roduced  i n  t h i s  work. 
F i e l d s  f o r  f u t u r e  r e sea rch ,  where Boolean methods are 
be ing  used, are: Syn thes i s  o f  Threshold Logic, Sequen t i a l  
C i r c u i t s  Syn thes i s  and t h e  Chal lenging f i e l d  of Pseudo- 
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A. Flowcliart corresponding to the program, called SOLDET, 
which computes the truth tables of the unknown variables for every 
solution of the given system of Doolean equations. 
Legend 
!EL # o f  unknowns 
M2 # of knowns I 
decomposition 
matrix. 
Store in D ( 1 )  
# of non-zero 
elements in 
column I of 
Discriminant F. 
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No 
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DO 4 0  I = 1 , 1 2  
C. Listin of Program SOLBET 
S=S*D (I)  
CALL €4450 ( N 1 , I )  
CONTINUE 
DO 80  J = l , S  
DO 69  K = l , H l  
DO 5 J 1 0 = 1 , 1 6  
KSOLTN (J 1 0 ,  K) =O 
K5 ( K )  = O  
DO 70 K 1 = 1 , N 2  
K 3=K 1- 1 
K2=P (R1)-2- ( ( P  (K1)-2)/2**K) *2**K 
I F  (K2-2** ( K -  1 )  ) 
KLL=RS ( K )  
KSOLTN ( K L L , K )  = K 3 + 1  
C O I T I N U E  
COWTIHUE 
DO 79 K = l , t l l  
I F  ( R - 1 )  4 6 , 6 4 , 4 6  
IF' (R-2) 4 8 , 6 2 , 4 8  
I F  (K-3) 5 0 , 6 0 , 5 0  
I F  (K-4) 5 2 , 5 8 , 5 2  
IF' ( K - 5 )  5 4 , 5 6 , 5 4  
WRITE ( 1 0 8 , 2 0 6 )  
WRITE (6 ,1900)  I D E I T  (K) 
FORHAT (3H P=) 
GO TO 75 
WRITE (108 ,207)  
FORHAT (3H E=) 
YRITE (6,1900) I D E N T ( K )  
GO T O  7 5  
WRITE (108,208)  
FOBHAT (3H D=) 
WRITE (6 ,1900)  IDEElT ( K )  
GO TO 75  
WRITE (108,209)  
POEHAT (3H C=) 
YRITE ( 6 , 1 9 0 0 )  I D E N T ( K )  
FORHAT ( *  I D E N T I F I E R :  8,110) 
GO TO 7 5  
WRITE (108 ,220)  
PORHAT (3H B = )  
WRITE (6 ,1900)  IDENT ( K )  
GO TO 75 
WRITE (108 ,204)  
FORHAT (1HO,19H 'SOLUTIONS NUdBEB') 
I F  (HODE.NE. 1 )  GO TO 560 
WRITE ( 1 0 8 , 2 0 5 )  J 
7 0 , 6 8 , 6 8  
KS ( R )  =KS (K) 4 1 
14 1 
61 WRITE(6,210) 
210 POEMAT (38 A=) 
KLP=KS (R) 
73 URXTE .(6;1002) (KSOLTM(K6,K) ,K6=1,KLP) 
1002 POR~AT(Il0~ 
79 COUTINUE . 
71  DO 78 I=1,R2 
88=P (I) 
IF(N8.GT.Nl)GO TO 76 
DO 74 bl=N8,Nl 
NS=N+N1*I-I1 
IP(P(NS).EQ.O) GO TO 74 
GO TO 80 
38 CONTINUE 
76 CALL H450 ( N 1 , I )  
78 CONTINUE 
80 CONTINUE 
P (I) = N + l  
SUBROUTINE N450 ( N 1 , I )  
COHBON /BST/P,P 
I N T E G E R  F(1023) ,P(512) 
DO 454 R=l,Nl 
NT=K+Nl*I-Nl 
IF (P (N7)) 452,454,452 
GO TO 456 
452 P ( I ) = R + l  
454  CONTINUE 
456 RETURN 




A .  Program Listing 
C*****SBEY3 IS A FORTRAI IV PROGRAM TO COMPUTE 
c THE GENERALIZED PRIME I M P L I C A M T S  OF A 
C BOOLEAN FUNCTION O F  UP TO 3 VARIABLES 
I N T E G E R  TAILS,D,COUNT,T2,STBIP,TEST 
D I E E N S I O N  N ( 2 5 , 2 5 )  , I T ( 2 5 )  , N F ( 8 )  ,LIT(25)  
'WRITE (6 ,500)  
WRITE (6 ,507)  
R E A D  (5 ,507)  LIT 
R E A D  ( 5 , 5 0 2 )  NF 
WRITE ( 6 , 5 0 2 )  NF 
1 READ (5 ,503)  NBT 
I F  ( N B T )  2 ,999 ,2  
2 WRITE ( 6 , 5 0 4 )  NBT 
R E A D  (5 ,505)  N I N D , P I D E P  
WRITE (6 ,100)  N I N D , N D E P  
R E A D  [5,800) T A I L S  
DO 7 L3=1,25 
DO 7 L4=1,25  






N V = N I N D + N D E P  
MV=2**NV 
MI=2* *N I N  D 
B D E P = 2 * * N D E P  
DO 6 Kl=I,NV 
IF ( I T  (K 1) -9)  
6 N(IR,Kl)=NT[Kl) 
f R = I E +  1 
GO TO 5 
3 I N D E X  =O 




WRITE (5,102)  
17 D=1 
18 IllgDEX=O 
DO 50 R7=1,MT 
IQ=T 
DO 32 KB=I,NV 
IK=IQ/2 
COUNJTsflOD IZQ, 2) 






IF(TEST-3) ~ 2 * 3 0 , ~ 2  
30 I I D E X = I i ? D E X + ?  
GO TO 50 
32 CONTINUE 
GO TO 54 
50 CONTIHUE 
IF ( ~ N ~ ~ X - N T T )  54,52,54 
52 T2=1 




I F  (D)  60 ,58 ,60  
82  ~ F ( ~ ~ R - ~ ~ E ~ )  86 ,90 ,86  
60 I=I*1 
IF (IC-STET 8 
70  fX=STBZP- 
SQ=IX 
S T ~ ~ P = S T R ~ ~ *  1 
DO 212 ~ 7 = 1 * T  
I N D E X = O  
DO 210 N ~ = 1 , N ~ ~ ~  
XK=IQ/2 
400 COUWT= 
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V U U 
150 
DO 900 J=l,EIIF 
WRITE (6,1100) INPUT (J) 
1100 FOBfiAT (16) 
900 CONTINUE 
7001 FORMAT (13) 
io10 FORHAT (26~3) 
2 BEAD ( 105,190) Ml,M2 
190 FORMAT (2x2) 
IF (Ml) 4,3,4 
3 'IF (M2) 4,90,4 
4 N1=2**Hl 
6 12=2**82 
7 READ (105,200) (N4 (I) ,I=1,8) 
3 1=0 
200 FOBPIAT (8x9) 
DO 8 I=1,8 
II=I+J 1 
P (If) =N4 (I) 
IF (P (11) -900000000) 8,11,8 
8 CONTINUE 
GO TO 7 
WRITE (6,1000) 
EJBLTE (6,1991) 
WRITE (108,310) ( P(1) ,I=l,fX) 
Y=O 
DO 38 I=l,N2 
D (I) =O 
DO 38 J=l,Nl 
f l 1 = 3 + I * N  I-N 1 
F (a) =Pr+ 1 
L=O - 
R = O  
H=14 
CALL N300 (Ml,M2,H,Y) 
NJ=O 
DO 32 N=l,T 
WF=P (N) 
IF (P(14)) 13,38,13 
10 Jl=II 
1 1  T=II-1 
1991 FORMAT ( 1  SYSTEH OF BOOLEAN EQUATIONS;*/) 
310 FOBMAT (8112) 
13 IF (NF)  12,27,12 
12 IF (NF-222222222] 14,27,14 
14 IF (NF-444444444) 16,31,16 
16 IF (WJ-1) 18,23,18 
18 IF ( L - 1 )  20,32,20 
20 CALL M400 (Y,HF,Q) 
IF ( 8 )  22,32,22 
22 L = l  
GO TO 32 
23 IF (a-1) 24,32,24 
24 CALL N400 (Y,NF,Q) 
15 1 
IF (Q) 26,32,26 
26 E = 1  
GO TO 32 
27 H J = O  
I F  ( L - 8 )  28,30,28 
28 P(LI)=O 
GO TO 38 
30 L=O 
R=O 
GO TO 32 
31 NJ=1 
32 COBTIHUE 
36 D (I) =D (I) +1 
34 IF (P (a) .EQ,O) GO TO 38 
3a CONTINUE 
IF (BODE.NE, 1) GOTO 555  
WRITE (6 ,1992)  
WRITE (108,500) (D(1) ,X=l,N2) 
1992 PORHAT [ *  DISCRIHINANT: '/) 
500 FORMAT (2110) 
55s S=l  
DO 40 I=1,12 
S=S*D (I) 
CALL 1450 (H3,I) 
40 C O N T I N U E  
I F ( ! I O D E , N E . I )  GO TO 557 
42 WRITE (6,203) S 
203 FOBBAT (110,12Ii lSOLUTIONS') 
557 I F ( S . E Q , O )  GO TO 84 
I F  ( f l O D E , N E ,  2) GOTO 44 
WRITE (6 ,1000)  
WRITE (6 ,1888)  
1888 FOBHAT (1A0, BCCEPTABLE S O L U T I O N S ' / )  
44 DO 80 J = l , S  
DO 69 K = l , P l l  
DO 5 510=1,16 
5 KSOLTN ( J 1 O , K ) = O  
K S  (K) =O 
K 3=K 1- 1 
K2=P (K1)-2- ((P (K1) -2)/2**K) *2**K 
I F ( K 2 - 2 * * ( K - 1 )  1 7 0 , 6 8 , 6 8  
6 6  DO 70 K 1 = 1 , N 2  
68 KS (K)  = K S  ( K )  +1 
KLL=KS ( K )  
K S O L T H  (KLL,K)=K3+1 
7 0  C O I T I N U E  
ISIIG ( K ) = O  
OR (K) =O 
CALL CHECK (K,LIl,ISIaG,KS,IIF,II)ENT) 
















UBITE (6,1900) IDEBT (K) 
GO TO 75 
60 WBITE (108,209) 
209 FORMAT (38 C=) 
URITE (6,1900) IDENT ( K )  
1900 FORMAT ( *  IDENTIFIEB: * ,110) 
GO TO 7 5  
62 WRITE {108,220) 
220 FORMAT (38  B=) 
WRITE (6,1900) IDENT (K) 
GO TO 7 5  
64 WRITE (108,204) 
204 FOBMBT (1H0,19H *SOLUTIONS HUBBER') r" 
IF (MODE-NE, 1) GO TO 560 
WRITE(108,205) J 
GO TO 570 w 
560 J P L = J P L + l  
WRITE (6,205) 3PL 
205 FORHAT (X10) 
570 IF(NIF.EQ,O) G O T 0  61 
WRITE (6,1920) I N D E X  
1920 FOBUAT(' U E I G H T  FACTOR EQUAL TO ',110/) 
61 WRITE(6,210) 
210 PORPIAT (3A A=) 
WRITE (6,1900) I D E N T  (K) 
75 I F  (ISING (K) ,EQ, 1) GO TO 77 
KLP=KS (K) 
73 WBITE (6,1002) (KSOLTN (K6,K) ,K6=l,KLP) 
1002 FORflAT(Il0) 
GO TO 79 
77 WBITE (6,1003) 
79  CONTINUE 
71 DO 78 I=1 ,82  
1003 FORMAT (Q IDENTICALLY Z E R O ' )  
C*****SOLUTION DETERflIWBTION: SOLDET. 
N8=P (I) 
I P ( N 8 . G T . N l ) G O  TO 76 
DO 7 4  N = N 8 , N 1  
WS=N+Nl*I-Nl 
I F ( F  ( N 5 )  .EQ,O) GO TO 7 4  
P (I) = N + 1  
GO TO 80 
74 CONTINUE 
76 CALL 8450 ( N 1 , I )  
78 CONTINUE 
80 CONTINUE 
1000 FORMAT ( Q  *$**$*******************************'~) 
IF (MODE.NE.3) GO TO 91  
SOL=SOL- 1 
WRITE (6,1000) 
URITE (6,1808) OLD 
1808 FORMAT (lB0,'SOLUTIOHS UITH LOUEST IJEIGHT: W=*,I3/) 
154 
BO 370 KPL=lpSOL 
WRITE (6 ,204)  
WBITE(6,205) KPL 
WRITE ( 6 , 2 8 0 )  
2 8 0  FORFlAT(lHO,*IDENTIFIEH OF INPUTS') 
370 WRITE ( 6 , 1 0 0 2 )  (ANSWER (KPL,KM) ,KPi=l,tll) 
GO TO 91 
8 4  WRITE (108,213 
2 1 3  FOREAT (38H INDEPENDENT VARIABLES RELATED THROUGH) 
2 1 4  FORHAT (44R F = l ,  WHERE F IS D E F I I E D  BY THE TRUTH TABLE) 
UBfTE ( 1 0 8 , 2 1 4 )  
DO 88 K=l,N2 
N K = K -  1 
IF ( D  (K) 1 8 6 , 8 8 , 8 6  
86 WRITE ( 1 0 8 , 2 1 6 )  NK 
88 CONTINUE 
91 NT=T+l 
216 FORMAT (14) 
DO 89 f = l , N T  
P [I) =o 
a9  CONTINUE 
GO TO 1 
END 
90 STOP 
SUBBOUTINE N400 ( Y ,  NF,Q) 




DO 4 1 2  L1=1 ,8  
u1=u /10000000  
w1=w/10000000 
I F  (W1) 4 0 2 , 4 0 8 , 4 0 2  
4 0 2  I F  ( U l )  4 0 4 , 4 0 8 , 4 0 4  
404  IF (01-W1) 4 0 6 , 4 0 8 , 4 0 6  
406  GO TO 4 1 4  
4 0 8  U=10*  (U-U1*10000000) 
4 1 0  W =  10* (W-M 1* 1 O O O O O O O )  
4 1 2  CONTINUB 
GO TO 4 1 6  
4 1 4  Q=O 
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DO 5 I=l,NT 
READ (5,1020) (LOU ( I , K )  ,K=1,22) 
WRITE (6,1023) (LOU (1,K) ,K=1,22) 
5 WRITE (6 ,1004)  ( L I T ( K 3 )  ,K3=1,22) 
WRITE (6,808) 
DO 110 I=l,W1 
L=I-  1 
CALL B A S E  (L)  
DO 108 K=l,NT 
DO 104 J = l , 2 2  
TEMP=LOU ( K ,  J )  +TC (J) 
IF(TECSP-3) 104,108,104 
1OQ C O N T I N U E  
R =  1 
L = I -  1 
CALL TRACK (L,A,B) 
GOTO 110 
108 CONTINUE 
110 C O N T I N U E  
HTPNTF-100 
I F  (NTF, LE, 0)  GO T O  11 3 
X F ( N T P - 1 0 0 )  112,111,111 
GO TO 100 





C*****PBIHE IEP1PLICANT SELECTION 
C 
113 K = l  
DO 114 K3=1,22 
TC ( K 3 )  =O 
114 L O U ( K , K 3 ) = 2  
K = O  
KT=O 
I= 1 
115 R = O  
L = I -  1 
CALL MASK (A,K)  
I F  (R, N E - 0 )  GOTO 128 
I P ( A , N E . O )  G O  TO 128 
CALL BASE ( L )  
DO 122 J=1,22  
IF ( K - G T ,  100) GOT0131 
CALL BASE (L) 
CALL MASK ( I S , K )  
" 
CALL TRACK ( L I A t R )  
120 L=I-1 
121 K=H+1 
122 LOU (K,J) =TC (J) 
123  L=I 
165 
124 3=1+1 
128 I F ( A )  129,130,129 
129 I=I+1 
L==I- 1 
CALL BASE (L) 
GO TO 115 
CALL BASE (L) 
CALL BASK (A,K) 
I F  (A) 139,140,139 
CALL TRACK (L,A,R) 
DO 142 IP=l,K 
130 IF(I,GT,Nl) GO TO 145 
131 L=L+l 
139 R - 1  
i a o  rF(s,LT.Ni) G O T O I ~ I  
142 WRITE (9) (LOU (IP,IR) ,IR=1,22) 
KT=KT+B 
K=l 
DO 143 IS=1,22 
K=O 
GO TO 123 
VRITE (6,1006) 
DO 150 Kl=l,K 
WRITE (6,1003) (LOU(K1,I) ,1=1,22) 
150 WRITE (6,1004) (LIT (I) ,1=1,22) 






145 IF(KT.GT.100) GO TO 160 
162 DO 163 IP=l,K 
163 READ (9) (LOU(IP,IR) ,IR=1,22) 
DO 170 K1=1,K 
WBITE (6,1003) (LOU (K1 ,I) ,I=l,22) 
170 WRITE (6,1004) {LIT {I) ,1=1,22) 
KT=KT-K 
I F  (KT-GT, 100) GOTO162 
R=KT 
IF(KT) 1,162,162 
1000 FORMAT (2281) 
1001 FORMAT (413) 
1003 FORMAT{lH0,22I1) 
1004 FOBMAT (lX,22Al) 
1006 FORMAT (1AO,*LIST OF PRIHE IHPLICB#TS*/) 
1020 FORMAT (22x1) 
1022 FORMAT (lHl,*TERMS OF P=O*) 
1023 FORMAT (180,2211) 
166 
u u  w v u u  
167 
SUBBOUTlChiE BASE (L) 
c 
C*****BASE THREE CONBERSTON OP IDEBT'IPTER I . 
C 
INTEGER LOU (500,22) ,TC (221 
COMHON TC,LOU 
DO 320 KL=1,22 




SUBROUTINE B f N B B Y  (L) 
C 







INTEGER LOU (500,22) ,TC (22) 
INTEGER TEHP 
CO?IBON TC,LOU 
DO 520 R1=1,22 
TERP=MOD (L, 2) 
XF(TEHP) 510,512,510 
TC ( K l f  =TEmP 
GO TO 514 





S U B R O U T I N E  FlASK (A,K) 
C*****CBNCELLATION OF NON-PBII!!E-IRPLICANTS 
C 
INTEGER LOU (500,221 ,TC (22) 
INTEGER TEH€?,A 
COMMON TC,LOU 
DO 425  K 2 = 1 , K  
DO 420 L=1,22 
I F ( L O U  (K2,L)) 421,420,421 
421 I F ( L 0 U  (K2,L) -TC (L)  ) 422,420,422 
422 A=O 
420 COlQTIWUE 
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13. System of bolean Equations Szscrhirmt Determination. 
Output CorrespondinE: to Equation (lo), Section 1.1.3. 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
TERMS OF SYSTEM OF BOOLEAN EQUATIONS: Y=O 
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C. Prime Implicant Calculation, Output corresponding to Tables I1 
and I11 (Section 3 . 1 . ) .  
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TERMS OF Y=O 
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