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Abstract
The purpose of the research is to study the presence of bias (sequential) in online re-
views according to the collected data and quantify it. Estimation of bias is based on
the Kalman filter. The Kalman filter belongs to a family of filters called Bayesian fil-
ters. The Kalman Filter is popular recursive estimator algorithms with no history of
observations or estimates. Worth to mention there are other types of Kalman filters:
Extended Kalman filter, Unscented Kalman Filter, Extended Information Filter, and
Sparse Extended Information Filter. Selection of a filter and its performances depends
on an application. In this study, we use the Kalman filter for linear models (LKF), which
allows optimal linear estimation. In this study, alongside with the Kalman filter for linear
models, we use the Kalman filter for non-linear problems (NKF), and the Kalman Filter
for a second-order systems (SOKF) to estimate biases in online reviews more efficiently.
Keywords: Engineering, Kalman Filter, Online reviews, Estimation of biases
Çevrimiçi Yorumlar Önyargısı Tahminin Kalman Filtresi
Balgyn Zaurbekova
Öz
Araştırmanın amacı, çevrimiçi incelemelerde önyargının varlığını (toplayıcı) toplanan ver-
ilere göre araştırmak ve ölçmektir. Önyargı tahmini Kalman filtresine dayanmaktadır.
Kalman filtresi Bayesian filtresi adı verilen bir filtre ailesine aittir. Kalman Filtresi, gö-
zlem veya tahmin geçmişi olmayan popüler özyinelemeli tahmin edici algoritmalarıdır.
Bahsedilmeye değer başka Kalman filtreleri vardır: Genişletilmiş Kalman filtresi, Unscent
Kalman Filtresi, Genişletilmiş Bilgi Filtresi ve Seyrek Genişletilmiş Bilgi Filtresi. Bir fil-
tre ve performans seçimi bir uygulamaya bağlıdır. Bu çalışmada, en uygun doğrusal
kestirime izin veren doğrusal modeller için (LKF) Kalman filtresini kullanıyoruz. Bu
çalışmada, doğrusal modeller için Kalman filtresiyle birlikte, doğrusal olmayan prob-
lemler için Kalman filtresini (NKF) ve çevrimiçi incelemelerde önyargıları daha etkin
bir şekilde tahmin etmek için ikinci derecedeli sistemler için Kalman Filtresini (SOKF)
kullanıyoruz.
Anahtar Kelimeler: Mühendislik, Kalman Filtresi, Çevrimiçi değerlendirme, Ön-
yargıların tahmini
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Chapter 1
Introduction
1.1 Kalman Filter
The Kalman filter named after Hungarian electrical engineer, mathematician Rudolf E.
Kalman in 1960. It is a mathematical method which uses observed measurements that
contain noise and calculates values close to the measurements true values. [1–3].
Producing of the measurements true values by Kalman filter is possible by predicting a
value, estimating its uncertainty, and by computing a weighted average of the measured
and the predicted values. Having more weight by the value, indicates less uncertainty
the value has. The filter calculates values which are more close to the measurements true
values than the measurements initial given values [4].
To estimate stochastic systems (systems with noise) which are true for the most real-
world systems, the Bayesian method offers a fair estimation approach. The following
explanation gives the best short description of the Bayesian method: "Given the number
of times in which an unknown event has happened and failed: Required the chance that
the probability of its happening in a single trial lies somewhere between any two degrees
of probability that can be named. How should one update an existing belief when given
new evidence?". The Kalman filter belongs to a family of Bayesian filters [5], and the
approach is the same, the original belief is quantified by probability, and new evidence
will be produced. After that based on the new evidence, the original belief will be
updated. By other words, by assuming that measurement and prediction are given, the
produced output will be somewhere between these the measurement’s and prediction’s
1
Chapter 1. Introduction 2
values. If the measurement’s value is more accurate than the prediction’s value, then the
produced output will be closer to the measurement and vice versa.
The Kalman filter uses Gaussians probability density function (pdf), what makes the
Kalman filters computationally feasible. The reason of that Gaussian is a nonlinear
function and multiplying two different Gaussian functions will give another Gaussian.
By other words, produced new Gaussian computes a predicted value (new belief) from
the prior predicted value and the new measurement’s value [6].
Although the Kalman filter is perfectly designed to estimate systems with noise, there
are some difficulties in applying it to the real world systems. The Kalman filter is used
as a sensor to measure the real-world systems, but the Kalman filter is mathematically
based on idealized world systems. One of the difficulties can be explained as follows:
while measuring the real-world systems, produced noise very rarely gives real Gaussian.
Another problem is that the real world systems are nonlinear, while regular Kalman
filter gives the better result for linear systems [7, 8]. (Further, for simplicity, the linear
Kalman filter or LKF)
In this work will be explored standard Kalman filter to estimate biases of online reviews
of recommender systems. It’s worth to mention this work was largely inspired by the
analysis of Sikora [9]. In their paper, they showed that standard Kalman filter can be
used to estimate biases of online reviews given by a recommender system. The data
set used in their study sequentially were smooth, so each rating’s value was close to the
next sequential rating. Estimation by the standard Kalman filter of such kind data gives
fair results. But not always online reviews are sequentially smooth. In this work, we
use data set of one hundred hotels, estimated approximately by 6000 reviewers. Given
online reviews ratings are quite diverse. In this work, we show that estimated results
produced by LKF are not very accurate for. To produce a more accurate estimation
of biases in online reviews we explore non-linear Kalman filter (NKF) and second-order
Kalman filter (SOKF).
1.2 Recommender Systems
Recommender systems are systems which produce a recommendations list to help poten-
tial buyers to make a decision to purchase a product based on the reviews of the product.
Chapter 1. Introduction 3
Recommender systems became popular due to a growth of online shopping in the market
in last recent decades.
Recommender systems generally use collaborative and content-based filtering approach
as shown in the figure 1.1:
Figure 1.1: Collaborative And Content-based Filtering
The idea of collaborative filtering is that a client with similar tastes or interests with
a group of other clients tends to get from those clients the best recommendation. So
collaborative filtering matches people with similar tastes and interests and produces
recommendation’s list based on this technique.
Content-based filtering works by collecting information about available items and obtain-
ing information about user preferences profile. And then produces a recommendations
list based on similarity of items purchased or reviewed earlier by the user [10, 11].
Both types of recommender systems typically use online customer feedback or by other
words, online reviews to produce a recommendation for a product. But this kind of
explicit information used by recommender systems may have several types of biases
[12, 13]. Biased online reviews of a product effect on quality of recommender systems. In
this work, we examine the presence of sequential biases in online reviews and produce its
estimation. Later on, in the text, a sequential bias will be referred as bias for simplicity.
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1.3 Search and Experience Goods
In economics, generally speaking, products and services are divided into two types: search
goods and experience goods. A search good is a type of a product or service of which
quality or characteristics can be evaluated before its purchasing. In opposite, an expe-
rience goods quality or characteristics are difficult to evaluate in advance but can be
evaluated after purchasing or experiencing it [14–17].
Chapter 2
Historical Background And
Definition Of The Problem
2.1 Historical Background
Even though the filter named after Rudolf E. Kalman, Thorvald Nicolai Thiele[18] and
Peter Swerling[19] did similar work earlier. The filter is also sometimes called as Kalman-
Bucy filter since Richard S. Bucy (the University of Southern California) worked to
develop the filter as well too. There is also a non-linear version of the filter, which
was developed by Soviet mathematician Ruslan L. Stratonovich. This filter called the
Stratonovich-Kalman-Bucy filter.
The Kalman filter has quite a range of its application in the real world problems. The
idea of application of the Kalman filter earlier was realized by Stanley F. Schmidt. The
implementation of the idea achieved at the NASA Ames Research Center for estimation
of trajectory in the Apollo navigation computer. Later on, the Kalman filter was applied
for developing the navigation systems of a number of companies such as U.S. Navy
nuclear ballistic missile submarines, the U.S. Navy’s Tomahawk missile and the U.S. Air
Force’s Air Launched Cruise Missile, the NASA Space Shuttle, and the attitude control,
etc.
5
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2.1.1 Application of the Kalman Filter in Estimation of Biases
Application of the Kalman filter can be found in navigation, computational economics,
computer vision, etc. [2, 3, 20] There is not much work done in the estimation of biases of
ratings given by reviewers of products. But worth to mention about the study by Riyaz
T.Sikora Kriti Chauhan [9], which gave huge inspiration to do research in exploring
Kalman filters to estimate biases of ratings. In their paper, they shared the results of
estimating bias in reviews using a Kalman filtering approach. We further extend our
work to estimate online reviews biases by using other extensions of the Kalman filters to
achieve more accurate results [21].
2.2 Definition of the Problem
Online reviews of products are powerful knowledge base systems. Online reviews gen-
erated by websites like Amazon, eBay, Twitter, and etc. give information to potential
buyers about different products and services. In order to increase helpfulness of online
reviews recommender systems were developed based on online reviews [22, 23]. In this
paper estimation of biases [24–29] will be produced both for search and experience goods.
Estimation of biases will be produced based on online reviews of hotels data obtained
from Hotels.com: the data includes information about 100 hotels, with 600 reviews of
each average. In total, we have 6459 reviews for 100 hotels.
For the estimation of the bias in hotels’ online reviews, we will use the Kalman filter. As
will be explained further, there are some difficulties in designing the Kalman filter. The
Kalman filter math is based on an idealized model of the world. To measure the world
we use sensors. The errors or noises we are getting from a sensor’s measurements are
rarely truly Gaussians. As it will be discussed in next chapters, Kalman filter gives poor
performance in the estimation of biases of online reviews. To deal with that in order
to receive a more accurate estimation of biases in online reviews we will use non-linear
Kalman filters and second-order Kalman filters.
Chapter 3
Methodology
3.1 Methodology
3.1.1 Overview of the Calculation
A Kalman filter is considered as data (and system) fusion [30]. The reason for applying
the Kalman filter in this work is that sequential biases are produced in real-time rather
than obtained with a single measurement. Also a Kalman filter is well-suiting technique
to estimate the system’s state at each time step by using these measurements. Kalman
filters are mathematically designed to predict and update the system’s state with each
time step. In the prediction stage, the system’s new state estimation and new covariance
are produced. In the update stage, new measurement’s uncertainty and its covariance
detect how much an updated prediction is affected by the new measurement.
The main idea behind how Kalman filter work lies on a dynamics model of a system,
and physical laws of motion. To estimate the system’s state, normally, we need control
inputs to the system, and the sensor readings, where the sensor readings can be noisy
[31]. Equations in the Kalman filter describe systems states, by other words, how it’s
changing. There are external factors which give some uncertainty to the system’s state.
(It’s very well explained in [32].)
In this paper, we will work with a system of online hotel reviews. Ratings of the hotels
are the measurements, and they are given by reviewers on a 1 to 5 scale. The measured
ratings might have noise. With each time step, the system’s state is the new estimated
7
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rating of a hotel. Kalman filters make use of the predicted (estimated) rating and
new measured rating to produce a weighted average. Alongside with measured ratings,
estimated ratings contain some uncertainty as well too. The weights tell us which data,
estimated or measured rating, have less or more uncertainty. With the weighted average,
we can obtain a new state estimate, which is between measured and predicted rating
values, which contains less uncertainty. With each time step the Kalman filter, by using
predicted rating’s value and the new measured value, produces new estimated rating’s
value for the next iteration. The Kalman filter is computationally feasible, since it is
recursive, by meaning no need to store all the history.
The state estimation and covariances are represented as matrices to show linear relation-
ships between state variables.
3.1.2 Modelling the System
We represent our system as a Gaussian distribution, which is sometimes called normal
distribution (Later on in the text might be referred as Gaussian). Let’s say mean of rat-
ings is equal to 5, and a standard deviation is 0.4, then the likelihood of the measurement
is z = N (5, 0.16).
The choice of Gaussian is based on its easiness to use, rather than on its perfectness to
model the real world systems. (There are other more computationally expensive methods
which allow model a system more accurately.)
3.1.3 Gaussian Distributions
There are two types of probability distributions: discrete and continuous. In case of a
discrete probability distribution, to a random variable can be assigned one of the finite
(countable) number of values. In case of a continuous probability distribution, to a
random variable can be assigned one of the infinite (uncountable) number of values.
A continuous probability distribution is expressed by an equation called probability den-
sity function (PDF). The graph of the PDF is a continuous and bell-shaped curve. The
area between the curve and X-axis is the area of probabilities and its sum is 1.
A Gaussian distribution is a continuous probability distribution with the parameters:
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f(x, µ, σ) =
1
σ
√
2pi
exp
[−(x− µ)2
2σ2
]
where (µ) is the mean and (σ2) is the variance.
The probability can be calculated by integration the equation:
∫ x1
x0
1
σ
√
2pi
e−
1
2
(x−µ)2/σ2dx
3.2 Modelling of the Kalman Filter
In our model likelihood and prior expressed through Gaussians. In modelling the Kalman
filter we will have to multiply and add Gaussians. The sum of Gaussians is Gaussian
too. The product of Gaussians is another Gaussian. It makes Kalman filter easy to use
since it is computationally efficient.
Multiplying two Gaussians:
µ =
σ21µ2 + σ
2
2µ1
σ21 + σ
2
2
,
σ2 =
σ21σ
2
2
σ21 + σ
2
2
Adding the two Gaussians:
µ = µ1 + µ2
σ2 = σ21 + σ
2
2
Where the mean is expressed as a scaled sum and variance as a conjunction of the prior
and the measurement:
N (µ, σ2) = ‖prior · likelihood‖
= N (µ¯, σ¯2) · N (µz, σ2z)
= N ( σ¯
2µz + σ
2
z µ¯
σ¯2 + σ2z
,
σ¯2σ2z
σ¯2 + σ2z
)
Chapter 3. Methodology 10
The prior, here, represents the probability distribution at a particular point of time. The
posterior - the probability’s conditional distribution after adding additional information.
From Bayes’ theorem:
P (θ | Z) = P (Z | (θ))P (θ)
P (Z)
,
where P (θ | Z) is posterior after adding new information - measurement Z, P (Z | (θ))
is the measurement’s (Z) likelihood, P (θ) is prior, and P (Z) is normalization constant.
Bayes’ theorem’s can have the following interpretation: when we have some beliefs about
system, we should study the system, and then update our beliefs after obtaining the new
information. The interpretation can be represented in the diagram as it’s shown bellow
in the figure 3.1:
Figure 3.1: Kalman Gain
Algorithm for modelling the Kalman filter:
Initialization:
• Initialization of the state.
• Initialization of the state’s likelihood.
Prediction:
• The state’s prediction for the next time step.
• Adjusting the likelihood due to the prediction’s uncertainty.
Updating:
• Getting the new measurement and its uncertainty.
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• Computing the residual between the predicted (estimated) state and the measure-
ment.
• Computing the weight of predicted and measured state.
• Setting the state in accordance with the weight of the predicted and the measured
value (in accordance to the one which is more accurate).
• Updating the state’s likelihood in accordance to the uncertainty of the measure-
ment.
3.3 Multivariate Kalman Filter
The univariate KF uses univariate Gaussian to represent the state. However, we are
interested in the Multivariate KF with multivariate Gaussian to represent the state.
Multivariate Gaussian’s mean is represented by a vector and the covariances are repre-
sented by matrices.
Below the equations for the univariate and multivariate Kalman filters:
Prediction:
Univariate Univariate Multivariate
(Kalman form)
µ¯ = µ+ µfx x¯ = x+ dx x¯ = Fx + Bu
σ¯2 = σ2x + σ
2
fx
P¯ = P +Q P¯ = FPFT + Q
Where:
• x is the state mean,
• P is the covariance matrix,
• F is the state transition function,
• Q is the process noise covariance matrix,
• B and u are control inputs into the system.
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Updating:
Univariate Univariate Multivariate
(Kalman form)
y = z − x¯ y = z−Hx¯
K = P¯
P¯+R
K = P¯H
T
(HP¯H
T
+ R)−1
µ = σ¯
2 µz+σ2z µ¯
σ¯2+σ2z
x = x¯+Ky x = x¯ + Ky
σ2 =
σ21σ
2
2
σ21+σ
2
2
P = (1−K)P¯ P = (I−KH)P¯
Where:
• H is the measurement function,
• z is the measurement mean,
• R is the noise covariance matrix.
• y is the residual,
• K is Kalman gain.
To design the multivariate Kalman filter (later on in the text - Kalman filter or KF) to
estimate biases in the ratings of online reviews in accordance to the Hotels data, we will
identify the measurement (z,R), the measurement function H, the state (x,P), and the
process (F,Q). Our system doesn’t have control inputs, so there is no need in modelling
B and u.
3.3.1 Predicting
"Predict state" computes the prior/estimation of the system (x¯ - prior mean and P¯ -
covariance) for next time step :
x¯ = Fx
P¯ = FPFT + Q
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Mean
x¯ = Fx
As a reminder, the linear equation Ax = B represents a system of equations, where A
holds the coefficients of the state x. Performing the multiplication Ax computes the
right-hand side values for that set of equations.
If F contains the state transition for a given time step, then the product Fx computes
the state after that transition. Likewise, B is the control function, u is the control input,
so Bu computes the contribution of the controls to the state after the transition. Thus,
the priorx¯ is computed as the sum of Fx and Bu.
The equivalent univariate equation is
µ¯ = µ+ µmove
If you perform the matrix multiplication Fx it generates this equation for x.
Covariance
In our system covariance represents the sum of variance of rating and variance of esti-
mated rating. It can tell us about knowledge loss.
P¯ = FPFT + Q
According to our assumption, rating consists of unbiased part of the rating and its biased
part. We don’t have perfect knowledge about the bias, which means the rating has some
uncertainty. Rating and biased part of it are correlated, so in covariance matrices P and
Q off-diagonal elements are non-zeros.
The expression FPFT is projection the state forward (from linear algebra) or by other
words updating the state P with the transition function F. Expression FPFT computes
covariance between rating and its bias.
3.3.2 Updating
The Kalman filter updates state while having measurements, which can have different
measure units than the systems (state) units. The Measurement Function H converts
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state units in measurement units. And we can see this conversion is used in the residual
equation:
y = z−Hx¯
Where:
• y is residual,
• x¯ is prior (vector),
• z is measurement (vector),
• H is the measurement function (matrix).
As we can see from the equation the residual is the difference between the measurement
and converted estimation (prior).
System Uncertainty
To convert (project) the prior covariance matrix P¯ into measurement space, the mea-
surement function H is used. And sensor also has system uncertainty R:
S = HP¯HT + R
Kalman Gain
K = P¯H
T
S−1
After obtaining prediction and measurement we need to compute estimation. And the
estimation will be closer to the prediction if the prediction has more certainty. And vice
versa, the estimation will be closer to the measurement, if it has more certainty. The
Kalman gain K is a ratio between 0 and 1, which indicates the weighted average. The
weights tell us which data, predicted or measured rating, have less or more uncertainty:
K =
P¯HT
S
≈ uncertaintyprediction
uncertaintymeasurement
HT
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Residual
Residual is the difference between measured and predicted value. But to be able to sub-
tract the prediction from the measurement, need first to convert state into measurement
using the measurement function H:
y = z−Hx¯
State Update
To compute new state x we need to add to the prior x¯ scaled and converted residual Ky:
x = x¯ + Ky
Ky enables to scale and then covert the residual (from measurement space) into state
space via HT:
x = x¯ + Ky
= x¯ + P¯H
T
S−1y
≈ x¯ + uncertaintyprediction
uncertaintymeasurement
HTy
Covariance Update
New covariance matrix P is computed by multiplying the covariance matrix P¯ to the
ratio (I−KH):
P = (I−KH)P¯
Where,
- I is the identity matrix,
- H is the measurement function.
The ratio (I − KH) indicates how much P will be smaller or larger depending from
Kalman gain K. So for example, if the vector’s K elements are close to 1, then the ratio
values will be close 0, so the new P values will be relatively small. And the same logic
applies, if the vector’s K elements are close to 0, then the ratio’s values will be close 1,
so the new P values will be close to 1. b
Chapter 4
Experimental Procedure
4.1 The Kalman Filter
In this section, we design the (linear) Kalman filter, the non-linear Kalman filter, and
the second- order Kalman filter.
Quick review of the Kalman filter:
Predicting
x¯ = Fx
P¯ = FPFT + Q
Updating
S = HP¯HT + R
K = P¯H
T
S−1
y = z−Hx¯
x = x¯ + Ky
P = (I−KH)P¯
16
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4.1.1 Predicting
In this section, we consider state variables, the covariance matrix, the transition function,
and the process noise.
State variables
To compute unbiased and biased parts of ratings we use multivariate Gaussian. The
Gaussian’s state vector (mean) is represented by x and its covariance matrix by P.
In the Kalman filter the state vector x is defined as:
x =
x
x˙

Generally speaking, x denotes a position, and the first derivative x˙ denotes velocity. In
our problem, x is applied to denote an unbiased part of a rating, and x˙ - its a biased
part. For example, if unbiased part of a rating is equal to 4.5 and biased part of the
rating is equal to 0.5, then we have:
x =
4.5
0.5

State Covariance Matrix
We initialize the Kalman filter with initial values of the covariance matrix P. The filter
will update its values with each time step after adding the new measured rating’s value.
The covariance matrix P contains unbiased and biased parts of rating. The diagonal
elements of the matrix are variances of each of them, unbiased and biased parts of
the rating. And they are correlated. The off-diagonal elements are covariances of the
unbiased and biased parts of the rating. For Recall, a variance is a deviation of a
random variable from its mean, and covariance is indicating how much random variables
are changing in tandem. Thus, the covariance matrix is initialized as a matrix of ones:
P =
1 1
1 1

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Transition function
The transition function F is used to predict the state with each time step:
x¯ = Fx
where x¯ is the *prior* or predicted state.
We need to model the transition function F so, that it will work for each state variable
with each time step.
The equation for the prediction:
x¯ = x+ x˙∆t
And bias we will assume relatively constant since it doesn’t change so much with each
prediction:
¯˙x = x˙
This we can model the system as:

x¯ = x+ x˙∆t
¯˙x = x˙
And in matrices the system is:
x¯
¯˙x
 =
1 ∆t
0 1
x
x˙

Thus the state-transition function is:
F =
1 ∆t
0 1

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In our work we assume that biases are sequential, but first actual rating of each service
(product) for each hotel by the first reviewer doesn’t contain any bias. So, if the first
rating is equal to 5, then we initialize the elements of the state vector x as:
 x
x˙
 =
5
0

The *prior*, or predicted value x¯ of the first rating will be assumed the same as the state
vector x as: x¯
¯˙x
 =
5
0

Thus, we have the state-transition function equal to the Identity matrix:
F = A
Process Noise Covariance Matrix
So far we modelled the system as:
x¯ = Ax
.
But there is no perfect system, we assume the system we are working with contains some
noise. Thus, will add to the system, the system noise w:
x¯ = Ax + w
Where:
- Ax is the state transition,
- w is zero mean Gaussian noise (white process noise): w ∼ N(0,Q).
White noise means that the mean of this noise is zero, so will not add anything to x.
In univariate KF, a variance is computed as a sum of variance and process noise. In
multivariate KF, the idea is the same, just another denotations are used. To compute
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the noise in the system in multivariate KF need to sum up the covariance matrix P and
the process noise covariance matrix Q.
Modeling the process noise covariance matrix Q mathematically can be quite compre-
hensive, which is why it is out of the scope of this paper. The process noise matrix is
the expected value of the white noise:
Q = E[wwT]
As mentioned above the diagonal elements of covariance matrices are variances, and
off-diagonal elements are covariances. We assume that noise of an unbiased part of a
rating doesn’t contain variance, and noise of biased part does contain some variance.
And therefore, there is also no correlation between noises of unbiased and biased parts
of rating. For these reasons, in the process noise covariance matrix Q all elements are
equal to zero, except the lower right, which will set as 0.01:
Q =
0. 0.
0. 0.01

4.1.2 Updating
For updating step we have left to design the measurement function and the measurement
noise covariance matrix.
Measurement Function
Let’s recall that Hx¯ projects from the state space into the measurement space. The
measurement z is a vector:
z =
[
z
]
To design the measurement function H, let’s have a look to the residual’s equation:
y = z−Hx¯ =
[
z
]
−H
x
x˙

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Where:
- z or
[
z
]
is a measured rating (value rated by a reviewer for a hotel),
- x is unbiased part of the rating,
- x˙ is biased part of the rating.
From the equation easy to see that H has to be a 1x2 matrix. The state and measurement
have the same units, since both of them are ratings. So we will set the measurement
function as H =
[
1 1
]
, to get:
y = z−
[
1 1
]x
x˙

= [z]− [x+ x˙]
Measurement Noise Covariance Matrix
The measurement system also contains some noise, which is called as the measurement
noise:
z = Hx¯ + v
Where:
- Hx¯ is projection to the measurement,
- v is zero mean Gaussian noise (white process noise): v ∼ N(0,R).
Covariance matrix R denotes the measurement noise, which represents for correlation
of the system sensors. Since we have only one system sensor to measure the ratings,
covariance matrix R has one dimension. We will set R as:
R =
[
σ2z
]
=
[
0.1
]
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Summary of Linear Kalman Filters
So far, we modeled the state vector (estimated rating) x, the covariance matrix P, the
process model matrix (transition function) F, the process noise covariance matrix Q, the
measurement function H and the measurement noise covariance matrix R. Now we have
everything to estimate biases of the online Hotels reviews using the Kalman filters. We
used Python as our language of choice for coding, and present the results are presented
in the following chapter.
4.2 Non-linear Kalman Filters
For long time hotels as well as restaurants are used to be considered as experience goods.
But with arising of online reviews and ratings, hotels (as well as restaurants) are no longer
only experience goods, but the same time they can be considered as search goods as well
too. While some services of hotels can be considered as experience goods, other services
of the same hotels can be considered as search goods. In this paper, we consider such
products of the hotels as "Service", "Condition" and "Overall". "Service" is considered
as an experience good, and while "Condition" as a search good.
In the previous section, we modeled the Kalman filter to estimate biases of online reviews
the way that sensor had an output of ratings in 1D. In this section, we will model the
Nonlinear Kalman filter which allows the sensor to output estimated ratings in 2D space.
As it was explained earlier, the (Linear) Kalman filter is initialized with the initial rating,
with its bias and noise standard deviation. And by updating the state with each time
step, we had the new measured rating. For modeling new Nonlinear Kalman filter we
will have the sensor which is reading each of two dimensions, x, and y. We will start by
identifying with the state variables for the ratings of products "Service" and "Condition":
x =
[
x x˙ y y˙
]T
Where:
- x is unbiased part of rating for "Service",
- x˙ is biased part of rating for "Service",
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- y is unbiased part of rating for "Condition",
- y˙ is biased part of rating for "Condition".
Earlier we worked with estimation of rating biases each of the following products - "Ser-
vice", "Condition" and "Overall" - separately. We evaluated biases of those ratings by
passing to Kalman filter only ratings of only one product. Now we want to evaluate bi-
ases of ratings of different products, but of the same hotels, in relation with each other.
From our dataset, we have ratings of products "Service" and "Condition" which given
by the same reviewers. After producing the results we will compare biases of the ratings
for both Experience and Search products. We need a sensor which has outputs in pair
coordinates (x, y)(x, y).
State Transition Function
We need to design the state transition function F, which projects the state to the new
state:
x¯ = Fx
Which can be represented as the state equations:
x = 1x+ ∆tx˙+ 0y + 0y˙
vx = 0x+ 1x˙+ 0y + 0y˙
y = 0x+ 0x˙+ 1y + ∆ty˙
vy = 0x+ 0x˙+ 0y + 1y˙
And the state equations in matrix form:

x
x˙
y
y˙
 =

1 ∆t 0 0
0 1 0 0
0 0 1 ∆t
0 0 0 1


x
x˙
y
y˙

Thus, we have identified the state transition function as following:
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F =

1 ∆t 0 0
0 1 0 0
0 0 1 ∆t
0 0 0 1

Process Noise Matrix
By assuming that noise in both dimensions is independent white Gaussian processes,
we have covariances between x and y equal to zero. Thus, the process noise covariance
matrix Q is one dimensional.
Measurement Function
As we discussed earlier, the measurement function H projects the state space into the
measurement space:
z = Hx
For two dimensional space, measured rating will take form as the following:
z =
[
x y
]T
The measured rating z is of 2×1 dimension, the estimated rating x is of 4×1 dimension.
We can rewrite the measurement function equation as:
x
y
 = H

x
x˙
y
y˙

Therefore the measurement function H has dimension 2×4 and the equation is:
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x
y
 =
1 0 0 0
0 0 1 0


x
x˙
y
y˙

Measurement Noise Covariance Matrix
Earlier, we have defined the variables x and y as independent white Gaussian processes.
That means, there is no covariance between them, thus diagonal off elements are zeros.
Earlier for the nonlinear Kalman filter we set the measurement noise covariance matrix
R = [0.1]. In the case for the nonlinear Kalman filter, the measurement noise covariance
matrix R has the dimension 2×2, since there are two sensors. let’s set the diagonal
elements as 0.1 as well too:
R =
 σ2x σyσx
σxσy σ
2
y
 =
0.1 0
0 0.1

Initial Condition
For our problem we will set the initially predicted ratings for Admiral Semmes Hotel at
(4, 3) with biases of (0,0) assuming that first reviewers ratings for both products don’t
contain biases, so predicted ratings are equal to actual ratings. The same logic applies for
the rest of the hotels’ data, so we assume that for each hotel first reviews don’t contain
biases. We will initialize the covariance matrix P with diagonal elements equal to 1.
So initial conditions for Admiral Semmes Hotel as following:
x =

4
0
3
0
 , P =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

Chapter 4. Experimental Procedure 26
4.3 The Second-order Kalman filter
Until this point we have worked with the systems of first order, systems which have first
derivative only:
x =
x
x˙

Where:
- x is a rating,
- x is unbiased part of the rating,
- x˙ is biased part of the rating.
Originally, in the Newtonian equation x = vt + x0., velocity v is the first derivative of
the position:
v =
dx
dt
By applying the Kalman filter to our system, according to the Newtonian equation, a
position is denoted as a rating, and velocity as a biased part of the rating. In this system,
velocity is assumed to being constant. Therefore, in the linear Kalman filter biased parts
of the ratings for each hotel’s review remained approximately constant. Which seems
unlikely to be true. It’s logical to assume, that almost never all reviewers biased at the
same level while giving ratings to any products. By other words, biases of online reviews
for different hotels should differ from each other with each time step.
Although it is very difficult to estimate biases by exact point, we will try to get more
accurate results by using a second order system. As the name suggests, a second order
system is a system which has a second derivative:
x = x0 + v0t+
1
2
at2
Where the second derivative of the position gives an acceleration:
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a =
d2x
dt2
In this model, we have defined the first derivative (bias), which is far from being constant,
and the second derivative (bias’ acceleration), which is approximately constant. The
results, given by the second-order system (the second-order Kalman filter) expected to
be more accurate than in the first order-system (the non-linear Kalman filter). By
applying the second-order Kalman filter to our system, we will have the state variable
as:
x =

x
x˙
x¨

Where:
- x is a rating,
- x is unbiased part of the rating,
- x˙ is biased part of the rating,
- x¨ is an acceleration of the bias x˙.
The State Transition Function
Position, velocity and acceleration can be computed from the Newtonian equations:
xt = xt−1 + vt−1∆t+ 0.5at−1∆t2
vt = vt−1 + at−1∆t
at = at−1
To design the State Transition Function, let’s recall that the function projects the state
to the new state:

x
x˙
x¨
 = F

x
x˙
x¨

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From the equations above we can derive the state transition functions:
F =

1 ∆t .5∆t2
0 1 ∆t
0 0 1

Thus we can rewrite the equation for the state transition function as the following:

x
x˙
x¨
 =

1 ∆t .5∆t2
0 1 ∆t
0 0 1


x
x˙
x¨

The Measurement Function
Let’s recall that the measurement function H projects from the state space into the
measurement space:
z = Hx
From the state space, the sensor reads the rating, and its bias will be derived from the
first derivative and acceleration from the second derivative of the rating:
H =
[
1 0 0
]
Process Noise Covariance Matrix
As discussed earlier, in a first-order system computed biases are approximately constant.
These biases contain process noises. We used the Process noise covariance matrix to
represent these noises. In the second-order system, we assume that biases have acceler-
ation, which is in the first-order system were assumed as the process noise. That means
we came to the conclusion, that in the second-order Kalman filter, we might have the
process noise matrix with all elements equal to zero.
Chapter 5
Results
5.1 Dataset
The Data set used in this work contains 6459 online reviews for 100 hotels on such
products as "service", "condition" and "overall". In Appendix A shown the extract from
this data set.
For computation, the data set were sorted by "hotel names" and the "date". So the
ratings of each hotel were passed through the Kalman filters to get an estimation of
biases contained in online reviews of these hotels. Below the results of those estimations
for linear Kalman filter, non-linear Kalman filter, and second-order Kalman filter.
5.2 Estimation of Biases of Online Hotel Reviews by Kalman
Filter: Results
The extract from the results produced by the (linear) Kalman filter for estimation of
biases of online reviews is shown in Appendix B.
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5.3 Estimation of Biases of Online Hotel Reviews by Non-
linear Kalman Filter: Results
The extract from the results produced by the non-linear Kalman filter for estimation of
biases of online reviews is shown in Appendix C.
5.4 Estimation of Biases of Online Hotel Reviews by Second-
order Kalman Filter: Results
The extract from the results produced by the second-order Kalman filter of estimation
of biases of online reviews is shown in Appendix D.
Chapter 6
Discussion Of The Results
6.1 General Overview of the Results
In this chapter, we are going to discuss the results produced by the Kalman filter, the
non-linear Kalman filter, and the second-order Kalman filter. we compare the estimated
biases of the online reviews of the same hotels, but produced by different extensions of
the Kalman filter.
6.1.1 Estimation of Biases by Linear Kalman Filter
As it was explained in chapter 4, it’s very important to set parameters of the Covariance
matrices Q and R in a way that the filter will perform accurately. In the (linear) Kalman
filter the System noise covariance matrix Q and the Measurement noise covariance matrix
R are constant. We estimated unbiased x1 and biased parts x2 of the ratings for both
the products Service and Condition (Appendix B).
Let’s consider our example case, the Admiral Semmes Hotel. The first estimated rating is
taken equal to the actual (given by the reviewers) rating by assuming that the first review
doesn’t have any bias (Appendix B). The actual rating for "Service" is equal to 4 and for
"Condition" is equal to 3. Initially estimated ratings set equal to 4 and 3 accordingly.
For "Service" and "Condition" as explained earlier and biased parts for the first reviews
are equal to 0 consequently. The second reviewer gave the rating 5 for both "Service"
and "Condition". The Kalman filter estimated unbiased part of the rating approximately
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as 4.4 and biased part approximately as 0.5 for the "Service", which in sum gives 4.9.
This value produced by the Kalman filter is very close to the actual rating’s value 5. For
"Condition" the unbiased part of the rating estimated approximately as 3.9 and biased
part approximately 0.9, which in sum gives 4.8, while the actual rating is 5.
For the third reviews, the situation is different for "Condition" and estimation of unbiased
and biased parts far from being fair. The third reviewer’s rating for Condition is 3,
while Kalman filter estimated unbiased part approximately as 3.5 and unbiased part
approximately as 0.5, which in sum will give approximately 4. The same situation for
most of the rest ratings for "Service" and "Condition". It can be explained by the System
noise covariance matrix Q and the Measurement noise covariance matrix R, which are
constant. While in our dataset the actual sequential ratings may vary significantly, from
5 to 3 or from 2 to 4. The designed standard Kalman filter is linear and first-order filter,
which means that biases are not able to "speed up" according to the "quick" variations
in the ratings.
We will discuss the results produced by unscented and extended Kalman filters to esti-
mate biases in reviews. By designing more accurate parameters, such as System noise
covariance matrix and Measurement noise variance will allow evaluating biases more pre-
cisely. Designing the state transition function is important too. In this case, the state
transition function is implemented as an identity matrix A:
x¯ = Ax
Designing of the measurement function is important. The measurement function H
projects from the state variables into the measurements back:
z = Hx
Filtering with the non-linear Kalman filter and the second-order Kalman filter give more
precise estimations than the linear Kalman filter.
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6.1.2 Estimation of Biases by Non-linear Kalman Filter
As we can see from the first table in Appendix C the measurement noise R for both x
and y were modelled to have the same noise standard deviation:
R =
0.1 0
0 0.1

But If we model the noise for both x and y with different noise standard deviation, it
would be telling the Kalman filter that there is more noise in on of the coordinates than
in another one.
So by assuming that estimating of "Service" contains more noise rather than "Condition"
we can set
R =
0.1 0
0 0.01

which means that noise in "Service" (x) more than in "Condition" (y) (the second table
in Appendix C).
In the covariance matrix P, variance of a rating for "Service" x is in the position (0, 0),
variance for its bias x˙ is in the position (1, 1), variance of a rating of "Condition" y is
in (2, 2) and its bias y˙ is in (3, 3):
P =

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

x is correlated to x˙, and y is correlated to y˙. Upper left of the matrix are covariances of x
and x˙ and equal to 1, lower right of the matrix are covariances of y and y˙ and equal to 1.
Lower left and the upper right of the matrix are zeros because x and y˙ are independent.
"Service" is experience good, while "Condition" can be considered as search good. Ac-
cording to this assumption, "Service" ratings should contain more biases than "Condi-
tion" biases. "Condition" is search good, and estimation of this product by reviewers
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should be explained by review and reviewer characteristics, while the estimation of "Ser-
vice" as an experience product is explained by reviewer characteristics only. In the paper
[9], biases of experience and search goods were compared and attempted to prove that
online reviews of experience products have more biases than online reviews of search
products. In their work, they used the Linear Kalman filter, which can give accurate
estimation only for linear systems. On the other hand, obtained results depend greatly
on the data set which was passed to the Kalman filter. If all the subsequent ratings are
approximately constant over time, then the produced biases will be more accurate. In
contrast to their dataset, ratings from our data set are very diverse sequentially.
According to the first table, we can see that accuracy of estimation of biased and unbiased
parts for "Service" and "Condition" are approximately the same. But by setting
R =
0.1 0
0 0.01

the results for Condition are slightly improved.
Worth to mention that the results show that estimation of biases of the ratings of online
reviews for the Hotels is much more accurate by designing Kalman filter for nonlinear
systems rather than by estimation by linear Kalman filter.
6.1.3 Estimation of Biases by Second-order Kalman Filter
As it was discussed earlier, application the linear Kalman filter could give better results
on linear systems. But very rarely real-world systems can be linear. There is another
drawback in applying the linear Kalman filter, the covariance matrix P is stabilizing
quickly over time. These reasons give a poor performance of the linear Kalman filter in
the estimation of the biases of online reviews.
By applying second-order Kalman filter to our problem we produced a more precise
estimation of the biases as it is shown in the table of Appendix D. As we explained
earlier, more variations between subsequent ratings, more variations will be in the rating
biases. These variations can be explained by bias velocity and bias acceleration. In the
Second order Kalman filter, we estimated biases velocity and the biases acceleration.
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Acceleration of the biases we produced by the second derivative of the ratings. Adding
biases acceleration to an estimation of biases gives more accurate results. b
Chapter 7
Conclusion and Future Directions
7.1 Decision Making Based on Online Reviews
Online reviews play an important role in decision making in purchasing products and
services. The problem of existence of biases in online reviews can be solved in two steps.
The first step is modeling the initial uncertainty (biases), obtaining conclusions from the
evidence (f.e. measured ratings) and initial belief. In the second step, by having the
knowledge about the present events, and predicting information about future events to
make plans. And here arises the Exploration and Exploitation dilemma (learning and
planning).
7.1.1 Evaluating Filter Performance
Designing a Kalman filter requires very careful modeling the system. For example,
modeling the process noise covariance matrix Q is not so simple as in the case of simulated
noise. Very rarely for real-world sensors can be applied Gaussians. The modeling process
model is quite challenging.
Although the Kalman filter gives quite impressive results by extending it to some specific
situations and can give a big picture. The best results were achieved by the non-Linear
Kalman filter in comparison to the linear filter and the second-order Kalman filter.
Although the second-order Kalman Filter produces a more accurate estimation of the
biases in online reviews than the linear Kalman filter.
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7.2 Future Work
The use of reinforcement learning in modeling decision making to improve decision mak-
ing can be achieved by learning to act in an environment through interaction and rein-
forcement. Prior knowledge which obtained via interaction with the environment and by
exploring the environment, can be useful in decision making process in an environment
with biased online reviews.
Bayesian reinforcement learning expresses prior in a probabilistic distribution, and the
information is incorporated into the learning process by using standard rules of Bayesian
inference. It is possible by defining uncertainty and preferences via probabilities and
utilities, which will allow making decisions under uncertainty. Furthermore adjusting
subjective beliefs in the case of new evidence allows finding optimal decision when the
decisions can affect the obtained evidence.
Appendix A
Dataset
Extract from Dataset is in the following table.
N HotelName Date TripType OvRt Serv Cond Comf Clean
0 Admiral Semmes Hotel 2010.08.10 All Others 4 4 3 4 4
1 Admiral Semmes Hotel 2010.11.19 All Others 5 5 5 5 5
2 Admiral Semmes Hotel 2010.12.28 All Others 3 4 3 3 3
3 Admiral Semmes Hotel 2011.01.11 All Others 4 4 5 4 5
4 Admiral Semmes Hotel 2011.01.24 Business 5 4 5 5 5
5 Admiral Semmes Hotel 2011.01.25 Family 3 3 3 3 3
6 Admiral Semmes Hotel 2011.02.24 Business 2 2 1 1 1
7 Admiral Semmes Hotel 2011.03.12 All Others 5 5 5 5 5
8 Admiral Semmes Hotel 2011.03.13 Business 1 1 1 1 1
9 Admiral Semmes Hotel 2011.05.03 Romance 5 4 4 5 4
10 Admiral Semmes Hotel 2011.05.10 Romance 3 3 3 2 2
11 Admiral Semmes Hotel 2011.05.15 Family 2 2 1 2 2
12 Admiral Semmes Hotel 2011.05.17 All Others 4 4 4 4 4
13 Aloft Richmond West 2009.10.10 All Others 5 5 5 5 5
14 Aloft Richmond West 2009.10.26 Business 5 5 5 5 5
15 Aloft Richmond West 2009.11.03 All Others 5 5 5 5 5
16 Aloft Richmond West 2010.04.21 All Others 5 5 5 5 5
17 Aloft Richmond West 2010.05.16 Business 5 4 5 5 5
18 Aloft Richmond West 2010.05.17 Romance 4 3 5 5 5
19 Aloft Richmond West 2010.05.17 Business 5 5 5 5 5
20 Aloft Richmond West 2010.05.26 All Others 5 5 5 5 5
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Appendix B
Estimation of Biases of Online Hotel
Reviews by Kalman Filter: Results
The results are in the following table.
N HotelName Date TripType OvRt Serv Cond LKFOverall LKFService LKFCondition
unbias:
x1
bias:
x2
unbias:
x1
bias:
x2
unbias:
x1
bias:
x2
0 Admiral Semmes Hotel 2010.08.10 All Others 4 4 3 4 0 4 0 3 0
1 Admiral Semmes Hotel 2010.11.19 All Others 5 5 5 4.443 0.446 4.443 0.446 3.887 0.891
2 Admiral Semmes Hotel 2010.12.28 All Others 3 4 3 4.005 -0.015 4.237 0.229 3.474 0.458
3 Admiral Semmes Hotel 2011.01.11 All Others 4 4 5 4.006 -0.013 4.165 0.147 3.640 0.646
4 Admiral Semmes Hotel 2011.01.24 Business 5 4 5 4.122 0.133 4.129 0.101 3.722 0.750
5 Admiral Semmes Hotel 2011.01.25 Family 3 3 3 4.009 -0.029 4.018 -0.057 3.590 0.560
6 Admiral Semmes Hotel 2011.02.24 Business 2 2 1 3.866 -0.267 3.876 -0.293 3.362 0.181
7 Admiral Semmes Hotel 2011.03.12 All Others 5 5 5 3.950 -0.105 3.961 -0.129 3.449 0.349
8 Admiral Semmes Hotel 2011.03.13 Business 1 1 1 3.808 -0.428 3.820 -0.451 3.309 0.032
9 Admiral Semmes Hotel 2011.05.03 Romance 5 4 4 3.876 -0.245 3.846 -0.380 3.337 0.106
10 Admiral Semmes Hotel 2011.05.10 Romance 3 3 3 3.853 -0.317 3.830 -0.433 3.321 0.056
11 Admiral Semmes Hotel 2011.05.15 Family 2 2 1 3.806 -0.491 3.787 -0.592 3.248 -0.214
12 Admiral Semmes Hotel 2011.05.17 All Others 4 4 4 3.824 -0.413 3.808 -0.499 3.273 -0.103
13 Aloft Richmond West 2009.10.10 All Others 5 5 5 5.000 0.000 5.000 0.000 5.000 0.000
14 Aloft Richmond West 2009.10.26 Business 5 5 5 5.000 0.000 5.000 0.000 5.000 0.000
15 Aloft Richmond West 2009.11.03 All Others 5 5 5 5.000 0.000 5.000 0.000 5.000 0.000
16 Aloft Richmond West 2010.04.21 All Others 5 5 5 5.000 0.000 5.000 0.000 5.000 0.000
17 Aloft Richmond West 2010.05.16 Business 5 4 5 5.000 0.000 4.885 -0.145 5.000 0.000
18 Aloft Richmond West 2010.05.17 Romance 4 3 5 4.910 -0.129 4.729 -0.370 5.000 0.000
19 Aloft Richmond West 2010.05.17 Business 5 5 5 4.926 -0.103 4.775 -0.293 5.000 0.000
20 Aloft Richmond West 2010.05.26 All Others 5 5 5 4.937 -0.082 4.806 -0.233 5.000 0.000
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Appendix C
Estimation of Biases Of Online
Hotel Reviews by Non-linear
Kalman Filter: Results
The results are in the following tables.
NKF: R1 = 0.1 and R2 = 0.1
N HotelName Service x2 Condition x2 Service x1 Condition x1 Service z1 Condition z1
0 Admiral Semmes Hotel 0.000 0.000 4.000 3.000 4.000 3.000
1 Admiral Semmes Hotel 0.702 1.404 4.877 4.754 5.000 5.000
2 Admiral Semmes Hotel 0.026 0.051 4.350 3.700 4.000 3.000
3 Admiral Semmes Hotel -0.077 0.393 4.124 4.589 4.000 5.000
4 Admiral Semmes Hotel -0.086 0.396 4.019 4.993 4.000 5.000
5 Admiral Semmes Hotel -0.214 0.069 3.455 4.165 3.000 3.000
6 Admiral Semmes Hotel -0.344 -0.269 2.674 2.756 2.000 1.000
7 Admiral Semmes Hotel -0.123 -0.061 3.432 3.524 5.000 5.000
8 Admiral Semmes Hotel -0.279 -0.227 2.440 2.536 1.000 1.000
9 Admiral Semmes Hotel -0.174 -0.131 2.799 2.895 4.000 4.000
10 Admiral Semmes Hotel -0.156 -0.120 2.745 2.840 3.000 3.000
11 Admiral Semmes Hotel -0.181 -0.194 2.411 2.200 2.000 1.000
12 Admiral Semmes Hotel -0.113 -0.117 2.735 2.575 4.000 4.000
13 Aloft Richmond West 0.000 0.000 5.000 5.000 5.000 5.000
14 Aloft Richmond West 0.000 0.000 5.000 5.000 5.000 5.000
15 Aloft Richmond West 0.000 0.000 5.000 5.000 5.000 5.000
16 Aloft Richmond West 0.000 0.000 5.000 5.000 5.000 5.000
17 Aloft Richmond West -0.188 0.000 4.418 5.000 4.000 5.000
18 Aloft Richmond West -0.357 0.000 3.599 5.000 3.000 5.000
19 Aloft Richmond West -0.173 0.000 4.046 5.000 5.000 5.000
20 Aloft Richmond West -0.080 0.000 4.338 5.000 5.000 5.000
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N NKF: R1 = 0.1 and R2 = 0.01
HotelName Service x2 Condition x2 Service x1 Condition x1 Service z1 Condition z1
0 Admiral Semmes Hotel 0.000 0.000 4.000 3.000 4.000 3.000
1 Admiral Semmes Hotel 0.702 1.906 4.877 4.962 5.000 5.000
2 Admiral Semmes Hotel 0.026 0.003 4.350 3.670 4.000 3.000
3 Admiral Semmes Hotel -0.077 0.401 4.124 4.599 4.000 5.000
4 Admiral Semmes Hotel -0.086 0.401 4.019 5.000 4.000 5.000
5 Admiral Semmes Hotel -0.214 0.037 3.455 4.130 3.000 3.000
6 Admiral Semmes Hotel -0.344 -0.345 2.674 2.659 2.000 1.000
7 Admiral Semmes Hotel -0.123 -0.070 3.432 3.488 5.000 5.000
8 Admiral Semmes Hotel -0.279 -0.292 2.440 2.429 1.000 1.000
9 Admiral Semmes Hotel -0.174 -0.132 2.799 2.863 4.000 4.000
10 Admiral Semmes Hotel -0.156 -0.110 2.745 2.832 3.000 3.000
11 Admiral Semmes Hotel -0.181 -0.249 2.411 2.087 2.000 1.000
12 Admiral Semmes Hotel -0.113 -0.076 2.735 2.625 4.000 4.000
13 Aloft Richmond West 0.000 0.000 5.000 5.000 5.000 5.000
14 Aloft Richmond West 0.000 0.000 5.000 5.000 5.000 5.000
15 Aloft Richmond West 0.000 0.000 5.000 5.000 5.000 5.000
16 Aloft Richmond West 0.000 0.000 5.000 5.000 5.000 5.000
17 Aloft Richmond West -0.188 0.000 4.418 5.000 4.000 5.000
18 Aloft Richmond West -0.357 0.000 3.599 5.000 3.000 5.000
19 Aloft Richmond West -0.173 0.000 4.046 5.000 5.000 5.000
20 Aloft Richmond West -0.080 0.000 4.338 5.000 5.000 5.000
Appendix D
Estimation Of Biases of Online
Hotel Reviews by second-order
Kalman Filter: Results
The results are in the following tables.
N HotelName Date OvRt Serv Cond SOKF Overall
unbiased: x1 bias vel: x2 bias accel: x3
0 Admiral Semmes Hotel 2010.08.10 4 4 3 4.000 0.000 0.000
1 Admiral Semmes Hotel 2010.11.19 5 5 5 4.751 0.180 0.138
2 Admiral Semmes Hotel 2010.12.28 3 4 3 2.838 0.413 -0.475
3 Admiral Semmes Hotel 2011.01.11 4 4 5 4.979 -1.508 0.238
4 Admiral Semmes Hotel 2011.01.24 5 4 5 6.634 -2.177 0.581
5 Admiral Semmes Hotel 2011.01.25 3 3 3 3.724 -0.130 -0.019
6 Admiral Semmes Hotel 2011.02.24 2 2 1 2.163 0.243 -0.216
7 Admiral Semmes Hotel 2011.03.12 5 5 5 4.477 -0.560 0.184
8 Admiral Semmes Hotel 2011.03.13 1 1 1 2.264 -0.126 -0.092
9 Admiral Semmes Hotel 2011.05.03 5 4 4 3.975 -0.287 0.115
10 Admiral Semmes Hotel 2011.05.10 3 3 3 3.599 -0.184 0.065
11 Admiral Semmes Hotel 2011.05.15 2 2 1 2.864 -0.167 0.008
12 Admiral Semmes Hotel 2011.05.17 4 4 4 3.433 -0.104 0.046
13 Aloft Richmond West 2009.10.10 5 5 5 5.000 0.000 0.000
14 Aloft Richmond West 2009.10.26 5 5 5 5.000 0.000 0.000
15 Aloft Richmond West 2009.11.03 5 5 5 5.000 0.000 0.000
16 Aloft Richmond West 2010.04.21 5 5 5 5.000 0.000 0.000
17 Aloft Richmond West 2010.05.16 5 4 5 5.000 0.000 0.000
18 Aloft Richmond West 2010.05.17 4 3 5 3.810 0.479 -0.196
19 Aloft Richmond West 2010.05.17 5 5 5 4.811 -0.159 0.025
20 Aloft Richmond West 2010.05.26 5 5 5 5.066 -0.188 0.062
42
Appendix D. Estimation of Biases by Second-Order Kalman Filter 43
N HotelName Date OvRt Serv Cond SOKF Service
unbiased: x1 bias vel: x2 bias accel: x3
0 Admiral Semmes Hotel 2010.08.10 4 4 3 3.000 0.000 0.000
1 Admiral Semmes Hotel 2010.11.19 5 5 5 4.502 0.360 0.275
2 Admiral Semmes Hotel 2010.12.28 3 4 3 2.526 0.762 -0.542
3 Admiral Semmes Hotel 2011.01.11 4 4 5 5.939 -1.669 0.389
4 Admiral Semmes Hotel 2011.01.24 5 4 5 6.044 -1.202 0.359
5 Admiral Semmes Hotel 2011.01.25 3 3 3 3.098 0.583 -0.225
6 Admiral Semmes Hotel 2011.02.24 2 2 1 0.760 0.887 -0.490
7 Admiral Semmes Hotel 2011.03.12 5 5 5 3.939 -0.487 0.112
8 Admiral Semmes Hotel 2011.03.13 1 1 1 2.061 -0.185 -0.098
9 Admiral Semmes Hotel 2011.05.03 5 4 4 3.274 -0.339 0.073
10 Admiral Semmes Hotel 2011.05.10 3 3 3 3.259 -0.267 0.070
11 Admiral Semmes Hotel 2011.05.15 2 2 1 2.186 -0.260 -0.005
12 Admiral Semmes Hotel 2011.05.17 4 4 4 3.064 -0.173 0.059
13 Aloft Richmond West 2009.10.10 5 5 5 5.000 0.000 0.000
14 Aloft Richmond West 2009.10.26 5 5 5 5.000 0.000 0.000
15 Aloft Richmond West 2009.11.03 5 5 5 5.000 0.000 0.000
16 Aloft Richmond West 2010.04.21 5 5 5 5.000 0.000 0.000
17 Aloft Richmond West 2010.05.16 5 4 5 5.000 0.000 0.000
18 Aloft Richmond West 2010.05.17 4 3 5 5.000 0.000 0.000
19 Aloft Richmond West 2010.05.17 5 5 5 5.000 0.000 0.000
20 Aloft Richmond West 2010.05.26 5 5 5 5.000 0.000 0.000
N HotelName Date OvRt Serv Cond SOKF Condition
unbiased: x1 bias vel: x2 bias accel: x3
0 Admiral Semmes Hotel 2010.08.10 4 4 3 3.000 0.000 0.000
1 Admiral Semmes Hotel 2010.11.19 5 5 5 4.502 0.360 0.275
2 Admiral Semmes Hotel 2010.12.28 3 4 3 2.526 0.762 -0.542
3 Admiral Semmes Hotel 2011.01.11 4 4 5 5.939 -1.669 0.389
4 Admiral Semmes Hotel 2011.01.24 5 4 5 6.044 -1.202 0.359
5 Admiral Semmes Hotel 2011.01.25 3 3 3 3.098 0.583 -0.225
6 Admiral Semmes Hotel 2011.02.24 2 2 1 0.760 0.887 -0.490
7 Admiral Semmes Hotel 2011.03.12 5 5 5 3.939 -0.487 0.112
8 Admiral Semmes Hotel 2011.03.13 1 1 1 2.061 -0.185 -0.098
9 Admiral Semmes Hotel 2011.05.03 5 4 4 3.274 -0.339 0.073
10 Admiral Semmes Hotel 2011.05.10 3 3 3 3.259 -0.267 0.070
11 Admiral Semmes Hotel 2011.05.15 2 2 1 2.186 -0.260 -0.005
12 Admiral Semmes Hotel 2011.05.17 4 4 4 3.064 -0.173 0.059
13 Aloft Richmond West 2009.10.10 5 5 5 5.000 0.000 0.000
14 Aloft Richmond West 2009.10.26 5 5 5 5.000 0.000 0.000
15 Aloft Richmond West 2009.11.03 5 5 5 5.000 0.000 0.000
16 Aloft Richmond West 2010.04.21 5 5 5 5.000 0.000 0.000
17 Aloft Richmond West 2010.05.16 5 4 5 5.000 0.000 0.000
18 Aloft Richmond West 2010.05.17 4 3 5 5.000 0.000 0.000
19 Aloft Richmond West 2010.05.17 5 5 5 5.000 0.000 0.000
20 Aloft Richmond West 2010.05.26 5 5 5 5.000 0.000 0.000
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