A common approach to structured light-illumination measurement is to encode a surface topology successively with binary light-stripe patterns of variable spatial frequency. Each surface location is thereby encoded with a binary sequence associated with its height. By analyzing the lateral displacements of the reflected encoded pattern, one can reconstruct the surface topology without ambiguity. We present a model for multistripe analysis in terms of an information channel for which the maximum spatial stripe frequency is related to channel capacity and maximized accordingly by use of Shannon's theorems. The objective is to improve lateral resolution through optimized spatial frequency while maintaining a fixed range resolution. Given an optimized spatial frequency, a technique is presented to enhance lateral resolution further by multiplexing the light structure. Theoretical and numerical results are compared with experimental data.
Introduction
One technique for determining surface height variations or surface topology is by triangulation 1 and tracking of a scene reflection from a predetermined optical source and measurement of the corresponding lateral offset. Through foreknowledge of the system geometry, the lateral offsets can be related to surface height. Over the years, numerous techniques have evolved to infer surface topology or surface contour by means of structuring a light system and measuring the corresponding distortion in the light structure. [2] [3] [4] Light structures have been based on numerous mechanisms such as a spot, light stripe, 5 multistripes, grid projection, 6 -9 gray-scale encoding, 10 color encoding, 11 time-modulated spatial light structures, 12 time of flight, and interferometry.
Optical, noncontact measurement techniques, such as structured light, that permit data acquisition in a three-dimensional ͑3-D͒ format are becoming increasingly prevalent in industry. Such measurement techniques are capable of modeling or measuring an object in a 3-D format and have numerous uses in engineering and industrial applications. For example, automated quality control to maintain a control measure for production analysis is required by various manufacturing processes. Accurate inspection of the surface form, or topography, of an article of manufacture is a critical aspect of quality control. Computer-aided design and computer-aided manufacturing ͑CAD͞CAM͒ systems require rendering objects in 3-D format as a crucial part of product development. Systems capable of 3-D digitization can result in considerable time savings in the reconstruction of intricate objects that may be prohibitively time consuming to reconstruct by manual CAD͞CAM systems. Another driving force for structured light-system development is the cost-effective nature that is due to the relatively simple implementations available as well as to the low power requirements that allow for systems that are inexpensive to construct and operate.
Classic 3-D data acquisition by use of a single light stripe 1 has the advantage of encoding a surface without ambiguity and the potential for yielding the maximum surface height and lateral resolution. However, a single stripe must be scanned over an entire surface and processed at each location of the scan. This scanning process entails a burden on technology to implement the scan as well as requiring a two-dimensional ͑2-D͒ sensor array for receiving the reflected light. The 2-D receiver sensors have one dimension to establish lateral resolution and an-other dimension that effectively limits the dynamic range of the height measurement ͑i.e., lateral displacement owing to height͒. All the pixels must be interrogated in the 2-D array for each position of the single-stripe scan. Thus, whereas it is desirable to have a large receiver array, the numerical computation for each light-stripe projection is of the order of the squared length of the light stripe. For reducing the technological and computational burden of scanning and processing each scan, many methods 13 have been devised to project and process structured light illumination. Multiple light stripes reduce or eliminate the need for scanning the projection across the surface and make more efficient use of the 2-D sensor by permitting the processing of the entire area with a single image. However, light striping has the limitations of ambiguities caused by surface steps and discontinuities as well as a lower lateral resolution caused by the required spacing between stripes. The solution of the problem of ambiguity is to encode the surface successively with light-stripe patterns 14 with variable spatial frequency. In this way, each pixel location of the entire surface is encoded as a binary sequence. The resulting sequence can be decoded without ambiguity for a finite number of range values. Although the ambiguity issue is solved, the maximum lateral resolution is still limited by the light-stripe pattern that has the maximum spatial frequency.
Two techniques to improve lateral resolution of multistripe light-sectioning systems are presented. The mechanism used are based on optimizing the encoded spatial frequency by analysis of the reflected image as an array of pixels, where each pixel represents a binary channel. The performance of each binary channel, representing an information channel, can be optimized in terms of channel capacity through use of Shannon's theorems. 15 After the channel capacity has been optimized, either of two techniques can determine the corresponding increase in spatial frequency relating to an increase in resolution. The first technique is based on reducing the spatial period by minimization of the width of the valid sampling region within each light stripe. A region is considered valid if it contains zero entropy. The second technique, an extension of the first, allows for further increase in lateral resolution by shifting of the light structure and overlapping of the partially valid regions with the partially corrupted regions of the previous light structure. This procedure has the disadvantage of increasing receiver bandwidth and processing overhead but allows for significantly higher lateral resolution.
The analysis begins with an ideal model of a flat surface spatially encoded with multiple stripes at a single spatial frequency. This model is based on only two of the more predominant sources of error, intersymbol interference ͑ISI͒ and noise. This simple model is not intended to depict accurately all the variables associated with light-stripe projection but rather provides a basic model to demonstrate the optimization techniques. After the theory has been presented and shown to be applicable to the ideal model, a more rigorous test that uses experimental light-stripe data is presented.
Light-Stripe Analysis
For simplicity of discussion, the mathematical analysis is presented with respect to a flat surface and is limited to a one-dimensional continuous space model along the x dimension. Because the stripes are constant along the y dimension and the noise is assumed stationary along the y dimension, a onedimensional representation is adequate for development of the high-resolution encoding techniques. The theory can readily be applied to 3-D surface manifolds by use of conventional sampling theory concepts. The linear channel model is given by
where q͑x͒ is a Ronchi ruling pattern of constant transmittance along the y dimension and a squarewave transmittance of a 1 or a 0 along the x dimension. The blurring effects of the optical system are included in the ISI filter as
where the blurring is modeled as a Gaussian function. 16 Sections of light stripes with varying spatial frequencies but constant ISI filter parameters are shown in Fig. 1 . As the spatial frequency is increased, it can be seen from Fig. 1 that the difference between the high and the low components of the stripes is decreased, which makes discrimination more difficult. The images are corrupted by noise in addition to ISI. An additive white Gaussian noise model is used such that
where w ͑ x͒ is a zero-mean white Gaussian random process with power spectral density w 2 . The sample values of w ͑x͒ are independent for all x and have variance w 2 . In Fig. 2 , four light-stripe patterns are shown. From top to bottom they are the lowfrequency ͑ f low ϭ 1 cycle͞25 pixels ϭ 1 cycle͞57.5 m͒ experimental data, a numerical model of lowfrequency data, high-frequency ͑ f high ϭ 1 cycle͞12.5 pixels ϭ 1 cycle͞28.75 m͒ experimental data, and a high-frequency numerical model. The experimental and synthesized light stripes in Fig. 2 are used to demonstrate the optimized sampling techniques presented in Section 3 below.
The statistics of the light stripes are reduced to 2-D probability-density functions ͑2-D PDF's͒. The 2-D PDF's of the images in Fig. 2 are shown in Fig. 3 . The horizontal axes in Fig. 3 represent one period of the spatial images along horizontal axes in Fig. 2 . The vertical dimensions in Fig. 3 correspond to intensity. The white values of Fig. 3 correspond to high probabilities, and the black areas correspond to low probabilities. The statistics along the vertical y dimensions in Fig. 2 are assumed stationary and therefore can be used to estimate the ensemble statistics. The 2-D PDF's in Fig. 3 are estimated with these ensemble data. The ideal 2-D PDF is given by
where the random values g and x are intensity and spatial location, respectively. The value of x is assumed to be a random value uniformly distributed within one spatial period T x . The random process g ͑x͒ is Gaussian with a mean value of s͑ x͒ ϭ E͓ g ͑x͔͒ and a variance of w 2 ϭ Var͓ g ͑ x͔͒ such that the 2-D PDF is
The numerical model parameters are calibrated such that the numerical and the experimental 2-D PDF's are similar. In calibration, the stripe duty cycles are obtained from the physical Ronchi ruling; the spatial frequencies are obtained by measurement across several cycles. One estimates the ISI by searching for the value of x 2 that yields the minimum mean-squared error ͑MSE͒ between the experimental and numerical models such that
where g j ͑i͒ is the jth sequence and the ith sample of the experimental data and s͑x i ͒ is the numerical mean value at the ith x location. The numerical data are scaled and offset such that the maximum and the minimum values of s͑x͒ match the experimental data maximum and minimum, respectively. Given that the numerical model is scaled for the minimum MSE, the numerical noise variance is estimated from the experimental data. After the numerical 2-D PDF's are calibrated with the experimental data, the gray-level images are converted into binary channels by means of thresholding. The optimum threshold is chosen to minimize the probability of error where the true values are the original Ronchi ruling, q͑x͒, and the probability of error is the integration of the 2-D PDF regions that represent incorrect decisions. A range of thresholds are applied to the 2-D PDF's to yield a probability of error given by
where q͑ x͒ ϭ 0 for x ʦ ᑬ 0 and q͑x͒ ϭ 1 for x ʦ ᑬ 1 .
The resulting probability of error is shown in the curves of Fig. 4 , which correspond to the 2-D PDF's shown in Fig. 3 . The vertical axes in Fig. 4 represent probability of error. The horizontal axes represent normalized threshold ͑0 to 1͒ values from minimum to maximum intensity values. The optimum thresholds used are determined by the location of the minimum P e shown in Fig. 4 . The images in Fig. 2 . Light-stripe patterns: ͑a͒ experimental low frequency, ͑b͒ numerical model, ͑c͒ experimental high frequency, ͑d͒ numerical model. Fig. 3 . Two-dimensional PDF's for the images in Fig. 2 . Fig. 2 are optimally thresholded and shown in Fig. 5 , such that the analogous one-dimensional model yields
which is the binary value for a given pixel location. The binary images shown in Fig. 5 are modeled as arrays of binary symmetric channels 15 in which each pixel location represents an independent channel. The source probabilities are determined by the relative importance of a 1 versus a 0 input. We assume that both source values are equally important so the probability p 1 of a 1 is equal to the probability p 0 of a 0 input such that p 1 ϭ p 0 ϭ 0.5. For a binary symmetric channel the channel capacity is equal to the mutual information such that
The mutual information is given by
where the total probability is
The symmetric conditional probabilities are p c ͑x͒ ϭ P͓r͑x͒ ϭ 0͉q͑x͒ ϭ 1͔ ϭ P͓r͑x͒ ϭ 1͉q͑x͒ ϭ 0͔, (12)
The conditional probabilities are obtained from the 2-D PDF's as
By combining Eqs. ͑9͒-͑14͒ we can express the channel capacity in terms of an entropy function such that
where the entropy function is H͑p͒ ϭ Ϫp c ͑x͒log 2 ͓p c ͑x͔͒ Ϫ q c ͑x͒log 2 ͓q c ͑x͔͒.
Given the binarized data in Fig. 5 and the 2-D PDF's in Fig. 3 , the entropy given by Eq. ͑16͒ is used to produce the results shown in Fig. 6 . From Eq. ͑15͒ we see that the channel capacity is unity when H͑ p͒ is zero, which permits zero probability of error for a single sample from one image frame to the next.
Approximately half of the samples in Figs. 6͑a͒ and 6͑b͒ have low entropy, whereas only a few samples have low entropy in Figs. 6͑c͒ and 6͑d͒. To make use of these low-entropy samples we must determine their locations accurately. The high-entropy regions correspond to bit boundaries, as shown in Fig. 6͑e͒ . Thus we can use a method for detecting the centers of the high bit regions to register the center locations.
There are a variety of methods 17 to detect the center locations. In our research, a numerically efficient binary window is convolved with the input data to suppress noise. The peak locations from the convolution with the binary window are shown as the white locations in Fig. 5 . The standard deviations for the peak location of the experimental high-and lowfrequency stripes are 8.3 m ϭ 3.6 pixels and 2.76 m ϭ 1.2 pixels, respectively. The corresponding numerical model deviations are 1.8 and 1.6 mm, respectively. The difference between the numerical and the experimental standard deviations demonstrate noise sources that are not accounted for in the numerical model, especially in the high-frequency data.
Method for Obtaining the Maximum Sampling Frequency
The analysis of light stripes as binary channels allows for two distinct methods of sampling the data as well as predicting the maximum spatial frequency that produces the minimum probability of error. Each method represents trade-offs among lateral sampling density, number of successive light-stripe patterns, and algorithm simplicity. A peak-detection method would simply find the maximum and minimum locations of each stripe. The maximum sampling rate of this technique would be limited such that at least one pixel per maximum and minimum would have low entropy. Such an optimum frequency is the high frequency described in this research, and its entropy pattern is shown in Figs. 6͑c͒ and 6͑d͒. Many structured light algorithms use this methodology, although the choice of maximum frequency is based more on trial and error than on theoretical grounds. In our experiments, the maximum and the minimum occur every 6.25 pixels, which corresponds to 14.38 m per lateral sample.
A second and much more sophisticated method of sampling would be to use the low spatial frequency. The technique would require two images of the surface pattern; the second image would be spatially offset by one quarter of a spatial period. In this way, high-entropy regions in the first scan would line up with the low-entropy regions in the second scan. Given that the low-entropy regions in both scans are accurately located, the low-entropy regions can be interlaced and reconstructed while the high-entropy regions are discarded. For example, the low frequency shown in Figs. 6͑a͒ and 6͑b͒ has approximately equal regions of high and low entropy. Thus a shifted scan could be interlaced. The lateral resolution in this case would be one pixel, or 2.3 m per sample. This sampling resolution is 6.25 times denser than the high-frequency sampling spacing.
The trade-off for higher lateral resolutions is the increased processing time that is due to scanning twice. However, even at half of the encoding rate, the sample rate is still increased by a factor of 3. For our example, if the high frequency represented the 8th bit in successive stripes, then the low frequency would represent the 7th bit. The peak detection of the first ͑no offset͒ and the second ͑quarter-period offset͒ scans would permit an equivalent range resolution to the 8-bit striping, whereas the lateral resolution would increase sixfold. The total frames would be 14, fewer than twice those of the peakdetection method. The sample encoding rate would be 3.57 ϭ 6.25 ϫ 8 Ϭ 14 times more than in the peak-detection method. We can attain an additional reduction in the number of encoding frames for surfaces with small local variations by interpolating loworder bits and interlacing only the higher-order bit values.
Striping Implementation with a Spatial Light Modulator
The interlaced stripe-encoding method is well suited for implementation with spatial light modulation technology. To demonstrate this method we project stripe patterns with a Sharpe liquid-crystal projector with a 480 ϫ 640 pixel array. The reflected image is received by a CCD video camera and digitized to 480 ϫ 640 images. The received resolution is 1.2 mm͞pixel. The projector is perpendicular to the background plane and the camera is 18°incident to the normal direction of the background plane. The target object, shown in Fig. 7 , is a polyhedron ͑i.e., half of a cuboctahedron͒ constructed from three square and four equilateral triangle faces, all of whose edges are 203 mm. This shape is used to Fig. 7 . Polyhedron object.
demonstrate the advantages as well as the limitations of the interlace-encoding technique.
Two sets of striping are performed in which each set contains eight different stripe patterns. The first set, shown in Fig. 8 , is used to encode the object. The stripe pattern with the highest spatial frequency, shown at the upper left in Fig. 8 , has a spatial period of 8 pixels͞cycle ϭ 9.6 mm͞cycle. A second set of stripe-encoded images is captured that is identical to the first set except that all the stripe patterns are offset one quarter of a wavelength of the highest stripe frequency ͑i.e., 2 pixels͒. These two sets of images are binarized as described in Section 2. However, in the binarization process we reduce variations in the albedo by adjusting the threshold as a fixed fraction of the peak pixel values. The peak pixel values are obtained from Fig. 7 . An encoded image, one for each set, is generated as a weighted sum of the eight binary images. The weights are powers of 2 such that the highest-spatial-frequency stripes represent the low bit values and the lowest stripes represent the high bit values.
To interlace the two encoded images we must determine the stripe edge locations. By combining the low bit images from both sets we obtain a four-level encoded image, as shown in Fig. 9 . The four gray levels in Fig. 9 correspond to the four possible 2-bit combinations. Each cycle has four gray levels in a Fig. 9 . During the compression process the stripe center location, stripe boundaries, stripe sequence order, and cycle length can readily be obtained to establish the validity of the encoding. For example, shadows, discontinuities, and spatial frequencies too high to encode can be located on line. Whereas the run-length compression provides an efficient process for determining the stripe parameters, the compressed data are discarded.
We decode the interlaced encoded image to a range image by subtracting a background-encoded image from it. The background-encoded image is generated by the interlace-encoding technique applied to the background plane. The resulting background encoding is a linear ramp. We could synthesize the background plane by knowing the system geometry, but an additional advantage of using a true background target for calibration is that the result is insensitive to slight misalignments in the imaging geometry.
The noninterlaced and the interlaced range images are shown in Fig. 10 . Darker levels correspond to the background range, and lighter levels are linearly closer to the camera. The streaks in the top image represent encoding errors. Four of the six faces in the bottom image have reduced encoding error.
The encoding error in the other two faces is due to the gradient-induced high spatial frequencies indicated in Fig. 9 . These high spatial frequencies caused the low-entropy regions to be smaller than the high-entropy regions; thus there were still encoding errors even after interlacing. This high-frequencyinduced error is readily detected during the runlength compression process. Therefore additional processing, which may include filtering or combinations of multiple scans from different incident angles, can be applied to these areas.
The encoding error along the outer edges of the object is due to shadowing, discontinuities, and the tight tolerances ͑i.e., 2 pixel widths͒ imposed on the low-and high-entropy region widths. For the regions that do satisfy the frequency limitations, the interlacing virtually eliminates the encoding error and for this example doubles the lateral resolution.
Conclusions
In this paper we have presented a theoretical basis for modeling and optimizing light-stripe techniques. This optimization was demonstrated through analysis of the entropy regions in stripe boundaries. Through minimization of the sampling period between high-entropy regions it is possible to attain an optimal spatial frequency while minimizing sampling error. This theory was demonstrated with a numerical light-stripe model. For validating theoretical results, experimental data were presented to demonstrate maximum frequencies and maximum lateral resolutions for our example. One can obtain further enhancements to the lateral resolution by interlacing valid regions in light structures through multiplexing. Inasmuch as the deviation of the stripe center location is typically less than the lateral spacing, interlacing achieves equivalent range resolution yet surpasses lateral sampling resolution. Therefore interlacing should permit much higher lateral resolution in most applications. Although interlacing increases the number of frames required for encoding, our research demonstrates that the system encoding rate is still significantly increased. This result has a profound effect on light-stripe methodologies, especially successive striping techniques, by permitting optimization of lateral and range measurements.
