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Kurzfassung
Verschra¨nkungsstrukturen in
multidimensionalen diskreten Quantum Walk Modellen
In der vorliegenden Arbeit wird der Einfluß verschra¨nkter Coin Startzusta¨nde auf multidi-
mensionale diskrete Quantum Walk Modelle untersucht. Durch die sich ergebenden Orts-
korrelationen, ist es mo¨glich die Struktur der Verschra¨nkung zu analysieren und die Ver-
schra¨nkung selbst zu messen. Dazu werden fu¨r eindimensionale Multicoin Modelle und fu¨r
multidimensionale Modelle die Ortskorrelationen als Funktion allgemeiner Coinzusta¨nde
exakt abgeleitet und mit der Verschra¨nkung von Zusta¨nden aus unterschiedlichen Ver-
schra¨nkungsklassen verglichen. Fu¨r die eindimensionalen Mittelwerte wird ein direkter
Zusammenhang mit einem Verschra¨nkungsmaß abgeleitet. Die Struktur der berechneten
Mittelwerte kann direkt mit den Elementen der Dichtematrix bzw. der reduzierten Dichte-
matrix in Zusammenhang gebracht werden. Durch kombinierte Betrachtung unterschiedli-
cher Erwartungswerte lassen sich auch komplizierte Verschra¨nkungsstrukturen verstehen.
Abstract
Entanglement structures in
multidimensional discrete Quantum Walk models
In this thesis, the influence of entangled coin states on multidimensional discrete Quantum
Walk models is investigated. With the space correlation functions it is possible not only to
analyze the structure of the entanglement, but also to measure the resulting entanglement.
Two different type of models are analyzed, one-dimensional models with multiple coins
and multidimensional models. The space correlation functions are calculated exactly as
functions of general coin states and are compared with the entanglement of states from
different entanglement classes. For the one-dimensional mean values, a direct connection
to an entanglement measure has been found. The structure of the calculated mean values
can be directly connected to the elements of the density matrices resp. the reduced density
matrices. With the combination of different mean values it is possible to understand also
complex entanglement structures.
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Kapitel 1
Einfu¨hrung & Motivation
Quantum Mechanics:
Real Black Magic Calculus
Albert Einstein
Die Theorie der Quanteninformation (QI) bescha¨ftigt sich mit der Anwendung der Quan-
tenphysik auf Fragestellungen der Informationstheorie. Berechnungen sollen schneller,
Kommunikation sicherer und Datenu¨bertragung effizienter gemacht werden. Einen Ge-
samtu¨berblick bietet das Standardwerk von Nielsen und Chuang [92]. Grundlagen sind
die, fu¨r den klassischen Betrachter, Besonderheiten der Quantenphysik: die Superpositi-
on der Zusta¨nde eines Teilchens und die Verschra¨nkung der Zusta¨nde mehrerer Teilchen.
Verschiedenste Protokolle aus dem Bereich der Quantenkommunikation sind theoretisch
erforscht und experimentell umgesetzt worden. Die absolut sichere Verschlu¨sselung ist das
Ziel der Quantenkryptographie. Mehrere Protokolle sind nunmehr bekannt. Die Superpo-
sition ist die Basis des BB84 Protokolls [14] von Bennett und Brassard. Das Protokoll nach
Ekert [41] beruht auf verschra¨nkten Zusta¨nden. Mittlerweile werden Gera¨te, basierend auf
quantenkryptographischen Grundlagen, kommerziell vertrieben. Die Verschra¨nkung der
Zusta¨nde mehrerer Teilchen stellt die Ressource weiterer QI Protokolle dar. Ein Highlight
ist die sogenannte Quantenteleportation [15] mit der experimentellen Umsetzung durch
Bouwmeester et al. [23]. Die experimentelle U¨bertragung der Information eines Zustandes
wird heutzutage u¨ber mehrere Kilometer erfolgreich geschafft [83,111]. Weitere Protokolle
bescha¨ftigen sich beispielsweise mit Superdense Coding [17], der U¨bertragung von zwei
klassischen Bits mit einem Quantenbit (Qubit). Ein Hauptanliegen der QI Forschung ist
daher das Versta¨ndnis bzw. die Charakterisierung verschra¨nkter Zusta¨nde.
Das große Ziel der Quanteninformationstheorie ist der Bau eines Quantencomputers. Ein
solches System besteht wie im klassischen Fall aus Hardware und Software. Die Hardware-
seite bescha¨ftigt sich mit der Bereitstellung der Architektur, z.B. mo¨glicher Quantengatter.
Ein Stichwort ist hier die koha¨rente Kontrolle von Quantensystemen. Aktuell gelingt die
Kontrolle von 12 Qubits [91]. Der Dekoha¨renz [122] steht die Quantenfehlerkorrektur [105]
ebenbu¨rtig gegenu¨ber. Die Softwareseite bemu¨ht sich um Entwicklung der Algorithmen
zur Lo¨sung bestimmter Aufgaben und Probleme, die im klassischen Fall nur mit erheb-
lichem Aufwand zu berechnen wa¨ren. Bisherige Meilensteine auf der Softwareseite sind
der Suchalgorithmus von Grover [53] und der Faktorisierungsalgorithmus von Shor [104].
Im Gegensatz zum exponentiellen Anstieg der Rechendauer mit der Gro¨ße der Zahl im
klassischen Fall, gelingt die Faktorisierung mit polynomiellem Aufwand. Die erste expe-
rimentell erfolgreiche Umsetzung auf einem Quantencomputermodell gelang Vandersypen
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et al. [113] mit der Zerlegung der Zahl 15 in die Primfaktoren 3 und 5. Diese Zerlegung
mag la¨cherlich einfach erscheinen, demonstriert aber das funktionierende Zusammenspiel
von Quantenphysik und Informationstheorie. Der Algorithmus von Shor basiert auf der
effizienten Umsetzung der Fouriertransformation auf einer Quantencomputerarchitektur.
Um nun weitere Algorithmen zu finden, bedient man sich beim klassischen Vorbild. Sto-
chastische Algorithmen stellen ein Erfolgsmodell innerhalb der klassischen Informations-
verarbeitung dar, siehe z.B. [88]. Die Erweiterung klassischer Zufallsweg-Modelle sind nun
die Quantum Random Walks bzw. Quantum Walks (QW). Der Begriff des Quantum Ran-
dom Walks wurde erstmals 1993 in einer Arbeit von Aharonov, Davidovich und Zagury [5]
vorgestellt. Sie betrachteten die eindimensionale Bewegung eines Spin-1/2 Teilchens, wo-
bei die Bewegungsrichtung durch eine Messung der z−Komponente des Spins gesteuert
wird. Durch die Superposition der Wahrscheinlichkeitsamplituden ergibt sich im Mittel
eine gro¨ßere zuru¨ckgelegte Strecke als im klassischen Fall. Das Kernkonzept besteht nun
aus einer unita¨ren Zeitentwicklung nach obigem Vorbild, also ohne zwischenzeitlich durch-
gefu¨hrten Messungen. Natu¨rlich mit der Absicht einer effizienten Umsetzung bzw. Simu-
lation von Quantum Walks auf Quantencomputern.
QW Modelle: – Obwohl ein Quantum Walk a¨hnliches Modell bereits von Feynman in sei-
nen beru¨hmten Lectures on Physics diskutiert wurde, gelangten sie erst mit Erforschung
mo¨glicher Quantencomputer ins Visier der QI Gemeinschaft. Aktuelle U¨bersichtsartikel
verfassten Kempe [63] und Kendon [64]. Zur Umsetzung von Quantum Walks werden in
der Literatur zwei Modelle unterschieden. Der kontinuierliche und der diskrete Quantum
Walk. Beide Umsetzungen basieren auf diskreten Raumstrukturen (Gitter bzw. Graphen)
und unterscheiden sich in der Beschreibung der Zeitentwicklung: durch kontinuierliche
Quantendynamik bzw. durch diskrete Zeitschritte. Der von Farhi und Gutmann [46] be-
schriebene kontinuierliche Walk benutzt eine Hoppingrate um die Bewegung des Teilchens
auf dem Gitter zu steuern. Die A¨quivalenz zwischen kontinuierlichen und diskreten Walks
wird fu¨r den 1D Fall in einer Arbeit von Strauch [106] gezeigt.
Den Anstoß zur Diskussion von diskreten QW Modellen im Zusammenhang mit Quan-
tenalgorithmen gaben Arbeiten von Ambainis et al. [8] und Aharonov et al. [4]. Diskrete
Quantum Walks benutzen, a¨quivalent zum klassischen Random Walk, eine Mu¨nze (engl.
Coin) zur Bewegungssteuerung. Im einfachsten Fall ist dies die Bewegung eines 2-Level
Quantensystems (Qubit) auf einem eindimensionalen unendlichen Gitter. Nach dem Wurf
der Mu¨nze, also Anwendung eines Operators auf das Qubit, wird bei Zustand |0〉 ein
Schritt nach rechts, bei Zustand |1〉 ein Schritt nach links gegangen. Dieses Modell ist
mittlerweile bezu¨glich Ausbreitung [8], Randbedingungen [9], Dekoha¨renz [67], Symme-
trie [73] und dem Zusammenhang mit Quanten Zellular Automaten [48,56,72] ausfu¨hrlich
diskutiert worden. Da in dieser vorliegenden Arbeit der diskrete Coin Quantum Walk im
Mittelpunkt steht, wird Kapitel 3 dieses Modell ausfu¨hrlicher behandeln.
Algorithmen: – Die bisher gefundenen Algorithmen, die auf Quantum Walks basieren,
kann man grob zwei Bereichen zuordnen. Wegsuche bzw. Struktursuche in Graphen einer-
seits und die Quantensuche in einer ungeordneten Datenbank, a¨quivalent zum Groverschen
Vorbild, andererseits. Ein kurzer Reviewartikel wurde von Ambainis [6] geschrieben. Die
Umsetzung der Algorithmen ist mit beiden QW Arten, kontinuierlich und diskret, glei-
chermaßen mo¨glich.
Ein Algorithmus zur Quantensuche, basierend auf einem diskreten QW, beschreibt Shenvi
et al. [103]. In diesem Artikel wird die Umsetzbarkeit eines Suchalgorithmuses auf einem
Hypercube gezeigt. In der Effizienz bzw. Schnelligkeit ist er
3vergleichbar. Algorithmen aus der gleichen Gruppe sind die Elementunterscheidung nach
Ambainis [7] und die ra¨umliche Suche nach Childs und Goldstone [32,33]. Ein grundlegen-
der Algorithmus zur Suche von Strukturen in Graphen wird ebenfalls von Childs et al. [31]
beschrieben. Sie gebrauchen einen kontinuierlichen QW um auf einem bekannten Graphen
die Strecke zwischen zwei Vertices zuru¨ckzulegen. Zur Findung eines Dreiecks in einem
Graphen dient der Algorithmus von Magniez et al. [82]. Allen Algorithmen ist gemein,
daß die Suche schneller als in vergleichbaren klassischen Fa¨llen geht, vgl. die U¨bersicht
von Kendon [64,65].
Experimentelle Realisierung: – Zur Umsetzung der QW Modelle in Experimenten gibt es
vielfa¨ltige Vorschla¨ge. Ob Ionen in Fallen [109], Atome in optischen Gittern [35,37,39], die
Umsetzung mittels linearer optischer Elemente [61], Hohlraum Quanten-Elektrodynamik
[3,36,101], mit kalten Atomen [80] oder mit Bose-Einstein Kondensaten [30]. Alle Systeme,
in denen die oben erwa¨hnte koha¨rente Kontrolle der Qubits mo¨glich ist, kommen in Frage.
Bis dato wurden nur zwei Experimente verwirklicht. Eine Methode im optischen Bereich,
eine weitere aus dem Gebiet der Flu¨ssigkeits NMR. Die experimentelle Implementierung
eines Galton Brettes mit klassischen optischen Methoden erfolgte durch Bouwmeester et
al. [22]. Der Zusammenhang mit Quantum Walks wurde durch Kendon und Sanders [66]
gezeigt. In diesem Zusammenhang diskutierten Knight et al. [69] und Kendon [65, 66]
die Frage, was denn nun Quantum am QW sei, wenn er sich mit klassischen optischen
Methoden implementieren ließe. Die Antwort, der QW zeigt Komplementarita¨t, was im
Experiment von Bouwmeester et al. demonstriert wird. Die Umsetzung eines periodischen
N = 4 Quantum Walks mit NMR Methoden gelang der Gruppe um Ryan et al. [100].
Verschra¨nkung in QW Modellen : – Um auf die Hauptressource der QI, die verschra¨nk-
ten Zusta¨nde, zuru¨ckzukommen, kann man die Frage nach Verschra¨nkungsmo¨glichkeiten
in QW Modellen stellen. Bei eindimensionalen Modellen mit einem Coin ergibt sich nur
die Verschra¨nkung zwischen Coin und Gitter. Erst bei einer Erweiterung der Modelle, z.
B. die Erweiterung des Coinraumes, la¨ßt sich der Einfluß der Verschra¨nkung des Coins
untersuchen. In solchen Fa¨llen ist es auch mo¨glich die Zeitentwicklung der Verschra¨nkung
im Coinunterraum zu betrachten. Die dabei auftretenden Probleme, beziehen sich auf die
noch nicht vorhandenen Charakterisierungsmo¨glichkeiten verschra¨nkter Zusta¨nde.
Das die Verschra¨nkung des Coin Startzustands einen Einfluß hat, wird von Venegas et
al. [115] beschrieben. Die Verschra¨nkung zwischen Coin und Gitter untersuchen Abal et
al. [2].
Motivation und Aufbau der Arbeit: – Wie man gesehen hat, ist die Motivation zum Studium
von QW Modellen schnell gefunden. Einerseits ermo¨glichen sie die Grundlagen der Quan-
teninformationstheorie, z.B. verschra¨nkte Zusta¨nde, na¨her zu erforschen. Andererseits Al-
gorithmen fu¨r Quantencomputer zu konstruieren. Die vorliegende Arbeit konzentriert sich
nun auf den Teilaspekt der Verschra¨nkung. Untersucht wird der Einfluß verschra¨nkter
Zusta¨nde auf die Ausbreitung von QW Modellen. Es wird sich zeigen, daß es mo¨glich ist,
mit den Ortsverteilungen der Walks eine Charakterisierung der Verschra¨nkung vorzuneh-
men. Mittels Ortskorrelationen werden Analysen bzw. Messungen der Verschra¨nkungs-
struktur der Coin Startzusta¨nde realisierbar. Insbesondere sind hierfu¨r multidimensionale
QWModelle geeignet, die der Multicoin Struktur gerecht werden, da pro Qubit eine Raum-
richtung zur Verfu¨gung steht.
Zur Struktur der Arbeit. In den beiden folgenden Kapiteln 2 und 3 werden no¨tige Grund-
lagen diskutiert. Zum einen die Verschra¨nkungstheorie, zum anderen diskrete QW Mo-
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delle. In Kapitel 4 wird ein eindimensionales QW Modell mit mehreren Coins bespro-
chen. Der Einfluß verschiedener Coin Startzusta¨nde wird studiert. Hier wird gezeigt, daß
fu¨r Zusta¨nde mit einer bestimmten Struktur der Ortsmittelwert des QW mit einem Ver-
schra¨nkungsmaß in direkten Zusammenhang gebracht werden kann. In Kapitel 5 wird diese
Untersuchung auf mehrdimensionale QW Modelle erweitert. Darin ist es mo¨glich Ortskor-
relationen zu betrachten und so mehr Information u¨ber verschra¨nkte Coin Startzusta¨nde
zu erhalten. Das abschließende Kapitel 6 faßt die Hauptergebnisse zusammen.
Zur Notation: – Wie bereits bemerkt, wird in dieser Arbeit die englische Bezeichnung
”
Quantum Walk“ verwendet. Eine passende deutsche U¨bersetzung wa¨re Quantenzufalls-
weg. Da aber Zufall keine Rolle spielt, sondern der Walk durch eine unita¨re Zeitentwicklung
beschrieben wird, ist der Zufallsbegriff obsolet. U¨brig bliebe nur der Quantenweg oder der
Quantengang. Der Autor hat sich deshalb fu¨r den englischen Ausdruck entschieden. Da
die Fachliteratur auf englisch abgefaßt wird, werden in anderen Fa¨llen die a¨quivalenten
Ausdru¨cke meist in Klammern mitgeliefert.
Kapitel 2
Verschra¨nkungsmessung und
Polynomiale Invarianten
In diesem Kapitel werden die Grundlagen der Verschra¨nkungstheorie erla¨utert, die im
weiteren Verlauf der Arbeit gebraucht werden. Die Frage nach einer Quantifizierung der
Verschra¨nkung ist zweigeteilt. Was wird gemessen und wie wird gemessen? Vor der eigent-
lichen Messung kommt zuerst die Charakterisierung des verschra¨nkten Zustandes. Welchen
Arten von Verschra¨nkung gibt es? Erst nach einer Untersuchung der Verschra¨nkungsstruk-
tur kommt die Entwicklung entprechender Verschra¨nkungsmaße.
Der erste Abschnitt gibt eine kurze U¨bersicht der Ergebnisse auf dem Gebiet der Ver-
schra¨nkungstheorie. Danach folgt die beispielhafte Anwendung der Maße auf reine 3-Qubit
Zusta¨nde, da obige Fragen fu¨r diese Art bereits gekla¨rt sind. Die Quantifizierung von
Zusta¨nden mit vier Qubits ist diffiziler. Da diese Zusta¨nde noch Gegenstand aktueller
Diskussion sind, werden im letzten Abschnitt polynomiale Invarianten zur Messung einer
echten 4-Qubit Verschra¨nkung betrachtet und mit vorhandenen Methoden verglichen.
2.1 Grundlagen
In diesem Abschnitt werden grundlegende Aussagen u¨ber Verschra¨nkungsmessung und
Verschra¨nkungscharakterisierung vorgestellt. Verschra¨nkte Zusta¨nde wurden schon bei
Einfu¨hrung der Quantenmechanik diskutiert, stoßen sie doch an die Grenzen des klas-
sischen Versta¨ndnisses. Die Diskussion um das EPR-Paradoxon zwischen Einstein, Po-
dolsky und Rosen [40] auf der einen, und Bohr [20] auf der anderen Seite ging in die
Wissenschaftsgeschichte ein. Der Begriff der Verschra¨nkung geht zuru¨ck auf eine Arbeit
von Schro¨dinger [102]. Einfu¨hrende U¨bersichtsartikel verfaßten Horodecki [60], Bruß [26],
Terhal [108] und Plenio [96].
Verschra¨nkung hat nur im Kontext von mehreren Quantenteilchen eine Bedeutung. Der zu-
geho¨rige Hilbertraum wird als Produktraum der Subsysteme geschrieben. Um verschra¨nkte
Zusta¨nde zu quantifizieren gibt es zwei Ansa¨tze [16] und zwei Regime, die es zu unter-
scheiden gilt: die formale mathematische Definition und den operationellen Ansatz, das
endliche und das asymptotische Regime. Im endlichen Regime behandelt man einzelne
Zusta¨nde, im asymptotischen Bereich, Sequenzen von Zusta¨nden.
Die formale Definition ist einfach. Reine Zusta¨nde heißen verschra¨nkt, falls sie nicht als
Produktzusta¨nde geschrieben werden ko¨nnen:
|ψ12...N 〉 6= |ψ1〉 ⊗ |ψ2〉 ⊗ . . .⊗ |ψN 〉, (2.1)
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Teleportierter Zustand
Eingangszustand EPR Quelle
Messung
Bell Basis
U
EPR Zustand
Klassische KommunikationAlice
Bob
Abbildung 2.1: Quantumteleportation in a nutshell [21]: Alice will den ihr unbekannten Ein-
gangszustand zu Bob u¨bertragen. Eine Projektionsmessung scheidet aus, weil
diese den Zustand zersto¨ren wu¨rde. Alice und Bob besitzen weiterhin Teilchen
eines EPR Paares als Hilfsbits. Alice fu¨hrt nun eine Bell Basis Messung am kom-
binierten Paar Eingangszustand und ihren Teil des Hilfsbits durch. Das Ergebnis
wird Bob u¨ber einen klassischen Kanal mitgeteilt. Dieser kann nun mit einer
lokalen unita¨ren Transformation U , die abha¨ngig von Alices Messung ist, den
Zustand rekonstruieren.
Andernfalls heißen sie separierbar. Die gleiche Definition gilt fu¨r gemischte Zusta¨nde. Ein
gemischter Zustand heißt verschra¨nkt, falls er nicht als Mischung reiner Produktzusta¨nde
geschrieben werden kann:
ρ12... 6=
∑
i
pi|a1i 〉〈a1i | ⊗ |b2i 〉〈b2i | ⊗ · · · , (2.2)
wobei pi ≥ 0 und
∑
i pi = 1. Das Standardbeispiel verschra¨nkter reiner Zusta¨nde sind die
Bell-Zusta¨nde:
|Φ±〉 = 1√
2
(|00〉 ± |11〉) |Ψ±〉 = 1√
2
(|01〉 ± |10〉) (2.3)
Um die Verschra¨nkung solcher bipartiten Zusta¨nde zu messen wurde von Bennett et al.
[13] die Entropie der Verschra¨nkung vorgeschlagen, die als von Neumann Entropie der
reduzierten Dichtematrizen ρA bzw. ρB definiert ist:
E = −tr(ρA log2 ρA) = −tr(ρB log2 ρB). (2.4)
Die reduzierten Dichtematrizen des Gesamtsystems ρAB ko¨nnen u¨ber eine Teilspurbildung
berechnet werden, z.B. ρA = trBρAB.
Die operationelle Definition beruht auf der Verwendung der Zusta¨nde in bestimmten Quan-
teninformationsprotokollen. Den Teilsystemen werden einzelne Beobachter zugeordnet, die
im bipartiten Fall meist mit Alice und Bob bezeichnet werden. Die Verschra¨nkung eines
Zustandes ist nun gro¨ßer, falls damit eine bestimmte Operation besser durchfu¨hrbar ist.
Diese Operation wa¨re mit Produktzusta¨nden natu¨rlich nicht mo¨glich. Ein Beispiel fu¨r ein
operationelles Schema ist die Quantenteleportation, die in Abb. 2.1 kurz erla¨utert wird.
Durch Verwendung eines EPR Paares, lokaler Transformationen und klasssicher Kommu-
nikation ist es mo¨glich, einen unbekannten Zustand zu u¨bertragen.
Allgemein werden solche Quantenoperationsschemata als LOCC Transformationen be-
zeichnet. LOCC (Local operations and classical communication) sind lokale Transfor-
mationen und klassische Kommunikation. Die lokal durchfu¨hrbaren Operationen umfas-
sen unita¨re Transformationen, Addition von Hilfsbits, Messungen und Weglassen ganzer
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Teilsysteme. Mit Hilfe dieser Transformationen kann man neben der Unterscheidung ver-
schra¨nkt / separierbar eine weitergehende Charakterisieung vornehmen, die darauf beruht,
daß manche Zusta¨nde nicht durch LOCC Transformationen ineinander u¨berzufu¨hren sind.
Innerhalb einer solchen Klasse kann man dann ein Verschra¨nkungsmaß, wie die oben be-
schriebene Entropie der Verschra¨nkung definieren. Fu¨r solche skalaren Verschra¨nkungsma-
ße sollten besondere Randbedingungen gelten, die als Monotonie der Verschra¨nkung [117]
zusammengefaßt werden. Zu diesen Kriterien za¨hlen folgende Eigenschaften:
• E = 0 fu¨r separierbare Zusta¨nde
• Invarianz unter lokalen unita¨ren Transformationen
• Kein Anstieg unter LOCC
• Additivita¨t: E(ρ⊗n) = nE(ρ)
Maße, die u¨ber LOCC Transformationen definiert sind, sind z.B. das Distillable Entan-
glement und das Entanglement of Formation. Ersteres Maß ist gleich der Anzahl der
EPR-Paare die aus dem Zustand mittels LOCC hergestellt (destilliert) werden ko¨nnen.
Zweiteres ist gleich der Anzahl der EPR-Paare, die gebraucht werden um den Zustand
u¨ber LOCC zu formieren.
Im bipartiten Fall wurde gezeigt, daß es im asymptotischen Bereich nur eine Art der
Verschra¨nkung gibt, und diese mit obiger partieller Entropie gemessen werden kann. Das
Distillable Entanglement und das Entanglement of Formation stimmen dann mit der par-
tiellen Entropie u¨berein.
Betrachtet man nun Zusta¨nde, die aus mehr als zwei Teilchen bestehen, so wird die Sa-
che schwieriger. Selbst die Frage nach der Separierbarkeit eines Zustandes ist noch nicht
vollsta¨ndig gelo¨st. Da in der Arbeit nur reine 2-Level (Qubit) Zusta¨nde betrachtet werden,
wird im folgenden na¨her auf die vorhandenen Maße und Charakterisierungsmo¨glichkeiten
eingegangen.
2.2 Charakterisierung reiner 2- und 3-Qubit Zusta¨nde
In diesem Abschnitt werden die 2- und 3-Qubit Maße und entsprechende Beispielzusta¨nde
vorgestellt, mit denen im weiteren Verlauf gearbeitet wird. Die Darstellung der Zusta¨nde
erfolgt in der Standardbasis. Mit den Eigenzusta¨nden |0〉, |1〉 des Pauli σz Operators als
Basis eines einzelnen Qubits. Die Basiszusta¨nde der 2-, 3- und 4-Qubit Zusta¨nde sind dann
Produktzusta¨nde der σz Basis und werden meist bina¨r kodiert abgeku¨rzt. So z.B. die Basis
eines 2-Qubit Systems:
|0〉 ⊗ |0〉 = |00〉 := |1〉 |0〉 ⊗ |1〉 = |01〉 := |2〉 (2.5)
|1〉 ⊗ |0〉 = |10〉 := |3〉 |1〉 ⊗ |1〉 = |11〉 := |4〉 (2.6)
Die Basissysteme der 3- und 4-Qubit Zusta¨nde werden a¨quivalent dargestellt. (Man ver-
zeihe die Kodierung bei der 1 beginnend.) Die Basiswahl bei der Behandlung der Ver-
schra¨nkung diskutiert Vedral [114].
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2.2.1 Concurrence
Das in der Literatur allgemein akzeptierte Maß einer 2-Qubit Verschra¨nkung ist die von
Hill und Wootters [59,119,120] eingefu¨hrte Concurrence. Dieses Maß ist wie folgt definiert:
C12 = max{
√
λ1 −
√
λ2 −
√
λ3 −
√
λ4, 0}, (2.7)
wobei die λi die Eigenwerte der Matrix
̺ = ρ12(σ
y
1 ⊗ σy2)ρ∗12(σy1 ⊗ σy2) (2.8)
mit absteigender Ordnung sind,σy eine der Paulimatrizen und ρ12 die Dichtematrix des
Zustandes ist. Die Concurrence ha¨ngt mit dem oben erwa¨hnten Entanglement of Formation
folgendermaßen zusammen:
Ef = h(
1
2
+
1
2
√
C12)) (2.9)
mit der bina¨ren Entropiefunktion h(x) := −x log2 x− (1− x) log2(1− x). Fu¨r einen allge-
meinen 2-Qubit Zustand |ψ〉 in der bina¨ren Standardbasis:
|ψ〉 = α|00〉 + β|01〉 + γ|10〉 + δ|11〉 (2.10)
mit α, β, γ, δ ∈ C la¨ßt sich die Concurrence einfacher darstellen:
C12 = 2|αδ − βγ| (2.11)
Daraus ergibt sich die Bedingung fu¨r die Separierbarkeit des Zustandes, αδ = βγ. Die
Concurrence hat einen entscheidenden Vorteil z.B. gegenu¨ber dem weiter unten beschrie-
benen 3-Qubit Maß Tangle. Da sie u¨ber die Dichtematrix definiert ist, kann man eine
2-Qubit Verschra¨nkung auch in Systemen mit mehr als 2 Qubits berechnen. Also z.B.
bei drei Qubit Zusta¨nden die Concurrence zwischen Qubit 1 und Qubit 2, C12, zwischen
Qubit 1 und 3, C13 und zwischen Qubit 2 und 3, C23. Die Berechnung erfolgt u¨ber die
oben erwa¨hnte Teilspurbildung.
2.2.2 I-Concurrence und Tangle
Um die Concurrence auf mehr als 2 Qubits zu erweitern, fu¨hrten Rungta et al. [99] die
I-Concurrence ein:
ICA−B =
√
2[1− tr(ρ2A)], (2.12)
wobei ρA die auf das Untersystem A reduzierte Dichtematrix ist, ρA = trB(ρAB). Die
Systeme A,B ko¨nnen nun aus mehr als einem Qubit bestehen. Bei 3-Qubit Zusta¨nden
kann man so z.B. die Verschra¨nkung zwischen Qubit 1 und Qubit 2 und 3 mit der I-
Concurrence IC1−23 messen. Folgende Schreibweise: IC1−23 ≡ IC1, usw.
In einer Arbeit von Coffmann, Kundu und Wootters [34] wird untersucht, wie sich die
Verschra¨nkung in einem 3-Qubit Zustand auf die einzelnen Qubits aufteilt.
C212 + C
2
13 ≤ C21(23), (2.13)
wobei C21(23) = 4Det(ρ1) ist und gleich der oben eingefu¨hrten I-Concurrences ist, C
2
1(23) =
IC21−23. Die Lu¨cke zwischen beiden Seiten wird als 3-Qubit Verschra¨nkung interpretiert
und mit Tangle τ123 bezeichnet:
C21(23) = C
2
12 +C
2
13 + τ123 (2.14)
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2.2.3 Globalverschra¨nkung und CKW Ungleichung
In [43] und [44] wurde gezeigt, daß man das 3-Qubit Tangle und die 2-Qubit Concurrences
mit einem globalen Verschra¨nkungsmaß in Beziehung setzen kann. Das sogenannte Global
Entanglement Q fu¨hrten Meyer und Wallach [86] ein, um die in einem Zustand enthaltene
Gesamtverschra¨nkung zu messen. Brennen [24] zeigte einen Zusammenhang mit den auf 1-
Qubit reduzierten Dichtematrizen und so den Zusammenhang mit der I-Concurrence. Das
Global EntanglementQ kann als gemittelte qudratische 1-Qubit I-Concurrence geschrieben
werden:
Q =
1
N
N∑
i=1
IC2i . (2.15)
Dadurch war es mo¨glich folgende Beziehung abzuleiten:
Q =
2
3
(
C212 + C
2
13 + C
2
23
)
+ τ123. (2.16)
Die Gesamtverschra¨nkung in einem 3-Qubit Zustand, gemessen mit der Globalverschra¨nk-
ung Q, kann als Summe der zweier Verschra¨nkungen, gemessen durch die Concurrences,
und der dreier Verschra¨nkung, gemessen durch das Tangle, ausgedru¨ckt werden.
Coffman, Kundu und Wootters (CKW) vermuteten, daß obige Ungleichung auch fu¨r Sy-
steme mit n−Qubits gilt, also:
C212 + C
2
13 + . . . + C
2
1n ≤ C21(23...n). (2.17)
Diese CKW Ungleichung wurde erst ku¨rzlich durch Osborne und Verstraete [94] bewiesen.
2.2.4 Bellsche Ungleichungen zur Verschra¨nkungsmessung
Neben diesen Maßen gibt es natu¨rlich weitere Mo¨glichkeiten Verschra¨nkung zu quantifi-
zieren. Beispielsweise durch Bellsche Ungleichungen, wie in [43,44] ero¨rtert wird. In diesen
Arbeiten wird ein Klassifizierungsschema nach Yu et al. [121] numerisch umgesetzt und
mit obigen vorgestellten Maßen verglichen. Als Ergebnis stellte sich heraus, daß die Un-
gleichungen nicht nur dazu geeignet sind, Verschra¨nkung zu klassifizieren, sondern auch
zu quantifizieren.
Die Bellschen Ungleichungen basieren auf Mermin-Klyshko Polynomen [11, 68, 84]. Fu¨r 3
Qubits ko¨nnen die Polynome als Produkte von Spin Operatoren geschrieben werden:
F3 = (AB
′ +A′B)C + (AB −A′B′)C ′ (2.18)
F ′3 = (AB
′ +A′B)C ′ − (AB −A′B′)C, (2.19)
wobei die Operatoren Summen von Paulimatrizen sind
A(′) = ~a(′) · ~σA, B(′) = ~b(′) · ~σB , C(′) = ~c(′) · ~σC (2.20)
mit ~a(′), ~b(′) und ~c(′) normierten Vektoren und den Paulimatrizen ~σA, ~σB, ~σC bezogen auf
die Qubits A, B und C mit ~σi = (σ
x
i , σ
y
i , σ
z
i ).
Die Anwendung der Klassifizierung nach Yu et al. [121] funktioniert folgendermaßen. Man
maximiert den Absolutbetrag des Erwartungswertes des Operators von F3 und erha¨lt bei
reinen Produktzusta¨nden:
max{|〈F3〉ρ| ≤ 2. (2.21)
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Mit dem Ergebnis kann bei verschra¨nkten 3-Qubit Zusta¨nden noch zwischen 2-Qubit ver-
schra¨nkt
〈F3〉2ρ + 〈F ′3〉2ρ ≤ 23 (2.22)
und 3-Qubit verschra¨nkt
〈F3〉2ρ + 〈F ′3〉2ρ ≤ 24 (2.23)
unterschieden werden. Der numerische Aufwand ist z.B. bei 3-Qubit Zusta¨nden eine Op-
timierung von 18 Parametern unter nichtlinearen Nebenbedingungen.
Fu¨r einen 4-Qubit Zustand lassen sich die Mermin-Klyshko Polynome einfach erweitern:
F4 =
1
2
(D +D′)⊗ F3 + 1
2
(D −D′)⊗ F ′3 (2.24)
F ′4 =
1
2
(D +D′)⊗ F ′3 +
1
2
(D′ −D)⊗ F3, (2.25)
wobei D(′) a¨quivalent zu (2.20) definiert ist. Die Klassifizierung geht dann wie folgt. Fu¨r
einen Produktzustand gilt:
max{|〈F4〉ρ| ≤ 2 (2.26)
Fu¨r vorhandene 2-Qubit Verschra¨nkung gilt:
〈F4〉2ρ + 〈F ′4〉2ρ ≤ 23 (2.27)
und eine vorhandene 3-Qubit Verschra¨nkung gilt:
〈F4〉2ρ + 〈F ′4〉2ρ ≤ 24. (2.28)
Fu¨r 〈F4〉2ρ+〈F ′4〉2ρ > 24 hat man eine notwendige Bedingung fu¨r eine 4-Qubit Verschra¨nkung.
In [43,44] wurde bei der Untersuchung parameterabha¨ngiger Zusta¨nde festgestellt, daß das
erhaltene Maximum der optimierten Ungleichungen im Verlauf mit Verschra¨nkungsmaßen,
wie der Concurrence, dem Tangle oder dem Gap der CKW Ungleichung u¨bereinstimmt.
2.2.5 SLOCC Klassen fu¨r 3-Qubit Zusta¨nde
Wie oben beschrieben, basiert eine Mo¨glichkeit der Charakterisierung verschra¨nkter Zu-
sta¨nde auf LOCC Transformationen. Bei Betrachtung von 2-Qubit Zusta¨nden, ko¨nnen alle
verschra¨nkten Zusta¨nde mit dem EPR Paar (|00〉+ |11〉)/√2 identifiziert werden. D.h. die
Verschra¨nkung jedes reinen bipartiten Zustandes ist asymptotisch a¨quivalent unter LOCC
zum EPR Zustand. Bei Anwendung asymptotischer LOCC erha¨lt man bei Zusta¨nden mit
mehr als drei Qubits mehrere nicht a¨quivalente Formen der Verschra¨nkung. In [38] wird
von Du¨r, Vidal und Cirac die Klassifizierung von 3-Qubit Zusta¨nden betrachtet. Da sie
einzelne Zusta¨nde genauer untersuchen, ko¨nnen die Ergebnisse des asymptotischen Berei-
ches nicht verwendet werden. Zwei einzelne Zusta¨nde |ψ〉 und |φ〉 ko¨nnen mit Sicherheit
(Wahrscheinlichkeit = 1) mit LOCC ineinander konvertiert werden, falls sie u¨ber lokale
unita¨re Transformationen zusammenha¨ngen. Aber selbst im einfachen bipartiten Fall sind
die Zusta¨nde meist nicht u¨ber lokale unita¨re Transformationen zusammenha¨ngend.
Du¨r et al. untersuchen nun die Klassifizierung von Zusta¨nden unter SLOCC Transfor-
mationen. SLOCC (stochastic local operations and classical communication) ist LOCC
ohne garantierte Erfolgswahrscheinlichkeit. Sie definieren zwei Zusta¨nde als a¨quivalent
verschra¨nkt, falls diese durch SLOCC Transformationen ineinander u¨bergefu¨hrt werden
ko¨nnen. Ein Teilergebnis ist folgendes: Zwei Zusta¨nde |ψ〉 und |φ〉 sind a¨quivalent unter
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GHZ − Klasse W − Klasse
Abbildung 2.2: SLOCC Klassenstruktur reiner 3-Qubit Zusta¨nde aus der Arbeit von Du¨r et
al. [38].
SLOCC, falls, und nur dann, die Zusta¨nde durch invertierbare lokale Transformationen
zusammenha¨ngen. Bei drei Qubits z.B.
|φ〉 = U1 ⊗ U2 ⊗ U3|ψ〉 und |ψ〉 = U−11 ⊗ U−12 ⊗ U−13 |φ〉, (2.29)
wobei U1, U2 und U3 invertierbare Operatoren sind. Das Hauptergebnis der Arbeit von
Du¨r et al. ist die Klassenstruktur reiner 3-Qubit Zusta¨nde, die in Abb. 2.2 dargestellt ist.
Sie zeigen, daß sich jeder 3-Qubit verschra¨nkte Zustand durch SLOCC in eine von zwei
Standardformen konvertieren la¨ßt. Einerseits in den GHZ-Zustand (Greenberger, Horne
und Zeilinger [51,52]):
|GHZ〉 = 1√
2
(|000〉 + |111〉), (2.30)
andererseits in den W-Zustand:
|W 〉 = 1√
3
(|001〉 + |010〉 + |100〉) |W˜ 〉 = 1√
3
(|011〉 + |101〉 + |110〉). (2.31)
Die zugeho¨rigen Klassen werden den Prototypen zugeordnet. Bei 3-Qubit Zusta¨nden ko¨nnen
dann weiterhin 2-Qubit verschra¨nkte Zusta¨nde (Qubit 1 und 2 verschra¨nkt, mit 3 − 12
bezeichnet, usw.) und Produktzusta¨nde unterschieden werden. Diese Klassenstruktur la¨ßt
sich auch anhand der oben besprochenen Maße differenzieren. Nur Zusta¨nde der GHZ-
Klasse haben ein von Null verschiedenes Tangle Maß. Zusta¨nde aus der W-Klasse sind
demnach nicht 3-Qubit verschra¨nkt. Wie in [44] gezeigt, erfu¨llt der W-Zustand aber das
Bell Kriterium fu¨r eine 3-Qubit Verschra¨nkung. Diese kann als effektive 3-Qubit Ver-
schra¨nkung gedeutet werden, da die jeweiligen 2-Qubit Concurrences maximal sind, wie
in [38] bewiesen wurde.
Eine weitere Mo¨glichkeit SLOCC Invarianz zu berechnen, bieten Li et al. [77]. Ihr Aus-
gangspunkt sind Prototypenzusta¨nde, wie der GHZ- oder der W-Zustand. Das Existenz-
kriterium fu¨r eine mo¨gliche SLOCC-Transformation ist wie von Du¨r et al. gezeigt, die
Existenz lokaler unita¨rer Transformationen. Zwei Zusta¨nde |φ〉, |ψ〉 sind invariant unter
SLOCC, falls die Transformation (2.29) mo¨glich ist. Nimmt man nun den zu untersuchen-
den Zustand |φ〉 und den Prototypen als |ψ〉, ko¨nnen leicht Kriterien berechnet werden,
d.h. also Bedingungen unter denen die Transformation existiert. Diese sind meist auf die
Invertierbarkeit der Matrizen zuru¨ckzufu¨hren, also einer von Null verschiedenen Determi-
nanten. Fu¨r einen allgemeinen 3-Qubit Zustand in der Standardbasis,
∑8
i=1 αi|i〉, gelten
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folgende Kriterien fu¨r eine SLOCC A¨quivalenz zum GHZ-Zustand:
(α1α8 − α4α5 − α2α7 + α3α6)2 − 4(α2α5 − α1α6)(α4α7 − α3α8) 6= 0 (2.32)
(α1α8 − α3α6 − α2α7 + α4α5)2 − 4(α1α4 − α2α3)(α5α8 − α6α7) 6= 0. (2.33)
Fu¨r den W-Zustand gelten neben der Gleichheit von (2.32) und (2.33) nachstehende wei-
tere Bedingungen:
α1α4 6= α2α3 ∨ α6α7 6= α5α8 (2.34)
α2α5 6= α1α6 ∨ α4α7 6= α3α8 (2.35)
α4α6 6= α2α8 ∨ α3α5 6= α1α7. (2.36)
2.2.6 3-Qubit Beispielzusta¨nde
In [43] und [44] wurden die Eigenzusta¨nde einer 3-Qubit und einer 4-Qubit Heisenbergket-
te bezu¨glich der Verschra¨nkung untersucht. Da somit die Verschra¨nkungsstruktur genaue-
stens bekannt ist, sollen diese Zusta¨nde hier als Beispielzusta¨nde dienen. Der Vorteil liegt
in ihrer Parameterabha¨ngigkeit. Bis dato wurden nur Prototypen, wie der GHZ-Zustand,
untersucht. Bei Betrachtung der Parameterabha¨ngigkeit der Verschra¨nkung, fallen Ge-
meinsamkeiten bzw. Unterschiede verschiedener Charakterisierungsmo¨glichkeiten leichter
ins Auge. Nachstehend sollen nun kurz die 3-Qubit Beispiele betrachtet werden. Die 4-
Qubit Zusta¨nde werden im na¨chsten Unterkapitel eingehender untersucht. Eine kompakte
Aufstellung der Ergebnisse befindet sich in Anhang A. Zur Charakterisierung eines rei-
nen 3-Qubit Zustandes genu¨gt es die Concurrences und das Tangle Maß zu berechnen, da
damit die Verschra¨nkungsstruktur des Zustandes schon vollsta¨ndig erfaßt ist. Die Berech-
nung der Bell Maximierung dient im 3-Qubit Fall nur als Anschauung. Die Auswertung
der Maße Globalverschra¨nkung Q bzw. I-Concurrence ist zur Charakterisierung nicht not-
wendig, weil oben gezeigte Zusammenha¨nge gelten. Da nach der SLOCC Klassifizierung
fu¨r 3-Qubit Zusta¨nde nur zwei relevante Klassen existieren, genu¨gt es Zusta¨nde a¨quivalent
zum GHZ- bzw. zum W-Zustand zu betrachten. Der parameterabha¨ngige GHZ-Zustand,
der hier mit |γGHZ〉 bezeichnet wird:
|γGHZ〉 = γ|000〉 +
√
1− γ2|111〉 (2.37)
ist fu¨r γ ∈]0, 1[ 3-Qubit verschra¨nkt. Dies zeigt man daran, daß die Concurrences alle
gleich Null sind:
C12 = C13 = C23 = 0 (2.38)
und am Tangle Maß, welches fu¨r den gewa¨hlten Parameterbereich von Null verschieden
ist:
τ123 = 4γ
2(1− γ2). (2.39)
Nach obigem Zusammenhang (2.16) ist fu¨r diesen Fall die Globalverschra¨nkung gleich dem
Tangle, Q = τ123.
Die na¨chsten Zusta¨nde sind Eigenzusta¨nde einer 3-Spin 1/2 Heisenbergkette (vgl. Anhang
A), mit einer Anisotropie ∆:
|ψ5〉 = κ1|110〉 + κ2|101〉 + κ1|011〉 |ψ6〉 = κ1|001〉 + κ2|010〉 + κ1|100〉 (2.40)
mit der Normierung 2κ21 + κ
2
2 = 1 und den verwendeten Abku¨rzungen
κ1 =
√
χ
2
√
η
κ2 = − 2√
χ
√
η
(2.41)
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Abbildung 2.3: Vergleich zwischen Globalverschra¨nkung Q (linke y-Achse, durchgezogene Li-
nie) und optimierter Bell Ungleichung (rechte y-Achse, schwarze Punkte) fu¨r die
Zusta¨nde |ψ5〉, |ψ6〉 als Funktion des Parameters ∆. Die gestrichelte Linie gibt
die untere Grenze der Bell Bedingung fu¨r eine 3-Qubit Verschra¨nkung an (≥ 8).
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Abbildung 2.4: Vergleich der verschiedenen Verschra¨nkungsmaße fu¨r den Zustand |ψ78〉 als Funk-
tion von ∆. Linke y-Achse: Globalverschra¨nkung Q (gestrichelte Linie), Summe
der quadrierten Concurrences (Linie mit Dreiecken) und Tangle (durchgezogene
Linie). Rechte y-Achse: Optimierte Bell Ungleichungen (schwarze Punkte).
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mit η =
√
12 + ∆(∆− 4) und χ = η +∆− 2. Die Verschra¨nkungsmaße werden als Funk-
tion des Parameters ∆ betrachtet. Diese Zusta¨nde haben ein Tangle gleich Null. Nach
Gleichung (2.16) ist die Globalverschra¨nkung somit a¨quivalent zur Summe der quadrier-
ten Concurrences. In Abb. 2.3 sind die Globalverschra¨nkung Q und das Ergebnis der
Belloptimierung als Funktion des Parameters ∆ aufgetragen. Beide Maße stimmen sehr
gut u¨berein. Im Bereich ∆ ≥ 0 zeigen die Zusta¨nde die angesprochene effektive 3-Qubit
Verschra¨nkung, welche aus den Concurrences resultiert.
Der Zustand |ψ78〉 ist aus zwei W-a¨hnlichen Eigenzusta¨nden der angesprochenen Hei-
senbergkette zusammengesetzt, |ψ78〉 :=
(|ψ7〉+ |ψ8〉)/√2:
|ψ78〉 = 1√
2
(
ζ1|001〉 + ζ2|010〉 + ζ1|011〉 + ζ1|100〉 + ζ2|101〉 + ζ1|110〉
)
(2.42)
mit
ζ1 =
√
2√
η
√
χ
ζ2 =
√
χ√
2
√
η
(2.43)
und χ und η wie oben definiert. Dieser Zustand zeigt ein endliches Tangle. Die Gesamtver-
schra¨nkung Q ist nach Gleichung (2.16) somit aus 2-Qubit Verschra¨nkungen und 3-Qubit
Verschra¨nkungen zusammengesetzt. In Abb. 2.4 sind die verschiedenen Maße als Funkti-
on von ∆ verglichen. Interessant ist die Nullstelle des Tangle bei ∆ = 3, wo die Summe
der Concurrences maximal wird. Ebenso der Grenzfall ∆→ ∞. Der Zustand nimmt hier
GHZ Form an, das Tangle wird maximal und die Summe der Concurrences wird Null.
Die optimierte Bell Ungleichung stimmt sehr gut mit dem Parameterverlauf des Tangle
u¨berein.
2.3 Polynomiale Invarianten und 4-Qubit Verschra¨nkung
Fu¨r Zusta¨nde mit vier Qubits ist die allgemeine Quantifizierung der Verschra¨nkung ein
noch nicht abgeschlossenes Thema. Es gibt noch keine Mo¨glichkeit eine 3- bzw. 4-Qubit
Verschra¨nkung in einem 4-Qubit Zustand zu messen. Lediglich die Quantifizierung der
2-Qubit Verschra¨nkung durch die Concurrences und der Globalverschra¨nkung durch das
Maß Q ist vorhanden.
Natu¨rlich gibt es Spezialfa¨lle in denen diese Maße ausreichend sind. Fu¨r 4 Qubits in einer
verallgemeinerten W-Form:
c1|0001〉 + c2|0010〉 + c3|0100〉 + c4|1000〉 (2.44)
kann gezeigt werden, daß die Summe der quadrierten Concurrences gleich dem Global
Entanglement Q ist:
Q =
1
2
(
C212 + C
2
13 + C
2
14 + C
2
23 + C
2
24 + C
2
34
)
. (2.45)
Fu¨r diesen Zustand gilt ebenfalls ein Zusammenhang zwischen Gesamtverschra¨nkung Q
auf der einen Seite, und den Teilverschra¨nkungen, gemessen durch die Concurrences, auf
der anderen Seite. Um nun eine mo¨gliche 3- bzw. 4-Qubit Verschra¨nkung abzuscha¨tzen,
kann man wie im 3-Qubit Fall mit der CKW Ungleichung arbeiten. Hierzu werden alle
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mo¨glichen 4-Qubit Permutationen der CKW Ungleichung verwendet:
C212 + C
2
13 + C
2
14 ≤ C21(234) (2.46)
C212 + C
2
23 + C
2
24 ≤ C22(134) (2.47)
C213 + C
2
23 + C
2
34 ≤ C23(124) (2.48)
C214 + C
2
24 + C
2
34 ≤ C24(123). (2.49)
Summiert man diese Ungleichungen auf, so erha¨lt man:
2(C212 + C
2
13 + C
2
14 + C
2
23 + C
2
24 + C
2
34) ≤ C21(234) +C22(134) + C23(124) + C24(123) (2.50)
Die rechte Seite dieser Ungleichung entspricht der Summe der 1-Qubit I-Concurrences und
somit dem Global Entanglement Q, vgl. (2.15). Daraus folgt:
Q ≥ 1
2
∑
C2ij . (2.51)
Weiterfu¨hrend ist daher mit der Gro¨ße :
Q− 1
2
∑
C2ij (2.52)
die verbleibende 3- bzw. 4-Qubit Verschra¨nkung abscha¨tzbar.
2.3.1 SLOCC Klassifizierung von 4-Qubit Zusta¨nden
Die SLOCC Klassifizierung von 4-Qubit Zusta¨nden wird in Arbeiten von Miyake [87] und
Verstraete et al. [116] diskutiert. Beide kommen durch unterschiedliche Ansa¨tze auf eine
a¨hnliche Struktur.
Die Klassifizierung von Verstraete et al. basiert auf einer Verallgemeinerung der Sin-
gula¨rwertzerlegung auf komplexe orthogonale A¨quivalenzklassen. Das Ergebnis sind neun
unterschiedliche Familien von Zusta¨nden. Jeder 4-Qubit Zustand kann dann u¨ber SLOCC
Transformationen einer der Familien zugeordnet werden. Verstraete et al. behaupten, daß
der folgende Zustand |Gabcd〉, derjenige mit maximaler 4-Qubit Verschra¨nkung ist:
|Gabcd〉 = a+ d
2
(|0000〉 + |1111〉) + a− d
2
(|0011〉 + |1100〉)
+
b+ c
2
(|0101〉 + |1010〉) + b− c
2
(|0110〉 + |1001〉). (2.53)
Der Ansatz von Miyake gru¨ndet auf einer Dualita¨t zwischen verschra¨nkten und separier-
baren Zusta¨nden. Er leitet aus dieser Dualita¨t die Verbindung zwischen Hyperdetermi-
nanten und Verschra¨nkungsmessung ab. Hyperdeterminanten [49] sind die Verallgemeine-
rung von Determinanten auf Hypermatrizen. Sie sind invariant unter Wirkung der Gruppe
SL(2,C)×SL(2,C)×. . .×SL(2,C), der Gruppe der SLOCC Transformationen. Deswegen
werden sie als mo¨gliches Maß einer N−Qubit Verschra¨nkung in einem N−Qubit Zustand
diskutiert. Fu¨r zwei Qubits entspricht die Hyperdeterminante gleich der Concurrence:
C = 2|DetA2| = 2|αδ − βγ|. (2.54)
Fu¨r drei Qubits entspricht sie dem Tangle:
τ123 = 4|DetA3| (2.55)
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mit einem allgemeinen 3-Qubit Zustand |ψ〉 =∑8i=1 αi|i〉 in der Standardbasis und
DetA3 = α
2
1α
2
8 + α
2
2α
2
7 + α
2
3α
2
6 + α
2
5α
2
4 + 4
(
α1α4α6α7 + α2α3α5α6
)
− 2
(
α1α2α7α8 + α1α3α6α8 + α1α5α4α8 + α2α3α6α7 + α2α5α4α7 + α2α5α4α6
)
.
(2.56)
Die abgeleitete SLOCCKlassifizierung von Miyake hat als Repra¨sentanten in der a¨ußersten
4-Qubit Verschra¨nkungsklasse den folgenden Zustand:
|Gαβγδ〉 = α
(|0000〉 + |1111〉) + β(|0011〉 + |1100〉)
+ γ
(|0101〉 + |1010〉) + δ(|0110〉 + |1001〉) (2.57)
mit komplexen Koeffizienten α, β, γ, δ. Dieser ist a¨quivalent zu Gabcd, vgl. (2.53). Das
Kriterium zur Klassenzugeho¨rigkeit, ist eine von Null verschiedene Hyperdeterminante
DetA4:
DetA4 = α
2β2γ2δ2(α+ β + γ + δ)2(α + β + γ − δ)2(α+ β − γ + δ)2(α− β + γ + δ)2
(−α+ β + γ + δ)2(α+ β − γ − δ)2(α− β + γ − δ)2(α− β − γ + δ)2 6= 0 (2.58)
Zu beachten ist, daß der 4-Qubit GHZ-Zustand (|0000〉 + |1111〉)/√2, der die Bell Un-
gleichungen maximal verletzt, nicht in der Klasse enthalten ist, da fu¨r diesen Zustand die
Hyperdeterminante gleich Null ist.
Die SLOCC Bedingungen von Li et al. [77] ko¨nnen auch fu¨r bestimmte 4-Qubit Zusta¨nde
abgeleitet werden. Beispielsweise lauten die Bedingungen fu¨r die SLOCC A¨quivalenz eines
allgemeinen 4-Qubit Zustandes in der Standardbasis, |φ0〉 =
∑16
i=1 αi|i〉, mit dem 4-Qubit
GHZ-Zustand:
(α3α14 − α4α13) + (α5α12 − α6α11) 6= (α1α16 − α2α15) + (α7α10 − α8α9) (2.59)
(α2α5 − α1α6)(α12α15 − α11α16) = (α4α7 − α3α8)(α10α13 − α9α14) (2.60)
(α5α8 − α6α7)(α9α12 − α10α11) = (α1α4 − α2α3)(α13α16 − α14α15) (2.61)
(α4α6 − α2α8)(α11α13 − α9α15) = (α3α5 − α1α7)(α12α14 − α10α16). (2.62)
Falls diese Bedingungen erfu¨llt sind, kann der Zustand unter SLOCC Transformationen
in den GHZ-Zustand u¨berfu¨hrt werden.
2.3.2 Hyperdeterminanten und Polynomiale Invarianten
In [79] beschreiben Luque und Thibon die Algebra der Polynome auf dem Hilbertraum der
4-Qubit Zusta¨nde, die invariant unter SLOCC Transformationen sind. Sie konnten einen
vollsta¨ndigen Satz von vier algebraisch unabha¨ngigen Invarianten mit Grad 2,4,4,6 finden.
Dieser Satz [H,L,M,Dxt], kann in den komplexen Koeffizienten eines generalisierten 4-
Qubit Zustandes dargestellt werden. Weiterhin konnte dadurch eine allgemeine Darstellung
der 4-Qubit Hyperdeterminante gefunden werden. In der Standardbasis wird solch ein
allgemeiner 4-Qubit Zustand als:
|ψ〉 =
1∑
i,j,k,l=0
aijkl|i〉 ⊗ |j〉 ⊗ |k〉 ⊗ |l〉 (2.63)
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geschrieben. Luque und Thibon untersuchten nun die, unter der SLOCCGruppe SL(2,C)4,
invarianten Funktionen f(aijkl). Diese aijkl lassen sich als Koeffizienten einer quadrilinea-
ren Form:
A(x, y, z, t) =
1∑
i,j,k,l=0
aijklxiyjzktl (2.64)
auffassen. Die aijkl kann man bina¨r kodieren, d.h. mit αi, i ∈ [1, 16] um die Schreibweise
abzuku¨rzen.
Obige quadrilineare Form A hat eine Invariante H vom Grad 2:
H = α1α16 − α2α15 − α3α14 + α4α13 − α5α12 + α6α11 + α7α10 − α8α9 (2.65)
Die zwei Invarianten mit Grad 4 sind zwei, folgender drei Determinanten:
L =
∣∣∣∣∣∣∣∣∣∣
α1 α5 α9 α13
α2 α6 α10 α14
α3 α7 α11 α15
α4 α8 α12 α16
∣∣∣∣∣∣∣∣∣∣
M =
∣∣∣∣∣∣∣∣∣∣
α1 α9 α3 α11
α2 α10 α4 α12
α5 α13 α7 α15
α6 α14 α8 α16
∣∣∣∣∣∣∣∣∣∣
N =
∣∣∣∣∣∣∣∣∣∣
α1 α2 α9 α10
α3 α4 α11 α12
α5 α6 α13 α14
α7 α8 α15 α16
∣∣∣∣∣∣∣∣∣∣
(2.66)
mit L+M +N = 0. Um eine Invariante mit Grad 6 zu konstruieren verwendeten Luque
und Thibon Methoden der klassischen Invariantentheorie [93]. Der genaue Weg ist in [79]
beschrieben. Diese Invariante kann in den αi dargestellt werden als:
Dxt =
(
−α12α14+α16α10
)(
−(α4α5+α3α6−α2α7−α1α8)(−α1α15+α13α3+α11α5−α7α9)+
(α3α5 − α1α7)(−α2α15 − α1α16 + α14α3 + α13α4 + α12α5 + α11α6 − α8α9 − α7α10)
)
+(
−α11α13 + α15α9
)
(
−(α4α6 − α2α8)(−α2α15 − α1α16 + α14α3 + α13α4 + α12α5 + α11α6 − α8α9 − α7α10)+
(α4α5 + α3α6 − α2α7 − α1α8)(−α2α16 + α14α4 + α12α6 − α8α10)
)
−(
−α12α13 − α11α14 + α16α9 + α15α10
)
(
(α4α6 − α2α8)(α1α15 − α13α3 − α11α5 + α7α9)+
(−α3α5 + α1α7)(α2α16 − α14α4 − α12α6 + α8α10)
)
. (2.67)
Die Folge [H,L,M,Dxt] der Generatoren der Algebra Polynomialer Invarianten ist voll-
sta¨ndig. Nun kann man die Hyperdeterminante DetA4 als Funktion der Invarianten dar-
stellen. Luque und Thibon identifizierten dazu die Diskriminante ∆ einer bina¨ren quarti-
schen Form. Diese hat zwei Invarianten S und T , die mit der Diskriminanten u¨ber:
∆ = S3 − 27T 2 (2.68)
zusammenha¨ngen. Dieses ∆ ist a¨quivalent zur Hyperdeterminante DetA4. Luque und Thi-
bon gaben weiterhin S und T als Funktion obiger H,L,M und Dxt an:
S =
1
12
H4 − 2
3
H2L+
2
3
H2M − 2HDxt + 4
3
(L2 + LM +M2) (2.69)
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T =
1
216
H6 − 1
18
H4(L−M)− 1
6
H3Dxt +
1
9
H2(2L2 − LM + 2M2)
+
2
3
H(L−M)Dxt − 8
27
(L3 −M3)− 4
9
LM(L−M) +D2xt (2.70)
Im na¨chsten Abschnitt werden die Invarianten H,L,M,N,Dxt, S, T und ∆ fu¨r verschie-
dene parameterabha¨ngige Zusta¨nde untersucht und mit den oben eingefu¨hrten Verschra¨n-
kungsmaßen verglichen.
A¨quivalente Invarianten sind weiterhin von Emary [42] und Le´vay [76] mit unterschiedli-
chen Ansa¨tzen abgleitet worden. Einen Vorschlag, um solche Invarianten experimentell zu
bestimmen, machen Leifer et al. [75]. Sumner und Jarvis [107] benutzten Verschra¨nkungs-
invarianten fu¨r Fragestellungen aus der Biologie, exakter, der Phylogenetik.
2.3.3 Charakterisierung von 4-Qubit Beispielzusta¨nden
In diesem Abschnitt werden die oben vorgestellten Invarianten mit den beschriebenen opti-
mierten Bell Ungleichungen und der abgewandelten CKWUngleichung verglichen. Es stellt
sich heraus, daß die beiden Maße und eine der Invarianten bei Anwendung auf verschiedene
parameterabha¨ngige 4-Qubit Zusta¨nde gleiches Verhalten in der Parameterabha¨ngigkeit
zeigen. Die na¨her betrachteten Zusta¨nde geho¨ren verschiedenen Verschra¨nkungsklassen
an. Ein Teil der Zusta¨nde (|φ14〉,|φ15〉 und der parameterabha¨ngige GHZ-Zustand) wur-
de ebenfalls bereits in [43, 44] behandelt. Eine genauere Aufstellung der jeweiligen Ver-
schra¨nkungsmaße befindet sich in Anhang A.
2.3.3.1 Parameterabha¨ngiger 4-Qubit GHZ Zustand
Man nimmt an, daß der parameterabha¨ngige 4-Qubit GHZ Zustand:
|γGHZ〉 = γ|0000〉 +
√
1− γ2|1111〉 (2.71)
fu¨r γ ∈]0, 1[ 4-Qubit verschra¨nkt ist. Die Concurrence Cij zwischen jedem Qubit Paar
ist gleich Null. Das Globale Verschra¨nkungsmaß berechnet sich zu Q = 4γ2(1 − γ2). Die
Berechnung der Luque Invarianten liefert:
H = γ
√
1− γ2 (2.72)
L =M = N = 0 (2.73)
Dxt = 0 (2.74)
S =
1
12
γ4(−1 + γ2)2 (2.75)
T = − 1
216
γ6(−1 + γ2)3 (2.76)
∆ = 0. (2.77)
Man sieht, daß die Invarianten S und T bis auf einen konstanten Faktor und einer Wurzel
mit Q u¨bereinstimmen:
S =
1
192
Q2 T =
1
13824
Q3 (2.78)
Da
√
S und Q a¨quivalent sind, wird im folgenden die Quadratwurzel von S verwendet. In
Abb. 2.5 sind die Globalverschra¨nkung Q,
√
S und das Ergebnis der Belloptimierung als
Funktion von γ2 aufgetragen. Obwohl die Belloptimierung fu¨r den parameterabha¨ngigen
GHZ-Zustand einige Schwierigkeiten bei γ ∼ 0 und γ ∼ 1 hat, wie in [43,44] beschrieben,
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Abbildung 2.5: Optimierte Bell Ungleichungen (schwarze Punkte) auf der rechten y-Achse, Glo-
balverschra¨nkung Q (gestrichelte Linie) und
√
S Invariante auf der linken y-
Achse, als Funktion von γ2 fu¨r den parameterabha¨ngigen GHZ-Zustand. Die
gepunktete Linie zeigt die untere Grenze der Bell Bedingung fu¨r eine 3-Qubit
Verschra¨nkung (≥ 8) bzw. eine 4-Qubit Verschra¨nkung (≥ 16).
stimmen trotzdem alle Gro¨ßen perfekt u¨berein. Dieser Zustand geho¨rt nicht zur a¨ußersten
von Miyake beschriebenen SLOCC Klasse, da das Hyperdeterminantenkriterium (∆ = 0)
nicht erfu¨llt ist. Das Kriterium nach Li et al., ob der Zustand SLOCC invariant zum
GHZ-Zustand ist:
−γ
√
1− γ2 6= 0 (2.79)
ist natu¨rlich fu¨r γ ∈]0, 1[ erfu¨llt.
2.3.3.2 Heisenberg Zustand |φ15〉
Die Charakterisierung des na¨chsten Zustandes ist im Vergleich mit den bisher behandelten
Zusta¨nden komplexer. |φ15〉 ist Eigenzustand eines speziellen 4-Qubit Heisenberg-Modells,
mit antiferromagnetischen Kopplungskonstanten J und Js, beide ≥ 0:
|φ15〉 = β1
(−|0011〉 + |0110〉 − |1001〉 + |1100〉) + β2(−|0101〉 + |1010〉) (2.80)
mit den zwei Amplituden β1 and β2, gegeben durch
β1 =
(
4 + (−J + 2Js + δ)2/(2J2)
)−1/2
(2.81)
β2 =
(
4 + (−J + 2Js + δ)2/(2J2)
)1/2
J/(2δ) (2.82)
und der verwendeten Abku¨rzung δ = (9J2 − 4JJs + 4J2s )1/2 (vgl. Anhang A).
Aus der Optimierung der Bell Ungleichungen ist bekannt, daß dieser Zustand die Be-
dingung fu¨r eine 3- bzw. 4-Qubit Verschra¨nkung erfu¨llt. Die Globalverschra¨nkung Q ist
konstant (Q = 1), unabha¨ngig von der Wahl der Parameter. Die Parameterabha¨ngigkeit
der optimierten Ungleichungen ist im Verlauf mit der CKW Ungleichung vergleichbar. Die
Parameterabha¨ngigkeit beider Maße ist in Abb. 2.6 als Funktion von J mit konstantem
Js = 2 bzw. als Funktion von Js mit konstantem J = 2 aufgetragen.
Die Berechnung der Luque/Thibon Invarianten liefert folgendes Ergebnis:
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Abbildung 2.6: Optimierte Ungleichungen (Linie mit Punkten) auf der rechten y-Achse, CKW
Abscha¨tzung (gestrichelte Linie) und
√
S Invariante (durchgezogene Linie) auf
der linken y-Achse; (a): als Funktion von J mit konst. Js = 2. bzw. (b): Js
mit konst. J = 2, fu¨r den Zustand |φ15〉. Die gepunktete Linie zeigt die untere
Grenze der Bell Bedingung fu¨r eine 4-Qubit Verschra¨nkung (≥ 16). J und Js
sind komplizierte Funktionen von β1 and β2 (siehe Text).
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H = −2β21 − β22 (2.83)
L = −N = β21(β21 − β22) (2.84)
M = 0 (2.85)
Dxt = −β21β42 (2.86)
S =
1
12
β42(−4β21 + β22)2 (2.87)
T =
1
216
β62(−4β21 + β22)3 (2.88)
∆ = 0. (2.89)
In Abb. 2.6 ist zusa¨tzlich der Verlauf der auf 1 normierten Invarianten
√
S aufgetragen.
Alle drei betrachteten Gro¨ßen zeigen gleiches Verhalten. Die U¨bereinstimmung ist gut an
den Maxima bzw. Minima zu sehen. Fu¨r J = 0, Js = 2 bzw. J = 2, Js → ∞ zeigen alle
drei Gro¨ßen eine maximale 4-Qubit Verschra¨nkung an. In diesen Grenzfa¨llen nimmt der
Zustand GHZ Form an. Auch im Minimum J = 2, Js = 2 herrscht U¨bereinstimmung.
Da die Invariante ∆ gleich Null ist, geho¨rt der Zustand nicht zur Gαβγδ Klasse. Aber der
Zustand erfu¨llt fast fu¨r alle Parameter, bis auf einen schmalen Bereich um J = Js = 2,
die Bell Bedingung fu¨r eine 4-Qubit Verschra¨nkung. Testet man nun die Klassifikations-
kriterien nach Li et al. fu¨r die SLOCC A¨quivalenz mit dem GHZ-Zustand, so erha¨lt man
folgende Gleichungen:
2β21 + β
2
2 6= 0, −β41 = 0 and β21β22 = 0. (2.90)
Diese werden fu¨r β1 = 0 und β2 6= 0 gelo¨st. Das stimmt mit den Grenzwerten Js = 2, J → 0
und J = 2, Js → ∞ u¨berein. Wie bereits angesprochen, reduziert sich der Zustand auf
einen GHZ-Typ, |φ15〉 ≈ (−|0101〉+ |1010〉)/
√
2. In allen anderen Fa¨llen, d.h. β1 6= 0, muß
der Zustand noch einer Klasse zugeordnet werden.
2.3.3.3 Miyake Zustand |Gαγ〉
In diesem Teilabschnitt wird explizit ein Zustand mit ∆ 6= 0 untersucht. Dazu wird der
urspru¨ngliche Miyake Zustand |Gαβγδ〉 (2.57) um mehrere Parameter reduziert. Setzt man
β = δ = γ und 2α2 + 6γ2 = 1, so wird:
|Gαγ〉 = α
(|0000〉 + |1111〉) + γ(|0011〉 + |1100〉+
|0101〉 + |1010〉 + |0110〉 + |1001〉), (2.91)
wobei α bzw. γ reell gewa¨hlt werden, also γ ∈ [0, 1/√6]. Die Globalverschra¨nkung Q fu¨r
diesen Zustand ist parameterunabha¨ngig, Q = 1. Die Berechnung der Concurrences zeigt
die Gleichheit aller, C12 = C13 = C14 = C23 = C24 = C34, mit
C12 =
4γ(α − γ) if 0 ≤ γ ≤
1
2
√
2
2(γ2 − α2) if 1
2
√
2
< γ ≤ 1√
6
(2.92)
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Abbildung 2.7: Verschra¨nkungsmaße des Miyake Zustandes |Gαγ〉 als Funktion des Parameters
γ. (a): Concurrence; (b): Optimierte Ungleichungen (Linie mit Punkten) auf
der rechten y-Achse, CKW Abscha¨tzung (gestrichelte Linie) und
√
S Invariante
(durchgezogene Linie) auf der linken y-Achse. Die gepunktete Linie zeigt die
untere Grenze der Bell Bedingung fu¨r eine 4-Qubit Verschra¨nkung (≥ 16). (c):
Invariante ∆ als Funktion von γ.
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und α wie oben definiert. In Abb. 2.7a ist die Concurrence als Funktion des Parameters γ
aufgetragen. Die Berechnung der Luque/Thibon Invarianten liefert:
H = 1/2 (2.93)
L =M = N = 0 (2.94)
Dxt =
1
4
γ2(1− 8γ2)2 (2.95)
S =
1
192
− 1
4
γ2(1− 8γ2)2 (2.96)
T =
1
13824
− γ
2
192
+
7γ4
48
− 7γ
6
3
+ 24γ8 − 128γ10 + 256γ12 (2.97)
∆ = − 1
512
(6γ2 − 1)(24γ2 − 1)2(8γ3 − γ)6. (2.98)
Abb. 2.7b vergleicht die Parameterabha¨ngigkeit der betrachteten Maße. Wieder zeigt sich,
daß der Verlauf der auf 1 normierten Invarianten
√
S, der CKW Ungleichung und der op-
timierten Bellungleichungen dieselbe Parameterabha¨ngigkeit liefert. Fu¨r γ = 0 nimmt der
Zustand GHZ Form an, |Gαγ〉 = (|0000〉 + |1111〉)/
√
2 und alle drei betrachteten Gro¨ßen
haben ein Maximum. Auch die Minima bei γ = 1/2
√
2 und die Maxima bei γ = 1/2
√
6
stimmen gut u¨berein.
Der Zustand |Gαβγδ〉 ist der Repra¨sentant der a¨ußersten SLOCC Verschra¨nkungsklasse
mit dem Kriterium ∆ 6= 0. Auch fu¨r den speziell gewa¨hlten Zustand |Gαγ〉 ist die Hyper-
determinante ∆ verschieden von Null, mit Ausnahme von γ = 0,±1/√6,±1/√8,±1/√24.
Diese Maxima stimmen mit den Maxima bzw. Minima von
√
S perfekt u¨berein. Abb. 2.7c
beinhaltet erga¨nzend den Verlauf der Hyperdeterminanten ∆.
Die Kriterien nach Li et al. zur SLOCC A¨quivalenz mit dem GHZ Zustand berechnen sich
zu:
−α2 − 3γ2 6= 0 ∧ α2γ2 − γ4 = 0. (2.99)
Fu¨r eine der Nullstellen von ∆, γ = 1/
√
8, sind diese Bedingungen erfu¨llt.
2.3.3.4 Heisenberg Zustand |φ14〉
Zuletzt ein Zustand, dessen Verschra¨nkungsstruktur mit vorhandenen Mitteln vollsta¨ndig
zu erkla¨ren ist. Der Zustand
|φ14〉 = ǫ1|1110〉 + ǫ2|1011〉 + ǫ3|0111〉 − ǫ3|1101〉 (2.100)
mit ǫ21+ǫ
2
2+2ǫ
2
3 = 1 ist ebenfalls Eigenzustand der oben erwa¨hnten 4-Qubit Heisenbergket-
te (vgl. Anhang A). Da er allgemeine W-Form (2.44) hat, stimmt die Globalverschra¨nkung
Q mit der Summe der quadrierten Concurrences u¨berein, vgl. (2.45). Der Zustand entha¨lt
also nur 2-Qubit Verschra¨nkungen. Die optimierten Bell Ungleichungen erfu¨llen nicht die
Bedingung einer 4-Qubit Verschra¨nkung. Die genaue Darstellung der Maße befindet sich in
Anhang A. Die Luque/Thibon Invarianten sind fu¨r diesen Zustand alle gleich Null, liefern
also keine Information u¨ber die Verschra¨nkungsstruktur.
Eine weitere interessante Beobachtung ergibt sich bei Betrachtung der Invarianten H.
Diese Invariante und die Ungleichung der Li et al. Kriterien fu¨r die SLOCC Aq¨uivalenz
zum GHZ-Zustand stimmen bei allen Beispielen, bis auf ein Minuszeichen, u¨berein. Eine
von Null verschiedene Invariante ist somit ein Kriterium fu¨r die SLOCC A¨quivalenz zum
GHZ-Zustand.
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2.4 Diskussion
In Kapitel 2 wurden die Grundlagen der Verschra¨nkungstheorie erla¨utert. Die Charakteri-
sierung reiner 2- und 3-Qubit Zusta¨nde stellt kein Problem dar und ist bereits vollsta¨ndig
gekla¨rt. Mit den Concurrences und dem Tangle Maß lassen sich die 2-Qubit und die 3-
Qubit Verschra¨nkungen bestimmen. Fu¨r die Charakterisiserung eines 4-Qubit Zustandes
stehen nur ein 2-Qubit Maß und die Globalverschra¨nkung Q zur Verfu¨gung. Der Rest,
eine 3- bzw. 4-Qubit Verschra¨nkung, kann aber mit der CKW Ungleichung und optimier-
ten Bell Ungleichungen abgescha¨tzt werden. Diese wurde mit Polynomialen Invarianten
verglichen. Es stellte sich heraus, daß eine der Invarianten geeignet ist die u¨brigbleibende
Verschra¨nkung zu messen.
Kapitel 3
Diskrete Quantum Walk Modelle
Der klassische Random Walk wird meist mit der Bewegung eines Betrunkenen verglichen.
Dieser macht mit einer Wahrscheinlichkeit p einen Schritt nach links, und mit einer Wahr-
scheinlichkeit (1 − p) einen Schritt nach rechts. Nun ist die Wahrscheinlichkeit, daß bei
t−maliger Wiederholung dieser Bewegung das Ereignis Schritt nach links genau k−mal
eintritt durch:
Pt(k) =
(
t
k
)
pk (1− p)t−k (3.1)
gegeben. Dies ist die Wahrscheinlichkeit, den Betrunkenen zum Zeitpunkt t an einem be-
stimmten Ort x zu finden. Man erha¨lt eine Binomialverteilung, der Mittelwert bei einer
ungerichteten Bewegung (p = 1/2) ist 〈x〉 = 0, mit dem Ursprung als Startpunkt. Die
Varianz ist proportional zu t, σ2(x) = t.
Der diskrete Quantum Walk ist identisch aufgebaut. Man betrachtet die Dynamik eines
Quantensystems auf einem diskreten Gitter, erha¨lt aber ein komplett anderes Verhalten
als im klassischen Fall. In diesem Kapitel werden nun einfache Modelle des diskreten QW
behandelt. Einerseits zum U¨berblick u¨ber vorhandene Literatur, andererseits zur Vorbe-
reitung auf die folgenden Kapitel. Beginnend mit dem einfachsten Modell: ein unendliches
eindimensionales Gitter mit einer Mu¨nze (engl. Coin). Das Modell wird ausfu¨hrlich be-
handelt, analytische Lo¨sungsmo¨glichkeiten auf der einen Seite und Vereinfachungen zur
numerischen Simulation auf der anderen Seite, werden aufgezeigt. Das Modell ist in meh-
rere Richtungen erweiterbar. Zum einen durch die Anzahl der verwendeten Coins, zum
anderen durch eine Erho¨hung der Dimensionalita¨t des Ortsraumes. Diese Zusa¨tze machen
es in spa¨teren Kapiteln mo¨glich, den Einfluß von Multiqubit Zusta¨nden auf die Verteilun-
gen der QWModelle zu studieren und so Zusammenha¨nge zwischen Verschra¨nkungsmaßen
und Ortskorrelationen herzustellen. Ein weiterer Ansatz betrachtet das Hinzufu¨gen von
Nichtlinearita¨ten, meist ortsabha¨ngigen Phasen, wodurch die Beziehung zu Quantenchaos-
Modellen hergestellt wird. Innerhalb eines solchen Modells wird die Verbindung zwischen
Verschra¨nkung und Ortsverteilung bereits sichtbar.
3.1 Eindimensionale QW Modelle
Das einfachste Modell eines diskreten QW beschreibt die Bewegung eines 2-Level Quan-
tensystems (Qubit) auf einem eindimensionalen Gitter mit g Gitterpunkten. Der Hilbert-
raum H des Gesamtsystems wird durch einen g-dimensionalen Ortsraum HP (Positi-
onspace) und einen 2-dimensionalen Mu¨nzraum (Coinraum, Coinspace) HC beschrieben,
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H = HP ⊗HC . Die g-dimensionalen Basisvektoren des Ortsraumes werden mit {|x〉} be-
zeichnet, die zweidimensionale Basis des Coinraumes mit |0〉 und |1〉.
Die Bewegung des Systems erfolgt nun nach einem festgelegtem Muster in zwei Schrit-
ten. Zuerst wird die Mu¨nze geworfen, d.h. die Anwendung eines Coinoperators Cˆ. Danach
erfolgt die Bewegung auf dem Gitter, in Abha¨ngigkeit des Wurfergebnisses, mittels eines
Bewegungsoperators Sˆ (Shiftoperator). Diese beiden Operationen definieren einen Zeit-
schritt. Der Gesamtzustand nach t Zeitschritten ergibt sich zu:
|ψ(t)〉 = (Sˆ Cˆ︸︷︷︸
:=Eˆ
)t |ψ(t0)〉 = Eˆt |ψ(t0)〉, (3.2)
mit |ψ(t0)〉 =: |ψ(t = 0)〉. Beide Operatoren sind folgendermaßen aufgebaut. Der Coin-
operator Cˆ ist das Produkt eines Wu¨rfeloperators im Coinraum und eines Einsoperators
im Ortsraum 1 P . Als Standard Wu¨rfeloperator dient der Hadamardoperator Hˆ:
Cˆ = 1 P ⊗ Hˆ. (3.3)
Er ist durch seine Wirkung auf die Coinbasis |0〉, |1〉 definiert:
Hˆ|0〉 = 1√
2
(|0〉 + |1〉) Hˆ|1〉 = 1√
2
(|0〉 − |1〉). (3.4)
Ordnet man dieser Basis entsprechende Vektoren zu:
|0〉 =
(
1
0
)
, |1〉 =
(
0
1
)
, (3.5)
so erha¨lt man die Standardform des Hadamardoperators:
Hˆ =
1√
2
(
1 1
1 −1
)
. (3.6)
Die coinabha¨ngige Bewegung auf dem Gitter wird durch den Shiftoperator Sˆ erzeugt:
Sˆ =
∑
x
|x+ 1〉〈x| ⊗ |0〉〈0| +
∑
x
|x− 1〉〈x| ⊗ |1〉〈1| (3.7)
= Sˆ+1 ⊗ |0〉〈0| + Sˆ−1 ⊗ |1〉〈1|, (3.8)
mit der abku¨rzenden Schreibweise fu¨r die einzelnen Bewegungsrichtungen:
Sˆ+1 :=
∑
x
|x+ 1〉〈x| Sˆ−1 :=
∑
x
|x− 1〉〈x| (3.9)
Aufgrund der Verwendung des Hadamardoperators wird dieses QWModell auch als Hada-
mard Walk bezeichnet. Der Zustand zum Zeitpunkt t0 ist aus einem Anteil im Ortsraum
und einem Anteil im Coinraum aufgebaut:
|ψ(t0)〉 = |x0〉 ⊗ |ψC(t0)〉. (3.10)
Im Normalfall startet der Walker auf einer lokalisierten Position im Ortsraum. In den
Arbeiten von Abal et al. [1,2] wird na¨her auf nichtlokalisierte Startzusta¨nde im Ortsraum
eingegangen.
Die Dynamik des Quantum Walk ist am besten graphisch darstellbar. Dazu betrachtet
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Abbildung 3.1: Vergleich der Wahrscheinlichkeitsverteilungen eines klassischen (gestrichelte Li-
nie) und eines QuantumWalks nach t = 100 Zeitschritten. Der Coin Startzustand
ist (|0〉+ |1〉)/√2. Die Gittergro¨ße ist g = 240 und der Startpunkt im Ortsraum
120. Im Quantenfall sind nur die Wahrscheinlichkeiten an geraden Punkten auf-
getragen, da die ungeraden nicht besetzt sind.
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Abbildung 3.2: Wahrscheinlichkeitsverteilung P (x) fu¨r einen Quantum Walk mit unterschiedli-
chen Coin Startzusta¨nden, |0〉 (gestrichelte Linie) und |1〉 (durchgezogene Linie),
nach t = 100 Zeitschritten. Die Gittergro¨ße ist g = 240 und der Startpunkt
im Ortsraum 120. Im Quantenfall sind nur die Wahrscheinlichkeiten an geraden
Punkten aufgetragen.
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Abbildung 3.3: Mittelwert des eindimensionalen Hadamardwalks fu¨r den allgemeinen Coin Start-
zustand (3.14) in Abha¨ngigkeit der Parameter γ und ϕ nach t = 90 Zeitschritten.
Die Gittergro¨ße ist g = 200, der Startpunkt im Gitter x0 = 100.
man die Wahrscheinlichkeitsverteilung auf dem Gitter:
P (x, t) = |〈0|ψ(t)〉|2 + |〈1|ψ(t)〉|2 (3.11)
Mittelwerte und Varianz lassen sich daraus standardma¨ßig ableiten. Abb. 3.1 vergleicht
die sich ergebende Verteilung eines Hadamardwalks mit der klassischen Verteilung. Die
Unterschiede sind leicht erkennbar. Wa¨hrend die klassische Verteilung um den Startpunkt
zentriert ist, erkennt man beim Quantum Walk die typisch gezackte Verteilung. Die Mo-
mente fu¨r große Zeiten sind von Amabinis et al. [8] berechnet worden. Der Mittelwert ist
abha¨ngig vom Coin Startzustand a und proportional zur Zeit t:
〈x〉t = a(1− 1√
2
)t. (3.12)
Das Vorzeichen von a bestimmt das Vorzeichen des Mittelwertes bzw. die Bewegungsrich-
tung. Das zweite Moment ist unabha¨ngig vom Startzustand und geht quadratisch mit der
Zeit:
〈x2〉t = (1− 1√
2
)t2. (3.13)
Die Ausbreitungsgeschwindigkeit ist somit quadratisch ho¨her als im klassischen Fall. In
Abb. 3.2 sind die Wahrscheinlichkeitsverteilungen fu¨r zwei unterschiedliche Startzusta¨nde
illustriert. In den Verteilungen spiegelt sich die Konstruktion des Shiftoperators Sˆ wieder,
vgl. (3.7). Fu¨r |0〉 als Coin Startzustand ist die Wahrscheinlichkeit ho¨her nach rechts zu
laufen, fu¨r |1〉 ist sie gro¨ßer nach links zu laufen. Diese Abha¨ngigkeit erkennt man auch
sehr gut bei Betrachtung des Mittelwertes fu¨r einen allgemeinen Coin Startzustand [64]:
|ψC(t0)〉 = γ|0〉+ eiϕ
√
1− γ2|1〉 (3.14)
in Abha¨ngigkeit des Parameters γ und der Phase ϕ. Diese Abha¨ngigkeit ist in Abb. 3.3 zu
sehen. Je nach Einstellung von γ la¨uft der Walker mehr nach links bzw. nach rechts. Die
allgemeinen Phase ϕ kann diese Bewegung da¨mpfen, wie deutlich fu¨r ϕ = π zu erkennen
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ist.
Es gibt mehrere Mo¨glichkeiten das Modell analytisch zu lo¨sen. Aufgrund der Translations-
invarianz beim unendlichen Gitter, ist eine Fouriertransformation die erste Wahl. Diese
Rechnung wurde von Nayak und Vishwanath [90] und Ambainis et al. [8] diskutiert.
Aufgrund des Shiftoperators wird die Wellenfunktion am Ort x zum Zeitpunkt t+1 durch
die Wellenfunktionen zum Zeitpunkt t an den Orten x± 1 bestimmt:
ψ(x, t+ 1) =M+ψ(x− 1, t) +M−ψ(x+ 1, t) (3.15)
mit M+,M−, den jeweiligen Teilen des Wu¨rfeloperators. Die Transformation der Wellen-
funktion ψ(x, t) in den k-Raum erfolgt u¨ber:
ψ˜(k, t) =
∑
x
ψ(x, t)eikx. (3.16)
Im Fourierraum la¨ßt sich nun die Anwendung der Operatoren M+,M− zusammenziehen.
Dies kann an folgender Rechnung nachvollzogen werden:
ψ˜(k, t+ 1) =
∑
x
(M+ψ(x− 1, t) +M−ψ(x+ 1, t))eikx
= eikM+
∑
x
ψ(n− 1, t)eik(x−1) + e−ikM−
∑
x
ψ(x+ 1, t)eik(x+1)
= (eikM+ + e
−ikM−)ψ˜(k, t)
(3.17)
Im Fourierraum wird also der U¨bergang von t nach t+1 durch Anwendung eines einzelnen
Operators ausgefu¨hrt:
ψ˜(k, t+ 1) =Mk ψ˜(k, t) (3.18)
mit Mk = e
ikM+ + e
−ikM−. Die Zeitentwicklung la¨ßt sich nun einfach berechnen. Durch
Diagonalisierung desMk Operators reduziert sich die t-fache Matrixmultiplikation auf eine
Potenzierung der zugeho¨rigen Eigenwerte λik:
ψ˜(k, t) =M tkψ˜(k, t0) mit M
t
k =
∑
i
(λik)
t |φik〉〈φik| (3.19)
Das Problem stellt die Ru¨cktransformation in den Ortsraum dar. Die exakte Lo¨sung der
Integrale ist fu¨r beliebige Zeiten nur na¨herungsweise mo¨glich. Beispielsweise verwenden
Nayak und Vishwanath [90] zur Berechnung der Wahrscheinlichkeitsverteilung fu¨r große
Zeiten die Methode der stationa¨ren Phasen [12].
Zur Berechnung der Verteilungsmomente haben Brun et al. [25] eine elegante Gleichung
abgeleitet. Im k-Raum kann die Wirkung des Entwicklungsoperators auf einen an der
Stelle |x0 = 0〉 im Coinzustand |φ0〉 startenden Walker als
Eˆ(|k〉 ⊗ |φ0〉) = |k〉 ⊗ Uˆk |φ0〉 (3.20)
geschrieben werden, da
|0〉 =
∫ pi
−pi
dk
2π
|k〉 (3.21)
ist. Uˆk ist ein allgemeiner Wu¨rfeloperator im k−Raum. (Zur Vereinfachung wird das Dach
ˆbei den Operatoren weggelassen.) Die Wellenfunktion zum Zeitpunkt t, |Ψ(t)〉, ist dann
gegeben durch:
|Ψ(t)〉 = Et|ψ0〉 =
∫ pi
−pi
dk
2π
|k〉 ⊗ (Uk)t|φ0〉. (3.22)
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Wie oben erwa¨hnt, ist die Ru¨cktransformation der Wellenfunktion im allgemeinen kompli-
ziert. Man ist aber nicht an der Wellenfunktion interessiert, sondern nur an den Momenten
der Verteilung. Dazu berechnet man die Wahrscheinlichkeit den Walker zum Zeitpunkt t
am Ort x zu finden, mit:
P (x, t) = 〈Ψ(t)|(|x〉〈x| ⊗ 1 )|Ψ(t)〉
=
1
(2π)2
∫ pi
−pi
dk
∫ pi
−pi
dk′e−ix(k−k
′)〈φ0|(U †k)t(Uk′)t|φ0〉.
(3.23)
Die Berechnung des m-ten Momentes erfolgt u¨ber:
〈xm〉t = 1
(2π)2
∑
x
xm
∫ pi
−pi
dk
∫ pi
−pi
dk′e−ix(k−k
′)〈φ0|(U †k)t(Uk′)|φ0〉. (3.24)
Diese Gleichung la¨ßt sich durch ausnutzen der Beziehung
1
2π
∑
x
xme−ix(k−k
′) = imδ(m)(k − k′) (3.25)
vereinfachen zu:
〈xm〉t = i
m
2π
∫ pi
−pi
dk
∫ pi
−pi
dk′δ(m)(k − k′)〈φ0|(U †k)t(Uk′)|φ0〉 (3.26)
Die Ableitung der δ-Funktion kann durch partielle Integration umgangen werden und man
erha¨lt so einen allgemeinen Ausdruck fu¨r das m-te Moment:
〈xm〉 = i
m
2π
∫ pi
−pi
dk 〈φ0|(U †k)t
[
dm
dkm
U tk
]
|φ0〉. (3.27)
Neben der Fouriertransformation sind noch weitere Lo¨sungsmethoden auf das Quantum
Walk Problem angewandt worden. Die Lo¨sung mittels Pfadintegralmethode / Kombina-
torik wird von Ambainis et al. [8] und Carteret et al. [29] diskutiert. Konno et al. [73]
nutzen die Algebra des Matrixoperators. Methoden der klassischen Wellenoptik werden
durch Knight et al. [69] beschrieben. In der Arbeit von Romanelli et al. [98] wird die Dy-
namik des QW in einen Markovschen Anteil und einen Interferenzterm zerlegt.
Um den Quantum Walk simulieren zu ko¨nnen, ist es hilfreich Rekursionsrelationen fu¨r
die Amplituden des Coinzustandes am Ort x abzuleiten, was in mehreren Arbeiten de-
monstriert wurde, vgl. [8]. Eine direkte numerische Umsetzung der Matrizen ist natu¨rlich
auch mo¨glich, man sto¨ßt aber schnell an die Grenzen des Arbeitsspeichers. Bei eindimensio-
nalen Modellen beispielsweise, beno¨tigt die Simulation in Matrixdarstellung Speicherplatz
fu¨r komplexe Matrizen der Dimension (2×g, 2×g), wobei g die Gittergro¨ße ist. Die Metho-
de der Rekursionsrelationen reduziert das Ganze auf zwei komplexe Vektoren der La¨nge g.
Dies hat entscheidenden Vorteil bei ho¨herdimensionalen Modellen, da hier die Gro¨ße des
Arbeitsspeichers u¨ber die Durchfu¨hrbarkeit der Simulation entscheidet.
Der Zustand zum Zeitpunkt t la¨ßt sich allgemein als Summe der Zusta¨nde in der Coinbasis
am Ort x schreiben:
|ψ(t)〉 =
∑
x
a(x, t)|x, 0〉 + b(x, t)|x, 1〉, (3.28)
wobei |a(x, t)|2 die Wahrscheinlichkeit angibt, den Walker am Ort x im Coinzustand |0〉 zu
finden. Und |b(x, t)|2 die Wahrscheinlichkeit ist, den Walker am Ort x im Coinzustand |1〉
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zu finden. |x, 0〉 ist eine Kurzschreibweise fu¨r |x〉 ⊗ |1〉. Die Wirkungen des Coinoperators
Cˆ und des Shiftoperators Sˆ auf diese Zusta¨nde lassen sich wie folgt darstellen:
Cˆ|x, 0〉 = 1√
2
(
|x, 0〉+ |x, 1〉
)
Cˆ|x, 1〉 = 1√
2
(
|x, 0〉 − |x, 1〉
)
(3.29)
Sˆ|x, 0〉 = |x+ 1, 0〉 Sˆ|x, 1〉 = |x− 1, 0〉. (3.30)
Ein Schritt in der Zeitentwicklung ist dann, wie oben definiert, erst die Verwendung des
Coinoperators, gefolgt durch die Anwendung des Shiftoperators:
|ψ(t)〉 = SˆCˆ|ψ(t− 1)〉, (3.31)
wobei |ψ(t− 1)〉 gegeben ist durch:
|ψ(t− 1)〉 =
∑
x
a(x, t− 1)|x, 0〉 + b(x, t− 1)|x, 1〉. (3.32)
Der Gebrauch der Operatoren liefert nun den Zustand zum Zeitpunkt t in Abha¨ngigkeit
des Zustandes zum Zeitpunkt t− 1:
|ψ(t)〉 = 1√
2
∑
x
{
a(x, t− 1)|x+ 1, 0〉 + a(x, t− 1)|x− 1, 1〉+
b(x, t− 1)|x+ 1, 0〉 − b(x, t− 1)|x− 1, 1〉
}
(3.33)
Die Rekursionsrelationen fu¨r die Amplituden a, b ergeben sich durch Projektion auf die
einzelnen Basiszusta¨nde:
a(x, t) = 〈x, 0|ψ(t)〉 = 1√
2
{
a(x− 1, t− 1) + b(x− 1, t− 1)
}
(3.34)
b(x, t) = 〈x, 1|ψ(t)〉 = 1√
2
{
a(x+ 1, t− 1)− b(x+ 1, t− 1)
}
(3.35)
3.2 Erweiterung des Coinraumes
Eine mo¨gliche Erweiterung des obigen Modells besteht aus der Erga¨nzung des Coinrau-
mes um mehrere Qubits. Der Gesamthilbertraum ist Produktraum aus Ortsraum und M
Coinra¨umen, H = HP ⊗ (HC)⊗M . Ein allgemeiner Entwicklungsoperator Eˆ wu¨rde wie
folgt ausschauen:
Eˆ =
(
Sˆ+1 ⊗ 1⊗(M−1)C ⊗ |0〉〈0| + Sˆ−1 ⊗ 1⊗(M−1)C ⊗ |1〉〈1|
)(
1 P ⊗ 1⊗(M−1)C ⊗ Cˆ
)
(3.36)
Die Entwicklung des Quantum Walks ist aber immer noch abha¨ngig von einem Coin al-
leine, d.h. nur ein einzelner Coin steuert die Bewegung auf dem Gitter.
Modelle mit dieser Erweiterung wurden in Arbeiten von Brun et al. [25] und Flitney et
al. [47] studiert. Erstere bescha¨ftigte sich mit dem U¨bergang in den klassischen Bereich.
Durch Einsatz verschiedener Coinoperatoren ko¨nnen Interferenzeffekte reduziert werden.
In der Arbeit von Flitney et al. wurde die Umsetzung von Parrondo Spielen [57, 58, 85]
in Quantum Walk Modellen diskutiert. Der Parrondo Effekt ist dadurch charakterisiert,
daß aus der Kombination zweier Spiele mit negativem Erwartungswert, ein Spiel mit po-
sitivem Erwartungswert gemacht werden kann. Durch die Erweiterung des Coinraumes
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ist es mo¨glich, eine Geschichtsabha¨ngigkeit innerhalb des QW zu studieren. Innerhalb des
M -fachen Coinraumes werden die Ergebnisse der t− 1 vorherigen Coinwu¨rfe gespeichert.
Der neue Coinwurf wird dann abha¨ngig von diesen vorherigen Ergebnissen ausgefu¨hrt.
Im folgenden wird dieses Modell eingehender betrachtet, da einige interessante Effekte und
neue Methoden auftreten. Zu den bisherigen Operationen, Coinwurf und Gitterbewegung,
im Operator Eˆ implementiert, kommt ein Ordnungsoperator Oˆ, der im Coinraum die bis-
herigen Ergebnisse speichert bzw. ordnet. Die Zeitentwicklung des Startzustandes besteht
aus t-maliger Anwendung der Kombination Eˆ und Oˆ:
|ψ(t)〉 = (OˆEˆ)t|ψ(t0)〉 (3.37)
Der Coinanteil des Entwicklungsoperators Eˆ:
Eˆ =
(
Sˆ+1 ⊗ 1⊗(M−1)C ⊗ |0〉〈0| + Sˆ−1 ⊗ 1⊗(M−1)C ⊗ |1〉〈1|
)
(
1 P ⊗
∑
j1,...,jM−1∈{0,1}
P ∗j1,...,jM−1 ⊗ Uˆ(ρj1...jM−1)
)
(3.38)
ist speziell konstruiert. Die Projektionsoperatoren P ∗j1,...,jM−1 steuern die Anwendung des
parameterabha¨ngigen Wu¨rfeloperators Uˆ(ρj1...jM−1). Dadurch wird die Wu¨rfeloperation
durch Uˆ , abha¨ngig von den anderen Coins ausgefu¨hrt. Durch den Parameter ρ ist eine
Vorzugsrichtung links oder rechts einstellbar. Dieser parameterabha¨ngige Operator sieht
wie folgt aus:
Uˆ(ρ) =
( √
ρ i
√
1− ρ
i
√
1− ρ √ρ
)
. (3.39)
Fu¨r die Geschichtsabha¨ngigkeit ist der Operator Oˆ zusta¨ndig:
Oˆ = 1 P ⊗
∑
j1,...,jM∈{0,1}
|jM j1 · · · jM−1〉〈j1 · · · jM−1jM |. (3.40)
Dieser ordnet die Coinstruktur um. Zur Veranschaulichung des gesamten Schemas, hier
die explizite Darstellung der Operatoren fu¨r drei Coins (M = 3):
Eˆ =
(
Sˆ+1 ⊗ 1 C ⊗ 1 C ⊗ |0〉〈0| + Sˆ−1 ⊗ 1 C ⊗ 1 C ⊗ |1〉〈1|
)
(
1 P ⊗
(
|00〉〈00| ⊗ U(ρ00) + |01〉〈01| ⊗ U(ρ01)+
|10〉〈10| ⊗ U(ρ10) + |11〉〈11| ⊗ U(ρ11)
))
(3.41)
Oˆ = 1 P ⊗
(
|000〉〈000| + |001〉〈010| + |010〉〈100| + |011〉〈110|+
|100〉〈001| + |101〉〈011| + |110〉〈101| + |111〉〈111|
)
. (3.42)
In Abb. 3.4 ist die Wahrscheinlichkeitsverteilung fu¨r einen M = 2 und einen M = 3
geschichtsabha¨ngigen Quantum Walk dargestellt. Im Gegensatz zum Eincoin Hadamard-
walk treten, abha¨ngig von der Anzahl der verwendeten Coins, zusa¨tzliche Spitzen in der
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Abbildung 3.4: Wahrscheinlichkeitsverteilung eines QW mit Geschichtsabha¨ngigkeit fu¨r unter-
schiedliche Coinanzahl, M = 2 (durchgezogen) und M = 3 (gestrichelt).
Verteilung auf. Diese ko¨nnen mit einem leichten Argument erkla¨rt werden. Die Peaks sind
Interferenz Pha¨nomene, die sich aus Zusta¨nden ergeben, die nach mehreren Zeitschritten
auf sich selbst abgebildet werden, z.B. fu¨r M = 2:(
|x, 01〉 − |x, 10〉
)
t=2−−→
(
|x, 01〉 − |x, 10〉
)
(3.43)
Die Umsetzung eines Parrondo Spiels funktioniert nun wie folgt. Man beno¨tigt dazu einen
QW mit M = 3 und zwei verschiedene Spiele Aˆ, Bˆ, wobei Aˆ, Bˆ einer Kombination OˆCˆ
mit spezieller Parameterwahl ρ entspricht. Fu¨r das Spiel Aˆ wa¨hlt man:
ρ00 = ρ01 = ρ10 = ρ11 = 0.5. (3.44)
Im Spiel Bˆ fu¨hrt man einen entsprechenden Bias ein, z.B.:
ρ00 = 0.55 ρ01 = ρ10 = ρ11 = 0.5. (3.45)
Beide Spiele, unabha¨ngig voneinander ausgefu¨hrt, liefern einerseits einen Erwartungswert
gleich 0, andererseits einen negativen Erwartungswert. Fu¨hrt man nun die Operatoren
nacheinander aus, d.h.
|ψ(t+ 1)〉 = BˆBˆAˆAˆ|ψ(t)〉, (3.46)
so ergibt sich ein positiver Erwartungswert, ein Quanten Parrondo Effekt.
Wie man sieht bietet das Modell des QW mit Geschichtsabha¨ngigkeit mehrere interes-
sante Pha¨nomene. Durch Kombination spezieller Operatoren ist es mo¨glich, den Erwar-
tungswert zu lokalisieren. Der Einfluß der nicht benutzten Coins im Coinraum spielt hier
die entscheidende Rolle. Ebenso besteht die Mo¨glichkeit, Quantenspiele innerhalb eines
Quantum Walks umzusetzen.
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3.3 Mehrdimensionale QW Modelle
Dieser Abschnitt zeigt, wie man Quantum Walk Modelle auf mehrere ra¨umliche Dimen-
sionen erweitern kann. Dem eindimensionalen Modell a¨hnlich, werden Rekursionsrelatio-
nen fu¨r eine Computerumsetzung abgeleitet. Die analytische Berechnung der Mittelwerte
und ho¨heren Momente wird durch eine Erweiterung der Gleichung nach Brun et al. [25]
ermo¨glicht. Zusa¨tzlich zu den 1D Mittelwerten bzw. Varianzen ko¨nnen Ortskorrelationen
betrachtet werden, mit denen im Laufe der Arbeit die Verschra¨nkungsstruktur des Coin
Startzustandes exakt beschrieben wird.
Die erste Diskussion ho¨herdimensionaler QW Modelle ist in den Arbeiten von Mackay et
al. [81] und spa¨ter Tregenna et al. [110] nachzulesen.
3.3.1 2D
Die Erweiterung des 1D Quantum Walks auf mehrere ra¨umliche Dimensionen stellt keine
Hu¨rde dar, weder numerisch noch algebraisch. Man definiert einen entsprechenden Wu¨rfel-
operator und legt fest in welche Richtung der Walker bewegt wird. Dies soll am Beispiel
des QW auf einem zweidimenisonalen Gitter detailliert nachvollzogen werden.
Der Hilbertraum des Gesamtsystems ist durch folgenden Produktraum gegeben:
H = HPx ⊗HPy ⊗HCx ⊗HCy . (3.47)
Die Basisvektoren sind Produktzusta¨nde der zwei Ortsra¨ume und der zwei Coinra¨ume. Die
beiden Richtungen des Gitters werden mit x und y bezeichnet. Als Basis im Coinraum
nimmt man die bina¨re Basis mit den Zusta¨nden |00〉, |01〉, |10〉, |11〉, z.B.:
|x〉 ⊗ |y〉 ⊗ |0〉 ⊗ |0〉 := |x, y, 00〉. (3.48)
Der einfachste Coinoperator ist das Produkt zweier Hadamard Operatoren Hˆ = Hˆ1⊗ Hˆ2,
mit folgender Wirkung auf die Basiszusta¨nde:
Hˆ|x, y, 00〉 = 1
2
(|x, y, 00〉 + |x, y, 01〉 + |x, y, 10〉 + |x, y, 11〉) (3.49)
Hˆ|x, y, 01〉 = 1
2
(|x, y, 00〉 − |x, y, 01〉 + |x, y, 10〉 − |x, y, 11〉) (3.50)
Hˆ|x, y, 10〉 = 1
2
(|x, y, 00〉 + |x, y, 01〉 − |x, y, 10〉 − |x, y, 11〉) (3.51)
Hˆ|x, y, 11〉 = 1
2
(|x, y, 00〉 − |x, y, 01〉 − |x, y, 10〉 + |x, y, 11〉) . (3.52)
Die Bewegung auf dem Gitter erfolgt mittels Shiftoperator Sˆ:
Sˆ|x, y, 00〉 = |x+ 1, y + 1, 00〉 Sˆ|x, y, 01〉 = |x+ 1, y − 1, 01〉 (3.53)
Sˆ|x, y, 10〉 = |x− 1, y + 1, 10〉 Sˆ|x, y, 11〉 = |x− 1, y − 1, 11〉. (3.54)
Der Entwicklungsoperator Eˆ schreibt sich wie folgt:
Eˆ =
((
S+1x ⊗ |0x〉〈0x|+ S−1x ⊗ |1x〉〈1x|
)(
1 x ⊗ Hˆ
))⊗ (3.55)((
S+1y ⊗ |0y〉〈0y|+ S−1y ⊗ |1y〉〈1y |
)(
1 y ⊗ Hˆ
))
. (3.56)
Wie man erkennt, sind die Bewegungen in x- bzw. y-Richtung voneinander unabha¨ngig.
Eine mo¨gliche Korrelation beider Richtungen wu¨rde dann aus einer Korrelation des Start-
zustandes resultieren. Natu¨rlich ist es mo¨glich anstatt des Produktes zweier Hadamard
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Operatoren andere Wu¨rfeloperatoren zu nutzen. Operatoren, die die ra¨umlichen Freiheits-
grade verschra¨nken sind der DFT Coinoperator und der Grover Coinoperator, resultierend
aus den jeweiligen bekannten Quantenalgorithmen. Nimmt man die bina¨re Kodierung der
Coinbasis (von der 0 aus beginnend), so kann man beide Operatoren wie folgt darstellen.
Den DFT Operator
CDd |µ〉 =
1√
2d
2d−1∑
ν=0
e2piiµν/2
d |ν〉 (3.57)
und den Grover Operator
CGd |µ〉 =
1√
2d
(
−2|µ〉+
2d−1∑
ν=0
|ν〉
)
. (3.58)
Fu¨r d = 2 ist die Matrixdarstellung anschaulicher:
CD2 =
1
2

1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i
 CG2 = 12

−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1
 (3.59)
Der Einfluß beider Operatoren im Vergleich zum Hadamardprodukt ist in Abb. 3.5 fu¨r
verschiedene Coin Startzusta¨nde graphisch dargestellt. 1 Diese sind aus [110] entnommen.
|ψsym〉 = 1
2
(|0〉 + i|1〉) ⊗ (|0〉 + i|1〉) = 1
2
(|00〉+ i|01〉 + i|10〉 − |11〉) (3.60)
|ψG〉 = 1
2
(|00〉 − |01〉 − |10〉+ |11〉) (3.61)
|ψD〉 = 1
2
(|00〉 + 1− i√
2
|01〉+ |10〉 − 1− i√
2
|11〉) (3.62)
Es zeigt sich, daß unterschiedliche Startzusta¨nde im Coinraum no¨tig sind, um fu¨r den
jeweiligen Operator symmetrische Verteilungen zu erhalten. Die Vierpeakstruktur des
Hadamardoperators mit dem symmetrischen Coin Startzustand (3.60) in Abb. 3.5a ent-
spricht der zweidimensionalen Erweiterung der eindimensionalen Verteilung mit der Zwei-
peakstruktur, vgl. Abb. 3.1. Hier kann man sehr gut die Produktstruktur des Hadamar-
doperators erkennen. Der DFT und der Grover Operator erzeugen ganz unterschiedliche
Verteilungen. Auffa¨llig ist beispielsweise die Lokalisierung des Walkers am Startpunkt
durch den Grover Operator, vgl. Abb. 3.5e.
Im folgenden werden die Rekursionsrelationen abgeleitet. Der allgemeine Zustand zum
Zeitpunkt t lautet:
|ψ(t)〉 =
∑
x,y
{
α(x, y, t)|x, y, 00〉 + β(x, y, t)|x, y, 01〉+
γ(x, y, t)|x, y, 10〉 + δ(x, y, t)|x, y, 11〉
}
. (3.63)
1Die Angabe der Gittergro¨ße g in den Abbildungen, ist in der gesamten Arbeit immer auf eine Dimension
bezogen.
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Abbildung 3.5: Wahrscheinlichkeitsverteilungen auf dem Gitter zweidimensionaler QW Modelle
mit unterschiedlichen Coinoperatoren und Coin Startzusta¨nden. Die Gittergro¨ße
einer Dimension betra¨gt g = 200, der Zeitpunkt der Messung t = 90. Die Be-
zeichnung beinhaltet den verwendeten Wu¨rfeloperator und den jeweiligen Coin
Startzustand. Hellere Farben in der Farbkodierung bedeuten eine ho¨here Wahr-
scheinlichkeit.
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Basis x y |00〉 |01〉 |10〉 |11〉
|00〉 + + + + + +
|01〉 + - + - + -
|10〉 - + + + - -
|11〉 - - + - - +
Tabelle 3.1: Anwendung des Shiftoperators und des Hˆ ⊗ Hˆ Operators auf die vier verschiedenen
2-Qubit Basiszusta¨nde. Auswertung wie folgt, z.B. linke Spalte, erste Zeile: Ist der
Coinzustand |00〉, so ist in x−Richtung und in y−Richtung jeweils +1 zu gehen. Der
Hadamard-Produkt Operator macht aus |00〉 ein
”
plus |00〉 plus |01〉 plus |10〉 plus
|11〉“.
Nach Anwendung der oben definierten Hadamard- und Shiftoperatoren und der Projektion
auf die Coinbasis Zusta¨nde erha¨lt man:
α(x, y, t) = 〈x, y, 00|ψ(t)〉 = 1
2
(
α(x− 1, y − 1, t− 1) + β(x− 1, y − 1, t− 1)+
γ(x− 1, y − 1, t− 1) + δ(x− 1, y − 1, t− 1)
)
(3.64)
β(x, y, t) = 〈x, y, 01|ψ(t)〉 = 1
2
(
α(x− 1, y + 1, t− 1)− β(x− 1, y + 1, t− 1)+
γ(x− 1, y + 1, t− 1)− δ(x− 1, y + 1, t− 1)
)
(3.65)
γ(x, y, t) = 〈x, y, 10|ψ(t)〉 = 1
2
(
α(x+ 1, y − 1, t− 1) + β(x+ 1, y − 1, t− 1)−
γ(x+ 1, y − 1, t− 1)− δ(x+ 1, y − 1, t− 1)
)
(3.66)
δ(x, y, t) = 〈x, y, 11|ψ(t)〉 = 1
2
(
α(x+ 1, y + 1, t− 1)− β(x+ 1, y + 1, t− 1)−
γ(x+ 1, y + 1, t− 1) + δ(x+ 1, y + 1, t− 1)
)
(3.67)
Diese Schritte ko¨nnen mit Hilfe einer Tabelle leicht zusammengefaßt und u¨bersichtlich dar-
gestellt werden (siehe Tabelle 3.1). Die tabellarische Form erleichtert die Herangehensweise
an ho¨herdimensionale Modelle. Die Umsetzung in einem geeignetem Simulationsprogramm
ergibt sich direkt aus der Tabelle.
Die Wahrscheinlichkeit, den Walker am Ort (x, y) zum Zeitpunkt t zu finden, ergibt sich
zu:
P (x, y, t) = |α(x, y, t)|2 + |β(x, y, t)|2 + |γ(x, y, t)|2 + |δ(x, y, t)|2. (3.68)
Fu¨r die Charakterisierung solch einer zweidimensionalen Wahrscheinlichkeitsverteilung
existieren mehrere Mo¨glichkeiten, vgl. z.B. [97]. Die Mittelwerte in x- bzw. y- Richtung
ergeben sich durch Aufsummation der jeweils anderen Richtung:
µx(t) ≡ 〈x〉t =
∑
x
x
∑
y
P (x, y, t) µy(t) ≡ 〈y〉t =
∑
y
y
∑
x
P (x, y, t), (3.69)
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wobei man abku¨rzende Schreibweisen definieren kann:
P (x, t) =
∑
y
P (x, y, t) P (y, t) =
∑
x
P (x, y, t). (3.70)
Die Berechnung der Varianzen erfolgt wie im eindimensionalen Fall:
σ2x = 〈x2〉 − 〈x〉2 σ2y = 〈y2〉 − 〈y〉2, (3.71)
wobei die Standardabweichungen σx bzw. σy die Wurzeln aus der Varianz sind. Bei einer
zweidimensionalen Zufallsgro¨ße la¨ßt sich zusa¨tzlich die mo¨gliche Korrelation der beiden
Verteilungen in x- bzw. y-Richtung untersuchen. Sie wird u¨blicherweise durch die Kovari-
anz quantifiziert, welche definiert ist als:
Cov(x, y) = 〈(x− µx)(y − µy)〉 = 〈xy〉 − µxµy. (3.72)
Bei unkorrelierten Gro¨ßen wa¨ren 〈xy〉 und 〈x〉〈y〉 gleich. Der Korrelationskoeffizient ent-
spricht der Normierung auf ein Intervall zwischen −1 und +1:
ρxy =
Cov(x, y)
σxσy
=
〈(x− µx)(y − µy)〉
σxσy
. (3.73)
Bei ρxy = 1 wa¨ren x und y perfekt korreliert, bei ρxy = −1 antikorreliert.
Um die Mittelwerte analytisch zu bestimmen, kann die bereits oben diskutierte Ableitung
nach Brun et al. [25] auf mehrere Dimensionen erweitert werden. Die Wahrscheinlichkeit
den Walker am Ort (x, y) zum Zeitpunkt t zu finden, ergibt sich nach einfacher Rechnung
zu:
P (x, y, t) =
1
(2π)4
∫ pi
kx,k′x,ky,k
′
y=−pi
dkxdk
′
xdkydk
′
y e
−iy(kx−k′x)e−ix(ky−k
′
y)
〈φ0|(U †kx)t U tk′x ⊗ (U
†
ky
)t U tk′y |φ0〉. (3.74)
Ist man nur an den eindimensionalen Mittelwerten interessiert, so kann u¨ber die y−Richtung
summiert werden, 〈x〉 =∑x x∑y P (x, y, t), und Beziehung (3.25) fu¨r m = 0:
1
2π
∑
x
xme−ix(k−k
′) = imδ(m)(k − k′) (3.75)
angwandt werden. So erha¨lt man fu¨r den Mittelwert in x-Richtung
〈x〉 = i
(2π)2
∫ pi
kx,ky=−pi
dkxdky 〈φ0|(U †kx)t
d
dkx
U tkx ⊗ (U †ky)t U tky︸ ︷︷ ︸
1
|φ0〉. (3.76)
Eine a¨quivalente Rechnung liefert den Mittelwert in y-Richtung:
〈y〉 = i
(2π)2
∫ pi
kx,ky=−pi
dkxdky 〈φ0| (U †kx)t U tkx︸ ︷︷ ︸
1
⊗(U †ky)t
d
dky
U tky ⊗ |φ0〉. (3.77)
Der Mittelwert in eine Richtung des zweidimensionalen Modells, bei Aufsummation der
jeweils anderen Richtung, entspricht also dem eindimensionalen Modell mit zwei Coins.
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Fu¨r die Berechnung des Erwartungswertes beider Richtungen 〈xy〉 wird (3.25) zweimal
angewandt:
〈xy〉 = − 1
(2π)2
∫ pi
kx,ky=−pi
dkxdky 〈φ0|(U †kx)t
d
dkx
U tkx ⊗ (U †ky)t
d
dky
U tky |φ0〉. (3.78)
Die einfache Berechnung der Erwartungswerte u¨ber diese Methode ist nur mo¨glich, da
die Wu¨rfeloperatoren in beide Richtungen unabha¨ngig voneinander sind. Die Anwendung
des Grover bzw. DFT Operators beispielsweise, wu¨rde eine komplexere Auswertung no¨tig
machen.
3.3.2 3D und 4D
Die Erweiterung auf drei bzw. vier Raumdimensionen macht keine großen Unterschiede
zum zweidimensionalen Fall. Die Basis im Coinraum wird um die no¨tigen Qubits erwei-
tert. Man nimmt die Computational Basis und nummeriert die Zusta¨nde bina¨r durch. Im
dreidimensionalen Fall ergebens sich 23 Basiszusta¨nde, nummeriert von 1 bis 8:
|0〉 ⊗ |0〉 ⊗ |0〉 = |000〉 =: |1〉 |1〉 ⊗ |0〉 ⊗ |0〉 = |100〉 =: |5〉 (3.79)
|0〉 ⊗ |0〉 ⊗ |1〉 = |001〉 =: |2〉 |1〉 ⊗ |0〉 ⊗ |1〉 = |101〉 =: |6〉 (3.80)
|0〉 ⊗ |1〉 ⊗ |0〉 = |010〉 =: |3〉 |1〉 ⊗ |1〉 ⊗ |0〉 = |110〉 =: |7〉 (3.81)
|0〉 ⊗ |1〉 ⊗ |1〉 = |011〉 =: |4〉 |1〉 ⊗ |1〉 ⊗ |1〉 = |111〉 =: |8〉. (3.82)
Im vierdimensionalen Fall entsprechend 24 Zusta¨nde, die mit 1 bis 16 bezeichnet werden:
|0000〉 := |1〉, |0001〉 := |2〉, . . . , |1111〉 := |16〉. (3.83)
Die Qubits werden den einzelnen Raumrichtungen xi zugeordnet, wobei Qubit 1 der Rich-
tung x1 entspricht, usw. Die allgemeinen QW Zusta¨nde in 3D bzw. 4D zum Zeitpunkt t
sehen wie folgt aus:
|ψ(t)〉 =
∑
x1,x2,x3
8∑
j=1
αj(x1, x2, x3, t)|x1, x2, x3, j〉 (3.84)
|ψ(t)〉 =
∑
x1,x2,x3,x4
16∑
j=1
αj(x1, x2, x3, x4, t)|x1, x2, x3, x4, j〉, (3.85)
wobei |x1, x2, x3, j〉 := |x1〉 ⊗ |x2〉 ⊗ |x3〉 ⊗ |j〉 ist. Als Wu¨rfeloperator wird das Produkt
von drei bzw. vier Hadamardoperatoren angenommen. Die Anwendung der Wu¨rfel- (Hˆ)
und Shiftoperatoren (Sˆ) kann wie im zweidimensionalen Fall in Tabellenform dargestellt
werden. Passende Simulationsalgorithmen lassen sich direkt aus der Tabelle ablesen. Der
dreidimensionale QW ist in Tabelle 3.2, der vierdimensionale QW in Tabelle 3.3 aufge-
schlu¨sselt.
Da ein Produktwu¨rfeloperator verwendet wird, kann der Entwicklungsoperator Eˆ als Pro-
dukt der eindimensionalen Operatoren geschrieben werden:
Eˆ =
((
Sˆ+1xi ⊗ |0xi〉〈0xi |+ Sˆ−1xi ⊗ |1xi〉〈1xi |
)(
1 xi ⊗ Hˆ
))⊗i
. (3.86)
Die Korrelationen der einzelnen Raumrichtungen sind also nur durch den Coin Startzu-
stand bedingt. Die Wahrscheinlichkeitsverteilungen berechnen sich durch Summation der
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Basis x1 x2 x3 |000〉 |001〉 |010〉 |011〉 |100〉 |101〉 |110〉 |111〉
|1〉 := |000〉 + + + + + + + + + + +
|2〉 := |001〉 + + - + - + - + - + -
|3〉 := |010〉 + - + + + - - + + - -
|4〉 := |011〉 + - - + - - + + - - +
|5〉 := |100〉 - + + + + + + - - - -
|6〉 := |101〉 - + - + - + - - + - +
|7〉 := |110〉 - - + + + - - - - + +
|8〉 := |111〉 - - - + - - + - + + -
Tabelle 3.2: Anwendung des Shiftoperators Sˆ und des Hˆ ⊗ Hˆ ⊗ Hˆ Operators auf die 3-Qubit
Basiszusta¨nde.
einzelnen Amplituden |αj |2:
P (x1, x2, x3, t) =
8∑
j=1
|αj(x1, x2, x3, t)|2 (3.87)
P (x1, x2, x3, x4, t) =
16∑
j=1
|αj(x1, x2, x3, x4, t)|2. (3.88)
Die eindimensionalen bzw. mehrdimensionalen Mittelwerte ergeben sich durch Summation
u¨ber die jeweils anderen Richtungen, wie hier beispielsweise gezeigt:
〈x1〉t =
∑
x1
x1
∑
x2,x3
P (x1, x2, x3, t). (3.89)
Ebenso wie im zweidimensionalen Fall, lassen sich die Korrelationen zwischen zwei Raum-
richtungen anhand der Kovarianzen berechnen:
Cov(xi, xj) = 〈(xi − 〈xi〉)(xj − 〈xj〉)〉 (3.90)
mit Cov(xi, xj) = Cov(xj , xi) und Cov(xi, xi) = σ
2
xi . Die Korrelationskoeffizienten be-
rechnen sich a¨quivalent. Aus diesen Paarkovarianzen la¨ßt sich die Kovarianzmatrix Vij =
Cov(xi, xj) aufstellen. Eine charakteristische Gro¨ße ist die Determinante:
Det(Vij) = σ
2
xσ
2
yσ
2
z − Cov(x, y)2σ2z − Cov(x, z)2σ2y − Cov(y, z)2σ2x
+ 2Cov(x, y)Cov(x, z)Cov(y, z). (3.91)
Will man a¨nhlich zum 2D Fall ho¨here Korrelationen betrachten, so kann man beispielsweise
folgende Gro¨ße untersuchen:
〈(x1 − 〈x1〉)(x2 − 〈x2〉)(x2 − 〈x2〉〉 = 〈x1x2x3〉 − 〈x1〉〈x2〉〈x3〉−
〈x1〉Cov(x2, x3)− 〈x2〉Cov(x1, x3)− 〈x3〉Cov(x1, x1), (3.92)
die aber der Struktur der Kovarianz nur bedingt a¨hnelt. Ho¨here Korrelationen werden in
der dem Autor bekannten Literatur nicht diskutiert.
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Abbildung 3.6: Zeitentwicklung eines dreidimensionalen QW mit symmetrischem Coin Start-
zustand (|0〉 + i|1〉)⊗3. Die Gittergro¨ße einer Dimension betra¨gt g = 110. Die
Anzahl der Zeitschritte ist t = 50. Dargestellt ist die zeitliche Entwicklung der
acht gro¨ßten Peaks der Wahrscheinlichkeitsverteilung.
Die analytische Berechnung der Mittelwerte bzw. ho¨heren Momente erfolgt ebenfalls mit
einer Erweiterung der Gleichung (3.27) nach Brun et al. [25]. Diese Auswertung ist mo¨glich,
da der Entwicklungsoperator Eˆ in Produktform vorliegt. Die Berechnung der Erwartungs-
werte gleicht dem 2D Fall und wird in Kapitel 5 ausfu¨hrlich ero¨rtert.
Die Betrachtung der Zeitentwicklung im 3D Gitter wird mo¨glich durch Betrachtung der
Peakstruktur. Diese Methode ist inspiriert durch eine Arbeit von Navarrete et al. [89], der
die zeitliche Entwicklung der Peaks im eindimensionalen QW mit Nichtlinearita¨ten un-
tersucht hat. Man erkennt in Abb. 3.6 eindeutig die A¨quivalenz zur Zweipeakstruktur im
eindimensionalen Fall (vgl. Abb. 3.1), bzw. Vierpeakstruktur im zweidimensionalen Fall
(vgl. Abb. 3.5a).
3.4 Nichtlineare 1D Modelle
Eine ganz andere Mo¨glichkeit Quantum Walk Modelle zu erweitern, ergibt sich durch
das Hinzufu¨gen von Nichtlinearita¨ten. Ein erstes Modell war der Stroboskopische Quan-
tum Walk von Buerschaper und Burnett [27]. Als Ortszusta¨nde werden die Eigenzusta¨nde
bestimmter physikalischer Systeme genommen. Der einfachste Fall beschreibt den har-
monischen Oszillator. Die QW Operationen wirken dann wie periodische Sto¨rungen des
darunterliegenden Systems. Dadurch ist es mo¨glich eine Verbindung zu nichtlinearen Sy-
stemen des Quantenchaos, wie dem δ−gekickten Rotator herzustellen. Eine Einfu¨hrung in
das Gebiet des Quantenchaos bietet das Buch von Haake [55]. Das Modell des Strobosko-
pischen QW im Harmonischen Oszillator wird nachstehend ausfu¨hrlicher betrachtet, da
sich eine erste Verbindung zu verschra¨nkten Zusta¨nden gezeigt hat. Es besteht ein Zusam-
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menhang zwischen der Coin-Gitter Verschra¨nkung und der Ortsverteilung.
Wie bereits erwa¨hnt, sollen die Ortszusta¨nde nun Eigenzusta¨nde eines Hamiltonoperators
sein. Der Hilbertraum H ist Produktraum, bestehend aus Ortsraum HP und Coinraum
HC . Die Zeitentwicklung wird beschrieben durch einen Operator Eˆ. Zusa¨tzlich wird eine
Zeitentwicklung des Systems eingefu¨gt auf dem der Walk stattfindet. Die charakteristische
Gro¨ße ist der Faktor τ , der die Zeit zwischen den einzelnen Schritten des Quantum Walks
angibt. Die Zeitentwicklung erfolgt u¨ber die Schro¨dingergleichung, mit einem Zeitentwick-
lungsoperator exp(−iHˆP τ/~). Der gesamte Entwicklungsoperator fu¨r den Quantum Walk
sieht nun wie folgt aus:
Eˆ(τ) = Sˆ(Cˆ ⊗ e− i~ HˆP τ ). (3.93)
Der Shiftoperator Sˆ und der Coinoperator Cˆ sind a¨quivalent zum diskreten eindimensio-
nalen Modell definiert. Durch den Operator Eˆ(τ) erha¨lt der Walker an jedem Gitterpunkt
eine τ -abha¨ngige Phase. Falls die Phasendifferenz zwischen Eigenzusta¨nden benachbarter
Gitterpunkte ganzzahlige Vielfache von 2π ist, ereignet sich eine vollsta¨ndige Phasenneu-
einstellung. Das daraus resultierende kleinstmo¨gliche Zeitintervall ist gegeben durch die
Talbot-Zeit (siehe z.B. [18,19]):
T =
2π~λ
En − En+2 , (3.94)
wobei λ eine spezifische systemabha¨ngige Ganzzahl ist und die En Energieeigenwerte des
zugeho¨rigen Hamiltonians. Die Analyse kann also auf τ ∈ [0, T ] beschra¨nkt werden. Der
einfachste Fall behandelt den Harmonischen Oszillator mit dem Hamiltonoperator:
HˆP = ~ω(nˆ+
1
2
) (3.95)
und der bekannten Wirkung auf die Eigenzusta¨nde bzw. hier die Ortszusta¨nde |n〉:
HˆP |n〉 = En|n〉. (3.96)
Die Talbotzeit des Harmonischen Oszillators ist T = piω , mit λ = 1. Damit ergibt sich
folgende Darstellung:
e−
i
~
Hˆpτ = e−ipi(n+
1
2
)τ , (3.97)
wobei in Einheiten der Talbot-Zeit gerechnet wird, τ also dimensionslos ist, τ ∈ [0, 1]. Um
den Grundzustand nicht zu erreichen, wird der Walk lokalisiert in einem hochangeregtem
Zustand gestartet. Das Ausbreitungsverhalten des Walks ist τ -abha¨ngig. In Abb. 3.7 sind
der Mittelwert und die Standardbweichung in Abha¨ngigkeit des Parameters τ aufgetragen.
Je nach Wahl von τ ergibt sich eine Ausbreitung vergleichbar mit dem diskreten QW, pe-
riodischen Oszillationen der Wahrscheinlichkeit, bis hin zur kompletten Lokalisierung des
Zustandes am Ursprung. In den Abb. 3.8 ist die Zeitentwicklung der Wahrscheinlichkeits-
verteilung fu¨r verschiedene τ dargestellt. Man kann klar die Periodizita¨t erkennen, die sich
in Abha¨ngigkeit von τ ergibt.
Die Veranlassung zur weiteren Bescha¨ftigung mit diesem Modell ergab sich aus der Be-
trachtung der Verschra¨nkung zwischen Coin und Gitter in Abha¨ngigkeit des τ Parameters.
Ein Maß zur Betrachtung der Coin-Gitter Verschra¨nkung ist die Verschra¨nkungsentropie,
vgl. (2.4):
EC(t) = −
∑
j
λj log2(λj), (3.98)
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Abbildung 3.7: Mittelwert und Standardabweichung des Stroboskopischen Walks als Funktion
von τ (g = 420; t = 200). Numerische Simulation mit (|0〉 + i|1〉)/√2 als Coin
Startzustand.
die bereits von Carneiro et al. [28] im Zusammenhang mit QW Modellen verwendet wird.
Die λj sind die Eigenwerte der reduzierten Dichtematrix des Coins zum Zeitpunkt t, wo-
bei der Gitterfreiheitsgrad rausgespurt wird. Tra¨gt man die Zeitabha¨ngigkeit der Ver-
schra¨nkung EC(t) fu¨r verschiedene τ Parameter auf und vergleicht mit der Zeitentwick-
lung der Standardabweichung des Ortes, wie in Abb. 3.9 dargestellt, so erkennt man einen
direkten Zusammenhang. Wie es scheint, kann die Standardabweichung als Maß einer
Coin-Gitter Verschra¨nkung verwendet werden.
Um dieses Modell genauer zu analysiern, kann man mit dem Ansatz zur Fouriertransfor-
mation nach Nayak and Vishwanath [90] das Problem angehen. U¨ber die Transformation
in den k-Raum:
ψ˜(k, t) =
∑
n
ψ(n, t)eikn (3.99)
kann die Entwicklung der Wellenfunktion fu¨r einen Zeitschritt berechnet werden:
ψ˜(k, t+ 1) =
∑
n
{
M+ψ(n − 1, t)e−ipiτ(n−1/2) +M−ψ(n + 1, t)e−ipiτ(n+3/2)
}
eikn
=
∑
n
{
M+ψ(n − 1, t)eikn−ipiτn+ipiτ1/2 +M−ψ(n + 1, t)eikn−ipiτn−ipiτ3/2
}
=⇒ ψ˜(k, t+ 1) = e−ipi2 τ
(
eik
∑
n
{
M+ψ(n − 1, t)ei(k−piτ)(n−1)
}
+ e−ik
∑
n
{
M−ψ(n+ 1, t)ei(k−piτ)(n+1)
})
, (3.100)
wobei
ikn− iπτn+ iπτ1/2 = i(n− 1)(k − πτ) + ik − iπτ1/2 (3.101)
ikn− iπτn− iπτ3/2 = i(n+ 1)(k − πτ)− ik − iπτ1/2 (3.102)
verwendet wurde. Daraus folgt der Zusammenhang zwischen den Zusta¨nden zu den Zeit-
punkten t und t+ 1:
ψ˜(k, t+ 1) = e−i
pi
2
τ
(
eikM+ + e
−ikM−
)
︸ ︷︷ ︸
:=Uˆk
ψ˜(k − πτ, t). (3.103)
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Abbildung 3.9: Zeitentwicklung der Standardabweichung (a) und der Verschra¨nkungsentropie
(b)(3.98) fu¨r den Stroboskopischen QWmit (|0〉+i|1〉)/√2 als Coin Startzustand.
Die Gittergro¨ße ist g = 120. Die Auflo¨sung fu¨r τ ist 1/100.
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Die Wellenfunktion zum Zeitpunkt t + 1 mit Wellenvektor k wird bestimmt durch den
Zustand zum Zeitpunkt t mit Wellenvektor k − πτ . Der Stroboskopische Walk bewirkt
eine Phasendifferenz von πτ pro Zeitschritt. Um in den Ortsraum zuru¨ckzutransformieren
wa¨hlt man die Coinbasisdarstellung:(
ψ0(n, t+ 1)
ψ1(n, t+ 1)
)
=
∫ pi
−pi
d k
2π
Uˆk
(
ψ˜0(k − πτ, t)
ψ˜1(k − πτ, t)
)
e−ikn (3.104)
mit dem Wu¨rfeloperator:
Uˆk =
e−i
pi
2
τ
√
2
(
eik eik
e−ik −e−ik
)
. (3.105)
ψ0(n, t + 1) bzw. ψ1(n, t + 1) bezeichnen die Komponenten, bezogen auf die Coinbasis
|0〉, |1〉. Die gesamte Zeitentwicklung, vom Startpunkt t0 bis zum Zeitpunkt t, kann man
wie folgt schreiben:(
ψ0(n, t)
ψ1(n, t)
)
=
∫ pi
−pi
d k
2π
Uˆf
(
ψ˜0(k − tπτ, t0)
ψ˜1(k − tπτ, t0)
)
e−ikn (3.106)
wobei die Abku¨rzung
Uˆf := UkΛUkΛ
2Uk . . .Λ
t−1Uk (3.107)
mit
Λ :=
(
e−ipiτ 0
0 eipiτ
)
(3.108)
verwendet wurde. Die weitere Auswertung dieser Reihe ist komplizierter. Eine Vertau-
schung der Λ- mit den Uˆk-Matrizen ist fu¨r allgemeine τ nicht mo¨glich, da folgende Kom-
mutatorrelationen gelten:
[Λn, Uˆk] = −2i sin(nπτ)
(
0 eik
−e−ik 0
)
(3.109)
[ΛnUˆk,Λ
mUˆk] = −i sin
(
πτ(m− n))(1 1
1 −1
)
. (3.110)
Eine exakte Berechnung der Zusta¨nde ist nur bei bestimmten Annahmen fu¨r τ durchfu¨hr-
bar, vgl. die Arbeit von Wo´jcik et al. [118].
Um die τ -Abha¨ngigkeit der Mittelwerte zu berechnen, kann man die Auswertung etwas
vereinfachen. Die Wahrscheinlichkeitsverteilung ergibt sich aus P (n, t) = |ψ0(n, t)|2 +
|ψ1(n, t)|2, der Mittelwert aus 〈n〉t =
∑
n nP (n, t). Dazu schreibt man die Matrix Uˆf
in Komponenten uij = uij(k, τ, t):
Uˆf =
(
u11 u12
u21 u22
)
. (3.111)
Fu¨r den Startzustand im Coinraum wa¨hlt man (|0〉 + i|1〉)/√2. Da der Startzustand im
Ortsraum lokalisiert ist, im Fourierraum also gleichverteilt, braucht der Shift um πτ nicht
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Abbildung 3.10: Mittelwert 〈n〉 als Funktion von τ eines eindimensionalen Stroboskopischen
QW. Vergleich der numerischen Simulation (Linie) mit der anlaytischen Be-
rechnung (Punkte) fu¨r t = 30 aus (3.117).
beachtet zu werden. Man erha¨lt nun aus (3.106) fu¨r die einzelnen Komponenten des Coin-
vektors:
ψ0(n, t) =
∫ pi
−pi
dk
2π
1√
2
(u11 + iu12)e
−ikn (3.112)
ψ1(n, t) =
∫ pi
−pi
dk
2π
1√
2
(u11 + iu12)e
−ikn (3.113)
Interessiert ist man an den Wahrscheinlichkeitsamplituden:
ψ0(n, t)ψ
∗
0(n, t) =
1
2
∫ pi
−pi
∫ pi
−pi
dk
2π
dk′
2π
(
u11 + iu12
)(
u′11 + iu
′
12
)∗︸ ︷︷ ︸
:=I0(k,k′,t)
e−in(k−k
′) (3.114)
ψ1(n, t)ψ
∗
1(n, t) =
1
2
∫ pi
−pi
∫ pi
−pi
dk
2π
dk′
2π
(
u21 + iu22
)(
u′21 + iu
′
22
)∗︸ ︷︷ ︸
:=I1(k,k′,t)
e−in(k−k
′) (3.115)
wobei u′ij = u
′
ij(k
′, τ, t) nun Funktion von k′ ist. Durch Anwendung der Relation (3.25)
erha¨lt man eine Gleichung fu¨r den Mittelwert:
〈n〉t = i
4π
∫ pi
−pi
∫ pi
−pi
dk dk′
(
I0(k, k
′, t) + I1(k, k′, t)
)
δ(1)(k − k′) (3.116)
= − i
4π
∫ pi
−pi
dk ∂k′
[
I0(k, k
′, t) + I1(k, k′, t)
]
k′=k
(3.117)
Dieses Integral la¨ßt sich mit einem Computeralgebra Programm fu¨r Zeiten bis ungefa¨hr
t = 30 mit angemessenem Aufwand berechnen. In Abb. 3.10 wird die Auswertung des In-
tegrals mit der numerischen Simulation verglichen. Man erha¨lt perfekte U¨bereinstimmung.
Der Stroboskopische QW war der erste in einer Reihe von Modellen bzw. Arbeiten, die
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den Einfluß von Nichtlinearita¨ten untersucht haben. Einen verallgemeinerten QW haben
Wo´jcik et al. [118] betrachtet. Bei diesem wird bei Anwendung des Shiftoperators Sˆ eine
allgemeine ortsabha¨ngige Phase φ(n) durch den Walker mitgenommen:
Sˆ±1|n〉 = eiφ(n)|n± 1〉 (3.118)
Den Zusammenhang mit dem Stroboskopischen QW erha¨lt man durch:
φ(n) = 〈n|H|n〉tp, (3.119)
wobei H ein Hamiltonoperator und tp die Sto¨rungsperiode ist. Die Verbindung zum Stan-
dard QW ergibt sich durch eine konstante Phase. Wo´jcik et al. diskutieren nun den QW
fu¨r den Fall φ(n) = nφ, wobei φ ein Rationalbruch von φ = 2πq/p, mit q und p coprim,
ist. Je nach Wahl von p ergeben sich unterschiedliche Arten ballistischer Diffusion. Fu¨r
irrationale φ/(2π) erhalten sie eine dynamische Lokalisation des Walkers.
Die Arbeit von Ban˜uls et al. [10] untersucht einen zeitabha¨ngigen Coinoperator Cˆ(t). Fu¨r
einen betrachteten Spezialfall ist dieser mit dem verallgemeinerten QW von Wo´jcik et
al. a¨quivalent. Sie erhalten ebenfalls, einerseits quasiperiodische Dynamik, andererseits
dynamische Lokalisierung. In der Arbeit von Navarrete et al. [89] wird ein allgemeiner
nichtlinearer QW untersucht. Fu¨r eine spezielle Wahl der Nichtlinearita¨t wird das Ver-
halten der Peakstruktur der Wahrscheinlichkeitsverteilungen beschrieben. Dieses ist mit
dem Verhalten von Solitonen vergleichbar. Die Arbeit von Kosˇ´ık et al. [74] diskutiert sto-
chastische Phasenshifts innerhalb eines QW Modells. Dadurch ist es Kosˇ´ık et al. mo¨glich
Dekoha¨renz und den Quanten - Klassischen U¨bergang zu studieren.
3.5 Diskussion
Innerhalb diese Kapitels wurden verschiedene Arten diskreter QW Modelle betrachtet
und genauer analysiert. Durch Erweiterung des Coinraumes bzw. des Ortsraumes einer-
seits und durch Nichtlinearita¨ten andererseits, ist es mo¨glich, das Ausbreitungsverhalten
des Quantum Walks gezielt zu steuern. Dies stellt einen Ansatzpunkt fu¨r weitere Analy-
sen bezu¨glich einer Anwendung innerhalb der Quanteninformationstheorie dar. Es wurden
Wege aufgezeigt, die Modelle sowohl numerisch als auch in bestimmten Fa¨llen analytisch
auszuwerten. Wie man gesehen hat, besteht ein Zusammenhang zwischen charakteristi-
schen Gro¨ßen der Walkausbreitung und einer Coin-Gitter Verschra¨nkung. In den beiden
folgenden Kapiteln wird nun der Einfluß der Verschra¨nkung des Coin Startzustandes auf
die Gitterausbreitung genauer untersucht. Dabei wird der Zuammenhang zwischen Ver-
schra¨nkung einerseits und Ortskorrelationen andererseits exakt analysiert.
Kapitel 4
Verschra¨nkung in 1D QW
Modellen
In diesem Kapitel wird das Modell eines eindimensionalen QW mit multiplen Coins stu-
diert. Diese Modelle sind aus der Literatur bekannt [25,47], neu ist jedoch die Untersuchung
des Verschra¨nkungseinflusses. Es wird gezeigt, daß fu¨r bestimmte Coin Startzusta¨nde der
resultierende Ortsmittelwert proportional zur Verschra¨nkung des Coin Startzustandes ist,
wobei die Verschra¨nkung mit der I-Concurrence gemessen wird. Dadurch ergibt sich die
Mo¨glichkeit innerhalb eines QW Schemas eine Verschra¨nkungsmessung durchzufu¨hren.
4.1 Modellbeschreibung
Das hier diskutierte QW Schema mit M Coins, ist dem Modell von Brun et al. [25] in
seiner Basis a¨hnlich. Im direkten Vergleich der beiden Modelle gibt es zwei Unterschie-
de. Auf der einen Seite einen unterschiedlichen Wu¨rfeloperator und andererseits wird der
Entwicklungsoperator nacheinander auf alle Qubits angewandt. Man kann zeigen, daß es
vor allem mit letzterer Erweiterung mo¨glich ist, ein Schema zu entwickeln um die Ver-
schra¨nkung des Coin Startzustandes zu messen.
Der Hilbertraum besteht aus einem (M × 2)-dimensionalem Coinraum H⊗MC , welcher die
M Zweilevel Coins beschreibt und einem g-dimensionalen Ortsraum HP der das eindi-
mensionale Gitter mit g Gitterpla¨tzen beschreibt. Das QW Schema besteht aus t-maliger
Anwendung des Entwicklungsoperators Eˆ auf einen ortslokalisierten Startzustand |Ψ(t0)〉,
wie in Kapitel 3 beschrieben. Der Entwicklungsoperator fu¨hrt nun einen eindimensionalen
QW aus, der nur von einem vorher festgelegtem Qubit gesteuert wird. Beispielsweise ein
Operator mit drei Coins. Die Entwicklung erfolgt bezu¨glich des ersten Qubits:
Eˆ1 =
(
|0〉〈0| ⊗ 1 C ⊗ 1 C︸ ︷︷ ︸
Qubit 1
⊗Sˆ+1 + |1〉〈1| ⊗ 1 C ⊗ 1 C︸ ︷︷ ︸
Qubit 1
⊗Sˆ−1
)(
Uˆ ⊗ 1 C ⊗ 1 C︸ ︷︷ ︸
Qubit 1
⊗1 P
)
(4.1)
bzw. bezu¨glich des zweiten Qubits:
Eˆ2 =
(
1 C ⊗ |0〉〈0| ⊗ 1 C︸ ︷︷ ︸
Qubit 2
⊗Sˆ+1 + 1C ⊗ |1〉〈1| ⊗ 1 C︸ ︷︷ ︸
Qubit 2
⊗Sˆ−1
)(
1 C ⊗ Uˆ ⊗ 1 C︸ ︷︷ ︸
Qubit 2
⊗1 P
)
(4.2)
und bezu¨glich des dritten Qubits:
Eˆ3 =
(
1 C ⊗ 1 C ⊗ |0〉〈0|︸ ︷︷ ︸
Qubit 3
⊗Sˆ+1 + 1 C ⊗ 1 C ⊗ |1〉〈1|︸ ︷︷ ︸
Qubit 3
⊗Sˆ−1
)(
1 C ⊗ 1 C ⊗ Uˆ︸ ︷︷ ︸
Qubit 3
⊗1 P
)
. (4.3)
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Der hier verwendete Wu¨rfeloperator entspricht (3.39) mit ρ = 1/2:
Uˆ =
1√
2
(
1 i
i 1
)
. (4.4)
Die Shiftoperatoren Sˆ+1, Sˆ−1 wurden bereits in (3.7) bzw. (3.9) diskutiert. Die 1 P,C sind
Einheitsoperatoren im Orts- bzw. Coinraum. Durch einfu¨hren weiterer 1 C Operatoren ist
es mo¨glich, das Schema beliebig zu erweitern.
4.2 Analytische Vereinfachung
Um die Ergebnisse auf analytischem Wege nachzuvollziehen, werden die bereits vorgestell-
ten Methoden von Nayak und Vishwanath [90] bzw. Brun et al. [25] verwendet. Eine Fou-
rieranalyse ermo¨glicht es, die Zeitentwicklung des Mittelwertes bzw. der Varianz soweit
zu bestimmen, daß die Zusammenha¨nge mit der bereits angesprochenen I-Concurrence
sichtbar werden.
Nach Ausfu¨hren der diskreten Fouriertransformation erha¨lt man den U -Operator im k-
Raum:
Uk =
1√
2
(
eik ieik
ie−ik e−ik
)
. (4.5)
Die Zeitentwicklung kann dann einfach durch eine Eigenwertzerlegung des Uk-Operators
berechnet werden. Die Bestimmung der Eigenwerte liefert:
λ1,2 =
1√
2
(cos k ± i
√
1 + sin2 k). (4.6)
Durch ausfu¨hren einer A¨hnlichkeitstransformation mit:
T =
(
c+ c−
1 1
)
(4.7)
und c± = eik(sin k ±
√
1 + sin2 k) kann man leicht das t-malige Matrixprodukt des Uk-
Operators ausdru¨cken:
U tk = T
(
λ1 0
0 λ2
)t
T−1 =
(
a b
−b∗ a∗
)
, (4.8)
mit den verwendeten Abku¨rzungen:
a = cos tθ + i
sin k√
1 + sin2 k
sin tθ b =
ieik√
1 + sin2 k
sin tθ (4.9)
θ = arccos
cos k√
2
(4.10)
und der Normierung |a|2 + |b|2 = 1.
Um die Verteilungsmomente im Ortsraum zu berechnen verwendet man Gleichung (3.27)
nach Brun et al. [25]:
〈xm〉 = i
m
2π
∫ pi
−pi
dk 〈φ0|(U †k)t
[
dm
dkm
U tk
]
|φ0〉. (4.11)
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Zur Berechnung des Mittelwertes (m = 1) fa¨ngt man mit der Vereinfachung des Integran-
den an:
(U †k)
t d
dk
U tk =
(
a′a∗ + b(b∗)′ a∗b′ − (a∗)′b
a′b∗ − a(b∗)′ a(a∗)′ + b′b∗
)
:=
(
c1 d1
−d∗1 c∗1
)
(4.12)
Durch eine einfache Rechnung kann gezeigt werden, daß die Summe aus c1 und c
∗
1 gleich
Null ist:
c1 + c
∗
1 = a
∗a′ + bb′∗ + a′∗a+ b′b∗ = (aa∗)′ + (bb∗)′ = (|a|2 + |b|2)′ = 0. (4.13)
Daraus folgt ebenfalls, daß das Integral u¨ber die Summe verschwindet:
i
2π
∫ pi
−pi
dk (c1 + c
∗
1) = 0. (4.14)
Im folgenden wird die Abku¨rzung:
c˜1 :=
i
2π
∫ pi
−pi
dk c1 (4.15)
verwendet. In Abb. 4.1a ist die numerische Auswertung von c˜1 als Funktion der Zeit
dargestellt. Die Punkte sind linear angepaßt, mit dem Ergebnis:
c˜1(t) = 0.5116 − 0.2932 t. (4.16)
Man kann mit Symmetrieu¨berlegungen ebenso zeigen, daß das Integral u¨ber die Differenz
der Nebendiagonalelemente verschwindet, also i2pi
∫ pi
−pi dk
(
d1 − d∗1
)
= 0 ist.
Fu¨r die Berechnung der Varianz und der Standardabweichung beno¨tigt man das zwei-
te Moment. Dafu¨r wird der Integrand aus (3.27) fu¨r m = 2 vereinfacht:
(U †k)
t d
2
dk2
U tk =
(
a∗ −b
b∗ a
)(
a′′ b′′
(−b∗)′′ (a∗)′′
)
=(
a′′a∗ + b(b∗)′′ a∗b′′ − (a∗)′′b
a′′b∗ − a(b∗)′′ a(a∗)′′ + b′′b∗
)
:=
(
c2 d2
−d∗2 c∗2
)
. (4.17)
Durch numerische Auswertung kann man zeigen, daß die obige Matrix nach ausfu¨hren der
Integration diagonal ist und die Diagonalelemente gleich sind, also − 12pi
∫ pi
−pi dk (c2−c∗2) = 0
und
− 1
2π
∫ pi
−pi
dk d2 = − 1
2π
∫ pi
−pi
dk
(−d∗2) = 0. (4.18)
Mit diesen beiden Informationen folgt, daß das zweite Moment unabha¨ngig vom Anfangs-
zustand ist, also nur vom Integral:
c˜2 := − 1
2π
∫ pi
−pi
dk c2. (4.19)
abha¨ngt. Das ist in U¨bereinstimmung mit den Ergebnissen von Konno [70, 71]. In Abb.
4.1b ist das Integral c˜2 numerisch ausgewertet und mit einer quadratischen Abha¨ngigkeit
gefittet, mit dem Ergebnis:
c˜2(t) = 0.351249 t
2. (4.20)
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Abbildung 4.1: (a):Numerische Auswertung des Integrals c˜1 als Funktion der Zeit (Punkte) und
linearer Fit durch c˜1(t) = a0t + a1 mit a0 = −0.2932 und a1 = 0.5116 (Linie).
(b): Numerische Auswertung des Integrals c˜2 als Funktion der Zeit (Punkte) und
quadratischer Fit mit c˜2(t) = b0t
2 mit b0 = 0.351249 (Linie).
Dieses QW Schema wird nun auf fu¨nf unterschiedliche Coin Startzusta¨nde angewandt, die
sich in der Verschra¨nkungsstruktur unterscheiden. Es wird gezeigt, daß fu¨r Zusta¨nde mit
einer gewissen Struktur folgende Gleichung fu¨r den quadratischen Mittelwert gilt:
〈x〉2i = c˜12(t)
(
1− IC2i
)
, (4.21)
wobei 〈x〉i der Mittelwert bezu¨glich des Eˆi-Operators ist, der auf das i-te Qubit angewandt
wird. ICi ist die in (2.12) definierte I-Concurrence. Desweiteren kann folgende Gleichung
fu¨r die Varianzen gezeigt werden:(〈x2〉 − 〈x〉2)
i
=
(
c˜2(t)− c˜12(t)
)
+ c˜1
2(t)IC2i (4.22)
Im folgenden Abschnitt werden analytische und numerische Beispiele dafu¨r gezeigt, daß
obige Gleichungen fu¨r Zusta¨nde gelten, die nur eine Art von Verschra¨nkung aufweisen. Also
3-Qubit Zusta¨nde, entweder mit 2-Qubit Verschra¨nkungen, (gemessen durch die Concur-
rence) oder einer 3-Qubit Verschra¨nkung (gemessen durch das Tangle). Solche Zusta¨nde
werden ab sofort als Zusta¨nde mit reiner Verschra¨nkung bzw. Zusta¨nde mit gemischter
Verschra¨nkung bezeichnet.
4.3 Betrachtung der Beispielzusta¨nde
Die Zusta¨nde die anhand obigen Schemas besprochen werden sollen, sind bereits in Kapitel
2 ausfu¨hrlich diskutiert worden (vgl. auch Anhang A). In Tabelle 4.1 sind die Ergebnisse
bezu¨glich reiner/gemischter Verschra¨nkung (Ver.) nochmals zusammengefaßt. Die Aus-
wahl der Zusta¨nde erstreckt sich auf mehrere Verschra¨nkungsklassen, hat somit einen
allgemeinen Charakter.
Der 3-Qubit parameterabha¨ngige GHZ-Zustand:
|γGHZ〉 = γ|000〉 +
√
1− γ2|111〉 (4.23)
ist, wie bereits diskutiert, im Bereich γ ∈]0, 1[ 3-Qubit verschra¨nkt. Das Tangle ist ungleich
Null, die Concurrences sind gleich Null. Die I-Concurrence ist gleich fu¨r alle reduzierten
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Zustand 2-Qubit Ver. 3-Qubit Ver. 4-Qubit Ver. Reine Ver. 〈x〉2i ∝ 1− IC2i
|γGHZ〉 - X X X
|ψ6〉 X - X X
|ψ78〉 X X - -
|φ14〉 X - - X X
|φ15〉 X X? X? - -
Tabelle 4.1: Verschra¨nkungsstruktur der betrachteten Beispielzusta¨nde, wobei die 2-Qubit Ver-
schra¨nkung (Ver.) durch die Concurrence, die 3-Qubit Verschra¨nkung von 3-Qubit
Zusta¨nden durch das Tangle und die 3- bzw. 4-Qubit Verschra¨nkung wie in Kapitel
2 beschrieben, gemessen wird. (vgl. die explizite Darstellung der Maße in Anhang
A) Reine Verschra¨nkung meint die Tatsache, daß der Zustand nur eine Art Ver-
schra¨nkung entha¨lt.
Zustand IC1 IC2 IC3 IC4
|γGHZ〉 202.634 202.634 202.634
|ψ6〉 202.631 202.631 202.631
|φ14〉1 202.639 202.636 202.639 202.634
|φ14〉2 202.641 202.635 202.641 202.633
Tabelle 4.2: Parameter A0 aus dem Fit der quadrierten Mittelwerte, mit 〈x〉2i = A0(1 − IC2i ),
fu¨r t = 50. |φ14〉1 bzw. |φ14〉2 bedeutet die Abha¨ngigkeit von einem Parameter, bei
konstantem anderen Parameter.
Qubits:
IC2{1,2,3} = 4γ
2(1− γ2). (4.24)
Die analytische Lo¨sung fu¨r den Mittelwert berechnet sich zu:
〈x〉2{1,2,3} = c˜12(2γ2 − 1)2 = c˜12(1− IC2{1,2,3}) (4.25)
und stimmt mit der Vermutung (4.21) u¨berein. In Tabelle 4.2 ist der Fitparameter A0
gegeben, der aus der Anpassung an die Simulation mit 〈x〉2i = A0(1− IC2i ) herru¨hrt. Die
analytische Rechnung liefert mit (4.16) fu¨r t = 50 einen Wert von 200.18. Wie man sieht
stimmen Simulation und analytische Rechnung sehr gut u¨berein.
Die folgende Zusta¨nde sind Eigenzusta¨nde zweier Heisenberg Spinketten, deren Verschra¨nkung
ausfu¨hrlich in [43,44], sowie in Kapitel 2 diskutiert wurden, vgl. ebenso Anhang A.
Der Zustand |ψ6〉 ist ein rein 2-Qubit verschra¨nkter Zustand
|ψ6〉 = κ1|001〉 + κ2|010〉 + κ1|100〉 (4.26)
mit der Normierung 2κ21 + κ
2
2 = 1 und den verwendeten Abku¨rzungen κ1 =
√
χ
2
√
η und
κ2 = − 2√χ√η mit η =
√
12 + ∆(∆− 4) und χ = η + ∆ − 2. Die I-Concurrence kann als
Funktion dieser Parameter berechnet werden:
IC2{1,3} = 1− κ42 IC22 = 4(κ22 − κ42). (4.27)
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Abbildung 4.2: Quadratischer Mittelwert des Zustandes |ψ6〉 in Abha¨ngigkeit des Parameters ∆,
mit dem Schema bezogen auf Qubit 1, Qubit 3 (Punkte) und Qubit 2 (Kreuze).
Die Linien sind Anpassungen mit 〈x〉2i = A0(1 − IC2i ). Der QW wurde bis zum
Zeitpunkt t = 50 simuliert.
Es kann wieder der Zusammenhang (4.21) gezeigt werden:
〈x〉2{1,3} = c˜12 κ42 = c˜12
(
1− IC2{1,3}
)
(4.28)
〈x〉22 = c˜12
(
1− 2κ22
)2
= c˜1
2
(
1− IC22
)
. (4.29)
In Abb. 4.2 ist die Parameterabha¨ngigkeit des quadrierten Mittelwertes und das Ergebnis
der Anpassung aufgetragen.
Der na¨chste Zustand, der diskutiert werden soll, ist:
|ψ78〉 = 1√
2
(
ζ1|001〉 + ζ2|010〉 + ζ1|011〉 + ζ1|100〉 + ζ2|101〉 + ζ1|110〉
)
(4.30)
mit
ζ1 =
√
2√
η
√
χ
ζ2 =
√
χ√
2
√
η
(4.31)
und χ und η wie oben definiert. Wie bereits ero¨rtert, zeigt dieser Zustand sowohl 2-Qubit
Verschra¨nkungen als auch eine 3-Qubit Verschra¨nkung. Die I-Concurrences fu¨r diesen Zu-
stand sind in Anhang A angegeben, sind in diesem Fall aber nicht so wichtig, da der
quadrierte Mittelwert keine Parameterabha¨ngigkeit zeigt:
〈x〉{1,3} = (c˜1 + c˜∗1) + 2ζ1ζ2(d˜1 − d˜∗1) = 0 (4.32)
〈x〉2 = (c˜1 + c˜∗1) + 2ζ21 (d˜1 − d˜∗1) = 0. (4.33)
Die Berechnungen sind konsistent mit der numerischen Simulation. Fu¨r gemischte Ver-
schra¨nkungen bleibt der Mittelwert 0.
Die beiden 4-Qubit Zusta¨nde |φ14〉 and |φ15〉 sind ebenfalls Zusta¨nde einer Heisenberg
Spinkette [43, 44]. Die Parameter ǫi und βi sind abha¨ngig von zwei weiteren Parametern,
vgl. Kapitel 2 und Anhang A.
Der Zustand |φ14〉
|φ14〉 = ǫ1|1110〉 + ǫ2|1011〉 + ǫ3|0111〉 − ǫ3|1101〉 (4.34)
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mit der Normierung ǫ21 + ǫ
2
2 + 2ǫ
2
3 = 1 ist nur 2-Qubit verschra¨nkt. Aus Gru¨nden der
Einfachheit wird nur die I-Concurrence reduziert auf Qubit 1 und Qubit 3 betrachtet:
IC2{1,3} = 4(ǫ
2
3 − ǫ43). (4.35)
Man kann leicht zeigen, daß der Zustand ebenfalls die Beziehung (4.21) erfu¨llt:
〈x〉2{1,3} = c˜12
(
2ǫ23 − 1
)2
= c˜1
2
(
1− IC2{1,3}
)
. (4.36)
Dieser Zusammenhang la¨ßt sich ebenso leicht fu¨r IC2{2,4} zeigen.
Wie bereits in Kapitel 2 diskutiert, ist die Verschra¨nkungsstruktur fu¨r den Zustand |φ15〉
|φ15〉 = −β1|0011〉 + β1|0110〉 − β1|1001〉 + β1|1100〉 − β2|0101〉 + β2|1010〉 (4.37)
mit der Normierung 4β21 + 2β
2
2 = 1 komplexer, da die Quantifizierungsmo¨glichkeiten fu¨r
eine 3- bzw. 4-Qubit Verschra¨nkung fehlen. Aber im Vergleich mit den Bell Ungleichungen
bzw. der CKW Ungleichunng ist bekannt, daß neben der 2-Qubit Verschra¨nkung eine
ho¨here Verschra¨nkung vorhanden ist.
Die 1-Qubit I-Concurrences sind parameterunabha¨ngig:
IC2{1,2,3,4} = 1. (4.38)
Die Mittelwerte sind gleich Null:
〈x〉{1,2,3,4} = (2β21 + β22)
(
c˜1 + c˜∗1
)
= 0. (4.39)
Die Ergebnisse sind konsistent mit dem 3-Qubit Fall. Deswegen wird folgende Erkla¨rung
der Ergebnisse vermutet. Fu¨r rein verschra¨nkte Coin Startzusta¨nde, d.h. pro Zustand nur
eine Verschra¨nkungsart (nur 2-Qubit verschra¨nkt, nur 3-Qubit verschra¨nkt. . ., usw.), ist
der quadrierte Mittelwert proportional zur jeweiligen I-Concurrence, wa¨hrend fu¨r gemischt
verschra¨nkte Zusta¨nde der Mittelwert immer Null ist. Man kann aus den Ergebnissen
nicht ableiten, ob ein glatter U¨bergang stattfindet. Der 3-Qubit Zustand |ψ78〉, der einen
U¨bergang in der Verschra¨nkungsstruktur zeigt, hat parameterunabha¨ngig einen Mittelwert
gleich Null.
4.4 Subraumentwicklung
Eine Mo¨glichkeit die zeitliche Entwicklung der Verschra¨nkung zu betrachten, besteht im
Coinunterraum. Die Gesamtwellenfunktion zum Zeitpunkt t besteht, wie bereits gesehen,
aus zwei Anteilen, dem Ortsanteil und einem Anteil im Coinunterraum:
|Ψ(t)〉 =
∑
x
|x〉 ⊗ |ψC(x)〉 (4.40)
In diesem Abschnitt werden nun die Zusta¨nde |ψC(x)〉 genauer diskutiert. Mit einer ku¨nst-
lichen Normierung des Zustandes ist es mo¨glich, an jedem Gitterpunkt die Globalver-
schra¨nkung Q zu berechnen.
Aus der numerischen Simulation erha¨lt man folgende Resultate:
• Fu¨r alle Coin Startzusta¨nde ist die Verschra¨nkungsstruktur am Ursprung konstant
in der Zeit.
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Abbildung 4.3: (a): Globalverschra¨nkung Q als Funktion der Zeit fu¨r den parameterabha¨ngigen
GHZ Zustand, mit γ = 0.3, von verschiedenen Gitterpunten aus gesehen. x = 60
(durchgezogene Linie), x = 50 (gestrichelte Linie) und x = 40 (gepunktete Linie).
Der Startpunkt liegt bei x = 60. (b): Verteilung der Globalverschra¨nkung Q auf
dem Gitter fu¨r t = 50, fu¨r zwei verschiedene Parameter γ des Zustandes |γGHZ〉,
mit γ = 1/
√
2 (gestrichelte Linie) und γ = 0.3 (duchgezogene Linie).
• An anderen Gitterpunkten beobachtet man Oszillationen der Verschra¨nkungsstruk-
tur.
Diese beiden Effekte sind in Abb. 4.3a dargestellt, mit dem parameterabha¨ngigen GHZ
Zustand als Coin Startzustand. Am Startpunkt x = 60 ist die Verschra¨nkung, gemessen
mit dem Verschra¨nkungsmaß Q, konstant in der Zeitentwicklung. Betrachtet man x = 50
oder x = 40 kann man die beschriebenen Verschra¨nkungsoszillationen sehen. Ein weite-
rer Effekt ist in Abb. 4.3b gezeigt. Die Verschra¨nkungsverteilung auf dem Gitter ist bei
t = 50 und dem parameterabha¨ngigen GHZ Zustand als Coinstartzustand fu¨r zwei ver-
schiedene Parameterwerte dargestellt. Fu¨r γ = 1/
√
2 ist der Ortsmittelwert gleich 0 und
die Verschra¨nkungsverteilung auf dem Gitter ist symmetrisch. Wa¨hlt man γ = 0.3, erha¨lt
man einen von 0 verschiedenen Ortsmittelwert und die Verschra¨nkungsverteilung wird
asymmetrisch.
4.5 Diskussion
In diesem Kapitel ist ein eindimensionales QW Modell mit multiplen Coins na¨her unter-
sucht worden. Dabei wurde eine Beziehung zwischen den Ortsmittelwerten der Gitterver-
teilung und der Verschra¨nkung des Coin Startzustandes, gemessen mit der I-Concurrence,
gefunden. An verschiedenen Beispielzusta¨nden, die aus unterschiedlichen Verschra¨nkungs-
klassen stammmen, wurde gezeigt, daß der Zusammenhang nur Gu¨ltigkeit hat, solange
die Zusta¨nde eine bestimmte Verschra¨nkungsstruktur aufweisen. Das Kriterium hierfu¨r
ist der Unterschied, ob der Zustand nur eine Verschra¨nkungsart, oder mehrere entha¨lt.
Die Ergebnisse dieses Kapitels sind in einer Arbeit von Endrejat und Bu¨ttner [45] bereits
vero¨ffentlicht.
Kapitel 5
Verschra¨nkung und
mehrdimensionale QW Modelle
Dieses Kapitel beschreibt die Erweiterung des Hadamard Walks auf mehr als eine ra¨um-
liche Dimension. Im letzten Kapitel wurde gezeigt, daß es mo¨glich ist, die ra¨umlichen
Mittelwerte eines eindimensionalen QW Modells auf die Verschra¨nkung des Coin Startzu-
standes zu beziehen. Fu¨r Zusta¨nde mit einer bestimmten Verschra¨nkungsstruktur konnte
der direkte Zusammenhang mit einem Verschra¨nkungsmaß hergeleitet werden. Das Modell
soll nun bezu¨glich der Raumdimension erweitert werden. Da in ho¨herdimensionalen QW
Modellen neben den eindimensionalen Ortsmittelwerten, Korrelationen der verschiedenen
Raumrichtungen betrachtet werden ko¨nnen, wird eine tiefer gehende Erkenntnis u¨ber die
Verschra¨nkungsstruktur des Coin Startzustandes erwartet.
Die Abbildung von Verschra¨nkungsmaßen auf Korrelationsfunktionen ist in der Literatur
im Zusammenhang mit Spinketten schon behandelt worden. In der Arbeit von Glaser et
al. [50] werden die Concurrence, die I-Concurrence und das Tangle als Funktion von Spin-
korrelationen dargestellt. Durch Kombination verschiedener Korrelationsfunktionen wer-
den Beziehungen zu Verschra¨nkungsmaßen ermo¨glicht. Die bereits erwa¨hnte Kovarianz ist
ebenfalls eine einfache Kombination verschiedener Erwartungswerte. In einer neueren Ar-
beit von Palumbo et al. [95] wird die Kovarianz in einem Spinsystem mit der Concurrence
in Beziehung gesetzt. Die Charakterisierung der Verschra¨nkung mit der Negativita¨t der
Kovarianzmatrix bechreibt die Arbeit von Usha Devi et al. [112]. Gu¨hne et al. [54] stellen
Quantenzusta¨nde als Kovarianzmatrix passender Observablen dar und ko¨nnen dadurch
Beziehungen zu verschiedenen Verschra¨nkungskriterien herstellen.
Das Kapitel ist wie folgt aufgebaut. Der erste Abschnitt dient der Berechnung der Zeit-
entwicklung des Hadamard Walks. Dieser ist in der Literatur zwar schon ausfu¨hrlich dis-
kutiert worden, jedoch werden Vereinfachungen aufgezeigt, die bei der exakten Berech-
nung der Verteilungsmomente hilfreich sind. Die darauf folgenden Abschnitte behandeln
jeweils zwei-, drei- und vierdimensionale QWModelle. Zum einen wird eine exakte Darstel-
lung der Ortserwartungswerte in Abha¨ngigkeit der Komponenten des Coin Startzustandes
berechnet. Desweiteren werden die Erwartungswerte bezu¨glich der Verschra¨nkung dieser
Zusta¨nde untersucht. Mit den Charakteristika der Gitterverteilung ist es mo¨glich, die Ver-
schra¨nkungsstruktur des Coin Startzustandes zu verstehen bzw. genauer zu analysieren.
Durch Kombination verschiedener Ortskorrelationsfunktionen ist es sogar mo¨glich, die un-
terschiedlichen Verschra¨nkungen auch komplizierter Zusta¨nde zu messen.
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5.1 Berechnungen zur Hadamard Entwicklung
5.1.1 Fouriertransformation und Zeitentwicklung
Durch die Vorarbeiten von Nayak und Vishwanath [90] und Brun et al. [25] kann die exakte
Zeitentwicklung des Hadamard Walks berechnet werden. Mittels einer Fouriertransforma-
tion erha¨lt man die Darstellung des Hadamard Operators im k-Raum:
Hk =
1√
2
(
eik eik
e−ik −e−ik
)
(5.1)
Die Berechnung der Eigenwerte ergibt:
λ1,2 =
1√
2
(
±
√
1 + cos2 k + i sin k
)
(5.2)
Ziel ist die Berechnung der Zeitentwicklung Htk. Die t-malige Matrixmultiplikation la¨ßt
sich umgehen. Mit einer A¨hnlichkeitstransformation kann die Matrix zerlegt werden. Mit
T =
(
c+ c−
1 1
)
und T−1 =
1
c+ − c−
(
1 −c−
−1 c+
)
(5.3)
und
c± = eik(cos k ±
√
1 + cos2 k) (5.4)
ergibt sich folgende Zerlegung:
Htk = T
(
λt1 0
0 λt2
)
T−1. (5.5)
Die Matrixmultiplikation reduziert sich somit auf t−maliges Potenzieren der Eigenwerte.
Nun werden die Elemente dieser Matrix berechnet:
Htk =
1
c+ − c−
(
c+λ
t
1 − c−λt2 −c+c−(λt1 − λt2)
λt1 − λt2 −λt1c− + λt2c+
)
:=
(
a11 a12
a21 a22
)
(5.6)
Um die Zeitentwicklung der Eigenwerte λ1,2 zu berechnen, geht man in die Exponenti-
aldarstellung u¨ber. Aufgrund des Vorzeichenwechsels im Imagina¨rteil, bei einer Intgration
zwischen −π und π, muß man eine Fallunterscheidung machen. Fu¨r k ∈ [0, π] ergibt sich:
θ1 = arccos
√
1 + cos2 k
2
⇒ λt1 = eitθ1 (5.7)
θ2 = arccos
(−√1 + cos2 k
2
)
= π − θ1 ⇒ λt2 = eipite−itθ1 = (−1)te−itθ1 (5.8)
und fu¨r k ∈ [−π, 0[ erha¨lt man:
θ1 = − arccos
√
1 + cos2 k
2
⇒ λt1 = eitθ1 (5.9)
θ2 = − arccos
(−√1 + cos2 k
2
)
= −π − θ1 ⇒ λt2 = e−ipite−itθ1 = (−1)te−itθ1 . (5.10)
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Im folgenden wird t gerade angenommen und fu¨r θ1 = θ geschrieben. Damit ergibt sich
fu¨r die Summe bzw. Differenz der Eigenwerte im positiven k-Bereich k ∈ [0, π] sowie im
negativen k-Bereich k ∈ [−π, 0[:
λt1 + λ
t
2 = 2cos tθ λ
t
1 − λt2 = 2i sin tθ. (5.11)
Weitere Zwischenrechnungen liefern:
c+
c+ − c− =
1
2
( cos k√
1 + cos2 k
+ 1
) c−
c+ − c− =
1
2
( cos k√
1 + cos2 k
− 1
)
(5.12)
und
c+c− = −e2ik c+ − c− = 2eik
√
1 + cos2 k. (5.13)
Daraus folgt fu¨r die Elemente aij der Matrix H
t
k:
a11 =
i cos k sin tθ√
1 + cos2 k
+ cos tθ a12 =
ieik sin tθ√
1 + cos2 k
(5.14)
a21 =
ie−ik sin tθ√
1 + cos2 k
= −a∗12 a22 =
−i cos k sin tθ√
1 + cos2 k
+ cos tθ = a∗11. (5.15)
Man erha¨lt also eine vereinfachte Darstellung:
Htk =
(
a b
−b∗ a∗
)
, (5.16)
wobei a11 := a und a12 := b gilt.
5.1.2 Berechnung der Erwartungswerte
Wie bereits in Kapitel 3 gezeigt, ko¨nnen mit einer Erweiterung der Gleichung von Brun et
al. [25] die Ortserwartungswerte der ho¨herdimensionalen QW Modelle analytisch berech-
net werden. Ausgangspunkt war der Zusammenhang zur Berechnung der Momente des
eindimensionalen QW:
〈xm〉 = i
m
2π
∫ pi
−pi
dk 〈φ0|(U †k)t
[
dm
dkm
U tk
]
|φ0〉 (5.17)
wobei Uk ein allgemeiner Coinoperator und |φ0〉 der Startzustand im Coinraum ist. In den
folgenden Modellen werden Produkte des Hadamardoperators H als Coinoperator verwen-
det. In den beiden na¨chsten Unterabschnitten sollen nun Vereinfachungen des Operators
im Integranden
(H†k)
t d
m
dkm
Htk (5.18)
abgeleitet werden. Diese Vereinfachungen ermo¨glichen eine weitere analytische Auswer-
tung.
5.1.2.1 Mittelwerte
Zur Berechnung der Mittelwerte setzt man in (5.17) m = 1 und erha¨lt fu¨r die Entwick-
lungsmatrix:
(H†k)
t d
dk
Htk =
(
a∗ −b
b∗ a
)(
a′ b′
(−b∗)′ (a∗)′
)
=(
a∗a′ + b(b∗)′ a∗b′ − (a∗)′b
a′b∗ − a(b∗)′ a(a∗)′ + b′b∗
)
:=
(
c1 d1
−d∗1 c∗1
)
(5.19)
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Nachstehend werden nun einige Zusammenha¨nge fu¨r die Elemente dieser Matrix gezeigt.
Lemma 1. c1 = −c∗1
Beweis.
c1 + c
∗
1 = a
∗a′ + bb′∗ + a′∗a+ b′b∗ = (aa∗)′ + (bb∗)′ = (|a|2 + |b|2)′ = 0, (5.20)
da |a|2 + |b|2 = 1.
Lemma 2.
∫ pi
−pi dk (d1 + d
∗
1) = 0
Beweis. ∫ pi
−pi
dk d1 + d
∗
1 =
∫ pi
−pi
dk 2Re(d1) = 2
∫ pi
−pi
dk Re(a∗b′ − (a∗)′b) (5.21)
Dies fu¨hrt auf den Integranden:
Re(a∗b′ − (a∗)′b) = − t cos k sin k
1 + cos2 k
+
sin 2tθ
1 + cos2 k)3/2
. (5.22)
Da beide Teilintegranden ungerade Funktionen sind und das Integral symmetrisch um den
Nullpunkt liegt, ist das Gesamtintegral gleich 0.
Im weiteren Verlauf werden folgende Abku¨rzungen verwendet:
c˜1 :=
i
2π
∫ pi
−pi
dk c1 (5.23)
d˜1 :=
i
2π
∫ pi
−pi
dk d1. (5.24)
Das Integral c˜1 kann mit einem Computeralgebra System ausgewertet werden. Man erha¨lt
als relevanten Teil:
c˜1 ∼
∫ pi
−pi
dk
1− t(1 + cos 2k)
2π(3 + cos 2k)
=
1
2
√
2
− (1− 1√
2
) t (5.25)
Der nichtrelevante Anteil des c˜1 Integrals liefert fu¨r große Zeiten t nur einen sehr kleinen
Beitrag:∫ pi
−pi
dk
( sin k sin 2tθ√
2π(3 + cos 2k)3/2
− (3 + cos 2k) cos 2tθ
2π(3 + cos 2k)2
)
< 0.02 fu¨r t > 100. (5.26)
Nun zur Auswertung des Integrals d˜1:
d˜1 =
i
2π
∫ pi
−pi
dk(a∗b′ − a∗′b) (5.27)
Die Berechnung der einzelnen Ableitungen liefert:
a∗′ = − it cos
2 k cos tθ
1 + cos2 k
− i cos
2 k sin k sin tθ
(1 + cos2 k)3/2
+
i sin k sin tθ√
1 + cos2 k
− t cos k sin tθ√
1 + cos2 k
(5.28)
b′ =
ieikt cos k cos tθ
1 + cos2 k
− e
ik sin tθ√
1 + cosk
+
ieik cos k sin k sin tθ
(1 + cos2 k)3/2
. (5.29)
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Abbildung 5.1: Auswertung des Integrals c˜1 (Kreise) und des Integrals d˜1 (Quadrate) als Funk-
tion der Zeit. Die numerisch bestimmten Punkte sind mit den jeweiligen Na¨he-
rungen (5.25) bzw. (5.31) verglichen.
Daraus folgt fu¨r den Integranden:
a∗b′ − a∗′b = ite
ik cos k
1 + cos2 k
+
i sin2 tθ
1 + cos2 k
− i sin k cos tθ sin tθ
(1 + cos2 k)3/2
(5.30)
Die weitere Auswertung mittels Computeralgebra System liefert:
d˜1 ∼ − 1
2
√
2
− (1− 1√
2
) t (5.31)
In Abb. 5.1 wird die numerische Auswertung der Gesamtintegrale c˜1 und d˜1 mit den
jeweiligen Na¨herungsrechnungen verglichen. Man erha¨lt eine sehr gute U¨bereinstimmung.
Eine lineare Regression der numerischen Punkte liefert ein a¨hnliches Ergebnis:
c˜1 ∼ 0.361 − 0.293 t d˜1 ∼ −0.350 − 0.293 t (5.32)
Fu¨r sehr große Zeiten fallen die unterschiedlichen Ordinatenabschnitte zwischen c˜1 und d˜1
nicht mehr ins Gewicht, die Integrale sind ungefa¨hr gleich:
c˜1 ∼ d˜1 (5.33)
5.1.2.2 Varianzen
Zur Berechnung der zweiten Momente wird Gleichung (5.17) fu¨r m = 2 ausgewertet. Die
Berechung des Entwicklungsoperators liefert:
(H†k)
t d
2
dk2
Htk =
(
a∗a′′ + b(b∗)′′ a∗b′′ − (a∗)′′b
a′′b∗ − a(b∗)′′ a(a∗)′′ + b′′b∗
)
:=
(
c2 d2
−d∗2 c∗2
)
(5.34)
Es werden folgende Abku¨rzungen eingefu¨hrt:
c˜2 := − 1
2π
∫ pi
−pi
dk c2 d˜2 := − 1
2π
∫ pi
−pi
dk d2. (5.35)
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Nachstehend wird gezeigt, daß obige Matrix nach ausfu¨hren der Integration diagonal ist
und die Eintra¨ge auf der Hauptdiagonalen gleich sind.
Lemma 3.
∫ pi
−pi dk (c2 − c∗2) = 0
Beweis. ∫ pi
−pi
dk c2 − c∗2 =
∫ pi
−pi
dk (a∗a′′ − aa∗′′) + (bb∗′′ − b∗b′′) (5.36)
Mit der Identita¨t:
(a∗a′ − aa∗′)′ = (a∗′a′ + a∗a′′)− (a∗′a′ + a∗′′a) = a∗a′′ − a∗′′a (5.37)
(bb∗′ − b∗b′)′ = (b∗′b′ + b∗′′b)− (b∗′b′ + b∗b′′) = bb∗′′ − b∗b′′ (5.38)
la¨ßt sich die Integration vereinfachen:∫ pi
−pi
dk c2 − c∗2 =
∫ pi
−pi
dk
{
(a∗a′ − aa∗′)′ + (bb∗′ − b∗b′)′}. (5.39)
Die beiden Teile kann man zusammenfassen:
a∗a′ − aa∗′ = 2iIm(a∗a′) bb∗′ − b∗b′ = 2iIm(bb∗′)
mit
Im(a∗a′) =
t cos2 k
1 + cos2 k
− sin k sin 2tθ
2(1 + cos2 k)3/2
(5.40)
Im(bb∗′) = − sin
2 tθ
1 + cos2 k
. (5.41)
Die Integration ist also auf eine Auswertung der Teilfunktionen zuru¨ckgefu¨hrt:∫ pi
−pi
dk (c2 − c∗2) = 2i
[
Im(a∗a′)
]pi
−pi
+ 2i
[
Im(bb∗′)
]pi
−pi
, (5.42)
wobei beide Teile nach einsetzen Null ergeben.
Lemma 4.
∫ pi
−pi dk d2 = 0
Beweis. ∫ pi
−pi
dk d2 =
∫ pi
−pi
dk (a∗b′′ − a∗′′b) (5.43)
Mit Umschreiben des Integranden:
(a∗b′ − a∗′b)′ = (a∗′b′ + a∗b′′)− (a∗′b′ + a∗′′b) = a∗b′′ − a∗′′b (5.44)
la¨ßt sich die Integration vereinfachen:∫ pi
−pi
dk (a∗b′′ − a∗′′b) =
∫ pi
−pi
dk (a∗b′ − a∗′b)′ = [a∗b′ − a∗′b]pi−pi. (5.45)
Dies ergibt ebenfalls Null, wie sich durch einsetzen der Grenzen u¨berpru¨fen la¨ßt.
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Abbildung 5.2: Numerische Auswertung des Integrals c˜2 als Funktion der Zeit. Die numerischen
Punkte sind mit einer quadratischen Abha¨ngigkeit gefittet, c˜2 = A0 +A1 t
2, mit
A0 = 0.534 und A1 = 0.293
Nun zur Auswertung des Integrals c˜2. Der Integrand la¨ßt sich wie folgt vereinfachen:
c2 = a
∗a′′+ bb∗′′ = (a∗a′)′− a∗′a′+ (bb∗′)′− b′b∗′ = (a∗a′)′+ (bb∗′)′− (|a′|2 + |b′|2). (5.46)
Die Integration u¨ber den ersten Teil vereinfacht sich mittels des Hauptsatzes der Integral-
rechnung, wobei die Auswertung fu¨r die beiden Teilbereiche, k ≥ 0 bzw k < 0, mit einem
Computeralgebra System erfolgt ist:
− 1
2π
pi∫
−pi
dk (a∗a′)′ + (bb∗′)′ = − 1
2π
[
a∗a′ + bb∗′
]pi
−pi
= 0. (5.47)
Fu¨r das zweite Integral erha¨lt man na¨herungsweise den Ausdruck:
c˜2 ∼ 3
√
2
8
+
(
1− 1√
2
)
t2. (5.48)
In Abb. 5.2 ist die numerische Auswertung des Integrals c˜2 als Funktion der Zeit aufgetra-
gen. Die numerischen Punkte sind mit einer quadratischen Abha¨ngigkeit angefittet, mit
dem Ergebnis:
c˜2 ∼ 0.534 + 0.293 t2, (5.49)
welches sehr gut mit der Na¨herungsrechnung u¨bereinstimmt.
Fu¨r große Zeiten t kann der Vorfaktor vernachla¨ssigt werden. Dadurch werden die Integrale
c˜1 und c˜2 vergleichbar:
c˜1
2 ≃ (1− 1√
2
)c˜2. (5.50)
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5.2 Zweidimensionaler QW
5.2.1 Berechnung der Erwartungswerte
Im folgenden werden die Ortserwartungswerte fu¨r einen allgemeinen Coin Startzustand
|φ0〉 = α|00〉 + β|01〉 + γ|10〉 + δ|11〉, (5.51)
mit α, β, γ, δ ∈ C, abgeleitet. Dazu werden die oben bewiesenen Vereinfachungen bzw.
Relationen verwendet. Betrachtet werden die Mittelwerte sowie die 2. Momente. Zur Be-
rechnung wird zuerst der Integrand der Gleichung (3.76) ausgewertet.
〈x〉 = i
(2π)2
pi∫
kx,ky=−pi
dkxdky 〈φ0| (H†kx)t
d
dkx
Htkx︸ ︷︷ ︸
:= eH
(1)
kx
⊗ (H†ky)t Htky︸ ︷︷ ︸
=1
|φ0〉, (5.52)
wobei folgende Kurzschreibweise eingefu¨hrt wurde:
H˜
(1)
kx
:= (H†kx)
t d
dkx
Htkx (5.53)
Die Integration u¨ber ky liefert einen Faktor 2π:
〈x〉 = i
2π
pi∫
−pi
dkx 〈φ0|H˜(1)kx ⊗ 1 |φ0〉 (5.54)
Der Operator H˜
(1)
kx
⊗ 1 sieht in Matrixdarstellung wie folgt aus:
H˜
(1)
kx
⊗ 1 =
(
c1 d1
−d∗1 c∗1
)
⊗
(
1 0
0 1
)
(5.55)
Die Auswertung des Integranden liefert:
〈φ0|H˜(1)kx ⊗ 1 |φ0〉 = c1{|α|2 + |β|2}+ c∗1{|γ|2 + |δ|2}+
d1{α∗γ + β∗δ} − d∗1{αγ∗ + βδ∗} (5.56)
Nun kann die Integration ausgefu¨hrt werden. Mit den Lemmas (1) und (2) lassen sich
die jeweiligen Koeffizienten zusammenziehen. Dies fu¨hrt auf einen Ausdruck fu¨r den x-
Mittelwert in Abha¨ngigkeit der Amplituden des Coin Startzustandes:
〈x〉 = c˜1{|α|2 + |β|2 − |γ|2 − |δ|2}+ d˜1{α∗γ + β∗δ + αγ∗ + βδ∗} (5.57)
Die Zeitabha¨ngigkeit des Mittelwertes steckt alleine in den c˜1 bzw. d˜1 Integralen. Die
Berechnung des Mittelwertes in y-Richtung erfolgt a¨hnlich. Man erha¨lt durch Einsetzen
in (3.77):
〈y〉 = i
2π
pi∫
−pi
dky 〈φ0|1 ⊗ H˜(1)ky |φ0〉, (5.58)
wobei H˜
(1)
ky
a¨quivalent zu (5.53) definiert ist. Die Auswertung des Integranden liefert
〈φ0|1 ⊗ H˜ky |φ0〉 = c1{|α|2 + |γ|2}+ c∗1{|β|2 + |δ|2}+
d1{α∗β + γ∗δ} − d∗1{αβ∗ + γδ∗} (5.59)
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Somit erha¨lt man ebenfalls die Darstellung des y-Mittelwertes als Funktion der Amplituden
des Coin Startzustandes:
〈y〉 = c˜1{|α|2 + |γ|2 − |β|2 − |δ|2}+ d˜1{α∗β + γ∗δ + αβ∗ + γδ∗} (5.60)
Die Berechnung des zweiten Momentes erfolgt a¨hnlich und erfordert die Auswertung des
Integrals:
〈x2〉 = − 1
(2π)2
pi∫
kx,ky=−pi
dkxdky 〈φ0|H˜(2)kx ⊗ 1 |φ0〉, (5.61)
mit der verwendeten Abku¨rzung:
H˜
(2)
kx
:= (H†kx)
t d
2
dk2x
Htkx. (5.62)
Nach ausfu¨hren der ky Integration erha¨lt man
〈x2〉 = − 1
2π
∫ pi
−pi
dkx 〈φ0|H˜(2)kx ⊗ 1 |φ0〉 (5.63)
Da der Operator, wie in den Lemmas (3) und (4) gezeigt, diagonal ist:
H˜
(2)
kx
⊗ 1 =
(
c2 0
0 c2
)
⊗
(
1 0
0 1
)
, (5.64)
liefert die Auswertung des Integrals ein zweites Moment unabha¨ngig vom Coin Startzu-
stand:
〈x2〉 = c˜2 (5.65)
Die Startzustand Abha¨ngigkeit der Varianz resultiert also aus der Abha¨ngigkeit des Mit-
telwertes. Zur Berechnung von 〈y2〉 beno¨tigt man den Integranden 〈φ0|1 ⊗ H˜(2)ky |φ0〉 und
erha¨lt ebenfalls:
〈y2〉 = c˜2 (5.66)
Die Berechnung des zweidimensionalen Erwartungswertes 〈xy〉 ist gleichbedeutend mit der
Auswertung des Integrals:
〈xy〉 = i
2
(2π)2
pi∫
kx,ky=−pi
dkxdky 〈φ0|H˜(1)kx ⊗ H˜
(1)
ky
|φ0〉 (5.67)
Unter Benutzung der Hilfsbeziehungen (1) und (2) erha¨lt man
〈xy〉 = c˜12
{
(|α|2 + |δ|2)− (|β|2 + |γ|2)
}
+ d˜1
2
{
α∗δ + αδ∗ + βγ∗ + β∗γ
}
+ c˜1d˜1
{
α∗β + αβ∗ + α∗γ + αγ∗ − βδ∗ − β∗δ − γδ∗ − γ∗δ
}
(5.68)
Dieser Ausdruck kann weiter vereinfacht werden. Wie oben gezeigt, sind im Limes großer
Zeiten t die Integrale c˜1 und d˜1 gleich und man erha¨lt:
〈xy〉 ≃ |α+ δ|2 − |β − γ|2 + (α− δ)(β∗ + γ∗) + (α∗ + δ∗)(β − γ) (5.69)
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Die Berechnug der zweidimensionalen zweiten Momente liefert aufgrund der Diagonal-
gestalt der Entwicklungsmatrix keine weiteren Informationen. Zur Berechnung werden
folgende Integranden verwendet:
〈x2y〉 → 〈φ0|H˜(2)kx ⊗ H˜
(1)
ky
|φ0〉 (5.70)
〈xy2〉 → 〈φ0|H˜(1)kx ⊗ H˜
(2)
ky
|φ0〉 (5.71)
〈x2y2〉 → 〈φ0|H˜(2)kx ⊗ H˜
(2)
ky
|φ0〉 (5.72)
und man erha¨lt nach ausfu¨hren der Integration die Ortserwartungswerte:
〈xy2〉 = c˜2〈x〉 (5.73)
〈x2y〉 = c˜2〈y〉 (5.74)
〈x2y2〉 = c˜22 (5.75)
Durch Kombination mit einem zweiten Moment erha¨lt man den eindimensionalen Erwar-
tungswert, multipliziert mit dem Faktor c˜2.
5.2.2 Mittelwerte und I-Concurrence
Das Hauptergebnis des vorangegangenen Kapitels war ein Zusammenhang zwischen den
quadratischen Mittelwerten und der I-Concurrence. Diesen Zusammenhang kann man
ebenfalls fu¨r zweidimensionale QW Modelle ableiten.
Die I-Concurrence ist eine Funktion der reduzierten Dichtematrizen ρ1 = tr2 ρ12 bzw.
ρ2 = tr1 ρ12, mit ρ12 = |φ0〉〈φ0|:
IC1−2 =
√
2(1− trρ21) IC2−1 =
√
2(1 − trρ22) (5.76)
Das Ziel sind Gleichungen der Form:
〈x〉2 ∼ (1− IC21−2) 〈y〉2 ∼ (1− IC22−1) (5.77)
Der rechte Teil der Gleichungen kann mit obigem Zusammenhang auch als
1− IC2i = 2 tr(ρ2i )− 1 (5.78)
geschrieben werden. Fu¨r den allgemeinen 2-Qubit Zustand (5.51) berechnen sich die redu-
zierten Dichtematrizen wie folgt:
ρ1 =
(
|α|2 + |β|2 αγ∗ + βδ∗
α∗γ + β∗δ |γ|2 + |δ|2
)
ρ2 =
(
|α|2 + |γ|2 αβ∗ + γδ∗
α∗β + γ∗δ |β|2 + |δ|2
)
(5.79)
Die Spurbildung u¨ber die quadratischen Matrizen liefert:
tr(ρ21) =
(|α|2 + |β|2)2 + (|γ|2 + |δ|2)2 + 2(αγ∗ + βδ∗)(α∗γ + β∗δ) (5.80)
tr(ρ22) =
(|α|2 + |γ|2)2 + (|β|2 + |δ|2)2 + 2(αβ∗ + γδ∗)(α∗β + γ∗δ) (5.81)
Die Ableitung der obigen Form soll nun detailliert fu¨r 〈x〉2 nachvollzogen werden, die
Ableitung fu¨r 〈y〉2 erfolgt auf gleichem Wege. Die Spur u¨ber die quadrierte reduzierte
Dichtematrix ρ1, kann als Funktion der Elemente von ρ1 geschrieben werden:
tr(ρ21) = R
2
11 +R
2
22 + 2R12R21, (5.82)
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mit den Elementen:
R11 := (ρ1)11 R12 := (ρ1)12 (5.83)
R21 := (ρ1)21 R22 := (ρ1)22 (5.84)
Der x-Mittelwert (5.57) la¨ßt sich ebenfalls als Funktion dieser Elemente darstellen:
〈x〉 = c˜1(R11 −R22) + d˜1(R12 +R21) (5.85)
Quadriert man nun den x-Mittelwert, so erha¨lt man:
〈x〉2 = c˜12
(
R11 −R22
)2
+ d˜1
2(
R12 +R21
)2
+ 2c˜1d˜1
(
R11 −R22
)(
R12 +R21
)
(5.86)
Im Limes großer Zeiten sind c˜1 und d˜1 gleich. Die Terme lassen sich dann geschickt zu-
sammenfassen und auf eine Form bringen, die der Ausgangsform entspricht:
〈x〉2 = c˜12
{
(1− IC21−2) + Restx
}
, (5.87)
wobei
Restx = (R12 −R21)2 + (R11 −R22)(R12 +R21) (5.88)
Die Gleichheit ist natu¨rlich nur im asymptotischen Bereich vorhanden, weswegen eigentlich
ein ≃ Zeichen passender wa¨re. Wenn im folgenden dieser Zusammenhang verwendet wird,
ist also immer der Limes großer Zeiten gemeint.
Durch eine a¨hnliche Rechnung la¨ßt sich der y-Mittelwert ebenfalls auf die gewu¨nschte
Darstellung bringen:
〈y〉2 = c˜12
{
(1− IC22−1) + Resty
}
, (5.89)
wobei fu¨r den Term Resty nun natu¨rlich die Elemente von ρ2 eingesetzt werden mu¨ssen.
Der Restterm Restx la¨ßt sich fu¨r eine weitere Diskussion zusammenfassen:
Restx = −4
{
Im(R12)
}2
+ 2(R11 −R22)Re(R12) (5.90)
Es stellt sich die Frage, fu¨r welche Zusta¨nde |φ0〉 dieser Restterm gleich 0 ist? Der Restterm
verschwindet fu¨r alle Zusta¨nde, die in der Bell Form (2.3) vorliegen, also:
α|00〉 + δ|11〉 bzw. β|01〉 + γ|10〉, (5.91)
sowohl mit reellen als auch komplexen Parametern α, β, γ, δ. Fu¨r andere Zusta¨nde, wie
z.B.
α|00〉 + β|01〉 + γ|10〉, (5.92)
liefert der Term Restx einen endlichen Beitrag. Dies paßt nicht ins Bild des Ergebnisses
aus Kapitel 4 (vgl. Seite 57), wo eine gemischte Verschra¨nkung als Antwort vorgeschlagen
wurde. Im Falle von reinen 2-Qubit Zusta¨nden existiert nach ga¨ngiger Meinung nur eine
Art der Verschra¨nkung und diese kann mit der Concurrence gemessen werden.
Interessant ist der Zusammenhang zwischen I-Concurrence und Korrelation, im Vergleich
mit den Ergebnissen von Glaser et al. [50]. Hier wird die I-Concurence mit Spinkorrelatio-
nen in Beziehung gesetzt. Sie erhalten folgenden Zusammenhang:
IC2i = 1− 〈σzi 〉2 − 4〈σ+i 〉〈σ−i 〉, (5.93)
wobei die σi die Standard Paulioperatoren, bezogen auf das i-te Qubit sind. Der quadra-
tische σz Erwartunsgwert ist, bis auf einen Restterm, proportional zu 1− IC2i .
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5.2.3 Kovarianz und Korrelationen
Die Kovarianz ist definiert als:
Cov(x, y) = 〈(x− 〈x〉)(y − 〈y〉)〉 = 〈xy〉 − 〈x〉〈y〉 (5.94)
und ist ein Maß fu¨r eine Korrelation der beiden Ortsverteilungen x und y. Die Kovarianz
ergibt sich aus der Kombination der bereits abgeleiteten Erwartungswerte zu:
Cov(x, y) = c˜1
2
{
(|α|2 + |δ|2)− (|β|2 + |γ|2)− (|α|2 − |δ|2)2 + (|β|2 − |γ|2)2
}
+
d˜1
2
{
(|α|2 + |δ|2)(α∗δ + αδ∗) + (|β|2 + |γ|2)(β∗γ + βγ∗)−
γβ(α∗2 + δ∗2)γ∗β∗(α2 + δ2)− αδ(β∗2 + γ∗2)α∗δ∗(β2 + γ2)
}
c˜1d˜1
{
2(|γ|2 + |δ|2)(α∗β + αβ∗) + 2(|β|2 + |δ|2)(α∗γ + αγ∗)−
2(|α|2 + |γ|2)(β∗δ + βδ∗)− 2(|α|2 + |β|2)(γ∗δ + γδ∗)
}
. (5.95)
Dieser Ausdruck la¨ßt sich unter der Annahme reeller Parameter auf folgende Form bringen:
Cov(x, y) = 2(αδ − βγ)
[
−(α− δ)2 + (β + γ2) + 2(α− δ)(β + γ)
]
. (5.96)
Der erste Faktor entspricht genau der Darstellung der Concurrence, vgl. (2.11). Eine von
Null verschiedene Concurrence ist also eine notwendige Bedingung fu¨r eine endliche Ko-
varianz, also einer Korrelation der x- und y-Richtung.
Der Korrelationskoeffizient (3.73), welcher einer normierten Kovarianz mit den jeweili-
gen Standardabweichungen entspricht, wird hier nicht weiter untersucht. Eine mo¨gliche
Parameterabha¨ngigkeit wu¨rde bei der Normierung durch die Parameterabha¨ngigkeit der
Mittelwerte verfa¨lscht. Stattdessen wird nachstehend die Kovarianz untersucht, die mit
Potenzen von c˜1 auf die no¨tige Gro¨ße umsakliert wird.
5.2.4 Betrachtung eines Beispielzustandes
Die abgeleiteten Mittelwerte bzw. Verschra¨nkungsrelationen sollen nun anhand eines 2-
Qubit Beispielzustandes diskutiert werden. Wie im einleitenden Kapitel u¨ber Verschra¨n-
kungsmaße bereits ero¨rtert, existiert nur eine Verschra¨nkungsart fu¨r 2-Qubit Zusta¨nde.
Der Prototyp dieser Verschra¨nkungsklasse ist der EPR-Zustand. Die Verschra¨nkung der
2-Qubit Zusta¨nde kann mit der Concurrence berechnet werden.
Der hier diskutierte Zustand ist eine parameterabha¨ngige Verallgemeinerung des EPR-
Zustandes:
|φ0〉 = γ|00〉 + eiϕ
√
1− γ2|11〉, (5.97)
mit γ ∈ [0, 1] und einer allgemeinen Phase ϕ ∈ [0, 2π]. Die Concurrence fu¨r diesen Zustand
berechnet sich nach Gleichung (2.11) zu:
C(|Φ0〉) = 2γ
√
1− γ2, (5.98)
unabha¨ngig vom Phasenwinkel ϕ. Die I-Concurrences IC1−2 bzw. IC2−1 sind im 2-Qubit
Fall gleich und entsprechen der Concurrence.
Die eindimensionalen Erwartungswerte ergeben sich mit den allgemeinen Beziehungen
(5.57) bzw. (5.60) zu:
〈x〉 = 〈y〉 = c˜1(2γ2 − 1). (5.99)
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Abbildung 5.3: Mittelwerte 〈x〉, 〈y〉 des Beispielzustandes (5.97) als Funktion von γ. Die nume-
rischen Punkte sind mit der analytischen Lo¨sung A0(2γ
2 − 1) gefittet, mit dem
Ergebnis A0 = 28.9756. Die Simulation des QW erfolgte auf einem Gitter mit
der Gro¨ße g = 220 pro Richtung, der Walker war t = 100 Zeitschritte unterwegs.
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Abbildung 5.4: Mittelwert 〈xy〉 fu¨r den Beispielzustand (5.97) als Funktion von γ fu¨r verschie-
dene ϕ. Die jeweiligen numerischen Punkte sind mit der passenden analytischen
Lo¨sung A0 +A12γ
√
1− γ2 cosϕ angepaßt. Mit dem Ergebnis A0 = 839.583 und
A1 = 878.688. Numerische Simulation des QW mit g = 220 pro Richtung und
t = 100.
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Diese Erwartungswerte erfu¨llen die allgemeinen Zusammenha¨nge (5.87) bzw. (5.89) mit
der I-Concurrence, die Restterme Restx bzw. Resty sind fu¨r diesen Zustand gleich 0. Die
Verschra¨nkung des Zustandes ist also durch Angabe bzw. Messung der eindimensionalen
Ortserwartungswerte komplett charakterisiert, da durch die I-Concurrences auch die Con-
currences bestimmt sind. In Abb. 5.3 ist der Mittelwert 〈x〉 als Funktion von γ aufgetragen.
Die numerischen Punkte sind mit der analytischen Lo¨sung A0(2γ
2−1) angepaßt, wobei c˜1
als Fitparameter verwendet wurde. Das Ergebnis der Anpassung A0 = 28.9756 entspricht
der analytischen Lo¨sung des Integrales c˜1 fu¨r t = 100, vgl. (5.25). Der Erwartungswert
〈xy〉 berechnet sich mit (5.68) zu:
〈xy〉 = c˜12 + d˜122g
√
1− γ2 cosϕ (5.100)
Wie man sieht, ist dieser Erwartungswert abha¨ngig von der Phase ϕ. In Abb. 5.4 ist die
γ-Abha¨ngigkeit von 〈xy〉 fu¨r verschiedene ϕ geplottet und mit der analytischen Lo¨sung
angepaßt. Die großen Werte des Mittelwertes ergeben sich aus der Entwicklung des Walks
fu¨r große Zeiten.
Fu¨r γ ∈ {0, 1} ist die Concurrence gleich 0, der Zustand unverschra¨nkt. In diesem Fall
entspricht 〈xy〉 = 〈x〉〈y〉. Fu¨r γ 6∈ {0, 1} ist der Zustand verschra¨nkt. In diesem Fall kann
〈xy〉 nicht mehr als Produkt der einzelnen Erwartungswerte 〈x〉, 〈y〉 geschrieben werden.
Die Korrelation wird durch die Kovarianz bschrieben und ist ebenfalls von ϕ abha¨ngig:
Cov(x, y) = c˜1
24γ2(1− γ2) + d˜122γ
√
1− γ2 cosϕ (5.101)
Die γ-Abha¨ngigkeit der Kovarianz ist in Abb. 5.5 fu¨r verschiedene Winkel ϕ dargestellt.
Die analytischen Ergebnisse stimmen mit den Resultaten der numerischen Simulation per-
fekt u¨berein. Die Kovarianz Cov(x, y) ist ebenfalls fu¨r γ ∈ {0, 1} gleich 0. Die Korrelation
verschwindet also in diesem Fall fu¨r unverschra¨nkte Zusta¨nde, vgl. auch die allgemeine
Darstellung (5.96). Die Concurrence ist maximal fu¨r γ = 1/
√
2. Das Maximum der Kova-
rianz ist abha¨ngig vom Phasenwinkel ϕ. Fu¨r ϕ = π/2 entspricht die Kovarianz der qua-
drierten Concurrrence. Aber beispielsweise fu¨r ϕ = 0 liefert der d˜1
2
Term einen endlichen
Beitrag. Diese Phasensensitivita¨t ist bei einer Diskussion der Verschra¨nkungsabha¨ngigkeit
natu¨rlich fehl am Platze. Die Concurrence, als Maß einer 2-Qubit Verschra¨nkung ist pha-
senunabha¨ngig. Gro¨ßen, die die Parameterabha¨ngigkeit der Concurrence wiederspiegeln
sollen, sollten folglich ebenfalls phasenunabha¨ngig sein.
Es wird daher vorgeschlagen, die Phasenabha¨ngigkeit durch eine Mittelung zu reduzieren,
um auf ein Verschra¨nkungsmaß zu kommen:
1
2π
2pi∫
0
Cov(x, y) dϕ = c˜1
24γ2(1− γ2) (5.102)
Durch diese Mittelung u¨ber den gesamten Phasenbereich erha¨lt man einen direkten Zusam-
menhang zwischen Kovarianz und quadrierter Concurrence. Diese Gro¨ße wa¨re natu¨rlich
auch experimentell zuga¨nglicher, da eine direkte Kontrolle der Phase schwierig ist. An-
dererseits ist durch die Phasenabha¨ngigkeit der Erwartungswerte, die Phase durch QW
Experimente bestimmbar.
Eine weitere Mo¨glichkeit besteht in der Betrachtung der folgenden Gro¨ße:
Cov(x, y) := 〈|x− 〈x〉||y − 〈y〉|〉 (5.103)
A¨hnlich zur Kovarianz konstruiert, wird nun der Absolutbetrag der Abweichungen vom
Mittelwert untersucht. In Abb. 5.6 ist die γ-Abha¨ngigkeit dieser Gro¨ße fu¨r verschiedene
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Abbildung 5.5: Kovarianz des Beispielzustandes (5.97) als Funktion von γ, fu¨r verschiede-
ne Werte von ϕ. Die numerischen Punkte sind mit der analytischen Lo¨sung
A04γ
2(1 − γ2) + A12γ
√
1− γ2 cosϕ angefittet, mit den jeweiligen Ergebnissen
A0 = 839.583 und A1 = 878.688. Die numerische Simulation des QW wurde mit
g = 220 und t = 100 durchgefu¨hrt.
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Abbildung 5.6: Cov(x, y) des Beispielzustandes (5.97) als Funktion von γ, fu¨r verschiedene Werte
von ϕ. Die numerischen Ergebnisse fu¨r ϕ = 0 wurden einerseits mit der Gleichung
fu¨r die Concurrence (gestrichelte Linie) und andererseits mit der quadrierten
Concurrence (durchgezogene Linie) angepaßt. Numerische Simulation des QW
mit g = 220 und t = 100.
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ϕ aufgetragen. Die Phasenabha¨ngigkeit wird geda¨mpft. Die numerischen Punkte aus der
Simulation fu¨r ϕ = 0 sind mit den Gleichungen, sowohl fu¨r die Concurrences, als auch die
quadrierte Concurrence angefittet. Beide Gleichungen reichen nicht aus um die Parame-
terabha¨ngigkeit von Cov(x, y) zu beschreiben. Trotzdem wird im direkten Vergleich eine
verbesserte Beschreibung der Verschra¨nkung erzielt.
5.2.5 Diskussion
Die Verschra¨nkungsstruktur eines 2-Qubit Zustandes kann also mittels Ortserwartungs-
werten eines QW verstanden werden. Die Betrachtung der eindimensionalen Mittelwerte
〈xi〉 liefert einen Zusammenhang mit der I-Concurrence. Diese entspricht im 2-Qubit Fall
der Concurrence, dem Maß einer 2-Qubit Verschra¨nkung. Hat man Zusta¨nde in der Bell
Form vorliegen, so reichen die 〈xi〉 alleine aus, da die Restterme gleich Null sind. Weiter-
hin kann die Verschra¨nkung mittels Kovarianz analysiert werden. Ein Pha¨nomen, welches
dabei besonders zu beru¨cksichtigen ist, ist eine Phasensensitivita¨t der zweidimensionalen
Erwartungswerte 〈xixj〉 und folglich der Kovarianz. Eine Chance den Phaseneinfluß zu re-
duzieren, besteht aus einer gemittelten Betrachtung aller mo¨glichen Phaseneinstellungen.
5.3 Dreidimensionaler QW
In diesem Unterabschnitt wird der Einfluß eines 3-Qubit Coin Startzustandes |φ0〉 auf die
Ausbreitung eines dreidimensionalen QW untersucht. Ein allgemeiner Coin Startzustand
kann in der Standardbasis wie folgt dargestellt werden:
|φ0〉 =
8∑
i=1
αi|i〉 (5.104)
A¨hnlich wie im 2-Qubit Fall werden nun die Erwartungswerte bezu¨glich ihrer Aussage-
kraft u¨ber die Charakterisierung mo¨glicher Verschra¨nkungsstrukturen untersucht. Im 3-
Qubit Fall gibt es zwei Arten von Verschra¨nkung, die zur Charakterisierung unterschie-
den werden. Eine echte 3-Qubit Verschra¨nkung, welche mit dem Tangle meßbar ist und
eine 2-Qubit Verschra¨nkung, die durch die jeweiligen 2-Qubit Concurrences charakteri-
siert wird. Diese beiden Arten der Verschra¨nkung spiegeln sich auch in der Struktur der
Verschra¨nkungsklassen wieder. Wie bereits diskutiert, werden die GHZ-Klasse und die W-
Klasse unterschieden. In die GHZ-Klasse fallen Zusta¨nde mit einem von Null verschiedenen
Tangle. Der Prototypzustand der GHZ-Klasse ist der GHZ-Zustand, der der W-Klasse der
W-Zustand. Die betrachteten Beispielzusta¨nde orientieren sich an dieser Klassifizierung.
5.3.1 Berechnung der Erwartungswerte
5.3.1.1 1D Mittelwerte und I-Concurrence
Die Berechnung der Erwartungswerte erfolgt wie im zweidimensionalen Fall durch eine
Erweiterung der Beziehung nach Brun et al. [25]. Die Berechnung des eindimensionalen
Erwartungswertes 〈x1〉 erfordert eine Auswertung des Integrals:
〈x1〉 = i
(2π)3
pi∫
kx1 ,kx2 ,kx3=−pi
dkx1dkx2dkx3 〈φ0|H˜(1)kx1 ⊗ 1 ⊗ 1 |φ0〉, (5.105)
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wobei H˜
(1)
kx1
in (5.53) definiert ist. Durch Ausnutzen der abgeleiteten Lemmas (1) und (2)
erha¨lt man:
〈x1〉 = c˜1
{
|α1|2 + |α2|2 + |α3|2 + |α4|2 − |α5|2 − |α6|2 − |α7|2 − |α8|2
}
+
d˜1
{
α1α
∗
5 + α
∗
1α5 + α2α
∗
6 + α
∗
2α6 + α3α
∗
7 + α
∗
3α7 + α4α
∗
8 + α
∗
4α8
}
(5.106)
Die Berechnung der Mittelwerte 〈x2〉 bzw. 〈x3〉 erfolgt analog. Man benutzt die Integran-
den:
〈x2〉 −→ 〈φ0|1 ⊗ H˜(1)kx2 ⊗ 1 |φ0〉 (5.107)
〈x3〉 −→ 〈φ0|1 ⊗ 1 ⊗ H˜(1)kx3 |φ0〉 (5.108)
und faßt die Ergebnisse entsprechend zusammen. Die genaue Darstellung der Mittelwerte
in Abha¨ngigkeit der αi befindet sich in Anhang B.
Die Berechnung des Zusammenhanges zwischen Mittelwerten und I-Concurrences erfolgt
wie im zweidimensionalen QW. Die reduzierte Dichtematrix ρ1 erha¨lt man mit einer par-
tiellen Spurbildung der Gesamtdichtematrix ρ123 = |φ0〉〈φ0|, ρ1 = tr23 ρ123. Die Elemente
von ρ1 werden mit R
(1)
ij := (ρ1)ij abgeku¨rzt:
R
(1)
11 =
{
|α1|2 + |α2|2 + |α3|2 + |α4|2
}
(5.109)
R
(1)
12 =
{
α1α
∗
5 + α2α
∗
6 + α3α
∗
7 + α4α
∗
8
}
(5.110)
R
(1)
21 =
{
α∗1α5 + α
∗
2α6 + α
∗
3α7 + α
∗
4α8
}
(5.111)
R
(1)
22 =
{
|α5|2 + |α6|2 + |α7|2 + |α8|2
}
. (5.112)
Da die Strukturen die gleiche Form wie im zweidimensionalen Fall haben, sowohl die Spur
u¨ber ρ21:
tr (ρ21) = (R
(1)
11 )
2 + (R
(1)
22 )
2 + 2R
(1)
12 R
(1)
21 , (5.113)
als auch der Mittelwert:
〈x1〉 = c˜1
{
R
(1)
11 −R(1)22
}
+ d˜1
{
R
(1)
12 +R
(1)
21
}
, (5.114)
erha¨lt man den gewu¨nschten Zusammenhang:
〈x1〉2 = c˜12
{
(1− IC21−23) + Restx1
}
. (5.115)
Hierbei wurde wieder die Annahme benutzt, daß t groß ist, damit c˜1 und d˜1 gleichgesetzt
werden ko¨nnen. Die Ableitung kann ebenfalls fu¨r 〈x2〉 und 〈x3〉 durchgefu¨hrt werden. Man
kann als allgemeines Ergebnis fu¨r den asymptotischen Grenzfall großer Zeiten festhalten:
〈xi〉2 = c˜12
{
(1− IC2i ) + Restxi
}
. (5.116)
Der quadratische Mittelwert 〈xi〉 ist proportional zur Differenz 1− IC2i , wobei ein noch zu
diskutierender Term Restxi u¨brigbleibt. Fu¨r verallgemeinerte GHZ- und W-Zusta¨nde ver-
schwindet dieser Restterm. Ebenso bei den weiter unten besprochenen Beispielzusta¨nden.
Es lassen sich natu¨rlich Zusta¨nde mit Resttermen ungleich Null konstruieren. Ob diese
Zusta¨nde bestimmte Gemeinsamkeiten aufweisen, muß noch gekla¨rt werden.
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5.3.1.2 2D & 3D Mittelwerte
Die Berechnung der ho¨heren Mittelwerte in Abha¨ngigkeit der αi erfolgt nach dem gleichen
Schema. Erst die Auswertung des Integrals:
〈x1x2〉 = i
2
(2π)3
pi∫
kx1 ,kx2 ,kx3=−pi
dkx1dkx2dkx3 〈φ0|H˜(1)kx1 ⊗ H˜
(1)
kx2
⊗ 1 |φ0〉, (5.117)
dann das Zusammenziehen der Terme mittels Hilfssa¨tzen:
〈x1x2〉 = c˜12
{
|α1|2 + |α2|2 − |α3|2 − |α4|2 − |α5|2 − |α6|2 + |α7|2 + |α8|2
}
+
d˜1
2
{
α1α
∗
7 + α
∗
1α7 + α2α
∗
8 + α
∗
2α8 + α3α
∗
5 + α
∗
3α5 + α4α
∗
6 + α
∗
4α6
}
+
c˜1d˜1
{
α1α
∗
3 + α
∗
1α3 + α1α
∗
5 + α
∗
1α5 + α2α
∗
4 + α
∗
2α4 + α2α
∗
6 + α
∗
2α6−
α3α
∗
7 − α∗3α7 − α5α∗7 − α∗5α7 − α4α∗8 − α∗4α8 − α6α∗8 − α∗6α8
}
. (5.118)
Die weiteren Mittelwerte 〈x1x3〉 und 〈x2x3〉 berechnen sich mit den Integranden:
〈x1x3〉 → 〈φ0|H˜(1)kx1 ⊗ 1 ⊗ H˜
(1)
kx3
|φ0〉 (5.119)
〈x2x3〉 → 〈φ0|1 ⊗ H˜(1)kx2 ⊗ H˜
(1)
kx3
|φ0〉 (5.120)
Die genaue Darstellung befindet sich in Anhang B.
Betrachtet man die auf zwei Qubits reduzierte Dichtematrix ρ12 = tr3 ρ123 und ku¨rzt
die Elemente dieser mit R
(12)
ij := (ρ12)ij ab, so kann man den Erwartungswert 〈x1x2〉 als
Funktion dieser Elemente schreiben:
〈x1x2〉 = c˜12
{
R
(12)
11 −R(12)22 −R(12)33 +R(12)44
}
+ d˜1
2
{
R
(12)
14 +R
(12)
41 +R
(12)
23 +R
(12)
32
}
+
c˜1d˜1
{
R
(12)
12 +R
(12)
21 +R
(12)
13 +R
(12)
31 −R(12)24 −R(12)42 −R(12)34 −R(12)43
}
. (5.121)
Wie im Fall der eindimensionalen Mittelwerte ist also eine Darstellung als Funktion der
Elemente der reduzierten Dichtematrix mo¨glich. Die Darstellung der anderen beiden Mit-
telwerte hat ebenfalls die gleiche Struktur.
Vergleicht man diese Struktur mit der Darstellung durch Spinkorrelationen aus der Arbeit
von Glaser et al. [50], so ergibt sich wieder eine U¨bereinstimmung. Betrachtet man nur den
c˜1
2 Anteil, also die Addition/Subtraktion der Diagonalelemente, so erha¨lt man in Termen
der Spinkorrelationen einen Zusammenhang mit einer σz Zweipunkt Korrelation:
〈σzi σzj 〉 = R(ij)11 −R(ij)22 −R(ij)33 +R(ij)44 . (5.122)
Die Berechnung des dreidimensionalen Erwartungswertes liefert:
〈x1x2x3〉 = i
3
(2π)3
pi∫
kx1 ,kx2 ,kx3=−pi
dkx1dkx2dkx3 〈φ0|H˜(1)kx1 ⊗ H˜
(1)
kx2
⊗ H˜(1)kx3 |φ0〉 (5.123)
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und die Darstellung in Abha¨ngigkeit der αi des Coin Startzustandes:
〈x1x2x3〉 = c˜13
{
|α1|2 − |α2|2 − |α3|2 + |α4|2 − |α5|2 + |α6|2 + |α7|2 − |α8|2
}
+
d˜1
3
{(
α1α
∗
8 + α2α
∗
7 + α3α
∗
6 + α4α
∗
5
)
+ c.c.
}
+
c˜1d˜1
2
{(
α1α
∗
4 + α1α
∗
6 + α1α
∗
7 + α2α
∗
3 + α2α
∗
5 + α3α
∗
5
)−(
α2α
∗
8 + α3α
∗
8 + α4α
∗
6 + α4α
∗
7 + α5α
∗
8 + α6α
∗
7
)
+ c.c
}
+
c˜1
2d˜1
{(
α1α
∗
2 + α1α
∗
3 + α1α
∗
5 + α4α
∗
8 + α6α
∗
8 + α7α
∗
8
)−(
α2α
∗
4 + α2α
∗
6 + α3α
∗
4 + α3α
∗
7 + α5α
∗
6 + α5α
∗
7
)
+ c.c
}
. (5.124)
Hierbei entspricht c.c. dem konjugiert komplexen Anteil der jeweilgen Elemente pro ge-
schweifter Klammer.
5.3.2 Betrachtung der Beispielzusta¨nde
Im folgenden werden die Ortserwartungswerte fu¨r bestimmte Coin Startzusta¨nde berech-
net, die beispielhaft fu¨r die Klassenstruktur der 3-Qubit Zusta¨nde gewa¨hlt wurden und
somit allgemeinen Charakter haben.
5.3.2.1 Parameterabha¨ngige GHZ Zusta¨nde
2-Qubit Verschra¨nkung: Zur Vereinfachung kann man einen 3-Qubit Zustand kon-
struieren, der nur eine Verschra¨nkung zwischen Qubit 1 und Qubit 2 entha¨lt:
γ|000〉 + eiϕ
√
1− γ2|110〉 =
(
γ|00〉+ eiϕ
√
1− γ2|11〉
)
⊗ |0〉, (5.125)
mit γ ∈ [0, 1] und ϕ ∈ [0, 2π]. Mit der Concurrence C12 zwischen Qubit 1 und 2, sowie den
I-Concurrences IC1 und IC2, ist es mo¨glich diese Verschra¨nkung zu messen:
C12 = 2γ
√
1− γ2 IC1 = IC2 = 2γ
√
1− γ2. (5.126)
Die Concurrence zwischen den anderen Qubit Paaren ist Null, C23 = C13 = 0, ebenso die
I-Concurrence IC3 = 0. Die Auswertung der Mittelwerte liefert folgende Ergebnisse:
〈x1〉 = 〈x2〉 = c˜1(2γ2 − 1) (5.127)
〈x3〉 = c˜1 (5.128)
〈x1x2〉 = c˜12 + d˜12 2γ
√
1− γ2 cosϕ (5.129)
〈x1x3〉 = 〈x2x3〉 = c˜12(2γ2 − 1) (5.130)
〈x1x2x3〉 = c˜13 + c˜1d˜1
2
2γ
√
1− γ2 cosϕ (5.131)
Die eindimensionalen Mittelwerte 〈x1〉 und 〈x2〉 sind proportional zu den jeweiligen I-
Concurrences, es gilt der Zusammenhang (5.116). Der Mittelwert bezogen auf die x3-
Richtung, also das dritte Qubit, 〈x3〉, ist unabha¨ngig vom Startzustand und liefert einen
konstanten Beitrag. Die Betrachtung der zweidimensionalen Erwartungswerte liefert eben-
falls Hinweise auf die Verschra¨nkungsstruktur. Die Mittelwerte 〈x1x3〉 sowie 〈x2x3〉 ko¨nnen
als Produkt der eindimensionalen Mittelwerte geschrieben werden:
〈x1x3〉 = 〈x1〉〈x3〉 〈x2x3〉 = 〈x2〉〈x3〉, (5.132)
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die dazugeho¨rigen Kovarianzen sind folglich Null:
Cov(x1, x3) = Cov(x2, x3) = 0. (5.133)
Zwischen den Richtungen x1 und x3, sowie zwischen x2 und x3, existiert also keine Korrela-
tion. Dies stimmt mit der Verschra¨nkungsstruktur u¨berein. Die Betrachtung der Kovarianz
zwischen Richtung x1 und x2 liefert eine parameterabha¨ngige Struktur:
Cov(x1, x2) = c˜1
24γ2(1− γ2) + d˜1
2
2γ
√
1− γ2 cosϕ (5.134)
Diese Struktur ist gleich der Kovarianz des betrachteten 2-Qubit Beispielzustandes, vgl.
(5.101). Die Phasenabha¨ngigkeit la¨ßt sich durch Mittelung u¨ber alle Phaseneinstellungen
wegdiskutieren:
〈Cov(x1, x2)〉ϕ = c˜124γ2(1− γ2) (5.135)
Die Kovarianz zwischen x1 und x2 ist proportional zur quadrierten Concurrence zwischen
Qubit 1 und Qubit 2.
Der dreidimensionale Mittelwert liefert keine weitere Information, da er als Produkt aus
niederdimensionalen Erwartungswerten zusammengesetzt werden kann:
〈x1x2x3〉 = 〈x1x2〉〈x3〉 (5.136)
Allein aus der Produktstruktur der Erwartungswerte la¨ßt sich die Verschra¨nkungsstruktur
des Zustandes ableiten. Desweiteren kann sowohl mit der gemittelten Kovarianz als auch
den eindimensionalen Mittelwerten die Verschra¨nkung gemessen werden.
3-Qubit Verschra¨nkung: Der GHZ-Zustand ist der Prototyp Zustand der GHZ-Klasse:
|φ0〉 = γ|000〉 + eiϕ
√
1− γ2|111〉 (5.137)
Im gesamten Bereich γ ∈]0, 1[ ist der Zustand 3-Qubit verschra¨nkt, mit einem Tangle
ungleich Null, τ = 4γ2(1 − γ2). Der Zustand entha¨lt keine 2-Qubit Verschra¨nkung, die
Concurrences sind Null (vgl. Anhang A). Die Mittelwerte berechnen sich mit den oben
angegebenen allgemeinen Gleichungen zu:
〈x1〉 = 〈x2〉 = 〈x3〉 = c˜1(2γ2 − 1) (5.138)
〈x1x2〉 = 〈x1x3〉 = 〈x2x3〉 = c˜12 (5.139)
〈x1x2x3〉 = c˜13
(
2γ2 − 1)+ d˜132γ√1− γ2 cosϕ (5.140)
Die eindimensionalen Mittelwerte sind gleich und entsprechen nach Zusammenhang (5.116)
den jeweiligen I-Concurrences. Die Restterme sind fu¨r diesen Zustand gleich Null. Die zwei-
dimensionalen Erwartungswerte 〈xixj〉 sind nicht parameterabha¨ngig und entsprechen der
Konstanten c˜1
2, die nur durch den QW bestimmt wird. Dies ko¨nnte auf einen Zusam-
menhang mit den Concurrences hindeuten, die jeweils gleich Null sind. Eine mo¨gliche
Korrelation kann durch Berechnung der Kovarianz bestimmt werden:
Cov(xi, xj) = c˜1
24γ2(1− γ2) (5.141)
Dies entspricht 〈xixj〉 6= 〈xi〉〈xj〉. Die Kovarianz ist unabha¨ngig vom Phasenwinkel ϕ und
ist in der Form dem Tangle bzw. dem Global Entanglement, vgl (2.39) gleich. Ein direkter
Zusammenhang zwischen Kovarianz auf der einen Seite und Concurrence auf der anderen
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Abbildung 5.7: Erwartungswert 〈x1x2x3〉 als Funktion von γ fu¨r zwei verschiedene Phasenwinkel
ϕ, ϕ = 0 (Kreise) und ϕ = π/2 (Quadrate) fu¨r den parameterabha¨ngigen GHZ-
Zustand (5.137). Die durchgezogenen Linien sind Anpassungen der numerischen
Punkte mit der analytischen Gleichung (5.140). A0(2γ
2−1)+A12γ
√
1− γ2 cosϕ
und den Ergebnissen A0 = 2884.5 und A1 = 3374.18. Die Werte des QW sind
g = 110 und t = 55.
ist folglich nicht gegeben. Die 3-Qubit Verschra¨nkung bewirkt also auch eine Zweier Kor-
relation der Raumrichtungen.
Im Gegensatz zum vorher betrachteten 2-Qubit verschra¨nkten Zustand, kann der dreidi-
mensionale Erwartungswert 〈x1x2x3〉 nicht als Produkt niederdimensionaler Erwartungs-
werte geschrieben werden:
〈x1x2x3〉 6= 〈xixj〉〈xk〉 (5.142)
〈x1x2x3〉 6= 〈x1〉〈x2〉〈x3〉. (5.143)
Der Erwartungswert 〈x1x2x3〉 besteht aus zwei Teilen. Sowohl der c˜1, als auch der d˜1 An-
teil geben Hinweise auf einen mo¨glichen Zusammenhang mit Verschra¨nkungsmaßen. Der
d˜1 Anteil kann aber bei einer Mittelung u¨ber die Phasenwinkel vernachla¨ssigt werden. In
Abb. 5.7 ist 〈x1x2x3〉 als Funktion von γ fu¨r zwei verschiedene Winkel ϕ dargestellt. Die nu-
merischen Punkte sind mit der analytischen Lo¨sung angepaßt. Eine Korrelation zwischen
drei klassischen Zufallsvariablen wird in der ga¨ngigen Literatur nicht diskutiert. Deswegen
wird a¨hnlich zum Quantenfall versucht eine Art Dreier Korrelation / Kovarianz abzu-
leiten. Die Gesamtverschra¨nkung eines 3-Qubit Zustandes kann als Summe der 2-Qubit
Verschra¨nkungen und der 3-Qubit Verschra¨nkung geschrieben werden, vgl. (2.16). Ein
a¨hnlicher Gedanke steckt hinter der folgenden Berechnung. Die Kovarianz ist urspru¨nglich
definiert als:
Cov(xi, xj) = 〈(xi − 〈xi〉)(xj − 〈xj〉)〉. (5.144)
Untersucht man nun eine Gro¨ße a¨hnlich zur Kovarianz, so erha¨lt man:
〈(x1 − 〈x1〉)(x2 − 〈x2〉)(x2 − 〈x2〉〉 =
〈x1x2x3〉 − 〈x1〉〈x2〉〈x3〉 − 〈x1〉Cov(x2, x3)− 〈x2〉Cov(x1, x3)− 〈x3〉Cov(x1, x2)
= c˜1
32(2γ2 − 1)4γ2(1− γ2) + d˜1
3
2γ
√
1− γ2 cosϕ. (5.145)
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Vom dreidimensionalen Mittelwert werden die Kovarianzen und das Produkt der eindimen-
sionalen Mittelwerte abgezogen, wobei die Kovarianzen mit den eindimensionalen Mittel-
werten gewichtet werden. Das Ergebnis liefert aber nicht den gewu¨nschten Zusammenhang.
Auch nach einer Mittelung u¨ber die Phasenwinkel, wa¨re diese Gro¨ße beispielsweise nicht
proportional zum Tangle, da fu¨r γ = 1/
√
2 der komplette Term gleich Null ist, obwohl bei
diesem Wert die Verschra¨nkung maximal wa¨re.
Zusammenfassend la¨ßt sich folgendes sagen. Eine direkte Abbildung der Verschra¨nkung auf
die Kovarianzen ist nicht gegeben. Im Gegensatz zum diskutierten 2-Qubit Beispielzustand
(5.97), ist fu¨r den 3-Qubit GHZ-Zustand die Kovarianz proportional zum Tangle bzw. zur
Globalverschra¨nkung Q. Einen Hinweis auf eine nicht vorhandene 2-Qubit Verschra¨nkung,
die Concurrences sind 0, geben die zweidimensionalen Mittelwerte 〈xixj〉, welche fu¨r den
gesamten Parameterbereich konstant und nicht parameterabha¨ngig sind.
5.3.2.2 Verallgemeinerter W-Zustand |ψ6〉
Ein etwas komplizierterer Zustand, von der Parameterabha¨ngigkeit her gesehen, ist der
bereits diskutierte Zustand (vgl. Anhang A):
|ψ6〉 = κ1|001〉 + κ2|010〉 + κ1|100〉 (5.146)
mit der Normierung 2κ21 + κ
2
2 = 1, mit
κ1 =
√
χ
2
√
η
κ2 = − 2√
χ
√
η
(5.147)
und
η =
√
12 + ∆(∆− 4) χ = η +∆− 2. (5.148)
Der Zustand ist Eigenzustand einer speziellen Heisenberg Spinkette, mit einer Anisotropie
∆. In Abha¨ngigkeit dieses Parameters ∆ werden die Verschra¨nkungsmaße bzw. die Orts-
erwartungswerte diskutiert.
Der Zustand hat kein Tangle, τ123 = 0, geho¨rt folglicherweise nicht zur GHZ-Klasse. Die
jeweiligen Concurrences sind aber von Null verschieden:
C12 = C23 =
2
η
C13 =
4
η(η −∆+ 2) , (5.149)
der Zustand geho¨rt somit in die W-Klasse. Die Gesamtverschra¨nkung Q ist nach (2.16)
somit nur eine Funktion der quadrierten Concurrences. Fu¨r ∆→∞ kann der Zustand als
Produkt von Qubit 1 und 3 mit Qubit 2 geschrieben werden:
|ψ6〉 ≈ 1√
2
(|001〉 + |100〉) = 1√
2
(|01〉13 + |10〉13)⊗ |0〉2 (5.150)
In diesem Fall gehen C12 und C23 gegen 0, C13 wird maximal. Fu¨r den speziellen Wert
∆ = 3 hat der Zustand W-Form (2.31) und die Concurrences sind alle gleich. Die Diskus-
sion dreht sich im folgenden um diese beiden Spezialfa¨lle.
Die Berechnung der Mittelwerte fu¨r einen dreidimensionalen QW mit |ψ6〉 als Coin Start-
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zustand liefert:
〈x1〉 = 〈x3〉 = c˜1κ22 (5.151)
〈x2〉 = c˜1(2κ21 − κ22) (5.152)
〈x1x2〉 = 〈x2x3〉 = −c˜12κ22 + d˜1
2
2κ1κ2 (5.153)
〈x1x3〉 = c˜12(−2κ21 + κ22) + d˜1
2
2κ21 (5.154)
〈x1x2x3〉 = −c˜13 + c˜1d˜122(κ21 + 2κ1κ2) (5.155)
.
Die folgenden Fragen stellen sich bei Betrachtung der Erwartungswerte des Zustandes
|ψ6〉:
• Kann die Struktur der Verteilung der 2-Qubit Verschra¨nkungen herausgearbeitet
werden?
• Ist es mo¨glich eine nicht vorhandene 3-Qubit Verschra¨nkung zu erkennen?
• Ko¨nnen die jeweiligen Verschra¨nkungen mit den Erwartungswerten gemessen wer-
den?
Die eindimensionalen Mittelwerte 〈xi〉 sind nach Gleichung (5.116) proportional zur jewei-
ligen quadrierten I-Concurrence IC2i , mit:
IC21−23 = IC
2
3−12 =
η(η +∆− 2) + 4
η
IC22−13 =
8
η2
. (5.156)
Die Restterme Restxi sind gleich Null. Durch die Angabe der I-Concurrences ist somit
die Globalverschra¨nkung Q berechenbar, vgl. (2.15). In Abb. 5.8 sind die Mittelwerte als
Funktion von ∆ dargestellt und die numerische Simulation mit der analytischen Lo¨sung
verglichen. Abb. 5.9 veranschaulicht die ho¨heren Erwartungswerte sowie die Kovarianzen
als Funktion von ∆.
Die Concurrence Struktur ist einerseits an den zweidimensionalen Mittelwerten, anderer-
seits an den Kovarianzen erkennbar:
Cov(x1, x2) = Cov(x2, x3) = −c˜122κ22(1− κ22) + d˜1
2
2κ1κ2 (5.157)
Cov(x1, x3) = −c˜12(1− 2κ22) + d˜1
2
(1− κ22) (5.158)
Die Gleichheit zweier Concurrences spiegelt sich in der Gleichheit der Kovarianzen bzw.
der zweidimensionalen Erwartungswerte wieder:
C12 = C23 ⇐⇒ 〈x1x2〉 = 〈x2x3〉 (5.159)
C12 = C23 ⇐⇒ Cov(x1, x2) = Cov(x2, x3) (5.160)
Unter Beachtung der Vorzeichen lassen sich die Concurrences als Funktion der κi schreiben:
C12 = C23 = −2κ1κ2 C13 = 2κ21 (5.161)
und somit die Kovarianzen als Funktion der Concurrences darstellen:
Cov(x1, x2) = −c˜12(C212 + C12) (5.162)
Cov(x1, x3) = −c˜12(C213 − C13) (5.163)
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Abbildung 5.8: Mittelwerte 〈xi〉 des Zustandes |ψ6〉 als Funktion von ∆. Die numerischen Punkte
sind mit der jeweiligen analytischen Lo¨sung angepaßt, wobei c˜1 als Fitparameter
angenommen wurde. Das Ergebnis A0 = 14.235 stimmt fu¨r die numerischen
Werte mit der analytischen Rechnung u¨berein. Der QW wurde mit g = 110 und
t = 55 simuliert.
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Abbildung 5.9: Kovarianzen und ho¨herdimensionale Erwartungswerte des Zustandes |ψ6〉 als
Funktion von ∆. Der QW wurde mit g = 110 und t = 55 simuliert.
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wobei der Limes großer Zeiten angenommen wurde. Ebenso la¨ßt sich der dreidimensionale
Erwartungswert als Funktion der Concurrences schreiben:
〈x1x2x3〉 = −c˜12 + c˜1d˜12(C13 − 2C12) (5.164)
Mit einer ku¨nstlichen Aufspaltung, daC12 = C23, erha¨lt man eine Darstellung von 〈x1x2x3〉
als Funktion aller Concurrences:
〈x1x2x3〉 = −c˜12 + c˜1d˜12(C13 −C12 − C23) (5.165)
Betrachtet man nun den Spezialfall großer ∆, d.h. κ1 → 1/
√
2 und κ2 → 0, so verschwinden
die Concurrences zwischen den Qubits 1 und 2 und zwischen den Qubits 2 und 3, C12 =
C23 → 0. Diese Verhalten kann man an den Erwartungswerten bzw. Kovarianzen ebenfalls
beobachten:
〈x1x2〉 = 〈x2x3〉 → 0, Cov(x1, x2) = Cov(x2, x3)→ 0 (5.166)
Die Concurrence C13 wird aber maximal. Der dazugeho¨rige Erwartungswert bzw. die Ko-
varianz zeigen aber nicht dieses Verhalten:
〈x1x3〉 → −c˜12 + d˜12, Cov(x1, x3)→ −c˜12 + d˜12 (5.167)
Die Summe −c˜12 + d˜12 wu¨rde im Limes großer Zeiten gegen 0 gehen. Ein minimaler Un-
terschied zu den beiden anderen Kovarianzen wa¨re dennoch erkennbar.
Fu¨r diesen Zustand la¨ßt sich zusammenfassend folgendes sagen:
• Die vorhandene Sturktur der 2-Qubit Verschra¨nkungen kann herausgearbeitet wer-
den, die Kovarianzen lassen sich in Termen der Concurrences schreiben. Man kann
die Verschra¨nkung aber nicht mit den Kovarianzen alleine messen, da sich C13 und
Cov(x1, x3) reziprok verhalten.
• Der dreidimensionale Erwartungswert 〈x1x2x3〉 la¨ßt sich ebenfalls als alleinige Funk-
tion der Concurences darstellen. Man kann also eine 3-Qubit Verschra¨nkung aus-
schließen.
• Mit den Ortskorrelationsfunktionen la¨ßt sich die Verschra¨nkung quantitativ bestim-
men.
5.3.2.3 Superpositionszustand |ψ78〉
Der Zustand |ψ78〉 ergibt sich aus der Superposition zweier Eigenzusta¨nde der bereits
angesprochenen Heisenbergkette (vgl. Anhang A):
|ψ78〉 = 1√
2
(
ζ1|001〉 + ζ2|010〉 + ζ1|011〉 + ζ1|100〉 + ζ2|101〉 + ζ1|110〉
)
, (5.168)
mit
ζ1 =
√
2√
η
√
χ
ζ2 =
√
χ√
2
√
η
(5.169)
und χ und η in (5.148). Der Zustand hat bis auf ∆ = 3 ein Tangle ungleich Null, geho¨rt
also der GHZ-Klasse an. Im Limes ∆→∞ hat der Zustand GHZ-Form:
|ψ78〉 ≈ 1√
2
(
|010〉 + |101〉
)
, (5.170)
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mit ζ1 → 0 und ζ2 → 1. Die Concurrences C12 und C23 sind gleich und verschieden von
C13. Die genaue Darstellung der Concurrences als Funktion von ∆ ist kompliziert.(Eine
explizite Diskussion der Verschra¨nkung des Zustandes befindet sich in Anhang A.) Es ist
aber mo¨glich das Tangle mit der Hyperdeterminanten zu berechnen und somit als Funktion
der ζi zu schreiben:
τ(|ψ78〉) =
∣∣ζ42 − 4ζ21ζ22 ∣∣. (5.171)
Die Frage, die sich bei Betrachtung der Erwartungswerte diese Zustandes stellt, ist die
nach der 3-Qubit Verschra¨nkung. Ist es mo¨glich, aus den vorhandenen Erwartungswerten
die Form des Tangles abzuleiten? Wie bei der obigen Diskussion des Zustandes |ψ6〉 ge-
sehen, steckt die Information u¨ber die Verschra¨nkung sowohl in den zweidimensionalen
Erwartunsgwerten bzw. den Kovarianzen als auch im dreidimensionalen Erwartungswert.
Eine Kombination dieser mu¨ßte also den Parameterverlauf des Tangles liefern.
Die Berechnung der Ortserwartungswerte des QW mit |ψ78〉 als Coin Startzustand ergibt:
〈x1〉 = 〈x3〉 = d˜1 2ζ1ζ2 (5.172)
〈x2〉 = d˜12ζ21 (5.173)
〈x1x2〉 = 〈x2x3〉 = −c˜12ζ22 + d˜1
2
2ζ1ζ2 (5.174)
〈x1x3〉 = c˜12(−2ζ21 + ζ22 ) + d˜1
2
2ζ21 (5.175)
〈x1x2x3〉 = −d˜13(2ζ21 + ζ22 )− c˜12d˜12(ζ21 + 2ζ1ζ2). (5.176)
Mit der Darstellung der quadrierten I-Concurrences als Funktion der ζi:
IC21−23 = IC
2
3−12 = 1−
4
η2
= 1− (2ζ1ζ2)2 (5.177)
IC22−13 = 1−
16
η2χ2
= 1− 4ζ21 , (5.178)
kann man den Zusammenhang (5.116) leicht nachvollziehen. Die Restterme Restxi sind
gleich Null. Die Berechnung der Kovarianzen liefert:
Cov(x1, x2) = Cov(x2, x3) = −c˜12ζ22 + d˜1
2
2ζ1ζ2(1− 2ζ21 ) (5.179)
Cov(x1, x3) = c˜1
2(−2ζ21 + ζ22 ) + d˜1
2
2ζ21 (1− 2ζ22 ). (5.180)
In Abb. 5.10 sind die zwei- und dreidimensionalen Erwartungswerte sowie die Kovarianzen
als Funktion von ∆ aufgetragen. Da die direkte Darstellung der Concurrences kompliziert
ist, wird der Einfachkeit halber, die Beziehung zu den Kovarianzen nur graphisch vergli-
chen. Die Concurrences Cij zeigen mehrere markante Punkte, vgl. Abb. A.1 in Anhang A.
Fu¨r ∆ = 2 ist C13 gleich Null. Bei ∆ = 3 hat C13 ein Maximum und geht mit ∆→∞ gegen
Null. C12 bzw. C23 zeigen ebenfalls ein Maximum bei ∆ = 3 und werden im Limes ∆→∞
ebenso Null. Fu¨r ∆ = 1 sind alle Concurrences gleich. Die Kovarianzen Cov(x1, x2) und
Cov(x2, x3) sind gleich, verschieden von Cov(x1, x3). Nur das Minimum bei ∆ = 2 erkennt
man bei |Cov(x1, x3)|. Alle anderen Eigenschaften der Concurrences werden nicht durch
die Kovarianzen wiedergegeben.
Der Zustand entha¨lt neben den 2-Qubit Verschra¨nkungen, eine durch das Tangle cha-
rakterisierte 3-Qubit Verschra¨nkung. Wie am Beispiel des GHZ-Zustandes gesehen, kann
die Information u¨ber die 3-Qubit Verschra¨nkung in den Kovarianzen stecken. Zieht man
weiterhin die Ergebnisse der Diskussion des Zustandes |ψ6〉 in Betracht, so ist die Informa-
tion einer 2-Qubit Verschra¨nkung, sowohl in den zwei-, als auch in den dreidimensionalen
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Abbildung 5.10: Kovarianzen und ho¨here Erwartungswerte des Zustandes |ψ78〉 als Funktion von
∆. Der dreidimensionale Mittelwert 〈x1x2x3〉 ist mit 1/c˜1 skaliert. Der QW
wurde mit g = 110 und t = 55 simuliert. Die gestrichelteln senkrechten Linien
markieren die speziellen Punkte bei ∆ = 1 bzw. ∆ = 3.
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Abbildung 5.11: Vergleich der Gro¨ße (5.181) (Punkte) und des mit einem Faktoren c˜1 hochska-
lierten Tangle τ fu¨r den Zustand |ψ78〉 als Funktion von ∆. Der QW wurde mit
g = 110 und t = 55 numerisch simuliert.
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Erwartungswerten enthalten. Um also das Tangle abzubilden, ist ein funktionaler Zusam-
menhang der Erwartungswerte zu betrachten. Da eine Verschra¨nkung nur positiv definiert
ist, wird folgender Zusammenhang untersucht:∣∣∣|〈x1x2x3〉| − c˜1{|Cov(x1, x2)|+ |Cov(x1, x3)|+ |Cov(x2, x3)|}∣∣∣ (5.181)
Vom dreidimensionalen Erwartungswert wird die mit c˜1 skalierte Summe der Kovarianzen
subtrahiert. In Abb. 5.11 wird diese Gro¨ße mit dem Tangle als Funktion des Parameters
∆ verglichen. Man erkennt einen klaren Zusammenhang. Sowohl das Minimum bei ∆ = 3,
das lokale Maximum bei ∆ = 1 und das Maximum im Limes ∆ → ∞ sind deutlich zu
sehen.
5.3.3 Vergleich: Concurrence - Kovarianz
Es wurde bei Betrachtung der Zusta¨nde festgestellt, daß bei gleicher Concurrence auch
die jeweilige Kovarianz gleich war, also
C12 = C13 ⇐⇒ Cov(x1, x2) = Cov(x1, x3) (5.182)
C12 = C23 ⇐⇒ Cov(x1, x2) = Cov(x2, x3) (5.183)
C13 = C23 ⇐⇒ Cov(x1, x3) = Cov(x2, x3) (5.184)
Im folgenden wird ein bestimmter Ansatz versucht, um diese Gleichheit allgemein zu
beweisen. Aus den Zusammenha¨ngen aus der Arbeit von Coffman et al. [34] kann man
Gleichungen fu¨r die Concurrences herleiten, in denen nur die auf ein Qubit reduzierten
Dichtematrizen ρi und das Tangle τ vorkommen, vgl. ebenfalls Kallosh und Linde [62]:
C212 = 2
(
Det(ρ3)−Det(ρ1)−Det(ρ2)
)
+
1
2
τ123 (5.185)
C213 = 2
(
Det(ρ2)−Det(ρ1)−Det(ρ3)
)
+
1
2
τ123 (5.186)
C223 = 2
(
Det(ρ1)−Det(ρ2)−Det(ρ3)
)
+
1
2
τ123 (5.187)
Durch gleichsetzen kann das Tangle entfernt und Bedingungen fu¨r die Gleichheit der Con-
currences abgeleitet werden, die nur von den Determinanten der reduzierten Dichtematri-
zen abha¨ngen. Mit diesen ist einfacher zu arbeiten, als mit den Concurrences selber:
C12 = C13 ⇐⇒ Det(ρ2)−Det(ρ3) = 0 (5.188)
C12 = C23 ⇐⇒ Det(ρ1)−Det(ρ3) = 0 (5.189)
C13 = C23 ⇐⇒ Det(ρ1)−Det(ρ2) = 0, (5.190)
wobei die Bedingung positiv definierter Concurrences benutzt wurde. Unter der Annahme
reeller αi, lassen sich die Ausdru¨cke auf der rechte Seite weiter umformen. Somit erha¨lt
man als Bedingungen fu¨r die Gleichheit der Concurrences:
Det(ρ1)−Det(ρ2) =
(
(−α2 + α8)(α3 + α5) + (α4 + α6)(α1 − α7)
)
(
−(α4 − α6)(α1 + α7) + (α3 − α5)(α2 + α8)
)
= 0 (5.191)
Det(ρ1)−Det(ρ3) =
(
(α1 − α6)(α4 + α7)− (α2 + α5)(α3 − α8)
)
(
−(α1 + α6)(α4 − α7) + (α2 − α5)(α3 + α8)
)
= 0 (5.192)
5.3 Dreidimensionaler QW 87
Det(ρ2)−Det(ρ3) =
(
(α1 − α4)(α6 + α7)− (α2 + α3)(α5 − α8)
)
(
−(α1 + α4)(α6 − α7) + (α2 − α3)(α5 + α8)
)
= 0. (5.193)
Betrachtet man nun beispielsweise die Beziehung zwischen C12 und C23, so muß Det(ρ1)−
Det(ρ3) = 0 sein. Eine Bedingung hierfu¨r ist:
(α1 − α6)(α4 + α7) = (α2 + α5)(α3 − α8) (5.194)
Diese Gleichung ist erfu¨llt, falls die rechte Seite und die linke Seite gleich Null sind, also:(
α1 = α6 ∨ α4 = −α7
)
∧
(
α2 = −α5 ∨ α3 = α8
)
. (5.195)
Setzt man diese Bedingungen mittels Computeralgebra Programm in
Cov(x1, x2)− Cov(x2, x3)
ein, so erha¨lt man nur die Null, falls gleichzeitig alle Parametergleichheiten beru¨cksich-
tigt werden. Es gibt also Zusta¨nde, bei denen gleiche Concurrences nicht durch gleiche
Kovarianzen in den QW Modellen erkennbar sind.
5.3.4 Bemerkung zur Phasenabha¨ngigkeit
Wie bereits beim GHZ-Zustand diskutiert, ist der QW und sind somit die Erwartungs-
werte in starkem Maße abha¨ngig von Phasenwinkeln. Da diese erstens im Experiment
nur schwer kontrolliert werden ko¨nnen und zweitens die Verschra¨nkungsmaße nur bedingt
von der Phase abha¨ngen, lieferte eine Mittelung u¨ber alle mo¨glichen Phaseneinstellungen,
zumindest beim GHZ-Zustand, den direkten Zusammenhang zwischen Erwartungswerten
und Verschra¨nkungsmaßen.
Um den Phaseneinfluß bzw. die Mittelung genauer zu studieren, kann man einen allgemei-
nen Zustand mit beliebigen Phasenwinkeln betrachten:
|φ0〉 =
8∑
k=1
αk e
iϕk |k〉 (5.196)
mit αk ∈ R, ϕk ∈ [0, 2π] und den Standardbasisvektoren |k〉. Die Berechnung der Erwar-
tunsgwerte erfolgt wie oben beschrieben, mit der anschließenden Mittelung u¨ber alle ϕk,
hier beispielsweise demonstriert an 〈x1〉:
〈〈x1〉〉ϕ = 1
(2π)8
2pi∫
0
dϕ1 . . .
2pi∫
0
dϕ8 〈x1〉 = c˜1
{
. . .
}
(5.197)
Man erha¨lt im Vergleich zur allgemeinen Form (5.106) nur den c˜1 Anteil, welcher allein
von den Diagonalelementen der Dichtematrix abha¨ngt. Gleiche Resultate erha¨lt man fu¨r
die anderen Erwartungswerte. Es ist durchaus logisch, daß durch eine Mittelung gewis-
se Information verloren geht. Vergleicht man aber die Erwartungswerte fu¨r den Zustand
|ψ78〉, einmal mit, einmal ohne Mittelung, so verliert man z.B. fu¨r die eindimensionalen
Erwartungswerte 〈xi〉 die vollsta¨ndige Parameterabha¨ngigkeit. Man verliert also nicht nur
die unno¨tige Information, sonder erleidet einen gesamten Informationsverlust. Die Pha-
sensensitivita¨t des QW muß also entweder auf anderem Wege ausgeschaltet werden, oder
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man muß mit ihr teilweise zurecht kommen, um die no¨tigen Verschra¨nkungsinformationen
herauszuarbeiten. Daß Verschra¨nkungsmaße durchaus Phasensensitiv sein ko¨nnen, beweist
nachstehendes Beispiel von Lohmayer et al. [78]. Der betrachtete Zustand ist eine para-
meterabha¨ngige Superposition von GHZ- und W-Zustand:
|Z(p, ϕ)〉 = √p|GHZ〉 − eiϕ
√
1− p|W 〉. (5.198)
Die Berechnung des Tangle ergibt:
τ123(|Z(p, ϕ)〉) =
∣∣∣p2 − 8√6
9
√
p(1− p)3e3iϕ
∣∣∣ (5.199)
und somit eine Abha¨ngigkeit von ϕ.
5.3.5 Diskussion
Die Verschra¨nkungsstruktur eines 3-Qubit Zustandes ist natu¨rlich komplizierter als die
eines 2-Qubit Zustandes. Es kann neben verschiedenen 2-Qubit Verschra¨nkungen, eine
zusa¨tzliche 3-Qubit Verschra¨nkung auftreten. Dennoch ist es mo¨glich, mit den Ortser-
wartungswerten eines dreidimensionalen QW, die Struktur aufzukla¨ren. Dabei tritt die
Schwierigkeit auf, daß die unterschiedlichen Verschra¨nkungen sowohl Einfluß auf die zwei-
dimensionalen Mittelwerte 〈xixj〉, als auch auf den dreidimensionalen Mittelwert 〈x1x2x3〉
haben.
Wie im zweidimensionalen Fall konnte der direkte Zusammenhang zwischen den quadrier-
ten Mittelwerten 〈xi〉2 und der I-Concurrence gezeigt werden. Dabei wurde ebenfalls auf
den Zusammenhang zwischen den Mittelwerten und den Elementen der reduzierten Dich-
tematrizen hingewiesen.
5.4 Vierdimensionaler QW
In diesem Unterabschnitt wird der Verschra¨nkungseinfluß eines 4-Qubit Coin Startzustan-
des auf einen vierdimensionalen QW untersucht. Ein allgemeiner 4-Qubit Zustand kann
in der Standardbasis als:
|φ0〉 =
16∑
i=1
αi |i〉 (5.200)
geschrieben werden. Wie im einleitenden Kapitel u¨ber Verschra¨nkungsmaße bereits dis-
kutiert, ist die Verschra¨nkungsstruktur eines 4-Qubit Zustandes nocht nicht vollsta¨ndig
analysierbar. Im folgenden werden die Ortserwartungswerte als Funktion der αi abgeleitet.
Danach werden Beispielzusta¨nde betrachtet und diskutiert.
5.4.1 Berechnung der Erwartungswerte
5.4.1.1 1D Mittelwerte und I-Concurrence
Die analytische Berechnung der Erwartungswerte verla¨uft wie in den voher diskutierten
Modellen nach der verallgemeinerten Methode nach dem Vorbild von Brun et al. [25] und
einer Vereinfachung mittels der abgeleiteten Lemmas. Den eindimensionalen Mittelwert
〈x1〉 erha¨lt man durch Vereinfachung des Integrals:
〈x1〉 = i
(2π)4
pi∫
kx1 ,kx2 ,kx3 ,kx4=−pi
dkx1dkx2dkx3dkx4 〈φ0|H˜(1)kx1 ⊗ 1 ⊗ 1 ⊗ 1 |φ0〉. (5.201)
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Nach benutzen der Lemmas (1) und (2) gelangt man zu:
〈x1〉 = c˜1
{ 8∑
i=1
|αi|2 −
16∑
i=9
|αi|2
}
+ d˜1
{
α1α
∗
9 + α2α
∗
10 + α3α
∗
11 + α4α
∗
12+
α5α
∗
13 + α6α
∗
14 + α7α
∗
15 + α8α
∗
16 + c.c.
}
. (5.202)
Den Zusammenhang mit der I-Concurrence erha¨lt man u¨ber die Komponenten der redu-
zierten Dichtematrix ρ1 = tr234 (ρ1234) wobei ρ1234 = |φ0〉〈φ0| ist. Ku¨rzt man die Elemente
mit R
(1)
ij := (ρ1)ij ab, so erha¨lt man fu¨r die Spur der quadrierten reduzierten Dichtematrix:
tr (ρ21) = (R
(1)
11 )
2 + (R
(1)
22 )
2 + 2R
(1)
12 R
(1)
21 (5.203)
Der quadrierte Mittelwert la¨ßt sich wieder in folgender Form schreiben:
〈x1〉 = c˜1
{
R
(1)
11 −R(1)22
}
+ d˜1
{
R
(1)
12 +R
(1)
21
}
(5.204)
Mit der gewohnten Annahme großer Zeiten, d.h. Gleichheit von c˜1 und d˜1, gelangt man
zum Zusammenhang zwischen Mittelwert und I-Concurrence:
〈x1〉2 = c˜12
{
(1− IC21−23) + Restx1
}
(5.205)
Die Struktur ist die gleiche wie im zwei- und dreidimensionalen Fall. Die exakte Darstel-
lung der Mittelwerte 〈x2〉, 〈x3〉 und 〈x4〉 als Funktion der αi erha¨lt man u¨ber folgende
Integranden:
〈x2〉 → 〈φ0|1 ⊗ H˜(1)kx2 ⊗ 1 ⊗ 1 |φ0〉 (5.206)
〈x3〉 → 〈φ0|1 ⊗ 1 ⊗ H˜(1)kx3 ⊗ 1 |φ0〉 (5.207)
〈x4〉 → 〈φ0|1 ⊗ 1 ⊗ 1 ⊗ H˜(1)kx4 |φ0〉 (5.208)
Die Auflistung der Mittelwerte befindet sich in Anhang B. Die Zusammenha¨nge mit der
I-Concurrence erha¨lt man u¨ber die gleiche Rechnung wie oben. Als allgemeines Ergebnis
kann man wieder folgende Gleichung festhalten:
〈xi〉2 = c˜12
{
(1− IC2i ) + Restxi
}
(5.209)
Die Diskussion der Restterme erfolgt bei Betrachtung der Beispielzusta¨nde.
5.4.1.2 2D, 3D & 4D Erwartungswerte
Die Berechnung der ho¨heren Erwartungswerte erfolgt analog. Fu¨r den zweidimensionalen
Erwartungswert 〈x1x2〉 beno¨tigt man:
〈x1x2〉 = i
2
(2π)4
pi∫
kx1 ,kx2 ,kx3 ,kx4=−pi
dkx1dkx2dkx3dkx3 〈φ0|H˜(1)kx1 ⊗ H˜
(1)
kx2
⊗ 1 ⊗ 1 |φ0〉 (5.210)
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Die Auswertung liefert:
〈x1x2〉 = c˜12
{
|α1|2 + |α2|2 + |α3|2 + |α4|2 − |α5|2 − |α6|2 − |α7|2 − |α8|2−
|α9|2 + |α10|2 + |α11|2 + |α12|2 + |α13|2 + |α14|2 + |α15|2 + |α16|2
}
+ d˜1
2
{
α1α
∗
13 + α2α
∗
14 + α3α
∗
15 + α4α
∗
16 + α5α
∗
9 + α6α
∗
10 + α7α
∗
11 + α8α
∗
12 + c.c.
}
+
c˜1d˜1
{
α1α
∗
5 + α1α
∗
9 + α2α
∗
6 + α2α
∗
10 + α3α
∗
7 + α3α
∗
11 + α4α
∗
8 + α4α
∗
12−
α5α
∗
13 − α6α∗14 − α7α∗15 − α8α∗16 − α9α∗13 − α10α∗14 − α11α∗15 − α12α∗16 + c.c.
}
(5.211)
Verwendet man wieder die Schreibweise R
(12)
ij := (ρ12)ij fu¨r die Komponenten der redu-
zierten Dichtematrix, so erha¨lt man die gleiche Form wie im dreidimensionalen Fall, vgl
(5.121):
〈x1x2〉 = c˜12
{
R
(12)
11 −R(12)22 −R(12)33 +R(12)44
}
+ d˜1
2
{
R
(12)
14 +R
(12)
41 +R
(12)
23 +R
(12)
32
}
+
c˜1d˜1
{
R
(12)
12 +R
(12)
21 +R
(12)
13 +R
(12)
31 −R(12)24 −R(12)42 −R(12)34 −R(12)43
}
(5.212)
In Anhang B befindet sich die exakte Darstellung der Mittelwerte 〈x1x3〉, 〈x1x4〉, 〈x2x3〉,
〈x2x4〉 und 〈x3x4〉. Die Berechnung der drei- und vierdimensionalen Erwartungswerte er-
folgt u¨ber:
〈x1x2x3〉 = i
3
(2π)4
pi∫
kx1 ,kx2 ,kx3 ,kx4=−pi
dkx1dkx2dkx3dkx4 〈φ0|H˜(1)kx1 ⊗ H˜
(1)
kx2
⊗ H˜(1)kx3 ⊗ 1 |φ0〉
(5.213)
und
〈x1x2x3x4〉 = i
4
(2π)4
pi∫
kx1 ,kx2 ,kx3 ,kx4=−pi
dkx1dkx2dkx3dkx4 〈φ0|H˜(1)kx1⊗H˜
(1)
kx2
⊗H˜(1)kx3⊗H˜
(1)
kx3
|φ0〉.
(5.214)
Zur vollsta¨ndigen Darstellung als Funktion der αi vgl. Anhang B. Diese Mittelwerte lassen
sich wieder in allgemeiner Darstellung in den Elementen der (reduzierten) Dichtematrizen
schreiben, was hier nicht explizit ausgefu¨rt wird.
Zusammengefaßt ko¨nnen die Mittelwerte, unabha¨ngig von der Anzahl der Raumdimen-
sionen, also folgendermaßen geschrieben werden:
〈xi〉 = f1(R(i)mn) (5.215)
〈xixj〉 = f2(R(ij)mn ) (5.216)
〈xixjxk〉 = f3(R(ijk)mn ) (5.217)
wobei die R
(x)
mn, die Elemente der auf das x−te Qubit bzw. Qubitgruppe reduzierten Dich-
tematrix sind, also R
(x)
mn := (ρx)mn.
5.4.2 Betrachtung der Beispielzusta¨nde
Die im folgenden betrachteten Beispielzusta¨nde sind wie im 3-Qubit Fall aus verschie-
denen Verschra¨nkungsklassen gewa¨hlt und haben somit allgemeinen Charakter. Wie in
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Kapitel 2 wird zuerst der parameterabha¨ngige 4-Qubit GHZ-Zustand untersucht. Es fol-
gen der Miyake Zustand, und die beiden Eigenzusta¨nde einer Heiseberg Spinkette, die eine
komplizierte Parameterstruktur aufweisen.
5.4.2.1 Parameterabha¨ngige GHZ Zusta¨nde
2-Qubit Verschra¨nkung: Um die Diskussion mit einem Einfachstbeispiel zu beginnen,
kann man folgenden Zustand untersuchen:
γ|0000〉 + eiϕ
√
1− γ2|1100〉 =
(
γ|00〉 + eiϕ
√
1− γ2|11〉
)
⊗ |00〉 (5.218)
Nur die Qubits 1 und 2 sind verschra¨nkt, die Qubits 3 und 4 ko¨nnen als Produkt angeha¨ngt
werden. Um die Verschra¨nkungsstruktur abzubilden, genu¨gt eigentlich die Betrachtung der
eindimensionalen Erwartungswerte 〈xi〉. Die Berechnung dieser ergibt:
〈x1〉 = 〈x2〉 = c˜1(2γ2 − 1) (5.219)
〈x3〉 = 〈x4〉 = c˜1 (5.220)
Diese ko¨nnen in der Form (5.209), mit verschwindendem Restterm Restxi geschrieben
werden, da die I-Concurrences folgende bekannte Form haben:
IC1 = IC2 = 2γ
√
1− γ2 IC3 = IC4 = 0 (5.221)
Allein die Concurrence C12 = 2γ
√
1− γ2 hat einen endlichen Wert, alle anderen Concur-
rences sind gleich 0. Die Auswertung der zweidimensionalen Mittelwerte ergibt:
〈x1x2〉 = c˜12 + d˜1
2
2γ
√
1− γ2 cosϕ (5.222)
〈x1x3〉 = 〈x1x4〉 = 〈x2x3〉 = 〈x2x4〉 = c˜12(2γ2 − 1) (5.223)
〈x3x4〉 = c˜12 (5.224)
Nur die Kovarianz Cov(x1, x2) ist ungleich Null:
Cov(x1, x2) = c˜1
2 4γ2(1− γ2) + d˜1
2
2γ
√
1− γ2 cosϕ (5.225)
alle anderen Kovarianzen Cov(xi, xj) sind gleich Null, die zugeho¨rigen zweidimensiona-
len Erwartungswerte ko¨nnen somit aus Produkten der eindimensionalen Erwartungswerte
zusammengesetzt werden. Die drei- und vierdimensionalen Erwartungswerte:
〈x1x2x3〉 = 〈x1x2x4〉 = c˜13 + c˜1d˜122γ
√
1− γ2 cosϕ (5.226)
〈x1x3x4〉 = 〈x2x3x4〉 = c˜13(2γ2 − 1) (5.227)
〈x1x2x3x4〉 = c˜14 + c˜12d˜1
2
2γ
√
1− γ2 cosϕ, (5.228)
ko¨nnen ebenfalls als Produkt niederdimensionaler Erwartungswerte geschrieben werden,
wie z.B.:
〈x1x2x3〉 = 〈x1x2〉〈x3〉 (5.229)
〈x1x3x4〉 = 〈x1x3〉〈x4〉 (5.230)
〈x1x2x3x4〉 = 〈x1x2〉〈x3〉〈x4〉 (5.231)
Die Verschra¨nkungsstruktur des Zustandes ist also an der Produktform der Ortserwar-
tungswerte erkennbar. Die Verschra¨nkung la¨ßt sich sowohl mit den Mittelwerten 〈x1〉,
〈x2〉 also auch mit der phasengemittelten Kovarianz Cov(x1, x2) bestimmen.
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3-Qubit Verschra¨nkung: Bei der Betrachtung des folgenden Zustandes sto¨ßt man
schon an die Grenzen der Verschra¨nkungsmessung. Der Zustand:
γ|0000〉 + eiϕ
√
1− γ2|1110〉 =
(
γ|000〉 + eiϕ
√
1− γ2|111〉
)
⊗ |0〉 (5.232)
ist als 3-Qubit GHZ-Zustand mit angeha¨ngtem vierten Qubit konstruiert. Fu¨r eine 3-Qubit
Verschra¨nkung innerhalb eines 4-Qubit Zustandes existiert aber noch keine Mo¨glichkeit
einer Quantifizierung. Mit den Erwartungswerten des QW la¨ßt sich dennoch die Struktur
abbilden. Die Berechnung der Erwartungswerte liefert:
〈x1〉 = 〈x2〉 = 〈x3〉 = c˜1(2γ2 − 1) (5.233)
〈x4〉 = c˜1 (5.234)
〈x1x2〉 = 〈x1x3〉 = 〈x2x3〉 = c˜12 (5.235)
〈x1x4〉 = 〈x2x4〉 = 〈x3x4〉 = c˜12(2γ2 − 1) (5.236)
〈x1x2x3〉 = c˜13(2γ2 − 1) + d˜1
3
2γ
√
1− γ2 cosϕ (5.237)
〈x1x2x4〉 = 〈x1x3x4〉 = 〈x2x3x4〉 = c˜13 (5.238)
〈x1x2x3x4〉 = c˜14(2γ2 − 1) + c˜1d˜132γ
√
1− γ2 cosϕ (5.239)
Der Zusammenhang zwischen 〈xi〉 und I-Concurrence ist klar, die Restterme verschwinden.
Die Erwartungswerte haben die gleiche Struktur wie im Falle des 3-Qubit GHZ-Zustandes.
Alle Erwartungswerte, die die x4 Richtung enthalten, also das vierte Qubit abbilden,
ko¨nnen als Produkte niederdimensionaler Erwartungswerte geschrieben werden:
〈x1x2x4〉 = 〈x1x2〉〈x4〉, 〈x1x3x4〉 = 〈x1x3〉〈x4〉, 〈x2x3x4〉 = 〈x2x3〉〈x4〉 (5.240)
〈x1x2x3x4〉 = 〈x1x2x3〉〈x4〉. (5.241)
Die Kovarianzen aus Kombinationen der ersten drei Richtungen, also der ersten drei
Qubits, enthalten wie im 3-Qubit GHZ-Fall die vollsta¨ndige Verschra¨nkungsinformation:
Cov(x1, x2) = Cov(x1, x3) = Cov(x2, x3) = c˜1
2 4γ2(1− γ2) (5.242)
Cov(x1, x4) = Cov(x2, x4) = Cov(x3, x4) = 0. (5.243)
4-Qubit Verschra¨nkung: Der 4-Qubit GHZ-Zustand:
γ|0000〉 + eiϕ
√
1− γ2|1111〉 (5.244)
ist 4-Qubit verschra¨nkt. Die Berechnung der Erwartungswerte ergibt:
〈xi〉 = c˜1(2γ2 − 1) (5.245)
〈xixj〉 = c˜12 (5.246)
〈xixjxk〉 = c˜13(2γ2 − 1) (5.247)
〈x1x2x3x4〉 = c˜14 + d˜1
4
2γ
√
1− γ2 cosϕ. (5.248)
Die Erwartungswerte ergeben ein a¨hnliches Bild wie im 3-Qubit GHZ-Fall. Die eindimen-
sionalen Mittelwerte 〈xi〉 stehen im funktionalen Zusammenhang (5.209) mit der qua-
drierten I-Concurrence. Die Restterme verschwinden. Die zweidimensionalen 〈xixj〉 sind
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konstant und deuten auf die Concurrences hin, welche gleich Null sind. Die Berechnung
der Kovarianzen liefert:
Cov(xi, xj) = c˜1
2 4γ2(1− γ2) (5.249)
Das Ergebnis entspricht dem 3-Qubit Fall, nur daß hier eine 4-Qubit Verschra¨nkung vor-
liegt. Zur Diskussion der 4-Qubit Verschra¨nkung des 4-Qubit GHZ-Zustandes, vgl. Seite
18. Die dreidimensionalen Erwartungswerte ko¨nnen als Produkt niederdimensionaler Er-
wartungswerte geschrieben werden:
〈xixjxk〉 = 〈xixj〉〈xk〉 (5.250)
Der vierdimensionale Erwartungswert hat eine interessante Form. Im direkten Vergleich
mit dem dreidimensionalen Erwartungswert 〈x1x2x3〉 des 3-Qubit GHZ-Zustandes, vgl.
(5.140), ist der c˜1 Anteil parameterunabha¨ngig. Nur der d˜1 Anteil hat die gleiche Form. Bei
einer Phasenmittelung wa¨re der Erwartungswert 〈x1x2x3x4〉 also parameterunabha¨ngig.
Die Information u¨ber eine vorliegende 4-Qubit Verschra¨nkung wa¨re folglich nur in den
Kovarianzen enthalten. Bei Zusta¨nden mit einer von Null verschiedenen Concurrence ist
daher wieder eine funktionale Kombination aller Erwartunsgwerte notwendig, um eine
vollsta¨ndige Verschra¨nkungscharakterisierung zu erreichen.
5.4.2.2 Reduzierter Miyake Zustand
Der Zustand:
|Gαβγδ〉 = α
(|0000〉 + |1111〉) + β(|0011〉 + |1100〉)
+ γ
(|0101〉 + |1010〉) + δ(|0110〉 + |1001〉) (5.251)
geho¨rt mit einer von Null verschiedenen Hyperdeterminanten DetA4 zu der a¨ußersten
SLOCC Klasse. Wie im einleitenden Kapitel wird β = δ = γ und 2α2 + 6γ2 = 1 gesetzt,
um die Anzahl der Parameter zu reduzieren:
|Gαγ〉 = α
(|0000〉 + |1111〉) + γ(|0011〉 + |1100〉+
|0101〉 + |1010〉 + |0110〉 + |1001〉). (5.252)
Die I-Concurrences sind fu¨r diesen Zustand parameterunabha¨ngig und gleich, ICi = 1.
Ebenso sind alle Concurrences Cij gleich:
Cij =
4γ(α − γ) if 0 ≤ γ ≤
1√
8
2(γ2 − α2) if 1√
8
< γ ≤ 1√
6
(5.253)
Die Berechnung der Ortserwartungswerte des QW liefert folgende Ergebnisse. Die ein- und
dreidimensionalen Mittelwerte sind gleich Null:
〈xi〉 = 0 (5.254)
〈xixjxk〉 = 0 (5.255)
Da die I-Concurrences gleich 1 sind, ist der Zusammenhang (5.209) erfu¨llt, wobei die
Restterme gleich Null sind. Das Verschwinden der Mittelwerte 〈xixjxk〉 la¨ßt ebenfalls auf
einen Zusammenhang mit der I-Concurrenc schließen. Auch eine Produktform wie im Fall
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Abbildung 5.12: Erwartungswerte und Kovarianzen des Miyake Zustandes (5.252) als Funkti-
on von γ. Linke Seite: Skalierter Erwartungswert 〈x1x2x3x4〉/c˜12 (gestrichelte
Linie) und Kovarianz Cov(xi, xj) (durchgezogene Linie) als Funktion von γ.
Plots der analytischen Lo¨sungen fu¨r t = 100. Rechte Seite: Darstellung des
angepaßten Erwartungswertes (5.261) (gestrichelte Linie) und der angepaßten
Kovarianzen (5.259) (durchgezogene Linie) als Funktion von γ fu¨r t = 100.
des 4-Qubit GHZ-Zustandes kann auf dieses Ergebnis fu¨hren, vgl. (5.250). Die zwei- und
vierdimensionalen Erwartungswerte sind parameterabha¨ngig:
〈xixj〉 = c˜12(2α2 − 2γ2) + d˜12 4γ(α + γ) (5.256)
〈x1x2x3x4〉 = c˜12d˜1224γ(α − γ) + c˜14 + d˜14 (5.257)
Da die Mittelwerte 〈xi〉 gleich Null sind, entsprechen die zweidimensionalen Erwartungs-
werte den Kovarianzen:
Cov(xi, xj) = 〈xi, xj〉 (5.258)
In Abb. 5.12a sind sowohl der skalierte Erwartungswert 〈x1x2x3x4〉/c˜12, als auch die Kova-
rianz Cov(xi, xj) als Funktion des Parameters γ aufgetragen. Vergleicht man beide Gro¨ßen
mit der Concurrence und den Abscha¨tzungen fu¨r eine 4-Qubit Verschra¨nkung, vgl. Abb.
2.7a,b, so erkennt man keinen direkten Zusammenhang.
Man erkennt aber, daß sowohl die Kovarianz, als auch der Mittelwert 〈x1x2x3x4〉 fu¨r γ = 0
einen endlichen Wert haben, also ungleich Null sind. Um einen Vergleich mit der Concur-
rence zu bekommen, kann man die Nullinie der Kovarianz verschieben. Der Wert fu¨r γ = 0
entspricht genau einem Faktor c˜1
2. Man kann also folgende Gro¨ße betrachten:∣∣∣Cov(xi, xj)− [Cov(xi, xj)]γ=0∣∣∣ = ∣∣∣Cov(xi, xj)− c˜12∣∣∣ (5.259)
und mit der Concurrence vergleichen. In Abb. 5.12b ist diese Gro¨ße als Funktion von γ
aufgetragen. Vergleicht man diese Abbildung mit dem Plot der Concurrence, siehe Abb.
2.7a, so erkennt man eine sehr gute U¨bereinstimmung. Die analytische Auswertung im
Limes großer Zeiten liefert:
∣∣∣Cov(xi, xj)− c˜12∣∣∣ =
c˜1
24γ(α − γ) if 0 ≤ γ ≤ 1√
8
−c˜124γ(α− γ) if 1√8 < γ ≤
1√
6
(5.260)
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Im Bereich 0 ≤ γ ≤ 1/√8 entspricht die umskalierte Kovarianz genau der Concurrence.
Im Bereich γ ≥ 1/√8 entsteht eine Abweichung zur Concurrence. Verschiebt man ebenso
die Nullinie des vierdimensionalen Mittelwertes:∣∣∣〈x1x2x3x4〉 − [〈x1x2x3x4〉]γ=0∣∣∣, (5.261)
so erha¨lt man ebenfalls gleiche Parameterabha¨ngigkeit wie die Concurrences, siehe Abb.
5.12b. Bei dieser Art der Umskalierung wu¨rde die Kombination:
|〈x1x2x3x4〉| −
∑
|Cov(xi, xj)| (5.262)
gleich Null werden. Es ga¨be also keinen mo¨glichen Zusammenhang mit einer 4-Qubit Ver-
schra¨nkung.
Bei der Betrachtung von Zusta¨nden mit einer komplexen Verschra¨nkungsstruktur ist folg-
lich die Wahl der Nullinie entscheidend.
5.4.2.3 Heisenberg Zustand |φ15〉
Die Verschra¨nkungsstruktur des Zustandes |φ15〉 ist dem Miyake Zustand a¨hnlich. Der
Zustand:
|φ15〉 = −β1|0011〉 + β1|0110〉 − β1|1001〉 + β1|1100〉 − β2|0101〉 + β2|1010〉 (5.263)
ist wie bereits diskutiert, Eigenzustand einer Heisenberg Spinkette. Die Parameter βi sind
komplizierte Funktionen der Wechselwirkungsparameter J und Js, vgl. (2.81) bzw. (2.82).
Die folgende Parameterdiskussion der Verschra¨nkung bezieht sich also immer auf J und
Js. Eine Darstellung der Verschra¨nkungsmaße ist in Anhang A enthalten.
Ebenso wie im vorherigen Beispiel des Miyake Zustandes, sind die auf ein Qubit reduzierten
I-Concurrences parameterunabha¨ngig:
ICi = 1 (5.264)
Die ein- und dreidimensionalen Ortserwartungswerte sind gleich 0:
〈xi〉 = 0 (5.265)
〈xixjxk〉 = 0 (5.266)
Die eindimensionalen Erwartungswerte erfu¨llen damit den Zusammenhang (5.209) mit
verschwindendem Restterm. Die Diskussion des Mittelwertes 〈xixjxk〉 entspricht der des
Miyake Zustandes. Einerseits ko¨nnte ein direkter Zusammenhang mit der I-Concurrence
bestehen, andererseits ist eine Zusammensetzung als Produkt aus niederdimensionalen
Erwartungswerten mo¨glich.
Interessant wird die Betrachtung der zwei- und vierdimensionalen Mittelwerte:
〈x1x2〉 = 〈x2x3〉 = −c˜122β22 + d˜1
2
4β1β2 (5.267)
〈x1x4〉 = 〈x3x4〉 = −c˜122β22 − d˜1
2
4β1β2 (5.268)
〈x1x3〉 = c˜12(−4β21 + 2β22) + d˜1
2
4β21 (5.269)
〈x2x4〉 = c˜12(−4β21 + 2β22)− d˜1
2
4β21 (5.270)
〈x1x2x3x4〉 = c˜14 − d˜1
4
. (5.271)
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Abbildung 5.13: Concurrences (a,b), Kovarianzen (c,d) und die Gro¨ße (5.275) (e,f)(schwarze
Linie) fu¨r den Zustand |φ15〉. Linke Spalte als Funktion von J mit Js = 2.
Rechte Spalte als Funktion von Js mit J = 2. Die Legenden haben Gu¨ltigkeit
fu¨r beide Spalten. In den Abb. e,f ist auf der rechten y-Achse zusa¨tzlich die
√
S
Invariante (blaue Linie) aufgetragen.
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Der vierdimensionale Mittelwert ist parameterunabha¨ngig und im Limes großer Zeiten
gleich Null. Die Kovarianzen entsprechen den zweidimensionalen Mittelwerten, da die 〈xi〉
gleich Null sind:
Cov(xi, xj) = 〈xi, xj〉. (5.272)
Die Verteilung der Kovarianzen entspricht fu¨r diesen Zustand nicht der Verteilung der
Concurrences:
C12 = C23 = C14 = C34 ⇐⇒
Cov(x1, x2) = Cov(x2, x3) 6= Cov(x1, x4) = Cov(x3, x4) (5.273)
und
C13 = C24 ⇐⇒ Cov(x1, x3) 6= Cov(x2, x4). (5.274)
Die Nichtgleichheit folgt aus dem Unterschied der Vorzeichen des jeweiligen d˜1
2
Anteils.
Ebenso sind die Parameterabha¨ngigkeit der Concurrences und der Kovarianzen nicht di-
rekt miteinander vergleichbar. In den Abb. 5.13 a,b sind die Concurrences, in den Abb.
5.13 c,d, die Kovarianzen als Funktion von J mit konstantem Js = 2 bzw. von Js mit
konstantem J = 2 aufgetragen. Da einerseits die Concurrences C13, C24 in bestimmten Pa-
rameterbereichen Null sind und aufgrund der Diskussion der Nullinie bei Betrachtung des
Miyake Zustandes, erweist sich die Relationsfindung zwischen der 2-Qubit Verschra¨nkung
und den Kovarianzen als schwierig.
Einfacher ist in diesem Falle die Diskussion der 4-Qubit Verschra¨nkung. Man kann wieder
folgenden Zusammenhang zwischen vierdimensionalen Mittelwert und Summe der Kova-
rianzen betrachten: ∣∣∣|〈x1x2x3x4〉| −∑ |Cov(xi, xj)|∣∣∣, (5.275)
wobei 〈x1x2x3x4〉 mit 1/c˜12 skaliert ist. Diese Gro¨ße ist in den Abb. 5.13e,f als Funktion
von J bzw. Js aufgetragen. Bei direktem Vergleich mit der Parameterabha¨ngigkeit der
diskutierten 4-Qubit Maße, siehe Abb. 2.6, fa¨llt ein direkter Zusammenhang auf. Zum
Vergleich ist in den Abb. 5.13e,f zusa¨tzlich die
√
S Invariante dargestellt. Sowohl die
Minima bei J, Js = 2 und der Unterschied der Werte in den Grenzfa¨llen J, Js → 0 und
J, Js →∞ sind gut zu erkennen. Obwohl der vierdimensionale Mittelwert gleich Null ist,
ist es nicht nur mo¨glich eine 4-Qubit Verschra¨nkung zu erkennen, sondern auch quantitativ
zu messen.
5.4.2.4 Verallgemeinerter W-Zustand |φ14〉
Der Zustand |φ14〉 ist ebenfalls Eigenzustand einer Heisenberg Spinkette, welche schon
mehrmals angesprochen wurde, vgl. Angang A. Der Zustand
|φ14〉 = ε1|1110〉 + ε2|1011〉 + ε3|0111〉 − ε3|1101〉 (5.276)
mit ε21 + ε
2
2 +2ε
2
3 = 1 ist von verallgemeinerter W-Form, vgl (2.44). Die εi Parameter sind
Funktionen bestimmter Wechselwirkungsparameter J und Js der Heisenbergkette, εi =
εi(J, Js). Da mit den funktionalen Zusammenha¨ngen nicht leicht zu rechnen ist, kann man
beispielsweise die I-Concurrence bzw. die Spur der quadrierten reduzierten Dichtematrizen
auch als Funktion der εi schreiben:
tr(ρ21) = tr(ρ
2
3) = ε
4
3 + (1− ε23)2 (5.277)
tr(ρ22) = ε
4
2 + (1− ε22)2 (5.278)
tr(ρ24) = ε
4
1 + (1− ε21)2 (5.279)
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Die eindimensionalen Mittelwerte ergeben sich zu:
〈x1〉 = 〈x3〉 = −c˜1(1− 2ε23) (5.280)
〈x2〉 = −c˜1(1− 2ε22) (5.281)
〈x4〉 = −c˜1(1− 2ε21) (5.282)
Mit obigen Gleichungen fu¨r die Spur der quadrierten reduzierten Dichtematrizen kann man
leicht den Zusammenhang (5.209) mit den jeweiligen I-Concurrences nachpru¨fen. Die Rest-
terme Restxi sind gleich 0. Durch die Mittelwerte gelangt man zur I-Concurrence und somit
zur Globalverschra¨nkung Q, welche nach (2.45) proportional zur Summe der quadrierten
Concurrences ist. Da der Zustand verallgemeinerte W-Form hat, ist zur vollsta¨ndigen Cha-
rakterisierung somit nur noch die Verteilung der 2-Qubit Verschra¨nkungen anzugeben.
Die Berechnung der ho¨herdimensionalen Erwartungswerte liefert:
〈x1x2〉 = c˜12(ε21 − ε22) + d˜1
2
2ε2ε3 (5.283)
〈x1x3〉 = c˜12(ε21 + ε22 − 2ε23)− d˜1
2
2ε23 (5.284)
〈x1x4〉 = c˜12(−ε21 + ε22) + d˜1
2
2ε1ε3 (5.285)
〈x2x3〉 = c˜12(ε21 − ε22)− d˜1
2
2ε2ε3 (5.286)
〈x2x4〉 = c˜12(−ε21 − ε22 + 2ε23) + d˜1
2
2ε1ε2 (5.287)
〈x3x4〉 = c˜12(−ε21 + ε22)− d˜1
2
2ε1ε3 (5.288)
〈x1x2x3〉 = c˜13(−ε21 + ε22 + 2ε23) + c˜1d˜1
2
2ε23 (5.289)
〈x1x2x4〉 = c˜13(ε21 + ε22)− c˜1d˜1
2
2(ε1ε2 + ε1ε3 + ε2ε3) (5.290)
〈x1x3x4〉 = c˜13(ε21 − ε22 + 2ε23) + c˜1d˜1
2
2ε23 (5.291)
〈x2x3x4〉 = c˜13(ε21 + ε22)− c˜1d˜1
2
2(ε1ε2 − ε1ε3 − ε2ε3) (5.292)
〈x1x2x3x4〉 = −c˜14 + c˜12d˜122(ε1ε2 − ε23) (5.293)
A¨hnlich zur Diskussion des Zustandes |φ15〉 spiegelt sich die Gleichheit mancher Concur-
rences nicht in der Gleichheit der Kovarianzen wieder. Der Unterschied ergibt sich durch
das Vorzeichen des d˜1
2
Anteiles der jeweiligen Kovarianzen. So sind die Concurrences C12
und C23 gleich, die Kovarianzen unterscheiden sich aber:
Cov(x1, x2) = −c˜124ε22ε23 + d˜1
2
2ε2ε3 (5.294)
Cov(x2, x3) = −c˜124ε22ε23 − d˜1
2
2ε2ε3, (5.295)
ebenso C14 und C34 mit:
Cov(x1, x4) = −c˜124ε21ε23 + d˜1
2
2ε1ε3 (5.296)
Cov(x3, x4) = −c˜124ε21ε23 − d˜1
2
2ε1ε3 (5.297)
Die beiden anderen Kovarianzen berechnen sich zu:
Cov(x1, x3) = −c˜124ε43 + d˜1
2
2ε23 (5.298)
Cov(x2, x4) = −c˜124ε21ε22 + d˜1
2
2ε1ε2 (5.299)
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Abbildung 5.14: Concurrences (a), Kovarianzen (b) und ho¨here Erwartungswerte (c) des Zu-
standes |φ14〉 als Funktion des Parameters J mit Js = 2. Die Erwartungswerte
sind Darstellung der analytischen Lo¨sungen fu¨r t = 100.
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Abbildung 5.15: Vergleich ausgewa¨hlter Kovarianzen (linke y-Achse) und ausgewa¨hlter Concur-
rences (rechte y-Achse) fu¨r den Zustand |φ14〉 als Funktion des Parameters J
mit konstantem Js = 2.
Die Diskussion der Kovarianzen bezu¨glich der Verschra¨nkungsstruktur erweist sich als
schwierig. Einerseits sind im Zustand nur 2-Qubit Verschra¨nkungen enthalten. Es ergibt
sich aber keine direkte Umsetzung der Concurrences in den Kovarianzen. Der Unterschied
der Verschra¨nkungsinformation ist in den drei- und vierdimensionalen Erwartungswerten
enthalten, welche ebenfalls parameterabha¨ngig und ungleich Null sind.
In Abb. 5.14 sind die Concurrences, die Betra¨ge der Kovarianzen und die drei- und vier-
dimensionalen Erwartungswerte als Funktion des Parameters J bei konstantem Js = 2
dargestellt. Ein markanter Punkt ist bei J = 2. Hier sind die Concurrences C12, C23 und
C24 gleich 0. An diesem Punkt haben ebenso die passenden Kovarianzen |Cov(x1, x2)|,
|Cov(x2, x3)| und |Cov(x2, x4)| eine Nullstelle. Ebenfalls sind Gemeinsamkeiten dieser Con-
currence / Kovarianz Paare in den Grenzen J → 0 und J →∞ zu erkennnen. Der direkte
Vergleich dieser Gro¨ßen ist in Abb. 5.15 dargestellt. U¨berhaupt nicht ins Bild paßt der
Vergleich der Concurrences C14, C34 mit den Kovarianzen |Cov(x1, x4)| und |Cov(x3, x4)|.
Die Concurrences haben ein Maximum bei J ≈ 2, die Kovarianz |Cov(x1, x4)| fa¨llt von
J = 0 aus monoton ab und die Kovarianz |Cov(x3, x4)| zeigt ein Minimum bei J ≈ 0.5.
Hingegen zeigt der dreidimensionale Erwartungswert 〈x1x3x4〉 ebenfalls ein Maximum bei
J ≈ 2. Erst die kombinierte Betrachtung der Kovarianzen und der ho¨heren Erwartungs-
werte liefert also den Parameterverlauf der Concurrences.
5.4.3 Diskussion
Die Diskussion von 4-Qubit Zusta¨nden erweist sich als kompliziert. Es fehlen einerseits
die entsprechenden Maße, beispielsweise um die 3-Qubit bzw. 4-Qubit Verschra¨nkung zu
bestimmen, andererseits ist eine Fu¨lle an Erwartungswerten vorhanden, die die Informa-
tion u¨ber die Struktur der Verschra¨nkung in sich bergen. Doch wie man gesehen hat, ist
es mo¨glich gewisse Information zu erhalten. Durch die eindimensionalen Mittelwerte 〈xi〉
erha¨lt man die I-Concurrence und daru¨ber die Globalverschra¨nkung. Ebenso lassen sich
durch eine kombinierte Betrachtung der Kovarianzen und der ho¨heren Erwartungswerte,
Strukuren der 2-Qubit Verschra¨nkung bzw. 3- und 4-Qubit Verschra¨nkung bestimmen.
Kapitel 6
Zusammenfassung
Inhalt dieser vorliegenden Arbeit ist die Untersuchung von Verschra¨nkungsstrukturen in
multidimensionalen diskreten Quantum Walk Modellen. Der besondere Schwerpunkt liegt
hierbei auf der Charakterisierung verschra¨nkter Coin Startzusta¨nde mittels Ortskorre-
lationsfunktionen. Die Ausbreitung von QW Modellen wird in besonderem Maße durch
zwei Faktoren bestimmt. Zum einen durch die Wahl des Wu¨rfeloperators, zum anderen
durch die Wahl des Startzustandes im Coinraum. Wa¨hlt man einen Wu¨rfeloperator in
Produktform, so sind die Korrelationen innerhalb der Verteilungen des QW alleine durch
die Korrelationen des Coin Startzustandes bestimmt. Man hat also zwei Ansatzpunkte
zur Verfu¨gung. Ausgehend von der bekannten Verschra¨nkungsstruktur des Coin Startzu-
standes kann man den Einfluß auf die Ortsverteilungen, charakterisiert durch Korrela-
tionsfunktionen, analysieren. Andererseits kann man natu¨rlich auch die andere Richtung
einschlagen, um ausgehend von den Ortsverteilungen, Ru¨ckschlu¨sse auf die Verschra¨nkung
zu machen. Der erste Weg dient natu¨rlich dazu die Zusammenha¨nge aufzuzeigen. Fu¨r 2-
und 3-Qubit Zusta¨nde ist die Frage nach der Verschra¨nkungsstruktur bereits gelo¨st. Ge-
messen werden kann die Verschra¨nkung aus der Kombination Concurrences und Tangle.
Problematischer wird es bei der Betrachtung von 4-Qubit Zusta¨nden. Da die auftretenden
Verschra¨nkungsstrukturen noch nicht vollsta¨ndig verstanden sind, ist die Untersuchung
der Ortsverteilungen folglich mit Unkenntnis behaftet. Bis dato konnte eine 4-Qubit Ver-
schra¨nkung nur mit optimierten Bell Ungleichungen bzw. der CKW Ungleichung behan-
delt werden. In Kapitel 2 wurden diese Maße mit polynomiellen Invarianten verglichen.
Im direkten Vergleich bei der Behandlungen von parameterabha¨ngigen 4-Qubit Zusta¨nden
konnte gezeigt werden, daß eine der Invarianten dasselbe Parameterverhalten aufzeigt.
Die beiden unterschiedlichen Ansatzpunkte haben somit unterschiedliche Anwendungs-
gebiete. Ist einerseits die Verschra¨nkungsstruktur und andererseits deren Abbildung in
den Ortsraum des QW vollkommen verstanden, so lassen sich QW Experimente dahinge-
hend nutzen, die Verschra¨nkung eines unbekannten Coin Startzustandes zu bestimmen. Ist
der Coin Startzustand zwar bekannt, dessen Verschra¨nkung aber noch nicht bestimmbar,
so ko¨nnen Ortskorrelationsfunktionen hilfreich sein, um die Struktur der Verschra¨nkung
besser zu verstehen.
Zur Kla¨rung dieser Fragen wurden zwei Modelle untersucht. Das erste war ein im Ortsraum
eindimensionales Modell mit mehreren Coins. Durch analytische und numerische Rech-
nungen konnte fu¨r bestimmte Zusta¨nde ein direkter Zusammenhang zwischen quadrierten
Ortsmittelwerten und dem Verschra¨nkungsmaß I-Concurrence nachgewiesen werden. Die
Zusta¨nde, fu¨r die diese Beziehung gilt, hatten nur eine Art der Verschra¨nkung und wurden
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als Zusta¨nde mit reiner Verschra¨nkung bezeichnet: bei 3-Qubit Zusta¨nden beispielsweise
entweder nur 2-Qubit verschra¨nkt oder nur 3-Qubit verschra¨nkt.
Modelle mit mehr Aussagekraft sind ho¨herdimensionale QW Modelle. Pro Qubit im Coin-
raum gibt es eine vorhandene Ortsrichtung. Neben den eindimensionalen Ortserwartungs-
werten 〈xi〉 ko¨nnen in diesen Modellen ho¨here Erwartungswerte studiert werden. Zudem
ist es mo¨glich, Korrelationen zwischen den einzelnen Raumrichtungen zu untersuchen. Zu
diesem Zweck wurde der QW analytisch betrachtet. Es war mo¨glich, die Erwartungswerte
exakt zu berechnen und als Funktion der Parameter eines allgemeinen Coin Startzustandes
anzugeben. Hierbei wurde gezeigt, daß die zweiten Momente unabha¨ngig von der Struktur
des Coin Startzustandes sind. Die Darstellung der Mittelwerte kann immer auf folgende
Form gebracht werden:
Ortserwartungswert =
∑
FaktorZeitentwicklung QW × FaktorCoinstruktur Startzustand
Der Mittelwert wird also im allgemeinen durch zwei Faktoren bestimmt. Der eine Faktor
folgt direkt aus der Zeitentwicklung des QW, der andere ha¨ngt von der Struktur des Coin
Startzustandes ab. Letzterer entha¨lt die Information u¨ber die Verschra¨nkungsstruktur. Im
Limes großer Zeiten sind die Faktoren aus der Zeitentwicklung des QW alle gleich und
ko¨nnen als konstanter Faktor vor die Summe gezogen werden.
Die Struktur des Coinfaktors kann in direkten Zusammenhang mit den Elementen der
zugeho¨rigen Dichtematrix bzw. reduzierten Dichtematrix gebracht werden. Diese scheint
von allgemeiner Gu¨ltigkeit zu sein, da sie unabha¨ngig von der Anzahl der Raumdimen-
sionen ist. Mit dieser Darstellung war es in Kapitel 5 mo¨glich, einen allgemeinen Zusam-
menhang zwischen quadriertem eindimensionalen Mittelwert 〈xi〉2 und der quadrierten
I-Concurrence IC2i herzuleiten:
〈xi〉2 = c˜12
{
(1− IC2i ) + Restxi
}
(6.1)
Es besteht also eine direkte Beziehung zwischen eindimensionalen Mittelwerten und ei-
nem Verschra¨nkungsmaß. Zusa¨tzlich tritt ein Restterm Restxi auf. Bei den betrachteten
Beispielzusta¨nden war dieser Restterm immer gleich Null. Die Darstellung von Spinkor-
relationen weist im Vergleich eine große A¨hnlichkeit auf. Daß ein Zusammenhang, zwi-
schen Verschra¨nkungsmaßen einerseits und Ortsmittelwerten andererseits existiert, folgt
direkt aus der Beziehung zwischen Mittelwerten und der reduzierten Dichtematrix. Die
I-Concurrence steht in direktem funktionalen Zusammenhang, als Spur u¨ber das Quadrat
der reduzierten Dichtmatrix. Im Vergleich kann die Concurrence nicht direkt aus den auf
zwei Qubits reduzierten Dichtematrizen berechnet werden. Die Berechnung der Concur-
rence fu¨hrt u¨ber eine Maximierung der Eigenwerte der reduzierten Dichtematrix. Schon
aufgrund der Komplexita¨t dieser Berechnung kann kein direkter Zusammenhang zwischen
Mittelwerten 〈xixj〉 und Concurrences Cij bestehen, obwohl natu¨rlich die Information in
den Dichtematrizen vorhanden ist.
Um Korrelationen zweier Zufallsvariablen zu betrachten, berechnet man die Kovarianz.
Im zweidimensionalen Fall konnte fu¨r 2-Qubit Zusta¨nde mit reellen Koeffizienten gezeigt
werden, daß eine endliche Concurrence eine notwendige Bedingung fu¨r eine endliche Kova-
rianz ist. Eine Verschra¨nkung des Coin Startzustandes la¨ßt sich also durch eine Korrelation
der entsprechenden Raumrichtungen feststellen.
Die berechneten Mittelwerte bzw. Kovarianzen sind fu¨r Coin Startzusta¨nde mit einer un-
terschiedlichen Verschra¨nkungsstruktur untersucht worden. Fu¨r 2-Qubit Zusta¨nde und
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dementsprechend zweidimensionalen QW Modellen, genu¨gt die Angabe der I-Concurrence
zur vollsta¨ndigen Charakterisierung der Verschra¨nkungsstruktur. Die Berechnung der Mit-
telwerte 〈xi〉 ist folglich ausreichend. Die Betrachtung der Kovarianz liefert ebenfalls In-
formationen u¨ber die Verschra¨nkung, wobei hier eine auftretende Phasensensitivita¨t be-
trachtet werden muß. Mit einer durchgefu¨hrten Mittelung u¨ber alle mo¨glichen Phasenein-
stellungen konnte gezeigt werden, daß fu¨r den untersuchten Beispielzustand die Kovarianz,
bis auf eine Konstante, der quadrierten Concurrence entsprach.
Im 3-Qubit Fall kann neben mo¨glichen 2-Qubit Verschra¨nkungen eine zusa¨tzliche 3-Qubit
Verschra¨nkung auftreten. Die Diskussion von 3-Qubit Zusta¨nden lieferte mehrere Erkennt-
nisse. Es ist nicht nur mo¨glich die Verschra¨nkungsstruktur eines 3-Qubit Zustandes an-
hand der Ortserwartungswerte zu verstehen, sondern auch die unterschiedlichen Anteile
quantitativ herauszuarbeiten. Die Struktur der Verschra¨nkung ist schon anhand der Pro-
duktform der Ortserwartungswerte zu sehen. Dabei tritt einerseits der Effekt auf, daß
sich die Concurrences nicht immer direkt mit den Kovarianzen abbilden lassen. Weiterhin
gibt es, a¨quivalent zur Kovarianz, keine Definition einer Korrelation zwischen drei Zu-
fallsvariablen. Um also die jeweiligen Verschra¨nkungen zu bestimmen, ist ein funktionaler
Zusammenhang aller Erwartungswerte notwendig. Subtrahiert man vom dreidimensiona-
len Mittelwert die Summe der Kovarianzen, so erha¨lt man die Parameterabha¨ngigkeit einer
3-Qubit Verschra¨nkung, gleichwertig zum Tangle Maß.
Bei 4-Qubit Zusta¨nden und folglich bei vierdimensionalen QW Modellen, konnte ebenfalls
die Verschra¨nkunsgstruktur bei verschiedenen Zusta¨nden aus den Ortskorrelationsfunk-
tionen abgeleitet werden. Die Kombination aus vierdimensionalen Erwartungswerten und
Summe der Kovarianzen brachte die gleiche Parameterabha¨ngigkeit wie die optimierten
Bell Ungleichungen, die CKW Ungleichung und die
√
S Invariante.
Es konnte also gezeigt werden, daß sich Verschra¨nkungsstrukturen von Multiqubit Zusta¨n-
den mit Ortskorrelationen multidimensionaler QW Modelle analysieren und sogar mes-
sen lassen. Hierbei ist die Wichtigkeit der zugrundeliegenden Quantum Walk Modelle
nicht alleine aus theoretischer Sicht zu betonen, sondern auch aufgrund der experimentel-
len Umsetzungsmo¨glichkeiten. Der Zusammenhang von Korrelationsfunktionen und Ver-
schra¨nkungsmaßen bleibt ein Thema, welches bei einer weiteren Erforschung der Ver-
schra¨nkung nicht an Beachtung verlieren darf.
Das, wobei unsere Berechnungen versagen,
nennen wir Zufall.
Albert Einstein
Anhang A
Charakterisierung der 3- und
4-Qubit Beispielzusta¨nde
Die in dieser Arbeit diskutierten Beispielzusta¨nde wurden großteils im Rahmen der Di-
plomarbeit des Autors [43] besprochen und sind teilweise in [44] vero¨ffentlicht. In diesem
Anhang werden nur der Vollsta¨ndigkeit halber die Zusta¨nde inklusive Verschra¨nkungs-
maßen kompakt dargestellt. Zu den aufgelisteten Maßen geho¨ren die Concurrence, die
I-Concurrence sowie das Global Entanglement. Zusa¨tzlich werden die Hamiltonoperatoren
der 3- und 4-Qubit Heisenbergmodelle angegeben.
3-Qubit GHZ Zustand
γ|000〉 +
√
1− γ2|111〉 γ ∈ [0, 1] (A.1)
C12 = C23 = C13 = 0 (A.2)
IC1−23 = IC2−13 = IC3−12 = 2γ
√
1− γ2 (A.3)
Q = τ123 = 4γ
2(1− γ2) (A.4)
4-Qubit GHZ-Zustand
γ|0000〉 +
√
1− γ2|1111〉 γ ∈ [0, 1] (A.5)
Cij = 0 (A.6)
ICi = 2γ
√
1− γ2 (A.7)
IC12−34 = IC13−24 = IC14−23 = 2γ
√
1− γ2 (A.8)
Q = 4γ2(1− γ2) (A.9)
3-Qubit Heisenbergkette
Hamiltonian mit Kopplungskonstante J und Anisotropieparameter ∆:
H =
J
4
(
σx1σ
x
2 + σ
y
1σ
y
2 +∆σ
z
1σ
z
2 + σ
x
2σ
x
3 + σ
y
2σ
y
3 +∆σ
z
2σ
z
3
)
+
J
2
(
σx1σ
x
3 + σ
y
1σ
y
3 +∆σ
z
1σ
z
3
)
(A.10)
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Verallgemeinerte W-Zusta¨nde |ψ5〉, |ψ6〉
|ψ5〉 =
√
η + (∆ − 2)
2
√
η
(|011〉 − 4
η + (∆ − 2) |101〉 + |110〉
)
(A.11)
|ψ6〉 =
√
η + (∆ − 2)
2
√
η
(|100〉 − 4
η + (∆ − 2) |010〉 + |001〉
)
(A.12)
C12 = C23 =
2
η
C13 =
4
η2 − (∆− 2)η (A.13)
IC1 = IC3 =
1√
2
√
1 +
4
η2
+
∆− 2
η
IC2 =
2
√
2
η
(A.14)
τ123 = 0 Q =
4
3
( 6− 3∆ + 5η
η2(∆ − 2 + η)
)
(A.15)
Superpositionszustand |ψ78〉
|ψ7〉 =
√
2
√
η
√
η + (∆ − 2)
(
|011〉 + η + (∆− 2)
2
|101〉 + |110〉
)
(A.16)
|ψ8〉 =
√
2
√
η
√
η + (∆ − 2)
(
|100〉 + η + (∆− 2)
2
|010〉 + |001〉
)
(A.17)
|ψ78〉 ist die gleichma¨ßige U¨berlagerung dieser beiden Zusta¨nde:
|ψ78〉 := 1√
2
(
|ψ7〉+ |ψ8〉
)
(A.18)
Grenzfall:
∆→∞ : |ψ78〉 ≈ 1√
2
(
|010〉 + |101〉
)
(A.19)
Verschra¨nkungsmaße:
IC1−23 = IC3−12 =
√
1− 4
η2
IC2−13 =
√
1− 16
(η2 + (∆− 2)η)2 . (A.20)
Q =
5η2 − 12 + (∆− 2)η
6η2
. (A.21)
Der Verlauf der Concurrence in Abha¨ngigkeit von ∆ ist in Abb. A.1 dargestellt.
4-Qubit Heisenbergkette
Hamiltonian mit Kopplungskonstanten J und Js:
H =
J
4
( ~σ1 ~σ2 + ~σ2 ~σ3) +
Js
4
( ~σ2 ~σ4), (A.22)
mit
~σi ~σj = σ
x
i σ
x
j + σ
y
i σ
y
j + σ
z
i σ
z
j . (A.23)
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Abbildung A.1: Concurrence des Zustandes |ψ78〉 als Funktion von ∆.
Verallgemeinerter W-Zustand |φ14〉
|φ14〉 = ǫ1|1110〉 + ǫ2|1011〉 + ǫ3|0111〉 − ǫ3|1101〉 (A.24)
Abku¨rzungen:
δ =
√
9J2 − 4JJs + 4J2s µ2 =
1√
3 + 9J−2Jsδ
(A.25)
ǫ1 =
1
2
√
2µ2
ǫ2 =
Js − J√
2µ2(3J + δ)
ǫ3 =
µ2(3J + 2Js + δ)
2
√
18J2 − 8JJs + 8J2s
(A.26)
Verschra¨nkungsmaße:
C12 = C23 =
1
2
√
2
√
1 +
8J(J − Js)
δ2
+
−5J + 2Js
δ
(A.27)
C13 =
1
2
√
2
√
1− 4J
2
δ2
+
−J + 2Js
δ
(A.28)
C14 = C34 =
3J + 2Js + δ
4δ
(A.29)
C24 =
(J − Js)(3 + 9J−2Jsδ )
6J + 2δ
. (A.30)
IC1 = IC3 =
1
2
√
2
√
3 +
4J2
δ2
− 3(J − 2Js)
δ
(A.31)
IC2 =
1
2
√
2
√
7− 4J(5J + 4Js)
δ2
+
−7J − 2Js)
δ
(A.32)
IC4 =
1
2
√
2
√
7 +
4J(−9J + 4Js)
δ2
+
9J − 2Js)
δ
. (A.33)
IC12 = IC14 =
√
1− 4J
2
δ2
IC13 =
1√
2
√
1 +
4J2
δ2
+
−J + 2Js
δ
. (A.34)
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Heisenberg Zustand |φ15〉
|φ15〉 = −β1|0011〉 + β1|0110〉 − β1|1001〉 + β1|1100〉 − β2|0101〉 + β2|1010〉 (A.35)
mit 4β21 + 2β
2
2 = 1
Abku¨rzungen:
β1 =
1
c15
β2 =
Jc15
2δ
(A.36)
mit
δ =
√
9J2 − 4JJs + 4J2s c15 =
√
4 +
(−J + 2Js + δ)2
2J2
(A.37)
Grenzfall Js = 2, J → 0 und J = 2, Js →∞:
|Φ15〉 ≈ − 1√
2
(
|0101〉 − |1010〉
)
(A.38)
Concurrence:
C12 = C14 = C23 = C34 = max
(
0,
2J
δ
− 4J
2
8δ2 + (2Js − J + δ)2
)
(A.39)
C12, C14, C23 und C34 sind gro¨ßer 0 und gleich fu¨r Js = 2, J > 0 bzw. J = 2, Js > 0. Die
exakte Darstellung von C13 und C24 gelingt nur im Bereich J = 2, Js < 2 und Js = 2, J >
2:
C13 = C24 = max
(
0,
1√
2δ
(√
δ2 + δ(J − 2Js)− 4J2 −
√
δ2 − δ(J − 2Js)− 4J2
))
(A.40)
Fu¨r J = 2, Js ≥ 1 und Js = 2, J ≤ 4 sind C13, C24 gleich 0.
I-Concurrence:
ICi = 1 (A.41)
IC12 = IC14 =
1
2
√
5− 12J
2
δ2
+
J − 2Js)
δ
(A.42)
IC13 =
1√
2
√
1 +
12J2
δ2
+
−J + 2Js)
δ
(A.43)
Global Entanglement:
Q = 1 (A.44)
Anhang B
Exakte Ortserwartungswerte der
3D & 4D QW Modelle
Dieser Anhang entha¨lt die exakte Darstellung der Mittelwerte der drei- und vierdimen-
sionalen QW Modelle, in Abha¨ngigkeit der Koeffizienten αi der jeweiligen allgemeinen
Coin Startzusta¨nde (5.104) und (5.200). Die konjugiert komplexen Anteile werden mit
c.c. bezeichnet und beziehen sich jeweils auf den Anteil in der geschweiften Klammer. Die
Methoden zur Berechung der Erwartungswerte sind in Kapitel 5 ausfu¨hrlich erla¨utert.
3D
〈x1〉 = c˜1
{
|α1|2 + |α2|2 + |α3|2 + |α4|2 − |α5|2 − |α6|2 − |α7|2 − |α8|2
}
+
d˜1
{
α1α
∗
5 + α
∗
1α5 + α2α
∗
6 + α
∗
2α6 + α3α
∗
7 + α
∗
3α7 + α4α
∗
8 + α
∗
4α8
}
(B.1)
〈x2〉 = c˜1
{
|α1|2 + |α2|2 − |α3|2 − |α4|2 + |α5|2 + |α6|2 − |α7|2 − |α8|2
}
+
d˜1
{
α1α
∗
3 + α
∗
1α3 + α2α
∗
4 + α
∗
2α4 + α5α
∗
7 + α
∗
5α7 + α6α
∗
8 + α
∗
6α8
}
(B.2)
〈x3〉 = c˜1
{
|α1|2 − |α2|2 + |α3|2 − |α4|2 + |α5|2 − |α6|2 + |α7|2 − |α8|2
}
+
d˜1
{
α1α
∗
2 + α
∗
1α2 + α3α
∗
4 + α
∗
3α4 + α5α
∗
6 + α
∗
5α6 + α7α
∗
8 + α
∗
7α8
}
(B.3)
〈x1x2〉 = c˜12
{
|α1|2 + |α2|2 − |α3|2 − |α4|2 − |α5|2 − |α6|2 + |α7|2 + |α8|2
}
+
d˜1
2
{
α1α
∗
7 + α
∗
1α7 + α2α
∗
8 + α
∗
2α8 + α3α
∗
5 + α
∗
3α5 + α4α
∗
6 + α
∗
4α6
}
+
c˜1d˜1
{
α1α
∗
3 + α
∗
1α3 + α1α
∗
5 + α
∗
1α5 + α2α
∗
4 + α
∗
2α4 + α2α
∗
6 + α
∗
2α6−
α3α
∗
7 − α∗3α7 − α5α∗7 − α∗5α7 − α4α∗8 − α∗4α8 − α6α∗8 − α∗6α8
}
(B.4)
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〈x1x3〉 = c˜12
{
|α1|2 − |α2|2 + |α3|2 − |α4|2 − |α5|2 + |α6|2 − |α7|2 + |α8|2
}
+
d˜1
2
{
α1α
∗
6 + α
∗
1α6 + α2α
∗
5 + α
∗
2α5 + α3α
∗
8 + α
∗
3α8 + α4α
∗
7 + α
∗
4α7
}
+
c˜1d˜1
{
α1α
∗
2 + α
∗
1α2 + α1α
∗
5 + α
∗
1α5 + α3α
∗
4 + α
∗
3α4 + α3α
∗
7 + α
∗
3α7−
α2α
∗
6 − α∗2α6 − α5α∗6 − α∗5α6 − α4α∗8 − α∗4α8 − α7α∗8 − α∗7α8
}
(B.5)
〈x2x3〉 = c˜12
{
|α1|2 − |α2|2 − |α3|2 + |α4|2 + |α5|2 − |α6|2 − |α7|2 + |α8|2
}
+
d˜1
2
{
α1α
∗
4 + α
∗
1α4 + α2α
∗
3 + α
∗
2α3 + α5α
∗
8 + α
∗
5α8 + α6α
∗
7 + α
∗
6α7
}
+
c˜1d˜1
{
α1α
∗
2 + α
∗
1α2 + α1α
∗
3 + α
∗
1α3 + α5α
∗
6 + α
∗
5α6 + α5α
∗
7 + α
∗
5α7−
α2α
∗
4 − α∗2α4 − α3α∗4 − α∗3α4 − α6α∗8 − α∗6α8 − α7α∗8 − α∗7α8
}
(B.6)
〈x1x2x3〉 = c˜13
{
|α1|2 − |α2|2 − |α3|2 + |α4|2 − |α5|2 + |α6|2 + |α7|2 − |α8|2
}
+
d˜1
3
{(
α1α
∗
8 + α2α
∗
7 + α3α
∗
6 + α4α
∗
5
)
+ c.c.
}
+
c˜1d˜1
2
{(
α1α
∗
4 + α1α
∗
6 + α1α
∗
7 + α2α
∗
3 + α2α
∗
5 + α3α
∗
5
)
+ c.c.
− (α2α∗8 + α3α∗8 + α4α∗6 + α4α∗7 + α5α∗8 + α6α∗7)− c.c}+
c˜1
2d˜1
{(
α1α
∗
2 + α1α
∗
3 + α1α
∗
5 + α4α
∗
8 + α6α
∗
8 + α7α
∗
8
)
+ c.c.−(
α2α
∗
4 + α2α
∗
6 + α3α
∗
4 + α3α
∗
7 + α5α
∗
6 + α5α
∗
7
)− c.c} (B.7)
4D
〈x1〉 = c˜1
{
|α1|2 + |α2|2 + |α3|2 + |α4|2 + |α5|2 + |α6|2 + |α7|2 + |α8|2−
|α9|2 − |α10|2 − |α11|2 − |α12|2 + |α13|2 − |α14|2 − |α15|2 − |α16|2
}
+ d˜1
{
α1α
∗
9 + α2α
∗
10 + α3α
∗
11 + α4α
∗
12 + α5α
∗
13 + α6α
∗
14 + α7α
∗
15 + α8α
∗
16 + c.c.
}
(B.8)
〈x2〉 = c˜1
{
|α1|2 + |α2|2 + |α3|2 + |α4|2 − |α5|2 − |α6|2 − |α7|2 − |α8|2+
|α9|2 + |α10|2 + |α11|2 + |α12|2 − |α13|2 − |α14|2 − |α15|2 − |α16|2
)
+
d˜1
{
α1α
∗
5 + α2α
∗
6 + α3α
∗
7 + α4α
∗
8 + α9α
∗
13 + α10α
∗
14 + α11α
∗
15 + α12α
∗
16 + c.c.
)
(B.9)
〈x3〉 = c˜1
{
|α1|2 + |α2|2 − |α3|2 − |α4|2 + |α5|2 + |α6|2 − |α7|2 − |α8|2+
|α9|2 + |α10|2 − |α11|2 − |α12|2 + |α13|2 + |α14|2 − |α15|2 − |α16|2
)
+
d˜1
{
α1α
∗
3 + α2α
∗
4 + α5α
∗
7 + α6α
∗
8 + α9α
∗
11 + α10α
∗
12 + α13α
∗
15 + α14α
∗
16 + c.c.
)
(B.10)
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〈x4〉 = c˜1
{
|α1|2 − |α2|2 + |α3|2 − |α4|2 + |α5|2 − |α6|2 + |α7|2 − |α8|2+
|α9|2 − |α10|2 + |α11|2 − |α12|2 + |α13|2 − |α14|2 + |α15|2 − |α16|2
)
+
d˜1
{
α1α
∗
2 + α3α
∗
4 + α5α
∗
6 + α7α
∗
8 + α9α
∗
10 + α11α
∗
12 + α13α
∗
14 + α15α
∗
16 + c.c.
)
(B.11)
〈x1x2〉 = c˜12
{
|α1|2 + |α2|2 + |α3|2 + |α4|2 − |α5|2 − |α6|2 − |α7|2 − |α8|2−
|α9|2 + |α10|2 + |α11|2 + |α12|2 + |α13|2 + |α14|2 + |α15|2 + |α16|2
}
+ d˜1
2
{
α1α
∗
13 + α2α
∗
14 + α3α
∗
15 + α4α
∗
16 + α5α
∗
9 + α6α
∗
10 + α7α
∗
11 + α8α
∗
12 + c.c.
}
+
c˜1d˜1
{
α1α
∗
5 + α1α
∗
9 + α2α
∗
6 + α2α
∗
10 + α3α
∗
7 + α3α
∗
11 + α4α
∗
8 + α4α
∗
12−
α5α
∗
13 − α6α∗14 − α7α∗15 − α8α∗16 − α9α∗13 − α10α∗14 − α11α∗15 − α12α∗16 + c.c.
}
(B.12)
〈x1x3〉 = c˜12
{
|α1|2 + |α2|2 − |α3|2 − |α4|2 + |α5|2 + |α6|2 − |α7|2 − |α8|2−
|α9|2 − |α10|2 + |α11|2 + |α12|2 − |α13|2 − |α14|2 + |α15|2 + |α16|2
}
+ d˜1
2
{
α1α
∗
11 + α2α
∗
12 + α3α
∗
9 + α4α
∗
10 + α5α
∗
15 + α6α
∗
16 + α7α
∗
13 + α8α
∗
14 + c.c.
}
+
c˜1d˜1
{
α1α
∗
3 + α1α
∗
9 + α2α
∗
4 + α2α
∗
10 + α5α
∗
7 + α5α
∗
13 + α6α
∗
8 + α6α
∗
14−
α3α
∗
11 − α4α∗12 − α7α∗15 − α8α∗16 − α9α∗11 − α10α∗12 − α13α∗15 − α14α∗16 + c.c.
}
(B.13)
〈x1x4〉 = c˜12
{
|α1|2 − |α2|2 + |α3|2 − |α4|2 + |α5|2 − |α6|2 + |α7|2 − |α8|2−
|α9|2 + |α10|2 − |α11|2 + |α12|2 − |α13|2 + |α14|2 − |α15|2 + |α16|2
}
+ d˜1
2
{
α1α
∗
10 + α2α
∗
9 + α3α
∗
12 + α4α
∗
11 + α5α
∗
14 + α6α
∗
13 + α7α
∗
16 + α8α
∗
15 + c.c.
}
+
c˜1d˜1
{
α1α
∗
2 + α1α
∗
9 + α3α
∗
4 + α3α
∗
11 + α5α
∗
6 + α5α
∗
13 + α7α
∗
8 + α7α
∗
15−
α2α
∗
10 − α4α∗12 − α6α∗14 − α8α∗16 − α9α∗10 − α11α∗12 − α13α∗14 − α15α∗16 + c.c.
}
(B.14)
〈x2x3〉 = c˜12
{
|α1|2 + |α2|2 − |α3|2 − |α4|2 − |α5|2 − |α6|2 + |α7|2 + |α8|2+
|α9|2 + |α10|2 − |α11|2 − |α12|2 − |α13|2 − |α14|2 + |α15|2 + |α16|2
}
+ d˜1
2
{
α1α
∗
7 + α2α
∗
8 + α3α
∗
5 + α4α
∗
6 + α9α
∗
15 + α10α
∗
16 + α11α
∗
13 + α12α
∗
14 + c.c.
}
+
c˜1d˜1
{
α1α
∗
3 + α1α
∗
5 + α2α
∗
4 + α2α
∗
6 + α9α
∗
11 + α9α
∗
13 + α10α
∗
12 + α10α
∗
14−
α3α
∗
7 − α4α∗8 − α5α∗7 − α6α∗6 − α11α∗15 − α12α∗16 − α13α∗15 − α14α∗16 + c.c.
}
(B.15)
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〈x2x4〉 = c˜12
{
|α1|2 − |α2|2 + |α3|2 − |α4|2 − |α5|2 + |α6|2 − |α7|2 + |α8|2+
|α9|2 − |α10|2 + |α11|2 − |α12|2 − |α13|2 + |α14|2 − |α15|2 + |α16|2
}
+ d˜1
2
{
α1α
∗
6 + α2α
∗
5 + α3α
∗
8 + α4α
∗
7 + α9α
∗
14 + α10α
∗
13 + α11α
∗
16 + α12α
∗
15 + c.c.
}
+
c˜1d˜1
{
α1α
∗
2 + α1α
∗
5 + α3α
∗
4 + α3α
∗
7 + α9α
∗
10 + α9α
∗
13 + α11α
∗
12 + α11α
∗
15−
α2α
∗
6 − α4α∗8 − α5α∗6 − α7α∗8 − α10α∗14 − α12α∗16 − α13α∗14 − α15α∗16 + c.c.
}
(B.16)
〈x3x4〉 = c˜12
{
|α1|2 − |α2|2 − |α3|2 + |α4|2 + |α5|2 − |α6|2 − |α7|2 + |α8|2+
|α9|2 − |α10|2 − |α11|2 + |α12|2 + |α13|2 − |α14|2 − |α15|2 + |α16|2
}
+ d˜1
2
{
α1α
∗
4 + α2α
∗
3 + α5α
∗
8 + α6α
∗
7 + α9α
∗
12 + α10α
∗
11 + α13α
∗
16 + α14α
∗
15 + c.c.
}
+
c˜1d˜1
{
α1α
∗
2 + α1α
∗
3 + α5α
∗
6 + α5α
∗
7 + α9α
∗
10 + α9α
∗
11 + α13α
∗
14 + α13α
∗
15−
α2α
∗
4 − α3α∗4 − α6α∗8 − α7α∗8 − α10α∗12 − α11α∗12 − α14α∗16 − α15α∗16 + c.c.
}
(B.17)
〈x1x2x3〉 = c˜13
{
|α1|2 + |α2|2 − |α3|2 − |α4|2 − |α5|2 − |α6|2 + |α7|2 + |α8|2−
|α9|2 − |α10|2 + |α11|2 + |α12|2 + |α13|2 + |α14|2 − |α15|2 − |α16|2
}
+ d˜1
3
{
α1α
∗
15 + α2α
∗
16 + α3α
∗
13 + α4α
∗
14 + α5α
∗
11 + α6α
∗
12 + α7α
∗
9 + α8α
∗
10 + c.c.
}
+
c˜1d˜1
2
{
α1α
∗
7 + α1α
∗
11 + α1α
∗
13 + α2α
∗
8 + α2α
∗
12 + α2α
∗
14 + α3α
∗
5 + α3α
∗
9+
α4α
∗
6 + α4α
∗
10 + α5α
∗
9 + α6α
∗
10 − α3α∗15 − α4α∗16 − α5α∗15 − α6α∗16−
α7α
∗
11 − α7α∗13 − α8α∗12 − α8α∗14 − α9α∗15 − α10α∗16 − α11α∗13 − α12α∗14 + c.c.
}
+
c˜1
2d˜1
{
α1α
∗
3 + α1α
∗
5 + α1α
∗
9 + α2α
∗
4 + α2α
∗
6 + α2α
∗
10 + α7α
∗
15 + α8α
∗
16+
α11α
∗
15 + α12α
∗
16 + α13α
∗
15 + α14α
∗
16 − α3α∗7 − α3α∗11 − α4α∗8 − α4α∗12−
α5α
∗
7 − α5α∗13 − α6α∗8 − α6α∗14 − α9α∗11 − α9α∗13 − α10α∗12 − α10α∗14 + c.c.
}
(B.18)
〈x1x2x4〉 = c˜13
{
|α1|2 − |α2|2 + |α3|2 − |α4|2 − |α5|2 + |α6|2 − |α7|2 + |α8|2−
|α9|2 + |α10|2 − |α11|2 + |α12|2 + |α13|2 − |α14|2 + |α15|2 − |α16|2
}
+ d˜1
3
{
α1α
∗
14 + α2α
∗
13 + α3α
∗
16 + α4α
∗
15 + α5α
∗
10 + α6α
∗
9 + α7α
∗
12 + α8α
∗
11 + c.c.
}
+
c˜1d˜1
2
{
α1α
∗
6 + α1α
∗
10 + α1α
∗
13 + α2α
∗
5 + α2α
∗
9 + α3α
∗
8 + α3α
∗
12 + α3α
∗
15+
α4α
∗
7 + α4α
∗
11 + α5α
∗
9 + α7α
∗
11 − α2α∗14 − α4α∗16 − α5α∗14 − α6α∗10−
α6α
∗
13 − α7α∗16 − α8α∗12 − α8α∗15 − α9α∗14 − α10α∗13 − α11α∗16 − α12α∗15 + c.c.
}
+
c˜1
2d˜1
{
α1α
∗
2 + α1α
∗
5 + α1α
∗
9 + α3α
∗
4 + α3α
∗
7 + α3α
∗
11 + α6α
∗
14 + α7α
∗
15+
α8α
∗
16 + α10α
∗
14 + α12α
∗
16 + α15α
∗
16 − α2α∗6 − α2α∗10 − α4α∗8 − α4α∗12−
α5α
∗
6 − α5α∗13 − α7α∗8 − α7α∗15 − α9α∗10 − α9α∗13 − α11α∗12 − α11α∗15 + c.c.
}
(B.19)
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〈x1x3x4〉 = c˜13
{
|α1|2 − |α2|2 − |α3|2 + |α4|2 + |α5|2 − |α6|2 − |α7|2 + |α8|2−
|α9|2 + |α10|2 + |α11|2 − |α12|2 − |α13|2 + |α14|2 + |α15|2 − |α16|2
}
+ d˜1
3
{
α1α
∗
12 + α2α
∗
11 + α3α
∗
10 + α4α
∗
9 + α5α
∗
16 + α6α
∗
15 + α7α
∗
14 + α8α
∗
13 + c.c.
}
+
c˜1d˜1
2
{
α1α
∗
4 + α1α
∗
10 + α1α
∗
11 + α2α
∗
3 + α2α
∗
9 + α3α
∗
9 + α5α
∗
8 + α5α
∗
14+
α5α
∗
15 + α6α
∗
7 + α6α
∗
13 + α7α
∗
13 − α2α∗12 − α3α∗12 − α4α∗10 − α4α∗11−
α6α
∗
16 − α7α∗16 − α8α∗14 − α8α∗15 − α9α∗12 − α10α∗11 − α13α∗16 − α14α∗15 + c.c.
}
+
c˜1
2d˜1
{
α1α
∗
2 + α1α
∗
3 + α1α
∗
9 + α4α
∗
12 + α5α
∗
6 + α5α
∗
7 + α5α
∗
13 + α8α
∗
16+
α10α
∗
12 + α11α
∗
12 + α14α
∗
16 + α15α
∗
16 − α2α∗4 − α2α∗10 − α3α∗4 − α3α∗11−
α6α
∗
8 − α6α∗14 − α7α∗8 − α7α∗15 − α9α∗10 − α9α∗11 − α13α∗14 − α13α∗15 + c.c.
}
(B.20)
〈x2x3x4〉 = c˜13
{
|α1|2 − |α2|2 − |α3|2 + |α4|2 − |α5|2 + |α6|2 + |α7|2 − |α8|2+
|α9|2 − |α10|2 − |α11|2 + |α12|2 − |α13|2 + |α14|2 + |α15|2 − |α16|2
}
+ d˜1
3
{
α1α
∗
8 + α2α
∗
7 + α3α
∗
6 + α4α
∗
5 + α9α
∗
16 + α10α
∗
15 + α11α
∗
14 + α12α
∗
13 + c.c.
}
+
c˜1d˜1
2
{
α1α
∗
4 + α1α
∗
6 + α1α
∗
7 + α2α
∗
3 + α2α
∗
5 + α3α
∗
5 + α9α
∗
12 + α9α
∗
14+
α9α
∗
15 + α10α
∗
11 + α10α
∗
13 + α11α
∗
13 − α2α∗8 − α3α∗8 − α4α∗6 − α4α∗7−
α5α
∗
8 − α6α∗7 − α10α∗16 − α11α∗16 − α12α∗14 − α12α∗15 − α13α∗16 − α14α∗15 + c.c.
}
+
c˜1
2d˜1
{
α1α
∗
2 + α1α
∗
3 + α1α
∗
5 + α4α
∗
8 + α6α
∗
8 + α7α
∗
8 + α9α
∗
10 + α9α
∗
11+
α9α
∗
13 + α12α
∗
16 + α14α
∗
16 + α15α
∗
16 − α2α∗4 − α2α∗6 − α3α∗4 − α3α∗7−
α5α
∗
6 − α5α∗7 − α10α∗12 − α10α∗14 − α11α∗12 − α11α∗15 − α13α∗14 − α13α∗15 + c.c.
}
(B.21)
〈x1x2x3x4〉 = c˜14
{
|α1|2 − |α2|2 − |α3|2 + |α4|2 − |α5|2 + |α6|2 + |α7|2 − |α8|2−
|α9|2 + |α10|2 + |α11|2 − |α12|2 + |α13|2 − |α14|2 − |α15|2 + |α16|2
}
+ d˜1
4
{
α1α
∗
16 + α2α
∗
15 + α3α
∗
14 + α4α
∗
13 + α5α
∗
12 + α6α
∗
11 + α7α
∗
10 + α8α
∗
9 + c.c.
}
+
c˜1d˜1
3
{
α1α
∗
8 + α1α
∗
12 + α1α
∗
14 + α1α
∗
15 + α2α
∗
7 + α2α
∗
11 + α2α
∗
13 + α3α
∗
6+
α3α
∗
10 + α3α
∗
13 + α4α
∗
5 + α4α
∗
9 + α5α
∗
10 + α5α
∗
11 + α6α
∗
9 + α7α
∗
9−
α2α
∗
16 − α3α∗16 − α4α∗14 − α4α∗15 − α5α∗16 − α6α∗12 − α6α∗15 − α7α∗12 − α7α∗14−
α8α
∗
10 − α8α∗11 − α8α∗13 − α9α∗16 − .α10α∗15 − α11α∗14 − α12α∗13 + c.c.
}
+
c˜1
3d˜1
{
α1α
∗
2 + α1α
∗
3 + α1α
∗
5 + α1α
∗
9 + α4α
∗
8 + α4α
∗
12 + α6α
∗
8 + α6α
∗
14+
α7α
∗
8 + α7α
∗
15 + α10α
∗
12 + α10α
∗
14 + α11α
∗
12 + α11α
∗
15 + α13α
∗
14 + α13α
∗
15−
α2α
∗
4 − α2α∗6 − α2α∗10 − α3α∗4 − α3α∗7 − α3α∗11 − α5α∗6 − α5α∗7 − α5α∗13−
α8α
∗
16 − α9α∗10 − α9α∗11 − α9α∗13 − .α12α∗16 − α14α∗16 − α15α∗16 + c.c.
}
+
114 Kapitel B ⊗ Exakte Ortserwartungswerte der 3D & 4D QW Modelle
c˜1
2d˜1
2
{
α1α
∗
4 + α1α
∗
6 + α1α
∗
7 + α1α
∗
10 + α1α
∗
11 + α1α
∗
13 + α2α
∗
3 + α2α
∗
5+
α2α
∗
9 + α3α
∗
5 + α3α
∗
9 + α4α
∗
16 + α5α
∗
9 + α6α
∗
16 + α7α
∗
16 + α8α
∗
12+
α8α
∗
14 + α8α
∗
15 + α10α
∗
16 + α11α
∗
16 + α12α
∗
14 + α12α
∗
15 + α13α
∗
16 + α14α
∗
15−
α2α
∗
8 − α2α∗12 − α2α∗14 − α3α∗8 − α3α∗12 − α3α∗15 − α4α∗6 − α4α∗7−
α4α
∗
10 − α4α∗11 − α5α∗8 − α5α∗14 − α5α∗15 − α6α∗7 − α6α∗10 − α6α∗13−
α7α
∗
11 − α7α∗13 − α9α∗12 − α9α∗14 − α9α∗15 − α10α∗11 − α10α∗13 − α11α∗13 + c.c.
}
(B.22)
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