Success of any forecasting model depends heavily on reliable historical data, among others. Data are needed to calibrate, fine tune and verify any simulation model. However, data are very often contaminated with noise of different levels originating from different sources. This study proposes a scheme that extracts the most representative data from a raw data set. Subtractive Clustering Method (SCM) and Micro Genetic Algorithm (mGA) were used for this purpose. SCM does (a) remove outliers and (b) discard unnecessary or superfluous points while mGA, a search engine, determines the optimal values of the SCM's parameter set. The scheme was demonstrated in: (1) Bangladesh water level forecasting with Neural Network and Fuzzy Logic and
INTRODUCTION
Although the performance capability of the model depends very much on the model itself, it is a known fact that data play a very crucial role in building quality models. This is particularly more so for a data-driven model since this type of model, as the name suggests, relies heavily on data. There are, however, many problems related to data as data often suffer from noise, inconsistency, redundancy, etc. Noisy data will result in an inappropriately constructed model.
Thus, the resulting model should not be expected to yield good and reliable predictions. Apart from noise, a data set could also contain conflicting data -the same input with differing output (Figure 1) ; these may confuse models, in particular data-driven models, during the training period.
A data clustering technique, the Subtractive Clustering Method or SCM (Chiu, 1994) , is considered in this study to select only the most representative patterns, from the given data record, to be used for forecasting models. SCM could (a) remove outliers, (b) resolve conflicting data and (c) discard unnecessary or superfluous patterns. Since SCM contains several parameters whose values need to be calibrated to yield an acceptable model prediction error, a Micro Genetic Algorithm (mGA) is used to determine its optimal parameter set. This study shows the derivation of the compact data and its applications in neural network, fuzzy logic and chaos theory.
In this study, three data sets are used: (1) 
METHODOLOGIES Subtractive clustering method
The Subtractive Clustering Method was developed by Chiu (1994) . In Chiu's work, SCM was used as the basis of a fast and robust algorithm for identifying fuzzy models. The fuzzy logic model was then benchmarked with other fuzzy models; the comparison was done using chaotic time series.
Chiu's method of clustering is a modification of mountain clustering (Yager & Filev, 1994) which was also used to identify the number of fuzzy rules. The differences between the two clustering methods are mainly in the way of estimating potential values and the influence of a neighboring data point. In addition, the process of acquiring a new cluster center and revising potentials was amended to ease the difficulty in establishing a very sensitive parameter.
The subtractive clustering method assumes that each data point is a potential cluster center. A data point with more neighboring data will have a higher opportunity to become a cluster center than points with fewer neighboring data. Based on the density of surrounding data points, the potential value for each data point is calculated as follows:
where x i , x j are data points and R a is a positive constant defining a neighborhood. Data outside this range have little influence on the potential.
After the potential of every data point has been computed, the data point with the highest potential is chosen as the first cluster center. Let x p 1 be the location of the first cluster center and P p 1 be its potential value. The potential of the remaining data points x i is then revised by
where R b is a positive constant (R b . R a ). Generally, after the kth cluster center has been obtained, the potential of each data point is revised by the formula
Thus, the data points near the first cluster center will have greatly reduced potential, and therefore are unlikely to be selected as the next cluster center. The constant R b is the radius defining the neighborhood that will have measurable reductions in potential. To avoid obtaining closely spaced cluster centers, R b is set to be greater than R a . Since the parameters R a and R b are closely related to each other and R b is always greater than R a , the parameter R b can be replaced by another parameter called the Squash Factor (SF) which is the ratio between R a and R b :
The process described in Equation (3) continues until no further cluster center is found. As for whether a data point is chosen as a cluster center or not, there are two parameters involved, the Accept Ratio (AR) and the Reject Ratio (RR).
These two parameters, together with the influence range and squash factor, set the four criteria for the selection of cluster centers.
The first criteria states that, if the potential value ratio of the current data point to the original first cluster center is larger than the Accept Ratio, then the current data point is chosen as a cluster center. Therefore, the larger the value of the Accept Ratio, the fewer the number of chosen cluster centers.
If the potential value falls in between that of the Accept and Reject Ratios, then the compensation between the magnitude of that potential value and the distance from this point to all the previous chosen cluster centers is taken into consideration. The data point is only accepted as a cluster center if the sum of the potential value and the ratio of the shortest distance between the current data point and all other previously found cluster centers to the influence range is more than or equal to 1. Otherwise, the potential value of that data point is revised to zero and the data point with the next highest potential is tested.
It should be noted that, in general, the value of RR should be less than AR. But if the RR value is greater than or equal to the AR value, all the cluster centers chosen will be from the first criteria and none will be in the region defined by the trade-off between the magnitude and distance criteria.
The criteria used in SCM for accepting or rejecting data points as cluster centers and the corresponding parameters are summarized in Table 1 .
Although there are four parameters in the SCM method, Chiu (1994) in his work used a trial-and-error approach to vary only the cluster radius R a in determining the number of Takagi-Sugeno type rules (Sugeno and Kang 1988) . He then optimized the consequences of these rules by applying the least-square estimation on the coefficients of the first-order fuzzy model. The computational time was found to be fast and the accuracy level was also relatively high in comparison to several other fuzzy models.
In this paper, the merits of the SCM method, such as robustness to noisy data, cluster centers being a subset of the actual data, etc., are employed not only to define the number of fuzzy rules but, more generally, to extract the efficient and effective data set readily for use in any application, for instance, Neural Network, Fuzzy Logic or Chaos Technique.
The ability of the SCM method is exploited to the fullest by integrating it with an optimization scheme, Genetic Algorithm. All four SCM parameters are optimized simultaneously in extracting the representative data. The performance of the extracted data set in any application is assessed on both the training and verification sets.
Genetic algorithm
To choose the optimal set of SCM parameters, SCM is coupled with micro-GA or mGA (Krishnakumar 1989 ), a variant of GA (Holland 1975 , Goldberg 1989 . Unlike traditional optimization methods, GAs operates with more than one parameter set. With a large number of parameter sets, it gives GAs the advantage of avoiding the possibility of getting trapped in the local optima. Another advantage of GAs over the traditional optimization method is that GAs do not require the objective function to be explicit or differentiable. It can also be used when the objective function is discontinuous.
Each parameter set, known as a chromosome, comprises a series of parameters known as genes. There is a fitness associated with each chromosome depending on the chromosome's performance. Each parameter value and its fitness are coded, generally in binary form. The total number of chromosomes in each GA iteration is known as the population size. The chromosomes in each iteration are collectively known as a generation. In GAs, the size of a population is usually the same from one generation to the next. The chromosomes of the very first generation are usually generated through a random process. However, the chromosomes of the subsequent generations are generated through four basic mechanisms, namely:
(1) fitness based selection of parent chromosomes for mating,
(2) recombination/crossover of parents to produce offspring,
(3) mutation of offspring, (4) re-insertion of offspring into population.
As the population evolves, new chromosomes replace the older ones and are supposed to perform better. The chromosomes in a population associated with the very fit individuals will, on average, be produced more often than the less-fit chromosomes. This is known as the principle of the "survival of the fittest". This process of generating new individuals is repeated until a predetermined stopping criterion is met.
mGA, in principle, uses the same algorithm as GA without implementing the conventional mutation and has a much smaller population size than that of the conventional GA. Whenever convergence in mGA occurs, a totally new population set, with the exception of the best chromosome (elitism), is randomly generated. The flowchart describing the operational procedure of the coupled SCM and mGA is drawn in Figure 2 .
APPLICATIONS ON NEURAL NETWORK AND FUZZY LOGIC
The data used in this section are the daily water levels in Bangladesh. Bangladesh, a land area of 145,000 km 2 , is located on the world's largest delta comprising three of the Bangladesh and only about 7.5% of their total catchment area of about 1500,000 km 2 lies within Bangladesh .
In this study data from 5 stations during the monsoon season from 1991-1996 are considered. The monsoon Note: P1 p : the potential value of the first cluster center; Pk p : potential value of the kth cluster center; dmin: the shortest distances between the point under consideration and all previously found cluster centers.
period is between May and September. The total number of data patterns is 841. The lowest water level in the period was recorded as 1.28 m at ST12 (Dhaka) while the highest water level was recorded as 24.71 m at ST11. The average water levels for ST33, ST11, ST14, ST17 and ST12 were 13.7, 22.1, 11.5, 7.4 and 3.9 m, respectively. The data set is divided into two parts. The first part containing 467 patterns (originated from 1992, 1993 and 1995) is used for training while the second part containing 374 patterns (originated from 1991, 1994 and 1996) is used for verification. The 
Fitness evaluation
Run SCM with proposed chromosomes
Run application software on reduced data
Note: application software can be neural network, fuzzy logic or chaos techniques Matlab while the main principle of mGA (Krishnakumar, 1989 ) is incorporated in the Genetic and Evolutionary Algorithm Toolbox (GEATbx) of Pohlheim (2000) in Matlab. In this study, 200 generations and a population size of 10 per generation is employed. The parameter set of SCM (R a , SF, AR and RR) are genes of the chromosomes of mGA. The range of each of these real parameters is as follows:
(1) the influence range, R a : [0.001,1];
(2) the squash factor, SF: [1,2];
(3) the accept ratio, AR: [0,1];
(4) the reject ratio, RR: [0,1].
The objective function (F) in mGA is to minimize the sum of a mean-squared-error (MSE) term and a penalty term (P).
The penalty term is introduced to yield a reduction in the number of training patterns:
The procedure of estimating the objective function is as follows:
(1) Extract the training set with SCM based on the chromosome (parameter set) suggested by mGA.
(2) Train the artificial neural network (ANN) with the reduced training data set.
(3) Utilize the original entire training data set (before reduction) as the test set. The trained ANN is tested and its simulated output is compared with the measured data. The mean square error (MSE) is then computed as
It should be noted thatx i is the ith output simulated by a model trained with the extracted data set while x i is the ith measured data and n is the number of data considered.
(4) Compute the objective function F. This value is used by the evolutionary algorithm to guide the search for more fit chromosomes:
where P is the penalty term computed as follows:
The purpose of the penalty term (P) is to penalize the fitness/objective value of the parameter set if the resulting data set size extracted is large. This term increases proportionately with the size of the data set and has the largest penalty value (0.2 in this study) when the entire data set is used for training. The linear penalty term is graphically represented in Figure 4 .
It should be noted that if max_ penalty is set too high, this will result in a P term dominating the objective function, Equation (7). Setting it too low, however, will result in the domination of the MSE in the objective function. Since the MSE ranges between 0.005 and 0.5 in this study, limited values of max_ penalty (0.1, 0.2, 0.5) are tried. The best result is obtained when the max_ penalty is set as 0.2. Hence, the value of 0.2 is recommended for this study. An overview flow of the processes within the objective function is given in Figure 5 .
A "goodness-of-fit" of the Nash -Sutcliffe statistical measure (R 2 ), recommended by ASCE (1993) for hydrological studies, is used: where x i andx i are the ith measured and simulated data,
x is the mean value of the measured data and n is the number of data considered. When R 2 ¼ 1, it implies a perfect fit between the predicted and the observed data; when R 2 ¼ 0
it implies that the model is predicting no better than the average of the observed data.
Applying a derived effective and efficient data set to a neural network
Results from the mGA suggest one optimal set of parameters satisfying two criteria: (1) a high R 2 value and (2) (13) yields an equally high prediction accuracy (with the difference only in the third and four digits of the Nash index) as that trained with the entire number of patterns (467). It is also noted that the "trivial" or "naive" forecasting gives a R 2 value of 0.9584 for the verification set (374 patterns). The comparison between the observed and simulated hydrographs and the scatter plot of Model 1 is given in Figure 6 . Figure 7 shows similar comparisons resulting from Model 2.
Applying a derived effective and efficient data set to a fuzzy inference system
The result of the extracted data set in the previous section could be utilized in establishing a fuzzy model. However, as for Mamdani fuzzy rule types (Mandani and Assilian 1975, 1999) , each data pattern is required to build one rule in the fuzzy model. Therefore, if too little data are utilized it will result in an insufficient fuzzy rule base. Consequently, the system described by this rule base is underdetermined.
With the need for having a sufficient number of training data patterns in certain situations, fuzzy logic in this case, the penalty term (P) has to be altered so that the proposed scheme will extract the user-specified number of patterns.
The following piecewise form of penalty term (Figure 8) 
APPLICATION ON PHASE SPACE PREDICTION OF CHAOTIC TIME SERIES Introduction
Prediction of time series using the theory of dynamical systems has gained much interest lately. However, one of data contribute valuable information for phase space prediction. This section investigates the possibility of using the above data reduction procedure to extract an informative, dynamics preserved small data set from a large data set for phase space prediction.
River flow prediction: phase space prediction approach
The embedding theorem of Takens (1981) is the steppingstone for the dynamical systems approach for analysis of chaotic time series. The theorem establishes that, using only a single variable of a dynamical system, it is possible to reconstruct a state space that is equivalent to the original (but unknown) state space of all the dynamical variables.
The state space is defined as the multidimensional space whose axes consist of variables of a dynamical system.
When the state space is reconstructed from a time series, it is called a phase space. Thus, if a time series is identified as chaotic, a phase space can be reconstructed and the phase space based prediction methods can be employed to forecast the time series. In phase space prediction of chaotic river flow time series, no explicit governing equations, explaining the dynamics of river flow, exist. Instead, the predictive model is directly constructed from river flow time series. There are many methods to reconstruct the phase space. The time delay coordinate method (e.g. Packard et al., 1980; Takens, 1981) is currently the most popular choice and is used in this study.
Phase space reconstruction
Let x 1 ; x 2 ; … x n be the scalar time series of a variable. The dynamics of the time series can be embedded in an m-dimensional phase space (m . d, where d is the dimension of the state space) given by
where t is the time delay. In chaos literature, there is more than one method to locate suitable values for m and t. But they do not necessarily provide reconstructions which lead to the best forecasting accuracies. Therefore, various researchers have suggested the use of inverse approaches to find optimal phase space parameters (e.g. Babovic et al., 2000; Phoon et al., 2002) . In this study, the phase space parameters (m, t) and the number of nearest neighbours, k (a prediction parameter) are determined by an inverse approach so that the prediction accuracy is optimal.
Phase space prediction method
In phase space prediction, the basic idea is to set a functional relationship between the current state X t and a future state X tþT in the form
where T is referred to as the lead time. At time t, for an observation value x t , the current state of the system is X t ,
where X t ¼ ðx t ; x t2t ; … ; x t2ðm21Þt Þ; and the future state at
x tþT2ðm21Þt Þ: For a chaotic system, the predictor F T that approximates f T is necessarily nonlinear. There are two strategies to obtain F T ; (1) global approximation (e.g. neural network, polynomial and rational function, etc.) and (2) local approximation (e.g. Farmer & Sidorowich, 1987; Casdagli, 1989) . In global approximation a function F T , which is valid over the entire state space, is approximated.
Nonlinear prediction method (NLP) with local approximation
In local approximation, only the states near the current state are used to make predictions. To predict a future state X tþT , an Euclidean metric is imposed on the phase space to find the k nearest neighbours of the current state X t . Once the nearest neighbours, X i , are found, one can project each of these states X i to their respective future states X iþT and construct a local predictor using this group of future states.
A local predictor can be constructed in several ways.
Among them, the averaging technique is the most popular way (e.g. Liu et al., 1998; Sivakumar et al., 1999; Jayawardena & Gurung, 2000) . Here, the estimate of a future stateX tþT is calculated aŝ
Data Two real daily river flow time series are used in this study:
(1) the Mississippi river at Vicksberg (1975 Vicksberg ( -1993 and (2) the Wabash River at Mt. Carmel (1960 -1978 . 
Methodology
First the phase space parameters are determined using an inverse approach so that the prediction error is lowest. The phase space reconstructed using these parameters is then used for data reduction. The data reduction procedure for the chaotic river flow time series is the same as presented in the above section (for the Bangladesh data) with the exception of the prediction tool used in the calibration of optimum SCM parameters. A nonlinear prediction method with local approximation is used as the prediction tool in chaotic river flow time series analysis. In this paper, it will be referred to, from here on, as the nonlinear prediction method (NLP).
Calibration
First, the phase space is reconstructed with the optimal phase space parameters obtained using the inverse approach. Then SCM parameters suggested by mGA are used with SCM to extract a reduced set of phase space vectors from the phase space reconstructed. The reduced phase space vectors are then used for prediction of the calibration set (CAL) using the nonlinear prediction method (NLP). The Normalized Root Mean Square Error (NRMSE) is used as the error indicator. NRMSE is expressed as 
Validation
After obtaining the optimal SCM parameters, they are applied to the data set comprising the SSR and CAL sets.
The reduced number of phase space vectors obtained from the SSR and CAL data sets are then applied to predict the PROD set. The prediction error NRMSE on the production set is then calculated. The validation procedure is shown in Figure 10 When the nonlinear prediction method is used for prediction using the reduced phase space vectors, it is necessary that a modified value of nearest neighbors, k 0 , is chosen. k 0 is defined as
where k is the optimal number of nearest neighbours found using the inverse approach. Thus the number of patterns used to determine k is the total number of patterns in the SSR set. The analysis on chaotic river flow time series is performed for three different prediction horizons (leadtimes): 1, 3 and 5 days. The optimal phase space parameters and the prediction errors on CAL and PROD sets using the total number of patterns are shown in Table 5 . The naïve prediction performance is also shown.
Results
The mGA solutions, from the calibration set, with prediction errors less than 120% of that resulting from the total data sets, have been selected as optimal solutions. These optimal solutions (optimal SCM parameters) are then incorporated to predict the production sets using the nonlinear prediction method. The prediction error of the reduced data sets is expressed as a percentage of the prediction error resulting from the total number of patterns (Equation (16)). Similarly, the reduced number of patterns is expressed as a percentage of the total number of patterns used (Equation (17) 
For the Mississippi and Wabash river flow series, the performance of reduced data sets at lead-times 1, 3 and 5 days prediction are shown in Figures 11 and 12, respectively. Prediction accuracies of the reduced data sets Neural Network, the model trained with a very small data set (only 3%) produces an even higher (although only slightly higher) prediction accuracy than that trained with the whole data set. A Fuzzy Inference System trained with the compact data set yields equally high prediction accuracy but a smaller number of rules than its counterpart trained with the entire original data set. In phase space prediction, which is known to require long data sets, the river flow time series reduction of up to 40% produces a prediction accuracy as good as that obtained from the whole original data set. 
