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Absfracf-This paper presents a neural-tuned neural nehvork, 
which is trained by genetic algorithm (CA). The neural-tuned 
neural nehvork consists of a neural network and a modified 
neural network. I n  the modified neural network, a neuron model 
with hvo activation functions is introduced. Some parameters of 
these activation functions will be tuned by neural network. The 
proposed network structure can increase the search space of the 
nehvork and gives better performance than traditional feed- 
forward neural networks. Some application examples are given 
to illustrate the merits of the proposed network. 
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1. INTRODUCTION 
Neural network was proved to he a universal approximator 
[ I ] .  A 3-layer feed-forward neural network can approximate 
any nonlinear continuous function to an arbitrary accuracy. 
Neural networks are widely applied in areas such as prediction 
[3, 81, system modeling and control [ I ] .  Owing to its 
particular structure, a neural network is good at learning [9] 
using some algorithms such as the genetic algorithm (GA) [ 5 ,  
IO] and hack propagation [9]. Traditionally, a feed-forward 
neural network [2] has 3 layers (input, hidden and output 
layers) of nodes. 
GA is a directed random search technique [ IO]  that is 
widely applied in optimization problems [9-I I ] .  GA can help 
to find out the globally optimal solution over a domain [9-111. 
It has been applied in different areas such as fuzzy control [7, 
12-13], path planning [14], greenhouse climate control [15], 
modeling and classification [6] etc. 
In this paper, a neural-tuned neural network (NTNN), which 
consists of a traditional neural network (TNN) [2] and a 
modified neural network (MNN) [4], is proposed. For the 
modified neural network, a new neuron structure is used in the 
hidden layer. Two different activation functions are used in 
the proposed neurons. Some parameters of these activation 
functions will be tuned by the TNN. By introducing the 
proposed neuron, the degree of freedom of the network 
parameters will he increased. Comparing with the traditional 
feed-forward neural network [2], the proposed neural-tuned 
neural network can give a better performance in terms of 
accuracy and convergence rate. In this paper, all parameters 
of the neural network are trained by GA with arithmetic 
crossover and non-uniform mutation [ IO,  16-18]. Two 
application examples are used to test the proposed network 
and good results are obtained. 
This paper is organized as follows. In session 11, the 
proposed neural-tuned neural network is presented. In section 
111, training of the parameters of the proposed neural-tuned 
neural network using CA will he presented. In session IV, the 
two application examples will be given. A conclusion will he 
drawn in session V. 
1 1 .  NEURAL-TUNED NEURAL NETWORK 
The block diagram of the proposed NTNN is shown in Fig. 
I .  It consists of a modified neural network (MNN) [4] and a 
traditional neural network (TNN) [2]. In the MNN, each 
neuron in the hidden layer has two activation functions called 
static activation function (SAF) and dynamic activation 
function (DAF). 
A. Modified Neural Network 
Fig. 2 shows the proposed neuron with an SAF and a DAF 
inside. The parameters of the SAF are fixed, and its output 
depends on the inputs of the neuron. For the DAF, the 
parameters depend on the outputs of the TNN. Its input is the 
output of the SAF. With this proposed neuron, the connection 
of the MNN is shown in Fig. 3, which is a three-layer neural 
network. In this figure, p" = [pp,  p y ,  ... p : ]  and 
pL = [p:, p t ,  ... are provided by the TNN, where 
nh denotes the number of hidden nodes. 
I )  Proposed neuron model: For the SAF, let vi* he the 
synaptic connection weight from the i-th input node zi to the 
k-th neuron. The output K~ of the k-th neuron's SAF is 
defined as, 
"" 
~ , = n e f , ~ ( $ ~ , v , , ) , i = l , 2  ,..., n , , ; k = l , 2  ,..., n h ;  ( I )  
,=I 
where n,, denotes the number of inputs, 
numhcr of hidden nodes and net: ( )  is an SAF defined as: 
nh dcnotes the 
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otherwise 
where mJk and are the static mean and static standard 
deviation for the k-th SAF respectively. The parameters m* 
and are fixed after the training process. By using the 
proposed activation function in (2), the output value is ranged 
from -1 to 1 .  The shapes of the SAFs are shown in Fig. 4. 
The static mean is used to control the bias as shown in Fig. 4a 
and the static standard deviation influences the sharpness as 
shown in Fig. 4b. 
For the DAF, the neuron output C, of the k-th neuron is 
defined as, 
<, = n e t : ( K , . p ; , p : ) ,  k = I ,  2, .... n h ,  (3)  
and 
1 - e  2PLi otherwise 
p: and p: are the parameters of the DAF, which are 
effectively the dynamic mean and the dynamic standard 
deviation respectively of the k-th DAF. From (1) to (4), the 
input-output relationship of the proposed neuron is given by, 
( 5 )  
2) Connection of the modified neural network: The MNN 
has n,, nodes in the input layer, nh nodes in the hldden layer, 
and n , ,  nodes in the output layer. For the hidden layer 
neurons, the above neuron model is employed. For the output 
layer neurons, a static activation function is used. Considering 
an input-output pair (z,y) for the neural network, the output 
of the k-th node of the hidden layer is given by (5).  The 
output of the MNN (Fig. 5) is given by, 
1," 
i k  = net,"(netxk(z Z , V , ~  1, P ; ,  p i ) .  
I=, 
"6 
yi  = n 4 ( z i 5 x W k , )  (6)  
k = I  
where wki , k = I ,  2, ..., n, ; 1 = I ,  2, ... n ,,", denotes the 
weight of thc link between the k-th hidden and the i-th output 
nodes; net,:(.) denotes the activation function of the output 
neuron: 
otherwise 
where m: and U: are the mean and the standard deviation of 
the output node activation function respectively. 
From Fig. 3, we can see that the first layer simply 
distributes the input variables. In the hidden layer, the SAF 
determines hyper planes as switching surfaces. Owing to the 
DAF, the input pu concerns the bias term and the input pL 
influences the sharpness of the edges of these hyper-planes. 
They are eventually combined into convex regions by the 
output layer. The static parameters of the MNN are trained by 
CA and the dynamic parameters are provided by the TNN. 
B. Traditional Neural Network 
The input and output 
variables of the TNN are zi and p h  respectively, where i = 1, 
2, . . ., nan ;h = 1, 2, .. ., q, ancl q = 2nh is the number of output 
variables. The input-output r,:lationship of the TNN is given 
The TNN is shown in Fig. 6. 
nu,"< . (9) 
z, , i = I ,  2, ..., n,, are the input variables; n," denotes the 
number of inputs; nrh denotes the number of the hidden nodes; 
g = 1 ,  2, ..., n l h ,  denote:; the weight of the link between 
the i-th input and the g-th hidden nodes; u g h ,  denotes the 
weight of the link between the g-th hidden and the h-th output 
node; 6: and b,' denote the biases for the g-th hidden and the 
h-th output nodes respectively; tanslg(.) denotes the 
hyperbolic tangent sigmoid function: 
(10) 
L 
tansig( (Y ) = ~ - I ,  ( Y E %  
1 t e-'" 
p h  , h = I ,  2, _.., q are the outputs of the TNN, which affect 
the parameters of the DAF. The number of outputs of the 
TNN doubles the number of hidden nodes of the MNN. In the 
MNN, p p  E [-0.5 O S ]  and p :  E IO.01 O S ]  . Thus, 
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transformations from ph to py and p," are needed. 
Referring to Fig. 3 and Fig. 6, we can set pp =T,(p,) , 
U L 
P," -T,(P,) I .... P,, =T,(P,- , )  I P,, = T , ( p q ) ,  where 
T, (8) = 20 and T, (8 )  = -0.2458 + 0.255 are the 
transformation functions. The weights of the TNN are tuned 
by CA. 
111. TRAINING OF PARAMETERS OF NEURAL-TUNED NEURAL 
NETWORK USING GENETIC ALGORITHM 
In this section, the proposed neural-tuned neural network is 
employed to leam the input-output relationship of an 
application using CA with arithmetic crossover and non- 
uniform mutation [ I  I]. A population of chromosomes P is 
initialized and then evolves. First, two parents are selected 
from P by the method of spinning the roulette wheel [ l l ] .  
Then a new offspring is generated from these parents using the 
crossover and mutation operations, which are govemed by the 
probabilities of crossover and mutation respectively. These 
probabilities are chosen by trial and error through experiments 
for good performance. The new population thus generated 
replaces the current population. These procedures are 
repeated until a certain termination condition is satisfied, e.g. a 
predefined number of generations has been reached. Let the 
input-output relationship be described by, 
y d ( t ) = g ( z d ( t ) ) , t = 1 , 2  ,..., n d ,  (11) 
where z"(t)=[z:(t) z:( t )  " '  z:,(t)] and 
y"(t) = [v:(t) y:(t) . . -  yfav, ( I ) ]  are the given inputs and 
the desired outputs of an unknown nonlinear function g(.) 
respectively; nd denotes the number of input-output data 
pairs. The fitness function is defined as, 
The objective is to maximize the fitness value of (12) 
(minimize err of (1 3)) using CA by setting the chromosome to 
be [v,, m: U:  w,, m: U :  ugh b: b:] for 
all g, h,  i, k, 1. In this paper, v , ~ ,  wk, ,I,, u.,, b:, bi E [-I I] ,  
rnx,m:,E [-0;5 0.51 and U : , U : E  (0.01 0.51. The range of 
the fitness value of (12) is [0, I]. 
IV. APPLICATION EXAMPLES 
Two application examples will be given in this section to 
illustrate the mcrits of the proposed neural network. 
A .  Forecasting of the Sunspot Number 
An application cxample on forecasting the sunspot number 
[3 ,  81 will be given in this session. The cycles formed by the 
sunspot numbers are non-linear, non-stationary, and non- 
Gaussian which are difficult to model and predict. We use the 
proposed neural-tuned neural network for the sunspot number 
forecasting. The inputs, z,, of the proposed network are 
defined as z , ( t ) = y d ( f - l )  , z z ( t ) = y d ( f - 2 )  and 
z , ( t )  = y d ( f  -3) where t denotes the year and y d ( t )  is the 
sunspot numbers at the year I .  The sunspot numbers of the 
first 180 years (i.e. 1705 5 I 5  1884) are used to train the 
proposed neural network. Referring to (7), the proposed 
network used for the sunspot forecasting is govemed by, 
3 1 
~ ( t )  = n e t o ( x  4 ( n e t 3 x  z,v,k)3 t i ,  p:)w,) . (13) 
it-, ,il 
The fitness function is defined as follows, 
In the proposed network, the number of hidden nodes ( n h )  
in the MNN is set at 3 and the number of hidden nodes (n*) 
in the TNN is set at 2. These values are obtained by trial and 
error through experiments with good performance. CA is 
employed to tune the parameters of the proposed neural-tuned 
neural network of (13). The objective is to maximize the 
fitness function of (14). The population size used for the CA 
is IO. The chromosome is 
[v, m: ut wki m, u, I, uph b: b i ]  f a r a l l g ,  
h, i, k. The initial values of the parameters of the neural 
network are randomly generated. For comparison purpose, a 
traditional feed-forward neural network trained by the same 
CA, is also applied to forecast the sunspot number. The 
number of hidden nodes of the traditional neural network is 9 
so that the numbers of training parameters in the two networks 
are the same. For all approaches, the number of iterations to 
train the neural network is 1000. For the CA, the probabilities 
of crossover and mutation are set at 0.8 and 0.2 respectively. 
The shape parameter of mutation is set at I .  
The proposed network is used to forecast the sunspot 
number during the years 1885-1979. The fitness value, the 
training error (govemed by (47)) and the forecasting error 
(govemedby 19'' (yd(t))2 - (y( t ) )z  ) are tabulated in Table I. 
,=im5 96 
~~~ 
I t  can be observed from Table I that our approach performs 
better than the traditional approaches. 
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B. Pattern Recognition 
In this section, an application on hand-written graffiti 
pattern recognition will he presented. Numbers are assigned 
to pixels on a two-dimensional plane, and 10 normalized 
numbers are used to characterize the IO uniformly sampled 
pixels of a given graffiti. A IO-input-3-output network is used. 
The ten inputs nodes, z, , i = I ,  2, ..., IO,  are the numbers 
representing the graffiti pattem. Three standard pattems are to 
be recognized: rectangle, triangle and straight line (Fig. 7). 
We use 300 sets of IO sample points for each pattern to train 
the neural network. Hence, we have 900 sets of data for 
training. The three outputs, yi(t) ,  1 = 1, 2, 3, indicate the 
similarity between the input pattern and the three standard 
pattems respectively. The desired outputs of the pattern 
recognition system are y(t) = [ I  0 01, y(t) = [0 1 01 and 
y ( t )  = [0 0 I] for rectangles, triangles and straight lines 
respectively. After training, a larger value of y i ( t )  implies 
that the input pattern matches more closely to the 
corresponding graffiti pattem. For instance, a large value of 
y,( t )  implies that the input pattem is near to a rectangle. 
Referring to (7), the proposed network used for the pattem 
recognition is govemed by, 
(16) 
GA is employed to tune the parameters of the proposed 
network of (16). The fitness function is defined as follows, 
The value of err indicates the mean square error (MSE) of the 
recognition system. In the proposed network, the number of 
hidden nodes ( nh ) in MNN is set at 6 and the number of 
hidden node (nib) in TNN is set at 5 ,  which are chosen hy trial 
and error through experiments for good performance. GA is 
employed to tune the parameters of the proposed NTNN of 
(16). The population size used for the GA is IO. The 
chromosomes used for the GA are 
[v, m: 0: ww m: U: uzh b: b:] for all g, 
h ,  i, k, 1. The initial values of the parameters of the neural 
network are randomly generated. For comparison, a 
traditional network trained by the GA is also used to recognize 
the pattems. The number of hidden node of the traditional 
neural network i s  18 so that the number of training parameters 
is even larger. For all approaches, the number of iterations to 
train the neural network is  2000. For the FA, the probabilities 
of crossover and mutation are set at 0.8 and 0.1 respectively. 
The shape parameter of mutation is set at I .  
After training, we use 600 1:2OOx3) sets of data for testing. 
The results are tabulated in Table 11. From this Table, it can 
be seen that the training error (governed by (18)) and 
forecasting error (governed by 
err = ) of the proposed 
200x3 
network are smaller. The recognition accuracy is governed by 
(19) 
nmmZn::d Accuracy= ~ [ n!"""y ;xloo[%. 
where n,e,,jng and nrpmgnllril a.re the total number of testing 
pattems and the number of :successfully recognized patterns 
respectively. The accuracy ofthe proposed network is higher. 
V. CCINCLUSION 
It  
consists of a modified neural network and a traditional neural 
network. A modified neuron model with two activation 
functions has been introduced in the hidden layer of the 
modified neural network. The parameters of the dynamic 
activation function in the modified neuron are tuned by the 
traditional neural network. Ely employing this neuron model 
and the network structure, the performance of the proposed 
network i s  found to he better than that of the traditional feed- 
forward neural networks. 7he parameters of the proposed 
network can be tuned by GA with arithmetic crossover and 
non-uniform mutation. Exaniples of sunspot forecasting and 
pattem recognition have been given. The performance of the 
proposed network in these examples is good. 
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Traditional Neural 
Network (TNN) 
i 
I I 
Input Z Modified Neural 
Network (MNN) 
: 
Neural-tuned Nrurul Nelwork (NmNN] 
Fig. I. Black diagram of the proposed neuralruned neural network 
o u t p u t  Y 
I k-thneuron 
P: 
Fig. 2. hoposedmodified neuron. 
P.: P.: 
Fig. 3. Connection ofthe modified neural network (MNN). 
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TA aLE I 
R r F I I I  TFOFTHE PROPOSEDANDTRAD~T~ONALNEURALNETWORKS FORTHE 
(b) 
Fig. 4. Sample activation funclions ofthe proposed neuron: (a) ax = 0.2, 
@) m, =o. 
I-th output neuron 
Fig. 5. Model of the proposed output newon. 
n 
U 
Fig. 6.  Traditional neural network (T") model 
~~ ~ 
Number of parameters I 46 I 46 I 
TABLE I1 
RESULTS OF THE PROPOSED NEURAL NETWORK AND THE TRADITIONAL 
NEUQAL NETWORK FOR HAND-WRITTEN PATTERN RECOGNITION 
FiMess value 
Training ermr (MSE) 
Number of parameters 
Forecasting error (MSE) 1).0204 0.0415 
5'5.67% 92.33% 
squarc Mangle Srraighl line 
Fig. 7. Samples afthe hand-written panems. 
2428 
Authorized licensed use limited to: Hong Kong Polytechnic University. Downloaded on July 7, 2009 at 00:39 from IEEE Xplore.  Restrictions apply.
