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ABSTRACT 
 
In this dissertation, regional business activities are analyzed under the assumption of multi-level structure 
regional economic system.  Compared to a single-level regional economic system, a multi-level regional 
economic system assumes that regional economies are exposed to a common factor that affects its sub-
units.  In the first essay, it is found that in multi-level structure regional economy, spillovers from 
neighboring regions are insignificant or small compared to common factor.  Adapting the conclusions 
from the first essay, the second essay studies how the common factor affects the transition dynamics and 
economic performances of regional economies.  The last essay explores how temporal/spatial scale of 
units of regional observations affects the estimated amount of spillovers under the same data generating 
process. 
The first essay uses a multi-level dynamic factor model suggested by Bai and Wang (2012) to identify the 
spatio-temporal dynamics of regional business cycles, focusing on six Great Lakes states,
1
 Illinois, 
Indiana, Michigan, Minnesota, Ohio and Wisconsin.  The identification scheme suggested by Bai and 
Wang (2012) enables separate identification of the shock common to the Great Lakes region and the 
individual shock to each region as well as an assessment of the interactions between those shocks.  The 
multi-level approach enables us to assess the effect of a shock originating in one particular region on the 
other regions separately from the region common shock.  In contrast, a single-level approach does not 
separate the region common shock from the region specific shock.  By separating out the global shock 
from the local observations, this multi-level approach prevents the possible misunderstanding of regional 
interdependency induced from the comovements of regional business cycles.  Since each region is 
exposed to the region common shock, the degree of comovement of each region’s business cycle is strong, 
possibly exaggerating or biasing the effect of region specific shocks.  The simulation results show that 
incorporating the multi-level structure in a regional dynamic factor model significantly alters the regional 
interdependency relationship extracted from the single-level structure model.  The variance 
decomposition shows that much of the region specific business activities can be explained by the region 
                                                          
1
 Individual “region” denotes each state in Great Lake Region, and “region common” denotes Great Lake States. 
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common shock, and the cumulative impulse response function occasionally shows different signs for the 
long-term response compared to the single-level structure model. 
The second essay is composed of two parts.  The first part dates the regional business cycle phases using a 
Markov-switching model under the assumption of a multi-level structure of regional economic system, 
and it is revealed that the regional cycle phase transition depends on the national cycle phase, but the 
propagation speed of the national phase into a regional cycle varies across the regions.  In the second part, 
the national factor loadings on regional economies are estimated, and it is showed that the response of a 
regional economy to a national impact is mostly greater during a national contraction phase. 
In the last essay, since our observation of the regional economy depends on the scale of temporal/spatial 
units, even under the same underlying disaggregated level data generating process, we can encounter 
different neighborhood effects or spillovers.  Thus, in this essay, the amount of spillover is defined by the 
forecast error variance decomposition (FEVD), and the direction of spillover is defined by the long-run 
sign of the cumulative impulse response function (CIRF).  From an exercise using a constructed regional 
economic system, the size of spillover was found to decrease with spatial aggregation in a multi-level 
structure regional economic system.  However, no monotonic trend was found in terms of the relative 
portion of positive/negative spillovers.  In addition, the results from the real world data using different 
levels of aggregations, and the results drawn from the exercise on the constructed regional economic 
system are compared.  From this comparison, a multi-level structure model which assumes the existence 
of higher level common factor affecting the regional units was found to concord with logical experiments 
conducted over the constructed regional economic system. 
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CHAPTER 1 
Competitive and Complementary Relationship between Regional Economies: 
A Study of the Great Lake States 
 
1.1  Introduction 
There are three important questions related to the identification of regional business cycles.  One 
question addresses whether the overall economic situation of a specific region is improving or 
worsening, because, in some cases, some of the macroeconomic variables have improved while 
others have not.  A principal components analysis or Stock and Watson (1989)’s dynamic factor 
model can answer this question by reducing the dimension of the macroeconomic variables of 
interest. 
The second and third questions focus on the identification of the sources of the shocks on 
regional economies, and the spatial interaction of those shocks in the case where there are 
multiple regional units under consideration.  Answering these questions will require 
decomposition of the regional economic indicators into the sources of the shocks and the 
addition of an imposition of spatial dependency structure in the analysis. 
Although, the study of (1) the temporal evolution of regional business cycles, (2) the 
interdependency between regional economies, and (3) the identification of the sources of the 
shocks of regional economies are closely related, the methodologies combining all those 
perspectives appear to be limited.  For example, the study of the temporal evolution of regional 
business cycles typically involves the development of a dynamic factor model, the study of 
interdependency between regional economies usually uses spatial autoregressive models, and the 
identification of the sources of the shocks of regional economies usually uses a principal 
component method.  A spatial VAR or a spatial panel approach combines (1) and (2). 
Even though it is not directly related to the study of a regional economy, an application of the 
Bernanke, et al.  (2005) factor augmented VAR (FAVAR) model to regional analysis adds the 
interdependency structure to the regional economy, thus again combining (1) and (2).  In the 
usual Stock and Watson (1989)’s dynamic factor model of multiple regions, adding non-zero off 
diagonal elements in the coefficient matrix of the state equation of dynamic factor can capture 
the interdependency structure of the regional economies. 
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However, the direct application of FAVAR to the analysis of a multi-regional economic system 
should be considered carefully, since the individual regions might be exposed to economic forces 
that are common to all of the regions.  This necessitates combining (1), (2) and (3).  For example, 
individual U.S. states are all exposed to U.S. common shocks such as a monetary policy shock or 
commodity price shocks.  If these impacts are not taken into account in a multi-layer structure of 
regional economies, the comovement of regional business cycle can potentially misrepresent the 
dependency structure between regional economies.  To avoid this possible misunderstanding of 
regional interdependency induced from the commoving behavior of regional economies, a multi-
level structure dynamic factor model needs to be developed. 
A dynamic factor model with interdependency and a multi-level structure can be found in Bai 
and Wang (2012)’s model using an MCMC algorithm.  A simulation study suggests that the 
multi-level structure dynamic factor model prevents possible exaggeration of the effects of 
neighboring economies, thus providing a more realistic impact analysis of local shocks.  In 
essence, the application of a multi-level dynamic factor model to the study of a multi-regional 
economy is appropriate in assessing the regional interdependency structure, and in identifying 
the source of the shock. 
The organization of the remainder of this paper is as follows.  Section 2 introduces some 
previous studies dealing with spatial dependency in regional economies including one of the few 
studies to address multi-level issues.  Section 3 describes how an applied Bai and Wang (2012) 
type of model can be used in a multi-regional system.  Section 4 provides some examples to 
compare the implications of the multi-level model with those of the single-level structure model, 
while section 5 estimates the regional economic structure for the six Great Lakes states.  Section 
6 offers some conclusions and issues for future research.   
 
1.2  Literature Review 
Most analyses of regional business cycles have focused on employment fluctuations, but the 
results of decompositions of change have revealed a significant sensitivity to the frequency of 
data.  For example, using annual variations in state employment, 66 percent of the variation 
could be attributed to a national component and only 34 percent is due to state-specific 
components (Blanchard, et al., 1992).  When quarterly employment data for U.S. macro regions 
were used, the variance of cyclical innovations in regional employment could be decomposed 
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into roughly 39 percent ascribed to national shocks with 41 percent accounted for by region-
specific shocks on average (Clark, 1998; Clark and Shin, 1998).  Park and Hewings (2012) also 
explored the degree to which five of the six Great Lake states (Minnesota was not included) that 
are integrated in a significant trading relationship share similar business cycles and the degree to 
which their cycles are similar to those at the national level using monthly data, and revealed that 
the Midwest states display statistically significant business cycle transmissions among 
themselves.  
Regarding the relationship between the national common shock and the regional business cycle, 
the common shock has been shown to be closely related to the levels of national and regional 
manufacturing production (Park et. al., 2002).  Some parallel work by Hayashida and Hewings 
(2009) in Japan found that many of the differences in regional business cycle behavior could be 
attributed to differences in responses by regions to different national level macroeconomic 
variables.  
Other studies also confirmed that the national level shock accounts for a large share of the 
explanatory power for local fluctuations, findings that are consistent with the conclusion drawn 
in this paper.  Barrios, et al. (2003) and Artis and Okubo (2009) explored the co-fluctuations 
between UK regions, and found that most of the heterogeneity among UK regions could be 
explained by sectoral differences.  Ghosh, et al. (1997) focused on the geographical and sectoral 
shocks in the US business cycle and found that shocks to output growth were driven by the 
sector not the state (i.e. textiles in Texas were driven by textiles in the US, not in the state).  
Owyang, et al. (2009) found that the closeness of state economies to the national business cycle 
was not only related to differences in industry mix but also to non-industry variables such as 
agglomeration and neighbor effects.  Confirming other findings, the common factors tend to 
explain a large proportion of the total variability in state-level business cycles, but there is still 
significant cross-state heterogeneity. 
Models with Spatial Interactions 
Regarding the identification of the sources of the shock, Clark and Shin (1998) suggested a 
restricted VAR form of the model: ,, = , + ∑ 
,, + ∑ ,,, + ∑ ,,, + ,,  (1.1) ,, = , + ,, + ,, + ,,          (1.2) 
where  ,,: growth rate of industry  in region , 
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 = ∑ ∑ ,,, , ∑ ∑ , = 1: fixed-weight average of each region-industry 
variable,      , = ∑  ,,, , ∑  , = 1: fixed-weight average of each industry variable, , = ∑ !,,, , ∑ !, = 1: fixed-weight average of each region variable, and weights 
correspond to output shares or employment shares. 
In this model, each region-industry variable is a function of a lagged aggregated variable, a 
lagged industry-level aggregated variable, and a lagged region-level aggregated variable.  The 
error term ,, is further decomposed into a region-industry common shock (), region specific 
shock (,), industry specific shock (,), and an idiosyncratic error (,,)2. 
Alternatively, with a set of spatial panel data, one of the most widely used models would be the 
spatial panel model.
3
  A univariate version of a spatial autoregressive (SAR) model is presented 
in equation (1.3) using Anselin, et al. (2008): " = μ + ρW" + 
" + &       (1.3) 
where  = 1, … , ( and ) = 1, … , * denotes region and time respectively,  " = (,, . . , ,)′ is the vector of endogenous regional observations, and 0 is a spatial weight matrix. 
In this equation, the error term & can have spatial dependency structure such as & = 0& +  
where ~2 4(0, 67) (89 ) ::,  2 )9; ::, ;: )2).  Also, if there are additional 
spatio-temporal lag terms (W") on the right hand side, and ,  is a 9 × 1 vector of endogenous 
variables instead of scalar values, then equation (1.3) becomes a multivariate version of 
Beenstock and Felsenstein (2007)’s spatial VAR model. 
The concept of multi-level structure in the context of interdependency is described in Corrado 
and Fingleton (2011) as well as in Bai and Wang (2012).  Although, it is not directly mentioned 
in Fingleton (2011), the application of their multi-level structure on the regional economic 
analysis can be described as in equation (1.4): "= = μ + ρ ∑ >?">?>@,?@= + = + A= +  + &=   (1.4) 
                                                          
2
 The estimation of equation (1.2) is equivalent to estimating a latent factor model, treating each shock as an 
unidentified parameter.  Thus, a Kalman filtering method, as is used in Bai and Wang (2012)’s dynamic factor 
model used later in this paper, can be used to identify those shocks and parameters.  For a more details about 
estimation procedures, refer to Clark and Shin (1998). 
3
 See Magalhães, et al. (2001) for an example using a non-linear relative dynamics formulation and Marquez, et al. 
(2013) for a case study using a spatial vector autoregressive approach 
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where "= is the observation of the individual regional unit  in regional group j at time t,  A= is the regional group j specific effect at time t, and  is the region common effect at time t. 
Equation (1.4) states that the individual regional observation "= is determined by the 
endogenous evolution of its neighboring regions (ρW"), group specific effects (A=), and the 
shock common to all observed regions (). 
The spatial lag coefficient B can be interpreted as the spillovers between regions, i.e., a 
significant B implies the existence of spatial dependency, and positive(/negative) B implies 
positive(/negative) spillovers. 
While this spatial dynamic model is useful in capturing the spatial dependency, one drawback is 
that the relative spatial relationships are predetermined by the spatial weight matrix, W; there is 
no room for estimating the true relative spatial relationships.  In this paper, the spatial 
dependency structure is represented by a non-restricted coefficient matrix in order to allow the 
observations determine the spatial relationships.  By eliminating the restriction given by the 
spatial weight matrix, however, longer temporal observations per each additional spatial unit is 
required.  Thus, in this paper, the number of the spatial units of analysis is limited to six, which 
may cause an omitted variable bias problem by not including any relevant states, but 
nevertheless, it is assumed that those six states are more clustered together, as noted in Park and 
Hewings (2012). 
Also, in regional business cycle analysis, factor models are useful in many aspects.  For example, 
in a data rich environment, a factor model, such as principal components method, can reduce the 
dimension of the variables of interest, enabling evaluation of the overall movement of an 
economy.  If a dynamic structure is added to the factor model, as suggested by Stock and Watson 
(1989), the factor model becomes more generalized in that it incorporates the evolution of the 
factor over time.  To incorporate the spatial dependency into a dynamic factor model, the 
Bernanke, et al. (2005) factor-augmented VAR can be applied to regional observations.
4
  
Assuming that there exists one dynamic factor for each region, and the dynamic factors have a 
VAR(1) specification, the Stock and Watson (1989)’s model can be transformed into equations 
(1.5)~(1.7): 
                                                          
4
 Although, Bernanke, et al. (2005) does not specify a multi-regional framework in its model, the direct application 
of their work into a multi-regional framework can easily be expressed into equation (1.5)~(1.7). 
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C,⋮,E = C
(F) … 0⋮ ⋱ ⋮0 … (F)E H
I⋮IJ + C
⋮E     (1.5) K(F) = &      ∀  ∈ {1, … (}      (1.6) 
HI⋮IJ = C
P … P⋮ ⋱ ⋮P … PE H
I⋮I J + C
Q⋮QE     (1.7) 
where ,  is 9 × 1 vector of endogenous region r observations, I  is unobservable fundamental forces that affect the dynamics of , , and R(Q| I , … , I ) = 0   ∀ ) ∈ {1, … , *}  2 ∀  ∈ {1, … , (}  
The logic behind this model is that the observed variables of each region ,  can be decomposed 
into shocks comprised of two parts ,  I and  .    is 9 × 1 vector of idiosyncratic error 
(R(|I, … , I  ) = 0   ∀ ) ∈ {1, … , *}  2 ∀  ∈ {1, … , (} ) that is uncorrelated both within a 
region (RT=UI, … , IV = 0   ∀  ≠ X ∈ {1, … , 9}, ∀ ) ∈ {1, … , *}  2 ∀  ∈ {1, … , (} ) and 
across regions (RTYZUI, … , IV = 0   ∀ ) ∈ {1, … , *} and ∀  ≠ !,  ∈ {1, … , (} ), but it can 
be temporally correlated as in equation (1.6).  The other part of , , that is I , is a scalar value 
that governs the movements of the all observed variables in region , but it is not only temporally 
correlated but also spatially correlated as in equation (1.7).  Thus, if the off-diagonal terms of the 
coefficient matrix in equation (1.7) are all zero (PYZ = 0  ∀  ≠ !), equations (1.5)~(1.7) 
become a usual dynamic factor model described by Stock and Watson (1989) with additional 
superscripts r indicating the region.  
 
1.3  Model 
1.3.1 Conceptual Description of Multi-level Structure 
Bai and Wang (2012) further developed the dynamic factor model with a dependency structure 
into a multi-level dependency structure.  The multi-level dynamic factor model assumes multiple 
layers of unobservable fundamental forces that govern the movements of observed variables.  
For example, a business cycle of a country can be decomposed into country specific shocks, 
continental specific shocks that affect every country within that continent, and world shock that 
affects every country in the world.  The Bai and Wang (2012) aprroach combines this multi-level 
structure dynamic factor model with a dynamic factor model with factor dependency. 
Comparison of a single-level structure and a multi-level structure is presented in figure 1.1.  
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Under a Single-level Structure, each regional unit is decomposed into two kinds of innovations, 
one with spatial correlation (I ,  = 1, 2, … , ()  and the other one, Q, representing an 
innovation that has no spillover effects.
5
  The state equation is the same as a VAR structure 
except for the fact that the factors are considered additional parameters to be estimated from the 
observation equations.  Basically, the structure assumes that there are only local innovations, and 
some local innovations spill outside the region, while other local innovations stay inside the 
regional boundary. 
In contrast, a multi-level structure has a similar structure but it has an additional higher-level 
structure that affects the regional economies within its boundary.  For example, in a dual layer 
structure of a regional economic system, in addition to regional economic units, there is a 
national state of economy that contains all of the regions. Thus, thus number of units that we 
consider is R + 1. 6 
In terms of the evolutions of regional level units, each of them is decomposed into two 
innovations, one that is allowed to have spatio-temporal correlation and the other one expressed 
as a pure Gaussian error, as is in the single-level structure regional economy.  Thus, there are (R + 1) × 2 types of innovations that affect the R regional economies and the national (region 
common) economy in this example.  In the figure 1.1, each regional unit and the region common 
component have two types of innovations: I and Q ( = 1, 2, … , ()  are innovations that 
consist of the regional state of economies, and g and Qb are innovations that comprise the 
national state economy.  Among those innovations, I  and g are innovations that affect each 
other, thus they are spatially correlated, and Q  are innovations that do not operate outside of the 
boundary of the regional economy.  Also, Qb is the innovation that affects the national economy, 
but does not have any immediate impact on regional economies. 
Thus, in a dual-layer structure, there are three sources of innovations plus error terms that affect 
the “observed” regional economic activities such as production, consumption, employment, etc.  
In our forecast error variance decomposition analysis on the Midwest states, it is found that the 
national (region common) innovation, c, has the greater explanatory power over the behavior of 
                                                          
5
 Typically, it is a Gaussian error term in its application, but it is allowed to have temporal lag in its theoretical form. 
6
 Also, for example, if the regional economy is triple layer structure with ( local level regional units, S intermediate 
level regional units and 1 national level state of economy, then the number of units we consider should be ( + d + 1. 
However, in practical applications, models with more than two layer structure are hard to implement because the 
size of the coefficient matrix becomes too large. For example, when the number of units that should be considered is ( + d + 1, the number of the 1st lag coefficient in equation (1.10) becomes (( + d + 1)7. 
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the regional economies.  In addition, the amount of spillover effect, which can be defined as the 
percentage amount of the shock from its neighbors in the forecast error variance decomposition 
results, was found to be relatively smaller than the shock from the region common or from the 
own-region shock. 
In a regional economics literature, it is often found that a local shock has a very big impact on its 
neighbors, and, sometimes, the spillovers from a local shock are bigger than the original shock 
that may be regarded as somewhat unrealistic.  This phenomenon might result from ignoring the 
higher-level structure of the regional economy.  Since regional units are exposed to a common 
shock such as national level policy decisions (monetary/fiscal policy), common international 
commodity prices, multi-regional corporations business decisions, and so on, their economic 
performance should exhibit a high level of comovements.  If a researcher ignores the region 
common shock, then this high correlation will directly lead to the conclusion that there are 
sizable spillovers between regional units.
7
 
1.3.2 Form of a Multi-level Structure Dynamic Factor Model 
Assuming that there exist two layers of dynamic factors for each region, and the dynamic factors 
follow a VAR(1) process, the model can be described in equations (1.8)~(1.10) according to Bai 
and Wang (2012).
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C,⋮,E = C
(F) (F) … 0⋮ ⋮ ⋱ ⋮(F) 0 … (F)E e
cI⋮If + C
⋮E    (1.8) K(F) = &      ∀  ∈ {1, … (}      (1.9) 
ecI⋮If = C
P … P (g)⋮ ⋱ ⋮P(g) … P(g)(g)E e
cI⋮I f + hii
jQbQ⋮Qkl
lm    (1.10) 
where ,  is 9 × 1 vector of endogenous regional observations, I  is unobservable fundamental forces that affect the dynamics of , , and 
                                                          
7
 In reality, it is somewhat vague to categorize which shock is local and which shock is global. For example, if there 
is a business decision on production increase of a multi-regional manufacturing company, this decision itself is a 
national level shock because the increased production will have a nationwide effect, but if the production facility is 
located in a particular region, and/or the products are consumed mostly in a particular region, then this positive 
production shock will be local in nature.  
8
 In Bai and Wang (2012)’s model, the factors in the state equation (1.10) can be regarded as innovations of the 
observation equation (1.8) that allow for temporal and spatial correlations.  
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c is unobservable fundamental forces that affect the dynamics of (,, … , ,) 
All specifications are the same as in the equation system (1.5)~(1.7) except that now there is a 
region common shock, c.  Thus, this time, , is decomposed into three shocks, a region 
common shock (c), a region specific shock (I) and an idiosyncratic shock ().  If the off-
diagonal elements of the coefficient matrix in equation (1.10) are zero, then the above model 
becomes the Kose, et al. (2003) type of multi-level dynamic factor model with no cross-sectional 
interaction.  In this set up, since the innovations to the factors, (Qb, Q, … , Q) in equation (1.10) 
are independent of (, … , ) of the measurement equation (1.8), and are i.i.d. normal with a 
diagonal covariance matrix, the factors are independent, conditional on the history.  However, 
since the coefficient matrix in the state equation (1.10) has non-zero elements in its off-diagonal 
entries, factors are unconditionally correlated with each other.  Thus, this model allows for the 
identification of the effect of the shock from one region to its neighbors. 
To uniquely identify the model coefficients and the latent factors, Bai and Wang (2012) propose 
some restrictions on the model parameters.  In the specification above, it is required that TQb, Q, … , QVn = o~2 4(0, pg), i.e., the factors, have unit variance, and some of the 
coefficients of the contemporaneous factor loading in equation (1.8) should be strictly positive.
9
 
The estimation of this model is implemented by the Gibbs Sampling Algorithm using 
WinBUGS
10
. 
11
  
 
1.4  Examples 
1.4.1 Conceptual Description of Dependency Structure: Dual Layer vs. Single Layer 
The competitive and complementary relationships between regions are comparable to those 
between corporations.  Suppose, for example, firm A and firm B are in competition.  A positive 
demand shock of the whole economy will result in better performances for both companies.  
However, a technological innovation in firm A will likely results in a negative effect on firm B.  
                                                          
9
 Bai and Wang (2012) discuss the required restrictions needed to identify the dynamic factor model in more general 
cases.   
10
 Bayesian-inference Using Gibbs Sampling for Windows 
11
 The Bayesian inference also relies on priors, which have to be assumed for all unknown parameters of the model.  
In this paper, uninformative priors were used.  Using the likelihood and the priors, the Gibbs Sampling algorithm 
draws samples from the posterior distribution of parameters including the latent factors.  After a sufficient burn-in 
period, the appropriate thinning period is set to eliminate the autoregressive relationship between each round of 
sampling, and the posterior distribution of each parameter is derived.  Appendix 1.1 describes the likelihood and the 
priors used in the model for equations (1.8) through (1.10). 
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In this setting, it is the source of the shock (demand or supply) and the competitive or 
complementary relationship between the two firms that determines the signs of the spillover 
effects. 
The regional economic counterpart of the corporations’ business performance factors will be a 
region common shock for the demand shock, and region specific shocks for the supply shocks of 
companies.  This relationship is illustrated in figure 1.2.  
In this figure, when the two regions are complementary, then a region specific shock and a 
region common shock will both cause positive correlations between two observed behaviors of 
the regional economies.  However, when the two regions are in competition, a positive region 
specific shock, such as the construction of a local manufacturing facility or a superior 
performance of a local business will have a negative effect on the neighbors.  If the region 
common shock is not evaluated for the study of regional economies, then the resulting 
identification of the relationship between the two regions will likely exhibit more positive 
relationships since those two economies are moving in tandem with the region common shock. 
For example, if the source of the positive shock to Indiana is from a region common shock, then 
it is likely that the neighboring states will react in the same positive manner against this shock.  
However, if the positive shock originates from an Indiana specific shock, it might negatively 
affect its competing neighbors by, for example, extracting human resources from its neighbors or 
reallocating other production factors from its neighbor to Indiana. 
Thus, in a situation where firms’ performances (or regional economies’ performances) are 
dependent on aggregate demand (or a region common shock), a single-level dynamic factor 
estimation will likely demonstrate positive spillover effects between firms (or between regions).  
On the contrary, if the effect of the common shock is considered, it will be possible to more 
accurately identify whether two firms (or two regions) are in a competitive relationship or 
complementary relationship. 
Conceptually, the estimated dynamic factors of regions can be described as shown in figure 1.3.  
Suppose observed regional economic variables are composed of a region common component 
and a region specific component, and the overall regional economic performance is heavily 
dependent on its region common component.  Since the historical performances of observed 
economic indicators are mostly driven by the region common shock, it is likely that most of the 
dynamic factors extracted from the observed macroeconomic indicators will move coherently, 
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possibly inducing positive correlations among states.  However, the performances of the 
individual regional units net of the region common shock might reveal negative dependency 
among the observations.  The graphical illustration of the three-region case reveals that the 
single-level factor model exhibits positive correlation between each region, while the multi-level 
factor model exhibits both positive and negative correlations. 
This implies that, for example, investment in a local industry might harm a neighbor region with 
a similar industry, while benefiting other neighbor regions with complementary industries.  If the 
latter are part of a supply chain, then it is possible to consider both complementary and 
competitive relationships existing between regions (see Hewings, 2008).  In sum, any regional 
economic model that does not take into account the region common component might lead to an 
incorrect conclusion about the magnitude and sign of the spillover effects of an investment in a 
local economy.   
1.4.2 Examples using constructed series 
Before the actual analysis on the Great Lake states, some constructed data were generated to 
compare the implications derived from the single-level dynamic factor model and those from the 
multi-level dynamic factor model.  The examples here aim to demonstrate that ignoring the 
region common factor sometimes exaggerates the role of neighbor region spillovers on a local 
economy. Also, the examples show that when the two regions are in competition, the single-level 
dynamic factor model can generate a false sign of the impact. 
The data were generated assuming that there are two regions (A and B).  Three macroeconomic 
observations, q, ,  2 r, are assigned for each region.  Thus, there is one region common factor 
and two region specific factors, i.e., a total of three unobserved true dynamic factors that govern 
the observed behavior of a total of nine regional macroeconomic variables.  The length of the 
time period is 400.  The true data generating process is described in equations (1.11) ~ (1.13).  
The true standard deviations of the Gaussian error terms (&b , &s  2 &t) are set to 0.1, and those 
of the observed macroeconomic variables are set to be 0.01. 
 
Unobserved Dynamic Factor when regions A and B are Competitive 
HcIsItJ = C
0.5 0.01 0.010.7 0.2 −0.10.7 −0.1 0.2 E H
cIsIt J + H
&b&s&tJ     (1.11) 
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Unobserved Dynamic Factor when regions A and B are Complementary 
HcIsItJ = C
0.5 0.01 0.010.6 0.2 0.10.6 0.1 0.2 E H
cIsIt J + H
&b&s&tJ     (1.12) 
Observed Macroeconomic Variables 
hii
iii
jqsqt,s,trsrtkl
lll
lm =
hii
iij
0.5 0.5 00.5 0 0.50.6 0.4 00.6 0 0.40.7 0.3 00.7 0 0.3kl
lll
m
HcIsItJ +
hi
ii
ii
j&zs&zt&{s&{t&|s&|tkl
ll
ll
m
     (1.13) 
Note that the (2,3) and (3,2) elements of the coefficient matrix of the unobserved dynamic factor 
equation determine the immediate next period sign of the spillover effects.  Thus, they are 
negative when the two regions, A and B, are competitive, and vice versa when they are 
complementary.  Additionally, the region common factor (c) is not much affected by the region 
specific factors (I), but much of the movement of the region specific factors can be explained by 
the region common factor. 
In the observation equation, each variable is affected by the region common factor and the region 
specific factor simultaneously, but the region specific factor from the other region only affects 
each region’s variables through the interaction of the dynamic factors. 
By simply looking at the realized evolution of the regional observations, it is hard to derive the 
conclusion that the two regions are in competition or in complementary relationship since all of 
the observed variables are highly correlated.  The correlation coefficient becomes larger as the 
region common factor occupies a relatively greater portion of the observed variables, thus the 
variable x exhibits the smallest correlation while the variable z exhibits the largest correlation 
value.  Also, when the two regions have positive spillovers, the correlation increases.  However, 
the high correlation coefficients of the variables y and z of the competitive relationship case 
might mislead an analyst to the conclusion that a positive local shock on region A will also have 
a positive effect on region B, the typical conclusion when we use a single-level analysis. 
To compare the implications between the multi-level dynamic factor model and the single-level 
dynamic factor model, the point estimates of variance decomposition results and the cumulative 
impulse responses are compared.  Briefly describing the conclusions, the single-level model 
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takes the positive correlation as positive spillovers, while the multi-level model separates out the 
positive correlation caused from the region common factor, hence more accurately assessing the 
regional spillover effects. 
Variance Decomposition and the Portion of the Shock from its Neighbor 
The 12-step ahead forecast error variance decomposition results are presented in table 1.1.  The 
variance decomposition results of the multi-level structure dynamic factor model, although the 
individual values deviate somewhat from the true value, are consistent with the true structure of 
the regional economies.  In the competitive relationship example, region A’s region specific 
dynamic factor is mostly accounted for by its own variance (58%) and the region common factor 
(41%), and the multi-level dynamic factor model is consistent with those figures (59% and 41% 
respectively).  However, the single-level dynamic factor model exaggerates the effect from its 
neighbor (6%), whereas the true effect of its neighbor is small (3%).  The complementary 
relationship example also shows very similar results: the spillover effects occupy a larger portion 
among the source of the variations of the region specific shocks. 
Assuming that the true data generating process is in the form of the multi-level structure, a 
single-level dynamic factor model cannot distinguish the source of the comovements coming 
from the region common factor or the spillover from the neighbors.  It tends to exaggerate the 
role of the neighbors on the local innovations. 
Cumulative Impulse Response Analysis (CIRF
12
) and the Sign of the Effects of the Shock from its 
Neighbor 
Using the point estimates of the dynamic factors extracted from the models, the cumulative 
responses from a one standard deviation shock against each factor are shown in figures 1.4 and 
1.5.  The CIRFs from the estimation of the true specification (multi-level structure) of the model 
are similar to those of the true factors.  For example, as shown in figure 1.4, the shock from the 
region common factor has a large and significant impact on region specific factors, and the 
multi-level model captures these responses accurately.  On the contrary, as shown in figure 1.5, 
the estimated CIRFs from the single-level structure misrepresent the true effect of the shocks, 
both in sign and in magnitude.  For example, in the competitive relationship case, a shock from 
region B has a small negative impact on region A’s local factor, but the single-level structure 
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 CIRF is used in order to more conveniently compare the long-term signs of the responses of each factor against 
each shock. 
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reveals the exact opposite story.  Since the observed macroeconomic variables are moving 
together because of the presence of the region common shock, overlooking the effect of the 
region common shock leads to the conclusion that the shock from a region positively affects its 
neighbor. 
1.4.3 A Multi-level Structure Revealing Dependency between Regions 
In the previous examples on the constructed data series, the adoption of a multi-level structure 
prevented the exaggeration of the spillovers.  On the contrary, this sub section presents an 
example that shows a multi-level structure revealing the existence of spatial dependency that has 
not been revealed in a single-level structure model.  The data and the model structure were 
directly adopted from Kim, et al. (2013)’s Indonesian provincial GDP forecasting study.  The 
data are composed of quarterly GDP data for seven Indonesian islands from the year 2000 Q1 to 
2012 Q2, and the spatial weight matrix W is constructed using an inverse distance matrix. 
Using the Indonesian provincial GDP growth rate, a dynamic spatial panel model was 
constructed.  Equation (1.14) is the original single-level structure model, and equation (1.15) is 
the multi-level structure model13. " = B0" + " + 
 + & ,       &~4(0, 67p)    (1.14) 
where, " = (, , … , ,)′   (R spatial units), and  
           
 is ( × 1 vector of spatial fixed effects " = B0" + " + 
 +  − B0 −  + &,       &~4(0, 67p) (1.15) 
where " = (, , … , ,)′, and 
           
 is ( × 1 vector of spatial fixed effects. 
Applying this model to the seven Indonesian islands GDP growth data revealed that by adopting 
the multi-level structure, the spatial correlation became more significant.  Some of the estimation 
results are shown in table 1.2.  The most vivid difference is that the multi-level structure model 
shows a significant spatial lag, while single-level structure model shows an insignificant spatial 
lag.  
This outcome occurs because the region common shock that generates positive correlations of 
provincial economies, and the neighborhood spillovers that generate negative correlations of 
provincial economies, are canceled out in a single-level structure model; thus, the spatial lag 
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 Derivation of the multi-level structure model is provided in Appendix 1.2. 
15 
 
term became insignificant.
14
  However, by separating out the region common shock, the spatial 
lag term became significant. 
 
1.5  Estimation Results for Six Great Lake States 
In this section, cross-correlated dual-layer structure dynamic factor model is applied to the 
monthly macroeconomic time series of six Great Lake states. 
1.5.1 Data Description 
A balanced panel of monthly data from January 2003 to September 2012 is collected for each 
state of the Great Lakes region.
15
  The variables for each state are the employment rate that is 
simply ‘ 100% − unemployment rate,’ employment in the nonmanufacturing sector, average 
weekly hours of production employees in the manufacturing sector, and building permits.  Thus, 
there are a total of 24 variables for the estimation (6 regions × 4 variables each).  Among all 
other regional variables or more disaggregated series, those four variables are selected because 
they span the overall regional economic activities each representing manufacturing/non 
manufacturing production, the housing and labor markets. 
Each first-differenced variable is demeaned, as is conventional in a factor analysis.  The detailed 
description of the data set is reported in table 1.3. 
1.5.2 Estimation Results 
It is assumed that there is one region common factor and one region specific factor affecting the 
four variables of each state, as described in section 3.  For the observation equation, one 
temporal lag for each of the region common factor and the region specific factors is entered on 
the right hand side.  For the state equation of the idiosyncratic error term of the observed 
variables, AR(1) is assumed.  Finally, the movements of factors are assumed to have a reduced 
                                                          
14
 If the researcher believes that a single-level structure is the true structure of the Indonesian economy, then the 
multi-level model will pick up a spurious spatial dependency. However, since sub-national level Indonesian regions 
are exposed to a single national factor, it should be more appropriate to adopt the multi-level idea in this case. 
15
 The data are thus monthly frequency U.S. state level aggregated data. The degree of the spatial spillovers can be 
dependent on the degree of aggregation over time and space. For example, Park and Hewings (2012) revealed that 
the degree of spatial dependency increases with the use of more disaggregated temporal data. Also, Arbia and 
Petrarca (2011) deal with the modifiable areal unit problem (MAUP), and showed that the estimated parameters 
changes with the aggregation of the spatial units. 
In this paper, since the focus is on the business cycle analysis of the six Great Lake states, and the more 
disaggregated temporal frequency is thought to best reveal the spatial dependency structure, monthly state level data 
are used.  To see the longer term effect of spatial spillover effect, six-month ahead forecast error variance 
decomposition and cumulative impulse responses are shown later in this section allowing for an enough time period 
for the propagation of the spillover from a region to another. 
16 
 
VAR(1) form.  To assess how the consideration of region common factor affects the resulting 
estimation, a single-level dynamic factor model is also estimated.
16
 
17
 
Comparison with alternative set of Variables and Lag Structure 
Since there can be numerous choices of the form of the models in terms of the selection of 
observed macroeconomic variables and the selection of the lag structure of the model equations, 
some alternative forms are also estimated.  To see if the choices of the set of the observed 
macroeconomic variables affect the estimation results, four alternative sets were estimated using 
the same specifications above, each excluding one variable described in the previous sub-section.  
Also, a totally alternative set of variables, which are sub-sectorial employment in construction, 
manufacturing, retail & wholesale and professional & business, is also used in the estimation 
using the same specifications.  Finally, instead of the VAR(1) specification of the state equation 
of the multi-level dynamic factor model, a VAR(2) specification of the state equation was 
estimated.
18
  The point estimates of six-step ahead forecast error variance decomposition results 
are presented in table 1.4. 
As can be seen in this table, the multi-level dynamic factor model is neither robust against the 
selection of the variable set nor the selection of the lag order of the state equation.  The variance 
from the neighborhood ranges from about 2% for the model with the original choice of four 
variables to about 60% for the model using sub-sectorial employment series.  Also, a longer lag 
order generates a different result, as can be seen in the last section of table 1.4.  However, the 
deviation information criteria (DIC) suggest that our original specification has the best 
performance, this model structure and the variable set is used for the further analysis of the six 
Great Lake states.
19
 
                                                          
16
 The estimation results of parameters are presented in Appendix 1.3, and the estimation results of dynamic factors 
with their confidence intervals are provided in Appendix 1.4 for the multi-level dynamic factor, and in Appendix 1.5 
for the single-level dynamic factor. 
17
 The estimated region common factor is, in fact, can be regarded as the common shock to the U.S.  states.  As we 
can see in Appendix 1.6, the extracted region common shock and the CFNAI (Chicago Fed National Business 
Activity Index) are almost identical with different scales. 
18
 VAR(3) specification of the state equation was also tried, but it turned out that VAR(2) and VAR(3) both generate 
insignificant coefficients, thus only VAR(2) results are presented in this paper. Any longer lag structure had not 
been tried because of the limited computing power, but judging from the VAR(2) and VAR(3) results, estimation of 
higher order state equation does not seem to produce more significant estimators. 
19
 The cumulative impulse response functions for all those 6 alternative model structures and single-level structure 
model with 95% confidence intervals are provided in appendix 1.7.  In table 7, the FEVD table using the 
disaggregated employment series shows very large portions of neighborhood spillovers compared to the original set 
of variables. This is because the sub-sectorial employment series have relatively higher correlation with each other 
than the aggregated series of regional macroeconomic variables including housing sector and unemployment rate.  
17 
 
Comparison with Single-level Structure Model: Coefficient Matrix of the Spatial Interaction 
The estimated coefficient matrix φ20 is presented in table 1.5.  The matrix is asymmetric and has 
negative elements, implying that the interactions between regional economies are neither 
symmetric nor all complementary; they are more complicated process than the spatial 
relationship defined by spatial weight matrix.  Compared to the interaction terms estimated from 
the single-level structure model, the coefficients from the multi-level structure model exhibit less 
significance and are smaller in magnitude.  The combined longer-term effect can be assessed 
more easily through the forecast error variance decomposition (FEVD) and cumulative impulse 
response functions (CIRF).  FEVD can show the relative importance of the factors to the other 
factors, and CIRF can show the sign of the longer-term (6-month) cumulative impact on each 
region specific shock. Thus, for example, in region A, if region B’s share of FEVD is large, and 
its cumulative impact is on region A is negative, then region A’s economic performance depends 
a great deal on region B, but region B extracts the resources from region A when region B 
exhibits a positive performance. 
Comparison with Single-level Structure Model: Forecast Error Variance Decomposition 
The six-step ahead forecast error variance decomposition of the multi-level model and that of the 
single-level model are presented in table 1.6.  The multi-level dynamic factor model suggests 
that much of the region specific factor can be explained by the region common factor.  For 
example, about 98% of the Illinois specific dynamic factor can be explained by a region common 
factor, while only 2% accounts for the effect from its.  Among those six states, Minnesota’s 
dynamic factor is the one that evolves the most independently, exhibiting the highest value for its 
own factor, while Illinois, Indiana, Ohio and Wisconsin experience a contribution of over 2% 
from neighborhood effects.  For each case, though, the region common factor is the most 
prevailing source of variation for all six states.
21
 
Comparing the variance decomposition results with those of the single-level dynamic factor 
model, the region specific dynamic factors are shown to be much more affected by their 
                                                                                                                                                                                           
Thus, if the regional industrial performances are of more interest than the overall regional economic performances, 
more inter-regional dependencies will be found. 
20
 (( + 1) × (( + 1) matrix for the multi-level model with R+1-th element being the interaction between a factor 
and the region common factor, and  R × R for the single-level model without R+1-th element. 
21
 However, the performance of Bai & Wang (2012)’s model is not free from the possibility of resulting in spurious 
dependency structure, since, as Agiakloglou (2013) noted, two independent stationary autoregressive processes can 
have statistically significant relationships.  More details are provided in Appendix 1.8. 
18 
 
neighboring regions if there is no consideration of the region common factor.  For example, 88% 
of the Illinois specific dynamic factor is explained by the effects from its neighbors, so there are 
significant differences in terms of the neighborhood portion of variance between the two 
competing models. 
To summarize, the region common factor does not respond much against state specific factors, 
while, at the state level, the region common factor seems to play a significant role.  Additionally, 
it is worthwhile noting that in the variance decomposition of the forecasting of each regional 
dynamic factor, the share of the region common factor increases as the forecasting horizon 
expands, as shown in figure 1.6 that presents the variance decomposition results with a time 
varying forecasting horizon of 1~6 steps ahead, implying that higher frequency spatial 
observations better reveal the spatial dependency structure. 
Comparison with Single-level Structure Model: Cumulative Impulse Response Functions 
Some significant interactions between region specific factors can be found from CIRF analysis 
both in the single-level dynamic factor model and in the multi-level dynamic factor model.  
However, the signs of the impact in the single-level dynamic factor model are sometimes 
reversed in the multi-level structure model, a finding that was expected from the simulation 
results.  The responses of Illinois’ neighbors to a positive unit shock from Illinois, and the 
response of Illinois to a positive unit shock from its neighbors are illustrated in figure 1.7 and 
1.8.
22
 
The CIRFs from the single-level and the multi-level structure show different signs for these 
effects.  For example, the multi-level structure model suggests that Illinois has a small positive 
impact on most of its neighbors, but the single-level structure model suggests large negative 
impacts (figure 1.7).  Similarly, the signs are also altered for the response of Illinois against 
Minnesota and Ohio (figure 1.8).  In other words, the multi-level model suggests a negative 
spillover from Illinois to Ohio, while the single-level model suggests a positive spillover.  The 
presence of negative CIRFs implies that there can be negative spillover effects between 
neighboring regions, as opposed to the conventional belief that a positive growth of a region 
always benefits its neighbors.  For Illinois, the summary of the impact from and to its neighbors 
and the region common is depicted in figure 1.9.  The relationships between Illinois and other 
regions are sometimes asymmetric (Minnesota and Ohio) because of the complex dependency 
                                                          
22
 Appendix 1.7 provides the whole set of CIRFs. 
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structure between multiple regional units. The signs are negative between Illinois and Michigan, 
which implies that those two regions are in competition, and the signs are positive between 
Illinois and Indiana and Illinois and Wisconsin, implying that they are in complementary 
relationships.  In other words, a positive policy shock in Illinois will harm Minnesota and 
Michigan, while benefiting other neighboring states.  However, compared to the region common 
factor, the region specific impacts are very small and negligible, which implies that 
macroeconomic behaviors at the state level can be mostly explained by the global determinants. 
Additionally, the existence of negative spillovers is contradictory to the regional economic input-
output model (REIM) which has only positive spillovers among regions.
23
  The negative 
spillover effect can be explained by substitution effect of regional industries, as mentioned in 
Park and Hewings (2012), but more specific explanation should be provided in the future 
research.  For example, the industry mixes of those six Great Lake states are almost similar 
except for that Indiana has bigger portion of manufacturing sector, implying that the industry 
mix itself is not sufficient to explain the competitive and complementary relationship between 
regional economies.  When we look at the manufacturing sector in detail, it might be the case 
that since Illinois and Michigan are both producing machineries and fabricated metals, they 
might be in a competitive relationship, and since Indiana is mostly producing durable goods such 
as motor parts, it might be complementary with other states.
24
  However, when we do not have 
firm level data, it is impossible to provide micro level explanations about which states are in 
competition and which states are in complementary, thus, at this point, the competitive and 
complementary relationship derived from CIRFs at the macro regional level are only available. 
 
1.6  Conclusion 
In regional business cycle analysis, since GDP data are only available annually, and capital stock 
series are not available, i.e., proper controls for the cycle indicators are not available in most of 
the case, otherwise a Corrado and Fingleton (2011) type of spatial model could be used.  Thus, 
for the identification of the business cycles of regional economies, it is more appropriate to rely 
on a latent factor model
25
 since the identification of the business cycle inevitably involves the 
analysis of multiple types of macroeconomic behaviors.  The Bai and Wang (2012) model 
                                                          
23
 The spillover effects derived from REIM are provided in appendix 1.9. 
24
 Industry mix graphs are provided in appendix 1.10. 
25
 The latent factor model can be regarded as a tool to estimate the unknown controls for the regional business cycle. 
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imposes a multi-level as well as dependency structure for the regional factor analysis.  The multi-
level dynamic factor analysis in this paper suggests that omitting the region common factor 
might bias or exaggerate the magnitude of the interdependency between regions. 
This model has two implications for multi-region analysis.  One is that, in modeling regional 
dependencies, incorporating covariates to control for the region common behavior is critical in 
identifying the magnitude and sign of regional interdependency.  In section 5, it is shown that, 
although the region common shock is set to be endogenous against region specific shocks, the 
magnitude of the effects from the region specific shocks compared to the region common shock 
is almost negligible, implying that the region common shock can be regarded as exogenous 
common shocks: such shocks might be generated by monetary/fiscal policy, oil price changes, 
natural disasters, and so on. 
Another implication is that the restriction of the coefficient matrix in the spatial VAR model, ρW, 
might misrepresent the interaction structure between regional economies.  Since, in the 
unrestricted coefficient matrix for the regional interaction term, some coefficients have positive 
and others negative point estimates, the finding would suggest that the regional economies have 
a mix of competitive and complementary relationships.  
One of the limitations of this paper’s analysis is that the selection of the region of interest is 
based on the U.S. Census Bureau’s definition of U.S. regions, and thus is somewhat arbitrary.  
This selection of region assumes that those six states are clustered and more connected to each 
other than the states outside the Great Lakes region.  The interstate trade data provide a strong 
case that this is in fact true; however, this choice may result in biased estimators caused by other 
omitted but economically closely connected states.  At this time, however, limited temporal 
length makes it impossible to extend the analysis to all U.S. states. 
Another limitation of this paper is that if it is suspected that intra-state heterogeneity is an 
important issue, then it would be important to extend the system to capture sub-state variations as 
well as the potential impacts of differences across states in industrial structure and their “location” 
in significant value chains of production.  Again, the length of time series and the computing 
power precludes, at this time consideration of multi-level (>2) influences. 
In sum, if we suspect that regional economies have a multiple layer structure, and the higher 
level shocks are believed to be significant driving forces of the observed lower level economic 
21 
 
behaviors, omitting the region common component can bias the effects of interdependency, thus 
providing a strong case for the adoption of a multi-level structure model.  
22 
 
References 
 
Agiakloglou, Christos. "Resolving spurious regressions and serially correlated errors." Empirical 
Economics 45.3 (2013): 1361-1366. 
Aguilar, G. and West, M. (2000) “Bayesian Dynamic Factor Models and Portfolio Allocation,” Journal of 
Business and Economic Statistics, 18, 338-357. 
Anselin, L., Gallo, J. L., and Jayet, H. (2008) Spatial panel econometrics. Ch. 19 in L. Mátyás and P. 
Sevestre, eds., The Econometrics of Panel Data: Fundamentals and Recent Developments in Theory 
and Practice, Springer-Verlag, Berlin, 625-660. 
Arbia, Giuseppe, and Francesca Petrarca. (2011) “Effects of MAUP on spatial econometric models,” 
Letters in Spatial and Resource Sciences 4.3, 173-185. 
Artis, Michael, and Toshihiro Okubo. (2009) "Globalization and business cycle transmission." The North 
American Journal of Economics and Finance 20.2 : 91-99. 
Bai, J. and Wang, P. (2012) “Identification and Estimation of Dynamic Factor Models,” Discussion Paper 
No.:1112-06, Department of Economics, Columbia University, New York, NY 10027 
Beenstock, M. and Felsenstein, D. (2007) “Spatial Vector Autoregressions,” Spatial Economic Analysis, 
2:2, 167-196. 
Bernanke, B., Boivin, J. and Eliasz P. (2005) “Measuring the Effects of Monetary Policy: a Factor-
Augmented Vector Autoregressive (FAVAR) Approach,” The Quarterly Journal of Economics 120(1), 
387–422. 
Blanchard, O.J., Katz, L.F., Hall, R.E. and Eichengreen, B. (1992) “Regional Evolutions,” Brookings 
Papers on Economic Activity, 92(1), 1-75. 
Clark, T. E. (1998) “Employment Fluctuations in U.S. regions and Industries: The Roles of National, 
Region Specific, and Industry-Specific Shocks,” Journal of Labor Economics, 16, 202-229. 
Clark, T. E. and Shin, K. (1998) “The Sources of Fluctuations within and Across Countries,” Research 
Working Paper 98-04, Federal Reserve Bank of Kansas City. 
Corrado, L. & Fingleton, B. (2011) “Multilevel Modelling with Spatial Effects,” Working Papers 1105, 
University of Strathclyde Business School, Department of Economics 
Ghosh, Atish R., et al. (1997) “Does the nominal exchange rate regime matter?”  No. w5874. National 
Bureau of Economic Research. 
Hayashida, Motonari and Hewings, G. J. D. (2009) “Regional Business Cycles in Japan,” International 
Regional Science Review 32, 110-147. 
Hewings, G.J.D. , (2008) “On some conundra in regional science,” Annals of Regional Science 42, 251-
265. 
23 
 
Kim, K, Chung, S., Hewings, G.J.D. and Kim, W. (2013) “Forecasting with  Spatial Panel Data for 
Indonesia,” REAL Discussion Paper 02-T-5, University of Illinois, Urbana. 
Kose, A., Otrok, C. and Whiteman, C. (2003) “International Business Cycles: World Region and Country 
Specific Factors,” American Economic Review 93, 1216-1239. 
Magalhães, A., Sonis, M., and Hewings, G.J.D. (2001) “Regional competition and complementarity 
reflected in Relative Regional Dynamics and Growth of GSP: a Comparative Analysis of the 
Northeast of Brazil and the Midwest States of the U.S.” In Joaquim J.M. Guilhoto and Geoffrey J.D. 
Hewings (eds.) Structure and Structural Change in the Brazilian Economy, London, Ashgate. 
Marquez, M.A., Ramajo, J., and Hewings, G.J.D. (2013) “Assessing Regional Economic Performance: 
Regional Competition in Spain under a Spatial Vector Autoregressive Approach,” in Riccardo 
Crescenzi and Marco Percoco (Eds.) Geography, Institutions and Regional Economic Performance 
Heidelberg, Springer. 
Owyang, M.T, Rapach, D.E., and Wall, H.J. (2009) “States and the Business Cycle,” Journal of Urban 
Economics, 65, 181-194. 
Park, Y., Seo, J. and Hewings, G.J.D. (2002)  “Development of a Regional Economic Activity Index For 
the Chicago Metropolitan Area,” Discussion Paper 02-T-5, University of Illinois, Urbana 
http://www.real.illinois.edu/d-paper/02/02-t-5.pdf 
Park, Y. and Hewings, G.J.D. (2012) “Does Industry Mix Matter in Regional Business Cycles?” Studies 
in Regional Science, 42, 39-60. 
Stock, J. H. and Watson, M. W. (1989) “New Indexes of Coincident and Leading Economic Indicators,” 
NBER Macroeconomic Annual, 351-394. 
 
  
24 
 
Figures and Tables 
 
Figure 1.1   Innovation Structure of Regional Economy 
Single-level Structure    Multi-level (Dual Layer) Structure 
 
 
 
 
 
 
 
 
Figure 1.2 Competitive and Complementary Relationships between Regional Economies are 
comparable to those between corporations 
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Figure 1.3 Graphical Description of Single-level Factor Model vs. Multi-level Factor Model 
 
 
 
Figure 1.4 The Cummulative Response of Regional Factors to unit impact of Common Factor (c) 
with 95% CI 
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Figure 1.5 The Cummulative Response of Dynamic Factors to unit impact of Region Speicific Factors 
with 95% CI 
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Figure 1.6 Forecast Error Variance Decomposition with Varying Forecasting Horizon* 
* x-axis: forecasting horizon, y-axis: variance decomposition 
The area describes, from the bottom, the variance from its own factor, the variance from its neighbor, 
and the variance from region common factor. 
  
 
 
 
 
 
Figure 1.7     Cumulative Responses of Illinois’ Neighbors to the Impulse from Illinois Factor 
(scaled up by 10) 
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Figure 1.8     Cumulative Response of Illinois Factor to the Impulses of Illinois’ Neighbors 
(scaled up by 10) 
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CIRFs drawn from Multi-level structure model 
  
 
  
 
CIRFs drawn from Single-level structure model 
     
 
 
 
Figure 1.9   Summary of the Impact from/to Illinois 
* Thicker arrow = larger effect, Empty Arrow = Negative Impact,  Filled Arrow = Positive Impact 
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Table 1.1   12-step ahead Forecast Error Variance Decomposition (%) 
 multi-level true single-level 
 c Is It c Is It Is It c 99.98 0.01 0.01 99.97 0.01 0.01 na na Is 47.31 52.52 0.16 41.17 58.20 0.62 93.13 6.87 It 38.91 0.42 60.66 41.17 0.62 58.20 3.13 96.86 
 
 multi-level true single-level 
 c Is It c Is It Is It c 99.48 0.00 0.52 99.97 0.01 0.01 na na Is 41.33 58.45 0.22 40.72 58.57 0.71 92.93 7.07 It 40.68 0.14 59.18 40.72 0.71 58.57 3.55 96.45 
 
Table 1.2    Estimation Results on Indonesian Islands 
 
Single-level 
 
Multi-level   -0.1040 -0.0266 * "  0.5238 ** 0.5486 ** 
Region F.E.      
     Sumatera 0.0261 ** 0  
     Java 0.0308 ** 0  
     Lesser Sunda Islands 0.0300 ** 0  
     Kalimantan 0.0250 * 0  
     Sulawesi 0.0383 ** 0  
     Maluku Islands 0.0326 ** 0  
     Western N 0.0289 **   0  
** significant at 95% CI, * significant at 90% CI 
 
 
Table 1.3     Data Description 
Variables 
() Description Transformation 
 Employment Rate (= Z  ?{ YZ  Y? YZ  ) 1
st
 differenced and demeaned 
Originally seasonally adjusted 
 Employment in Nonmanufacturing Sector (=Total Nonfarm Employment-Employment in 
Manufacturing Sector) 
Log 1
st
 differenced, demeaned 
Originally seasonally adjusted 
¡ Average Weekly Hours of Production Employees in Manufacturing Sector Log 1st differenced, demeaned Seasonally adjusted using Census X-12 
¢ Building Permits (all units) Log 1st differenced, demeaned Seasonally adjusted using Census X-12 
Source: Bureau of Labor Statistics and U.S.  Census Bureau 
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Table 1.4   Point Estimates of 6-step ahead Forecast Error Variance Decomposition (%) - Model Selection 
 
VAR(1) Specification with All 4 Variables (DIC=-36836) 
  IL IN MI MN OH WI Common Own Neighbor (sum) 
IL 0.2 0.1 0.8 1.0 0.1 0.1 97.6 0.2 2.2 100.0 
IN 0.0 0.3 0.8 1.0 0.1 0.1 97.6 0.3 2.2 100.0 
MI 0.0 0.1 1.1 1.0 0.1 0.2 97.4 1.1 1.5 100.0 
MN 0.0 0.1 0.8 2.5 0.2 0.1 96.2 2.5 1.3 100.0 
OH 0.0 0.1 0.8 1.0 0.8 0.1 97.0 0.8 2.2 100.0 
WI 0.0 0.1 0.9 1.0 0.1 0.3 97.5 0.3 2.1 100.0 
Common 0.0 0.1 0.9 1.0 0.0 0.1 97.8 - 2.2 100.0 
 
VAR(1) Specification excluding Employment Rate (DIC=142) 
  IL IN MI MN OH WI Common Own Neighbor (sum) 
IL 71.3 0.2 0.9 4.9 11.5 2.8 8.5 71.3 20.3 100.0 
IN 1.0 69.5 1.0 2.5 9.7 2.3 14.0 69.5 16.5 100.0 
MI 8.2 4.3 66.7 2.3 3.4 0.8 14.3 66.7 18.9 100.0 
MN 0.5 1.0 1.6 46.1 3.8 5.5 41.6 46.1 12.3 100.0 
OH 1.4 0.5 0.2 2.3 90.4 3.8 1.4 90.4 8.2 100.0 
WI 0.6 0.1 1.5 9.6 14.2 51.4 22.6 51.4 26.0 100.0 
Common 0.8 0.4 2.2 2.4 4.4 1.5 88.2 - 11.8 100.0 
 
VAR(1) Specification excluding Non-manufacturing Sector Employment (DIC=-7174) 
  IL IN MI MN OH WI Common Own Neighbor (sum) 
IL 5.3 0.1 2.1 2.3 1.1 0.4 88.7 5.3 5.9 100.0 
IN 0.7 8.3 2.3 2.3 1.0 0.5 84.8 8.3 6.9 100.0 
MI 0.3 0.1 3.4 2.3 1.1 0.1 92.6 3.4 4.0 100.0 
MN 0.3 0.2 2.0 9.2 1.1 0.6 86.6 9.2 4.2 100.0 
OH 0.3 0.2 3.0 2.2 2.2 0.2 92.0 2.2 5.8 100.0 
WI 0.4 0.1 2.3 2.8 1.1 3.6 89.7 3.6 6.7 100.0 
Common 0.3 0.1 2.1 2.3 1.1 0.1 94.0 - 6.0 100.0 
 
VAR(1) Specification excluding Manufacturing Hours (DIC=-1523) 
  IL IN MI MN OH WI Common Own Neighbor (sum) 
IL 1.0 0.0 0.3 0.4 4.3 0.7 93.3 1.0 5.7 100.0 
IN 1.3 0.8 0.4 0.8 5.5 0.6 90.7 0.8 8.5 100.0 
MI 1.5 0.3 5.1 7.8 10.2 3.0 72.1 5.1 22.8 100.0 
MN 1.2 0.3 0.3 11.3 11.8 3.3 71.8 11.3 16.8 100.0 
OH 0.2 0.1 0.2 2.5 4.7 1.3 90.9 4.7 4.4 100.0 
WI 0.1 0.0 0.2 1.0 4.4 0.5 93.8 0.5 5.7 100.0 
Common 0.0 0.0 0.2 0.5 3.5 0.5 95.2 - 4.8 100.0 
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Table 1.4 (cont’) 
 
VAR(1) Specification excluding Housing Price (DIC=1249) 
  IL IN MI MN OH WI Common Own Neighbor (sum) 
IL 75.4 1.5 1.3 1.7 0.7 3.4 16.1 75.4 8.5 100.0 
IN 9.5 5.7 5.6 6.1 4.6 4.0 64.5 5.7 29.8 100.0 
MI 1.8 0.1 6.3 6.6 4.1 3.2 78.1 6.3 15.7 100.0 
MN 1.8 0.0 5.8 7.6 3.9 2.9 77.9 7.6 14.5 100.0 
OH 1.7 0.1 5.8 6.4 4.2 2.9 79.0 4.2 16.8 100.0 
WI 18.2 2.0 3.8 7.1 2.2 24.4 42.2 24.4 33.4 100.0 
Common 1.3 0.0 6.0 6.8 4.2 3.0 78.6 - 21.4 100.0 
 
VAR(1) Specification with Alternative Set of Variables* (DIC=-21249) 
  IL IN MI MN OH WI Common Own Neighbor (sum) 
IL 63.1 8.2 16.0 3.4 4.1 0.9 4.2 63.1 32.6 100.0 
IN 6.5 18.9 4.9 19.4 9.4 1.9 39.0 18.9 42.2 100.0 
MI 40.4 4.2 42.3 3.1 4.2 0.9 4.7 42.3 52.9 100.0 
MN 7.6 2.2 6.2 52.9 12.5 0.4 18.2 52.9 28.9 100.0 
OH 39.4 4.3 14.2 2.1 38.0 0.3 1.6 38.0 60.4 100.0 
WI 5.3 1.7 4.3 34.3 12.3 11.0 31.2 11.0 57.8 100.0 
Common 0.8 1.2 0.1 8.3 5.5 1.1 83.1 - 16.9 100.0 
* Sub-sectorial Employment Series, which are employment series in construction, manufacturing, retail & 
wholesale and professional & business 
 
VAR(2) Specification with All 4 Variables (DIC=-22735) 
  IL IN MI MN OH WI Common Own Neighbor (sum) 
IL 17.0 0.1 0.0 11.2 0.0 0.0 71.7 17.0 11.3 100.0 
IN 8.3 0.0 0.0 32.3 0.0 0.3 59.1 0.0 40.9 100.0 
MI 48.3 0.3 0.0 0.3 0.0 1.8 49.3 0.0 50.7 100.0 
MN 27.6 0.2 0.0 4.4 0.0 0.2 67.6 4.4 28.1 100.0 
OH 28.4 0.3 0.0 1.8 0.0 0.1 69.3 0.0 30.6 100.0 
WI 10.4 2.0 0.0 14.5 0.1 2.1 71.0 2.1 26.9 100.0 
Common 14.4 0.2 0.0 8.8 0.0 0.0 76.5 - 23.5 100.0 
 
 
  
32 
 
Table 1.5  Coefficient Matrix of the Spatial Interaction of Dynamic Factors 
*( ) indicates z-value= 8)£ )2 £ /8) 2 2 ; 
 
Multi-level Dynamic Factor Model 
 
IL IN MI MN OH WI Common 
IL -0.319  0.109  0.062  0.045  0.523  -0.115  1.540  
 
(-1.242)  (0.408)  (0.171)  (0.171)  (0.692)  (-0.269)  (0.527)  
IN -0.204  -0.226  0.049  -0.112  0.893  0.173  1.729  
 
(-0.453)  (-0.565)  (0.084)  (-0.264)  (1.461)  (0.424)  (0.607)  
MI 0.046  -0.092  0.156  0.098  -0.492  -0.469  1.745  
 
(0.108)  (-0.199)  (0.317)  (0.229)  (-0.699)  (-0.902)  (0.906)  
MN -0.055  -0.028  -0.026  0.069  -0.289  0.086  0.667  
 
(-0.222)  (-0.119)  (-0.089)  (0.242)  (-0.443)  (0.359)  (0.563)  
OH 0.046  -0.056  -0.041  0.067  -0.048  0.186  0.609  
 
(0.123)  (-0.254)  (-0.162)  (0.218)  (-0.136)  (0.473)  (0.463)  
WI 0.088  -0.170  -0.178  0.131  -0.607  -0.040  1.944  
 
(0.192)  (-0.474)  (-0.431)  (0.249)  (-0.981)  (-0.080)  (1.188)  
Common -0.048  -0.070  -0.128  -0.153  -0.030  0.027  1.854  
 
(-0.251)  (-0.436)  (-0.704)  (-1.009)  (-0.151)  (0.168)  (8.987)  
 
Single-level Dynamic Factor Model 
 
IL IN MI MN OH WI 
IL 0.156  -0.714  0.098  0.258  0.355  -0.441  
 
(0.507)  (-1.360)  (0.585)  (1.575)  (0.916)  (-1.729)  
IN 0.196  0.282  -0.078  -0.242  -0.872  0.568  
 
(0.740)  (0.966)  (-0.558)  (-2.109)  (-1.945)  (2.008)  
MI 1.332  0.768  0.556  -0.418  -0.749  0.897  
 
(2.428)  (1.804)  (2.945)  (-2.106)  (-1.841)  (2.254)  
MN -0.247  1.998  -2.102  -1.126  -0.070  4.543  
 
(-0.264)  (1.881)  (-1.826)  (-3.604)  (-0.090)  (1.905)  
OH 0.170  -0.329  -0.047  0.012  0.213  0.019  
 
(0.946)  (-0.879)  (-0.428)  (0.254)  (0.759)  (0.213)  
WI 1.466  2.474  -1.341  -1.368  -1.332  3.077  
 
(1.677)  (2.266)  (-1.844)  (-1.627)  (-1.642)  (8.318)  
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Table 1.6 Point Estimates of 6-step ahead Forecast Error Variance Decomposition (%) 
 
Multi-level Dynamic Factor Model 
        IL IN MI MN OH WI Common Own Neighbor (sum) 
IL 0.2 0.1 0.8 1.0 0.1 0.1 97.6 0.2 2.2 100.0 
IN 0.0 0.3 0.8 1.0 0.1 0.1 97.6 0.3 2.2 100.0 
MI 0.0 0.1 1.1 1.0 0.1 0.2 97.4 1.1 1.5 100.0 
MN 0.0 0.1 0.8 2.5 0.2 0.1 96.2 2.5 1.3 100.0 
OH 0.0 0.1 0.8 1.0 0.8 0.1 97.0 0.8 2.2 100.0 
WI 0.0 0.1 0.9 1.0 0.1 0.3 97.5 0.3 2.1 100.0 
Common 0.0 0.1 0.9 1.0 0.0 0.1 97.8 - 2.2 100.0 
 
Single-level Dynamic Factor Model 
        IL IN MI MN OH WI   Own Neighbor (sum) 
IL 12.2 18.3 8.0 6.3 38.0 17.2   12.2 87.8 100.0 
IN 12.7 19.6 7.2 6.5 38.2 15.8   19.6 80.4 100.0 
MI 14.4 19.0 6.9 6.3 38.9 14.5   6.9 93.1 100.0 
MN 16.0 20.6 6.9 7.5 33.1 15.9   7.5 92.5 100.0 
OH 8.2 21.2 11.2 6.8 31.6 20.9   31.6 68.4 100.0 
WI 14.2 16.3 5.4 5.8 37.8 20.4   20.4 79.6 100.0 
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CHAPTER 2 
Assessing the Regional Business Cycle Asymmetry in a Multi-level Structure Framework: 
A Study of the Top 20 U.S. MSAs 
 
2.1  Introduction 
This paper attempts to analyze the regional business cycle phases under the assumption of a 
multi-level structure of a regional economic system.  The multi-level structure regional economic 
system assumes that the regional economic units are exposed to common global shock (national 
level economic behaviors
26
), and Chung (2013) revealed that the commoving behaviors of 
regional economic units are largely attributable to this national level economic behaviors. This 
paper contributes to the literature on regional business cycle analysis by adding this multi-level 
structure of regional economies (for more details, see Chung, 2013). 
Under these assumption and finding, this paper answers two questions regarding regional 
business cycle.  The first one is how different are the regional business cycles from the national 
business cycle.  As Hayashida & Hewings (2009) revealed, there exists a significant level of 
heterogeneity between regional business cycles in terms of timing and duration of the cycle 
phase.  However, in terms of the cycle phase transitions, there are more similarities between 
regional economies than differences.  Since the overall evolution of the regional business cycle 
phases are mostly similar to the national ones, this similarity might imply that the regional 
business cycle phase is predominantly dependent on the national cycle phase.  If the similarity is 
due to the dependency on the national cycle phase, then the current national cycle phase can be a 
good predictor for the future regional cycle phase.  Using a Markov switching model, it is shown 
that the local level business cycle phase transition is dependent on the national level business 
cycle phase, and especially during the national contraction phase, regional business cycle tends 
to transit to contraction phases promptly. 
The second question is whether an impact, such as a monetary/fiscal policy shock, on the 
regional economy is different depending on the cycle phase of a regional economy.  In 
evaluating a policy impact, the consideration of the regional business cycle phase can be critical 
since the same size of shock can have a different impact on the regional economy depending on 
                                                          
26
 The examples are an international commodity price shock or a monetary/fiscal policy shock. 
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the cycle phase of the regional economy.  Many empirical studies,
27
 for example, have revealed 
that a contractionary monetary policy shock during an expansion period has a negative, but 
relatively smaller impact on the output of the national economy, while an expansionary monetary 
policy shock during a contraction period has a positive and relatively bigger impact on the output.  
This asymmetry results from the asymmetric response mechanism of the national economy from 
a national shock.  However, the study of the asymmetric response mechanism at the regional 
level is very rare, compared to its national counterpart.  In similar fashion to the national level 
response mechanism, it can be conjectured that a regional economy will respond differently to an 
impact depending on the regional or the national cycle phases.  Using an ARIMAX model 
augmented with cycle phase distinction, this paper revealed that the magnitude of a regional 
response to a national shock is mostly greater during a national contraction phase. 
The main finding of this paper is that regional economies are heavily dependent on the national 
economy both in terms of the cycle phase transition and the impulse response mechanism.  As 
Chung (2013) noted, the U.S. state level economic activity is mostly driven by national level 
shocks; the analysis of the top 20 U.S. Metropolitan Statistical Areas (MSAs) in this paper also 
revealed that the role of the national economy is important in predicting regional economic 
evolution.  Conclusively, more emphasis should be drawn on the similarities between regional 
economies than the attention directed to regional heterogeneity in the regional business cycle 
literature. 
The organization of paper is as follows.  Section 2 reviews some previous studies on the 
identification of regional business cycle phases.  Section 3 briefly describes the concept of the 
multi-level structure of a regional economy,  while section 4 dates the cycle phases using a 
Markov-switching model using the multi-level idea described in section 3. The impulse response 
functions of regional economies against the national shock subject to different cycle phases are 
described in section 5.  Section 6 offers some conclusions and provides a practical application 
example of this phase analysis.   
 
2.2  Previous Literatures on Regional Business Cycle Phase Analysis 
                                                          
27
 Examples include Garcia (2002), Karras (1996) and Ravn (2004).  Especially, Garcia (2002) used a Markov-
switching model in dating the business cycle phase of the U.S. 
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The literature focusing on the regional business cycle analysis often uses a factor analysis or a 
Markov-switching model, in similar fashion to models of national economic activity.  However, 
the adoption of a multi-level approach for modeling regional economies exposed to a common 
(national) shock is somewhat unusual in the regional economic analysis literature, and the study 
of the business cycle phases with such a framework is even less commonly employed. 
Regarding regional business cycle phase analysis, many studies have revealed that there are 
significant differences between regions in terms of timing and the duration of the business cycle 
phase transitions.  For example, Hayashida and Hewings (2009) applied a Markov-switching 
model on the first principal component of four different regional business indicators, and 
revealed that different regions have different turning points of business cycles.  Wall (2006) 
revealed very similar results in his study on regional business cycle phases in Japan. 
Owyang et al. (2005, 2008) further investigated the determinants of the average growth rate for 
each regime by cross sectional analyses on U.S. states and cities, respectively.  In their study, 
regional business cycle measures were decomposed into high-growth (expansion) and low-
growth (contraction) phases, and the average of the high growth phase and that of the low-
growth phase was regressed on exogenous variables such as human capital, industry mix and 
average firm size to identify the determinants of the economic performance of each city in 
different cycle phases.  They found that the high-growth phase is related to human capital, 
industry mix, and average firm size, while the low-growth phase is related to the level of non-
education human capital. 
The study of the regional response to a national impact has a much longer history compared to 
the study of the cycle phase study, starting from Scott Jr (1955)’s analysis of monetary policy’s 
impact on a regional economy, but many studies have used regional input-output models to 
capture the impacts of national programs; the latter type of analyses are outside the scope of this 
paper’s focus.  Similar to this paper’s methodology is the one adopted by Carlino & DeFina 
(2004).  In their study of U.S. states, they used a structural VAR model, and revealed that 
individual regions respond differently against a national policy, and the magnitude of response is 
significantly related to industry-mix variables. 
The attempt to combine the regional and the national business cycle can be found in Rissman 
(1999) and Artis et al. (2004).  Rissman (1999) noted that “regional employment growth is 
driven in large part by a common business cycle (p.28),” a finding that is similar to the one found 
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in this paper.  One notable thing is that her Kalman filtering method of estimating unobserved 
common business cycle across nine U.S. regions have a form of multi-level structure in the 
specification, although she did not mentioned the multi-level terminology explicitly.  Using her 
original notation, the observed economy is assumed to be of the form shown in equation (2.1): , = 
 + ¥ ¦ + ¦ + 7 ¦7 + , + &       (2.1) 
where &~4(0, 67) (regional disturbance), ¦ = §¦ + §7¦7 +  (unobserved state of common business cycle), ~4(0, 67) (common disturbance), 
and , is region ’s employment growth in year t. 
The “common business cycle” term is equivalent to a region common factor, or a national shock 
in this paper’s terminology.  The concepts in Rissman (1999) are almost the same as in this paper 
except for that this paper used CFNAI to represent the common business cycle measure.  Further, 
the present paper tries to incorporate a non-linear structure into this model using the identified 
cycle phase, thus the coefficients ¨ , , 67, §¨ and 67 are dependent on the state of the regional 
economy. 
In her paper, Rissman (1999) found out that the “aggregate disturbance” (national shock in this 
paper’s terminology) and “local disturbance” (region specific shock in this paper’s terminology) 
both contribute significantly to regional employment growth, but the role of a local shock was 
not the same across the regions.  For example, the variance of cyclical shock, or the contribution 
of the national shock, accounted for about 60% for West South Central region, while it was only 
about 10% for East South Central region.  These results are consistent with the findings in this 
paper that many regional economies exhibit different compositions of national shock and 
regional shock.  In this paper, however, by incorporating the cycle phase dependent structure, it 
will be shown that the contribution of the national factor (or the aggregate disturbance) is more 
significant during the regional contraction phase. 
Artis et al. (2004) investigated the contribution of the common European business cycle to the 
individual European country cycles.  In his study of nine European countries, he found that in 
Europe, the variance of the country specific component is much higher than that of the 
European-wide component, which is the opposite of the U.S. case in this paper’s analysis.  In his 
paper, he first extracted the European business cycle measure (European cycle phase) from 
individual countries’ index of industrial production (IIP) using a Markov-switching VAR model.  
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In this stage, he further decomposed individual countries’ growth rate into European business 
cycle component and individual component, as shown in equation (2.2): 
©(F)ª, = v(8) + ¬­®(8)&      (2.2) 
where 8 is the state of economy represented by either a recession, a growth, or a high 
growth regime, v(8) represents European business cycle contribution to individual countries, & is a Gaussian component representing the country specific component, 
and ª, is a vector of individual countries’ IIP growth rate. 
In this model structure, it is assumed that individual countries’ average growth rate is determined 
by the European common cycle phase, and the rest of the irregular parts are determined locally. 
This model structure also has a type of multi-level structure since the local innovation, ª,, is 
decomposed into common cycle factor, v(8), and regional innovation component, &.  Unlike 
the structure in Artis et al. (2004), this paper assumed that the average growth rate of a region is 
represented by the region specific cycle phase rather than the common cycle phase (national 
cycle phase).  Additionally, the regional innovation is also further decomposed into a national 
component and a regional component.  Basically, the estimation strategy in this paper can be 
regarded as an extension of Artis et al. (2004). 
 
Ex ante Anticipation of the National Impact on Regional Economies 
By identifying the regional cycle phase transition dynamics and the regional response to the 
national shock, this paper aims to answer two questions.  The first one is how much the regional 
cycle is responsive to the national cycle phase.  In a multi-level regional economic system, a 
city’s cycle phase transition is dependent on which cycle phase the national economy is in, but in 
what fashion the city’s economy would respond to the national cycle phase should be affected by 
city level characteristics.  In reality, it is often observed that most of the cities’ cycle phases do 
not transit at the same time the national cycle phase transits.  
Park and Hewings (2012) mentioned that this leading and lagging behaviors of regional cycle 
phases are determined by industry mix and the regional industry’s relative position on the value 
chain of the national production activity.  In this paper, it is found that since most of the cities are 
high in service sector, they are usually lagging the national cycle phase except for Detroit, but 
the relative portion of service sector is not sufficient to explain the city level characteristics of 
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cycle phase transition.  However, if we look at the sub-sector industries, the relative portion of 
the durable goods producing sector to the whole manufacturing sector can provide some clue 
over city level differences, since durable goods sector is known to be sensitive to the market 
atmosphere, or the market participant’s expectation on the future economic prospects.  Thus, we 
can expect that, the higher the portion of the durable goods manufacturing sector, the more 
prompt the national level cycle phase transmit into the regional economy, especially when the 
national economy is in expansion phase.
28
  In figure 2.1, it can be anticipated that since San Jose, 
Seattle, Detroit, San Diego, Phoenix and Portland are high in durable goods manufacturing, the 
relative propagation speed of national level market atmosphere should be faster than other cities, 
and, on the contrary, San Francisco, Philadelphia, Baltimore, Chicago and Washington should be 
slower in catching up the national level cycle phase.  In section 4, it turned out that with the 
exception of San Jose and San Diego, most of the cities’ cycle phase transition dynamics 
concords with the anticipation.  
The second research question is whether the response of regional economy to the national shock 
is asymmetric, and, if so, in which cycle phase the regional economy is more responsive to the 
national shocks.  As mentioned earlier, Owyang et al. (2008)’s conclusion on the determinants of 
the growth rates at each of the expansion and contraction phases is that city specific 
characteristic makes the growth rate differences.  On the other hand, in the multi-level regional 
system, Chung (2013) revealed that the regional economic activities are mostly determined by 
national level shocks.  Combining the conclusions of both studies, it is expected that higher 
growth rate in each phase implies larger and more significant response against national shock.  
According Owyang et al. (2008), Phoenix and Atlanta showed higher growth rate than other 
cities at an expansion phase, and Phoenix and Houston showed relatively higher growth rate at a 
contraction phase.  San Francisco, Boston and San Jose showed lower growth rate at a 
contraction phase.  Thus, it can be anticipated that the national factor loadings of Phoenix and 
Atlanta at an expansion phase should be significant, whereas that of San Francisco, Boston and 
San Jose at a contraction phase should be insignificant or small.  In section 5, at an expansion 
phase, it turned out that Phoenix and Atlanta had significant national factor loadings while most 
of the other cities showed insignificant results.  Also, at a contraction phase, San Francisco, 
                                                          
28
 When the national economy is in contraction phase, the time for regional economy to take transition is much 
shorter.  It is well known that agents react faster to in time of recession because late response to the bad news can 
greatly hurt the industry. 
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Boston and San Jose had insignificant national factor loadings while most of the other cities had 
significant results, in concordance with Owyang et al. (2008)’ results. 
 
2.3  A Conceptual Description of the Multi-level Structure of a Regional Business Cycle 
Since many components of regional economic activity have common characteristics, there is an 
extensive literature investigating the similarities of the business cycles between regions.  For 
example, Chudik et al. (2011) referred to the prime source of this co-movement as “strong 
dependency.”  On the other hand, Chung (2013) argued that this co-movement is largely driven 
by the common shock originating from a higher level (in this case, the national level) in the 
hierarchical structure of a regional economy.  It was also argued that the dependency between 
regional economies net of the national level shock was much weaker than estimated in a non-
hierarchical formulation; this would provide an example of “weak dependency” in the 
terminology of Chudik et al. (2011).  In a multi-level perspective, the regional economic 
activities are assumed to be structured as in figure 2.2. 
In this figure, it is assumed that the spillovers between regional economies and that from the 
regional economy to the national economy are ignored based on Chung (2013)’s findings.  
Although, the national business cycle measures are constructed based on the aggregated regional 
series in many parts, the aggregation procedure does not necessarily imply that the regional 
shock would have significant impact on the national economy.  For example, as described in 
figure 2.3, since goods and labors can be freely move between regions, a regional shock that 
have a significant impact on regional economy can have little impact on the national economy, 
especially when there are many regional units. On the contrary, as history has shown, commodity 
price shock or technology innovations that are non-regional in nature have bigger impact on both 
regional and national economy. Chung (2013)’s finding also supports this reasoning in that the 
regional economy is largely affected by the national factor (60~90%) while the national factor is 
not much affected by the regional factor (less than 2% total). 
After the elimination of the seasonal component, economic activity can be decomposed into a 
business cycle phase represented by the average growth rate at each phase and the irregular 
movements.  In reality, the cycle phase can be regarded as a market environment.  For example, 
if the market participants’ expectation for the economy is optimistic, firms’ investment and 
households’ consumption will be increasing.  On the contrary, if the market participants’ 
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expectation is pessimistic, investment or consumption will decrease even when the firms or 
households have the same economic resources as they have during more optimistic times.  This 
behavioral change at each phase can be expressed as an “average trend” of the growth rate of the 
economic activity measure, and can be captured with a Markov-switching model. 
On the other hand, the irregular component of an economic activity can be regarded as the 
response of the economy to shocks such as national level monetary/fiscal policy shocks or 
commodity price shock or even regional-level events.  Also, if this irregular component affects 
the regional economy dynamically, it can have an autoregressive structure.  The cycle 
component and the irregular component of the regional economic activities should both be 
dependent on the higher-level economic activities.  In this sense, the regional economic activity’s 
dependency on the national economic activity can be characterized by (1) the regional phase 
dependency on the national cycle phase, and (2) the national factor loadings on the regional 
factor evolvements. 
In identifying those regional business cycle characteristics, this paper adopted a factor model and 
a Markov-switching model, since two models reflect the two key elements of business cycle, 1) 
the co-movements of various macroeconomic indicators and 2) persisting separate phases 
(regimes). Since Burns and Mitchell (1946)’s pioneering work,
29
 many features of business 
cycles have been uncovered both theoretically and empirically, and most of the literature agrees 
that macroeconomic indicators such as output movements and employment “exhibit high 
coherence” (Lucas, 1977, p.3).  This “coherence” can be expressed by a factor model that 
assumes there exists a single (or sometimes a few) unobserved states of the economy that govern 
the movements of observed macroeconomic variables.  A principal component analysis and a 
dynamic factor model (Stock and Watson, 1989) are the most widely used tools. 
On the other hand, “persisting separate regimes” can be modeled with Hamilton (1989)’s 
Markov-switching model.  One of the problems in phase analysis of regional business cycles is 
that, unlike the national economy, there is no official organization such as National Bureau of 
                                                          
29
 Burns and Mitchell (1946) defined business cycle as the following: Business Cycles are a type of fluctuation 
found in the aggregate economic activity of nations that organize their work mainly in business enterprises: a cycle 
consists of expansions occurring at about the same time in many economic activities, followed by similarly general 
recessions, contractions, and revivals which merge into the expansion phase of the next cycle.  (p.3) 
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Economic Research (NBER) that announces the business cycle turning points, necessitating the 
identification of the phases using a statistical tool such as a Markov-switching model.
30
  The 
model captures the transition between each phase and the asymmetric behavior of economic 
activities subject to different phases.  
In this paper, using the monthly employment data of 20 Metropolitan Statistical Areas (MSA), 
the analysis of the regional business cycle asymmetry is conducted by a two-step procedure.  In 
the first step, a Markov-switching model is employed to date a regional business activity index 
into expansion and contraction phases.
31
  In the next step, the national factor loading of a 
regional economic activity is identified to derive the response of the regional economy from a 
national impulse. 
In identifying the regional cycle phase, however, unlike other standard Markov-switching 
models, the transition of the regional cycle phase is assumed to be dependent on the national 
cycle phase to reflect the hierarchical structure of the regional economic activity.  Since a 
regional economy is exposed to the national level economic activities, the transition of the 
regional cycle phase should also be dependent on the national cycle phase.  As noted earlier, the 
market environment represented by the average growth trend at the regional level should be 
affected by the national cycle phase.  The estimated regional business cycle transition dynamics 
also demonstrate the dependency on the national level cycle phase. 
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 NBER does not define the national business cycle turning points using Markov-switching model.  In NBER 
website of “U.S. Business Cycle Expansions and Contractions” section, it says: 
“The NBER does not define a recession in terms of two consecutive quarters of decline in real GDP.  Rather, a 
recession is a significant decline in economic activity spread across the economy, lasting more than a few months, 
normally visible in real GDP, real income, employment, industrial production, and wholesale-retail sales.” 
This paper used Markov-switching model in identifying the business cycle phases to let the statistical model work as 
the regional version of the business cycle dating committee.   
31
 Some of the literature uses more than two regimes.  For example, Potter (1995) and Sichel (1994) refers to a third 
regime of very fast growth at the beginning of an expansion phase (recovery phase).  However, this phase was not 
clearly appeared in our regional data set except for a few cities. 
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2.4  Dating the Business Cycle Phases of the MSAs with a Multi-level Idea 
For the regional cycle phase identification, many studies, including this research, adopted a 
Markov-switching model, while filtering methods can also provide the information on the 
cyclical part of the economic activities.  For example, Kouparitsas (1999) and Carlino and 
DeFina (2004) used band-pass filters to extract the cycle component.  Also, Carlino and Sill 
(2001) and Partridge and Rickman (2005) used trend-cycle decompositions.  However, for two 
reasons, Hamilton (1989)’s Markov-switching model was used to identify the regional business 
cycle phases in this paper.  First of all, as Owyang (2005) noted, Markov-switching models 
“produce[s] a reasonably accurate replication of the NBER chronology… (p.2).”  While most of 
the filtering methods extract cycles with regular frequencies, Markov-switching models can be 
applied to cases with irregular appearance of business cycle phases, thus providing a more 
realistic approach.  Also, Hamilton (2005) argued that the discrete phases of expansion and 
contraction can be better understood with a Markov-switching model than its alternatives.  
The first principal components of regional employment series of various sectors were adopted to 
represent the regional business cycle measures.  The reason is that the first principal components 
were used instead of a Stock and Watson (1989) type of dynamic factors is that the dynamic 
structure of a factor model does not fit well with a Markov-switching formulation.  In other 
studies, of course, there have been many successful attempts to combine both features of 
dynamic factor model and Markov-switching model (see for example, Diebold and Rudebusch 
(1994), Shepard (1994) and De Jong and Shepard (1995) using an EM algorithm, and Watanabe 
(2003), Kaufmann (2000), Kim (1998) and Chauvet (1998) and using Gibbs Sampler approach).  
However, in this paper where there are only two phases (expansion and contraction) of the cycle 
to mimic the NBER chronology, the phase-dependent autoregressive coefficient (the dynamic 
term) can hinder the proper identification of phases.  For example, since a typical contraction 
phase exhibits lower growth rates with a larger autoregressive coefficient, sometimes higher 
growth rates with larger autoregressive coefficients (i.e., recovery phase in Potter, 1994 and 
Sichel, 1994) could be statistically identified as a contraction phase.  Harding and Pagan (2002) 
also noted that a Markov-switching Autoregressive (MSAR) model does not perform well 
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compared to its alternatives.
32
  For this reason, this paper used a Markov-switching model as a 
phase identification tool rather than a factor structure identification tool.  Similar approaches can 
be found in Leiva'Leon (2012) and Owyang (2005) using a regional index, from Crone (2005), 
Hamilton & Owyang (2012) and Owyang et al. (2008) using quarterly employment series, and 
Wall (2006) using an Index of Industrial Production (IIP). 
2.4.1 Identification Strategy 
Unlike other conventional Markov-switching models, the transition between phases of each 
region is assumed to be dependent on the national cycle phase.  Thus, the formulation of the 
phase identification has two parts, the national level phase identification and the regional level 
phase identification.  The cycles are assumed to have two phases, an expansion phase and a 
contraction phase.  An expansion phase is the period that exhibits persistent above-trend average 
growth rates, and a contraction phase is the period that exhibits persistent below-trend average 
growth rate.  The phase at time t, d  and d , can have value of either 0 or 1 depending on 
whether the economy is in a contraction or an expansion phase, respectively.  Equations (2.3) 
and (2.4) describe this dating scheme: 
 (National Phase Identification using National Level Business Activity Index, c) c = ¯ + &¯        (2.3) 
where &¯~4(0, 6¯ 7 ), ¯ = ¥ + d, 0 < , and d = {0,1} 
(Regional Phase Identification using Regional r Business Activity Index, I) 
 I = ¯ + &¯         (2.4) 
 where &¯ ~4(0, 6¯   7), ¯ = ¥ + d , 0 < , and d = {0,1} 
Equations (2.3) and (2.4) are basically the same except for the regional notation r in equation 
(2.4).  However, the probability process that drives the regional phase switching is assumed to be 
dependent on the national level phase.  Thus, the structure of the transition matrices associated 
with the regimes are different for the national and for the regional economies, as shown in 
equations (2.5) and (2.6). 
 (National Phase Transition Matrix) 
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 Thus, a dynamic factor model with a regime switching and an AR(1) structure will require at least 4 distinct 
phases defined in order to effectively identify the business cycle phase. 
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±9¥¥ 9¥9¥ 9², where 9= = Pr´ d = X | d =  ]    (2.5) 
(Regional Phase Transition Matrix) 
 ¶9 ¥¥· 9 ¥·9 ¥· 9 · ¸, where 9 =· = Pr´ d = X | d  = ,   d = 8 ], 8 = {0,1} (2.6) 
In other words, depending on the national cycle phase,33 34 the transition probability of a regional 
cycle phase also changes.  If the transition matrix does not change depending on the national 
cycle phase, then the regime switching probability will be the same (¹¥ ∶  9=¥ = 9= ), but for all 
of the MSAs, the testing results reject this null hypothesis.
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An additional feature of the above model is that it accounts for the heteroskedasticity of the 
uncertainty in each phase.  Since the volatility of the contraction phase is typically larger than 
that of the expansion phase, having the same volatility measure in each phase can exaggerate the 
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 The regional phase transition is assumed to be dependent on the current state of the national phase (d) instead of 
the past state of the national phase (d).  This is because 1) for most of the cities, their business cycle tends to lag 
the national business cycle, and consequently 2) the VAR granger causality test largely rejects the null hypothesis 
that the regional business cycle Granger-causes the national business cycle.  In this sense, the current national phase 
state is assumed to be exogenous to the current transition probability of regional business activities.  This lagging 
behavior is partly due to the larger service sectors in city area which are lagging the manufacturing sectors, and 
partly due to the fact that the regional indices are derived from employment series whereas CFNAI is derived from 
larger scope of business cycle measures. 
34
 Since many of the national economic indicators that are used in constructing the national business cycle index are 
aggregated series of regional economic indicators, the assumption that the national business cycle phase transition 
dynamics are independent of the regional business cycle phases is somewhat unrealistic.  However, in this paper, the 
national phase transition is nevertheless assumed to be look like equation (2.5) based on the argument in previous 
section that the unobserved state of the national economy is mostly determined by non-regional factors such as 
monetary/fiscal policy, international commodity markets and conglomerates business decisions and innovations.  
35
 The resulting phase probability, d, is not very much different even when we use a conventional single-level 
structure phase transition matrix.  The only difference between the multi-level structure Markov-switching model 
and the single-level structure Markov-switching model is the transition matrix itself. 
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duration of the expansion phase.  A Heteroskedasticity augmented Markov-switching Model can 
remedy this problem by allowing each phase to have different range of fluctuations. 
2.4.2 Data Description 
To represent the national economic activity, the Chicago Fed.  National Activity Index (CFNAI) 
was used.  For the regional counterparts, the first principal components of five monthly regional 
time series from Bureau of Labor Statistics (BLS) were used.  For the cross sectional comparison 
purposes, the series are normalized to have zero means and unit variances.  For the regional units, 
the top 20 MSAs in terms of 2011 Gross Metropolitan Product (GMP)
36
 were selected for the 
analysis. 
Each of the MSA business cycle measures (economic activity index) was constructed from the 
five monthly series – unemployment rate and employment in manufacturing, retail, professional 
& business, and leisure & hospitality – using a principal component analysis.  Since some of the 
observations exhibit abnormal deviations from the trend, those observations that exhibit more 
than five standard deviations away from the trend were selectively deleted.  For example, in 
1996 July and August, the Olympic games in Atlanta caused some disturbances in the city’s 
employment series.  Usually, 2~5 observations for Miami, Seattle, San Francisco, Atlanta, San 
Jose, Detroit, San Diego and Baltimore are way off from the trend.  Although, there are many 
pre-estimation smoothing techniques, for example, Crone (2005) used the Census Bureau’s 
ARIMA X11 to smooth some data series, this kind of smoothing technique can eliminate some 
important information about regional economic behavior reflected in the irregular part of the 
economic activities described in figure 2.2.  Instead, for those cities noted, some suspected 
observations (one or more shifts in the level of the business activity index series in a single 
month that may be the result of a change in the current population sample) were deleted.
37
  
After the deletion, the series were seasonally adjusted using U.S. Census ARIMA X12.  Then, 
the first principal component for each city is derived from the five series using the IPCA 
imputation algorithm
38
 to represent the business cycle measure.  Applying the dating scheme 
                                                          
36
 The list is provided in Appendix 2.1. 
37
 The list of the deleted observations is provided in Appendix 2.2. 
38
 For the detailed description of IPCA algorithm, refer to Imtias et al. (2008). 
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described in the previous section on this business cycle measure, the probability of the phase 
being in an expansion is derived. 
2.4.3 Phase Identification Results 
Equations (2.3) ~ (2.6) are estimated using a Gibbs sampling procedure
39
 in WINBUGS.
40
  The 
Gibbs sampler draws iteratively from the conditional posterior distribution of each parameter 
given the data and the rest of the parameters drawn from the previous iteration.  To ensure 
convergence, the first 10,000 draws were discarded, and only every 10th draw of the samples is 
preserved to eliminate the autocorrelation between iterations. The results of the U.S. and some 
selected cities are provided in figure 2.4.
41
 
To depict some features about the regional cycle phase, the shapes of the regional cycle phases 
are almost the same with few exceptions.  For example, during the sample period, there are three 
distinct national contraction periods, in 1990~1991 (oil price shock), in 2001 (dot-com bubble 
burst) and in 2008~2009 (sub-prime mortgage crisis).  Although, many cities entered into a 
regional contraction later than the national contraction, largely, the timing of the regional 
contraction phase approximately coincides with the national contraction.  This indicates that the 
cyclical phases of regional economies are closely related to the national cycle phase.  Some 
exceptions are Houston in early 1999 and Atlanta, Miami and Denver in early 2003. 
The contraction period of Houston in early 1999 was due to the oil price cut after OPEC decided 
to raise its quota by 10% following the Asian financial crisis.  Since the Houston economy is 
heavily dependent on the energy industry, the drop in the oil price could have hurt the 
performance of the Houston economy.  This result concords with the previous study on the 
regional business cycle heterogeneity by Park and Hewings (2012), asserting that the sectorial 
composition of the regional economies were the main source of regional heterogeneity. 
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 The priors for the parameters are specified as below: 
   ¯  and ¯  are given an improper normal prior with mean 0 and precision 0.0001, 
6¯   and 6¯   are given an improper inverse gamma prior with parameter (0.0001,0.0001), and 9¥ = 1 − 9 and 9 ¥· = 1 − 9 ·  are given an improper uniform prior Unif(0,1). 
The state parameters, S and Sr are drawn from Bernoulli distribution. 
40
 Bayesian Inference Using Gibbs Sampling for Windows 
41
 The results for other cities are provided in Appendix 2.3. 
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On the other hand, the contraction period of Atlanta, Miami and Denver in early 2003 came 
shortly after the economic recovery after the 2nd national recession.  For the same period, New 
York, Los Angeles, Minneapolis, Phoenix, San Diego, Portland and Baltimore were experiencing 
expansion, but the estimated probability of being in an expansion phase for those cities was less 
than 90%.  Also, for the same period, Chicago, Houston, Dallas, San Francisco, Boston and San 
Jose were experiencing a recession that was prolonged after the 2nd national recession.  This 
seems to imply that the national economic recovery in year 2002 was temporary or weak. 
In sum, almost every city has experienced the same cycles, and regional economies are 
heterogeneous only in terms of the (1) timing and the duration depicted by the phase transition 
dynamics, and (2) the average growth rate in each phase.  These findings concord with Hamilton 
and Owyang (2012)’s study of state-level business cycles wherein they noted that “[t]he primary 
differences we find across states come down to timing – when did the recession begin and end 
for that state – and not whether the state was able to avoid national downturn altogether.  This 
suggests to us that although recessions are different in terms of their causes, there is something 
similar about the event itself.  We would propose that a salient characteristic of a recession is the 
co-movement across states and the eventual tendency for the entire nation or at least a very large 
region to experience contraction at the same time.” 
To check whether the phases are distinctively identified, the growth rate and the volatility 
differences were tested.  In table 2.1, the average growth rate of the expansion phase and that of 
the contraction phase is positive and negative respectively, and the differences are significantly 
different from the null at the 95% confidence level. 
Also, the volatility measures are significantly different for most of the cities except for a few 
(Washington, Philadelphia, Atlanta, Miami and Phoenix).  The results are presented in table 2.2. 
2.4.4 Phase Transition Dynamics 
Depending on the national cycle phase, the estimated Markov transition matrices of MSAs are 
different, implying that the regional phase transition is dependent on the national phase.  The 
Markov phase transition matrices of some selected cities are presented in table 2.3.
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Propagation of National Cycle Phase into Regional Economies 
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 The transition matrices and some test results of other cities are provided in Appendix 2.4. 
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When the national economy and the regional economy are in the same phase, the regional phase 
tends to remain in this phase.  For example, when the national economy and the regional 
economy are both in expansion phases, the regional phase tends to stay in the expansion phase 
with probability of 98% ~ 99%.  It is also similar for the regional contraction period; the regime 
persists with probability of 93%~96%. 
However, when the national and regional phases do not coincide, the probability of the phase 
switching is mostly lower when the national phase is in expansion, although the probability 
varies significantly depending on the city.  In other words, the propagation of the national 
recession is more rapid and stronger than that of the national expansion.  For example of Chicago, 
the transition probability that Chicago economy will switch to an expansion phase is 20% during 
the national expansion period, but the probability of switching to a contraction phase is 71% 
during the national contraction period.  For all of the cities except for Seattle, Detroit and 
Portland, the propagation of the national contraction phase to a local economy is faster than the 
national expansion phase. 
Regional Phase Susceptibility against the National Phase Transition 
To test whether the Markov transition matrices of MSAs are different depending on the national 
cycle phases, two null hypotheses were tested: ¹¥: A − ½ = 0 (the probability of staying in an 
expansion phase is the same regardless of the national cycle phase) and ¹¥: ¦ − K = 0 (the 
probability of staying in a contraction phase is the same regardless of the national cycle phase).  
The test results of Chicago are provided in table 2.3.  When the regional economy is initially in 
expansion, the transition probability differs significantly depending on the national phase (reject ¹¥: A − ½ = 0).  On the contrary, when the regional economy is initially in contraction, the 
transition probability does not differ much (cannot reject ¹¥: ¦ − K = 0) except for a few cities. 
These results might be due to the asymmetric phase transmission channel from the national 
economy to the regional economy depending on the cycle phase of the regional economy.  For 
example, when a regional economy is in an expansion phase, the reaction to the national 
contraction should be prompt since if a business reacts against the national recession in a causal 
way, the business could be fatally harmed.  On the contrary, when a regional economy is in a 
contraction phase, the business should react carefully to the national expansion to avoid the risk 
associated with the false judgment on the national cycle phase.  In other words, the regional 
economies are more responsive to the aggregate market atmosphere during their expansion phase.   
50 
 
City-level Differences 
Although, most of the cities exhibit similar phase transition dynamics, the speed of the national 
phase propagation implied in the transition matrix is different across cities.  While all of the 
cities coincide or lag the national cycle, some catch up the national cycle almost promptly, while 
others are lagging significantly behind the national cycle when the national cycle and the 
regional cycle do not coincide.  As presented in table 2.4, some metropolitan economies, such as 
New York, Los Angeles, Houston, Dallas, San Francisco, Boston and San Jose, take more than 
half a year on average to recover from contraction even when the national economy is in an 
expansion phase.  In contrast, most of the economies take just 1~2 months to enter into 
contraction when the national economy is in contraction phase. 
This difference between transition dynamics of cities might be due to the industry composition of 
the cities and the relative positions of the regional economies in the value chain of the national 
production cycle.  The ex-ante anticipation of the national phase propagation speed using relative 
portion of durable goods production in earlier section revealed that in most of the cases, larger 
portion of durable goods production sector implies faster propagation of national market 
atmosphere.  Exceptions were San Diego and San Jose which had large portion of biotechnology 
and information industry sector that requires R&D investment thus lagging the national cycle.  
Also, Houston and Dallas also show very slow adjustment toward national cycle phase, probably 
due to the fact that these cities rely highly on oil production and related industries.  Additional 
finding is that larger cities tend to have slower adjustment speed, but this finding might be due to 
the fact that larger cities have larger service sector.  In any case, it is suspected that the position 
in the value chain of establishments within a city plays a key role in the speed of the propagation 
of the national cycle phase, but other explanations are also possible, and are left for future 
research.  
 
2.5  Impulse Response Analysis of Regional Business Cycle 
In the previous section, it was revealed that the national phase affects the transition dynamics of 
the regional cycle phase.  As shown in figure 2.2, the irregular part of the business cycle measure 
(the original measure net of the cycle trend component) also contains important information 
about national-regional interactions.  Since the regional economy exhibit asymmetric 
performances depending on their phases, one might conjecture that the national factor loadings 
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or the impact transmission structure will also be asymmetric depending on the regional cycle 
phases. 
The usefulness of accounting for this asymmetry in business cycles is that by separately 
identifying the factor loadings for each business cycle phase, the asymmetric effect of a policy 
impact can be understood more specifically.  For example, if the national factor loadings are 
more dominant in a contraction period, the national policy impact should be greater for that 
period, and vice versa.   
This asymmetric national policy impact is in accordance with historical experiences as well.  
Since most of the expansionary monetary/fiscal policy effects in a national recession aim to 
“alter” the pessimistic economic expectations of the market participants, while contractionary 
monetary/fiscal policy in national expansion phase aim to “mollify” too much optimism, the 
magnitude of impact should be asymmetric depending on the cycle phase.  For example, the 
same market interest rates might be regarded as “high” in a contraction period, and “low” in an 
expansion period, having different effect on lending and depositor behaviors.  Thus, it can be 
expected that the shock transmission mechanism in an expansion phase and that in a contraction 
phase will be different because of the differences in market participants’ behavior. 
 
2.5.1 Identification of the National Factor Loadings for MSAs 
After the identification of the business cycle phases, the regional economic activities (I) are 
analyzed in a multi-level structure model, as shown in equation (2.7): I = ¯ + 
¯ (I − ¯ ) + ¯ (c − ¯) + &¯ , &¯ ~N(0, 6¯   7)  (2.7) 
where S and Sr: cycle phase notation of national economy and region r economy respectively, 
  ¯ : average growth rate of regional r economic activity at t given state d, 
 ¯ : average growth rate of national economic activity at t given state d, 
 
¯ : lagged regional factor loading of regional r given state d, 
 ¯ : national factor loading of regional r given state d, ¯ , ¯, d  and d : given at the phase identification stage.  
In equation (2.7), the national component, c , is assumed to be an exogenous shock to the 
regional performances based on Chung (2013)’s findings.  The national counterpart of equation 
(2.7) is obtained using equation (2.8): c = ¯ + 
¯(c − ¯) + &¯ ,  &¯~4(0, 6¯  7)    (2.8) 
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where 
¯ is the coefficient for the lagged national business cycle measure given state d. 
Tests were also made to see whether the parameters are different depending on the cycle phase.
43
  
The results are presented in table 2.5.   
The national business activity measure exhibits a significant level of asymmetry, as expected.  
On the contrary, regional business activity measures exhibit different results with respect to 
factor loadings.  National factor loadings are mostly significant during a contraction phase, but 
they are insignificant for an expansion phase for many cities.  The differences of the national 
factor loadings between an expansion phase and a contraction phase are not very significant 
except for Chicago and Washington mainly because of the low significance level of the national 
factor loadings during the expansion phase.  Also, the volatility measures are not significantly 
different between expansion and contraction except for New York, Houston, Boston, San Jose 
and Baltimore.  This implies that the asymmetry of volatility between phases mostly comes from 
the national factor loadings, i.e., uncertainties are mostly symmetric at the regional level.  The 
coefficient for the lagged regional series, and the differences of this coefficient between phases 
are insignificant for some cities, but for those cities with significant values, the magnitudes are 
larger in a contraction phase than in an expansion phase, reflecting similar variations with the 
national measure.  Also, the magnitude of the national factor loadings are much greater than the 
coefficient for the lagged regional factor, suggesting that the national factor loadings play a more 
important role in regional business cycle evolution than the autoregressive force of the regional 
factor itself. 
 
2.5.2 Impulse Response Analysis 
Impulse response functions against the unit shock at the national level were drawn from the 
estimated factor loadings.  The responses are calculated in such a way that the response of the 
regional economy against the national shock should vary depending on the cycle phase of the 
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 Although, the original identification of the business cycle phase has already incorporated in different variances for 
each phase, at this stage of analysis, the sources of shock on each regional economy are decomposed into national 
component + its own regional lag + idiosyncratic component.  Thus, the variance measured in equation (2.7) 
represents the variance of idiosyncratic part of the regional series, while the variance measured in phase 
identification stage represents the total variance of the regional series. 
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national economy, and on the cycle phase of the regional economy.  The estimated responses of 
Chicago are presented in figure 2.5.
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Figure 2.5 exhibits the regional channel of the propagation of the national shock.  The positive 
national shock propagates into the regional economy more rapidly at the national contraction 
phase.  One notable feature of this figure is that the magnitude of the response at the regional 
level is larger when the national economy is in contraction.  This is because (1) the regional 
economic activity is mostly determined by the national economic activity, and (2) the national 
economy itself responds against the national shock to a greater extent during the contraction 
phase than during the expansion phase.  One possible explanation is that the positive national 
shock at the national contraction phase alters the expectations of the market participants at the 
national level, and this positive effect propagates into the regional economy more rapidly at the 
contraction phase.  On the contrary, the negative but same magnitude of national shock during 
the national expansion phase does not have much of an effect on the market participants and thus 
the effect should be limited.  Some exceptions are Houston and San Jose.  Both of these regional 
economies’ responses against the national shock when the national phase is in contraction and 
the regional phase is in expansion exhibit high levels of uncertainty.  Since the Houston economy 
relies heavily on the energy industry, and considering that a high energy price is beneficial for 
the Houston economy, (but might increase the cost of the operations of other industries) it is 
natural that the response of Houston economy should be sometimes the opposite of other 
economies against the national economic impact.  San Jose also exhibits a similar response 
against the positive national shock.  Supposedly, the industry mix or the relative position in the 
production chain might affect the regional response against the national shock. 
 
2.6  Conclusion 
Compared to the conclusions from previous studies, this paper argues that the national business 
cycle phase can be a more important factor in predicting the evolution of a regional economy.  In 
most of the cities, the number of contraction and expansion phases in regional business cycles is 
the same as that of the national business cycle, suggesting that the regional business cycle phase 
only differs from the national business cycle in terms of the duration and the timing, implying 
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 The responses of other cities are presented in Appendix 2.5. 
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that it is difficult to find a regional cycle that is independent of the national cycle.  In section 4, 
the results revealed that the regional business cycle phases are so heavily dependent on the 
national business cycle phase that when a regional cycle phase does not correspond to the 
national cycle phase, they have tendencies to follow the national cycle phase within a short 
period of time.  Although, Harding and Pagan (2002) proposed the concordance measure to 
represent the degree to which two business cycles are in sync by calculating the proportion of 
time that the national economy and the regional economy are in the same phase,
45
 this measure 
can be misunderstood if we take it to represent the degree of dependency of the regional 
economy on the national economy since greater differences in timing and duration do not imply 
more independence from the national cycle.   
Another finding is that the national phase transmission or the propagation of the market effects 
into the regional economies is asymmetric.  Although, the transition probabilities are different 
for each city, the national pessimism alters the phase transition dynamics of the regional 
economies more dramatically than the national optimism, and the regional economies catch up 
the national contraction phase more rapidly than during the national expansion phase.   
Finally, the results revealed that the regional economies respond differently to a national impact 
in expansion as opposed to a contraction phase.  Although there was regional heterogeneity in 
terms of national/regional factor loadings, in most of the cases, the cumulative impulse response 
is greater in a national contraction phase than in a national expansion phase.  This result implies 
that an expansionary monetary/fiscal policy is more effective in a contraction period than in an 
expansion period, and likewise, a contractionary monetary/fiscal policy does not harm the 
regional economy in a national expansion period as much as it does in a national contraction 
period. 
However, questions regarding the causes of the differences of the regional business cycle phase 
transitions and the asymmetric responses against the national shock still remain to be explored.  
As shown earlier, some cities react more promptly against the national phase transition than 
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 The concordance of the region i cycle and the U.S. national cycle is: 
¦,À¯ = 1* Á´d   dÀ¯  + (1 − d )(1 − dÀ¯ )] 
where d  is the probability of region i being in an expansion phase at time t. 
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others, and some cities are responding more sensitively against the national shock than others.  
These differences could be attributed to the different industry composition as Park and Hewings 
(2012) noted, but more elaborated study on this matter remains as a future research.  Finally, the 
results suggest that the national factor loadings play a more important role in regional business 
cycle evolution than the autoregressive force of the regional factor itself creating a need to 
consider explicitly the multi-level dimensions in regional business cycle analysis. 
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Figures and Tables 
Figure 2.1 
 Relative Portion of Durable Goods/Non Durable Goods Production 
 
* New York and Atlanta are not available. 
 
 
Figure 2.2 Dependency Structure of Regional Economy on National Economy 
Economic Activity = Cycle Phase + Irregular Movements 
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Figure 2.3 Conceptual Comparison of Regional Shock vs. National Shock 
 
  
      Region A               Region B 
Region A                  Region B 
Region A            Region B 
Region A                    Region B 
Effect of Regional Shock Effect of National Shock 
Regional Shock can result in mere 
reallocation of the resources 
within a nation, thus the size of 
region A+B (national economy) 
can remain changed little 
National Shock have an impact on 
the national level, thus 
disaggregated units (regional 
economies) are likely affected 
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Figure 2.4    Phase Identification Results 
* Thick Line: Probability of Business Cycle being in Expansion  
* Thin Line: Business Activity Measure, Standardize to have zero mean, unit variance 
* Shaded Area: NBER announced national contraction periods 
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Figure 2.4 (cont’) 
Miami 
 
Denver 
 
 
 
 
 
Figure 2.5  Phase Dependent Impulse Response Functions of Chicago 
* Impulse: One standard deviation amount of positive shock at the national level 
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Table 2.1   Growth Rate Asymmetry between Cycle Phases 
  
Average Growth Rate 
above/beyond the Historical Trend 
  A – B* 
  
Expansion Phase 
(A) 
Contraction Phase 
(B) 
  mean 2.5% 97.5% 
National 0.2849 -1.7380 
 
2.0230 1.5610 2.4700 
New York 0.5871 -2.0420   2.6290 2.1310 3.1180 
Los Angeles 0.6046 -1.6810 
 
2.2860 1.8870 2.7010 
Chicago 0.4959 -1.6630 
 
2.1580 1.7650 2.6100 
Washington 0.4406 -1.5530 
 
1.9940 1.5300 2.4960 
Houston 0.5799 -1.5040 
 
2.0840 1.7190 2.4540 
Dallas 0.6496 -1.8530 
 
2.5030 2.1700 2.8240 
Philadelphia 0.4630 -1.7110 
 
2.1740 1.7170 2.6700 
San Francisco 0.6132 -1.5920 
 
2.2060 1.7730 2.7860 
Boston 0.5494 -1.9080 
 
2.4570 2.0490 2.8590 
Atlanta 0.3755 -1.7890 
 
2.1650 1.7100 2.5840 
Miami 0.4102 -2.0840 
 
2.4940 2.0040 2.9630 
Seattle 0.3567 -2.0650 
 
2.4220 1.8250 3.0740 
Minneapolis 0.3626 -2.0040 
 
2.3660 1.8340 2.9120 
San Jose 0.6338 -1.9080 
 
2.5420 2.1120 2.9810 
Detroit 0.2791 -1.9440 
 
2.2230 1.7550 2.6930 
Phoenix 0.4800 -2.3510 
 
2.8320 2.3150 3.3170 
San Diego 0.3759 -1.2850 
 
1.6610 1.2610 2.1440 
Denver 0.4843 -2.0430 
 
2.5270 1.9130 3.3780 
Portland 0.4344 -2.6120 
 
3.0460 2.1910 3.8340 
Baltimore 0.3275 -1.2870   1.6140 1.1170 2.1130 
* The test statistics for all of the cities are significant at 5% confidence interval. 
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Table 2.2   Uncertainty Asymmetry between Phases 
 
Standard Deviations 
 
A – B 
 
Expansion Phase 
(A) 
Contraction Phase 
(B)  
mean 2.5% 97.5% 
National 0.5879 1.1924 
 
-0.6279 -0.9521 -0.3699 
New York 1.0611 1.6884 
 
-0.6468 -1.0210 -0.3275 
Los Angeles 1.0132 1.4347 
 
-0.4340 -0.7244 -0.1655 
Chicago 0.9600 1.3042 
 
-0.3571 -0.6356 -0.1177 
Washington 1.1046 1.3141 
 
-0.2277 -0.5977 0.0553 
Houston 0.8704 1.3119 
 
-0.4520 -0.7037 -0.2216 
Dallas 0.9345 1.2000 
 
-0.2769 -0.5428 -0.0508 
Philadelphia 1.1161 1.3699 
 
-0.2703 -0.5955 0.0086 
San Francisco 0.8959 1.4426 
 
-0.5619 -0.8864 -0.2481 
Boston 1.0179 1.2955 
 
-0.2913 -0.5745 -0.0466 
Atlanta 0.9152 1.0703 
 
-0.1734 -0.4589 0.0765 
Miami 1.0881 1.1919 
 
-0.1273 -0.5012 0.1586 
Seattle 1.0048 1.3706 
 
-0.3964 -0.8165 -0.0647 
Minneapolis 1.0687 1.3959 
 
-0.3526 -0.7336 -0.0362 
San Jose 0.8658 1.5314 
 
-0.6802 -0.9906 -0.4172 
Detroit 0.9436 1.2617 
 
-0.3431 -0.7093 -0.0636 
Phoenix 1.0270 1.2736 
 
-0.2725 -0.6214 0.0474 
San Diego 0.9676 1.2449 
 
-0.2932 -0.6134 -0.0275 
Denver 1.0055 1.5497 
 
-0.5709 -0.9939 -0.1878 
Portland 1.1132 1.5996 
 
-0.5522 -1.2300 -0.0439 
Baltimore 1.0119 1.2913 
 
-0.3028 -0.6867 -0.0007 
 * Shaded cities exhibit no significant difference of regional uncertainty between cycle phases 
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Table 2.3   Markov Transition Matrix of selected Cities 
 
* A = Pr´d  = q9 8; | d  = q9 8;, d = q9 8;] 
   B = Pr´d  = q9 8; | d  = q9 8;, d = ;) );]    C = Pr´d  = q9 8; | d  = ;) );, d = q9 8;] 
   D = Pr´d  = q9 8; | d  = ;) );, d = ;) );] 
National Phase 
  
Expansion 
      
Contraction 
  
    
  
expansion contraction 
      
expansion contraction 
  
Chicago expansion 
  
0.99 0.01 
  
 
  
0.29 0.71 
  
 
contraction 
  
0.20 0.80 
  
 
  
0.04 0.96 
  
  
 
 
mean 
  
 
2.5% 97.5% 
 
  
 
A - B 0.70 
  
( 0.26 0.98 ) 
    
  
C - D 0.16 
    
( -0.02 0.47 ) 
  
 
expansion contraction 
   
expansion contraction 
 
New expansion 
  
0.99 0.01 
  
 
  
0.41 0.59 
  
York contraction 
  
0.16 0.84 
  
 
  
0.04 0.96 
  
  
 
 
mean 
  
 
2.5% 97.5% 
 
  
 
A - B 0.59 
  
( 0.16 0.97 ) 
    
  
C - D 0.12 
    
( -0.03 0.31 ) 
    
  
expansion contraction 
      
expansion contraction 
  
Los expansion 
  
0.99 0.01 
  
 
  
0.41 0.59 
  
Angeles contraction 
  
0.11 0.89 
  
 
  
0.04 0.96 
  
  
 
 
mean 
  
 
2.5% 97.5% 
 
  
 
A - B 0.58 
  
( 0.16 0.96 ) 
    
  
C - D 0.08 
    
( -0.05 0.23 ) 
    
  
expansion contraction 
      
expansion contraction 
  
Seattle expansion 
  
0.99 0.01 
  
 
  
0.58 0.42 
  
 
contraction 
  
0.54 0.46 
  
 
  
0.06 0.94 
  
  
 
 
mean 
  
 
2.5% 97.5% 
 
  
 
A - B 0.41 
  
( 0.07 0.92 ) 
  
 
C - D 0.48 
  
( 0.05 0.93 ) 
    
  
expansion contraction 
      
expansion contraction 
  
Detroit expansion 
  
0.99 0.01 
  
 
  
0.38 0.62 
  
 
contraction 
  
0.77 0.23 
  
 
  
0.05 0.95 
  
  
 
 
mean 
  
 
2.5% 97.5% 
 
  
 
A - B 0.60 
  
( 0.18 0.96 ) 
    
  
C - D 0.72 
    
( 0.29 0.97 ) 
Portland expansion 
  
0.99 0.01 
  
 
  
0.50 0.50 
  
 
contraction 
  
0.60 0.40 
  
 
  
0.07 0.93 
  
  
 
 
mean 
  
 
2.5% 97.5% 
 
  
 
A - B 0.49 
  
( 0.15 0.92 ) 
    
  
C - D 0.53 
    
( 0.06 0.93 ) 
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Table 2.4 Average Months of the Regional Phase to catch up the National Phase 
Cities 
Contraction → Expansion Expansion → Contraction 
(National Phase=Expansion) (National Phase=Contraction) 
New York 6.4 1.7 
Los Angeles 8.8 1.7 
Chicago 4.9 1.4 
Washington 4.9 1.5 
Houston 10.0 3.5 
Dallas 8.7 1.8 
Philadelphia 4.8 1.6 
San Francisco 8.8 1.9 
Boston 7.7 2.6 
Atlanta 1.8 1.5 
Miami 1.6 1.5 
Seattle 1.9 2.4 
Minneapolis 2.2 1.8 
San Jose 7.4 1.8 
Detroit 1.3 1.6 
Phoenix 3.4 1.8 
San Diego 5.1 1.7 
Denver 3.9 2.0 
Portland 1.7 2.0 
Baltimore 3.3 1.4 
                   * These point estimates are calculated under the circumstance that the national cycle phase 
and the regional cycle phase do not coincide. 
 
  
68 
 
Table 2.5    Factor Loadings of MSAs 
 
Lagged Factor National Factor Standard Deviation 
Cities 
z   
¨   
z− 
¨  z   ¨   z− ¨  6z   6¨   6z− 6¨   
New York -0.05 
 
0.07
 
-0.12  1.96* 0.72* 1.25  1.02** 1.58** -0.58** 
Los Angeles -0.08 
 
0.15
 
-0.23  1.55
 
1.26** 0.29  0.97** 1.09** -0.13
 
Chicago -0.19 ** 0.30** -0.50** 2.86** 0.96** 1.90** 0.88** 0.86** 0.02
 
Washington -0.12 
 
0.06
 
-0.17  3.00** 0.54** 2.46** 1.06** 1.16** -0.12
 
Houston 0.05 
 
-0.03
 
0.08  -0.23
 
0.83** -1.06  0.82** 1.16** -0.35** 
Dallas -0.16 ** 0.40** -0.56** 1.49
 
0.46** 1.03  0.90** 0.97** -0.08
 
Philadelphia -0.12 
 
-0.04
 
-0.08  1.24
 
1.01** 0.23  1.06** 1.12** -0.07
 
San Francisco -0.07 
 
0.58** -0.65** -0.23
 
0.44* -0.67  0.87** 1.03** -0.17
 
Boston -0.20 ** 0.18
 
-0.38** 0.55
 
0.22
 
0.33  0.97** 1.19** -0.24** 
Atlanta 0.03 
 
-0.06
 
0.10  1.45* 1.00** 0.44  0.84** 0.75** 0.08
 
Miami -0.09 
 
0.28
 
-0.38* 1.43
 
0.67** 0.76  1.01** 0.87** 0.13
 
Seattle -0.11 
 
0.12
 
-0.23  1.30
 
0.97** 0.33  0.96** 0.87** 0.07
 
Minneapolis 0.00 
 
0.25
 
-0.25  0.88
 
0.84** 0.04  1.02** 0.97** 0.03
 
San Jose 0.26 ** 0.63** -0.37** -0.52
 
0.29
 
-0.81  0.81** 1.08** -0.28** 
Detroit 0.08 
 
0.11
 
-0.03  1.18
 
0.76** 0.43  0.89** 1.03** -0.16
 
Phoenix 0.22 ** 0.09
 
0.14  1.53* 0.82** 0.71  0.95** 0.94** 0.00
 
San Diego 0.05 
 
-0.06
 
0.10  0.56
 
1.25** -0.69  0.93** 0.94** -0.03
 
Denver -0.18 ** 0.42** -0.60** 1.11
 
0.63** 0.47  0.95** 1.13** -0.19
 
Portland -0.05 
 
0.18
 
-0.23  1.90** 0.86** 1.04  1.04** 1.23** -0.22
 
Baltimore -0.22 ** -0.24
 
0.02  1.08
 
0.69** 0.39  0.95** 1.19** -0.26* 
National 0.12 * 0.69** -0.57** - 
 
- 
 
-   0.56** 0.81** -0.27** 
 - q9 : expansion phase, co : contraction phase 
 - **: significant at 5% confidence interval, *: significant at 10% confidence interval 
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CHAPTER 3 
A Short Exercise to Assess the Consequences of Temporal and Spatial Aggregation 
on the Observed Spatial Interactions 
 
 
3.1  Introduction 
This paper aims to unravel how the observed spatial relationship changes as the frequency/scale 
of the temporal/spatial unit altered.  Whether temporal or spatial, the level of aggregation always 
becomes a problem when analyzing spatial relationships.  For example, in terms of the spatial 
dimension, most researchers seem to agree that more disaggregated data better reveals spatial 
dependencies.  In terms of temporal dimension, researchers’ opinions vary.  Some argue that a 
longer time period allows spatial spillover effects to be propagated through the observed spatial 
units, thus lower frequency data exhibit a larger amount of spillovers; however, other researchers 
provide opposing interpretations. 
In this paper, spillover effects are defined using forecast error variance decomposition (FEVD) 
and cumulative impulse response function (CIRF).
46
  FEVD decomposes the variances of the 
regional behaviors into their sources for a given forecasting horizon.  Thus, the “amount” of 
spillover can be defined as the portion of the neighborhood innovation relative to the regional 
variance.  CIRF measures the cumulative effect of a regional shock on the future values of 
regional values.  Thus, the “direction” of a spillover can be defined as the sign of the long-term 
cumulative response. 
Although the conclusions are derived from an experiment using a simple artificial regional 
economic structure, this paper argues that we should expect to observe a smaller volume of 
spillovers with larger frequency/scale of temporal/spatial units.  Also, when the disaggregated 
level regional economy is all competitive, i.e., the immediate next period neighborhood effect is 
negative for every regional unit, we should expect to observe more positive spillovers with odd 
numbers of temporal aggregations, but less positive spillovers with even numbers of temporal 
aggregations.  However, when the regional economy is mixed with competitive and 
                                                          
46
 Variogram is a more traditional way of measuring the degree of dependency in the literature of spatial analysis.  
However, in a multi-level structure economy where the similarities of the variances of spatially closely located units 
are largely caused by the common factor, FEVD and CIRF are more comprehensive ways of measuring the 
dependency structures. 
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complementary relationships, there is no monotonic trend of the relative portion of positive 
spillovers over the level of aggregations. 
This finding is more in concord with the assumption that there exists a common factor governing 
the behaviors of all of the regional units (multi-level structure).  In our exercise on real world 
data, under the multi-level assumption, on average, we observe less spillover effects with larger 
scale of spatial or frequency of temporal units when we assume the existence of common factor.  
However, these patterns are not observed when we assume there is no common factor (single-
level structure). 
Over a century ago, W. F. Gosset (Student) also thought about this problem, and in his letter to 
Karl Pearson in December 1910, he made a similar conclusion: “Now in general the correlation 
weakens as the unit of time or space grows larger and I can’t help thinking that it would be a 
great thing to work out the law according to which the correlation is likely to weaken with 
increase of unit” (Pearson, 1990).  His notion of correlation was retranslated into FEVD and 
CIRF in the regional economic activity analysis context. 
In this paper, a simple exercise was conducted using a restricted VAR(1) type of data generating 
process to see how the observed spatial relationship are altered as the level of aggregation of the 
observation changes.  A more generalized version of the same exercise also can be done, but this 
simple exercise is believed to produce enough implications of the effect of the aggregation in the 
spatial analysis literature. 
Additionally, as noted earlier, this paper incorporated a multi-level concept developed by Bai 
and Wang (2012) and Corrado and Fingleton (2011) in analyzing the spatial relationships.  To 
illustrate more, a multi-level structure of regional economic system assumes that there is are 
higher-level determinants that affect the behavior of spatial units.  For example, the behavior of 
each of the U.S. states is determined by the state’s own determinants as well as the national 
determinants such as federal-level monetary/fiscal policy, exchange rates, commodity prices and 
so on.  Thus, in practice, the region common factor is the national level economic behavior, and 
in our model, it is an exogenous, or almost exogenous,
47
 factor affecting the regional economic 
behavior.  By introducing an hierarchical structure into spatial analysis, a multi-level analysis 
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 Almost exogenous means regional shock does not have a significant impact on the region common economic 
behaviors.  More practically, in the model structure, the coefficients associated with the effect from regional shock 
to the region common behavior should be close to zero so that the local impact on the global behavior decays very 
fast throughout time. 
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argues that the co-moving behaviors of spatial units are largely due to these higher-level 
determinant(s), whereas a single-level analysis argues that the higher-level structure is a 
summation of its sub-units, e.g. the U.S. is composed of the U.S. states, thus co-moving 
behaviors are largely due to the spillover effects.  By comparing the forecast error variance 
decomposition and the impulse responses of regional observations using both concepts, this 
paper argues that a multi-level concept explains the real world data in a more realistic way. 
Recent studies on the spatial or temporal aggregation problems are briefly introduced in the next 
section.  In section 3, a multi-level and a single-level spatial analysis using the Bai and Wang 
(2012) formulation on the real world data are performed and the results are compared.  In section 
4, an artificial regional economic system is constructed to see how the observed spillovers 
change with the level of temporal/spatial aggregation, and section 5 provides some concluding 
remarks. 
 
3.2  Literatures on Temporal and Spatial Aggregation 
While the primary focus of this paper is on what we should expect to observe in terms of the 
spillover effects with different levels of data aggregation, most of the previous work has focused 
on other issues such as the biasedness or the efficiency loss of the estimated coefficients at the 
aggregated level when the true data generating process is defined at the micro level.  Regarding 
the temporal aggregation problem, examples are just too many to introduce here since, 
depending on the interests of the researcher, each of the properties of time-series model, such as 
impulse response analysis, cointegration, unit root test and so on are dealt individually in many 
studies.  To list a few related to this paper’s interest, Brewer (1973), Wei (1981) and Weiss 
(1984) tackle the issues related to temporal aggregation in an empirical studies.  Marcellino 
(1999) reviewing the literature on this issue showed that impulse response functions and forecast 
error variance decompositions, along with other properties such as Granger-causality and 
cointegration, change with the level of aggregation. 
The spatial aggregation problem, or the modifiable areal unit problem (MAUP),
48
 also has been 
an interest of spatial analysts for a long time since the pioneering work of Gehlke and Biehl 
(1934).  The effects on standard regression estimators are dealt in Barker and Pesaran (1989), 
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 MAUP refers to the spatial data problem associated with the scale of grouping and the zoning problem.  In this 
paper, the spatial data problem is dealt only in terms of the scale of grouping, or the level of aggregation. 
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Okabe and Tagashira (1996), Tagashira and Okabe (2002) and Griffith et al. (2003).  Their main 
findings are that “the GLS estimators of regression’s parameters are BLUE with a sampling 
variance greater than that obtained using GLS on the original data” (Arbia and Petrarca, 2011).  
Arbia and Petrarca (2011) also explored the efficiency loss of the estimators in the presence of 
spatial dependency. 
However, attempts to find a general “law” or some monotonic relationships, between the scale of 
grouping, or the level of aggregation, and the spillover effects, that can be defined in terms of 
forecasting error variance decomposition and the impulse response function, is very rare.  There 
is some empirical work exploring the effect of the scale of unit effects on the correlation 
coefficients or Moran’s I such as in Arbia (1989).  Gehlke and Biehl (1934) explored the effect 
of the aggregation on the correlation coefficient between observations, and Smith (1938) 
explored the correlation coefficient with different plot sizes in an agricultural experiment.  Also, 
Dusek (2004) showed how different geographical statistics varied with different levels of 
aggregations on Hungarian regional economic data.  However, Gehlke and Biehl (1934)’s 
finding that the correlation coefficient for variables of absolute measurement increases when 
areal units are aggregated contiguously, while Dusek (2004)’s finding that more aggregated 
observations exhibit higher Moran’s I are exactly the opposite of Gosset’s idea that the 
correlation will weaken with the increase of scale. 
On the contrary, in agricultural studies, Gosset’s idea is supported in both theoretical and 
empirical works.  For example, in Gelfand, et al. (2010), when the covariance between spatial 
units are defined in terms of area and distance, the inverse relationship between the aggregation 
level and the covariance are easy to assess.  Following Gelfand, et al. (2010), suppose a 
stationary spatially continuous stochastic process S(x)with covariance function cov{S(x), S(y)} = 67B() where  is the distance between the locations x and y. 
The covariance between spatial averages of S(∙) over two regions A and B is: γ(A, B) = (|A| × |½|)67 Ê Ê B(‖q − ,‖) 2q 2,ts     (3.1) 
where |∙| denotes area and ‖∙‖ distance. 
The above equation supports Gosset’s statement since in a space where the correlations are 
decreasing with the distance, the correlation weakens with the larger scale of unit.  For instance, 
when the covariance is proportional to the inverse distance, then the aggregation of the four 
equal-sized spatial units will result in the half size value of the original covariance.  Empirical 
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study of the correlations defined by the distance between objects can be found in Whittle (1956, 
1962) and MacCullagh and Clifford (2006).   
However, in more general spatial economic analysis, where the spillovers are not defined by 
correlations, and negative spillover exists, this type of argument is not applicable.  In this case, 
spatial dependency should be assessed using the concept of spillover that can be defined with, for 
example, forecast error variance decomposition or impulse response function, rather than 
correlation coefficient.  In other words, the correlation coefficient measures the degree of the co-
movement whereas the spillover effects measures the effects from the neighborhood. 
This conceptual distinction is more straightforward in a multi-level structure regional economic 
system.  For example, in a multi-level structure state-level economy, two independent counties 
can have high correlation coefficient if they are exposed to a same state-level shock, and having 
similar response functions in response to this shock.  Thus, if an economy is a multi-level 
structure, regions with high correlation coefficient may not be highly correlated.  That is, they 
are correlated to common factor rather than directly dependent to each other.  On the contrary, of 
course, in a single-level structure economy, high-correlation coefficient implies big spillover 
effects, thus the concept of correlation coefficients and spillovers can be used interchangeably. 
The researcher’s belief on the existence of a common factor becomes more important in 
empirical analysis.  For example, equating the co-movement to spillovers where the economy is 
a multi-level structure can exaggerate or bias the impact of local policy on its neighborhood 
regions.  Likewise, assuming the common factor where there is no such thing can underestimate 
or bias the impact of local shock.  However, in practice, we cannot distinguish whether the 
observed high correlations between regional units are due to the existence of common factor or 
the high dependency between regional units.  This issue will be addressed in subsequent sections. 
 
3.3  A Factor Analysis Exercise on the Real World Data 
Although, we cannot distinguish whether the observed co-moving behaviors are due to the 
existence of common factor(s) or due to the high dependency between regional units; some 
differences can be observed between those two conflicting views if we analyze them while 
altering the scale of units.  Using the approach of Bai and Wang (2012), a multi-level and a 
single-level dynamic factor analysis is conducted on selected regions.  It is revealed that in a 
multi-level model, the portion of spillover effects decreases on average with the larger scale of 
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the spatial or with higher frequency of temporal units
49
, while this inverse relationship is not 
found in a single-level model. 
3.3.1 Single and Multi-level Dynamic Factor Model Overview
50
 
A single level dynamic factor model for R-regional units with a VAR(1) structure can be 
expressed as equations (3.2)~(3.4): 
C,⋮,E = C
(F) … 0⋮ ⋱ ⋮0 … (F)E H
I⋮IJ + C
⋮E      (3.2) K(F) = &      ∀  ∈ {1, … (}       (3.3) 
HI⋮IJ = C
P … P⋮ ⋱ ⋮P … PE H
I⋮I J + C
Q⋮QE      (3.4) 
where ,  is 9 × 1 vector of endogenous region r observations, I  is unobservable fundamental forces that affect the dynamics of , , and R(Q| I , … , I ) = 0   ∀ ) ∈ {1, … , *}  2 ∀  ∈ {1, … , (}, R(|I, … , I  ) = 0   ∀ ) ∈ {1, … , *}  2 ∀  ∈ {1, … , (} ,  RT=UI, … , IV = 0   ∀  ≠ X ∈ {1, … , 9}, ∀ ) ∈ {1, … , *}  2 ∀  ∈ {1, … , (}, 
and RTYZUI, … , IV = 0   ∀ ) ∈ {1, … , *} and ∀  ≠ !,  ∈ {1, … , (}. 
The observed variables of each region ,  is decomposed into two parts of shocks, regional 
dynamic factor, I, and idiosyncratic error, .  The spatio-temporal relationship of regional 
factor can be found in the coefficient matrix of state equation of dynamic factor, equation (3.4).  
From this coefficient, we can derive the forecast error variance decomposition (FEVD) and 
cumulative impulse response functions (CIRF), and assess the spatio-temporal dynamics of 
regional business cycles.  Thus, in this sense, the “spillover” is larger if the neighborhood 
region’s percentage portion of FEVD is larger, and is positive (negative) if the cumulative 
response to the impact from its neighbor is positive (negative). 
A multi-level version of the above equations is shown in equations (3.5)~(3.7): 
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 Park and Hewings (2012) also revealed that the degree of spatial dependency increases with the use of more 
disaggregated temporal data. 
50
 A more detailed introduction of dynamic factor model can be found in Chung (2013), and the estimation scheme 
can be found in Bai and Wang (2012). 
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C,⋮,E = C
(F) (F) … 0⋮ ⋮ ⋱ ⋮(F) 0 … (F)E e
cI⋮If + C
⋮E     (3.5) K(F) = &      ∀  ∈ {1, … (}       (3.6) 
ecI⋮If = C
P … P (g)⋮ ⋱ ⋮P(g) … P(g)(g)E e
cI⋮I f + hii
jQbQ⋮Qkl
lm     (3.7) 
where ,  is 9 × 1 vector of endogenous regional observations, I  is unobservable fundamental forces that affect the dynamics of , , and c is unobservable fundamental force that affects the dynamics of (,, … , ,) R(Q| c, I , … , I ) = 0   ∀ ) ∈ {1, … , *}  2 ∀  ∈ {c, 1, … , (}, R(|c, I, … , I  ) = 0   ∀ ) ∈ {1, … , *}  2 ∀  ∈ {1, … , (} ,  RT=Uc, I, … , IV = 0   ∀  ≠ X ∈ {1, … , 9}, ∀ ) ∈ {1, … , *}  2 ∀  ∈ {1, … , (}, 
and RTYZUI, … , IV = 0   ∀ ) ∈ {1, … , *} and ∀  ≠ !,  ∈ {1, … , (}. 
The equations (3.5)~(3.7) are similar to the equation system (3.2)~(3.4), but now it assumes that 
there exists a global shock, c, which governs the behavior of all the regional units. 
Using Gibbs Sampling Algorithm in WinBUGS51 52, FEVD and CIRF are estimated. 
 
3.3.2 Exercises on the Selected Regions with Different Scale Units 
A single-level dynamic factor model (equations 3.2~3.4) and a multi-level dynamic factor model 
(equations 3.5~3.7) are estimated on the selected regional employment series with different 
temporal frequencies and spatial scales: monthly frequency county level, group level, state level 
and regional division level data are analyzed, and the county level monthly, quarterly and 
biannual frequency data are also analyzed.  At the county level, Peoria, Tazewell, McLean, 
Champaign and Vermilion Counties in Illinois were selected, since outside around those counties 
as a group, populations are very sparse, so those five counties are thought to have a natural 
                                                          
51
 Bayesian Inference Using Gibbs Sampling for Windows 
52
 Only VAR(1) structure model estimation results are presented in section 3.2 since, according to the Deviations 
Information Criteria (DIC), any higher lag order does not outperform VAR(1) structure of equations introduced in 
section 3.1.  Also, the Bayesian inference relies on priors, but for this exercise, uninformative priors were used.  
More detailed procedures can be found in Chung (2013). 
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common border.  At the group level, those five counties are referred to as the “I74” group.
53
  
Other groups are the St.Louis Group, Quad City Group, Springfield Group and Chicago Group 
that are all located inside or close to the state of Illinois.  Each group consists of 2~12 counties, 
and, like “I74” group, populations are very sparse outside the counties consisting each group.  
The detailed descriptions are provided in figure 3.1. 
At the state level, six Great Lake states, Illinois, Indiana, Michigan, Minnesota, Ohio and 
Wisconsin, were selected.  The regional division level units are simply the four U.S.  regional 
divisions (Northeast, Midwest, South and West).
54
. 
To compare the consequences of the use of different temporal frequencies of observations, 
county level monthly data were aggregated to generate quarterly and biannual series. 
Using those data sets, a single-level dynamic factor model (equations 3.2~3.4) and a multi-level 
dynamic factor model (equations 3.5~3.7) were estimated.  The FEVD results with different 
temporal scale derived from a multi-level model are presented in table 3.1
55
. 
The point estimates of 1-year ahead FEVD using a multi-level structure model shows that 
although the amount of spillover varies a lot depending on the individual regional units, on 
average, larger temporal scale observations generate less neighborhood portion of FEVD.  
Accordingly, as the temporal scale becomes larger, the portion from the innovation from the 
region own decreases, but the innovation from the region common factor increases.  On the 
contrary, a single-level structure model shows no specific pattern related to the level of temporal 
aggregation, having the neighborhood portion of variance about 70% regardless of the temporal 
scale. 
The FEVD results with different spatial scales exhibit a similar trend for the multi-level structure 
model.  In table 3.2, the portion of the neighborhood innovation decreases with larger scale of 
spatial units on average, but the portion of the region common factor increases.  In similar 
fashion to the case of temporal aggregation, a single-level structure model does not exhibit any 
specific trend with the level of the spatial aggregation.
56
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 It is named after the interstate highway I-74, because those counties are located along this highway. 
54
 Except for the regional division level spatial units, the selection of the regional units at all other levels suffer 
borderline problem since there is a possibility that some relevant regional unit could have been omitted.  However, 
further consideration of solving this borderline problem was not tried here since this section aims to sketch how the 
aggregation of spatial temporal unit affects the observed spillover effects in the real world data, and does not aims to 
exactly identify the regional economic system. 
55
 The results for single-level model are available in Appendix 3.1. 
56
 The results for single-level model are available in Appendix 3.2. 
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A regional economic performance attributable to neighborhood or region common factor is 
thought to be dependent on its geographical location or the relative position in the value chain, 
but the portion on average seems to exhibit some kind of monotonic trends related to the level of 
temporal/spatial aggregation in a multi-level structure model.  Of course, in the exercise on the 
different spatial scale, the results are not directly comparable because the ranges of the 
observations for each result are different.  Nevertheless, if the degree of dependency weakens 
with the geographical distance, the degree of dependency between subgroups will be weak, 
implying that the selected regions can be comparable if they are representative of the whole U.S.  
However, since it is almost impossible whether the selected regional observations are 
representative examples, we cannot argue that the monotonic trends we found are applicable to 
general case.  Thus, in order to develop theoretical expectations, a set of experiment on a 
constructed regional economic system was conducted in the next section.  It is found that the real 
world results from the multi-level structure model are consistent in most aspects with the results 
drawn from the exercise on the constructed regional economic system. 
Regarding the direction of the spillovers (CIRFs), no monotonic trend was found.57  In the multi-
level structure model, a positive spillover dominates in the most spatially aggregated 
observations (division level), but in the single-level structure model, a positive spillover 
dominates in the third-level spatial aggregation (state level).  However, it is hard to say there is 
any trend existing related to the level of temporal/spatial aggregation (table 3.3). 
In the next section, by constructing an artificial regional economic system, the consequences of 
the temporal/spatial aggregation over the amount and the direction of spillovers are compared 
with the results from this section’s empirical findings. 
 
3.4  Practice on Constructed Regional Economic System 
3.4.1 Assumptions on the Constructed Regional Economic System 
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 CIRF results are provided in appendix 3.3 (multi-level dynamic factor model) and in appendix 3.4 (single-level 
dynamic factor model). 
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The aggregation scheme that we are using on our practice is average sampling
58
, i.e., ©ccc )2 Ì!8 );  ) ) = ∑ K8 ccc )2 Ì!8 );8 2c ).  Also, the true 
data generating process is defined at the most disaggregated level. 
The first assumption that the aggregation scheme should be average sampling is not applicable to 
most empirical analyses in its original form, but in many cases, aggregations are approximately 
average sampling.  In the previous section, the dependent variable at the aggregated level is 
constructed from the aggregation of the disaggregated level data, log-transformed, and first-
differenced.  Thus, this example is not an average sampling per se.  However, since the first-
differenced value of log-transformed value is a first-order Taylor-expansion of the growth rate, 
and assuming that the initial status of the observations are approximately the same, the arithmetic 
average of the growth rate is almost the same as the first-differenced log-transformed 
observations.
59
 
The second assumption that the true data generating process is defined at the most disaggregated 
level is necessary in order to conduct the experiments in this section.  The reason is that if the 
true data generating process is defined at an aggregated level, we do not have to discuss what is 
going on at the disaggregated level because every significant interaction identified at the 
disaggregated level will all be spurious.  Additionally, in a real world situation, spatial 
interactions are mostly vivid at the disaggregated level.60 
In addition to those two restrictions, only a spatially stationary data generating process
61
 is 
employed here, since a spatially non-stationary process is not within the scope of this paper. 
The artificial regional economic system is consisted of 1,024 cities arranged in 32 × 32 
rectangular country.  Four cities comprise one county, thus there are 256 counties arranged in 16 × 16 panel.  Likewise, four counties comprise one group (64 groups), four groups comprise 
one state (16 states), four states comprise one division (4 divisions).  The graphical 
representation of the land structure is shown in figure 3.2. 
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 If a time series is stock data, the aggregation of the time series can be a point-in-time sampling, for example, ©ccc )2 Ì!8 );  ) ) = F 8) K8 ccc )2 Ì!8 ); 2c ).  For more detail, see Marcellino 
(1999). 
59
 For example, :(  + ! + ) − :(  + ! + ) ≈ YÎYÎÏ­gZÎZÎÏ­gÎÎÏ­YÎÏ­gZÎÏ­gÎÏ­ ≈ Ð (YÎYÎÏ­YÎÏ­ + ZÎZÎÏ­YÎÏ­ +ÎÎÏ­YÎÏ­ ) ≈ Ð (YÎYÎÏ­YÎÏ­ + ZÎZÎÏ­ZÎÏ­ + ÎÎÏ­ÎÏ­ ) ≈ Ð {(:   − :  ) + (: ! − : !) + (:  − : )}. 
60
 In February 2013, Beverly 18, a movie theater in Champaign, IL, closed, and shortly after, Savoy 16, a 
neighborhood movie theater in Savoy, IL opened a new I-Max theater, which provides an example of a negative 
spatial spillover effect at the disaggregated level data. 
61
 That is, for example, the root of |p − © r| = 0 from equation (3.8) fall outside the unit circle. 
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The true data generating process is defined at city level as shown in equation (3.8):
62
 " = A" + &, t = 1, … , T       (3.8) 
where, for a single-level structure, 
" = (,, ,7, … ,¥7Ò)′, A = Ó  , ⋯  ,¥7Ò⋮ ⋱ ⋮ ¥7Ò, ⋯  ¥7Ò,¥7ÒÕ and & = (&, &7, … &¥7Ò)~N(0, 67p¥7Ò), 67 = 1, 
and for a multi-level structure, 
" = (,Ö , ,, ,7, … ,¥7Ò)′, A = ×
 Ö,Ö  Ö, ⋯  Ö,¥7Ò ,Ö  , ⋯  ,¥7Ò⋮ ⋮ ⋱ ⋮ ¥7Ò,Ö  ¥7Ò, ⋯  ¥7Ò,¥7ÒØ and & = (&Ö , &, &7, … &¥7Ò)~N(0, 67p¥7Ò), 67 = 1. {, |  = 1, … , 1024} are dependent variables representing the regional economic behaviors, 
whereas ,Ö  is a region common factor.  As noted earlier, the region common factor is little 
affected by local shocks by assumption, the elements, { Ö, |  = 1, … , 1024}, are set to be zero 
in the coefficient matrix.  One might claim that this exogeneity assumption is rather extreme 
because in reality, some spatial units or events can be powerful enough to affect the region 
common behavior.  However, in the case where the region common factor is endogenous, the 
region common component is equivalent to just adding another regional unit in equation (3.8) 
with a single-level structure.  Thus, by looking at the generated FEVD and CIRF results of the 
single-level structure model, we can easily conjecture that the results are drawn from an 
endogenous region common factor because the results should lie somewhere between multi-level 
structure model and single-level structure model. 
The above data generating process defines how the constructed cities interact through time and 
space.  In this economy, every regional interaction is determined by the coefficient matrix A such 
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 A more general version of this kind of structure can be expressed as equation (*): " = ∑ ©" + & ,   ) = 1, … , *     (*) 
  where " = (,, ,7, … ,)′ is an ( × 1 dependent variables,  {©| = 1, . . , 9} are ( × ( coefficient matrices, E(&) = 0, E(&&′) =  ¬ (a positive definite coviariance matrix), E(&&n′) = 0 ∀) ≠ )′ 
For stationarity, all roots of Up − ∑ ©r U = 0 fall outside the unit circle.  Also, (*) can be expressed as VMA 
form as in equation (**): " = ∑ Ý&Þ , where Ý = ∑ ©=Ý== ,  = 1, 2, …, and Ý¥ = p and Ý = 0 ∀i < 0.  Since in this general case 
where the error term structure is not diagonal, the time profile of the shock effects the FEVD and CIRF, thus in our 
case, the error term structure is set to be diagonal for simplicity. 
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that a growth in region j at time t − 1 will induce  ,= growth in region i at time t (neighborhood 
effect).  Note that the above process is defined using demeaned variables, thus at the steady state, 
the growth rate of every region will grow at the historical average, and "·Y{ ·Y = 0.  Thus, a 
typical local policy shock will exhibit a CIRF graph such as figure 3.3.
63
 
For CIRF, since the region common factor is exogenous in a multi-level structure economy, we 
do not have to use a multi-level version of the model in analyzing the transmission of the 
regional shock through space.  In other words, we can regard the single-level structure model as 
the residuals of the regional economic system net of the national factor, and then conduct the 
CIRF analysis.  On the contrary, for FEVD, the existence of the region common shock 
sometimes alters the overall trend over the aggregation.  Thus, FEVD results are presented for 
both multi-level and single-level structure economy, whereas CIRF results are presented for only 
single-level structure economy. 
3.4.2 Derivation of Aggregated Level FEVD and CIRF 
The derivation of the data generating process at the aggregated level is not very useful in our 
analysis of spillover effects.  Since the purpose of this paper is to see what we expect to observe 
at the aggregated level in terms of spillovers, and spillovers are defined by FEVD and CIRF in 
this paper, we can directly look at the aggregated form of FEVD and CIRF instead of deriving 
the aggregated level data generating process. 
The derivation of the data generating process for the temporally aggregated observations is 
relatively easier than that for the spatially aggregated observations.  In our case where there is 
only one lag dependent variable and i.i.d. error term with unit variance, the VAR(1) form can be 
preserved.  For an n − period aggregation, i.e., "à = ∑ "¨¥ , equation (3.8) simply transforms 
into "à = ©¨"à + áà, where áà = ∑ (©¨¥ ∑ &=¨=¥ ).  However, in practice, since the error 
term, áà, is the superposition of n-multivariate normal distributions, if we assume approximate 
normality on the error term of the aggregated form, then it suffers a problem that we are 
automatically assuming the effects of the innovations at all n-sub periods are the same within one 
time period at the aggregated level.  In this case, the economic translation of FEVD or CIRF 
using the aggregated form of data generating process becomes different from the original 
disaggregated data generating process.  In more detail, for the case of FEVD, an element ·(ℎ) 
in FEVD is defined as the proportion of the h-step ahead forecast error variance of region r that 
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 A graphical example of a CIRF of a spatially non-stationary process is provided in appendix 3.5. 
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is accounted for by the innovations in region s.  Since áà = ∑ (©¨¥ ∑ &=¨=¥ ), innovations at 
sub periods t-i have different covariance structures.
64
  Thus, when we derive FEVD using the 
aggregated form of the data generating process, we are ignoring these differences, and same 
logic applies to CIRF.  For example, an innovation in January and one in March are treated as the 
same when we derive h-quarter ahead forecasting error variance decomposition with the 
assumption of the normality of áà. 
Similar problem occurs when we derive the data generating process for the spatially aggregated 
observations.  Following Arbia and Petrarca (2011), suppose G is an S × R aggregation matrix 
where 
äå = n (each aggregated level spatial unit contains the same n number of disaggregated 
level units).
65
  Then, an aggregated form of the data generating process can be expressed as "∗ = ½"∗ + &∗ where "∗ = ç", ½ = ç©ç′(ççn) and &∗ = ç&.  If we assume approximate 
normality, the aggregated level error term will be expressed as &∗~(0, 67p), as in Arbia and 
Petrarca (2011).  However, as a matter of fact, &∗ is a superposition of multivariate normal 
distributions, thus suffering the same problem as in the temporal aggregation case.  In other 
words, for example in our constructed regional economic system, FEVD or CIRF analysis with 
approximate normality assumption will treat a unit shock on peripheral region such as region #1 
the same as a unit shock on the region located closer to the center such as region #34.
66
 
Since our objective is to see what we will observe at the aggregated level, we do not have to 
numerically derive the aggregated form of the data generating process.  Instead, we can simulate 
some coefficient structure and visualize FEVD and CIRF as the same fashion in section 3.  In 
this manner, we can avoid the problem mentioned above. 
In order to visualize what will happen in FEVD and CIRF, another assumption that the shocks at 
disaggregated level are distributed evenly across the initial aggregated period has been made.
67
  
Thus, the economic meaning of FEVD at the aggregated level, for example, an element ·(ℎ) in 
                                                          
64
 For example, &7~4(0, 67(p + © + ©7)(p + © + ©7) ). 
65
 For example, when aggregating two units into one aggregated level unit (n=2) where there are four spatial units, G = ±1 1 0 00 0 1 1². 
66
 More specifically, when a regional shock spills over to region sharing borders (rook contiguous), then region #1 
spills over to regions #2 and #33 whereas region #34 spills over to regions #2, #33, #35 and #66. 
67
 For example, aggregating at the quarterly interval, FEVD and CIRFs are calculated assuming that the same 
amounts of shocks are given for the first three months.  We can also simulate and visualize the case that shocks are 
unevenly distributed across within an aggregated time period, but since there are infinitely many cases of uneven 
distributions, and since even distribution is representative, only evenly distributed case is visualized here. 
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FEVD is defined as the proportion of the h-step ahead forecast error variance of region r that is 
accounted for by the same amount of innovations in region s at time t = 0, 1, … , n − 1 (∈ τ = 0).  
A similar logic also applies for CIRFs. 
With the above assumption, since the disaggregated level FEVD is as in equation (3.9), the 
aggregated level FEVD can be derived as in equation (3.10):68 
·(ℎ) = ∑ (éêsëì)®íëîï∑ (éêsëTsëVêé)íëîï         (3.9) 
where  is a R × 1 selection vector (where the rth element=1 with zeros elsewhere) ·(¹) = ∑ ∑ (éêsëì)®íðñëîñòÏ­ñîï∑ ∑ (éêsëTsëVêé)íðñëîñòÏ­ñîï        (3.10) 
where ¹ ∋ {ℎ, ℎ + 1, … , ℎ +  − 1} 
For example, when aggregating a monthly data into a quarterly data, FEVD will be looking at 
12
th
 month for the monthly model, and 12~14 months for the quarterly model, as shown in figure 
3.4.  In this case, the one year ahead FEVD becomes a weighted average of 12~14 months ahead 
monthly level FEVD with three consecutive monthly shocks at the first three months.   
CIRFs can be derived using the same logic.69 
Similarly, from equation (3.9), a spatially aggregated version of FEVD can be expressed as 
equation (3.11):
70
 
¯(ℎ) = ∑ (ôê sëõ)®íëîï∑ (ôê sëTsëVêô)íëîï        (3.11) 
where (  2 d are aggregated spatial units, thus    2 ¯ are R × 1 selection vectors where 
any r
th
 and s
th
  elements that belong to R and S respectively are ones and zeros elsewhere. 
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 For more general case, as in equation (*), FEVD can be derived as ·(ℎ) = ∑ (éêöëì)®íëîï∑ (éêöë÷öëêé)íëîï .  Thus, a temporally 
aggregated version of FEVD should be ·(¹) = ∑ ∑ (éêöëì)®íðñëîñòÏ­ñîï∑ ∑ (éêöë÷öëêé)íðñëîñòÏ­ñîï . 
69
 If there is a unit shock to region r, h-step ahead CIRF can be calculated as P(ℎ) = ∑ ©?ø?¥  or in a more general 
case as in equation (*), P(ℎ) = ∑ Ý?ùø?¥ .  Thus, a temporally aggregated version of CIRF can be expressed as P(¹) = ∑ ∑ ©?øg?¥¨¥ , or from equation (*),P(¹) = ∑ ∑ Ý?ùøg?¥¨¥ .  However, in this case, in order to see 
the response of unit shock on the aggregated spatial unit, the amount of shock should be 1/, i.e., the selection 
vector  is composed of 1/ for its r-th element, zeros elsewhere. 
70
 Likewise before, more generalized version of the spatially aggregated version of FEVD can be expressed as ¯(ℎ) = ∑ (ôê öëõ)®íëîï∑ (ôê öë÷öëêô)íëîï .  CIRFs can also be expressed as P(ℎ) = ∑ ©?ø?¥  or for more general case (from 
equation (*)), P(ℎ) = ∑ Ý?ùø?¥ .  In the case of CIRFs, the selection vectors also should be ¨ , ( 8 )ℎ £! ;I )8 )ℎ ) !:;c );  ccc )2 :: ;I   89 ) : )) for the elements that belong 
to (, zeros elsewhere. 
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For the temporal aggregation, the disaggregated level (first level) observations are aggregated 
with 2 (second level) ~ 12 (twelfth level) periods of time.  For the spatial aggregation, the 
disaggregated level (first level) observations are aggregated by four regional units at each level, 
up to the fifth level where the number of regional units is only four. 
3.4.3 Change of the Neighborhood Portion with Aggregation – FEVD results 
When we disaggregate the sources of the variances of regional activities into neighborhood and 
its own (and region common for the multi-level structure) innovations, on average, the 
neighborhood portion increases with more temporal aggregation, but it decreases with more 
spatial aggregation.  However, in a multi-level structure regional economy, when the effect from 
the region common factor is relatively large, resembling the real world case, the neighborhood 
portion does not monotonically increase with the temporal aggregation: the neighborhood 
portion increased up to a certain level aggregation, and then it decreased afterwards. 
The FEVDs with various values of coefficients are calculated.  In equation (3.8), the 
autoregressive coefficient for region common factor is set to be 0.2 ( Ö,Ö = 0.2), and the effect 
from the region common factor is set to be 0.15 ({ ,Ö = 0.15 |  = 1, … , 1024}).  The 
autoregressive coefficient of regions own is set to be 0.1 ({ , = 0.1 |  = 1, … , 1024}).  Each 
regional unit is assumed to be affected by its neighbors sharing common borders (rook 
contiguous), and various values of the effects are used, from 0.04~0.22 for the positive 
neighborhood effects, and -0.04~-0.22 for the negative neighborhood effects.
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The FEVDs of individual regional units vary a great deal depending on their locations; thus, it is 
not appropriate to try to find a specific pattern related to the change of the scale of units by 
looking at the individual level regional units.72  However, when we average out our observations, 
we can see a clear pattern.  The results for the temporal aggregations are presented in figure 
3.5.
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 In other words, the coefficients for those regions sharing borders are assigned with values ranging from -0.04~-
0.22 & 0.04~0.22.  For the neighborhood effect values bigger than 0.22 or less than -0.22 are not tried here because 
they are spatially non-stationary.  Other values of autoregressive coefficient for region common factor, effect from 
the region common factor and autoregressive coefficient of regions own are also tried, but not presented here, 
because the implications drawn from the results are same. 
72
 As it is already shown in the real world data example, the portion of neighborhood effect varies depending on the 
region.  For our constructed regional economy, the variance of a region located at the border has larger portion of its 
own innovations. 
73
 The results do not change much when the neighborhood coefficients are negative. Appendix 3.6 provides the 
results. 
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Overall, both in multi-level structure economies and in single-level structure economies, 
regardless of whether the neighborhood effects are negative or positive, the portion of the 
neighborhood, or the amount of spillovers, increase with the level of aggregation, but the speed 
of increase decreases with the aggregation level.  However, for the multi-level structure economy 
with a large neighborhood effect (in this case, 0.22), the spillover decreased after some level of 
aggregation (in this case, fourth level). 
This difference in the trend of neighborhood portion, or the amount of spillover in the single-
level economy and in the multi-level economy, is due to the existence of the region common 
component.  In a single-level structure model, the spillover effects are propagating across 
multiple regional units and grow rapidly over time, whereas the autoregressive effect ( ,) 
remains in a single region, thus growing at a slower rate.  Thus, the portion of the neighborhood 
innovation becomes larger with the temporal aggregations.
74
  However, in a multi-level structure 
economy, since the region common innovation and the neighborhood innovations are both 
propagating across multiple regions, depending on their relative importance, the neighborhood 
portion decreases after a certain level of aggregation.  For example, as shown in figure 3.6, when 
the effect from the common factor is 0.09 ( ,Ö = 0.09), the neighborhood portion decreases 
after the eleventh level of aggregation, but when the effect from the common factor is 0.21 ( ,Ö = 0.21), the neighborhood portion decreases after the third level of temporal aggregation.  
In sum, a larger value of the region common factor loading induced a more rapid decrease in the 
neighborhood portion.  Conclusively, in a multi-level structure economy, the neighborhood 
portion of the variance can decrease or increase depending on the aggregation level and the 
relative importance of the region common factor, whereas in a single-level structure economy, 
the neighborhood portion of variance only increases with the level of temporal aggregation.  
Thus, at a more temporally aggregated observations, those researchers believing in the 
importance of the region common factor loadings will expect less spatial dependency, whereas 
those researchers not believing in the existence of region common factor will expect more spatial 
dependency. 
This trend over temporal aggregation concords with the average trends found in the multi-level 
estimation results from the real world data in the previous section.  In the real world data, the 
portion of own factor decreased and that of common factor increased, generating the same results 
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 This phenomenon also appears when we assign the autoregressive coefficients larger value such as  , = 0.8. 
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as those from our constructed regional economic system.  Also, the portion of neighborhood 
innovation decreased in the real world data exercise, implying that the region common factor 
occupies a larger portion of the regional variances.  On the contrary, for the single-level structure, 
it is hard to tell whether the constructed regional economic system and the real world exercise 
results are in agreement. 
Contrary to the temporal aggregations, spatial aggregation shows a monotonic decrease of the 
neighborhood portion regardless of whether the regional economy is a multi-level structure or a 
single-level structure.  As shown in figure 3.7, regardless of our choice of the values for the 
neighborhood effects, the amount of spillover decreases monotonically.
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This monotonic decrease with the level of spatial aggregation is mainly due to the fact that our 
regional economic system is spatially stationary.  Since all the innovations are processed in a 
spatially stationary system, an effect of a local shock fades away with distance.  Thus, a shock 
once regarded as a neighborhood innovation can become an own innovation at a more 
aggregated level.  In other words, unlike the temporal aggregation exercise where the relative 
portions of sources of innovations depend on the speed of their propagation across regional units, 
the spatial aggregation exercise is comparable to watching the regional economic system with 
lenses with different focal lengths at the same time spot, as described in figure 3.8. 
As shown in the above figure, at a disaggregated level, we see the cumulative response of a local 
shock at the most detailed precision, thus the responses around the innovation is categorized as 
neighborhood effect.  However, at the 4th-level aggregation, those neighborhood effects are 
mostly trapped inside the aggregated spatial unit, thus the neighborhood effect almost disappears.  
Relating this idea with FEVDs, with the assumption that the innovations are equally generated 
across the regions, only those local innovations located near the borderline of the aggregated 
spatial unit can penetrate into the neighboring aggregated spatial units.  In other words, as long 
as the regional economic system is spatially stationary, the spatial aggregation will result in less 
spillover effects. 
3.4.4 Portion of Negative Spillovers with Aggregation – CIRF results
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 The results do not change much when the neighborhood coefficients are negative. Appendix 3.7 provides the 
results. 
76
 CIRFs can be graphically visualized as a three-dimensional graph, as shown in figure 3.3 in previous section.  To 
avoid the boundary location problem when the shock is imposed on the edge of the country, it is assumed that the 
shock is positioned in the middle of the country, i.e., unit #496 for city level CIRF and units #463, #464, #495 and 
#496 for county level CIRF. 
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Along with the amount of spillover effects, the sign of spillover effects is also assessed.  It is 
found that when regional units have a negative immediate effect, i.e., neighbors are exhibit 
negative coefficients in equation (3.8), then odd numbers of temporal aggregation increase the 
portion of the positive cumulative responses, but even numbers of temporal aggregation decrease 
the portion of the positive cumulative responses.  Regarding spatial aggregation, more 
aggregation reduced the portion of positive cumulative responses.  However, when the regional 
economic system is mixed with positive and negative effects, the portion of cumulative 
responses is nonlinear with respect to the level of aggregation. 
Even when the regional units are competing with their immediate neighbor, i.e., a positive unit 
shock produces negative impacts on the immediate neighbors, the next period response results in 
positive impacts on the immediate neighbor’s immediate neighbor.  This pattern continues 
throughout time; thus, when the impacts are propagated through the rook contiguous regional 
system, then the relative portion of negative cumulative response and that of positive cumulative 
response reverses with every another level of aggregation.  This pattern is shown in the first 
column of table 3.4 and in the first row of figure 3.9.  We can observe that with odd numbers of 
temporal aggregation, the number of positive CIRF increases, but with even numbers of temporal 
aggregation, the number of negative CIRF deceases. 
However, this monotonic trend cannot be found in other cases where regional units are mixed 
with competitive and complementary relationships, and even reversed in other cases (the third 
row of figure 3.9). 
Similar argument applies to the spatial aggregation case as well.  When the immediate 
neighborhood effects are all negative, then more spatial aggregation monotonically reduces the 
portion of the positive CIRFs.  However, if the regional system is mixed with positive and 
negative effects, this monotonic trend no longer exists (table 3.5). 
Conclusively, regarding CIRF, it is most likely that we cannot find any pattern regarding the 
numbers of positive/negative spillover effects. 
 
3.5  Conclusion 
Table 3.6 summarizes the results from the previous sections.  In a single-level structure model, 
the FEVD results on different levels of temporal aggregations are opposite to Gosset’s prediction 
that a larger scale of unit will reduce the spatial correlation.  However, even though it could 
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happen under certain conditions, such as large region common factor loadings on regional 
activities, a multi-level structure is in agreement with the prediction.  Spatial aggregation results 
are also in in concordance with the prediction.  If the region common factor plays the most 
important role in regional economic activities, as is the case of the regional employment series 
exercise in section 3, it can be concluded that we will observe less spillovers with larger scale of 
units. 
However, there are some limitations with our FEVD analysis on the constructed regional 
economic system.  Most importantly, the neighborhood portion of total variance is decreasing 
with the level of spatial aggregation, but this is more or less due to the fact that the regional 
economic system is spatially stationary, and that the neighborhood effects are geographically 
constrained within neighboring units.  In other words, since the effect of an innovation fades 
away more quickly with distance, and the spatial aggregation binds regional units located close 
to each other, the spillover parts of innovation should be reduced with larger scale of spatial units 
that results in increasing the distance from regional units.  Thus, if the neighborhood effect is 
determined not by geographical closeness but by trade linkage, the spatial aggregation based on 
geographical location will not necessarily produce an inverse relationship between the 
neighborhood portion of FEVD and the level of spatial aggregation.  Nevertheless, in many cases, 
we could expect smaller spillover effects with larger spatial scale because most human activities 
are physically constrained by their geographical locations. 
Additional limitations relate to the relative sizes of regional units, the regional differences in the 
region common factor loadings, closed economy assumptions, and so forth, but the how the 
relaxation of these strong assumptions will change the conclusions of this paper remains for the 
future studies. 
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Figures and Tables 
 
 
Figure 3.1     Group Data Specifications 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.2       Constructed Regional Economy 
 
 
 
  
Map Source: www.donatelifeillinois.org-
content/themes/donatelife/map/default.html?id=18 
Cut-off: Population over 8,000 in 
2011 are consisting group 
observations 
(Except for Boone county 
(population 5,400) near Chicago) 
Group “Chicago” 
(12 counties) 
Winnebago, Boone, 
McHenry, Lake, Dekalb, 
Kane, Dupage, Cook, La 
Salle, Kendall, Will and 
Kankakee 
Group “I74” (5 counties) 
Peoria, Tazwell, McLean, 
Champaign and 
Group “Springfield” 
(2 counties) 
Sangamon and 
Macon 
Group “St.Louis” (8 counties) 
Madison, St.Clair, St.Charles 
(MO), St.Louis(MO), 
St.Francois(MO), Jefferson(MO), 
Franklin(MO) and St.Louis 
city(MO) 
Group “Quad” 
(2 counties) 
Rock Island and 
Scott(IA) 
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Figure 3.3   A Typical CIRF of Spatially Stationary Process 
t=1 t=3 t=6 t=9 t=12 t>15 
      
 
 
 
Figure 3.4  Conceptual Comparison of One-year-ahead FEVD of Monthly and Quarterly Data 
Monthly Data 
shock       12-step ahead = 1 year ahead 
↓            ↑    
t=0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
 
Quarterly Data 
shock       4-step ahead = 1 year ahead 
↓ ↓ ↓          ↑ ↑ ↑  
t=0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
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Figure 3.5   One-year-ahead Forecast Error Variance Decomposition with Different Temporal 
Aggregation Level - Positive Neighborhood Effect 
Multi-level Structure 
 
Single-level Structure 
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Figure 3.6   One-year-ahead FEVD with Different Temporal Aggregation Level 
- Different Common Factor Effects in Multi-level Economies 
Variance from Neighbors 
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Figure 3.7  Twelve-step-ahead Forecast Error Variance Decomposition 
with Different Spatial Aggregation Level - Positive Neighborhood Effect 
Multi-level Structure 
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Figure 3.8   Example of Spatial CIRFs to a Local Shock with different levels of Aggregations 
Observation at the 
Disaggregated Level 
Observation at the 
2nd-level Aggregation 
Observation at the 
3rd-level Aggregation 
Observation at the 
4th-level Aggregation 
    
 
 
 
Figure 3.9 # of positive CIRF / # of negative 1-year ahead CIRF in Temporal Aggregation Example 
Aggregating Odd Numbers of Periods Aggregating Even Numbers of Periods 
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Table 3.1 Temporal Aggregation using a Multi-level Structure Model 
- Point Estimates of 1-year ahead Forecast Error Variance Decomposition 
* Capital letters denote regions, for example, “G” denotes region common shock, and A: Peoria County, B: 
Tazewell County, C: McLean County, D: Champaign County, E: Vermilion County 
 
  A B C D E G Total   neighbor own common 
A 23.4% 65.7% 2.8% 3.7% 3.1% 1.4% 100% 
 
75.2% 23.4% 1.4% 
B 18.3% 69.8% 4.1% 3.6% 2.6% 1.6% 100% 
 
28.6% 69.8% 1.6% 
C 15.2% 75.9% 1.2% 3.9% 3.3% 0.5% 100% 
 
98.2% 1.2% 0.5% 
D 32.3% 43.2% 16.3% 3.0% 1.0% 4.2% 100% 
 
92.8% 3.0% 4.2% 
E 28.4% 41.1% 13.2% 3.1% 3.9% 10.3% 100%   85.8% 3.9% 10.3% 
        
average 76.1% 20.3% 3.6% 
 
  A B C D E G Total   neighbor own common 
A 4.3% 1.8% 10.0% 4.7% 1.9% 77.3% 100% 
 
18.4% 4.3% 77.3% 
B 2.4% 1.4% 5.8% 3.1% 15.9% 71.4% 100% 
 
27.2% 1.4% 71.4% 
C 0.9% 0.4% 21.6% 1.7% 58.6% 16.8% 100% 
 
61.6% 21.6% 16.8% 
D 1.8% 0.7% 22.5% 5.9% 55.3% 13.8% 100% 
 
80.2% 5.9% 13.8% 
E 1.5% 0.2% 34.6% 2.1% 60.6% 1.0% 100%   38.4% 60.6% 1.0% 
        
average 45.1% 18.8% 36.1% 
 
  A B C D E G Total   neighbor own common 
A 0.2% 0.4% 1.0% 0.0% 0.0% 98.3% 100% 
 
1.5% 0.2% 98.3% 
B 0.7% 69.6% 4.4% 0.3% 2.4% 22.5% 100% 
 
7.9% 69.6% 22.5% 
C 0.0% 26.9% 1.7% 3.8% 0.0% 67.6% 100% 
 
30.7% 1.7% 67.6% 
D 0.6% 84.1% 3.1% 9.5% 2.3% 0.4% 100% 
 
90.1% 9.5% 0.4% 
E 2.9% 70.1% 4.5% 6.7% 8.2% 7.7% 100%   84.1% 8.2% 7.7% 
        
average 42.9% 17.8% 39.3% 
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Table 3.2  Spatial Aggregation using a Multi-level Structure Model 
- Point Estimates of 12-step ahead Forecast Error Variance Decomposition 
* Capital letters denote regions, for example, “G” denotes region common shock. 
 
    * A: Peoria County, B: Tazewell County, C: McLean County, D: Champaign County, E: Vermilion County 
  A B C D E G Total   neighbor own common 
A 23.4% 65.7% 2.8% 3.7% 3.1% 1.4% 100% 
 
75.2% 23.4% 1.4% 
B 18.3% 69.8% 4.1% 3.6% 2.6% 1.6% 100% 
 
28.6% 69.8% 1.6% 
C 15.2% 75.9% 1.2% 3.9% 3.3% 0.5% 100% 
 
98.2% 1.2% 0.5% 
D 32.3% 43.2% 16.3% 3.0% 1.0% 4.2% 100% 
 
92.8% 3.0% 4.2% 
E 28.4% 41.1% 13.2% 3.1% 3.9% 10.3% 100%   85.8% 3.9% 10.3% 
        
average 76.1% 20.3% 3.6% 
 
    * A: St.Louis Group, B: Quad Cities Group, C: Springfield Group, D: Chicago Group, E: I74 Group 
  A B C D E G Total   neighbor own common 
A 3.1% 7.2% 65.0% 18.6% 0.5% 5.7% 100% 
 
91.2% 3.1% 5.7% 
B 1.8% 12.1% 64.0% 18.3% 0.5% 3.2% 100% 
 
84.7% 12.1% 3.2% 
C 1.9% 1.2% 84.9% 8.0% 0.2% 3.8% 100% 
 
11.3% 84.9% 3.8% 
D 1.4% 6.7% 62.2% 24.4% 1.0% 4.4% 100% 
 
71.3% 24.4% 4.4% 
E 2.0% 7.3% 59.5% 21.6% 1.4% 8.1% 100%   90.5% 1.4% 8.1% 
        
average 69.8% 25.2% 5.0% 
 
    * A: Illinois, B: Indiana, C: Michigan, D: Minnesota, E: Ohio, F: Wisconsin 
  A B C D E F G Total neighbor own common 
A 79.1% 2.3% 7.9% 6.2% 0.8% 0.2% 3.5% 100% 17.4% 79.1% 3.5% 
B 57.5% 2.4% 29.2% 4.4% 0.4% 0.6% 5.5% 100% 92.1% 2.4% 5.5% 
C 7.6% 0.2% 70.3% 10.3% 4.7% 3.1% 3.8% 100% 25.9% 70.3% 3.8% 
D 4.8% 0.2% 6.4% 77.5% 3.3% 2.7% 5.2% 100% 17.3% 77.5% 5.2% 
E 24.2% 1.4% 3.3% 2.3% 65.4% 0.1% 3.3% 100% 31.3% 65.4% 3.3% 
F 8.4% 0.4% 12.4% 46.1% 11.3% 3.7% 17.6% 100% 78.7% 3.7% 17.6% 
        
average 43.8% 49.7% 6.5% 
 
    * A: Northeast Regional Division, B: Midwest Regional Division, C: South Regional Division, D: West Regional 
Division 
  A B C D G Total     neighbor own common 
A 16.2% 0.2% 4.4% 0.3% 78.9% 100% 
  
4.9% 16.2% 78.9% 
B 0.7% 2.1% 0.2% 0.1% 96.9% 100% 
  
1.0% 2.1% 96.9% 
C 3.1% 0.3% 2.7% 0.8% 93.1% 100% 
  
4.2% 2.7% 93.1% 
D 8.0% 0.2% 2.5% 0.4% 88.9% 100%     10.7% 0.4% 88.9% 
        
average 5.2% 5.3% 89.5% 
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Table 3.3 Numbers of the Signs of the Cumulative Responses to the Impulses from Neighboring Regions 
 
 
     sign of response - + 0 total #+/#- 
county 7 8 5 20 1.1 
group 3 2 15 20 0.7 
state 7 10 13 30 1.4 
division 1 2 9 12 2.0 
quarterly 4 4 12 20 1.0 
biannual 4 6 10 20 1.5 
       
     sign of response - + 0 total #+/#- 
county 5 8 7 20 1.6 
group 4 6 10 20 1.5 
state 5 21 4 30 4.2 
division 4 8 0 12 2.0 
quarterly 5 7 8 20 1.4 
biannual 4 6 10 20 1.5 
 
 
* Signs are decided according to the 90% confidence interval. (Thus, “0” means insignificant at 90% CI) 
* For county, group, state and division observations, 12-step ahead CIRFs were used. For quarterly and 
biannual observations, 1-year ahead CIRFs were used. 
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Table 3.4 
Number of Positive CIRF / Number of Negative CIRF* with Different Temporal Aggregation Level 
 
Neighborhood 
Effect Sharing: 
Borders<0 Borders=0 Borders=-.05 Borders=.05 Borders=.05 Borders=.15 Borders<0 
Vertices=0 Vertices<0 Vertices=-.05 Vertices=-.05 Vertices=-.15 Vertices=-.05 Vertices>0 
disaggregated 0.8622  0.8622  0.6720  1.0250  1.0710  0.9184  1.0027  
2-periods 1.1480  1.1480  1.1901  1.0413  0.9650  1.0613  1.0024  
3-periods 0.8789  0.8789  0.7536  0.9855  1.0275  1.0360  1.0021  
4-periods 1.1211  1.0000  1.0645  1.0000  0.9845  1.0813  1.0000  
5-periods 0.9082  1.0000  0.8517  1.0277  1.0118  1.0521  1.0000  
6-periods 1.0854  1.0000  1.0645  1.0000  0.9692  1.0813  1.0000  
7-periods 0.9321  1.0000  0.9069  0.9961  1.0157  1.0687  1.0000  
8-periods 1.0625  1.0000  1.0000  1.0000  1.0000  1.0480  1.0000  
9-periods 0.9490  1.0000  0.9357  0.9655  1.0000  1.0687  1.0000  
10-periods 1.0461  1.0000  0.9768  0.9922  1.0000  1.0480  1.0000  
11-periods 0.9621  1.0000  0.9542  0.9845  1.0000  1.1201  1.0000  
12-periods 1.0335  1.0000  0.9692  1.0000  1.0000  1.1157  1.0000  
* 1-year head (assuming that the disaggregated level observations are monthly) CIRFs 
 
 
Table 3.5 Number of Positive CIRF / Number of Negative CIRF* 
with Different Spatial Aggregation Level 
 
Neighborhood 
Effect Sharing: 
Borders<0 Borders=0 Borders=-.05 Borders=.05 Borders=.05 Borders=.15 Borders<0 
Vertices=0 Vertices<0 Vertices=-.05 Vertices=-.05 Vertices=-.15 Vertices=-.05 Vertices>0 
City 1.1736  1.1736  1.4414  1.0032  0.9167  0.9531  1.0032  
County 3.5417  0.0060  0.3203  0.4569  0.0060  1.6406  2.0179  
Group 2.0833  0.0208  0.2250  0.2250  0.0208  1.4500  3.0833  
State 1.5000  0.0667  0.1429  0.2308  0.0667  1.0000  1.6667  
Division 1.0000  0.3333  0.3333  0.3333  0.3333  3.0000  1.0000  
* 12-step ahead CIRFs 
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Table 3.6     Summary Table 
 Real World Data Exercise Exercise on the Constructed Regional Economy 
 
 
 
 
 
 
Multi-level 
Structure 
 
Temporal aggregation decreases the 
neighborhood portion of FEVD 
 
 
 
 
Spatial Aggregation decreases the 
neighborhood portion of FEVD 
 
No specific pattern found in terms of the relative 
portion of positive signs to the negative signs of 
CIRFs 
 
 
When region common factor loading is large, 
neighborhood portion of FEVD decreases 
after a certain level of temporal aggregation. 
Otherwise, temporal aggregation decreases the 
neighborhood portion of FEVD 
 
Spatial Aggregation decreases the 
neighborhood portion of FEVD 
 
No specific pattern found in terms of the relative 
portion of positive signs to the negative signs of 
CIRFs, if the regional relationship is mixed with 
positive and negative neighborhood effects. 
 
 
 
 
 
 
Single-level 
Structure 
 
No specific pattern found in the neighborhood 
portion of FEVD in terms of temporal 
aggregation 
 
No specific pattern found in the neighborhood 
portion of FEVD in terms of spatial aggregation 
 
No specific pattern found in terms of the relative 
portion of positive signs to the negative signs of 
CIRFs 
 
 
Temporal aggregation increases the 
neighborhood portion of FEVD 
 
 
Spatial Aggregation decreases the neighborhood 
portion of FEVD 
 
No specific pattern found in terms of the relative 
portion of positive signs to the negative signs of 
CIRFs, if the regional relationship is mixed with 
positive and negative neighborhood effects. 
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APPENDIX 
 
Appendix 1.1 
Posterior Distribution of Parameters 
 
Suppose we have one lag factor term in each observation and state equation, and the error terms 
follow AR(1) process in observation equation (1.8).  Then equation (1.8)~(1.10) can be 
expressed as (1.8)ˊ ~(1.10)ˊ. 
 
 (1.8)ˊ " = ü¥I + üI +  
 (1.9)ˊ  = θ + & 
 (1.10)ˊ I = ÝI + o 
 where " = (,, … , ,)′  
            I = (c, I, … , I)′ 
             = (b, , … , )′ 
            & = (&b, &, … , &)′ 
 
Since & are assumed to be mutually and serially uncorrelated, it is convenient to transform 
equation (1.8)ˊ and (1.9)ˊ into the following equation (1.9)ˊˊ in an actual implementation of 
WinBUGS. 
 
(1.9)ˊˊ " = θ" + ü¥I + (ü − θü¥)I − θüI7 + & 
 
Along with equation (1.10)ˊ, the following describes the likelihood and the priors. 
 
(Likelihood) 
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For each observation, , , I( ,) = 4;£ :(  , ¬), where ¬ = þ
6 7 0 … 00 67 7 … 0⋮ … ⋱ ⋮0 … … 6 7
, 
and for ) = {3, … , *},  = θ" + ü¥I + (ü − θü¥)I − θüI7 where  = (, … , )′ . 
 
Thus, the likelihood becomes: 
F(θ, ü¥, ü, ¬, I, … , I  , , 7|,, ,7) =  I(, Ð |,, ,7)  
(Priors) 
For the unobservable factors, the equation (1.10)ˊ suggests I~4;£ :( , pg) where 
 = ÝI.  Note that the covariance matrix is restricted to have an i.i.d.  unit variance to 
identify a unique set of latent factors.  
For other parameters and the initial factor I, improper priors are assigned to reflect the 
ignorance of the prior distributions such as Normal distribution with precision 0.001 and Inverse 
Gamma distribution with parameter (0.001,0.001). 
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Appendix 1.2 
Derivation of a Multi-level Dynamic Spatial Panel Model 
 
In order to incorporate the multi-level structure in a spatial autoregressive model, one can infer 
the form from a time-series model.  Since in an AR(1) model, , = c + ρ, + &,
&~4(0, 67),  =  1 − B  is the average behavior of the dependent variable over “time,” which 
is derived from (, −  ) = B(, −  ) + &. Likewise, the multi-level spatial model 
incorporates the average behavior of the dependent variable over “space,” thus the model takes 
the form of equation (#): 
(, −  ) = (∑ =(,= −  =@ )) + & ,      &~4(0, 67)   (#) 
where   ∈ {1, 2, … , R} is the spatial units,  
 are predetermined spatial weights, 
and   is the average behavior of the dependent variable over “space”. 
Applying this concept in a dynamic spatial panel model, the model form can be expressed in 
equation (1.15): 
" = B0" + " + 
 +  − B0 −  + &,       &~4(0, 67p) (1.15) 
where " = (, , … , ,)′, and 
           
 is ( × 1 vector of spatial fixed effects 
which is derived from " −  = B0(" − ) + (" − ) + 
 + &. 
 
This form is similar to the dynamic spatial panel model with a time fixed effects, " = B0" +" + 
 +  + &, but note that  in multi-level structure model is spatially and temporarily 
affecting the dependent variable. More precisely, in a multi-level structure model,  is the 
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region common effect affecting " directly, while  −B0 is the region common effect affecting " through its neighborhood channel. Also, − is the past region common effect affecting ". 
To estimate the model, the model should be reduced to " =  + (p − B0)(" − ) +(p − B0)
 + (p − B0)&, thus the error term,  = (p − B0)& now has a multivariate 
normal distribution. 
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Appendix 1.3 
Dynamic Factor Model Estimation Results 
 
 Model for 6 regions (r ∈ {IL, IN,MI,MN,OH, WI} and 4 macroeconomic variables (i∈{1,...,4}, 
(1,2,3,4)=(employment rate, non-manufacturing sector employment, manufacturing working 
hour, building permit)). 
 
(1) Observation Equation: , = ¥c + c + γ¥I + γI +  
     (Note that for single-level dynamic factor model, ¥ =  = 0, and 
      For multi-level dynamic factor model,  = γ = 0 and ¥ > 0  2 γ¥ > 0) 
(2) State Equation for Idiosyncratic Error:  =  + &, &~2 4(0, 67 ) 
(3) State Equation for Dynamic Factor:  = Φ + Q, Q~4(0, p) 
     where  φ = CP ⋯ P⋮ ⋱ ⋮P ⋯ PE is Q × Q matrix of coefficient,  
          = Tc, I , I¨, I, I, I , IVnT I , I¨ , I , I , I , IVn  and 
    Q = 7(= ( + 1)        I; £:) − :: 8))6(= ()               I; 8c: − :: 8)) 
 
 
  Multi-level Dynamic Factor Model Single-level Dynamic Factor Model 
# of Iteration   1,700,000   
 
2,300,000 
 
Burn-in   100,000 
 
  
 
300,000 
  
Thining   4,000 
 
  
 
4,000 
  
# of Sample   400 
 
  
 
500 
  
-2logLik   10,087 
 
  
 
9,978 
  
  mean  sd 2.5% QTR 97.5%QTR mean  sd 2.5% QTR 97.5%QTR 
γ0(IL,1) 0.0205 0.0148 0.0009 0.0581 0.0062 0.0063 0.0001 0.0246 
γ0(IN,1) 0.0431 0.0381 0.0013 0.1358 0.4450 0.1006 0.2573 0.6368 
γ0(MI,1) 0.0500 0.0341 0.0035 0.1276 0.2725 0.0490 0.1626 0.3680 
γ0(MN,1) 0.1690 0.1104 0.0036 0.3979 0.0387 0.0136 0.0166 0.0673 
γ0(OH,1) 0.0432 0.0239 0.0042 0.0945 0.0144 0.0155 0.0002 0.0571 
γ0(WI,1) 0.0344 0.0233 0.0027 0.0928 0.0867 0.0251 0.0441 0.1390 
δ0(IL,1) 0.3405 0.0636 0.2279 0.4865 
    
δ0(IN,1) 0.4232 0.0934 0.2613 0.6139 
    
δ0(MI,1) 0.4530 0.0880 0.2960 0.6384 
    
δ0(MN,1) 0.2669 0.0938 0.0734 0.4510 
    
δ0(OH,1) 0.2582 0.0492 0.1681 0.3545 
    
δ0(WI,1) 0.3980 0.0618 0.2893 0.5240 
    
γ0(IL,2) 0.0051 0.0079 -0.0127 0.0137 -0.0028 0.0016 -0.0065 -0.0004 
γ0(IN,2) 0.0090 0.0039 0.0020 0.0178 0.0044 0.0016 0.0016 0.0077 
γ0(MI,2) -0.0043 0.0041 -0.0121 0.0038 0.0008 0.0006 -0.0003 0.0020 
γ0(MN,2) -0.0017 0.0079 -0.0107 0.0205 0.0004 0.0003 0.0000 0.0012 
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γ0(OH,2) -0.0002 0.0037 -0.0101 0.0058 -0.0039 0.0027 -0.0090 0.0010 
γ0(WI,2) -0.0077 0.0058 -0.0169 0.0093 0.0004 0.0003 -0.0001 0.0012 
δ0(IL,2) 0.0087 0.0040 0.0013 0.0165 
    
δ0(IN,2) 0.0085 0.0056 -0.0014 0.0202 
    
δ0(MI,2) 0.0062 0.0035 -0.0004 0.0129 
    
δ0(MN,2) 0.0058 0.0033 -0.0005 0.0128 
    
δ0(OH,2) 0.0037 0.0049 -0.0061 0.0119 
    
δ0(WI,2) 0.0080 0.0047 -0.0017 0.0177 
    
γ1(IL,2) 0.0024 0.0038 -0.0051 0.0095 -0.0009 0.0013 -0.0034 0.0020 
γ1(IN,2) 0.0015 0.0061 -0.0101 0.0129 -0.0008 0.0013 -0.0034 0.0015 
γ1(MI,2) 0.0025 0.0047 -0.0065 0.0121 0.0012 0.0006 0.0001 0.0024 
γ1(MN,2) 0.0011 0.0039 -0.0059 0.0106 -0.0001 0.0002 -0.0007 0.0003 
γ1(OH,2) 0.0109 0.0040 0.0014 0.0177 -0.0036 0.0029 -0.0097 0.0021 
γ1(WI,2) -0.0001 0.0049 -0.0082 0.0126 0.0002 0.0003 -0.0004 0.0008 
δ1(IL,2) -0.0247 0.0331 -0.1133 0.0282 
    
δ1(IN,2) -0.0271 0.0268 -0.0865 0.0036 
    
δ1(MI,2) -0.0012 0.0132 -0.0241 0.0289 
    
δ1(MN,2) -0.0060 0.0162 -0.0600 0.0050 
    
δ1(OH,2) -0.0035 0.0140 -0.0280 0.0275 
    
δ1(WI,2) 0.0021 0.0155 -0.0293 0.0388         
γ0(IL,3) -0.0006 0.0067 -0.0121 0.0124 -0.0123 0.0052 -0.0239 -0.0034 
γ0(IN,3) 0.0089 0.0095 -0.0077 0.0299 0.0078 0.0062 -0.0043 0.0213 
γ0(MI,3) -0.0050 0.0089 -0.0210 0.0158 0.0062 0.0039 -0.0015 0.0140 
γ0(MN,3) 0.0001 0.0108 -0.0212 0.0242 0.0024 0.0011 0.0008 0.0051 
γ0(OH,3) 0.0018 0.0178 -0.0318 0.0357 -0.0410 0.0281 -0.0921 0.0172 
γ0(WI,3) -0.0020 0.0097 -0.0197 0.0204 -0.0003 0.0013 -0.0031 0.0022 
δ0(IL,3) 0.0134 0.0074 -0.0006 0.0300 
    
δ0(IN,3) 0.0048 0.0140 -0.0233 0.0301 
    
δ0(MI,3) 0.0178 0.0135 -0.0084 0.0444 
    
δ0(MN,3) 0.0211 0.0090 0.0032 0.0398 
    
δ0(OH,3) 0.0180 0.0172 -0.0145 0.0506 
    
δ0(WI,3) 0.0018 0.0103 -0.0207 0.0226 
    
γ1(IL,3) 0.0003 0.0045 -0.0094 0.0096 0.0087 0.0048 0.0006 0.0185 
γ1(IN,3) -0.0071 0.0093 -0.0265 0.0137 -0.0031 0.0061 -0.0163 0.0084 
γ1(MI,3) 0.0015 0.0106 -0.0203 0.0223 -0.0042 0.0038 -0.0116 0.0034 
γ1(MN,3) 0.0074 0.0111 -0.0166 0.0296 -0.0020 0.0010 -0.0044 -0.0005 
γ1(OH,3) -0.0159 0.0154 -0.0477 0.0130 0.0393 0.0279 -0.0186 0.0897 
γ1(WI,3) 0.0076 0.0083 -0.0079 0.0243 0.0011 0.0013 -0.0010 0.0040 
δ1(IL,3) -0.0113 0.0237 -0.0697 0.0358 
    
δ1(IN,3) -0.0167 0.0367 -0.1140 0.0397 
    
δ1(MI,3) -0.0107 0.0316 -0.0725 0.0627 
    
δ1(MN,3) -0.0181 0.0135 -0.0438 0.0033 
    
δ1(OH,3) -0.0091 0.0330 -0.0703 0.0684 
    
δ1(WI,3) -0.0037 0.0215 -0.0551 0.0390 
    
γ0(IL,4) 0.1184 0.3409 -0.6347 0.7333 -0.2887 0.1654 -0.6658 -0.0327 
γ0(IN,4) 0.1221 0.1116 -0.0905 0.3623 0.1443 0.0896 -0.0191 0.3305 
γ0(MI,4) -0.0447 0.1207 -0.2799 0.2185 0.0667 0.0426 -0.0127 0.1610 
γ0(MN,4) -0.9212 0.8147 -2.2420 0.6585 0.0048 0.0175 -0.0288 0.0412 
γ0(OH,4) 0.2722 0.1491 -0.0104 0.5846 -0.3701 0.1813 -0.7779 -0.0330 
γ0(WI,4) -0.1492 0.1925 -0.4520 0.4006 0.0373 0.0209 0.0021 0.0865 
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δ0(IL,4) 0.5020 0.2885 -0.0086 1.1160 
    
δ0(IN,4) 0.2295 0.1751 -0.0649 0.6162 
    
δ0(MI,4) 0.2232 0.1563 -0.0376 0.5792 
    
δ0(MN,4) 0.3998 0.4496 -0.5055 1.2480 
    
δ0(OH,4) 0.1609 0.1452 -0.1135 0.4797 
    
δ0(WI,4) 0.4126 0.2094 0.0475 0.9144 
    
γ1(IL,4) 0.1242 0.1959 -0.2825 0.5468 0.2489 0.1581 0.0035 0.6021 
γ1(IN,4) 0.0180 0.1313 -0.2413 0.3154 -0.1351 0.0904 -0.3190 0.0373 
γ1(MI,4) 0.0437 0.1140 -0.1830 0.2784 -0.0512 0.0427 -0.1436 0.0303 
γ1(MN,4) 0.9711 0.7888 -0.4890 2.3220 -0.0042 0.0174 -0.0414 0.0311 
γ1(OH,4) 0.0062 0.1320 -0.2478 0.2510 0.3157 0.1791 -0.0156 0.7124 
γ1(WI,4) 0.1741 0.1283 -0.0425 0.4345 -0.0341 0.0204 -0.0819 -0.0012 
δ1(IL,4) -1.0640 1.3230 -4.4890 0.8777 
    
δ1(IN,4) -0.5583 0.5872 -2.1120 0.0964 
    
δ1(MI,4) -0.2256 0.3115 -0.8647 0.3757 
    
δ1(MN,4) -0.5312 0.5409 -1.6600 0.3175 
    
δ1(OH,4) -0.3381 0.3181 -1.1790 0.0544 
    
δ1(WI,4) -0.4569 0.3740 -1.2590 0.0577         
θ(IL,1) 0.9020 0.0423 0.8159 0.9877 0.9358 0.0364 0.8708 1.0100 
θ(IN,1) 0.4402 0.1021 0.2358 0.6336 0.8133 0.0706 0.6638 0.9403 
θ(MI,1) 0.8786 0.0523 0.7651 0.9670 0.6736 0.2878 -0.2438 0.9525 
θ(MN,1) 0.5066 0.1034 0.2864 0.7122 0.6074 0.0833 0.4439 0.7616 
θ(OH,1) 0.9056 0.0426 0.8250 0.9877 0.9555 0.0256 0.9072 1.0040 
θ(WI,1) 0.8960 0.0494 0.7978 0.9891 0.4846 0.2492 -0.1740 0.8466 
θ(IL,2) -0.0201 0.3351 -0.6685 0.8619 -0.0593 0.1014 -0.2564 0.1505 
θ(IN,2) -0.1584 0.2216 -0.5777 0.3867 -0.2539 0.0935 -0.4277 -0.0656 
θ(MI,2) -0.1615 0.2368 -0.6465 0.3014 -0.0640 0.0966 -0.2463 0.1251 
θ(MN,2) -0.1480 0.1411 -0.3999 0.1296 -0.0312 0.1008 -0.2216 0.1640 
θ(OH,2) -0.0496 0.2226 -0.5109 0.4549 -0.1831 0.1088 -0.3937 0.0165 
θ(WI,2) -0.1078 0.2460 -0.6487 0.3966 -0.0691 0.0933 -0.2552 0.1323 
θ(IL,3) -0.2438 0.0962 -0.4456 -0.0516 -0.2588 0.0985 -0.4414 -0.0645 
θ(IN,3) -0.3197 0.1026 -0.4994 -0.0839 -0.3369 0.0948 -0.5287 -0.1505 
θ(MI,3) -0.3873 0.0908 -0.5596 -0.2083 -0.3889 0.0916 -0.5567 -0.2213 
θ(MN,3) -0.3607 0.0859 -0.5380 -0.1894 -0.3593 0.0896 -0.5359 -0.1785 
θ(OH,3) -0.4028 0.0890 -0.5775 -0.2248 -0.3818 0.0925 -0.5686 -0.2156 
θ(WI,3) -0.3082 0.0945 -0.5005 -0.1271 -0.3205 0.0898 -0.4998 -0.1520 
θ(IL,4) -0.3707 0.0946 -0.5525 -0.1581 -0.4002 0.0915 -0.5811 -0.2283 
θ(IN,4) -0.5426 0.0829 -0.7017 -0.3842 -0.5432 0.0845 -0.6986 -0.3728 
θ(MI,4) -0.4211 0.0844 -0.5802 -0.2345 -0.4171 0.0936 -0.6071 -0.2378 
θ(MN,4) -0.3253 0.2482 -0.6867 0.3555 -0.3599 0.0904 -0.5355 -0.1727 
θ(OH,4) -0.3329 0.0971 -0.5071 -0.1385 -0.2941 0.0958 -0.4769 -0.0913 
θ(WI,4) -0.4715 0.1056 -0.6460 -0.2712 -0.4502 0.0887 -0.6214 -0.2628 
φ[1,1] -0.3190 0.2568 -0.7870 0.3153 0.1557 0.3071 -0.4456 0.7041 
φ[1,2] 0.1086 0.2660 -0.4618 0.7226 -0.7136 0.5247 -1.9640 0.1162 
φ[1,3] 0.0618 0.3619 -0.5757 0.7606 0.0982 0.1680 -0.1916 0.4470 
φ[1,4] 0.0453 0.2645 -0.5091 0.6441 0.2584 0.1641 0.0672 0.6893 
φ[1,5] 0.5230 0.7558 -1.1130 1.9640 0.3545 0.3869 -0.3385 1.2520 
φ[1,6] -0.1149 0.4279 -0.9294 0.7047 -0.4406 0.2549 -1.0950 -0.0886 
φ[1,7] 1.5400 2.9240 -3.7050 8.7750 
    
φ[2,1] -0.2039 0.4501 -0.9994 0.6592 0.1957 0.2646 -0.2307 0.7392 
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φ[2,2] -0.2256 0.3995 -0.9137 0.5774 0.2815 0.2915 -0.3612 0.8174 
φ[2,3] 0.0493 0.5903 -1.1590 1.2190 -0.0780 0.1399 -0.3484 0.2027 
φ[2,4] -0.1122 0.4255 -0.9939 0.7825 -0.2421 0.1148 -0.5554 -0.0905 
φ[2,5] 0.8931 0.6111 -0.0965 2.3150 -0.8715 0.4481 -2.0650 -0.2871 
φ[2,6] 0.1734 0.4088 -0.6518 0.9574 0.5676 0.2826 0.1778 1.3230 
φ[2,7] 1.7290 2.8470 -2.8030 8.0840 
    
φ[3,1] 0.0456 0.4223 -0.6769 0.9469 1.3320 0.5487 0.4101 2.6330 
φ[3,2] -0.0920 0.4629 -1.1230 0.7987 0.7676 0.4256 0.1292 1.7750 
φ[3,3] 0.1558 0.4908 -0.8715 1.1240 0.5561 0.1888 0.1631 0.9509 
φ[3,4] 0.0983 0.4297 -0.7197 0.8958 -0.4177 0.1983 -0.8615 -0.1232 
φ[3,5] -0.4922 0.7040 -1.8980 0.8046 -0.7491 0.4069 -1.6670 -0.0758 
φ[3,6] -0.4685 0.5193 -1.4810 0.7029 0.8968 0.3979 0.3259 1.8920 
φ[3,7] 1.7450 1.9270 -2.1020 6.0300 
    
φ[4,1] -0.0547 0.2463 -0.6202 0.4141 -0.2465 0.9335 -2.2310 1.7370 
φ[4,2] -0.0277 0.2319 -0.5471 0.4233 1.9980 1.0620 0.4648 4.5390 
φ[4,3] -0.0263 0.2961 -0.5788 0.6757 -2.1020 1.1510 -4.8770 -0.4390 
φ[4,4] 0.0691 0.2855 -0.6426 0.5797 -1.1260 0.3124 -1.7290 -0.5364 
φ[4,5] -0.2892 0.6524 -1.5560 1.1030 -0.0701 0.7831 -1.8210 1.3760 
φ[4,6] 0.0861 0.2399 -0.4080 0.5804 4.5430 2.3850 1.0550 9.7970 
φ[4,7] 0.6673 1.1850 -1.2940 3.9330 
    
φ[5,1] 0.0460 0.3734 -0.7758 0.7326 0.1697 0.1793 -0.1212 0.5243 
φ[5,2] -0.0560 0.2209 -0.6531 0.3489 -0.3292 0.3746 -0.9840 0.5586 
φ[5,3] -0.0408 0.2519 -0.5662 0.4593 -0.0472 0.1104 -0.2230 0.1218 
φ[5,4] 0.0673 0.3085 -0.4922 0.6298 0.0123 0.0484 -0.0787 0.1144 
φ[5,5] -0.0478 0.3510 -0.6293 0.6785 0.2133 0.2812 -0.3292 0.7300 
φ[5,6] 0.1861 0.3935 -0.6830 1.0160 0.0190 0.0893 -0.1590 0.2217 
φ[5,7] 0.6086 1.3150 -1.8250 3.6690 
    
φ[6,1] 0.0875 0.4556 -0.8776 0.8927 1.4660 0.8741 -0.3030 3.3770 
φ[6,2] -0.1695 0.3575 -1.0260 0.3472 2.4740 1.0920 0.9944 5.3760 
φ[6,3] -0.1782 0.4134 -1.0030 0.6117 -1.3410 0.7271 -3.0270 -0.2163 
φ[6,4] 0.1310 0.5269 -1.0290 1.0960 -1.3680 0.8408 -3.9050 -0.4246 
φ[6,5] -0.6066 0.6182 -1.9070 0.5836 -1.3320 0.8110 -3.3570 -0.0511 
φ[6,6] -0.0404 0.5052 -0.8688 1.1980 3.0770 0.3699 2.4090 3.8610 
φ[6,7] 1.9440 1.6360 -0.8010 5.5080 
    
φ[7,1] -0.0478 0.1908 -0.3463 0.3271 
    
φ[7,2] -0.0702 0.1611 -0.3665 0.2427 
    
φ[7,3] -0.1283 0.1822 -0.4693 0.2474 
    
φ[7,4] -0.1533 0.1519 -0.4379 0.1517 
    
φ[7,5] -0.0295 0.1959 -0.4010 0.3580 
    
φ[7,6] 0.0265 0.1578 -0.2911 0.3355 
    
φ[7,7] 1.8540 0.2063 1.4650 2.2680         
σ(IL,1) 0.1553 0.9901 0.2102 0.1145 0.3962 3.0340 0.5230 0.3091 
σ(IN,1) 0.5189 3.6724 0.6873 0.4060 0.1992 0.3498 0.3672 0.1190 
σ(MI,1) 0.1307 0.7262 0.1916 0.0946 0.0000 0.0000 0.0367 0.0000 
σ(MN,1) 0.0364 0.0024 0.5984 0.2316 0.4699 3.6166 0.6127 0.3697 
σ(OH,1) 0.0621 0.4036 0.0833 0.0460 0.1995 1.5863 0.2639 0.1596 
σ(WI,1) 0.0339 0.0902 0.0663 0.0184 0.0000 0.0000 0.0004 0.0000 
σ(IL,2) 0.0000 0.0000 0.0002 0.0000 0.0003 0.0017 0.0004 0.0002 
σ(IN,2) 0.0000 0.0000 0.0004 0.0000 0.0005 0.0036 0.0007 0.0004 
σ(MI,2) 0.0000 0.0000 0.0002 0.0000 0.0003 0.0020 0.0004 0.0002 
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σ(MN,2) 0.0001 0.0000 0.0008 0.0000 0.0007 0.0051 0.0009 0.0005 
σ(OH,2) 0.0000 0.0000 0.0002 0.0000 0.0002 0.0010 0.0003 0.0001 
σ(WI,2) 0.0001 0.0000 0.0004 0.0000 0.0005 0.0040 0.0007 0.0004 
σ(IL,3) 0.0044 0.0314 0.0059 0.0034 0.0040 0.0293 0.0054 0.0031 
σ(IN,3) 0.0104 0.0711 0.0140 0.0079 0.0112 0.0834 0.0150 0.0088 
σ(MI,3) 0.0152 0.1117 0.0197 0.0120 0.0154 0.1116 0.0208 0.0118 
σ(MN,3) 0.0105 0.0758 0.0139 0.0081 0.0107 0.0819 0.0143 0.0084 
σ(OH,3) 0.0349 0.2492 0.0476 0.0268 0.0320 0.1272 0.0460 0.0209 
σ(WI,3) 0.0106 0.0756 0.0140 0.0081 0.0109 0.0826 0.0146 0.0087 
σ(IL,4) 4.6838 30.9502 6.2972 3.6643 4.7710 27.1444 6.3171 3.7580 
σ(IN,4) 2.6709 19.1718 3.5651 2.0734 2.7064 20.5592 3.5804 2.1505 
σ(MI,4) 2.1654 16.0308 2.8217 1.7039 2.2391 17.1969 2.9189 1.7590 
σ(MN,4) 0.0001 0.0000 7.3099 0.0000 6.1881 44.3066 8.1766 4.7371 
σ(OH,4) 1.6790 11.3895 2.2371 1.2577 1.5547 7.8247 2.2085 1.0330 
σ(WI,4) 0.1736 0.0094 3.1397 1.6455 2.4691 18.3993 3.3557 1.9478 
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Appendix 1.4 
 
Multi-level Dynamic Factor Model Estimation Results with 95% CI 
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Appendix 1.5 
 
Single-level Dynamic Factor Model Estimation Results with 95% CI 
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Appendix 1.6 
The point estimates of Region Common Factor from Multi-level Dynamic Factor Model - 
Comparison with CFNAI 
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Appendix 1.7 
Cumulative Impulse Response Functions Results 
1. VAR(1) Specification with All 4 Variables 
            Impulse 
Response  
IL IN MI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
  
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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            Impulse 
Response  
MN OH WI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
  
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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Response of Region Specific Factors to the Impulse from Region Common Factor 
IL IN MI 
   
MN OH WI 
   
 
Response of Region Common Factor to the Impulse from Region Specific Factors 
IL IN MI 
   
MN OH WI 
   
  
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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2. VAR(1) Specification excluding Employment Rate 
            Impulse 
Response  
IL IN MI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
  
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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            Impulse 
Response  
MN OH WI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
 
  
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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Response of Region Specific Factors to the Impulse from Region Common Factor 
IL IN MI 
   
MN OH WI 
   
 
Response of Region Common Factor to the Impulse from Region Specific Factors 
IL IN MI 
   
MN OH WI 
   
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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3. VAR(1) Specification excluding Non-manufacturing Sector Employment 
            Impulse 
Response  
IL IN MI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
  
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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            Impulse 
Response  
MN OH WI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
 
  
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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1 2 3 4 5 6
1 2 3 4 5 6
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Response of Region Specific Factors to the Impulse from Region Common Factor 
IL IN MI 
   
MN OH WI 
   
 
Response of Region Common Factor to the Impulse from Region Specific Factors 
IL IN MI 
   
MN OH WI 
   
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
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4. VAR(1) Specification excluding Manufacturing Hours 
            Impulse 
Response  
IL IN MI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
  
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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            Impulse 
Response  
MN OH WI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
 
  
1 2 3 4 5 6
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1 2 3 4 5 6
1 2 3 4 5 6
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1 2 3 4 5 6
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Response of Region Specific Factors to the Impulse from Region Common Factor 
IL IN MI 
   
MN OH WI 
   
 
Response of Region Common Factor to the Impulse from Region Specific Factors 
IL IN MI 
   
MN OH WI 
   
  
1 2 3 4 5 6
1 2 3 4 5 6
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5. VAR(1) Specification excluding Housing Price 
            Impulse 
Response  
IL IN MI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
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Response  
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Response of Region Specific Factors to the Impulse from Region Common Factor 
IL IN MI 
   
MN OH WI 
   
 
Response of Region Common Factor to the Impulse from Region Specific Factors 
IL IN MI 
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6. VAR(1) Specification with Alternative Set of Variables* 
* Sub-sectorial Employment Series, which are employment series in construction, manufacturing, retail & 
wholesale and professional & business 
            Impulse 
Response  
IL IN MI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
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1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
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            Impulse 
Response  
MN OH WI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
  
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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1 2 3 4 5 6
1 2 3 4 5 6
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Response of Region Specific Factors to the Impulse from Region Common Factor 
IL IN MI 
   
MN OH WI 
   
 
Response of Region Common Factor to the Impulse from Region Specific Factors 
IL IN MI 
   
MN OH WI 
   
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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7. VAR(2) Specification with All 4 Variables 
            Impulse 
Response  
IL IN MI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
  
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
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            Impulse 
Response  
MN OH WI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
 
  
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
134 
 
 
Response of Region Specific Factors to the Impulse from Region Common Factor 
IL IN MI 
   
MN OH WI 
   
 
Response of Region Common Factor to the Impulse from Region Specific Factors 
IL IN MI 
   
MN OH WI 
   
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
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8. Single-level Dynamic Factor Model Results 
            Impulse 
Response  
IL IN MI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
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1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
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            Impulse 
Response  
MN OH WI 
IL 
   
IN 
   
MI 
   
MN 
   
OH 
   
WI 
   
 
 
 
  
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6
1 2 3 4 5 6 1 2 3 4 5 6
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Appendix 1.8 
Point Estimates of 6-step ahead Forecast Error Variance Decomposition (%) 
- Selected States using Multi-level Structure Dynamic Factor Model 
 
To check the performance of Bai & Wang (2012)’s model, some states were selected for the 
decomposition of the sources of the shocks using multi-level structure dynamic factor model.  
Overall, Bai & Wang (2012)’s model makes economic sense in some cases, but still it is not free 
from spurious dependency relationships. 
 
Census Mid-Atlantic Region (New York, New Jersey and Pennsylvania) 
  NY NJ PA Common Own Neighbor (sum) 
NY 48.8  2.3  1.1  47.7  48.8  3.4  100.0  
NJ 48.4  2.6  1.1  47.9  2.6  49.5  100.0  
PA 47.0  2.3  1.4  49.2  1.4  49.4  100.0  
Common 10.6  1.0  0.7  87.7  - 12.3  100.0  
→ In this region set, the biggest state, New York, along with the region common factor occupies 
almost all of the variations of the states within the region. 
 
BEA South-West Region (Arizona, New Mexico, Oklahoma and Texas) 
  AZ NM OK TX Common Own Neighbor (sum) 
AZ 15.2  7.8  0.5  5.3  71.2  15.2  13.6  100.0  
NM 0.5  12.1  1.0  4.4  81.9  12.1  5.9  100.0  
OK 1.0  7.3  11.8  3.5  76.4  11.8  11.8  100.0  
TX 0.8  16.6  1.2  8.4  73.0  8.4  18.6  100.0  
Common 0.2  0.7  1.6  0.5  96.9  - 3.1  100.0  
→ In this region set, however, although Texas is the biggest states in the region, it does not 
occupy a big portion of the state-specific variations. Most of the state’s variations can be 
explained by region common factor, which is similar to the conclusion drawn from the Great 
Lakes states. 
 
Randomly Selected Big States (New York, California, Texas and Florida) 
  NY CA TX FL Common Own Neighbor (sum) 
NY 26.7  4.1  52.7  9.1  7.4  26.7  65.9  100.0  
CA 6.1  55.2  6.0  1.9  30.8  55.2  14.0  100.0  
TX 33.5  5.0  44.9  12.1  4.4  44.9  50.7  100.0  
FL 25.1  5.2  52.0  9.7  8.1  9.7  82.2  100.0  
Common 13.6  5.0  9.8  5.8  65.8  - 34.2  100.0  
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→ In a randomly chosen case, since the states are located far away from each other, the 
neighborhood portion should be  small.  For those top four biggest states, the variance 
decomposition results are somewhat messy, and do not concord with the results drawn from the 
previous two tables; New York and Texas’s  variation decomposition results are different, 
showing totally different inferences. 
 
Randomly Selected Small States (Wyoming, Vermont, Hawaii and Alaska) 
  WY VT HI AK Common Own Neighbor (sum) 
WY 8.6  1.5  14.8  1.2  73.9  8.6  17.4  100.0  
VT 4.2  36.7  5.7  1.0  52.4  36.7  10.9  100.0  
HI 4.1  3.9  66.3  1.2  24.4  66.3  9.3  100.0  
AK 4.3  2.9  37.8  21.5  33.6  21.5  44.9  100.0  
Common 0.9  0.6  7.2  1.9  89.4  - 10.6  100.0  
→ Additionally, the results from the randomly selected small states are worse, showing 
somewhat big neighborhood portions and smaller region common factor portions. 
 
Conclusively, Bai & Wang (2012)’s model should be applied only on the objects that makes 
economic senses, and it should be regarded not as a best tool to understand the regional 
relationships, but as a better alternative of a single-level dynamic factor model.  In other words, 
in identifying the dependency structure of the regional units, there should be economically 
reasonable suspects that the regions under considerations are connected each other. Although, 
Bai & Wang (2012)’s model can derive spurious dependency relationships between regions, it 
makes more economic sense to assume the existence of the higher level factor governing the 
behaviors of all of the regional units, because it prevents the possible exaggeration of the local 
impact on the neighborhoods. 
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Appendix 1.9 
 
REIM Impact Analysis on Unit Shock on Regional Output 
In terms of Output 
                (Mil. Dollars) 
State 
Direct 
Impact 
Total Impact (2013) 
Total 
IL ID MI OH WI ROUS 
IL 1.000 1.717  0.042  0.041  0.023  0.023  0.301  2.146 
ID 1.000 0.118  2.051  0.093  0.145  0.023  0.914  3.343 
MI 1.000 0.075  0.056  1.790  0.121  0.049  0.457  2.549 
OH 1.000 0.073  0.078  0.114  1.882  0.020  1.055  3.222 
WI 1.000 0.096  0.034  0.099  0.028  1.891  0.426  2.573 
 
In Terms of Employment 
                (1,000 persons) 
State 
Direct 
Impact 
Total Impact (2013) 
Total 
IL ID MI OH WI ROUS 
IL 0.008  0.013  0.000  0.000  0.000  0.000  0.007  0.021 
ID 0.009  0.001  0.017  0.000  0.001  0.000  0.009  0.029 
MI 0.008  0.001  0.000  0.014  0.001  0.000  0.008  0.024 
OH 0.009  0.000  0.001  0.001  0.017  0.000  0.009  0.028 
WI 0.009  0.001  0.000  0.000  0.000  0.016  0.009  0.027 
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Appendix 1.10 
 
Industry Mix of the Great Lake States 
(2013 GRDP) 
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Industry mix of the Manufacturing Sector 
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Appendix 2.1 
Top 20 MSAs in terms of 2011 GMP (Gross Metropolitan Product) 
Cities 
GMP rank in year 
‘01 ‘02 ‘03 ‘04 ‘05 ‘06 ‘07 ‘08 ‘09 ‘10 ‘11 
New York-Northern New Jersey-Long Island, NY-NJ-PA 1 1 1 1 1 1 1 1 1 1 1 
Los Angeles-Long Beach-Santa Ana, CA 2 2 2 2 2 2 2 2 2 2 2 
Chicago-Joliet-Naperville, IL-IN-WI 3 3 3 3 3 3 3 3 3 3 3 
Washington-Arlington-Alexandria, DC-VA-MD-WV 4 4 4 4 4 4 4 4 4 4 4 
Houston-Sugar Land-Baytown, TX 5 5 5 5 6 6 5 6 5 5 5 
Dallas-Fort Worth-Arlington, TX 6 6 6 6 5 5 6 5 6 6 6 
Philadelphia-Camden-Wilmington, PA-NJ-DE-MD 7 7 7 7 7 7 7 7 7 7 7 
San Francisco-Oakland-Fremont, CA 8 8 8 8 8 8 8 8 8 8 8 
Boston-Cambridge-Quincy, MA-NH 9 9 9 9 9 9 9 9 9 9 9 
Atlanta-Sandy Springs-Marietta, GA 10 10 10 10 10 10 10 10 10 10 10 
Miami-Fort Lauderdale-Pompano Beach, FL 11 11 11 11 11 11 11 11 11 11 11 
Seattle-Tacoma-Bellevue, WA 13 13 13 13 13 12 12 12 12 12 12 
Minneapolis-St. Paul-Bloomington, MN-WI 14 14 14 14 14 15 15 15 13 13 13 
San Jose-Sunnyvale-Santa Clara, CA 18 20 20 18 18 17 17 17 17 16 14 
Detroit-Warren-Livonia, MI 12 12 12 12 12 13 13 14 15 15 15 
Phoenix-Mesa-Glendale, AZ 15 15 15 15 15 14 14 13 14 14 16 
San Diego-Carlsbad-San Marcos, CA 16 16 16 16 16 16 16 16 16 17 17 
Denver-Aurora-Broomfield, CO 17 17 17 17 17 18 18 18 18 18 18 
Portland-Vancouver-Hillsboro, OR-WA 28 28 28 25 26 21 21 20 20 19 19 
Baltimore-Towson, MD 20 19 19 19 19 19 19 19 19 20 20 
 * Those 20 cities occupy about 47% of total U.S. GDP. 
 
Appendix 2.2 
Deleted Observations 
San Francisco Jan.94, Retail and Professional & Business 
Atlanta Jul.96 and Aug.96, Retail, Leisure & Hospitality and Professional & Business 
Miami 
Sep.04 and Oct.04,  Retail, Manufacturing, Leisure & Hospitality and Professional & Business  /  
Nov.05 and Dec.05, Retail and Leisure & Hospitality 
Seattle 
Jan.91, Retail and Professional & Business  /  Jan.93, Leisure & Hospitality  /  Jul.95, Leisure & 
Hospitality  /  Jul.07, Retail and Leisure & Hospitality 
San Jose 
Jan.94, Retail, Manufacturing and Unemployment Rate  /  Dec.94, Jan.95, Feb.95, 
Manufacturing 
Detroit Jan.01, Professional & Business  /  Jan.09, Manufacturing and Professional & Business 
San Diego Jan.93, Jan.98, Retail, Manufacturing and Professional & Business 
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Appendix 2.3 
Phase Identification Results 
 
 
* Thick Line: Probability of Business Cycle 
                       being in Expansion 
 
* Thin Line: Business Activity Measure 
 
* Shaded Area: NBER announced national 
                          contraction periods 
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Appendix 2.4 
Markov Transition Matrix of MSAs 
* A = Pr´d  = q9 8; | d  = q9 8;, d = q9 8;] 
   B = Pr´d  = q9 8; | d  = q9 8;, d = ;) );]    C = Pr´d  = q9 8; | d  = ;) );, d = q9 8;] 
   D = Pr´d  = q9 8; | d  = ;) );, d = ;) );] 
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National Phase 
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Appendix 2.5 
Phase Dependent Impulse Response Functions for 20 MSAs 
* Impulse: One standard deviation amount of positive shock at the national level 
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Appendix 3.1 Temporal Aggregation using a Single-level Structure Model 
- Point Estimates of 1-year ahead Forecast Error Variance Decomposition 
* Capital letters denote regions, for example, “G” denotes region common shock, and A: Peoria County, B: 
Tazewell County, C: McLean County, D: Champaign County, E: Vermilion County 
 
 
  A B C D E Total   neighbor own 
A 2.2% 3.3% 81.6% 5.9% 7.0% 100% 
 
97.8% 2.2% 
B 0.7% 7.1% 75.1% 8.3% 8.9% 100% 
 
92.9% 7.1% 
C 0.9% 3.8% 82.9% 6.5% 5.9% 100% 
 
17.1% 82.9% 
D 0.5% 4.4% 34.7% 50.5% 9.9% 100% 
 
49.5% 50.5% 
E 0.8% 6.4% 66.9% 20.2% 5.7% 100%   94.3% 5.7% 
       
average 70.3% 29.7% 
  A B C D E Total   neighbor own 
A 21.2% 14.2% 1.4% 3.3% 59.9% 100% 
 
78.8% 21.2% 
B 21.1% 16.4% 0.6% 4.2% 57.7% 100% 
 
83.6% 16.4% 
C 19.5% 14.5% 60.1% 0.1% 5.8% 100% 
 
39.9% 60.1% 
D 35.8% 30.2% 11.8% 22.1% 0.1% 100% 
 
77.9% 22.1% 
E 26.2% 19.8% 9.8% 0.7% 43.6% 100%   56.4% 43.6% 
       
average 67.3% 32.7% 
 
  A B C D E Total   neighbor own 
A 2.1% 14.5% 3.4% 79.2% 0.9% 100% 
 
97.9% 2.1% 
B 0.2% 17.1% 4.2% 78.2% 0.4% 100% 
 
82.9% 17.1% 
C 0.9% 14.8% 16.8% 60.4% 7.1% 100% 
 
83.2% 16.8% 
D 0.7% 13.8% 6.0% 79.5% 0.0% 100% 
 
20.5% 79.5% 
E 11.4% 39.1% 1.4% 36.3% 11.9% 100%   88.1% 11.9% 
       
average 74.5% 25.5% 
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Appendix 3.2 Spatial Aggregation using a Single-level Structure Model 
- Point Estimates of 12-step ahead Forecast Error Variance Decomposition 
* Capital letters denote regions, for example, “G” denotes region common shock. 
 
    * A: Peoria County, B: Tazewell County, C: McLean County, D: Champaign County, E: Vermilion County 
  A B C D E Total   neighbor own 
A 2.2% 3.3% 81.6% 5.9% 7.0% 100% 
 
97.8% 2.2% 
B 0.7% 7.1% 75.1% 8.3% 8.9% 100% 
 
92.9% 7.1% 
C 0.9% 3.8% 82.9% 6.5% 5.9% 100% 
 
17.1% 82.9% 
D 0.5% 4.4% 34.7% 50.5% 9.9% 100% 
 
49.5% 50.5% 
E 0.8% 6.4% 66.9% 20.2% 5.7% 100%   94.3% 5.7% 
       
average 70.3% 29.7% 
 
    * A: St.Louis Group, B: Quad Cities Group, C: Springfield Group, D: Chicago Group, E: I74 Group 
  A B C D E Total   neighbor own 
A 12.7% 50.9% 9.3% 26.2% 0.9% 100% 
 
87.3% 12.7% 
B 18.3% 50.1% 11.3% 19.3% 1.0% 100% 
 
49.9% 50.1% 
C 15.4% 33.2% 35.0% 15.3% 1.1% 100% 
 
65.0% 35.0% 
D 11.4% 46.0% 8.2% 33.7% 0.7% 100% 
 
66.3% 33.7% 
E 8.5% 45.7% 33.4% 10.7% 1.7% 100%   98.3% 1.7% 
       
average 73.3% 26.7% 
 
    * A: Illinois, B: Indiana, C: Michigan, D: Minnesota, E: Ohio, F: Wisconsin 
  A B C D E F Total neighbor own 
A 42.5% 6.0% 18.9% 19.2% 3.6% 9.7% 100% 57.5% 42.5% 
B 0.4% 53.4% 19.1% 14.0% 2.2% 10.8% 100% 46.6% 53.4% 
C 0.6% 17.3% 57.0% 17.5% 4.1% 3.5% 100% 43.0% 57.0% 
D 1.2% 25.1% 30.3% 23.9% 7.2% 12.2% 100% 76.1% 23.9% 
E 3.0% 22.7% 24.6% 26.3% 15.3% 8.1% 100% 84.7% 15.3% 
F 0.2% 21.2% 23.3% 22.5% 4.7% 28.1% 100% 71.9% 28.1% 
       
average 63.3% 36.7% 
 
    * A: Northeast Regional Division, B: Midwest Regional Division, C: South Regional Division, D: West Regional 
Division 
  A B C D Total     neighbor own 
A 5.9% 70.2% 15.1% 8.8% 100% 
  
94.1% 5.9% 
B 4.8% 73.8% 14.0% 7.4% 100% 
  
26.2% 73.8% 
C 5.4% 57.8% 19.8% 17.0% 100% 
  
80.2% 19.8% 
D 5.4% 54.3% 20.3% 20.0% 100%     80.0% 20.0% 
       
average 70.1% 29.9% 
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Appendix 3.3 Cumulative Impulse Responses derived from Multi-level Structure Model with 95% CI 
    * Capital letters denote regions, for example, A → B denote Impulse Region A → Response Region B 
 
 
    * A: Peoria County, B: Tazewell County, C: McLean County, D: Champaign County, E: Vermilion County 
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D → E E → A E → B 
   
E → C E → D  
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    * A: St.Louis Group, B: Quad Cities Group, C: Springfield Group, D: Chicago Group, E: I74 Group 
 
A → B A → C A → D 
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D → E E → A E → B 
   
E → C E → D  
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    * A: Illinois, B: Indiana, C: Michigan, D: Minnesota, E: Ohio, F: Wisconsin 
 
A → B A → C A → D 
   
A → E A → F B → A 
   
B → C B → D B → E 
   
B → F C → A C → B 
   
C → D C → E C → F 
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D → A D → B D → C 
   
D → E D → F E → A 
   
E → B E → C E → D 
   
E → F F → A F → B 
   
F → C F → D F → E 
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    * A: Northeast Regional Division, B: Midwest Regional Division, C: South Regional Division, D: West Regional 
Division 
 
A → B A → C A → D 
   
B → A B → C B → D 
   
C → A C → B C → D 
   
D → A D → B D → C 
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    * A: Peoria County, B: Tazewell County, C: McLean County, D: Champaign County, E: Vermilion County 
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D → E E → A E → B 
   
E → C E → D  
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    * A: Peoria County, B: Tazewell County, C: McLean County, D: Champaign County, E: Vermilion County 
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A → E B → A B → C 
   
B → D B → E C → A 
   
C → B C → D C → E 
   
D → A D → B D → C 
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D → E E → A E → B 
   
E → C E → D  
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Appendix 3.4 Cumulative Impulse Responses derived from Single-level Structure Model with 95% CI 
    * Capital letters denote regions, for example, A → B denote Impulse Region A → Response Region B 
 
 
    * A: Peoria County, B: Tazewell County, C: McLean County, D: Champaign County, E: Vermilion County 
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D → E E → A E → B 
   
E → C E → D  
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    * A: St.Louis Group, B: Quad Cities Group, C: Springfield Group, D: Chicago Group, E: I74 Group 
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B → D B → E C → A 
   
C → B C → D C → E 
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D → E E → A E → B 
   
E → C E → D  
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    * A: Illinois, B: Indiana, C: Michigan, D: Minnesota, E: Ohio, F: Wisconsin 
 
A → B A → C A → D 
   
A → E A → F B → A 
   
B → C B → D B → E 
   
B → F C → A C → B 
   
C → D C → E C → F 
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D → A D → B D → C 
   
D → E D → F E → A 
   
E → B E → C E → D 
   
E → F F → A F → B 
   
F → C F → D F → E 
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    * A: Northeast Regional Division, B: Midwest Regional Division, C: South Regional Division, D: West Regional 
Division 
 
A → B A → C A → D 
   
B → A B → C B → D 
   
C → A C → B C → D 
   
D → A D → B D → C 
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    * A: Peoria County, B: Tazewell County, C: McLean County, D: Champaign County, E: Vermilion County 
 
A → B A → C A → D 
   
A → E B → A B → C 
   
B → D B → E C → A 
   
C → B C → D C → E 
   
D → A D → B D → C 
   
 
 
  
-20
-15
-10
-5
0
1 2 3 4 5 6
-4
-3
-2
-1
0
1 2 3 4 5 6
-15
-10
-5
0
1 2 3 4 5 6 7
-8
-6
-4
-2
0
1 2 3 4 5 6
0
5
10
15
20
1 2 3 4 5 6
0
1
2
3
4
1 2 3 4 5 6
0
5
10
15
1 2 3 4 5 6
0
2
4
6
8
1 2 3 4 5 6 -20
-15
-10
-5
0
5
1 2 3 4 5 6
-20
-10
0
10
1 2 3 4 5 6
-15
-10
-5
0
5
1 2 3 4 5 6
-8
-6
-4
-2
0
2
1 2 3 4 5 6
-15
-10
-5
0
5
1 2 3 4 5 6
-15
-10
-5
0
5
1 2 3 4 5 6
-2
-1
0
1
2
1 2 3 4 5 6
183 
 
 
D → E E → A E → B 
   
E → C E → D  
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    * A: Peoria County, B: Tazewell County, C: McLean County, D: Champaign County, E: Vermilion County 
 
A → B A → C A → D 
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D → E E → A E → B 
   
E → C E → D  
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Appendix 3.5 
Example of a Spatially Non-Stationary Process 
t=1 t=3 t=6 
t=9 t=12 t=15 
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Appendix 3.6   One-year-ahead Forecast Error Variance Decomposition with Different Temporal 
Aggregation Level - Negative Neighborhood Effect 
Multi-level Structure 
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Appendix 3.7  Twelve-step-ahead Forecast Error Variance Decomposition 
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with Different Spatial Aggregation Level - Negative Neighborhood Effect 
Multi-level Structure 
 
Single-level Structure 
 
Variance from Neighbors 
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← Variance from Region Common Factor 
 
 
-5
0
5
10
15
20
25
30
1 2 3 4 5
(%)
Aggregation Level
Neighborhood Effect=-0.22
Neighborhood Effect=-0.04
-5
0
5
10
15
20
25
30
1 2 3 4 5
(%)
Aggregation Level
Neighborhood Effect=-0.22
Neighborhood Effect=-0.04
60
70
80
90
100
1 2 3 4 5
(%)
Aggregation Level
Neighborhood Effect=-0.04
Neighborhood Effect=-0.22
60
70
80
90
100
1 2 3 4 5
(%)
Aggregation Level
Neighborhood Effect=-0.22
Neighborhood Effect=-0.04
2.0
2.2
2.4
2.6
2.8
1 2 3 4 5
(%)
Aggregation Level
Neighborhood Effect=-0.22
Neighborhood Effect=-0.04
