Abstract. The paper contains a noniterative solver for the Helmholtz and the modified Helmholtz equations in a hexahedron. The solver is based on domain decomposition. The solution domain is divided into mostly parallelepiped subdomains. In each subdomain a particular solution of the nonhomogeneous Helmholtz equation is first computed by a fast spectral 3-D method which was developed in our earlier papers (see, for example, SIAM J. Sci. Comput., 20 (1999), pp. 2237-2260. This method is based on the application of the discrete Fourier transform accompanied by a subtraction technique. For high accuracy the subdomain boundary conditions must be compatible with the specified inhomogeneous right-hand side at the edges of all the interfaces. In the following steps the partial solutions are hierarchically matched. At each step pairs of adjacent subdomains are merged into larger units. The paper describes in detail the matching algorithm for two boxes which is a basis for the domain decomposition scheme. The hierarchical approach is convenient for parallelization and can minimize the global communication. 1. Introduction. Elliptic equations arise in the determination of the pressure field for incompressible Navier-Stokes equations, in the implicit solution of viscous and heat transfer problems, in the solution of the Maxwell equations for lithographic exposure, in the solution of reaction-diffusion equations for baking and dissolution processes in semiconductor manufacture, and in many other applications. Fast and accurate solution of such equations is an important step towards resolution of problems which appear in computational physics or fluid dynamics. For example, the semiimplicit discretization in time (see [12] ) of the incompressible three-dimensional (3-D) Navier-Stokes equations gives rise to one Poisson equation for the pressure and three modified Helmholtz equations for the momentum equations.
1.
Introduction. Elliptic equations arise in the determination of the pressure field for incompressible Navier-Stokes equations, in the implicit solution of viscous and heat transfer problems, in the solution of the Maxwell equations for lithographic exposure, in the solution of reaction-diffusion equations for baking and dissolution processes in semiconductor manufacture, and in many other applications. Fast and accurate solution of such equations is an important step towards resolution of problems which appear in computational physics or fluid dynamics. For example, the semiimplicit discretization in time (see [12] ) of the incompressible three-dimensional (3-D) Navier-Stokes equations gives rise to one Poisson equation for the pressure and three modified Helmholtz equations for the momentum equations.
Application of high-order spectral and pseudospectral methods, which are based on global expansions into orthogonal polynomials (Chebyshev or Legendre polynomials), to the solution of elliptic equations results in full matrix problems. The cost of inverting full P × P matrices without using special properties is O(P 3 ) operations. We present a noniterative domain decomposition based algorithm for a high-order spectral solution of the 3-D Helmholtz equation. Most Poisson and Helmholtz solvers were initially developed for the two-dimensional (2-D) case, such as the fast multipole method (FMM) in [10] , domain decomposition and other preconditioning strategies, the boundary integral method in [14] , and the modified Fourier method in [3, 4] . An adaptive algorithm for a fast solution of the 2-D Poisson equation by decomposition of the domain into square domains and the subsequent matching of these solutions by the FFM was developed in [9] .
We solve the modified Helmholtz Δu − λ 2 u = u xx + u yy + u zz − λ 2 u = f (x, y, z) (1.1) or the Helmholtz equation The present 3-D algorithm is based on the fast spectral Helmholtz solver which was developed in [6] . It incorporates the application of the FFT with a preliminary subtraction technique. In this paper we generalize the algorithm of [2] to the 3-D case. The efficiency of the algorithm is especially vital for 3-D problems since such applications usually require heavy computations. The 3-D method enjoys the properties of the 2-D algorithm: fast convergence (i.e., small N is necessary to achieve the prescribed accuracy) and comparatively small number of operations per point (O(logN )).
The application of the Fourier method has the following advantages when solving the Helmholtz equation:
1. Differential operators are represented in the Fourier basis by diagonal matrices. This fact reduces the operator inversion to a simple division of the Fourier coefficients by the corresponding wave numbers. The cost of this step is O(N 3 log N ), where N is the number of grid points in each of the three directions. (N is also the number of Fourier harmonics in the related series representation.) 2. If the function is infinitely differentiable and periodic, then a Fourier series approximation of f converges to f spectrally, i.e., more rapidly than any finite power of 1/N . Multidimensional Fourier representations can be considered for Cartesian geometries (rectangles in 2-D and parallelepipeds in 3-D). However, rapid convergence of the series representation requires that the periodic extension of the solution has a certain number of continuous derivatives. The periodic extension of a nonperiodic function is discontinuous and the corresponding Fourier series converges only as 1/N , which is not better than a first-order finite-difference scheme. The slow convergence is caused by the so-called Gibbs phenomenon. Below we describe two steps of the algorithm developed in [6] for the 3-D Helmholtz equation and characterize the methods used to avoid the Gibbs phenomenon. The first step addresses the Gibbs phenomenon in the particular solution via extension; the second step uses subtraction to improve the accuracy of the inhomogeneous solver.
1. The function f in the right-hand side of (1.1) or (1.2) is extended to a larger domain and it is replaced by a new function which coincides with f in the original domain but the periodic extension of the larger domain has a certain number of continuous derivatives [16, 4] . The extension procedure is based on the local Fourier basis method [11, 17] , which employs folding functions as described and tested in [6] . 2. An auxiliary boundary value problem for the Helmholtz equation is solved to satisfy the original boundary conditions. (In the present work we consider principally the Dirichlet boundary conditions.) To reduce the effect of the Gibbs phenomenon, the subtraction technique used in [6] for the 3-D Laplace equation is used. In particular, if after the subtraction procedure the function is periodic together with all its derivatives up to the third order, then the error converges as 1/N 4 [7] . This is exactly the convergence of the algorithm that was developed in [6] . Our matching procedures also extensively use the Fourier representations. A subtraction technique is used in each case to provide that at least O(1/N 4 ) convergence holds at all the stages of the algorithm.
In the process of the domain decomposition we introduce some boundary conditions on the interfaces. Certainly these conditions do not coincide with the final values on the interfaces, so another matching procedure is needed. If we are looking for a unique solution of the boundary value problem for (1.1) or (1.2), we assume that the (modified) Helmholtz equation is satisfied everywhere. If this condition does not hold, the solution is not unique. Therefore, in order not to introduce an additional singularity, which degrades the accuracy of the algorithm, we assume arbitrary boundary conditions on the interfaces subject to unique condition: they should match the right hand side along the edges of the interfaces where the Laplacian can be computed exactly. It remains to discuss the case when in certain places on the edges of the original boundary, the boundary conditions (the Laplacian can be computed exactly) does not match the right-hand side producing the singularity, which significantly degrades the accuracy of the finite difference or any other numerical methods. This problem in 2-D cases was treated in [15, 3] . The subtraction technique in the singular case is an appropriate solution for the problem [3] : we subtract a function, which satisfies the homogeneous equation and matches the singularity. This technique is straightforward in the 2-D case (the singularity can appear in the corners only) and it is much more complicated in three dimensions. See [5] for some examples on how singularities in the Poisson equation are treated.
Algorithmic steps and operations count.
The proposed algorithm consists of the following steps:
Step 1. Solution of the nonhomogeneous equation in each subdomain.
Each subdomain is covered by a N × N × N grid. The right-hand side of the nonhomogeneous (modified) Helmholtz equation is evaluated at grid points of the extended subdomain ((N + ε) × (N + ε) × (N + ε)), where ε is the number of the extension points in each direction. The Dirichlet boundary conditions are introduced on the interfaces. This is done to avoid the introduction of singularities on corners and edges. These boundary conditions in each subdomain match adjacent subdomains and match the right-hand side of the edges where the Laplacian of the solution can be computed from the boundary conditions. The solution of the nonhomogeneous equation is found in each subdomain using the highly accurate local Fourier bases method that was developed in [6] . The complexity of this step is O((N + ε) 3 log(N + ε)) operations for each subdomain.
Step 2. Matching discontinuities.
The solution that is obtained with the prescribed boundary conditions has discontinuities in the normal derivatives along the interfaces. To remove these discontinuities, the difference between the first derivatives at the two sides of the interfaces is computed. Then, harmonic functions are added to both sides of each interface. In the next steps, correction functions will be needed only on the interfaces. The accumulation of all the corrections determines the final local boundary conditions. The complexity of this step is O(k 2 N 2 log N ), where k is the number of boxes that are simultaneously matched, N is the number of collocation points in each direction in each box.
Step 3. Solution of the homogeneous equations in subdomains.
The homogeneous (modified) Helmholtz equation is solved in each subdomain with the boundary conditions which were determined in the previous step.
Combining the result with the solution of the nonhomogeneous equation leads to a smooth global solution. The complexity of this step is O(N 3 log N ). For the Poisson equation the matching of discontinuities corresponds to the introduction of single layers (double layers in the case of the Neumann boundary conditions). In the (modified) Helmholtz equation case, the matching operation also changes the values of the solution on the global boundary. After this procedure the resulting solution does not satisfy the original boundary conditions any more.
Step 4. Global solution.
The smooth global solution, which was computed in the previous step, does not match the prescribed values on the boundaries due to the matching procedure. A global homogeneous (modified) Helmholtz equation is solved to satisfy the prescribed boundary conditions of the global domain. The complexity of this step is O(N 3 log N ).
We showed in our previous works [5, 6] that the solution in a 3-D box (i.e., in each subdomain) can be computed with high-order accuracy (corresponding to the second-and fourth-order accuracies, etc.), depending on the order of our subtraction procedure.
The removal of interface jump can be inexpensive if initially (and later in each step) only adjacent boxes are matched. The present hierarchical approach, which matches only two adjacent boxes at each level, requires only local corrections at the boundaries of these boxes, such that only the solutions in the adjacent subdomains are coupled in each matching step, then these joint subdomains are matched, etc. If originally we had k 2 subdomains, after 2 log k steps we obtain a smooth global solution.
In this paper we present the basic algorithm which is the solution of the Helmholtz equation (or the modified Helmholtz equation) and a matching of the solution in two adjacent boxes. For illustration we consider a box with eight subdomains. Then, the matching of a 3-D box, which is divided into eight subdomains (see [8, 13, 14] . The idea of the matching procedure is just to add different harmonic functions from both sides of the interface to cancel the jump in the function or its first derivative. For curvilinear boundaries these functions are evaluated on the surfaces and then the homogeneous (modified) Helmholtz equation is solved in a curvilinear 3-D domain. To reduce the number of computations, most of the domain should be covered by subdomains of a parallelepiped shape. If we solve a free boundary problem where it is not necessary to satisfy the specified boundary conditions but the (modified) Helmholtz equation only, then the same algorithm can be used in a curvilinear domain as well. (The idea is similar to [9] .) The right-hand side is smoothly extended in such a way that it is specified in an assembly of parallelepiped subdomains covering the original domain. First the modified Fourier method is used to solve an equation in each subdomain, then the matching functions at the interfaces are evaluated, and, finally, the homogeneous (modified) Helmholtz equation is solved in each subdomain. The sum of two solutions is computed for each of the points of the original (not extended) domain. Thus, the nonhomogeneous Helmholtz equation or the modified Helmholtz equation can be solved in a curvilinear domain without prescribed boundary conditions in O(N 3 log N ) operations. When we have to satisfy the original boundary conditions, the computation of the global solution in the curvilinear global domain can become a time-consuming step in the algorithm. In section 6.3 we demonstrate how the global solution can be computed using partial grid which nearly does not degrade the accuracy. The results are presented for the parallelepiped domain; however, the idea of a sparse grid for the solution of the homogeneous equation can be applied for curvilinear domains as well. As explained in section 6.2, the domain decomposition technique can be incorporated with adaptive grids, which improves the efficiency of the algorithm.
3. The matching procedure. In this section we describe the matching procedure for two adjacent boxes, which is a basic step of the algorithm.
In the first step, compatible boundary conditions are introduced on the interface ABCD (see Figure 3 .1) to avoid a solution's discontinuity. After we derived the solution of the homogeneous equation with the prescribed boundary conditions, the continuity on the interface is achieved. Nevertheless, the jump in the first derivative in the x-direction remains. In the second step we add certain solutions of the homogeneous equation to compensate for the jump, which completes the matching procedure for two boxes. on the interface x = 1.
Initially, we derive ϕ for the modified Helmholtz equation (1.1). From the equality
the function f (1, y, 0) is known, the second derivative in x along the edge can be found by the boundary condition on the interface z = 0, and thus g 1 (y, 0) is easily computed. Similarly,
Consequently, the 2-D function ϕ(y, z) satisfies the modified Helmholtz equation
Now, let us specify an equation for ϕ for (1.2). We have
and the equalities, similar to (3.2)-(3.4) for the other edges of the wire frame ABCD, hold. Thus, the function ϕ(y, z) satisfies the 2-D Helmholtz equation
The function ϕ(y, z) is known on the wire frame ABCD together with its 2-D Laplacian. We should construct the function g 1 (g 2 for the Helmholtz equation (3.7)) inside the rectangle ABCD and assume ϕ(y, z) to be a solution of (3.5) with the above boundary conditions on the frame ABCD.
We can choose the functions g 1 (x, y) and g 1 (x, y) in an arbitrary form. (An incorrect choice will be later balanced by the proper matching procedure.) They should only have the specified values on the boundary frame.
Let us construct a smooth 2-D function g 1 , which is known at the wire frame ABCD (see (3.1)-(3.4) ). If the solution of the original boundary value problem is not smooth, this will arise at the matching step. However, if the original solution is smooth there is no reason to introduce additional singularities in the solution. Numerical examples include both smooth and steep solution cases.
We used in practical implementations the following scheme to extend the function g 1 known on the wire frame only to the whole rectangle. Let
and the same for all the other corners. Further, g was presented as a sum of four known functions h i , which subtract Laplacian in the corners and some harmonic function. For example, the function
has the same Laplacian at (0, 0) as g 1 . Three other corners are similarly treated. .7)). We introduce a singularity unless the boundary conditions on the edge of the interface match the Laplacian described by the right-hand side and the boundary conditions. Such a singularity can essentially degrade the accuracy of the algorithm.
Matching of boxes.
After we find a solution for the Helmholtz equation in each subdomain, there is a jump in the first derivative in the x-direction. We add symmetric functions in the following way to match the solutions. Let the jump in the first derivative be ∂u ∂x
Since the first derivative in x is continuous on the frame x = x 0 , y = 0, 1 or z = 0, 1, then φ(y, z) vanishes on the boundary. Thus, the second derivative of φ in z is periodic on the boundaries z = 0, 1, 0 ≤ y ≤ 1, and so is the second derivative of φ in y at the boundaries y = 0, 1, 0 ≤ z ≤ 1. We expand the second derivative into the sine series 
where
A symmetric function with respect to the plane x = x 0 (in the present example
is added for x ≤ x 0 . Here L is chosen to be the maximal distance from the interface x = x 0 to the boundary (here L = 1). Similar functions are subtracted for the other three boundaries.
For the Helmholtz equation (1.2) λ 1 , λ 2 can be chosen to exceed k, and then the same functions (3.11) and (3.13) are added to the right and to the left of the interface, respectively, with
After the completion of this operation, the remaining jump in the derivative φ 1 (y, z) vanishes along the boundary together with its second derivatives in y and z. Thus, the function φ 1 (x, y) can be accurately expanded into a 2-D sine series
Then, after the function (3.16) with μ ij = π 2 (i 2 + j 2 ) + λ 2 , is added for x ≥ x 0 and a symmetric function with respect to the plane x = x 0 for x ≤ x 0 , we obtain that the first derivative in x is matched across the interface x = x 0 . Similarly, the derivative is matched on the other interfaces.
The analogue of (3.16) for the Helmholtz equation (1.2) is
Certainly, we do not evaluate all the add-on functions in all the domains but only on the boundary and on other interfaces. Afterward, the sum of all these functions is computed and the homogeneous Helmholtz equation with the corresponding boundary conditions is solved. The addition of this solution to the previous ones in each subdomain matches the first derivative of the solution on the interfaces; i.e., we obtain a smooth solution.
Numerical results.
Assume that u is the exact solution and u is the computed solution. Let u i and u i be the values of u and u at the collocation points, respectively. In the following examples we will use the following measures to estimate the errors: Numerical results are presented in Table 1 . In [7] . See also [5] for the 3-D case. Tables 3 and 4 present the dependence of the errors on the steepness α of the Gaussian and the equation parameter λ. The number of points in each direction is 16. The number of extension points is 4. In Table 5 we get low accuracy for low resolutions; nevertheless, the convergence is even faster than what the theory predicts: the maximal error decays 30 to 38 times when the number of points is doubled.
Modified Helmholtz equation.
Numerical results for exact solutions (4.4)-(4.6) are presented in Tables 6-8 . We observe that in Examples 4.4-4.6 the rate of convergence is O(h 4 ) (the error is 16 times less when the number of points in each direction is doubled), similar to the case of the modified Helmholtz equation. Tables 9 and 10 present the dependence of the errors on the steepness α of the Gaussian and the parameter k. The number of points in each direction is 16 and the number of extension points is 4. 5. Matching of arbitrary number of boxes. The above procedure for matching two adjacent subdomains is a part of a more general algorithm.
Helmholtz equation.
Assume the domain is divided into 2 m segments in each direction, resulting in 2 3m
subdomains (see Figure 5 .1). Thus, the matching can be implemented successively (hierarchically): the first eight adjacent subdomains are matched (see Figure 2 .1). Then adjacent cubic subdomains are matched, etc. The only problem is how to define the primary boundary conditions on the interfaces. Following the ideas in section 3, this can be hierarchically implemented beginning with the largest interface. In Figure 3 .1, for example, first the boundary conditions between the merged boxes 1-4 and 5-8 are introduced, then using the same algorithm the interfaces between 1-2 and 3-4, 5-6 and 7-8 are described. Finally, for the smallest interfaces between boxes 1 and 2, 3 and 4, 5 and 6, 7 and 8, the boundary conditions are computed. This is implemented as a preprocessing step, before the first matching procedure began.
However, it is possible to define the initial boundary conditions on the interfaces locally. Consider the case when the domain is divided into parallelepiped subdomains. We can set arbitrary values for the solution u on the horizontal interfaces.
If u is assumed to vanish on the horizontal interfaces, then the derivatives of u in x and y vanish and therefore the second derivative in z can be evaluated. Let us define f 1 and f 2 as in the 2-D case: they are functions of z that at the ends of the vertical edges vanish and have the second derivatives, which were computed above. The values at the faces parallel to XZ plane (see Figure 5. 2) are defined as in section 3. Thus, the compatible boundary conditions are determined on the cylindrical envelope. The operations count is described below for the general algorithm (see Figure 5 .1).
0 at the ceiling 0 at the floor Fig. 5.2 . In the first step we define consistent boundary conditions on all the interfaces.
We assume that there are N × N × N collocation points in the smallest subdomains and the number of smallest subdomains is 2 3m . Thus we have m successive matching steps. The basic number of grid points in each direction is doubled in each next step.
Operations count.
This step is local, so its complexity is O(2 3m (N + ε) 3 log(N + ε)), where ε is the number of extension points.
Step 2. Matching of discontinuities.
The complexity of this step is
For the smallest subdomains the complexity of this step is O(2 3m N 3 log N ).
For the smallest subdomains the complexity of this step is O(2 3(m−1) N 3 log N ). The total number of operations for all the matching steps is
which (if immediately implemented) is the most expensive part of the algorithm. Ways to optimize the above algorithm are discussed in section 6. Let us compare between the time needed to implement a domain decomposition algorithm and the algorithm when the geometry of the domain is linear (see Figure 2. 2) and the domain are matched in a naive way. In the matching step all the matched functions are evaluated on all the interfaces. Figure 5 .3 presents the number of operations (divided by 10 7 ) in both algorithms. We observe that the number of operations for the implementation of the domain decomposition algorithm is insignificantly greater than the local Fourier bases method in the global domain. The difference increases when the number of subdomains becomes larger (and so the matching step proportionally becomes more expensive). On one hand, the number of operations for the application of the FFT is O(N 3 log N ), which is log N per point and so the domain decomposition leads to a more efficient algorithm. On the other hand, the domain decomposition algorithm includes some additional steps, like having twice a local solution of the homogeneous Helmholtz equation in the subdomains and the matching procedure, which degrades the efficiency of the algorithm. It is to be noted that a similar 2-D domain decomposition algorithm becomes competitive (compared to the local Fourier bases method) when the number of subdomains is m ≥ 56 [2] .
The domain decomposition algorithm has the following advantages when compared to the method without domain decomposition:
1. The domain decomposition algorithm has an intrinsic parallel structure and allows a parallel implementation with reduced communication. 6. Optimization of the algorithm. In this section we investigate the ways to optimize the above algorithm and we present relevant numerical results.
Summary of methods.
1. Adaptive grids resolutions for the solution of the nonhomogeneous equation ( Step 1). The behavior of the right-hand side can differ from subdomain to subdomain. Therefore, the choice of different adaptive grids in the subdo- mains can reduce the amount of work that is needed to implement Step 1. Thus, the number of collocation points can differ from subdomain to subdomain that have the same size (see Figure 6 .1). For the 2-D case, this development was described and approved numerically in [1] . Obviously, the number of operations is significantly less if the right-hand side is mostly smooth in most subdomains while exhibiting steep and irregular behavior in a small number of subdomains. This obviously influences Step 3 as well.
Adaptive matching of subdomains (
Step 2). The idea is similar to Step 1.
Only the resolution depends on the size of the box. When we compute the influence of the derivative jump on the interfaces we can take a constant number of points per interface, i.e., the number of computations does not grow when larger boxes are matched. For example, if in Table 11 . .2) where λ = 1 and the exact solution (6.1) using adaptive grids. The results are presented in Table 12 . We can observe that in both cases (the Helmholtz and the modified Helmholtz equation) with an adaptive grid we achieve an accuracy of 10 −8 for 4·10 4 points which corresponds to approximately 33 points in each direction for an equispaced grid and 10 −13 for 5 · 10 5 points (≈ 80 points in each direction).
Sparse global solution.
Here we present a numerical illustration of the sparse global solution (item 3) as a novel element in the development of the algorithm which is crucial for its efficiency. Table 13 .
Example 6.4. We solve the same modified Helmholtz equation as in Example 4.2 for both regular and sparse global solutions. The results are presented in Table 14 . Table 15 .
Example 6.6. We solve the same Helmholtz equation as in Example 4.6 for both regular and sparse global solutions. The results are presented in Table 16 . We observe that the sparse global solution reduces significantly the number of computations, while the accuracy of the algorithm is not degraded (see Tables 13, 14 , 15, and 16).
We evaluate the gain of using the sparse global solution while comparing it to the usual (nonsparse) algorithm. In the simple case where eight boxes are matched, as in which is 3m times less than in the nonsparse case even when, as in the above computation, we neglect the log N factor in the FFT. 3. The algorithm is expected to be applicable for parallel implementation as its previous 2-D version that was developed in [1, 2] .
