Prepositions are highly polysemous, and their variegated senses encode significant semantic information. In this paper we match each preposition's complement and attachment and their interplay crucially to the geometry of the word vectors to the left and right of the preposition. Extracting such features from the vast number of instances of each preposition and clustering them makes for an efficient preposition sense disambigution (PSD) algorithm, which is comparable to and better than state-of-the-art on two benchmark datasets. Our reliance on no external linguistic resource allows us to scale the PSD algorithm to a large WikiCorpus and learn sense-specific preposition representations -which we show to encode semantic relations and paraphrasing of verb particle compounds, via simple vector operations.
Introduction
Prepositions form a closed class showing no inflectional variation and are some of the most frequent words. Yet, they remain largely underexplored in computational linguistics owing to their highly polysemous nature and frequent participation in idiomatic expressions (Saint-Dizier, 2006) . In this paper, we study the problem of sense disambiguation for prepositions and the related problem of their distributed representation.
Computationally, two different views of prepositions are standard: sometimes they are treated as being semantically vacuous and other times as being indiscriminate in association owing to their polysemy. Language processing tasks operating at a surface level of words treat them as stop words and disregard them (e.g., bag-of-words models), whereas those harnessing the syntax and semantics of words resort to the latter. In doing so, the latter tackles the challenges brought about by prepositional ambiguity in tasks such as prepositional phrase attachment (Ratnaparkhi et al., 1994; Collins and Brooks, 1995) , semantic role labeling (Srikumar and Roth, 2013) and downstream applications such as grammatical error correction (Chodorow et al., 2007) and machine translation (Shilon et al., 2012) .
The highly polysemous nature of prepositions drives several syntactic and semantic processes. For instance, the preposition with has 18 senses listed in The Preposition Project (TPP) (Litkowski and Hargraves, 2005) , examples of which, are shown in Table 1 . We notice that with indicates an emotional state in with confusion and refers to an accompanier in combine with, while it suggests the idea of a tool or means in wash with water. Thus, preposition sense disambiguation (PSD) is vital for natural language understanding and a closer look at the function of prepositions in specific contexts is an important computational step.
Antecedent approaches to PSD (for instance, (Ye and Baldwin, 2007; Hovy et al., 2011) ) have relied on linguistic tools and resources (the minimum of which involves dependency parsers and POS taggers) to capture the crucial contextual information of prepositions. We depart by using no linguistic resources or tools other than a set of word representations (trained on a large corpus). We interpret preposition senses as groups of similar contexts, where each instance of the preposition 'sense' is represented as vectors of contextdependent features. We find that a simple feature extraction that creatively harnesses the geometry of word representations yields a scalable algorithm that can reach near and even beat stateof-the-art performance on two benchmark datasets (SemEval 2007 and OEC) ; this is true in both un- A PSD algorithm that efficiently scales to a large corpus naturally paves the way for distributed representations of the preposition senses: we enrich the corpus with sense-specific information of prepositions using our PSD algorithm. Next, we repurpose an off-the-shelf word representation algorithm (Word2vec (Mikolov et al., 2013a) ) to relearn word representations with the key aspect that the length of the context surrounding prepositions is crucially reduced. Sensespecific preposition representations thus learnt are strongly validated using intrinsic evaluation tasks on datasets derived from standard benchmarks and by comparing them with their monosemous (i.e., original Word2vec) representations.
Our experiments reveal two curious properties exhibited by sense-specific preposition representations; they encode semantic relations and aid paraphrasing of phrasal verbs when used in a simplistic compositional manner. This compositionality brings forth not only the non-trivial amount of semantic information encoded in prepositions, but also suggests that it can be harnessed using basic algebraic operations on word representations.
We summarize our contributions below: Resource-independent Disambiguation: We rely only on a set of trained word representations and not any external linguistic resource -almost all prior approaches have included at least POS tagging and dependency parsing. We are comparable to, or better than, state-of-the-art on two standard benchmarks. Preposition Sense Representation Learning: To the best of our knowledge, this is the first work on preposition sense representation. The power of our sense representation is reflected by the finding that the embedding of 'in' in the sense of "things enclosed", is captured via the linear-algebraic relationship: in + America ∼ American, while the global representation of 'in' fails in such tasks. Again, using a sense-specific word embedding of 'for' yields a paraphrase of the phrasal verb, 'fight for' to be 'defend,' derived via a simple additive model of composition.
A key contribution of this work is in the selectional aspects of the context that best represent the sense of a preposition, where we match classical ideas from linguistics with the appropriate geometry of word embeddings; this is discussed next.
Preposition Sense Disambiguation
The key intuition behind our sense disambiguation approach is the modern descriptive linguistic view (Huddleston, 1984; DeCarrico, 2000) : prepositional sense in any sentence is driven by both its attachment and its complement; classical prescriptive linguistics had focused only on the latter (Beal, 2004) , pp. 110, (Cobbett, 1823 ), pp. 16, (Lowth, 1762 An example is in Table 1 : italic words determine the sense of "with". In the first sentence, 'confusion' to the right of the preposition (i.e., "right context") is the complement of 'with', from which we infer that 'with' encodes the sense of 'manner'. In the second sentence, the accompanier sense of 'with' is because of its governor, the verb 'combine' (i.e., the left context). In the last sentence, the sense of 'with' is 'by means of' and is determined by both the verb in its left context and the argument in its right context. Consider a new sentence with changed right context: 'He washed a small cup with a handle.' Here 'with' functions as an attribute. Again, changing its left context we get the sentence 'He asked for a small cup with water', where 'with' serves as an attribute instead of encoding the sense of means.
That the left and right contexts and their interplay are critical to prepositional sense disambiguation is also well established in the literature (Hovy et al., 2011; Litkowski and Hargraves, 2007) . Our key intellectual contribution is in matching these linguistic properties to appropriate geometric objects within the vector space of word embeddings; the word embeddings are borrowed off-the-shelfthis work uses word2vec exclusively. We describe this next, focusing first on the left context, next on the right context and then on their interplay. Left context feature v is the average of the vectors of the left k words (here k is a parameter roughly taking values 1 through 4). This simple geometric operation is motivated by recent works (Faruqui et al., 2015; Kenter et al., 2016; Yu et al., 2014) representing a sentence by the average of its constituent words robustly and successfully in System State-of-art (Hovy et al., 2011) k-means clustering average ( , r) ( , i) (r, i) ( , r, i) Accuracy 0.56 0.555 0.561 0.565 0.534 0.584 (Hovy et al., 2010) points out that fixed window sizes are insufficient, when compared to using specific syntactic features (example: POS tagging and dependency parsing-common techniques in prior works), we will see that the semantic information embedded in word vectors largely compensates for this limitation. Right context feature v r is the average of the vectors of the right k r words (here k r is a parameter roughly taking values 1 through 4). This is identical to the method adopted for the left context. Context-interplay feature v inter is the vector closest to both the subspace spanned by the left context word vectors and the subspace spanned by the right context word vectors. This geometric representation appears crucial to capture the prepositional-sense when the interplay between the contexts matters decisively, as seen empirically in our extensive experiments. This feature represents one of the key findings of this paper. Let v i and v r j be left and right context word vectors respectively. A precise mathematical definition of v inter is below:
These three feature vectors, v , v r and v inter , are used in both unsupervised and supervised preposition sense disambiguation.
Unsupervised learning of senses of a given preposition is conducted by clustering the 3 feature vectors harnessing the very vast number of instances of each preposition in the large Wikicorpus (here we fix k = k r = 2 and use standard k-means clustering). If the features do capture the prepositional sense efficiently, then a majority of the same-sense instances belong to the same cluster, which is now represented by the dominant label of its instances. Supervised learning of the senses using the three feature vectors is readily conducted based on the training examples provided in benchmark PSD datasets. We do this using the standard support vector machines (SVM) (Cortes and Vapnik, 1995) , multilayer perceptron (MLP) (Glorot and Bengio, 2010) and weighted k-nearest neighbor (k-NN) (Andoni and Indyk, 2006) classifiers. Each of these allows potentially different weighting of the three features in a context dependent way. The parameters are tuned to maximize the disambiguation accuracy on the development set provided in the benchmark PSD datasets. These experiments are discussed in detail next.
Experiments on Sense Disambiguation
The PSD algorithms were validated using two publicly available datasets derived from TPP. The SemEval Dataset consisting of 34 prepositions instantiated by 24, 663 sentences covering 332 senses. Among them, 16, 557 sentences are used as training instances (semtrain) and 8096 sentences are test instances (semtest) for the preposition disambiguation task. The OEC dataset consists of 7, 650 sentences collected from the Oxford English Corpus. Since these sentences included more prepositions than those in the SemEval dataset, we chose 3, 587 sentences that included the same 33 prepositions as
Dataset

System
Resources Accuracy
SemEval
Our system English corpus 0.81 (Litkowski, 2013) lemmatizer, dependency parser, WordNet 0.86 (Srikumar and Roth, 2013) dependency parser, WordNet 0.85 (Gonen and Goldberg, 2016) (Litkowski, 2013) lemmatizer, dependency parser, WordNet 0.32 Table 3 , using standard off-the-shelf classifiers. We used the SVM classifier with a linear kernel and its penalty parameter C as a tunable parameter, the MLP classifier with one hidden layer, and the number of neurons as a tunable parameter, and the k-NN classifier (weighted k-NN), with the number of nearest neighbors and the feature weights as tunable parameters; all tunable parameters were tuned using the development set. Additionally, the context window sizes k and k r were parameters for all the three classifiers, each tuned on the development set. Baseline. Recent works have shown that the average word embedding serves as a good representation of the compositional sentential semantics (Faruqui et al., 2015; Kenter et al., 2016; Yu et al., 2014) , and this single feature -the average of all context word vectors (both to the left and the right) -serves as a natural baseline.
Results. In both the unsupervised and supervised disambiguation settings, the best performance is achieved by using all three features, v , v r and v i . As summarized in Table 2 , our unsupervised method achieves a 2.4% improvement (4.2% relative) over state-of-art (Hovy et al., 2011) .
The results in the supervised setting, tabulated in Table 3 reveal that the weighted k-NN classifier performs best. Denoting left, right and interplay features by , r, i respectively, Table 2 and 3 report our experimental results using only subset combinations of these features on the two disambiguation tasks.
An ablation analysis of the features reveals that the context-interplay feature is most beneficial to the model when testing on the OEC dataset, but on the SemEval dataset, the left context feature appears to be the most beneficial. A likely explanation to this behavior is that several instances in semtrain and semtest share the governors the prepositions attach to. Hence the left feature with the governor information helps disambiguation on semtest. The governors and complements in OEC instances differ from those in semtrain. Therefore, the context-interplay feature provides more general context information than provided by the left and right context features by themselves for sense disambiguation on the OEC dataset.
A side-by-side comparison of the performance of our supervised approach with related prior approaches is shown in Table 4 . From the table we note that the accuracy of our system was significantly better than that of the best PSD system in SemEval 2007 (11% higher accuracy), and 7.5% (absolute) higher on the OEC dataset. It is noteworthy that while (Litkowski, 2013) fared better than our system with the SemEval data, our system outperformed (Litkowski, 2013) on the OEC dataset. It is also noteworthy that we achieve per- Table 5 : Accuracy on relation approximation formance comparable to the recent work (Gonen and Goldberg, 2016) which also used word embedings, but had access to a multilingual translation corpus (and linguistic tools). Again, we note that our performance is achieved with complete nonreliance on linguistic resources.
Preposition Sense Representation
Standard embedding methods do not account for the inherent polysemy in words -this is exacerbated in the context of prepositions. Indeed, to the best of our knowledge, no linguistic properties of the standard embeddings (say, word2vec (Mikolov et al., 2013a) or GloVe (Pennington et al., 2014) ) are known for preposition vectors. Recent works that learn sense-specific embeddings inherently use the distinct "topics" the senses of a given word can take (example: (Rothe and Schütze, 2015) explicitly uses Wordnet senses) and have only been validated with respect to nouns and verbs. In this work, we provide the first sense-specific prepositional representations and validate them by creatively repurposing datasets meant for other tasks. This is the focus of this section. Toward this, we used the trained k-NN classifier (described in Section 2) to disambiguate each preposition token in the large WikiCorpus. Now each preposition instance in the corpus has a sense-label. We then used Word2Vec (Mikolov et al., 2013a) to re-learn word embeddings on the preposition-sense-tagged corpus; this time we arrive at sense-specific embeddings of prepositions.
The sense-specific representations are readily interpreted in terms of the extensive-resources of TPP -a detailed description of our sense representations and their connections to TPP senses can be found in Tables 8,9 ,10,11,12 of the supplementary material, including the words nearest to the preposition sense and corresponding example sentences for five common prepostions: in, over, for, or, with.
Below, we validate the quality of the sense representations in two tasks, where prepositional senses play an important semantic role: (a) semantic analogy task and (b) paraphrasing task.
Preposition senses as relations
Task. Prepositions indicate a relation between the noun or pronoun and another word, which may be a verb, an adjective, or another noun or pronoun (Huddleston et al., 2002) . While previous studies have found that simple arithmetic operations between word vectors capture the relation between word pairs fairly well (Mikolov et al., 2013a,b) , in this study we explored the ability of sense-specific preposition embeddings to encode two noun-noun relations and one noun-adjective relation. The rationale here is explained with an example.
Prepositions such as 'in' and 'from' encode a spatial relation (in America) and hence the location sense of these prepositions could potentially capture the nationality relation that in America ≈ American. If the prepositional sense embedding can indeed capture this spatial relation, then the adjective can be predicted from the country via the addition operation as follows. Let a particular sense embedding of 'in' be v sense in . Given the country, we predict the nationality-adjective by finding the nearest word of v sense adjective ≈ v sense in + v country . Likewise, we explored whether country names (resp. state) could also be predicted from their capital (resp. city) names via the addition operation. Datasets: We use the popular semantic analogy datasets (Pennington et al., 2014) and focus on the following three relations: (1) capital-world with 116 (capital, country) pairs, e.g., (Cairo, Egypt); (2) city-in-state with 69 (city, state) pairs, e.g., (Houston, Texas); (3) gram6-nationalityadjective with 41 (country, nationality-adjective) pairs, e.g., (Albania, Albanian). Baselines. (a) Lower baseline: the "global" preposition embedding (i.e., original word2vec representation), v global in , is one baseline in our experiments, e.g., we predict the adjective through v
Upper baseline: since the difference between two words in the first analogy pair are shown to efficiently capture the relation, we took the average difference vector among all word pairs in the dataset corresponding to a relation, as the second baseline, v diff . The adjective is then predicted via v diff adjective ≈ v diff + v country . We used from to approximate capital-country relation, and in for city-state and nationalityadjective relations. For each relation, we evaluated the outcome of adding the preposition vector to the base word by checking if the answer occurs among the closest three words of the sum vector. For example, if American appears among the closest words to the sum of the vectors of America and in, we considered it to be a correct approximation.
Results. Table 5 reports the accuracy of finding the target word (country, state or adjective) in the top 3 neighbors corresponding to the use of the global embedding, the sense-specific embedding of ('in' and 'from') and the difference embedding. The accuracy achieved by using the preposition sense representation is significantly close to that of the difference embedding compared to the global representation. This shows that the sense representation is good at approximating the relations between capital-state, capital-country and country-nationality.
Preposition senses aid paraphrasing
Task. Prepositions encode non-trivial semantic information. For example, switch on and switch off show opposite meanings owing to the prepositions that follow the common verb switch. Another setting in which we validate the sense-specific preposition representation is by understanding its role in phrasal verbs.
Specifically, our goal is to infer the meaning of verb-particle constructions (VPC)-a head verb with one or more obligatory particles -in the form of intransitive prepositions (e.g., hand in). We focused exclusively on prepositions serving as particles due to their high productivity, and mainly consider compositional VPCs (McCarthy et al., 2003; Bannard et al., 2003) . This allows us to highlight the value of the vector representation of the preposition sense in terms of playing a non-trivial role in phrasal verb semantics (Brinton, 1985) . Experiments. We explore the task of inferring the meaning of the phrasal verb from its components, i.e., the verb and preposition sense representation, casting this as a lexical paraphrasing task of finding one word that captures the meaning of the VPC (e.g., climb down = descend). Dataset. Because a dataset for paraphrasing of VPCs was not available, we created a dataset 1 . It consists of 91 phrasal verbs, extracted from the VPC datasets in (Baldwin, 2005) , (McCarthy et al., 2003) and the online Oxford dictionary 2 . Given that the meaning of VPCs is context sen-sitive (as discussed in (Gong et al., 2016) for example), we provide three sentences for each VPC to ascertain the paraphrase, while ensuring that the VPC has the same sense in all three sentences.
For each VPC instance, we first disambiguated the preposition sense in the given context using the supervised method described in Section 2. Because the meaning of a compositional phrase can be inferred from the meaning of its component words, we approximate the word representation of a VPC as the sum of the vectors of its verb and its preposition. Thus, we have, ), we list the nearest three verbs (excluding the verb in the phrase) as its paraphrase. Here, the distance is measured in terms of the cosine similarity between the word vectors. Examples of phrasal verb paraphrasing are shown in Table 6 . In the sentence, "The teaching was carried on in the form of folklore", the nearest neighbor of carry on is conduct using the preposition sense embedding, laid using the global embedding and placed with the simplex verb.
Two human annotations set the gold standard for whether the paraphrase is valid or not (for polysemous verbs, we consider the verb as a valid paraphrase if it conveys the meaning in any of its senses). The agreed upon annotations constitute the dataset. We use accuracy as evaluation metric, which is the percent of phrasal verbs with a valid paraphrase among three candidates. A more detailed evaluation is in the supplementary material. Results. We report the results in Table 7 , where we notice that paraphrasing with the preposition sense embedding has a much higher precision than the two baselines. This validates the sense-specific sentence phrasal verb paraphrasing sense global simplex The teaching is carried on in the form of folklore.
carried on conducted laid placed he brought in new ideas in the discussion. brought in introduced came came Comparing the different phrasal verb approximation methods on an instance-by-instance basis yields a closer view of the results. Of the 91 phrasal verbs, there were 31 instances where a sense-based approximation was better than that using a global-embedding, 32 instances where sense-based was better than simplex, and 19 instances where sense-based was better than both global and simplex. This shows that the role of sense-specific preposition embeddings in capturing the meanings of phrasal verbs is non-trivial. Sense embeddings outperform simplex ones in instances where: (a) prepositions are important in aspectual phrases (where the particle provides the verb with an endpoint, suggesting that the action described by the verb is performed completely, thoroughly or continuously), e.g., "go against"; (b) prepositions help disambiguate the verb, e.g., "carried" has multiple senses, sense 1: support the weight of something, sense 2: Assume or accept (responsibility or blame). In vector representation, "carried" is close to "laid", "wiped" and "phased", while sense "on" drives "carry on" much closer to "conducted". Sense embeddings outperform global ones since the latter only represent the semantics of dominant sense while sense embedding is better at capturing the true sense. For example, the global embedding of down is close to destroyed and crashed, and thus in phrase put down, global method gives paraphrases such as slammed and snapped. Sense embedding provides its sense of "downward direction", and gives the paraphrases laid and tossed. Sense embeddings encode phrasal verb semantics even though the preposition in the phrasal verb has lost its functional aspect; we see that computationally (and in a vector space), the sense-tagged preposition remains inside a phrasal verb. This is more pronounced in compositional phrasal verbs and in aspectual ones, and less so in idiomatic ones (see Section A.3 for a discussion (Villavicencio, 2006) ).
Discussion
Resource-independence: Previous approaches to PSD relied on a dependency parser to extract words modified by a preposition and those that the preposition modifies. In general, these words occur in the preposition's local context. We have allowed the context window to be a tunable parameter so that the classifier can learn to cover informative words in the context, and thus effectively captures the dependency information in a resourceindependent fashion. Novel context feature: The context averaging approach, which disregards context word order, suffers in accuracy compared to models that use left and right context words. This indicates that information about the order relative to the preposition is useful in preposition disambiguation, since the left (resp. right) context generally corresponds to attachment (resp. complement) information. Additionally, our use of the context-interplay feature combines the information on both sides of the preposition to infer its underlying sense. Suppose a cup of medicine, professor of humanity and professor of mathematics are in the training corpus, and senses of preposition of are 'contents', 'possessor' and 'field'. Given a test instance professor of medicine, it would be hard for the method with only the left or the right feature to decide the preposition sense since the test instance has the same word as each of the training instance, and their features in these two baselines are similar. However, the interplay vector in professor of medicine is closer to that in "professor of mathematics" than to other two training instances. The interplay feature prompts that of in test instance refers to a field (or species) instead of contents or possessor.
Data-driven insights into context dependence:
Knowing the weights on the context features in our supervised PSD model, the weighted k-NN, we can infer the extent to which prepositions rely on the complement and the attachment. For example, we found that in the case of the prepositions behind (occurring in, "shut behind her", "dip behind clouds"), to (e.g., "testify to the depth", "mumbling to himself"), and with (e.g., "amalgamated with her old school", and "rub with bare hands"), the verbs they attach to strongly influence their sense. For other prepositions such as during (e.g., "during the incident", "during his lifetime", "during the day") and on (e.g., "on his hands", "on the ground"), the complement has more influence on the senses. Sense encodes relations: Sense-specific representations outperform the global preposition representation in terms of encoding semantic relationsthus prepositional sense-specificity captures the encoded semantics better than its sense-generic version. Working with the small VPC dataset and the simplistic model of compositionality, we interpret the results as positive indicators of the viability of using sense-specific prepositional embeddings to paraphrase VPCs. We observe that in the case of light verbs, whose meaning is determined by the particles they combine with, (e.g., come down ∼ fall), a valid paraphrase is found in the top 3 candidates when the sense-specific representation is used, and not when the simplex or the global representation is used.
As pointed out in (Navigli, 2006), a potential limiting factor of the sense-specific representation could be the fine-grained sense distinctions in the training set. Future work could explore preposition sense representation learned from a coarsegrained traininng set.
Related Works
Preposition Sense Disambiguation: Preposition disambiguation has been explored on the SemEval dataset via various methods and external resources (part of speech taggers, chunkers, dependency parsers, named entity extractors, WordNet based supersense taggers and semantic role labelers) since 2007 (Yuret, 2007; Ye and Baldwin, 2007; Tratz and Hovy, 2009; Hovy et al., 2011; Popescu et al., 2007; Tratz and Hovy, 2011; Srikumar and Roth, 2013) .
More recently, Gonen and Goldberg (2016) use word embeddings and other resources including a multilingual parallel corpus processed using sequence to sequence neural networks for preposition disambiguation and achieve an accuracy within 5% of the state-of-the-art, which includes (Litkowski, 2013; Hovy et al., 2010; Srikumar and Roth, 2013) . We note that we achieve the comparable performance as (Gonen and Goldberg, 2016) using only word embeddings. Preposition Representation: Word embeddings such as Word2vec (Mikolov et al., 2013a) and GloVe (Pennington et al., 2014) have been widely recognized for their ability to capture linguistic regularities (including syntactic and semantic relations). On the other hand, no linguistic property of their prepositional embeddings are known; to the best of our knowledge, we propose the first sense-specific prepositional embeddings and demonstrate their linguistic regularities. Distantly related is (Hashimoto and Tsuruoka, 2015) , which learns embeddings of prepositions acting as verb adjuncts by tensor factorization of a predicate matrix. Similarly, Belinkov et al. (2014) explore the use of preposition representations optimized for the task of prepositional phrase attachment, but do not analyze the semantic contribution or sensespecificity of preposition embeddings. Sense-specific Embedding: Recent works have proposed polysemy disambiguation, using external resources such as Wordnet (Rothe and Schütze, 2015) or in an unsupervised way (Arora et al., 2016; Neelakantan et al., 2014) ; both the unsupervised approaches are limited in the number of senses they can represent (about 4) and are validated for only nouns and verbs. The approach of (Neelakantan et al., 2014) is roughly similar to our baseline method using the average context vector.
Conclusion
This paper encodes attachment and complement properties of prepositions into context features, disambiguating senses of preposition. The method relies on no external resources (all prior works use at least a dependency parser), and performs very well on two standard PSD datasets. The disambiguation readily scales to a large corpus and the resulting sense-specific representations have been shown to capture lexical relationships and aid phrasal paraphrasing. Evaluating the utility of the preposition representations in downstream NLP applications (specifically question-answering) is left to future work. We learn preposition sense representations, and explore the semantic information they carry. A straightforward approach is to examine the nearest neighboring words, corresponding to each sense of each representation. Our results on this exploration for five exemplar prepositions are here: in (Table 8) , over (Table 9) , for (Table 11) , of (Table 11) , and with (Table 12) . We enumerate senses for a preposition in each Table 8 : Senses of Preposition "in"
In Table 8 , we notice that the nearest neighbors can be the words semantically similar to the given sense. For example, until, during and since are close to TimeFrame sense of in. The nearest words might be the governors of a preposition. For example, when in carries the sense of Garment, verbs such as dressed are close to it. Also, the nearest words can also be complements of this preposition. For example, nouns such as university, college and school are neighbors to in's sense of ProfessionAspect.
For the sense representations of over in Table 9 , we see that the nearest neighbors are indeed synonymous. For example, crossed is close to over's sense of ThingsSurmounted, about close to the sense of SubjectConsidered, onto close to the sense of ThingsCovered, against close to the sense of ResistantSurface. Senses are interchangeable with synonymous neighbors. "bridge over the river" is similar to "bridge crossed the river", "ponder over the reply" similar to "ponder about the reply", and "drizzling ketchup over chicken" similar to "drizzling ketchup onto chicken", and "broke a chair over me" similar to "broke a chair against me". Besides synonyms, nearest words also include governors and complements specific to over's senses since they co-occur so frequently. Word broke is a governor in "broke a chair over me", and it is also a nearest neighbor given over's sense as ResistantSurface. In another sentence "cook the dumplings over a medium heat", heat is a complement, and also close to over, given its sense as ThingsSurmounted. Seventeen senses are enumerated for preposition of in Table 10 . Synonymous words can be found in of 's nearest neighbors. For example, concerning is close to the sense Recipient, upon is close to the sense Possessor, and containing is close to the sense Constituent. These neighbors can paraphrase of 's corresponding senses . The sentence "purchase of copyright" can be paraphrased as "purchase concerning copyright", "presumption of the courts" paraphrased as "presumption upon the courts", and "the firms of solicitors" as "the firms containing solicitors". We again observe that the nearest neighbors also reflect the attachment and complement properties of specific senses. When of carries the sense of Contents, words such as cups, pot and bowls are neighbors of the sense Contents. When of carries the sense of Cause, governors such died and arrested are its closest neighbors. Table 11 : Senses of Preposition for Table 11 provides for's senses. First look at the synonyms among the nearest neighbors. Word during corresponds to the sense TimePeriod, and "forecast for 1993" can be replaced with "forecast during 1993". Then we can find the governors and complements as neighbors. For example, buy is a governor in phrase "buy it for $200", and also close to the sense Price. Word definitions governs the preposition in phrase "definition for the term" and stay close to the sense Referent. Word outstanding is also a governor in "outstanding for a cuisine", and close to for's sense Concomitant. As for complements, purpose acts as an complement in "excellent for this purpose", and appears close to for's sense of Purpose. The senses of with are listed in Table 12 . A nearest neighbor of sense MeansName is using, and sentence "treatment with laser" can be rewritten as "treatment using laser". A nearest neighbor of sense Accompanier is alongside, and "partner with systems integrators" can be understood as "partner alongside systems integrators". Against is synonymous to the sense Opponent, and "collided with a bus" can be paraphrased as "collided against a bus". Besides semantically similar words, governors and complements can be included as nearest words. Abnormalities is a governor in "woke with abnormalities", and is one neighbor of sense Malady. News is a complement in "contact me with the recent news", and close to of 's sense Message.
These tables of sense representations show us that preposition sense-specific embedding carries nontrivial lexical semantics. Nearest neighbors give a qualitative evaluation of these representations in terms of word similarity. We do observe semantically-similar words are included as nearest neighbors, which can be treated as definitions of the specific preposition sense. We also find that these nearest words reveal the attachment and complement properties of prepositions. Governors and complements may appear close to the given sense.
A.2 Preposition senses as relations
In this section, we use preposition sense to model lexical relations, and predict one word (e.g., country) from the other (e.g., capital). Three candidate predictions are generated from the approximate embedding. In Fig. 1 , we report the accuracy of finding the target word (country, state or adjective) in the top k(k = 1, 2, 3) neighbors corresponding to the use of the global embedding, the sense-specific embedding of ('in' and 'from') and the difference embedding. In the experiment on phrasal verb paraphrasing, we use preposition global embedding, simplex embedding and our sense-specific preposition embedding to approximate the representation of phrasal verbs. The nearest verbs of the phrasal representation are used (excluding the verb in the phrase) as its paraphrases. Some examples of phrasal verbs and paraphrases are shown in ), we list the nearest three verbs (excluding the verb in the phrase) as candidate paraphrases. Here, the distance is measured in terms of the cosine similarity between the word vectors.
Since we listed the top three candidate paraphrases for a phrasal verb and consider the validity, we choose metric precision at k (prec@k) which is defined as:
where N is the number of phrasal verbs, and Precision(i, k) is the percent of good paraphrases among the top k paraphrases for phrase i. The precision metrics for each method are reported in Fig. 2 . As we can see, our sense-specific preposition embedding has a significantly better performance than global and simplex embeddings, in terms of all the three prec@1, prec@2 and prec@3 metrics. We notice that paraphrasing is closely related with the nature of phrasal verbs. A three way classification is adopted in (Dehé, 2002; Jackendoff, 2002; Emonds, 1985; Villavicencio, 2006) , where verb particle compounds (VPC) can be classified into compositional, idiomatic or aspectual. For the compositional VPCs, the meaning of the construction is determined by the literal interpretations of the particle and the verb (e.g., throw out). Idiomatic VPCs, however, cannot have their meaning determined by their component words (e.g., get through meaning 'manage to deal with'). The third class, aspectual VPCs, have the particle providing the verb with an endpoint, describing the action in more details (e.g., tear up).
The dataset of English phrasal verbs consists of 91 phrases, in which there are 54 compositional phrases, 16 aspectual phrases and 21 noncompositional phrases in our dataset. Here we report the precision@k (k=1,2,3) of different methods on these three types of verb phrases respectively.
As is shown in Table 14 , the precision of paraphrasing with preposition sense embedding is higher than baselines with preposition global embedding and verb embedding on three types of phrases. As we can see from the table, the precision improvement of sense embedding over global embedding is larger on aspectual phrases than on compositional phrases. The reason might be that preposition plays a more important semantic role in aspectual phrases than in compositional phrases.
We also observe that the precision achieved by simplex embedding is close to precision by global embedding. It means the phrasal verb representations with and without global embedding do not differ too much, which indicates that global embedding does not provide necessary semantic information of prepositions in paraphrasing phrasal verbs.
Also, we find that paraphrasing of compositional or aspectual phrasal verbs is better than that of idiomatic ones. This is because component words do not give much information about the semantics of idiomatic phrases. Hence addition of components is not a good approximation of idiomatic phrasal representation.
Empirically, phrasal approximation using addition of verb and particle gives good paraphrasing mainly in the following cases:
1. verb dominates the phrasal meaning, e.g., focus on (∼ focus), carry in (∼ carry); 2. preposition dominates the phrasal meaning, e.g., go against (∼ against), keep from (∼from, one 3. verb is polysemous, and preposition helps disambiguate the verb. For example, "headed down" where the verb "headed" have two senses: "chaired/led" and "approached". The phrase "headed down" prompts that "headed" should have the sense "approached".
