Abstract-ILC is traditionally applied to systems where the controlled variable is the measured variable. However, in standard industrial robots the motor angles are measured, while the control objective is to follow a tool path. Assuming that the mechanical flexibilities of a modern robot are concentrated to the joints (elastic gearboxes), a flexible two-mass model can describe a single joint. A P-ILC algorithm is applied to the two-mass model, based on only measured angle of the first mass (motor angle) or estimated angle of the second mass (tool angle). Robustness of the algorithm and performance when model errors are introduced are discussed considering the toolangle error. First, it can be concluded for a flexible system that the motor-angle reference characteristics are essential for the performance when the tool angle cannot be measured. Second, using a tool-angle estimate instead of the explicit motor angle in the ILC update reduces the tool-angle error significantly.
I. INTRODUCTION
Traditionally Iterative Learning Control (ILC) has been applied to systems where the controlled variable also is the measured variable. In industrial robot applications, for example plasma cutting in Fig. 1 , this is typically not the case. In a standard industrial robot the motor angles are measured, while the control objective is to follow a desired tool path. Obviously this is a problem, which is confirmed from ILC experiments [15] , [16] performed with a robot.
A modern industrial robot is flexible, due to a lower weight [5] . Assume that mechanical flexibilities are concentrated to the joints (elastic gearboxes), moment of inertia Fig. 1 . A commercial industrial ABB robot IRB1400 performing plasma cutting [1] . Tool position and orientation cannot be measured due to practical and economical reasons. The control objective is however to follow a desired tool path, whereas the measured variables are the motor angles. University, SE-58183 Linköping, Sweden, {johanna, mino, svante}@isy.liu.se of the tool is constant, and that nonlinear phenomena like friction, backlash, etc., are neglected in the joints. Motivated from for example the first joint when the other joints are still, an approximate joint description is given by the flexible two-mass model in Fig. 2 . In the paper performance and robustness aspects of the problem when the controlled variable cannot be measured are studied using this model, where the motor angle (first mass) is the measured variable and the tool angle (second mass) is the controlled variable. An ILC algorithm is applied to the model, considering:
1) The motor angle is the measured variable.
2) The tool angle is estimated by an observer from measurements of the motor angle.
3) The tool angle is the measured variable (ideal case). The ILC method was introduced in [3] , [6] , [7] , and a summary of recent publications is given in [4] . Robotics has always been an important field of application for ILC (see for example [11] ), because in many applications the robot repeats the operation starting from approximately the same initial conditions, as is the case for plasma cutting in Fig. 1 .
In [10] , [12] , ILC is applied to flexible systems, but it is assumed that the tool variable is measurable. In this paper the two-mass system is studied for the three cases mentioned above, for two different input points of the ILC algorithm to the system. Model errors are introduced by parameter variations in tool inertia J a and spring constant k, motivated by essential model uncertainties found in industrial robot applications. Finally it is discussed how robustness of the ILC algorithm can be related to tool-angle performance.
characterised by spring k, stiffness damping d, viscous friction f m , gear ratio r g , moments of inertia J m , J a , torque τ(t), motor angle θ m (t) and tool angle θ a (t). The parameter values used in the simulation are presented in Table I , and are from the study [9] of a laboratory-scale robot arm with some minor changes. Introducing the states
gives a state-space description of (1). The transfer functions
can then be derived. In Fig. 3 a block diagram of the controlled system with the ILC update is illustrated for case A, where u k,A (t) is added to r m (t) and case B, where u k,B (t) is added to r a (t). Fairly moderate requirements for the feedback can be chosen, since the desired servo performance is planned to be achieved using the ILC algorithm. Here a PD controller including a low-pass filter is used,
where
The controller is implemented in discrete time in the simulation. Further details can be found in [15] . The system is driven by a tool-angle reference r a (t), which generally is given by the application, here chosen as a filtered step. From Fig. 3 the motor-angle reference r m (t) is
where q is the time shift operator qr a (t)=r a (t + t s ) for the sampling time t s . The motor angle θ m (t) is controlled towards r m (t). To be able to achieve the corresponding tool angle θ a (t), which is the controlled variable, the tool-angle reference r a (t) is given from the filter F r , Fig. 3 . The system illustrated by G m and G a ; relating motor torque τ(t) to motor angle θ m (t), and motor angle θ m (t) to tool angle θ a (t). F represents the controller. The reference r a (t) is filtered by F r , giving r m (t). The ILC input u k (t) at iteration k is added to r m (t), case A, or to r a (t), case B.
The transfer function G a,d (q) is a sampled version of G a (s) for the nominal case, and 1/q is introduced to make F r (q) proper. Fig. 4 shows r a (t) and r m (t) used in the paper. 
B. Estimation of tool angle
Using motor torque τ(t) and motor angle θ m (t), the tool angle θ a (t) can be estimated by a linear observer of the form
The matrices A, B,C, M are from the discrete-time state-space description of the system (1) with the states (2) and the outputs θ m (t)=Cx(t) and θ a (t)=Mx(t). It is of great importance to find a K giving an observer with as small sensitivity to model errors as possible. How to do this systematically is an interesting but separate problem not discussed here. In this paper K is determined by using the procedure for the Kalman filter, with tuning parameters R 1 and R 2 , see for example [2] . The matrices R 1 , R 2 have been tuned by minimising the sum of the 2-norm of the estimation error, ||θ a (t) −θ a (t)|| 2 , for the nominal model and when model errors of 0.5k,2 k, 0.5J a ,2 J a are introduced, which cover the range of model errors discussed in the paper. The parameters k and J a are chosen, since they affect the resonance frequency of the system and thereby are essential for the performance. The tuning results in R 1 = diag 0101 0 −11 and R 2 = 10 −11 .
III. ILC ALGORITHM
It is assumed that the general description for a linear discrete-time system can be formulated as
where the ILC input signal and the output from the system are u k (t) and y k (t), respectively, k denotes iteration number and r(t) is the reference input. The input points of the ILC algorithm into the system discussed in this paper are:
A) The ILC update u k,A (t) is added to r m (t).
B) The ILC update u k,B (t) is added to r a (t).
The signals in (8) are defined on a finite time interval t = nt s , n ∈{0,...,N − 1} with N number of samples and sampling time t s . Finally, T r (q) and T u (q) are stable discretetime filters. System and measurement disturbances are not included here, but can be treated in this framework, see [13] .
The update for a general first-order ILC algorithm is
where the linear filters Q(q) and L(q) are possibly non-causal and ε k (t) is the error used in the ILC update. In this paper three alternatives for choosing ε k (t) are discussed: 1) θ m (t) is the measured variable. The ILC update uses
, where r m (t) is given from (5). 2) θ a (t) is estimated by an observer from measurements of θ m (t). The ILC update uses ε k (t)=r a (t) −θ a,k (t). 3) Ideal case for comparison: θ a (t) is the measured variable, which results in ε k (t)=r a (t) − θ a,k (t). The update equation (9) implies the standard frequencydomain convergence criterion, see [14] ,
where T u (q) is given from (8) . From (10) it is clear that the stability region of the algorithm can be enlarged by choosing |Q(e iω )| small. The result is that the final error does not converge to zero, as is shown in, for instance [8] .
IV. SIMULATION RESULTS In the simulation the error used in the ILC update (9) versus input points of the ILC algorithm into the system are studied. To evaluate the performance and robustness of the ILC system, model errors are introduced in the two-mass model (1) .
Combining cases 1,2,3 of errors ε k (t) and input points A,B of the ILC update into the system, mentioned in Sec. III, give various setups. For example, case 2A means that the estimated tool angleθ a,k (t) is used to compute the error ε k (t). The resulting ILC update u k,A (t) is then added to r m (t),asin Fig. 3 . The tool angle θ a (t) is used as an evaluation variable that should follow the desired tool trajectory for all cases. In the following discussion, the error of the motor and tool angle are at iteration k denoted
In Fig. 5 the motor-angle error e m,0 (t) and tool-angle error e a,0 (t) are shown when no ILC algorithm is applied (k = 0). This figure should be compared to the results discussed in Sec. IV-A to IV-C, when an ILC algorithm using different errors ε k (t) is applied to the system.
For the cases studied a P-type ILC algorithm is designed, where L = γq δ . The Q filter is chosen as a low-pass secondorder Butterworth filter with a cutoff frequency ω n above the bandwidth of the controlled system. The reason for this is that with a cutoff frequency below the bandwidth only the low-frequency components of the error are corrected for, while the characteristics associated with the resonance frequency is not taken into account. The Q filter is applied by filtering the signal forwards and backwards to give zerophase characteristics. The ILC design parameters ω n , δ , γ for each case result from tuning of the ILC algorithm ad hoc, such that the tool-angle error ||e a,k (t)|| 2 is reduced to 4.1% of the error with no ILC after 25 iterations and reduced to 4.0 % after the ILC algorithm has converged, as can be seen in Fig. 6 . The convergence criterion (10) is also satisfied for the resulting ILC design parameters. Broadly the cutoff frequency ω n decides the level of the final error, while γ is associated with convergence speed, which means that the tuning is a tradeoff between robustness and performance. A. ILC applied to motor-angle reference, using motor-angle error (case 1A)
Case 1A means that the ILC algorithm uses the motorangle error, ε k (t)=r m (t)−θ m,k (t), and the ILC update u k,A (t) is added to r m (t) as is shown in Fig. 3 . The motor-angle reference r m (t) is described by (5) and is a filtered toolangle reference. The ILC design parameters are ω n = 9 Hz, γ = 0.95 and δ = 10, and satisfy the convergence criterion (10), now given as
where G c,m (q) is the closed-loop system from r m (t) to θ m (t).
In Fig. 7 the motor angle and motor-angle error are shown when the ILC algorithm has converged. The resulting behaviour when a model error, a spring constant equal to 1.4k, is introduced is also shown. It can be seen that the ILC algorithm is robust, since the motor angle follows r m (t) very well both for the nominal case and when model errors
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are introduced. The motor-angle error e m,k (t) is significantly reduced also in the case of model errors, compared to the motor-angle error in Fig. 5 when no ILC algorithm is applied. Fig. 8 shows the tool angle and tool-angle error. The ILC algorithm reduces the tool-angle error significantly for the nominal system. The tool angle is however worsen compared to the nominal case in Fig. 5 when model errors are introduced, as expected. The performance is sensitive with respect to the pre-filter F r -the tool angle converges, but towards the incorrect signal.
To summarise, the ILC algorithm using motor-angle errors and updating the motor-angle reference is robust with respect to model errors. However, the tool performance is sensitive with respect to the pre-filter F r , and the tool angle converges towards the incorrect signal when model errors are introduced. The motor-angle reference is thereby essential for the resulting tool angle after convergence. B. ILC applied to motor-angle reference, using tool-angle error (case 2A, 3A)
The ILC design parameters are ω n = 7 Hz, γ = 2.3 (possible, since |T u (0)| = 0.2) and δ = 22. The ILC update u k,A (t) is added to the motor-angle reference r m (t) as in Fig. 3 . Ideally it results in the convergence criterion (10),
where G c,m (q) is the closed-loop system from r m (t) to θ m (t) and G a (q) is the relation between θ m (t) and θ a (t).
Compared to (12) , the relation (13) explains why the ILC design parameters for the cases 2A, 3A differ so much from case 1A, since the transfer function T u (q) for the cases makes it necessary to choose different ILC design parameters to satisfy the convergence criterion (10) and having similar convergence speed, see Fig. 6 . Case 2A: To improve the result in Sec. IV-A, the tool angle θ a,k (t) is estimated from measurements of the motor angle by the observer in Sec. II-B. The ILC update (9) then uses the error ε k (t)=r a (t) −θ a,k (t). See also [9] , where measurements of motor angle and tool acceleration form an estimate of the tool angle, which is used in the ILC update.
In Fig. 9 the resulting motor angle and motor-angle error are shown. The motor angle is clearly improved for the nominal case, compared to the error in Fig. 5 when no ILC algorithm is applied. This is expected, because the ILC update using the tool-angle error also reduces the motorangle errors in case of no model errors. When the model error 1.4k is introduced, it can be seen that the motor-angle error is reduced, but the motor angle does not follow r m (t) exactly when the ILC algorithm has converged. The main result of the paper is shown in Fig. 10 , where the resulting tool angle and tool-angle error are illustrated. The tool-angle error is significantly reduced both for the nominal case and in the case of model errors, compared to the error without ILC shown in Fig. 5 . See also the large improvement of the tool angle compared to case 1A in Fig. 8 , where only the motor-angle error is used in the ILC update. The error reduction is notable, since the ILC update uses the estimated tool angleθ a,k (t) with the estimation error θ a,k (t) −θ a,k (t) shown in Fig. 10 when the ILC algorithm has converged.
Case 3A: The ILC update is now based on the tool-angle error, ε k (t)=r a (t) − θ a,k (t). This case should be seen as an illustration to what can ideally be achieved. Fig. 11 shows the resulting tool angle and tool-angle error. Comparing case 2A in Fig. 10 to case 3A in Fig. 11 , one can see that it is possible to reduce the tool-angle error practically as much using the estimate as using the ideal, measured tool angle. It can also be noted that both the ILC algorithm and the performance of the tool after convergence are robust with respect to model errors.
C. ILC applied to tool-angle reference, using tool-angle error (case 2B, 3B)
The ILC design variables are chosen as ω n = 5 Hz, γ = 0.7 and δ = 13. The ILC update u k,B (t) is added to the tool-angle reference r a (t), as is shown in Fig. 3 , which ideally gives the convergence criterion (10) formulated as where F r (q) is the pre-filter relating r m (t) to r a (t), G c,m (q) is the closed-loop system from r m (t) to θ m (t) and G a (q) is the relation between θ m (t) and θ a (t), see Fig. 3 .
Case 2B: The ILC update u k,B (t) is based on the error ε k (t)=r a (t) −θ a,k (t). The resulting tool angle and toolangle error when the ILC algorithm has converged can be seen in Fig 12, together with the estimation error θ a,k (t) −θ a,k (t). The results are similar to those in the previous section -using the estimateθ a,k (t) in the ILC update significantly reduces the tool-angle error after the ILC algorithm has converged, compared to the tool-angle error without ILC shown in Fig. 5 . This is the case even though large model errors are introduced. The difference between cases 2A and 2B is the input point of the ILC algorithm to the system. From Fig. 3 and the relations (13) , (14) it can be seen that the the design relies on a feed-forward filter F r , see (5) , which is based on the inverse of the nominal system G a . Therefore this structure 2B of the ILC system is more sensitive to model errors.
Case 3B: The ILC update is based on the measured tool angle, giving ε k (t)=r a (t) − θ a,k (t), and shows what can ideally be achieved compared to case 2B. The resulting tool angle is shown in Fig. 13 . When comparing the results from Fig. 12 it can be seen that the resulting tool angle for case 2B is close to what can ideally be achieved in case 3B, also when model errors are introduced. 
D. Performance of the tool
The parameter variations in moment of inertia J a of the tool and spring constant k correspond to the cases where the mass of the tool (including the load) is incorrect and the stiffness of the gearbox is uncertain, respectively. They are essential for the tool performance, which is discussed here.
One example of requirements for the tracking accuracy of the tool-angle is an overshoot of less than 1 % when the ILC algorithm has converged. In Table II the maximum model errors for the parameters J a and k that satisfy this requirement are shown. These values should be compared to the results shown in in Sec. IV-A to IV-C, where it is illustrated how the model error 1.4k affects the resulting tool-angle behaviour.
Performance of the system for case 1A, where the ILC algorithm is based on the motor-angle error, is clearly limited by the specification of the tool behaviour. In practice it is therefore not the robustness of the ILC algorithm that limits the actual model errors that can be introduced for case 1A.
Instead it is the fact that the design relies on a feed-forward filter F r based on the inverse of the nominal system. For the cases 2A and 2B, where the ILC update is based on the estimated tool-angle error, ε k (t)=r a (t)−θ a,k (t), much larger model errors can be introduced and still having an overshoot of the tool angle of less than 1 % when the ILC algorithm has converged. The model errors are instead limited by the frequency-domain convergence criterion (10) , which also is the case for the ideal 3A, 3B.
From Table II it can also be seen that case 2A can handle larger model errors in most cases compared to case 2B, as was discussed in Sec. IV-C. 
V. C ONCLUSIONS
Iterative learning control (ILC) is applied to a flexible two-mass system representing an idealised model of a single robot joint, where the angle of the motor (first mass) is the measured variable and the angle of the tool (second mass) is the controlled variable. This problem is relevant, since in standard industrial robots the motor angles are measured while the control objective is to follow a desired tool path. A P-type ILC design method has been studied in simulations, for two different input points of the ILC algorithm to the system; ILC update added to motor-angle reference or toolangle reference.
First, it can be concluded that an ILC update based on an estimate of the tool angle reduces the final tool-angle error after convergence significantly compared to the error when no ILC algorithm is applied to the system. This is the case even though large model errors are introduced.
When only the motor-angle error is used in the ILC update, the tool converges towards an incorrect signal when model errors are introduced. The second conclusion is therefore that the ILC update based on the motor-angle error is more sensitive to model errors than when using an estimate of the tool angle in the update. This can be explained by the fact that the motor-angle reference is computed using the inverse of the nominal system relating motor angle to tool angle.
Third, the input point of the ILC algorithm plays a role in terms of how robust the ILC algorithm is when model errors are introduced. The reason for this is that when the ILC update is added to the tool-angle reference, the design relies on a feed-forward filter which is based on the inverse of the nominal system relating motor angle to tool angle.
