Ramat Aviv 69978 Tel Aviv, Israel I consider a physical system described by a continuous field theory and enclosed in a large but finite cubical box with periodic boundary conditions.
The property of critical slowing down [1, 2] is known for a long time from experimental [3] [4] [5] [6] [7] and numerical work [8] [9] [10] [11] . The quantitative description is in terms of characteristic decay times or alternatively "characteristic frequencies" q , that govern the decay of a disturbance of wave vector q. It was found that at the transition, q behaves as some positive power of q , z. This implies that the larger the scale of the disturbance the longer it takes to decay and a divergent scale results in a divergent decay time. The evaluation of the exponent z was the subject of theoretical work using a number of different approaches but all based on stochastic field equations of the Langevin type to describe the dynamics of the system [12] [13] [14] [15] [16] [17] [18] .
More recently, it was suggested that not only do the characteristic frequencies tend to zero with q but the decay function itself becomes slower than an exponential (e.g. stretched exponential) for long times, 1 t q [19] [20] [21] . That property was shown to hold for quite general Langevin field equations including in addition to critical dynamics, equations of the KPZ type. The derivation of stretched exponential decay or any other form of slow decay has to rely on approximations. As will become evident later (eq.(12)) the time dependent structure factor needs evaluations of the eigenstates and eigenvalues of a "quantum field Hamiltonian" (eq.(10)) obtained by a standard similarity transformation from the corresponding Fokker-Planck operator.
The accuracy with which these have to be evaluated has to increase with the time argument of the structure factor. Therefore the problem of very long time decay is extremely difficult and it is important to have as many exact results as possible in support of approximate derivations. From eq. (12) it will become clear also that a necessary condition for slow decay of a disturbance of wave vector q is to have "enough" eigenvalues corresponding to states carrying momentum q in the vicinity of zero. It has been shown in a recent publication [20] , that there must exist an eigenvector of the FP operator, at the transition point, that carries momentum, q and has an eigenvalue that is as close as we wish to zero. In the present article, I go beyond that and show that for each q the eigenvalues of the FP operator accumulate at zero for the infinite system. The proof I present relies on the simplest established lowest order results of finite size scaling equilibrium theory and does not involve even the next order corrections such as the dependence of a properly chosen critical temperature of the finite system on its size [22, 23] . To my knowledge, those results have never been proven rigorously. Nevertheless their use as conjectures in the present proof yields information about a non equilibrium problem that is considerably more difficult and that information is exact provided that those widely accepted equilibrium results are indeed correct.
Consider a system described in terms of a scalar field and enclosed in a cube with periodic boundary conditions. The static statistical properties of the system, are assumed to be given by the 
where the Fourier components of the field defined by
and is the volume of the system. The momentum indices are assumed to be bound from above by some high momentum cut off and their allowed values are given by
where L is the linear size of the system and n a vector of integers.
The following discussion and the proof I present is not limited, however, to the above typical model. The discussion clearly covers other systems with different dependences of W on the field (e.g. systems describing higher spins) or systems in which the field is not a scalar (e.g. systems with O(n) symmetry). As will become evident , the only property that I use is that there is a critical point in the large volume limit and that at that point and in that limit the structure factoror its analog in the case of vector fields, diverges at small q's as q raised to a power smaller than -1.
The dynamics is assumed to be described in terms of a set of Langevin field equations
where the noise q obeys
A standard procedure leads to the Fokker-Planck equation for the probability distribution of the fields, P,
where O is the FP linear operator. The distribution at equilibrium, P eq is the eigenstate of the Fokker-Planck operator, O, with eigenvalue zero. It follows directly from equation (6) , that
is the Gibbs distribution.
I will be interested in the time dependent structure factor ) ( ) 0 (, where the meaning of the average is as follows: q is measured at time t=0 at equilibrium, the system is then allowed to evolve freely and q is measured at time t. The mathematical form of the above statement is
where P eq is normalized and } , ; { 
A standard transformation, 2 / 1 eq P P , which induces a similarity transformation on O, brings the Fokker-Planck eq. (6) and the definition (8) into forms more familiar from quantum mechanics.
and
The "Hamiltonian", H , obtained by the similarity transformation from O, is Hermitian and all its eigenvalues are positive apart from the eigenvalue zero, which corresponds to the ground state 0 . Since the system is translationally invariant, H commutes with the momentum operator so that the eigenstates of H can be chosen to carry definite momenta.
Let { q n } be the set of eigenstates of H carrying momentum q and q n the corresponding eigenvalues. It is easily verified that 
The time dependent correlation function can be written as
It is clear, that for a finite system, it will always be possible to find a region 0 including the origin and depending on the size of the system, such that ) ( q vanishes identically in that region, implying a decay in time that is faster than some exponential. This may be characterized by a lifetime that depends on the size of the system. The question is how does ) ( q behave in the limit of an infinite system. If in that limit ) ( q does not vanish too fast as tends to zero, the decay will be slower than exponential (e.g. stretched exponential, power law etc.) The definition of ) ( q implies that in order for it not to vanish too fast as tends to zero two conditions have to be met. First, the eigenvalues q n have to accumulate at zero as the size of the system tends to infinity. The second condition is that the matrix elements in eq. (13) do not vanish too fast as the corresponding eigenvalues tend to zero. The actual long time dependence of the decay is strongly affected by the behaviour of those matrix elements. The accumulation of eigenvalues to be discussed next is thus a necessary condition for slow decay but it does not determine the form of the decay. In fact, it is not even sufficient. The structure factor in the linear system to be discussed in the following as a prelude to the general case decays exponentially in spite of the relevant eigenvalues accumulating at zero. The reason is that (1) I keep the value of q fixed (eq. 3) as the size of the system is increased by considering only multiplication of the original size, L, by an integer. (2)There are many reasonable ways to define the critical temperature of the finite system. It may be taken to be the temperature at which the equilibrtium structure factor at the smallest possible nonzero q is maximal. It may be chosen as the temperature where the specific heat or one of its derivatives with respect to temperature is maximal. For our purpose it is enough even to choose it as the transition temperature of the infinite system. (4) Regardless of the choice the finite size critical point the structure factor has the scaling form.
to leading order in A and for q small compared to the cut-off momentum 0 q . Note that since q is kept fixed the condition qL >>1 can always be attained. Note that that is true also above the upper critical dimension where =0 regardless of the fact that hyper scaling does not hold. Higher order correlation functions will also be needed. 
The pre factor A(m) is of combinatorial origin and we will need to assume that there
, that can contain, in principle, the same momenta a number of times, is said to be irreducible if it does not contain real subsets, the momenta of which sum up to zero. . The third step would be to assert that because of eq.(17) ,the "many excitation" states form an orthogonal set in the large volume limit (that is also orthogonal to the ground state at any finite size , because it carries a different momentum), the eigenvalues of the "Hamiltonian" } { q n accumulate at zero.
The "mathematical proof" proceeds basically along the same lines but has to take into account two difficulties. The first is that if q is an allowed momentum, q/m is generically not allowed. The second is much more serious. The assertion that the set of representative states is orthogonal in the large volume limit is problematic. Many examples exist in which the fact that the scalar products of normalized states tend to zero with the size of the system does not imply consequences expected from orthogonal sets in finite systems.
The proof for the Gaussian case (u=0) is straight forward. In that case, the states (18) are exact eigenstates of the "Hamiltonian" H with eigenvalues. 
In the following I will introduce certain restrictions on the size of m , relating it to q .I will use these restrictions for the Gaussian case as well for the general one. These do not limit the final result about the accumulation of the eigenvalues but enable an exact proof under the conjectures about equilibrium correlation functions at the transition.
For any given q the size of the system can be chosen large enough so that n, the absolute value of the vector n corresponding to q , is large enough so that after choosing a number ) , 2 / 1 min( 0 0 , where 0 will be specified later (eq. (25) 
Since 2 / qL n , the meaning of eq. (20) . Namely, as the size of the system tends to infinity, the eigenvalues of H accumulate at zero for any q .
The proof for the general case will proceed in two steps. The first is to show that the expectation values of H in the many "excitations" states (18) 
The corrections are terms of the same order of magnitude multiplied by a combinatorial factor of the order of m 2 and divided by the volume of the system, the correction is of the relative order of
, that tends to zero for any d (the dimensionality of the system) as the size of the system tends to infinity. Thus, for a large enough system, the approximation (22) can be used to yield
(Note that qL here is still large in spite of the large m. In fact it is 2 ) 1 ( n and therefore much larger than 1 so that eq. (15) 
. Since is always smaller than 1 this implies that as the size of the system tends to infinity, the expectation values of H accumulate at zero for any given q . Note that so far I have used only the scaling form of the two point function (eq. (15)) as the only input conjecture in the proof.
If the representative states above were orthogonal, it would be easy to complete the proof that the eigenvalues of H corresponding to states carrying momentum q accumulate at zero. This, however, is not the case. The purpose of the next part of the proof is to show that the set of representative states, described above, can be used 
It is not difficult to show that if min can be made as large as we wish compared to for j>i. Use of equations (15) and (16) enables to show that the inequality relating min and max can be made to be obeyed for large enough systems. It is easy to show now that the required inequality relating max and min is obeyed if 
where relative corrections are at most of the order of 
The expectation value i corresponding to i is bounded by hope to discuss this in future work. An interesting question that has been raised a number of times in connection of the above description is whether it is relevant to the glass transition. The first tendency is to say that it is irrelevant, because in the glassy state translational symmetry is broken and that was used heavily in the above.
Furthermore, the glassy phase is supposed not to be in equilibrium and the above treatment is based on equilibrium dynamics. It seems, however, that there is some chance of success by considering the liquid phase close to the transition. I hope to come back to this in the near future.
