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Abstract
We relate various approaches to coefficient systems in relative integral p-adic Hodge theory,
working in the geometric context over the ring of integers of a perfectoid field. These include small
generalised representations over Ainf inspired by Faltings, modules with q-connection in the sense of
q-de Rham cohomology, crystals on the prismatic site of Bhatt–Scholze, and q-deformations of Higgs
bundles.
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Generalised representations as q-connections
Introduction
To goal of this paper is to explore and relate different approaches to coefficient systems in relative integral
p-adic Hodge theory: the generalised representations of Faltings [18, 19], which have been systematically
studied by Abbes–Gros–Tsuji [1] and Tsuji [35]; modules with q-connection in the sense of q-de Rham
cohomology [32]; and crystals on the prismatic site [10] of Bhatt–Scholze, or equivalently modules with
“q-Higgs field” in our context. The equivalence between modules with q-connections and modules with
q-Higgs field applies to a range of situations arising in the theory of q-de Rham cohomology and may be
viewed as a local, q-deformed Simpson correspondence.
The set-up throughout the introduction is as follows, though we often work in greater generality in
the body of the paper when we are in the context of q-de Rham cohomology. Let O be the ring of integers
of a characteristic zero perfectoid field C containing all p-power roots of unity; we fix a choice of p-power
roots of unity and use it to define the elements ε := (1, ζp, ζp2 , . . . ) ∈ O♭ and µ := [ε]−1 ∈ Ainf =W (O♭);
then ξ := µ/ϕ−1(µ) is a generator of the kernel of Fontaine’s map θ : Ainf → O.
In the first part of the introduction, corresponding to Sections 1–4 of the paper, we focus on the
local theory; so let R be a p-adically complete, formally smooth O-algebra which is moreover small in
the sense that there exists a formally e´tale map O〈T±1〉 = O〈T±11 , . . . , T±1d 〉 → R (called a “framing”),
a choice of which we fix. The following diagram, in which all arrows will be shown to be equivalences of
categories, serves as a road map to the various categories of coefficients which we will study:
BKF(Spf R,ϕ)
Γ(U∞,−) // Rep<µΓ (Ainf(R∞), ϕ)
RepµΓ(Ainf(R∞), ϕ)
?
OO
RepµΓ(A

inf(R), ϕ)
−⊗
A
inf
(R)
Ainf(R∞)
OO
// qMIC(Ainf(R), ϕ)
qHIG(Ainf(R)
(1), ϕ)
(F,FΩ)
∗
OO
F-CR∆(R
(1)/(Ainf, ξ˜))
ev
A
inf
(R)(1)
oo
(1)
Firstly, let R∞ be the p-adic completion of lim−→j R⊗O〈T±1〉O〈T
±1/pj 〉, where the base change is taken
with respect to the choice of framing. The R-algebra R∞ is perfectoid in the sense of [9, §3] and is
equipped with its usual R-linear continuous action by Γ := Zp(1)d; by naturality this action extends to
Fontaine’s ring Ainf(R∞) =W (R
♭
∞). Inspired by the smallness condition on generalised representations
which appears in Faltings’ work on the p-adic Simpson correspondence, we study the following categories
of generalised representations:
Definition 0.1. A generalised representation over Ainf(R∞) is a finite projective Ainf(R∞)-module M
equipped with a continuous, semi-linear action by Γ. The category of such generalised representations
is denoted by RepΓ(Ainf(R∞)).
Given α ∈ Ainf, we say that M is trivial modulo α (or α-small) if the invariants (M/α)Γ are a finite
projective (Ainf(R∞)/α)
Γ-module and the canonical map (M/α)Γ⊗(Ainf(R∞)/α)Γ Ainf(R∞)/α→M/α is
an isomorphism. We are particularly interested in this smallness condition with respect to the element
α = µ, and we denote by RepµΓ(Ainf(R∞)) the category of generalised representations which are trivial
modulo µ. Also let
Rep<µΓ (Ainf(R∞)) ⊇ RepµΓ(Ainf(R∞)) (2)
be those generalised representations which satisfy the (a priori weaker) condition of being trivial modulo
µ/ϕ−r(µ) for all r ≥ 1.
Remark 0.2 (Frobenius structures). When we speak of a Frobenius structure on such a generalised
representation M , we mean an isomorphism ϕM : (ϕ
∗M)[ 1ϕ(ξ) ]
≃→ M [ 1ϕ(ξ) ] of Ainf(R∞)[ 1ϕ(ξ) ]-modules
compatible with the Γ-actions, where ϕ∗ denotes base change along the Frobenius automorphism of
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Ainf(R∞). We denote by RepΓ(Ainf(R∞), ϕ) the category of generalised representations equipped with
a Frobenius structure, and similarly in the presence of a triviality condition. We will implicitly use
analogous notation to add Frobenius structures to other categories of representations.
Our main class of generalised representations of interest is RepµΓ(Ainf(R∞), ϕ). The equivalences of
diagram (1) will ultimately offer two framing-independent approaches to this category, both of which may
be globalised: either as our relative Breuil–Kisin–Fargues modules, or as prismatic F-crystals. However,
in the local context a framing-independent approach is already provided by the almost purity theorem,
assuming Spec(R/pR) is connected. Namely, letting R be the p-adic completion of the integral closure
of R inside the maximal ind-e´tale extension of R[ 1p ] inside some fixed algebraic closure of FracR, so that
∆ := πe´t1 (R[
1
p ]) acts on R, then the base change functor
−⊗Ainf(R∞) Ainf(R) : Rep
µ
Γ(Ainf(R∞)) −→ Repµ∆(Ainf(R))
is an equivalence of categories (and similarly with Frobenius structures). Here the category of generalised
representations Repµ∆(Ainf(R)) is defined analogously to Definition 0.1, and we refer to Remark 1.2 for
further details.
Example 0.3. In §1.6 we give the following examples of generalised representations.
(i) Dieudonne´ theory: there is a fully faithful embedding of the category of p-divisible groups over R
into RepΓ(Ainf(R∞), ϕ), whose essential image consists of those (M,ϕM ) such thatM ⊆ ϕM (M) ⊆
1
ϕ(ξ)M . This may either be deduced from the general prismatic Dieudonne´ theory of J. Anschutz
and A.-C. Le Bras [3], using our comparison to prismatic crystals, or else may be proved (when
p > 2) by combining Lau’s Dieudonne´ theory [24] over complete intersection semiperfect rings,
Grothendieck–Messing deformation theory, and our filtered version of Theorem 0.10.
(ii) Relative prismatic cohomology: even before establishing any relation to prismatic crystals, we show
that the prismatic cohomologies
HiAinf(Y/R) := H
i
∆
(Y ×R R∞/(Ainf(R∞), ϕ(ξ)),
equipped with their natural Γ-action, define objects of RepΓ(Ainf(R∞), ϕ) for all i ≥ 0; here Y is
a proper smooth p-adic formal R-scheme whose relative de Rham cohomology groups H∗dR(Y/R)
are assumed to be finite projective R-modules.
(iii) Relative Fontaine–Laffaille modules: the second author has shown that Faltings’ relative Fontaine–
Laffaille modules give rise to objects of RepµΓ(Ainf(R), ϕ) [35].
Unfortunately the ring Ainf(R∞) is rather unwieldy in practice and we are only able to study gen-
eralised representations over it when they descend to its subring Ainf(R) ⊆ Ainf(R∞); here the framed
period ring Ainf(R) is the unique formally smooth Ainf-algebra lifting (along Fontaine’s map θ : Ainf → O)
the formally smooth O-algebra R in a manner compatible with the chosen framing (see §1.1 for more
details). The Γ-action on Ainf(R∞) restricts to A

inf(R) and one may mimic Definition 0.1 to introduce
the category RepµΓ(A

inf(R)) of generalised representations over A

inf(R) which are trivial modulo µ; the
fact that Γ acts as the identity on Ainf(R)/µ makes these representations much more manageable than
those over Ainf(R∞). Fortunately it turns out that any of our generalised representations over Ainf(R∞)
may be uniquely descended to the framed period ring:
Theorem 0.4 (Thms. 1.13 & 1.14). The base change functor
−⊗A
inf
(R) Ainf(R∞) : Rep
µ
Γ(A

inf(R)) −→ RepµΓ(Ainf(R∞))
is an equivalence of categories; similarly with Frobenius structures. Moreover, a generalised representation
over Ainf(R∞) which is trivial modulo < µ is automatically trivial modulo µ, i.e., the inclusion (2) is in
fact an equality.
3
Generalised representations as q-connections
Having descended our representations to the framed period ring, Section 2 reinterprets them as
modules with q-connection in the sense of q-de Rham cohomology [32]. Using our sequence of compatible
p-power roots of unity to trivialise Zp(1) ∼= Zp and Γ ∼= Zdp, let γ1, . . . , γd ∈ Γ be the corresponding
generators.
Definition 0.5 (c.f., [32, Def. 7.3]). A flat q-connection on an Ainf(R)-module N is the data of d
commuting Ainf-linear endomorphisms ∇log1 , . . . ,∇logd of N which satisfy the “q-Leibniz rule”
∇logi (fn) = γi(f)∇logi (n) +
γi(f)− f
µ
n,
for all f ∈ Ainf(R), n ∈ N , i = 1, . . . , d. A Frobenius structure on such a module is an isomorphism
ϕN : (ϕ
∗N)[ 1ϕ(ξ) ]
≃→ N [ 1ϕ(ξ) ] of Ainf(R)[ 1ϕ(ξ) ]-modules compatible with connections (see §2.2 for further
details).
The category of finite projective Ainf(R)-modules with q-connection is denoted by qMIC(A

inf(R));
similarly with Frobenius structures.
Of course, given a module N with flat q-connection in the above sense, R-module N := N/ξ inherits
a flat connection ∇ : N → N ⊗R Ω̂1R/O in the usual sense; thus q-connections are deformations of
connections over R.
Given N ∈ RepµΓ(Ainf(R)), we may convert the action of Γ ∼= Zdp on N into a flat q-connection
by setting ∇logi := γi−1µ : N → N . This defines a functor RepµΓ(Ainf(R)) → qMIC(Ainf(R)), which is
easily checked to be an equivalence of categories (see Corollary 2.7 for details); similarly with Frobenius
structures.
Next we discuss the functor (F, FΩ)
∗ in diagram (1), which is a local q-deformation of the Simpson
correspondence. Let Ainf(R)
(1) := Ainf ⊗ϕ,Ainf Ainf(R) be the Frobenius twist of Ainf(R); it inherits an
action by Γ, which is the identity modulo ϕ(µ). To offer an alternative description, note that the relative
Frobenius F : Ainf(R)
(1) → Ainf(R) is a morphism of Ainf-algebras identifying the Frobenius twist with
the sub Ainf-algebra ϕ(A

inf(R)) ⊆ Ainf(R). Descending along this Frobenius twist, q-connections become
q-Higgs fields in the following sense:
Definition 0.6. A flat q-Higgs field on a Ainf(R)
(1)-module H is the data of d commuting Ainf-linear
endomorphisms Θlog1 , . . . ,Θ
log
d which satisfy
Θlogi (fh) = fΘ
log
i (h) +
γi(f)− f
µ
h
for all f ∈ Ainf(R)(1), h ∈ H .
The category of finite projectiveAinf(R)
(1)-modules with q-connection is denoted by qHIG(Ainf(R)
(1)),
and similarly with Frobenius structures (whose unsurprising definition in this context may be found in
Definition 2.23).
Given a flat q-Higgs field on H , one may naturally equip the base change H⊗A
inf
(R)(1),F A

inf(R) with
a flat q-connection, defined by
∇logi (h⊗ f) := Θlogi (h)⊗ γi(f) + h⊗
γi(f)− f
µ
.
This defines the functor (F, FΩ)
∗ appearing in diagram (1); the hardest part of the following theorem
is essential surjectivity, which amount to the existence of a good ϕ(Ainf(R))-lattice inside any A

inf(R)-
module with connection. We note that a similar functor, albeit in a rather different context, has also
been shown to be an equivalence by Gros–Le Stum–Quiro´s [21, 20].
Theorem 0.7 (Local q-Simpson correspondence: Corol. 2.25). The functor (F, FΩ)
∗ in diagram (1) is
an equivalence of categories.
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In Section 3 we relate the previous notions to crystals on the prismatic site of Bhatt–Scholze [10].
Viewing R(1) := Ainf/ξ˜ ⊗Ainf/ξ,ϕ R as a formally smooth O = Ainf/ξ˜-algebra, let CR∆(R(1)/(Ainf, ξ˜)) be
the category of finite locally free crystals of O∆-modules on the prismatic site of Spf R over the prism
(Ainf, (ξ˜)), and let F-CR∆(R
(1)/(Ainf, ξ˜)) be the category of such crystals equipped with the Frobenius
structure. See Definition 3.1 and the end of §3.3 for further details. Evaluating a crystal on the object
(Ainf(R)
(1), ξ˜) of the prismatic site produces a finite projective Ainf(R)
(1)-module; we show that the
stratification data of the crystal corresponds to a q-Higgs field, thereby defining a functor
evA
inf
(R)(1) : CR∆(R
(1)/(Ainf, ξ˜)) −→ qHIG(Ainf(R)(1)). (3)
The main theorem of Section 3 identifies prismatic crystals in terms of modules with quasi-nilpotent
q-connection as follows:
Theorem 0.8 (Thm. 3.2). The functor (3) is fully faithful, with essential image given by the objects of
qHIG(Ainf(R)
(1)) for which the endomorphisms Θlog1 , . . . ,Θ
log
d are (p, µ)-adically quasi-nilpotent.
We remark that the quasi-nilpotence condition is automatically satisfied in the presence of a Frobenius
structure, whence it follows that the functor evA
inf
(R)(1) of diagram (1) is also an equivalence.
Remark 0.9. We prove Theorem 0.7 in greater generality than only for Ainf(R): the results in Section 2
are established in a general framework for q-de Rham cohomology which applies in particular if Ainf
is replaced by a flat q-PD pair over Zp[[q − 1]]. The precise axiomatic hypotheses may be found in
Remark 2.10, while a comparison to Bhatt–Scholze’s framed q-PD pairs is discussed in Remark 2.11.
Many of the arguments of Section 3 relating crystals, stratifications, and modules with q-connection
or q-Higgs fields seem to work in a similar degree of generality, though we have not checked all the
details. In the context of derived prismatic cohomology we refer to forthcoming work of Z. Mao for more
general results. Meanwhile, in the q-crystalline context, see the recent paper of A. Chatzistamatiou [14].
See Remark 3.3 for further discussion.
Section 4 explores generalised representations and connections over crystalline period rings, in par-
ticular an analogue of Faltings’ associatedness. In order to work with geometric Galois representations
independently of the framing, we phrase the results in terms of R rather than R∞. Letting CR(R/Acrys)
denote the category of locally finite free crystals on the big crystalline site of R/Acrys, evaluation defines
a functor
evAcrys(R) : CR(R/Acrys) −→ Rep
µ
∆(Acrys(R))
(the target being defined similarly to Definition 0.1), and we say that a crystal F ∈ CR(R/Acrys) is
associated to some M ∈ Repµ∆(Ainf(R)) if there is an isomorphism evAcrys(R)(F) ∼=M ⊗Ainf(R) Acrys(R)
in Repµ∆(Acrys(R)). The main goal of Section 4 is the following, stating in particular that F is uniquely
determined by M by the chosen isomorphism:
Theorem 0.10 (Thms. 4.24 & 4.25). The functor evAcrys(R) is fully faithful. Moreover, given any
M ∈ Repµ∆(Ainf(R)) admitting a Frobenius structure, then there exists a unique crystal associated to M .
The remaining sections of the paper return to the point of view of generalised representations over
Ainf, proposing the following globalisation to any smooth p-adic formal O-scheme X; let X denote the
adic generic fibre of X and Ainf,X =W (O+X♭) the infinitesimal period ring sheaf on its pro-e´tale site.
Definition 0.11. A relative Breuil–Kisin–Fargues module (without Frobenius) on X is a locally finite
free sheaf of Ainf,X -modules on X which is “trivial mod < µ” (to be explained below; this triviality is
the key part of the definition which depends on the model X rather than only on the generic fibre X);
the category of these is denoted by BKF(X).
A Frobenius structure is a Frobenius-semi-linear isomorphism ϕM :M[
1
ξ ]
≃→M[ 1ϕ(ξ) ], and we denote by
BKF(X, ϕ) the category of relative Breuil–Kisin–Fargues modules equipped with a Frobenius structure.
As a natural modification of Definition 0.1, we say that a locally finite free sheafM of Ainf,X -modules
is trivial modulo α ∈ Ainf if the quotient M/α is completely determined by its restriction ν∗(M/α) to
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X, where ν∗ : Xproe´t → XZar is the projection map of sites; more precisely, we ask that ν∗(M/α) be a
finite locally free sheaf of ν∗(Ainf,X/α)-modules and that the counit map ν−1ν∗(M/α) ⊗ν−1ν∗(Ainf,X/α)
Ainf,X/α→M/α be an isomorphism. We say thatM is trivial modulo < µ if it is trivial modulo µ/ϕ−r(µ)
for all r ≥ 1; because of non-zero almost-zero contributions arising from the almost purity theorem, this
seems to be strictly weaker than asking that it be trivial modulo µ.
Under internal hom and tensor product of locally finite free sheaves, the category of relative Breuil–
Kisin–Fargues modules BKF(X) becomes a rigid symmetric monoidal Ainf-linear category. Moreover,
the association X 7→ BKF(X) is stacky for the Zariski topology. That is, given a Zariski cover {U1,U2}
of X, then a relative BKF module M on X is determined by its restrictions M1, M2 to U1,U2 and by the
glueing isomorphism M1|U1×XU2 ∼= M2|U1×XU2 . This permits relative Breuil–Kisin–Fargues modules to
be described locally on X, in which case they are given by the generalised representations of Definition 0.1.
Indeed, fixing an affine open Spf R ⊆ X where R is a small, p-adically complete, formally smooth O-
algebra with a fixed choice of framing, then the tower of finite e´tale morphisms defining R∞ corresponds to
an affinoid perfectoid cover U∞ of the rigid analytic generic fibre Spa(R[
1
p ], R) of Spf R (see Example 5.5),
and we prove:
Theorem 0.12 (Thms. 5.14 & 5.16). The global sections functor
Γ(U∞,−) : BKF(Spf R) −→ Rep<µΓ (Ainf(R∞))
is a well-defined equivalence of categories.
The theorem should not appear surprising, but its proof is rather technical. In particular, there is
no good theory of vector bundles over the integral structure sheaf on adic spaces: without the smallness
condition in the definition of a relative Breuil–Kisin–Fargues module, it would not be true (as far as we
are aware) that Γ(U∞,M) is a finite projective Ainf(R∞)-module.
Remark 0.13 (“q-Riemann–Hilbert”). Summarising the first four equivalences in diagram (1) shows
that
BKF(Spf R) ≃ qMIC(Ainf(R)).
Since relative Breuil–Kisin–Fargues modules may be seen as deformations of local systems via the forth-
coming specialisation functor σ∗e´t, one might view this equivalence as a Riemann–Hilbert style correspon-
dence.
This equivalence also shows that the right side is independent of the chosen framing. This is a
categorical analogue of the independence of AΩR, which may be locally represented as a q-de Rham
complex, on coordinates. As already mentioned in [32, Rmk. 7.4], the categorical independence does not
seem to follow from the latter statement. Combined with the specialisation functor σ∗e´t, which may now
be used to associate a local system on Spa(R[ 1p ], R) to each module with q-connection, this establishes
Ainf-analogues of [32, Conj. 7.5 & Rmk. 7.6].
A Riemann–Hilbert functor associating local systems to q-connections, in the context of formally
smooth Zp-algebras, has been constructed and studied by L. Mann [25].
Having introduced relative Breuil–Kisin–Fargues modules as a natural globalisation of generalised
representations and modules with q-connection, we show that they serve as coefficient systems for the
Ainf-cohomology theory developed in [9] and reconstructed as prismatic cohomology in [10]. More pre-
cisely, to each M ∈ BKF(X, ϕ) we functorially associate a sheaf of complexes AΩX(M) of Ainf-modules
on Xe´t, equipped with a semi-linear Frobenius. This is an analogue of AΩX from [9] (in particular, in
the case of the trivial coefficient system M = Ainf,X we recover AΩX(Ainf,X) = AΩX) and is constructed
via the same nearby cycle formula AΩX(M) := Lηµ
(
R̂ν∗M
)
, where Lηµ is the de´clage functor [9, §6] and
the hat denotes derived p-adic completion. There exist moreover three specialisation functors
σ∗dR, σ
∗
crys, σ
∗
e´t : BKF(X, ϕ) −→
{
vector bundles with
O-linear flat con-
nection on X
}
,

locally finite free
F -crystals on
(Xk/W (k))crys
 , {locally free lisse Zp-sheaves on X } ,
where Xk denotes the special fibre of X, whence a relative Breuil–Kisin–Fargues module should be viewed
as a means of encoding a vector bundle, F-crystal, and lisse Zp-sheaf which are necessarily related to
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each other in some fashion. Theorem 0.10 is a local manifestation of this relation, and we prove moreover
that their cohomologies are intertwined by AΩX(M), analogously to [9, Thm. 1.10]:
Theorem 0.14 (See Thm. 6.2). There exist natural, for M ∈ BKF(X, ϕ), equivalences
(i) (de Rham) AΩX(M)⊗LAinf,θ O ≃ σ
∗
dRM⊗OX Ω•X/O,
(ii) (crystalline) ̂AΩX(M)⊗LAinf W (k) ≃ Ru∗σ
∗
crys(M), where u : (Xk/W (k))crys → Xk Zar = XZar is the
usual map of sites, and
(iii) (e´tale) ̂AΩX(M)[
1
µ ]
ϕ=1
= Rν∗(σ
∗
e´tM),
where the hats denote derived p-adic completions (taken after inversion of µ, but before Frobenius-fixed
points, in the e´tale comparison).
Remark 0.15 (Relative BKF modules via the prismatic site). The overall equivalence BKF(Spf R,ϕ) ≃
F-CR∆(R
(1)/(Ainf, ξ˜)) of diagram (1) glues over small opens of X to produce a global equivalence
BKF(X, ϕ) ≃ F-CR∆(X(1)/(Ainf, ξ˜)); further details may appear elsewhere. The specialisation func-
tors σ∗dR, σ
∗
crys, σ
∗
e´t should then correspond to pulling back along morphisms of sites to (X
(1)/(Ainf, ξ˜))∆
respectively from the infinitesimal site of X/O and the crystalline site of Xk/W (k); however, we have
not tried to verify these expectations.
On the other hand, dropping Frobenius structures, it seems that BKF(X) does not admit any naive
prismatic interpretation: already in the local case, the functor (3) is not essentially surjective. It remains
to be seen whether there are any interesting examples of relative Breuil–Kisin–Fargues modules which
do not satisfy the necessary quasi-nilpotence condition to come from prismatic crystals.
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Notation
We adopt the same notation as [9]. In particular, O denotes throughout the ring of integers of a mixed
characteristic perfectoid field C containing all p-power roots of unity, andAinf =W (O♭) is Fontaine’s ring.
There are the maximal ideals m ⊆ O and m♭ ⊆ O♭, and the resulting ideal W (m♭) := ker(Ainf →W (k)),
where k is the residue field of O♭ (equivalently, of O).
We fix throughout the paper a compatible sequence of p-power roots of unity (which will also be used
to trivialise certain twists) and write ε := (1, ζp, ζp2 , . . . ) ∈ O♭, µ := [ε]− 1 ∈ Ainf, ξr := [ε]−1[ε1/pr ]−1 ∈ Ainf,
ξ = ξ1, ξ˜ = ϕ(ξ). The surjections θr, θ˜r : Ainf →Wr(O) are defined as in [9, §3].
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1 Small generalised representations over Ainf(R∞)
Let R be a p-adically complete, formally smooth O-algebra, which we assume is small in the following
sense: there exists a formally e´tale1 map  : O〈T±1〉 = O〈T±11 , . . . , T±1d 〉 → R. Throughout §1 we
moreover fix such a map, known as a framing, and let R∞ be the p-adic completion of
lim−→
j
R⊗O〈T±1〉 O〈T±1/p
j 〉.
The R-algebra R∞ is equipped with the usual R-linear continuous action by Γ := Zp(1)d, characterised
by
γ · T k11 · · ·T kdd := γ(k1, . . . , kd)T k11 · · ·T kdd where γ ∈ Γ = HomZp((Qp/Zp)d, µp∞) and k1, . . . , kd ∈ Z[ 1p ],
which satisfies RΓ∞ = R. Our fixed choice of p-power roots of unity defines a preferred generator ε ∈
Zp(1) ⊆ O♭×, and we let γ1, . . . , γd ∈ Γ = Zp(1)d be the corresponding basis; that is, for i, j = 1, . . . , d,
and r ≥ 0, we have
γi(T
1/pr
j ) =
{
ζprT
1/pr
i if i = j
T
1/pr
j if i 6= j
.
The ring R∞ is perfectoid in the sense of [9, §3]; we denote by R
♭
∞ its tilt and by Ainf(R∞) :=W (R
♭
∞)
Fontaine’s infinitesimal period ring construction. We view Ainf(R∞), and modules over it, equipped with
the (p, ξ)-adic = (p, µ)-adic = (p, [π])-adic topology (where π is any non-zero element of the maximal
ideal m♭ ⊆ O♭).
We begin our discussion of generalised representations with a general definition:
Definition 1.1. Let B be a ring equipped with an adic topology and a continuous action (via ring
homomorphisms) by a topological group G. We write RepG(B) for the category of finite projective
B-modules M equipped with a semi-linear, continuous (wrt. the adic topology on M) action by G.
Following Faltings [18], such M are known as generalised representations.
Given b ∈ B, we say that a generalised representation M is trivial modulo b if the (B/b)G-module
(M/b)G is finite projective and the canonical map (M/b)G ⊗(B/b)G B/b→ M/b is an isomorphism. We
write RepbG(B) ⊆ RepG(B) for the full subcategory of such generalised representations which are trivial
modulo b. This category has internal hom (see Remark 1.18) and tensor product.
Observe that if b ∈ b′B then “trivial mod b” implies “trivial mod b′”, i.e., RepbG(B) ⊆ Repb
′
G(B).
The goal of this section is to study RepΓ(Ainf(R∞)), i.e., generalised representations in the case
B = Ainf(R∞) and G = Γ. We will be particularly interested in those representations which are trivial
modulo µ, as well as those which are trivial modulo ξr for all r ≥ 1; we say that the latter representations
are trivial modulo < µ and denote the category of them by Rep<µΓ (Ainf(R∞)) ⊇ RepµΓ(Ainf(R∞)). The
main goals of this section are Theorem 1.14 stating that the previous inclusion of categories is in fact an
equality, and Theorem 1.13 stating that such generalised representations descend uniquely to the framed
period ring Ainf(R) (defined in §1.1).
Remark 1.2 (R in place of R∞). Assuming Spec(R/pR) is connected, let R denote (as often) the p-
adic completion of the integral closure of R inside the maximal ind-e´tale extension of R[ 1p ] inside some
fixed algebraic closure of FracR. Thus R extends R∞ (the extension depends on a compatible choice of
p-power roots of the Ti inside R) and is equipped with a continuous R-action by ∆ := π
e´t
1 (R[
1
p ]) (where
we omit from the notation the point corresponding to the fixed algebraic closure of FracR) extending
the Γ-action on R∞. The extension R ⊇ R∞ is the usual one to which Faltings almost purity theorem
is applied, a consequence of which is that the base change functor
−⊗Ainf(R∞) Ainf(R) : Rep
<µ
Γ (Ainf(R∞)) −→ Rep<µ∆ (Ainf(R))
1When we speak of “formally e´tale” maps we implicitly include the condition of being of topological finite presentation;
in the cases in which we are interested, such maps are always completions of e´tale maps by [15]. The topology (always
p-adic, pi-adic, or (p, ξ)-adic) should be clear from the context.
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is an equivalence of categories: using the framework of the pro-e´tale site and Scholze’s reformulation of
the almost purity theorem, a complete proof of this equivalence is obtained from applying Theorem 5.14
simultaneously to both examples of Examples 5.5.
The reader who prefers framing-independent statements may therefore replace Rep<µΓ (Ainf(R∞)) by
Rep<µ∆ (Ainf(R)) in the remainder of this section (nevertheless, the proofs rely on a choice of framing
and the above equivalence). In particular, since the above base change functor sends RepµΓ(Ainf(R∞))
to Repµ∆(Ainf(R)), it follows from Theorem 1.13 that also Rep
<µ
∆ (Ainf(R)) = Rep
µ
∆(Ainf(R)) (this was
pointed out to us by Scholze) and therefore the base change equivalence may be rewritten
RepµΓ(Ainf(R∞))
∼→ Repµ∆(Ainf(R))
We finish this preliminary material by recording that continuity of the action is often automatic for
the group Γ:
Lemma 1.3 (Automatic continuity). In the set-up of Definition 1.1, suppose that G is isomorphic as a
topological group to Zdp, and that the adic topology on B is defined by an ideal I containing p. Let M be
a finite projective B-module equipped with a semi-linear G-action which is trivial modulo I, in the sense
that (M/IM)G is a finite (B/I)G-module and the canonical map (M/IM)G ⊗(B/I)G B/I → M/IM is
an isomorphism. Then the G-action on M is continuous with respect to the I-adic topology.
Proof. It is equivalent to prove that the G-action on M/INM (with the discrete topology) is continuous
for all N ≥ 1, so we replace B and B/IN and henceforth assume IN = 0.
We first treat the case that (M/IM)G is finite free module; lifting a basis to M shows that M is a
finite free B-module with a basis e1, . . . , en such that γ(ei) ≡ ei mod IM for all i = 1, . . . , n and γ ∈ G.
Let c : Γ → 1 + IMn(B) be the associated 1-cocycle (see Remark 1.19), so that (γ(e1), . . . , γ(en)) =
(e1, . . . , en)c(γ) for all γ ∈ G.
By the continuity of the G-action on the discretely topologised B, there exists m ≥ 1 such that
γp
m
(c(γi)) = c(γi) for all i = 1, . . . , n and γ ∈ G. Using the 1-cocycle identity, a simple induction shows
that γp
m
i (c(γ
a
i )) = c(γ
a
i ) for all a ≥ 1, and then a similar induction shows that c(γp
ma
i ) = c(γ
pm
i )
a for
all a ≥ 1. Taking a = pN−1 obtains c(γpm+N−1i ) = c(γp
m
i )
pN−1 = 1, where the final equality follows from
the facts that c(γp
m
i ) ∈ 1 + IMn(B) and IN = 0.
Set ℓ := m+N − 1 and let γ ∈ G. The final conclusion of the previous paragraph shows that
γp
ℓ
i (c(γ)) = c(γ
pℓ
i γ) = c(γγ
pℓ
i ) = c(γ)
for all i = 1, . . . , d. But the stabiliser of the G-action on c(γ) is an open subgroup of G, so this stabiliser
therefore contains Gp
ℓ
. In particular γp
ℓ
(c(γ)) = c(γ), and then the same argument as the previous
paragraph shows that c(γp
ℓ+N−1
) = 1; i.e., γp
ℓ+N−1
fixes each element e1, . . . , en.
This shows that the action of the open subgroup Gp
ℓ+N−1 ⊆ G onM ∼= Bn is given by the coordinate-
wise action; but this is continuous since the G action on B is continuous, and so completes the proof in
the finite free case.
We now consider the general case that the (B/I)G-module (M/IM)G is merely finite projective. Note
that, given any f ∈ (B/I)G and lift f˜ ∈ B, then the G-action on B naturally extends to the localisation
Bf˜ (and so the action onM extends toMf˜): indeed, for any γ ∈ G one has γ(f˜) ≡ f˜ modulo the nilpotent
ideal I, whence γ(f˜) is also a unit in Bf˜ . If moreover f is chosen so that the localisation of (M/IM)
G at
f is finite free over the localisation (B/I)Gf , then the G-action on the Bf˜ -module Mf˜ is trivial modulo
I in the finite free sense which we have already treated; so then the G-action on Mf˜ is continuous. Now
pick f1, . . . , f ∈ (B/I)G, generating the unit ideal of this ring, such that each corresponding localisation
of (M/IM)G is finite free; let f˜1, . . . , f˜n ∈ B be arbitrary lifts, and note that these lifts generate the unit
ideal of B (since they generate it modulo a nilpotent ideal). Therefore M embeds into
∏n
i=1Mf˜i , where
we have seen that the G-action is continuous.
1.1 The framed period ring
Our study of generalised representations over Ainf(R∞) will heavily use the framed period ring, which
we recall in this subsection and for which we refer to [9, §9.2] [35, §12] for further details. Let Ainf〈U±1〉
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denote the (p, ξ)-adic completion of Ainf[U
±1
1 , . . . , U
±1
d ], and view Ainf(R∞) as an Ainf〈U±1〉-algebra
via Ui 7→ [T ♭i ] = the Teichmu¨ller lift of T ♭i := (Ti, T 1/pi , . . . ) ∈ R♭∞. By formal e´taleness of the framing
 : O〈T±1〉 = Ainf〈U±1〉/ξ → R, there exists a unique (p, ξ)-adically complete, formally e´tale Ainf〈U±1〉-
algebra Ainf(R) and a morphism of Ainf〈U±1〉-algebras Ainf(R)→ Ainf(R∞) such that the square
Ainf(O〈T±1/p
∞〉) = Ainf〈U±1/p
∞〉 // Ainf(R∞)
Ainf〈U±1〉
OO
// Ainf(R)
OO
(here O〈T±1/p∞〉, resp. Ainf〈U±1/p
∞〉, denotes the p-adic, resp. (p, ξ)-adic, completion of O[T±1/p∞ ],
resp. Ainf[U
±1/p∞ ]) identifies modulo ξ with
O〈T±1/p∞〉 // R∞
O〈T±1〉
OO
// R .
OO
The first square is a pushout modulo any power of the ideal (p, ξ), and therefore Ainf(R∞) may be
identified with the (p, ξ)-adic completion of⊕
k1,...,kd∈Z[
1
p ]∩[0,1)
Ainf(R)U
k1
1 · · ·Ukdd .
Regarding actions, we let Γ = Zp(1)d act via Ainf-algebra homomorphisms on Ainf〈U±1〉 as
(ε1, . . . , εd) · Uk11 . . . Ukdd := [εk11 · · · εkdd ]Uk11 . . . Ukdd
(here we view Zp(1) as a subgroup of the units of O♭). This is compatible, via the maps of the previous
paragraph, with the trivial action on R and the existing Γ-action on Ainf(R∞); in particular, by formal
e´taleness, it extends to a continuous action via Ainf-algebra automorphisms on A

inf(R), still compatibly
with all maps above. It is important to note that Γ acts as the identity on the quotient Ainf(R)/µ
(unlike on Ainf(R∞)/µ). Indeed, since the action is by the identity on R, it is enough by formal e´taleness
to check that it is also the identity on Ainf〈U±1〉/µ; but this is immediate from the definitions: each
ε1, . . . , εd is a Zp-linear multiple of the fixed generator ε ∈ Zp(1), and then [εk11 · · · εkdd ]− 1 is divisible by
µ = [ε]− 1.
Many of our arguments will involve passing between Ainf(R∞) and A

inf(R∞). To do this we note
that there is a Γ-equivariant direct sum decomposition
Ainf(R∞) = A

inf(R)⊕An-iinf(R∞)
of Ainf(R)-modules, where A
n-i
inf(R∞) (“n-i” stands for “non-integral”) is the (p, ξ)-adic completion of⊕
k1,...,kd∈Z[
1
p ]∩[0,1)
not all 0
Ainf(R)U
k1
1 · · ·Ukdd
Our goal will often to be to show that An-iinf(R∞) can be discounted in some sense.
For convenience we collect here some topological properties of these rings which will occasionally be
used without mention:
Lemma 1.4. Let B denote Ainf(R∞), A

inf(R), or A
n-i
inf(R∞) (in the latter case note that B is not a
ring, merely an Ainf(R)-module); let c ∈ Ainf be any element whose image in Ainf/p = O♭ is a non-zero
element of m♭ (equivalently, c /∈ A×inf ∪ pAinf). Then:
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(i) B is complete and separated for the (p, c)-adic topology, which is the same as the (p, ξ)-adic topology.
(ii) B and B/c are p-torsion-free and p-adically complete and separated.
(iii) B and B/p are c-torsion-free and c-adically complete and separated.
(iv) cB is closed in B and c(B/p) is closed in B/p.
(v) B → lim←−r B/ξ˜r is an isomorphism.
(vi) The set-theoretic identification Ainf(R∞) = A

inf(R)×An-iinf(R∞) is a homeomorphism (in which the
three Ainf-modules are equipped with the (p, ξ)-adic topology and the right side is given the product
topology).
Proof. Properties (i)–(iii) and (v) only depend on B as an Ainf-module and are clearly inherited by any
direct summand, so it is enough to treat the case B = Ainf(R∞). Write c ∈ m♭ \ {0} for the image of
c, and expand it as c = (c0, c1, . . . ) ∈ O♭ = lim←−x 7→xp O. Since R∞/p is a flat O/p-module, its cn-torsion
is given by multiples of p/cn (assuming that p ∈ cnO, which is true for n≫ 0), which is annihilated by
ϕ : R∞/p→ R∞/p. Passing to the limit over ϕ therefore shows that multiplication by c is injective on
R♭∞ = lim←−ϕR∞/p. Since each cn is nilpotent in R∞/p, the limit R
♭
∞ is moreover c-adically complete and
separated.
The ring Ainf(R∞) = W (R
♭
∞) is p-torsion-free and p-adically complete and separated since it is the
ring of Witt vectors of a perfect ring of characteristic p. From the short exact sequences
0→ Ainf(R∞)/pn−1 → Ainf(R∞)/pn → R♭∞ → 0
an induction implies that each Ainf(R∞)/p
n is c-torsion-free and c-adically complete and separated,
whence taking the limit as n→∞ shows that the same is true of Ainf(R∞), showing also that this ring
is (p, c)-adically complete and separated. It now follows formally that Ainf(R∞)/c is p-torsion-free and
p-adically complete and separated, which completes the proof of (i)–(iii). For (v), we refer the reader to
[9, Lems. 3.2 & 3.12].
Part (vi) is completely formal: it holds for any finite direct sum of modules equipped with the adic
topologies associated to an ideal. Part (iv) is a consequence of B/c and B/(c, p) being complete and
separated for the (c, p)-adic topology.
1.2 Lemmas on generalised representations trivial mod < µ
In this subsection we establish two technical consequences of triviality modulo < µ for generalised
representations over Ainf(R∞); see Proposition 1.11 and Corollary 1.12.
Lemma 1.5. Let B be a perfectoid ring (in the sense of [9, §3]) over O which is p-torsion-free; then the
following conditions are equivalent:
(i) The O-module B/p contains no non-zero almost-zero elements.
(ii)
⋂
r≥1
ζp−1
ζpr−1
B = (ζp − 1)B;
(iii)
⋂
r≥1
ε−1
ε1/pr−1
B♭ = (ε− 1)B♭;
Moreover, under these equivalent conditions, the isomorphisms θr : Ainf(B)/ξr
≃→ Wr(B) induce, upon
passage to the limit as r →∞, a short exact sequence of Ainf(B)-modules
0 −→ Ainf(B)/µ −→W (B) −→ Ξ(B) −→ 0,
where Ξ(B) is an Ainf(B)-module which is p-torsion-free but killed by W (m
♭).
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Proof. Rescaling by p/(ζp − 1), conditions (i) and (ii) are simply reformulations of each other; we could
similarly replace (i) by the condition that the O-module B/π contains no non-zero almost-zero elements,
where π is any chosen pseudo-uniformiser of O. Similarly, (iii) is equivalent to the assertion that the
O♭-module B♭/π♭ contains no non-zero almost-zero elements, where π♭ is a chosen pseudo-uniformiser of
O♭; but we may chose π and π♭ so that the untilting map induces an identification B♭/π♭ = B/π, which
completes the proof that (ii) and (iii) are equivalent.
The short exact sequence was constructed in the case B = O in [9, Lem. 3.23]; the proof there works
verbatim for general B satisfying (ii).
Example 1.6. Here we check that the equivalent conditions of Lemma 1.5 are satisfied for all the
perfectoid rings which we will encounter.
(i) Firstly, the equivalent conditions are satisfied for B = R∞: we will show that all almost-zero
elements of R∞/p = lim−→j R/p ⊗O[T±1]/p O[T
±1/pj ]/p are zero. Since the transition maps in this
filtered colimit are injective (this is clear without the base change R/p⊗O[T±1]/p −, but this base
change is flat), it is enough to show for each fixed j ≥ 1 that R/p⊗O[T±1]/p O[T±1/p
j
]/p contains
no non-zero almost-zero elements; but this is smooth over O/p, hence is free as an O/p-module [9,
Lem. 8.10], so the claim reduces to the fact that O/p contains no non-zero almost-zero elements
(which follows from the usual valuation argument).
(ii) Suppose that A is a perfectoid Tate ring over C; then we claim that B = A◦ (the subring of power
bounded elements) satisfies the equivalent conditions. Indeed, it is equivalent to check that the
inclusion A′ := {f ∈ A : mf ⊆ A◦} ⊇ A◦ is an equality, since pA′/pA◦ is precisely the set of almost
zero elements of A◦/p. But mf ⊆ A◦ if and only if mf ⊆ mA◦, whence A′ is a subring; since also
A′ ⊆ 1pA◦ and A◦ is bounded (as A is perfectoid Tate), it follows that all elements of A′ are power
bounded, i.e., A′ ⊆ A◦.
(iii) In particular, suppose that X is a reduced rigid analytic variety over C and that U ∈ Xproe´t is an
affinoid perfectoid with associated perfectoid Huber pair (A,A+) = (Γ(U , ÔX),Γ(U , Ô+X)). Then
we claim that B = A+ satisfies the equivalent conditions of the previous lemma. Thanks to the
previous example, it is enough to check that A+ = A◦. Since A is a perfectoid Tate ring, the
inclusion A+ ⊆ A◦ is almost an equality [30, Lem. 5.6], and therefore pA◦/pA+ consists of almost-
zero elements of A+/p; so it is enough to show that A+/pA+ contains no non-zero almost-zero
elements. To do this we write U = “ lim←− ”i Spa(Ai, A
+
i ) as a cofiltered limit of affinoids along
finite e´tale transition maps, so that A+ is the p-adic completion of lim−→iA
+
i [31, Lem. 4.10(iv)] and
therefore A+/p = lim−→iA
+
i /p. The transition maps in the latter filtered colimit are injective (since
each A+i → A+i′ is an integral extension and A+i is integrally closed in Ai), so the problem reduces
to checking that each A+i /p contains no non-zero almost-zero elements. Since Spa(Ai, A
+
i ) is e´tale
over the reduced rigid analytic variety X , it is the affinoid adic space associated to a reduced
rigid affinoid, i.e., Ai is topologically of finite type over C and reduced, whence A
+
i = A
◦
i is the
full subring of power bounded elements [12, §6.2.3 Prop. 1 & §6.2.4 Thm. 1]. But now we may
complete the proof as in the previous example: A′i := {f ∈ Ai : mf ⊆ A◦i } is again a subring of
power bounded elements, hence equal to A◦i , whence the almost-zero elements pA
′
i/pA
◦ ⊆ A◦/p
are all zero.
Thanks to the previous example and lemma we have a short exact sequence
0 −→ Ainf(R∞)/µ −→W (R∞) −→ Ξ(R∞) −→ 0
on which Γ acts. We wish to study the resulting group cohomology, but the actions are not continuous
in the strictest sense: although Ainf(R∞)/(µ, p
N ) is a discrete Γ-module for any N ≥ 1 (Proof: it is
isomorphic via θ˜N to WN (R∞)/[ζpN ] − 1, which equals WN (R∞/pM )/[ζpN ] − 1 for M ≫ 0.), this is
not true of the quotients W (R∞)/p
N . Therefore we let γ1, . . . γd ∈ Γ = Zp(1)d be the basis elements
corresponding to our fixed compatible sequence of p-power roots of unity ε ∈ Zp(1) (see the Notation)
and let Zd ⊆ Γ be the dense subgroup they generate; for any abelian group M equipped with an action
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by Γ, we will study the non-topological group cohomology RΓ(Zd,M), which may be calculated by the
Koszul complex K(γ1 − 1, . . . , γd − 1;M). Note however that if M can be expressed as an inverse limit
M = lim←−rMr along surjective transition maps of discrete Γ-modules, each of which is killed by a power
of p, then RΓ(Zd,M) ≃ RΓcont(Γ,M) whereM is equipped with the inverse limit topology; we generally
prefer to state our results in terms of continuous group cohomology when possible and will occasionally
use this identification without explicit mention. See [9, Lem. 7.3] for further discussion of these matters.
Lemma 1.7. (i) The maps
Hi(Zd, Ainf(R∞)/µ) −→ Hi(Zd,W (R∞))
and
Hi(Zd, Ainf(R∞)/(µ, p
N )) −→ Hi(Zd,W (R∞)/pN )
are injective for all i, N ≥ 0.
(ii) Hi(Zd, Ainf(R∞)/ϕ−s(µ)) is p-torsion-free for all i ≥ 0 and s ∈ Z.
(iii) H1(Zd,W (R∞)) is p-torsion-free.
Proof. Taking group cohomology of the short exact sequence in the above paragraph (and of its reduction
modulo pN : this is still short exact since Ainf(R∞)/(µ, p
N ) has no non-zero elements killed by W (m♭)
by an induction over N and Example 1.6(i), whereas Ξ(R∞)/p
N is killed by W (m♭) by Lemma 1.5), the
injectivity claims will follow if we can show that the resulting boundary maps are zero; since Ξ(R∞) is
killed by W (m♭), it is therefore enough to show that Hi(Zd, Ainf(R∞)/µ) and Hi(Zd, Ainf(R∞)/(µ, pN ))
have no non-zero elements killed byW (m♭). This is a standard type of Koszul complex calculation which
we include for convenience of the reader; the calculation will also establish part (ii) (which, by applying
ϕs, reduces to the case s = 0).
As we recalled in §1.1, Ainf(R∞) is the (p, ξ)-adic = (p, µ)-adic completion of
⊕
k A

inf(R)U
k1
1 · · ·Ukdd .
Going modulo µ, we may therefore identify Ainf(R∞)/µ with the p-adic completion of⊕
k1,...,kd∈Z[
1
p ]∩[0,1)
(Ainf(R)/µ)U
k1
1 · · ·Ukdd ,
where the generators γ1, . . . , γd of Γ actA

inf(R)/µ-linearly on the summands on the right as multiplication
by [εk1 ], . . . , [εkd ] respectively.
A standard calculation of Koszul cohomology shows that each cohomology group of
RΓ(Zd, (Ainf(R)/µ)U
k1
1 · · ·Ukdd ) ≃ K([εk1 ]− 1, . . . , [εkd ]− 1;Ainf(R)/µ)
is a finite direct sum of copies of torsion and quotients, namely
(Ainf(R)/µ)[[ε
k]− 1] and Ainf(R)/[εk]− 1
for a certain value of k ∈ Z[ 1p ]∩ (0, 1] (more precisely, this calculation follows from Lemma 1.28(ii), with
k given by whichever of k1, . . . , kd has the smallest p-adic valuation, or by k = 1 if all the ki are zero).
These modules are isomorphic via × [ε]−1
[εk]−1
: Ainf(R)/[ε
k]−1 ≃→ (Ainf(R)/µ)[[εk]−1] and are p-torsion-free
by Lemma 1.4(ii). Writing
RΓ(Zd, Ainf(R∞)/µ) ≃ RlimN
⊕
k1,...,kd∈Z[
1
p ]∩[0,1)
K([εk1 ]− 1, . . . , [εkd ]− 1;Ainf(R)/µ)/pN ,
one obtains the following conclusions:
(i) Hi(Zd, Ainf(R∞)/µ) is p-torsion-free;
(ii) Hi(Zd, Ainf(R∞)/µ)/p
N = Hi(Zd, Ainf(R∞)/(µ, p
N )) ∼=
⊕
various k∈Z[
1
p ]∩(0,1]
Ainf(R)/([ε
k]− 1, pN).
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(iii) Hi(Zd, Ainf(R∞)/µ)
≃→ lim←−N H
i(Zd, Ainf(R∞)/µ)/pN .
To complete the proof of (i) it is therefore enough to show that each summand Ainf(R)/([ε
k]− 1, pN)
contains no non-zero almost-zero elements. By induction on N this reduces to the case N = 1, in which
case Ainf(R)/([ε
k]− 1, p) is e´tale over (O♭/(εk − 1))[U±1] and in particular smooth over O♭/(εk − 1); it
follows that Ainf(R)/([ε
k]− 1, p) is free as a O♭/(εk − 1)-module (see [9, Lem. 8.10] and its proof). But
O♭/(εk−1) itself has no non-zero almost-zero elements by a valuation argument, thereby completing the
proof of the injectivity claims (and of the first p-torsion-freeness claim).
It remains to show that H1(Zd,W (R∞)) is p-torsion-free. From the already established injectivities
and p-torsion-freeness, we obtain an isomorphism H1(Zd,W (R∞))[p] ∼= H1(Zd,Ξ(R∞))[p]. Since the
latter module is killed by W (m♭), it is sufficient to show that H1(Zd,W (R∞)) has no non-zero elements
killed by W (m). Since the projective system W (R∞) = lim←−rWr(R∞) has surjective transition maps we
may identify RΓ(Zd,W (R∞)) with Rlimr RΓ(Zd,Wr(R∞)) and thus obtain a short exact sequence
0→ lim←−
r
1(Wr(R∞)
Γ) −→ H1(Zd,W (R∞)) −→ lim←−
r
H1(Zd,Wr(R∞)) −→ 0.
The initial lim1 term vanishes since the transition maps are surjective: indeed, we have Wr(R∞)
Γ =
Wr(R). Therefore it is enough to check that each H
1(Zd,Wr(R∞)) has no non-zero elements killed by
Wr(m); this may be proved in the same way as in the first part of the proof, and in any case may be
found in [9, Lem. 9.7(iii)].
Corollary 1.8. The canonical map (Ainf(R∞)/µ)
Γ/p→ (Ainf(R∞)/(µ, p))Γ is an isomorphism.
Proof. It is equivalent to show that H1cont(Γ, Ainf(R∞)/µ) is p-torsion-free, which is Lemma 1.7(ii).
In order to pass to the limit in the proof of Proposition 1.11 we will need the following lemma, which
we presume is well-known but for which we could not find any reference:
Lemma 1.9. Let B be a commutative ring and B ⊇ I1 ⊇ I2 ⊇ · · · a decreasing chain of ideals such that
B
≃→ lim←−r B/Ir; assume also that Ir/Ir+1 is contained in the Jacobson radical of B/Ir+1 for each r ≥ 1.
Then:
(i) Given a B-module M such that M → lim←−rM/IrM is an isomorphism, then M is finite projective
if and only each M/IrM is a finite projective B/Ir-module for each r ≥ 1.
(ii) There is an equivalence of categories
{
Finite projective B-
modules M
}
≃

compatible inverse systems (Mr)r≥1 of finite projec-
tive B/Ir-modules such that Mr+1 ⊗B/Ir+1 B/Ir ≃→
Mr for all r ≥ 1

given by M 7→ (M/IrM)r≥1 and (Mr)r≥1 7→ lim←−rMr.
Proof. For part (i) the necessity is clear and the sufficiency will follow from part (ii). In order to prove
(ii), the only difficulty is showing that, given (Mr)r≥1 in the right category, then M := lim←−rMr is a finite
projective B-module and the canonical maps M/IrM →Mr are isomorphism for all r ≥ 1; we will now
check this.
Let F be a finite free B-module equipped with a surjection F/I1 → M1 (by picking a finite set of
generators of M1). By freeness of F , we may lift the morphism F/I1 → M1 to a morphism f : F → M
(note that M →M1 is surjective since all the transition mapsMr+1 →Mr are surjective). Each induced
map fr : F/Ir → Mr is surjective by Nakayama’s lemma, since it is surjective mod I1/Ir and this ideal
belongs to the Jacobson radical of B/Ir.
Let Sec(fr) denote the set of B-linear sections of fr. We claim that the reduction map Sec(fr+1)→
Sec(fr) is surjective. So suppose s : Mr → F/Ir is a section of fr, and use projectivity of Mr+1 to
lift the composition Mr+1 → Mr s−→ F/Ir to a morphism Mr+1 s
′−→ F/Ir+1. Then s′ is not necessarily
a section of fr+1, but it is modulo Ir/Ir+1, i.e., the morphism id−fr+1s′ : Mr+1 → Mr+1 has image
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in IrMr+1; this latter module is a quotient of IrF/Ir+1F via fr+1, so projectivity of Mr+1 yields a
morphism h : Mr+1 → IrF/Ir+1F satisfying fr+1h = id−fr+1s′. Therefore s′ + h is a section of fr+1
lifting s; this completes the proof of the claim.
Thanks to the claim (and the fact that Sec(f1) is non-empty since M1 is finite projective), there
exists a compatible family of sections sr :Mr → F/Ir for all r ≥ 1. Upon taking the limit this produces
a morphism s :M := lim←−rMr → F which splits f (since it splits f modulo Ir for all r). This proves that
M is a finite projective B-module. It also shows that the surjection M/Ir →Mr is injective (since, after
composing with sr, it identifies with the split injection “s mod Ir”), whence is an isomorphism.
Example 1.10. Let B be a commutative ring which is p-adically complete and separated. We claim that
the lemma applies toW (B) and its chain of ideals VW (B) ⊇ V 2W (B) ⊇ · · · . SinceW (B) = lim←−rWr(B),
we just need to check the Jacobson radical condition.
For r ≥ 1 fixed, the ring Wr(B) is p-adically complete and separated, and Wr(B)/p =Wr(B/pN )/p
for N ≫ 0 [9, Lem. 3.2(ii)]. To show that V r−1(B) is contained in the Jacobson radical of Wr(B), we
may therefore assume that p is nilpotent in B; but in that case the ideal V r−1(B) is even nilpotent.
In Theorem 1.14 we will show that triviality modulo < µ actually implies triviality modulo µ; the
proof will require the following weaker statement:
Proposition 1.11. Let M ∈ RepΓ(Ainf(R∞)) be a generalised representation which is trivial modulo
< µ and also trivial modulo (p, µ).2 Then M is trivial modulo µ.
Proof. We claim first that M ⊗Ainf(R∞)W (R∞) is a trivial representation, i.e., that (M ⊗AinfW (R∞))Γ
is a finite projective W (R) =W (R∞)
Γ-module and that
(M ⊗Ainf W (R∞))Γ ⊗W (R) W (R∞) −→M ⊗Ainf W (R∞)
is an isomorphism. For each r ≥ 1, the triviality of M modulo ξr means that (M/ξr)Γ is a finite
projective Wr(R) = (Ainf(R∞)/ξr)
Γ-module and that (M/ξr)
Γ ⊗Wr(R) Wr(R∞) ≃→ M/ξr. Considering
this isomorphism for r + 1 instead of r and then going modulo ξr also shows that (M/ξr+1)
Γ ⊗Wr+1(R)
Wr(R)
≃→ (M/ξr)Γ. We may therefore apply the previous lemma and example to see that (M ⊗Ainf(R)
W (R∞))
Γ, which equals lim←−r(M/ξr+1)
Γ, is indeed a finite projectiveW (R)-module and that (M⊗Ainf(R)
W (R∞))
Γ ⊗W (R) Wr(R) ≃→ (M/ξr)Γ for each r ≥ 1. Combining this isomorphism with the triviality of
M modulo ξr completes the proof of the claim.
The p-torsion-freeness of H1(Zd,W (R∞)) from Lemma 1.7(iii) means that (W (R∞)/pN+1)Z
d →
(W (R∞)/p
N)Z
d
is surjective for any N ≥ 1. Combined with the triviality claim proved in the previous
paragraph, it follows that
(M ⊗Ainf(R∞) W (R∞)/pN+1)Z
d −→ (M ⊗Ainf(R∞) W (R∞)/pN )Z
d
is also surjective, whence pN : H1(Zd,M ⊗Ainf(R∞)W (R∞)/p)→ H1(Zd,M ⊗Ainf(R∞)W (R∞)/pN+1) is
injective. But M/(µ, p) is trivial by assumption so we know from Lemma 1.7 that H1(Zd,M/(µ, p)) →֒
H1(Zd,M ⊗Ainf(R∞)W (R∞)/p), whence we deduce that pN : H1(Zd,M/(µ, p))→ H1(Zd,M/(µ, pN+1))
is also injective, or equivalently that (M/(µ, pN+1))Z
d → (M/(µ, pN ))Zd is surjective.
By taking the limit as N →∞ it follows that (M/µ)Γ → (M/(µ, p))Γ is surjective, whence (M/µ)Γ/p
identifies with the finite projective module (M/(µ, p))Γ over (Ainf(R∞)/(µ, p))
Γ = ((Ainf(R∞)/µ)
Γ/p
(this equality was proved in Corollary 1.8). By p-completeness and p-torsion-freeness of both (M/µ)Γ
and (Ainf(R∞)/µ)
Γ this implies that (M/µ)Γ is finite projective over (Ainf(R∞)/µ)
Γ, and also that the
canonical map
(M/µ)Γ ⊗(Ainf(R∞)/µ)Γ Ainf(R∞)/µ −→M/µ
is an isomorphism since it is an isomorphism modulo p.
2Technically this has not been defined though the definition should be obvious; it means that (M/(p, µ))Γ is a finite
projective (Ainf(R∞)/(p, µ))
Γ-module and that the canonical map (M/(p, µ))Γ ⊗(Ainf(R∞)/(p,µ))
Γ Ainf(R∞)/(p, µ) →
M/(p, µ) is an isomorphism.
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We note the following consequence, which in any case will later be improved when we show that
trivial modulo < µ implies trivial modulo µ:
Corollary 1.12. Let M ∈ RepΓ(Ainf(R∞)) be a generalised representation which is trivial modulo < µ.
Then it is trivial modulo ϕ−1(µ).
Proof. Replacing M by a Frobenius twist, we may instead assume that it is trivial modulo ϕ(ξr) for all
r ≥ 1 and we must prove it is trivial modulo µ.
Triviality modulo ϕ(ξr) implies triviality modulo ξr−1, and triviality modulo ϕ(ξ) implies triviality
modulo (µ, ϕ(ξ)) = (µ, p); we then apply Proposition 1.11.
1.3 Descent to the framed period ring
The first main result of this subsection asserts that generalised representations over Ainf(R∞) which are
trivial modulo µ descend uniquely to the framed period ring:
Theorem 1.13. The base change functor
−⊗A
inf
(R) Ainf(R∞) : Rep
µ
Γ(A

inf(R)) −→ RepµΓ(Ainf(R∞))
is an equivalence of categories.
The second main goal is the following:
Theorem 1.14. Let M ∈ RepΓ(Ainf(R∞)). Then M is trivial modulo µ if and only if it is trivial
modulo < µ, i.e., Rep<µΓ (Ainf(R∞)) = Rep
µ
Γ(Ainf(R∞)).
The proofs of Theorems 1.13 and 1.14 will require simultaneously establishing analogous results
modulo p. Therefore for the remainder of the subsection we adopt one of the following two situations:
A := Ainf, A∞ := Ainf(R∞), A
 := Ainf(R), A
n-i
∞ := A
n-i
inf(R∞), (“integral case”)
or
A := Ainf/p = O♭, A∞ := Ainf(R∞)/p = R♭∞, A := Ainf(R)/p, An-i∞ := An-iinf(R∞)/p
(“mod p case”)
We moreover fix an element c1 ∈ A such that µA ⊆ c1A ⊆ ϕ−1(µ)A; then we set c0 := c1/ϕ−1(µ), which
divides the element ξ ∈ A, and we assume that c0 is not a unit of A. In writing µ, ξ here we bring to the
reader’s attention a slight abuse of notation which we will use throughout the rest of the subsection in
order to give uniform proofs: in the mod p case we sometimes write [ε] to mean ε ∈ O♭ and similarly µ, ξ
in place of ε−1, (ε−1)/(ε1/p−1) ∈ O♭; this should not cause any confusion. Our uniform proofs will also
sometimes include redundancies in the mod p case, for example the appearance of p-adic completions.
Example 1.15. In the mod p case the above hypotheses are quite flexible: c0 may be any element of
O♭ with valuation satisfying 0 < ν(c0) ≤ ν((ε − 1)/(ε1/p − 1)). In the integral case the hypotheses are
more restrictive, but in fact the only case of interest will be c0 = ξ and c1 = µ.
We will prove the following in several steps:
Theorem 1.16. The base change functor
−⊗A A∞ : Repc1Γ (A) −→ Repc1Γ (A∞)
is an equivalence of categories.
Theorem 1.16 easily implies the main theorems:
Proof of Theorem 1.13. This is simply Theorem 1.16 in the integral case with c0 = ξ and c1 = µ.
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Proof of Theorem 1.14. Suppose that M ∈ RepΓ(Ainf(R∞)) is trivial modulo < µ, i.e., trivial modulo
ξr for all r ≥ 1. Therefore the generalised representation M/p ∈ RepΓ(R♭∞) is trivial modulo (ε −
1)/(ε1/p
r − 1) for all r ≥ 1, and so Theorem 1.16 (in the mod p case, with c1 = (ε − 1)/(ε1/pr − 1) for
each r ≥ 1) shows that M/p = N ⊗A
inf
(R)/p R
♭
∞ for some N ∈ RepΓ(Ainf(R)/p) which is trivial modulo
(ε− 1)/(ε1/pr − 1) for all r ≥ 1.
We claim thatN is automatically trivial modulo ε−1. Indeed, since Γ acts as the identity on Ainf(R)/p
modulo ε−1 (hence also modulo (ε−1)/(ε1/pr−1) for any r ≥ 1), triviality modulo (ε−1)/(ε1/pr−1) of
the Γ-action on N means that γ(n)− n ∈ ε−1
ε1/pr−1
N for all γ ∈ Γ and n ∈ N . Letting r →∞ shows that
γ(n)− n ∈ (ε− 1)N for all γ ∈ Γ and n ∈ N (here we use that the O♭-algebra R′ := Ainf(R)/p has the
property
⋂
r≥1
ε−1
ε1/pr−1
R′ = (ε− 1)R′; but R′ is formally smooth over O♭, hence ε− 1-torsion-free, so it is
equivalent to check that the smooth O♭/(ε− 1)-algebra R′/(ε− 1) has no non-zero almost-zero elements;
as in Example 1.6(i) this reduces to the analogous assertion for O♭/(ε − 1) itself), thereby establishing
triviality of the Γ-action on N/(ε− 1).
We have shown thatM is trivial modulo (p, µ); but therefore it is trivial modulo µ by Proposition 1.11,
completing the proof.
We remind the reader that we have fixed A, A∞, A
, c0, and c1. The rest of this subsection is
dedicated to proving Theorem 1.16, first by establishing fully faithfulness then essential surjectivity.
Proposition 1.17. The base change functor of Theorem 1.16 is fully faithful.
Proof. The functor is faithful since A → A∞ is injective. To prove fullness, let N1, N2 ∈ Repc1Γ (A)
and let f : N1 ⊗A A∞ → N2 ⊗A A∞ be an A∞-linear, Γ-equivariant map. It is enough to show that
f(N1) ⊆ N2: indeed, by A∞-linearity this forces f to agree with f |N1 ⊗A A∞.
By writing N2 ⊗A A∞ as the (p, µ)-adic completion of
⊕
k1,...,kd∈Z[
1
p ]∩[0,1)
N2U
k1
1 · · ·Ukdd , we may
express f(n), for each n ∈ N1, as a (p, µ)-adically convergent sum
f(n) =
∑
k
fk(n)U
k1
1 · · ·Ukdd
where fk(n) ∈ N2 (in fact, the convergence of the sum will be irrelevant, we are merely using that
N2 ⊗A A∞ →֒
∏
kN2 U
k1
1 · · ·Ukdd ). For each k, the morphism fk : N1 → N2 is A-linear, and the
Γ-equivariance of f implies that
fk(γin) = [ε
ki ]γi(fk(n))
for all n ∈ N1 and i = 1, . . . , d.
In other words, setting N := HomA(N1, N2) ∈ Repc1Γ (A) (see Remark 1.18), the elements fk ∈ N
satisfy ([εki ]γi − 1)fk = 0 for i = 1, . . . , d. The Γ-action on N is trivial modulo c1, so we may write
γi = 1 + c1δi for some unique δi ∈ EndA(N) for each i; here we crucially use that c1|µ so that Γ acts as
the identity on A/c1. But then, assuming that ki 6= 0 for some i (whence [εki ] − 1 divides [ε1/p] − 1),
we deduce that
[εki ]γi − 1 = ([εki ]− 1)(1 + [ε
1/p]−1
[εki ]−1
[εki ]c0δi)
is injective since 1+ [ε
1/p]−1
[εki ]−1
[εki ]c0δi is an automorphism by c0-adic completeness of N ; therefore fk = 0.
We have shown that the only possibly non-zero fk occurs when k = 0; but this exactly means that
f(N1) ⊆ N2, as required.
Remark 1.18. In the context of Definition 1.1, note that RepG(B) has an internal hom: givenM1,M2 ∈
RepG(B), we equip HomB(M1,M2) with action γf : m 7→ γ(f(γ−1(m))), so that HomB(M1,M2)G =
HomB,G(M1,M2). Furthermore, elementary manipulations of Hom modules show that if M1,M2 are
trivial mod b, for some fixed b ∈ B, then so is HomB(M1,M2).
It remains to prove that the functor in Theorem 1.16 is essentially surjective; this proceeds via explicit
manipulations of 1-cocycles, so we being with a reminder on such issues.
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Remark 1.19 (Reminder on semi-linear actions and 1-cocycles). Let B be a ring equipped with an
action (via ring homomorphisms) by a group G. Let M be a B-module equipped with a semi-linear
G-action, and denote by G × AutB(M) → AutB(M), (γ,X) 7→ γX = γXγ−1 the resulting conjugation
action.
Recall that a 1-cocycle α : G→ AutB(M) is a function satisfying α(γδ) = α(γ)◦γα(δ) for all γ, δ ∈ G;
the set of all 1-cocycles (pointed by the 1-cocycle γ 7→ id) is denoted by Z1(G,AutB(M)). There is a right
action on Z1(G,AutB(M)) by AutB(M) given by (αX)(γ) := X
−1 ◦ α(γ) ◦ γX , where α is a 1-cocycle
and X ∈ AutB(M). The resulting quotient set is H1(G,AutB(M)) = Z1(G,AutB(M))/AutB(M).
Any 1-cocycle α defines a new semi-linear G-action ⋆α on B via the rule γ ⋆α b := α(γ)(γ(b));
conversely, any semi-linear G-action ⋆ on B defines a 1-cocycle
α⋆ : G→ AutB(M), γ 7→ 〈b 7→ γ ⋆ (γ−1b)〉,
and these two processes invert each other. Given 1-cocycles α, α′ with associated semi-linear actions
⋆, ⋆′, then α and α′ are cohomologous (i.e., define the same class in H1(G,AutB(M))) if and only if
there exists a G-equivariant isomorphism of B-modules (M, ⋆) ∼= (M, ⋆′).
The above formalism will be applied in the case M = Bn equipped with the coordinate-wise G-
action, where G will be a topological group and its action on B will be continuous for the adic topology
associated to some ideal. Then the conjugate action of G on AutB(M) = GLn(B) is of course given
by applying G to the terms of the matrix, and the continuous 1-cocycles α : Z → GLn(B) classify
continuous semi-linear G-actions on Bn.
Lemma 1.20. (i) In the integral case, the group cohomologies Hicont(Γ, A
n-i
inf(R∞)/c1) are p-torsion-
free for all i ≥ 0; also H1cont(Γ, Ainf(R∞)/c1) and H1cont(Γ, Ainf(R)/c1) are p-torsion-free.
(ii) In both the integral and mod p cases, the group cohomologies Hicont(Γ, A
n-i
inf/c1) are killed by ϕ
−1(µ)
for all i ≥ 0.
Proof. We begin by proving (ii) and the first part of (i) in the integral case. The second and third
paragraphs of the proof of Lemma 1.7, replacing µ by c1 and using that ϕ
−1(µ)|c1|µ, show that each group
cohomology Hicont(Γ, A
n-i
inf(R∞)/c1) is the p-adic completion of a direct sum of copies of A

inf(R)/([ε
k]−1)
for various k ∈ Z[ 1p ] ∩ (0, 1). Such a module is indeed p-torsion-free and killed by ϕ−1(µ) = [ε1/p]− 1.
This argument may be repeated in the mod p case, replacing Lemma 1.28 by the more general
calculation when the module N has g-torsion [9, Lem. 7.10(ii)], to show that Hicont(Γ, (A
n-i
inf(R∞)/p)/c1)
is a direct sum of copies of (Ainf(R)/(p, ε
k−1) and (Ainf(R)/p)[εk−1] for various k ∈ Z[ 1p ]∩ (0, 1); again,
this is killed by ε1/p − 1.
It remains to prove the statements in (i) about H1; since Ainf(R∞) = A

inf(R) ⊕ An-iinf(R∞), it is
enough to show that H1cont(Γ, A

inf(R)/c1) is p-torsion-free, i.e., that (A

inf(R)/c1)
Γ → (Ainf(R)/(c1, p))Γ
is surjective. But Γ acts as the identity on both sides since c1|µ, so this is trivial.
The following two lemmas show that any 1-cocycle representing a semi-linear action over A∞ is
homologous to one over A:
Lemma 1.21. Let m ≥ 0 and let α : Γ→ GLn(A∞) be a continuous 1-cocycle such that
α(γ) ∈ 1 + c1Mn(A) + c1cm0 Mn(A∞)
for all γ ∈ Γ. Then there exists X ∈ 1 + cm+10 Mn(A∞) such that the cohomologous 1-cocycle α′ : Γ →
GLn(A∞), γ 7→ X−1α(γ)γ(X) satisfies
α′(γ) ∈ 1 + c1Mn(A) + c1cm+10 Mn(A∞)
for all γ ∈ Γ.
Proof. Recall the decomposition A∞ = A
 ⊕ An-i. One sees without difficulty there is a well-defined
Γ-equivariant map of groups
ρ : 1 + c1Mn(A
) + c1c
m
0 Mn(A∞) −→Mn(A∞/c1)/Mn(A/c1) =Mn(An-i/c1).
1 + c1P + c1c
m
0 Q 7−→ Q
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The 1-cocycle ρα : Γ→Mn(An-i/c1) defines a class in H1cont(Γ,Mn(An-i/c1)), which is killed by ϕ−1(µ)
by Lemma 1.20(ii). That is, there exists Y ∈ Mn(An-i) such that γ(Y ) − Y ≡ −ϕ−1(µ)ρ(α(γ)) mod
c1Mn(A
n-i) for all γ ∈ Γ.
Set X := 1 + cm+10 Y . Fixing γ ∈ Γ we may write
α(γ) = 1 + c1P + c1c
m
0 Q, γ(Y )− Y = ϕ−1(µ)Z
for some P ∈Mn(A), Q ∈Mn(An-i), Z ∈Mn(An-i), so that Z ≡ −Q mod c0Mn(An-i); then
X−1α(γ)γ(X) = (1 + cm+10 Y )
−1(1 + c1P + c1c
m
0 Q)(1 + c
m+1
0 Y + c1c
m
0 Z)
= (1 + cm+10 Y )
−1
(
1 + cm+10 Y + c1c
m
0 Z + (c1P + c1c
m
0 Q)(1 + c
m+1
0 Y + c1c
m
0 Z)
)
= 1 + (1 + cm+10 Y )
−1
(
c1c
m
0 Z + (c1P + c1c
m
0 Q)(1 + c
m+1
0 Y + c1c
m
0 Z)
)
≡ 1 + (c1cm0 Z + (c1P + c1cm0 Q)(1 + cm+10 Y + c1cm0 Y )) mod c1cm+10 Mn(A∞)
≡ 1 + c1cm0 Z + c1P + c1cm0 Q mod c1cm+10 Mn(A∞)
≡ 1 + c1P mod c1cm+10 Mn(A∞)
as required.
Lemma 1.22. Let m ≥ 1 and let α : Γ → GLn(A∞) be a continuous 1-cocycle such that α(γ) ∈
1+ c1Mn(A∞) for all γ ∈ Γ. Then there exists X ∈ 1+ c0Mn(A∞) such that the cohomologous 1-cocycle
α′ : Γ→ GLn(A∞), γ 7→ X−1α(γ)γ(X) satisfies α′(γ) ∈ 1 + c1Mn(A) for all γ ∈ Γ.
Proof. By applying Lemma 1.21 repeatedly we obtain a sequence of elements Xm ∈ 1 + cm+10 Mn(A∞),
m ≥ 0, such that the elements Ym := X0 · · ·Xm satisfy the following:
Y −1m α(γ)γ(Ym) ∈ 1 + c1Mn(A) + c1cm+10 Mn(A∞)
for all γ ∈ Γ and m ≥ 0.
Since Ym+1− Ym = X0 · · ·Xm(Xm+1− 1) ∈ cm+10 Mn(A∞), the sequence Ym converges as m→∞ to
some X ∈ Mn(A∞); note that X lies in 1 + c0Mn(A∞) (since all the Ym do and c0A∞ is closed in A∞
by Lemma 1.4) and hence is invertible. Moreover, the same argument shows that the sequence Y −1m also
converges, with limit necessarily given by X−1 since multiplication is continuous.
Taking the limit of the previous identity shows that
X−1α(γ)γ(X) ∈ 1 + c1Mn(A) + c1cm+10 Mn(A∞)
for all m ≥ 0, since this subset is closed in Mn(A∞) by Lemma 1.4. Intersecting over all m ≥ 0 and
using
⋂
m≥1(c1A
 + c1c
m
0 A∞) = c1A
 (write A∞ = A
 ⊕ An-i and use ⋂m≥1 c1cm0 An-i = 0) then shows
that in fact X−1α(γ)γ(X) ∈ 1 + c1Mn(A), as desired.
To prove essential surjectivity we need the following additional lemmas, which will allow us glue from
the free case to obtain the general finite projective case. Let us say that a homomorphism of commutative
rings B → C is a “proj-isomorphism” if and only if P 7→ P ⊗B C induces a bijection from isomorphism
classes of finite projective B-modules to isomorphism classes of finite projective C-modules. It is well-
known that B → Bred is a proj-isomorphism, and that if B is I-adically complete and separated with
respect to some ideal I then B → B/I is a proj-isomorphism.
Lemma 1.23. (i) The canonical map A/c1 = (A
/c1)
Γ → (A∞/c1)Γ is a proj-isomorphism.
(ii) The maps A/(c1, p)→ (A∞/c1)Γ/p→ A∞/(c1, p) induce homeomorphisms on Spec.
Proof. (Ainf(R∞)/c1)
Γ is p-adically complete and separated, and (Ainf(R∞)/c1)
Γ/p
≃→ (Ainf(R∞)/(c1, p))Γ
by Lemma 1.20(i), so the map (Ainf(R∞)/c1)
Γ → (Ainf(R∞)/(c1, p))Γ is a proj-isomorphism. Similarly
Ainf(R)/c1 → Ainf(R)/(c1, p) is a proj-isomorphism by Lemma 1.4(ii). Therefore part (i) reduces to the
mod p case, which we prove by checking that the inclusion (Ainf(R)/p)/c1 ⊆ ((Ainf(R∞)/p)/c1)Γ be-
comes an isomorphism when we mod out by the nilradicals on both sides (and so is a proj-isomorphism).
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Indeed, ignoring contributions from the left side, any element on the right side is a finite sum of ele-
ments of the form fUk11 · · ·Ukdd , where k1, . . . , kd ∈ Z[ 1p ]∩ [0, 1) are not all zero, f ∈ (Ainf(R)/p)/c1, and
(εki − 1)f = 0 in (Ainf(R)/p)/c1. Picking some i for which ki 6= 0, then the annihilator of εki − 1 in
(Ainf(R)/p)/c1 is given by multiples of the element
c1
εki−1
, which is nilpotent in O♭/c1 as desired.
We have also proved that the first arrow in part (ii) is a homeomorphism on Spec, since the two sides
have the same underlying reduced subschemes. But A/(c1, p)→ A∞/(c1, p) is an extension of rings in
characteristic p such that any element f ∈ A∞/(c1, p) satisfies fpm ∈ A/(c1, p) for m≫ 0; therefore it
also induces a homeomorphism on Spec.
Lemma 1.24. Let R′ be the p-completion of a localisation of R, and set R′∞ := R
′⊗̂RR∞, i.e., the
usual extension of R′ induced by the framing  : O〈T±1〉 → R → R′. Write A′∞ = Ainf(R′∞)
(resp. Ainf(R
′
∞)/p) and A
′ = Ainf(R
′) (resp. Ainf(R
′)/p) in the integral (resp. mod p) case. Then:
(i) the canonical map (
A∞/(c1, p)
)Γ ⊗A/(c1,p) A′/(c1, p) −→ (A′∞/(c1, p))Γ
is an isomorphism;
(ii) the canonical maps A/(c1, p)→ A′/(c1, p) and
(
A∞/(c1, p)
)Γ → (A′∞/(c1, p))Γ are localisations.
Proof. It suffices to treat the mod p case (indeed, the assertions in fact only concern the mod p case).
(i): The A/c1-module A∞/c1 is the direct sum of the free A
/c1-submodules (A
/c1)U
k1
1 · · ·Ukdd , for
k1, . . . , kd ∈ Z[ 1p ]∩[0, 1), and each direct summand is Γ-stable with the action of γi given by multiplication
by [εki ] for i = 1, . . . , d. As c1A ⊂ ϕ−1(µ)A, we see that the Γ-invariant part of each direct summand
is A/c1 if all ki are 0, and
c1
[εk]−1
(A/c1)U
k1
1 · · ·Ukdd otherwise, where k is one of k1, . . . , kd with the
smallest p-adic valuation. The same computation applies to A′∞/c1, and so claim (i) follows from the
flatness of A/c1 → A′/c1.
(ii): The map A/c1 → A′/c1 is e´tale by construction, and modulo the nilpotent element ξ it is a
localisation (namely, a quotient of the localisation R/p→ R′/p). Therefore it is a localisation; the same
follows for the second map in claim (ii) by using (i).
We may now prove essential surjectivity of the base change functor:
Proposition 1.25. The base change functor of Theorem 1.16 is essentially surjective.
Proof. Let M ∈ Repc1Γ (A∞), and assume initially that the finite projective (A∞/c1)Γ-module (M/c1)Γ
is actually finite free. Lifting a choice of a basis (which is also a basis of the finite free A∞/c1-module
M/c1 = (M/c1)
Γ ⊗(A∞/c1)Γ A∞/c1) shows that M is a finite free A∞-module; in fact, it lets us identify
M with An∞ in such a way that (M/c1)
Γ identifies compatibly with ((A∞/c1)
Γ)n ⊆ (A∞/c1)n.
Letting Γ act coordinate-wise on An∞, the induced 1-cocycle α : Γ→ GLn(A∞) representing the given
Γ-action on M therefore satisfies α(γ) ∈ 1 + c1Mn(A∞) for all γ ∈ Γ. By Lemma 1.22, α is therefore
cohomologous to a continuous 1-cocycle α′ : Γ → GLn(A∞) such that α′(γ) ∈ 1 + c1Mn(A) for all
γ ∈ Γ. In other words, M is A∞-linearly and Γ-equivariantly isomorphic to An∞ equipped with new
Γ-action γ ⋆ x := α′(γ)(γ(x)) (where γ(x) refers to the coordinate-wise action of Γ on An∞); but this
is the base change of N := An equipped with the analogous Γ-action. In conclusion, we have found
N ∈ Repc1Γ (A) such that M ∼= N ⊗A A∞, which completes the proof of essential surjectivity under the
extra assumption that (M/c1)
Γ is finite free.
We now proceed by a glueing argument to show that the base change functor is essentially surjective
in general. The maps
A/c1 (A
/c1)
Γ // (A∞/c1)Γ // A∞/c1
A
OO
// A∞
OO
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all induce homeomorphisms on Spf by Lemma 1.23(ii) (in the integral case, we take formal spectra on
the bottom row with respect to the (p, c1)-adic topology and on the top row with respect to the p-adic
topology; in the mod p-case, the formal spectra on the bottom row are with respect to the c1-adic
topology and on the top row the formal spectra are actually usual spectra); the common topological
space is moreover isomorphic to X := Spf(R), since the c1-adic and ξ-adic topologies on A
/p are the
same and A/(ξ, p) = R/p. Therefore X admits various structure sheaves :
OA , OA/c1 = OA/c1, OA∞ , OA∞/c1 = OA∞/c1 , O(A∞/c1)Γ
Moreover, sheafifiying the construction of the framed period ring from §1.1 shows that, for any p-
completed localisation R → R′, with corresponding open U = Spf R′ ⊆ X, the sections on U of these
sheaves are the corresponding period ring construction for R′ in place of R with respect to the induced
framing  : O〈T±1〉 → R→ R′. This also shows that the first four sheaves are equipped with Γ-actions
(though the action on OA/c1 is trivial) and, using Lemma 1.24, that (OA∞/c1)Γ = O(A∞/c1)Γ .
Glueing is now a formal process in which the main possible source of confusion is the notation. Let
M ∈ Repc1Γ (A∞), and let M := M ⊗A∞ OA∞ be the corresponding locally free sheaf of OA∞ -modules.
By writing M/c1 = (M/c1)
Γ ⊗(A∞/c1)Γ A∞/c1 we see that (M/c1)Γ = (M/c1)Γ ⊗(A∞/c1)Γ O(A∞/c1)Γ is
the locally free sheaf of O(A∞/c1)Γ -modules associated to the finite projective module (M/c1)Γ. There
exists a finite open cover {Uλ}λ of X, where each Uλ corresponds to some p-completed localisation
Rλ of R, such that each Γ(Uλ, (M/c1)Γ) is a finite free Γ(Uλ,O(A∞/c1)Γ)-module. Therefore we may
apply the finite free case of essential surjectivity to M ⊗A∞ Γ(Uλ,OA∞) ∈ Repc1Γ (Γ(Uλ,OA∞)) to obtain
Nλ ∈ Repc1Γ (Γ(Uλ,OA)) satisfying Nλ ⊗Γ(Uλ,OA) Γ(Uλ,OA∞) = M ⊗A∞ Γ(Uλ,OA∞). Furthermore,
since the base change functor has already been shown to be fully faithful in Proposition 1.17 (not only
for R, but also for all the Rλ and the Rλ⊗̂RRλ′), the Nλ are unique and may be glued: the result is a
locally free sheaf N of OA -modules, equipped with a Γ-action which is the identity modulo c1 (since it
is the identity modulo c1 after restriction to each Uλ) and an isomorphism N ⊗O
A
OA∞ ∼=M.
Then N := Γ(X,N ) is a finite projective A-module equipped with semi-linear Γ-action and satisfying
N ⊗A OA = N . Taking global sections of the identities of previous paragraph shows moreover that
N ⊗A A∞ ∼= M and that the Γ-action on N is the identity modulo c1. It remains only to check that
the Γ-action on N is continuous, as then we will have N ∈ Repc1Γ (A) and N ⊗A A∞ ∼=M as required;
but the continuity is automatic by Lemma 1.3.
1.4 Additional lemmas on small generalised representations
In this subsection we state some variants on results from [9], firstly that Lη can transform almost quasi-
isomorphisms into quasi-isomorphisms:
Lemma 1.26. Let M ⊆ A be an ideal of a ring and f ∈ M a non-zero-divisor. If C → D is a
morphism of complexes of A-modules such that all cohomology groups of the cone are killed by M and
all cohomology groups of C ⊗LA A/fA contain no non-zero elements killed by M2, then LηfC → LηfD
is a quasi-isomorphism.
Proof. This follows by applying [8, Lem. 5.14] to C → D → cone(C → D).
Lemma 1.27. (i) Let M ∈ RepbΓ(Wr(R∞)) for some b ∈ Wr(m) and let D ∈ D(Wr(O)). Then any
almost quasi-isomorphism RΓcont(Γ,M)→ D becomes a quasi-isomorphism after applying Lηπ for
any non-zero-divisor π ∈ Wr(m).
(ii) Let M ∈ Rep<µΓ (Ainf(R∞)) and let D ∈ D(Ainf). Then any morphism RΓcont(Γ,M) → D, such
that all cohomology groups of the cone are killed by W (m♭), becomes a quasi-isomorphism after
applying Lηπ for any non-zero-divisor π ∈
⋃
j≥0 ϕ
−j(µ)Ainf.
Proof. (i) We begin by considering the Wr(R∞) case. We are assuming that the generalised representa-
tion M is trivial modulo b for some b ∈ Wr(m); possibly after replacing b by a factor of the form [̟] for
some small ̟ ∈ m \ {0}, we may assume that the arbitrary element π ∈ Wr(m) is divisible by b. Since
Lηπ = Lηπ/bLηb we may therefore assume π = b, i.e., henceforth M is trivial modulo π ∈ Wr(m).
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By Lemma 1.26, it is enough to show that the cohomology groups Hicont(Γ,M/π) contain no non-zero
elements killed by Wr(m). But M/π is now a trivial representation, thereby reducing the problem to
case of the trivial representation M =Wr(R∞), where it is a known calculation which was already used
at the end of the proof of Lemma 1.7; again see [9, Lem. 9.7(iii)], bearing in mind that π is a non-zero
divisor.
(ii) Now we consider the case of Ainf(R∞). Since M is trivial modulo ϕ
−1(µ) by Corollary 1.12
(of course, it is even trivially modulo µ by Theorem 1.14, but we prefer to quote the weaker result),
the same argument as in the Wr(R∞)-case allows us to fix some j ≥ 1, assume M is trivial modulo
ϕ−j(µ), and show that applying Lηϕ−j(µ) yields a quasi-isomorphism. Replacing M by ϕ
j
∗M we may
even suppose that j = 0, though this has no effect on the proof other than simplifying notation. The
same argument as in the previous case then reduces the problem to showing that the cohomology groups
Hicont(Γ, Ainf(R∞)/µ) have no non-zero elements killed by W (m
♭)2. Since these cohomology groups are
p-adically complete and separated (by step (iii) in the proof of Lemma 1.7), it is equivalently to check
that they have no non-zero elements killed by W (m♭); but this is exactly what we showed in the proof
of Lemma 1.7.
Secondly, we will need to know that Lηµ of certain group cohomologies can be computed in terms of
the Koszul complexes:
Lemma 1.28. Let g ∈ A be an element of a commutative ring, N a g-torsion-free A-module, and
δ1, . . . , δd pairwise commuting, A-linear endomorphisms of N ; assume that δi ∈ gEndA(N) for all i
(i) There is a natural quasi-isomorphism LηgK(δ1, . . . , δd;N) ≃ K( δ1g , . . . , δdg ;N).
(ii) If δi ∈ gAutA(N) for at least one i, then there exists an isomorphism of A-modules
Hn(K(δ1, . . . , δd;N)) ∼= (N/gN)(
d−1
n−1)
for each n ≥ 1.
Proof. Write δi = gδ
′
i for i = 1, . . . , d, where δi ∈ EndA(N), and note that the endomorphisms δ′i
commute (since N is g-torsion-free, this follows at once from the commutativity of the δi). Let A
′ be the
A-subalgebra of EndA(N) generated by δ
′
1, . . . , δ
′
d; in case (ii) we also add as a generator the inverse of
whichever δ′i is invertible. Then the A-module structure onN factors through the commutative A-algebra
A′ so we may view N as an A′-module and apply [9, Lem. 7.9–7.10].
Proposition 1.29. Let N ∈ RepµΓ(Ainf(R)) and set M := N ⊗Ainf(R) Ainf(R∞) ∈ Rep
µ
Γ(Ainf(R∞)); fix
s ≥ 0 and set Ns := N ⊗Ainf〈U±1〉 Ainf〈U
±1/ps〉. Then:
(i) The canonical map
RΓcont(Γ, Ns) −→ RΓcont(Γ,M)
becomes a quasi-isomorphism after applying Lηϕ−s−1(µ) (hence also after applying Lηϕ−s(µ) =
Lηϕ−s(ξ)Lηϕ−s−1(µ)).
(ii) There is a natural quasi-isomorphism
Lηϕ−s(µ)RΓcont(Γ, Ns) ≃ K( γ1−1ϕ−s(µ) , . . . , γd−1ϕ−s(µ) ;Ns).
Proof. (i): As we recalled in §1.1, we may identify Ainf(R∞) with the (p, ξ) = (p, ϕ
−s−1(µ))-adic com-
pletion of Ainf(R) ⊗Ainf〈U±1〉 Ainf〈U
±1/p∞〉; therefore Ns → M is split injective (compatibly with the
Γ-actions) with complement given by the (p, ϕ−s−1(µ))-adic completion of
P :=
⊕
k1,...,kd∈Z[
1
p ]∩[0,1)
not all in p−sZ
NsU
k1
1 · · ·Ukdd .
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We now proceed differently to the homotopy argument of [9, Lem. 9.6], though that argument can
probably be adapted to the current situation.
We must show that Lηϕ−s−1(µ) kills the derived (p, ϕ
−s−1(µ))-adic completion of C := RΓ(Zd, P ).
Since derived (p, ϕ−s−1(µ))-adic completion is the same as derived p-adic completion followed by derived
ϕ−s−1(µ)-adic completion, and the latter commutes with Lηϕ−s−1(µ) by [9, Lem. 6.20], it is enough to
show that Lηϕ−s−1(µ) kills the derived p-adic completion of C. In other words, since Lηϕ−s−1(µ) kills the
ϕ−s−1(µ)-torsion in each cohomology group [9, Lem. 6.4], we should show that all cohomology groups of
the derived p-adic completion Ĉ of C are killed by ϕ−s−1(µ).
The group cohomology of each direct summand is computed by a Koszul complex
RΓ(Zd, NUk11 · · ·Ukdd ) ≃ K([εk1 ]γ1 − 1, . . . , [εkd ]γd − 1;N) (†)
We claim that all cohomologies of this complex are p-torsion-free and killed by ϕ−s−1(µ). The p-torsion-
freeness will imply that Hi(C) =
⊕̂
k1,...,kd
Hi(Zd, NUk11 · · ·Ukdd ) (where the hat denotes usual p-adic
completion), which we then see is killed by ϕ−s−1(µ) since the same is true of all the summands. The
claim is proved by a standard Koszul complex calculation, but we include the argument anyway for the
sake of completeness.
Up to reordering, we may suppose that k1 has the smallest p-adic valuation of k1, . . . , kd; since at
least one of these terms is not in p−sZ, it follows that νp(k1) ≤ −s− 1. Since our representation N is
assumed to be trivial mod µ, we may write γi = 1 + µδi for some δi ∈ EndAinf(N); thus we see that
[εki ]γi − 1 = [εki ]− 1 + µ[εki ]δi is divisible by [εk1 ]− 1, for each i, and moreover that
[εk1 ]γ1 − 1 = ([εk1 ]− 1)(1 + µ[εk1 ]−1 [εk1 ]δ1)
differs from [εk1 ] − 1 by an automorphism of N (since µ
[εk1 ]−1
is equal to ξr up to a unit of Ainf,
where r = −νp(k1), and N is ξr-adically complete). It therefore follows from Lemma 1.28(ii) that each
cohomology group of the Koszul complex (†) is a finite direct sum of copies of N/([εk1 ] − 1)N ; this is
indeed p-torsion-free and killed by [ε1/p
s+1
]− 1 = ϕ−s−1(µ), as required.
(ii): Since the group cohomology is given by K(γ1 − 1, . . . , γd − 1;Ns) and Γ acts as the identity on
Ainf(R) ⊗Ainf〈U±1〉 Ainf〈U
±1/ps〉/ϕ−s(µ) hence also as the identity on Ns/ϕ−s(µ), this is an instance of
Lemma 1.28(i).
Corollary 1.30. Let M ∈ RepµΓ(Ainf(R∞)) and s ≥ 0. Then the canonical map
Lηϕ−s(µ)RΓcont(Γ,M) −→ Rlimr(Lηϕ−s(µ)RΓcont(Γ,M))/ξ˜r
is an equivalence.
Proof. By Theorem 1.13 there exists N ∈ RepµΓ(Ainf(R)) such that M = N ⊗Ainf(R) Ainf(R∞). Then
Proposition 1.29 describes Lηϕ−s(µ)RΓcont(Γ,M) in terms of a Koszul complex, each term of which is
a finite direct sum of copies of Ns = N ⊗Ainf〈U±1〉 Ainf〈U
±1/ps〉; therefore it is enough to show that
Ns
≃→ lim←−r Ns/ξ˜r. Since Ns is a finite projective A

inf(R)-module, this reduces to the isomorphism
Ainf(R)
≃→ lim←−r A

inf(R)/ξ˜r of Lemma 1.4(v).
1.5 Frobenius structures on generalised representations
The period rings Ainf and Ainf(R∞) are equipped with their usual Witt vector Frobenius automorphisms
ϕ; furthermore, elementary deformation arguments show that ϕ extends from Ainf to a unique ring
endomorphism of Ainf(R) satisfying ϕ(Ui) = U
p
i for i = 1, . . . , d and lifting the absolute Frobenius
modulo p. These Frobenii all commute with the Γ-actions and are compatible with the inclusions
Ainf ⊆ Ainf(R) ⊆ Ainf(R∞). In this subsection we first prove an analogue of Theorem 1.13 taking them
into account, then establish moreover the compatibility with certain induced filtrations. The relevant
categories are defined as follows:
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Definition 1.31. Generalised Ainf(R∞)-representations with Frobenius: Rep
µ
Γ(Ainf(R∞), ϕ) consists of
pairs (M,ϕM ) where M ∈ RepµΓ(Ainf(R∞)) and ϕM : M [ 1ξ ] → M [ 1ξ˜ ] is a Γ-equivariant, ϕ-semi-linear
isomorphism (equivalently, ϕM : (ϕ
∗M)[ 1
ξ˜
] →M [ 1
ξ˜
] is a Γ-equivariant, Ainf(R∞)[
1
ξ˜
]-linear isomorphism,
where ϕ∗M :=M ⊗Ainf(R∞),ϕ Ainf(R∞)).
Generalised Ainf(R)-representations with Frobenius: Rep
µ
Γ(A

inf(R), ϕ) consists of pairs (N,ϕN ) where
N ∈ RepµΓ(Ainf(R)) and ϕN : (ϕ∗N)[ 1ξ˜ ] → N [
1
ξ˜
] is a Γ-equivariant isomorphism of Ainf(R)[
1
ξ˜
]-modules,
where ϕ∗N := N ⊗A
inf
(R),ϕ A

inf(R).
The following is the desired analogue of Theorem 1.13:
Theorem 1.32. : The base change functor
−⊗A
inf
(R) Ainf(R∞) : Rep
µ
Γ(A

inf(R), ϕ) −→ RepµΓ(Ainf(R∞), ϕ)
is an equivalence of categories.
Proof. To check fully faithfulness we fix (Ni, ϕNi) ∈ RepµΓ(Ainf(R), ϕ), i = 1, 2, and a morphism f :
N1 → N2 in RepµΓ(Ainf(R)); since we already know that the functor is fully faithful without Frobenius
structure, we must show that f respects the ϕNi if it does so after the base change −⊗A
inf
(R)Ainf(R∞).
This is an immediate consequence of the fact that Ainf(R)→ Ainf(R∞) is injective.
Next we check essential surjectivity. Given (M,ϕM ) ∈ RepµΓ(Ainf(R∞), ϕ), we already know that M
maybe written as N ⊗A
inf
(R)Ainf(R∞) for some unique N ∈ RepµΓ(Ainf(R)); we must show that ϕM also
descends to N . We may replace ϕM by ξ˜
rϕM for r ≫ 0 so that it is induced by an Ainf(R∞)-linear
map ϕM : ϕ
∗M = (ϕ∗N)⊗A
inf
(R) Ainf(R∞)→ M = N ⊗A
inf
(R) Ainf(R∞), i.e., so that the Frobenius is
“effective”. But ϕ∗N , equipped with its diagonal Γ-action, belongs to RepµΓ(A

inf(R)) since the Γ-action
on it is trivial modulo ϕ(µ) = ξ˜µ, hence also trivial modulo µ. So the known equivalence without
Frobenius structures indeed implies that ϕM is induced by a unique morphism ϕN : ϕ
∗N → N ; note
that ϕN is necessarily an isomorphism after inverting ξ˜, since there exists ψM : M → ϕ∗M such that
ψM ◦ ϕM and ϕM ◦ ψM are multiplication by ξ˜s for some s ≫ 0, and we may descend ψM to N by
arguing as we did for ϕM .
Remark 1.33. Whenever possible we prefer to establish our results first without Frobenius and then add
the Frobenius structure; the second step is typically straightforward, as the previous proof illustrates. For
example, in the context of Remark 1.2, the base change equivalence RepµΓ(Ainf(R∞))
∼→ Repµ∆(Ainf(R))
(by combining Theorem 1.14 with the results of that remark) is easily checked to admit an analogue
with Frobenius structures
RepµΓ(Ainf(R∞), ϕ)
∼→ Repµ∆(Ainf(R), ϕ), (4)
where Repµ∆(Ainf(R), ϕ) is defined analogously to Rep
µ
∆(Ainf(R∞), ϕ).
Nevertheless, several results will require additional properties of the representation which follow from
the existence of some Frobenius, without actually requiring any fixed choice of it. Therefore we denote
by RepµΓ(Ainf(R∞), ∃ϕ) the essential image of the forgetful functor
RepµΓ(Ainf(R∞), ϕ) −→ RepµΓ(Ainf(R∞)), (M,ϕ) 7→M,
i.e., it is the full subcategory consisting of M ∈ RepµΓ(Ainf(R∞)) for which there exists some ϕM :
M [ 1ξ ]
≃→M [ 1
ξ˜
] (which we do not fix). The category RepµΓ(A

inf(R), ∃ϕ) is defined analogously, and clearly
the equivalence of the previous theorem also holds for these categories.
For example, Proposition 2.14 and Lemma 2.24(iii) show that if N ∈ RepµΓ(Ainf(R), ∃ϕ) then the
operators 1µ (γi − 1) are automatically ξ˜-adically quasi-nilpotent on N ; this property is intrinsic to the
Γ-action but is not satisfied for arbitrary N ∈ RepµΓ(Ainf(R)).
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1.6 Examples of relative Breuil–Kisin–Fargues modules
We continue to let R denote a p-adically complete, small, formally smooth O-algebra with a fixed
choice of framing. In Section 5 we will reinterpret RepµΓ(Ainf(R∞), ϕ) as relative Breuil–Kisin–Fargues
modules on Spf R and show in particular that it does not depend on the choice of framing (assuming
Spec(R/pR) is connected, this already follows up to the ambiguity of an algebraic closure of FracR from
the equivalence (4)). Here we present examples of such relative Breuil–Kisin–Fargues modules from the
point of view of generalised representations.
1.6.1 Dieudonne´ theory
Our first examples of small generalised representations over Ainf(R∞) come from p-divisible groups via
the following Dieudonne´ classification theorem where BT(−) denotes the category of p-divisible groups
over a ring:
Theorem 1.34. There is a fully faithful embedding
ΦBKFR : BT(R) −→ RepµΓ(Ainf(R∞), ϕ)
whose essential image consists of those (M,ϕM ) such that M ⊆ ϕM (M) ⊆ 1ξ˜M .
We begin by explaining a prismatic proof of the theorem using J. Anschutz and A.-C. Le Bras’ [3]
general classification theorem for p-divisible groups in terms of certain filtered prismatic crystals:
Proof via prismatic crystals. Appealing to the equivalences of diagram (1) of the introduction (most of
which remain to be proved in Sections 2 and 3), the goal is to show that BT(R) is equivalent to the
category of those locally finite free F -crystals (F , ϕF ) ∈ CR∆(R/(Ainf, ξ), ϕ) such that F ⊆ ϕF (F) ⊆ 1ξF
(we refer ahead to Corollary 3.22 for the notation, and use the same Frobenius-identification as in the
first line of the proof of Proposition 3.4).
Since the absolute prismatic site of O has initial object (Ainf, ξ), we see that the prismatic site of R
over (Ainf, ξ) is the same as its absolute prismatic site [10, Lem. 4.7]. Therefore the category of crystals in
the previous paragraph is antiequivalent to Anschutz–Le Bras’ prismatic Dieudonne´ crystals DM(R), and
our desired equivalence is their antiequivalence M∆ : BT(R) ∼→ DM(R) [3, Thm. 4.6.9] (more precisely,
Anschutz–Le Bras’ general result is formulated in terms of filtered crystals, but in this case the filtration
is irrelevant, i.e., DF(R)
∼→ DM(R), by [3, Prop. 5.2.3] since R admits the perfectoid quasi-syntomic
cover R∞).
In the remainder of this subsection we sketch a more classical, non-prismatic proof of Theorem 1.34
in the case p 6= 2, as it was part of our original motivation for studying the category of generalised
representations RepµΓ(Ainf(R∞), ϕ).
Remark 1.35. We remark that we may also state Theorem 1.34 independently of any choice of framing:
there exists a fully faithful embedding ΦBKFR : BT(R)→ Repµ∆(Ainf(R), ϕ) whose essential image consists
of those (M,ϕM ) such that M ⊆ ϕM (M) ⊆ 1
ξ˜
M . Here R and ∆ are as in Remark 1.2. Indeed, the
naturality of Theorem 1.36 below refers to the fact that, given a morphism A→ B of perfectoid rings and
a p-divisible group G over A, there is a functorial identification ΦinfB (G⊗AB) ∼= ΦinfA (A)⊗Ainf(A)Ainf(B).
Therefore, using the definition ΦBKFR := Φ
inf
R∞
(− ⊗R R∞) below, we see that the composition
BT(R)
ΦBKFR−−−−→ RepµΓ(Ainf(R∞), ϕ)
(4)
∼→ Repµ∆(Ainf(R), ϕ)
is the framing-independent functor ΦBKR
R
(− ⊗R R). Nevertheless, we must use the choice of framing to
show that the functor ΦBKFR is indeed an equivalence.
The case R = O of the theorem (in which case the codomain is the category of usual Breuil–Kisin–
Fargues modules) is due to Fargues (see [33, Thm. 14.4.1]). The following already known generalisation
of Fargues’ result are an input to the proof of Theorem 1.34:
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Theorem 1.36 (Lau et al.). Let A be a perfectoid ring. Then there is a natural equivalence of categories
ΦinfA : BT(A)
∼→

finite projective Ainf(A)-modules M
equipped with a Frobenius semi-linear
isomorphism ϕM : M [
1
ξ ]
≃→ M [ 1
ξ˜
] such
that M ⊆ ϕM (M) ⊆ 1ξ˜M

(where ξ ∈ Ainf(A) is a generator of the kernel of Fontaine’s map Ainf(A)→ A). Moreover, this equiva-
lence is compatible with crystalline Dieudonne´ theory, as will be explained in the proof of Lemma 1.37.
Remarks on the proof. The case in which A is a perfect field of characteristic p is classical. Berthelot
[5] treated the case of perfect valuation rings of characteristic p, from which Gabber then deduced
the case of a general perfect Fp-algebra A using descent methods. In mixed characteristic, we have
already mentioned that the theorem is due to Fargues when A is the ring of integers of a complete,
non-archimedean, algebraically closed field, and in general when p 6= 2 is it is due to Lau [24].
Meanwhile, Scholze [33, Thm. 17.5.2] has shown that the theorem follows in general from Berthelot’s
result, using v-descent in a similar fashion to Gabber and using the results of [9] to control the relationship
to usual crystalline Dieudonne´ theory.
We now begin to explain the non-prismatic proof of Theorem 1.34; we let
RepµΓ(Ainf(R∞), ϕ, [0, 1]) ⊆ RepµΓ(Ainf(R∞), ϕ)
denote the full subcategory consisting of those (M,ϕM ) such that M ⊆ ϕM (M) ⊆ 1ξ˜M , i.e., the desired
image in Theorem 1.34. Given a p-divisible group G over R, the corresponding p-divisible group G⊗RR∞
inherits a Γ-action, which in turn implies by functoriality that the Ainf(R∞)-module Φ
inf
R∞
(G⊗R R∞) is
equipped with a semi-linear Γ-action; here we are applying Theorem 1.36 to the perfectoid ring A = R∞.
In order to show that this defines a functor
ΦBKFR := Φ
inf
R∞(−⊗R R∞) : BT(R) −→ RepµΓ(Ainf(R∞), ϕ, [0, 1]),
we must check the following:
Lemma 1.37. For any p-divisible group G over R, the induced Γ-action on Minf(G⊗RR∞) is continuous
and trivial modulo µ.
Proof. The compatibility of the perfectoid Dieudonne´ theory with the classical crystalline theory of [6]
amounts to the following statement: for any p-divisible groupH overR∞, the base changeMinf(H)⊗Ainf(R∞)
Acrys(R∞)/p
n is given by evaluating D(H ⊗R∞ R∞/pn) (namely, the crystalline Dieudonne´ module of
the p-divisible group H ⊗R∞ R∞/pn over R∞/pn; this is a crystal on the crystalline site of R∞/pn over
Zp) on the pd-thickening Acrys(R∞)/pn of R∞/pn. That is,
Minf(H)⊗Ainf(R∞) Acrys(R∞)/pn = Γ
(
SpecR∞/p
n →֒ SpecAcrys(R∞)/pn, D(H ⊗R∞ R∞/pn)
)
.
But the kernel of the map Ainf(R∞)/µ → R∞ has divided powers (since Ainf(R∞)/µ and R∞ are p-
torsion-free, an examination of the the p-adic valuations of factorials, e.g., [10, Lem. 2.35], reduces this
claim to checking that ξp/p! ∈ Ainf(R∞)/µ; but in Ainf we have ξp ≡ ϕ(ξ) ≡ µp−1 mod p, so ξp is
divisible by p in Ainf/µ), whence the quotient map Ainf(R∞)→ Ainf(R∞)/µ factors through Acrys(R∞);
base changing the above expression through this factorisation and using the the crystal property, we see
that
Minf(H)/(p
n, µ) = Γ
(
SpecR∞/p
n →֒ SpecAinf(R∞)/(pn, µ), D(H ⊗R∞ R∞/pn)
)
.
We will apply this to H = G ⊗R R∞, in which case we can also evaluate the Dieudonne´ crystal of
G⊗R R/pn on the pd-thickening Ainf(R)/(pn, µ)→ R/pn; from base change one deduces that
Minf(G⊗RR∞)/(pn, µ) = Γ
(
SpecR/pn →֒ SpecAinf(R)/(pn, µ), D(G⊗RR/pn)
)⊗A
inf
(R)/(pn,µ)Ainf(R∞)/(p
n, µ).
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By naturality this identification is compatible with the Γ-actions, where we recall from the discussion of
§1.1 that Γ acts trivially on Ainf(R)/µ. Base change also shows that such identifications are compatible
as n increases, whence one obtains
Minf(G⊗RR∞)/µ =
(
lim←−
n
Γ
(
SpecR/pn →֒ SpecAinf(R)/(pn, µ), D(G⊗RR/pn)
))⊗A
inf
(R)/µAinf(R∞)/µ,
witnessing that the Γ-action on Minf(G⊗R R∞) is trivial modulo µ.
Finally, the continuity of the Γ-action on Minf(G⊗R R∞) is automatic by Lemma 1.3.
Now that our desired functor ΦBKFR has been shown to be well-defined, we may easily check that it
is fully faithful:
Proof that ΦBKFR is fully faithful. By construction there is a commutative diagram
BT(R∞)
ΦinfR∞ // Rep1(Ainf(R∞), ϕ, [0, 1])
BT(R)
ΦBKFR
//
−⊗RR∞
OO
RepµΓ(Ainf(R∞), ϕ, [0, 1])
forget Γ action
OO
where the top right is an ad-hoc notation for the target category in Theorem 1.36. Since − ⊗R R∞ is
faithful, so is ΦBKFR .
Next, since ΦinfR∞ is an equivalence of categories by Theorem 1.36 one sees that, givenG1, G2 ∈ BT(R),
then any morphism ΦBKFR (G1)→ ΦBKFR (G2) naturally induces a Γ-equivariant morphism G1 ⊗R R∞ →
G2 ⊗R R∞; passing to Γ-invariants this descends to the desired morphism G1 → G2 and so establishes
fullness.
Sketch that ΦBKFR is essentially surjective. Given M ∈ RepµΓ(Ainf(R∞), ϕ, [0, 1]) and forgetting the Γ-
action on M , Theorem 1.36 shows that there exists a unique p-divisible group G over R∞ such that
ΦinfR∞(G) =M . To prove essential surjectivity it must be shown in particular that G descends from R∞
to R; that is, we must construct a descent isomorphismG⊗R∞,p1R∞(1) ∼= G⊗R∞,p2R∞(1), where R∞(1)
denotes the p-adic completion of R∞⊗RR∞. There are three key ingredients to this construction of this
descent: Grothendieck–Messing’s deformation theory [26] to partly reduce the problem to R∞(1)/p; Lau’s
Dieudonne´ theory [24] over complete intersection semiperfect rings such as R∞(1)/p (which is where we
require p 6= 2); and the existence of a filtered crystal F on the big crystalline site of R associated toM (in
the terminology of Definition 4.23 and appealing to Theorems 4.24 and 4.25, F ∈ CR(R/Acrys, ϕ, SatFil)
is the unique F-crystal with saturated filtration which is associated to M). The details of the proof may
appear elsewhere.
1.6.2 Relative prismatic cohmology
Throughout this subsection we fix a proper smooth p-adic formal R-scheme f : Y→ Spf R. Our goal is to
construct natural “relative Ainf-cohomology groups” H
∗
Ainf
(Y/R) ∈ RepµΓ(Ainf(R∞), ϕ), under suitable
flatness hypotheses on the relative de Rham cohomology of Y over R.
The shortest definition of these generalised representations will be via the prismatic cohomology [10]
RΓ∆(Y ×R R∞/(Ainf(R∞), ξ˜)), (5)
where the base prism is the perfect prism (Ainf(R∞), (ξ˜)) equipped with the δ-structure induced by its
Frobenius. This perfect complex of Ainf(R∞)-modules should be viewed as the prototypical example of a
“derived relative Breuil–Kisin–Fargues module”; this notion can presumably be made precise via crystals
of perfect complexes on the prismatic site, but here we content ourselves with the following consequences:
RΓ∆(Y ×R R∞/(Ainf(R∞), ξ˜)) = RΓ∆(Y/(Ainf(R), ξ)) ⊗A
inf
(R),ϕ Ainf(R∞) (6)
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RΓ∆(Y ×R R∞/(Ainf(R∞), ξ˜))/µ = RΓ∆(Y/(Ainf(R)/ϕ−1(µ), p))⊗A
inf
(R)/ϕ−1(µ),ϕ Ainf(R∞)/µ (7)
These are proved by applying base change in prismatic cohomology [10, Thm. 1.8(5)] along the maps of
prisms:
(Ainf(R), ξ)
ϕ //

(Ainf(R∞), ξ˜)

(Ainf(R)/ϕ
−1(µ), p) ϕ
// (Ainf(R∞)/µ, p)
Identity (6) is a derived version of our forthcoming descent of generalised representations to the level
of q-Higgs bundles (Corollary 2.26), while (7) is a derived version of a generalised representation being
trivial modulo µ.
Now we impose conditions on the relative de Rham cohomology to get actual (non-derived) relative
Breuill–Kisin–Fargues modules:
Lemma 1.38. Assume that the relative de Rham cohomologies HidR(Y/R) are finite projective R-modules
for all i ≥ 0. Then:
(i) the cohomology groups of (5) are all finite projective Ainf(R∞)-modules;
(ii) the Γ-action on each of these cohomology groups (induced by functoriality from the Γ-action on the
base prism (Ainf(R∞), ξ˜)) is trivial modulo µ.
Proof. We assume, without any loss of generality, that Spec(R/pR) is connected so that the various finite
projective modules which appear will have constant rank.
(i): We will actually prove that the cohomology groups of RΓ∆(Y/(Ainf(R), ξ)) are all finite projective
Ainf(R)-modules; claim (i) then follows from (6).
We begin with a base change comment. Let S be a perfectoid ring and R∞ → S a homomor-
phism, thereby inducing a map of prisms (Ainf(R∞), ξ˜) → (Ainf(S), ξ˜). Then the base change of
RΓ∆(Y/(Ainf(R), ξ)) along Ainf(R)
ϕ−→ Ainf(R∞) → Ainf(S) is the prismatic cohomology RΓ∆(Y ×R
S/(Ainf(S), (ξ˜))), which modulo ξ is given by RΓdR(Y/R) ⊗LR S by the de Rham comparison [10,
Thm. 1.8(3)]. Note that the cohomologies of RΓdR(Y/R) ⊗LR S are the finite projective S-modules
H∗dR(Y/R)⊗R S.
By a descending induction we may suppose that all degree > j cohomologies of Γ∆(Y/(Ainf(R), ξ)) are
finite projective Ainf(R)-modules, and we must prove it in degree j, that is forM := H
j
∆
(Y/(Ainf(R), ξ)).
Thanks to the inductive hypothesis, we see that (1) M is a finitely presented module (it is the top degree
of a perfect complex), that (2) M/ϕ−1(ξ) ⊗A
inf
(R)/ϕ−1(ξ),ϕ A

inf(R)/ξ = H
j
dR(Y/R) (by the de Rham
comparison and vanishing of the higher Tors), whence M/ϕ−1(ξ) is a finite projective Ainf(R)/ϕ
−1(ξ)-
modules (as the Frobenius endomophism of Ainf(R) is finite flat), and that (3) for any R∞ → S as in the
first paragraph, we have M ⊗A
inf
(R),ϕ Ainf(S) = H
j
∆
(Y ×R S/Ainf(S)) (again since there are no higher
Tors).
Since Ainf(R) is ϕ
−1(ξ)-adically complete, there exists a finite projective Ainf(R∞)-module M
′ lifting
M/ϕ−1(ξ), whence there exists a map f : M ′ → M which is an isomorphism mod ϕ−1(ξ): this map is
surjective by Nakayama’s lemma. To prove that it is injective, we reduce to the case of a valuation ring
as follows (the argument is inspired by v or arc descent, but easier in this special case): let W be the
localisation of R∞ outside its prime ideal mR∞, so that W is a height one valuation ring. Its p-adic
completion Ŵ is a rank one perfectoid valuation ring containing R∞.
To prove that f is injective, it is now enough to check that it is injective after base change along the
inclusion Ainf(R)
ϕ−→ Ainf(R∞) → Ainf(W ). By our base change observations above, we must therefore
show that
M ′ ⊗A
inf
(R),ϕ Ainf(W ) −→ Hj∆(Y ×R W/Ainf(W ))
is injective (or equivalently, an isomorphism); but since this is an isomorphism modulo ξ, the problem
finally reduces to showing that the target has no ξ-torsion. But the target identifies with the Ainf-
cohomology of the proper smooth formalW -scheme Y×Spf RSpfW , thanks to the comparison of [10, §17],
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and we have assumed that this scheme has torsion-free de Rham cohomologies; so the Ainf-cohomologies
are all finite free Ainf(W )-modules by [9, Thm. 1.8, Corol. 4.17 & Lem. 4.18].
(ii): Combined with the finite projectivity established in the proof of part (i), base change along
the map of prisms (Ainf(R), ξ) → (Ainf(R)/ϕ−1(µ), p) shows that the prismatic cohomologies of Y with
respect to the latter prism are also finite projective, and that
Hi
∆
(Y ×R R∞/Ainf(R∞))/µ = Hi∆(Y/Ainf(R)/ϕ−1(µ))⊗A
inf
(R)/ϕ−1(µ),ϕ Ainf(R∞)/µ
(this is obtained by taking cohomology of (7)). But Γ acts as the identity on Ainf(R)/ϕ
−1(µ), hence also
on the prismatic cohomology group on the right; this shows that the Γ-action on Hi
∆
(Y×RR∞/Ainf(R∞))
is indeed trivial mod µ, as desired.
Continuing to assume that the relative de Rham cohomologies H∗dR(Y/R) are finite projective R-
modules, we may now define our desired generalised representations
HiAinf(Y/R) := H
i
∆
(Y ×R R∞/(Ainf(R∞), ξ˜))
for each i ≥ 0. These are finite projective Ainf(R∞)-modules (by Lemma 1.38(i)) equipped with an action
by Γ (induced by functoriality via the action on the base (Ainf(R∞), ξ˜)) which is trivial modulo µ (by
Lemma 1.38(ii)) and automatically continuous (Lemma 1.3), and with a Frobenius structure (induced
by the Frobenius on prismatic cohomology [10, Thm. 1.8(6)]). In short, we have constructed
HiAinf(Y/R) ∈ Rep
µ
Γ(Ainf(R∞), ϕ),
which fulfils the goal of this subsection.
Remark 1.39. (i) Similarly to Remark 1.35, we could alternatively appeal to the prismatic coho-
mology of Y ×R R over (Ainf(R), ξ˜) to directly construct H∗Ainf(Y/R) ∈ Rep
µ
∆(Ainf(R), ϕ) in a
framing-independent manner.
(ii) Corollary 3.22 tells us thatHiAinf
(Y/R) corresponds a prismatic F -crystal in CR∆(R(1)/(Ainf, ξ˜), ϕ).
The latter is presumably the ith higher direct image of the prismatic structure sheaf along the
morphism of sites (Y×RR(1)/(Ainf, ξ˜))∆ → (R(1)/(Ainf, ξ˜))∆, though we have not carefully checked.
1.6.3 Faltings’ relative Fontaine–Laffaille modules
In this short subsection we fix a p-adically complete, formally smooth W (k)-algebra RW -algebra and an
isomorphism RW ⊗̂WO ∼= R. Note that such an RW always exists up to non-unique isomorphism: pick
a formally smooth lift RW of the smooth k-algebra R⊗O k, and use formal smoothness to construct an
isomorphism lifting the identification (RW ⊗̂WO)⊗O k = R⊗O k.
Let MF∇[0,p−2],fr(RW ,Φ) denote the category of Faltings’ relative Fontaine–Laffaille modules with
underlying free module [17, §II.d]; an object of this category is a quadruple M = (M,Fil•M,∇,Φ)
where:
- M is a finite free RW -module equipped with a decreasing filtration, whose graded pieces are free
modules, such that Fil0M =M and Filp−1M = 0;
- ∇ :M →M ⊗RW Ω̂1RW /W is a p-adically quasi-nilpotent connection on M which satisfies Griffiths
transversality with respect to the filtration.
- Φ is a horizontal Frobenius whose precise definition we do not recall here.
For further details we refer the reader to [35, §4].
Relative Fontaine–Laffaille modules were shown by Faltings to provide a class of coefficients in relative
integral p-adic Hodge theory. They may be seen as special cases of relative Breuil–Kisin–Fargues modules
thanks to the following theorem, which for the sake of naturality we state using R rather than R∞ (see
Remark 1.2). We must also take into account the arithmetic part of the fundamental group of RW ,
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so set G := Aut(R/RW ) = πe´t1 (RW [ 1p ]). Given a relative Fontaine–Laffaille module M , let Tcrys(M)
denote the (dual of the) “crystalline” Galois representation associated to it by Faltings; this is a finite
free Zp-module equipped with a continuous action by G; we again refer to [35, §4] for further details.
Theorem 1.40 (Tsuji). Let M = (M,Fil•M,∇,Φ) ∈ MF∇[0,p−2],fr(RW ,Φ); then there exists a unique
G-stable, finite projective Ainf(R)-submodule TAinf(M) ⊆ Tcrys(M)⊗Zp Ainf(R) such that the G-action on
TAinf(M) is trivial modulo µ. In particular, restricting to the action of ∆ ⊆ G we obtain TAinf(M) ∈
Repµ∆(Ainf(R)).
In fact, more is true: firstly, the submodule TAinf(M) is known to be sandwiched as follows
µp−2Tcrys(M)⊗Zp Ainf(R) ⊆ TAinf(M) ⊆ Tcrys(M)⊗Zp Ainf(R).
Secondly, the triviality modulo µ can be explicitly witnessed by a G-equivariant isomorphism
TAinf(M)/µ ∼=M ⊗RW ,α Ainf(R)/µ.
Here the map α : RW → Ainf(R), which depends on the framing, is the composition RW → Ainf(R) →
Ainf(R), where the second arrow is the canonical one from §1.1 and the first arrow is the uniqueW -algebra
homomorphism sending Ti to [T
♭
i ] (again, see §1.1 for a reminder on the notation) [35, Lem. 64].
In [35], the second author uses the point of view of generalised representations to re-establish certain
aspects of the theory of relative Fontaine–Laffaille modules, notably fully faithfulness of the functor Tcrys.
Combining Theorem 1.40 with Theorems 1.13, 1.14 and Remark 1.2, we see that any relative Fontaine–
Laffaille module gives rise to a module with q-connection over Ainf(R); it might be interesting to have
an explicit description of this process.
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2 Generalised representations as q-connections
In Section 1 we studied generalised representations overAinf(R∞) and A

inf(R), culminating in the equiva-
lence of categories of Theorem 1.13 that RepµΓ(A

inf(R))
≃→ RepµΓ(Ainf(R∞)); in particular, the generalised
representations RepµΓ(A

inf(R)) offer a framed approach to our relative Breuil–Kisin–Fargues modules.
The goal of this section is to interpret RepµΓ(A

inf(R)) as modules with q-connection, in the sense of
[32], by observing in Corollary 2.7 that there is an equivalence of categories
RepµΓ(A

inf(R)) ≃ qMIC(Ainf(R))
where qMIC(Ainf(R)) is the category of finite projective A

inf(R)-modules with flat q-connection; this
equivalence will be a relatively formal consequence of the definitions. However, in the presence of a
Frobenius structure we then descend further from Ainf(R) to its Frobenius twist A

inf(R)
(1) := Ainf⊗ϕ,Ainf
Ainf(R), by establishing in Corollary 2.25 an equivalence
(F, FΩ)
∗ : qHIG(A(1), ϕ)
∼→ qMIC(A, ϕ),
where qHIG(A(1), ϕ) is the category of finite projective modules over the Frobenius twist A(1) equipped
with q-Higgs field and Frobenius structure; this equivalence may be viewed as a q-deformed Simpson
correspondence.
We work throughout under an axiomatic set-up for q-de Rham cohomology in the presence of a
framing which is sufficiently general to encompass the smooth cases of Bhatt–Scholze’s framed q-PD
data (see Remark 2.11).
2.1 q-connections
In this subsection we introduce the basic notation and terminology of q-de Rham cohomology from
[9, §9.2 & §12.1] [32] [10], often adopting the axiomatic point of view from Andre´’s general theory of
non-commutative differential rings [2]. We initially adopt the following set-up:
(qDR1) Let A be a commutative base ring and A a commutative A-algebra equipped with
d commuting A-algebra automorphisms γ1, . . . , γd, i.e., an action of Zd. Also fix an element
q ∈ A such that q− 1 is a non-zero-divisor of A, and assume that γi ≡ id mod q− 1 for each
i = 1, . . . , d.
Definition 2.1 (The q-de Rham complex). Let qΩ•A/A :=
⊕d
n=0 qΩ
n
A/A be the differential graded
A-algebra defined as follows:
- qΩ0A/A := A
;
- qΩ1A/A is the free left A
-module on formal basis elements dlog(U1), . . . , dlog(Ud);
- the right A-module structure on qΩ1A/A is twisted by the rule dlog(Ui) · f := γi(f) dlog(Ui) for
all f ∈ A and i = 1, . . . , d;
- dlog(Ui) dlog(Uj) = − dlog(Uj) dlog(Ui) if i 6= j and = 0 if i = j;
- The map
⊕
1≤i1<···<in≤d
A → qΩnA/A, (fi) 7→
∑
1≤i1<···<in≤d
fi dlog(Ui1) · · · dlog(Uin) is an iso-
morphism of left A-modules.
- The 0th differential is given by dq : A→ qΩ1A/A, f 7→
∑d
i=1
γi(f)−f
q−1 dlog(Ui);
- The elements dlog(Ui) ∈ qΩ1A/A are cocycles, for i = 1, . . . , d.
In other words, as a graded left A-module, qΩ•A/A is the same as the exterior algebra on dlog(U1), . . . , dlog(Ud)
over A, but multiplication · is given by
f dlog(Ui1) ∧ · · · ∧dlog(Uin) · g dlog(Uj1) ∧ · · · ∧ dlog(Ujm)
= fγi1 ◦ · · · ◦ γin(g) dlog(Ui1) ∧ · · · ∧ dlog(Uin) ∧ dlog(Uj1) ∧ · · · ∧ dlog(Ujm)
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and the differential is induced by dq in the necessary way to produce a differential graded algebra such
that the dlog(Ui) are cocycles.
The data dq : A
 → qΩ1A/A forms a differential ring (over A) in the sense of Andre´ [2, 2.1.2.1];
that is, qΩ1A/A is an A
-bimodule (on which the A action is symmetric) and the Leibniz rule dq(fg) =
dq(f)g + fdq(g) is satisfied (and dq is A-linear).
We next recall the formalism of modules with connection in this set-up (contrary to [2], we work with
right rather than left modules):
Definition 2.2. A module with q-connection over A is a right A-module N equipped with an A-linear
map ∇ : N → N ⊗A qΩ1A/A satisfying the Leibniz rule ∇(nf) = ∇(n)f + n⊗ dq(f) for all n ∈ N and
f ∈ A. (To lighten notation we will tend to denote q-connections by the familiar connection symbol ∇,
rather than ∇q as found in [32].)
In Andre´’s framework [2, 2.2.1], a module with q-connection (N,∇) over A is precisely a module
with connection over the differential ring dq : A
 → qΩ1A/A. Therefore [2, Lem. 2.2.1.3] shows that ∇
extends uniquely to a map of graded A-modules ∇ : N ⊗A qΩ•A/A → N ⊗A qΩ•+1A/A satisfying
∇((n⊗ ω) · ω′) = ∇(n⊗ ω) · ω′ + (−1)degω(n⊗ ω) · dq(ω′).
One says that the q-connection ∇ is flat or integrable if ∇2 = 0 (as in the classical case, it is enough to
check that ∇2 : N → N ⊗A qΩ2A/A vanishes [2, Lem. 2.2.3.1]), in which case
N ⊗A qΩ•A/A = [N ∇−→ qΩ1A/A ∇−→ qΩ2A/A ∇−→ · · · ]
is a complex of A-modules known as the associated q-de Rham complex. We write qMIC(A) for the
category of finite projective modules3 with flat q-connection. (The notation is not ideal, as it depends
on the data of q ∈ A, the Zd-action, and the chosen basis dlogU1, . . . , dlogUd of qΩ1A/A.)
Lemma 2.3. Let (N,∇) be a module with q-connection over A and denote by ∇logi : N → N the
A-linear maps4 characterised by ∇(n) =∑di=1∇logi (n) ⊗ dlog(Ui) for all n ∈ N . Then the q-connection
∇ is flat if and only if the maps ∇log1 , . . . ,∇logd pairwise commute.
Proof. One checks directly that ∇2 : N → N ⊗A qΩ2A/A is given by
n 7→
d∑
i,j=1
∇logj ∇logi (n)⊗ dlog(Uj) ∧ dlog(Ui),
which vanishes if and only if ∇logi ∇logj (n) = ∇logj ∇logi (n) for all i, j, since qΩ2A/A is the exterior square
of the left free A-module on dlog(U1), . . . , dlog(Ud).
Remark 2.4 (Reduction mod q−1). In the main case of interest, namely when A arises by deformation
theory as will be explained in Remark 2.10, the reduction mod q − 1 of the differential ring dq : A →
Ω1A/A is precisely the usual de Rham derivative d : R→ Ω̂1R/A taking value in the p-adically completed
module of Ka¨hler differentials of the p-adic formally smooth A := A/(q − 1)-algebra R := A/(q − 1).
Similarly, the reduction mod q − 1 of a module with q-connection over A is a module with connection
(with respect to the p-adically complete module of differentials) over the A-algebra R.
Remark 2.5 (Tensor product and enriched Hom). In this remark we add the following hypothesis,
which will be true in our cases of interest, to the set-up (qDR1):
3Many of the results in this section, even those which we only state for the category qMIC(A), do work in greater
generality; but for our ultimate aim of studying generalised representations the finite projective case is sufficient.
4Henceforth called the “logarithmic coordinates” of the q-connection; in particular, we write d
log
q,i :=
γi−1
q−1
: A → A.
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(qDR2) Suppose we are given units U1, . . . , Ud ∈ A such that dq(Ui) = Ui dlog(Ui) for
i = 1, . . . , d; in other words,
γi(Uj) =
{
qUj if i = j
Uj if i 6= j.
Then, in Andre´’s terminology, the differential ring dq : A
 → qΩ1A/A is semi-classical [2, 2.4.1]: that is,
A is commutative and the differential ring is reduced [2, 2.1.2.2] in the sense that qΩ1A/A is generated
as a right A-module by dq(A
). The latter condition implies that the differential ring dq : A
 → qΩ1A/A
extends universally to a differential graded A-algebra [2, 2.1.2.4], which is easily seen to be nothing
other than the q-de Rham complex qΩ•A/A (when checking this identification, it is helpful to note that
Uidq(Uj) = dq(Uj)Ui for i 6= j in qΩ1A/A, whence differentiating shows that the commutativity relation
dq(Ui)dq(Uj) = dq(Uj)dq(Ui) also holds in the universal case).
It follows from the semi-classicality and reducedness that the category of modules with q-connection
forms a symmetric monoidal A-linear abelian category, and that the subcategory of finite projective
modules with q-connection and having invertible “volte” is exact and self-dual. We now explicitly spell
out these notions in our case.
Given a module with q-connection (N,∇), its volte is the map of A-bimodules
r(∇) : qΩ1A/A ⊗A N −→ N ⊗A qΩ1A/A, fdq(g)⊗m 7→ f∇(gm)− fg∇(m)
(here we view N , which is a priori a right A-module, as a symmetric A-bimodule; secondly, we will
denote the volte by r(∇) rather than Andre´’s notation ϕ(∇) to avoid confusion with Frobenius maps);
this is well-defined by [2, 2.2.4.1, 2.2.4.2, 2.4.1.1]. In terms of the logarithmic coordinates of Lemma 2.3,
this is easily checked to be given explicitly by
r(∇) : dlog(Ui)⊗ n 7→ ((q − 1)∇logi (n) + n)⊗ dlog(Ui)
for i = 1, . . . , d. Therefore the volte is an isomorphism if and only if each endomorphism id+(q− 1)∇logi
of N is an automorphism, which in particular holds if N is q − 1-adically complete.
For the next two items we fix modules with q-connections (N,∇), (N ′,∇′).
(i) Their tensor product [2, 2.3.1.1] has underlying A-module N ⊗A N ′ with q-connection given by
id⊗∇′ + (id⊗ϕ(∇′)) ◦ (∇⊗ id) : N ⊗A N ′ −→ N ⊗A N ′ ⊗A qΩ1A/A.
In terms of logarithmic coordinates, this is
n⊗ n′ 7→
d∑
i=1
(
n⊗∇′logi (n′) +∇logi (n)⊗
(
(q − 1)∇′logi (n′) + n′
))⊗ dlog(Ui).
(ii) Next we construct the enriched Hom structure [2, 2.4.4]; we assume that the volte r(∇) is invertible
(i.e., each id+(q − 1)∇logi is an isomorphism). Then we may equip HomA(N,N ′) (note that N
and N ′ are viewed as symmetric A-bimodules, so this Hom is unambiguous) with a q-connection
∇Hom =
∑d
i=1∇Hom,i(·)⊗ dlog(Ui) characterised by
∇logHom,i(f) ◦ (id+(q − 1)∇logi ) = ∇log
′
i ◦ f − f ◦ ∇logi
for f ∈ HomA(N,N ′) and i = 1, . . . , d. This is easily seen to be the unique q-connection on
HomA(N,N
′) for which the evaluation map N ⊗A HomA(N,N ′) → N ′ is compatible with
q-connections, equipping the domain with the tensor product q-connection of the previous item.
Note that the categorical hom Hom((N,∇q), (N ′,∇q)), i.e., morphisms of A-modules N → N ′
which commute with the q-connections, is then equal to the flat sections {f ∈ HomA(N,N ′) :
∇Hom(f) = 0}.
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We have not yet used in a very essential way that the differential ring dq : A
 → qΩ1A/A was
constructed from an action of Zd on A, but it is crucial to the following correspondence:
Proposition 2.6. Adopt hypotheses (qDR1) and (qDR2). Then, given a generalised representation
N ∈ Repq−1Zq (A), the map
∇ : N → N ⊗A qΩ1A/A, n 7→
d∑
i=1
γi − 1
q − 1 (n)⊗ dlog(Ui)
is a flat q-connection whose associated q-de Rham complex is naturally (in N) quasi-isomorphic to
Lηq−1RΓ(Zd, N). The resulting functor
Repq−1
Zd
(A) −→
{
finite projective modules over A
with flat q-connection and in-
vertible volte
}
is an equivalence of symmetric monoidal categories which is compatible with internal homs.
If A is (p, q − 1)-adically complete and separated, then the action of Zd extends uniquely to a semi-
linear continuous action of Zdp on A
 and the aforementioned equivalence may be rewritten as
Repq−1
Zdp
(A)
∼→ qMIC(A).
Proof. In terms of logarithmic coordinates, ∇ is given by the rule ∇logi = γi−1q−1 ; it is easy to check that ∇
being a q-connection (i.e., satisfying the q-Leibniz rule) corresponds exactly to the γi being semi-linear,
and then that flatness of ∇ corresponds exactly to the γi commuting (by Lemma 2.3). By construction
the volte of ∇ is given by∑di=1 dlog(Ui)⊗ ni 7→∑di=1 γi(ni)⊗ dlog(Ui), whose invertibility corresponds
exactly to the γi being automorphisms. This shows that the functor is an equivalence of categories.
To check that the functor is compatible with the tensor products on both sides, letN,N ′ ∈ Repq−1
Zd
(A).
In view of the explicit formula for the tensor product q-connection on N ⊗A N ′ from Remark 2.5(i), it
must be shown that
1
q − 1(γi(n)⊗ γi(n
′)− n⊗ n′) = n⊗∇log′i (n′) +∇logi (n)⊗
(
(q − 1)∇log′i (n′) + n′
)
for all n ∈ N , n′ ∈ N ′, and i = 1, . . . , d. This follows easily by writing γi(n) = n + (q − 1)∇logi (n),
γi(n
′) = n′ + (q − 1)∇log′i (n), and expanding the left side.
For internal homs, Remark 2.5(ii) shows that the Γ-action associated to the hom q-connection on
HomA(N,N
′) satisfies
1
q − 1(γi(f)− f)(γi(n)) = ∇
log′
i (f(n))− f(∇logi (n))
for all f ∈ HomA(N,N ′), n ∈ N , and i = 1, . . . , d. Expanding shows that γi(f)(γi(n)) = γi(f(n)), i.e.,
the Zd-action on HomA(N,N
′) is the usual one of Remark 1.18 given by γ(f) := γfγ−1, as desired.
Representing the group cohomology by the Koszul complex K(γ1 − 1, . . . , γd − 1;N), Lemma 1.28(i)
shows that Lηq−1RΓ(Zd, N) ≃ K(γ1−1q−1 , . . . , γd−1q−1 ;N), which is given by
N −→
⊕
1≤i≤d
N −→ · · · −→
⊕
1≤i1<···<in≤d
N −→ · · ·
with certain explicit differentials involving alternating sums of the maps γi−1q−1 [9, Def. 7.1]. Identifying
the copy of N in slot 1 ≤ i1 < · · · < in ≤ d with N ⊗ dlog(Ui1) · · · dlog(Uid) produces the desired
isomorphism with the q-de Rham complex N ⊗A qΩ•A/A.
Finally, assume that A is (p, q−1)-adically complete and separated. As already mentioned above, the
q− 1-adic completeness implies that the volte is always invertible. Secondly, any A-linear automorphism
γ of a (p, q−1)-adically complete module N which is ≡ id mod q−1 automatically and uniquely extends
to a continuous action of Zp: indeed the fact that γ ≡ id mod q−1 implies that γpm ≡ id mod (p, q−1)m
for any m ≥ 1.
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We finish the subsection by summarising the result in the case which interests us, namely A = Ainf,
A = Ainf(R), q = [ε], where we follow the notation of §1.1. Since A

inf(R) is formally e´tale over
Ainf〈U±11 , . . . , U±1d 〉, the completed module of Ka¨hler differentials Ω̂1A
inf
(R)/Ainf
is the free Ainf(R)-module
with basis elements dlog(Ui), i = 1, . . . , d, and so identifies with qΩ
1
A
inf
(R)/Ainf
as defined above. This set-
up clearly satisfies the hypotheses (qDR1) and (qDR2), and Proposition 2.6 specialises to the following:
Corollary 2.7. Given a generalised representation N ∈ RepµΓ(Ainf(R)), the map
∇ : N → N ⊗A
inf
(R) Ω̂
1
A
inf
(R)/Ainf
, n 7→
d∑
i=1
1
µ
(γi(n)− n)⊗ dlog(Ui)
is a flat q-connection whose associated q-de Rham complex is naturally (in N) quasi-isomorphic to
LηµRΓcont(Γ, N). The resulting functor
RepµΓ(A

inf(R)) −→ qMIC(Ainf(R))
is an equivalence of symmetric monoidal categories.
Proof. As already mentioned, this is a special case of Proposition 2.6, identifying Γ with Zdp.
Remark 2.8. Both sides of the equivalence RepµΓ(A

inf(R)) ≃ qMIC(Ainf(R)) depend on the chosen
framing by definition, and the equivalence depends on our chosen compatible sequence of p-power roots
of unity. But this latter dependence is mild, in the following sense. Changing the sequence of p-power
roots of unity has the effect of changing ε ∈ Zp(1) ⊆ O♭× into εa for some a ∈ Z×p , and similarly γi into
γai . Then γ
a
i = 1 + a(γi − 1) + µ2βi for some βi ∈ EndAinf(N) belonging to the p-adic closure of the
submodule generated by γi. (To prove this consider the map Zp[[T ]]→ EndAinf(N), T 7→ γi − 1, which
makes sense since N is (p, µ)-adically complete, and note that (1 + T )a ≡ 1 + aT mod T 2.) It follows
that
γai − 1
[εa]− 1 = αi ◦
γi − 1
[ε]− 1
for some automorphism αi ∈ EndAinf(N) in the p-adic closure of the submodule generated by γi.
2.2 Frobenius structure on modules with q-connection
We now incorporate a Frobenius into the theory of modules with q-connection. So, in addition to
hypotheses (qDR1) and (qDR2), we assume that:
(qDRϕ) We are given compatible ring endomorphisms ϕ : A → A and ϕ : A → A (where
compatible means that the obvious diagram commutes) such that σ(q) = qp in A and such
that ϕ commutes with γ1, . . . , γd on A
.
We hope that the simultaneous use of ϕ for the two endomorphisms does not cause confusion.
Remark 2.9. In practice the endomorphism of A will be part of the data (e.g., the usual Frobenius
automorphism of Ainf) whereas that of A
 will involve a choice (e.g., a ring automorphism of Ainf(R)
lifting the absolute Frobenius); it is not necessary to assume that ϕ(Ui) = U
p
i for i = 1, . . . , d, though in
practice this will often be true and thereby simplify some of the formulae which appear.
Remark 2.10 (Via deformation from a framing). The standard way in which to fulfil all our hypothesis
is to “q-deform” a smooth algebra equipped with a framing by adopting the following set-up:
Let A be a ring, q ∈ A a unit such that q − 1 is a non-zero-divisor, and assume that A
is (p, q − 1)-adically complete and separated. Let A〈U±1〉 = A〈U±11 , . . . , U±1d 〉 denote the
(p, q − 1)-adic completion of the Laurent polynomial algebra A[U±11 , . . . , U±1d ], and fix a
(p, q− 1)-formally e´tale A〈U±1〉-algebra A. (In practice A arises by lifting an e´tale algebra
over A/(p, q− 1)[U±11 , . . . , U±1d ], c.f., Remark 2.11). Assume further that A is equipped with
an endomorphism ϕ which lifts the absolute Frobenius on A/p and which satisfies σ(q) = qp.
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Then, by the same deformation arguments as in §1.1, there is a unique continuous action of Zdp on A

via A-algebra homomorphisms under which the usual basis elements γ1, . . . , γd ∈ Zdp act as
γi(Uj) =
{
qUj i = j
Uj i 6= j
.
The data
A→ A 	 γ1, . . . , γd, q ∈ A, U1, . . . , Ud ∈ A
is thus a set-up for q-de Rham cohomology satisfying hypotheses (qDR1) and (qDR2). Moreover, in this
case qΩ1A/A identifies as a left A
-modules with the (p, q − 1)-adic completion Ω̂1A/A of Ω1A/A.
Similar deformation arguments show that ϕ extends uniquely to an endomorphism ϕ of A which
lifts the absolute Frobenius on A/p and which satisfies ϕ(Ui) = U
p
i for i = 1, . . . , d, and in this way we
also satisfy condition (qDRϕ).
Remark 2.11 (Relation to framed algebras over q-PD pairs). We explain the relation to Bhatt–
Scholze’s framed q-PD data. Let (A, I) be a q-PD pair in the sense of [10, Def. 16.2] (minor no-
tational warning: our A is Bhatt–Scholze’s D, whereas they use A to denote Zp[[q − 1]]), and R a p-
completely smooth A/I-algebra which is small in the sense that there exists an e´tale map A/(I, p)[U±1] :=
A/(I, p)[U±11 , . . . , U
±1
d ]→ R/p, which we fix. Assume in addition that A is q − 1-torsion-free (which we
note is also imposed in the theory of q-de Rham cohomology [10, §16.3]). Then:
(i) Firstly, (A, [p]q) is a bounded prism, by definition of a q-PD pair, and so A is (p, [p]q)-adically=
(p, q − 1)-adically complete and separated by [10, Lem. 3.7].
(ii) Next recall that q − 1 ∈ I and ϕ(I) ⊆ ([p]q), where ϕ is the Frobenius on A induced by its δ-
structure, so (qp − 1, p) ⊆ (I(p), p) ⊆ ([p]q, p) ⊆ (q − 1, p) ⊆ (I, p), where I(p) = {ap : a ∈ I};
the maps A/(p, [p]q) → A/(p, q − 1)→ A/(p, I) are therefore quotients by nil-ideals, whence base
changing along the maps A/(p, [p]q)[U
±1]→ A/(p, q−1)[U±1]→ A/(p, I)[U±1] induce equivalences
on the categories of e´tale algebras.
So the fixed framing may be used to construct a (p, q − 1)-formally e´tale A〈U±1〉-algebra A (denoted
by P in [10, Const. 16.19]) such that A/(p, I)
≃→ R/p. The deformation arguments of Remark 2.10 or
[10, Const. 16.18] show that A → A (equipped with their Frobenii and the framing) satisfy the set-up
of Remark 2.10. Assuming in addition that A is flat over Zp[[q − 1]](equivalently (p, q − 1)-completely
flat by the argument of [9, Lem. 4.30]), this data also forms a framed q-PD datum in the sense of [10,
Const. 16.19].
More precisely, this argument shows any framed q-PD datum (P, S, J) for which J = IP (i.e.,
P/IP = R) provides an example of the set-up of Remark 2.10, and so is covered by our main results.
Returning to the axiomatic set-up (qDRϕ), the endomorphism ϕ induces an endomorphism of Ω1A/A,
which we denote by ϕΩ to distinguish it from ϕ, given by definition by
ϕΩ(
d∑
i=1
fidq(Ui)) :=
d∑
i=1
ϕ(fi)dq(ϕ(Ui)) = [p]q
d∑
i=1
ϕ(fi)ϕ(Ui)U
−1
i dq(Ui)
where [p]q = 1 + q + · · · + qp−1 ∈ A is the “q-analogue of p”. Alternatively, in terms of logarithmic
coordinates, ϕΩ is given more cleanly by ϕΩ(
∑d
i=1 fi dlog(Ui)) = [p]q
∑d
i=1 ϕ(fi) dlog(Ui).
The precise meaning of the following lemma will be explained in the proof:
Lemma 2.12. Adopt the set-up (qDR1), (qDR2), (qDRϕ). Then the pair (ϕ, ϕΩ) is an endomorphism
of the differential ring dq : A
 → qΩ1A/A.
Proof. According to the general theory of differential rings, this means that the following diagram com-
mutes
A
dq //
ϕ

qΩ1A/A
ϕΩ

A
dq // qΩ1A/A
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and that ϕΩ is compatible with the bimodule structure on qΩ
1
A/A. Both these assertions are clear from
the definition of ϕΩ and the assumption that ϕ commutes with γ1, . . . , γd.
It follows formally from Lemma 2.12 that there is a well-defined base change functor{
modules with q-
connection over A
}
(ϕ,ϕΩ)
∗
−−−−−→
{
modules with q-
connection over A
}
, (N,∇) 7→ (ϕ∗N,ϕ∗∇)
defined as follows [2, 2.2.2]: a q-connection ∇ on an A-module N gives a q-connection ϕ∗∇ on ϕ∗N =
N ⊗A,ϕ A by
ϕ∗∇ : ϕ∗N −→ N ⊗A,ϕ qΩ1A/A (= ϕ∗N ⊗A qΩ1A/A)
n⊗ f 7→ (idN ⊗ϕΩ)(∇n) · f + n⊗ dq(f)
(where n ∈ N , f ∈ A). More explicitly, writing ∇ =∑di=1∇i(−)⊗ dq(Ui) in terms of non-logarithmic
coordinates, then the analogous coordinates of ϕ∗∇ are
(ϕ∗∇)i : ϕ∗N −→ ϕ∗N, n⊗ f 7→ ∇i(n)⊗ [p]qϕ(Ui)U−1i γi(f) + n⊗ dq,i(f),
where dq,i(f) :=
γi(f)−f
Ui(q−1)
. Alternatively, in terms of the logarithmic coordinates ∇logi (−) = ∇i(−)Ui, the
logarithmic coordinates of ϕ∗∇ are given by
(ϕ∗∇)logi : ϕ∗N −→ ϕ∗N, n⊗ f 7→ ∇logi (n)⊗ [p]qγi(f) + n⊗ dlogq,i (f).
Moreover, since the pair (ϕ, ϕΩ) extends to an endomorphism of the q-de Rham complex qΩ
•
A/A (as can
either be checked explicitly, or by appealing to the universality mentioned just after hypothesis (qDR2)),
the functor (ϕ, ϕΩ)
∗ preserves flatness (either by direct inspection or by [2, Lem. 2.2.3.2]), the tensor
product of Remark 2.5(i), and the enriched Hom of Remark 2.5(ii) when N is finite projective (to ensure
that ϕ∗HomA(N,N
′)
≃→ HomA(ϕ∗N,ϕ∗N ′)).
An A-linear morphism ϕN : ϕ
∗N → N is a morphism of modules with q-connections, or said to be
“horizontal” with respect to the q-connection, if the obvious diagram
ϕ∗N
ϕ∗∇ //
ϕN

ϕ∗N ⊗A qΩ1A/A
ϕN⊗id

N
∇ // N ⊗A qΩ1A/A
commutes. Explicitly, this means that ∇iϕN (n ⊗ 1) = ϕN (∇i(n) ⊗ 1)[p]qϕ(Ui)U−1i for all i = 1, . . . , d
and n ∈ N , or in terms of logarithmic coordinates ∇logi ϕN (n⊗1) = ϕN (∇logi (n)⊗1)[p]q. More generally,
these assertions about morphisms of modules with q-connection remain true if we invert any element of
A, as we shall do in the next definition.
Definition 2.13. Let qMIC(A, ϕ) be the category consisting of pairs (N,ϕN ), where N ∈ qMIC(A)
and ϕN : (ϕ
∗N)[ 1[p]q ] → N [ 1[p]q ] is an isomorphism of modules with q-connection over A[ 1[p]q ]. (Such a
pair is really a triple (N,∇, ϕN ), but then the notation risks becoming heavy.)
We similarly consider the category of generalised representations with Frobenius Repq−1
Zd
(A, ϕ), con-
sisting of pairs (N,ϕN ) where N ∈ Repq−1Zd (A) and ϕN : (ϕ∗N)[ 1[p]q ] → N [ 1[p]q ] is a Zd-equivariant
isomorphism of A[ 1[p]q ]-modules; when A
 is (p, q − 1)-adically complete we use the analogous notions
for Zdp in place of Z
d. It is immediate that the equivalence of Proposition 2.6 may be modified to incor-
porate the additional Frobenius structures; we state the resulting equivalence in the complete case, as
that is what interests us:
Proposition 2.14. Adopt the set-up (qDR1), (qDR2), (qDRϕ) and assume that A is (p, q−1)-adically
complete and separated. Then the functor of Proposition 2.6 induces an equivalences of categories
qMIC(A, ϕ)
≃−→ Repq−1
Zdp
(A, ϕ).
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Proof. The functor does not change the underlying module N but simply replaces the Zdp-action by the
q-connection ∇ having logarithmic coordinates ∇logi = γi−1q−1 , as in Proposition 2.6. Moreover, the final
equivalence of Proposition 2.6 is compatible with the two pullback functors ϕ∗. So it remains only to
notice that ϕN commutes with the γi if and only if it is horizontal with respect to ∇.
The previous proposition implies in particular to our main case of interest, namely A = Ainf, A
 =
Ainf(R), q = [ε], (in which case [p]q = ξ˜) thereby providing an analogue of Corollary 2.7 with Frobenii;
the precise statement may be found later as the final equivalence of Theorem 5.16.
Remark 2.15 (Tensor product and enriched Hom). Let (N,ϕN ), (N
′, ϕN ′) ∈ qMIC(A, ϕ). The q-
connections on N ⊗A N ′ and HomA(N,N ′) were defined in Remark 2.5. It is clear that they also
admit Frobenii
ϕN ⊗ ϕN ′ : ϕ∗(N ⊗A N ′)[ 1[p]q ] = (ϕ∗N ⊗A ϕ∗N ′)[ 1[p]q ] −→ N ⊗A N ′[ 1[p]q ]
and
ϕHom : ϕ
∗(HomA(N,N
′))[ 1[p]q ] = HomA((ϕ
∗N)[ 1[p]q ], (ϕ
∗N ′)[ 1[p]q ]) −→ HomA(N,N ′)[ 1[p]q ]
f 7→ ϕN ′ ◦ ϕ∗f ◦ ϕ−1N ,
thereby upgrading them to objects of qMIC(A, ϕ). The categorical Hom((N,ϕN ), (N
′, ϕN ′)) then equals
the flat sections fixed by the Frobenius in the enriched Hom, namely
{f ∈ HomA(N,N ′) : ∇Hom(f) = 0 and ϕHom(f) = f}.
2.3 q-Higgs fields and a q-Simpson correspondence
We continue to work under the hypotheses (qDR1), (qDR2), (qDRϕ); in this subsection we introduce
q-Higgs fields over the Frobenius twist of A, which will then be used to establish a q-Simpson corre-
spondence.
We begin by introducing the Frobenius twist A(1), which is another example of a differential ring.
Let A(1) = A⊗ϕ,AA denote the Frobenius pullback of A, fitting into the usual commutative diagram
A
W //
ϕ

A(1)
F // A
A
OO
ϕ
// A
OO <<②②②②②②②②②
(the notationW,F being standard in the theory of the relative Frobenius); the A-algebra automorphisms
γ1, . . . , γd of A
 induce A-algebra automorphisms id⊗γ1, . . . , id⊗γd of A(1), which are the identity
modulo qp − 1. Also let qΩ1
A(1)/A
be the A(1)-bimodule obtained by base changing qΩ1A/A along W :
A → A(1); in other words, qΩ1
A(1)/A
is the free left A(1)-module on generators dlog(U1), . . . , dlog(Ud),
with right action twisted by the id⊗γi, just as we defined the right module structure on qΩ1A/A. Thus
the data
A→ A(1) := A⊗ϕ,A A 	 id⊗γ1, . . . , id⊗γd, qp ∈ A 1⊗ U1, . . . , 1⊗ Ud ∈ A(1) (8)
is a new set-up for q-de Rham cohomology satisfying (qDR1)5 and (qDR2), where the q-parameter is qp.
5To be precise, it might not be true that qp − 1 is a non-zero-divisor of A(1), though it always will be in our cases of
interest. However this does not matter, since the denominators can be avoided when defining the q-derivative dqp : instead
define it as id⊗dq : A⊗ϕ,A A
 = A(1) → A⊗ϕ,A Ω
1
A/A
= Ω1
A(1)/A
.
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Therefore, according to the general theory presented in §2.1, there is an associated differential ring
dqp : A
(1) −→ qΩ1A(1)/A, f 7→
d∑
i=1
id⊗γi − 1
qp − 1 (f) dlog(Ui), (9)
over which modules with connection are precisely A(1)-modules with q-connection. However, we are
now more interested in the differential ring
[p]qdqp : A
(1) −→ qΩ1A(1)/A, f 7→
d∑
i=1
id⊗γi − 1
q − 1 (f) dlog(Ui). (10)
Modules with connection over this differential ring are precisely the objects of the following definition:
Definition 2.16. A module with q-Higgs field over A(1) is a right A(1)-module H equipped with an
A-linear map Θ : H → H ⊗A(1) qΩ1A(1)/A satisfying Θ(hf) = Θ(h)f + h ⊗ [p]qdqp(f) for h ∈ H and
f ∈ A(1).
We write qHIG(A(1)) for the category of finite projective A(1)-modules with flat q-Higgs field, where
“flat” is explained immediately below.
As in the case of q-connections, the general theory of differential rings shows that a q-Higgs field Θ
extends uniquely to a map of graded A-modules Θ : H ⊗A(1) qΩ•A(1)/A → H ⊗A(1) qΩ•+1A(1)/A satisfying
Θ((h⊗ ω) · ω′) = Θ(h⊗ ω) · ω′ + (−1)degω(h⊗ ω) · [p]qdqp(ω′).
One says that the q-Higgs field Θ is flat or integrable if Θ2 = 0 (again, it is enough to check that
Θ2 : H → H ⊗A(1) qΩ2A(1)/A vanishes), in which case
H ⊗A(1) qΩ•A(1)/A = [H
Θ−→ H ⊗A(1) qΩ1A(1)/A
Θ−→ H ⊗A(1) qΩ2A(1)/A
Θ−→ · · · ]
is a complex of A-modules which we will call the associated q-Higgs complex. In particular, we have
the q-Higgs complex A(1) → qΩ1
A(1)/A
→ qΩ2
A(1)/A
→ · · · of A(1) itself, which may be explicitly
described by base changing the q-de Rham complex qΩ•A/A along ϕ : A→ A and then multiplying the
nth differential by [p]nq .
The logarithmic coordinates Θlogi : H → H of the q-Higgs field are given by the formula
Θ(h) =
d∑
i=1
Θlogi (h)⊗ dlog(Ui),
and as in Lemma 2.3 one sees that Θ is flat if and only if the Θi pairwise commute.
Remark 2.17 (Specialisations modulo q − 1 and [p]q). Assume in this remark that our set-up for q-de
Rham cohomology arises by deformation theory as in Remark 2.10, and let (H,Θ) be a A(1)-module
with q-Higgs field. Then, modulo q− 1 the q-Higgs field induces an A/(q− 1)-linear p-connection on the
A/(q − 1) ⊗ϕ,A A-module H/(q − 1). Similarly, modulo [p]q it induces an A/[p]q-linear Higgs field on
the A/[p]q ⊗ϕ,A A-module H/[p]q.
Next we explain how modules with q-Higgs fields over A(1) are related to modules with q-connection
over A, ultimately leading to a q-Simpson correspondence. The key initial observation is that the
Frobenius endomorphism (ϕ, ϕΩ) of the differential ring dq : A
 → qΩ1A/A (see Lemma 2.12) factors
through the differential ring [p]qdqp : A
(1) −→ qΩ1
A(1)/A
governing q-Higgs fields. Indeed, there is a
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commutative diagram
A
dq //
W

ϕ
  
qΩ1A/A
[p]qWΩ

ϕΩ
~~
A(1)
[p]qdqp //
F

qΩ1
A(1)/A
FΩ

A
dq // qΩ1A/A
(11)
where
WΩ : Ω
1
A/A → Ω1A(1)/A,
d∑
i=1
fi dlog(Ui) 7→
d∑
i=1
W (fi) dlog(Ui)
and
FΩ : Ω
1
A(1)/A → Ω1A/A,
d∑
i=1
fi dlog(Ui) 7→
d∑
i=1
F (fi) dlog(Ui)
are the obvious maps induced by W and F . The vertical maps in (11) define morphisms of differential
rings, as is easily checked in the same way as Lemma 2.12, which extend uniquely to morphisms of
differential graded A-algebras between the q-de Rham and q-Higgs complexes; there are therefore induced
base change functors{
modules with flat q-
connection over A
}
(W,[p]qWΩ)
∗
−−−−−−−−→
{
modules with flat q-
Higgs field over A(1)
}
(F,FΩ)
∗
−−−−−→
{
modules with flat q-
connection over A
}
(12)
whose composition is precisely the functor (N,∇) 7→ (ϕ∗N,ϕ∗∇) which was studied in §2.2.
A putative “q-Simpson correspondence” would ideally predict, at least under favourable circum-
stances, that the base change functor (F, FΩ)
∗ establishes an equivalence between the full subcategories
consisting of objects whose q-Higgs field, resp. q-connection, is [p]q-adically quasi-nilpotent; we will prove
this in the presence of Frobenius structures (see Corollary 2.25). We first define this nilpotence condition
and then, for the sake of clarity, explicitly spell out the functor (F, FΩ)
∗ in terms of coordinates.
Definition 2.18. Let Θ =
∑d
i=1Θ
log
i (−) ⊗ dlog(Ui) : H → H ⊗A(1) qΩ1A(1)/A be a q-Higgs field on a
A(1)-module H ; we say that Θ is [p]q-adically quasi-nilpotent if the operator Θi := U
−1
i Θ
log
i : H → H
is [p]q-adically quasi-nilpotent in the usual sense for each i = 1, . . . , d, i.e., since the operator is A-linear
this means that for each h ∈ H there exists m ≥ 0 such that Θmi (h) ∈ [p]qH . (Remark: since Θlogi
modulo [p]q is (A
(1))/[p]q-linear, it is equivalent to ask that Θ
log
i itself be [p]q-adically quasi-nilpotent.)
Similarly, a q-connection ∇ = ∑di=1∇logi (−) ⊗ dlog(Ui) : N → N ⊗A Ω1A/A on an A-module N
is said to be [p]q-adically quasi-nilpotent if each A-linear endomorphism ∇i := U−1i ∇logi is [p]q-adically
quasi-nilpotent. (In this case it is essential that the nilpotence condition is imposed on the non-logarithmic
coordinate ∇i rather than ∇logi .)
Remark 2.19. In Section 3 we will be interested in the weaker condition that the q-Higgs field Θ
or q-connection ∇ is (p, [p]q)-adically quasi-nilpotent (equivalently, (p, q − 1)-adically quasi-nilpotent).
In other words, this means that the Higgs field Θ mod [p]q or connection ∇ mod q − 1 is p-adically
quasi-nipotent.
In terms of logarithmic coordinates, the functor (F, FΩ)
∗ is given explicitly by
(H,Θ =
d∑
i=1
Θlogi (−)⊗ dlog(Ui)) 7→ (N = H ⊗A(1) A,∇ =
d∑
i=1
∇logi (−)⊗ dlog(Ui))
where the components are given by
∇logi : H ⊗A(1) A −→ H ⊗A(1) A, h⊗ f 7→ Θlogi (h)⊗ γi(f) + h⊗ dlogq,i (f). (13)
The main technical result of this subsection is the following analysis of the functor (F, FΩ)
∗:
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Theorem 2.20. Assume that our set-up for q-de Rham cohomology satisfying (qDR1), (qDR2), (qDRϕ)
arises by deformation theory as in Remark 2.10. Then base change along F defines a fully faithful functor
(F, FΩ)
∗ :
[p]q-adically complete and separatedmodules with [p]q-adically quasi-
nilpotent, flat q-Higgs field over A(1)
 −→
[p]q-adically complete and separatedmodules with [p]q-adically quasi-
nilpotent, flat q-connection over A
 .
Moreover:
(i) Given (H,Θ) in the domain category and its image (N,∇) in the codomain, there is a natural
injective quasi-isomorphism of complexes of A-modules
H ⊗A(1) qΩ•A(1)/A
∼→ N ⊗A qΩ•A/A
from the q-Higgs complex of H to the q-de Rham complex of N .
(ii) The essential image of (F, FΩ)
∗ contains any object (N,∇) of the codomain category satisfying
the following condition: N is [p]q-torsion-free and there exists a morphism of A
-modules with
q-connection ϕN : ϕ
∗N → N such that cokerϕN is killed by a power of [p]q.
Remark 2.21. (i) It seems possible to weaken the hypotheses of the theorem slightly, in particular
to drop the requirement that the Frobenius lift ϕ satisfies ϕ(Ui) = U
p
i for i = 1, . . . , d, but it
complicates the proof and we have no use for it.
(ii) A similar such functor has been shown to be an equivalence by Gros–Le Stum–Quiro´s [21, 20],
in the case that qp = 1 and d = 1, by proving that the non-commutative algebras governing the
two categories are Morita equivalent. It is natural to ask whether their method could be extended
to our situation; our current proof of the surjectivity assertion is completely different, using the
Frobenius to directly construct the descent of the q-connection to a q-Higgs field.
Proof of Theorem 2.20, part I. We begin by fixing some notation which will be used throughout the
proof. Let (H,Θ =
∑d
i=1Θ
log
i (−) dlog(Ui)) be a module with [p]q-adic quasi-nilpotent q-Higgs field over
A(1) and let Θi := Θ
log
i (−)U−1i : H → H be its non-logarithmic coordinates. Letting ∇i : H⊗A(1)A →
H ⊗A(1) A denote the non-logarithmic coordinates for the associated q-connection, the above explicit
formula (13) for ∇i shows that
∇i(h⊗ Uk) =
{
(qkiΘlogi (h) + [ki]qh)⊗ UkU−1i 0 < ki < p
Θi(h)⊗ UkUp−1i ki = 0
where 0 ≤ k1, . . . , kd < p and h ∈ H ; here [k]q := 1 + q + · · ·+ qk−1 is the q-analogue of k, and we write
Uk := Uk11 · · ·Ukdd . For each i = 1, . . . , d and 0 < k < p, we will denote the operator appearing in the
first case by
α
(k)
i := q
kΘlogi (−) + [k]q id : H → H.
We note that α
(k)
i is an A-linear automorphism ofH : firstly, [k]q is invertible in A since it is ≡ k mod q−1
and A is (p, q− 1)-adically complete; secondly, Θlogi is [p]q-adically quasi-nilpotent and H is [p]q-adically
complete.
We are now prepared to prove that the functor in the theorem is well-defined, namely that it preserves
[p]q-adic quasi-nilpotence. This holds vacuously in the context of Corollary 2.25 since [p]q-adic quasi-
nilpotence is automatic in the presence of Frobenius structures (by Lemma 2.24), so for simplicity of
notation we will only treat the case d = 1 (the general case being treated by examining a block matrix
built out of pd−1 copies of the one below. The above formula for ∇1 shows that the matrix representing
∇1 as an element of End(H ⊗A(1) A) = End(
⊕p−1
k=0HU
k
1 ) = Mp(End(H)) is
0 α
(1)
1 0 · · · 0
0 0 α
(2)
1 · · · 0
0 0
. . . 0 0
0 0 · · · α(p−2)1 0
0 0 · · · 0 α(p−1)1
Θ1 0 · · · 0 0

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The p-fold composition ∇p1 is therefore represented by the diagonal matrix with entries
α
(1)
1 · · ·α(p−1)1 Θ1, α(2)1 · · ·α(p−1)1 Θ1α(1)1 , . . . , α(p−1)1 Θ1α(1)1 · · ·α(p−2)1 , Θ1α(1)1 · · ·α(p−1)1 ,
and so ∇pm1 is represented by the diagonal matrix with entries given by the m-fold compositions of these
operators. The key is now to recall that Θ1 is A
(1)-linear modulo [p]q, whence Θ1 and Θ
log
1 = U1Θ1
commute modulo [p]q; therefore the operators α
(1)
1 , . . . , α
(p−1)
1 ,Θ1 are pairwise commuting modulo [p]q
and so ∇pm1 is congruent modulo [p]q to the operator
p−1⊕
k=0
HUk1 →
p−1⊕
k=0
HUk1 ,
p−1∑
k=0
hkU
k
1 7→
p−1∑
k=0
(α
(1)
1 · · ·α(p−1)1 )mΘm1 (hk)Uk1 .
But the right side vanishes modulo [p]q for m≫ 0, since Θ1 is [p]q-adically quasi-nilpotent by hypothesis;
therefore the same is true of ∇, completing the proof that the functor is well-defined.
We now return to the case of general d ≥ 1 and show that the functor is fully faithful; so let
(H,Θ), (H ′,Θ′) belong to the domain category and let f : H ⊗A(1) A → H ′ ⊗A(1) A be an A-linear
morphism compatible with the corresponding q-connections ∇, ∇′. Write f |H =
⊕
0≤k1,...,kd<p
fk(−)Uk,
i.e., f(h) =
⊕
k fk(h)Uk for each h ∈ H , where the maps fk : H → H are A(1)-linear. Then, given
h ∈ H , we have
f(∇i(h)) = f(Θi(h)⊗ Up−1i )
=
∑
k
fk(Θi(h))⊗ UkUp−1i
=
∑
k
s.t. ki=0
fk(Θi(h))⊗ UkUp−1i +
∑
k
s.t. ki 6=0
fk(Θi(h))Ui ⊗ UkU−1i
and similarly
∇i(f(h)) = ∇i(
∑
k
fk(h)⊗ Uk)
=
∑
k
s.t. ki=0
Θi(fk(h))⊗ UkUp−1i +
∑
k
s.t. ki 6=0
α
(ki)
i (fk(h))⊗ UkU−1i .
But f commutes with each ∇i so we deduce at once that fk commutes with Θi whenever ki = 0;
in particular f0 : H → H ′ commutes with Θ1, . . . ,Θd and hence is a morphism of A(1)-modules with
q-Higgs fields. We similarly deduce that UifkΘi = α
(ki)
i fk whenever ki 6= 0. Fixing a non-zero multi-
index k (i.e., ki 6= 0 for some i, which we fix for the remainder of the paragraph) our goal is to show
that fk = 0; indeed, this will imply that f is simply the base change of the morphism f0. By the
A(1)-linearity of fk we may rewrite the previous relation as fk ◦ (UiΘi) = α(k)i ◦ fk, whence we deduce
fk ◦ (UiΘi)m = α(ki)mi ◦fk for any m ≥ 0; the [p]q-adic quasi-nilpotence of UiΘi now implies that for any
h ∈ H and m ≥ 0 there exists m′ ≫ 0 such that α(k)m′i (fk(h)) ∈ [p]mq H ′. But we have explained above
that α
(k)
i is an A-linear automorphism of H
′, so it follows that fk(h) ∈ [p]mq H ′; since h ∈ H and m ≥ 0
were arbitrary (and H ′ is assumed to be [p]q-adically separated), we have indeed shown that fk = 0, as
desired.
Next we establish part (i) of the theorem, namely the relation between the q-Higgs and q-de Rham
complexes; so let (H,Θ) be in the domain category, with image (N,∇) under the base change functor
(F, FΩ)
∗. Write FH : H →֒ N = H ⊗A(1),F A, h 7→ h ⊗ 1 for the canonical inclusion; then it follows
formally from the fact that (F, FΩ) is a morphism of differential rings that FH extends from an embedding
of the q-Higgs complex H ⊗A(1) qΩ•A(1)/A into the q-de Rham complex:
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H _
FH

Θ // N ⊗A(1) qΩ1A(1)/A _
FH⊗FΩ

Θ // H ⊗σ∗A qΩ2A(1)/A _
FH⊗FΩ

Θ // · · ·
N
∇
// N ⊗A qΩ1A/A ∇ // N ⊗A qΩ
2
A/A ∇
// · · ·
(by a slight abuse of notation we continue to write FΩ : qΩ
n
A(1)/A
→ qΩnA/A for the map induced by
FΩ on the higher wedge powers, characterised by f dlog(Ui1) ∧ · · · ∧ dlog(Uin) 7→ F (f) dlog(Ui1) ∧ · · · ∧
dlog(Uin)). We want to prove that this canonical inclusion is a quasi-isomorphism. In fact, as in Proposi-
tion 2.6, the q-de Rham complex identifies with the Koszul complex K(∇log1 , . . . ,∇logd ;N); similarly, the
q-Higgs complex identifies with K(Θlog1 , . . . ,Θ
log
d ;H), and the above inclusion is the canonical inclusion
of Koszul complexes induced by FH , which makes sense since FHΘ
log
i = ∇logi FH for each i = 1, . . . , n.
But this inclusion of Koszul complexes is split, with complement⊕
0≤k1,...,kd<p
not all zero
K(∇log1 , . . . ,∇logd ;HUk),
so it is enough to check that each of these latter Koszul complexes is acyclic: picking i for which ki 6= 0,
then the action of ∇logi on HUk ⊆ N is given by α(ki)i on H , which we already know is an isomorphism
and which therefore implies the desired acyclicity.
It remains to prove the surjectivity part of Theorem 2.20; for this we will need the following rigidity
result:
Lemma 2.22. Let (H,Θ) be a A(1)-module with [p]q-adically quasi-nilpotent q-Higgs field, (N,∇) an
A-module with [p]q-adically quasi-nilpotent q-connection, and f : H⊗A(1),F A → N a morphism of A-
modules with q-connection; assume also that the module H is killed by a power of [p]q. If the restriction
f |H : H → N is injective, then so is f .
Proof. First we note that, in terms of logarithmic coordinates, the compatibility of f with the q-
connections on each side amounts to the following explicit formulae:
∇logi (f(h)Uk) =
{
f(α
(ki)
i (h))U
k 0 < ki < p
f(Θlogi (h))U
k ki = 0
for 0 ≤ k1, . . . , kd < p and h ∈ H . Here the α(k)i are as defined in the first part of the proof of Theorem
2.20.
Now, among all linear relations of the form
∑
k f(hk)U
k = 0 in N , for hk ∈ H , let us consider one
which minimises the cardinality of the support {k : hk 6= 0}. Furthermore, for each i we may assume
that hk 6= 0 for some k satisfying ki = 0: otherwise we may just divide out the relation by a positive
power of Ui. But it is also true that the linear relation is not simply given by f(h0) = 0, as f |H is
injective; therefore there exists some i (which we now fix) for which there is a multi-index k such that
ki 6= 0 and hk 6= 0. In conclusion, we arrive at a linear relation
∑
k f(hk)U
k = 0 of shortest possible
length and a value of i such that, rewriting the relation as∑
k
s.t.ki=0
f(hk)U
k +
∑
k
s.t.ki 6=0
f(hk)U
k = 0,
each summation is non-empty (hence strictly shorter).
Applying (∇logi )m and using the formulae from the first paragraph, we deduce that∑
k
s.t.ki=0
f((Θlogi )
m(hk))U
k +
∑
k
s.t.ki 6=0
f((α
(ki)
i )
m(hk))U
k = 0
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By the hypotheses (namely, Θlogi is [p]q-adically quasi-nilpotent and H is killed by a power of [p]q) we
may choose m ≫ 0 such that all terms in the first summation vanish. We therefore obtain a strictly
shorter relation
∑
k s.t. ki 6=0
f((α
(ki)
i )
m(hk))U
k = 0 and so deduce that (α
(ki)
i )
m(hk) = 0 for all multi-
indexes k appearing in this sum; but each (α
(ki)
i )
m is an automorphism (as in the first part of the proof
of Theorem 2.20), so in fact these hk all vanish. But this contradicts the choice of our linear relation
and so completes the proof.
We can now complete the proof of Theorem 2.20:
Proof of Theorem 2.20, part II. We now turn to the sujectivity assertion, so let (N,∇) belong to the
codomain category and assume that N is [p]q-torsion-free and there exists a morphism of A
-modules
with q-connection ϕN : ϕ
∗N → N such that cokerϕN is killed by a power of [p]q. Our goal is to construct
an object (H,Θ) in the domain category such that H ⊗A(1),F A = N ; the fully faithfulness which we
have already proved shows that H depends only on N itself, but we will use the Frobenius ϕN in the
construction.
We first introduce filtrations onW ∗N = N⊗A,WA(1) and on ϕ∗N = N⊗A,ϕA =W ∗N⊗A(1),FA
by pulling back the [p]q-adic filtration on N along ϕN , i.e.,
Filj(W ∗N) = {h ∈W ∗N : ϕN (h⊗ 1) ∈ [p]jqN}
and
Filj(ϕ∗N) = {n ∈ ϕ∗N : ϕN (n) ∈ [p]jqN}.
Since the submodules [p]jqN ⊆ N are clearly preserved by the ∇logi and ϕN : (ϕ∗N,ϕ∗∇) → (N,∇)
is a morphism of A-modules with q-connection, the submodules Filj(ϕ∗N) are preserved by the ∇logi .
Recall moreover that the A(1)-module W ∗N may be equipped with a q-Higgs field Θ, by base changing
the q-connection on N along the morphism of differential rings (W, [p]qWΩ) as in diagram (11); since
base changing this further along (F, FΩ) gives the q-connection ϕ
∗∇ on ϕ∗N , the explicit formula (13)
shows that the coordinates of Θ are given by
Θlogi = (ϕ
∗∇)logi |W∗N ,
where we view W ∗N as a submodule of ϕ∗N = W ∗N ⊗σ∗A,F A via the canonical inclusion. In-
tersecting Filj(ϕ∗N) along this canonical inclusion gives Filj(W ∗N) by definition, and so we conclude
that Filj(W ∗N) is preserved by the Θlogi ; in short, each Fil
j(W ∗N) is a sub q-Higgs module of W ∗N .
Furthermore, the proof of Lemma 2.24(i) shows that Θlogi (W
∗N) ⊆ [p]qW ∗N
The key to the proof is establishing the following claim:6 the canonical map
Filj(W ∗N)⊗A(1),F A −→ Filj(ϕ∗N)
is an isomorphism of A-modules for each j ∈ Z. Before proving this claim we explain how it completes
the proof. Let b ≫ 0 be large enough so that ϕN (ϕ∗N) ⊇ [p]bqN ; then it is clear from the definition
of the filtration that ϕN restricts to an isomorphism ϕN : Fil
b(ϕ∗N)
≃→ [p]bqN . The claim allows us to
rewrite the domain of this latter map as Filb(W ∗N)⊗A(1),F A, whence
Filb(W ∗N)⊗σ∗A,F A ≃→ [p]bqN ∼= N, (14)
thereby writing N as the base change of a q-Higgs module along (F, FΩ), as desired.
It remains to prove the claim, which we do by induction on j noting that it is trivial when j ≤ 0 as
then Filj(W ∗N) = W ∗N and Filj(ϕ∗N) = ϕ∗N . Assuming that the claim is true for some j ≥ 0, we
6This claim is not merely a technical step in the proof of the theorem, but of independent interest: namely, it states
that the Nygaard-style filtration Filj(ϕ∗N) on the module with q-connection ϕ∗N is compatible with its descent to the
module with q-Higgs field W ∗N .
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consider the diagram
0 // Filj+1(W ∗N)⊗A(1),F A //

Filj(W ∗N)⊗A(1),F A //
∼=

grj(W ∗N)⊗A(1),F A //

0
0 // Filj+1(ϕ∗N) // Filj(ϕ∗N) // grj(ϕ∗N) // 0
and so deduce that it is enough to prove injectivity of the right vertical arrow. Since the filtration
on W ∗N is the intersection of the filtration on ϕ∗N along the canonical inclusion W ∗N →֒ ϕ∗N ,
the induced map on gradeds grj(W ∗N) → grj(ϕ∗N) is certainly injective. But now we note that
the conditions of Lemma 2.22 are all satisfied: the q-Higgs field Θ on W ∗N induces a q-Higgs field
on grj(W ∗N), and similarly the q-connection ϕ∗∇ on ϕ∗N induces a q-connection on grj(ϕ∗N); the
morphism grj(W ∗N)⊗A(1),F A → grj(ϕ∗N) is compatible with the q-connections on each side because
the same is formally true of the identification W ∗N⊗A(1),F A = ϕ∗N ; finally, grj(ϕ∗N) is killed by [p]q
by definition. So that lemma implies that the right vertical arrow is indeed injective, thereby completing
the proof of the claim and hence of part (ii) of the theorem.
To obtain a clear q-Simpson correspondence from the theorem we will consider Frobenius structures
on q-Higgs bundles. So let ϕ :=W ◦F be the induced Frobenius endomorphism of A(1); a q-Higgs field
Θ on a A(1)-module H induces a q-Higgs field ϕ∗Θ on the Frobenius pullback ϕ∗H = H ⊗A(1),ϕ A(1),
by base changing along the morphism of differential rings
A(1)
dq //
ϕ

Ω1
A(1)/A
ϕΩ:
∑d
i=1 fi dlog(Ui) 7→[p]q
∑d
i=1 ϕ(fi) dlog(Ui)

A(1)
dq // Ω1
A(1)/A
(this is simply the composition (W, [p]qWΩ) ◦ (F, FΩ) of the two morphisms from (11)). We can then
formulate the obvious analogue for q-Higgs modules which we have already considered for modules with
q-connection:
Definition 2.23. Let qHIG(A, ϕ) denote the category of pairs (H,ϕH), where H ∈ qHIG(A(1)) and
ϕH : (ϕ
∗H)[ 1[p]q ]→ H [ 1[p]q ] is an isomorphism of modules with q-Higgs field over A(1)[ 1[p]q ].
In order for the previous definition to be reasonable we need H to be included in H [ 1[p]q ]; therefore we
will assume in Lemma 2.24 and Corollary 2.25 that [p]q is a non-zero-divisor of A
(1). This assumption
could be avoided by restricting to modules with an effective Frobenius (i.e., already defined as ϕH :
ϕ∗H → H , rather than inverting [ 1[p]q ]), but in any case it is satisfied in our cases of interest, especially
that of Corollary 2.26.
In the presence of a Frobenius structure, [p]q-adic quasi-nilpotence is automatic:
Lemma 2.24. Assume in parts (ii) and (iii) that [p]q is a non-zero-divisor of A
(1).
(i) Given a module with flat q-connection (N,∇) over A, then the q-Higgs field on its base change
along (W, [p]qWΩ) is [p]q-adically quasi-nilpotent.
(ii) Given (H,ϕH) ∈ qHIG(A(1), ϕ), then the q-Higgs field on H is [p]q-adically quasi-nilpotent.
(iii) Assume that A is generated as a module over A(1) (via the morphism F ) by the elements
Uk11 · · ·Uk1d for 0 ≤ k1, . . . , kd < p (e.g., this holds if our set-up arises as in Remark 2.10); then,
given (N,ϕN ) ∈ qMIC(A, ϕ), the q-connection on N is [p]q-adically quasi-nilpotent.
Proof. (i): Let (N,∇) be an A-module with q-connection and let (H,Θ) be the q-Higgs field over A(1)
obtained by base changing it along (W, [p]qWΩ). Identifying H = N ⊗A,W A(1) with N ⊗A,σ A, the
components of the q-Higgs field on H are simply given by
Θlogi (n⊗ λ) = ∇logi (n)⊗ [p]qλ
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for n ∈ N and λ ∈ A. In particular, Θlogi (H) ⊆ [p]qH , which is a much stronger condition on Θ than
[p]q-adic quasi-nilpotence.
(ii): The q-Higgs field ϕ∗Θ on ϕ∗H has logarithmic coordinates given by
(ϕ∗Θ)logi (h⊗ f) = Θlogi (h)⊗ [p]qγi(f) + h⊗ [p]qdlogqp,i(f),
for h ∈ H and f ∈ A(1); in particular, (ϕ∗Θ)logi has image contained in [p]qϕ∗H (and so is [p]q-adically
quasi-nilpotent, though this is not relevant at the moment). By iterating we see that ((ϕ∗Θ)logi )
m(ϕ∗H) ⊆
[p]mq ϕ
∗H for any m ≥ 1, whence applying ϕH shows that
(Θlogi )
m(ϕH(ϕ
∗H)) ⊆ [p]mq ϕH(ϕ∗H).
Now pick integers a ≤ b satisfying [p]bqH ⊆ ϕH(ϕ∗H) ⊆ [p]aqH , and apply the previous inclusion with
m = b− a+ 1 to deduce that (Θlogi )b−a+1(H) ⊆ [p]qH , as desired.
(iii): The q-connection on ϕ∗N has non-logarithmic components given by
(ϕ∗∇)i(n⊗ f) = ∇i(n)⊗ [p]qϕ(Ui)U−1i γi(f) + n⊗ dq,i(f)
for n ∈ N and f ∈ A. We will check in a moment that dpq,i(A) ⊆ A[p]q whence (ϕ∗∇)pi (ϕ∗N) ⊆
(ϕ∗N)[p]q. As in part (ii), we now pick integers a ≤ b such that [p]bqN ⊆ ϕN (ϕ∗N) ⊆ [p]aqN and deduce
that ∇p(b−a+1)i (N) ⊆ [p]qN .
It just remains to check that dpq,i(A
) ⊆ A[p]q. Using the extra hypothesis on the structure of
F : A(1) → A and the fact that dq,i(ϕ(f)) ∈ A[p]q for any f ∈ A, this reduces easily to checking that
dpq,i(U
k1
1 · · ·Ukdd ) ∈ A[p]q for all 0 ≤ k1, . . . , kd < p. But a direct calculation shows that dpq,i(Uk11 · · ·Ukdd )
even vanishes.
The following is our q-Simpson correspondence:
Corollary 2.25 (q-Simpson correspondence). Assume that our set-up for q-de Rham cohomology satis-
fying (qDR1), (qDR2), (qDRϕ) arises by deformation theory as in Remark 2.10; assume also that [p]q
is a non-zero-divisor of A(1). Then the functor (F, FΩ)
∗ induces an equivalence of categories
(F, FΩ)
∗ : qHIG(A(1), ϕ)
∼→ qMIC(A, ϕ).
Moreover, given (H,ϕH) ∈ qHIG(A(1), ϕ) with image (N,ϕN ) ∈ qMIC(A, ϕ), there is a natural injec-
tive quasi-isomorphism of complexes of A-modules
H ⊗A(1) qΩ•A(1)/A
∼→ N ⊗A qΩ•A/A.
Proof. We begin by remarking that the functor is clearly well-defined (even without appealing to the well-
definedness part of Theorem 2.20) since the Frobenii on the differential rings [p]qdqp : A
(1) → Ω1
A(1)/A
and dq : A
 → Ω1A/A are compatible with the morphism of differential rings (F, FΩ).
To check fully faithfulness we fix (Hi, ϕHi) ∈ qHIG(A(1), ϕ) for i = 1, 2, and a morphism f :
H1 ⊗A(1),F A → H2 ⊗A(1),F A of A-modules which is compatible with the q-connections and the
induced Frobenii. Since the q-Higgs fields on H1 and H2 are [p]q-adically quasi-nilpotent by Lemma
2.24(ii), the fully faithfulness in Theorem 2.20 implies that f is induced by a unique morphism of q-
Higgs bundles H1 → H2. We only need to check that this latter morphism is compatible with the
ϕHi , but this trivially follows from the compatibility after base change to A
 thanks to the inclusions
Hi ⊆ Hi ⊗A(1),F A and ϕ∗Hi ⊆ ϕ∗(Hi ⊗A(1),F A).
To check essentially surjectivity, let (N,ϕN ) ∈ qMIC(A, ϕ); by twisting we reduce to the case that
ϕN is effective, i.e., restricts to ϕN : ϕ
∗N → N . Since the q-connection is [p]q-adically quasi-nilpotent by
Lemma 2.24(iii), Theorem 2.20 shows that N has the form N = H⊗A(1),F A for some H ∈ qHIG(A(1))
on which the q-Higgs field is [p]q-adically quasi-nilpotent. We must show that the Frobenius structure
ϕN : ϕ
∗N → N is induced by a Frobenius ϕH on H ; but the identification of modules with q-connection
ϕ∗N = (ϕ∗H) ⊗A(1),F A and the fully faithfullness of Theorem 2.20 (note that the theorem applies,
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since the q-Higgs field on ϕ∗H was seen to be [p]q-adically quasi-nilpotent in the proof of Lemma 2.24(ii))
imply that ϕN is indeed induced by some ϕH , as required.
Finally, the quasi-isomorphism between the q-Higgs and q-de Rham complexes follows from the same
statement in Theorem 2.20, again using the q-Higgs field on any object of qHIG(A(1), ϕ) is necessarily
[p]q-adically quasi-nilpotent.
We finish the subsection by returning to our main case of interest, namely A = Ainf, A
 = Ainf(R),
q = [ε] from §1.1; note that in this case [p]q = ξ˜. The Frobenius structure in this set-up was explained
at the start of §2.2, where the Frobenius automorphism of Ainf was denoted by σ instead of ϕ. Corollary
2.25 takes the form of an equivalence of categories
(F, FΩ)
∗ : qHIG(Ainf(R)
(1), ϕ)
∼→ qMIC(Ainf(R), ϕ), (15)
compatible with the q-Higgs and q-de Rham complexes. This may be rephrased in terms of representa-
tions as follows:
Corollary 2.26. The base change functor
−⊗σ∗A
inf
(R),F A

inf(R) : Rep
µ
Γ(A

inf(R)
(1), ϕ) −→ RepµΓ(Ainf(R), ϕ)
is an equivalence of categories compatible with group cohomology.
Proof. Although the domain category has not been defined, it should be clear: it consists of finite
projective Ainf(R)
(1)-modules H equipped both with a (p, ξ)-adically continuous Γ-action which is the
identity modulo µ and with an isomorphism ϕH : (ϕ
∗H)[ 1
ξ˜
]
≃→ H [ 1
ξ˜
]. Arguing just as in Propositions 2.6
and 2.14, one checks the following: given a generalised representation H ∈ RepµΓ(Ainf(R)(1)), the map
Θ : H → H ⊗σ∗A
inf
(R) qΩ
1
A
inf
(R)(1)/Ainf
, h 7→
d∑
i=1
γi − 1
q − 1 (h)⊗ dlog(Ui)
is a flat q-Higgs field, and this defines an equivalence of categories qHIG(Ainf(R))
(1) ∼→ RepµΓ(Ainf(R)(1))
(and similarly with Frobenius structures).
In this way the functor in the statement of the corollary may be identified with the equivalence (15).
Remark 2.27. To understand the previous corollary, it may be helpful to identify the relative Frobenius
F : Ainf(R)
(1) → Ainf(R) as the inclusion of Ainf-algebras ϕ(Ainf(R)) ⊆ Ainf(R) (this is allowed since
the endomorphism σ = ϕ is an automorphism of Ainf and ϕ is injective on A

inf(R)). From this point of
view, the corollary states that a generalised representation in RepµΓ(A

inf(R), ϕ) admits a unique descent
to the subring ϕ(Ainf(R)). It is likely that this can be proved by using the ξ˜-adic quasi-nilpotence to
modify the 1-cocycle arguments of §1.3, but the reformulation in terms of a q-Simpson correspondence
is more general and seems more intuitive.
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3 Generalised representations as prismatic crystals
In this section we reinterpret our generalised representations of interest in terms of prismatic crystals,
in the following sense:
Definition 3.1. Let (A, I) be a bounded prism, and let X be a smooth p-adic formal scheme over A/I.
A locally finite free crystal on the prismatic site7 (X/(A, I))∆ is a sheaf of O∆-modules F such that
F(B) is a finite projective B = O∆(B)-module for every object B = (Spf(B) ← Spf(B/IB) → X) of
(X/(A, I))∆, and such that the pull-back homomorphism F(B) ⊗B B′ → F(B′) is an isomorphism for
every morphism B′ = (Spf(B′) ← Spf(B′/IB′) → X)) → B in (X/(A, I))∆. We write CR∆(X/(A, I))
for the category of locally finite free crystals on (X/(A, I))∆.
Throughout this section we adopt the local framework of Section 1: so let R be a p-adically complete,
small, formally smooth O-algebra with a fixed choice of framing. We will freely use the objects and
notation introduced at the start of §1.1, though we write A = Ainf(R) and A

∞ = Ainf(R∞) for the sake
of brevity.
Given an Ainf-algebra B, we write B
(1) := Ainf ⊗ϕ,Ainf B for its base change along the Frobenius
ϕ : Ainf
∼=−→ Ainf. If B is itself equipped with a lifting ϕ of the absolute Frobenius on B/p, compatibly
with the Frobenius of Ainf, then there is an induced map of Ainf-algebras F := 1⊗ ϕ : B(1) → B which
is called the relative Frobenius (c.f., the beginning of §2.3). By default we regard any O-algebra C as
an Ainf-algebra via the morphism θ : Ainf → Ainf/ξ ∼= O, and we thus have C(1) = Ainf/ξ˜ ⊗ϕ,Ainf/ξ C.
In particular, if C is a perfectoid ring over O, then we regard C(1) as a quotient of Ainf(C) by the
Ainf-homomorphism Ainf(C)
θ˜−→ Ainf(C)/ξ˜ ϕ
−1 ∼=−−−−→ (Ainf(C)/ξ)(1) = C(1).
We now introduce some objects of the prismatic site (R(1)/(Ainf, ξ˜))∆, on which we will then evaluate
our crystals; diagram (17) provides a summary. Firstly, the Frobenius lift on A induces one on A(1),
whence we may view these rings as δ-rings. In particular, we regard (A(1) → R(1) =←− R(1)) as an
object of (R(1)/(Ainf, ξ˜))∆ equipped with a right action of Γ. Its reduction modulo µ, namely (A
(1)/µ→
R(1)/(ζp − 1) ← R(1)) is also an object of (R(1)/(Ainf, ξ˜))∆, on which the induced Γ-action is by the
identity. Therefore evaluation on the first of these objects defines a functor
evA(1) : CR∆(R
(1)/(Ainf, ξ˜))→ RepµΓ(A(1)), F 7→ F(A(1) → R(1) =←− R(1)).
We also introduce the composite functor
evϕ
A(1)
: CR∆(R
(1)/(Ainf, ξ˜))
ev
A(1)−−−−−→ RepµΓ(A(1))
−⊗
A(1),F
A
−−−−−−−−−→ RepµΓ(A).
Similarly, the Frobenius lift on A∞ allows us to view it as a δ-ring, and we regard (A

∞ → R(1)∞ ← R(1))
as an object of (R(1)/(Ainf, ξ˜))∆ equipped with a right action of Γ. Now note that the composition of
the relative Frobenius F : A(1) → A with the canonical injection A →֒ A∞ is a Γ-equivariant map of
δ-rings over Ainf, whose reduction modulo ξ˜ gives the map R
(1) → R(1)∞ induced by the inclusion map
R →֒ R∞. Hence it defines a natural Γ-equivariant morphism
(A(1) → R(1) =←− R(1)) −→ (A∞ → R(1)∞ ← R(1)) (16)
in (R(1)/(Ainf, ξ˜))∆, and evaluation on the right object in (16) defines a functor
evA∞ : CR∆(R
(1)/(Ainf, ξ˜))→ RepµΓ(A∞), F 7→ F(A∞ → R(1)∞ ← R(1))
7When X = Spf R is affine, we will adopt affine notation as in [10], writing (R/(A, I))∆:=(Spf R/(A, I))
op
∆
and denoting
a typical object by (B → B/IB ← R).
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such that the left part of the following diagram is commutative up to canonical isomorphism:
RepµΓ(A
(1))
−⊗
A(1),F
A

≃ // qHIG(A(1))
(F,FΩ)
∗

CR∆(R
(1)/(Ainf, ξ˜))
evϕ
A(1) //
ev
A(1)
00
evA∞ ..
RepµΓ(A
)
≃ −⊗
A
A∞

≃ // qMIC(A)
RepµΓ(A

∞)
(17)
The right square of the diagram was explained just before, and in the proof of, Corollary 2.26. Recall
also that the bottom vertical functor in the diagram is an equivalence of categories by Theorem 1.13.
The goal of this section is to identify prismatic crystals as follows:
Theorem 3.2. The functors evA(1) and ev
ϕ
A(1)
are fully faithful, with essential image given by those
generalised representations for which the corresponding q-Higgs field (resp. q-connection) is (p, µ)-adically
quasi-nilpotent.
Remark 3.3. Although we have not checked all details, the theorem (and bulk of proof) appears to
hold more generally for any set-up for q-de Rham cohomology arising from deformation theory as in
Remark 2.10, under the additional assumption that A is flat over Zp[[q − 1]] (so, in particular, for the
framed q-PD data of the sort mentioned at the end of Remark 2.11). The recent paper of Chatzistamatiou
[14] works in this degree of generality, though it remains to compare his D-module style definition of
q-connections and his quasi-nilpotence condition [14, Defs. 2.1.2 & 2.1.3] to those we adopt, namey
Definition 2.2 and Remark 2.19.
The main step of our argument which does not work in general is the proof of Proposition 3.4, where
we exploit the base prism being perfect to ultimately show in Corollary 3.5 that the smooth lift A(1)
defines a cover of the final object. But this can be overcome with alternative arguments: see forthcoming
work of Z. Mao for a general result about animated δ-pairs in derived prismatic cohomology, and [14,
Prop. 1.1.2] in the q-crystalline context.
We already mentioned the notion of (p, µ)-adic=(p, ξ˜)-adic quasi-nilpotence of q-Higgs fields and q-
connections in Remark 2.19. Explicitly, given H ∈ RepµΓ(A(1)) (resp. N ∈ RepµΓ(A)), recall that the
non-logarithmic coordinates of the corresponding q-Higgs field Θ (resp. q-connection ∇) are given by
Θi :=
γi−1
Uiµ
(resp. ∇i := γi−1Uiµ ); the nilpotence condition is asking for these operators to be (p, µ)-adically
quasi-nilpotent. We will write
qHIGconv(A
) ⊆ qHIG(A) qMICconv(A) ⊆ qMIC(A)
to denote the full subcategories of objects satisfying this quasi-nilpotence condition, and
RepµΓ,conv(A
(1)) ⊆ RepµΓ(A(1)) RepµΓ,conv(A) ⊆ RepµΓ(A)
for the corresponding full subcategories on the generalised representation side.8 Theorem 3.2 states that
the evaluation functors define equivalences of categories
evA(1) : CR∆(R
(1)/(Ainf, ξ˜))
∼−→ RepµΓ,conv(A(1)), evϕA(1) : CR∆(R(1)/(Ainf, ξ˜))
∼−→ RepµΓ,conv(A).
The faithfulness of evA(1) is an immediate consequence of Corollary 3.5 below (an object B of a site
is a covering of the final object precisely when, for any other object B′, there is a cover B′′ → B′ which
admits a morphism B′′ → B):
8The subcategory RepµΓ,conv(A

inf(R)) ⊆ Rep
µ
Γ(A

inf(R)) does not depend on the chosen compatible sequence of p-power
roots of unity (and similarly for RepµΓ,conv(A

inf(R)
(1))). Indeed, we saw in Remark 2.8 that changing the compatible
sequence of p-power roots of unity has the effect of changing γi−1
µUi
into
γai −1
Ui([ε
a]−1)
= aµ
[εa]−1
γi−1
Uiµ
+ µ µ
U([εa]−1)
βi, which is
clearly (p, µ)-adically quasi-nilpotent if and if γi−1
Uiµ
is. One can argue similarly for RepµΓ,conv(A

inf(R)
(1)).
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Proposition 3.4. The object (A∞ → R(1)∞ ← R(1)) of the prismatic site (R(1)/(Ainf, ξ˜))op∆ is a covering
of the final object
Proof. We can identify (R/(Ainf, ξ))∆ with (R
(1)/(Ainf, ξ˜))∆ by the base change under the isomorphism
ϕ : Ainf
∼=−→ Ainf, and the base change of the object (A∞ → R∞ ← R) of (R/(Ainf, ξ))∆ can be identified
with (A∞ → R(1)∞ ← R(1)) via the isomorphism ϕ : A(1)∞
∼=−→ A∞ of δ-rings over Ainf. Hence it is
equivalent to prove that (A∞ → R∞ ← R) is a covering of the final object of the site (R/(Ainf, ξ))op∆ .
Let Aδ be the (p, ξ)-adic completion of A
⊗Zp[U1,...,Ud]Zp{U1, . . . , Ud}, where the final ring denotes a
free δ-ring, and put Rδ = A

δ/ξ. Since Ainf[U1, . . . , Ud]/(p, ξ)
n → A/(p, ξ)n is e´tale, the δ-ring structure
on Ainf{U1, . . . , Ud} uniquely extends to that on Aδ [10, Lem. 2.18]. By the formal smoothness of
Ainf → A and the universal property of free δ-rings, we see that any object of (R/(Ainf, ξ))∆ receives a
map from (Aδ → Rδ ← R) of (R/(Ainf, ξ))∆. Therefore (Aδ → Rδ ← R) is a covering of the final object.
Let Aδperf be the perfection of the prism (A

δ, ξ) [10, Lem. 3.9], and put Rδperf := A

δperf/ξ. Then Rδperf
is a perfectoid ring, we have Aδperf = Ainf(Rperfδ ) [10, Thm. 3.10], and the morphism (Aδ → Rδ ← R)→
(Aδperf → Rδperf ← R) in (R/(Ainf, ξ))∆ is a flat cover [10, Lem. 2.11]. Therefore (Aδperf → Rδperf ← R)
is also a covering of the final object.
By Andre´’s Lemma [10, Thm. 7.12], there exists a flat cover (Aδperf → Rδperf ← R) → (Ainf(R′) →
R′ ← R) in (R/(Ainf, ξ))∆ such that R′ is a perfectoid ring and there exists a compatible system of
p-power roots of Ti in R
′. Then (Ainf(R
′)→ R′ ← R) is also a covering of the final object. But since R∞
is the p-adic completion of R⊗Zp[T1,...,Td]Zp[T 1/p
∞
1 , . . . , T
1/p∞
d ], the Ainf-homomorphism R→ R′ extends
to a homomorphism R∞ → R′, which induces a morphism (A∞ → R∞ ← R)→ (Ainf(R′) → R′ ← R).
Thus we see that (A∞ → R∞ ← R) is also a covering of the final object.
Since we have a morphism (16) in (R(1)/(Ainf, ξ˜))∆, we obtain the following corollary:
Corollary 3.5. The object (A(1) → R(1) =←− R(1)) is a covering of the final object of the site (R(1)/(Ainf, ξ˜))op∆ .
Also let R1 := A
/ξ˜, regarded as an R(1)-algebra by reducing F : A(1) → A modulo ξ˜. Note that
the reduction modulo ξ˜ of the canonical injection A →֒ A∞ defines an R(1)-homomorphism R1 → R(1)∞ ,
whence the injection defines a morphism
(A → R1 ← R(1)) −→ (A∞ → R(1)∞ ← R(1))
in (R(1)/(Ainf, ξ˜))∆. So from Proposition 3.4 we also obtain the following corollary which will be needed
later:
Corollary 3.6. The object (A → R1 ← R(1)) is a covering of the final object of the site (R(1)/(Ainf, ξ˜))op∆
3.1 Crystals as A-modules with stratification
To prove Theorem 3.2 we need to reinterpret crystals in the usual way, namely in terms of modules with
stratification.
We begin by verifying a couple of lemmas concerning base change and tensor product of prisms, since
there is no dedicated reference in [10]. They yield Corollary 3.9, namely flat descent in the prismatic
site, which is required to then identify crystals with stratifications.
Lemma 3.7. Let (A, I) → (A′, I ′) be a map of bounded prisms and let M be a (p, I)-completely flat
A-module.
(i) The natural morphism M⊗LAA′ →M⊗̂AA′ := lim←−n(M⊗AA
′)/(p, I ′)n witnesses the domain as the
derived (p, I ′)-completion of the codomain. Moreover, M⊗̂AA′ is (p, I ′)-completely flat, and the
natural homomorphism (M⊗̂AA′)/(p, I ′)n → (M ⊗AA′)/(p, I ′)n is an isomorphism for any n ≥ 0.
(ii) Let (A′, I ′) → (A′′, I ′′) be another map of bounded prisms. Then the homomorphism M ⊗A A′′ ∼=
(M ⊗A A′)⊗A A′′ → (M⊗̂AA′)⊗A A′′ induces an isomorphism M⊗̂AA′′
∼=−→ (M⊗̂AA′)⊗̂AA′′.
50
Matthew Morrow and Takeshi Tsuji
Proof. The claim (ii) immediately follows from the last claim of (i). Put J ′ = pA′ + I ′. Let M⊗̂LAA′ be
the derived J ′-completion of M ⊗LA A′. Then we have
(M⊗̂LAA′)⊗LA (A′/J ′n)
∼=←− (M ⊗LA A′)⊗LA′ (A′/J ′n) ∼=M ⊗LA′ (A′/J ′n). (18)
(We obtain the first isomorphism by considering the left adjoints of D(A′/J ′n) →֒ DJ′-comp(A′) →֒
D(A′).) SinceM is (p, I)-completely flat, (18) for n = 1 implies thatM⊗̂LAA′ is J ′-completely flat. By [10,
Lem. 3.7(2)], M⊗̂LAA′ is discrete and M ′ := H0(M⊗̂
L
AA
′) is classically J ′-complete. The isomorphisms
(18) imply M ′/J ′n =M ⊗A (A′/J ′n). This completes the proof.
Lemma 3.8 (cf. the proof of [10, Corol. 3.12]). Let (A1, IA1)
f←− (A, I) g−→ (A2, IA2) be maps of bounded
prisms such that f is flat (resp. faithfully flat). Let A3 := lim←−n(A1 ⊗A A2)/(p, I)
n, equipped with the
δ-ring structure induced by those on A,A1, A2 as in [10, Rem. 2.7 & Lem. 2.17]. Then (A3, IA3) is a
bounded prism and represents the coproduct (A1, IA1)⊔(A,I) (A2, IA2) in the category of bounded prisms.
Moreover, the canonical map (A2, IA2)→ (A3, IA3) of bounded prisms is flat (resp. faithfully flat), and
A3/(p, I)
n ≃→ A1/(p, I)n ⊗A/(p,I)n A2/(p, I)n for all n ≥ 1.
Proof. By applying Lemma 3.7 to the A-module A1 and the map (A, I) → (A2, IA2), we see that A3
is derived (p, IA2)-complete, (p, IA2)-completely flat, and the natural homomorphism A3/(p, IA2)
n →
(A1⊗AA2)/(p, IA2)n is an isomorphism. By applying [10, Lem. 3.7(2)] to the A2-module A3, we obtain
A3[IA2] = 0 and the p
∞-torsion boundedness of A3/IA3. This implies that IA3 is a Cartier divisor of A3,
A3 is derived (p, IA3)-complete, and therefore (A3, IA3) is a bounded prism. Since every bounded prism
(B, J) is classically (p, J)-complete [10, Lem. 3.7(1)], we see that (A3, IA3) represents the coproduct in
the category of bounded prisms. The last isomorphism in the lemma implies that A2/(p, I)→ A3/(p, I)
is faithfully flat if A/(p, I)→ A1/(p, I) is faithfully flat.
Corollary 3.9. Let (A, I) be a bounded prism, and let X be a p-adic smooth formal scheme over A/I.
(i) If a presheaf F on (X/(A, I))∆ satisfies the conditions of Definition 3.1 (except for a priori not
being a sheaf), then in fact F is automatically a sheaf, hence a crystal locally free of finite type.
(ii) Let B1 = (Spf(B1) ← Spf(B1/IB1) → X) → B = (Spf(B1) ← Spf(B1/IB1) → X) be a flat
cover in the site (X/(A, I))∆; then the following descent of finite projective modules holds. Letting
Bν = (Spf(Bν)← Spf(Bν/IBν)→ X) be the fiber product over B of ν copies of B1, for ν = 2, 3,
then the category of finite projective B-modules is equivalent to the category of the following data:
a finite projective B1-module M equipped with an isomorphism of B2-modules c : p
∗
2M
∼= p∗1M
satisfying both ∆∗(c) = idM and the cocycle condition on B3.
Proof. Lemma 3.8 implies that Bν/(p, I)
n is the tensor product over B/(p, I)n of ν copies of B1/(p, I)
n,
for ν = 2, 3. Since B, and Bν are classically (p, I)-complete for ν = 1, 2, 3 [10, Lem. 3.7(1)], the claim
follows from the faithfully flat descent of finite projective modules with respect to the faithfully flat
homomorphism B/(p, I)n → B′/(p, I)n for each integer n ≥ 1.
Remark 3.10 (Flat crystals). For a bounded prism (B, J), the category of derived (p, J)-complete,
(p, J)-completely flat B-modules M is equivalent to the category of inverse systems (Mn)n≥1 of flat
B/(p, J)n-modules satisfying Mn+1 ⊗B B/(p, J)n
∼=−→ Mn (n ≥ 1); the equivalence is given by M 7→
(M/(p, I)nM)n≥1 and (Mn)n≥1 7→ lim←−nMn (we do not prove this equivalence, as we do not need it).
Therefore, by Lemma 3.7, one can define flat crystals on (X/(A, I))∆ by using (p, I)-derived complete,
(p, I)-completely flat modules (instead of finite projective modules) and the classically (p, I)-completed
base change −⊗̂BB′, and then prove an analogue of Corollary 3.9 for such crystals and modules.
Now we turn to modules with stratification, beginning by recalling the appropriate Cˇech–Alexander
complex in this setting:
Definition 3.11 (c.f., [10, Cons. 16.13, Thm. 16.17]). For each ν ≥ 0, let
A(ν) := ̂A ⊗Ainf · · · ⊗Ainf A
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be the (p, ξ)-completed tensor product of ν + 1 copies of A over Ainf. Noting that the kernel of the
multiplication map ∆ : A(ν) → A is generated modulo (p, ξ) by a Koszul regular sequence (since
A/(p, ξ) is e´tale over a Laurent polynomial algebra overAinf/(p, ξ)), the compositionA
(ν)
∆−→ A mod ξ−−−−→
R therefore admits a q-PD-envelope A(ν) → D(ν) over the q-PD-pair (Ainf, ξ) [10, Lem. 16.10]. We
will write JD(ν) for the kernel of the canonical map D(ν)→ R.
Remark 3.12. We record that the following hold thanks to [10, Lem. 16.10]:
(i) The algebra D(ν) is µ-torsion free, and µ-adically complete and separated.
(ii) D(ν)/µ is the p-adically completed PD-envelope of A(ν)/µ→ R.
Note that, by definition of a q-PD-pair, D(ν) is equipped with a Frobenius satisfying ϕ(JD(ν)) ⊆ (ξ˜);
it therefore induces a relative Frobenius map F : R(1) = (D(ν)/JD(ν))(1) → D(ν)/ξ˜. Let
D(ν) :=
(D(ν)→ D(ν)/ξ˜ F←− R(1)) (19)
be the resulting object of (R(1)/(Ainf, ξ˜))∆.
Lemma 3.13. The object D(ν) is the coproduct of ν + 1 copies of D(0) = (A → R1 ← R(1)) (which is
the covering of the final object from Corollary 3.6).
Proof. Let
R1(ν) := R1 ⊗R(1) · · · ⊗R(1) R1
be the (automatically p-complete, as the relative Frobenius is finite flat) tensor product of ν + 1 copies
of R1 over R
(1). The surjection A → R1 = A/ξ˜ of Ainf-algebras induces a surjection A(ν) → R1(ν),
whose kernel we will denote by JA(ν), which fits into a cocartesian diagram
A(ν) // R1(ν)
A(ν)
ϕ
OO
// R
OO
(20)
Here the left vertical arrow is the Frobenius induced by the Frobenius endomorphism on A.
Since coproducts in (R(1)/(Ainf, ξ˜))∆ are computed by prismatic envelopes (when they exist) as in
[10, Prop. 3.13], we must show the following
(i) the map of prisms (Ainf, ξ˜)→ (D(ν), ξ˜) is the prismatic envelope of the map of δ-pairs (Ainf, ξ˜)→
(A(ν), JA(ν));
(ii) the resulting canonical map A(ν)/JA(ν) → D(ν)/ξ˜ fits into a commutative diagram
R1(ν) A
(ν)/JA(ν)

R(1)
88qqqqqqqqqqq
(D(ν)/JD(ν))(1) F // D(ν)/ξ˜
(i): As we have noted in Definition 3.11, there exists a sequence x1, . . . , xr ∈ A(ν) which is
(p, ξ)-completely regular relative to Ainf (see [10, §2.6]) such that the kernel of the bottom horizon-
tal arrow of (20) is (ξ, x1, . . . , xr). Since ϕ is flat (even finite flat), it follows that ϕ(x1), . . . , ϕ(xr) ∈
A(ν) is a (p, ξ˜)-complete regular sequence relative to Ainf such that the kernel of the top horizon-
tal arrow is (ξ˜, ϕ(x1), . . . , ϕ(xr)). It follows from [10, Prop. 3.13] that the map of δ-pairs (Ainf, ξ˜) →
(A(ν), JA(ν)) admits a prismatic envelope; moreover, comparing the constructions of prismatic en-
velopes [10, Prop. 3.13] of q-PD-envelopes [10, Lem. 16.10] shows that this prismatic envelope is precisely
D(ν).
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(ii): The commutativity of the diagram follows by noting that it receives a surjection from the
obviously commutative diagram
A(ν) // A(ν)

A(ν)(1)
F
99sssssssss
D(ν)(1)
F
// D(ν)
thanks to (20).
TheD(ν) of course assemble to form a cosimplicial objectD(•) of (R(1)/(Ainf, ξ˜))∆, which Lemma 3.13
states is exactly the Cˇech construction associated to D(0) (similarly to [10, Const. 4.16], where a free
δ-Ainf-algebra is used instead of A
).
Regarding notation in this typical cosimplicial object
D(•) = D(0)
p1
;;
p2
##
D(1)
∆oo
p12
99
p23
%%
p13 // D(2) · · ·
we write pνµ : D(1) → D(2), for (ν, µ) = (1, 2), (2, 3), (1, 3), for the canonical morphism corresponding
to the increasing map [1] = {0, 1} → [2] = {0, 1, 2} with image {ν − 1, µ − 1}; and ∆: D(0) → D(1)
for the morphism corresponding to the unique map [1] = {0, 1} → [0] = {0}; and qν : D(0) → D(1), for
ν = 1, 2, 3, for the morphism corresponding to the map [0]→ [2] with image {ν − 1}.
We may now define stratifications in the usual way:
Definition 3.14. A stratification on an A-module N with respect to D(•) is a D(1)-linear isomorphism
ε : N ⊗A,p2 D(1)
∼=−→ N ⊗A,p1 D(1) satisfying the following two conditions:
(i) The scalar extension ∆∗(ε) of ε by ∆: D(1)→ A is the identity map of N .
(ii) We have p∗12(ε) ◦ p∗23(ε) = p∗13(ε) : N ⊗A,q3 D(2)
∼=−→ N ⊗A, q1 D(2).
Let Strat(D(•)) be the category of finite projective A-modules equipped with a stratification with
respect to D(•).
By Corollaries 3.6 & 3.9 and Lemma 3.13, the standard recipe describing crystals in terms of strati-
fications gives an equivalence of categories
evD(•) : CR∆(R
(1)/(Ainf, ξ˜))
∼−→ Strat(D(•)) (21)
defined by sending a crystal F to the A-module N = F(D(0)) equipped with stratification defined as
the composition
ε : N ⊗A,p2 D(1)
∼=−→
p2
F(D(1)) ∼=−−→
p−11
N ⊗A, p1 D(1).
Next we show that (21) is suitably compatible with the functor evϕ
A(1)
. To do this, we observe that
the product Γν+1 of ν+1 copies of the group Γ naturally acts on the δ-ring A(ν), and the homomorphism
A(ν)→ R is invariant under the action. Taking the q-PD-envelope, we thus obtain an action of Γν+1 on
the q-PD pair (D(ν), JD(ν)). This action of Γν+1 on D(ν) can be also constructed via the interpretation
of D(ν) as a prismatic envelope from the proof of Lemma 3.13: indeed, since ϕ : A(1) → A is Γ-
equivariant, the action of Γ on A induces an action on the R(1)-algebra R1, and then an action of Γ
ν+1
on the R(1)-algebra R1(ν); the homomorphism A
(ν) → R1(ν) is Γν+1-equivariant, and so the action
extends to the prismatic envelope of this homomorphism over (Ainf, ξ˜), which we saw was precisely D(ν).
Remark 3.15. (i) The actions of Γν+1 on D(ν) are simplicially compatible in ν, i.e., there is an
induced action of the simplicial group E•Γ on the simplicial formal scheme Spf D(•).
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(ii) Since the action of Γ on A/µ is the identity, the action of Γ×(ν+1) on A(ν)/µ is also the identity.
Hence Remark 3.12(ii) implies that the action of Γν+1 on D(ν)/µ is also the identity.
Given an A-module N with stratification with respect to D(•), the Γ2-action on D(1) induces a
semilinear Γ-action on N as follows. For each γ ∈ Γ, the base change of ε along D(1) (1,γ)−−−→ D(1) ∆−→ A
defines an isomorphism N ⊗A,γ A ≃→ N , i.e., a semi-linear action of the element γ on N . Furthermore,
for γ′ ∈ Γ, the base change of this isomorphism along γ′ : A ∼=−→ A is the base change of ε along
γ′ ◦∆∗ ◦ (1, γ) = ∆∗ ◦ (γ′, γ′γ); so conditions (i) and (ii) in Definition 3.14 show that the isomorphisms
N ⊗A,γ A
∼=−→ N , for γ ∈ Γ, define a semi-linear action of Γ on N . Moreover, since the action of Γ2 on
D(1)/µ is the identity, the induced action of Γ on N/µ is also the identity (whence the action on N is
continuous by Lemma 1.3). We have thus defined a functor
evStratA : Strat(D(•)) −→ RepµΓ(A), (22)
which is compatible with evϕ
A(1)
in the following sense:
Lemma 3.16. The following diagram is commutative up to canonical isomorphism:
CR∆(R
(1)/(Ainf, ξ˜)) evD(•)
∼ //
evϕ
A(1) **❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚
Strat(D(•))
evStrat
A

RepµΓ(A
)
Proof. Let F be an object of CR∆(R(1)/(Ainf, ξ˜)) and put (N, ε) := evD(•)(F). Since the following two
diagrams commute
D(1) (1,γ) // D(1) ∆ // D(0)
D(0)
p1, resp. p2
OO
id , resp. γ
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
we see that the action of γ on N = F(D(0)) induced by the stratification ε (as defined immediately
before the lemma) coincides with the action of γ on F(D(0)) induced by that on D(0).
The Ainf-algebra morphism F : A
(1) → A induces a Γ-equivariant map (A(1) → R(1) =←− R(1)) →
D(0) in (R(1)/(Ainf, ξ˜))∆, and pulling back along this map induces a functorial isomorphism in Rep
µ
Γ(A
),
evϕ
A(1)
(F) = F(A(1) → R(1) =←− R(1))⊗A(1),F A
∼=−→ F(D(0)) = evStratA (N, ε),
as desired.
3.2 Generalised representations as A-modules with stratification
In this subsection we associate a stratification to any (p, µ)-adically quasi-nilpotent q-connection. In
Proposition 3.18 this will be shown to invert the functor evStratA from (22).
Given N ∈ RepµΓ(A), we let Γ act on N ⊗A,p1 D(1) by tensoring the existing action on N with the
action on D(1) defined via the inclusion Γ = Γ× {1} ⊆ Γ2, where we recall that we defined a canonical
action of Γ2 on D(1) just before Remark 3.15. The inverse of the following isomorphism may be seen as
a q-analogue of the Taylor expansion:
Proposition 3.17. Let N ∈ RepµΓ,conv(A). Then the homomorphism ∆N : N⊗A,p1D(1)→ N induced
by ∆: D(1)→ A restricts to an isomorphism
(N ⊗A,p1 D(1))Γ ≃→ N
of A-modules, with the A-module structure on the domain defined via p2 : A
 → D(1).
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Proof. To simplify notation, we put L := N ⊗A,p1 D(1), and L = L/µ to simplify the notation. Since
the action of Γ2 on D(1) is the identity modulo µ, as observed in Remark 3.15(ii), the same is true of
the action of Γ on L. Therefore, regarding L as an A-module via its action on N (so that the Γ-action
we defined before the proof is semi-linear), there is an induced flat q-connection ∇L on L given by the
construction of Corollary 2.7, namely ∇L : L→ L⊗A qΩ1A/Ainf , ℓ 7→
∑d
i=1
1
µ (γi(ℓ)− ℓ)⊗ dlogUi. Note
that (N ⊗A,p1 D(1))Γ = LΓ = L∇L=0, where the second equality implicitly uses continuity of the Γ-
action (Lemma 1.3). The reduction modulo µ of ∇L defines a flat connection ∇L : L→ L⊗A ΩA/Ainf
on L, where we write Ainf := Ainf/µ and similarly for other Ainf-algebras/modules.
Recalling that D(1) is µ-torsion-free as in Remark 3.12, we have the following commutative diagram
with exact rows
0 // L
∇L=0 µ
n
// //
∆Nmod µ

(L/µn+1)∇L=0 //
∆Nmod µ
n+1

(L/µn)∇L=0
∆Nmod µ
n

0 // N
µn // N/µn+1 // N/µn // 0
as well as an exact sequence of q-de Rham complexes (in fact, the left term is an honest de Rham
complex)
0 −→ L⊗
A
 Ω•
A

/Ainf
µn−−→ L/µn+1 ⊗A qΩ•A/Ainf −→ L/µ
n ⊗A qΩ•A/Ainf −→ 0.
Since the D(1)-module L is µ-adically complete and separated by Remark 3.12(i), in order to establish
the desired isomorphism of the proposition it suffices to show that ∆N : L
∇L=0 → N is an isomorphism
and that the de Rham complex L⊗
A
Ω•
A

/Ainf
is acyclic in positive degree (in fact, we only need H1 = 0).
Put τi = p2(Ui) − p1(Ui) ∈ A(1) for i = 1, . . . , d, and let τ i be its image in A(1) := A(1)/µ. By
Remark 3.12 and the standard description of the PD-envelopes appearing in the Cˇech-Alexander complex
in crystalline cohomology [4, Corol. I.4.5.3(ii)], the A

-algebra D(1) (regarded as an algebra via p1) is the
p-adic completion of the PD-polynomial algebra over A

in variables τ1, . . . , τd. Therefore each element
ℓ ∈ L may be uniquely written in the form
ℓ =
∑
j1,...,jd≥0
nj ⊗ τ [j],
where nj is a sequence of elements of N which converges to 0 p-adically as |j| :=
∑d
i=1 ji tends to infinity,
and τ [j] :=
∏
1≤i≤d τ
[ji]
i .
Let ∇L,i and ∇N,i, for i = 1, . . . , d, be the non-logarithmic coordinates of the connections ∇L and
∇N respectively (where ∇N denotes the reduction of ∇ modulo µ). Using the formulae in D(1)
(γi, 1)(τj) =
{
p2(Ui)− [ε]p1(Ui) = τi − µp1(Ui) if i = j,
τj if i 6= j,
we obtain for each i = 1, . . . , d that
∇L,i(ℓ) =
∑
j1,...,jd≥0
∇N,i(nj)⊗ τ [j] −
∑
j1,...,jd≥0
ji 6=0
nj ⊗ τ [j−1i], (23)
where 1i := (0, . . . , 1, . . . , 0) denotes the multi-index with a single 1 in the i
th-place.
Let Ω1
A

(1)/A,2
= A

(1)⊗
p1,A
Ω1
A

/Ainf
be the differential module of p2 : A
 → A(1). As mentioned in
the last paragraph of [4, IV §1.3], there exists a canonical integrable connection ∇2 : D(1)→ D(1)⊗A(1)
Ω
A

(1)/A,2
= D(1)⊗
p1,A
 Ω
A

/Ainf
. Since the corresponding HPD-stratification is a ring isomorphism [4,
IV Corol. IV.1.3.5], this connection is a derivation. Furthermore, the formula [4, IV (1.3.6)] implies that
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∇2(p2(a)τ [j]) = p2(a)
∑
1≤i≤d,ji≥1
τ [j−1i]∇2(τ i) = −p2(a)
∑
1≤i≤d,ji≥1
τ [j−1i]⊗dUi for i = 1, 2, . . . , d and
n ≥ 1 (since D(1) is n!-torsion free, this actually reduces to the claim for j = 1i). Therefore formula (23)
implies that ∇L is the tensor product of the flat connection ∇N on N and the flat connection∇2 on D(1).
Since the connection ∇N onN is p-adically quasi-nilpotent, it defines a stratification ε : N⊗A,p2D(1)
∼=−→
N ⊗
A

,p1
D(1) = L on N , and ∇L on L corresponds to id⊗∇2 on the source. (Since the connections
on the both sides are compatible with the derivation ∇2 on D(1), the claim is reduced to checking the
inclusion ε(N) ⊂ L∇L=0, which follows from the explicit formula ε(y) =∑j1,...,jd≥0∏1≤i≤d∇jiN,i(y)⊗τ [j]
and the explicit formula for ∇2 on D(1) above.) The de Rham complex D(1)⊗p1,A Ω•A/Ainf regarded
as a complex of A

-modules via p2 : A
 → A(1) is homotopic to 0 by the proof of [4, Lem. V.2.1.2] and
the explicit description of ∇2 above. (We may apply the argument of the proof of [4, Lem. V.2.1.2] to
N⊗
p2,A
 (D(1)⊗
p1,A
Ω•
A

/Ainf
) instead.) Hence the de Rham complex of L with respect to ∇L is acyclic
in positive degree and ε induces an isomorphism N
∼=−→ L∇L=0. This completes the proof because the
composition of the last map with ∆N : L
∇L=0 → N is the identity map.
Thanks to Proposition 3.17 we may now state the existence of the stratification induced by the
q-connection ∇:
Proposition 3.18. Let N ∈ RepµΓ,conv(A), and let ε : N⊗A,p2D(1)→ N⊗A,p1D(1) be the D(1)-linear
homomorphism induced by the inverse of the isomorphism in Proposition 3.17. Then:
(i) The homomorphism ε is a stratification on N with respect to D(•).
(ii) The action of Γ on evStratA (N, ε), whose underlying A
-module is N , coincides with the original
action of Γ on N ; i.e., evStratA (N, ε) = N in Rep
µ
Γ(A
).
The construction of the stratification ε in Proposition 3.18 is obviously functorial in N , and so we
obtain a functor
StratD(•) : Rep
µ
Γ,conv(A
)→ StratD(•).
The goal of the rest of this subsection is to prove Proposition 3.18.
Just before Proposition 3.17 we introduced an action of Γ on N ⊗A,p1 D(1); this may be extended
along Γ = Γ×{1} ⊆ Γ2 to an action of Γ2, by tensoring the canonical action of Γ2 on D(1) by the action
of Γ2 on N given by projection to the first coordinate. In terms of this extended action, the conclusion of
Proposition 3.17 is an isomorphism (N⊗A,p1D(1))Γ×{1} ≃→ N . More generally, for integers 1 ≤ µ ≤ ν+1,
we need to introduce a semi-linear action of Γν+1 on the D(ν)-module N ⊗A,pµ D(ν), by tensoring its
canonical action on D(ν) with its action on N given by projection to the µth component.
Lemma 3.19. Under the notation and assumption in Proposition 3.18, the D(1)-linear homomorphism
ε is Γ2-equivariant.
Proof. It suffices to prove that ε(γ2(n)⊗ 1) = (γ1, γ2)(ε(n⊗ 1)) for all n ∈ N and γ1, γ2 ∈ Γ.
For γ ∈ Γ and f ∈ D(1) we have ∆((γ, γ)(f)) = γ(f), which implies that ∆N ((γ, γ)(ℓ)) = γ(∆N (ℓ))
for γ ∈ Γ and ℓ ∈ N⊗A,p1D(1), where we recall that ∆N : N⊗A,p1D(1)→ N denotes the map induced
by ∆. Therefore if ℓ is Γ×{1}-invariant we have ∆N ((γ1, γ2)(ℓ)) = ∆N ((γ2, γ2)(ℓ)) = γ2(∆N (ℓ)). Setting
n := ∆N (ℓ), this proves the necessary claim.
To prove Proposition 3.18(i), we will use the following variant of Proposition 3.17.
Proposition 3.20. Let N ∈ RepµΓ,conv(A). Then the homomorphism N ⊗A,p∗1 D(2) → N induced by
∆: D(2)→ A restricts to an injection
(N ⊗A,p1 D(2))Γ×Γ×{1} →֒ N.
Proof. The strategy of the proof is the same as Proposition 3.17. Put L = N⊗A,p1D(2), and L = L/µL
to simplify the notation. Since the action of Γ3 on D(2) is the identity modulo µ as observed in Remark
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3.15(ii), so is its action on L. Therefore, for ν = 1, 2, regarding L as an A-module via pν : A
 → D(2), we
may define a flat q-connection∇(ν)L : L→ L⊗pν ,A qΩ1A/Ainf by∇
(ν)
L (ℓ) =
∑d
i=1
1
µ (ιν(γi)−1)(ℓ)⊗d logUi,
where ιν denotes the inclusion into the νth component Γ →֒ Γ3. We have LΓ2×{1} = L∇
(1)
L =∇
(2)
L =0
because the Γ3-action on L is continuous (Lemma 1.3). Hence, by the same argument as the proof
of Proposition 3.17, it suffices to prove that the homomorphism ∆N : L
∇
(1)
L
=∇
(2)
L
=0 → N induced by
∆: D(2)→ A is an isomorphism, where ∇(ν)
L
is the flat connection L→ L⊗
pν ,A
 Ω1
A

/Ainf
obtained by
taking the reduction modulo µ of ∇(ν)L .
Put τ
(ν)
i = q
∗
3(Ui) − q∗ν(Ui) ∈ A(2), and let τ (ν)i be its image in A

(2). By Remark 3.12(ii) and [5,
Corol. I.4.5.1 ii)], D(2) regarded as an A-algebra via p1 is the p-adic completion of the PD-polynomial
algebra over A

in variables τ
(ν)
i , for 1 ≤ i ≤ d and ν = 1, 2. Hence each element ℓ of L may be uniquely
written in the form
ℓ =
∑
(j,j′)∈Nd×Nd
nj,j′ ⊗ τ (1)[j]τ (2)[j′],
where nj,j′ is an element of N which converges to 0 p-adically as |j| + |j′| tends to infinity, τ (1)[j] =∏
1≤i≤d(τ
(ν)
i )
[ji], and similarly for τ (2)[j
′]. Let ∇(ν)
L,i
and ∇N,i, for i = 1, . . . , d, be the non-logarithmic
coordinates of the connections ∇(ν)
L
and ∇N := (∇ mod µ). Then, similarly to (23), we obtain
∇(1)
L,i
(ℓ) =
∑
(j,j′)∈Nd×Nd
∇N,i(nj,j′)⊗ τ (1)[j]τ (2)[j
′] −
∑
(j,j′)∈Nd×Nd,ji≥1
nj,j′ ⊗ τ (1)[j−1i]τ (2)[j′],
∇(2)
L,i
(ℓ) = −
∑
(j,j′)∈Nd×Nd,j′i≥1
nj,j′ ⊗ τ (1)[j]τ (2)[j′−1i].
Hence ∇(1)
L
(ℓ) = ∇(2)
L
(ℓ) = 0 if and only if nj,j′ = 0 for all j
′ ∈ Nd\{0}, and nj,0 =
∏
1≤i≤d∇jiN,i(n0,0) for
all j ∈ Nd, where 0 := (0, 0, . . . , 0). As ∆N (ℓ) = n0,0 in N , the p-adic quasi-nilpotence of ∇N implies that
∆N : L
∇
(1)
L
=∇
(2)
L
=0 → N is an isomorphism with inverse given by n 7→∑j∈Nd∏1≤i≤d∇jii (n)⊗τ (1)[j].
Proof of Proposition 3.18. Part (i): It is clear from the definition that the base change of ε along
∆: D(1) → A is the identity map. By Lemma 3.19, the base changes p∗νµ(ε) : N ⊗A,qµ D(2) →
N ⊗A,qν D(2), for (ν, µ) = (1, 2), (2, 3), (1, 3), are Γ3-equivariant; therefore the restrictions of p∗13(ε)
and p∗12(ε) ◦ p∗23(ε) to N have images in the Γ2 × {1}-invariant part of N ⊗A,q1 D(2), and their com-
positions with the injective homomorphism of Proposition 3.20 are the identity map. Thus we see
p∗13(ε) = p
∗
12(ε)◦p∗23(ε) since both sides are D(2)-linear. The two properties of ε proven above imply that
ε is an isomorphism: indeed, its inverse is given by base changing it along the involution D(1) ∼=−→ D(1)
swapping the two factors.
(ii): Let γ ∈ Γ. By Lemma 3.19 we have the following commutative diagram, in which the vertical
isomorphisms are the D(1)-linear maps given by the action of (1, γ) on the source and target of ε:
(N ⊗A,p2 D(1))⊗D(1),(1,γ) D(1)
ε⊗id //
∼=(1,γ)⊗id

(N ⊗A,p1 D(1))⊗D(1),(1,γ) D(1)
∼=(1,γ)⊗id

N ⊗A,p2 D(1) ε // N ⊗A,p1 D(1).
The image of an element n ∈ N under the left (resp. right) vertical map is γ(n) (resp. n), by the
definition of the Γ2-action. By base changing this diagram along ∆: D(1)→ A, we obtain the following
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commutative diagram whose left vertical isomorphism is given by the action of γ on N .
N ⊗A,γ A
∆∗((1,γ)∗(ε)) //
∼=γ⊗id

N
id

N
id // N.
This completes the proof.
3.3 Proof of Theorem 3.2 for evϕ
A(1)
, and variant with Frobenius structures
We are almost prepared to prove the first part of Theorem 3.2. We just need the following final compat-
ibiity:
Lemma 3.21. Let (N, ε) be an object of Strat(D(•)); recall that ε induces a Γ-action on N , as encoded
by the functor evStratA of (22), so that we may also view N as an object of Rep
µ
Γ(A
). Then ε : N ⊗A,p2
D(1) ∼=−→ N ⊗A,p1 D(1) is Γ2-equivariant, where Γ2 acts on each side as prescribed just before Lemma
3.19.
Proof. Although it is possible to directly prove this, we will use prismatic crystals. So choose F ∈
CR∆(R
(1)/(Ainf, ξ˜)) such that evD(•)(F) = (N, ε), by (21). Then, by Lemma 3.16, the action of Γ on
N = F(D(0)) induced by ε coincides with the action induced by the action of Γ on D(0). For each
ν = 1, 2, the map pν : D(0)→ D(1) is compatible with the action of Γ2 and Γ via the projection to the
ν-th component Γ2 → Γ. Hence the same is true for the map pν : F(D(0))→ F(D(1)), where F(D(1))
is equipped with the action of Γ2 induced by that on D(1). Now the definition of the functor evD(•)
completes the proof.
Proof of Theorem 3.2 for evϕ
A(1)
. By the commutative diagram in Lemma 3.16, it suffices to prove the
following two statements:
(i) The functor evStratA : Strat(D(•))→ RepµΓ(A) has essential image inside RepµΓ,conv(A).
(ii) The functors evStratA and StratD(•) give quasi-inverses equivalence of categories between Strat(D(•))
and RepµΓ,conv(A
).
To prove both these statements, we fix an object (N, ε) of Strat(D(•)) and put L = N ⊗A,p1 D(1) and
L = L/µ; let Γ act on N , and Γ2 on L and N ⊗A,p2 D(1) as in the statement of Lemma 3.21. By
Lemma 3.21, ε restricts to a map ε|N : N → LΓ×{1}, whose composition with LΓ×{1} ⊆ L ∆N−−→ N is seen
to be the identity map by Definition 3.14(i). Moreover, the Γ×{1}-action on L defines a flat q-connection
∇L : L → L ⊗A qΩA/Ainf , just as in the first paragraph of the proof of Proposition 3.17, and we let
∇L : L → L ⊗A ΩA/Ainf be the resulting connection by reducing modulo µ. Then L
Γ×{1} = L∇L=0,
and ε|N induces a homomorphism ε|N : N → L∇L=0 whose composition with ∆N : L→ N is the identity
map.
(i) Letting τ i be as in the proof of Proposition 3.17 then, for each n ∈ N , its image ε|N (n) ∈ L may
be uniquely written in the form ε|N (n) =
∑
j1,...,jd≥0
nj ⊗ τ [j], where nj is a sequence of elements of N
satisfying n0 = n and nj → 0 p-adically as |j| → ∞. Applying formula (23)9 to ℓ = ε|N (x) and using
the fact that ∇L(ℓ) = 0, we see that nj =
∏
1≤i≤d∇jiN,i(n). Therefore the connection ∇N is p-adically
quasi-nilpotent, as desired.
(ii) As N belongs to RepΓ,conv(A
) by (i), we have an isomorphism ∆N : L
Γ×{1}
∼=−→ N by Proposi-
tion 3.17, and the proof of (i) shows that the restriction of ε to N gives its inverse. By the construction
of the functor StratD(•), this means the composition StratD(•) ◦ evStratA is the identity. Meanwhile the
composition evStratA ◦StratD(•) is also the identity by Proposition 3.18.
9Although Proposition 3.17 was stated under the hypothesis that ∇ was (p, µ)-adically quasi-nilpotent, it was not
required for this formula.
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We briefly discuss the variant of Theorem 3.2 in which Frobenius structures are allowed. In the
general context of Definition 3.1, a Frobenius structure ϕF on a crystal F locally free of finite type is
by definition an isomorphism of sheaves of O∆[ 1I ]-modules ϕF : F ⊗O∆,ϕ O∆[ 1I ]
≃→ F [ 1I ]. An F-crystal
(F , ϕF ) is a crystal locally free of finite type equipped with a Frobenius structure; write CR∆(X/(A, I), ϕ)
for the category of F-crystals.
The functors evA(1) and ev
ϕ
A(1)
are clearly compatible with Frobenius structures, thereby inducing
an evident analogue of diagram (17) in which Frobenius structures are incorporated everywhere.
Corollary 3.22. The functors
evA(1) : CR∆(R
(1)/(Ainf, ξ˜), ϕ) −→ RepµΓ(A(1), ϕ) = qHIG(A(1), ϕ)
and
evϕ
A(1)
: CR∆(R
(1)/(Ainf, ξ˜), ϕ) −→ RepµΓ(A, ϕ) = qMIC(A, ϕ)
are equivalences of categories.
Proof. Recall that if a generalised representation in RepµΓ(A
) admits a Frobenius structure, then the as-
sociated q-connection is automatically (p, µ)-adically nipotent (even ξ˜-adically nipotent) by Lemma 2.24(iii).
Similarly for the q-Higgs field associated to a generalised representation in RepµΓ(A
(1), ϕ) by Lemma
2.24(ii). So the fact that evϕ
A(1)
is an equivalence with Frobenius structures easily follows from the
analogue without Frobenius structures, proved immediately above, by making a similar argument to,
e.g., Theorem 1.32.
It them follows from our q-Simpson correspondence with Frobenius, in the form of Corollary 2.26,
that evA(1) is necessarily also an equivalence with Frobenius structures.
3.4 Crystals as A(1)-modules with stratification, and proof of Theorem 3.2
for evA(1)
This subsection is devoted to proving the first part of Theorem 3.2, namely that evA(1) induces an
equivalence of categories
evA(1) : CR∆(R
(1)/(Ainf, ξ˜))
∼−→ RepµΓ,conv(A(1)).
(The reader who is only interested in crystals and generalised representations with Frobenius structure
should note that the analogous equivalence has already been shown in Corollary 3.22.) To establish this
equivalence, it in fact remains only (as we will explain just after the statement of Theorem 3.27) to show
that the functor is well-defined: i.e., given a prismatic crystal F ∈ CR∆(R(1)/(Ainf, ξ˜)), we must show
that the generalised representation evA(1)(F) ∈ RepµΓ(Ainf(R)(1)) belongs to RepµΓ,conv(Ainf(R)(1)). We
will do this by developing an analogue over A(1) of the stratification techniques of §3.1.
Definition 3.23. For each ν ≥ 0, let E(ν) be the prismatic envelope of A(ν)(1) → R(1) over (Ainf, ξ˜),
and define the object
E(ν) := (E(ν)→ E(ν)/ξ˜ ← R(1))
of (R(1)/(Ainf, ξ˜))∆. Thus E(ν) is the coproduct of ν + 1 copies of E(0) = (A
(1) → R(1) =←− R(1)), and
they assemble into a cosimplicial object in (R(1)/(Ainf, ξ˜))∆.
Remark 3.24 (Compatibility with D(•)). We further expand on Definition 3.23 and explain how it
relates to Definition 3.11 and Lemma 3.13. The cocartesian diagram (20) from the latter lemma may be
broken into two cocartesian squares
A(ν) // R1(ν)
A(ν)(1)
F
OO
∆(1)
// A(1)
mod ξ˜
// R(1)
OO
A(ν)
W
OO
// R
OO
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where F is the relative Frobenius induced by the Frobenius endomorphism of A(ν).
The kernel of the multiplication map ∆(1) : A(ν)(1) → A(1) is generated modulo (p, ξ˜) by a Koszul
regular sequence, namely the image under W : A(ν)
≃→ A(ν)(1) of the Koszul regular sequence ap-
pearing in Definition 3.11. The map of δ-pairs (Ainf, ξ˜) → (A(ν)(1), (ξ˜,Ker∆(1))) (the latter ideal is
the kernel of the middle horizontal composition in the diagram) therefore admits a prismatic envelope
(E(ν), ξ˜) by [10, Prop. 3.13], i.e., E(ν) is well-defined.
Since the relative Frobenius F is flat, loc. cit. states that the base change (E(ν)⊗A(ν)(1),F A(ν), ξ˜) is
the prismatic envelope of (Ainf, ξ˜)→ (A(ν), JA(ν)), which is saw in the proof of Lemma 3.13 is precisely
D(ν). There is therefore a natural isomorphism
E(ν)⊗A(ν)(1),F A(ν)
∼=−→ D(ν) (24)
of δ-rings over Ainf. It induces a morphism E(•) → D(•) of cosimplicial objects of (R(1)/(Ainf, ξ˜))∆,
which coincides with the morphism defined by taking the products of the morphism
E(0) = (A(1) → R(1)) =←− R(1)) −→ D(0) = (A → R1 ← R(1))
(using Lemma 3.13).
Therefore the study of E(•) will provide a Frobenius descent of the theory we have already developed
over D(•).
The Ainf-linear action of Γ
ν+1 on the δ-ring A(ν)(1) stabilizes the kernel of A(ν)(1) → R(1) and so
extends to an action on E(ν) in such a way that the isomorphism (24) is Γν+1-equivariant. The induced
action on E(ν)/µ is the identity, since we already saw that the same is true for D(ν)/µ just before Lemma
3.16 and (24) induces an injection E(ν)/µ →֒ D(ν)/µ (note that F : A(ν)(1) → A(ν)(1) is finite free).
Just as on D(•), these actions are compatible in that E•Γ acts on the simplicial formal scheme Spf E(•).
We define a stratification on an A(1)-module with respect to E(•) in exactly the same manner as in
Definition 3.14 for an A-module with respect to D(•). Then, similarly to (21), but using Corollary 3.5
instead of Corollary 3.6, we obtain an equivalence of categories
evE(•) : CR∆(R
(1)/(Ainf, ξ˜))
∼−→ Strat(E(•)) (25)
sending a crystal F to the A(1)-module H = F(E(0)) equipped with stratification given by the compo-
sition
ε : H ⊗A(1),p2 E(1)
∼=−→
p2
F(E(1)) ∼=−−→
p−11
H ⊗A(1),p1 E(1).
Moreover, similarly to evStratA defined before Lemma 3.16, we can also construct a functor
evStratA(1) : Strat(E(•)) −→ RepµΓ(A(1))
by taking the base change of the stratification along E(1) (1,γ)−−−→ E(1) ∆−→ A(1), for each γ ∈ Γ.
The following is proved in exactly the same way as Lemma 3.16:
Lemma 3.25. The following diagram is commutative up to canonical isomorphism
CR∆(R
(1)/(Ainf, ξ˜)) evE(•)
∼ //
ev
A(1) **❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚
Strat(E(•))
evStrat
A(1)

RepµΓ(A
(1)).
Remark 3.26 (Compatibility with D(•), II). Stratifications with respect to E(•) are compatible, in the
following way, with the stratifications with respect to D(•) which were studied in §3.1–3.2.
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Using the homomorphism E(•)→ D(•) of cosimplical algebras over Ainf induced by (24), one defines
a functor −⊗A(1),F A : Strat(E(•))→ Strat(D(•)) in the obvious manner and checks that the following
diagram is commutative up to canonical isomorphism:
CR∆(R
(1)/(Ainf, ξ˜))
∼
evE(•)
//
∼
evD(•)
))❙❙❙
❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙
Strat(E(•))
evStrat
A(1) //
−⊗
A(1),ϕ
A

RepµΓ(A
(1))
−⊗
A(1),ϕ
A

Strat(D(•))
evStrat
A
// RepµΓ(A
)
(26)
The key to proving the remainder of Theorem 3.2 is the following:
Theorem 3.27. The functor evStrat
A(1)
: Strat(E(•))→ RepµΓ(A(1)) has essential image inside RepµΓ,conv(A(1)).
Proof that Theorem 3.27 completes the proof of Theorem 3.2. First we claim that the base change func-
tor − ⊗A(1),F A : RepµΓ(A(1)) → RepµΓ(A), or equivalently (F, FΩ)∗ : qHIG(A(1)) → qMIC(A),
restricts to a fully faithful functor RepµΓ,conv(A
(1)) → RepµΓ,conv(A). Indeed, given H ∈ RepµΓ(A(1)),
which we equivalently view as an object of qHIG(A(1)), applying Theorem 2.20 to H/p shows that the
base change functor preserves (p, [p]q)-adic=(p, µ)-adic quasi-nilpotence. Fully faithfulness of the functor
follows similarly by applying the the fully faithfulness of that theorem to H/pr for all r ≥ 1.
With the claim established, Theorem 3.27 will allow us to replace the two RepµΓ in diagram (26)
by RepµΓ,conv, such that the right vertical functor is then fully faithfulful (by the above claim) and the
bottom horizontal arrow is then an equivalence (by statement (ii) in the main proof in §3.3). So all the
functors in the diagram will be equivalences, as desired.
The remainder of this subsection is therefore devoted to proving Theorem 3.27, through some explicit
but slightly technical calculations. The purpose of the next two lemmas is to explicitly describe E(ν) =
E(ν)/µ as a p-adically complete PD-polynomial algebra.
Let U
(1)
i := W (Ui) ∈ A(1), for i = 1, . . . , d, be the image of Ui ∈ A under W : A
∼=−→ A(1) =
Ainf⊗ϕ,Ainf A, a 7→ a⊗ 1; so the relative Frobenius F : A(1) → A sends U
(1)
i to U
p
i . Since the element
W (τi) = p2(U
(1)
i )−p1(U (1)i ) ∈ A(1)(1) is contained in the kernel of A(1)(1) → R(1), it becomes divisible
by ξ˜ in the prismatic envelope E(1); we set
τ
(1)
i :=
1
ξ˜
(p2(U
(1)
i )− p1(U (1)i )) ∈ E(1),
and let τ
(1)
i ∈ E(1) be its reduction modulo µ.
Lemma 3.28. (i) We have 1n!(τ
(1)
i )
n ∈ E(1) for all integers n ≥ 1 and 1 ≤ i ≤ d.
(ii) Let 1 ≤ λ ≤ ν + 1 be positive integers, and regard E(ν) as an A(1) := A(1)/µ-algebra by the
homomorphism pλ : A
(1) → E(ν). Then E(ν) is isomorphic to the p-adic completion of the PD-
polynomial algebra over A
(1)
in the νd variables pλj(τ
(1)
i ), for 1 ≤ i ≤ d, 1 ≤ j ≤ ν + 1, j 6= λ.
Here pλj : E(1) → E(ν) denotes the cosimplicial structure map induced by the unique increasing
map [1]→ [ν] with image {λ− 1, j − 1}.
Proof. (i) As we commented parenthetically after Remark 3.24, the canonical map E(1)→ D(1) induced
by (24) makes the latter into a finite free module over the former. Since the latter is also p-torsion-free
thanks to Remark 3.12, it suffices to check that the image of (τ
(1)
i )
n in D(1) is divisible by n!. But this
follows from the fact that the image of τ
(1)
i in D(1) is 1p (p2(U i)p − p1(U i)p), which belongs to the pd
ideal Ker(D(1)→ R).
It will be useful to note for the proof of part (ii) that the latter element may be rewritten as
1
p (p2(U i)
p − p1(U i)p) = (p− 1)!τ [p]i +
p−1∑
j=1
1
p
(
p
j
)
p1(U i)
p−jτ ji .
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(ii) Since A
(1)
and E(ν) are classically p-complete and p-torsion free it suffices to prove the claim
after taking the reduction modulo p. Part (i) implies that E(ν) admits a unique PD-structure associated
to the ideal generated by the elements pλj(
1
n!(τ
(1)
i )
n) ∈ E(ν), for 1 ≤ i ≤ d, 1 ≤ λ, j ≤ ν + 1, n ≥ 1;
reducing mod p induces a PD-structure on E(ν)/p.
The proof will proceed by first constructing a certain commutative diagram:
A
(1)
/p

F //
pλ
$$■
■■
■■
■■
■■
A

/p //
pλ
$$❍
❍❍
❍❍
❍❍
❍❍
B
β

A α // E(ν)/p // D(ν)/p
Firstly, let A be the PD-polynomial algebra over A(1)/p in νd variables Vij , where 1 ≤ i ≤ d, 1 ≤ j ≤
ν +1, j 6= λ. There is a PD-homomorphism α : A → E(ν)/p characterised by pλ : A(1)/p→ E(ν)/p and
Vij 7→ pλj(τ (1)i ), and our goal is to prove that α is an isomorphism.
Secondly, let
B := A/p[Tij : 1 ≤ i ≤ d, 1 ≤ j ≤ ν + 1, j 6= λ]/(T pij)
by the polynomial algebra over A
(1)
/p in νd variables Vij , where 1 ≤ i ≤ d, 1 ≤ j ≤ ν+1, j 6= λ, modulo
the relations T pij = 0. The right vertical map β is given by pλ : A

/p→ D(ν)/p and Tij 7→ pλj(τ i).
We consider the composition
A⊗
A
(1)
/p
B α⊗idB−−−−→ E(ν)/p⊗
A
(1)
/p
B −→ D(ν)/p, (27)
where the second map, which is PD-homomorphism, is the canonical one induced by the diagram.
We claim that the second map in (27) is an isomorphism. Indeed, thanks to the e´tale framing
Ainf/p[U1, . . . , Ud] → A/p, we know that A/p is a free A(1)/p-module with basis
∏
1≤i≤d U
ni
i , for
0 ≤ ni < p, and more generally that A(ν)/p is a free A(ν)(1)/p-module with basis
∏
1≤i≤d pλ(U i)
ni ·∏
1≤i≤d,1≤j≤ν+1,j 6=λ pλj(τ i)
mij , for 0 ≤ ni,mij < p. So the claim follows from the isomorphism (24)
modulo (p, µ).
Next we claim that the composition (27) is an isomorphism. Indeed, it is a PD-homomorphism of
B-algebras sending Vij to pλj((p−1)!τ [p]i +
∑p−1
j=1
1
p
(
p
j
)
p1(U i)
p−jτ ji ), by the observation at the end of part
(i); this element can be rewritten as (p− 1)!β(Tij)[p]+β(
∑p−1
i=1
1
p
(
p
j
)
U
p−j
i T
j
ij). The claimed isomorphism
is therefore a special case of Lemma 3.29 below (in the notation of that lemma, we have A = A

/p, B as
in the current proof, C = A⊗
A
(1)
/p
B, and D = D(ν)/p; note that D(ν)/p is indeed the PD-polynomial
algebra over A in the required variables, by the usual description of divided power envelopes in the
smooth case, c.f., Prop. 3.32 and just after Def. 4.1 of [7]).
It therefore follows that α ⊗ idB is an isomorphism; but the base change A(1)/p → B (i.e., the top
horizontal arrow in the diagram) is faithfully flat, so α is also an isomorphism, as desired.
Lemma 3.29. Let A be an Fp-algebra and n ≥ 0. Let B := A[T1, . . . , Tn]/(T p1 , . . . , T pn), let C be the
PD-polynomial algebra over B in n variables V1, . . . , Vn, and let D be the PD-envelope of the projection
B → A (in other words, D is the PD-polynomial algebra over A in variables T1, . . . , Tn).
Given any elements ui ∈ F×p and bi ∈ (T1, . . . , Tn) ⊆ B, for i = 1, . . . , n, then the A-PD-homomorphism
f : C → D defined by
Ti 7→ Ti Vi 7→ uiT [p]i + bi
is an isomorphism.
Proof. We inductively define B-algebras B(s) and A-algebras A(s), for s ≥ −1, by B(−1) := B, A(−1) := A,
B(s) := B(s−1)[V (s)1 , . . . , V (s)n ]/((V (s)i )p; 1 ≤ i ≤ n),
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and
A(s) := A(s−1)[T
(s)
1 , . . . , T
(s)
n ]/((T
(s)
i )
p; 1 ≤ i ≤ n).
Put B(∞) = lim−→s B
(s) and A(∞) = lim−→sA
(s). Then we have an isomorphism of B-algebras B(∞) ∼=−→ C
defined by V
(s)
i 7→ V [p
s]
i and an isomorphism of A-algebras A
(∞)
∼=−→ D defined by T (s)i 7→ T [p
s]
i . Let
g : B(∞) → A(∞) be the homomorphism induced by the map f : C → D via the previous isomorphisms.
Since g(Ti) = T
(0)
i , we see that g induces an isomorphism B(−1)
∼=−→ A(0). By using (T [p]i )[p
s] ∈ F×p ·T [p
s+1]
i ,
we see that g(V
(s)
i ) is of the form vT
(s+1)
i +b for some v ∈ F×p and b ∈ (T (j)i ; 1 ≤ i ≤ n, 0 ≤ j ≤ s) ⊆ A(s).
Hence, by induction on s, one can show that g induces an isomorphism B(s−1) ∼=−→ A(s) for all s ≥ 0. By
taking the inductive limit over s, we see that g is an isomorphism.
Remark 3.30. Lemma 3.28 means that the algebra E(1)/p (resp. E(1)/pn) is an analogue of the Hopf
algebra used by H. Oyama [29] (resp. D. Xu [37]) in his study of Higgs modules (resp. modules with
p-connections) in characteristic p (resp. over Z/pn), improved by adding divided powers with the help of
δ-ring structure.
The following analogue of Lemma 3.21 is proved in exactly the same way, so we omit the details.
(The Γ2-actions are analogous to those in Lemma 3.21: namely Γ2 acts on H ⊗A(1),p∗ν E(1), for ν = 1, 2,
by tensoring the canonical action on E(1) by the action on N given by projection to the νth coordinate
of Γ2.)
Lemma 3.31. Let (H, ε) be an object of Strat(E(•)); recall that ε induces a Γ-action on N , as encoded by
the functor evStrat
A(1)
, so that we may also view H as an object of RepµΓ(A
(1)). Then ε : H⊗A(1),p∗2 E(1)
∼=−→
H ⊗A(1),p∗1 E(1) is Γ2-equivariant.
Similarly to just before Proposition 3.17, it is useful to restrict the Γ2-action on E(1) to Γ = Γ×{1} ⊂
Γ2. This is then a semi-linear Γ-action on E(1), viewed as an A(1)-module via p1, which is the identity
modulo µ (as we commented just after Remark 3.24) and so corresponds to a q-Higgs field (as in the
proof of Corollary 2.26) Θ : E(1) → E(1) ⊗p1,A(1) qΩ1A(1)/A. Its non-logarithmic coordinates are by
definition
Θi : E(1)→ E(1), f 7→ γi(f)− f
p1(U
(1)
i )µ
.
We record the following easy properties of this q-Higgs field on E(1):
Lemma 3.32. For each i = 1, . . . , d, we have:
(i) Θi(τ
(1)
j ) =
{
−1 j = i
0 j 6= i.
(ii) The mod µ induced endomorphism Θi of E(1) is a derivation.
Proof. (i) The Γ-action on E(1) satisfies
γi(p1(U
(1)
j )) =
{
[ε]pp1(U
(1)
j ) i = j
p1(U
(1)
j ) i 6= j
γi(p2(U
(1)
j )) = p2(U
(1)
j )),
whence part (i) follows by a direct calculation.
(ii): This follows at once from the identity Θi(gf) = Θi(g)γ(f) + gΘi(f) for g, f ∈ E(1), as the
Γ-action on E(1) is the identity modulo µ.
Proof of Theorem 3.27. We prove the theorem by an argument similar to the that of statement (i) in
the main proof in §3.3. Let (H, ε) be an object of Strat(E(•)), and put G = H ⊗A(1),p1 E(1) and
G = G/µ. By Lemma 3.31, the stratification ε restricts a map ε|H : H → GΓ×{1}, whose composition
with ∆∗ : GΓ×{1} ⊆ G ∆−→ H is the identity map. The Γ = Γ × {1}-action on the A(1)-module G (via
structure map p1) defines a flat q-Higgs field ΘG : G→ G⊗p1,A(1) qΩ1A(1)/A, whose ith non-logarithmic
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component is by definition ΘG,i =
γi−1
p1(U
(1)
i )µ
. Similarly, the Γ-action on H corresponds to a q-Higgs field
ΘH whose non-logarithmetic components are ΘH,i :=
γi−1
U
(1)
i µ
. Since GΓ×{1} = GΘG=0, we may reduce
ε|H modulo µ to obtain ε|H : H → GΘG=0, whose composition with ∆H : G → H is the identity map;
here ΘG denotes the mod µ reduction of ΘG, and we will use similar notation for the reductions of the
endomorphisms ΘG,i, ΘH,i.
We also let Θi and Θi be the non-logarithmetic components of the q-Higgs fields on E(1) and E(1),
which were studied in Lemma 3.32.
Then ΘG,i(h ⊗ f) = ΘH,i(h) ⊗ γ(f) + h ⊗ Θi(f) for h ∈ H and f ∈ E(1); by taking the reduction
modulo µ we see that ΘG,i(h⊗f) = ΘH,i(h)⊗f+h⊗Θi(f) for h ∈ H and f ∈ E(1). Next, for each h ∈ H ,
Lemma 3.28(ii) implies that ε|H(h) can be written uniquely in the form ε|H(h) =
∑
j1,...,jd≥0
hj(τ
(1))[j],
where hj is a sequence of elements of H satisfying x0 = x and xj → 0 p-adically as |n| → ∞; here we
write (τ (1))[j] =
∏
1≤i≤d(τ
(1)
i )
[ji] for a multi-index j = (j1, . . . , jd). By the above formula for ΘG,i(h⊗ f)
and Lemma 3.32, we obtain
ΘG,i(ε|H(h)) =
∑
j1,...,jd≥0
ΘH,i(hj)⊗ (τ (1))[j] −
∑
j1,...,jd≥0
ji 6=0
xj ⊗ (τ (1))[j−1i], (28)
which is a Higgs analogue of (23).
From the vanishing ΘG,i(ε|H(h)) = 0, for i = 1, . . . , d, we see that hj =
∏
1≤i≤dΘ
ji
H,i
(h). Therefore
ΘH,i is p-adically quasi-nilpotent, as desired.
Remark 3.33. The arguments of §3.2 also work for an object of RepµΓ,conv(A
(1)) and E(1) after some
modifications similar to the proof of Theorem 3.27, and allow us to construct a functor StratE(•) :
RepµΓ,conv(A
(1)) → Strat(E(•)) such that the composition evStrat
A(1)
◦ StratE(•) is the identity. Combined
with Theorem 3.27, this gives another proof of Theorem 3.2 for evA(1) parallel to the proof of Theorem 3.2
for evA given in §3.3.
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4 Connections and admissibility over crystalline
period rings
4.1 q-connections over Acrys and their logarithms as crystals
We begin with a local study of (q-)connections over crystalline period rings. The key point is that suitable
actions by Zdp (or, equivalently, q-connections by Proposition 2.6) over Acrys give rise to connections by
replacing the actions of the generators γi by their logarithms log(γi); this is far from a novel observation,
having appeared previously in [9, §12] and [Colmez–Niziol, §4].
Let R be a p-adic formally smooth O-algebra, and fix a framing  : O〈T±1〉 → R. Let Acrys(R)
be the associated framed crystalline period ring, namely the unique p-adic formally e´tale Acrys〈U±1〉-
algebra lifting the framing map, similarly to §1.1; equivalently, Acrys(R) is the p-adic completion of
Ainf(R)⊗Ainf Acrys (we mention that this p-adic completion is automatically µ and ξ-adically complete;
indeed, each of these elements has divided powers and is therefore nilpotent modulo any power of p).
Observe that the existing Γ-action on Ainf(R) extends to an action by Acrys-algebra automorphisms
on Acrys(R); the Frobenius ϕ on A

inf(R) similarly extends. In short, we have applied the deformation
approach of Remark 2.10 to construct a setting for q-de Rham cohomology
Acrys → Acrys(R) 	 Γ, [ε] ∈ Acrys, U1, . . . , Ud ∈ Acrys(R).
The goal of this subsection is to establish the following theorem, in which some of the notation
remains to be explained:
Theorem 4.1. There exist equivalences of symmetric monoidal categories
RepµΓ(A

crys(R))
∼→ qMIC(Acrys(R)) ∼→ MIC(Acrys(R))
where
qMIC(Acrys(R)) :=

finite projective modules
with flat q-connection over
Acrys(R)
 MIC(Acrys(R)) :=

finite projective modules
with flat connection over
Acrys(R)
 .
The functors are defined below.
Remark 4.2. The first and second functors in the theorem depend on our fixed sequence of p-power
roots of unity defining µ, but the composition does not. Indeed, changing the sequence of p-power roots
has the effect of changing ε ∈ Zp(1) ⊆ O♭× into εa for some a ∈ Z×p , and similarly γi into γai and
t = log([ε]) into at; therefore 1t log(γi) does not change.
However, the three categories do depend on the chosen framing.
Both functors in the theorem preserve the underling module, only changing its additional structure.
The first functor is as in Proposition 2.6 and Corollary 2.7, given by replacing the action of Zdp on M by
the flat q-connection
∇ : N → N ⊗Acrys Ω1Acrys(R)/Acrys , m 7→
d∑
i=1
1
µ
(γi(m)−m)⊗ dlog(Ui).
We now explain the second functor; so let (N,∇) ∈ qMIC(Acrys(R)) and, as in §2.1, write ∇ =∑d
i=1∇logi (−)⊗ dlog(Ui). Then define
∇L :=
d∑
i=1
∇logL,i(−)⊗ dlog(Ui) : N → N ⊗Acrys(R) Ω1Acrys(R)/Acrys
by
∇logL,i :=
1
t
log(1 + µ∇logi ),
where t := log([ε]) ∈ Acrys. We will see in the course of the following proof that ∇L is a well-defined flat
connection.
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Proof of Theorem 4.1. The first equivalence of Theorem 4.1 is a special case of Proposition 2.6, just like
Corollary 2.7. It remains to discuss the second equivalence; to simplify notation, and in anticipation of
the point of view of §4.3, it is helpful to recast it using the first equivalence. Namely we must show that
the “logarithm” functor
L : RepµΓ(Acrys(R))→ MIC(Acrys(R)), N 7→ (N,∇L =
d∑
i=1
∇logL,i(−)⊗ dlog(Ui))
is a well-defined equivalence of categories, where
∇logL,i :=
1
t
log(γi) =
−1
t
∞∑
m=1
(1− γi)m
m
: N → N.
We begin by noting that the ∇logL,i are well-defined endomorphisms of N : indeed,
(γi − 1)m
m
= µ
([ε]− 1)m−1
m!
(m− 1)!
(
γi − 1
µ
)m
,
where ([ε]− 1)m−1/m! tends to 0 p-adically in Acrys, and t and µ differ by a unit of Acrys [9, Lem. 12.2].
We now check that the ∇logL,i satisfy a Leibnitz rule. The logarithm formula for ∇logL,i may be inverted
via the exponential function since tm/m! → 0 p-adically in Acrys as m → ∞: namely γi = exp(t∇logL,i),
and therefore more generally γai = exp(at∇logL,i) for any a ∈ Z. Expanding this we see that
1
a
(γai − 1) = t∇logL,i + a
∞∑
m=2
am−2
tm
m!
(∇logL,i)m : N → N
is well-defined, where the final term is the m-fold iteration of ∇logL,i. This expression shows in particular,
by taking a = pb to be successively larger powers of p, that
lim
b→∞
p−b(γp
b
i − 1)(n) = t∇logi (n)
for all n ∈ N . Evaluating γpbi − 1 at nf , where n ∈ N and f ∈ Acrys(R), we have
(γp
b
i − 1)(nf) = (γp
b
i − 1)(n) · f + γp
b
i (n) · (γp
b
i − 1)(f)
where the final γi refers to the action on A

crys(R); now inverting tp
b and letting b→∞ yields a Leibnitz
rule
∇logL,i(nf) = ∇logL,i(n)f + ndlogi (f)
where dlogi :=
1
t log(γi) : A

crys(R) → Acrys(R) (everything we have said for N holds for the trivial
representation Acrys(R) itself; in particular, d
log
i is well-defined and limb→∞ p
−b(γp
b
i − 1)(f) = tdlogi (f)).
We claim that
∑d
i=1 d
log
i (−) dlog(Ui) : Acrys(R)→ Ω1Acrys(R)/Acrys is the usual universal continuous de
Rham derivative d : Acrys(R)→ Ω1Acrys(R)/Acrys . Since each d
log
i is a continuous Acrys-linear derivation, it
may be written as dlogi = fi ◦ d for some unique continuous Acrys-linear map fi : Ω1Acrys(R)/Acrys → Acrys.
Then fi(dUj) = d
log
i (Uj) = 0 for j 6= i as γi(Uj) = Uj, and on the other hand fi(dUi) = dlogi (Ui) =
t−1
∑∞
m=1
(−1)m
m (γi−1)(Ui) = t−1 log[ε]·Ui = Ui. Hence we have d =
∑
i U
−1
i fi(−)⊗dUi =
∑
i d
log
i (−)⊗
d logUi, as required to prove the claim.
So we have indeed shown that
∇L :=
d∑
i=1
∇logL,i(−)⊗ dlog(Ui) : N → N ⊗Acrys(R) Ω1Acrys(R)/Acrys
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is a well-defined connection on N ; it is flat since the γi, hence also the ∇logi , commute (cf. the standard
argument of Lemma 2.3). That is, we have shown that the functor RepµΓ(A

crys(R)) → MIC(Acrys(R))
is well-defined. We have also shown that the Γ-action can be recovered by the rule γi := exp(t∇logL,i).
So, to show that these two procedures define an equivalence between the desired categories, it remains
only to check that the inverse is well-defined, namely the following: given (N,∇) ∈ MIC(Acrys(R)),
then the endomorphism exp(t∇logi ) of N is γi-semilinear. But the Leibnitz rule implies 1j! (t∇logi )j(nf) =∑
j=j1+j2
1
j1!
(t∇logi )j1 (n) 1j2! (td
log
i )
j2(f) for n ∈ N and f ∈ Acrys(R), whence taking the sum over all
j > 0 obtains exp(t∇logL,i)(nf) = exp(t∇logL,i)(n) exp(tdlogL,i)(f) = exp(t∇logL,i)(n)γi(f) as desired.
Remark 4.3 (Frobenius structures). Theorem 4.1 admits an analogue incorporating Frobenius struc-
tures:
RepµΓ(A

crys(R), ϕ)
∼→ qMIC(Acrys(R), ϕ) ∼→ MIC(Acrys(R), ϕ)
Here the first two categories are obtained by replacing Ainf(R) by A

crys(R) in the analogous categories
of Definition 1.31; on the other hand, MIC(Acrys(R), ϕ) is the more familiar category consisting of pairs
(N,ϕN ), where N ∈ MIC(Acrys(R)) and ϕN : (ϕ∗N)[ 1p ]→ N [ 1p ] is an isomorphism of Acrys(R)-modules
with connection (note that we could replace p by ξ˜ here: they differ by a unit of Acrys [9, Lem. 12.2(iii)]).
These equivalences of the categories with Frobenius structures follows from Theorem 4.1 by similar
arguments as we already used in Theorem 1.32 and Proposition 2.14, so we omit the details. There
are similarly equivalences replacing ϕ by ∃ϕ, where we use the obvious modification of the notation of
Remark 1.33.
Remark 4.4 (p-adic quasi-nilpotence). We will write MICconv(A

crys(R)) ⊆ MIC(Acrys(R)) for the full
subcategory consisting of objects (N,∇) whose connection ∇ is p-adiclly quasi-nilpotent, i.e., for each
n ∈ N there exists m ≫ 0 such that ∇mi (n) ∈ pN for i = 1, . . . , d. For example, by repeating the
argument of Lemma 2.24(iii), one sees that this holds in particular if N may be upgraded to an object
of MIC(Acrys(R), ϕ), i.e., if N ∈ MIC(Acrys(R), ∃ϕ).
We similarly define RepµΓ,conv(A

crys(R)) and qMICconv(A

crys(R)) by asking for p-adic quasi-nilpotence
of the endomorphisms γi−1Uiµ and ∇i respectively. We then claim that the equivalences of Theorem 4.1
restrict to equivalences
RepµΓ,conv(A

crys(R))
∼→ qMICconv(Acrys(R)) ∼→ MICconv(Acrys(R)).
The first equivalence is tautological, while the second paragraph of the proof of Theorem 4.1 shows that
∇L,i ≡ µt γi−1Uiµ mod (
µm−1
m! : m ≥ 2), which shows the second equivalence since a power of the latter ideal
is contained in pAcrys (this follows from the facts that each
µm−1
m! has divided powers, so is p-adically
nilpotent, and that they tend to 0 p-adically as m→∞).
Our next goal is Proposition 4.6, which will reinterpret Theorem 4.1 in terms of crystals. Although
we have already seen one explicit description of the inverse of the functor L (namely, γi = exp(t∇logL,i)),
we will require the following alternative formula:
Proposition 4.5. Let N ∈ Repµ
Zdp
(Acrys(R)), with corresponding connection ∇L as in Theorem 4.1.
Then γi =
∑∞
m=0 µ
[m]Umi ∇mL,i for each i = 1, . . . , d, where ∇L,i = U−1i ∇logL,i are the non-logarithmic
coordinates of the connection ∇L.
Proof. This will follow from the existing description once the following formal identity has been estab-
lished. Let D be the Zp[T,X ]-subalgebra of Qp[T,X ] generated by the elements
1
m!(
Tp−1
p )
m, for m ≥ 1;
let D̂ = lim←−nD/p
nD be its p-adic completion. Then we claim that
∑
m≥0
T [m]
m−1∏
j=0
(X − j) =
∑
m≥0
(log(1 + T ))[m]Xm (29)
in D̂.
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We prove the claim. It is straightforward to show that log(1 + T ) =
∑∞
m=1(−1)m−1 T
n
m converges
in D̂ to an element of T D̂, and that both sides of the desired equality converge in D̂. For m > 0,
let fm be the composition of the inclusion map R →֒ Qp[T,X ] and the projection map Qp[T,X ] →
Qp[T,X ]/(Tm, Xm). Then the image of fm is a finitely generated Zp-module, and therefore fm naturally
extends to a homomorphism f̂m : R̂→ Qp[T,X ]/(Tm, Xm). By taking the inverse limit overm, we obtain
an injective homomorphism f̂ : R̂ →֒ Qp[[T,X ]]. The power series appearing in the definition of log(1+T )
and both sides of the equality in the claim are sent to finite sums by f̂m. Hence it suffices to prove the
claim inQp[[T,X ]] with respect to the (T,X)-adic topology. Put
∏m−1
j=0 (X−j) =
∑m−1
ℓ=0 a
(m)
ℓ X
ℓ. Then we
have (1+T )m( ddT )
m =
∏m−1
j=0 ((1+T )
d
dT −j) =
∑m−1
ℓ=0 a
(m)
ℓ ((1+T )
d
dT )
ℓ. Since (1+T ) ddT ((log(1+T ))
[m]) =
(log(1 + T ))[m−1] for m ≥ 1, we have (1 + T )m( ddT )m(log(1 + T ))[l] =
∑min{m−1,l}
ℓ=0 a
(m)
ℓ (log(1 + T ))
[l−ℓ],
whose value at T = 0 is a
(m)
l if l ≤ m−1 and 0 otherwise. Hence the value of ( ddT )m
∑
l≥0(log(1+T ))
[l]X l
at T = 0 is
∑m−1
l=0 a
(m)
l X
l =
∏m−1
j=0 (X − j).
With the claimed identity established, we may complete the proof of the proposition; fix some i =
1, . . . , d. Since p−1µp−1 has divided powers in Acrys, we may define an action of D on N by declaring that
T acts as multiplication by µ while X acts as the endomorphism ∇logL,i. Since N is p-adically complete
and separated, this action extends to an action of D̂ on N . By considering the action of both sides
of (29) on an element n ∈ N and using Umi ∇i =
∏m−1
j=0 (∇logL,i − j), we obtain
∑∞
m=0 µ
[m]Umi ∇mi (n) =∑∞
m=0 t
[m](∇logL,i)m(n) as desired.
To discuss the crystalline interpretation of Theorem 4.1 we must introduce some standard notation.
For n ≥ 1, we will write Rn = R/pnR, Acrys,n = Acrys/pnAcrys, and Acrys,n(R) = Acrys(R)/pn; we let
Filr Acrys,n, for r ≥ 0, denote the divided power filtration on Acrys,n with respect to Acrys,n → O/pn.
Let CRYS(Rn/Acrys,n) be the big crystalline site of Spec(Rn) over the PD-pair (Acrys,n, pAcrys,n +
Fil1Acrys,n), let ORn/Acrys,n be its structure sheaf, and let CR(Rn/Acrys,n) be the category of crystals of
ORn/Acrys,n -modules locally free of finite type. The homomorphisms Rn+1 → Rn and Acrys,n+1 → Acrys,n
induce the pullback functor i∗n,n+1 : CR(Rn+1/Acrys,n+1)→ CR(Rn/Acrys,n). We define CRYS(R1/Acrys,n)
and CR(R1/Acrys,n) similarly, and the pullback functor i
∗
n : CR(Rn/Acrys,n) → CR(R1/Acrys,n) is an
equivalence [4, Thm. IV.1.4.1].
We define a finite locally free crystal F on R/Acrys to be the following set of data: an object Fn of
CR(Rn/Acrys,n) for each n ≥ 1 and isomorphisms i∗n,n+1Fn+1 ≃→ Fn. A locally free crytal on R1/Acrys
is defined similarly by using CR(R1/Acrys,n). Writing CR(R/Acrys) and CR(R1/Acrys) for the categories
of finite locally free crystals on R/Acrys and on R1/Acrys respectively, the obvious pullback functor
i∗ : CR(R/Acrys)→ CR(R1/Acrys) is again an equivalence of categories.
By [4, Thm. IV.1.6.5] and Lemma 1.9, there is an equivalence of categories
CR(R/Acrys)
∼→ MICconv(Acrys(R)) (30)
obtained by taking the inverse limit of the evaluation of Fn on the objects Spec(Rn) id−→ Spec(Rn) of
CRYS(Rn/Acrys,n), equipped with the natural flat connection.
For an object F = (Fn) of CR(R/Acrys), we also define a finite projective Acrys,n(R)-module
Fn(Acrys(R)) with a semilinear action of Γ to be the evaluation of Fn on the object Spec(Rn) →
Spec(Acrys,n(R)) of CRYS(Rn/Acrys,n), equipped with its natural right action by Γ. Let F(Acrys(R))
denote the inverse limit lim←−n Fn(A

crys(R)), which is a finite projective A

crys(R)-module with a semilinear
action of Γ by Lemma 1.9.
The following proposition shows that the constructions of Theorem 4.1, (30), and the previous para-
graph are compatible:
Proposition 4.6. (i) For F ∈ CR(R/Acrys), the generalised representation F(Acrys(R)) belongs to
RepµΓ,conv(A

crys(R)); denote the resulting functor by
evAcrys(R) : CR(R/Acrys)→ Rep
µ
Γ,conv(A

crys(R)), F 7→ F(Acrys(R)).
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(ii) The following diagram, in which all functors are equivalences, is commutative up to natural iso-
morphism:
CR(R/Acrys)
(30) //
ev
Acrys(R) ((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
MICconv(A

crys(R))
L−1

RepµΓ,conv(A

crys(R))
(where L is the composition of equivalences from Remark 4.4).
Proof. Let F = (Fn)n≥1 be an object of CR(R/Acrys), and let (N,∇) be the object of MICconv(Acrys(R))
corresponding to F by the equivalence of categories (30). By definition we have F(Acrys(R)) = N as
Acrys(R)-modules. By Proposition 4.5 and the equivalences of Remark 4.4, it therefore remains only to
prove that the action of γi on F(Acrys(R)) coincides with that of
∑∞
m=0 µ
[m]Umi ∇mi on N .
Fix n ≥ 1. Any automorphism of the PD-ring Acrys,n(R) over Acrys,n induces an automorphism of
the object Spec(Rn)→ Spec(Acrys,n(R)) of CRYS(Rn/Acrys,n), and the pullback by this latter automor-
phism gives an isomorphism ιf : Fn(Acrys(R)) ⊗Acrys,n(R),f Acrys,n(R)
≃→ Fn(Acrys(R)). For two such
automorphisms f and f ′ inducing the identity on Rn, the composition ι
−1
f ′ ◦ ιf is given by the formula
ι−1f ′ ◦ ιf (x⊗ 1) =
∑
m1,...,md≥0
d∏
i=1
∇mii (x) ⊗
d∏
i=1
(f(Ui)− f ′(Ui))[mi], x ∈ N
(see [35, Rmk. 18(ii)] and the proofs of [7, Thms. 4.12&6.6]).
Applying this formula to the actions of both γi and the identity, we see that the action of γi on
Fn(Acrys(R)) is indeed given by γi(x) =
∑
m≥0 µ
[m]Umi ∇mi (x), as desired.
Remark 4.7 (Frobenius structures). The absolute Frobenius of R1 and ϕ on Acrys induce Frobenius
pullbacks ϕ∗ : CR(R1/Acrys,n)→ CR(R1/Acrys,n) and ϕ∗ : CR(R1/Acrys)→ CR(R1/Acrys). A Frobenius
structure on a finite locally free crystal F on R/Acrys is an isomorphism ϕF : ϕ∗i∗FQ ≃→ i∗FQ in the
category CR(R/Acrys)Q. Let CR(R/Acrys, ϕ) denote the category of finite locally free crystals with
Frobenius.
Suppose that F is equipped with such a Frobenius structure ϕF . Since Fn is a crystal, Fn(Acrys(R))
is isomorphic to the evaluation of i∗nFn on Spec(R1) → Spec(Acrys,n(R)). The Γ-equivariance of ϕ on
Acrys(R) implies that we have a Γ-equivariant and A

crys(R)-linear isomorphism
(ϕ∗i∗nFn)(Spec(R1)→ Spec(Acrys,n(R))) ∼= Fn(Acrys(R))⊗Acrys,n(R),ϕ Acrys,n(R).
Therefore ϕF induces a Γ-equivariant A

crys(R)-linear isomorphism
ϕ∗(F(Acrys(R)))[ 1p ]
≃→ F(Acrys(R))[ 1p ].
Recalling from Remark 4.4 that p-adic quasi-nilpotence is automatic in the presence of a Frobenius
structure, we thus obtain an analogue of Proposition 4.6: namely, there is a well-defined commutative
diagram of equivalences
CR(R/Acrys, ϕ)
∼ //
ev
Acrys(R) ))❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
MIC(Acrys(R), ϕ)
L−1∼

RepµΓ(A

crys(R), ϕ)
(and similarly for the ∃ϕ variants of the categories).
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4.2 Preliminaries on filtrations
In this subsection we first present variants of Theorem 4.1 and Proposition 4.6 in which filtrations are
incorporated; then we discuss the notion of a filtration being “saturated”, which will be required for our
study of associatedness in §4.3.
Definition 4.8. We first define the decreasing filtration Filr Acrys(R), for r ∈ Z, to be the closure of
Filr Acrys · Acrys(R) in Acrys(R) with respect to the p-adic topology.
Let RepµΓ(A

crys(R),Fil), qMIC(A

crys(R),Fil), and MIC(A

crys(R),Fil) denote the categories consisting
of objects N of the respective category without Fil and equipped with a decreasing filtration Filr N , for
r ∈ Z, satisfying the following three conditions:
(F1) Filr N is a p-adically closed submodule of N for each r ∈ Z;
(F2) Filr Acrys(R) Fil
sN ⊂ Filr+sN for all r, s ∈ Z (we will refer to this condition by saying that the
filtration is multiplicative);
(F3) Griffith’s transversality in the following sense:
(a) for the first category (γi − 1)(Filr N) ⊂ µFilr−1N for i = 1, . . . , d and r ∈ Z;
(b) for the second category ∇(FilrN) ⊂ Filr−1N ⊗Acrys(R) qΩ1Acrys(R)/Acrys for r ∈ Z;
(c) for the third category ∇(FilrN) ⊂ Filr−1N ⊗Acrys(R) Ω1Acrys(R)/Acrys for r ∈ Z.
We then have the following filtered version of Theorem 4.1:
Theorem 4.9. The functors of Theorem 4.1 induce equivalences of categories
RepµΓ(A

crys(R),Fil)
∼→ qMIC(Acrys(R),Fil) ∼→ MIC(Acrys(R),Fil).
Proof. The first equivalence is tautological since ∇logi = µ−1(γi − 1). The second equivalence follows
from the formulae (see the second paragraph of the proof of Theorem 4.1):
∇logL,i =
µ
t
∞∑
m=1
(−1)m−1µ
m−1
m!
(m− 1)!(∇logi )m,
∇logi =
t
µ
∞∑
m=1
tm−1
m!
(∇logL,i)m,
where µm−1/m! and tm−1/m! are contained in Film−1Acrys and tend to 0 asm→∞, and µ ∈ tA×crys.
We next add filtrations to Proposition 4.6, beginning by defining filtered crystals.
Definition 4.10. For an object T of CRYS(Rn/Acrys,n), the structure sheaf OT is equipped with de-
creasing filtration defined by FilrOT = 0 for r < 0, and = J [r]T for r ≥ 0 where JT is the PD-ideal of OT .
A filtered crystal on Rn/Acrys,n is a crystal F equipped with a decreasing filtration Filr F , for r ∈ Z,
such that (i) Filr OT Fils FT ⊂ Filr+sFT for all r, s ∈ Z and all objects T of CRYS(Rn/Acrys,n), and
(ii) Filr FT ′ =
∑
s∈Z Fil
sOT ′ · Im(u−1(Filr−sFT )→ FT ′) for all r ∈ Z and all morphisms u : T ′ → T in
CRYS(Rn/Acrys,n).
Let CR(Rn/Acrys,n,Fil) denote the category of filtered crystals F on Rn/Acrys,n such that the un-
derlying crystal is locally free of finite type and Filr FT is a quasi-coherent OT -module for all r ∈ Z
and all objects T of CRYS(Rn/Acrys,n). We have a pullback functor i
∗
n,n+1 : CR(Rn+1/Acrys,n+1,Fil)→
CR(Rn/Acrys,n,Fil) for each n ≥ 1 and, similarly to the case without filtration, we define CR(R/Acrys,Fil)
to be the category of data consisting of objects Fn of CR(Rn/Acrys,n,Fil) and isomorphisms i∗n,n+1Fn+1 ≃→
Fn for n ≥ 1.
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The equivalence of categories (30) refines to an equivalence [35, Thm. 17]
CR(R/Acrys,Fil)
∼→ MICconv(Acrys(R),Fil), (31)
where the target is the full subcategory of MIC(Acrys(R),Fil) consisting of objects with p-adically quasi-
nilpotent connection. We similarly define RepµZp,conv(A

crys(R),Fil), and may now present the filtered
version of Proposition 4.6:
Proposition 4.11. The functor evAcrys(R) of Proposition 4.6(i) upgrades to a filtered version evAcrys(R) :
CR(R/Acrys,Fil) → RepµΓ,conv(Acrys(R),Fil) such that the following diagram of equivalences commutes
up to natural isomorphism:
CR(R/Acrys,Fil)
(31) //
ev
Acrys(R) ))❚❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
MICconv(A

crys(R),Fil)
L−1

RepµΓ,conv(A

crys(R),Fil)
Proof. Given an object F = (Fn) of CR(R/Acrys,Fil), the inverse limit lim←−n Fil
r Fn(Acrys,n(R)) of the
evaluations of Filr Fn on Spec(Rn) → Spec(Acrys,n(R)) defines a decreasing filtration Filr F(Acrys(R))
on F(Acrys(R)). This is a multiplicative filtration by closed submodules; to finish refining F(Acrys(R))
to an object of RepµΓ,conv(A

crys(R),Fil) it remains to check that this filtration on F(Acrys(R)) satisfies
condition (F3)(a) of Definition 4.8.
However, ignoring this question for a moment, it already follows from the compatibility without
filtration, i.e., Proposition 4.6(ii), that the diagram commutes up to natural isomorphism (to make a
precise statement, we should temporarily replace RepµΓ,conv(A

crys(R),Fil) by the larger category where
the filtrations are only required to satisfy conditions (F1) and (F2) of Definition 4.8).
This compatibility means the following in particular: letting ∇ denote the connection on F(Acrys(R))
given by (31), then the Γ-action on F(Acrys(R)) is given by the second formula in the proof of Theorem
4.9, i.e., γi−1µ =
t
µ
∑∞
m=1
tm−1
m! (∇logi )m (where ∇logi are the logarithmic components of the honest con-
nection ∇). But ∇logi (Filr F(Acrys(R))) ⊆ Filr−1F(Acrys(R)) since the functor (31) outputs filtrations
satisfying (F3)(c), and the filtration is p-adically closed, so we easily see that (γi−1)(Filr F(Acrys(R)) ⊆
µFilr−1 F(Acrys(R)) as desired.
Now we turn to saturated filtrations; since we need the definitions and basic properties over various
rings (notably Acrys(R), Acrys(R), and the forthcoming R,OAcrys(R) of §4.3; in all cases the non-zero
divisor f below will be ξ), we work axiomatically when possible.
Definition 4.12. Let A be a ring equipped with a descending, multiplicative, exhaustive (i.e., A =⋃
r∈Z Fil
r A) Z-indexed filtration (a “filtered ring” for short), and f ∈ A a fixed non-zero divisor which
belongs to Fil1A. Given an f -torsion-free A-module N equipped with a Z-indexed filtration, we will be
interested in the following conditions:
(F4) FilrN = {n ∈ N : fn ∈ Filr+1N} for all r ∈ Z (in which case we say that the filtration is
saturated).
(F5) Writing A+ :=
⋃
r∈Z f
−r Filr A ⊆ A[ 1f ], then N+ :=
⋃
r∈Z f
−r FilrN ⊆ N [ 1f ] is finite projective as
an A+-module and generates the A[ 1f ]-module N [
1
f ]. (We will only consider this condition when
the filtration on N is multiplicative, in the sense that Filr AFilsN ⊆ Filr+sN , since otherwise N+
need not even be an A+-module.)
A saturated filtration is completely determined by the submodule N+, in the following sense:
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Lemma 4.13. Let A, f be as in Definition 4.12. Then there is an equivalence of categories
f -torsion-free A-modules
(N,Fil∗N) equipped with
a saturated multiplicative
filtration
 ∼→

pairs (N,N+), where N is an f -
torsion-free A-module and N+ is
an A+-submodule of N [ 1f ]

(N,Fil∗N) 7→ (N,N+ :=
⋃
r∈Z
f−r Filr N)
(N,Filr N := f rN+ ∩N for r ∈ Z) 7 →(N,N+)
Proof. We leave the straightforward verification to the reader.
Remark 4.14. We mention two additional properties of the correspondence of Lemma 4.13:
(i) N+ generates the A[ 1f ]-module N [
1
f ] if and only if the corresponding filtration on N is exhaustive.
In particular, we assumed that the filtration on A itself was exhaustive to ensure that A+[ 1f ] = A[
1
f ].
(ii) Secondly, the correspondence actually holds more generally without the f -torsion-freeness assump-
tion on N , given by (N,Fil∗N) 7→ (N,N+ := ⋃r∈Z f−re(Filr N)) and (N,N+) 7→ (N,Filr N :=
{n ∈ N : e(n) ∈ f rN+}), where e : N → N [ 1ξ ] is the canonical map. Indeed, this correspondence
reduces to the f -torsion-free case by noting that any saturated filtration (which we define as in
Definition 4.12(F4) even in the presence of f -torsion) satisfies
⋂
r∈Z Fil
r N ⊇ ker e.
Definition 4.15 (Saturation). Let A, f be as in Definition 4.12, and let N be an f -torsion-free A-
module equipped with a multiplicative filtration Fil∗N . The saturation of the filtration is the new
filtration Fil∗satN given by setting N
+ :=
⋃
r∈Z f
−r Filr N and then applying the leftwards functor of
Lemma 4.13, i.e., FilrsatN := {n ∈ N : f sn ∈ Filr+sN for some s ∈ Z}.
We will need to know that conditions (F4) and (F5) of Definition 4.12 automatically imply closedness
of the filtration (we remark that, in the following lemma, p-adic closedness could be replaced by J-acic
closedness for any fixed ideal J ⊆ A):
Lemma 4.16. Let A, f be as in Definition 4.12, and assume in addition that the filtration on A itself is
saturated and that Filr A is p-adically closed in A for all r ∈ Z. Let N be a finitely generated f -torsion-
free A-module and N+ a finite projective A+-submodule of N [ 1f ] which generates it as a A[
1
f ]-module.
Then f rN+ ∩N is a p-adically closed submodule of N for each r ∈ Z.
Proof. Since N+ is finite projective we may pick a ≫ 0 and A+-linear maps N+ ι−→ A+a π−→ N+ such
that π ◦ ι = idN+ . Then observe that any given n ∈ N [ 1f ] belongs to f rN+ if and only if ι(n) ∈ f rA+a:
necessity is obvious and sufficiency follows from n = π(ι(n)).
Picking b ≫ 0 such that ι(N) ⊆ f−bAa (as N is finitely generated), it follows that Filr N is the
preimage of f−bAa∩f rA+a = (f−b Filr+bA)a along the map ι : N → f−bAa; since this map is p-adically
continuous and the filtration on A is p-adically closed, we deduce the same for the filtration on N as
desired.
We now specialise to cases of interest to us. Recall the ring R from Remark 1.2, which is equipped
with an action by the geometric fundamental group ∆ = πe´t1 (R[
1
p ]), such that base change along
Ainf(R∞) → Ainf(R) defines an equivalence RepµΓ(Ainf(R∞)) → Repµ∆(Ainf(R)) (and similarly with
Frobenius structures by a simple argument of a similar style to Theorem 1.32).
Definition 4.17. Let MIC(Acrys(R), SatFil) ⊆ MIC(Acrys(R),Fil) denote the full subcategory consisting
of objects N for which the filtration satisfies (in addition to conditions (F1)–(F3) of Definition 4.8)
conditions (F4) and (F5) of Definition 4.8 with A = Acrys(R), f = ξ.
Similarly, let Repµ∆(Acrys(R), SatFil) denote the category consisting of objects M of Rep
µ
∆(Acrys(R))
equipped with a decreasing, p-adically closed, multiplicative, Z-indexed filtration satisfying conditions
(F4) and (F4) of Definition 4.8 (with A = Acrys(R), f = ξ), i.e., we just drop the Griffiths transversality
condition, which does not make sense over non-framed period rings.
Variants of these categories with Frobenius structures are defined in the obvious way, with no com-
patibility required between the filtration and Frobenius.
72
Matthew Morrow and Takeshi Tsuji
We next explain several constructions of filtrations which will appear in our study of generalised
representations and associatedness. To summarise, the remaining lemmas of the subsection will build a
commutative diagram:
RepµΓ(A

inf(R), ϕ)
−⊗
A
inf
(R)
Acrys(R)
Lemma 4.19
//
≃
−⊗
A
inf
(R)
Ainf(R)

RepµΓ(A

crys(R), SatFil, ϕ)
−⊗
Acrys(R)
Acrys(R)Lemma 4.20

Repµ∆(Ainf(R), ϕ)
−⊗Ainf(R)
Acrys(R)
Lemma 4.18 // Repµ∆(Acrys(R), SatFil, ϕ)
(32)
First we convert a Frobenius structure over Ainf into a filtration:
Lemma 4.18. GivenM ∈ Repµ∆(Ainf(R), ϕ), equipM⊗Ainf(R)Acrys(R) with the saturated filtration asso-
ciated (via Lemma 4.13) to the Acrys(R)
+-module ϕ−1M (M)⊗Ainf(R)Acrys(R)
+, where ϕM :M [
1
ξ ]
≃→M [ 1
ξ˜
]
is the Frobenius structure map of M . Then this filtration is p-adically closed, multiplicative, and satisfies
conditions (F4) and (F5) of Definition 4.12, i.e., M ⊗Ainf(R) Acrys(R) ∈ Rep
µ
∆(Acrys(R), SatFil, ϕ).
Proof. The Ainf(R)-module M
+ := ϕ−1M (M) is finite projective since the Frobenius is an automorphism
of Ainf(R), whence M
+⊗Ainf(R)Acrys(R)
+ is a submodule ofM ⊗Ainf(R)Acrys(R)[
1
ξ ] and so Lemma 4.13
may indeed be applied to produce a filtration onM⊗Ainf(R)Acrys(R). This filtration is multiplicative and
saturated by Lemma 4.13, p-adically closed by Lemma 4.16, and satisfies (F5) sinceM+ is finite projective
and generates M [ 1ξ ] as an Ainf(R)[
1
ξ ]-module (as we may check this after applying the isomorphism
ϕM ).
The fact that the analogous process works in the framed context is more subtle:
Lemma 4.19. Given N ∈ RepµΓ(Ainf(R), ϕ), equip N⊗Ainf(R)A

crys(R) with the saturated filtration asso-
ciated (via Lemma 4.13) to the Acrys(R)
+-module ϕ−1N (N)⊗Ainf(R) A

crys(R)
+, where ϕN : N [
1
ξ ]→ N [ 1ξ˜ ]
is the Frobenius structure map of N . Then this filtration satisfies conditions (F1)–(F5) of Definitions
4.8 and 4.12, i.e., N ⊗A
inf
(R) A

crys(R) ∈ RepµΓ(Acrys(R), SatFil, ϕ).
Proof. Write N+ := ϕ−1N (N) for the A

inf(R)-submodule of N [
1
ξ ] defining the filtration. We claim that
N+ is finite projective and that ϕN restricts to an isomorphism N
+ ⊗A
inf
(R),ϕ A

inf(R)
ϕN−−→ N ; these
will both follow from our q-Simpson correspondence as follows. Bearing in mind that the map W (as
in the beginning of §2.3) is an isomorphism in the current context, and ignoring Γ-actions, Corollary
2.26 implies that there exists a finite projective Ainf(R)-module H , equipped with a Frobenius structure
ϕH : H ⊗A
inf
(R),ϕ A

inf(R)[
1
ξ ]
≃→ H [ 1ξ ] and an identification H ⊗Ainf(R),ϕ A

inf(R) = N compatible with
Frobenii. So the Ainf(R)-submodule ϕ
−1
H (H) of H ⊗Ainf(R),ϕ A

inf(R)[
1
ξ ] = N [
1
ξ ] is contained in N
+, and
the isomorphism ϕN : N ⊗A
inf
(R),ϕ A

inf(R)[
1
ξ˜
]
≃→ N [ 1
ξ˜
] carries the submodule ϕ−1H (H)⊗Ainf(R),ϕ A

inf(R)
isomorphically to N , and carries the larger submodule N+ ⊗A
inf
(R),ϕ A

inf(R) into N . So necessarily
N+ = ϕ−1H (H), which proves our claims.
The claim also implies that N+ generates the Ainf(R)[
1
ξ ]-module N [
1
ξ ], as we may check this after
base changing along the finite flat Frobenius endomorphism of Ainf(R).
So the saturated filtration associated to N+⊗A
inf
(R) A

crys(R)
+ satisfies conditions (F2) and (F4) by
Lemma 4.13, condition (F5) by the previous paragraphs, and therefore condition (F1) by Lemma 4.16.
Finally, note that N+ is stable under the Γ-action and that Γ acts as the identity on N+/ϕ−1(µ)
(either using N+ = H and Corollary 2.26, or just because it acts as the identity on the target of the
isomorphism ϕN : N
+/ϕ−1(µ)⊗A
inf
(R)/ϕ−1(µ),ϕ A

inf(R)/µ
≃→ N/µ). Using this triviality of the Γ-action
on N+, the Griffiths transversality condition (F3)(a) easily follows.
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We define the vertical base change functor − ⊗Acrys(R) Acrys(R) in the diagram (32) by equipped
N ⊗Acrys(R) Acrys(R) with the saturation of the p-adic closure of the product filtration. By applying
the following lemma to Acrys(R)→ Acrys(R) we see that this really does produce a well-defined functor
between the categories indicated in (32).
Lemma 4.20. Let A→ A′ be a map of exhaustive filtered rings, and f ∈ Fil1 A a non-zero-divisor whose
image (still denoted by f) in A′ is also a non-zero-divisor; assume that the filtration on A′ is saturated
and p-adically closed. Let N be an A-module equipped with a multiplicative filtration satisfying condition
(F5), and equip N ⊗A A′ with the p-adic closure of the product filtration. Then
(i) the canonical map N+ ⊗A+ A′+ → (N ⊗A A′)+ is an isomorphism;
(ii) the saturation of the filtration on N⊗AA′ is p-adically closed, multiplicative, and satisfies condition
(F5).
Proof. Condition (F5) clearly follows from part (i) since N+ is assumed to be a finitely generated
projective A+-module; but then p-adically closedness of the saturation will follow from Lemma 4.16. So
it remains only need to prove part (i).
Write M := N ⊗A A′ for simplicity; let Fil∗preM denote the product filtration on M , and Fil∗M
its p-adic closure (which is our default, not necessarily saturated filtration on any base change); let
Fil∗sat-preM and Fil
∗
satM be their respective saturations. So for each r ∈ Z we have the following obvious
inclusions:
FilrpreM ⊆⊆
Filrsat-preM⊆
FilrM ⊆ FilrsatM
For ? ∈ {pre, ∅, sat-pre, sat} let M+? :=
⋃
r∈Z ξ
−r Filr?M , noting that M
+ = M+sat and M
+
pre = M
+
sat-pre
by the definition of saturation. Using that N+ is a finite projective A+-module, the identification N ⊗A
A′[ 1f ] =M [
1
f ] is easily seen to restrict to an identification N
+⊗A+ A′+ =M+pre, whence M+pre =M+sat-pre
is a finite projective A′+-module. Therefore Lemma 4.16 implies that the filtration Fil∗sat-pre is p-adically
closed, whence FilrM ⊆ Filrsat-preM for each r ∈ Z and so M+ ⊆M+sat-pre. The converse inclusion being
clear, we deduce that M+ =M+sat-pre; since we have already shown that N
+⊗A+ A′+ =M+pre =M+sat-pre,
this completes the proof.
Finally, we will need the compatibility of the previous constructions:
Lemma 4.21. Diagram (32) commutes.
Proof. Of course the commutativity of the diagram is clear if we forget about filtration; we must show
that the two possible compositions for constructing a filtration are the same. Let N ∈ RepµΓ(Ainf(R), ϕ)
and let M be its image under the left vertical functor. Let N+ be the Ainf(R)-submodule of N [
1
ξ ]
appearing in the construction of Lemma 4.19, and similarly M+ the Ainf(R)-submodule of M [
1
ξ ] appear
in Lemma 4.18.
By construction the filtration onN⊗A
inf
(R)A

crys(R) is the saturated filtration induced byN
+⊗A
inf
(R)
Acrys(R)
+; then applying the right vertical functor, it follows from the proof of Lemma 4.20 that the
composite functor //

equips N⊗A
inf
(R)Acrys(R) with the saturated filtration induced by the Acrys(R)
+-
module N+⊗A
inf
(R)Acrys(R)
+. So we must show that N+⊗A
inf
(R)Acrys(R)
+ =M+⊗Ainf(R)Acrys(R)
+
as submodules of N ⊗A
inf
(R) Acrys(R)[
1
ξ ] =M ⊗Ainf(R) Acrys(R)[
1
ξ ].
Base changing the isomorphism N+ ⊗A
inf
(R),ϕ A

inf(R)
ϕN−−→ N (see the proof of Lemma 4.19) along
the maps Ainf(R) → Ainf(R) → Ainf(R)[ 1ξ ] shows that the isomorphism M ⊗Ainf(R),ϕ Ainf(R)[
1
ξ ]
ϕM−−→
M [ 1ξ ] restricts to an isomorphism (N
+ ⊗A
inf
(R) Ainf(R)) ⊗Ainf(R),ϕ Ainf(R)
ϕM−−→ M . This being the
characterising property of the submodule M+ we have shown than N+⊗A
inf
(R)Ainf(R) =M
+, which is
stronger than the desired identification.
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4.3 Filtered F-crystals and Galois representations
We are now prepared to study filtered F -crystals in terms of small generalised representations over
Acrys(R), independently of any framing. In particular, we will show in Theorem 4.24 that at most one
F-crystal in CR(R/Acrys) is “associated” to any generalised representation in Rep
µ
∆(Acrys(R)); the proof
requires the development of admissibility with respect to a suitable period ring with connection. In
the presence of filtrations, when the generalised representation comes from Repµ∆(Ainf(R), ϕ) we show
moreover in Theorem 4.30 that the associated geometric Galois representation may be recovered up to
isogeny from the filtered F-crystal.
We begin by formulating the notion of associatedness. Given an object F = (Fn) of CR(R/Acrys), the
inverse limit of the evaluations of Fn on Spec(R/pn)→ Spec(Acrys(R)/pn) gives (similarly to F(Acrys(R))
from §4.1) a finite projective Acrys(R)-module equipped with a semilinear action of ∆. There is a
canonical isomorphism F(Acrys(R)) ⊗Acrys(R) Acrys(R)
≃→ F(Acrys(R)), whence Proposition 4.6 implies
that F(Acrys(R)) belongs to RepµΓ(Acrys(R)) and we obtain the commutative diagram
CR(R/Acrys)
ev
Acrys(R) //
evAcrys(R) ))❚❚❚
❚❚❚
❚❚❚
❚❚
❚❚❚
❚
RepµΓ(A

crys(R))
−⊗
Acrys(R)
Acrys(R)

Repµ∆(Acrys(R))
(33)
where evAcrys(R) is defined by F 7→ F(Acrys(R)).
We have obvious variants with ∃ϕ, ϕ, or Fil added, where Repµ∆(Acrys(R),Fil) is defined in the
same way as RepµΓ(A

crys(R),Fil) in Definition 4.8 but with the condition (iii) omitted; the functor
− ⊗Acrys(R) Acrys(R) in the filtered case is defined by setting Fil
r(N ⊗Acrys(R) Acrys(R)), for r ∈ Z and
N ∈ RepµΓ(Acrys(R)), to be the p-adic closure of the product filtration.
Remark 4.22 (Variant with saturated filtrations). We explain a variant of (33) with SatFil. Firstly,
define CR(R/Acrys, SatFil) to be the full subcategory of CR(R/Acrys,Fil) of objects whose image un-
der the equivalence (31) belongs to MICconv(A

crys(R), SatFil); note that this does not depend on the
chosen framing since (31) and our filtration conditions (F1)–(F5) only depend on Acrys(R) as a for-
mally smooth lifting of R over Acrys, which is unique up to isomorphism (see also just after (36), where
MICconv(A

crys(R), SatFil) is defined without any reference to a framing).
The equivalence L−1 of Proposition 4.11 preserves the underlying module and filtration, so clearly
restricts to an equivalence L−1 : MICconv(Acrys(R), SatFil) ∼→ RepµΓ,conv(Acrys(R), SatFil). Composing
with the equivalence of the previous paragraph (and forgetting any quasinilpotence condition), this
defines
evAcrys(R) : CR(R/Acrys, SatFil) −→ Rep
µ
Γ(A

crys(R), SatFil).
Next, given N ∈ RepµΓ(Acrys(R), SatFil), we equip M := N ⊗Acrys(R) Acrys(R) with the satura-
tion Fil∗satM of the p-adic closure of the product filtration; Lemma 4.20 shows that (M,Fil
∗
satM) ∈
Repµ∆(Acrys(R), SatFil), and thus we define the vertical base change functor in the diagram
CR(R/Acrys, SatFil)
ev
Acrys(R) //
evAcrys(R) ++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
RepµΓ(A

crys(R), SatFil)
−⊗
Acrys(R)
Acrys(R)

Repµ∆(Acrys(R), SatFil)
(34)
The diagonal arrow is defined by saturating the filtration on F(Acrys(R)) = F(Acrys(R)) ⊗Acrys(R))
Acrys(R) induced by the filtration on F , so that the diagram commutes and refines (33).
We may now define associatedness:
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Definition 4.23. Analogously to [17, §Vf], we say that a crystal F in CR(R/Acrys) is associated to an
object M of Repµ∆(Ainf(R)) when there exists an isomorphism evAcrys(R)(F) ∼= M ⊗Ainf(R) Acrys(R) in
Repµ∆(Acrys(R)). Similarly with Frobenius structures.
In the presence of filtrations, we say that a filtered crystal with Frobenius F ∈ CR(R/Acrys, SatFil, ϕ)
is associated to an object M of Repµ∆(Ainf(R), ϕ) if there exists an isomorphism evAcrys(R)(F) ∼=
M ⊗Ainf(R) Acrys(R) in Rep
µ
∆(Acrys(R), SatFil, ϕ). Here the filtration on evAcrys(R)(F) is defined as
in Remark 4.22 and the filtration on M ⊗Ainf(R) Acrys(R) is defined as in Lemma 4.18.
The main goal of this section is the following analogue of [17, Lem. 5.5(iii)], implying that such an F is
uniquely (up to canonical isomorphism) determined by M and the chosen isomorphism evAcrys(R)(F) ∼=
M ⊗Ainf(R) Acrys(R):
Theorem 4.24. The functor evAcrys(R) : CR(R/Acrys)→ Rep
µ
∆(Acrys(R)) is fully faithful; similarly for
its variant with ϕ or SatFil added.
We may more easily establish the following result about the essential image of the functor, affirming
that all relative Breuil–Kisin–Fargues modules are “crystalline”. We mention that we must state this
essential image claim using ∃ϕ variants of categories, as we know of no other way to impose a quasi-
nilpotence condition on generalised representations in Repµ∆(Acrys(R)) independently of the choice of
framing.
Theorem 4.25. The essential image of the functor evAcrys(R) : CR(R/Acrys, ∃ϕ)→ Rep
µ
∆(Acrys(R), ∃ϕ)
contains M ⊗Ainf(R) Acrys(R) for all M ∈ Rep
µ
∆(Ainf(R), ∃ϕ); similarly for its variant with ∃ϕ replaced
by ϕ or by SatFil, ϕ (in the latter case equipping M ⊗Ainf(R)Acrys(R) with the filtration of Lemma 4.18).
Proof. Extension of scalars give the following commutative diagram
RepµΓ(A

inf(R))
//
∼

RepµΓ(A

crys(R))

Repµ∆(Ainf(R))
// Repµ∆(Acrys(R)),
(35)
where the left vertical equivalence is Remark 1.2 and Theorem 1.13; similarly its variants with ∃ϕ or ϕ
added. With ∃ϕ or ϕ, the functor evAcrys(R) is an equivalence of categories by Remark 4.7 and (33),
whence the essential image claim follows at once.
It remain to treat the variant for SatFil, ϕ. In that case we replace (35) with (32) and argue in the
same way: indeed, just as in the previous paragraph, the top horizontal arrow of (34) is an equivalence
if we add Frobenius structures to ensure quasi-nilpotence, and so the essential image claim follows in the
same way.
The proof of Theorem 4.24 will be based on a study of admissibility with respect to a suitable period
ring with connection. Let R be a p-adic formally smooth Acrys-algebra lifting R, i.e., R⊗AcrysO = R; we
also choose and fix a lifting ϕ : R→ R of the absolute Frobenius of R/p compatible with the Frobenius
ϕ of Acrys. (For example, we could take R = Acrys(R) equipped with its usual Frobenius, but we wish
to stress that the framing is not required for what follows.) We define a filtration FilrR to be the
p-adic closure of Filr Acrys · R, for r ∈ Z; this is a separated filtration on R whose graded pieces are
p-torsion-free.10 Similarly to (30), there is an equivalence of categories
CR(R/Acrys)
∼→ MICconv(R) (36)
10Proof: The flatness of Acrys/pn →R/pn implies that Filr Acrys/pn⊗Acrys/pn R/p
n ≃→ (Filr Acrys/pn)R/pn, whence
grrR is isomorphic to grr Acrys⊗̂OR = gr
r Acrys ⊗O R, which is indeed p-torsion-free. To prove the separatedness it is
then enough to check that
⋂
r≥0 Fil
rR ⊆ pR, or even that
⋂
r≥0 Fil
r R/p = 0 in R/p; but Acrys/p is a split nilpotent
extension of a field, whence the smooth Acrys/p-algebraR/p is necessarily free as a module and so the desired separatedness
reduces to the fact that
⋂
r≥0 Fil
r Acrys/p = 0 in Acrys/p.
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and similarly its variants with ∃ϕ, ϕ and/or Fil or SatFil added. Here we define the categories MIC(R, ϕ)
and MIC(R,Fil) in the same way as Remark 4.3 and Definition 4.8, and we define MIC(R, SatFil) ⊆
MIC(R,Fil) by adding the extra conditions (F4) and (F5) of Definition 4.12 (with respect to A = R and
f = ξ). As at the start of Remark 4.22, the full subcategory CR(R/Acrys, SatFil) ⊆ CR(R/Acrys,Fil) is
defined independently ofR so that the filtered version of (36) restricts to an equivalence CR(R, SatFil) ∼→
MICconv(R, SatFil).
The key to Theorem 4.24 will be to show that the composition
MICconv(R)
(36)≃ CR(R/Acrys)
evAcrys(R)−−−−−−−→ Repµ∆(Acrys(R)) (37)
is fully faithful. This will requires an alternative description of this composition in terms of the following
period ring with flat connection from relative p-adic Hodge theory (c.f., [13]):
Definition 4.26. (i) Let OAcrys(R) be the p-adic completion of the divided power envelope of
Acrys(R)⊗Acrys R −→ R/p
compatible with the divided power structure on pAcrys + Fil
1Acrys, and write p1 : Acrys(R) →
OAcrys(R) and p2 : R → OAcrys(R) for the resulting structure maps of Acrys-algebras.
(ii) (Connection) By applying the construction in the last paragraph of [5, IV §1.3] to Spec(R/p) →֒
Spec(Acrys(R)⊗Acrys R/pn)→ Spec(Acrys(R)/pn), we obtain an Acrys(R)-linear derivation
∇OA : OAcrys(R)→ OAcrys(R) ⊗R Ω1R/Acrys
compatible with the universal continuous Acrys-derivation d : R → Ω1R/Acrys . This is also a flat
connection on the right R-module OAcrys(R).
(iii) (∆-action) The ∆-action on R extends to an action on OAcrys(R) which is left Acrys(R)-semilinear,
right R-linear, and commutes with ∇OA.
(iv) (Frobenius) The endomorphism ϕ on Acrys(R) and R induce an endomorphism on OAcrys(R),
which is denoted by ϕOA. It is ∆-equivariant and compatible with ∇OA.
(v) (Filtration) The ringOAcrys(R) is isomorphic to the inverse limit of the PD-envelopes ofAcrys(R)⊗Acrys
R/pn → R/pn compatible with the PD-structure on pAcrys,n + Fil1Acrys,n. We define a decreas-
ing filtration FilrOAcrys(R) on OAcrys(R) to be the inverse limit of the rth divided power of the
PD-ideal of the PD-envelope for each n ≥ 1. It is ∆-stable and satisfies Griffiths transversality
∇OA(Filr OAcrys(R)) ⊆ Filr−1OAcrys(R)⊗R Ω1R/Acrys for r ∈ Z.
Let D be an object of MICconv(R). The product of the flat connections on D and OAcrys(R) defines
a flat connection on the right R-module D⊗R,p2 OAcrys(R), which is compatible with ∆-actions. So we
may define a Acrys(R)-module Mcrys(D) equipped with a semilinear ∆-action by
Mcrys(D) = (D ⊗R,p2 OAcrys(R))∇=0.
The inclusion map Mcrys(D)→ D ⊗R,p2 OAcrys(R) induces the counit map of OAcrys(R)-modules
Mcrys(D)⊗Acrys(R),p1 OAcrys(R)→ D ⊗R,p2 OAcrys(R)
compatible with ∆-action (diagonally on the domain; id⊗∆ on the codomain), and connections (id⊗∇OA
on the domain; tensor product connection on the codomain). We say that D is admissible if this counit
map is an isomorphism.
Remark 4.27 (Variants of Mcrys(D) with Frobenius and filtration). If D is equipped with a Frobenius
structure ϕD, then ϕD ⊗ ϕOA is an endomorphism of D ⊗R,p2 OAcrys(R)[ 1p ] semilinear with respect to
ϕOA. This restricts to an endomorphism of Mcrys(D)[
1
p ], which is clearly semilinear with respect to the
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Frobenius on Acrys(R); that fact that it defines a Frobenius structure on the generalised representation
Mcrys(D) will follow from the Frobenius variant of Proposition 4.28(ii).
If D is equipped with a filtration, i.e., belongs to MIC(R,Fil), then we define a ∆-stable decreasing
filtration onD⊗R,p2OAcrys(R) as the p-adic closure of the product filtration, and then we equipMcrys(D)
with the induced submodule filtration. The counit map is compatible with the p-adic closures of the
product filtrations on each side, and we say that D is admissible in this context if the counit is a filtered
isomorphism.
In the case of SatFil, we instead equip D ⊗R,p2 OAcrys(R) with the saturation of the p-adic closure
of the product filtration.
Proposition 4.28. (i) For any D ∈ MICconv(R), the generalised representation Mcrys(D) belongs to
Repµ∆(Acrys(R)).
(ii) The composition (37) is naturally isomorphic to Mcrys.
(iii) Every object of MICconv(R) is admissible.
The obvious analogues of (i)–(iii) with ϕ or/and Fil also hold.
Proof. For each n ≥ 1 we write Rn = R/pn, Acrys,n(R) = Acrys(R)/pn, Rn = R/pn, and OAcrys,n(R) =
OAcrys(R)/pn. Let CRYS(Rn/Acrys,n(R)) be the big crystalline site of Spec(Rn) over the PD-pair
(Acrys,n(R), pAcrys,n(R) + Fil
1 Acrys,n(R)). For D an object of MICconv(R) set Dn = D/pn endowed
with the induced flat connection, and let Fn be the object of CR(Rn/Acrys,n) associated to Dn; let
Fn be the pullback of Fn to CRYS(Rn/Acrys,n(R)), along the morphism Rn → Rn lying over the
PD-morphism Acrys,n → Acrys,n(R).
Let Fn(OAcrys(R)) be the evaluation of the crystal Fn on Spec(OAcrys,n(R)), which we view as
the PD-envelope of the closed immersion Spec(Rn) →֒ Spec(Acrys,n(R) ⊗Acrys,n Rn) compatible with
the PD-structure on the base Acrys,n(R). Since Acrys,n(R) ⊗Acrys,n Rn is a smooth Acrys,n(R)-algebra,
Fn(OAcrys(R)) is equipped with a natural flat connection overAcrys,n(R). By comparing the construction
of the connections on Fn(R) = Dn and Fn(OAcrys(R)) via stratifications, we see that the canonical
isomorphism Dn ⊗Rn OAcrys,n(R) ≃→ Fn(OAcrys(R)) is compatible with connections, where the domain
is equipped with the product connection. (Moreover, this is a filtered isomorphism if D is an object of
MICconv(R,Fil).) Since Fn(Acrys(R)) is isomorphic to the global sections of Fn, the description of the
global sections of a crystal in terms of the corresponding module with connection gives us isomorphisms
of Acrys(R)-modules
αn : Fn(Acrys(R)) ≃→ Fn(OAcrys(R))∇=0 ∼= (Dn ⊗Rn OAcrys,n(R))∇=0.
By looking at the behaviour of the isomorphisms appearing in αn under the pullback by the action of an
element of ∆ on Rn and Acrys,n(R), we see that they are ∆-equivariant. Taking the limit over n proves
that evAcrys(R)(F) is isomorphic as a generalised representation to Mcrys(D), thereby proving both (ii)
and (i) since we already know that the former lies in Repµ∆(Acrys(R)).
We may also regard Fn(Acrys(R)) as the sections of Fn on Spec(Acrys,n(R)), and then the first
isomorphism is induced by pullback along the morphism p1 : Spec(OAcrys,n(R)) → Spec(Acrys,n(R)) in
CRYS(Rn/Acrys,n(R)). Since Fn is a quasi-coherent crystal, this implies that αn induces an isomorphism
βn : Fn(Acrys(R))⊗Acrys,n(R),p1 OAcrys,n(R)
≃→ Dn ⊗Rn OAcrys,n(R),
thereby proving (iii).
It remains to discuss Frobenius structures and filtrations. Firstly, if D is an object of MIC(R, ϕ) then,
replacing Rn and Rn by R1 and R1, and Fn and Fn by their pullbacks to Spec(R1) and Spec(R1), we see
that the isomorphisms αn and βn are compatible with the Frobenius structures on (Fn(Acrys(R)))n and
(Dn)n.) Secondly, suppose thatD is an object of MICconv(R,Fil). Then βn is a filtered isomorphism with
respect to the product filtrations, and so to prove all claims with filtration it remains only to show that
αn is a filtered isomorphism. This reduces to verifying that the filtration on Fn(Acrys(R)) is induced
by the product filtration on Fn(Acrys(R)) ⊗Acrys,n(R) OAcrys,n(R). That is, given a ∈ Fn(Acrys(R))
such that its image a ⊗ 1 in Fn(Acrys(R)) ⊗Acrys,n(R) OAcrys,n(R) lies in Filr of the latter, we must
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show that a ∈ Filr Fn(Acrys(R)). But, as in the first paragraph of the proof of Lemma 4.32 below, a
choice of lifts of the variables allows us to define a morphism of PD-algebras (so compatible with the
filtrations) OAcrys,n(R) → Acrys,n(R); this in turn induces a section, compatible with filtrations, of the
map Fn(Acrys(R))→ Fn(Acrys(R))⊗Acrys,n(R) OAcrys,n(R) and so proves the claim.
To prove Theorem 4.24 we finally require the following:
Proposition 4.29. The structure map p2 : R → OAcrys(R)∆ is a filtered isomorphism.
Proof. We postpone the proof of this result to §4.4.
Proof of Theorem 4.24. Without filtrations, it suffices by Proposition 4.28(ii) to prove that Mcrys is fully
faithful. Let D be an object of MICconv(R). By Proposition 4.28(iii), the counit map
Mcrys(D)⊗Acrys(R),p1 OAcrys(R)→ D ⊗R,p2 OAcrys(R) (38)
is an isomorphism. By taking ∆-invariants and using Lemma 4.29, we obtain an isomorphism of R-
modules with flat connection
(Mcrys(D)⊗Acrys(R),p1 OAcrys(R))∆
≃→ D,
which completes the proof. Moreover, this isomorphism is compatible with Frobenii if D is equipped
with one.
It remains to treat filtrations. LettingD ∈MICconv(R, SatFil), we will first show that the filtration on
D can be recovered fromMcrys(D) with its saturated filtration. LetMcrys(D)+ :=
⋃
r∈Z ξ
−r FilrMcrys(D) ⊆
Mcrys(D)[ 1ξ ] be the Acrys(R)
+ =
⋃
r∈Z ξ
−r Filr Acrys(R)-module corresponding to the filtration onMcrys(D)+;
following Lemma 4.13 and Definition 4.15 we will freely use such notation for other filtrations, even if they
are not necessarily saturated. Lemma 4.20(i) along p1 : Acrys(R) → OAcrys(R) shows that the canoni-
cal map Mcrys(D)+ ⊗Acrys(R)+,p1 OAcrys(R)+ → (Mcrys(D)⊗Acrys(R),p1 OAcrys(R))+ is an isomorphism,
where the target is defined using the p-adic closure of the product filtration on Mcrys(D) ⊗Acrys(R),p1
OAcrys(R) (here and below, the product filtration on Mcrys(D) ⊗Acrys(R),p1 OAcrys(R) is induced via
Fil∗Mcrys(D), not Fil
∗
satMcrys(D)).
Next, the filtered version of Proposition 4.28 states that the counit map (38) is a filtered isomorphism,
having equipped both sides with the p-adic closures of product filtrations. This induces an isomorphism
(Mcrys(D)⊗Acrys(R),p1 OAcrys(R))+
≃→ (D ⊗R,p2 OAcrys(R))+.
Finally, using Lemma 4.20(i) again, this time to base change along p2 : R → OAcrys(R), we deduce
that D+ ⊗R+,p2 OAcrys(R)+ → (D ⊗R+,p2 OAcrys(R))+ is an isomorphism, where the target is defined
using the p-adic closure of the product filtration D ⊗R OAcrys(R).
Assembling the isomorphism yields a natural isomorphism of finite projective OAcrys(R)+-modules
D+ ⊗R+,p2 OAcrys(R)+ ∼=Mcrys(D)+ ⊗Acrys(R)+,p1 OAcrys(R)+,
compatible with ∆-action. Since D+ is a finite projective R+-module and (OAcrys(R)+)∆ = (R+)∆ by
Proposition 4.29, taking ∆ invariants gives a natural isomorphism of R+-modules
D+ ∼= (Mcrys(D)+ ⊗Acrys(R)+,p1 OAcrys(R)+)∆.
Since the filtration on D is saturated by hypothesis, it is determined by D+ as in Lemma 4.13, so the
previous isomorphism completes the proof of our claim that the filtration on D can be recovered from
(Mcrys(D),Fil
∗
satMcrys(D)).
We may now complete the proof that evAcrys(R) : CR(R/Acrys, SatFil) → Rep
µ
∆(Acrys(R), SatFil) is
fully faithful; recall from Remark 4.22 that this functor is defined by applying evAcrys(R) : CR(R/Acrys,Fil)→
Repµ∆(Acrys(R),Fil) and then saturating the resulting filtration. Therefore Proposition 4.28 for not nec-
essarily saturated filtrations immediately implies the following analogue for saturated filtrations: the
composition
MICconv(R, SatFil) ≃ CR(R/Acrys, SatFil)
evAcrys(R)−−−−−−−→ Repµ∆(Acrys(R), SatFil)
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is naturally isomorphic to D 7→ (Mcrys(D),Fil∗satMcrys). But this is indeed fully faithful as desired, since
we showed in the first part of the proof that it is fully faithful without filtrations, and in the second part
of the proof that the filtration on D may be recovered from Fil∗satMcrys(D).
We finish our study of filtered F-crystals over by showing that they are sufficient to recover, up to
isogeny, the Galois representation associated to an object of Repµ∆(Ainf(R), ϕ):
Theorem 4.30. Let M ∈ Repµ∆(Ainf(R), ϕ), and assume M is finite free as an Ainf(R)-module. Then:
(i) L := M [ 1µ ]
ϕ=1 is a finite free Zp-module equipped with a continuous ∆-action, and the canonical
map L⊗Zp Ainf(R)[ 1µ ]→M [ 1µ ] is an isomorphism.
(ii) Letting F ∈ CR(R/Acrys, SatFil, ϕ) be the unique F-crystal with saturated filtration associated to
M , then the ∆-representation L[ 1p ] may be recovered from F . More precisely, letting Mcrys :=
evAcrys(R)(F) ∈ Rep
µ
∆(Acrys(R), SatFil), the canonical map
L[ 1p ] −→Mcrys[ 1µ ]ϕ=1 ∩
(
M+crys ⊗Acrys(R)+ Fil0Bcrys(R))
is an isomorphism compatible with ∆-actions; here M+crys =
⋃
r∈Z ξ
−r FilrMcrys as usual, and we
also set Fil0Bcrys(R) :=
⋃
r∈Z µ
−r Filr Acrys(R) so that the intersection on the right takes place in
Mcrys[
1
µ ].
Proof. We have formulated the theorem in terms of F for the sake of globalising, but note that F is
strictly speaking not necessary: Mcrys is given by M ⊗Ainf(R) Acrys(R), which is all we will use in the
proof.
Part (i) is proved by applying the proof of Proposition 6.13 (with A+ = R); this is where we need
the finite freeness assumption, which is any case true Zariski locally on Spf R.
The inverse image ofM [ 1µ ] along the Frobenius structure ϕM :M [
1
µ ]→M [ 1ϕ(µ) ] isM+[ 1ϕ−1(µ) ], where
M+ is the inverse image of M along ϕM :M [
1
ξ ]→M [ 1ξ˜ ]. The isomorphism in part (i) therefore restricts
to an isomorphism L ⊗Zp Ainf(R)[ 1ϕ−1(µ) ]
≃→ M+[ 1ϕ−1(µ) ]. Since 1ϕ−1(µ) = ξµ belongs to Fil0 Bcrys(R),
and M+crys =M
+ ⊗Ainf(R) Acrys(R) by definition of the filtration on Mcrys (given by Lemma 4.18), base
changing further yields an isomorphism
L⊗Zp Fil0Bcrys(R) ≃→M+crys ⊗Acrys(R)+ Fil0 Bcrys(R)
compatible with Frobenii and ∆-actions. The proof is then completed by the identity Acrys(R)[
1
µ ]
ϕ=1 ∩
Fil0Bcrys(R) = Qp, for which we refer to [34, Thm. A3.26].
4.4 Proof of Proposition 4.29
In this subsection we prove Proposition 4.29. The proof reduces to a framed version of the proposition
via the following lemmas; let H := Ker(∆→ Γ), which acts R∞-linearly on R.
Lemma 4.31. The canonical map Acrys(R∞)→ Acrys(R)H is a filtered isomorphism.
Proof. First we recall that R∞ → RH is an isomorphism. Indeed, the almost purity theorem implies
that it is almost an isomorphism, and the “almost” can be dropped since R∞ is p-torsion-free and
R∞/p→ R/p is injective.
By induction on r, using the short exact sequence
0 −→ R∞ ξ
[r]
−−→ Acrys(R∞)/Filr Acrys(R∞) −→ Acrys(R∞)/Filr−1Acrys(R∞) −→ 0
and the H-invariants of the analogous sequence for R, we then see that Acrys(R∞)/Fil
r Acrys(R∞) →
(Acrys(R)/Fil
r Acrys(R))
H is an isomorphism for all r ≥ 1 (which implies that the map Acrys(R∞) →
Acrys(R) is strictly compatible with filtrations).
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We claim that the diagram
Acrys(R∞) //

Acrys(R)

lim←−r Acrys(R∞)/Fil
r Acrys(R∞) // lim←−r Acrys(R)/Fil
r Acrys(R)
is cartesian, after which the proof is completed by taking H-invariants in the diagram. Since all terms
Acrys and Acrys/Fil
r appearing in the diagram are p-adically complete and p-torsion-free (whence the
same is also true of lim←−r Acrys(R∞)/Fil
r Acrys(R∞), and similarly for R in place of R∞), the claim
reduces to checking that its reduction mod p, namely
Acrys(R∞)/p //

Acrys(R)/p

lim←−r Acrys(R∞)/(Fil
r Acrys(R∞), p) // lim←−r Acrys(R)/(Fil
r Acrys(R), p)
is cartesian. But this easily follows from the injectivity of R♭∞/ξ
p → R♭/ξp and the following compatible
descriptions, for S = R∞ and R:⊕
n≥0
S♭/ξp ∼= Acrys(S)/p,
∏
n≥0
S♭/ξp ∼= lim←−
r
Acrys(S)/(Fil
r Acrys(S), p), (an)n 7→
∑
n≥0
anξ
[np]
(The first of these descriptions is obtained by base changing along the flat map Fp[X ] → S♭, X 7→ ξ
the usual description of the pd-envelope of Fp[X ] → Fp as a Fp[X ]/Xp-module; namely, it is the free
module with basis X [np] for n ≥ 0. The second description then follows, since in the first description
FilrpAcrys(S)/p corresponds to
⊕
n≥r S
♭/ξp for any r ≥ 0.)
Let OAcrys,∞(R) be the p-adic completion of the divided power envelope of Acrys(R∞) ⊗Acrys R →
R∞/p compatible with the divided power structure on pAcrys + Fil
1Acrys, equipped with the analogous
divided power filtration to that of Definition 4.26(v). To control the canonical map OAcrys,∞(R) →
OAcrys(R) we will use the following explicit description of each side.
LetAcrys(R){τ1, . . . , τd} denote the p-adically completed PD-polynomial algebra in variables τ1, . . . , τd
over Acrys(R), equipped with PD-structure by viewing it as the completed PD-envelope of Acrys(R)[τ ]→
R compatible with the divided power structure on pAcrys+Fil
1Acrys (so that its PD-ideal Fil
1Acrys(R){τ}
is the p-adic completion of the ideal generated by Fil1Acrys(R) and the variables). Let T˜1, . . . , T˜d ∈ R be
fixed arbitrary lifts of the variables T1, . . . , Td ∈ R associated to the framing. Then there is a well-defined
morphism of Acrys(R)-PD-algebras
Acrys(R){τ1, . . . , τd} −→ OAcrys(R), τi 7→ Ui ⊗ 1− 1⊗ T˜i (39)
since Ui and T˜i have the same image in R, namely Ti; recall here that U1, . . . , Ud ∈ Ainf(R∞) are the
Teichmu¨ller lifts of T ♭1 , . . . , T
♭
d . In the same way there is a morphism of Acrys(R∞)-PD-algebras
Acrys(R∞){τ1, . . . , τd} −→ OAcrys,∞(R), τi 7→ Ui ⊗ 1− 1⊗ T˜i, (40)
such that (39) is the p-completed base change of (40) along Acrys(R∞)→ Acrys(R).
Lemma 4.32. The morphisms (39) and (40) are isomorphisms.
Proof. For concreteness of notation we discuss (39), the same argument working for (40). The framing
map Acrys〈U±1〉 → R, Ui 7→ T˜i induced by the choice of lifts is p-adically formally e´tale, so may be used
to define a morphism of Acrys-PD-algebras R → Acrys(R){τ} such that T˜i 7→ Ui − τi and such that the
composition with Acrys(R){τ} → R (sending τi 7→ 0) is the canonical map R → R. Combined with the
Acrys(R)-algebra structure and PD-structure of Acrys(R){τ}, this yields an Acrys(R)-PD-morphism in
the other direction to (39), which is easily checked to provide an inverse.
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Corollary 4.33. The canonical map OAcrys,∞(R)→ OAcrys(R)H is a filtered isomorphism.
Proof. Under the isomorphisms (39) and (40), the group H acts trivially on the variables τ1, . . . , τd. So
the desired assertion reduces to Lemma 4.31.
In light of the previous corollary, Proposition 4.29 reduces to the following:
Proposition 4.34. The structure map p2 : R → OAcrys,∞(R)Γ is a filtered isomorphism.
Proof. Having already descended from OAcrys(R) to OAcrys,∞(R), we now descend further to a framed
version: namely, let OAcrys(R) be the p-adic completion of the PD-envelope of Acrys(R)⊗AcrysR → R/p
compatible with the divided power structure on pAcrys + Fil
1Acrys. Just as in Lemma 4.32, there is
an isomorphism Acrys(R){τ1, . . . , τd} ≃→ OAcrys(R), τi 7→ Ui ⊗ 1 − 1 ⊗ T˜i, though we will not use it:
instead, swapping the roles of Acrys(R) and R, the same argument shows that there is an isomorphism
of R-algebras R{τ1, . . . , τd} ≃→ OAcrys(R), τi 7→ Ui ⊗ 1− 1⊗ T˜i, which we will use.
Recall that OAcrys,∞(R) and OAcrys(R) are p-adically completed pd-envelopes of Acrys(R∞) ⊗Acrys
R → R∞/p and Acrys(R) ⊗Acrys R → R/p respectively. The first of these maps is given by the p-adic
completion of the base change of the second along Zp[U
±1]→ Zp[U±1/p
∞
], where we view Acrys(R) as an
Zp[U
±1]-algebra via the framing; this base change assertion reduces to the analogous assertion for Ainf in
place of Acrys, which was explained in §1.1, thanks to the identifications Ainf(R∞)/(p
n, ξpn)⊗Ainf/(pn,ξpn)
Acrys/p
n ≃→ Acrys(R∞)/pn and Ainf(R)/(pn, ξpn) ⊗Ainf/(pn,ξpn) Acrys/pn
≃→ Acrys(R)/pn for n ≥ 1. But
since this base change is flat, we deduce that OAcrys,∞(R) = OAcrys(R)⊗̂Ainf[U±1]Ainf[U
±1/p∞ ] or, in
other words, that
OAcrys,∞(R) =
⊕̂
k1,...,kd∈Z[
1
p ]∩[0,1)
OAcrys(R)Uk11 · · ·Ukdd .
Combing the previous decomposition with the final polynomial description of the first paragraph, we
have
OAcrys,∞(R) =
⊕̂
k1,...,kd∈Z[
1
p ]∩[0,1)
R{τ1, . . . , τd}Uk11 · · ·Ukdd (†)
The R-linear Γ-action respects this decomposition, given on the p-power roots of the variables Ui in
the usual way by rescaling by the corresponding root of [ε], and on the τi by the PD-automorphisms
characterised by γi(τj) = [ε]τi + µT˜i if i = j and = τj if i 6= j. To complete the proof we may therefore
fix i = 1, . . . , d and ki ∈ Z[ 1p ] ∩ [0, 1), and we must prove that
(R{τi}Ukii )γi=id =
{
R ki = 0
0 ki 6= 0.
.
So let a =
∑
j≥0 ajτ
[j]
i U
ki
i belong to the left side, where aj ∈ R. Applying γi, using γi(τ [j]i ) = ([ε]τi+
µT˜i)
[j] and the usual formula for divided powers of sums and products, and equating τ [j]-coefficients in
the expression a = γi(a), one sees that aj =
∑
ℓ≥j aℓ[ε
ki ][εj ]µ[ℓ−j]T˜ ℓ−ji for all j ≥ 0, or in other words
that
(1− [εj+ki ])aj =
∑
ℓ>j
aℓ[ε
j+ki ]µ[ℓ−j]T˜ ℓ−ji . (41)
We first treat the case ki 6= 0, when we wish to show that aj = 0 for all j ≥ 0; since the filtration
on R is separated (as explained before (36)), we may show aj ∈
⋂
s≥0 Fil
sR. To do this we proceed by
induction on s ≥ 0, proving that aj ∈ FilsR for all j ≥ 0. The assertion being trivial when s = 0, we
suppose it is true for some s and deduce at once from (41) that (1 − [εj+ki ])aj ∈ Fils+1R for all j ≥ 0.
But 1 − [εj+ki ] has non-zero image in Acrys/Fil1Acrys = O since ki 6= 0, and the graded steps of the
filtration are p-torsion-free (again explained just before (36)), so in fact aj ∈ Fils+1R as desired.
We next consider the case ki = 0, where we must prove that aj = 0 for all j > 0. We again proceed
by induction on s, showing that aj ∈ FilsR for all j > 0; again this is trivial when s = 0, so we suppose
it is true for some s > 0. From (41) we have
aj+1 = aj [ε
−j] 1−[ε]
j
µ T˜
−1
i −
∑
ℓ>j+1
aℓ
µ[ℓ−j]
µ T˜
ℓ−j−1
i
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for all j ≥ 0; recall that µ[ℓ−j]µ = µ
ℓ−j−1
(ℓ−j)! ∈ Fil1R for ℓ > j + 1 and tends to 0 p-adically as ℓ → ∞. If
j = 0 then the first term on the right side vanishes and so it follows that a1 ∈ Fils+1R; using 1−[ε]
j
µ ∈ R
for j > 0 we then see by induction on j that aj ∈ Fils+1R for all j > 0, as desired.
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5 Globalising small representations via the pro-e´tale site
So far in the paper we have studied various approaches to the category of generalised representations
RepµΓ(Ainf(R∞)) in the local context, namely for a small, formally smooth O-algebra R equipped with
a choice of framing. Even using Remark 1.2 to phrase our results in terms of RepµΓ(Ainf(R)), our
generalised representations would still depend on the choice of an algebraic closure of FracR. The goal
of this section is twofold: (1) we will use the pro-e´tale site to present an intrinsic approach to our
generalised representations of interest which is independent of any choices, and (2) we will globalise this
approach to arbitrary smooth, p-adic formal O-schemes.
So let X be a smooth, p-adic formal O-scheme; let X denote its adic generic fibre as a rigid analytic
space and let ν : Xproe´t → XZar be the projection map of sites. We begin this section by introducing our
relative Breuil–Kisin–Fargues modules (without Frobenius for the moment) on X:
Definition 5.1. LetM be a sheaf of Ainf,X -modules on Xproe´t, and recall the elements ξr ∈ Ainf from the
Notations. We say that M is trivial modulo ξr if the sheaf of ν∗(Ainf,X/ξr)-modules ν∗(M/ξr) is locally
finite free and the counit
ν−1ν∗(M/ξr)⊗ν−1ν∗(Ainf,X/ξr) Ainf,X/ξr −→M/ξr
is an isomorphism of sheaves on Xproe´t. We say that M is trivial modulo < µ if it is trivial modulo ξr
for all r ≥ 1.
The category of locally finite free Ainf,X -modules which are trivial modulo < µ will be denoted by
BKF(X) and called Breuil–Kisin–Fargues modules without Frobenius on X.
It is clear from the definition that the construction X 7→ BKFwoϕ(X) is a stack for the Zariski
topology; namely, given an open cover of X, then a relative Breuil–Kisin–Fargues module on X is uniquely
determined by its restriction to each open together with the glueing isomorphisms on the intersections
(required to satisfy the usual cocycle conditions on the triple intersections). The goal of this section is
therefore to show, given any open Spf R ⊆ X where R is a small formally smooth O-algebra as in §1, that
relative Breuil–Kisin–Fargues modules on Spa(R[ 1p ], R) are given by the generalised representations from
§1; to be precise, Theorem 5.14 will show that taking global sections (on a suitable affinoid perfectoid
cover of the adic generic fibre of Spf R) induces an equivalence of categories
BKF(Spf R)
∼→ Rep<µΓ (Ainf(R∞)). (42)
The main obstacle to establishing this equivalence is the lack of a theory of vector bundles over the
integral structure sheaf on adic spaces. More precisely, given an affinoid perfectoid U in the pro-e´tale
site of X , it is not true that locally finite free sheaves of Ô+X |U -modules correspond to finite projective
modules over the corresponding integral perfectoid ring Γ(U , Ô+X). However, the triviality conditions on
our sheaves and representations allow this problem to be overcome via judicious use of the almost purity
theorem. We do this first in §5.1 for modules over sheaves such as Ô+X , Wr(Ô+X), and Wr(Ô+X♭), then
bootstrap up to Ainf,X in §5.2.
5.1 Small sheaves of modules over Ô+X etc.
We wish to study sheaves on modules on Xproe´t over the usual integral structure/period sheaves, namely
Ô+X , Wr(Ô+X) = Ainf,X/ξr, Wr(Ô+X♭) = Ainf,X/ps, Ainf,X .
(See [9, §5] [31].) Rather than constantly changing notation or arguing with different cases, we adopt
the following axiomatic set-up to simultaneously treat the first three cases (the final case will be treated
separately in §5.2 since it does not quite satisfy the usual axioms for almost mathematics and is complete
both ξ-adically and p-adically).
Let B be a ring, M ⊆ B an ideal, and B a sheaf of B-algebras on Xproe´t. These are subject to the
following hypotheses:
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(B1) Firstly, we assume that M is the standard type of ideal for almost mathematics which arises from
a valuation ring: namely, we assume that M = M2 is an increasing union
⋃
i≥0 πiB of principal
ideals of B generated by non-zero-divisors πi, with the property that π
p
i ∈ πi−1B for each i ≥ 1.
To avoid any fixed any particular choices of the πi, we write M
◦ ⊆ M for the subset of elements
π ∈M with the property that M ⊆ √πB. The set M satisfies the following: (i) πi ∈M◦; (ii) For
any π, π′ ∈ M◦, there exists a positive integer n such that πn|π′ and π′|πn; (iii) For any π ∈ M◦
and π′ ∈ M, we have π′ ∈ M◦ if and only if π′|πn for n ≫ 0. For the remaining properties let π
be any element of M◦ (the properties are easily seen not to depend on the particular π.)
(B2) Assume that B is complete, in that the canonical map B→ lim←−s B/π
s is an isomorphism.
(B3) For all affinoid perfectoids V ∈ Xproe´t, assume the following:
(a) π is a non-zero divisor of Γ(V,B) (hence of B since we make this assumption for all V ).
(b) Hiproe´t(V,B) is almost zero for i > 0. (It then follows formally, for any f ∈ B which is a
non-zero-divisor of B, that Hiproe´t(V,B/f) is almost zero for all i ≥ 1, and that the injection
Γ(V,B)/f → Γ(V,B/f) is almost surjective.)
(B4) Finally, assume that the pro-e´tale sheaf B/πB is the pull-back of a sheaf from the e´tale site of
X , i.e., this necessarily means that w∗w∗(B/πB)
≃→ B/πB, where w : Xproe´t → Xe´t is the canon-
ical morphism of sites, by [31, Corol. 3.17] ([loc. cit.] also shows that the higher direct images
Riw∗(B/πB) then vanish for i > 0, whence an easy induction shows that the isomorphism remains
valid if we replace π by any power, hence by any element of M◦).
Example 5.2. The following are the standard choices of M ⊆ B, B satisfying these hypotheses, for any
r ≥ 1:
(i) Wr(m) ⊆Wr(O), Wr(Ô+X);
(ii) Wr(m
♭) ⊆Wr(O♭), Wr(Ô+X♭).
We will encounter often the condition appearing in (B4), namely that a given sheaf F on Xproe´t is
the pull-back of a sheaf on Xe´t, or equivalently that the counit w
∗w∗(F) ≃→ F is an isomorphism. Such
sheaves on Xproe´t will henceforth be called discrete since the resulting Galois actions on their global
sections are continuous for the discrete topology, as we will see before Example 5.5.
For the rest of §5.1–5.2 we assume that we are in the local situation that X = Spf R, where R is a
p-adically complete, formally smooth, small O-algebra R as at the start of §1; to remind ourselves that
we are working locally we will write U = Spa(R[ 1p ], R) instead of X for the rigid analytic generic fibre of
X.
In this subsection we study modules over sheaves of rings B satisfying hypotheses (B1)–(B4). The
following definition presents the types of modules which will be of interest to us.
Definition 5.3. Let M ⊆ B, B satisfy hypotheses (B1)–(B4), and let M be a sheaf of B-modules.
Letting π be any element of M◦, we say that M is complete if and only if M
≃→ lim←−sM/π
s, and that
it is topologically torsion-free if and only if it is π-torsion-free; these two notions do not depend on the
chosen π ∈M◦.
Fix ̟ ∈ M◦. We say that M is trivial modulo ̟ if and only if Γ(U,M/̟) is a finite projective
Γ(U,B/̟)-module and the canonical base change map
Γ(U,M/̟)⊗Γ(U,B/̟) B/̟ −→M/̟
is an isomorphism. This property does depend crucially on ̟. We will see in Proposition 5.4(v) that if
M is complete, topologically torsion-free, and trivial modulo some element of M◦, then it is locally finite
projective sheaf of modules.
We will also be interested in the following weaker condition: say that M is trivial modulo < ̟ if
and only if it is trivial modulo ̟′ for all ̟′ ∈ M such that ̟ ∈ ̟′M (note this automatically implies
̟′ ∈M◦).
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A sheaf which is trivial modulo some element of M◦ in this way may informally be called small, in
agreement with Faltings’ terminology for generalised representations [18, 19]. The relation between the
two notions will be made precise in Theorem 5.7.
We now begin our systematic study of small sheaves:
Proposition 5.4. Let M ⊆ B, B satisfy hypotheses (B1)–(B4), and let M be a complete, topologically
torsion-free sheaf of B-modules which is trivial modulo some element of M◦. Then, for any affinoid
perfectoid U ∈ Uproe´t, the following hold:
(i) Hiproe´t(U ,M) is almost zero for all i > 0, and M is derived π-adically complete for any π ∈M◦.
(ii) Given any a, b ∈M◦ with a ∈ bM◦, then the two maps
Γ(U ,M)→ Γ(U ,M/b), Γ(U ,M/a)→ Γ(U ,M/b)
have the same image, namely Γ(U ,M)/b;
(iii) Γ(U ,M)/π is finite projective over Γ(U ,B)/π for any π ∈M◦.
(iv) Γ(U ,M)⊗Γ(U ,B) B/π|U ≃−→M/π|U for any π ∈M◦.
(v) Γ(U ,M) is a finite projective Γ(U ,B)-module and the canonical map
Γ(U ,M) ⊗Γ(U ,B) B|U −→M|U
is an isomorphism of sheaves on Uproe´t/U . (Since this holds for all affinoid perfectoids U , it follows
that M is a locally finite projective sheaf of B-modules.)
If M is trivial modulo ̟ and Γ(U ,M/̟) is a finite free Γ(U ,B/̟)-module for some ̟ ∈ M◦, then we
may replace “projective” by “free” in the claim (iii) and in the first claim of (v).
Proof. (i): Let ̟ ∈ M◦ be an element such that M is trivial mod ̟. Since Hiproe´t(U ,M/̟) =
Γ(U,M/̟) ⊗Γ(U,B/̟) Hiproe´t(U ,B/̟), these higher cohomologies are almost zero by assumption (B3b);
similarly if we replace ̟ by ̟s, for any s ≥ 1, by an easy induction. Moreover, from the exact sequence
0→M/̟ ×̟
s
−−−→ M/̟s+1 →M/̟s → 0 (which holds since M is topologically torsion-free) one sees that
Γ(U ,M/̟s+1) → Γ(U ,M/̟s) is almost surjective. Since we have established these properties for an
arbitrary affinoid perfectoid (which form a basis of Uproe´t), we may now apply the almost version of [31,
Lem. 3.18] (as in [31, Lem. 4.10(v)]) to M = lim←−sM/̟
s to deduce that Hiproe´t(U ,M) is almost zero for
i > 0.
In fact, we have shown that the map RΓproe´t(U ,M) → RlimsRΓproe´t(U ,M/̟s) is an almost quasi-
isomorphism of B-modules, and so in particular the cone is derived ̟-adically complete. But the map
becomes a quasi-isomorphism upon derived ̟-adic completion, and so this cone is in fact zero. Since
this is true for all affinoid perfectoid U (which form a basis of Uproe´t), it follows that M ∼→ RlimsM/̟s.
Finally, in this quasi-isomorphism we are free to replace ̟ by any other element π of M◦, since the
powers of the two elements are intertwined.
(ii): For any a, b ∈M◦ such that a ∈ bM◦, the exact sequence 0→ M ×a/b−−−→ M→ M/ab → 0 and (i)
show that H1proe´t(U ,M) →֒ H1proe´t(U ,M/ab ). Taking cohomology in the commutative diagram
0 // M
b //

M //

M/b //

0
0 // M/ab
b // M/a // M/b // 0,
and performing a simple diagram chase now yields (ii).
(iii): In the rest of the proof, fix an element π ∈M such that ̟ ∈ πM (because we are in a setting
for almost mathematics, such π does exist). We first observe that the canonical map
Γ(U,M/̟)⊗Γ(U,B/̟) Im
(
Γ(U ,B/̟)→ Γ(U ,B/π)) −→ Im (Γ(U ,M/̟)→ Γ(U ,M/π)) (43)
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is an isomorphism: indeed, we may interchange the tensor product and Im on the left side, then use the
smallness hypothesis on M to write it as the right side. Appealing to part (ii), for both M and B itself,
we have therefore established a natural isomorphism
Γ(U,M/̟)⊗Γ(U,B/̟) Γ(U ,B)/π ∼= Γ(U ,M)/π,
whence Γ(U ,M)/π is finite projective over Γ(U ,B)/π. It then follows from π-torsion-freeness of Γ(U ,M)
and Γ(U ,B) that Γ(U ,M)/πs is finite projective over Γ(U ,B)/πs for all s ≥ 1, which implies (iii) since
any element of M◦ divides some power of π.
(iv): The canonical map Γ(U ,M/̟)⊗Γ(U ,B/̟) B/̟|U → M/̟|U of sheaves on Uproe´t/U is clearly an
isomorphism (by the triviality of M modulo ̟), and similarly if we replace ̟ by π (since triviality mod
̟ implies triviality mod π). Taking the image of the ̟-identification in the version for π, using (43),
shows that
Im
(
Γ(U ,M/̟)→ Γ(U ,M/π))⊗Im(Γ(U ,B/̟)→Γ(U ,B/π)) B/π|U ≃−→ M/π|U .
Rewriting this using (ii) yields
Γ(U ,M) ⊗Γ(U ,B) B/π|U ≃−→M/π|U .
A trivial induction again allows us to replace π by πs for any s ≥ 1, hence by any element of M◦. If
Γ(U ,M/̟) is finite free over Γ(U ,B/̟), then the same argument as above shows the claim (iii) with
“projective” replaced by “free”.
(v): Γ(U ,M) is π-adically complete since it identifies with an inverse limit lim←−s Γ(U ,M/π
s) of π-
power-torsion modules. It is π-torsion-free since M is topologically torsion-free by assumption, and we
already know that Γ(U ,M)/π is finite projective over Γ(U ,B)/π by (iii), whence it follows that Γ(U ,M)
is finite projective over Γ(U ,B). The desired isomorphism trivially follows by taking a limit of the
isomorphisms in (iv) over powers of π. If Γ(U ,M/̟) is finite free over Γ(U ,B/̟), then Γ(U ,M)/πs is
finite free over Γ(U ,B)/πs for all s ≥ 1 by (iii). By taking an inverse limit, we see that Γ(U ,M) is finite
free over Γ(U ,B).
We now focus attention on an affinoid perfectoid cover U of U of the form
(Π) U = “ lim←− ”i Ui, where each Ui → U is a finite, Galois e´tale cover with Galois group Gi; we put
G := lim←−iGi.
Given any sheaf F on Uproe´t, the action of G on U formally induces an action of G on the global sections
Γ(U ,F). If F is discrete, then this action is continuous for the discrete topology on Γ(U ,F); indeed,
Γ(U ,F) = lim−→i Γ(Ui,F) [31, Lem. 3.16] and the G-action on Γ(Ui,F) factors through Gi (by the very
definition of the action).
Example 5.5. There are two standard choices for such an affinoid perfectoid cover U :
(i) U = U∞ the usual affinoid perfectoid cover of U associated to a chosen framing O〈T±11 , . . . , T±1d 〉 →
R, in which case G = Zp(1)d.
(ii) U = U the affinoid perfectoid cover arsing from the filtered colimit of all finite extensions of
R which are unramified outside p (inside some fixed algebraic closure of FracR), in which case
G = πe´t1 (SpecR[
1
p ]); as in Remark 1.2, here we implicitly assume that Spec(R/pR) is connected
and we omit the base point from πe´t1 .
Our aim is to prove that suitable generalised G-representations correspond exactly to certain sheaves
on Uproe´t. We first need the following cohomological vanishing, which is a simple consequence of almost
purity (B3b):
Lemma 5.6. Let M ⊆ B, B satisfy hypotheses (B1)–(B4), and let U be an affinoid perfectoid cover of U
as in (Π). Let M be a complete, topologically torsion-free11 Γ(U ,B)-module equipped with a continuous,
semi-linear G-action which is trivial modulo some element of M◦. Then, for any affinoid perfectoid
V ∈ Uproe´t, the continuous group cohomology Hicont(G,M ⊗Γ(U ,B) Γ(U ×U V,B)) almost vanishes for
i > 0.
11This means pi-adically complete and pi-torsion-free for any/all pi ∈M◦.
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Proof. Although we could not find a reference, the standard argument (which essentially appears in
step 2 of the proof of Theorem 5.7) shows that there is a Hochschild–Serre identification RΓe´t(Y,F) =
RΓ(Gal(X/Y ), RΓe´t(X,F)) for any finite Galois e´tale cover X → Y of Noetherian adic spaces and sheaf
F on Ye´t. In particular, writing V = “ lim←− ”j Vj , we have RΓe´t(Vj ,F) = RΓ(Gi, RΓe´t(Ui ×U Vj ,F)) for
any sheaf F on Ue´t. By taking the filtered colimit over i and j, this yields
RΓproe´t(V,F) = RΓcont(G,RΓproe´t(U ×U V,F))
for any discrete sheaf F on Uproe´t.
We apply the previous Hochschild–Serre identification to F = B/π for each π ∈M◦. But the higher
cohomologies of RΓproe´t(V,B/π) and RΓproe´t(U ×U V,B/π) almost vanish, by hypothesis (B3b) since V
and U ×U V are affinoid perfectoid; so we deduce that the canonical map
Γ(V,B/π) −→ RΓcont(G,Γ(U ×U V,B/π)) (†)
is an almost quasi-isomorphism. Hence Hicont(G,Γ(U ×U V,B/π)) is almost zero for i > 0.
From the almost isomorphism Γ(U ×U V,B)/π → Γ(U ×U V,B/π) of (B3b), we may then deduce that
Hicont(G,Γ(U ×U V,B)/π) is almost zero for i > 0. We now assume that π was chosen small enough
so that M is trivial modulo π; then clearly Hicont(G,M ⊗Γ(U ,B) Γ(U ×U V,B)/π) is also almost zero for
i > 0. Note that M is a finite projective Γ(U ,B)-module by the assumptions on M . But then by a
trivial induction we may replace π by any power πs and complete the proof by letting s → ∞ (using
RΓcont(G,M ⊗Γ(U ,B) Γ(U ×U V,B)) = RlimsRΓcont(G,M ⊗Γ(U ,B) Γ(U ×U V,B)/πs).
We are now prepared to establish the following equivalence of categories. The target category in
the following theorem consists, by definition, of finite projective Γ(U ,B)-modules M equipped with a
semi-linear, continuous action by G which is trivial modulo < ̟ in the sense that it is trivial modulo ̟′
(in the usual sense of Definition 1.1) for all ̟′ ∈M such that ̟ ∈ ̟′M.
Theorem 5.7. Let M ⊆ B, B satisfy hypotheses (B1)–(B4), and let U ∈ Uproe´t be an affinoid perfectoid
cover of U as in (Π). Fix ̟ ∈M◦. Then taking global sections induces an equivalence of categories{
locally finite projective sheaves of B-
modules on Uproe´t trivial modulo < ̟
}
≃−→ Rep<̟G (Γ(U ,B))
M 7→ Γ(U ,M)
Moreover, for each such M, there is a natural almost quasi-isomorphism of complexes of Γ(U,B)-modules
RΓcont(G,Γ(U ,M)) −→ RΓproe´t(U,M).
Proof. Step 1: We begin by checking that the functor is well-defined. In light of Proposition 5.4(v), it
remains to show that the G-action on Γ(U ,M) is continuous and trivial mod < ̟; we first deal with the
latter. Given any elements π, π′ ∈M such that π′ ∈ πM and ̟ ∈ π′M, we saw in the course of proving
Proposition 5.4(iii) that Γ(U,M/π′)⊗Γ(U,B/π′)Γ(U ,B)/π ∼= Γ(U ,M)/π. This is of course compatible with
the G-actions on each side, where G acts trivially on the finite projective Γ(U,B/π′)-module Γ(U,M/π′),
and so shows that the semi-linear G-action on the Γ(U ,B)-module Γ(U ,M) is indeed trivial mod π. This
being true for all such π, we have established the desired triviality mod < ̟.
Next we check continuity. We must show that the G-action on Γ(U ,M)/π is continuous (for the
discrete topology) for all π ∈M◦; noting that Γ(U ,M)/π →֒ Γ(U ,M/π), it is sufficient to prove continuity
of the action on the latter. But M/π is a discrete sheaf (this follows from hypothesis (B4) if π is small
enough so that M is trivial modulo π, then follows for general π by the same argument as explained in
(B4)), so the continuity of the G-action on its sections was already explained just before Example 5.5.
This completes the proof that the functor of the theorem is well-defined.
Step 2: We construct the inverse to the functor. We first study the situation modulo π, for each
π ∈ M◦, then will take the limit; to this end let D be a discrete sheaf of rings of Uproe´t, e.g., D = B/π.
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Given a Γ(U ,D)-module M equipped with a continuous (wrt. the discrete topology on M), semi-linear
G-action, we form a presheaf M˜ of D-modules on Uproe´t via the rule
Uproe´t ∋ V 7→ M˜(V ) := (M ⊗Γ(U ,D) Γ(U ×U V,D))G.
Here G is acting diagonally on the right (note that G acts V -invariantly on U ×U V , hence the diagonal
action makes sense and the fixed points are a Γ(V,D)-module). We claim that this construction forms a
well-defined functor{
flat Γ(U ,D)-modules with continuous,
semi-linear G-action
}
−→ {discrete sheaves of D-modules on Uproe´t}
M 7→ M˜
with left inverse Γ(U ,−) (here “continuous” is again wrt. the discrete topology on M).
First note that M˜ is actually a sheaf: if V ′ → V is any cover in Uproe´t, then the exact sequence
0 −→ Γ(U ×U V,D) −→ Γ(U ×U V ′,D)⇒ Γ(U ×U V ′ ×V V ′,D)
remains exact upon applying the left exact functor (M ⊗Γ(U ,D) −)G. Also, the sheaf M˜ is easily seen
to be discrete, by writing V = “ lim←− ”j Vj and noting that Γ(U ×U V,D) = lim−→j Γ(U ×U Vj ,D) by the
discreteness of D.
Finally, assuming that the action of G on M is continuous, we claim that M = Γ(U , M˜). More
generally, for any V ∈ Uproe´t lying over U we will show that Γ(V, M˜) = M ⊗Γ(U ,D) Γ(V,D). Firstly, the
continuity hypothesis means that M = lim−→iM
Hi where Hi := Ker(G → Gi); similarly, discreteness of
the sheaf D implies that Γ(U ×U V,D) = lim−→i Γ(Ui ×U V,D). We thus obtain the second of the following
identities:
Γ(V, M˜) = (M ⊗Γ(U ,D) Γ(U ×U V,D))G = lim−→
i
(MHi ⊗Γ(Ui,D) Γ(Ui ×U V,D))Gi
But Ui → U is a finite, Galois e´tale cover, and so Ui×U Ui = Gi×Ui, whence Ui×U V = Gi×V ; taking
sections reveals that Γ(Ui ×U V,D) ∼= Gi ×Γ(V,D) as a Gi-module (with Gi acting trivially on Γ(V,D)),
whence the Gi-invariants on the right side of the previous line equals M
Hi ⊗Γ(Ui,D) Γ(V,D). Taking lim−→i
yields M ⊗Γ(U,D) Γ(V,D), as required to prove the claim.
Step 3: By taking the limit, we will now check that the following functor is well-defined and has left
inverse Γ(U ,−):
Rep<̟G (Γ(U ,B)) −→
{
locally finite projective sheaves of B-
modules on Uproe´t trivial modulo < ̟
}
M 7→ M˜ : V 7→ (M ⊗Γ(U ,B) Γ(U ×U V,B))G
(Hopefully the same notation˜will not cause confusion.) In fact, given π ∈ M◦ and setting Ms :=
M ⊗Γ(U ,B) Γ(U ,B/πs) we have(
M ⊗Γ(U ,B) Γ(U ×U V,B)
)G
= lim←−
s
(Ms ⊗Γ(U ,B/πs) Γ(U ×U V,B/πs))G
for all V ∈ Uproe´t. So M˜ is an inverse limit of the discrete constructions considered above, whence we
immediately see that it is a sheaf with Γ(U , M˜) = lim←−sMs = M (for the second identity, we use the
isomorphism of pro systems {Γ(U ,B)/πs)}s ≃→ {Γ(U ,B/πs))}s furnished by Proposition 5.4(ii)). Note
also that the sections Γ(V, M˜) are π-torsion-free since B is π-torsion-free and M is flat over Γ(U ,B); so
M˜ is π-torsion-free.
Next we show that M˜ is trivial mod < ̟. For this we first need some analogues for group cohomology
of the arguments of Propositon 5.4(ii)&(iii). Let V ∈ Uproe´t be any affinoid perfectoid and let π ∈ M
be any element such that ̟ ∈ πM; then let π′ be an element strictly between them, i.e., ̟ ∈ π′M
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and π′ ∈ πM. From the H1 almost vanishing of Lemma 5.6 (and arguing exactly as in the proof of
Proposition 5.4(ii)) we deduce that the image of
(M ⊗Γ(U ,B) Γ(U ×U V,B)/π′)G −→ (M ⊗Γ(U ,B) Γ(U ×U V,B)/π)G
identifies with (M ⊗Γ(U ,B) Γ(U ×U V,B))G/π. But, recalling that M is trivial mod π′, the previous line
may be rewritten as
(M/π′)G ⊗(Γ(U ,B)/π′)G (Γ(U ×U V,B)/π′)G −→ (M/π′)G ⊗(Γ(U ,B)/π′)G (Γ(U ×U V,B)/π)G,
whose image is
(M/π′)G ⊗(Γ(U ,B)/π′)G Γ(U ×U V,B)G/π
(by applying the previous image identity to M = Γ(U ,B)). But, assuming in addition that V admits a
morphism to U , then Γ(U ×U V,B)G = Γ(V,B) (replacing B by D = B/πs, this was shown in the final
paragraph of the proof of Step 2; then let s→∞; note that the equality is given by the pull-back by the
projection U ×U V → V , which does not involve U → V ); so, assembling the results of this paragraph,
we have produced a identification functorial in V
(M ⊗Γ(U ,B) Γ(U ×U V,B))G/π ∼= (M/π′)G ⊗(Γ(U ,B)/π′)G Γ(V,B)/π.
By now varying V over all affinoid perfectoids lying over U (which form a basis of Uproe´t, since U is a
cover of U), this corresponds to an isomorphism of sheaves
M˜/π ∼= (M/π′)G ⊗(Γ(U ,B)/π′)G B/π.
The right side is clearly a trivial sheaf of B/π-modules, thereby completing the proof that M˜ is trivial
mod π.
To prove that our functor M 7→ M˜ is well-defined, it remains to show that M˜ is complete. Let
V ∈ Uproe´t be affinoid perfectoid and π ∈ M◦. Proposition 5.4(ii) implies that the canonical map
Γ(U×UV,B/πs+2)→ Γ(U×UV,B/πs) factors through Γ(U×UV,B)/πs+1; this factoring formally remains
valid after applying (M ⊗Γ(U ,B)−)G. But, similarly to the previous paragraph, the H1 almost vanishing
of Lemma 5.6 then implies that the resulting map (M⊗Γ(U ,B)Γ(U×U V,B)/πs+1)G → (M⊗Γ(U ,B)Γ(U×U
V,B)/πs)G has image (M⊗Γ(U ,B)Γ(U ×U V,B))G/πs. Concatenating shows that the map
(M ⊗Γ(U ,B) Γ(U ×U V,B/πs+2))G → (M ⊗Γ(U ,B) Γ(U ×U V,B/πs))G
has image (M ⊗Γ(U ,B) Γ(U ×U V,B))G/πs. Since this holds for all affinoid perfectoid V , it follows that
the canonical maps of sheaves M˜/πs → (M ⊗Γ(U ,B) Γ(U ×U −,B/πs))G become an isomorphism of pro
sheaves when we let s → ∞. In particular, it becomes an isomorphism when we apply lim←−s, thereby
proving that M˜
≃→ lim←−s M˜/π
s (since M˜ is by definition lim←−s of the right sides).
Step 4: To complete the proof of the categorical equivalence of the theorem, it remains to show that
˜Γ(U ,M) =M, naturally for M in the left category. The canonical maps
(Γ(U ,M)⊗Γ(U ,B) Γ(U ×U V,B))G −→ Γ(U ×U V,M)G = Γ(V,M)
(the equality was checked half way through Step 3), for V ∈ Uproe´t admitting a morphism to U , induce
a morphism i : ˜Γ(U ,M)→M in the left category. But i becomes an isomorphism after applying Γ(U ,−)
since we already know that Γ(U ,−) is a left inverse of ˜; therefore i becomes an isomorphism after
restricting to U , by Proposition 5.4(v), hence is an isomorphism since U is a cover of U .
Step 5: We establish the group cohomology almost quasi-isomorphism, using an Hochschild–Serre
argument similar to the proof of Lemma 5.6. Firstly, since each M/πs is discrete, we have natu-
ral Hochschild–Serre identifications RΓproe´t(U,M/πs) ≃ RΓ(Gi, RΓproe´t(Ui,M/πs)); taking lim−→i yields
RΓproe´t(U,M/πs) ≃ RΓcont(G,RΓproe´t(U ,M/πs)), whence an almost quasi-isomorphismRΓproe´t(U,M/πs) al≃
RΓcont(G,Γ(U ,M)/πs) since the higher pro-e´tale cohomologies ofM on U are almost zero by Proposition
5.4(i). Finally, taking Rlims (and using derived π-adic completeness of M, also by Proposition 5.4(i))
yields the desired almost quasi-isomorphism RΓproe´t(U,M)
al≃ RΓcont(G,Γ(U ,M)).
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We finish this subsection with a lemma which will be required soon in order to extend the above
theory to sheaves of modules over Ainf:
Lemma 5.8. Let M ⊆ B, B satisfy hypotheses (B1)–(B4), and in addition
(B5) given π ∈ M◦, the π-power torsion in H1proe´t(U,B) is killed by πN for N ≫ 0 )this boundedness
condition is of course independent of the chosen π).
Let M be a locally finite projective sheaf of B-modules which is trivial modulo every element of M◦.
Then M is trivial in the sense that Γ(U,M) is a finite projective Γ(U,B)-module and the canonical map
Γ(U,M)⊗Γ(U,B) B→M is an isomorphism.
Proof. Fix π ∈ M◦ and let s ≥ 1. Hypothesis (B5) implies that the canonical map H1(U,B)[πs] →
H1(U,B)/πt is injective for t≫ s, whence the composition H1(U,B)[πs]→ H1(U,B/πt) is also injective.
An analogous diagram chase as to that used in the proof of Proposition 5.4(ii) then shows that Γ(U,B)
and Γ(U,B/πt) have the same image in Γ(U,B/πs), namely Γ(U,B)/πs; in particular, the image is
independent of t≫ s.
We now extend some of the results of the previous paragraph to the sheaf M. For t2 ≥ t1 ≥ s the
triviality of M modulo πt2 states that M/πt2 = Γ(U,M/πt2)⊗Γ(U,B/πt2 ) B/πt2 , whence
Γ(U,M/πt1) = Γ(U,M/πt2)⊗Γ(U,B/πt2) Γ(U,B/πt1).
Assuming that t1 ≫ s, the previous paragraph therefore implies that Γ(U,M/πt1) and Γ(U,M/πt2) have
the same image in Γ(U,M/πs), given by Γ(U,M/πt1)⊗Γ(U,B/πt1 )Γ(U,B)/πs. Taking s = 1, fixing t1 ≫ 1,
and writing t = t2, we have therefore proved that the pro-abelian group {Γ(U,M/πt)}t satisfies the
Mittag–Leffler condition and constructed an exact sequence of pro abelian groups
0 −→ {Γ(U,M/πt)}t π−→ {Γ(U,M/πt)}t −→ Γ(U,M/πt1)⊗Γ(U,B/πt1) Γ(U,B)/π −→ 0.
Taking the inverse limit as t→∞ then shows that
Γ(U,M)/π = Γ(U,M/πt1)⊗Γ(U,B/πt1) Γ(U,B)/π,
which is a finite projective Γ(U,B)/π-module. Since Γ(U,M) is π-torsion-free and π-adically complete, it
follows that it is a finite projective Γ(U,B)-module. Moreover, the canonical map Γ(U,M)⊗Γ(U,B)B→M
identifies mod π with Γ(U,M/πt1)⊗Γ(U,B/πt1) B/π →M/π, which is indeed an isomorphism by triviality
mod πt1 ; therefore the canonical map in the statement of the lemma an isomorphism modulo any power
of π by induction, hence is an isomorphism by passage to the limit.
Remark 5.9. Hypothesis (B5) is satisfied for B =Wr(Ô+X). First note that [ζpr ]− 1 ∈Wr(m)◦: indeed,
powers of this element are intertwined with powers of p [28, Rmk. 3], which are intertwined with powers of
[p] ∈Wr(m)◦ [9, Lem. 3.2(ii)]. So it is enough to show thatH1proe´t(U,Wr(Ô+X)) modulo its [ζpr ]−1-torsion
is p-torsion-free. But this quotient identifies with Lη[ζpr ]−1RΓproe´t(U,Wr(Ô+X)) by a basic property of
the Lη functor [9, Lem. 6.4]; the latter is then isomorphic to the p-adic completion of WrΩ
1
R/O by the
Cartier–Hodge–Tate comparison [9, Thms. 9.4(ii) & 11.1]. Finally note that the p-adic completion of
WrΩ
1
R/O is p-torsion-free: by e´tale base change [9, Lem. 10.4] this reduces to the p-torsion-freeness of
WrΩ
1
O[T±1]/O
, which follows from its explicit decomposition [9, Thm. 10.12].
On the other hand, hypothesis (B5) is not satisfied for Wr(Ô+X♭).
5.2 Small sheaves of modules over Ainf
Now we begin our study of analogous sheaves over Ainf,U , where we adopt the following analogue of the
smallness condition from Definition 5.3:
Definition 5.10. Let M be a sheaf of Ainf,U -modules on Uproe´t. We say that it is trivial modulo < µ if,
for each r ≥ 1, the Γ(U,Ainf,U/ξr)-module Γ(U,M/ξr) is finite projective and the counit
Γ(U,M/ξr)⊗Γ(U,Ainf,U/ξr) Ainf,U/ξr −→M/ξr
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is an isomorphism.
The category of locally finite free Ainf,U -modules which are trivial modulo < µ will be denoted by
BKF(R) and called Breuil–Kisin–Fargues modules without Frobenius over R.
Remark 5.11. Before continuing, we check that Definition 5.10 agrees with Definition 5.1 in our local
set-up; namely, we show that
BKF(Spf R) = BKF(R).
To do this, it is enough to check that locally finite free ν∗(Ainf,U/ξr)-modules on Spf R correspond to
finite projective modules over Γ(Spf R, ν∗(Ainf,U/ξr)) = Γ(U,Ainf,U/ξr) by taking global sections and
that the inverse correspondence is given by taking − ⊗Γ(U,Ainf,U/ξr) ν∗(Ainf,U/ξr). But this is the usual
description of locally finite free sheaves on an affine formal scheme, recalling that Spf R and SpfWr(R)
have the same underlying topological spaces and that θ : ν∗(Ainf,U/ξr)
≃→Wr(OX) = OWr(R).
In the following lemma we check the role of the usual elements ξr in almost mathematics over
Wr(O♭) = Ainf/pr. In particular, part (ii) shows that Definition 5.10 modulo pr recovers Definition 5.3.
Lemma 5.12. Fix r ≥ 1 and write ξs, µ ∈Wr(O♭) for the image of the elements ξs, µ ∈ Ainf, for s ≥ 1.
(i) ϕm(ξs) ∈ Wr(m♭)◦ for any s ≥ r and m ∈ Z.
(ii) Given an element π ∈ Wr(m♭), then µ ∈ πWr(m♭) if and only if ξs ∈ πWr(m♭) for some s ≥ r
(equivalently, for all s≫ r).
Proof. (i) Since ϕ is an automorphism of Wr(O♭) and Wr(m♭) we immediately reduce to the case m = 0.
We will use that Wr(m
♭) is the increasing union of the principal ideals generated by the non-zero-
divisors ϕ−k(µ) for k ≥ 0; note also that ϕ−k(µ)pk ≡ µ mod p, whence ϕ−k(µ)pkr ∈ µWr(O♭) since
pr = 0 in Wr(O♭). This shows that µ ∈ Wr(m♭)◦, and therefore ϕ−s(µ) ∈Wr(m♭)◦ for any s ≥ 1 since ϕ
is an automorphism. Since ξs ≡ ps mod ϕ−s(µ) we deduce that ξs is a multiple of ϕ−s(µ) for any s ≥ r.
But conversely we also know that ξsϕ
−s(µ) = µ.
(ii) Since µ is divisible by ξs, the implication ⇐ is trivial. We prove the converse by induction on
r ≥ 1, the case r = 1 being an easy valuation argument. To proceed by induction, note that the exact
sequence
0 −→ m♭ ×p
r−1
−−−−→Wr(m♭) R−→Wr−1(m♭) −→ 0
of Wr(O♭)-modules induces an exact sequence
0 −→ m♭/Rr−1(π)m♭ f−→Wr(m♭)/π R−→Wr−1(m♭)/R(π) −→ 0
since R(π) is a non-zero-divisor of Wr−1(O♭) (as it divides the image of µ in Wr−1(O♭)). By induction
we may therefore write f(x) ≡ ξs mod πWr(m♭) for some x ∈ m♭ and s ≥ r − 1. Multiplying this
identity by ϕ−s(µ), and using ϕ−s(µ)ξs = µ ∈ πWr(m♭), we see that ϕ−s(µ)f(x) = 0 in Wr(m♭)/π, i.e.,
ϕ−s(µ)x ∈ Rr−1(π)m♭. But the case r = 1 then implies ϕ−s(ξs′ )x ∈ Rr−1(π)m♭ for some s′ ≥ 1. In
conclusion ξs+s′ = ϕ
−s(ξs′)ξs ≡ 0 mod πWr(m♭), as desired.
We are now prepared to establish an analogue of Proposition 5.4 over Ainf:
Proposition 5.13. Let M be a sheaf of Ainf,U -modules. Then the following are equivalent:
(a) M is locally finite projective and trivial modulo < µ;
(b) it is possible to write M = lim←−sMs, where each Ms is a locally finite projective sheaf of Ainf,U/p
s-
modules which is trivial modulo < µ(in the sense of Definition 5.3 for Example 5.2(ii)), and where
the transition maps Ms →Ms−1 are required to satisfy Ms/ps−1 ≃→Ms−1 for all s > 1.
Suppose that M satisfies these equivalent conditions and let U ∈ Uproe´t be any affinoid perfectoid. Then:
(i) Hiproe´t(U ,M) is killed by [m♭] for i > 0.
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(ii) H1proe´t(U ,M) has no non-zero elements killed by either p or ξr, any r ≥ 1.
(iii) Γ(U ,M) is a finite projective Γ(U ,Ainf,U )-module and the canonical map
Γ(U ,M) ⊗Γ(U ,Ainf,U ) Ainf,U |U −→M|U
is an isomorphism.
(iv) If ν∗(M/ξ) is a finite free ν∗(Ainf,U/ξ)-module, then M|U is a finite free Ainf,U |U -module.
In particular, any M satisfying condition (a) is a locally finite free sheaf of Ainf,U -modules (i.e., in the
definition of relative Breuil–Kisin–Fargues modules, we could replace the condition that M be locally finite
free by the a priori weaker condition that it is only locally finite projective).
Proof. The implication (a)⇒(b) follows from the p-adic completeness of M (the sheaf Ainf,U is p-adically
complete, whence any locally finite free module over it is also) and the resulting presentation M =
lim←−sM/p
s: note that triviality of M modulo < µ (in the sense of Definition 5.10) implies triviality of
M/ps modulo < µ mod ps (in the sense of Definition 5.3), thanks to Lemma 5.12(ii).
Henceforth assume (b). We will simultaneously establish (a) and the properties (i)–(iii). The main
step to show (a) is the following claim: given integers s ≥ r ≥ r0 ≥ 1, we claim that there is a natural
identification
Γ(U ,Mr)⊗Γ(U ,Ainf,U/pr) Γ(U ,Ainf,U/pr0)/ξs
≃→ Γ(U ,Mr0)/ξs. (†)
Firstly, ξs ∈Wr(m♭)◦ by Lemma 5.12(i), whence Proposition 5.4(iv)&(v) implies that Γ(U ,Mr) is finite
projective over Γ(U ,Ainf,U/pr) and that
Γ(U ,Mr)⊗Γ(U ,Ainf,U/pr) Ainf,U/(pr, ξs)|U
≃→Mr/ξs|U ;
going mod pr0 and applying Γ(U ,−) we deduce that
Γ(U ,Mr)⊗Γ(U ,Ainf,U/pr) Γ(U ,Ainf,U/(pr0 , ξs))
≃→ Γ(U ,Mr0/ξs).
Now fix an auxiliary integer t ≥ s + r0. Then the previous isomorphism is also valid if we replace
s by t (since t is also ≥ r), and Proposition 5.4(ii) (which is valid since ξt = ξsϕ−s(ξt−s), where
ϕ−s(ξt−s) ∈Wr0(m♭) by Lemma 5.12(i)) states that the image of the t-version in the s-version is precisely
the desired identification (†).
Fixing s ≥ r > 1, we now use (†) for the triples s ≥ r ≥ r and s ≥ r ≥ r − 1; it follows easily
that Γ(U ,Mr)/ξs → Γ(U ,Mr−1)/ξs is surjective if Γ(U ,Ainf,U/pr) → Γ(U ,Ainf,U/pr−1) is surjective,
which indeed it is by the identities of [9, Lem. 5.6]. But Γ(U ,Mr−1) is finite over Γ(U ,Ainf,U/pr−1) and
Γ(U ,Ainf,U/pr−1) is ξs-adically complete, so it follows that Γ(U ,Mr)→ Γ(U ,Mr−1) is surjective.
Therefore by induction Γ(U ,Mr) → Γ(U ,Mt) is surjective for any r ≥ t, i.e., the exact sequence
0→Mr−t p
t
−→Mr →Mt → 0 remains exact upon applying Γ(U ,−); then taking the inverse limit over r
(and using that surjectivity of the transition maps has already been checked) shows that the sequence
0→ M p
t
−→M→ Mt → 0 is exact upon applying Γ(U ,−). Since this holds for all affinoid perfectoids U ,
we deduce that 0→M p
t
−→M→ Mt → 0 is exact, i.e., M/pt ≃→Mt. It then follows that H1proe´t(U ,M) is
p-torsion-free, since we showed surjectivity of Γ(U ,M)→ Γ(U ,Mt).
Moreover, since the higher cohomologies of each Mt on U are killed by [m♭], by Proposition 5.4(i),
taking the limit using [31, Lem. 3.18] shows that the higher cohomologies of M on U are killed by [m♭],
i.e., (i). In particular, H1proe´t(U ,M) is killed by [m♭]; but we have already shown it is p-torsion-free,
whence it is ξr- and ξ˜r-torsion-free since ξ˜r ≡ ξr ≡ pr mod [m♭], i.e., (ii).
We have shown that Γ(U ,M)/pt = Γ(U ,Mt), which by Proposition 5.4(v) is a finite projective
Γ(U ,Ainf,U )/pt-module satisfying Γ(U ,M)/pt⊗Γ(U ,Ainf,U )/ptAinf,U/pt|U
≃→Mt|U . Therefore, by complete-
ness, Γ(U ,M) is a finite projective Γ(U ,Ainf,U )-module and taking the limit shows that Γ(U ,M)⊗Γ(U ,Ainf,U )
Ainf,U |U ≃→ M|U , i.e., (iii). Since the affinoid perfectoids form a basis, this also shows that M is locally
finite projective.
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Next we show that M = lim←−sMs is trivial modulo < µ. For any r ≥ 1, the sheaf of Wr(Ô
+
X)-
modules M/ξr is trivial modulo all powers of p (since M/(ξr, ps) =Ms/ξr is trivial by hypothesis); since
p ∈Wr(m)◦ by Remark 5.9, we deduce from Lemma 5.8 that M/ξr is trivial.
(iv): As M is trivial modulo ξ, the assumption implies that M/ξ is a finite free Ainf,U/ξ-module. By
applying the last claim of Proposition 5.4 to the sheaf of Ainf/p-modules M/p and ̟ = (ξ mod p), we
see that Γ(U ,M/p) is a finite free Γ(U ,Ainf,U/p)-module. Hence the proof of (iii) above shows that the
Γ(U ,Ainf,U )-module Γ(U ,M) is finite free, and therefore, the Ainf,U |U -module M|U is finite free.
The final “In particular” claim is an immediate consequence of (iv), by restricting to an open cover
of Spf R on each piece of which ν∗(M/ξ) is finite free over ν∗(Ainf,U/ξ).
We reach the main promised theorem of the section, describing relative Breuil–Kisin–Fargues modules
on Spf R in terms of the generalised representations which were studied in §1:
Theorem 5.14. Let U be an affinoid perfectoid cover of U as in (Π). Taking global sections induces an
equivalence of categories:
BKF(R) =

locally finite free
Ainf,U -modules
which are trivial
modulo < µ
 ≃−→ Rep<µG (Γ(U ,Ainf,U )) =

finite projective Γ(U ,Ainf,U )-
modules equipped with a
continuous, semi-linear G-action
which is trivial modulo < µ

M 7→ Γ(U ,M)
Moreover, for each such M, there is a natural morphism of complexes of Γ(U,Ainf,U )-modules
RΓcont(G,Γ(U ,M)) −→ ̂RΓproe´t(U,M),
where the hat denotes derived p-adic completion, such that all cohomology groups of the cone are killed
by W (m♭). In the special case U = U∞, so that G = Zp(1)d, this morphism becomes a quasi-isomorphism
after applying Lηπ for any non-zero divisor π ∈
⋃
j≥0 ϕ
−j(µ)Ainf.
Proof. We begin by showing that the functor is well-defined. Given M in the left category, the global
sections Γ(U ,M) are a finite projective Γ(U ,Ainf,U )-module by Proposition 5.13(iii). Each quotient
M/(ps, ξs) is a discrete sheaf since M is trivial modulo ξ, Ainf,U/(ps, ξ) is discrete, and M/ps is ξ-
torsion free. This implies that the natural G-action on Γ(U ,M) is continuous for the (p, ξ)-adic topology:
compare with Step 1 of the proof of Theorem 5.7 and use the fact that Γ(U ,M)/ps = Γ(U ,M/ps) from
Proposition 5.13(ii). The G-action is trivial modulo ξr, for any r ≥ 1, since
Γ(U ,M)/ξr = Γ(U,M/ξr)⊗Γ(U,Ainf,U/ξr) Γ(U ,Ainf,U )/ξr,
where the G-action on Γ(U,M/ξr) is trivial; here we are implicitly using the identification Γ(U ,−)/ξr =
Γ(U ,−/ξr) for both M and Ainf,U from Proposition 5.13(ii)
We next prove that the functor is fully faithful. Let M and M′ belong to the left category. Then
HomAinf,U (M,M
′) = lim←−
s
HomAinf,U/ps(M/p
s,M′/ps)
= lim←−
s
HomΓ(U ,Ainf,U/ps),G(Γ(U ,M/ps),Γ(U ,M′/ps))
where HomΓ(U ,Ainf,U/ps),G refers to the obvious notion of G-equivariant morphisms in the categoryfinite projective Γ(U ,Ainf,U/p
s)-modules with
continuous, semi-linear G-action trivial mod-
ulo < µ

The second equality above is an instance, for each s ≥ 1, of Theorem 5.7, noting that M/ps and M′/ps
are trivial modulo µ by the proof of the implication (a)⇒(b) of Proposition 5.13. Moving the quotient
by ps outside the global sections (by Proposition 5.13(ii)), this may be rewritten as
lim←−
s
HomΓ(U ,Ainf,U )/ps,G(Γ(U ,M)/ps,Γ(U ,M′)/ps) = HomΓ(U ,Ainf,U ),G(Γ(U ,M),Γ(U ,M′))
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where HomΓ(U ,Ainf,U ),G refers to morphisms in the category on the right side of the theorem. This
completes the proof of fully faithfulness.
Regarding cohomology, we have already noted in the course of the proof that Γ(U ,M)/ps = Γ(U ,M/ps)
and that Theorem 5.7 may be applied to each M/ps. Therefore the final assertion of that theorem pro-
vides a natural almost quasi-isomorphism of complexes of Γ(U ,Ainf,U )/ps-modules
RΓcont(G,Γ(U ,M))/ps −→ RΓproe´t(U,M)/ps.
Taking the derived inverse limit as s→∞ provides the desired morphism
RΓcont(G,Γ(U ,M)) −→ ̂RΓproe´t(U,M).
In the special case U = U∞, the quasi-isomorphism claim is an application of Lemma 1.27(ii).
It remains to show that the functor is essentially surjective; so let M belong the right category. For
each s ≥ 1, the quotient Ms :=M/psM is a finite projective Γ(U ,Ainf,U/ps)-module with a continuous,
semi-linear G-action trivial modulo < µ (by Lemma 5.12). The equivalence of Theorem 5.7 tells us that
Ms corresponds to a locally finite projective sheaf Ms of Ainf,U/ps-modules trivial modulo < µ on Uproe´t
with the following two properties: Ms|U =Ms ⊗Γ(U ,Ainf,U )/ps Ainf,U |U/ps by Proposition 5.4(v), and the
canonical G-action on Γ(U ,Ms) =Ms is the existing one on Ms.
The inverse system · · · → Ms → Ms−1 → · · · satisfies the conditions of Proposition 5.13(b), whence
M := lim←−sMs belongs to the left category by the implication (b)⇒(a) and part (iv) of Proposition 5.13.
But the previous two properties show that Γ(U ,M) = lim←−s Γ(U ,Ms) identifies with M as an object of
the right category, thereby proving the essential surjectivity.
5.3 Relative Breuil–Kisin–Fargues modules
We now incorporate the Frobenius to define true Breuil–Kisin–Fargues modules in the global set-up:
Definition 5.15. Let X be a smooth, p-adic formal O-scheme. A relative Breuil–Kisin–Fargues module
on X is a pair (M, ϕM), where M ∈ BKF(X) and ϕM : (ϕ∗M)[ 1ξ˜ ]→ M[
1
ξ˜
] is an isomorphism of sheaves of
Ainf,X [ 1
ξ˜
]-modules. The category of such will be denoted by BKF(X, ϕ).
As in the situation lacking Frobenii, it is clear that relative Breuil–Kisin–Fargues modules form a
stack for the Zariski topology on X, so it is sufficient to describe them on any small open of X. Although
the following theorem has already been established without Frobenius structures and the latter can be
easily incorporated, we state the result fully to summarise some of our main results:
Theorem 5.16. Let R be a p-adically complete, formally smooth, small O-algebra, and fix a framing as
at the start of §1. Then there are equivalences of categories
BKF(Spf R,ϕ)
Γ(U∞,−)
∼−→
Thm. 5.14
RepµΓ(Ainf(R∞), ϕ)
−⊗
A
inf
(R)
Ainf(R∞)
∼←−
Thm. 1.32
RepµΓ(A

inf(R), ϕ)
γi=1+µ∇
log
i
∼←−
Prop. 2.14
qMIC(Ainf(R), ϕ)
(F,FΩ)
∗
∼←−
Corol. 2.25
qHIG(σ∗Ainf(R), ϕ).
Proof. We begin by showing that the global sections functor
Γ(U∞,−) : BKF(Spf R,ϕ)→ RepµΓ(Ainf(R∞), ϕ)
is an equivalence, where U∞ is the usual proe´tale cover of U = Spa(R[
1
p ], R) associated to the framing
(see Example 5.5(i)). Theorem 5.14 states that it is an equivalence if we drop the Frobenius structures
from both sides. To show it is fully faithful it therefore suffices to check that for any (Mi, ϕMi) ∈
BKF(Spf R,ϕ), i = 1, 2, and morphism f : M1 → M2 in BKF(Spf R), then f respects the Frobenius
structures if the induced morphism Γ(U∞, f) : Γ(U∞,M1) → Γ(U∞,M2) in RepµΓ(Ainf(R∞)) respects
the Frobenius structures. But observe that if Γ(U∞, f) respects the Frobenius structure, then so does
f |U∞ by Proposition 5.13(iii), which is enough since U∞ is a cover of U .
To prove essential surjectivity, we suppose that M ∈ BKF(Spf R) and that ϕM : Γ(U∞,M)[ 1ξ ]
≃→
Γ(U∞,M)[ 1
ξ˜
] is a Frobenius structure on its sections over U∞; we must show that ϕM is induced by
95
Generalised representations as q-connections
a unique Frobenius structure ϕM : M[
1
ξ ]
≃→ M[ 1
ξ˜
]. After replacing ϕM by ξ˜
aϕM for a ≫ 0 we may
suppose that ϕM restricts to ϕM : Γ(U∞,M) → Γ(U∞,M), which we view as an Ainf(R∞)-linear map
ϕM : Γ(U∞,M⊗Ainf,U ,ϕAinf,U )→ Γ(U∞,M). Note thatM⊗Ainf,U ,ϕAinf,U is trivial modulo ϕ(ξr+1) = ξ˜ξr
for all r ≥ 1, hence trivial modulo ξr for all r ≥ 1, i.e., M⊗Ainf,U ,ϕ Ainf,U ∈ BKF(Spf R). Therefore the
known equivalence without Frobenius structures implies that ϕM is induced by a unique Ainf,U -linear
map M⊗Ainf,U ,ϕ Ainf,U →M, as desired.
The remaining functors have already been checked to be equivalences, both with and without Frobe-
nius structures: see respectively Theorem 1.32, Proposition 2.14 and the subsequent paragraph, and
Corollary 2.25 and its subsequent paragraph.
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6 Cohomology and specialisation functors following [9]
This section is a continuation of Section 5. So again let X be a smooth p-adic formal O-scheme, and
denote its adic generic fibre by X . Given M ∈ BKF(X), we may mimic the main construction of [9] by
introducing the complex of sheaves of Ainf-modules on the Zariski site of X
AΩX(M) := Lηµ
(
R̂ν∗M
) ∈ D(XZar, Ainf),
where the hat denotes the derived p-adic completion. This complex of sheaves on X is locally given by
the q-de Rham complex of a module with q-connection (similarly, by the q-Higgs complex of a module
with q-connection in the presence of a Frobenius structure on M):
Theorem 6.1. Fix an affine open Spf R ⊆ X, where R is a formally smooth, small O-algebra, and fix a
framing  : O〈T±1〉 → R. Then there is a natural, for M ∈ BKF(X), equivalence
RΓZar(Spf R,AΩX(M)) ≃ N ⊗A
inf
(R) Ω̂
•
A
inf
(R)/Ainf
,
where N ∈ qMIC(Ainf(R)) is the Ainf(R)-module with q-connection associated to M|Spf R ∈ BKF(Spf R)
via the equivalences of Theorems 1.13 and 1.14, Corollary 2.7, and (42).
Similarly, there is a natural, for M ∈ BKF(X, ϕ), equivalence
RΓZar(Spf R,AΩX(M)) ≃ H ⊗A
inf
(R)(1) Ω̂
•
A
inf
(R)(1)/Ainf
,
where the right side is the q-Higgs complex of the module with q-Higgs field H ∈ qHIG(Ainf(R)(1), ϕ)
associated to M|Spf R ∈ BKF(Spf R,ϕ) via the equivalences summarised in Theorem 5.16.
Proof. We will show in Proposition 6.4 that the natural local-to-global map LηµRΓproe´t(SpR[
1
p ],M)→
RΓZar(Spf R,AΩX(M)) is an equivalence; the former identifies with LηµRΓcont(Γ,M) by Theorem 5.14,
where M := Γ(U∞,M) ∈ RepµΓ(Ainf(R∞)). The result then follows from the fact that all the categorical
equivalences in the statement of the theorem have been shown to be compatible with cohomology: see
Proposition 1.29, Corollary 2.25, and Theorem 5.14.
The second goal of this section is to construct specialisation functors1213
σ∗dR : BKF(X) −→
{
vector bundles with flat O-linear
connection on X
}
σ∗crys : BKF(X, ϕ) −→
{
locally finite free F-crystals
on the special fibre Xk
}
σ∗e´t : BKF(X, ϕ) −→
{
locally free lisse Zp-sheaves on
the rigid analytic generic fibre X
}
The vector bundle with connection σ∗dRM has an associated de Rham complex
σ∗dRM⊗OX Ω•X/O = [σ∗dRM ∇−→ σ∗dRM⊗OX Ω1X/O ∇−→ · · · ] ∈ D≥0(XZar,O).
Similarly, the locally free crystal σ∗crysM gives rise to
Ru∗(σ
∗
crysM) ∈ D≥0(XZar,W (k)),
where u : (Xk/W (k))crys → Xk,Zar = XZar is the usual projection morphism of sites. These specialisations
are related to the cohomology AΩX(M) by the following theorem, which is an analogue with coefficients
of [9, Thm. 1.10].
12The notation σ∗ is meant to conjure up pulling back along a morphism of sites.
13Terminology in the literature seems to vary slightly, but by “locally finite free F-crystal” we mean a locally finite free
crystal E on the crystalline site (Xk/W (k))crys, equipped with an isomorphism in the isogeny category ϕE : (F ∗XkE)[
1
p
]
≃
→
E[ 1
p
]. By twisting the Frobenius one can typically reduce assertions to the effective case where ϕE : F
∗
Xk
E → E is already
defined before passing to the isogeny category of crystals.
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Theorem 6.2. As above, let X be a smooth p-adic formal O-scheme. Then there are natural, for
M ∈ BKF(X, ϕ) (we just need M ∈ BKF(X) in the first statement), equivalences of complexes of sheaves
on XZar
AΩX(M)⊗LAinf,θ O ≃ σ
∗
dRM⊗OX Ω•X/O
̂AΩX(M)⊗LAinf W (k) ≃ Ru∗(σ
∗
crysM)
̂AΩX(M)[ 1µ ]
ϕM=1 ≃ Rν∗(σ∗e´tM)
(where the hats denote derived p-adic completion), assuming for the third comparison that C is alge-
braically closed.
Assuming in addition that X is proper over O, we define the Ainf-cohomology of X with coefficients
in a given M to be RΓAinf(X,M) := RΓZar(X, AΩX(M)); the following analogue of [9, Thm. 1.8] holds:
Corollary 6.3. Let X be a proper smooth p-adic formal O-scheme andM ∈ BKF(X, ϕ). Then RΓAinf(X,M)
is a perfect complex of Ainf-modules and taking cohomology in Theorem 6.2 yields equivalences
RΓAinf(X,M)⊗LAinf O ≃ RΓdR(X, σ
∗
dRM)
RΓAinf(X,M)⊗LAinf W (k) ≃ RΓcrys(Xk, σ
∗
crysM)
RΓAinf(X,M)⊗LAinf Ainf[
1
µ ] ≃ RΓe´t(X, σ∗e´tM)⊗Zp Ainf[ 1µ ],
assuming for the third comparison that C is algebraically closed.
Proof. These equivalences, as well as perfectness of the cohomology, are deduced from the definition of
AΩX(M) and the previous theorem exactly as in the proof of [9, Thm. 14.3] (note that [9, Thm. 5.7]
holds for non-constant lisse Zp-sheaves, thanks to [31, Thm. 5.11] or by mimicking Bhatt’s deduction of
the primitive comparison theorem from the above de Rham comparison [8, Rmk. 8.4]).
With the technical foundations of Sections 1–5 already in place, the constructions and proofs of this
section will be relatively straightforward modifications of those already found in [9].
6.1 Technical local-to-global lemmas
In this subsection R is a small formally smooth O-algebra, equipped with a fixed choice of framing,
and U := Spa(R[ 1p ], R) is its adic generic fibre. We fix a relative Breuil–Kisin–Fargues module without
Frobenius M ∈ BKF(R) and an integer s ≥ 0, and establish some technical lemmas concerning the
de´calage functor in order to prove Theorem 6.2. These are all analogues of the lemmas which may be
found in [9, §9] and [28, §7], so we will occasionally be brief and refer there for additional details.
There are global-to-local morphisms for the de´calage functor
Lηϕ−s(µ) ̂RΓproe´t(U,M) −→ RΓZar(Spf R,Lηϕ−s(µ)R̂ν∗M) (t1)
Lη[ζpr+s ]−1RΓproe´t(U,M/ξ˜r) −→ RΓZar(Spf R,Lη[ζpr+s ]−1Rν∗(M/ξ˜r)). (t2)
Here, and in what follows, we implicitly use the identification θ˜r : Ainf,U/ξ˜r
≃→ Wr(Ô+U ) which sends
ϕ−s(µ) to [ζpr+s ]− 1. There is also a base change morphism
Lηϕ−s(µ) ̂RΓproe´t(U,M)/ξ˜r −→ Lη[ζpr+s ]−1RΓproe´t(U,M/ξ˜r), (t3)
98
Matthew Morrow and Takeshi Tsuji
and these fit into a commutative diagram
RΓZar(Spf R,Lηϕ−s(µ)R̂ν∗M)/ξ˜r
(t7) // RΓZar(Spf R,Lη[ζpr+s ]−1Rν∗(M/ξ˜r))
Lηϕ−s(µ) ̂RΓproe´t(U,M)/ξ˜r
(t3) //
(t1)mod ξ˜r
OO
Lη[ζpr+s ]−1RΓproe´t(U,M/ξ˜r)
(t2)
OO
Lηϕ−s(µ)RΓcont(Γ,Γ(U∞,M))/ξ˜r
(t6) //
(t4)mod ξ˜r
OO
Lη[ζpr+s ]−1RΓcont(Γ,Γ(U∞,M/ξ˜r))
(t5)
OO
where (t4) denotes Lηϕ−s(µ) of the almost quasi-isomorphism of Theorem 5.14, (t5) denotes the analogous
morphism for the Wr(Ô+U )-module M/ξ˜r as in Theorem 5.7, and finally (t6) and (t7) are further base
change morphisms associated to the identification θ˜r.
Proposition 6.4. The morphisms (t1)–(t7) are all equivalences.
Proof. Before applying Lη[ζpr+s ]−1, the morphism (t5) is an almost quasi-isomorphism by Theorem 5.7;
it becomes an actual isomorphism after applying Lη[ζpr+s ]−1 thanks to Lemma 1.27(i).
Similarly, (t4) is a quasi-isomorphism by combining the almost quasi-isomorphism of Theorem 5.14
with Lemma 1.27(ii).
To check that (t6) is a quasi-isomorphism we must interchange the de´calage functor and the mod
ξ˜r (note that Γ(U∞,M)/ξ˜r = Γ(U∞,M/ξ˜r) by Proposition 5.13(ii)); to do that it is enough, by [28,
Rem. 9(ii)], to show that all cohomology groups Hicont(Γ,Γ(U∞,M)/ϕ
−s(µ)) are p-torsion-free. But the
generalised representation Γ(U∞,M) is trivial modulo < µ by Theorem 5.14, hence trivial modulo µ by
Theorem 1.14, hence trivial modulo ϕ−s(µ) (if s > 0 we could also make the simpler argument that the
generalised representation is trivial modulo ϕ−1(µ), hence modulo ϕ−s(µ), by Corollary 1.12). To prove
the desired p-torsion-freeness, we therefore reduce to the case M = Ainf,U , in which case it is Lemma
1.7(ii)
From the commutativity of the diagram it now follows that (t3) is a quasi-isomorphism.
Next we show that (t2) is an isomorphism. Given a p-adically complete formally e´tale R-algebra R′
and setting R′∞ := R∞⊗̂RR′ = O〈T±1/p
∞〉⊗̂O〈T±1〉R′, we claim that the canonical map(
Lη[ζpr+s ]−1RΓcont(Γ,Γ(U∞,M/ξ˜r))
)⊗̂Wr(R)Wr(R′)→ Lη[ζpr+s ]−1RΓcont(Γ,Γ(SpR′∞[ 1p ],M/ξ˜r)) (44)
is a quasi-isomorphism: in fact, Elkik’s results [15] imply thatWr(R
′) is the p-adic completion of an e´tale
Wr(R)-algebra, tensoring with which may be interchanged with both the Lη and the group cohomology
(c.f., the proof of [9, Lem. 9.9]). This reduces the claim to checking that
Γ(U∞,M/ξ˜r)⊗̂Wr(R)Wr(R′)→ Γ(SpR′∞[ 1p ],M/ξ˜r)
is an isomorphism. But this follows from the identificationM/ξ˜r|U∞ = Γ(U∞,M/ξ˜r)⊗Wr(R∞)Wr(Ô+U )|U∞
from Proposition 5.4(v) and fact that Wr(R
′
∞) =Wr(R∞)⊗̂Wr(R)Wr(R′), which is a consequence of the
behaviour of Witt vectors on finite e´tale morphisms [36, Thm. 2.4].
The previous paragraph (in conjunction with equivalence (t5) for both R and R′) has shown that for
any Spf R′ ∈ (Spf R)e´t, the sections RΓe´t(Spf R′,−) of Lη[ζpr+s ]−1RΓproe´t(U,M/ξ˜r)⊗̂Wr(R)Wr(OSpf R)
are precisely Lη[ζpr+s ]−1RΓproe´t(SpR
′[ 1p ],M/ξ˜r). The same argument as in the second part of the proof
of [9, Corol. 8.13] now shows that (t2) is an equivalence.
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It remains to prove that (t1) is an equivalence (from which (t7) will follow); this follows from the
same sheafification argument already given in the proof of [9, Prop. 9.14], so we will be brief. Firstly,
Corollary 1.30 implies that
Lηϕ−s(µ)RΓcont(Γ,Γ(U∞,M)) −→ Rlimr Lηϕ−s(µ)RΓcont(Γ,Γ(U∞,M))/ξ˜r
is an equivalence; using the already established equivalences of the diagram this may be rewritten as
Lηϕ−s(µ) ̂RΓproe´t(U,M)
∼→ Rlimr Lη[ζpr+s ]−1RΓproe´t(U,M/ξ˜r).
This remains true if we replace R by any formally e´tale R-algebra R′ and U by SpR′[ 1p ], i.e., the e´tale
presheaves
(Spf R)e´t ∋ Spf R′ 7→ Lηϕ−s(µ) ̂RΓproe´t(SpR′[ 1p ],M) and Rlimr Lη[ζpr+s ]−1RΓ(SpR′[ 1p ],M/ξ˜r) (45)
coincide (on affines, off which we do not in any case define them). To sheafify this, let j : XZar → XpshZar be
the map of topoi from sheaves to presheaves, so that j∗ is sheafification; set νpsh := jν : Xproe´t → XpshZar.
Then Lηϕ−s(µ)R̂ν∗M = j
∗Lηϕ−s(µ)Rν
psh
∗ M̂, where M̂ is the derived p-adic completion of M; this reduces
(t1) to showing that the counit Lηϕ−s(µ)Rν
psh
∗ M̂ → Rj∗j∗Lηϕ−s(µ)Rνpsh∗ M̂ is an equivalence. But the
identification of the presheaves (45) means that Lηϕ−s(µ)R̂ν∗M = Rlimr Lη[ζpr+s ]−1Rν
psh
∗ (M/ξ˜r), so
then [9, Lem. 9.15] reduces the desired counit equivalence to showing that the analogous counit map
Lη[ζpr+s ]−1Rν
psh
∗ (M/ξ˜r) → Rj∗j∗Lη[ζpr+s ]−1Rν
psh
∗ (M/ξ˜r) is an equivalence for each r ≥ 1, i.e., that
Rνpsh∗ (M/ξ˜r) is already a sheaf. But combining equivalence (44) with (t5) (for both R and R′) shows
that
Lη[ζpr+s ]−1Rν
psh
∗ (M/ξ˜r) ≃
(
Lη[ζpr+s ]−1RΓproe´t(U,M/ξ˜r)
)⊗̂Wr(R)Wr(OSpf R),
which is indeed a sheaf.
6.2 The Bockstein connection: de Rham and crystalline specialisations
As at the start of the section, let X be a smooth p-adic formal O-scheme; let M ∈ BKF(X) and r ≥ 1.
By triviality of M modulo ξr , the Wr(OX)-module ν∗(M/ξr) on X is locally finite free; in this subsection
we equip this with a Wr(O)-linear, flat de Rham–Witt connection
∇ξr : ν∗(M/ξr) −→ ν∗(M/ξr)⊗Wr(OX) WrΩ1X/O
and identify AΩX(M)/ξr with the resulting de Rham–Witt complex
ν∗(M/ξr)
∇ξr−−→ ν∗(M/ξr)⊗Wr(OX) WrΩ1X/O
∇ξr−−→ ν∗(M/ξr)⊗Wr(OX) WrΩ2X/O
∇ξr−−→ · · · . (46)
Here we use the relative de Rham–Witt complex of Langer–Zink [22] (see also [9, §10] for a summary)
and de Rham–Witt connections of Bloch, E´tesse, and Langer–Zink [16, 11, 23].
We will use the complex of sheaves of Wr(OX)-modules
W˜rΩX = (Lηϕ−r(µ) ̂Rν∗Ainf,X)/ξr
θr
≃→ Lη[ζpr ]−1Rν∗Wr(Ô+X); (47)
from [9, Thm. 9.4] (we stress that we have renormalised the definition of [9], where instead W˜rΩX =
AΩX/ξ˜r, via ϕ
r), and their description (in which we ignore Breuil–Kisin twists for simplicity):
Theorem 6.5 (“p-adic Cartier isomorphism” [9, Thm. 11.1]). There are natural isomorphisms Hn(W˜rΩX) ∼=
WrΩ
n
X
, for each r ≥ 1 and n ≥ 0, with the following compatibilities:
(i) Equipping the cohomology sheaves of W˜rΩX with the Bockstein associated to ξr, the isomorphism
H∗(W˜rΩX) ∼=WrΩnX is one of differential graded Wr(O)-algebras
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(ii) The Frobenius F on the de Rham–Witt complex is induced by the Frobenius ϕ on Ainf,X .
(iii) The restriction R :Wr+1Ω
n
X
→WrΩnX corresponds to(
[ζpr ]−1
[ζpr+1 ]−1
R
)n
: τ≤nLη[ζpr+1 ]−1Rν∗Wr+1(Ô+X)→ τ≤nLη[ζpr ]−1Rν∗Wr(Ô+X).
(See also [27, §2.2] for some discussion of these compatibilities.)
We need the following analogue for M of equivalence (47):
Lemma 6.6. The canonical base change map
θr : (Lηϕ−r(µ)R̂ν∗M)/ξr −→ Lη[ζpr ]−1Rν∗(M/ξr) = ν∗(M/ξr)⊗Wr(OX) W˜rΩX
is an equivalence. (Note that the arrow is merely Wr(O)-linear, but the equality is Wr(OX)-linear.)
Proof. Note first that the equality is an immediate consequence of the triviality modulo ξr of M, and
the projection formula.
Given any small affine open Spf R of X with generic fibre U , the sections of the domain of θr on Spf R
are
(Lηϕ−r(µ)RΓcont(Γ,Γ(U∞,M)))/ξr (48)
by the equivalences (t1) and (t4) of Proposition 6.4. Similarly, the sections of the codomain of θr on Spf R
are Lη[ζpr ]−1RΓcont(Γ,Γ(U∞,M/ξr)) by triviality ofMmod ξr and [9, Thm. 9.4(ii)]. The goal is therefore
to show that the “mod ξr” in (48) can be interchanged with the de´calage functor; for this it is enough to
check (by [28, Rem. 9(ii) & footnote 44]) that all the cohomology groups Hi(Γ,Γ(U∞,M)/ϕ−r(µ)), for
i ≥ 0, are p-torsion-free. But the representation is trivial modulo < µ by Proposition 5.13, hence trivial
modulo ϕ−1(µ) by Corollary 1.12, hence trivial modulo ϕ−r(µ). To prove the desired p-torsion-freeness,
we therefore reduce to the case of the trivial representation and appeal to Lemma 1.7(ii).
Since Lηϕ−r(µ)R̂ν∗M is a module over the E∞-Ainf-algebra Lηϕ−r(µ) ̂Rν∗Ainf,X (as the de´calage func-
tor is lax symmetric monoidal [9, Prop. 6.7]), and similarly modulo ξr, it follows formally that the
cohomology sheaves H∗((Lηϕ−r(µ)R̂ν∗M)/ξr) inherit the structure of a sheaf of graded modules over
H∗((Lηϕ−r(µ) ̂Rν∗Ainf,X)/ξr). Moreover, the respective Bockstein maps Bockξr : H∗ → H∗+1 upgrade
the former into a differential graded module over the latter by, e.g., [35, Lem. 132]. Appealing to the
identifications of Lemma 6.6 and the preceding paragraph, we have shown that the Bockstein gives the
gradedWr(O)-module ν∗(M/ξr)⊗Wr(OX)WrΩ•X/O the structure of a differential graded module over the
differential graded algebraWrΩ
•
X/O. Concretely, such a module structure is necessarily the data of a flat
connection
∇ξr : ν∗(M/ξr) −→ ν∗(M/ξr)⊗Wr(OX) WrΩ1X/O
such that ν∗(M/ξr)⊗Wr(OX) WrΩ•X/O identifies with the associated de Rham–Witt complex (46).
This completes the construction of the flat de Rham–Witt connection on the locally free Wr(OX)-
module ν∗(M/ξr), thereby defining a functor
σ∗dRW,r : BKF(X) −→
{
locally finite free Wr(OX)-
modules with Wr(O)-linear, flat
de Rham–Witt connection
}
M 7→ (ν∗(M/ξr),∇ξr )
We note that these are compatible in r in the following sense:
Lemma 6.7. The canonical identification of modules ν∗(M/ξr+1)⊗Wr+1(OX),RWr(OX) = ν∗(M/ξr) (the
base change being taken along the restriction map) is compatible with de Rham–Witt connections.
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Proof. This is essentially a formal consequence of the Bockstein definition of the connection and the
description of the restriction map in Theorem 6.5, but we provide the details.
It is enough to prove the compatibility on each small affine open Spf R, and we will implicitly use
the local-to-global identifications of Proposition 6.4 in the proof (though this is not really necessary: we
could instead work with K-flat resolutions and local sections of the complexes).
Let C• be a µ-torsion-free complex of Ainf-modules, supported in degrees ≥ 0, which represents
̂RΓproe´t(U,M); so ηϕ−r(µ)C
• represents Lηϕ−r(µ) ̂RΓproe´t(U,M). Let η
′
ϕ−r(µ)C
• be the subcomplex of
ηϕ−r(µ)C
• given by
(η′ϕ−r(µ)C
•)i =

(ηϕ−r(µ)C
•)i i < n,
{x ∈ ϕ−r(µ)nCn : dx ∈ ξrϕ−r(µ)n+1Cn+1} i = n,
0 i > n,
so that the quotient η′ϕ−r(µ)C
•/ξrσ
≤nηϕ−r(µ)C
• is equal to τ≤n((ηϕ−r(µ)C
•)/ξr). Here σ
≤n denotes
naive truncation, while τ≤n is canonical truncation (i.e., given by Ker d in degree n).
Multiplication by
(
ϕ−r(µ)/ϕ−(r+1)(µ)
)n
restricts both to ηϕ−(r+1)(µ)C
• → ηϕ−r(µ)C• (hence also to
ξr+1ηϕ−(r+1)(µ)C
• → ξrηϕ−r(µ)C•), and to η′ϕ−(r+1)(µ)C• → η′ϕ−r(µ)C•. Passing to the quotient in the
previous paragraph then induces
Rr,n := ×
(
ϕ−r(µ)
ϕ−(r+1)(µ)
)n
: τ≤n((ηϕ−r(µ)C
•)/ξr) −→ τ≤n((ηϕ−r+1(µ)C•)/ξr+1).
Theorem 6.5(iii) and Lemma 6.6 implies that the induced map on Hn(−) is simply the restriction map
can⊗R : Γ(Spf R, ν∗(M/ξr+1))⊗Wr+1(R) Wr+1ΩnR/O −→ Γ(Spf R, ν∗(M/ξr))⊗Wr(R) WrΩnR/O.
To prove the compatibility with the de Rham–Witt connections, define a subcomplexD•r,n ⊆ (ηϕ−r(µ))/ξ2r
by
D•r,n =

(ηϕ−r(µ))
i/ξ2r i < n,
{x ∈ (ηϕ−r(µ))n/ξ2r : dx is divisible by ξr} i = n,
{x ∈ (ηϕ−r(µ))n+1/ξr : dx = 0 in (ηϕ−r(µ))n+2/ξr} i = n+ 1,
0 i > n+ 1,
By construction, the short exact sequence 0→ (ηϕ−r(µ)C•)/ξr ξr−→ (ηϕ−r(µ)C•)/ξ2r → (ηϕ−r(µ)C•)/ξr → 0
restricts to the short exact sequence in the bottom of the following diagram; and multiplication by the
same element as the previous paragraph induces a Rr,n : D
•
r,n+1 → D•r,n making the diagram commute:
0 // τ≤n+1((ηϕ−(r+1)(µ)C
•)/ξr+1)
ξr+1 //
Rr,n+1

D•r+1,n //
Rr,n

τ≤n((ηϕ−(r+1)(µ)C
•)/ξr+1) //
Rr,n

0
0 // τ≤n+1((ηϕ−r(µ)C
•)/ξr)
ξr
// D•r,n // τ
≤n((ηϕ−r(µ)C
•)/ξr) // 0
Taking the boundary maps of the horizontal short exact sequences yields the desired compatibility with
the de Rham–Witt connections.
The associated de Rham–Witt complexes describe AΩ(M)/ξr :
Proposition 6.8. There is a natural, for M ∈ BKF(X), equivalence between AΩ(M)/ξr and the associ-
ated de Rham–Witt complex ν∗(M/ξr)⊗Wr(OX)WrΩ•X/O of line (46). These equivalences are compatible
with r, in the sense that the canonical reduction map AΩ(M)/ξr+1 → AΩ(M)/ξr corresponds to the
reduction map on the de Rham–Witt complexes.
Proof. The de Rham–Witt connection on ν∗(M/ξr) was constructed so that the de Rham–Witt com-
plex is isomorphic to [H∗((Lηϕ−r(µ)R̂ν∗M)/ξr),Bockξr ] (by which we mean the cohomology sheaves
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as indicated, equipped with the associated Bockstein). The proposition therefore follows by writing
AΩ(M) = LηξrLηϕ−r(µ)R̂ν∗M [9, Lem. 6.11] and appealing to the fundamental connection between the
de´calage functor and the Bockstein [9, Prop. 6.12]. Compatibility in r is a consequence of Lemma 6.7.
Definition 6.9. The de Rham specialisation functor is
σ∗dR := σ
∗
dRW,1 : BKF(X) −→
{
vector bundles with flat O-linear
connection on X
}
Next we take into account the Frobenius. Under the identifications θr : Ainf,X/ξr
≃→ Wr(Ô+X), the
Witt vector Frobenius F on the target corresponds to ϕ on the source [9, Lem. 3.4]; pushing forward to
X we deduce that the same is true for θr : ν∗(Ainf,X/ξr)
≃→Wr(OX). Therefore, given M ∈ BKF(X), we
have a natural identification
ν∗((ϕ
∗M)/ξr) = ν∗(M/ξr+1)⊗Wr+1(OX),F Wr(OX). (49)
Note that both sides of (49) are locally finite free Wr(OX)-modules equipped with a de Rham–Witt
connection: firstly, the connection on ν∗((ϕ
∗M)/ξr) is that defined by applying the de Rham–Witt
specialisation functor to ϕ∗M ∈ BKF(X), i.e., ν∗((ϕ∗M)/ξr) = σ∗dRW,r(ϕ∗M); secondly, the connection
on ν∗(M/ξr+1)⊗Wr+1(OX),F Wr(OX) is defined by pulling back the connection on ν∗(M/ξr+1) along the
Frobenius in the sense of the next remark.
Remark 6.10. Given a sheaf of Wr+1(OX)-modules N equipped with a de Rham–Witt connection ∇,
pullback along the Frobenius F : Wr+1(OX) → Wr(OX) defines a de Rham–Witt connection F ∗∇ on
the sheaf of Wr+1(OX)-modules F ∗N = N ⊗Wr+1(OX),F Wr(OX). Explicitly, in terms of local sections,
F ∗∇ is given by
F ∗∇ : N ⊗Wr+1(OX),F Wr(OX) −→ N ⊗Wr+1(OX),F WrΩ1X/O
n⊗ f 7→ (id⊗pF )∇(n) + n⊗ df,
where pF : Wr+1Ω
1
X/O → WrΩ1X/O. In terms of the language of Section 2, this construction is simply
base changing along the morphism of differential (sheaves of) rings
Wr+1(OX) d //
F

Wr+1Ω
1
X/O
pF

Wr(OX)
d
// WrΩ1X/O
Lemma 6.11. The identification (49) is compatible with the connections on each side.
Proof. Similarly to Lemma 6.7, this is a formal consequence of the Bockstein construction and com-
patibilities of Theorem 6.5. Let Φ : Lηϕ−(r+1)(µ)R̂ν∗M
∼→ Lηϕ−r(µ) ̂Rν∗(ϕ∗M) denote the canonical
ϕ-semilinear equivalence; this induces Φi : (Lηϕ−(r+1)(µ)R̂ν∗M)/ξ
i
r+1 → (Lηϕ−r(µ) ̂Rν∗(ϕ∗M))/ξir for any
i ≥ 1 (we only need i = 1, 2), since ϕ(ξr+1) = ξrϕ(ξ).
Passing to Hn(−) induces in particular
Hn(Φ1) : ν∗(M/ξr+1)⊗Wr+1(OX) Wr+1ΩnX/O −→ν∗((ϕ∗M)/ξr)⊗Wr(OX) WrΩnX/O
= (ν∗(M/ξr+1)⊗Wr+1(OX),F Wr(OX))⊗Wr(OX) WrΩnX/O,
where the identification is (49). Theorem 6.5(ii) implies that this map is can⊗F . The desired com-
patibility now follows by taking the H0 → H1 boundary maps in the commutative diagram of fibre
sequences
(Lηϕ−(r+1)(µ)R̂ν∗M)/ξr+1
ξr+1 //
ϕ(ξ)Φ1

(Lηϕ−(r+1)(µ)R̂ν∗M)/ξ
2
r+1
//
Φ2

(Lηϕ−(r+1)(µ)R̂ν∗M)/ξr+1
Φ1

(Lηϕ−r(µ)R̂ν∗M)/ξr
ξr // (Lηϕ−r(µ)R̂ν∗M)/ξ
2
r
// (Lηϕ−r(µ)R̂ν∗M)/ξr
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and recalling that ϕ(ξ) ≡ p mod ξr.
Corollary 6.12. Let (M, ϕM) ∈ BKF(X, ϕ). Then
(i) ϕM induces an isomorphism of Wr(OX)[ 1p ]-modules with de Rham–Witt connection
F ∗(σ∗dRW,r+1M)[
1
p ]
≃→ (σ∗dRW,rM)[ 1p ]
(ii) The connection ∇ξ on σ∗dRM is p-adically nilpotent.
Proof. Part (i) follows from Lemma 6.11 and the fact that θr(ξ˜) = p (indeed, ξ˜ ≡ p mod µ). Part (ii)
follows from a similar argument to Lemma 2.24(iii).
We are now prepared to define the crystalline specialisation σ∗crysM of any M ∈ BKF(X, ϕ). Base
changing each ν∗(M/ξr) to the special fibre and taking the limit over r (along the restriction maps) yields
σ∗crys(M) := lim←−
r
(
ν∗(M/ξr)⊗Wr(OX) Wr(OXk)
)
,
a locally finite free W (OXk)-module equipped with flat de Rham–Witt connection
∇ : σ∗crys(M)→ σ∗crys(M)⊗W (OXk ) WΩ
1
Xk/k
.
By Corollary 6.12, the Frobenius structure ϕM on M induces a Frobenius structure on σ∗crysM, i.e., an
isomorphism of modules with connection F ∗(σ∗crysM)[
1
p ]
≃→ (σ∗crysM)[ 1p ] (to be precise, in order to take
the limit over r in Corollary 6.12(i), one should note that the Frobenius structure exists after introducing
a bounded p-power denominator which does not depend on r), and the connection on the OXk -module
(σ∗crysM) ⊗W (OXk) OXk is nilpotent. By a theorem of Bloch [11] such data corresponds to an F-crystal
on Xk, which we will abusively also denote by σ
∗
crysM, with the property that the crystalline cohomology
complex Ru∗σ
∗
crysM is equivalent to the de Rham–Witt complex σ
∗
crys(M)⊗W (OXk )WΩ•Xk/k of the module
with connection. This defines the crystalline specialisation
σ∗crys : BKF(X, ϕ) −→
{
locally finite free F -
crystals on Xk
}
.
We finish the subsection by noting explicitly that we have already proved the first two equivalences
of Theorem 6.2:
Proof of first two equivalences of Theorem 6.2. In Proposition 6.8 we have already constructed a natural
identification
AΩ(M)/ξr ≃ ν∗(M/ξr)⊗Wr(OX) WrΩ•X/O.
The first two equivalences claimed in Theorem 6.2 follow respectively by applying this in the case r = 1
or base changing further along the canonical maps Ainf/ξr →Wr(k) and then taking lim←−r.
6.3 The e´tale specialisation
We finally define the specialisation functor σ∗e´t, which associates to each Breuil–Kisin–Fargues module
over X a locally free lisse Zp-sheaf on X .
Recall from [31, §8] that a locally free lisse Zp-sheaf on X is a sheaf of modules over the pro-e´tale
sheaf Ẑp := lim←−r Z/p
rZ which is pro-e´tale locally isomorphic to a finite direct sum of copies of Ẑp. It is
known that the aforementioned inverse limit has no higher derived inverse limits and that the sequence
of pro-e´tale sheaves 0→ Ẑp → Ainf,X ϕ−1−−−→ Ainf,X → 0 is short exact (e.g., [27, Lem. 3.5]).
The following proposition does not require X to arise as the generic fibre of a smooth formal scheme
over O, so we state it more generally:
Proposition 6.13. Let X be a reduced rigid analytic variety over C and M a locally finite free sheaf of
Ainf,X-modules on Xproe´t, equipped with a Frobenius semi-linear isomorphism ϕM :M[ 1ξ ]
≃→M[ 1
ξ˜
]. Then
104
Matthew Morrow and Takeshi Tsuji
(i) L := (M⊗Ainf,X W (ÔX♭))ϕM=1 is a locally free lisse Zp-sheaf of the same rank as M.
(ii) Let r ∈ Z be large enough so that ξ˜rM ⊆ ϕ(M), whence ϕ−1 restricts to 1µrM; then L ⊆ 1µrM and
the sequence
0 −→ L −→ 1µrM
1−ϕ−1−−−−→ 1µrM −→ 0
is exact.
(iii) The inclusion L ⊆ 1µrM induces an identification L ⊗Ẑp Ainf,X [ 1µ ] = M[ 1µ ]. More precisely, given
s ≤ r such that ϕ(M) ⊆ ξ˜sM, then
L⊗
Ẑp
µrAinf,X ⊆M ⊆ L⊗Ẑp µsAinf,X .
Proof. Replacing M by 1µrM we may suppose until part (iii) that r = 0, i.e., that ϕ
−1 restricts to
ϕ−1 :M→M. We will prove the results by arguing locally. A base forXproe´t is provided by those affinoid
perfectoids U with the following property: letting A = Γ(U , ÔX) denote the associated perfectoid Tate
C-algebra, then any faithfully flat, finite e´tale A-algebra (hence similarly for A♭-algebras by the Almost
Purity theorem) admits a section. See, e.g., [27, Lem. 3.4] and the beginning of the proof of Lem. 3.5 of
[op. cit.]. By restricting further we may also suppose that M|U is finite free, whence M := Γ(U ,M) is
a finite free W (A♭+)-module equipped with an inverse-Frobenius semi-linear map ϕ−1M : M → M which
induces an isomorphism ϕ−1M :M [
1
ξ˜
]
≃→M [ 1ξ ].
Since A♭ is a perfect Fp-algebra with no non-trivial finite e´tale covers, usual Artin–Schreier–Witt
theory implies that
ϕM − 1 :M ⊗W (A♭+) W (A♭) −→M ⊗W (A♭+) W (A♭)
is surjective and its kernel L = Γ(U ,L) is a finite free W (A♭)ϕ=1-module satisfying L ⊗Zp W (A♭) =
M ⊗W (A♭+) W (A♭). But W (A♭)ϕ=1 = Γ(U , Ẑp) thanks to the pro-e´tale Artin–Schreier–Witt sequence
0→ Ẑp → W (ÔX♭) ϕ−1−−−→W (ÔX♭)→ 1, so this proves (i).
To prove (ii) we will show that 1−ϕ−1M :M →M is surjective and that its kernel is precisely L. The
previous paragraph shows that this is true after −⊗W (A♭+) W (A♭) (note that ϕM is invertible after this
base change, so we can pass between 1− ϕ−1M and ϕM − 1), so the goal is to show that the square
M
1−ϕ−1M //
 _

M _

M ⊗W (A♭+) W (A♭)
1−ϕ−1M
// M ⊗W (A♭+) W (A♭)
is bicartesian. All terms in the diagram are p-torsion-free and p-adically complete, so it is enough to
check that the diagram is bicartesian modulo p. To simplify notation write M :=M/p, which is a finite
free A♭+-module equipped with an inverse-Frobenius semi-linear map ϕ−1
M
: M →M which becomes an
isomorphism after ⊗A♭+A♭. We must show that 1 − ϕ−1M : M → M is surjective and that the kernel of
1−ϕ−1
M
: M ⊗A♭+ A♭ →M ⊗A♭+ A♭ is contained in M . Since we already know that 1−ϕ−1M is surjective
on M ⊗A♭+ A♭, one checks easily that it is enough (to prove both claims) to show the following: given
n ∈ M ⊗A♭+ A♭ such that ϕ−1M (n) − n ∈ M , then n ∈ M . We may write n = m/ε for some ε ∈ O♭
and m ∈ M , and calculate that M ∋ ϕ−1
M
(m/ε) − m/ε = ϕ−1
M
(m)/ε1/p − m/ε, whence ε1/pn ∈ M .
Continuing in this way shows that n is almost in M , or more precisely defines an almost zero element of
the O♭-module (M ⊗A♭+ A♭)/M . But this has no non-zero almost-zero elements since M is a finite free
A♭+-module and A+ satisfies the equivalent conditions of Lemma 1.5, thanks to Example 1.6(iii). This
completes the proof of (ii).
To prove part (iii) we argue in a standard way by using internal hom; to keep the bounds clear we
drop the hypothesis that r = 0. We consider H := HomW (A♭+)(M,L ⊗Zp W (A♭+)), which is a finite
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free W (A♭+)-module equipped with a Frobenius semi-linear isomorphism ϕH : H [
1
ξ ]
≃→ H [ 1
ξ˜
], defined
by ϕH(f) := (1 ⊗ ϕ) ◦ f ◦ ϕ−1M , for f ∈ H [ 1ξ ] = HomW (A♭+)[ 1ξ ](M [
1
ξ ], L ⊗Zp W (A♭+)[ 1ξ ]). We have
seen that the canonical map ι : L ⊗Zp W (A♭+) → M is invertible after base change to W (A♭), thereby
defining ι−1 ∈ H ⊗W (A♭+) W (A♭); but ι is ϕ-equivariant, whence the same is true of its inverse ι, i.e.,
ι−1 ∈ (H ⊗W (A♭+) W (A♭))ϕH=1. Letting s be as in the statement of (iii), it is clear that ξ˜−sH ⊆ ϕ(H),
so the result proved in part (ii) shows that (H ⊗W (A♭+) W (A♭))ϕH=1 ⊆ µsH ; that means that 1µs ι−1 is
a morphism from M to L⊗Zp W (A♭+), as required.
The proposition implies in particular to any relative Breuil–Kisin–Farguesmodule (M, ϕM) ∈ BKF(X, ϕ),
yielding our desired locally free lisse Zp-sheaf
σ∗e´tM := L = (M⊗Ainf,X W (ÔX♭))ϕM=1 =M[ 1µ ]ϕ
−1
M
=1
This is the definition of our e´tale specialisation functor
σ∗e´t : BKF(X, ϕ) −→
{
locally free lisse Zp-
sheaves on X
}
.
Proof of third equivalence of Theorem 6.2. The identification ̂Ainf,X [
1
µ ] =W (ÔX) shows that ̂AΩX(M)[ 1µ ] =
Rν∗(M⊗Ainf,X W (ÔX♭)), whose Frobenius-fixed points are indeed Rν∗L by Proposition 6.13.
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