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ABSTRACT OF DISSERTATION

Weakly Supervised Learning for Multi-Image Synthesis
Machine learning-based approaches have been achieving state-of-the-art results on
many computer vision tasks. While deep learning and convolutional networks have
been incredibly popular, these approaches come at the expense of huge amounts of
labeled data required for training. Manually annotating large amounts of data, often
millions of images in a single dataset, is costly and time consuming. To deal with the
problem of data annotation, the research community has been exploring approaches
that require less amount of labelled data.
The central problem that we consider in this research is image synthesis without
any manual labeling. Image synthesis is a classic computer vision task that requires
understanding of image contents and their semantic and geometric properties. We
propose that we can train image synthesis models by relying on sequences of videos
and using weakly supervised learning. Large amounts of unlabeled data are freely
available on the internet. We propose to set up the training in a multi-image setting
so that we can use one of the images as the target - this allows us to rely only on
images for training and removes the need for manual annotations. We demonstrate
three main contributions in this work.
First, we present a method of fusing multiple noisy overhead images to make a
single, artifact-free image. We present a weakly supervised method that relies on
crowd-sourced labels from online maps and a completely unsupervised variant that
only requires a series of satellite images as inputs. Second, we propose a single-image
novel view synthesis method for complex, outdoor scenes. We propose a learning-based
method that uses pairs of nearby images captured on urban roads and their respective
GPS coordinates as supervision. We show that a model trained with this automatically
captured data can render a new view of a scene that can be as far as 10 meters from
the input image. Third, we consider the problem of synthesizing new images of a
scene under different conditions, such as time of day and season, based on a single
input image. As opposed to existing methods, we do not need manual annotations for
transient attributes, such as fog or snow, for training. We train our model by using
streams of images captured from outdoor webcams and time-lapse videos.
Through these applications, we show several settings where we can train stateof-the-art deep learning methods without manual annotations. This work focuses

on three image synthesis tasks. We propose weakly supervised learning and remove
requirements for manual annotations by relying on sequences of images. Our approach
is in line with the research efforts that aim to minimize the labels required for training
machine learning methods.
KEYWORDS: Machine Learning, Weak Supervision, Image Understanding
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Chapter 1 Introduction

The field of computer vision has seen massive growth recently, thanks to large-scale
datasets like ImageNet [11, 80]. With over a million images, ImageNet challenge
quickly became the benchmark for training and evaluating image recognition task
that requires predicting a label for the input image. Initial success of Convolutional
Neural Networks (CNNs) was demonstrated on the ImageNet recognition challenge.
Similarly, there are publicly available datasets for more challenging tasks of object
detection, semantic segmentation, and panoptic segmentation. Object detection is
the problem of locating objects of interest in the image and predicting a bounding
box around them. Consequently, object detection datasets, like PASCAL VOC [14],
provide bounding box annotations of all images for training and evaluation. Semantic
segmentation is a task of assigning every pixel of the image to one of the classes.
Therefore, semantic segmentation datasets, like MS COCO [49] and Cityscapes [9],
provide pixel-level labels. Panoptic segmentation [38] takes the problem one step
further: every foreground pixel has to be labeled as one of the things categories and
every background pixel should be labeled as the correct stuff type, such as building
or sky.
As the task gets more complex and more information is predicted from the image,
the labeling process gets more costly in terms of time and effort. A simple image
recognition dataset requires annotators to assign one class label to an image, which
is much faster than labeling for panoptic segmentation which requires labeling every
pixel. As CNNs get more complex, each having millions of trainable parameters, there
is a growing need for larger labeled datasets for training. Data labeling also has a
high human cost: annotators have to perform repetitive tasks that are cumbersome.
Because of prohibitive costs of manually annotating datasets, researchers have been
exploring the area of weakly supervised learning where the need of target labels is
relaxed. For example, a weakly supervised object detection method might aim to
predict bounding boxes for object detection but only require image-level class labels
for training.
A commonly used weakly supervised method, class activation map [115], uses
image-level class labels to train a model that can localize the object of interest within
the image. Similarly, there are methods, like the one by Zeng et al . [106], for object
detection that require only image-level labels. Weakly supervised semantic segmentation methods predict pixel-level labels with only bounding region supervision. Dai et
al . [10] proposed a method to iteratively clean the bounding boxes semantic segmentation training. Khoreva et al . [35] introduced a segmentation from bounding boxes
using multiple iterations of several algorithms, such as MCG [69] and Grabcut [78].
Typically, weakly supervised approaches use multiple passes for every bounding box
to clean the data and solve a major problem of overlapping objects. We have also
developed a weakly supervised method of building segmentation [73] where the task is
to label every building pixel by only requiring bounding boxes for training.
Reconstruction-based learning can be considered a type of weakly supervised
1

learning in which one of the available images is treated as a target and the goal of
the network is to learn to understand and modify a similar image so that it matches
the target image. For example, a novel view synthesis task is to take an input view
of an object to render novel views from different perspectives. If we have images of
multiple views of objects, with known camera transformation, we can arbitrarily set
some as target views and train the synthesis network to make a prediction similar
to the target given the camera transformation between the source and target views.
Other than novel view synthesis, reconstruction-based learning has been applied to
applications like optical flow estimation and depth prediction from a single image. A
key benefit of reconstruction-based learning is that we can use the large volume of
image sequences to learn meaningful representations without requiring labelled data.
Several relevant reconstruction-based learning uses one of the input images as a
target and tries to synthesize this from the input image. Many optical flow estimation
methods, like Yin et al . [103] use reconstruction loss: the input is warped and
matched against another view that is being treated as the target. Similarly, many
recent methods of monocular depth estimation, like the one by Wong et al . [97], use
reconstruction-based learning. Novel view synthesis methods of Zhou et al . [116]
and Sun et al . [89] also use reconstruction loss for training. The importance of the
synthesized view varies based on the application, but during learning to reconstruct a
target view, the network learns rich information about scene content and geometry.
While no manual annotation is required for reconstruction-based learning, it should be
noted that typically the transformation between images is recorded while making the
dataset. For example, the KITTI odometry dataset [20] (which is commonly used for
optical flow, depth, and novel view synthesis) includes the respective pose information
of all images.
Publicly available images and videos are available at a massive scale and are
rapidly expanding. While unlabeled images can only be considered as raw sensor
readings, we aim to address the problem of understanding image representation. The
central problem that we address in this work is fusing images from different views
that are captured at different times. Image fusion is a complex task that requires
understanding of object shapes, depth from camera, and motion models. We propose
to address this problem in a weakly supervised fashion so that there is no need of
labeled datasets. Concretely, we use reconstruction-based learning to learn to combine
information from multiple source images.
We address three main application areas in this work: 1) fusion of overhead images,
2) novel view synthesis, and 3) diverse view synthesis. In the task of fusion of overhead
images, we train a model for multi-image fusion without manually labeled annotations.
The problem is to fuse multiple images, that might have artifacts like clouds and
shadows, to synthesize a single, artifact-free image. We consider two variants that
require different levels of supervision. First, we propose a weakly supervised method
that uses crowd-sources segmentation labels, such as those available on online maps,
for supervision during training. Second, we consider a completely self-supervised, also
referred to as unsupervised, method that does not require any label for training. We
show that we can use train a machine learning-based method of image fusion that
works on both synthetic as well as real data.
2

View synthesis is the task of generating novel views of a scene given only a set of
known images. Many existing approaches are either restricted to synthetic images or
controlled scenes with a single object in view. Alternatively, many methods for complex
tasks require geometric information, such as depth from camera, surface normals
etc. Therefore, these geometric approaches require large datasets with annotations
for depth etc. In our approach, we train a novel view synthesis network by using
reconstruction-based learning. We use commonly available outdoor images of urban
scenes and select nearby pairs of images for training: we arbitrarily select one image
as the input and the other as the target. By doing so, we only use the automatically
captured locations of images, to specify transformation between images, to train our
view synthesis model without any manual annotation. We prepare a new dataset,
Brooklyn Panorama Synthesis (BPS), and show state-of-the-art results in challenging,
real-world settings.
Finally, we consider the problem of outdoor image synthesis under diverse conditions. We consider two related problem: guided and unguided synthesis. The task of
guided synthesis is to generate a new image of a scene, while preserving its contents,
to match conditions of a given guide or style image. For unguided synthesis, the goal
is generate multiple images of a scene, from a single input image, that preserve the
scene layout but have dievrse conditions such as time of day, season, and weather
etc. Many existing approaches require labels for scene layout, in terms of semantic
segmentation, or an explicit labelling of the transient attributes, such as snow, cloudy
etc. Preparing labels of layout or transient attributes is prohibitive for large-scale
datasets. We propose a method for outdoor image synthesis that only uses sequences
of images from time-lapse videos and outdoor webcams. By using these freely available
data sources, we can train models for diverse view synthesis without requiring any
labels of scene layout or weather conditions. We prepare a derivative dataset and
three new benchmarks for the tasks of guided and unguided synthesis. We show
competitive results on outdoor image synthesis as well as time-lapse generation from
a single source image.

Copyright© Muhammad Usman Rafique, 2021.
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Chapter 2 Fusion of Overhead Images

Recently, satellite and aerial images are available at a much higher rate. Companies
like Planet Labs capture imagery of the entire Earth every day. Even though a large
amount of data is recorded, a significant portion of this data is not used because of
artifacts like clouds and cloud shadows. For example, if we study recent datasets
for remote sensing (like BigEarthNet, Digital Globe, Functional Map of the World),
we notice that images with clouds and cloud shadows are not used at all. There
are, however, methods that aim to fuse multiple overhead images of a region to
produce a single good-looking image without these artifacts. These methods have
their own limitations: some methods are not robust under varying conditions while
other techniques require explicit cloud (and cloud shadow) labels. Though cloud and
cloud shadow annotations are available for Sentinel2 and Landsat, these are not always
perfect. In many cases, these annotations are not required. Recently, convolutional
neural networks (CNNs) have shown good results in learning to detect clouds and
cloud shadows. But, training these CNNs requires datasets in which annotations are
often manually. These annotations are expensive and creating these datasets is a slow
process. In this paper, we propose a learning-based method in which we train a CNN
to predict quality of every pixel. Our novel self-supervised training method does not
require any annotation for training. We formulate a self-supervised task in which no
external supervision is required for training: we do so by setting up an auxiliary task
of image-based localization. During training, we train fusion network and localization
network. Once trained, our fusion method can combine multiple images to produce
good-looking images. Since our method is learning-based, we can retrain the fusion
network for regions and conditions of our interest: training on a region only requires
gathering a set of images from that region.
The weakly supervised fusion method has been presented in the following publication [71]:
• Muhammad Usman Rafique, Hunter Blanton, Nathan Jacobs. “Weakly Supervised Fusion of Multiple Overhead Images,” IEEE/CVF International Conference
on Pattern Recognition Workshops (CVPRW), 2021.
2.1

Background

In recent years, it has become possible to collect high resolution overhead imagery of
the same location frequently. Given the nature of how the images are captured and
registered, they often contain artifacts such as clouds, large streaks of missing data,
significantly varying lighting and weather condition, and other artifacts [34]. These
are major issues when attempting to use these images for remote sensing tasks, such
as object detection or semantic segmentation. We propose weakly supervised and
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Figure 2.1: Overview of the proposed approach. We present a fusion method which
can fuse multiple images of a region: these images might have artifacts like missing
data or occlusion by clouds. We train a quality network to predict per-pixel quality
of input images and the fused image is synthesized by computing quality-weighted
average of input images. The fused image can be used for any remote sensing task.
completely self-supervised methods for multi-image fusion. The overview is shown in
Figure 2.1.
Several methods have been proposed that address the problem of such artifacts.
Generally these methods either require problem-specific solutions or expensive labeling
of artifacts in input images. While the former techniques do not require labelled
data, the solutions typically require several complex, problem-specific interpolations
and image processing techniques. These methods are hard to generalize and require
re-calibration to newer scenarios. On the other hand, learning based methods have
shown promising results in detecting artifacts like clouds and cloud shadows. However,
these methods require labelled training data with every pixel categorized as clean,
partly occluded, and fully occluded. Understandably, it is an expensive and subjective
process to label pixels accurately. Recently, some convolutional neural networks
(CNNs) have shown invariance to clouds while working on multiple images for the task
of vegetation classification. Alternatively, given the large number of images captured
at the same location, it is possible to fuse information of several images into a single
image. This single image can then be used for a variety of tasks.
In this work, we explore the problem of fusing multiple registered overhead images.
The goal is for the fused image to produce more accurate predictions for the task than
the individual input images. This is performed using a quality network, a per-pixel
scoring CNN, that predicts quality for each image pixel. A high quality pixel is the
one that is more useful for the task. In this work, we consider semantic segmentation
as the final task. Based on scores from the quality network, we synthesize the fused
image directly from the input images.
We present a general framework which learns to combine multiple input images,
based on the quality of every pixel, such that the performance of the final task of
semantic segmentation is improved. An overview of our method is shown in Figure 2.1.
We pass all input images through a quality network that scores each pixel. The
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final image is synthesized based on these scores. We propose two variants requiring
different levels of supervision: weakly supervised and self-supervised. The weakly
supervised fusion method relies on crowd-sourced map labels, that might be noisy, as
target for semantic segmentation training. The fused image is fed to a standard image
segmentation network. This allows us to train an end-to-end system that learns to
predict per-pixel quality without requiring labels for artifacts in individual images.
Our self-supervised method does not require any label for training at all - we prepare
an auxiliary task for training. We divide a large satellite image (100 km × 100 km)
into smaller patches and setup an auxiliary task to estimate the location of every
patch. During training, we jointly train the quality-based image fusion method and
the localization network.
2.2

Related Work

The problem of fusing multiple overhead images of a region has been explored in
various classical and modern methods. These methods require different levels of input
information and the solutions range from detection of artifacts to fusion of multiple
noisy image.
Classical Fusion Methods
Simple classical methods include computing the mean or median of multiple images of
a region. Greenest pixel and Normalized Difference Vegetation Index (NVDI) provide
fixed criteria of selecting every pixel from multiple input images.
A Fourier analysis based interpolation method was presented by Roerink et al . [76].
In this method, missing and cloudy regions were filled in by interpolating images
collected at other times. Results were shown on composite images of agricultural
areas in Europe. The method assumes knowledge of frequencies in images based on
fast Fourier transform of previous, presumably clean, imagery. A patch based method
was presented by Lin et al . [48]. This method included several steps including cloud
detection, intensity normalization, and patch-based image synthesis to remove clouds
from multiple images. It is a complex method and some steps are slow, e.g. seam
selection is formulated as an optimization problem. A similar method by Chen et
al . [2] proposed a method to merge target and reference images to remove clouds from
given images. It is assumed that clouds can be perfectly detected using Fmask [112],
a classical detection method for Landsat imagery.
Cloud Detection
A key component of most existing methods is a separate module for cloud detection.
Note that these methods rely on explicit labels of clouds, either available at test time
or through some existing algorithm. Several datasets have been prepared to evaluate
methods of cloud detection, for example Landsat-8 SPARCS by Foga et al . [17]. In
this dataset, pixel-wise dense labels are provided that include cloud, shadow or clean.
A supervised cloud detection method was presented by Li et al . [47]. This method
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requires labels of clouds and cloud shadows. Once trained, their method can label
every pixel as clean, cloudy, or having cloud shadow: they do not try to make a clean
image using these masks.
Removal of Translucent Clouds
Several methods, ranging from classical image processing to modern generative adversarial networks (GANs), have been proposed to remove translucent clouds from
overhead imagery. Enomoto et al . [13] presented a method of removing thin clouds
from aerial images. They built a synthetic dataset in which Perlin noise is used to
simulate clouds. They used a multispectral conditional GAN to remove clouds from
images. A major limitation of their method is that the near IR image is not covered
with clouds. Singh and Komodakis [88] used a conditional GAN on color images. This
paper also used Sentinel-2 imagery. Tedlek et al . [93] proposed an image processing
algorithm to remove cloud from an image. They showed result on a single image with
a synthetic, translucent cloud.
Supervised Fusion Methods
These methods either require cloud-free images of the same region or labelled data
indicating cloud pixels in images. The method proposed by Mateo et al . [57] requires
cloud-free images to estimate a background image. A difference image is computed
from the cloudy input image and the estimated background is used to predict cloud
masks. Even though specific cloud masks are not required, clean images without
clouds are required by this work. Method of Li et al . [44] proposed a nonnegative
matrix factorization based algorithm for cloud removal. This method also requires a
cloud-free reference image, which might not be possible. Khan et al . [34] present an
inpainting method for completion of missing data from satellite images of forests. In
this work, the quality label for every pixel is assumed to be available. Fusion is done
using imagery captured at different times based on the available quality maps and
spatial consistency is enforced by solving an optimization problem. The method by
Zhang et al . [110] requires a clean reference image of the same region to fill in the
missing regions in a noisy input image. Chen et al . [6] proposed a fully supervised
fusion method that requires clean images for training. Even during test time, it is
expected that the cloudy images are from the same region which was used for testing.
The method by Li et al . [46] requires a clean image to remove artifacts from a cloudy
image. An iterative method that solves an optimization problem of separating clouds
from the image content was proposed in [5]. While the method [5] does not require
cloud and shadow labels, it is a complex method that makes several assumptions about
structure and smoothness of image content and temporal variations in the scene are
not considered [109]. The method by Zhang et al . [109] requires binary cloud masks
to fuse multiple images. Limitations of [109] include i) the need of external, highly
restrictive binary cloud masks which ignore pixels having thin clouds ii) the need of
clean data for training, and iii) and hand-crafted method that iteratively works on
patches and requires multiple iterations for cloud removal from every patch. On the
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other hand, our method does not require cloud masks, clean images for testing, or
multiple refinement steps for cloud removal. The method by Li et al . [43] requires
clean image, referred to as auxiliary images, to remove artifacts from cloudy images.
The method [43] relies on several complex components including cloud detection, haze
removal, and post-processing.
Cloud Invariant Segmentation
Rußwurm and Körner [82] presented an LSTM and GRU-based recurrent system that
can use multiple images simultaneously for vegetation classification from overhead
images. Although this work focused on classification, some qualitative results show
that the network learns to ignore the cloudy images. In a newer work [81], they
provided a quantitative analysis of segmentation results showing that even with an
increase in proportion of clouds in multiple images, classification results remain largely
the same. This analysis reinforced the claim that the recurrent network had learned
to filter out cloudy images. There were still at least four images without clouds, in
the worst case.
Fusion of Overhead Images
One aim of fusion methods is to combine frequently captured low-resolution imagery
with sparsely gathered high-resolution images to synthesize data with high spatial and
temporal resolution. Wang et al . [94] proposed a method that combines Sentinel-2 and
Sentinel-3 images to produce high-resolution Sentinel-2 images from low-resolution
Sentinel-3 data. Please see a comprehensive review by Zhu et al . [120] that covers
spatio-temporal fusion. Qiu et al . [70] proposed a method that fuses cloud-free images
of a region captured at different times for better landcover classificaion. Fusion
of synthetic aperture radar (SAR) and low-resolution Sentinel-1 images to remove
artifacts and synthesize low-resolution Sentinel-1 images was proposed by Gao et
al . [18].
Fusion of Cloudy Images
The method by Ramoino et al . [75] combines the darkest pixel and Normalized
Difference Vegetation Index (NDVI) to make a cloud-free Sentinel-2 tile by using raw
tiles captured over a year.
2.3

Differentiable Image Fusion

We describe our differentiable image fusion module which can be train in an end-to-end
fashion. For a given geographic region, we assume there exists a set of noisy images,
I = {I1 , . . . , IK }, where Ij ∈ Rh×w×3 . The goal is to fuse these images so that the
combined image F = φ(I) is free of artifacts. The fused image can be used for any
remote sensing task. The overview of our method is shown in Figure 2.2
There are two main components: a per-pixel quality prediction network and a
fusion module. The quality network predicts per-pixel quality for all input images and
8

Quality
Net

Fused Image

Normalize

Quality
Net

Input
Images

Quality
Masks

Figure 2.2: Overview of the differentiable image fusion method.
then a fusion module synthesizes the fused image. The synthesized image is then used
as input to the final task. We discuss these components in more detail in subsequent
sections.
Per-Pixel Quality Prediction
Each image Ij is passed through a quality network which predicts a quality mask,
Qj ∈ Rh×w×1 , which is a per-pixel mask of logits. Any pixel-wise classification network
can be used as the quality network. In this work, we use a variant of the U-Net [77]
architecture with the same number of layers but with 1/4 as many feature maps. We
found limited performance gain if we increase the number of feature maps.
Image Fusion Module
Once we have pixel-wise quality scores of all input images, we can then compute the
relative quality score, at each pixel, by computing the softmax across images:
Q∗j (x, y) =

eQj (x,y)
.
K
P
T·
eQk (x,y)

(2.1)

k=1

where (x, y) is the pixel location. The final fused image F is obtained by averaging
all images weighted by the relative quality score:
F (x, y) =

K
X

Ij (x, y) · Q∗j (x, y).

j=1
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(2.2)

Since softmax is a differentiable operation, we can use this operation and train our
method in an end-to-end fashion.
2.4

Weakly Supervised Fusion

We present a weakly supervised training for image fusion based on semantic segmentation. We show that by using the segementation labels, such as roads and buildings, we
can jointly train the segmentation network and fusion module. The complete pipeline
is the same as shown in Figure 2.1 and the final task is semantic segmentation. Since
the fused image is a standard RGB image, any semantic segmentation can be used for
training. During training, both image fusion module and the segmentation networks
are jointly trained. The method is weakly supervised because of two reasons. First,
for a region, only a single mask of semantic labels is required even though there are
multiple images of that region, each image having its own artifacts - these artifact
labels are not required for training. Second, we show that our method works by using
automatically generated noisy labels from open-source maps, such as open street
maps.
Experiments
We use data from the City-OSM dataset [30]. In this dataset, aerial imagery is
collected from Google Maps and labels are obtained from Open Street Maps (OSM).
The labels include road, building and background. We train on images covering 10.26
km2 from Berlin. We perform evaluations on 2.16 km2 area in Potsdam. The area
covered by Potsdam is the same as in the ISPRS Potsdam dataset [79]. The ground
sampling distance for both cities is 9.1 cm.
Following recent studies on removing clouds from images [88, 93], we make a
synthetic dataset. We study the effect of missing data and clouds. Having a synthetic
dataset allows the provision of having the clean or ground-truth images. In this work,
we do not train using clean images or even cloud masks: clean images are used only
for evaluation of models. A key benefit of a synthetic dataset is the ability to conduct
systematic empirical studies, without needing expensive annotations. We examine
how the fusion process is effected by variables such as number of input images and
amount of artifacts in each image.
We simulate missing data by setting values within a region to zero. We randomly
select regions based on the desired area. To synthesize clouds, following existing
methods, we use alpha blending. The process of superimposing clouds is shown in
Figure 2.3. We select regions of random sizes at random locations to place clouds.
Within each window, we use Perlin noise as a stochastic method of deciding cloud
shape, as shown in Figure 2.3(b). While existing methods () use plain white color, we
use real cloud images (Figure 2.3(c)) for alpha blending to get the final cloudy image
(Figure 2.3(d)). The real cloud images are split into train and test sets.
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Figure 2.3: The process of generating cloudy images. We randomly select a region
and generate an alpha mask using Perlin noise (b). We use a real cloud image (c) to
synthesize the cloudy image (d).
Implementation Details
We use the same variant of U-Net with 1/4 number of feature maps for both the
quality and segmentation networks. Specifically, in 2D convolutional layers, number
of output feature maps are: 32, 64, 128, 128, 64, 32, 16, 16, and 1.
The images in this dataset are large and of different sizes. We split every tile
in the original dataset into sixteen images, giving us 3200 images in Berlin. Every
image is resized to 300 × 300. We train our method, and the baseline, on images from
Berlin, using 2560 images for training and 640 images for validation. We test our
method on 384 images from Potsdam. Since location, orientation, and aspect ratios
of artifacts are chosen randomly, we conduct test set evaluation 10 times and present
mean values. The dataset has a class imbalance problem: most of the pixels belong
to the background class and there are very few road pixels. To deal with this, we
use weight factors αi of 2, 1, and 0.5 for road, building, and background, respectively.
We train all models for 20 epochs with the Adam [36] optimizer using β1 = 0.9 and
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Table 2.1: Quantitative results on two different scenarios. Clean data show results of
a network trained on a single good image without any cloud or occlusion.
S1: 2 images, 25% area

Clean Data
Baseline
Ours

S2: 6 images, 50% area

Acc.

mIoU

fwIoU

L1

Acc.

mIoU

fwIoU

L1

73.25
69.20
72.91

49.20
42.78
49.44

59.07
53.94
58.64

0
0.2820
0.0177

73.25
61.96
72.15

49.20
25.15
49.90

59.07
41.36
57.96

0
0.7608
0.0372

β2 = 0.999. We set an initial learning rate of 1 × 10−4 , The learning rate is halved
after every 5 epochs. We train both networks from scratch with random initialization.
Quantitative Evaluation
We present segmentation results of our method, baseline, and a network trained on
clean data in Table 2.1. We consider two different scenarios. First, we have two input
images and artifacts up to 25% of each image (S1). Secondly, we consider a scenario
(S2) in which there are six input images, each having clouds or missing data up to
50% of the total area. In Table 2.1, we can see that our proposed fusion method
outperforms the baseline with a significant margin. We present segmentation results
of clean data, as a reference, in the top row.
We are not directly optimizing for the fused images to be closer to the clean images,
since we do not assume availability of such data for training. Still, we can see how
well our method is doing in terms of synthesizing fused images that are similar to the
true, clean images. We present this similarity in terms of mean per-pixel L1 -error, in
Table 2.1. We can see that our method has significantly lower error than the baseline
method.
Varying Number of Input Images
We analyze the effect of number of input images, keeping the area of occlusion and
clouds fixed to roughly half of the image. The results are shown in Figure 2.10.
Understandably, the hardest case is with two input images, given that roughly half of
each image has artifacts. As we increase number of images, the segmentation results
slightly improve (Figure 2.10(a)). Even though there are some variations in results,
overall, the segmentation results are stable at much higher values than the baseline.
On the other hand, segmentation results of the baseline method consistently get worse
as number of input images is increased. The trend is highlighted when we consider
L1 -error between the fused image and the clean image. While our method converges
to nearly zero, error in baseline keeps rising, as shown in Figure 2.10(b).
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Figure 2.4: Test set performance of our method vs baseline as input images vary
in number. Segmentation results (a) and L1 -error (b) show the superiority of our
method. We can see that our method gets similar results to a network trained with
clean images.
Increase in Occlusions and Clouds
Next, we evaluate the effect of different proportions of occlusions and clouds in images
while fixing the number of images to two. In this study, one image is cloudy and the
other is occluded. The performance of our method is compared to the baseline, as
shown in Figure 2.5. We can see that as relative area of artifacts increase in the input
images, the results get worse. However, segmentation and reconstruction results of
the proposed method significantly outperform the baseline.
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Figure 2.5: Performance of our method vs baseline, on the test set, as quantities of
occlusion and clouds increase. As clouds (and occlusions) increase, the performance of
all methods degrades. However, we show that for as large amounts as 50% of image is
cloud/occlusion, our method is quite robust.

Qualitative Results
We now present some qualitative results. First, we show the case of two input images in
Figure 2.6. It can be seen that the relative quality masks ((b) and (d)) can successfully
capture artifacts including clouds and missing data. While artifacts are obvious in the
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(a) Image 1 (b) Mask 1 (c) Image 2 (d) Mask 2 (e) Baseline

(f) Ours

(g) Target

Figure 2.6: Qualitative results with two input images (a) and (c). We can see that
predicted relative quality masks (b) and (d) have learned to locate missing data and
clouds. The last row shows a case where it is impossible to synthesize a clean image;
performance of our method degrades gracefully and the fused image is still better
than the baseline.
baseline method (c), the fused images (f) very closely match the true, clean images.
The last rows shows a challenging case where cloud and missing data overlap. Despite
the artifact in the fused image, the result looks much better than the baseline.
Next, we show examples from the scenario of four input images. In addition to
the fused image, we show the predicted and true segmentation labels.
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(a) Image 1 (b) Image 2 (c) Image 3 (d) Image 4 (e) Fused (f) Predicted

(g) GT

Figure 2.7: Qualitative results with four input images (a)-(d). Fused image is shown
in (e). Predicted and true segmentation labels are sown in (f) and (g), respectively.
Last two rows show the imperfect road classification. In all cases, the fused image
seems to avoid artifacts in input images.
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Figure 2.8: Overview of the self-supervised training method. We use the differentiable
image fusion module to combine several overhead image tiles. The fused tile is split
into discrete bins and a localization network to predict the bin given the cutout image
taken only from that bin.
2.5

Self-Supervised Fusion

Now we present a completely unsupervised fusion training method that does not need
any training labels at all. We formulate an auxiliary task of localization of a small
image cutout from an overhead image tile. The approach of formulating auxiliary
task is commonly used in representation learning [60]. The overview of the approach
is shown in Figure 2.8. The noisy input images are passed through the differentiable
image fusion module that makes a single image. To formulate a localization task, we
divide the overhead image tile into several bins. The goal of the localization network
is to predict the correct bin location given the cutout image. The quality network
(in the fusion module) is jointly trained with the localization network. As before,
if the fused image is artifact-free, the localization performance can be expected to
better. Conversely, if the fused image is very cloudy, the localization network might
not converge. Due to this implicit dependence of the localization performance on
the fusion module prediction, we can train this model only using the localization
information as supervision. Note that we arbitrarily divide the input image into bins
and hence the bin locations are automatically generated: no manual annotation is
required at all.
Any image recognition network can be used as the localization network: the output
number of classes is equal to number of bins. Just like image classification, we use a
softmax activation on the last layer. We train our network with the cross-entropy loss
using stochastic gradient descent.
For the quality network, the normalized quality scores are computed using softmax
and temperature scaling [21]
 
Qi
exp
T
 
Q∗i =
(2.3)
P
Qi
j exp
T
where T > 0 is the temperature. At T = 1, this becomes the standard softmax
operation.As T → ∞, the distribution becomes uniform. As T → 0, the distribu16
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Figure 2.9: Effect of temperature on fusion results. In all these experiments, there are
a total of 8 input images.
tion becomes point mass so that the highest normalized probability approaches 1.
Temperature scaling was originally proposed for calibration of deep neural networks.
Here, we use temperature scaling to control the spread of the distribution. We train
with the standard softmax operation i.e. T = 1 and at test time, we decrease T < 1.
An analysis of metrics with respect to T is shown in Figure 2.9. We cans see that
as we make the sampling more sparse, implying that we sample more heavily from
the cleanest image, the results get better. There is, however, an upper limit: we
get best results with T = 0.2. We keep T = 0.2 for all our subsequent analyses and
visualizations.
Baselines and Metrics
We consider following commonly used baselines: mean and median. While the mean
computes an unweighted average, median aims to cancel out darker shadow regions
with brighter cloud regions by computing the median. We also consider a fully
supervised method as an upper bound - this is a fusion method trained using clean
images as targets.
We use commonly available image matching metrics including structural similarity
(SSIM), peak signal-to-noise ration (PSNR) and L1 error. Since we have two clean
images for comparison, we report the mean of metrics on both images. We also show
the best match metrics with respect to the target image that provides the highest
SSIM. The best match evaluation allows us for a flexible matching; if fused images
resembles only of the clean target images, we can use the metrics with respect to that
target image. This alleviates concerns due to seasonal variations in the clean target
images: as long as the synthesized image matches one of the clean target images, the
results can be considered good.
Dataset
We use Sentinel2 images collected over Pennsylvania over from December 2018 to July
2019. In total, we have 10 tiles covering a region of 100km × 100km with a spatial
resolution of 10m. Out of these tiles, we keep the two cleanest tiles for evaluation and
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Figure 2.10: Analysing fusion performance with respect to different numbers of input
mages. In these experiments, we use T = 0.2.
use the remaining tiles for training. Note that only the fully supervised method uses
the clean tiles for training: our method does not require clean images for training.
Implementation Details
We implement our method in PyTorch framework. We train the model for 35 epochs
with an initial learning rate of 4.0e − 4 and reduce it by 0.5 after every 5 epochs. We
use a batch size of 18 L2 regularization of 1e − 3. Even though we have 8 noisy input
images, during training, we randomly select any three images. We found that if we use
all eight images for fusion, a bad fused image (resembling that of unweighted average)
is also good enough for the final task as the localization network performs very well.
Therefore, we deliberately make the fusion task harder by selecting any three images
and forcing the fusion module to learn better fused images. For localization task, we
divide the region in a 54 × 54 grid giving us a total of 2916 bins and an image size of
192 × 192.
For quality network, we use a U-Net with a modification that the output layer
has a single channel and we do not apply the softmax. Note that our fusion modules
applies a temperature scaled softmax with T = 0.2, as explained in the analysis in
Figure 2.9. For localization network, we use a transfer learning-based approach: we
use a pretrained ResNet-18 and remove last two blocks and fully-connected layers.
We add a 1 × 1 convolution layer with 256 filters and BatchNormalization and use
a ReLU activation. W use an AvergePooling of kernel size 2 × 2 with stride 2 and
flatten the output feature maps. For the final classifier, we use two fully-connected
layers with 4000 and 2916 neurons. The final layers uses a softmax activation to make
the location prediction.
Results on Real Data
The trained fusion method can be used for any number of images. Since the quality
network predicts raw logits and normalized is performed afterwards, a trained fusion
method can be used for any number of images. We show an analysis of our trained
fusion method with respect to different number of input images during evaluation
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Table 2.2: Quantitative results of the self-supervised method with baselines and a
fully supervised method.
Mean

Supervised
Mean
Median
Self-Supervised (Ours)

Best

SSIM

PSNR

L1

SSIM

PSNR

L1

0.8186

22.0779

0.0613

0.8564

23.2018

0.0543

0.5454 10.0055 0.3086
0.6646 15.7626 0.1626

0.5597 10.0680 0.3075
0.67932 15.9738 0.1618

0.7986

0.8117

21.1178

0.0701

Input1 Quality1 Input2 Quality2 Input3 Quality3

21.0950

Mean

0.0720

Median

Ours

Figure 2.11: Qualitative fusion results on Sentinel2 images.
in Figure 2.10. We can see that as the number of images increases, all the metrics
improve.
We show qualitative results in Figure 2.11.
2.6

Summary

We presented a general differentiable fusion method which can learn to combine
multiple overhead images of a region. We consider the problem of fusing multiple
images with artifacts to make a single, artifact-free image. Our main goal is to
remove the requirement of having labels of artifacts, like clouds and missing data, for
training. We propose a weakly supervised and a completely self-supervised method of
training image fusion models. In the weakly supervised setting, we use segmentation
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labels, which are readily available from sources like Open Street Maps, for training.
We showed that our end-to-end training method gives better segmentation results.
We conducted a systematic analysis to study the effect of varying input images and
different proportions of artifacts in each image. For systematic evaluations and proof
of concept, we used a synthetic dataset for this weakly supervised approach. We also
present a self-supervised method that does not require any label for training. We
setup an auxiliary task, localizing smaller cutouts from a larger satellite image, and
jointly train for fusion and the auxiliary task. We show competitive results on real
data from Sentinel-2 images. Our method outperforms naive baselines and it performs
closer to a fully supervised method.

Copyright© Muhammad Usman Rafique, 2021.
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Chapter 3 Novel View Synthesis

We address the problem of view synthesis in complex outdoor scenes. We propose a
novel convolutional neural network architecture that includes flow-based and direct
synthesis sub-networks. Both sub-networks introduce novel elements that greatly
improve the quality of the synthesized images. These images are then adaptively
fused to create the final output image. Our approach achieves state-of-the-art performance on the KITTI dataset, which is commonly used to evaluate view-synthesis
methods. Unlike many recently proposed methods, ours is trained without the need
for additional geometric constraints, such as a ground-truth depth map, making it
more broadly applicable. Our approach also achieved the best performance on the
Brooklyn Panorama Synthesis dataset, which we introduce as a new, challenging
benchmark for view synthesis. Our dataset, code, and pretrained models are available
at https://mvrl.github.io/GAF.
This work has been presented in the following publication [72]:
• Muhammad Usman Rafique, Hunter Blanton, Noah Snavely, Nathan Jacobs.
“Generative Appearance Flow: A Hybrid Approach for Outdoor View Synthesis,”
The British Machine Vision Conference (BMVC), 2020.
3.1

Background

View synthesis is the task of generating novel views of a scene given only a set of
known images. Inferring the appearance of a scene from different viewpoints requires a
rich understanding of its geometric and radiometric structure. As such, view synthesis
has long been a topic of interest in the computer vision and graphics communities.
Early work focused on view synthesis in laboratory settings. Recent work has explored
view synthesis in natural, outdoor scenes using convolutional neural networks (CNNs)
that take as input a single source image and a camera motion vector [63, 116].
There are two predominant approaches: flow-based synthesis [116] and direct
synthesis [92]. Flow-based methods use a CNN to predict a flow field that is used
to warp the input image using existing pixel content only. The main advantage of
flow-based methods is that the synthesized images are typically sharp and colors are
preserved. However, there are issues in dealing with disocclusion, because it is not
possible to copy occluded regions from the input image. Direct synthesis methods
are not limited to warping the input since the CNN outputs the raw pixel intensity
values. Unfortunately, training such models is difficult, especially if the scene structure
is unknown. This has motivated recent approaches that use auxiliary geometric
information, such as ground-truth depth during training [50] or the semantic layout
of the target image at inference time [91]. Without these additional cues, synthesis
approaches often generate sub-par results. Our approach addresses this challenge
without requiring additional information.
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Input image

(b) Flow-based synthesis

(d) Final prediction

(a) Fusion mask

(c) Direct synthesis

Target image

Figure 3.1: Given an input image and camera transformation, our system synthesizes
a flow-based prediction (b) and a direct prediction (c). An adaptive fusion mask (a)
is predicted to fuse flow-based and direct predictions to make the final prediction
(d). By fusing the results of these two predictions, we produce a new image with the
benefits of both.
We propose a convolutional neural network (CNN) architecture that uses an
adaptive fusion process to combine flow-based and direct synthesis methods. See
Figure 3.2 for an overview of the full architecture. We use a fully convolutional
flow-prediction sub-network which uses a distributed encoding of the camera motion
parameters that improves training stability. Also, we propose using an adaptive image
scale during training that allows for progressive sharpening of generated images as
training progresses. We use the output flow from the flow sub-network to warp the
intermediate features of a direct synthesis sub-network. This warping significantly
improves the quality of the predictions. Finally, we train a fusion module that learns
to combine direct and flow-based images to produce the final output.
A standard benchmark dataset for single-image view synthesis is KITTI [20], which
consists of perspective images and corresponding camera poses. We show that our
method achieves state-of-the-art performance on KITTI. Through an ablation study,
we also show that our flow-based network alone also improves upon previous work.
However, the motion involved in KITTI is limited, with little lateral or vertical camera
movement. To address this issue, we created the Brooklyn Panorama Synthesis (BPS)
dataset. It consists of pairs of panoramic images with corresponding relative camera
motion.
Main Contributions We propose a novel view synthesis method that combines
elements of flow-based and direct synthesis approaches, achieving state-of-the-art
performance. Our flow-based sub-network includes three novel elements: a) a fully
convolutional flow-prediction network, b) a distributed motion encoding scheme, and
c) an adaptive scale space training method which is critical when image motion is
large. This sub-network, by itself, improves upon the state of the art. We also
propose a novel direct synthesis method that integrates the flow-field estimated by the
flow-based sub-network. We evaluate our approach on the standard KITTI benchmark
and introduce a more diverse, large-scale dataset suitable for evaluating outdoor,
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single-image view synthesis methods.
3.2

Related Work

Given the long history of novel view synthesis, there exists a variety of methods and
use cases. Many modern view synthesis and next frame prediction methods rely on
multiple input images [8, 15, 16, 54]. These methods require several nearby views and
tend to perform poorly on low frame-rate video or when only a single reference view
is given. NeRF [58] uses several images of a scene to learn a radiance field that can be
used to synthesize novel views close to poses of training images. While this method
achieves high quality results, it requires per-environment training. We address the
challenging problem of single image view synthesis in complex outdoor environments
with large camera transformations.
Traditional geometric methods of synthesizing novel views require estimating
the 3D layout of the scene [3, 108, 114]. Once the 3D information is available, the
image can be warped and rendered from the desired viewpoint. These methods
typically cannot deal with the difficult problem of occlusion that manifests through
independent object motion and view point transformation. Furthermore, estimating
3D geometry from color imagery is itself an active research area. As opposed to
geometric methods, learning-based approaches implicitly learn to simultaneously
understand and manipulate the 3D structure of the scene.
Direct Methods Image synthesis through CNNs has become extremely popular
due to the success of generative adversarial networks (GANs) and autoencoders. While
most work is focused on simply generating realistic images, several approaches perform
an explicit view transform. Tatarchenko et al . [92] propose a CNN to generate images
from specific view points through an encoder-decoder architecture. However, this
method performs poorly on real world data, producing blurry images that lack detail.
Xu et al . [98] proposed a GAN for generating images with view-invariant features.
While this method performs well, applications are limited to synthesis of single objects
viewed from different angles.
Flow-Based Methods Zhou et al . introduced Appearance Flow [116], in which a
CNN outputs a dense, full-resolution pixel flow field. These 2D flow vectors specify
the sampling location in the source image for all coordinates of the output image.
The underlying assumption of this approach is that nearby images share much of the
same structure and color information. This method produces sharp images, but fails
when the target image contains content not seen in the input.
Refinement Based Methods There are existing methods that use direct synthesis
networks to improve the quality of synthesis from other methods. For example, Park
et al . [63], uses a refinement network, an encoder-decoder network, that improves the
prediction of a flow-based network. The method by Sun et al . [89] uses multiple views
to synthesize a single target image. The target view is synthesized by a recurrent
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Figure 3.2: Our Generative Appearance Flow model consists of a flow-based synthesis
network (bottom) and a direct synthesis network (top) which uses the flow from the
flow-network to warp image features and then predicts the image output. A fusion
network learns to combine the flow-based and directly synthesized images to produce
the final output.
direct synthesis method which does not directly share information with the flow-based
network.
Incorporating Geometry A common technique for improving performance for
view synthesis is by using additional details such as scene depth. These approaches
take inspiration from traditional view synthesis which uses explicit scene geometry to
perform image warping. Yin et al . [102] improve results on natural images through
the use of inverse depth maps, explicit camera geometry, and an adversarial loss.
Similarly, the method of Liu et al . [50] depends on separate depth, normal, and
plane estimation networks and uses homography transformations. These constraints
limit the methods to images with known camera intrinsics and environments where
reasonable depth predictions can be made. SynSin [96] proposes depth estimation
and differentiable rendering for single-image view synthesis. Shih et al . [85] propose
a depth and color inpainting method for view synthesis for RGB-D images. Our
method differs in two main aspects. 1) We do not need to explicitly learn depth of
the scene; instead we propose to use the appearance flow between views and use that
image-plane warp. 2) This enables us to train across different datasets and work in
complex outdoor environments with large camera viewpoint displacement without
requiring 3D supervision for training.
3.3

Approach

We address the task of single-image view synthesis, focusing on translational motion
in outdoor scenes. We are given source and target images Is , It ∈ RH×W ×3 and a
motion vector v from camera pose of Is to It . The goal is to use Is and v to synthesize
an output image Iˆ that is similar to the target image It . Flow-based methods first
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estimate a flow field f ∈ RH×W ×2 which specifies relative pixel motion between the
source and target views. The flow-prediction network is typically a CNN, which can
be modeled as an encoder-decoder architecture: f = F (EI (Is ), EM (v)) where F is a
decoder that generates the flow field, EI is an image encoder, and EM is a motion
encoder. The output image is synthesized by sampling the input image with the
estimated flow. This sampling is typically performed using bilinear interpolation.
Direct synthesis methods do not require intermediate outputs. Instead, the image is
directly computed by a decoder CNN: Iˆ = D(EI (Is ), EM (v)). These methods rely on
the decoder D to learn to apply the image transformation.
Overview We propose Generative Appearance Flow (GAF), shown in Figure 3.2,
which combines elements of flow-based and direct synthesis methods. The main
components are 1) a flow-based synthesis sub-network, 2) a direct synthesis subnetwork that uses the flow field estimated by the previous sub-network to improve
output quality, and 3) an adaptive fusion sub-network that combines the outputs from
the previous two.
Improved Appearance Flow (AF++)
Our flow-based sub-network, AF++, uses the framework introduced by Zhou et
al . [116] but makes three key improvements that result in state-of-the-art performance:
fully convolutional flow prediction, distributed motion encoding, and scale-adaptive
spatial sampling.
Fully Convolutional Flow Prediction: We structure our network as a fully
convolutional encoder-decoder architecture. We concatenate the image and motion
encodings and use a decoder to obtain a two-channel flow field. This removes the
fully connected layers present in the the Appearance Flow framework, allowing the
features to preserve spatial information.
We use ResNet-18 for the image encoder, which results in a feature map of 18 the
input image resolution. Our decoder architecture is shown in Table 3.1. The decoder
contains three blocks. Each block upsamples the input feature maps and performs
two 2D convolution operations. We use nearest neighbor upsampling to reduce
checkerboard artifacts that are common in transposed convolutions [61]. The flow
field is dependent on the pixel location but the convolutional operation is independent
of the patch location. To deal with this problem in a fully convolutional network, we
propose to use CoordConv layer [53], which uses pixel location as an additional input
feature. It is important to include pixel location because the expected flow varies
drastically across the image based on the epipolar geometry induced by the camera
motion. The first and last convolutional layers in decoder are CoordConv layers. The
predicted flow values are constrained to the range [−1, 1] using the tanh activation.
Distributed Motion Encoding A naı̈ve way to incorporate the motion vector v
is to append the real-valued motion parameters directly to each pixel of the image
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Table 3.1: AF++ decoder.
Type (name)

Inputs

coord-conv2d (conv1.1)
conv2d (conv1.2)
conv2d (conv2.1)
conv2d (conv2.2)
conv2d (conv3.1)
conv2d (conv3.2)
coord-conv2d (conv4.1)
conv2d (conv5)
conv2d (conv8)

feature maps
conv1.1
up(conv1.2)
conv2.1
up(conv2.2)
conv3.1
up(conv3.2)
conv4.1
tanh(conv7)

Channels
512
256
256
128
64
32
8
8
2

feature map. However, we found this to be unstable during training. We propose a
distributed encoding for each motion component vi which is, essentially, a soft form
2
of one-hot encoding. We first define a 1D Gaussian distribution N (vi , σm
), centered
on the component motion. Given the known maximum motion dmax along the axis,
we linearly sample N displacements {−dmax , . . . , dmax } and evaluate the Gaussian
distribution at each location. The result is an N -dimensional motion encoding, Em (vi ),
with larger values for bins near the true motion. We compute encodings for each
dimension of the motion vector and concatenate them to produce an encoding of
length L = N × K where K is the number of motion components. Finally, we tile
the encoding vector to the size H 0 × W 0 × L so that it can be concatenated with the
image encoding.
Scale-Adaptive Spatial Sampling Traditional optical flow estimation methods
commonly use an image pyramid or smooth the input image to make pixel matching
robust. Following these ideas, we model the input image in scale-space before applying
the warp to generate the output image. The scale is applied to the input by convolving
the image with a 2D Gaussian kernel with scale σ.
A large σ helps training in the early stage, but prevents the network from preserving
fine details from the input image. To overcome this, we make σ a learnable parameter.
We initialize σ to 2, and found that σ decreases as training continues, converged to
just below 1 roughly half way through training. This idea is similar to multi-scale
loss evaluation common in optical flow methods, but removes the need to create an
explicit image pyramid.
Flow-Guided Direct Synthesis (FDS)
Our direct synthesis sub-network, FDS, uses an encoder-decoder architecture. The key
element is incorporating the flow field f estimated by AF++ to warp the bottleneck feature maps. A similar idea was proposed by Zhu et al . [121], where optical flow between
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Table 3.2: FDS Decoder.
Type (name)

Inputs

conv2d
conv2d
conv2d
conv2d
conv2d
conv2d

up(warped features)
conv1.1
up(conv1.2)
conv2.1
up(conv2.2)
sigmoid(conv3.1)

(conv1.1)
(conv1.2)
(conv2.1)
(conv2.2)
(conv3.1)
(conv3.2)

Channels
256
256
128
128
64
3

video frames was applied to feature maps to reduce the need for feature extraction.
Using the image encoder EIG , the output is synthesized as: IˆG = DG (S(EIG (Is ), f ))
where DG is the decoder and S(EIG (Is ), f ) is the image feature map after applying
the warp. To apply the flow field to the image features, the field is down-sampled
using nearest neighbor sampling to match the feature map resolution. We found that
a naı̈ve use of the direct synthesis method that predicts pixel values based only on the
input image and the transformation vector to be suboptimal and observed significant
performance gain by introducing the feature flow transformation.
For the FDS network, we use a ResNet-50 encoder and a decoder similar to the
one in AF++, with the only difference being in the final layer. The architecture of
our FDS decoder is shown in Table 3.2. In DG , we replace the CoordConv with a
standard convolution and the three channel pixel values are predicted in the range [0,
1] by applying the sigmoid activation function.
Adaptive Image Fusion
While our flow-based method AF++ captures fine details and produces sharp results,
the direct synthesis method FDS is able to hallucinate missing pixels and generate
more coherent predictions. Motivated by this, we propose to adaptively fuse the
images generated by these sub-networks to produce the final output image. We train
a standard U-Net [77] architecture to predict a fusion weight for each pixel. The
network architecture of the image fusion U-Net is shown in Table 3.3. The network
takes as input the concatenation of the predicted flow and the images generated by
the first two sub-networks. The output A is a single channel that predicts values in
the range [0, 1] using the sigmoid activation function. The final output image of GAF
is computed using: Iˆ = A IˆF + (1 − A) IˆG , where IˆF is the output of AF++,
IˆG is the output of FDS, and is element-wise multiplication. See Figure 3.6 for a
visualization of the predicted per-pixel fusion mask.
Loss Functions
We train our full model, and all baseline models, using the same loss function,
which combines the following loss components. The first is a reconstruction loss,
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Table 3.3: Fusion U-Net
Type (name)

Inputs

Output Channels

conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv2d
conv3d

cat(AF++, FDS, Flow)
conv1.1
pool(conv1.2)
conv2.1
pool(conv2.2)
conv3.1
pool(conv3.2)
conv4.1
pool(conv4.2)
conv5.1
up(conv5.2+conv3.2)
conv6.1
up(conv6.2+conv2.2)
conv7.1
up(conv7.2+conv2.2)
conv8.1
up(conv8.2+conv1.2)
conv9.1
sigmoid(conv9.2)

64
64
128
128
256
256
512
512
512
512
256
256
128
128
64
64
64
64
1

(conv1.1)
(conv1.2)
(conv2.1)
(conv2.2)
(conv3.1)
(conv3.2)
(conv4.1)
(conv4.2)
(conv5.1)
(conv5.2)
(conv6.1)
(conv6.2)
(conv7.1)
(conv7.2)
(conv8.1)
(conv8.2)
(conv9.1)
(conv9.2)
(conv10)

ˆ
which in our case is the L1 loss between target image It and generated image I:
ˆ
ˆ
Lr (I, It ) = kI − It k1 . To encourage more realistic synthesized images, we add a
perceptual loss [28] by extracting CNN features for the synthesized and target image
and minimize the mean squared error between the features. We use a ResNet-18
pre-trained for Cityscapes [9] segmentation as the feature extractor. To deal with
small artifacts, we also include an adversarial loss by adding a discriminator which
aims to differentiate between real and synthesized images. For a set of image patches
ˆ [56]. For
P , we use a patch discriminator [117] with the least squares loss, LG (I)
brevity, we omit the loss function for training of the discriminator. We combine these
component losses, using hyper-parameters λ1 , λ2 , and λ3 , to define our total loss:
ˆ It ) = λ1 Lr (Iˆ0 , It ) + λ2 Lp (I,
ˆ It ) + λ3 LG (I).
ˆ
L(I,

(3.1)

BPS Dataset
While there is an existing benchmark data, KITTI, it has several shortcomings. We
prepare a new challenging dataset on panoramic image. We evaluated our methods
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on both datasets that each consist of pairs of images of outdoor scenes (Is , It ) with
corresponding motion vectors v. The KITTI dataset [20], containing images from 11
sequences recorded in urban road scenes, is a standard benchmark for outdoor view
synthesis. Image pairs are captured with a forward-facing camera and were sampled
with a maximum interval of one second. This means that the motions are mostly
forward or backward, simplifying the view synthesis task. While the raw images are
around 1220 × 370, the training size is reduced significantly be resizing or cropping [89].
Also, the horizontal field of view of KITTI image is around ∼82°, limiting the available
information for view synthesis under extreme view change. Following [50, 116], we use
first 9 sequences of KITTI for training and the last 2 sequences for testing.
To overcome these limitations of KITTI, we created a dataset of outdoor panoramic
images, which we name the Brooklyn Panorama Synthesis (BPS) dataset. Images were
randomly sampled from Google StreetView such that each pair is within 10 meters.
The image size is 960 × 160 pixels with a horizontal field of view of 360°. In total,
it contains 44 092 image pairs. We randomly split the dataset into training (40 592
pairs) and testing (3500 pairs). Note that BPS has more images, a wider field of view,
and larger average motion compared to KITTI. We believe that BPS is a challenging
dataset that will be useful for future work on outdoor view synthesis. Please see the
supplemental material for a detailed comparison of the BPS and KITTI datasets and
the distribution of viewpoint changes.
A comparison of KITTI and Brooklyn Panorama Synthesis (BPS) datasets is
shown in Table 3.4. Note that BPS has more training examples, wider field of view,
and larger average motion. Figure 3.3(a) shows the distribution of displacement
vectors between image pairs in KITTI. The distribution of camera motion in KITTI
is shown in vehicle relative frame and shows only forward and sideways motion, as
sideways motion is negligible. Figure 3.3(b) shows the distribution of motion vectors
for BPS, expressed as vector difference in UTM coordinates. From this, we can see
that there is a much greater diversity of motions.
An example from the BPS dataset is shown in Figure 3.4. If we consider only a
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Figure 3.3: Distribution of pair-wise distances in the KITTI (a) and BPS dataset (b).
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Table 3.4: Comparison of BPS and KITTI datasets.
Image
Size

Horizontal
FOV (w/ crop)

Mean
Distance

20 409
40 592

256 × 256
960 × 160

82°(20.5°)
360°

5.02m
8.49m

Target

Source

KITTI
BPS

Training
Examples

Figure 3.4: An example pair of panoramic images from the BPS dataset. If we consider
only a perspective cutout region (green boundary), it is not possible to synthesize the
target image from the input cutout as an unseen object appears.
perspective cutout (as shown in green boundary), we can see that reasonable novel
view synthesis cannot be expected because in the target image, a car appears which
was not visible in the input picture. On the other hand, if we use fully panoramic
image, this problem can be avoided. Note that in both KITTI and BPS, there is a
possibility of uncertainty because of moving objects such as cars.
3.4

Evaluation

We present quantitative and qualitative results of the proposed methods, including
an ablation study to assess the contribution of various components. Source code,
pre-trained models, and the BPS dataset are available on our project page: https:
//mvrl.github.io/GAF. See the supplemental material for dataset details, network
architectures, and additional visualizations.
Baseline Methods
We compare our method to several state-of-the-art single image view synthesis methods:
Appearance Flow (AF ) [116], Geometry Aware (GA) [50], and Multi-View (MV ) [89]
trained for single image view synthesis. We also include a trivial baseline, Identity, that
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Table 3.5: Results on the KITTI dataset.
Method

L1

SSIM

PSNR

Identity
AF [116]
GA [50]
MV [89]

0.4923
0.4643
0.340
0.3971

0.4159
0.4595
0.5597

12.0084
13.6917
14.2942

AF++ (Ours)
FDS (Ours)
GAF (Ours)

0.3452
0.3069
0.2991

0.5395
0.6079
0.6102

16.0868
16.0814
17.1469

Table 3.6: Results on the BPS dataset.
Method

L1

SSIM

PSNR

Identity
AF [116]
AF-ResNet

0.4890
0.4584
0.4399

0.3587
0.3540
0.3934

12.8998
13.4134
13.8985

AF++ w/o motion enc.
AF++ w/o scaling

0.4207
0.4341

0.4001
0.4140

14.1073
13.8688

AF++ (Ours)
FDS (Ours)
GAF (Ours)

0.3702
0.3276
0.3255

0.4534
0.5257
0.5276

15.0695
16.3203
16.3210

always predicts the source image. This method performs surprisingly well metric-wise,
especially when image motion is small. For fairness, we prepare a variant of AF, named
AF-ResNet, that has the same ResNet encoder that we are using in our flow-based
method AF++.
Implementation Details
We implemented our approach using the PyTorch [67] framework. We train our
networks using the Adam optimizer with parameters β1 = 0.9 and β2 = 0.999. We
used a learning rate of 1e−5 and L2 regularization of 1e−6 with batch size of 16.
All pixel values were scaled to the range [0,1]. In panoramic images, it is possible
that relevant information might be on the wrong side of the image because of the
wrap-around effect of equirectangular projection. To address this, we add 48 pixels of
wrap-around padding to both the left and right borders. Only the original (unpadded)
image pixels are used for evaluation purposes. We encode each element of the vector
v using our proposed motion encoding with a vector of size 25 with σm = 0.75 and
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Figure 3.5: Qualitative results on the KITTI dataset.
concatenate them to form a single vector of size 50. For KITTI, the odometry provides
complete motion in 3D. We use motion encoding for both of the x and y axes with 21
elements each. Since motion is typically along the z-axis, we encode z with 41 bins.
This results in an encoding of size 83. For each dimension we use σm = 0.75.
For training AF++, FDS, and GAF, we give higher weight to reconstruction and
perceptual loss, λ1 = 1, λ2 = 1, and lower weight for the GAN loss, λ3 = 0.01. We
begin by training the flow-based synthesis sub-network, AF++ for 25 epochs. The
other flow-based methods, AF and AF-ResNet, are trained for 35 epochs. We then
train our direct synthesis sub-network, FDS. We pretrain FDS as an autoencoder,
without using the flows from AF++, by setting the motion encoding and flow to zero
and using the same image for both the source and target images. This is done to
initialize the image decoder for reasonable image generation. Next, we train FDS for
10 epochs, leaving AF++ frozen. For the final step, we freeze AF++ and FDS and
train the adaptive image fusion network for 5 epochs.
Results
We evaluate our method using standard metrics for testing image generation quality:
L1 error, peak signal-to-noise ratio (PSNR), and structural similarity (SSIM). Results
on the KITTI dataset, Table 3.5, show that our method outperforms AF and GA.
Notice that Identity gets reasonable metrics, highlighting the visual similarity between
inputs and targets. Note that our flow-based sub-network AF++ alone performs much
better than the baseline methods. We see consistent performance gains as we use our
direct synthesis method FDS, and GAF achieves the best results. Table 3.6 shows
the performance of our models and the baselines on the BPS dataset. We can see
that AF++ gets better metrics than existing methods. Moreover, our FDS and GAF
models further improve the metrics. Since GA requires 3D supervision, we are unable
to evaluate it on BPS.
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AF Input
FDS AF++
Target GAF Mask
Figure 3.6: Example outputs from our proposed methods. Fusion masks correctly
capture the best regions from AF++ and FDS predictions to synthesize the GAF
prediction.
Ablation Tables 3.5 and 3.6 show that using FDS and GAF improve metrics of the
flow method AF++. We also perform an ablation study of AF++. We created two
variants: one without the motion encoding and one without the scale space training
strategy, keeping all other aspects unchanged. The results demonstrate that removing
either component significantly decreases performance, with the removal of scale space
training having a larger impact.
Qualitative Analysis Qualitative results are shown in Figures 3.5 and 3.6. We
can see that AF++ retains fine details and produces sharp outputs, but there are
noticeable artifacts. FDS produces smooth output that is more globally consistent.
The fusion mask from GAF selects the best parts from both intermediate outputs to
synthesize images with fewer artifacts. We show the flow field predicted by AF++ in
Figure 3.7. It can be seen that the flow fields correspond to the objects in the scene
and and their depths.
3.5

Summary

We introduced a method for novel view synthesis that performs well on challenging
outdoor scenes. Our method integrates both flow-based and direct approaches. We
also introduced a view-synthesis evaluation dataset, BPS, containing panorama pairs.
Our flow-based sub-network includes several novel elements: fully-convolutional flow
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Target AF++ Flow Input
Figure 3.7: Examples with predicted flow field. We can see that predicted flows
correspond to the structure of the scene and depths of objects. Objects in the
direction of travel (center) have lower flow predictions than the nearby buildings.
prediction, distributed motion encoding, and an adaptive scale-space training strategy.
This sub-network alone achieves state-of-the-art results on the KITTI and BPS
datasets. Our full method contains a direct sub-network which uses flow estimates
from the flow-based sub-network to warp feature maps. The output of both subnetworks are adaptively fused, resulting in further improvements to the state of the
art. All data, code, and trained models have been released publicly. A key benefit
of our approach is that we do not require any semantic or geometric information as
supervision during training. We propose a weakly supervised training scheme that
uses pairs of nearby images and selects one of these as the target.

Copyright© Muhammad Usman Rafique, 2021.
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Chapter 4 Diverse View Synthesis

Given a source image, our goal is to synthesize novel images of the same scene under
different conditions, which could include changes in the time of day, season, or weather
conditions. We consider two variants, unguided and guided synthesis, both of which
require a way to generate diverse output images that cover the range of possible
conditions. For the former task, the layout of the output image should match the
source image and the conditions should appear realistic. For the latter task, the
conditions should match those of a provided auxiliary guidance image. Several existing
methods require labels for scene layout (such as semantic segmentation) or transient
attributes such as rainy or snow etc. We set up a weakly supervised training framework
that does not rely on any manual labels at all: we use sequences of aligned images
from webcam streams and time-lapse videos. The benefit of using aligned images of
the same scene is that we can now arbitrarily select any image of the same scene as
target, therefore removing the need for manual annotations.
We address both tasks simultaneously using a probabilistic formulation, with separate distributions for each task, and use an end-to-end training method. We draw samples from these distributions to synthesize plausible images of the source scene. We prepare a new large-scale dataset and propose three benchmark tasks. The dataset, benchmarks, and evaluation code are available at https://mvrl.github.io/un_guided.
This work has been presented in the following publication [74]:
• Muhammad Usman Rafique, Yu Zhang, Benjamin Brodie, Nathan Jacobs. “Unifying Guided and Unguided Outdoor Image Synthesis,” IEEE/CVF International
Conference on Pattern Recognition Workshops (CVPRW), 2021. Accepted.
4.1

Background

We address the task of synthesizing images of a scene, given a single source image,
under different conditions. To do this well requires understanding scene geometry,
texture, and illumination. For outdoor scenes, synthesis also requires understanding
appearance changes due to the time of day, weather conditions, and the seasons.
Applications of outdoor image synthesis include providing semantically meaningful
tools for image editing and generating training data for autonomous driving systems.
We explore two related tasks: unguided and guided synthesis, as shown in Figure 4.1.
In unguided synthesis, the task is to generate new images of a scene from a single
source image. For the guided synthesis task, we are given a guidance image and aim
to change the appearance of the source image to match that of the guidance image,
while preserving the scene contents.
We formulate a probabilistic model with two distributions, unguided and guided.
The unguided distribution, which is conditioned on a source image, can be sampled
from in order to synthesize images of the source scene under diverse conditions. The
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Figure 4.1: We propose a probabilistic approach for unguided and guided outdoorimage synthesis. Our method generates diverse images using a single forward pass
through a neural network.
guided distribution, which is conditioned on both a source and a guidance image,
can be sampled from to synthesize images of the source scene with appearance that
matches the guidance image. During training, we jointly optimize for the likelihood of
the unguided and guided distributions, as well as minimizing for image reconstruction
error. A key benefit of our approach is that we achieve our performance without
the extensive annotation effort that is required for competing approaches, such as
transient attributes.
Generative adversarial networks (GANs) have gained attention due to the ability to
generate photorealistic images [33,100,117,118]. Early GANs focused on unconditional
generation, where the goal was to be able to sample random images that were
indistinguishable from real images. This setting is limited because there is little user
control over output scene layout. Conditional GANs can generate images based on a
source image or segmentation mask, making it easy for a user to control the output.
Typically, these methods require discrete source and target domains. For example they
could be used to convert summer images into winter images. However, appearance
changes in outdoor scenes are continuous and it is limiting to divide into discrete
domains.
Several approaches, like [31, 32], overcome the limitation of synthesis between
discrete domains by conditioning the generation on a rich description of the desired
output, which we will call guidance. The guidance can come in the form of an explicit
description of the illumination conditions. For example, Karacan et al . [32] requires the
user to specify 40 transient appearance attributes [41]. Such methods typically require
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segmentation labels to control the scene layout and a full specification of transient
attributes, which can be difficult to specify correctly. Our method only requires sets
of images from the same scene for training; there is no need for segmentation labels
or transient attribute specification. Thus, we can use unlabelled images from outdoor
webcams and use any image as the guidance image.
We introduce a large dataset of outdoor webcam images, with associated benchmarks, to support training and evaluation of this and future methods. We find that
our model performs well at both guided and unguided synthesis, outperforming many
natural baseline methods without the need for extensive annotations. Our main
contributions include:
• We propose a probabilistic framework to synthesize appearances of an outdoor
scene that can be used for both guided and unguided synthesis.
• We formulate the latent representation as a probability distribution and show
that this distribution is better than using a deterministic latent vector.
• We prepare a training dataset of outdoor images containing short-term and
long-term changes along with evaluation benchmarks for guided and unguided
synthesis of outdoor images.
4.2

Related Work

The task of outdoor image synthesis is related to conditional image generation and
style transfer approaches.
Conditional GANs
A conditional GAN, such as Pix2Pix [26], is capable of synthesizing high-quality images
in a target domain given a source-domain image. Many methods have been proposed
to address problems with the early methods: CycleGAN [117], DualGAN [100], and
CUT [64] eliminate the need for aligned image pairs; Pix2PixHD [95] generates higherresolution outputs; and BicycleGAN [118] can generate more diverse images. These
models do not scale to arbitrary styles: a limited numbers of domains are defined, and
typically a model learns to convert between two domains only. It is imperative that a
sufficient number of images from every domain are available for training. There are
various methods to generate images from segmentation masks such as SPADE [65],
and SEAN [119]. Domain adaptation methods like [42, 99] learn to transfer images
from one domain to another. Existing conditional GANs, like Pix2PixHD [95], are
trained to transfer between two narrowly defined domains, such as day-and-night, and
a different model is trained for every domain transfer. We train a single model that
can generate realistic images under diverse conditions.
Style Transfer
Earlier neural style transfer methods required optimization for a given style image
during inference [19]. (We use the terms “style image” and “guidance image” in37

terchangeably here.) Subsequent methods, like [29, 107], trained a model for every
possible style transfer: one model for transfer from style A to style B and vice versa.
Recently, several arbitrary style transfer methods [4, 24, 25, 45, 51, 62, 84, 90] have been
proposed to generalize to any style without separate training. FST [101] can apply
filters from style images to the source image. AdaIN [24] transfers global feature
statistics by simply matching the mean and variance between content and style image.
Avatar-Net [84] proposes a patch-based feature manipulation module to bridge the gap
between the content and style image distribution. WCT [45] uses feature transforms,
i.e., whitening and coloring, to match content feature statistics to those of a style
image in the deep feature space. WCT2 [104] uses whitening and color transforms
to transfer the style. SANet [62] uses a learnable attention module and replaces the
fixed cosine similarity with a flexible similarity kernel. However, these style transfer
methods not only require style images for guidance, but also diverse domains and
sufficient images from every domain for training.
Natural Image Synthesis
Existing datasets for natural image synthesis are typically used for either modeling
short- or long-term changes. The methods that model long-term changes are typically
guided by the transient attributes dataset [41], which provides images with manual
annotations of attributes of outdoor scenes, such as cloudy, sunny etc. The method
by Karacan et al . [32] synthesizes an image based on desired transient attributes.
However, this method operates in an explicitly supervised way by requiring scene
layout and desired attributes. Transient attributes are hard to decouple, and there
is no straightforward way of specifying all 40 attributes. In our case, the desired
conditions are specified by a guidance image, and so our method does not require
manual annotations of transient attributes or segmentation masks.
There are datasets that include only short-term changes. High-resolution day-time
transfer (HiDT) [1], uses a disentanglement approach to swap the style of any two
images. HiDT can generate photorealistic images of outdoor scenes, but as the name
suggests, it is limited to day-time transfer. Lu et al . [105] look at recreating a scene
under changes in lighting conditions. Several methods have been proposed for timelapse generation from a single source image [55, 59]. The method by Cheng et al . [7]
proposes to generate a short-term sequence that resembles the style of a provided
reference time-lapse. To our knowledge, our dataset is the only one that includes both
short- and long-term changes.
Probabilistic Image Synthesis
Probabilistic GANs have been proposed for unconditional image generation. The
probabilistic GAN [12] proposes a discriminator that predicts a distribution; they
use a standard generator in this approach. BayesianGAN [83] and ProbGAN [22]
propose to iteratively learn a distribution over generators that best match the true
distribution of the data. We present a probabilistic conditional image generation
method by modeling the latent representation with a distribution. Our approach is
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Figure 4.2: The proposed probabilistic visual appearance network. Two style encoders,
with shared weights, extract style vectors from the source and target images. A
content encoder extracts a content feature map and content vector. Two MLPs predict
distribution parameters given the style vectors, and a content vector for the unguided
distribution. The decoder synthesizes an output image using the content feature map
and a style vector sampled from the guided distribution.
inspired by Probabilistic U-Net [39], a binary segmentation approach that captures
label uncertainty. We propose an image synthesis method that uses two distributions
for different tasks of guided and unguided synthesis. Our network architecture,
formulation of both tasks, and loss function are different from Probabilistic U-Net.
4.3

Problem Definition

Consider a statically mounted outdoor camera, recording images of a scene over a
long period of time. The recorded images would likely include many types of transient
appearance changes. Depending on the scene, some of these would be common, such
as the change from day to night, and some might be less common, such as the presence
of snow. It is possible to model the distribution over these changes for a single scene
by analyzing long-term image archives captured by a single outdoor webcam [27].
We estimate these distributions from an exemplar image, using image collections as
training data. Given a single exemplar image, we address the task of modeling the
distribution of natural images that appear to be of the same scene captured from the
same viewpoint. The goal is to synthesize realistic images, preserving the content of
the exemplar, while enabling the sampling of images that reflect the likely transient
appearance distribution. We consider two variants of the task, unguided and guided.
The latter being useful when some degree of artistic control over the generation process
is needed.
For the unguided synthesis task, we are given a large number of images, {I0s . . . INs },
where each Iis is a source image from scene
is to maximize the likelihood
P s.PThe goal
s s
p(I
of the other images from the same scene s N
|I
i 0 ), where we assume I0 is the
i=1
exemplar image and the rest are target images. For the guided synthesis task, we
are also given a set of guidance images, {I¯1s . . . I¯Ns }, which have the same transient
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appearance attributes as the corresponding target image but a different
P PN scenes layout
and are potentially from a different scene. The goal is to maximize s i=1 q(Ii |I0s , I¯is ).
In addition, for both tasks we want to be able to sample from the distribution to
generate novel images and generalize to novel scenes that aren’t present in the training
dataset. Please note that we are considering a much harder problem because 1) the
input is a single image without any labels of the scene content or geometry, 2) the
target domain is diverse and it includes all appearances unlike existing works, such
as [118], that restrict to a single target domain such as winter or night, and 3) we
train a single model that captures the all visual conditions, in contrast to methods
that train a separate model for every target domain.
4.4

Approach

The high-level architecture of our proposed approach is shown in Figure 4.2. Inference
from our trained model is as follows. Output images are generated by a decoder
network which takes as input a feature map describing scene layout and a sample
from the n-dimensional latent style space. We define two distributions over style: the
unguided, p, which models likely appearances for a given source image, and the guided,
q, which is a narrower distribution that is also conditioned on a guidance image. We
model the distributions as independent multivariate Gaussian distributions having
n dimensions. For unguided synthesis, we sample from the unguided distribution, p,
based on the source image, and pass these through the decoder, as in Figure 4.1 (a).
For guided synthesis, we sample from the guided distribution, q, as in Figure 4.1 (b).
For both tasks, we can draw multiple samples to make diverse predictions.
Network Architecture
Our architecture consists of several sub-networks: a style encoder, a content encoder,
two distribution parameter regressors, and a decoder. The style encoder is used to
extract a style vector from the source and target images. The content encoder, which
is the first half of a ResNet-based U-Net [77], extracts a feature map that represents
the layout of the source image. It is also extracts an additional content vector that
can capture high-level scene content, such as whether the scene includes mountains or
a beach. The two distribution parameter regressors are small multi-layer perceptrons
(MLPs) that predict the parameters of the style distributions. Each has two heads
with n outputs, one for the means and the other for the variances. In the decoder,
we use adaptive instance normalization (AdaIN) to combine the sampled style vector
and source content feature map [1, 24, 52].
Our content encoder and image decoder are shown in Figure 4.3. The style
vector (Figure 4.3 top) comes from the unguided or guided distribution, based on
the mode: for unguided synthesis, this is a sample from the unguided distribution
and for guided synthesis, this is a sample from the guided distribution (please see
Figures 1 and 2 of the paper for an overview). An MLP predicts the parameters
of adaptive instance normalization (AdaIN) [24]. In the content encoder, we use
larger stride to downsample spatial size of features. For image synthesis, the decoder
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Figure 4.3: Architectures of content encoder (left) and image decoder (right). Feature
size are shown with respect to the image size I.
Table 4.1: Style encoder architecture for the latent size of 32 and image size 256×256.
Type (name)

Inputs

conv2d (conv1)
conv2d (conv2)
conv2d (conv3)
conv2d (conv4)
conv2d (conv5
GAP (gap1)
conv2d (conv6)

Guidance Image
conv1
conv2
conv3
conv4
conv5
gap1

Output Channels

Spatial Size

48
96
192
192
192
192
32

256×256
128×128
64×64
32×32
16×16
1×1
1×1

uses nearest-neighbor upsampling followed by convolutional layers, as this removes
checkerboard artifacts [61].
Our overall approach resembles a U-Net [77]. Our encoders and docoders are
mostly derived from the recent papers using adaptive instance normalization [1, 24, 52].
We use a convolutional network as a style encoder, as shown in Table 4.1. In the
style encoder, we use kernel size 4 × 4 and a stride of 2 × 2 to reduce feature maps
size. All layers use LeakyReLU activation and global average pooling (GAP)is used to
extract global features. Table 4.1 shows architecture design and feature sizes for the
input size 256×256 image and latent dimension 32.
We use two separate multi-layer perceptrons (MLPs) to predict unguided p and
guided q distributions. Designs of these MLPs are shown in Tables 4.2 and 4.3. The
unguided distribution captures the diverse plausible conditions of the source image;
hence this is predicted on the basis of style and content of the source image, as shown
in Table 4.2. The unguided MLP predicts parameters of distribution: µp and σp2 for
latent dimension of 32. The guided MLP predicts the parameters µq and σq2 based on
the style encoding of the guidance image, as shown in Table 4.3.
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Table 4.2: MLP for unguided distribution prediction. Note that conv6 style means
style encoding of the source image and Res4 content means output of Residual4 block
in the content encoder for the source image.
Type (name)

Inputs

Output Size

linear (lin1)
conv6 style, Res4 content
batchnorm (bn1) lin1
linear (lin2)
bn1
batchnorm (bn2) lin2

288
288
64
32(µp ), 32(σp2 )

Table 4.3: MLP for guided distribution prediction. Conv6 style is the style encoding
of the guidance image.
Type (name)

Inputs

Output Size

linear (lin1)
conv6 style
32
batchnorm (bn1) lin1
32
linear (lin2)
bn1
64
batchnorm (bn2) lin2
32(µq ), 32(σq2 )
Training
Our training overview is presented in Figure 4.2. During training, we sample a source
and target image from a scene. The target image is flipped horizontally and treated
as the guidance image. We pass the style encoding of the horizontally flipped target
image through an MLP to predict the parameters of the guided distribution q: mean µq
and variance σq2 . We apply the horizontal flip to the target image to limit information
leakage and encourage generalization to the cases where the guidance image is from a
different scene. Another MLP predicts the unguided distribution parameters µp and
σp2 based on the the style and content of the source image. We use content of the
source image because possible appearances of a scene are correlated with the scene
content. For example, we are more likely to observe snow and fog in a scene if there
are mountains in it. During training, we draw a sample from the guided distribution
and a decoder combines this with source content features to synthesize the final image.
A key difference between our approach and disentanglement based methods that swap
style and content, such as [1] and [66], is that in our case, the content might not be
visible in the target image for conditions such as night and fog. Therefore, as shown
in Figure 4.2, we only extract the style from the target image.
We enforce the constraint that every sample from the guided distribution (each
example representing an appearance condition) could reasonably be a sample from the
unguided distribution. While training, we draw samples from the guided distribution,
which are used to synthesize an image which should match the target image. The
network predicts an unguided distribution based on the source and a guided distribution
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based on the target image. We jointly optimize for unguided distribution, guided
distribution and the output image. For an unguided distribution p, guided distribution
ˆ and target image I, the complete loss function is:
q, output image I,
ˆ I).
L = λp Lp (p) − λpq Ll (p, q) + LR (I,
Here Lp is the conditioning loss for the unguided distribution, Ll is a likelihood
estimation between unguided and guided distributions, and LR is the reconstruction
loss between the output image and target image. We set the weights λp = 0.2 and
λpq = 0.2. The likelihood estimation between p and q is given by:
Ll (p, q) = L(p, q) + λe h(p) + C
where h(p) is the entropy of the unguided distribution, and L is the log-likelihood.
We set λe = n, where n is the dimension of p, and set C = n2 ln(2π). The likelihood
function is
n
1 X
(sq − µp )2 ,
Ll (p, q) = − 2
2σp i=1
where µp and σp2 are the mean and variance of p, and sq is a sample from the guided
distribution (sq ∼ q). Adding the entropy regularization discourages the network from
predicting only distributions with small variance. The problem of small variance has
been discussed in InfoVAE [113] as well.
At inference time, we want to generate diverse samples from the unguided distribution. A common approach for this is to impose a unit Gaussian prior over the
unguided distributions, as in variational auto encoders (VAE) [37]. We relax this
constraint and allow the unguided distribution of individual images to vary, providing
greater appearance variations. During training, we perform this regularization at the
batch-level by introducing a regularization loss Lp . We model the batch-wide collection
P
of B predicted unguided distributions as the Gaussian mixture B1 B
i=1 pi . We then
collapse the mixture down to a single multivariate Gaussian using the distribution
N (µM , ΣM ) with parameters
µM

B
B
1 X 2
1 X
=
µp , ΣM =
σ + µpi µTpi − µM µTM ,
B i=1 i
B i=1 pi

where µpi and σp2i are mean and variance of the unguided distributions. Note that
N (µM , ΣM ) is the multivariate
Gaussian that minimizes the KL divergence to the
PB
1
Gaussian mixture B i=1 pi . We then set the regularization loss Lp to be the KL diver2
gence between the unit Gaussian and the collapsed mixture of Gaussians N (µM , σM
):
2
Lp (p) = DKL (N (0, 1), N (µM , σM
)).

The reconstruction loss, LR , is given by:
ˆ I) = L1 (I,
ˆ I) + LF (I,
ˆ I) + 5 · LT (I,
ˆ I) + LG (I,
ˆ I) + LE (I,
ˆ I),
LR (I,
where LF is the feature loss [29] using a pretrained VGG network [87], LE is the edge
ˆ − T (I)|,
loss, and LG is the GAN loss from a multi-scale discriminator [95]. LT = |T (I)
is the difference of transient attributes using a pretrained network T that regresses
transient attributes of an image.
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4.5

A New Dataset for Natural Image Synthesis

We introduce a new derivative dataset of outdoor images that contains short- and
long-term appearance changes. It contains images from 188 scenes: 94 time-lapse
videos from the TLVDB dataset [86] that have short-term changes and 94 cameras
from transient attributes dataset [41] that have long-term changes. While we collect
images from these datasets, we manually separate out source images, define a training
regime, and make evaluation benchmarks. Taking images from existing datasets is
a common practice and images in [41] are also taken from other sources such as
AMOS [27]. We randomly selected 150 scenes for training, 19 for validation, and 19
for testing. We manually select clear, daytime images to be used as source images. In
total, there are 5864 source and 17 368 target images.
We use this dataset to define three benchmarks for guided and unguided synthesis,
defined below. To our knowledge, this the only large-scale dataset that contains 1)
short-term and long-term appearance changes, 2) manually filtered day-time source
images, 3) aligned images suitable for training and evaluation, and 4) image synthesis
benchmarks for both guided and unguided synthesis. Our dataset is available at
https://mvrl.github.io/un_guided.
Unguided Synthesis Benchmark
We defined a benchmark to assess how well a method is able to synthesize diverse,
realistic samples from a single image. To evaluate this task, we need diverse examples
for any given scene. As with all tasks, we select clean daylight images as the source
images. In the test set, we have 595 source images and 1140 target images. For
quantitative evaluation, we use standard point set distance measures and Fréchet
Inception Distance (FID) which compares quality of generated images with real
images [23].
To compute point set metrics, we use every source image to generate k unguided
images from the unguided distribution where k is the number of real target images for
that scene. We use Hausdorff distance and Chamfer distance as measures of distances
between the set of real target images SI and the set of output images SIˆ of that scene.
Hausdorff distance is given as:


dH (SI , SIˆ) = max max ∆m (e, SIˆ), max ∆m (e, SI ) ,
e∈SI

e∈SIˆ

∆m (x, S) = min ∆(x, y)
y∈S

for any distance measure ∆; we use L1 distance as ∆. We also use Chamfer distance,
dC , for evaluation:
1 X
dC (SI , SIˆ) =
∆m (e, SIˆ).
|S| e∈S
I

While the Hausdorff distance measures the maximum distance between any two points
on the closest matching pairs, the Chamfer distance measures the average distance of
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Table 4.4: Test set results of the three benchmarks.
Same-Scene Guided

Method

Cross-Scene Guided

Unguided Synthesis

L1 ↓

LPIPS ↓

PSNR ↑

SSIM ↑

L1 ↓

LPIPS ↓

PSNR ↑

SSIM ↑

Hausdorff ↓

Chamfer ↓

FID ↓

-

-

-

-

-

-

-

-

0.1446

0.0609

26.4512

0.1216
0.1209

0.4668
0.4175

15.8983
16.0552

0.5249
0.5057

0.1376
0.1218

0.5937
0.4216

14.6051
15.7852

0.4217
0.4949

0.2987
-

0.1145
-

121.6977
-

Ours w/o guided distribution 0.2141
Ours w/o prior loss
0.1124
Ours w/o likelihood loss
0.1947

0.3984
0.3392
0.3892

12.1147
16.9831
13.3184

0.4821
0.5889
0.5064

0.2139
0.1569
0.1936

0.3982
0.3594
0.3926

14.0321
14.7710
13.3602

0.5084
0.5354
0.5083

0.5728
0.2269
0.2995

0.1539
0.1147
0.1791

219.5103
84.8741
91.3697

Ours full

0.3367

16.4931

0.5858

0.1495

0.3490

15.0803

0.5566

0.2259

0.1231

79.8313

Oracle Test Set
BicycleGAN [118]
SANet [62]

0.1197

the closest pairs. To compute FID [23], we randomly select source images to synthesize
the same number images as the true target images (1140). We then compute FID
between the output images from all scenes and all target images. To establish lower
bounds for these metrics, we split the target images into two partitions and compute
the metrics between the partitions. We refer to this as the Oracle Test Set.
Same-Scene Guided Synthesis Benchmark
In this benchmark, the guidance image is from the same scene as the source image.
This is intended to serve as an easier case for the guided synthesis task. To create
this, we flip the target image horizontally and treat it as the guidance image. Since
we typically have more target images from every scene, we make a fixed benchmark by
randomly selecting a source image (from the same scene) for every target image. We
have 1140 examples in this benchmark. Since source and target images are from the
same scene, we use standard image matching metrics including L1 error, peak signal
to noise ratio (PSNR), and structural similarity (SSIM). We also include perceptual
similarity (LPIPS) [111] (using a pretrained AlexNet [40]), that has been shown to
closely match human judgement.
Cross-Scene Guided Synthesis Benchmark
This benchmark, also having 1140 examples, estimates generalization of methods; in
this task the guidance image is from a different scene. To make this benchmark, we
use the following procedure to select a guidance image that has similar appearance
as the target image. We train a model on the transient attributes [41] dataset which
gets only 1.3% mean squared error on the held-out validation set for attributes like
cloudy, snow etc. For every target image in the test set, we randomly select a source
image from the scene. To select the guidance image from a different scene, we use
our network trained on transient attributes to find the most similar image from other
scenes, in terms of transient attributes.
4.6

Evaluation

Please see the supplemental material for network details and additional visualizations.
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Table 4.5: Results of time-lapse generation.
Method
Cheng [7]
Ours

Input
Image +
Segmentation
Image

L1 ↓

LPIPS ↓

PSNR ↑

SSIM ↑

0.1462

0.2842

14.7220

0.4858

0.1102

0.2947

16.9018

0.6822

Baseline Methods
We compare our method with three similar methods. We compare with BicycleGAN [118] that was originally designed to generate diverse samples from a single
source. We also compare with a recent arbitrary style-transfer method, SANet [62],
and a time-lapse generation method [7].
Implementation Details
We use PyTorch [68] to implement our model. Following existing methods, we train
all methods on 256 × 256 images. We show qualitative results on 512 × 512 images
from our model to demonstrate that we can generate realistic high-resolution images.
We optimize using the Adam optimizer [36] (β1 = 0.9, β2 = 0.999) with a learning
rate of 1.2 × 10−4 , L2 regularization of 1 × 10−5 , and batch size of 24. All models
are trained for 50 epochs and the learning rate is reduced by a factor of 0.9 after
every 5 epochs. During training, we randomly crop and flip images. We set the latent
dimension n = 32.
Quantitative Results
We show the results of all three benchmarks in Table 4.4. Our method performs better
on the same-scene guided synthesis benchmark than SANet and BicycleGAN. For
cross-scene guided synthesis, our method gets the best LPIPS and SSIM while SANet
gets better L1 and PSNR. For unguided synthesis, our method performs significantly
better than BicycleGAN on Hausdorff distance and FID metrics, while getting a
comparable Chamfer distance. SANet, a style transfer method, cannot be used for
unguided synthesis without a style image.
Qualitative Results
We show results of unguided synthesis in Figure 4.4 and Figure 4.5. The source image
is shown on the left (a) and several images sampled from the unguided distribution
are shown in (b)-(e). We can see that our method can generate realistic outputs
under diverse lighting and weather conditions. Results of cross-scene guided synthesis
are shown in Figure 4.6 and Figure 4.7. Since we model the style using a guided
distribution, we can generate multiple samples from this during test set. For every
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(a) Source

(b) Synthesis1

(c) Synthesis2

(d) Synthesis3

(e) Synthesis4

Figure 4.4: Qualitative results: unguided synthesis. These results are from the unseen
test set.
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(a) Source

(b) Synthesis1

(c) Synthesis2

(d) Synthesis3

(e) Synthesis4

Figure 4.5: More example results of the unguided synthesis task. These source images
are from the test set.
example, we show two synthesized outputs in Figure 4.6 (d)-(e). We can see that
there are some variations in these images, like sky color and minor lighting variations.
Time-Lapse Generation
We compare our method for time-lapse generation with the state-of-the-art method by
Cheng et al . [7]. Both models are trained and evaluated on image size 512 × 512. We
show quantitative results only on the time-lapse videos in the test set, comprising of 8
sequences and 800 total examples. These time-lapses are from the TLVDB dataset [86]
which is the test set used by Cheng et al . [7]. For this evaluation, we select a source
image from every sequence and use the horizontally flipped version of other frames
as the guidance. This allows us to compare the output images with the reference
images. We show results in Table 4.5. Please note that Cheng et al . [7] require the
true segmentation labels of source and guidance images during training and inference.
Our method does not need segmentation labels for training or inference. We can
see from Table 4.5 that our method performs better than [7] on all metrics except
LPIPS. We show qualitative results in Figure 4.8 and Figure 4.9; it can be seen that
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(a) Source

(b) Guidance

(c) Target

(d) Synthesis 1

(e) Synthesis 2

Figure 4.6: Qualitative results: cross-scene guided synthesis on the test set. We show
two different synthesized images, (d) and (e), which are sampled from the guided
distribution q for the given guidance image.
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(a) Source

(b) Guidance

(c) Target

(d) Synthesis 1

(e) Synthesis 2

Figure 4.7: More qualitative results of the cross-scene guided synthesis task. We show
two different synthesized images, (d) and (e), which are sampled from the guided
distribution q. for the given guidance image (b).
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our method generates more realistic outputs with natural colors of the sky.
Style Interpolation
We now show some visualizations about style interpolation. In these examples, we
linearly interpolate the style vector from source image style to the style of guidance
image. The results are shown in Figure 4.10. Even though we have sparse training
data and we do not impose any continuity constraint on the latent style representation,
we can see that every interpolated style leads to a plausible appearance of that scene.
We can see in Figure 4.10 that the appearance of synthesized images gradually changes
with realistic appearance for every latent representation. For example, in rows 2-5,
as we interpolate style from daytime to night, we observe realistic sunset renderings
(columns (c)-(d)) before we get to the final night synthesis (f).
Ablation and Analysis
We provide ablation of the key choices in Table 4.4. We show the significance of
probabilistic modeling of the guided distribution. If we extract a deterministic vector
(ours w/o guided distribution), the method performs significantly worse on all metrics
than our full method. We analyse our proposed modeling of unguided distributions
as mixture of Gaussians: we prepare a baseline (ours w/o prior loss) in which we
use the standard KL divergence loss. This baseline performs well on the same-scene
synthesis and gets slightly worse results on other benchmarks. Finally, we analyze
our proposed likelihood loss by developing a baseline (ours w/o likelihood loss) that
uses KL divergence between unguided and guided distributions. This baseline, which
closely resembles probabilistic U-Net, performs worse on all benchmarks.
We analyze the size of the latent vector n as shown in Figure 4.11. We see that
even as the latent vector size increases, the performance of our method remains
stable. We hypothesize that this is because of two factors. First, our probabilistic
formulation encourages generalization during training by drawing a sample from the
guided distribution and not by extracting the exact vector, as shown in the ablation of
our method vs. a method that does not use probability distribution (ours w/o guided
distribution). Second, in our network design, we extract a style encoding using global
average pooling and then feed this to an MLP which removes spatial information.
4.7

Summary

We introduced a novel approach for synthesizing natural appearance variations from a
single source image, simultaneously addressing the tasks of unguided and guided image
synthesis. We propose a weakly supervised method that does not require segmentation
labels or a specification of transient attributes such as sunny or snowy etc. We show
that pairs of images from time-lapse videos and outdoor webcam streams can be used
to train an image synthesis method without any further supervision. We formulate
image synthesis as a probabilistic problem with an end-to-end training strategy. We
also introduced a large-scale dataset for training and three evaluation benchmarks.
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Reference

Ours

Cheng [7]

Ours

Cheng [7]

Ours

Cheng [7]

Input

Figure 4.8: Time-lapse results based on a reference sequence (top row). Our method
works only on source images while Cheng et al . [7] also requires segmentation masks
of source image and the reference scene.
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Reference

Ours

Cheng [7]

Ours

Cheng [7]

Ours

Cheng [7]

Input

Figure 4.9: More Time-lapse results. The reference time-lapse is shown in the top
row.
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(a) Source

(b) Synthesis (0.25) (c) Synthesis (0.5) (d) Synthesis (0.75) (e) Synthesis (1)

(f) Guidance

Figure 4.10: Visualization of style interpolation. The style vector is gradually interpolated from source image (a) style to guidance image (f) style. These results are from
the test set and the guidance image is from a different scene.
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(b) Unguided Synthesis

Figure 4.11: Assessing the impact of changing the dimensionality, n, of the unguided/guided distributions.
We found that our method is able to synthesize diverse and realistic images, improving
upon several baseline methods. We also significantly outperform the existing state of
the art for time-lapse image generation. On the other tasks we perform at or near the
state of the art. This evaluation highlights the value of our dataset and hope that it
will spur further research in this field.

Copyright© Muhammad Usman Rafique, 2021.
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Chapter 5 Discussion and Conclusion

With recent advances in deep learning, the need for annotated data for training large
models has increased significantly. We consider the problem of training modern deep
neural networks with a weaker supervision. The main goal is to train models for
image synthesis without requiring manual annotations. The central theme of this
research is utilizing information from multiple images, without any human labeling.
We consider three specific image synthesis problems and propose novel solutions that
do not require humans to label datasets. We adopt reconstruction-based learning, a
form of weakly supervised methods, for image synthesis where the optimization object
is to minimize the error between model output and a real image that is being treated
as the target.
First, we consider the problem of fusing multiple overhead images that might
have artifacts like clouds and missing data etc. The task is to fuse multiple overhead
images of a scene to make a single, artifact-free image. For this task, we propose a
weakly supervised method that utilizes crowd-sourced online data from open street
maps as a form of supervision during training. Even though these labels derived from
online sources might be imperfect, we show that we can train a fusion model that
combines multiple noisy images to make a single artifact-free image. In this work,
we add synthetic artifacts (clouds and missing data), and do a controlled analysis
of fusion performance for varying levels of artifacts. We also extend this method
to a completely self-supervised training approach and evaluate on real data, i.e.
satellite images with real artifacts. Similar to self-supervised representation learning
approaches, we formulate an auxiliary task of localizing a cutout from a large satellite
image. We show that we can train an image fusion model without any labels at all.
We compare our method to several alternatives and demonstrate the competitive
performance of our method.
Second, we consider the problem of generating novel views of a scene based on a
single input image. We extend existing approaches to complex outdoor scenes. While
we consider a harder problem, we reduce the supervision required for training. We
use streams of images captured from cars, such as google streetview, and use noisy
location estimates of images through GPS coordinates. We setup the training by
picking nearby pairs of images and at each iteration, we use one image as source and
the other as the target. We use reconstruction-based learning by setting the training
objective to minimize the error between synthesized image and the target image. As
a part of this work, we have prepared a new dataset of challenging outdoor scenes,
Brooklyn Panorama Synthesis (BPS). We demonstrate state-of-the-art results on an
existing benchmark, KITTI image synthesis, as well as this new dataset BPS.
Third, we consider the problem of diverse view synthesis of outdoor scenes. We
consider two related tasks, unguided synthesis and guided synthesis. In unguided
synthesis, we are given a single image of a scene and the task is to generate multiple
realistic images of the scene under different conditions, such as time of day and
weather, while preserving the scene layout. For guided synthesis, we are given a
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source image of a scene and a guidance image; the task is to generate a new image
of the source scene so that the visual conditions match that of the guidance image.
Existing approaches require different forms of annotation for training, including scene
layout in the form of semantic segmentation and explicit labels of transient attributes
such as snow, cloudy etc. We propose a weakly supervised training scheme by using
aligned images from time-lapse videos and outdoor webcams. In line with our research
focus of weaker supervision, our method does not require any labels of scene layout
or transient attributes. For training, we pick two images from a scene and use one
as source and the other as target. We prepare a derivative dataset by combining a
time-lapse data and a webcam dataset. We also propose three benchmarks for guided
and unguided synthesis. Through extensive evaluation, we show results competitive
with the state-of-the-art methods despite our approach requiring less supervision.
In summary, we consider the problem of image synthesis which is a fundamental
problem of interest in computer vision. To address the need of large-scale manually
annotated data, we propose several methods of weaker supervision that can serve
as alternatives for training. We show how we can effectively rely on crowd-sourced
labels and other metadata, such as GPS coordinates, that are automatically captured.
Essentially, we propose that in a multi-image setting, we can use information from
multiple images and relationship between different images for training state-of-the-art
deep neural networks.
Generally speaking, we have proposed to use relationships between data points
to formulate weakly supervised machine learning tasks to minimize the process of
manual annotations. Recently, more and more data has been captured in all formats,
ranging from audio and video to all types of sensor signals. Therefore, it is not feasible
to require humans to manually annotate data for every new problem. On the other
hand, domain knowledge can be used to set up auxiliary tasks that allow us to use
machine learning-based models.

Copyright© Muhammad Usman Rafique, 2021.
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