Attosecond science represents a new frontier in atomic, molecular, and condensed matter physics, enabling one to probe the exceedingly fast dynamics associated with purely electronic dynamics in a wide range of systems. This paper presents a brief discussion of the technology required to generate attosecond light pulses and gives representative examples of attosecond science carried out in several laboratories. Attosecond transient absorption, a very powerful method in attosecond science, is then reviewed and several examples of gas phase and condensed phase experiments that have been carried out in the Leone/Neumark laboratories are described.
Introduction
Physical chemistry has beneted tremendously over the last several decades by the evolution of time-resolved experimental techniques. Advances up to the year 2000 were elegantly described in a review article by Zewail, 1 which discusses how our ability to understand fundamental chemical processes is inextricably linked to the development of methods ranging from ash photolysis to femtosecond lasers. It is now almost routine (albeit expensive!) in chemical physics laboratories to perform experiments that follow detailed and complex molecular motions in real time, using femtosecond lasers that can monitor rotational and vibrational motion, dissociation on bound and repulsive potential energy surfaces, and passage through conical intersections and over transition states. Experiments based on femtosecond methodology can in principle track even the highest frequency vibrations, such as the 7.5 fs vibrational period of the H-H fundamental in H 2 .
The next frontier in time-resolved chemical dynamics is the study of electronic dynamics. 2, 3 While femtosecond experiments oen explore the effects of electron dynamics on nuclear motion, following the electrons themselves requires the development of light sources offering attosecond (as) time resolution; as an example, the classical period of an electron in its ground state orbiting the hydrogen atom is $150 as. Since 2000, developments in laser technology, optics, and atomic and molecular physics have made it possible to generate isolated attosecond pulses as short as 67 as. 4 These technical advances have enabled efforts in many laboratories throughout the world to perform attosecond science experiments that reveal new dynamical time scales in atoms, molecules, liquids, and solids, as discussed in numerous recent reviews. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] This article provides a brief overview of key developments in attosecond science and technology, followed by a discussion of examples that have been carried out in our laboratories at Berkeley over the last several years. 16 Generation and characterization of attosecond light pulses Commercial femtosecond laser systems typically employ Ti:sapphire crystals as the active medium. They operate at a central wavelength of around 800 nm, and high power systems involving either multipass or regenerative ampliers can generate pulses as short as 20 fs. Using a combination of self-phase modulation in optical bers to increase the bandwidth of the pulse and chirped mirrors to temporally compress the spectrally broadened pulse, one can obtain "few-cycle" near-infrared (NIR) pulses with pulse durations as short as 3-5 fs. The optical period of 2.6 fs for an 800 nm pulse places a lower bound on the pulse duration attainable at this wavelength. Very recently, pulses spanning the visible region of the spectrum with sub-fs peak electric elds have been synthesized. 17 Nonetheless, generation of the shortest attosecond pulses generally requires upconversion to the vacuum ultraviolet/so X-ray region where the optical period is substantially shorter (i.e. 41 as at 100 eV).
Owing to these considerations, attosecond pulse generation is strongly linked to the phenomenon of high harmonic generation (HHG). [18] [19] [20] [21] [22] [23] [24] This process involves strong-eld manipulation of electrons by focusing a femtosecond laser pulse to high intensities in a target material, typically inert gas in a cell, gas jet, or waveguide, and generates light pulses covering the extreme ultraviolet (XUV) and so X-ray regime of the electromagnetic spectrum. HHG is typically interpreted using a three-step model. 20, 21 First, the high eld intensities around the maximum of the electric eld cycles of the focused driver pulse distort the electronic potential, resulting in tunneling ionization of the gas and the release of electron wave packets into the continuum. The ejected electrons are accelerated away and then toward the parent ion as the laser electric eld changes sign, gaining energy from the eld. Finally, the inelastic recollision of these accelerated electrons with the parent ion releases excess kinetic energy in brief attosecond light bursts each half-cycle of the driving eld. The upper limit for the emitted energy, called the cut-off energy, 20, 22, 25 is determined by the maximum amount of kinetic energy gained in the second step and is given by
where I p is the ionization potential of the target gas, and U p is the ponderomotive energy of the photoelectrons in the applied electric eld, U p ¼ E laser 2 /4u laser Typical cut-off energies at 800 nm range from $30 eV in Xe to >100 eV in Ne. HHG out to 1 keV has been observed in He but with a very low ux. At longer wavelengths, the ponderomotive energy is larger for the same laser intensity, resulting in a higher cut-off energy. 26 There has been considerable progress in recent years in experimentally realizing higher cut-off energies with longer wavelength driving pulses, with an important goal being to obtain useable intensities from HHG in the "water window" between 300 and 500 eV; 27-34 this interval lies above the carbon K-edge but below the oxygen K-edge. Efficient HHG out to 280 eV has also been demonstrated recently using ultraviolet driving pulses. 35 In general, if a driving pulse comprising multiple optical cycles is used for HHG, then the temporal envelope of the HHG pulse is similar to that of the driving pulse. However, around the year 2000, [36] [37] [38] it was realized theoretically and shown experimentally that under the right conditions, the HHG pulse comprises an attosecond pulse train with pulses occurring at twice the frequency of the driving eld. The interference between these pulses yields a discrete harmonic spectrum comprising odd harmonics of the driving eld up to the cut-off energy. Attosecond pulse trains have been used successfully in a series of elegant interferometry experiments that probe important features of electron dynamics. [39] [40] [41] [42] [43] [44] However, in many applications involving direct measurements of lifetimes and dynamics, isolated attosecond pulses are more desirable.
The generation of isolated attosecond pulses, rst reported by the Krausz group in 2001, 45 required the development of novel advances in laser and optical technology, as well as new techniques for characterizing such pulses. These methods are generally based on isolating the XUV radiation produced by a single half-cycle of the driving eld, or by suppressing XUV generation from all but a single half cycle. In amplitude gating, 45, 46 one combines appropriate energy ltering and carrier-envelope (C-E) phase stabilization of the driver pulse 47 to obtain an isolated attosecond pulse from a few-cycle driver pulse by reecting (or transmitting) only the highest energy XUV radiation produced by the most intense half cycle of the driver pulse. This yields an isolated attosecond pulse comprising a continuous spectrum of photon energies close to the cut-off region. Amplitude gating has been used to generate pulses as short as 72 as centered at 105 eV, using Ne as the nonlinear medium. 48 The isolated attosecond pulses and the NIR pulses used to generate them are characterized by attosecond streaking, 49, 50 in which the momentum shis by a C-E phase stabilized NIR pulse on the photoelectrons generated by the XUV pulse is determined as a function of delay between the two pulses. Fig. 1 shows an example of an isolated attosecond pulse centered at 160 eV along with its streaking trace and reconstruction, generated in our laboratory with amplitude gating using He as the gas medium. 51 Amplitude gating requires exceedingly short (<4 fs) driver pulses and is thus quite technically demanding. Other gating methods have been developed in which isolated attosecond pulses can be generated from somewhat longer pulses and at lower XUV photon energies. These include polarization gating (PG), 52, 53 double optical gating (DOG), [54] [55] [56] and ionization gating. [57] [58] [59] PG and DOG rely on overlapping two counter-rotating circularly polarized pulses so that only a single half-cycle is linearly polarized and thus produces XUV light. In ionization gating, nearly isolated attosecond pulses are obtained by using ionization to terminate HHG aer a particular half-cycle cut-off; 60 the central photon energy can be tuned by varying the C-E phase. A conceptually different method, the attosecond lighthouse, utilizes wavefront-rotated driver pulses to obtain high harmonic spectra consisting of spatially separated, isolated attosecond pulses. 61 Our group has recently developed a gating scheme combining aspects of amplitude and polarization gating (PASSAGE, or Polarization ASSisted Amplitude GatE) that yields isolated attosecond pulses whose central frequency can be varied over energies ranging from 50-130 eV, and which can work with somewhat longer driving pulses than pure amplitude gating. 62 Pulse energies from these methods are typically within an order of magnitude of one nJ. Several laboratories are aiming to generate mJ isolated attosecond pulses using very high power driving lasers, 63, 64 with the ultimate goal of performing attosecond pump-probe experiments (see later).
Representative examples of attosecond science
Time-resolved experiments using attosecond pulses offer superior time resolution combined with the capability to either initiate or probe dynamics in the so X-ray region of the electromagnetic spectrum. Attosecond pulses in the range of 15-30 eV can probe Rydberg and high lying valence electronic states lying near or above the ionization potential of the target species. At higher energies, core ionization and core-to-valence transitions become accessible. The energies of these transitions are highly element-specic, enabling one to track the electronic dynamics associated with particular atoms in the gas phase and condensed phase targets. As technical advances push the useable cut-off energy of HHG to increasingly higher photon energies, more elements become accessible. As physical chemists, there is particular interest in reaching 300 eV, at which point transitions originating from the carbon K-edge become accessible. Recent reports indicate that this limit has in fact been reached. 33 On the other hand, intensities of isolated attosecond pulses achieved thus far are too low to routinely enable attosecond pump-probe experiments, which would truly take advantage of the time-resolution offered by these pulses. While pump-probe experiments using two attosecond pulse trains have been reported, 39, 65 as yet all dynamics experiments involving isolated attosecond pulses vary the time delay between an attosecond pulse and a much stronger, few-cycle NIR pulse. In many of these experiments, the temporal resolution is determined by the cross correlation of the two pulses and thus corresponds to the intensity envelope of the NIR pulse, which can be as short as 3-5 fs. However, if the phase of the electric eld of the NIR pulse relative to the attosecond pulse can be controlled, then one can observe dynamics associated with the NIR eld and, in favorable cases, resolve dynamics on the attosecond time scale.
One of the rst time-domain experiments using isolated attosecond pulses measured the lifetime of the 3d core hole in krypton created by an XUV pulse, which is lled by Auger recombination, emitting electrons from the 4p shell. 66 The lifetime of this process was determined using attosecond streaking, in which the emitted electrons interact with a few-cycle near-infrared pulse, and the evolution of the electron kinetic energy from the M 4,5 N 1 N 2,3 Auger line as a function of the relative delay between the two pulses reveals a 3d core hole lifetime of 7.9 fs.
Attosecond streaking has also been used to track the birth of photoelectrons in atoms and solids. In the rst such experiment, an isolated sub-200-as pulse at 106 eV ionized neon atoms. Attosecond streaking yielded a delay of 21 AE 5 as in the photoemission of a 2s electron relative to a 2p electron in neon. 67 Theoretical efforts to understand the origin of this result have thus far underpredicted the measured value by approximately a factor of two. 68, 69 In a similar vein, attosecond photoelectron streaking spectroscopy was applied to study dynamics of electron escape from core and delocalized electronic states of a single crystalline tungsten h110i surface. 70 The experiment employed isolated XUV pulses with a pulse duration of $300 as centered at 91 eV to simultaneously excite the 4f core level and the 5d and 6s conduction band electrons to upper conduction band states, leading to the creation of photoelectrons at the surface. The resulting attosecond streaking spectrogram yielded a delay of 110 AE 70 as for the emergence of 4f electrons relative to the conduction band electrons from the tungsten surface. More recently, attosecond streaking and coincidence techniques were combined to measure the difference in photoemission time delays between Ne and Ar, nding longer delays by up to 50 as in Ar that were attributed to resonance effects. 71 Attosecond XUV pulses have been used to ionize a gas phase target that is then further ionized and/or dissociated by a few-cycle near-infrared pulse. Ions generated using this pulse sequence are detected by a time-of-ight spectrometer as a function of the time delay between the two pulses. This general type of experiment has been applied to systems ranging from inert gas atoms to polyatomic molecules. Electron tunneling ionization in neon was measured in real time using this technique. 72 An attosecond pulse at 91 eV ejected a 2p electron and produced Ne + ions in several excited states (2p À2 3p, for example) via shake up. The Ne 2+ yield was measured as a function of time-delay with respect to a NIR pulse. Steps in the Ne 2+ yield in synchronicity with the electric eld cycles of the NIR pulse were observed at delays near Dt ¼ 0, where the most intense NIR eld cycles overlap the XUV pulse. This step-like structure was attributed to eldinduced tunneling of the 2p À2 3p and 2p À2 3s states. The $380 as rise time for the steps was interpreted as an upper bound for the time to populate and tunnel from these states.
In a molecular application, an experiment combining isolated attosecond pulses, NIR excitation, and ion detection was performed to follow charge localization in H 2 and D 2 upon dissociative ionization. 73 This study measured the ultrafast charge redistribution of these molecules following dissociative ionization to explore the coupling between electronic and nuclear motion on subfemtosecond timescales. Here, an isolated attosecond XUV pulse ranging from 20 eV to 40 eV excited the molecule to doubly-excited electronic states that, le on their own, undergo dissociative ionization. The attosecond pulse was followed by a few-cycle near-infrared pulse that coupled the various neutral and ionic electronic states to one another as dissociation proceeded. The velocity and angular distributions of the resulting H + or D + photofragments were analyzed as a function of the delay between the two pulses. These experiments provide a sensitive measure of how the electron in dissociating H 2 + or D 2 + localizes onto a single atom en route to dissociation. In a related experiment on a much more complex target, the phenylalanine molecule was ionized by an attosecond pulse covering 15-30 eV and then further ionized and fragmented by a few-cycle NIR pulse. 74 The yield of the immonium dication (R-CH-NH 2 2+ ) was measured as a function of pump-probe delay and found to oscillate with an average period of 4.3 fs. This time scale is considerably faster than the highest frequency X-H vibrations in the target. This difference in time scale was interpreted in terms of ultrafast hole migration to and from the NH 2 group in a superposition of excited cationic states created by the XUV pulse, an effect that had been predicted theoretically [75] [76] [77] but not previously observed. Finally, given the composition of this Faraday conference, it is appropriate to discuss how attosecond dynamics can be determined from high harmonic imaging/spectroscopy experiments. In 2004, Itatani et al. 78 demonstrated that by performing HHG experiments in laser-aligned molecules, one could analyze the spectrum of the high harmonics and obtain "tomographic images" of the Dyson molecular orbitals from which electric eld induced ionization occurred. This very elegant method images electrons but is not explicitly time-resolved. Nonetheless, several laboratories [79] [80] [81] [82] [83] have shown how one can extract attosecond dynamics from these experiments; two examples are summarized below.
In 2006, Baker et al. 79 performed an HHG experiment on H 2 , CH 4 , and their deuterated isotopologs in which an intense NIR pulse launches dynamics on an ionic potential energy surface. These dynamics evolve as the electron wavepacket, whose trajectory is controlled by the NIR laser eld, recombines with the ion, producing high harmonic emission that is spectrally resolved using a diffraction grating. Ionization accesses the repulsive region on the H 2 + potential energy curve, so the atoms separate during the electron trajectory. As a result, the higher harmonics, which are produced from longer-time trajectories (i.e. higher recombination energies), are depleted. To calibrate this effect in terms of molecular motion, HHG signals were compared for H 2 and D 2 ; the higher harmonics were indeed less depleted for D 2 . Hence, nuclear dynamics are resolved on the time scale of recombination, from 0.5 to 1.6 fs for an 800 nm pulse under the reported conditions. Similar experiments on CH 4 and CD 4 probed the initial complex vibrational dynamics that occur upon ionization to the Jahn-Teller-active ground state of CH 4 + , whereupon the ion undergoes distortion from the initial tetrahedral geometry of the neutral. More recently, high harmonic spectroscopy has been used to follow holemigration dynamics in iodoacetylene (HCCI). 83 The HCCI molecules were impulsively aligned and then subjected to a few-cycle pulse at either 800 or 1300 nm with the target molecules aligned either perpendicular or parallel to the polarization of the newly created HHG pulse. The HHG driving pulse creates a superposition of the X and A states of HCCI + , and the HHG spectrum upon recombination tracks the hole migration resulting from this superposition. In the perpendicular alignment conguration, the HHG pulse measures but does not affect the hole migration dynamics, i.e. the hole dynamics are "quasi-free". Analysis at the two driving wavelengths shows that the hole is initially created on the I atom and oscillates to and from the C-C p molecular orbital with a period of 1.85 fs. The results for parallel alignment are strikingly different, illustrating that the HHG driving laser causes the tunneling electron to chase the charge migration dynamics in this conguration. For example, the population amplitudes of the X and A states in the perpendicular alignment are approximately equal, whereas in the parallel conguration at 800 nm, the population of the X state is signicantly depleted at a recombination time of 1 fs. The difference in population amplitudes between these alignment congurations indicate that the HHG driving laser manipulates the A-X ionic transition, affecting both the amplitude and the relative phase of the two ionic states as the hole migration evolves.
Attosecond transient absorption
One of the most powerful methods in attosecond science is attosecond transient absorption (ATA) spectroscopy. 84, 85 In this section, experiments based on attosecond transient absorption and its variants are discussed, with particular emphasis on work that has been carried out at Berkeley. An example of an ATA apparatus 84 is shown in Fig. 2 .
Here, an NIR pulse passes through a beamsplitter. The transmitted beam passes through optics appropriate for double optical gating and thus produces an isolated attosecond pulse in the HHG cell. The HHG output is focused by means of a toroidal mirror through the hole mirror (HM) into the sample, then dispersed by a grating onto an X-ray CCD camera. The reected portion of the NIR beam passes through a variable delay stage and is combined with the XUV pulse via reection by the hole mirror to overlap with the XUV beam at the sample. The metal lter downstream of the sample transmits the XUV beam but blocks the NIR beam. In an ATA experiment, one determines how the absorption spectrum of the broadband XUV pulse, as measured by the grating/camera combination, varies with the delay time between the XUV and NIR pulses. Remarkably, in ATA, one can obtain high resolution absorption spectra ($10-30 meV, depending on the grating and central XUV photon energy) with no loss in temporal resolution. Hence, the broad bandwidth of the isolated attosecond pulse does not have any adverse consequences on the spectral resolution of the experiment. In fact, using such a pulse allows one to examine transient phenomena over a wide spectral range, resulting in a highly multiplexed experiment. These considerations make ATA an extremely powerful and versatile method in attosecond science.
ATA experiments can be performed with the NIR pulse preceding the XUV pulse, in which case the NIR and XUV pulses act as the pump and probe pulses, respectively. This is the "conventional" pulse sequence in which one uses a weak probe pulse to investigate the dynamics induced by a strong pump pulse. Additionally, a "counterintuitive" pulse sequence, in which the NIR pulse either overlaps or follows the XUV pulse has been employed in many ATA investigations. Examples of both pulse sequences are given below.
Transient absorption is generally treated in the framework of the third-order polarization in the interaction picture, where an intense pulse (usually the pump) represents a second-order interaction and the weaker pulse (usually the probe) represents a rst-order interaction, all in the perturbative limit. 87, 88 More generally, the intense few-cycle near-infrared pulses commonly used in attosecond measurements impart strong elds to the system and require the inclusion of higher-order response functions. 89, 90 The approach to model these experiments is to calculate the single atom response,
This approach treats all nonlinearities in one calculation. In eqn (2) (
where a is the ne-structure constant. Propagation effects through the sample can also be accounted for as necessary. 91 In the conventional pulse ordering for transient absorption, the near-infrared excitation serves as the pump pulse and is followed by the attosecond XUV probe pulse. The XUV spectrum is detected as a function of pump-probe delay. This pulse sequence interrogates population dynamics of the system initiated by the near-infrared pump pulse. It has been used to great effect in femtosecond XUV transient absorption measurements, in which a molecular species such as C 2 H 3 Br is strong-eld ionized by the NIR pump pulse, and the XUV probe pulse comprising harmonics from 60-72 eV monitors core transitions in the Br atoms that are sensitive to its charge state and chemical environment. 92 One can track the depletion of C 2 H 3 Br, the appearance of C 2 H 3 Br + in its X and A electronic states, and the production of Br + from dissociative ionization.
In the rst attosecond experiment of this type, Kr atoms were strong-eld ionized by a NIR pump pulse, ejecting a 4p electron and creating a coherent superposition of the Kr + 2 P 1/2 and 2 P 3/2 spin-orbit levels. 93 A broadband isolated attosecond pulse probed the set of 4p-3d transitions near 80 eV, and the resulting absorption spectrum was measured as a function of pump-probe delay time. The transitions in this spectral region show clear oscillatory structure with a period of 6.3 fs, corresponding to the energy spacing of 0.67 eV between the two Kr + spinorbit levels. The underlying theory relating the coherent superposition created by the NIR pulse to the transient absorption signal has also been developed. 94 This experiment represents a real-time observation of valence-shell electron wavepacket motion, fullling one of the primary goals of attosecond science.
This very general method can also be applied to solid samples. 95 ATA experiments on Si have been carried out according to the scheme shown in Fig. 3 . 96 Here, attosecond pulses tuned to the silicon L 2,3 band edge near 99 eV are used to follow the dynamics of electrons injected into the conduction band of silicon by few-cycle NIR pulses. The attosecond and NIR pulse durations are less than 100 as and 4 fs, respectively, as characterized by attosecond streaking, and the sample thickness is about 140-250 nm to ensure a reasonable optical density at the L-edge and to minimize group velocity mismatch between the NIR and XUV pulses.
In order to observe more clearly time-dependent effects, it is useful to differentiate the observed ATA spectra, turning band edges into peaks, as shown in Fig. 4 . Clearly, many of the peaks in the differentiated spectrum shi and broaden in the presence of the NIR pulse. More detailed analysis shows that some of these effects persist for many hundreds of fs, while others are transient and disappear once the NIR pulse is gone.
The most remarkable result is shown in Fig. 5 (le) , where the ATA spectrum at 100.35 eV exhibits a resolved step structure at intervals of 1.3 fs, which is half the period of the NIR driving pulse. This step structure signies that the electric eld, not the pulse envelope, of the NIR pulse is driving population from the valence to conduction band, and that this population transfer occurs via a tunneling mechanism, similar to the strong-eld induced tunneling to the continuum that forms the basis of HHG in the gas phase. 21 Fig. 5 (right) presents an intuitive view of this process; 97 the valence and conduction bands are distorted by the NIR Fig. 3 Principle of ATA experiment in solid Si.
Paper
Faraday Discussions 43, 44, [99] [100] [101] [102] have made use of a counterintuitive pulse sequence, in which the XUV pulse overlaps or precedes the NIR pulse. These experiments show that the NIR pulse affects the measured XUV absorption spectrum at delays that are considerably longer than attosecond pulse duration. This effect can be understood with reference to Fig. 6 . 84 If a single transition at energy E ¼ ħu XUV is excited by the XUV pulse, the polarization oscillates with frequency u XUV and exhibits free induction decay (FID) reecting the lifetime of the excited state. A NIR pulse applied prior to or during the FID can affect the polarization by, for example, ionizing the excited state or coupling it to a manifold of excited states. Taking the Fourier transforms of the polarization signals in Fig. 6 and inserting them into eqn (2) yields the absorption spectra in the right panels of the gure, which clearly show the effect of the NIR pulse. One application of this pulse sequence is the direct measurement of autoionization lifetimes, as demonstrated for Ar and Xe atoms. [103] [104] [105] In one example, illustrated in Fig. 7, 104 an attosecond pulse covering 21-25 eV excites a series of 5s5p 6 np autoionizing states of Xe. The sharp window resonances corresponding to these transitions are clearly perturbed at short positive delay times, where the NIR pulse arrives aer the XUV pulse. Lineouts at the center frequencies of the n ¼ 6 and 7 resonances, shown in the right-most panel, exhibit depletion at early times and recovery on time scales of 43.8 and 96.8 fs, respectively. These lifetimes reect decay times of the excited state wavefunctions owing to autoionization, which are readily shown to be twice the excited state population decay times. Hence, the autoionization lifetimes of the n ¼ 6 and 7 states are found to be 21.9 and 48.4 fs, in good agreement with those obtained by linewidth analysis of frequency-domain measurements.
We have also investigated the ATA of Rydberg states of Ar below its ionization potential with a similar pulse sequence. 106 The results are shown in Fig. 8 . The XUV pulse promotes a 3p valence electron into the Rydberg series 3s 2 3p 6 / 3s 2 3p 5 [ 2 P 1/2,3/2 ]nd(s), populating two groups of ns/nd manifolds that converge to different spin-orbit coupled ion core limits, I Further insight into the oscillatory structures is gained by Fourier analysis of the experimental spectra as shown in Fig. 9 , where one can see the relatively slow oscillations near 15.75 eV and the much faster oscillations between 14.75 and 15 eV. The latter are termed "sub-cycle" oscillations since their characteristic period of 1.3 fs is approximately half the period of the NIR eld. Likewise, the corresponding energy of 3.2 eV indicated in Fig. 9 corresponds to two NIR photons.
Features (a)-(d) can all be interpreted by means of a simplied many-level nonperturbative treatment that yields the following expression for the d 1 (t), the time varying transition dipole between the ground state |gi and excited state |1i:
here t l is the lifetime of state |1i, m ng is the dipole matrix element between state |ni and the ground state, s is the relative time between the XUV and NIR pulses, E n is the energy of state n, and DE n1 ¼ E n À E 1 . Atomic units are used throughout. The rst term represents NIR laser induced transitions where the initial and nal states are the same, with |A 1 1 (t À s)| expressing the laser induced depopulation of state 1 by processes such as ionization and 4 A 1 n the phase corresponding to any energy shi of the state, such as would be caused by the AC Stark effect. The second term describes situations where the nal and initial states do not coincide, i.e. population transfer processes between states |1i and|ni induced by the NIR pulse. In this case, |A 1 n (t À s)| is the magnitude of mutual population transfer and DE n1 s is the relative phase accumulated by state n during the different time evolution of the two coherently populated states.
Simulations of the spectra using eqn (4) show that features (a) and (b) are due to the AC Stark shi, as they can be reproduced using only the term proportional to |A 1 1 (t À s)|. Feature (a) is a consequence of the impulsive phase shi induced by the short NIR pulse. 102, 107 Feature (b) stems from the interplay between the hyperbolic lines (perturbed free induction decays) originating from two adjacent resonance states 108 and can be used to quantify the AC Stark shi. Features (c) and (d) are due to population transfer involving ladder-type 43,100,109 and vee-type 108 transition schemes, respectively, as shown in Fig. 10 . Essentially, these oscillations reect interference between two excitation pathways to the same nal state: absorption of a single XUV photon, and a three-photon pathway involving absorption of on XUV photon and the interaction with two NIR photons. In ladder-type transitions, the oscillation energy in the Fourier analysis corresponds to the sum of the two NIR photon energies, while in vee-type transitions it corresponds to the difference. The broadband nature of the XUV and NIR pulses make it possible to satisfy the resonance conditions for both types of transitions.
As shown in Fig. 10 , the vee and ladder transitions involve the dark Ar[ 2 P 1/2,3/2 ] 4p Rydberg level as the intermediate state. Moreover, in the Fourier analysis, one can draw a straight line of unity slope through a series of vee-type transitions; the y-intercept yields the energy of one of the states (15 eV, for the white dashed line in Fig. 9 ) that is coupled via the dark state to all the others lying on this line. By the same token, a line of unity slope drawn through the points around 3.2 eV (not shown in Fig. 9 ) yields the energy of the lower lying state coupled to each upper state by a ladder transition.
Related experiments have recently been reported for electronic states of N 2 near its ionization potential at 15.559 eV. 86, 110 The ATA spectrum of N 2 is complicated by Rydberg series and vibrational progressions lying within this spectral region. Nonetheless, many of the electronic effects seen in rare gas atoms can be discerned in N 2 , in addition to vibrational coherences that are also produced by interference between one-and three-photon processes. Fig. 11 shows results from our laboratory in the region from 12.5-16.7 eV. 86 The static spectrum in the le panel shows that transitions to the valence b and b 0 states of N 2 dominate below 15 eV, 111, 112 while the upper energy range is dominated by transitions to Rydberg states converging to the A and B states of N 2 + . 113, 114 The density of transitions is clearly higher than in Ar, as expected, but one can still see broadening and shiing of lines, along with sub-cycle and slow oscillations. For example, Fourier analysis of the sub-cycle oscillations shows clusters of states around 15.8 and 13 eV that are coupled by ladder transitions. Schema of the actual electronic states involved are shown in Fig. 12 ; we believe that the lower Fig. 10 Origin of interferences between one-and three-photon processes in Ar ATA spectrum. Fig. 11 around 13 eV shows relatively slow oscillations persisting to 350 fs, the longest delays probed in this experiment. Fig. 13 shows Fourier analysis of this spectral region from 12.4-13.3 eV, starting at a delay time of 100 fs. This procedure excludes the fast dynamics caused by electronic coupling near t ¼ 0, and allows us to isolate effects associated with vibrational motion. We indeed observe progressions of evenly spaced peaks in the vertical direction that correspond to the n ¼ 1-8 levels of the N 2 b state; 111 the peak spacing of 0.081 eV corresponds to a period of 51 fs. This value matches the vibrational period of the b state and the oscillations are thus attributed to vibrational levels of the b state separated by Dn ¼ AE1 that are coupled by the near IR eld. Couplings involving larger values of Dn can also be seen at some energies. For example, the n ¼ 7 level at 13.26 eV shows peaks indicating couplings to vibrational levels of the b state down to n ¼ 1. Overall, these vibrational coherences are attributed to vee-type transitions involving either a higher or lower electronic state as illustrated schematically in Fig. 13 .
We close this section by considering two experiments performed on Ne. corresponds to the spin-orbit splitting of the two Rydberg states. Hence, this beating is attributed to vee-type coupling through an intermediate state, similar to that seen in Ar and N 2 . Recently, we performed a similar experiment on Ne using an attosecond pulse train comprising discrete harmonics in which the 13 th harmonic around 20 eV was blocked by an indium lter. 115 Fig. 15 shows the dispersed XUV signal with XUV only (black line) and XUV + NIR (red and blue lines). Remarkably, we observe sharp, spatially coherent emission features around 20 eV in the presence of the two pulses. This result can be understood in terms of resonant four-wave mixing (FWM) with reference to Fig. 15 . Here, the 11 th harmonic at 16.5 eV is resonant with the transition from the ground state to the spin-orbit split ( 2 P 3/2 , 2 P 1/2 )3s state (the 3s and 3s 0 states). The NIR pulse resonantly couples these upper states to the higher lying 4s/4s 0 and 3d/3d 0 levels via the intermediate Ne 3p state. The combination of one XUV and two NIR photons induces emission back to the ground state (u 4 in Fig. 15 ), resulting in a series of sharp peaks around 20 eV.
These features appear at the same energies as in the ATA spectrum of Ne, but their time-dependence, as shown in Fig. 16 , is distinctly different. The oscillation period is 25 fs, corresponding to the energy splitting of 0.17 eV between the 3s and 3s 0 states. In this experiment, we are thus observing quantum beating between the coherent superposition of states formed by the XUV pulse, rather than interferences between the 3d and 3d 0 nal state by vee-type coupling.
One way to understand the different time-dependences is via eqn (5) . In this regime, the polarizability P(u) is given by
The rst order term represents linear absorption at u, and the second term is the third-order contribution to the polarizability. When broadband XUV (and NIR) pulses are used, the frequency condition with u ¼ u 1 AE u 2 AE u 3 is easily satised, leading to interference between the rst and third order terms; this interference is the origin of much of the time-dependent structure. In contrast, under the experimental conditions of Fig. 15 , the rst order contribution to the signal around 20 eV is largely absent and the third order term dominates; a description in the language of FWM is more appropriate. We also note that the Ne signals in the FWM conguration (and their Fourier transforms, as shown in the bottom panel of Fig. 16 ) are considerably simpler than in the ATA experiment. These experiments hint at the potential for carrying out time-resolved non-linear experiments in the XUV, a topic that has received considerable theoretical consideration 116, 117 but little experimental attention up to now.
Outlook and conclusions
Attosecond science is an emerging eld with the potential to address fundamental problems of interest in atomic, molecular, and condensed matter physics. While technical challenges in generating attosecond light pulses are still being addressed, it is now possible to apply attosecond methodology to increasingly complex systems and to probe an array of dynamical processes that have previously been inaccessible. In this paper, for example, we have shown how attosecond transient absorption can discern phenomena ranging from eld-induced tunneling in solid silicon to time-resolved four-wave mixing in Ne atoms.
In our laboratory, the four-wave mixing experiments described above have recently been extended to a non-collinear geometry, 118 allowing one to carry out XUV nonlinear spectroscopy experiments analogous to those in the infrared and visible regions of the spectrum but with sub-fs temporal resolution. The nonadiabatic dynamics of dissociating polyatomic molecules are being investigated with attosecond transient absorption. The broadband probe pulse inherent to these experiments enables one to follow the chemical shi of a core-electron absorption (i.e. the Br atom in CH 3 Br) as a molecule dissociates. ATA experiments on VO 2 are providing new information on the earliest stages of the photoinduced insulator-metal transition. We have also carried out attosecond transient reection experiments on solid Ge samples which are highly complementary to ATA experiments on the same system. Future advances in attosecond science will involve a combination of technique development and new applications. As the upper limit of accessible photon energies is raised, it becomes possible to follow element-specic dynamics with attosecond time resolution. For example, there is much interest (and some progress) in extending the energy range of isolated attosecond pulses beyond 300 eV, 33, 119 so that one can follow carbon K-edge chemical shis in real time either by photoemission or transient absorption. Such a development will enable the study of carbon-containing molecules with attosecond methods and will represent a major extension of attosecond science into chemistry. Advanced optical frequency synthesis methods now allow the generation of nearly single-cycle pulses in the visible and ultraviolet region, 17,120 enabling vis-UV/XUV pump-probe experiments with substantially improved resolution compared to those with fewcycle pump pulses. Accelerator-based light sources will soon be producing attosecond light pulses with signicantly higher uxes and photon energies than laserbased systems, opening up many new directions in attosecond science.
