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ERGODICITY OF THE INFINITE SWAPPING ALGORITHM AT
LOW TEMPERATURE
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Abstract. Sampling Gibbs measures at low temperature is a very important
task but computationally very challenging. Numeric evidence suggest that the
infinite-swapping algorithm (isa) is a promising method. The isa can be seen
as an improvement of replica methods which are very popular. We rigorously
analyze the ergodic properties of the isa in the low temperature regime deducing
Eyring-Kramers formulas for the spectral gap (or Poincare´ constant) and the log-
Sobolev constant. Our main result shows that the effective energy barrier can be
reduced drastically using the isa compared to the classical over-damped Langevin
dynamics. As a corollary we derive a deviation inequality showing that sampling
is also improved by an exponential factor. Furthermore, we analyze simulated
annealing for the isa and show that isa is again superior to the over-damped
Langevin dynamics.
Key words: Sampling, low-temperature, simulated annealing, infinite swapping, par-
allel tempering, replica exchange, Poincare´ inequality, spectral gap, log-Sobolev in-
equality, Eyring-Kramers formula.
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1. Introduction
Sampling from Gibbs measures at low temperature is very important. Applications
are abundant and let us mention at this point only two examples, namely molecu-
lar dynamics and machine learning. Usually, sampling at low temperatures is very
slow. This is mostly due to the effect that at low temperatures energy barriers in
the underlying energy landscape are very large. This traps the stochastic sampling
process and slows down sampling.
A lot of effort has been made to accelerate sampling at small temperatures. There
exist many competing methods. One of them is the replica exchange method which
is also known as parallel tempering. In the most simple version of a replica exchange
method, one considers two independent copies of the underlying dynamics. One
copy evolves with low temperature τ1  1 and the other copy with high tempera-
ture τ2  τ1. At random times the position of both particles are swapped. This
approach has the advantage that the particle at low temperature correctly samples
Date: November 27, 2018.
1
ar
X
iv
:1
81
1.
10
17
4v
1 
 [m
ath
.PR
]  
26
 N
ov
 20
18
2 GEORG MENZ, ANDRE´ SCHLICHTING, AND WENPIN TANG
the low temperature Gibbs measure whereas the particle at high temperature can
explore the full state space discovering the relevant states of the system.
Replica exchange methods and parallel tempering are applied successfully in many
different situations and they seem to accelerate sampling in low-temperature situ-
ations quite well. However, up to the knowledge of the authors almost all of the
evidence for the performance of those methods is empirical and numerical. In an at-
tempt to study the sampling performance of parallel tempering via large deviations
it was discovered that the large deviation rate function is a monotone function of
the swapping rate (see [DLPD12]). This means that sampling only improves when
swapping at a faster rate. This lead to the discovery of the infinte swapping al-
gorithm/process (isa), which can be interpreted as the limit of parallel tempering
when swapping the particles infinitely fast (see [DLPD12] or Section 2.1 for more
details). Let H : RN → R denote the underlying energy landscape. Formally, the
isa is defined as the evolution of two-particles X1t and X
2
t with two different temper-
atures 0 < τ1  τ2 given by the SDE
dX1t = −∇H(X1t )dt+
√
2τ1%(X1t , X
2
t ) + 2τ2%(X
2
t , X
1
t )dB
1
t , (1.1)
dX2t = −∇H(X2t )dt+
√
2τ2%(X1t , X
2
t ) + 2τ1%(X
2
t , X
1
t )dB
2
t (1.2)
where
%(x1, x2) =
pi(x1, x2)
pi(x1, x2) + pi(x2, x1)
and pi(x1, x2) =
1
Z
exp
(
−H(x1)
τ1
− H(x1)
τ2
)
.
(1.3)
Numeric and heuristic studies [DDN17] indicate that there is an exponential gain
when using the isa for sampling instead of the classical over-damped Langevin dy-
namics. However, no rigorous result is known until now.
In this article we take the analysis of [DDN17] to the next level. We carry out
the first rigorous analysis of the ergodic properties of the isa at low temperatures.
Up to standard non-degeneracy assumptions and one minor technical assumption
on local mixing, we deduce the low-temperature asymptotic for the Poincare´ and
log-Sobolev constant of the isa (see Theorem 2.4 and Theorem 2.5 below). In the
context of metastability those type of formulas are also known under the name
Eyring-Kramers formula. Comparing our results to the Eyring-Kramers formula for
the classical over-damped Langevin dynamics (see e.g. [BEGK04, BGK05, MS14])
we see an exponential gain: the effective energy barrier of the underlying energy
landscape H only sees the higher temperature τ2. We expect that the results of
Theorem 2.4 and Theorem 2.5 are optimal.
Up to the knowledge of the authors this is the first time that an Eyring-Kramers
formula was derived in the context of non-homogenous diffusivity. The reason is that
usually, if the diffusion coefficient σ is non-homogenous, the stationary and ergodic
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distribution µ of the dynamic (1.1) is unknown. However, for the isa (1.1) the ergodic
distribution µ is explicitly known. It is given by µ(x1, x2) =
1
2 (pi(x1, x2) + pi(x2, x1)).
This makes a rigorous analysis of (1.1) feasible.
For the proof of Theorem 2.4 and Theorem 2.5 we follow the transportation ap-
proach of [MS14], which turns out to be robust enough to treat this case. There are
several other methods that could be used to deduce the Eyring-Kramers formula for
the Poincare´ constant. For example, one could consider to adapt the potential theo-
retic approach (see [BEGK04, BGK05]) or the approach using semiclassical analysis
(cf. [HKN04, HN05, HN06]). However, it seems that only the approach of [MS14] is
robust enough to also deduce the Eyring-Kramers formula for the log-Sobolev con-
stant. This is important for our applications to sampling and simulated annealing.
In the first application, we apply the main results to study the sampling properties
of the isa and compare it to the over-damped Langevin dynamics. It is well known
that the Poincare´ and log-Sobolev constants characterize the rate of convergence to
equilibrium of the underlying process. It is also known that Poincare´ and log-Sobolev
inequalities yield deviation inequalities (cf. [CG08, WY08] and references therein).
Hence, our main results yield a precise quantitative control on the convergence of
the time average to the ensemble average, quantifying the ergodic theorem. As a
consequence we can conclude that sampling at low-temperature using isa is expo-
nentially faster than using the over-damped Langevin dynamics.
In the second application, we study simulated annealing for the isa and compare
it to simulated annealing for the over-damped Langevin dynamics. Simulated an-
nealing (SA) is a umbrella term denoting a particular set of stochastic optimization
methods. SA can be used to find the global extremum of a function H : RN → R,
in particular when H is non-convex and N is large. Those methods have many
applications in different fields, for example in physics, chemistry, combinatorial opti-
mization and operations research (see f.e. [vLA87], [KAJ94], or [Nar99] ). The name
and inspiration comes from annealing in metallurgy. It is a process that aims to
increase the size of the crystals by a process involving heating and controlled cool-
ing. The SA mimics this procedure mathematically. Citing the Wikipedia article
on SA, the stochastic version of SA was independently described by Kirkpatrick,
Gelatt and Vecchi [KGV83], Cˇerny´ [Cˇ85] and Semenovskaya, K. Khachaturyan and
A. Khachaturyan [SKK85]. For more details on simulated annealing we refer to Sec-
tion 2.7.
Replica exchange and parallel tempering were successfully applied to simulated an-
nealing (see for example [KZ09] or [LPA+09]). Because the isa has better ergodic
properties than parallel tempering there is big hope that isa can produce even better
results. Additionally, our main results show that isa mixes a lot faster than the over-
damped Langevin dynamics. So one expects that isa also has superior performance
than the over-damped Langevin dynamics for simulated annealing. In this article,
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we show that this indeed is the case. Unfortunately, from our theoretic study it is un-
clear if the isa could compete in practice with state of the art methods for simulated
annealing, e.g. methods based on Le´vy flights [Pav07] or Cuckoo’s search [YD09].
From this article there are many directions to expand. In the future we plan to
extend the study of isa to the underdamped Langevin dynamics. One could also
extend the isa to Le´vy flights and apply it to simulated annealing, to get even better
performance.
Organization of the paper: In Section 2 we discuss the precise setting, derive the
isa, present the main results and apply them to sampling and simulated annealing.
In Section 3 we give proofs.
2. Setting, main results and applications
In this section, we start with briefly discussing how the isa emerges as a weak limit
from parallel tempering. Then, we introduce the precise setting and non-degeneracy
assumptions. After this we explain the main results of this article, namely the
Eyring-Kramers formulas for the Poincare´ and log-Sobolev constant for the isa. We
close this section by discussing two applications, namely sampling of Gibbs measures
at low temperatures and simulated annealing.
2.1. Infinite-swapping as the weak limit of parallel tempering. We start by
considering the parallel tempering. Let τ1, τ2 be two temperatures with τ2 ≥ Kτ1
for some K > 1. We consider the low temperature regime i.e. τ2  1. The quantity
of interest is
pi(x1, x2) :=
1
Z
exp
(
−H(x1)
τ1
− H(x2)
τ2
)
, (2.1)
where
Z :=
∫
Rn×Rn
exp
(
−H(x1)
τ1
− H(x2)
τ2
)
dx1dx2, (2.2)
is the normalizing constant. Note that pi(x1, x2)dx1dx2 is the invariant measure of
the following stochastic differential equation (SDE):{
dX1 = −∇H(X1)dt+
√
2τ1dB1,
dX2 = −∇H(X2)dt+
√
2τ2dB2,
where B := (B1, B2) is Brownian motion in R2n. The idea of the parallel tempering
is to swap between the positions of X1 and X2. At random times X1 is moved to the
position of X2 and vice-versa, so the resulting process is a jumping Markov process.
To guarantee that the invariant measure remains the same, the jump intensity is of
the Metropolis form ag(x1, x2), where
g(x1, x2) := min
(
1,
pi(x2, x1)
pi(x1, x2)
)
.
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The resulting process is denoted by (Xa1 (t), X
a
2 (t)), where the constant ‘a’ is the
swap rate of the parallel tempering.
Intuitively, larger values of a lead to faster convergence to equilibrium. However,
the process (Xa1 (t), X
a
2 (t)) is not tight so it does not converge weakly as a→∞. The
key idea of [DLPD12] is to swap the ‘temperatures’ of (X1, X2) instead of swapping
the positions. Precisely, they consider the following process{
dX
a
1 = −∇H(X1)dt+
√
2τ11Za=0 + 2τ21Za=1dB1,
dX2 = −∇H(X2)dt+
√
2τ21Za=0 + 2τ11Za=1dB2,
where Za is a jump process which switches from state 0 to state 1 with intensity
ag(X
a
1, X
a
2), and from state 1 to state 0 with intensity ag(X
a
2, X
a
1). It was shown
in [DLPD12] that as a → ∞, the process (Xa1(t), Xa2(t) converges weakly to the
infinite swapping process, whose dynamics is governed by the SDE:{
dX1 = −∇H(X1)dt+
√
2 τ1 ρ(x1, x2) + 2 τ2 ρ(x2, x1)dB1,
dX2 = −∇H(X2)dt+
√
2 τ2 ρ(x1, x2) + 2 τ1 ρ(x2, x1)dB2,
(2.3)
where
ρ(x1, x2) :=
pi(x1, x2)
pi(x1, x2) + pi(x2, x1)
. (2.4)
Note that the invariant measure of this process is given by
µ(x1, x2) :=
1
2(pi(x1, x2) + pi(x2, x1)). (2.5)
2.2. Dirichlet form and Fisher information of the isa. We start by deriving
the Dirichlet form and the Fisher information of the infinite swapping process. The
infinitesimal generator of the process (2.3) is for a smooth function f : Rn×Rn → R,
Lf(x1, x2) :=−∇H(x1)∇x1f(x1, x2)−∇H(x2)∇x2f(x1, x2)
+ a1(x1, x2) ∆x1f(x1, x2) + a2(x1, x2) ∆x2f(x1, x2), (2.6)
where
a1(x1, x2) := τ1ρ(x1, x2) + τ2ρ(x2, x1),
a2(x1, x2) := τ2ρ(x1, x2) + τ1ρ(x2, x1).
So a1(x1, x2) + a2(x1, x2) = τ1 + τ2. The Dirichlet form of the infinite swapping
process is for smooth functions f, g : Rn × Rn → R,
Eµ(f, g) := −
∫
(Lf) g dµ
=
2∑
k=1
∫
∇H(xk)g∇xkf dµ−
2∑
k=1
∫
ak(x1, x2) g∆xkf dµ.
Note that for k ∈ {1, 2}
−
∫
ak(x1, x2) g∆xkf dµ =
∫
∇xk(akgµ)∇xkf dx
=
∫
ai∇xkf∇xkg dµ+
∫
∇xi(akµ)g∇xkf dx.
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Moreover, it is easy to check that
∇xk(akµ) = −∇H(xk)µ.
Combining the above identities yields
Eµ(f, g) =
∫ 2∑
k=1
ai(x1, x2)∇xkf ∇xig dµ. (2.7)
Furthermore, the Fisher information of the measure µ is for f : Rn × Rn → R+,
Iµ(f) =
∫ ∑2
k=1 ak(x1, x2)|∇xkf |2
2f
dµ. (2.8)
2.3. Non-degeneracy assumptions. To keep the presentation clear, we make cer-
tain non-degeneracy assumptions on the potential H. Those assumptions are stan-
dard in the study of metastability (see e.g. [BEGK04, BGK05, MS14]. The saddle
height Ĥ(mi,mj) between two local minima mi,mj is defined by
Ĥ(mi,mj) := inf
{
max
s∈[0,1]
H(γ(s)) : γ ∈ C[0, 1], γ(0) = mi, γ(1) = mj
}
.
Assumption 2.1. Let m1, · · · ,mN be the positions of the local minima of H.
(i) m1 is the unique global minimum of H, and m1, . . . ,mN are ordered in the
sense that there exists δ > 0 such that
H(mN ) ≥ H(mN−1) ≥ · · · ≥ H(m2) ≥ δ and H(m1) = 0. (2.9)
(ii) For each i, j ∈ [N ] := {1, . . . , N}, the saddle height between mi,mj is
attained at a unique critical point sij of index one. That is, H(sij) =
Ĥ(mi,mj), and if {λ1, . . . , λn} are the eigenvalues of ∇2H(sij), then λ1 < 0
and λi > 0 for i ∈ {2, . . . , n}. The point sij is called the communicating
saddle point between the minima mi and mj.
(iii) There exists p ∈ [N ] such that the energy barrier H(s1p)−H(mp) dominates
all the others. That is, there exists δ > 0 such that for all i ∈ [N ] \ {p},
H(sp1)−H(mp) ≥ H(si1)−H(mi) + δ. (2.10)
2.4. Admissible partition. We will use the transportation approach of [MS14] to
deduce the main results of this article (see Theorem 2.4 and Theorem 2.5). The
main idea of this method is to show:
• the fast relaxation to a local minima of the energy landscape, and
• the slow (exponential) transitions between local equilibrium states.
Following [MS14], we split the Gibbs measure µ into local measures on metastable
regions around the local minima. Observe that the energy landscape given by (2.5)
has local minima at mij := (mi,mj) for (i, j) ∈ [N ], and saddle points at
sij,l := (sij ,ml) and sl,ij := (ml, sij) for i, j, ` ∈ [N ] and i 6= j.
Definition 2.2 (Admissible partition). The family (Ωij)1≤i,j≤N with Ωij open and
connected is called an admissible partition for µ if
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(i) for each i, j ∈ [N ], the local minimum mij ∈ Ωij,
(ii) (Ωij)1≤i,j≤N forms a partition of Rn × Rn up to sets of Lebesgue measure
zero,
(iii) The partition sum of Ωij is approximately Gaussian. That is, for i, j ∈ [N ],
µ(Ωij)Z =
(2piτ1)
n/2(2piτ2)
n/2
2
√
det∇2H(mi) det∇2H(mj)
[
exp
(
−H(mi)
τ1
− H(mj)
τ2
)
+ exp
(
−H(mj)
τ1
− H(mi)
τ2
)](
1 +O(√τ2| log τ2|3/2)
)
, (2.11)
where Z is the partition function given by (2.2).
A way to obtain an admissible partition for µ is to associate to each local minimum
mij for i, j ∈ [N ] its basin of attraction with respect to H. That is,
Ωij =
{
y ∈ Rn : lim
t→∞ yt = mi,
dyt
dt
= −∇H(yt), y0 = y
}
×
{
y ∈ Rn : lim
t→∞ yt = mj ,
dyt
dt
= −∇H(yt), y0 = y
}
.
Given an admissible partition (Ωij)1≤i,j≤N , let Zij := µ(Ωij) be the partition function
of the Gibbs measure µ restricted to Ωij , and
µij(dx) :=
1
Zij
1Ωij (x)µ(dx), (2.12)
be the local Gibbs measure on Ωij . The mixture representation of µ with respect to
(Ωij)1≤i,j≤N is
µ =
∑
i≤j
Zijµij . (2.13)
Since τ1  τ2 and H(mi) ≤ H(mj) for i ≤ j, we get
ZZij = ZZji ≈ (2piτ1)
n/2(2piτ2)
n/2
2
√
det∇2H(mi) det∇2H(mj)
exp
(
−H(mi)
τ1
− H(mj)
τ2
)
. (2.14)
2.5. Eyring-Kramers formulas. The main results of this article are an asymptotic
formula for the Poincare´ and log-Sobolev constants associated to the isa. Those low-
temperature asymptotic are also known as Eyring-Kramers formulas. For our proof
we need to make an auxiliary assumption.
Definition 2.3 (Local Poincare´ and log-Sobolev inequality). We say that the Gibbs
measure µ satisfies the local Poincare´ inequality if there exists an admissible partition
(Ωij)1≤i,j≤N such that for each i, j ∈ [N ], and a smooth function f : RN ×RN → R,
Varµij (f) ≤
1
ρij
Eµij (f, f), (2.15)
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where µij is defined by (2.12). Similarly, the Gibbs measure µ is said to satisfy the
local log-Sobolev inequality with respect to (Ωij)1≤i,j≤N if for each i, j ∈ [N ], and a
smooth function f : RN × RN → R+,
Entµij (f) ≤
1
αij
Iµij (f). (2.16)
Heuristically, the local inequalities (2.15) and (2.16) should hold and not be of lead-
ing order. The reason is that there are no traps on a domain of attraction of a local
minimum. In the case of the over-damped Langevin dynamics the local inequali-
ties (2.15) and (2.16) were deduced in [MS14] via Lyapunov functions. We expect
that in the case of the isa similar methods should work but at the moment this is
the object of further study. Let us now formulate the main results of this article.
Theorem 2.4 (Eyring-Kramers formula for the Poincare´ constant of the isa). For
some constant K > 1 we assume that τ2 ≥ Kτ1. Let µ be the invariant measure of
the infinite swapping process defined by (2.5). Assume that the potential H satisfies
Assumption 2.1, and the measure µ satisfies the local Poincare´ inequality (2.15) with
1
ρij
= O(1). (2.17)
Then the Gibbs measure µ satisfies the Poincare´ inequality
Varµ(f) ≤ 1
ρ
Eµ(f, f) (2.18)
with the constant ρ satisfying
1
ρ
≤ 1√| det∇2H(mp)| 2piτ2
√| det∇2H(sp1)|
|λ−(sp1)|
exp
(
H(sp1)−H(m1)
τ2
)(
1 +O(
√
τ2| log τ2| 32 )
)
. (2.19)
Here λ−(sp1) is the negative eigenvalue of the Hessian ∇2H(sp1) at the communi-
cating saddle point sp1.
Theorem 2.5 (Eyring-Kramers formula for the log-Sobolev constant of the isa).
For some constant K > 1 we assume τ2 ≥ Kτ1. Let µ be the invariant measure of
the infinite swapping process defined by (2.5). Assume that the potential H satisfies
Assumption 2.1, and the measure µ satisfies the local log-Sobolev inequality (2.16)
with
1
αij
= O(1). (2.20)
Then the Gibbs measure µ satisfies the log-Sobolev inequality
Entµ(f) :=
∫
f log fdµ−
∫
fdµ log
∫
fdµ ≤ 1
α
Iµ(f), (2.21)
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with
1
α
≤ 1
Λ(Z1p, Z11)
1√| det∇2H(mp)| 2piτ2
√| det∇2H(sp1)|
|λ−(sp1)|
exp
(
H(sp1)−H(m1)
τ2
)(
1 +O(
√
τ2| log τ2| 32 )
)
. (2.22)
Here, λ−(sp1) is the negative eigenvalue of the Hessian ∇2H(sp1) at the communicat-
ing saddle point sp1 and Λ(a, b) :=
b−a
ln b−ln a denotes he logarithmic mean. Moreover,
1
Λ(Z1p, Z11)
≤ H(mp)−H(m1)
τ2
+ log
(
det∇2H(mp)
det∇2H(m1)
)
+ log 2.
Remark 2.6. When comparing the Eyring-Kramers formula (2.19) and (2.22) of
the isa to the Eyring-Kramers formula of the over-damped Langevin dynamics (see
e.g. [MS14]), the only difference is that instead of the temperature τ1 only the tem-
perature τ2 appears. Because we choose τ2 ≥ Kτ1 this means that the efficient energy
barrier H(mp)−H(m1) got reduced by the factor K > 1.
Remark 2.7. We expect that the Eyring-Kramers formula (2.19) and (2.22) is
optimal. More precisely, that there exists a matching lower bound. This is the case
for the classical over-damped Langevin dynamic. However, at the moment this is the
object of further study.
2.6. Application to sampling. It is well known that estimates on the Poincare´
and log-Sobolev constants yield estimates on the rate of convergence to equilibrium
of the underlying associated process. Applied to the isa we obtain the following
direct consequence of Theorem 2.4 and Theorem 2.5. We refer to [Sch12, Theorem
1.7] for a proof in the setting of the over-damped Langevin dynamics. The argument
directly carries over to the isa.
Corollary 2.8. Let ft be the relative density of the infinite swapping process (2.3)
at time t. Under the same assumptions as in Theorem 2.4 it olds that
Varµ(ft) ≤ e−2ρt Varµ(f0), (2.23)
where ρ satisfies the estimate (2.19).
Under the same assumptions as in Theorem 2.5 it holds that
Entµ(ft) ≤ e−2αt Entµ(f0), (2.24)
where α satisfies the estimate (2.22).
Another well-known consequence is that the Poincare´ or log-Sobolev constants allow
to quantify the ergodic theorem i.e. they allow to estimate speed of convergence of
the time average to the ensemble mean. Applied to the isa we obtain the following
direct consequence Theorem 2.4 and Theorem 2.5. We refer to [CG06, Proposition
1.2.] and [Wu00, Corollary 4] for a proof in the setting of the over-damped Langevin
dynamics. The argument directly carries over to the isa.
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Corollary 2.9. Let ν denote the initial law of the isa Xt. Under the same as-
sumptions as in Theorem 2.4 it olds that for all functions f : RN → R such
that sup |f | = 1, all 0 < R ≤ 1 and all t > 0
Pν
(
1
t
∫ t
0
f(Xs)ds−
∫
fdµ ≥ R
)
≤ ‖dν
dµ
‖L2 exp
(
− tR
2ρ
8 Varµ(f)
)
, (2.25)
where ρ satisfies the estimate (2.19).
Under the same assumptions as in Theorem 2.5 it olds that for all functions f ∈
L1(µ) and all 0 < R, t
Pν
(
1
t
∫ t
0
f(Xs)ds−
∫
fdµ ≥ R
)
≤ ‖dν
dµ
‖L2 exp (−tαH∗(R)) , (2.26)
where α satisfies the estimate (2.22) and
H∗(R) := sup
λ∈R
(
λR− log
∫
exp
(
λ
(
f −
∫
fdµ
))
dµ
)
. (2.27)
A consequence of Corollary 2.9 is the isa has an exponential gain compared to the
over-damped Langevin dynamics when used for sampling (see also Remark 2.6). On
the details how to use the isa to sample from the Gibbs measure 1Z exp
(
−Hτ1
)
at
temperature τ1 we refer to[DLPD12].
2.7. Application to simulated annealing. In this section, we apply the log-
Sobolev inequality of Theorem 2.5 to the simulated annealing of the isa.
The goal of simulated annealing is to find the global minima of a function H : RN →
R that is potentially non-convex and lives in a high-dimensional space. Let us ex-
plain the main idea of the stochastic version of simulated annealing. One considers a
stochastic process on H that is subject to thermal noise. When simulating this pro-
cess one lowers the temperature is slowly over time. Hereby, the stochastic process
gets trapped. Now, the goal is to show that the trapped process converges to the
global minimum of H with high probability. This is typically true if the temperature
is lowered slow enough. Hence, another goal is to find the best stochastic process
with the fastest possible cooling schedule that still allows to find the global minimum.
Simulated annealing for the over-damped Langevin dynamics was studied in [Mic92].
As we will see below, the cooling schedule has to be logarithmically slow. This im-
plies long computation times in order to find the global minimum. There are many
approaches to improve this behavior. Luckily, one has the freedom to choose the un-
derlying stochastic process which is used for simulated annealing. The most efficient
approach is called Cuckoo search and is based on Le´vy flights (see [Pav07, YD09]).
Those methods are able to find the global minimum in certain situations with a
polynomial cooling schedule. An alternative is to use replica exchange or parallel
tempering. As we know from [DLPD12], mixing only improves when particles are
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swapped faster making the isa a natural candidate for simulated annealing.
In[Mic92] it was shown that for the over-damped Langevin dynamics the fastet suc-
cesful cooling schedule is characterized by the Eyring-Kramers formula for the log-
Sobolev constant. However, at that time no estimates on the associated log-Sobolev
constant for low temperatures were known at that time. Hence, more sophisti-
cated arguments were applied by [HKS89] to replace the log-Sobolev constant by the
Poincare´ constant showing that the fastest succesful cooling schedule is characterized
by the critical depth E∗ = H(mp)−H(m1). Only in 2014, the Eyring-Kramers for-
mula for the log-Sobolev constant was derived in [MS14] which leads to a more direct
proof of the same result. This formula was then used by [Mon18] to study simulated
annealing for the underdamped Langevin dynamics, showing that the Langevin dy-
namics is at least as good as the over-damped Langevin dynamics for simulated
annealing.
The main result of [HKS89] is (see also [Mon18]):
Theorem 2.10 ([Mic92, HKS89]). Let Xt be given by the classical over-damped
Langevin dynamics
dXt = −∇H(Xt)dt+
√
2τ(t)dBt. (2.28)
Assume that the potential H satisfies Assumption 2.1. Let E∗ := H(mp) − H(m0)
denote the critical depth of the potential H. Then:
If τ(t) ≥ Eln t for t large enough with E > E∗, then for all δ > 0
P (H(Xt) ≤ H(m1) + δ) →
t→∞1. (2.29)
If τ(t) ≤ Eln t for t large enough with 0 < E < E∗, then for δ small enough
lim sup
t→∞
P (H(Xt) ≤ H(m1) + δ) < 1. (2.30)
In this section we study simulated annealing for the infinte swapping dynamics given
by the following SDE{
dX1 = −∇H(X1)dt+
√
2 τ1(t) ρ(X1, X2) + 2 τ2(t) ρ(X2, X1)dB1,
dX2 = −∇H(X2)dt+
√
2 τ2(t) ρ(X1, X2) + 2 τ1(t) ρ(X2, X1)dB2.
(2.31)
We require that for some fixed constant K > 1
τ2(t) = Kτ1(t) and τ1(t) ↓ 0. (2.32)
In Theorem 2.4 and Theorem 2.5 we showed that the infinite swapping dynamics
mixes faster than the classical over-damped Langevin dynamics. Choosing τ2 = Kτ1
the effective critical depth of the potential H is
H(mp)−H(m0)
K compared to H(mp)−
H(m0) for the classical over-damped Langevin dynamics given by (2.28). This in-
dicates that the infinite swapping dynamics could be superior to the classical over-
damped Langevin dynamics for simulated annealing. The main result of this section
shows that this is true.
12 GEORG MENZ, ANDRE´ SCHLICHTING, AND WENPIN TANG
Theorem 2.11. Let X1, X2 be given by (2.31) and we assume that for some fixed
constant K > 1 it holds τ2(t) = Kτ1(t). Assume that the potential H satisfies
Assumption 2.1, and the measure µ satisfies the local log-Sobolev inequality (2.16)
with
1
αij
= O(1). (2.33)
Let E∗ := H(mp)−H(m0) denote the critical depth of the potential H. Then:
If τ1(t) ≥ EK ln t for t large enough with E > E∗, then for all δ > 0
P (H(X1(t)) ≤ H(m1) + δ) →
t→∞1. (2.34)
If τ1(t) ≤ EK ln t for t large enough with 0 < E < E∗, then for δ small enough
lim sup
t→∞
P (H(X1(t)) ≤ H(m1) + δ) < 1. (2.35)
3. Proofs
3.1. Proof of Theorem 2.4 and Theorem 2.5. As mentioned in Subsection 2.4,
the analysis relies on splitting the Gibbs measure µ into local Gibbs measures µij ,
and deduce Poincare´ and log-Sobolev inequalities for the mixture of local Gibbs
measures. The decomposition of µ yields a decomposition of the variance Varµ(f)
and the entropy Entµ(f). The following result is read from [MS14, Lemma 2.4 and
Corollary 2.8].
Lemma 3.1 (Decomposition of variance and entropy). For a mixture representation
(2.13) of the Gibbs measure µ, and a smooth function f : Rn × Rn → R,
Varµ(f) =
∑
i,j
Zij Varµij (f) +
1
2
∑
(i,j)6=(k,l)
ZijZkl(Eµijf − Eµklf)2, (3.1)
Entµ(f
2) ≤
∑
i,j
Zij Entµij (f
2) +
∑
(i,j 6=(k,l))
ZijZkl
Λ(Zij , Zkl)
Varµij (f)
+
1
2
∑
(i,j)6=(k,l)
ZijZkl
Λ(Zij , Zkl)
(Eµijf − Eµklf)2, (3.2)
where Λ(Z1, Z2) := (Z1 − Z2)/(logZ1 − logZ2) is the logarithmic mean.
From the decompositions (3.1)-(3.2), it suffices to estimate
• the local variances Varµij (f) and the local entropies Entµij (f), and
• the mean difference terms (Eµijf − Eµklf)2.
The following theorem gives an estimate of the mean difference terms.
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Theorem 3.2. Let µ be the invariant measure of the infinite swapping process de-
fined by (2.5). Assume that the potential H satisfies Assumption 2.1, and let µij be
local Gibbs measures with respect to an admissible partition (Ωij)1≤i,j≤N . Then∑
(i,j)6=(k,l)
ZijZkl(Eµijf − Eµklf)2 .
1
ρ
Eµ(f, f), (3.3)
∑
(i,j)6=(k,l)
ZijZkl
Λ(Zij , Zkl)
(Eµijf − Eµklf)2 .
1
α
Eµ(f, f), (3.4)
where ρ and α are defined by the right hand side of (2.19) and (2.22) respectively.
The proof of Theorem 3.2 is given in Section 3.3.
Proof of Theorems 2.4-2.5. Combining (2.33), (3.1), and (3.3) yields
Varµ(f) .
(
O(1) + 1
ρ
)
Eµ(f, f).
It is easy to see that the mean difference sum dominates the local variances. This
implies the Poincare´ inequality (2.18)-(2.19). A similar argument leads to the log-
Sobolev inequality (2.21)-(2.22). 
3.2. Electric network interpretations. In this subsection we give an electric net-
work interpretation of the mean difference terms. That is,
(Eµijf − Eµklf)2 ≤ Rij,kl Eµ(f, f). (3.5)
Here the Dirichlet form Eµ(f, f) can be regarded as the energy, and Rij,kl is the
effective resistance between the local minima mij and mkl. Also Rij,kl is the inverse
capacity of a small ball around mij with respect to that around mkl.
The electric network consists of horizontal resistances Tij,kj , the transport cost
of horizontally transporting mass from mij to mkj , and vertical resistances Tji,jk,
the transport cost of vertically transporting mass from mji to mjk. For simplicity,
we consider the case where the potential H has a global minimum mR, and a local
minimum mL with s being the communicating saddle point between mL and mR.
Let
R1 := RV,L = RH,L ≈ exp
(
V (s)
τ2
+
V (mL)
τ1
)
,
R2 := RV,R = RH,R ≈ exp
(
V (s)
τ2
)
.
It is easy to see that R1  R2, since τ1  τ2. Then the total resistances are given
by the usual series/parallel laws:
RLL,LR =
R1(R1 + 2R2)
2(R1 +R2)
∼ R1
2
, RLR,RR =
R2(2R1 +R2)
2(R1 +R2)
∼ R2,
RLL,RR =
(R1 +R2)
2
∼ R1
2
, RLR,RL =
4R1R2
2(R1 +R2)
∼ 2R2.
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Figure 1. The resistances in the energy landscape.
The network shown in Figure 1 consists of only series/parallel components. It is
a well known result of Epifanov [LP17, Chapter 2] that any planar network can be
reduced to a combination of series, parallel, and star-triangle components. For a
general potential H with N ≥ 3, the associated network contains all these compo-
nents. It is then more complicated to compute the effective resistance. The idea is to
derive an upper bound of the effective resistance via the Thomson principle, or the
Berman-Konsowa principle [dHJ13] which asserts that given a unit flow between two
positions, the flow will be distributed so as to minimize the energy. So the resistance
of any path between two positions gives an upper bound of the effective resistance.
3.3. Proof of Theorem 3.2. In this section, we state the proof of Theorem 3.2
i.e. we deduce the mean difference estimates (3.3)-(3.4). The analysis relies on the
estimation of transportation costs, and does not require electric network interpreta-
tions.
Let ν0  µ and νK  µ be two arbitrary probability measures. The idea is to
establish a representation of the mean difference between ν0 and νK as a transport
interpolation. Let ν1, . . . , νK−1  µ be probability measures, which serve as the
intermediate transport measures. It is easy to see that
(Eν0f − EνKf)2 ≤ K
K−1∑
j=0
(Eνjf − Eνj+1f)2. (3.6)
First we consider the mean difference between µij and µkj . Let (Φs : Rn × Rn →
Rn×Rn)0≤s≤1 be a horizontal transport interpolation between µij and µkj . That is,
Φ0 = Id2n, (Φ1)#µij = µkj and Φs|x2 = Idn.
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Let µs := (Φs)#µij . Then we have
(Eµijf − Eµkjf)2 =
(∫
fΦ1dµij −
∫
fΦ0dµij
)2
=
(∫ 1
0
∫
〈∇x1f, Φ˙s ◦ Φ−1s 〉dµsds
)2
=
(∫ 〈√
a1∇x1f,
1√
a1
∫ 1
0
Φ˙s ◦ Φ−1s
dµs
dµ
ds
〉
dµ
)2
≤
∫
1
a1
∣∣∣∣∫ 1
0
Φ˙s ◦ Φ−1s
dµs
dµ
ds
∣∣∣∣2 dµ · ∫ a1(∇x1f)2dµ
≤
∫
1
a1
∣∣∣∣∫ 1
0
Φ˙s ◦ Φ−1s
dµs
dµ
ds
∣∣∣∣2 dµ · Eµ(f, f),
where the second equality follows from the fundamental theorem of calculus, and the
first inequality from the Cauchy-Schwarz inequality. Let
Tij,kj := inf
Φs
∫
1
a1
∣∣∣∣∫ 1
0
Φ˙s ◦ Φ−1s
dµs
dµ
ds
∣∣∣∣2 dµ, (3.7)
where inf is taken over all horizontal transport interpolation from µij to µkj , The
quantity Tij,kj is identified as the horizontal transport cost frommij tomkj . Similarly,
the vertical transport cost from mji to mjk is given by
Tji,jk := inf
Φs
∫
1
a2
∣∣∣∣∫ 1
0
Φ˙s ◦ Φ−1s
dµs
dµ
ds
∣∣∣∣2 dµ, (3.8)
where inf is taken over all vertical transport interpolation from µji to µjk. Conse-
quently,
(Eµijf − Eµkjf)2 ≤ Tij,kj Eµ(f, f) and (Eµjif − Eµjkf)2 ≤ Tji,jk Eµ(f, f). (3.9)
For i, j, k, l ∈ [N ], a path from (i, j) to (k, l) is said to be horizontal-vertical if
only one coordinate changes at each step. For instance, (1, 1) → (1, 5) → (5, 5) is a
horizontal-vertical path, while (1, 1) → (3, 3) → (5, 5) is not. Let TP be the sum of
the transport costs along a horizontal-vertical path P from (i, j) to (k, l). By (3.6)
and (3.9),
(Eµijf − Eµklf)2 ≤ |P|TP Eµ(f, f), (3.10)
where |P| is the number of steps in the path P. Now we use the path mij → mi1 →
m11 → mk1 → mkl to transport from mij to mkl. Specializing (3.10) to this path
yields
(Eµijf − Eµklf)2 ≤ 4(Tij,i1 + Ti1,11 + T11,k1 + Tk1,kl) Eµ(f, f). (3.11)
It remains to estimate the r.h.s. of (3.11). We follow the idea of [MS14, Section 4]
by approximating µij by truncated Gaussian. For i, j ∈ [N ], let νij be the truncated
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Gaussian approximation of µij around mij . That is,
νij(dx1, dx2) :=
1
Z ′ij
(
exp
(
−∇
2H(mi)[x1 −mi]
τ1
− ∇
2H(mj)[x2 −mj ]
τ2
)
+ exp
(
−∇
2H(mj)[x1 −mj ]
τ1
− ∇
2H(mi)[x2 −mi]
τ2
))
1Eij , (3.12)
where A[x] :=< x,Ax >. The restriction Eij is given by
Eij :={(x1, x2) ∈ Rn × Rn : |∇2H(mi)− 12 (x1 −mi),∇2H(mj)− 12 (x2 −mj)| ≤
√
τ2 log τ2}
∪ {(x1, x2) ∈ Rn × Rn : |∇2H(mj)− 12 (x1 −mj),∇2H(mi)− 12 (x2 −mi)| ≤
√
τ2 log τ2},
and Z ′ij is the normalizing constant. The argument in [MS14, Section 4.2] shows the
following error estimate.
Lemma 3.3. For each i, j ∈ [N ], let νij be the truncated Gaussian approximation
of µij defined by (3.12). Then
(Eµijf − Eνijf)2 ≤ O(
√
τ2| log τ2|3/2) Eµ(f, f). (3.13)
Next we consider the mean difference between νij and νkl. Let T
′
ij,kj (resp. T
′
ji,jk)
be the transport cost from νij to νkj (resp. from νji to νjk). By considering a
regular affine transport interpolation (see [MS14, Section 4.3]), we get the following
transport cost estimate.
Lemma 3.4. Assume that H(sik) ≥ H(mj) ≥ 0. Then
T ′ij,kj = T
′
ji,jk .
Z
(2piτ1)
n
2 (2piτ2)
n
2
2piτ2
√
det∇2H(sik)
|λ−(sik)| exp
(
H(sik)
τ2
+
H(mj)
τ1
)
.
(3.14)
Sketch of proof. Without loss of generality, we consider the horizontal transport
T ′ij,kj . Recall that
a1µ(x1, x2) = τ1pi(x1, x2) + τ2pi(x2, x1).
By the Laplace principle, the leading order of T ′ij,kj is given by
T ′ij,kj ≈
1
a1µ(sik,mj)
∝
(
exp
(
−H(sik)
τ1
− H(mj)
τ2
)
+ exp
(
−H(sik)
τ2
− H(mj)
τ1
))−1
. (3.15)
Since τ1  τ2 and H(sik) ≥ H(mj), we have
exp
(
−H(sik)
τ1
− H(mj)
τ2
)
 exp
(
−H(sik)
τ2
− H(mj)
τ1
)
. (3.16)
Combining (3.15) with (3.16) yields the desired result up to prefactors. 
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To proceed further, we need the following lemma of the mean difference estimate
between νij and νkl.
Lemma 3.5. For i, j, k, l ∈ [N ],
(Eνijf − Eνklf)2 ≤ R′ij,kl Eµ(f, f).
If i, j, k, l 6= 1 then
ZijZklR
′
ij,kl
. Zkl · 2piτ2√| det∇2H(mi) det∇2H(mj)|
(√|det∇2H(si1)|
|λ−(si1)| +
√|det∇2H(sj1)|
|λ−(sj1)|
)
(
exp
(
H(si1)−H(mi)
τ2
)
+ exp
(
H(sj1)−H(mj)
τ2
))
+
Zij · 2piτ2√|det∇2H(mk) det∇2H(ml)|
(√|det∇2H(sk1)|
|λ−(sk1)| +
√|det∇2H(sl1)|
|λ−(sl1)|
)
(
exp
(
H(sk1)−H(mk)
τ2
)
+ exp
(
H(sl1)−H(ml)
τ2
))
. (3.17)
If i 6= 1 and j = k = l = 1 then
Zi1Z11R
′
i1,11
. 2piτ2√| det∇2H(mi) det∇2H(m1)|
√| det∇2H(si1)|
|λ−(si1)| exp
(
H(si1)−H(mi)
τ2
)
.
(3.18)
Similar formulas hold for the other cases.
Proof. We only sketch the proof of (3.17). Assume that i ≤ j and k ≤ l. The
condition (2.9) leads to
H(mi) ≤ H(mj) and H(mk) ≤ H(ml).
By (3.9), we have
(Eνijf − Eνklf)2 ≤ 4(T ′ij,i1 + T ′i1,11 + T ′11,k1 + T ′k1,kl) E(f, f). (3.19)
Now we consider the term ZijT
′
ij,i1. By Assumption 2.1, we have H(mi) ≤ H(mj).
Moreover, we have H(mj) < H(sj1) which overall yields H(mi) < H(sj1). Combin-
ing (2.14) with (3.14) yields
ZijT
′
ij,i1 .
2piτ2
√| det∇2H(sj1)|√|det∇2H(mi) det∇2H(mj)| |λ−(sj1)| exp
(
H(sj1)−H(mj)
τ2
)
.
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Similarly,
ZijT
′
i1,11 .
2piτ2
√|det∇2H(si1)|√|det∇2H(mi) det∇2H(mj)| |λ−(si1)| exp
(
H(si1)−H(mi)
τ2
)
,
ZklT
′
k1,11 .
2piτ2
√|det∇2H(sk1)|√|det∇2H(mk) det∇2H(ml)| |λ−(sk1)| exp
(
H(sk1)−H(mk)
τ2
)
,
ZklT
′
kl,k1 .
2piτ2
√| det∇2H(sl1)|√|det∇2H(mk) det∇2H(ml)| |λ−(sl1)| exp
(
H(sl1)−H(ml)
τ2
)
.
The above estimates in combination with (3.19) yields the desired estimate (3.17).
The remaining cases can be treated in a similar way. For example, if i ≥ j and k ≤ l,
we choose to transport from mij to mkl via the path mij → m1j → m11 → mk1 →
mkl. 
Proof of Theorem 3.2. By Lemma 3.3 and 3.5, we get∑
(i,j)6=(k,l)
ZijZkl(Eµijf − Eµklf)2
.
∑
(i,j)6=(k,l)
ZijZkl(Eµijf − Eνklf)2 +
∑
(i,j) 6=(k,l)
ZijZkl(Eνijf − Eνklf)2
.
O(√τ2| log τ2|3/2) + ∑
(i,j) 6=k,l
ZijZklR
′
ij,kl
 Eµ(f, f). (3.20)
Lemma 3.5 together with the non degeneracy assumption (2.9) shows that there are
only two exponentially dominating terms in the sum
∑
ZijZklR
′
ij,kl, namely
Zp1Z11R
′
p1,11 and Z1pZ11R
′
1p,11,
where p ∈ [N ] is given by (2.10). All the other terms are smaller on an exponential
scale. In addition, it holds by symmetry, by the assumption (2.10) and (3.18) that
Zp1Z11T
′
p1,11 = Z1pZ11T
′
1p,11
. 1√| det∇2H(mp)| 2piτ2
√| det∇2H(sp1)|
|λ−(sp1)| exp
(
H(sp1)−H(mp)
τ2
)
,
(3.21)
which yields the estimate (3.3). Similarly,∑
(i,j) 6=(k,l)
ZijZkl
Λ(Zij , Zkl)
(Eµijf − Eµklf)2
. 1
Λ(Z1p, Z11)
1√|det∇2H(mp)| 2piτ2
√| det∇2H(sp1)|
|λ−(sp1)| exp
(
H(sp1)−H(mp)
τ2
)
.
(3.22)
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Moreover, by (2.14),
1
Λ(Z1p, Z11)
≈ log
(
Z11
Z1p
)
≈ H(mp)
τ2
. (3.23)
Combining (3.22) and (3.23) yields the estimate (3.4). 
3.4. Proof of Theorem 2.11. We will not provide a complete proof of Theo-
rem 2.11. The reason is that with the help of Theorem 2.5, i.e. the low-temperature
asymptotic of the log-Sobolev constant, one can follow more or less the arguments
outlined in[Mic92] and [Mon18]. We only sketch the argument for the estimate (2.34).
Letmt(x1, x2) be the relative density of (X1(t), X2(t)) defined by (2.31). Let µt(x1, x2) =
1
2(pit(x1, x2) + pit(x2, x1)), with
pit(x1, x2) :=
1
Zt
exp
(
−H(x1)
τ1(t)
− H(x2)
τ2(t)
)
,
where Zt is the normalizing constant. The key is to study the entropy of mt/µt with
respect to µt. That is,
It :=
∫
mt
µt
ln
(
mt
µt
)
dµt. (3.24)
We need the following lemma which gives an expression of dIt/dt. The proof is in
the same spirit of [Mic92, Proposition 3].
Lemma 3.6.
dIt
dt
=
1
2
d
dt
(
1
τ1
)
(
∫
mt(H(x1) +H(x2))dx− < H >τ1)
+
1
2
d
dt
(
1
τ2
)
(
∫
mt(H(x1) +H(x2))dx− < H >τ2)
−
∫ (
a1
∣∣∣∣∇x1√mtµt
∣∣∣∣2 + a2 ∣∣∣∣∇x2√mtµt
∣∣∣∣2
)
dµt. (3.25)
where < H >τi :=
∫
H(x)pii(x)dx with
pii(x) =
1
Zτi
exp
(
−H(x)
τi
)
.
Equipped with Theorem 2.5 and Lemma 3.6 one uses a standard Gronwall-type
argument to verify (2.34). We leave the details to the reader and refer to [Mon18].
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Proof of Lemma 3.6. First note that
dIt
dt
=
∫
dmt
dt
ln
(
mt
µt
)
dx+
∫
mt
d
dt
ln
(
mt
µt
)
dx
=
∫
dmt
dt
ln
(
mt
µt
)
dx+
∫
dmt
dt
dx−
∫
mt
µt
dµt
dt
dx
=
∫
dmt
dt
ln
(
mt
µt
)
dx−
∫
mt
µt
dµt
dt
dx. (3.26)
We consider the first term in (3.26). Observe that mt satisfies the Fokker-Planck
equation:
dmt
dt
= ∇x1 · (mt∇x1H) +∇x2 · (mt∇x2H) + ∆x1(a1mt) + ∆x2(a2mt).
Combining with ∇xi(aiµt) = −µt∇xiU , we get
dmt
dt
= ∇x1 ·
(
a1µt∇x1
(
mt
µt
))
+∇x2 ·
(
a2µt∇x2
(
mt
µt
))
(3.27)
By integration by parts, we have∫
dmt
dt
ln
(
mt
µt
)
dx = −
∫ (
a1
∣∣∣∣∇x1 (mtµt
)∣∣∣∣2 + a2 ∣∣∣∣∇x2 (mtµt
)∣∣∣∣2
)
µt
mt
dµt
= −
∫ (
a1
∣∣∣∣∇x1√mtµt
∣∣∣∣2 + a2 ∣∣∣∣∇x2√mtµt
∣∣∣∣2
)
dµt. (3.28)
Next we consider the second term in (3.26). Note that
1
µt
dµt
dt
= −1
2
d
dt
(
1
τ1
)
(H(x1) +H(x2)− < H >τ1)
− 1
2
d
dt
(
1
τ2
)
(H(x1) +H(x2)− < H >τ2).
Consequently,∫
mt
µt
dµt
dt
dx = −1
2
d
dt
(
1
τ1
)(∫
mt(H(x1) +H(x2))dx− < H >τ1
)
− 1
2
d
dt
(
1
τ2
)(∫
mt(H(x1) +H(x2))dx− < H >τ2
)
(3.29)
Combining (3.28) with (3.29) yields (3.25). 
Acknowledgment
The authors want to thank Max Fathi and Paul Bressloff for the fruitful discussions.
Georg Menz wants to thank the University of Bonn for financial support via the
SFB.
ERGODICITY OF THE INFINITE SWAPPING ALGORITHM 21
References
[BEGK04] A. Bovier, M. Eckhoff, V. Gayrard, and M. Klein. Metastability in reversible diffusion
processes I: Sharp asymptotics for capacities and exit times. Journal of the European
Mathematical Society, 6(4):399–424, 2004.
[BGK05] A. Bovier, V. Gayrard, and M. Klein. Metastability in reversible diffusion processes II:
Precise asymptotics for small eigenvalues. Journal of the European Mathematical Society,
7(1):69–99, 2005.
[CG06] P. Cattiaux and A. Guillin. Deviation bounds for additive functionals of Markov pro-
cesses. arXiv:math/0603021, 2006.
[CG08] P. Cattiaux and A. Guillin. Deviation bounds for additive functionals of Markov pro-
cesses. ESAIM: Probability and Statistics, 12:12–29, 2008.
[DDN17] J. Doll, P. Dupuis, and P. Nyquist. A large deviations analysis of certain qualitative
properties of parallel tempering and infinite swapping algorithms. Applied Mathematics
& Optimization, pages 1–42, 2017.
[dHJ13] F. den Hollander and S. Jansen. Berman-Konsowa principle for reversible Markov jump
processes. arXiv:1309.1305, 2013.
[DLPD12] P. Dupuis, Y. Liu, N. Plattner, and J. Doll. On the infinite swapping limit for parallel
tempering. Multiscale Modeling & Simulation, 10(3):986–1022, 2012.
[HKN04] B. Helffer, M. Klein, and F. Nier. Quantitative analysis of metastability in reversible
diffusion processes via a Witten complex approach. Mat. Contemp., 26:41–85, 2004.
[HKS89] R. A. Holley, S. Kusuoka, and D. Stroock. Asymptotics of the spectral gap with applica-
tions to the theory of simulated annealing. Journal of functional analysis, 83(2):333–347,
1989.
[HN05] B. Helffer and F. Nier. Hypoelliptic estimates and spectral theory for Fokker-Planck op-
erators and Witten Laplacians, volume 1862 of Lecture Notes in Mathematics. Springer-
Verlag, Berlin, 2005.
[HN06] B. Helffer and F. Nier. Quantitative analysis of metastability in reversible diffusion pro-
cesses via a Witten complex approach: the case with boundary. Me´m. Soc. Math. Fr.
(N.S.), (105):vi+89, 2006.
[KAJ94] C. Koulamas, S. Antony, and R. Jaen. A survey of simulated annealing applications to
operations research problems. Omega, 22(1):41 – 56, 1994.
[KGV83] S. Kirkpatrick, J. Gelatt, and M. Vecchi. Optimization by simulated annealing. Science,
220(4598):671–680, 1983.
[KZ09] S. Kannan and M. Zacharias. Simulated annealing coupled replica exchange molecular
dynamics–an efficient conformational sampling method. Journal of structural biology,
166(3):288294, June 2009.
[LP17] R. Lyons and Y. Peres. Probability on trees and networks, volume 42. Cambridge Uni-
versity Press, 2017.
[LPA+09] Y. Li, V. Protopopescu, N. Arnold, X. Zhang, and A. Gorin. Hybrid parallel tempering
and simulated annealing method. In Applied Mathematics and Computation, volume 212,
pages 216–228. 06 2009.
[Mic92] L. Miclo. Recuit simule´ sur Rn. e´tude de l’e´volution de l’e´nergie libre. Annales de l’Institut
Henri Poincare´, 28(2):235–266, 1992.
[Mon18] P. Monmarche´. Hypocoercivity in metastable settings and kinetic simulated annealing.
Probability Theory and Related Fields, pages 1–34, 2018.
[MS14] G. Menz and A. Schlichting. Poincare´ and logarithmic Sobolev inequalities by decompo-
sition of the energy landscape. The Annals of Probability, 42(5):1809–1884, 2014.
[Nar99] K. Nara. Simulated annealing applications. In Y. Song, editor, Modern Optimisation
Techniques in Power Systems. International Series on Microprocessor-Based and Intel-
ligent Systems Engineering., volume 20. Springer, Dordrecht, 1999.
[Pav07] I. Pavlyukevich. Le´vy flights, non-local search and simulated annealing. Journal of Com-
putational Physics, 226(2):1830 – 1844, 2007.
22 GEORG MENZ, ANDRE´ SCHLICHTING, AND WENPIN TANG
[Sch12] A. Schlichting. The Eyring-Kramers formula for Poincare´ and logarithmic Sobolev
inequalities. 2012. Available at https://www.andre-schlichting.de/wp-content/
uploads/2012/07/phdthesis-schlichting.pdf.
[SKK85] S. Semenovskaya, K. Khachaturyan, and A. Khachaturyan. Statistical mechanics ap-
proach to the determination of a crystal. Acta Crystallographica, A41:268–273, 1985.
[Cˇ85] V. Cˇerny´. Thermodynamical approach to the traveling salesman problem: an efficient
simulation algorithm. J. Optim. Theory Appl., 45(1):41–51, 1985.
[vLA87] P. J. M. van Laarhoven and E. H. L. Aarts. Simulated annealing, pages 7–15. Springer
Netherlands, Dordrecht, 1987.
[Wu00] L. Wu. A deviation inequality for non-reversible Markov processes. Annales de l’I.H.P.
Probabilite´s et statistiques, 36(4):435–445, 2000.
[WY08] L. Wu and N. Yao. Large deviation principles for Markov processes via Phi-Sobolev
inequalities. Electron. Commun. Probab., 13:10–23, 2008.
[YD09] X. Yang and S. Deb. Cuckoo search via Le´vy flights. In 2009 World Congress on Nature
Biologically Inspired Computing (NaBIC), pages 210–214, Dec 2009.
Department of Mathematics, UCLA.
E-mail address: menz@math.ucla.edu
Institute for Applied Mathematics, University of Bonn.
E-mail address: schlichting@iam.uni-bonn.de
Department of Mathematics, UCLA.
E-mail address: wenpintang@math.ucla.edu
