Initial-boundary value problems for nonlinear Schrödinger type equations
Consider the following nonlinear Schrödinger equation (NLS) on a domain Ω ⊂ R n , n ≥ 1 with p > 0, κ ∈ R − {0}, σ ∈ {2, 4}, disregarding for the moment initial and boundary conditions (b.c.):
This equation is the classical NLS when σ = 2 and the biharmonic NLS when σ = 4. It is easy to see that if Ω = R n , then
defines an invariant scaling of the above equation. Namely, u solves (1) on (0, T ) iff u solves (1) on (0, σ T ). Moreover,
Therefore, if s < s * n 2 − σ p , then both |u (0)|Ḣs x and the life span of u vanish as → 0 + . This suggests that the problem is locally illposed for s < s * and locally wellposed otherwise, where local wellposedness is in the Hadamard's sense (existence, uniqueness, and uniform continuity with respect to data for some T > 0). It is generally easier to establish such results for 0 ≤ s < s * whenever s * > 0 (L 2 -supercritical) or for s < s * = 0 (L 2 -critical). For instance, at least for the focusing problems for NLS (σ = 2, κ < 0), one can simply reduce the problem to one of blow-up in arbitrarily small time in the case s * ≥ 0 by constructing a blow-up solution and rescaling it. However, if p < 2σ n , then s * < 0, in which case an explicit blow-up solution cannot be constructed. Therefore, one wonders what is the range of s for which local wellposedness fails when s * < 0 (L 2 -subcritical). The answer to this question for the Cauchy problem in R n is that wellposedness fails in H s x indeed for any s < max(0, s * ) [2] . This is proven by showing that the solution operator is no longer uniformly continuous. These observations (see [2] for further details) motivate us to consider the local wellposedness problem for (1) with respect to the above ranges also in the case of domains with a boundary.
If ∂Ω ∅, then (1) also requires appropriate boundary conditions (and compatibility conditions if s is sufficiently large that traces exist) for wellposedness to hold. Recent papers treating the half-space case Ω = R n + (n = 1, 2) for the problem (1) obtained wellposedness for nonnegative s. For instance, in the one dimensional case with Ω = R + , the natural space for the data of NLS subject to Dirichlet b.c. u| x=0 = g turns out to
, see for instance [3] , [6] , and [8] . On the other hand, this space for the biharmonic NLS subject to Dirichlet-Neumann b.c. u| x=0 = g, u x | x=0 = h becomes [7] . In the two dimensional case, the spaces for boundary data turn out to be of Bourgain type [1] , [5] .
One of the effective methods for the treatment of the above halfspace problems is the so-called Uniform Transform Method (a.k.a. Fokas method) [4] . It has been shown by many researchers that the Fokas method is a powerful tool for solving initial -(inhomogeneous) boundary-value problems. Although this method was initially introduced for obtaining formal representation formulas for solutions, it has been shown recently that it can also be used to obtain rigorous wellposedness results in the fractional Sobolev and Bourgain spaces. Initially, nonlinear dispersive partial differential equations (PDEs) with power type nonlinearities such as NLS were treated at the high regularity level with this method by obtaining estimates in the L ∞ t H s x norm with s > 1/2, see, e.g., [3] and [5] . In this setting, H s x becomes a Banach algebra (i.e., |uv| H s x |u| H s x |v| H s x ) and therefore handling the nonlinearities via contraction is relatively easier. Unfortunately, in the low regularity setting s ≤ 1 2 , H s x looses its algebra structure and estimates in the L ∞ t H s x norm are not good enough for performing the associated nonlinear analysis. The classical method in the theory of nonlinear dispersive PDEs for dealing with this difficulty is to prove Strichartz type estimates which measure the size and decay of solutions in mixed norm function spaces L q t W s,r x , where (q, r) satisfies a special admissibility condition intrinsic to the underlying evolution operator. However, proving these inequalities for inhomogeneous initial boundary value problems is generally more difficult than proving them for the corresponding Cauchy problems on the whole space R n . It is well known that Strichartz estimates holding on R n may fail on a general domain Ω ⊂ R n or on a manifold M with or without boundary and some loss in regularity is indispensable even in nice and smooth geometries. Researchers have used quite technical tools in order to prove these estimates for inhomogeneous initial boundary value problems even in low dimensional settings. The second author has recently shown, in connection with the biharmonic NLS [7] , that the kernel of the integral formula obtained by the Fokas method representing the solution has a nice space-time structure for applying the elementary tools of harmonic analysis such as Van der Corput lemma to prove decay properties in the time variable, which eventually yields necessary Strichartz estimates. The time decay of the kernel in Fokas's integral formula for the solution of the boundary value problem can also be used to prove Strichartz estimates for a wide range of dispersive PDEs, at least in the half-space case.
The literature mentioned above on the local wellposedness for the inhomogeneous boundary value problems for the classical NLS in fractional spaces covers the half-space case in dimensions n = 1, 2 and the finite interval case Ω = (0, L) in dimension n = 1. In the latter case, it was found that the boundary data must be taken from H s+1 2 t (0, T ) in order to establish the local wellposedness at the level of H s x (0, L) [8] . One observes that boundary input was associated with a smoother space compared to the half-line problem in order to get well-posedness in H s x (0, L). To the best of our knowledge, there is no work which establishes the local wellposedness for NLS on bounded rectangular domains in 2 + 1 and higher dimensional settings. Therefore, we would like to end this short note with the following open problem which might be of interest to researchers in analysis of PDEs. 
III Solutions
204. Note that in any topological space with an isolated point, any two dense sets must intersect. Show that there is a 0dimensional, Hausdorff topological space X with no isolated points so that still, there are no disjoint dense sets in X.
(Daniel Soukup, Kurt Gödel Research Center, University of Vienna, Austria)
Solution by the proposer.
First proof. Take the set of rational numbers Q and consider the set T of all possible 0-dimensional topologies τ on Q that have no isolated point. For example, the usual Euclidean topology is in T . Now, note that any chain in T has an upper bound; indeed, the union of an increasing chain of such topologies forms a basis for an element in T . Hence, by Zorn's lemma, there must be a maximal element τ in T . We claim that any two τ-dense subsets D, E of Q must meet. First, note that neither D nor E can have isolated points; indeed, if U is open and U ∩ D is a singleton x then U \ {x} is a non-empty open set that avoids D. But now, if D and E are disjoint, then the topology generated by τ ∪ {D, E} is still in T and a proper extension of τ.
Such spaces, with no disjoint dense sets, are called irresolvable and the above result was first proved by Hewitt in 1943. 2 Studying the degrees of resolvability, i.e., the maximal number of pairwise disjoint dense sets in spaces, is still an active area of research. 3 In fact, any dense-in-itself compact or metrizable space is maximally resolvable, i.e., contains as many pairwise disjoint dense sets as the minimal size of a non-empty open set. 4 Let us present another, more constructive argument for the existence of irresolvable spaces.
Second proof. We construct a countable, dense subset X = {x n : n ∈ ω} of the product 2 2 ℵ 0 so that X is also irresolvable (in the subspace topology). We proceed by an induction of length 2 ℵ 0 and at step α, we will specify the coordinates x n (α). Moreover, we will make sure that
to be an arbitrary dense subset of 2 ω . Now, list all infinite, co-infinite subsets of ω as
These correspond to partitions of X and we will make sure at step α that X Iα = {x n : n ∈ I α } and X \ X Iα cannot both be dense in the final space X. Suppose we defined
already. Now, consider the set X Iα α and its complement in X α.
If both these sets are dense in X α, or equivalently in 2 α , then we simply put x n (α) = 0 if and only if n ∈ I α . Note that our set X α + 1 remained dense in 2 α+1 and X Iα α + 1 is now clopen in X α + 1.
In limit steps of the induction, we simply take unions of the functions x n α that we constructed already. This finishes the construction. It should be clear that X is irresolvable. Indeed, if A ⊂ X is dense and co-dense then A α is dense and co-dense in X α for any α < 2 2 ℵ 0 . Hence, if X Iα = A then at step α, we must have made A α + 1 clopen. In turn, A is clopen as well, a contradiction. This will finish the proof.
Now suppose that l ≥ 1 and that
By inductive hypothesis, there are q m and q n in B such that b({q m , q n }) = 2l − 1. Suppose that m < n. Since q m , q n are limit points of B, there are
Also solved by Mihaly Bencze (Romania), Socratis Varelogiannis (France).
206.
Suppose that (G, ·) is a group, with identity element e and (G, τ) is a compact metrisable topological space. Suppose also that L g : (G, τ) → (G, τ) and R g : (G, τ) → (G, τ) defined by, L g (x) := g · x and R g (x) := x · g for all x ∈ G, are continuous functions. Show that (G, ·, τ) is in fact a topological group.
(Warren B. Moors, Department of Mathematics, The University of Auckland, New Zealand)
Solution by the proposer. Let π : G × G → G be defined by π(h, g) := h · g for all (h, g) ∈ G × G. We will first show that there exists an element h 0 ∈ G such that π is continuous at (h 0 , e). Let (V n : n ∈ N) be a countable base for the topology on (G, τ). For each (m, n) ∈ N × N, let
Then, since each R g is continuous, each set F (m,n) is closed. For each (m, n) ∈ N × N, let D (m,n) := Bd(F (m,n) ) = F (m,n) \ int(F (m,n) ). Then each D (m,n) is closed and has no interior. We claim that π is continuous at each point of
which is nonempty, by the Baire category theorem. Let
and let W be an open neighbourhood of π(h 0 , g). By appealing to the regularity of (G, τ) there exists an n ∈ N such that
Since L h 0 is continuous at g there exists an m ∈ N such that g ∈ V m and L h 0 (V m ) ⊆ V n . Hence, h 0 ∈ F (m,n) and so ,n) ).
Let U := int(F (m,n) ). Then h 0 ∈ U and
This shows that π is continuous at each point of {h 0 } × G. In particular, at (h 0 , e). We now show that π is continuous at any point of G × G. Let (x, y) be any point of G × G and let (x n : n ∈ N) be a sequence in G converging to x and let (y n : n ∈ N) be a sequence in G converging to y. Then, (h 0 · x −1 · x n : n ∈ N) converges to h 0 and (y n · y −1 : n ∈ N) converges to e. Therefore,
and so
Note that ( * * ) follows from the continuity of the function, g → (x · h −1 0 ) · g · y. Hence, we have that lim n→∞ x n · y n = x · y. It now only remains to show that inversion I : (G, τ) → (G, τ) defined by, I(x) := x −1 for all x ∈ G, is continuous on G. In fact, since (G, τ) is compact it is sufficient to show that the graph of I is closed. However,
which is closed, since {e} is closed and π is continuous.
Also solved by Sotirios Louridas (Greece), Alexander Vauth (Germany)
207. We will say that a nonempty subset A of a normed linear space (X, · ) is a uniquely remotal set if for each x ∈ X, y ∈ A : y − x = sup{ a − x : a ∈ A} is a singleton. Clearly, nonempty uniquely remotal sets are bounded. Show that if (X, · ) is a finite-dimensional normed linear space and A is a nonempty closed and convex uniquely remotal subset of X, then A is a singleton set.
(Warren B. Moors, Department of Mathematics,
The University of Auckland, New Zealand)
Solution by the proposer. Let A be a nonempty uniquely remotal subset of a finite dimensional normed linear space (X, · ). For each a ∈ A, let r a : X → [0, ∞) be defined by, r a (x) := x − a for all x ∈ X. Let r : X → [0, ∞) be defined by, r(x) := sup a∈A r a (x) for all x ∈ X. Then r is 1-Lipschitz and convex, as it is the pointwise supremum of a family of 1-Lipschitz convex functions. Since A is a nonempty uniquely remotal we can define a function f A : X → A (called the farthest point mapping) by,
Since A is closed and bounded, A is compact (in the norm topology). Thus, to show that f A is continuous, it is sufficient to show that f A has a closed graph. To this end, suppose that x = lim n→∞ x n and y := lim n→∞ f A (x n ). Then, y ∈ A, since A is closed and
Therefore, y = f A (x). We now apply Brouwer's fixed-point theorem to the continuous function ( f A )| A : A → A to obtain a fixed-point
Also solved by Mihaly Bencze (Romania), Socratis Varelogiannis (France).
208. Let X be any set. A family F of functions from X to {0, 1} is said to separate countable sets and points if for every countable set B ⊆ X and every x ∈ X \ B, there is a function f ∈ F so that f (x) = 1 and f [B] = {0}. Let κ and λ be infinite cardinals with λ ≤ 2 κ . Give {0, 1} the discrete topology and {0, 1} λ the usual product topology. Show that the following are equivalent: 1. there is a family F of λ many functions from κ to {0, 1} such that F separates countable sets and points; 2. there is a subspace X ⊆ {0, 1} λ of size κ such that every countable subset of X is closed in X.
(Dilip Raghavan, Department of Mathematics, National University of Singapore, Singapore)
Solution by the proposer. The proof of (1) =⇒ (2) just requires reinterpreting the functions, but the proof of (2) =⇒ (1) uses the coding that is used in the proof that large independent families exist.
(1) =⇒ (2): Let { f ξ : ξ < λ} be a 1-1 enumeration of the family F . Thus for each ξ < λ, f ξ : κ → {0, 1}. Now for each α < κ, we define a function g α : λ → {0, 1} by stipulating that g α (ξ) = f ξ (α), for each ξ < λ. Suppose B ⊆ κ is countable and β ∈ κ \ B. By hypothesis there exists ξ < λ such that f ξ (β) = 1 and f ξ (α) = 0, for all α ∈ B. Thus g β (ξ) = 1 and g α (ξ) = 0, for all α ∈ B. So
is an open neighbourhood of g β which has empty intersection with {g α : α ∈ B}. This shows that {g α : α < κ} is a collection of κ many distinct points of {0, 1} λ with the property that every countable subset of it is relatively closed. This proves (2). is a family of at most λ many functions from κ to {0, 1} which separates countable sets from points. Since the hypothesis is that λ ≤ 2 κ , we may enlarge this family, if necessary, by adding λ many distinct functions from κ to {0, 1} to produce a family of exactly λ many functions from κ to {0, 1} which separates countable sets from points.
Also solved by Mihaly Bencze (Romania), John N. Daras (Greece), Sotirios Louridas (Greece).
209.
A subset X of a partial order (P, ≤) is cofinal in P if for each p ∈ P there is an x ∈ X satisfying p ≤ x. Let βω denote the Stone-Čech compactification of the natural numbers, and let ω * denote the Stone-Čech remainder, βω \ ω. A neighbourhood base N x at a point x forms a directed partial order under reverse inclusion. A neighbourhood base (N x , ⊇) is said to be cofinal in another neighborhood base (N y , ⊇) if there is a map f : N x → N y such that f maps each neighbourhood base at x to a neighborhood base at y. Assume the Continuum Hypothesis. Show that there are at least two points x, y in ω * with neighbourhood bases (N x , ⊇) and (N y , ⊇) which are cofinally incomparable; that is, neither is cofinal in the other. 
Claim 2 There are two selective ultrafilters which are cofinally incomparable.
Proof.
Fix an enumeration f α : α < ω 1 of all monotone continuous maps from the Cantor space into itself. An equivalent form of selective ultrafilter is that for each partition of N into infinitely many pieces, either one piece is in the ultrafilter, or else there is a member of the ultrafilter which intersects each piece exactly once. Fix an enumeration P α : α < ω 1 of all partitions {P n α : n < ω} of ω into infinitely many pieces. We construct a sequence of countable filter bases (closed under finite intersection) via transfinite recursion on ω 1 .
Let U 0 = V 0 = F r, the Frechét filter of cofinite sets of natural numbers. For α < ω 1 , given countable filter bases U α and V α , extend them to filter bases U α+1 and V α+1 as follows: If there is an n such that P n α ∈ U α , let U α = U α . Otherwise, there is an infinite set X such that for each n, |X ∩ P n α | = 1 and the set U α ∪ {X} generates a proper filter; let U α be the filter base consisting of all intersections of finitely many members of U α ∪{X}. In a similar manner, construct V α .
Since U α is countable, it has a pseudointersection; that is, an infinite set U such that U \ Y is finite for each Y ∈ U α . Like-wise, there is a pseudointersection V for V α . If V \ f α (U) is infinite, let U α+1 = U α , and let V α+1 be the filter base generated by V α ∪ {V \ f α (U)}. Otherwise, V \ f α (U) is finite. If there is an infinite subset V ⊆ V such that V \ f α (X) is finite for each infinite X ⊆ U, then f α cannot be a cofinal map into any ultrafilter containing V . In this case, let U α+1 = U α and let V α+1 be the filter base generated by V α ∪ {V }. The final case is that for each infinite V ⊆ V, there is an infinite U ⊆ U such that V \ f α (U ) is infinite. In particular, there is an infinite U ⊆ U such that V \ f α (U) is infinite. In this case, let U α+1 be the filter base generated by U α ∪ {U } and V α+1 to be the filter base generated by V α ∪ {V \ f α (U)}.
If α < ω 1 is a limit ordinal, take U α to be the the union of the U β , for β < α; likewise for V α . Once the sequences of filter bases U α : α < ω 1 and V α : α < ω 1 are constructed, let U be an ultrafilter extending α<ω 1 U α and let V be an ultrafilter extending α<ω 1 V α . By the construction, U and V are selective ultrafilters, and there is no monotone continuous function mapping one cofinally into the other.
Also solved by Alexander Vauth (Germany).
Note. A much lengthier construction of 2 c many cofinally incomparable selective ultrafilters appeared in a paper of Dobrinen and Todorcevic, in 2011. However, the short and straightforward construction of two cofinally incomparable selective ultrafilters provided here did not previously appear in the literature.
We encourage you to submit solutions to the proposed problems and ideas on the open problems. Send your solutions by email to Michael Th. Rassias, Institute of Mathematics, University of Zürich, Switzerland, michail.rassias@math.uzh.ch. We also solicit your new problems with their solutions for the next "Solved and Unsolved Problems" column, which will be devoted to Analytic Number Theory.
