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Recovering Variable Order Differential Operators with Regular
Singularities on Graphs.
V.Yurko
Abstract. We study inverse spectral problems for ordinary differential equations with regu-
lar singularities on compact star-type graphs when differential equations have different orders on
diferent edges. As the main spectral characteristics we introduce and study the so-called Weyl-
type matrices which are generalizations of the Weyl function for the classical Sturm-Liouville
operator. We provide a procedure for constructing the solution of the inverse problem and prove
its uniqueness.
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1. Introduction. We study inverse spectral problems for variable order differential
equations with regular singularities on compact star-type graphs. More precisely, differential
equations have different orders on diferent edges. Boundary value problems on graphs (spa-
tial networks, trees) often appear in natural sciences and engineering (see [1-4]). Differential
equations of variable orders on graphs arise in various problems in mathematics as well as in
applications. In particular, we mention transverse oscillation problems for such structures as
cable-stayed bridges, masts with cable supports and others.
Inverse spectral problems consist in recovering operators from their spectral characteristics.
We pay attention to the most important nonlinear inverse problems of recovering coefficients of
differential equations (potentials) provided that the structure of the graph is known a priori.
For second-order differential operators on compact graphs inverse spectral problems have
been studied fairly completely in [5-10] and other works. Inverse problems for higher-order
differential operators on graphs were investigated in [11-12]. We note that inverse spectral
problems for second-order and for higher-order ordinary differential operators on an interval
have been studied by many authors (see the monographs [13-18] and the references therein).
Arbitrary order differential operators on an interval with regular singularities were considered in
[19-22]. Variable order differential operators without singularities were investigated in [23-24].
Variable order differential operators on graphs with regular singularities have not been studied
yet.
In this paper we study the inverse spectral problem for variable order differential operators
with regular singularities on compact star-type graphs. As the main spectral characteristics in
this paper we introduce and study the so-called Weyl-type matrices which are generalizations of
the Weyl function (m-function) for the classical Sturm-Liouville operator (see [25]), of the Weyl
matrix for higher-order differential operators on an interval introduced in [17-18], and general-
izations of the Weyl-type matrices for higher-order differential operators on graphs (see [11-12]).
We show that the specification of the Weyl-type matrices uniquely determines the coefficients of
the differential equation on the graph, and we provide a constructive procedure for the solution
of the inverse problem from the given Weyl-type matrices. For studying this inverse problem we
develope the method of spectral mappings [17-18]. We also essentially use ideas from [19] on dif-
ferential equations with regular singularities. The obtained results are natural generalizations of
the well-known results on inverse problems for differential operators on an interval and on graphs.
2. Weyl-type matrices. Consider a compact star-type graph T in Rω with the set
of vertices V = {v0, . . . , vp} and the set of edges E = {e1, . . . , ep}, where v1, . . . , vp are the
boundary vertices, v0 is the internal vertex, and ej = [vj , v0], e1 ∩ . . .∩ ep = {v0} . Let lj be
the length of the edge ej . Each edge ej ∈ E is parameterized by the parameter xj ∈ [0, lj]
such that xj = 0 corresponds to the boundary vertices v1, . . . , vp , and xj = lj corresponds to
2the internal vertex v0 . An integrable function Y on T may be represented as Y = {yj}j=1,p ,
where the function yj(xj) is defined on the edge ej .
Let nj , j = 1, p, be positive integers such that n1 ≥ n2 ≥ . . . ≥ np ≥ 2. Consider the
differential equations on T :
y
(nj)
j (xj) +
nj−2∑
µ=0
( νµj
x
nj−µ
j
+ qµj(xj)
)
y
(µ)
j (xj) = λyj(xj), xj ∈ (0, lj), j = 1, p, (1)
where λ is the spectral parameter, qµj(xj) are complex-valued integrable functions. We call
qj = {qµj}µ=0,nj−2 the potential on the edge ej , and we call q = {qj}j=1,p the potential on the
graph T. Let {ξkj}k=1,nj be the roots of the characteristic polynomial
δj(ξ) =
nj∑
µ=0
νµj
µ−1∏
k=0
(ξ − k), νnj ,j := 1, νnj−1,j := 0.
For definiteness, we assume that ξkj−ξmj 6= snj , s ∈ Z, Re ξ1j < . . . < Re ξnj ,j, ξkj 6= 0, nj − 3
(other cases require minor modifications). We set θj := nj − 1 − Re (ξnj ,j − ξ1j), and assume
that the functions q
(ν)
µj (xj), ν = 0, µ− 1, are absolutely continuous, and q
(µ)
µj (xj)x
θj
j ∈ L(0, lj).
Fix j = 1, p. Let λ = ρ
nj
j , εkj = exp(2piik/nj), k = 0, nj − 1. It is known that the ρj –
plane can be partitioned into sectors Sjξ of angle
pi
nj
(
arg ρj ∈
(
ξpi
nj
, (ξ+1)pi
nj
)
, ξ = −nj , nj − 1
)
in which the roots Rj1, Rj2, . . . , Rj,nj of the equation R
nj − 1 = 0 can be numbered in such a
way that
Re(ρjRj1) < Re(ρjRj2) < . . . < Re(ρjRj,nj), ρj ∈ Sjξ. (2)
Clearly, Rjk = εηjk , where ηj1, . . . , ηj,nj is a permutation of the numbers 0, 1, . . . , nj − 1,
depending on the sector. Let us agree that
ρµj = exp(µ(ln |ρj|+ i arg ρj)), arg ρj ∈ (−pi, pi], R
µ
jk = exp(2piiµηjk/nj).
Let the numbers ckj0, k = 1, nj, be such that
nj∏
k=1
ckj0 =
(
det[ξν−1kj ]k,ν=1,nj
)−1
.
Then the functions
Ckj(xj , λ) = x
ξkj
j
∞∑
µ=0
ckjµ(ρjxj)
njµ, ckjµ = ckj0
( µ∏
s=1
δj(ξkj + snj)
)−1
,
are solutions of the differential equation in the case when qµj(xj) ≡ 0, µ = 0, nj − 2. More-
over, det[C
(ν−1)
kj (xj , λ)]k,ν=1,nj ≡ 1. Denote ρ
∗ = max
j=1,p
(
2nj max
µ=0,nj−2
‖qµj‖L(0,lj)
)
. In [19] we
constructed special fundamental systems of solutions {Skj(xj , λ)}k=1,nj and {Ekj(xj , ρj)}k=1,nj
of equation (1) on the edge ej , possessing the following properties.
1) For each xj ∈ (0, lj], the functions S
(ν)
kj (xj , λ), ν = 0, nj − 1, are entire in λ. For each
fixed λ, and xj → 0,
Skj(xj , λ) ∼ ckj0x
ξkj
j , (Skj(xj , λ)− Ckj(xj , λ))x
−ξkj
j = o(x
ξnj,j−ξ1j
j ).
Moreover, det[S
(ν−1)
kj (xj , λ)]k,ν=1,nj ≡ 1, and |S
(ν)
kj (xj , λ)| ≤ C|x
ξkj−ν
j |, |ρj|xj ≤ 1. Here and
below, we shall denote by the same symbol C various positive constants in the estimates
independent of λ and xj .
32) For each xj > 0 and for each sector Sjξ with property (2), the functions E
(ν)
kj (xj, ρj),
ν = 0, nj − 1, are regular with respect to ρj ∈ Sjξ, |ρj| > ρ
∗ , and continuous for ρj ∈
Sjξ, |ρj| ≥ ρ
∗ . Moreover,
|E
(ν)
kj (xj , ρj)(ρjRjk)
−ν exp(−ρjRjkxj)− 1| ≤ C(|ρj |xj), ρj ∈ Sjξ, |ρj |xj ≥ 1.
3) The relation
Ekj(xj , ρj) =
nj∑
µ=1
bkjµ(ρj)Sµj(xj , λ), (3)
holds, where
bkjµ(ρj) = b
0
µjR
ξµj
jk ρ
ξµj
j [1], b
0
µj 6= 0, ρj ∈ Sjξ, ρj →∞, (4)
nj∏
µ=1
b0µj = det[R
ν−1
jk ]k,ν=1,nj
(
det[R
ξµj
jk ]k,µ=1,nj
)−1
,
where [1] = 1 +O(ρ−1).
Note that the asymptotical formula (4) is the most important and nontrivial property of these
solutions. This property allows one to study both direct and inverse problems for arbitrary order
differential operators with regular singularities (see [20-22]).
Consider the linear forms
Ujν(yj) =
ν∑
µ=0
γjνµy
(µ)
j (lj), j = 1, p, ν = 0, nj − 1,
where γjνµ are complex numbers, γjν := γjνν 6= 0. The linear forms Ujν will be used in match-
ing conditions at the internal vertex v0 for boundary value problems and for the correspondung
special solutions of equation (1).
Denote 〈n〉 := (|n| + n)/2, i.e. 〈n〉 = n for n ≥ 0 , and 〈n〉 = 0 for n ≤ 0. Fix
s = 1, p, k = 1, ns − 1. Let Ψsk = {ψskj}j=1,p be solutions of equation (1) on the graph T
under the boundary conditions
ψsks(xs, λ) ∼ cks0x
ξks
s , xs → 0, (5)
ψskj(xj , λ) = O(x
ξ〈nj−k−1〉+2,j
j ), xj → 0, j = 1, p, j 6= s, (6)
and the matching conditions at the vertex v0 :
U1ν(ψsk1) = Ujν(ψskj), j = 2, p, ν = 0, k − 1, nj > ν + 1, (7)
p∑
j=1, nj>ν
Ujν(ψskj) = 0, ν = k, ns − 1. (8)
In particular, if nj > k, then condition (6) takes the form
ψskj(xj, λ) = O(x
ξnj−k+1,j
j ), xj → 0, j = 1, p, j 6= s,
and if nj ≤ k, then condition (6) takes the form
ψskj(xj , λ) = O(x
ξ2j
j ), xj → 0, j = 1, p, j 6= s.
Matching conditions (7)-(8) are generalizations of classical matching conditions for higher-order
differential operators on graphs, and matching conditions for variable order differential operators
4on graphs [23-24]. The function Ψsk is called the Weyl-type solution of order k with respect
to the boundary vertex vs . Define additionally ψsns(xs, λ) := Sns(xs, λ).
Using the fundamental system of solutions {Sµj(xj , λ)} on the edge ej , one can write
ψskj(xj , λ) =
nj∑
µ=1
Mskjµ(λ)Sµj(xj , λ), j = 1, p, k = 1, ns − 1, (9)
where the coefficients Mskjµ(λ) do not depend on xj . It follows from (9) and the boundary
condition (5) for the Weyl-type solutions that
ψsks(xs, λ) = Sks(xs, λ) +
ns∑
µ=k+1
Mskµ(λ)Sµs(xs, λ), Mskµ(λ) :=Msksµ(λ). (10)
We introduce the matrices Ms(λ), s = 1, p, as follows:
Ms(λ) = [Mskµ(λ)]k,µ=1,ns, Mskµ(λ) := δkµ for k ≥ ν.
The matrix Ms(λ) is called the Weyl-type matrix with respect to the boundary vertex vs . The
inverse problem is formulated as follows. Fix w = 2, p.
Inverse problem 1. Given {Ms(λ)}, s = 1, p \ w , construct q on T.
We note that the notion of the Weyl-type matrices Ms is a generalization of the notion
of the Weyl function (m-function) for the classical Sturm-Liouville operator ([15, 25]) and is a
generalization of the notion of Weyl matrices introduced in [11, 12, 17, 18, 20] for higher-order
differential operators on an interval and on graphs. Thus, Inverse Problem 1 is a generalization
of the well-known inverse problems for differential operators on an interval and on graphs.
We also note that in Inverse problem 1 we do not need to specify all matrices Ms(λ),
s = 1, p ; one of them can be omitted. This last fact was first noticed in [6], where the inverse
problem was solved for the Sturm-Liouville operators on an arbitrary tree.
In section 3 properties of the Weyl-type solutions and the Weyl-type matrices are studied.
Section 4 is devoted to the solution of auxiliary inverse problems of recovering the potential on
a fixed edge. In section 5 we study Inverse Problem 1. For this inverse problem we provide a
constructive procedure for the solution and prove its uniqueness.
3. Properties of spectral characteristics. Fix s = 1, p, k = 1, ns − 1. Substituting (9)
into boundary and matching conditions (5)-(8), we obtain a linear algebraic system with respect
to Mskjµ(λ). Solving this system by Cramer’s rule one gets Mskjµ(λ) = ∆skjµ(λ)/∆sk(λ),
where the functions ∆skjµ(λ) and ∆sk(λ) are entire in λ. Thus, the functions Mskjµ(λ) are
meromorphic in λ, and consequently, the Weyl-type solutions and the Weyl-type matrices are
meromorphic in λ. In particular,
Mskµ(λ) =
∆skµ(λ)
∆sk(λ)
, k ≤ µ,
where ∆skµ(λ) := ∆sksµ(λ). We note that the function ∆sk(λ) is the characteristic function
for the boundary value problem Lsk for equation (1) under the conditions
ys(xs) = O(x
ξk+1,s
s ), xs → 0, yj(xj) = O(x
ξ〈nj−k−1〉+2,j
j ), xj → 0, j = 1, p, j 6= s,
U1ν(y1) = Ujν(yj), j = 2, p, ν = 0, k − 1, nj > ν + 1,
p∑
j=1, nj>ν
Ujν(yj) = 0, ν = k, ns − 1.
5Zeros of ∆sk(λ) coincide with the eigenvalues of Lsk. Denote
Ωjk = det[R
ξµj
jl ]l,µ=1,k, Ωj0 = 1, ωjk :=
Ωj,k−1
Ωjk
, k = 1, nj.
Lemma 1. Fix j = 1, p, and fix a sector Sjξ with property (2).
1) Let k = 1, nj − 1, and let yj(xj , λ) be a solution of equation (1) on the edge ej under
the condition
yj(xj, λ) = O(x
ξk+1,j
j ), xj → 0. (10)
Then for xj ∈ (0, lj], ν = 0, nj − 1, ρj ∈ Sjξ, |ρj| → ∞,
y
(ν)
j (xj , λ) =
nj∑
µ=k+1
Aµj(ρj)(ρjRjµ)
ν exp(ρjRjµxj)[1], (11)
where the coefficients Aµj(ρj) do not depend on xj . Here and below we assume that arg ρj =
const, when |ρj | → ∞.
2) Let k = 1, nj, and let yj(xj , λ) be a solution of equation (1) on the edge ej under the
condition
yj(xj , λ) ∼ ckj0x
ξkj
j , xj → 0. (12)
Then for xj ∈ (0, lj], ν = 0, nj − 1, ρj ∈ Sjξ, |ρj| → ∞,
y
(ν)
j (xj , λ) =
ωjk
ρ
ξkj
j
(ρjRjk)
ν exp(ρjRjkxj)[1] +
nj∑
µ=k+1
Bµj(ρj)(ρjRjµ)
ν exp(ρjRjµxj)[1], (13)
where the coefficients Bµj(ρj) do not depend on xj .
Proof. It follows from (10) that
yj(xj , λ) =
nj∑
µ=k+1
aµj(λ)Sµj(xj , λ). (14)
Using the fundamental system of solutions {Ekj(xj , ρj)}k=1,nj , one can write
yj(xj , λ) =
nj∑
m=1
Amj(ρj)Emj(xj , ρj). (15)
By virtue of (3), we calculate
yj(xj, λ) =
nj∑
m=1
Amj(ρj)
nj∑
µ=1
bmjµ(ρj)Sµj(xj , λ) =
nj∑
µ=1
Sµj(xj , λ)
nj∑
m=1
Amj(ρj)bmjµ(ρj).
Comparing this relation with (14), we obtain
nj∑
m=1
Amj(ρj)bmjµ(ρj) = 0, µ = 1, k. (16)
We consider (16) as a linear algebraic system with respect to Aj(ρj), A2j(ρj), . . . , Akj(ρj). Solv-
ing this system by Cramer’s rule and taking (4) into account we get
Amj(ρj) =
nj∑
µ=k+1
(αmµj +O(ρ
−1
j ))Aµj(ρj), m = 1, k, (17)
6where αmµj are constants. Substituting (17) into (15) and using (2) we arrive at (11). Relations
(13) are proved analogously by using (12) instead of (10). 
Now we are going to study the asymptotic behavior of the Weyl-type solutions.
Lemma 2. Fix s = 1, p, k = 1, ns, and fix a sector Ssξ with property (2). For xs ∈
(0, ls), ν = 0, ns − 1, the following asymptotic formula holds
ψ
(ν)
sks(xs, λ) =
ωsk
ρξkss
(ρsRsk)
ν exp(ρsRskxs)[1], ρs ∈ Ssξ, |ρs| → ∞. (18)
Proof. For k = ns , (18) follows from Lemma 1. Fix s = 1, p, k = 1, ns − 1. Using Lemma
1 and boundary conditions for Ψsk we get the following asymptotic formulae for |λ| → ∞,
inside the corresponding sectors:
ψ
(ν)
sks(xs, λ) =
ωsk
ρξkss
(ρsRsk)
ν exp(ρsRskxs)[1] +
ns∑
µ=k+1
Askµs(ρs)(ρsRsµ)
ν exp(ρsRsµxs)[1], xs ∈ (0, ls],
(19)
ψ
(ν)
skj(xj , λ) =
nj∑
µ=〈nj−k+1〉+2
Askµj(ρj)(ρjRjµ)
ν exp(ρjRjµxj)[1], j = 1, p \ s, xj ∈ (0, lj]. (20)
Substituting (19)-(20) into matching conditions (7)-(8) for Ψsk , we obtain the linear algebraic
system with respect to Askµj(ρj). Solving this system by Cramer’s rule, we obtain in particular,
Askµs(ρs) = O(ρ
−ξks
s exp(ρs(Rsk − Rsµ)ls)). (21)
Substituting (21) into (19) we arrive at (18). 
It follows from the proof of Lemma 2 that one can also get the asymptotics for ψ
(ν)
skj(xj , λ),
j 6= s ; but for our purposes only (18) is needed.
4. Auxiliary inverse problems. In this section we consider auxiliary inverse problems
of recovering differential operator on each fixed edge. Fix s = 1, p, and consider the following
auxiliary inverse problem on the edge es .
IP(s). Given the matrix Ms , construct the potential qs on the edge es .
In this inverse problem we construct the potential only on the edge es , but the Weyl-type
matrix Ms brings a global information from the whole graph. In other words, this problem is
not a local inverse problem related only to the edge es .
Theorem 1. Fix s = 1, p. The specification of the Weyl-type matrix Ms uniquely deter-
mines the potential qs on the edge es .
We omit the proof since it is similar to that in [18, Ch.2]. Moreover, using the method of
spectral mappings and the asymptotics (18) for the Weyl-type solutions, one can get a construc-
tive procedure for the solution of the inverse problem IP (s) . It can be obtained by the same
arguments as for n -th order differential operators on a finite interval (see [18, Ch.2] for details).
Note that like in [18], the nonlinear inverse problem IP (s) is reduced to the solution of a linear
equation in the corresponding Banach space of sequences.
Fix j = 1, p. Let ϕjk(xj , λ), k = 1, nj, be solutions of equation (1) on the edge ej under
the conditions
ϕ
(ν−1)
kj (lj , λ) = δkν , ν = 1, k, ϕkj(xj , λ) = O(x
ξnj−k+1,j
j ), xj → 0.
We introduce the matrix mj(λ) = [mjkν(λ)]k,ν=1,nj , where mjkν(λ) := ϕ
(ν−1)
jk (lj, λ). The matrix
mj(λ) is called the Weyl-type matrix with respect to the internal vertex v0 and the edge ej .
IP[j]. Given the matrix mj , construct qj on the edge ej .
7This inverse problem is the classical one, since it is the inverse problem of recovering a higher-
order differential equation on a finite interval from its Weyl-type matrix. This inverse problem
has been solved in [18], where the uniqueness theorem for this inverse problem is proved. More-
over, in [18] an algorithm for the solution of the inverse problem IP [j] is given, and necessary
and sufficient conditions for the solvability of this inverse problem are provided.
5. Solution of Inverse Problem 1. In this section we obtain a constructive procedure for
the solution of Inverse problem 1 and prove its uniqueness. First we prove an auxiliary assertion.
Lemma 3. Fix j = 1, p. Then for each fixed s = 1, p \ j,
mj1ν(λ) =
ψ
(ν−1)
s1j (lj, λ)
ψs1j(lj, λ)
, ν = 2, nj , (22)
mjkν(λ) =
det[ψsµj(lj, λ), . . . , ψ
(k−2)
sµj (lj , λ), ψ
(ν−1)
sµj (lj , λ)]µ=1,k
det[ψ
(ξ−1)
sµj (lj, λ)]ξ,µ=1,k
, 2 ≤ k < ν ≤ nj . (23)
Proof. Denote
wjs(xj, λ) :=
ψs1j(xj , λ)
ψs1j(lj , λ)
.
The function wjs(xj , λ) is a solution of equation (1) on the edge ej , and wjs(lj , λ) = 1.
Moreover, by virtue of the boundary conditions on Ψs1 , one has wjs(xj , λ) = O(x
ξnj,j
j ), xj → 0.
Hence, wjs(xj , λ) ≡ ϕ1j(xj , λ), i.e.
ϕ1j(xj , λ) =
ψs1j(xj , λ)
ψs1j(lj, λ)
. (24)
Similarly, we calculate
ϕkj(xj , λ) =
det[ψsµj(lj , λ), . . . , ψ
(k−2)
sµj (lj, λ), ψsµj(xj , λ)]µ=1,k
det[ψ
(ξ−1)
sµj (lj , λ)]ξ,µ=1,k
, k = 2, nj − 1. (25)
Since mjkν(λ) = ϕ
(ν−1)
kj (lj, λ), it follows from (24) that (22) holds. Similarly, (23) follows from
(25). 
Now we are going to obtain a constructive procedure for the solution of Inverse problem 1.
Our plan is the following.
Step 1. Let the Weyl-type matrices {Ms(λ)}, s = 1, p \ w , be given. Solving the inverse
problem IP (s) for each fixed s = 1, p \ w, we find the potentials qs on the edges es , s =
1, p \ w .
Step 2. Using the knowledge of the potential on the edges es , s = 1, p \ w , we construct
the Weyl-type matrix mw(λ) .
Step 3. Solving the inverse problem IP [w] , we find the potential qw on ew .
Steps 1 and 3 have been already studied in Section 3. It remains to fulfil Step 2. For this
purpose it is convenient to divide differential equations into m groups with equal orders. More
precisely, let ω1 > ω2 > . . . > ωm > ωm+1 = 1, npj−1+1 = . . . = npj := ωj, j = 1, m,
0 = p0 < p1 < . . . < pm = p. Take N such that pN = w.
Suppose that Step 1 is already made, and we found the potentials qs , s = 1, p \ pN , on
the edges es , s = 1, p \ pN . Then we calculate the functions Skj(xj , λ), j = 1, p \ pN ; here
k = 1, ωi for j = pi−1 + 1, pi.
Fix s = 1, p1 (if N > 1 ), and s = 1, p1 − 1 (if N = 1 ). All calculations below will be
made for this fixed s. Our goal now is to construct the Weyl-type matrix mpN (λ). According
to (22)-(23), in order to construct mpN (λ) we have to calculate the functions
ψ
(ν)
skpN
(lpN , λ), k = 1, ωN − 1, ν = 0, ωN − 1. (26)
8We will find the functions (26) by the following steps.
1) Using (10) we construct the functions
ψ
(ν)
sks(ls, λ), k = 1, ωN − 1, ν = 0, ω1 − 1, (27)
by the formula
ψ
(ν)
sks(ls, λ) = S
(ν)
ks (ls, λ) +
ω1∑
µ=k+1
Mskµ(λ)S
(ν)
µs (ls, λ). (28)
2) Consider a part of the matching conditions (7) on Ψsk . More precisely, let ξ = N,m, k =
ωξ+1, ωξ − 1, l = ξ,m, j = 1, pl − 1. Then, in particular, (7) yields
Upl,ν(ψskpl) = Ujν(ψskj), ν = ωl+1 − 1,min(k − 1, ωl − 2). (29)
Since the functions (27) are known, it follows from (29) that one can calculate the functions
ψ
(ν)
skj(lj , λ), ξ = N,m, k = ωξ+1, ωξ − 1, l = ξ,m, j = 1, pl, ν = ωl+1 − 1,min(k − 1, ωl − 2).
(30)
In particular we found the functions (26) for ν = 0, k − 1.
3) It follows from (9) and the boundary conditions on Ψsk that
ψ
(ν)
skj(lj, λ) =
ωl∑
µ=max(ωl−k+1)
Mskjµ(λ)C
(ν)
µj (lj , λ), (31)
k = 1, ω1 − 1, l = 1, m, j = pl−1 + 1, pl \ s, ν = 0, ωl − 1.
We consider only a part of relations (31). More precisely, let ξ = N,m, k = ωξ+1, ωξ − 1, l =
1, m, j = pl−1 + 1, pl, j 6= pN , j 6= s, ν = 0,min(k − 1, ωl − 2). Then
ωl∑
µ=max(ωl−k+1)
Mskjµ(λ)C
(ν)
µj (lj , λ) = ψ
(ν)
skj(lj , λ), ν = 0,min(k − 1, ωl − 2). (32)
For this choice of parameters, the right-hand side in (32) are known, since the functions (30)
are known. Relations (32) form a linear algebraic system σskj with respect to the coefficients
Mskjµ(λ). Solving the system σskj by Cramer’s rule we find the functions Mskjµ(λ). Substi-
tuting them into (31), we calculate the functions
ψ
(ν)
skj(lj, λ), k = 1, ωN − 1, l = 1, m, j = pl−1 + 1, pl \ pN , ν = 0, ωl − 1. (33)
Note that for j = s these functions were found earlier.
4) Let us now use the generalized Kirchhoff’sconditions (8) for Ψsk . Since the functions
(33) are known, one can construct by (8) the functions (26) for k = 1, ωN − 1, ν = k, ωN − 1.
Thus, the functions (26) are known for k = 1, ωN − 1, ν = 0, ωN − 1.
Since the functions (26) are known, we construct the Weyl-type matrix mpN (λ) via (22)-(23)
for j = pN . Thus, we have obtained the solution of Inverse problem 1 and proved its uniqueness,
i.e. the following assertion holds.
Theorem 2. The specification of the Weyl-type matrices Ms(λ), s = 1, p \ pN , uniquely
determines the potential q on T. The solution of Inverse problem 1 can be obtained by the
following algorithm.
Algorithm 1. Given the Weyl-type matrices Ms(λ), s = 1, p \ pN .
1) Find qs , s = 1, p\pN , by solving the inverse problem IP (s) for each fixed s = 1, p\pN .
2) Calculate C
(ν)
kj (lj , λ), j = 1, p \ pN ; here k = 1, ωi, ν = 0, ωi − 1 for j = pi−1 + 1, pi.
93) Fix s = 1, p1 (if N > 1 ), and s = 1, p1 − 1 (if N = 1 ). All calculations below will be
made for this fixed s. Construct the functions (27) via (28).
4) Calculate the functions (30) using (29).
5) Find the functions Mskjµ(λ), by solving the linear algebraic systems σskj .
6) Construct the functions (26) using (8).
7) Calculate the Weyl-type matrix mpN (λ) via (22)-(23) for j = pN .
8) Construct the potential qpN on the edge epN by solving the inverse problem IP [j] for
j = pN .
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