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A ttention retargeting is an emerging field of research in which the content of an image or video is altered in an effort to guide a viewer's attention. The origins of attention retargeting are closely tied to visual saliency, a measure of propensity for drawing visual attention. A considerable amount of research has been done on saliency computation; 1 we can confidently predict the areas of an image that are likely to draw our immediate attention. The problem of going in the reverse direction-that is, dictating where we should look and finding the image that satisfies this requirement-has been relatively unexplored. We thus pose an interesting problem. If we can accurately estimate visual saliency, how can we alter it to manipulate viewers' attention? In this article, we describe attention retargeting as a saliency inversion problem and specify the main challenges involved. We offer various approaches to this problem, with examples from existing work. We also discuss subliminal attention guiding and provide some suggestions for future work.
Visual Saliency
Because attention retargeting builds upon principles of early attention, we begin our overview with a discussion of visual saliency. The past few decades of research demonstrate a fairly decent grasp of predicting visual saliency. 1 This is significant because the involuntary nature of visual saliency makes it a powerful tool for orienting attention.
A full, detailed analysis of every object within view at any single point in time is an incredibly complex task, far beyond the capabilities of human visual processing.
2 And yet, most would agree that the simple act of seeing is rather effortless; watching television is not often thought of as a taxing activity. To cope with the vast amount of input obtained through our eyes, 3 our attentional mechanisms focus on a few key areas for in-depth analysis using a two-stage process. 4 Initial processing narrows down the list of potentially relevant areas across our entire visual field 3 by identifying objects that appear to pop out in terms of basic visual features, such as color, orientation, and motion. 5 An interesting or conspicuous object (in the context of these visual primitives) can be perceived effortlessly within 25-50 ms, 3 regardless of clutter from uninteresting objects. 4 The second stage of attention involves a more complex, detailed processing out of the viewer's own volition.
Although the deliberate nature of this mechanism can override the attention given to the objects that popped out in the first stage, it cannot be deployed at such a fast rate. This means that if the scene suddenly changes, we involuntarily draw our gaze toward objects that are sufficiently salient in the preattentive stage regardless of any intent to avoid them. For example, you'll likely be distracted for a moment by the backlit mobile phone screen in a dark movie theater the instant someone in front of you takes it out to start texting. Soon afterward, however, you resolve to ignore it and return your focus to the movie. Visual saliency primarily refers to the initial stage of visual attention. A region of interest (ROI) is salient if it is perceptually different from its local surroundings in terms of basic visual features (see Figure 1) . 6 A popular architecture for visual saliency computation is illustrated in Figure 2 . 7 A set of visual features that drive early attention is extracted first from the input stimuli. In the subsequent stage, conspicuities are identified within each feature channel by computing local dissimilarity among features corresponding to each region of the input. For example, image luminance can be divided into nonoverlapping square patches, each of which is compared against their adjacent patches. This operation, frequently referred to as "center-surround," produces a conspicuity map for each feature channel, which details the particular feature's influence on the overall saliency. Each conspicuity map is normalized to ensure that their values fall within a common range and to punish uniformity, and then is combined with other maps. The final result is a grayscale saliency map, as shown at the bottom of Figure 2 . Highly salient regions that are predicted to draw viewers' attention are denoted by bright pixels, whereas nonsalient regions that are likely to be neglected are indicated by dark pixels. This architecture can be applied to predict saliency in videos as well. The input would be a sequence of images, and temporal features such as flicker and motion in addition to spatial features would be utilized to produce a saliency map for each image in the sequence.
Attention Retargeting
Attention retargeting refers to modifying an image or video in an effort to alter viewers' gaze patterns in a desired way. This can be thought of as a saliency inversion problem, as illustrated in Figure 3 . Given an image and a (target) map of desired saliency, we want to obtain the modified image whose saliency matches the target saliency map. Unfortunately, this is an ill-posed problem, because there is no one-to-one mapping between saliency and images. This is largely due to the fact that saliency can stem from various different features. As illustrated in Figure 3 , the desired change in saliency can be achieved through the manipulation of features such as intensity, color, or spatial frequency. This problem can persist even when the retargeting is constrained to a single feature, because saliency is based on context. For example, we can alter the saliency of a ROI by raising the ROI's intensity, by decreasing the intensity of its surroundings, or by combining the two.
The fact that a desired change in saliency can be obtained in many ways leads to the impression that modifying saliency is easy. This is a difficult point to contest; a drastic change in the intensity of a region can easily make it stand out, and an application of Gaussian blurring to reduce visual conspicuities might serve to conceal it. Although modifying saliency might be simple in itself, doing so in a manner that preserves the aesthetics of the original image is not. The concept of aesthetics is fairly subjective and difficult to measure.
Attention retargeting is relatively unexplored and lacks a unified framework. Three broad classes of methods have been developed for this purpose. We will provide examples and ideas for improvement along with a brief overview of existing work in the field.
Iterative Black-Box Approach
The simplest approach to attention retargeting is to use saliency computation as a black box in an iterative optimization procedure, as shown in Figure 4 (excluding the signal drawn in red). At each iteration, the saliency S of the image I is obtained after it has been modified with respect to a chosen set of features. These features can be different from those used to compute saliency. The goal is to minimize the error between the saliency S and the target saliency T, given by e ¼ T À S. To maintain the naturalness or aesthetics of the input image, a set of constraints can be introduced to prevent overmodification. The process ends when e becomes small enough, or when the modifications can no longer produce an appreciable change in saliency toward the intended goal.
An example of this approach can be found in the work of Lai-Kuan Wong and Kok-Lim Low. 8 In their model, the user segments an image into N segments and enumerates them in order of importance. A target importance value T i is assigned to each segment, where i ¼ 1 is the most important segment and i ¼ N is the least important. Modifications are made to the intensity, color saturation, and sharpness of the original image until the average saliency within each segment matches the target importance value for the corresponding segment. Specifically, the saliency error is defined as 
where S i is the average saliency of the ith segment, and N ðÁÞ is a normalization operator defined as
X j : The main disadvantage of this approach is the limited insight into why the images are modified the way they are. This limitation stems from the use of saliency computation as a black-box function, which lets us observe the effect of a modification only after the change to the image has been made. If N ðT i Þ À N ðS i Þ is small for some i, no modifications are necessary in that region. If N ðT i Þ À N ðS i Þ is large and positive, then we have to increase saliency, and if N ðT i Þ À N ðS i Þ is large and negative, then we have to decrease saliency to match the target saliency. All we can do is modify the image where jN ðT i Þ À N ðS i Þj is large, recompute the saliency, and see whether the cost function is actually minimized. Because the modification might not alter saliency in the right direction, we might need to do many iterations.
This can be remedied if the saliency computation block contains feature channels that are pertinent to the modifications being made. For example, consider a saliency detector that extracts spatial frequency information from blocks of the image I to produce a feature map b f . We apply center-surround operations on b f to produce the conspicuity map b c , describing the saliency of I that originates from spatial frequency. The modification in this example is either blurring or sharpening (for example, via Gaussian or Laplacian filters) applied to specific regions of I, which decrease or increase their spatial frequency, respectively, by varying degrees.
Consider the case where saliency must be reduced in a particular region. If b c is small in 
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this region, then the feature associated with it does not contribute to saliency and does not need to be modified. Conversely, if b c is large, the feature in b f must be altered in the opposite direction. In our example, if b f indicates high spatial frequency in that region of I, then we need to blur it; otherwise, we need to sharpen it. We apply similar logic in the case where saliency must be increased in a particular region. A large b c in this region indicates that it is already salient with respect to its corresponding feature, so no modification is needed. If b c is small in this region, then the corresponding region of I must be made salient with a modification that alters the feature in b f in the opposite direction, as before. Thus, the information extracted during saliency computation b ¼ fb f ; b c g can be used to guide the direction and possibly even the magnitude of the modifications at each step. This improved algorithm, shown by the addition of the red signal in Figure 4 , can be thought of as a steepest-descent algorithm for attention retargeting. Aiko Hagiwara and colleagues apply this methodology in their work. 9 They reverse-engineer a simplified version of the well-known saliency model by Laurent Itti and his colleagues, 7 which decomposes an RGB image into a set of four color features
, and y ¼ ðR þ GÞ =2 À jR À Gj=2 À B, and an additional intensity feature v ¼ ðR þ G þ BÞ=3. The researchers then obtain conspicuity maps for each feature and combine them to compute saliency. They first select a ROI whose saliency is to be maximized. They determine the change in the image channels DR, DG, and DB needed to increment saliency at each pixel as a function of the features and their corresponding conspicuity maps. Because the saliency of the ROI is to be maximized relative to the rest of the image, each pixel within the ROI is modified by Da (calculated individually for each pixel), and outside pixels are modified by their respective ÀDa, where a ʦ {R, G, B}.
Direct Mapping
The optimization procedure in Figure 4 uses feedback from saliency computation to estimate how the image is to be modified in a series of steps. Mapping an additive or multiplicative change to the saliency map (or conspicuity map of a particular feature) directly onto the image domain is a highly nontrivial task. However, one of the earlier works on attention retargeting by Sara L. Su and her colleagues, 10 which deemphasizes distracting textures in images, demonstrates that this is indeed possible. Because there currently are no generalizations of this approach, we illustrate the concept of direct mapping by summarizing that methodology. Their approach computes the texture-based saliency of an image using steerable filter banks, as shown in Figure 5 . It computes the local frequency content s Ln for each subband by rectification (because s n is band-limited), then does local averaging with a Gaussian filter. It can find conspicuities within each subband s Hn by applying a high pass filter to the local frequency content. Regions of the image with highly salient textures are identified by large values in the conspicuity maps s Hn .
Minimizing the saliency of these regions can be thought of as removing any conspicuities from the local frequency content-that is, subtracting s Hn from s Ln . To ensure that the values of s Ln remain positive after any modification, the procedure is revised so that any subsequent processing of s Ln is done in the log domain. Thus, s Hn is subtracted from the natural logarithm ln ðs Ln Þ instead, which is equivalent to a scaling of the original coefficients
The modified image can be reconstructed as a linear combination of the modified subbands.
ROI-Based Retargeting
Often, it is only desirable to draw attention to a specific ROI, or perhaps a few ROIs. For example, the target saliency map in the bottom-left part of Figure 3 indicates that we want the flamingo in the top right of the image to draw more attention than the rest of the image. To this end, we might supply a simple binary mask of the desired ROI with the objective of making this region as salient as possible relative to the rest of the image.
Youngmin Kim and Amitabh Varshney apply this concept in a straightforward manner to guide attention toward selected regions in visualizations of volumetric datasets 11 and 3D
meshes. 12 They model saliency as the convolution of a center-surround kernel-for example, the difference of Gaussians-with a feature map of an image. This rudimentary saliency computation can be written as a matrix multiplication Cx ¼ s, where C is the center-surround operation matrix, and x and s are, respectively, the vectorized feature and saliency maps. Suppose instead that we supply s as a binary mask of the ROI, with the goal of solving for an unknown x. If C is well-conditioned, then C À1 s is a vector of scaling factors that can be used to modulate feature channels (for example, intensity and color saturation 11 ) to increase the relative saliency of the ROI.
The absence of the target saliency as an input highlights a big redundancy-the lack of need for full-scale saliency computation-in the approaches outlined earlier. Saliency computation typically requires center-surround differences over the whole image. With the simplified goal of either increasing or decreasing saliency within a single region, it suffices to perform this operation on the ROI and its surroundings alone, rather than on the entire image.
A model we proposed elsewhere, 13 which estimates the relative changes in saliency of an ROI under rotation, demonstrates what can be accomplished by avoiding this inefficiency. Upon selecting an ROI, for example, the indicated tile in Figure 6a , we can obtain the edge distributions within this ROI and its surroundings using the statistical Hough transform. The solid red line in Figure 6b shows that the ROI in Therefore, a counter-clockwise rotation of the ROI can be represented as a leftward circular shift of its corresponding distribution, as shown in Figure 6b by the dashed red line. The dissimilarity between the ROI and its surroundings-that is, the center-surround operation that estimates the saliency of the ROI-is measured as the symmetric Kullack-Leibler divergence between their respective edge distributions. 13 We can rapidly obtain this measure for all possible rotation angles / of the ROI due to the concise representation of this modification as a circular shift of a 1D distribution. The result, shown in Figure 6c , is a complete inverse mapping of the ROI's relative saliency to rotation angle (note that a one-toone mapping between saliency and images still 
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does not exist, despite only a single feature being modified). The approach taken here chooses features in a manner that allows a simpler representation of the modification being made, and utilizes a center-surround operation that avoids redundancy by focusing only on the ROI. These two aspects grant the ability to rapidly predict the outcome of all possible modifications of the particular feature, in this case edge orientation. We applied a similar approach to hue for color-based attention retargeting. 6 Aside from benefits to computational complexity, this simplification might also allow more freedom in the problem formulation, particularly in the objective function used in optimization. For example, a recently proposed model by Tam V. Nguyen and his colleagues used a graph-based optimization for attention retargeting.
14 The input image is segmented into patches, and the set of patches i comprising the ROI undergo color transfer from a set of candidate patches x i . The candidate patches are mined from a large image dataset and correspond to the same objects found in the ROI so that color transfer occurs only between similar objects in an effort to maintain naturalness. Candidate patches for color transfer to the ROI are found by minimizing
(3) The data cost E d is designed to consider global center-surround differences, rather than local ones. It demands that the ideal candidate patch be highly dissimilar from the entire image content outside of the ROI. The smoothness energy E s is designed to punish dissimilarity between neighboring patches that are of a similar color-for example, belonging to the same object-and encourage it otherwise. In contrast to the data cost E d , this considers local center-surround differences to further enhance saliency. At the same time, it ensures that different objects in the ROI remain individually consistent in appearance.
Summary A summary of attention retargeting methodswhat they aim to achieve, their methodology, and any constraints imposed-is presented in Table 1 . Most existing methods are concerned with guiding attention toward a region by increasing its saliency. 6, 8, 9, [11] [12] [13] [14] The problem of repelling attention by reducing saliency is less explored. 10 From the analysis given earlier, it is reasonable to conclude that the approaches of Wong and Low 8 and of Hagiwara and colleagues 9 are the most computationally demanding, because they use full-scale saliency computation. Although setting hard limits on the modifications might be the simplest way to preserve aesthetics 8, [10] [11] [12] , this might not match the versatility of adaptive constraints.
14 Because an objective comparison of these methods currently does not exist, we will refrain from speculating any further on their strengths and weaknesses. 

Subliminal Attention Guiding
Subtlety is an important aspect of attention retargeting. Modifications that degrade an image so severely that they detract from the viewing experience are of limited practical use, regardless of whether they guide viewers' attention as intended. It would be of great value to be able to guide attention in the least intrusive manner possible. Ideally, the modifications wouldn't be perceivable at all, thus guiding attention subliminally. Retargeting attention without any perceivable alteration to the original stimuli might seem like an implausible concept. However, it is a topic of research in neuroscience and psychology that has received a fair bit of interest. Experiments on subliminal orienting of attention generally consist of reaction-time target detection tasks. In a typical experiment, each trial begins with the participant fixating at the center of a blank screen. After some time, a subliminal cue-that is, a visually unperceivable stimulus (experimentally confirmed to be unperceivable)-is presented on the screen at a random location from a set of predetermined possible locations. Sometime later, a target (that is, a visible stimulus) is presented randomly at one of these locations. Prior to the experiment, the participant is told to respond as quickly as possible to the target by pressing a key corresponding to the target's location. If the subliminal cue is truly capable of orienting the viewer's attention, reaction times to the target are expected to be shorter in trials where the cue is presented in the same location as the target. In this situation, the cue would serve as a subconscious hint to the location of the upcoming target. However, reaction times are expected to increase in trials where the cue and the target appear in different locations. Here, the cue would subconsciously distract the viewer.
A study by Samuel W. Cheadle and his colleagues investigates subliminal flicker as a cue for orienting attention.
15 Their display consists of three Gabor patterns, equally spaced on an invisible circle around the black fixation cross at the center, as shown in Figure 7 . The subliminal cue in their experiments consists of alternating the contrast of one of the three Gabor patches from maximum to minimum at a frequency of 50 Hz (corresponding to a 100 Hz refresh rate). The flicker is no longer discernable at such a high frequency, and the flickering Gabor patch appears identical to the other two. The target that follows the subliminal cue is a change in spatial frequency of one of the three Gabor patches. Participants' reactions to the target were found to be, on average, 15 ms faster in cases where the cue is presented in the same location as the target, which suggests that subliminal flicker is capable of drawing attention. Manon Mulckhuyse and her colleagues showed that a temporally asynchronous cue could subliminally draw attention. 16 In their experiment, they displayed three gray circular discs arranged horizontally, one of which (either the left or the right) appeared a short instant (16 ms) before the other two. In the study, participants could not accurately locate the disc that appeared earlier, suggesting that all three discs were perceived to appear simultaneously. The target consisted of a black dot that appeared inside either the left or right circular discs. Participants were told to locate the target as fast as possible. Reaction times were 11 ms 15 The subliminal cue hypothesized to draw attention is a flickering Gabor pattern whose contrast alternates rapidly at a rate of 50 Hz, making it appear identical to the other two static patches.
shorter, on average, in cases where the target was in the same location as the cue. Although these studies demonstrate that it might be possible to guide attention without awareness, they all use synthetic stimuli, and they used reaction time as a proxy for attention. It is uncertain whether such effects on attention would be observed if similar cues were applied in natural images and videos. Because reaction-time target detection tasks are less suitable for natural stimuli, investigation of subliminal orienting in natural images and videos would require eye tracking as a more direct measure of visual attention. One of the two existing studies to have done this is the work by Tai-Hsiang Huang and his colleagues, who displayed a circular blob (radius of 50 pixels and Weber contrast of 20 percent) for 50 ms prior to displaying an image in an attempt to subconsciously draw attention toward the blob's location. 17 The other study investigated the effect of subliminal flicker in natural images, where flicker was introduced to selected regions while alternating the contrast in these regions from high to low at a frequency of 50 Hz. 18 A comparison of eye-tracking data between participants who viewed the flickering images against those who viewed the original images suggests that subliminal flicker might, on average, repel attention rather than attract it. 18 However, a more detailed analysis is required to assess the statistical significance of these findings.
A s a relatively unexplored topic, attention retargeting presents a wide array of possibilities for improvement. For measurable progress, it is necessary to establish an objective framework for comparison of various approaches. Changing saliency is easy, but doing so in an aesthetically responsible manner is not. A reliable measure of aesthetics is of critical importance in this regard. Reverse-engineering existing saliency models might provide valuable insight and could pave the way to tractable models for predicting how simultaneous changes in multiple features affect saliency, which would be an important step forward. Subliminal attention retargeting might be considered an ultimate goal of this research direction, but further work is needed to investigate its plausibility in natural images and video. We hope that this article sparks interest in attention retargeting and motivates others to contribute.
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