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INTRODUÇÃO 
O objetivo deste trabalho é desenvolver uma análise 
qualitativa do comportamento das sOluções de um sistema de equações 
diferenciais ordinárias no !R
3
, derivado de um cir-cuito elétrico 
conhecido como "double scroll". Tal sistema consiste de uma equação 
dl.ferencl"al no ~3, 1" t "' mear por par es, cujas descontinuidades estão 
concentradas em dois planos paralelos e disjuntos, z = 1 e z = -1, os 
quais dividem o espaço em três regiões onde o campo de vetores 
associado está. bem definido e é regular. 
O trabalho baseia-se nos resultados de Chua, Komuro e 
Matsumoto [CKM1 e contém uma análise das bifurcações das órbitas 
periódicas (sela-nó, perlodo duplo, Hopf) e das órbitas homoclinicas. 
No capitulo I exibiremos a representação matemática do 
circuito e a expressão do campo de vetores associados. 
Na seção 1 do capitulo li daremos uma caracterização do campo 
de vetores através duma matriz real de dimensão três e calcularemos os 
seus autovalores e autovetores associados. Na seção 2 determinaremos a 
aplicação de Poincaré associada as diversas órbitas periódicas, o 
conjunto de pontos nos quais o campo é tangente ao plano z = 1 e as 
coordenadas dos pontos onde o campo atinge o plano z = 1. Temos que 
lembrar que a aplicação de Poincaré associada a cada trajetória 
periódica do campo e definida pela sua respectiva posição nas regiões 
determinadas pelos planos de descontinuidade z = 1 e z = -1. 
No capitulo III fazemos um estudo das bifurcações das órbitas 
periódicas do campo de vetores, tendo como principal resultado um 
teorema que caracteriza os diferentes tipos de bifurcações, baseado nos 
autovalores da derivada da aplicação de Poincaré. 
No capitulo IV, damos os diversos itinerários de certas 
órbitas homoclinicas e heteroclinicas. Também obtemos a expressão da 




O objetivo principal deste capitulo é exibir um modelo 
matemático obtido através de um circuito elétrico o qual possui um 
resistor não linear. Nas seções seguintes estudaremos o comportamento 
do campo de vetores associado a tal modelo. 
Consideremos o circuito na Fig.l.l, que é chamado de "double 
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v = voltagem passando pelo capacitar c 
1 c, 
voltagem passando pelo capacitar c z 
a corrente através do indutor L 
equações: 
a voltagem v/s a corrente caracter1stica do resitor não 
linear em Fig 1.2, 







Fig 1.1 circuito "double scroll" Fig 1. 2 Resistor não linear 
O sistema (1. a) pode-se transformar em: 
-=ex y- (b+1)x-- (a-bHix+11-lx-11) dx { 1 } 
d< 2 
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c z ·--G 
i L 
GB = x-y+z 
p 
Neste ponto passamos a exibir a forma da função g(vc
1
) tendo 
em consideração a figura 1.2. 
Cátcuto de L
1 
Sabemos que a equação da reta passando pela origem é: 
y = m x 
















11 11 I 
então 
p=[-B,-mB) 
p 1 p 
-mB >O pois m <o 
1 p 1 
A equação geral da reta é dada por 
(1. b) y = m x + n 
por conseguinte 
L3 ' g[\) = mv + n 




o ' 1 
pertence a L
3 
= -m B + n = 
o p 
mv 
o ' 1 





com -oo < 







mB <o pois m <o 
1 p 1 
Agora por (1. b} temos que 
m v + n' 
o ' 1 
Como o ponto p' pertence a L2 , temos que 







n' = h- mo) B p 
portanto 
L g(\] = mv + (m1 - m0) B com B s v < = 2 o ' p p ' 1 1 




v € IR • 
01 
l 
mv +[m0-m1) B -= < v s B o ' p '1 p 1 
mv 
1 ' 1 




-B s v s B 
p o p 
1 
(m, - mo) B Bs v < = p p ' 1 
+ 2
1 [m- m) [I v + B I - I v - B 1] 1 o c p c p 
1 1 
Agora vamos demonstrar que r(vcJ = g(vcJ para qualquer 
Seja r = -B -acom 
p 
a> O, ísto é, r e (-co, -BP) 
- a+ B 1-1-B - a - B 1] 
p p p 
=-mB -ma-mB +mB 
Op O lp Op 
=-ma-mB 






-m (s + o p 
Portanto 
a)+mB-mB o p 1 p =-ma-mB o 1 p 
Para o caso r = B + a onde a > O , é análogo. 
p 
Portanto, temos que 
f = g em [BP , co) 
Agora, vamos provar que f = g em ( -B P , B P J 
Separando em duas partes 
no intervalo (-s.. o] 
no intervalo [o . s,) 
i) Sejaa>Otalque -B <-B +a<O 
p p 
r(-BP +a} = m:0(-BP +a) + ~ (m1- m0) [1-BP+ a+ BPJ-1-B/ a -BPJ] 
= m0[-B, + •] + ~ h- m0) [2a- 2 BP) 
=-mB +ma+ma-mB -ma+m B 
Op 0 1 lp 0 0 p 
Portanto 
f= g em (-s, • o] 





r(s. - a) = m0 (s. - a) + _!__ [m 2 1 - m l [1s - a+ B 1-IB - a - B 1] o p p p p 
= m (s -o p a) + ~ (m. - m0) (z BP - a - a) 
- •) + ~ (m. - m0) [z BP - 2a) = m [a o p 
=m B -ma+m B -ma-mB +ma 
Op O lp 1 Op O 
= m1(a. - a) 




f = g em (o. s.) 
Obviamente as funções f e g são iguais nos pontos -B , O e 
p 
B , então concluimos que 
p 
f(r) = g(r) para todo r e IR. 
Como v 
01 
= x B , substituindo em f, temos: 
p 
= m x a +-2
1 (m - m ) [!x a + B \-lx B -a 1] 
Op 10 PP PP 
= m0 x a.+~ (m 1 - m0 )[1B.I\x +1\-IB.I\x-1\] 
B 





[ mx 1 [m =o:y-x-++z r - : 0 -)[Jx + !J-Jx-!J]} 
=+- [b+ 1) x+f[•-b)[Jx+ !J-Jx-!J]} 
Por- conseguinte, o sistema fica: 
dy = X - y + Z 
d< 
dz 






2.1. Forma normal 
O objetivo desta seção é caracterizar um campo de vetores 
sobre o IR? linear por partes, através de uma conveniente representação 
matricial. A grosso modo subdividindo o espaço em regiões e sobre cada 
uma delas o campo é continuo, fazemos um estudo sobre a dinâmica do 
campo através do fluxo associado. 
Antes apresentaremos alguns resultados e definições básicas. 
2.1.1 Definição 
~ {: + q X E R • Seja f(x) X E R o 
Ax- q XE R 
onde 
R± = {x e IRn ± <oc , x> - t: > o} 
um campo de vetores linear por partes n - dimensional numa 3 - região. 
n 
Então f(x) é próprio se não existe um subespaço E c lR o qual é 
paralelo a U = { x e IRn : <ex , X) = e} e invariante sob a ação de B. 
2.1.2. Observação: 
No caso em que este campo está. definido numa 2-região então 




X E R 
• 





R± = {x E IRn : ±{<a , x> - (3 > o} 
Teorema: (Forma normal de campo de vetores lineares por 
partes próprios nurnna 2 - região) 
Qualquer campo de vetores n-dimensional próprio continuo por 










X E R 
R±= {x e IR0 : ±(<a, x>-c) >o} c=O,±l 
( b) 
T a = (1,0, ... ,0} 
s ~ [~. :- . ~ l • • • 1 
~ a ... : •• a 
n n-1 1 
T 
q = -(cl, ... ,cn)T 
c~ 
[
c 1 l .t· . o t . . . 1 
n-1 • 
C -a a • • • • • ·a 
n n n-1 1 
e IR0 então (a) escreve-se como 
x,(x) ~ f(x) 
I = s x +z ~I <a:,x> -• I + ((a,x> c = o, ± 1 
ii) Sejam u , ... ,u G. 
1 n 







a = (-l)k-1 
k 
r u u 
/., I I 
1 k 
onde [ percorre todos os i
1
, ... , ik tal que i
1
< ... < ik 
Sejam v , ... , v e C os autovalores de C. Incluindo suas 
I n 
multiplicidades, temos que: 
bk = <-ok-1 L v ... v 1 ~ k ~ n 
I I 
1 k 
onde l: percorre todos os it'' ..• ík tal que i < ... < i então 1 k 
c = b -a 
k k k 
-I Se existe C e Q 
xr(x) = f(x) 
e 
k-1 













1 ~ k ~ n 
então (a) escreve-se como 
X E R 
+ 
X E R 
, ..... 
Demonstração: Ref [21 
Primeiro fixamos um sistema de coordenadas que chamaremos de 
3 
canOnico em IR . 
3 3 Seja f : lR -t IR um campo de vetores continuo por partes 
tal que f(-x) = -f(x), isto é, invariante por uma simetria impar. 
No restante deste trabalho, vamos supor que f(x) é um campo 





Dois campos de vetores f e g são ditos linearmente conjugados 




Define-se os plano V e V como 
1 -1 
V ±l = {x e JR3 : <a. , x> = ± 1} 
T a. = (1, o, 0) 
(Fig. !.a) 




em duas partes: 
v; = {x E V1 : <o: , A x> ) o} V~ = {x e V1 : ( ex., A X) > o} 
v• = {x e v : <-« . 
-1 -1 v : <-ex. A x> < o} -1 
A região que tem como fronteira V e V é chamada de região 






Planos de fronteira da região intermediária 
12 
1 
I! Jl ! 
2.1.6. Proposição: 













em outra região. Então f está unicamente 
determinado por: 
f(x) =A x +i p {I<«, x>- q + (<«, x> -ll} + ~ p {l<a,x> + q -
- (<tt, x> + n} 
{
B(x - P) 
= A X 
B(x + P) 
onde 










] A= o 
az 3 
a = u + u + u3 1 1 z a =-(uu + 2 1 2 
b1 = v + v + v3 1 2 













2 3 3 1 
a = u u u 
3 1 2 3 
b = v v v 




3 3 21 22 
1 r ---
li ~I 
e < , > é o produto interno usual. 
Demonstração: 
Seja n = 3 em (a} e (b) e tomando e = 1 no teorema 1.3 e pela 





Cx + q 
f(x) = Sx 
ex - q 
R± = {x e !R3 : 
R = {x e !R3 o 




X E R 
± (((X ' x> - !) 
i<<X ' x> s 1} 
> o} (X = (1,0,0) T 
q = -[c,c,cf 
1 2 3 
[::+a 
1 
:J s = [~3 
1 
:J C= o o a a 3 3 2 2 
Agora tomando p = (c,c,c'íe !R3 então por (i) 1 z 3J teorema 1.3 






e C são 
autovalores de S então 
k-1 
a = (-1) L u u u 
k 1 l I 
1 2 3 
Por conseguinte temos: 




ll IL I 
a = -L u u = -(ulu2 + uu +uu) 2 I I I 3 2 3 
I 2 




I 2 3 
I 


















=L v = v +v + v 
I I 2 3 
I 
=I: v v = -(v v + v 
11 12 1 2 1 
= b -a I I 
I 
v v v 
I 2 3 
v3 
c = b - a +L a c = b z z 2 I 2-1 
i =1 
c = b -a +a cz + a c 3 3 3 I z I 
Suponha que existe c-1 matriz 
vamos determinar o vetor Q. 
+v 
V3J 2 
-a + a 
2 2 
real tal 




que Q = 





3 e R. 










3 :3 z 1 






3 3 1 2 
Por conseguinte 
r· -a I a!c-ca 1 -1 = -c q = detC c a :3 3 z 1 1 1 
czaz c +a -c a 3 3 1 z 
r-·z 
c -a c 
+ C3) I 
1 1 z 
= detC a3 cl 
aa cz 
Por (iii) do teorema 1.3, temos que 












o a = 3 
c b a 1 
3 3 z 1 3 
a c 3 
zb 
3 
[c3 ·3)[1 - :3) 
a 





11 IL I 
Como c=b-a+ac+ac 
3 3 3 21 IZ 
então 
ac+ac=c+a-b 
21 12 3 3 3 













C (x- Q) 
Sx 
C(x + Q) 
então concluimos que 
f(x) =A x + ~ p {!<oc,x>-11 
{ 
B(x - Pl 
= Ax 






- b l a3 = c .. 





X e R 
Tomando B ::: C , A = S e Q = P nos resultados acima 
2.1. 7 Definição: 
Para cada autovalor real u
1 
na região 
define-se os pontos C e V por 
l l 
17 





O vetor ~é 
I 
com i = 1, 2, 3. 
Prova: 
Para o caso = 
[;3 
I 
!J [:~ o a 2 
então 
logo 
Para os casos i 
Assim, 







l I v .. 2 v 3 
c 
I 
v = u v 





= ( 1, u1, u~) 
2 e 3 a prova 
c = [I. "2' u~) 2 
c = (1. u3, u~) 3 
v = uv 
2 I I 
v = uv 
3 I 2 
a v +a v +a v = uv 
3 I 2 2 I 3 I 3 
é análoga. 
oc;= (1. u1, u:) é um autovetor de A associado ao 
autovalor u
1
, com i = 1, 2, 3. 
2.1.9 Definição 
Similarmente, para cada autovalor real v
1 
na outra região, 






v l a3 
--ç-
v,{v-c)a 
1 3 3 




Para o caso i ~ 1 temos: 
:.1 [ :: ] [:: :: ] [::+a 
1 
o ~ .. 
az (c + 3 3 3 3 
então 
u ~ h - c )u z 1 1 
u ~ vu - c u = v (v - c )u - c 3 1 z 2 1 1 1 1 1 z 
~ hh- c,) - c Ju z 1 
Logo 
v,~ [1, [v1- cJv 1 h c,]-cz) ~ 
c u + u ~ v u 
1 1 z 1 1 
c u + u ~ v u z 1 3 1 z a )u 
3 1 




{v (v -c )-c )a l 1 1 1 2 3 
a, 
1 3 





l! 11 I 
Agora 




a (v -c ) a






= P D )são 
I 
i=1,2,3. 
05 autovetores de 
2.2 Aplicação de Poincaré e Órbitas Periódicas 
B associados aos 
Nesta seção analisaremos as órbitas periódicas do campo. 
Determinaremos as expressões das aplicações de Poincaré associadas às 
diversas órbitas periódicas da equação. Portanto devemos considerar o 
itinerário de cada órbita periódica do sistema. 
2.2.1. Tempo de retorno 
Sejam A e B duas matrizes regulares: 
a) Para x e v• , suponha que existem y, z e v- tal que: 
I 1 
-At y =e x onde inf{t'>O : 
At' t} t = l<el, e- x>l = 










Tempo de retorno ao plano V 
1 
v, 
O tempo de retorno de coordenadas de x e V
1 
, i = 1,-1, é o 
mlnimo tempo em que o campo atinge novamente o plano V
1 
quando é 
aplicado neste ponto. Neste caso é o par (t,S). 
Desde que 'AW = B(w- P) para todo w e V, por continuidade do 
1 
campo de vetores em R
0
, temos: 
z= eb8(x- P) = A-1A(eb.8(x- P) + P) = A-1 B ebs (x- P) 
-1 
A ba Cs 
e x =e 














ll li_ I 
onde 
T e = [1,0,0[ 
I 
T e = {0,1,0] 
2 
Se h T -at T " e + e 2 " + e 3 
T e
3 
= [0,0,1] T h1 = [1,1,1] 
T 
e"] é regular, denotamos sua " 
matriz inversa por: 
Klt,s) = [e, 
então temos: 
«T -at T e + e " 2 






T + e " 3 
b) Para X e V+ ,suponha que existem y E V e Z E V-
1 
tal que (Fig Z.b) 
I ~ 
-At 
y =e x onde inr{t'>o I -At' } t = <«, e x>J = -1 
inr{s'>o b<' } s = <«, e (x-P)+P>=l b• z = e (x - P) + P onde 
O par (t,s) e dito tempo de retorno de coordenadas de x pela 









Desde que Aw = B(w - P) para todo w e V , por continuidade do 
1 
campo de vetores, temos 
onde 
"' =e x 
Posto que 
T -At 




e a e + 
1 
onde h2 = (-1,1,1) 
Se 
[ 





T -At = e a e + 
1 
então temos 
e y E V 
-I 
T 







regular, denotamos sua 
-I 
l~ li_ I 
2.2.2 Orbitas Periódicas 
A caracterização das órbitas periódicas dependem de como as 





:'Ji.po 1: ~= v --7 v --7 v --7 v 
1 1 1 1 
R 
Fig 2.4 Itinerário Fechado em V 
1 
X ~ K(t ,S )h 
1 1 1 
y = K(t ,s ) z z 





As condições do tempo de retorno são 
para todo t com O<t<\ 
para todo s com O<s<s1 
para i = 1,2 
Agora 
para (ii) temos 
e e y = X 
Logo: 
então a aplicação de Poincaré associada a esta órbita é: 
Logo a aplicação de Poincaré é determinada pela composição de 
todos os fluxos associados a esta órbita, e o periodo das órbitas é 
t
1 
+ s + t + s , isto é, é uma órbita do periodo dois. 
1 2 2 
(Fig 2.5) 
25 
'- .. _, 




X = K(t ,s )h 




e ~ t ,s h = -e 1K t ,s h c.[) -At[) 
222 112 
As condições do tempo de retorno são: 
com i = 1,2 . 
para todo t com O<t<t
1 
para todo s com O<s<s 
1 
26 
L I.L I 
Estas condições significam que estes pontos são hiperbólicos, 
isto é, que a aplicação de Poincaré não tem autovalores com módulo 1, 
ou seja, IDn (xll ~ I . 
A aplicação de Poincaré como no caso anterior, é a composição 
dos fluxos, e o ponto x é um ponto periódico de periodo t +s +t +s 




':ri.pc 3, i.ünetláltl.o< v --> v --> v --> v --> v --> v -> v 
1 1 1 1 -1 -1 1 
(F!g 2.6) 
R 
Fig 2.6 Itinerário conectando V e V 
1 -1 
X = K(t ,s }h 
1 2 2 
y = K(t ,s )h 
2 2 1 
z = K(t ,s )h 
3 3 2 
ecs 1K(t ,s)h =e c~(t ,s )h 
112 221 
27 
'- .. _, 
quando 
então 
Com as condições de retorno: 
I c<' e-At K[t ,s )h I • I 
1 1 J 
« e K t ,s h ~ 1 T C• [ l 
1 1 J 
para todo t com O < t < t 
1 
para todo s com O < s < s 
1 
j = I (i = 2) j = 2 (i = 1,3) 
Agora 
por (i) temos At
2 
Co 
1 e e x=y 
por {ii) temos At
3 
c. 
2 e e y = -z 
por (iii) temos At Co 
1 3 e e z = -x 
At co At Co 3 At Co 
2 ' ' 3 2 e e e e e e y = y 




esta órbita tem periodo s
1 
+ \ + s2 + t 2 + s3 + t 3 
3-periódico. 
ie, x é um ponto 
Seja f um campo de vetores linear em 1R3 com um par de 
autovalores complexos conjugados a- ± iw e um autovalor real f . 
Seja v um plano não paralelo aos autoespaços fora da origem, 
gerado pelos autovalores acima. Denotamos por: 
28 
l' li_ I 
(2c) L = {x e u f(x) 11 u} 
o conjunto de pontos de tangência entre f e u . 
2.2.3 Proposição. 
Sejam f e u com as condições dada na definição acima, então 
existe um sistema de coordenadas tal que L é uma reta em u. 
Para provar esta proposição precisamos o seguinte: 
2.2.4 Lema. 
3 
Seja f um campo de vetores em IR com ff ± iw e '1 seus 
autovalores, então existe um sistema de coordenadas x' = (x' ,y' ,z') em 
1R
3 tal que f é transformado em sua forma de Jordan real e a equação 
para v é: 
u = {(x',y',z') e IR3 x' + z' '= t} 
Prova. 
Escolhendo e , e , e em IR3 tais que 
a b o 
i} e é a parte real do autovetor complexo associado a ff ± iw 
• 
ii) eb é a parte imaginária negativa do autovetor complexo 
associado a ff ± iw 
iii) e é o autovetor associado a r 
' 
Seja Q = [e, e, e] a b o então 
transforma qualquer matriz 3 x 3 com autovalores cr ± i w e r em uma 
forma de Jordan real, ie, 
-w 
~ l o 
29 
l: li I 
Logo neste sistema de coordenadas x" 
seguinte forma: 
-1 
= Q X ' f assume a 
f(x") = J x" 
onde 
x" = (x'', y", z") 
Mais ainda, v é representada por: 
u:lx"+my"+nz"=d 
n ~O e d "#- O pois v não é paralelo aos autoespaço 
e não passa pela origem. 
e e 
' 
Neste novo sistema de coordenadas x", os três 
são transformados em três eixos ortonormais, 
vetores e , e 
• b 
o autoespaço 
gerado por e e e é transformado no x"-y"-plano e o autovetor e e 
• b ' 
transformado no eixo z". 
O plano v é transformado no plano v" que também não passa 
pela origem e não é paralelo ao plano x" - y". 
Nosso passo seguinte é rodar v" tal que ele forme um ângulo 
de 45° com o plano x" - y" e intercepte este plano em x" = 1. Isto pode 
ser obtido escolhendo ainda um outro sistema de coordenadas x' = 
(x' ,y' ,z'} 
(0,1,0) e 
tal que os três vetores ortonormais 























paralelo e v" 
e J... e tal que a ponta de e
1 
pertence a v" 
1 2 
e e e pertencem ao plano x" - y" 
1 2 





) , onde d
3 
é escolhido tal que a ponta de e
3 
pertence a v" . 
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e = (a',b',O) 2 
.. 1) la' + mb' = o 
'* 2) aa' + bb' = o 
.. 3) la + mb = d 
.. 4) 
2 a + b2 = a'2 + b'2 





Logo substituindo em (2) temos: 















+ m2) = dm 
"' b = 
dm ----
Logo 







t2d T m2d - dm2 
= 
t(t 2 T m2 ) 
d 
e= -"--
1 ft2 2 




agora, substituindo a e b em ( 4) temos 
a'2+b'2= 
de (1) temos que 
a' = - mb' --y-
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2 2 2 




l2 + 2 m 





b. 2 = d2 + 
e• e• z +m 
( l2+ mz)b' z 
d2l2 
= 
t•+ 2 m 
b. z d2l2 = 







a' = - mtd 
:} a' = 
d e = --,"----,-




• 2 2 
< +m 
(-m,l,O) 
por (v) temos que 
então 
[ooct]•v" •• 3 




É claro que a relação entre x' e x" é dada por x' = Q -lx" 
1 
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'· ,. ' 
onde 
onde 
o = 1 [el,eZ,e3] 
dl -dm o 
lz+mz tz+mz 
o = dm dl o 1 lz+mz 2 2 i: +m 
o o d/n 
[ ~: ] [ x" ] -1 y" = o, z" 
I m 
d(l 2 +m2) d(t2+m2J 
-1 -m l o = 




f(x'J = 0-1 f(x"J 
1 
= Q-1 J x" 
1 
= 0-1 J O x' 
1 1 
[ ~ -1 
= Ql : 
[: 
-w 









~) o, [ ~: ) 








l (l,m,n) Q1 y' = d z' 




Prova da Proposição 2.4 
Pelo lema 2.5 temos que existe um sistema de coordenadas 
X' = (x' ,y' ,z') em IR3 tal que f pode ser escrito como: 




Mais ainda, nesse sistema de coordenadas temos: 
(2d) v {<x' ,y' ,z') : x' + z' = r} 
Para cada x e L por {2c) 
t 
h = (1,0,1) é um vetor normal a u, dai: 
temos que <f(x),h> 
O = <f(x'),h> = <{ax'- wy', wx' + ay', r.z'> , U,O,l)> 
= ax' - wy' + 72' 
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O onde 
L 11. I 
e 
y' - ~ x' + '1 z' 
w w 
w 
Como z' = x' - 1 (por (2d) e definindo cr 
1 
=-
temos definida a reta L através da equação 
y' = cr x' + '1 (x' - 1) 
1 1 
Concluímos então que o conjunto dos pontos de tangência entre 
o campo f e o plano v é a reta L definida acima. 
2.2.5 Pontos de interseção do fluxo em V
1 
Nesta seção exibiremos as coordenadas do fluxo definido na 
região intermediária ao passar através do plano V
1
, isto é, 




O campo de vetores na região R
0 




Então o sistema de equações diferenciais associado a este 





X= A X 
Os autovalores desta matriz são 
u > o 
1 
CF ( 0 
Agora vamos resolver este sistema 
ParaÃ=u 
1 1 
temos o seu autovetor associado v é solução 




e por conseguinte 
Logo 
-uv+v=O 





+ a v z z +a v =O I 3 
Fazendo o mesmo para o autovalor i\
2 
= (J' + iw temos que o 
autovetor w associado a i\
2 
é solução de 
(A - ((J' + iw)I)w = O 
Então temos 
e por conseguinte 
Logo 
-(a- + iw)w + w = o 
I Z 
-((J' + iw)w + w = o z 3 
= ((J' + iw)w 
I 




Agora as soluções procuradas são: 
;1 t [ 
I 
l ~1 (t) = u 1 2 u 1 
[ cos( tw) 





.. sen(tw) +w cos(tw) . ' 
(cr- w2 l.sen(tw) + 2 cr w cos(twJ 





















u~x 0+ eO't((a-2 - w 2 )y 0+ 2o-wz0)cos(tw) + ecrt((cr2 -w2 )z0-2o-wy0) 
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\ 




definidos em 1R3 
Neste ponto determinaremos as coordenadas do ponto p 
(fig. 2. 6) que é o ponto no qual o campo definido em !R
0 
atinge o plano 
v. 
' 
Seja a terceira coordenada do fluxo cp(t) 
[ ) 
u,t z a-t[ z z ) F x,y,z,t = e u
1
x + e (u -w )y + 20"wz cos tw + e (0"-W)Z-"'[ z z 
Suponha que existe t* = t*(x,y,z)>O tal que F(x,y,z,t*) = 1 
39 
Logo temos: 
O't• O't* e cos(t*w)y +e sen(tw)z 
= { e:':: + 
1 o-t• o-t• e u
1 
x +e (O'y + wz)cos(t*w}+ e (0'2 - wy)sen(t*w) 
I 
O plano M = W8 { O) é dado por: 
M = {(x.y,z) e 1R3 x + z = o} 
Definimos os seguintes conjuntos em 1R
3 
Lo = { (x,y,zl E ~3 2 2 2 , -x < z < I } fixo X + y = r r o o 
l: = { {x,y ,z) e JR3 z 2 < 2 I } X + y r z = 
I 
o 
Logo o ponto q definido em 1:
0 
é 
q = [r 
0
,e,z) -n<B<n -x<z<l 
Nota. o ponto q está escrito em coordenadas cilíndricas 






JR2 em um subconjunto 
isto é, 
2 de IR • 
urna aplicação definida num subconjunto de 








é fixo e 9 = tn -1(y/x) é tal que -n < B < n: e portanto a 
aplicação procurada é dada pelas duas primeiras coordenadas do fluxo 




1 ""' 1/J(B,z)= r e cos e +r e cos(t10w} sen8 o o 
u ,. 





Assim, o ponto p é dado por: 
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CAPITULO III 
3.1. Bifurcação de Órbitas Periódicas 
O objetivo desta seção é estudar as bifurcações do nosso 
sistema através da existência de órbitas periódicas 1 onde a derivada 
da transformação de Poincaré associada, possui autovalores no circulo 
unitário. 
O principal resultado é a obtenção de condições sobre o 
sistema para caracterizar os diferentes modelos de bifurcação. 
A seguir daremos uma conveniente expressão para a derivada da 
transformação de Poincaré associada a uma órbita periódica do sistema. 
3.1.1 Proposição. 
Seja X um ponto periódico, com período t +s +t +s +t +s . 
1 1 2 2 3 3 
Então a derivada da aplicação de Poincaré 1l em x é dada por: 
3.1.2 
07l{X) = [ I _ A~" T ] :• n 
ex Ax 
A.t Bs 
n I e ........ e 
At 
e ' 
Para provar esta proposição usaremos o seguinte: 
Lema. 
Seja n v~(y3) ~ V 1 a aplicação de Poincaré associada ao 
ponto periódico y3, onde v~(y:3) é uma vizinhança de y3 em V~ . Então a 





E = { x E IR3 (a::.,x> = 0} 
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e e e 




Órbita Fechada em que se baseia a demonstração do lema 
Fórmula similar é obtida para outros tipos de órbitas, 










. Suponha que existe t
0
> O tal que 
Y = e o 
At 
O E y+ 
I 
e 
I T At I ex. e x0 ':#. 1 para todo t com O < t < t o 




. v' pOIS y E 
O I 
Então pelo teorema da função implícita, existem uma 
vizinhança V~(x0 ) de x0 em v 1 e uma funça.D: 
tal que: 
(J.a) F(x,t(x)) = O 





agora derivando 3.a, e calculando em x = x temos: o' 
aF(x, t(x)) 
a x 
+ ~a"F-'("'xê;' o;' ('-'x")-'--1 
a t 




r, v-[x ]---> v' 




' At{x} x~ f(x) =e x 
f é chamada a aplicação de retorno de v~ em v; 








= A eAt(xl Dt(x) x + eAt{xl\x = 
Al 0 [ T rl 
At 
-A T e a Ay
0 
a e 
T[ T -A yoa. o:: 
T 
- A y a 
o 



















] or(xn) At o = e T o: Ayo 
Para v---> v• o estudo é anál,ago, trocando o: por -o: 
-1 -1 








(X ,t ) 
o o 
. v• pOIS y E 
o -1 










1 =a y o + 1 = o pois 
T 
o: Ay = o <o:, Ay ><t O o 
Então pelo teorema da função implícita, existem uma 
vizinhança V~(x0 ) de x 0 em V~ e uma função 
46 
tal que: 
(3.b) G(x,t(x)) = O e 
então 












g v-, (x ) -----7 v+ 
o -1 
x --> g(x) At(x) =e x 
- . 





) = A e o Dt(x
0
) o X + e o 




[I- A~o"T l At Dg(x
0
) 
o = e 
a. Ayo 
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Passo 3: órbita V+ ~ V- (ou V+ ~ v- ) 
1 1 -1 -1 
Seja x
0 
e v: , suponha que existe s
0 
> O tal que 
y = e 
o 
•• 
o(x - Pl 
o + P e v~ e 
T{ "'( o: e x




H(x , s ) = o o • 
a H(x,t) 
a t 
H(x,t) = o: e (x - P) + P - 1 T{ Bt } 
I - "T (x ,s ) -o o Bt I B e (x - P) (x ,s ) = o o 
pois 
- Pl 
Entã.o pelo teorema da função implícita existem uma vizinhança 
V+(x ) de x em V+ e uma função 
1 o o 1 
tal que 
(3.c) H(x,s(x)) = O 
s(x ) = s o o 
e 
s : V+(x ) ----7 lR 
1 o 
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Logo, derivando 3.c, e calculando em x = x
0
, temos: 
[ 8 Hlx0 ,s 0 J r a H(x0 , s0) Ds(x0) = a t a x 




I O I 
x -------7 h(x) = eBs(x}(x - P) + P 
h é dita aplicação de retorno de v; em v~ 




•• o = B e (x 
o 
= B(y - Pl o 
- P) 
[ 





o: e +e 
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Passo 4: 
Aplicamos o passo 1 a y 
3 











f ' 3 
- . 
V(y)--->V 
1 3 1 
- . 
v (y )--->v 
1 1 -1 
- . 
v_l(yzl~ vl 








- P) ~ Ay 
temos que 
1 
h : V+(x ) ---} V-
1 1 1 1 
h : vt- (x J-----) v-
2 -1 2 -1 
h · v•(x J v-
3' 1 3 ---} 1 
- P) 
o[h" r) ~ Dh [r (y l) or [Y) 
13 133 33 
pois: 
(veja Fig. 3.1} 
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Assim: 
Oh (x ) or (y ) = [r -















« A y 3 
Ax a 
1 
T v·· [e"· T a. A y3 l 
[r -
Ay a T l [:·· Ay 1 aT l At 1 1 = e T aTA a Ay y3 1 
temos: 
[r -
Ay a T F·· - [ At 1 1 = e T a Ay 
1 
Similarmente para as composições 
h
2 
o g , v-(y l _____, v-
t 1 1 -1 

















'- _ .. _, 
Passo 5: 
A aplicação de Poincaré ll associada ao ponto periódico y e 
3 









Ax e = e Y, = 1•1 
[i = 1, 2,3; X =x t = t,) 4 1 4 




















+ P) = A y 
2 
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temos para = I. 2 
T 
Ay 1 +1 a 
T 
a A y 1+1 
1•1 e l .. e At ••• 
1•1 
[
A y aT 
l = 




[ Ay 3aT ]"' At [ Ay2aT ]:' 
At 3 3 I 2 2 = I - e e e 
aTA y3 aTA y2 
[I 
Ay laT ]:' At I I e 
aTA yl 
[I 
Ay 3aT ]."' At [ Ay2aT ]."' 
At 2 •• At 3 3 I 2 I I = e e e e 
aTA y3 aTA Y2 




Prova da Proposição 1.1. 
Os argumentos utilizados na demonstração do lema 1.2 são 
facilmente estendidos para qualquer n, onde n é o período da órbita. 
3.1.3 







1 e ..... e 
At 
1 e 
Seja x um ponto periódico e seja Dn:(x} a derivada da 
aplicação de Poincaré em x. Então uma bifurcação local ocorre quando um 
autovalor atinge o circulo unitário. 
Em particular, temos: 
{1) i$~ ócla-nd: se Dn:(x) tem um autovalor 1. 
(2) 13~ fl€/LÚ'M-duplo: se Dn:(x) tem um autovalor -1. 
(3) 13~ de H.opf.: se Dn:(x} tem um par de autovalores complexos 
conjugados com valor absoluto 1. 
3.1.4 Lema. •• 
Sejam M = e n 
At 
n e .... e 
•• 1 At 
e 1 T ~trM e D 
Então Ax é um autovetor de M associado com o autovalor 1. 
Demonstração. 
~ det M. 
Para o caso n = 3 , x = y 
3 
e pelo passo 5 da demonstração do 
Lema 3.1. 2 temos que: 

























..... e e Ax = Ax 
Ax é um autovetor de M associado ao autovalor 1. 
Proposição. 
O operador L = 
Axa:T 
a:TAx 
] é a projeção de ~3 sobre 
{ x e 1R
3 
<a:,x> = O} através de Ax. 
Observação. 
O plano { x e 11~? <a:, x> = O} é chamado o ortogonal de a: e se 
escreve ortg o:. 
Prova da proposição 1.5: 
Fig 3. 2 Projeção do vetor 




3 z e R então 
1R3 = Ax Gl ortg a 
z=rAx+y onde y e ortg a. 
y = z - '1 Ax como <a,y> = O temos que 





P (z) = z - <a., z > Ax = [1 <a., . > Axl (z) 
"" <a::,Ax> <a:,Ax> 
P Ax (z) é a projeção de z ao ortogonal de a:: na soma direta Ax e ortg a.. 
Agora 
Ax« T lz) Ax« T <a,z> Ax z 
= = 
·aTAx T <o:,Ax> « Ax 
Logo 
Lz= [1 -






L é a projeção de rR3 sobre ortg a == {x e IR3: <a.,x> = o} 






) os autovalores de M associados aos 








) são os autovalores de 








, i = 2,3. 
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Dn(x) = LM e como Ax é autovetor de M associado a 1 temos: 
Dn(x)Ax = LMAx = LAx = O = O Ax 
Ax é um autovetor de Drr(x) associado ao autovalor O. 




Agora, seja v e 1R3 então v ::: r Ax + L v 
Drr(x)v = LM(rAx + L v) = r LMAx + LM(Lvl 




= Dn (x) (L v 
2
) 









é o autovetor de Dn(x) associado a :\
2 
] =o 
Similarmente L v 
3 
é o autovetor de Dn(x) associado a \f 




) associados aos 




= L v 
1 
, i = 2,3. 
Estes fatos fornecem as condições de bifurcação no seguinte: 
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3.1.7 Teorema. 
Sejam M, T e D como no lema 3.1.4 e x um ponto periódico de 
V+ . Temos as seguintes propriedades: _, 
{i) Se existe uma bifurcação sela-nó então 2 - T + D = O 
(ii) Se existe uma bifurcação perlodo-duplo então T + D = O 
(iii) Se existe uma bifurcação de Hopf então D = 1 e (l-T)2 - 4 < O 
Demonstração. 
(i) Observemos que neste tipo de bifurcação temos que se Dn(x) 
tem um autovalor 1 então M tem autovalores (1, 1, ~}· 
Seja 
h(i\) = i\ 3 + a i\ 2 + b i\ + c 




e por conseguinte 
h(;\) = (;>. - l)f(Ã) 
onde 
f(i\) = i\ 2 + (a -t l)i\ - c 
como 
a = -T e c = -D 
temos: 
f(!.) = t.z + (1 - T)t. + D 







(ii) Se existe uma 
um autovalor -1 então 
Seja 
bifurcação de período duplo temos 
M tem autovalores (1, -1, ;\)· 
h( X) "" À 3 + a À2 + bÀ + c 
que Dn(x) tem 
o polinômio característico de M e como -1 é um autovalor, temos que: 
-1 + a - b + c "" o 
Dal: 
c=l-a+b 
e por conseguinte 
onde 
f( À) = À 2 + (a - l)À + c 
ou equivalentemente 
f(Ã) = Àz + (-T - !)À - D 
como 1 é autovalor de M, então 
1-T-1-D=O 
Logo 
T + D =O 
(iii) Neste caso Dn:(x) tem dois autovalores complexos conjugados 
então M tem autovalores (1, À, À) 
Seja 
3 2 
h(À) = À + a~ + b~ + c 
o polinômio característico de M e como 1 é também autovalor de M 
temos 
h()d = (À- l)f(À) 
onde 
2 
f( À) = À + (a + I )À- c 
ou equivalentemente 




D = I 
Logo 
f(;\) = ;>.2 + (I - T)À + I 
Como f(~) tem duas raizes complexas conjugadas, temos que 
(I - T)2 - 4 < O. 
E portanto, 
D = I e (I - T) 2 - 4 ( O. 
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CAPITULO IV 
Neste capitulo vamos estudar as órbitas homoclinicas e 
heterocHnicas em seus pontos de equillbrio. O principal resultado é a 
obtenção da aplicação de Poincaré, baseada nos campos de vetores em 
cada região, onde este está bem definido. 
Ressaltamos que dependendo do itinerário das órbitas que 
definem a homoclinicidade (ou heteroclinicidade) obtemos diferentes 
expressões para a aplicação de Poincaré. 
4.1 Definições e conceitos básicos 
4.1.1 Definição 
Um ponto de equillbrio p de um campo de vetores X, é dito um . 
ponto homoclinico se existe uma trajetória r que tende a p quando 
t~ ±co. 
Tal trajetória é chamada de órbita homoclinica através de p e 
tem a particularidade que é uma autoconexão de sela, isto é, o ponto p 
é o « e w limite da órbita. 
4.1.2 Definição 
Sejam p e q dois pontos tipo sela de um campo de vetores X e 
r urna órbita que conecta p e q de tal maneira que p é o conjunto 
w-limite e q é o conjunto a-limite da órbita então r é dita uma órbita 
hetetoclinica. 
4.2 Órbitas homoclinieas em O. 
Suponha que u
1 
é um real positivo e uz, u
3 
são reais 
negativos ou complexos conjugados com porte real negativo. 
os autovetores associados aos u
1 
são dados por 
i = 1,2,3, então temos uma variedade estável 
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2-dimensional w"(O) e uma variedade inestável l-dimensional wu(O) no 
ponto de equilibrio O = (0,0,0), dadas por: 
wu(O) = {x e ~3 X = r~ ax - 1 ::S O , r e IR} I 
w'(O) = {x e IR3 X = r~+r'~ z 3 , ax- 1 r, r' e IR} 
Observação. 
Notemos que as variedades invariantes associadas ao ponto 
critico O estão definidos de tal modo que todo ponto pertencente a uma 
destas é uma combinação linear dos autovetores associados aos 




como na definição 2.1.5 e u 
T 






UT * I} X = (x,y,z) e IR = I ,x = 
Demonstração. * E W 8 (0) então~= r oc2 ) + r' OC) T -> ~ I e « X 3 
il e v então T-> I a. X = 
I 
Logo 
(4.a) a.T Í: = 1 
Portanto 
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-=-> [ u•,JT Como ocl = 1, ui, então temos que 
(4.b) ~=r 
r + r' l ru + r 'u z 3 
ru~ + r 'u~ 
substituindo (4.b) em (4.a) temos que: 
r + r' = 1 
Agora vamos mostrar que u 1 ~ = 1 
[o. u + u -I 
J l n (uz+u3) T-> z 3 z u X = = y--- = u u uzu3 u u u2u3 2 3 z 3 
(uz+u3) (r z z [r + r'u3 ) -
u + r'u ) 
2 3 
r + r' I = u = = u u z u u z 3 z 3 
Logo 
UT Í = I 
Portanto 
4.Z.Z Itinerários dinâmicos de órbitas homoclinicas 
Nesta seção vamos exibir os diversos tipos de órbitas 
homocllnicas associadas à origem e condições necessários sobre as 
aplicações de retorno para a existência destas órbitas. 
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Fig 4.1 órbita homoclinlca do itinerário do tipo 1 
c, 
(a) 
T •c I <x e = 
I 
c. 
(b) T •c I u e = 
1 
Cem as condições na aplicação de retorno 
(c) T CsC • I v s tal que o < s < <x e s I o 
"' (d) T At •c • I v t ) o a e e I 
A condição (a) diz que o campo de vetores definido na região 
R+ aplicado ao ponto C 
1 
atinge num tempo s 
0 










A condição (b) obriga o ponto p = e •c 
1 
a pertencer a V 
1 
n 
A condição (c) diz que s é o menor tempo tal que o campo 
o 
A condição (d) garante a existência da órbita homocllnica, 
pois I )o.eAt V para qua quer t f 
1 
e portanto este converge ao ponto 








o -------7 v -------7 v ---7 v ------? v ------? o 
1 1 1 1 
(Fig 4.2) 
'o 
Fig 4.2 ór~ita homoclfnica do itinerário do tipo 2. 
Cs -At 
X = K(t ,s )h 
I I 1 
e °C = e °K(t ,s )h 
1 1 1 1 
Com as condições na aplicação de retorno 
T CsC • I 't:J s tal que o ( s ( s "e 1 
I T -At I «e x • I VttalqueO<t ( t 
o 
T C• 
• I 't/stalqueO<s ( s «e x 
I 
c. 
I T At I xl • I v t > o "e e 
o 









o -----7 v ----? v -----7 v ------7 v -----? o 
1 1 -1 -1 
(Fig 4.3) 
s, 
Fig 4.3 órbita hemoclínica do itinerário do tipo 3 
y = K(t ,s )h 




Com condições na aplicação de retorno 
c. 
I T At 1 I a e e y 
'r/s talque D<s<s 
o 
Vt talque O<t<\ 
Vs talque O<s<s 
1 
~ I v t > o 
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4.Z.3 Aplicação de Poincaré numa órbita homocl1nica 
Nesta seção exibiremos a aplicação de Poincaré associada a 
uma órbita homoclinica; para este caso escolhemos a órbita do tipo 1 
IF!g 4.1). 
O campo definido na região R , têm associado um sistema de 
o . 
equações diferenciais x = Ax onde A E M (IR) e os seus autovalores 
3x3 
são: \ = a- + iw , i\
2 
Logo pelo 
= O" - iw e i\ = '1 
3 
lema (2.2.4) temos 
onde 
que 
-a->Oe .. > o. 
existe um sistema de 
coordenadas tal que A é transformada na sua forma de Jordan real J, 
isto é: 
Mais ainda, a variedade estável M = W5(0) é transformado no 
plano x - y, o plano de descontinuidade V é dado pela equação x + z = 1 
e a variedade instável Wu(O) é transformado no eixo z. 
Graficamente, temos, {fig. 4.4) 
D, 
W"'lo) 
__ , ___ --------
' 
----~-
Fig 4.4 efeito do novo sistema 
de coordenadas 
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Agora neste novo sistema de coordenadas, o sistema de 
equações diferenciais é dado por: 








Passando a coordenadas cilindricas 
x=rcose 
y=rsene 
z = '1 z 
3 
X = (x,y,z) E IR 
onde r = n é a coordenada radial e -1[ :5 e :5 1[ é a coordenada 
angular de qualquer ponto p = (x,y) 
iniciais 
Então temos nosso sistema equivalente 
r=O"r 
G=w 
z = ' z 
Logo a solução deste sistema de equações para condições 






+ w t 
z(t) 
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Portanto o fluxo na região D é dado por: 
o 
={ 
"' r e o 
rpt(r,e,z) 6 +w t o 
"' z e o 
Define-se então, ~o uma seção transversal ao fluxo na 
variedade inestãvel wu(O), a uma altura -t = h e ~ uma outra seção 
I 
bidimensional tal que ela intersecta a variedade estável w5(0) 
{Fig 4.5) 
Fig 4.5 Definição das seções 
:Eo e :El 
Queremos agora determinar uma aplicação rp de ~1 em ~o 






) em l: 
I 
atinge ~o em um tempo 
igual a h, isto é, quando 




é dada por 
t 
Logo, a aplicação 
1 
~ 







V é dado 
' 
~(r) = p 
Nosso passo seguinte é determinar uma aplicação 1/J de uma 
V de s em L , isto é, suficiente pois a aplicação de E a 
s 1 • ' o 
pela composição dos fluxos associados aos campos definidos na 
região D e D , segundo o novo sistema de coordenadas (Fig 4.6) o 1 
Fig 4.6: fluxos do campo segundo 
o novo sistema de coordenadas 
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Temos que X o = s • v • e suponha que existe t tal que o 
cpto(s) = r, então seja 




q:\(x) - r 





projeção na segunda coordenada. 
Como: 
= 1l <P [x ) - r = 1l (r) - r = r - r = O 




(r)f(s) = r f(s) 
onde f é o campo de vetores e s não é ponto critico de f. 
Logo 
Portanto, pelo teorema das funções impllcitas, existe uma 
vizinhança V c V de s e uma função . ' 
tal que 









Portanto, a aplicação 




cpt,(p) = q com t' > O 
P (q) = s com t"> O t" 
~(p) = r 
~(p) = f(p(~(p))) = f(p(q)) = f(s) 
= lt2<ptCsl(s) = 1r2tpto{s) = F(s,to) +r 
=r 
Finalmente, concluimos que a aplicação de Poincaré associada 
a esta órbita homoclínica é dada pela seguinte composição: 
a qual têm um ponto fixo. 
4.3 
De fato; 
Temos que p e 1:
0 
então 
lt(p) = ~(~(p)) = ~(r) = p 
.. 1t(p) = p 
+ Órbitas homoclinicas em p 
Nesta seção exibiremos o itinerário da órbita homocllnica que 
passa através do ponto crítico p+, e ~ela simetria do campo também 
temos uma órbita homoclínica através do ponto critico p-. 
O campo de vetores na região R é representado pela matriz 8 . 
• 











Pelo lema (2.1.10) os autovetores associados a v
1 
são dados 
Pl5"'= [~ [·-1 b • 1 
3 
C l •a 
1 b 
3 
[v,[v,- c,J - c2J :: ] T 
então existe uma variedade estável l-dimensional e uma variedade 
inestável 2-dimensional; dadas por: 
Ws(P) { X E IR
3 r PD) + P T - I ~ o r E~} = X = O: X 1 
W"(P) { X E IR
3 ==-> r' PD > + p o:Tx -li:: O r,r'eiR} = X = r PD + 2 3 
Observação: 
As variedades invariantes associadas ao ponto critico p• ' da 
mesma maneira que as associadas ao ponto crítico O, definem-se de modo 
tal que todo ponto pertencente a uma destas variedades é uma combinação 









{v +v -c )b 
2 3 1 3 u = v v a 
2 3 3 
W"(P) = {x 3 T (I v, = (x,y,z) E IR ux 
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b ] 3 v v a 2 3 3 
-I = o X = I} 
11 .U_I 
Prova: 
Seja X e Wu(P) n V então x e 
1 
w"IPl e x e v 
1 
x e W"IP) então x=r PD) 
2 
+ r' PD) + 
3 
p r,r' e ~ 
-==-> onde PD
1 
i = 2, 3 ; são os autovetores associados aos autovalores 
v
1 





(r + r • )a /b + 1 - a /b 
3 3 3 3 
[r( v -c ) + r' (v -c ) + c ] a /b 
2 2 [r(v -v c - c ) + r' [(v - v c ) 
2 21 2 3 31 
-c]+c]alb l 
2 2 3 3 




+ 1 :S 1 








0: X = 1 
r + r' = 1 
T T Agora temos que provar que V x = 1, onde x = (x,y,z) 
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ll 11 I 
(v
2 
+ v - c )b 
V T X :::: -~-;;-3'-;;--;c--'1--'--3 
v v a z 3 3 
y - z 
= 
(v+v-c)b 
2 3 1 3 
v 2 v 3a3 [
r(v -c )+r'(v -c )+c] 
2 1 3 1 1 
b 
3 - [ [r(v~ - v c - c ) + r' (v2 - v c 
= 
v v a z 1 z 3 3 
1 





z 3 3 
- c v +c z -c v 
1 z 1 1 3 
- c ) + c l a3 ] 
1 z z b 
3 
+ c ) + v c + c v -c z z 1 1 3 
Wu(P) n V
1 
= {x :::: (x,y,z) e 11~? : VTx - 1 = O , X = 1} 
z 
- cz] 1 
Neste ponto daremos o itinerário de uma órbita homoclínica no 
ponto de equilíbrio P+ e as condições de existência na aplicação de 
retorno. 
(Fig 4.7) 










VT e 1K(t ,s )h = 1 
1 1 1 
c. 
1 
e K(t ,s )h = e 
1 1 1 
-~ 
1 
Sob as condições na aplicação de retorno, temos: 
!a? e-At K(t ,s )h I ;~: 1 
1 1 1 
I"T .-•t D I I 1 * 
para todo s > O 
para todo t com O<t<t 
o 
para todo s com O<s<s 
1 
para todo t com O<t<t z 
4.4 Órbitas heteroclinicas 
Nesta seção exibiremos os itinerãrios de algumas órbitas 
heteroclínicas que se produzem neste sistema de equações. 
Tal como no caso de órbitas homoclínicas, daremos as 
condições de existência na aplicação de retorno. 
4.4.1 Definição: 
Sejam p e q dois pontos de sela, se existe uma órbita T que 
une p e q, isto é, uma correção de ponto de sela, então 't é chamada de 
órbita heteroclinica. 
4.4.2 Itinerários de órbitas heteroclinicas 
Para os autovalores de A, suponha que u
1 
é um real positivo e 
"z• u são reais negativos 3 ou complexos conjugados com parte real 
negativa. Assim, os autovetores associados geram as variedades 
invariantes, neste caso, temos uma variedade estável 2-dimensional e 
uma variedade inestável l-dimensional na região R
0
. 
Para os autovalores de B, suponha que v
1 





são reais positivas de complexos conjugados com parte real 
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!: li I 
positiva. Deste modo, os autovetores associados geram uma variedade 
estável l-dimensional e uma variedade inestável 2-dimensional na região 
R . 
• 
Agora daremos os itinerários dinâmicos 
heteroclinicas que unem os pontos de sela , O com P+. 
~- 1 O •V ~ p• --' ~ ' I IFig 4.8) 
Fig 4.8 r é a órbita heteroclínica 

















r é a órbita homoclinica 
• queuneOaP 
Com condições na aplicação de retorno 
cx.T ecs C '* 1 
1 



















\lt com o<t<t 1 
Fig 4.10 
Orbita heteroclinica r uniJldO 




~ e K.(\,sl)h.l 
-'i 
Rlt ,s )h ~ e 
1 1 1 
o, 
->t 
~ 1 T 2o 
"' e 1 
19 
lfig 4.10) 
'1- -~- T -
Com condições na aplicação de retorno 
(e) Vs com O<s<s 
0 






1 ~ I v t com O<t<t 
1 
(g) r c. ) a e K(t ,s h :~:- 1 v s com O<s<s 
1 1 1 1 
(h) lar e-AtO]:/:. 
1 
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