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Mixed Lebesgue spaces are a generalization of Lp spaces that occur naturally when
considering functions that depend on quantities with different properties, such as space
and time. We first present mixed Lebesgue versions of several classical results, including
the boundedness of Calderon-Zygmund operators, a Littlewood-Paley theorem, and
some other vector-valued inequalities. As applications we present a Leibniz’s rule for
fractional derivatives in the context of mixed-Lebesgue spaces, some sampling theorems
and a characterization of mixed Lebesgue spaces in terms of wavelet coefficients.
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Introduction
Traditionally, Fourier series and the Fourier transform have been used to analyze func-
tions and signals by decomposing them in terms of the sine and cosine functions. In the
1980s, wavelets were introduced, and they provide an alternative. Wavelets, or a family
of wavelets, provide an orthonormal basis for a variety of function spaces, as do sine and
cosine, but wavelets are well localized in both the time and frequency domains. This
additional localization provides insight into many properties of functions by considering
the coefficients of their wavelet expansions. Wavelets have generated great interest in
applied fields in addition to the mathematics community, as they have applications in
in signal processing, digital imaging, and data compression. Many function spaces can
be studied using wavelets. In this dissertation we add one more, using band-limited
wavelets to characterize mixed Lebesgue spaces.
Mixed Lebesgue spaces are a generalization of Lebesgue spaces that arise naturally
when considering functions that depend on independent quantities with different proper-
ties, like a function that depends on a spacial variable and on time. Rather than requiring
the same level of control over all the variables of a function, mixed Lebesgue spaces
consider the integrability of each variable separately. This flexibility allows these spaces
to play an important role in the study of time-based partial differential equations. In
this environment we will build the framework necessary to consider wavelets, by first
considering the mixed Lebesgue analogues of several classical results.
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In Chapter 1 we will present basic properties of Lebesgue and mixed Lebesgue
spaces, as well as an overview of classical results for Lebesgue spaces. Several maximal
functions will be introduced, and some preliminary results concerning them will be
proved. The chapter ends with an overview of wavelets.
In Chapter 2 we develop analogues of classical results from Lebesgue spaces for
mixed Lebesgue spaces. We begin with a generalization of Schur’s test, then present
a result concerning the boundedness of vector-valued Calderón-Zygmund operators in
mixed Lebesgue spaces. A version of the Littlewood-Paley theorem in this setting is
then proved.
We then develop a version of Leibniz’s rule for fractional derivatives in mixed
Lebesgue spaces as an application of these results. This can be found in Chapter 3. In
the course of that discussion, a need for the Fefferman-Stein inequality (a vector-valued
inequality for maximal functions) arises. We provide an extension of the established
version for mixed Lebesgue spaces in Chapter 4.
We explore sampling theorems, in Chapter 5. We present a version of the Shannon
Sampling theorem, which gives circumstances under which the reconstruction of a
function from a sample is possible. A result concerning when the norm of a sample
is equivalent to the norm of the function itself, analagous to the Plancherel-Polya
inequalities is then proved.
In Chapter 6, we develop a characterization of mixed Lebesgue spaces in terms
of wavelet coefficients by demonstrating that a normed expression in terms of those
coefficients is equivalent to the norm of the mixed Lebesgue space itself. This result
requires much of the theory developed in the previous chapters.
Some of this material has been presented at the Analysis Semiinar at Kansas State
University in December 2009, and at the February Fourier Talks at the University of
Maryland in February 2010. It constitutes the majority of the material contained in a
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paper to be submitted for publication with Professor Torres. The research in this work
has been completed with the partial support of NSF Grant DMS 0800492, as well as




In this chapter we will provide the basic definitions and results that will be necessary
for later chapters. We will begin with basic facts about Lebesgue spaces and mixed
Lebesgue spaces, and then discuss Calderón-Zygmund operators and maximal functions.
A number of definitions and theorems will be stated here for reference; proofs and
further discussion can be found in texts including Folland [6], Grafakos [10], and
Duoandikoetxea[4].
1.1 Mixed Lebesgue spaces
Lebesgue spaces are an example of Banach spaces (when p≥ 1), and much of analysis
is devoted to their study.
Definition 1.1.1. Let 0 < p < ∞. Then Lp(Rn) consists of all measurable functions f
on Rn such that






L∞(Rn) denotes the set of measurable functions f on Rn that are essentially bounded,
i.e.
|| f ||L∞(Rn) = inf{M ≥ 0 : µ({x : | f (x)|> M}) = 0}< ∞.
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for 1 < p < ∞ and by the convention 1′ = ∞ and ∞′ = 1.
Mixed Lebesgue spaces allow us to describe different amounts of control over
different variables. Thus they arise naturally when considering functions that depend
on a number of different quantitites. They were first described in detail by Benedek
and Panzone in [1]; they were also explored by Rubio de Francia, Ruiz and Torrea
in [18] . Since functions with a dependency on a time variable (t ∈ R) and a space




Definition 1.1.2. Let 0 < p,q < ∞. Then Lpt L
q
x(Rn+1) consists of all measurable func-
tions f on Rn+1 such that










Unless specified, the results here also hold for spaces over Rm×Rn. Benedek and
Panzone presented many of the fundamental properties of these spaces [1]. Here we
state a few that we will be using.
For 1≤ p,q < ∞, the dual space of Lpt L
q













Hölder’s inequality for mixed Lebesgue spaces is obtained by applying the standard
formulation of Hölder’s inequality twice.








+ 1q2 . Then
|| f g||Lpt Lqx ≤ || f ||Lp1t Lq1x ||g||Lp2t Lq2x .
We will also make use of the following:
Proposition 1.1.4. For λ > 0,
|| f ||LpLq = || f 1/λ ||λLpλ Lqλ .
Proof.












= || f 1/λ ||λ
Lpλ Lqλ
.
We will represent points in Rn+1 as (t,x) ∈ R×Rn, and ( j,k) will denote an index
in Zn+1 with j ∈ Z and k ∈ Zn. When necessary, xi and ki will denote the ith components
of x and k.
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Definition 1.1.5. The Schwartz space, denoted S (Rn) is the set of all C∞ functions on
Rn that, for a constant Cα,β < ∞ for all α and β , satisfy
sup
x∈Rn
|xα∂ β f (x)|= Cα,β
for all multi-indices α and β . S ′(Rn), the space of tempered distributions, is its dual.
Definition 1.1.6. Let f ∈S (Rn). Then the Fourier transform of f is given by










f̂ (ξ )eix·ξ dξ .
1.2 Calderón-Zygmund operators
An important class of operators are the Calderón-Zygmund operators.
Definition 1.2.1. A function K, defined away from the diagonal of Rn×Rn is called a




and the regularity conditions
|K(x,y)−K(x,z)|< C |y− z|
δ
|x− y|n+δ





for |x− y| ≥ 2|x−w| (1.3)
for some δ > 0.
Definition 1.2.2. An operator T is a Calderón-Zygmund operator if T is bounded on Lq
for some 1 < q < ∞ and is associated with a standard kernel K, in the sense that
T f (x) =
∫
Rn
K(x,y) f (y) dy
and x /∈ supp f .
The most common examples of these operators are given by the principal value of a
convolution. That is, K is a standard kernel that is given by a function K(x,y) = k(x−y)
to that T f (x) = p.v.(k ∗ f )(x). The Hilbert transform H is one such operator:
















for f ∈S (R). Note that the associated kernel is K(x,y) = 1
π
1
x−y , which satisfies (1.1),
(1.2), (1.3). The higher dimensional analogues are the Riesz transforms:
R j f (x) = Cn p.v.
∫ x j− y j
|x− y|n+1
f (y) dy
for f ∈S (Rn) and 1 ≤ j ≤ n. The kernels of the Reisz transforms also are standard
kernels. Moreover, these operators are bounded on L2: notice that
Ĥ f (ξ ) =−i sgn (ξ ) f̂ (ξ )
and










. Thus, by the Plancherel theorem,
H : L2(R)→ L2(R)
and
R j : L2(Rn)→ L2(Rn)
for 1≤ j ≤ n. Thus H and the R j are Caderón-Zygmund operators. For these, as for all
Calderón-Zygmund operators, the following holds:
Theorem 1.2.3. Let T be a Calderón-Zygmund operator. Then T is bounded from
Lp(Rn) to Lp(Rn) for all 1 < p < ∞ and it is also of weak type 1-1, i.e.
|{x : |T f (x)|> λ}| ≤ C
λ
|| f ||L1(Rn).
We can extend the idea of Caderón-Zygmund operators to operators that take values
in any reflexive, separable Banach space as follows. Let B1 and B2 be Banach spaces.
We denote the space of all bounded linear operators from B1 to B2 by L (B1,B2).
The norm on this space is the operator norm, and, for T ∈L (B1,B2), is given by
||T ||B1→B2 = sup{||T x||B2 : ||x||B1 = 1}.
Definition 1.2.4. Consider a function −→K : Rn×Rn \∆→L (B1,B2), i.e.,
−→
K (u,v) :
B1→B2 for each (u,v) ∈ Rn×Rn \∆. If
−→






and the regularity conditions
||−→K (x,y)−−→K (x,z)||B1→B2 ≤C
|y− z|δ
|x− y|n+δ
for |x− y| ≥ 2|y− z| (1.5)
||−→K (x,y)−−→K (w,y)||B1→B2 ≤C
|x−w|δ
|x− y|n+δ
for |x− y| ≥ 2|x−w| (1.6)
for some 0 < δ < 1 is a standard kernel.
Definition 1.2.5. An operator −→T is a vector-valued Calderón-Zygmund operator if −→T
is bounded from Lq(Rn,B1) to Lq(Rn,B2) for some 1 < q < ∞ and is associated with
a standard kernel
−→
K , in the sense that
−→




K (x,y)( f (y))dy
for f ∈ L∞(Rm,B1) and x /∈ supp f .
Note that a standard kernel
−→
K also satisfies the estimates
∫
|x−y|≥2|y−z|
||−→K (x,y)−−→K (x,z)||B1→B2dx≤C (1.7)
∫
|x−y|≥2|w−x|
||−→K (x,y)−−→K (w,y)||B1→B2dy≤C. (1.8)
Vector-valued Calderón-Zygmund operators have a parallel boundedness theorem.
Theorem 1.2.6. Let −→T be bounded from Lq(Rn,B1) to Lq(Rn,B2) for some 1 < q < ∞




K satisfies (1.7) and (1.8), then
−→
T is bounded from
Lp(Rn,B1) to Lp(Rn,B2) for all 1 < p < ∞ and
−→
T is weak-type (1,1) in the sense that





Using this theorem, one can prove the Littlewood-Paley characterization of Lp, which
extends Plancherel’s theorem to other Lebesgue spaces by stating that the norms of f
and that of the square function are comperable in Lp for 1 < p < ∞. We will use Ψ2− j to
denote 2 jnΨ(2 j·) for all x ∈ Rn.
Theorem 1.2.7. Suppose that Ψ is an integrable C1 function on Rn with mean value
zero that satisfies
|Ψ(x)|+ |∇Ψ(x)| ≤ B
(1+ |x|)n+1
.





















Conversely, suppose that Ψ is a Schwartz function that satisfies either
∑
j∈Z




Ψ̂(2− jξ ) = 1 ξ ∈ Rn \{0},
and that f is a tempered distribution so that the function (∑ j∈Z | f ∗Ψ2− j |2)1/2 is in
Lp(Rn) for some 1 < p < ∞. Then there exists a unique polynomial Q such that the
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distribution f −Q coincides with an Lp function and we have










for some constant C = Cn,Ψ.
Calderón-Zygmund operators on mixed Lebesgue spaces have been the object of
some study, in works that include papers by Fernandez [5], Kurtz [15], and Stefanov and
Torres [20]. In particular, they proved the boundedness of Calderón-Zygmund operators
on mixed Lebesgue spaces. The following version is from the work of Moen [17].
Theorem 1.2.8. Let T be a Calderón-Zygmund operator in Rm+n. Then T is bounded
from LpLq to LpLq for all 1 < p,q < ∞ and it also satisfies the weak-type bound
|{x ∈ Rn : ||T f (x, ·)||Lq(Rm) > λ}| ≤
C
λ
|| f ||L1xLqy .
In Section 2.2 we will prove a vector-valued theorem for mixed Lebesgue spaces.
We will use that result to obtain a Littlewood-Paley characterization for mixed Lebesgue
spaces in Section 2.3.
1.3 Maximal functions
Maximal functions arise from attempting to control various functions by more tractable
expressions. We will consider the following such functions. Let g be a function on
R×Rn.
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where Q is a cube in Rn+1 with sides parallel to the axes which contains (t,x). A








where Br(t,x) is the ball of radius r centered at the point (t,x).
Kurtz [15] proved that the Hardy-LIttlewood maximal function is bounded on LpLq.
Among M’s other important properties is the Fefferman-Stein inequality.
Theorem 1.3.2. Suppose that { f j} is a sequence of locally integrable functions. When-









































In our wavelet characterization we will need some versions of the Peetre maximal
function. For simplicity in the presentation, we will consider here the case of R×R, but
it can easily be extended to Rm×Rn.
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for each (t,x) ∈ R×Rn.
Definition 1.3.4. For λ > 0 we write φ∗∗j,λ g for the function given by
(φ∗∗j,λ g)(t,x) = sup
(u,v)∈R×Rn
|(φ2− j ∗g)(t−u,x− v)|
(1+2 j|(u,v)|)λ





The following lemmas are known (see [11], for example). We include a proof here
for completeness and to demonstrate that they do not depend on the product structure of
R×R.
Lemma 1.3.5. Let g∈ L∞(R2) be such that ĝ is compactly supported. (It is also sufficient
for g to be of at most polynomial growth with ĝ compactly supported.) Then, for any




for (t,x) ∈ R×R.
Proof. Suppose that ĝ is compactly supported, so that supp (ĝ)⊂{(ξ ,η)∈R2 : |(ξ ,η)| ≤
L} for some L > 0. Let γ ∈S that satisfies γ̂(ξ ,η)≡ 1 on the support of ĝ. Then γ̂ ĝ = ĝ





∣∣∣∣∫R2 |∇γ((t,x)− (u,v)− (z1,z2))|g(z1,z2)dz2dz1
∣∣∣∣
=





||∇γ(w− (u,v))||(1+ |w− (u,v)|)λ (1+ |(u,v)|)λ |g((t,x)−w)|
(1+ |w|)λ
dw
where w = (w1,w2), with the last inequality holding because
1+ |w| = 1+(w1,w2)
≤ 1+ |(w1,w2)− (u,v)|+ |(u,v)|
≤ (1+ |(w1,w2)− (u,v)|)(1+ |(u,v)|).
As a result we can write





|∇γ(w− (u,v))|(1+ |w− (u,v)|)λ dw.
Notice that the integral is a finite constant independent of u and v, as ∇γ is in S . We
can therefore write
|∇g((t,x)− (u,v))| ≤Cλ g∗λ (t,x)(1+ |(u,v)|)
λ
which gives us the desired result.
We say that a function is band-limited if its Fourier transform has compact support.
Lemma 1.3.6. If g is a band-limited function on R×R with g∗
λ
(t,x) < ∞ for all (t,x) ∈








for each (t,x) ∈ R×R.
Proof. We reproduce the proof from [11], extending it to R2. The function g is band-
limited, so by the Paley-Weiner theorem, g is also differentiable. As a result, we can
consider the following. Let (t,x) and (u,v) be in R2 and let 0 < δ < 1, to be determined
later. Choose a point (z1,z2) ∈R2 so that |((t,x)− (u,v))− (z1,z2)|< δ . Now apply the
mean value theorem to g with end points (t,x)− (u,v) and (z1,z2) to obtain
|g((t,x)− (u,v))| ≤ |g(z1,z2)|+δ sup
(w1,w2):|((t,x)−(u,v))−(w1,w2)|<δ
|∇g(w1,w2)|.
Raising everything to the (1/λ )th power and averaging over the region Bδ ((t,x)−(u,v))
in z1 and z2 gives us














































Because δ < 1, we know that (1+ |(u,v)|+δ ) < 2(1+ |(u,v)|), and so raising everything















−2λ [Mc(|g|1/λ )(t,x)]λ +δ [(∇g)∗λ (t,x)]
)
.
Applying Lemma 1.3.5 and choosing δ small enough that cλCλ δ <
1
2 (where Cλ is the













(t,x) < ∞ we have obtained the desired result.
This result is used in sections 5.2 and 6.1.
1.4 Wavelets
The Fourier transform allows us to view a function as being composed of oscillations
of various frequencies by decomposing it into sine and cosine functions. A wavelet
(or family of wavelets) provides an alternative basis against which a function can be
expanded, and thus highlights different information than the Fourier transform does. In
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particular, wavelets are localized in both time and frequency domains. Here we present
an overview of wavelets. Much more in-depth discussions are available in a number of
texts, [11], [9], and [16] among them. If we begin with R, we have the following.
Definition 1.4.1. A function ψ ∈ L2(R) is an orthonormal wavelet if the collection
{ψ j,k : j,k ∈ Z} is an orthonormal basis for L2(R), where
ψ j,k(x) = 2 j/2ψ(2 jx− k),
that is, translations and dyadic, L2-normalized dilations of ψ .
There are a number of ways to construct wavelets. One that brings the localization
properties to the forefront is to build the wavelet from a multiresolution analysis.
Definition 1.4.2. A multiresolution analysis (MRA) consisists of a sequence of closed
subspaces of L2(R), Vj, j ∈ Z, that satisfy the following conditions:
1. Vj ⊂Vj+1 j ∈ Z
2. f ∈Vj ⇐⇒ f (2(·)) ∈Vj+1 j ∈ Z
3. ∩ j∈ZVj = {0}
4. ∪ j∈ZVj = L2(R)
5. There exists a function ϕ ∈ V0 such that {ϕ(· − k) : k ∈ Z} is an orthonormal
basis for V0.
This ϕ is the scaling function of the MRA.
Then, a wavelet ψ can be constructed from ϕ with the following formula:











One of the simplest wavelets is the Haar wavelet. Let Vj be the collection of all functions
f ∈ L2(R) that are constant on intervals of the form [2− jk,2− j(k +1)] for k ∈ Z. Then
{Vj} is an MRA if we take the scaling function ϕ = χ[−1,0]. The associated wavelet is
then
ψ = χ[−1,− 12 )−χ[− 12 ,0).
Since mixed Lebesgue spaces are multi-variable spaces, we must consider wavelets for
spaces that are at least two dimensional. To construct an orthonormal wavlet basis for
L2(Rn) if n is greater than 1 we need multiple wavelets (see, for example, [16]). These
can be constructed in a number of ways; the simplest is via the tensor product of n
one-dimesional wavelets, producing 2n−1 n-dimensional wavelets. For L2(R2), then, if





are the corresponding two-dimensional tensor wavelets. If ψ is a band-limited or-
thonormal wavelet on L2(R), {ψ1,ψ2,ψ3} is a band-limited orthonormal wavelet on
L2(R2) in the sense that {ψ1Q,ψ2Q,ψ3Q : ν , j,k ∈ Z} is an orthonormal basis for
L2(R2) where ψiQ = 2νψi(2νt− k,2νx− j) and Q is the dyadic cube Q = Iνk× Iν j =
[2−νk,2−νk +1]× [2−ν j,2−ν j +1].
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Definition 1.4.3. Given functions f and ψ1,ψ2,ψ3 for which 〈 f ,ψi〉 make sense, we
define the operator Wψ , an expansion of f against the wavelets ψi:







|〈 f ,ψiQ〉|222ν χQ(t,x)
)1/2
where Q is as above.
If we further define Tψ , the operator mapping f to the function that takes values in
`2(Z×Z), given by




(Wψ f )(t,x) =
√
(Tψ f )(t,x) · (Tψ f )(t,x)




2.1 Schur’s test for Banach spaces
Before we proceed further, we will also need the following version of Schur’s Test. The
proof is parallel to that of the standard version, found, for example, in [6]. We have not
been able to find this version in the literature, so we include a proof for completeness.
(See another vector valued version in [13].)
Proposition 2.1.1. Let −→K be an operator valued function from (X ,µ)× (Y,ν) to
L (B1,B2) where B1 and B2 are Banach spaces. If there exist A,B < ∞ such that
∫
Y
||−→K (x,y)||B1→B2dν(y) = A a.e. x ∈ X (2.1)
∫
X















1 < p < ∞.
Proof. Fix p, 1 < p < ∞ and let q be such that 1p +
1
q = 1. We can write





















































































Thus, by Fubini’s theorem,
−→










So taking pth roots we have





2.2 Vector-valued Calderón-Zygmund theorem for mixed
Lebesgue spaces
Now we can prove the boundedness of vector-valued Calderón-Zygmund operators over
mixed Lebesgue spaces.
Theorem 2.2.1. Let −→T be bounded from Lq(Rn+1,B1) to Lq(Rn+1,B2) for all q, 1 <
q < ∞ with associated kernel
−→
K that sastisfies (1.4), (1.5), and (1.6). Then
−→
T extends to
a bounded operator from Lpt L
q
x(R×Rn,B1) to Lpt L
q
x(R×Rn,B2) for all 1 < p,q < ∞
and it also satisfies the weak-type bound
|{t ∈ R : ||−→T f (t, ·)||Lq(Rn,B2) > λ}| ≤
C
λ
|| f ||L1t Lqx(R×Rn,B2).
Proof. We have
−→
T : Lq(Rn+1,B1)→ Lq(Rn+1,B2), with kernel
−→
K (u,v) : B1→B2,
u,v ∈ Rn+1, so
−→




K (u,v)( f (v))dv
for u not in the support of f . But if we write u = (t,x) ∈ R×Rn, Lqu = Lqt L
q
x , so we can
also write
−→










K [(t,x),(s,y)] : B1→B2; (t,x),(s,y) ∈ R×Rn so that
−→






K [(t,x),(s,y)]( f (s,y))dyds
for (t,x) not in the support of f . We want to show that the above is true for exponents p
and q when p 6= q. With that in mind, note that Lpt L
q





















T f (t,x) for all t ∈ R and x ∈ Rn.
Now: fix q, 1 < q < ∞. Set Lq(Rn,B1) = B3 and Lq(Rn,B2) = B4. Note that










T is bounded from Lq(Rn+1,B1) to Lq(Rn+1,B2),
−→
T is bounded
from LqLq(R×Rn,B1) to LqLq(R×Rn,B2), and
−→
T is bounded from Lq(R,B3) to
Lq(R,B4).
So if we show that
−→














K (t,s)||B3→B4dt ≤C (2.4)
then by Theorem 1.2.6 we will have the desired result (after translating appropriately).
32


























(|t− s|2 + |x− y|2)(n+1+δ )/2
.
If we integrate in x we have:
∫
Rn





(|t− s|2 + |x− y|2)(n+1+δ )/2





(|t− s|2 +ρ2)(n+1+δ )/2




























These are the two estimates on g(t,s,r) necessary to apply Theorem 2.1.1, so G(t,s,r)










K satisfies (2.3). By following the same steps in the other variable,
−→
K
satisfies (2.4). A similar argument shows that
−→
K is bounded.
By Theorem 1.2.6, then,
−→
T is bounded from Lp(R,B3) to Lp(R,B4) for all 1 <
p < ∞, and
−→
T is weakly bounded on L1(R,B3) in the sense that
|{t : ||
−→




Translating back to the desired setting, we have
−→





x(R×Rn,B2) for all 1 < p,q < ∞ and weakly bounded in the sense that
|{t ∈ R : ||−→T f (t, ·)||Lq(Rn,B2) > λ}| ≤
C
λ
|| f ||L1t Lqx(R×Rn,B2).
2.3 Littlewood-Paley characterization of mixed Lebesgue
spaces
We will use this theorem to obtain a Littlewood-Paley theorem for mixed spaces.
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Theorem 2.3.1. Suppose that Ψ is an integrable C1 function on Rn+1 with mean value
zero that satisfies
|Ψ(t,x)|+ |∇Ψ(t,x)| ≤ B
(1+ |(t,x)|)n+2
. (2.5)
Let f ∈ Lpt L
q
x(R×Rn), 1 < p,q < ∞. Then there exists a constant C =Cn,p,q independent












≤C|| f ||Lpt Lqx(R×Rn). (2.6)
Conversely, if Ψ ∈S (Rn+1) is such that supp Ψ̂ ⊃ {π4 < |ξ |< π} and Ψ̂ > c > 0 on
{π4 + ε < |ξ |< π− ε},













for some constant C = Cn,Ψ,p,q.
Proof. First note that when p = q, LpLq(R×Rn) = Lq(Rn+1), and so we apply Theorem










for f ∈ Lq(Rn+1). This inequality tells us that the operator −→T , acting on f ∈ Lq(Rn+1)
by
−→
T f (u) = { f ∗Ψ2− j(u)} j
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is bounded from Lq(Rn+1,C) to Lq(Rn+1, `2). −→K , the kernel associated to −→T , is a
bounded linear operator from C to `2 given by
−→
K (u,v)(a) = {Ψ2− j(u− v)(a)} j
for each u,v ∈ Rn+1. Moreover, −→K is the kernel that appears in the proof of Theorem
1.2.7, and so by the same argument there (see, for example, [10]) it is a standard kernel,
and thus satisfies (1.4), (1.5), and (1.6). So by Theorem 2.2.1,
−→
T extends to a bounded
operator from Lpx L
q
y(Rm×Rn,C) to Lpx Lqy(Rm×Rn, `2) for all 1 < p,q < ∞. This, in
turn, gives us the desired estimate (2.6).
The proof of (2.7) follows by duality. First, note that there exists Φ that satisfies the
same conditions as Ψ such that
∑
j
Φ̂(2− jξ )Ψ̂(2− jξ ) = 1.









j ( f ) = f ∗Φ2− j .







j ( f ).
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Let g be a Schwartz function, and consider
|〈 f ,g〉| =
∣∣∣∣∣〈∑j∈Z∆Φj ∆Ψj ( f ),g〉
∣∣∣∣∣
=










j ( f )∆Φj (g)dydx
∣∣∣∣∣ .









































































3.1 Versions of Leibniz’s rule
The machinery established in Chapter 2 is important to answering a number of questions
in analysis. One of the places it is useful is in establishing a version of Leibniz’s rule for
fractional derivatives. In it’s simplest form, Leibniz’s rule is the product rule:
d
dx







To consider a version in Lebesgue spaces, we first extend the derivative to s ∈ (0,1) by
|∇|s f = (| · |s f̂ )̌.
With that frame, Kato and Ponce [12] proved a version for Lebesgue spaces. See also
[3].
Theorem 3.1.1. Let s ∈ (0,1), 1 < r, pi,qi < ∞ and 1r =
1
pi
+ 1qi for i = 1,2. Then
|| |∇|s( f g)||Lr ≤ || f ||Lp1 || |∇|sg||Lq1 + || |∇|s f ||Lp2 ||g||Lq2 .
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Another range of exponents can be obtained using bilinear operators. Kenig, Ponce,
and Vega proved a version for mixed Lebesgue spaces in the appendix of [14], with
derivatives in only one variable. We succeed in considering derivatives in both x and t.
3.2 A Leibniz’s rule for mixed Lebesgue spaces
We begin by stating a version of the Hormander-Mikhlm multiplier theorem for our
setting.




+1 and suppose that the
operator Tm is given by
T̂m f = m(ξ1,ξ2) f̂ (ξ1,ξ2)











x(R×Rn) for 1 < p,q < ∞.
Note that the kernel in question is still a Calderón-Zygmund kernel, as proved in the
Lp case (Theorem 1.2.6). Thus it is bounded from Lp to Lp. By Theorem 2.2.1, then, it
is bounded on mixed Lebesgue spaces.
Lemma 3.2.2. For Ψ ∈S (Rn+1) is such that supp Ψ̂⊃ {π4 < |ξ |< π} and Ψ̂ > c > 0
on {π4 + ε < |ξ |< π− ε}and ∆ j = ∆
Ψ
j as in Theorem 2.3.1, 1≤ p,q≤ ∞ and s ∈ R,










for f ∈ LpLq with |∇|s f ∈ LpLq.
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Proof. Note that for ξ = (ξ1,ξ2) ∈ R×Rn,
2 js∆ j( f ) = 2 js(Ψ̂(2− jξ ) f̂ )̌
= 2 js(|ξ |s|ξ |−sΨ̂(2− jξ ) f̂ )̌
= (σ̂(2− jξ ) f̂ )̌
= ∆σj (|∇|s f ).




















≈ C|| |∇|s f ||LpLq(R×Rn)
by Theorem 2.3.1.
We also need a mixed Lebesgue version of the Fefferman-Stein theorem. This
version follows from Theorem 4.2 in Fernandez [5], and is sufficient for our purposes
here.
Theorem 3.2.3. Suppose that { f j} is a sequence of locally integrable functions. When-




















with C dependent only on n, p,q,r.
Given the above, we can prove a version of Liebnitz’s rule in the same spirit of that
given by Christ and Weinstein [3] for the Lebesgue case by using the mixed versions of
the required theorems.
40













+ 1q4 . Suppose that f ∈ L
p1Lq1 , |∇|s f ∈ Lp3Lq3 , g ∈ Lp4Lq4 , and
|∇|sg ∈ Lp2Lq2 . Then |∇|s( f g) ∈ LpLq and
|| |∇|s( f g)||LpLq ≤C|| f ||Lp1Lq1 || |∇|sg||Lp2Lq2 +C|| |∇|s f ||Lp3Lq3 ||g||Lp4Lq4 .
Proof. Here we combine the proof of [3] with our mixed Lebesgue space results. Con-
sider a Ψ ∈S (Rn+1) such that Ψ̂≡ 1 on {14 ≤ |ξ | ≤ 4} and supp Ψ̂⊂ {
1
8 < |ξ |< 8}.
Let ∆ j = ∆Ψj as in the proof of Theorem 2.3.1, and let ∆̃ j denote the corresponding ∆
Φ
j
so that 1 = ∑ j∈Z ∆̃ j∆ j. Now define
Pk f = ∑
j≤k−3
∆ j f .
Note that for all f and g,
∆kg ·Pk f = ∆k(∆kg ·Pk f )
so we can write
f g = ∑
k
∆kg ·Pk f +∑
k
∆k f ·Pkg+ ∑
|i− j|≤2
∆i f ·∆ jg
= ∑
k
∆̃k(∆kg ·Pk f )+∑
k
∆̃k(∆k f ·Pkg)+ ∑
|i− j|≤2
∆i f ·∆ jg
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Then by Lemma 3.2.2 we have


























































= I + II + III.
We consider each term individually. For the first, since the Fourier transform of ∆̃k(∆kg ·


























































≤ C|| f ||Lp1Lq1 |||∇|sg||Lp2Lq2
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with the second to last line being by Hölder’s inequality and the final line by Lemma
3.2.2 and the boundedness of M. Treating II in exactly the same way with the roles of f
and g reversed gives
II ≤C|| |∇|s f ||Lp3Lq3 ||g||Lp4Lq4 .






















































and we finish the estimate as we did with I. Assembling the three pieces we have
|||∇|s( f g)||LpLq ≤ C|| f ||Lp1Lp1 |||∇|sg||Lp2Lp2
+C|||∇|s f ||Lp3 Lp3 ||g||Lp4 Lp4
C|| f ||Lp1Lp1 |||∇|sg||Lp2 Lp2
= C|| f ||Lp1Lq1 |||∇|sg||Lp2 Lq2 +C|||∇|s f ||Lp3Lq3 ||g||Lp4Lq4 .
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Chapter 4
More on Fefferman-Stein inequalities in mixed
Lebesgue spaces
While the previously stated version of the Fefferman-Stein theorem is all that is needed
for the above proof, we have proved the weak-type end-point result that is missing in
the work of Fernandez (Theorem 3.2.3) but is present in the Lebesgue space version
(Theorem 1.3.2). We succeed by adapting to our context some ideas from [19] (page
52).
Lemma 4.0.5. Let 0 < p < q1,q2,r1,r2 < ∞, and {Tj} be a sequence of sublinear
operators that map Lq1Lq2(R×R)→ Lr1Lr2(R×R). Set s1 = r1r1−p , s2 =
r2





q2−p . If for each u ∈ L
s1Ls2(R×R) there is a U ∈ Ls3Ls4(R×R) such that





|Tj( f )|pu dydx≤Cp
∫
| f |pU dydx (4.1)
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for every f j ∈ Lq1Lq2 .
Proof. By Proposition 1.1.4, duality (as the dual of Lr1/pLr2/p is Ls1Ls2), and the as-

































































∣∣∣∣∣∣(∑ j | f j|p)1/p∣∣∣∣∣∣
Lq1 Lq2





) and Proposition 1.1.4,
and then we obtain the final inequality by the assumption on the norms of u and U .
Remark 4.0.6. The requirement imposed by (4.1) may be a necessary condition. It is in
the scalar-valued case.
Lemma 4.0.7. For 1 < q < ∞ there is a C dependent only on q such that
∫
Rn





for all f ,g≥ 0 that are locally integrable on Rn.
This fact is well known, see, for example, [10].
We begin by providing an alternate proof of Fernandez result for a limited range of
exponents.
Theorem 4.0.8. Suppose that { f j} is a sequence of locally integrable functions. When-




















with C dependent only on n, p,q,r.
Proof. In Lemma 4.0.5, set all the Tj = M. Set s1 =
p
p−r and s2 =
q
q−r . Given u ∈
















| f |pU dxdt.
Also,
||U ||Ls1Ls2 ≤ ||M||−1Ls1Ls2→Ls1Ls2 ||M(u)||Ls1Ls2 ≤ ||u||Ls1Ls2 .
Thus, by Lemma 4.0.5, we have the desired result.
Now we obtain the weak-type end point.
Theorem 4.0.9. Suppose that { f j} is a sequence of locally integrable functions. For




























with C depending only on n,q,r.
Proof. Let us write
| f (t)|= ||∑ f rj (t,x))1/r||Lqx
We write F(t) = { f j(t,x)}∞j=1 and define








Mr,q(F) = ||(∑(M f j(t,x))r)1/r||Lqx .
Now , given F(t) we can find Q j ∈ R disjoint so that
• |F(t)|X < λ if t /∈ ∪Q j





Q j |F(t)|X ≤ 2
nλ .
Write fk(t,x) = gk(t,x)+hk(t,x) where gk(t,x) = fk(t,x)χRn\∪Q j(t). Set G = {gk} and
H = {hk}. Then we have
∣∣{Mr,q(F)(t) > λ}∣∣ . ∣∣{Mr,q(G)(t) > λ/2}∣∣+ ∣∣{Mr,q(H)(t) > λ/2}∣∣
= I + II.
47













































∣∣∣∣∣∣(∑ | f j(t,x)|r)1/r∣∣∣∣∣∣
L1Lq
with the third line by the Fefferman-Stein inequality in Rn+1. To estimate II consider



















































































































To conclude estimating II, it would be enough to show that
Mr,qH(t)≤ cMr,qH0(t)





. Moreover, it is enough to show that
Mhk(t0,x0)≤ cMH0k (t0,x0)
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where (t0,x0) ∈ (∪Q∗j)C×Rn (with ∪Q∗j ⊂R, as we are considering LpLq(R×Rn)) and









But if (t0,x0) ∈ (∪Q∗j)C×Rn and Q×R is a cube containing (t0,x0) in R×Rn such
that Q∩∪Q j 6= /0 then there exists an appropriate dilation Q̃⊃ Q j for each Q j such that
Q∩Q j 6= /0. So let














































































with C independent of k, and
Mr,qH(t)≤ cMr,qH0(t)
so we obtain the weak-type estimate.
Remark 4.0.10. We note that from the weak-type and Fefferman-Stein inequalities we
























Sampling theorems describe when and in what sense features of a function can be
recovered from a subset of the function’s information. In addition to their theoretical
importance, these ideas have applications in data and signal analysis as technology moves
from analog (continuous) to digital (discrete) data. The Shannon sampling theorem tells
us that under certain circumstances we can recover the entirety of a function from a
well-chosen sample. Under less stringent conditions, a sample allows us to retrieve other
features of the original function. Here we will look at the Plancherel-Polya inequalities,
which tell us that the norm of a suitable sample is equivalent to that of the function itself.
5.1 Shannon sampling theorem
We begin by recalling a version of the Shannon sampling theorem and include a proof
for completeness.
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Theorem 5.1.1. Let f = f (t,x) ∈ L2(Rn+1) and supp f̂ ⊆ [−π,π]× ·· · × [−π,π] =
[−π,π]n+1. Then





















in L2 and uniformly.
Proof. Since f̂ has compact support and f ∈ L2, f̂ ∈ L1 and thus we may assume that f
is continuous. Let D = [−π,π]n+1. We have, with convergence in L2,
f̂ (ξ ,η) =
 ∑
( j,k)∈Zn+1















= f ( j,k)
And so
f̂ (ξ ,η) = ∑
( j,k)∈Zn+1












































































as all of the Ni,Mi,→ ∞ by the convergence of the Fourier series in L2(D).
Remark 5.1.2. One can also prove convergence in L∞. Moreover. the result is true at
least in S ′ if f̂ ⊂ (−π,π)n [21].
Remark 5.1.3. If supp f̂ ⊂ B(0,(1−ε)π), then f can be sampled by a smooth function
χ̃ε(η ,ξ ) ∈C∞0 with ̂̃χε(η ,ξ )≡ 1 on B(0,(1− ε)π) with the formula
f (t,x) = ∑
( j,k)∈Zn+1
f ( j,k)χ̃ε(t− j,x− k).
5.2 Plancherel-Polya theorem for mixed Lebesgue spaces
For Lebesgue spaces, we have the Plancherel-Polya inequalities (see the references in
[21], in particular [2]).
Theorem 5.2.1. Let f ∈S ′(Rn+1).
1. If supp f̂ ⊂ B(0,π), then for 0 < p≤ ∞,
||{ f ( j,k)} j∈Z,k∈Zn||lp(Zn+1) ≤ cp|| f ||Lp(Rn+1).
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2. Let supp f̂ ⊂ B(0,(1− ε)π), ε > 0. Then for 0 < p≤ ∞,
|| f ||Lp(Rn+1) ≤ cp,ε ||{ f ( j,k)} j∈Z,k∈Zn||lp(Zn+1)
In this section, we will prove a version for mixed Lebesgue spaces.
Theorem 5.2.2. Let f ∈S ′(Rn+1).
1. If supp f̂ ⊂ B(0,π), then for 0 < p,q < ∞,
||{ f ( j,k)} j∈Z,k∈Zn||lpj lqk (Zn+1) ≤ cp,q|| f ||Lpt Lqx(Rn+1).
2. If supp f̂ ⊂ B(0,(1− ε)π), ε > 0,then for 1 < p,q < ∞,
|| f ||Lpt Lqx(Rn+1) ≤ cp,q,ε ||{ f ( j,k)} j∈Z,k∈Zn||lpj lqk (Zn+1).
Proof. For the first inequality, let Q( j,k) = {(t,x) : j ≤ t < j +1,ki ≤ xi < ki +1}. Then
for (t,x) ∈ Q( j,k),
| f ( j,k)| ≤ | f (t,x)|+ c sup
w∈B((t,x),d)
|∇ f |(w)
where d is fixed large enough so that Q( j,k) ⊂ B((t,x),d) (d depends only on the dimen-
sion). Let w = (w1,w2). Then we have
| f ( j,k)| ≤ | f (t,x)|+ c sup
w∈B(0,d)
|∇ f |(t−w1,x−w2)




≤ | f (t,x)|+ c′(|∇ f |)∗r (t,x)
≤ | f (t,x)|+ c̃(Mc(| f |r))1/r(t,x),
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for all r > 0, with the last two lines by Definition 1.3.3 and Lemma 1.3.6. Thus we have
| f ( j,k)| ≤ | f (t,x)|+ c̃Mc(| f |r))1/r(t,x).
Raise to the power q:
| f ( j,k)|q ≤ c
(
| f (t,x)|q +[Mc(| f |r))1/r(t,x)]q
)
.
Write Q( j,k) = Qtj ·Qxk and average over Q
x
k in x (note that the cube has volume 1):








and sum over all k ∈ Zn:
∑
k∈Zn












































































































(∫ (∫ (Mc| f |r(t,x))q/r)(p/r)/(q/r))r/p
1/r
= ||Mc| f |r||1/rLp/rLq/r
≤ c|| | f |r||1/r
Lp/rLq/r
= c|| f ||LpLq
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so we have (0 < p,q < ∞)
||{ f ( j,k)} j∈Z,k∈Zn||lpj lqk (Zn+1) ≤ cp,q|| f ||Lpt Lqx(Rn+1).
Now to prove the second inequality, use Remark 5.1.3 to write
f (t,x) = ∑
j∈Z,k∈Zn
f ( j,k)χ̃ε(t− j,x− k)
and thus
|〈 f (t,x),ϕ(t,x)〉| =














f ( j,k)̂̃χε(η ,ξ )eikiξi) , ϕ̂(η ,ξ )〉
∣∣∣∣∣
≤ c||{ f ( j,k)} j∈Z,k∈Zn||lpj lqk (Zn+1)||{(ϕ ∗ χ̃ε)( j,k)} j∈Z,k∈Zn||lp′j lq
′
k (Zn+1)




with the last by Hölder for sequences.Note that χ̃ε is a multiplier in LpLq for all p,q > 1.
And hence, by Theorem 3.2.1,
c||ϕ ∗ χ̃ε ||Lp′t Lq
′
x (Rn+1)





|〈 f (t,x),ϕ(t,x)〉| ≤ cε ||{ f ( j,k)} j∈Z,k∈Zn||lpj lqk (Zn+1)||ϕ ∗ χ̃ε ||Lp′t Lq
′
x (Rn+1)




and therefore, for 1 < p,q < ∞,
|| f ||Lpt Lqx(Rn+1) ≤ cε ||{ f ( j,k)} j∈Z,k∈Zn||lpj lqk (Zn+1).
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Chapter 6
Wavelet Characterization of mixed Lebesgue spaces
We now have the tools required to characterize mixed Lebesgue spaces in terms of
wavelet coefficients. This is well-established for Lebesgue spaces; see [16], [7] and [8].
We proceed following the detailed account in [11] (see also the references there). We
will proceed via a characterization in terms of the maximal functions φ∗∗j,λ f .
6.1 Preliminary characterizations of mixed Lebesgue spaces
We will need the folowing results to proceed.
Lemma 6.1.1. If g is a band-limited function on R×R and g ∈ LpLq(R×R) for
1 < p,q < ∞, then g ∈ L∞(R2).
Proof. Since g is band-limited, there is an L such that supp ĝ⊃ {x : |x|< L}. Thus there
exists a function γ ∈S such that γ̂ ≡ 1 on supp ĝ, and supp γ̂ ⊂ {x : |x|< L+ε}. Then




|g(t− s,x− y)| |γ(s,y)|dsdy
≤ ||g||LpLq||γ||Lp′Lq′
≤ ∞.
That is, g ∈ L∞(R2).
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Lemma 6.1.2. Suppose that φ is a band-limited function, f ∈S ′ and 1 < p,q < ∞ are








Mc(|φ2− j ∗ f |1/λ )(t,x)
)λ
for (t,x) ∈ R×R.
Proof. We adapt the arguments in [11]. Set g(t,x) =
(
φ2− j ∗ f
)
(2− j(t,x)), and note
that g ∈ LpLq(R×R). By Lemma 6.1.1, g ∈ L∞(R2), so g∗
λ
< ∞ for all (t,x) ∈ R×R.






















|(φ2− j ∗ f )(2− jt−u′,2− jx− v′)|
(1+2 j|(u′,v′)|)λ
= (φ∗∗j,λ f )(2
− jt,2− jx)
and














|(φ2− j ∗ f )(u′,v′)|1/λ dv′du′
= Mc(|φ2− j ∗ f |1/λ )(2− jt,2− jx)
Rewriting (6.1) with these two inequalities yields the desired result.
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We now can characterize the mixed Lebesgue spaces in terms of the maximal
functions φ∗∗j,λ f for certain φ .
Definition 6.1.3. Following [11], we say that a function φ defined on R×R belongs to






for all (t,x) ∈ R×R
|∇φ(t,x)| ≤ C1
(1+ |(t,x)|)2+ε
for all (t,x) ∈ R×R.
Theorem 6.1.4. Let φ ∈R0 be a band-limited function. Given λ ≥ 1 and 1 < p,q < ∞













≤ B|| f ||Lpt Lqx(R×R).
Proof. If f ∈ Lpt L
q




















































































≤ Bp,q,λ || f ||Lpt Lqx(R×R)
with the final inequality by Theorem 2.3.1.
Remark 6.1.5. Note that we can get the other side of the characterization if we add the
assumption that φ ∈S (Rn+1) is such that supp φ̂ ⊃ {π4 < |ξ |< π} and φ̂ > c > 0 on
{π4 + ε < |ξ |< π− ε}, i.e. there exist constants A = Ap,q,λ and B = Bp,q,λ such that













≤ B|| f ||Lpt Lqx(R×R).
For the left-hand inequality, note that by the defnition of φ∗∗j,λ f , |(φ2− j ∗ f )(t,x)| ≤
(φ∗∗j,λ f )(t,x). Then the result follows from Theorem 2.3.1.
Theorem 6.1.6. Let ψ ∈ R0 be a band limited function. Then for 1 < p,q < ∞ and













≤C|| f ||Lpt Lqx(R×R)
where Q = Iνk× Iν j = [2−νk,2−νk +1]× [2−ν j,2−ν j +1].
63




x (R×R), so the numbers given by 〈 f ,ψ j,k〉 make sense.
Moreover, if we write ψ̃(t,x) = ψ(−t,−x), we can write
|〈 f ,ψQ〉| = 2ν
∣∣∣∣∫R×R f (t,x)ψ(2νt− k,2νx− j)dxdt
∣∣∣∣
= 2ν2−2ν
∣∣∣∣∫R×R f (t,x)ψ2−ν (t−2−νk,x−2−ν j)dxdt
∣∣∣∣
= 2−ν
∣∣∣∣∫R×R f (t,x)ψ̃2−ν (2−νk− t,2−ν j− x)dxdt
∣∣∣∣
= 2−ν |(ψ̃2−ν ∗ f )(2−νk,2−ν j)dxdt|
= 2−ν sup
(u,v)∈Q
|(ψ̃2−ν ∗ f )(u,v)|.
Consider a fixed ν ∈ Z. Then
∑
j,k∈Z

























ν ,λ f )(t,x)
)2
.
whenever λ > 0. By Theorem 6.1.4 with λ ≥ 1, then, we have the desired inequality.
6.2 Wavelet characterization of mixed Lebesgue spaces
We are now able to prove a characterization of Lpt L
q
x(R2) in terms of wavelet coefficients.
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Theorem 6.2.1. Let {ψ1,ψ2,ψ3} be in R0 and band-limited wavelets for L2(R2). Given
1 < p,q < ∞, there exist two constants 0 < Ap,q ≤ Bp,q < ∞ such that
Ap,q|| f ||Lpt Lqx(R×R) ≤ ||Wψ f ||Lpt Lqx(R×R) ≤ Bp,q|| f ||Lpt Lqx(R×R)
for all f ∈ Lpt L
q
x(R×R).





applying Theorem 6.1.6 for each ψi we have the right-hand inequality—that is, we have
Bp,q < ∞ such that
||Wψ f ||Lpt Lqx(R×R) ≤ Bp,q|| f ||Lpt Lqx(R×R). (6.2)




(Tψ f )(t,x) · (Tψ f )(t,x)dxdt = ||Wψ f ||2L2t L2x(R×R)





















= || f ||2L2(R2).






(Tψ f )(t,x) · (Tψg)(t,x)dxdt
for f ∈ Lpt L
q







































||Wψ f ||Lpt Lqx(R×R)||Wψg||Lp′t Lq
′
x (R×R)













≤ Bp′,q′||Wψ f ||Lpt Lqx(R×R).
This gives us the left-hand inequality.
Remark 6.2.2. The characterization constructed here can be repeated for higher di-
mensions, if the apropriate adjustments are made to W to accommodate the necessary




Throughout this dissertation we explore mixed Lebesgue spaces, and establish results
that parallel those that are available in Lebesgue spaces. These include considering how
various operators behave on these spaces, characterizations of the spaces, and tools for
working with these spaces, including a Leibniz’s rule and sampling theorems.
After an introduction to the relevant terms and theorems in Chapter 1, in Chapter 2
we prove a Littlewood-Paley characterization (Theorem 2.3.1). This proof relies on the
boundedness of vector-valued Calderón-Zygmund operators, which is demonstrated in
Theorem 2.2.1.
This approach to mixed Lebesgue spaces has numerous potential applications, one
of which is the Leibniz’s Rule presented in Chapter 3. In Lebesgue spaces, there is an
alternate proof of the corresponding fact by way of multilinear operators. This is one
example that suggests that considering multilinear operators in LpLq could be fruitful.
In Chapter 4 we provide an alternate proof for Fernandez’s version of the Fefferman-
Stein inequality (Theorem 3.2.3) for a restricted range of exponents in Theorem 4.0.8.
We then supply the new weak end point estimate in Theorem 4.0.9. The question posed
in Remark 4.0.6 is an avenue for further investigation. We also plan to investigate related
weighted estimates.
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We consider sampling theorems in Chapter 5. We consider the relevant version of
the Shannon sampling theorem (Theorem 5.1.1) and adapt the Plancherel-Polya inequal-
ities to this setting in Theorem 5.2.2. These demonstrate the potential of considering
sampling questions in LpLq, as there are a number of other sampling results that could
be considered in this setting.
In Chapter 6 we characterize the mixed Lebesgue spaces in terms of the wavelet
coefficients of band-limited wavelets. When considering one-dimensional wavelets for
Lp spaces, the requirement that the wavelets be band-limited can be removed; exploring
that possibility in LpLq is one possible extension of this work. Another is to consider
the ϕ-transform (as defined in [8]) for mixed Lebesgue spaces. There, the requirement
that the basis be orthonormal is relaxed, and thus a single function (rather than multiple
wavelets) can be used to characterize L2(R).
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