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Abstract
We study the complexity of Gro¨bner bases computation, in particular in the generic situation
where the variables are in simultaneous Noether position with respect to the system.
We give a bound on the number of polynomials of degree d in a Gro¨bner basis computed
by Fauge`re’s F5 algorithm (2002) in this generic case for the grevlex ordering (which is also a
bound on the number of polynomials for a reduced Gro¨bner basis, independently of the algorithm
used). Next, we analyse more precisely the structure of the polynomials in the Gro¨bner bases
with signatures that F5 computes and use it to bound the complexity of the algorithm.
Our estimates show that the version of F5 we analyse, which uses only standard Gaussian
elimination techniques, outperforms row reduction of the Macaulay matrix with the best known
algorithms for moderate degrees, and even for degrees up to the thousands if Strassen’s multipli-
cation is used. The degree being fixed, the factor of improvement grows exponentially with the
number of variables.
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Introduction
The complexity of Gro¨bner bases has been the object of extensive studies. It is well-known
that in the worst-case, the complexity is doubly exponential in the number of variables. This is
the result of a series of works both on lower bounds by Mayr and Meyer (1982); Huy`nh (1986)
and on upper bounds, first in characteristic 0 by Giusti (1984); Mo¨ller and Mora (1984) and then
in positive characteristic by Dube´ (1990).
These worst-case estimates have led to the unfortunately widespread belief that Gro¨bner
bases are not a useful tool beyond toy examples. However, it has been observed for a long
time that the actual behaviour of Gro¨bner bases implementations can be quite efficient. For in-
stance, the matrix-F5 algorithm that we analyse in this article, itself a downgraded version of
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Fauge`re’s F5 algorithm (2002) and a particular case of Fauge`re and Rahmany (2009), has given
surprisingly good results on a cryptographic challenge (see Fauge`re and Joux (2003) where a set
of 80 dense polynomials in 80 variables was solved by this algorithm). This motivates an inves-
tigation of the complexity of Gro¨bner basis algorithms for useful special classes of polynomial
systems.
In this article, we concentrate on the important case of homogeneous systems. Any system
can be brought into this form by adding a variable and homogenizing. It is classical that the
computation of Gro¨bner bases can be performed by linear algebra on a large matrix that has been
described precisely by Macaulay (1902). The explicit relation with Gro¨bner bases can be found
in the works of Lazard (1983) and Giusti (1984, 1985). From there, a simple statement of a
complexity bound is the following.
Proposition 1. Let ( f1, . . . , fm) be a system of homogeneous polynomials in k[x1, . . . ,xn] with k
an arbitrary field. The number of operations in k required to compute a Gro¨bner basis of the
ideal I generated by ( f1, . . . , fm) for a graded monomial ordering up to degree D is bounded by
O
(
mD
(
n+D−1
D
)ω)
, as D→ ∞
where ω is the exponent of matrix multiplication over k.
The terminology and notations relative to Gro¨bner bases are recalled in Section 1, and we
generally follow Cox et al. (1997). The simple proof of this proposition is given in Section 1.
For the notation ω and related notions, we refer to von zur Gathen and Gerhard (2003).
Getting a “small” bound on the highest degree of the elements of the Gro¨bner basis then
leads to good complexity estimates. Such a bound is available for regular systems in the graded-
reverse-lexicographical order (grevlex). In this situation, Lazard (1983) has shown that after a
generic linear change of coordinates, a bound is given by the index of regularity of the ideal,
which is itself bounded by
Macaulay’s bound: ireg ≤
m
∑
i=1
(di−1)+1, (1)
where di = deg( fi). This bound is named after Macaulay (1902), who obtained it as an upper
bound on the degree of intermediate polynomials used in the computation of a resultant of generic
multivariate polynomials.
Taking m = n− ℓ (with ℓ ≥ 0) and injecting Macaulay’s bound (1) into the upper bound of
Proposition 1 leads to a general asymptotic bound for the number of operations:
(
δ δ
(δ −1)δ−1
)ω(n−ℓ)
n2−ω/2
(
(δ −1)
(
δ
2pi(δ −1)3
)ω/2
+O(1/n)
)
, n→ ∞, (2)
where δ , assumed to be larger than 1, is the arithmetic mean of the di’s. (When δ = 1, the system
is linear.)
Thus in this case, we have a complexity which is simply exponential in the number of vari-
ables. Since in this case, if the field is algebraically closed, by Be´zout’s bound, the degree of the
variety is also exponential, the result can be interpreted as a polynomial complexity in some size
of the result. No change of variable is necessary when the dimension is 0. Otherwise, without a
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generic linear change of coordinates, the bound does not hold in general, as observed by Mo¨ller
and Mora (1984).
These results can be made effective by a careful study of the required genericity condition.
Indeed, Lejeune-Jalabert (1984) shows that a sufficient condition for the bound to hold is that
the variables be in simultaneous Noether position with respect to the polynomial system. (The
definition is recalled in Section 1). If the system is regular but the variables are not in simulta-
neous Noether position, and the field is sufficiently large, then a linear change of variables can
be exhibited that puts the variables in this position. The complexity of actually finding such a
linear change of variables in the worst case has been studied by Giusti (1988, §5.6) and later
by Giusti and Heintz (1993). It is used as an ingredient to compute the dimension in small com-
plexity (Giusti et al. (2000)). The name “simultaneous Noether position” for this situation has
been used at least since the work of Krick and Pardo (1996).
This simply exponential behaviour being established, we are interested in sharpening the
complexity estimates. This is important in order to compare various algorithms precisely, in-
cluding approaches to polynomial system solving that do not use Gro¨bner bases, such as devel-
oped by Giusti et al. (2001). We concentrate on systems with variables in simultaneous Noether
position. This forms the basis for many other applications, either by changes of coordinates as
we have just indicated, or by changes of order following Fauge`re et al. (1993), or by other tech-
niques as developed for instance by Lakshman and Lazard (1991); Lakshman (1991); Hashemi
and Lazard (2011).
Most algorithmic variants of Buchberger’s (1965) algorithm spend part of their time com-
puting reductions to 0, which is why many criteria and strategies have been developed over the
years. An assessment of the efficiency of these strategies is obtained for instance by a comparison
of their complexity for m= n− ℓ polynomials in n variables with the bound (2), for an arbitrary
fixed ℓ≥ 0. We obtain such a complexity estimate for a specific algorithm, namely Fauge`re’s F5
algorithm (2002). This algorithm has been the first one to introduce signatures in order to detect
efficiently useless reductions to zero. Since then, many researchers have worked on understand-
ing the new criteria behind F5, which has led to new variants of the signature-based approach.
Eder and Fauge`re (2014) give a detailed introduction to this topic. In Section 2, we present and
analyse the matrix-F5 version of the algorithm. A consequence of our results is the following
estimate.
Theorem 2. Let ( f1, . . . , fm) be a system of homogeneous polynomials of identical degree δ ≥ 2
in k[x1, . . . ,xn] with m = n− ℓ and ℓ ≥ 0, with respect to which (x1, . . . ,xn) are in simultaneous
Noether position. Then the number of arithmetic operations in k required by Algorithm matrix-
F5 to compute a Gro¨bner basis for the grevlex order is bounded by a function of δ , ℓ,n that
behaves asymptotically as
B(δ )nn(A(δ , ℓ)+O(1/n)), n→ ∞, (3)
when ℓ and δ are O(1). There, the coefficients B(δ ) and A(δ , ℓ) are given by
B(δ ) =
(
λ0+1
λ0
)2δ
−1
1
λ 20
− 1
(λ0+1)2
and A(δ , ℓ) =
1−δ−1
2pi
·
(
1+λ−10
)3
−1
(1+λ0)1+ℓ
,
3
λ0 being the unique positive root between
δ−1
2
and δ −1 of
(
λ +1
λ
)2δ
=
1
1−δ (λ+1)
2−λ 2
(λ+1)3−λ 3
.
Moreover, the dominant term B(δ ) is bounded between δ 3 and 3δ 3.
Explicit values of this bound (3), called the F5-bound, are given in Table 1.
δ 2 3 4 5 6 7 8
B(δ )n 24.29n 26.16n 27.44n 28.43n 29.23n 29.90n 210.5n
= (2n)4.3 (3n)3.9 (4n)3.7 (5n)3.6 (6n)3.6 (7n)3.5 (8n)3.5
= (2.5)n23n (2.7)n33n (2.7)n43n (2.8)n53n (2.8)n63n (2.8)n73n (2.8)n83n
Table 1: Asymptotic Behaviour of the F5-bound (Equation (3)), in terms of the Be´zout bound δ
n.
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Figure 1: Asymptotic of the F5-bound vs linear algebra on the Macaulay Matrix
We now draw a few consequences of this theorem.
Numerical estimates. In view of (2), B(δ ) can be compared to
(
δ δ/(δ −1)δ−1
)ω
where ω is
the exponent of matrix multiplication over k, and therefore our result can be interpreted as a first
measure of the extent to which the F5 algorithm exploits the structure of the Macaulay matrix for
the computation. In Figure 1, we display the values of B(δ ) as well as the arithmetic complexity
of the linear algebra performed on the Macaulay matrix for different values of the exponent ω .
The first plot gives these values for δ from 2 to 10, and the second one gives the logarithm of
these values in terms of log(δ ), for δ from 21 to 214 = 16384. For 2 ≤ δ < 7, the F5-bound
gives a better complexity than the Coppersmith and Winograd (1990) bound ω < 2.376 and the
recently improved bounds down to ω < 2.373 by Stothers (2010), Vassilevska Williams (2012)
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and Le Gall (2014). It is better than Strassen’s bound ω = log2 7 for 2≤ δ < 9911. Thus in prac-
tice, for this whole range of degrees, the complexity estimate of F5 behaves asymptotically (wrt
to n) exponentially better than linear algebra with fast matrix multiplication over the Macaulay
matrix.
Nonhomogeneous systems. In the affine case, Theorem 2 can often be applied with ℓ = 1: let
( f1, . . . , fn) be a system of affine polynomials of identical degree δ ≥ 2 in k[x1, . . . ,xn]; we con-
sider (H1, . . . ,Hn) the polynomials obtained by homogenizing the fi in k[x1, . . . ,xn,h]. Provided
x1, . . . ,xn,h are in simultaneous Noether position with respect to the system (H1, . . . ,Hn) (or
equivalently, x1, . . . ,xn are in simultaneous Noether position with respect to the system formed by
the homogeneous part of highest degree of the fi), we can then apply the theorem to (H1, . . . ,Hn)
and derive a bound on the number of operations.
Other term orders. Under the same hypotheses as in Theorem 2, the computation of a Gro¨bner
basis for the lexicographical order can be achieved by first computing a Gro¨bner basis for the
grevlex order using Algorithm matrix-F5 in O(nB
n) operations and then converting into a basis
for the lexicographical order using the FGLM algorithm of Fauge`re et al. (1993) in O(nδ 3n)
operations. Since B≥ δ 3, the overall complexity is still bounded byO(nBn) arithmetic operations
over k.
System solving. If the field k is infinite and the system is regular, a generic linear change of
variables puts the variables in simultaneous Noether position. The construction is given for
instance by Giusti (1988, §5.6), see also Giusti and Heintz (1993). Thus in practice, for zero-
dimensional polynomial system solving, the simultaneous Noether position hypothesis can be
replaced by the regularity of the system.
This article is structured as follows. In Section 1, we recall the basic definitions and properties
of regular sequences and Gro¨bner bases, the relation between Gro¨bner bases and linear algebra
and the definition of simultaneous Noether position. In Section 2, we give a simple version of
the F5 algorithm and we give a structure theorem for Gro¨bner bases computed by this signature-
based algorithm. In Section 3 we describe more precisely its behaviour for systems with variables
in simultaneous Noether position for the grevlex ordering and deduce an upper bound for the
complexity of F5 in this case. Finally, in Section 4 we discuss the practical accuracy of the bounds
we provide in this paper. In view of our numerical experiments, the practical behaviour of the
algorithm F5 seems to be asymptotically exponentially better than our bound. A characterisation
of the exact exponent in the complexity is still open.
Preliminary versions of this work have appeared in Bardet’s PhD thesis (2004).
1. Gro¨bner Bases and Regularity
This section gathers classical definitions and properties, so that this article is self-contained.
We generally follow the terminology and notations of Cox et al. (1997).
1.1. Basic Notation and Definitions
The polynomial systems we consider are always denoted ( f1, . . . , fm) ∈ k[x1, . . . ,xn] where
k is a field. We denote by di the degree of fi. Throughout this article, the polynomials are
homogenous. The set of homogeneous polynomials of degree d is denoted k[x1, . . . ,xn]d . We
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use T i to denote the set of nonzero monomials in x1, . . . ,xi (i.e., products x
α1
1 · · ·x
αi
i with non-
negative integer exponents α j), and T
i
d the subset of monomials of degree d. When i = n, we
use simply T = T n and Td = T
n
d . The ideal generated by the polynomial system is denoted
I = 〈 f1, . . . , fm〉 and the vector space of homogeneous polynomials of degree d in I is de-
noted Id .
A monomial ordering is a total order on monomials that is compatible with the product and
such that every nonempty set has a smallest element for the order. Such an ordering is graded if
monomials of different degrees are ordered according to their degree. The leading term LT( f ) of
a polynomial f is the term (i.e., monomial multiplied by a nonzero constant in k) corresponding
to its largest monomial for the given monomial ordering.
The grevlex ordering is a graded ordering. The order between two monomials of the same
degree xα = x
α1
1 · · ·x
αn
n and xβ = x
β1
1 · · ·x
βn
n is given by xα ≻ xβ when the last nonzero element of
(α1−β1, . . . ,αn−βn) is negative. Thus, among the monomials of degree d, the order is
xd1 ≻ x
d−1
1 x2 ≻ x
d−2
1 x
2
2 ≻ ·· · ≻ x
d
2 ≻ x
d−1
1 x3 ≻ x
d−2
1 x2x3 ≻ x
d−2
1 x
2
3 ≻ ·· · ≻ x
d
n .
A Gro¨bner basis of an ideal I for a given monomial ordering is a set G of generators
of I such that the leading terms of G generate the monomial ideal 〈LT(I )〉, which is the ideal
generated by the monomials LT( f ), f ∈I . A polynomial is reduced with respect to the Gro¨bner
basis G when its leading term is not a multiple of those of G. The basis is reduced if each
element g ∈ G is reduced with respect to G\{g}.
1.2. Macaulay’s Matrix
We recall briefly the construction of this matrix and the explicit relation with Gro¨bner bases,
which can be found in the works by Lazard (1983) and Giusti (1984, 1985). There are several
advantages to this point of view: one is that, for a graded order, it gives an easy access to the
Hilbert function of the ideal, another one is that upper bounds on the complexity are easily
recovered from classical linear algebra.
For a given degree d and polynomial system ( f1, . . . , fm), Macaulay’s matrix Md,m has its
columns indexed by the monomials of Td . For each polynomial fi of the system and each
monomial t ∈ Td−di , it contains one row whose entry in the column indexed by a monomial t
′
is the coefficient of t ′ in t fi. Thus, the rows of this matrix generate the vector space Id . The
Hilbert function is defined by
HFI (d) = dimk[x1, . . . ,xn]d/Id ,
it is therefore equal to the dimension
(
n+d−1
d
)
of k[x1, . . . ,xn]d minus the rank of Md,m. For d
large enough, this function is a polynomial (the Hilbert polynomial HPI ). The generating func-
tion HI = ∑d≥0HFI (d)z
d is called the Hilbert series of the ideal.
1.3. Gro¨bner Bases
Performing a Gaussian elimination on the matrix Md,m computes a basis of Id . If moreover,
the columns are ordered by decreasing order with respect to the chosen graded monomial order-
ing, and column pivoting is not allowed, then the leading terms of this basis give LT(Id). From
these bases for min(d1, . . . ,dm) ≤ d ≤ D, where D is the maximal degree of the elements in the
reduced Gro¨bner basis of I , this Gro¨bner basis can be reconstructed. This way, the computation
is reduced to linear algebra operations.
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From there we now prove the general upper bound on the complexity that has been given in
Proposition 1.
Macaulay’s matrixMd,m hasCd = |Td |=
(
n+d−1
d
)
columns and Rd = |Td−d1 |+ · · ·+ |Td−dm |
rows. A basis of its rows is obtained by the computation of a reduced row echelon form.
Storjohann (2000) has shown that fast matrix multiplication can be used to compute this form
with a complexity of O(RdCdr
ω−2), where r is the rank of the matrix. Thus, this is bounded
by O(RdC
ω−1
d ).
The computation is performed for d=min(d1, . . . ,dm), . . . ,D. The number of rows is bounded
by mCd andCd is an increasing sequence, so that the conclusion of Proposition 1 follows.
The remaining problems are to bound D and to perform this Gaussian elimination efficiently
by taking the structure of the matrix into account. An important class where this can be done is
the class of regular systems.
1.4. Regular Systems
Definition 1. ( f1, . . . , fm) is regular if for all i= 1, . . . ,m, fi is not a zero-divisor in the quotient
ring k[x1, . . . ,xn]/〈 f1, . . . , fi−1〉. In other words if there exists g such that g fi ∈ 〈 f1, . . . , fi−1〉 then
g belongs to 〈 f1, . . . , fi−1〉.
The following Lemma gives a characterisation of zero-divisors for homogeneous polynomi-
als:
Lemma 3. Let I ⊂ k[x1, . . . ,xn] be an homogeneous ideal, I 6= 〈1〉, and f ∈ k[x1, . . . ,xn]
homogeneous of degree δ ≥ 1. Then f is not a zero-divisor in k[x1, . . . ,xn]/I if and only if
HI+〈 f 〉(z) = (1− z
δ )HI (z).
Proof. The proof boils down to using the relation between the dimensions of the kernel Kd and
image of the application of multiplication by f from k[x1, . . . ,xn]d−δ/Id−δ to k[x1, . . . ,xn]d/Id .
This gives
HFI+〈 f 〉(d) = HFI (d)−HFI (d−δ )+dim(Kd), d ∈ N. (4)
(with the convention HF(−d) = 0 for d ≥ 1). Multiplying (4) by zd and summing over d leads to
HI+〈 f 〉(z) = (1− z
δ )HI (z)+ ∑
d≥0
dim(Kd)z
d .
The equivalence results from the definition: f is not a zero-divisor in k[x1, . . . ,xn]/I if and only
if dim(Kd) = 0 for all d ≥ 0.
This leads to a classical property of regular systems, essentially due to Macaulay (1916, §58):
Proposition 4. The system of homogeneous polynomials ( f1, . . . , fm)⊂ k[x1, . . . ,xn] is regular if
and only if its Hilbert series is
HI (z) =
Πmj=1(1− z
d j)
(1− z)n
. (5)
If m= n, then the sequence ( f1, . . . , fn) is regular if and only if its Hilbert series is a polynomial.
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Proof. The first part follows from the previous lemma and H〈〉(z) = (1− z)
−n that counts the
number of homogeneous monomials.
For m = n, if HI (z) is a polynomial, then Be´zout’s bound (Cox et al., 2005, ch. 3§5) states
that HI (1), which is the number of solutions of I in the algebraic closure of k, is bounded by
Πnj=1d j. But Equation (4) leads to HI (z) ≥ ∏
n
j=1 (1− z
d j)/(1− z)n with inequality coefficient
by coefficient. By taking the value at z = 1, we get ∏nj=1 d j ≥ HI (1) ≥ ∏
n
j=1 d j, which proves
the equality. As each coefficient of the Hilbert series is nonnegative, we deduce that HI (z) =
∏
n
j=1 (1− z
d j)/(1− z)n and the sequence is regular by the first part of the lemma.
Corollary 5. Let ( f1, . . . , fn) be a regular system of homogeneous polynomials in k[x1, . . . ,xn],
then the highest degree in the elements of a Gro¨bner basis for a graded ordering is bounded by
Macaulay’s bound (1).
Proof. When m = n, the Hilbert series (5) is a polynomial, whose degree D is one less than
the bound (1). This implies that the Hilbert function is 0 for degree D. In other words all the
monomials of TD belong to ID, whence the result.
Example 1. The system 

f1 = x
2+ y2−2xz−2yz+ z2+h2
f2 = x
2+ xy+ yz− z2−2h2
f3 = x
2− y2+2yz−2z2
(6)
in k[x,y,z,h], represents, for h = 0, the intersection of a projective circle and two hyperbolas
over k = R. The coefficient of h2 is chosen so that the point (1,1,1,1) is a solution of the
system. The Hilbert series of the systems ( f1, f2) and ( f1, f2, f3) (computed from a Gro¨bner
Basis for a grevlex ordering) are respectively H( f1, f2)(t) = (1+ t)
2/(1− t)2 = (1− t2)2/(1− t)4
and H( f1, f2, f3)(t) = (1+ t)
3/(1− t) = (1− t2)3/(1− t)4, showing that these systems are regular.
1.5. Noether position
Definition 2. The variables (x1, . . . ,xm) are in Noether position with respect to the system
( f1, . . . , fm) if their canonical images in k[x1, . . . ,xn]/〈 f1, . . . , fm〉 are algebraic integers over
k[xm+1, . . . ,xn] and moreover k[xm+1, . . . ,xn]∩〈 f1, . . . , fm〉= 〈0〉.
The variable xi ∈ k[x1, . . . ,xn]/〈 f1, . . . , fm〉 is an algebraic integer over k[xm+1, . . . ,xn] when
there exists a polynomial g ∈ k[xi,xm+1, . . . ,xn]∩ 〈 f1, . . . , fm〉 that is monic with respect to xi.
A Gro¨bner basis of 〈 f1, . . . , fm〉 for an elimination monomial ordering such that {x j,1 ≤ j 6=
i ≤ m} > {xi,xm+1, . . . ,xn} contains such a g (up to a constant) if and only if xi has the desired
property.
Example 2. The variables (x,y) are in Noether position with respect to the system ( f1, f2) from
Example 1. Indeed, a Gro¨bner basis of the system for the lexicographical ordering x> y> z> h
(resp. y > x > z > h) contains the polynomial 2y4− 6y3z+ 12y2z2+ 7y2h2− 8yz3− 20yzh2+
4z2h2+9h4 (resp. 2x4+2x3z−2x2z2−3x2h2−2xz3−2xzh2+ z2h2+4h4).
On the other hand, the variables (y,z) are not in Noether position with respect to the system
( f1, f2). Again, a Gro¨bner basis computation for the lexicographical ordering shows that I ∩
k[y,x,h] = 〈2y3x+4y2x2− y2h2+8yx3−8yxh2−4x2h2−h4〉.
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Geometrically, the Noether position implies that the algebraic set defined by the system has
dimension n−m and, in an algebraic closure of k, for any value of (xm+1, . . . ,xn), the system
has exactly the same number of solutions (counting multiplicity). In a sufficiently large field,
for regular systems, the variables can be put in Noether position by a generic linear change of
variables, as explained by Giusti (1988).
The following proposition characterises algebraically the Noether position property for ho-
mogeneous ideals. It shows that in this case, this position is also equivalent to the condition that
the system ( f1, . . . , fm,xm+1, . . . ,xn) has only the solution {0}.
Proposition 6 (Lejeune-Jalabert, 1984). Let ( f1, . . . , fm) be a system of homogeneous polyno-
mials of k[x1, . . . ,xn], such that 〈 f1, . . . , fm〉 6= 〈1〉. If the variables (x1, . . . ,xm) are in Noether
position with respect to the system ( f1, . . . , fm), then the sequence ( f1, . . . , fm,xm+1, . . . ,xn) is
regular.
Proof. The variables (x1, . . . ,xm) being in Noether position with respect to the system ( f1, . . . , fm),
for each 1 ≤ i ≤ m, there exists a polynomial g ∈ k[xi,xm+1, . . . ,xn]∩ 〈 f1, . . . , fm〉 of degree
ni ≥ 1 in xi such that the coefficient of x
ni
i in g is 1. This implies that the Hilbert series
H( f1,..., fm,xm+1,...,xn)(z) is a polynomial. Then by Proposition 4, ( f1, . . . , fm,xm+1, . . . ,xn) is a reg-
ular sequence.
From the computational point of view, the following proposition gives very precise infor-
mation on the structure of a grevlex Gro¨bner basis, it plays an important role in obtaining good
complexity estimates in the next section.
Proposition 7 (Lejeune-Jalabert, 1984, Ch. 3, Prop. 3.4). Let (x1, . . . ,xm) be in Noether posi-
tion with respect to the homogeneous system ( f1, . . . , fm). Let θm be a ring endomorphism of
k[x1, . . . ,xn] such that θm(xi) = xi for i ∈ {1, . . . ,m}, while θm(xi) = 0 for i > m. Then, for the
grevlex monomial ordering
LT(〈 f1, . . . , fm〉) = LT(θm(〈 f1, . . . , fm〉)) · 〈xm+1, . . . ,xn〉.
In other words, the leading terms of the elements of the reduced Gro¨bner basis do not depend
on the variables (xm+1, . . . ,xn).
Proof. Let I = 〈 f1, . . . , fm〉. The inclusion LT(I ) ⊃ LT(θm(I )) · 〈xm+1, . . . ,xn〉 follows from
the fact that for the grevlex monomial ordering, when θm( f ) 6= 0, LT( f ) = LT(θm( f )).
Conversely let f ∈I and letM= xα11 · · ·x
αn
n be its leading monomial for the grevlex ordering.
We have to prove that there exists g ∈ I with leading monomial xα11 · · ·x
αm
m . Since the ideal is
homogeneous, we can assume f to be homogeneous as well. Let l be the largest index such
that xl |M. By definition of the grevlex ordering and the fact thatM is the leading monomial of f ,
there exist homogeneous polynomials gl , . . . ,gn ∈ k[x1, . . . ,xn] such that
f = x
αl
l gl + xl+1gl+1+ · · ·+ xngn, gl ∈ k[x1, . . . ,xl ]\{0} and LT(gl) = x
α1
1 · · ·x
αl−1
l−1 . (7)
By Proposition 6, the sequence ( f1, . . . , fm,xm+1, . . . ,xn) is regular. If l > m, then f ≡ x
αl
l gl ≡ 0
mod I +〈xl+1, . . . ,xn〉 and since from Proposition 4 xl is not a zero-divisor in k[x1, . . . ,xn]/(I +
〈xl+1, . . . ,xn〉) we deduce successively that gl ≡ 0 mod I + 〈xl+1, . . . ,xn〉 and gl ≡ 0 mod I .
Hence, starting from f ∈ I such that LT( f ) ∈ k[x1, . . . ,xl ] with l > m, we obtain gl ∈ I such
that LT( f ) = x
αl
l LT(gl) and LT(gl) ∈ k[x1, . . . ,xl−1]. By induction on l we can find a polynomial
g ∈I such that LT( f ) = x
αm+1
m+1 · · ·x
αl
l LT(g) and LT(g) ∈ k[x1, . . . ,xm]. This proves the converse
inclusion.
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In view of the incremental nature of the F5 algorithm, an even stronger property will be useful
in our considerations.
Definition 3. The variables (x1, . . . ,xn) are in simultaneous Noether position with respect to
the system ( f1, . . . , fm) when the variables (x1, . . . ,xi) are in Noether position with respect to
( f1, . . . , fi) for all i ∈ {1, . . . ,m}.
Example 3. The variables (x,y,z,h) in Example 1 are in simultaneous Noether position with
respect to the system ( f1, f2, f3) from Equation (6).
Again, this situation is generic for regular systems and can be reached by a linear change of
coordinates if the field is sufficiently large.
2. Signature-based Gro¨bner basis computations: the F5 Algorithm
2.1. Description of the Matrix-F5 algorithm
Fauge`re’s (2002) F5 algorithm is designed so that it ensures that no “useless” reduction to 0
is performed when the input system is regular. We now describe a matrix version of F5 that
is well-suited to a complexity analysis. The main difference with the original algorithm is that
the maximal degree occurring in the computation is given as an input of the algorithm. As in
Fauge`re’s F4 algorithm (1999), linear algebra is used to reduce the polynomials. The resulting
algorithm is very easy to implement. It is probably somewhat less efficient than the original F5
on most practical examples, but it lets us compute an upper bound on the complexity of F5. It is
this matrix variant that was used with success by Fauge`re and Joux (2003).
In order to keep track of the polynomials that lead to the different rows of the matrices
encountered during the algorithm, it is convenient to view a matrix (M) as a map (s, t)∈ S×T 7→
Ms,t ∈ k where S is a finite subset of N×T and T a finite subset of T ordered using a graded
ordering. A row indexed by s = (i,τ) will be used to represent a polynomial obtained as the
sum of τ fi and some other “smaller” polynomials in I ; this index s is the signature of the
corresponding polynomial. A row in the matrixM is specified by its signature s, and we identify
the vector Row(M,s) = [Ms,t | t ∈ T ] and the polynomial ∑t∈T Ms,tt; the leading term of a row is
the leading term of the corresponding polynomial. We fix the following notation: Rows(M) = S
and LT(M) is the set of leading terms of all the rows of M. A valid elementary row operation
on M consists in replacing the row s ∈ S by the linear combination Row(M,s)← Row(M,s)+
λ Row(M,s′) where λ ∈ k, s′ ∈ S and the additional condition that s′ = ( j′,u′)< s= ( j,u) (i.e.,
j′ < j or ( j = j′ and u′ ≺ u)). The index of the line is unchanged. We denote by M˜d,i the result
of Gaussian elimination applied to the matrix Md,i using a sequence of valid elementary row
operations.
There are two distinct ways of performing a valid Gaussian elimination: either we perform
reductions only for the leading term of each row, in which case we call the reduction a top-
reduction, or we perform more valid reductions so that each column containing a leading co-
efficient has zeros elsewhere below, in which case we call the reduction a full-reduction. The
complexity analysis of this paper is done in the top-reduction case, and in Section 4 an experi-
mental comparison with the full-reduction case is given.
The algorithm matrix-F5 constructs matrices incrementally in the degree and the number of
polynomials. Let d be the current degree and i the current number of polynomials (in other
words we are computing a Gro¨bner basis of 〈 f1, . . . , fi〉 truncated in degree d). The algorithm
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constructs a matrix Md,i obtained from the Macaulay matrix Md,i by removing selected rows.
With the previous notation, Md,i is a map S×Td 7→ k such that S is a subset of {1, . . . , i}×T .
Fauge`re (2002) defines the signature of a polynomial and uses it to give a new criterion to
remove useless computations. In the matrix-F5 algorithm the signatures become the indices of
the rows and the original criterion translates as:
Proposition 8 (F5 criterion). If t is the leading term of Row(M˜d−di,i−1,s) where s < (i,1) then
the row indexed by (i, t) belongs to the vector space generated by the rows ofMd,i having smaller
index.
Proof. The hypothesis is that t ∈ LT(〈 f1, . . . , fi−1〉d−di), say t = LT(h) with h= ∑
i−1
k=1 hk fk. This
implies that t fi = ∑
i−1
k=1 fihk fk+(t− h) fi, where the first term belongs to 〈RowMd,i−1〉 and the
last one is a linear combination of rows of Md,i having smaller index, as LT(t−h)≺ LT(h).
We now describe the matrix-F5 algorithm. Here the order is any monomial ordering. It enters
the algorithm through the function LT.
Algorithm matrix-F5
Input: homogeneous polynomials ( f1, . . . , fm) with degrees d1 ≤ ·· · ≤ dm;
a maximal degree D.
Output: The elements of degree at most D of the reduced
Gro¨bner bases of ( f1, . . . , fi), for i= 1, . . . ,m.
1. for i from 1 to n do Gi := /0; end for // initialise the Gro¨bner Bases Gi of ( f1, . . . , fi).
2. for d from d1 to D do
3. Md,0 := /0, M˜d,0 := /0
4. for i from 1 to m do
5. if d < di then Md,i := Md,i−1
6. else if d = di then
7. Mdi,i := add the new row fi to M˜di,i−1 with index (i,1)
8. else
9. Md,i := M˜d,i−1
10. Crit := LT(M˜d−di,i−1)
11. for f in Rows(Md−1,i)\Rows(Md−1,i−1) do
12. (i,u) := index( f ), with u= x j1 · · ·x jd−di−1 ,
13. and 1≤ j1 ≤ ·· · ≤ jd−di−1 ≤ n
14. for j from jd−di−1 to n do
15. if ux j 6∈ Crit then
16. add the new row x j f with index (i,ux j) in Md,i
17. end if
18. end for
19. end for
20. end if
21. Compute M˜d,i by Gaussian elimination from Md,i
22. Add to Gi all rows of M˜d,i not reducible by LT(Gi)
23. end for
24. end for
25. return [Gi | i= 1, . . . ,m]
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The for loop of line 14 constructs the matrixMd,i containing all the polynomials x
α1
1 · · ·x
αn
n fi with
α1+ · · ·+αn = d− di (except some that reduce trivially to zero). In order to avoid redundant
computations, these are constructed from the rows of the previous matrix Md−1,i by multiplying
all rows by all variables. A row indexed by (i,xα11 · · ·x
α j
j ) with α j 6= 0 can arise from several
rows in Md−1,i, we choose to construct it from the row indexed by (i,u) in Md−1,i with u =
x
α1
1 · · ·x
α j−1
j and multiply it by x j, the largest variable occurring in u. This insures that every row
comes from exactly one row in the previous matrix.
Example 4. Algorithm matrix-F5 over Example 1 constructs the following matrices. In degree 2,
M2,3 =


x2 xy y2 xz yz z2 hx yh zh h2
f1 1 1 −2 −2 1 1
f2 1 1 1 −1 −2
f3 1 −1 2 −2

,
where only nonzero entries are displayed. Gaussian reduction yields
M˜2,3 =


x2 xy y2 xz yz z2 hx yh zh h2
f1 1 1 −2 −2 1 1
f2 1 −1 2 3 −2 −3
f3 2 −2 −4 3 1

.
From M˜2,3, it follows that the indices and leading terms of the elements in G3 are
{((1,1),x2),((2,1),xy),((3,1),y2)}.
Next, in degree 3, M˜3,3 contains (in that order) the columns
x3,x2y,y2x,y3,x2z,zxy,zy2,xz2,yz2,z3,x2h,xyh,y2h,xzh,yzh,z2h,h2x,h2y,h2z,h3
and the rows with indices and leading terms
(ind.) (1,h) (1,z) (1,y) (1,x) (2,h) (2,z) (2,y) (2,x) (3,h) (3,z) (3,y) (3,x)
(LT) x2h x2z x2y x3 xyh xyz xy2 y3 y2h y2z xz2 yz2
The underlined leading terms are those inserted into G3 by Algorithm matrix-F5 in line (22).
Degree 4 is the first time the F5 criterion is used. The set Crit of line (10) is empty for i = 1 by
convention, but it contains x2 for i= 2 and x2,xy for i= 3. Thus in line (16), all rows (i,m) with
i = 1,2,3 and m a monomial of degree 2 are added to M4,2 and M4,3, except the rows (2,x
2),
(3,xy) and (3,x2). The matrix M˜4,3 contains
(
7
4
)
= 35 columns and 3
(
5
2
)
− 3 = 27 rows. The
rows that are reduced during the Gaussian elimination and that are added to the Gro¨bner basis
are ((3,y2),z4). No reduction to 0 has occurred and the Gro¨bner bases are
G1 = {((1,1),x
2+ y2−2xz−2yz+ z2+h2)},
G2 = G1∪
{
((2,1), xy− y2+2xz+3yz−2z2−3h2)
((2,x), 2y3−7xyz−3y2z−2xz2− yz2+2z3+3xh2+4yh2+2zh2)
}
,
G3 = G2∪


((3,1), 2y2−2xz−4yz+3z2+h2)
((3,y), 4xz2+3yz2−2z3+3xh2+3yh2−11zh2)
((3,x), 3yz2−6z3+11xh2−5yh2−3zh2)
((3,y2), 3z4+4xzh2+12yzh2−7z2h2−12h4)

 .
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The main property of this algorithm is given in the following theorem.
Theorem 9. The algorithm matrix-F5 computes the elements of degree at most D of the reduced
Gro¨bner bases of 〈 f1, . . . , fi〉, i = 1, . . . ,m. Moreover if ( f1, . . . , fm) is a regular sequence then
all the matrices Md,i have full rank.
Proof. The proof of the first statement follows the algorithm: it is an induction on d and i.
For d = d1 and i = 1, the result is clear. Assuming the induction hypothesis, we now have to
prove that the rows of Md,i generate 〈 f1, . . . , fi〉d . Then we can deduce that LT(M˜d,i) gener-
ates LT(〈 f1, . . . , fi〉d) and the conclusion on Gi follows.
It is thus sufficient to show that for any τ ∈ Td−di , the polynomial τ fi is generated by the
rows of Md,i. If d ≤ di the result is clear. Otherwise, let j be the highest index such that x j | τ
and let u = τ/x j. If u is not the index of a row of Md−1,i \Md−1,i−1 then by the induction
hypothesis u fi is generated by the rows of Md−1,i−1 and therefore τ fi is generated by the rows
of Md,i−1. This justifies the selection of rows in the loop over s. Otherwise, τ fi is entered by the
algorithm in Md,i, unless τ ∈ LT(M˜d−di,i−1) since then τ is eliminated by the criterion, thanks
to Proposition 8.
The second part of the theorem is proved by contradiction. If a row of Md,i indexed by (i,u)
reduces to 0, this means that the algorithm has constructed an identity
gi fi+ · · ·+g1 f1 = 0.
Moreover, the criterion ensures that gi 6= 0 is reduced with respect to 〈 f1, . . . , fi−1〉. This contra-
dicts the regularity of ( f1, . . . , fi).
Other useful properties of the algorithm matrix-F5 that are needed later are gathered in the
following Lemma.
Lemma 10. 1. Any row entered by the algorithm matrix-F5 into the matrix Md,i represents
a polynomial
gi fi+ · · ·+g1 f1,
where gi is reduced with respect to 〈 f1, . . . , fi−1〉;
2. if g ∈ Gi \Gi−1, then its index sg has the form (i, t).
Proof. The first property comes from the proof of the previous theorem. The second one comes
from the fact that the algorithm works incrementally with respect to i.
2.2. Structure theorem for Grevlex Bases with variables in Simultaneous Noether Position
The estimate in Proposition 1 describes precisely the shape of the final Gro¨bner basis, but it
does not take into account any specificity of the F5 algorithm. Hence we first study in more detail
the structure of grevlex bases computed by F5, giving the shape of the signatures associated to
those polynomials. We further restrict to a special situation, namely when the variables are in si-
multaneous Noether position. The following proposition will play a crucial role when estimating
precisely the number of operations of the matrix-F5 algorithm.
Proposition 11. [Structure of the F5-bases] Let ( f1, . . . , fm) be a homogeneous system for which
the variables (x1, . . . ,xn) are in simultaneous Noether position. Let G1, . . . ,Gm be the result of the
matrix-F5 algorithm applied to this system for the grevlex ordering. Then, for all (( j, t),g) ∈ Gi,
one has j ≤ i, LT(g) ∈T j and t ∈T j−1.
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Proof. That j ≤ i is a consequence of the incremental nature of the algorithm. Also, since
reductions do not change the index and only involve rows with smaller indices, one has that
if (( j, t),g)∈Gi, then (( j, t),g)∈G j. Thus by induction it is sufficient to consider ((i, t),g). The
result on LT(g) is given by Proposition 7 using the simultaneous Noether position hypothesis.
The property that t ∈ T i−1 is more deeply related to the way the algorithm F5 works. We
prove it by induction on i and on the degree of t. For i = 1, the only element of the basis
is ((1,1), f1); it satisfies the property. Let now i > 1 and t 6= 1. We decompose t as t = Xu,
where X 6= 1 is of minimal degree such that, for some polynomial h, ((i,u),h) ∈ Gi. Let
((i,u1),g1), . . . ,((i,us),gs) be the elements of Gi distinct from h coming from rows with in-
dices smaller than (i, t) (i.e., u j < t). Following Algorithm F5, the polynomial g is obtained from
Xh by reductions in the matrix by h and the g j’s, and LT(Xh) ≥ LT(g). From line 22 in Algo-
rithm matrix-F5 we see that LT(Xh)> LT(g), so by definition of h there exists an index k and a
monomial µ with
µ LT(gk) = X LT(h).
By the minimality of X , we have that X | LT(gk). Since gk ∈ Gi, by Proposition 7 this
implies X ∈ T i and then also µ ∈ T i. We prove by contradiction that xi ∤ X . Again by the
minimality of X , if xi | X , then xi ∤ µ and therefore xi | LT(gk) and µ ∈ T
i−1. By induction
there exists a monomial τ ∈ T i−1 such that gk has index (i,τ). Now we have that ((i,Xu),g) is
reduced by a row indexed (i,µτ) but this is a contradiction since µτ ∈T i−1 is such that µτ ≻Xu
for the order grevlex and this would not be a valid row reduction.
3. Complexity Analysis of F5
3.1. Number of Polynomials
The following theorem gives quantitative information on the structure of a reduced Gro¨bner
basis (which is independent of the algorithm used to compute it). To the best of our knowledge,
it has not been given before.
Theorem 12. Let ( f1, . . . , fm) be a homogeneous system for which the variables (x1, . . . ,xn) are
in simultaneous Noether position, with d1 = deg( f1)≤ ·· · ≤ dm = deg( fm). Let Gi be a reduced
Gro¨bner basis of ( f1, . . . , fi) for the grevlex monomial ordering for 1≤ i≤ m. Then the number
of polynomials of degree d in Gi whose leading term does not belong to LT(Gi−1) is bounded
by b
(i)
d , where
Bi(z) =
∞
∑
d=0
b
(i)
d z
d = zdi
i−1
∏
k=1
1− zdk
1− z
. (8)
For fixed i, let Di = (d1− 1)+ · · ·+(di−1− 1). Then the sequence hd = b
(i)
d+di
, 0 ≤ d ≤ Di is
positive, symmetric (hDi−d = hd), unimodal (h0 ≤ ·· · ≤ h⌊Di/2⌋ ≥ ·· · ≥ hDi ) and log-concave
(h2d ≥ hd−1hd+1).
Example 5. In Example 4, the series B3(z) = z
2(1+z)2 = z2+2z3+z4 gives exactly the number
of polynomials of degree 2, 3 and 4 in G3 \G2.
Proof. The proof is by induction on i. If i= 1 then by definition of the Noether position, the basis
is reduced to one polynomial with leading term x
d1
1 so that in this case B1(z) = z
d1 as expected.
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Assuming the property to hold for i− 1, we now prove it for i. Consider g ∈ Gi, which can be
written
g= gi fi+ · · ·+g1 f1, (9)
for some polynomials gi. By Proposition 11, we can restrict our attention to gi with LT(gi)
belonging to k[x1, . . . ,xi−1].
Now if g ∈ Gi has degree d and does not belong to the Gro¨bner basis of 〈 f1, . . . , fi−1〉, the
number of possible leading monomials of gi in such a decomposition is bounded by the num-
ber of monomials of degree d− di in k[x1, . . . ,xi−1] that are not leading terms of a polynomial
in 〈 f1, . . . , fi−1〉, and this is precisely HFθi−1〈 f1,..., fi−1〉(d−di) with θi−1 as in Proposition 7. This
is a bound on the dimension of a vector space containing these elements of Gi. It is therefore
also a bound on their possible number of leading terms, whence the result.
The properties of hd come from the fact that these properties are true for each of the coeffi-
cient sequences of the polynomials (1− zdk)/(1− z) and are preserved by multiplication of these
polynomials (see, e.g., Stanley (1989)).
Note that since the series in Theorem 12 is actually a polynomial of degree
δ =
i
∑
j=1
(d j−1)+1,
we deduce that this is also a bound on the highest degree of the elements in a reduced grevlex
Gro¨bner basis, thus recovering (Lejeune-Jalabert, 1984, Ch. 3, Cor. 3.5), and from there the result
of Lazard (1983) after a generic linear change of variables.
Corollary 13. For a system with variables in simultaneous Noether position, a bound on the
number of operations in k required to compute a Gro¨bner basis for the grevlex ordering is ob-
tained by taking D= ∑mj=1 (d j−1)+1 in Proposition 1.
The next section shows that the F5 algorithm achieves a smaller complexity.
3.2. Upper Bound for F5
We now give a proof of Theorem 2 from page 3 using the F5 criterion. Note that the asymp-
totic character of this result is only relative to n: we obtain an actual bound for any fixed degree δ .
Proof. The outline of the proof is as follows. First, we exploit the information on the shape of
the Gro¨bner basis from Theorem 12 in order to get a good control over the number of operations.
Following the structure of the algorithm we get a bound as a sum over i= 1, . . . ,m, corresponding
to the rows induced by each input polynomial fi, of sums over d, corresponding to the columns
induced by the monomials of a given degree. Next, we observe that the (bound on the) cost
of all steps over i is bounded by that devoted to the last polynomial fm. The situation with
respect to degrees is different: there is an intermediate degree where more work takes place. (In
fact, we only prove that there is a degree where our bound dominates the other ones, but this
behaviour can be observed in practice.) Then, we compute the asymptotic expansion of both this
intermediate degree and the (bound on the) number of rows involved in that degree. The final
result is obtained by injecting these expansions into the bounds.
Exact bound from the numbers of rows and columns in the top-reduction case. Arithmetic op-
erations are only performed during the Gaussian reductions. If we perform only top-reductions,
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for each 1 ≤ i ≤ m and δ ≤ d ≤ D, by Theorems 9 and 12 there are at most b
(i)
d polynomials
in Md,i \Md,i−1 that need to be reduced, and they need to be reduced by M˜d,i−1. By Propo-
sition 11 the leading term of the result is in T id , which implies that at most
(
i+d−1
d
)
rows are
involved in this reduction, each row containing
(
n+d−1
d
)
columns. This gives the following bound
on the number of arithmetic operations
NF5 =
m
∑
i=1
D
∑
d=δ
b
(i)
d
(
i+d−1
d
)(
n+d−1
d
)
. (10)
Bound on the number of polynomials in Md,i \Md,i−1. For an arbitrary d and i, we have
b
(i)
d ≤
Bi(r)
rd
, for any r > 0
which follows from the positivity of the coefficients of Bi (see (8)). This bound holds for arbitrary
r > 0; it is minimised by choosing for r a root of the derivative of the right-hand side, which is
equivalent (using the logarithmic derivative) to taking r such that
d = r
B′i(r)
Bi(r)
.
As Bi(r) = r
δ
(
1−rδ
1−r
)i
for equations of identical degree δ , this is equivalent to
i= 1+(d−δ ) ·
(
δ
1− r−δ
−
1
1− r−1
)−1
. (11)
For d ≥ δ , the right-hand side of this equation is a differentiable function of r, its derivative is
negative, and it has extreme values +∞ and d−1
δ−1 . This is then a positive decreasing function of r.
This shows that (11) defines r as a function r(i,d) for i ≥ d−1
δ−1 and δ ≤ d, and this function is a
positive, decreasing, differentiable function of i.
The same reasoning on the equation d = r
B′i(r)
Bi(r)
shows that r(i,d) is differentiable with respect
to d, for δ ≤ d ≤ degBi, and that it is positive and increasing.
Bound on the work on the ith polynomial. A bound on the sequence summed in (10) is now
obtained by bounding the differentiable function of i
Bi(r(i,d))
r(i,d)d
(
i+d−1
d
)(
n+d−1
d
)
for 1 ≤ i ≤ m such that b
(i)
d 6= 0, i.e., i ≥
d−1
δ−1 . This is an increasing function of i. Indeed, the
last binomial does not depend on i, the previous one is clearly increasing and the logarithmic
derivative of the first factor w.r.t. i is
1− r(i,d)δ
1− r(i,d)
= 1+ r(i,d)+ · · ·+ r(i,d)δ−1 (12)
which is positive. Hence, we have the bound
NF5 ≤ m
D
∑
d=δ
Bm(r(m,d))
r(m,d)d
(
m+d−1
d
)(
n+d−1
d
)
. (13)
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(Intuitively, the most expensive part of the computation is performed for i= m.)
The most expensive degree d. Consider now the summand as a function of d. Its logarithmic
derivative in d for fixed r has a simple expression, which vanishes for d root of the equation
2ψ(d+m)−2ψ(d+1) = logr(m,d), (14)
where ψ is the logarithmic derivative of the Γ function (see, e.g., (Abramowitz and Stegun, 1992,
Ch. 6)). Thus we now have two equations, (14) and (11) (with i= m), relating r,d,m.
As a consequence of the functional equation of the Γ function (Γ(s+ 1) = sΓ(s)), the left-
hand side of (14) can be rewritten using the alternative expression
ψ(d+m)−ψ(d+1) =
1
d+1
+ · · ·+
1
d+m−1
.
It follows that Equation (14) defines a unique positive, differentiable function d(m), such that the
pair (d(m),ρ(m)) with the notation
ρ(m) := r(m,d(m)))
gives the solution to (11,14) (for i= m). Moreover, we have ρ(m)≥ 1.
We have now isolated the most expensive step of the algorithm and basically bound all of
them by it. The total number of arithmetic operations in k required by algorithm matrix-F5 is
therefore bounded by
NF5 ≤ m(m(δ −1)+1− (δ −1))
Bm(ρ(m))
ρ(m)d(m)
(
m+d(m)−1
d(m)
)(
m+ ℓ+d(m)−1
d(m)
)
, (15)
where we have used the bound on D from Corollary 13 and the hypothesis n= m+ ℓ.
Asymptotic expansions. We now let m→ ∞ and obtain the asymptotic behaviour of both ρ
and d simultaneously, before injecting into the bound above.
Rewriting (11) yields
d(m)−δ
m−1
=
δ
1−ρ(m)−δ
−
1
1−ρ(m)−1
, (16)
from which we define
λ (m) :=
d(m)
m
.
Now, since ρ(m) ≥ 1, the right-hand side of Equation (16) takes its values between δ−1
2
and
δ −1, which implies that λ (m) is bounded as m→ ∞.
Thus we can compute the asymptotic behaviour of (14), using the classical expansion
ψ(x) = log(x)−
1
2x
−
∞
∑
n=1
B(2n)
2n(x2n)
, x→+∞ (17)
where B(n) is the nth Bernoulli number. This gives
ρ(m) =
(
1+λ (m)−1
)2
+O
(
1
m
)
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We can then eliminate ρ(m) from (16) asymptotically:
λ (m)+O
(
1
m
)
=
δ
1− (1+λ (m)−1)−2δ
−
1
1− (1+λ (m)−1)−2
+O
(
1
m
)
from which we see that as m→ ∞, λ (m) tends to λ0 the unique root between
δ−1
2
and δ −1 of
λ0 =
δ
1−
(
1+λ−10
)−2δ − 1
1−
(
1+λ−10
)−2
or equivalently (
1+λ−10
)2δ
=
1
1−δ
(
(λ0+1)2−λ0
2
(λ0+1)3−λ0
3
) . (18)
Now, Equation (14) using (17) gives ρ as a bivariate formal expansion in 1/m and λ −λ0, with
ρ =
(
1+λ−10
)2
−
2(λ0+1)
λ 30
(λ −λ0)−
(λ0+1) (2 λ0+1)
λ 30
1
m
+ ∑
i, j≥1
ρi, j(λ0)
(λ −λ0)
i
m j
.
Injecting into Equation (16) yields a bivariate formal power series Φ(1/m,λ −λ0) = 0 where
Φ(1/m,λ −λ0) =

3λ02+3λ0+2
(λ0+1)λ0
−
2
(
3λ0
2+3λ0+1
)
λ0 (λ0+1)(2λ0+1)
δ

(λ −λ0)+

3λ03+5λ02+4λ0+1
λ0 (λ0+1)
−
(
2λ0
2+2λ0+1
)
λ0 (λ0+1)
δ

 1
m
+O
(
λ −λ0
m
)
The asymptotic implicit function theorem (see, e.g., Ge´rard and Jurkat (1992)) implies that the
asymptotic expansion of λ − λ0 is given by the formal power series S ∈ C[[1/m]] such that
Φ(1/m,S(1/m)) = 0. This series can be computed to arbitrary order, e.g., by indeterminate
coefficients or Newton iteration, and for instance we get
λ (m) = λ0−
(2λ0+1)
((
2λ0
2+2λ0+1
)
δ −3λ0
3−5λ0
2−4λ0−1
)
(
6λ0
2+6λ0+2
)
δ −6λ0
3−9λ0
2−7λ0−2
1
m
+O
(
1
m2
)
,
ρ(m) =
(λ0+1)
2
λ0
2
−
(λ0+1)
2 (2λ0+1)(2δ +1)
λ0
2
((
6λ0
2+6λ0+2
)
δ −6λ0
3−9λ0
2−7λ0−2
) 1
m
+O
(
1
m2
)
.
Final bound. We now inject these estimates into (15) and obtain the final result:
NF5 ≤ Am


(
λ0+1
λ0
)2δ
−1
1
λ0
2 −
1
(λ0+1)2


m(
1+O
(
1
m
))
,
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where A is a constant depending only on δ , λ0 and ℓ, whose value is given by
A=
1−δ−1
2pi
·
(
1+λ−10
)3
−1
(1+λ0)1+ℓ
.
Inequalities. The proof of Theorem 2 is concluded by showing that the expression abbrevi-
ated B(δ ) in the theorem remains within the interval [δ 3,3δ 3].
The lower bound is obtained by observing that, in view of (18),
B−δ 3 =
δλ 20 (λ0+1)
2
1−δ +3λ0−2δλ0+3λ 20
−δ 3
=
δ (δ −λ0)(δ −1−λ0)(λ0+δ +2δλ0+λ
2
0 )
1−δ +3λ0−2δλ0+3λ 20
=
δ (δ −λ0)(δ −1−λ0)(λ0+δ +2δλ0+λ
2
0 )
((1+λ0)3−λ
3
0 )(1+λ
−1
0 )
−2δ
and this is nonnegative since λ0 is smaller than δ −1.
The upper bound is obtained in two steps: first B(δ )/δ 3 is shown to be increasing with δ
and next its limit as δ → ∞ is computed. Equation (18) shows that λ0 is a differentiable function
of δ and thus so is B. An expression for λ ′0(δ ) is obtained by differentiating (18). Injecting this
expression into the derivative of B and simplifying gives the logarithmic derivative of B(δ )/δ 3:
B′(δ )
B(δ )
−
3
δ
=
(3λ 20 +3λ0+1) ln((1+λ
−1
0 )
2)−3(2λ0+1)
(2λ0+1)δ
.
The numerator depends on λ0 only. Its positivity is obtained by using the lower bound ln(1+x)≥
x−x2/2+x3/3−x4/4 for x ∈ (0,1), leading to a polynomial that is positive as soon as λ0 > 1.4.
Since λ0 ≥ (δ − 1)/2, the monotonicity of B(δ )/δ
3 is then established by checking the values
for the cases δ = 2,3,4 and indeed, we obtain the approximations 2.45, 2.66, 2.73 that conclude
this part.
The limit of B(δ )/δ 3 is obtained in a way similar to the asymptotic expansions above. We
first consider the asymptotic behaviour of λ0 as δ →∞. Setting λ0= cδ and taking the asymptotic
expansion of (18) yields
e2/c+O(1/δ ) =
3c
3c−2
+O(1/δ ).
The limiting value of c is therefore the solution of the equation given by the leading term. It can
be expressed in terms of the LambertW function as
lim
δ→∞
λ0
δ
=
2
3+W (−3e−3)
≃ 0.708858.
In terms of this value of the limit of c, a direct computation gives
lim
δ→∞
B(δ )
δ 3
=
−4
W (−3e−3)(3+W (−3e−3))2
≃ 2.81405669.
This concludes the proof that B(δ )≤ 3δ 3, with a more precise estimate in place of the factor 3.
Note that full asymptotic expansions of all the parameters can be derived along the same lines.
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4. Practical results
In order to estimate the accuracy or the lack of preciseness of our complexity result, we
performed actual Gro¨bner bases computations for quadratic and cubic systems of n equations in
n unknowns, in simultaneous Noether position, with dense coefficients. These results have been
obtained on a PC (laptop) with 4 GB of RAM. The F5 algorithm has been implemented in the C
language within the FGb software (Fauge`re, 2010) and we used this implementation to compute
the Gro¨bner basis and to count the exact number of arithmetic operations (multiplications of
integers modulo p= 65521). These results show that the estimate of the number of polynomials
in the Gro¨bner basis (Eq. (8), Theorem 12) and the asymptotic bound of NF5 (Eq. (3), Theorem 2)
are very precise, but that the quantity NF5 (Equation (10)) could be sharpened. This will be done
in a future work.
Accuracy of the asymptotic estimate of NF5 . We plot in Figure 2 the values of NF5 computed
from Eq. (10) and its asymptotic estimate given in Theorem 2, Eq. (3). This shows that the
asymptotic bound for NF5 is accurate.
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Figure 2: Comparison of NF5 with its asymptotic estimate
Estimation of b
(i)
d in Theorem 12, Equation (8). We compare the bound b
(i)
d , the number of
polynomials computed by the matrix F5 algorithm, and the number of polynomials in the reduced
Gro¨bner basis. It has been shown that F5 computes “redundant” polynomials that do not belong
to the reduced Gro¨bner basis (see, e.g., Eder et al. (2011)). Moreover, F5 sometimes reduces less
than b
(i)
d polynomials. But experimentally, this difference is small. When all the equations have
the same degree di = δ , the total number of polynomials in our estimation (8) becomes:
PolysF5 =
m
∑
i=1
D
∑
d=δ
b
(i)
d =
m
∑
i=1
δ i−1 =
δm−1
δ −1
.
Figure 3 shows that this bound is very close to the actual number of polynomials computed by
the matrix F5 algorithm.
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Figure 3: Comparison of the exact/approximated number of polynomials computed by F5
Estimation of NF5 in Equation (10). In Tables 2 and 3 we report for each n the quantities
top F5 and NF5 , where top F5 is the experimental number of multiplications for the matrix version
of F5 using only top reductions as described in Section 2.1, and NF5 is given by formula (10).
These values are represented graphically on Figures 4 page 22 and 5 page 23.
n top F5 full F5 NF5
7 219.83 = 22.83n 220.78 = 22.97n 225.6 = 23.65n
8 222.95 = 22.87n 223.14 = 22.89n 229.7 = 23.72n
9 226.19 = 22.91n 225.39 = 22.82n 233.9 = 23.77n
10 229.38 = 22.94n 227.94 = 22.79n 238.1 = 23.81n
11 232.65 = 22.97n 230.46 = 22.77n 242.3 = 23.84n
12 235.90 = 22.99n 233.20 = 22.77n 246.4 = 23.87n
13 235.86 = 22.76n 250.7 = 23.9n
14 238.70 = 22.76n 254.9 = 23.92n
15 241.52 = 22.79n 259.1 = 23.94n
16 244.43 = 22.78n 263.3 = 23.96n
Table 2: Quadratic equations (δ = 2)
This time, we observe a significant gap between the exact values and our bound. Remember
that the bound in Equation (10) is computed assuming that b
(i)
d polynomials in Md,i\Md,i−1 are
reduced (which is exact for dense polynomials); that they are reduced by |T id | rows, and that
each of these rows has |T nd | non-zero coefficients. But in practice each of the b
(i)
d rows needs
not be reduced by all of the |T id | rows, and some of the |T
n
d | entries in each row are zero. For
instance, a row with index (4,x3) contains no monomial depending only on x1,x2, and hence
needs not be reduced by the |T 23 | rows whose leading term depend only on x1 and x2. Another
reason is that each row in degree d comes from a row in degree d−1, and has as many non-zero
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Figure 4: Experiments with δ = 2
n top F5 full F5 NF5
5 220.06 = 24.01n 222.01 = 24.40n 224.2 = 24.84n
6 224.93 = 24.16 225.85 = 24.31n 230.1 = 25.02n
7 229.87 = 24.27 229.78 = 24.25n 236.1 = 25.16n
8 234.86 = 24.36 233.98 = 24.25n 242.1 = 25.26n
9 239.88 = 24.43n 238.39 = 24.27n 248.15 = 25.35n
10 241.91 = 24.29n 254.19 = 25.42n
Table 3: Cubic equations (δ = 3)
coefficients (before reduction) as the row in degree d− 1. Hence the matrices Md,i are sparse
matrices. This phenomenon is amplified when the degree d and the number of variables n grow,
and explains the gap between our bound and the experiments. We did not find a way to capture
this phenomenon in our bound yet, also because we compute a worst-case bound that has to
capture all the non-generic behaviors.
Top reduction vs full reduction. Tables 2 and 3 also contain the quantity full F5, which is the
exact number of multiplications for Algorithm F ′5 as described in the original article (Fauge`re,
2002); this algorithm is a matrix version of F5 where a full reduction is used over the rows,
instead of only a top reduction: for each row, reductions are performed not only for the leading
term, but also for all the remaining coefficients. Experimental results show that this strategy
becomes quickly efficient as n grows, which is due to the fact, observed empirically, that the
rows in the matrices are sparser with this algorithm than with top reduction only.
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