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Abstract
Pricing of Electricity:
Network Optimization and Stability
Jeremy Lin
Dagmar Niebur, Supervisor, Ph.D.
The constrained optimization problem of electricity pricing and its optimal so-
lution lie at the core of any operating electricity market. Electricity prices at the
nodal (bus) level provide more granular form of economic signals to the market par-
ticipants, so as to help them make better economic decisions. This way, allocation of
scarce resources can be done more efficiently. Since the electricity market operation
is based on a particular transmission system, the underlying network plays an im-
portant role in the formation of final market prices. Using novel null space methods,
we showed a more efficient way of pricing electricity, provided that we have a priori
knowledge of binding transmission lines and/or voltage limits. This method does not
require selection of a reference system bus, and thus is computationally more efficient.
Observations of numerical results from the application of this method to IEEE test
systems reveal some promise. The application of this method to larger real-world
power system is more challenging.
We also investigated the optimization of voltage stability-constrained market
clearing prices. When these constraints are considered and incorporated into the
current optimization problem, the optimal prices can be quite different from the case
without voltage stability-constraints. Our understanding of interaction between elec-
tricity market operations and voltage stability is quite limited. More research work is
needed to better understand about the complex interaction between voltage stability
and electricity market.

1CHAPTER 1: INTRODUCTION
This Chapter will lay the foundation of the research work on pricing of electricity,
with novel network optimization methods, and formulation and analysis of voltage
stability constraints in the context of electricity market. After providing a brief
introduction of established electricity markets around the world from a technical
perspective, relevant literature review will follow. Then, we will describe the PJM
electricity market, a pioneer in the operation of an efficient electricity market. The
next section pertains to the scope and contribution of this dissertation. The Chapter
concludes with the outline and major results of this dissertation.
1.1 Introduction
The electricity industry has undergone tremendous transformation in the US and
around the world for more than a decade. Electricity markets have been established
as part of this industry restructuring. Two schemes of electricity pricing have been
at the core of currently operating electricity markets. These two schemes are known
as nodal pricing and zonal pricing. While nodal pricing is quite prevalent in the US
electricity markets (PJM, New York ISO), zonal pricing is primarily embraced in some
European countries [1, 2, 3]. Naturally, after those electricity markets which employ
zonal pricing scheme gain sufficient experience, they may eventually move towards
nodal pricing scheme.
In essence, the nodal pricing scheme is more complex and computationally in-
tensive than zonal pricing. This is because nodal pricing uses the pricing scheme
2known as locational marginal price (LMP), in which electricity price is determined on
a marginal basis at the electrical bus level. In a large-scale electricity market, based
on a large-scale power system, there can be several thousands of electrical nodes. In
contrast to nodal pricing, for zonal pricing the electricity price is also determined on
a marginal basis, but at a larger zonal level. Generally, zonal prices are formed as an
aggregation of nodal prices at the bus level in some fashion, such as load-weighted
prices.
Under nodal pricing, an LMP is generally composed of three components - the
system marginal (energy) price (SMP), the marginal congestion component (MCC),
and the marginal loss component (MLC) [4, 5]. In this case, the LMP at the chosen
reference bus represents the SMP. Under this so-called standard decomposition ap-
proach, the selection of the reference bus is also important, because selection of two
different reference buses could produce two different results for each component term
in the standard LMP [5].
This thesis, builds on the previous work [6]. Here we focus on the linear subspace
of LMPs which satisfy the necessary conditions of optimality associated with network
constraints, without considering the bidding information from generators. We further
emphasize that the standard decomposition of LMPs cannot be separated into three
mutually orthogonal subspaces [7]. Focusing just on the impact of network constraints
(active power balance and line limits), the MLC term of standard LMP is found to
be inherently dependent on the reference bus selection. However, the MCC term,
constructed using the null space method, is found to be independent of the reference
bus selection.
The standard decomposition approach using three distinct components, i.e. SMP,
MCC, MLC, so far seems to be useful and practical for real-world electricity markets.
However, there is some computational burden associated with this approach because
3each term has to be recomputed whenever there is a change in power flow (system
operating point). In contrast to standard decomposition, with the null space method,
a basis vector for the MCC component is computed just once for a specific system
network topology. That may entail some computational advantage as the MCC term
does not need to be recomputed if there is no change in the system network.
The weight of that basis vector (within the linear combination of vectors) can
change, but the vector itself does not need to change. A normalized MCC, obtained
as a basis vector that spans a linear subspace, depends only on the network topology
while the weight of the basis vector depends on the offer/bid information by gener-
ators/loads. This is because these offer/bid curves can affect the power flow on the
network system, which in turn can affect the final LMP. However, these offer/bid
curves cannot have any effect on the network itself because they are independent of
the topology.
In the initial work, we illustrate the usefulness of this null space method by ap-
plying it to an IEEE test system invoking one constraint at a time. Our goal is
to analyze the so-called admissible LMP pattern for this network, by observing the
behavior and relationship of MCC term with respect to the combined SMP/MLC
term if losses are also considered in computing locational prices. To complete the
work on pricing electricity, using the novel null space method, we have extended the
initial formulation with incorporation of generator bids to obtain final nodal prices.
We also added some penalty factors (weights) for binding constraints to reflect the
different severity levels of each binding constraint. Final LMPs using this approach
look reasonable, compared with those from conventional decomposition method, at
least for the test systems.
As generally believed, the electricity prices are the integrated results of fundamen-
tal economic theory (supply and demand balance) and mathematical programming
4(optimization), including relevant system constraints. However, as evidenced in the
real-world electricity markets, the treatment of physical systems in pricing electricity
is not quite thorough as it should be. In other words, the balance of supply and
demand, used as a basis in the formation of current electricity pricing, is generally
blind to the unique characteristics of the actual components of the underlying physical
power system. For example, the key system components, such as loads and genera-
tors exhibit dynamical behaviors under certain circumstances. Consequently, ignoring
the dynamical characteristics of these components in current pricing schemes grossly
undermines the validity of electricity prices from current pricing methods. This short-
coming of current pricing schemes can be a good motivation for us to develop more
comprehensive models and better optimal electricity pricing strategies in the future.
Similarly, in the current pricing regime, the issues of reactive power and voltage
limits are only indirectly or implicitly considered. For example, existing electricity
markets allow generators to submit their offer prices for real power (MW) only, as
there is no “reactive power market”. However, generator owners have to consider
reactive power limits in their real power bids because the various limits from the well
known capability curve of each generator will dictate the amount of real power that
can be produced, given the current reactive power output. To properly account for
this twin constraints of real and reactive power balance, we have extended the null
space formulation, with explicit consideration of reactive power balance and voltage
constraints at each bus in the system. As will be shown later, the voltage-constrained
market prices are quite different than those prices without voltage constraints. Also,
the current pricing scheme ignores the actual system conditions, such as low voltage
situations. To fill this gap, we have studied the possible market prices, for a system
with decaying voltage conditions. The relevant results are illustrated in Chapter 2.
In the next section, we will present the PJM electricity market, which is both the
5pioneer and the largest, competitive electricity market in the world. PJM employs
the bid-based nodal pricing scheme by computing market prices for several thousands
of electrical nodes in the system.
1.2 PJM Electricity Market
The PJM Interconnection operates the largest competitive electricity market in
the world. It has been operating both day-ahead (forward) and real-time (spot)
markets for more than a decade. Day-ahead and real-time markets are the primary
energy markets for the PJM electricity market. The PJM electricity market uses the
nodal pricing (LMP) scheme. One of the objectives of the LMP scheme is to provide
both short-term and long-term price signals to market participants so that market
participants can make appropriate economic decisions in a market setting. The short-
term price signals are typically provided by nodal prices from both day-ahead and
real-time markets. The long-term price signals are provided by a longer-term capacity
auction market. Those prices reflect the results of complex combination of economic
decisions made by market participants, through offers and bids, based on the relevant
system (network) topology while the independent market operator (PJM) ensures
that there is sufficient generation supply available to meet the desired demand in
the least-bid manner. To date, PJM has never experienced a system situation where
demand is greater than supply. It would be an interesting theoretical exercise to
estimate and determine the electricity prices for a system where demand is greater
than supply.
The LMPs from the day-ahead market form the forward prices while the LMPs
from the real-time market form the spot prices. Theoretically, forward prices should
closely track spot prices. Although the day-ahead market financially binds the market
6participants it also allows them to secure some price certainty. This is because the
volatility observed in the real-time market is generally higher than the volatility
observed in the day-ahead market. Undoubtedly, the certainty of market prices is
very important to any market participant. The more volatility the market prices
exhibit, the more uncertainty the market participants will experience. That, in turn,
will create greater risks for them. For that reason, the energy volume traded in the
day-ahead market is much larger than the energy volume traded in the real-time
market. Typically, the energy volume traded in the day-ahead market can range
from approximately 40 percent to 60 percent of total energy supplied or consumed
for a typical day, while the energy volume traded in the real-time market can only
range from 5 percent to 10 percent of total energy [8]. Obviously, the energy volume
traded in an electricity market has inverse relationship with the volatility of energy
price. The rest of the energy trading volume is made up of bilateral transactions
and self-schedules whose transaction prices are unknown to the market operator.
One can safely state that there are higher levels of price certainty associated with
bilateral transactions and self-schedules than those from both day-ahead and real-
time markets.
We will describe both PJM day-ahead and real-time markets in more detail in the
next sections.
1.2.1 PJM Day-Ahead Market
PJM day-ahead market is a forward market in which hourly clearing prices (LMPs)
are calculated for each node in the system, for each hour of the next operating day.
The computation of market clearing prices is based on generation offers, demand
bids, virtual (financial) bids and bilateral transaction schedules submitted into the
7day-ahead market. Market clearing also uses the expected network topology for each
hour of next operating day. Conceptually, one could consider as many as 24 different
network topologies to be used in the day-ahead market clearing, assuming there is a
change in network topology for each hour of next day. The operating timeline of the
PJM day-ahead market is shown in Figure 1.
In terms of the time schedule, market participants, generators, loads, and financial
players have to submit their offers and bids for the next operating day, tomorrow,
by 12 p.m. noon today. After that period, the bidding for the day-ahead market
is closed. During the next four hours, PJM market operators will run the market
clearing engine, which is the process of finding the optimal solution of the constrained
optimization problem mentioned previously. By 4 p.m., the PJM market posts the
day-ahead market prices and hourly energy schedules for selected (committed) units,
for the next operating day. Again, the day-ahead market results - energy schedules
and associated market prices - are financially binding to all market participants. By
the market rule, committed generators will be paid at market prices at their respective
generator buses, while the load customers will pay at market prices at their respective
load buses. The period from 4 p.m. to 6 p.m. is known as the rebidding period
where units that do not get selected in the day-ahead market clearing can rebid their
offers for possible participation in next day real-time market. From 6 p.m. through
midnight, that is the next operating day, PJM continually re-evaluates and sends out
individual generation schedule updates, as required.
812 noon 6 p.m.4 p.m. 12 midnight
Up to 12 noon, PJM receives 
bids/offers for next operating 
day
12 – 4 pm, day-ahead market is 
closed for evaluation by PJM
4 – 6 pm, rebidding period
Throughout operating day, PJM 
continually re-evaluates and 
sends out individual generation 
schedule updates, as needed
Hourly prices and generation 
schedules from day-ahead 
market are posted
Figure 1: PJM Day-Ahead Market Timeline
During the market clearing process, the day-ahead schedules of next-day genera-
tion dispatch and market prices are developed using the least cost Security-Constrained
Unit Commitment (SCUC) and Security-Constrained Economic Dispatch (SCED) al-
gorithms. The objective of this algorithm is to minimize the total bid-based produc-
tion cost subject to various system constraints. The day-ahead unit commitment and
economic dispatch are implemented through a configuration of unit commitment pro-
vided by Resource Scheduling and Commitment (RSC), Security-Constrained Eco-
nomic Dispatch provided by Scheduling, Pricing and Dispatch (SPD), and contin-
gency analysis provided by Simultaneous Feasibility Test (SFT). The high-level pro-
9cesses of the PJM day-ahead market model, including input data, case setup, com-
mitment and dispatch, are shown in Figure 2:
Network Topology
Other Data: Gen Offers, Load Bids, 
Virtual Bids, Transactions, Demand 
Reserves
DA Case Setup
Resource Scheduling and 
Commitment (RSC)
Scheduling, Pricing and  
Dispatch (SPD)
Simultaneous Feasibility 
Test (SFT)
Develop 
Violations as 
Constraints in 
SPD
Hourly LMPs and 
Energy Schedules for 
next Operating Day
 
Figure 2: PJM Day-Ahead Market Model
1.2.2 PJM Real-Time Market
The PJM real-time market is a spot market in which market clearing prices
(LMPs) are computed for each node in the system, based on actual system oper-
ating conditions on near real-time basis. As of today, the PJM real-time market is
cleared at five minute intervals. Hence, the real-time market conditions can be af-
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fected by the actions of system operators who would occasionally intervene or take
drastic actions necessary to maintain system reliability. The real-time market is also
known as the Balancing Market. The market prices from the real-time market apply
only to actual hourly quantity (MW) deviations from the day-ahead energy schedules.
For example, assume that a particular unit is scheduled to run for 100 MW for a par-
ticular hour of next day, based on the day-ahead market clearing results. However,
during that actual hour in the real-time market, assume that the unit actually runs
110 MW. That extra 10 MW produced by that unit, will be settled with nodal prices
from the real-time market, instead of day-ahead market prices. Due to the real-time
nature of real-time market, the prices from the real-time market can be dramatically
different from those of the day-ahead market for the same period. Exposure and
management of real-time market prices can be quite a challenge. The primary goal
of market price signals from the real-time market is to provide an incentive for the
generators to follow the real-time market dispatch.
Reliability assessment is also embedded in real-time market operation by ensuring
that there be sufficient generating resources available to meet demand in real-time.
Units with quick start capability may be turned on instantly in real-time, as necessary.
Hence, the actions from system operators can influence the real-time market operation
as well as market prices. Actual demand is met by running Security-Constrained
Economic Dispatch (SCED) only because unit commitment decision is already made
in the day-ahead market. Capacity resources that are not selected in the day-ahead
market may change their bid in the re-bid period or may self-schedule after day-ahead
market clearing is complete. Non-capacity resources may submit offers into the real-
time market. Bilateral transactions may also submit their schedules into the real-time
market.
The market time line which leads towards the beginning of real-time market is
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shown in Figure 3. From the figure, one can see that real-time market follows after the
closure of the day-ahead market for next operating day. The most significant period
is from 4 p.m. to 6 p.m., for the day before the actual operating day of the real-time
market. This is the rebidding period for the generating units that are not selected
from the day-ahead market for next-day operation. After 6 p.m., all submitted bids
are locked and alteration of bids are not allowed during the entire period of real-time
market clearing. Part of the reasons for prohibiting the bid alteration during the
real-time market is to prevent market power issues. Allowing market participants to
change their bids while market clearings are being done adds more complexity to the
market and increases market power to certain market participants.
6 p.m.4 p.m. 12 midnight
Day-ahead market results posted 
and real-time market bid period 
opens
Real-time market bid period 
closes
PJM continually evaluates the 
system conditions and sends out 
individual generation schedule 
updates, as needed
Real-time market begins
Figure 3: Market Timeline Leading to PJM Real-Time Market
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1.3 Scope and Contribution of this Dissertation
The research presented in this dissertation is focused on several aspects of electric-
ity pricing in an electricity market environment. The first part of this work presents
the formulations and application of the novel null space method, also known as mutu-
ally orthogonal LMP decomposition method, first published in [6], to compute elec-
tricity prices solely based on the underlying network structure. The fundamental ax-
iom behind this method is that the underlying network (transmission/subtransmission
system) pre-determines what the final market prices would be. The concept of this
potential nodal prices, based solely on the network, is dubbed as Admissible LMPs.
In current pricing methods used in real-world electricity markets, offers/bids from
generator/loads are also key input, in addition to the network structure. We can
determine the so-called Admissible LMP using null space method, without those
offers/bids information. Once those offers/bids are incorporated into the fundamental
formulation of the null space method, one can easily obtain final market prices. The
key formulations, shown in this thesis, include real power and reactive power balance,
as well as transmission lines and voltage constraints. This comprehensive formulation
is more advantageous than current pricing schemes which are based on DC-power
flow (linearized version of AC-power flow at an operating point) and thus ignores the
reactive power and voltage limit constraints. This basic null space method has been
extended to study and analyze market prices under low voltage conditions. Market
prices are also computed for a large-scale electricity market, using this method, to
investigate the validity and robustness of this method. Relevant results reveal some
interesting insights and call for further investigation.
The second part of this thesis studies the impact of voltage stability on electricity
markets, particularly on market prices. A new method of pricing electricity based on
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the null space method with voltage stability constraints via voltage stability analysis,
is also presented to shed further light on the intricate relationship between voltage
stability and electricity market prices. Results of Chapter 3 re-affirm some of the pre-
vious findings in the literature, but also raise additional questions, and thus, further
research is needed.
1.4 Dissertation Outline and Major Results
There are four chapters in this dissertation. The first Chapter introduces the
development and context of electricity markets, describes the largest, competitive
electricity market operator (PJM), and scope, contribution, outline and major results
of this dissertation.
In Chapter 2, the null space method, also known as mutually orthogonal LMP
decomposition, is introduced. The detailed formulation of this method is shown in the
Appendix B. The method exploits the strong interdependence between the structural
characteristics of a particular transmission network via its Laplacian structure and
the branch impedance, and the so-called Admissible LMP. The idea is based on the
fact that LMPs, being Lagrange multipliers of the optimization problem, must lie in
the null space of the Jacobian matrix of the OPF solution, augmented by columns
associated with active line flow limits. Formulations were made with both real and
reactive power balances, as well as typical line flow constraints.
In the same Chapter, the formulation of the null space method was extended with
incorporation of explicit voltage constraints. Based on this extended formulation,
a system with low-voltage conditions was analyzed to observe the resultant market
prices. The null space method was extended towards full pricing of electricity, using
both IEEE 14 bus and IEEE 118 bus benchmark systems [21]. Market prices from
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the null space method were compared with market prices produced by using market
simulation approach, based on third-party software [22].
The work in Chapter 3 expands upon the previous work done on null space meth-
ods, and formulations of voltage constraints etc., to price electricity under the as-
sumption that the system is constrained by voltage stability margins. The algorithm
and the mathematical formulation are shown in detail in this Chapter and the Ap-
pendix C. The main idea here is that the voltage profile is simulated using voltage
stability analysis to derive the voltage trend towards an unstable region and electricity
pricing is done using null space method. We studied various cases, with incorporation
of real and reactive power balance, line flow and voltage constraints in the problem
formulations. The resultant prices should guarantee for the secure operation of power
system with voltage stability constraints. This Chapter also outlines future work of
pricing electricity with additional constraints related to stability and security.
Chapter 4 concludes the work of this dissertation with a vision and outline for
future power system. The chapter concludes with some qualitative discussions and
outlines of future work.
A basic formulation of nodal pricing, based on DC power flow model, is provided in
the Appendix A, as a primer to convey some fundamental concepts behind electricity
market pricing. Appendix B summarizes the null space method for electricity pricing.
The formulation of the voltage stability constrained problem is provided in Appendix
C. System Data and Matlab Code is provided in Appendix D and E.
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CHAPTER 2: EXTENSION OF THE NULL SPACE
METHOD IN PRICING OF ELECTRICITY
In this Chapter, we show an extension and an in-depth application of the null
space method, also known as mutually orthogonal LMP decomposition method, into
the realm of a large-scale electricity market, such as PJM. The null space method, de-
scribed in detail in the Appendix B, is extended towards more comprehensive pricing
of electricity with additional mathematical formulations. The full electricity prices
are computed with explicit consideration of voltage constraints, generator offers and
penalty factors for binding line constraints. Numerical examples of full-blown pricing
of electricity via the null space method are illustrated to show how the method ac-
tually works. The principal goal of this Chapter is to illustrate the applicability and
viability of the null space method as an alternative method for electricity pricing in
real-world electricity markets. As an additional exercise, this same method is used as
the basis for computing final LMPs for a particular, historical market period of PJM
day-ahead market. The representative LMPs, computed by using null space method,
are compared with those from market simulation approach. Some observations are
made and conclusions are drawn at the end of this Chapter.
2.1 Basic Formulation of Nodal Pricing
To set the stage for fundamental understanding of electricity pricing in the context
of electricity markets, we provide a basic, yet brief, mathematical formulation of nodal
pricing here.
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The LMP at a location is defined as the marginal cost of supplying an additional
increment of load at that location without violating any pre-determined system se-
curity limits. Using the solution from the Lagrangian formulation of an Optimal
Power Flow (OPF) problem, LMPs can be determined by using the Lagrange mul-
tipliers (shadow price) associated with equality and inequality constraints defined in
the problem formulation.
The key input variables necessary for computing LMPs are generator offers, gener-
ator operating constraints (minimum and maximum limits of generation for each gen-
erator), transmission network parameters and topology, and line flow limits (minimum
and maximum). Other constraints, such as voltage limits at each bus, or environmen-
tal constraints, are not explicitly included in the LMP computation. Environmental
constraints, faced by each generator, are implicitly assumed to be modeled in the
offer curves of generators.
The prevailing method of computing LMPs in current industry practice and main-
stream research is to form the objective function using Lagrange formulation, based
on the OPF-based market model. Based on the work [9], the general formulation of
LMPs can be written as follows:
OPF Problem:
min F (pg) =
∑
i∈G
ci(pi
g) (1)
s.t. − pg + pd + g(θ) = 0 ←→ λe (2)
h(θ) ≤ s¯ ←→ µ (3)
pi
g− ≤ pig ≤ pig+ ←→ ηi−, ηi+ ∀i ∈ G (4)
pi
g = 0 ∀i /∈ G (5)
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where θ ∈ <n is the vector of state variables (voltage angles of all nodes, except
angle at specified node) and g(θ) : <n 7−→ <n+1 is the real power flow functions
at all the nodes in N including losses due to nonzero branch resistance. The term
pg(pd) ∈ <n+1 is the vector of MW injections (or withdrawals) at each node, with
pi
g ≡ 0 for each node i /∈ G. pig− and pig+ denote the lower and upper limits of the
generator’s injection at node i. The function h(θ) : <n 7−→ <|B| represents the real
power branch flow as functions of voltage angles, and s¯ represents the vector of limits
for real power branch flows.
As mentioned earlier, the LMP is generally composed of three components: the
system marginal price (SMP), the marginal congestion component (MCC), and the
marginal loss component (MLC). The Lagrange multiplier for power balance equation
(λe) represents the system marginal price (SMP) for meeting the demand, while the
Lagrange multipliers for inequality constraints (µ), such as line flow limits, represent
part of marginal congestion component (MCC) in the LMP formulation. Thus, the
LMP can be mathematically defined as:
λ = λe + λc + λl (6)
In the above formulation, the λl represents marginal loss term. The marginal
congestion component of the LMP (λc) is the product of the Lagrange multipliers for
inequality constraints, represented by shadow prices µj, and shift factors SFjk for
each non-marginal bus.
λc =
∑
j∈N
µj ∗ SFjk (7)
Shift factors [10] can be mathematically expressed as
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SFjk =
∆Fj
∆Pk
(8)
where SFjk are shift factors for the line j with respect to the bus k, ∆Fj is the
change in MW flow on the line j when the change in real power occurs at bus k and
∆Pk are changes in MW at bus k. Shift factors represent linear sensitivity factors
representing the change in MW power flow on a particular line, with respect to the
change in unit MW at a particular bus. The bus can be a load or a generator bus, and
the change in unit MW is usually an increment of 1 MW at that bus. It is assumed
that the change in unit MW is compensated by the opposite change in MW at the
reference bus in the system. Shift factors can be derived from either DC or AC power
flow. The relevant numerical examples of LMP computation based on the DC-OPF
model are described in Appendix A.
2.2 Formulation of Null Space Optimization Problem with
Explicit Voltage Constraints
Suppose the solution of an optimal market clearing problem identifies one trans-
mission line, index k, as having reached its flow limit, denoted by pk
max. The Lagrange
function with a single line flow constraint takes the form:
L = C(P IG) + lT
 PN(δ, V )− P I
gk(δ, V )− pkmax
 (9)
Here C(P IG) represents the generator offer cost, in dollars per hour, as a func-
tion of supplied P IG in MW. From the optimal solutions, one would have Lagrange
multipliers associated with both the equality constraints of active power balance at
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all buses, and the active power flow constraint on line k.
Incorporating the reactive power balance and voltage limit constraints in the for-
mulation, we have a new Lagrange function of the form:
L = (other terms) +
[
lT mT s γ
]

PN(δ, V )− P I
QN(δ, V )−QI
gk(δ, V )− pkmax
Vj − Vjmax/min

(10)
where the other terms usually contain the standard offer/bid curves for genera-
tors/loads (independent of δ and V ).
Taking the partial derivative of Lagrangian function (L) with respect to the phase
angles (δ), and the partial derivative of L with respect to the voltage magnitudes
(V ), the resultant derivatives can be written, in matrix form, as;

∂PN (δ,V )T
∂δ
∂QN (δ,V )T
∂δ
∂gk(δ,V )
T
∂δ
0
...
...
...
∂PN (δ,V )T
∂V
(∂Q
N (δ,V )
∂V
− ∂QI(V )
∂V
)T ∂gk(δ,V )
T
∂V

0
...
0
1j
0
...
0



l
m
s
γ

= 0 (11)
Index j is used to specify a particular bus which has a voltage limit constraint. If
the voltage magnitude at bus j reaches its upper or lower limit in (10), the partial
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derivative of (Vj − Vjmax/min) with respect to δ results in 0 ∈ <n when the transpose
is taken. However, the partial derivative of (Vj − Vjmax/min) with respect to V in an
analogous procedure, results in a vector of all zeros with the exception of position
j. A vector of all zeros except for a single one at position (n+j) is appended in the
Jacobian matrix, which increases the dimension of the null space. For a single line
flow constraint k and only one voltage constraint j, the dimension of the null space of
(11) is three (one plus 2 constraints). The additional voltage constraints increase the
dimension of the null space of a Jacobian matrix, similar to dimensional expansion
of null space by the line flow constraints. As an illustrative example, Table 1 below
shows the resultant basis vector, when both the line constraint at line # 10 and
voltage limit constraint at bus # 14 are active, using IEEE 14 bus system [21].
To examine the applicability of voltage-constrained LMPs, we show an extended
analysis of a system situation, where a low voltage is imposed.
2.2.1 Analysis of a System with Low Voltage Condition
This scenario is designed to reflect a specific Voltage Condition of the network
where the voltage profiles at one or two buses (bus # 13 and # 14) are leading
to very low voltage values which could possibly lead to voltage instability and even
voltage collapse. This scenario also models a line constraint active for line # 10
to realistically represent the real world market situation. Note that, the binding of
transmission line constraints is the most common of current day electricity markets.
The detailed steps of this case development are described below:
1. Given initial load condition, solve a steady state power flow solution (initial op-
erating point), using full Newton-Raphson method. Assume the initial solution
is reached.
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Table 1: Admissible LMP Pattern, with Line Constraint # 10 and
Voltage Constraint # 14 Active (Simultaneously)
Basis Vector due to
Bus Number Active Constraints of
Line # 10 & Voltage at # 14
1 -0.1788
2 -0.1956
3 -0.2769
4 -0.4907
5 -0.5141
6 -0.1733
7 -0.2533
8 -0.2533
9 0.0361
10 0.0309
11 -0.0669
12 -0.2116
13 -0.1648
14 0.0719
2. Increase both P and Q load, at load buses # 13 and # 14 with 10 percent
increment, while maintaining constant power factor.
3. Generators # 1 (swing) and # 2 are used to serve the incremental load.
4. After load and generation increase, solve the AC power flow equations using a
full Newton-Raphson algorithm to obtain the new steady state solution.
5. After solution is reached, values of P,Q, δ, V for all buses are noted.
6. Repeat Step # 2 through Step # 5.
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The evolution of voltage angles (δ) in degrees and magnitudes (V ) in p.u. are
depicted in Figures 4 and 5. Note the decline of voltage, both angle and magnitude,
at bus # 14, due to gradual load increase.
The resultant market prices, along with corresponding basis vectors, for the first
four iterations of the steps mentioned above are shown in Tables 2 through 6, while
Table 2 represents the initial condition.
Table 2: Initial Condition LMP Pattern, Forced LMP Difference on Bus # 14
Basis Vector due to LMP, due to both
Bus Real and Reactive P and Q, at
Number Power (P & Q) Specified Bus
1 0.1791 5.5465
2 0.1977 5.9149
3 0.2764 7.4733
4 0.4884 11.6713
5 0.5117 12.1327
6 0.1746 5.4574
7 0.2557 7.0634
8 0.2557 7.0634
9 -0.0320 1.3663
10 -0.0257 1.4911
11 0.0705 3.3960
12 0.2218 6.3921
13 0.1763 5.4911
14 -0.0505 1.0000
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Table 3: Stage 1 LMP Pattern, Forced LMP Difference on Bus # 9
Basis Vector due to LMP, due to both
Bus Real and Reactive P and Q, at
Number Power (P & Q) Specified Bus
1 0.2032 3.6453
2 0.2418 3.9579
3 0.2842 4.3012
4 0.4953 6.0105
5 0.5333 6.3182
6 0.0903 2.7312
7 0.2253 3.8243
8 0.2253 3.8243
9 -0.1235 1.0000
10 -0.1143 1.0745
11 -0.0137 1.8891
12 0.1258 3.0186
13 0.0878 2.7109
14 -0.0594 1.5190
2.3 Full Nodal Pricing via Null Space Method
In this section, we will describe an extended mathematical formulation, which
will complete the pricing of electricity with voltage constraints using the null space
method.
Suppose one has the offer curves of the generators, representing the slope of a
curve of offered price, in $/hour, versus dispatch level, in MW. The slope thus presents
the more familiar incremental cost of $/MW-hr, versus MW dispatch level. Denote
the slopes of these curves as C ′(PG
I), which is also known as the marginal cost of
generation at a particular MW level. One may then seek an iterative update of
dispatch that drives the offer curve slopes:
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Table 4: Stage 2 LMP Pattern, Forced LMP Difference on Bus # 14
Basis Vector due to LMP, due to both
Bus Real and Reactive P and Q, at
Number Power (P & Q) Specified Bus
1 0.2123 3.4013
2 0.2750 3.8152
3 0.2762 3.8231
4 0.4719 5.1149
5 0.5125 5.3828
6 -0.0097 1.9360
7 0.2086 3.3769
8 0.2086 3.3769
9 -0.1240 1.1815
10 -0.1049 1.3076
11 -0.0407 1.7314
12 0.0221 2.1459
13 -0.0326 1.7848
14 -0.1515 1.0000
C ′(PG
I) =
∂C(PG
I)
∂PG
I
(12)
towards the admissible subspace of LMPs satisfying the necessary condition of
optimality. Many current markets’ rules restrict offer curves to be piecewise linear
functions, with non-decreasing (or monotonically-increasing) slope with respect to
dispatch level (MW), so that the resulting slope graphs of these offer curves are
piecewise constant. In our goal to compare the resultant LMPs using the null space
approach with those obtained using the third-party software tool [22] used at PJM,
it is not important whether we use piecewise linear functions or smooth quadratic
offer curves. As we will show later, a subset of LMPs from generator buses produced
by the market simulation approach at PJM, using a third-party software, are used to
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Table 5: Stage 3 LMP Pattern, Forced LMP Difference on Bus # 5
Basis Vector due to LMP, due to both
Bus Real and Reactive P and Q, at
Number Power (P & Q) Specified Bus
1 -0.1968 1.5638
2 -0.2732 1.3945
3 -0.2466 1.4535
4 -0.4183 1.0729
5 -0.4512 1.0000
6 0.1091 2.2418
7 -0.2111 1.5321
8 -0.2111 1.5321
9 0.0647 2.1434
10 0.0257 2.0570
11 0.0193 2.0428
12 0.0380 2.0842
13 0.1268 2.2810
14 0.2269 2.5029
determine the weight of different basis vectors.
Applying the necessary conditions for optimality from the Lagrangian in (57), one
obtains
∂C(PG
I)
∂PG
I
− λG = 0 (13)
where PG
I ∈ <m denotes the active power injection at the m generator buses and
λG is the subset of Lagrange multipliers corresponding to the LMPs at the generator
buses. Note, that one could, of course, include associated bids of price-responsive
loads by market participants to buy energy from the market only, if the price is right.
The process proposed in [6] starts from a feasible set of generator power injections
(PG
I0) and their associated power flow solution, with associated slopes of their offer
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Table 6: Stage 4 LMP Pattern, Forced LMP Difference on Bus # 14
Basis Vector due to LMP, due to both
Bus Real and Reactive P and Q, at
Number Power (P & Q) Specified Bus
1 0.1641 2.6548
2 0.2397 2.9565
3 0.2037 2.8128
4 0.3504 3.3982
5 0.3730 3.4884
6 -0.1860 1.2578
7 0.2209 2.8815
8 0.2209 2.8815
9 0.0070 2.0279
10 0.0696 2.2777
11 0.0240 2.0958
12 -0.0395 1.8424
13 -0.1648 1.3424
14 -0.2506 1.0000
curves (solving (10) by λG treated as “candidate LMPs,” not necessarily lying in the
set of admissible LMPs defined by (56)).
Then, an iterative update is performed to drive the power outputs of the generators
to an admissible point having generator bus LMPs lying in the null space associated
with that network, while satisfying the necessary conditions for optimality. Generator
output levels must, of course, also be maintained within their feasible lower and upper
limits. The methodology implemented in [6] simply calculates the projection of an
initial set of generator buses’ LMPs to generate a candidate direction for an updated
step. In other words, for q constrained lines and q null basis vectors that correspond
to these lines calculated by (56), the basis vectors together with the “natural basis”
can be grouped in a single matrix N as:
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N =
[ bnatp
0
 · · · η
i
· · · η
k
· · · η
i+q
]
(14)
The matrix N is composed of a set of mutually orthogonal basis vectors. And the
first n components of each column of that matrix span the LMPs (recalling that n is
the number of buses in the network). From this matrix N , the rows that correspond
to the generators were selected to define a new matrix NG shown below as,
NG =
[
bnatpG · · · ηiG · · · ηkG · · · η(i+q)G
]
(15)
It was shown in [6] that the best fit of a vector of generator buses’ LMPs can be
obtained by minimizing the sum of the square of the errors
‖λ
G
−NGx‖ = min (16)
whose solution x is given as
x =
[
(NG
TNG)
−1
NG
T
]
λG (17)
Then
λG
p = NGx (18)
where λG
p is the projection of λG on the null space spanned by NG. A new set
of power injections of the generators was calculated in [6] with λG
p using (10). A
new power flow solution is determined using the most recent values of PG
I . During
this step, there is no need to repeat the calculations of null basis vectors, because the
null basis vectors only depend on the admittances and the topology of the network,
and will not change as a function of the operating point. Even when the bus voltage
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phase angles may change with a new power flow solution, our numerical experience
[6, 19, 20] and the structure of the problem suggest that the null basis calculations
will be relatively insensitive to these changes.
In this following new contribution, the null space approach is used to evaluate the
LMPs generated using the actual PJM day-ahead model [19, 20]. For this case, since
the null space dimension is generally equal to the number of line constraints q plus
one, a new matrix NGLI is defined as (q + 1) linearly independent rows from NG.
With this process, NGLI will become a non-singular square matrix. A vector with
the weights for the (q + 1) basis vector will be given by:
x = (NGLI)
−1λGLI (19)
In the illustrative calculations that follow in the next section, the elements of λGLI
are generator buses’ LMPs that correspond to the (q + 1) linearly independent rows
of NG. These generator buses’ LMPs will be generated by actual PJM day-ahead
model. Therefore, it is obvious that the elements of λGLI will exactly match to the
ones calculated by the null space approach. However, beyond the (q + 1) rows, there
could be differences. Observe that all generator buses’ LMPs can be calculated as:
λG = NG x (20)
or the vector of LMPs for all the buses can be computed as:
λ = N x (21)
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2.3.1 Results of IEEE 14 Bus Test System
Before showing the illustrative calculations of LMPs for a large PJM network,
using the null space method, it is worthwhile to show the full LMP prices, for IEEE 14-
bus test system [21]. The full LMPs here are based on Table 1, in which line constraint
at line # 10 and voltage constraint at bus # 14 are assumed to be simultaneously
active. The marginal cost of the marginal unit (C ′(PG
I)) is assumed to be $ 40
per MWh. Table 7 shows the full LMPs, using the null space method, for different
penalty factors for the binding constraints. The penalty factors represent the severity
of each binding constraint. For example, in real-world electricity markets, it is more
expensive (hence higher penalty factor) to bind transmission lines at higher voltages
than at lower voltages. In other words, operating at upper limits of transmission lines
at higher voltages prevents the transfer of higher volume of economic/cheaper power,
thus causing higher economic costs.
One can observe from the Table 7 that the higher the penalty factor for the
binding constraints, the wider the price separation for each node. That means that
lower priced buses (bus # 1, 2, and 3) tend to have much lower prices in the higher
penalty case. On the flip side, the higher priced bus (bus # 5) tends to have much
higher prices. In summary, the higher the penalty factor for binding constraints, the
more dramatic the price separation among buses.
We also show similar results for IEEE 118 bus system in the next section.
2.3.2 Results of IEEE 118 Bus Test System
Following the null space formulation shown previously, the resultant basis vectors
for IEEE 118 bus test system [21] are shown in the Tables 8 and 9 respectively, when
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Table 7: Final LMP Pattern, with $ 40 Marginal Unit Shown for Different Constraint
Penalties
Final LMP ($/MWh) Final LMP ($/MWh)
Bus Number with $ 10 constraint with $ 20 constraint
penalty penalty
1 38.1 36.2
2 32.0 24.0
3 38.5 36.9
4 41.0 41.9
5 42.6 45.3
6 39.9 39.8
7 40.9 41.8
8 40.9 41.8
9 40.4 40.8
10 40.4 40.7
11 40.1 40.3
12 39.5 38.9
13 39.4 38.7
14 38.1 36.2
transmission branches # 9 and # 10 are binding. The choice of branches # 9 and #
10 is quite arbitrary.
Subsequently, the basis vectors are further utilized in the full nodal pricing for-
mulations from equations (12) through (20) for the same IEEE 118 bus test system,
to produce final LMPs.
In the first scenario, we assume that all 53 generating units in the test system
have marginal cost of $ 40 (per MWh). Hence, we find that the final LMPs for all
buses are at $ 40 (per MWh) without any binding line constraint.
Next, we assume that the 23 generating units in the test system have marginal
cost of $ 60 (per MWh) and the remaining 30 units have marginal cost of $ 40 (per
MWh). The final LMPs for this scenario (Scenario 2), are shown in the Table 10.
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In the third scenario (Scenario 3), we assume that the 10 generating units in the
test system have marginal cost of $ 100 (per MWh), 13 generating units in the test
system have marginal cost of $ 60 (per MWh), and remaining 30 units have marginal
cost of $ 40 (per MWh). In real-world electricity markets, the dispersion of marginal
cost among generating resources depend on the types and fuel costs of generators.
The final LMPs for this scenario are shown in Table 11.
As the principal goal of this Chapter is to extend and employ the null space
method to compute the LMPs for a large-scale electricity market, it is worthwhile to
illustrate the calculation of LMPs for the PJM electricity market using the null space
method.
2.4 Illustrative Calculations of LMPs for PJM Network via
Null Space Method
To illustrate the concepts of the null space method, explained in the previous
sections, the schemes proposed are tested on the PJM day-ahead network model
[19, 20]. The power flow model for the PJM system has more than 13,000 nodes.
To keep the illustration simple and help the reader observe in detail the potential
of the null space approach, a specific operating point with a fixed number of line
constraints was considered for the PJM system. We selected the hour 12:00 for a
specific day in August, 2009 of the day-ahead model. There are 16 constraint lines
limited simultaneously at that particular hour.
With an attempt to understand the pattern and behavior of LMPs calculated by
the null space approach, 16 basis vectors were determined by applying a power inverse
method to (56), following the per line approach. We also applied a market simulation
approach with a commercially-available software package [22] to better understand
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LMP patterns and also to provide a meaningful comparison with the results from null
space approach. Since the day-ahead model used in PJM assumes a lossless system,
the 16 basis vectors were placed in a matrix N , similar to (14) but substituting bnatp
by 1; recalling that 1 lies in the left null space of (57) in a lossless system. The
rows corresponding to generator buses are selected from matrix N defining a new
matrix NG. Similar to [7], NG has m rows and (q + 1) columns, where m is the
number of generator buses and q is the number of constrained lines. In this new
contribution, we select from NG, (q + 1) linearly independent rows to calculate (18).
Using the “weights” for each basis vector contained in the vector x, the generator
LMPs can be computed using (19). A representative number of generator buses with
the corresponding LMPs are displayed in Tables 12 and 13. An analysis of LMP
results for these buses are discussed below.
The first column in Table 12 and continued on the following page as 13 identifies 60
generator buses of the PJM network. The second column represents LMPs generated
using market simulation software for the case with 16 line constraints, but without
the marginal loss model. The last column shows the LMPs calculated using the null
space method.
The reader can observe that roughly 17 (q + 1) generator buses’ LMPs, shown in
the first 17 rows of Table 12, exactly match in both methods. The reason for this is
trivial because the first 17 generator buses’ LMPs in the second column of Table 12
are elements of λGLI , which correspond to the linearly independent rows of NG. The
matrix NGLI used in (18) is full rank and the equality is satisfied. Other generator
buses LMPs do not have to match; the weights included in x calculated in (18)
are the same used in (19). Therefore, we generally matched the 17 generator buses
LMPs calculated with a commercially-available software package and the patterns of
remaining generator buses’ LMPs can be observed and analyzed. This comparison
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can also be done with load buses’ LMPs using (20).
Obviously, there are some differences in resultant LMPs for other buses obtained
through these two approaches. However, this comparison proves one of the main
points of [6], that is, the null space approach identifies the potential for LMP differen-
tiation to occur, with clusters identifying the groups between which prices may differ.
Similar analysis can be done for identification of load pockets. In its simplest man-
ifestation, consider a small group of buses among which there is a single generation
supplier, and all the transmission lines connecting this group of buses (or cluster)
with the outside world are constrained at their maximum import limits. LMPs of
all buses within this cluster have the potential to rise (up) independently of those
outside the cluster, and can yield sharp zonal difference in LMPs. This phenomenon
of significant zonal differentiation of LMPs can appear more subtly, under conditions
where the number of constrained transmission lines into a zone is small, and the set of
constrained lines is not obviously related to a simple separating cutset in the network.
Application of the null space method can provide algorithms that offer both compu-
tational efficiency and conceptual insight in characterizing how each constrained line
contributes to the potential for zonal differences in LMPs. Clustering algorithms such
as used in [6] if applied to the PJM system, can be a fruitful area for future research.
2.5 Computational Aspects of the Null Space Method
In this sub-section, we explored the computational issue of the null space method
and reported on the computational performance of different network systems with
different number of binding constraints, in producing basis vectors, using the null
space methods.
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2.5.1 Results of IEEE 14 Bus Test System
As the first step, the IEEE 14 bus test system, with 20 branches, was used to
investigate the computational performance of the null space methods in producing
basis vectors (Admissible LMPs). Since there are 20 branches in this test system, the
theoretical maximum of simultaneously binding constraints would be 20 constraints.
In real-world electricity markets, it is very rare to have a system condition where all
of the transmission branches are simultaneously binding. The simulation was done
for a number of cases, starting with a case with one binding constraint progressively
to a case with 20 (maximum) binding constraints. The choice of particular binding
constraint was arbitrary.
The solution time (in seconds) for IEEE 14 bus test system, with different number
of binding constraints is shown in Figure 6. The solution time is the computational
time required to produce basis vectors for a given network with a given number of
binding constraints. Since the algorithm was not run on a dedicated machine, solution
time varies for each execution of the code, depending on many factors including the
number of background processes. In Fig. 6, the average solution time (in seconds) is
the average of several, repeated executions of the same code.
The execution of the code was done on a personal laptop with a 32-bit Windows
Vista Operating System (service pack 2), processor model of Intel(R) Core (TM) duo
CPU T6570, with processor speed of 2.1 GHz and RAM (random access memory)
capability of 4.00 GB.
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Figure 6: Computational Performance for IEEE 14 Bus System
2.6 Conclusions and Discussions
From this new work and previous work on the null space method, one can con-
clude that the null space method is a technique or algorithm which has potential
applications in pricing electricity. The method has potential for applications in other
technical areas as well. Yet, its practical application in future electricity markets still
faces some challenges due to the following reasons:
1. Even though the null space method produced smooth and reasonable numerical
results for a small test system (IEEE 14 bus, IEEE 118 bus), its application to
the actual large-scale power system, such as PJM network in this case, proves
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to be challenging. Part of the reasons was due to the high complexity of PJM
electricity market itself.
2. In the application of the null space method to a large-scale power system, the
size of the final Jacobian matrix increases not only as a function of the number
of buses but also as a function of the number of constraints. Furthermore the
matrix can become ill-conditioned. This, in turn, may affect the quality of
the numerical results, thus affecting the final LMPs. The observed numerical
instability makes it difficult to compare the results using this null space method
with the results from actual market.
There are, however advantages to use the null space method:
1. The null space method allows for straightforward incorporation of reactive
power balance and voltage limits in its formulation, while the optimization
method in actual market operation or market simulation using commercial-
grade software does not consider those constraints.
2. The other advantage of the null space method pertains to the incorporation of
generator offers/load bids, as well as virtual bids in the actual market, while
virtual bids are not included in the currently used market simulation software.
3. Finally the null space method allows to identify network zones or clusters that
may provide insight how LMPs fluctuate as a function of node location.
Congestion has been a key component of electricity market, such as PJM. One of
the key drivers to the congestion is the limits of the transmission system network,
particularly the limits of the transmission lines. More specifically, the physical limita-
tions, such as thermal limits, of transmission facilities are the key prohibiting factors
to drive the congestion up. In this Chapter, we have extended the null space method,
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by including voltage limits as explicit constraints, to show different market prices
based on this extended formulation. A system condition with low voltage profiles was
also investigated to illustrate the market pricing using the null space method. With
explicit voltage constraints, the resultant market prices should better reflect a more
realistic system condition.
We also extended the null space method by taking into account generator offers
and by including the penalty factors for transmission line constraints to develop a
more comprehensive formulation of null space optimization problem. Results from
this formulation, showed very nice bus price differentials for both IEEE 14 bus and
IEEE 118 bus test systems,. Then, we computed market prices for a specific day of
PJM day-ahead market using the null space method and compared them with those
from market simulation approach.
The salient feature of the null space method is that a basis vector, associated with
a specific line constraint has to be computed once for the congestion component of
LMP for a specific network topology. The congestion for multiple line constraints
is the linear combination of congestion for individual line constraints. We found
that LMPs for some of the nodes from PJM day-ahead market matched with those
calculated by the null space method. However, LMPs for other nodes were quite
different. For those nodes, we feel that there may be other reasons which caused this
phenomenon. Further investigation of LMP difference would be a worthwhile research
to explore.
In summary, it would be worthwhile to pursue further research on the application
of the null space method to a power system network with much larger dimension.
Computation of market prices for larger systems can become feasible in the future
given the advancement in computing powers.
39
Table 8: Basis Vectors for the IEEE 118 Bus Test System
Bus Line # 9 Line # 10 Bus Line # 9 Line # 10
Number Binding Binding Number Binding Binding
1 0.3798 -0.5169 31 0.0418 -0.0338
2 0.2646 -0.3611 32 0.0923 -0.0776
3 0.1132 -0.1561 33 -0.0524 0.0145
4 0.0324 -0.0552 34 -0.0105 -0.0153
5 0.0326 -0.0515 35 -0.0181 -0.0171
6 0.0790 -0.1195 36 -0.0169 -0.0182
7 0.0699 -0.1049 37 -0.0045 -0.0145
8 -0.0153 0.0207 38 -0.0285 0.0101
9 -0.0396 0.0613 39 0.0015 -0.0192
10 -0.1083 0.1616 40 0.0206 -0.0262
11 0.0212 -0.0376 41 0.0405 -0.0406
12 0.0523 -0.0779 42 -0.0424 0.0235
13 0.0806 -0.0543 43 0.0005 -0.0180
14 0.0394 -0.0674 44 -0.0181 -0.0049
15 -0.0065 -0.0191 45 -0.0312 0.0109
16 0.1101 -0.1288 46 -0.0427 0.0167
17 -0.0301 0.0003 47 -0.1032 0.0578
18 -0.0815 0.0455 48 -0.1144 0.0661
19 -0.0483 0.0112 49 -0.0678 0.0336
20 -0.0640 0.0250 50 -0.0238 -0.0123
21 -0.0530 0.0302 51 0.0563 -0.0736
22 -0.0173 0.0098 52 0.1019 -0.1209
23 0.1401 -0.1079 53 0.2532 -0.2513
24 0.1487 -0.1140 54 0.0542 -0.0921
25 0.1025 -0.0831 55 0.0649 -0.1105
26 0.0768 -0.0633 56 0.0579 -0.0989
27 0.0705 -0.0637 57 -0.0320 -0.0324
28 0.0675 -0.0553 58 0.0483 -0.0776
29 0.0426 -0.0296 59 0.0127 -0.0311
30 -0.0309 0.0178 60 0.0255 -0.0549
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Table 9: Table 8 (continued)
Bus Line # 9 Line # 10 Bus Line # 9 Line # 10
Number Binding Binding Number Binding Binding
61 0.0094 -0.0243 90 -0.0203 0.0505
62 0.0221 -0.0450 91 -0.0202 0.0503
63 0.0051 -0.0192 92 -0.0149 0.0372
64 -0.0009 -0.0093 93 -0.0038 0.0107
65 0.0022 -0.0133 94 0.0033 -0.0061
66 -0.0204 0.0036 95 0.0235 -0.0524
67 -0.0140 -0.0026 96 0.0216 -0.0481
68 0.0105 -0.0189 97 0.0168 -0.0361
69 -0.0093 -0.0020 98 -0.0128 0.0397
70 0.0083 -0.0049 99 0.0902 -0.2182
71 0.0190 -0.0114 100 0.0165 -0.0375
72 0.1393 -0.1031 101 0.0080 -0.0196
73 0.0208 -0.0125 102 0.0086 -0.0210
74 0.0505 0.0039 103 0.0116 -0.0292
75 0.0054 -0.0089 104 -0.0087 0.0077
76 -0.0318 -0.0114 105 -0.0295 0.0287
77 0.0000 0.0014 106 -0.0328 0.0326
78 -0.0031 0.0091 107 -0.0271 0.0251
79 -0.0035 0.0086 108 -0.0268 0.0248
80 0.0048 -0.0064 109 -0.0222 0.0215
81 0.0077 -0.0139 110 -0.0127 0.0045
82 0.0159 -0.0356 111 0.0236 -0.0101
83 0.0018 -0.0012 112 -0.0122 0.0042
84 0.0075 -0.0175 113 -0.0225 -0.0078
85 -0.0100 0.0281 114 0.1101 -0.0843
86 0.0164 -0.0412 115 0.1108 -0.0845
87 0.0143 -0.0354 116 0.0119 -0.0208
88 -0.0165 0.0423 117 0.0281 -0.0565
89 -0.0187 0.0462 118 -0.0392 -0.0109
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Table 10: Final LMPs for the IEEE 118 Bus Test System (Scenario 1)
Bus Final Bus Final Bus Final Bus Final
Number LMPs Number LMPs Number LMPs Number LMPs
1 41.8 31 50.7 61 48.2 91 51.9
2 44.0 32 52.0 62 47.6 92 51.3
3 47.0 33 45.2 63 48.2 93 50.0
4 47.7 34 46.9 64 48.5 94 49.2
5 48.1 35 45.9 65 48.4 95 47.1
6 46.7 36 46.0 66 47.6 96 47.3
7 47.1 37 47.6 67 47.7 97 47.9
8 49.7 38 47.3 68 48.8 98 51.7
9 50.9 39 47.8 69 48.3 99 38.8
10 52.9 40 49.2 70 49.8 100 47.7
11 48.2 41 49.9 71 50.4 101 48.4
12 47.7 42 47.1 72 54.6 102 48.4
13 52.9 43 47.8 73 50.5 103 47.9
14 47.3 44 47.0 74 55.1 104 49.2
15 47.0 45 47.1 75 49.2 105 48.9
16 49.2 46 46.5 76 45.0 106 49.0
17 46.3 47 43.9 77 49.5 107 48.9
18 45.0 48 43.4 78 49.9 108 48.9
19 45.4 49 45.4 79 49.8 109 49.1
20 45.0 50 45.8 80 49.3 110 48.5
21 46.6 51 48.6 81 48.9 111 51.0
22 48.5 52 49.0 82 47.8 112 48.5
23 54.2 53 52.9 83 49.5 113 46.3
24 54.6 54 46.6 84 48.6 114 53.2
25 52.6 55 46.1 85 50.9 115 53.3
26 51.7 56 46.4 86 47.4 116 48.7
27 51.0 57 43.1 87 47.7 117 47.2
28 51.4 58 47.4 88 51.6 118 44.3
29 51.2 59 47.9 89 51.7
30 47.8 60 47.0 90 51.9
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Table 11: Final LMPs for the IEEE 118 Bus Test System (Scenario 2)
Bus Final Bus Final Bus Final Bus Final
Number LMPs Number LMPs Number LMPs Number LMPs
1 36.9 31 61.5 61 54.9 91 64.9
2 43.1 32 64.7 62 53.4 92 63.2
3 51.4 33 47.4 63 54.9 93 59.8
4 53.7 34 51.6 64 55.7 94 57.6
5 54.6 35 49.1 65 55.6 95 51.9
6 50.9 36 49.2 66 53.5 96 52.5
7 51.9 37 53.5 67 53.8 97 54.1
8 59.1 38 52.9 68 56.5 98 64.4
9 62.3 39 54.0 69 55.2 99 30.0
10 67.7 40 57.5 70 59.3 100 53.6
11 54.9 41 59.5 71 60.7 101 55.7
12 53.7 42 52.3 72 71.4 102 55.5
13 67.1 43 54.0 73 60.9 103 54.3
14 52.7 44 52.1 74 73.0 104 57.7
15 51.8 45 52.3 75 57.6 105 57.1
16 57.2 46 50.6 76 46.7 106 57.1
17 50.0 47 44.0 77 58.6 107 56.9
18 46.9 48 42.9 78 59.6 108 56.9
19 47.7 49 47.8 79 59.3 109 57.4
20 46.7 50 48.7 80 58.0 110 55.8
21 51.0 51 55.8 81 57.0 111 62.3
22 55.9 52 56.8 82 53.9 112 55.9
23 70.5 53 66.7 83 58.4 113 50.2
24 71.3 54 50.7 84 56.0 114 68.0
25 66.2 55 49.2 85 62.3 115 68.1
26 63.9 56 50.1 86 52.7 116 56.4
27 62.1 57 41.6 87 53.6 117 52.2
28 63.3 58 52.6 88 64.0 118 44.8
29 62.7 59 54.2 89 64.3
30 54.1 60 51.9 90 64.9
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Table 12: Representative LMP Pattern for the PJM Network System
Selected LMP with 16 line LMP with 16 line
Bus Number Constraints ($/MWh) Constraints ($/MWh)
using [23] using basis vectors
5815 47.09 47.09
5828 47.03 47.03
5839 47.10 47.10
5872 47.06 47.06
5868 47.06 47.06
2835 49.92 49.92
2873 64.88 64.88
2877 37.70 37.70
2886 49.66 49.66
2885 49.66 49.66
3006 39.12 39.12
3016 50.04 50.04
3051 42.30 42.30
3078 49.67 49.67
3088 50.25 50.25
3099 49.68 49.68
3134 41.94 41.94
3236 49.77 308.03
3249 48.91 -310.29
3252 48.91 -282.08
3309 39.54 42.78
3349 49.78 192.27
3348 49.78 206.88
3347 49.87 141.87
3412 64.88 47.03
3417 49.78 69.55
3425 40.41 174.23
3428 49.29 -607.22
3434 49.65 -217.43
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Table 13: Table 12 (continued)
Selected LMP with 16 line LMP with 16 line
Bus Number Constraints ($/MWh) Constraints ($/MWh)
using [23] using basis vectors
3439 48.81 53.56
3468 48.37 -35.66
3473 49.68 -7.20
3478 47.88 47.23
3521 40.53 31.04
3532 37.35 -553.63
3744 47.27 57.75
3752 49.73 44.20
3888 42.06 18.22
3948 49.92 267.54
3960 45.40 69.35
3981 49.48 8.16
3977 49.48 8.16
3990 52.87 50.37
4071 48.90 28.91
4075 64.88 47.03
4076 41.94 36.06
4078 43.08 59.84
4080 40.52 71.28
4081 37.13 58.29
4508 64.88 47.03
1535 61.40 47.03
1945 66.47 47.03
4517 64.88 47.03
4525 64.88 47.03
1542 66.31 47.03
2125 64.53 47.03
2124 64.44 47.03
1336 63.09 47.03
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CHAPTER 3: VOLTAGE STABILITY-CONSTRAINED
ELECTRICITY PRICING
The work in the previous Chapter has been a motivating factor for exploring the
research work presented in this Chapter. Stability and security are important issues
for operation of any power system. As the electricity markets are functions that are
built upon underlying power system and system network, the relationship between
stability and results of market clearing problem (i.e., market prices and generation
schedules) should be obvious and thus, cannot be neglected. While there are many
important sub-categories under the concept of system stability, our focus in this
Chapter would be on voltage stability, thus ignoring the other types of stability issues.
Thus, we have attempted to price electricity under the assumption that the system is
constrained by voltage stability. Formulations and analytical results presented in this
Chapter should help us understand better about the intricate relationship between
system stability and steady state-constrained optimization, typically used in current
market clearing problems.
3.1 Introduction
In this section, we will provide some introduction of some power system stability
concepts. Reference [25] has excellent definitions and classifications of various types
of stability related to power system. Quoting from the authors of this work, “Power
system security represents the system robustness to remain in normal state even after
being subjected to some contingencies. Normal state of the power system means that
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all system parameters - real and reactive power, voltage and currents - are within
acceptable operating limits of all system facilities (transmission lines, transformers,
etc.). As a key component of system security, stability is an ability of a system to
maintain synchronism under disturbances or to ensure post-disturbance steady state
operations. Generally, power system stability represents the property and ability of
a dynamical system to remain in the state of operating equilibrium under normal
operating conditions and to regain an acceptable state of equilibrium after being sub-
jected to a disturbance. In other words, the system should remain within a stability
region, without having oscillatory behavior. Stability of a system depends on its ini-
tial operating conditions and the nature and amount of disturbances. Thus, different
kinds of disturbances can have different impact on system stability. Power system
stability can be generally classified into three major types: angular stability (rotor
angle stability), frequency stability, and voltage stability.”
Angular stability is concerned with maintaining synchronous operation while being
able to maintain transfer of real power. Angular stability can be further classified into
three types: steady state stability (slow and gradual disturbance and requires static
analysis), small signal stability, and transient stability (severe disturbance). Hence,
transient stability is one kind of rotor angle stability.
Transient stability refers to the ability of synchronous machines of an intercon-
nected system to remain in synchronism after being subjected to a severe disturbance.
It is electromechanical in nature. It can last from a fraction of a second to a minute or
longer. In a large interconnected power system, maintaining transient stability is be-
coming more difficult, and the cost of losing synchronism due to transient instability
is extremely high.
Frequency stability also refers to an ability of a power system to maintain its
frequency within a narrow band above or below the nominal values (60 Hz or 50 Hz),
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under normal conditions and after disturbance in the system.
Voltage stability [26] is the ability of a power system to maintain acceptable
steady state voltages at all buses in the system under normal conditions and after
being subjected to a disturbance. A system enters a state of voltage instability when
a disturbance, such as sudden increase in load or change in system condition, causes
a progressive and uncontrollable drop in voltage. Consequently, voltage collapse is
the result of a sequence of events accompanying voltage instability leading to a low
voltage profile in a significant part of the power system. Voltage collapse can rapidly
lead to brown-out or black out.
3.2 Relationship between Stability and Market Clearing
Problem
Inevitably, the market operation obtained through market clearing optimization,
has an interwoven relationship with system operation via generation dispatch, and
transmission line flows. Market operation can influence system operation via optimal
generation schedules and market prices. Reciprocally, system operation influences
market operation by imposing realistic system operating limits that must be honored
by market-clearing optimization. A limited number of work has been done at the
nexus between the stability of an interconnected power system and market operation
results or market dynamics.
For example, the authors [27] have proposed a methodology, which is based on
OPF-based market model. The authors have modeled system security through the
use of voltage stability conditions. In their problem formulation voltage stability is
represented as a distance to maximum loading conditions. The authors chose the
“interior point method” as the optimization algorithm. They treated the maximum
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loading margin (γc) in per unit as one key variable in objective function, rather than
including it just as an additional constraint. Since the two decision variables in the
objective function - social welfare maximization (dollars per hour) and maximum
loading margin (per unit) - have different units, the authors used some weighting
factors to represent the relative importance of each variable. In light of the fact that
the units of the two decision variables are different, the numerical results are very
sensitive to the choice of weighting factors for each variable.
The stability issue of interconnected power systems is investigated in [28] by study-
ing a coupled system, which considered the dynamic interaction among markets, phys-
ical responses of generators, and network interconnections. The authors cautioned
against the potential instability of power systems, by showing the various interaction
modes between physical and market quantities via eigen-analysis. Dynamics of mar-
kets are modeled as consumer/supplier response and dynamics of power systems are
modeled by physical power/system dynamic models, including models of synchronous
machines, exciters, voltage regulators, turbines and governors. The key interacting
variables connecting the two systems are market price update and generation sched-
ules. The authors recommended that the market designer should take into account
the dynamic needs of power system, and those designing system electromechanical
controls should consider the conditions where power system operates in market-driven
environment.
Recent work [29] continued to expand the work in this area by examining the im-
pact of market clearing time and price signal delay on the stability of electric power
markets. By including the effects of control and communication, the authors have at-
tempted to simulate realistic markets with discrete price signals and communication
delays. The authors named their system a “hybrid system” because market partici-
pants see the price signal that changes at discrete times while load-generation balance
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changes continuously. They found that there is an upper limit on the market clearing
time and price signal delay beyond which the system becomes unstable. Overall, it
was concluded that the full impact of information technology on power markets can
be significant and difficult to anticipate.
3.3 Voltage Stability-Constrained Market-Clearing Prob-
lem
In this work, we are interested in investigating voltage-price dependence. To de-
rive the relationship between voltage and price, three major steps are considered, as
shown in Fig. 7. First, voltage stability analysis is conducted to find voltage magni-
tudes and angles for each loading parameter. Second, the null space method is applied
to determine null space basis vectors for each studied case proceeding from voltage
magnitudes and angles. As a final step, full LMPs are computed based on full math-
ematical formulation of null space method. The detailed mathematical formulations
of the voltage stability-constrained problem [30] are shown in the Appendix C for
the readers convenience. The numerical results of this voltage stability-constrained
market-clearing problem are described next.
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Determine (|V|, δ) for each 
loading parameter, 
using Voltage Stability 
Analysis
Determine basis vectors 
for each case, 
using Null Space Method
Compute full LMPs,
using full Null Space 
Method formulation
Figure 7: Flow Chart for Voltage Stability-Constrained Market Pricing
3.4 Numerical Results
For illustrative purpose, the proposed problem formulation and its solutions are
impletemented, using the IEEE 14 bus benchmark system [21] shown in Fig. 8.
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Figure 8: IEEE 14 Bus Benchmark System
Based on this new problem formulation, we studied the following six cases:
6.4.1 Real and reactive power balance constraints only (Case A)
6.4.2 Real and reactive power balance constraints with line flow constraints (Case B)
6.4.3 Real and reactive power balance constraints with voltage constraints (Case C)
6.4.4 Real and reactive power balance constraints with line flow and voltage con-
straints (Case D)
6.4.5 Real and reactive power balance constraints with voltage constraints after volt-
age drops down to 0.95 pu (Case E)
6.4.6 Real and reactive power balance constraints with line flow and voltage con-
straints after voltage drops down to 0.95 pu (Case F)
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3.4.1 Real and Reactive Power Balance Constraints Only
In this approach, the power system is represented as full AC model. Thus, both
real and reactive power balance constraints are considered. However, we assume that
flow on each branch is within its maximum limit and voltages at every bus are within
their acceptable limits. In other words, both voltage and line constraints are ignored.
The results of this case are shown in Figures 9 and 10.
As seen from Figures 9 and 10, the system is divided into two zones. In zone # 1,
LMPs decrease for buses 1 and 2 (when γ is less than 3.5) and for buses 1, 2, 3, 4 and
5 (when γ is greater than 3.5). These buses are located in the south of the system.
In zone # 2, LMPs increase for the remaining buses, located in the north of the
system. Generator (PV) buses are mainly located in the south of the system. And,
load (PQ) buses, remote from generators, are located in the north of the system. It is
also important to point out that LMPs increase just slightly for the buses 6, 7 and 8
in the central part of the system. Results of LMP for PQ buses are also presented in
Table 14. It can be seen that prices at all PQ buses increase with voltage reduction.
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Figure 9: LMP via Voltage for Case A
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Figure 10: LMP via Loading Parameter for Case A
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Table 14: LMP at PQ Buses for Case A
Prices at Prices at %
Bus Operating Point Last γ when V>0.95 pu Change
4 32.03 34.95 9
5 32.00 33.46 4
7 32.06 35.57 11
9 32.07 34.75 8
10 32.06 34.93 9
11 32.02 35.38 10
12 31.94 37.77 18
13 31.98 36.99 16
14 32.04 35.87 12
3.4.2 Real and Reactive Power Balance Constraints with
Line Flow Constraints
As in Case A, both real and reactive power balance constraints are considered
(AC model). In addition, we assume that line # 10 exceeds its maximum capacity.
We again assume that the voltage at every bus does not reach its limit. Thus, voltage
constraints are ignored. The results of this case are presented in Figures 11 and 12.
The power system is divided into two zones. In the south of the system, LMPs at
PQ buses 4, 5, and 7 decrease until a certain voltage level (0.9116 pu, 0.9120 pu and
0.9171 pu respectively) is reached. However, LMPs increase for buses in the north
of the system. Table 15 presents the LMPs at operating point and at last γ when
V > 0.95 pu. The LMP results of buses 4, 5 (south of the system), and buses 7, 9
(central part of the system), show price decrease with voltage reduction. However,
LMPs increase with voltage reduction for the buses 10 - 14 (north of the system).
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Figure 11: LMP via Voltage for Case B
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Figure 12: LMP via Loading Parameter for Case B
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Table 15: LMP at PQ Buses for Case B
Prices at Prices at %
Bus Operating Point Last γ when V>0.95 pu Change
4 5.99 -1.49 -125
5 7.15 -1.58 -122
7 1.97 -4.34 -320
9 -0.03 -0.55 -1500
10 -1.66 -0.25 85
11 -5.43 9.61 277
12 -8.76 28.93 430
13 -8.07 25.73 419
14 -3.52 -0.02 99
3.4.3 Real and Reactive Power Balance Constraints with
Voltage Constraints
In this case, the system is represented as AC model with voltage constraint active
at bus # 14. Here, we ignored line constraints. Figures 13 and 14 show the LMP
values via voltage and loading parameter respectively. In this case, LMPs at most of
the buses increase, except at buses 6, 9, 10 and 11. For the last three buses, prices
decrease until certain voltage level (1.0187 pu, 0.9471 pu and 0.9972 pu respectively)
is not reached and then the prices increase. This is also illustrated in Table 16.
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Figure 13: LMP via Voltage for Case C
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Figure 14: LMP via Loading Parameter for Case C
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Table 16: LMP at PQ Buses for Case C
Prices at Prices at %
Bus Operating Point Last γ when V>0.95 pu Change
4 13.64 25.50 87
5 20.50 29.54 44
7 0.93 11.86 1170
9 -5.53 -7.13 -29
10 1.61 -3.45 -313
11 21.08 14.66 -30
12 27.53 32.97 20
13 -14.46 4.45 131
14 -189.90 -162.52 14
3.4.4 Real and Reactive Power Balance Constraints, with
Line Flow and Voltage Constraints
In this case, the power system is modeled with respect to both real and reactive
power balance constraints (AC model). Also, both line and voltage constraints are
added into the model. The voltage constraint is active at bus # 14 and line constraint
is active at line # 10. The LMPs via voltage and load parameter are presented in
Figures 15 and 16 respectively. As in Case C, LMPs at most of the buses increase.
Table 17 shows price increase at PQ buses.
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Figure 15: LMP via Voltage for Case D
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Figure 16: LMP via Loading Parameter for Case D
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Table 17: LMP at PQ Buses for Case D
Prices at Prices at %
Bus Operating Point Last γ when V>0.95 pu Change
4 17.78 24.62 38
5 25.40 28.61 13
7 2.34 10.92 366
9 -5.49 -7.43 -35
10 0.39 -3.58 -997
11 16.91 15.36 -9
12 20.87 33.52 61
13 -20.10 5.75 129
14 -190.13 -162.61 14
3.4.5 Real and Reactive Power Balance Constraints with
Voltage Constraints after Voltage drops down to 0.95 pu
In this case, both real and reactive power balance constraints are considered, i.e.
the system is represented as an AC model. Line constraints are ignored. Voltage
constraint is considered at bus # 14 after its voltage level drops below 0.95 pu.
Figures 17 and 18 show the LMP results at each bus with respect to voltage and load
parameters respectively. In this case, we are interested in how LMPs change after
voltage at bus # 14 drops below 0.95 pu. As seen from the figures, the system is
divided into two distinct zones. In zone # 1, prices increase for buses 1 - 6, located
at the south of the system. In zone # 2, for the buses 7 - 14, located at the north
of the system, prices first decrease then increase. Table 18 shows the LMPs for PQ
buses at the operating point and last γ when V > 0.95 pu.
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Figure 17: LMP via Voltage for Case E
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Figure 18: LMP via Loading Parameter for Case E
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Table 18: LMP at PQ Buses for Case E
Prices at Prices at %
Bus Operating Point Last γ when V>0.95 pu Change
4 31.99 25.50 -20
5 32.00 29.54 -8
7 32.00 11.86 -63
9 32.01 -7.13 -122
10 32.00 -3.45 -111
11 31.99 14.66 -54
12 31.97 32.97 3
13 31.98 4.45 -86
14 32.00 37.04 16
3.4.6 Real and Reactive Power Balance Constraints, with
Line Flow and Voltage Constraints after Voltage Drops down
to 0.95 pu
In this case, the system is modeled while respecting both real and reactive power
balance constraints. We also assume that the flow on line # 10 has reached its
maximum limit. Voltage constraint is also considered at bus # 14 after its voltage
drops down to 0.95 pu. The LMPs via voltage and LMPs via load parameter are
shown on Figures 19 and 20 respectively. Similar to Case E, we are interested in how
LMPs change after voltage at bus # 14 drops below 0.95 pu. In this case, prices
increase at all buses except buses 9, 10, 13 and 14. For these buses, prices first
decrease and then increase.
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Figure 19: LMP via Voltage for Case F
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Figure 20: LMP via Loading Parameter for Case F
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Table 19: LMP at PQ Buses for Case F
Prices at Prices at %
Bus Operating Point Last γ when V>0.95 pu Change
4 5.99 24.62 311
5 7.15 28.62 300
7 1.97 10.93 454
9 -0.03 -7.43 -21490
10 -1.66 -3.59 -116
11 -5.43 15.36 -383
12 -8.76 33.52 483
13 -8.07 5.76 171
14 -3.52 -0.02 99
3.5 Conclusions
The work in this Chapter has scratched the surface, under which lies a complex
interaction between power system stability and market prices via the solution of
market clearing problem. Although there were significant amount of work in the
literature on the deeper concepts of various topics and sub-topics on system stability
(i.e., angular, frequency, voltage stability), our understanding is quite limited in terms
of their relationship (symbiotic or otherwise) and their impact on the market clearing
and market pricing.
Results from this Chapter showed that there remains a great deal of work to be
done in this area. For example, citing a recent incident from PJM market experience,
assume that a particular generating unit is cleared in the day-ahead market to produce
100 MW for a specific hour next day. During that specific hour, due to its stability
constraint, the unit is forced to operate just 50 MW instead of 100 MW. According
to current PJM market rules, the unit has to purchase the missing 50 MW from the
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real-time market at prevailing real-time market prices, causing unnecessary exposure
of spot price risk.
This stability-related generation-scheduling problem in a market setting would
have been avoided, should the day-ahead market be cleared with explicit consid-
eration of relevant stability constraints. In other words, had the stability-related
constraints been considered beforehand in the day-ahead market-clearing problem,
that unit would have been instructed to operate just 50 MW for that specific hour
next day. Of course, the open question is whether an independent market operator,
such as PJM, could have anticipated such kind of stability-related problems. Ideally,
the system operator should evaluate or should have evaluated all possible, yet cred-
ible system contingencies, including stability-related contingencies before the actual
system operation begins. By this way, some of the credible contingencies would have
been considered in both system operation (real-time) and market operation (both
day-ahead and real-time) so that the operations of power system and market would
be secure and robust.
In summary, the formulation of optimization problem in the current electricity
market still has a long way to go to become more comprehensive in the future. Only
when using this more comprehensive formulation and solution of constrained opti-
mization problem, the relevant power system can be operated in more secure and
stable fashion while the associated electricity market can support more secure power
system operation.
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CHAPTER 4: CONCLUSIONS AND FURTHER
DISCUSSIONS
Electricity is a basic utility for our welfare as well as a commodity for market
traders. As a basic utility, people rely on it to enjoy a high standard of living while
businesses depend on it to produce goods and services. As a commodity, electricity
can be traded among power traders, suppliers and consumers. The primary goal of
electricity trading is either to maximize the profit or to minimize the cost of produc-
tion and procurement of electricity. However, it must be recognized that it is also
costly for a society to produce electricity. Furthermore, the principal goal of an elec-
tric utility in a traditionally-regulated utility environment is to produce or procure
electricity in the least costly manner. In an organized electricity market, the primary
goal of an independent system operator is to produce or procure electricity in the
least bid manner.
In the context of electricity market, it is also important to price electricity to
reflect the true cost of production to support the necessary consumption. Only with
the efficient, hence accurate, pricing of electricity, the scarce resources to produce
electricity and other goods and products, can be allocated in the most efficient man-
ner (i.e., social welfare will be maximized). Hence, accurate pricing of electricity is
unequivocally important. Towards that end, the body of work in this dissertation is
mainly focused on pricing of electricity based on specific network topology using the
novel null space method, and formulation and solution of voltage stability-constrained
market-clearing problem. In this regard, this dissertation has provided some mean-
ingful solutions and contributions to the state-of-the-art of electricity pricing.
Rather than repeating what was done in this dissertation, the limited space in
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this final Chapter be better spent by envisioning the future grid with likely scenarios
and by providing possible solutions, at least qualitatively.
There is a growing consensus that the grid of the future will comprise of more
renewable energy resources, such as wind and solar, more environmentally-friendly
resources, more sophisticated control and optimization technologies, large amount of
data of fine-grained nature being shaped by synchro-phasors and other sensing tech-
nology, more participation from demand response, energy efficiency, and innovative
market design to accommodate or encourage participations by those unconventional
resources via advanced technologies.
The future research should aim to gain better insight into understanding the
intricate relationships among these developments, their implication on the energy
systems, and to develop new models, algorithms, and tools, to better exploit the
benefits of those developments while minimizing their negative impacts, and make
the grid smarter.
Variability and uncertainty, associated with renewable energy resources, such as
wind and solar power, seem to have created more challenges than expected. Planners
and operators of power system and market grid, should be able to predict as accurately
as possible the likely energy output from these non-dispatchable resources, as well as
to adjust and optimize the generation portfolio mix, at least to avoid additional
system-related problems. Hence, more sophisticated energy forecasting tool for both
wind and solar resources will become more important in the future.
The detailed topics, mentioned above, and other likely topics of future power
system, will certainly become important issues that have to be addressed through
more rigorous research in the future.
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Appendix A
LMP Computation Based on DC-OPF Formulation
The DC power flow model, which attempts to approximate the AC power system,
is based on a number of assumptions, as described below:
1. Reactive power balance equations are ignored.
2. All voltage magnitudes are assumed to have the same 1.0 (pu) values at all
buses.
3. Line power losses are ignored.
4. Dependence of reactance or series impedances of the LTC and phase shifting
transformers on tap ratio values is ignored.
Based on these assumptions and using the similar notations used in the General
Methodology section, the OPF problem, based on DC power flow (called DC-OPF)
can be formulated as:
min F (pg) =
∑
i∈G
ci(pi
g) (22)
s.t. − pg + pd + g(θ) = 0 ←→ λ (23)
s.t. Hq ≤ Z ←→ µ (24)
pi
g− ≤ pig ≤ pig+ ←→ ηi−, ηi+ ∀i ∈ G (25)
1T q = 0 (26)
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where
p = [ p1 p2 . . . pn ]
T is the nodal active power injection vector.
H is a m × n matrix consisting of the submatrix of power transfer distribution
factors (PTDFs), also known as generation shift factors (GSF), corresponding to the
transmission constraints and the submatrix representing the capacity constraints for
non-slack buses.
Z consists of the transmission capacity limits and the generation capacity limits
for non-slack buses.
A.1 LMP Formulation
The LMP is generally composed of three components: system marginal price
(SMP), marginal congestion component (MCC), and marginal loss component (MLC).
Mathematically, the LMP can be defined as:
λ = λe + λc + λl (27)
The LMP at the reference bus represents λe, while the congestion term (λc) is
defined later in this section. The marginal loss term (λl) is not considered in this
work.
A.2 Numerical Example
To illustrate the fundamental calculation of LMPs for a power system, we use the
following five bus example, shown in Figure 23, with the corresponding data. There
are two generators in the system, with one generator located at bus # 1 (unit # 1)
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and another generator at bus # 5 (unit # 2), with demands at bus # 2, 3, and 4.
We assume that the generator at bus # 1 is a cheap coal-fired unit with the marginal
cost of $ 40/MW with capacity of 400 MW. The generator at bus # 5 (unit # 2) is
an expensive gas-fired unit with the marginal cost of $ 70/MW with capacity of 600
MW. The demand values are assumed to be 200 MW (bus # 2), 100 MW (bus #
3) and 300 MW (bus # 4) respectively with total demand of 600 MW. Bus # 3 is
assumed to be the reference bus.
1 2
543
line “d”
Figure 21: Five Bus System
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A.2.1 Unconstrained Case
The unconstrained case is defined as an OPF-based power flow solution, in which
there is no flow violation in any of the lines of the system. The initial dispatch to
meet this total demand is found to be 400 MW by unit # 1 and 200 MW by unit
# 2. This result is obtained by using a Matlab program developed by the author
which is described later for the constrained case. In the two-generator case results
are rather intuitive because the system will use the cheapest unit first to meet the
demand, while the more expensive unit will be used subsequently.
Using shift-factors concept, shown below in Table 14, the flow on the line-d (line
from bus # 2 to # 4) is found to be 72.72 MW.
Table 20: Shift Factors and Flow Contribution on Line-d
Bus # Shift Factors Generation Load Flow Contribution Generation Cost
1 0.1818 400 - 72.72 16000
2 0.3636 - 200 -72.72 -
3 0.0000 - 100 0.00 -
4 -0.1818 - 300 54.54 -
5 0.0909 200 - 18.18 14000
Total - 600 600 72.72 30000
A.2.2 Constrained Case
If we assume that the limit of line-d is 60 MW, but solve for the unconstrained
case, the initial (unconstrained) dispatch would result in flow violations. This is not
75
acceptable in terms of secure system operation. To ensure that the flow on line-d is
within its limit, the initial dispatch has to be altered. This is achieved by solving
the initial optimization problem with the additional inequality constraint for line-d.
The Matlab program, to solve this constrained optimization problem using linear
programming, is given in the end of this Appendix.
Based on this inequality line constraint, the final dispatch is found to be (approxi-
mately) 260 MW by unit # 1 and 340 MW by unit # 2. Both units become marginal
units due to this binding constraint. The updated dispatch, together with updated
flow contribution are shown in Table 15 below.
Table 21: Shift Factors and New Flow Contribution on Line-d, after Redispatch
Bus # Shift Factors Generation Load Flow Contribution Generation Cost
1 0.1818 260 - 47.27 10400
2 0.3636 - 200 -72.72 -
3 0.0000 - 100 0.00 -
4 -0.1818 - 300 54.54 -
5 0.0909 340 - 30.91 23800
Total - 600 600 59.99 34200
The final total flow on line-d is found to be just under its 60 MW line limit. This
is secure system operation which satisfies the necessary condition for a constrained
optimization problem. One can see that the generation from unit # 1 is reduced,
hence its flow contribution to line-d is reduced as well, while the generation from unit
# 2 is increased to compensate for the reduced generation from unit . Thus the total
flow on line-d is now within its limit.
From the optimal solution, the Lagrange multiplier (i.e shadow price) for inequality
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constraint (µ) is found to be “330”. This is useful for subsequent computation of
LMPs at non-marginal buses.
A.2.3 LMP Computation for a Constrained Case
Assume bus # 3 is a reference bus. The next step in LMP computation at each
(non-marginal) bus is to compute the LMP at the reference bus. This can be done
by solving the same optimization problem with 1 MW increment at bus # 3. The
total demand would be 601 MW. The result shows that the new dispatch becomes
259 MW by unit # 1 and 342 MW by unit # 2 respectively. The flow on line-d is
unchanged and remains within its limit. Table 8 shows the new dispatch with total
generation cost. The difference between the generation cost between this incremental
case and that of the previous constrained case represents the marginal cost of serving
additional load at bus # 3. This is found to be $ 100/MW (34300 - 34200 = 100).
This value can also be obtained directly from the Lagrange multiplier for equality
constraint (λ).
Table 22: Generation Redispatch and Cost for 1 MW Load Increment at Bus # 3
Bus # Shift Factors Generation Load Flow Contribution Generation Cost
1 0.1818 259 - 47.08 10360
2 0.3636 - 200 -72.72 -
3 0.0000 - 101 0.00 -
4 -0.1818 - 300 54.54 -
5 0.0909 342 - 31.08 23940
Total - 601 601 59.99 34300
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The marginal congestion component (MCC) of the LMP, λc, is simply the product
of Lagrange multipliers (i.e shadow price) for inequality constraints and shift factors
for each (non-marginal) bus. The MCC component λc, the SMP λe and resultant
LMPs are shown in Table 9. The computation of the MLC λl is not done in this
chapter.
λc =
∑
j∈N
µj ∗ SFjk (28)
Table 23: LMP at Each Bus, with Constrained Line-d
Bus # Shift Factors µj λ
c λe LMP
1 0.1818 330 -60 100 40
2 0.3636 330 -120 100 -20
3 0.0000 330 0 100 100
4 -0.1818 330 60 100 160
5 0.0909 330 -30 100 70
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Appendix B
Pricing of Electricity via Null Space Method
The materials in this Appendix are primarily referenced from previous work [6]
by Drs. Che´verez-Gonza´lez and DeMarco.
These authors [6] have developed a new method, known as the null space method,
to characterize the incremental optimal values of power at each network node in
an electricity market. These incremental optimal values are known as “Locational
Marginal Prices,” or LMPs, in units of ($/hr) of operating cost, per MW of power
output, or ($/MWhr). The novelty lies in recognizing that key elements of LMP
computation are equivalent to a null space (kernel) calculation for a certain Jacobian
matrix, associated with the satisfaction of the Karush-Kuhn-Tucker (KKT) conditions
for optimality.
Starting with a formulation that includes nodal power balance and line flow limit
constraints, it can be shown that these KKT conditions may be written in a special
matrix/vector form that displays relationships to network topology in a new way. We
will provide the key concepts of this previous work which can serve as a tutorial for
the development of the power flow equations in a non-standard matrix/vector form,
previously used in coherency analysis [11].
B.1 Basic Power Flow Formulation
The classical power flow equations can be found in any of the power system analysis
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texts [12, 13]. The formulations used in reference [13] are adopted here. Written as
bus-by-bus, separated as active power balance and reactive power balance, and using
bus voltage phasors in polar coordinates, power flow equations take the form:
PGi − PLi =
n∑
k=1
ViVkGik cos(δi − δk) +
n∑
k=1
ViVkBik sin(δi − δk) (29)
QGi −QLi =
n∑
k=1
ViVkGik sin(δi − δk) +
n∑
k=1
ViVkBik cos(δi − δk) (30)
The subtraction of the active power load (PLi) or demand, from the generated
active power (PGi) yields the net active power injection (PIi) at each bus i. The same
formulation applies to the reactive power load (QLi) and generated reactive power
(QGi) (i.e. QIi = QGi −QLi).
The jth bus voltage term is represented in polar form by the magnitude Vj and
the phase angle δj. As an introduction of the vector approach, Bik and Gik are matrix
elements of imaginary and real parts of the nodal admittance matrix (often termed
as Ybus), expressed here in a form more common to circuit theory presentations [14] :
B = Adiag{bl}AT (31)
G = Adiag{g
l
}AT (32)
These matrices are the network susceptance and conductance respectively. More-
over, the column vectors bl and gl contain the susceptance and conductance per
transmission lines of the network which are converted in a diagonal matrix by the
operator diag{.} following the Matlab convention. The matrix A is known as the
incidence matrix and is widely used in graph theory, and fairly common in power sys-
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tems and circuit analysis [14] texts as well. For a network of l transmission branches,
and n buses, with only “short line” series model of transmission elements considered
(ignoring double circuit lines), the node-to-branch incidence matrix for the network
takes the form,
A ∈ <n×l (33)
The matrix A is typically very sparse, with elements given by
Aij = 1 (if branch j originates at node i)
Aij = −1 (if branch j ends at node i)
Aij = 0 (otherwise) (34)
Then, without loss of generality, for each line in a power network, there is a column
in the matrix A with zeros in almost all of its elements with the exception of the rows
corresponding to the buses where the line is connected. In these two positions where
the columns of A have non-zero elements, one will be (+1) and another (-1) according
to the reference branch direction.
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Figure 22: Small Power System Network
A small power system network is shown in Figure 22 to illustrate the concept of
incidence matrix. Accordingly with (14), the incidence matrix for this network is:
A =

−1 1 0 0 0 0
1 0 1 0 1 0
0 0 0 0 − 1 1
0 − 1 − 1 1 0 0
0 0 0 − 1 0 − 1

(35)
Therefore, if real value vectors of bus voltage magnitudes and phase angles are
defined as V ∈ <n and δ ∈ <n, a vector value trigonometric function can be used to
recreate one of the trigonometric terms of (9) in the form of:
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sin(AT δ) (36)
The reader can easily confirm that AT δ is a column vector of dimension equal to
the number of transmission lines, with each element composed by the difference of
two angles associated with buses at either end of the lines. In fact, the two angles
subtracted correspond to the buses where a specific line is connected. The product
of voltage magnitudes at each end of a line, as appeared in (9) and (10), can be
constructed in the following manner,
diag{e|A|T ln(V )} (37)
| A | is here used to denote the component-by-component absolute value of A.
Then, the operation | A |T ln(V ) results in the addition of two bus voltages’ natural
logarithm, which can be written as the natural logarithm of the product of these
two bus voltages. An exponential function of base (e ≈ .2.718) elevated to a natural
logarithm results in values that the logarithm evaluates. Therefore, the diagonal
matrix shown in (17) is filled with two bus voltages as a product, which corresponds
to the buses where the line is connected.
The values of Bik are contained in the vector elements bl with the exception of
the diagonal elements Bii. However, this Bii component is not needed in (9) because
the sinusoidal function is zero for the same phase angle δi. Then, the elements of the
second term of (9) in a column vector are:
diag{bl} diag{e|A|
T ln(V )} sin(AT δ) (38)
The ith addition of the terms related to the susceptance can be obtained when
(18) is multiplied at the left by A as:
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Adiag{bl} diag{e|A|
T ln(V )} sin(AT δ) (39)
The component-by-component absolute value of A, denoted here as | A |, is used
to recreate the first term of (9) as
PN(δ, V ) = diag{V } diag{| A | g
l
}V
− | A | diag{g
l
} diag{e|A|T ln(V )} cos(AT δ)
−Adiag{bl} diag{e|A|
T ln(V )} sin(AT δ) (40)
The reasoning previously used in (9) could be applied to create an equivalent
reactive power relationship with (10) through a vector approach as:
QN(δ, V ) = L2 | A | diag{bl} diag{e|A|
T ln(V )} cos(AT δ)
−L2 diag{V } diag{| A | bl}
−L2Adiag{gl} diag{e|A|
T ln(V )} sin(AT δ)
(41)
Clarifying the superscript N in (20) and (21) used as active or reactive power
supplied to or absorbed by the Network, these relations contain the variables V and δ
for which the Newton Raphson algorithm [13] solves the power flow problem. If (20)
and (21) are set equal to the injected active and reactive power of the PV and PQ
buses similar to (9) and (10), the nonlinear power flow problem is defined as:
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PN(δ, V ) − P I = 0
QN(δ, V ) −QI = 0 (42)
In that case, P I and QI are column vectors containing known amounts according
to the information available in the PV and PQ buses with ith elements equivalent to
(PGi − PLi) or (QGi −QLi), respectively. Relations (22) evaluate to zero for δˆ and Vˆ
that are a power flow solution.
Because it is expected to focus only on a small subset of line flow functions (those
for which an inequality constraint is active), the illustration of this component-wise
function is:
gk (δ, V ) = blk rowk {e|A|
T ln(V )} sin rowk{(AT δ)}
+ glk rowk {e|A|
T ln(V )} cos rowk{(AT δ)} (43)
In the next section, matrix calculus is used to develop the element of the power
flow Jacobian.
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B.2 Power Flow Jacobian Matrix
With the convention of Matlab adopted previously, when a normally scalar valued
function (e.g., sin(.)) is applied to a vector argument, it returns the vector-valued
result of applying this function component-wise to its argument. Then, the vector
calculus rules have to be followed when differentiating (20), (21) and (23). The main
point in adopting a non-standard formulation is to display the close relation of the
blocks of the Jacobian to A and | A |. In particular, it follows from (20) that:
∂PN(δ, V )
∂δ
= Adiag{bl} diag{e|A|
T ln(V )} diag{cos(AT δ)}AT
+ | A | diag{g
l
} diag{e|A|T ln(V )} diag{sin(AT δ)}AT (44)
The first term in (24) is known as a weighted Laplacian, and admits only a vector
of all equal elements in its null space (verifying the well-known equal incremental
cost condition - that all LMPs must be equal in a lossless (g
l
= 0), unconstrained
system). If the simplified Optimal Power Flow (OPF) given in (36) is considered,
and as line flow limits become active, the null space of the Jacobian matrix shown in
(38), to be shown later, grows in dimension and admissible LMP vectors can show
patterns in which buses partition into regions of approximately equal LMPs. The
vector η
k
has positive numbers in some elements and negative in others. For (g
l
6= 0),
a vector of all unity elements denoted as 1 ∈ <n is in the right null space of (20).
However, 1 is not in the right null space of the transpose of (20) even though there is
natural basis vector bnatp in this subspace. One reason for this is that the matrix | A |
(contained by the term related to g
l
) is the component-by-component absolute value
of A. Therefore, the second term of (20) does not have spectral properties like an
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admittance matrix (all the columns add to zero like the first term of (20)). To provide
notation consistent with the previous work [6] that exploits computational efficiency,
the vector valued function of apparent power absorbed by the network (emphasized
by the superscript N), from its n buses, is denoted as:
~SN(δ, V ) = ~V ·∗ conj(~I) (45)
In this notation, V ∈ <n and δ ∈ <n are the real valued vectors of bus volt-
age magnitudes and phase angles, respectively. From classical basic circuit theory
textbook [14], it is straightforward to show that:
~V = V ·∗ exp(j δ) (46)
where ·∗ denotes component-wise product and j = √−1. Therefore, ~V is a n-
dimensional column vector with complex elements (emphasized by →). Moreover,
the conjugate (conj) is taken at each element of the complex value vector of bus
currents I in (25). Moreover, for a network of l transmission branches, A ∈ <n×l
denotes the (full) node-to-branch incidence matrix for the network graph [14], with
the assumption that any parallel lines are simplified to their single line equivalent.
The vectors of transmission line susceptances and conductances are denoted as bl ∈ <l
and g
l
∈ <l respectively. The well-known impedance matrix is defined as:
~Ybus = Adiag{yl}AT (47)
By adopting the convention of Matlab, we interpret diag as an operator on the
column vector y
l
= g
l
+ bl, then expand it to a matrix with the elements of yl along
the diagonal. Then, it is trivial that ~I = ~Ybus~V in (25). The work in [6] focused
extensively on the spectral properties that arise from differentiating the real part of
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(25). Relevant to our application here, we note that a vector of all unity elements
denoted as 1 ∈ <n, must lie in the right null space of any power flow solution.
∂PN(δ, V )
∂δ
=
∂ real{~SN(δ, V )}
∂δ
(48)
However, 1T is not in the left null space of (28), though there is natural basis
vector bnatp
T in this subspace.
For computational efficiency, this work calculates the partial of the apparent power
as
∂~SN(δ, V )
∂δ
= j diag{conj(~I) ·∗ ~V }
−j diag{~V } conj(~Ybus) diag{conj(~V )} (49)
and takes its real part to calculate (28). However, the previous goal of this work
[6] was to exploit the Laplacian structure shown in the lossless case given by (28) and
to prove very nice properties using its eigenstructure. In this regard, it is more conve-
nient to use this complex matrix-phasor notation. Therefore, an indirect contribution
of this new work is on notational simplicity, which can be of value.
As a final step in background development of notation, let g denote the vector-
valued function of active power flow on lines, with reference direction for selected flow
consistent with the incidence matrix A. One then has
g(δ, V ) = real{AT ~V conj(y
l
·∗ [AT ~V ])} (50)
and
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∂g(δ, V )
∂δ
= real{j diag{conj(y
l
·∗ [AT ~V ])}AT diag{ ~V }
−j diag{AT ~V } conj(y
l
)AT diag{conj(~V )}} (51)
∂g(δ, V )
∂δ
= real{j diag{conj(y
l
·∗ [AT ~V ])}AT diag{ ~V }
−j diag{AT ~V } conj(y
l
)AT diag{conj(~V )}} (52)
Therefore, the equivalent of (28) in [7] is
∂g
k
(δ, V )
∂δ
= rowk
[
∂g(δ,V )
∂δ
]
(53)
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B.3 Computation of Admissible LMP by Null Space Method-
ology
For a given set of net injections of active power at n buses, P I ∈ <n, the power
balance equations take the form:
PN(δ, V )− P I = 0 (54)
One consequence of the rank deficiency of (24) is that (34) cannot be expected to
have a unique solution for an arbitrary P I . In the lossless case, a necessary condition
for solution in (22) is that 1TP I = 0. However, if non-zero elements of g
l
are consid-
ered in (24), a scalar value function representing total losses (L) in the network may
be written simply as:
L(δ, V ) = 1TPN(δ, V ) (55)
with injections at generator buses compensating for losses.
The matrix/vector formulation of power balance equations given in (22) (and more
detailed in [7]) facilitates a number of insights that are less apparent when adopting
a classical bus-by-bus summation form, as appeared in standard power systems texts
(e.g., [12]). Particularly, that insight becomes more apparent when we consider the
impact of the network structure on the admissible LMP [6]. Consider a simplified form
of Optimal Power Flow (OPF), as might be performed by a centralized market clearing
entity, responsible for periodically updating the dispatch of generators (and perhaps
dispatchable loads), given their offer/bid information (e.g. C(P IG) for generator cost
function) and network operating constraints. Suppose the optimization to compute
market clearing conditions is performed by using a Lagrangian approach. Suppose
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the solution identifies one transmission line, index k, as having reached its flow limit,
denoted pk
max. The Lagrangian with a single line flow constraint takes the form:
L = C(P IG) + λT
 PN(δ, V )− P I
gk(δ, V )− pkmax
 (56)
One would have Lagrange multipliers associated with the equality constraints of
active power balance at all buses, and with the active flow constraint on line k. As-
suming constant per unit voltage magnitudes, and neglecting reactive power balance
constraints, the necessary conditions for optimality associated with partials of the
Lagrangian with respect to phase angles will take the form:
∂L
∂δ
= λT
 ∂PN (δ)∂δ
∂g
k
(δ)
∂δ
 = 0T (57)
or more conveniently,
 ∂PN (δ)∂δ
∂g
k
(δ)
∂δ

T
λ = 0 (58)
Optimal market clearing can then proceed as a minimization of C(P IG) confined
to admissible LMPs in the left null space of (37). When no line limits are active
and losses neglected (e.g., in a dc power flow representation), 1T spans the left null
space of (37) and λ is a vector of all equal elements, verifying the well-known equal
incremental cost condition [13]. Since the losses are considered in this work, the
LMPs for the unconstrained case are confined to the span of bnatp
T (left null space
of (28)), that can be visualized as 1T plus a (typically) small perturbation due to
the losses. Reference [7] showed that the standard MLC, when added to the uniform
system marginal (energy) price (SMP), is co-linear with bnatp.
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With the observation that admissible LMP vectors lie in a linear subspace (the
null space) that will typically be of very low dimension (number of constrained lines
plus one), one goal of [6] was to efficiently identify cases in which linear combinations
of basis vectors in this space can yield patterns of zonally-differentiated prices. As a
first step, therefore, we wish to compute the basis vectors of the null space. However,
it was recognized in [6] that there exists a trivial basis in this null space. For this
new work, the trivial basis is bnatp in the LMP components with a zero in the line
constraint components. Therefore, for a single line constraint,
λ ∈ span{
 bnatp
0
 , η
k
} (59)
With bnatp calculated, our next computation is ηk. Towards this end, we augment
the matrix in our null vector calculation by one row to eliminate the trivial basis
vector. Next, the set of remaining basis vectors satisfying
 ∂PN (δ)T∂δ ∂gk(δ)T∂δ
bnatp
T 0
 η
k
= 0 (60)
can be calculated using again either null (in Matlab) or a power inverse method
iteration.
The notation in (39) is used for an orthogonal basis that it spans the null space of
the Jacobian matrix shown in (38) obtained by applying the conditions for optimality.
We term LMPs satisfying the necessary conditions for optimality associated with
network constraints as admissible, hence, this classification is independent of offer/bid
information. It should be noted that the realization of phenomena of interest, such as
large LMP differentials between zones, clearly depends on the nature of such offer/bid
curves. However, the potential for such phenomena depends primarily on the network
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structure and active line constraints. The operating point at which the power flow
Jacobian is evaluated may depend on the offer curves, but we argue that much of the
structural information we need is insensitive to the exact operating point. Indeed,
such information is inherently neglected in commonly used dc power flow formulations
and their variants.
Results in [6] showed that the key information needed to identify admissible pat-
terns of LMPs can be decomposed into an efficient line-by-line computation. This
means that the admissible LMPs basis vector for simultaneous consideration of any
set of multiple constrained lines is equivalent to the span of appropriately selected in-
dividual basis vectors, computed per-line. Identifying a single null vector for a matrix
known to be column-rank deficient by one (as is required in [6]) entails more efficient
computation. The method here requires that this type of computation needs to be
done only once for each line of interest (i.e., each line that might become constrained
in real-world electricity market). This is computationally and conceptually simpler
than proceeding directly from our definition of admissible LMPs (see (13) in [6]). In
this new work that considers losses, as well as in [7], the per-line approach is still
valid; if 1T is substituted by bnatp in (40), we obtain the same relation used in [6] to
prove the per-line approach.
Having characterized the subspace of LMPs satisfying necessary conditions for
optimality, a particular optimization algorithm stands out as natural if one wishes to
proceed to computation of LMPs at an optimal market clearing point. An algorithm
presented in [6] helps to clarify how admissible LMP basis vectors are used to calculate
specific LMP vectors at representative solution points. This is in contrast to asking
the reader to visualize a linear subspace of admissible LMPs. In the algorithm, that
is no more than the Lambda Iteration Method of classical economic dispatch [13], the
offer curves of the generators, representing the slope of a curve of offered price, (in
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$/hour), versus dispatch level, (in MW) could be used to weigh the orthogonal basis
shown in (39). Therefore, the linear combinations of vectors are no longer the only
vector characterizing the admissible set of LMPs satisfying necessary conditions for
optimality. The weight of an orthonormal basis as (39) depends on the offer curves of
the generators but the basis itself depends on the network structure. Certainly, our
contribution here is the efficient calculation of admissible LMP vectors, i.e. the basis
vectors of a power system, that are independent of the offer curves.
The per-line approach shown in [6] allows us to efficiently compute first bnatp and
then η
k
for any congested line k. This is computationally and conceptually simpler
with multiple constrained lines shown in (38). The direct brute force approach in the
case of multiple constrained lines requires computing a higher dimensional null space
for each possible combination of lines with the potential to be at their flow limits.
The conceptual and computational simplicity clearly follows from the method’s ability
to characterize different linear subspaces (sets of admissible LMPs for different sets
of active line constraints) as the spanning sets created by assembling appropriate
individual null-basis vectors. The method requires that this type of computation be
done only once for each line of interest (i.e., each line that might become constrained).
If the offer curves by generators change, the linear combination of vectors has to be
repeated, but the basis vector will remain the same.
94
Appendix C
Voltage Stability-Constrained Problem
In this appendix, we provide the derivation of solution that was obtained by
solving the first-order linear differential equation [7] of dynamic load model. From
reference [4], the linear dynamic load model can be written as:
The most common analytical tool used to investigate voltage collapse phenomena
is bifurcation theory. The assumption is that system equations depend on set of
parameters and state variables [30].
0 = f(x, λ) (61)
To investigate voltage behavior, so called loading parameter λ(λ ∈ R) is used. It
modifies generator and load powers
P I = (1 + λ)(P I0 + PS)
PN = (1 + λ)(PN0 + PD) (62)
The nose curves of the power system are determined using Continuation Power
Flow (CPF) technique. It allows to estimate critical loading conditions and voltage.
CPF is computed in two steps: predictor step and corrector step [30]. In the predictor
step, the tangent vector is built. The following relation applies at a generic equilibrium
point p:
fxp,λp = 0⇒
df
dλ
∣∣∣∣
p
= 0 = Dxf |p
dx
dλ
∣∣∣∣
p
+
∂f
∂λ
∣∣∣∣
p
(63)
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the tangent vector approximation
τp =
dx
dλ
∣∣∣∣
p
≈ ∆xp
∆λp
(64)
From (63) and (64)
τp = −Dxf |−1p
∂f
∂λ
∣∣∣∣
p
(65)
∆xp = τp∆λp (66)
By choosing a step size control k (k = ±1), one can determine the increment ∆λp
and ∆xp as following
∆λp
4
=
k
‖τp‖
∆xp
4
=
kτp
‖τp‖ (67)
The sign of k shows the increase or decrease of λ.
Then, in the corrector step, we find the actual position of new equilibrium point
c. For this, a set of n+ 1 equations should be solved:
f(x, λ) = 0
ν(x, λ) = 0 (68)
The solution of f is in the bifurcation manifold and η is an additional equation to
provide non-singular set at the bifurcation point
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ν(x, λ) =
 ∆xp
∆λp

T  xc − (xp + ∆xp)
λc − (λp −∆λp)
 = 0 (69)
where either the parameter λ or a variable xi should be fixed
ν(x, λ) = λc − λp −∆λp (70)
or
ν(x, λ) = xci − xpi −∆xpi (71)
The Saddle-Node Bifurcation conditions of the nose curve are
f(xc, λc) = 0
Dx f(xc, λc)|c vˆ = 0
‖vˆ‖ = 1 (72)
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Appendix D
System Data and Assumptions
The standard IEEE 30 but test system is shown below. It has six generator buses,
and remaining buses are load buses. In this simulation, we used only generator buses
1, 2, 8 and 11 for simplicity. The variable cost and maximum output limit of each
generator are also shown below. Third-party commercial software [8] was used to
generate shift factors relationship of each bus to the monitored branch of line # 31
(from bus # 22 to bus # 24), without any contingency.
Table 24: Load Data for IEEE 30 Bus System
Bus # Load (MW) Bus # Load (MW) Bus # Load (MW)
1 0.0 11 0.0 21 17.5
2 21.7 12 11.2 22 0.0
3 2.4 13 0.0 23 3.2
4 7.6 14 6.2 24 8.7
5 3.2 15 9.9 25 0.0
6 0.0 16 4.2 26 3.5
7 22.8 17 10.9 27 35.6
8 30.0 18 3.9 28 10.8
9 0.0 19 11.5 29 31.2
10 5.8 20 2.7 30 35.2
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Table 25: Shift Factor Data for Line # 31
Bus # Shift Bus # Shift Bus # Shift
Factor Factor Factor
1 0.0482 11 0.1413 21 0.2535
2 0.0488 12 0.0086 22 0.0000
3 0.0467 13 0.0086 23 -0.2267
4 0.0464 14 -0.0214 24 -0.4698
5 0.0501 15 -0.0448 25 0.0000
6 0.0000 16 0.0839 26 -0.2950
7 0.0510 17 0.1568 27 -0.1842
8 0.0471 18 0.0369 28 0.0260
9 0.0000 19 0.0852 29 -0.1842
10 0.1888 20 0.1107 30 -0.1842
Table 26: Generator Cost Data
Generator Bus # Variable Cost Generator Upper
($/MWh) Limit (MW)
1 1 40 250
2 2 10 50
3 8 70 50
4 11 10 75
5 13 100 100
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Figure 23: IEEE 30 Bus System
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Appendix E
Representative Matlab Codes for Some Results
The following code would model null space formulation and produce basis vectors
based on real power, reactive power balance constraints, as well as line and voltage
constraints.
clear all 
close all 
 
j=sqrt(-1); 
y12=4.99913170-j*15.26308600; 
y15=1.02589750-j*4.23498340; 
y23=1.13501920-j*4.78186300; 
y24=1.68603310-j*5.11583850; 
y25=1.70113970-j*5.19392730; 
y34=1.98597570-j*5.06881700; 
y45=6.84098050-j*21.57855400; 
y47=0.00000000-j*4.78194330; 
y49=0.00000000-j*1.79797910; 
y56=0.00000000-j*3.96793910; 
y611=1.95502850-j*4.09407420; 
y612=1.52596750-j*3.17596390; 
y613=3.09892750-j*6.10275550; 
y78=0.00000000-j*5.67698000; 
y79=0.00000000-j*9.09008300; 
y910=3.90204950-j*10.36539500; 
y914=1.42400550-j*3.02905040; 
y1011=1.88088480-j*4.40294360; 
y1213=2.48902460-j*2.25197460; 
y1314=1.13699410-j*2.31496360; 
 
% Incidence Matrix A (20-branches (in rows) by 14-nodes (in columns) 
 
 
A=[ 1  -1   0   0   0   0   0   0   0   0   0   0   0   0; 
    1   0   0   0  -1   0   0   0   0   0   0   0   0   0; 
    0  -1   1   0   0   0   0   0   0   0   0   0   0   0; 
    0   1   0  -1   0   0   0   0   0   0   0   0   0   0; 
    0   1   0   0  -1   0   0   0   0   0   0   0   0   0; 
    0   0   1  -1   0   0   0   0   0   0   0   0   0   0; 
    0   0   0  -1   1   0   0   0   0   0   0   0   0   0; 
    0   0   0   1   0   0  -1   0   0   0   0   0   0   0; 
    0   0   0   1   0   0   0   0  -1   0   0   0   0   0; 
    0   0   0   0   1  -1   0   0   0   0   0   0   0   0; 
    0   0   0   0   0   1   0   0   0   0  -1   0   0   0; 
    0   0   0   0   0   1   0   0   0   0   0  -1   0   0; 
    0   0   0   0   0   1   0   0   0   0   0   0  -1   0; 
    0   0   0   0   0   0  -1   1   0   0   0   0   0   0; 
    0   0   0   0   0   0   1   0  -1   0   0   0   0   0; 
    0   0   0   0   0   0   0   0   1  -1   0   0   0   0; 
    0   0   0   0   0   0   0   0   1   0   0   0   0  -1; 
    0   0   0   0   0   0   0   0   0   1  -1   0   0   0; 
    0   0   0   0   0   0   0   0   0   0   0  -1   1   0; 
    0   0   0   0   0   0   0   0   0   0   0   0   1  -1]; 
 
% original A is different than A below 
A=A'; 
B=A'; 
 
yl=[y12;y15;y23;y24;y25;y34;y45;y47;y49;y56;y611;y612;y613;y78;y79;y910;y914;y1011;y1213;y
1314]; 
yl; 
Ybus=A*diag(yl)*A'; 
Ybus; 
null(A*A'); 
g_l=real(yl); 
b_l=imag(yl); 
 
% d is voltage angles at each bus (14-bus) 
 
delta=[   0.0000; 
    -4.0775; 
   -12.6114; 
   -10.1074; 
    -8.6949; 
   -14.7985; 
   -13.1936; 
   -13.1936; 
   -14.8034; 
   -15.0798; 
   -15.0457; 
   -15.6260; 
   -15.6195; 
   -16.1947]; 
 
 delta; 
 
% A'*d is column vector with each element representing angle differences of 
 
% buses at each end of the line 
a_delta=A'*delta; 
 
% V is voltage magnitude at each bus (14-bus) 
 
V=[    1.07732;   
   1.00800; 
   1.00800; 
   1.01280; 
   1.02129; 
   1.07732; 
   1.03484; 
   1.07732; 
   1.02109; 
   1.02342; 
   1.04642; 
   1.05939; 
   1.05163; 
   1.01607]; 
 
% using Approach #2, L_2 is a diagonal maxtrix with ones in the diagonal if 
% the ith term corresponds to PQ buses and zeros if it corresponds to PV 
% buses 
 
z_l=exp(abs(A)'*log(V)); 
z_l 
 
dPN1_ddelta = -A*diag(b_l)*diag(z_l)*diag(cos(A'*delta))*A' + 
abs(A)*diag(g_l)*diag(z_l)*diag(sin(A'*delta))*A'; 
dPN1_ddelta 
 
% For Q-term - dQ_ddelta 
dQN1_ddelta = -A*diag(g_l)*diag(z_l)*diag(cos(A'*delta))*A'- 
abs(A)*diag(b_l)*diag(z_l)*diag(sin(A'*delta))*A'; 
 
matrix_5=transpose(dPN1_ddelta); 
matrix_5 
matrix_6=transpose(dQN1_ddelta); 
matrix_6 
 
bnat=null(transpose(dPN1_ddelta)); 
bnat 
 
%This calculation is not important for LMP.   
% bnatq=null(transpose(dQN1_ddelta)); 
% bnatq 
 
%dg_ddelta= real(j*diag(conj(yl.*(A'*V.*exp(j*delta)))))*A'*diag(V.*exp(j*delta)))-
j*diag(A'*V.*exp(j*delta))*conj(yl)*A'*diag(conj(V.*exp(j*delta))); 
%dg_ddelta 
 
% k is line number 10 between nodes 5 and 6; 
% dgk_ddelta is equation 2.22 from Dan's thesis 
% dgk_ddelta_10 is dgk_ddelta for line # 10 
 
dgk_ddelta_10= b_l(10)*z_l(10)*cos(a_delta(10))*B(10,:)-g_l(10)*z_l(10)*sin(a_delta(10))*B(10,:); 
b_l(10); 
z_l(10); 
cos(a_delta(10)); 
 
dgk_ddelta_9= b_l(9)*z_l(9)*cos(a_delta(9))*B(9,:)-g_l(9)*z_l(9)*sin(a_delta(9))*B(9,:); 
b_l(9); 
z_l(9); 
cos(a_delta(9)); 
 
matrix_7=transpose(dgk_ddelta_10); 
matrix_7 
 
matrix_8=transpose(dgk_ddelta_9); 
matrix_8 
 
%dgk_ddelta is row vector, corresponding to row-10 from A 
 
dgk_dV_10= 
b_l(10)*z_l(10)*sin(a_delta(10))+g_l(10)*z_l(10)*cos(a_delta(10))*(B(10,:)*(inv(diag(V)))); 
matrix_17=transpose(dgk_dV_10); 
matrix_17 
 
dgk_dV_9= b_l(9)*z_l(9)*sin(a_delta(9))+g_l(9)*z_l(9)*cos(a_delta(9))*(B(9,:)*(inv(diag(V)))); 
matrix_18=transpose(dgk_dV_9); 
matrix_18 
 
matrix_10= [matrix_5 transpose(dgk_ddelta_10);transpose(bnat) 0]; 
matrix_10 
 
matrix_9= [matrix_5 transpose(dgk_ddelta_9);transpose(bnat) 0]; 
matrix_9 
 
nk_10=null(matrix_10); 
nk_10 
 
nk_9=null(matrix_9); 
nk_9 
 
% to include reactive power; 
%matrix_15=transpose(dP_dV) 
%matrix_16=transpose(dQ_dV) 
 
%z_l=exp(abs(A)'*log(V)); 
 
% dPN1_dV is equation 2.19 from Dan's thesis 
 
% dPN1_dV = -A*diag(b_l)*diag(z_l)*diag(sin(A'*delta))*(abs(A)')*L_2'*(inv(diag(V))) - 
(abs(A))*diag(g_l)*diag(z_l)*diag(cos(A'*delta))*(abs(A)')*L_2'*(inv(diag(V))) + 
2*diag(abs(A)*g_l)*L_2'*diag(V); 
 
% In first approach, eliminating matrix L 
 
dPN1_dV = -A*diag(b_l)*diag(z_l)*diag(sin(A'*delta))*(abs(A)')*(inv(diag(V))) - 
(abs(A))*diag(g_l)*diag(z_l)*diag(cos(A'*delta))*(abs(A)')*(inv(diag(V))) + 
2*diag(abs(A)*g_l)*diag(V); 
dPN1_dV 
 
% dQN1_dV is equation 2.21 from Dan's thesis 
 
% dQN1_dV = L_2*abs(A)*diag(b_l)*diag(z_l)*diag(cos(A'*delta))*(abs(A)')*(inv(diag(V)))*L_2' - 
L_2*(A)*diag(g_l)*diag(z_l)*diag(sin(A'*delta))*(abs(A)')*(inv(diag(V)))*L_2' - 
2*L_2*diag(abs(A)*b_l)*diag(V)*L_2'; 
 
% In first approach, eliminating matrix L 
 
dQN1_dV = abs(A)*diag(b_l)*diag(z_l)*diag(cos(A'*delta))*(abs(A)')*(inv(diag(V))) - 
(A)*diag(g_l)*diag(z_l)*diag(sin(A'*delta))*(abs(A)')*(inv(diag(V))) - 2*diag(abs(A)*b_l)*diag(V); 
dQN1_dV 
 
% additional codes (Jul/Aug, 2010) 
 
Diag1=zeros(size(dQN1_dV)); 
matrix_15=transpose(dPN1_dV); 
matrix_16=transpose(dQN1_dV); 
 
%Here we exclude reactive power of generators as function of 
%voltages 
 
matrix_total=[matrix_5 matrix_6;matrix_15 matrix_16] 
bnatpq=null(matrix_total); 
bnatpq 
 
y=((exp(abs(transpose(A))*log(V)))); 
bl=b_l; 
gl=g_l; 
d=delta; 
Q_N=-diag(V)*diag(abs((A))*bl)*V-
A*diag(gl)*diag(y)*(sin(transpose(A)*d))+abs(A)*diag(bl)*diag(y)*(cos(transpose(A)*d)) 
 
genlist=[1;2;3;6;8];%generator buses 
loadlist=[4;5;7;9;10;11;12;13;14];%load buses 
 
QL=[0;0;0;0;0];% To write here the reactive load at generator buses (if any) that is used to 
compute V and phase 
Q_G=Q_N(genlist)+QL; 
w=50; % alpha in arctan equation 
Qmax=[40;40;40;40;40];% To write here the reactive capacity of generators at buses 
 
% The concept of all P-Q buses, in Thesis at page 103, equations (6.3) and 
% (6.4) (The last equation in (6.4)) 
 
Vi=-(1/w)*tan(Q_G./Qmax)+abs(V(genlist)); 
dQI_dV=(w*Qmax)./(1+(w*abs(V(genlist))-w*Vi).^2); 
Diag1(genlist,genlist)=diag(-dQI_dV); 
dQN1_dV=dQN1_dV-Diag1; 
 
matrix_16=transpose(dQN1_dV); 
 
%here, we include Reactive power of generators as function of voltages 
 
matrix_total=[matrix_5 matrix_6;matrix_15 matrix_16] 
bnatpq=null(matrix_total); 
bnatpq 
 
%vector=null([matrix_total;bnatpq']) 
 
%vector=null([matrix_total [transpose(dgk_ddelta_10);transpose(dgk_dV_10)];bnatpq' 0]) 
 
% partial of Vj constraint (max/min) w.r.t delta, which is zeros 
 
dVj_ddelta = [0;0;0;0;0;0;0;0;0;0;0;0;0;0]; 
 
% partial of Vj constraint (max/min) w.r.t V, which is zeros for all buses, except bus j (# 14) 
 
dVj_dV = [0;0;0;0;0;0;0;0;0;0;0;0;0;1]; 
 
% vector_B is the null space solution to P,Q,line contraint (at # 10) and V constraint (at # 13 
and/or # 14)!! 
% you can play the vector dVj_dV for  V constraints at different buses. 
 
vector_B=null([matrix_total [transpose(dgk_ddelta_10);transpose(dgk_dV_10)] 
[dVj_ddelta;dVj_dV];bnatpq' 0 0]) 
 
% vector_A is the null space solution to P,Q, and V constraints (at # 13 or 
% # 14, but WITHOUT line constraint # 10 
 
%vector_A=null([matrix_total [dVj_ddelta; dVj_dV];bnatpq' 0]) 
%vector_A=null([matrix_total]) 
 
xlswrite('14_busoutput1.xls',matrix_total); 
% The following code produces full LMP, based on null basis vectors for respective binding  
% constraints. The full LMPs, using null space method, are shown in Table 9 of the dissertation. 
close all 
clear all 
 
basis4 = load('basis_N.txt'); 
N_G = [1  0.0101  -0.2016; 
1 0.0394 -0.8373; 
1 0.0082 -0.1624; 
1 -0.0021 -0.0077; 
1 -0.0025 0.0949]; 
 
% lambda_g is from Economic Dispatch solution 
% the following LAMBDA are lambdas at ED solution 
% they don't represent lambdas for NEXT MW 
lambda_g_1 =[27.8476; 27.8476 ; 27.8476 ; 27.8476; 27.8476]; 
lambda_g_1 =[ 40; 40 ;40; 40;40]; 
 
% the lambdas here represent lambdas of each unit (# 1, # 2, # 3, # 6 and # 8) 
% for NEXT MW 
lambda_g_2 =[47.7081 ; 48.61 ; 47.64; 47.50815; 47.6415 ]; 
 
Ninv=inv((N_G)'*(N_G)); 
(N_G)' 
 
% x are 'weights' for final LMP 
x_1 = Ninv * (N_G)' * lambda_g_1 
 
% the last two elements in x_1 represent 'weights' for constraints 
x_1 =[40  10  10]' 
x_2 = Ninv * (N_G)' * lambda_g_2; % this equation is irrelevant if we use x_2 below 
x_2 =[40  20  20]' 
 
y=Ninv * (N_G)'; 
y; 
 
% final LMP is here 
LMP1 = basis4*x_1 
LMP2 = basis4*x_2 
%LMP3 = basis4*x_3 
%LMP4 = basis4*x_4 
     
xlswrite ('LMP_calculated_05272013',LMP1,'Sheet1','A1') 
xlswrite ('LMP_calculated_05272013',LMP2,'Sheet1','B1') 
% Basic LMP model using Linear Programming method 
% This model is based on IEEE-30 bus test system 
% for Dynamic Pricing Model paper 
% The key here is to play with 'b' the virtual limit of line 1-2 
% The program has two key parts: Steady State and Dynamic Load parts 
 
clear all 
close all 
% reading steady state demand data from excel file 
dstatic = 'Loaddata_IEEE30Bus.xlsx'; 
dsteady = xlsread(dstatic,'Sheet1','B2:K31'); 
sfdata = 'SFdata_IEEE30Bus.xlsx'; 
SF = xlsread(sfdata,'B:B'); 
% reading dynamic state demand data from excel file 
demanddynamicmin = 'Dynamicloaddata_Min_IEEE30Bus.xlsx'; 
demanddynamic = xlsread(demanddynamicmin,'Sheet1','B2:K31'); 
% Generator Cost Data Section 
% Obj function in 'f' function/coefficients: 
% cost of generation for five units at bus numbers # 1, 2, 8, 11 and 13 
gen1_cost = 40; % intermediate coal-fired unit 
gen2_cost = 10; % assume nuclear type unit 
gen8_cost = 70; % gas-fired peaker 
gen11_cost = 10; % assume nuclear type unit 
gen13_cost = 100; % assume gas-fired peaker 
 
% cost of generation 
f = [gen1_cost; gen2_cost; gen8_cost; gen11_cost ; gen13_cost]; 
% shift factors for each generating unit 
A = [SF(1)  SF(2)  SF(8) SF(11) SF(13)]; 
% below are for equality constraint (power balance constraint) 
Aeq = [1  1  1  1  1]; % participation by each unit 
% Initialization 
beq=0; 
demand_con=0; 
b = 131; 
% to determine if the user wants a steady state or dynamic analysis 
studytype=input('Enter 1 for Steady State Analysis or \n Enter 2 for Dynamic State Analysis or \n 
Enter 3 for Dynamic Simulation:   '); 
if studytype == 1; 
        demand = dsteady; 
    elseif studytype == 2; 
        demand = demanddynamic; 
    end 
 
% to loop 'demand' for different period simulation 
% k represents 'market periods' 
for k=1:10; 
     
    demand; % demand becomes a final chosen demand 
    size(demand); 
    % total demand 
    %beq = 700; 
    disp('This is total demand to serve') 
    % i stands for number of buses in the system 
    for i=1:30; 
        beq = beq + demand(i,k); 
    end 
    beq; 
    % Load Contribution here 
    disp('demand contribution to the flow') 
    for j=1:30; 
        demand_con = demand_con + SF(j).*demand(j,k); 
    end 
    demand_con; 
     
    % line limit with demand_con 
    disp('inequality constraint as line flow limit') 
    %b = 300 % changing this value is the key to binding a line limit 
    actual_limit = b - demand_con; %which equals to 
     
    % below are inequality constraints lb <= x <= ub 
    lb = zeros(5,1); 
    ub = [250; 50; 50; 75;  100]; % units' max limits 
     
    [x,fval,exitflag,output,lambda]=linprog(f,A,b,Aeq,beq,lb,ub); 
    disp('System Output') 
    x,lambda.eqlin,lambda.ineqlin,lambda.lower,lambda.upper; 
    disp('End of System Output') 
    %disp('Gen Optimal Output'); 
    x; 
    %disp('Equality Constaint Shadow Price'); 
    lambda.eqlin; 
    %disp('Inequality Constraint Shadow Price'); 
    lambda.ineqlin; 
    %'Lower Limit Constraint Shadow Price'); 
    lambda.lower; 
    %disp('Upper Limit Constraint Shadow Price'); 
    lambda.upper; 
    % To find the 'marginal unit' from each market period solution 
    disp('To find Marginal Unit'); 
    fprintf('\n'); 
    % to trick the upper limit of generator units 
    up = [ub(1)-0.2;ub(2)-0.2;ub(3)-0.2;ub(4)-0.2;ub(5)-0.2]; 
    x(1); 
    up(1); 
    disp('Market Period = ') 
    k 
     
    % to check if a unit output is within its min and max MW limits 
    if ((x(1)>0.2)&&(x(1)<up(1))) 
        disp('Unit 1 is Marginal Unit'); 
        MU1 = 1 % identifier for marginal unit # 1 
    else 
        disp('Unit 1 is NOT Marginal Unit'); 
        MU1 = 0 
    end 
    fprintf('\n'); 
    abs(x(2)); 
     
    if ((x(2)>0.2)&&(abs(x(2))<up(2))) 
        disp('Unit 2 is Marginal Unit'); 
        MU2 = 1 % identifier for marginal unit # 2 
    else 
        disp('Unit 2 is NOT Marginal Unit'); 
        MU2 = 0 
    end 
    fprintf('\n'); 
    x(3); 
    ub(3); 
    if ((x(3) > 0.2)&&(x(3) < up(3))) 
        disp('Unit 3 is Marginal Unit'); 
        MU3 = 1 % identifier for marginal unit # 3 
    else 
        disp('Unit 3 is NOT Marginal Unit'); 
        MU3 = 0 
    end 
    fprintf('\n'); 
     
    if ((x(4) > 0.2)&&(x(4) < up(4))) 
        disp('Unit 4 is Marginal Unit'); 
        MU4 = 1 % identifier for marginal unit # 4 
    else 
        disp('Unit 4 is NOT Marginal Unit'); 
        MU4 = 0 
    end 
    fprintf('\n'); 
     
    if ((x(5) > 0.2)&&(x(5) < up(5))) 
        disp('Unit 5 is Marginal Unit'); 
        MU5 = 1 % identifier for marginal unit # 5 
    else 
        disp('Unit 5 is NOT Marginal Unit'); 
        MU5 = 0 
    end 
    fprintf('\n'); 
     
    % Generator contribution to flow 
    gen_con = (SF(1)*x(1) + SF(2)*x(2) + SF(8)*x(3) + SF(11)*x(4) + SF(13)*x(5)); 
    line_flow = gen_con - demand_con; 
    production_cost= gen1_cost*x(1) + gen2_cost*x(2) + gen8_cost*x(3) + gen11_cost*x(4) + 
gen13_cost*x(5) 
    % to compute LMP at reference bus # 3 
    % D_3 hear means LMP at reference bus # 3 
    % in this case, it was changed to D_1 
    %clear 
    C=[SF(1)  SF(2)  SF(8) SF(11)  SF(13); 1  1  1  1  1]; 
    B_1=[0; 1]; 
    D_1=C\B_1; 
    %fprintf ('D represents change in generation \n'); 
    SMP = -lambda.eqlin; 
    % new dispatch for computing LMP at reference bus (# 1) 
    %disp('New dispatch for meeting 1 MW demand at reference bus'); 
    x=x+D_1; 
     
    % LMP before including LMP_ref 
    mu=-lambda.ineqlin; 
    MCC = mu*SF; 
    size(MCC); 
    % LMP AFTER including LMP_ref 
    LMP = (MCC + SMP); 
     
    % resorted the final LMP for a chosen period to specific period LMP 
    if k==1; 
        LMP1=LMP; 
        PC1=production_cost; 
    elseif k==2; 
        LMP2=LMP; 
        PC2=production_cost; 
    elseif k==3; 
        LMP3=LMP; 
        PC3=production_cost; 
    elseif k==4; 
        LMP4=LMP; 
        PC4=production_cost; 
    elseif k==5; 
        LMP5=LMP; 
        PC5=production_cost; 
    elseif k==6; 
        LMP6=LMP; 
        PC6=production_cost; 
    elseif k==7; 
        LMP7=LMP; 
        PC7=production_cost; 
    elseif k==8; 
        LMP8=LMP; 
        PC8=production_cost; 
    elseif k==9; 
        LMP9=LMP; 
        PC9=production_cost; 
    elseif k==10; 
        LMP10=LMP; 
        PC10=production_cost; 
    end 
     
    beq=0; 
    demand_con=0; 
    b=20; 
     
end 
 
bus={'bus_1';'bus_2';'bus_3';'bus_4';'bus_5';'bus_6';'bus_7';'bus_8';'bus_9';'bus_10';... 
    'bus_11';'bus_12';'bus_13';'bus_14';'bus_15';'bus_16';'bus_17';'bus_18';'bus_19';'bus_20';... 
    'bus_21';'bus_22';'bus_23';'bus_24';'bus_25';'bus_26';'bus_27';'bus_28';'bus_29';'bus_30'}; 
i=1:30; 
 
%bar colors: b, r, g, c, m, y, k, w 
figure(1); bar(i,LMP1,0.35); 
xlabel('Bus Number'); 
ylabel('Locational Marginal Price ($/MWh)'); 
%figure(2); plot(LMP1,'--ob','linewidth',2,'markersize',8,'markerfacecolor','r') 
figure(2); bb = bar(i,LMP1,0.35); 
 
hold on 
cc3 = plot(LMP3,'--xb','linewidth',2,'markersize',8,'markerfacecolor','b'); 
hold off 
hold on 
cc4 = plot(LMP4,'--+g','linewidth',2,'markersize',8,'markerfacecolor','g'); 
hold off 
hold on 
cc7 = plot(LMP7,'--*y','linewidth',2,'markersize',8,'markerfacecolor','y'); 
hold off 
hold on 
%pp = plot(LMP5,'-.xr','linewidth',2,'markersize',8,'markerfacecolor','g') 
cc10 = plot(LMP10,'--or','linewidth',2,'markersize',8,'markerfacecolor','r'); 
hold off 
%legend([bb,pp],'Unconstrained Case','Constrained Case','fontsize',12,'fontweight','b'); 
legend([bb,cc3,cc4, cc7,cc10],'Unconstrained Case','Market Period 3','Market Period 4','Market 
Period 7','Market Period 10'); 
 
xlabel('Bus Number','fontsize',20,'fontweight','b'); 
ylabel('Locational Marginal Price ($/MWh)','fontsize',20,'fontweight','b'); 
%title('Market Prices at each Bus in IEEE 30 Bus System','fontsize',20,'fontweight','b'); 
 
xlswrite('IEEE-30 LMP output_v1',bus,'Sheet1','A1'); 
xlswrite('IEEE-30 LMP output_v1',LMP1,'Sheet1','B1'); 
xlswrite('IEEE-30 LMP output_v1',LMP2,'Sheet1','C1'); 
xlswrite('IEEE-30 LMP output_v1',LMP3,'Sheet1','D1'); 
xlswrite('IEEE-30 LMP output_v1',LMP4,'Sheet1','E1'); 
xlswrite('IEEE-30 LMP output_v1',LMP5,'Sheet1','F1'); 
xlswrite('IEEE-30 LMP output_v1',LMP6,'Sheet1','G1'); 
xlswrite('IEEE-30 LMP output_v1',LMP7,'Sheet1','H1'); 
xlswrite('IEEE-30 LMP output_v1',LMP8,'Sheet1','I1'); 
xlswrite('IEEE-30 LMP output_v1',LMP9,'Sheet1','J1'); 
xlswrite('IEEE-30 LMP output_v1',LMP10,'Sheet1','K1'); 
 
% to write out production cost 
xlswrite('IEEE-30 LMP output_pc',PC1,'Sheet1','A1'); 
xlswrite('IEEE-30 LMP output_pc',PC2,'Sheet1','B1'); 
xlswrite('IEEE-30 LMP output_pc',PC3,'Sheet1','C1'); 
xlswrite('IEEE-30 LMP output_pc',PC4,'Sheet1','D1'); 
xlswrite('IEEE-30 LMP output_pc',PC5,'Sheet1','E1'); 
xlswrite('IEEE-30 LMP output_pc',PC6,'Sheet1','F1'); 
 
% For Dynamic Load update and Dynamic Pricing part 
 
if studytype == 3; 
    % Solution of linear ODE demand dynamics problem 
    load deltavt2.dat  % V(t) output from Choi's program, has 21 data points 
     % constants here 
    Nps = 0.6603; 
    Npt = 3.2308; 
    Tp = 0.0135; 
    Nqs = -2.2439; 
    Nqt = 18.3881; 
    Tq = 0.1017; 
    P0 = 35.2; 
    Q0= 6.8; 
    V0 = 0.9934; 
    C = 1; % initial constant 
    % GNLD - linearized generic nonlinear dynamic model 
    t=0:1:20; 
    % below equation is obtained from hand-calculation of 
    % sovling linear, differential equation 
    % y represents delta x (in Choi's equation) 
    y = (P0*(Nps - Npt)/V0)*(0.5*deltavt2.^2) + [(C)*exp(-t/Tp)]' 
    size(y) 
     
 
    % below is formula for deltaPd (change in real power demand P0 
    % deltaPd has direct relationship with P0 
    deltaPd = y + ((P0*Npt)/V0)*deltavt2 
    Pnew = P0 + deltaPd; 
    Pmin = min (Pnew) 
    figure(1); 
    plot(t,y,'-.xr','linewidth',3,'markersize',8,'markerfacecolor','g'); 
    title('Plot of Change in Real power demand'); 
    figure(2); 
    pp = plot(t,deltaPd,'-xb','linewidth',3.5); 
    hold on 
    qq = plot(t,Pnew,'-or','linewidth',3); 
    hold off 
    legend([pp,qq],'Change in Demand (MW)','Actual Demand (MW)'); 
    xlabel('Time (s)','fontsize',20,'fontweight','b'); 
    ylabel('Demand (Real Power) in MW','fontsize',20,'fontweight','b'); 
    %title('Demand (P) Profile at Bus 30 during Disturbance','fontsize',14,'fontweight','b'); 
    figure(3); 
    plot(t,deltavt2,'-ob','linewidth',3,'markersize',8,'markerfacecolor','r'); 
    xlabel('Time (s)','fontsize',20,'fontweight','b'); 
    ylabel('Change in Voltage (per unit)','fontsize',20,'fontweight','b'); 
    %%%%%%%%% End of Dynamic Load Modeling Part %%%%%%%%%%% 
         
end 
114
Vita
Jeremy Lin received his Bachelor of Engineering (B.Eng) in electrical power engi-
neering from Rangoon Institute of Technology (Rangoon, Burma/Myanmar), Master
of Engineering (M.Eng) in electric power system management from Asian Institute
of Technology (Pathumthani, Thailand), Master of Science in Electrical Engineering
(M.S.E.E) in power & energy system from University of Illinois at Urbana-Champaign
and Master of Business Administration (M.B.A) in finance from Villanova University.
He has worked in the electric power industry for more than a decade, previously
at Mid-America Interconnected Network (MAIN) Inc, GE Energy/Energy Consulting
and currently at PJM Interconnection. He has published in journals and conference
proceedings, and won numerous academic awards, scholarships and honors. Honors
and awards include Mission Success Award at PJM, Power Award at GE, Graduate
Tuition Fellowship and Stipend at University of Illinois at Urbana-Champaign, and
Best Student Award, the James A Linen III Memorial Prize, and Thailand Queen’s
Scholarship at Asian Institute of Technology. He is a senior member of IEEE since
2005. During his PhD study, he was able to publish the following research work:
1. J. Lin, D. Che´verez-Gonza´lez, and D. Niebur, “Voltage constrained LMP,” 17th
Power Systems Computation Conference (PSCC 2011), Stockholm, Sweden,
August 2011.
2. J. Lin, and D. Che´verez-Gonza´lez, “Network-driven dynamic congestion based
on mutually orthogonal LMP decomposition,” 2010 IREP Symposium - Bulk
Power System Dynamics and Control - VIII, Buzios, Rio de Janeiro, Brazil,
August 2010.
3. D. Che´verez-Gonza´lez, and J. Lin, “Mutually orthogonal LMP decomposition:
analysis of PJM network by null space approach,” IEEE PES General Meeting,
Minneapolis, July 2010.
4. J. Lin, and D. Che´verez-Gonza´lez, “Network-dependent congestion analysis in
PJM day-ahead model using null space,” 7th International Conference on the
European Energy Market (EEM10), Madrid, Spain, June 2010.
5. J. Lin, “Sensitivity of economic criteria on selecting transmission upgrades in a
competitive electricity market,” 11th International Conference on Probabilistic
Methods Applied to Power Systems (PMAPS), Singapore, June 2010.
6. J. Lin, “Market-based transmission planning model in PJM electricity mar-
ket,” 6th International Conference on the European Energy Market (EEM09),
Leuven, Belgium, May 2009.

