Investigation of strongly interacting, nonlinear quantum field theories (QFT-s) remains one of the outstanding challenges of modern physics. Here, we describe analog quantum simulators for nonlinear QFT-s using mesoscopic superconducting circuit lattices. Using the Josephson effect as the source of nonlinear interaction, we investigate generalizations of the quantum sine-Gordon model. In particular, we consider a two-field generalization, the double sine-Gordon model. In contrast to the sine-Gordon model, this model can be purely quantum integrable, when it does not admit a semi-classical description -a property that is generic to many multi-field QFT-s. The primary goal of this work is to investigate different thermodynamic properties of the double sineGordon model and propose experiments that can capture its subtle quantum integrability. First, we analytically compute the mass-spectrum and the ground state energy in the presence of an external 'magnetic' field using Bethe ansatz and conformal perturbation theory. Second, we calculate the thermodynamic Bethe ansatz equations for the model and analyze its finite temperature properties. Third, we propose experiments to verify the theoretical predictions.
The longstanding goal of quantum field theory (QFT) is to predict the masses of the excitations and their scattering cross-sections in terms of the parameters of the theory and to characterize the different phases and the phase-transition points. While remarkable progress has been achieved in analyzing strongly coupled QFT-s using numerical or effective field theory methods, many quantities of interest remain elusive, either due to the computational limitations or due to the lack of an effective field theory. Quantum simulation, both analog and digital, takes a different approach to solving these aforementioned problems, where one quantum system is tailored to simulate another in a controlled manner [1] [2] [3] [4] [5] [6] [7] [8] [9] .
Here, we describe analog quantum simulators for some QFT-s with superconducting quantum electronic circuit (QEC) lattices [10, 11] . Specifically, we are interested in obtaining bosonic QFT-s directly, and not as consequences of mathematical manipulations (bosonization) of an underlying fermionic or spin system [12] [13] [14] [15] [16] [17] . Even in 1 + 1 space-time dimensions, this is crucial to distill the true behavior of a bosonic system from a bosonized fermionic system [18, 19] , despite the wellknown fermion-boson correspondences [20, 21] , which, we remind the reader, are only perturbative. Of course, this distinction is even more important in higher dimensions.
Attempts in this direction have been considered previously in the well-established Bose-Hubbard model paradigm [22] [23] [24] . Another scheme is to use the Josephson effect to give rise naturally to the cosine potential [25] of the sine-Gordon (SG) model (see more below). Our construction generalizes the latter strategy. The role of the bosonic field at a point in space-time is played by the time-integral of the voltage at that point [26] (so the underlying degrees of freedom of the QEC lattices are faithful directly to the bosonic description). The building blocks of the QEC lattices are superconducting self and mutual inductances, capacitances and Josephson junctions. The current-voltage constitutive relations of these elements, together with Kirchhoff's laws for the circuits, give rise to the nonlinear field equations of the QFT-s.
The playground for bosonic nonlinear QFT-s is wide, even in 1 + 1 dimensions, and includes typically cousins of the SG theory involving multiple component fields, together with some cosine interaction. The case of two bosons already escapes our complete understanding. In contrast with the SG case, the physics of the various "double sine-Gordon models" (see definitions below) cannot always be inferred from some classical limit. For instance, fixed points are known to exist, which are truly quantum in nature and do not admit a semi-classical description [27] . In fact, one of the simplest new aspects to formulate and study in multi-component bosonic theories is integrability. Integrability leads to a factorized multi-particle scattering matrix [28, 29] . This, in turn, allows analytic computation of thermodynamic and transport properties of these QFT-s [30, 31] . The ability to do such computations is crucial to understand nonperturbative aspects of strongly interacting systems -for instance, charge fractionalization [32] [33] [34] and its effect on full-counting statistics [35] , both topics of high current interest.
It is well known that the bulk and boundary SG models are classically integrable [36, 37] . This was largely used historically to establish their quantum integrablity as well [29, 38, 39] . While the naive intuition that quantum fluctuations might well destroy classical integrability -as is known to be the case, for instance, for many sigma models [40] -is usually correct, it is now understood that the SG model remains integrable in the quantum regime due to the existence of subtle quantum group symmetries [41] . The presence of these symmetries in 1 + 1 dimensions relies heavily on the existence of conformally invariant UV fixed points, of which integrable QFTs can be considered as deformations [42] [43] [44] [45] [46] .
The simplest generalization of the SG model in this regard is probably the double sine-Gordon (dSG) model, whose euclidean action is
where φ 1 , φ 2 are two bosonic fields, M 0 the interaction strength and α 1 , α 2 the coupling constants. This model and its close cousins involving a boundary interaction, with or without extra "spins", appear in a variety of guises in condensed matter physics -for instance, in transport experiments involving one-dimensional particles with charge and spin, or in quantum Brownian motion on two dimensional lattices [47] . Unfortunately, little remains known about the possibility to solve the dSG model exactly, and to infer from such a solution properties of physical interest. This is because, remarkably, as soon as more than one bosonic degree of freedom is involved, quantum and classical integrability often part ways. In fact, it is known that the dSG model is classically integrable only for α 1 = α 2 , when it reduces to two decoupled SG models [48] . However, the same fluctuations that can destroy classical integrability in some cases can also give rise to quantum integrability. Purely quantum integrable manifolds, if they exist, should thus arise for values of the coupling constants that cannot approach the origin in the (α 1 , α 2 ) plane. The dSG model is probably only quantum integrable on several (α 1 , α 2 ) manifolds [15, 18, [49] [50] [51] . While some doubts remain on the exact nature of this statement, it is strongly believed in the community that the manifold: α 2 1 + α 2 2 = 4π/ indeed is quantum integrable (in the following we will set = 1). This is, of course, a remarkable statement: we are facing a situation where a classical soliton wave-packet, which solves the classical field equations, gets scrambled, but its quantized counterpart, when the couplings reach some magical values, propagates undistorted and scatters only with phase-shifts! One of our goals is to propose a set-up where such behavior -which, we believe, is the norm rather than the exception in many multi-field theories -might be observed experimentally.
It is important to stress that the calculations presented in this paper are done exactly for the model in Eq. (1). It should be contrasted with those done by extrapolating the results of the more general Fateev model [49] , of which the dSG is a special case. However, the Fateev model involves, on top of the two (compact) bosonic fields φ i , an extra non-compact bosonic field. The presence of this other field makes many calculations of the Fateev model -in particular, the thermodynamic Bethe ansatz (TBA) -considerably easier. It is expected that the final results can then be continued to the limit where this extra boson decouples, but this assumption is dangerous in view of the singularity of this limit.
The solitons of the quantum dSG model cannot be approached with semiclassical methods, and are not fully understood. It is known that they are topological excitations of the fields ϕ 1 , ϕ 2 , where ϕ 1,2 = (α 1 φ 1 ± α 2 φ 2 )/2 √ π. They carry a pair of quantum numbers corresponding to the fields φ 1 , φ 2 , just as an electron carries electric charge and spin quantum numbers. These solitons scatter with a factorized scattering matrix. More remarkably, because of the underlying (pair of) quantum group symmetries [50] , the two quantum numbers of each soliton scatter independently of each other. The factorized scattering matrix is expected to be given by [49] S = S p1 ⊗ S p2 , where S pi , i = 1, 2 is the SG scattering matrix. The corresponding SG couplings β i -s are related to p i -s by β [29, 46] , where
The masses of the physical excitations in terms of the parameters of the action, together with a verification of the scattering matrix, are obtained by calculating the ground state energy in the presence of 'magnetic fields' h 1,2 coupling to the conserved charges Q 1,2 = dx∂ x ϕ 1,2 / √ π [52] . Consider the limit h 1,2 M 0 and tune h 2 such that Q 2 = 0. Standard Bethe ansatz calculations using Wiener-Hopf technique [49, 53] show that, on the integrable manifold, the ground state energy gets a logarithmic correction in h 1 (to be contrasted with the purely polynomial corrections of the Fateev model [49] ), in addition to its usual quadratic dependence [52] :
Here m s is the mass of the ϕ 1 soliton [54] . It is obtained in terms of the action parameters using conformal perturbation theory (CPT) [52, 55] . We find that m s = M 0 / sin(πp 1 /2), which matches the result of Ref. [49] . The thermodynamics of QFT-s in an infinite volume can be inferred from its scattering matrix [56] using the TBA technique [30] . Using the factorized scattering matrix given above, we now compute the free energy of the dSG model at a finite temperature 1/R. The TBA given below is essential to correctly predict the dSG free energy and cannot be directly inferred from the TBA of the Fateev model (the free energy extrapolated from the Fateev model will appear to be infinite). Without loss of generality, we choose p 1 < 1, i.e., the first SG sector to be attractive, and p 2 > 1, i.e., the second, repulsive. In addition to the solitons, the spectrum of the theory also includes n < 1/p 1 particles which are neutral with respect to first quantum number, but still carry the second quantum number. They are the bound states of the fundamental 'double' solitons and correspond to the ordinary breather poles of the attractive SG scattering amplitude of the first sector [29] . The TBA analysis is, in general, highly non-trivial, the scattering in each sector being non-diagonal. We consider the simpler case and breathers (bj, j = 1, . . . , n). The empty circles denote pseudoparticles (j = 1, . . . , n + 2) needed to diagonalize the dSG scattering matrix. The pseudoparticle 1 has a cross on it, which indicates that this particle has a mass term in its TBA equation. The connectivity of the diagram encodes which particles show up in the TBA equation of a given particle. The arrows on the links encode the sign of the term on the right hand side (RHS) of the TBA equation. For instance, for a link connecting particles p, q, if there is an arrow incident on q and none on p, then the RHS of the TBA equation for p has a minus sign in front of the term involving q, while the term on the RHS for q involving p has a plus sign. p 1 = 1/(n + 1) when the first sector scattering is diagonal. The diagonalization problem of the second sector is done by the Takahashi-Suzuki classification of the solution of the Bethe equations [57] [58] [59] and the algebraic Bethe ansatz [60, 61] . The resulting TBA equations have an universal form for all n [52]:
The TBA kernel isφ
Finally, m b1 = 2m s sin πp 1 /2 is the mass of the first breather [29] and a b = a(θ − θ )b(θ )dθ /2π. The TBA diagram is given in Fig. 1 .
We check our TBA equations by analytic computation of the central charge in the conformal (UV) limit. This yields the expected result of c UV = 2 for the two bosonic fields [52] . Next, we compute the free energy of the system upon deviation from the conformal limit. This is given in terms of the effective central charge,
2 f /π, where f is the free energy per unit length. On the integrable manifold, the perturbation has dimension (α
2 )/(4π) = 1. This leads to logarithmic corrections to c eff [62, 63] upon deviations from the conformal limit, in addition to the polynomial corrections in powers of (m s R)
2 [55] . We calculate these corrections by numerically solving the TBA equations. The logarithmic correction for the different values of n is then verified using CPT. We find the logarithmic correction to c eff to be
More details on the TBA and the explicit forms of the different polynomial corrections to c eff for n = 2, 3 are given in [52] . The predictions for the various thermodynamic quantities computed above can, in principle, be measured in an experimental setup. In particular, experiments should be able to capture the subtle quantum vs classical integrability of the dSG model. To that end, we provide a QEC for the dSG model. In terms of the rotated fields ϕ 1,2 , the dSG action can be viewed as two SG actions coupled by
Recall that in QEC-s, the bosonic field is time-integral of the voltage at a point. Thus, the first coupling term, ∂ t ϕ 1 ∂ t ϕ 2 , is a voltage-voltage coupling, realized in QEC-s with a capacitance (C). The second coupling term, ∂ x ϕ 1 ∂ x ϕ 2 , is a current-current coupling, realized by a mutual inductance (M ). All that is left is to realize two separate identical SG models. The QEC-s for the two SG models are two one-dimensional arrays [see panel (e) of Fig. 2 
] with
Josephson junctions on horizontal links (junction energy E J and junction capacitance C J ) together with Josephson junctions on vertical links (junction energy E J,0 and junction capacitance C 0 ). We work in the regime when [64] [65] [66] [67] , where R Q ( 6.5 kΩ) is the resistance quantum (in units of Cooper pairs). Note that only the kinetic inductance of the Josephson junctions on the horizontal links are used to increase the impedance of the array, with the phase-slip amplitudes being exponentially small ∼ e − √ E J /E C J [68, 69] . The Luttinger parameter is K = 2Z/R Q . Capacitively and inductively coupling these two SG models results in the QEC for the dSG model. Choosing M = C, the correspondences between the circuit components and the dSG action are:
Next, we describe various experimental measurements of the dSG model possible in a QEC setup. Estimation of α 1 , α 2 can be done by biasing with two current sources (the 'magnetic fields' h 1 , h 2 considered earlier) and measuring the currents, ∂ x ϕ 1,2 , flowing through the circuit. Comparison to CPT calculations which give
3/2 to leading order, yields estimates of α 1 , α 2 . Classical integrability can be captured by scattering measurements of a classical sine-Gordon soliton wavepacket [37] for the either ϕ 1 or ϕ 2 propagating through the array. Due to the presence of the mutual inductance and capacitance coupling to the upper and lower part of the array (Fig. 2) , the wavepacket will distort. However, on the quantum integrable manifold, a quantum soliton would propagate undistorted. A signature of the factorized scattering of the quantum soliton, can be obtained by measuring the specific heat [70] , which is predicted from the free energy computed above (recall that quantum integrability and the factorized scattering of the quantum solitons is central to the entire TBA computation). This measurement also provides the mass of the quantum soliton. Additional transport signatures of quantum integrability can be obtained from the boundary dSG model, which is realized by terminating the lattice shown in panel (e) of Fig. 2 with two impurity junctions, one each for the upper and lower parts of the array. The quantum transport properties can be calculated along the lines of Refs. [15, 50] starting with our TBA. However, inclusion of the boundary in the TBA involves additional technical complications. We intend to report on this in a future publication.
To summarize, we have provided analytical predictions of the thermodynamic properties of the dSG model and a QEC for simulating it. The QEC-s of this work provide a starting point for systematic investigation of more general QFT-s, by systematically including perturbations which break integrability. For instance, a massless freeboson QFT can be included by taking the SG circuit after removing the Josephson junctions on the vertical links [upper or lower half of panel (e) of Fig. 2] . A massive free-boson QFT is obtained from the latter by adding linear inductances to the ground at each vertical link. Interactions can be realized by either inductive coupling or capacitive coupling or through Josephson junctions. For instance, interacting QFT-s may be obtained by specific arrangements of Josephson junctions in tailored geometries [71] [72] [73] . Fermionic modes may potentially also be included using the topological Josephson effect [74] . Finally, the QEC-s proposed in this work open the possibility to simulate higher dimensional QFT-s (integrable and non-integrable) [75] . Experimental efforts in this direction are already in progress [76, 77] In this supplement, we provide some of the details of the calculations whose results were presented in the main text. In particular, the ground state energy of the double sine-Gordon (dSG) model in an external magnetic field and the Thermodynamic Bethe Ansatz (TBA) equations for this model are provided.
DSG MODEL IN AN EXTERNAL MAGNETIC FIELD
In this section we consider the dSG model in the presence of external magnetic fields h i -s, which couple to the conserved charges Q i -s of the solitons. First, we calculate the ground state energy in the limit h i → ∞ and then consider deviations from this limit using CPT. Subsequently, the results are compared with Bethe ansatz calculations. The charges, Q i -s, of the solitons are given by
The coupling to the magnetic field is given by the following action
In limit h 1 /M 0 , h 2 /M 0 → ∞, the interaction term S int can be neglected. The ground state energy can be computed by completing squares in a Gaussian integral and is given by
The equilibrium values of the charges Q 1,2 = ∂E/∂h 1,2 are given by
We will be considering the situation when the fields h 1 , h 2 are so chosen that Q 2 = 0 which implies, from the above equation, h 2 = Bh 1 /A. Then, the charge Q 1 is given by
and the ground state energy is
Next, we look at finite h 1 /M 0 , h 2 /M 0 and consider fluctuations of the fields ϕ 1,2 around their asymptotic values given by Eq. [4] . This is where our results differ from those obtained in Ref. [1] . As will be shown below, the corrections to the limit h 1 /M 0 , h 2 /M 0 → ∞ occur at the second order and lead to logarithmic corrections, while the same for the Fateev model occur at fourth order and give rise to polynomial corrections. We define
where φ i = 0. The original fields φ 1,2 can be written has
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where we have definedφ 1 = √ π(φ 1 +φ 2 )/α 1 . Similarly, we can write
Rewriting the action in terms ofφ 1,2 and considering the case when Q 2 = 0, we have
whereS 0 is the first term (the free boson action), L is the spatial extent of the 1D system and R is the inverse temperature. In the following, we will keep the fluctuating fieldsφ 1,2 and evaluate the corrections due to the interaction term S int perturbatively. We consider the case when Q 2 = 0. The interaction term can be written as
The partition function for the system is given by
This leads to
where we have used the fact that S int 0 = 0, Z 0 = Dφ 1 Dφ 2 exp(−Ŝ 0 ) and the averages 0 are with respect to Z 0 . In order to calculate the correction term, we need the following formula for averages of the vertex operators [2] e iαφ(x1) . . . e iαφ(xn) e −iαφ(y1) . . . e
where the average is taken with respect to the free-field action. Then, S 2 int 0 is given by
which can be evaluated to give
Using translation invariance of the integral, we arrive at
On the integrable manifold: α 2 1 + α 2 2 = 4π, the above integral has a logarithmic divergence. Performing the integral, we get
where γ E is the Euler constant and a is a lattice cut-off. Using this result, the specific ground state energy, up to second order in M 0 , is given by
where
Next, we calculate the ground state energy using Bethe ansatz. Consider the case when the fields are chosen so that Q 2 = 0. Due to the presence of the magnetic field, the solitons of the ϕ 1 fields acquire an additional energy −h 1 Q 1 and as long as h 1 is larger than the mass of the ϕ 1 solitons, these solitons fill up all possible states within a 'Fermi interval' −B < θ < B, where θ is the rapidity parameter and B is the 'Fermi wavevector'. The specific ground state energy is then given by [3] [4] [5] 
where m s is the mass of the ϕ 1 soliton and the quasiparticle energies (θ) satisfy
with the boundary condition (±B) = 0. Here,
where δ pi -s are soliton-soliton scattering phase-shifts (for instance, see Ref. [1] for explicit forms). The Fourier transform ofK c is given by
The leading order energy contribution in the limit of h 1 /M 0 , h 2 /M 0 → ∞ can be obtained by the standard manipulations [1, 6] and the result is identical to that of the Fateev model. This leads to
Comparing Eqs. [6, 24] , we get
In terms of p i -s, the integration manifold is then given by p 1 + p 2 = 2. Next, we consider deviations from the h 1 /M 0 , h 2 /M 0 → ∞ limit. This is done by a Wiener-Hopf calculation. Since we are interested in the dSG model on the integration manifold, we set p 2 = 2 − p 1 at the outset. Then, the scattering kernel reduces to
The kernel factorizes as K c (ω) = 1/N (ω)N (−ω) [1] , where
Then, the Bethe ansatz integral equation is reduced to the following linear integral equation for the v(ω), given by
where m s is the mass of physical excitations of solitons of ϕ 1 , α(ω) = N (ω)/N (−ω) and
energy is given by
where C + is the contour that includes the poles included by C + plus the one at ω = i. Our goal is to calculate this ground state energy, which gets contribution from the poles of α(ω), v(ω) and ω = i. We include these contributions iteratively. Keeping to the lowest order contribution, we evaluate the contribution due to the pole at ω = ω 1 = i. This leads to
whereα(ω) = (ω − i)α(ω). Application of the residue theorem leads to
where ψ is the digamma function and N (0) = (2 − p 1 )p 1 Then, the ground state energy is given by
The contributions to the ground state energy can be identified as follows. The first term on the right hand side is E c , the leading order contribution to the ground state energy when h 1 /M 0 , h 2 /M 0 → ∞. In the second term, the h 1 -independent term can be identified as the ground state energy E(0), while the logarithmic term dependent on h 1 is the perturbative correction as we move away from the infinitely large magnetic fields limit. Thus, we get
and the ground state energy in the absence of magnetic field as
Furthermore, comparing the coefficient of ln h 1 term in Eqs. (18, 36) leads to an exact expression connecting the interaction parameter M 0 of the action with the masses of the ϕ 1 solitons:
Here, we have used the definition of Q 1 in Eq. [5] and the relation Eq. [25] . We note that the masses of the ϕ 2 solitons are the same as that of the ϕ 1 solitons on the integrability manifold.
THE THERMODYNAMIC BETHE ANSATZ EQUATIONS
In this section, we analyze the dSG model at finite temperature. The solitons of this model scatter in a factorized manner. In particular, the scattering of the two quantum numbers of each soliton also occurs independent of each other: S = S p1 ⊗ S p2 , where on the integrable manifold p 1 + p 2 = 2. This relation between p 1 , p 2 forces one of the amplitude to be in the attractive regime and the other to be in the repulsive regime. This is precisely why the analysis is different from the Fateev model, for which the TBA analysis was done only for the case p 1 , p 2 ≥ 1 [1] . Without loss of generality, we choose p 1 < 1, i.e. attractive, and p 2 > 1 repulsive. In addition to the solitons, the spectrum of the theory also includes n < 1/p 1 particles which are neutral with respect to first quantum number, but still carry the second quantum number. They are the bound states of the fundamental 'double' solitons and correspond to the ordinary breather poles of the attractive sine-Gordon amplitude of the first sector. The masses of these breathers are given by the standard formula m i = 2m s sin[πi/2(n + 1)], where i = 1, . . . , n [7] . The TBA analysis of this problem is in general highly non-trivial, being each scattering sector source of non diagonally. We will restrict therefore ourselves to the simpler case p 1 = 1/(n + 1) for which the sector one scattering is diagonal. Our TBA analysis will therefore consists in the diagonalization problem of the second sector only, which can be done by means of the Takahashi-Suzuki classification of the solution of the Bethe equations [8] [9] [10] .
The periodicity condition for the wave function of this given number of solitons, antisolitons and breathers on a circle of length L becomes the following set of equations:
where i = 1, . . . , n. In this equation, θ is the rapidity of the particle going around the circle, θ ks , θ ka , θ k b i are the rapidities of the incoming soliton, antisoliton and the breathers respectively. The scattering coefficients for the sineGordon model, S p1 -s, are well-known [7] , while λ p2 is the contribution of the second phase-shift due to the scattering of the second quantum number. This contribution is computed by diagonalization of the transfer matrix of a second sector soliton going around the world repulsively interacting with solitons and antisolitons with amplitudes S p2 . The diagonalization procedure for repulsive sine-Gordon produces in the thermodynamic limit equations for the densities of states in terms of massless pseudoparticles and a physical particle carrying the mass of the soliton. When 'gluing' this result with the above equations, the only care will be needed in the identification of the role of the massive physical particles. This is done using the algebraic Bethe ansatz technique [5, 9, 11] . The calculation is nontrivial and tedious and we provide only the final result. The final TBA equations are given by
In the above equation, the TBA kernel is given byφ n (θ) = (n + 1)/ cosh[(n + 1)θ], L(θ) = ln[1 + e (θ) ], and L(θ) = ln[1 + e − (θ) ]. Finally, we use the following convention for the convolution: a b = dθ 2π a(θ − θ )b(θ ). The pictorial representation for the TBA equations is given Fig. 1 . The solid circles denote the physical massive particles, while the empty ones denote the pseudoparticles. The cross on the empty circle encodes which of the pseudoparticles has a massive term in its TBA equation. The connectivity of the diagram encodes the structure of the TBA equations. Finally, the arrows denote, for the TBA equation for a given particle, the sign of the contribution of the different particles. Note the somewhat special structure of the TBA equations. In contrast to the usual structure of the TBA equations, in Eq. [40] , only one pseudoparticle (1) has a (negative!) mass term, while the physical massive breathers (bj, j = 1, . . . , n) . The empty circles denote pseudoparticles (j = 1, . . . , n + 2) needed to diagonalize the dSG scattering matrix. The pseudoparticle 1 has a cross on it, which indicates that this particle has a mass term in its TBA equation. As usual, the connectivity of the diagram encodes which particles show up in the TBA equation of a given particle. The arrows on the links encode the sign of the term on the right hand side of the TBA equation. For instance, for a link connecting particles p, q, if there is an arrow incident on q and none on p, then the right hand side of the TBA equation for p has a minus sign, while the same for q has a plus sign.
particles do not. This is because the equations are written in terms of both the functions L-s and L-s, which allows us to write the TBA equations concisely in terms of a single universal kernelφ n . When written only in terms of the L-s, the TBA equations are in the 'standard form' and do have the expected structure. This will be verified explicitly for n = 2 later.
To check the TBA equations, we first compute the central charge in the UV limit. The central charge is given by
For TBA equations with off-diagonal scattering, the central charge can be computed in the usual manner using the solutions of the energies s , a , bi , i -s in the UV (T → ∞) and IR (T → 0) limits [12, 13] . The resultant expression for the central charge can be written as
where L dlog is the Rogers dilogarithm function and we have used s = a , n+1 = n+2 . Furthermore, x p = e − p , p = s, a, b i , i, i = 1, . . . , n in the UV limits, while the y p = e − p in the IR limit. Note that in the IR limit, the energies of the massive physical particles diverge and so, they do not contribute to the expression of the central charge [12] . The solutions of the TBA equations in the UV limit are given by
while for the IR limit, the non-zero y-s are given by
Plugging these solutions in Eq. [42] and using some remarkable dilogarithm identities [14] , we arrive the desired result of c UV = 2.
Next, we compute the effective central charge as we move away from the UV limit. The perturbation S int has dimension (α 2 1 + α 2 2 )/(4π). Thus, on the integrable manifold, the perturbation has dimension 1. This leads to logarithmic corrections to the central charge [12, 15] as one moves away from the UV limit, in addition to the polynomial corrections in powers of (m s R)
2 [16] . We compute these corrections by solving the TBA equations numerically and doing a numerical fit of the resulting expression for the central charge. The coefficient of the logarithmic correction for the different cases is then verified using CPT. Consider the case n = 2, i.e., p 1 = 1/3, p 2 = 5/3. The first sector spectrum consists of soliton s, antisoliton a and two breathers b 1 and b 2 whose masses are m b1 = m s and m b2 = √ 3m s . For the numerical solutions of the TBA equations, it is convenient to transform them to the standard form, which are given by
where the kernels are given bŷ φ 1 (θ) = 3 2 cosh(3θ/2) ,φ 2 (θ) = 3 cosh(3θ)
,φ 3 (θ) = 3 √ 2 cosh(3θ/2) cosh(3θ) .
We solve Eq. [46] numerically and plug it in Eq. [41] to obtain the effective central charge c eff . The result is shown in Fig. 2 . The first six correction terms capturing the deviation from the UV limit is obtained by fitting the numerical data to the following expression: 
where the superscript 2 denotes the value of n. This leads to
log = 6, a
1 = −0.39283, a
2 = 0.01051, a 
Identical calculations can be done for n = 3. We only provide the final fit to the effective central charge:
log = 3.5149, a
1 = −0.29775, a
3 = −0.00818, a
5 = −1.2709.
The coefficient of the logarithmic term in the effective central charge calculation can be checked analytically using CPT. Taking Eq. [17] for h 1 = 0 and using Eq. [38] , we arrive at the expression for the free energy:
Thus, we arrive at an analytical expression for the logarithmic correction in c eff , proportional to 
For n = 2 and n = 3, this coefficient is given by 6 and 3.5147, which are in good agreement with what was obtained by numerically solving the TBA equations (Eqs. [49, 50] ). We have checked our results for n = 4 and n = 5 as well.
