Michelson Holography: Dual-SLM Holography with Camera-in-the-loop
  Optimization by Choi, Suyeon et al.
Letter 1
Michelson Holography: Dual-SLM Holography with
Camera-in-the-loop Optimization
SUYEON CHOI1,2, JONGHYUN KIM1,2,*, YIFAN PENG2, AND GORDON WETZSTEIN2
1NVIDIA, 2788 San Tomas Expressway, Santa Clara, CA 95051, USA
2Electrical Engineering Department, Stanford University, Stanford, California 94305, USA
*Corresponding author: jonghyunk@nvidia.com
Compiled September 23, 2020
We introduce Michelson Holography (MH), a holo-
graphic display technology that optimizes image qual-
ity for emerging holographic near-eye displays. Using
two spatial light modulators, MH is capable of leverag-
ing destructive interference to optically cancel out un-
diffracted light corrupting the observed image. We cal-
ibrate this system using emerging camera-in-the-loop
holography techniques and demonstrate state-of-the-
art holographic 2D image quality. © 2020
http://dx.doi.org/10.1364/ao.XX.XXXXXX
Near-eye displays in virtual and augmented reality systems
should deliver high-quality imagery while supporting focus
cues, a large field of view, and a reasonably sized eye box within
a compact device form factor. Holographic near-eye displays
promise to deliver these capabilities and have made remarkable
progress over the last few years [1–11]. Unlike conventional
displays, however, holographic displays using phase-only spa-
tial light modulators (SLMs) can only indirectly show an image
by shaping a wave field such that the target image is created
through interference. This has been a challenging problem for
decades and the image quality achieved by computer-generated
holography (CGH) is often significantly lower than that of con-
ventional technology, such as liquid crystal displays.
A fundamental challenge of phase-only SLMs used for holog-
raphy is their low diffraction efficiency. Caused by their limited
pixel fill factors, backplane architectures, and other factors, as
much 20% of incident light may not be diffracted [12]. This cre-
ates the zeroth diffraction order, which typically interferes with
the user-controlled diffraction orders and significantly degrades
observed image quality.
In optics, on-axis and off-axis filtering schemes are the two
most common techniques to minimize the zeroth diffraction or-
der. On-axis filtering physically blocks the undiffracted beam at
the Fourier plane, which inevitably also blocks some amount of
the diffracted light that contributes to the low-frequency content.
In addition, this blocking process is much more challenging
when multiplexing three colors [13]. Off-axis methods suffer
from reduced field of view (using half of the first diffraction
order) or lowered efficiency (using higher diffraction orders)—
both of these factors are crucial for near-eye displays [14]. In
addition, approaches that compensate for the zeroth-order beam
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Fig. 1. Principle of Michelson Holography. L1: collimating
lens, L2, L3: beam expanders, P: polarizer, BS: beam split-
ter. The sensor captures the intensity of the field at the target
plane. The error between captured and target images is back-
propagated, with a stochastic gradient descent optimization
algorithm, to update the phase patterns of both SLMs.
have been described that model either a correction beam [15]
or the pixelated structure of the SLM [16, 17]. Most recently,
camera-in-the-loop (CITL) holography techniques have been de-
scribed that can partially compensate the undiffracted light of
an SLM using its diffracted component without having to ex-
plicitly model all of these terms [18, 19]. However, none of these
software-only approaches accounts for the physical limitations
of the actual SLM, limiting the degree to which destructive inter-
ference can be utilized to cancel out the zeroth order.
Inspired by the design of Michelson interferometers, we pro-
pose Michelson Holography (MH), a holographic display archi-
tecture that uses two phase-only SLMs and a newly developed
CITL optimization procedure. The core idea of MH is to de-
structively interfere the diffracted light of one SLM with the
undiffracted light of the other. As such, the undiffracted light
can contribute to forming the target image rather than creating
speckle and other artifacts. Our custom CITL optimization pro-
cedure captures the coherent superposition of all diffracted and
undiffracted light of the display and backpropagates the error
w.r.t. a target image into both SLM patterns simultaneously. This
procedure does not require us to explicitly model the SLM pixel
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Fig. 2. Comparison of image quality achieved by several CGH techniques for varying amounts of SLM diffraction efficiency in sim-
ulation. (a) Quantitative evaluation of resolution chart. We report peak signal-to-noise ratio (PSNR). Double phase–amplitude cod-
ing (DPAC) with two SLMs works very well for high diffraction efficiencies, but the quality of DPAC quickly drops as the amount
of undiffracted light increases. Similar trends are observed for the stochastic gradient descent (SGD) method. Using SGD with our
CITL calibration method achieves high PSNR values for diffraction efficiencies as low as 50%. (b-g) The reconstructed images, here
shown for 1− η = 0.2, show similar trends, with Michelson Holography achieving the highest image quality and contrast.
structure or the undiffracted light. We simply need a camera that
captures intermediate images of this iterative CGH algorithm,
which automatically optimizes the resulting phase patterns for
both SLMs. Although holographic displays with multiple SLMs
have been investigated for viewing angle enhancement [20], im-
proving resolution [21], or complex modulation [5, 22–24], our
approach is the first to leverage CITL optimization to optimize
image quality of two phase-only SLMs by mitigating the effect
of undiffracted light in a fully automatic manner.
Figure 1 shows the principle of MH. Here, a source field usrc
generated by the laser is incident on both SLMs. Each SLM
delays the phase of the incident light by φ1/2, respectively, with
diffraction efficiency η. The fields reflected off of the SLMs are
u1/2 = [η expiφ1/2(x,y) +(1− η)]usrc. The functions g1/2 describe
the unknown physical wave propagation from the SLMs to the
target plane, including aberrations, whereas ĝ1/2 describe their
idealized models used in simulation. We use the angular spec-
trum method to model free-space wave propagation as
ĝ1/2(φ1/2) =
∫∫
F (u1/2) H( fx, fy) ei2pi( fxx+ fyy) d fxd fy,
H( fx, fy) =
{
ei
2pi
λ
√
1−(λ fx)2−(λ fy)2z, if
√
f 2x + f 2y < 1λ ,
0 otherwise.
(1)
where F (·) denotes Fourier transform, fx, fy are spatial frequen-
cies, λ is the wavelength, z is the propagation distance between
SLM and target plane, and x, y are the 2D coordinates on the
SLM plane. In practice, the pixelated SLMs modulate the dis-
crete phase patterns φ1/2 ∈ RNx×Ny , where Nx × Ny is the SLM
resolution, and g1/2, ĝ1/2 : CNx×Ny → CNx×Ny .
Therefore, optimizing the two SLM phase patterns in MH is
done by solving the problem
minimize
φ1,φ2
L (s · |ĝ1(φ1) + ĝ2(φ2)|, atarget) , (2)
where L is a loss function, such as mean squared error, atarget is
the amplitude of the target image, and s is a scale factor.
Most conventional CGH algorithms cannot easily model the
proposed dual-SLM setup. Only the double phase–amplitude
coding (DPAC) method [25] is specifically designed for this
case, because it represents a complex-valued field at the SLM
plane u = aeiφ as the sum of two phase-only fields with phases
φ− cos−1a and φ+ cos−1a, respectively. Compared to the inter-
laced single-SLM DPAC variant [3], dual-SLM DPAC is expected
to achieve more accurate results, which is why we use it as a
baseline for our algorithm. Note that DPAC does not account
for undiffracted light, optical aberrations, or SLM misalignment.
We build on the recently proposed CITL calibration ap-
proach [18] and adopt it to our dual-SLM setup. This approach
builds on a stochastic gradient descent (SGD) solution for Eq. (2).
Starting from some initialization or a previous estimate of the
two phase patterns φ(k−1)1/2 , we display these patterns on the SLM,
capture an image on the target plane with a camera, use that to
evaluate the loss function L, and then backpropagate the error
using the gradients ∂L∂φ1/2 to find the next estimates φ
(k)
1/2. Because
we use a recorded image, this includes both diffracted and un-
diffracted contributions of both SLMs. Specifically, the update
rules of our SGD-based solver in iteration k are
φ
(k)
1/2 ≈ φ
(k−1)
1/2 − α
(
∂L
∂g1/2
· ∂ĝ1/2
∂φ1/2
)T
×
L
(
s · |g1
(
φ
(k−1)
1
)
+ g2
(
φ
(k−1)
2
)
|, atarget
)
.
(3)
We evaluate several CGH algorithms, including single- and
dual-SLM variants of DPAC and SGD with and without CITL.
Figure 2 shows simulated results of a resolution chart at the
target plane for varying SLM diffraction inefficiencies (1− η).
We simulate 1080p phase-only SLMs with 6.4 µm pixel pitch
and z = 10 cm propagation distance between SLM and tar-
get plane. In most cases, the peak signal-to-noise ratio (PSNR)
rapidly decreases as the undiffracted light increases; only our
SGD method with CITL optimization achieves a constant and
high image quality up to ≈ 50% inefficiency for both single and
dual-SLM setups. The proposed dual-SLM setup provides the
best image quality of all methods, especially in the presence of
undiffracted light. Figs. 2(b)-(g) show qualitative comparisons
of a reconstructed resolution target for (1− η) = 0.2. These sim-
ulations demonstrate that MH achieves the best image contrast
and quality.
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Our holographic display prototype uses two phase-only
SLMs (HOLOEYE LETO and PLUTO) with 6.4 µm and 8.0 µm
pixel pitch, respectively. The laser is a FISBA RGBeam fiber-
coupled module with three optically aligned laser diodes with
wavelengths 638 nm, 520 nm, and 450 nm. All results and the im-
ages for the CITL algorithm were captured with a FLIR Grasshop-
per3 2.3 MP color USB3 vision sensor through two Nikon AF-S
Nikkor 35mm f/1.8 relay lenses. The CITL optimization was run
on each color channel separately and full-color results were com-
bined in post-processing. Additional hardware and software
details are discussed in Supplement 1.
Before CITL iterations
After 100 iterations After 500 iterations
After 30 iterations
(a) (b)
(c) (d)
Fig. 3. Convergence of experimental results. (a) The un-
diffracted light from two SLMs naturally creates a fringe pat-
tern. Our CITL optimization iteratively improves the observed
image, as shown for (b) 30, (c) 100, and (d) 500 iterations (Visu-
alization 1).
Similar to a Michelson interferometer, the two SLMs of MH
create fringe patterns on the target plane when no pattern is
displayed (Fig. 3(a)). This is what makes calibrating a dual-
SLM setup so challenging, but it is also this interference that
gives MH the ability to produce higher-contrast images than
single-SLM setups. Using the proposed CITL optimization, the
target image is found after about 500 iterations (Figs. 3(b)-(d),
Visualization 1).
Figure 4(a) and Table 1 show qualitative and quantitative
experimental evaluations of contrast and image quality for sev-
eral different optical and algorithmic holographic display vari-
ants. Here, Weber contrast is defined as (Imax − Imin)/Imin and
Michelson contrast is (Imax − Imin)/(Imax + Imin), where I is the
intensity of the display. Similar to our simulations, the proposed
dual-SLM setup combined with CITL optimization achieves the
best results in all cases. Especially for the blue channel, where
Table 1. Experimental results evaluating contrast listing Weber
/ Michelson contrast obtained from captured sinusoidal pat-
terns (cf. Fig. 4(a)). MH shows the the highest contrast for all
wavelengths.
Wavelength
1 SLM 2 SLM
SGD SGD + CITL SGD + CITL
R (638 nm) 27.3 / 0.93 33.4 / 0.94 38.2 / 0.95
G (520 nm) 15.5 / 0.89 28.4 / 0.93 37.0 / 0.95
B (450 nm) 8.75 / 0.81 9.51 / 0.83 20.9 / 0.91
the SLM diffraction efficiency is lower than at other wavelengths,
MH shows a big improvement in contrast. The proposed method
shows the uniform efficiency in the spectral domain which can
correct the color shift as well.
Figures 4(c)-(h) show full-color experimental holographic im-
ages. Whereas non-CITL approaches, including DPAC and SGD,
suffer from speckle and other artifacts, CITL optimization can
significantly reduce these. However, using a camera in the loop
allows us to automatically account for optical aberrations, phase
nonlinearities, and other imperfections not directly modeled by
the image formation of Eq. (1). Comparing the CITL-calibrated
single- and dual-SLM setups demonstrates again that the pro-
posed MH approach optimizes image quality and contrast, while
reducing remaining artifacts (Visualizations 2 and 3).
The optical paths of the two SLMs in our setup are only
roughly aligned. We primarily rely on a homography calibration
of their respective contributions to the target plane. Here, the
camera captures test patterns displayed on each of the SLMs and
automatically derives a homography mapping between them
(see Supplement for details). To study how robust MH is for
slight misalignments of the SLMs, we ran several experiments in
simulation for η = 0.8. As seen in Fig. 5, misalignments as small
as one pixel in the lateral or axial dimension result in strong
image degradation for DPAC. SGD is more robust along the
axial but not along the lateral dimension. SGD with CITL shows
a similar trend for axial and lateral robustness, although with a
significantly higher absolute quality.
In summary, we demonstrate that Michelson Holography, i.e.,
a dual-SLM holographic display with CITL calibration, provides
superior image quality than existing CGH approaches both in
simulation and experiment. Yet, our method is not without
limitations. Currently, the CITL algorithm requires an iterative
optimization process with a camera for each target image. This
procedures takes around 500 seconds for a 1080p target image
with our PyTorch implementation executed on an NVIDIA RTX
2080Ti. Although we could likely achieve real-time framerates
using a CITL-calibrated neural network [18], we have not at-
tempted to do that in this letter. Our hardware prototype is
currently limited by using SLMs with slightly different pixel
pitches. This mismatch might cause unwanted errors and ad-
versely affect the image quality of our results. However, it also
implies that MH works robustly with different SLMs. Finally,
we only demonstrate 2D holographic images in this letter and
leave a detailed exploration of per-pixel 3D MH for future work.
Holographic displays are maturing into a practical technol-
ogy. Artificial intelligence has enabled real-time framerates for
2D CGH [18, 26–28] and fully automatic display calibration
for optimized image quality [18, 19]. Here, we demonstrate
how these neural holography techniques also enable novel holo-
graphic display hardware architectures to further improve holo-
graphic image quality, which slowly approaches that of conven-
tional displays based on liquid crystal or organic light-emitting
diode technology.
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Fig. 4. Experimentally captured results. (a) Qualitative results of the contrast experiments shown in Table 1. SGD with CITL calibra-
tion achieves a higher contrast than other CGH approaches. (c)-(g) Experimental holographic images as created by several different
CGH methods. Numbers indicate the PSNR w.r.t. the target image (b). Michelson Holography shows about 1.5 dB quantitative
improvement over the next-best method, i.e., a single-SLM CITL variant of MH [18], and significant improvements in image quality,
contrast, and speckle reduction compared with all other CGH methods (Visualizations 2 and 3).
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Fig. 5. Evaluating SLM alignment robustness in simulation.
The axial and lateral misalignment between two SLMs can
cause a significant image degradation, even for a misalign-
ment on the order of the size of a single pixel. Whereas DPAC
is very sensitive to small amounts of SLM alignments, SGD
approaches are more robust to these with the CITL-calibrated
SGD variant achieving by far the best and most robust results.
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