Hydrogen gas leaking from a hydrogen-powered vehicle in a residential garage may form a flammable mixture with air. Passive, buoyancy-driven ventilation is one approach to limiting the concentration to a safe level. We explored the relationship between leak rate, ventilation design, and hydrogen concentration through laboratory testing, an algebraic analysis, and CFD modeling. We used helium to test slow, steady, low-velocity leaks in a full-scale test room under nearly isothermal, steady conditions, and we report the results in sufficient detail that other modelers can use them. The results show the importance and variability of stratification. Our algebraic and CFD models agree very well with the experimental results. We describe our CFD approach in sufficient detail for use by others. We tested under nearly isothermal conditions, but also discuss indoor-outdoor temperature difference as an important risk factor. Information about realistic leakage scenarios is needed to apply these results as safety recommendations.
Introduction
This study addresses the safety issue of hydrogen gas leakage within a building, as from a hydrogen-powered vehicle parked in a residential garage. Any leakage of unignited hydrogen will mix with indoor air and may form a flammable mixture. The most widely accepted flammability range is 4.1% to 75% hydrogen by volume [1] . To provide a safety margin, many standards [e.g., 2,3] specify a safe limit of 25% of the lower flammability limit (LFL), which for hydrogen amounts to 1% by volume. Passive (buoyancy-driven) and active (mechanical) ventilation strategies may be used to prevent the accumulation of hydrogen at flammable concentrations; both approaches have limitations. Researchers need to understand the relationship between leakage scenario, ventilation design, and hydrogen concentration to develop safety standards and codes to address this risk.
Previous studies of indoor hydrogen leaks have employed simplified analyses, computational fluid dynamics (CFD) modeling, and laboratory testing. Swain and Swain [4] modeled transient accumulation of hydrogen within a cloud above a leak in a passively ventilated room, with leak rates of 10 to 1000 LPM. Breitung et al. [5] modeled transient hydrogen cloud formation resulting from pulsed releases of small amounts of hydrogen (insufficient to form a combustible concentration if fully mixed in the enclosure). Venetsanos et al. [6] conducted a CFD intercomparison exercise in which 12 participants modeled an experimental transient release of hydrogen into a garage-sized enclosure, with pressure-relief vents only. Those comparisons emphasize the sensitivity of the results to the modeling approach; the key variables are turbulence model, time and space resolution, and discretization scheme. Swain et al. used helium to study leakage scenarios experimentally [7] and tested hydrogen ignition and combustion scenarios [8, 9, 10] . Helium is useful in experimental work because (1) it avoids the hazard of possible ignition during the experiment, (2) its physical properties are similar to those of hydrogen, 1 Our study specifically addresses a slow, sustained, indoor hydrogen gas leak that, over time, may develop a flammable mixture throughout a large portion of the garage volume. We have previously reported [17] analysis results, which include a simplified, one-dimensional, steadystate analysis of buoyancy-driven ventilation (Section 4), and CFD modeling (Section 7). The simplified model yields an algebraic formula relating hydrogen concentration to vent size, height, and discharge coefficient; leakage rate; and stratification factor. However, the stratification factor depends on dynamics that are beyond the scope of the simple model. The CFD model provides additional detail, including the stratification factor. In addition to our discovery of parametric relationships among the variables, we believe our study is the first to and (3) it is straightforward to account for the differences between hydrogen and helium in the models. Gupta et al. [12] tested transient releases of helium in a garage-sized enclosure with a pressure-relief vent only. Papanikolaou and Venetsanos [13] modeled three of the helium experiments performed by Swain et al. Wilkening and Baraldi [14] used CFD to simulate and compare outdoor releases of hydrogen and methane gas from a pierced pipeline. Venetsanos and Bartzis [15] modeled outdoor releases of liquid hydrogen and compared CFD predictions with experimental results. Schmidt et al. [16] modeled outdoor release of gaseous hydrogen and compared results obtained with the FLUENT ® software-which we also usewith those of other CFD software and with experimental results. 2 describe the significant thermal effect that occurs when the outdoor air temperature is higher than the indoor air temperature, so that thermally driven air circulation opposes the effect of hydrogen buoyancy. The isothermal condition is an important reference case that we address in this article, which describes our laboratory testing and comparison of experimental results with model predictions.
Leak Rates
Because the hydrogen-powered vehicle is an emerging technology, we do not yet have a statistically significant set of historical data describing accidental leak rates. Schefer et al. [18] present equations for calculating leak rates in various flow regimes, based on leak diameter. If these equations were coupled with physical descriptions of vehicle component failure modes (which are not yet available), corresponding leak rates could be calculated. Draft Standard SAE J2578 [19] tentatively prescribes a maximum allowed leak rate of 0.15 LPM for a standard passenger vehicle leaving a factory. However, the possibility of higher leak rates resulting from faulty maintenance, collision damage, or other degradation of components after the car leaves the factory should also be considered. Parsons Brinkerhoff [20] cites a hypothetical "on-board computer that is capable of shutting down hydrogen flow upon receiving a signal detecting a larger than 20 CFM [566 LPM] flow, 'leak,' when the vehicle is dormant." Thus, we may consider the range of "slow" leaks as roughly 0.15 to 566 LPM. A much higher leakage rate of about 30,000 LPM may occur when a pressure relief device is triggered; however, it does not seem practical to design a building ventilation system that can prevent a combustible mixture under this condition. We used leak rates ranging from 2.4 to 50 LPM in laboratory testing.
Leak Velocity
Leakage of hydrogen from a fuel system with expected pressures of about 35 to 70 MPa may occur at a high velocity in an arbitrary direction. Such a high-velocity leak may agitate and mix room air with hydrogen, minimizing stratification. However, if the leak occurs within the body of a vehicle, hydrogen may emerge from the vehicle at a much lower velocity. 
Wind Effects
Another lowvelocity leak scenario is boil-off of liquid hydrogen. A low-velocity leak minimally agitates room air and thus enables more hydrogen stratification. For a given vent size and leak rate, more stratification leads to higher concentrations of hydrogen in the room (Section 4). Thus, for passive ventilation as a safety approach, a low-velocity leak is worse than a high-velocity leak. We used low leak velocities in our analyses and testing to explore worst-case conditions. A possible exception to this generalization might be a leak jet directed toward an inlet vent, so that the leak momentum opposes buoyancy-driven influx of outside air.
Wind pressure on a building may affect buoyancy-driven ventilation of hydrogen. The wind may help or hinder ventilation, depending on the wind direction relative to the inlet and outlet vent locations. One approach to minimizing the likelihood of adverse wind effects is to locate the inlet (bottom) vent on the prevailing upwind side of the building and the outlet (top) vent on the prevailing downwind side. In this configuration, the prevailing winds are more likely to augment than to oppose the buoyancy-driven flow. Another approach, where architecturally feasible, is to distribute the high vent area among several outside walls of different orientations, 3 so that wind in any direction would drive cross-ventilation, thus assisting the buoyancy-driven ventilation. Assuming that negative wind effects can be avoided architecturally, the absence of wind is a worse case than windy conditions, so we conducted our modeling and laboratory testing in the absence of wind.
Temperature Effects
Buoyancy-driven ventilation is very sensitive to temperature differences. For example, a 1% change in the density of air, which determines the driving force for vent flow, may be caused by a 1.07% concentration of hydrogen, 1.16% helium, or a 3 K difference in temperature (based on the ideal gas law at 300 K). Thus, in a residential garage application, outdoor air that is a few degrees warmer than the indoor air would have a significant effect on the hydrogen concentration resulting from a leak; such thermal conditions occur frequently in most climates. Thermocirculation (the stack effect) opposes the buoyancy-driven ventilation of hydrogen, and warmer outside air may enter the top vent while hydrogen accumulates near the ceiling. This effect, which we modeled in our previous paper [17] , is a significant concern for the reliability of buoyancy-driven ventilation as a safety approach. However, the isothermal condition is an important reference case for model validation and other purposes, and we address this case in our testing.
Scope of Laboratory Test
We tested buoyancy-driven ventilation of helium in a full-scale test room, about the size of a typical one-car garage. This room is shielded from the wind inside a conditioned laboratory building. We tried to test under isothermal conditions, although there was some temperature variation during the tests (Section 2). We tested low-velocity leakage at rates of 2.4 to 50 LPM, although cases lower than 9 LPM are not reported because of the interference of thermal effects (Section 3.3). In addition to reporting the experimental data, we also show the correspondence of the data to both our simplified model and our CFD model, which we improved through this exercise. We describe in detail the CFD model features with which we achieved good agreement.
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Apparatus and Procedures
The test room (Figures 1 and 2 ) is located inside the Thermal Test Facility building at the National Renewable Energy Laboratory (NREL) in Golden, Colorado. At 1,800 m above sea level, the nominal air density ratio (ADR) is 0.804 [21] . During our tests, we measured the atmospheric pressure with a mercury-column barometer attached to the outside of the test room. According to our simple model (Section 4), atmospheric pressure does not influence the relationship between design variables in volumetric terms. (The effect of density on the buoyancy force is offset by its effect on the pressure drops through the vents.) We represented the actual pressure in the CFD model and studied sensitivity to this variable (Section 7). We also used the pressure measurements to convert gas flow rates (S) from NLPM in the flow control valve to LPM in Table 1 
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The test room is a rectangular prism measuring 4.29 m wide, 7.02 m long, and 2.74 m high. The two vents were open rectangles cut in 11.1-mm (7/16-in.) plywood panels located in one of the end walls (4.29 m wide). The vents were horizontally centered in the wall, with their centers 36.8 cm above the floor and below the ceiling; thus, the height between the vent centers (h) was 2.01 m. The vent openings were 32.4 cm wide by 24.3 cm high. The plywood vent panels were installed in channels cut through the test room wall, 81 cm wide, 61 cm high, and 17.1 cm deep ( Figure 2 ). These channels were sized so that 97.5% of the flow pressure drop occurred across the vent cutouts. Thus, the vent geometry approximated a rectangular hole in a large, thin wall.
To minimize air leakage from the test room, we replaced acoustical ceiling tiles with acrylic light lenses and sealed the edges with metallic tape. We also taped all obvious cracks in the walls and floor, and applied weatherstripping to the door. The floor material is plywood. Three of the interior wall surfaces consist of aluminum-clad foam insulation of the type used for walk-in coolers, and the fourth wall surface is foam core. A glass window (2.31 m wide and 2.11 m high) in one of the side walls separates the test room from the instrument room. We tested the helium leakage rate from the room with the vents closed and corrected for this leakage in our calculations (Section 4.1). The effective leakage area was about 1% of the vent area.
We released compressed helium gas from a tank outside the test room through a mass flow control valve (Porter model 202, factory calibrated for 0 to 100 NLPM of helium) into the test room through one of two low-velocity diffusers. The "point" diffuser consisted of an automobile oil filter element 3 We used a thermal conductivity gas analyzer (Teledyne 2000A-EU) to measure helium concentration, drawing samples through a system of 1.59-mm (1/16-in.) inside diameter polyethylene tubing and manual valves from 11 locations in the test room. These locations included a column of nine sample points centered in each foot of height between the floor and ceiling, with a cylindrical height of 9.6 cm and diameter 8 cm ( Figure 1 ; Figures 5 and 6 in Section 3). The active area was the curved side only: 242 cm 2 . Thus, with the highest helium injection rate of 50 LPM, the injection velocity was only 3.45 cm/s. The point diffuser was located at variable height above the center of the test room floor (y S in Table 1 , Section 3). The "line" diffuser consisted of a 1.83-m length of 17.5 mm (11/16-in.) outside diameter, porous rubber, garden-type soaker hose (Figure 3 ), positioned 61 cm (y S ) above the floor for Cases L1 and L2. The surface area of the soaker hose was 1,003 cm 2 , of which 260 cm 2 was loosely wedged into the angle-aluminum support bar and 743 cm 2 was unobstructed. Thus, with our highest helium injection rate used with the line diffuser, 40.4 LPM, the injection velocity was only 0.91 cm/s, based on the unobstructed area. The linear release pattern might be more similar to hydrogen escaping from under the body of a vehicle than the point release pattern.
7 measurement of indoor air-the room zero offset (RZO)-which is correlated to humidity ratio in Figure 4 . Values of RZO ranged from 0.04% to 0.19% in the test cases. Because the test room is enclosed in a building, background helium concentrations of 0.01% to 0.10% accumulated in the air inside the building and outside the test room. We corrected for the combined effects of humidity and background helium by sampling the air entering the bottom vent and subtracting this measurement from all 11 samples for each steady-state measurement shown in Table 1 . Thus, each measurement at the bottom vent (column B in Table 1 ) is zero by procedure. We deemed conditions to be steady when changes in the concentration measurements, on the order of hundredths of a percent over several minutes, tended to oscillate rather than drift in one direction. The elapsed times to steady state ranged from 72 to 190 minutes in the test cases; the longest times corresponded to thermal transients in the building. We also tested the sensitivity of the measurement of the calibration gas to length of tubing, between the shortest (3.66 m) and longest (9.14 m) sample tube lengths, and observed no measurable sensitivity to length. This result rules out significant effects of flow resistance through the tubing, diffusion of helium through the tubing, or contamination of the sample gas by the tubing material. We tried to maintain isothermal conditions between the test room and the surrounding building. This is both challenging and critical, because a temperature difference as slight as 0.3 K corresponds to about 0.1% helium in density effect, 6 Temporal variations. Because of its heat capacity, the test room lagged the building as the temperature varied between the heating and cooling control setpoints because of equipment cycling and changes in the weather, solar gains, and occupant behavior. To minimize these variations, we conducted testing overnight during steady, cool weather when practical.
which is a significant measurement concern. We used shielded thermocouples to monitor temperatures at the heights of each vent, both inside and outside the test room. The ΔT reported in Table 1 is the inside temperature minus the outside temperature, averaged over the two measurement heights. T i is the average of the two inside temperatures. For an analysis of thermal effects, the temperature profile between the vent heights should be measured inside and outside the test room. The ΔT we measured provides only a rough indication of the relevant thermal condition. Two temperature control problems arose:
Spatial variations. The part of the building just outside the test room vents was cooler than other parts of the building because of a nearby below-grade outside wall. By virtue of heat exchanges through the other test room walls, the test room was generally warmer than the air just outside the vents.
Temperature variations are discussed further in Section 3.3. 6 See discussion in Section 1: Temperature effects, and Equation 1 (Section 3.3) with θ = 1. 
Test Results
We conducted three phases of testing:
• Flow visualization
• Test room leakage measurement with vents closed
• Ventilation measurements with vents open. Figures 5 and 6 illustrate a flow visualization test we conducted using smoke generated by two burning paraffin wicks (Regin 220 Smoke Pen) near the helium point diffuser. Figure 5 shows the undisturbed smoke streams before any helium was released. Figure 6 shows the deflection of the smoke with a release rate of 20 LPM, demonstrating (1) negligible radial displacement of helium away from the diffuser; (2) horizontal entrainment of air into the helium plume above the diffuser; and (3) laminar flow of the entrained smoke. Based on our observations at the time of the test, the lack of a visible smoke stream from the wick above the center of the diffuser was due to the high vertical velocity of the plume at that location. An additional test with a release rate of 100 LPM showed no visible difference from the 20 LPM case. The laminar appearance of the smoke stream supports the use of the laminar CFD model (Section 7). The relationship between air entrainment and helium stratification is discussed in Section 5.
Flow Visualization
Leak Testing
To test the rate of helium leakage from our test room with the vents closed, we initially planned to use the following procedure to perform a constant-concentration test:
• Inject helium and mix the room air with a fan until a uniform target concentration is achieved.
• Turn off the fan and adjust the helium injection rate to maintain a constant concentration.
• Record the steady-state concentration and injection rate.
However, the leakage rate was below the functional range of the flow control valve. Thus, we used this alternative decay test procedure:
• Turn off the fan and the helium injection.
• Wait for a period of time.
• Record the elapsed time and the helium concentration profile.
The test results are as follows:
• Initial concentration (uniform) 2.96%
• Elapsed time 70 minutes
• Final concentration (average over height) 2.91% (φ ≈ 1)
• Volume of test room 82.7 m 3
• Rate of helium loss 0.60 LPM We corrected the ventilation measurements for test room leakage as described in Section 4.1. 
Ventilation Measurements
Results of the ventilation tests are shown in Tables 1 and 2 . The letter "P" in the case number indicates use of the point diffuser, and the letter "L" indicates the line diffuser (Section 2). Table  1 shows direct measurements. These concentration data are corrected for humidity and background helium as described in Section 2. Table 2 shows derived results that are discussed in the following sections.
In order to gauge the significance of the thermal effects related to ΔT (Section 2; Table 1 ), we define the metric θ as the ratio of the effect on air density caused by the temperature difference to that caused by the helium concentration (with T in K): A value of θ = 0 indicates no thermal effect (isothermal conditions), and a value of θ = 1 indicates a thermal effect that is equal to the helium effect. This comparison is only approximate, because the measurement of temperature at two heights does not capture the temperature stratification profile, which also affects the dynamics. The values of θ shown in Table 2 range from 0.05 to 0.40. The three test cases most closely approximating isothermal conditions (with the lowest values of θ) are P4, L1, and L2. We used Case P4 in the CFD model validation exercise (Section 7). Four additional test cases, not shown in Tables 1 and 2 , yielded values of θ > 0.5. These cases include three with S < 9 LPM and one with ΔT = 0.8 K. The derived results for each of these cases stand out as anomalies that are not consistent with the other cases. We believe the cause of the anomalies is the relatively large deviation from isothermal conditions. A more detailed study of thermal effects is beyond the scope of this experiment, because of the limited temperature measurements we recorded. Table 2 ) to the simple model (curves and curve segments are based on Equation 2). The figure shows how the equation correctly tracks the relationship between the dimensionless vent size (F), stratification factor (φ), and concentration at the top vent (c T ) over significant ranges of these variables. The range of stratification factors shown in Table 2 and Figure 7 is discussed in Section 5. For this comparison, we calculated values of the vent discharge coefficient (D) from the test data. First, we calculated the volumetric flow rate through the top vent, Q T , based on the continuity equation for helium:
Then, based on continuity of both air and helium,
Then, as developed previously [17] , we calculated:
This formulation assumes equal values of D for the top and bottom vents, and it assumes that the flow through the vents is driven only by the static pressure difference, rather than by momentum or other effects. The symbol D 1 denotes the apparent value of D given by Equation 6 with experimental values of the densities based on helium concentration:
Because D 1 is calculated using the assumptions of the simple model, the agreement between the simple model and the test data is exact when D 1 is inserted into Equation 2, as shown in Figure 7 Table 2 range from 0.603 to 0.690. These numbers are somewhat higher than the reference value 0.60, corresponding to a resistance coefficient reported by Idelchik [22] for an orifice in a thin wall with infinite surface area, which approximates our geometry. Possible reasons for the higher values in our experiment are momentum and thermal effects. Momentum generated by the buoyant upward motion of the plume is deflected horizontally by the ceiling. The component of that momentum in the direction of the top vent may augment the buoyancy force in driving flow through the top vent. We designed a test to measure this effect. As shown in Figure 8 , we installed a foam-board baffle to block the line-of-sight path from the top of the plume to the top vent. The baffle, hinged at the ceiling, is 91.4 cm wide, 62.2 cm high, and offset 1.09 m from the vent. In Case P2a, the baffle was removed from the flow path by taping it flat against the ceiling. Then, the tape was removed so the baffle deployed to the position shown in Figure 8 . After waiting again for steady-state conditions, Case P2b was recorded. The values of D 1 are nearly identical for the two cases ( 
The values of D 2 shown in Table 2 
Figure 8. Vent baffle used to test momentum effect in Case P2b
The simple model is a good predictor of steady-state concentration under isothermal conditions. However, the stratification factor φ must be determined by some other means (Section 5).
Leakage Correction
The rate at which helium escapes from the test room through vents or cracks depends on the concentration (c T ) and stratification (φ), as shown by Equation 2. In the leakage test (Section 3.2), both the concentration and stratification were different from those in the ventilation test cases, because (1) 
Thus, A' = 791.7 + 7.8 = 800 cm 2 or 0.0800 m 2 . We used this value of A' in our simple model calculations and in the CFD model.
Entrainment and Stratification
Previous researchers have described the relationship between the entrainment of fluid into a plume and the resulting stratification pattern for buoyancy-driven displacement ventilation. Linden et al. [23] showed, through analysis and experiments with dyed liquid, a stratification pattern consisting of two rather uniform layers sharply divided by an interface plane. The plane occurs at the height at which the amount of fluid entrained in the plume is equal to the flow rate through the inlet vent; thus, all the mass transport across the plane is conveyed by the plume, and the vertical velocity through the remainder of the plane is zero. Lane-Serff et al. [24] presented a thorough description of buoyant plume geometry for cases in which "the density difference between the plume and the ambient fluid is relatively small," which is not the case here. Lowesmith et al. [25] numerically solved the coupled differential equations involving continuity of mass, momentum, and buoyancy in their model for leaking methane-hydrogen mixtures.
Our test results show three distinct layers in a fully developed stratification pattern (e.g. Case P3, Figure 9 ):
• The bottom layer with near-zero helium concentration
• The top layer with a rather uniform nonzero helium concentration
• The middle layer with a gradual transition between the helium concentrations below and above. Table 1 Convective mixing and diffusion of helium across the interface plane are both significant causes of the transition layer (see Section 7). For analysis, we define the transition height (y x ) as the location where the concentration of helium is halfway between the values in the top and bottom layers. In some of our test cases (e.g. Case P5, Figure 9 ), the transition layer terminates at the ceiling and the top layer does not occur. In Cases L1 and L2 (Figure 9 ), the transition layer terminates at the floor and the bottom layer does not occur. In these cases, we identify y x at the point of inflection in the stratification curve, based on the symmetry observed in the fully developed cases. We further define the entrainment length (L E ) as the vertical distance between the injection diffuser (the leak) and the transition height. As shown in Table 2 , L E ≈ 1 m over a variety of test conditions with the point diffuser. With the line diffuser, L E ≈ 0.3 m. Thus, over the range of cases we tested, leak geometry is the primary variable affecting L E . The combination of source height (y S ) and entrainment length (L E ) determines the transition height (y x ). The stratification factor (φ) depends on the positions of the vents within the stratification profile.
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Experimental Error
The sources of error in our measurements include:
• Tolerance on the 4% calibration gas sample: ±0.04% helium
• Nonlinearity of gas analyzer between calibration points: ±0.02% helium
• Factory calibration of mass flow valve used for helium injection: ±1 NLPM
• Humidity overcorrection. We corrected for the effect of humidity on the gas analyzer by subtracting the measurement at the inlet (bottom) vent from all the measurements (Section 2). At the highest measured helium concentration (3% in the room leakage test), the humidity ratio was diluted to 97% of its air-only value. Thus, we overcorrected by 3% of humidity offset. The largest humidity offset in any of the test cases was 0.20% helium. Therefore, this error is no more than 0.006% helium.
• Leakage from the test room: 0.60 LPM under leak test conditions. We corrected for this leakage (Section 4.1), so the remaining error should be negligible compared to the flow valve error.
• Temperature control and measurement (see below).
• Nonsteady conditions during measurements (see below).
The largest source of error, with regard to model validation, is the deviation from isothermal conditions, along with the coarseness of our thermal measurements (only two measurement points inside the test room and two outside) and nonsteady thermal conditions. An estimate of the total error is reflected in the ranges of our derived values of D 1 and D 2 ( Table 2) 
Computational Fluid Dynamics Model Validation
We have previously [17] developed a CFD model for the slow leak/natural ventilation scenario under study. We used the FLUENT version 6.3.26 CFD software [26] , with an implicit, pressure-based solver and first order discretization of convection and time for speed and stability. We explored both the renormalization group (RNG) k-ε turbulence model with the differential viscosity option enabled (see Section 12.19.5 in reference [27] ) and the laminar model. The results indicated turbulence intensities lower than 1% in more than 85% of the domain in all the cases we ran. Other researchers have found that k-ε turbulence models tend to overpredict mixing of gas released from slow leaks [13] , thus underpredicting stratification, and the use of a laminar model leads to a more stratified hydrogen distribution [5] . Based on Equation 2 and Figure 7 (Section 4), higher stratification corresponds to higher hydrogen concentrations for a given vent size and leak rate. Thus, the laminar model is more conservative for safety engineering, and we used the laminar model for the ventilation study. The flow visualization test described in Section 3.1 supports the choice of the laminar model.
In our previous work, the model domain corresponded to the interior of the enclosure, with atmospheric pressure boundary conditions at the inlet and outlet vents. This configuration led to overprediction of flow through the vents, because the loss in total pressure on the outside of the vents was neglected. We modified our model by including a space outside the vents in the domain. The outside space is physically bounded by the floor and wall of the outer building (Figure 2 ), and analytically bounded by atmospheric pressure boundary conditions on the other surfaces. This model agreed very well with test results, as described below. The model determines static pressure differences caused by the hydrostatic head outside the domain, based on the specified ambient outdoor air density. We used the incompressible ideal gas option 7 in FLUENT to determine density as a function of the air-hydrogen (or -helium) mixture within the domain. Time steps were changed during the simulation to speed convergence. Initially, the time step was 0.1 seconds to capture the transient behavior as the leak started. When the iterations to convergence at each time step dropped below 10, the time step was increased. The largest time step used was 0.4 to 0.5 seconds. 8 We previously used a polyhedral 9 7 With the incompressible ideal gas option, operating pressure only is used in the density calculation, and this is suitable for low Mach number flows. Density would be calculated as a function of operating pressure and local relative pressure in a compressible, high Mach number flow. See Section 8.3.5 in reference [27] . mesh for computational economy. However, for improved resolution of flow through the vents, we used a tetrahedral mesh in the current study. We arranged the experiment and the model with bilateral symmetry, so the model domain for half the space represents each half. A sensitivity study showed that the solution is insensitive to grid density at about 150,000 to 200,000 cells, over the 72. , with a higher cell density near the leak and the vents where gradients are high, and a lower cell density where gradients are lower. Because we were studying steady-state conditions, we could reduce computation time by 21 using the final conditions from one computation as the initial conditions for the next one, decreasing the process time to steady state. With this approach and the indicated mesh density, the computation time was typically 24 to 48 hours per case on a Dell Precision 670 dualprocessor computer with 8 GB of memory, running the Red Hat Enterprise Linux operating system. However, some cases required up to a week for the model to reach a stable steady-state solution.
For model validation, we selected the point diffuser test case that came closest to isothermal conditions, based on the smallest value of θ-Case P4. We modeled the atmospheric pressure measured at the test room under assumed isothermal conditions. Figure 10 shows a mole fraction contour map of the steady-state solution. Figure 11 shows a comparison of the measured and modeled stratification profiles at the measurement points. In the laboratory, steady conditions were observed after about 190 minutes. The CFD model reached steady state in less time 10 but was continued for 355 minutes to verify the steady solution. Although we did not record the transient response of concentration versus time with the CFD model, the behavior was similar to that shown in our previous paper (see Figure 4 in reference 17). Concentration increased monotonically, with no significant oscillation. The shapes of the profiles in Figure 11 agree very well, although the modeled profile is offset about 20 cm below the measured profile. The difference in concentration is 0.03% helium near the floor and 0.05% helium near the ceiling. This is very good agreement for safety engineering. The differences in concentration are in the direction of thermal effects that occurred in the laboratory.
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Because our laboratory is located 1,800 m above sea level in Golden, Colorado, we studied the sensitivity of the CFD result to elevation. We adjusted the ADR from 1.000 at sea level to 0.804 in Golden and the diffusion coefficient for helium in air from 0.733 cm 2 /s at sea level to 0.905 cm 2 /s in Golden, based approximately on inverse proportion with respect to pressure. As shown in Figure 12 , there is negligible sensitivity of the result to elevation.
The value of D corresponding to the CFD result is 0.527, about 10% lower than the value of D 2 for the test case. 12 Figure 13 shows a comparison of the CFD result with hydrogen versus helium as the leaking gas. This difference is important because models are typically validated against experimental results using helium and then adjusted for hydrogen to assess the risk in hydrogen leakage scenarios. Our results show a hydrogen concentration higher than the helium concentration by a difference of 0.2% near the ceiling. In a similar CFD comparison, Swain et al. [7] found that helium and hydrogen concentrations were very nearly equal near the ceiling, although the test conditions were different than ours in those cases. Possible causes of this difference include physical phenomena (such as the higher velocity in the hydrogen plume) and CFD modeling issues.
Because this result surprised us, we ran an additional comparison with the diffusion coefficient set to 0. This result, also shown in Figure 12 , indicates a narrower transition layer. We interpret this result to mean that the transition layer is caused by both convective mixing and diffusion of helium across the interface plane. (See also discussion in Section 5.) 
Conclusions
We have generated a set of experimental data, summarized in Tables 1 and 2 , with sufficient documentation that others can use it to validate models of buoyancy-driven ventilation in the slow, low-velocity leak scenario under isothermal conditions with no wind effects.
The test results confirm our simple model formulation, which indicates parametric relationships among the design variables. The agreement is indicated by (1) experimental values of D that agree well with the literature reference value for similar geometry, and (2) exact agreement of the model with test results when these values of D are applied (Figure 7 ).
The measured stratification factors (φ) range from 1.33 to 5.45 ( Table 2 ). The lower limit is 1.00; however, there is no theoretical upper limit. φ depends on the leak height above the floor, the leak geometry, the height of the enclosure, and the locations of the vents within the stratification profile. Specific leak scenarios likely to be encountered in practice are needed to determine a realistic range for φ.
Comparisons of CFD model results with test results led to an improvement of our CFD model, in which the atmospheric pressure boundary condition was moved away from the vents, outside the enclosure. The improved model agrees well with test results (Figure 11 ). We have described our modeling approach in sufficient detail that others can use it.
A significant uncertainty in applying our findings is the range of leakage rates that will occur with hydrogen vehicles. Our models can predict hydrogen concentrations for given leakage scenarios. However, further research is needed to ascertain the occurrence probabilities of various leakage scenarios before this research can be applied to safety engineering for buildings.
Temperature differences between the inside and outside of the enclosure where leakage occurs can have a significant effect on the indoor hydrogen concentration. Thermocirculation may either augment or oppose ventilation driven by hydrogen buoyancy. In the laboratory, a ΔT as small as 0.3 K is equivalent to about 0.1% concentration, which is a measurement concern. In garages, a ΔT of 3 K is equivalent to about 1% concentration, which is a safety engineering concern. This effect can occur in nearly any climate because of steady-state or transient temperature differences between the garage and the ambient air, in either hot or cold weather. Further research is needed to evaluate the ranges of architectural and weather conditions under which this effect is dangerous.
