An analytical model of non-Gaussian energy landscape of low-temperature fluids is developed based on the thermodynamics of the fluid of dipolar hard spheres. The entire excitation profile of the liquid, from the high-temperature liquid to the point of ideal-glass transition, has been obtained from Monte Carlo simulations. The fluid of dipolar hard spheres loses stability close to the point of ideal-glass transition transforming via a first-order transition into a columnar liquid phase of dipolar chains locally arranged in a body-centeredtetragonal order. Significant non-Gaussianity of the energy landscape is responsible for narrowing of the distribution of potential energies and energies of inherent structures with decreasing temperature. We suggest that the proposed functionality of the enumeration function is widely applicable to both polar and nonpolar low-temperature liquids.
I. INTRODUCTION
Thermodynamic and dynamic properties of supercooled liquids are often related to the excess of configurations they possess relative to the crystalline phase ͓1͔. The number of states of the liquid state is reflected by the configurational entropy S c ͑T͒ ͑in k B units͒ conventionally defined ͓2-5͔ as the logarithm of the density of states ⍀͑E͒ taken at the potential energy E͑T͒ of an N-particle system at temperature T, S c ͑T͒ = ln͕⍀͓E͑T͔͖͒. ͑1͒
The energy integral of the density of states with the Boltzmann factor gives the canonical configuration integral
where ␤ is the inverse temperature. Stillinger ͓6,7͔ gave an alternative definition of the configurational entropy in terms of the density of states ⍀ ͑͒ of inherent structures, i.e., minima of the total energy of the system as a function of all its translational and rotational degrees of freedom ͑energy landscape͒. Here, = ⌽ / N is the minimum depth on a per-particle basis ͓6͔ and N is the number of liquid particles. The canonical configuration integral is now given by integrating over the basin depths and the free energy of interbasin vibrations F v ͑͒, which is a weak, approximately linear, function of ͓8,9͔
Because of the central role of the configurational entropy in early theories of viscous liquids by Adam, Gibbs, and DiMarzio ͓2, 10͔ , and more recent random first-order transition models by Wolynes and co-workers ͓11,12͔, much effort has been invested in calculating the Stillinger configurational entropy, S c ͑T͒ =ln͕⍀ ͓͑T͔͖͒, from computer simulations of model fluids ͓8,9,13͔. A general connection between S c ͑T͒ and S c ͑T͒ is, however, still unclear. Analytical modeling of the landscape of supercooled liquids is to a large extent based on the ideas advanced for spin glasses with quenched disorder ͓14,15͔. The most prominent role in application to structural glasses is played by Derrida's random energy, or Gaussian landscape, model ͑REM͒ ͓16͔. Computer simulations, mostly limited to temperatures above the mode-coupling critical temperature, basically support the REM, in particular the prediction of the 1 / T falloff of the average basin energy ͑T͒ from its high-temperature plateau ͓8,9͔. However, general theoretical arguments ͓7,17͔ and recent simulations ͓13͔ suggest that the low-energy portion of the Gaussian landscape might be inaccurate. In particular, combinatorial arguments suggest that the derivative of the enumeration function, ͑͒ = N −1 ln͓⍀ ͔͑͒, approaches infinity at the point of ideal-glass transition when the system runs out of configurations and ͑ IG ͒ = 0. This infinite derivative eliminates the ideal-glass transition at a positive temperature ͓7͔. A phenomenological description, patching together logarithmic and Gaussian enumeration functions, was suggested to provide a correct low-energy portion of ͑͒ ͓18͔.
Generally, unlike the case of spin glasses, there has been a lack of simple, solvable models of structural glass formers. In this paper we propose a model of non-Gaussian landscape of low-temperature fluids with no quenched disorder. Our derivation is based on the established thermodynamics of the model fluid of dipolar hard spheres ͑DHS͒ ͓19͔. This monatomic glass former ͑in contrast to binary mixtures used in many recent simulations ͓8,9͔͒ is long known to resist liquidgas and liquid-crystal phase transformations, although it shows orientational order-disorder transitions. This fluid lacks the liquid-vapor transition decomposing instead into low-density dipolar chains ͓20,21͔. Upon cooling, it transforms into a ferroelectric fluid ͓22͔, but the ferroelectric phase is stabilized by tin-coil boundary conditions used in simulations ͓23͔ and can be prevented by using a low dielectric constant for the reaction-field or Ewald corrections for the cutoff of dipolar interactions ͓24͔. This strategy has been *dmitrym@asu.edu employed in this study, which has allowed us to obtain the energy profile of the fluid phase down to the point of orderdisorder phase transition which appears to be close to the temperature of the ideal-glass transition.
II. MONTE CARLO SIMULATIONS
We have carried out Monte Carlo ͑MC͒ simulations of the DHS fluid within the standard NVT Metropolis protocol with the minimum image convention and the cutoff of dipolar interactions at one-half of the box length. The initial configuration was set up as a face-centered-cubic ͑fcc͒ lattice of N = 108 dipolar spheres used at the beginning of all simulations at different temperatures. The cubic simulation box helps to suppress crystallization of dipoles which do not favor highly symmetric lattice structures ͓25,26͔. The long-range part of dipolar interactions was taken into account with the reactionfield corrections. The reaction-field dielectric constant of ⑀ RF = 10, below the lowest value Ӎ18 permitting the ferroelectric phase ͓24͔, has allowed us to eliminate the transition to liquid ferroelectric. The data were collected for ͑2−10͒ ϫ 10 7 MC cycles. The small size of the simulation box is required for the sampling of the low-temperature fluid phase found in this paper and also to be able to determine the statistics of the energy fluctuations the variance of which scales as 1 / ͱ N with the number of particles ͓8͔. The relatively small size of the simulation box does not, however, significantly affect the energy values. For instance, the energies of DHS fluids at reduced dipole moments ͑m * ͒ 2 = ␤m 2 / 3 equal to ͑m * ͒ 2 = 1.0 and 2.0 are ␤E / N = −1.01 and −2.725 for N = 108 particles and ␤E / N = −1.01 and −2.753 ͓27͔ for N = 256 at * = 3 = 0.8. Here, is the number density, is the hard-sphere diameter, and m is the dipole moment.
III. ENUMERATION FUNCTION
Apart from avoiding crystallization, a significant advantage of the DHS fluid is the existence of a simple analytical form for the excess ͑over the ideal gas͒ free energy ␤F͑␤͒ =−ln͓Z͑␤͔͒. The Padé truncation of perturbation series suggested by Stell and co-workers ͓28͔ turned out to be very successful when tested against simulations ͓19͔. The free energy of dipolar hard spheres depends on two parameters, the reduced density * = 3 and the reduced temperature T = k B T 3 / m 2 . All calculations and simulations here have been done at constant volume with * = 0.8 thus reducing the number of variables to one.
Stell's Padé solution for F͑␤͒ is
Here f͑͒ is the reduced free energy of the fluid of hard spheres with zero dipole moment as a function of the packing density = ͑ /6͒
* . For the Carnahan-Starling equation of state, one has f͑͒ = ͑4 −3 2 ͒ / ͑1−͒ 2 . ␤ =1/T in Eq. ͑4͒ is given in reduced units and thus the coefficients A = Na and b depend only on the liquid density through two-particle and
. These coefficients, taken at * = 0.8, were used in the calculations of the configurational thermodynamics.
Stell's Padé form for the free energy interpolates between two well-established limits, the high-temperature expansion in the dipole-dipole interaction, which starts from −A␤ 2 term, and the low-temperature saturation limit ͓29,30͔, ␤F͑␤͒ ϰ−␤. The high-temperature limit gives Gaussian statistics of the energy fluctuations and the Gaussian top of the energy landscape, while the low-temperature asymptote will produce the non-Gaussian portion of the energy landscape.
Following Freed ͓5͔, the density of states can be obtained by inverse Laplace transformation of Eq. ͑2͒ in which we use ␤F͑␤͒ in the Padé form given by Eq. ͑4͒. This transformation will produce the enumeration function depending on the potential energy, in contrast to the energy of inherent structures used in Stillinger's formulation. The inverse Laplace transform is calculated by expanding exp͓−␤F͑␤͔͒ in powers of the second summand in Eq. ͑4͒ and performing pole integration. The result can be converted to a closed-form equation,
͑5͒
where c = a / b, I 1 ͑x͒ is the first-order modified Bessel function, and e = E 3 / Nm 2 is the reduced internal energy per particle. Since the argument of the Bessel function in Eq. ͑5͒ is proportional to the number of particles N, its thermodynamic-limit expansion gives the following expression for the enumeration function ͑e͒ = N −1 ln͓⍀͑e͔͒:
where s 0 , which requires separate definition, gives the top of the energy landscape corresponding to the hard-sphere liquid with zero potential energy. The enumeration function in Eq. ͑6͒ is Gaussian near its top, e Ӎ 0, where the dipole-dipole interactions are insignificant and can be considered as a small perturbation to the limit of a hard-sphere fluid:
The enumeration function deviates from the parabolic shape in its low-energy wing, in particular close to the low-energy cutoff at e 0 =−c ͓Fig. 1͑a͔͒. The average energy, configurational entropy, and configurational constant-volume heat capacity c V ͑T͒ ͑in k B units͒ can be obtained from the following thermodynamic identities ͓31͔:
͉͓‫͑ץ‬e͒/‫ץ‬e͔͉ e͑T͒ = ␤,
where the first and second derivatives are taken at the average potential energy per particle e͑T͒ = 3 E͑T͒ / ͑m 2 N͒. The application of Eq. ͑8͒ to Eq. ͑6͒ leads to the following equations for the average energy:
and configurational ͑constant-volume͒ heat capacity per particle,
In Eqs. ͑10͒ and ͑11͒, c V G ͑T͒ =2␤ 2 cb is the heat capacity of the Gaussian landscape.
Depending on the parameters, Eq. ͑10͒ gives two possible resolutions of the entropy crisis of low-temperature fluids ͓1͔. When s c ͑0͒ = s 0 − c / b ജ 0, the enumeration function has an infinite derivative at e 0 and, according to Stillinger's arguments ͓7͔, there is no ideal-glass transition. When s c ͑0͒ is strictly positive, the entropy is nonzero at the cutoff energy, a situation observed for network glass formers ͓32͔. Finally, when s c ͑0͒ Ͻ 0, the ideal-glass arrest ͑e IG ͒ = 0 happens before the cutoff is reached, and the temperature of ideal-glass transition T IG ͓e IG = e͑T IG ͔͒ is positive.
The configurational entropy of the hard-sphere fluid, which strongly affects which one of these scenarios will materialize, has been discussed in the literature ͓33-35͔. Speedy's ͓33͔ estimate of the configurational entropy at * = 0.8 gives s 0 Ӎ 1.7, in good agreement with more recent calculations by Angelani et al. ͓35͔ . However, when this entropy magnitude is used in Eq. ͑6͒, the energy minimum e IG is above the energy cutoff e 0 =−c which we could actually reach in our simulations. Since this energy is the lowest energy we could observe for the isotropic phase ͑see below͒, we use the energy cutoff e 0 as the lowest energy, e 0 = e IG , which makes s 0 = c / b Ӎ 4.6. This choice also eliminates the ideal-glass transition at a positive temperature from the analytical model and results in T IG = 0. Note that configurational entropies above Speedy's estimate were also reported in Ref.
͓13͔ for a fluid of hard spheres with square-well attraction.
The enumeration function from Eq. ͑6͒ is compared to the results of MC simulations in Fig. 1͑a͒ . The simulation points were obtained by patching together central parts ͑within 95% of the maximum magnitude͒ of normalized distribution functions P͑e͒ at different temperatures according to the equation
where F͑␤͒ / N is obtained from the numerical integration of the simulated e͑␤͒ dependence ͓Fig. 2͑a͔͒. All curves are shifted by the same temperature-independent constant to match s 0 at the top of the landscape. The density of states from simulations deviates downward from Eq. ͑6͒ in its lower portion, on approach to the idealglass state. This trend results in a slightly shallower temperature drop of e͑T͒ from simulations compared to the result of the Padé approximation in Eq. ͑9͒ ͓cf. points to the solid line in Fig. 2͑a͔͒ . Also shown in Fig. 1͑a͒ is the Gaussian enumerations function from Eq. ͑7͒ ͑dashed line͒. Even though a better fit of the simulation data can of course be obtained by varying the Gaussian curvature, Fig. 1͑a͒ shows that the ex- trapolation of the high-temperature Gaussian statistics to low temperatures results in very inaccurate predictions for the landscape thermodynamics.
The non-Gaussian form of ͑e͒ forces the width of P͑e͒ to decrease with cooling ͓Fig. 1͑b͔͒. This behavior is quite distinct from the prediction of the Gaussian landscape model in which the width is temperature independent ͓16͔. The temperature dependence of the width is directly related to the heat capacity since
where ␦e = 3 ͓E − E͑T͔͒ / ͑m 2 N͒ is the energy fluctuation and c V ex ͑T͒ is the excess constant-volume heat capacity over that of the ideal gas,
According to Eqs. ͑8͒ and ͑12͒, c V ex ͑T͒ is equal to the configurational heat capacity c V ͑T͒.
The high-temperature portion of the heat capacity, corresponding to the distributions shown in Fig. 1͑b͒ , scales linearly with the inverse temperature, c V ͑T͒ ϰ 1/T ͓Fig. 2͑b͔͒. This hyperbolic temperature scaling, often documented for structural glass formers at constant pressure ͓36͔, results in a linear temperature scaling of the squared width when the distribution P͑e͒ is fitted to a Gaussian function. This behavior was previously predicted by models of supercooled liquids in terms of configurational excitations ͓17,37͔.
The calculation of the energies of inherent structures by conjugate gradient minimization of configurations along simulated trajectories results in reduced energies ͑T͒ just slightly below e͑T͒ ͓closed points in Fig. 2͑a͔͒ . This means that the long-range dipolar forces produce essentially a mean-field potential for the local translations and rotations, and Eq. ͑6͒ for the density of internal energies can be used for the density of inherent structures as well, ⍀͑e͒Ӎ⍀ ͑e͒.
The configurational entropy was obtained from the simulated heat capacity according to the thermodynamic integration
This function is compared to s c ͑T͒ from Eq. ͑10͒ in Fig. 3͑a͒ . According to the choice of s 0 the analytical configurational entropy crosses zero at T IG = 0. On the contrary, the simulated configurational entropy is steeper in its low-temperature portion resulting in a positive T IG . The heat capacity obtained from MC simulations according to Eq. ͑14͒ compares well to the analytical expression in Eq. ͑11͒ at relatively high temperatures, but starts to deviate significantly upward with lowering temperature ͓Fig. 3͑b͔͒. In contrast, analytical c V ͑T͒ passes through a maximum at T max = b / 2 and decays to zero as ϰT at lower temperatures. The upward deviation of the heat capacity from the analytical result is caused by what is not a part of the analytical theory-the loss of stability of the DHS fluid and the occurrence of a first-order transition at the temperature T IG when s c ͑T͒ crosses the zero line and an ideal-glass transition is expected ͓cf. Fig. 3͑a͒ and 3͑b͔͒ . The DHS fluids thus lose stability when it runs out of configurations and transforms via a first-order liquid-liquid transition into a lowtemperature phase.
IV. LOW-TEMPERATURE PHASE
Instead of leveling off while approaching the cutoff energy e 0 = −2.07, the average energy drops discontinuously to approximately the energy of a particle within an infinite dipolar chain with all dipoles aligned along the chain axis ͓38͔: e = −2.40 ͓middle dashed line in Fig. 2͑a͔͒ . Since the interaction energy of two infinite dipolar chains is an oscillatory function of their parallel displacement ͓38͔, this energy also corresponds to an ensemble of randomly displaced chains of dipoles and is slightly above the energy of a close-packed antiferroelectric fcc crystal e AC = −2.56 ͓39͔. The drop of the average energy at T IG marks the first-order liquid-liquid transition accompanied by a sharp peak in the heat capacity ͓Figs. 2͑a͒ and 2͑b͔͒. The orientational structure of the fluid also changes as indicated by a stepwise increase in the nematic order parameter P 2 ͓Fig. 2͑c͔͒ calculated as the largest eigenvalue of the Q tensor,
where ê j is a unit vector along the dipole of particle j. The ferroelectric order parameter P 1 ͑normalized total dipole moment of the liquid M͒ remains close to zero, i.e., the liquid remains unpolarized. The Binder parameter ͓40͔,
2 ͘ 2 , also shows downward spikes ͓Fig. 2͑c͔͒ pointing to the first-order character of the first transition and, even more sharply, of the second one which we discuss shortly.
The properties of the low-temperature fluid phase are peculiar. Both the density ͑ϰ͉͗ k ͉ 2 ͒͘ and polarization ͑ϰ͉͗M k ͉ 2 ͒͘ structure factors do not show crystalline spatial or orientational order. However, snapshots of simulated configurations ͑not shown here͒ indicate the existence of chains of dipoles aligned head-to-tail. These chains are persistent for ͑5-20͒ ϫ 10 3 MC cycles resulting in the overall slow convergence of simulations in the low-temperature phase. The chains of parallel dipoles are arranged in bundles with the locally body-centered-tetragonal ͑bct͒ structure in which two adjacent chains are displaced relative to each other by the hard-sphere radius. This arrangement has the lowest energy for fluids forming columnar phases of parallel, ferroelectrically ordered chains of dipoles ͓38,41͔. A bodycentered orthorhombic lattice was suggested as the ground state for Stockmayer ferroelectrics ͓25͔. In the present case, all the chain bundles are parallel to the same director, but the net moment is compensated among the oppositely oriented bundles.
The columnar structure is well seen in the pair correlation function of transverse separations, which is very sensitive to columnar order ͓42͔ ͑Fig. 4͒. At the phase transition, a peak at zero transverse projection indicates the emergence of the columnar phase. At the same time, a smaller peak, present at r / = 1 in the isotropic dipolar fluid, shifts to r / = ͱ 3/2 characteristic of the closest bct distance ͓38͔. The onedimensional dipolar chains experience strong Landau-Peierls fluctuations with the orthogonal mean-square displacement scaling as ͗r Ќ 2 ͘ ϰ lT ͓43͔, where l is the average length of the chain. The fits of the initial portion of the g͑r Ќ ͒ result is almost invariant ͗r Ќ 2 ͘Ӎ0.07 2 suggesting that the length of the chains increases as 1 / T.
The nematic columnar phase transforms into a smectic phase with further cooling as indicated by the second peak of the heat capacity ͓Fig. 2͑b͔͒, a downward spike of the Binder parameter ͓Fig. 2͑c͔͒, and the appearance of clear density modulation in the distribution function of molecular separations parallel to the director ͑inset in Fig. 4͒ . A similar smectic phase has been previously observed for much smaller dipole magnitudes in fluids of disklike dipolar particles ͑cut spheres͒ ͓44͔.
V. LANDSCAPE MODEL
The calculations of the landscape thermodynamics of the DHS fluid in this paper have been done with the constants A = aN and b in Eq. ͑4͒ taken from the perturbation expansion in respect to the reference fluid of hard spheres ͓28͔. Equation ͑6͒ can alternatively be considered as a general non-Gaussian landscape model with three parameters varied to analyze the data of simulations or the laboratory experiment. In fact, an about 20% change in the parameters a and b allows a very close fit of Eq. ͑6͒ to the enumeration function from our simulations ͓dashed-dotted line in Fig. 1͑a͔͒ . It is interesting to ask whether this landscape model can fit the previously reported configurational thermodynamics of binary Lennard-Jones mixture ͑BLJM͒ models ͓8,9͔, in particular since the Gaussian REM model has often been used to rationalize the observations ͓9,45͔. Figure 5͑a͒ shows the fit of Eq. ͑10͒ to Sastry's ͓9͔ configurational entropies of the BLJM liquid. The corresponding constant-volume heat capacities are given in Fig. 5͑b͒ . Since the energy and temperature are now measured in units of kelvin, c and b parameters have the same units. The values of the fitting parameter c Ӎ 320-450 K turns out to be significantly larger than the energy scale available from simulations, ͉e͉Ӎ10 K ͑b Ӎ 1-10 K͒. The enumeration function of the BLJM fluid can then be obtained by a series expansion in e / c in Eq. ͑6͒ and is essentially Gaussian ͓Eq. ͑7͔͒. This observation is in agreement with available simulation data ͓8,46͔.
The agreement with simulations shown in Fig. 5 may be not coincidental. According to perturbation theories of non- .977,407.5,1.272͖, ͕0.890,320.4,7.228͖, and ͕0.828,447.2,9 .409͖ for * = 1.1, 1.25, and 1.35, respectively; c and b parameters are given in units of kelvin. polar liquids ͓47͔, the high-temperature heat capacity is caused by the second-order expansion term in the free energy ␤F͑␤͒ ϰ ␤ 2 , as is also suggested by Eq. ͑4͒. It is reasonable to expect that the energy of a LJ fluid at a given density will have a lower boundary with decreasing temperature. The free energy will then scale as ␤F͑␤͒ ϰ ␤ as in the Padé form in Eq. ͑4͒. For substances with electrostatic interactions, the free energy of any liquid with anisotropic potential is expected to scale as ␤F͑␤͒ ϰ ␤ 2 at high temperatures ͑perturba-tion expansion ͓19͔͒ and, following Onsager's arguments ͓29͔, should saturate to a linear scaling ␤F͑␤͒ ϰ ␤ at low temperatures. Since capturing these two limits is the main thrust of the Padé formula, we expect that the proposed functionality for the enumeration function ͓Eq. ͑6͔͒ is universal for both polar and nonpolar liquids within uncertainties possibly introduced by Padé interpolation.
It is instructive to compare the enumeration functionality proposed by the present model with other functional forms existing in the literature. Following Shell and Debenedetti ͓48͔, we consider the reduced function f͑ , e IG , e͒ = ͑e͒ / s 0 depending on the liquid density and the minimum energy e IG at which the enumeration function crosses the zero level, ͑e IG ͒ =0 ͑s 0 ഛ c / b in the present model͒. The dependence on disappears in the Gaussian model in which this reduced function depends only on the ratio u = e / e IG , f G ͑u͒ =1−u 2 . Similar independence of density is assumed in the logarithmic model ͓48͔,
͑17͒
In contrast, in the present model, the dependence on density is generally preserved through the parameter c = c͑
f͑,e IG ,e͒ = 1 − ͩ ͱ 1 + e/c − 1
When ͉e IG ͉ Ӷ c, as is the case for the BLJM fluid ͉͑e IG ͉ / c Ӎ 0.25͒, Eq. ͑18͒ reduces to the Gaussian landscape. The comparison of Gaussian and logarithmic functions to Eq. ͑18͒ is given in Fig. 6 . Significant non-Gaussianity of the energy landscape of the DHS fluid causes a noticeable, approximately linear, temperature dependence of the squared Gaussian width of the distribution of energies and inherent structures. The energy distribution is non-Gaussian and a temperature-dependent width needs to be introduced when it is represented by a Gaussian function. The linear temperature scaling of the squared distribution width was previously predicted by the model of thermodynamics of low-temperature glass formers in terms of configurational excitations with the Gaussian statistics of excitation energies ͓17,37͔. That model also predicted fragile glass formers to release the excess of their configurational entropy through first-order transitions usually hidden below the glass transition. Both an approximately linear temperature dependence of the width and the occurrence of the first-order transition are confirmed by our present simulations of the DHS fluid. The analytical model developed here lacks, however, the phase transition. This result is expected since the Padé form of the free energy describes the high-temperature phase only. The discontinuous liquid-liquid transition can be introduced via cooperative two-state models ͓49͔ since properties of both phases are known from simulations.
VI. CONCLUSIONS
In conclusion, we have developed a non-Gaussian landscape model of low-temperature fluids which is based on Padé interpolation between high-temperature quadratic and low-temperature linear scalings of the liquid free energy with ␤. The model has been tested on simulations of the DHS fluid and shows a good agreement with simulated configurational thermodynamics almost down to the temperature of ideal-glass transition. The DHS liquid nearly avoids the ideal-glass state through a liquid-liquid transition thus resolving the Kauzmann paradox ͓1͔ through phase transformation. This last statement is, however, bound to the assumption that the configurational entropy vanishes at the cutoff energy e 0 , which has already placed the top of the enumeration function above the known estimates for the configurational entropy of hard-sphere fluids ͓33,35͔. If this entropy is even higher, an alternative scenario appears: the liquid never reaches the ideal-glass state and the orientational order-disorder transition happens at the point where the configurational entropy is about to inflect into a constant value extending down to T =0 ͑as observed in Ref. ͓13͔͒.
Our simulations have added yet another example to the list of previously observed liquid-liquid transitions in glassforming substances ͓1,50-53͔. The present system is particularly interesting since we could equilibrate it down to almost the ideal-glass temperature apparently without reaching the kinetic arrest. This feature might allow one to test the connection between dynamic slow down and configurational entropy advocated by the Adam-Gibbs theory ͓2͔ once relaxation data have become available for the DHS fluid.
The appearance of thermodynamically stable chainlike column inhomogeneities in the low-temperature phase may shed more light on the discussion of analogous, thermodynamically unstable, excitations in supercooled liquids above the glass transition ͓54-57͔. In particular, it has been suggested that forces and displacements are transmitted in lowtemperature liquids primarily along one-dimensional structures ͓56,58,59͔. Our present simulations extend this notion to anisotropic liquids suggesting that orientational excitations are also transmitted along one-dimensional chains. These excitations, which should exist as thermal excitations in the high-temperature phase, constitute a soft ͑Goldstone͒ mode which condenses into thermodynamically stable structures in the low-temperature phase.
