In this article, we investigate grid-forming and gridfollowing control strategies starting from a nonlinear state-space modeling viewpoint. An electronic synchronous machine is an inverter whose integral of the dc-bus measurement generates the angle of the instantaneous modulation vector. We show how this minimal augmentation constitutes an exact physical realization without requiring inner-current loops. The dc-link capacitance becomes the equivalent rotational inertia of the converter. Additional features, such as a phase locked loop, a voltage controller, and a power tracking mechanism are then designed via two energyshaping techniques. One energy function is used to implement a grid-following control scheme, via the inherent synchronizing torque, while the other is used to implement a grid-forming control scheme. An alternative interpretation of active-power droop is suggested by this method. The results are first derived systematically, and then evaluated experimentally on a front-to-front setup.
I. INTRODUCTION
T HE fundamental frequency is widely regarded as an indicator for power imbalance in machine-dominated grids. We develop a framework showing how the dc-bus measurement can complement that basis in future power grids.
In three-phase systems, energy typically flows through several conversion stages, such as a magnetic air gaps or switching devices, circulates in passive circuits, and is bound to satisfy certain requirements. Most energy conversion aspects [1] , such as the modulation of power from one to two dimensions (i.e., from dc to ac) and the stabilization of the required harmonic motion, are addressed by VSCs operating in grid-forming or grid-following mode [2] . The typical VSC controllers employ inner loops, which perform high-gain regulation of the quantities of interest from the input source to the point of power injection [3] . The power balance is achieved via multiple time scales The authors are with the Automatic Control Laboratory, ETH Zürich, 8092 Zürich, Switzerland (e-mail: carghir@control.ee.ethz.ch; dorfler@ethz.ch).
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Digital Object Identifier 10.1109/TPEL. 2019.2939710 running in the feedback path, which settle at the appropriate steady state. However, the large number of states of the inner loops makes the analysis of multiple converters difficult [4] , motivating the study of more direct control approaches, [5] , [6] .
With the growing complexity of the power system at large [7] , [8] , the cascaded control structure can give rise to poorly understood interactions, causing phase locked loop (PLL) instabilities and oscillations of various kinds [9] . Toward the goal of improving overall system stability, virtual synchronous machines (VSMs) of various degrees of fidelity [10] - [12] , are deployed to emulate inertia and damping features. The VSM controller assigns set points to the existing inner loops so that the currents and voltages behave according to a numerical model, often disregarding the dc link of the converter. In an increasingly underdamped converter landscape, impedance-based techniques [13] , [14] explore the effects of PLLs, while comparative studies [4] , [15] , [16] show postfault shortcomings of the conventional, small-signal approach.
In the mean time, control-theoretic advances brought more and more physical elements in the feedback design [17] , [18] , allowing modeling, control, and stability analysis to be performed systematically. These methods, focused on stabilization of (networked) electromechanical systems, can provide insightful solutions for many complex problems arising in power conversion, and allow robust regulation without requiring inner loops, while providing guarantees on the quantities of interest. In this aim, we combine two control approaches: that of passivitybased control [17] , exploiting the fundamental energy balance property, and that of output regulation [19] , invoking the internal model principle.
In this article, we start from the paradigm first reported in [20] and [21] , and propose a nonlinear, large-signal treatment of the factors leading to physical, as opposed to numerical, synchronous machine (SM) emulation. We show to what extent the machine dynamics are matched, via a coordinate transformation between the SM and the VSC state-space models. In an independent and parallel study [22] , [23] , we highlight the analogy between the electromotive force (EMF) and air-gap torque of the SM, and the equivalent quantities of the inverter. Furthermore, we consider the reactive component of the air-gap torque, constituting the inherent SM synchronization mechanism, and construct an alternative for the PLL. We also show how active-power droop naturally emerges as a synchronizing torque by minimizing an energy function. We aim to provide a unifying framework for control and stability analysis of grid-forming and grid-following behavior.
In contrast to similar studies [24] - [26] , this article illustrates several ways in which large-signal synchronization can occur. An outcome of our design is a direct angle control scheme, similar in complexity to direct power control (DPC) [27] , [28] , which omits inner-current loops and offers fast control of active and reactive power. In our case, the power set point is achieved by appropriately controlling the converter angle, while still allowing a current controller to work in parallel rather than in cascade. This distinctive feature is the result of replacing reference tracking by a less restrictive nonlinear control design, related to geometric path following [18] . Finally, this article provides a control design method, a stability certification, and an experimental validation.
The rest of this article is organized as follows. Notation is introduced then, in Section II, the structural equivalence is presented. Section III offers a solution to the single machine infinite bus problem used in grid following, while Section IV presents a grid-forming design. Before concluding, Section V provides experimental results from a small-scale microgrid.
A. Preliminaries and Notation
We consider a three-phase, two-level active bridge driven by pulsewidth modulation (PWM) with complementary duty-cycle ratios, given as d a (t), d b (t), and d c (t), each taking values from 0 to 1 during a switching cycle. By denoting the column vector d abc = [d a , d b , d c ], we only focus on the continuous-time average-switch behavior and disregard the switching-frequency harmonics. Furthermore, by adopting space vector modulation (SVM) terminology, we define the instantaneous modulation vector as
We write this modulation vector in machine orientation, via its polar representation relative to the stationary frame as
where m(t) ∈ [0, 1 2 ] and θ(t) ∈ [−π, π) are the instantaneous SVM magnitude and angle. We consider the power-invariant αβ transformation and omit the zero sequence. Accordingly,
where μ(t) = 3/2m(t) denotes the modulation magnitude in this αβ frame. Furthermore, we write the identity matrix as I = 1 0 0 1 and the rotation matrix as R φ = cos φ −sin φ sin φ cos φ . Given a two-dimensional vector x = x 1 x 2 , we define its magnitude as x = x 2 1 + x 2 2 . We shall also make use of the partial differential operator ∂ ∂x = ∇ when x is a scalar (will always be 
II. INVERTER-MACHINE EQUIVALENCE
To study the fundamental energy modulation mechanism of inverters and electrical machines alike, we adopt a stationary frame and identify the structural equivalence between the two.
A. VSC Model
Considering the dc-supply current i dc and the ac-grid voltage v g as external inputs, we model the VSC
in αβ frame, where, apart from the elements in Fig. 1 , G dc is a parallel conductance modeling (switching) losses in the dc link, while R s models the (conduction) losses in series with the switching inductor. We consider the main nonlinearity to be the power-preserving structure shown in Fig. 2 , where the average switch current drawn from the dc link is denoted by i x , while the ac-side average-switch voltage is denoted by e x . These quantities will be related to the SM air-gap torque and, respectively, the EMF.
Note that the signal m αβ , regardless of the control law, cannot inject or extract energy into the system. It acts in a lossless manner. To see this, we define the storage function and observe that the change in total energy occurring during any evolution of system (4) does not depend on m αβ
As we shall see, the role of m αβ is to streamline the flow from the dc side into the grid-an energy transfer property.
B. SM Model
Consider the model of an SM having constant rotor excitation, whose derivation is presented in Appendix A
The energy transfer now occurs in the machine air gap, modulated by the excitation current i * r , as shown in Fig. 3
In a conventional PLL design [29] , as well as in some simplified SM models [4] , the electrical torque (8a) is represented by sin(θ − θ g ), where θ g is the angle of the grid voltage. See also Fig. 4 . This is what we later call the synchronizing torque since, upon closer inspection, it appears as an energy minimization term, motivating the study in the remainder of this article.
The matching control law presented next is designed to synthesize all elements of the SM model (7) using corresponding elements of the inverter model (4), upon augmenting an integrator in the closed loop. As illustrated in (6) , due to its energy-conservation property, m αβ cannot be used to implement a lossy element, such as a damper winding. This is why we restrict ourselves to matching the ideal SM with constant excitation current.
C. Electronic SM (eSM)
We start by denoting ω 0 as the nominal angular velocity, corresponding to the grid frequency, and u * dc as the reference dc-link voltage, related to the grid voltage level. Consider system (4), for which we use the modulation (3) to identify a similar energy-conversion structure as in the SM
This key analogy prompts us to augment (4) with an integrator for the dc-link voltage in the same way that, in the mechanical domain, the rotor angle integrates the angular velocity (11a)
By choosing the scaling factor η = ω 0 /u * dc , we define the equivalent angular velocity of the inverter as ω = ηu dc . Here, η converts units of voltage into units of angular velocity, but also units of torque into units of current. This coordinate transformation allows us to select the constant modulation magnitude μ = ηL m i * r in (3) and complete the exact model-matching design by identifying i x /η = τ e and e x = e s with the SM air-gap torque and EMF (8), respectively.
We are now able to rewrite, via ω = ηu dc , the closed-loop system (3), (4), (10) referred to as the eSM
By comparing (11) to (7) , we further identify the equivalent mechanical torque i dc /η = τ m , rotor moment of inertia C dc /η 2 = M and rotor damping coefficient G dc /η 2 = D. Consequently, the inertia introduced by this model-matching control corresponds to instantaneous physical energy stored in the dc link. Moreover, the magnetization factor appears as μ/η = L m i * r , while the stator self-inductance L s of the SM is identified with the switching-side inductance of the inverter.
As a general guideline, to achieve a nominal EMF voltage amplitude e s = e 0 , the rotor excitation can be chosen as i * r = e 0 /(ω 0 L m ), from which we can determine μ = e 0 /u * dc . As we shall see in the rest of this article, the value of μ can be adjusted to achieve additional objectives for the eSM.
D. Inertia and Damping Augmentation
Compared to rotating machinery, the power-electronicssourced dc-current i dc has a much faster actuation bandwidth than the valve of a turbine governor. This dc input can implement, for instance, a standard proportional integral derivative (PID) control of the form
where x dc is the state of the integrator. The gains K p and K d add extra damping and inertia to the terms G dc and C dc , respectively, in (11) , contributing physically to the energy balance. In the following sections, we will replace the conventional integral term with an explicit precomputation of the steady-state bias.
E. Frequency Behavior of the eSM
The eSM enables the coupling between ac frequency and dc voltage, allowing the inverter to function without a conventional PLL and in both stiff and weak grids, such as in Fig. 5 . Broadly speaking, in a stiff grid, the internal eSM frequency adapts to an external frequency by charging or discharging its dc-link voltage. Alternatively, if the grid does not impose a certain frequency, the dc-link maintains its nominal value, and the eSM forms the system frequency. Thus, adopting the grid-following or grid-forming classifications, the eSM can function in either mode.
In the following sections, we make these ideas precise and study the large-signal behavior. We first treat the stiff and weak grid cases separately, discussing two ways in which synchronization naturally emerges. Finally, we combine the two in an experiment, where the frequency is not driven by an external source.
III. SYNCHRONIZATION TO A STIFF GRID
Our goal now is to determine the current injection i dc which, in conjunction with the matching modulation m αβ , achieves three basic control objectives: (i) dc-bus regulation; (ii) angle synchronization; (iii) internal stability. Although there are situations in which the dc current is not available as a control input, but rather acts as a disturbance, our framework is general enough to provide an informative solution.
Consider the inverter connected to a stiff ac-bus voltage given by a sinusoidal signal of constant amplitude v 0 and constant frequency ω 0 , as in Fig. 6 . The power flow is directly reflected in the relationship between the internal voltage vector e x and the grid voltage v g , seen at the terminals of the eSM. To control the angle difference between these two vectors, we construct an energy function, whose minimization is performed by the inherent eSM synchronizing torque.
A. eSM Synchronizing Torque
Observe that, when the dc bus is firmly regulated, namely, when u dc = u * dc , the switching-node voltage e x becomes sinusoidal, of constant amplitude μu * dc , and frequency ηu * dc , which, for a steady-state solution to exist, must be equal to ω 0 . In this case, the inductor current (4b) attains a sinusoidal solution as t → ∞. Thus, we say that the stiff angle dynamics (both θ and θ g ) are dominant 1 and induce a steady-state response. In accordance with the internal model principle [30] , we express this as the angle-dependent solution
where
In general, when the dc bus is in transient, (13) only represents a steady-state preview signal and serves as an analysis tool.
In order to maintain the dc bus at steady state, the upstream injection i dc must adopt a suitable internal model, i.e. a feedforward bias, which we can derive from the switching current 
The relevance of this formulation is that it provides a guideline for angle synchronization. By commanding i dc to account solely for term (a), corresponding to the active part ofî x , the closed loop would only feature the reactive part (b). We call this the inherent synchronizing torque of the eSM.
Observe that the term (b) can be also expressed as the gradient of a quadratic function. We call this the synchronization potential, as it anticipates the energy stored in the inductor. The proposed energy function takes the form
In essence, we aim to drive the angle difference θ dq = θ − θ g to a value, which minimizes the energy function S, as seen in Fig. 7 . While in this case the minimizer represents zero angle difference, we will later provide a way to achieve a more general operating point.
The internal model variablesî s andî x , can be computed in real time from the angle variables. They are also useful in constructing transient dynamics and stability certificates.
B. Error-Coordinates Analysis
We now pursue a systematic design procedure for the dc-side control law i dc by formulating a stabilization problem for the error dynamics of the eSM system. Consider the grid-attached dq frame θ dq = θ − θ g and i dq = R θ g i s . In these coordinates, the internal model (13) becomes a function of the angle difference θ dq . By definingî dq (θ dq ) = R θ gî s and
we are able to express the control specifications in terms of driving the error system to zero as t → ∞.
2 Throughout this article, ∇ will always be taken w.r.t. the variable θ dq .
3) Internal stability: i dq →î dq (θ dq ).
In essence, the energy-based control technique presented in Appendix B considers the dynamics of the error coordinates, as well as a shifted energy function derived from (5) . This ultimately leads to the stabilizing control law
by adding damping, matching the appropriate terms, and, respectively, minimizing the potential energy. The task of producing this current is carried out by the upstream converter, typically a boost or an active rectifier. The proposed controller achieves objective (iii) indirectly: By stabilizing the dc voltage, the appropriate steady state is consequently induced. From a physical point of view, the steady-state bias, together with the synchronization term, represent a feedforward injection of the ac-side losses anticipated by the internal model
and can be computed in stationary frame via (13) . It actually performs the cancelation of the term (a). What remains in the closed loop is the error term i x −î x , and the synchronizing torque
corresponding to the term (b), the reactive part ofî x . To focus on the angle behavior, we neglect the inductor current transients, i.e., we assume that i dq =î dq (θ dq ), hence also i x = i x (θ dq ), for all time, and consider subsystem (11a) and (11b) with input (17)
whereũ dc = u dc − u * dc . In this way, the eSM can be seen as analogous to a damped pendulum where the tangential component of gravity (corresponding to the gradient term) drives the mass to a rest position having zero angle with respect to the downward vertical axis (corresponding to the grid voltage vector here). This mechanical analogy, shown in Fig. 8 , is also known as the swing equations, an important tool in studying synchronization in power networks [31] . This is also represented as block diagram in Fig. 9 . Alternatively, the proposed PLL can be seen as a second-order gradient descent, an algorithm which settles when the gradient vanishes. Among the configurations where ∇S(θ dq ) = 0, the point of interest is the stable equilibrium θ dq = 0.
To account for inductor current transients, an energy-based stability analysis is pursued in Appendix B, by considering the errorĩ dq = i dq −î dq (θ dq ), and the energy functioñ This extends the nonlinear stability proof of the damped pendulum to the eSM with inductor dynamics, thus guaranteeing the control objectives. The analysis suggests that, in order to prevent full revolutions of the angle, sufficient (active) damping must be present on the dc link. Remark 1: (Mode-switching feature) From Fig. 9 , we see that the primary distinction to conventional PLL design is that the state ω = ηu dc is represented by the dc voltage of the inverter. By looking at (19) , we also notice that the gain of the synchronizing torque depends on the grid voltage magnitude, v g = v 0 . When the grid is absent, this term vanishes and so the converter angle is driven solely by the dc bus, which tracks the reference u * dc = ω 0 /η. In this way, the converter switches from grid-following to grid-forming mode.
C. Direct Angle Control
There are scenarios in which the upstream converter cannot provide any further degree of freedom other than dc-bus regulation. We can design an alternative, first-order angle synchronization mechanism, by replacing the controller defined by the pair (10) and (17) with
where κ plays the role of a PLL gain. When compared to (20) , the transients are similar and settle at the same equilibrium. The main advantage is that, effectively, the gain κ is implemented purely in software and is decoupled from the damping injection K p , subject to the control bandwidth limitations of the upstream converter. In this case, the entire expression (22b) can be replaced by a conventional PID design. Finally, exact matching no longer occurs as the gradient term resembles the slip torque of an induction machine.
D. PQ Set-Point Tracking
The proposed control structure (17) so far achieves zero angle difference between e x and v g . This is due to the construction of the function S, having its minimum at θ * dq = 0. Building on top of that, we can design μ and modify the potential energy S to allow an arbitrary operating point. Let us define the instantaneous active and reactive powers, and their internal-model counterparts (also depending on θ dq ), as
Assuming we are given a set point (P * g , Q * g ), we aim to find the corresponding μ * and θ * dq , which further achieves power tracking as t → ∞. The overall control objectives become the following.
1) DC-bus regulation:
Notice that, when all three objectives are satisfied, the modulation settles at a constant magnitude μ * and an angle θ * rotating with constant angular velocity ω 0 , just like the grid angle. Since we can define θ * dq = θ * − θ g , the inductor current producing the desired power injection P * g =P g (θ * dq ), Q * g =Q g (θ * dq ) corresponds to i * dq =î dq (θ * dq ). We are able to compute this quantity in αβ frame as i s = R θ g i * dq , via the grid measurement
from which we extract the features of the modulation vector
This calculation can also be seen in the block diagram of Fig. 10 . Finally, we use μ = μ * in m αβ , and by replacing S(θ dq ) with S(θ dq − θ * dq ), we modify controller (17) as follows:
The synchronization torque can be computed in αβ frame Fig. 10 . Block diagram of the PQ set point tracking controller (10), (26), (28) .
Here, i dc is given as a reference for the output current of the upstream converter and m αβ is the modulation signal sent to the PWM.
Since the dc-link voltage, the angle difference and the inductor current stabilize in the same manner as before, we have that all three objectives are attained simultaneously, without requiring the assumption of time-scale separation and without tracking i s directly. The nonlinear stability analysis in Appendix B pertains when replacing S(θ dq ) with S(θ dq − θ * dq ) in the Hamiltonian function (21) .
E. Internal Model Correction
Due to model uncertainty in formulas, such as (13) and later (31), the internal model representation can become inaccurate, resulting in a misaligned steady-state operation. One way to correct this is to actively pursue objective (iii). In this aim, the modulation vector can be augmented with a proportionalresonant controller enforcing i s →î s as t → ∞
Here K s is the gain of the proportional term, and K res is the gain of an integral term implemented in the dq-frame rotating with the eSM angle θ, while K 0 is used to limit the dc gain of the integrator. Controller (28) , seen in yellow in Figs. 10 and 11 , is responsible for compensating the feedforward strategy. In a parallel loop, matching-control produces the path variableî s and its associated feedforward injection. For a simpler implementation, i s may be used instead ofî s . Alternatively, by employing the first-order control structure (22) for the PQ-tracking case (see Fig. 11 ), we obtain a direct angle control method, similar in complexity to carrier-based DPC. Due to the flexibility of direct angle control (22) , the gain Fig. 11 can be tuned via κ . 
F. Extension to Multiple Circuit Elements
Consider the case of an inverter with an LCL filter, i.e. consisting of a switching-side inductor L s 1 , a shunt capacitor C f , and a grid-side inductor L s 2 . The extension of this methodology is done by including the dynamics of the filter elements and their associated internal model solutionsî s 1 ,v f , andî s 2 . The synchronization potential (16) then becomes
(29) This typically yields a similar gradient as in Fig. 7 , but with the minimum shifted slightly away from zero. We refer to [32] for the multi-inverter extension to networks with inductive edges and capacitive nodes.
IV. REGULATION OF A WEAK GRID
We now turn to the second scenario. The inverter is required to regulate the ac voltage of a (local) weak bus to a given amplitude v * f . To include in our analysis the ac-bus dynamics, we augment (4) with a three-phase capacitor to ground, to which we attach a parallel admittance (resistive for simplicity) and a sinusoidal current source modeling the presence of another converter, or a weak grid, as shown in Fig. 12 ; see also the equivalent circuit in Fig. 5 . We have
where C f is the ac-filter capacitance, G f represents the combined resistive losses and loads associated to the ac bus, while the load current i g represents a measurable vector of constant magnitude i 0 , rotating at constant velocity ω 0 .
A. Voltage Control and Grid-Forming Behavior
Similarly to Section III-A, we start by considering a wellregulated dc bus and the sinusoidal current source i g defined in Fig. 12 . The steady-state response induced by the stiff angle dynamics is expressed in αβ frame aŝ
includes the grid admittance. In the aim of regulating the voltage magnitude v f to the set point v * f , we solve for the modulation length μ in (31b) [23] . Compared to (25a),μ f also requires the eSM angle θ apart from the grid measurement i g . By choosing μ =μ f , we have that v f = v * f for all time and, due to the internal stability property, v f → v * f as t → ∞. In this manner, we have decoupled ac-voltage control from angle behavior, thus enabling the grid forming operation. The dc-regulation requirement still needs to be carried out by i dc , as in (22b) or via a PID design. Since the angle difference is left unregulated, the load current is able to extract an unbounded amount of active power (limited only by the dc source). In Section IV-B, we shall see how to control this power delivery.
B. Energy Shaping and Droop Control
We define the active and reactive power taken by i g as Consider the scenario in which a power set point P * f is given in addition to v * f . The control objectives become the following. 1) DC-bus regulation:
Internal stability: i s →î s and v f →v f . By using the internal model relation (31b) in (32) and according to the steps shown in Appendix C, we obtain
This identity allows us to deduce a suitable synchronization energy function, via the Bregman divergence [33] 
seen in Fig. 13 , which conveniently yields the gradient term
Remark 2: (Constant μ) In this subsection, we fix μ * f = μ f (θ * dq ), given a set point (P * f , v * f ). A constant modulation length, such as μ = μ * f is technically required in the derivation of (33), but can be relaxed in practice. Alternatively, we can
f , in which case the amplitude v f would droop with increasing load i g .
By using (33), we recover conventional, active-power droop as the synchronizing torque
and reuse the control structure (17), with W instead of S
The behavior is such that active-power droop drives θ dq to the operating point whereP f (θ * dq ) = P * f . Finally, since (36) can be used in conjunction with μ = μ * f , we conclude that the set point (P * f , v * f ) is achieved asymptotically as t → ∞ via the energy minimization feature of gradient descent.
From an energy conservation perspective, if we define the steady-state ac losses aŝ
Experiment implementation of the two-inverter system connected front to front. Index 1 denotes the grid forming and index 2 the grid-feeding unit. Here, (a) is optional and does not affect the normal operation, (b) is used, as described in Section III-E, to compensate for the model inaccuracy, and (c) is the control law implemented for i dc 2 via a boost converter.
we see that they are related to the dc-side current bŷ which, as together with (18) , suggests that, in order for largesignal synchronization to occur, the appropriate amount of active power must be injected from the dc side. This formulation also reveals that in case of an overload, a saturation of i dc would act as a curtailment in the effective set point P * f , corresponding to a reduction in angle difference, while still allowing the grid forming operation. This particular ability of matching control is also observed in [15] to survive large-load transients in situations where conventional cascaded-based and VSM controllers became unstable.
Remark 3: (Enabling droop control) As in Section III-C, the synchronizing torque can drive the eSM angle directly
where k = kω 0 according to (35) and k is a PLL gain. This resembles standard droop control, the difference being that the ac-side frequency is replaced by the dc-bus measurement. The stability analysis in Appendix B pertains when replacing S(θ dq ) with W(θ dq ) and extending the Hamiltonian analysis to account for the capacitor dynamics. Finally, both the stiff and weak grid scenarios are compatible with the two types of energy function, S or W, upon appropriate choice of modulation μ, see Table I in the Appendix for a general overview.
V. TWO-CONVERTER MICROGRID
So far we have seen two distinct behaviors, both offering the frequency support of an SM. In Section III-D, a grid-following mechanism tracks a PQ set point by assigning the modulation magnitude μ and its internal angle relative to a stiff bus. Then, in Section IV-B, a grid-forming mechanism regulates the ac-bus voltage via the modulation factor μ and, independently, the active power injection by regulating its internal angle relative to a sinusoidal disturbance. To validate experimentally the two systems, we set them up front to front, as seen in Fig. 14. Although both units feature an LC output filter, when shorted together, i.e., when the relays are closed, the two capacitors form a single ac bus to be regulated by the grid-forming unit (index 1), while the grid-feeding unit (index 2) injects active and reactive power and helps supply the load.
A. Experimental Setup
This experiment is performed on a general-purpose test-bench consisting of 8 IGBT half bridges [34] , passive elements, 16 analog sensors, and a central processing unit (CPU) provided by Imperix SA. The parameters of the two inverters are as follows: C dc 1,2 = 1 mF, G dc 1,2 = 9 mS, L s 1,2 = 1.5 mH, R s 1,2 = 1 Ω, C f 1,2 = 3.5 μF, and G f = 15.6 mS. On the dc side, the two buses have independent, floating grounds, while on the ac side, the differential mode capacitors are connected in two different star points, independent from the star point of the resistive load.
The setup adopts the IEEE 60-Hz, 208-V line-to-line rms grid standard, at which the load conductance G f draws 660 W, representing a light-load scenario. The CPU drives all PWM channels and samples all inductor currents and capacitor voltages at a frequency of 15.6 kHz, triggered at the peak of a symmetric triangular PWM carrier. The entire code, compiled from a Simulink.slx file, is executed in the same interrupt cycle for both units. All capture waveforms are signals from the CPU which are sent out, at every interrupt, via four digital-to-analog channels to the oscilloscope.
In Fig. 14, the source i dc 1 represents the current drawn from a dc lab power supply charging u dc 1 to 420 V. The current i dc 2 represents the reference given to an intermediate boost converter with the task of charging u dc 2 to u * dc = 420 V via CPUcontrolled PWM. The boost converter is supplied from a second dc-power supply and is placed upstream of inverter 2 in order to freely assign the dc-bus regulation strategy. The implementation is nonetheless according to Section III-C, namely, angle control is done separately from dc-bus control. This has shown better overall behavior, in particular regarding disturbance rejection.
Even though both controllers run on the same CPU, a decentralized control scheme is considered. When both relays are closed, the two ac-filter capacitors are lumped in one which, together with resistive load G f , forms the weak grid admittance Y f . In terms of measurement, Unit 1 (grid forming) has access to its own dc link u dc 1 , inductor current i s 1 , and the common ac-capacitor voltage v f (but these latter two are not used), as well as the current drawn from the ac bus by Unit 2 (namely i s 2 ). This is required for computingμ f for voltage control and P f in the droop scheme. Unit 2 (grid following) has access to u dc 2 , i s 2 , and the ac-bus voltage it connects to, namely v f , which is required for computing μ * 2 and θ * 2 in the PQ-tracking scheme. The droop control (40) designed for Unit 1 was eventually not used because the angle difference is already regulated by the second converter. We have not observed any change in behavior for κ 1 > 0, while giving the same power set point P * f = −P * g to Unit 1. Throughout the experiment, we fix κ 1 = 0 and κ 2 = 200. In order to track well the PQ set point, a proportional-resonant control loop was added to Unit 2 in the form of the transfer function H pr (s), as per Section III-E.
B. Connecting Unit 2 to Unit 1 + Load
To observe how the two systems synchronize, consider the waveforms in Fig. 15 . Initially, before trigger (a) occurs, Unit 1 is disconnected from the load and Unit 2 measures zero voltage on its capacitor since both relays are open. The two units are completely independent, and they each produce a voltage on the local LC filter (seen in the initial no-load currents). The synchronizing torque is inactive on both sides and the angle difference is unregulated. At moment (a), the load G f is connected via Relay 1 to Unit 1, which takes over the regulation of the voltage v f . Fig. 16 . Both relays remain closed while the set-point P * g for Unit 2 goes from 0 to 660 W at trigger (a) and then back to 0 at (b); Q * g = 0. Showing P * g , P g , inductor current, phase-a, of Unit 1 and of Unit 2. At the same time, Unit 2 senses this voltage to the left of Relay 2 and so, its synchronizing torque starts driving the angle until the two systems become in phase. At moment (b), Relay 2 is closed and Unit 2 safely connects to the ac bus controlled by Unit 1 and starts tracking its given PQ set point by adjusting its magnitude and angle.
C. Tracking a
Step in P * g (Low Line) Fig. 16 shows the transient in active power delivered by Unit 2. We observed good PQ set point tracking performance when the internal-model compensation was added to m αβ 2 . Fig. 17 shows the same transient in active power as in Fig. 16 . Notice the step in dc-side current i x 2 indicating the fast jump in power. Further observe the performance of the voltage control showing about 3% droop from full load to no load. This is mainly due to the parameter uncertainty affecting the feedforward computation ofμ f . Fig. 18 shows the same transient in active power as in Fig. 16 , but with different probed signals. Notice the well regulated dc buses, Unit 1 showing less noise and a faster transient since it is connected directly to a lab power supply. Fig. 19 . Both relays are initially closed while set point P * g goes from 0 to 660 W (a) and back to 0 (b). Then Unit 2 is disconnected via Relay 2 at trigger (c); Q * g = 0. Showing i s 1,α ,î s 1,α , i s 2,α , andî s 2,α . Fig. 20 . Both relays are closed, while the set point P * g for Unit 2 goes from 0 to 1250 W at trigger (a) and then back to 0 at (b); Q * g = 0. Showing P * g , P g , inductor current, phase-a, of Unit 1 and of Unit 2. Fig. 19 shows that the path-following objective (iii) is affected by uncertainty, particularly in Unit 1, which does not use active internal-model compensation.
D. Tracking a
Step in P * g and in Q * g (High Line) At a later stage, the hardware setup was modified to support the IEEE 50-Hz, 400-V line-to-line rms grid standard. The same controllers were deployed with as slight change in parameters to accommodate the hardware changes, a 1350-W load and the 750-Vdc bus. The PQ-tracking results, at the high-line power and voltage ratings, shown in Figs. 20-22 are similar to the ones in Section V-C.
VI. CONCLUSION
This article is based on the idea of modeling the dynamics of the dc bus such that the whole converter is seen as a modulated energy transfer device, i.e., a gyrator. This crucial aspect has revealed the following: 1) the inherent synchronization torque is the gradient of a function anticipating the inductor energy; 2) the large-signal transient behavior is similar to that of a damped pendulum under gravity; 3) accurate knowledge of the converter impedances facilitate the use of feedforward action; 4) the dc bus based PLL allows seamless transition between grid-following and grid-forming mode, with potential applications to islanded and black-start operations; 5) inertia and damping can be augmented by the dc-source current via PD control; 6) by injecting just the right amount of instantaneous power from the dc side, standard droop control emerges; 7) the power flow assignment adapts to the limitations of the dc-side current. We have seen that, by adding the dc-bus integrator, we were able to exactly match the SM dynamics and produce unhampered power flow from ac to dc, merging the benefits of the electrical machine and inverter. By identifying a canonical control structure, we were able to recover the fundamental behavior of swing equations and droop control, and study the converter in a microgrid setting.
APPENDIX A SYNCHRONOUS MACHINE MODEL
Consider a nonsalient rotor, single-pole pair, dc-excited SM without damper windings [35] , written in αβ frame as
Here M and D are the rotor moment of inertia and damping coefficient, θ is the rotor angle, and ω its angular velocity. We assume that the rotor is driven by the mechanical torque τ m and has its terminals connected to a grid voltage v g , as does the inverter. We further denote τ e as the air-gap torque, λ r as the rotor flux linkage (scalar), i r its current and u r the voltage applied to the rotor terminals. Moreover, λ s denotes the stator flux linkage (vector) and i s its current. The losses in the rotor and stator are represented, respectively, by R r and R s .
We consider the electromagnetic energy stored in the SM where L s and L r are the stator and rotor self-inductances, respectively, and L m is the mutual inductance of the machine. Accordingly, the electrical quantities are related as
Using Faraday's law, we define the rotor and stator EMF as e r = d dt (λ r − L r i r ) and, respectively, e s = d dt (λ s − L s i s ), which we expand in the following:
Suppose now that the rotor current is regulated to a constant i * r via a control, such as u r = R r i * r + e r . As a consequence, when i r = i * r , (41c) becomes L r di r dt = 0, so it can be set aside. The system reduces to (7) .
APPENDIX B ENERGY-BASED STABILIZATION OF THE eSM
Consider the eSM (11), in the stiff grid scenario of Section III-A and written in coordinates θ dq ,ũ dc ,ĩ dq = i dq −î dq and with the input transformationĩ dc = i dc − G dc u * dc dθ dq dt = ηũ dc (45a)
Consider again the energy function (21), accounting for the deviation from the origin of the transient system (45), as
In the spirit of passivity-based control, input (17) is chosen such that it rendersH decreasing along the error trajectories
To guarantee that dH dt is negative definite in (ũ dc ,ĩ dq ), it is sufficient to assign K p such that
This, together with boundedness of the angle, sets up the conditions to apply the LaSalle invariance principle and conclude that all trajectories (θ dq ,ũ dc ,ĩ dq ) of the transient system (45) globally converge to the set of points wherẽ u dc = 0, ∇S(θ dq ) = 0, andĩ dq = 0, thus achieving the intended objectives (i), (ii), and (iii), respectively.
APPENDIX C DERIVATION OF THE REACTIVE POWER GRADIENT
We define i g,dq = R θ g i g and consider (31b) in (32) . In the stiff-grid scenario of Section III-D, the same relationship can be derived betweenP g and ∇Q g using (13) and (23) .
