In this paper we undertake a multiscale analysis of nutrient uptake by plant root hairs, considering different scale relations between the radius of hairs and the distance between them. We combine the method of formal asymptotic expansions and rigorous derivation of macroscopic equations. The former prompt us to study a distinguished limit (which yields a distinct effective equation), allow us to determine higher order correctors and provide motivation for the construction of correctors essential for rigorous derivation of macroscopic equations. In the final section, we validate the results of our asymptotic analysis by direct comparison with full-geometry numerical simulations.
Introduction
An efficient nutrient uptake by plant roots is very important for plant growth and development [BW96, BAR95] . Root hairs, the cylindrically-shaped lateral extensions of epidermal cells that increase the surface area of the root system, play a significant role in the uptake of nutrients by plant roots [DKP + 11] . Thus to optimize the nutrient uptake it is important to understand better the impact of root hairs on the uptake processes. Early phenomenological models describe the effect of root hairs on the nutrient uptake by increasing the radius of roots [PAS63] . Microscopic modelling and analysis of nutrient uptake by root hairs on the scale of a single hair, assuming periodic distribution of hairs and that the distance between them is of the same order as their radius were considered in [LKP + 10, PTA10, ZKJ + 11].
In contrast to previous results, in this work we consider a sparse distribution of root hairs, with the radius of root hairs much smaller than the distance between them. We consider two different regimes given by scaling relations between the hair radius and the distance between neighboring hairs. Applying multiscale analysis techniques, we derive macroscopic equations from the microscopic description by applying both the method of formal asymptotic expansions and rigorous proofs of convergences of a sequence of full-geometry solutions. Due to non-standard scale relations between the size of the microscopic structure and the periodicity, the homogenization techniques of two-scale convergence, the periodic unfolding method, Γ-or G-convergences, see e.g. [CD99, MAS93, GS73, MT97, NGU89], do not apply directly and a different approach needs to be developed. The construction of inner and outer layer approximation problems constitutes the main idea in the derivation of the macroscopic problems using formal asymptotic expansions. This approach allows us also to obtain equations for higher-order approximations to the macroscopic solutions. To show convergence of solutions of the multiscale problems to those of the corresponding macroscopic problems, we construct appropriate correctors in the neighborhoods of root hairs and apply two-scale convergence. We also compare numerical solutions of the multiscale problems with solutions of macroscopic problems and higher (first and second) order approximations, derived for different scale-relations between the size of the hairs and the size of the periodicity.
Similar results for elliptic equations and variational inequalities were obtained in [JNRS10, JNRS14, GLP + 15] using the monotonicity of the nonlinear function in the boundary conditions and a variational inequality approach. The construction of correctors near surfaces of very small holes was considered in [CM97, CD88] to derive macroscopic equations for linear elliptic problems with zero Dirichlet and given Robin boundary conditions. The extension of the periodic unfolding method to domains with very small holes was introduced in [CD16] to analyze linear wave and heat equations posed in periodically perforated domains with small holes and Dirichlet conditions on the boundary of the holes.
The paper is organized as follows. In Section 2 we formulate a model for nutrient uptake by plant roots and plant root hairs. In Section 3 we derive macroscopic equations and equations for the first-and second-order correctors, for different scale-relations between the radius of root hairs and the distance between them, by using formal asymptotic expansions. The proof of the convergence of a sequence of solutions of the multiscale problem to those of the macroscopic equations via the construction of corresponding microscopic correctors is given in Section 4. The linear and nonlinear Robin boundary conditions depending on solution of the microscopic problem considered in this manuscript require new ideas in the construction of the corresponding correctors. Numerical simulations of both multiscale and macroscopic problems are presented in Section 5 and we conclude in Section 6 with a brief discussion.
Formulation of the problem
We consider diffusion of a nutrient in a domain around a plant root and its uptake by sparse root hairs and through the root surface. The representative length of the root is chosen to be R = 1 cm and the model is subsequently formulated in dimensionless terms so that all the length scales are non-dimensionalized with respect to R (see the Appendix for comments on the non-dimensionalization and on parameter values). The root surface is treated as planar, which approximates the actual (curved) geometry well enough, provided the distance between hairs measured at the root surface is comparable to the distance between hair tips, as discussed in [LKP + 10]. A generalization that addresses root curvature is investigated in [K18] .
We start with a domain Ω = G × (0, M ) around a single plant root, with M > 0 being representative of the distance between neighboring roots, where the Lipschitz domain G ⊂ R 2 represents the part of the root surface under consideration. From this domain we extract root hairs as follows. We assume that the root hairs are circular cylinders (of dimensionless length L, with L < M , and radius r ε ) orthogonal to the (planar) root surface, on which they are periodically distributed, as shown in Figure 1 (a). Defining
we get that a single root hair can be described as and the root surface is then parameterized by (x 1 , x 2 ). Denoting by Y = (−1/2, 1/2) 2 the unit cell, and taking ε to be the small parameter (the representative distance between the root hairs being small compared to the root length), the set of root hairs belonging to the root surface under consideration can be written as
i.e. we only include the root hairs whose base is fully contained in G. The solution domain is then defined by Ω ε = Ω \ Ω ε 1,L . We assume the root hairs to be sparsely distributed, i.e. r ε ε 1, define a ε = r ε /ε 1, and assume that M = O(1) and L = O(1). The surfaces of the root hairs are given by
We shall also use the notation
corresponding to the range of x 3 occupied by root hairs. Outside the root hairs we take the diffusion of the nutrient to be governed by
with constant (dimensionless) diffusion coefficient D u > 0, and assume that the nutrient is taken up on the root surface according to
where Γ ε R = Ω ε ∩ {x 3 = 0} defines the surface of the root (excluding the root hairs) 1 , and on the surfaces of the root hairs
where n denotes the unit normal vector directed into the root hairs, β ≥ 0 is a (constant) uptake rate, g(η) is a smooth, monotone, and non-negative function for η ≥ 0, with g(0) = 0. Note that the monotonicity of g ensures that there exists a unique solution h of h + σg(h) = ζ for ζ ∈ [0, u max ], where u max > 0 and σ > 0 are fixed constants: this final condition facilitates the matching of the macroscopic averaged behavior of solutions of problem (2)-(4), (7), and (8) below with the dynamics on the surfaces of the microstructure, involving different spatial scales ε and r ε . In particular, in Section 5 we will consider the Michaelis-Menten boundary condition, i.e.
often used in modelling uptake processes by plant roots, e.g. [CB74, EH52] , for which all of the above assumptions are satisfied. The scaling factor K(a ε ) in (4) is set to be
with some constant κ = O(1) (see the Appendix for the justification of this scaling). On other parts of the boundary ∂Ω ε we consider zero-flux boundary conditions
The initial nutrient concentration is given by
where we assume that u in ∈ H 2 (Ω) and 0 ≤ u in (x) ≤ u max for x ∈ Ω. First we consider the definition of a weak solution and the well-posedness of multiscale problem (2)-(4), (7), and (8) for each fixed ε > 0.
for φ ∈ L 2 (0, T ; H 1 (Ω ε )) and u ε (t) → u in in L 2 (Ω ε ) as t → 0.
Here we denote Ω ε T = (0, T ) × Ω ε , Γ ε T = (0, T ) × Γ ε , and Γ ε R,T = (0, T ) × Γ ε R . Standard results for parabolic equations, together with the above assumptions on g, ensure the existence of a unique weak solution of problem (2)-(4), (7), (8) for any fixed ε > 0, see e.g. [LSU88, LIE96] .
Derivation of macroscopic equations using the method of formal asymptotic expansions
To derive macroscopic equations from the multiscale problem (2)-(4), (7), (8) we first apply the method of the formal asymptotic expansions. We shall consider different scalings for a ε and derive equations for zero, first and second orders of approximation for solutions. Apart from the macroscopic variables x = (x 1 , x 2 , x 3 ) (as presented in Section 2), we further introduce y = (y 1 , y 2 ) = (x 1 /ε, x 2 /ε) and z = (z 1 , z 2 ) = (x 1 /r ε , x 2 /r ε ) = (y 1 /a ε , y 2 /a ε ). Since there is no microscopic variation in the x 3 direction, we do not include any dependence on y 3 (or z 3 ). Notice that due to the assumed scale separation between the radius of the root hairs and the distance between them, three scales are present: an inner microscopic scale, z = z 2 1 + z 2 2 = O(1), corresponding to the radius of root hairs, an outer microscopic scale, y = O(1), given by the distance between them and a macroscopic scale, x = O(1), corresponding to a representative length of a plant root (for simplicity, we assume that the typical distance between two neighboring roots is of the same order as the representative root length).
In the derivation of macroscopic equations we consider two cases. In the first, we take the limits in the order ε → 0 then a ε → 0, with no relationship assumed between these two parameters and, in the second, we study a distinguished limit motivated by the analysis in the first section. Note that in the first case, instead of a ε , we suppress the subscript to recall that a and ε are independent small parameters therein.
Derivation of macroscopic equations in the case of complete scale separation between ε and a
In this section, we assume complete scale separation between ε and a (i.e. we take the limit ε → 0 followed by a → 0). We adopt the ansatz
for x ∈ Ω L and t > 0, the functions u j each being Y -periodic in y (cf. [BLP78, KC12] ). We first fix 0 < a < 1/2, then perform a separate a → 0 analysis at each order in ε. Note that for the simplicity of presentation, we will consider linear boundary condition in (4), i.e. g(u) = u; the same calculations have also been performed for a smooth nonlinear function g(u) by Taylor expanding of g(u) about u 0 (see the Appendix).
a = O(1)
Even though this problem has already been analyzed using the method of formal asymptotic expansions in [LKP + 10], in order to set up for the sublimit a → 0 in the next section (as well as for the sake of completeness), we briefly recapitulate the main outcomes of this analysis here. The terms of order ε −2 in (2) and of order ε −1 in (4) yield
where Y a = Y \ B a , Γ a = ∂B a . The existence and uniqueness theory for linear elliptic equations with zero-flux and periodic boundary conditions (see e.g. [CD99] ) implies that solutions of (11) are independent of y, i.e.
For the terms of order ε −1 in (2) and of order ε 0 in (4) we then have
wherex = (x 1 , x 2 ). The solution reads u 1 (t, x, y, a) = U 1 (t, x, a) + ∇xu 0 (t, x, a) · ν(y, a),
where U 1 consists of contributions to u 1 that do not depend on the microscale and the vector function ν(y, a) = (ν 1 (y, a), ν 2 (y, a)), which is central to the macroscale formulation (see (18)), is the solution of
Finally, collecting the terms of order ε 0 in (2) and of order ε in (4) yields
Integrating (16) over Y a and using the divergence theorem (for more details see [K18] ) gives as the leading-order macroscale problem
where 
3.1.2 a 1 Now, we analyze (12), (15) and (17) in the subsidiary limit a → 0. Because of the large scale difference between the periodicity of the microscopic structure and the radius of the root hairs, in the analysis of the asymptotic behavior of the solution we can distinguish between the behavior in a region characterized by z = O(1), which will correspond to an inner solution (denoted using a superscript I ) and the behavior in a region characterized by y = O(1), corresponding to an outer solution (denoted using a superscript O ; for a more detailed exposition see [K18] ). Thus each of the terms in (10) requires its inner and outer analysis, some of which will involve expanding in δ = 1/ ln(a −1 ) 1. These logarithmic relationships arise due to two-dimensional microstructure, reflecting the fact that the Green's function of the Laplace operator in R 2 is proportional to ln(r), as will become obvious at O(ε 2 ). Note that for any n ≥ 2, we have · · · ε n · · · ε · · · a n · · · a · · · δ n · · · δ = 1/ ln(a −1 ) 1, due to the assumption of the complete scale separation between a and ε. We expand
The macroscopic behaviour of u 0,0 will be determined via Fredholm alternative at O(ε 2 ) (see (33)). Proceeding to O(ε), we should not aim to satisfy the boundary condition from (15) on Γ a in the y = O(1) region (this part of the boundary degenerates to a point in the limit a → 0) and we have an expansion
with ν O i being Y −periodic in y and satisfying Laplace's equation. Setting z = y/a in (15) we get
where Y 1/a = a −1 Y \ B 1 . This suggests an inner expansion of the form
It follows that ν I 0 is independent of z and
where r = z , and α = −1 is required to match with the outer region. Hence
To match the inner ν I and outer ν O , (20) has to contain terms of the form a (z 1 , z 2 ) z 2 = a 2 (y 1 , y 2 ) y 2 as y → 0. Noting that the solution of
where δ(y) is the Dirac delta function, has the behavior v(y) ∼ (y 1 , y 2 ) T y 2 as y → 0, we infer that ν O 2 = v. In order to uncover the effective behavior at the macroscale, we need to analyze (16) in the inner and outer regions and matching between these will eventually lead us to the homogenized equation (33).
Using the information we have gained on the inner and outer behavior of u 1 (via the knowledge of ν, see (14)), (16) becomes
Rescaling by z = y/a and using (6), we obtain
Recalling (19), we infer the following ansatz for u 2
where the inner (z = y/a = O(1)) expansion for ψ reads
and at the leading order we get
where Y ∞ = R 2 \ B 1 , the solution of which reads
Rewriting this in the outer variables y, we obtain
In the y = O(1) region, the ansatz (26) (rescaled to y variables) together with (30) results in an outer expansion for ψ of the form
which means that the substitution of (26) into (25) gives at the leading order
At the next order in the outer expansion, we need to capture the logarithmic contribution from (30) (required for matching with the inner solution), and we thus conclude
Due to the Fredholm alternative this problem admits a solution if and only if u 0,0 satisfies
where Ω L is defined in (1). We have thus obtained an outer approximation (writing out only the leading-order terms in every δ expansion)
Note as a consistency check that we could have also arrived at (33) more directly via the a → 0 limit in (17) (for details, see section 4.2 in [K18] ). However, in general, as we have δ −1 1, the ε 2 δ −1 term could be promoted to O(ε) or even O(1), depending on the specified limit behavior of δ with respect to ε → 0, thereby identifying the distinguished limit that we consider below.
Derivation of macroscopic equations: distinguished limit
In the asymptotic analysis in Section 3.1 we first took the limit ε → 0, and then a ε → 0. Motivated by the ε 2 δ −1 term (with δ −1 = ln(1/a ε )) from (34), in this section we consider the situation where ε and ln(1/a ε ) are dependent and analyze two cases, ε ln(1/a ε ) = O(1) (section 3.2.1) and ε 2 ln(1/a ε ) = O(1) (section 3.2.2). Note that even though the case ε ln(1/a ε ) = O(1) does not give us a distinguished limit, the O(ε) balance changes and thus this case is still worth studying. In both cases we set K(a ε ) = κ/a ε and use the formal asymptotic expansion
to derive the macroscopic equations, u j being Y -periodic with respect to the outer microscopic variables y =x/ε, forx = (x 1 , x 2 ). The convergence of solutions of the multiscale problems to solutions of the derived macroscopic equations in both cases will subsequently be confirmed via rigorous analysis in Section 4 and via numerics in Section 5. We consider a linear function g(u) = u in the boundary condition (4), the details on derivation of the macroscopic equations for nonlinear boundary conditions are given in the Appendix. In each of the next two subsections, λ is an O(1) quantity, with a different meaning in each.
Derivation of macroscopic equations in the case ε ln(1/a ε ) = λ
Observe first that the ε 2 δ −1 term from (34) becomes O(ε) here and therefore we do not expect it to impact on the leading order. The ansatz (35) yields
where
On the root surface we have
As in Section 3.1 we analyze the behavior of solutions for z = O(1) and y = O(1) successively. The scaling z = y/a ε = y e λ/ε implies
The inner approximations satisfy
which imply
Note that in this section we expand up to O(ε 4 ), because we wish to find a two-scale approximation valid up to O(ε 2 ) and compare it with full-geometry numerical simulation results in Section 5. The outer approximations satisfy
x) holds similarly. Since in the outer microscopic variables we have
to match logarithmic terms in outer and inner approximations we consider
The solvability condition for (42) yields
and substituting this result into (42) gives
Therefore
where ψ(y) is a solution (unique up to a constant) of
For similar reasons
and u O 3 is Y -periodic. Due to the periodicity conditions imposed on ψ, we conclude
At the next order, we obtain
and u O 4 is Y -periodic, and to match the contribution from the inner solution we require
The solvability of (50) implies
in Ω L and for t > 0. Thus we obtain the outer approximation
and the inner approximation
(53)
Writing the latter in terms of the outer microscopic variables y = a ε z gives
Comparing (52) with (54) at O(1) and O(ε) yields matching conditions
Matching the inner and outer solutions at O(ε 2 ) yields
where we have fixed the degree of freedom in the ψ, problem (46), by setting
Since there are no root hairs in Ω \ Ω L , in this part of the domain the macroscopic problem is given by the original equations. Thus, due to the continuity of concentration and fluxes on the interface ∂Ω L \ ∂Ω between the domain with root hairs and the domain without, we substitute (55) into (43) and obtain the macroscopic problem
in Ω,
where Γ R = Ω ∩ {x 3 = 0} and χ Ω L denotes the characteristic (or indicator) function of set Ω L . Notice that we obtain the same macroscopic equation as for u 0,0 in (33). This is because with ε ln(1/a ε ) = O(1), the term ε 2 δ −1 u 0,0 (t, x)ψ O −1 from (34) is promoted to O(ε) but does not affect the leading order. Substituting the second relation in (55) into (48) implies the following problem for the first order term
Finally, we substitute (56) into (51) and obtain
Then
where ψ is the solution of the 'unit cell' problem (46) satisfying (57). For the nonlinear boundary condition (4) on the surfaces of root hairs, together with the scaling assumption (6), we follow the same calculations as above and obtain
see the Appendix for the derivation. Equations for higher order approximations can be obtained in the same way as in the case of linear boundary conditions on the hair surfaces.
Derivation of macroscopic equations in the case
The relation ε 2 ln(1/a ε ) = λ is equivalent to a ε = e −λ/ε 2 . The formal asymptotic expansion (35) used in the equations (2)-(8) yields
The rescaling z = y/a ε implies
Then for the inner approximation we again obtain (39). Following the same calculations as in subsection 3.2.1, we obtain the outer approximation (52) and the inner approximation (53); writing the latter in terms of the outer variables y yields
Matching (52) to (65) at O(1) gives
Substituting (66) into (43) yields the macroscopic problem for u 0 (t,
Notice that (67) differs from the macroscopic equation in (33), because the term ε 2 δ −1 u 0,0 (t, x)ψ O −1 from (34) becomes O(1) with the present scaling; for λ = 0 we recover equation (33), as expected.
Substituting (68) into (48) implies that u 1 (t, x) = u O 1 (t, x) satisfies:
and we see that u 1 (t, x) = 0 (for all t > 0 and x ∈ Ω L ) solves this problem. Similarly,
together with condition (57) on function ψ. Using (70) in equation (51) yields
for t > 0. Hence for u 2 (t, x, y) = u O 2 (t, x, y) we obtain
where ψ is the solution of 'unit cell' problem (46) satisfying (57). For the nonlinear boundary condition (4) (with the scaling assumption (6)), using the Taylor expansion of g(u ε ) and following the same procedure as above gives Assuming the Michaelis-Menten boundary condition (5), we obtain the effective equation
for x ∈ Ω and t > 0, whereκ = λκ/D u (see the Appendix for the derivation).
Rigorous derivation of macroscopic equations
In this section we give a rigorous derivation of the macroscopic equations for (2)-(4), (7), (8). To prove the convergence of solutions of multiscale problem to the solution of the corresponding macroscopic equations we first derive a priori estimates for u ε , uniform in ε.
Due to the non-standard scale-relation between the size and the period of the microscopic structure considered here, i.e. a ε = r ε /ε 1, we need to derive modified trace estimates and extension results, taking into account the difference in the scales between ε and r ε . To derive estimates for the trace of u ε on Γ ε we follow similar ideas as in [CD88] with small modifications due to the cylindrical microstructure of Ω ε .
To derive macroscopic equations for problem (2)-(4), (7), (8) we define the following domains
Lemma 1.
For v ∈ H 1 (Ω ε ) we have the following trace inequality
where the constant µ is independent of ε and r ε .
withŷ = (y 1 , y 2 ) and for a.a. y 3 ∈ (0, L). Scaling by r ε /ρ in the boundary integral on the left-hand side and by ε in the volume integral on the right-hand side of (76) yields ρ r ε ∂Br ε |v| 2 dγ ε ≤ µ 1 1 ε 2 εY * (|v| 2 + ε 2 |∇xv| 2 )dx for x 3 ∈ (0, L), wherex = (x 1 , x 2 ), x 1 = εy 1 , x 2 = εy 2 , x 3 = y 3 . Adopting the changes of variables x j → x j + εξ in the integral over εY * and z j → z j + εξ in the boundary integral, with j = 1, 2, and multiplying by ε 2 , implies ε 2 r ε ∂Br ε +εξ |v| 2 dγ ε ≤ µ 2 εY * +εξ (|v| 2 + ε 2 |∇xv| 2 )dx.
Integrating the last inequality with respect to x 3 over (0, L) and summing up over ξ ∈ Ξ ε imply the estimate (75).
Lemma 2 (Extension lemma).
For
with a constant µ independent of ε.
Proof. ConsiderS = B 2ρ , S =S \ B ρ ,S L =S × (0, L), and S L = S × (0, L). Then the standard extension result for v ∈ H 1 (S × (0, L)) ensures that there existsv ∈ H 1 (S × (0, L)) such that v L 2 (S×(0,L)) ≤ µ 1 v L 2 (S×(0,L)) , ∇v L 2 (S×(0,L)) ≤ µ 1 ∇v L 2 (S×(0,L)) ,
see e.g. [CP99] . Then for
The estimates (78) then give
where the constant µ 1 is independent of r ε and ε, and x j = (r ε /ρ)y j for j = 1, 2, x 3 = y 3 . For the derivative with respect to x 3 we have
Combining the estimates above with the fact that
. Considering the last inequalities for Y ε * + εξ and summing up over ξ ∈ Ξ ε imply the extension and estimates stated in lemma.
Notice that a similar extension result was obtained in [CD88] for spherical perforations. Using the trace estimate in Lemma 1 we can now prove a priori estimates for solutions of (2)-(4), (7), (8).
Lemma 3. Under the assumptions that β ≥ 0, the function g is smooth, g(0) = 0 and g(η) ≥ 0 for η ≥ 0, initial condition 0 ≤ u in ≤ u max , and for K(a ε ) = κ/a ε , with κ > 0, solutions u ε of (2)-(4), (7), (8) satisfy the following a priori estimates u ε L ∞ (0,T ;L 2 (Ω ε )) + ∇u ε L 2 ((0,T )×Ω ε ) ≤ µ,
for any τ ∈ (0, T ), where θ τ v = v(t + τ, x) for t ∈ [0, T − τ ] and x ∈ Ω ε , and the constant µ is independent of ε and r ε .
Proof. Considering u ε as a test function in (9) yields
for s ∈ (0, T ]. Using the trace estimate (75) and the fact that v 2 L 2 ( Ω ε ) ≤ v 2 L 2 (Ω ε ) , and applying the Gronwall inequality, we obtain the first estimate stated in the lemma. Considering
with q(t) = 1 for t ∈ (0, T − τ ) and q(t) = 0 for t ∈ [−τ, 0] ∪ [T − τ, T ], as a test function in (9) and using the first estimate in (79) we obtain the estimate for θ τ u ε − u ε L 2 (0,T −τ ;L 2 (Ω ε )) .
Using the a priori estimates (79), together with properties of the extension operator, see Lemma 2, we can prove convergence of a sequence of solutions of the multiscale problem to one of the corresponding macroscopic equations. First we derive the macroscopic problem in the case of linear boundary conditions, i.e. g(u) = u in (4). The case of a nonlinear function g(u) will be considered in Theorem 2. Theorem 1. Consider K = κ/a ε and ε 2 ln(1/a ε ) = λ for some λ > 0 and κ, β ≥ 0 and initial condition 0 ≤ u in ≤ u max . Then a sequence {u ε } of solutions of (2)-(4), (7), (8) converges to a solution u 0 ∈ L 2 (0, T ; H 1 (Ω)) of the macroscopic problem (67). If K = κ/a ε and ε ln(1/a ε ) = λ for λ > 0, then a sequence {u ε } of solutions of (2)-(4), (7), (8) converges to a solution u 0 ∈ L 2 (0, T ; H 1 (Ω)) of the macroscopic equations (58).
Proof. The a priori estimates (79) and extension Lemma 2 imply
with a constant µ independent of ε and for any τ ∈ (0, T ), where u ε is identified with its extension. Hence there exists a function u 0 ∈ L 2 (0, T ; H 1 (Ω)) such that
To pass to the limit as ε → 0 in the weak formulation (9) of the multiscale problem (2)-(4), (7), (8) we need to construct an appropriate corrector to compensate the boundary conditions on Γ ε . Define w ε to be the solution of
wherex = (x 1 , x 2 ), which can be solved explicitly to obtain
forx ∈ B ερ \ B rε . We extend w ε in a trivial way to (B ερ \ B rε ) × (0, L) and denote it byŵ ε (x) = w ε (x). Then we extendŵ ε (x) periodically with period εY into Ω ε ∩ Ω ε 0 and by 1 into Ω ε . Using φ =ŵ ε ψ 1 + ψ 2 as a test function in (9), where ψ 1 ∈ C 0 (0, T ; C 1 (Ω L )), ψ 2 ∈ C 0 (0, T ; C 1 (Ω \ Ω L )), with ψ 1 (t,x, L) = ψ 2 (t,x, L) = 0, and extended by zero into Ω M −L,T = (0, T ) × (Ω \ Ω L ) and Ω L,T = (0, T ) × Ω L respectively, yields
Notice that the assumptions on ψ 1 and ψ 2 and the construction ofŵ ε ensure that φ ∈ L 2 (0, T ; H 1 (Ω ε )). The second term in the last equality can be rewritten as
By the definition ofŵ ε , we have ∇ · (D u ∇ŵ ε ) = 0 in Ω ε L \ Ω ε L and ∇ŵ ε = 0 in Ω ε L . The definition of w ε also implies ∇ŵ ε
with some constant µ independent of ε. Sinceŵ ε is bounded in Ω ε L , |Ω L \ Ω ε L | → 0 as ε → 0, andŵ ε = 1 in Ω ε L , we obtain that w ε → 1 in L 2 (Ω L ) strongly, where w ε is the extension ofŵ ε by zero into Ω L \ Ω ε L . Thus strong convergence of the extension of u ε in L 2 ((0, T ) × Ω) and weak convergence of ∇ŵ ε 0 in L 2 (Ω L ), using the same notation forŵ ε and its extension, ensure
The fact that ∇u ε L 2 (Ω T ) ≤ C and |Ω \ Ω ε | → 0 as ε → 0, as well as
Hence applying two-scale convergence on oscillating boundaries, see e.g. [ADH96, NR96] , we obtain
Combining all the calculations from above and considering as test function ψ ∈ L 2 (0, T ; H 1 (Ω)), with ∂ t ψ ∈ L 2 (Ω T ), imply the macroscopic equation and boundary conditions in (67). Standard arguments [PR10] ensure that u 0 also satisfies the initial condition in (67). If ε ln(1/a ε ) = λ then the solution of problem (82) is given by
and we have D u ∇ŵ ε · n = κ ε/ρ 1 + (κ/D u )(ελ + ε 2 ln(ρ)) on Γ ε 0 .
In this case the boundary integral converges to
and we obtain the macroscopic equation as in (58). Now we consider the nonlinear boundary condition (4) on the boundaries of the microstructure, i.e. on the surfaces of root hairs.
Theorem 2. Consider K = κ/a ε , for κ > 0, and ε 2 ln(1/a ε ) = λ for some λ > 0, let g be a smooth monotone function with g(0) = 0 and g(η) ≥ 0 for η ≥ 0, initial condition 0 ≤ u in (x) ≤ u max for x ∈ Ω, and β ≥ 0. Then a sequence {u ε } of solutions of (2)-(4), (7), (8) converges to a solution u 0 ∈ L 2 (0, T ; H 1 (Ω)) of the macroscopic problem (73). If K = κ/a ε and ε ln(1/a ε ) = λ for λ > 0 then a sequence {u ε } of solutions of (2)-(4), (7), (8) converges to a solution u 0 ∈ L 2 (0, T ; H 1 (Ω)) of the macroscopic equations (62).
Proof. In the same way as in Theorem 1, using a priori estimates (79) and extension Lemma 2 we obtain the following convergence results u ε u 0 weakly in L 2 (0, T ; H 1 (Ω)), u ε → u 0 strongly in L 2 ((0, T ) × Ω).
As in the proof of Theorem 1, the main step is to construct an appropriate corrector to pass to the limit in the integral over the boundaries of the microstructure. In a similar way as in [GLP + 15, JNRS14], we define w ε to be the solution of ∆w ε = 0 in B ερ \ B rε , w ε = 1 on ∂B rε , w ε = 0 on ∂B ερ .
Then we extend w ε by 1 into B rε , in a trivial way into the x 3 -direction for x 3 ∈ (0, L) and by w ε (x)(1 + ( + ε) , and by 0 into Ω ε L+ε = Ω ε \ Ω ε 0,L+ε . We denote this extension of w ε again by w ε . Then w ε (x) = ln( |x| ερ )[ln( rε ερ )] −1 for x ∈ Ω ε ∩ Ω ε 0 and w ε (x) = 0 for x ∈ Ω ε L+ε . The assumption on the relation between ε and a ε = r ε /ε implies
for some constant µ > 0 independent of ε. This, together with similar arguments as in Theorem 1, implies that w ε 0 weakly in H 1 (Ω) and strongly in L 2 (Ω). To prove convergence of solutions of problem (2)-(4), (7), (8), using monotonicity of g, we rewrite its weak formulation (9) as variational inequality
for any φ ∈ L 2 (0, T ; H 1 (Ω ε )), with ∂ t φ ∈ L 2 ((0, T ) × Ω ε ).
Considering φ = ψ −κg(h)w ε , for ψ ∈ C 1 0 (0, T ; C 2 (Ω)), as a test function in (87), whereκ = λκ/D u and h is the solution of h +κg(h) = ψ, and using strong convergence in L 2 (Ω T ) of w ε and of extension of u ε , together with |Ω \ Ω ε | → 0 as ε → 0, we obtain
Here and in what follows we use the same notation for u ε and its extension. For the second term in (87), weak convergence of ∇u ε and |Ω \ Ω ε | → 0 as ε → 0 ensure
For the first part of the last term the strong convergence of w ε and weak convergence of ∇w ε and ∇u ε in L 2 (Ω T ) ensure lim
ε→0 Ω ε T D uκ ∇g(h)w ε ∇(ψ −κg(h)w ε − u ε )dxdt = 0, and the second part can be rewritten as
where lim ε→0 I 2 = 0, due to weak convergence of ∇w ε and strong convergence of u ε and w ε in L 2 (Ω T ). Using that ∆w ε = 0 in Ω ε ∩ Ω ε 0 and ∇w ε = 0 in Ω ε \ (Ω ε 0 ∪ Ω ε 0,L+ε ) and integrating by parts in I 1 yield
where, due to lim ε→0 ∇w ε L 2 (Ω ε 0,L+ε ) = 0, we have
The two-scale convergence on oscillating boundaries, see e.g. [ADH96, NR96] , implies
and the remaining step is to show
Since h is the solution of h +κg(h) = ψ and g is monotone and continuous we have
The trace estimate (75) yields
as ε → 0. Note that −λ < ε 2 ln(ρ) ≤ 0 for all ε ≥ ε 0 , considering a sufficiently small ε 0 > 0 and 0 < ρ < 1/2. Collecting all calculations from above and taking the limit as ε → 0 in (87), with φ = ψ −κg(h)w ε , we obtain
for any ψ ∈ L 2 (0, T ; H 1 (Ω)), with ∂ t ψ ∈ L 2 ((0, T ) × Ω). By choosing now ψ = u 0 ± σϕ, for σ > 0 and ϕ ∈ L 2 (0, T ; H 1 (Ω)), with ∂ t ϕ ∈ L 2 ((0, T ) × Ω), and letting σ → 0 we obtain that u 0 is the solution of the macroscopic problem (73). If K = κ/a ε and ε ln(1/a ε ) = λ, we again rewrite problem (2)-(4), (7), (8) as variational inequality (87) and consider the limit as ε → 0. The convergence of the first two terms and of the last integral in (87) follows directly from the weak converge u ε u 0 in L 2 (0, T ; H 1 (Ω)) and the fact that |Ω \ Ω ε | → 0 as ε → 0. To show that
we consider the solution of the following problem ∇ · (D u ∇w ε ) = 0, D u ∇w ε · ν = ε 2 κ r ε on ∂B rε ,w ε = 0 on ∂B ερ , given byw ε = ε 2 (κ/D u ) ln(|x|/(ερ)), extended in a trivial way to (B ερ \ B rε ) × (0, L) and then εY -periodically
with a constant µ > 0 independent of ε. Then
Hence taking in the last equality the limit as ε → 0 and using weak convergence of u ε in L 2 (0, T ; H 1 (Ω)) and two-scale convergence on Γ ε 0 , together with the fact that lim ε→0 ∇w ε L 2 (Ω ε ∩Ω ε 0 ) = 0, imply (89). By choosing φ = u 0 ± σϕ, for σ > 0 and ϕ ∈ L 2 (0, T ; H 1 (Ω)), with ∂ t ϕ ∈ L 2 ((0, T ) × Ω), and letting σ → 0 we obtain that u 0 is the solution of the macroscopic problem (62). Notice that in the case ε ln(1/a ε ) = λ we can show convergence of solutions of problem (2)-(4), (7), (8) directly, without rewriting it as a variational inequality.
Hence the key result (73) of the formal analysis is rigorously confirmed.
Numerical simulations for multiscale and macroscopic models
In this section we present numerical simulations of (2)-(4), (7), (8) and of the zero, first and second order approximations of solutions of the macroscopic problems, see (67), (69), (71). All simulations in this section were performed using standard finite element methods as implemented in FEniCS [LMW11] , with meshed domains generated using NETGEN [SCH97] . Steady-state (elliptic) problems were solved directly, while for time-dependent (parabolic) problems, backwards Euler discretization in time was used and the solution at time t+∆t was calculated using the stationary solver with the solution at time t entering the right-hand side of the weak formulation as a given forcing term (as described in [LMW11] ). Since the scale-relation ε 2 ln 1/a ε = λ for small ε results in a very small value for a ε , which is numerically challenging, we consider (only) ε = 0.5 and observe that a ε = 0.01 with such ε gives λ = ε 2 ln 1/a ε ≈ 1.15. Continuous Galerkin finite element method of degree 1 was used and tetrahedral meshes for the full-geometry simulations were created using in-built NETGEN generators with automatic mesh refinement close to the root hair, so that the size of any tetrahedron does not exceed 0.03, which in the most-frequently-studied case of a ε = 10 −3 (see below) yielded O(7 × 10 5 ) tetrahedra. For the macroscopic problems in our two-scale expansions (i.e. u 0 , u 1 and U 2 ), we generated meshes with the maximum mesh size of 0.05, which yielded O(14000) tetrahedra for the mesh for domain Ω, and O(7000) for the mesh for domain Ω L .
We first consider the steady-state problem for equation (2), imposing a constant level of nutrient at the cut-off distance u ε (t, x) = 1 on x 3 = M, t > 0,
and a zero-flux boundary condition on ∂Ω \ {x 3 = M }, i.e. β = 0. Then in the corresponding macroscopic problem we have u 0 (t, x) = 1 on x 3 = M, D u ∇u 0 (t, x) · n = 0 on ∂Ω \ {x 3 = M }, t > 0.
Notice that the choice of boundary condition on x 3 = M does not affect the derivations of macroscopic equations in sections 3 and 4. The symmetries of the full-geometry problem and the periodicity of the microstructure ensure that the solution of this problem has the same behavior in each periodicity cell ε(Y + ξ) × (0, L), for ξ ∈ Z 2 , see Figure 2 . Hence it is sufficient to determine the solution within a single periodicity cell εY × (0, L). To illustrate the differences in the behavior of the multiscale solutions and those of the corresponding macroscopic problems (58) and (67) for two different scale-relations between ε and a ε , we vary a ε from 10 −1 to 10 −3 , see Figure  3 . The default parameter values used throughout this section are summarized in Table 1 .
For a ε = 10 −1 (Figure 3(b) ), the steady-state solution of problem (58) (Figure 3(a) ) gives a good averaged approximation to that of (2)-(4) , (7), (8), whereas for a ε = 10 −2 and a ε = 10 −3 (Figure 3(c,d) ) the differences between the solution of the macroscopic problem (58) and those of (2)-(4), (7), (8) become more significant and, as ε 2 ln (1/a ε ) approaches 1, steady-state solutions of the macroscopic problem (67) provide better approximations to those of the full model, as predicted. The analysis in Section 3.2.1 implies that for any scale relations satisfying a ε e −1/ε 2 as ε → 0 the same macroscopic equation (58) pertains. We now compare these solutions at a fixed distance from the root surface. First, we fix x 3 = 0 and plot the solutions along a diagonal joining the opposite corners of this plane. This way, we study behavior at the root surface, and the results for decreasing a ε are shown in Figure 4(a,c,e ). Solutions of the full problem (2)-(4) (blue) show nutrient depletion zones close to the hair surface with increasingly sharp concentration gradients for a decreasing value of a ε due to the scaling of the uptake constant (6). Numerical simulations reveal that steady-state solutions of the macroscopic problem (58) underestimate, and those of the macroscopic problem (67) overestimate, the averaged behavior of steady-state solutions of the full problem (2)-(4), (7), (8). While the solutions of (58) provide us with a better approximation to the full-geometry behaviour than those of (67) for a ε = 10 −1 , the opposite is true for a ε = 10 −3 , which confirms the validity of our asymptotic results. Leading-order approximations (i.e. homogenized solutions) naturally cannot capture large depletion gradients present in full-geometry simulations near root hair surfaces. Comparison with higher-order approximations will be discussed later (see Figure 6 ).
Simulation results at x 3 = 0.75, i.e. outside the root hair-zone, see Figure 4(b,d,f) , demonstrate that as a ε decreases and approaches the scale relation ε 2 ln (1/a ε ) = O(1), steady-state solutions of the macroscopic model (67) provide better approximations to the full model (2)-(4), (7), (8) than those of (58).
Numerical solutions to the steady-state problem (2)-(4), (7), (8) with a nonlinear boundary condition on Γ ε , i.e. with g(u ε ) = u ε /(1 + u ε ), and to the corresponding macroscopic problems (62) and (73) are also presented in Table 1 . Table 1 . The time derivative is discretized using the backwards Euler method, with the time step of 0.01. Figure 4(g,h) . All model parameters are as in Table 1 and Picard iteration was used to solve the nonlinear problem (as described in [LMW11] ). Similar differences between solutions of the full model and the two macroscopic problems are observed in time-dependent solutions, see Figure 5 (note that we used a zero-flux boundary condition at x 3 = M in this case, thus modelling competition with a neighboring root at x 3 = 2M ). Numerical solutions for the first and second order corrections, given by (59), (61), (69) and (72), for the two different scale relations between ε and a ε are presented in Figure 6 .
The differences between these illustrate the importance of the correct approximation. Since we chose our parameters so that ε 2 ln 1/a ε = O(1) we have that solutions of (67)-(72) provide better approximations to those of the full problem (2)-(4), (7), (8) than solutions of (58)-(61).
Discussion
The analysis from Section 3.1.2 using two independent small parameters ε and a uncovered a term of order ε 2 ln(1/a), which causes problems relating to commutation of the two limits under consideration (see (34)). Based on this observation, we then studied two scale relations given by ε ln(1/a ε ) = O(1) and ε 2 ln(1/a ε ) = O(1). In the ε ln(1/a ε ) = O(1) case, the mentioned term becomes O(ε), and thus it does not affect the leading-order problem (58), but the O(ε) problem (59). In the ε 2 ln(1/a ε ) = O(1) case, the same term becomes O(1), affects the leading-order problems and thus leads to distinguished limits, see (67) for the linear boundary condition show comparison at the root surface x 3 = 0 for the linear problem with the problem (67) (brown diamonds), the problem (58) (yellow squares), the second-order approximation (58) -(61) (red crosses), and with the second-order approximation (67) -(72) (green dashed line), using the same initial condition and parameters as in Figure 5 . and (73) for the nonlinear boundary condition. Notice that the sink term in the distinguished limit (67) is obtained by dividing the sink term in the standard limit (58) by 1 + λκ/D u > 1, implying weaker effective nutrient uptake in the hair zone. This is because assuming ε 2 ln(1/a ε ) = O(1), the uptake rate per unit hair surface area becomes large, causing very sharp nutrient depletion near hairs so that the diffusion is not fast enough to keep the concentration profile uniform. Under these circumstances, the difference between the nutrient concentration at the hair surface (used in the full-geometry model) and the averaged nutrient concentration (used in the sink terms) becomes significant and this gives rise to the new limit. Subsequently, we rigorously proved the convergence of solutions of the multiscale problem to solutions of the macroscopic equations for both the linear and nonlinear boundary conditions at surfaces of root hairs and confirmed the applicability of the two limit equations (as well as higher-order correctors) in different parameter regimes via numerical simulations.
Derivation of macroscopic equations for nonlinear boundary conditions on root hair surfaces
Case ε ln (1/a ε ) = O(1)
Following the same procedure as in Section 3.2.1, we obtain the same equations as in (39), but with different boundary conditions for u I 2 , u I 3 , and u I 4 , namely
Hence the corresponding solutions are We also obtain the same matching condition (55). Hence we obtain an effective equation
Case ε 2 ln (1/a ε ) = O(1)
Applying the formal asymptotic expansion ansatz (35) in multiscale problem (2)-(4), (7), (8) again yields (63), equipped here with the modified boundary condition e λ/ε 2 ε −1 D u ∇ z + D u ∇ x (u 0 + εu 1 + · · · ) ·n = −ε κ e λ/ε 2 g u 0 + εu 1 + · · · = −ε κ e λ/ε 2 g(u 0 ) + εg (u 0 )u 1 + ε 2 g (u 0 )u 2 + ε 2 1 2 g (u 0 )u 2 1 + · · · on Ω L × ∂B 1 .
In the case of inner solutions, for u I 0 and u I 1 we have the same equations and boundary conditions as in (39) and for u I 2 , u I 3 , and u I 4 we obtain the same equations as in (39) In the same way as in Subsection 3.2.2, for the outer approximation we obtain u O ε (t, x) = u O 0 (t, x) + εu O 1 (t, x) + ε 2 U O 2 (t, x) + 2π(κ/D u )g(u I 0 (t, x))ψ(y) + · · · .
Then the matching condition for inner and outer solutions for zero order terms implies
and the macroscopic equation for u 0 (t, x) = u O 0 (t, x) reads
where h = h(u 0 ) is the solution of u 0 = h + λ (κ/D u )g(h). Adopting the Michaelis-Menten boundary condition (5), condition (96) can be rewritten as a quadratic equation
with unique non-negative solution
and the effective equation (97) thus becomes (74).
