Abstract. We prove the existence of entire solutions to some abstract higher order Cauchy problem for a dense subset of initial values.
Let X be a complex Banach space, and let A be a closed linear operator on X with dense domain D(A). We study analytic properties of strong solutions of the higher order Cauchy problem (p) (t) = Ax(t), t ∈ [0, ∞),
These questions were considered for the cases p = 1, 2 and for uniformly well-posed Cauchy problems in the papers [3, 6, 7] (and related topics in [1] ). The special properties of semigroups and cosine (sine) functions that correspond to such Cauchy problems were used in the arguments. But in the case p ≥ 3 the Cauchy problem (1) is uniformly well-posed if and only if A is a bounded operator [3] .
So it is natural to treat the problem (1) in its intrinsic terms and essentially weaken well-posedness assumptions.
Let us consider a particular case of the problem (1):
x (p) (t) = Ax(t), t ∈ [0, ∞),
Definition 1. We say that a closed densely defined linear operator A satisfies the condition (G) if the set E = {x 0 ∈ D(A) | there exists a solution x(t, x 0 ) of the problem (2) such that
for some α = α(x 0 ) > 0 and some C > 0 } is dense in X. Remark 1. If p = 2 and A is a generator of the strongly continuous cosine function, we can put E = D(A).
Remark 2. The inequality (3) implies that the solution x(t, x 0 ) of (2) also satisfies the inequalities
Indeed, (4) follows from the identity
The following two examples illustrate the condition (G).
Example 1.
We shall show that the condition (G) is not too restrictive. Let A be a closed densely defined operator satisfying the assumption: there exist C 0 > 0, 0 < a < 1 and b 0 such that R(z, A), the resolvent of (G 1 ) A, exists for Re z ≥ max {b 0 , c 0 | Im z| a }, and
Then, according to [1] ,
It is easy to see that the function
is a solution of the Cauchy problem (2) and
Therefore, the condition (G 1 ) is sufficient for (G). (But it is not necessary. See example 2(b). )
Example 2(a)
. Now we shall demonstrate that the condition (G) indeed limits the growth of solutions of (1) . To this aim we modify an idea of the example from [5] to higher order equations. Set 
ω being a p-th root of unity, is a strong solution of the problem (2). Indeed,
Moreover, by routine estimations one can prove that
In a similar way we can indicate a Cauchy problem of the form (2) for which some solutions grow faster then e t p as t → ∞ (take, for instance,
and the same operator A in C([0, 1]) ).
Example 2(b).
Next we give an example showing that the implication (G) ⇒ (G 1 ) is false. The construction is close to the preceding one. We describe it
The operator A satisfies condition (G) with the set (2) can be derived by means of formula (5) . On the other hand, the spectrum of A fills the whole complex plane. So the condition (G 1 ) is not satisfied.
Remark 3. Thus introduction of the condition (G) allows us to treat the Cauchy problem (2), for which the resolvent set of the operator A is empty.
The next theorem partially generalizes the main statements of [1, 2, 7] and is proved following the general idea of [2] . The proof of the theorem depends on the following result.
Lemma 1. Let f : R
+ → X be a strongly measurable function satisfying the condition
Proof. Observe that the next representation is true for every m ∈ N and b = 1:
and, on the other hand, Further, we shall prove the following inequalities:
where (2n)!! := 2 · 4 · 6 · ... · 2n, n ∈ N. Proceed by induction on m. The inequalities (12), (13) are obviously true for m = 1, 2. Suppose that they hold for every m ≤ m 0 and every 0 ≤ k ≤ m − r m . For the next reasoning one has to consider two cases.
1. If a m0+1−k,m0+1 has the form a rm 0 +1,m0+1 (k = m 0 + 1 − r m0+1 ), we use the relations (10), (11) for the estimates. For m0 p / ∈ N we get from (13)
If m0 p ∈ N, then similarly from (12), (13) (12) is satisfied. For fixed m 0 we use induction again. Assume that (12) holds for some k 0 and pass from k 0 to k 0 + 1. From (9) a (m0+1)−(k0+1),m0+1 = a m0−k0,m0+1 = −pa m0−k0−1,m0
By the induction hypothesis a m0−k0−i,m0−i , 0 ≤ i ≤ m 0 − s, and a rs,s can be estimated according to (12), (13). Note also that
So from (14), (12) and (13) we get
Thus the required estimates (12), (13) are proved. (Observe that we shall not succeed if we substitute (12) directly in (14).)
Further, let m = np. Then r m = r np = n and
where a i,np , n ≤ i ≤ np, are defined by (6) . So using (12), (13) we obtain:
By the last inequality
Then (15) implies
The lemma is proved.
Proof of Theorem 1. Let
is a solution to (2), a > α(x 0 ), x 0 ∈ E ,
The following estimates demonstrate that the elements of E can be approximated by the elements of E 1 .
For arbitrary x 0 ∈ E,
Using the continuity of x(t, x 0 ) at 0, we have x ε → x 0 , ε → 0. The last statement and condition (G) imply that E 1 is dense in X. Further, condition (G) and integration by parts yield for y ∈ E 1 that y ∈ D(A) and
By induction,
By Lemma 1, So the following corollary is true.
Corollary 1. Under the condition (G) on the operator
A there is a dense subset E 1 in X such that for every y ∈ E 1 the Goursat problem (17) has a strong solution.
(Concerning the existence of strong solutions to abstract Goursat problems, see [7, 4, 8] ).
The next corollary modifies the statement of Theorem 1 for Cauchy problems of the form (1). 
Corollary 2. Let the operator

