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1 はじめに
本論文は，ハリソン・クレプスのアプローチを再検討し，無裁定価格
理論の原型をマルチンゲール理論に依存せずに構築した．無裁定をマル
チンゲールで直接に把握するのではなく，無裁定とマルチンゲールの双
方を把握する共通の数理基盤を置く．原型の構築が終わると，マルチン
ゲールを前面に出し，マルチンゲールの表現定理とギルサノフの定理に
取り組む．これ等の定理も，適切な統一基盤を設定して平易に扱う．
無裁定価格理論に取り組もうとすると，ほぼ確実に，数学的な負担の大
きいことが話題になる．マルチンゲール，ブラウン運動，確率積分，伊
藤公式，確率微分方程式，ギルサノフの定理など，いわゆる確率解析が
立ちはだかる．確率解析は，少し前なら，数学科でも，限られた専門家
だけが扱う地味な領域であった．
数理経済学ならば，これまでも，相当に高度な数学を使ってきた．位相
の一般的な概念を超えて，代数的位相幾何学の不動点定理を自在に活用
した．位相は直観的な把握が可能であり，利用しやすい数学である．し
かし，確率解析は勝手が違う．確率・統計で養った感覚だけでは把握が難
しく，不安を伴う使用となる．
金融経済学や金融工学が確率解析に対する態度を様々に工夫したのは
当然である．その中から，初歩的で実用的な，コックス・ロス・ルビンス
タインの２項モデルが出現した．ブラック・ショールズ価格公式は，確
率・統計の中心極限定理を知っていれば，２項モデルから導出できる．ハ
リソン・クレプスは，マルチンゲール理論の利用によって，無裁定価格
理論の基本定理と適正価格を導いた．
コックス・ロス・ルビンスタインで概略を把握し，ハリソン・クレプス
のアプローチに従えば，無裁定価格理論の基本部分は，大きな困難なく
理解できるはずである．しかし，現実は，そうではない．一部の専門家
を除けば，実務家に限らず，リスク中立確率や同値マルチンゲール測度
を明確には把握していない．この状況は改革されるべきであり，本論文
がその第一歩である．金融数理の要点は線型代数で十分に理解できる．
本論文の提出にあたり，松田忠三教授，野村芳正教授，大鋸崇准教授
から丁寧な御指導を頂きました．深く感謝いたします．
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2 論文目標と各章概要
2.1 論文の目標
本論文は，無裁定価格理論に焦点を合わせた金融数理で最も重要な３
つの定理，無裁定価格理論の基本定理・マルチンゲールの表現定理・ギ
ルサノフの定理を，線型代数の視点に立脚して平易に統一的に解明する．
足場となる線型空間は，有限集合Ω = {ω1, · · · , ωi, · · · , ωn} を標本空間
にもつ確率事象空間M=(Ω,B) 上の線型空間である．具体的には，M上
の確率変数X の全体から成る線型空間 VMと，増大情報系A = {At}Tt=0
が設定された確率事象空間M=(Ω,B ;A={At}Tt=0 ) 上の，正値確率測度P
によるマルチンゲール X = {Xt}Tt=0 の全体が定める線型空間WM[P] の
２つである．
本論文は，無裁定条件を把握する手段として，期待値に関する零化測
度の概念を提起する．VMの部分集合Kに対し，Kの任意要素Xの期待
値が零EQ[X] = 0 となる正値確率測度Q を，Kの零化測度という．Kに
零化測度があれば，Kを零化可能とよぶ．零化測度・零化可能の概念は，
更に，マルチンゲール化条件を把握する手段としても機能する．
基本定理の原型を，マルチンゲール理論から分離して，零化測度・零
化可能の概念で確立することが本論文の第１目標である．これに付随し
て，なぜ無裁定とマルチンゲールが結び付くのか，も解明する．加えて，
証券市場の完備性も零化測度・零化可能の観点で解明する．零化の観点
に立てば，派生請求権Xの適正価格が零化測度の期待値EQ[X] で与えら
れることが瞬時に納得できる．
本論文の第２目標は，Pマルチンゲール全体の線型空間WM[P] に対し
て，A適合で内積と同じ性質を持つ確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 を定
義し，その定義の必然性を示すことである．この 〈X ,Y〉 を内積確率過程
とよぶ．内積確率過程を定義して，線型空間WM[P] を有限次元の内積空
間と見做せば，マルチンゲールの表現定理が直交基底定理として理解さ
れる．内積確率過程 〈X ,Y〉 から得られる微分公式を活用すれば，ギルサ
ノフの定理も見通し良く導出できる．
零化測度・零化可能と内積確率過程を数理基盤に選び，上記３つの定
理を線型代数のアプローチで解明することが本論文の目標である．
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2.2 3章の概要
3章の目的は，下記の定理3.2と命題3.19を詳細に証明することである．
Theorem 3.2
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉は無裁定
]

[
Zが生成する部分線型空間LV[Z¯(2), Z¯(3)]は零化可能
]
．
Proposition 3.19
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 が無裁定であるならば，Z の生成す
る部分線型空間LV[Z¯(2), Z¯(3)] に対し，下記の同値式が成り立つ．[
LV[Z¯
(2), Z¯(3)]は零化一意
]

[
dim
(
LV[Z¯
(2), Z¯(3)]
)
= n− 1
]
．
付記：
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
証券市場 Z = 〈Z(1),Z(2),Z(3)〉 は１つの債券価格過程 Z(1) = {Z(1)t }Tt=0
と，２つの証券価格過程Z(2) = {Z(2)t }Tt=0 , Z(3) = {Z(3)t }Tt=0 の３つで構成
されたベクトル確率過程とされる．
〈Z(1),Z(2),Z(3)〉 = {〈Z(1),Z(2),Z(3)〉t}
T
t=0
〈Z(1),Z(2),Z(3)〉t = (Z
(1)
t , Z
(2)
t , Z
(3)
t
)．
ただし，本論文では，Z(1)が債券価格過程であることを全く利用しない．
Z(1)が証券価格過程であっても，本論文の主張はそのまま成り立つ．証券
市場Z = 〈Z(1),Z(2),Z(3)〉 に対し，Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 で定義される証
券市場を正規化証券市場という．これは，金融理論の慣用に従うと，割
引証券市場である．
Z¯(k) = {Z¯
(k)
t
}Tt=0 =
{
Z
(k)
t
Z
(1)
t
}T
t=0
[ k = 1, 2, 3 ]．
証券市場を３項ベクトルの確率過程Z = 〈Z(1),Z(2),Z(3)〉 で定めたので，
投資戦略も３項ベクトルの確率過程α = 〈α(1), α(2), α(3)〉 である．各確率
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過程 α(1), α(2), α(3)には，それぞれ債権 (1),証券 (2),証券 (3)の保有数量
過程の意味が込められている．
投資戦略α = 〈α(1), α(2), α(3)〉 から見て，証券市場Z = 〈Z(1),Z(2),Z(3)〉
と正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 の相異は極めて小さい．次の補題
Lemma 3.9
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉では，投資戦略α = 〈α(1), α(2), α(3)〉
の全てが下記の等式を充足する．
3∑
k=1
∫ T
0
α(k)s dZ¯
(k)
s =
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s ．
が僅かな相異を教える．しかし，補題3.9に注目すると定理3.1を得る．
Theorem 3.1
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Zは無裁定
]

[
(LV[ Z¯(2), Z¯(3)] ∩ V
+
M
) = {0}
]
．
付記：
VM =
{
X |X :M[P] = (Ω,B,P)上の確率変数
}
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }．
定理3.2と定理3.1が，何故に正規化証券市場 Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 の定
理であって，証券市場 Z = 〈Z(1),Z(2),Z(3)〉 の定理ではないのか．それ
は，定理3.1の証明が補題3.9を起点とするからである．本論文が証券市
場Z = 〈Z(1),Z(2),Z(3)〉だけでなく，正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉
までも導入するのは補題3.9を得るためである．
本論文は，幾何学的な考察に全く依存することなく，定理3.1を導出す
る．その上で，定理3.1の与える無裁定条件に，新しい視点から幾何学的
な解釈を与える．新しい視点は下記の定義3.22で導入される．
Definition 3.22
Kを線型空間 VMの部分集合とする．このKに対し，次式が成り立つな
らば，Kは [期待値に関して ] 零化可能であるという．すなわち，等式を
成立させる正値確率測度Qが存在するならば，Kは零化可能といわれる．
∃Q ∈ ρ++
M
[
∀X∈K : EQ[X] = 0
]
．
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零化可能は，確率・統計の初歩的な知識があれば，何の困難もなく理解
できる．使用する際に，ほとんど何も負担がない．にも拘らず，大きな
力を発揮する．具体的にいうと，下記の命題3.15が成り立つ．
Proposition 3.15
LVを線型空間 VMの部分線型空間とする．この LVに対し，下記の同値
式が成り立つ．
∀LV⊂VM
[ [
LV :零化可能
]

[
(LV ∩ V
+
M
) = {0}
] ]
．
正規化証券市場 Z が生成する部分線型空間 LV[Z¯(2), Z¯(3)] に命題3.15適
用し，それと定理3.1を結合すれば，定理3.2が得られる．
零化可能の観点から検討すると，命題3.11等が自然に現れてくる．この
自然さも零化可能の観点の利点であり，更には零化可能の強力さである．
Proposition 3.11
L , L1 , L2 を線型空間 VM の部分線型空間とし，LはL1とL2の和空間
L = L1 + L2 であるとする．このとき，下記の同値式が成り立つ．すな
わち，L1と L2が同時に零化可能であることと，Lが零化可能であるこ
とは同値である．[
∃Q∈ ρ++
M
[
∀i (= 1, 2) ∀X ∈ Li : EQ[X] = 0
] ]

[
∃P∈ ρ++
M
[
∀X ∈ L(= L1 + L2) : EP[X] = 0
] ]
．
命題3.11は定理3.2の無裁定条件を分解する際に役立ち，定理3.2から
下記の系題3.8が得られる．
Corollary 3.8
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉は無裁定
]

[
部分線型空間LV[Z¯(2)]とLV[Z¯(3)]は同時に零化可能
]
．
付記：
LV[ Z¯(k)] =
{∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(k) : A可予測}．
7
2.3 4章の概要
4章の目的は２つに大別される．その１つは，完備な正規化証券市場Z
に関する事項で，下記の定理4.1と定理4.2を証明することである．
Theorem 4.1
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉が無裁定であれば，下記が成り立つ．[
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉は完備である
]

[
∀X∈V+
M
[
(XはZの派生請求権)＆(XはZで価格EQ[X]をもつ)
]]
．
ただし，QはZが生成する部分線型空間LV[ Z¯(2), Z¯(3)] の零化測度である．
Theorem 4.2
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉が無裁定であれば，下記が成り立つ．[
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉は完備である
]

[
Zが生成する部分線型空間LV[Z¯(2), Z¯(3)]は零化一意
]
．
付記：
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
定理4.1を証明するために，定義4.6を確立して，命題4.4を準備する．
Definition 4.6
任意の派生請求権Xに対し，下記のように定義する．
∀X ∈ (V+
M
∩ LV[ Z¯(2), Z¯(3)])[ [
∃!C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]

[
派生請求権Xは正規化証券市場Zで価格 Cをもつ
] ]
．
ただし，C : 定値確率変数 ; α = 〈α(1), α(2), α(3)〉 : 自己調達的な投資戦略
で次式の初期条件を充足 (∑3k=1 α(k)0 Z¯(k)0 ) = C．
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派生請求権Xに対しCとαが存在することは，定義4.6より前で保証さ
れる．定義4.6は，Cの存在が一意であるときに，CをXの価格と定め
る．一意的存在の必要十分条件は命題4.4が教える．
Proposition 4.4
和空間L
V
[Z¯(2), Z¯(3)] = VM[A0]+LV[Z¯
(2), Z¯(3)] の直和条件に対し，下記の
同値式が成り立つ．[
和空間の直和条件：(VM[A0] ∩LV[ Z¯(2), Z¯(3)] ) = {0}
]

[
∀X(∈LV[ Z¯(2), Z¯(3)] )∃!C∃α : X = C+
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
．
付記：
VM[A0] =
{
C (∈ VM)
∣∣ C :定値確率変数}．
命題4.4は，下記の補題4.6を介して，定理4.1に関与する．部分線型
空間 LV[Z¯(2), Z¯(3)] の零化可能，すなわち正規化証券市場 Z の無裁定は，
和空間L
V
[Z¯(2), Z¯(3)] が直和であるための十分条件である．
Lemma 4.6
部分線型空間LV[Z¯(2), Z¯(3)] が零化可能であれば，和空間LV[Z¯(2), Z¯(3)] は
直和条件を充足する．[
(LV[ Z¯(2),Z¯(3)]∩V
+
M
) = {0}
]
→
[
(VM[A0]∩LV[ Z¯(2),Z¯(3)]) = {0}
]
．
正規化証券市場Z の完備性は，少し形式的だが，条件付請求権Xの集合
である非負象限V+
M
と，派生請求権の集合である (V+
M
∩L
V
[ Z¯(2), Z¯(3)]) と
の一致で定める．この定義で定理4.1の成立環境が整う．
Definition 4.7
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記のように定義する．[
正規化証券市場Zは完備
]

[
(V+
M
∩ LV[ Z¯(2), Z¯(3)]) = V
+
M
]
．
定義4.7からは下記の補題4.9も証明され，定理4.2が成り立つ．
Lemma 4.9
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Zは完備
]

[
dim(L
V
[ Z¯(2), Z¯(3)]) = n
]
．
9
4章の目的の２つ目は，補題4.14と補題4.15を導出して，マルチンゲー
ル化と零化の同値を示すことである．
Lemma 4.14
X = {Xt}
T
t=0を確率事象空間M=(Ω,B ;A={At}Tt=0 ) のA適合な確率過
程とする．このXに対し，下記の同値式が成り立つ．[
Xはマルチンゲール化可能
]

[
LV[X]は零化可能
]
．
Lemma 4.15
X = {Xt}
T
t=0を確率事象空間M=(Ω,B ;A={At}Tt=0 ) のA適合な確率過
程とする．このXに対し，下記の同値式が成り立つ．[
Xはマルチンゲール化一意
]

[
LV[X]は零化一意
]
．
付記：
LV[X] =
{∫ T
0
αsdXs (∈ VM)
∣∣∣ α= {αt}Tt=0 : A可予測 }．
補題4.14は，命題4.12を零化可能の観点で見直せば，直ちに得られる．
Proposition 4.12
Qを確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度とする．このQ
と，A適合な確率過程X = {Xt}Tt=0 に対し，下記の同値式が成り立つ．[
X = {Xt }
T
t=0は正値確率測度 Qのマルチンゲール
]

[
A可予測な任意のα={αt}Tt=0でEQ
[∫ T
0
αsdXs
]
= 0
]
．
部分線型空間LV[X]を設定して命題4.12を振り返ると，命題4.12のマル
チンゲール条件から零化の状況が浮かび上がり，下記の補題4.13になる．
Lemma 4.13
Qを確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度とする．このQ
と，A適合な確率過程X = {Xt}Tt=0 に対し，下記の同値式が成り立つ．[
A可予測な任意のα={αt}Tt=0で EQ
[∫ T
0
αsdXs
]
= 0
]

[
正値確率測度 Qで ∀Y ∈ LV[X] : EQ[Y ] = 0が成立
]
．
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補題4.14からは補題4.16と補題4.17が導かれて，定理4.3が成り立つ．
Lemma 4.16
X(1) = {X
(1)
t }
T
t=0と X(2) = {X(2)t }Tt=0を共にM=(Ω,B ;A={At}Tt=0 ) のA
適合な確率過程とする．このX(1)とX(2)に対し，次の同値式が成り立つ．[
X(1)とX(2)は同時にマルチンゲール化可能である
]

[
部分線型空間LV[X(1)]とLV[X(2)]は同時に零化可能
]
．
Lemma 4.17
X(1) = {X
(1)
t }
T
t=0と X(2) = {X(2)t }Tt=0を共にM=(Ω,B ;A={At}Tt=0 ) のA
適合な確率過程とする．このX(1)とX(2)に対し，次の同値式が成り立つ．[
和空間LV[X(1),X(2)]は零化可能である
]

[
X(1)とX(2)は同時にマルチンゲール化可能
]
．
付記：
LV[X(1),X(2)] =
{
2∑
k=1
∫ T
0
α(k)s dX
(k)
s
(
∈ VM
) ∣∣∣∣ α(1), α(2) : A可予測
}
．
Theorem 4.3
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Zは無裁定である
]

[
Z¯(2)とZ¯(3)は同時にマルチンゲール化可能
]
．
同様にして，補題4.15からは，定理4.4が成り立つ．Z¯(1) = {Z¯(1)t }Tt=0
は，Z¯(1)t が定値確率変数 1であるから，任意の確率測度でマルチンゲー
ルになる．従って，定理4.3も定理4.4も，実質は Z¯(1)，Z¯(2)，Z¯(3) の３
つ同時のマルチンゲール化を述べている．
Theorem 4.4
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 が無裁定であれば，下記の同値式が
成り立つ． [
正規化証券市場Zは完備である
]

[
Z¯(2)とZ¯(3)は同時にマルチンゲール化一意
]
．
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2.4 5章の概要
正値確率測度Pによるマルチンゲールの全体が定める線型空間をWM[P]
と表記した．5章では，線型空間WM[P]に対して，A={At}Tt=0 適合で内
積と同じ性質を持つ確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 を定義し，その定義
に至る必然性も十分に解明する．更に，WM[P] を内積空間と同様に扱う
ことにより，マルチンゲール表現定理を線型代数における通常の定理と
して証明する．加えて，確率過程 〈X ,Y〉 から微分公式を導き，その微分
公式を用いて，ギルサノフ定理の証明と必然性を述べる．
確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 は下記の式で定義され，一般的には可予
測 2次共変分過程と呼ばれるが，本論文は単純に内積確率過程と称する．
〈X ,Y〉t = EP[X0 ·Y0 |A0 ] +
t∑
s=1
EP[ (Xt−Xt−1) ·(Yt−Yt−1) |As−1 ]．
本論文は発見的なアプローチで内積確率過程を導入する．いきなり Pマ
ルチンゲールの線型空間WM[P] に取り組むことは避け，確率変数の線型
空間 VMから出発する．
線型空間 VMには 4章で期待値EP[X ·Y ] の内積を設定している．その
期待値内積の拡張が定義5.1で，定義拡張の成果が命題5.1である．
Definition 5.1
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) を台とする線型空間 VM において，
〈X,Y |At〉 = EP[X ·Y |At] (∀X∀Y ∈ VM , 0 ≤ t ≤ T )
で定義された 〈X, Y |At〉 を VMにおけるAt付の内積確率変数という．
Proposition 5.1
Xと Y がAt付の直交XtY ならば，Xと Y は本来の直交X⊥Y である．
∀X∀Y ∈ VM : 〈X,Y |At〉 = 0 → (X, Y ) = 0．
線型空間WM[P]に対する内積確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0は，線型
空間 VMの内積確率変数 〈X, Y |At〉 に倣って定める．そのためには，ま
ず，線型空間WM[P] に期待値内積を定義する必要がある．
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Definition 5.3
M = (Ω,B ;A) を台とする Pマルチンゲール線型空間WM[P] に対して，
(X ,Y) = EP
[
T∑
t=0
Xt · Yt
] (
∀X={Xt}
T
t=0 , ∀Y={Yt}
T
t=0 ∈WM[P]
)
で定義される (X ,Y) を線型空間WM[P] の内積という．
内積 (X ,Y) と同じ性質のA適合な確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 を定
義するために，内積確率変数 〈X, Y |At〉 からの類推で，要請を２つ置く．
[要請 1] 〈X ,Y〉tはEP[Xt · Yt |At−1]に類似した確率変数であること．
[要請 2] 〈X ,Y〉 = 0の直交性から (X ,Y) = 0の直交性が導けること．
これ等の要請は，更に具体化されて，下記の仮設となる．
[仮設 1] 内積確率過程 〈X ,Y 〉 = {〈X ,Y〉t}Tt=0 はA = {At}Tt=0 可予測．
[仮設 2] X · Y− 〈X ,Y〉 = {Xt · Yt − 〈X ,Y〉t}Tt=0 は Pマルチンゲール．
上記の仮設があると，簡単な差分方程式が導かれ，〈X ,Y〉t の決定に至る．
確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 を定めれば，下記の定理5.1，マルチン
ゲール表現定理が射程に入る．有限次元の内積空間に対する直交基底定
理の証明に倣えばよいが，補題5.18の程度の準備は必要である．
Theorem 5.1
零定値でない要素も含む Pマルチンゲール線型空間WM[EP] に対して，
正の整数 kが一意に定まり，下記の論理式が成り立つ．
∃X1 · · · ∃Xk∈WM[P] :
(
∀i∀j(1 ≤ i ≤ j ≤ k) : i = j → XiXj
)
＆(
∀Y∈WM[P]∃!G1∈LW[X1]· · ·∃!Gk∈LW[Xk] : (Y− Y0) =G1+ · · ·+Gk
)
．
Lemma 5.18
内積確率過程 〈X ,Y〉 = {〈X ,Y〉t }Tt=0 とノルム確率過程 〈X〉 = {〈X 〉t }Tt=0
との間には次の関係が成り立つ．
∀X∀Y∈WM[EP] ∃!µ∈RM : 〈X ,Y〉 = 〈X ,Y〉0 +
∫
µd〈X〉．
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内積確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 は線型空間WM[P] に内積の拡張を
与えるだけでなく，微分公式 d〈Λ ,X〉t = EP[ΛtdXt |At−1 ] も生み出す．
Λ = {Λt}
T
t=0 はRadon-Nikodym過程である．この微分公式を下記の自明
な補題5.28に適用すると定理5.2が得られる．定理5.2はギルサノフ定
理の１つである．
Lemma 5.28
X = {Xt}
T
t=0を確率空間M[Q]=(Ω,B,Q ;A={At}Tt=0 ) のA適合な任意の
確率過程とする．この Xに対し，Mの確率過程 Y= {Yt}Tt=0 を次式で定
めれば，Yは確率測度 Qでマルチンゲールになる．
Y0 = X0 , ∀t(1 ≤ t ≤ T ) : dYt = dXt − EQ[dXt |At−1 ]．
Theorem 5.2
Pと Qが共に確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度であ
るとき，任意の PマルチンゲールX= {Xt}Tt=0 に対し Y={Yt}Tt=0を次式
∀t(0 ≤ t ≤ T ) : Yt = Xt −
∫ t
0
d〈Λ ,X〉s
Λs−1
で定めれば，Mの確率過程 Yは確率測度 Qでマルチンゲールになる．
Radon-Nikodym過程を指数関数型の確率積分方程式で表現しておけば，
内積確率過程の微分公式を使って，補題5.33と定理5.3も得られる．
Lemma 5.33
dYt = dXt −EQ[dXt |At−1 ] = dXt − d〈Φ ,X〉t．
Theorem 5.3
Pと Qが共に確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度であ
るとき，任意の PマルチンゲールX= {Xt}Tt=0 に対し Y={Yt}Tt=0を次式
∀t(0 ≤ t ≤ T ) : Yt = Xt − 〈Φ ,X〉t [すなわち Y = X− 〈Φ,X〉 ]
で定めれば，Mの確率過程 Yは確率測度 Qでマルチンゲールになる．
可予測 2次共変分過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 の微分公式は，2次共変分
過程 [X ,Y] = {[X ,Y]t}Tt=0 のギルサノフ定理に対しても有効に機能する．
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3 無裁定条件と零化可能条件
3.1 証券市場と正規化証券市場
本論文の設定する標本空間 Ωは空でない有限集合で，相異なる n個の
要素 [標本点 ]を持つ．従って，Ωは下記のように表現される．
Ω = {ω1, · · · , ωi, · · · , ωn} [ 1 ≤ n < +∞ , i = j → ωi = ωj ]．
Ωを台とする確率事象空間M=(Ω,B) と確率空間M[P]=(Ω,B,P) に対し
ては，確率事象族Bと確率測度 Pが下記の条件を充足する，と定める．
B = {M |M ⊂ Ω }， ∀ω ∈ Ω : P(ω) > 0．
必要に応じて，MやM[P]に増大情報系A = {At}Tt=0 を設定し，その際は
(1) [ t :非負整数 ] ＆ [ 1 ≤ T < +∞ ]である．
(2) ∀t (0 ≤ t ≤ T ) : Atは標本空間Ωの直和分割である．
(3) [ A0 = {Ω} ] ＆ [ AT = { {ω} | ω ∈ Ω } ]である．
(4) ∀t (1 ≤ t ≤ T ) : 直和分割Atは直和分割At−1の細分である．
と仮定する．増大情報系A = {At}Tt=0 の設定された確率事象空間Mや確
率空間M[P] は次のように表記される．ただし，適宜，略式で表記する．
M=(Ω,B ;A={At}
T
t=0 )，M[P]=(Ω,B,P ;A={At}Tt=0 )．
標本空間が有限集合Ω = {ω1, · · · , ωi, · · · , ωn} であることから，確率事
象空間M=(Ω,B) の確率変数X [ X : Ω −→ R, ωi −→ ai ] は，実数 n個
を 1行に並べた 1組 (a1, · · · , ai, · · · , an) で表現される．従って，確率変数
Xを n次元の実線型空間Rnの 1点と同一視してよい．このことから，確
率変数の全体 VMは実線型空間Rnと同一視される．
Definition 3.1
確率事象空間がM=(Ω,B) であるとき，M上の確率変数の全体から成る
線型空間を VMと表記し，Mを台とする線型空間という．あるいは，簡
単に，M上の線型空間という．
付記：確率空間M[P]=(Ω,B,P) でも，全く同様に定義する．表記も VM
を流用し，煩雑さを避けるために，表記 VM[P]は用いない．
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非負象限に相当する V+
M
と，正象限に相当する V++
M
も定義しておこう．
Definition 3.2
確率事象空間がM=(Ω,B) であるとき，Mを台とする線型空間 VMの非
負象限 V+
M
と正象限 V++
M
を次式で定義する．
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }，
V++
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) > 0 }．
付記：確率空間M[P]=(Ω,B,P) でも，全く同様に定義する．表記も V+
M
と V++
M
を流用する．
債権価格の確率過程と証券価格の確率過程を導入するために，増大情報
系A = {At}Tt=0を足場として，At可測の概念とA適合の概念を定義する．
Definition 3.3
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) において，確率変数Xが次式を充
足するならば，X はAt可測であるという．すなわち，X が各Dで定値
ならば，XはAt可測であるという．
∀D∈At
[
∃定数 ∀ω ∈D : X(ω) =定数
]
．
付記：確率事象空間M=(Ω,B ;A={At}Tt=0 ) でも，全く同様に定義する．
Definition 3.4
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) において，確率過程 X = {Xt}Tt=0
が下記の条件を充足するならば，確率過程Xは増大情報系A に適合する
という．あるいは，簡略に，X はA適合であるという．
∀t (0 ≤ t ≤ T ) : 確率変数XtはAt可測である．
付記：確率事象空間M=(Ω,B ;A={At}Tt=0 ) でも，全く同様に定義する．
増大情報系のAtは標本空間Ωの t期における直和分割であり，直和分割
の各要素は t期における確率事象である．t期の債権価格，t期の証券価
格は共に t期の各確率事象で定数額とする．従って，債権価格過程と証券
価格過程はA適合であることを前提に定義される．
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Definition 3.5
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) の A適合な確率過程 Z = {Zt}Tt=0
が下記の条件式を充足するならば，確率過程 Z を債券価格過程という．[
∀t (0≤ t≤T ) : Zt > 0
]
＆
[
∀t (1≤ t≤T ) : Zt−1 ≤ Zt
]
．
Definition 3.6
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) の A適合な確率過程 Z = {Zt}Tt=0
が下記の条件式を充足するならば，確率過程 Z を証券価格過程という．
∀t (0≤ t≤T ) : Zt > 0．
金融理論の慣用に従って，債権価格過程と証券価格過程の２つを導入し
た．しかし，本論文は，債権価格過程の条件２項目Zt−1 ≤ Ztを全く使用
しない．従って，証券価格過程だけあれば，本論文の展開が可能となる．
次の定義は，証券市場と投資戦略を定義するための準備である．３つの
確率過程から構成される，３項ベクトルの確率過程を定めている．本論
文は，記述の簡便さと一般性のバランスを考えて，便宜的に３項ベクト
ルとした．本論文の展開方式は２項～有限項ベクトルで通用する．
Definition 3.7
M[P]=(Ω,B,P ;A={At}
T
t=0)の確率過程 X(1) = {X(1)t }Tt=0,X(2) = {X(2)t }Tt=0,
X(3) = {X
(3)
t }
T
t=0 に対し，確率過程 〈X(1),X(2),X(3)〉 を次式で定義する．
〈X(1),X(2),X(3)〉 = {〈X(1),X(2),X(3)〉t}
T
t=0
〈X(1),X(2),X(3)〉t = (X
(1)
t , X
(2)
t , X
(3)
t
)．
慣用に従い，債券価格過程と証券価格過程で証券市場を構成する．ただ
し，下記のZ(1) が証券価格過程であっても，理論的には全く支障が無い．
Definition 3.8
債券価格過程１つ Z(1) = {Z(1)t }Tt=0 ，証券価格過程２つ Z(2) = {Z(2)t }Tt=0 ,
Z(3) = {Z
(3)
t }
T
t=0 の３つで構成された確率過程 Z = 〈Z(1),Z(2),Z(3)〉 を証
券市場という．
付記：台となる確率空間M[P] や確率事象空間Mを明示して，確率空間
M[P]=(Ω,B,P ;A={At}
T
t=0 ) 上の証券市場Z = 〈Z(1),Z(2),Z(3)〉 等という
こともある．
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確率過程X = 〈X(1),X(2),X(3)〉に対してもA = {At}Tt=0適合を定めておく．
Definition 3.9
M[P]=(Ω,B,P ;A={At}
T
t=0 )の確率過程X = 〈X(1),X(2),X(3)〉に対し，下記
のように定義する．[
XはA = {At}Tt=0適合である
]

[
X(1),X(2),X(3) の全てがA適合である
]
．
Corollary 3.1
Z = 〈Z(1),Z(2),Z(3)〉 を確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) 上の証券市
場とする．この証券市場ZはA = {At}Tt=0 適合である．
投資戦略の確率過程を定義するために，A = {At}Tt=0 適合から一歩を
進めて，A可予測の概念を準備する．
Definition 3.10
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 )において，確率過程α = {αt}Tt=0が
下記の条件を充足するならば，αは増大情報系Aに関して可予測である
という．あるいは，簡略に，αはA可予測であるという．[
α0はA0可測
]
＆
[
∀t(1≤ t≤T ) : αtはAt−1可測
]
．
付記：確率事象空間M=(Ω,B ;A={At}Tt=0 ) でも，全く同様に定義する．
確率過程 α = {αt}Tt=0で，例えば，αtを t期の保有株数と考えよう．t期
の株価Ztは，t期に定まるから，At可測であればよい．これに対し，t期
の保有株数 αtには，t− 1期に αtを定め得る余地が必要であり，At−1可
測が必要とされる．何かの手段で t − 1期の内に Ztを推測することを前
提に，t− 1期の内に保有株数を αt−1から αtに変更するためである．
Definition 3.11
M[P]=(Ω,B,P ;A={At}
T
t=0 )の確率過程X = 〈X(1),X(2),X(3)〉に対し，下記
のように定義する．[
XはA = {At}Tt=0可予測である
]

[
X(1),X(2),X(3) の全てがA可予測である
]
．
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証券市場は３項ベクトルの確率過程Z = 〈Z(1),Z(2),Z(3)〉 で定めた．これ
に対応して，投資戦略も同様のα = 〈α(1), α(2), α(3)〉 として定義する．
Definition 3.12
３つの確率過程 α(1) = {α(1)t }Tt=0 , α(2) = {α(2)t }Tt=0 , α(3) = {α(3)t }Tt=0 で構
成された確率過程α = 〈α(1), α(2), α(3)〉 がA = {At}Tt=0 可予測であるなら
ば，確率過程α を投資戦略という．
Corollary 3.2
投資戦略α = 〈α(1), α(2), α(3)〉を構成する３つの確率過程 α(1) = {α(1)t }Tt=0 ,
α(2) = {α
(2)
t }
T
t=0 , α
(3) = {α
(3)
t }
T
t=0 は何れもA = {At}Tt=0 可予測である．
投資戦略 α = 〈α(1), α(2), α(3)〉 を構成する各確率過程 α(1), α(2), α(3)に
は，それぞれ債権 (1),証券 (2),証券 (3)の保有数量過程の意味が込められ
ている．このことを明確にしておくために，下記の一連の定義を置く．
Definition 3.13
投資戦略α = 〈α(1), α(2), α(3)〉 に対し，証券市場Z = 〈Z(1),Z(2),Z(3)〉 で，
４つの確率変数 Yt ，Y (1)t ，Y (2)t ，Y (3)t を下記のように定義する．そして，
Y
(k)
t を資産(k)の t期金額 といい，Ytを投資戦略αに従う t期資産総額
という．
Yt =
3∑
k=1
[
Y
(k)
t
]
，Y (k)t = α(k)t · Z(k)t ．
付記：α(k) = {α(k)t }Tt=0 , Z(k) = {Z(k)t }Tt=0 である．Ytに対しては，簡単に，
投資戦略αの t期資産総額ともいう．
Definition 3.14
投資戦略α = 〈α(1), α(2), α(3)〉 に対し，証券市場Z = 〈Z(1),Z(2),Z(3)〉 で，
４つの確率変数Gt , G(1)t , G(2)t , G(3)t [ t ≥ 1] を下記のように定義する．
そして，G(k)t を資産(k)の t期損益，といい，Gtを投資戦略αに従う t期
損益総額という．
Gt =
3∑
k=1
[
G
(k)
t
]
，G(k)t = α(k)t · (Z(k)t − Z(k)t−1)．
Definition 3.15
投資戦略α = 〈α(1), α(2), α(3)〉 に対し，証券市場Z = 〈Z(1),Z(2),Z(3)〉 で，
４つの確率変数 G˜t , G˜(1)t , G˜(2)t , G˜(3)t [ t ≥ 1] を下記のように定義する．
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そして，G˜(k)t を資産(k)の t期累積損益 といい，G˜tを投資戦略αに従う
t期累積損益総額という．
G˜t =
3∑
k=1
[
G˜
(k)
t
]
，G˜
(k)
t =
t∑
s=1
[
α(k)s · (Z
(k)
s − Z
(k)
s−1)
]
．
t = 0の場合を含む累積損益を考えると，離散型Stieltjes積分の形式が利
用できる．本論文は確率積分の形式を積極的に利用する．
Definition 3.16
投資戦略α = 〈α(1), α(2), α(3)〉 に対し，証券市場Z = 〈Z(1),Z(2),Z(3)〉 で，
下記の定義をする．そして，k = 1～3で，等式左辺を α(k)の Z(k)による
[ tまでの ] 確率積分という．∫ t
0
α(k)s dZ
(k)
s =
{
定値確率変数 0 [ t = 0 ]∑t
s=1
[
α
(k)
s · (Z
(k)
s − Z
(k)
s−1)
]
[ 1 ≤ t ≤ T ]．
以上で，準備的な概念の定義は終了した．ここから暫くの間，投資戦略
αに従う t期資産総額が初期資産総額と t期累積損益総額の合計である
状況の基本事項，すなわち，資金を自己調達で賄う投資戦略の基本事項
を検討する．
Definition 3.17
投資戦略 α = 〈α(1), α(2), α(3)〉 が証券市場Z = 〈Z(1),Z(2),Z(3)〉 で下記の
等式を充足するならば，投資戦略α は証券市場Z で自己調達的であると
いう．あるいは，簡単に，自給的であるという．
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t =
3∑
k=1
[
α
(k)
0 Z
(k)
0 +
∫ t
0
α(k)s dZ
(k)
s
]
．
Lemma 3.1
投資戦略 α = 〈α(1), α(2), α(3)〉 は証券市場Z = 〈Z(1),Z(2),Z(3)〉 で下記の
同値式を充足する．[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t =
3∑
k=1
[
α
(k)
0 Z
(k)
0 +
∫ t
0
α(k)s dZ
(k)
s
]]

[
∀t (1≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t −
3∑
k=1
α
(k)
t−1Z
(k)
t−1 =
3∑
k=1
α
(k)
t (Z
(k)
t −Z
(k)
t−1)
]
．
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Proof : →の成立は，下記の等式を辿れば明らか．
3∑
k=1
α
(k)
t Z
(k)
t −
3∑
k=1
α
(k)
t−1Z
(k)
t−1
=
3∑
k=1
[
α
(k)
t Z
(k)
t − α
(k)
t−1Z
(k)
t−1
]
=
3∑
k=1
[ ∫ t
0
α(k)s Z
(k)
s −
∫ t−1
0
α(k)s Z
(k)
s
]
=
3∑
k=1
[ t∑
s=1
α
(k)
t (Z
(k)
t − Z
(k)
t−1) −
t−1∑
s=1
α
(k)
t (Z
(k)
t − Z
(k)
t−1)
]
=
3∑
k=1
[
α
(k)
t (Z
(k)
t − Z
(k)
t−1)
]
←の証明は以下の通りである．
3∑
k=1
α(k)s Z
(k)
s −
3∑
k=1
α
(k)
s−1Z
(k)
s−1 =
3∑
k=1
α(k)s (Z
(k)
s − Z
(k)
s−1)
が与えられれば，
t∑
s=1
[ 3∑
k=1
α(k)s Z
(k)
s −
3∑
k=1
α
(k)
s−1Z
(k)
s−1
]
=
t∑
s=1
[ 3∑
k=1
α(k)s (Z
(k)
s − Z
(k)
s−1)
]
が成り立つので，
3∑
k=1
α
(k)
t Z
(k)
t −
3∑
k=1
α
(k)
0 Z
(k)
0 =
t∑
s=1
[ 3∑
k=1
α(k)s (Z
(k)
s − Z
(k)
s−1)
]
=
3∑
k=1
[ t∑
s=1
α(k)s (Z
(k)
s − Z
(k)
s−1)
]
を経て，次式となる．
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t =
3∑
k=1
[
α
(k)
0 Z
(k)
0 +
∫ t
0
α(k)s dZ
(k)
s
]
．
この補題の同値式下段は，t期資産総額と t − 1期資産総額の差が t期と
t− 1期の価格変動だけで決まることを表現している．これは，t− 1期か
ら t期への移行において，資金の追加や撤収が無いことを意味する．t− 1
期の資産総額は全て，t− 1期の末に，t期に向けて再投資される．
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Definition 3.18
投資戦略α = 〈α(1), α(2), α(3)〉 に対し，証券市場Z = 〈Z(1),Z(2),Z(3)〉 で，
４つの確率変数 Y˜t−1 , Y˜ (1)t−1 , Y˜ (2)t−1 , Y˜ (3)t−1 を下記のように定義する．そし
て，Y˜ (k)t−1を資産(k)の t−1期再投資額 といい，Y˜t−1を投資戦略αに従う
t−1期組替投資総額という．
Y˜t−1 =
3∑
k=1
[
Y˜
(k)
t−1
]
，Y˜ (k)t−1 = α(k)t · Z(k)t−1．
付記：Y˜t−1に対しては，投資戦略αの t−1期再投資総額とも表現する．
下記の系題は，投資戦略αが自給的であることの意味を明確に示している．
Corollary 3.3
投資戦略 α = 〈α(1), α(2), α(3)〉 は証券市場Z = 〈Z(1),Z(2),Z(3)〉 で下記の
同値式を充足する．[
∀t (1≤ t≤T ) :
3∑
k=1
α
(k)
t−1Z
(k)
t−1 =
3∑
k=1
α
(k)
t Z
(k)
t−1
]

[
∀t (1≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t −
3∑
k=1
α
(k)
t−1Z
(k)
t−1 =
3∑
k=1
α
(k)
t (Z
(k)
t −Z
(k)
t−1)
]
．
Proof : 次式より明らかである．[ 3∑
k=1
α
(k)
t Z
(k)
t −
3∑
k=1
α
(k)
t−1Z
(k)
t−1 =
3∑
k=1
α
(k)
t (Z
(k)
t − Z
(k)
t−1)
]

[ 3∑
k=1
α
(k)
t Z
(k)
t −
3∑
k=1
α
(k)
t−1Z
(k)
t−1 =
3∑
k=1
α
(k)
t Z
(k)
t −
3∑
k=1
α
(k)
t Z
(k)
t−1
]
．
Proposition 3.1
投資戦略 α = 〈α(1), α(2), α(3)〉 は証券市場Z = 〈Z(1),Z(2),Z(3)〉 で下記の
同値式を充足する．[
∀t (1≤ t≤T ) :
3∑
k=1
α
(k)
t−1Z
(k)
t−1 =
3∑
k=1
α
(k)
t Z
(k)
t−1
]

[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t =
3∑
k=1
[
α
(k)
0 Z
(k)
0 +
∫ t
0
α(k)s dZ
(k)
s
]]
．
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Proof : 補題3.1 と系題3.3 から明らかである．
次の補題は，債権価格過程と証券価格過程の定義に立ち戻れば，全く明
らかである．この補題は，正規化証券市場を導入するための準備である．
Lemma 3.2
証券市場Z = 〈Z(1),Z(2),Z(3)〉 の
Z(1) = {Z
(1)
t
}Tt=0 , Z(2) = {Z
(2)
t
}Tt=0 , Z(3) = {Z
(3)
t
}Tt=0
に対し，３つの確率過程 Z¯(1) , Z¯(2) , Z¯(3) を
Z¯(k) = {Z¯
(k)
t
}Tt=0 =
{
Z
(k)
t
Z
(1)
t
}T
t=0
[ k = 1, 2, 3 ]
で定義すれば，次式が成り立つ．[
∀t (0≤ t≤T ) : Z¯
(1)
t = 1
]
＆
[
∀t (1≤ t≤T ) : Z¯
(1)
t−1 = Z¯
(1)
t
]
＆
[
∀t (0≤ t≤T ) : Z¯
(2)
t > 0
]
＆
[
∀t (0≤ t≤T ) : Z¯
(3)
t > 0
]
．
補題3.2 は，Z(1)が債権価格過程ではなく，証券価格過程であっても成り
立つ．Z(1)は，分母の役割を担うので他の 2つ Z(2), Z(3) と異なるが，債
権価格過程に限定されない．
Definition 3.19
証券市場Z = 〈Z(1),Z(2),Z(3)〉
Z(1) = {Z
(1)
t
}Tt=0 , Z(2) = {Z
(2)
t
}Tt=0 , Z(3) = {Z
(3)
t
}Tt=0
に対し，Z = 〈Z¯(1), Z¯(2), Z¯(3)〉
Z¯(k) = {Z¯
(k)
t
}Tt=0 =
{
Z
(k)
t
Z
(1)
t
}T
t=0
[ k = 1, 2, 3 ]
で定義される証券市場を正規化証券市場という．あるいは，金融理論の
慣用に従って，割引証券市場という．
付記：Z¯(1)は割引債券価格過程，Z¯(2)と Z¯(3)は割引証券価格過程といわ
れる．t期の価格Z(1)t ，Z(2)t ，Z(3)t を 0期まで引き戻した価格 Z¯(1)t ，Z¯(2)t ，
Z¯
(3)
t の確率過程を意味する．
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正規化証券市場Z においても，資産総額・損益総額・累積損益総額・確
率積分・自己調達・組替投資総額などが，証券市場Zの場合と同様に定
義される．割引を付加して割引資産総額などと称すべきだが，煩瑣を避
けるために，割引は付加しない．
Definition 3.20
投資戦略α = 〈α(1), α(2), α(3)〉 が正規化証券市場 Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 で
下記の等式を充足するならば，投資戦略α は正規化証券市場Z で自己調
達的であるという．あるいは，簡単に，自給的であるという．
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]
．
次の補題は，t− 1期の証券市場Zで資産総額と組替投資総額が等しいこ
とと，t− 1期の正規化証券市場Z で資産総額と組替投資総額が等しいこ
との同値を示している．
Lemma 3.3
投資戦略α = 〈α(1), α(2), α(3)〉 は，証券市場 Z = 〈Z(1),Z(2),Z(3)〉 と正規
化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 で，下記の同値式を充足する．[
∀t (1≤ t≤T ) :
3∑
k=1
α
(k)
t−1Z
(k)
t−1 =
3∑
k=1
α
(k)
t Z
(k)
t−1
]

[
∀t (1≤ t≤T ) :
3∑
k=1
α
(k)
t−1Z¯
(k)
t−1 =
3∑
k=1
α
(k)
t Z¯
(k)
t−1
]
．
Proof : 割引債券価格過程と割引証券価格過程の定義により明らか．
更に，t期の資産総額が初期資産総額と t期の累積損益総額の和であるこ
とに関する同値式も成り立つ．
Lemma 3.4
投資戦略α = 〈α(1), α(2), α(3)〉 は，証券市場 Z = 〈Z(1),Z(2),Z(3)〉 と正規
化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 で，下記の同値式を充足する．[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t =
3∑
k=1
[
α
(k)
0 Z
(k)
0 +
∫ t
0
α(k)s dZ
(k)
s
]]

[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]]
．
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Proof : 下記の同値変形を辿れば，成立は明らかである．[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t =
3∑
k=1
[
α
(k)
0 Z
(k)
0 +
∫ t
0
α(k)s dZ
(k)
s
]]

[
∀t (1≤ t≤T ) :
3∑
k=1
α
(k)
t−1Z
(k)
t−1 =
3∑
k=1
α
(k)
t Z
(k)
t−1
]

[
∀t (1≤ t≤T ) :
3∑
k=1
α
(k)
t−1Z¯
(k)
t−1 =
3∑
k=1
α
(k)
t Z¯
(k)
t−1
]

[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]]
．
Proposition 3.2
いかなる投資戦略 α = 〈α(1), α(2), α(3)〉 においても，投資戦略 α が証券
市場 Z = 〈Z(1),Z(2),Z(3)〉 で自給的であることと，投資戦略 α が正規化
証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 で自給的であることは同値である．[
αは証券市場Zで自給的
]

[
αは正規化証券市場Zで自給的
]
．
Proof : 補題3.4 から明らかである．
投資戦略αは，証券市場Zで自給的，初期資産総額の確率変数が零値，
T 期資産総額の確率変数が非負値，T 期資産総額の期待値が正値の４条
件を充足すれば，Zの裁定戦略といわれる．正規化証券市場Z でも同様
に裁定戦略が定義される．
Definition 3.21
α = 〈α(1), α(2), α(3)〉 が証券市場 Z = 〈Z(1),Z(2),Z(3)〉 で次式を充足する
ならば，投資戦略α は証券市場Z の裁定戦略であるといわれる．[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t =
3∑
k=1
[
α
(k)
0 Z
(k)
0 +
∫ t
0
α(k)s dZ
(k)
s
]]
＆
[( 3∑
k=1
α
(k)
0 Z
(k)
0
)
= 0
]
＆
[( 3∑
k=1
α
(k)
T Z
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z
(k)
T
]
> 0
]
．
Definition 3.22
投資戦略α = 〈α(1), α(2), α(3)〉 が正規化証券市場 Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 で
次式を充足するならば，投資戦略α は正規化証券市場Z の裁定戦略であ
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るといわれる．[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]]
＆
[( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= 0
]
＆
[( 3∑
k=1
α
(k)
T Z¯
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z¯
(k)
T
]
> 0
]
．
上記の２つの定義において，証券市場Zで自給的の条件と，正規化証券
市場 Z で自給的の条件は同値である．他の部分でも同値が確認される．
初期資産総額が零値，T 期資産総額が非負値の部分は何れも簡単である．
Lemma 3.5
投資戦略α = 〈α(1), α(2), α(3)〉 は，証券市場 Z = 〈Z(1),Z(2),Z(3)〉 と正規
化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 で，下記の同値式を充足する．[( 3∑
k=1
α
(k)
0 Z
(k)
0
)
= 0
]

[( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= 0
]
．
Lemma 3.6
投資戦略α = 〈α(1), α(2), α(3)〉 は，証券市場 Z = 〈Z(1),Z(2),Z(3)〉 と正規
化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 で，下記の同値式を充足する．[( 3∑
k=1
α
(k)
T Z
(k)
T
)
≥ 0
]

[( 3∑
k=1
α
(k)
T Z¯
(k)
T
)
≥ 0
]
．
T 期資産総額の期待値が正値の部分は，同値の確認に少し手間取る．準
備として，次の補題を置く．この補題から分かるように，T 期資産総額
の期待値が正値の場合は，T 期資産総額が非負を前提として使う．
Lemma 3.7
確率空間M[P]=(Ω,B,P) の確率測度Pを正値としたことにより，任意の
非負な確率変数Xに対して，下記の同値式が成り立つ．
∀X ∈ V+
M
[ [
EP[X] > 0
]

[
∃ω ∈ Ω : X(ω) > 0
] ]
．
付記：
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }．
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Proof : ←は明らかである．次式が成り立つから，→も明らかである．
∀X ∈ V+
M
[ [
∀ω ∈ Ω : X(ω) = 0
]
→
[
EP[X] = 0
] ]
．
Lemma 3.8
投資戦略α = 〈α(1), α(2), α(3)〉 は，証券市場 Z = 〈Z(1),Z(2),Z(3)〉 と正規
化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 で，下記の同値式を充足する．[ [( 3∑
k=1
α
(k)
T Z
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z
(k)
T
]
> 0
] ]

[ [( 3∑
k=1
α
(k)
T Z¯
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z¯
(k)
T
]
> 0
] ]
．
Proof : 下記の同値変形を辿れば，成立は明らかである．
→を辿る場合には [( 3∑
k=1
α
(k)
T Z
(k)
T
)
≥ 0
]
が前提となり，←を辿る場合には[( 3∑
k=1
α
(k)
T Z¯
(k)
T
)
≥ 0
]
が前提となる．ただし，これ等の前提は同値であり，適当に使い分ける．[
EP
[ 3∑
k=1
α
(k)
T Z
(k)
T
]
> 0
]

[
∃ω ∈ Ω :
( 3∑
k=1
α
(k)
T Z
(k)
T
)
(ω) > 0
]

[
∃ω ∈ Ω :
( 1
Z
(1)
T
)
(ω)
( 3∑
k=1
α
(k)
T Z
(k)
T
)
(ω) > 0
]

[
∃ω ∈ Ω :
( 1
Z
(1)
T
3∑
k=1
α
(k)
T Z
(k)
T
)
(ω) > 0
]

[
∃ω ∈ Ω :
( 3∑
k=1
α
(k)
T
Z
(k)
T
Z
(1)
T
)
(ω) > 0
]

[
∃ω ∈ Ω :
( 3∑
k=1
α
(k)
T Z¯
(k)
T
)
(ω) > 0
]

[
EP
[ 3∑
k=1
α
(k)
T Z¯
(k)
T
]
> 0
]
．
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Proposition 3.3
如何なる投資戦略 α = 〈α(1), α(2), α(3)〉 においても，投資戦略 α が証券
市場 Z = 〈Z(1),Z(2),Z(3)〉 の裁定戦略であることと，投資戦略 α が正規
化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 の裁定戦略であることは同値である．[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t =
3∑
k=1
[
α
(k)
0 Z
(k)
0 +
∫ t
0
α(k)s dZ
(k)
s
]]
＆
[( 3∑
k=1
α
(k)
0 Z
(k)
0
)
= 0
]
＆
[( 3∑
k=1
α
(k)
T Z
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z
(k)
T
]
> 0
]
↓↑[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]]
＆
[( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= 0
]
＆
[( 3∑
k=1
α
(k)
T Z¯
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z¯
(k)
T
]
> 0
]
．
Proof : 補題3.4，補題3.5，補題3.6，補題3.8の４つから明らかである．
裁定の概念は投資戦略αに対して定義されたが，無裁定の概念は証券
市場Zと正規化証券市場Z に対して定義される．
Definition 3.23
証券市場Z = 〈Z(1),Z(2),Z(3)〉 に如何なる裁定戦略も存在しないとき，証
券市場Z は無裁定であるといわれる．
すなわち，如何なる投資戦略 α = 〈α(1), α(2), α(3)〉 も証券市場 Z の裁定
戦略ではないとき，証券市場Z は無裁定であるといわれる．
Definition 3.24
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉に如何なる裁定戦略も存在しないと
き，正規化証券市場Z は無裁定であるといわれる．
すなわち，如何なる投資戦略 α = 〈α(1), α(2), α(3)〉 も Z の裁定戦略では
ないとき，正規化証券市場Z は無裁定であるといわれる．
投資戦略αが裁定戦略であることの定義は具体的な条件で直接的に表現
された．これに対し，証券市場Zと正規化証券市場Z が無裁定であるこ
との定義は間接的である．無裁定であることの具体的な条件は次節[3.2]
で解明する．本節[3.1] では，下記の命題を述べるに止める．
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Proposition 3.4
証券市場 Z = 〈Z(1),Z(2),Z(3)〉 が無裁定であることと，正規化証券市場
Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 が無裁定であることは同値である．[
証券市場Zは無裁定
]

[
正規化証券市場Zは無裁定
]
．
Proof : 命題3.3 によれば，次の論理式は矛盾する．[
証券市場Zは無裁定
]
＆
[
正規化証券市場Zは無裁定でない
]
．
Z に裁定戦略α が存在すれば，α はZ の裁定戦略でもあり，Z が無裁定
であることに反する．従って，次式が成り立ち，同様に，逆も成り立つ．[
証券市場Zは無裁定
]
→
[
正規化証券市場Zは無裁定
]
．
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3.2 正規化証券市場の無裁定条件
前節[3.1] で，証券市場Zに加えて，正規化証券市場Z も導入した．し
かし，投資戦略αから見て，証券市場Zと正規化証券市場Z に何の違い
も無かった．前節だけを見ると，正規化証券市場Z を導入した理由は分
からない．下記の補題は，両者の微妙な相異を教える．
Lemma 3.9
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉では，投資戦略α = 〈α(1), α(2), α(3)〉
の全てが下記の等式を充足する．
3∑
k=1
∫ T
0
α(k)s dZ¯
(k)
s =
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s ．
Proof : ∀t (1≤ t≤T ) : Z¯
(1)
t = 1 [定値確率変数] であり，成立は明らか．
次の命題の主張は，証券市場Z でも全く同様に成り立つ．証明も全く同
様である．しかし，補題が教える微妙な相異のために，Z 版の命題は決
定的な効果を持つが，Z版の命題は有効性を持たない．
Proposition 3.5
A = {At}
T
t=0 可予測な任意の確率過程 α(2) = {α(2)t }Tt=0 ，同じくA 可予
測な任意の確率過程 α(3) = {α(3)t }Tt=0 に対し，下記の３条件を充足する確
率過程 α(1) = {α(1)t }Tt=0 が一意に存在する．
[条件 1] 確率過程 α(1) = {α(1)t }Tt=0 はA = {At}Tt=0 可予測である．
[条件 2] α = 〈α(1), α(2), α(3)〉 はZ = 〈Z¯(1), Z¯(2), Z¯(3)〉 で次式を充足する．( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= 0．
[条件 3] α = 〈α(1), α(2), α(3)〉 はZ = 〈Z¯(1), Z¯(2), Z¯(3)〉 で自給的である．
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]
．
Proof : α(1) = {α
(1)
t }
T
t=0 が存在すれば，条件 1と条件 2から
α
(1)
0 Z¯
(1)
0 +
[ 3∑
k=2
α
(k)
0 Z¯
(k)
0
]
= 0，
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[ 3∑
k=1
α
(k)
t−1Z¯
(k)
t−1
]
= α
(1)
t Z¯
(1)
t−1 +
[ 3∑
k=2
α
(k)
t Z¯
(k)
t−1
]
が成り立つ．従って，α(1) が存在すれば，α(1)0 と α(1)t [ t ≥ 1] は一意に
α
(1)
0 = −
1
Z¯
(1)
0
[ 3∑
k=2
α
(k)
0 Z¯
(k)
0
]
，
α
(1)
t =
1
Z¯
(k)
t−1
[( 3∑
k=1
α
(k)
t−1Z¯
(k)
t−1
)
−
( 3∑
k=2
α
(k)
t Z¯
(k)
t−1
)]
となる．そして，この α(1)0 と α(1)t で α(1) = {α(1)t }Tt=0 の存在を定めれば，
α(1) は目標の３条件を充足する．
命題3.5 の有効性を活用するために，集合 LV[Z¯(2), Z¯(3)] を定める．集
合の定義条件には，初期値条件∑3k=1 α(k)0 Z¯(k)0 = 0 も，自給的の条件も無
い。集合 LV[Z¯(2), Z¯(3)] は，定義条件が緩くても，命題3.5 の効果を受け
て十分に役立つ．そして，定義条件が簡単なので，集合LV[Z¯(2), Z¯(3)] は
使い易い．
Definition 3.25
正規化証券市場 Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，集合 LV[Z¯(2), Z¯(3)] を下記
のように定める．
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
Corollary 3.4
集合 LV[Z¯(2), Z¯(3)] は確率変数の全体から成る線型空間 VMの部分線型空
間である．
Proof : aが任意の実数であるとき，aα(2)，aα(3) の２つもA可予測で
ある．α(2)，α(3)，β(2)，β(3) の全てがA可予測であるとき，α(2) + β(2)，
α(3) + β(3) の２つもA可予測である．また，α(2)と α(3)を恒等的に零の
確率過程とすれば，集合LV[Z¯(2), Z¯(3)] で零要素の存在が確認される．こ
れ等によって，部分線型空間であることが判明する．
Definition 3.26
集合 LV[Z¯(2), Z¯(3)] を正規化証券市場 Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 の Z¯(2)，¯Z(3) で
生成された部分線型空間という．あるいは，簡単に，Z で生成された部
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分線型空間ともいう．
部分線型空間LV[Z¯(2), Z¯(3)] に対し，何々で生成されたと称することには
少し躊躇がある．その理由については，本節 [3.2]の末尾で簡単に触れる．
ここから，正規化証券市場Z が無裁定であるための必要条件を調べる．
まず，命題3.5を使うための準備である．
Lemma 3.10
(LV[Z¯
(2), Z¯(3)] ∩ V+
M
) = {0} であれば，A = {At}Tt=0 可予測な確率過程
α(2) = {α
(2)
t }
T
t=0 と，同じくA可予測な確率過程 α(3) = {α(3)t }Tt=0 とが存
在して，次式が成り立つ．[( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
≥ 0
]
＆
[
EP
[ 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
> 0
]
．
付記：
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }
Proof : (LV[ Z¯(2), Z¯(3)] ∩ V
+
M
) ⊃ {0}
であるから，
(LV[ Z¯(2), Z¯(3)] ∩ V
+
M
) = {0}
ならば
∃X∈VM :
[
X = 0
]
＆
[
X ∈ V+
M
]
＆
[
X ∈ LV[ Z¯(2), Z¯(3)]
]
が成り立つ．そして，X ∈ LV[Z¯(2), Z¯(3)] から
∃α(2)∃α(3) : X =
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
となり，X ∈ V+
M
であることから
X =
( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
≥ 0
が得られ，X = 0 であることから
EP[X] = EP
[ 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
> 0
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が得られる．すなわち，
∃α(2) ∃α(3) :
[( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
≥ 0
]
＆
[
EP
[ 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
> 0
]
．
補題によって，命題3.5に直結する状況が出現した．ここから，正規化証
券市場Z が無裁定でないための十分条件を導く．
Proposition 3.6
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，次式が成り立つ．[
(LV[ Z¯(2),Z¯(3)]∩V
+
M
) = {0}
]
→
[
Zに裁定戦略が存在する
]
．
付記：
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
Proof : (LV[Z¯
(2), Z¯(3)] ∩ V+
M
) = {0} であれば，次式が成り立つ．
∃α(2) ∃α(3) :
[( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
≥ 0
]
＆
[
EP
[ 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
> 0
]
．
このα(2) とα(3) に対し，下記の３条件を充足するα(1) が一意に存在する．
[条件 1] 確率過程 α(1) = {α(1)t }Tt=0 はA = {At}Tt=0 可予測である．
[条件 2] α = 〈α(1), α(2), α(3)〉 はZ で (∑3k=1 α(k)0 Z¯(k)0 )= 0 を充足する．
[条件 3] α = 〈α(1), α(2), α(3)〉 はZ = 〈Z¯(1), Z¯(2), Z¯(3)〉 で自給的である．
ここで定まった投資戦略α = 〈α(1), α(2), α(3)〉は，正規化証券市場Zで
3∑
k=1
α
(k)
T Z¯
(k)
T = 0 +
3∑
k=1
∫ T
0
α(k)s dZ¯
(k)
s =
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
を充足する．従って，α は次式を充足し，α はZ の裁定戦略である．[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]]
＆
[( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= 0
]
＆
[( 3∑
k=1
α
(k)
T Z¯
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z¯
(k)
T
]
> 0
]
．
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前命題の対偶を考えれば，目標とする，無裁定の必要条件が得られる．
Proposition 3.7
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，次式が成り立つ．[
正規化証券市場Zは無裁定
]
→
[
(LV[ Z¯(2),Z¯(3)]∩V
+
M
) ={0}
]
．
付記：
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
Proof : 次の論理式は矛盾するので，命題が成り立つ．[
Zは無裁定
]
＆
[
(LV[ Z¯(2), Z¯(3)] ∩ V
+
M
) = {0}
]
．
無裁定の必要条件を解決したので，残された十分条件に向かう．簡単な
補題２つから始める．補題3.12が十分条件を解決する起点である．
Lemma 3.11
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉では，裁定戦略α = 〈α(1), α(2), α(3)〉
の全てが下記の等式を充足する．
3∑
k=1
α
(k)
T Z¯
(k)
T =
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s ．
Proof : α がZ の裁定戦略であることから，次式が成り立つ．
3∑
k=1
α
(k)
T Z¯
(k)
T =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ T
0
α(k)s dZ¯
(k)
s
]
=
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s ．
Lemma 3.12
投資戦略α = 〈α(1), α(2), α(3)〉 が正規化証券市場 Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 の
裁定戦略であれば，次式が成り立つ．[( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
≥ 0
]
＆
[
EP
[ 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
> 0
]
．
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Proof : α がZ の裁定戦略で次式が成り立から，命題の成立は明らか．
3∑
k=1
α
(k)
T Z¯
(k)
T =
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s ．
補題3.12の十分条件は２つの不等式の＆で構成されている．従って，全
ての投資戦略αが何れかの不等式を否定すれば，正規化証券市場Z に裁
定戦略は存在しない．このことに着目し，それぞれの不等式から十分条
件の命題を得る．
Proposition 3.8
全ての投資戦略 α = 〈α(1), α(2), α(3)〉 が Z = 〈Z¯(1), Z¯(2), Z¯(3)〉で下記の不
等式を充足すれば，正規化証券市場Z は無裁定である．
∀α
[
∃ω ∈ Ω :
( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
(ω) < 0
]
．
Proof : α = 〈α(1), α(2), α(3)〉 を任意の投資戦略とする．このとき，次式
∃ω ∈ Ω :
( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
(ω) < 0
が成り立てば，この式の否定である
∀ω ∈ Ω :
( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
(ω)≥ 0
は成立し得ないから，α はZ の裁定戦略ではない．従って，Z に裁定戦
略は存在せず，正規化証券市場Z は無裁定である．
Proposition 3.9
全ての投資戦略 α = 〈α(1), α(2), α(3)〉 が Z = 〈Z¯(1), Z¯(2), Z¯(3)〉で下記の等
式を充足すれば，正規化証券市場Z は無裁定である．
∀α
[
∀ω ∈ Ω :
( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
(ω) = 0
]
．
Proof : α = 〈α(1), α(2), α(3)〉 を任意の投資戦略とする．このとき，与式( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
= 0
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が成り立てば，その結果として次式
EP
[ 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
= 0
も成り立つ．この式から，α はZ の裁定戦略ではありえず，Z に裁定戦
略は存在しない．従って，正規化証券市場Z は無裁定である．
命題3.8と命題3.9の２つは，統合されて，下記の十分条件の命題になる．
Proposition 3.10
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，次式が成り立つ．[
(LV[ Z¯(2),Z¯(3)]∩V
+
M
) = {0}
]
→
[
正規化証券市場Zは無裁定
]
．
付記：
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
Proof : α = 〈α(1), α(2), α(3)〉 を任意の投資戦略とする．このとき，次式
∀ω ∈ Ω :
( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
(ω)≥ 0
が成り立つ場合については，[( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
∈ V+
M
]
＆
[( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
∈ LV[ Z¯(2), Z¯(3)]
]
も成り立つので，(LV[Z¯(2), Z¯(3)] ∩ V+M ) = {0} の仮定を適用して，
∀α
[
∀ω ∈ Ω :
( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
(ω) = 0
]
に至る．これは，命題3.9 がZの無裁定を保証する．残された場合は，
∀α
[
∃ω ∈ Ω :
( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
(ω) < 0
]
であり，命題3.8 が正規化証券市場Z の無裁定を保証する．
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必要条件として得ていた結果は十分条件でもあった．この形式の無裁
定条件には，いくつかのバリエーションがある．何れの場合も，無裁定
条件の意味を幾何学的に把握する目的の補助として，直感的に導入され
ている．本論文は，この形式の無裁定条件に正面から取り組み，徹底的
な解明を試みた．何故に，正規化証券市場を必要とするのか．役に立ち，
使い易い部分線型空間は何か．必要条件に至る起点，十分条件に至る起
点は何処か．本節のアプローチは，必然性に踏み込んで，無裁定条件の
出現を解き明かした．
Theorem 3.1
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Zは無裁定
]

[
(LV[ Z¯(2), Z¯(3)] ∩ V
+
M
) = {0}
]
．
付記：
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }，
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
Proof : 命題3.7 と命題3.10 を合併すればよい．
上記の定理の導出は幾何学的な考察に全く依存していない．このことは，
定理に幾何学的な考察の余地がないことを意味しない．次節で，全く新
しい見地から，定理の幾何学的な考察を行う．
本節 [3.2]を振り返ると，部分線型空間LV[Z¯(2), Z¯(3)] の使い易さ・有効
性が実感できる．この実感は，次節 [3.3]を経て次章 [4]に至れば，更に深
まると思う．これだけ重要なLV[Z¯(2), Z¯(3)] であるから，小さな事項だが，
下記の注意を述べておく必要がある．k = 2, 3であるとして，
{Z¯
(k)
0 − Z¯
(k)
0 , · · · , Z¯
(k)
t − Z¯
(k)
0 , · · · , Z¯
(k)
T − Z¯
(k)
0 } ⊂ LV[Z¯
(2), Z¯(3)]
は成り立つが，Z¯(k)0 = 0の場合を除けば，次式の成立は保証されていない．
{Z¯
(k)
0 , · · · , Z¯
(k)
t , · · · , Z¯
(k)
T
} ⊂ LV[Z¯
(2), Z¯(3)]．
この状況を見ると，定義3.26の言葉の用法は適切さに欠ける．しかし，上
記注意は次節や次章で全く障害にならないので，そのままの用語で通す．
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3.3 零化の概念と正規化証券市場
本節[3.3] の目標は，幾何学的な見地から，無裁定条件に全く新しい理
解を与えることである．実線型空間Rnと線型空間VMの幾何学的な考察
が多く，そのために，幾つかの準備をしておく．まず，非負象限Rn+，正
象限Rn++，超平面Hnを定める．
Definition 3.27
n次元の実数空間 [ 実線型空間 ] Rnに対し，Rnの非負象限を記号Rn+で
表記し，Rnの正象限を記号Rn++で表記する．
Rn+ =
{
(x1, · · · , xi, · · · , xn) | ∀i : xi ≥ 0
}
，
Rn++ =
{
(x1, · · · , xi, · · · , xn) | ∀i : xi > 0
}
．
Definition 3.28
実線型空間Rnの n個の点 (1,0,0,· · ·,0), (0,1,0,· · ·,0), · · · , (0,0,0,· · ·,1) を
通る超平面を記号 Hnで表記する．
Hn =
{
(x1,· · ·,xi,· · ·,xn)∈ R
n
∣∣ x1+ · · ·+xi+ · · ·+xn = 1}．
次に，n個の点 (1,0,0,· · ·,0), (0,1,0,· · ·,0), · · · , (0,0,0,· · ·,1) を頂点する n
辺形の内部，σ◦nを定める．続く系題は，正値確率測度の集合 ρ++M の視覚
化を図る準備である．
Definition 3.29
Rnにおいて，正領域Rn++と超平面Hnの共通部分を記号 σ◦nで表記する．
σ◦n =
{
(x1,· · ·,xi,· · ·,xn)∈ Hn
∣∣ ∀i : 0 < xi < 1}．
Corollary 3.5
Rnの任意の点 p= (p1,· · ·, pi,· · ·, pn) に対して，下記の同値式が成り立つ．[
p ∈ σ◦n
]

[(
∀i : 0<pi< 1
)＆(p1+· · ·+pi+· · ·+pn = 1)]．
確率事象空間M=(Ω,B)に対しては，状況に応じた正値確率測度が選択
できるよう，正値確率測度の集合 ρ++
M
を準備しておく．
Definition 3.30
確率事象空間M=(Ω,B)に対し，M上の正値確率測度の全体から成る集
合を記号 ρ++
M
で表記する．
ρ++
M
=
{
P | P :M上の正値確率測度
}
．
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正値確率測度の ρ++
M
は，下記のように，n辺形の内部 σ◦nで可視化される．
Corollary 3.6
正値確率測度の集合 ρ++
M
は，実線型空間Rnの部分集合 σ◦nと同一視する
ことが可能である．すなわち，ρ++
M
から σ◦nへの双射が存在する．
Proof : 標本空間が有限集合Ω = {ω1, · · · , ωi, · · · , ωn} であったから，確
率事象空間M=(Ω,B)の正値確率測度 P [ P : B −→ R++ , B −→ b ] は
実質的に {{ω1}, · · · , {ωi}, · · · , {ωn}} からR++への写像であり，結局は，
ΩからR++への写像である。このことから，正値確率測度Pを σ◦nの 1点
(b1, · · · , bi, · · · , bn) : [ (∀i : 0<bi< 1)＆ (b1+· · ·+bi+· · ·+bn = 1) ]
と同一視することができる．
準備の定義が終われば，直ちに零化の概念に取り組める．まず，零化測
度と零化可能の２つを導入する．
Definition 3.31
Pを確率事象空間M=(Ω,B) の正値確率測度，Kを線型空間 VMの部分
集合とする．この PとKが次式を充足するならば，PをKの [期待値に
関する ] 零化確率測度という．あるいは，簡単に，零化測度という．
∀X∈K : EP[X] = 0．
付記：
VM =
{
X |X :M上の確率変数
}
．
Definition 3.32
Kを線型空間 VMの部分集合とする．このKに対し，次式が成り立つな
らば，Kは [期待値に関して ] 零化可能であるという．すなわち，等式を
成立させる正値確率測度Pが存在するならば，Kは零化可能といわれる．
∃P ∈ ρ++
M
[
∀X∈K : EP[X] = 0
]
．
付記：
ρ++
M
=
{
P | P :M上の正値確率測度
}
．
零化測度と零化可能は，確率・統計の初歩的な知識があれば，何の困難
もなく理解できる．これ等を定義するための準備も僅かである．従って，
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零化測度や零化可能を使用する際に，ほとんど何も負担がない．にも拘
らず，これ等は大きな力を発揮する．
零化可能は，対象の部分集合Kに合併・分割の操作が適用できるので，
合併・分割との親和性が高い．これを積極的に利用するためには，複数
の対象が同時に零化される状況を扱う必要がある．
Definition 3.33
K1とK2を線型空間 VMの部分集合とする．このK1とK2 に対し，次式
が成り立つならば，K1とK2 は同時に零化可能であるという．すなわち，
２つの等式を同時に成立させる正値確率測度Pが存在するならば，K1と
K2 は同時に零化可能といわれる．
∃P∈ ρ++
M
[
∀i (= 1, 2)∀X ∈ Ki : EP[X] = 0
]
．
初歩的な補題を２つ掲げる．当然の内容だが，定義の意味の確認でもある．
Lemma 3.13
Kを線型空間 VM の部分集合とし，JをKの部分集合とする．このとき，
Kが零化可能であれば，Jも零化可能である．[
∃P ∈ ρ++
M
[
∀X∈K : EP[X] = 0
] ]
→
[
∃Q ∈ ρ++
M
[
∀X∈ J : EQ[X] = 0
] ]
．
Proof : 零化可能の定義から明らかで，Qの１例として Pがとれる．
Lemma 3.14
Kを線型空間 VM の部分集合とし，J1と J2をKの部分集合とする．こ
のとき，Kが零化可能であれば，J1と J2は同時に零化可能である．[
∃P∈ ρ++
M
[
∀X ∈ K : EP[X] = 0
] ]
→
[
∃Q∈ ρ++
M
[
∀i (= 1, 2)∀X ∈ Ki : EQ[X] = 0
] ]
．
Proof : 零化可能の定義から明らかで，Qの１例として Pがとれる．
次の命題の役割は小さくない．Lの零化可能を L1の零化可能と L2の零
化可能に分解する際の基礎となる．この命題が何の困難もなく現れるこ
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とも，零化の概念の大きな利点である．
Proposition 3.11
L , L1 , L2 を線型空間 VM の部分線型空間とし，LはL1とL2の和空間
L = L1 + L2 であるとする．このとき，下記の同値式が成り立つ．すな
わち，L1と L2が同時に零化可能であることと，Lが零化可能であるこ
とは同値である．[
∃Q∈ ρ++
M
[
∀i (= 1, 2)∀X ∈ Li : EQ[X] = 0
] ]

[
∃P∈ ρ++
M
[
∀X ∈ L(= L1 + L2) : EP[X] = 0
] ]
．
Proof : 補題から←は明らか．→も明らかで，Qが Pの１例になる．
命題3.11 を正規化証券市場 Z が生成する部分線型空間 LV[Z¯(2), Z¯(3)]
に適用する．無裁定条件を分解する準備として，LV[Z¯(2), Z¯(3)] の零化を
分解する．最初は，集合LV[Z¯(2)] と集合LV[Z¯(3)] の定義から始まる．
Definition 3.34
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉に対し，集合LV[Z¯(2)]と集合LV[Z¯(3)]
を下記のように定める．
LV[ Z¯(2)] =
{∫ T
0
α(2)s dZ¯
(2)
s
(
∈ VM
) ∣∣∣∣ α(2) : A可予測}，
LV[ Z¯(3)] =
{∫ T
0
α(3)s dZ¯
(3)
s
(
∈ VM
) ∣∣∣∣ α(3) : A可予測}．
Lemma 3.15
集合LV[Z¯(2)]と集合LV[Z¯(3)]は共に線型空間VM の部分線型空間である．
Definition 3.35
集合LV[Z¯(2)]を正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉の Z¯(2) で生成された
部分線型空間という．あるいは，簡単に，Z¯(2) で生成された部分線型空
間ともいう．集合LV[Z¯(3)]に対しても，同様に定義する．
これで３つの部分線型空間LV[Z¯(2), Z¯(3)]，LV[Z¯(2)]，LV[Z¯(3)] が出揃った．
Lemma 3.16
部分線型空間LV[Z¯(2), Z¯(3)] は２つの部分線型空間LV[Z¯(2)]とLV[Z¯(3)]の
41
和空間である．
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
=
3∑
k=2
[ {∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(k) : A可予測
} ]
．
Proof : 下記の等式を辿れば，明らかである．
LV[Z¯
(2)] + LV[Z¯
(3)]
=
{
Y (2) + Y (3)
∣∣∣ Y (2) ∈ LV[Z¯(2)] , Y (3) ∈ LV[Z¯(3)]}
=
{ 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣ α(2), α(3) : A可予測}
= LV[Z¯
(2), Z¯(3)]．
和空間LV[Z¯(2), Z¯(3)] の零化可能はLV[Z¯(2)] の零化可能とLV[Z¯(3)] の零化
可能とに分解される．
Proposition 3.12
部分線型空間 LV[Z¯(2)] と部分線型空間 LV[Z¯(3)] が同時に零化可能である
ことと，和空間LV[Z¯(2), Z¯(3)] が零化可能であることは同値である．[
∃P∈ ρ++
M
[
∀X ∈ LV[Z¯
(2), Z¯(3)] : EP[X] = 0
] ]

[
∃Q∈ ρ++
M
[
∀i (= 2, 3)∀X ∈ LV[Z¯
(i)] : EQ[X] = 0
] ]
．
本節[3.2] のこれまでは，零化の概念の定義から簡単に導ける結果だけ
を述べた。零化可能条件の具体的な表現，零化可能条件と無裁定条件の
関係には全く触れていない．まず，VMの部分線型空間Lに対し，零化可
能の条件を解明しよう．
Definition 3.36
線型空間 VMの任意の部分線型空間 Lに対し，実線型空間 Rnの Lに対
応する [同一視される ] 部分線型空間を記号 L[L] で表記する．
本論文のこの時点では，線型空間 VMに内積を定義していない．実線型
空間Rnならば自然な内積が備わっている．VMの部分線型空間LをRn
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に埋め込み，実線型空間Rnで L[L] を扱えば，自然な内積が利用できて
便利であろう．実際に利用するには，もう１つ準備が必要であるが，そ
れは既に完了している．正値確率測度の集合 ρ++
M
と実線型空間Rnの部
分集合 σ◦n の同一視を保証する系題3.6である．
Proposition 3.13
LをVM の部分線型空間とする．このLに対し，下記の同値式が成り立つ．[
∃P∈ ρ++
M
[
∀X ∈ L : EP[X] = 0
] ]

[
∃p ∈ σ◦n
[
∀x ∈ L[L] :
∑n
i=1pixi = 0
] ]
．
この命題は，部分線型空間 Lが零化可能であることの定義を，実線型空
間Rnに埋め込んでいる．埋め込まれた定義は，次の補題によって，２つ
のベクトル pと xの直交に転化する．ただし，次の補題は，埋め込まれ
たL[L] に限定せず，一般のLで論じている．補題が一般のLで成り立て
ば，当然，L[L] でも成り立つ．
Lemma 3.17
LをRnの部分線型空間とする．このLに対し，下記の同値式が成り立つ．[
∃p ∈ σ◦n
[
∀x ∈ L :
∑n
i=1pixi = 0
] ]

[
∃p ∈ σ◦n
[
∀x ∈ L : (p, x) = 0
] ]

[
∃p ∈ σ◦n
[
∀x ∈ L : p⊥ x
] ]
．
Lemma 3.18
LをRnの部分線型空間とする．このLに対し，下記の同値式が成り立つ．[
∃p ∈ σ◦n
[
∀x ∈ L : p⊥x
] ]

[
L⊥と σ◦n とが交差する
]

[
L⊥と Rn++とが交差する
]

[
( L⊥ ∩ Rn++ ) = φ
]
．
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補題3.18に現れた L⊥は Lの直交補空間である．xに直交する pの存在
が，L⊥によって，L⊥と σ◦nの交差に置き換わる．L⊥と σ◦nの交差は，直
交補空間L⊥と超平面Hnが正象限Rn++で交差することを意味し，n元の
連立１次方程式で把握できる．これによって，位相的な考察なしに，L⊥
と σ◦nの交差が L⊥とRn++の交差に転化される．
Lemma 3.19
LをRnの部分線型空間とする．このLに対し，下記の同値式が成り立つ．[
( L⊥ ∩ Rn++ ) = φ
]

[
LとRn++とが交差しない
]

[
( L ∩ Rn++ ) = φ
]

[
( L ∩ Rn+ ) = { 0 }
]
．
補題3.19の核心は１段目と２段目の同値である．直交補空間 L⊥が正象
限Rn++を通過することと，部分線型空間Lが正象限Rn++を通過しないこ
との同値を述べる．線型不等式論における Stiemkeの補題を幾何学的に表
現したものであり，本論文では直観的に認める．二階堂 (1961)は Stiemke
の補題を数学的帰納法で純代数学的に証明している．
Proposition 3.14
LをRnの部分線型空間とする．このLに対し，下記の同値式が成り立つ．[
( L ∩ Rn+ ) = { 0 }
]

[
∃p ∈ σ◦n
[
∀x ∈ L :
∑n
i=1pixi = 0
] ]
．
この命題は上記３つの補題の集約であり，下記の系題は命題の特化である．
Corollary 3.7
LをVM の部分線型空間とする．このLに対し，下記の同値式が成り立つ．[
( L[L] ∩ Rn+ ) = { 0 }
]

[
∃p ∈ σ◦n
[
∀x ∈ L[L] :
∑n
i=1pixi = 0
] ]
．
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系題3.7は，線型空間 Rnの世界で，部分線型空間 L[L] の零化可能条
件を与えている．この結果を線型空間 VMの世界に引き戻そう．
Lemma 3.20
LをVM の部分線型空間とする．このLに対し，下記の同値式が成り立つ．[
∃P∈ ρ++
M
[
∀X ∈ L : EP[X] = 0
] ]

[
∃p ∈ σ◦n
[
∀x ∈ L[L] :
∑n
i=1pixi = 0
] ]

[
( L[L] ∩ Rn+ ) = { 0 }
]

[
( L ∩ V+
M
) = { 0 }
]
．
上記の同値式で，１段目は零化可能の定義式，２段目は定義式をRnに埋
め込んでいる．２段目と３段目の同値は系題3.7 であり，４段目が線型空
間 VMへの引き戻しである．結果を，記号を少し改めて，命題に纏める．
Proposition 3.15
LVを線型空間 VMの部分線型空間とする．この LVに対し，下記の同値
式が成り立つ．
∀LV⊂VM
[ [
LV :零化可能
]

[
(LV ∩ V
+
M
) = {0}
] ]
．
付記：
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }．
零化可能条件を得たので，これを部分線型空間 LV[Z¯(2), Z¯(3)] に適用す
る．その結果 (LV[ Z¯(2), Z¯(3)]∩V+M ) = {0}は無裁定条件と全く同一である．
Theorem 3.2
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉は無裁定
]

[
Zが生成する部分線型空間LV[Z¯(2), Z¯(3)]は零化可能
]
．
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付記：
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
部分線型空間 LV[Z¯(2), Z¯(3)] の零化可能は LV[Z¯(2)] の零化可能と LV[Z¯(3)]
の零化可能とに分解される．
Corollary 3.8
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉は無裁定
]

[
部分線型空間LV[Z¯(2)]とLV[Z¯(3)]は同時に零化可能
]
．
付記：
LV[ Z¯(k)] =
{∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(k) : A可予測}．
ここからは，零化可能であるときに，零化測度が一意に定まるか否かを
検討する．そして，零化一意であるための条件も求める．
Definition 3.37
Kを線型空間 VMの部分集合とし，Kは零化可能であるとする．このK
に対し，次式が成り立つならば，Kは [期待値に関して ] 零化一意である
という．すなわち，Kの零化測度が１つだけならば，Kは零化一意とい
われる．[(
PはKの零化測度)＆(QはKの零化測度)]→ [P = Q]．
下記の系題は，上記の定義を論理記号 ∃!で表現しただけであり，実質的
には論理記号 ∃!の説明を担うだけである．
Corollary 3.9
Kを線型空間 VMの部分集合する．このKに対し，下記の同値式が成り
立つ．
∀K⊂VM
[ [
部分集合Kは零化一意である
]

[
∃!P ∈ ρ++
M
(
∀X ∈ K : EP[X] = 0
) ] ]
．
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同時に零化可能であることの定義と同じく，同時に零化一意も定義される．
Definition 3.38
K1とK2を線型空間 VMの部分集合とする．このK1とK2 に対し，次式
が成り立てば，K1とK2 は同時に零化一意であるという．すなわち，２つ
の等式を同時に成立させる正値確率測度 Pが一意に存在するならば，K1
とK2 は同時に零化一意といわれる．
∃!P∈ ρ++
M
[
∀i (= 1, 2)∀X ∈ Ki : EP[X] = 0
]
．
LV[Z¯
(2)] と LV[Z¯(3)] の同時零化測度は必ず LV[Z¯(2), Z¯(3)] の零化測度であ
る．そして，LV[Z¯(2), Z¯(3)] の零化測度は必ず LV[Z¯(2)] と LV[Z¯(3)] の同時
零化測度である．従って，次の命題が成り立つ．
Proposition 3.16
部分線型空間 LV[Z¯(2)] と部分線型空間 LV[Z¯(3)] が同時に零化一意である
ことと，和空間LV[Z¯(2), Z¯(3)] が零化一意であることは同値である．[
∃!P∈ ρ++
M
[
∀X ∈ LV[Z¯
(2), Z¯(3)] : EP[X] = 0
] ]

[
∃!Q∈ ρ++
M
[
∀i (= 1, 2)∀X ∈ LV[Z¯
(i)] : EQ[X] = 0
] ]
．
定義と基礎事項を終了したので，零化一意の条件に移る．零化測度は，
L[LV] の直交補空間 L[LV]⊥ と n辺形の内部 σ◦nとの交差部分で把握され
る．σ◦nは超平面Hnの一部で，超平面Hnは n− 1次元だから，直交補空
間L[LV]⊥ の次元を調べれば，零化一意条件の見当が付く．結局は，部分
線型空間LVの次元を調べればよい．
Lemma 3.21
LVをVMの部分線型空間とする．このLVが零化可能であるなら，LVの
次元数は (n− 1)以下である．
∀LV⊂VM
[ [
LV :零化可能
]
→
[
dim(LV ) ≤ n− 1
] ]
．
Proof : dim(LV) = nの場合は，LV = VMとなって，下記の零化可能条
件が成立しない．
(LV ∩ V
+
M
) = {0}．
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LVが零化可能で n− 1次元ならば，直交補空間 L[LV]⊥ は 1次元であり，
L[LV]
⊥ と n辺形の内部 σ◦nは１点で交差する．逆に，L[LV]⊥ と σ◦nが１
点 pで交差すれば，直交補空間 L[LV]⊥ は pで生成された 1次元の部分線
型空間 [⊂ Rn] である．σ◦nは内点のみで構成された集合であり，L[LV]⊥
が 2次元以上の部分線型空間であれば，１点だけでの交差はありえない．
このことから，次の命題が成り立つ．
Proposition 3.17
LVを VMの部分線型空間とする．この LVに対し，下記の同値式が成り
立つ．すなわち，LVが零化可能で n− 1次元であることと，LVの零化測
度が一意に存在することは同値である．
∀LV⊂VM
[ [ [
LV :零化可能
]＆[dim(LV) = n− 1] ]

[
∃!P ∈ ρ++
M
(
∀X ∈ LV : EP[X] = 0
) ] ]
．
下記の補題は命題の言い換えである．論理式の表現を文章表現に改めた．
Lemma 3.22
LVを VMの部分線型空間とする．このLV に対し，下記の同値式が成り
立つ．すなわち，LVが零化一意であることと，LVが零化可能で n− 1次
元であることは同値である．
∀LV⊂VM
[ [
部分線型空間LVは零化一意である
]

[ [
LV :零化可能
]＆[ dim(LV ) = n− 1 ] ] ]
．
零化可能であることを前提に取り込めば，次元条件だけが同値式に残る．
Proposition 3.18
LVを VMの部分線型空間とし，LVが零化可能であるとする．このとき，
下記の同値式が成り立つ。[
LV : 零化一意
]

[
dim(LV ) = n− 1
]
．
零化一意条件を得たので，これを部分線型空間LV[Z¯(2), Z¯(3)]に適用する．
Proposition 3.19
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 が無裁定であるならば，Z の生成す
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る部分線型空間LV[Z¯(2), Z¯(3)] に対し，下記の同値式が成り立つ．[
LV[Z¯
(2), Z¯(3)]は零化一意
]

[
dim
(
LV[Z¯
(2), Z¯(3)]
)
= n− 1
]
．
付記：
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
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4 零化からマルチンゲール化へ
4.1 零化と完備な正規化証券市場
前節[3.3] では，零化可能条件だけでなく，零化一意条件も明らかにし
た．ただ，零化可能条件が主体的な役割を担い，零化一意条件は一意性
について補足を述べるに過ぎなかった．零化可能条件は正規化証券市場
Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 の無裁定条件を全く新しい観点で把握したが，零化
一意条件は零化可能条件の一意性を補っただけである．しかし，正規化
証券市場Z には，零化一意条件が主体となる状況も存在する．
本節[4.1] では，累積損益の部分線型空間 LV[Z¯(2), Z¯(3)]と初期値の部
分線型空間 VM[A0] の和空間 LV[Z¯(2), Z¯(3)] を積極的に使う．VM[A0] は，∑3
k=1 α
(k)
0 Z¯
(k)
0 を含む 1次元線型空間だが，集合としての定義から始まる．
Definition 4.1
確率事象空間がM=(Ω,B ;A={At}Tt=0 ) であるとき，A0可測な確率変数
の全体から成る集合を VM[A0] と表記する．
VM[A0] =
{
C (∈ VM)
∣∣ C : A0可測}．
下記の２つの系題は，全く明らかであるが，再確認のために掲げてある．
Corollary 4.1
確率事象空間M=(Ω,B ;A={At}Tt=0 ) において，VM[A0] は定値確率変数
の全体から成る集合に等しい．
VM[A0] =
{
C (∈ VM)
∣∣ C :定値確率変数}．
Corollary 4.2
確率事象空間M=(Ω,B ;A={At}Tt=0 ) において，VM[A0]はM上の確率変
数の全体から成る線型空間 VMの部分線型空間である．
VM[A0] ⊂ VM．
Definition 4.2
線型空間VMの部分線型空間VM[A0]，LV[Z¯(2), Z¯(3)]の和空間をLV[Z¯(2), Z¯(3)]
と表記する．
L
V
[ Z¯(2), Z¯(3)] = VM[A0] + LV[ Z¯(2), Z¯(3)]．
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LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
下記の系題も再確認のために掲げてある．この系題が本節の土台となる．
Corollary 4.3
和空間L
V
[Z¯(2), Z¯(3)] = VM[A0]+LV[Z¯
(2), Z¯(3)] は線型空間 VMの部分線型
空間である．
L
V
[ Z¯(2), Z¯(3)] ⊂ VM．
和空間L
V
[Z¯(2), Z¯(3)] の定義を振り返れば，補題4.1 は明らかであろう．
Lemma 4.1
任意の確率変数Xに対し，下記の同値式が成り立つ．
∀X∈VM
[ [
X ∈ L
V
[ Z¯(2), Z¯(3)]
]

[
∃C∃α(2)∃α(3) : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
] ]
．
ただし，C :定値確率変数 ; α(2), α(3) : A = {At}Tt=0可予測な確率過程．
補題4.1の同値式の下段を見ると，3.2節の命題3.5 が頭に浮かぶ．今回
は，初期値を 0に限定せず，初期値 Cで考える．証明は前回と同じ．
Lemma 4.2
任意の定値確率変数 C，A可予測な任意の確率過程 α(2)，同じくA可予
測な任意の確率過程 α(3) に対し，下記の３条件を充足する確率過程 α(1)
が一意に存在する．
[条件 1] 確率過程 α(1) = {α(1)t }Tt=0 はA = {At}Tt=0 可予測である．
[条件 2] α = 〈α(1), α(2), α(3)〉 はZ = 〈Z¯(1), Z¯(2), Z¯(3)〉 で次式を充足する．( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= C．
[条件 3] α = 〈α(1), α(2), α(3)〉 はZ = 〈Z¯(1), Z¯(2), Z¯(3)〉 で自給的である．
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]
．
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Proof : 下記の２等式から α(1)0 と α(1)t [ t ≥ 1]を求めればよい．
α
(1)
0 Z¯
(1)
0 +
[ 3∑
k=2
α
(k)
0 Z¯
(k)
0
]
= C．
[ 3∑
k=1
α
(k)
t−1Z¯
(k)
t−1
]
= α
(1)
t Z¯
(1)
t−1 +
[ 3∑
k=2
α
(k)
t Z¯
(k)
t−1
]
．
補題4.1に補題4.2を適用すると，下記の命題4.1が得られる．本節の実
質は，この命題から始まる．確率変数Xが和空間L
V
[Z¯(2), Z¯(3)] の要素で
あることと，確率変数Xが自給的な投資戦略αの初期資産総額Cと T 期
累積損益総額の和で表現されることの同値を示す．
Proposition 4.1
任意の確率変数Xに対し，下記の同値式が成り立つ．
∀X∈VM
[ [
X ∈ L
V
[ Z¯(2), Z¯(3)]
]

[
∃C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
] ]
．
ただし，C : 定値確率変数 ; α = 〈α(1), α(2), α(3)〉 : 自給的な投資戦略で次
式を充足． ( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= C．
付記：
LV[ Z¯(2), Z¯(3)] = VM[A0] + LV[ Z¯(2), Z¯(3)]．
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
Proof : 下記の同値変形を辿れば，成立は明らかである．[
X ∈ L
V
[ Z¯(2), Z¯(3)]
]

[
∃C∃α(2)∃α(3) : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]

[
∃C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
．
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起点となる命題の確立に続き，条件付請求権・派生請求権・価格の３つ
を定義する．それに先立ち，命題4.1 の意味を集約して，次の定義とす
る．同値式の下段は, 初期資産総額と自給的な投資戦略の２つに言及する
ことなく,上段の意味を定めている．
Definition 4.3
任意の確率変数Xに対し，下記のように定義する．
∀X∈VM
[ [
X ∈ L
V
[ Z¯(2), Z¯(3)]
]

[
Xは正規化証券市場Zで達成される
] ]
．
付記：
LV[ Z¯(2), Z¯(3)] = VM[A0] + LV[ Z¯(2), Z¯(3)]．
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
定義4.3の背景には，確率変数Xを投資戦略に従う T 期資産総額と見る
解釈がある．これから, 非負の確率変数Xを商品とする定義が出現する．
T 期の標本空間ΩはAT に直和分割されており, 各 {ω}毎に請求金額が定
まるので，商品Xを条件付の名称で呼ぶ．
Definition 4.4
任意の確率変数Xに対し，下記のように定義する．
∀X∈VM
[ [
X ∈ V+
M
]

[
Xは条件付請求権である
] ]
．
付記：
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }．
Definition 4.5
任意の確率変数Xに対し，下記のように定義する．
∀X∈VM
[ [
X ∈ (V+
M
∩ LV[ Z¯(2), Z¯(3)])
]

[
Xは正規化証券市場Zの派生請求権である
] ]
．
条件付請求権Xが正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 で達成される場
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合は，Xが Z¯(2)と Z¯(3)の関数になるので，Xを特に派生請求権と呼ぶ．
Corollary 4.4
任意の確率変数Xに対し，下記の同値式が成り立つ．
∀X∈VM
[ [
XはZの派生請求権である
]
→
[
∃C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
] ]
．
派生請求権Xは，Xの達成において，初期資産総額Cが一意に定まるな
らば価格が定義される．
Definition 4.6
任意の派生請求権Xに対し，下記のように定義する．
∀X ∈ (V+
M
∩ LV[ Z¯(2), Z¯(3)])[ [
∃!C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]

[
派生請求権Xは正規化証券市場Zで価格 Cをもつ
] ]
．
ただし，C : 定値確率変数 ; α = 〈α(1), α(2), α(3)〉 : 自給的な投資戦略で次
式を充足 (∑3k=1 α(k)0 Z¯(k)0 ) = C．
派生請求権Xの価格がCより高いと，正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉
に裁定の機会が生じる．Cより安くても同様である．従って，初期資産
総額Cが一意に定まる場合なら，価格がCで定義される．割引証券価格
の Z¯(2)t ，Z¯(3)t は正規化証券市場Z における需給で定まるが，派生請求権
Xの価格は必然的に Cで決まる．
命題4.1 は価格 C の存在を保証する．C の存在が保証されるよう，土
台の和空間L
V
[Z¯(2), Z¯(3)] を定めておいた．しかし，それだけでは，一意
性が確認できない．一意性は直和条件に由来する．
Proposition 4.2
和空間L
V
[Z¯(2), Z¯(3)]が直和条件 (VM[A0]∩LV[Z¯(2), Z¯(3)] ) = {0}を充足す
れば，次式が成り立つ．
∀X ∈ L
V
[ Z¯(2), Z¯(3)]
[
∃!C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
．
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ただし，C : 定値確率変数 ; α = 〈α(1), α(2), α(3)〉 : 自給的な投資戦略で次
式を充足 (∑3k=1 α(k)0 Z¯(k)0 ) = C．
Proof : (VM[A0] ∩ LV[ Z¯(2), Z¯(3)] ) = {0}
であれば，次式が成り立つ．
∀X ∃!C(∈VM[A0])∃!Y (∈LV[ Z¯(2), Z¯(3)]) : X = C + Y．
そして，Y ∈ LV[Z¯(2), Z¯(3)] から
∃α(2)∃α(3) : Y =
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
が成り立ち，下記を得る．
∀X(∈LV[ Z¯(2), Z¯(3)] )∃!C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s ．
直和でない場合の命題を証明する準備として，下記の補題を述べておく．
Lemma 4.3
直和条件 (VM[A0] ∩ LV[Z¯(2), Z¯(3)] ) = {0} が成立しなければ，VM[A0]は
LV[Z¯
(2), Z¯(3)]に含まれる．[
(VM[A0] ∩LV[ Z¯(2), Z¯(3)] ) = {0}
]
→
[
VM[A0] ⊂ LV[ Z¯(2), Z¯(3)]
]
．
Proof : (VM[A0] ∩ LV[ Z¯(2), Z¯(3)] ) ⊃ {0}
であるから，
(VM[A0] ∩ LV[ Z¯(2), Z¯(3)] ) = {0}
ならば，次式が成り立つ．
∃X∈VM :
[
X = 0
]
＆
[
X ∈ VM[A0]
]
＆
[
X ∈ LV[ Z¯(2), Z¯(3)]
]
ここで，VM[A0] が１次元線型空間であることを考慮すれば下記を得る．
VM[A0] ⊂ LV[ Z¯(2), Z¯(3)]．
Proposition 4.3
和空間L
V
[Z¯(2), Z¯(3)]が直和でない場合 (VM[A0]∩LV[Z¯(2), Z¯(3)] ) = {0}に
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は，次式が成り立つ．
∀X ∈ L
V
[ Z¯(2), Z¯(3)]
[
∀C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
．
ただし，C : 定値確率変数 ; α = 〈α(1), α(2), α(3)〉 : 自給的な投資戦略で次
式を充足 (∑3k=1 α(k)0 Z¯(k)0 ) = C．
Proof : (VM[A0] ∩ LV[ Z¯(2), Z¯(3)] ) = {0}
ならば，
L
V
[ Z¯(2), Z¯(3)] = LV[ Z¯(2), Z¯(3)] ⊃ VM[A0]
であり，
∀X ∀C(∈VM[A0])∃!Y (∈LV[ Z¯(2), Z¯(3)]) : X− C = Y
となる．そして，Y ∈ LV[Z¯(2), Z¯(3)] であるから
∃α(2)∃α(3) : Y =
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
が成り立ち，下記に至る．
∀X(∈L
V
[ Z¯(2), Z¯(3)] )∀C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s ．
命題4.2と命題4.3によれば，結局，直和条件が Cの一意性を決定する．
Proposition 4.4
和空間L
V
[Z¯(2), Z¯(3)] = VM[A0]+LV[Z¯
(2), Z¯(3)] の直和条件に対し，下記の
同値式が成り立つ．[
(VM[A0] ∩ LV[ Z¯(2), Z¯(3)] ) = {0}
]

[
∀X(∈L
V
[ Z¯(2), Z¯(3)] )∃!C∃α : X = C+
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
．
ただし，C : 定値確率変数 ; α = 〈α(1), α(2), α(3)〉 : 自給的な投資戦略で次
式を充足 (∑3k=1 α(k)0 Z¯(k)0 ) = C．
Proof : →は証明済みであるから，以下では←のみを証明する．
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[
∀X∃!C
[
∃α : X = C+
3∑
k=2
∫ T
0
· · ·
]]
＆
[
(VM[A0] ∩ · · ·) = {0}
]
．
上式が成り立つならば，∀X → ∃Xにより，次式も成り立つ．[
∃X∃!C
[
∃α : X = C+
3∑
k=2
∫ T
0
· · ·
]]
＆
[
(VM[A0] ∩ · · ·) = {0}
]
．
そして，この式の左項については次式が成り立つ．[
(VM[A0] ∩ · · · ) = {0}
]
→
[
∀X∀C
[
∃α : X = C+
3∑
k=2
∫ T
0
· · ·
]]
．
以上を総合すると，始めの式が成り立てば，次式の成立に至る．[
∃X∃!C
[
∃α : X = C + · · ·
]]
＆
[
∀X∀C
[
∃α : X = C + · · ·
]]
．
Cを含むVM[A0]が無限集合であるから，この式は矛盾する．従って，始
めの式は成立せず，次式が成り立つ．[
∀X∃!C
[
∃α : X = C+
3∑
k=2
∫ T
0
· · ·
]]
→
[
(VM[A0] ∩ · · ·) = {0}
]
．
新しく条件付請求権・派生請求権・価格などを定義したが，ここまで，
正規化証券市場に対する追加の定義はなかった．ここで，正規化証券市場
Z の完備性を定義する．下記の定義方式は少し形式的だが，商品Xの集
合である非負象限 V+
M
と，派生請求権の集合である (V+
M
∩L
V
[ Z¯(2), Z¯(3)])
との一致でZ の完備性を定める．
Definition 4.7
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記のように定義する．[
正規化証券市場Zは完備
]

[
(V+
M
∩ L
V
[ Z¯(2), Z¯(3)]) = V
+
M
]
．
この定義の意味は命題4.5に述べられる．その準備に，下記の補題をおく．
Lemma 4.4
完備の定義条件に対し，下記の同値式が成り立つ．[
(V+
M
∩ L
V
[ Z¯(2), Z¯(3)]) = V
+
M
]

[
V+
M
⊂ L
V
[ Z¯(2), Z¯(3)]
]
．
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Proposition 4.5
正規化証券市場Z に対し，下記の同値式が成り立つ．[
正規化証券市場Zは完備である
]

[
∀X ∈ V+
M
: Xは正規化証券市場Zの派生請求権である
]
．
Proof : 下記の同値変形を辿れば，成立は明らかである．[
Zは完備
]

[
V+
M
⊂ L
V
[ Z¯(2), Z¯(3)]
]

[
∀X ∈ V+
M
: X ∈ LV[ Z¯(2), Z¯(3)]
]

[
∀X ∈ V+
M
: X ∈ (V+
M
∩ L
V
[ Z¯(2), Z¯(3)])
]

[
∀X ∈ V+
M
: XはZの派生請求権である
]
．
次の系題は，Z の完備性と派生請求権の価格との関係を扱う準備である．
Corollary 4.5
正規化証券市場Z に対し，下記の同値式が成り立つ．[
正規化証券市場Zは完備である
]

[
∀X∈V+
M
[
∃C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
] ]
．
Proof : 下記の同値変形により成立は明らかである．[
Zは完備
]

[
∀X ∈ V+
M
: X ∈ L
V
[ Z¯(2), Z¯(3)]
]
．
上記の系題4.5で，直和条件を前提に置けば，Cの存在が一意になる．
Lemma 4.5
和空間L
V
[Z¯(2), Z¯(3)]が直和条件 (VM[A0]∩LV[Z¯(2), Z¯(3)] ) = {0}を充足す
れば，正規化証券市場Z に対し，下記の同値式が成り立つ．[
正規化証券市場Zは完備である
]

[
∀X∈V+
M
[
∃!C∃α : X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
] ]
．
ただし，C :定値確率変数 ; α = 〈α(1), α(2), α(3)〉 :自給的な投資戦略で
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次式を充足 (∑3k=1 α(k)0 Z¯(k)0 ) = C．
Proposition 4.6
和空間L
V
[Z¯(2), Z¯(3)]が直和条件 (VM[A0]∩LV[Z¯(2), Z¯(3)] ) = {0}を充足す
れば，正規化証券市場Z に対し，下記の同値式が成り立つ．[
正規化証券市場Zは完備である
]

[
∀X∈V+
M
[
(XはZの派生請求権)＆(XはZで価格をもつ)
]]
．
この命題は，補題4.5 の主張を言葉で表し，完備性の意味を経済学的に
説明している．ただし，前提に置かれた条件が数学のままであり，命題
の全体は経済学的とはいえない．補題4.6 を用い，この状況を改善する．
Lemma 4.6
部分線型空間LV[Z¯(2), Z¯(3)] が零化可能であれば，和空間LV[Z¯(2), Z¯(3)] は
直和条件を充足する．[
(LV[ Z¯(2),Z¯(3)]∩V
+
M
) ={0}
]
→
[
(VM[A0]∩LV[ Z¯(2),Z¯(3)]) = {0}
]
．
付記：
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
LV[Z¯
(2), Z¯(3)] が零化可能であれば，部分線型空間LV[Z¯(2), Z¯(3)] は正象限
V++
M
と交差しない．定値確率変数の 1次元部分線型空間 VM[A0] は正象
限 V++
M
と交差する．従って，LV[Z¯(2), Z¯(3)] は VM[A0] を含まず，和空間
は直和になる．
Proposition 4.7
正規化証券市場Zが無裁定であれば，下記の同値式が成り立つ．[
正規化証券市場Zは完備である
]

[
∀X∈V+
M
[
(XはZの派生請求権)＆(XはZで価格をもつ)
]]
．
Proof : 下記の同値変形を辿れば，成立は明らかである．
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[
正規化証券市場Zは無裁定
]

[
(LV[ Z¯(2),Z¯(3)]∩V
+
M
) = {0}
]

[
LV[ Z¯(2), Z¯(3)]は零化可能
]
．
完備性の経済学的な特長付けは，命題4.7 で完結した．完備性の前提に
無裁定が置かれ，完備性と零化の概念との関係を推測させる．この命題
4.7 から，本節の冒頭に記した，零化一意が主体となる状況が始まる．
派生請求権の価格を定義し，その前提となる課題も解決した．ただし，
価格を表現する公式は得ていない．価格公式は零化測度から導かれる．
Lemma 4.7
正規化証券市場Zが無裁定かつ完備ならば，次式が成り立つ．[
∀X∈V+
M
: (XはZの派生請求権)＆(XはZで価格EQ[X]をもつ)
]
．
ただし，QはLV[ Z¯(2), Z¯(3)]の零化測度である．
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
Proof : (XはZで価格EQ[X]をもつ)
だけを証明すれば十分である．
∀X ∃!C(∈VM[A0])∃!Y (∈LV[ Z¯(2), Z¯(3)]) : X = C + Y．
であるから，次式が成り立つ．
EQ[X] = EQ[C + Y ] = EQ[C ] + EQ[Y ] = C + 0 = C．
本論文の読者は，価格公式EQ[X] に関して，なぜ零化測度 Qで期待値を
計算するのか，なぜ確率空間M[P]=(Ω,B,P) の確率測度Pで計算しない
のか，と問うことは決してあるまい．このことは，リスク中立確率の観
点と比べた，零化の観点の優位性を端的に示している．
Theorem 4.1
正規化証券市場Zが無裁定であれば，下記の同値式が成り立つ．[
正規化証券市場Zは完備である
]

[
∀X∈V+
M
[
(XはZの派生請求権)＆(XはZで価格EQ[X]をもつ)
]]
．
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定理4.1は完備性の重要さを教えてくれる．無裁定条件が零化可能条件
と一致したことに並行して，正規化証券市場Z の完備条件は，Z が生成
する部分線型空間の零化一意条件と一致する．完備性においては零化一
意条件こそが主体である．
Lemma 4.8
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Zは完備
]

[
LV[ Z¯(2), Z¯(3)] = VM
]
．
付記：
LV[ Z¯(2), Z¯(3)] = VM[A0] + LV[ Z¯(2), Z¯(3)]．
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
Proof : 下記の同値変形で成立は明らかである．[
L
V
[ Z¯(2), Z¯(3)] ⊃ V
+
M
]

[
L
V
[ Z¯(2), Z¯(3)] = VM
]
．
V+
M
は，Rnの n個の点 (1,0,0,· · ·,0), (0,1,0,· · ·,0), · · · , (0,0,0,· · ·,1) に相
当する要素を全て含む．従って，上記の同値式は明らかである．これか
ら先は，次元数の単純な確認だけである．
Lemma 4.9
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Zは完備
]

[
dim(L
V
[ Z¯(2), Z¯(3)]) = n
]
．
Proof : 下記の同値変形で成立は明らかである．[
L
V
[ Z¯(2), Z¯(3)] = VM
]

[
dim(L
V
[ Z¯(2), Z¯(3)]) = n
]
．
次の命題では，和空間 L
V
[ Z¯(2), Z¯(3)] を直和分解するための準備として，
LV[Z¯
(2), Z¯(3)] の零化可能が仮定されている．
Proposition 4.8
部分線型空間LV[Z¯(2), Z¯(3)]が零化可能であれば，下記の同値式が成り立つ．[
正規化証券市場Zは完備
]

[
dim(LV[ Z¯(2), Z¯(3)]) = n− 1
]
．
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Proof : 下記の同値変形を辿れば，成立は明らかである．[
dim(L
V
[ Z¯(2), Z¯(3)]) = n
]

[
dim(VM[A0]⊕ LV[ Z¯(2), Z¯(3)]) = n
]

[
dim(LV[ Z¯(2), Z¯(3)]) = n− 1
]
．
Theorem 4.2
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 が無裁定であれば，下記の同値式が
成り立つ．[
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉は完備
]

[
Zが生成する部分線型空間LV[Z¯(2), Z¯(3)]は零化一意
]
．
付記：
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
正規化証券市場Z の無裁定が零化可能で把握できたように，正規化証券
市場Z の完備性も零化一意で把握された．従って，無裁定価格理論の核
心は零化の概念で完全に把握できる．それだけに止まらず，マルチンゲー
ルの把握も可能である．結局，無裁定価格理論の基本定理それ自体が零
化の観点で把握される．零化の観点は十分に強力で，しかも平易・明快
である．
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4.2 零化とマルチンゲール化の同値
本節[4.2]はマルチンゲール化の可能性と一意性を零化の観点で扱い，
3.3節の定理3.2が無裁定価格理論の第１基本定理と同値であること，4.1
節の定理4.2が第２基本定理と同値であることを述べる．
マルチンゲールそれ自体にも，本節は，線型代数的な手法で幾何学的に
取り組む．そのために，まず，確率変数の線型空間VMの内部を年輪型に
層状化する．既に前節[4.1]で部分線型空間 VM[A0] を用いたが，これを
部分線型空間 VM[At] に一般化し，VM[At] の入れ子でVMを層状化する．
Definition 4.8
確率空間がM[P]=(Ω,B,P ;A={At}Tt=0 ) であるとき，At可測な確率変数
の全体から成る部分線型空間を VM[At] と表記する．
VM[At] =
{
X (∈ VM)
∣∣ X : At可測}．
付記：確率事象空間M=(Ω,B ;A={At}Tt=0 ) でも，VM[At] を使用する．
Corollary 4.6
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) において，AT 可測な確率変数の全
体から成る部分線型空間 VM[AT ] は線型空間 VMと一致する．
付記：
VM =
{
X |X :M[P]上の確率変数
}
．
Corollary 4.7
確率空間をM[P]=(Ω,B,P ;A={At}Tt=0 ) とする．このとき，３つの線型
空間 VM[At] , VM[Aτ ] , VM は次の包含関係にある．[
0 ≤ t ≤ τ ≤ T
]
→
[
VM[At] ⊂ VM[Aτ ] ⊂ VM
]
．
下記の系題は基本的であり，重要である．注意を喚起するために掲げた．
Corollary 4.8
Xを確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) の確率変数とする．このXに
対し，次式が成り立つ．すなわち，Xの条件付期待値EP[X|At] はAt可
測な確率変数である．
∀X∈VM
[
EP[X|At] ∈ VM[At]
]
．
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この時点までは，線型空間VM それ自体に内積を定義してはいない．マ
ルチンゲールを線型代数的な手法で幾何学的に扱うためには，確率変数
の線型空間 VMに適切な内積を定義する必要がある．
Lemma 4.10
確率空間M[P]=(Ω,B,P) 上の線型空間 VMにおいて，下記の (1)～(4)が
成り立つ．ただし，a,bは任意の実数 (∀a∀b ∈ R)である．
(1) ∀X∈VM : EP[X·X] ≥ 0．
(2) ∀X∈VM : EP[X·X] = 0  X = 0．
(3) ∀X∀Y ∈VM : EP[X·Y ] = EP[Y ·X]．
(4) ∀X∀Y ∀Z∈VM : EP[(aX+bY )·Z] = aEP[X·Z]+bEP[Y ·Z]．
補題は，内積であるための４条件を，期待値が充足していることを示す．
線型空間 VMに期待値で内積を定義する理由は，マルチンゲールが条件
付期待値で定義されることと，後続の補題4.11が成り立つことの２つで
ある．条件付期待値との類似で期待値が内積の候補となり，補題4.11の
成立で期待値が内積に採用された．
Proposition 4.9
確率空間M[P]=(Ω,B,P)上の線型空間 VM に対し，VM上の内積 (X,Y )
を次式で定義することが可能である．
(X,Y ) = EP[X · Y ] (∀X∀Y ∈ VM )．
確率事象空間でも，正値確率測度を指定すれば，期待値の内積が使える．
Corollary 4.9
Qを確率事象空間M=(Ω,B) の正値確率測度とする．このとき，M上の
線型空間 VM に対し，VM上の内積 (X,Y ) を次式で定義できる．
(X,Y ) = EQ[X · Y ] (∀X∀Y ∈ VM )．
Definition 4.9
確率空間M[P]=(Ω,B,P) 上の線型空間 VMが内積 EP[X · Y ] をもつ場合
に，VMを内積EP[X ·Y ] の定義された実内積空間 [略式では，そのまま，
線型空間 ] といい，記号 VM[EP] で表記する．
付記１：線型空間VMをVM[EP]と表記する場合，部分線型空間VM[At]は
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VM[EP;At] と表記する．
付記２：確率事象空間M=(Ω,B) 上の線型空間 VMが内積EQ[X ·Y ] をも
つ場合も同様であり，表記 VM[EQ], VM[EQ;At] を流用する．
線型空間 VM[EP] を部屋全体と考え，部分線型空間 VM[EP;At] を部屋
の床と考えよう．確率変数Xの矢印は，矢元を床の原点に置き，矢先が
床を離れて空中に位置する．At可測な条件付期待値 EP[X|At]の矢印は
全体が床に張り付いている．このとき，柱のような (X−EP[X|At]) は床
と直交しているだろうか．直交を調べるには，内積を計算すればよい．
Lemma 4.11
確率変数Xを線型空間VM[EP] の任意の要素とする．このとき，VM[EP]
の要素 (X−EP[X|At]) は部分線型空間 VM[EP;At] と直交する．
∀X∈VM[EP]
[
∀Y ∈VM[EP;At] : Y⊥ (X −EP[X |At ] )
]
．
Proof : Y · (EP[X |At ] ) = EP[X · Y |At ] (∀Y ∈ VM[At] ) と，
EP[Z ]=EP[ EP[Z |At ] ] (∀Z ∈ VM ) の２つに注意する．
EP[ (X −EP[X |At ] ) · Y ] = EP[X · Y − Y · (EP[X |At ] ) ]
= EP[X · Y −EP[X · Y |At ] ]
= EP[X · Y ]− EP[EP[X · Y |At ] ]
= EP[X · Y ]− EP[X · Y ]
= 0．
Lemma 4.12
部分線型空間 VM[EP;At] に対する確率変数X(∈ VM[EP]) の正射影は一
意に定まり，EP[X|At]に限られる．
∀X∈VM[EP] ∀Z∈VM[EP;At] :[[
(X − Z)⊥Z
]
→
[
Z = X − EP[X |At ]
]]
．
Proof : Z1とZ2の双方を正射影として，両者の一致Z1 = Z2を示そう．
[ (X−Z1, Z1)−(X−Z2, Z2) = 0 ] → [−(Z1−Z2, Z1−Z2) = 0 ]
→ [ (Z1−Z2, Z1−Z2) = 0 ]
→ [ Z1 − Z2 = 0 ]．
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補題4.11があれば，下記の命題は簡単である．命題4.10の同値式の２段
目は，マルチンゲールの定義を幾何学的に表現している．同値式の３段
目は，定義の幾何学的な表現を整理し，直交を表面に出した．４段目で
直交が内積に置き換わる．
Proposition 4.10
X = {Xt}
T
t=0を確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) のA適合な確率過
程とする. このXに対し，下記の同値式が成り立つ．[
X = {Xt}
T
t=0は確率測度 Pのマルチンゲールである
]

[
∀t(1≤t≤T ) : (VM[At−1]への正射影EP[Xt|At−1] ) =Xt−1
]

[
∀t (1≤ t≤T )∀α∗ ∈VM[EP;At−1] : α∗ ⊥ (Xt −Xt−1)
]

[
∀t(1≤t≤T )∀α∗∈VM[EP;At−1] : EP[α∗ ·(Xt−Xt−1)] = 0
]
．
命題4.10の４段目を念頭に置いて，下記の定義を導入する．ただし，定
義4.10 では，αに可予測を要請していない．可予測は定義4.12で扱う．
Definition 4.10
α = {αt}
T
t=0とX = {Xt}Tt=0を共にA = {At}Tt=0 適合の確率過程とし，下
記の等式において，左辺を右辺で定める．そして，等式左辺を αのXに
よる [ tまでの ] 確率積分という．∫ t
0
αsdXs =
{
定値確率変数 0 [ t = 0 ]∑t
s=1
[
αs · (Xs −Xs−1)
]
[ 1 ≤ t ≤ T ]．
付記：確率積分は t個の確率変数α1, · · · , αtと t+1個の確率変数X0, X1, · · · ,
Xtとで算出された結果の確率変数である．
既に，3.1節の定義3.16で，投資戦略α = 〈α(1), α(2), α(3)〉 に対し証券市
場Z = 〈Z(1),Z(2),Z(3)〉 で確率積分を定義している．確率積分の定義を証
券市場とマルチンゲールの２カ所で述べた理由は，それぞれの場で自然
に確率積分の形式が生まれることを強調するためである．確率積分の形
式は，証券市場で累積損益の意味を担い，マルチンゲールで定義に強く
係わる．１つの形式に経済学と数学が共存することで，証券市場とマル
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チンゲールが結び付く．ただし，直接にマルチンゲールの観点で無裁定
と完備性の把握を実行しても，見通しは決して良くない．無裁定・完備
性とマルチンゲールは零化の観点で一望される．
Definition 4.11
α = {αt}
T
t=0とX = {Xt}Tt=0を共にA = {At}Tt=0 適合の確率過程とし，下
記の等式において，左辺を中辺と右辺で定める．そして，等式の左辺を
αのXによる確率積分過程という．∫
αdX =
{(∫
αdX
)
t
}T
t=0
=
{∫ t
0
αsdXs
}T
t=0．
伊藤積分過程の定義と命題を述べる準備として，確率積分過程に触れた．
Definition 4.12
確率過程 α = {αt}Tt=0をA = {At}Tt=0可予測とし，確率過程X = {Xt}Tt=0
をA適合とする．このときは，αのXによる確率積分過程を，特に伊藤積
分過程という．そして，これの t項の確率積分を，特に伊藤積分という．
命題4.10の３段目や４段目を見ていると，確率積分と確率積分過程の定
義で，確率過程 α にA可予測の制約を付すべきと感じる．実際，α がA
可予測なら，下記の命題が成り立つ．投資戦略αの確率積分の場合には，
投資戦略の振る舞いからαにA可予測を付した．今回は，直交性の表現
を受けて αにA可予測を付す．もっともな制約で，不自然さはない．
Proposition 4.11
確率過程 α = {αt}Tt=0をA = {At}Tt=0可予測，確率過程 X = {Xt}Tt=0を
A適合とする．このとき，Xが確率測度 Pのマルチンゲールであるなら
ば，下記の伊藤積分過程もA適合で Pのマルチンゲールである．∫
αdX =
{∫ t
0
αsdXs
}T
t=0
=
{ t∑
s=1
[
αs · (Xs −Xs−1 )
]}T
t=0．
Proof : X = {Xt }
T
t=0が確率測度 Pのマルチンゲールであるとすれば
∀t(1≤ t≤T )∀α∗ ∈VM[EP;At−1] : EP[α∗ ·(Xt−Xt−1)] = 0
が成り立つ．そして，Xによる確率積分過程に対しては次式が成り立つ．
α∗ ·
(∫ t
0
αsdXs −
∫ t−1
0
αsdXs
)
=
(
α∗ ·
(
αt · (Xt −Xt−1 )
))
．
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更に，(α∗ ·αt) ∈ VM[EP;At−1] であることを考えれば，次式も成り立つ．
EP
[
α∗·
(∫ t
0
αsdXs−
∫ t−1
0
αsdXs
)]
=EP
[
(α∗·αt)·
(
Xt−Xt−1
)]
= 0．
この結果から次式が導かれ，確率積分過程のP マルチンゲールが分かる．
∀t(1≤t≤T )∀α∗∈VM[EP;At−1] :EP
[
α∗·
(∫ t
0
αsdXs−
∫ t−1
0
αsdXs
)]
= 0．
確率積分過程がA適合であることは定義式から明らかである．
命題4.11は次章の5.1節で使用し，本節では使用しない．本節で扱った
理由は，命題4.10の幾何学的な観点を実際の証明に適用してみるためで
ある．このような方式の証明はマルチンゲールに対する勘を養う．
マルチンゲールを幾何学的に理解し，確率積分の形式を用意しておけ
ば，下記の命題は不思議ではない．→の証明は積分表現をΣ表現に置き
戻すだけであり，→を証明すれば←も推測がつく．零化の観点でマルチ
ンゲールを把握する際に，この命題が決定的な役割を果す．
Proposition 4.12
Qを確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度とする．このQ
と，A適合な確率過程X = {Xt}Tt=0 に対し，下記の同値式が成り立つ．[
X = {Xt }
T
t=0は正値確率測度 Qのマルチンゲール
]

[
A可予測な任意のα={αt}Tt=0でEQ
[∫ T
0
αsdXs
]
= 0
]
．
Proof : X = {Xt }
T
t=0が確率測度 Qのマルチンゲールであるとすれば
∀t(1≤ t≤T )∀α∗ ∈VM[EQ;At−1] : EQ[α∗ ·(Xt−Xt−1)] = 0
が成り立つ．従って，A = {At}Tt=0可予測な α = {αt}Tt=0に対しては次式
∀t (1 ≤ t ≤ T ) : EQ[αt · (Xt −Xt−1) ] = 0
が成り立ち，求める結果を得る．
EQ
[ ∫ T
0
αsdXs
]
=
T∑
t=1
(
EQ
[
αt · (Xt −Xt−1 )
])
= 0．
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逆の証明は下記の T 個 (1 ≤ τ ≤ T )のA可予測な確率過程を利用する．
α(τ) = {α
(τ)
t }
T
t=0 , α
(τ)
t =
{
0 [ t = τ ]
α∗ [ t = τ ]
, α∗ ∈VM[EQ;Aτ−1]．
これ等のA可予測な確率過程 α(τ) = {α(τ)t }Tt=0 に対して次式が成り立つ
EQ
[ ∫ T
0
α(τ)s dXs
]
=
(
EQ
[
α(τ)τ · (Xτ −Xτ−1 )
])
= 0
から，α(τ)τ を VM[EQ;Aτ−1] の任意の要素 α∗と定めたことに注意すれば，
∀τ(1≤ τ ≤T )∀α∗∈VM[EQ;Aτ−1] : EQ[α∗ ·(Xτ−Xτ−1)] = 0
を得る．従って，X = {Xt }Tt=0は確率測度 Qのマルチンゲールである．
命題4.12の背後には部分線型空間が隠れている．3.3節の定義3.34の部
分線型空間LV[Z¯(k)] に相当する部分線型空間LV[X] である．
Definition 4.13
確率過程X = {Xt}Tt=0をA = {At}Tt=0 適合であるとする．このXに対し，
線型空間 VMの部分集合LV[X] を下記のように定義する．
LV[X] =
{∫ T
0
αsdXs (∈ VM)
∣∣∣ α= {αt}Tt=0 : A可予測 }．
Corollary 4.10
確率過程X = {Xt}Tt=0をA = {At}Tt=0 適合であるとする．このXに対し，
部分集合LV[X] は線型空間 VMの部分線型空間である．
Definition 4.14
線型空間 VMの部分線型空間LV[X] を確率過程X = {Xt}Tt=0 で生成され
た部分線型空間という．
部分線型空間LV[X] を設定して命題4.12を振り返ると，命題4.12のマ
ルチンゲール条件から，零化の状況が浮かび上がる．
Lemma 4.13
Qを確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度とする．このQ
と，A適合な確率過程X = {Xt}Tt=0 に対し，下記の同値式が成り立つ．
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[
正値確率測度 Qで ∀Y ∈ LV[X] : EQ[Y ] = 0が成立
]

[
A可予測な任意のα= {αt}Tt=0で EQ
[∫ T
0
αsdXs
]
= 0
]
．
付記：
LV[X] =
{∫ T
0
αsdXs (∈ VM)
∣∣∣ α= {αt}Tt=0 : A可予測 }．
LV[X] はA可予測な任意の αの確率積分が要素であるから，上記の同値
式は明らかである．この同値式がマルチンゲールと零化を結び付ける．
Proposition 4.13
Qを確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度とする．このQ
と，A適合な確率過程X = {Xt}Tt=0 に対し，下記の同値式が成り立つ．[
X = {Xt }
T
t=0 は正値確率測度 Qのマルチンゲール
]

[
正値確率測度 Qで ∀Y ∈ LV[X] : EQ[Y ] = 0が成立
]
．
正値確率測度の表記を Pに戻し，零化測度の概念を用いた表現に改める．
Corollary 4.11
Pを確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度とする．このP
と，A適合な確率過程X = {Xt}Tt=0 に対し，下記の同値式が成り立つ．[
X = {Xt }
T
t=0 は正値確率測度 Pのマルチンゲール
]

[
正値確率測度 Pは部分線型空間LV[X]の零化測度
]
．
下記の命題も明らかである．→は Pが Qの例，←は Qが Pの例になる．
Proposition 4.14
X = {Xt}
T
t=0を確率事象空間M=(Ω,B ;A={At}Tt=0 ) のA適合な確率過
程とする.このXに対し，下記の同値式が成り立つ．[
∃P ∈ ρ++
M
: X = {Xt }
T
t=0は Pのマルチンゲール
]

[
∃Q ∈ ρ++
M
: Qは部分線型空間LV[X]の零化測度
]
．
付記：
ρ++
M
=
{
P | P :M上の正値確率測度
}
．
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Corollary 4.12
X = {Xt}
T
t=0を確率事象空間M=(Ω,B ;A={At}Tt=0 ) のA適合な確率過
程とする.このXに対し，下記の同値式が成り立つ．[
∃!P ∈ ρ++
M
: X = {Xt }
T
t=0は Pのマルチンゲール
]

[
∃!Q ∈ ρ++
M
: Qは部分線型空間LV[X]の零化測度
]
．
マルチンゲールが零化の観点で把握されたので，零化測度・零化可能・
零化一意に対応するマルチンゲール測度・マルチンゲール化可能・マル
チンゲール化一意を定める．
Definition 4.15
Pを確率事象空間M=(Ω,B ;A={At}Tt=0 )の正値確率測度とし，確率過程
X = {Xt}
T
t=0 をA適合とする．この Pと Xに対し，次式が成り立てば，
Pは Xのマルチンゲール正値測度であるという．すなわち，Xが Pのマ
ルチンゲールであるならば，Pをマルチンゲール正値測度であるという．
あるいは，簡単に，マルチンゲール測度であるという．[
∀t(1≤t≤T ) : EP[Xt|At−1] = Xt−1
]
．
付記：Xが確率空間M[Q]=(Ω,B,Q ;A={At}Tt=0 )の確率過程で，Xのマル
チンゲール測度が P である場合に，Pを特に同値マルチンゲール測度と
いう．確率空間の確率測度と同値なマルチンゲール測度の意味である．Q
と Pは，共に正値確率測度で確率ゼロの事象を有せず，確率ゼロの事象
が相互に一致している．
Definition 4.16
X = {Xt}
T
t=0を確率事象空間M=(Ω,B ;A={At}Tt=0 ) のA適合な確率過
程とする.このXに対し，下記の条件が成り立てば，Xはマルチンゲール
化可能であるという. すなわち，Xをマルチンゲールにする正値確率測度
P が存在するならば，Xはマルチンゲール化可能といわれる.
∃P ∈ ρ++
M
[
∀t(1≤t≤T ) : EP[Xt|At−1] = Xt−1
]
．
補題4.14は，マルチンゲール化可能を用いた，命題4.14の再表現である．
Lemma 4.14
X = {Xt}
T
t=0を確率事象空間M=(Ω,B ;A={At}Tt=0 ) のA適合な確率過
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程とする．このXに対し，下記の同値式が成り立つ．[
Xはマルチンゲール化可能
]

[
LV[X]は零化可能
]
．
付記：
LV[X] =
{∫ T
0
αsdXs (∈ VM)
∣∣∣ α= {αt}Tt=0 : A可予測 }．
部分線型空間の零化可能条件を具体的に書けば，下記の命題が得られる．
Proposition 4.15
X = {Xt}
T
t=0を確率事象空間M=(Ω,B ;A={At}Tt=0 ) のA適合な確率過
程とする．このXに対し，下記の同値式が成り立つ．[
Xはマルチンゲール化可能
]

[ (
LV[X] ∩ V
+
M
)
= {0}
]
．
付記：
V+
M
=
{
X (∈ VM)
∣∣ ∀ω ∈ Ω = {ω1, · · · , ωn} : X(ω) ≥ 0 }．
次は，マルチンゲール化一意を扱う．
Definition 4.17
X = {Xt}
T
t=0を確率事象空間M=(Ω,B ;A={At}Tt=0 ) のA適合な確率過
程とする.このXに対し，下記の条件が成り立てば，Xはマルチンゲール
化一意であるという. すなわち，Xをマルチンゲールにする正値確率測度
P が一意に存在するならば，Xはマルチンゲール化一意といわれる.
∃!P ∈ ρ++
M
[
∀t(1≤t≤T ) : EP[Xt|At−1] = Xt−1
]
．
補題4.15は，マルチンゲール化一意を用いた，系題4.12の再表現である．
Lemma 4.15
X = {Xt}
T
t=0を確率事象空間M=(Ω,B ;A={At}Tt=0 ) のA適合な確率過
程とする．このXに対し，下記の同値式が成り立つ．[
Xはマルチンゲール化一意
]

[
LV[X]は零化一意
]
．
部分線型空間の零化一意条件は零化可能条件と次元条件の＆であった．次
の命題4.16は，零化可能条件に相当する部分を前提に取り込み，次元条
件だけを同値式に残してマルチンゲール化一意を具体化する．
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Proposition 4.16
X = {Xt}
T
t=0を確率事象空間M=(Ω,B ;A={At}Tt=0 ) のA適合な確率過
程とする．このとき，Xがマルチンゲール化可能であれば，下記の同値
式が成り立つ．[
Xはマルチンゲール化一意
]

[
dim(LV[X] ) = n− 1
]
．
同時にマルチンゲール化可能，同時にマルチンゲール化一意も定義する．
Definition 4.18
X(1) = {X
(1)
t }
T
t=0と X(2) = {X(2)t }Tt=0を共にM=(Ω,B ;A={At}Tt=0 ) のA
適合な確率過程とする．このX(1)とX(2)に対し，下記の条件が成り立て
ば，X(1)とX(2)は同時にマルチンゲール化可能であるという. すなわち，
X(1)とX(2)を同時にマルチンゲールにする正値確率測度 P が存在するな
らば，X(1)とX(2) は同時にマルチンゲール化可能といわれる.
∃P ∈ ρ++
M
[
∀i (= 1, 2)∀t(1≤t≤T ) : EP
[
X
(i)
t |At−1
]
= X
(i)
t−1
]
．
下記の系題は明らかであろう．
Lemma 4.16
X(1) = {X
(1)
t }
T
t=0と X(2) = {X(2)t }Tt=0を共にM=(Ω,B ;A={At}Tt=0 ) のA
適合な確率過程とする．このX(1)とX(2)に対し，次の同値式が成り立つ．[
X(1)とX(2)は同時にマルチンゲール化可能
]

[
部分線型空間LV[X(1)]とLV[X(2)]は同時に零化可能
]
．
付記：
LV[X
(k)] =
{∫ T
0
α(k)s dX
(k)
s (∈ VM)
∣∣∣ α(k) ={α(k)t }Tt=0 : A可予測 }．
LV[X
(1)]とLV[X(2)]の同時に零化可能を，和空間の零化可能に置き換える．
Lemma 4.17
X(1) = {X(1)t }
T
t=0と X(2) = {X(2)t }Tt=0を共にM=(Ω,B ;A={At}Tt=0 ) のA
適合な確率過程とする．このX(1)とX(2)に対し，次の同値式が成り立つ．[
和空間LV[X(1),X(2)]は零化可能
]

[
X(1)とX(2)は同時にマルチンゲール化可能
]
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付記：
LV[X(1),X(2)] =
{
2∑
k=1
∫ T
0
α(k)s dX
(k)
s
(
∈ VM
) ∣∣∣∣ α(1), α(2) : A可予測
}
．
LV[X
(1),X(2)]の零化可能条件を具体的に書けば，下記の命題4.17になる．
Proposition 4.17
X(1) = {X
(1)
t }
T
t=0と X(2) = {X(2)t }Tt=0を共にM=(Ω,B ;A={At}Tt=0 ) のA
適合な確率過程とする．このX(1)とX(2)に対し，次の同値式が成り立つ．[
(LV[X(1),X(2)] ∩ V
+
M
) = {0}
]

[
X(1)とX(2)は同時にマルチンゲール化可能
]
．
次に，同時にマルチンゲール化一意を扱う．
Definition 4.19
X(1) = {X
(1)
t }
T
t=0と X(2) = {X(2)t }Tt=0を共にM=(Ω,B ;A={At}Tt=0 ) のA
適合な確率過程とする．このX(1)とX(2)に対し，下記の条件が成り立て
ば，X(1)とX(2)は同時にマルチンゲール化一意であるという. すなわち，
X(1)とX(2)を同時にマルチンゲールにする正値確率測度 P が一意に存在
するならば，X(1)とX(2) は同時にマルチンゲール化一意といわれる.
∃!P ∈ ρ++
M
[
∀i (= 1, 2)∀t(1≤t≤T ) : EP
[
X
(i)
t |At−1
]
= X
(i)
t−1
]
．
下記の補題4.18と命題4.18が成り立つことは明らかである．
Lemma 4.18
X(1) = {X
(1)
t }
T
t=0 と X(2) = {X(2)t }Tt=0 を共にM=(Ω,B ;A={At}Tt=0 ) の
A適合な確率過程とする．このX(1)とX(2)に対し，下記の同値式が成り
立つ． [
部分線型空間LV[X(1),X(2)]は零化一意
]

[
X(1)とX(2)は同時にマルチンゲール化一意
]
．
Proposition 4.18
X(1) = {X
(1)
t }
T
t=0と X(2) = {X(2)t }Tt=0を共にM=(Ω,B ;A={At}Tt=0 ) のA
適合な確率過程とし，X(1)と X(2)は同時にマルチンゲール化可能である
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とする．このX(1)とX(2)に対し，下記の同値式が成り立つ．[
dim
(
LV[X
(1),X(2)]
)
= n− 1
]

[
X(1)とX(2)は同時にマルチンゲール化一意
]
．
命題4.17に正規化証券市場Z の生成する部分線型空間LV[Z¯(2), Z¯(3)]を
適用すれば，補題4.19が得られ，定理4.3となる．これは無裁定価格理
論の第１基本定理である．
Lemma 4.19
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
(LV[ Z¯(2), Z¯(3)] ∩ V
+
M
) = {0}
]

[
Z¯(2)とZ¯(3)は同時にマルチンゲール化可能
]
．
付記：
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
Theorem 4.3
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 に対し，下記の同値式が成り立つ．[
正規化証券市場Zは無裁定
]

[
Z¯(2)とZ¯(3)は同時にマルチンゲール化可能
]
．
同様に，部分線型空間LV[Z¯(2), Z¯(3)] を命題4.18に適用すれば，補題4.20
が得られ，定理4.4となる．これは無裁定価格理論の第２基本定理である．
Lemma 4.20
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 が無裁定であれば，下記の同値式が
成り立つ． [
dim
(
LV[Z¯
(1), Z¯(2)]
)
= n− 1
]

[
Z¯(1)とZ¯(2)は同時にマルチンゲール化一意
]
．
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Theorem 4.4
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 が無裁定であれば，下記の同値式が
成り立つ． [
正規化証券市場Zは完備
]

[
Z¯(2)とZ¯(3)は同時にマルチンゲール化一意
]
．
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5 内積確率過程の導入と応用
5.1 マルチンゲールの表現定理
5.1.1 本節の目的
本節[5.1] の目的は，マルチンゲール全体の線型空間WM[P] に対し内
積確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 を定義して，WM[P] を内積空間と同様
に扱うことにより，下記のマルチンゲール表現定理を線型代数における
通常の定理として証明することである．
マルチンゲール表現定理：
線型空間WM[P]に対し正整数 kが一意に定まり次式が成り立つ．
∃X1 · · · ∃Xk∈WM[P] :
(
∀i∀j(1 ≤ i ≤ j ≤ k) : i = j → XiXj
)
＆(
∀Y∈WM[P]∃!G1∈LW[X1]· · ·∃!Gk∈LW[Xk] : (Y− Y0) =G1+ · · ·+Gk
)
．
XiXj は 〈Xi , Xj〉 = 0 による直交を意味し，LW[Xi]はXiによる確率積
分過程の部分線型空間である．線型空間WM[P] が部分線型空間LW[X1],
LW[X2], · · · , LW[Xk]の直和となり，WM[P]要素のマルチンゲールは確率
積分過程の和で一意に表現される．集合 {X1, · · · ,Xk} を線型空間WM[P]
のマルチンゲール直交基底であると理解する．初期値の調整 (Y− Y0)は，
マルチンゲールの線型空間WM[P] を初項 Y0 = 0の要素 Y = {Yt}Tt=0 に
限定すれば避けられる．
線型空間WM[P] は，確率空間M[P] = (Ω,B,P ;A={At}Tt=0 )を台として
いる．有限集合Ω = {ω1, · · · , ωi, · · · , ωn} を標本空間とし，正値確率測度
Pをもち，増大情報系A = {At}Tt=0 の設定された確率空間である．この
確率空間の上には，確率変数の全体から成る線型空間 VM も存在してい
る．本論文は，4.2節の定義4.9で，線型空間 VMに期待値の内積を導入
した．それを更に踏み込むと，
内積確率変数 : 〈X,Y |At 〉 = EP[X ·Y |At ]
のアイディアが出てくる．これは条件付の期待値内積であり，直和分割
された標本空間の各部分に限定すれば正当な期待値内積となる．内積確
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率変数の性質を調べると，内積確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 が持つべ
き性質が把握できて，下記の 〈X ,Y〉tが求まる．
〈X ,Y〉t = EP[X0 · Y0 ] +
t∑
s=1
EP[ (Xs · Ys −Xs−1 · Ys−1 ) |As−1 ]．
WM[P] の内積確率過程を VMの内積確率変数の発展で理解したが，マ
ルチンゲール表現定理それ自体の起源もVMで見ることができる．4.1節
の補題4.8 がそれであり，少し一般化すると下記になる．この命題は，正
規化証券市場 Z の完備性と，At可測な確率変数 Ytが初期値の定値確率
変数と t期までの確率積分との和で一意表現されることの同値を示す．
正規化証券市場の完備性の命題：
正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 が無裁定ならば，次式が成り立つ．[
Zは完備
]

[
∀t(0≤ t≤T ) : VM[At] = L

V
[ Z¯(2), Z¯(3); t ]
]
．
L
V
[ Z¯(2), Z¯(3); t ] = VM[A0]⊕ LV[ Z¯(2), Z¯(3); t ]．
LV[ Z¯(2), Z¯(3); t ] =
{
3∑
k=2
∫ t
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
証券市場の完備性を深く調べるためにはマルチンゲールの線型空間WM[P]
を必要とする．WM[P] に現れるマルチンゲール表現定理が完備性の直接
の数理基盤である．このマルチンゲール表現定理を，基本定理の場合と
同様に，線型代数の手法で確立する．本節の目的は，線型代数的手法に
よるマルチンゲール表現定理の導出であり，完備性それ自体を論ずるこ
とではない．
本章[5]は，3章と4章が零化の概念で基本定理の数学基盤を線型代数
化したことに続き，内積確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 でマルチンゲー
ル表現定理とギルサノフ定理の数学基盤を線型代数化する．これ等の内
容はDothan(1990)の chapter5と密接に関係する．Dothanの平易・素朴
なアプローチは興味を引くが，踏み込んで考えると，〈X ,Y〉 の導入方式
が暫定的で必然性に欠け，定理の証明が本質を解明していない．本章に
よって必然性と本質の双方が十分に把握される．
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証明の付記：正規化証券市場の完備性の命題[
Zは完備
]

[
∀t(0≤ t≤T ) : VM[At] = L

V
[ Z¯(2), Z¯(3); t ]
]
．
←は明らかであるから，→ のみを証明する．At可測な確率変数の線型空
間 VM[At] から任意の確率変数 Ytをとる．VM[At] ⊂ LV[ Z¯(2), Z¯(3);T ] に
注意すれば，Ytに対してA可予測な α(2), α(3)が定まり次式が成り立つ．
Yt = C +
3∑
k=2
[ ∫ T
0
α(k)s dZ¯
(k)
s
]
．
ここで，正規化証券市場Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 の無裁定を利用する．Z¯(k)
にマルチンゲール測度 Pが存在して，α(k)の Z¯(k)による確率積分過程は
Pのマルチンゲールになる．
Yt = EP
[
Yt
∣∣∣ At ]
= EP
[
C +
3∑
k=2
[ ∫ T
0
α(k)s dZ¯
(k)
s
] ∣∣∣∣ At ]
= EP
[
C
∣∣∣∣ At ]+ EP[ 3∑
k=2
[ ∫ T
0
α(k)s dZ¯
(k)
s
] ∣∣∣∣ At ]
= C +
3∑
k=2
[
EP
[ ∫ T
0
α(k)s dZ¯
(k)
s
∣∣∣ At ] ]
= C +
3∑
k=2
[ ∫ t
0
α(k)s dZ¯
(k)
s
]
=
[
C +
3∑
k=2
[ ∫ t
0
α(k)s dZ¯
(k)
s
] ]
∈ L
V
[ Z¯(2), Z¯(3); t ]．
この結果は次式が成り立つことを示す．従って，→の場合も証明された．
∀t (0 ≤ t ≤ T ) : VM[At] = L

V[ Z¯
(2), Z¯(3); t ]．
5.1.2 Dothanのアプローチ
マルチンゲール表現定理は国田・渡辺の L2マルチンゲール確率積分に
おける中核定理である．国田・渡辺の理論は 2乗可積分 [L2 ]マルチンゲー
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ルのDoob‐Meyer分解から始まる．マルチンゲールX = {Xt}Tt=0に対し，
X2 = {Xt
2}Tt=0は正値の劣マルチンゲールであり，X2のDoob‐Meyer分
解を経て確率過程 〈X 〉 = {〈X〉t }Tt=0が定まる．
〈X〉 は可予測な増加過程で，可予測 2次変分過程と呼ばれる．内積空
間のノルムと同じ性質を持つので，〈X〉 をノルム確率過程と解釈するこ
とができ，〈X〉 から内積に相当する確率過程 〈X ,Y〉 = {〈X ,Y〉t }Tt=0を導
出する．〈X ,Y〉は可予測 2次共変分過程と呼ばれる．L2マルチンゲール
の全体から成る空間Wは，大雑把にいうと，〈X ,Y〉を内積とする無限次
元の線型空間である．
投資戦略の可予測確率過程α = {αt}Tt=0 とマルチンゲールの証券価格過
程X = {Xt}Tt=0 による確率積分過程は累積損益のマルチンゲールである．∫
αdX =
{(∫
αdX
)
t
}T
t=0
=
{∫ t
0
αsdXs
}T
t=0．
あらゆる戦略 αに対する累積損益マルチンゲールの全体L[X]は，Xから
確率積分過程で生成された部分線型空間 [⊂W ] を成す．
線型空間Wに相互直交のX1,X2, · · · ,Xi, · · · が存在すれば，空間Wは
W = L[X1] + L[X2] + · · ·+ L[Xi] + · · · (直和)
で表現される．これより，空間Wに含まれる任意のマルチンゲール Yは
Y =
∫
βdX1 +
∫
γdX2 + · · ·+
∫
δdXi + · · · (一意表現)
となり，任意のマルチンゲールが確率積分過程で表現される．
これがマルチンゲールの表現定理である．ただし，説明を簡単にするた
め，線型空間Wの要素Z = {Zt}Tt=0は全て初項がゼロZ0 = 0に調整され
ていると仮定した．ノルム確率過程 〈X〉 からの導入が技巧的で，途中の
議論も複雑だが，定理自体は明快である．
Dothan(1990)は，有限な確率空間M[P] = (Ω,B,P ;A) を台とするマル
チンゲールを対象に，マルチンゲール表現定理の線型代数化を試行した．
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まず，下記の 2次共変分過程 [X ,Y ] = {[X ,Y ]t }Tt=0を天下りで定義する．
[X ,Y ]t = X0 · Y0 +
t∑
s=1
(Xt −Xt−1) · (Yt − Yt−1)．
その可予測版として下記の可予測 2次共変分過程 〈X ,Y〉 = {〈X ,Y 〉t }Tt=0
〈X ,Y〉t = EP[X0 ·Y0 |A0 ] +
t∑
s=1
EP[ (Xt−Xt−1) ·(Yt−Yt−1) |As−1 ]
を同じく天下り定義する．ノルム確率過程 〈X〉 からの出発ではない．
2次共変分過程 [X ,Y ]を最初に置いたのは，それが統計の共分散に似
ており，天下りでも受け入れられると判断したからに違いない．Dothan
は [X ,Y ]に対する様々な計算公式を提示する．しかし，2次共変分過程
[X ,Y ]は無くてもよく，可予測 2次共変分過程 〈X ,Y 〉こそが必須である．
だからこそ，Dothanは次の定義をする．
[ Xと Yが直交 ]  [ ∀t (0 ≤ t ≤ T ) : 〈X ,Y〉t = 0 ]．
この定義も天下りである．[X ,Y ]を優先的に扱いながら，説明なしに 〈X ,Y〉
で直交を定義している．
共分散の概念はマルチンゲール表現定理の線型代数化に何も貢献しな
い．Dothan(1990)は，可予測 2次共変分過程 〈X ,Y〉と，Xと Yの直交性
を単に天下り定義しただけである．天下り自体は，好ましいことではな
いが，論理的には認められる．ならば，Dothan(1990)のアプローチに論
理的な問題点はないのか．実は，可予測 2次共変分過程 〈X ,Y〉が正当な
内積ではない．
内積の値は確定した数であり，確率変数や確率過程では内積の値になれ
ない．可予測 2次共変分過程 〈X ,Y 〉 は内積と同じ性質をもつが，確率過
程であって単純な実数ではない．従って，Dothanのアプローチには数学
的な無理が存在している．Dothan(1990)が，Pマルチンゲール全体から
成る線型空間WM[P] と，WM[P] における内積を正面から論じていない
のは，そのためである．
上記の難点を解決するために，確率変数の全体から成る線型空間VMで
内積の概念を再考する．その結果を見て，線型空間WM[P] に取り組む．
81
5.1.3 内積確率変数の導入
既に前節[4.2]の命題4.9で述べたが，線型空間 VMに対して (X,Y )を
(X,Y ) = EP[X ·Y ] (∀X∀Y ∈ VM )
で定義すれば，(X,Y )は線型空間 VM の内積で，下記の補題が成り立つ．
Lemma 5.1
確率空間M[P]=(Ω,B,P) 上の線型空間 VMにおいて，下記の (1)～(4)が
成り立つ．ただし，a,bは任意の実数 (∀a∀b ∈ R)である．
(1) ∀X∈VM : EP[X·X] ≥ 0．
(2) ∀X∈VM : EP[X·X] = 0  X = 0．
(3) ∀X∀Y ∈VM : EP[X·Y ] = EP[Y ·X]．
(4) ∀X∀Y ∀Z∈VM : EP[(aX+bY )·Z] = aEP[X·Z]+bEP[Y ·Z]．
EP[X ·Y ]は確定した実数で EP[X ·Y |At] はAt可測な確率変数の相異は
あるが，EP[X ·Y ] = EP[X ·Y |A0] であることからも推察されるように，
EP[X ·Y ] とEP[X ·Y |At] の２つは同じ性質を持つ．
Lemma 5.2
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) 上の線型空間 VM において，下記
の (1)～(4)が成り立つ．ただし，a,bは任意の実数 (∀a∀b ∈ R)，tは非負
整数 (0 ≤ t ≤ T )である．
(1) ∀X∈VM : EP[X·X|At] ≥ 0．
(2) ∀X∈VM : EP[X·X|At] = 0  X = 0．
(3) ∀X∀Y ∈VM : EP[X·Y |At] = EP[Y ·X|At]．
(4) ∀X∀Y ∀Z∈VM : EP[(aX+bY )·Z|At]
= aEP[X·Z|At]+bEP[Y ·Z|At]．
線型空間 VM[EP] の期待値内積 EP[X ·Y ]は，補題4.11が示すように，
VM[EP]の要素 (X−EP[X|At])と部分線型空間VM[EP;At]を直交させた．
これについても，EP[X ·Y |At] はEP[X·Y ]と同様に機能するであろうか．
EP[X ·Y |At] を 〈X, Y |At〉 と表記し，〈X, Y |At〉 = 0 をXと Y のAt付直
交XtY と見做すときに，(X−EP[X|At])と VM[EP;At] はt直交する
であろうか．次の補題が回答してくれる．
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Lemma 5.3
確率変数Xを線型空間VM[EP] の任意の要素とする．このとき，VM[EP]
の要素 (X−EP[X|At]) は部分線型空間 VM[EP;At] とt直交する．
∀X∈VM[EP]
[
∀Y ∈VM[EP;At] : Y t (X − EP[X |At ] )
]
．
Proof : EP[Z |At ]=EP[ EP[Z |At ] |At ] (∀Z ∈ VM ) に注意する．
EP[ (X −EP[X |At ] ) · Y |At ]
= EP[X · Y − Y · (EP[X |At ] ) |At ]
= EP[X · Y −EP[X · Y |At ] |At ]
= EP[X · Y |At ]− EP[ EP[X · Y |At ] |At] ]
= EP[X · Y |At ]− EP[X · Y |At ]
= 0．
補題5.2と補題5.3の２つは，我々を定義5.1と定義5.2に向かわせる．
Definition 5.1
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) を台とする線型空間 VM において，
〈X,Y |At〉 = EP[X ·Y |At] (∀X∀Y ∈ VM , 0 ≤ t ≤ T )
で定義された 〈X, Y |At〉 を VMにおけるAt付の内積確率変数という．
Definition 5.2
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) を台とする線型空間 VMで，任意
の２要素X と Y に対し 〈X, Y |At〉 = 0 が成り立つならば，X と Y は互
いにAt付の直交するといい記号 XtY で表記する．
At付の内積確率変数は正当な内積ではない．しかし，条件付の内積であ
り，場合分けされた標本空間の各分割要素においては正当な内積となる．
内積確率変数 〈X,Y |At〉 は本来の内積 (X,Y )に対して以下の関係をもつ．
補題5.4，命題5.1とも自明に近いが重要である．
Lemma 5.4
M[P]=(Ω,B,P ;A={At}
T
t=0 ) 上の線型空間 VM[EP] で，次式が成り立つ．
∀X ∀Y ∈ VM : (X, Y ) = EP[ 〈X, Y |At〉 ]．
Proof : EP[X · Y ] = EP[ EP[X · Y |At ] ] より明らか．
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下記の命題は，Xと Y がAt付の直交XtY であれば，Xと Y は本来の
直交X⊥Y であることを示している．
Proposition 5.1
M[P]=(Ω,B,P ;A={At}
T
t=0 ) 上の線型空間 VM[EP] で，次式が成り立つ．
∀X∀Y ∈ VM : 〈X,Y |At〉 = 0 → (X, Y ) = 0．
確率変数の線型空間VM に内積確率変数を導入した理由は，マルチンゲー
ルの線型空間WM[P] に内積確率過程を導入するための準備であった．次
の小節で本来の目標に取り組む．すなわち，内積確率変数 〈X, Y |At〉 を
参考にして，内積確率過程 〈X ,Y〉 = {〈X ,Y 〉t }Tt=0 を具体的に導き出す．
5.1.4 内積確率過程の導出
増大情報系A = {At}Tt=0 の設定された確率事象空間M = (Ω,B ;A) で，
正値確率測度 Pに関するマルチンゲールX = {Xt}Tt=0 の全体は線型空間
を形成する．これは，Xを T + 1個の確率変数の有限列
X = {Xt}
T
t=0 = (X0, · · · ,Xt, · · · ,XT )
に展開すれば直ちに分かる．このPマルチンゲール線型空間をWM[P] と
表記してきた．線型空間WM[P] の内積は，上記の有限列に合わせて，線
型空間 VM の内積 (X,Y )を拡張して定義する．
Definition 5.3
M = (Ω,B ;A) を台とする Pマルチンゲール線型空間WM[P] に対して，
(X ,Y) = EP
[
T∑
t=0
Xt · Yt
] (
∀X={Xt}
T
t=0 , ∀Y={Yt}
T
t=0 ∈WM[P]
)
で定義される (X ,Y) を線型空間WM[P] の内積という．
線型空間WM[P] が定義5.3の内積をもつ場合，WM[P] を内積 (X,Y)の定
義された内積空間といい，記号WM[P;EP]で表記するが，通常はWM[EP]
と略記し，線型空間WM[EP]と略称する．
定義5.3を次のように変形する．
(X ,Y) = EP
[
T∑
t=0
Xt · Yt
]
=
T∑
t=0
(
EP [Xt · Yt ]
)
．
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この変形で，線型空間WM[EP] の２要素 Xと Yの積 X ·Y = {Xt · Yt}Tt=0
と，線型空間WM[EP] の内積 (X ,Y) との関係が見えてくる．積 X ·Y は
A適合な確率過程ではあるが，WM[EP] の要素とは限らない．
Lemma 5.5
∀X = {Xt}
T
t=0 ∀Y = {Yt}
T
t=0 ∈ WM[EP] に対して次式が成り立つ．[
(X0 ·Y0 = 0)＆ (X ·Y∈WM[EP])
]
→
[
∀t(0≤ t≤T ) :EP[Xt ·Yt] = 0
]
．
Proof : まず，(X · Y ∈WM[EP] ) であるから，次式が成り立つ．
EP[Xt · Yt ] = EP[EP[Xt+1 · Yt+1 |At ] ] = EP[Xt+1 · Yt+1 ]．
そして，(X0 · Y0 = 0)により，求める結果が成り立つ．
EP[XT · YT ] = EP[XT−1 · YT−1 ] = · · · = EP[X0 · Y0 ] = 0．
Proposition 5.2
∀X = {Xt}
T
t=0 ∀Y = {Yt}
T
t=0 ∈ WM[EP] に対して次式が成り立つ．[
(X0 · Y0 = 0)＆ (X · Y ∈WM[EP] )
]
→
[
(X ,Y ) = 0
]
．
この命題は，２つの PマルチンゲールXと Yが直交するための十分条件
を教える．積X · Y = {Xt · Yt}Tt=0 がPマルチンゲールで初期値X0 · Y0が
ゼロなら，Xと Yは直交する．
確率空間M[P]=(Ω,B,P ;A={At}Tt=0 )上の確率変数全体から成る線型空
間 VM に対して，内積 (X, Y )と内積確率変数 〈X, Y |At〉 の２種類を定義
した．これを踏襲して，確率事象空間M=(Ω,B ;A={At}Tt=0 )上のPマル
チンゲール線型空間WM[EP] に対しても，内積 (X ,Y)と同じ性質をもつ
A適合な内積確率過程 : 〈X ,Y〉 = {〈X ,Y〉t}Tt=0
を定義しよう．内積確率変数 〈X,Y |At〉 = EP[X ·Y |At] からの類推で，
[要請 1] 〈X ,Y〉tはEP[Xt · Yt |At−1]に類似した確率変数であること．
[要請 2] 〈X ,Y〉 = 0の直交性から (X ,Y) = 0の直交性が導けること．
の２つを設定する．要請 2は当然である．ただし，〈X ,Y〉 = 0 は確率過
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程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0 がゼロであること，すなわち，零定値の確率変
数を並べた確率過程であることを意味する．
[ 〈X ,Y〉 = 0 ]  [ ∀t (0 ≤ t ≤ T ) : 〈X ,Y〉t = 0 ]．
要請 1は，AT 可測なX ·Y のAt可測化で 〈X,Y |At〉 が定義されているこ
とに倣った．これ等の要請を受けて，内積確率過程 〈X ,Y〉 = {〈X ,Y〉t}Tt=0
に対し具体的な仮設をおく．
[仮設 1] 内積確率過程 〈X ,Y 〉 = {〈X ,Y〉t}Tt=0 はA = {At}Tt=0 可予測．
[仮設 2] X · Y− 〈X ,Y〉 = {Xt · Yt − 〈X ,Y〉t}Tt=0 は Pマルチンゲール．
仮設 1は 〈X,Y〉t が At−1可測な確率変数であることを意味する．仮設 2
は，〈X ,Y〉 = 0 に特化すれば，X · Yが Pマルチンゲールであることを
主張する．この主張は，X⊥Y十分条件の主要部分であり，〈X ,Y〉 = 0 を
(X ,Y) = 0 に結び付ける．初期値 〈X,Y〉0 の検討は先送りする．
上記の２つの仮設から 〈X ,Y〉t の具体的な形を導出する．これは，以下
に示すように，実は非常に簡単なことである．まず，次式が成り立つ．
Xt−1 · Yt−1 − 〈X ,Y 〉t−1 = EP[Xt−1 · Yt−1 |At−1 ]− 〈X ,Y〉t−1．
そして，上式の左辺は次のように変形される．
Xt−1 · Yt−1 − 〈X ,Y〉t−1
= EP[Xt · Yt − 〈X ,Y〉t |At−1 ] [仮設 2 ]
= EP[Xt · Yt |At−1 ]− EP[ 〈X ,Y 〉t |At−1 ]
= EP[Xt · Yt |At−1 ]− 〈X ,Y 〉t． [仮設 1]
従って，下記の等式が得られる．
EP[Xt · Yt |At−1 ]− 〈X ,Y〉t = EP[Xt−1 · Yt−1 |At−1 ]− 〈X ,Y〉t−1．
これを変形すれば，次の差分方程式になる．
〈X ,Y〉t − 〈X ,Y〉t−1 = EP[ (Xt · Yt −Xt−1 · Yt−1 ) |At−1 ]．
差分方程式を解けば 〈X ,Y 〉t の基本形式が分かる．
〈X ,Y〉t = 〈X ,Y〉0 +
t∑
s=1
EP[ (Xs · Ys −Xs−1 · Ys−1 ) |As−1 ]．
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〈X,Y〉 = {〈X,Y〉t}
T
t=0 を A可予測と仮定したから，初期値 〈X,Y〉0 はA0
可測な確率変数，すなわち定値の確率変数である．線型空間VMの内積確
率変数 〈X0 ,Y0 |A0〉 = EP[X0 ·Y0 |A0] を初期値 〈X,Y〉0 として採用しよう．
〈X ,Y〉0 = EP[X0 · Y0 |A0 ] = EP[X0 · Y0 ] = X0 · Y0．
採用の理由は次の補題5.6と命題5.3 を見れば明らかである．
Lemma 5.6
∀X = {Xt}
T
t=0 ∀Y = {Yt}
T
t=0 ∈ WM[EP] に対して次式が成り立つ．
∀t(0 ≤ t ≤ T ) : EP[〈X,Y〉t] = EP[Xt · Yt]− EP[X0 · Y0] + 〈X,Y〉0．
Proof : 下記の変形を辿れば，補題の成立は明らかである．
EP
[
〈X ,Y〉0 +
t∑
s=1
EP
[
(Xs · Ys −Xs−1 · Ys−1 )
∣∣∣As−1 ] ]
= EP[ 〈X ,Y〉0 ] +
t∑
s=1
EP
[
EP
[
(Xs · Ys −Xs−1 · Ys−1 )
∣∣∣As−1 ] ]
= EP[ 〈X ,Y〉0 ] +
t∑
s=1
EP[Xs · Ys −Xs−1 · Ys−1 ]
= EP[ 〈X ,Y〉0 ] +
t∑
s=1
[
EP[Xs · Ys ]−EP[Xs−1 · Ys−1 ]
]
= 〈X ,Y〉0 + EP[Xt · Yt ]− EP[X0 · Y0 ]．
初期値 〈X,Y〉0 をEP[X0 ·Y0]と定めれば下記の命題5.3が成り立つ．初期
値のEP[X0 · Y0]を特にEP[X0 · Y0 |A0] の形式で表記するのは，〈X,Y〉t の
Σ項との形式バランスである．
Proposition 5.3
∀X = {Xt}
T
t=0 ∀Y = {Yt}
T
t=0 ∈ WM[EP] に対して次式が成り立つ．
∀t (0 ≤ t ≤ T ) : EP [Xt · Yt ] = EP [ 〈X ,Y〉t ]．
付記：
〈X ,Y〉t = EP[X0 · Y0 |A0] +
t∑
s=1
EP
[
(Xs · Ys −Xs−1 · Ys−1)
∣∣As−1]．
この命題は，内積確率変数の場合の (X,Y ) = EP[〈X, Y |At〉] に相当する．
すなわち，補題5.4 に相当する．
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5.1.5 ノルムの導入と展開
本小節[5.1.5]からの議論は，前小節[5.1.4]で導出した，内積確率過程の
〈X ,Y〉t = EP[X0 · Y0 |A0] +
t∑
s=1
EP
[
(Xs · Ys −Xs−1 · Ys−1)
∣∣As−1]
が予め与えられる前提で進める．後の定義5.4である．我々は，〈X ,Y〉t が
何故この形で与えられるかを，既に理解している．与えられた 〈X ,Y〉t は
期待された性質を持つ．すなわち，次の２つの補題が成り立つ．
Lemma 5.7
∀X = {Xt}
T
t=0 ∀Y = {Yt}
T
t=0 ∈ WM[EP] に対して次式が成り立つ．
∀t (0 ≤ t ≤ T ) : 〈X ,Y〉t = 0 → (Xt ,Yt ) = 0．
Proof : (Xt ,Yt) = EP[Xt · Yt] = EP[〈X ,Y〉t] より成立は明らかである．
Lemma 5.8
Pマルチンゲール線型空間WM[EP] において次式が成り立つ．
∀X∀Y ∈WM[EP] : 〈X ,Y〉 = 0 → (X ,Y ) = 0．
Proof : 下記の２式と補題5.7により，補題5.8の成立は明らかである．
(X ,Y) = EP
[∑T
t=0Xt · Yt
]
=
∑T
t=0EP[Xt · Yt ]．
[ 〈X ,Y〉 = 0 ]  [ ∀t (0 ≤ t ≤ T ) : 〈X ,Y〉t = 0 ]．
補題5.8は必須の要請であるが，補題5.7までも成り立つので，喜ばしい．
導出した内積確率過程 〈X ,Y 〉は差分型であり，Dothan(1990)で天下り定
義された 〈X ,Y〉は差積型で，両者は形式が少し違う．しかし，X = {Xt}Tt=0
と Y = {Yt}Tt=0のマルチンゲール性によって両者は等しくなる．下記の定
義5.4は差分型の 〈X ,Y〉，補題5.9は差積型の 〈X ,Y〉である．
Definition 5.4
∀X = {Xt}
T
t=0 ∀Y = {Yt}
T
t=0 ∈ WM[EP] に対し，〈X,Y〉t を次式で定める．
〈X,Y〉t =
{
EP[X0 · Y0|A0](t = 0の場合，1 ≤ t ≤ T の場合は下段)
EP[X0 · Y0|A0] +
∑t
s=1 EP[(Xs · Ys −Xs−1 · Ys−1)|As−1]．
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Lemma 5.9
∀X = {Xt}
T
t=0 ∀Y = {Yt}
T
t=0 ∈ WM[EP] に対して次式が成り立つ．
〈X ,Y〉t = EP[X0 ·Y0 |A0 ] +
t∑
s=1
EP
[
(Xt−Xt−1) ·(Yt−Yt−1)
∣∣As−1 ]．
Proof : 下記の式変形により，補題が成り立つことは明らか．
(Xs · Ys −Xs−1 · Ys−1)
= (Xt −Xt−1) · (Yt − Yt−1)
+ [Yt−1 · (Xt −Xt−1) + Xt−1 · (Yt − Yt−1) ]．
条件付期待値は差積型よりも差分型が計算し易い．前小節[5.1.4]の導出
で差分型の 〈X ,Y〉t が出現したのも納得できる．差分型の 〈X ,Y〉t ゆえに
直観も利いた．しかし，下記の基本的事項の確認には差積型がよい．
Lemma 5.10
WM[EP] の内積確率過程 〈X ,Y〉 に対して下記の (1)～(4)が成り立つ．
(1) ∀X ∈WM[EP] : 〈X ,X〉 ≥ 0．
(2) ∀X ∈WM[EP] : 〈X ,X〉 = 0  X = 0．
(3) ∀X∀Y ∈WM[EP] : 〈X ,Y〉 = 〈Y ,X 〉．
(4) ∀X∀Y∀Z ∈WM[EP] : 〈(aX+ bY ) ,Z〉 = a〈X , Z〉+ b〈Y , Z〉．
Pマルチンゲール線型空間WM[EP]において，内積確率過程 〈X ,Y〉 を
利用したノルム確率過程 〈X〉 の導入が可能である．内積空間における内
積とノルムの関係もそのまま成り立つ．
Definition 5.5
〈X〉 = 〈X ,X〉 = {〈X ,X〉t }
T
t=0 = {〈X 〉t }
T
t=0．
Lemma 5.11
〈X〉t =
{
EP[X
2
0 |A0 ] ( t = 0)
EP[X
2
0 |A0 ] +
∑t
s=1EP[ (Xs −Xs−1 )
2 |As−1 ] (1≤ t ≤T )．
Lemma 5.12
∀X∀Y ∈WM[EP] : 〈X+ Y 〉 ≤ 〈X〉+ 〈Y 〉．
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Lemma 5.13
∀X∀Y ∈WM[EP] : 〈X ,Y 〉 =
1
4
(
〈X+ Y〉 − 〈X− Y〉
)
．
補題5.13の内積・ノルム関係は単に一般論を適用しただけだが，〈X ,Y〉t
と 〈X〉t の具体的な定義式で計算すれば全く別の形式を得る．その計算を
実行するための準備をしよう．まず，増大情報系A = {At}Tt=0 のAt−1を
At−1 =
{
Ω
(t−1)
1 , · · · , Ω
(t−1)
i , · · · , Ω
(t−1)
mt−1
}
[Ωの直和分割 ]
とする．次に，At−1可測な確率変数EP[ (Xt −Xt−1 )2 |At−1 ] に対して，[
EP[ (Xt −Xt−1 )
2 |At−1 ](ω)
]
ω∈Ω
(t−1)
i
= EP[ (Xt −Xt−1 )
2 |Ω(t−1)i ]
とする．そして，集合族At−1を下記のA(=0)t−1 とA(=0)t−1 の２つに分割する．
A
(=0)
t−1 =
{
Ω
(t−1)
i
∣∣∣ EP[ (Xt −Xt−1 )2 |Ω(t−1)i ] = 0}．
A
(=0)
t−1 =
{
Ω
(t−1)
j
∣∣∣ EP[ (Xt −Xt−1 )2 |Ω(t−1)j ] = 0}．
このA(=0)t−1 とA( =0)t−1 を使用して，At−1可測な確率変数 µtを次式で定める．
µt(ω) =

定数 1 [ω∈Ω(t−1)i ∈A(=0)t−1 ]
EP[ (Xt −Xt−1) · (Yt − Yt−1) |Ω
(t−1)
j ]
EP[ (Xt −Xt−1)2 |Ω
(t−1)
j ]
[ω∈Ω
(t−1)
j ∈A
(=0)
t−1 ]．
上記の µt (1≤ t≤ T ) に定値確率変数 µ0 = 1を追加すれば，A可予測な
確率過程 µ = {µt}Tt=0が定義される．
確率過程µは内積確率過程 〈X ,Y 〉とノルム確率過程 〈X〉を結び付ける．
Lemma 5.14
∀X = {Xt}
T
t=0 ∀Y = {Yt}
T
t=0 ∈WM[EP] で，次式 (1≤ t≤T )が成り立つ．
EP[ (Xt −Xt−1) · (Yt − Yt−1) |At−1 ] = µt · EP[ (Xt −Xt−1 )
2 |At−1 ]．
Proof : [ω ∈Ω
(t−1)
i ∈A
(=0)
t−1 ] と [ω ∈Ω(t−1)j ∈A(=0)t−1 ] に分けて証明しよう．
次式が成り立ち，[ω∈Ω(t−1)i ∈A(=0)t−1 ] の場合は，補題の両辺がゼロになる．
EP[(Xt−Xt−1)
2|Ω
(t−1)
i ] = 0 → EP[(Xt−Xt−1) ·(Yt−Yt−1)|Ω
(t−1)
i ] = 0．
[ω∈Ω
(t−1)
j ∈A
(=0)
t−1 ] の場合は，EP[(Xt−Xt−1)2|Ω(t−1)j ] = 0 より，明らか．
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Proposition 5.4
内積確率過程 〈X ,Y〉 = {〈X ,Y〉t }Tt=0 とノルム確率過程 〈X〉 = {〈X 〉t }Tt=0
との間には次の関係が成り立つ．
∀t (1 ≤ t ≤ T ) : 〈X ,Y〉t = 〈X ,Y〉0 +
t∑
s=1
[
µs ·
(
〈X 〉s − 〈X 〉s−1
)]
．
Proof : 下記の２つの等式により，命題が成り立つことは明らかである．
〈X〉s − 〈X〉s−1 = EP[ (Xs −Xs−1 )
2 |As−1 ]．
EP[ (Xs −Xs−1) · (Ys − Ys−1) |As−1 ] = µs · EP[ (Xs −Xs−1 )
2 |As−1 ]．
命題5.4は内積確率過程 〈X ,Y〉 がノルム確率過程 〈X〉 による確率積分で
表現されることを示している．
5.1.6 確率積分過程の生成空間
はじめに，本論文の確率積分と確率積分過程に対する定義を再掲する．
それに際し，確率事象空間M=(Ω,B ;A={At}Tt=0 ) における A={At}Tt=0
適合な確率過程の全体から成る線型空間を UMと表記する．同様に，M
におけるA可予測な確率過程の全体から成る線型空間をRMと表記する．
線型空間RMは線型空間UMの部分線型空間であり，Pマルチンゲール線
型空間WM[P]もUMの部分線型空間である．
Definition 5.6
α = {αt}
T
t=0 ∈ UM, Z = {Zt}
T
t=0 ∈ UM とし，下記の等式において，左辺
を右辺で定める．そして，等式左辺を αの Zによる [ tまでの ] 確率積分
という．∫ t
0
αsdZs =
{
定値確率変数 0 [ t = 0 ]∑t
s=1
[
αs · (Zs − Zs−1)
]
[ 1 ≤ t ≤ T ]．
Definition 5.7
α = {αt}
T
t=0 ∈ UM, Z = {Zt}
T
t=0 ∈ UM とし，下記の等式において，左辺
を中辺と右辺で定める．そして，等式左辺を αの Zによる確率積分過程
という． ∫
αdZ =
{(∫
αdZ
)
t
}T
t=0
=
{∫ t
0
αsdZs
}T
t=0．
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確率積分は，3章や4章において，確率過程X = {Xt}Tt=0から線型空間
VMの部分線型空間LV[X] を生成する役割を担っていた．これと同様に，
確率積分過程は，確率過程X = {Xt}Tt=0から線型空間WM[P] の部分線型
空間LW[X] を生成する役割を担う．
Definition 5.8
任意のマルチンゲール X ∈ WM[P] に対して LW[X] を次式で定め，これ
をXの生成する [Xの張る ] 部分空間という．
∀X ∈WM[P] : LW[X] =
{∫
αdX ( ∈WM[P] )
∣∣∣ α ∈ RM }
．
Lemma 5.15
任意のX ∈WM[P] に対して，LW[X]はWM[P] の部分線型空間である．
Lemma 5.16
任意のX ∈WM[P] に対し，線型空間LW[X]は (X−X0)を含んでいる．
補題5.16を見ると，要素を初項X0 = 0のPマルチンゲールX = {Xt}Tt=0
に限る線型空間 [⊂WM[P] ]の検討が必要であり重要になることを認識する．
続いて，確率積分過程に対するマルチンゲール性の補題，伊藤積分・伊
藤積分過程の定義，内積確率過程 〈X ,Y〉 をノルム確率過程 〈X〉 による
確率積分・確率積分過程で表現する補題を再掲する．
Lemma 5.17
α ∈ UMのX ∈WM[P] による確率積分過程において，次式が成り立つ．
∀α ∈ UM ∀X ∈WM[P] : α ∈ RM →
(∫
αdX
)
∈WM[P]．
Definition 5.9
α ∈ UMのX ∈WM[P] による確率積分過程で，特に α ∈ RMの場合を伊
藤積分過程といい，そして t項の確率積分を伊藤積分という．∫
αdX =
{(∫
αdX
)
t
}T
t=0
=
{∫ t
0
αsdXs
}T
t=0
[ α ∈ RM ]．
本小節[5.1.6] のここまでは，内積なしの線型空間WM[P] を台としてき
たが，ここからは，内積ありの線型空間WM[EP] を台とする．LW[X]も
WM[EP] の部分空間になるが，LW[X]の表記は変更しない．
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Lemma 5.18
内積確率過程 〈X ,Y〉 = {〈X ,Y〉t }Tt=0 とノルム確率過程 〈X〉 = {〈X 〉t }Tt=0
との間には次の関係が成り立つ．
∀X∀Y∈WM[EP] ∃!µ∈RM : 〈X ,Y 〉t = 〈X ,Y〉0 +
∫ t
0
µsd〈X〉s．
∀X∀Y∈WM[EP] ∃!µ∈RM : 〈X ,Y 〉 = 〈X ,Y〉0 +
∫
µd〈X〉．
この補題は µの一意的な存在を主張している．前小節[5.1.5]で µを定義
した際，分母がゼロの場合は，任意の定数を定義値とし得る余地があっ
た．しかし，分母がゼロならば必ず分子もゼロであり，結局この任意性
の影響は消滅してしまう．従って，µは分母 = 0の場合だけで確定する．
以上の準備が整えば，次の命題が最初の目標になる．線型代数の初歩的
な命題に対応するが，マルチンゲール表現定理の起点である．X  Yは
内積確率過程 〈X ,Y〉による直交を示す．
Proposition 5.5
∀X∀Y ∈WM[EP] :
(
X  Y
)
→
(
LW[X] Y
)
．
命題5.5は下記の補題5.19と同値で，この形式なら計算処理が可能である．
Lemma 5.19
∀X∀Y ∈WM[EP] ∀α ∈ RM : 〈X ,Y〉 = 0 →
〈∫
αdX , Y
〉
= 0．
証明は，内積確率過程と確率積分の各定義に戻って地道に計算してもよ
いが，次の公式 [ 証明は地道な計算] も利用できる．次の公式は後で使う．
Lemma 5.20
∀X∀Y ∈WM[EP] ∀α ∈ RM :
〈∫
αdX , Y
〉
=
∫
αd〈X ,Y 〉．
5.1.7 マルチンゲール表現定理
前小節[5.1.6]までは，Dothan(1990)の方式に合わせ，Pマルチンゲー
ルX = {Xt}Tt=0 の初項X0をゼロに限ることなく議論を進めてきた．それ
でも錯綜することはなかったが，前小節の補題5.16はいかにも不便であ
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る．本小節[5.1.7]では，Xを X¯ = X−X0に置き換えて，全ての Pマル
チンゲールは初項がゼロとする．これを明確にするために，これまでの
WM[EP]を W¯M[EP]に改め，同様にLW¯[X¯]，R¯M，µ¯ 等の表記を用いる．
補題5.19は，X¯と Y¯の直交を前提に，X¯の生成する部分線型空間と Y¯
の直交を主張する．これを仮定の無い形式に変換することを試みる．す
なわち，X¯の生成する部分線型空間LW¯[X¯] が先にあって，そこに任意の
Y¯から垂線を下ろす命題を導出する．Y¯からLW¯[X¯] への射影を考えれば，
∀Y¯∈ W¯M[EP] ∃!
(∫
α¯dX¯
)
∈LW¯[X¯] :
〈
Y¯−
∫
α¯dX¯ , X¯
〉
= 0
が成り立つ．更に，この様な α¯の１つを具体的に算出することもできる．〈
Y¯−
∫
α¯dX¯ , X¯
〉
= 〈 Y¯ , X¯〉 −
〈∫
α¯dX¯ , X¯
〉
= 0．
上記の等式は,補題5.20 により,中辺の第２項が下記の様に変形される．〈∫
α¯dX¯ , X¯
〉
=
∫
α¯d〈 X¯ , X¯〉 =
∫
α¯ d〈 X¯〉．
残る第１項 〈 Y¯ , X¯〉 には，〈 Y¯ , X¯〉0 = 0 を考慮し，次の関係式を適用する．
∀X¯∀Y¯∈ W¯M[EP] ∃!µ¯∈ R¯M : 〈 Y¯ , X¯〉 = 〈 X¯ , Y¯〉 =
∫
µ¯d〈 X¯〉．
従って，次式が成り立ち，α¯の１つとして µ¯を選定することが可能になる．〈
Y¯−
∫
α¯dX¯ , X¯
〉
=
∫
µ¯d〈 X¯ 〉 −
∫
α¯d〈 X¯ 〉 = 0．
以上の考察を整理し，補題5.21と命題5.6に纏めておく．
Lemma 5.21
∀X¯∈ W¯M[EP] : X¯ ∈ LW¯[X¯] ⊂ W¯M[EP]．
Proposition 5.6
∀Y¯∈ W¯M[EP] ∃!
(∫
µ¯dX¯
)
∈LW¯[X¯] :
(
Y¯−
∫
µ¯dX¯
)
 LW¯[X¯]．
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マルチンゲール表現定理の本質部分は既に完成している．後は，最終的
な形式に移行するだけである．まず，準備として，Pマルチンゲール線型
空間 W¯M[EP] の次元の有限性を確認する．W¯M[EP] を含むUMで確認し
ておけばよい．
Lemma 5.22
確率事象空間M = (Ω,B ;A) で，増大情報系A = {At}Tt=0 に適合する確
率過程 Z = {Zt}Tt=0 の全体から成る線型空間UMは有限次元である．
Proof : AとZのそれぞれを有限列に展開し，AtからZtの次元を考える．
A = {At}
T
t=0 = (A0, · · · ,At, · · · ,AT )，
Z = {Zt}
T
t=0 = (Z0, · · · ,Zt, · · · ,ZT )．
Atは標本空間 Ω = {ω1, · · · , ωi, · · · , ωn}の直和分割であるから，Atが Ω
のmt個分割であれば確率変数 Zt はmt次元の実数ベクトルで表現され
る．従って，線型空間UMの次元数は
∑T
t=0mtである．
Definition 5.10
部分線型空間LW¯[X¯] を次式で定め，これをLW¯[X¯]の直交空間という．
∀X¯ ∈ W¯M[EP] : LW¯[X¯]

=
{
Y¯ (∈ W¯M[EP] )
∣∣ Y¯  LW¯[X¯]}．
Lemma 5.23
Pマルチンゲール線型空間 W¯M[EP] において，下記の論理式が成り立つ．
∀X¯∀Y¯ ∃!G∃!H ∈ W¯M[EP] :(
Y¯ = G+H
)
＆
(
G ∈ LW¯[X¯]
)
＆
(
H ∈ LW¯[X¯]

)
．
Theorem 5.1
零定値でない要素も含む Pマルチンゲール線型空間 W¯M[EP] に対して，
正の整数 kが一意に定まり，下記の論理式が成り立つ．
∃X¯1 · · · ∃X¯k ∈ W¯M[EP] :
(
∀i∀j(1 ≤ i ≤ j ≤ k) : i = j → X¯i X¯j
)
＆
(
∀Y∈ W¯M[EP]∃!G1∈LW¯[X¯1]· · ·∃!Gk∈LW¯[X¯k] :Y=G1+ · · ·+Gk
)
．
Proof : 有限次元の内積空間における通常の直交基底定理と同様に，内
積空間 W¯M[EP] の次元数に関する帰納法で kの存在が証明される．kの
一意性の証明も通常の直交基底定理と同様である．
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5.1.8 マルチンゲール初項の扱い
本小節[5.1.8]は，Pマルチンゲール X = {Xt}Tt=0 の線型空間WM[EP]
と，その部分線型空間で，初項 X¯0を零定値の確率変数に限定したPマル
チンゲール X¯ = {X¯t}Tt=0の線型空間 W¯M[EP] との関係を簡単に説明する．
証券価格過程のマルチンゲールは全項が正であり，当然ながら，初項も
正である．金融数理で扱うマルチンゲールの状況を考えれば，マルチン
ゲールの初期値に触れずには，本節[5.1]を終われない．
PマルチンゲールX = {Xt}Tt=0 において，下記が成り立つならば，Xを
実数定値の Pマルチンゲールという．零定値は実数定値の１例である．
∃実数定数
[
∀t(0≤ t≤T )∀ω∈Ω : Xt =実数定数
]
．
実数定値の Pマルチンゲールの全体を W˜M[EP] で表記すれば，W˜M[EP]
は線型空間WM[EP] の１次元の部分線型空間である．
部分線型空間 W˜M[EP] と部分線型空間 W¯M[EP] の共通部分は零定値の
Pマルチンゲールのみであり，従って，W˜M[EP]と W¯M[EP] の和空間は
直和空間になる．この直和空間が PマルチンゲールX = {Xt}Tt=0 の線型
空間WM[EP] である．ただし，W˜M[EP] と W¯M[EP] が直交している保
証はない．
WM[EP] = W˜M[EP]⊕ W¯M[EP]．
定義5.10は直交空間を部分線型空間 W¯M[EP] の中で定めているが，
本来は線型空間WM[EP] の中で定まる．従って，部分線型空間 W˜M[EP]
にも直交空間 W˜M[EP] が存在して，次式が成り立つ．
WM[EP] = W˜M[EP]⊕ W˜M[EP]
．
マルチンゲール表現定理は当然 W˜M[EP] でも成り立ち，マルチンゲー
ル基底で見ても直交空間 W˜M[EP] と部分線型空間 W¯M[EP] は同じ次
元数である．
線型空間WM[EP] を W˜M[EP] と W˜M[EP] に分解すれば，全ての Pマ
ルチンゲール X = {Xt}Tt=0が初期値の成分と確率積分過程の成分で表現
され，各成分は互いに直交することが分かる．
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5.2 微分公式とギルサノフの定理
5.2.1 内積確率過程に連なる定理
本節[5.2]の目的は，Pマルチンゲールの全体から成る線型空間WM[P]
で定義された内積確率過程 〈Λ ,X〉 = {〈Λ ,X〉t}Tt=0から次に記す微分公式
d〈Λ ,X〉t = EP[ΛtdXt |At−1 ]
を導き，この微分公式を確率測度の変換に適用した結果と下記の自明な
命題を統合して，確率解析で重要なGirsanov定理 (の有限離散型の場合)
を証明することである．Λ = {Λt}Tt=0の具体的な説明は小節5.2.3にある.
A = {At}
T
t=0適合な任意の確率過程X = {Xt}Tt=0に対し次式で
確率過程 Z = {Zt}Tt=0を定義すれば，確率過程 Zは正値確率測
度 Qに関してマルチンゲールである．
dZt = dXt −EQ[dXt |At−1 ]．
Girsanov定理はマルチンゲール表現定理と同様に，内積確率過程 〈X ,Y〉
[= Dothan(1990)の可予測2次共変分過程 ] に直結した定理である．この
定理も金融数理が必要としており，本節[5.2]の証明は定理の本質を明晰
に見通す．Dothan(1990)におけるGirsanov定理の扱いは，マルチンゲー
ル表現定理の場合に比べれば成功しているが，機械的な計算の証明であ
り，上記の微分公式と定義公式を認識していない．内積確率過程は線型
空間WM[P] に内積の拡張を与えるだけでなく，微分公式も生み出す．
Girsanov定理は，元来，ブラウン運動の伊藤過程に対して確立された
定理であり，伊藤解析の伊藤公式を用いて証明される．Dothan(1990)は，
Girsanov定理の主要な部分を有限な離散型で定式化し，マルチンゲール
の初等的な計算だけで証明した．従って，特定の確率過程に限定される
ことなく，Girsanov定理 [有限離散型 ]が成り立つ．これは評価してよい
結果である．ただし，Dothan(1990)には幾つかの満足できない点がある．
Dothan(1990)の定式化は，2次共変分過程 [Λ ,X ] = {[Λ ,X ]t }Tt=0 によ
るGirsanov定理と，可予測 2次共変分過程 〈Λ ,X〉 = {〈Λ ,X〉t }Tt=0 によ
るGirsanov定理の２つを等価で並置している．これは，Dothan(1990)が
[Λ ,X ]を 〈Λ ,X〉 の前座に置いたための代償にすぎず，真に重要なのは
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〈Λ ,X〉 の場合だけである．このことは，Girsanov定理の定式化方式で比
べると，すなわち，定理の表現形態で比べると明らかになる．
Dothan(1990)はGirsanov定理を，確率積分が直接に見える形態 [積分形
→小節5.2.4を参照 ] で，すなわちRadon-Nikodym過程Λを直接に組み
込んで，定式化している．しかし，Radon-Nikodym過程を指数関数型の
確率積分方程式で表現しておけば，確率積分が表面に出ないGirsanov定
理 [内積形→小節5.2.5を参照 ] が定式化できる．〈Λ ,X 〉 の場合には，積
分形でも内積形でもGirsanov定理が成り立つ．これに対し，[Λ ,X ] の場
合には，積分形は成り立つが，内積形のGirsanov定理は成立しない．
本節[5.2]では，〈Λ ,X〉 によるGirsanov定理を，[Λ ,X ] に頼ることな
く，直接に積分形と内積形で導く．そのために，伊藤公式に代わる微分
公式を用意し，定理成立の原点である定義公式を明示した．
d〈Λ ,X〉t = EP[ΛtdXt |At−1 ]，dZt = dXt − EQ[dXt |At−1 ]．
5.2.2 内積確率過程の微分公式
確率積分の概念から初期値情報を取り去ると確率微分が出現してくる．[
Yt = C +
∫ t
0
αsdXs
]

[(
Y0 = C
)
＆
(
dYt = αtdXt
)]
．
本論文で定義した確率積分の場合は，任意の確率過程Z = {Zt}Tt=0に対し
dZ0 = 0 , dZt = Zt − Zt−1 (1 ≤ t ≤ T )
と定義することと同等である．これを 〈Λ ,X〉 = {〈Λ ,X〉t }Tt=0 に適用する．
d〈Λ ,X〉t = EP[ (Λt ·Xt)− (Λt−1 ·Xt−1) |At−1 ]，
(Λt ·Xt)− (Λt−1 ·Xt−1) = (Λ · X)t − (Λ · X)t−1 = d(Λ · X)t．
従って，次の微分公式が得られる．ただし，それだけでは有効性が低い．
d〈Λ ,X〉t = EP[d(Λ · X)t |At−1 ]．
この微分公式に下記の確率微分の基本公式が組み合わさると発展が始まる．
d(Λ · X)t = (dΛt) · (dXt) + (Xt−1 · dΛt + Λt−1 · dXt )．
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[付記] 基本公式の確認：X = {Xt}Tt=0と Λ = {Λt}Tt=0で次式が成り立つ．
Λt ·Xt − Λt−1 ·Xt−1
= (Λt−Λt−1) ·(Xt−Xt−1)+[Xt−1 ·(Λt−Λt−1) + Λt−1 ·(Xt−Xt−1)]．
X = {Xt}
T
t=0 ∈WM[P]，Λ = {Λt}Tt=0 ∈WM[P] よりXと Λはマルチン
ゲールで，基本公式を微分公式に代入すると，基本公式の右辺第２項が
消滅する．従って、微分公式は次の形式になる．
d〈Λ ,X〉t = EP[ (dΛt) · (dXt) |At−1 ]． (5.1)
Xt−1 ·EP[Λt − Λt−1|At−1 ] = Λt−1 ·EP[Xt −Xt−1|At−1 ] = 0．
通常の微分公式であれば微分 2次の項が消滅して微分 1次の項が残存す
るが，確率微分においては微分 1次の項が消滅して微分 2次の項が残存し
た．微分公式 (5.1)は，差積型で内積確率過程を扱えば直接に得られる．
本節[5.2]は，確率微分と通常微分の違いを認識するために上記の方式を
とった．(5.1)で確率微分の特徴を取り込んだが，実際に微分公式を適用
するためには，やはり微分 1次の公式が必要になる．再度 (5.1)でマルチ
ンゲール性を活用すれば，目標の微分公式が得られる．
d〈Λ ,X〉t = EP[Λt · dXt |At−1 ]． (5.2)
EP[dΛt ·dXt |At−1] = EP[Λt ·dXt |At−1]−Λt−1 ·EP[dXt |At−1]．
5.2.3 Girsanov定理の証明準備
Girsanov定理 [有限離散型 ]を証明する準備として Radon-Nikodym過
程を簡単に扱っておく．確率事象空間M = (Ω,B ;A={At}Tt=0 ) において，
正値確率測度Pと同値な確率測度Q [∀ω∈Ω:Q(ω)> 0 ] でΛ = {Λt}Tt=0を
∀t ( 0 ≤ t ≤ T ) : Λt = EP
[
dQ
dP
∣∣∣ At ]
と定め，これをRadon-Nikodym過程という．Radon-Nikodym微分 dQ
dP
は
下記のAT 可測な確率変数と考えておく．ただし，Ωi = {ωi}である．
dQ
dP
=
Q(Ω1)
P(Ω1)
IΩ1 +
Q(Ω2)
P(Ω2)
IΩ2 + · · ·+
Q(Ωi)
P(Ωi)
IΩi + · · ·+
Q(Ωn)
P(Ωn)
IΩn．
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以下に，Radon-Nikodym過程 Λ = {Λt}Tt=0の初等的な事項を列挙する．
ΛT =
dQ
dP
, Λ0 = 1 , ∀t(0 ≤ t ≤ T ) : Λt > 0．
∀t(0 ≤ t ≤ T ) : EP[ Λt | At ] = Λt = EP[ ΛT | At ]．
下記の４補題はGirsanov定理 [有限離散型 ]の証明で重要な役割を担う．
Lemma 5.24
Radon-Nikodym過程Λ = {Λt}Tt=0は確率測度Pでマルチンゲールになる．
[付記] 確率事象空間M = (Ω,B ;A={At}Tt=0 ) における任意の確率変数X
に対して，Yt = EP[X|At] で定まる確率過程 Y = {Yt}Tt=0 は Pマルチン
ゲールになる．
Lemma 5.25
Λ = {Λt}
T
t=0とA適合な任意のX = {Xt}Tt=0 に対して次式が成り立つ．
∀i∀j(0 ≤ i ≤ j ≤ T ) : EP[ Λj ·Xj | Ai ] = EP[ ΛT ·Xj | Ai ]．
Proof :
EP[Xj · Λj |Ai ] = EP[Xj · EP[ΛT |Aj] |Ai ]
= EP[EP[ΛT ·Xj|Aj] |Ai ] = EP[ΛT ·Xj |Ai ]．
Lemma 5.26
確率事象空間M=(Ω,B ;A={At}Tt=0 ) で，At可測な任意の確率変数Xに
対し次式 [確率測度の変換公式 ]が成り立つ．ただし，Pと Qは共に正値
確率測度である．
∀t(0 ≤ t ≤ T ) : EQ[ X | At ] =
EP
[
X
dQ
dP
∣∣∣ At ]
EP
[
dQ
dP
∣∣∣ At ] ．
[付記] ∀t(0 ≤ t ≤ T ) : Λt > 0 であるから，分母は常に正なる．
Lemma 5.27
任意の PマルチンゲールX = {Xt}Tt=0に対して次の微分公式が成り立つ．
∀X = {Xt}
T
t=0 :
[
X ∈WM[P]
]
→
[
d〈Λ ,X〉t = EP[Λt · dXt |At−1 ]
]
．
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5.2.4 積分形のGirsanov定理の導出
これまでの準備により，Girsanov定理 [有限離散型 ]を積分形で導出する．
Lemma 5.28
X = {Xt}
T
t=0を確率空間M[Q]=(Ω,B,Q ;A={At}Tt=0 ) のA適合な任意の
確率過程とする．この Xに対し，Mの確率過程 Y= {Yt}Tt=0 を次式で定
めれば，Yは確率測度 Qでマルチンゲールになる．
Y0 = X0 , ∀t(1 ≤ t ≤ T ) : dYt = dXt − EQ[dXt |At−1 ]．
Proof :
EQ[Yt − Yt−1 |At−1 ] = EQ[dXt −EQ[dXt|At−1] |At−1 ]
= EQ[dXt|At−1]− EQ[EQ[dXt|At−1] |At−1 ]
= EQ[dXt|At−1]− EQ[dXt|At−1] = 0．
Lemma 5.29
Pと Qが共に確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度であ
れば，任意の PマルチンゲールX= {Xt}Tt=0 に対し次式が成り立つ．
∀t(1 ≤ t ≤ T ) : EQ[dXt |At−1 ] = d
(∫ t
0
d〈Λ ,X〉s
Λs−1
)
．
Proof :
EQ[dXt |At−1 ] =
EP[
dQ
dP
dXt |At−1 ]
EP[
dQ
dP
|At−1 ]
=
EP[ΛTdXt |At−1 ]
Λt−1
=
EP[ΛtdXt |At−1 ]
Λt−1
=
d〈Λ,X〉t
Λt−1
= d
(∫ t
0
d〈Λ,X〉s
Λs−1
)
．
Lemma 5.30
Ytの定義式 dYt = dXt −EQ[dXt |At−1 ] (1 ≤ t ≤ T )は次式と同値である．
Yt − Yt−1 =
(
Xt −
∫ t
0
d〈Λ,X〉s
Λs−1
)
−
(
Xt−1 −
∫ t−1
0
d〈Λ,X〉s
Λs−1
)
．
上記の３つの補題を統合すると次の定理5.2が得られる．この定理5.2
がGirsanov定理 [有限離散型 ]の積分形である．
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Theorem 5.2
Pと Qが共に確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度であ
るとき，任意の PマルチンゲールX= {Xt}Tt=0 に対し Y={Yt}Tt=0を次式
∀t(0 ≤ t ≤ T ) : Yt = Xt −
∫ t
0
d〈Λ ,X〉s
Λs−1
で定めれば，Mの確率過程 Yは確率測度 Qでマルチンゲールになる．
5.2.5 内積形のGirsanov定理の導出
指数関数型の確率積分方程式で表現されたRadon-Nikodym過程を利用
すると，Girsanov定理 [有限離散版 ]の表現から確率積分が消滅する．
Lemma 5.31
Radon-Nikodym過程
Λ = {Λt}
T
t=0 =
{
EP
[
dQ
dP
∣∣∣ At ]}T
t=0
から，Λ− = {Λt−}Tt=0 ( Λt− = Λt−1 , Λ0− = Λ0 ) を介し，下記の確率過程
Φ = {Φt}
T
t=0 =
∫
1
Λ−
dΛ =
{∫ t
0
1
Λs−
dΛs
}T
t=0
を定めると，この確率過程Φは Pマルチンゲールであって，次に記す指
数関数型の確率積分方程式が成り立つ．
∀t(0 ≤ t ≤ T ) : Λt = Λ0 +
∫ t
0
Λs−dΦs (Λ0 = 1)．
Proof : Λがマルチンゲールであるから Λ−は可予測である．そして，
Λt = Λ0 +
t∑
0
(Λs − Λs−) = Λ0 +
∫ t
0
1dΛs
に注意すれば，下記の式変形が導かれて，補題5.31の成立が確認できる．
Λt − Λ0 =
∫ t
0
(
Λs− ·
1
Λs−
)
dΛs =
t∑
0
[(
Λs− ·
1
Λs−
)
·dΛs
]
=
t∑
0
[
Λs− ·
(
1
Λs−
·dΛs
)]
=
t∑
0
[
Λs− ·
(
d
∫ s
0
1
Λr−
dΛr
)]
=
t∑
0
[
Λs− ·d
((∫ 1
Λ−
dΛ
)
s
)]
=
∫ t
0
Λs− ·d
(∫
1
Λ−
dΛ
)
s．
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Lemma 5.32
[
Λt = Λ0 +
∫ t
0
Λs−1dΦs
]

[
dΦt =
1
Λt−1
· dΛt
]
．
Proof : dΛt = Λt−1 · dΦt ( Λt−1 > 0 ) より明らかである．
Lemma 5.33
dYt = dXt − EQ[dXt |At−1 ] = dXt − d〈Φ ,X〉t．
Proof :
d〈Φ ,X〉t = EP[ (dΦt) · (dXt) |At−1 ]
= EP
[(
1
Λt−1
· dΛt
)
·(dXt)
∣∣∣At−1]
=
1
Λt−1
·EP[ (dΛt) ·(dXt) |At−1 ]
=
EP[ΛtdXt |At−1 ]
Λt−1
=
EP[ΛTdXt |At−1 ]
EP[
dQ
dP
|At−1 ]
=
EP[dXt
dQ
dP
|At−1 ]
EP[
dQ
dP
|At−1 ]
= EQ[dXt |At−1 ]．
Theorem 5.3
Pと Qが共に確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度であ
るとき，任意の PマルチンゲールX= {Xt}Tt=0 に対し Y={Yt}Tt=0を次式
∀t(0 ≤ t ≤ T ) : Yt = Xt − 〈Φ ,X〉t [すなわち Y = X− 〈Φ,X〉 ]
で定めれば，Mの確率過程 Yは確率測度 Qでマルチンゲールになる．
5.2.6 内積空間とGirsanov写像
Girsanov定理は，結局のところ，定理5.3に集約される．そして，定理
5.3だけを見ると，内積確率過程 〈Φ ,X 〉 = {〈Φ ,X〉t }Tt=0 の背後に，確率
事象空間M=(Ω,B ;A={At}Tt=0 ) 上の Pマルチンゲール線型空間WM[P]
が見え，更には Qマルチンゲール線型空間WM[Q] も見えている．
〈Φ ,X 〉 = {〈Φ ,X〉t }
T
t=0 ; X = {Xt}
T
t=0 ∈WM[P]，
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Yt = Xt − 〈Φ ,X〉t , Y = {Yt}
T
t=0 ∈WM[Q]．
このような観点に立てば，Girsanov定理から，Pマルチンゲール線型空
間WM[P] の点XをQマルチンゲール線型空間WM[Q] の点 Yに対応させ
るGirsanov写像Gが定まる．
Y = G(X) = X− 〈Φ,X〉 [ X ∈WM[P] , Y ∈WM[Q] ; Pと Qは正値 ]．
写像Gは線型で，双射 [単射＆全射 ]であることが分かる．難しくはない
が，本小節5.2.6では扱わない．本小節の目的は，マルチンゲール線型空
間WM[P], WM[Q] と内積確率過程 〈∗ ,X〉 = {〈∗ ,X〉t }Tt=0 から写像Gに
至るルートの本質を，確率微分と内積確率過程で解明することである．
写像Gは，PマルチンゲールXを 〈Φ,X〉だけ補正すれば [ズラせば ] Q
マルチンゲール Yになる，ことを示している．解明の焦点を，この補正
項 〈Φ,X〉の導出に絞ろう．まず，補正項を∆ = {∆t}Tt=0とおく．
Yt = Xt − ∆t [ ∆ = {∆t}
T
t=0 ∈WM[P] ]． (5.3)
Yの Qマルチンゲール条件EQ[dYt |At− ] = 0 を利用するために，前式の
(5.3)を確率微分し，(5.4)を導く．
EQ[dYt |At− ] = EQ[dXt |At− ]−EQ[d∆t |At− ]． (5.4)
d∆tを (5.5)で定めると，目的のEQ[dYt |At− ] = 0 が (5.4)から導かれる．
d∆t = EQ[dXt |At− ]． (5.5)
従って，(5.6)が出現する．しかし，(5.6)のままでは記号 dを消せない．
dYt = dXt − EQ[dXt |At− ]． (5.6)
(5.5)を更に次のような差分型に変形して，(5.6)からの前進を試みる．
∆t −∆t− = EQ[ (Xt −Xt−) |At− ]． (5.7)
これを見ると，補正項∆ = {∆t}Tt=0は内積確率過程に関係していると推
察できる．ただし，(5.7) の右辺が共変分の形になっていない．そこで，
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確率測度を Q から Pに変換し，EPの内側で強引に積の形を作り出す．
EQ[dXt |At− ] =
EP[
dQ
dP
dXt |At− ]
EP[
dQ
dP
|At− ]
=
EP[ΛTdXt |At− ]
Λt−
=
EP[ΛtdXt |At− ]
Λt−
=
EP[dΛtdXt |At− ]
Λt−
=
d〈Λ,X〉t
Λt−
．
これで，(5.6)からの前進に見通しが付いた．方法 1は次式の利用である．
d〈Λ,X〉t
Λt−
= d
(∫ t
0
d〈Λ,X〉s
Λs−
)
．
(5.8)
(5.8)を用いれば定理5.2になる．方法 2は，下記 (5.9)の変形に注意して，
EP[ (dΛt) ·(dXt) |At− ]
Λt−
= EP
[(
1
Λt−
·dΛt
)
·(dXt)
∣∣∣At−] (5.9)
確率微分方程式 (5.10)の利用を図る．これが，定理5.3に発展する．
1
Λt−
· dΛt = dΦt [ Λ0 = 1; Λ0 = Λ0− ]． (5.10)
確率微分方程式 (5.10)は，下記の確率積分方程式 (5.11)と同値である．
∀t(0 ≤ t ≤ T ) : Λt = Λ0 +
∫ t
0
Λs−dΦs (Λ0 = 1)． (5.11)
確率積分方程式 (5.11)を充足するΦ = {Φt}Tt=0 ∈WM[P] を１つ見つけ出
せば，そのΦを用いて (5.12)が成り立つ．
EQ[dXt |At− ] = EP[dΦt · dXt |At− ] = d〈Φ ,X〉t． (5.12)
(5.12)を (5.6)に代入すれば (5.13)が得られるから，
dYt = dXt − d〈Φ ,X〉t = d(Xt − 〈Φ ,X〉t ) (5.13)
初期値 Y0をX0 − 〈Φ ,X〉0 で定義して，(5.14)に到達する．
∀t(0 ≤ t ≤ T ) : Yt = Xt − 〈Φ ,X〉t． (5.14)
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目的の Φ = {Φt}Tt=0 ∈WM[P] を１つ見つけることは難しくない．通常な
ら，(5.11)型の方程式は，Φ = {Φt}Tt=0を既知，Λ ={Λt}Tt=0を未知として
解かれる．しかし，ここでは，Λが既知である．従って，下記の変形から
Λt = Λ0 +
∫ t
0
(
Λs− ·
1
Λs−
)
dΛs = Λ0 +
∫ t
0
Λs− ·d
(∫
1
Λ−
dΛ
)
s
簡単に (5.15)が見つかる．
Φ =
∫
1
Λ−
dΛ =
{∫ t
0
1
Λs−
dΛs
}T
t=0．
(5.15)
付記：指数型マルチンゲールを定める確率積分方程式について．
X = {Xt}
T
t=0を確率空間M[P]=(Ω,B,P ;A={At}Tt=0 ) の任意の確率過程
とする．この確率過程Xに対し，A適合であり，(5.16)の確率積分方程式
Z0 = 1 ; ∀t(1 ≤ t ≤ T ) : Zt = Z0 +
∫ t
0
Zs−dXs (5.16)
を充足する確率過程 Z = {Zt}Tt=0が一意に存在して (5.17)で与えられる．
Z0 = 1 ; ∀t(1 ≤ t ≤ T ) : Zt = Z0
t∏
s=0
(1 + dXs)． (5.17)
Xが Pマルチンゲールならば，Zも Pマルチンゲールになる．このZtは
Zt = Z0
t∏
s=0
(1 + dXs) = Z0
[
e
∑
t
s=0 log(1+dXs)
]
と表現されるので，任意のPマルチンゲールX = {Xt}Tt=0に対し，(5.16)
で定まる Pマルチンゲール Z = {Zt}Tt=0を Xの指数型マルチンゲールと
いい，下記の表記をする．
Z = expX =
{(
expX
)
t
}T
t=0
=
{
expXt
}T
t=0．
(5.16)と (5.17)の同値性，Zの Pマルチンゲール性は簡単に確認できる．[
Zt = 1 +
∫ t
0
Zs−dXs
]

[(
Z0 = 1
)
＆
(
dZt = Zt−dXt
)]
．
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[
dZt = Zt−dXt
]

[
Zt = Zt−(1 + Xt −Xt−)
]
．
この２式から下記の一連の等式が得られて，逐次代入すれば (5.17)になる．
Zt = Zt−1 · (1 + Xt −Xt−1)
Zt−1 = Zt−2 · (1 + Xt−1 −Xt−2)
Z1 = Z0 · (1 + X1 −X0)
Z0 = Z0− · (1 + X0 −X0−)
= Z0 · (1 + X0 −X0) = Z0 = 1．
確率過程Z = {Zt}Tt=0のPマルチンゲール性も dZt = Zt−dXtから分かる．
EP[dZt |At− ] = EP[Zt− · dXt |At− ] = Zt− · EP[dXt |At− ] = 0．
5.2.7 ２次共変分過程の場合
2次共変分過程 [X ,Λ] = {[X ,Λ]t }Tt=0 によるGirsanov定理を概括的に
述べておこう．まず，A適合の Yに対して，下記の同値を確認する．
Y = {Yt}
T
t=0が確率測度 Qのマルチンゲールである (5.18)
ΛY = {ΛtYt}
T
t=0が確率測度 Pのマルチンゲールである (5.19)
これは，次式に注意すれば，明らかである．
EQ[Yt |At−1 ] =
EP[
dQ
dP
Yt |At−1 ]
EP[
dQ
dP
|At−1 ]
=
EP[ΛtYt |At−1 ]
Λt−1
．
次に，(5.19)と下記 (5.20)の同値を確認しよう．
∀t(0 ≤ t ≤ T ) : EP[d(Λ·Y)t |At− ] = 0． (5.20)
これも，次式に注意すれば，明らかである．[
EP[d(Λ·Y)t |At− ] = 0
]

[
EP[Λt·Yt |At− ] = Λt−·Yt−
]
．
更に (5.20)は，Λが Pマルチンゲールであり，YにA適合の仮定を置い
てあるから，下記 (5.21)と同値になる．
∀t(0 ≤ t ≤ T ) : EP[Λt·dYt |At− ] = 0． (5.21)
EP[ΛtYt−Λt−Yt− |At− ] = EP[ΛtYt |At− ]− (EP[Λt |At− ])Yt−．
従って，(3.18)と (3.21)は同値である．これから，次の補題が証明できる．
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Lemma 5.34
Pと Qが共に確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度であ
るとき，任意の PマルチンゲールX= {Xt}Tt=0 に対し Y={Yt}Tt=0を次式
Y0 = X0 , ∀t (1 ≤ t ≤ T ) : dYt =
Λt−1
Λt
dXt
で定めれば，YもA適合な確率過程で，下記の (1)と (2)が同値になる．
(1) 確率過程 Y= {Yt }Tt=0 は確率測度 Qのマルチンゲールである．
(2) 確率過程X= {Xt}Tt=0 は確率測度 Pのマルチンゲールである．
[ X : A適合 ]  [ Y : A適合 ] であることは次式から分かる．[
Y0 = X0 , Yt = Yt−1 +
Λt−1
Λt
(Xt −Xt−1)
]

[
X0 = Y0 , Xt = Xt−1 +
Λt
Λt−1
(Yt − Yt−1)
]
．
(1)と (2)が同値になることは，
EP[ΛtdYt |At− ] = EP
[
Λt
Λt−
Λt
dXt
∣∣∣ At− ] = Λt−(EP[dXt |At− ])
から EP[ΛtdYt |At− ] = 0  EP[dXt |At− ] = 0 を導けばよい．
補題5.34は，2次共変分過程 [Λ ,X ] によるGirsanov定理の成立原点を
与えている．補題5.34 の定義公式を確率微分で表現すれば，[Λ ,X ] によ
るGirsanov定理が得られる．
Λt−1
Λt
dXt =
(
Λt − Λt + Λt−1
Λt
)
dXt =
(
1−
Λt − Λt−1
Λt
)
dXt
= dXt −
(
dΛt
Λt
)
dXt = dXt −
dΛt·dXt
Λt
= dXt −
d [Λ ,X ]t
Λt
= dXt − d
(∫ t
0
1
Λs
d[Λ,X]s
)
= d
(
Xt −
∫ t
0
1
Λs
d[Λ,X]s
)
．
変形の中で 2次共変分過程の微分公式 d [Λ ,X ]t = dΛt · dXt を用いた．
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Proposition 5.7
Pと Qが共に確率事象空間M=(Ω,B ;A={At}Tt=0 ) の正値確率測度であ
るとき，任意の PマルチンゲールX= {Xt}Tt=0 に対し Y={Yt}Tt=0を次式
∀t(0 ≤ t ≤ T ) : Yt = Xt −
∫ t
0
d[Λ,X]s
Λs
で定めれば，Mの確率過程 Yは確率測度 Qでマルチンゲールになる．
命題5.7は dYt = Λt−1Λt · dXt を定義公式とし，d [Λ ,X ]t = dΛt · dXt の
微分公式を用いて証明される．Dothan(1990)における機械的な計算証
明の背後には，これだけの構造が潜んでいる．しかし，この構造は，実
は命題5.7 の本質を完全には解明していない．可予測 2 次共変分過程
〈Λ ,X〉 = {〈Λ ,X〉t }
T
t=0 による Girsanov定理の場合と比べて，定義公
式 dYt = Λt−1Λt · dXt は直観性に欠け，微分公式 d [Λ ,X ]t = dΛt · dXt は非
力である．
命題5.7の定義式を確率微分し，分母の Λtを掃えば次式が成り立つ．
∀t(0 ≤ t ≤ T ) : Λt · dYt = Λt · dXt − d[Λ,X ]t (5.22)
(5.22)と微分公式 (5.2)が与えられれば，次のように，(5.21)を証明できる．
EP[ΛtdYt |At− ] = EP[ΛtdXt − d[Λ,X ]t |At− ]
= EP[ΛtdXt |At− ]−EP[d[Λ,X ]t |At− ]
= EP[ΛtdXt |At− ]−EP[dΛtdXt |At− ]
= d〈Λ ,X〉t − d〈Λ ,X〉t = 0．
上述の結果は，下に再掲する微分公式 (5.2)を応用すれば，(5.22)を定義
公式として Pマルチンゲール ΛY = {ΛtYt}Tt=0が定まる，ことを教える．
d〈Λ ,X〉t = EP[Λt · dXt |At−1 ]．
微分公式 (5.2)から見ると，定義公式 (5.22)は直観的に把握できる．この
２つから (5.21)を証明すれば，(5.19)と (5.18)だけで，命題5.7に至る．
定理5.2や定理5.3だけでなく，命題5.7も可予測 2次共変分過程 〈Λ ,X 〉
がベースになることを認識した．Dothan(1990)は，十分な検討なしに，妥
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協的に [Λ ,X ] を 〈Λ ,X〉 の前座に置いている．その結果，Dothan(1990)
は 〈Λ ,X〉の本質を把握しきれておらず，[Λ ,X ]の限界も理解していない．
少なくとも，Dothan(1990)は [Λ ,X ]の限界を記述していない．[Λ ,X ] の
命題5.7は 〈Λ ,X〉 の定理5.2に対応する．〈Λ ,X〉 の定理5.3に対応する
[Λ ,X ] の命題は成立しない．このことを Dothan(1990)は記述していな
い．実は，Dothan(1990)は，定理5.3 自体を記述していない．
∀t(0 ≤ t ≤ T ) : Yt = Xt − 〈Φ ,X〉t． (5.23)
(5.23)の確率微分 dYt = dXt − d〈Φ,X〉t と，補題5.33を使えば下記を
EQ[dYt |At− ] = EQ[dXt − d〈Φ,X〉t |At− ]
= EQ[dXt − EQ[dXt|At−] |At− ]
= EQ[dXt |At− ]− EQ[EQ[dXt|At−] |At− ]
= EQ[dXt |At− ]− EQ[dXt |At− ] = 0
得る．同様のことを 2次共変分過程 [Φ,X] = {[Φ,X]t}Tt=0 で検討しよう．
すなわち，Y = X − [Φ,X] = {Xt − [Φ,X]t}Tt=0 が Qマルチンゲールであ
るか否かを調べよう．
dYt = dXt − d[Φ,X]t = dXt − (dΦt)(dXt)
= dXt −
(dΛt)(dXt)
Λt−
= dXt −
(Λt − Λt−)
Λt−
dXt
=
(
1−
Λt − Λt−
Λt−
)
dXt =
(
2Λt− − Λt
Λt−
)
dXt．
この結果によれば，同値式 (3.24)は成り立つが，(3.25)は成り立たない．[
dYt = dXt − d[Φ,X]t
]

[
dYt =
(2Λt− − Λt
Λt−
)
dXt
]
．
(5.24)[
dYt = dXt − d[Φ,X]t
]

[
dYt =
(Λt−
Λt
)
dXt
]
．
(5.25)
補題5.34を見ると，同値式 (5.25)が成り立てば Y = {Yt}Tt=0は確率測度
Qのマルチンゲールになる．しかし，同値式 (3.24)では，マルチンゲー
ルにならない．従って，〈Λ ,X〉 の定理5.3に対応する [Λ ,X ] の命題は成
立しない．このことは，実際にEQ[dXt − d[Φ,X]t |At− ] の計算を実行し
ても確認できる．
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付記：EQ
[
dXt − d[Φ,X]t |At−
] の計算
EQ[dYt |At− ] = EQ[dXt − d[Φ,X]t |At− ]
= EQ[dXt − (dΦt) · (dXt) |At−1 ]
= EQ
[
dXt −
(dΛt) · (dXt)
Λt−
∣∣∣At−1]
= EQ[dXt |At− ]−
EQ[Λt · dXt |At−1 ]
Λt−1
= EQ[dXt |At− ]−
EQ[ΛT · dXt |At−1 ]
EP[
dQ
dP
|At−1 ]
= EQ[dXt |At− ]−
EP[ΛT · dXt |At−1 ]
EP[
dQ
dP
|At−1 ]
= EQ[dXt |At− ]−
EP[dXt ·
dQ
dP
|At−1 ]
EP[
dQ
dP
|At−1 ]
= EQ[dXt |At− ]−EQ[dXt |At− ] = 0．
111
6 状況把握と論文総括
6.1 最も基本的な文献について
無裁定価格理論は，1970年代以降，米国を中心に発展してきた．Black,F.
and Scholes,M.(1973)とMerton,R.C.(1973)は，ブラック・ショールズの
オプション価格公式として知られる，派生証券の価格式を提示した．株
価が幾何ブラウン運動であることを仮定し，確率解析の伊藤公式を用い
て確率微分方程式を導く．それを足場に，無裁定条件から，オプション
の価格関数が充足する偏微分方程式を引き出す．これが熱伝導方程式に
属することから，偏微分方程式は解析可能で，価格公式に至る．
オプション価格公式には取り組みたいが，確率解析や偏微分方程式は避
けて通りたい．過度の数学に嵌り込むことなく，本質を明確に把握したい．
これは当然の要望である．Cox,J.C., Ross,S. and Rubinstein,M.(1979)は，
ブラウン運動がランダムウォークの極限で把握されることに注目して，単
純構成の２項モデルを展開した．Black-Scholesモデルの離散時間版であ
る．２項モデルのオプション価格公式を中心極限定理で極限移行すれば，
ブラック・ショールズのオプション価格公式になる．
無裁定価格理論の基本定理はHarrison,J.M. and Kreps,D.(1979)が離散
時間モデル版を与えた．連続時間モデル版はHarrison,J.M. and Pliska,S.R.
(1981)である．ハリソン・クレプス・プリスカの結果を略式でまとめる．
第１基本定理：証券市場が無裁定であるための必要十分条件は，全ての割
引証券価格過程を同時にマルチンゲール化する確率測度が存在すること．
第２基本定理：無裁定な証券市場が完備であるための必要十分条件は，全
てを同時にマルチンゲール化する確率測度Qが存在して一意であること．
リスク中立化法：無裁定な証券市場が完備であれば，任意の派生請求権
X は価格EQ[X] をもつ．この期待値の Qは上記の確率測度 Qである．
6.2 Duffie(1992)のアプローチ
無裁定価格理論の体系は，基本定理の確立とオプション価格公式で骨格
が定まった．このことはダフィーの教科書Duffie(1992)を見れば分かる．
ただし，無裁定 Arbitrage-freeは Duffie(1992)の内容の一部にすぎない．
Duffie(1992)は，裁定 Arbitrageを最適性Optimalityと均衡 Equilibrium
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に強く関連づけ，この３本柱で証券市場経済学の理論展開を図っている．
状態価格 State Priceが基礎概念となり，裁定・最適性・均衡の３つを統
合する．同書は，証券市場の価格概念に立脚して広範な体系化を図る理
論書であり，経済専攻者以外が読むとかなり負担が大きい．経済学の十
分な素養を要求されるだけでなく，最適性・均衡と一体化したことによ
る負担も伴う．
Duffie(1992)は，同書の前半で，証券市場の離散時間モデルを１期間モ
デルと多期間モデルの２段階に分けて扱う．前段の１期間モデルで状態価
格とリスク中立確率の概念を導入し，後段の多期間モデルでこれを同値
マルチンゲール測度に拡張する．基本定理を証明する準備として，まず，
証券市場における価格概念の枠組みで同値マルチンゲール測度を再把握
した．無裁定価格理論の中核で同値マルチンゲール測度が本質的な役割
を担うからには，これが元来は数学に由来する概念であるとしても，こ
れを経済学的な概念として再把握することに努めるのは Duffie(1992)の
責務であろう．しかし，簡単ではない．
津野 (1999)はDuffieの教科書の離散時間モデルに相当する内容を詳細
に書いている．Duffie(1992)はアウトラインのみを書いているので，表面
的には，津野の本は読み易いといえる．また，微分積分と行列計算で読
める数学書の位置づけなので，一見すると経済理論書の負担は無いよう
に感じる．しかし，証券市場の最適戦略，市場均衡を細かく論じており，
実質は Duffie(1992)と同じである．無裁定価格理論の部分も，経済学的
概念と数学的概念をいくつも変遷する多段の同値変形が連なり，最後の
同値マルチンゲール測度にたどり着くまでの道程が長い．津野の本を見
ると，価格概念の枠組みで同値マルチンゲール測度を再把握することの
大変さが実感できる．
6.3 Pliska(1997)のアプローチ
プリスカの教科書Pliska(1997)は離散時間モデルに特化している．数理
ファイナンスが主テーマで，経済理論書の色彩は薄く，Duffie(1992)に比
べれば格段に読みやすい．理論化・体系化よりも教育的配慮に重点を置
いており，厳密性・明快性・実用性の３つが備わっている．経済・経営，
数学・工学など多方面の読者を想定した教科書であり，学際的見地から
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は好ましい．無裁定価格理論の扱いかたは，Pliska(1997)も，１期間証券
市場モデルで理論の原型を把握し，その原型を多期間証券市場において
拡張する方式をとる．ただし，同値マルチンゲール測度の経済学的な再
把握を避けた，数学的なアプローチである．
Pliska(1997)は，１期間証券市場モデルでリスク中立確率の意味と基本
定理の原型を把握し，そのリスク中立確率と基本定理を多期間証券市場
モデルに数学的手法で拡張する．１期間証券市場のリスク中立確率は割
引証券価格の期待値を介して定義されるが，多期間証券市場におけるリ
スク中立確率はマルチンゲールを用いて定義され，割引証券価格過程を
マルチンゲール化する確率測度として導入される．１期間における期待
値が多期間でマルチンゲールに移行しても，数学的には自然であり，多期
間での定義に違和感はない．このように定義しておけば，１期間証券市場
モデルと同様に，多期間証券市場モデルでも基本定理が成り立つ．Pliska
(1997)は，結果を見せて，定義の的確さを納得させる．
Pliska(1997)は，１期間証券市場モデルと多期間証券市場モデルを通し
て，リスク中立確率測度 risk neutral probability measureを用語として
使う．１期間証券市場モデルの用語もリスク中立確率測度であり，リス
ク中立確率ではない．マルチンゲール測度の用語は，多期間証券市場モ
デルでのリスク中立確率測度の代替と書かれてはいるが，全く使われな
い．この用語法がPliska(1997)のスタイルを凝縮している．割引証券価格
過程をマルチンゲール化する確率測度であるリスク中立確率測度，これ
が Pliska(1997)の中核概念である．１期間証券市場モデルは中核概念を
試行・説明する場であり，基本定理は中核概念の必然的な副産物である．
Duffie(1992)は信念のアプローチ，Pliska(1997)は効率のアプローチで
あり，１期間証券市場モデルと多期間証券市場モデルの２段階構成こそ
共通するが，両者の実質内容は大いに異なる．
ただし，両者とも，無裁定価格理論の基本定理はそのままの形式で受
け入れている．無裁定条件をマルチンゲール測度の存在で把握し，完備
性条件をマルチンゲール測度の一意的存在で把握することに異存はない．
Duffie(1992)もPliska(1997)も，基本定理は十分に満足できる内容・形式
を備えており，敢て再検討する必要を感じない，という立場である．
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6.4 本論文の無裁定条件アプローチ
無裁定である条件とマルチンゲールである条件は共通の数学構造を内
包している．この状況をそのまま定理化すれば，通常の基本定理になる．
無裁定とマルチンゲールの意外な結び付きは，基本定理のインパクトを
大きくする．従って，基本定理は，内容の実質だけでなく表現の効果で
も完成度が高いといえる．しかし，意外性があるということは，何故と
いう疑問が残っていることも示唆する．
意外な結び付きの源泉は共通の数学構造であり，それが一方では無裁定
条件，他方ではマルチンゲール条件となる．この共通の数学構造の本質は
何か，本論文の3章と4章でこれを解明した．Pliska(1997)の明快な決断の
天下り的アプローチは我々をDuffie(1992)の負荷から開放したが，基本定
理をリスク中立確率測度の副産物化してしまった．本論文は，Pliska(1997)
の天下りに満足することなく，基本定理の真の必然性を明らかにした．基
本定理は意外な定理ではなく，自然な定理になった．
本論文はハリソン・クレプスが与えた無裁定条件の基本定理を２つに分
け，無裁定条件の核心部分，マルチンゲールに同値の関連部分とした．核
心部分はマルチンゲールに全く依存しておらず，マルチンゲールなしに
無裁定条件が把握される．把握の手段は部分線型空間の零化であり，この
概念を割引累積損益の全体が成す部分線型空間LV[Z¯(2), Z¯(3)] に適用した．
LV[ Z¯(2), Z¯(3)] =
{
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
(
∈ VM
) ∣∣∣∣ α(2), α(3) : A可予測
}
．
零化測度すなわち零化確率測度は，１期間証券市場であろうと多期間証
券市場であろうと，期待値のみを介して定義される．零化確率測度の定
義にマルチンゲールは全く必要ない．これに対し，リスク中立確率測度
は，天下りでマルチンゲールに結び付けられている．
Duffie(1992)は規準化された状態価格の確率解釈からリスク中立確率を導
き出した．Pliska(1997)のリスク中立確率測度の説明も実質はDuffie(1992)
と差がない．要するに，証券市場の価格概念がリスク中立確率の源泉で
ある．これに対し，零化確率測度は状態価格に依存がなく，価格概念に
係わらない．零化確率測度は，無裁定条件において，割引累積損益を消
滅させる役割を担う．従って，無裁定条件における零化確率測度は，割引
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累積損益‐消滅確率測度として機能する．それ故に，任意の派生請求権X
X = C +
3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
に対し，その適正価格が零化確率測度QでEQ[X] = C と計算される．リ
スク中立確率測度の概念を天下り導入しなくても，素朴な零化確率測度
の概念があれば，派生請求権Xの適正価格は導出できる．
Shreve(2004)は，現在，数理ファイナンスの最も代表的な教科書である．
その冒頭に１期間の２項モデルがある．この限定された状況でリスク中
立確率の意味を丁寧に説明し，リスク中立価格評価式を提示する．その
上で，価格評価式に現実の確率が登場しないことを気にする必要はない，
とわざわざ補足している．木島・田中 (2007)の前書きには，誰もがリス
ク中立確率という用語をオマジナイのように唱えているが，その意味と
機能の再確認が重要である，とも書かれている．これ等の事例は，リス
ク中立確率の概念に馴染み難さがあることを示している. 馴染み難さの
原因を辿れば，結局，基本定理の意外性に行き着く.
零化測度に馴染み難さはない．零化測度・零化可能の概念は，無裁定条
件とマルチンゲール化条件の双方を直接・簡潔に把握することができる．
零化の観点から見れば，無裁定条件の基本定理は明晰に見通せる．零化
の概念は準備なしに理解でき，零化測度を用いた期待値で派生請求権X
の適正価格が算出されることに意外性はない．
この状況を見れば，本論文はコックス・ロス・ルビンスタインの精神で
ハリソン・クレプスのアプローチを再検討した，と主張しても許される
と思う．現状の大勢は，基本定理それ自体の完成度が高く，ダフィー・プ
リスカの整備もあるので，ハリソン・クレプスのアプローチに再検討す
べき余地は残されていない，という認識であろう．しかし，意外性の払
拭を見過ごしている．
6.5 本論文の完備性条件アプローチ
無裁定条件の基本定理は同値マルチンゲール測度の存在を主張する定
理であり，完備性条件の基本定理は同値マルチンゲール測度の存在に一
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意性を付加する定理である．この役割分担の故に，完備性条件の基本定
理は，通常，脇役的な扱いを受けている．その影響で，無裁定価格理論
においては，無裁定を主体的な概念，完備性を従属的な概念と見做す傾
向がある．
これに対し，本論文は，完備性が自立的な概念であることを強調した．
本論文における完備性の定義は，形式化されているが，実質をみれば完
全に標準の内容である．特殊・特異な定義ではない．当然，この定義か
ら，完備性条件の基本定理が証明できる．完備性は，この標準的な定義
のもとで，無裁定から十分に自立している．
完備性条件の基本定理は，無裁定価格理論の重要な定理だが，完備性そ
れ自身の経済学的な意味を教える定理ではない．本論文では，完備性の経
済学的な意味を直接に完備性の定義から導き出し，命題4.6に提示した．
Proposition 4.6
和空間L
V
[Z¯(2), Z¯(3)]が直和条件 (VM[A0]∩LV[Z¯(2), Z¯(3)] ) = {0}を充足す
れば，正規化証券市場Z に対し，下記の同値式が成り立つ．[
正規化証券市場Zは完備である
]

[
∀X∈V+
M
[
(XはZの派生請求権)＆(XはZで価格をもつ)
]]
．
命題4.6を見れば，完備性と無裁定は別の概念であり，完備性は無裁定
に依存しないと納得できる．本論文では命題4.6から，零化一意での定
理化とマルチンゲール移行を経て，完備性条件の基本定理に至る．表面
的には，無裁定の概念を部分線型空間の零化可能で把握したことに倣い，
部分線型空間の零化一意で完備性の概念を把握する．ただし，本論文は，
零化一意による完備性の把握を，命題4.6による経済学的な把握の数理的
補足として導いている．完備性の自立は十分に守られている．
命題4.6の内部に前提で置かれた直和条件は，派生請求権X の適正価
格を一意化しており，完備性の経済学的な意味が成り立つ支えである．完
備性は，表面的に零化の概念で把握されるが，実質的に線型空間の直和
分解に依存する．無裁定価格理論の基本定理は，同値マルチンゲール測
度ではなく，線型空間の零化と直和分解が数理基盤である．
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6.6 本論文の線型代数的アプローチ
5章の線型代数的なアプローチは，4.2節の，マルチンゲールを幾何学
的に扱った線型代数的な手法の発展でもある．マルチンゲールの幾何学
的な扱いは無裁定価格理論の基本定理に直結していた．従って，2.1節の
論文目標で，無裁定価格理論の基本定理・マルチンゲールの表現定理・ギ
ルサノフの定理を線型代数の視点から平易に統一的に解明すると，宣言
した約束は果されている．
補足すれば，本論文の線型代数的アプローチは行列計算を意味しない．
本論文には，行列計算だけでなく，複雑な計算それ自体が存在しない．線
型空間における幾何学的な視点が最重視されており，津野 (1999)の行列
的アプローチとは相当に異なる．
5章の内容は，既に述べたように，Dothan(1990)の chapter5 と密接に
関係する．Dothan(1990)は，森村・木島 (1991)の参考文献で最も推奨さ
れていた．しかし，木島 (1994)では，単に参考文献の１つとして指定さ
れるのみである．これはDuffie(1992)のインパクトであろう．
それでも，Dothan(1990)に目を通した人，Dothan(1990)の前半を読
んだ人は少なくないと思う．Dothan(1990)前半の記述は初等的かつ丁寧
であるが，納得できない部分や不満な部分も残る．このような部分は，
Dothan(1990)が回避してしまった事項であり，chapter5に多い．
本論文の5章は，Dothan(1990)の chapter5が踏み込まなかった事項に，
十分な解決を与える目的で書かれた．マルチンゲールに対する線型空間
的アプローチの自然な発展だけで，内積確率過程すなわち可予測 2次共
変分過程を捕捉できたことは成果である．内積確率過程が確立されれば，
マルチンゲールの表現定理は通常の直交基底定理に倣い，ギルサノフの
定理は証明計算の整理に徹する．
Dothan(1990)の chapter5が扱う表現定理は，増大情報系A = {At}Tt=0
の分岐構造からマルチンゲール直交基底の個数を確定する，実際的で具
体的な定式化である．ただし，正式な証明はなく，簡単な状況での例示
説明に止まる．この定式化の実用性は高いが，本論文は内積確率過程が
解明できているので，存在定理型の一般的な表現定理を扱った．
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6.7 Pliska(1997)の不注意について
本論文の3.1節と3.2節を書いた発端を述べておく．Pliska(1997)の無
裁定の議論にも錯覚があり，大いに参考・反省になる．
Pliska(1997)は，裁定機会すなわち裁定戦略α = 〈α(1), α(2), α(3)〉 の定
義と解説において，１期間証券市場モデルでも多期間証券市場モデルで
も，非常に誤解され易い記述をした．多期間の場合を例にとれば，下記
の３条件は互いに同値であり，何れも裁定戦略α = 〈α(1), α(2), α(3)〉 を定
義する，と理解されてしまう記述をした．
上段と中段の同値は，証券市場Z = 〈Z(1),Z(2),Z(3)〉 と正規化証券市場
Z = 〈Z¯(1), Z¯(2), Z¯(3)〉 における同値であり，何も問題ない．しかし，中段
と下段の同値は正しくない．この部分は不正確であり，おそらく，少し
錯覚・混乱がある．下記の３条件の表記は本論文の方式に改めたが，内
容は Pliska(1997)と同一である．[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z
(k)
t =
3∑
k=1
[
α
(k)
0 Z
(k)
0 +
∫ t
0
α(k)s dZ
(k)
s
]]
＆
[( 3∑
k=1
α
(k)
0 Z
(k)
0
)
= 0
]
＆
[( 3∑
k=1
α
(k)
T Z
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z
(k)
T
]
> 0
]
↓↑[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]]
＆
[( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= 0
]
＆
[( 3∑
k=1
α
(k)
T Z¯
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z¯
(k)
T
]
> 0
]
↓↑[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]]
＆
[( 3∑
k=1
∫ T
0
α(k)s dZ¯
(k)
s
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
∫ T
0
α(k)s dZ¯
(k)
s
]
> 0
]
．
１期間の場合に付与された簡単な説明を読むと，Pliska(1997)の真意は
次の様に推察される．本論文はこの内容を3.2節で詳細に取り扱った．
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任意の α(2) = {α(2)t }Tt=0，α(3) = {α(3)t }Tt=0に対して，次の同値式が成立．[( 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
)
≥ 0
]
＆
[
EP
[ 3∑
k=2
∫ T
0
α(k)s dZ¯
(k)
s
]
> 0
]
↓↑
適切な α(1) = {α(1)t }Tt=0が一意に存在して，次式が成立．[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]]
＆
[( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= 0
]
＆
[( 3∑
k=1
α
(k)
T Z¯
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z¯
(k)
T
]
> 0
]
．
Pliska(1997)には木島が監訳した訳書がある．訳書の初版１刷 (2001)は，
混乱した同値関係の部分を，原書のまま忠実に翻訳している．従って，訳
書を読んでも，同値関係は誤りとしか思えない．訳書の初版２刷 (2003)
は，１期間証券市場モデルと多期間証券市場モデルの２カ所で，中段と
下段の同値式を次の様に修正した．[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]]
＆
[( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= 0
]
＆
[( 3∑
k=1
α
(k)
T Z¯
(k)
T
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
α
(k)
T Z¯
(k)
T
]
> 0
]
↓↑[
∀t (0≤ t≤T ) :
3∑
k=1
α
(k)
t Z¯
(k)
t =
3∑
k=1
[
α
(k)
0 Z¯
(k)
0 +
∫ t
0
α(k)s dZ¯
(k)
s
]]
＆
[( 3∑
k=1
∫ T
0
α(k)s dZ¯
(k)
s
)
≥ 0
]
＆
[
EP
[ 3∑
k=1
∫ T
0
α(k)s dZ¯
(k)
s
]
> 0
]
＆
[( 3∑
k=1
α
(k)
0 Z¯
(k)
0
)
= 0
]
．
しかし，１期間で同値式の直後にある説明は初版１刷 (2001)のまま残り，
下段から中段を簡単に導くなかで，[ ( · · ·) = 0 ] が得られる旨の記述をし
ている．初版２刷 (2003)の修正は，同値関係の単なる取り繕いに過ぎず，
全く本質を理解していない．
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7 おわりに
本論文は，期待値に関する零化測度の概念と内積確率過程の概念とを数
理基盤にして，無裁定価格理論の基本構造を体系的に解明している．こ
れは，井上 (2003)から井上 (2005c)までの成果を整理・集約し，更なる
展開を図るものである．
内積確率過程の概念は，井上 (2005a)で必然性が解明され，明確に定義・
導入された．本論文も，それを引き継いでいる．井上 (2003)の時点では
内積確率過程が把握されておらず，従って，井上 (2003)はDothan(1990)
の形式的な整理に止まっていた．Dothan(1990)を本質的に超えたのは井
上 (2005a)である．
零化測度は本論文が初めて提起する概念である．これが，いかに重要・
有効であるかは，3章で詳細に述べた．井上 (2004b)は，この概念を全く
認識していない．本論文は，なぜ基本定理の対象が割引価格過程なのか，
なぜ無裁定とマルチンゲールが結び付くのか，を十分に解明している．こ
のように，井上 (2004b)と本論文には明らかなレベルの差がある．井上
(2004b)から本論文への深化が本論文の成果の半分を占める．
零化測度と内積確率過程に共通する大きな特長は明快・明晰さである．
同値マルチンゲール測度の概念は，無裁定価格理論の後半に基本定理と
合体で出現し，把握しずらい．零化測度は議論の出発点で出現し，簡単
に理解できる．経済学や数学の特別な予備知識は何も必要としない．内
積確率過程の場合も線型代数の初等的な議論の枠に収まっている．この
明快・明晰さでアプローチすれば，金融数理の学際化も可能であろう．
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