Initial-boundary value problems for bending of a thermoelastic plate with transverse shear deformation are studied under the assumption that various parts of the boundary are subjected to different types of physical conditions. The unique solvability of these problems is established in spaces of distributions by means of a combination of the Laplace transform and variational methods.  2005 Elsevier Inc. All rights reserved.
Introduction
Theories of elastic plates are formulated and used in order to simplify the mathematical model by reducing it from a three-dimensional problem to a two-dimensional one. Another advantage of such theories is that they describe the essence of the mechanical process of bending by neglecting secondary, less important effects. What is referred to in the literature as the 'classical' model (Kirchhoff, 1850) is still being employed as a reasonable tool in various practical situations, but it does not produce the range of information that newer theories do. Given the increasing need for accuracy placed on research by today's sophisticated technology, such new models are becoming more and more popular with practitioners, engendering a demand for a thorough study of their mathematical nature. For example, the theory of bending of plates with transverse shear deformation [1] produces good approximations not only for the bending and twisting moments, but also for the shear force and the displacement field. The model discussed in [1] has subsequently been generalized further, to take additional account of thermal effects [2] .
In this paper, we consider the time-dependent bending of a thin elastic plate subjected to external forces and moments and internal heat sources, together with homogeneous initial conditions and mixed boundary conditions. Analytic considerations lead to a variational formulation of the problems, which is rigorously investigated in spaces of distributions. The Laplace transformation is used to change the model into an elliptic boundary value problem that depends on a parameter. After the latter is solved by means of functionanalytic techniques, conclusions are drawn about the well-posedness of the original, nonstationary problem; specifically, it is shown that the problem has a unique weak solution which depends continuously (in a suitable norm) on the data. The model is thus readied for numerical computation.
The corresponding results in the absence of thermal effects were obtained in [3] [4] [5] [6] [7] .
Formulation of the problem
Consider a thin, homogeneous and isotropic elastic plate of thickness h 0 = const > 0, which occupies a regionS × [−h 0 /2, h 0 /2] in R 3 , where S is a domain in R 2 . The displacement vector at a point x in this region at t 0 is denoted by v(x , t) = (v 1 (x , t), v 2 (x , t), v 3 (x , t)) T , where the superscript T means matrix transposition. The temperature in the plate is denoted by θ(x , t). Let x = (x, x 3 ), x = (x 1 , x 2 ) ∈S. In plate models with transverse shear deformation it is assumed [1] that v(x , t) = x 3 u 1 (x, t), x 3 u 2 (x, t), u 3 (x, t) T .
When thermal effects are significant, we also take into account the "averaged" temperature across thickness, defined by [2] 
12 .
Here the factor 1/h 2 has been introduced purely for reasons of convenience. Then the vector-valued function U(x, t) = (u(x, t) T , u 4 (x, t)) T , where
satisfies the equation
where
is the constant density of the material,
, and γ are positive physical constants, λ and µ are the Lamé coefficients of the material satisfying λ + µ > 0, µ > 0, and
T is a combination of the forces and moments acting on the plate and its faces and q 4 (x, t) is a combination of the averaged heat source density and the temperature and heat flux on the faces. We assume that the initial conditions are homogeneous, that is,
This does not restrict the generality of the problem, because any nonhomogeneity can easily be transferred to the right-hand side of the governing equation (1) and to the boundary conditions [8] .
To formulate the boundary conditions, we assume that the boundary ∂S of S is a simple, closed, piecewise smooth curve that consists of four open arcs counted counterclockwise as ∂S i , i = 1, . . . , 4, such that
For i, j = 1, 2, 3, 4, we also write
We now assume that
In (4), n = n(x) = (n 1 (x), n 2 (x), n 3 (x)) T is the outward unit normal to ∂S and ∂ n = ∂/∂n. Let T be the moment-force boundary operator (see [1] ) defined by 
T u is the vector of the averaged moments and shear force acting on the lateral boundary of the plate. We now complete the set of boundary conditions by further assuming that
The functions f (x, t), f 4 (x, t), g(x, t), and g 4 (x, t) in (3)-(6) are prescribed. Let S + and S − be, respectively, the interior and exterior domains bounded by ∂S, and let G ± = S ± × (0, ∞). We consider simultaneously the interior and exterior initial-boundary value problems (TM ± ), which consist in finding (2) in S ± , and (3)- (6) .
The weak (variational) formulation of these problems is given in Section 4 after we introduce some necessary function spaces. First, in Section 3 we study the boundary-value problems (TM ± p ) to which (TM ± ) are mapped by the Laplace transformation with respect to the time variable. Then, in Section 4, we return to the spaces of originals and establish the weak solvability of the time-dependent problems. Finally, in Section 5 we prove a theorem concerning the uniqueness of the weak solutions.
The transformed boundary value problems (TM
In what follows, we denote the Laplace transform of a function s(
The transition to Laplace transforms with respect to t in problems (TM ± ) leads us to problems (TM ± p ), which depend on the complex parameter p and consist in findingÛ ∈ C 2 (S ± ) ∩ C 1 (S ± ) that satisfies the equation
and the boundary conditionŝ
Let m ∈ R. We denote by H m (R 2 ) the standard Sobolev space of functionsv 4 (x) with norm 3 .
Let π i and π ij , i, j = 1, . . . , 4, be the operators of restriction from ∂S to ∂S i and from ∂S to ∂S ij , and let H 1 (S ± , ∂S 23 ) and H 1,p (S ± , ∂S 34 ) be the subspaces of H 1 (S ± ) and H 1,p (S ± ) that consist of allû 4 ∈ H 1 (S ± ) andû ∈ H 1,p (S ± ) such that π 41 γ ±û 4 = 0 and π 12 γ ±û = 0, respectively. Their duals with respect to the original dualities are denoted by H −1 (S ± , ∂S 23 ) and H −1,p (S ± , ∂S 34 ). The norms ofq 4 
, and let the norm of its elementsÛ = (û T ,û 4 ) T be defined by
We are now ready for the variational formulation of problems (TM ± p ). Let κ > 0, and let
In what follows, we denote by c all positive constants occurring in estimates which are independent of the functions in those estimates and of p ∈ C κ , but may depend on κ. Also, we denote by (· , ·) 0;S ± , (· , ·) 0;∂S , and (· ,
respectively, for all m ∈ N, and by · 0;S ± , · 0;∂S , and · 0;∂S the norms on the same spaces.
We choose any function (with compact support in the case
As a result, we arrive at the equation
where 
Proof. Let p ∈ C κ , κ > 0. First, we consider the case whenf =f 4 = 0. Then problems (TM ± p ) reduce to findingÛ ∈ H 1,p (S ± ; ∂S 34 , ∂S 23 ) that satisfies (9) for anyŴ ∈ H 1,p (S ± ; ∂S 34 , ∂S 23 ). To establish the unique solvability of these problems, we remark that replacingŵ by pŵ andŵ 4 by h 2 γ η −1ŵ 4 , we arrive at equivalent problems (T M ± p ) that consist in findingÛ ∈ H 1,p (S ± ; ∂S 34 , ∂S 23 ) which satisfies
for anyŴ ∈ H 1,p (S ± ; ∂S 34 , ∂S 23 ), where
In [9] it was shown that for anyû
where û 1;S ± is the norm on
This means that
We now estimate the conjugate linear functional on the right-hand side in (11) . From its explicit form, the trace theorem [10] , and the expressions of the norms involved it follows that 
The Lax-Milgram lemma in its general form now implies the unique solvability of (11), therefore of (9), forf = 0 andf 4 = 0. In this case, (10) follows from (12) and (13). Next, we consider the full problems (TM ± p ). Let l and l 4 be operators of extension of vector-valued functions and scalar functions from ∂S 12 and ∂S 41 to ∂S, respectively, which define continuous mappings
Also, let l S ± and l S ± be operators of extension of vector-valued functions and scalar functions from ∂S to S ± , which define continuous maps
Iff (x, p) ∈ H 1/2,p (∂S 12 ) andf 4 (x, p) ∈ H 1/2 (∂S 41 ) are the functions occurring in the boundary conditions (8), then we constructẐ(x, p) = (l S ± lf T , l S ± lf 4 ) T and seekÛ(x, p) in the form
whereŶ 
Combining (14), (15), and (17), we obtain (10), and the theorem is proved. 2
We need to introduce a few more spaces. For ∂S ⊂ ∂S, let H ±1/2 (∂S), H 1 (S ± ), and H −1 (S ± , ∂S 34 ) be the spaces H ±1/2,p (∂S), H 1,p (S ± ), and H −1,p (S ± , ∂S 34 ) with p = 0. The norms on these spaces are denoted by · ±1/2;∂S , · 1;S ± , and [ · ] −1;S ± ,∂S 34 , respectively.
For any κ > 0 and k ∈ R, we introduce the spaces
, and
(ii) they have finite norms defined by
, and H L −1,k,κ (S ± , ∂S 23 ) consist of functionsê 4 (x, p),û 4 (x, p), andq 4 (x, p) such that: (i) they define holomorphic mappingŝ
Finally, we introduce the space Proof. First, we show thatÛ(x, p) defines a holomorphic mappinĝ
Theorem 2. Let κ > 0 and l ∈ R, and let
We fix an arbitrary p 0 ∈ C κ . Let K R (p 0 ) be the circle of radius R with the center at p 0 and such thatK R (p 0 ) ⊂ C κ . From (18) it follows that the mappingŝ 
LetÛ(x, p) be the weak solution of
and the boundary conditions (8), from (21), the boundedness of mappings (20), and the obvious inequalities
it follows that for sufficiently small R, the mappingÛ(x, p) :
and the corresponding boundary conditions. From this and (21), it follows that mapping (19) is continuous with respect to p at p 0 . Finally, letẐ(x) = (ẑ(x) T ,ẑ 4 (x)) T be the (weak) solution of the problem
where the prime denotes the derivative with respect to p. Clearly,
and the obvious boundary conditions. From (21), the continuity of (19) at p 0 , and the holomorphy of mappings (20) at p 0 , it follows that (19) is holomorphic at p 0 . Since p 0 is arbitrary in C κ , (19) is holomorphic in C κ . The assertion now follows from (10) and the definition of the norms on the corresponding spaces. 2
Existence theorem
To formulate the variational versions of problems (TM ± ) and prove that they are solvable, we need to introduce a few more function spaces.
Let κ > 0 and k, l ∈ R. By
we denote the spaces consisting of the inverse Laplace transforms of the elements of
, respectively. The norms on these spaces are defined by Since there is no danger of ambiguity, we extend the use of the symbols γ ± to the trace operators from G ± to Γ , and of the symbols π ij to the operators of restriction from Γ to its parts
(i) γ 0 u = 0, where γ 0 is the trace operator on S ± × {t = 0}; (ii) π 12 γ ± u = f (x, t) and π 41 γ ± u 4 = f 4 (x, t); (iii) U satisfies the variational equation
Theorem 3. Let U(x, t) = L −1Û (x, p) be the inverse Laplace transform of the weak solutionÛ(x, p) of either of the problems (TM
If, in addition, l 0, then U is a weak solution of the corresponding problem (TM ± ).
and (24) follow from (23), Theorem 2, and the definition of the norms on the spaces of originals. Consequently, we show only that U satisfies (22) for l 0.
We recall that any two functions f 1 and f 2 such that
We fix an arbitrary σ > κ and take κ 1 = σ and κ 2 = −σ in (25). Writing p = σ + iτ and p * = −σ + iτ , we see that (25) becomes
With this notation, (22) is written as
On the other hand, replacingŴ bŷ (9), we find that
Therefore, we need to prove that .
By (26), the function
is continuous on [0, ∞) and From (10) and the conditions of the theorem it follows once more that
and that ψ(t) satisfies
The equality
is established similarly. This completes the proof of the theorem. 2
Uniqueness theorem
One last issue remains to be settled in order to show that our initial-boundary value problems are well posed.
Theorem 4.
Each of the problems (TM ± ) has at most one weak solution. 
this means that
by writing
Obviously,
Let ω(t) be an "averaging kernel"; in other words, a function such that
We remark that for any T > 0, the sequence ω n (t) = nω(n(t − T )), n ∈ N, converges, as n → ∞, to the Dirac delta δ(t − T ) in the distributional sense, that is, in the Schwartz space S (R).
We choose an arbitrary t) ) T , such that π 12 γ ± v = 0 and π 41 γ ± v 4 = 0, and construct the sequence V n (x, t) = ω n (t)V (x, t) = v n (x, t)
T , v 4,n (x, t) T .
Also, we take W n ∈ C ∞ 0 (Ḡ ± ) defined by 
Since (28) holds for all T > 0, we may replace T by t and integrate (28) over (0, T ) with respect to t; thus, hence, Z(x, T ) = 0 for all T > 0. Since U = ∂ 2 t Z, we conclude that U(x, t) = 0 for all t 0, and the theorem is proved. 2 Remark. Problems with other types of mixed boundary conditions can be treated in a similar way.
