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RESULTS ON THE ALGEBRAIC MATROID OF THE
DETERMINANTAL VARIETY
MANOLIS C. TSAKIRIS
Abstract. We present a class of bases sets of the algebraic matroid of the determinan-
tal variety, which we also conjecture they completely characterize the matroid. For this
we interpret matrix completion from a point of view of hyperplane sections on the Grass-
mannian and make use of a class of local coordinates described by Sturmfels & Zelevinsky
[SZ93]. As a byproduct we prove a conjecture of Rong, Wang & Xu [RWX19].
1. Introduction
With k an infinite field we let T = k[zij ∶ (i, j) ∈ [m] × [n]] be a polynomial ring in the
zij’s and I the determinantal ideal of T generated by all (r+1)×(r+1) minors of the matrix
Z = (zij ∶ (i, j) ∈ [m] × [n]). With Ω a subset of [m] × [n] where [s] = {1, . . . , s} for any
positive integer s, and TΩ = k[zij ∶ (i, j) ∈Ω], the images in T/I of the zij’s with (i, j) ∈Ω
are algebraically independent over k if and only if TΩ∩I = 0. Since I is a prime ideal [BV88],
the set of all such algebraically independent subsets of zij’s forms an algebraic matroid
[RST20] which we identify with the corresponding matroid of [m]×[n]. The rank of that
matroid coincides with the Krull dimension of T/I which is r(m+n−r), i.e. every basis set
of the matroid has cardinality r(m+n− r). An Ω with #Ω = r(m+n− r) is independent
if and only if the projection morphism πΩ ∶ M(r,m × n) → A#Ω has finite fibers over a
Zariski dense open subset on the source. Here M(r,m ×n) = Spec(T/I), A#Ω = Spec(TΩ)
and πΩ is induced by the ring homomorphism k[zij ∶ (i, j) ∈Ω] → T/I, zij ↦ zij + I.
It is well known that for r = 1 the bases of the matroid are those Ω’s for which the
corresponding bipartite graph is a tree, e.g., see [SC10]. For r = 2 D.I. Bernstein [B17]
used the tropicalization of the Grassmannian Gr(2,m) to characterize the basis sets as
those bipartite graphs for which an acyclic orientation with no alternating trails exists.
However, little is known for higher ranks r. Characterizing the matroid of M(r,m ×n) is
also of great importance in matrix completion as one is interested in knowing a minimal
number of precise locations in the matrix, that if observed, lead to a finite number of
possible completions, i.e. to a finite fiber π−1Ω (πΩ(X)), e.g., see [KT12], [KTT15]; see also
[BBS20] for a variation where the minimal completion rank is sought.
We call a set Φ = ⋃j∈[m−r]φj × {j} ⊂ [m] × [m − r] a Support of a Linkage Matching
Field, or SLMF for short, of size (m,m − r) if Φ satisfies the following conditions:
#φj = r + 1, j ∈ [m − r] and #⋃
j∈T
φj ≥ #T + r, T ⊆ [m − r].(1)
SLMF’s arise as the supports of the vertices of the Newton polytope of the product
of maximal minors of an m × (m − r) matrix of variables. These were introduced by
Sturmfels & Zelevinsky [SZ93] in their effort to establish the fact that the maximal minors
of a matrix of variables is a Gro¨bner basis for any term order, and have recently found
applications in tropical geometry, e.g., see [FR15], [LS18]. The universal Gro¨bner basis
property was instead proved in [BZ93] using LMF’s, in [K09], and was later generalized
in [B12], [CDG15], [CDG19]. In [SZ93] Sturmfels & Zelevinsky showed that a family
of local coordinates on Gr(r,m) already known by Gelfand, Graev & Retakh [GGR90]
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from an analytic point of view, could be seen as been induced by SLMF’s. In this paper
we show that combinations of SLMF’s also induce basis sets of the algebraic matroid of
M(r,m × n). Write Ω = ⋃j∈[n]ωj × {j} for ωj’s subsets of [m] and denote by Ωj the set
of all subsets of ωj of cardinality r + 1. The main result of this paper is:
Theorem 1. Suppose #Ω = r(m +n − r), #ωj ≥ r ∀j ∈ [n] and there is a partition [n] =
⋃ℓ∈[r] Tℓ such that for ℓ ∈ [r] there are φℓj ∈ ⋃j ′∈TℓΩj ′, j ∈ [m− r] with Φℓ = ⋃j∈[m−r]φℓj × {j}
an SLMF of size (m,m − r). Then Ω is a basis set of the algebraic matroid of T/I.
We have the following useful consequence for matrix completion:
Corollary 1. Suppose Ω satisfies the hypothesis of Theorem 1. Then there is a Zariski
dense open set UΩ ⊆M(r,m ×n) with π−1Ω (πΩ(X)) finite for every X ∈ UΩ.
Recently, for k = R,C, replacing πΩ by X
πF
z→ (fi(X) ∶ i ∈ [N]) for an arbitrary collection
F = (fi ∈ Homk (km×n, k) ∶ i ∈ [N]) Rong, Wang & Xu [RWX19] proved that for general F
the map πF is injective on a dense subset of the rank-rmatrices as long asN > dimM(r,m×
n). They further conjectured the existence of special F’s with N = dimM(r,m × n) that
allow the same conclusion. Our next result settles this conjecture in the affirmative:
Theorem 2. In addition to the hypothesis of Theorem 1 on Ω suppose that all Φℓ’s are
equal to the same SLMF Φ. Then there exists a Zariski dense open set UΩ ⊆M(r,m×n)
such that πΩ is injective at the k-valued points of UΩ. Conversely for any SLMF Φ of
size (m,m−r) there exists an Ω that satisfies the hypothesis with Φℓ =Φ for every ℓ ∈ [r].
We close with a conjecture:
Conjecture 1. Let Ω be a basis set for the algebraic matroid of M(r,m × n). Then Ω
satisfies the hypothesis of Theorem 1.
We discuss preliminaries in §2, give proofs in §3 and conclude with examples in §4.
The author thanks Prof. Aldo Conca for many inspiring discussions on the subject. He
also thanks D. I. Bernstein for useful interactions on matroids and matrix completion.
2. Preliminaries
2.1. Fibers of morphisms and dominance. For convenience we recall as needed the
upper semicontinuity of the fiber dimension:
Proposition 1 (Exercise II.3.22 in Hartshorne [H77]). Let g ∶ Y → W be a dominant
morphism of integral schemes of finite type over a field k. Then for any y ∈ Y we have
that dimg−1(g(y)) ≥ dimY − dimW with equality on a dense open set of Y.
2.2. Local coordinates on Gr(r,m) induced by SLMF’s. We recall the beautiful
relationship between SLMF’s of size (m,m−r) and local coordinates on Gr(r,m) described
in [SZ93], here presented more generally over an infinite field k.
Let S ∈ Gr(r,m) be a k-valued point and S⊥ ∈ Gr(m−r,m) the orthogonal complement
of S. That is, if sℓ, ℓ ∈ [r] is a basis for S then S⊥ is the vanishing locus of the linear forms
induced by the sℓ’s. Working with the standard basis of km the canonical isomorphism
Gr(r−m,m) → Gr(r,m) sends the Plu¨cker coordinate [ψ]S⊥ to σ(ψ, [m]∖ψ) [[m]∖ψ]S,
where ψ is any subset of [m] of cardinality m − r and σ(ψ, [m] ∖ψ) is −1 raised to the
number of elements (a,b) ∈ ψ × ([m] ∖ ψ) with a > b[1]. Let A ∈ km×(m−r) contain a
basis of S⊥ in its columns. Let Φ = ⋃j∈[m−r]φj × {j} be an SLMF of size (m,m − r). For
j ∈ [m − r] denote by Hj the k-subspace of km−r spanned by these rows of A indexed by
[1]E.g., see §1.6 in Bruns & Herzog [BH98].
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[m]∖φj. The locus VΦ of Gr(r,m) where the Hj’s have codimension 1 and ⋂j∈[m−r]Hj = 0
is open. Suppose S ∈ VΦ. Then there is an automorphism of km−r that takes Hj to the
hyperplane with normal vector ej, the latter having zeros everywhere and a 1 at position
j. Changing the basis we see that S can also be represented by some A˜ ∈ km×(m−r) which
is sparse with support on Φ. Let mjj ′ be the minor of A corresponding to row indices
in [m] ∖ φj and column indices [m − r] ∖ {j ′} and set M = (mjj ′ ∶ j, j ′ ∈ [m − r]). Use
respective notations m˜jj ′ and M˜ = (m˜jj ′ ∶ j, j ′ ∈ [m−r]) for A˜. By definition of VΦ all m˜jj’s
are non-zero thus, viewed as an element of Pm−1, the j-th column a˜j of A˜ satisfies
a˜φijj = (−1)i−1[φj ∖ {φij}]S for i ∈ [r + 1] and a˜ij = 0 for i /∈ φj
where φij is the i-th element of φj. Next consider the rational maps γφj ∶ Gr(r,m) ⇢ Pr
and γΦ ∶ Gr(r,m)⇢∏j∈[m−r] Pr given by
S
γφj
z→((−1)i−1[φj ∖ {φij}]S ∶ i ∈ [r + 1])
S
γΦ
z→(γφj(S) ∶ j ∈ [m − r])
Proposition 2 (Sturmfells & Zelevinsky [SZ93]). The rational map γΦ is an open em-
bedding on VΦ. In particular, for k-valued S ∈ VΦ the columns of A˜∣S contain a basis for
S⊥, where A˜∣S denotes the evaluation of A˜ at S interpreted as an element of km×(m−r).
Let T ′ = k[[ψ] ∶ ψ ⊂ [m], #ψ = r] be a polynomial ring generated by variables [ψ]’s
associated with the Plu¨cker embedding of Gr(r,m), i.e. Gr(r,m) = Proj(T ′/I ′) with I ′ the
ideal generated by the Plu¨cker relations. By computing the normal vectors of the Hj’s in
terms of the mjj ′ ’s it follows that S ∈ VΦ if and only if det(M) ≠ 0. Since M˜ =MC where C
is an invertible matrix[2] we see that VΦ is defined by the non-vanishing of the polynomial
∏j∈[m−r] m˜jj. This gives the equation of this hypersurface in Plu¨cker coordinates [3]:
pΦ = det ([φα ∖ {β}] ∶ α ∈ [m − r] ∖ 1, β ∈ [m] ∖φ1) ∈ T ′(2)
3. Proofs
We need some preparations. For ω ⊆ [m] define the coordinate projection πω ∶ km →
k#ω by (ξi)i∈[m] ↦ (ξi)i∈ω. For B ∈ km×r denote by πω(B) ∈ k#ω×r the matrix obtained by
applying πω to each column of B.
Lemma 1. Let S ∈ Gr(r,m) be a k-valued point, ω ⊆ [m] with #ω ≥ r and suppose that
dimπω(S) = r. Then any x ∈ S is uniquely determined by πω(x) and S.
Proof. Let B ∈ km×r be a basis for S. By hypothesis πω(B) ∈ k#ω×r is a basis of πω(S).
Then there is a unique c ∈ kr such that πω(x) = πω(B)c. On the other hand, there is a
unique c ′ ∈ kr such that x = Bc ′. This latter relation also gives πω(x) = πω(B)c ′ so that
πω(B)(c − c ′) = 0. But πω(B) has rank r and so c = c ′. 
Lemma 2. Let φ = {i1 < ⋅ ⋅ ⋅ < ir+1} ⊆ [m], let x ∈ km and S ∈ Gr(r,m) a k-valued point
with dimπφ(S) = r. Then πφ(x) ∈ πφ(S) if and only if ∑α∈[r+1] (−1)α−1 xiα [φ∖ {iα}]S = 0.
Proof. With B ∈ km×r a basis for S we identify [φ∖ {iα}]S with det (πφ∖{iα}(B)) for every
α ∈ [r+1]. Applying Laplace expansion on the first column of the matrix [πφ(x) πφ(B)] ∈
k(r+1)×(r+1) shows that det ([πφ(x) πφ(B)]) = 0 is equivalent to the formula in the state-
ment. Since πφ(B) has rank r, det ([πφ(x) πφ(B)]) = 0 is equivalent to πφ(x) ∈ πφ(S). 
[2]This follows from the functoriality of ∧m−r−1.
[3]If β /∈ φa then [φα ∖ {β}] = 0. Only the sign may change if one replaces 1 by any j ∈ [m − r] in (2).
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Lemma 3. Let Φ be an SLMF of size (m,m − r) and let S ∈ VΦ be a k-valued point.
Then dimπφj(S) = r for every j ∈ [m − r].
Proof. Since S ∈ VΦ Proposition 2 gives that A˜∣S has full column rank. On the other
hand, dimπφj(S) < r if and only if all Plu¨cker coordinates [φj ∖ {φij}]S are zero, where
φij denotes the i-th element of φj. But in that case the j-th column of A˜∣S would be zero
by definition of A˜. 
Lemma 4. Let Φ be an SLMF of size (m,m − r) and let S ∈ VΦ be a k-valued point. If
πφj(x) ∈ πφj(S) for every j ∈ [m − r], then x ∈ S.
Proof. By Lemma 3 dimπφj(S) = r for every j ∈ [m − r]. Then Lemma 2 implies that the
relation πφj(x) ∈ πφj(S) is equivalent to πφj(x) being orthogonal to the j-th column of
A˜∣S. Since this is true for every j ∈ [m − r] and since the columns of A˜∣S form a basis for
S⊥ this implies that x ∈ S. 
Lemma 5. Let k ↪ K be a field extension. Then the algebraic matroid of T/I coincides
with the algebraic matroid of T/I⊗k K.
Proof. A set of zij’s with (i, j) ∈ Ω form an independent set in the matroid of T/I if and
only if the ring homomorphism k[zij ∶ (i, j) ∈Ω]→ T/I is injective. Since K is a faithfully
flat k-module, this is equivalent to the injectivity of K[zij ∶ (i, j) ∈Ω] → T/I⊗k K. 
3.1. Proof of Theorem 1. In view of Lemma 5 we may assume that k is algebraically
closed. Let T ′ be the subset of [n] containing those j’s for which #ωj = r. For a closed
point X ∈M(r,m×n) and S the column-space of X, consider the following two conditions
on S: 1) dimπωj(S) = r for every j ∈ T ′ and 2) S ∈ ⋂ℓ∈[r]VΦℓ . Condition 1) is true on the
intersection over all Uj, j ∈ T ′ where Uj is the open set on which some r × r minor of X
with row indices inside ωj does not vanish. Call this intersection UΩ,1. Condition 2) is
also true on an open set which can be described as follows. Let p =∏ℓ∈[r] pΦℓ where pΦℓ is
given by (2). For ψ ⊆ [n] with #ψ = r replace every [φℓα ∖{β}] in p by the r× r minor of
Z with row indices φℓα∖{β} and column indices ψ to obtain a polynomial pψ ∈ T . Varying
ψ gives the open set UΩ,2 = ⋃ψ⊆[n],#ψ=r Spec(T/I)p¯ψ of M(r,m ×n), where (T/I)pψ is the
localization of T/I at the multiplicatively closed set {1, p¯ψ, p¯2ψ, . . .}, with p¯ψ the class of
pψ in T/I. Then S ∈ ⋂ℓ∈[r]VΦℓ if and only if X ∈ UΩ,2. Set U ′Ω = UΩ,1 ∩ UΩ,2. To see
that U ′Ω is non-empty first note that ⋂ℓ∈[r]VΦℓ is the intersection of r hypersurfaces of
Gr(r,m) and thus is non-empty. Intersecting this with the non-empty open set of S’s in
Gr(r,m) that do not drop dimension under any πωj for j ∈ T ′, we obtain a non-empty
open set VΩ of Gr(r,m). Let S be any closed point of VΩ and sℓ, ℓ ∈ [r] a k-basis for S.
Define X ∈M(r,m ×n) by setting xj = sℓ whenever j ∈ Tℓ. By construction X ∈ U ′Ω.
Let π ′Ω ∶ U
′
Ω → A
#Ω be the restriction of πΩ to U ′Ω. Let X
′ ∈ π ′−1Ω (π ′Ω(X)) be a closed
point in the fiber over the X defined above. Let S ′ be the column-space of X ′. Then by
construction πφℓ
j
(sℓ) ∈ πφℓ
j
(S ′) for every j ∈ [m − r] and every ℓ ∈ [r]. Since X ′ ∈ U ′Ω we
have S ′ ∈ ⋂ℓ∈[r]VΦℓ so that by Lemma 4 we must have that sℓ ∈ S ′ for every ℓ ∈ [r]. But
then S ′ = S. Since dimπωj(S ′) = dimπωj(S) = r for every j ∈ [n], and since #ωj ≥ r for
every j ∈ [n], Lemma 1 gives X ′ = X. Since X is the only closed point of the fiber, and since
the fiber is a Jacobson space [S20], it is equal to the closure of X, i.e., π ′−1Ω (π ′Ω(X)) = {X}
as a topological space and π ′−1Ω (π ′Ω(X)) is a zero-dimensional scheme.
Now πΩ is a morphism of integral schemes. Since an open subscheme of an integral
subscheme is integral, we have that π ′Ω is also a morphism of integral schemes. Since
dimU ′Ω = dimA#Ω = dimM(r,m × n), if π ′Ω were not dominant then the minimum fiber
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dimension of π ′Ω would be positive (Proposition 1). But as we just saw dimπ
′−1
Ω (π ′Ω(X)) =
0 and so π ′Ω must be dominant. But then πΩ must also be dominant. Since a ring
homomorphism A → B of integral domains is injective if and only if the corresponding
morphism Spec(B) → Spec(A) is dominant, we have that TΩ → T/I is injective, i.e. Ω is
a basis set of the matroid of T/I.
3.2. Proof of Corollary 1. By Theorem 1Ω is a basis set of the matroid of T/I. Thus the
ring homomorphism of integral domains TΩ → T/I is injective and so the induced morphism
πΩ ∶ Spec(T/I)→ Spec(TΩ) is dominant. Then the claim follows from Proposition 1.
3.3. Proof of Theorem 2. We prove the first statement for k¯ the algebraic closure
of k. Set Mk¯(r,m × n) = Spec(T/I ⊗k k¯) and Grk¯(r,m) = Gr(r,m) ×k Spec(k¯). Write
Φℓ =Φ = ⋃j∈[m−r]φj ×{j} for every ℓ. Then for every α ∈ [m−r] there is a subset Lα ⊆ [n]
of cardinality r such that φα ⊆ωj, ∀j ∈ Lα. For a closed point X = [x1⋯xn] ∈Mk¯(r,m×n)
denote by c(X) the column-space of X. Call UΩ,k¯ the non-empty open set of Mk¯(r,m×n)
on which c(X) lies in VΦ,k¯ ⊆ Grk¯(r,m), none of the Plu¨cker coordinates of c(X) vanishes
and the {xj ∶ j ∈ Lα} are linearly independent for every α ∈ [m−r]. Since Span(xj ∶ j ∈ Lα)
is the same as c(X) so will be their projections under πφα. Proposition 2 asserts that the
data πφα(c(X)), α ∈ [m−r] uniquely determine c(X) on VΦ,k¯. Since #ωj ≥ r, ∀j ∈ [n] and
πωj(c(X)) does not drop dimension, Lemma 1 gives that the data c(X), πΩ(X) uniquely
determine X. Hence, the following data uniquely determine X for any closed X ∈ UΩ,k¯:
πφα(Span(xj ∶ j ∈ Lα)), α ∈ [m − r] and πΩ(X)
We have proved that the restriction of πΩ,k¯ on the dense open set UΩ,k¯ ⊆Mk¯(r,m×n) is
injective at closed points. Now note that the defining polynomials of UΩ,k¯ do not depend
on the field k¯. Since UΩ,k¯ is non-empty not all of these polynomials are zero in T/I⊗k k¯.
But then not all of them will be zero in T/I. Hence, they also define a non-empty open
set UΩ of M(r,m×n). This UΩ must be dense because M(r,m×n) is an integral scheme
and thus it is irreducible. Then the injectivity at k-valued points of the restriction of πΩ
on UΩ is inherited from the injectivity at closed points of πΩ,k¯ restricted on UΩ,k¯.
We now prove the second claim of the statement. Let Φ ⊆ [m] × [m − r] be any
SLMF of size (m,m − r). We prove the existence of an Ω ⊆ [m] × [n] such that 1)
#Ω = dimM(r,m×n), 2) #ωj ≥ r and 3) for every α ∈ [m− r] there is a subset Lα ⊆ [n]
of cardinality r with φα ⊆ ωj, ∀j ∈ Lα. We argue by induction on n. For n = r take
Ω = [m] × [n]. Suppose n > r. By induction there is an Ω ′ ⊆ [m] × [n − 1] with the
required as above properties. Then take Ω =Ω ′ ∪ ([r] × {n}).
4. Examples
Example 1. Let r = 2,m = 6 and consider the following Φ = ⋃j∈[4]φj×{j} ⊂ [m]×[m−r]:
Φ = {2, 4, 6} × {1} ∪ {1, 2, 4} × {2} ∪ {1, 2, 5} × {3} ∪ {1, 3, 5} × {4}
and its representation by its indicator matrix:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1
1 1 1 0
0 0 0 1
1 1 0 0
0 0 1 1
1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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This is an SLMF since it satisfies condition (1). It defines an open set VΦ in Gr(2, 6) on
which the rational map Gr(2, 6)→ P2 × P2 × P2 × P2 given by
S ↦
⎛
⎜
⎝
⎡⎢⎢⎢⎢⎢⎣
[46]S
−[26]S
[24]S
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
[24]S
−[14]S
[12]S
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
[25]S
−[15]S
[12]S
⎤⎥⎥⎥⎥⎥⎦
,
⎡⎢⎢⎢⎢⎢⎣
[35]S
−[15]S
[13]S
⎤⎥⎥⎥⎥⎥⎦
⎞
⎟
⎠
is injective. These 4 elements of P2 are precisely the normal vectors of the 4 planes in k3
that one gets by projecting a general 2-dimensional subspace S in k6 onto the 3 coordinates
indicated by each of the φj’s.
For each S ∈ VΦ there is a unique up to a scaling of its columns 6 × 4 matrix with the
same sparsity pattern as Φ whose column-space is S⊥:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 [24]S [25]S [35]S
[46]S −[14]S −[15]S 0
0 0 0 −[15]S
−[26]S [12]S 0 0
0 0 [12]S [13]S
[24]S 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
The polynomial that defines the complement of VΦ is
pΦ = det
⎛
⎜
⎝
⎡⎢⎢⎢⎢⎢⎣
[24]S [25]S [35]S
0 0 −[15]S
0 [12]S [13]S
⎤⎥⎥⎥⎥⎥⎦
⎞
⎟
⎠
= [12]S[24]S[15]S
The following two examples illustrate Theorem 1.
Example 2. Let r = 2, m = 6, n = 5 and consider the following Ω ⊂ [6] × [5] with
#Ω = 18 = dimM(2, 6 × 5) represented by its indicator matrix:
Ω =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 1 1
1 0 1 1 0
1 0 0 0 1
1 1 1 1 0
1 1 0 1 1
0 1 0 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Consider the partition [5] = T1 ∪ T2 with T1 = {1, 2} and T2 = {3, 4, 5}. Now take
Φ1 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 0
1 1 1 0
1 0 0 0
0 1 0 1
0 0 1 1
0 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, Φ2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1
1 1 1 0
0 0 0 1
1 1 0 0
0 0 1 1
1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Φ1,Φ2 are SLMF’s since they satisfy (1). Φ1 is associated with the first 2 columns of Ω
(T1), while Φ2 with the last 2 columns of Ω (T2). A computation with Macaulay2 suggests
that π−1Ω (πΩ(X)) consists only of X, for general X.
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Example 3. Let r = 2,m = 6,n = 8 and Ω with #Ω = 24 = dimMk(2, 6 × 8) given by
Ω =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 1 0 1 1 1
1 0 1 0 1 1 0 0
1 0 1 0 1 0 1 0
0 1 1 0 0 0 0 1
0 1 0 1 1 0 0 0
0 1 0 1 0 1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
With T1 = {1, 2, 3, 4},T2 = {5, 6, 7, 8}, Φ1,Φ2 are the leftmost and rightmost respectively
blocks ofΩ and both satisfy (1). A computation with Macaulay2 suggests that π−1Ω (πΩ(X))
consists of 2 points over k non-algebraically closed and 4 points otherwise.
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