The early processing of sensory information by neuronal circuits often includes a reshaping of activity patterns that may facilitate further processing in the brain. For instance, in the olfactory system the activity patterns that related odors evoke at the input of the olfactory bulb can be highly similar. Nevertheless, the corresponding activity patterns of the mitral cells, which represent the output of the olfactory bulb, can differ significantly from each other due to strong inhibition by granule cells and peri-glomerular cells. Motivated by these results we study simple adaptive inhibitory networks that aim to separate or even orthogonalize activity patterns representing similar stimuli. Since the animal experiences the different stimuli at different times it is difficult for the network to learn the connectivity based on their similarity; biologically it is more plausible that learning is driven by simultaneous correlations between the input channels. We investigate the connection between pattern orthogonalization and channel decorrelation and demonstrate that networks can achieve effective pattern orthogonalization through channel decorrelation if they simultaneously equalize their output levels. In feedforward Action Editor: C. Linster
Introduction
The brain receives information from the sensory periphery in the form of activation patterns across parallel input channels, such as the photoreceptors in vision. An essential task of downstream circuits is to extract from these input patterns information that is relevant to the animal. In many sensory systems neuronal circuits at early processing stages reshape their inputs into output patterns that render the relevant information more easily accessible for the downstream circuits.
There has been extensive work on reshaping sensory information, foremost in the visual context. That work has focused, in particular, on providing a theoretical understanding of the receptive fields of retinal ganglion cells and of simple cells in visual cortex V1. Considering the correlations between different channels ('pixels') across a large ensemble of visual inputs presented to the animal ('natural scenes'), it has been argued that an important strategy for the circuits would be to reduce the redundancy in the information transmitted by different channels (Barlow 1989 but see also Barlow 2001) . Indeed, the center-surround receptive fields of retinal ganglion cells can be viewed as resulting from the retinal circuits aiming to eliminate the pair-wise correlations between different channels (Atick and Redlich 1993) . However, a reshaping of input that is based on pair-wise correlations and that does not take into account higher-order statistics is not sensitive to features like edges, which are likely to represent important information about the visual world. It has therefore been argued that the receptive fields of simple cells in V1 can be understood as a consequence of the neural circuits aiming to reduce higher-order correlations; specifically, it has been shown that circuitry that minimizes the statistical dependence between the channels by performing an independent component analysis leads to receptive fields that are similar to those of simple cells in that they are localized and oriented (Bell and Sejnowski 1997) .
We consider here a new perspective and focus on the similarity of activity patterns representing specific different stimuli and not on the statistics of the activity of individual channels across many stimuli. Our starting point is provided by experiments on the processing of olfactory information in the olfactory bulb, which constitutes the first processing stage of the olfactory system (Friedrich and Laurent 2001; Yaksi et al. 2007 ). Odorants are sensed by olfactory receptor neurons, each of which belonging to a class of receptors. Depending on the animal species there are up to ∼ 1000 different receptor classes. While receptor neurons in different classes differ in their response properties, neurons within the same class have the same response spectrum and can be thought of as 'feature detectors' in 'odor space'. Depending on its receptor class each olfactory receptor neuron projects to a different region ('glomerulus') on the surface of the olfactory bulb. Since the receptor neurons are broadly tuned, any given odorant typically excites a characteristic pattern of activity comprising many glomeruli in the input layer of the olfactory bulb. The circuitry of the olfactory bulb dynamically reshapes these activity patterns: even for closely related odors, which induce very similar input patterns Korsching 1997, see also Linster et al. 2005 for data in the antennal lobe of bee), the output patterns that are relayed on to higher brain areas can differ significantly from each other (Friedrich and Laurent 2001; Yaksi et al. 2007) . It is useful to consider the input and output patterns as vectors in an activity space. Its dimension is given by the number of glomeruli. Then, while the input patterns may correspond to almost parallel vectors in activity space, the vectors representing the output patterns may be almost orthogonal to each other: the olfactory bulb tends to orthogonalize the representations of similar odor stimuli.
Orthogonalization of activity patterns can serve a number of purposes. It can enhance the discriminability of similar stimuli in downstream brain areas by increasing their robustness against noise. This is particularly effective for similar input patterns that are comprised of many channels with only a subset of them being excited significantly. The associated vectors in activity space form then an effectively low-dimensional cluster in a high-dimensional activity space. Orthogonalization will disperse the cluster by pushing apart the activity vectors making use of the additional dimensions. Such a scenario is not confined to peripheral sensory processing, but may also arise in higher brain areas. Orthogonalization is also important if the activity patterns need to be stored in memory (Srivastava et al. 2008) . For Hopfield-type associative networks the number of patterns that can be stored and reliably retrieved is considerably higher if the patterns are close to orthogonal to each other (Hertz et al. 1991) . Moreover, the danger of catastrophic forgetting of previously stored patterns upon learning of additional patterns is reduced (French 1999) .
What kind of network topology can achieve such a pattern orthogonalization? Given the complex representation of the high-dimensional odor space on the two-dimensional array of glomeruli (e.g. Cleland and Sethupathy 2006; Soucy et al. 2009 ) it is to be expected that the optimal connectivities are more complex than the center-surround connectivity found in the retina, in which the strength of connection between two channels depends smoothly on their distance. In fact, the connectivity need not be driven by the topography of the inputs (Arevian et al. 2008; Linster et al. 2005; Cleland and Sethupathy 2006) . What mechanisms could lead to such complex networks? Considering the propensity of brain structures to adapt to their task we consider adaptive networks and assess their ability to orthogonalize stimulus representations.
Mathematically, the network connectivity could be optimized directly to maximize the orthogonality of the output activity patterns representing a given set of stimuli. However, such a pattern-based optimization is difficult to implement using biologically plausible mechanisms; it would require extensive use of longterm memory, since the relevant stimuli may be presented to the animal at very different times. A biophysically reasonable algorithm does exist for the network to learn to minimize the equal-time correlation between the individual output channels (Atick and Redlich 1993; Goodall 1960) . Based on this observation, we propose a novel approach to pattern-based optimization and investigate to what extent a network is able to orthogonalize stimulus representations if it successfully decorrelates the channels across these stimuli.
In most previous analyses of channel decorrelation (Atick and Redlich 1993; Bell and Sejnowski 1997; Dimitrov and Cowan 1998 ) the dynamics of neuronal firing rates were assumed to be linear. Neurons and their synaptic connections are, however, highly nonlinear devices. One obvious nonlinearity is introduced by the threshold for action potential generation. As a consequence of this threshold, firing rates can only assume non-negative values and the dynamic range of firing rate changes in the negative direction is severely limited. For single channels the role of nonlinearities in optimizing the information transfer has been studied previously (Nadal and Parga 1994; Bhandawat et al. 2007 ). For multiple channels, however, the influence of neuronal nonlinearities on optimal pattern orthogonalization has, to our knowledge, not been considered so far.
Here we investigate both feedforward and recurrent network topologies and their ability to learn pattern orthogonalization via channel decorrelation. We find for both network types that it is not sufficient to decorrelate the output channels to achieve pattern orthogonalization efficiently; the networks need also to equalize the activity levels across their output channels. For networks with feedforward inhibition we find that they are quite limited in their ability to learn decorrelation and orthogonalization if they employ biophysically plausible mechanisms. As a result, their performance is in many cases not substantially better than that of feedforward networks with random connection weights. For networks with recurrent inhibition no such limitation arises. We study the impact of a threshold-linear nonlinearity on the performance of recurrent networks that are optimized for linear neuronal dynamics. For quite a large class of stimulus ensembles these networks perform very well. We discuss the potential relevance of our results for pattern processing in the olfactory system.
Pattern orthogonalization via channel decorrelation
We consider a neural circuit with p input channels and the same number of output channels. Its steady inputs are drawn from an ensemble of s stimuli represented by the activities S i=1... p,α=1...s of the input channels, which yield the output activities P i=1.. p,α=1..s . In the olfactory context, for example, S iα would give the strength of the input to glomerulus i during the stimulation with odor α, which results in the activity P iα of the associated principal neuron. It is convenient to represent S iα and P iα as matrices S and P, respectively.
Motivated by the observations in olfaction of an enhancement of the output patterns' orthogonality by the bulbar network (Friedrich and Laurent 2001; , we seek neural circuits that map the stimuli S iα into outputs P iα that are mutually orthogonal. We therefore consider the scalar product C ( patt) αβ between different output vectors,
where δ αβ denotes the Kronecker symbol. In terms of the matrix P the matrix C ( patt) αβ of scalar products is given by
The s outputs can only be orthogonal if the number of channels is at least as large as the number of stimuli, p ≥ s.
Since it appears biologically difficult for a network to learn directly to orthogonalize its output patterns, we consider networks that are optimized to decorrelate their channels. This is characterized by a diagonal correlation matrix,
i.e.
with D being diagonal. Usually, channel decorrelation is considered for an infinite set of stimuli ('natural scenes'), i.e. in the limit s → ∞. To establish a link between pattern orthogonalization and channel decorrelation we consider, however, a different situation in which there is only a finite number of stimuli, each of which has specific significance to the animal. Thus, the s stimuli S iα are not weakly perturbed realizations of the same stimulus, but rather different stimuli that need to be discriminated by the animal. The situation we consider is illustrated in Fig. 1 . The mathematical connection between pattern orthogonalization and channel decorrelation can be made precise for s = p. Then the matrix P is square and if it is invertible one can express the pattern scalar product in terms of the channel correlation 
P = K S
Note that even if the input channels are perfectly decorrelated according to Eq. (4) the pattern scalar product C ( patt) , which is then given by
is in general not diagonal since the rows of P −1 and the columns of P are orthogonal with respect to a scalar product with uniform weights, while in Eq. (5) the matrix D defines in general a scalar product with non-uniform weights. Thus, in order to achieve pattern orthogonalization using channel decorrelation the network has also to equalize the activity levels of all output channels,
with I denoting the identity matrix. If that is the case, one has
and channel decorrelation and pattern orthogonalization are achieved simultaneously. Here characterizes the level of the output activities. If the mean activity of all channels vanishes, s α=1 P iα = 0 for all i, the equalization of the activity levels corresponds to a 'whitening' of the output (Atick and Redlich 1993; Bell and Sejnowski 1997) .
For networks with linear neural dynamics the inputoutput relation for stationary inputs and outputs can be written as
and the condition Eq. (6) for channel decorrelation with output equalization gives an explicit condition for the connectivity, KSS t K t = 2 I. This condition is satisfied by (Atick and Redlich 1993; Dimitrov and Cowan 1998) 
which establishes an explicit relationship between the optimal connectivities and the channel correlation of the inputs, SS t . The solutions K to Eq. (9) are not unique. Instead they form a large family of connectivities, which can be transformed into each other by orthogonal transformations O that rotate the output patterns P → OP. Two particularly well-studied cases correspond to a principal-component analysis, characterized by K (PC A) K (PC A) t being diagonal (Bell and Sejnowski 1997) , and the case of symmetric connectivity,
t , which implies (Atick and Redlich 1993; Bell and Sejnowski 1997) 
For nonlinear neural dynamics in general no explicit condition for the optimal connectivity can be given. In general, the number of relevant stimuli will be larger than the number of channels, s > p. As illustrated below ( Fig. 9 and Section 6), the orthogonalizing network then effectively stretches and compresses the output space, orthogonalizing representative stimuli and reducing clustering.
Networks with feedforward inhibition
We first consider feedforward networks comprised of principal neurons P and inhibitory interneurons L with a network topology as sketched in Fig. 2 . In this network both the principal neurons P and the local interneurons L receive excitatory input from the sensory neurons, with one neuron each associated with a given input channel. The interneurons provide inhibitory input to the principal neurons with a strength depending on the synaptic weight matrix W ( f f ) . The output is conveyed exclusively by the principal neurons.
Within the framework of firing-rate models for the individual neurons these networks are described by
where P iα and L iα represent the total synaptic input currents of the principal neurons and the interneurons, respectively. In the following we often refer to P iα and L iα as the activities of the principal neurons and the interneurons. The rectifying nonlinearity characterizing the firing threshold is given by
We restrict our analysis here to x min = 0. In that case the rectifying nonlinearity does not affect the dynamics of the feedforward network, since the sensory input S and with it the interneuron activity L is non-negative. We focus here on stationary stimuli, which after some transient lead to a stationary output P. For these fixed points one obtains the input-output relationship
In the symmetric case the weights matrix of the orthogonalizing connectivity Eq. (10) is given by
This connectivity involves the inverse of the input correlation matrix rather than the correlation matrix SS t itself. Therefore the strength of the inhibition between two neurons depends on the input correlations of all neurons in the network (cf. Eq. (16) 
This expansion illustrates the non-local character of the learning rule explicitly. For instance, at O(
from the correlations r kl even when neither i nor j are equal to either k or l. For sufficiently small all terms beyond the leadingorder term can be ignored. This eliminates all nonlocal contributions to W ij , i.e. all contributions involving channels other than i or j. The resulting approximate connectivity is given by
Its weights
a,ij depend only on the correlation between the channels i and j, which are involved in the connection. Biophysically, learning such a connectivity is much more realistic than the exact connectivity
The simple relation Eq. (17) allows an analytical treatment of the performance of the approximate feedforward connectivity for the case of two channels (Wick and Riecke, unpublished) . It shows that this connectivity performs well only if the stimulus patterns are already very close to orthogonal and if, in addition, the input levels of the two channels are close to each other. For general input patterns the network achieves neither efficient pattern orthogonalization nor output equalization. The detailed analysis reveals that within the class of local approximations to W ( f f ) orthogonalization is typically improved if no output equalization is attempted. Thus, we consider PP t = D where D need not be a multiple of the identity matrix but consists of the diagonal elements of SS t . Equation (15) is then replaced by the condition
If the off-diagonal elements ≡ SS t − D are small the optimally decorrelating weights W ( f f ) are small as well and one can again approximate the inverse of
. One then obtains for the approximate
or in components
As in the connectivity
each weight is again proportional to the correlation between the neurons involved in the connection. However, in W ( f f ) a the proportionality factor differs from neuron to neuron depending on the respective input activity levels.
To assess the performance of the approximate connectivity
we employ the stimulus set S (0) defined by iα transform from orthogonal vectors to random vectors in the first hyperquadrant. To characterize the orthogonality of the output patterns we use the matrix C (s) of scalar products of the normalized outputs,
where the output P α is given by column α of P. The mean of the off-diagonal elements of C (s) αβ is denoted by C (s) . Figure 3 shows that if the stimulus patterns are close to being orthogonal, i.e. for ξ small, the network with connectivity W ( f f ) a enhances the orthogonality of the outputs (left panel). In fact, the deviation from orthogonality in the outputs depends only quadratically on the deviation from orthogonality in the inputs. This reflects the fact that W ( f f ) a satisfies the decorrelation condition Eq. (18) to leading order in the off-diagonal terms of SS t . For less orthogonal stimulus patterns, however, the performance of the network deteriorates and for ξ > 0.4 the outputs are less orthogonal than the inputs and the network in fact degrades the signal (right panel). To gauge the performance of this network we also compare with that of a random symmetric feedforward connectivity W ( f f,r) whose weights are chosen from a uniform distribution and whose total inhibition equals that of the optimized connectivity
. It turns out that on average this connectivity performs only marginally worse than
; its variability as measured by the standard deviation of C (s) ij across all stimuli of the 10 realizations of s iα used in Fig. 3 is, however, significantly larger than that of the optimized connectivity.
To test the limits of the network performance we are in particular interested in ensembles comprising very similar stimuli. Therefore we consider now the ensemble S
(1) defined by
The stimuli in this ensemble share a Gaussian profile. The difference between them is characterized by the dissimilarity parameter η. For simplicity the s iα ∈ [0, 1] are again drawn from a uniform distribution. Throughout, we use A = 1. As in ensemble S (0) , the input patterns in S
(1) are meant to represent significantly different stimuli and the task of the network is to render the corresponding outputs mutually orthogonal to aid their discrimination by down-stream brain areas. Note that the spatial arrangement of the channels is arbitrary; physically, the weakly excited channels in the tails of the Gaussian profile could be interspersed with the strongly excited ones. The Gaussian profile of stimulus ensemble S
(1) is meant to mimic to some extent the focal character of the olfactory stimulus patterns (Yaksi et al. 2007 ). In S
(1) we are deliberately taking stimulus patterns with higher similarities than was reported for the activation patterns evoked by pure odorants (Friedrich and Korsching 1997; Linster et al. 2005) in order to probe the limits of the feedforward and the recurrent network. (21)). Left and right panel: input and output patterns, matrices of scalar products of normalized inputs and outputs (C (s) ) for ξ = 0.3 and ξ = 0.5, respectively (cf. Eq. (21)). As in Fig. 1 each column of the pattern matrices depicts the activity pattern for a given stimulus. Middle panel: dependence of the mean scalar product C (s) on the deviation ξ from orthogonality (cf. Eq. (21)). For ξ > 0.4 the outputs are less orthogonal than the inputs. Dashed line: performance of the random symmetric connectivity W ( f f,r) . The variability of the performance of the optimized connectivity (double-sided error bars at ξ = 0.1 and ξ = 0.2) is significantly smaller than that of the random connectivity (half-sided error bars)
As shown in Fig. 4 , the approximate feed-forward connectivity
is not able to reduce the similarity of the representations of the closely related stimuli of ensemble S (1) . In fact, in terms of the mean scalar product C (s) the output patterns are more similar than the input patterns even for large values of the dissimilarity parameter, η 1. This is consistent with the results for S (0) shown in Fig. 3 , since the limit η → ∞ corresponds to the case ξ = 1 for ensemble S (0) . The random symmetric connectivity W ( f f,r) ij performs even worse than the optimized connectivity for these highly similar stimuli. Note that for these stimuli many if not all outputs are actually negative (cf. top panel of Fig. 4) . Therefore, if the similarity of the output patterns is measured after their mean has been subtracted the performance of the network is better; for η = 1 the similarity is then about 0.4, with the input similarity in terms of that measure being about 0.6. This analysis shows that networks with feed-forward connectivity have principal limitations in their ability to orthogonalize the representations of very similar stimuli.
Networks with recurrent inhibition
We now consider recurrent networks with a topology as sketched in Fig. 5 . Within the framework of firing-rate models the principal neurons P and the local neurons L are described by
As in the feedforward case we take the firing threshold x min to be zero for both the principal neurons and the interneurons. Assuming that the interneurons follow the dynamics of the principal cells sufficiently fast, they can be eliminated adiabatically, 
kj . We focus here on symmetric connectivities, W = W (s) . Unlike the feed-forward network, the recurrent network is affected by the rectifying nonlinearity for all values of the threshold x min . One aim of our investigation is to compare the performance of the nonlinear network Eq. (26) with that of the corresponding network in which the rectifier is omitted and [P jα ] + is simply replaced by P jα .
If the neural dynamics were linear and all eigenvalues of I + W (s) positive, stationary stimuli would lead after some transient to stationary outputs P given by
In that case the symmetric channel-decorrelating connectivity would be given by
As discussed in Atick and Redlich (1993) and Goodall (1960) , this connectivity can be learned by a local learning algorithm,
in which the change in the weights W ij depends only on information that is available at the neurons i and j: the correlation between the excitatory feedforward input S iα to neuron i and the inhibitory recurrent input P jα that neuron i receives from neuron j. The algorithm Eq. (29), which is driven by the stimulus ensemble S, has been shown to converge to the symmetric connec- (Atick and Redlich 1993) . For linear neural dynamics this W (s) orthogonalizes the representation P of the stimuli in this ensemble perfectly if the ensemble S consists of at most p linearly independent stimuli, Quite commonly, however, the neural firing-rate dynamics cannot be assumed to be linear (Friedrich and Laurent 2001; Yaksi et al. 2007; Laurent et al. 1996; Rodieck and Stone 1965; Meister and Berry 1999) and at the very least the firing threshold of the neurons has to be taken into account. We model the dependence of the firing rate on the total synaptic input currents P in a minimal fashion using the piece-wise linear rectifying nonlinearity Eq. (13). The optimized connectivity can then not be given explicitly in terms of the input correlations SS t . Rather than determining the optimal connectivity by a numerical optimization procedure we investigate the performance of the connectivity Eq. (28) and how it is affected by the rectifying nonlinearity.
So far it has been assumed that the connectivity of the network allows an arbitrary matrix K in the input-output relation P = KS. Here we focus on purely inhibitory recurrent interactions, which imply W ij ≥ 0. Because W = K −1 − I the diagonal elements of W are most prone to be negative. They describe self-inhibition or self-excitation and are therefore closely related to the magnitude of the output activity levels relative to those of the inputs. If the output activity levels, which are set by , are too high for a given input ensemble the network has to act as an amplifier. This is not possible in a purely inhibitory network satisfying W ij ≥ 0. To avoid the need for self-excitation, we choose therefore to be equal to the inverse of the smallest diagonal element of SS t 1/2 . In the resulting weights matrix
ii are then non-negative. Typically, the off-diagonal elements of SS t 1/2 turn out to be non-negative as well or at most very few of them are weakly negative. Setting them to 0 has therefore only a very small effect and we do so in all of our simulations.
To measure the performance of the network we employ two types of similarity measures. The scalar product between the normalized outputs, C (s) , as defined in Eq. (22), is a simple and widely used measure, but may not be the best measure of pattern similarity for neuronal networks. Since the information passed on to subsequent brain areas is the firing rate [P α ] + rather than P α itself we employ also the measure
witĥ
In analogy to C (s) , the mean C ( p) includes only the offdiagonal elements of C ( p) . Note that in the following C ( p) will always be based on the rectified output [P] + . The measure C ( p) may provide a suitable characterization of the difference in the output patterns as viewed from the perspective of a higher brain area that also receives gain control depending on the mean activitȳ P α of the output patterns.
To compare the performance of the recurrent network explicitly with that of the feedforward network we consider first stimulus ensemble S (0) defined in Eq. (21). While the performance of the feedforward network deteriorated quickly as the deviation ξ from orthogonality was increased, the recurrent network orthogonalizes the representation of this stimulus ensemble over the whole range of ξ (Fig. 6 ). Since in terms of C ( p) the input is essentially orthogonal for any value of ξ we only show the performance of the network in terms of C (s) . Again, to gauge the performance of the optimized connectivity we compare it with a recurrent random symmetric connectivity W (rec,r) with the same overall inhibition. The recurrent random connectivity performs significantly better than its feedforward analog. However, only for almost orthogonal inputs does it reach the performance of the optimized network. Moreover, as in the feedforward case, its variability is much higher than that of the optimized connectivity.
Even the representation of stimulus ensemble S (1) , defined in Eq. (23), is perfectly orthogonalized by the recurrent connectivity W (s) , all the way to η = 0.1 for which the stimuli are highly similar as shown in the top left panel of Fig. 7 . This is true both in terms of Fig. 4 . For these highly similar stimuli the random connectivity W (rec,r) does not achieve any significant orthogonalization; over the whole range of η ij across all stimuli of the different realizations s iα of S (0) . Note that for ξ = 0.2 the variability of the optimized connectivity is of the order of the line thickness its mean value of C ( p) is very close to that of the input itself.
To pose a yet greater challenge to the network we use now stimulus ensemble S (2) , which is designed to enhance the impact of the rectifier. It is comprised of two classes of similar stimuli,
The stimuli of the first class, 5 ≤ α ≤ 9, are as in ensemble S (1) (cf. Eq. (23)) and share a Gaussian profile of excitation across the input channels. The stimuli of the second class strongly excite in addition a second group of input channels. These stimuli might be thought of as mixtures of two classes of distinct stimuli, with each exciting predominantly one of two sets of channels. Note that as in stimulus ensemble S
(1) some inputs are consistently less active than others.
As can be seen from the local learning algorithm Eq. (29) for W (s) (Atick and Redlich 1993) , the two separate groups of strongly excited channels in stimuli S iα , 1 ≤ α ≤ 4 (cf. Eq. (31)) establish substantial inhibition of principal cells with index near i = 2 by the principal cells near i = 6. When the other stimuli are presented (5 ≤ α ≤ 9 ), which comprise only a single strong group of input channels, this inhibition drives the total synaptic input currents P iα of cells near i = 2 to strongly negative values. Without rectifying nonlinearity the magnitude of their negative synaptic input currents would be reduced by the consequently reduced self-inhibition W ii P iα . With rectifier, however, the self-inhibition W ii [P iα ] + vanishes for P iα < 0 and this compensatory mechanism is lacking. As a result, the principal cells near i = 2 receive very similar, strongly negative inputs, as is apparent in the top right panel of Fig. 8 .
The common negative activity in the output resulting from the second class of stimuli leads to a strong increase in C (s) when the dissimilarity η is small (bottom panel of Fig. 8 ). Since in this regime the similarity between the outputs is mostly in the negative components, the outputs are significantly more orthogonal in terms of C ( p) , which is based on the rectified output patterns. Nevertheless, the rectifying nonlinearity in Eq. (26) significantly compromises the ability of this network, which is optimized for linear dynamics, to orthogonalize the output patterns resulting from these highly similar inputs. Note that without the rectifying (23)). Top panels: input S and output P for η = 0.1. Bottom panel: dependence of the similarity measures C (s, p) for the outputs P α=5..9 on the dissimilarity η averaged over 5 realizations of s iα . The similarity of the input patterns is given in terms of C (s) (unmarked solid line) and C ( p) (unmarked dashed-dotted line) nonlinearity the similarity measure C (s) would be identically 0 for all η.
So far we have focused on the sensitivity of the adaptive networks to assess their ability to orthogonalize representations of highly similar stimuli. Since the stimulus representations can be truly orthogonal only if the number of stimuli s is at most equal to the number of channels p we considered the case s = p. Realistically, the number of stimuli that the system has to deal with is not related to the number of channels and is most likely larger, s > p. Moreover, most stimuli will be sensed multiple times with slight variations in the input pattern, which for odors could be due to changes in concentration or slight changes in the composition if the odorant is a mixture. To assess the performance of the adaptive recurrent network in such a more general situation we now consider a stimulus ensemble S (3) comprised of N c stimuli that differ significantly from each other, as characterized by the center i (α) center of their overall Gaussian profile (Fig. 9) . Each stimulus is presented multiple times defining a stimulus cluster. The stimuli within any cluster differ only slightly due to noise ζ that is uniformly distributed between 0 and ζ max = 0.1,
The total number of stimuli in S (3) is s = 60 while the number of channels is p = 10.
When there are only few clusters, stimuli from different clusters are quite different from each other (left panel in Fig. 9 ). As the number of clusters increases the overlap between adjacent clusters increases as well (right panel). Trained on the respective inputs the recurrent network orthogonalizes the representation of stimuli from adjacent clusters very well as long as there are not too many clusters. As the number of clusters increases the outputs from adjacent clusters become less orthogonal reflecting the increasing degree of similarity of the inputs; the center panel of Fig. 9 shows C (s) for stimuli taken from the first and the second cluster. The fact that each stimulus is represented in the form of multiple, noisy copies affects the performance of the network mostly when the number of clusters is smaller than the number of channels (N c < 10). While in the noiseless case these stimuli would be orthogonalized almost perfectly (cf. Fig. 7) , with noise the performance decreases monotonically with increasing number of clusters.
The differences between stimuli from the same cluster are also magnified by the network. This magnification decreases with increasing number of clusters. For the noise level chosen in the 2-cluster simulations shown in Fig. 9 there is a noticeable number of stimuli in cluster 1 whose output patterns are more similar to some output patterns in cluster 2 than to some in cluster 1. The number of such overlapping stimulus representations decreases when the number of clusters is increased. Overall, the block structure of the matrix C (s) is, however, very clear even in the case of 2 clusters. Overall, our simulations show that the optimized recurrent network performs very well even for very similar stimuli and even with the rectifying nonlinearity retained for which the network was not optimized.
The importance of output equalization
As discussed in Section 2, perfect channel decorrelation implies perfect pattern orthogonalization only if the output levels are equalized (cf. Eq. (7)). To assess quantitatively how much a lack of output equalization degrades the performance of the network we now investigate recurrent networks using connectivities W (s ) that decorrelate the input channels perfectly, but equalize the output levels only to a degree. Thus, PP t is diagonal, but not necessarily proportional to the identity matrix (cf. Eq. (3)). In analogy to Eq. (18) the weights matrix W (s ) satisfies then the equation
One possible choice for the output activity levels c i is to set them equal to the input activity levels, c 
Thus, for networks with linear neuronal dynamics perfect equalization is obtained for μ = 1. We test the performance of the connectivity W (s ) using stimulus ensemble S (1) with and without rectifying nonlinearity. The degree of heterogeneity of the output levels is best characterized by their coefficient of variation,
rather than the parameter μ itself. As μ is increased c V decreases and goes to 0 for μ = 1. Although for all values of c V the channels remain uncorrelated, i.e. C (ch) is diagonal, the mean scalar product C (s) increases substantially with decreasing degree of equalization, i.e. with increasing c V (Fig. 10(a), (b) ). Within the resolution of Fig. 10 With the rectifying nonlinearity retained (Fig. 10(b) ) the outputs are substantially less orthogonal in terms of C (s) for c w = max i c i since the rectifier limits the ability of the network to amplify its output. For c w = min i c i the mean scalar product C (s) is much lower (not shown). In terms of C ( p) the performance of the network is less affected by the rectifying nonlinearity.
The significance of the equalization depends on the heterogeneity in the activity levels of the input channels, which we characterize in terms of the coefficient of variation c V = 2.7. Without output equalization this leads to a drastic increase in the similarity of the output patterns ( Fig. 11(a) ). As a result, for c (0) V = 2.7 the network is not able to increase the orthogonality of its output at all if it does not equalize its output levels. By contrast, with output equalization the network orthogonalizes the outputs quite well even for this extreme heterogeneity in the inputs (Fig. 11(b) ). Thus, a network that is optimized to decorrelate coactive input channels does not perform good pattern orthogonalization unless it achieves a sufficient level of output equalization.
Discussion
The reshaping of stimulus representations is an important step in the early processing of sensory information. A large body of work has been concerned with temporal correlations between different information channels and how networks can reduce these correlations (Barlow 1989; Atick and Redlich 1993; Bell and Sejnowski 1997; Goodall 1960; Dimitrov and Cowan 1998; Olshausen and Field 1996) . Here we have approached the reshaping from a new perspective by focusing on the similarity between spatial activity patterns representing different stimuli. Using simulations and analytical approaches, we have examined the ability of adaptive inhibitory networks to enhance the contrast between different, but possibly very similar sensory stimuli by orthogonalizing the associated activity patterns. Since the direct learning of this task would require the comparison of stimuli that are presented to the animal at different times, we have investigated to what extent pattern orthogonalization can be achieved if the network learns instead to minimize the correlation between different channels. In our detailed analysis we have studied the role of output equalization in this process, the significantly different capabilities of feedforward and recurrent adaptive networks, and the impact of nonlinear neuronal dynamics. Our results provide insights into general network features that influence pattern orthogonalization.
The overall mechanism underlying the orthogonalization by the adaptive network is exemplified in Fig. 9 . If the neuronal dynamics are linear the network simply performs a linear transformation from the space of stimuli S to that of the stimulus representations P. This transformation amounts effectively to a stretching in some directions and a compression in others. Differences between stimuli that are along the stretched directions will be enhanced, contributing to the orthogonalization of the stimulus representation. Which directions will be stretched is determined by the channel correlation SS t induced by the training stimulus ensemble. Due to the simple identity Eq. (7) the essential aspects of the transformation are quite clear if the number of stimuli is equal to the number of channels, i.e. for s = p: the representations of these stimuli will be orthogonal with respect to each other. As a consequence, if the stimuli in a cluster contribute significantly to the channel correlation of the stimulus ensemble used in the training of the network, the representation of that stimulus cluster will be stretched into a larger domain, reducing the degree of clustering of the stimuli. Thus, one may obtain a rough, qualitative idea of the behavior of the network for a general, possibly large stimulus ensemble by considering the orthogonalization of p representative stimuli selected from the ensemble. In this way the special case s = p provides intuitive insight into the properties of these adaptive networks. Of course, the nonlinearity of the neuronal dynamics modifies the mapping. However, our results show that in a large number of situations it does not affect the outcome in a qualitative manner.
Although our firing-rate models contain extreme simplifications certain aspects of our results may be of relevance to real neuronal circuits. We therefore discuss now possible implications of our results, with emphasis on the olfactory bulb. Potential mechanisms that could tune the bulbar network for the orthogonalization of output patterns include the plasticity between the principal neurons and local inhibitory interneurons (Satou et al. 2005 (Satou et al. , 2006 Gao and Strowbridge 2008) and the experience-dependent integration of new interneurons throughout the life of an animal (Lledo et al. 2006; Cecchi et al. 2001) .
Output Equalization. We found that channeldecorrelating networks typically achieve efficient pattern orthogonalization only if they also equalize their output levels, i.e. if the matrix of output correlations is not only diagonal but proportional to the identity matrix (Fig. 10) . This result may be particularly relevant for natural olfactory systems as well as artificial noses (Jurs et al. 2000; Gutierrez-Galvez and GutierrezOsuna 2006) . In these systems different types of olfactory receptor neurons or chemical sensors detect different spectra of compounds. Thus, each type of receptor can be thought of as a feature detector with its own identity. As a consequence, in olfaction the mean input activity levels of some channels will be low while others will be high, even when averaged across a large number of natural odor scenes. This is to be contrasted with the achromatic visual system where all photo-receptors are essentially equivalent and therefore also have essentially the same mean activity level. To achieve the equalization of output activity necessary for the orthogonalization of the output patterns the olfactory system may employ adaptive gain control mechanisms that are known to exist in the first olfactory processing centers of insects and vertebrates. In Drosophila, gain control is achieved by a nonlinear transfer function at the first synapse in the olfactory pathway (Bhandawat et al. 2007 ). In the insect antennal lobe and in the olfactory bulb, the average output firing rate remains relatively stable even if the input intensity varies over a wide range, presumably as a consequence of distributed inhibitory feedback onto the output neurons (Stopfer et al. 2003; Tabor and Friedrich 2008) . Hence, gain control in the first olfactory processing center may not only be a means to deal with the large dynamic range of the input, but by equalizing the output activity it may also contribute to the orthogonalization of activity patterns.
Feedforward vs. Recurrent Network Topology. For inhibitory networks with feedforward architecture we found that the optimal connectivity depends nonlocally on the correlations between the input channels, i.e. the optimal strength of the connection between two neurons depends not only on the correlation between the two input channels associated with these two neurons but also on the correlations between all other input channels. Learning such a connectivity would require mechanisms that are biophysically difficult to implement. For input patterns that are already close to orthogonal the optimal connectivity can be approximated by one in which the strength of the connection between two neurons depends only on the input correlations between the associated channels. These approximately optimized feedforward networks fail, however, to orthogonalize the representations of even moderately similar stimuli; in fact, their performance was found to be not substantially better than that of random symmetric networks (Fig. 3) . Networks with recurrent inhibitory architecture do not suffer from these difficulties (Figs. 6, 7) . This difference between the two network architectures may have significant consequences for the function of neuronal circuits.
Purely feedforward networks have been investigated previously in the context of the insect olfactory system (Linster et al. 2005) and for the classification of chemical data (Schmuker and Schneider 2007) . In these studies the connection strengths were taken proportional to the input correlations similar to our connectivity W ( f f ) a (cf. Eq. (17)), but a fitting parameter allowed the scaling the overall strength of the inhibitory connections. The fitting parameter can improve the performance significantly, but its optimal value depends sensitively on the degree of similarity of the input patterns and for closely related stimuli it has to be tuned quite carefully (Wick and Riecke, unpublished) . This demonstrates that the optimal coupling strengths do not depend merely linearly on the input correlations and the question remains how the system can learn the optimal value of the fitting parameter. These observations suggest that the biophysical optimization for pattern orthogonalization is more challenging for feedforward networks than for recurrent networks.
Since the approximately optimized feedforward connectivity W ( f f ) a determined by Eq. (17) equalizes the output levels only poorly, we also investigated a feedforward connectivity W ( f f ) a that does not aim to modify the activity levels of the individual channels. It achieves considerably better orthogonalization than W ( f f ) a . As is apparent from Eq. (20), its coupling strengths depend not only on the correlations between the channels but also on the individual input activity levels of the respective neurons. It would be interesting to see whether the performance of the network studied in Schmuker and Schneider (2007) could be improved by implementing connectivity
. A better choice yet may be the recurrent connectivity W (s) .
Nonlinear Neural Dynamics. Most previous analyses of optimally decorrelating connectivities have been based on firing-rate models with linear neural dynamics (Atick and Redlich 1993; Bell and Sejnowski 1997; Dimitrov and Cowan 1998) . However, neurons in many sensory systems respond to stimuli with firing-rate variations that often include periods of complete silence Rodieck and Stone 1965; Meister and Berry 1999) , indicating that neuronal firing thresholds are a prominent feature of sensory responses. To explore their effect on the network performance we introduced a rectifying nonlinearity. To avoid a numerical optimization procedure we used the connectivity that is optimal in the absence of the rectifier. We found that the impact of the rectifying nonlinearity strongly depends on the input patterns. Overall, recurrent networks with nonlinear dynamics performed very well on moderately difficult decorrelation tasks, even though they were optimized assuming linear neuronal dynamics (Figs. 6, 7) . For certain complex stimulus ensembles, however, we found a significant deterioration of the performance caused by the threshold-linear nonlinearity (Fig. 8) . On the other hand, we found that the rectifying nonlinearity renders pattern orthogonalization more resistant against changes in input intensity (Wick and Riecke, unpublished) . Hence, care has to be taken when insights into the function of neuronal circuits are derived from the analysis of linear models. It would now be interesting to compare these networks to adaptive networks that are optimized in a way that takes the nonlinear neural dynamics into account. Since in this case no explicit expression like Eq. (7) is available for the optimal connectivity one would have to resort to a numerical optimization procedure. Instead, we have performed a preliminary investigation of a modification of the learning algorithm Eq. (29) in which the rectified output [P] + rather than P itself is used to update the weights matrix,
We found that the connectivities learned by this modified algorithm orthogonalize the stimulus representations very well; for ensemble S (1) its performance is comparable to that of W (s) shown in Fig. 7 . A major difference is, however, that the connectivity resulting from this modified algorithm is not symmetric. Whether this algorithm reaches a connectivity that is optimal in some sense is an open question.
A further interesting extension of our work would be to explore how changes in the firing threshold, which was kept at zero in our study (cf. Eq. (13)), influence network performance. Such changes would simulate changes in the spontaneous firing rate or the resting potential of the neurons.
Amplification of Small Differences. Our results show that the adaptive recurrent networks can orthogonalize even highly similar inputs. Analogously, when the ensemble includes multiple, slightly noisy presentations of stimuli the differences that are considered as noise are also magnified (Fig. 9 ). This might be considered as a drawback of such a circuitry. However, while in one situation small differences between two inputs may be considered 'noise', in another situation they may constitute the basis for the discrimination between two inputs that have very different meaning to the animal (Bell and Sejnowski 1997) . For instance, in olfactory habituation experiments rats do not spontaneously distinguish between the two enantiomers of limonene while they readily distinguish between odors that are less similar (Linster et al. 2001) , suggesting that the small differences between the glomerular excitation patterns of the limonene enantiomers are considered by the animal as 'noise'. If one of the two limonene enantiomers is, however, paired with a reward the rats learn to discriminate between these two similar odors just as well as they can discriminate between less similar odors (Linster et al. 2002) . It seems therefore reasonable to assume that the decision whether a difference between two patterns constitutes noise or signal cannot be based on the activity patterns alone but should incorporate additional information about the behavioral relevance of the stimuli. The training procedure would provide such information. This may affect the processing by the bulb itself or that by associative areas further downstream.
Novel, Related Stimuli. The picture emerging from Fig. 9 of representative stimuli defining regions in stimulus space that are stretched by the network suggests that novel stimuli that lie in the same region will also be orthogonalized by the network. This is borne out in simulations (Wick and Riecke, unpublished) . We found that networks that were based on one realization of stimulus ensemble S
(1) orthogonalized novel stimuli quite well over the whole range of the dissimilarity parameter η if they differed from the training ensemble only in the realization of the uniformly distributed variables s iα . The variability in the quality of the orthogonalization was found to be higher, however, than for the stimulus ensemble for which the connectivity was optimized.
Role of the Readout Mechanisms. We found that the assessment of network performance depends strongly on the orthogonality measure employed, which reflects general properties of the readout strategy. To what extent a network achieves orthogonalization depends therefore also on the readout mechanisms employed by higher-order networks.
Further extensions. In this paper we have focused on connectivities that are either feedforward or recurrent. It would be interesting to investigate more general connectivities that have both feedforward and recurrent aspects. Due to the additional freedom provided by the second connectivity matrix such networks may afford additional benefits. The analysis of their optimization and of the possible restrictions for the choice of these matrices goes, however, beyond the scope of this paper. Such an investigation might shed light on the combined network of peri-glomerular, mitral, and granule cells of the olfactory bulb and might provide insight into the function of the mixed network of the antennal lobe (Laurent 1996; Bazhenov et al. 2001) , which is the analog of the olfactory bulb in insects.
In our analysis we have restricted ourselves to symmetric connectivities. While the reciprocal synapses connecting mitral cells and granule cells make symmetric connectivities a natural choice, the weights matrices do, in fact, not have to be symmetric, even with reciprocal synapses. Also, as discussed in Section 2, the optimal connectivities satisfying Eq. (9) need not be symmetric. In a separate analysis we have investigated asymmetric connectivities that map the stimuli of the training ensemble onto vectors that are parallel to the coordinate axes, i.e. the matrix P of the output activities is a permutation of the identity matrix (Wick and Riecke, unpublished) . Obviously, such a connectivity achieves perfect orthogonalization and is not affected by the rectifier, since all output activities are non-negative. While the modified Goodall algorithm Eq. (37) quite often leads to such a connectivity, it is at this point not clear what kind of learning algorithm would do so reliably.
Owing to simplifications inherent in our approach, various prominent features of real biological systems have not been represented in our models. For example, neurons downstream of a decorrelating network may selectively focus on a subset of output neurons. This could change the constraints on pattern pre-processing and allow the system to discriminate stimuli even if the corresponding overall activity patterns are not very well orthogonalized. In addition, neuronal responses in the olfactory and other sensory systems exhibit pronounced non-trivial dynamics with transients that seem to carry information about the triggering stimulus . Our simulations show that the recurrent connectivity achieves quite good orthogonalization already early in the evolution (Wick and Riecke, unpublished). Moreover, while in the feedforward network the approach to the fixed point is always monotonic, we find that in the recurrent network the representations of some stimuli differ from each other somewhat more during the transient than in the final steady state (Mazor and Laurent 2005) . It would now be interesting to investigate to what extent the connectivities can be optimized to enhance rapid pattern orthogonalization already during the transient evolution of the output (Muezzinoglu et al. 2009 ).
