Abstract. We obtain several estimates for bilinear form with Kloosterman sums. Such results can be interpreted as a measure of cancellations amongst with parameters from short intervals. In particular, for certain ranges of parameters we improve some recent results of Blomer, Fouvry, Kowalski, Michel and Milićević and also of Fouvry, Kowalski and Michel. In particular, we improve the bound on the error term in the asymptotic formula for mixed moments of L-series associated with Hecke eigenforms.
1. Introduction 1.1. Background and motivation. Let q be a positive integer. We denote the residue ring modulo q by Z q and denote the group of units of Z q by Z * q . For integers m and n we define the Kloosterman sum K q (m, n) = x∈Z * q e q (mx + nx) , where x is the multiplicative inverse of x modulo q and e q (z) = exp(2πiz/q).
Given a set M ⊆ Z * q , an interval J = {L + 1, . . . , L + N } ⊆ [1, q − 1] of N consecutive integers and a sequence of weights A = {α m } m∈M , we define the weighted sums of Kloosterman sums
We are interested in studying cancellations amongst Kloosterman sums and thus in improvements of the trivial bound (1.1).
We remark that if q = p is prime, then making the change of variable x → nx (mod p), one immediately observes that K p (mn, 1) = K p (m, n), thus we also have S p (A; M, J ) = m∈M n∈J α m K p (mn, 1).
If furthermore M = I = {K + 1, . . . , K + M } ⊆ [1, p − 1] is an interval of M consecutive integers, we obtain the sums S p (A; I, J ), which have been studied in recent works of Blomer, Fouvry, Kowalski, Michel and Milićević [1] , Fouvry, Kowalski and Michel [8] and Shparlinski and Zhang [24] .
We have to stress that the most important part of the very deep work of Blomer, Fouvry, Kowalski, Michel and Milićević [1] is establishing the connection between bilinear forms with Kloosterman sums and mixed moments of L-series associated with Hecke eigenforms. However improving one of their ingredients allows us to improve one of their main results.
The sums S p (A; I, J ), including the special case of sums without weights, that is, S p {1} M m=1 ; I, J , as well as some other related sums, such as m∈I n∈J α m β n K p (mn, 1) and
(where {β n } n∈J is another sequence of weights) appear in some applications and are also of independent interest, we refer to [1, 2, 8, 9, 18, 24, 26] for a wide range of various applications and further references. We also recall recent results of [19, 17, 25] when cancellations among Kloosterman sums are studied for moduli of special arithmetic structure.
Here we consider more general sums S q (A; M, J ) extending the previously studied sums in the following two aspects:
• the modulus q is now an arbitrary positive integer;
• the weights are supported on an arbitrary subset of M ⊆ Z * q . Using the approach of [24] , augmented with several new arguments, we improve and generalise previous bounds on these sums. It is important to note, that our method does not rely on algebraic geometry results, as the method of [1, 8, 18] and thus work modulo composite numbers as well as modulo primes.
Furthermore, we use similar ideas to the weighted sums of Gauss sums
where χ is a Dirichlet character modulo q , see [14, Chapter 3] for a background on characters. More precisely, given a sequence of weights W = {ω χ } χ∈Ξ , supported on a subset Ξ of the set Ω * q of primitive Dirichlet character modulo q . we define the weighted sums of Gauss sums
where, as before,
. We certainly have the full analogue of (1.1):
see [14, Equation (3.14) ]. The study of cancellations between Gauss sums has been initiated by Katz and Zheng [16] , in a different form as a result about the uniformity of distribution of their arguments. Furthermore, in the case of prime q = p and constant weights, one can obtain a nontrivial upper bound on
under the condition M N ≥ p 1+ε for a fixed ε > 0, where M = #Ξ , from the uniformity of distribution result of [23, Theorem 3] . Here we obtain stronger and more general bounds.
As an application of our new bounds with Kloosterman sums, we also improve the power saving in the error term of the asymptotic formula for mixed moments of L-series associated with Hecke eigenforms, which refines the previous result of Blomer, Fouvry, Kowalski, Michel and Milićević [1, Theorem 1.2].
General notation. We define the norms
where σ > 0. We always assume that the sequence of weights A = {α m } m∈I is supported only on m with gcd(m, q) = 1, that is, we have α m = 0 if gcd(m, q) > 1.
Throughout the paper, as usual A B is equivalent to the inequality |A| ≤ cB with some constant c > 0, which occasionally, where obvious, may depend on the real parameter ε > 0 and on the integer parameter r ≥ 1, and is absolute otherwise.
The letter p always denotes a prime number.
Previous results.
For 
we have
The results of [1, 8] are based on deep methods originating from algebraic geometry, such the Weil and Deligne bounds, see [14, Chapter 11] . A much more elementary approach, suggested in [24] , yields the estimate
In particular, we see that the approach of [24] improves the bounds from [1, 8] for
with any fixed ε > 0. For the purpose of comparison between previous results and our new bounds, we rewriting the bounds (1.1), (1.2), (1.4) and (1.5) in terms of A ∞ and combine them in one bound
where we also ignore the necessary condition (1.3) for the bound (1.4) to apply.
For sums of Gauss sums, no general results have been known. However, for a prime q = p as we have mentioned, one can derive a nontrivial bound in the case of constant weights from [23, Theorem 3] and in fact for more general sums with the summation over n over an arbitrary set N ⊆ Z p .
New results

2.1.
Bounds of sums of Kloosterman sum. We remark that our bounds only involve the norms of the weights A but do not explicitly depend on the size of the set M on which they are supported. Hence, without loss of generality, we can assume that M = Z * q and thus we simplify the notation as
Theorem 2.1. For any integer q ≥ 1, we have,
Returning to our original settings and assuming that the sequence of weights A is supported on a set M ⊆ Z * q of size M , we can rewrite that bound of Theorem 2.1 in terms of A ∞ as
We see that the bound (2.1), besides being more general than (1.6), also gives a better result, provided that
Writing M = q µ and N = q ν we see that the conditions (2.2) define a polygon with vertices (1/4, 1/2), (1/3, 2/3), (1, 1), (1, 2/3), (9/14, 3/7), in the (µ, ν)-plane, see also Figure 1 . The most important for applications fact is that the point (1/2, 1/2) is an interior point of this polygon. On the other hand, we also remark that although we have ignored the restriction (1.3) for the bound (1.4) to hold, taking it into account does not increase the region where (2.1) improves the previously known bounds. In particular, even ignoring the differences in the generality, in the situation where all previous bounds apply, when M ∼ N ∼ p 1/2 (which is a critical range for several applications), Theorem 2.1 implies the bound p 3/2−1/16+o(1) instead of p 3/2−1/24+o (1) given by (1.6) (which actually comes from (1.4)).
We also obtain a stronger bound on average over q in a dyadic interval [Q, 2Q]: Theorem 2.2. For any fixed real ε > 0 and integer r ≥ 2, for any sufficiently large Q ≥ 1, for all but at most
Again, when the sequence of weights A is supported on a set M ⊆ Z * q of size M , we can rewrite that bound of Theorem 2.2 in terms of
2.2.
Bounds of sums of Gauss sum. For the sums of Gauss sums we also have bounds that only involve the norms of the weights W but do not explicitly depend on the size of the set Ξ on which they are supported. Hence, without loss of generality, we can assume that Ξ = Ω * q and thus we simplify the notation as
Theorem 2.3. For any integer q ≥ 1, we have,
Finally
.
If the sequence of weights W is supported on a set Ξ ⊆ Ω * q of size M , then we have
where we can take r = 2 under the conditions of Theorem 2.3 and any integer r ≥ 2 under the conditions of Theorem 2.4. To be more precise we need to recall some definitions from [1] . Let f be a Hecke eigenform and let χ be a primitive Dirichlet character modulo q . We define the following L-series by the absolutely converging for s > 1 series:
where
are the Hecke eigenvalues of f . We also define the partial derivative at s = 1/2
of the Eisenstein series defined by
Finally, we define the average value
where, as before, Ω * q denotes the set of all primitive Dirichlet characters modulo q . Clearly, #Ω * p = p − 2 for a prime p. As usual, ζ(s) denotes the Rieman zeta-function. Theorem 2.5. For any prime p, we have,
where the implied constant depends only on f .
Theorem 2.5 improves the error term
3. Preliminaries
Equations and congruences with reciprocals.
An important tool in our argument is an upper bound on the number of solutions J r (q; K) to the congruence 1
where r = 1, 2, . . .. For arbitrary q and K , good upper bounds on J r (q; K) are known only for r = 2 (and of course in the trivial case r = 1) and are due to Heath-Brown [12, Page 368] (see the bound on the sums of quantities m(s) 2 in the notation of [12] ). More precisely, we have:
It is also shown by Fouvry and Shparlinski [10, Lemma 2.3] that the bound of Lemma 3.1 can be improved on average over q in a dyadic interval [Q, 2Q]. The same argument also works for J r (q; K) without any changes.
Indeed, let J r (K) be the number of solutions to the equation
where r = 1, 2, . . .. We recall that by the result of Karatsuba [15] (presented in the proof of [ 
Now repeating the argument of the proof of [10, Lemma 2.3] and using Lemma 3.2 in the appropriate place, we obtain: Lemma 3.3. For any fixed positive integer r and sufficiently large in-
3.2.
Equations and congruences with products. Let R r (q; K) be the number of solutions to the congruence
where r = 1, 2, . . .. The proof of Theorem 2.3 uses the bound of Friedlander and Iwaniec [11, Lemma 3] on R 2 (q; K) (which is formulated as a bound on the 4th moment of character sums), see also [7, Theorem 2] . We present it in a simplified form.
Now let R r (K) be the number of solutions to the equation
where r = 1, 2, . . .. We classical bound on the divisor function immediately implies:
Lemma 3.5. For any fixed positive integer r , we have
Thus using Lemma 3.5 instead of Lemma 3.2 we obtain an analogue of Lemma 3.3: Lemma 3.6. For any fixed positive integer r and sufficiently large integers 1 ≤ K ≤ Q, we have Hence
We now set I = log(N/2) and define 2(I + 1) the sets
Therefore,
Blow we present the argument in a general form with an arbitrary r ≥ 2. We then apply it with r = 2 since we use Lemma 3.1. However in the proof of Theorem 2.2 we use it in full generality.
Le us fix some integer r ≥ 2. Writing
by the Hölder inequality, for every i = 0, . . . , I and every choice of the sign '+' or '−', we obtain
Extending the summation over m to the whole ring Z q , opening up the inner sum, changing the order of summation and using the orthogonality of exponential functions, we obtain
We also observe that for x ∈ X ± i we have
Hence, for every i = 0, . . . , I we have
Now using (4.3) with r = 2 and revoking Lemma 3.1 we obtain
Nw we see from (4.2) that
Therefore, (4.5)
Substituting (4.5) in (4.1), we obtain the result.
Proof of Theorem 2.2.
We proceed as in the proof of Theorem 2.1, in particular, we set I = log(N/2) . We also define K i = 2e i Q/N and replace J r (q; e i q/N ) with J r (q; K i ) in (4.3), i = 0, . . . , I . We know see that by Lemma 3.3 for every i = 0, . . . , I for all but at most
, we see that for all but at most Q 1−2rε+o(1) integers q ∈ [Q, 2Q], the bound (4.6) holds for all i = 0, . . . , I simultaneously. For every such q , using (4.6), instead of the bound of Lemma 3.1, we obtain
instead of (4.4) for every i = 0, . . . , I . Since I = Q o(1) , the result now follows.
4.3. Proof of Theorem 2.3. We define I , the sets X ± i , i = 0, . . . , I , and the quantities γ x , x ∈ Z * q , as in the proof of Theorem 2.1. Therefore, instead of (4.1) we have
Furthermore, we have the following analogue of (4.2)
, from which, by the orthogonality of characters, we derive an analogue of (4.3). More precisely, for every i = 0, . . . , I we obtain (4.9)
2r ≤ e −2ri N 2r qR r (q; e i q/N ). Now using (4.9) with r = 2 and revoking Lemma 3.4 we obtain
and thus by (4.8), we have
Therefore, (4.10)
Substituting (4.10) in (4.7), we obtain the result. (1) . The result now follows.
Comments and further applications
We note that the error term of Theorem 2.5 is now dominated by the terms whose treatment is free of any use of sums of Kloosterman sums, see [1, Section 6.4.2] . Hence no further improvement is possible until this part is refined. For example, at the moment we cannot take any advantage of Theorem 2.2 in this context.
We also recall that for a prime q = p and small K , a series of bounds on J r (p, K) have been given by Bourgain and Garaev [3, 4] . These bounds can also be used in the argument of the proof of Theorem 2.1, leading to a series of estimates when N is close to q . Similarly, the bounds of [5, 6] on R r (p, K) can be used in the argument of the proof of Theorem 2.3.
We note the suggested here approach can be applied to many other families of bilinear sums of the form [20] uses the method of [1, 18] and it is very plausible that the method of this work, and also the method of [24] in the case of constant weights, may lead to stronger results. 
