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A MEAN VALUE OF A TRIPLE PRODUCT OF L-FUNCTIONS
JACK BUTTCANE AND RIZWANUR KHAN
Abstract. Luo has proven an optimal upper bound for the L4-norm of dihedral Maass forms of
large eigenvalue, by bounding a mean value of triple product L-functions. Motivated by this result,
we study a mean value of L-functions having similar shape, and obtain for it an asymptotic with
power savings. Our work may be helpful in eventually obtaining an asymptotic for the L4-norm.
1. Introduction
This paper is motivated by a problem in arithmetic quantum chaos, which we describe first. The
so called random wave conjecture [2, 13, 14] states for Γ0(d)\H that any Hecke-Maass cusp form
f with large Laplacian eigenvalue λf should have Gaussian moments (and therefore behave like a
random wave). More precisely in the case of the fourth moment, it is conjectured that with the
normalization
1∫
Γ0(d)\H 1
dxdy
y2
∫
Γ0(d)\H
|f(z)|2 dxdy
y2
= 1,(1.1)
one has
1∫
Γ0(d)\H 1
dxdy
y2
∫
Γ0(d)\H
|f(z)|4 dxdy
y2
∼ 1√
2π
∫ ∞
−∞
t4e
−t2
2 dt(1.2)
as λf → ∞ (and d is fixed). The left hand side of (1.2) is the fourth power of the L4-norm of f ,
divided by the area of a fundamental domain. In the case d = 1, Sarnak and Watson [27, Theorem 3]
have announced the upper bound λǫf for the L
4-norm, possibly assuming the Ramanujan-Petersson
conjecture, but the details have not yet appeared in print. Recently Luo [24] provided an elegant
proof of the same upper bound in the case that d is a prime discriminant and fψ is the dihedral form
(L2-normalized) associated to a Grossencharacter ψ of modulus 1 for Q(
√
d). One would naturally
be interested in going beyond this upper bound and obtaining an asymptotic for the fourth moment.
By Parseval’s theorem and spectral decomposition, we have that
‖fψ‖44 = |〈f2ψ, u0〉|2 +
∑
j≥1
|〈f2ψ, uj〉|2 + (continuous spectrum contribution),(1.3)
where u0 is a constant and {uj : j ≥ 1} is an orthonormal Hecke-Maass basis for the cuspidal
spectrum of Γ0(d) with trivial nebentypus. This consists of newforms of level 1 and of level d, and
oldforms that are lifts from level 1. The continuous spectrum contribution is negligible (see [24,
section 5] and input the subconvexity bound from [25, Theorem 1.1] instead of the convexity bound
as Luo does). As for the cuspidal spectrum sum, as Luo explains in [24, section 4], the contribution
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of uj of level 1 or newforms of level d equals, by identities of Watson [29] and Ichino [15], a mean of
central values of L-functions having the shape∑
0<tj<Tf
ψ2
1
tj(Tf
ψ2
)
1
2 (1 + Tf
ψ2
− tj) 12
L(12 , uj)L(
1
2 , uj × χd)L(12 , uj × fψ2)
L(1, fψ2)2L(1, χd)2L(1, sym2uj)
,(1.4)
where χd is the real nebentypus of fψ,
1
4 + t
2
j is the eigenvalue of uj and
1
4 +(Tfψ2 )
2 is the eigenvalue
of the form associated to the Grossencharacter ψ2.
The sum on the right hand side of (1.4) may be divided into three parts: short ranges
0 < tj < (Tf
ψ2
)1−ǫ,(1.5)
and
Tf
ψ2
− (Tf
ψ2
)1−ǫ < tj < Tf
ψ2
(1.6)
on which the sum is expected to tend to 0 on the Lindelo¨f hypothesis, and the bulk range
(Tf
ψ2
)1−ǫ < tj < Tf
ψ2
− (Tf
ψ2
)1−ǫ,(1.7)
which is expected to yield the main term. For this reason, the bulk range may be the most interesting
to study.
In this paper we prove an asymptotic with power saving for a mean value which is similar to (1.4)
in the bulk range (1.7), where the normalization factor in the sum is of size about (Tf
ψ2
)−2. This
mean value is a somewhat simplified version of (1.4), meant as a ‘test’ case on which to develop ideas
that may be helpful in eventually proving an asymptotic for the fourth moment of dihedral forms.
Theorem 1.1. Let χd be a quadratic Dirichlet character of prime modulus d ≡ 1 mod 4 with
χd(−1) = 1. Let {uj : j ≥ 1} denote an orthonormal basis of Hecke-Maass cusp forms for SL2(Z)\H
ordered by Laplacian eigenvalue 14+t
2
j . Let f be an even form from this basis with eigenvalue
1
4+T
2,
where T > 0. There exists a computable δ > 0 such that
1
T 2
∑
j≥1
e
−t2
j
T2
L(12 , uj)L(
1
2 , uj × χd)L(12 , uj × f)
L(1, sym2uj)
=
2L(1, χd)L(1, f)L(1, f × χd)
π2L(2, χd)
logT + C +Od(T
−δ),
(1.8)
where C is a constant given in section 6.
For the problem of obtaining an asymptotic for the fourth moment of dihedral forms, our result
must be worked out in greater generality. Firstly, we have used a simpler weight function e−t
2
j/T
2
than what actually appears in the identities of Watson and Ichino. Secondly, we have taken all our
forms uj and f to be of level 1, while one must also consider uj of level d (both newforms and
oldforms lifted from level 1) and f of fixed level d and nebetypus χd (it is for this last difference
that our main term is of size logT while the main term of (1.4) should be a constant). Even after
this, one has still to bound the sum (1.4) over the short ranges, a problem which seems to to require
methods different from those in this paper. We do not know how to treat the range (1.5), but the
range (1.6) can be handled by applying Ho¨lder’s inequality as Luo does and then applying Jutila’s
[21] and Ivic´’s [16] bounds for moments of L(12 , uj) in short intervals of tj close to T .
Apart from the connection to the L4-norm problem, Theorem 1.1 is interesting as a result in
its own right. It offers an asymptotic with a power saving for a mixed moment (in the sense of
[3, Theorem 1.2]), in between Ivic´’s [17] asymptotic for the fourth moment of L(12 , uj) and the
unestablished second moment of L(12 , uj × f). The latter problem seems to be very difficult because
were an asymptotic with a power saving known for it, one could presumably use an amplifier to
obtain a subconvex bound for L(12 , uj × f) for |tj − T | as small as T 1−ǫ. Thus Theorem 1.1 seems
to be at the edge of present methods. Indeed, its proof employs the full power of spectral theory
and ultimately relies on a subconvex estimate for GL(2)×GL(2) L-functions.
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2. Sketch
We give a very rough sketch to indicate the main ideas of the proof of Theorem 1.1. The notation
is defined in the next section.
Using approximate functional equations, we write the left hand side of (1.8) as
1
T 2
∑
j≥1
e
−t2
j
T2
L(1, sym2uj)
( ∑
n<T 1−ǫ
λj(n)
n
1
2
+
∑
n<T 1+ǫ
λj(−n)
n
1
2
)(
2
∑
m<T
λj(m)χd(m)
m
1
2
)(
2
∑
r<T 2
λj(r)λf (r)
r
1
2
)
.
(2.1)
Here we use approximate functional equations for L(12 , uj ×χd) and L(12 , uj × f) which are valid for
uj even, since otherwise L(
1
2 , uj) vanishes. For L(
1
2 , uj) we use an uneven approximate functional
equation. This is a useful idea which greatly simplifies the analysis.
The next step is to apply the Kuznetsov trace formula, and we must show that the off-diagonal
part is bounded by a negative power of T . It is easily seen that the contribution of the shorter sum
over n in (2.1) is small, so that we are left to bound the other part of the off-diagonal (coming from
Kuznetsov applied to opposite sign terms):
1
T 2
∑
n<T 1+ǫ
m<T
r<T 2
λf (r)χd(m)√
nmr
∑
c≥1
S(−nm, r, c)
c
∫ ∞
−∞
sinh(πt)K2it
(√nmr
c
)
e
−t2
T2 tdt.(2.2)
The Bessel transform is evaluated as a bump function of size T supported on
√
nmr
c ∼ T . Thus we
need to bound
1
T 4
∑
c,n∼T 1+ǫ
m∼T
r∼T 2
λf (r)χd(m)S(−nm, r, c).(2.3)
Ignoring the fixed character χd for the purposes of this sketch, Poisson summation in n and m (after
splitting into residue classes modulo c) gives us roughly
1
T 2
∑
c∼T 1+ǫ
r∼T 2
∑
a,b mod c
∑
|ℓ1|,|ℓ2|<T ǫ
λf (r)S(−ab, r, c)
c2
e
(aℓ1
c
)
e
(bℓ2
c
)
.(2.4)
We consider the case ℓ1 = ℓ2 = 1 and evaluate the exponential sum, getting
1
T 2
∑
c∼T 1+ǫ
r∼T 2
∑⋆
x mod c
λf (r)
c
e
(x(r + 1)
c
)
.(2.5)
Now Voronoi summation in r gives us
1
T 2
∑
q<T 2
λf (q)
∑
c∼T 1+ǫ
S(q, 1, c)
c
.(2.6)
We use Kuznetsov’s formula to express the innermost sum of Kloosterman sums in terms of auto-
morphic forms (we are in the nice range c ≍ √q). This reduces the proof to bounding by a negative
power of T the sum
1
T 2
∑
q<T 2
λf (q)λg(q) + similar,(2.7)
where g is a Hecke-Maass cusp form with Laplacian eigenvalue bounded by T ǫ. The required estimate
follows from a subconvex bound for L(12 , f × g).
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3. Preliminaries
Convention. Throughout the paper, ǫ > 0 denotes a small parameter which may be chosen to be
as small as we like, but does not denote the same one from one occurrence to another. All implicit
constants may depend on ǫ and d.
3.1. L-functions. Let λj(n) and λf (n) denote the (real) eigenvalues of the n-th Hecke operator
corresponding to uj and f respectively, where we write λj(−n) = λj(n) for uj even and λj(−n) =
−λj(n) for uj odd. The eigenvalues satisfy the multiplicative relations
λj(n)λj(m) =
∑
l|(n,m)
λj
(nm
l2
)
, λj(mn) =
∑
l|(n,m)
µ(l)λj(
m
l )λj(
n
l ),(3.1)
where the sums above run over positive divisors only, the average bound∑
n≤x
|λj(n)| ≪ x1+ǫ,(3.2)
and the individual bound λj(n)≪ n 764+ǫ of Kim-Sarnak [22]. At the infinite place, the Ramanujan-
Petersson conjecture is known to be true: that is, tj is real.
We have the L-functions
L(s, uj) =
∑
n≥1
λf (n)
ns
,(3.3)
L(s, uj × χd) =
∑
n≥1
λf (n)χd(n)
ns
,(3.4)
and
L(s, uj × f) = ζ(2s)
∑
n≥1
λj(n)λf (n)
ns
(3.5)
for ℜ(s) > 1 with analytic continuation to entire functions on the whole complex plane. The analytic
conductors of the L-functions above are of size 1 + |tj |2, 1 + |tj |2, and 1 + |T 2 − t2j |2 respectively.
Let ΓR(s) = π
− s
2Γ( s2 ). For uj even we have the functional equations
L(s, uj)ΓR(s+ itj)ΓR(s− itj) = L(1− s, uj)ΓR(1− s+ itj)ΓR(1 − s− itj),(3.6)
dsL(s, uj × χd)ΓR(s+ itj)ΓR(s− itj) = d1−sL(1− s, uj × χd)ΓR(1 − s+ itj)ΓR(1− s− itj),(3.7)
and
(3.8) L(s, uj × f)ΓR(s+ itj + iT )ΓR(s− itj + iT )ΓR(s+ itj − iT )ΓR(s− itj − iT )
= L(1− s, uj × f)ΓR(1− s+ itj + iT )ΓR(1− s− itj + iT )ΓR(1− s+ itj − iT )ΓR(1− s− itj − iT ).
For uj odd we have the functional equation
L(s, uj)ΓR(1 + s+ itj)ΓR(1 + s− itj) = −L(1− s, uj)ΓR(2 − s+ itj)ΓR(2− s− itj).(3.9)
All of these may be found in [10, chapters 3 and 7].
Also define
λ(n, t) =
∑
ab=n
(a
b
)it
.(3.10)
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These are the Hecke eigenvalues corresponding to the Eisenstein series. Note that λ(n, t) satisfies
the same Hecke relations (3.1). For ℜ(s) > 1 we have
ζ(s− it)ζ(s+ it) =
∑
n≥1
λ(n, t)
ns
,(3.11)
L(s− it, χd)L(s+ it, χd) =
∑
n≥1
λ(n, t)χd(n)
ns
,(3.12)
L(s− it, f)L(s+ it, f) = ζ(2s)
∑
n≥1
λ(n, t)λf (n)
ns
.(3.13)
These identities can be seen by comparing Euler factors on both sides, as in [23, section 3].
3.2. Stirling’s Approximation. For t≫ 1, σ > 0 fixed and 0 < γ < tǫ, we have
Γ(σ + iγ + it) =
√
2π exp
(
(σ − 12 + iγ + it) log(σ + iγ + it)− (σ + iγ + it) +O(t−1+ǫ)
)
.(3.14)
The complex logarithm equals
log(σ + iγ + it) =
1
2
log
(
(γ + t)2 + σ2
)
+ i cot−1
( σ
γ + t
)
= log t+
γ
t
+ i
(π
2
− σ
t
)
+O(t−2+ǫ).
(3.15)
Thus
Γ(σ + iγ + it) =
√
2πt(σ−
1
2
+iγ+it) exp
(
iπ2 (σ − 12 + iγ + it)− it+O(t−1+ǫ)
)
.(3.16)
Similarly,
Γ(σ + iγ − it) =
√
2πt(σ−
1
2
+iγ−it) exp
(
− iπ2 (σ − 12 + iγ − it) + it+O(t−1+ǫ)
)
.(3.17)
Of course this can be made more precise by taking more terms in Stirling’s approximation and the
Taylor series of log and cot−1 above.
3.3. Approximate functional equations.
Lemma 3.1. For any σ > 0 and some parameter 0 < β < 1100 to be fixed later, let
V ±1 (x, t) =
1
2πi
∫
(σ)
es
2 (
xT±β
)−s ΓR(12 + s+ it)ΓR(12 + s− it)
ΓR(
1
2 + it)ΓR(
1
2 − it)
ds
s
,(3.18)
V1(x, t) =
1
2πi
∫
(σ)
es
2
x−s
ΓR(
1
2 + s+ it)ΓR(
1
2 + s− it)
ΓR(
1
2 + it)ΓR(
1
2 − it)
ds
s
,(3.19)
V2(x, t) =
1
2πi
∫
(σ)
es
2
x−sds
ΓR(
1
2 + s+ it)ΓR(
1
2 + s− it)
ΓR(
1
2 + it)ΓR(
1
2 − it)
ds
s
,(3.20)
V3(x, t) =
1
2πi
∫
(σ)
es
2
ζ(1 + 2s)x−s
∏
±
ΓR(
1
2 + s+ it± iT )ΓR(12 + s− it± iT )
ΓR(
1
2 + it± iT )ΓR(12 − it± iT )
ds
s
.(3.21)
For T 1−ǫ < tj < T 1+ǫ, we have that
L(12 , uj) =
∑
±
∑
n≥1
λj(±n)
n
1
2
V ±1 (n, tj) +O
(
T−
1
2
+ β
2
+ǫ
)
.(3.22)
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For uj even, we have that
L(12 , uj) = 2
∑
n≥1
λj(n)
n
1
2
V1(n, tj),(3.23)
L(12 , uj × χd) = 2
∑
m≥1
λj(m)χd(m)
m
1
2
V2(m, tj),(3.24)
L(12 , uj × f) = 2
∑
r≥1
λj(r)λf (r)
r
1
2
V3(r, tj).(3.25)
Proof. These follow in a standard way from [19, Theorem 5.3] (by putting G(u) = eu
2
and X = 1
there) and the functional equations (3.6-3.8), but (3.22) requires some explanation. We start with
the approximate functional equation (which follows from [19, Theorem 5.3] by putting G(u) = eu
2
and X = T β there),
L(12 , uj) =
∑
±
∑
n≥1
λj(±n)
n
1
2
1
2πi
∫
(σ)
es
2 (
xT±β
)−s ΓR(12 + s+ κj + it)ΓR(12 + s+ κj − it)
ΓR(
1
2 + κj + it)ΓR(
1
2 + κj − it)
ds
s
,
(3.26)
where κj = 0 or 1 as uj is even or odd. By the rapid decay of e
s2 in vertical lines, we may restrict
the integral above to |ℑ(s)| < T ǫ. By Stirling’s approximation, for ℜ(s) > 0 fixed, |ℑ(s)| < T ǫ and
T 1−ǫ < t < T 1+ǫ, we have
ΓR(
1
2 + s+ 1 + it)ΓR(
1
2 + s+ 1− it)
ΓR(
1
2 + 1 + it)ΓR(
1
2 + 1− it)
=
ΓR(
1
2 + s+ it)ΓR(
1
2 + s− it)
ΓR(
1
2 + it)ΓR(
1
2 − it)
+O(T−1+ǫ)(3.27)
Thus up to a small error, the ratio of Gamma functions in (3.26) does not depend on κj , and (3.22)
follows. 
We describe a trick that we will use. By (3.24) and (3.25), we have that
(3.28) L(12 , uj)L(
1
2 , uj × χd)L(12 , uj × f)
= L(12 , uj)

2∑
m≥1
λj(m)χd(m)
m
1
2
V2(m, tj)



2∑
r≥1
λj(r)λf (r)
r
1
2
V3(r, tj)


holds for even forms uj . But when uj is odd, L(
1
2 , uj) = 0 and both sides vanish. So the equality
holds for odd forms too. For the factor L(12 , uj) on the right hand side, we may use the uneven
approximate functional equation given by (3.22).
On the critical line, we will need the following approximate functional equations.
Lemma 3.2. Keeping with the notation of Lemma 3.1, we have
|ζ(12 + it)|2 =
∑
±
∑
n≥1
λ(n, t)
n
1
2
V ±1 (n, t),(3.29)
|L(12 + it, χd)|2 = 2
∑
m≥1
λ(m, t)χd(m)
n
1
2
V2(m, t),(3.30)
|L(12 + it, f)|2 = 2
∑
m≥1
λ(r, t)λf (r)
n
1
2
V3(r, t).(3.31)
Proof. These follow by (3.11-3.13), [19, Theorem 5.3], and the functional equations of the relevant
L-functions. 
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3.4. Kuznetsov trace formula. We define the Kloosterman sums
S(n,m, c) =
∑⋆
a mod c
e
(
na+ma¯
c
)
(3.32)
and, for d|c,
Sχd(n,m, c) =
∑⋆
a mod c
χd(a)e
(
na+ma¯
c
)
(3.33)
where e(x) = e2πix, the sum is restricted primitive residue classes and a¯a ≡ 1 mod c.
We recall Kuznetsov’s trace formula. The spectral side of this formula is usually written in terms
of the Fourier coefficients of an orthonormal basis of cusp forms, but we write it in terms of Hecke
eigenvalues, using the relationship
uj(x + iy) = ρj(1)
∑
n6=0
λj(n)
√
yKitj (2πny)e(nx),(3.34)
ρj(1)
2 =
2 cosh(πtj)
L(1, sym2uj)
.(3.35)
The calculation for (3.35) may be found in [4, section 3]. Let
J +(x, t) = 2i
sinh(πt)
J2it(4πx), J −(x, t) = 4
π
K2it(4πx) cosh(πt).(3.36)
We have
Lemma 3.3. [26, Theorems 2.2, 2.4] Let h(z) be an even, holomorphic function on |ℑ(z)| < 12 + θ
with decay |h(z)| ≪ (1 + |z|)−2−θ on that strip, for some θ > 0. Then for n,m > 0,
(3.37)
∑
j≥1
λj(±n)λj(m)
L(1, sym2uj)
h(tj) +
∫ ∞
−∞
λ(n, t)λ(m,−t)
|ζ(1 + 2it)|2 h(t)
dt
2π
= δ±n,m
∫ ∞
−∞
h(t)
d∗t
2π2
+
∑
c≥1
S(±n,m, c)
c
∫ ∞
−∞
J±(
√
nm
c , t)h(t)
d∗t
2π
,
where δn,m is 1 if n = m and 0 otherwise, δ−n,m is always 0, and d∗t = tanh(πt) tdt.
We will also need Kuznetsov’s formula from the geometric side to the spectral side, written in
terms of Hecke eigenvalues again. Let Bk(d, χd) denote the orthonormal basis of Hecke eigenforms
for the space of holomorphic cusp forms of weight k for Γ0(d) with nebentypus χd. Let B(d, χd)
denote the orthonormal basis of Hecke eigenforms for the space of Maass cusp forms for Γ0(d) with
nebentypus χd. Recall from [19, page 373] that B(d, χd) and Bk(d, χd) consist of newforms, since
χd is primitive. For g ∈ Bk(d, χd) or g ∈ B(d, χd), let λg(n) denote the eigenvalue of the n-th Hecke
operator corresponding to g. For g ∈ B(d, χd), let 12 + t2g denote its Laplacian eigenvalue. Let ρg(1)
be first Fourier coefficient of g as defined in [5, Section 2.1.3], a normalization factor to go between
the Fourier coefficients and the Hecke eigevalues λg(n). We will need the bounds (see [12, Section
2.6]; note the slightly different definition of ρg(1) given there for holomorphic forms):
(4π)k−1
(k − 1)! k
−ǫ ≪ |ρg(1)|2 ≪ (4π)
k−1
(k − 1)! k
ǫ(3.38)
for g ∈ Bk(d, χd) and
cosh(πtg)(1 + |tg|)−ǫ ≪ |ρg(1)|2 ≪ cosh(πtg)(1 + |tg|)ǫ(3.39)
for g ∈ B(d, χd).
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Let Ev(z, s) denote the Eisenstein series associated with the singular cusp
1
v , for v|d. Its n-th
Fourier coefficient can be written in terms of
λv(n, t) =
∑
ab=n
χv(a)χ d
v
(b)
(a
b
)it
,(3.40)
where χvχ d
v
= χd, with a go between factor ρv(1) that satisfies the same bound as above:
cosh(πt)(1 + |t|)−ǫ ≪ |ρv(1)|2 ≪ cosh(πt)(1 + |t|)ǫ.(3.41)
These facts can be found in [8, sections 6 and 7].
Lemma 3.4. [5, Section 2.1.4] Let Φ be a smooth function compactly supported on the positive real
numbers. Let
Φ˙(k) = ik
∫ ∞
0
Jk−1(x)Φ(x)
dx
x
,(3.42)
Φ˜(t) =
i
2 sinh(πt)
∫ ∞
0
(J2it(x)− J−2it(x))Φ(x)dx
x
,(3.43)
Φˇ(t) =
2 cosh(πt)
π
∫ ∞
0
K2it(x)Φ(x)
dx
x
.(3.44)
For positive integers q and ℓ, we have∑
c≥1
Sχd(q, ℓ, cd)
cd
Φ
(
4π
√
qℓ
cd
)
=
∑
k>0
k≡0 mod 2
∑
g∈Bk(d,χd)
Φ˙(k)
(k − 1)!
π(4π)k−1
|ρg(1)|2λg(q)λg(ℓ)(3.45)
+
∑
g∈B(d,χd)
Φ˜(tg)
4π
cosh(πtg)
|ρg(1)|2λg(q)λg(ℓ)
+
∑
v|d
∫ ∞
−∞
Φ˜(t)
4π
cosh(πt)
|ρv(1)|2λv(q, t)λv(ℓ,−t)dt
and ∑
c≥1
Sχd(q,−ℓ, cd)
cd
Φ
(
4π
√
qℓ
cd
)
=
∑
g∈B(d,χd)
Φˇ(tg)
4π
cosh(πtg)
|ρg(1)|2λg(q)λg(ℓ)(3.46)
+
∑
v|d
∫ ∞
−∞
Φˇ(t)
4π
cosh(πt)
|ρv(1)|2λv(q, t)λv(ℓ,−t)dt.
Suppose that Φ is a smooth function compactly supported on (T−ǫ, T ǫ), with derivatives satisfying
‖Φ(n)‖∞ ≪ (T ǫ)n. Then we note that the sums in (3.45) may effectively be restricted to k < T ǫ,
|tg| < T ǫ and |t| < T ǫ, as the contribution of the larger parameters is less than T−100, say. For the
holomorphic forms, this may be seen by the bound [11, 8.402]
Jk−1(x)≪ 1
Γ(k)
(x
2
)k−1
,(3.47)
valid for x ∈ (T−ǫ, T ǫ) and k > T 3ǫ. For the Maass forms and Eisenstein series, this may be seen by
repeatedly integrating by parts the integral in (3.43) for x ∈ (T−ǫ, T ǫ) and t > T 3ǫ, after applying
the power series expansion [11, 8.402]
J2it(x)
2 sinh(πt)
=
1
2 sinh(πt)
∑
n≥0
(−1)nx2n+2it
n!Γ(n+ 2it+ 1)
(3.48)
which converges absolutely. Similarly, the sums in (3.46) may be restricted to |tg| < T ǫ and |t| < T ǫ.
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When |kg|, |tg|, |t| < T ǫ and T−ǫ < x < T ǫ, we have that
Jk−1(x),
J2it(x)
sinh(πt)
, cosh(πt)K2it(x)≪ T ǫ(3.49)
by [11, 8.411 1], [7, lemma 6] and [12, proposition 9].
3.5. Subconvexity. We record the following subconvex bounds, for some ∆ > 0:
L(12 + it, f × g)≪ T 1−∆,(3.50)
where |t| < T ǫ, |tg| < T ǫ if g ∈ B(d, χd) and k < T ǫ if g ∈ Bk(d, χd), and
L(12 + it, f), L(
1
2 + it, f × χd)≪ T
1
2
−∆,(3.51)
where |t| < T ǫ. These bounds may be found in [25, Theorems 1.1 and 1.2], which provide sufficiently
general results that allow nontrivial nebentypus and bounds which depend polynomially on |tg|, k,
and |t|. It follows in a standard way, using Perron’s formula, that for some ∆ > 0 we have∑
n<N
λf (n)λg(n)≪ N 12T 1−∆,(3.52)
∑
n<N
λf (n)χd(n)≪ N 12 T 12−∆.(3.53)
Note that for ℜ(s) > 1 and v|d, we have
L(s+ it, f × χv)L(s− it, f × χ v
d
) =
∑
n≥1
λf (n)λv(n, t)
ns
.(3.54)
This follows by comparing Euler products on both sides, as in (3.11-3.13). Thus∑
n<N
λf (n)λv(n, t)≪ N 12T 1−∆(3.55)
for some ∆ > 0.
3.6. Spectral large sieve.
Lemma 3.5. [20] For an arbitrary complex sequence {an}, we have∑
|tj−T |<A
∣∣∣ ∑
n<N
anλj(n)
∣∣∣2 ≪ (TN)ǫ(AT +N)( ∑
n<N
|an|2
)
.(3.56)
3.7. Voronoi summation formula.
Lemma 3.6. [9, Theorem 4.2] Let φ be a smooth function with compact support on (1, 2). For
(a, c) = 1, we have
∑
r≥1
λf (r)e
(
ra
c
)
φ
( r
R
)
= c
∑
±
∑
q≥1
λf (q)
q
e
(±qa
c
)∫
(σ)
φ˜(−s)
(
π2Rq
c2
)−s
G±(s)ds,(3.57)
where σ > −1, φ˜ is the Mellin transform of φ and
G±(s)4π2i =
Γ
(
1+s+iT
2
)
Γ
(
1+s−iT
2
)
Γ
(−s+iT
2
)
Γ
(−s−iT
2
) ± Γ
(
2+s+iT
2
)
Γ
(
2+s−iT
2
)
Γ
(
1−s+iT
2
)
Γ
(
1−s−iT
2
) .(3.58)
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3.8. Averages of Bessel functions.
Lemma 3.7. We have that∫ ∞
−∞
J2it(2πx)
cosh(πt)
h
( t
T
)
tdt =
−i√2
π
T 2√
x
ℜ
(
(1 + i)e(x)
∫ ∞
0
th(t)e
(−t2T 2
2π2x
)
dt
)
(3.59)
+O
( x
T 3−12α
)
+O(T−100)
for any x > 0 and any smooth even function h, compactly supported on (T−α, Tα) ∪ (−T−α,−Tα)
with derivatives satisfying ‖h(n)‖∞ ≪ (Tα)n for some 0 < α < 1100 . The main term is bounded by
T−100 if x < T 2−3α.
Proof. We follow the ideas in [18, Lemma 5.8]. By [28, pg. 180], we have that
J2it(2πx) − J−2it(2πx)
coshπt
= −2i tanh(πt)
∫ ∞
−∞
cos(2πx coshπu− 2πtu)du.(3.60)
So the left hand side of (3.59) equals
−2iℜ
(∫ ∞
−∞
e(x coshπu)
∫ ∞
0
tanh(πt)h
( t
T
)
te(−ut)dt du
)
.(3.61)
We may replace tanhπt by 1, with an admissible error since tanhπt = 1 + O(e−t). Then by
integrating by parts several times the t-integral, we see that the contribution of |u| > T−1+2α is less
than T−100, say. For |u| ≤ T−1+2α, we take the Taylor expansion of coshπu. Following these steps,
we see that (3.61) equals
−2iℜ
(
e(x)
∫ ∞
−∞
e
(x(πu)2
2
) ∫ ∞
0
h
( t
T
)
te(−ut)dt du
)
+O
( x
T 3−12α
)
.(3.62)
Now using that ∫ ∞
−∞
e(u2y)e(−tu)du = 1 + i
2
√
y
e
(−t2
4y
)
,(3.63)
we have that (3.62) equals
−i√2
π
T√
x
ℜ
(
(1 + i)e(x)
∫ ∞
0
t
T
h
( t
T
)
e
( −t2
2π2x
)
dt
)
.(3.64)
Repeated integration by parts shows that the integral above is less than T−100, say, if x < T 2−3α. 
Lemma 3.8. We have that
∫ ∞
−∞
sinh(πt)K2it(2πx)h
( t
T
)
tdt =
πT
2
H
(πx
T
)
− iπ
3
12T
H(3)
(πx
T
)
+O
( x
T 4−14α
)
+O(T−100),
(3.65)
where H(y) = yh(y), for any x > 0 and any smooth even function h, compactly supported on
(T−α, Tα) ∪ (−T−α,−Tα) with derivatives satisfying ‖h(n)‖∞ ≪ (Tα)n for some 0 < α < 1100 .
Proof. Again, we basically follow the ideas in [18, Lemma 5.8]. By [11, 8.432 4] we have that
sinh(πt)K2it(2πx) =
π tanh(πt)
2
∫ ∞
−∞
cos(2πx sinhπu)e(tu)du.(3.66)
So the left hand side of (3.65) equals
π
2
∫ ∞
−∞
cos(2πx sinh πu)
∫ ∞
−∞
e(tu) tanh(πt)h
( t
T
)
tdtdu.(3.67)
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The inner t-integral is even function of u. Therefore (3.67) equals
π
2
∫ ∞
−∞
e(−x sinhπu)
∫ ∞
−∞
e(tu) tanh(πt)h
( t
T
)
tdtdu.(3.68)
Integrating by parts several times the t-integral shows that the contribution of |u| > T−1+2α is less
than T−100. For |u| ≤ T−1+2α, we take the Taylor expansion of sinhπu, getting that (3.68) equals
(3.69)
π
2
∫ ∞
−∞
e(−πxu)
∫ ∞
−∞
e(tu) tanh(πt)h
( t
T
)
tdtdu
+
π3x
12
∫ ∞
−∞
u3e(−πxu)
∫ ∞
−∞
e(tu) tanh(πt)h
( t
T
)
tdtdu +O
( x
T 4−14α
)
.
We may replace tanhπt by 1, with an admissible error since tanhπt = 1+O(e−t). Then by Fourier
inversion, the main term equals
π2x
2
h
(πx
T
)
− iπ
2x
12
d3
dx3
(
xh
(πx
T
))
.(3.70)

3.9. Test functions. Define, for 0 < α < 1100 ,
W1(t) = exp
(−t2
T 2
)
,(3.71)
W2(t) =
(
1− exp
(
−
(
t
T 1−
α
2
)2⌈ 1000
α
⌉))(
1− exp
(
−
(
T 2 − t2
T 2−
α
2
)2⌈ 1000
α
⌉))
.(3.72)
By taking α small enough, we have that W1(t)W2(t) is less than T
−100 unless∣∣∣ t
T
∣∣∣ ∈ (T−α, 1− T−α) ∪ (1 + T−α, T ǫ),(3.73)
in which range
T n
dn
dtn
W1(t)W2(t)≪ (Tα)n .(3.74)
The point of these weight functions is that they are designed to satisfy the conditions of Kuznetsov’s
trace formula and to localize t near T , but not too near so as to cause conductor-dropping of the
Rankin-Selberg L-function (3.5). We have that the left hand side of (1.8) equals
(3.75)
1
T 2
∑
j≥1
W1(tj)W2(tj)
L(12 , uj)L(
1
2 , uj × χd)L(12 , uj × f)
L(1, sym2uj)
+
1
T 2
∑
j≥1
W1(tj)(1 −W2(tj))
L(12 , uj)L(
1
2 , uj × χd)L(12 , uj × f)
L(1, sym2uj)
.
The second sum above may be restricted to uj even, since L(
1
2 , uj) = 0 otherwise, and to S = {tj <
T 1−α}∪{T −T 1−α < tj < T +T 1−α} by definition (3.72). So by Ho¨lder’s inequality and the bound
L(1, sym2uj)≫ T−ǫ, we have that this sum is less than
T ǫ

 1T 2
∑
tj∈S
uj even
|L(12 , uj)|4


1
4

 1T 2
∑
tj∈S
uj even
|L(12 , uj × χd)|4


1
4

 1T 2
∑
tj∈S
uj even
|L(12 , uj × f)|2


1
2
.
(3.76)
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By (3.23-3.25), we see that the series for |L(12 , uj)|2 and |L(12 , uj × χ)|2 have length at most t2+ǫj ,
and the series for L(12 , uj × f) has length at most T ǫ(1 + |t2j − T 2|). Thus by Lemma 3.5 we have
that (3.76) is less than a negative power of T . It suffices therefore to give an asymptotic for
1
T 2
∑
j≥1
W1(tj)W2(tj)
L(12 , uj)L(
1
2 , uj × χd)L(12 , uj × f)
L(1, sym2uj)
.(3.77)
In (3.18-3.21), write s = σ+ iγ for σ > 0 and note that the integrals may be restricted to |γ| < T ǫ
by the rapid decay of es
2
in vertical lines. We restrict to this range of γ and the range (3.73) of t.
By Stirling’s approximation (see section 3.2 for more details), we have
V ±1 (x, t) =
1
2πi
∫
(σ)
es
2
(
2πxT±β
|t|
)−s
ds
s
+O(T−1+α+ǫ),(3.78)
V2(x, t) =
1
2πi
∫
(σ)
es
2
(
2πdx
|t|
)−s
ds
s
+O(T−1+α+ǫ),(3.79)
and
V3(x, t) =
1
2πi
∫
(σ)
es
2
ζ(1 + 2s)
(
4π2x
|T 2 − t2|
)−s
ds
s
+O(T−1+α+ǫ).(3.80)
This can be made more precise by taking more terms in Stirling’s approximation. We have
V ±1 (x, t) =
1
2πi
∫
(σ)
es
2
(
2πxT±β
|t|
)−s (
1 +
1000∑
n=1
Cn(σ, γ)
|t|n
)ds
s
+O(T−100),(3.81)
V2(x, t) =
1
2πi
∫
(σ)
es
2
(
2πdx
|t|
)−s (
1 +
1000∑
n=1
Cn(σ, γ)
|t|n
)ds
s
+O(T−100),(3.82)
and
(3.83) V3(x, t) =
1
2πi
∫
(σ)
es
2
ζ(1 + 2s)
(
4π2x
|T 2 − t2|
)−s (
1 +
1000∑
n=1
Cn(σ, γ)
|T − t|n
)(
1 +
1000∑
n=1
Cn(σ, γ)
|T + t|n
)ds
s
+O(T−100),
for some Cn(σ, γ) (not necessarily the same in each expression above) polynomial in σ and γ.
Define
(3.84) V ± (x1, x2, x3; y)
=
∫
(σ)
es
2
1(2πx1T
±β)−s1 |y|s1 ds1
s1
·
∫
(σ)
es
2
2(2πdx2)
−s2 |y|s2 ds2
s2
·
∫
(σ)
es
2
3(4π2x3)
−s3ζ(1+2s3)|1−y2|−s3 ds3
s3
,
for any σ > 0. Let Z be any smooth, even function compactly supported on
(−T ǫ,−1− T−α) ∪ (−1 + T−α,−T−α) ∪ (T−α, 1− T−α) ∪ (1 + T−α, T ǫ)(3.85)
with derivatives satisfying
‖Z(n)‖∞ ≪ (Tα)n .(3.86)
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4. Applying the trace formula
By Lemma 3.1 and (3.28), we have that (3.77) equals
4
T 2
∑
±
∑
j≥1
W1(tj)W2(tj)
∑
n,m,r≥1
λj(±n)λj(m)χd(m)λj(r)λf (r)
L(1, sym2uj)
√
nmr
V ±1 (n, tj)V2(m, tj)V3(r, tj)(4.1)
+O
(
1
T
5
2
− β
2
−ǫ
∑
tj<T 1+ǫ
|L(12 , uj × χd)L(12 , uj × f)|
)
.
The error term here arises from the error term of (3.22). It can easily be bounded by T−
1
2
+ β
2
+ǫ on
using Cauchy-Schwarz and Lemmas 3.1 and 3.5 (which amounts to the Lindelo¨f bound on average).
Using (3.1), we have that the main term of (4.1) equals
4
T 2
∑
±
∑
j≥1
W1(tj)W2(tj)
∑
k,n,m,r≥1
λj(±nm)χd(km)λj(r)λf (r)
L(1, sym2uj)k
√
nmr
V ±1 (kn, tj)V2(km, tj)V3(r, tj).(4.2)
Now applying Lemma 3.3, for each sign ±, with
h(t) =W1(t)W2(t)V
±
1 (kn, t)V2(km, t)V3(r, t),(4.3)
we have that (4.2) can be divided into three parts: The diagonal part with r = nm,
4
T 2
∑
k,n,m≥1
χd(km)λf (nm)
nmk
∫ ∞
−∞
W1(t)W2(t)V
+
1 (kn, t)V2(km, t)V3(nm, t)
d∗t
2π2
,(4.4)
an off-diagonal part with Kloosterman sums,
(4.5)
4
T 2
∑
±
∑
k,n,m,r≥1
χd(km)λf (r)
k
√
nmr
∑
c≥1
S(±nm, r, c)
c
×
∫ ∞
−∞
J ±(
√
nmr
c , t)W1(t)W2(t)V
±
1 (kn, t)V2(km, t)V3(r, t)
d∗t
2π
,
and an Eisenstein series part,
4
T 2
∑
±
∑
k,n,m,r≥1
χd(km)λf (r)
k
√
nmr
∫ ∞
−∞
λ(nm, t)λ(r,−t)
|ζ(1 + 2it)|2 W1(t)W2(t)V
±
1 (kn, t)V2(km, t)V3(r, t)
dt
2π
.
(4.6)
The diagonal part gives the main contribution, and we will bound the other two parts by a negative
power of T .
5. The Eisenstein series
Reversing the step where we combined the Hecke eigenvalues at m and n, the Eisenstein series
part (4.6) is
4
T 2
∑
±
∑
n,m,r≥1
∫ ∞
−∞
λ(n, t)λ(m, t)λ(r,−t)χd(m)λf (r)
|ζ(1 + 2it)|2√nmr W1(t)W2(t)V
±
1 (n, t)V2(m, t)V3(r, t)
dt
2π
.(5.1)
By Lemma 3.2, this equals
4
T 2
∫ ∞
−∞
W1(t)W2(t)
|ζ(12 + it)|2|L(12 + it, χd)|2|L(12 + it, f)|2
|ζ(1 + 2it)|2
dt
2π
.(5.2)
Now applying the bound (see [19, chapter 5]),
ζ(1 + 2it)≫ log(1 + |t|)−1,(5.3)
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and the subconvex bounds (see [19, chapter 8]),
ζ(12 + it)≪ (1 + |t|)
1
6
+ǫ, L(12 + it, χd)≪ (1 + |t|)
1
6
+ǫ,(5.4)
it follows that (5.2) is bounded by
1
T
4
3
−ǫ
∫ T 1+ǫ
0
|L(12 + it, f)|2dt.(5.5)
Note that L(12 + it, f) has analytic conductor of size 1 + |T 2 − t2|, so that in the integral above, we
may replace it by an approximate functional equation of length about T . Now by [19, theorem 9.1],
we see that (5.5) is less than T−
1
3
+ǫ.
6. The diagonal
Using (3.1) and (3.78-3.79), the diagonal (4.4) equals
(6.1)
4
T 2
∫ ∞
−∞
W1(t)W2(t)
1
(2πi)3
∫
(ǫ)
∫
(ǫ)
∫
(ǫ)
es
2
1+s
2
2+s
2
3T−βs1ds2
( |t|
2π
)s1+s2 ( |T 2 − t2|
4π2
)s3
ζ(1 + 2s3)
× L(1 + s1 + s2, χd)L(1 + s1 + s3, f)L(1 + s2 + s3, f × χd)
L(2 + s1 + s2 + 2s3, χd)
ds1 ds2 ds3
s1s2s3
d∗t
2π2
+O(T−1+α+ǫ).
We shift each line of integration back to ℜ(si) = − 12 + ǫ, picking up poles at si = 0. By the rapid
decay of es
2
i , we may restrict each integral to |ℑ(si)| < T ǫ. The residue at s1 = s2 = s3 = 0 gives
the main term, and the three terms involving integrals over the shifted contours may be bounded
by a negative power of T using subconvexity results as follows. Consider the result of the first shift
to ℜ(s1) = − 12 + ǫ. Trivially bounding the short si-integrals, it is sufficient to bound
T
β
2
−2+ǫ sup
y1,y2,y3
∣∣L(12 + ǫ + iy1 + iy2, f)∣∣
∫ T 1+ǫ
0
t−
1
2 d∗t,(6.2)
where we have set yi = ℑ(si), and the supremum is taken over all yi ∈ (−T ǫ, T ǫ). Since the t-integral
is bounded by T
3
2
+ǫ, we have by the subconvex estimate (3.51), which holds a fortiori to the right
of 12 , that (6.2) is less than a negative power of T if β < 2∆. The other two error terms are similar.
The first two residues in s1 and s2 are from the simple poles of (s1s2)
−1, but the final residue at
s3 = 0 requires some additional work due to the double pole of s
−1
3 ζ(1 + 2s3) ∼ 12s2
3
. The result of
the final shift is
4
T 2
∫ ∞
0
W1(t)W2(t) res
s3=0
(
es
2
3
s23
L(1, χd)L(1 + s3, f)L(1 + s3, f × χd)
L(2 + 2s3, χd)
( |T 2 − t2|
4π2
)s3)
d∗t
2π2
.(6.3)
The residue evaluates to
L′(0)− 2L(0) log 2π + L(0) log |T 2 − t2|,(6.4)
where we define
L(s) =
L(1, χd)L(1 + s, f)L(1 + s, f × χd)
L(2 + 2s, χd)
.(6.5)
Thus we arrive at the main term,
4
T 2
∫ ∞
0
W1(t)W2(t)
(
L′(0)− 2L(0) log 2π + L(0) log |T 2 − t2|) d∗t
2π2
.(6.6)
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Recall that on the intervals (0, T 1−α) ∪ (T − T 1−α, T + T 1−α), the function W2(t) is negligible. On
the remaining ranges, the hyperbolic tangent in d∗t may be replaced by 1 up to admissible error.
Making the substitution t 7→ T√t, we get that (6.6) equals
1
π2
∫
I1
e−tW2(T
√
t) (2L(0) logT + L′(0)− 2L(0) log 2π + L(0) log |1− t|) dt+O(T−α+ǫ),(6.7)
where
I1 = (T−α, 1− T−α) ∪ (1 + T−α,∞).(6.8)
On the transitional intervals (T−α, T−
α
4 )∪ (1− T−α4 , 1− T−α)∪ (1 + T−α, 1 + T−α4 ), we apply the
bounds 0 < W2(T
√
t) < 1, and outside this range, W2 is very close to 1. So (6.7) equals
1
π2
∫
I2
e−t (2L(0) logT + L′(0)− 2L(0) log 2π + L(0) log |1− t|) dt+O(T−α4+ǫ)(6.9)
=
2L(0) logT + L′(0)− 2L(0) log 2π
π2
+
L(0)
π2
∫
I2
e−t log |1− t|dt+O(T−α4+ǫ),(6.10)
where
I2 = (T−α4 , 1− T−α4 ) ∪ (1 + T−α4 ,∞).(6.11)
This last integral may be evaluated using the exponential integral function [1, Ch 5, see p228,
footnote 3],
Ei(x) = −PV
∫ ∞
−x
e−t
dt
t
=
∫ x
0
et − 1
t
dt+ log |x|+ γ,(6.12)
for x real, where γ is Euler’s constant. We have that∫
I2
e−t log |1− t|dt = 1
e
(−Ei(1) + Ei(T−α4 )− Ei(−T−α4 ))+O(T−α4+ǫ).(6.13)
Now from the second integral representation above, the exponential integral function satisfies the
asymptotic
Ei(x) = log |x|+ γ +O(x)(6.14)
for |x| < 1, and this gives the main term in Theorem 1.1 with
C =
L′(0)− 2L(0) log 2π
π2
− L(0)Ei(1)
π2e
.(6.15)
7. The off-diagonal: shorter sum
We consider the shorter sum in the off-diagonal (4.5):
(7.1)
4
T 2
∑
k,n,m,r≥1
χd(km)λf (r)
k
√
nmr
∑
c≥1
S(±nm, r, c)
c
×
∫ ∞
−∞
J +
(√
nmr
c , t
)
W1(t)W2(t)V
±
1 (kn, t)V2(km, t)V3(r, t)
d∗t
2π
.
It suffices to restrict the t-integral above to (3.73). It also suffices to treat the leading terms of
(3.81-3.83), as the lower order terms are similar, and the part of the sum with k=1, as the terms
with k > 1 are similar. Thus we must bound by a negative power of T the sum
1
T 2
∑
n,m,r,c≥1
λf (r)χd(m)√
nmr
S(nm, r, c)
c
∫ ∞
−∞
J2it
( 4π√nmr
c
)
cosh(πt)
Z
(
t
T
)
V +
(
n
T
,
m
T
,
r
T 2
;
t
T
)
tdt.(7.2)
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We apply Lemma 3.7. In this application The main term of (3.59) is less than T−100 unless
c <
√
nmr
T 2
T 3α ≪
√
T 1−βT 3+ǫ
T 2
T 3α.(7.3)
We now fix β = 7α, so that (7.3) is impossible for a positive integer c when T is large enough. The
error term O(T−100) of Lemma 3.7 is dominated by the error term O(
√
nmr
cT 3−12α ) once any reasonable
bound on c is imposed, such as c ≤ T 10. This can be achieved by shifting the line of integration in
(7.2) to ℑ(t) = − 12 + ǫ and bounding absolutely to see that the contribution of larger c is negligible.
Thus only the error term O(
√
nmr
cT 3−12α ) of Lemma 3.7 contributes to (7.2), and this contribution is
bounded by
1
T 2
∑
c≥1
n,m≤T 1+ǫ
r≤T 2+ǫ
1√
nmr
|S(nm, r, c)|
c
√
nmr
cT 3−12α
≪ T−1+12α+ǫ,(7.4)
on using Weil’s bound for the Kloosterman sum.
8. The off-diagonal: longer sum
We now consider the longer sum in the off-diagonal, which we will bound by T−δ for some absolute
constant δ > 0, as long as α is small enough. Since the actual size of α does not affect the final bound,
it will be very convenient to rename α to ǫ for this section, in order to employ the ǫ-convention. We
must bound by a negative power of T the sum
(8.1)
1
T 2
∑
n,m,r,c≥1
λf (r)χd(m)√
nmr
S(−nm, r, c)
c
×
∫ ∞
−∞
sinh(πt)K2it
(4π√nmr
c
)
Z
(
t
T
)
V −
(
n
T
,
m
T
,
r
T 2
;
t
T
)
tdt.
We apply Lemma 3.8. As before, the error term O(T−100) can be ignored. The contribution of the
error term O(
√
nmr
cT 4−ǫ ) from (3.65) is bounded by
1
T 2
∑
c≥1
n,m≤T 1+ǫ
r≤T 2+ǫ
1√
nmr
|S(−nm, r, c)|
c
√
nmr
cT 4−ǫ
≪ T−2+ǫ,(8.2)
on using Weil’s bound for the Kloosterman sum. Thus it suffices to consider only the main terms of
(3.65). The second main term is a non-oscillatory bump function like the first, but of lower order.
Thus it suffices to treat only the leading term of (3.65). We must bound by a negative power of T
the sum
(8.3)
1
T 2
∑
n,m,r,c≥1
λf (r)χd(m)S(−nm, r, c)
c2
Z
(
2π
√
nmr
Tc
)
V −
(
n
T
,
m
T
,
r
T 2
;
2π
√
nmr
Tc
)
.
Applying a smooth partition of unity, we consider the sum above in dyadic intervals. For U a smooth
bump function supported on (1, 2)× (1, 2)× (1, 2), it suffices to bound by a negative power of T the
sum
(8.4)
1
T 2
∑
n,m,r,c≥1
λf (r)χd(m)S(−nm, r, c)
c2
Z
(
2π
√
nmr
Tc
)
V −
(
n
T
,
m
T
,
r
T 2
;
2π
√
nmr
Tc
)
U
( n
N
,
m
M
,
r
R
)
for
N < T 1+ǫ, M < T 1+ǫ and R < T 2+ǫ.(8.5)
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The function Z restricts the sum to
T−1
√
NMR≪ c≪ T−1+ǫ
√
NMR.(8.6)
8.0.1. Poisson summation.
Case I. Suppose that d|c. Then we replace c by cd in (8.4) and apply Poisson summation in
n and m (after splitting into residue classes modulo cd) to get that the part of (8.4) with d|c is
bounded by
NM
T 2
∑
−∞<ℓ1,ℓ2<∞
∑
r,c≥1
λf (r)
c4
∑
a1,a2 mod cd
χd(a2)S(−a1a2, r, cd)e
(
a1ℓ1 + a2ℓ2
cd
)
φ
(
r
R
,
cT√
NMR
)
,
(8.7)
where
(8.8) φℓ1,ℓ2 (y1, y2) = φ (y1, y2) =
∫ ∞
−∞
∫ ∞
−∞
Z
(
2π
√
x1x2y1
y2d
)
V −
(
x1N
T
,
x2M
T
,
y1R
T 2
;
2π
√
x1x2y1
y2d
)
× U (x1, x2, y1) e
(−Nℓ1x1 −Mℓ2x2
y2dT−1
√
NMR
)
dx1dx2.
Writing
S(−a1a2, r, cd) =
∑∗
a3 mod cd
e
(−a1a2a3 + ra3
cd
)
,(8.9)
we have that∑
a1,a2 mod cd
χd(a2)S(−a1a2, r, cd)e
(
a1ℓ1 + a2ℓ2
cd
)
= cd
∑∗
a3 mod cd
χd(ℓ1a3)e
(
a3(r + ℓ1ℓ2)
cd
)
.(8.10)
So (8.7) is bounded by
NM
T 2
∑
−∞<ℓ1,ℓ2<∞
∑
r,c≥1
λf (r)
c3
∑∗
a3 mod cd
χd(ℓ1a3)e
(
a3(r + ℓ1ℓ2)
cd
)
φ
(
r
R
,
cT√
NMR
)
.(8.11)
By repeatedly integrating by parts the integral in (8.8), we see that φ
(
r
R ,
cT√
NMR
)
≪ T−100
unless
|ℓ1| < c
N
T ǫ and |ℓ2| < c
M
T ǫ.(8.12)
Thus by (8.5) and (8.6) we may assume that
|ℓ1ℓ2| ≪ c
2
NM
T ǫ ≪ T ǫ.(8.13)
This implies that if ℓ1 and ℓ2 are non-zero then they are both less than T
ǫ, so that our notation is
suggestive in suppressing the dependence of φ on ℓ1 and ℓ2. If ℓ1 = 0 then χd(ℓ1) = 0 and (8.11)
vanishes. In section 8.0.4 we show that the contribution to (8.11) of the terms with ℓ2 = 0 is small.
Hence we assume that ℓ1ℓ2 6= 0, so that it suffices to bound by a negative power of T the sum
NM
T 2
∑
r,c≥1
λf (r)
c3
∑∗
a3 mod cd
χd(a3)e
(a3r
cd
)
e
(
a3ℓ1ℓ2
cd
)
φ
(
r
R
,
cT√
NMR
)
(8.14)
for any 0 < |ℓ1|, |ℓ2| < T ǫ. We must have by (8.12) that N < cT ǫ and M < cT ǫ. This implies by
(8.5) and (8.6) that we must have
T−ǫ <
N
M
< T ǫ, T−ǫ <
R
T 2
< T ǫ, T−ǫ <
c
N
< T ǫ.(8.15)
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Note that in these ranges we have
∂n1+n2
∂yn11 ∂y
n2
2
φ(y1, y2)≪ T ǫ(n1+n2).(8.16)
Here we used (8.13) and (8.15) to see that in the exponential factor e
(
−Nℓ1x1−Mℓ2x2
y2dT−1
√
NMR
)
of (8.8), we
have Nℓ1x1
dT−1
√
NMR
< T ǫ and Mℓ2x1
dT−1
√
NMR
< T ǫ.
Case II. Suppose that (c, d) = 1. Then by Poisson summation in n (after splitting into residue
classes modulo c) and m (after splitting into residue classes modulo cd), we get that the part of (8.4)
with (c, d) = 1 is bounded by
NM
T 2
∑
−∞<ℓ1,ℓ2<∞
∑
r,c≥1
(c,d)=1
λf (r)
c4
∑
a1 mod c
a2 mod cd
χd(a2)S(−a1a2, r, c)e
(
a1dℓ1 + a2ℓ2
cd
)
ϕ
(
r
R
,
cT√
NMR
)
,
(8.17)
where
(8.18)
ϕℓ1,ℓ2 (y1, y2) = ϕ (y1, y2) =
∫ ∞
−∞
∫ ∞
−∞
Z
(
2π
√
x1x2y1
y2
)
V −
(
x1N
T
,
x2M
T
,
y1R
T 2
;
2π
√
x1x2y1
y2
)
× U (x1, x2, y1) e
(−Ndℓ1x1 −Mℓ2x2
y2dT−1
√
NMR
)
dx1dx2.
By the Chinese Remainder Theorem, we have that
∑
a2 mod cd
χd(a2)S(−a1a2, r, c)e
(
a2ℓ2
cd
)
=
∑
a2 mod c
S(−a1a2d, r, c)e
(
a2ℓ2
c
) ∑
b2 mod d
χd(b2c)e
(
b2ℓ2
d
)
.
(8.19)
The innermost sum equals χd(cℓ2)d
1
2 . Thus, as in (8.10), we get that (8.17) is bounded by
NM
T 2
∑
−∞<ℓ1,ℓ2<∞
∑
r,c≥1
λf (r)
c3
∑∗
a3 mod c
χd(cℓ2)e
(
a3(r + dℓ1ℓ2)
c
)
ϕ
(
r
R
,
cT√
NMR
)
.(8.20)
Statements analogous to (8.12-8.16) hold for the sum above.
8.0.2. Voronoi summation. By Lemma 3.6 we have that (8.14) equals
NM
T 2
∑
q,c≥1
λf (q)
qc2
∑
±
Sχd(±q, ℓ1ℓ2, cd)
∫
(σ)
∫ ∞
0
φ
(
x,
cT√
NMR
)
x−s−1dx
(
π2Rq
c2d2
)−s
G±(s)ds.
(8.21)
Writing s = σ + iγ, observe that by (8.16), we may restrict the s-integral in (8.21) to |γ| < T ǫ, else
the integral is less than T−100 by integration by parts. In this range, by Stirling’s approximation
(as in 3.81-3.83)) we have that
G+(s) =
−i
2π2
(
T
2
)2s+1 (
1 +
1000∑
n=1
Cn(σ, γ)
T n
+O(T−100)
)
,(8.22)
G−(s) =
−i
2π2
(
T
2
)2s+1 ( 1000∑
n=1
Cn(σ, γ)
T n
+O(T−100)
)
,(8.23)
for some Cn(σ, γ) (not necessarily the same in each expression above) polynomial in σ and γ. With
this observation, by moving the integral in (8.21) far to the right or left, without crossing any poles
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as we restrict to |γ| < T ǫ, we find that we can restrict the q-sum to c2T 2−ǫR < q < c
2T 2+ǫ
R , or
equivalently by (8.15), to
c2T−ǫ < q < c2T ǫ.(8.24)
Thus to treat (8.14) after Voronoi summation, it suffices to consider only the leading term of (8.22)
as the rest are similar, and to bound by a negative power of T the sum
NM
T
∑
q,c≥1
λf (q)
qc
Sχd(q, ℓ1ℓ2, cd)Φ
(
4π
√
q|ℓ1ℓ2|
cd
)
,(8.25)
where
Φ(y) = X(y)
∫
(1)
∫ ∞
0
φ
(
x,
4πT
√
q|ℓ1ℓ2|
yd
√
NMR
)
x−s−1dx
(
y
√
R
2T
√
|ℓ1ℓ2|
)−2s
ds(8.26)
and X is any smooth compactly supported function on (T−ǫ, T ǫ) whose derivatives are bounded by
powers of T ǫ. By (8.15) and (8.24), this is equivalent to bounding by a negative power of T the sum
1
T
∑
q
λf (q)
q
1
2
∑
c≥1
Sχd(q, ℓ1ℓ2, cd)
c
Φ
(
4π
√
q|ℓ1ℓ2|
cd
)
.(8.27)
By (8.15) and (8.24), we have that
Φ(n)(y)≪ (T ǫ)n.(8.28)
When Voronoi summation is applied to (8.20), we obtain the exponential sum χd(cℓ2)S(q, dℓ1ℓ2, c).
We may assume that (ℓ2, d) = 1 or else this vanishes. Writing ℓ1 = d
kℓ3, where k ≥ 0 and (ℓ3, d) = 1,
we have, by a multiplicative property of Kloosterman sums [6, Section 2] for (c, d) = 1, that
χd(cℓ2)S(q, dℓ1ℓ2, c) = χd(cℓ2)S(d
kq, dℓ3ℓ2, c)(8.29)
= χd(cℓ2)Sχd(0, cℓ3ℓ2, d)
−1Sχd(d
k+1q, ℓ3ℓ2, cd)
= d−
1
2χd(ℓ3)Sχd(d
k+1q, ℓ3ℓ2, cd).
Further note that the condition (c, d) = 1 may be dropped because when d|c,
Sχd(d
k+1q, ℓ3ℓ2, cd) = 0(8.30)
by the argument in the next paragraph. Thus in this case Voronoi summation leads to an expression
similar to (8.27). We therefore show the details of the rest of the proof for only (8.27).
Before moving on, we prove (8.30). Write c = c′d1+j , where j ≥ 0 and (c′, d) = 1. Then the left
hand side of (8.30) is a multiple of
Sχd(d
k+1qc′, ℓ3ℓ2c′, d2+j) =
∑∗
a mod d2+j
χd(a)e
(dk+1qac′ + ℓ3ℓ2c′a
d2+j
)
.(8.31)
We may write a = v + ud1+j , where u ranges over all residue classes modulo d and v ranges over
the primitive residue classes modulo d1+j . Note that d(v + ud1+j) ≡ dv modulo d2+j , so that (8.31)
equals
∑
u mod d
∑∗
v mod dj+1
χd(v)e
(dk+1qc′v + ℓ3ℓ2c′(v + ud1+j)
d2+j
)
.(8.32)
The u-sum vanishes as (c′ℓ3ℓ2, d) = 1.
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8.0.3. Kuznetsov’s formula and subconvexity. Applying Lemma 3.4 and the remarks following
it to the c-sum of (8.27), we find that it suffices to bound by a negative power of T the sums
1
T
∑
q≥1
λf (q)λg(q)
q
1
2
φ
(
x,
4πT
√
q|ℓ1ℓ2|
yd
√
NMR
)
(8.33)
and
1
T
∑
q≥1
λf (q)λv(q,−t)
q
1
2
φ
(
x,
4πT
√
q|ℓ1ℓ2|
yd
√
NMR
)
,(8.34)
where g ∈ Bk(d, χd) with k < T ǫ or g ∈ B(d, χd) with |tg| < T ǫ, v|d and |t| < T ǫ, x ∈ (1, 2) and
y ∈ (T−ǫ, T ǫ). By (8.15) and (8.24), the q-sums have length about N . If N < T 2−δ for some δ > 0
then (8.33-8.34) may be bounded trivially, while if N > T 2−δ for δ small enough, then the required
bound follows by (3.52-3.55) and partial summation.
8.0.4. The case ℓ2 = 0. When ℓ1 6= 0 and ℓ2 = 0, we have that (8.11) equals
NM
T 2
∑
−∞<ℓ1<∞
∑
r,c≥1
λf (r)
c3
∑∗
a mod cd
χd(ℓ1a)e
(ar
cd
)
φℓ1,0
(
r
R
,
cT√
NMR
)
.(8.35)
The first observation is that we may restrict (8.35) to |ℓ1| < T ǫ. To see this, let T ǫ < L < cN T ǫ, by
(8.12), and consider
NM
T 2
∑
−∞<ℓ1<∞
W
(
ℓ1
L
) ∑
r,c≥1
λf (r)
c3
∑∗
a mod cd
χd(ℓ1a)e
(ar
cd
)
φℓ1,0
(
r
R
,
cT√
NMR
)
,(8.36)
for any fixed smooth function W compactly supported on (1, 2). By Poisson summation in ℓ1 (after
splitting into residue classes modulo d), we get that (8.35) equals
(8.37)
NML
T 2d
∑
r,c≥1
λf (r)
c3
∑∗
a mod cd
χd(a)e
(ar
cd
) ∑
b mod d
χd(b)
×
∑
−∞<k<∞
e
(
bk
d
)∫ ∞
−∞
W (z)φzL,0
(
r
R
,
cT√
NMR
)
e
(−zLk
d
)
dz.
Since L < cN T
ǫ, we have that
∂n
∂zn
W (z)φzL,0(y1, y2)≪ (T ǫ)n.(8.38)
Using this and that L > T ǫ, we find by repeatedly integrating by parts the z-integral in (8.37) that
the contribution of |k| ≥ 1 is less than T−100, say. This leaves the contribution of k = 0 to (8.37),
which vanishes as
∑
b mod d χd(b) = 0.
It suffices now to bound by a negative power of T the sum
NM
T 2
∑
r,c≥1
λf (r)
c3
∑∗
a mod cd
χd(a)e
(ar
cd
)
φℓ1,0
(
r
R
,
cT√
NMR
)
(8.39)
for any |ℓ1| < T ǫ. We split up this sum according to the value of (c, d) = dj for j = 0 or 1:
NM
T 2
∑
j=0,1
∑
r,c≥1
(c,d1−j)=1
λf (r)
c3d3j
∑∗
a mod dj+1
b mod c
χd(ac)e
( ar
dj+1
)
e
(
br
c
)
φℓ1,0
(
r
R
,
cdjT√
NMR
)
.(8.40)
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We show how to treat this in the case that j = 0, the other case being similar. Using that∑∗
a mod d
χd(a)e
(ar
d
)
= d
1
2χd(r), it suffices to bound by a negative power of T the sum
NM
T 2
∑
c≥1
1
c3
∣∣∣∣∣∣
∑
r≥1
λf (r)χd(r)Rc(r)φℓ1,0
(
r
R
,
cT√
NMR
)∣∣∣∣∣∣ ,(8.41)
where
Rc(r) =
∑∗
b mod c
e
(
br
c
)
=
∑
c′|(c,r)
µ
( c
c′
)
c′(8.42)
is a Ramanujan sum. Using the above identity, it suffices to bound by a negative power of T the
sum
NM
T 2
∑
c≥1
1
(c′)2c3
∣∣∣∣∣∣
∑
r≥1
λf (rc
′)χd(r)φℓ1,0
(
rc′
R
,
cc′T√
NMR
)∣∣∣∣∣∣(8.43)
for any positive integer c′. By Hecke multiplicativity,
λf (rc
′) =
∑
c′′|(c′,r)
µ(c′′)λf
( r
c′′
)
λf
( c′
c′′
)
,(8.44)
it suffices to bound by a negative power of T the sum
NM
T 2
∑
c≥1
1
(c′)2(c′′c)3
∣∣∣∣∣∣
∑
r≥1
λf (r)χd(r)φℓ1,0
(
rc′c′′
R
,
cc′c′′T√
NMR
)∣∣∣∣∣∣ ,(8.45)
or equivalently,
NM
T 2
∑
√
NMR
c′c′′T1+ǫ≤c≤
√
NMR
c′c′′T1−ǫ
1
(c′)2(c′′c)3
∣∣∣∣∣∣
∑
R
c′c′′<r<
2R
c′c′′
λf (r)χd(r)φℓ1,0
(
rc′c′′
R
,
cc′c′′T√
NMR
)∣∣∣∣∣∣ .(8.46)
for any positive integers c′, c′′. The trivial bound for this is easily verified to be T ǫ. To do better,
note that
R
c′c′′
≫ c
2c′c′′T 2−ǫ
NM
≫ T 1−ǫ.(8.47)
The first inequality follows by (8.6) and the second holds because cc′c′′ > NT−ǫ by (8.12) as |ℓ1| ≥ 1,
andM < T 1+ǫ by (8.5). Thus by (3.53) and partial summation, the required bound for (8.46) follows.
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