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4Introduzione
Le interazioni proteina-proteina, e proteina-ligando hanno un ruolo cruciale nel con-
trollo metabolico, nella trasduzione dei segnali, nella regolazione genica e in altri aspetti
dell'organizzazione strutturale e funzionale della cellula. Il legame tra un enzima ed un
ligando pu o, ad esempio, determinare un'attivazione o un'inibizione dello stesso. Se la
proteina  e un recettore il legame pu o risultare in un agonismo o in un antagonismo. Per
questo uno degli ambiti pi u importanti della ricerca bioinformatica  e il "docking proteico",
denito come la predizione, attraverso metodi computazionali, della struttura quaterna-
ria che un complesso proteico assumerebbe in un organismo vivente sotto determinate
condizioni. Nell'uomo si stima vi siano tra le 100.000 e i 600.000 interazioni tra proteine
ma sperimentalmente si  e arrivati a descriverne circa 50.000. Le tecniche di predizione si
rendono ancor pi u necessarie nello studio di specie per cui si hanno pochi dati sperimentali.
Il futuro obbiettivo  e quello di poter sintetizzare in vitro proteine a seconda della loro
funzione biologica. Le tecniche di docking sono infatti comunemente sfruttate per:
 identicare in un database molecole che potrebbero legarsi ad una proteina di
interesse;
 predire congurazione nale di un complesso proteina-proteina o proteina-ligando;
 predire ligandi che potrebbero attivare enzimi in grado di degradare molecole tossiche;
Gli strumenti computazionali odierni possono fornire utili informazioni a dierenti
livelli di risoluzione. Il presente lavoro si concentra su un aspetto di grande importanza
che  e la predizione dei siti di legame, ovvero, data una struttura proteica di cui si conosca
la congurazione terziaria, determinare quali siano i residui facenti parte di un sito
di interazione. Questo permetterebbe di restringere la ricerca della congurazione del
complesso ad una porzione precisa della supercie delle proteine interagenti, di cui si
potranno analizzare altre caratteristiche come, ad esempio la forma. In questo modo la
ricerca sarebbe ristretta ad una zona particolare e non estesa a tutta la proteina.
Nonostante la potenza di calcolo abbia permesso di aumentare i gradi di libert a degli
algoritmi, come si pu o vedere dal numero di pubblicazioni sul "
exible docking", essa
rimane comunque uno dei limiti di qualsiasi approccio.
La tesi eettua un'analisi di strutture proteiche di cui  e nota la possibilit a di interazione
e si eettua una predizione delle interfacce analizzando gruppi di tre residui consecutivi.
Questo viene fatto per ridurre la risoluzione rispetto al tipo di approccio pi u frequente
5che analizza il singolo residuo, e per considerare l'in
uenza reciproca di residui adiacenti.
Figura 1.
Figura 1: Due proteine che formano un complesso. L'immagine rappresenta, tramite JMol[18],
a sx i raggi di Van der Waals degli atomi di due proteine, dove in rosso abbiamo gli atomi di
interfaccia, e a dx il complesso da esse formato.
6Parte I
Identicazione di interfacce: stato
dell'arte
7Capitolo 1
Predizione dell'interazione tra
proteine
Vengono qui descritte le tecniche che tentano di determinare a grandi linee se due
proteine possano interagire.
Per predire una possibile interazione si possono utilizzare dei criteri di vicinanza. La
prossimit a tra proteine pu o essere intesa sotto diversi aspetti: si pu o parlare di proteine
spazialmente vicine tra loro, oppure si analizza la distanza tra i geni che le codicano.
Tale distanza  e da intendersi o come distanza spaziale nel genoma o come distanza nella
scala evolutiva.
Di seguito vengono elencati i criteri di prossimit a che possono essere indice di un'anit a
funzionale.
1.1 Comparti cellulari
Proteine che si trovano in comparti cellulari dierenti (nucleo, mitocondri, Golgi..)
saranno considerate, in generale, non in condizione di interagire per il semplice fatto
che non avranno la possibilit a di incontrarsi. Questa osservazione  e sfruttata pi u per
la validazione di altri metodi o per ssare degli standard piuttosto che caratterizzare
degli algoritmi di predizione a se stanti. Infatti alcuni esperimenti in vitro portano a non
escludere a priori questa possibilit a.
1.2 Alberi logenetici
La similarit a tra alberi logenetici da una idea della misura della co-evoluzione dei
geni codicanti proteine (Figura 1.1). Infatti le proteine interagenti solitamente evolvono
di pari passo poich e mutazioni di una portano alla perdita o alla compensazione dell'altra
al ne di preservare le capacit a di interazione. Gli alberi logenetici non rappresentano
necessariamente l'esatta storia evolutiva di un gene, o di un dato organismo, ed in eetti
nella maggior parte dei casi non lo fanno. Analisi basate solo su questo tipo di dati possono
essere alterate da diversi fattori, tra cui il trasferimento genico orizzontale, l'ibridizzazione
9tra specie diverse situate a grande distanza sull'albero prima che l'ibridizzazione stessa
avvenisse, l'evoluzione convergente e la conservazione delle sequenze geniche.
Figura 1.1: Filogenia delle proteine associate al morbo di Alzheimer. (A) Albero logenetico del
precursore della proteina amiloide (B) Albero logenetico delle Presenilins. (C) Conservazione
di un sito di una proteina amiloide.
1.3 Contesto genomico
L'analisi del contesto genomico si basa sull'osservazione che le proteine funzionali
all'interazione tendono ad essere codicate da geni spazialmente vicini nel genoma. Ci o
avviene probabilmente per motivi di ecienza di trascrizione. La prossimit a  e intesa in
termini di vicinanza genomica, fusione genica e co-occorrenza di geni nel genoma [2].
1.3.1 Vicinanza genomica
Alcuni geni adiacenti nel genoma saranno probabilmente dediti alla codica di proteine
simili. Esistono dei metodi dedicati, appunto, alla misura della distanza tra geni. A livello
quantitativo la vicinanza genomica sembra essere il tipo di informazione pi u indicativo,
ma ha il limite di poter essere valutato solo per proteine che hanno ortologhi in batteri e
archeobatteri. I geni ortologhi sono geni ibridi creati per unire porzioni di geni dierenti
o per unire un gene ad un promotore per regolare la trascrizione.
101.3.2 Fusione genica
Durante l'evoluzione i geni possono fondersi in geni pi u grandi o dividersi in pi u piccoli
secondo i meccanismi rispettivamente di fusione e ssione genica schematizzati in Figura
1.2. Questa organizzazione genomica si verica per favorire l'ecienza della trascrizione di
geni correlati. L'osservazione che due geni possono comparire anche in un gene pi u grande,
detto "sequenza Rosetta stone",  e indicativo del fatto che questi sono funzionalmente
legati.
Figura 1.2: Schematizzazione del processo di fusione genica: due geni codicanti proteine
interagenti vanno a fondersi assieme.
1.3.3 Co-occorrenza
La ricerca di una co-occorrenza  e basata sull'idea che geni funzionalmente correlati
tendano a comparire nello stesso genoma indipendentemente dalla loro posizione. Questo
 e uno dei metodi pi u potenti in quanto non  e detto che tutte le proteine che interagiscono
abbiano i propri geni fusi o vicini tra loro. Metodologicamente, tuttavia,  e il metodo
pi u rozzo poich e il rapporto segnale/rumore  e molto piccolo ed  e necessario un confronto
accurato tra molti genomi per migliorare l'accuratezza.
1.4 Letteratura
Il numero di pubblicazioni biomediche  e in continua crescita. Vi sono numerose ricerche
focalizzate all'estrazione automatica di informazioni dalle pubblicazioni scientiche. Queste
includono ricerca di co-occorrenza di termini, o la presenza di sinonimi in articoli scientici.
Ad esempio due proteine tra di loro funzionali hanno una certa probabilit a di comparire
in uno stesso articolo. [10]
1112Capitolo 2
Predizione di interfacce di
interazione
Vengono qui descritte i metodi principali per determinare le zone di interazione delle
proteine.
La maggior parte delle tecniche di predizione di interfacce utilizzano vari parametri
relativi ai residui e sfruttano metodi di machine learning (ML). Questi costituiscono una
struttura che permette di utilizzare in modo coerente informazioni eterogenee. Di seguito
vengono esposte le categorie di parametri dei residui pi u usate e gli algoritmi di ML pi u
comuni per la soluzione di questo problema.
2.1 Informazioni sui residui
Le informazioni possono essere raggruppate in:
 caratteristiche strutturali: propriet a sico-chimiche proprie dei residui e propriet a
relative al loro collocamento nella struttura terziaria;
 caratteristiche sequenziali: basate sulla codica, tramite matrici di \score" posizione
specici, dei residui e dei relativi vicini, generati allineando la sequenza con sequenze
omologhe;
 caratteristiche energetiche: analizzano le interazioni molecolari presenti nella strut-
tura terziaria;
 altro: molte caratteristiche, anche apparentemente prive di signicato biologico,
possono essere utilizzate;
 combinazioni delle precedenti.
2.1.1 Informazioni strutturali
Analisi su larga scala di complessi proteici hanno mostrato che i residui di interfaccia
presentano dierenti caratteristiche strutturali e sico-chimiche. Si possono fare delle con-
13siderazioni di carattere generale riguardo a quali di queste siano maggiormente informative
[7].
 idrofobicit a: residui idrofobici sono pi u frequenti sulle interfacce dei complessi;
 carica elettrica: residui carichi, in particolare l'arginina, sono frequenti sulle inter-
facce;
 supercie accessibile al solvente (ASA):  e pi u alto nelle interfacce  e una delle
caratteristiche pi u ecaci nella predizione di interfacce;
 fattore cristallograco:  e pi u basso nei residui di interfaccia;
 catene laterali: sono meno predisposte ad assumere congurazioni alternative se
facenti parte di interfacce; pi u rigide sono pi u possono diminuire il costo entropico
della formazione dei complessi;
 conservazione: non  e determinabile la sua ecacia come parametro per la predizione
in quanto  e stato dimostrato, in alcuni lavori che le interfacce non sono molto pi u
conservate di altre parti della proteina;
  sheets e  elica: sono strutture che si trovano sulle interfacce, pi u facilmente le
prime pi u raramente le seconde.
Oltre a quelli precedentemente descritti  e possibile valutare anche parametri da loro
derivati: ad esempio l'accessibilit a al solvente relativa alla catena laterale o principale
oppure \scores" basati sul fattore cristallograco oppure indici di protrusione.
2.1.2 Informazioni sulla sequenza: frequenze amminoacidiche
La struttura primaria  e una delle caratteristiche maggiormente utilizzate per la codica
delle proteine. Infatti, si ha la possibilit a di eettuare una predizione basandosi sulla
sola sequenza proteica, anche se la struttura della proteina non  e disponibile. I predittori
basati su questo tipo di informazioni sono chiamati predittori di interfacce \de novo" o \ab
initio" perch e non sono derivati da altri parametri. You et al. [3], ad esempio, utilizzano
vettori che contengono le frequenze di terne di residui. Vengono utilizzati 7 gruppi di
residui, classicati per momento di dipolo e volume della catena laterale. Si considerano
quindi terne ottenute dalle permutazioni di questi 7 gruppi ottenendo cos  vettori da 343
parametri (Figura 2.1), dove ogni valore corrisponde alla frequenza di una determinata
terna nella proteina di interesse. Non vengono valutate tutte le permutazioni dei 20
residui in quanto si avrebbe un vettore di dimensione 203, troppo esteso per le possibilit a
di calcolo attuali. Questi metodi potrebbero sembrare simili a quelli menzionati nella
sezione precedente, tuttavia, in questo caso, non sono caratteristiche che determineranno
un'identicazione, ma saranno solo uno dei parametri valutati in un algoritmo di ML.
14Figura 2.1: Analisi della frequenza delle terne di residui: tramite una \sliding window" si analizza
la sequenza consentendo la valutazione di quante volte una sequenza compare, e costruendo
quindi il vettore di occorrenza.
2.1.3 Informazioni evoluzionistiche
Sembra che i residui conservati tra proteine omologhe siano pi u frequenti nelle zone di
interazione. Infatti se l'evoluzione tende alla conservazione in una determinata posizione
questo potrebbe essere un indice di importanza funzionale del residuo. In biologia il
termine omologia ha il signicato particolare di indicare che due strutture, ad esempio
due organi, hanno un'origine evolutiva comune. Il termine omologia si applica anche a
sequenze di acidi nucleici e proteine. Invece, quando non si  e certi di un'origine evolutiva
comune si dovrebbe parlare di similarit a.
Un metodo diuso per la valutazione della conservazione dei residui utilizza matrici
di scores posizione-specici (PSSM). Solitamente viene eettuato un allineamento con
BLAST che confronta la proteina con un database. Gli scores sono valori compresi tra 0 e
1, attribuiti secondo la funzione x0 = 1
1 e x dove x  e il valore assegnato dalla matrice e x'
 e il valore della x dopo essere stata scalata. La matrice  e costruita assegnando ad ogni
posizione di una sequenza proteica un vettore di 21 valori dove i primi venti rappresentano
quanto verosimilmente ogni amminoacido sar a presente in tale posizione. L'ultimo valore
 e un discriminante. La matrice  e rappresentata in Figura 2.2.
2.1.4 Informazioni energetiche
Un approccio dierente per lo studio della struttura delle proteine si basa su analisi
di energia. Solitamente un valore energetico elevato implica un'instabilit a. In pratica si
descrive l'energia della molecola tramite una funzione costo che tiene conto della posizione
degli atomi, della distanza tra loro, della lunghezza e della torsione dei legami. Esempi in
Figura 2.3.
Di solito questa viene espressa come una somma di parametri pesati di diversi tipi
di interazioni. Questi possono essere determinati teoricamente o sperimentalmente. La
funzione energia deve essere indipendente dalla particolare struttura analizzata, altrimenti
sarebbe necessario costruire una funzione dierente per ogni molecola. I valori energetici
15Figura 2.2: Matrice degli scores. Per ogni posizione nella sequenza  e indicata la probabilit a con
cui un dato residuo sar a presente in tale posizione.
Figura 2.3: Le interazioni principali che vengono valutate: distanze, torsioni e angolazioni dei
legami.
16possono essere ricavati per una molecola intera: nel caso delle proteine per singoli residui
o separatamente per catene principali e laterali. In generale  e stato rilevato che i residui
di interfaccia hanno un'elevata energia elettrostatica e un'alta energia nelle catene laterali
[9].
2.1.5 Osservazione sui parametri
La potenza degli algoritmi ML permette di utilizzare parametri di ogni natura, che
abbiano o meno evidenti legami biologici con l'interazione proteica, con un approccio
quindi a \black box". Per rendere l'idea si cita il lavoro di Donaldson et al.[10] ove si cita
una procedura di identicazione che prevede l'utilizzo di un analizzatore di nomi e della
codica delle proteine. Questi vengono usati per cercare nel titolo e nell'abstract degli
articoli in PubMed. Ogni articolo viene codicato in base al numero di termini contenuti.
Il peso di ognuno di questi termini di interesse viene rappresentato dalla frequenza del
termine, ovvero dal numero di occorrenze di uno di questi nel documento, e dalla frequenza
inversa del documento, che  e l'inverso del numero dei documenti che contengono il termine.
Un termine  e considerato una parola o due parole adiacenti che compaiono in almeno 3
documenti.
2.2 Algoritmi Machine Learning
Poich e nessuna delle propriet a menzionate  e in grado di determinare un'identicazione
non ambigua delle regioni di interfaccia,  e necessario aumentare l'accuratezza della
predizione combinandole assieme tramite un algoritmo di machine learning.  E necessario
dunque scegliere l'algoritmo pi u opportuno. La maggior parte delle applicazioni ML
fornisce un'interfaccia \user-friendly", dove  e necessario solamente inserire i dati in modo
che il ricercatore possa concentrarsi maggiormente su questi che non sull'implementazione
dell'algoritmo.
Di seguito saranno elencati i due algoritmi maggiormente utilizzati negli studi recenti.
Tali predittori dieriscono tra loro per il particolare algoritmo usato, per la scelta dei
parametri e per il metodo usato per selezionare sottoinsiemi di parametri dall'insieme di
partenza.
2.2.1 Alberi decisionali
Gli alberi decisionali (Figura 2.4) vengono implementati ricorsivamente in questo modo:
per un assegnato insieme di dati e relativi parametri:
1. considero il parametro che meglio divide il mio insieme di dati in n sottoinsiemi;
2. applico il criterio di decisione e trovo gli n sottoinsiemi;
3. ripeto i due passi precedenti per ogni sottoinsieme no a che non viene rispettata
una condizione che pu o essere:
17a. tutti i dati appartengono ad una sola classe, ovvero trovo un parametro che mi
individua un solo sottoinsieme non nullo;
b. non ci sono pi u parametri da utilizzare.
Figura 2.4: Albero di decisione.
Il problema  e dunque quelli di valutare quali siano i parametri che determinano i
migliori split. L'idea  e quella di ricercare una grandezza che dia un'indicazione della
\purezza" dei sottoinsiemi ottenuti dalla partizione. Questa grandezza dovr a soddisfare dei
requisiti:
 sar a nulla quando un sottoinsieme  e puro, ovvero tutti i campioni appartengono alla
stessa classe;
 sar a massimale quando tutte le classi possibili sono equivalenti;
 dovr a essere indipendenti dall'ordine delle diramazioni.
L'entropia  e una misura molto utilizzata che soddisfa questi requisiti. Si denisce
come: entropia(p1;p2;:::;pn) =  p1logpp1   p2logp2;:::;pnlogpn, dove:
 pi  e la frazione della classe campione i-esima nel sottoinsieme;
 n  e il numero totale delle classi.
Esempio. Si consideri un dataset di 14 campioni di cui 9 positivi e 5 negativi. L'entropia
del dataset di partenza sar a 0.940. Si eettua uno split in 3 rami che avranno 2-3,4-0,3-2
campioni positivi e negativi rispettivamente. Calcolando le entropie dei 3 nodi sono 0.971,
0 e 0.971 per un totale di 0.693, rivelando che l'operazione di split aumenta la \purezza"
del dataset [10].
Concludendo, gli alberi decisionali hanno i seguenti vantaggi:
 sono facili da interpretare poich e sfruttano una semplice logica booleana;
 non richiedono una grande preelaborazione dei dati (es. normalizzazione);
 sono in grado di accettare dati eterogenei e non solamente numerici;
18 sono robusti in quanto facilmente validabili;
 sono ecienti su grandi dataset.
I limiti messi in evidenza da questo algoritmo sono invece:
 l'approccio \greedy" in quanto cerca una soluzione ottima da un punto di vista
globale attraverso una soluzione ottima ad ogni passo, al contrario delle soluzioni
polinomiali. Non  e quindi garantito che l'albero ottenuto sia ottimale;
 possono portare all'overtting se gli alberi creati sono troppo complessi. Bisogner a
quindi intervenire con il \pruning";
 la distorsione determinata dagli attributi che hanno un maggior numero di classi.
[19]
2.2.2 Support Vector Machine (SVM)
La SVM  e uno strumento molto utilizzato per risolvere problemi biomedicali per via
della sua accuratezza e cerca di separare i campioni in classi diverse. Di solito i dati vengono
portati dallo spazio originale allo spazio trasformato tramite una trasformazione non
lineare (Figura 2.5). La separazione dei parametri pu o quindi essere eseguita individuando
una retta, un piano o un iperpiano come in Figura 2.5, a seconda della dimensione dello
spazio dei parametri, scegliendo poi quello con il margine massimo.
Questo medoto ha due vantaggi:
 pu o generare un modello non lineare;
 previene l'overtting nch e il criterio di decisione  e lineare nello spazio trasformato.
Figura 2.5: Trasformazione dallo spazio originale allo spazio trasformato e individuazione
iperpiano.
L'overtting  e infatti uno dei problemi principali per la predizione nei metodi ML, ed
 e tanto pi u rilevante quanto pi u complesso  e il modello.
19Negli approcci recenti, molto spesso, la complessit a dell'algoritmo  e notevole e l'over-
tting viene trattato a posteriori. L'SVM, invece,  e un buon compromesso in quanto pu o
generare modelli molto complessi, a seconda della trasformazione adottata, ma utilizza
per la classicazione un iperpiano che  e un criterio di decisione molto semplice. L'SVM  e
chiamata cos  in quanto usa vettori di supporto per modellare sia la trasformazione che
l'iperpiano. Trasformare i dati originali dallo spazio campionato con una funzione non
lineare ad un nuovo spazio signica che il modello lineare nel nuovo spazio diventa non
lineare nello spazio originale. Per esempio, in due dimensioni x = (a;b), una trasformna-
zione non lineare in uno spazio a tre dimensioni potrebbe essere x0 = (a2;ab;b2). Se uno
strumento ML trova una suddivisione nel nuovo spazio, potrebbe non essere una linea
retta nello spazio originale.
Si fa qui notare che, in principio, ogni strumento, come un albero decisionale, potrebbe
essere usato per fare la decisione nello spazio trasformato. La ricerca in questo ambito,
si sta dedicando alla denizione di iperpiani sempre pi u ecienti. Il limite principale di
questo algoritmo  e la complessit a computazionale. Eseguire un'interazione completa del
genoma umano tramite la SVM richiederebbe anni.  E necessario quindi trovare dei metodi
ML di complessit a inferiore. Per ottenere un compromesso tra complessit a ed accuratezza
si pu o utilizzare, ad esempio, la tecnica detta Relaxed Variable Kernel Density Estimation
(RVKDE). Il kernel del RVKDE costituisce un metodo non parametrico per stimare la
densit a di probabilit a di una funzione di una variabile casuale. Inoltre  e un ordine di
grandezza pi u veloce del SVM ed ha una capacit a descrittiva comparabile [10].
2.2.3 Osservazioni sui metodi ML
Ci o che questi metodi di ML visti in questo capitolo hanno in comune sono:
 l'utilizzo di molte e varie sorgenti di dati;
 le prestazioni sono in
uenzate dalla qualit a dei dati sperimentali;
 sono quasi sempre nalizzati alla determinazione dell'interazione e non si dedicano
allo studio della non interazione. Infatti un dataset standard richiede anche campioni
negativi, ovvero proteine non interagenti. Tuttavia non c' e molta letteratura riguar-
dante metodi per la determinazione della non interazione tra proteine, osservazione,
questa, ricorrente nelle recenti pubblicazioni [10].
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analisi di terne di residui
21Nel lavoro di tesi  e stato implementato un modello per la predizione delle interfacce
proteiche utilizzando un algoritmo di machine learning istruito con le caratteristiche di
gruppi di tre residui contigui.
Il motivo di questa scelta  e stato quello di:
1. eettuare una caratterizzazione a risoluzione inferiore di quella che si ottiene
analizzando il singolo residuo;
2. tenere conto che le propriet a di un residuo sono in
uenzate dalle caratteristiche dei
residui adiacenti, in quanto i gradi di libert a della catena principale sono limitati.
Le caratteristiche di queste terne sono state determinate tramite l'analisi e l'elabo-
razione dei parametri dei residui che le compongono, non essendo presenti software che
estraggono caratteristiche di gruppi di pi u residui. L'identicazione nale evidenzier a
quali di queste terne saranno o meno presenti nelle interfacce. Questa identicazione
potr a essere poi sfruttata per elaborazioni successive.
Alcuni approcci recenti, ad esempio, considerano come parametri di un residuo anche
i parametri dei residui vicini, pesati secondo qualche criterio. La vicinanza tra residui pu o
essere determinata tramite:
1. l'applicazione di una distanza di cut-o ovvero due residui devono stare in un certo
intorno misurato da tutti gli atomi o dal carbonio  o altro, a seconda delle scelte
(Figura 2.6);
2. la costruzione di un diagramma di Voronoi (Figura 2.6).
Figura 2.6: Sx: schematizzazione dell'applicazione di una distanza Euclidea ad ogni residuo. Dx:
di diagramma di Voronoi in 2 dimensioni.
Entrambe le tecniche richiedono un'analisi di ogni punto, ovvero ogni atomo, della
proteina. La distanza di cut-o  e inoltre frutto di una scelta a priori, scelta che ha un
eetto sui risultati. Il diagramma di Voronoi, invece, non richiede distanze di cut-o, ma
potrebbe identicare come adiacenti residui \lontani" [4]. Tramite l'approccio scelto non
23si esclude comunque l'utilizzo di queste tecniche importanti, ma si eettua un'analisi che
tiene conto della vicinanza dei residui in una maniera non costosa computazionalmente,
e che comunque permette che la vicinanza nello spazio sia valutata in seguito su di un
minor numero di punti.
In sintesi, come schematizzato in Figura 2.7, l'elaborazione si sviluppa in questo modo:
da un dataset di complessi proteici [6]
1. si considerano le catene delle proteine singolarmente ovvero senza considerare il
complesso di cui fanno parte;
2. si estraggono i parametri dalla struttura primaria e terziaria dei singoli residui;
3. si considerano terne contigue (non tramite nestra mobile) di residui caratterizzan-
dole con i parametri elaborati dei residui che le compongono;
4. si utilizza un algoritmo a Random Forest il cui training viene eettuato utilizzando
i parametri delle terne di cui si conosce l'appartenenza o meno ad un interfaccia;
5. identicate le terne di interfaccia, si eettuano delle prove su proteine test.
Figura 2.7: Riassunto dell'algoritmo utilizzato. L'algoritmo ML viene addestrato con terne note
e poi utilizzato per predire nuove terne di interfaccia.
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Estrazione dei parametri
Sono stati analizzati dei complessi proteici appartenenti al dataset B100 [6] che
rappresenta uno dei benchmark pi u recenti per la validazione di algoritmi di docking. Da
questi sono stati ricavati i parametri di interesse, classicabili tra quelli descritti nella
prima parte. I valori sono stati determinati da ogni singolo residuo, e poi rielaborati
per rappresentare le terne di appartenenza in quanto non vi sono software progettati per
l'analisi di terne.
Di seguito vengono descritti in dettaglio i parametri utilizzati.
3.1 Parametri strutturali
Le caratteristiche della struttura sono molto importanti per la caratterizzazione dei
residui di interfaccia.  E facilmente intuibile che residui idrolici tendano a disporsi sulla
supercie [7], come  e probabile che residui con un'estesa supercie esterna abbiano pi u
probabilit a di trovarsi su di un'interfaccia rispetto a residui situati all'interno della proteina.
Questi parametri sono stati ricavati da PSAIA [5] impostando come raggio del solvente
1:4 A. Questa scelta verr a giusticata in seguito.
Un esempio dei valori estratti si trova in Figura 3.1.
Figura 3.1: Estrazione dei parametri strutturali di residui dal complesso 1A2K[17] dall'output di
PSAIA.
253.1.1 Idrofobicit a
Ogni residuo ha il suo valore di idrofobicit a, indipendente dalla struttura di apparte-
nenza. I valori utilizzati come standard sono riportati in Figura 3.1. La scala  e basata su
un insieme di osservazioni sperimentali ottenute dalla letteratura. Una sliding window di
lunghezza determinata calcola l'idrofobicit a media in un segmento, quindi il valore nale
per ogni amminoacido sar a la media dei valori assunti nella traslazione della nestra. Si  e
visto che le zone pi u esterne delle proteine hanno una composizione rilevante di residui
idrofobici.
3.1.2 Supercie Accessibile al Solvente (ASA) e derivati
La supercie accessibile al solvente (ASA)  e solitamente espressa in  A2 ed  e uno delle
caratteristiche pi u utilizzate ed informative. Viene calcolata usando l'algoritmo della
\sfera rotolante" rappresentato in Figura 3.2 ovvero  e il luogo dei punti individuati dal
centro di una sfera di raggio 1:4 A (approssimazione del raggio della molecola dell'acqua)
attorno alla supercie di Van der Waals degli atomi della struttura. L'ASA relativa
(RASA)  e il rapporto tra l'ASA del residuo e l'ASA standard del residuo. Quest'ultima
viene determinata calcolando il valore medio che ogni residuo assume nel momento in cui
si trova al centro di una tripletta, es. ALA-X-ALA; le triplette considerate sono 1000,
selezionate in maniera casuale, ma sempre con il residuo di interesse al centro. Sia che
per l'ASA che per la RASA vengono calcolati valori:
1. total: somma del valore di tutti gli atomi;
2. backbone: somma del valore degli atomi della catena principale;
3. side chain: somma del valore degli atomi della catena laterale;
4. polar: somma del valore degli atomi N e O;
5. non polar: somma del valore degli atomi di carbonio.
26Amino Hydro
ALA 1.8
ARG -4.5
ASN -3.5
ASP -3.5
CYS 2.5
GLN -3.5
GLU -3.5
GLY -0.4
HIS -3.2
ILE 4.5
LEU 3.8
LYS -3.9
MET 1.9
PHE 2.8
PRO 1.6
SER -0.8
THR -0.7
TRP -0.9
TYR -1.3
VAL 4.2
Elemento raggio ( A)
Idrogeno 1.20
Carbonio 1.70
Azoto 1.55
Ossigeno 1.52
Tabella 3.1: Sx: Scala standard di idrofobicit a degli amminoacidi [1]. Dx: Una delle stime dei
raggi di Van der Waals di alcuni elementi.
3.1.3 Indici di protrusione DPX e CX
Il DPX (depth index) di un atomo  e denito come la sua distanza in  A dal pi u vicino
atomo accessibile al solvente, ovvero avente ASA> 0. Sar a nullo per gli atomi accessibili e
positivo e crescente per gli atomi pi u interni. Il CX, invece, calcola il numero di atomi
pesanti che stanno entro una certa distanza (10 A) da ogni atomo che non sia di idrogeno.
Questo numero  e moltiplicato per il volume atomico medio trovato nelle proteine, da cui
si ottiene il volume occupato dalla proteina entro la sfera (Vint). Il volume Vext rimanente
 e la dierenza tra il volume della sfera e Vint. Da cui si ha CX= Vext
Vint. Sia per il DPX che
per il CX se ne calcola il valore:
1. mean total: somma del valore di tutti gli atomi;
2. maximum: il pi u alto dei valori calcolati per tutti gli atomi;
3. minimum: il pi u basso dei valori calcolati per tutti gli atomi.
3.2 Parametri energetici
Sono stati inseriti anche parametri relativi al contributo energetico di ogni residuo
nella struttura. Questi sono stati ricavati da FoldX [9], un algoritmo che utilizza un campo
27Figura 3.2: Schematizzazione dell'algoritmo di determinazione della supercie accessibile al
solvente (ASA)
di forze empirico per il calcolo dell'eetto di mutazioni puntuali e energia di interazione
nelle proteine. Il calcolo  e basato sull'energia libera di folding di Gibbs, e decomposta in
diversi termini energetici. I parametri utilizzati sono in Figura 3.3.
Figura 3.3: Estrazione dei parametri di residui energetici dal complesso 1A2K[17] dall'output di
FoldX.
3.2.1 Legame a Idrogeno
Backbone e Sidechain Hydrogen Bond rappresentano il contributo della formazione
dei legami a idrogeno tra gli atomi della catena principale, il primo, e tra gli atomi della
catena laterale, il secondo.
3.2.2 Interazioni di Van der Waals
Le interazioni di Van der Waals rappresentano una penalizzazione energetica qualora
due atomi si venissero a trovare entro una distanza inferiore alla somma dei rispettivi
raggi di VdW, i cui valori sono riportati in Figura 3.1. Atomi troppo vicini tenderebbero
a respingersi, quindi aumenterebbero l'instabilit a. Pur avendo considerato solo la somma
28complessiva il software permette anche di rilevare le energie di interazione di dipolo e
torsionale.
3.2.3 Entropia
L'entropia  e un costo energetico che cresce quando due molecole hanno libert a rotazio-
nale e transazionale ridotte a causa del loro legame. Questo costo  e valutato separatamente
per la catena principale e laterale.
3.2.4 Interazione con il solvente
Sono parametri sperimentali ricavati da prove in cui gli amminoacidi vengono trasferiti
dall'acqua ad un solvente organico. Questo processo simula ci o che avviene in un ammi-
noacido durante il ripiegamento: la proteina si ripiega in un certo modo nel solvente e
successivamente si ricongura in ambiente idrofobico.
3.2.5 Occupazione
L'occupazione di un residuo, o della sua catena principale/laterale,  e il volume occupato
da questi nella proteina di appartenenza.  E misurato tramite una funzione che elabora il
volume degli atomi in questione.
3.2.6 Contributo elettrostatico
 E calcolato da una semplice implementazione della legge di Coulomb
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4.1 Costruzione delle terne
Per ogni residuo delle proteine contenute nel dataset si ottiene dagli output di PSAIA
e FoldX un vettore contenente i parametri descritti. Si precisa che un (esiguo) numero di
proteine del dataset sono state scartate poich e i software di elaborazione non erano in
grado di processarne la struttura. Inoltre alcuni residui possono subire una mutazione per
motivi di ecienza energetica durante l'elaborazione di FoldX, aspetto di cui  e necessario
tenere conto nel momento in cui si integrano risultati provenienti da software dierenti.
Ogni catena proteica  e stata suddivisa in gruppi di tre residui consecutivi a partire dal
primo residuo della catena. Sono stati scartati al pi u due residui nali qualora avanzassero
(ossia nel caso in cui il numero di residui della catena non fosse divisibile per 3). Si pu o
eventualmente valutare se possa essere signicativo fare in modo che i residui da scartare
debbano essere quelli situati ai due estremi o i due ad un solo estremo come in questo
caso. I parametri dei singoli residui vengono quindi elaborati per rappresentare la terna
di cui fanno parte (Figura 4.1). Dierenti elaborazioni sono state eettuate ma i risultati
che hanno determinato una predizione migliore sono stati ottenuti eettuando una media
algebrica dei valori dei tre residui. Questo non signica che questa sia la scelta migliore in
generale ma andr a valutata assieme ad altre scelte fatte nell'implementazione.
4.2 Determinazione delle terne di interfaccia per il
training
Dovendo istruire un algoritmo di ML  e necessario utilizzare parametri di terne di cui
si conosca l'appartenenza o meno ad un'interfaccia. Le terne di interfaccia dei complessi
del dataset utilizzato [6] non sono note ma possono essere determinate, dato che se ne
conosce la struttura quaternaria. La determinazione di queste non pu o essere eettuata
direttamente, sempre per il motivo per cui non si hanno a disposizione software che
eettuino l'analisi a terne.
31Figura 4.1: Parametri per terne di residui.
Si  e scelto quindi di procedere nel modo seguente:
1. si analizza ogni catena con un software che determini i residui di interazione. Per
questo  e stato usato PSAIA, individuando i residui che avessero almeno una coppia
di atomi (esclusi gli atomi di idrogeno) a distanza inferiore a 6 A dai residui dell'altra
proteina (Figura 4.2): il valore scelto sta nel range [4,6] A che solitamente viene
utilizzato per determinare l'interazione tra residui [20] [5].
2. si considera una terna di interfaccia una terna di cui almeno uno dei suoi 3 residui
faccia parte di un'interfaccia: questo  e stato fatto per non perdere informazione sui
pochi, in proporzione, residui di interfaccia.  E possibile vedere l'identicazione della
terna in Figura 4.2, in corrispondenza del parametro isInterface.
L'algoritmo ML  e stato istruito con 8000 terne appartenenti a 60 complessi proteici.
32Figura 4.2: Sx: concetto di distanza tra residui di due proteine formanti un complesso. Dx:
individuazione dei residui di interfaccia del complesso 1A2K[17] tramite PSAIA: 1=interfaccia,
0=non interfaccia
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tramite Random Forest
La scelta dell'algoritmo di ML da utilizzare  e ricaduta sul Random Forest in quanto:
 aronta bene problemi con elevato numero di parametri;
 conferisce alti livelli di accuratezza;
  e resistente all'overtting in quanto si ha introduzione di casualit a a diversi livelli;
 la fase di training  e veloce anche con migliaia di predittori;
 non  e necessario selezionare le variabili da utilizzare;
 permette di determinare i parametri pi u informativi tra quelli utilizzati tramite una
misura di \importanza";
 i risultati sono invarianti a trasformazioni monotone delle variabili.
Inoltre  e un algoritmo di facile comprensione e implementazione [12] [11].
5.1 Teoria del Random Forest
La foresta pu o essere creata secondo dierenti modalit a; nella pubblicazione originale[12]
viene costruita come segue. Dato un insieme di n dati con relativi m parametri:
1. considero un numero m << M di parametri
2. considero un training set campionando con reinserimento (metodo detto di \boo-
tstrapping") n volte dall'insieme di n dati originale, vedi Figura 5.1;
3. i dati rimanenti vengono usati per determinare l'errore dell'albero;
4. per ogni nodo dell'albero vengono scelti casualmente (eventualmente con reinseri-
mento) m << M parametri, di solito m =
p
M;
355. di questi m viene scelto il nodo che determina lo split migliore nell'insieme degli m;
6. ogni albero viene fatto crescere no alla sua massima estensione, senza utilizzare
tecniche di pruning;
7. Ogni albero si sviluppa su circa il 63% dei dati di training originali: il 37% rimanente
(Out Of Bag (OOB)) viene usato per testare l'albero stesso; le statistiche sul RF
sono tutte basate su questo OOB.
Figura 5.1: Schema Random Forest: gli alberi vengono istruiti con un sottoinsieme casuale dei
dati.
Un caratteristica particolarmente attraente delle Random Forests  e che esse generano
una stima di quali variabili siano importanti per la classicazione, orendo la possibilit a
di selezionare solo un sottoinsieme che risulti ottimale dal punto di vista statistico. La
procedura che permette di fare questa valutazione  e la seguente. Per ogni albero si
classicano i casi OOB per quel particolare albero. Per il j-esimo albero si abbiano Cj casi
classicati correttamente. Si permutano quindi casualmente i valori della i-esima variabile
per i casi OOB e si riclassicano i soggetti. Siano CPij i casi classicati correttamente
dopo la permutazione. Si calcola il valore di importanza della i-esima variabile Iij:
Iij = Cj   CPij. Si ripete il procedimento su tutti gli alberi della foresta e si fa la media
dei valori ottenuti: Ii = mean(Iij); l'indice Ii stima l'importanza della i-esima variabile.
L'errore standard di tale stima viene valutato come se tali valori fossero indipendenti.
Dividendo la stima Iij per il suo errore standard si ha la stima normalizzata dell'importanza
della i-esima variabile. Un altro indice che permette di valutare l'importanza di una
variabile  e basato sulla somma su tutti gli alberi della foresta dell'indice di decrescita
dell'impurit a di Gini dovuto all'uso di ciascuna variabile. Questa stima di importanza  e
solitamente consistente con la precedente [21].
5.2 Predizione di terne di inerfaccia tramite RF
Il training della foresta  e stato eseguito su 8000 terne. La foresta  e stata costituita da
200 alberi[4] e i parametri tra cui scegliere ad ogni split  e stato 5 su 27 disponibili. Nella
36pubblicazione originale infatti viene consigliato un numero di parametri per ogni split pari
a
p
n con n numero dei parametri.
La decisione nale viene determinata guardando la moda dei risultati (Figura 5.2).
Figura 5.2: Una terna viene classicata da ogni albero della foresta e la decisione nale sar a
determinata dalla maggioranza dei risultati.
Un valore utilizzato per stimare la bont a della predizione  e Out Of Bags (OOB)
estimate error rate. Questo viene calcolato, utilizzando il 37% dei dati esclusi dalla
costruzione dell'n-esimo albero, nel modo seguente:
1. prendo uno dei dati esclusi nella costruzione di un albero;
2. classico questo dato utilizzando tale albero;
3. calcolo quante il dato viene classicato erroneamente ogni volta che si trova OOB;
4. faccio la media di questo valore per ogni dato.
Nel nostro caso il valore  e stato del 18%.
I parametri risultati pi u informativi, ovvero quelli che hanno riportato il valore
di \importance" pi u elevato sono risultati essere il \minimum DPX" e il \main chain
occupation". A seguire i parametri relativi alla supercie accessibile.
Di seguito  e indicato il codice R[13] utilizzato per il Random Forest.
La prima parte segue per inizializzare il pacchetto \randomForest" e per caricare il
le in cui si deve riportare un'intestazione contenente i nomi dei parametri separati da
uno spazio.
library(randomForest)
nomeFile="file.txt"
proteine<-read.table(nomeFile, sep=" ", header=TRUE)
Quindi si scelgono le terne su cui eseguire il training. Inoltre sono da indicare le
colonne corrispondenti ai parametri utilizzati.
train = proteine[ c(0:8000),(0:27) ]
37Tra questi poi va indicato il parametro che determina la divisione nelle due classi, in
questo caso \isInterface". Inoltre si indica che si vuole avere la misura di \importance"
dei parametri, si imposta il numero degli alberi e il numero di parametri da valutare
ad ogni split. Il comando successivi servono solo per visualizzare i risultati e i valori di
importanza.
RF = randomForest(isInterface ~ ., data=train, importance=TRUE,ntree=200,ntry=5)
print(RF)
importance(RF)
Volendo predire delle terne incognite  e suciente caricarle e eettuare la classicazione
tramite il modello appena ottenuto. Il comando table serve a visualizzare la matrice di
confusione.
terneIncognite=proteine[ c(8001:9000),(0:27) ]
protein.predict=predict(RF,terneIncognite)
print(protein.predict)
t = table(observed=test[,'isInterface'], predict=proteine.predict)
Veri Negativi: 4185 Falsi Positivi: 423
Falsi Negativi: 1045 Veri Positivi: 2347
Tabella 5.1: Matrice di confusione.
La matrice di confusione ottenuta con il campione di 8000 terne  e illustrata nella
Tabella 5.1. Inoltre l'errore di classicazione  e di circa il 10% per le terne non di interfaccia
e del 30% per le terne di interfaccia. In Figura 5.3 si vede una proteina per la quale
vengono predette le terne di interfaccia, rappresentate in funzione dei propri atomi.
Figura 5.3: Atomi appartenenti alle terne di interfaccia (in blu) predette per la proteina 1CGI[17]
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39I risultati ottenuti sono solo in parte soddisfacenti. Le terne individuate come di
interfaccia seguendo il metodo descritto sono sottostimate. L'errore nella classicazione
 e molto alto soprattutto per quanto riguarda l'individuazione delle eettive terne di
interfaccia. Il motivo  e da ricercarsi in diversi aspetti dell'algoritmo:
 molti parametri non sono sucientemente informativi, ovvero non caratterizzano
a sucienza i residui di interfaccia, e ci o si ripercuote sulla caratterizzazione delle
terne;
 riguardo la determinazione dell'interfaccia di complessi noti per il training si
sottolinea che:
a.  e necessario decidere una soglia, la cui scelta in
uenzer a la predizione. Gong
et al.[20] utilizzano una soglia di 5 A. Vi sono anche altri criteri per scegliere
residui di interfaccia, ad esempio, Aloy and Russell[10] deniscono interagenti i
residui che abbiano legami a idrogeno N-O 3:5 A, ponti salini N-O 5:5 A o
interazioni di Van der Waals C-C 5 A. Altri misurano la variazione della ASA
prima e dopo la formazione del legame[5]. Altri ancora visualizzano adiacenze
tra residui di proteine dierenti tramite il diagramma di Voronoi.
b.  e da vericare quale sia il metodo pi u conveniente per passare dal singolo
residuo alla terna; esiste il rischio infatti che considerando di interfaccia solo
terne di cui tutti i residui risultano di interfaccia si possano rilevare un numero
di terne di interfaccia molto limitato.
 il dataset in
uisce molto la bont a della predizione: infatti il random forest tende
a mantenere nella predizione il rapporto tra il numero di dati appartenenti alle
due classi: imporre un numero pi u o meno uguale di \true" e \false" porta ad
una sovrastima del numero di terne di interfaccia, e un peggioramento dell'errore
associato per o ad una crescita dell'indice di importanza dei parametri;
 la determinazione dei parametri energetici si basa su un modello empirico.
Possibili miglioramenti potrebbero essere:
 utilizzare di criteri pi u precisi per la determinazione delle interfacce, cosa che
dovrebbe creare meno ambiguit a;
  e necessario studiare a fondo come debba essere impostato il training set per produrre
i risultati pi u verosimili;
 determinare parametri pi u informativi dei residui;
 considerare la possibilit a di individuare parametri specici per le terne; esempi
potrebbero essere:
41a. un coeciente che tenga conto del grado ripiegamento/torsione della catena
principale della terna;
b. dierenza massima/minima, tra parametri dei residui componenti, quali DPX
o ASA.
Oltre a quelli elencati vi sono anche problemi con i quali dovr a avere a che fare
chiunque si occupi di problemi di individuazione di interfacce. Molti software non sono
opensource e ad esempio non  e disponibile un'implementazione dell'algoritmo di Connoly
per la determinazione della supercie accessibile. Per questo  e necessario prendere per
buoni i risultati che vengono dati.
Se vi  e la necessit a di analizzare dataset proteici si ha una disponibilit a limitata o
nulla di software che soddisfano requisiti essenziali per un'analisi eciente ovvero:
 siano stand alone, in quanto molti sono utilizzabili solo da server;
 permettano l'analisi di pi u strutture alla volta, con tempi di elaborazione ragionevoli,
cosa che, per altro, si ha solitamente per i software stand alone;
 consentano un parsing agevole dei le di output;
 siano ottimizzati per l'analisi di le del Protein Data Bank (PDB) che sta diventando
il database di riferimento;
 permettano di analizzare pi u di una caratteristica per volta.
Sarebbe di fondamentale importanza riuscire ad integrare tra di loro software di analisi
di parametri, sfruttando anche le potenzialit a delle librerie BioJava, BioPython e BioPerl,
che consentono una robusta analisi della struttura a partire da le del PDB, ma sono
carenti dal punto di vista dell'estrazione dei parametri dalle sue componenti.
Recentemente  e stato introdotto Taverna[22], un sistema che permette di gestire
facilmente una serie di servizi, \web servers" compresi, per l'analisi di dati bioinformatici.
Questi non devono essere installati e possono essere, ad esempio, utilizzati in cascata. Gli
schemi di lavoro possono essere salvati e riutilizzati risparmiando tempo considerevole
al ricercatore. Sarebbe quindi molto importante integrare in questo sistema il maggior
numero di strumenti.
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