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Abstract
We study Manin triples for a reductive Lie algebra, g. First, we general-
ize results of E. Karolinsky, on the classification of Lagrangian subalgebras
(cf. KAROLINSKY E., A Classification of Poisson homogeneous spaces of a
compact Poisson Lie group, Dokl. Ak. Nauk, 359 (1998), 13-15). Then we
show that, if g is non commutative, one can attach , to each Manin triple in
g , another one for a strictly smaller reductive complex Lie subalgebra of g.
We study also the inverse process.
0 Introduction
Let g be a finite dimensional, complex, reductive Lie algebra. One says that
a symmetric, g-invariant, R-bilinear form on g is a Manin form if and only
if its signature is (dimCg, dimCg). A Manin form is called special, if its re-
striction to any complex semisimple Lie algebra is non zero. It is easily seen
that for a complex semisimple (resp. simple) Lie algebra, every non degener-
ate (resp. non zero) symmetric, g invariant, R-bilinear form on g is a Manin
form (resp. special).
Recall that a Manin-triple in g is a triple (B, i, i′), where B is a Manin
form and where i, i′ are real Lie subalgebras of g, isotropic for B, and such
that i+ i′ = g. Then this is a direct sum and i, i′ are of real dimension equal
to the complex dimension of g.
Our goal is to construct all Manin-triples of g, up to conjugacy under the
action on g of the connected, simply connected Lie group G with Lie algebra
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g, by induction on the rank of the derived algebra of g.
One calls af-involution of a complex semi-simple Lie algebra m, any invo-
lutive automorphism of m, σ such that there exists :
1) an ideal m˜0 of m, and a real form h˜0 of m˜0,
2) simple ideals of m, m′j , m
′′
j , j = 1, . . . , p,
3) an isomorphism of complex Lie algebras, τj , between m
′
j and m
′′
j , j =
1, . . . , p,
such that, denoting by hj := {(X, τj(X)|X ∈ m
′
j}, and by h the fixed point
set of σ, one has :
m = m˜0 ⊕ (⊕j=1,...,p(m
′
j ⊕m
′′
j ))
h = h˜0 ⊕ (⊕j=1,...,phj)
Notice that an R-linear involutive automorphism of m is determined by its
fixed point set, as the set of antiinvariant points is just the orhogonal of the
fixed point set, for the Killing form of m, viewed as a real Lie algebra. The
following Theorem generalize previous results of E.Karolinsky (cf [K2], The-
orem 1 (i) and [K1] for the proof, see also [K3] Proposition 3.1), as we do
not make any restriction on the Manin form.
Theorem 1
Let B be a Manin form and let i be a Lagrangian subalgebra of g for B,
i.e. a real Lie subalgebra of g of dimension the complex dimension of g and
isotropic for B . Then :
a) If we denote by p the normalizer in g of the nilpotent radical, n, of i, then
p is a parabolic subalgebra of g, with nilpotent radical equals to n.
b) Let l be a Levi subalgebra of p (i.e. l is a reductive Lie subalgebra of p
with p = l ⊕ n), and denote by m its derived ideal and a its center,then the
intersection, h, of i and m is the fixed point set of an af-involution of m,
which is isotropic for B. Moreover, if B is special h is a real form of m
c) The intersection, ia, of a and i, is isotropic for B, and its real dimension
equals the complex dimension of a.
d) One has i = h⊕ ia ⊕ n.
Reciprocally, any real Lie subalgebra, i, of g, which is of this form is La-
grangian for B.
Then, one says that i is under p
One chooses a Cartan subalgebra j0 of g, and a Borel subalgebra of g con-
taining j0, b0. Then, from Theorem 1 and the Bruhat decomposition, one
sees (cf. Proposition 1) that every Manin triple is conjugated, under G, to a
Manin triple (B, i, i′) such that i is under p and i′ is under p′, with p contain-
ing b0 and p
′ containing the opposite Borel subalgebra to b0, with respect to
j0. A Manin triple satisfying these conditions will be called standard, under
(p, p′).
If r is a real subalgebra of g, we denote by R the analytic subgroup of G with
with Lie algebra r .
If e is an abelian real subalgebra of g, r is an e-invariant subspace of g, let
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∆(r, e) the set of weights of e in r, which is the subset of HomR(e,C) whose
elements are joint eigenvalues of elements in e acting on r.The weight space
of α in ∆(r, e) is denoted by rα.
Let p, p′ be given as above, and let B be a Manin form on g.
Theorem 2
If there exists a standard Manin triple (B, i, i′) under (p, p′), then p or p′ is
different from g .
Theorem 3
Suppose that (B, i, i′) is a standard Manin triple under (p, p′)). Let pn
′
be the
projection of g on the j0-invariant supplementary subspace of the nilpotent
radical n′ of p′ , with kernel n′ . Let l ⊕ n the Langlands decomposition of
p, such that l contains j0. Set i1 = p
n′(h˜ ∩ p′), where h˜ = i ∩ l. One defines
similarly i′1.
Then i1, i
′
1 are contained in l ∩ l
′. Moreover, if B1 denotes the restriction of
B to l ∩ l′, (B1, i1, i
′
1) is a Manin triple for l ∩ l
′. We set g1 := l ∩ l
′.
We will use freely the notation of Theorem 1 for (B1, i1, i
′
1), which is called
the predecessor of the standard Manin triple (B, i, i′) .
Theorem 4
(i) Every Manin triple under (p, p′) is conjugate to a standard Manin triple
as above, (B, i, i′), with predecessor (B1, i1, i
′
1), for which there exists a fun-
damental Cartan subalgebra f˜ (resp. f˜′) of i (resp.i′), included in i1 (resp. i
′
1),
such that, if we denote by σ (resp. σ′) the af-involution of m (resp. m′), with
fixed point set h (resp. h′), then the pair (˜f, σ) satisfies the following proper-
ties (the pair (f˜′, σ′) satisfying similar properties with the obvious changes) :
1) The map σ is an af-involution of m with fixed point set h, and f˜ is a fun-
damental Cartan subalgebra of i1 such that f˜ = f + ia, where f = f˜ ∩ h is a
fundamental Cartan subalgebra of h and ia = i∩a. Moreover ia is Lagrangian
for B restricted to a, and h is isotropic for B. Let us denote by j the central-
izer of f˜ in g. This is a Cartan subalgebra of g, contained in l ∩ l′.
2) The intersection of h with n′ is reduced to zero.
3)There exists a Borel subalgebra, b, of m, containing j ∩m and included in
m ∩ p′, such that σ(b) + b = m.
4) There exists a unique Langlands decomposition of p1 (where i1 is under
p1), l1 ⊕ n1, with l1 containing f˜. Then m1 := [l1, l1] is equal to the derived
ideal of (m ∩ l′) ∩ σ(m ∩ l′).
5) If α ∈ ∆(m, j), one can define α ∈ ∆(m, j) by the condition : σ(mα) = mα.
One has : n1 = ⊕α∈∆(n′∩l,j)∩∆(l∩l′,j)m
α.
6) The restriction of σ to m1 is equal to the af-involution of m1 having
h
1
:= i1 ∩m1 as fixed point set.
One says that the standard Manin triple (B, i, i′) is linked , or linked to its
predecessor (B1, i1, i
′
1) , with link (˜f, f˜
′).
(ii) Reciprocally, if B is a Manin form, if (B1, i1, i
′
1) is a Manin triple for
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l ∩ l′, and if (˜f, σ) (resp. (f˜′, σ′)) satisfies the conditions 1) to 6) (resp. the
conditions 1) to 6) with the obvious changes), then the triple (B, i, i′), where
i := h+ ia + n, and i
′ is defined similarly, is a standard Manin triple , under
(p, p′), linked to (B1, i1, i
′
1) with link (˜f, f˜
′).
One shows easily that every Manin triple for g is conjugated under G to
a standard linked Manin triple having a sequence of predecessors which are
standard and linked (cf. Proposition 5). We say that such a Manin triple is
strongly standard. Then the sequence is stationnary and its ending ele-
ment,denoted by (Bp, ip, i
′
p) (where p denotes the first index for which gp = j0)
is a Manin triple in j0, where Bp is the restriction of B to j0. It depends only
on the conjugacy class under G of the original Manin triple and it is called
the bottom of this conjugacy class. Then, if (B1, i1, i
′
1) is as in Theorem 3
(ii), and moreover strongly standard, the existence of a fundamental Cartan
subalgebra f˜ of i1 with f˜ is equal to the sum of its intersections with m and a
(as in condition 1) of the Theorem 4) is equivalent to the fact that ip satisfies
the same property. Moreover, in this case f˜ and ip are conjugate by an ele-
ment x1 of I1I2...Ip. More precisely x1 = y1 . . . yp, where the yj are elements
of Ij such that for all j = 2, . . . , p, one has Ad(yjyj+1 . . . yp)(ip) ⊂ ij ∩ ij−1
This allows us to partly reduce the construction of an af-involution, for which
the fixed point set has f = f˜∩m as fundamental Cartan subalgebra, and sat-
isfying the properties 1) to 5), to a similar problem with f replaced by ip∩m,
l1, by l1, where l1 contains j0, and l1 ⊕ n1 is a Langlands decomposition of p
(cf. Lemme 13). The correspondance between the solutions of the two prob-
lems is given by conjugacy under x1. In principle, this problem can be solved
explicitely , the possibilities for ip ∩m being finite . Up to conjugacy by J0,
there are only finetely many solutions (Propositions 6, 7). The condition 6)
adds an extra restriction.
One wants also to decide when the Manin triples that are built with the help
of Theorem 4 (ii) are conjugate under G.
This question reduces, by induction, to determining when strongly standard
Manin triples, with a given predecessor (B1, , i1, i
′
1), and which are under
(p, p′) are conjugate.
Let I be the normalizer of i in G. It is equal to HAN , where H = {m ∈
M |Ad m|m commutes with σ}. Then, the problem of conjugacy ultimately
reduces to deciding whether the intersection of xI with x′I ′ is non empty.
Here, the elements x, x′ of G can be determined from the data , in particular
from the x1 above, corresponding to each of the triples.
Comment on proofs:
The proof of Theorem 1 rests on the properties of the radical and of the nilpo-
tent radical of a Lie algebra (cf. [Bou], Groupes et alge`bres de Lie, Chapitre
I) , and the decomposition of elements in a semisimple Lie algebra as a sum
of commuting nilpotent and semisimple elements. As we said already, our
method of proof is probably a mixing of the Karolinsky’s method for proving
his results quoted above.
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In the proof of Theorem 2, we use a result of Gantmacher [G] which ensures
that every automorphism of a real semisimple Lie algebra has non zero fixed
points.
The proof of Theorem 3 is elementary.
In the proof of Theorem 4, we use the characterization, by T. Matsuki ([M1],
[M2]) of open orbits in generalized flag manifolds of a complex semisimple Lie
group, under the action of the fixed point set of an involutive automorphism.
Aknowledgment : I thank very much C. Klimcik for suggesting me this
work, and for many interesting discussions. I thank also J.L. Brylinski for
pointing out to me the work of E. Karolinsky.
1 Sous-alge`bres de Lie Lagrangiennes
Dans tout l’article, alge`bre de Lie voudra dire alge`bre de Lie de dimension
finie.
Si g est une alge`bre de Lie on notera souvent gder son ide´al de´rive´.
Soit a est une alge`bre de Lie abe´lienne sur K = R ou C, V un a-module
complexe. Pour λ ∈ HomK(a,C), on note V
λ := {v ∈ V |Xv = λ(X)v, X ∈
a}, qui est appele´ le sous-espace de poids λ de V . On dit que λ est un poids
de a dans V si V λ est non nul et on note ∆(V, a) l’ensemble des poids non
nuls de a dans V .
Si G est un groupe de Lie, on notera G0 sa composante neutre.
Lemme 1
(i)Soit g une alge`bre de Lie semi-simple complexe, g1, . . . , gn ses ide´aux sim-
ples. Toute forme R-biline´aire g-invariante sur g est du type Bλ (ou B
g
λ), ou`
λ = (λ1, . . . , λn) ∈ C
n et :
Bλ(X1 + . . .+Xn, Y1 + . . .+ Yn) =
∑
i=1,...,n
Im(λiKgi(Xi, Yi)),
si les Xi, Yi sont des e´le´ments de gi. Ici Kgi de´signe la forme de Killing de
gi.
En particulier, une telle forme est syme´trique et les ide´aux simples sont deux
a` deux orthogonaux pour une telle forme.
(ii) La forme Bλ est non de´ge´ne´re´e si et seulement si chacun des λi est non
nul. Elle est alors de signature (dimCg, dimCg).
(iii) La restriction de Bgλ a` une sous-alge`bre complexe et simple, s, de g,
est de la forme Bsµ, ou` µ =
∑
i=1,...,n qiλi et pour chaque i, qi est un nombre
rationnel positif. De plus qi est non nul si et seulement si s a un crochet non
nul avec gi.
De´monstration : Traitons d’abord le cas ou` g est simple, auquel cas n = 1.
La donne´e d’une forme R-biline´aire g-invariante sur g, e´quivaut a` celle d’une
application R-line´aire entre g et HomR(g,R), qui commute a` l’action de g,
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regarde´e comme alge`bre de Lie re´elle. Mais la partie imaginaire de la forme
de Killing de g (regarde´e comme complexe) de´termine un isomorphisme de
g-modules entre g et HomR(g,R). Finalement, la donne´e de notre forme
e´quivaut a` la donne´e d’un endomorphisme, T , R-line´aire de g, commutant a`
l’action de g.
Soit k une forme re´lle compacte de g. On e´crit :
T (X) = Re T (X) + iIm T (X), X ∈ k,
ou` ReT (X), ImT (X) ∈ k. Alors ReT , ImT sont des e´le´ments de Homk(k, k).
Comme k est simple, il re´sulte du lemme de Schur que cet espace est e´gal a`
R Idk. Donc, il existe λ ∈ C tel que :
T (X) = λX, X ∈ k
Maintenant, si X, Y ∈ k, on a :
T (i[X, Y ]) = T ([iX, Y ]) = [iX, TY ]
la dernie`re e´galite´ re´sultant du fait que T commute a` l’action de g. Joint a`
ce qui pre´ce`de, cela donne :
T (i[X, Y ]) = λi[X, Y ], X, Y ∈ k
Comme [k, k] = k, on conclut que T est la multiplication par λ. D’ou` (i) dans
le cas ou` g est simple.
Supposons maintenant que g soit la somme directe de deux ide´aux g′, g′′.
Soit B une forme R-biline´aire g-invariante sur g. On a :
B([X ′, Y ′], X ′′) = −B(Y ′, [X ′, X ′′]) = 0, X ′, Y ′ ∈ g′, X ′′ ∈ g′′,
la dernie`re e´galite´ re´sultant du fait que g′, g′′ commutent entre eux. Comme
[g, g] = g, on a aussi [g′, g′] = g′. Finalement g′ et g′′ sont orthogonaux.
Alors, on de´duit (i) pour g semi-simple du cas ou` g est simple.
(ii) L’assertion sur la non nullite´ des λi est claire. Pour l’e´tude de la signature,
on se rame`ne au cas ou` g est simple. Supposons λ ∈ C, non nul. Soit k une
forme re´elle compacte de g. On fixe une base X1, . . . , Xl de k. On choisit une
racine carre´e µ de iλ−1.On pose Yi = µXi, Zi = iµXi. Alors Bλ(Yi, Zj) = 0,
Bλ(Yi, Yj) = δi,j, Bλ(Zi, Zj) = −δi,j . D’ou` l’on de´duit l’assertion voulue sur
la signature.
(iii) On utilisera le fait suivant :
Si ρ est une repre´sentation complexe d’une alge`bre de Lie simple complexe s
dans un espace de dimension finie V , on a :
tr(ρ(X)ρ(Y )) = qKs(X, Y )
ou` q est un nombre rationel positif. De plus q est nul si et seulement si ρ est
triviale.
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L’existence d’un coefficient de proportionnalite´ q est claire , car la forme de
Killing est la seule forme C-biline´aire sur s, a` un scalaire multiplicatif pre`s.
On se rame`ne, pour l’e´tude de q, au cas ou` ρ est simple. On conside`re, sur
V , un produit scalaire invariant par une forme re´elle compacte, k, de s. Si
X ∈ k, ρ(X) est antihermitien et :
tr(ρ(X)ρ(X)) = −tr(ρ(X)ρ(X)∗) ≤ 0
cette trace e´tant nulle seulement si ρ(X) est nul. On en de´duit que q > 0 si
ρ est non triviale. Puis on prend un e´le´ment non nul d’une sous-alge`bre de
Cartan j de s, sur lequel tous les poids entiers de j sont entiers. On en de´duit
que Kg(X,X) et tr(ρ(X)ρ(X)) sont des entiers, le premier nombre e´tant non
nul car e´gal a` la somme sur toutes les racines, α, de (α(X))2. La rationalite´
de q en re´sulte.
De´finition 1
Si g est une alge`bre de Lie re´ductive complexe, une forme R-biline´aire
syme´trique sur g et invariante par g est dite forme de Manin si et seulement
si elle est de signature (dimCg, dimCg). Une forme de Manin est dite forme
spe´ciale si sa restriction a` toute sous-alge`bre de Lie complexe semi-simple est
non de´ge´ne´re´e.
Lemme 2
(i) Une forme R-biline´aire syme´trique g-invariante sur g est spe´ciale si et
seulement si sa restriction a` gder est spe´ciale et si sa restriction au centre, z,
de g est de signature (dimCz, dimCz).
(ii) La restriction d’une forme spe´ciale a` une sous-alge`bre de Lie semisimple
complexe de g est spe´ciale.
(iii) La restriction d’une forme spe´ciale au centralisateur d’un e´le´ment semi-
simple de g, dont l’image par la repre´sentation adjointe de g n’a que des
valeurs propres re´elles, est spe´ciale.
(iv) Si g est semi-simple, et B = Bgλ, ou` λ = (λ1, . . . , λn) ∈ C
n ve´rifie :
Si
∑
i=1,...,n
qiλi = 0 avec qi ∈ Q
+, alors les qi sont tous nuls (1.1)
alors B est spe´ciale. On note que (1.1) est satisfait de`s que les λi sont
inde´pendants sur Q, ou bien tous strictement positifs.
(v) Si g est simple, toute forme R-biline´aire syme´trique g-invariante sur g
est spe´ciale.
De´monstration : (i) re´sulte du fait que toute sous-alge`bre semi-simple de
g est contenue dans gder et que, pour toute forme R-biline´aire syme´trique
g-invariante sur g, le centre de g et gder sont orthogonaux.
(ii) est clair.
Montrons (iii). Comme le centralisateur d’un e´le´ment de g est la somme de
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son intersection avec gder et de celle avec le centre, on se re´duit aise´ment,
graˆce a` (i) au cas ou` g est semi-simple, ce que l’on suppose dans la suite.
Soit X un e´le´ment semi-simple de g tel que adX n’a que des valeurs propres
re´elles, soit l son centralisateur et c le centre de l. D’apre`s (i) et (ii), il
suffit de voir que la restriction d’une forme spe´ciale a` c est de signature
(dimCc, dimCc). Soit j une sous-alge`bre de Cartan de g contenant X . Alors c
est e´gal a` l’intersection des noyaux des racines de j dans g s’annulant sur X .
Cela montre que c est la somme de ses intersections avec les ide´aux simples
de g. Il suffit alors de prouver notre assertion sur la signature dans le cas
ou` g est simple. Alors B = Bλ, avec λ non nul. Soit jR l’espace forme´ des
e´le´ments de j sur lesquels toutes les racines de j dans g sont re´elles, qui est
une forme re´elle de j. Il est clair que c est la somme directe de cR := c ∩ jR
avec icR. On fixe une base orthonorme´e, X1, . . . , Xl, de cR, pour la forme de
Killing de g. Celle-ci existe car la forme de Killing est de´finie positive sur
jR. On choisit une racine carre´e µ de iλ
−1. Onpose Yi = µXi, Zi = iµXi.
Alors Bλ(Yi, Zj) = 0, Bλ(Yi, Yj) = δi,j, Bλ(Zi, Zj) = −δi,j . D’ou` l’on de´duit
l’assertion voulue sur la signature, ce qui prouve (iii).
(iv) est une conse´quence imme´diate du Lemme 1 et (v) est un cas particulier
de (iv)
Corollaire 1 (i) La restriction, d’une forme R-biline´aire, syme´trique, g-
invariante sur g, et non de´ge´ne´re´e, B , au centralisateur, l d’un e´le´ment
semi-simple de g, dont l’image par la repre´sentation adjointe de g n’a que des
valeurs propres re´elles, est non de´ge´ne´re´e. Il en va de meˆme de sa restriction
a` lder et au centre a de l .
(ii) Si B est une forme de Manin sur g, sa restriction a` l (resp. lder, a) est
une forme de Manin sur l (resp. lder, a).
(iii) Une forme biline´aire syme´trique, g-invariante est une forme de Manin
si et seulement si sa restriction a` gder et sa restriction au centre de g sont
des formes de Manin.
De´monstration :
L’alge`bre de Lie l est la somme du centre z de g avec la somme de ses in-
tersections avec les ide´aux simples de g. Ces sous-alge`bres sont deux a` deux
orthogonales pour B, d’apre`s le Lemme 1. La restriction de B a` z est non
de´ge´ne´re´e, car gder et z sont orthogonaux. De plus la restriction de B a`
l’intersection de l avec un ide´al simple de g est non de´ge´ne´re´e, d’apre`s le
Lemme 2 (iii), applique´ a` cet ide´al simple. D’ou` l’on de´duit que la restriction
de B a` l est non de´ge´ne´re´e, ce qui implique le meˆme fait pour sa restriction
a` lder et a.
Si B est de signature (dimCg, dimCg), sa restriction a` z est de signature
(dimCz, dimCz). Alors, les assertions sur la signature se de´montre comme
ci-dessus, graˆce au Lemme 2 (ii), (v), aplique´ aux ide´aux simples de g. D’ou`
(ii).
La partie si de (iii) est claire. La partie seulement si re´sulte de (ii)
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On rappelle que le radical d’une alge`bre de Lie, g est son plus grand ide´al
re´soluble, et que son radical nilpotent, est le plus grand ide´al, dont les
e´le´ments sont repre´sente´s par des endomorphismes nilpotents dans chaque
repre´sentation de dimension finie de g. Suivant Bourbaki, on appelle sous-
alge`bre de Levi d’une alge`bre de Lie, toute sous-alge`bre semi-simple supple´-
mentaire du radical. Si g est une alge`bre de Lie semi-simple complexe on
appelle de´composition de Langlands d’une sous-alge`bre parabolique p de g
une de´composition de la forme p = l⊕n, ou` n est le radical nilpotent et l est
une sous-alge`bre de Lie complexe de g, re´ductive dans g.
Rassemblons dans un Lemme quelques proprie´te´s des de´compositions de
Langlands d’une sous-alge`bre parabolique.
Lemme 3 Soit une p sous-alge`bre parabolique de g, n son radical nilpotent.
(i) Si j est une sous-alge`bre de Cartan de p, c’est une sous-alge`bre de Cartan
de g , et il existe une seule de´composition de Langlands de p, p = l⊕ n, telle
que j soit contenue dans l.
(ii) Si j, j′ sont deux sous-alge`bres de Cartan de g, contenues dans p, elles
sont conjugue´es par un e´le´ment de P , qui conjugue les alge`bres l et l′ corre-
spondantes.
(iii) Si p = l⊕n est une de´composition de Langlands de p, toute sous-alge`bre
de Cartan de p est une sous-alge`bre de Cartan de g.
De´monstration :
Revenant a` la de´finition des sous-alge`bres paraboliques (cf [Bou], Ch. VIII,
Paragraphe 3.4, De´finition 2, par exemple), on voit qu’il existe une sous-
alge`bre de Cartan de g, j1, et une de´composition de Langlands de p, p = l1⊕n,
avec j1 contenue dans l1, telle que l1 soit la somme des sous-espaces poids
de j1 dans p, qui ne rencontre pas n. En particulier les poids de j1 dans
l1 ≈ p/n sont distincts de ceux dans n. Si p = l
′
1 ⊕ n est une de´composition
de Langlands de p, avec j1 contenue dans l
′
1, l
′
1 est somme des sous-espaces
poids de j1 dans l
′
1 ≈ g/n. D’ou` l’e´galite´ de l1 et l
′
1. Ceci assure l’unicite´
de l pour j = j1. Maintenant toutes les sous-alge`bres de Cartan de p sont
conjugue´es a` j1, par un e´le´ment de P (cf. [Bour], Paragraphe 3.3, The´ore`me
1). On en de´duit (i) par transport de structure, et (ii) re´sulte de la preuve
de (i).
Montrons (iii). Si p = l ⊕ n est une de´composition de Langlands de p,
l’action du centre de l sur g est semi-simple, puisque l est re´ductive dans g.
Cela implique que, si j une une sous-alge`bre de Cartan de l, j est abe´lienne
et forme´e d’e´le´ments semi-simples de g. Mais l est isomorphe a` p/n, qui est
une alge`bre re´ductive de meˆme rang que g. Pour des raisons de dimension,
on voit que j est une sous-alge`bre de Cartan de g.
De´finition 2 On appelle af-involution (a pour antiline´aire, f pour flip) d’une
alge`bre de Lie semi-simple complexe m, tout automorphisme involutif, R-
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line´aire, σ, de m, pour lequel il existe :
1) un ide´al m˜0 de m, et une forme re´elle, h˜0 of m0.
2) des ide´aux simples de m, m′j, m
′′
j , j = 1, . . . , p.
3) un isomorphisme d’alge`bres de Lie complexes, τj, entre m
′
j et m
′′
j , j =
1, . . . , p,
tel que, notant hj := {(X, τj(X)|X ∈ m
′
j}, et notant h, l’ensemble des points
fixes de σ, on ait :
m = m˜0 ⊕ (⊕j=1,...,p(m
′
j ⊕m
′′
j ))
h = h˜0 ⊕ (⊕j=1,...,phj)
Il est bon de remarquer qu’un automorphisme involutif de m est caracte´rise´
par son espace de points fixes, car l’espace des e´le´ments anti-invariants est
juste l’orthogonal de celui-ci, pour la forme de Killing de m regarde´e comme
re´elle.
De´butons par quelques proprie´te´s e´le´mentaires.
Lemme 4 Soit h une forme re´elle simple d’une alge`bre de Lie semi-simple
complexe s.
(i) L’alge`bre s n’est pas simple, si et seulement si h admet une structure
complexe
(ii) Dans ce cas, s est le produit de deux ide´aux simples, s1, s2, isomorphes
a` h.
(iii) Toujours dans ce cas, il existe un isomorphisme antiline´aire, τ , entre
les alge`bres de Lie s1, s2, regarde´es comme re´elles, tel que :
h = {(X, τ(X))|X ∈ s1}
De´monstration :
Les points (i) et (ii) sont bien connus. Montons (iii). Comme h est une
forme re´elle de s1 ⊕ s2, la projection de h sur chacun des deux facteurs est
non nulle, donc induit un isomorphisme R-line´aire de h avec chacun de ces
facteurs. Il en re´sulte que h a la forme indique´e, mais on sait seulement que
τ est R-line´aire. Mais alors h apparaˆit comme l’ensemble des points fixes de
l’automorphisme involutif R-line´aire de s de´fini par :
(X, Y ) 7→ (τ−1(Y ), τ(X)), X ∈ s1, Y ∈ s2
D’apre`s la remarque qui pre´ce`de le Lemme, cette involution doit eˆtre e´gale
a` la conjugaison par rapport a` h, donc elle est antiline´aire. Ceci implique
l’antiline´arite´ de τ .
Lemme 5 On se donne une af-involution, σ, d’une alge`bre de Lie semi-
simple de m. Les ide´aux simples de m sont permute´s par σ. On note mj, j =
1, . . . , r, les ide´aux simples de m. On de´finit une involution θ de {1, . . . , r}
caracte´rise´e par : σ(mj) = mθ(j), j = 1, . . . , r. Pour j = 1, . . . , r, l’une des
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proprie´te´s suivantes est ve´rifie´e :
1) θ(j) = j et la restriction de σ a` mj est un automorphisme antiline´aire de
mj.
2) θ(j) 6= j et la restriction de σ a` mj est un isomorphisme antiline´aire de
mj sur mθ(j).
3) θ(j) 6= j et la restriction de σ a` mj est un isomorphisme C-line´aire de mj
sur mθ(j).
On est dans le cas 1) ou 2) si et seulement si mj est contenu dans l’ide´al m˜0
de la de´finition des af-involutions.
De´monstration :
En effet, soit hp+l, l = 1, . . . , q, les ide´aux simples de h˜0. Comme h˜0 est une
forme re´elle de m˜0, m˜0 est la somme directe des hl + ihl, qui sont en outre
des ide´aux. Si hl+ ihl est simple, c’est un ide´al simple de m et on est dans le
cas 1). Sinon hl + ihl est le produit de deux ide´aux simples mj × m
′
j et l’on
est dans le cas 2).
On traite de meˆme le cas ou` ml est e´gal a` l’un des m
′
j , m
′′
j , j = 1, . . . , p, en
remarquant que hj
est l’ensemble des points fixes de l’involution C-line´aire de (m′j ,m
′′
j ) donne´e
par :
(X, Y ) 7→ (τ−1(Y ), τ(X)), X ∈ m′j , Y ∈ m
′′
j (1.2)
Lemme 6 Tout isomorphisme R-line´aire entre deux alge`bres de Lie simples
complexes est soit C-line´aire, soit antiline´aire.
De´monstration :
Deux alge`bres de Lie semi-simples complexes qui sont isomorphes comme
alge`bres re´elles, sont isomorphes comme alge`bre de Lie complexes. En effet,
leurs syste`mes de racines restreintes sont alors isomorphes. Mais chacun de
ceux-ci est isomorphe au syste`me de racine associe´ a` une sous-alge`bre de
Cartan . D’ou` l’assertion. Ceci implique que l’on peut se limiter, pour prou-
ver le Lemme, aux automorphismes R-line´aire d’une alge`bre de Lie simple
complexe, g. Conside´rant la conjugaison par rapport a` une forme re´elle de g,
X 7→ X , l’alge`bre de Lie g′ := {(X,X)|X ∈ g} est une forme re´elle de g× g
isomorphe a` g. Alors tout automorphisme, σ, R-line´aire de g, de´finit, par
transport de structure, un automorphisme de g′, σ′, qui posse`de un unique
prolongement C-line´aire a` g × g, σ′′ . Il existe deux automorphismes C-
line´aires de g, τ et σ, tels que σ′′ ve´rifie :
σ′′(X, Y ) = (τ(X), θ(Y )) ou bien (τ(Y ), θ(X)), (X, Y ) ∈ g× g
Ecrivant la de´finition de σ′, la stabilite´ de g′, par σ′′ implique que σ est C-
line´aire dans le premier cas et antiline´aire dans le second.
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Corollaire Une involution d’une alge`bre de Lie semi-simple complexe est
une af-involution si et seulement si sa restriction a` tout ide´al simple qu’elle
laisse invariant est antiline´aire.
De´monstration :
En effet, d’apre`s le Lemme 5, il suffit de voir que tout automorphisme du
produit de deux alge`bres de Lie simples complexes s1, s2, permutant les
facteurs, est soit C-line´aire, soit antiline´aire. Mais un tel automorphisme est
de la forme :
(X, Y ) 7→ (τ−1(Y ), τ(X)), X ∈ s1, Y ∈ s2,
ou` τ est un isomorphisme R-line´aire entre s1, s2 . On conclut graˆce au Lemme
pre´ce´dent.
Comme on l’a indique´ dans l’introduction, le The´ore`me suivant ge´ne´ralise
des re´sultats d’E. Karolinsky (cf. [K1], The´ore`me 3 (i) et [K3] Proposition
3.1)
The´ore`me 1 Soit g une alge`bre de Lie re´ductive complexe et B une forme
de Manin. Soit i une sous-alge`bre de Lie re´elle de g, Lagrangienne pour B.
On a les proprie´te´s suivantes :
(i) Si l’on note p le normalisateur dans g du radical nilpotent, n, de i, p est
une sous-alge`bre parabolique de g, contenant i, de radical nilpotent n.
(ii) Soit p = l ⊕ n une de´composition de Langlands de p, a le centre de l et
m son ide´al de´rive´. On note h l’intersection de i et m. Elle est isotrope pour
B. De plus h est l’espace des points fixes d’une af-involution de m.
Si B est spe´ciale, celle-ci est antiline´aire et h est une forme re´elle de m.
(iii) L’intersection ia de a et i est Lagrangienne pour la restriction de B a`
a.
(iv) On a i = h⊕ ia ⊕ n.
Re´ciproquement si une sous-alge`bre de Lie re´elle, i, de g est de la forme
ci-dessus, elle est Lagrangienne pour B. On dit alors que i est sous p.
De´but de la de´monstration du The´ore`me 1 : Soit i une sous-alge`bre de
Lie re´elle de g, isotrope pour B, dont la dimension est e´gale a` la dimension
complexe de g. On note r son radical et on pose :
n := {X ∈ r ∩ gder|adg(X) est nilpotent} (1.3)
Soit h une sous-alge`bre de Levi de i.
Lemme 7 L’ensemble n est un ide´al de i et [i, r] est contenu dans n.
De´monstration : Montrons que n est un ide´al de r contenant [r, r]. En effet,
comme r est re´soluble, dans une base, sur C, bien choisie de g, les adg(X),
X ∈ r s’e´crivent sous forme de matrices triangulaires supe´rieures. Pour X ∈
r, les entre´es de la diagonale de cette matrice sont note´es λ1(X), . . . , λp(X),
ou` les λi sont des caracte`res de r. Alors n est l’intersection des noyaux de
ces caracte`res avec gder. Donc n est un ide´al de r contenant [r, r].
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Si f est une sous-alge`bre de Cartan de h, f⊕ r est encore une alge`bre de Lie
re´soluble car [f, f] = {0} et [f, r] ⊂ r. Un argument similaire a` celui ci-dessus
montre que [f, r] est contenu dans n. La re´union de toutes les sous-alge`bres
de Cartan de h est dense dans h, d’apre`s la densite´ des e´le´ments re´guliers
(cf.[Bou], Ch. VII, Paragraphe 2.2 et Paragraphe 2.3, The´ore`me 1). Par
continuite´ et densite´, on en de´duit que [h, r] ⊂ n.
Lemme 8 Soit k un entier compris entre 0 et la dimension re´elle de r/n. Il
existe un sous-espace re´el, abe´lien, ak, de r, de dimension k, tel que :
(i) ak ∩ n = {0}.
(ii) ak est forme´ d’e´le´ments semi-simples de g.
(iii) ak et h commutent.
De´monstration : On proce`de par re´currence sur k. Si k = 0, le Lemme est
clair. Supposons le de´montre´ pour k < dimR(r/n) et montrons le au rang
k + 1. Alors h⊕ ak est une alge`bre de Lie re´ductive dans g, regarde´e comme
re´elle. D’autre part, comme n contient [i, r] d’apre`s le Lemme pre´ce´dent, on
voit que i et donc h⊕ ak agit trivialement sur r/n. Ceci implique que :
[h⊕ ak, ak ⊕ n] ⊂ n
Donc, ak ⊕ n est un (h⊕ ak)-sous-module de r, qui admet un supple´mentaire
dans r commutant a` h ⊕ ak, puisque h ⊕ ak est re´ductive dans g et que le
quotient r/ak ⊕ n est un h⊕ ak-module trivial.
On choisit un e´le´ment non nul de ce supple´mentaire, X . Alors :
X ∈ r, X /∈ h⊕ ak, et [X, h⊕ ak] = {0} (1.4)
On e´crit X = Xs+Xn, ou` Xn est un e´le´ment de g
der, Xs est un e´le´ment de g
commutant a` Xn tels que adgXs est semi-simple et adgXnest nilpotent. On
sait qu’alors adgXs, adgXn sont des polynoˆmes en adgX . Joint a` (1.2), cela
implique :
[Xs, h⊕ ak] = {0}, [Xn, h⊕ ak] = {0} (1.5)
Montrons queXn appartient a` i. Soit j une sous-alge`bre de Cartan de h. Alors
j⊕r est re´soluble. On peut donc choisir une base de g dans laquelle les adgY ,
Y ∈ j⊕r, sont repre´sente´s par des matrices triangulaires supe´rieures. On peut
choisir cette base de sorte qu’elle soit la re´union de bases des ide´aux simples
de g avec une base du centre de g, ce que l’on fait dans la suite. Comme
adgXn est un polynoˆme en adgX , et que X ∈ r, il est repre´sente´ dans cette
base par une matrice triangulaire supe´rieure. Comme cet endomorphisme
est nilpotent, sa diagonale est nulle. On en de´duit que, pour tout Y ∈ j⊕ r,
les composantes de Xn et Y dans les ide´aux simples de g sont deux a` deux
orthogonales pour la forme de Killing de g. Alors, il re´sulte de l’orthogonalite´,
pour B, du centre de g a` gder et du Lemme 1 (i), que :
B(Xn, Y ) = 0, Y ∈ j⊕ r
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En utilisant la densite´ dans h de la re´union de ses sous-alge`bres de Cartan,
on en de´duit que Xn est orthogonal a` i pour B. Mais i est un sous-espace
isotrope pour B de dimension maximale, d’apre`s la de´finition des formes de
Manin. Donc Xn est e´le´ment de i comme de´sire´.
Ecrivons Xn = H +R avec H ∈ h, R ∈ r. Comme Xn commute a` h, d’apre`s
(1.3) et que [h, r] ⊂ r, on voit que H commute a` h. Donc H est nul puisque h
est semi-simple. Finalement Xn ∈ r, et en fait Xn ∈ n, d’apre`s la de´finition
de n. Comme X appartient a` un supple´mentaire de ak + n dans r et que
X = Xs +Xn, on a :
Xs ∈ r, Xs /∈ ak + n
On pose ak+1 = ak+RXs. D’apre`s (1.3) et la semi-simplicite´ de adgXs, ak+1
ve´rifie les proprie´te´s voulues.
Suite de la de´monstration du The´ore`me 1:
On pose ia := ap, avec p = dimRr/n, de sorte que i = h ⊕ ia ⊕ n, ou` ia est
forme´ d’e´le´ments semi-simples de g avec :
[h, ia] = {0}, r = ia ⊕ n
Comme ia ⊕ n est re´soluble, il existe une sous-alge`bre de Borel, b, de g,
contenant ia ⊕ n. A noter que n est contenue dans le radical nilpotent, v,
de b, d’apre`s la de´finition de n et les proprie´te´s du radical nilpotent d’une
sous-alge`bre de Borel. Montrons que ia est contenue dans une sous-alge`bre de
Cartan de g, contenue dans b. En effet, d’apre`s [Bor], Proposition 11.15, la
sous-alge`bre de Borel b contenant ia, elle contient une sous-alge`bre de Borel
du centralisateur l de ia dans g. Celle-ci contient une sous-alge`bre de Cartan
j de l. Celle-ci est aussi une sous-alge`bre de Cartan de g contenant ia (cf.
[Bou], Ch. VII, Paragraphe 2.3, Proposition 10).
Soit u la somme des sous espaces poids de ia, dans v, , pour des poids non
nuls. Alors p := l ⊕ u est une sous alge`bre parabolique de g, contenant b.
Comme l est re´ductive, m := lder est semi-simple et le radical de p est e´gal a`
la somme du centre a de l avec u. La de´finition de u montre que [p, p] = m⊕u,
donc le radical nilpotent de p est e´gal a` u (cf. [Bou], Ch. I, Paragraphe 5.3,
The´ore`me 1). Comme i = h⊕ ia ⊕ n, que ia ⊕ n est contenu dans b et que h
est contenu dans l, on a :
i ⊂ p
Or p (resp. u) est la somme de ses intersections pi (resp. ui) avec les ide´aux
simples gi de g. Comme pi est orthogonal a` ui pour la forme de Killing de gi,
on en de´duit que u est orthogonal a` p pour B (cf. Lemme 1 (i)). Comme i
est un sous-espace isotrope pour B, de dimension maximale et contenu dans
p, u est inclus dans i. Il re´sulte alors de la de´finition de n, que u est contenu
dans n. Par suite, on a :
i = u⊕ (i ∩ l), n = u⊕ (n ∩ l) (1.6)
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Remarquons que a contient ia. On a v = u⊕ (v∩m). Comme n ⊂ v et u ⊂ n,
on en de´duit que n = u⊕(n∩m). On de´duit alors de (1.6) que : n∩ l = n∩m.
Finalement, on a :
i = h⊕ ia ⊕ (n ∩m)⊕ u
Alors i′ := i ∩ m est e´gal a` h⊕ (n ∩ m). C’ est une sous-alge`bre isotrope de
m pour la restriction de B a` m, donc, d’apre`s le Corollaire du Lemme 2 (ii),
de dimension re´elle infe´rieure ou e´gale a` la dimension complexe de m.
De meˆme, ia est un sous espace isotrope de a pour la restriction de B a` a.
D’apre`s le Corollaire du Lemme 2, la restriction de B a` a est de signature
(dimCa, dimCa). Il en re´sulte que la dimension de ia est infe´rieure ou e´gale
a` dimCa. Mais dimCg = dimCm+ dimCa+ dimRu. Comme dimRi = dimCg,
on de´duit de ce qui pre´ce`de que l’on a :
dimRi
′ = dimCm, dimRia = dimCa (1.7)
Lemme 9 L’alge`bre de Lie n′ := n ∩ m est re´duite a` ze´ro et h a` la forme
indique´e dans le The´ore`me.
De´monstration : Si f est une sous-alge`bre de Cartan de h, f + n′ + in′ est
une sous-alge`bre de Lie re´elle et re´soluble de m. On peut donc choisir une
base de m, re´union de bases des ide´aux simples de m , telle que, pour tout
X ∈ f + n′ + in′, admX soit repre´sente´, dans cette base, par une matrice
triangulaire supe´rieure. De plus, si X est e´le´ment de n′ + in′, les e´le´ments
diagonaux de cette matrice sont nulles. On voit, graˆce au Lemme 1 (i), que
n′ + in′ est orthogonal a` f+ n′, pour la restriction, B′, de B a` m. Ceci e´tant
vrai pour tout f, n′ + in′ est orthogonal a` i′ (= h+ n′), pour B′. Mais B′ est
non de´ge´ne´re´e, d’apre`s le Corollaire du Lemme 2, donc, d’apre`s le Lemme 1
(ii) et (1.7), i′ est un sous-espace isotrope, pour B′, de dimension maximale
de m. Il en re´sulte que n′ + in′ est contenu dans i′. Mais n′ + in′ est aussi
contenu dans v ⊂ gder. Finalement n′+ in′ est contenu dans l’intersection de
i′ avec n, d’apre`s la de´finition de celui-ci. Mais, comme i′ est contenu dans
m, i′∩n = n′. Alors on a : n′+ in′ ⊂ n′, c’est a` dire que n′ est un sous-espace
vectoriel complexe de g.
Soit hj , j = 1, . . . , r, les ide´aux simples de h. Comme hj ∩ ihj est un ide´al
de l’alge`bre de Lie simple re´elle hj , il y a deux possiblite´s pour hj . Ou bien
hj ∩ ihj = {0}, et alors hj + ihj est une alge`bre de Lie semi-simple complexe
dont hj est une forme re´elle. Ou bien hj ∩ ihj = hj et hj est une sous-
alge`bre simple complexe de g. On remarquera que cette deuxie`me possibilite´
est exclue, si B est spe´ciale, puique hj serait alors semi-simple complexe et
isotrope pour B.
On suppose que, pour j = 1, . . . , p, hj∩ihj = {0}, et que pour j = p+1, . . . , r,
hj ∩ ihj = hj. Si j = 1, . . . , p, on note kj = hj ⊕ ihj . Si j = p + 1, . . . , r,
on note kj la somme des projections de hj dans les ide´aux simples de m.
On note aussi k′j = hj + ihj , pour j = 1, . . . , r. On note k =
∑
j=1,...,r kj et
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k′ =
∑
j=1,...,r k
′
j = h+ ih , qui est contenu dans k. Par ailleurs, deux e´le´ments,
X et Y , de m commutent si et seulement X et iY commutent (resp. X
commute a` chacune des projections de Y dans les ide´aux simples de m). Il
en re´sulte que, pour j 6= l, kj commute a` hl, donc kj ∩ (
∑
l 6=j kl) est contenu
dans le centre de kj , qui est semi-simple complexe. Il en re´sulte que :
k = ⊕j=1,...,rkj , k
′ = ⊕j=1,...,rk
′
j (1.8)
Alors k, k′ sont des sous-alge`bres de Lie semi-simples complexes de m.
Montronsque :
k ∩ n′ = {0} (1.9)
En effet n′ est un ide´al dans h+n′, puisque i′ = i∩m et n′ est l’intersection de
l’ide´al n de i avec m. C’est donc un h-module, et aussi un k′-module puisque
n′ est un espace vectoriel complexe. Donc k∩n′ est un sous-k′-module, et aussi
une sous-alge`bre re´soluble de k. Il est clair que les kj sont des sous-k
′-modules
de k, qui n’ont aucun sous-quotient simple en commun. En effet, d’une part
k′l agit trivialement sur kj, si j 6= l. D’autre part, d’apre`s les de´finitions, on
voit que les sous-quotients simples du k′j-module kj sont sous-quotients de k
′
j,
dont aucun n’est trivial, puique k′j est une alge`bre de Lie semi-simple. Donc,
si k ∩ n′ est non nul, il a une intersection non nulle, k′′, avec l’un des kj , qui
est un k′j-sous-module. Comme kj est une sous-alge`bre de Lie de m, il en va
de meˆme de k′′, qui est de plus re´soluble, puisque c’est le cas de n′.
Si j = 1, . . . , p, kj = k
′
j et un k
′
j-sous-module de kj est un ide´al de kj . Alors
k ∩ n′ est a` la fois semi-simple et re´soluble. Une contradiction qui montre
(1.9) dans ce cas.
Si j = p + 1, . . . , r, k′j = hj est simple, donc l’une des projections de k
′′ sur
un ide´al simple de m est e´gale a` hj. Cette projection e´tant un morphisme
d’alge`bres de Lie, il en re´sulte que l’alge`bre de Lie re´soluble k′′, admet un
quotient semi-simple. Une contradiction qui ache`ve de prouver (1.9).
Pour j = p + 1, . . . , r, hj ne peut eˆtre contenu dans un ide´al simple de
m. En effet, d’apre`s le Corollaire du Lemme 2, la restriction de B a` m
est une forme de Manin. D’apre`s le Lemme 1 (ii) et le Lemme 2 (v), la
restriction de B a` un ide´al simple de m est spe´ciale, et notre assertion en
re´sulte, car pour j = p + 1, . . . , r, hj est isotrope et semi-simple complexe .
Pour j = p + 1, . . . , r, on notera nj , le nombre d’ide´aux simples de m dans
lesquels hj a une projection non nulle. On vient de voir que :
nj ≥ 2, j = p+ 1, . . . , r (1.10)
Montrons que n′ = {0}.
On a e´videmment :
dimRi
′ = (
∑
j=1,...,r
dimRhj) + dimRn
′
Alors, en posant pj = 1, pour j = 1, . . . , p et pj = 2, pour j = p+1, . . . , r,
on a :
dimRi
′ = (
∑
j=1,...,r
pjdimCk
′
j) + dimRn
′ (1.11)
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Par ailleurs on a, graˆce a` (1.7) et (1.9) :
dimRi
′ = dimCm ≥ dimCk+ dimC(n
′) (1.12)
En posant nj = 1 pour j = 1, . . . , p, on a imme´diatement :
dimC(k) =
∑
j=1,...,r
njdimCk
′
j (1.13)
Comme nj est supe´rieur ou` e´gal a` pj, pour tout j, d’apre`s (1.10), on de´duit
que l’ine´galite´ dans (1.12) est une e´galite´ et que :
m = k⊕ n′ et pj = qj, j = 1, . . . , r
La projection de k sur un ide´al simple de m est e´gal a` celle de k′, d’apre`s la
de´finition de k. La projection de l’e´galite´ ci-dessus montre que chaque ide´al
simple de m, est la somme (pas ne´cessairement directe) de la projection de
k′ et de celle de n′. Comme on voit facilement que n′ est un ide´al de k′ + n′,
la projection de n′ apparaˆit comme un ide´al re´soluble de cette alge`bre de Lie
semi-simple, donc elle est nulle. Il en re´sulte que :
n′ = {0}
comme de´sire´. En outre m = k, donc les kj sont des ide´aux de m. On pose
m˜0 = ⊕j=1,...,pkj, h˜0 = ⊕j=1,...,phj . On pose q = r−p. Pour l = 1, . . . , q, kl est
somme de deux ide´aux simples, m′l, m
′′
l , car np+l = 2. La projection de hl+p
sur chacun de ces ide´aux est bijective, sa surjectivite´ re´sultant de la de´finition
de kl, son injectivite´ re´sultant de la simplicite´ de hl+p et de la non nullite´ de
ce morphisme d’alge`bres de Lie. Donc hp+l := {(X, τl(X))|X ∈ m
′
l}, ou` τl est
un isomorphisme C-line´aire de l’alge`bre de Lie m′l sur m
′′
l . Donc h a la forme
voulue
Lemme 10 Aucun poids non nul de a dans g n’est nul sur ia.
De´monstration : Raisonnons par l’absurde et supposons qu’il existe un poids
non nul α de a dans g, nul sur ia. Soit Hα ∈ a tel que :
Kg(Hα, X) = α(X), X ∈ a (1.14)
Alors Hα appartient a` l’un des ide´aux simples de g. En effet, soit j une
sous-alge`bre de Cartan de g, contenant a. Alors α est la restriction a` a d’une
racine β de j dans g et l’on a :
Kg(Hα, Hα) > 0 (1.15)
Soit Hβ ∈ j tel que :
Kg(Hβ, X) = β(X), X ∈ j
17
Alors j (resp. a) est la somme directe de ses intersections avec les ide´aux
simples de g, et Hβ (resp. Hα) appartient a` l’une de celles-ci. On de´duit
alors du Lemme 1 (i), qu’ il existe µ ∈ C , non nul car B est non de´ge´ne´re´e,
tel que :
B(λHα, X) = Im(Kg(λµHα, X)), λ ∈ C X ∈ g (1.16)
Comme α est nulle sur ia, il re´sulte de (1.14) et (1.16) que CHα est orthog-
onale a` ia, pour B. Comme B est une forme de Manin, la restriction de B
a` a est de signature (dimCa, dimCa). Tenant compte de (1.7), on voit que ia
est un sous-espace de a, isotrope pour B, de dimension maximale. Alors, ce
qui pre´ce`de montre que CHα est contenu dans ia. Par ailleurs, si λ est une
racine carre´e de iµ−1, B(µHα, µHα) est non nul d’apre`s (1.15) et (1.16). Une
contradiction avec le fait que ia est isotrope qui ache`ve de prouver le Lemme.
Fin de la de´monstration du The´ore`me 1:
Montrons la proprie´te´ suivante :
Toute sous− alge`bre parabolique q de g est e´gale au normalisateur
dans g de son radical nilpotent w (1.17)
D’abord q normalise w. Donc, le normalisateur r de w dans g contient q.
C’est donc une sous-alge`bre parabolique de g, qui contient w comme ide´al.
Compte tenu de [Bou], Ch. I, Paragraphe 5.3, Remarque 2, w est contenu
dans le radical nilpotent, x, de r. On a alors : p ⊂ r, w ⊂ x, d’ou` l’on
de´duit facilement que x = w et r = q, comme de´sire´. Donc q est bien le
normalisateur de n. Ceci ache`ve de prouver (1.17).
Montrons que n est le radical nilpotent de i. En effet, comme n est somme
de sous-espaces poids sous a et qu’aucun de ces poids n’est nul sur ia, d’apre`s
le Lemme pre´ce´dent, on a :
[ia, n] = n
Donc [i, i] = h ⊕ n et l’intersection de [i, i] avec le radical r = ia + n de i
est e´gal a` n. Donc, d’apre`s [Bou] Ch. I, Paragraphe 5.3, The´ore`me 1, n est
bien le radical nilpotent de i. On a donc montre´ que i s’e´crit de la manie`re
voulue, pour une de´composition de Langlands particulie`re du normalisateur,
p, de n . Si p = l′ ⊕ n est une autre de´composition de Langlands de p, l
et l′ sont isomorphes, puisqu’elles sont toutes les deux isomorphes a` g/n.
Comme i contient n, les intersections de i avec l et l′ se correspondent dans
cet isomorphisme, et la de´composition de i qu’on en de´duit, relativement a`
cette nouvelle de´composition de Langlands de p, a les proprie´te´s voulues.
Etudions la partie re´ciproque du The´ore`me. Une sous-alge`bre parabolique
de g est la somme de ses intersections avec les ide´aux simples de g. En outre,
elle est orthogonale a` son radical nilpotent, pour la forme de Killing de g. On
conclut que si i a une de´composition comme dans l’e´nonce´, elle est isotrope
pour B, et de dimension re´elle e´gale a` la dimension complexe de g.
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De´finition 3 On rappelle qu’une sous-alge`bre de Cartan d’une alge`bre de
Lie semi-simple re´elle est une sous-alge`bre de Cartan fondamentale si et
seulement si elle contient des e´le´ments re´guliers dont l’image par la repre´sentation
adjointe n’a que des valeurs propres imaginaires pures. Cela e´quivaut au fait
qu’aucune racine de cette sous-alge`bre de Cartan n’est re´elle.
Une sous-alge`bre de Cartan d’une alge`bre de Lie re´elle est dite fondamentale
si sa projection dans une sous-alge`bre de Levi, paralle`lement au radical, est
une sous-alge`bre de Cartan fondamentale de cette alge`bre de Lie semi-simple
re´elle.
Comme toutes les sous-alge`bres de Cartan fondamentales d’une alge`bre de
Lie re´elle semi-simple sont conjugue´es entre elles par des automorphismes
inte´rieurs, il en va de meˆme pour les sous-alge`bres de Cartan fondamentales
d’une alge`bre de Lie re´elle. En effet il suffit d’adapter la preuve du fait
que (ii) implique (i), dans [Bou], Ch. VII, Paragraphe 3.5, Proposition 5,
en remarquant pour cela que tout automorphisme inte´rieur d’une alge`bre de
Levi d’une alge`bre de Lie re´elle, s’e´tend en un automorphisme inte´rieur de
l’alge`bre de Lie.
Lemme 11 On conserve les hypothe`ses et notations du The´ore`me 1.
(i) Si f est une sous-alge`bre de Cartan de h, il existe des e´le´ments re´guliers
de g contenus dans f ⊕ ia. Le centralisateur dans g, j, de f˜ := f ⊕ ia est une
sous-alge`bre de Cartan de g, contenue dans l, ve´rifiant j = (j ∩m)⊕ a.
(ii) Si f est une sous-alge`bre de Cartan de h, f ⊕ ia est une sous-alge`bre de
Cartan de i.
(iii) Toute sous-alge`bre de Cartan de i (resp. sous-alge`bre de Cartan de i
contenue dans h + ia) est conjugue´e, par un automorphisme inte´rieur de i,
(resp. e´gale) a` une alge`bre de ce type.
(iv) Soit f˜′ une sous-alge`bre de Cartan de i. Il existe une unique de´composi-
tion de Langlands l′ + n de p, telle que l′ contienne f˜′. Alors, notant f′ :=
f˜′ ∩ l′der, on a f˜′ = f′ + (i ∩ a′), ou` a′ est le centre de l′. De plus f˜′ est
une sous-alge`bre de Cartan fondamentale de i, si et seulement si f′ est une
sous-alge`bre de Cartan fondamentale de h′ := i ∩ l′der
De´monstration :
Montrons (i). On raisonne par l’absurde. On note j′ une sous-alge`bre de
Cartan de g, qui contient f⊕ a. Celle-ci existe puisque les e´le´ments de f⊕ a
sont semi-simples. Supposons qu’aucun e´le´ment de f˜ := f⊕ ia ne soit re´gulier
dans g. Alors, pour tout X ∈ f˜, il existe une racine αX de j
′ dans g, nulle sur
X . Pour une racine donne´e, l’intersection de son noyau avec f˜ est un ferme´ de
f˜. Notre hypothe`se montre que f˜ est la re´union de ces ferme´s. Il en re´sulte que
l’un de ces sous-espaces vectoriels est d’inte´rieur non vide, donc e´gal a` f˜. Cela
signifie qu’une racine de j′ s’annule sur f˜. Alors, d’apre`s le Lemme 7, dont
on ve´rifie aise´ment qu’il est valable pour toute de´composition de Langlands
de p , celle-ci doit eˆtre nulle sur a. C’est donc une racine de j′ dans m, qui
ne peut eˆtre nulle sur f. Une contradiction qui prouve la premie`re partie de
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(i). Le centralisateur j de f˜ est donc une sous-alge`bre de Cartan. Par ailleurs
j contient a. On en de´duit la deuxie`me partie de (i).
D’apre`s le Lemme 7, le nilespace de f˜ dans n est re´duit a` ze´ro. Comme f
est une sous-alge`bre de Cartan de h, le nilespace de f˜ dans h est e´gal a` f.
Finalement le nilespace de f˜ dans i est e´gal a` f˜. Alors (ii) re´sulte de [Bou],
Ch. VII, Paragraphe 2.1, Proposition 3.
Montrons (iii). Soit f˜′ une autre sous-alge`bre de Cartan de i. La projection,
f˜′′, de f˜′ sur h˜ := h + ia, paralle`lement a` n, est une sous-alge`bre de Cartan
de h˜ (cf. [Bou], Ch. VII, Paragraphe 2.1, Corollaire 2 de la Proposition 4),
donc de la forme f′ + ia, ou` f
′ est une sous-alge`bre de Cartan de h. Alors f˜′
et f˜′′ sont deux sous alge`bres de Cartan de i, ayant la meˆme projection sur
h˜, paralle`lement a` n, donc conjugue´es par un automorphisme inte´rieur de i,
d’apre`s [Bou], Ch. VII, Paragraphe 3.5, Proposition 5 (voir aussi apre`s la
De´finition 3). Si de plus f˜′ est contenue dans h˜, le raisonnement ci-dessus
montre qu’elle a la forme indique´e. Ce qui prouve (iii).
Prouvons (iv). Graˆce a` (iii), on se rame`ne, par conjugaison, au cas ou` f˜′
est contenue dans l et comme dans (i). Si l′ + n est une de´composition de
Langlands de p, ou` l′ contient f˜′, l′ contient un e´le´ment re´gulier de g, contenu
dans f˜′, dont le centralisateur dans g est une sous-alge`bre de Cartan de
g, contenue dans l′. Celle-ci est e´gale au centralisateur dans g de f˜′. D’ou`
l’unicite´ de l′, graˆce aux proprie´te´s des de´compositions de Langlands (cf.
Lemme 3 (i)). L’assertion sur les sous-alge`bre de Cartan fondamentales est
claire car h′ est une sous-alge`bre de Levi de i, d’apre`s le The´ore`me 1.
2 Triples de Manin pour une alge`bre de Lie
re´ductive complexe : Descente
Dans toute la suite g de´signera une alge`bre de Lie re´ductive complexe. On
fixe, j0, une sous alge`bre de Cartan de g, b0 une sous-alge`bre de Borel de g,
contenant j0. On note b
′
0 la sous-alge`bre de Borel oppose´e a` b0, relativement
a` j0.
De´finition 4 Un triple de Manin pour g est un triplet (B, i, i′), ou` B est
une forme de Manin sur g, i et i′ sont des sous-alge`bres de Lie re´elles de
g, isotropes pour B, telles que g =: i ⊕ i′. La signature de B e´tant e´gale
a` (dimCg, dimCg), i et i
′ sont Lagrangiennes. Un s-triple est un triple de
Manin pour lequel la forme est spe´ciale.
Si i est sous p et i′ est sous p′, on dit que le triple de Manin est sous (p, p′)
Remarque 1 D’apre`s le Lemme 2 (v), si g est simple, la notion de s-triple
et de triple de Manin coincident.
On note G le groupe connexe , simplement connexe, d’alge`bre de Lie g.
Si s est une sous-alge`bre de g, on note S le sous-groupe analytique de G,
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d’alge`bre de Lie s. Comme g est complexe, les sous-groupes paraboliques de
g sont connexes (cf. [Bor], The´ore´me 11.16). Donc, si p est une sous-alge`bre
parabolique de g, P est le sous-groupe parabolique de G, d’alge`bre de Lie p.
On remarque que G agit sur l’ensemble des triples de Manin , en posant,
pour tout triple de Manin (B, i, i′) et tout g ∈ G :
g(B, i, i′) := (B,Ad g(i), Ad g(i′))
Notre but est construire, par re´currence sur la dimension de gder, tous les
triples de Manin modulo cette action de g.
Proposition 1 Tout triple de Manin est conjugue´, sous l’action de G, a` un
triple de Manin (B, i, i′) sous (p, p′) , avec b0 ⊂ p et b
′
0 ⊂ p
′ (un tel triple de
Manin sera dit standard ).
De plus p et p′ sont uniques.
De´monstration :
Montrons d’abord que :
L ′ intersection de deux sous− alge`bres de Borel de g , b, b′,
contient une sous− alge`bre de Cartan de g (2.1)
On a d’abord b′ = Ad g(b), pour un e´le´ment g de G. Soit j une sous-alge`bre
de Cartan de g, contenue dans b et W un ensemble de repre´sentants dans g
du groupe de Weyl de la paire (g, j). La de´composition de Bruhat implique
qu’il existe b, b1 ∈ B et w ∈ W tels que : g = bwb1. Alors j := Ad b(j)
est contenue dans b, puisque B normalise b. Comme W normalise j, on a
aussi j = Ad b (w(j)). Mais b′ = Ad bw (b), puisque b1 ∈ B, normalise b.
Finalement j est contenue dans b ∩ b′, comme de´sire´.
Soit (B, i, i′) un triple de Manin sous (p, p′). Soit b (resp. b′) une sous-alge`bre
de Borel de g, contenue dans p (resp. p′).
On a g = i + i′ ⊂ p + p′. Donc p + p′ est e´gal a` g et P P ′ est ouvert dans
G. Mais P P ′ est re´union de (B,B′)-doubles classes, qui sont en nombre fini
(Bruhat). L’une de ces doubles classes contenues dans P P ′ doit donc eˆtre
ouverte. Soit p ∈ P et p′ ∈ P ′, tels que Bpp′B′ soit un ouvert de G. On pose
B1 = p
−1Bp, B′1 = p
′B′p′−1. Alors le sous-groupe de Borel de G, B1 (resp.
B′1), est contenu dans P (resp. P
′) et B1B
′
1 est ouvert dans G. Donc, on a
b1 + b
′
1 = g et l’intersection de b1 et b
′
1 contient une sous-alge`bre de Cartan
de g, j1 (voir ci-dessus). Pour des raisons de dimension, cette intersection est
re´duite a` j1. Alors b1 et b
′
1 sont oppose´es relativement a` j1 . D’apre`s [Bor],
Proposition 11.19, il existe g′ ∈ G tel que Ad g′(b1) = b0, Ad g
′(j1) = j0.
Alors Adg′(b′1) est e´gal a` b
′
0. Alors, notant i = Adg
′(i), i′ = Adg′(i′), on voit
que (B, i, i′) ve´rifie les proprie´te´s voulues.
L’unicite´ de p re´sulte du fait que deux sous-alge`bres paraboliques de g, con-
jugue´es par un e´le´ment de G et contenant une meˆme sous-alge`bre de Borel,
sont e´gales (cf. [Bor], Corollaire 11.17).
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On fixe de´sormais p (resp. p′) une sous-alge`bre parabolique de g, contenant
b0 (resp. b
′
0). On note p = l ⊕ n (resp. p
′ = l′ ⊕ n′) la de´composition de
Langlands de p (resp. p′) telle que l (resp. l′) contienne j0 (cf. Lemme 3).
On note m = lder, a le centre de l. Si i est une sous-alge`bre de Lie re´elle de
g, Lagrangienne pour une forme de Manin, on notera h = i ∩ m, ia = i ∩ a,
h˜ = h⊕ ia. On introduit des notations similaires pour p
′.
Comme b0 ⊂ p (resp. b
′
0 ⊂ p
′), n (resp. n′) est contenu dans le radical
nilpotent de b0 (resp. b
′
0). Ces derniers sont d’intersection re´duite a` ze´ro,
donc :
n ∩ n′ = {0} (2.2)
De´composant p ∩ p′ en sous-espaces poids sous j0, on voit que :
p ∩ p′ = (l ∩ l′)⊕ (n ∩ l′)⊕ (n′ ∩ l). (2.3)
Proposition 2 (i) Si un e´le´ment de G conjugue deux triples de Manin sous
(p, p′), c’est un e´le´ment de P ∩ P ′.
(ii) Le groupe L ∩ L′ est e´gal au sous-groupe analytique de G, d’alge`bre de
Lie l ∩ l′. Notons NL′ (resp. N
′
L) , le sous-groupe analytique de G, d’alge`bre
de Lie n ∩ l′ (resp. n′ ∩ l). Alors on a :
P ∩ P ′ = (L ∩ L′)NL′N
′
L
De plus NL′ et N
′
L commutent entre eux.
De´monstration :
Si (B, i, i′) et (B, i, i′) sont deux triples de Manin sous (p, p′), conjugue´s par
un e´le´ment, g, de G, celui-ci conjugue le radical nilpotent de i avec celui de
i, donc normalise n, puisque les deux triples de Manin sont sous (p, p′). Mais
un e´le´ment du normalisateur, Q, dans G de n, normalise le normalisateur
dans g de n, c’est a` dire p, comme on l’a vu plus haut ( cf. (1. 17)). Comme
P est connexe, les e´le´ments de Q normalisent P . Donc Q est inclus dans P
et g ∈ P . De meˆme, on a g ∈ P ′. D’ou` (i)
Montrons (ii). Il est clair que P∩P ′ est un sous-groupe de Lie de G, d’alge`bre
de Lie p ∩ p′. On a :
[n ∩ l′, n′ ∩ l] ⊂ [n, l] ∩ [n′, l′] ⊂ n ∩ n′
Donc NL′ et N
′
L commutent entre eux, d’apre`s (2.1). Alors (L ∩ L
′)0NL′N
′
L
est un sous-goupe ouvert et connexe de P ∩ P ′, donc on a :
(P ∩ P ′)0 = (L ∩ L′)0NL′N
′
L (2.4)
Soit g ∈ P ∩P ′. Alors Adg(j0) est une sous-alge`bre de Cartan de g, contenue
dans p∩p′, c’est donc une sous-alge`bre de Cartan de p∩p′ (cf [Bou], Ch. VIII,
Paragraphe 2.1, Exemple 3), donc conjugue´, par un e´le´ment g′ de (P ∩ P ′)0,
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a` j0, puisqu’il s’agit d’alge`bres de Lie complexes. Donc Ad g
′g(j0) = j0 et g
′g
est un e´le´ment de P ∩P ′. En utilisant la de´composition de Bruhat de G et P ,
pour B0, on voit que g
′g centralise le centre a de l. De meˆme on voit que g′g
centralise le centre a′ de l′. Donc g′g est un e´le´ment du centralisateur, L′′, de
a+ a′ dans G. Mais P ′′ := L′′(N ′LNL′), est une de´composition de Langlands
du sous-groupe parabolique de G, d’alge`bre de Lie :
p′′ = (p′ ∩ l)⊕ n = (l ∩ l′)⊕ (l ∩ n′)⊕ n
Or P ′′ est connexe, puisque G est complexe. Donc L′′ est connexe. Par
ailleurs, il contient L ∩ L′ et a meˆme alge`bre de Lie que L ∩ L′. Donc on a :
L′′ = L ∩ L′ = (L ∩ L′)0 (2.5)
On conclut alors que g′g ∈ (L ∩ L′)0. Donc g est un e´le´ment de (P ∩ P ′)0.
Ce qui pre´ce`de montre que :
P ∩ P ′ = (P ∩ P ′)0
On ache`ve de prouver (ii), graˆce a` (2.4) et (2.5).
Le Lemme suivant est une conse´quence facile de re´sultats de Gantmacher (cf.
[G]).
Lemme 12 Si σ et σ′ sont deux automorphismes involutifs et antiline´aires
d’une alge`bre de Lie semi-simple complexe, m, celle-ci contient au moins un
e´le´ment non nul et invariant par ces deux involutions
De´monstration :
Avec nos hypothe`ses σσ′ est un automorphisme C-line´aire de m, dont l’espace
des points fixes, mσσ
′
, est un espace vectoriel complexe, non re´duit a` ze´ro
d’apre`s [G], The´ore`me 28. Mais mσσ
′
, est e´gal a` {X ∈ m|σ(X) = σ′(X)}
donc aussi e´gal a` mσ
′σ. Si X ∈ mσσ
′
, on a donc σ′(σ(X)) = X , soit encore
σ′(σ(X)) = σ(σ(X)). Donc σ(X) est e´le´ment de mσσ
′
. Par suite σ, restreint
a` mσσ
′
est une involution antiline´aire de mσσ
′
. L’ensemble de ses points fixes
est une forme re´elle de mσσ
′
, donc il est non re´duit a` ze´ro. Mais cet ensemble
est e´gal a` mσ ∩mσ
′
.
Proposition 3 Si σ et σ′ sont deux af-involutions d’une alge`bre de Lie semi-
simple complexe, m, elle contient au moins un e´le´ment non nul et invariant
par ces deux involutions.
De´monstration :
On note mj , j = 1, . . . , r, les ide´aux simples de m. On de´finit une involution
θ de {1, . . . , r} caracte´rise´e par : σ(mj) = mθ(j), j = 1, . . . , r. Nous allons
d’abord e´tudier le cas suivant :
Il existe j tel que θ(j) = θ′(j) = j (2.6)
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Dans ce cas, la restriction de σ et σ′ a` mj , sont deux automorphismes involu-
tifs et antiline´aires de m, d’apre`s le Corollaire du Lemme 6, qui ont des points
fixes non nuls en commun, d’apre`s le Lemme pre´ce´dent. La Proposition en
re´sulte, dans ce cas.
Supposons maintenant :
Il existe j tel que θ(j) = θ′(j) 6= j (2.7)
On note j′ := θ(j). Il est clair que : (mj × mj′)
σ = {(X, σ(X))|X ∈ mj}
et de meˆme pour (mj × mj′)
σ′ . Il existe un e´le´ment non nul, X de mj tel
que (σ′−1σ)(X) = X , car σ′−1σ est un automorphisme R-line´aire de mj (cf.
[G], The´ore`me 28). Alors (X, σ(X)) est un e´le´ment non nul de (mj ×mj′)
σ ∩
(mj×mj′)
σ′ , ce qui prouve la Proposition dans ce cas. Il nous reste a` e´tudier
le cas suivant :
Pour tout j, θ(j) 6= θ′(j) (2.8)
On construit, pour tout j, par re´currence sur n, une suite j1 = j, j2, . . . ,
jn, . . . , telle que :
pour tout n, jn+1 6= jn (2.9)
pour tout n, jn+1 = θ(jn) ou θ
′(jn) (2.10)
Plus pre´cise´ment, on pose
j2 = θ(1) si θ(1) 6= 1, j2 = θ
′(1)sinon (2.11)
et, pour n ≥ 2, on pose :
jn+1 = θ(jn) si jn = θ
′(jn−1) et θ(jn) 6= jn
jn+1 = θ
′(jn) si jn = θ
′(jn−1) et θ(jn) = jn
jn+1 = θ
′(jn) si jn = θ(jn−1)et θ
′(jn) 6= jn (2.12)
jn+1 = θ(jn) si jn = θ(jn−1) et θ
′(jn) = jn
Ces relations de´finissent la suite (jn), car, a` cause de (2.8), on a ne´cessaire-
ment θ(jn) 6= θ
′(jn) et θ(jn−1) 6= θ
′(jn−1). Par ailleurs les relations (2.9) et
(2.10) sont ve´rifie´es, la premie`re re´sultant d’une re´currence imme´diate. On
obtient e´galement les relations suivantes :
Pour n ≥ 2, si θ(jn) 6= jn et si θ
′(jn) 6= jn on a :
(jn−1, jn, jn+1) est e´gal a` (θ(jn), jn, θ
′(jn)) ou a` (θ
′(jn), jn, θ(jn)) (2.13)
Pour n ≥ 2 et si θ(jn) = jn ou si θ
′(jn) = jn on a : jn−1 = jn+1 (2.14)
Apre`s renume´rotation des gj , on peut supposer que le de´but de la suite (jn),
s’e´crit j1 = 1, j2 = 2, . . . , jp = p, jp+1 = k < p
On fait d’abord la convention suivante :
S ′ il existe j tel que θ(j) = j ou θ′(j) = j, on suppose qu ′ on
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l ′ a choisi comme premier e´le´ment, et, quitte a` e´changer le role
de θ et θ′, qu′il est fixe´ par θ. On a alors θ(1) = 1, θ′(1) = 2 (2.15)
Traitons le cas ou` p = 2. Alors j1 = j3, et (2.8), (2.13) montrent que θ(2) ou
θ′(2) est e´gal a` 2. Alors on doit avoir θ(1) = 1, d’apre`s (2.15), puis θ′(1) = 2
d’apre`s (2.11). Comme θ′(1) = 2, on a ne´cessairement θ(2) = 2. Dans ce
cas, un e´le´ment (X1, X2) ∈ m1 ⊕m2 est invariant par σ et σ
′ si et seulement
si on a :
X1 = σ(X1), X2 = σ(X2), X2 = σ
′(X1)
ce qui e´quivaut au syste`me :
X1 = σ(X1), X1 = (σ
′−1σσ′)(X1), X2 = σ
′(X1)
Mais la restriction de σ a` m1 (resp. m2) est un automorphisme involutif
antiline´aire, puisque θ(1) = 1 et θ(2) = 2 (cf. le Corollaire du Lemme 6).
De plus, la restriction de σ′ a` m1 est soit C-line´aire, soit antiline´aire, d’apre`s
le Lemme 6. Alors, la restriction de σ′−1σσ′ a` m1 est un automorphisme
involutif antiline´aire. Alors, dans le cas p = 2, la Proposition re´sulte du
Lemme 12.
On suppose maintenant :
p > 2 (2.16)
On remarque d’abord que :
Si j = 2, . . . , p− 1, on a θ(j) 6= j et θ′(j) 6= j (2.17)
En effet, si on avait par exemple θ(j) = j, (2.14) conduirait a` j − 1 = j + 1
une contradiction qui prouve (2.17).
Montrons maintenant que :
k = 1 ou p− 1 (2.18)
Supposons k 6= 1. Alors, on a 1 < k ≤ p− 1. Alors d’apre`s (2.13) et (2.14),
on a l’e´galite´ d’ensembles :
{θ(k), θ′(k)} = {k − 1, k + 1}, (2.19)
ce qui implique :
θ(k) 6= k, θ′(k) 6= k (2.20)
Comme jp+1 = k, on de´duit de (2.20) et (2.13) que la se´quence (jp, jp+1, jp+2)
est e´gale soit a` (θ(k), k, θ′(k)), soit a` (θ′(k), k, θ(k)), c’est a` dire , graˆce a`
(2.19)), soit a` (k − 1, k, k + 1), soit a` (k + 1, k, k − 1). Mais jp = p, est
diffe´rent de k − 1. Donc p = k + 1, i.e. k = p − 1. Ceci ache`ve de prouver
(2.18).
Traitons d’abord le cas :
k = 1 (2.21)
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Comme p > 2, on a 1 6= p− 1. Donc jp−1 = p− 1, est diffe´rent de jp+1 = 1.
(2.14), (2.13) impliquent l’e´galite´ d’ensembles :
{θ(p), θ′(p)} = {p− 1, 1} (2.22)
Supposons, d’abord que θ′(1) = 2, ce qui implique, d’apre`s (2.11), que θ(1) =
1. Comme p > 2, ni θ(p), ni θ′(p) ne peut eˆtre e´gal a` 1. Une contradiction
avec l’e´quation pre´ce´dente qui montre que l’on doit avoir, d’apre`s (2.11) :
θ(1) = 2 (2.23)
Comme p > 2, la seule possibite´ laisse´e par (2.22) est :
θ(p− 1) = p et θ′(p) = 1 (2.24)
On de´duit de (2.23) et (2.17), joints a` (2.13), que, pour j = 1, . . . , p− 1, on
a :
θ(j) = j + 1, si j est impair (resp. θ′(j) = j + 1 si j est pair) (2.25)
ce qui, joint a` (2.24), implique que p est pair. Notons p = 2q.
On de´duit de (2.25) et (2.23) qu’un e´le´ment (X1, . . . , Xp) de m1 ⊕ . . .⊕mp,
est invariant a` la fois par σ et σ′ si et seulement si le syste`me suivant est
ve´rifie´:
σ(X1) = X2, σ
′(X2) = X3
. . . , . . .
σ(X2j−1) = X2j , σ
′(X2j) = X2j+1
. . . , . . .
σ(X2q−1) = X2q, σ
′(X2q) = X1
Notons τ la restriction de (σ′σ)q a` m1, qui est un automorphisme R-line´aire
de m1. Ce syste`me posse`de une solution non nulle si et seulement si l’e´qua-
tion :
X1 = τ(X1), X1 ∈ m1
posse`de une solution non nulle. C’est le cas, d’apre`s [G], The´ore`me 28. Ceci
ache`ve de prouver la Proposition dans le cas k = 1.
On suppose maintenant :
k = p− 1 > 1 (2.26)
Comme (jp−1,jp, jp+1) = (p− 1, p, p− 1), on de´duit de (2.13), (2.14) et (2.8),
que l’on a soit :
θ(p) = p, θ′(p) = p− 1 (2.27)
soit :
θ(p) = p− 1, θ′(p) = p (2.28)
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Alors, d’apre`s notre convention (2.15), on a θ(1) = 1. Supposons (2.27)
ve´rifie´. Comme ci-dessus, ceci joint a` (2.23) et (2.13), montre que p est pair
et que , pour j = 1, . . . , p− 1, on a :
θ′(j) = j + 1, si j est impair (resp. θ(j) = j + 1 si j est pair) (2.29)
On note p = 2q. On de´duit de (2.28) et (2.29) qu’un e´le´ment (X1, . . . , Xp) de
m1 ⊕ . . .⊕mp, est invariant a` la fois par σ et σ
′ si et seulement si le syste`me
suivant est ve´rifie´ :
σ(X1) = X1, σ
′(X1) = X2
. . . , . . .
σ(X2j) = X2j+1, σ
′(X2j+1) = X2j+2
. . . , . . .
σ(X2q−2) = X2q−1, σ
′(X2q−1) = X2q
σ(X2q) = X2q
Notant τ la restriction de (σ′σ)q a` m1, qui est un automorphisme R-line´ai-
re de m1, ce syste`me posse`de une solution non nulle si et seulement si le sys-
te`me :
X1 = σ(X1), X1 = (τ
−1στ)(X1), X1 ∈ m1 (2.30)
posse`de une solution non nulle. La restriction de σ a` m1 et mp est antiline´aire.
Par ailleurs τ est soit C-line´aire, soit antiline´aire, d’apre`s le Lemme 6. Donc
la restriction a` m1 de τ
−1στ est antiline´aire. Il re´sulte alors du Lemme 12,
que (2.30) a` une solution non nulle. Ce qui ache`ve la preuve de la Proposition
dans le cas e´tudie´. Le cas ou` (2.28) est satisfait se traite de manie`re similaire,
mais alors p est impair.
Ceci ache`ve notre discussion et la preuve de la Proposition.
The´ore`me 2 Si g n’est pas commutative et si (B, i, i′) est un triple de Manin
de g, sous (p, p′), l ∩ l′ est diffe´rent de g.
De´monstration :
Raisonnons par l’absurde et supposons qu’il existe un triple de Manin ,
(B, i, i′), sous (g, g), et que g ne soit pas commutative. Alors h := i ∩ gder
(resp. h′ := i′∩gder) est l’espace des points fixes d’une af-involutions σ (resp.
σ′) de gder, d’apre`s le The´ore`me 1. En appliquant la Proposition pre´ce´dente,
on aboutit a` une contradiction avec l’hypothe´se i∩ i′ = {0}, ce qui ache`ve de
prouver le The´ore`me .
Soit V un sous-espace j0 invariant de g. On suppose qu’il est la somme de
sous espaces poids de g pour j0, ce qui s’e´crit aussi :
V =
∑
{λ∈j∗
0
|V λ 6={0}}
gλ
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Alors V admet un unique supple´mentaire j0-invariant, V
⊥, qui est e´gal a` la
somme des sous-espaces poids de g qui ont une intersection nulle avec V , soit
encore :
V ⊥ =
∑
{λ∈j∗
0
|gλ∩V={0}}
gλ
On note pV (resp. p
V , la projection de g sur V (resp. V ⊥) paralle`lement a`
V ⊥ (resp. V ). Tout sous-espace j0-invariant est stable sous p
V et pV .
Si de plus V est l-invariant, V ⊥ est aussi l-invariant. En effet, comme l est
re´ductive dans g, V admet un supple´mentaire l-invariant qui n’est autre que
V ⊥. On voit aussi que dans ce cas, V ⊥ ne de´pend pas du choix de la sous-
alge`bre de Cartan j0 de g, contenue dans l. On a le meˆme fait pour l
′ et
l ∩ l′.
The´ore`me 3 Soit B une forme de Manin sur g et i, i′ des sous-alge`bres de
Lie Lagrangiennes de g, avec i sous p et i′ sous p′. On a, graˆce au The´ore`me
1, i = h⊕ ia⊕n, ou` h = i∩m, ia = i∩a. On note h˜ = i∩ l. On fait de meˆme
pour i′.
Les conditions (i) et (ii) suivantes sont e´quivalentes :
(i) (B, i, i′) est un triple de Manin
(ii) Notant i1 = p
n′(h˜ ∩ p′), i′1 = p
n(h˜′ ∩ p), on a :
a) i1 et i
′
1 sont contenues dans l∩ l
′, et (B1, i1, i
′
1) est un triple de Manin dans
l ∩ l′, ou` B1 de´signe la restriction de B a` l ∩ l
′.
b) n ∩ h′ et n′ ∩ h sont re´duits a` ze´ro.
Si l’une de ces conditions est ve´rifie´e, on appellera (B1, i1, i
′
1) l’ante´ce´dent du
triple de Manin (B, i, i′).
De´monstration :
Montrons que (i) implique (ii). Supposons que (B, i, i′) soit un triple de
Manin dans g. Pour des raisons de dimension, ceci e´quivaut a` i ∩ i′ = {0}.
Ceci implique imme´diatement la proprie´te´ b) de (ii).
Montrons ensuite que i1 est une sous-alge`bre de Lie re´elle de l∩ l
′, et isotrope
pour B1.
Etudiant les sous-espaces poids sous j0, on voit que :
l ∩ p′ = (l ∩ l′)⊕ (l ∩ n′) (2.31)
Comme l ∩ l′ est j0-invariant et que p
n′(l ∩ n′) est re´duit a` ze´ro, on a :
pn
′
(l ∩ p′) ⊂ l ∩ l′
Il en re´sulte que i1 est bien contenu dans l ∩ l
′. Par ailleurs, la restriction de
pn
′
a` p′ est la projection sur l′, paralle`lement a` n′. C’est donc un morphisme
d’alge`bres de Lie, ce qui implique que i1 est une sous-alge`bre de Lie re´lle de
l ∩ l′.
Soit X , X1 ∈ i1. Ce sont des e´le´ments de l ∩ l
′, et il existe N ′ et N ′1 ∈ n
′ tels
que Y et Y1 soient e´le´ments de i, ou` :
Y := X +N ′, Y1 := X1 +N
′
1
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Par ailleurs n′ et p′ sont orthogonaux pour B (cf. la fin de la de´monstration
du The´ore`me 1). Un calcul imme´diat montre alors que B(Y, Y1) est e´gal a`
B1(X,X1). Comme Y, Y1 ∈ i, B(Y, Y1) est nul. Finalement, i1 est isotrope
pour B1. On montre de meˆme des proprie´te´s similaires pour i
′
1.
Montrons i1+ i
′
1 = l∩ l
′. Soit X ∈ l∩ l′. Alors X = I + I ′, avec I ∈ i, I ′ ∈ i′.
Ecrivons I = H +N, I ′ = H ′+N ′ ou` H ∈ h˜, H ′ ∈ h˜′, N ∈ n, N ′ ∈ n′. On
a donc :
X = H +N +H ′ +N ′ (2.32)
ce qui implique : H = X −H ′ − N ′ − N . On voit ainsi que H est e´le´ment
de (p′ + n) ∩ l. De´composant sous l’action de j0, on voit que :
(p′ + n) ∩ l = p′ ∩ l (2.33)
Finalement H est e´le´ment de h˜∩ p′. de meˆme, on voit que H ′ est e´le´ment de
h˜′ ∩ p. Par ailleurs, n et n′ sont des sous-espaces j0-invariants et en somme
directe avec l ∩ l′. Donc, appliquant pl∩l′ a` (2.32), on a :
X = pl∩l′(H) + pl∩l′(H
′)
De (2.31), on de´duit que la restriction de pl∩l′ a` l∩p
′ est e´gale a` la restriction
de pn
′
a` l ∩ p′. Donc, on a :
pl∩l′(H) = p
n′(H) ∈ i1
on obtient de meˆme :
pl∩l′(H) ∈ i
′
1
et l’on conclut que :
X ∈ i1 + i
′
1
Ceci ache`ve de prouver que :
l ∩ l′ = i1 + i
′
1 (2.34)
Par ailleurs :
l ∩ l′ est le centralisateur d ′ un e´le´ment semi− simple de g, dont
l ′ image par la repre´sentation adjointe n ′ a que des valeurs propres
re´elles (2.35)
En effet (l ∩ l′) ⊕ ((n′ ∩ l) ⊕ n) est une de´composition de Langlands d’une
sous-alge`bre parabolique de g.
Alors la restriction B1 de B a` l ∩ l
′ est une forme de Manin (cf. Corollaire
du Lemme 2 ), et i1, i
′
1, qui sont isotropes pour B1, sont de dimension re´elles
infe´rieures ou e´gales a` la dimension complexe de l∩ l′. La somme dans (2.34)
est ne´cesssairement directe, ce qui ache`ve de prouver que (i) implique (ii).
Montrons que (ii) implique (i). Supposons satisfaites les conditions a) et b)
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de (i). Montrons que i ∩ i′ est re´duit a` ze´ro. Soit X un e´le´ment de i ∩ i′.
Alors :
X = H +N = H ′ +N ′, ou` H ∈ h˜, H ′ ∈ h˜′, N ∈ n, N ′ ∈ n′ (2.36)
On a alors :
H = H ′ +N ′ −N ∈ l ∩ (p′ + n)
(2.33) implique que H ∈ l ∩ p′. De meˆme, on montre que H ′ ∈ l′ ∩ p.
Appliquant pl∩l′ a` (2.36), on voit que :
pl∩l′(X) = pl∩l′(H) = pl∩l′(H
′)
et, graˆce a` la premie`re partie de la de´monstration, cela conduit a` :
pl∩l′(X) = p
n′(H) = pn(H ′) ∈ i1 ∩ i
′
1
Donc on a :
pn
′
(H) = pn(H ′) = 0
Mais pn
′
est injective sur h˜∩p′, car n′∩ h˜ est re´duit a` ze´ro. En effet n′∩ h˜ est
contenu dans n′ ∩ l. On voit que cette dernie`re intersection est e´gal a` n′ ∩m.
Donc n′∩ h˜ est e´gal a` n′∩h, qui est re´duit a` ze´ro, d’apre`s b). Donc H est nul
et il en va de meˆme de H ′. Alors X est un e´le´ment de n ∩ n′, qui est re´duit
a` ze´ro, d’apre`s nos hypothe`ses sur p, p′. Donc X est nul et i ∩ i′ est re´duit a`
ze´ro. Alors la somme i+ i′ est directe, et l’on a g = i⊕ i′ pour des raisons de
dimension. Ceci ache`ve de prouver le The´ore`me.
Proposition 4 Si (B, i, i′) est un triple de Manin sous (p, p′), d’ante´ce´dent
(B1, i1, i
′
1), et si g = nn
′x ∈ P ∩ P ′, ou` x ∈ L ∩ L′, n ∈ NL′, n
′ ∈ N ′L,
l’ante´ce´dent de (B,Ad g(i), Ad g(i′)) est e´gal a` (B1, Ad x(i1), Ad x(i
′
1)).
De´monstration :
Ecrivons i = Ad g(i) et h˜ = i ∩ l, etc.. On note (B1, i1, i
′
1), l’ante´ce´dent de
(B,Ad g(i), Ad g(i′)) . On a, graˆce a` la Proposition 2, :
g = n′nx = n′x(x−1nx)
Donc :
Ad g(i) = Ad n′x(i)
puisque x−1nx ∈ N ⊂ I. Comme n′x ∈ (L ∩ L′)N ′L ⊂ L, cela implique :
h˜ = Ad n′x(h˜),
ou` h˜ = i ∩ l. Mais n′x est aussi e´le´ment de P ′. Alors, on a :
h˜ ∩ p′ = Ad n′x(h˜ ∩ p′)
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D’ou` l’on de´duit :
i1 = p
n′(Ad n′x(h˜ ∩ p′))
Mais il est clair que la restriction de pn
′
a` p′, n’est autre que la projection sur
l′, paralle´lement a` n′. Cette restriction entrelace l’action adjointe de P ′ sur
p′ avec l’action naturelle de P ′ sur l′, identifie´ au quotient de p′ par n′ (N ′
agit trivialement). Il en re´sulte :
i1 = Ad x(p
n′(h˜ ∩ p′)) = Ad x(i1)
comme de´sire´. On traite de manie`re similaire i′1.
3 Triples de Manin pour une alge`bre de Lie
re´ductive complexe : Rele`vement
The´ore`me 4 (i) Tout triple de Manin sous (p, p′) est conjugue´, par un
e´le´ment de P ∩ P ′ a` un triple de Manin , (B, i, i′), sous (p, p′), d’ante´ce´dent
(B1, i1, i
′
1), satisfaisant les propie´te´s suivantes :
On note σ (resp. σ′), l’af-involution de m (resp. m′) ayant h (resp. h′) pour
espace de points fixes. Il existe une sous-alge`bre de Cartan fondamentale
f˜ (resp. f˜′), de i (resp. i′), contenue dans i1 (resp. i
′
1) telle que la paire
(˜f, σ) ve´rifie les conditions 1) a` 6) qui suivent (la paire (˜f′, σ′) ve´rifiant des
conditions similaires, nume´rote´es 1’) a` 6’), avec les changements e´vidents) :
1) L’application σ est une af-involution de l’alge`bre de Lie m, avec ensemble
de points fixes h et f˜ est une sous-alge`bre de Cartan fondamentale de i1 telle
que f˜ = f⊕ (˜f∩ a), ou` f = f˜∩ h. De plus f˜∩ a est isotrope pour B, de dimen-
sion re´elle e´gale a` la dimension complexe de a, et h est isotrope pour B. On
note j le centralisateur dans g de f˜, qui est une sous-alge`bre de Cartan de g,
contenue dans l ∩ l′, d’apre`s le Lemme 11.
2) L’intersection de h avec n′ est re´duite a` ze´ro.
3) Il existe une sous-alge`bre de Borel, b, de m, contenant j ∩m, et contenue
dans m ∩ p′, tel que σ(b) + b = m.
4) Il existe une unique de´composition de Langlands de p1, ou` i1 est sous p1,
p1 = l1 ⊕ n1, telle que l1 contienne f˜. De plus m1 = l
der
1 est e´gal a` l’ide´al
de´rive´ de (m ∩ l′) ∩ σ(m ∩ l′).
5) Si α ∈ ∆(m, j), on peut de´finir α ∈ ∆(m, j) par la condition : σ(mα) = mα.
On a : n1 = ⊕α∈∆(m∩n′,j)∩∆(m∩l′,j)m
α.
6)) La restriction de σ a` m1 est e´gale a` l’af-involution dont l’espace des points
fixes est e´gal a` h
1
:= i1 ∩m1.
On dit alors que le triple de Manin (B, i, i′) est lie´ a` (B1, i1, i
′
1), avec lien
(˜f, f˜′).
(ii) Re´ciproquement si B est une forme de Manin sur g, si B1 est sa restric-
tion a` l ∩ l′, si (B1, i1, i
′
1) est un triple de Manin pour l ∩ l
′ et si (σ, f˜) (resp.
(σ′, f˜′)) ve´rifient les proprie´te´s 1) a` 6) (resp. 1’) a` 6’)), posant i = h˜⊕ n, ou`
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h˜ = h ⊕ (˜f ∩ a), (resp. i′ = h˜′ ⊕ n′, ou` h˜′ = h′ ⊕ (˜f′ ∩ a′)), alors (B, i, i′) est
un triple de Manin sous (p, p′), lie´ a` (B1, i1, i
′
1), avec lien (˜f, f˜
′).
Remarque 2 Dans le The´ore`me, la condition 3) implique la condition 2).
En effet si 3) est satisfait, pour des raisons de dimension, b ∩ σ(b), qui
contient une sous-alge`bre de Cartan de m ( voir (2.1)), est re´duit a` j ∩ m.
Par ailleurs, comme b est contenu dans p′∩l, n′∩l est contenu dans le radical
nilpotent de b. Par suite, on a :
(n′ ∩ l) ∩ σ(n′ ∩ l) ⊂ (n′ ∩ l) ∩ j = {0}
Donc, n′ ∩ l ∩ h est re´duit a` ze´ro. Comme h est contenu dans l, n′ ∩ h, n′ ∩ l
est e´galement re´duit a` ze´ro, comme de´sire´.
De´monstration :
De´montrons (i). Soit (B, i, i′) un triple de Manin pour g, sous (p, p′). On
note h = i ∩m, etc. Comme i+ i′ = g, on a :
i+ p′ = g
Appliquant pl a` cette e´galite´, on en de´duit :
(i ∩ l) + (p′ ∩ l) = l
On applique encore la projection de l sur m, paralle`lement a` a pour obtenir :
h+ (p′ ∩m) = m
En conse´quence, H(P ′ ∩M)0 est ouvert dans M . Or (P ′ ∩M)0 est le sous
groupe parabolique de M , d’alge`bre de Lie p′ ∩ m. Par ailleurs σ e´tant une
af-involution, m est le produit d’ide´aux mj , invariants par σ et sur lesquels
induit :
soit une conjugaison par rapport a` une forme re´elle,
soit ”l’ e´change des facteurs ” de deux ide´aux isomorphes dont mj est la
somme.
Il re´sulte alors de [M2], [M1], que h∩p′ contient une sous-alge`bre de Cartan
fondamentale f de h et une sous-alge`bre de Borel de m, contenant f, contenue
dans p′ ∩m, et telle que :
σ(b) + b = m (3.1)
D’apre`s le Lemme 11, le centralisateur j de f˜ := f + ia dans g est une sous-
alge`bre de Cartan de g, contenue dans l. De la de´finition des af-involutions, il
re´sulte que toute sous-alge`bre de Cartan de h contient des e´le´ments re´guliers
de m. Il re´sulte alors de [Bor], Proposition 11.15, que j∩m est contenu dans
b. Donc j = (j ∩ m) ⊕ a est contenu dans p′ ∩ l. C’est une sous-alge`bre
de Cartan de p′ ∩ l, donc elle est conjugue´e a` j0, par un e´le´ment du sous-
groupe analytique de G, d’alge`bre de Lie p′ ∩ l. Mais, d’apre`s (2.31), on a :
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p′ ∩ l = (l ∩ l′)⊕ (n′ ∩ l) et ce sous-groupe analytique est e´gal a` (L ∩ L′)N ′L,
puisque L ∩ L′ est connexe, d’apre`s la Proposition 2.
Donc, il existe n′ ∈ N ′L, x ∈ L ∩ L
′, tels que
Ad xn′(j) = j0
soit encore :
Ad n′(j) = Ad x−1(j0) ⊂ l ∩ l
′ (3.2)
On trouve de meˆme f˜′, b′, j′ et x′ ∈ L ∩ L′, n ∈ NL′, ve´rifiant des proprie´te´s
similaires. On pose :
u = nn′, i = Ad u(i), i′ = Ad u(i′)
Comme n et n′ commutent et que n est un ide´al de i, on a :
Ad u(i) = Ad n′(i)
et de meˆme :
Ad u(i′) = Ad n(i′)
On pose alors :
f˜ = Ad n′(˜f), f˜′ = Ad n(˜f
′
), b = Ad n′(b), b′ = Ad n(b′) (3.3)
On voit alors que (B, i, i′) est un triple de Manin, conjugue´ par u a` (B, i, i′)
et sous (p, p′).
On va voir que f˜ a les proprie´te´s voulues. D’abord, f˜ est une sous-alge`bre
de Cartan fondamentale de i, d’apre`s le Lemme 11. Par conjugaison, on en
de´duit que f˜ est une sous-alge`bre de Cartan fondamentale de i. Le central-
isateur, j, de f˜ ve´rifie
j = Ad n′(j) (3.4)
donc est contenu dans l ∩ l′, d’apre`s (3.2). Alors, d’apre`s le Lemme 11, on a
bien f˜ = f⊕ (˜f ∩ a), ou` f = f˜ ∩ h, et f˜ ∩ a est e´gal a` ia, donc isotrope pour B
et de la dimension voulue, d’apre`s le The´ore`me 1. De meˆme h est isotrope
pour B.
On a vu que f˜ est contenu dans i ∩ l ∩ l′, donc dans h˜ ∩ p′. De plus pn
′
est
l’identite´ sur l′. Donc f˜ est contenu dans i1. Par ailleurs, comme f˜ est une
sous-alge`bre de Cartan de i, contenue dans h˜ ∩ p′, c’est une sous-alge`bre de
Cartan de h˜ ∩ p′ (cf. [Bou], Ch. VII, Paragraphe 2.1, Exemple 3), et par
projection , c’est une sous-alge`bre de Cartan de i1 (cf. l.c., Corollaire 2 de
la Proposition 4).
Il reste a` voir, pour achever de ve´rifier 1), que cette sous-alge`bre de Cartan
de i1 est fondamentale.
D’apre`s le Lemme 11 (iv), il existe une unique de´composition de Langlands
p1 = l1⊕ n1, telle que l1 contienne f˜. On note m1 = l1
der. Il suffit de voir que
f˜∩m1 est une sous-alge`bre de Cartan fondamentale de h1. Pour cela, il suffit
de voir qu’aucune racine de f˜ ∩ m1 dans m1 n’est re´elle. D’apre`s le Lemme
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11 (iv), f˜ = (˜f ∩ m1) ⊕ (˜f ∩ a1), ou` a1 est le centre de l1. Alors, une racine
α de f˜ ∩ m1 dans m1, prolonge´e par ze´ro sur f˜ ∩ a1 est une racine de f˜ dans
m. Mais alors, comme f est une sous-alge`bre de Cartan fondamentale de h,
α n’est pas re´elle sur f. Ceci prouve que f˜ est une sous-alge`bre de Cartan
fondamentale de i1.
2) re´sulte du fait que l’intersection de i et i′ est re´duite a` ze´ro, car i′ contient
n′.
L’ e´quation (3.1) assure, par transport de structure que 3) est satisfait.
Comme f˜ est une sous-alge`bre de Cartan de i1, l’existence de l1 contenant f˜,
re´sulte du Lemme 11 (iv).
De´crivons plus pre´cise´ment i1. Pour cela commencons par de´crire l’action de
f sur h˜∩p′. Soit α ∈ ∆(m, j). Comme les e´le´ments de f sont fixe´s par σ, j∩m,
qui est le centralisateur de f dans m, est σ-invariant. Il re´sulte du Corollaire
du Lemme 6, que mα est alors contenu dans un ide´al de m, stable sur lequel
σ est soit line´aire soit antiline´aire Donc, σ est soit line´aire soit antiline´aire
sur mα. Comme, pour X ∈ mα et H ∈ j, on a :
[H, σ(X)] = [σσ(H), σ(X)] = σ([σ(H), X ]) = σ(α(σ(H))X), (3.5)
et on peut de´finir α ∈ ∆(m, j) par : l’e´galite´
σ(mα) = mα (3.6)
Par ailleurs b et σ(b) sont des sous-alge`bres de Borel oppose´es relativement
a` j ∩m, car 3) a e´te´ ve´rifie´. On de´duit de ce qui pre´ce`de :
α 6= α, α ∈ ∆(m, f) (3.7)
On note :
hα := (m
α +mα)σ, α ∈ ∆(m, f) (3.8)
On a :
h = f⊕α∈∆(b,j) hα (3.9)
On ve´rifie aise´ment que hα est invariant sous f. Montrons :
hα est irre´ductible sous f (3.10)
Comme α est diffe´rent de α, hα, qui est e´gal a` {X + σ(X)|X ∈ m
α}, est de
dimension deux sur R. S’il a un sous-module irre´ductible non nul, RX , X
doit se transformer sous f par un caracte`re re´el de f. Celui-ci doit eˆtre e´gal a`
la restriction de α ou α a` f. Alors (3.10) va re´sulter de la de´monstration de :
Pour tout α ∈ ∆(m, j), α restreint a` f n ′ est pas re´elle (3.11)
Distinguons deux cas.
a) mα est contenu dans un ide´al m0, stable par σ, sur lequel σ est antiline´aire.
Pour de´montrer (3.11), on se re´duit au cas ou`m = m0, i.e. on peut supposer σ
antiline´aire. (3.5) montre que la restriction de α a` f est e´gale a` la conjugaison
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complexe de la restriction de α a` f, donc α est re´elle sur f si et seulement si
ces deux restrictions sont e´gales. Mais h e´tant, dans notre cas , une forme
re´elle de m, f est une forme re´elle de j. Si les deux restrictions a` f e´taient
e´gales , on aurait alors α = α, ce qui n’est pas. (3.11) en re´sulte dans ce cas.
b) mα est contenu dans un ide´al de m, produit de deux ide´aux simples, m′,
m′′, et σ restreint a` m′ ×m′′ est C line´aire et de la forme :
(X ′, X ′′) 7→ (τ−1(X ′′), τ(X ′)), (X ′, X ′′) ∈ m′ ×m′′
ou` τ est un isomorphisme C-line´aire entre les alge`bres de Lie m′ et m′′. Ici
aussi, on se re´duit a` prouver l’assertion lorsque m = m′ × m′′. L ’e´tude des
points fixes de σ, montre aise´ment que, dans ce cas, f est un sous-espace
vectoriel complexe de j, sur lequel la restriction de α est non nulle , et au-
tomatiquement C-line´aire, donc n’est pas re´elle. Ce qui ache`ve de prouver
(3.11).
En de´composant l’action de j0 sur l ∩ p
′, on trouve : l ∩ p′ = (m ∩ p′) ⊕ a,
puis, tenant compte de la de´finition de h˜ : h˜∩p′ = (h∩p′)⊕ ia De´composant
h ∩ p′ en repre´sentations irre´ductibles sous f, on voit que :
h ∩ p′ = f⊕α∈∆(b,j), hα⊂p′ hα
Il est clair que hα est contenu dans p
′ si et seulement si c’est le cas de mα et
de mα. Mais on a :
m ∩ p′ = (m ∩ l′)⊕ (m ∩ n′)
De plus comme b est contenu dans p′, m ∩ n′ est contenu dans b, c’est a`
dire :
m ∩ n′ = b ∩ n′ (3.12)
En particulier, si α ∈ ∆(b, j), α n’est pas e´le´ment de ∆(m∩ n′, j). Par suite :
h ∩ p′ = f⊕ (⊕α∈∆(b∩l′,j)∩∆(m∩l′,j)hα)⊕ (⊕α∈∆(b∩n′,j)∩∆(m∩l′,j)hα)
Etudions l’image, i1, de h˜∩p
′ par pn
′
. Si α ∈ ∆(b∩l′, j)∩∆(m ∩ l′, j), hα est
contenu dansm∩l′, et pn
′
(hα) est e´gal a` hα. Si α ∈ ∆(b∩n
′, j)∩∆(m ∩ l′, j), mα
est contenu dans n′ et mα est contenu dans l′. Comme hα = {X + σ(X)|X ∈
mα}, pn
′
(hα) est e´gal a` m
α. Enfin pn
′
est l’identite´ sur f˜ = f⊕ ia.
Finalement :
pn
′
(h˜ ∩ p′) = u1 ⊕ v1 ⊕ ia (3.13)
ou` :
u1 = f⊕ (⊕α∈∆(b∩l′,j)∩∆(m∩l′,j)hα) (3.14)
et
v1 = ⊕α∈∆(b∩n′,j)∩∆(m∩l′,j)m
α (3.15)
On remarque que :
u1 = ((m ∩ l
′) ∩ σ(m ∩ l′))σ (3.16)
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Donc u1 est une sous-alge`bre de Lie de m ∩ l
′, re´ductive. On note z1 son
centre. Alors :
r1 := z1 ⊕ v1 ⊕ ia
est un ide´al re´soluble de i1 = p
n′(h˜ ∩ p′), admettant la sous alge`bre de Lie
semi-simple uder1 comme supple´mentaire dans i1. Donc r1 est le radical de u1.
Etudiant l’ide´al de´rive´, ider1 de i1, on a :
ider1 ⊂ u
der
1 ⊕ v1
Par ailleurs uder1 est contenu dans i
der
1 , de meˆme que v1, car [f, v1] = v1,
d’apre`s (3.11). Finalement, on obtient :
ider1 = u
der
1 ⊕ v1, r1 ∩ i
der
1 = v1
Donc v1 est e´gal au radical nilpotent de i1 (cf. [Bou], Ch. I, Paragraphe 6.4,
Proposition 6), i.e. :
v1 = n1 (3.17)
La proprie´te´ 5) est prouve´e.
Prouvons 4). On a vu que le centralisateur j de f˜ est une sous-alge`bre de
Cartan de l, e´gale a` (j ∩m) + a. Par ailleurs, comme f˜ est contenue dans i1,
donc dans l′, ce centralisateur contient a′, puis est contenu dans l′. Donc, j
est une sous-alge`bre de Cartan de l ∩ l′. On pose :
l˜1 := ((m ∩ l
′) ∩ σ(m ∩ l′))⊕ a (3.18)
qui contient j. On pose p
1
:= l˜1 ⊕ v1, qui contient la sous-alge`bre de Borel
de l ∩ l′, l′ ∩ (σ(b)⊕ a).
On va voir que p
1
est une sous-alge`bre de Lie de l∩l′. L’e´quation (3.12) jointe
a` la de´finition de u1 et v1 (cf (3.14), (3.15) et (3.16)), permet de voir que le
crochet de u1 et v1 est contenu dans v1. Ceci implique que p1 est une sous
alge`bre de Lie de l ∩ l′. C’est une sous-alge`bre parabolique, car elle contient
une sous-alge`bre de Borel.
L’analyse des poids sous j montre que l˜1⊕v1 est une de´composition de Lang-
lands de la sous-alge`bre parabolique, p
1
, de l∩ l′. En particulier p
1
admet v1
comme radical nilpotent. Donc p1 = p1, d’apre`s (3.17) et (1.17), et l˜1 ⊕ n1
est une de´composition de Langlands de p1, telle que l˜1 contienne f˜. C’est la
seule, d’apre`s le Lemme 11 (iv), applique´ a` i1. Donc l˜1 = l1
De plus, comme a est central dans l, il re´sulte (3.18) que m1 est l’ide´al de´rive´
de (m ∩ l′) ∩ (σ(m ∩ l′). D’apre`s le The´ore`me 1, on sait que h
1
:= i1 ∩m1 est
l’espace des points fixes d’une af-involution de m1 que l’on note σ1. m1.
En outre, on a h
1
= (i1 ∩ l1)
der, d’ou` l’on de´duit :
h
1
= uder1 (3.19)
On sait, d’apre`s (3.16), que u1 est l’espace des points fixes de la restriction
de σ a` m˜1, dont l’ide´al de´rive´ est e´gal a` m1.Comme m˜1 est re´ductive, passant
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a` l’ide´al de´rive´, on voit que h
1
= uder1 est e´gal a` l’ide´al de´rive´ de l’ensemble
h
1
′ des points fixes de la restriction σ1
′, de σ a` m1. Montrons que h1
′ = h
1
.
Notons q1 (resp. q
′
1), l’ orthogonal de h1 (resp. h1
′) pour la forme de Killing
de l’alge`bre de Lie m1, regarde´e comme alge`bre de Lie re´elle. Alors, on a :
m1 = h1 ⊕ q1 = h1
′ ⊕ q1
′
D’ou` l’on de´duit :
m1
der = h′
1
der
+ [q′1, q
′
1] + [h
′
1
, q′1]
Mais q′1 est contenu dans q1 et [q1, q1] est contenu dans h1. D’autre part
[h′
1
, q′1] est contenu dans q
′
1. Finalement, tenant compte du fait que m1 est
semi-simple, on a :
m1 ⊂ h1 + q
′
1
D’ou` l’on de´duit l’e´galite´ de h
1
et h
1
′, et par suite celle de σ1 et σ
′
1. Ceci
ache`ve de prouver 5) et 6).
On vient d’achever la preuve de (i).
Passons a` la preuve de (ii), dont on retient les hypothe`ses. D’abord i et i′ sont
des sous-alge`bres de Lie re´elles, isotropes, de g, dont la dimension re´elle est
e´gale a` la dimension complexe de g, d’apre`s la condition 1) et le The´ore`me
1. On va appliquer le The´ore`me 3 pour voir que (B, i, i′) est un triple de
Manin.
Une analyse de l’action de f, similaire a` celle qui a e´te´ faite au cours de la
preuve de (i) conduit a` l’analogue des e´quations (3.13) a` (3.16). L’analogue
de l’e´quation (3.16) et la condition 6) montrent que uder1 contient h1 := m1∩i1.
Par ailleurs f˜ est contenu dans pn
′
(h˜ ∩ p′) , car f˜ ⊂ l ∩ l′ ∩ h˜, d’apre`s 1).
D’autre part, d’apre`s 5) : v1 = n1.
Finalement pn
′
(h˜∩ p′) contient i1. Par ailleurs, comme i est isotrope pour B,
le raisonnement du de´but du The´ore`me 2, montre que pn
′
(h˜∩ p′) est isotrope
pour B1. Donc, pour des raisons de dimension, on a :
pn
′
(h˜ ∩ p′) = i1
De meˆme, on voit que :
pn(h˜′ ∩ p) = i′1
Tenant compte de 3), le The´ore`me 3 montre que (B, i, i′) est un triple de
Manin pour g, d’ante´ce´dent (B1, i1, i
′
1).
Montrons que f˜ est une sous-alge`bre de Cartan fondamentale de i. D’apre`s
(3.11), aucune racine de f dans m n’est re´elle, donc f est une sous-alge`bre
de Cartan fondamentale de h. Alors f˜ est une sous-alge`bre de Cartan fonda-
mentale de i, d’apre`s le Lemme . On a le meˆme re´sultat pour f˜′. Ceci ache`ve
de prouver le The´ore`me.
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Proposition 5 (i) Tout triple de Manin sous (p, p′) est conjugue´, par un
e´le´ment de G, a` un triple de Manin, (B, i, i′), sous (p, p′), pour lequel il
existe :
1) Une suite finie strictement de´croissante de sous-alge`bres de Lie re´ductives
complexes de g, g0 = g, g1 = l ∩ l
′,...,gk,..., contenant j0, se terminant a`
gp0 = j0.
2) Une suite de couples de sous-alge`bres paraboliques des gk, (pk, p
′
k), pk
contenant b0 ∩ gk, p
′
k contenant b
′
0 ∩ gk, avec p0 = p, p
′
0 = p
′, et telle que,
notant lk⊕nk (resp. l
′
k⊕n
′
k ) la de´composition de Langlands de pk (resp. p
′
k)
avec j0 ⊂ lk, l
′
k, on a :
gk = lk−1 ∩ l
′
k−1, i = 1, . . . , p0
3) Une suite de triples de Manin, (Bk, ik, i
′
k), dans gk, k = 0, . . . , p0, ou`
(B0, i0, i
′
0) = (B, i, i
′), chacun e´tant lie´ a` son ante´ce´dent. On notera (˜fk, f˜
′
k)
un lien entre (Bk, ik, i
′
k) et (Bk+1, ik+1, i
′
k+1), k = 0, . . . , p0 − 1.
On appelera une telle donne´e une tour standard de triples de Manin dans g.
On dira aussi que (B, i, i′) est fortement standard.
(ii) La suite des (gk, pk, p
′
k, Bk) ne de´pend que de la classe de conjugaison
sous G du triple de Manin initial. En particulier p0 ne de´pend pas de la tour
choisie. On l’appelle la hauteur (de la classe de conjugaison sous G) du triple
de Manin de de´part. De plus, si deux tours standards, (Bk, ik, i
′
k), (Bk, ik, i
′
k),
sont associe´es a` un meˆme triple de Manin, pour tout k = 1, . . . , p0, il existe
gk ∈ Gk conjuguant ik et ik et aussi i
′
k et i
′
k.
(iii) Le triple de Manin dans j0, (Bp0, ip0, i
′
p0
), ne de´pend que (de la classe
de conjugaison sous G) du triple de Manin de de´part. En particulier il ne
de´pend pas de la tour standard associe´e a` ce triple de Manin. On l’appelle
le socle de la classe de conjugaison sous G de triples de Manin conside´re´e.
Notons que (ip0, i
′
p0
) est juste une paire de sous-espaces vectoriels re´els de
j0, isotropes pour la restriction, Bp0, de B, de dimensions maximales et en
somme directe.
(iv) Il existe yk ∈ Ik, k = 1, . . . , p0 tel que :
f˜k = Ad yk+1 . . . Ad yp0(ip0) ⊂ ik ∩ ik+1, k = 0, . . . , p0 − 1
On notera x1 = y1 . . . yp0 ∈ I1 . . . Ip0 ⊂ L ∩ L
′, de sorte que f˜0 = Ad x1(ip0).
On introduit un e´le´ment x′1 ayant les meˆmes proprie´te´s pour f˜
′
0 et i
′
p0
De´monstration :
Montrons (i) par re´currence sur le rang de gder. Le cas ou` gder est nul est
clair. Suposons le non nul.
D’apre`s le The`ore`me 3 (i), e´tant donne´ un triple de Manin sous (p, p′), il
existe un triple de Manin, (B, i, i′), qui lui est conjugue´ sous G, et qui est lie´
a` son ante´ce´dent (B1, i1, i
′
1). Comme l ∩ l
′ est diffe´rent de g, d’apre`s le
The´ore`me 2, l’hypothe´se de re´currence implique qu’ il existe g1 ∈ L ∩ L
′ =
(L∩L′)0, tel que (B1, i1, i
′
1) = (B1, Adg1(i1), Adg1(i
′
1)) soit le premier e´le´ment
d’une tour standard, T1, de g1 := l∩l
′. Mais il est facile de voir, par transport
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de structure et graˆce a` la Propostion 4, que (B, i, i′) := (B,Adg1(i), Adg1(i
′))
est lie´ a` (B1, i1, i
′
1), un lien entre les deux e´tant obtenu par conjugaison par g1
d’un lien entre (B, i, i′) et (B1, i1, i
′
1). Adjoignant (B, i, i
′) a` la tour standard,
T1, dans g1, on obtient une tour standard dans g, qui posse`de les proprie´te´s
voulues. Ceci prouve (i).
Montrons (ii) par re´currence sur le rang de gder. Si deux tours standards,
(Bk, ik, i
′
k), (Bk, ik, i
′
k), sont associe´es a` un meˆme triple de Manin sous (p, p
′),
on a p0 = p0 = p, p
′
0 = p
′
0
= p, d’apre`s la Proposition 1, donc g1 = g1. De
plus, d’apre`s la Proposition 2 (i), (B0, i0, i
′
0), (B0, i0, i
′
0) sont conjugue´s par
un e´le´ment de P ∩ P ′. Alors, d’apre`s la Proposition 4, les ante´ce´dents de
(B0, i0, i
′
0), (B0, i0, i
′
0) sont conjugue´s par un e´le´ment de G1 = L ∩ L
′. On
applique l’hypothe`se de re´currence pour achever de prouver (ii).
(iii) re´sulte de (ii) applique´ a` l’indice k = p0.
Pour (iv), on proce`de par re´currence descendante sur k. Il suffit alors d’obser-
ver que, f˜k et f˜k+1 e´tant deux sous-alge`bres de Cartan fondamentales de ik,
d’apre`s la de´finition des liens (cf. The´ore`me 4), elles sont conjugue´es par un
e´le´ment de Ik+1.
On s’inte´resse maintenant a` l’utilisation de la partie re´ciproque du The´ore`me
4. On se fixe une forme de Manin B sur g. On note B1 sa restriction a`
l ∩ l′. On se donne un triple de Manin, (B1, i1, i
′
1), fortement standard dans
l ∩ l′. On emploie les notations de la Proposition 5, pour une tour standard
de´butant par ce triple de Manin. On fixe f˜ (resp. f˜′) une sous-alge`bre de
Cartan fondamentale de i1 (resp. i
′
1). Proce`dant comme dans la preuve du
point (iv) de la Proposition 5, on trouve x1 ∈ I1 . . . Ip0, x
′
1 ∈ I
′
1 . . . I
′
p0
, avec
f˜ = Ad x1(ip0), f˜
′ = Ad x′1(i
′
p0
). Si σ est une af-involution de m, on notera
σ = Ad x1
−1 ◦ σ ◦ Ad x1|m et h = m
σ, etc.
L’inte´reˆt du Lemme suivant re´side dans le fait qu’il re´duit une partie de la
construction d’un rele`vement de (B1, i1, i
′
1), avec lien (˜f, f˜
′), a` des questions
sur le socle de celui ci.
Lemme 13 Soit σ une af-involution l’alge`bre de Lie m.
La paire (σ, f˜) ve´rifie les conditions 1) a` 5) du The´ore`me 4, si et seulement si
(σ, ip0) ve´rifie des conditions similaires, ou` l’on remplace l1 par l1 (ou` l1⊕n1
est la de´composition de Langlands de p1 telle que l1 contienne j0), h1 par
h1 = i1 ∩m1. En particulier, il faut que ip0 ve´rifie ip0 = (ip0 ∩m)⊕ (ip0 ∩ a).
De´monstration :
On remarque que I2,. . . , Ip0 sont tous contenus dans L1 ∩ L
′
1, qui normalise
n1. Comme I1 normalise n1, il en va de meˆme de x1. On remarque e´galement
que l1 = Ad x1(l1), car j = Ad x1(j0). Par ailleurs x1 est dans L ∩ L
′. Le
lemme est alors une simple application du transport de structure.
Proposition 6 Soit g une alge`bre de Lie semi-simple complexe, j une sous-
alge`bre de Cartan de g. On note jR, l’espace des e´le´ments de j, dont l’image
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par la repre´sentation adjointe n’a que des valeurs propres re´elles.
(i) Si f ⊂ j est une sous-alge`bre de Cartan fondamentale d’une forme re´elle
de g, h, il existe un ensemble de racines positives de ∆(g, j), ∆(g, j)+ une
involution C-line´aire de j∗, induisant une involution du diagramme de Dynkin
correspondant et telle que :
f = {X ∈ j|tτ(X) = −X}
ou` X 7→ X est la conjugaison de j par rapport a` sa forme re´elle jR et ou`
tτ
est la transpose´e de τ .
De plus τ est caracte´rise´e par cette condition.
(ii) On note σ la conjugaison de g, par rapport a` sa forme re´elle h. Une
forme re´elle de g, h′, admet f pour sous-alge`bre de Cartan , automatique-
ment fondamentale, si et seulement si elle est l’espace des points fixes d’une
involution antiline´aire, σ′, de la forme :
σ′ = σ ◦ Ad j, j ∈ Z1(σ, J) = {j ∈ J |jσ = j−1}
(iii) Si j = j1j2j
−σ
2 ,on a :
σ ◦ Ad j = Ad j2
−1 ◦ (σ ◦ Ad j1) ◦ Ad j2
(iv) Le quotient H1(σ, J) du groupe Z1(σ, J) par son sous-groupe B1(σ, J) =
{jj−σ|j ∈ J} est fini.
De´monstration :
On note σ la conjugaison de g, par rapport a` sa forme re´elle h.
Comme f est une sous-alge`bre de Cartan fondamentale de h, on peut choisir
un e´le´ment re´gulier de g, X0, dans f ∩ ijR. On de´finit :
∆(g, j)+ := {α ∈ ∆(g, j)|iα(X0) > 0}
On remarque que la conjugaison complexe induit une involution de ∆(g, f)
car si β ∈ ∆(g, f) et X ∈ gβ , σ(X) est e´le´ment de gβ. Si β ∈ HomR(f,C), β
admet un unique prolongement C-line´aire a` j. Celui-ci appartient a` ∆(g, j)
et est note´ β˜. Alors l’application :
α 7→ −(α|f)
˜, α ∈ ∆(g, j)
est clairement induite par un endomorphisme R-line´aire du sous-espace re´el
de j∗ engendre´ par les e´le´ments de ∆(g, j). On note son prolongement C-
line´aire a` j∗, τ . Alors τ est involutif. On voit facilement qu’il pre´serve
∆(g, j)+, et induit donc une involution du diagramme de Dynkin.
Par ailleurs :
f = (f ∩ jR)⊕ (f ∩ ijR), j = f⊕ if
car f est une sous-alge`bre de Cartan d’une forme re´elle de g, contenue dans
j. Tenant compte de ces de´compositions, on ve´rifie aise´ment l’e´galite´ :
f = {X ∈ j|tτ(X) = −X}
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A noter que celle-ci caracte´rise la restriction de τ a` f, donc de´termine τ par
C-line´arite´. D’ou` (i).
Montrons (ii)). Soit h′ une forme re´elle de g, admettant f pour sous-alge`bre
de Cartan . D’abord celle-ci est fondamentale car aucune racine de f n’est
re´elle puisque f est fondamentale dans h. Notons σ′ la conjugaison par rap-
port a` h′. Alors σσ′ est un automorphisme C-line´aire de l’alge`bre de Lie g,
qui est l’identite´ sur f, donc sur j, par C-line´arite´. Il est donc de la forme
Ad j, j ∈ J (cf. [Bou], Ch. VIII, Paragraphe 5.2, Proposition 2 ,et Ch. VI).
Donc, on a :
σ′ = σ ◦ Ad j
Le fait que σ′ soit une involution montre que j doit eˆtre e´le´ment de Z1(σ, J),
et σ′ a la forme voulue.
Re´ciproquement, on remarque que si σ′ est de la forme indique´e, c’est un
automorphisme antiline´aire de g, qui est involutif car j ∈ Z1(σ, J). Son en-
semble de points fixes est une forme re´elle de g, h′, contenant f. Donc f est
une sous-alge`bre de Cartan de h′, ne´cessairement fondamentale, comme on
l’a vu plus haut. Ceci ache`ve de prouver (ii).
Montrons (iii), en identifiant J a` Cn/Zn, la restriction de σ a` J e´tant alors
de´finie par passage au quotient d’un endomorphisme antiline´aire de Cn,
pre´servant Zn, note´ σ˜. Un calcul imme´diat montre que :
H1(σ, J) ≈ ({X ∈ Rn| σ˜(X) = X, 2X ∈ Zn}+ Zn)/Zn
Mais le deuxie`me membre est contenu dans ((1/2)Zn)/Zn qui est isomorphe
au groupe fini (Z/2Z)n. Ceci ache`ve de prouver (iii) et la Proposition.
La preuve de la Proposition suivante est imme´diate
Proposition 7 Soit g1 une alge`bre de Lie simple complexe, j1 une sous-
alge`bre de Cartan de g1. On note g := g1 × g1, j0 := j1 × j1.
(i) Un sous-espace f est une sous-alge`bre de Cartan de l’espace des points
fixes d’un automorphisme involutif C-line´aire de g, permutant les facteurs,
si et seulement si
f = {(X, τ(X))|X ∈ g1},
ou` τ est un automorphisme de ∆(g1, j1), l’involution e´tant alors donne´e par:
στ˜ (X, Y ) = (τ˜
−1(Y ), τ˜ (X)), (X, Y ) ∈ g1 × g1,
ou` τ˜ est un automorphisme de g1, dont la restriction a` j1 est e´gale a` τ .
En particulier il n’y a qu’un nombre fini de possibilite´s pour τ et f.
(ii) Si τ˜ est un automorphisme de g1, dont la restriction a` j1 est e´gale a` τ ,
les automorphismes de g1 posse´dant la meˆme proprie´te´ sont ceux de la forme
τ˜ ◦ Ad j1, j1 ∈ J1.
(iii) Les automorphismes involutifs C-line´aires de g permutant les facteurs,
dont f est une sous-alge`bre de Cartan de l’ensemble de ses points fixes, sont
de la forme :
Ad j−1 ◦ στ˜ ◦ Ad j
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ou` :
j = (j1, 1), j1 ∈ J1
Le The´ore`me 4 montre que, a` conjugaison sous G (ou sous P ∩P ′ d’apre`s la
Proposition 2 ), tout triple de Manin fortement standard de g, sous (p, p′),
est obtenu par rele`vement d’un triple de Manin fortement standard de l ∩ l′.
Il est clair que l’ensemble des classes de conjugaison sous G des rele`vements
d’un triple de Manin de l∩ l′, ne de´pend que de la classe de conjugaison sous
L∩L′ de ce triple de Manin, ceci par transport de structure. C’est pourquoi
on peut se limiter a` appliquer le rele`vement a` une famille F de repre´sentants
fortement standard des classes de conjugaison sous L∩L′ de triples de Manin
de l ∩ l′, pour obtenir tous les triples de Manin sous (p, p′), a` conjugaison
sous G pre`s. D’apre`s la Proposition 4, le rele`vement de deux triples de Manin
distincts de F sont non conjugue´s sous g. La Proposition suivante permet de
donner une condition pour que deux rele`vements d’un meˆme e´le´ment de F
soient conjugue´s.
Proposition 8 (i) Si deux triples de Manin de g, (B, i, i′), (B, i, i′), sous
(p, p′), ayant le meˆme ante´ce´dent, sont conjugue´s sous G, alors il existe
x ∈ M , x′ ∈M ′ tels que :
Ad x(h) = h, Ad x′(h′) = h′, ou` h = i ∩m, etc.
De plus :
ia = ia et i
′
a′ = i
′
a′
(ii) Si (B, i, i′), (B, i, i′) sont deux triples de Manin sous (p, p′) pour lequel il
existe x ∈M , x′ ∈M ′ tels que :
Ad x(i) = i, Ad x′(i′) = i′,
ils sont conjugue´s par un e´le´ment de G, si et seulement si xI˜ ∩ x′I˜ ′. Ici I˜
de´signe le groupe H˜AN , ou` H˜ = {m ∈M |Adm pre´serve h}. De plus I˜ est
le normalisateur dans g de i. Le groupe I˜ ′ est de´fini de manie`re similaire.
De´monstration :
Si deux triples de Manin sont comme dans (i), il existe g ∈ P ∩ P ′ qui les
conjugue, d’apre`s la Proposition 2 (i). Ecrivons g = unn′, avec u ∈ L ∩ L′,
n ∈ NL′ , n
′ ∈ N ′L et posons x˜ = un
′ ∈ L, x˜′ = un ∈ L′. Comme n et
n′ commutent et que n normalise i, on a : Ad x˜(i) = i. Comme x˜ ∈ L,
Ad x˜ pre´serve m et fixe les e´le´ments de a. D’ou` il re´sulte imme´diatement que
Ad x˜(h) = h et ia = ia. Ecrivant x˜ = xa, avec x ∈ M , a ∈ A, on voit que
x ve´rifie les proprie´te´s voulues. On proce`de de meˆme pour trouver x′. Ceci
prouve (i).
Montrons (ii) et soit deux triples de Manin comme dans l’e´nonce´. Ils sont
conjugue´s sous G, si et seulement si il existe y ∈ G tel que :
Ad y(i) = i, Ad y(i′) = i′
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Comme x ∈ M , il normalise n et fixe a. Tenant compte des conditions de
l’e´nonce´, on voit que y doit ve´rifier :
Ad x−1y(i) = i, Ad x′−1y(i′) = i′
Pour conclure, il reste a` prouver que le normalisateur dans G de i, est
bien e´gal a` I˜. Il est clair que I˜ est bien contenu dans ce normalisateur.
Re´ciproquement, soit y un e´le´ment de ce normalisateur. Il normalise le rad-
ical nilpotent n de i, donc y ∈ P , d’apre`s (1.17). On e´crit y = man avec
m ∈ M , a ∈ A, n ∈ N . Comme AN est dans le normalisateur de i, on voit
que m normalise i et donc aussi h = i∩m. Donc m ∈ H˜ et y appartient a` I˜,
comme de´sire´. Ceci ache`ve de prouver la Proposition.
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