We consider a numerical method to verify the existence and uniqueness of the solutions of nonlinear hyperbolic problems with guaranteed error bounds.
Introduction
In two preceding papers [5, 6] , we discussed the numerical verication of the existence of solutions to nonlinear parabolic and hyperbolic equations in the onedimensional case. This verication method is based on Plum's formulation [10] of verication methods and weak formulation for determining a bound on the inverse norm of the linearized operator. In this paper, we describe a numerical verication method that demonstrates existence and uniqueness of solutions to nonlinear hyperbolic equations. In order to ensure existence and uniqueness, we use the idea contained in Nakao's method [3, 12] . Another method used for hyperbolic equations [7] requires that the nonlinear map in question is retractive in a neighborhood of the solution. Our method is not subject to such a condition. Thus our method has the potential of being applicable to a more general class of hyperbolic equations.
In the following section, we introduce the problem considered and its xed point formulation. In Section 3, a fundamental theorem which contains the verication conditions of our method is presented. In Section 4, using a weak formulation, we estimate the inverse norm of the linearized operator and give the algorithm for our method. Section 5 contains some examples that illustrate our method. In the one-dimensional case we can choose 2 p < 1, which implies 1 m < 1 in the above example. In any case, we assume that the nonlinearity of f has a polynomial form.
Verication Condition
In order to transform (4) into a \residual-form", setting v = u 0 u h , we introduce the operatorT :
(5) Then if we wish to nd some solution of the given problem that is close to u h , we may look for the xed-point ofT that is close to 0. To construct a set V which includes a solution to (1), taking some real number , we set V fv 2 L p (Q)jkvk L p (Q) g: (6) Next, we choose the positive real numbers and such that
Our verication condition is described in the following theorem, which is similar to those in [3, 12] . First, using the same number used in (6), we dene a scaling norm k 
8x 2 L p (Q): Second, the following two relations follow from the denition of this norm:
T (V ) V and kT(v 2 ) 0T(v 1 )k V kkv 2 0 v 1 k V 8v 1 ; v 2 2 V for some k satisfying 0 < k < 1. Banach's xed point theorem then gives the desired result (see [12] for details).
Constants in the verication condition
In this section we describe how to estimate and introduced in the previous section. We assume that the constants C 1 and C 2 are known and that they satisfy 
Similarly, we can obtain 
We only prove the case for a < 0, because we may put a = 0 for a 0 in the following.
By using the above inequalities, we have
Furthermore, using Poincar e's inequality, we have 
This implies
(17) Substituting w = jvj t (t 1) into (17) and using some density arguments gives ( 1 2 Finally, we describe the algorithm for nding a real number that satises the verication condition in Theorem 1, + : (20) What we present here is the most basic such algorithm [3] . Since depends on , we write = (). The algorithm is as follows:
1. Compute a constant satisfying (8). This means that verication is completed. 5. Otherwise, make the replacement (1 + ) for a certain positive number and return to 3. If the maximum iteration number exceeds some maximal value that we decide in advance without satisfying (20), the verication fails.
Verication procedures and numerical examples
Let S h be a nite-dimensional subspace of H 1 0 () \ H 2 () depending on h and let N be the dimension of S h . Then we can represent u h by
where the i are base functions in S h .
The function u i (t) constitutes the time-dependent coecient of the base function i (x). For the discretization of time, we take equal time steps of length 1t and dene t k = k1t; k = 0;1; 2;1 1 1 : We used the Newmark method [11] , which generates the following relation: 2 , and and are some non-negative parameters. We compute an approximate solution by combining the Newton iteration and the Newmark method (see [6] for details). Since u htt 04u h +f(1; u h ) 2 L 2 (Q) is required, we use the piecewise cubic Hermite function as the base function in space and the piecewise cubic Hermite interpolation in time. Moreover, since f has a polynomial restriction and piecewise polynomials are used in space and time, we can compute
One-dimensional case
In (1), we set f(x; t; u) = 0Au 2 0 k sin x(2 + 2 t 2 0 Akt 4 sin x); where A and k are constants, and we let R = 1 and T = 1. The exact solution is u(x; t) = kt 2 sin x.
If we take p = 4, then (A1) and (A2) are satised. Then, since we have
We illustrate our algorithm with the numerical results of several examples, where NS and NT are the partition numbers of space and time, respectively, and M = NS2NT: Since the cubic Hermite interpolation procedure is fourth-order accurate for all suciently smooth functions and the Newmark method is second-order accurate, we choose NS and NT to satisfy the relation NT = NS 2 NS when adjusting the accuracy. Generally speaking, it is dicult to describe the stability of the Newmark method for nonlinear problems, but according to [11] , if = 1 2 and = 1 4 , the Newmark method is unconditionally stable for linear hyperbolic equations. Thus we choose = 1 2 and = 1 4 in these examples. In the following, represents the veried error bound in Theorem 1. We obtain sharper bounds than those in [6] thanks to the better constant C used here. We note that Theorem 1 ensures not only the existence of solutions but also their uniqueness. Table 2 : Results in two dimensional case.
Two dimensional case
In (1), we set f(x; t; u) = f(x 1 ; x 2 ; t; u) = 0Au 2 0 k sin x 1 sin x 2 (2 + 2t 2 2 0 Akt 4 sin x 1 sin x 2 ); and let = (0; 1) 2 (0; 1) and T = 0:25. The exact solution is u(x 1 ; x 2 ; t) = kt 2 sin x 1 sin x 2 : The other conditions are the same as in the one-dimensional case. Remark 2. In these computations, we used the usual oating-point number system with double precision. Therefore, the above results may include some unknown rounding errors. From the author's experiences, however, the order of magnitude of the eect of round-o errors is smaller than 10 010 . With this observation, we can assume that the numerical results are suciently reliable to at least six digits or so. Of course, we need to use arithmetic system with guaranteed accuracy for more rigorous verication.
