This paper presents an efficient MPC algorithm for uncertain time-varying systems with input constraints. The main advantage of this algorithm with respect to other published algorithms is to significantly enlarge the size of the stabilization set without regard to computational burdens. Specially, we introduce an off-line region-dependent MPC scheme to avoid the size limitation of the control horizon caused by huge on-line computational burdens. A numerical example is included to illustrate the validity of the result.
Introduction
Model predictive control (MPC), also known as receding horizon control (RHC), has received much attention in control societies for its ability to simultaneously handle constraints and time-varying behaviors as well as to well track a reference (see [1] [2] [3] ). The basic concept of MPC is to solve an optimization problem over future time instants at the current time and to use the first one among the solutions as the current control input. Also, the procedure is repeated at each subsequent instant (see [4, 5] ). Over last few years, considerable research has been performed in the area to stabilize systems with physical limits on actuation (see [6] [7] [8] [9] [10] [11] [12] [13] [14] ). Specification for developing such a constrained MPC algorithm is described well in [13] . Among them, the most intractable requirement is to increase the size of the stabilization set as large as possible.
One of the ways to enlarge the stabilization set is to use a detuned controller designed to obtain a larger invariant target set. However, since the choice of the detuned controller depletes the quality of performance, ones select the method of increasing the finite control horizon so as to enlarge the stabilization set. The method has degrees of freedom with which to enlarge the set of feasible initial states since the enlargement of the stabilization set relies on increase in the control horizon [10] . However, ones cannot blindly enlarge the finite control horizon because of intensification of the on-line computational complexity. Especially for uncertain systems, due to the propagation of uncertainty over the control horizon, the on-line computational complexity grows rapidly [15] . Undoubtedly, the computational explosion can be arrested by not using the free control moves but instead by allowing the state feedback gain [8, 12] . However, since lack of free control moves may have adverse effects on both the size of the stabilization set and the quality of achievable dynamic performance, it is inevitable to use dual-mode paradigm.
Various methods to reduce computational burdens caused by the propagation of uncertainty over the finite control horizon have been proposed in the literatures [10, 11, 13, 16, 17] . In [16] , the difficulty of uncertainty propagation is avoided through the use of state augmentation which introduces a new free variable , which forms the input to a prestabilized loop. In [10, 11, 17] , recursive state bounding method is used to overcome the intractable computational complexity. Recently, Wan and Kothare have proposed an efficient algorithm which not only dramatically reduces the on-line computation but also significantly enlarges the size of the stabilization set [13] . However, since optimization problems in the literatures remain solved by the on-line computation, the methods still have the restriction on increasing the control horizon . Particularly, the algorithm proposed in [13] fails to produce optimal control moves since a nominal system is used instead of an uncertain system to reduce the computational complexity in the process of minimizing the worst-case performance index.
In this paper, we should develop an efficient MPC algorithm which achieves a larger stabilization set of states without regard to computational burdens. To this end, we firstly introduce an off-line region-dependent MPC scheme which overcomes the size limitation of the control horizon caused by huge on-line computational burdens. In the offline procedure, it is impossible to measure beforehand the state at stabilizing open-loop systems, so-called initial state. Thus we should use vertices of an initial state region with the form of hyperboxes instead of the initial state. For this reason, we term the control scheme off-line region-dependent MPC. Next, we should propose two on-line stabilizing MPC which achieve local optimality within the neighborhood of the equilibrium point.
The paper is organized as follows: Section 2 states target systems and assumptions and supplies an on-line constrained robust MPC algorithm with the control horizon . Section 3 supplies an off-line region-dependent MPC algorithm and two on-line MPC algorithms. Section 4 illustrates the performance of the proposed algorithm through an example. Finally, in Section 5, we make some concluding remarks.
System Description
Consider the following discrete-time uncertain time-varying systems:
subject to input constraints
where ( ) ∈ R denotes the state and ( ) ∈ R denotes the control. Here, it is assumed that the state ( ) is available at each time . Further, throughout this paper, the inequality between vectors means component-wise inequality, and the system matrix [ ( ) ( )] is unknown but belongs to a polytope Ω at all times . That is,
where Co denotes the convex hull and [ ℓ ℓ ], for all ℓ = 1, . . . , , are vertices of the convex hull. Thus we can see that there exist nonnegative coefficients ℓ ≜ ℓ ( + ), for all ℓ = 1, . . . , , such that
Continuing, to simplify the notation, we define two transition matrices as follows: for ≥ ,
In particular, Φ ( + , + ) = ( + ) and Φ ( + , + ) = ( + ). Then, from ∑ ⋅⋅⋅ ℓ =1,...,ℓ =1 ℓ ⋅ ⋅ ⋅ ℓ = 1, it follows that
where
On-Line Constrained Robust MPC
Consider the following quadratic performance index:
where > 0 and > 0 are given symmetric matrices and ( + | ) and ( + | ) denote predicted variables of the state and the input, respectively, with ( ) = ( | ). The online constrained robust model predictive control is aimed at designing a predictive controller that brings system (1) to the steady state and achieving the following robust performance index at each time :
subject to ( + 1 + | )
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For the robust performance index to be finite, we must have (∞ | ) = 0, and hence (∞, ) = 0. Summing up (12) from = to = ∞, we can obtain
Thus, the min-max optimization problem (8) is given as
subject to (9) , (10), (11), (12),
Now, based on (9), let us consider
such that
. . .
Then, with the help of (6), (18) can be rewritten as
That is, for = 1,Ã
Thus, based on (17), (15) can be rewritten as
wherẽand̃are block-diagonal matrices whose blocks are and , respectively. As a result, through Schur complement and by (19), (21) can be transformed into
The -step ahead predicted state ( + | ) is given by
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Thus, by analogy to [8, 12] , conditions (12) and (16) are converted into, respectively,
]. At sampling time , suppose that there exist 2 , > 0, and = such that (24) and (25) hold. Then, we have max
Thus, it should be noted that E ≜ { ∈ R | −1 ≤ 1} becomes an invariant ellipsoidal set for the predicted states ( + | ), ≥ , of the uncertain system (1). Accordingly, constraint (11) holds if the following condition is satisfied:
where is the th element of .
Theorem 1.
Let the control input be given by U + −1 and ( + | ) = ( + | ), ≥ . Then, the optimization problem (14) can be solved by the following semidefinite programming:
subject to (10) , (22), (24) 
Consider the following quadratic function:
where all weighting matrices are positive definite. Applying (29) to V( + 1) allows
Since V( + 1)
Proposed MPC Algorithm
The -step control moves U + −1 provide degrees of freedom with which to enlarge the set of feasible initial state. However, it is impossible to blindly enlarge the finite control horizon . That is, because the control horizon is larger, computational burdens for finding the minimizer of minimization (28) are heavier. Namely, we need to consider a limited control horizon * such that * = max subject to
where ( ) denotes the time required to solve optimization problem (28) for horizon size and denotes the sampling time of (1). Thus, under ≤ * , it is intractable to directly enlarge the stabilization set via the on-line constrained robust MPC strategy. Thus, motivated by the above concern, this paper places major emphasis on developing an efficient MPC algorithm that can enlarge the size of the stabilization set without regard to computational burdens. The proposed algorithm is clearly explained through two procedures.
Off-Line
Procedure. The goal of this section is to propose an off-line region-dependent MPC algorithm to enlarge the size of the allowable set for initial states, regardless of the horizon limit ≤ * . To this end, we first assume that the initial state of (1) can be measured in advance. Then, we can obtain the -step control moves U -step control moves without regard to the limited control horizon * . However, different from the above assumption, it may be hard to measure the initial state (0) in advance. Thus, as an alternative, this paper considers an initial state region S subject to are assumed to be able to be taken roughly. That is, the region S has the form of -dimensional hyperboxes with 2 corners. However, in this case, if the initial state region S is too extensive, the obtained result is likely to be conservative. Thus, to alleviate such concerns, this paper provides a method of finely dividing S into some smaller regions S , = 1, . . . , , subject to
where , are known vertices of the convex hull (see Figure 1 ).
The following theorem provides a method of designing the control inputs U 
subject to (10) , (24), and (27), for = 1, . . . , 2 ,
Proof. Suppose that the initial state (0) is included in the set S * . Then, by (33), there exist 2 nonnegative coefficients , such that
We observe that (35) are affine in the vertices , . By multiplying (35) by , and, then, by summing them up for = 1, . . . , 2 , we obtain
Since optimization (28) for the initial state (0) is recovered, the initial state (0) in the set S is steered into the invariant ellipsoid target set E 0 through the -step control moves U (ii) Search the region S * including the initial state (0) among the separated regions.
(iii) Apply the -step control moves that correspond to the region S * to system (1).
On-Line
Procedure. To achieve local optimality within the neighborhood of the equilibrium, we adopt the paradigm 6
Mathematical Problems in Engineering used in [13] . To realize the paradigm, we must firstly solve two optimization problems:
(i) Obtain * 2 , * , and * by minimizing 2 subject to (24) and ≥ 2 for any .
(ii) Obtain ( , , , ) by minimizing subject to < 0 , (24), (27), and ≥ 2 with 2 = * 2 , = * , = * for the largest possible .
Here, the local control gain is
For
To converge the state inside the invariant ellipsoid E 0 to the equilibrium point, let us consider the following optimization problem with the limited control horizon * : min , , ,U
After obtaining, from (38), * -step control moves U
and a control gain applied after the * -steps, we implement only the first one as the current control law. This control scheme has the stability property identical with Theorem 1. (ii) If the predicted state ( + * − 1 | − 1) ∈ E and * ≥ 2, redefine * = * − 1 and solve (38) subject to (24) and (39). Apply ( | ). Remark 5. In Algorithm 4, we need to check whether the * -step ahead predicted state ( + * − 1 | − 1), for ≥ + 1, lies inside the set E or not. To this end, we consider the following numerical criterion:
If it holds, then the * -step ahead predicted state ( + * − 1 | − 1) ∈ E for ≥ + 1. is applied, the remaining * − 1 control moves provide a feasible solution for optimization (38) with the control horizon * −1 at time . In case that ( | −1) ∈ E and * = 1 at any time ≥ + 1, the control ( − 1) = U −1 −1 steers the state ( | ) into the set E . After that, we use continuously the local controller ( ) = ( ) to keep the state inside E as well as to converge it to the origin.
* = 0. In this case, we use the algorithm identical with the control scheme presented already in [13] .
Remark 7.
To sum up, this paper develops an off-line algorithm capable of practically implementing the MPC law without regard to the limited control horizon. That is, the efficiency of the proposed algorithm can be clarified from the viewpoint of balancing the tradeoffs between the performance enhancement and the computational complexity.
Numerical Examples
All optimization problems are solved by using the Matlab LMI-Toolbox (see [18] ) on a PC with a Pentium IV processor (speed 1.6 GHz, Cache RAM 256 kB, and total memory 512 MB). Example 1. In order to test the effectiveness of the robust MPC technique described, we revisit Example 1 reported in [8] . The system consists of a classical angular positioning system whose discrete-time equivalent, obtained using a sampling time of 0.1 s and Euler's first-order approximation of the derivative, is 
From the variation of ( ), we have ( ) ∈ Ω = Co{ 1 , 2 }, where
A control constraint of | ( )| ≤ 2 is imposed and 0,∞ ( ) is given by (7) 
We can select an arbitrary initial control horizon without regard to the sampling time: = 5. And then, from investigation of average time to solve optimization (38), we can know that the limited control horizon * = 2. Figure 2 shows various simulation results for the proposed algorithm: (a) the invariant ellipsoidal target sets, E 0 and E , and the hyperbox region S * including the initial state (0) and (b)-(d) closed-loop responses. As shown in Figure 2 , the proposed algorithm is useful for enlarging the stabilization set.
Example 2.
To test the effectiveness of the robust MPC algorithm described, we consider the two-mass-spring system reported in [13] . Its discrete-time equivalent is obtained using a sampling time of 0.1 s and Euler's first-order approximation of the derivative: 
From the variation of ( ), we have ( ) ∈ Ω = Co{ 1 , 2 }, where 
A control constraint of | ( )| ≤ 1 is imposed and the controller design parameters = diag(0, 1, 0, 0) and = 0 are used. Suppose, for the real system, ( ) = 1 + 0.2 −0.05 cos( ). In the example of [13] , the control horizon cannot exceed 2 because of the sampling time of 0.1 s. However, in this paper, we can select the initial control horizon , larger than 2, without regard to the sampling time . Figure 3 shows the comparison between the algorithm [13] with = 2 and the presented algorithm with = 5 and * = 1. As a result, we can see that the proposed algorithm not only is useful for enlarging the stabilization set but also improves the control performance.
Concluding Remarks
In this paper, we presented an efficient MPC algorithm for uncertain time-varying systems with input constraints. The proposed algorithm was organized as two procedures: offline and on-line. In one procedure, we introduced an offline region-dependent MPC algorithm to enlarge the size of the stabilization set without regard to computational burdens. The off-line control scheme steers the state of systems into an invariant ellipsoid target set. In the other procedure, we proposed two on-line stabilizing MPC algorithms differentiated into * ≥ 1 and * = 0, which achieve local optimality within the neighborhood of the equilibrium point.
