We have proposed a scheme that extends the application of GAs to domains that require detection of robust solutions. We called this technique GAs/RS 3 -GAs with a robust solution searching scheme. In the GAs/RS 3 , a perturbation is added to the phenotypic feature once for evaluation of an individual, thereby reducing the chance of selecting sharp peaks. We refer to this method as a single-evaluation model (SEM). In this chapter, we introduce a natural variant of this method, a multi-evaluation-model (MEM), where perturbations are given more than once for evaluation of the individual, and we offer comparative studies on their convergence property. The results showed that for the GAs/RS with SEM the population converges to robust solutions faster than with the MEM, and as the number of evaluations increases, the convergence speed decreases. We may conclude that the GAs/RS 3 with the SEM is more efficient than with the MEM. We also introduced a variation of the MEM, i.e., multievaluation model keeping the worst value (MEM-W), and provided a mathematical analysis.
Introduction
A large fraction of studies on genetic algorithms (GAs) emphasize finding global optimal solutions. There are many theoretical and empirical studies that investigate or present ways to improve the performance of conventional GAs for difficult function optimization problems such as those posed by multimodal and deceptive functions [1] [2] [3] [4] . Some other investigations emphasize finding multiple solutions (peaks) including local optima [5] [6] [7] [8] [9] .
If a solution obtained by search techniques is sensitive to small perturbations of its parameter values, it may not be appropriate for use in certain situations. For example, consider the problem of designing the optimal parameter values of a process control plant. Suppose, by some technique, we determine parameter values which yield very high performance from the plant. If the activity of the plant changes heavily due to a small variation in the parameter values, then it is very risky to use such a parameter set for the plant, because in practice some noise will always be involved with the parameter values. Let us consider another example. If the performance of a product is highly sensitive to the precision of its parts, then it will be very difficult or costly to produce this product by machines because each and every machine has a limited ability to handle precision. Thus in many optimization tasks, there is a need to determine solutions in which the value will not change much due to a small variation of the parameter values. We describe this type of solution as robust.
In previous studies [10] [11] [12] , we have proposed a new scheme that extends the application of GAs to domains that require identification of robust solutions. We called this new technique GAs/RS 3 -GAs with a robust solution searching scheme. In GAs/RS 3 , a perturbation is added to the phenotypic feature only once before evaluating an individual, thereby reducing the chance of selecting sharp peaks. Now, we refer to this method as a single-evaluation model (SEM) .
In this chapter, we introduce a natural variant of this method, a multievaluation model (MEM), where perturbations are given more than once for evaluation of an individual, and offer comparative studies on the convergence property of the two methods.
This chapter is organized as follows. In the next section, we give a review of the basic concept of GAs/RS 3 . In Section 3, we describe the MEM and give a mathematical analysis of it. In Section 4, an empirical analysis is given. In Section 5, we consider a variation of the MEM. Finally, concluding remarks are made in Section 6.
2 Review of the GAs/RS 3 [10-12]
The Basic Concept
In nature, the phenotypic expression of an organism is determined in part by decoding the genotypic code of genes in the chromosomes. During this decoding process there may be some perturbations, e.g., an abnormal temperature, a nutritional imbalance, existence of injurious matter, etc. Stated loosely, if the individual has low fitness due to these perturbed phenotypic features, then the individual will not survive to produce offspring. Thus, individuals and reproductive populations having good genotypic material would become extinct if they were highly sensitive to perturbations of phenotypic features. On the other hand, in noisy environments, reproductive units which are robust to these perturbations would have a better chance of surviving. We developed GAs/RS 3 with an aim of locating robust solutions by using this sort of natural genetic metaphor. GAs/RS 3 uses the effect of perturbation of the phenotypic parameters while evaluating the functional values of individuals.
Approaches which give consideration to the existence of noise in calculating the fitness values are discussed in [13] [14] [15] . These efforts are mainly directed towards studying noisy fitness functions, i.e., noise is added to the fitness function. If X = (x 1 , x 2 , ..., x m ) is a phenotypic parameter vector, f(X) the evaluation function, and a scalar noise, then the fitness of the individual will be f(X) + . However, when we aim to detect robust solutions, it should be noted that with the natural phenomena, noise is added during the process of decoding the genotypic codes to the phenotypic parameters. Hence, to add noise to the phenotypic parameter X, i.e., to use an evaluation function of the form f(X+ ), appears reasonable, where = ( 1 , 2 , ..., m ) is a random vector. The solutions thus determined are expected to be more robust against perturbations.
Let G be a genotypic string (or chromosome) which generates the phenotypic parameter X. Then the model of GAs/RS 3 becomes as shown in Fig. 1 . Here, it should be noted that adding noise in the form f(X+ ) may appear to be a mutation operation on a real-valued coding, but actually it is operationally different from mutation, since it does not have any direct effect on individual strings. The perturbations are used only for judging the quality of a solution and for selection. 
Mathematical Model of GAs/RS 3
In this model, we first assume X to be one-dimensional and denote X and by x and , respectively. Then, extension to the multidimensional case is discussed.
Effective Evaluation Function
Let N represent the population size. The effective evaluation function 
where it is assumed that x and are mutually independent, q( ) is the continuous density function of noise having defined mean value. Here, the effective evaluation function means that when N the population under GAs/RS 3 evolves so as to maximize the effective evaluation function F(x) as opposed to maximizing the actual evaluation function f(x).
As is easily understood, F(x) is equivalent to the expected value of f(x) over x+ . If we assume q( ) to be symmetric, i.e., q( ) = q(-), then F(x) can be rewritten as
In practice, the population size must be finite. If the population is sufficiently large, then this may yield the approximate characteristics indicated in Eq. (2). In general, the sufficiency of the population size will depend on the distribution of the noise. Hereafter, Eq. (2) is used for further discussion and a Gaussian noise N(0, ) is assumed.
Reduction Factor
The appropriate size ( ) of a Gaussian noise to be added can be estimated, depending on the actual function, when we assume the width of the sharp peak to be known. For the sake of simplicity, the peaks of functions are represented by rectangles, and for illustration we define one rectangle having height h (h > 0) and width 2w (w > 0) as follows:
The peak of this function is spread from -w to w. The effective evaluation function corresponding to this is obtained from Eq. (2) as
where (x) is a normal distribution. By setting the derivative of the function F(x) to zero, the peak point is obtained at x = 0 and the peak value, max F(x), is obtained as
Here, R(w/ ) = 2 (w/ ) -1 is the reduction factor. Fig. 2 shows the relationship between function f(x) and function F(x) for w/ = 4.0, 2.0, 1.0, 0.5, and 0.25. Fig. 2 confirms that the addition of Gaussian noise to phenotypic parameters reduces the effective height of the peaks and the effect is greater as the value of becomes larger.
Fig. 2. Relationship between f(x) and F(x)

Reduction Factor for Multiple Dimensions
Now we emulate a peak in n-dimensional search space by an n-dimensional hyper box function having height h (h > 0), width 2w i (w i > 0) along the x i axis. Its effective function F(X) is as follows:
where i is the standard deviation of the Gaussian noise added to the phenotypic parameter x i . From Eq. (6) we can calculate R n , the reduction factor for an ndimensional search space, as follows:
The reduction factor R n is the product of the reduction factor in each dimension i (see Eq. (5)). Fig. 3 plots the reduction factor vs. w i / i .
Estimation of the Amount of Noise to be Added
The amount of noise to be added ( ) can be estimated given the width (2w) and the reduction factor of the peak. Let us consider the one-dimensional case. If 
takes values in the range [2w, 4w], then w/ has values in the range [0.5, 0.25] and the reduction factor is between 0.197 and 0.383 (see n = 1 in Fig. 3 ). Thus, can be roughly estimated when the allowable width of the sharp peaks and their reduction factors are given.
Fig. 3. Reduction factor R n vs. w i / i
MEM
In GAs/RS 3 in Section 2, we give a perturbation once for each evaluating functional value of an individual. In this section we present GA/RS 3 with an MEM, where perturbations are given more than once for evaluating an individual, and compare it with the SEM described in Section 2. In [16] , Wiesmann et al. also used the multi-evaluation method with ES (Evolution Strategies) for the design of multi-layer optical coatings.
In the MEM, f(x i ), the functional value of individual i with phenotypic parameter value x i , is obtained as a mean value over m functional values as
where m > 1 is the number of evaluations and j s are mutually independent noise. The effective evaluation function (defined in Section 2) for the MEM is obtained as (4) and (6), and the reduction factors are obtained by Eqs. (5) and (7), respectively. Although the mathematical structure is the same for the SEM and the MEM with population size N, we may get different convergence rates for them since population size must be finite. Thus, we may say:
(1) the larger the value of m (N being finite) the more accurately we may emulate the mathematical model of Section 2 for N (2) with larger values of m, the number of function evaluations required to converge will increase. As a result, the algorithm becomes costly.
SEM vs. MEM
Here we compare the SEM and the MEM by observing the convergence processes of both the models.
Test Functions
For test functions, we use the following three one-dimensional functions and one two-dimensional function.
1) Function f a :
Consider a function f a (Fig. 4 below) We took = 0.4 (w/ = 0.25).
2) Function f b : Function f b (Fig. 6 below) has five unequal peaks in the range 1 0 x . It is defined as As shown in Fig. 6 below, the global optimum is located at x = 0.1 with the functional value 1.0. There are four sharp peaks. The third peak is wide compared to the others and is located at x = 0.486 with functional value 0.715. The effective width of the four sharp peaks can be estimated as in [11] . Referring to Fig. 3 , w/ can be chosen in (0, 0.65) so as to reduce the effective functional value by more than 50%. We chose w/ = 0.5. Thus, = 0.0625 ( = w/0.5 = 21/32) was used. The reduction factor R 1 is about 0.4. (Fig. 8 below) is similar in shape to function f c , and defined as 
3) Function f c : Function f c
Convergence Processes
We use a simple GA (hereafter we refer to it as the SGA) [17] . The GA parameters were kept constant for all the simulations: population size N = 100, mutation probability p m = 0.006, crossover probability p c = 0.6, maximum number of trials = 10,000. The phenotypic parameters are encoded by a 30-bit string (Gray coded). We did 30 simulations for each experiment. The MEM's performance is tested for m = 1, 2, …, 5. Here, m = 1 corresponds to the SEM. The convergence process was checked by observing the mean value of the parameters in the population over 30 experiments. Fig. 4 shows a typical distribution of the individuals in function f a for the SGA and GAs/RS 3 . For the SGA, the population converges around the highest peak centered at x = 0.5. However, for GAs/RS 3 the population converges to the wider peak centered at x = -1.0. Fig. 5 shows the variation of mean value (over the population) of x in function f a with respect to function evaluation. In function f a , the population converged to the stable peak faster with the SEM, i.e., m = 1, than with the MEM, i.e., m = 2, 3, 4, and 5. The case m = 5 showed the slowest speed of convergence. 6 shows a typical distribution of the individuals in function f b for the SGA and GAs/RS 3 . For the SGA the population converges around the highest peak centered at x = 0.1. However, for GAs/RS 3 the population converges to the wider stable peak centered at x = 0.486. Fig. 7 shows the variation of mean value (over the population) of x in function f b with respect to function evaluation. In function f b , the population converged to the stable peak faster with the SEM, i.e., m = 1, than with the MEM, i.e., m = 2, 3, 4, and 5. m = 5 showed the slowest speed of convergence in this function too. Fig. 8 shows a typical distribution of the individuals in function f c for the SGA and GAs/RS 3 . For the SGA the population converges around the highest peak centered at x = 0.1. However, for GAs/RS 3 the population converges to the wider stable peak. Although the highest point of this wide peak is located at x = 0.478, the population converge to the right side of the highest point (around x = 0.52), away from the cliff, where it seems a robust solution. Fig. 9 shows the variation of mean value (over the population) of x in function f c with function evaluation. The population converged around that point faster with the SEM, i.e., m = 1, than with * * * ** * ** * ** * * * * ** * * * * * * * ** * * * * * * * * * ** * * * ** * * * * ** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * (a) SGA (b) GAs/RS 3 * * * ** * ** * ** * * * * ** * * * * * * * ** * * * * * * * * * ** * * * ** * * * * ** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ** * * * * * * ** * * * * * * ** * * * * * * * * * * * ** * * * * * * * * * * * * * * * * * * * * ** * ** * * * * ** * ** ** * * * * * * * * * * * * * * * * * *** ** * * * * * * * * * * Thus, in one-dimensional functions f a , f b , and f c , we can observe that for GAs/RS 3 with the SEM the population converges to robust solutions faster than with the MEM; and as the value of m increases, the convergence speed decreases. This tendency is also seen for the two-dimensional function f d (Fig. 10) , as seen in Fig. 11 , which shows the variation of mean value (over the population) of x 1 in function f d with respect to function evaluation. The variation of mean value of x 2 was almost the same as that of x 1 . * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ** * * * * * ** * * * * * * * * ** * * * * * * *** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * ** * * * * 
The MEM-W may be applicable where the robustness of a solution becomes more crucial. We can see the characteristics of the MEM-W by obtaining its reduction factor. Since each m functional value in Eq. (14) is identical to the functional value in the MEM, its effective evaluation function can be obtained when N as
We represent a peak by a rectangle defined by Eq. (2) and assume Gaussian noise N( , 0). Then F j (0), the max F j (x), is obtained as follows: (18), we can confirm that the MEM-W has a stronger peak reduction effect than the MEM. As m becomes larger, the reduction effect becomes stronger. We can easily obtain the reduction factor for n-dimensional search space, as described in Section 2.
Conclusion
In previous studies, we have proposed a new scheme that extends the application of GAs to domains that require identification of robust solutions. We called this new technique GAs/RS 3 : GAs with a robust solution searching scheme. In GAs/RS 3 , a perturbation is added to the phenotypic feature once for each evaluation of an individual, thereby reducing the chance of selecting sharp peaks. In this study, we referred to this method as a single-evaluation-model (SEM).
In this chapter, we introduced a natural variation of this method, a multievaluation model (MEM), where perturbations are given more than once for each evaluation of an individual, and offer comparative studies on convergence properties.
The results showed that for GAs/RS 3 with the SEM, the population converges to robust solutions faster than with the MEM, and as the number of evaluations of the MEM increases, the convergence speed decreases. Thus we may conclude GAs/RS 3 with the SEM is more efficient than with the MEM. In this chapter, we also introduced a variant of the MEM, the multi-evaluation model keeping the worst value (MEM-W), which may be applicable where the robustness of solution becomes more crucial, and explored the peak reduction property mathematically.
Future work will focus on analyzing the behavior of GAs/RS 3 with the SEM, the MEM, and the MEM-W on more complex problems where many peaks interact.
