Abstract-Images acquired by a camera show lens blur due to imperfection in the optical system even when images are properly focused. Lens blur is non-stationary in a sense that the amount of blur depends on pixel locations in a sensor. Lens blur is also asymmetric in a sense that the amount of blur is different in the radial and tangential directions, and also in the inward and outward radial directions. This paper presents parametric blur kernel models based on the normal sinh-arcsinh distribution function. The proposed models can provide flexible shapes of blur kernels with a different symmetry and skewness to model complicated lens blur due to optical aberration in a properly focused images accurately. Blur of single focal length lenses is estimated, and the accuracy of the models is compared with the existing parametric blur models. An advantage of the proposed models is demonstrated through deblurring experiments.
I. INTRODUCTION

I
MAGES acquired by a camera often show degradation due to imperfection in the optical system even when the images are properly focused and captured without any apparent movement of subjects or the camera. There are many possible types of degradation a lens can introduce to a properly focused image [1] , [2] . Spherical aberration is due to differences in angles of incident light rays. Blur introduced by spherical aberration varies with the aperture size. Smaller aperture reduces marginal rays that travel through the edges of a lens, reducing the spherical aberration. Astigmatism is due to difference in focal points of meridional and sagittal rays. Blur introduced by astigmatism is asymmetric in a sense blur is more severe in one direction than the other. Coma is due to differences in magnification at different locations in a sensor. Blur by coma is more severe in the outward radial direction than the inward radial direction. Images captured with an optical system without astigmatism or coma may still show blur at the boundaries of a sensor frame because of the differences in focused points at different locations due to the field curvature. The blur coming from the field curvature is more severe at the boundaries of a sensor frame than at the center. Modern optical systems correct distortions through the arrangement of optical elements and through the use of sophisticated optical elements such as aspherical and extra low dispersion lenses [1] , [3] . It is reported that images captured even with a sophisticated lens system under ideal conditions without camera shake or motion still show degradation [4] - [12] . The blur in images is non-stationary in a sense the amount of blur depends on the pixel locations in a sensor. The blur is asymmetric in a sense the amount of blur is different in the radial and tangential directions. Moreover, the blur is asymmetric in a sense that the amount of blur is different in the inward and outward radial directions. The point spread functions (psf's) or the blur kernels that represent lens blur show complicated shapes with elliptic contours with skewness.
In statistics, the skew-normal distribution and normal sinh-arcsinh (NSAS) distribution are used to model Gaussian-like distributions with skewness [13] - [16] . Skewnormal distribution is obtained by multiplying the Gaussian density and the cumulative distribution together [13] . The skew-normal distribution retains the general shape of the Gaussian function with the skewness toward one direction. The NSAS distribution has two specific parameters that control the skewness and the kurtosis of the distribution [14] - [16] . The NSAS distribution has more flexible shapes than the skew-normal distribution. In this paper, we use the two dimensional NSAS distribution to model the blur with the asymmetry and the skewness. The parameters inside the sinh function of the NSAS distribution are separated into two separate groups of parameters in order to generalize the model further. The generalized model, named as the normal exponential-arcsinh (NEAS) model, can provide even more flexible shapes of blur kernel than the NSAS model. The NEAS model includes the NSAS model, and the NSAS model includes the Gaussian model. The proposed models are generalization of Gaussian model with simple choices of parameters.
Blur of a set of single focal length lenses at various pixel locations in a sensor at different aperture values is estimated and fitted by the proposed parametric blur models. The accuracy of the proposed models are evaluated and compared to other parametric lens blur models [4] , [10] and other bivariate distributions that address skewness [13] , [17] . The proposed models provides flexible shapes of kernels for the representation of lens blur due to optical aberration in a properly focused images. The proposed models can be used in a calibration process to characterize the non-stationary asymmetric blur of a lens, so that the blur in images captured by the lens is removed by a restoration process. The advantage of using the proposed models is demonstrated with deblurring experiments. This paper is organized as follow. Section II reviews researches on estimation of non-stationary asymmetric lens blur. Section III-A introduces the parametric blur models based on the NSAS distribution function. Lens blur due to optical aberration is modeled by the proposed models in Section III-B. Section III-C presents a method to estimate non-parametric and parametric asymmetric blur kernels. In section IV-A, the accuracy of the proposed models are evaluated. In Section IV-B, advantage of using the proposed models is demonstrated with deblurring experiments. Section V concludes the paper.
II. RELATED WORKS
Lens blur can be measured using a point light source. In [6] , a point source of a gas lamp is used to measure the psf's of a lens at specific locations in a sensor. In [9] , a test pattern consists of point sources at rectangular grids displayed on a monitor is used to measure the psf's. Lens blur can be estimated from a photograph of a test pattern. In [7] and [8] , test patterns of particular shapes or random noise are photographed, and blur kernels are estimated by comparing the photographed image to mathematical definition of the test pattern. The blur can be blindly estimated from a given photograph without specific knowledge of a lens or a camera [18] . However, the blur in a given image can be affected by many factors such as focusing distances to different objects or the movements of objects. It may be difficult to isolate the lens blur from the blur due to other factors. In these approaches, blur kernels are non-parametric. The shapes of blur kernels themselves are estimated and stored for future usage.
In [4] , two dimensional Gaussian kernels are used to model the asymmetric lens blur that has different amount of blur in radial and tangential directions. The skewness of blur kernels toward the radial direction is modeled with the skew-normal distribution in [10] . The parametric models have advantages over non-parametric models that an equation with a small number of parameters can characterize blur at any locations in a sensor. For applications such as deblurring [19] - [22] , parametric models provide blur kernels for each pixel efficiently.
The process of aberration formation can be analyzed to model the lens blur. In [11] , the effect of a lens is modeled by a mapping of incident rays to a plane. With specifications of a lens system, the psf's at any locations in a sensor can be found from a composite mapping that models all the effects of the entire optical elements in a system. The effect of the aberration formation to a photographed image is found by ray tracing. In [12] , a polynomial model is used to model the aberration of a lens. Model parameters are estimated by fitting a polynomial model to a photographed test pattern. With the estimated parameters, psf's are found by ray counting integrals. These approaches have advantages that physically possible blur kernels can be found. However, the psf's are found via methods that require significant amount of computations such as ray tracing or ray counting integrals. For applications that require efficient computations of psf's at various pixel locations, the computational complexity may be too high.
This paper presents parametric models to accurately model the non-stationary asymmetric lens blur. Similar to models in [4] and [10] , the proposed models are parametric models that provide efficient method to characterize the blur at any pixel locations in a sensor with an equation with a set of parameters. The NSAS and NEAS models includes the Gaussian model used in [4] . The NSAS is similar to the skew-normal model [10] in addressing the asymmetry and the skewness of lens blur. Statistical properties of the NSAS and skew-normal distributions can be found in [16] . For modeling of lens blur, the two distributions provide different shapes of skewness. The NSAS model has an advantage that it has specific parameters to control the skewness and the kurtosis. The shapes of the two dimensional kernels are different than the shapes of skewnormal distribution. Moreover, the NSAS model can be easily generalized to the NEAS model to provide more flexible shapes of blur kernels than the skew-normal distributions.
III. ASYMMETRIC BLUR
A. Asymmetric Blur Model
Blur that is asymmetric in the two principal directions can be modeled by the two dimensional Gaussian distribution [4] . The blur kernel of the Gaussian model is given by
where c is a normalization constant, x = [i, j ] T , and R is the covariance matrix. With different choices of the covariance matrices, the principal directions of the kernels can be rotated, and the spreads of the kernels in the two principal directions can be adjusted separately. The Gaussian model can model the lens blur asymmetric in the radial and tangential directions with blur kernels with rotated elliptic contours. However, the skewness in the radial direction cannot be modeled by the Gaussian model. Skew-normal distribution is a Gaussian-like distribution used in statistics to model distribution with skewness [13] . Two dimensional skew-normal distribution given by
is used to model non-stationary asymmetric lens blur in [10] , where c is a normalization constant, x = [i, j ] T , and R is the covariance matrix. The multiplication of the cumulative density function provides the skewness. The interval γ is set to γ = α 1 i + α 2 j with parameters α 1 and α 2 . The blur kernels can have Gaussian-like shapes with rotation and skewness into one chosen direction. Normal sinh-arcsinh (NSAS) distribution is a Gaussian-like distribution also used in statistics to model distributions with skewness [14] - [16] . The one dimensional NSAS distribution is given by where
and c is the normalization constant. The parameters δ > 0 and ∈ R controls the spread and skewness of the distribution, respectively. Fig. 1 shows how the parameters change the shape of the NSAS distribution function. The exponent of the NSAS distribution is minus one half of the square of a sinh function. Fig. 2 shows how the two exponential terms in the sinh function behave with different choices of δ and to form a skewed distribution. Figures in the first and second columns show the first and second exponential terms in the sinh function, respectively. The two terms are added together to be the sinh function in the third column, which is S(x) in (4). The shapes of the distribution are shown in the forth column. It can be seen that with the different choices of the parameters δ and , the first and second exponential terms control how fast the distribution falls off in the right and left directions. NSAS distribution can be generalized by adopting separate δ's and 's for the first and second exponential functions, controlling the fall of the distribution separately to provide more flexible shapes. The generalization of NSAS distribution is named as the normal exponential-arcsinh (NEAS) distribution, for which the variables in (4) are changed to
with δ l , δ r > 0 and l , r ∈ R. Fig. 3 shows how the parameters change the shapes of the NEAS distribution. In this work, two dimensional NSAS and NEAS distributions are used to model lens blur with complicated shapes. Two dimensional blur kernel is given by
where
For NSAS model,
and for NEAS model
for n ∈ {1, 2}. The kernel is rotated, sheared, scaled, and shifted by
where the affine transform T is given by For NSAS model, there are four parameters, δ's and 's in (8) , that control the spread and skewness of the kernel. There are also six parameters involved in the affine transform and the shift of the two independent variables i and j in (10) and (11) . The parameters μ 1 and μ 2 control the location of the kernel in vertical and horizontal directions, respectively. The parameter θ rotates the two directions. The parameters b introduces shear of the two directions. The parameters σ 1 and σ 2 control the spread of the kernel in the rotated and sheared directions. For NEAS model, there are eight parameters, δ's and 's in (9) , that control the spread and skewness of the kernel. There are also six parameters involved in the affine transform and the shift.
The NEAS model includes the NSAS model. One can reduce the NEAS model to the NSAS model by setting δ l n = δ r n and l n = r n for n = 1, 2. The NSAS model includes the Gaussian model. One can reduce the NSAS model to the Gaussian model by setting δ = 1 and = 0. The NSAS and NEAS models are generalization of the Gaussian model to accommodate more and more flexible shapes of kernels.
B. Asymmetric Lens Blur
In modern optical systems, aberrations are minimized by careful design and use of sophisticated optical elements. However, images still suffer from lens blur due to optical aberrations, especially at wider aperture and at the boundaries of a sensor. Fig. 4 shows examples of optical aberration [2] . Psf's aberrated by spherical aberration, coma, astigmatism, and field curvature are shown. With combinations of these aberrations, psf's can have complicated shapes. The aberration at a point in a sensor is a function of the distance and angle between the point and the center of a sensor. Hence, the psf changes its shape depending on the distance and angle of a pixel to the center of a sensor, making the lens blur nonstationary and asymmetric. With astigmatism and coma, the psf has different spread in the two major axes. With comet shape coma, the psf also has skewness toward the center of a sensor.
Lens blur due to optical aberration degrades the image quality even when the image is properly focused and taken without movement or shake. Another major optical aberration is defocus aberration, which is a function of the distance between the subject and a camera [2] , [12] . Blur from defocus changes from images to images. Movement of subjects or shake of a camera can introduce blur to acquired images [22] - [24] . Blur from movement or shake also changes images to images. This work addresses accurate modeling of lens blur due to optical aberration. Lens blur can be characterized for a given lens in a calibration process once, and can be used to restore the sharpness of images taken with the lens afterward.
The non-stationary asymmetric lens blur kernels can be represented by a parametric model. Fig. 5 shows three psf's obtained by combinations of spherical aberration, coma, astigmatism, and field curvature. The Gaussian, skew-normal, NSAS, and NEAS models, are fitted to the psf's by
where h a and h(p) are the lexicographically ordered psf's and the parametric blur kernel, respectively, and p represents the parameters of a model. The parameters are
for the Gaussian model,
for the skew-normal model, where μ 1 and μ 2 are means of the Guassian distribution,
for the NSAS model, and
for the NEAS model, where
is the parameters for the affine transform with the shift. The fminunc and fmincon functions in Matlab optimization toolbox are used to find the parameters of the models. Empirically selected lower and upper bounds are used. The optimization functions are run multiple times with random initializations and the parameters that provide the smallest cost are selected.
The psf in Fig. 5 (a) with mild aberration shows different spread in two directions. All the models can be fitted well, although the more complicated models provide better fit. The mean square errors (MSE's) between the psf and the models are 0.000030, 0.000029, 0.000028 and 0.000022 for the Gaussian, skew-normal, NSAS, and NEAS models, respectively. The psf in Fig. 5 (b) with severe aberration shows clam shell like aberrations. In this case, the Gaussian distribution fails to represent the skewness of the psf accurately. The skew-normal, NSAS and NEAS can be fitted to the psf accurately. The more flexible NSAS and NEAS models portraits the skewness more accurately than skew-normal distribution. The MSE's are 0.000122, 0.000085, 0.000057 and 0.000037 for the Gaussian, skew-normal, NSAS, and NEAS models, respectively. The psf in Fig. 5 (c) with more severe aberration shows two tails spread out from the main lobe. In this case, the Gaussian and skew-normal distributions fail to represent the psf accurately. The Gaussian model is fitted primarily to the mail lobe, missing the tails. The skew-normal distribution cannot represent the psf with two distinct tails accurately. The NSAS and NEAS can be fitted to the psf accurately. The more flexible NEAS model portraits the main lobe and tails more accurately. The MSE's are 0.000138, 0.000132, 0.000098 and 0.000072 for the Guassian, skew-normal, NSAS, and NEAS models, respectively.
The shapes of blur kernels Gaussian, skew-normal, NSAS, and NEAS models can represent are limited to certain types. For example, these four models cannot be used to represent ring type blur kernels due to spherical aberration with defocus aberration. Lens blur of a single element lens without any optical correction of aberration [6] or a soft-focus lens which is deliberately designed for prominent spherical aberrations for pleasant out-of-focus blur [12] cannot be represented by these models. The proposed models are to be used to characterize the blur still remaining even after aberration is corrected by carefully designed optical elements. The shapes of blur kernels by the proposed models are flexible enough to represent shapes reported in [4] , [6] , and [10] for the commercially available lenses.
The use of parametric models has advantages over nonparametric models. Memory or storage requirement can be reduced by storing the parameters instead of the kernel itself. In order to represent non-stationary blur, blur kernels at many locations have to be stored. Instead of storing a blur kernel itself for every location, small number of parameters can be stored. When blur kernels at new locations are required, blur kernels can be easily computed from the model. Fig. 6 (a) and (b) show examples of blur kernels obtained by linear combinations of two kernels and by interpolating the parameters of two kernels, respectively. Blur kernels in the Fig. 6 . Interpolation of blur kernels at inbetween points. Blur kernels in the second, third, and forth columns are generated using those in the first and last columns (a) by linear combination of blur kernels, and (b) by interpolation of model parameters.
first and last columns are used to generate those in the middle three columns. When blur kernels are asymmetric, the linear combinations of the two blur kernels may not be accurate representations of blur kernels at new locations. The two tails disappearing and appearing in the linear combinations can be seen in (a). By generating blur kernels using the interpolated parameters, more accurate blur kernels at new locations can be found.
C. Asymmetric Lens Blur Estimation
Blur of a lens is estimated using a test image captured with a set of lenses at various aperture following the procedure outlined in [4] . First, a non-parametric blur kernel is estimated by minimizing the difference between the photographed image and the image blurred by a non-parametric kernel. Then, the parametric blur kernel is estimated by minimizing the difference between the non-parametric and parametric kernels. This two-step approach is computationally fast and works without regularization on the shape of the blur kernel [4] .
Images are captured with a camera parallel to the images and focused at the center of the images. The camera is on a tripod, and the shutter is released remotely to reduce vibration. The ISO is set to the lowest value to reduce the noise in the image. The image is captured in the raw format and converted with a software. Two test images are used: an image with repeating blocks of five circles on white background and a random noise image. The Fig. 7 shows examples of the test images. Blocks are indicated by the four red markers at the four corners.
Blur inside each block of the captured image is estimated separately. The corners of a block are found by locating the four red markers, and the block of a captured image is extracted. A homography transform [25] is applied to transform the extracted block of image into a rectangle shape whose size is the same as the one block of the test pattern. The dynamic range is normalized so that the white and black regions have the same grayscale values as the test pattern. The blur is estimated comparing the homography transformed and dynamic range compensated observed image to the mathematical definition of the test pattern.
Blur is assumed to be space-invariant inside a given block. The observed image g is obtained by a convolution of the non-parametric blur kernel h np and the test pattern f by
Non-parametric blur kernels are found following the method in [4] by solving the following optimization problem
where g and h np are the lexicographically ordered observed image and the non-parametric blur kernel, respectively. The elements of the matrix F are the pixel values in f arranged to represent the convolution in (17) . The solution is found by the backslash operator of Matlab, which finds the least squares solution. The original image f is available from the mathematical definition of the test pattern. The size of the original image f is larger than the observed image. Homography transform scales up an observed image and aligns it to the original image. The scaled-up image g lacks the high frequency components, which helps the estimated kernel to be a low pass filter. As reported in [4] , the blur kenels can be estimated without smoothness regularization terms. For estimation of smoother blur kernels, smoothness regularization can be used [5] , [7] . The blur is estimated with luminance after demosacing. Since the optical aberrations are function of wavelengths, blur in separate channels can be estimated [5] , [6] . Non-parametric blur kernels are postprocessed with thresholding and re-normalization such that all the values are positive and small values due to noise are removed.
A parametric blur kernel is estimated by minimizing the difference between the non-parametric and parametric kernels by (19) where h(p) is the lexicographically ordered parametric blur kernel and p represents the parameters of a model. As explained in Section III-B, the fminunc and fmincon functions in Matlab optimization toolbox are used to find the parameters of the models with empirically selected lower and upper bounds, and with multiple random initializations. The parametric blur kernel is post-processed with thresholding and re-normalization. 
IV. EXPERIMENTS AND DISCUSSION
A. Asymmetric Blur Model
The blur of a set of single focal length lenses are estimated. The lenses used in the experiments are Nikon AF 35mm f/1.8G, AF 50mm f/1.8G, AF 105mm f/2.8G, and AF 135mm f/2D. Nikon D700 camera equipped with the 12 mega pixel full frame sensor with the minimum ISO of 200 is used. The test image used in the blur estimation consists of blocks of repeating patterns. 16 × 25, 19 × 28, 19 × 29, and 16 × 25 blocks of repeating patterns are used for 35mm, 50mm, 105mm, and 135mm lenses. Each block of pattern is 256 × 256 pixels. The test image is photographed, and the blocks that contain one test pattern are extracted. Each block is transformed into rectangle shape images of 256 × 256 pixels by a homography transform. The dynamic range of the homographs transformed block is modified to match the dynamic range of the test pattern with black at 16 and white at 238 in 8 bit grayscale. The blur kernel of the size 21 × 21 is estimated. Fig. 8 shows the estimated non-parametric kernels estimated for the 16 × 25 blocks. The 35mm lens at aperture of f/2.0 is used in the experiment. The estimated blur kernels show rotation of the principal directions depending on the locations of blocks. The estimated blur show asymmetry in a sense that the blur is more severe in radial direction than in tangential direction, and also in a sense blur is skewed in the radial direction. The characteristics of the estimated non-parametric blur is consistent with the non-parametric blur estimation reported in [4] and [10] . Fig. 9 shows example of blur kernels estimated using the Gaussian, skew-normal [10] , NSAS, and NEAS models for the locations of (a) cyan and (b) yellow squares in Fig. 8 , respectively. Blur asymmetric in radial and tangential directions is modeled by all the models. However, blur skewed in the radial directions can be modeled by the skew-normal, NSAS and NEAS models but not by the Gaussian model. It can be seen that the NSAS and NEAS model are more flexible than the Gaussian and skew-normal models in modeling blur with complicated contours. For example, non-parametric blur kernel in Fig. 9 (a) has two tails in the separate directions. This shape can be modeled by the NSAS and NEAS models, but not by the skew-normal model. Table I shows MSE between the parametric kernels and the non-parametric blur kernels. The non-parametric kernels Fig. 9 .
Blur kernels of a 35mm lens at aperture f/2.0 at locations of (a) cyan square and (b) yellow square in Fig. 8 . The kernels and their contours are shown. from left to right: non-parametric, Gaussian, skew-normal, NSAS, and NEAS models.
are obtained using the five circles test pattern in Fig. 7 (a) using the optimization given in (18) . The results for the four single focal length lenses are shown. For comparison, the Gaussian model and the skew-normal model in [10] are included. We also implement two additional distributions, the skew-normal distribution [13] and the skew-T distribution [17] , that are used in statistics to model distributions with skewness. Usually photographs taken with the aperture stop down to f/16 show sharp images across the entire frame. The sharpness at the corners of photographs starts to deteriorate as the aperture opens up to the maximum aperture. The MSE's at wider Fig. 10 . Blur kernels provided by [9] . aperture are bigger for all the models than those at smaller aperture. For small aperture, for example f/16, the models do not show considerable differences, even though the MSE's are always bigger in the order of Gaussian, skew-normal, skew-T, NSAS, and NEAS models. However, for wider aperture, for example f/1.8, f/2.0, f/2.8, and f/4 depending on the lens, the differences in MSE's between the models become noticeable. As can be seen in Fig. 8 , the blur becomes not only more severe but also more complicated at the corners of the sensor frame when the aperture is wide open. The Gaussian model fails to portrait the complicated asymmetric nature of the lens blur. The models that can address the asymmetry and the skewness of the blur kernels provide smaller MSE's. It can be seen that the NSAS model provides smaller MSE's than the skew-normal and skew-T models. The NEAS model can provide the most complicated shapes of blur kernels among the models. The MSE's of the NEAS model are smaller than all the other models that address the asymmetry and the skewness. Table II shows the MSE's between the parametric kernels and the non-parametric blur kernels. This time, non-parametric Fig. 11 . Interpolation of blur kernels at inbetween points. Blur kernels shown in (b) are generated from those in (a) by interpolating the model parameters. blur kernels are also found following the method in [8] by
where H np , G(u, v) and F (u, v) are the discrete Fourier transforms of h np , g, and f . The random noise pattern in Fig. 7 (b) is used as f . Estimated non-parametric blur kernels are postprocessed with thresholding and re-normalization such that all the values are positive and small values due to noise are removed. The results for the two single focal length lenses are shown. The MSE results show the similar trends as the results in Table I . The models that can address the asymmetry and the skewness provide better MSE than the Gaussian model. The most flexible NEAS model provides the lowest MSE's. We repeated the experiments to show that the accuracy of the models is not affected by the estimation method used to find the non-parametric blur kernels. We also measure the difference between the parametric kernels obtained with the optimization method in (18) and with the DFT method in (20) using the random noise pattern. Average MSE between the two non-parametric kernels is 0.0042, average correlation is 0.9427, and average Bhattacharyya distance is 0.0098. The differences between the kernels obtained by the two estimation methods are small. Table III shows the MSE's between the parametric kernels and the non-parametric blur kernels from the database of blur kernels provided by [9] . The blur kernels, shown in Fig. 10 , are obtained by photographing a test pattern consists of grids Fig. 16 . Blur kernels used for images in Fig. 15 . The kernels and their contours are shown. from left to right: non-parametric, Gaussian, skewnormal, NSAS, and NEAS models. of dots displayed on a LCD monitor. Each dot is size of 270μm ×270μm. The distance between the monitor and the camera is 2.12m. The geometric image of each dot spans 2.44μm in the image plane, and is comparable to the camera's pixel pitch. The results are consistent with the results in Table I and II. Fig. 11 shows an example of blur kernels obtained at new locations by interpolation of model parameters. Blur kernels estimated for a 35mm lens at f/1.8 estimated at 6×8 grid points are used to generate blur kernels at 11 × 15 grid points. The blur kernels with NEAS model are used. The parameters of the NEAS model are estimated by (19) with additional term to penalize the differences of parameters between the neighboring blur kernels. The blur kernels generated by the model with interpolated parameters at new locations follow the general trends of the estimated lens blur.
B. Deblur With Asymmetric Blur Model
In order to quantify the advantages of using the NSAS and NEAS models over the other parametric models, experiments outlined in [4] are performed. Blocks of a natural photograph and a synthetic resolution chart, shown in Fig. 12 , are blurred by the non-parametric kernels. Then, the blurred images are deblurred using the non-parametric blur kernel and corresponding parametric blur kernels. The quality of deblurred images is affected by the mis-matches between the kernels used in blurrring and deblurring processes. The visual quality of deblurred images is measured by the mean structural similarity index (SSIM) [27] between the deblurred and original images. The error ratios between the SSIM obtained using the non-parametric and parametric models are measured. The error ratios are used to compensate for the effect of kernel sizes to the quality following the discussion in [4] and [27] . This error ratio is greater than one when deblurring by a parametric kernel produces worse results than deblurring by the non-parametric kernel, and is equal to one when results are identical. Blur kernels estimated for all the blocks at various aperture using the non-parametric, Gaussian, skew-normal [10] , NSAS, and NEAS models are used in the experiment. An augmented Lagrangian based deblurring algorithm given in [28] is used for deblurring. , and 135mm lenses, respectively. For each blur kernel, randomly selected three blocks from each of the natural photograph and resolution chart are used in the experiment to collect data. Fig. 13 shows the cumulative distribution functions (cdf's) of the error ratios. The cdf's of error ratios collected at all the aperture are shown. Fig. 13 (a) shows the results obtained with a natural photograph, and (b) shows the results obtained with the resolution chart. It can be seen that the NSAS and NEAS models provide smaller error ratios than the Gaussian and the skew-normal models. The improvement is slightly better with the NEAS model than with the NSAS model. Fig. 14 shows the cdf's of the error ratios collected for aperture values wider than f/4. Fig. 14 (a) shows the results obtained with a natural photograph, and (b) shows the results obtained with the resolution chart. The advantage of using the NSAS and NEAS model over the Gaussian model is easier to notice at wider aperture, for which softness at the corners of a sensor frame is more apparent.
A block of images in the evaluation of SSIM experiments for which the proposed models show biggest differences in SSIM is shown in Fig. 15 . An image blurred by the nonparametric blur kernel is shown in Fig. 15 (a) . An image deblurred by the same non-parametric blur kernel is shown in Fig. 15 (b) . It can be seen that when the image is deblurred using the correct blur kernel, an image close to the original can be restored by deblurring. Deblurred images using the Gaussian, skew-normal, NSAS, and NEAS kernels are shown in Fig. 15 (c), (d) , (e), and (f), respectively. Mismatches between the blur kernels used in the blur and deblur processes degrade the quality of the deblurred images. The SSIM values are 0.97, 0.65, 0.79, 0.92, 0.94 for the images deblurred by the non-parametric, Gaussian, skew-normal, NSAS, and NEAS models, respectively. The SSIM ratios are 1.12, 1.06, 1.02, and 1.01 for Gaussian, skew-normal, NSAS, and NEAS models, respectively. SSIM ratios closer to 1.0 indicate use of non-parametric and parametric models in deblurring process produces more similar results. The NSAS and NEAS models provide deblurred images of higher quality than Gaussian and skew-normal models with less ring near major edges of the door frames. The use of inaccurate blur kernels in the deblurring process is one of the causes of ringing artifact [26] . The blur kernels used for the images in Fig. 15 are shown in Fig. 16 . Fig. 17 to 20 show deblurring of photographs taken with 35mm and 50mm lenses at aperture f/1.8. The non-parametric blur kernels of the two lenses are shown in Fig. 21 . The four parametric models, Gaussian, skew-normal [10] , NSAS, and NEAS models fitted to the non-parametric blur kernels are used to deblur images taken with the lenses. The blur characterized by the models are lens blur in properly focused images due to optical aberrations. The blur aberration which depends on the distance between a subject and a camera is not included. Out-of-focus blur is not intended to be deblurred. Images used in the deblurring experiments have subjects at equal distances or subjects at very far distance, which we assume are all in-focus. The positions of blocks and the corresponding homography transforms used during the estimation of blur kernels are used to select blocks from a photograph. The selected blocks are deblurred using the regularized inverse with the blur kernels prepared for the blocks. Regularization parameters are experimentally found. The same regularization parameter is used for all the blocks and all the models. The deblurred blocks are put back to the original positions by the inverse homography transforms. In Fig. 17 to 20 , original photographs are shown in (a), parts of the original photographs and the images deblurred using NEAS model are shown in (b) and (c). respectively. It can be seen that sharpness is restored in the deblurred images. Lens blur remaining in properly focused images are removed. Small parts of the original photographs and images deblurred using Gaussian, skew-normal, NSAS, and NEAS models are shown in (d), (e), (f), (g), and (h), respectively. We also show the histogram equalized images or edge maps to highlight the differences among models in deblurred images. It can be seen that the structures restored using the proposed NSAS and NEAS models have better definition with less ringing than the structures restored using Gaussian and Skew-normal models. Near the tree branches in Fig. 18 or at the edge of book cover in Fig. 19 , differences between images restored using the NSAS and NEAS can be observed.
V. CONCLUSION
This paper presents parametric blur models based on the two dimensional NSAS distribution and its generalization. The proposed models provide blur kernels flexible enough to model complicated shapes of lens blur due to optical aberrations in properly focused images. In terms of modeling accuracy, the proposed models provide significant improvement over the Gaussian model and noticeable improvement over the other models that addresses the asymmetry and skewness in terms of MSE's. In terms of deblurring performance, images deblurred using the proposed models are similar to images restored using the corresponding non-parametric models in terms of SSIM. The deblurring of photographs taken by the lenses characterized using the proposed models show restoration of sharpness with less ringing near major edges than by other parametric models. The NSAS and NEAS models can be used in calibrations processes to characterize the nonstationary asymmetric blur of a lens accurately, so that the sharpness can be restored from images taken by the lenses.
