Due to the growth of research in pattern recognition area, the limits of the techniques used for the classification task are increasingly tested. Thus, it is clear that specialized and properly configured classifiers are quite effective. However, it is not a trivial task to choose the most appropriate classifier for deal with a particular problem and set it up properly. In addition, there is no optimal algorithm to solve all prediction problems. Thus, in order to improve the result of the classification process, some techniques combine the knowledge acquired by individual learning algorithms aiming to discover new patterns not yet identified. Among these techniques, there is the stacking strategy. This strategy consists in the combination of outputs of base classifiers, induced by several learning algorithms using the same dataset, by means of another classifier called meta-classifier. This paper aims to verify the relation between the classifiers diversity and the quality of stacking. We have performed a lot of experiments which results show the impact of multiple diversity measures on the gain of stacking.
INTRODUCTION
The scientific community has made much effort on pattern recognition area in order to develop ever better techniques used for data analysis. In this context, machine learning has been highlighted, mainly because it can perform pattern recognition by supervised learning. These learning methods can build from patterns available in a training dataset models or functions capable of classify new patterns.
However, the quality of the classification results will substantially depend on the quality and volume of data samples used into the training phase as well as the selection of features and the set up of parameters (Kuncheva and Whitaker, 2003) .
Although some classifiers individually provide solutions which are considered effective, the experimental evaluation performed by (Dietterich, 2000) shows a drop in the quality when there are large sets of patterns and/or a significant number of incomplete data samples or irrelevant features. That is, such classifiers may not effectively and/or efficiently recognize patterns in complex problems.
In order to improve the classification results, techniques for combining classifiers have been used, aiming to take advantage of several classification schemes, where the outputs of each classifier can be combined in a final decision that improves the ability to generalization. Among these techniques, we highlight stacking as a way to combine classifiers that consists of using a second-level learning algorithm to optimally combine a collection of predictions made by different models (Wolpert, 1992) .
In the stacking method the choice of base algorithms is very important. According to (Opitz and Maclin, 1999) , the performance of the stacking strongly depends on the accuracy and diversity of classifiers results. To verify this diversity, there are several measures based on the (dis)agreement of the classifiers (Kuncheva and Whitaker, 2003) .
Therefore, the use of base algorithms with different particulars is ideal, since the patterns learned tend not to be the same. Thus, even low accuracy classifiers combined can generate a strong classifier, providing gain for stacking. Otherwise, when several classifiers agree on the vast majority of responses (no diversity), the combination will possibly have the same result, with no improvement in the stacking quality.
The purpose of this paper is to evaluate the impact of classifier diversity on the quality of stacking. The experiments we have performed show the relationship between multiple diversity measures and the gain of stacking, considering 54 datasets extracted from UCI machine learning repository. The proposed idea is based on the hypothesis that the greater the diversity of patterns learned by base classifiers, the higher the quality of stacking.
BACKGROUND
Classification is the most usual task among data mining tasks. According to (Tan et al., 2005) , classification can be defined as the process of finding, through supervised learning, a model or function that describes different classes of data. The purpose of classification is to automatically label new instances of the database with a given class by applying the model or function previously learned. This model is based on the fields of the training instances.
Classification algorithms can be organized into different types according to the technical features they use in learning. Each type is best suited for a particular dataset.
Combining Classifiers with Stacking
Classifiers that implement different algorithms potentially provide additional information on the patterns to be classified. The combination of the outputs of a set of different classifiers aims to get a more precise classification, i.e. to reach a greater accuracy. In this context, stacking (Ting and Witten, 1999 ) is a widely used method for combining multiple classifiers generated from different learning algorithms applied on the same dataset. It is also known in the literature as stacked generalization (Dzeroski and Zenko, 2004; Wolpert, 1992) .
Stacking method combines multiple base classifiers trained by using different learning algorithms L on a single dataset S, by means of a meta-classifier (Merz, 1999; Kotsiantis and Pintelas, 2004) . Each training sample s j = (X j , y j ) is a pair composed by an array of features X j and the class label y j .
The process can be described in two distinct levels as shown in Figure 1 . The first level-0 defines a set of N base classifiers, where
Level-0 classifiers are trained and tested using the cross-validation or leave-one-out procedure. The output dataset D used for training the meta-classier is composed by examples ((y 1 j , . . . , y i j ), y j ), i.e. a vector of predictions for each base classifier y i j = C i (X j ) and the same original class label y j (Dzeroski and Zenko, 2004) . In the second level-1, the meta-classifier combines base classifiers outputs from D into a final prediction y f j . The stacking pseudocode can be seen in Algorithm 1. According (Breiman, 1996) , stacking can be used successfully to form linear combinations of different predictors for better accuracy. The authors have used regression trees of different sizes as base classifiers and a linear regression model in level-1. (Ting and Witten, 1999 ) use a linear regression adaptation called Multi-response Linear Regression (MLR) (Johnson and Wichern, 2002) as meta-classifier. (Dzeroski and Zenko, 2004) propose an extension of MLR stacking method that uses a Multi-response Model Tree in the meta-classifier. The training set used at level-1 has the following fields: (i) the probability distribution for each class, (ii) the probability distribution of each class multiplied by the maximum probability considering all classes, and (iii) the entropy of the probability distribution for each classifier. According to the authors, experimental results show that this approach is a good choice for learning in the meta-classifier, regardless of the classifiers chosen at level-0.
Several approaches have proposed the use of stacking to increase the classification quality in recent years. (Ebrahimpour et al., 2010 ) present a suitable Algorithm 1: Combining classifiers with stacking.
Input: training samples s j ∈ S Output: final predictions y solution using stacking to recognize low resolution face images. (Ness et al., 2009 ) describe how stacking can be used to improve the performance of an automatic system for tagging audio tracks. (Larios et al., 2011) propose a method for automatic identification of insects in species for biomonitoring purposes using space histograms and RF classifiers. (García-Gutiérrez et al., 2012) propose a method called EVOR-STACK to improve the accuracy of thematic maps. (Ali and Majid, 2015) propose a new system to predict amino acid sequences associated with breast cancer.
Diversity Measures
The diversity of predictions is a key issue in the combination of classifiers. (Kuncheva and Whitaker, 2003) define several measures of diversity and relate them to the quality of classification system. These measures are based on the agreement or disagreement of the classifiers used in the ensemble.
Let n be the number of instances evaluated by a pair of classifiers C a and C b and R be a relationship matrix between them, containing the number of instances in which each classifier hits (1) and/or misses (0) the prediction of the class label (Table 1) . For example, n 01 is the number of instances misclassified by C a and correctly identified by C b . The main diagonal shows the number of instances equally labeled by both classifiers. The secondary diagonal shows the number of records in which the classifiers disagree. The sum of all cells is the total number of instances evaluated by the analyzed classifiers. C b hits C b misses C a hits n 11 n 10 C a misses n 01 n 00 n = n 11 + n 10 + n 01 + n 00
The following subsections present several measures of diversity in classifier ensembles (Kuncheva and Whitaker, 2003) used in the experimental evaluation of this paper.
Double-fault d f
The double-fault measure d f is defined by Equation 1 as the proportion of instances simultaneously misclassified by a pair of classifiers (Giacinto and Roli, 2001) . d f returns values in the closed range [0, 1] and it is inversely proportional to the diversity between classifiers.
d f = n 00 n 00 + n 01 + n 10 + n 11
(1)
Disagreement Dis
The disagreement measure Dis is defined by Equation 2 as the ratio between the amount of instances in which the classifiers disagree and the total number of instances (Ho, 1998) . Dis varies in the closed range [0, 1] and it is directly proportional to the diversity between classifiers. Dis = n 01 + n 10 n 00 + n 01 + n 10 + n 11 (2)
Q Statistic
The Q statistic is pairwise measure of diversity defined by Equation 3 (Afifi and Azen, 2014) . This measure return values in the closed range [−1, 1], being inversely proportional to the diversity between classifiers. Q = n 11 n 00 − n 01 n 10 n 11 n 00 + n 01 n 10 (3)
Correlation Coefficient ρ
The correlation coefficient between two classifiers is defined by the Equation 4 (Sneath and Sokal, 1973) . As the Q statistic, it returns values in the range [−1, 1]. ρ it is also inversely proportional to the diversity. ρ = n 11 n 00 − n 01 n 10 (n 11 + n 10 )(n 01 + n 00 )(n 11 + n 01 )(n 10 + n 00 )
Kohavi-Wolpert Variance KW
The Kohavi-Wolpert variance measures the diversity among a set of N classifiers (Kohavi et al., 1996) . It returns values in the range [0, 1/2] and it is directly proportional to the diversity. KW diverges from the average of several pairwise disagreement measures Dis avg by a coefficient, according to the Equation 5.
Interrater Agreement k
The interrater agreement k is defined by Equation 6, wherep denotes the average individual classification accuracy (Dietterich, 2000) . This measures performs on the predictions of a set of N classifiers and returns 
Entropy E
Entropy performs on the output of a set of N classifiers and is defined by Equation 7, where n is the number of instances and l(s j ) is the number of classifiers that properly label the instance s j (Cunningham and Carney, 2000) . E varies in the range [0, 1] and it is directly proportional to the diversity among classifiers.
PROPOSED METHOD
This section describes the proposed method for analyzing the impact of diversity on stacking supervised classifiers, which are graphically represented in Figure 2. For each analyzed dataset, different learning algorithms are used to train multiple base classifiers. The predictions returned by these classifiers are evaluated and used to perform several measures of diversity. These measures check whether and how the classifiers agree or disagree on the predicted class label. At level-1, classifiers predictions for each original instance are used to compose a new dataset that is submitted to another algorithm for training the metaclassifier. Final prediction is determined from the combination of knowledge learned by the base classifiers. The gain of stacking G is computed as shown by Equation 8 , where E MC is the evaluation metric achieved by the meta-classifier and E C best by the best base classifier.
Finally, the relationship between the diversity measures and the gain of stacking computed previously for multiple datasets is induced by means of a regression model.
Classifiers
The feature vectors for each training set are made up of all data fields and the class label. The following algorithms are used at level-0 of the stacking method. This choice was motivated mainly because the algorithms are quite heterogeneous, since they are based on distinct particulars:
• MLP (Haykin, 2007) -artificial neural network, based on function;
• SMO (Platt, 1999) -variation of SVM (Boser et al., 1992) , based on function;
• NB (John and Langley, 1995) -based on Bayes's theorem;
• RIPPER (Cohen, 1995) -based on rules;
• C4.5 (Quinlan, 1993 ) -based on decision trees;
• RF (Breiman, 2001 ) -based on a set of decision trees.
The test method to generate the predictions is crossvalidation. The meta-classifier is trained using any classification algorithm combining the knowledge learned by the base classifiers, and it is finally used to get a final prediction. Training set fields for learning the metaclassifier vary according to the base classifier algorithms. For NB, the prediction is the posterior probability of a record belonging to the same class. For RIPPER, C4.5 and RF algorithms, the prediction is the precision of the rule or node that classified each sample. In function-based algorithms, it is directly mapped to the class label. Regardless of the base classifiers, the last field is the same original class label.
Analyzing the Impact of Diversity
The impact of diversity on stacking can be analyzed by observing the relationship between diversity measures values and the gain of stacking for multiple datasets. It is expected that the most diverse sets of classifiers will contribute to the quality of stacking. This relationship is deduced using linear regression or regression model trees with the gain of stacking G as the target field. The vector of features is composed by the diversity measures d 1 , d 2 , . . . , d n previously computed. The regression models show how much each measure pitches in with the gain of stacking.
EXPERIMENTAL EVALUATION
This section describes the experiments conducted to evaluate the proposed method for analyzing the impact of diversity on stacking supervised classifiers. Each algorithm cited in Section 3 was also used to train the meta-classifier. Base classifiers and the stacking were evaluated based on the accuracy (Tan et al., 2005) , which estimates the quality of classification, i.e. the prediction capacity of the model.
The experiments were performed on a personal computer using the data mining tool Weka 1 (Witten and Frank, 2011) . The algorithms were parameterized with the default values of this tool, using 10 partitions in the cross validation.
Datasets
We have used 54 classification datasets extracted from UCI machine learning repository 2 : Abalone, Annealing, Audiology (Std.), Balance Scale, Banknote Authent., Blood Transf. Serv. Center, Breast Cancer Wisconsin, Car Evaluation, Chess (K-R vs. The chosen datasets cover several areas of knowledge: business, computer, financial, game, life, physical and social. Many of them were widely cited in the scientific literature and they have sundry objectives. The field data types can be integer, real or categorical. The amount of instances ranges from 187 to 12,960. The number of fields and class labels varies from 5 to 217 and from 2 to 48 respectively. These datasets were deposited in the UCI repository from the year 1987 to 2015.
A set of preprocessing operations was applied in order to standardize the content make the datasets able to execute the algorithms in Weka. The main operations were removal of double spaces between instances, naming data fields, changing field delimiter and data types from numeric to nominal. After preprocessing they were used to train heterogeneous classification models, i.e. using different algorithms described in the previous section. Base classifiers predictions are stacked composing the level-1 training set on which the final classification model is learned.
Results
The experimental results are summarized in Table 2 that shows for each dataset the following information: the computed diversity measures double fault (d f ), disagreement (Dis), statistic (Q), correlation coefficient (ρ), interrater agreement (k), Kohavi-Wolpert variance (KW ) and entropy (E); the algorithm used to learn the best base classifier (L 0 ) and its accuracy in percentage (A L 0 ); the algorithm used to learn the best meta-classifier (L 1 ) and its accuracy (A L 1 ); and the gain of stacking (G), used to sort the results, also in percentage. Values of d f , Dis, Q and ρ are averages of the computed values for each pair of base classifiers. Moreover, this table presents Q , ρ , k and KW that are the original diversity measures standardized in a distribution of values in the closed range [0, 1], as well as d f , Dis and E.
We showed the results about datasets that reached the worst and best G values, i.e. we have omitted the results when the gain of stacking is not significant and ranges between -1 and 1%. Observing Table 2 , we notice that stacking worked well only for 8 out of 54 datasets, where the gain ranged from 1.2 to 5.1% (lines 1-8) . The best gain of stacking was reached by Balance Scale dataset, in an already very accurate result (90.7%) which is very difficult to improve. The most frequent algorithm that reaches the best accuracy for level-0 was MLP ranging 26.6 ≤ A L 0 ≤ 90.7, followed by RF with 84.8 ≤ A L 0 ≤ 92.9. In the level-1, the best meta-classifiers were trained with SMO (26.9 ≤ A L 1 ≤ 94.9) and RF (83.7 ≤ A L 1 ≤ 95.4). However, stacking decreased the classification quality for some datasets (lines 9-17) reaching in the worst case G = −9.4%. The most frequent algorithms with best accuracy were RF (L 0 ) and SMO (L 1 ). For some datasets, more than one classifier used at level-1 returned the same result. For instance, SMO and MLP reaches equal values (A L 1 = 78.8%) for Leaf dataset (line 9).
We have considered good values of diversity those that were sufficiently larger or smaller than the average for all 54 datasets. These values are highlighted. A general analysis of them indicates that there is more diversity in the experiments in which there was gain of stacking (lines 1-8) than in those in which there was loss of quality (lines 9-17).
Abalone dataset (line 8) had the best value of double fault d f due to the low accuracy presented by the base classifiers (A L 0 = 26.6%). Many of them fail together because these is a multi-classification problem involving 28 distinct class labels. We notice that for this dataset, all the measures of diversity return good values, collaborating with the hypothesis that the greater the diversity, the greater the quality of stacking. However, the experiment involving Low Resolution Spectrom eter dataset (line 16) revealed the opposed behavior where the gain of stacking was negative (G = −5.6%), i.e. the quality of classification decreased considerably, even with high values for all measures of diversity. These high values are returned because there are 531 instances distributed in 48 classes, making even hard the agreement of many classifiers. Balance Scale dataset (line 1) is another counterexample in which there was no diversity among classifiers, however the stacking has reached the best G among all the performed experiments.
The impact of diversity on the gain of stacking was performed using a linear regression function and a regression model tree induced by the algorithm M5 (Quinlan, 1992) . We have trained these models with only the 17 datasets present in Table 2 and considering all 54 datasets. Table 3 shows the best results comparing the evaluation of linear regression and model trees, using correlation coefficient and root relative squared error (RRSE). The minimum number of instances to allow at a leaf node in M5 ranged from 2 to 4, however the result was the same tree with only one node containing the model described by Equation 10. For this model, d f remains having a positive impact on the gain but the influence of ρ was negative. KW and other measures were not used. G = 0.1278 d f − 0.2189 ρ + 0.0168 (10)
CONCLUSION
This paper presented an analysis of the impact of diversity on stacking multiple classifiers. The experiments we have performed show some link between the studied diversity measures and the gain of stacking considering 54 real datasets. The regression models revealed connections between some measures and the quality of stacking. d f , KW and ρ are related to the final classification accuracy, but low values of the correlation coefficients and high values of RRSE imply a weak relationship. So, as suggested by the literature for bagging and majority voting ensembles, predicting the improvement on the best individual accuracy using diversity measures is possible inappropriate.
As future work, we intend to conduct experiments with additional diversity measures and with synthetic datasets, aiming to better understand the relations between data distribution, classifiers diversity and the quality of stacking.
