In this paper, the left and right inverse eigenpairs problem of orthogonal matrices and its optimal approximation solution are considered. Based on the special properties of eigenvalue and the special relations of left and right eigenpairs for orthogonal matrices, we find the equivalent problem, and derive the necessary and sufficient conditions for the solvability of the problem and its general solutions. With the properties of continuous function in bounded closed set, the optimal approximate solution is obtained. In addition, an algorithm to obtain the optimal approximation and numerical example are provided.
Introduction
In this paper, we use the following notation. Let 
This problem, which usually arise in perturbation analysis of matrix eigenvalue and in recursive matters, have profound application background [1] [2] [3] . For different matrix sets , it leads to different left and right inverse eigenpairs problems, such as, Zhang's [4], Li's [5] [6] [7] , Liang's [8] have considered, respectively, the left and right inverse eigenpairs problem of real matrices, skew-centrosymmetric matrices, generalized centrosymmetric matrices, symmetrizable matrices and generalized reflexive and anti-reflexive matrices, and the explicit expressions of the solutions have been obtained.
S
Orthogonal matrices have profound applications, such as in matrix singular value decomposition, in matrix norm, in perturbation analysis of matrix eigenvalue, and so on. However, the left and right inverse eigenpairs problem of orthogonal matrices have not been concerned with. In this paper, we will discuss this problem. The orthogonal matrix set is a bounded closed set, while those matrix sets in [4] [5] [6] [7] [8] are subspace. The left and right inverse eigenpairs problems and it's optimal approximation problems for bounded closed set are a new class of left and right inverse eigenpairs problems.
In this paper, we suppose that
be the left and right eigenpairs of A , respectively. If let
then the problems studied in this paper can be described as follows.
Problem I Giving
where E S is the solution set of Problem I. This paper is organized as follows. In Section 2, we first study the special properties of eigenvalue of orthogonal matrices. Then with these properties, we find the equivalent problem of Problem I and obtain the solvability conditions and the general solutions of Problem I. In Section 3, we first prove that the approximation solution of Problem II exist and can be obtained by applying the properties of continuous function in bounded closed set. Then we obtain the approximation solution of Problem II. Finally, the algorithm and example to obtain the approximation solution are given.
Solvability Conditions of Problem I
First, we discuss the properties of orthogonal matrices.
, then there is a matrix , and a block upper triangular matrix such that
where each diagonal block of is block or block, and every 1 block correspond a real eigenvalue of
block correspond a pair of conjugate imaginary eigenvalue of 2 2 A . From the definition of orthogonal matrices and Lemma 1, it is easy to obtain the following lemma.
Lemma 2 If
, then there is a matrix , and a block diagonal matrix
where each diagonal block of is block or block, and every block is (1) or , every block can be denoted as follows.
From Lemma 2, it is easy to obtain the following conclusions.
1)
, then the module of eigenvalue of A is 1. Namely, the eigenvalues of A distribute on the unit circle.
3) If 
Lemma 3 Let
 is a right eigenpairs of A , then we have
Therefore,   
According to the analysis before, in Problem I, we can suppose as follows.
    
Let the svd of X in Problem I as follows. 
i.e. 
According to (2.3) and (2.4), we have T T  11  1  1  1  1  1  1   T  1  2  21  12 , ,
Combining (2.7), (2.8) and (2.9), we obtain (2.5). Sufficiency: Give and let Combining (2.10) and (2.11), it is easy to obtain
2), (2.8) and (2.10), it is easy to obtain 0 A X X   . Combining (2.2), (2.9) and (2.10), it is easy to obtain
A is a solution of Problem I. It is clear that for any
is the general solution of Problem I.
The Solution of Problem II
According to (2.6), it is easy to prove that if Problem I has a solution
, then the solution set E S is a nonempty bounded closed set, and Frobinus norm is the continuous function of matrix. According to the properties of continuous function in bounded closed set (There exist the minimal value and the maximal value for continuous function in bounded closed set), we can claim that for any given 
This gives the conclusion. .1), and satisfy the conditions of Theorem 1, then there exist solutions for Problem II. Moreover, solutions can be expressed as follows.
Theorem 2 Giving
Proof According to Theorem 1, T  T  11  12   21  22 , ,, . 
This implies that
                          
Conclusions
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The left and right inverse eigenpairs problem is a special inverse eigenvalue problem. Different matrix set can lead to different left and right inverse eigenpairs problems, such as, Zhang's [4], Li's [5] [6] [7] , Liang's [8] have considered, respectively, the left and right inverse eigenpairs problem of real matrices, skew-centrosymmetric matrices, generalized centrosymmetric matrices, symmetrizable matrices and generalized reflexive and anti-reflexive matrices, and the explicit expressions of the solutions have been obtained. In this paper, we considered the left and right inverse eigenpairs problem of orthogonal matrices (namely Problem I) and its optimal approximation problem (namely Problem II). Based on the special properties of eigenvalue and the special relations of left and right eigenpairs for orthogonal matrices, we find the equivalent problem, and derive the necessary and sufficient conditions for the solvability of the problem I and its general solutions. The orthogonal matrix set is a bounded closed set. We obtain the optimal approximate solution with the properties of continuous function in bounded closed set. Compare the problems in [4] [5] [6] [7] [8] (those matrix sets are subspace), the bounded closed set problems we discussed in this paper are a new class of left and right inverse eigenpairs problems.
