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RÉSUMÉ
La gestion du revenu (G. du R.) est un principe administratif relativement ré
cent. Implantée dans l’industrie aérienne dans les années 70, cette démarche
scientifique s’est étendue au domaine de l’industrie hôtelière, du transport fer
roviaire, des croisières et des télécommunications. L’objectif de la G. du R. est
d’optimiser le profit d’une entreprise par le contrôle de l’offre de produits péris
sables, dans un environnement où les coûts d’investissement sont élevés et les
coûts d’opérations faibles. En se basant sur un module stochastique de prévi
sion de la demande, l’allocation des produits (services) s’effectue généralement
dans un environnement dynamique. Les modèles primitifs font toutefois l’im
passe sur le comportement des clients et la réaction des compétiteurs. De nou
velles approches, basées sur la programmation mathématique à deux niveaux,
permettent de résoudre simultanément les problèmes d’allocation et de tarifica
tion, tout en tenant compte des tarifs de la concurrence et des préférences des
consommateurs. Les principales contributions de ce mémoire sont la construc
tion d’un modèle biniveau adapté à la structure de l’industrie hôtelière et son
implantation logicielle.
Mots clés: Gestion du Revenu, Programmation à deux niveaux, Program
mation linéaire mixte, Industrie Hôtelière.
ABSTRACT
Revenue Management (RM) is a widespread principle of administration. Initi
ated in the airline industry in the ‘70s, it has been extended to the hospitality,
cruise, raiÏroad and telecommunications sectors. The aim of RIVI is to increase
the profitability of an industry characterized by high investment costs and low
operating costs, through an improved assignment of its available capacity of a
perishable inventory, within a dynamic and stochastic environment. Although
pricing-allocation models have been proposed in the literature, they frequently
ignore customer behaviour as well as the prices set by the competitors. The aim
of this presentation is to propose a bilevel approach to RM in the hotel industry
that specificaily addresses these issues. In the model, customers select the prod
uct that maximizes their individual utility, the latter being expressed as a linear
combination of “price”, “quality of service” and “length of stay”, and where
the coefficients associated with these criteria vary across the user population.
We show how the model can be formulated as a mixed integer linear program.
Empirical resuits will 5e presented and discussed.
Keywords: Revenue Management, Bi1eve Programming, Mixed Integer
Programming, Hotel Industry.
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AVANT-PROPOS
Dans l’univers de plus en plus déréglementé de la vente de services, les en
treprises doivent leur survie à l’utilisation de techniques de gestion de pointe.
C’est notamment le cas de l’industrie hôtelière, qui est de plus en plus intégrée à
des industries connexes transport, sport, divertissement, etc. Dans ce contexte,
la Gestion du Revenu offre une réponse technique et rigoureuse aux questions
touchant la tarification et la gestion dynamique de l’inventaire. Quant à elle, la
programmation à deux niveaux est un cadre mathématique naturel pour la for
mulation de modèles intégrant à la fois le comportement des consommateurs et
de la compétition.
CHAPITRE 1
INTRODUCTION
L’industrie hôtelière américaine existe depuis plus d’un siècle; c’est la plus
importante au monde. Pendant la première décennie du 20e siècle, on retrouvait
déjà plus de 10 000 hôtels en territoire américain, ce qui équivalait à quelques
800 000 chambres. Vers 1940, les premières chaînes d’hôtels sont apparues et
elles détenaient à l’époque un taux d’occupation de 64 %. Ce taux s’est maintenu
durant quelques décennies, puis a connu une hausse appréciable dans les années
50, après le boom économique de l’après-guerre, atteignant alors une moyenne
de 80%.
Au fil des ans, la croissance remarquable du secteur hôtelier s’est maintenue
grâce à un investissement dans de nouvelles installations, qui porta à plus de
deux millions le nombre de chambres dans les années 60. Compte tenu de cette
plus grande offre de chambres, il est alors devenu nécessaire d’offrir davantage
de services afin de fidéliser la clientèle existante et d’attirer de nouveaux clients.
C’est alors que les minibars, les salons d’affaires et les restaurants de cuisine in
ternationale firent leur arrivée dans les principales chaînes hôtelières de l’Amé
rique du Nord. Actuellement, selon les chiffres publiés par l’American Hôtel &
Lodging Association pour l’année 2004, l’industrie hôtelière américaine dispo
serait de plus de quatre millions de chambres et connaît un taux d’occupation
de 61,3 % et des ventes annuelles qui sont d’approximativement 114 milliards
de dollars. Au Canada, cette fois selon les chiffres publiés par l”Hôtel Asso
ciation of Canada”, à pareille date existent environ 378 000 chambres, un taux
d’occupation de 62,1 % et des ventes annuelles qui sont approximativement de
11 milliards de dollars.
Aux États-Unis, la clientèle des hôtels est répartie également dans deux grou
pes la clientèle d’affaires et la clientèle de tourisme. Dans le premier groupe,
63 % des clients demeurent à l’hôtel pour un séjour d’un à deux jours, tandis
2que dans le second groupe, pour cette même durée, la proportion augmente à
73 %. La demande auprès des hôtels est assez saisonnière, avec une augmenta
tion marquée lors de la période estivale. La demande de la clientèle touristique
vient alors compenser la plus faible demande des clients d’affaires. Ces derniers
augmentent plutôt leurs demandes à l’automne et au printemps, étant donné
la plus grande offre de conférences et de congrès d’affaires au cours de ces pé
riodes. Le caractère saisonnier est un problème pour l’industrie hôtelière parce
qu’il affecte le flux de trésorerie et la structure des coûts. Certains hôtels ne
peuvent ajouter ou retirer des chambres de leurs inventaires en fonction des
fluctuations de la demande et par conséquent beaucoup doivent faire face à des
coûts fixes élevés de capital dans les périodes de faible demande. Leur seule pos
sibilité est de fermer pour une durée indéterminée des sections de chambres afin
de suivre la demande. De cette façon, les coûts d’opération sont réduits, à condi
tion de mettre à pied des employés pour réduire également les coûts de main-
d’oeuvre. Une autre solution envisagée est la signature d’alliances stratégiques
avec des lignes aériennes qui proposent des offres touristiques attrayantes et
qui stimulent par conséquent la demande de nouveaux clients. Finalement, une
autre solution envisageable est d’utiliser le “mécanisme de prix” comme il est
utilisé dans le transport aérien.
La demande pour des chambres est fortement liée à la situation économique
mondiale, à des évènements internationaux et aux conditions climatiques. Un
exemple clair est ce qui s’est produit au Canada en 2003, l’une des pires années
de l’industrie hôtelière, où la demande a diminué de 5,2 à cause principale
ment de plus grandes incertitudes économiques créées par la guerre en Iraq, par
la valeur du dollar canadien, par l’apparition du SRAS, par la médiatisation de la
maladie de la vache folle et par les incendies forestiers en Colombie-Britannique.
Depuis 1990, l’industrie hôtelière commence à utiliser le concept de “Yield
Management” afin de maximiser la rentabilité par chambre et par service. Par
définition, yietd c’est la recette effectuée divisée par la recette potentielle. L’effort
1Cash Flou.
3du personnel pour vendre des chambres avec la plus grande marge possible
est ainsi pris en considération. Par exemple, deux hôtels pourraient obtenir le
même pourcentage d’utilisation, mais obtenir une rentabilité différente, étant
donné l’habileté du personnel de l’un à offrir des chambres plus rentables à leurs
clients, que ce soit par une disposition à s’offrir une chambre luxueuse d’un coût
plus élevé, ou par la disposition des clients à consommer davantage de services
offerts par l’hôtel.
La gestion du revenu a été introduite comme technique statistique dans l’in
dustrie aérienne dans les années 50. Toutefois, la plupart de ses modèles ont été
développés pour l’industrie aérienne à partir des années 70. Ces modèles, dans
leur généralité, sont à caractère dynamique ou stochastique de grande taille et
leur résolution exacte est difficile. Ces modèles considèrent le prix comme une
donnée et ils utilisent plusieurs classes tarifaires et des segmentations différen
ciées pour les clients.
Ce mémoire se penche sur l’allocation de la capacité des différents inven
taires (chacun désigne un hôtel ou un ensemble de chambres similaires) à diffé
rents groupes d’usagers et, simultanément, à la tarification de ces mêmes unités
allouées dans une fenêtre de temps donné. Pour permettre au système de trou
ver des solutions statiques, la fenêtre de temps est circulaire. Les principales
contributions sont d’une part, la solution simultanée du problème d’allocation
et de tarification, et d’autre part, le traitement des différents inventaires pour
l’inclusion de plusieurs groupes d’usagers avec différentes caractéristiques à
caractère déterministe. Le sujet à déjà été étudié pour l’industrie aérienne par
Côté, Marcotte et Savard [14]. Plus particulièrement, la mémoire et la thèse de
Jean-Philippe Côté utilisent une modélisation semblable à celle proposée dans
ce mémoire. Le modèle développé introduit la modélisation de la longueur du
séjour. L’approche de résolution est basée sur les résultats de la programmation
mathématique biniveau qui a suscité un intérêt certain au cours des 25 dernières
années.
Étant donné que cette étude n’utilise pas de données réelles, nous nous de-
4vions de créer un petit module générateur de variables discrètes pseudo-aléatoires
pour générer la demande.
La génération tient compte de la capacité maximale et des différents taux de
remplissages pour des “inventaires hôteliers”, pour plusieurs groupes d’usagers
modélisés dans une fenêtre de temps donné. Ce module permet donc de générer
différents types de problèmes pour notre étude.
CHAPITRE 2
LE CONTEXTE DE L’INDUSTRIE HÔTELIÈRE
2.1 La gestion du revenu.
L’expression “gestion du revenu” vient de la traduction en français de l’ex
pression “Revenue Management”, mais aussi de l’expression “yield manage
ment”. Son objectif est de maximiser les recettes des entreprises pour chaque
unité de ressource disponible. Cette technique de gestion a eu un grand suc
cès dans les entreprises ayant des coûts fixes élevés et irne certaine stabilité des
inventaires.
La gestion du revenu débute dans tes années 70, avec un article de Roth
stem [33] pour l’industrie aérienne alors que les premiers efforts afin d’appli
quer la technique à d’autres industries datent de 1974 [34]. La préoccupation
des transporteurs aériens était la décroissance généralisée des prix associée à
une demande anémique. Les compagnies ont alors réagi en adoptant des straté
gies de “surréservation” permettant de pallier aux nombreuses annulations de
dernière minute. En parallèle, l’introduction de restrictions a commencé à faire
partie de la pratique courante des compagnies aériennes à partir des années 70.
Cette pratique, facilitée par l’utilisation des systèmes automatisés de réserva
tion, permet d’établir des prix distincts pour des clientèles distinctes, et ainsi de
protéger des sièges pour les passagers plus payants [39, 40] . L’utilisation des
systèmes automatisés de réservation a permis de générer des statistiques sur les
réservations.
Avec la déréglementation de l’industrie aérienne américaine, soutenue par
les GDS2 la concurrence a fait apparaître de nouveaux acteurs. Un grand nombre
de petites compagnies aériennes de type “low-cost” (comme PeopleExpress) ont
1Pour une référence appliquée au monde hôtelier, voir Pfeifer and Bodily [30].
2Global Distribution Systems, Sabre, Apollo et System One.
6fait leur apparition avec des coûts d’opération inférieurs de moitié à ceux des
grandes compagnies (American, Delta, United, TWA, etc.).
En 1978 Straszheim [351 démontre que les voyages d’affaire sont beaucoup
moins sensibles à la variation tarifaire que les voyages de plaisir. Une façon de
faire plus de profits grâce à cette découverte serait d’utiliser la gestion du revenu
de façon systématique, toujours en essayant de protéger des sièges pour les offrir
aux passagers les plus rentables. Cette pratique, connue au début sous le nom de
“protection levels” a laissé la place à son problème complémentaire : le “Booking
limit”, qui consiste à cesser la vente de billets dans les classes bon marché.
Des études subséquentes montrent aussi un phénomène intéressant: la de
mande serait plus sensible au revenu individuel ou à la croissance économique
qu’au prix de vente. Donc, il est plus important d’empêcher la clientèle d’affaires
de trouver des sièges moins chers que de limiter l’accès des touristes aux billets
bon marché.
Ces phénomènes d’élasticité inégale sont encore présents aujourd’hui dans
plusieurs industries. Il en découle que la principale restriction (“fence”) en vi
gueur pour la prise de sièges est l’instant de la réservation, qui est une mesure
de la propension au risque.
Dans les années 80, la tarification (“pricing”) a pris une part importante dans
la gestion du revenu. À partir des années 90, différents chercheurs ont montré
que le prix de vente a un fort impact sur le revenu. Comme conséquence de la
concurrence accrue, il est devenu important pour les entreprises d’envoyer un
signal au marché pour l’influencer, et également d’offrir des produits différents
pour chaque type de consommateur.
Selon Kimes [23J, [2h, [201 la gestion du revenu est caractérisée par:
— Des capacités rigides. La capacité des inventaires soumis à la gestion du
revenu ne peut pas être modifiée à court terme de façon planifiée.
— Des coût fixes élevés. L’ajout d’une unité d’inventaire supplémentaire est
très onéreux.
— Des inventaire périssables. Les unités d’inventaire sont vendues à date
7fixe. Si les unités ne sont pas utilisées, elles sont perdues.
— Des produits vendus à l’avance. Les services sont réservés à l’avance.
Il existe un délai entre la réservation ou achat du produit et l’instant de
consommation. Le produit peut consister en une promesse de vente comme
dans le modèle de Quan [31].
— Des coûts variables bas. La consommation d’une unité supplémentaire de
produit n’entraîne que des coûts additionnels négligeables.
— Une demande variable dans le temps. La demande est variable ou incer
taine, donc stochastique. Des modèles simplifiés se contentent toutefois
d’utiliser des demandes saisonnières fixes.
— La segmentation du marché. Le modèle doit différencier les clients selon
leur propension à payer ou leur aversion au risque, en mettant en place
des barrières difficiles à contourner portant sur l’anticipation de la réser
vation, l’âge, le sexe, le moyen de paiement, l’affiliation, etc. Il faut que la
triade qualité de service—revenu net-niveau de consommation permette à
l’entreprise d’augmenter son revenu, sans nécessairement toujours vendre
aux clients qui rapportent le plus.
En se basant sur la littérature dans le domaine, Gigli [16] a décrit un certain
nombre de facteurs de réussite pour la gestion du revenu:
— Fixer les prix. Trouver le point où offre et demande sont en symbiose, dans
un contexte où il est très difficile (onéreux) d’augmenter la capacité de pro
duction.
— Lier le prix au marché et non au coût de production. Les prix choisis
doivent permettre à l’entreprise de survivre à long terme.
— Tenir compte de la segmentation du marché. Il faut que le produit soit
adapté aux besoins du consommateur.
— Attribuer le produit est au consommateur qui rapporte le plus. Les entre
prises doivent identifier les types de clients. Pour cela, elles doivent choisir
des barrières efficaces pour les différencier.
— Baser les décisions sur des faits et non des hypothèses. Il faut établir des
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— Connaître la valeur réelle de chaque produit. La valeur d’un produit varie
selon la date de vente et la propension à payer des consommateurs. Ceci
est une conséquence de la segmentation du marché. Le concept de valeur
perçue par le client est différente de celle de prix de vente.
— Réévaluer les stratégies de vente en continu. Tous les ensembles de prix
et de segments sont valables à l’intérieur d’un créneau horaire. Il faut que
le management suive les attentes des clients et réévalue les stratégies. Il
faut aussi évaluer continuellement les actions des concurrents (offre, prix).
2.2 La gestion du revenu dans l’industrie hôtelière.
Du point de vue de l’industrie hôtelière, les prix des chambres jouent le jeu
des tarifs aériens ou “fare classes”. Par contre, une chambre de luxe et une
chambre standard auront presque toujours des attributs différents. Prix, bien
sûr, mais également espace, ameublement, décoration, services, etc. Dans cer
tains cas, le prix de liste des chambres existe seulement comme moyen de char
ger différents prix pour des produits non différentiables. La différenciation peut
correspondre à l’ajout de stationnements non payants, de fleurs naturelles, de
jus, d’un peignoir ou par des caractéristiques non liées à la chambre. Toutes ces
caractéristiques permettent d’offrir des “upgrades” pour des produits à valeur
ajoutée.
Comme c’est le cas des compagnies aériennes, il est naturel d’utiliser des
stratégies basées sur le revenu marginal espéré (EMSR) [3, 5, 61, telles que dé
crites par Katul [19J. Par contre, celles-ci ne tiennent pas compte des concurrents
et de leur politique des prix.
Récemment, Quan [31] a proposé un modèle basé sur la théorie des op
tions financières, où une réservation représente une assurance sur le prix de la
chambre (prix futur) , le client étant toujours libre d’annuler et de réserver une
3Le prix correspond à celui d’une option européenne (“European option pricing” model).
9autre chambre, au même hôtel ou chez un concurrent.
En bref, la gestion du revenu se concentre sur la collecte et l’analyse de don
nées, la confection de modèles prévision/estimation, l’optimisation et le contrôle
des inventaires, dans un environnement mettant à contribution les technologies
de l’information. Selon Kimes [22], la recherche dans ce domaine peut être di
visée en trois axes principaux, dont l’un est descriptif (étude de l’application
des concepts de gestion du revenu en différentes industries), et les deux autres
prescriptifs : tarification et gestion de stocks.
Le contrôle de l’inventaire et le contrôle de la durée sont très utilisés dans
l’industrie hôtelière. En y retrouve les stratégies d”overbooking” (surréserva
tion) et de “forecasting” (prévision). Plusieurs systèmes de gestion du revenu
contrôlent également les durées de séjour (LOS) pour un éventail de catégories
de prix.
Les inventaires sont généralement contrôlés de trois façons:
— Inventaire divisé (petits hôtels) : L’inventaire est divisé physiquement en
chambres selon la qualité de service. A chaque qualité de service corres
pond un certain nombre de chambres de qualité de service identique, et il
n’est pas permis de changer la catégorie d’une chambre.
— Inventaires emboîtés ou imbriqués L’inventaire est partagé par toutes
les qualités de service. Quelques chambres sont plus luxueuses mais la plu
part sont courantes. Les réservations à revenu élevé ont accès à tout l’in
ventaire, alors que les réservations à bas revenu sont limitées aux chambres
courantes.
— Inventaires virtuels L’inventaire est partagé en fonction de la qualité de
service. Comme les caractéristiques des chambres sont comparables, la dif
férence se fait par l’ajout de services. Ce système est évidemment le plus
souple, et est largement utilisé dans les grands hôtels.
Toujours selon Kimes, les techniques de résolution les plus populaires sont:
— Méthodes basées sur la programmation mathématique : programmation
linéaire, programmation probabiliste linéaire et programmation dynamique.
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— Méthodes basées sur la théorie économique : les modèles basés sur les
revenus marginaux sont encore les plus répandus et les plus utilisés dans
les industries aérienne et hôtelière.
— Méthodes basées sur l’analyse de courbes de seuil: selon Kimes [21] et
Belobaba [4], ces méthodes seraient des méthodes pratiques, mais pas tou
jours optimales.
— Méthodes d’intelligence artificielle systèmes experts et réseaux de neu
rones. Les premiers établissent des règles pour analyser les diverses situa-
lions possibles. Les deuxièmes sont mieux adaptés aux modèles de prévi
sion.
À partir des travaux de Weatherford [38, 39, 40, 411, on peut inclure les mo
dèles de simulation permettant de tester l’efficacité des méthodes tradition
nelles et de tester différents scénarios portant sur la demande. Récemment, ces
modèles ont permis de valider l’efficacité d’algorithmes heuristiques dans un
environnement intégrant de nombreux paramètres.
2.3 Les défis de la gestion du revenu pour l’industrie hôtelière.
Kimes et d’autres auteurs mettent l’accent sur une dynamique de réserva
tion périodique, séquentielle et probabiliste. Il est possible de formuler le pro
blème sous forme d’un programme stochastique dynamique qui tienne compte
en même temps de la surréservation et des règles de gestion du revenu (Roth
stein, 1971 [33], Hersh and Ladany, 1978 [181, Alstrup 1986 [1]). Bitran et Mond
schein [7, 8] ont proposé des modèles de programmation dynamique stochas
tiques pour l’industrie hôtelière. Ils caractérisent les politiques optimales en
fonction de la capacité maximale et du délai avant que la chambre soit utilisée.
Ces modèles, basés sur des arrivées qui suivent des lois de Poisson qui varient
selon les différentes classes de consommateurs, ne considèrent aucun ordre par
ticulier d’arrivées. En 1995, les modèles ont été publiés et étendus pour tenir
compte de la durée de séjour. L’utilisation pratique de ces modèles n’est pas
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raportée.
Selon Weatherford [38, 39, 40, 41], la gestion du revenu a eu aussi du suc
cès pour : les réservations et les allocations entre plusieurs catégories de prix
différents (“booking-limits”). Il ajoute un troisième élément, la durée de séjour,
qui est absent dans l’aérien. Cet élément est mis en parallèle avec le défi que re
présente la prise en compte des effets de réseau dans l’industrie aérienne. Afin
de tenir compte de la durée de séjour, il introduit la notion de “déplacement”,
c’est-à-dire l’impact d’un séjour s’étalant sur plusieurs nuits sur les revenus (ou
coûts) associés à d’autres clients. If affirme, ce qui semble assez évident, que cet
effet de déplacement est relié à la capacité résiduelle de l’hôtel. L’analyse de ce
phénomène est crucial dans le calcul des “no-show” par jour de la semaine, par
catégorie de prix ou par catégorie d’usagers. L’effet des surréservations (“over
booking”) sur la “durée du séjour” n’est pas rapporté. Selon cette étude, il est
possible d’augmenter le revenu de près de 3% le revenu en tenant compte des
durées de séjour.
Selon Quan [31], une réservation a une valeur pour le client et crée un coût
pour l’émetteur. Pour les clients sensibles au prix, une réservation d’hôtel peut
être vue comme une option d’achat de type européen sur le prix d’une chambre
d’hôtel. Il utilise des modèles pour déterminer la valeur de l’option et pour dé
terminer la valeur d’une réservation pour le client et les coûts encourus par l’hô
tel. Dans l’industrie hôtelière on ne facture pas les réservations, mais il démontre
qu’une telle pratique pourrait être intéressante, en conjonction avec une poli
tique d’annulation avec remboursement. Il considère deux formes différentes
de réservation, chacune avec un degré différent d’engagement sur le prix. Le
choix du client indiquerait le type du client (prix-conscient ou “yieldable”).
Pour compléter cette revue de littérature, mentionnons le travail de Baker et
Collier [2], qui contient un très bon résumé des outils mathématiques utilisés
dans le domaine soit:
1. Système dynamique pour la prévision de la demande.
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2. Modèle d’allocation entre plusieurs classes.
3. Méthode décisionnelle pour les surréservations, c’est-à-dire, quand effec
tuer une surréservation et pour combien de chambres.
4. Méthode de tarification pour chaque classe d’usagers.
Du point de vue des modèles, il compare la méthode des “Bid Prices” (BPM)
de Talluri et Van Ryzin 2001 [36] à la méthode PSM de Gallego et Van Ryzin
1997 [15]:
— La méthode BPM : dans cette méthode on estime les coûts d’opportu
nité de la réaffectation (“remotion”) d’une chambre de l’inventaire, à l’aide
d’un programme non linéaire qui estime les paramètres de la fonction de
masse de la variable aléatoire “nombre des réservations” en minimisant
l’erreur par rapport à la demande observée. La méthode PSM suppose que
les prix des concurrents et les forfaits (“packages”) offert sur l’horizon de
planification sont fixes.
— La méthode PSM: elle est semblable à BPM, mais le prix varie selon la loi
de demande et la capacité disponible. Les valeurs fournies par la méthode
sont utilisées pour calibrer la demande, sous une hypothèse d’arrivées se
lon une loi de Poisson. Les valeurs marginales estimées permettent d’ac
cepter, refuser, surclasser on sous-classer une demande de réservation en
fonction des prix et non des limites de réservation. Dans les simulations,
on utilise un échantillon des prix d’un grand hôtel et on suppose que cet
échantilion représente adéquatement l’élasticité de la demande . Il appert
que les clients sont plus disposés à honorer leur réservation lorsque les
prix sont élevés.
2.4 Travaux récents.
Lorsque la demande est statique, Chen [12] montre comment résoudre le pro
blème d’affectation des chambres à l’aide d’un modèle de flot maximal dans
4Cette élasticité intègre en quelque sorte la concurrence.
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un réseau. Il présente aussi une extension pour les réservations impliquant des
groupes (Annexe I), qui s’apparente aux modèles développés dans ce mémoire.
Les modèles les plus récents sont des modèles de programmation mathé
matique qui tiennent compte de la durée (longueur) de séjour, comme celui de
Chen [121, et qui intègrent des scénarios concernant la demande et la surréser
vation. La complexité des modèles non linéaires résultants est très élevée. Ainsi
Liu et Lu [28], qui critiquent le modèle de Lai et Ng [26] pour sa complexité,
traitent séparément les problèmes de prévision et d’allocation, le problème d’al
location étant résolu comme un programme linéaire mixte (MILP) où une péna
lité pour chaque demande non satisfaite est imposée. Dans le modèle il y a une
seule classe de prix. Selon les auteurs le modèle correspond à un problème de
sac à dos (“knapsack”) et peut être résolu à l’aide d’un algorithme heuristique
de nature gloutonne (Annexe II).
CHAPITRE 3
LA PROGRAMMATION BINIVEAU
Les problèmes de programmation à deux niveaux sont des problèmes hiérar
chiques d’optimisation où une fonction objectif est minimisée (maximisée) sur
l’ensemble des solutions d’un deuxième problème paramétré par les décisions
prises au premier niveau (meneur). Ce cadre d’analyse est bien adapté au pro
blème qui nous intéresse, où un hôtel intègre dans sa politique de réservation et
de tarification le comportement de la clientèle. Ce chapitre présente les bases de
la programmation biniveau qui seront utiles par la suite.
3.1 Principe de base de la programmation biniveau.
La programmation biniveau permet de modéliser des problèmes où une par
tie des variables de décision n’est pas contrôlée par l’agent principal mais par un
autre agent qui optimise son propre objectif sur un sous-ensemble de variables.
Les variables contrôlées par le meneur sont des constantes pour le deuxième
agent. Il est clair qu’il réagit en cherchant l’optimalité et sa stratégie optimale
dépend des décisions antérieures du premier agent. Si le meneur contrôle un
vecteur de variables x et le suiveur un vecteur de variables y, on obtient la for
mulation
min F(x,y) (3.1)
s.l.c. g(x,y) O
y E argminf(x,y’)
y,
s.l.c. h(x,y’) O.
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Le domaine réalisable du suiveur est
F5(x)
= {y I h(x,y) O}, (3.2)
et son ensemble optimal, pour x fixé, est la réaction du suiveur:
R5(x)
=
{y e argminf(x,y) I y e F(x)}. (3.3)
On appelle domaine induit l’ensemble
Rj(x) = {(x,y) I g(x,y) O,y e R5(x)}. (3.4)
Cet ensemble est en général non convexe, et même possiblement non connexe.
En utilisant cette notation, le problème peut s’exprimer comme
min F(x,y) (3.5)
x,y
s.l.c. (x,y) e X
y e R(x).
De plus, si g et h sont convexes différentiables, et que les ensembles X et Y(x) =
{ (x,y) : h(x,y) < O,i = 1,... ,n}sontconvexesetréguliers1,onpeutsubstituer
au problème du second niveau ses conditions d’optimalité de Karush, Ku}in &
Tucker (KKT), ce qui permet d’obtenir une formulation à un seul niveau, mal
heureusement génnériquement non convexe et non régulière. Le lecteur est ren
voyé au livre de Luo, Pang et Ralph [29] pour de plus amples renseignements.
1Un ensemble est régulier s’il satisfait une qualification des contraintes, par exemple la qua
lification de Mangasarian-Fromovitz.
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3.2 Les problèmes biniveaux linéaires.
Lorsque F, f, g et h sont linéaires ou affines, on obtient le programme bini
veau linéaire 2:
min F(x,y)=c1x+dyy
s.l.c
min f(x,y)=c2x+d2y
s.l.c
h(x,y) Ax+By—b O
x,y> O.
Les problèmes biniveaux linéaires sont très difficiles à résoudre. En fait, Vi
cente, Savard et Jcidice [37] ont montré que la simple vérification d’optimalité
locale d’une solution est NP difficile.
3.2.1 Un modèle de tarification.
Le modèle général de taxation MaxToli [24] est à la base de plusieurs modèles
de taxation. Soit un réseau de transport, où on associe à chaque arc n e A1 un
tarif T, contrôlé par le meneur, et un tarif fixe Ca qui représente un coût d’ou
verture, des frais administratifs, un coût d’installation, etc. On associe à chaque
arc n e A2 un tarif da. Il existe une demande pour un ensemble K de produits.
La demande pour un produit k e K est représentée par des flots fk qui doivent
circuler d’une origine 0k vers une destination dk. Comme dans un modèle multi
produits, on note bk le vecteur de demande de chaque produit. Les variables x
(y ) représentent le flot pour le produit k e K sur les arcs du meneur (suiveur)
2Pour fin de lisibilité, on a laissé tomber l’opérateur “argmin” ainsi que le vecteur y’ du
second niveau.
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a e A1 (a E A2 ) .
Le problème biniveau de tarification consiste à maximiser le revenu, en sup
posant que les clients seront affectés à des plus courts chemins. À l’aide de la
notation suivante
Un graphe, avec N, l’ensemble des sommets et A, l’en
semble des arcs.
Q Ensemble des sommets origine.
A Ensemble des sommets destination.
s E N Un sommet de G.
s E N (s E N) : Ensemble des sonunets rentrants (sortants) de s.
A1 (A2) Ensemble des arcs tarifés (non tarifés).
ArcdeA.
ca, d11 Coût fixe sur l’arc a.
Ta Coût variable sur l’arc a.
x Flot total sur l’arc a.
s Vecteur de flot sur la sommet s, associé au produit k.
fk, 3j
°rn
b _fk, sisrrd1,
O, sinon.
3Tous les modèles bilinéaires étudiés peuvent être transformés en un problème linéaire avec
des contraintes de complémentarité.
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on définit le programme de tarification MaxToli:
max T x (MaxToll)
x,T
aEA1 kEK
min (E (ca+Ta)x+ daY)
kK aEA1 UEA2
(x+y)— VkeQ,VsN
aS+ aEs
>0 Vk e K2,Va e A1UA2.
Bien que ce problème soit NP difficile (voir Roch [32]), certaines instances
peuvent se résoudre en temps polynomial. Dans le cas général, MaxToll peut se
résoudre de façon efficace par des méthodes primales-duales (Brotcome, Labbé,
Marcotte et Savard [9, 10]).
CHAPITRE 4
UN CADRE BINIVEAU POUR L’INDUSTRIE HÔTELIÈRE
Ce chapitre est consacré à la présentation d’un modèle simplifié de tarifica
tion optimale pour l’industrie hôtelière, modèle qui sera raffiné dans les cha
pitres subséquents.
Dans un problème général de taxation sur un réseau [25], un meneur ajuste
les prix sur les arcs T qu’il contrôle dans le but de maximiser son revenu, alors
que ses concurrents contrôlent certains arcs de prix fixes P. Le suiveur, c’est-à-
dire, les consommateurs, réagit aux prix du meneur en choisissant le parcours
(service) qui maximise son l’utilité. Dans le cas du transport routier, les automo
bilistes peuvent choisir un parcours avec des arcs non contrôlés par le meneur
(arcs sans péage, par exemple). Dans le modèle de tarification routière de Labbé,
Marcotte, et Savard [9, 10], les clients sont affectés aux plus courts chemins (che
mins de plus bas prix). Les concurrents ne sont pas des agents de ce jeu, et ne
réagissent donc pas aux prix établis par le meneur.
Si on introduit plusieurs usagers et chacun veut aller d’un origine différent
vers une destination particulière on a un réseau multiflot à coût minimum. Le
modèle de Côté [13] fait référence à ce paradigme. Comme exemple on peut voir
la figure 4.1 où on a trois usagers, trois origines et trois destinations.
Dans l’industrie hôtelière, on cherche à déterminer l’ensemble des prix de
l’inventaire de chambres ainsi que les “booking limits” 1 face à la concurrence. Un
“inventaire” correspond à un ensemble de chambres aux caractéristiques iden
tiques, en termes de prix ou de qualité. Ce pourrait être toutes les chambres
d’un hôtel, ou un sous-ensemble. Cette notion permet de modéliser des cas
complexes impliquant des hôtels avec des chambres de prix différents ou si
tuées dans des zones distinctes. Le suiveur correspond à l’ensemble des clients
1La limitation sur le nombre de chambres vendues à un tau domé.
20
02
Usager 1: Veut aller de 01 vers D1
Usager 2: Veut aller de 02 vers D2
Usager 3: Veut aller de 03 vers D3
+ Arcs du meneur
Arcs des concurrents
Figure 4.1 — Modèle de taxation.
999
Client 1: Veut aller/rester du jour Oy au jour d1, pasant par j
Client 2: Veut aller/rcstcr du jour 2 au jour d2, pasant par j
— Arc tarifé
Figure 4.2 — Réseau de séjours.
qui réservent des chambres pour une durée (longueur) de séjour prédéterminée.
Suivant l’exemple, on peut imaginer les clientes d’un hôtel comme des usagers
d’un “réseau de séjours”. Les origines sont les dates d’arrivés et les destinations,
les dates de départ. Le réseau est très simple et la figure 4.2 présente le réseau
pour un seul inventaire. Alors pour identifier un “réseau de séjours” on crée un
sommet origine-destination unique pour chaque jour faisant partie d’un créneau
temporel (“time window”). Les chemins reliant l’origine o à la destination d cor
respond à un séjour. La demande correspond à un flot qui doit entrer au som
met d’origine. Le nombre de clients alloué selon la catégorie (“booking limit”),
par jour, inventaire et durée du séjour est représenté par le flot sur l’arc tarifé. La
D2
Pi
F8
D1
P3
P4
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capacité maximale allouée à la journée est la capacité maximale sur l’arc sortant
du sommet. On obtient ainsi un modèle multiflots impliquant plusieurs couples
origine-destination. Les hypothèses suivantes sous-tendent le modèle.
— La demande est déterministe.
— Les prix de la concurrence sont connus.
— L’information concernant les préférences des clients (durées de séjour, qua
lité de la prestation, prix, etc.) est connue pour toutes les journées, par
exemple par le biais d’un système de réservation automatisé intégrant un
module prévisionnel.
— Un inventaire pour le meneur et un inventaire pour la concurrence.
Le modèle de base, où seuls interviennent les prix comme variables de déci
sion des clients, utilise la notation suivante:
j,j’ : Indices de dates d’arrivée (j = . . , W).
Ï: Indice de durée de séjour (Ï = 1,. . . ,L).
x1,1 : “Booking timit” pour le meneur, c’est-à-dire le nombre maximal de
chambres à vendre pour une date spécifiée à l’avance. L’indice j dénote
la date d’arrivé et Ï est la durée de séjour; j + Ï est la date de départ des
clients.
Y,i : “Booking timit” de la concurrence.
P : Prix de la concurrence. On considère un seul prix pour tous les jours
d’une fenêtre de temps.
T : Prix du meneur (variable de décision du meneur). On considère un seul
prix pour tous les jours d’une fenêtre de temps.
K’ : Capacité maximale de l’inventaire du meneur.
K2 : Capacité maximale de l’inventaire de la concurrence.
W t Horizon de planification.
L : Durée maximal de séjour.
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Le modèle prend la forme
WL
max txTxx1,1
j=1 1=1
s.1.c
WL WL
min ÏxTxx1,i+ÏxPxy1,i
j=11=1 j:z1l1
sic
Vj, Ï : X1,1 + Yj,1 = d1,1 (4J)
VJ X1,1 + XJ’,l
—
X(J_l),l K1 (4.2)
1=1 j’<jlj—j’ 1=1
Vj: Yj,J + Yj’,i
—
K2 (4.3)
1=1 j’<jlj—j’ 1=1
x,y O.
Dans la fonction objectif, la contribution au revenu est donc T x xp par jour et le
prix de base P est invariable. Pour affaiblir cette hypothèse, il suffit de modifier
la définition de la fonction objectif. Au second niveau, les clients ne sont pas
distingués, et n’ont le choix qu’entre une chambre de prix T ou P.
Le nombre maximal de chambres allouées à une date donnée ne peut dépas
ser la capacité de l’inventaire. Nos modèles interdisent les surréservations. Les
contraintes (4.1) dénotent les contraintes de demande. Les contraintes (4.2) dé
notent les contraintes de capacité sur les inventaires du meneur. Les contraintes (4.3)
dénotent des contraintes sur les inventaires de la concurrence. Le niveau infé
rieur est un problème de circulation à coût minimal.
Le problème du second niveau pour un inventaire 2 est illustré à la figure 4.3.
Le nombre total de clients présents au jour j, égal au nombre d’arrivées (a)+(b)
moins le nombre de départs (c), ne doit pas excéder la capacité de l’inventaire.
2Dans cet exemple, il y a un seul prix de base et la capacité est fixe et égale à K.
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Réservation qu’inclus le jour j
Réservation que n’inclus pas le jour j
I I I
I I I I I I
1 I I ...L L . 1(a)
:1 I I I I I
I I — I I I
I I I i I I
I I I L L t L.... I (b)i
I I i I I II
I I ...L t I I I I
I I I I I I
I I C 1(c) I I I I
I I I I I I I
I I I I I I I Ij-5 j-4 j-3 j-2 j-1 ‘—.—- j+1 j+2 j+3 j+4 jour
Figure 4.3 — Arrivées des réservations dans un inventaire, au jour j.
Les clients doivent choisir parmi les chambre disponibles. L’intégralité de la so
lution n’est pas requise.
Le processus est représenté de façon plus détaillée à la figure 4.4, pour un
exemple avec deux inventaires, quatre j ours et six arcs à tarifer au total. Il y a un
sommet de “check-in” selon la durée de séjour et selon le jour, et un sommet de
“check-out” pour les jours 2, 3, et 4. S’il n’était des contraintes K1, K2, le graphe
serait bipartite. Même dans un cas aussi simple, le nombre de variables de flots
est très élevé. Si on considère une période de six mois (180 jours) avec des durées
(longueurs) de séjour de sept jours au plus, il y a 1 260 variables de flot, même
avec une seule classe de prix. Une caractéristique intéressante du modèle est que
la plupart des contraintes sont des contraintes de capacité sur les arcs du réseau.
Si on souhaite ajouter des inventaires avec des caractéristiques différentes, il
suffit d’ajouter de nouveaux sommets pour les jours de “check-in” et de “check
out”, les arcs tarifés correspondants, ainsi que les arcs permettant de compléter
la circulation des demandes.
Des modèles de réseau ont été proposés par Chen [121, Lai et Ng [261 et Liu
et Lu [28] pour résoudre le problème d’affectation des clients aux ressources
hôtelières. On y utilise un réseau orienté. Le modèle de Chen [12] est inspiré de
ceux de Glover [17] et Hersh et Ladany [18], pour l’industrie aérienne.
24
J1 .11k
d12
d13
J2
d22
d21
J4 d13
d22
13y
Arcs tarifiés Arcs non tarifiés
K1
‘oz
o
Check-o utCheck-in
o
o
o
Figure 4.4 — Modèle de l’industrie hôtelière.
CHAPITRE 5
LE MODÈLE DE BASE (PREMIER MODÈLE)
Notre modèle est inspiré du modèle de tarification aérienne MaxToil, et per
met de déterminer l’allocation de la capacité et la tarification pour l’industrie
hôtelière. Ce modèle et les suivants sont en ordre croissant de complexité. Dans
tous les modèles présentés, la demande et le prix de la concurrence sont constants,
et l’environnement est déterministe, à l’exception du dernier. Nous adoptons la
taxonomie de Côté [131, basée sur le quadruplet UHND : U représente le nombre
de groupes d’usagers; H, le nombre d’hôtels; N, le nombre des critères qui com
posent le prix apparent; D spécifie que le modèle est déterministe.
5.1 Le modèle 121D.
Ce modèle simpliste nous servira de base. Un hôtel (représenté par l’indice
“1”) décide des prix offerts ainsi que des réservations (le booking lirnit). Cet hô
tel gère plusieurs inventaires 1 chacun avec une unique qualité de service 2 et
un prix de vente. La qualité de service est représentée de façon croissante par
les nombres {q/q C}. Pour nous exprimer en termes simples, chaque combi
naison de qualité de service et de durée de séjour correspond à une classe de
“yield” différente (Yield Class). La concurrence (indice “2”) est représentée par
un second hôtel offrant différents types de chambres de prix constants faisant
partie d’un ensemble C. Les chambres sont réparties en inventaires caractérisés
par leur qualité de service. Les capacités sont notées (K) et il n’y a pas d’inven
taires emboîtés.
1Un inventaire hôtelier et un concept très souple qui définit un ensemble de chambres aux
caractéristiques semblables (qualité de service, même localisation dans un étage, prix, date de
remplissage, etc.).
2Les services inclus avec la chambre.
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Les clients font une demande spécifique pour une date, durée de séjour et
une qualité de service . La demande totale est supposée constante et connue
selon la date et la période de temps considérée. Les clients basent leur décision
sur un critère unique, le prix T, et leur comportement est similaire. Les durées
de séjour (LOS) sont représentées par Ï e S, S = {1,. . . , 4}.
Comme nous l’avons mentionné, les variables de prix (Tq) sont les même
pour tous les jours. Le temps est considéré comme une fenêtre de temps de lon
gueur (W). Pour mieux comparer les différentes chambres avec les différentes
durées de séjour (le produit 1 x T x xj,j,q) on utilise une fenêtre de durée égale
au plus petit commun multiple des durées de séjour, W PPCM{l/l E S}. Pour
que la solution soit stationnaire (statique), on utilise un horizon fuyant, ce qui
correspond à une fenêtre circulaire. Cette fenêtre circulaire est introduite dans
les contraintes qui lient la fin de la fenêtre de temps avec le début de la fenêtre.
Les inventaires sont divisés (voir 2.2).
La formulation du modèle est basée sur la notation suivante, en grande partie
introduite au chapitre précédent.
C Indices des qualités de service.
S Ensemble de durées de séjour.
Ï t Durée du séjour, t E S.
j : Dates d’arrivée (j = . . , W).
q t Qualité de service q E C.
W t Fenêtre de temps de longueur, W = PPCM{l/l E S}.
Prix des chambres du meneur, par qualité de service q E C; on considère
le même prix pour tous les jours de la fenêtre de temps.
Prix des chambres des concurrents, par qualité de service q E C; on
considère le même prix pour tous les jours de la fenêtre de temps.
3Couramment la qualité de service est appelée QQS.
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K1 J K : Capacité totale du meneur, en considérant tous les inventaires.
qEC
K2
= U K: Capacité totale des concurrents, en considérant tous les inven
qC taires.
K : Capacité totale du meneur pour l’inventaire de qualité de service, q e C.
Capacité totale des concurrents pour l’inventaire de qualité de service,
q e C.
dj,t,q : Demande par jour et durée du séjour, j E W, 1 e S et q e C.
x5 : Booking Ïimit par jour (le nombre maximal de chambres à louer pour une
date spécifiée à l’avance). L’indice j dénote la date d’arrivée; 1 est la
durée du séjour, c’est-à-dire j + Ï est la date de départ des clients.), durée
du séjour et qualité, j e W, Ï e $ et q E C, ï e {1, 2}.
Les éléments du modèle sont:
— Objectif de niveau supérieur: Maximiser le revenu Ï x T x Xj,Ï,q, sur tout
l’inventaire dans la fenêtre de temps.
— Objectif de niveau inférieur: Minimiser la somme des dépenses à payer
pour tous les séjours dans tous les inventaires hôteliers. Puisque le modèle
est linéaire, cette minimisation conjointe est équivalente aux minimisations
individuelles des clients.
— Contraintes du modèle (deuxième niveau):
i) Le respect de la capacité maximale de chaque inventaire pour respec
ter la durée du séjour désirée.
il) Les Booking Limits (nombre de clients) sur chaque inventaire doivent
être non négatifs.
On obtient ainsi:
Ï x T XXJ1q
T,x j=1IESqEC
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{E E ix X Xt,q + E E ix x xiq}jz=1 (ES qEC (ES qEC
E Xjq + E E X(J_Ï1) moU W],I,q K Vj E W, Vq E C (5.1)
lES k>It>k
E l,q + E E j-t+1) mod W],l,q K Vj E W, Vq e C (5.2)
lES k>1l>k
X)iq + Xlq dj,ï,q V] e W, Vq E C, Vi e S (5.3)
XlqiXlq >0 V] E W,Vq e C,VÏ E S
Ce modèle de base ne pose pas de grandes difficultés algorithmiques. La de
mande détermine le nombre de clients par qualité de service. Le problème est
séparable par qualité de service, et la solution est facile à obtenir pour chaque
sous-problème q on peut résoudre séquentiellement le problème de tarification
et le problème d’allocation. Le prix de chaque type de chambre étant borné supé
rieurement par le prix de la concurrence, le revenu du meneur est maximisé par
la solution d’un problème d’affectation. Si la demande pour la qualité de service
q est non nulle, la solution optimale consiste à accepter autant que le permet la
capacité. La demande résiduelle est affectée au concurrent, dont on suppose la
capacité illimitée. Ce problème est en fait semblable au problème de sac à dos en
variables réelles, où les objets sont choisis suivant l’ordre croissant des rapports
prix/poids.
5.1.1 Inventaires emboîtés.
L’utilisation des inventaires emboîtés (ou imbriqués) est commun dans l’in
dustrie hôtelière (voir 2.2), comme dans l’industrie aérienne, en particulier dans
un environnement dynamique. On les intègre au modèle en remplaçant les
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contraintes (5.1) et (5.2) par les contraintes (5.4) et (5.5):
E EX1i
q’<q15
E Eïq
+ E E X.11) mod Wj,Ï,q’ K
q’<qk>l l>k
+ E E E X.11) mod W],t,q’
q’ q k>i 1>k
Vq <q* (5.4)
Vq <q* (5.5)
Ce modèle est relié au problème de sac à dos fractionnaire en plusieurs di
mensions. Le prix est toujours borné par les prix concurrents, mais le problème
n’est plus séparable par qualité de service. En considérant le prix constant, les
problèmes ne comprennent qu’un seul problème d’affectation (toutes classes
comprises). Dans la résolution, toutes les “imités” requises sont classées pour fa
voriser celles de plus haut revenu. L’algorithme de résolution affecte l’ensemble
de la demande avec “dates compatibles” “, tant que la capacité n’est pas violée.
La demande excédentaire est par la suite écoulée chez le concurrent.
E • E
Affectations Affectations
de de
Chambre “1” Chambre “K”
Meneur
E
Affectations
de
Chambre “K’ + 1”
>...>
Concurrent
E
Affectations
de
Chambre “K’ ± K2”
5.1.2 Inventaires partagés.
Pour rendre le modèle plus réaliste (et complexe), on rend disponible tout
l’inventaire à la clientèle. Ceci correspond au remplacement de la contrainte (5.3)
par
E Xjlq + E Xj,lq =
qEC qC
VJ E W,VÏ E S
La capacité totale de l’inventaire pour le meneur est K’ et pour le concurrent
K2, toutes classes comprises. Avec ces contraintes, toutes les classes se partagent
4C’est-à-dire les demandes qui ne se chevauchent pas.
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la totalité de l’inventaire.
X1 + X_Ïf mod WJ,Ï,q K Vj E W, Vq E C (5.6)
tS k>1l>k
X1I + X11 mod W],Ï,q K Vj E W, Vq E C, (5.7)
ÏS k>11>k
ce qui mène au modèle
T ,x j=1ÏESqEC
rn{ ix x xiq+L l X X xi,q}j=1 lES qEC leS qeC
Xjiq + j-ï+i) moU W],Ï,q K Vj E W, Vq E C
teS k>1l>k
X + j_t+i) moU W],t,q K Vj E W, Vq E C
teS k>fl>k
Xï + Xtq = V] E W,VÏ E S
qEC qeC
l,q’t,q O V] E W,Vq E C,Vl e S
où les clients résolvent en fait un problème de transport dans un réseau avec
contraintes de capacité. Le modèle est plus difficile à traiter car il faut considérer
les capacités du concurrent. Les clients minimisent leurs dépenses en remplis
sant les inventaires du plus bas prix au plus haut prix (qualité de service), et
les prix des chambres sont donc bornés par le plus bas prix des concurrents (la
dernière classe de chambre à être remplie). Le problème est apparenté au pro
blème de sac à dos multidimensionnel, un problème combinatoire notoirement
difficile. Le caractère combinatoire du problème peut mener à des effets para
doxaux, et la présence de nombreux optima locaux n’est pas à exclure.
On peut également complexifier le problème en faisant varier les prix selon
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les jours du créneau temporel, le prix à payer pour cette flexibilité accrue étant
l’augmentation du nombre de variables. On note cependant qu’il est difficile
d’estimer le prix des concurrents quotidiennement.
5.2 Formulation matricielle.
Pour des questions de lisibilité nous utiliserons une notation compacte pour
la représentation du modèle. À cette fin, on introduit les notations:
T’ e R’ x (IS xIC x WD : Vecteur ligne des coûts des chambres du meneur.
T2 e R”< 1< >< : Vecteur ligne des coûts des chambres des concur
rents.
x e lRtI xW : Vecteur colonne du nombre de chambres du me
neur.
x2 e R S X C) xl Wl) : Vecteur colonne des coûts des chambres de concur
rents.
K’ e R(lWI)<) : Vecteur colonne des capacités du meneui pour la
qualité de service q, sur tous les jours j dans la fe
nêtre de temps.
K2 e R W) x lcD : Vecteur colonne des capacités du concurrent, pour
la qualité de service q, sur tous les jours j dans la
fenêtre de temps.
cl e R(Islxl’l) : Vecteur colonne des demandes des clients (sui
veurs).
G’ e {O, l}(lwlxlcl)x(lsl) : Matrice binaire indiquant l’appartenance des
“chambres” de qualité q du meneur, pour la durée
de séjour tau jour j, avec durée de séjour t.
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1 Si le produit (chambre) appartient à l’inven
taire du meneur pour le jour j, et qualité q, avec[G ](j,q,1) E {O, 1}. -
duree de sejour Ï.
O Sinon.
G2 e {O, i}(WIxCDx(ISD Matrice binaire indiquant l’appartenance des
chambres des concurrents pour la durée de séjour Ï
au jour j, et qualité q, avec durée de séjour Ï.
1 Si la chambre appartient à l’inventaire des
2 concurrents pour le jour j, avec durée de sé[G l(j,q,1) € {O, 11. jourl.
O Sinon.
A1 e {O, l}(IIx(SDCI Matrice binaire qui représente les chambres de
concurrents pour la durée de séjour Ï au jour j dans
la demande totale.
1 Si les chambres du meneur peuvent desservir
la demande pour le jour j, pour la durée de sé[A ]Ø,1,q) {O, 11. jourÏ.
O Sinon.
A2 e {O, l}t1 x(ISI)x Matrice binaire qui représente les chambres de
concurrents pour la durée de séjour Ï au jour j dans
la demande totale.
f Si les chambres des concurrents peuvent des
2 servir la demande pour le jour j, pour la durée[A ](j,1,q) e {O, 1}.
de séjour Ï.
O Sinon.
e x(I WIx CI) Vecteur ligne des variables duales associées à la
contrainte de capacité du meneur.
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y e R1 x (WI X ICI) : Vecteur ligne des variables duales associées à la
contrainte de capacité des concurrents.
e R1X IxISD : Vecteur ligne des variables duales associées à la
contrainte de demande.
Le modèle prend alors la forme:
max T1x1
T
s.l.c
min T1x’+T2x2
X1 a2
s.l.c
A1x’+A2x2=d (ii)
G1x1 <K1 ()
G2x2 <K2 (y) (5.8)
x11x2 o.
Si la demande est plus faible que la capacité, la contrainte de capacité liée au
concurrent peut être éliminée (5.8). On la maintient dans le développement pour
représenter le cas le plus général possible. Dans le modèle de taxation, on définit
la matrice A = [A’ lA2], G
=
et le vecteur K
= [Ï• La matrice A provient
de la définition d’un réseau orienté de transport. On définit P = {x e R” Ax =
d} un polyèdre non vide et P’ {x e PGx K}. La matrice G représente
des contraintes de capacité sur un seul arc à la fois du réseau orienté (quelques
variables de P) .
Le modèle présenté ne tient pas compte des valeurs entières pour le nombre
de chambres x. Cette restriction devient nécessaire dans un problème réel. Pour
faciliter l’analyse on a utilisé des valeurs de demande entières pour faciliter l’in
50n verra que l’action des variables binaires sur la résolution du modèle est celle d’ajouter
ou enlever des arcs préétablis (un ou plusieurs) dans le graphe qui définit le problème original.
Donc, elles définissent un réseau multicommodités particulier.
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terprétation des résultats.
5.2.1 Transformation en un modèle à un seul niveau.
Le dual du problème du deuxième niveau est:
max K’+vK2+qd
s.l.c
17/11 + G’ <T1 (z’)
qA2+vG2<T2 (z2)
V O
q libre,
On peut écrire les conditions d’optimalité:
Faisabilité pour le primal:
G’z1 <K1 ()
G2x2 <K2 (y)
(q)
xl, z2 O,
Faisabilité pour le dual:
qA’+G’T’ (z’)
qA2 + vG2 T2 (z2)
V O
q libre,
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Contraintes de complémentarité:
— G’x’) = O
— G2x2) O
x’(T’—qA’—G’)=0
x2(T2 —i7A2 —vG2) = 0,
Après avoir remplacé le problème de niveau inférieur par les conditions d’opti
malité (KKT) pour linéariser l’objectif, on réécrit le modèle linéaire, avec l’objec
tif de premier niveau et les contraintes, incluant les conditions d’optimalité:
max i7d—T2x2+K’+vK2
T2,x’,x2,j,,i’
s.Lc
G1x1 <K
G2x2 <K2
A1x1 + A2x2 = d
+ G’ T’ (5.9)
T2
— A1x1 — A2x2) = 0 (5.10)
— (K’ — G’x’) = 0 (5.11)
— v(K2
— G2x2) = 0 (5.12)
x’(T’ — ;7A’
— G’) 0 (5.13)
x2(T2
— i7A2
— vG2) = 0 (5.14)
O
V O
ij libre,
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Puisque le meneur a intérêt à fixer le prix le plus élevé possible on peut, sans
perte de généralité, poser
ijA1+G1 = Il
Cette égalité est satisfaite même quand l’affectation est nulle sur cette qualité
de service, ce qui permet de réduire le nombre de variables et donc la taille du
problème.
5.3 Reformulation comme programme linéaire mixte (MILP).
Afin de formuler le problème comme un programme linéaire mixte, on in
troduit des variables binaires qui permettent de substituer aux contraintes de
complémentarité les contraintes linéaires:
(T2
— <{M,1}z, Vi
x <{M2}(1
— Zk), Vk
z é {O, 1}, Vi,
où les vecteurs des variables binaires nécessaires sont:
{O, 1}1 x(S x Cx wI) : Vecteur colonne de variables binaires.
w1 e {O, l}1x(<I’) : Vecteur colonne de variables binaires.
w2 e {O, l}1C1)<’I) : Vecteur colonne de variables binaires.
Les constantes M11, M2 doivent être assez grandes pour permettre que les
inégalités soient respectées pour tous les points extrêmes du polyèdre (points
extrêmes du dual ou du primal) défini par les contraintes du problème origi
nal. Elles doivent aussi être faibles pour pouvoir tirer profit de la relaxation
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linéaire du problème. Cette méthode, communément appelée couramment “big
M”, mène souvent à des problèmes pour lesquels la relaxation linéaire est pauvre
(écarts d’intégrité élevés). Afin de déterminer des valeurs adéquates pour les
constantes “big-M”, on introduit l’ensemble du points extrêmes des polyèdre
primal, Ip
rml 1 2 rE ‘i
et dual,
‘D
E ‘D
Un choix possible pour les constantes “big-M” est alors:
[M2j > T rnax{(T2 — i71A2 — v1G2)}, Vi E SI x CI x IWI
JE 1D
Demande du jour j, toutes classes comprises
[N2l min((dï),K2) = max{(x)}, Vi e x x IwI,Vi
lE ‘p
[M] > K’ = rnax{(K’
— G’xJ)}, Vi e CI x IWI
JE Ip
= rnax{(—;)}, Vi E ICI x
JE ‘D
[M] K2 = rnax{(K2 — G2x)}, Vi E ICI x WI
JE Ip
[NJ T = rnax{(—v1)}, Vi e ICI X WI.
JE ‘D
Quant à la contrainte de complémentarité (5.14), qui s’exprime également
comme
x(T2
— ijA2
— vG2) = O, Vi E SI x ICI x IWI,
3$
elle peut être remplacée par
(T2
—
— vG2) < [M2]z,Vi E SI x ICI x IWI
X < {N21(1 — z),Vi E S x ICI x
z e {O,1},Vi E SI XCIX IWI.
De la même façon, on peut remplacer la contrainte de complémentarité (5.11):
—(K1
— G1x’) = O, Vi e ICI x IWI
par
(K1
— G1x1) < [Mjw,Vi E ICI x WJ
—
< [N]..(l
— w),Vi E ICI x IWI
ZV E {O,1},Vi E ICI x IWI.
Finalement, la contrainte de complémentarité (5.12):
—v(K2
— G2x2) O, Vi E ICI z IWI
est remplacée par
(K2
— G2x2) < [M]zv,Vi E ICI x IWI
—v < [NJ(1 —w),Vi E ICI x IWI
ZV E {O,1},Vi E ICI z IWI.
Le modèle complet s’exprime maintenant sous la forme
max ‘7d — T2x2 + K’ + vK2
Tl,xl,x2,17,,v
s.l.c
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G’x’ <K1
G2x2 <K2
A1x1 + A2x2 = d
i7A1 + G’ = T’
iA2+vG2 <T2
(K1
— G1x’) < Mw1
— N(1 — zv’)
(K2
— G2x2) < M11w2
— y < N(1 — w2)
(T2
—
— vG2) <Mz2
x2 < N(l — z2)
x1,x2 o
T’ O
V O
libre
z2 E
w11zv2 E {Ol}ICXIW
5.4 Implantation et résultats numériques.
Le logiciel de test a été écrit en Python, un langage semi-interprété, orienté
objet, avec typage dynamique. Sa syntaxe simple le rend très facile à utiliser pour
représenter des algorithmes complexes. La résolution du problème (le MILP as
socié au problème original) est faite à l’aide d’une librairie dynamique supplé
mentaire: “Pyplex”. Pyplex a été développé par Jean-Phifippe Côté pour conce
voir des algorithmes plus abstraits et difficiles avec CPLEX. “Pyplex” n’est pas
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autonome. En effet, certaines limitations l’empêchent de déterminer les para
mètres de CPLEX afin de contrôler l’algorithme de Branch-and-Bound. Il existe
également d’autres restrictions concernant la taille des modèles pouvant être
traités par Pyplex. Il faut aussi considérer que l’exécution de ces librairies en
Python ajoute un surplus de travail. Ce surplus est toutefois négligeable par
rapport au temps d’exécution total. Le logiciel développé avec Pyplex pour ef
fectuer les tests est divisé en trois modules
— Module de paramètres.
Le module permet de définir les paramètres, tels que le nombre d’inven
taires, le nombre de groupes, les “durées de séjour” considérées, le taux
de remplissage sur le total des inventaires, la position de chaque inven
taire (À) et le prix de chaque classe de qualité des concurrents (T). Pour les
groupes de clients, il permet aussi de définir les valeurs de paramètres qui
gouvernent leur disposition à payer soit, la valeur monétaire de la distance
(IXg)’ soit la valeur monétaire de la qualité de service (13g).
— Un module générateur de demandes.
Pour faire des tests sur tous les modèles, il faut disposer de l’information
sur la demande. Cette information dans notre cas est complètement arti
ficielle. Elle est créée avec un générateur de variables discrètes unidimen
sionrielles à partir d’un vecteur de nombres aléatoires uniformément dis
tribués. Ce générateur permet de régler la proportion de chaque groupe
(uniforme par défaut) sur la demande totale dans la fenêtre de temps en
considérant toutes les durées de séjour. Le taux de remplissage de la fe
nêtre de temps est réglé pour ne pas dépasser la capacité maximale 6 L’al
gorithme programmé permet de travailler avec une demande réalisable.
— Un module générateur de modèles pour CPLEX.
Le module génère, à partir des paramètres de groupes, des inventaires et
de la demande, les contraintes du modèle incluant les contraintes transfor
6Le générateur travaille avec un sous-algorithme qui prent compte des limitations de capa
cité.
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mées par la méthode “Big-M”. Le module fait l’acquisition des résultats et
de la valeur des variables d’écart de toutes les contraintes.
5.5 Résultats numériques Modèle 1.
A partir d’une analyse théorique du modèle et de quelques exemples nu
mériques on peut apporter quelques améliorations pour rendre plus efficace la
résolution:
1. D’abord, on peut diminuer le nombre de variables binaires nécessaires
parce que les plus hauts prix perçus sont bornés par le prix du concurrent.
On a:
—(K1
— G1x1) = 0 (5.15)
—v(K2
— G2x2) = 0 (5.16)
+ T (5.17)
i7A2+vG2<T2 (5.18)
t, : O
ij libre,
Si on suppose que K2 = co, K1 = co, les restrictions de capacité ne sont pas
actives. La maximisation mène , et v vers zéro, et les composants de ij à
la plus haute valeur possible. Pour la maximisation, T1 devrait prendre la
valeur la plus élevée possible, par (5.17)
= (i7A’ +j, Vi
En particulier, si 4 O, I = (i7A1), avec j = O, et v = O,Vi. Pour le
cas 4 = O, on peut supposer qu’on a une solution continue et qu’on peut
fixer arbitrairement I = (i7A1 ). Ces simplifications diminuent le nombre
de variables binaires.
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2. Si la demande est trop élevée, les contraintes (5.15) et (5.16) sont actives
pour quelques composantes j, et il se peut que
,
y et ij soient indétermi
nés ou prennent une valeur très grande (—j, —vi, lJj —* oo). Le prix n’est
pas borné par le prix du concurrent. Pour contourner ce défaut, on peut
imposer la contrainte
A2 <Ï x Tf = Ï x (12 + e), e> O, Vi e Ï. (5.19)
Cette contrainte représente ce qui se passe dans le cas ou il existe un autre
inventaire concurrent “fantôme” f, identique au premier, mais avec capa
cité infinie et un prix légèrement supérieur (Tf = 12 + e, e > O). Donc,
à l’optimum 11f O et l’allocation est nulle. Cette contrainte (5.19) permet
d’obtenir des résultats dans le cas d’une grande demande réalisable. Néan
moins les contraintes (5.17) et (5.18) sont utilisées pour la linéarisation et
il y a des erreurs numériques sur T1x1 = (;jd + K1 + vK2 — T2x2) avec
l’équilibre de prix quand on s’approche de la saturation totale des inven
taires. Il est possible de repérer certaines erreurs avec une post-analyse sur
les résultats des variables x permettant ainsi de recalculer l’objectif.
3. Ce premier modèle avec inventaires virtuels a une solution triviale. Comme
les modèles utilisent des inventaires virtuels, les clients font le choix de la
classe à plus bas prix (qi, Tqi) et complètent tout l’inventaire du meneur
dans cette classe q (comme dans un problème d’affectation). On peut fixer
les prix = Tq,1 = Tq pour toutes les classes restantes qz’.. . , q, et
les flots x2 ... = x sont égaux à zéro.
Le modèle ainsi obtenu est toujours très dégénéré, mais CPLEX est parfaite
ment capable d’obtenir la solution dans un temps négligeable.
Le modèle est basé sur les données des tableaux 5.1, 5.2, et 5.3. Le prix choisi
pour le meneur est borné par le prix de la concurrence pour toutes les quali
tés de service. Les prix réels sont les mêmes que les prix perçus au tableau 5.4.
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Dans ce modèle, il est facile d’obtenir des solutions multiples. Pour toutes ces
solutions, le meneur remplit son inventaire et le reste est laissé au concurrent.
Comme le meneur remplit son inventaire, l’optimum n’a pas d’importance. Voir
le tableau 5.5.
Tableau 5.1 — Paramètres du
modèle
Tableau 5.2
— Caractérisation de la de
mande
Gr. Groupe °/ ChambresTotal °
1 24,47 % 1 321
2 27,05 ¾ 1 461
3 15,90 ¾ 859
4 17,24% 931
5 15,32% 827
Total 100 ¾ 5 399
Paramètre Valeur
Fenêtre (W) 12
# Durée de séjour (le) 4
Groupes 5
# Qualité de service 3
#Variables 2211
# Restrictions 3 168
Taux de remplissage 56,25 ¾
Tableau 5.3 — Caractéristiques des Inventaires : Meneur: H1, Concurr. : H2
Inventaires Prix Base
Inventaire Capacités Distance (?) qz ‘13
H1 300 10 ? ? ?
FI2 500 11 160 190 260
Tableau 5.4
— Prix réels obtenus pour le meneur
Prix Base
Inventaire
‘11 ‘12 q3
H1 160 160 160
Tableau 5.5 — Prix perçus obtenus pour le meneur et le concurrent
Cas Original
Prix_perçu Affectation de la demande]
Gt Meneur Concurr. Meneur Concurr.
ï 160 160 59,5 ¾ 40,5 ¾
160 160 67,7% 32,3%
160 160 63,8% 36,2%
160 160 75,1% 24,9%
5 160 160 69,9 ¾ 30,1 ¾
CHAPITRE 6
DEUXIÈME MODÈLE : N GROUPE D’USAGERS, DEUX HÔTELS ET
DEUX CRITÈRES, DÉTERMINISTE (N22D)
On peut rendre le modèle plus réaliste en considérant maintenant un hôtel
possédant différents types de chambres ou de qualité de services. L’hôtel concur
rent (ou les hôtels concurrents) possède un inventaire différent. L’hôtel du me
neur et celui du concurrent sont situés en des endroits différents par rapport
aux centres d’intérêt ou d’attraction (À) et possèdent différents prix (liés proba
blement à la qualité de service et à leur situation géographique, à la stratégie des
compagnies, etc.).
Les clients prennent leur décision en minimisant une fonction de désutilité
représentant le prix perçu pour les options de séjour parmi les inventaires dis
ponibles. Ce prix perçu correspond à une combinaison linéaire des critères de
prix et de la situation géographique de l’hôtel (nous faisons l’hypothèse que les
clients sont disposés à valoriser une bonne localisation par rapport au centre
d’intérêt À), voir figure 6.1.
L’hypothèse que la distance aux attractions est importante est confirmée dans
plusieurs études portant sur la localisation des hôtels. Dans ce modèle, nous
considérons également une segmentation des clients en plusieurs groupes (G).
Les membres d’un groupe g donné partagent le même intérêt ou la même pro
pension à payer pour la distance aux attractions.
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Figure 6.1
— Hôtels autour d’un point d’attraction.
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6.1 fonnulation.
Dans le modèle, nous introduisons de nouveaux paramètres et ensembles.
Seules les notations supplémentaires sont introduites.
G : Ensemble des groupes g de clients.
dj,g,i : Demande par jour j W et Z S, du groupe g E G.
tXg : Valeur de la distance aux attractions, pour g E G.
Distance entre les attractions et l’hôtel j {1, 2}.
Prix perçu de l’hôtel ï e {1, 2}.
Les prix apparents pour les clients du groupe (g e G) sont donc:
(q) = {T+ftgÀj},Vg G,i e {1,2}. (6J)
Pour ce modèle on a:
— Objectif pour le premier niveau : Demeure le même que dans le premier
modèle, soit maximiser le revenu sur tout l’inventaire dans la fenêtre de
temps.
— Objectif pour le second niveau : Minimiser la somme des “coûts perçus”
pour tous les séjours dans tous les inventaires hôteliers. Ici, le coût réel a
été remplacé par le “coût apparent” (7r).
— Contraintes du modèle (au second niveau):
i) Le respect de la capacité maximale de chaque inventaire.
ii) La demande de chaque groupe doit être satisfaite pour chaque jour et
chaque durée de séjour.
iii) Les Booking Limits de chaque groupe de clients (le nombre de clients
par groupe) sur chaque inventaire doit être non négatif.
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Le modèle se formule ainsi:
ÏxTxxjgjq
T ,x j=1IESqECgEG
X X Xjgq+ X X xg,t,q}
j=1 gEGIESqEC gEGtSqEC
s.1.c
{xg,i,g+ Ej1+1)modw]g1q} <K1, JE W
qECgEG ÏS k>lt>k{ + X1_11) moU WgIq } <K2, J E WqECgEG 1S k>1l>k
Xg,t,q + Xg,ï,q = dj,g,i
qeC qeC
VJ e W,Vg e G,Vl E S
Xjg,t,q! Xg,t,q O
VJ E W,Vg E G,Vl E S.
6.1.1 Formulation matricielle.
Avec l’introduction des nouveaux éléments dans la formulation, il est néces
saire de modifier la notation matricielle pour exprimer le modèle. Il faut ajouter
le sous-indice dénotant les différents groupes g E G.
74 E : Vecteur ligne des variables duales associées à la
contrainte de la demande, pour les clients du
groupe g E G.
74 E R1)<(IxIdIxtWI) : Vecteur ligne des coûts des chambres des concur
rents, pour les clients du groupe g E G.
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4 i(XId1X) : Vecteur colonne du nombre de chambres du me
neur, pour les clients du groupe g E G.
4 i1x) : Vecteur colonne des coûts des chambres des concur
rents, pour les clients du groupe g E G.
dg E R’ x WD : Vecteur colonne des demandes des clients du
groupe g E G.
E R’ x (1W x S D t Vecteur ligne des variables duales associées à la
contrainte de demande, pour les clients du groupe
gEG.
Les vecteurs , y et les matrices A’, A2, G’, G2, ne sont pas affectés et conservent
leur définition. On réécrit le modèle sous forme matricielle:
max T1x1g
geG
s.l.c
min rr4 +
1’ 2 gEG gEG
s.l.c
A’4+A24dg, gEG (17g)
()
gE G
G24 <K2 (y)
geG
4,4O, gEG.
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6.1.2 Transformation en un modèle à un seul niveau.
Le dual du problème de second niveau est:
max K1+vK2+ l7gdg
,V,1J gEG
s.l.c
gA1+G74, gG (4)
17gA2+VG2JT, gEG (4)
V O
; libre,Vg e G.
On peut écrire les conditions d’optimalité:
Faisabilité du problème primal:
A’4 + = dg, g E G (‘7g) (6.2)
EG14<K’ ()
gEG
G4 <K2 (1v)
gE G
4,4o, geG.
Faisabilité du problème dual:
17gA1 + G’ g e G (x1)
+ vG2 7r, g e G (x2)
V O
11g libre,Vg e G.
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Contraintes de complémentarité:
‘1g(’g — A’4 — A24) = 0, g E G (6.3)
—(K1 — G’4) =0 (6.4)
g G
—v(K2 — G24) = 0 (6.5)
gE G
4(74 —
— CG’) = 0, g E G (6.6)
4(74 — — vG2) = 0, g E G, (6.7)
La contrainte (6.3) est toujours satisfaite. L’objectif non-linéaire peut être linéa
risé après quelques opérations algébriques impliquant l’équation suivante:
4(74 — 17gA1
— CG’) = 0, g E G.
On obtient:
744 = (l7gA1 +gG gEG
744 = ijgA4 + G4 par (6.4),gEG gG gG
744 = îjgA4 + K1 par (6.2),
gEG geG
744 = l7gdg — llgA4q + K1 par (6.7),
gG gG
744 = , ljgdg — 474 + 4vG + K’ par (6.5),gEG gEG gEG gEG
744 = l7gdg — 744+ K1 + vK2
gEG geG geG
(T + ogÀ)4 = l7gdg — 744 + + vK2 par (6.1),gEG g€G
T4 = 1dg — 744 + + vK2 — (txgÀ)4
gEG gEG gEG gEG
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T4 =
— 744
—
(tXgÀ)4 + + vK2,
gEG gEG gEG gEG
Le modèle final avec les contraintes de complémentarité et l’objectif linéarisé
est:
T’,x’,x2,;7,,i’
(i’jgdg — rr4 — c*.gÀ4) + + vK2
s.Lc
A’4 + A24 = dg, g e G
G14<K1
gG
gEG
igA1+G174, geG
ijgA2+vG2<74, geG
lJg(dg — A’4 — A24) = 0, g e G (6.8)
—
— G4) = 0
gE G
—v(K2— G24)=O
gE G
4(74 — lJgA1 — G’) = 0, g e G (6.9)
4(74 — 17gA2 — vG2) 0, g e G (6.10)
4,4>0, geG
<0
i libre,Vg e G.
Dans ce problème, comme dans le précédent, la contrainte (6.8) est redondante.
Cependant, on ne peut faire d’autres déductions sur la borne pour le prix du
meneur. Ici, (6.9) et (6.10) ont des bornes différentes de prix pour chaque groupe
et on ne peut savoir lesquelles seront actives à l’optimalité.
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6.2 Formulation mixte.
Comme pour le modèle précédent, on linéarise les contraintes de complé
mentarité avec l’aide de variables binaires et de grandes constantes. Les vec
teurs des variables binaires sont définis comme au modèle précédent (en tenant
compte de l’existence de groupes).
E {O, ;}1 x(lSIxICIx(WI) : Vecteur colonne de variables binaires.
z2 E {O, 1}1x(sIxcIxIwD : Vecteur colonne de variables binaires.
{O, i}(tCt<tTt) : Vecteur colonne de variables binaires.
tu2 e {O, l}1x(ICxIwD : Vecteur colonne de variables binaires.
Les matrices des constantes sont semblables aux définitions antérieures:
[Mi] max(7r) = rnax{(z4 — — v1G’)}, Vi e IS x x
j ‘D
[Ni1 min(dg(j),Kl) = rnax{(x)}, ViE ISI x x WI
J EIp
[M2] max(rrg(j)) = rnax{(7r — — v1G2)}, Vi E SI x CI x IWI
JE 1v
[N2], mrntdg(j),K2) = rnax{(x)}, Vi e S x ICI x
JE Ip
[Mj > K1 = rnax{(K’
—
G1x),}, Vi e ICI X fWI
JE ‘p
[N]jj > max(7r) = rnax{(—1)}, Vi e CI x IWIg JEID
> K2 = rnax{(K2 — G2x%)}, Vi e ICI x 1W)
JE Ip
[N] max(rr) = rnax{(—v1)}, Vi e x 1W)g ]EID
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On peut donc transformer les contraintes de complémentarité et obtenir un pro
blème en nombres entiers:
max (;jd —
—
gÀi4) + K’ +
A1x + A2i = dg g e G
gE G
gE G
iigA’+G’ïr, geG
î7gA2+vG27r, geG
(K’
— G’4) < [M]zv ,Vi (6.11)
gG
—< [N](1—zv) ,Vi (6.12)
(K2 — G2x) < {M1,]zv ,Vi (6.13)
g G
— y < [N111(1 — zv) ,Vi (6.14)
(rr — ;7gA1 — G1) < ,Vi (6.15)
4< [Ni](1 —z) ,Vi (6.16)
(ïr — lJgA2 — G2) < [M2]z ,Vi (6.17)
4 [N](l —z) ,Vi (6.18)
4,4>o, geG
V :; 0
17g libre, Vg e G
z1,z2 e {O;}1x(SIxICIxWD (6.19)
e {Ol}ix(JcxwI) (6.20)
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6.3 Résultats numériques : Modèle 2.
Comme dans le cas du modèle 1, quelques améliorations sont nécessaires
pour obtenir des résolutions dans un temps raisonnable:
1. Ici, l’existence de groupes ne permet pas de fixer l’égalité, comme pour
le premier modèle, dans les contraintes : i7A’ + G’ rr1. Mais on peut
ajouter un inventaire “fantôme”:
(1JA2)j(gl) = max(741) +e, Vg,Vl
et borner le prix comme au cas précédent. Comme pour Modèle 1, une er
reur s’ajoute sur le résultat pour d > K1.
2. Comme les clients choisissent la classe perçue comme la moins chère dans
l’inventaire des concurrents, on peut ajouter des coupes qui obligent chaque
groupe à choisir uniquement la classe à moindre prix perçu. En ce sens, il
est plus facile de laisser ouverte la classe de prix du meneur qui satisfait
ces coupes: qg e argminq(74),Vg e G à condition que 74 gÀi,Vg E G.
Alors, la contrainte duale se reformule 1 comme:
(ijA2 + G2)i(g,l) rnin(7•r1), Vg,Vl
En continuant avec cette logique, on peut reformuler la contrainte binaire
liée à la contrainte de complémentarité:
(74 — — G2) < [M2]z, Vi
41 est plus avantageux de modifier cette contrainte globalement, car il y a un impact direct
sur la diminution des variables continues et binaires.
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pour tenir compte de:
ix max(ctgÂi,rnin(?r2)) < (ijA1 +G’)j(g1) < 7t <rnin(7r1), Vg,Vi.
et inclure la borne opposée (liée au prix minimal). Si les bornes sont très
proches, la variable binaire peut prendre n’importe quelle valeur (O ou 1,
devient superflu). En conséquence, plusieurs contraintes de complémenta
rité sont satisfaites avec les deux facteurs nuls (les flots à zéro, et le prix à
la valeur du prix perçu le plus élevé possible). La modification augmente
le nombre de contraintes dégénérées et l’erreur sur la linéarisation de l’ob
jectif.
Dans ce contexte 2, l’erreur se propage au cours de l’algorithme. La valeur
de la fonction objectif prend une valeur supérieure à l’optimum théorique
avec des prix d’équilibre légèrement supérieurs à l’optimal.
3. Dans l’inventaire du meneur, il serait illogique que les clients d’un même
groupe se trouvent répartis sur plusieurs classes de prix différentes. On
peut imposer des coupes sur les variables binaires associées aux variables
d’allocation pour en tenir compte (on peut faire appel au “Special Ordered
Sets” (SOS), dans un solver comme CPLEX) .
4. Le deuxième modèle est plus intéressant que le modèle précédent mais
plus difficile à résoudre à cause de la présence de groupes. Il y a en effet
de la congestion (saturation) pour chaque inventaire sur plusieurs jours.
6.3.1 Analyse sur le prix minimal et maximal.
Il faut noter que l’allocation des clients d’un même groupe dans les inven
taires change avec le prix perçu de l’offre des concurrents (2) et avec la satu
2En présence de dégénérescence, CPLEX perturbe le membre de droite des contraintes.
3Ceci correspond à un grand nombre de coupes : une pour chaque groupe et pour chaquejour. Il est préférable d’ajouter ces coupes localement si elles sont violées, ou faire l’appel de SOS
dans la génération du problème.
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ration des inventaires. La difficulté du problème augmente selon le nombre de
groupes (il est facile de noter que des dégénérescences sont présentes).
Si la demande excède la capacité du meneur, le prix le plus bas que le meneur
peut imposer est:
rnin(T + ixgÀ2) — À1, avec T1 O.
Si, la demande est inférieure à la capacité du meneur, il peut y avoir partage
des groupes entre l’inventaire du concurrent et celui du meneur. Le prix le plus
élevé que le meneur peut imposer est borné par le prix le plus élevé qu’un seul
groupe est disposé à payer dans l’inventaire du meneur:
max(T + ixgÂ2) — txgÀi, avec T1 O.
Donc,
max(O,rnin(T +tXg(À2—À1))) T max(T +txg(Àz—À;),O).
Les deux modèles présentés (I et II) sont intéressants pour comprendre le
comportement du prix et la distribution des groupes sur les inventaires. Dans
ces modèles on n’a traité que la classe à moindre prix.
Les résultats numériques sont obtenus sur un scénario de base et nous avons
effectué quelques analyses de sensibilité. L’analyse n’a pas porté sur le résultat
de la maximisation, mais plutôt sur l’action du meneur et la réaction de l’en
semble des groupes.
6.3.2 Modèle 2, Exemple de base.
Les paramètres du scénario de base sont présentés aux tableaux 6.1, 6.2, 6.3
et 6.4.
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Tableau 6.1 — Paramètres du
modèle
Tableau 6.2 — Caractérisation de la de
mande
Groupe o,Gr. Total /o Chambres
Total 100 ¾
24,47 ¾
27,05 ¾
15,90 ¾
17,24 %
15,32%
1
2
3
4
5
1 321
1 461
859
931
827
5 399
Les clients cherchent à minimiser leurs coûts perçus. Ici, q est l’unique qua
lité de service d’intérêt. Comme les clients ne valorisent pas la qualité de service
(13g = 0, Vg e G) tous les prix du meneur ont la même valeur, voir le tableau 6.5.
Au tableau 6.3, on peut observer que le meneur est plus proche du point
d’intérêt. Ainsi, les groupes (Gr. 2 et Gr. 4) qui valorisent plus la distance sont
tous affectés au meneur selon le tableau 6.6. Par contre, le concurrent conserve
les groupes Gr. 1 et le Gi 5, qui valorisent moins la distance.
Paramètre Valeur
Fenêtre (W) 12
# Durée de séjour (li) 4
Groupes 5
# Qualité de service 3
# Variables 2 211
# Restrictions 3 168
Taux de remplissage 56,25 ¾
Tableau 6.3
— Caractéristiques des inventaires : Meneur: H1, Concurr. : H2
Inventaires Prix Base
Inventaire Capacités Distance q q2 q3
H1 300 10 ? ? ?
J2 500 11 160 190 260
Tableau 6.4
— Clients (suiveurs) : cinq groupes.
Groupes
1 50
2 70
3 60
4 80
5±0
6.3.3 Résultats du modèle.
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Tableau 6.5 — Prix réels obtenus pour le meneur
Prix Base
Inventaire qi ‘12 ‘13
H1 168 168 168
Tableau 6.6 — Prix perçus obtenus pour le meneur et le concurrent
Cas Original
Prix perçu Affectation de la demande
Meneur Concurr. Meneur Concurr.
218 215 29,0 ¾ 71,0 ¾
238 237 100% 0%
228 226 86,8 ¾ 13,2 ¾
248 248 100% 0%
208 204 9,7 % 90,3 %
6.3.4 Analyse de sensibilité du modèle.
6.3.4.1 Modification du taux de remplissage.
La demande est diminuée en conservant une distribution semblable sur les
groupes et les jours et est présentée aux tableaux 6.7 et 6.8. Avec cette diminution
de la demande, les prix demeurent les mêmes et le meneur parvient à allouer
toute sa capacité (voir les tableaux 6.9 et 6.10).
En général, les prix d’équilibre restent stables, même après de gros change
ments du taux de remplissage et de la distribution des groupes. Nous pouvons
dire que ces prix sont une sorte de moyenne pondérée non-linéaire de la propor
tion de chaque groupe et des prix des concurrents. Le meneur va prendre toute
la demande avec des prix perçus plus petits ou égaux à ce prix d’équilibre.
6.3.4.2 Modification de l’emplacement du concurrent.
Nous pouvons analyser le cas où le concurrent et le meneur sont à la même
distance du point d’intérêt, telle que donnée au tableau 6.11. Avec cette modifi
cation, le concurrent et le meneur fixent le même prix (tableau 6.12). L’affectation
des groupes est assez hétérogène entre le meneur et le concurrent comme on le
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Tableau 6.8 — Caractérisation de la de
1 (1
Gr Groupe [ ChambresTotal /o
Total 100 % 1 800
22,80 ¾
28,30 ¾
15,80 ¾
15,40 ¾
17,70 ¾
1
2
3
4
5
410
509
284
277
319
Tableau 6.9
— Prix réels obtenus pour le meneur
Prix Base
Inventaire qi ‘f2 ‘f3
H1 168 168 168
Tableau 6.10 — Prix perçus obtenus pour le meneur et le concurrent, avec dimi
nution de la demande
Cas Original
Prix perçu Affectation de la demande
Meneur Concurr. Meneur Concurr.
—ï 218 215 29,0 ¾ 71,0 ¾
238 237 100% 0%
228 226 86,8 ¾ 13,2 ¾
248 248 100% 0%
208 204 9,7 ¾ 90,3 ¾
Analyse de sensibilité
Prix perçu Affectation de la demande
Meneur Concurr. Meneur Concurr.
f 218 215 100% 0%
238 237 100% 0%
228 226 100% 0%
248 248 100% 0%
208 204 100% 0%
Tableau 6.7 — Paramètres du
modèle
Paramètre Valeur
Fenêtre (W) 12
# Durée de séjour (le) 4
Groupes 5
# Qualité de service 3
#Variables 2211
# Restrictions 3 168
Taux de remplissage 18,75 ¾
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Tableau 6.11 — Inventaires après modification de la distance
Inventaires Prix Base
Inventaire Capacités Distance (À) qi q3
H1 300 10 ? ? ?
H2 500 10 160 190 260
Tableau 6.12 — Prix réels obtenus pour le meneur
Prix Base
Inventaire qi ‘72 q3
H1 160 160 160
Tableau 6.13 — Prix perçus pour le meneur et le concurrent face à une modifica
tion de l’emplacement_du concurrent
Cas Original
Prix perçu Affectation de la demande
Meneur Concurr. Meneur Concurr.
F 218 215 29,0 % 71,0 ¾
238 237 100% 0%
228 226 86,8 % 13,2 ¾
248 248 100% 0%
208 204 9,7 ¾ 90,3 %
Analyse de sensibilité
Prix perçu Affectation de la demande
Meneur Concurr. Meneur Concurr.
F 210 210 56,9 ¾ 43,1 ¾
230 230 76,3 ¾ 23,7 ¾
3 220 220 70,5 ¾ 29,5 ¾
4 240 240 59,9 ¾ 40,1 ¾
200 200 68,8 % 31,2 ¾
voit au tableau 6.13.
6.3.4.3 Modification sur la valorisation de la distance txq.
Nous avons choisi une diminution de ix sur presque tous les groupes selon
le tableau 6.14. Avec cette modification, les groupes qui valorisent le plus la dis-
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Tableau 6.14 — Nouvelle valeur de ft pour les groupes
Groupe fg_
1 30
2 40
3 60
4 70
5 30
Tableau 6.15 — Prix réels obtenus pour le meneur
Prix Base
Inventaire qi q2 ‘13
H1 167 167 167
Tableau 6.16 — Prix perçus obtenus avec modification de la valeur de tx
Cas Original I
Prix perçu [ Affectation de la demande
Meneur Concurr. Meneur Concurr.
F 218 215 29,0 ¾ 71,0 ¾
23$ 237 100% 0%
228 226 86,8 ¾ 13,2 %
T 248 248 100% 0%
20$ 204 9,7 % 90,3 ¾
Analyse de sensibilité
Prix perçu Affectation de la demande
Concurr. Meneur Concurr.
T 197 193 17,2% 82,8%
207 204 92,1 ¾ 7,9 ¾
227 226 100% 0%
237 237 100% 0%
197 193 28,6% 71,4%
tance sont les groupes Gr. 3 et Gr. 4. Le meneur attire ces groupes et diminue les
prix, tel qu’observé aux tableaux 6.15 et 6.16.
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Tableau 6.17 — Caractérisation de la demande pour le nouveau jeu de données
Groupes Groupe ChambresTotal °
1 20,80 ¾ 1 125
2 21,80 ¾ 1 176
3 15,20% $23
4 16,80 ¾ 906
5 25,40 ¾ 1 370
Total 100% 5400
Tableau 6.18 — Prix réels obtenus pour le meneur
Prix Base
Inventaire qy c12 q3
H1 168 168 168
6.3.4.4 Modification de la distribution de la demande.
Nous avons modifié la distribution de la demande. On n’observe pas de
changements des prix ce qui montre que l’équilibre se maintient. Le meneur
a attiré plus de clients des groupes Gr. 1 et Gr. 3 mais non du Gr. 5, qui est le plus
nombreux. Les résultats sont fournis aux tableaux 6.18 et 6.19.
6.3.4.5 Incorporation d’un nouveau concurrent face au meneur.
Cette nouvelle modification est à mi-chemin du modèle 4. Le nouvel inven
taire augmente l’offre de chambres et le prix du nouveau concurrent est plus pe
tit. Le taux de remplissage baisse brusquement à 34,62 ¾ selon les tableaux 6.20
et 6.21. La réaction du meneur est baisser son prix à la valeur du concurrent
d’en face (voir le tableau 6.22). Les prix perçus sont aussi égaux. Il est intéres
sant de noter, au tableau 6.23, l’effet sur l’autre concurrent H2 qui a perdu toute
son affectation (cannibalisation de la concurrence).
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Tableau 6.19 — Prix perçus avec une modification de la distribution de la de
mande
Cas Original
Prix_perçu Affectation de la demande
Meneur Concurr. Meneur Concurr.
218 215 29,0 ¾ 71,0 %
238 237 100% 0%
228 226 86,8 ¾ 13,2 ¾
1 248 248 100% 0%
208 204 9,7 ¾ 90,3 ¾
Analyse de sensibilité
Prix perçu Affectation de la demande
Meneur Concurr. Meneur Concurr.
218 215 63,6% 36,4%
238 237 100% 0%
228 226 94,9 % 5,1 ¾
248 248 100% 0%
208 204 1,5 ¾ 98,5 ¾
Tableau 6.20
— Paramètres du modèle
Paramètre Valeur
Fenêtre (W) 12
# Durée de séjour (1g) 4
Groupes 5
# Qualité de service 3
#Variables 2211
# Restrictions 3 168
Taux de remplissage 34,62 ¾
Tableau 6.21
— Inventaires après ajout d’un concurrent en face
Inventaires
-
- Prix Base
Inventaire Capacités Distance
‘ii q3
H1 300 10 ? ? ?
H2 500 11 160 190 260
H3 500 10 150 180 250
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Tableau 6.22 — Prix réels obtenus pour le meneur
Prix Base
Inventaire qi q2 J3
H1 150 150 150
Tableau 6.23 — Prix perçus obtenus avec un concurrent additionnel
Cas Original
Prix perçu Affectation de la demande
Meneur Concurr. Meneur Concurr.
218 215 29,0 % 71,0 %
23$ 237 100% 0%
228 226 86,8 ¾ 13,2 ¾
248 248 100% 0%
20 %
[ Analyse de sensibilité
Prix perçu Affectation de la demande
Meneur Conc. 1 Conc. 2 Meneur Conc. 1 Conc. 2
Gr. H1 H2 H3 H1 j H H3
T— 200 215 200 67,9 ¾ O ¾ 32,1 ¾
220 237 220 0°k 17,6%
210 226 210 70,7% 29,3%
230 248 230 76,5 % f O ¾ 23,5 ¾
190 204 190 43,2% 0% 56,$%
6.3.4.6 Modification du prix du concurrent FI2.
Dans ces exemples, le concurrent FI2 va diminuer ses prix de 160 à 140, pour
conserver son affectation, selon le tableau 6.24. En conséquence FI2 récupère son
affectation ‘, comme on peut l’observer aux tableaux 6.25 et 6.26.
5
4ii est difficile d’établir des prix qui équilibrent l’affectation entre les concurrents.
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Tableau 6.24 — Inventaires après une diminution du prix du concurrent H2
L Inventaires Prix Base
Inventaire Capacités Distance qi 112 113
H1 300 10 ? ? ?
H2 500 11 140 190 260
H3 500 10 150 180 250
Tableau 6.25 — Prix réels obtenus pour le meneur
Prix Base
Inventaire qi 172 q3
H1 148 148 148
Tableau 6.26 — Prix perçus obtenus avec un concurrent additionnel
Cas Original
Prix perçu Affectation de la demande
Meneur_[ Concurr. Meneur Concurr.
215 29,0 % 71,0 ¾
T 238 237 100% 0%
ï 228 226 86,8 ¾ 13,2 %
T 248 248 100% 0%
5j 208 204 9,7 ¾ 90,3 ¾
Analyse de sensibilité
Prix perçu Affectation de la demande
Meneur Conc. 1 Conc. 2 Meneur Conc. 1 Conc. 2
Gr. H1 H2 H3 H1 H2 H3
F 193 195 200 37,9 ¾ 62,1 % o %
218 217 220 100% 0% 0%
208 206 210 79,9 % 20,1 % o %
ZL 228 228 230 100 ¾ 0 ¾ 0 ¾
188 184 190 2,5% 97,5% 0%
CHAPITRE 7
TROISIÈME MODÈLE: N GROUPES D’USAGERS, DEUX HÔTELS ET
TROIS CRITÈRES, DÉTERMINISTE (N23D)
Nous considérons dans ce chapitre un attribut supplémentaire correspon
dant à la qualité de service (q). Ainsi, les clients d’un même groupe (g) prennent
leur décision selon une fonction de désutilité représentée par le prix perçu (71g,q)
qui est maintenant constitué par une combinaison linéaire des attributs prix,
qualité de service et position géographique. La qualité de service est un élément
très important dans le monde hôtelier, selon plusieurs études portant sur les re
lations entre les clients et les hôtels de luxe, et sur la fidélité envers les hôtels en
général.
7.1 Formulation.
Nous introduisons les nouveaux paramètres et ensembles nécessaires pour
formuler le modèle enrichi.
G : Ensemble des groupes de clients.
Xg : Valeur de la distance jusqu’aux attractions, pour le groupe g e G.
f3q,g Valeur de la qualité q e C, pour le groupe g e G.
dj,g,i : Demande par jour j e W et Ï e S, du groupe g e G.
Distance entre les attractions et l’hôtel, i E {1, 2}.
Prix perçu de l’hôtel, i e {1,2}.
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Le prix perçu pour les clients du groupe g e G est:
e C,Vq e C,i e {1,2}. (7.1)
Dans cette fonction, plus la qualité est élevée, plus petit est le prix perçu (pour
un même À), car toutes les variables et tous les paramètres sont positifs.
Dans ce modèle, nous avons:
— Objectif pour le premier niveau : Demeure le même que pour le premier
modèle, soit maximiser le revenu sur tout l’inventaire de l’horizon consi
déré.
— Objectif pour le second niveau : Minimiser la somme des “coûts perçus”
pour tous les séjours dans tous les inventaires hôteliers.
— Contraintes du modèle (au second niveau):
j) Le respect de la capacité maximale de chaque inventaire.
ii) La demande de chaque groupe doit être satisfaite pour chaque jour et
chaque durée de séjour.
iii) Les Booking Limits de chaque groupe de clients (le nombre de clients
par groupe) sur chaque inventaire doivent être non négatifs.
Le modèle se formule ainsi:
rax Ï X T X xj1
X j=IgEGÏESqEC{ Ï X X Xjgq + Ï X ,q Xj=1 geGlSqEC gEG1ESqEC
s.l.c
{ + Xt mod W],g,l,q } K’ V]qECgG tES k>1l>k{ Xg,t,q + L L jt+1) moU w1g,t} K2 V] E WqECgEG teS k>1Ï>k
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Xjgq + Xgtq = dj,g,t Vj E W, Vg e G, Vi e S
qEC qEC
XglqXg1q O V] E W,Vg e G,Vq E C,VÏ e S
7.2 Formulation matricielle.
Suite à l’introduction de nouveaux éléments dans la formulation, il est né
cessaire de modifier la notation matricielle. Nous devons ajouter an sous-indice
dénotant les différents groupes g E G.
E ]R’’<151”1 : Vecteur ligne des coûts des chambres du meneur,
pour les clients du groupe g e G.
e R1 X (I X WD : Vecteur ligne des coûts des chambres des concur
rents, pour les clients du groupe g E G.
X,q E xIwD : Vecteur colonne du nombre de chambres du me
neur, pour les clients du groupe g e G.
X,q E R5 : Vecteur colonne des coûts des chambres de concur
rents, pour les clients du groupe g E G.
dg E IRt15’ x I1’i) : Vecteur colonne des demandes des clients (sui
veurs), pour les clients du groupe g E G.
(7.2)
On réécrit le modèle sous forme matricielle:
max
gE G
qEC
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min 7,qX,q +
1’ 2 gEG geG
qEC qEC
s.1.c
A14,q + AXg,q = dg, g G (‘fl)
qC qEC
G14, K’ ()
gE G
qEC
GX,q K2 (y)
g G
qEC
4,qx,q O, gE Getq e Q.
7.2.1 Transformation en un modèle à un seul niveau.
Le dual du problème de deuxième niveau est:
max K1 + vK2 + i7gdg
,V,1J geG
s.l.c
17gA1 + G’ Tq g e G, q C C (4q)
17gA2 + vG2 7T,q g E G, q E C (X,q)
V O
i libre,Vg e G.
Les conditions d’optimalité du problème de second niveau sont:
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Faisabilité du problème primal:
A14,q + Ax = dg, g E G (17g) (7.3)
qéC qeC
G4,q K1 ()
gE G
qEC
GX,q K2 (y)
gG
qEC
0, g E G.
Faisabilité du problème dual:
17gA1 + G1 g E G, q E C (4)
7gA2 + vG2 g e G, q E C (x,q)
V O
llg libre,Vg E G.
Contraintes de complémentarité:
lJg(dg
— A14q — Ax,q) = 0, g E G (7.4)
qEC qEC
—(K1 — G4,q) = 0 (7.5)
gEG
qEC
— G2x,q) = 0 (7.6)
gE G
qEC
— lJgA1 — CG’) 0, g E G,q E C (7.7)
— 17gA2 — vG2) = 0, g E G, q E C. (7.8)
La contrainte (7.4),Vg E G, est toujours satisfaite. L’objectif non-linéaire peut être
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linéarisé après quelques opérations algébriques impliquant l’équation suivante:
— iA1
— G1) = O, g e G, q e C
et on obtient:
74 q4q (17gA1 + G’)4,q
geG geG
qEC qEC
74,q4,q = 17gA14q + G14,q par (7.5),
geG gEG gG
qEC qEC qEC
74,q4,q 11gA4,q + K1 par (7.3),
gEG gEG
qeC qEC
74,q4,q = llgdg — rIgA2xq + K’ par (7.8),
gEG gEG gEG
qeC qEC
74,q4,q = ljgdg
— E 74,qx,q + E 1JGx,q + K1 par (7.6),
gEG geG geG gEG
qEC qeC qEC
E 74,q4,q = E ljgdg
— E 74,q%q + K1 + iiK2
gEG gEG geG
qEC qEC
E (T + gÀ + g)4q = E ljgdg — E 74qxq + + vK2 par (7.1)
gEG q geG geG
qEC qeC
E T4,q = E ljgdg
— E 74,qX,q + + vK2
— E (gÀ +
gEG gEG gEG gEG q
qEC qEC qEC
E T4q E l7gdg
— E 74,qX,q
— E (gÀ + Pg)4,q + + vK2.
gEG geG gEG gEG q
qEC qEC qeC
Contraintes du problème:
max E gdg
— E (74qxq + gÀ4,q + gxq) + K1 + K2T ,X ,X ,17,,V gEG gEG q
qeC
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s.1.c
A14,q+ A24,q=dg, gEG,qEC
qC qC
G14,q K1
ge G
qEC
GX,q K
gE G
qEC
77gA1 +G’ rr, g G,q E C
;JgA2+vG2 7T,q, g E G,q e C
lJg(dg
—
— Ax) = 0, g E G (7.9)
qEC qEC
— (K1
— G14,) 0 (7.10)
gE G
qEC
— v(K2
— Gx1) 0 (7.11)
gE G
qeC
17gA1 — G1) = 0, g E G,q E C (7.12)
X,q(?T,q 17gA2 — vG2) = 0, g E G,q E C (7.13)
4,q’ x,,q 0, g E G
,v <0
ij libre,Vg E G.
Dans ce modèle comme dans le précédent, on peut retirer les contraintes redon
dantes (7.9).
7.3 Formulation mixte.
Comme auparavant, nous linéarisons les contraintes de complémentarité à
l’aide de variables binaires. Les vecteurs des variables binaires sont définis comme
pour le modèle antérieur, avec quelques modifications pour tenir compte des
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nouveaux éléments.
E {0l}fx(SIXCIxWD
Z,q E {O,l}1x(JSxCxIWD
w1 E {0, l}1x(CIxIW)
w2 e {0l}1X(CXWD
Vecteur colonne de variables binaires associés à la
contrainte (7.10).
Vecteur colonne de variables binaires associés à la
contrainte (7.11).
Vecteur colonne de variables binaires associés à la
contrainte (7.12).
Vecteur colonne de variables binaires associés à la
contrainte (7.13).
Les matrices diagonales des constantes tiennent compte maintenant du nouveau
critère introduit (f3g) dans le prix perçu;
max
— (,qx,q + gÀ4,q + g%q) + K’ + vK2T ,x X ‘‘‘V gG geG q
qEC
s.l.c
A’4,q+ A2x,q dg’ gE G
qEC qEC
G’4, K1
gE G
qEC
Gx,q K2
gE G
qEC
;jgA1 + G1 g E G
lJgA2 + G2 rr,q. g E G
(K’ — G’4q)j [M]w ,Vi e W
gE G
qEC
< [N]h(l — w) ,Vi E W
o
(7.14)
(7.15)
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(K2 — G2x,q)i < {M1,]zv ,Vi E W (7.16)
gE G
qEC
y1 [N]11(1 — zv) ,Vï E W (7.17)
(7%,q — 17gA1
— G1)g,q [Mxi1g,qzq ,g E G,q E C (7.18)
[Ni]g,q(1 4,q) ,g E G,q e C (7.19)
(7q — lJgA2
— vG2)g,q [M2]g,q4q
, g E G, q e C (7.20)
X,q [N2]g,q(1Z,q) ,Vge G,q e C (7.21)
4,q’ X,q 0, g E G, q e C
y <0
i libre, Vg e G
Z,q,4,q e {O,l}lx(I<l),Vg E G,q e C (7.22)
e {0}1X(wD (7.23)
Mi,M21Ni,N2 E (7.24)
e (7.25)
7.4 Résultats numériques : Modèle 3.
Dans ce modèle on conserve les modifications faites pour le modèle 2 par
l’ajout d’un inventaire ‘fantôme”.
7.4.1 Variation des prix maximal et minimal pour le modèle 3.
Comme au point (6.3.1), on peut redéfinir la contrainte (7.14) pour tenir compte
des bornes:
lxmax(gÀy+,rnin(2)) (17A1+G1)j(g1) < =rnin(1),Vge G,VÏ e L
La complexité du Modèle 3 rend obligatoire l’introduction de ces contraintes
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pour permettre une résolution du modèle en un temps raisonnable.
Le tableau 7.4 présente les prix obtenus en tenant compte de la qualité de
service. Les autres données sont présentées aux tableaux 7.1, 7.2 et 7.3. Il est
clair que les différentes qualités de service impliquent des prix différents. On
remarque au tableau 7.5 que le meneur tient à conserver la clientèle qui asso
cie une valeur élevée à la qualité de service et qu’il y a un déplacement de la
clientèle avec faible valeur pour la qualité de service vers la concurrence. Le me
neur prend tout le Gr. 4 parce que ce dernier est plus disposé à payer des prix
élevés. Le meneur peut faire le choix entre Gi 2 et Gr. 3 (même prix perçu), et
finalement préfère le groupe Gi 3, parce que /33 est plus élevé. Le Gr. 1 contient
le plus de clients et contribue davantage au revenu. Ce résultat est très intéres
sant et témoigne de la particularité des prix obtenus, qui sont sensibles aux prix
des concurrents et à la valorisation des groupes plutôt qu’à la distribution de la
demande.
Tableau 7.2
— Caractérisation de la de
m 1,
GroupeGr. Total / Chambres
Total 100 0/ 3 600
24,50 ¾
27,70 ¾
16,50 ¾
16,00 %
15,20 ¾
1
2
3
4
5
882
997
595
577
54$
Tableau 7.3
— Caractéristiques des inventaires pour le modèle 3
Inventaires Prix Base
Inventaire Capacités Distance q q2 q3
H1 300 10 ? ? ?
H2 500 11 160 190 260
Tableau 7.1
— Paramètres du
modèle 3
Paramètre Valeur
Fenêtre (W) 12
# Durée de séjour (la) 4
Groupes 5
# Qualité de service 3
# Variables 2 211
# Restrictions 3 16$
Taux de remplissage 37,5 ¾
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Tableau 7.4
— Clients (suiveurs) : cinq groupes.
Groupe h
1 5 200
2 7 150
3 6 180
4 8 250
5 4 200
Tableau 7.5 — Prix réels obtenus pour le meneur
Prix Base
Inventaire q; q q3
H1 122 198 239,7
Tableau 7.6
— Prix perçu et affectation de la demande avec le modèle 3
Prix perçu Distribution de la demande
Concurr. Meneur. Meneur Concurr.
Gr. q; q2 q3 q; q2 q3 q; q2 q3 q; q2 q3
1 372 348 355 415 345 381 0 ¾ 0 ¾ 99,3 ¾ 0 ¾ 0,7 % 0 ¾
2 342 343 359 387 342 387 0 ¾ 0 ¾ 80,1 % 0 ¾ 19,9 % 0 ¾
3 362 348 359 406 346 386 0% 0% 89,9% 0% 10,1% 0%
4 452 403 402 498 403 431 0% 0% 100% 0% 0% 0%
5 362 338 345 404 334 370 0 % 0 ¾ 94,9 % O % 5,1 ¾ 0 ¾
Tableau 7.7 — Revenu avec le modèle 3 de base
Revenu
Meneur Concurr.
Gr. q; q2 q3 q; q2 q3
1 0 0 209977 0 1140 0
2 0 0 191520 0 37620 0
3 0 0 128240 0 11400 0
4 0 0 138307 0 0 0
5 0 0 124644 0 5320 0
Total 7934698 55480
CHAPITRE 8
QUATRIÈME MODÈLE 2 N GROUPES D’USAGERS, N HÔTELS ET TROIS
CRITÈRES, DÉTERMINISTE (NN3D)
Dans ce chapitre, nous considérons un réseau hôtelier implanté géographi
quement, par exemple dans différents quartiers. Le meneur gère ainsi plusieurs
hôtels et inventaires situés dans une même ville. Chaque hôtel est à une distance
donnée des centres d’attraction (À). Chaque hôtel du meneur et de la concur
rence possède sa propre échelle de prix. Toutes les autres caractéristiques res
tent semblables et les clients sont segmentés en de multiples groupes (G), les
membres d’un même groupe ayant la même propension à payer pour la qualité
de service ou la distance jusqu’aux centres d’intérêt.
8.1 Formulation.
Dans le modèle, nous introduisons les nouveaux paramètres et ensembles
qui correspondent à l’inclusion de plusieurs inventaires. Encore une fois, seule
la notation supplémentaire est introduite. Les hôtels sont considérés comme des
sous-ensembles contenant plusieurs inventaires.
A Ensemble des inventaires du meneur.
B Ensemble des inventaires des concurrents.
Distance des attractions à l’inventaire j e {A U B}
Prix de l’inventaire ii A, pour la qualité de service q e C.
Prix de l’inventaire b e B, pour la qualité de service q e C.
K Capacité maximale de l’inventaire a e A, pour la qualité de service.
K1’ t Capacité maximale de l’inventaire b e B, pour la qualité de service.
Tq t Prix perçu de l’inventaire ï e {A u B}.
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Le prix perçu pour les clients du groupe g e G est:
= { T + gÂj + } , Vq E C, Vq e C, j e {A U B}. (8.1)
Dans ce modèle, nous avons:
— Objectif pour le premier niveau: demeure le même que pour le premier
modèle, soit maximiser le revenu sur tous les inventaires (et hôtels), pour
l’horizon considéré.
— Objectif pour le second niveau : minimiser la somme des “coûts perçus”
pour tous les séjours dans tous les inventaires hôteliers.
— Contraintes du modèle (au second niveau):
i) Le respect de la capacité maximale de chaque inventaire.
ii) La demande de chaque groupe doit être satisfaite pour chaque jour et
chaque durée de séjour.
iii) Les Booking Limits de chaque groupe des clients (le nombre de clients
par groupe) sur chaque inventaire doivent être non négatifs.
Le modèle se formule ainsi:
axÏxTxxgiq
j=1aAgEGtESqEC
{ X X Xglq+ X X xgiq}j=1 aEAgEGÏESqEC beBgEGIESqEC
s.l.c
{ Xg1q + X(j_1+l) mod W]glq} K VJ e W. Vi e {A U B}qECgeG lES k>1t>k
Xgiq + Xg,i,q
=
Vj E W,Vg E G,Vl e S
aEAqEC bEBqEC
X)gtq O Vj E W,Vg E G,Vq E C,Vt e S,i e {AuB}
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8.2 Formulation matricielle.
Avec l’introduction des nouveaux éléments dans la formulation, il est néces
saire de modifier la notation matricielle.
E Rlx(ISIXIWI) : Vecteur ligne des coûts des chambres du meneur
(concurrents) pour les clients du groupe g E G, et
qualité de service q E C, Vi e {A U B}.
E R( xIwD : Vecteur colonne du nombre de chambres du meneur
(concurrents) pour les clients du groupe g E G, et
qualité de service q E C,Vi E {A U B}.
On réécrit le modèle sous forme matricielle:
max Tax
g G
qEC
aEA
s.l.c
ff1111 4q4,q + E 7t,qX,q
-a b gEG gEG
qEC qEC
aEA bEB
s.l.c
E Ax,q + E Ab%q = dg, g E G (17g)
qEC qeC
aEA bEB
E G’1x,q <Ko, Va E A ()
ge G
qeC
E Gb4,q Kb, Vb E B (vb)
gE G
qEC
4,q,4,qO, gEG,aeA,bEBetqEQ.
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8.2.1 Transformation en un modèle à un seul niveau.
Le dual du problème de deuxième niveau est:
max aKa + vKb +
aA be3 gEG
s.’.c
;7gA + aG 74,, a E A,g E G,q e C (4,)
gAb+vbGb < rr, b e B,g e G,q E C (4,q)
fl,Vb <0,
‘j libre,Vg E G.
On peut écrire les conditions d’optimalité:
Faisabilité du problème primal:
A4q + Ab4,q = dg, g E G (îJg) (8.2)
qEC qeC
nEA bEB
Ga4, <Ko, Va E A ()
gE G
qEC
Gb4,q Kb, Vb E B (vb)
gEG
qEC
X,q, %q 0, g E G.
Faisabilité du problème dual:
17gA + 7T,q b E B,g E G,q E C (4,q)
lJgAb + vbGb <7T,q, a E A,g E G,q E C (4q)
fl,Vb <0
11g libre, Vg E G.
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Contraintes de complémentarité:
l7g(dg — A”x,q — Ab4,q) = O, g e G (8.3)
qEC qEC
— Gax)
= O, Va e A (8.4)
gEG
qEC
_vb(Kb — Gb4q)
= O, Vb e B (8.5)
gEG
qeC
x,q(74,q — igA’
— = O, a e A,g e G,q e C (8.6)
— l7gAb
— vbGb) = O, b e B, g e G, q E C, (8.7)
La contrainte (8.3),Vg e G, est toujours satisfaite. La fonction objectif demeure
non linéaire et qu’on peut la linéariser par manipulation algébrique. On obtient:
4qX,q = 17gAax,q + aG”x,q par (8.4),
gEG gEG gEG
qEC qEC qEC
7T,,qX,q = 1JgA”xq + K” par (8.1),
gEG gEG UEA
qeC qeC
7T,q%q = l7gdg
—
llgAb4q + aK” par (8.7),
geG gEG gEG nEA
qeC qEC
7T,q4q = l7gdg — 74,qx,q + ViG4,q + K” par (8.5),
gEG gEG gEG gEG aEA
qEC qEC qEC
4q)4,q l7gdg
— 7i4,q4,q + +
geG gEG gEG bEB aEA
qEC qEC
(T + gÀ + g)xq = l7gdg — ,qxq + vbKb + par (8.1)
gEG q gEG geG bEB nEA
qEC qeC
T;x;,q = l7gdg — ,qXq + vbKb +
— +
gEG gEG gEG bEB nEA geG q
qEC qEC qEC
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= ljgdg —
— (gÀ + Pg)4q + vKb + Ka.
gEG gEG geG gEG q bB UEA
qeC qEC qeC
Contrairttes du problème:
max l7gdg — (,q4,q + gÀx,q + x,q) + vKb + aKU
X X aEA gEG gEG q bB aeA
qEC
s.1.c
AaX+ Ab4,qdg, gEG,qEC
qC qC
aA
gEG
qEC
bEB
gG
qC
17gAl+aGa 4q ge G,qE C, ne A
gAb+vbGb ge G,qeC, beB
lJg(dg — A”x,q — Ab4,q) = 0, g E G (8.8)
qEC qEC
— — G’4,q) = 0, ti E A (8.9)
geG
qEC
— vb(Kb — Gbx)
= 0, b E B (8.10)
gEG
qEC
— 17gA11
— gaG”) = 0, g E G,q E C, n E A (8.11)
4,q(74q ijgAb _vbGb) = 0, g E G,q E C, b e B (8.12)
%q 0, g e G, n E A, b e B
a,vb<O aeA,beB
17g libre, Vg E G.
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Dans ce modèle comme au précédent, on peut enlever les contraintes redon
dantes (8.8).
8.3 formulation mixte.
Comme dans les modèles précédents, nous linéarisons les contraintes de
complémentarité à l’aide de variables binaires. Les vecteurs des variables bi
naires sont définis comme pour le modèle précédent, après quelques change
ments pour considérer les nouveaux inventaires et hôtels du réseau.
zq E {0, l}1x(ISH<IWI) Vecteur colonne de variables binaires associés à
la contrainte (8.11).
z,q e {0, l}1x(I5Icx1’’I) : Vecteur colonne de variables binaires associés à
la contrainte (8.12).
zv E {0, l}1)<(IxIWD Vecteur colonne de variables binaires associés à
la contrainte (8.9).
E {0, 1}1x(CxIWI) : Vecteur colonne de variables binaires associés à
la contrainte (8.10).
Les matrices diagonales des constantes tiennent compte maintenant des nou
veaux inventaires pour le meneur et les concurrents
max ljgdg
— (,q4q + gÀX,q + g%q) + vKb +T ,X ,X geG geG q bEB aeA
qC
+ dg, g E G
G11xq K
gE G
qEC
G1’xq Kb
gEG
qeC
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1’7gA + G” 7Tr,q, g E G
llgAb+vbGb rr, ge G
(K” — G”x,q)i [Ma]iiw? ,Vi e W (8.13)
gE G
qEC
—
< [N](l
— zv?) ,Vi e W (8.14)
(Kb — G’4,q)i < [Mvb]iizv ,Vi E W (8.15)
gEG
qEC
— v {Nvb]ii(1 — zv) ,Vi E W (8.16)
(4q — lJgA” — aG”)g,q [Mxalg,qz,q ,g e G,q E C (8.17)
x.q [Ntn1g,q(1 _z,q) ,g e G,q E C (8.18)
(7Tq — lJgA1’
— vaG’)g,q [Mxh]g,qzq ,g E G,q e C (8.19)
x,q tNbÏg,q(1 4,q) ,Vg E G,q e C (8.20)
x,q 0, g E G, q e C
fl,Vb <O
i libre,Vg E G
E {0,1} (SNWDVg e G,q E C (8.21)
wa,zvb E {O;}1X(IWD (8.22)
Mt,MXb,NXa,NTb E (8.23)
Mfl,Mvb,Nfl,Nvb E (8.24)
8.4 Résultats numériques : Modèle 4.
1. Comme pour le modèle précédent, on ajoute l’existence d’un inventaire
fantôme:
(11A2)j(gl) < = max(1) +e, Vb E B,Vg e G,Vl E L
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pour borner le prix.
On laisse ouverte uniquement la classe de prix du meneur q b,g e argminq (7r),
Vb e B, Vg e G à condition que ir Va e A, Vg e G. Alors, la contrainte
duale se reformule ainsi:
(lJAb + Gb)i(g,t) rnin(îr1), Vb e B, Vg, Vi
2. On peut reformuler la contrainte binaire liée à la contrainte de complémen
tarité
(rr — lJgA2
— G2) < [M2]1z ,Vi
pour tenir compte de:
t x max(À + g,rnin()) (A + Ga)i(g,I) mx()
Va e A,Vb e B,Vg e G,Vi e L
Donc,
max(O,rnin(Tt’+cg(Àb—Àfl))) Tc’g maxtTg+tg(Àb Àa),O),
Va e AVb e B
Ce modèle est d’un grand intérêt et on a besoin de traiter toutes les classes de
qualité du meneur, car on ne connaît pas le plus petit prix perçu par classe. La
difficulté du modèle augmente avec le nombre des critères sur le prix perçu.
Pour le modèle 4 nous utilisons les données des tableaux 8.1, 8.2, 8.3 et 8.4.
Les résultats de ce modèle indiquent que la distance joue un rôle important dans
l’affectation des prix, et les coûts des inventaires qui sont proches du point d’at
traction sont plus élevés pour toutes les qualités de service, selon le tableau 8.5.
Le meneur absorbe toute la demande possible dans les deux inventaires en q3.
Néanmoins, la distribution des groupes et l’obtention des prix d’équilibre sont
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Tableau 8.1
— Paramètres du
mocIèl 4
Paramètre Valeur
Fenêtre (W) 12
# Durée de séjour (1g) 4
Groupes 5
# Qualité de service 3
#Variables 2211
# Restrictions 3 168
Taux de remplissage 28,57 ¾
Tableau 8.3 — Caractéristiques des inventaires : Meneurs H1 et H2, et Concurrents
H3 et H4_____________________________________
____________________
Inventaires Prix Base
Inventaire Capacités Distance qi q3
H1 300 10 ? ? ?
H2 100 12 ? ? ?
H3 500 11 160 190 260
H4 500 13 150 180 250
Tableau 8.4
— Modèle 4, Clients (suiveurs) : cinq groupes
Groupe
1 5
2 7
3 6
4 8
5 4
200
150
180
250
200
Tableau 8.2
— Caractérisation de la de
mande
Gr. Groupe ChambresTotal °
1 23,60 ¾ 1 133
2 27,30 ¾ 1 308
3 16,10% 773
4 17,30% 828
5 15,80 ¾ 757
[ Total 100% 4800
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Tableau 8.5 — Prix réels obtenus pour le meneur
Prix Base
Inventaire qi q2 q3
H1 122 198 239,7
H2 108 185 223,7
Tableau 8 6 — Affectation de la demande avec le modèle 4
Affectation de la demande
Meneur (H1 et 112) Concurr. (H3 et H4)
Gr. q ‘12 ‘13 q q2 q
3 0% 0% 97,8% 0% 2,2% 0%
,i n o! n o! i nn o! n o! n 0/ n o!
± u io u io IUU /0 u io u !o u /0
no, no! nno! no! Ano! no!J u ,o u io Ju,u !o u io ±,u io u io
Tableau 8.7 — Distribution de la demande sur les inventaires du meneur
Distribution
Gr. Hi H2
T 74,9% 25,1%
100,0% 0,0%
98,8% 1,2%
T 100,0% 0,0%
16,1% 83,9%
plus difficiles à obtenir a priori. Le prix optimal et les affectations des chambres
sont présentés aux tableaux 8.6, 8.7 et 8.8.
8.4.i Analyse de sensibilité.
8.4.i.i Diminution du prix du concurrent H4.
On réduit le prix de H4 pour toutes les qualités de service selon le tableau 8.9.
Il se produit un changement d’au plus 3 dans le prix des inventaires du meneur
pour les qualités de service inférieures à q3 et le revenu demeure le même. Les
concurrents subissent une baisse de revenu ullistrée aux tableaux 8.11 et 8.12.
o
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Th1ii 8.8 — Revenu avec ]p mnd1 4 de base
Revenu
Gr. q; q2 q3 qi q2 q3
1 0 0 263489 0 2850 0
2 0 0 256 719 0 45 030 0
3 0 0 181069 0 3230 0
4 0 0 198472 0 0 0
5 0 0 164502 0 5400 D
Total 4 250 56 510
Meneur Concurr.
Tableau 8.9
— Modification de prix de base d’un concurrent avec le modèle 4
Inventaires Prix Base
Inventaire Capacités Distance q; q q3
H1 300 10 ? ? ?
H2 100 12 ? ? ?
H3 500 11 160 190 260
FI4 500 13 145 175 245
Tableau 8.10
— Prix réels obtenus pour le meneur
Prix Base
Inventaire ‘Ii tJ2 q3
H1 121 198 239,7
FI2 107 182 223,7
Tableau 8.11
— Affectation de la demande avec le modèle 4
Affectation de la demande
Meneur Concurr.
Gr. q; ‘12 ‘13 q; ‘12 q3
1 0% 0% 98,7% 0% 1,3% 0%
2 0% 0% 81,9% 0% 18,1% 0%
3 0% 0% 98,6% 0% 1,4% 0%
4 0% 0% 100% 0% 0% 0%
no! noi n’,O/ fOI 400! f0!i u ,o u io yJ,L io u b ‘*,O io u ,o
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Tableau 8.12 — Revenu avec le modèle 4 après modification de prix de base d’un
concurrent
______ __________________________________
Revenu
Meneur Concurr.
Gr. qi ‘12 ‘13 qi q q
1 0 0 263377 0 2625 0
2 0 0 256 718 0 41 475 0
3 0 0 182523 0 1925 0
4 0 0 198472 0 0 0
5 0 0 163160 0 6300 0
Total 1 064 250 52 325
8.4.1.2 Augmentation du nombre d’inventaires.
On considère une augmentation de l’offre de chambres et de la demande
dans une même proportion pour tous les groupes. Les nouvelles données sont
présentées aux tableaux 8.13, 8.14, et 8.15. Les inventaires du concurrent ont
maintenant des prix beaucoup plus bas pour des qualités de service moindres.
Tableau 8.13 — Paramètres du
m nd èÏe
Paramètre Valeur
Fenêtre (W) 12
# Durée de séjour (la) 4
Groupes 5
# Qualité de service 3
#Variables 2211
# Restrictions 3 168
Taux de remplissage 19,35 ¾
Tableau 8.14 — Caractérisation de la
demande
Gr. Groupe ChambresTotal ° J
1 23,20 % 1 672
2 28,70% 2069
3 16,10 ¾ 1 156
4 17,70 % 1 273
5 14,30 % 1 030
Total 100%] 7200
G
Dans ce cas, l’augmentation de la demande a une répercussion sur le revenu du
meneur car son inventaire H2 augmente son taux de remplissage et compense
pour la baisse du prix T3 (voir les tableaux 8.16, 8.17 et 8.18).
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Tableau 8.15
— Addition d’inventaire pour le meneur et les concurrents avec le
modèle 4
Inventaires Prix Base
Inventaire Capacités Distance q q3
H1 300 10 ? ? ?
H2 100 12 ? ? ?
H3 200 9 ? ? ?
H4 500 11 160 190 260
H5 500 13 150 180 250
H6 500 8 140 205 270
H7 500 25 130 150 290
H8 500 12 125 145 275
Tableau 8.16 — Prix réels obtenus pour le meneur
Prix Base
Inventaire qi q2 q3
H1 84 161 202,7
H2 70 145 186,7
H3 91 169 211
Tableau 8.17 — Affectation de la demande avec le modèle 4
Affectation de la demande
Meneur Concurr.
0/o 0,9/oÔ*
2 0% 0% 88,6% 0% 11,4% 0%
,, no! no! n’)o/ no! ,oo! no!Y u !o u io Yu,L io u !o 3,0 ,o u ,o
,1 n o! n o! 1 nn o! n o! n o! n o!
‘± u !o u io iuu !o u io u ,o u ,o
5 no! no, no’o! no! 1’70! no!u ,o u !o Yu,i ,o u ,o 1,1 ,o u ,o
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Tableau 8.18 — Revenu avec le modèle 4 après addition d’inventaires
Revenu
Meneur Concurr.
Gr. qi q2 q3 qi q2 q3
1 0 0 334082 0 2175 0
2 0 0 380 768 0 34 075 0
3 0 0 225210 0 6380 0
4 0 0 268221 0 0 0
5 0 O 192722 O 2610 0
Total ] 1401 003 45 240
Tableau 8.19 — Inventaires après une augmentation dans le nombre de qualités
de service modèle 4
Inventaires Prix Base
Inventaire Capacités Distance qi q2 q3 q4 q5
H1 300 10 ? ? ? ? ?
H2 100 12 ? ? ? ? ?
H3 500 11 160 190 260 540 600
lI4 500 13 150 180 250 750 800
H1 122 198 239,7 261
FI2 108 185 223,7 245
273
257
8.4.1.3 Augmentation dans le nombre de qualités de service.
On augmente les qualités de service de niveau supérieur selon le tableau 8.19.
Les prix du meneur sont très bas en comparaison avec la concurrence. Le meneur
conserve les clients de qualité supérieure q5 et le concurrent retient des clients
en q2. ses prix étant très élevés pour les autres qualités de service q, q3, q4 et q5
voir les tableaux 8.20, 8.21 et 8.22.
Tableau 8.20 — Prix réels obtenus pour le meneur
Prix Base
Inventaire qi q2 q3 q4 q5
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Tableau 8.21 — Affectation de la demande avec le modèle 4, après l’analyse de
sensibilité 3
Affectation de la demande
Meneur Concurr.
5 0% 0% 0% 0% 96,0% 0% 4,0% 0% 0% 0%
Tableau 8.22 — Revenu du modèle 4, après l’analyse de sensibilité 3
Revenu
-
Meneur Concurr.
Gr. qi q2 q3 q4 q5 qi q2 q3 ‘14 ‘15
1 0 0 0 0 300910 0 2850 0 0 0
2 0 0 0 0 292383 0 45030 0 0 0
3 0 0 0 0 206 148 0 3 230 0 0 0
4 0 0 0 0 226044 0 0 0 0 0
5 0 0 0 0 188 615 0 5 700 0 0 0
Total 1 214 100 56 810
Tableau 8.23
— Diminution d’une qualité de service
Inventaires - Prix Base
Inventaire Capacités Distance q’ q
H1 300 10 ? ?
H2 100 12 ? ?
FI3 500 11 160 190
H1 500 13 150 180
8.4.1.4 Diminution à deux qualités de service.
Dans cette analyse de sensibilité on a simplifié l’offre de service à deux qua
lités. Le tableau 8.23 présente les changements obtenus. Les résultats indiquent
un maintien des prix pour les qualités de service q, et q2• On peut voir un chan
gement dans l’affectation de la demande. Le meneur conserve les groupes Gr. 1
et Gr. 4 tel qu’illustré au tableau 8.25. Le meneur ne peut pas accueillir la totalité
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Tableau 8.24 — Prix réels obtenus pour le meneur
Prix Base
Inventaire qi ‘72
H1 122 198
FI2 108 185
Tableau 8.25 — Affectation de la demande avec le modèle 4, après l’analyse de
sensibilité 4
_____ ____________________________
Affectation de la demande
Meneur Concurr.
Gr. qi ‘72 q2
1 0% 100% 0% 0%
2 no! nnooi no! n’,oiu io ‘‘,O b U bo U,. /0
3 0% 84,6% 0% 15,4%
4 0% 100% 0% 0%
5 0% 76,5% 0% 23,5%
du groupe Gr. 5 et ce dernier se retrouve chez la concurrence. Il est intéressant de
remarquer la ressemblance entre les groupes Gr. 1 et Gi 5 (c.f. tx et /3). Le groupe
Gr. 5 contient beaucoup plus des clients que le groupe Gi 1 et il est avanta
geux pour le meneur. On remarque aux tableaux 8.24 et 8.25, que 2 chambres
sont allouées pour le groupe Gr. 2 au concurrent (I-13) pour un jour, contre 2
chambres pour 4 jours pour des clients du groupe Gr. 1 dans l’inventaire H1 (car
2 x 4 x 198 > 2 x 198). La même analyse peut se faire avec le groupe Gr. 3 .
8.4.1.5 Analyse de sensibilité 5.
Dans cette analyse de sensibllité, on désire observer la réaction des clients
suite à une baisse importante de la valeur de la qualité de service qy de H3 tel
que modifié au tableau 8.27. Le tableau 8.28 indique que le meneur baisse le prix
qi de H2. La modification n’a aucun effet sur son revenu mais modifie celui de
la concurrence (voir le tableau 8.30). Le tableau 8.29 montre que le groupe Gr. 2
1C’est un exemple ou le déplacement ou le “fractionnement” ne produit pas une augmenta
tion du revenu, c’est-à-dire, si on prend toute la demande comme des réservations d’une seule
nuit, le revenu pour le meneur reste le même.
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Tableau 8.26 — Revenu du modèle 4, après l’analyse de sensibilité 4
Revenu
Meneur Concurr.
Gr. qi ‘12 ‘71 ‘12
1 0 218601 0 0
2 0 258588 71 380
3 0 129323 W 22610
4 T 163944 1i O
5 0 108844 0 32040
Total 879 300 55 030
Tableau 8.27 — Modification du prix de q d’uii concurrent avec le modèle 4
Inventaires Prix Base
Inventaire Capacités Distance qi ‘12 ‘13
H1 300 10 ? ? ?
H2 100 12 ? ? ?
H3 500 11 110 190 260
H1 500 13 150 180 250
117 198
H2 103 185
239,7
223,7
migre vers la qualité de service q de H3, ce dernier groupe valorisant très peu
Tableau 8.28 — Prix réels obtenus pour le meneur
Prix Base
Inventaire
‘11 ‘72 ‘73
H1
la qualité de service.
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Tableau 8.29
— Affectation de la demande avec le modèle 4, après l’analyse de
sensibilité 5
Affectation de la demande
Meneur Concurr.
G.
‘ii q2 q3 q2 q3
1 0% 0% 98,7% 0% 1,3% 0%
2 00/ nO! 01 00! 701 oi no! 00!u io u io 01,;’ /0 10,1 /0 U /0 u !o
‘] no! no! 0700! no! no!3 U ,o u ,o Y/,O /0 U /0 /0 U /0
A n o! n 0! 1 nn o! n o! n O! n o!
‘± u !O u io IUU /0 u b u b U /0
t no! no! fl0o! 00! ,lnO! no!3 U io u ,o ;‘U,U /0 U /0 ‘±,u /0 U /0
Tableau 8.30
— Revenu avec le modèle 4, après l’analyse de sensibilité 5
Revenu
Meneur Concurr.
Gr. q3 q2
1 0 0 263457 0 2850 0
2 Ô ii 256718 26070 0 0
3 5 0 181085 0 3230 0
4 0 0 198 472 0 0 0
5 W 71 164518 0 5400 W
Total f ïi4 250 37 550
oCHAPITRE 9
CINQUIÈME MODÈLE : N GROUPES D’USAGERS, N HÔTELS ET TROIS
CRITÈRES AVEC N SCÉNARIOS (NN3N)
Nous introduisons dans ce chapitre un grand changement par rapport aux
modèles précédents en considérant un objectif probabiliste. Il est très difficile
d’introduire dans un modèle biniveau un modèle de demande stochastique tels
que les modèles de choix discret (Logit ou Probit). On peut toutefois utiliser une
information partielle sur la demande et produire un nombre réduit de scénarios
de demande.
Ainsi, l’objectif du modèle peut être de maximiser l’espérance des scénarios
pénalisés par leur déviation vers la moyenne pondérée en valeur absolue .
Comme on désire que le résultat s’ajuste bien à tous les scénarios, il est né
cessaire de pénaliser les solutions ayant une grande variation. Le modèle est
proche des modèles de contrôle optimal puisque la pénalité introduit une forme
de risque dans la décision 2• Notons que la fonction objectif demeure non li
néaire.
L’objectif ainsi défini permet de trouver le prix et les booking limits les plus
convenables en tenant compte des choix des clients et des prix des concurrents
dans chaque scénario. On peut noter que le modèle est facilement modifiable
pour inclure des changements de prix des concurrents ou des capacités sur
chaque scénario.
La formulation antérieurement utilisée est modifiée pour ajouter un dernier
indice représentant un scénario (E).
1La moyenne pondérée peut produire des prix qui ne seront pas raisonnables pour certains
scénarios.
211 est possible de linéariser la valeur absolue.
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9.1 Fonnulation.
Comme dans le modèle précédent, nous conservons les paramètres et en
sembles qui correspondent à l’inclusion de plusieurs inventaires. Les notations
adaptées sont maintenant:
E : Ensemble des scénarios considérés, e e E.
A : Ensemble des inventaires du meneur.
B : Ensemble des inventaires des concurrents.
K : Poids de la pénalité.
t Probabilité du scénario e e E.
T,q t Prix de l’inventaire i e A u B, pour la qualité de service q e C dans
le scénario e e E.
Capacité maximale de l’inventaire a e A, pour la qualité de service.
K’ t Capacité maximale de l’inventaire b e B, pour la qualité de service.
t Prix perçu de l’inventaire i e {A u B}.
de,j,g,ï t Demande pour le jour j e W, t e S, g e G, pour le scénario e e E
Xjgjq : Demande pour le jour j e W, Ï e S, g e G, q e C, pour le scénario
e e E.
Le prix perçu pour les clients du groupe g e G est:
= {T+gÀi+g} ,Vq e C,Vq e C,i e {AuB}. (9.1)
Dans ce modèle, nous avons:
— Objectif pour le premier niveau t Maximiser les revenus tout en minimi
sant l’écart de revenus en valeur absolue sur tous les hôtels (inventaires),
en considérant les différents scénarios.
— Objectif pour le second niveau t Minimiser la somme pondérée des “coûts
apparents” pour tous les séjours dans tous les inventaires hôteliers dans
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chacun des différents scénarios.
— Contraintes du modèle (au second niveau):
i) Le respect de la capacité maximale de chaque inventaire.
ii) La demande de chaque groupe doit être satisfaite pour chaque jour et
chaque durée de séjour.
iii) Les Booking limits de chaque groupe des clients (le nombre de clients
par groupe) sur chaque inventaire doivent être non négatifs.
Le modèle se formule ainsi:
lEI w
nax Pe Ï X X Xiglq
e=1 j=1 a,g,Ï,q
lEI w lEI w
Pe Ï x X Xjgtq
— Pe Ï X X Xigtq
e=1 j=1 a,g,I,q e=1 j=1 a,g,t,q
g e G,Vq E C,VÏ E S
lEI w f
Pe 1 X X Xjglq + Ï X X yjgiq
e=1 j=1 a,b g,Ï,q g,l,q
Vg E G,Vq E C,VÏ E S
s.l.c
{Ex,jïqg+ x,[(i_t+1)mouwÏ,Ï,q,g} <Ko, Va E A,Vj E W,Ve e E
qECgG leS k>1l>k
{Ey,j,i,q,g+ <Kb, Vb E B,VJ E W,Ve E E
qeCgEG leS k>11>k
Xi + Y,j,g,l,q = 1e,j,g,l Ve E E,Vj E W,Vg E G,VÏ E S
aeA qeC beB qEC
,j,g,1,q’ Y,j,g,i,q O
Ve E E,Va E A,Vb E B,Vj E W,Vg E G,Vq E C,VÏ ES
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9.2 Reformulation matricielle.
Les matrices conservent les mêmes définitions que pour le modèle antérieur.
Nous devons introduire une nouvelle matrice:
P : Matrice diagonale, [P]
= Pc, Ve E E. Cette matrice représente les pro
babilités de chaque scénario.
On obtient le modèle sous forme matricielle:
max p [ TUx,q] - KP [ TU%q] - P[ Tfl4,q]gG gEG geG
qeC qeC qC
aA aA UEA
s.1.c
[ 4q%q + ,q4,q]ii’ b gG geG
qEC qEC
aEA bEB
+ Abx,q] [dg]e, g E G,e E E ({lJg]e)
qEC qC e
bEB
[GUxq] <Ka, va E A,e E E ([a]e)
qEC
[Gb4q] <Kb, Vb E B,e E E ([vble)
qEC
[4,qle {4q]e > O, g E G, n E A, b E B, e E E et q E C.
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9.2.1 Transformation en un modèle à un seul niveau.
Le dual du problème de deuxième niveau est:
max [ + vKb + i7gdg]eEE aA bEB gEG C
s.l.c
[igA +Ga] [ir], a E A,g E G,q E C ([x,q]e)
[llgAb+vbGb]e [7T,q]e, b E B,g E G,q E C ([x,q]e)
[], [va] O
[17g] libre, Vg E G.
On peut écrire les conditions d’optimalité:
Faisabilité du problème primal:
[ + Ab4,q] = [dg]e, g E G,e E E ([ligie)qC qEC e
nEA bEB
[Gflxq] <Ko, Va E A,e E E ([])
qEC
[Gb4q] <Kb, Vb E B,e E E ([vb]e)
qEC
[x,q]e, [4q]e > 0, g E G, a E A, b E B, e E E et q E C.
Faisabilité du problème dual:
[l7gAa +aG11]e [7T,q]e, fl E A,g E G,q E C ([x,q]e)
[17gAb+vbGb]e {TC,q]e, b E B,g E G,q E C ([4,q]e)
[a], [vb] 0
[17g] libre, Vg E G.
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Comme auparavant les contraintes de complémentarité redondantes on été en
levées. On peut faciliter la lecture du modèle en posant:
[(a,.. . , b)] [(c,. . . , d)] = [(ac,. . . ,bd)]
On obtient alors:
[Ï [(Ko — G”xq)1 = 0, Va E A (9.2)
gEG
qeC
[—vb] [(Kb — Gbx,q)] 0, Vb E B (9.3)
gE G
qeC
[%ql [(rr,q — lJgAa — 11G)] = 0, a E A,g E G,q e C (9.4)
[4,ql {(rr,q — ;jgAb — vbGb)] 0, b e B, g E G, q e C. (9.5)
Les scénarios sont implicitement représentés dans les composantes des vecteurs.
On peut linéariser la fonction objectif par manipulation algébrique en utilisant
les équations suivantes:
[x,q] [(7T,q
— 1JgA
— G)] = 0, Va E A,g e G,q e C
Avec le même développement que pour le modèle antérieur, on peut poser:
Y(x,ij,,v)
= [L T114q] =
gE G
qEC
nEA
= [L { L ;Jgdg — L (q4q + gÀ4,q + gX,q) + L vbKb + L 11Ka}]nEA gEG gEG q bEB UEA
qEC
En utilisant le théorème de Yu et Li [27, 421, on linéarise la valeur absolue pour
l’objectif de premier niveau. On introduit une variable auxiliaire []e pour chaque
scénario et on obtient finalement le modèle suivant.
02
max Tax]
_KP{[E T11 x,ql _P[ T11 x,q] +2o}
gEG gG gG
qeC qEC qEC
11EA aEA aA
s.’.c
[[ T114,q] — T4,] + o] o,
gEG gEG e
qEC qEC
aEA UEA
[ A”X,q + AbX,q1e = [dg]e, g E G,q E C
qEC qEC
[G4,q]eK, nEA
gE G
qEC
[ Gbx,q]e <Kb, b E B
gEG
qEC
[17gA11 + G’1], [74,qle g E G, q E C, a E A
[llgAb + VbGb]e [7r,q1e, g E G, q E C, b E B
[a]e [(K11 — G11x,q)1e = 0, a E A
g G
qEC
— [Vb]e [(Kb — Gb4,q)]e = 0, b E B
gEG
qEC
[x,qt7Tq — 17gA11
— aG11)]e = 0, g E G,q E C,a E A
[4,q(7r,q — lgAb — VbGb)]e = 0, g E G,q E C, b E B
[xq], [xq] >0, g E G,a E A,b E B
[a],[vb]<O aEA,bEB
[‘7g] libre,g E G
0>0.
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Ce modèle plus réaliste est plus difficile à résoudre et dépasse le cadre de ce
projet de maîtrise. Il devrait faire l’objet de recherche future.
oCHAPITRE 10
CONCLUSION
Nous avons proposé dans ce mémoire plusieurs modèles de tarification et
d’allocation de capacité basés sur le paradigme de la programmation mathé
matique à deux niveaux pour le domaine hôtelier Les résultats obtenus nous
permettent de conclure que pour les modèles 1 à 4, nous pouvons déterminer
les prix réels et les allocations de capacités d’équilibre en tenant compte de plu
sieurs critères. En particulier, la prise en compte des différents points d’attrac
tion est un aspect nouveau et important, qui se rencontre dans des zones avec
une grande demande hôtelière pour certains événements, tels tes championnats
de football, les olympiades, etc. Pour ces modèles, on a pu optimiser le revenu
du meneur à l’aide de la reformulation en nombres entiers pour des tailles rai
sonriables.
La structure de réseau pour l’industrie hôtelière est plus simple que celle
des modèles de taxation routière et celle de l’industrie aérienne, même si elle
relève du même paradigme. Les difficultés provenant des limitations de capa
cité sont confinées aux structures hôtelières (inventaires) rendant plus facile la
résolution de ces problèmes. Chaque modèle n’utilise qu’un nombre réduit de
restrictions par jour (arcs avec restriction). Les modèles routiers et de transport
aérien contiennent des arcs multiples avec limitations de capacités. Dans le cas
hôtelier, les difficultés d’affectation provenant des différentes durées de séjour
sont négligeables.
L’analyse des résultats nous permet de constater que les prix optimaux sont
peu sensibles aux modifications de distribution de la demande (nombre de grou
pes, proportions de chaque groupe, et taux de remplissage). Cependant, ils sont
très sensibles à la valorisation des critères de distance (ix) et de la qualité de ser
vice (/3) ainsi qu’aux prix des concurrents. Les informations les plus pertinentes
sont les prix d’équilibre. Dans tous les cas, le modèle est stable par rapport aux
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changements de durée de séjour.
Une analyse des résultats nous permet également d’observer que les solu
tions ne sont pas uniques et qu’il existe plusieurs schémas d’allocation opti
maux. Cette dégénérescence entraîne des problèmes dans la résolution. Pour les
modèles présentés, il a été nécessaire de raffiner la modélisation afin d’obtenir
des résultats en un temps raisonnable, les grandes constantes (“big-M”) appor
tant des problèmes numériques. Il pourrait être intéressant de développer une
technique de branchement adaptée à la structure particulière des modèles. La fa
cilité relative de résolution nous permet de penser que l’obtention de solutions
entières devient envisageable pour des applications réelles.
Les résultats obtenus sont très encourageants et nous permettent d’envisager
la résolution du modèle 5 qui est beaucoup plus complexe. Ce dernier modèle
présente beaucoup plus de défis du point de vue de la programmation mathé
matique.
Par la nature dynamique des environnements d’affaires, il devient très inté
ressant de poursuivre avec des modèles dynamiques où l’on introduit de nou
veaux critères dans la perception des clients. Il serait très intéressant de mo
déliser la fidélité des clients, les changements de dates de séjour ou de durée de
séjour. Un aspect très intéressant est la modélisation d’inventaires emboîtés avec
différents coûts et revenus selon l’inventaire, la qualité de service, et la durée de
séjour.
Les modèles présentés montrent plusieurs limitations les modèles déter
minent simultanément la tarification et l’allocation sur plusieurs jours. Le cas où
les inventaires sont complets provoque le détournement vers des inventaires de
moindre intérêt pour les clients donc la répartition favorise le meneur. Les mo
dèles sont complètement déterministes et ne tiennent pas compte des aspects
dynamiques dans le processus de réservation. Nous utilisons un modèle d’af
fectation linéaire déterministe des clients (et donc extrémal) alors qu’un modèle
probabiliste avec choix discrets serait probablement plus approprié, au prix ce
pendant d’une complexité supplémentaire. Dans un cas réel, il faut également
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déterminer les prix et les booking Ïimits de chaque qualité de service sur une base
quotidienne.
Un aspect non abordé dans les modèles et qui serait facile à introduire est l’in
clusion des ensembles de réservations, c’est-à-dire, la modélisation d’un grand
nombre de réservations semblables qui ne peuvent pas être séparées. Une autre
approche intéressante est de considérer les prix de la concurrence comme une
fonction linéaire de la demande totale (taux de remplissage), pour déterminer de
façon plus précise la réaction de la concurrence aux prix d’équilibre. La modéli
sation de périodes de pointe ou modélisation des événements spéciaux présente
aussi des défis importants, le meneur pouvant espérer des revenus supplémen
taires.
Le paradigme de la programmation mathématique à deux niveaux est un ou
til de modélisation extrêmement puissant pour les industries de services dans
un contexte de gestion du revenu. Nous croyons que les modèles et les résul
tats exposés dans ce mémoire représentent une contribution intéressante dans le
domaine hôtelier.
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Annexe I
Formulation [26]
Annexe 1 Modèle non linéaire de Lai et Ng
Un scénario, s e
Ensemble de tous les scénarios possible.
Demande pour le check-in en i et check-out on j.
“Booking-limit” par classe check-in en j et check-out
on j.
La capacité maximale de l’inventaire.
Paramètre de pénalités sur le manque de capacité.
Revenu pour une chambre le jour i en check-out le jour j
G
max { lJs rrxq — À s rcxq —s=1 i=O j=i+1 s=1 i=O j=i+f
- ZViJU
-
xjj }s=1 i=O j=i+I
(Vs
s=1 i=O ji+1
s
Q
Ui)
zuji
C
ï-vii
pour le scénario s.
Probabilité d’un scénario s.
À : Taux de risque du manager.
Le modèle:
oxvii
s.1.c.
k—I T T k—I
x1+ x—Lx<C, Vk=1,...,(T—1)
i=O j=k+1 j=k+1 i=O
T
xoi C,
j=1
xq <max {u}.
x1>O VsEQ,O<i<j<T.
Le modèle est non linéaire et permet l’inclusion des surréservations (avec irne
légère modification sur les contraintes). Le paramètre de risque du manager (À)
permet d’ajouter de la flexibilité et de diminuer le poids des termes non linéaires.
Annexe II
Annexe 2: Modèle non linéaire de Liu et Lu
Formulation [28]
T : Fenêtre de temps de l’optimisation.
u : Facteur de surréservations.
Q : Ensemble de toutes les demandes.
S : Nombre total de demandes, S = Q.
C : La capacité maximale de l’inventaire
Revenu pour une chambre le jour i en check-out le jour j.
Pénalité pour une chambre vendue en surréservation le
jour i(s) en check-out le jour j(s), pour le client s.
1i(s)j(s) : La demande pour un chambre le jour i(s) en check
out le jour j(s).
x1 : Le “booking-limit” de chambres à vendre le jour i en
check-out le jour j.
Yj Yi(s)J(s) 1, si la sjC’ demande pour le jour j en check-out le jour j
a été acceptée, O sinon.
Le modèle:
max
i=O j=i+1 s=1
oxix
s.’.c.
k—1 T T k—1
E E x1+ E XkJ—EXjk<U.C, Vk=1,...,(T—1)
i=O j=k+1 j=k+1 i=O
T
E-oj <. C,
j=1
s
=
dy1, Vi, j, O < j <j < T (11.1)
x1>O, Vi,j,O<i<j<T
y1e{O,l}, Vi,j,Oi<jT.
Dans le modèle, la capacité est limitée et la pénalisation s’applique à toutes
les unités de demande qui n’ont pas pu entrer dans l’inventaire. Par la restric
tion (11.1) et la pénalisation sur l’objectif, le résultat paraît sous-optimal. Mais il
ne l’est pas, car il reproduit l’acceptation ou le refus de réservations apparentées
comme celui des groupes (“crews”), familles, groupes de tourisme, etc.
Selon les auteurs le modèle peut être vu comme un problème de sac à dos
(“knapsack”) et un algorithme heuristique glouton est proposé pour sa résolu
tion.
