A formula for the R-matrix using a system of weight preserving
  endomorphisms by Tingley, Peter
ar
X
iv
:0
71
1.
48
53
v3
  [
ma
th.
RT
]  
22
 A
pr
 20
10
A FORMULA FOR THE R-MATRIX USING A SYSTEM OF
WEIGHT PRESERVING ENDOMORPHISMS
PETER TINGLEY
Abstract. We give a formula for the universal R-matrix of the quantized
universal enveloping algebra Uq(g). This is similar to a previous formula due to
Kirillov-Reshetikhin and Levendorskii-Soibelman, except that where they use
the action of the braid group element Tw0 on each representation V , we show
that one can instead use a system of weight preserving endomorphisms. One
advantage of our construction is that it is well defined for all symmetrizable
Kac-Moody algebras. However we have only established that the result in
equal to the universal R-matrix in finite type.
1. Introduction
Let g be a finite type complex simple Lie algebra and Uq(g) the corresponding
quantized universal enveloping algebra. In [KR] and [LS], Kirillov-Reshetikhin and
Levendorskii-Soibelman developed a formula for the universal R-matrix
(1) R = (X−1 ⊗X−1)∆(X),
where X belongs to a completion of Uq(g). The element X is constructed using the
braid group element Tw0 corresponding to the longest word of the braid group, and
as such only makes sense when g is of finite type.
The element X in (1) defines a vector space endomorphism XV on each repre-
sentation V of Uq(g), and in fact X is defined by the system of endomorphisms
{XV }. Furthermore, any natural system of vector space endomorphisms {EV } can
be represented as an element E in a certain completion of Uq(g) (see [KT]). The
action of the coproduct ∆(E) on a tensor product V ⊗W is then simply EV⊗W .
Thus the right side of (1) is well defined if X is replaced by E = {EV }.
In this note we consider the case where g is a symmetrizable Kac-Moody algebra.
We define a system of weight preserving endomorphisms Θ = {ΘV } of all integrable
highest weight representations V of Uq(g). When g is of finite type, we show that
(2) R = (Θ−1 ⊗Θ−1)∆(Θ),
where the equality means that, for any type 1 finite dimensional modules V and
W , the actions of the two sides of (2) on V ⊗W agree. We expect this remains
true in other cases, although this has not been proven.
Our endomorphisms ΘV are not linear over the field C(q), but are instead com-
patible with the automorphism which inverts q. For this reason, Θ cannot be
realized using an element in a completion of Uq(g), and it is crucial to work with
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systems of endomorphisms. There is a further technically in that ΘV actually de-
pends on a choice of global basis for V . Nonetheless, we give a precise meaning to
(2).
This note is organized as follows. In Section 2 we fix notation and conventions.
In Section 3 we review the universal R-matrix. In Section 4 we review a method
developed by Henriques and Kamnitzer [HK] to construct isomorphisms V ⊗W →
W ⊗ V . In Section 5 we state some background results on crystal bases and global
bases. In Section 6 we construct our endomorphism Θ. In Section 7 we prove our
main theorem (Theorem 7.11), which establishes (2) when g is of finite type. In
Section 8 we briefly discuss future directions for this work.
1.1. Acknowledgements. We thank Joel Kamnitzer, Noah Snyder, and Nicolai
Reshetikhin for many helpful discussions.
2. Conventions
We must first fix some notation. For the most part we follow [CP].
• g is a symmetrizable Kac-Moody algebra with Cartan matrix A = (aij)i,j∈I
and Cartan subalgebra h.
• 〈·, ·〉 denotes the paring between h and h⋆ and (·, ·) denotes the usual symmetric
bilinear form on either h or h⋆. Fix the usual elements αi ∈ h
⋆ and Hi ∈ h, and
recall that 〈Hi, αj〉 = aij .
• di = (αi, αi)/2, so that (Hi, Hj) = d
−1
j aij and, for all λ ∈ h
∗, (αi, λ) =
di〈Hi, λ〉.
• B is the symmetric matrix (d−1j aij).
• ρ ∈ h∗ satisfies 〈Hi, ρ〉 = 1 for all i. Note that this implies (αi, ρ) = di. If A is
not invertible this condition does not uniquely determine ρ, and we simply choose
any one solution.
• Hρ is the element of h such that, for any λ ∈ h
∗, 〈Hρ, λ〉 = (ρ, λ). In particular,
〈Hρ, αi〉 = di for all i.
• Uq(g) is the quantized universal enveloping algebra associated to g, generated
over C(q) by Ei, Fi for all i ∈ I, andKH forH in the coweight lattice of g. As usual,
let Ki = KdiHi . For convenience, we recall the exact formula for the coproduct:
(3)

∆Ei = Ei ⊗Ki + 1⊗ Ei
∆Fi = Fi ⊗ 1 +K
−1
i ⊗ Fi
∆KH = KH ⊗KH
and the following commutation relations
(4) KHEiK
−1
H = q
〈H,αi〉Ei and KHFiK
−1
H = q
−〈H,αi〉Fi.
At times it will be necessary to adjoin a fixed k-th root of q to the base field C(q),
where k is twice the dual Coxeter number of g.
• [n] = q
n−q−n
q−q−1 , and X
(n) = X
n
[n][n−1]···[2] .
• Fix a representation V of Uq(g) and λ ∈ h
∗. We say v ∈ V is a weight vector
of weight λ if, for all H ∈ h, KH(v) = q
〈H,λ〉v.
• λ ∈ h∗ is called a dominant integral weight if 〈Hi, λ〉 ∈ Z≥0 for all i.
• For each dominant integral weight λ, Vλ is the type 1 irreducible integrable
representation of Uq(g) with highest weight λ.
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• Bλ is a fixed global basis for Vλ, in the sense of Kashiwara (see [K]). bλ and
blowλ are the highest weight and lowest weight elements of Bλ respectively.
3. The R-matrix
We briefly recall the definition of a universal R-matrix, and the related notion
of a braiding.
Definition 3.1. A braided monoidal category is a monoidal category C, along with
a natural system of isomorphisms σbrV,W : V ⊗W → W ⊗ V for each pair V,W ∈ C,
such that, for any U, V,W ∈ C, the following two equalities hold:
(5)
(σbrU,W ⊗ Id) ◦ (Id⊗ σ
br
V,W ) = σ
br
U⊗V,W
(Id⊗ σbrU,W ) ◦ (σ
br
U,V ⊗ Id) = σ
br
U,V⊗W .
The system σbr := {σbrV,W } is called a braiding on C.
Let ˜Uq(g)⊗ Uq(g) be the completion of Uq(g) ⊗ Uq(g) in the weak topology
defined by all matrix elements of representations Vλ ⊗ Vµ, for all ordered pairs of
dominant integral weights (λ, µ).
Definition 3.2. A universal R-matrix is an element R of ˜Uq(g)⊗ Uq(g) such that
σbrV,W := Flip ◦R is a braiding on the category of Uq(g) representations.
Note in particular that, since the braiding is an isomorphism, R must be invert-
ible. It is central to the theory of quantized universal enveloping algebras that,
for any symmetrizable Kac-Moody algebra g, Uq(g) has a universal R-matrix. The
universal R-matrix is not truly unique, but there is a well-studied standard choice.
See [CP] for a thorough discussion when g is of finite type, and [L] for the general
case.
When g is of finite type, the R-matrix can be described explicitly as follows.
Note that the expression below is presented in the h-adic completion of Uh(g),
whereas here we are working in Uq(g). However, it is straightforward to check
that this gives a well defined endomorphism of V ⊗W for any integrable highest
weight Uq(g)-representations V and W , with the only difficulty being that certain
fractional powers of q can appear.
Theorem 3.3. (see [CP, Theorem 8.3.9]) Assume g is of finite type. Then the
standard universal R matrix for Uq(g) is given by the expression
(6) Rh = exp
h∑
i,j
(B−1)ijHi ⊗Hj
∏
β
expqβ
[
(1 − q−2β )Eβ ⊗ Fβ
]
,
where the product is over all the positive roots of g, and the order of the terms is
such that βr appears to the left of βs if r > s. 
We will not explain all the notation in (6), since the only thing we use is the fact
that Eβ acts as 0 on any highest weight vector, and so the product in the expression
acts as the identity on bλ ⊗ c ∈ Vλ ⊗ Vµ.
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4. Constructing isomorphisms using systems of endomorphisms
Here and throughout this note a representation of Uq(g) will mean a direct sum
of possibly infinitely many of the irreducible integrable type 1 representations Vλ.
We note that the category of such representations is closed under tensor product.
When g is of finite type, we can restrict to finite direct sums, or equivalently finite
dimensional type 1 modules, since this category is already closed under tensor
product.
In this section we review a method for constructing natural systems of isomor-
phisms σV,W : V ⊗W →W ⊗ V . This idea was used by Henriques and Kamnitzer
in [HK], and was further developed in [KT]. The data needed to construct such a
system is:
(i) An algebra automorphism Cξ of Uq(g) which is also a coalgebra anti-
automorphism.
(ii) A natural system of invertible vector space endomorphisms ξV of each
representation V of Uq(g) which is compatible with Cξ in the sense that
the following diagram commutes for all V :
V YY
ξV // V YY
Uq(g)
Cξ
// Uq(g).
It follows immediately from the definition of coalgebra anti-automorphism that
(7) σξV,W := Flip ◦ (ξ
−1
V ⊗ ξ
−1
W ) ◦ ξV⊗W
is an isomorphism of Uq(g) representations from V ⊗W to W ⊗ V , where Flip is
the map from V ⊗W to W ⊗ V defined by Flip(v ⊗ w) = w ⊗ v.
We will normally denote the system {ξV } simply by ξ, and will denote the action
of ξ on the tensor product of two representations by ∆(ξ). This is justified since,
as explained in [KT], ξ in fact belongs to a completion of Uq(g), and the action of
ξ on V ⊗W is calculated using the coproduct. With this notation σξ := {σξV,W }
can be expressed as
(8) σξ = Flip ◦ (ξ−1 ⊗ ξ−1) ◦∆(ξ).
In the current work we require a little more freedom: we will sometimes use
automorphisms Cξ of Uq(g) which are not linear over C(q), but instead are bar-
linear (i.e. invert q). This causes some technical difficulties, which we deal with
in Section 6. Once we make this precise, we will use all the same notation for a
bar-linear Cξ and compatible system of C vector space automorphisms ξ as we do
in the linear case, including using ∆(ξ) to denote ξ acting on a tensor product.
Comment 4.1. Since the representations we are considering are all completely
reducible, to describe the data (Cξ, ξ) it is sufficient to describe Cξ and to give the
action of ξVλ on any one vector v in each irreducible representation Vλ. This is
usually more convenient then describing ξVλ explicitly. Of course, the choice of Cξ
imposes a restriction on ξVλ(v), so when we give such a description of ξ, we must
check that the action on our chosen vector in each Vλ is compatible with Cξ.
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Comment 4.2. If Cξ is an coalgebra automorphism as opposed to a coalgebra anti-
automorphism, the same arguments show that (ξ−1V ⊗ξ
−1
W )◦ξV⊗W : V ⊗W → V ⊗W
is an isomorphism.
5. Crystal bases and Global bases
In order to extend the construction described in the Section 4 to include bar
linear ξ, we will need to use some results concerning crystal bases and global bases.
We state only what is relevant to us, and refer the reader to [K] for a more complete
exposition. Unfortunately, the conventions in [K] and [CP] do not quite agree. In
particular, the theorems from [K] that we will need are stated in terms of a different
coproduct, so we have modified them to match our conventions.
Definition 5.1. Fix an integrable highest weight representation V of Uq(g). Define
the Kashiwara operators F˜i, E˜i : V → V by linearly extending
(9)
{
F˜i(F
(n)
i (v)) = F
(n+1)
i (v)
E˜i(F
(n)
i (v)) = F
(n−1)
i (v).
for all v ∈ V such that Ei(v) = 0.
Definition 5.2. Let A∞ = C[q
−1]0 be the algebra of rational functions in q
−1 over
C whose denominators are not divisible by q−1.
Definition 5.3. A crystal basis of a representation V (at q =∞) is a pair (L, B˜),
where L is an A∞-lattice of V and B˜ is a basis for L/q
−1L, such that
(i) L and B˜ are compatible with the weight decomposition of V .
(ii) L is invariant under the Kashiwara operators and B˜ ∪ 0 is invariant under
their residues ei := E˜
(modq−1L)
i , fi := F˜
(mod q−1L)
i : L/q
−1L → L/q−1L.
(iii) For any b, b′ ∈ B˜, we have eib = b
′ if and only if fib
′ = b.
Definition 5.4. Let (L, B˜) be a crystal basis for V . The highest weight elements
of B˜ are those b ∈ B˜ such that, for all i, ei(b) = 0.
Proposition 5.5. (see [K]) Each Vλ has a crystal basis (Lλ, B˜λ). Furthermore,
(Lλ, B˜λ) has a unique highest weight element, and this occurs in the λ weight space.

Theorem 5.6. [K, Thoerem 1] Let V,W be representations with crystal bases
(L, A˜) and (M, B˜) respectively. Then (L⊗M, A˜⊗ B˜) is a crystal basis of V ⊗W .
Furthermore, the highest weight elements of A˜ ⊗ B˜ are all of the form ahigh ⊗ b,
where ahigh is a highest weight element of A˜. 
Definition 5.7. Let (Lλ, B˜λ) and (Lµ, B˜µ) be crystal bases for Vλ and Vµ. Set
Sνλ,µ := {b ∈ B˜µ : bλ ⊗ b is a highest weight element of B˜λ ⊗ B˜µ of weight ν}.
For any Vλ, and any choice of highest weight vector bλ ∈ Vλ, there is a canonical
choice of basis Bλ for Vλ, which contains bλ, and such that (Bλ+ qL,L) is a crystal
basis for V , where L is the A∞-span of Bλ. That is not to say there is a unique
basis for Vλ satisfying these two conditions, only that one can find a canonical
“good” choice. This is known as the global basis for Vλ. A complete construction
can be found in [K], although here we more closely follow the presentation from
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[CP, Chapter 14.1C]. In the present work we simply use the fact that the global
basis exists, and state the properties of Bλ that we need.
Definition 5.8. Cbar : Uq(g)→ Uq(g) is the C-algebra involution defined by
(10)

Cbar(Ei) = Ei
Cbar(Fi) = Fi
Cbar(Ki) = K
−1
i
Cbar(q) = q
−1.
Theorem 5.9. (Kashiwara [K]) Fix a highest weight vector bλ ∈ Vλ. There is a
canonical choice of a “global” basis Bλ of Vλ. This has the properties (although is
not defined by these alone) that:
(i) bλ ∈ Bλ.
(ii) Bλ is a weight basis for Vλ.
(iii) Let L be the A∞ span of Bλ. Then (Bλ + q
−1L,L) is a crystal basis for
Vλ.
(iv) Define the involution bar(Vλ,Bλ) of Vλ by bar(Vλ,Bλ)(f(q)b) = f(q
−1)b for
all f(q) ∈ C(q) and b ∈ Bλ. Then bar(Vλ,Bλ) is compatible with Cbar, in
the sense discussed in Section 4.
Furthermore, if a different highest weight vector is chosen, Bλ is multiplied by an
overall scalar. 
Definition 5.10. If V is any (possibly reducible) representation of Uq(g), we say
a basis B of V is a global basis if there is a decomposition of V into irreducible
components such that B is a union of global bases for the irreducible pieces.
6. The system of endomorphisms Θ
We now introduce a C-algebra automorphism CΘ of Uq(g). Notice that this
inverts q, so it is not a C(q) algebra automorphism, but is instead bar linear:
(11)

CΘ(Ei) = EiK
−1
i
CΘ(Fi) = KiFi
CΘ(Ki) = K
−1
i
CΘ(q) = q
−1.
One can check that CΘ is a well defined algebra involution and a coalgebra anti-
involution. In order to use the methods of section 4, we must define a C-vector space
automorphism ΘVλ of each Vλ which is compatible with CΘ. This is complicated by
the fact that CΘ does not preserve the C(q) algebra structure, but instead inverts
q. We must actually work in the category of representations with chosen global
bases. An element of this category will be denoted (V,B), where B is the chosen
global basis of V .
Definition 6.1. Fix a global basis Bλ for Vλ. The action of Θ(Vλ,Bλ) on Vλ
is defined by requiring that it be compatible with CΘ, and that Θ(Vλ,Bλ)(bλ) =
q−(λ,λ)/2+(λ,ρ)bλ. This is extended by naturality to define Θ(V,B) for any (possibly
reducible) V .
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Comment 6.2. To ensure that Definition 6.1 makes sense, one must check that
there is a map which sends bλ to q
−(λ,λ)/2+(λ,ρ)bλ and is compatible with CΘ. This
amounts to checking that bλ is still a highest weight vector if the action of Uq(g) is
twisted by the automorphism CΘ, and is not difficult.
Comment 6.3. In some cases Θ acts on a weight vector as multiplication by a
fractional power of q. To be completely precise we should adjoin a fixed kth root of
unity to the base field C(q), where k is twice the dual Coxeter number of g. This
causes no significant difficulties.
The construction described in Section 4 uses the action of ξV⊗W on V ⊗W .
Thus we will need to define how Θ acts on a tensor product. In particular, we
need a well defined notion of tensor product in the category of representations with
chosen global bases.
Definition 6.4. Let V νλ,µ denote the isotypic component of Vλ ⊗ Vµ with highest
weight ν. Let V >νλ,µ :=
⋃
γ>ν
V γλ,µ, V
≥ν
λ,µ :=
⋃
γ≥ν
V γλ,µ, and Q
ν
λ,µ := V
≥ν
λ,µ /V
>ν
λ,µ .
Here we use the partial order of the weight lattice where γ ≥ ν iff γ − ν is a
non-negative linear combination of the αi.
Comment 6.5. It is clear that the inclusion V νλ,µ →֒ V
≥ν
λ,µ descends to an isomor-
phism from V νλ,µ to Q
ν
λ,µ.
Definition 6.6. The tensor product (Vλ, Bλ) ⊗ (Vµ, Bµ) is defined to be (Vλ ⊗
Vµ, A), where A is the unique global basis of V ⊗W such that the projections of
the highest weight elements of A of weight ν in Qνλ,µ are equal to the projections
of bλ ⊗ b for those b ∈ S
ν
λ,µ. This is well defined by Comment 6.5. Extend by
naturality to can a tensor product (V,B)⊗ (W,C) for possibly reducible V and W .
7. Proof that we obtain the R-matrix when g is of finite type
The proof of our main theorem uses a relationship between the R-matrix and
the braid group element Tw0 first observed in [KR] and [LS]. Thus for this section
we must restrict to finite type. We hope the result will prove to be true in greater
generality, but establishing this would certainly require a different approach. We
start by introducing a few more automorphisms of Uq(g) and of its representations.
Definition 7.1. Let θ to be the diagram automorphism such that w0(αi) = −αθ(i),
where w0 is the longest element in the Weyl group.
Definition 7.2. CΓ is the C-Hopf algebra automorphism of Uq(g) defined by
(12)

CΓ(Ei) = −Kθ(i)Fθ(i)
CΓ(Fi) = −Eθ(i)K
−1
θ(i)
CΓ(Ki) = Kθ(i)
CΓ(q) = q
−1.
Define the action of Γ(Vλ,Bλ) on Vλ to be the unique C-linear endomorphism of each
Vλ which is compatible with CΓ, and which is normalized so that Γ(bλ) = b
low
λ .
Extend this by naturality to get the action of Γ(V,B) on any (possible reducible)
representation V with chosen global basis B.
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Comment 7.3. It is a simple exercise to check that CΓ is in fact a Hopf algebra
automorphism, and is compatible with a C-vector space automorphism of Vλ which
takes bλ to b
low
λ .
Definition 7.4. CTw0 and CJ are the C(q)-algebra automorphisms of Uq(g) defined
by 
CTw0 (Ei) = −Fθ(i)Kθ(i)
CTw0 (Fi) = −K
−1
θ(i)Eθ(i)
CTw0 (KH) = Kw0(H), so that CTw0 (Ki) = K
−1
θ(i),
(13)

CJ(Ei) = KiEi
CJ(Fi) = FiK
−1
i
CJ(KH) = KH .
(14)
The systems of C(q)-vector space automorphisms Tw0 and J of each Vλ are the
unique automorphisms which are compatible with CTw0 and CJ respectively, and
such that Tw0(b
low
λ ) = bλ and J(bλ) = q
(λ,λ)/2+(λ,ρ)bλ, where bλ and b
low
λ are the
highest and lowest weight elements in some global basis Bλ.
Comment 7.5. It is straight forward exercise to show that the formulas in Defi-
nition 7.4 do define algebra automorphisms of Uq(g) and compatible vector space
automorphisms of each Vλ. There is an action of the braid group on each Vλ, and
Tw0 is in fact the action of the longest element (for an appropriate choice of con-
ventions). Note also that J and Tw0 do not depend on the choice of global basis as
they are stable under simultaneously rescaling bλ and b
low
λ . All of this is discussed
in [KT].
Lemma 7.6. The following identities hold:
(i) Γ(V,B) = bar(V,B) ◦ T
−1
w0 ,
(ii) Θ(V,B) = K2Hρ ◦ bar(V,B) ◦ J,
(iii) For any weight vector v ∈ V with wt(v) = µ, J(v) = q(µ,µ)/2+(µ,ρ)v,
(iv) For any b ∈ B with wt(b) = µ, Θ(V,B)(b) = q
−(µ,µ)/2+(µ,ρ)b,
(v) Γ−1(V,B) ◦Θ(V,B) = JTw0 .
Here bar(V,B) is the involution defined in Theorem 5.9, part (iv).
Proof. Let CK2Hρ be the algebra automorphism of Uq(g) defined by CK2Hρ (X) =
K2HρXK
−1
2Hρ
. It follows directly from (4) that
(15) CK2Hρ (K
−1
i Ei) = EiK
−1
i and CK2Hρ (FiKi) = KiFi.
Using (15) and the relevant definitions, a simple check on generators shows that
CΓ = Cbar ◦ C
−1
Tw0
, CΘ = CK2Hρ ◦ Cbar ◦ CJ , and C
−1
Γ ◦ CΘ = CJ ◦ CTw0 .(16)
Thus, to prove (i), (ii) and (v), it suffices to check each identity when each side acts
on any one chosen vector b in each Vλ. For parts (i) and (ii), choose b = bλ and the
identity is immediate from definitions.
For part (iii), it is sufficient to consider V = Vλ. By Definition 7.4, (iii) holds
for b = bλ. Furthermore, vectors of the form Fik · · ·Fi1bλ generate Vλ as a C(q)
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module. Assume that v is a weight vector of weight µ, and J(v) = q(µ,µ)/2+(µ,ρ)v.
Fix i ∈ I. Then
(17)
J(Fiv) = CJ (Fi)J(v) = FiK
−1
i q
(µ,µ)/2+(µ,ρ)v = Fiq
−〈diHi,µ〉q(µ,µ)/2+(µ,ρ)v
= q−(αi,µ)q(µ,µ)/2+(µ,ρ)v = q(µ−αi,µ−αi)/2+(µ−αi,ρ)v.
The claim now follows by induction on k.
Part (iv) follows by directly calculating the action of the right side of (ii) on b
and using Part (iii) to evaluation the action of J .
The definitions of Θ(V,B) and Γ(V,B), along with parts (iii) and (iv), now im-
mediately imply that Γ−1(Vλ,Bλ) ◦ Θ(Vλ,Bλ)(b
low
λ ) = JTw0(b
low
λ ) = q
(λ,λ)/2+(λ,ρ)bλ,
completing the proof of (v). 
We also need the following construction of theRmatrix due to Kirillov-Reshetikhin
and Levendorskii-Soibelman. Due to a different choice of conventions, our Tw0 is
K−1HρT
−1
w0 in those papers, so we have modified the statement accordingly. As with
Theorem 7.7, this expression is written using the h-adic completion of Uh(g), but
gives a well defined action on V ⊗W for any finite dimensional type 1 Uq(g)-module.
Theorem 7.7. [KR, Theorem 3], [LS, Theorem 1] The standard universal R-matrix
can be realized as
(18) R = exp
h ∑
i,j∈I
(B−1)ijHi ⊗Hj
 (T−1w0 ⊗ T−1w0 )∆(Tw0).

Corollary 7.8. (T−1w0 ⊗ T
−1
w0 )∆(Tw0) =
∏
β
expqβ
[
(1− q−2β )Eβ ⊗ Fβ
]
,
where the product is over all the positive roots of g, and the order of the terms is
such that βr appears to the left of βs if r > s.
Proof. Follows immediately from Theorems 3.3 and 7.7, since the action of R on
Vλ ⊗ Vµ is invertible. 
As discussed in [KT], the following is equivalent to Theorem 7.7:
Corollary 7.9. (see [KT, Comment 7.3]) Let X = JTw0 . Then
R = (X−1 ⊗X−1)∆(X).

Lemma 7.10. Fix type 1 finite dimensional Uq(g) representations with chosen
global bases (V,B) and (W,C). The operator (Γ(V,B) ⊗ Γ(W,C))Γ(V⊗W,A))
−1 acts
on V ⊗W as the identity, where A is the global basis of V ⊗W constructed from
B and C in Definition 6.6.
Proof. It suffices to consider the case when V = Vλ and W = Vµ are irreducible.
Set
(19) mΓ := (Γ(Vλ,Bλ) ⊗ Γ(Vµ,Bµ))(Γ(Vλ⊗Vµ,A))
−1 : Vλ ⊗ Vµ → Vλ ⊗ Vµ.
We must show thatmΓ is the identity. CΓ is a Hopf algebra automorphism of Uq(g),
so, as in Section 4, it follows that mΓ is an automorphism of Uq(g) representations.
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In particular, mΓ preserves isotypic components of Vλ ⊗ Vµ and acts on each sub-
quotient Qνλ,µ (see Definition 6.4). It is sufficient to show that the action on Q
ν
λ,µ
is the identity for all ν. In fact it is sufficient to consider the action on the highest
weight space of Qνλ,µ, since this generates Q
ν
λ,µ. This highest weight space has a
basis consisting of {bλ ⊗ b : b ∈ S
ν
λ,µ}, where S
ν
λ,µ is as in Definition 5.7 and we use
the notation a⊗ b to denote the image of a⊗ b in Qνλ,µ.
By Lemma 7.6 part (i) and Corollary 7.8,
(20)
mΓ = (bar(Vλ,Bλ) ⊗ bar(Vµ,Bµ))(T
−1
w0 ⊗ T
−1
w0 )∆(Tw0)bar(Vλ⊗Vµ,A)
= (bar(Vλ,Bλ) ⊗ bar(Vµ,Bµ))
∏
β
expqβ
[
(1− q−2β )Eβ ⊗ Fβ
]
bar(Vλ⊗Vµ,A),
For convenience, set
(21) Ψ := (bar(Vλ,Bλ) ⊗ bar(Vµ,Bµ))
∏
β
expqβ
[
(1 − q−2β )Eβ ⊗ Fβ
]
.
Both mΓ and bar(Vλ⊗Vµ,A) act in a well defined way on each Q
ν
λ,µ, which implies
that Ψ does as well.
The global basis A was chosen so that bar(Vλ⊗Vµ,A)(bλ ⊗ b) = bλ ⊗ b (see Def-
inition 6.6). Since all Eβ kill bλ and (bar(Vλ,Bλ) ⊗ bar(Vµ,Bµ)) preserves bλ ⊗ b
by definition, we see that Ψ(bλ ⊗ b) = bλ ⊗ b, and, taking the image in Q
ν
λ,µ,
Ψ(bλ ⊗ b) = bλ ⊗ b. Thus, using (20), we see that m
Γ acts on bλ ⊗ b as the identity.
The lemma follows. 
Theorem 7.11. Fix type 1 finite dimensional Uq(g) representations with chosen
global bases (V,B) and (W,C). Then
(
Θ−1(V,B) ⊗Θ
−1
(W,C)
)
Θ(V⊗W,A) acts on V ⊗W
as the standard R-matrix, where A is the global basis of V ⊗W constructed from
B and C in Definition 6.6. This holds independently of the choices of global bases
B and C.
Proof. By Corollary 7.9 and Lemma 7.6 part (v)
(22)
R = ((JTw0)
−1 ⊗ (JTw0)
−1)∆(JTw0)
= (Θ−1(V,B) ⊗Θ
−1
(W,C))(Γ(V,B) ⊗ Γ(W,C))(Γ(V⊗W,A))
−1Θ(V⊗W,A).
By Lemma 7.10, the (Γ(V,B) ⊗Γ(W,C))(Γ(V⊗W,A))
−1 that appears acts as the iden-
tity. 
Comment 7.12. By Theorem 7.11, the composition
(23)
(
Θ−1(V,B) ⊗Θ
−1
(W,C)
)
Θ(V⊗W,A)
does not depend on the choices on global bases B and C. Introducing the notation
∆(Θ) to mean Θ(V⊗W,A) and dropping the subscripts, we can interpret (Θ
−1 ⊗
Θ−1)∆(Θ) as (23) calculated using any global bases B and C. Then Theorem 7.11
becomes (2) from the introduction. We also note that Θ(V,B) is easily seen to be
an involution, so the inverses in (23) are perhaps unnecessary.
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8. Future directions
Although we have only proven Theorem 7.11 when g is of finite type, much of
the construction works in greater generality. We did not assume g was finite type
in Section 6, so the expression
(
Θ−1(V,B) ⊗ Θ
−1
(W,C)
)
Θ(V⊗W,A) makes sense for any
symmetrizable Kac-Moody algebra. Since CΘ is a coalgebra-antiautomorphism,
the methods from Section 4 imply that
(24) Flip ◦
(
Θ−1(V,B) ⊗Θ
−1
(W,C)
)
Θ(V⊗W,A)
is an isomorphism of representations. Furthermore, it is true in general that (24)
does not depend on the choice of B and C. To see why, it is sufficient to consider
the case when V = Vλ and W = Vµ are irreducible. Then the global bases Bλ and
Bµ are unique up multiplication by an overall scalar. It is straightforward to see
that if Bλ (or Bµ) is scaled by a constant z, then A is scaled by z as well, and from
there that both Θ(Vλ,Bλ) and Θ(Vλ⊗Vµ,A) are scaled by z/z¯, where z¯ is obtained
from z by inverting q. Thus the composition is unchanged.
As in Comment 7.12, we can now make sense of the expression (Θ−1⊗Θ−1)∆(Θ)
for all symmetrizable Kac-Moody algebras g. The fact that (24) defines an isomor-
phism is one of the properties required of a universal R-matrix. However, we have
not proven the crucial equalities (5). Thus we ask:
Question 1. Is (Θ−1 ⊗Θ−1)∆(Θ) a universal R-matrix for Uq(g) if g is a general
symmetrizable Kac-Moody algebra? If yes, is it the standard R-matrix?
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