with the rapid progress in computer technologies, both the theoretical foundations and practical applications of operations research are becoming more and more profound.
INTRODUCTION
The study in operations research has received considerable attention since World War II due to its contributions to logistics issues among the allied nations. In the past decades, it played an important role in economic activities of human society because of its strong and direct relevance to real-world problems and of a great many striking problem solving schemes [1, 2] . Researchers have devised elegant solution methods to deal with the application problems they encountered.
These research results show impressive performance. Nevertheless, so as to meet the quick change of surrounding environments, better and quicker policies/solutions are critically required.
Along with the progress in the development of information technologies, computers and computational methods have been becoming a viable bridge between the theoretical study and practical applications in the area of operations research. Consequently, new computer technologies will be a promising alternative in attaining better performance for personal or organizational needs.
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The authors are grateful to the anonymous referees for their constructive comments that have greatly improved the presentation of this paper. *Author to whom all correspondence should be addressed. To conquer problems, parallel computation is one of the significant advances in achieving better performance [3-g] . At one time, massively parallel processors (MPP) seemed to be the only solution to achieving high-performance parallel computation. The costs for using MPP are, how- The major benefits from PVM are three fold.
(1) It is the intent of this paper to determine whether the complex task of the minimization of the talent hold cost in the film production problem could be implemented by the PVM with better performance. The film production problem was first mentioned and studied in [15] to assist a film featuring corporation in reducing the talent hold costs. The PVM environment will be set up to help solve this real-world problem and experiments will be conducted to determine whether the PVM behaves well as compared with traditional computers. The rest of this paper is organized as follows. In Section 2, we introduce the film production problem and a branch-andbound algorithm, which was devised to deal with the problem. Section 3 informally describes the proposed parallel algorithm which applies the PVM using a master-control-agent paradigm.
The details of the algorithms in our master-control-agent paradigm are presented in Section 4.
Computational experiments and results on our parallel algorithms are included in Section 5.
Finally, we give some concluding remarks in Section 6.
FILM PRODUCTION PROBLEM
In this section, we describe the orientation and the definition of the film production problem, and a branch-and-bound algorithm for deriving optimal solutions.
Problem Definition
The film production problem was first proposed and investigated in 115). In the production of a film, the sequence of scenes is not necessarily the same as that presented in the final version. Many factors, such as economic and facility considerations, should be taken into account to determine the shooting sequence [16, 17] . The decision making is generally referred to the assistant directors.
The cost for actors often takes a lion share of the expenses.
In case every actor stays at the shooting location until all of his shooting is finished, he will be paid for each day regardless of whether he is required in all scenes of the shooting program or not. Days in which an actor is present at location but not required in the film shooting are called hold days for that actor. The pay for the hold days is of course a sort of extra burden to the producer.
A sequence of shooting days may reduce the number of hold days for some actor, but on the other hand, possibly increases that for some other actors. As a consequence, it is crucial for the assistant director to determine a shooting sequence such that the cost incurred by the talent holding days is minimum. Consider a film featuring n shooting days and the total number of actors involved in this film is m. The requirement for the shooting days is represented by a days out of days matrix (DODM) T that is defined by, 1 5 i 5 m, 1 < j I n,
In addition, a pay vector is required such that ci = the pay per day for actor i.
Let ~7 be a permutation of the n columns of T. Then, define T(a) as the matrix derived by applying CJ on columns of matrix T. Let ei(o) and li( CY , respectively, denote the earliest day and ) the latest day of the shooting sequence scheduled by u which require actor i. Then, actor i must be present in the schedule for li(cr) -ei(g) + 1 days. Furthermore, the number of hold days for actor i is thus
By summing up the costs for all actors, we have the total hold cost for shooting sequence c as
The film production problem is to find a sequence or permutation of shooting days such that the total cost is minimized. EXAMPLE 1. There are nine shooting days requiring totally five actors. The DODM matrix and pay vector are shown in Table 1 . Take Tom as an example. He must be present in shooting days 1, 3, 4, and 7. If the shooting sequence is the same as the columns arranged in the DODM, we then have the intermediate information shown in Table 2 and the total hold cost 9,130. Suppose that permutation cr switches the positions of days 4 and 8 of the DODM shown in Table 1 , the total hold cost corresponding to this permutation is 8,020, which is a significant improvement over the original schedule. The goal of the film production problem is thus aimed at finding a permutation of shooting days amongst the n! possible ones so that the total talent hold cost is minimized.
A Branch-and-Bound Method
In [15] , the film production problem has been shown to be NP-hard in the strong sense. In other words, it is very unlikely to devise polynomial time algorithms for deriving optimal solutions. The branch-and-bound method is widely adopted in solving such combinatorial optimization problems. Based on a branch-and-bound algorithm proposed by Cheng et al. [15] , we develop a corresponding parallel program that is well tailored to meet the characteristics of PVM and then conduct related computational experiments.
In the following, we describe the details of the sequential version. Similar to any other branchand-bound algorithms, this algorithm proceeds by traversing a tree. An important skill used in expanding the tree is fixing two additional days at each level in an outside-in fashion. Each node of the first level in the tree corresponds to a partial schedule in which the first and the last shooting days are determined. At level two, each partial schedule has its first, second, (n -l)St, and nth days fixed. In other words, the partial schedules are successively augmented from outside in. In Figure 1 , an example branching tree is given for demonstration. In the following, we describe the bounding function deployed. In a partial schedule, a shooting day, scheduled as, say, the jth day, is said to be early (respectively, late) if j 5 [n/Z] (respectively, j > [n/2]), where [lc] denotes the smallest integer greater than or equal to Ic. Let P be any partial schedule and define It is thus apparent that if ei(P)Xi(P) = 1, the hold cost for actor I in any completion of P is given by I \ ci ( ei(P)-li(P)+&j .
j=l )
Next, consider the case for actor i in which Q( P)Xi (P) = 0 and Cj is unscheduled 23 t., > 0.
Define D;(P) as the number of hold days for actor i which are early but scheduled behind ei( P).
Similarly, Df (P) is the number of hold days for actor i which are late but scheduled before li( P).
Because D:(P)+@(P) is a lower bound on the number of hold days for actor i in any completion of P, if G(P)&(P) = 0 and Cj is un&e&led tij > 0, a lower bound on the hold cost for actor i is given by ci (Df(P) + q(P)).
Thus, a lower bound on the total hold cost of any completion of a partial schedule P can be given
Based upon the branch-and-bound algorithm, we shall devise its parallel version in the next section. The computational experiments and results will be included in the following section.
AN INFORMAL DESCRIPTION FOR OUR PARALLEL BRANCH-AND-BOUND ALGORITHM
In this section, we shall informally explain how we design the parallel branch-and-bound algorithm that is suitable for a PVM platform. Let us consider each branching node emitting from the root. The first and last days in the shooting sequence corresponding to the node have been fixed. All of the permutations for the remaining n -2 shooting days should be considered before the best solution comes out. The branch-and-bound algorithm can also be applied in solving the subproblem corresponding to the subtree rooted at each node on level one. That is, had we plenty of processors, assigning each branch of level one to one processor is a simple parallel scheme. However, two problems may arise from the above straightforward implementation. The first one, it is impractical to assume the availability of such a huge number of processors for practical applications.
The second, the bounding advantage of the branch-and-bound algorithm occurs only within the subtree of each branch. A tighter upper bound in a subtree cannot be referred to by any other subtree. This might decrease the efficiency of the parallel branch-and-bound strategy.
Thus, it is suggested to maintain a globally up-to-date upper bound that could be shared by every subtree branching from the root. With this, a practical strategy using a reasonable number of processors and maintaining the mostly updated upper bound is possible.
Suppose that the number of processors available is p. We evenly dispatch these (n -l)/2 branches of level one to p processors. Each processor thus is in charge of n(n -1)/2p subtrees. Thus, it is expected that a tighter upper bound can be found and referred earlier among these processors.
Because there is an equal chance that an effective upper bound may be located within any one of the n(n -1)/2 subtrees, our policy is to apply a multiprocessing scheme, instead of a single process, within a processor. That is, on each processor, we create n(n -1)/2p processes, called agents, that are simultaneously alive in one processor and each processor takes charge of one subtree.
It is quite easy to spawn processes using PVM and it makes no difference whether the processes are assigned to one or more processors. These n(n -1)/2p subtrees are executed in parallel by agent processes within each processor. All of the processes can send their new upper bounds to the master processor. However, how the master broadcasts the tighter new upper is another challenging issue. It is impractical to predict when a new upper bound will be produced.
In the following, a communication protocol
for the sharing of the most newly updated upper bound is proposed.
The shared memory facility on a UNIX platform is applied. The shared memory can be accessed by the agent processes and a control process within a processor. The control process attached to the shared memory is designed to receive the newly produced upper bound sent from the master processor and to write it to the shared memory where the agent processes can access. We use Figure 2 to illustrate the above mentioned master-control-agent paradigm in using PVM. In our paradigm, the master processor receives upper bounds newly derived from all of the agents, updates the upper bound, and then broadcasts to all of the control processes whenever necessary. The control processes, one in each slave processor, receive a newly updated upper bound from the master and then write it directly to the shared memory. The agent processes, which had been associated with the shared memory as long as the control process in a processor, access the value in the shared memory as the tighter bound and perform the branch-and-bound strategy to find the minimum of the hold cost. If any agent obtains a better upper bound, it sends this new value directly to the master. Each slave processor with multiagents indulges itself in finding better upper bounds while the master processor acts as the upper bound manager.
It is expected that in this parallel paradigm, a better upper bound can be found much sooner by information sharing.
A PARALLEL BRANCH-AND-BOUND ALGORITHM IN THE MASTER-CONTROL-AGENT PARADIGM OF PVM
The parallel branch-and-bound algorithms in the master-control-agent paradigm from PVM are proposed as follows. 
The Algorithm of Master Process

RESULTS OF COMPUTATIONAL EXPERIMENTS
Our PVM is built by hooking up a cluster of eight HP/PARISC-9000 workstations connected via the FDDI. One HP/PARISC-9000 is designated as the sequential platform to contrast with the parallel computation. The goal of our experiments is to exploit the following two questions.
(1) Does our parallel algorithm running on PVM outperform the sequential one?
(2) What are the relationships between the number of processors and the speedup ratios?
The following data sets are used as the test input data. The sequential CPU time results are listed in Table 3 , while those of PVM with eight machines are summarized in Table 4 . Table 5 summarizes the speedup ratio attained by applying PVM with eight machines in comparison with applying a single sequential machine. From the experimental results shown above, we know that once the number of shooting days is large, say n 2 8, the performance of the PVM with eight machines running our parallel algorithm behaves better than the sequential machine running the sequential algorithm.
For the largest instance, m = 32 and n = 10, the speedup ratio of the parallel program was 74.144. The fact that it is larger than eight is a surprising encouragement to our parallel model. The striking improvement is mainly due to the multiprocessing of the agents, and the shared memory within a single processor and the messagepassing among processors for keeping the upper bound most up-to-date and effective which together cut off unnecessary branches much more efficiently.
To test our second goal, we employ PVMs with two, four, six, and eight machines, respectively, to see whether the number of machines involved in PVM have influence on the performance. The data sets are the same as above. The CPU time results of these four PVM configurations are shown in Table 6 . The speedup ratios obtained from using these four PVM configurations are calculated and summarized in Table 7 . Prom the results shown in Table 7 , we can see that PVMs are effective only when using our parallel algorithm to solve large scale film production problems, say for n 2 8 and m > 32, or n > 10. To deal with smaller problem instances, like n = 4 or n = 6, using PVMs with parallel algorithms brings forth no gain but degradation on performance. This is reasonable that the overhead in applying PVM dominates the gains when the problem size is small.
From another point of view, also in the case of n = 10 and m. = 32, using PVM configurations with two, four, and six CPUs shows a linear growth in the speedup ratio. However, as the number of CPUs increases to eight, the speedup ratio becomes nonlinear. It might be the communications between the master and slaves processors that delineates its performance when the number of processors becomes large. We may say in this stage that on our PVM platforms and random data sets, the proposed parallel branch-and-bound algorithm outperforms the sequential one when the problem size is large. Also, the speedup ratios do not grow linearly when more machines are employed in the PVM.
CONCLUDING REMARKS
In this paper, we have constructed a platform under PVM and proposed a parallel branch-andbound algorithm that runs in a master-control-agent paradigm to deal with the film production problem.
Our parallel algorithm incorporated multiprocess programming, efficient pruning, and shared memory. These bounding values do well in curtailing unnecessary branches. Experimental results show that the performance of our algorithm running on PVM is pretty impressive in comparison with the sequential one. F+om our experience, we know that it is cost-effective to achieve high speed computing via designing parallel algorithms under a PVM environment. It may be a promising direction in making a better use of PVM in resolving combinatorial optimization problems.
