Abstract. Recently, the performance of single image super-resolution (SR) has been significantly improved with powerful networks. However, these networks are developed for image SR with a single specific integer scale (e.g., ×2, ×3,×4), and cannot be used for non-integer and asymmetric SR. In this paper, we propose to learn a scale-arbitrary image SR network from scale-specific networks. Specifically, we propose a plug-in module for existing SR networks to perform scale-arbitrary SR, which consists of multiple scale-aware feature adaption blocks and a scale-aware upsampling layer. Moreover, we introduce a scale-aware knowledge transfer paradigm to transfer knowledge from scale-specific networks to the scale-arbitrary network. Our plug-in module can be easily adapted to existing networks to achieve scale-arbitrary SR. These networks plugged with our module can achieve promising results for non-integer and asymmetric SR while maintaining state-of-the-art performance for SR with integer scale factors. Besides, the additional computational and memory cost of our module is very small.
Introduction
Single image super-resolution (SR) aims at recovering a high-resolution (HR) image from its low-resolution (LR) counterpart. As a long-standing low-level computer vision problem, single image SR has been investigated for decades [1, 2, 3, 4, 5, 6] . Recently, the rise of deep learning provides a powerful tool to solve this problem. Numerous CNN-based methods [7, 8, 9, 10, 11] have been developed and the SR performance has been significantly improved.
Although recent CNN-based single image SR networks [10, 11, 12, 13] have achieved promising performance, they are developed for image SR with a single specific integer scale (e.g., ×2, ×3,×4). In real-world applications, non-integer SR (e.g., from 100 × 100 to 220 × 220) and asymmetric SR (e.g., from 100 × 100 to 220 × 420) are also necessary such that customers can zoom in an image arbitrarily for better view of details. However, SR networks for specific integer scales cannot be used for scale-arbitrary SR in real-world scenarios.
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To address this limitation, Hu et al. [14] proposed a Meta-SR network to predict weights of filters for different scale factors using meta-learning. Meta-SR produces promising results on non-integer scale factors. However, it still has few limitations. First, the scale information is only used for upsampling in the network. That is, features in the backbone are identical for SR tasks with different scale factors, which hinders the further improvement of performance. Second, Meta-SR is trained from scratch (which is time-consuming) and has a large memory overhead. Third, Meta-SR mainly focuses on SR with non-integer scale factors but cannot handle SR with asymmetric scale factors.
Since image SR tasks with multiple scales are inter-related [15] , knowledge learned by powerful scale-specific networks [10, 11, 12] can be transferred to train a scale-arbitrary network. In this paper, we propose to learn a scale-arbitrary single image SR network from scale-specific networks. Specifically, we propose a plug-in module for existing SR networks to enable scale-arbitrary SR, which consists of multiple scale-aware feature adaption blocks and a scale-aware upsampling layer. The scale-aware feature adaption blocks are used to achieve scale-aware feature extraction and the scale-aware upsampling layer is used for scale-arbitrary upsampling. Moreover, we use a scale-aware knowledge transfer paradigm to transfer knowledge from scale-specific networks for the training of the scale-arbitrary network. Our plug-in module can be easily adapted to existing networks for scale-arbitrary SR with small additional computational and memory costs. Baseline networks equipped with our module can produce promising results for non-integer and asymmetric SR, while maintaining comparable performance to their scale-specific counterparts for SR with integer scale factors. To the best of our knowledge, our plug-in module is the first work to handle asymmetric SR.
Our main contributions can be summarized as follows: 1) We propose a plugin module for SR networks to achieve scale-arbitrary SR, including multiple scale-aware feature adaption blocks and a scale-aware upsampling layer. 2) We introduce a scale-aware knowledge transfer paradigm to transfer knowledge from scale-specific networks to a scale-arbitrary network. 3) Experimental results show that baseline networks equipped with our module produce promising results for scale-arbitrary SR while maintaining the state-of-the-art performance for SR with integer scale factors. A video demo is available at https://youtu.be/ AFm97PHWeGI. (Please play the video in 1080P for better view.)
Related Work
In this section, we first briefly review several major works for CNN-based single image SR. Then, we discuss learning techniques related to our work, including multi-task learning, meta-learning and transfer learning.
Single Image Super-Resolution
Due to the powerful feature representation and model fitting capabilities of deep neural network, CNN-based single image SR methods [7, 8, 9 ,10,11] outperform traditional methods [1, 2, 3, 4, 5, 6] significantly. Dong et al. [7] proposed a threelayer convolutional network (namely, SRCNN) to learn the non-linear mapping between LR images and HR images. A deeper network (namely, VDSR) with 20 layers [8] was then proposed to achieve better performance. Tai et al. [16] proposed a deep recursive residual network (DRRN) to reduce the number of model parameters using recursive blocks with shared parameters.
Recently, Lim et al. [15] proposed a very deep and wide network, namely EDSR. Specifically, batch normalization (BN) layers were removed and a residual scaling technique was used to enable the training of such a large model. Zhang et al. [11] proposed a residual dense network (RDN) by stacking several residual dense blocks. By combining residual connection and dense connection, RDN has a contiguous memory and achieves favorable performance against EDSR. Haris et al. [10] proposed a deep back-projection network (DBPN) with iterative up-sampling and down-sampling layers to provide error feedback information. Zhang et al. [12] and Dai et al. [13] further improved the image SR performance by introducing channel attention and second-order attention, respectively.
Although existing single image SR methods have achieved promising results, they are trained for SR with a single specific integer scale factor. To overcome this limitation, Lim et al. [15] proposed a multi-scale deep super-resolution system (MDSR) to integrate modules trained for multiple scale factors (i.e., ×2, ×3, ×4). However, MDSR cannot super-resolve images with non-integer scale factors. Recently, Hu et al. [14] proposed a Meta-SR network to solve the scale-arbitrary upsampling problem. Specifically, they used meta-learning to predict weights of filters for different scale factors. However, Meta-SR cannot handle SR with asymmetric scale factors and has a large memory overhead.
Multi-Task Learning, Meta-Learning and Transfer Learning
Multi-task learning aims at developing a single model for multiple different tasks [17, 18, 19] . A multi-task learning network usually includes a common backbone and multiple output branches (paths) for different tasks. Multi-task learning is based on the intuition that multiple tasks are inter-related and can contribute to each other. However, for scale-arbitrary single image SR, a single network has to be used for SR with an arbitrary scale factor. Therefore, multi-task learning is unsuitable for our problem since an infinite number of scale factors have to be handled.
Meta-learning, also known as learning to learn, aims to learn meta-knowledge to make the process of learning from new data more effective and efficient [20] . Meta-learning is commonly employed in reinforcement learning [21, 22, 23] and optimization [24, 25, 26, 27] . As one of the meta-learning strategies, weight prediction is applied in numerous tasks, including image recognition [28] and object detection [29] . In these networks [28, 29] , the weights of networks are learned from meta-learners rather than training data. In Meta-SR [14] , meta-learning is used for SR to predict the weights of filters for different scale factors. Meta-learning is also used in our plug-in module to learn meta-knowledge. Transfer learning aims at transferring knowledge learned from a source domain to a target domain [30] . The target domain can be a new task [31, 30] or a new environment [32, 33] . Since multi-scale SR are inter-related tasks [15] , if we consider non-integer SR and asymmetric SR as target domains, SR with integer scale factors can be considered as source domains. Therefore, we are motivated to transfer knowledge from scale-specific SR networks to a scale-arbitrary network.
Methodology

Motivation
Since SR tasks with different scale factors are inter-related [15] , it is non-trivial to learn a scale-arbitrary SR network from scale-specific SR networks (e.g., ×2, ×3, ×4). Therefore, we first investigate the relationship between ×2/×3/×4 SR tasks to provide insights for scale-arbitrary SR.
Specifically, we conduct experiments on the B100 dataset [34] to compare the feature distribution on specific layers in pre-trained ×2/×3/×4 SR networks. In our experiments, EDSR [15] is selected as the baseline network. Experimental results with RCAN [12] are provided in the supplementary material. First, we downsample an image of the B100 dataset to 1 4 size (denoted as I ∈ R H×W ). Then, we feed I to the EDSR network developed for ×2/×3/×4 SR. The features of the last layer in the i th residual block (denoted as F E i ∈ R 256×H×W , i = 1, 2, ..., 32) are then used for visualization.
In the first experiment, we use all of the 100 images in the B100 dataset and randomly select 10 positions in each image for feature sampling, resulting in 1000 feature samples for each block (e.g., f the t-SNE method [35] , as shown in Fig. 1(b) . It is clear that dots of different colors are overlapped at most positions in blocks 1, 5 and 8. That is, the features at these positions in blocks 1, 5 and 8 of the ×2, ×3 and ×4 SR networks are prone to be scale-independent. In contrast, the distributions of dots with different colors in the last block are quite different. That means the features in the last block are prone to be scale-dependent.
In the second experiment, we use one image (as shown in Fig. 1(a) ) as the input and investigate the scale-dependency of features in different regions. Specifically, F 
where
The discrepancy map is visualized in Fig. 1 (c). Note that, lower discrepancy indicates higher feature similarity, i.e., lower scale-dependency. From Fig. 1 (c) we can see that the discrepancy is low for regions with rich edges and texture (e.g., the building) in blocks 1, 5 and 8. However, in textureless regions (e.g., the sky and the lake), the discrepancy is large. That means features in texture-rich regions are prone to be scale-independent while features in texture-less regions are prone to be scale-dependent. In our experiment, this observation holds for all blocks except the last one. For the last block, the discrepancy for texture-rich regions is significantly increased. For more results, please refer to the supplemental material.
In summary, scale-dependency is different for different blocks and regions. Motivated by this observation, we distinguish scale-dependent features from scale-independent ones, and then perform scale-aware feature adaption adaptively. Specifically, scale-independent features can be directly used for SR with arbitrary scale factors, while scale-dependent features should be adapted according to the scale factors.
Our Plug-in Module
The architecture of our plug-in module is shown in Fig. 2 . Given a baseline network (e.g., EDSR and RCAN) developed for SR with a specific integer scale factor, we can extend it to a scale-arbitrary SR network using our plug-in module. Specifically, scale-aware feature adaption is performed after every K backbone blocks, as shown in Fig. 2(b) . Following the backbone module, a scale-aware upsampling layer is used for scale-arbitrary upsampling.
Scale-Aware Convolution The scale-aware convolutional layer is illustrated in Fig. 2(c) . First, the horizontal scale factor r h and vertical scale factor r v are fed to two fully connected layers, resulting a feature vector. Then, this feature vector is separately fed to a kernel head and a bias head to predict kernels and bias. Next, the predicted kernels and bias are used to perform depth-wise convolution on the input feature map. Finally, the resulting feature map is passed to a 1 × 1 convolution to fuse the information across different channels, resulting in an output feature.
Scale-Aware Feature Adaption Given a feature map F , it is first fed to an hourglass module with four convolutions to generate a scale-dependency mask M with values ranging from 0 to 1. Then, F is fed to a scale-aware convolution for feature adaption, resulting in an adapted feature map F adapt . Next, F and F adapt are fused as:
where the scale-dependency mask M is used as a guidance. Intuitively, in regions with low scale-dependency values, features are prone to be scale-independent and F can be directly used as F f use . In contrast, in regions with high scale-dependency values, features are prone to be scale-dependent. Therefore, F adapt should be added into F f use for feature adaption.
Scale-Aware Upsampling Pixel shuffling layer [36] is widely used in SR networks for upsampling with integer scale factors. For ×r(r = 2, 3, 4) SR, input features of size C in × H × W are first fed to a convolution to produce features of size (r 2 C out ) × H × W . Then, the resulting features are shuffled to the size of C out × rH × rW . The pixel shuffling layer can be considered as a two-step pipeline, which consists of a sampling step and a spatially-variant convolution step (i.e., r 2 convolutions for different sub-positions). Please refer to the supplemental material for more details.
In this paper, we generalize the pixel shuffling layer to a scale-aware upsampling layer, as shown in Fig. 2(d) . First, each pixel (x, y) in the HR space is projected to the LR space to compute its coordinates (C(x) and C(y)) and relative distances (R(x) and R(y)):
Then, R(x), R(y), r h and r v are concatenated and fed to two fully connected layers for feature extraction. The resulting features are fed to kernel/bias/offset heads to predict kernels, bias and offsets, respectively. Next, we sample a k × k neighborhood centered at (C(x) + δ x , C(y) + δ y ), where δ x and δ y are predicted offsets along the x and y axes, respectively. Note that, k is set to 1 in our networks to control the model size. Finally, predicted kernels and bias are used to perform depth-wise convolution on the sampled features, followed by a 1 × 1 convolution.
Scale-Aware Knowledge Transfer
For ×r(r = 2, 3, 4) SR, the baseline SR network (×r) can be used as a teacher network for knowledge transfer. Intuitively, we use features in the backbone module as supervision. To exploit rich information in the hidden layers of the teacher's backbone module, the student network learns the teacher's outputs in every K blocks, as shown in Fig. 3 . Note that, our scale-aware knowledge transfer paradigm is only used in the training phase. The knowledge transfer loss is defined as an L1 loss:
where N is the number of blocks used for knowledge transfer.
Experiments
Datasets and Metrics
We used the high-quality DIV2K dataset [37] for network training. This dataset contains 800 training images, 100 validation images and 100 test images. We then used five benchmark datasets to test our module, including Set5 [38] , Set14 [39] , B100 [34] , Urban100 [40] , and Manga109 [41] . Peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM) were used as evaluation metrics to measure SR performance. Similar to [14] , we cropped borders for fair comparison. Note that, all metrics were computed in the luminance channel.
Implementation Details
Following [14] , we generated LR training images with scale factors varying from 1 to 4 with a stride of 0.1. During training, a scale factor was randomly selected for each batch and then 16 LR patches with the size of 50 × 50 were randomly cropped. Meanwhile, their corresponding HR patches were also cropped. Note that, only symmetric scale factors were considered in the training phase. Data augmentation was performed through random rotation and random flipping. The SR loss L SR is defined as an L1 loss between SR results and HR images. The overall loss for training is defined as:
where λ is empirically set to 1. Note that, L transf er is only used for batches with integer scale factors (r = 2, 3, 4). In our experiments, EDSR [15] and RCAN [12] were used as baseline networks. We set K = 2 for EDSR and K = 1 for RCAN to control the model size. A pre-trained ×4 SR model was used to initialize the backbone blocks. Since the available pre-trained RDN models are implemented in Torch while our networks are implemented in PyTorch [42] , RDN is not included in our baseline networks. We used the Adam [43] method with β 1 = 0.9 and β 2 = 0.999 for optimization. The initial learning rate was set to 1 × 10 −4 and reduced to half after every 15 epochs. To maintain training stability, we first trained our networks on integer scale factors (r = 2, 3, 4) for 1 epoch and then trained the networks on all scale factors. The training was stopped after 70 epochs. 
Ablation Study
Ablation experiments were conducted on Set5 to test the effectiveness of our design choices. We used EDSR as the baseline network and introduced 5 variants. All variants were re-trained for 70 epochs.
Scale-Aware Upsampling To enable scale-arbitrary SR, a naive approach is to replace the pixel shuffling layer with an interpolation layer (e.g., bicubic interpolation).To demonstrate the effectiveness of our scale-aware upsampling layer, we introduced two variants. For variant 1, we replaced the pixel shuffling layer in the baseline network with a bicubic upsampling layer. For variant 2, we replaced the pixel shuffling layer with the proposed scale-aware upsampling layer. It can be observed from Table 1 that the performance is low (34.25/36.24/26.52/27.00) when bicubic upsampling is used. In contrast, the performance is significantly improved (35.10/37.00/26.74/27.44) when scale-aware upsampling is used. That is because, our scale-aware upsampling layer can learn an optimal filter for each scale factor while bicubic upsampling uses a fixed filter for all scale factors. By using scale-aware upsampling, variant 2 is able to achieve scale-arbitrary SR while maintaining comparable performance to the baseline network on ×2/×3/×4 SR.
Scale-Aware Feature Adaption Scale-aware feature adaption is used to adapt features to a specific scale factor. Note that, our scale-aware feature adaption block consists of two key components: scale-aware convolution and mask generation. To demonstrate their effectiveness, we first added scale-aware convolutions to variant 2. Then, we further added mask generation to variant 3. It can be observed from features for feature adaption. Therefore, better generalization ability on large scale factors can be achieved. We further illustrate two scale-dependency masks learned by variant 4 in Fig. 4 . It can be observed that the masks are consistent with the discrepancy maps (also shown in Fig. 1 ). This clearly demonstrates that scale-aware feature adaption blocks can detect scale-dependent features and perform feature adaption adaptively.
Scale-Aware Knowledge Transfer
The scale-aware knowledge transfer paradigm is used to transfer knowledge from scale-specific networks to our scale-arbitrary network. To demonstrate its effectiveness, we introduced variant 5 by including the scale-aware knowledge transfer paradigm for network training. It can be observed from Table 1 that the performance on SR with large and unseen scale factors (i.e., ×6/×7/×8 and ×5.1-×8.0) is improved from 26.79/27.55 to 26.98/27.64. This clearly demonstrates that the knowledge transfer paradigm facilitates our network to achieve better generalization capability on SR with large scale factors while maintaining comparable performance on SR with small scale factors.
Results for SR with Integer Scale Factors
In this section, we applied our plug-in module to two baseline networks EDSR and RCAN to produce two scale-arbitrary networks ArbEDSR and ArbRCAN. These two networks are compared to several existing networks, including SRCNN [7] , VDSR [8] , LapSRN [44] , MemNet [45] , SRMD [46] , CARN [47] , MSRN [48] , DBPN [10] , EDSR [15] , RDN [11] and RCAN [12] for ×2/×3/×4 SR. Comparative results on 5 benchmark datasets are shown in Table 2 .
Quantitative Results We can see from Table 2 that our ArbEDSR and ArbR-CAN achieve comparable performance to their corresponding baseline networks (i.e., EDSR and RCAN), with average PSNR improvements of 0.04 and 0.01 being achieved over all datasets and scales. Compared to EDSR, our ArbEDSR achieves comparable performance on B100 (27.74/0.7418 vs. 27.73/0.7417) for ×4 SR while achieving a notable performance improvement on Manga109 (31.29/ Table 3 . Both ArbRCAN and Meta-RCAN have comparable model size to their baseline network RCAN. However, our ArbRCAN takes shorter running time and much less memory consumption than Meta-RCAN. Note that, our ArbR-CAN is trained for only 70 epochs while Meta-RCAN is trained for 1000 epochs. This clearly demonstrates the high efficiency of our plug-in module.
Results for SR with Non-Integer Scale Factors
In this section, we compare ArbEDSR and ArbRCAN to Bicubic, Meta-EDSR, and Meta-RDN on SR with non-integer scale factors. The PSNR performance improvements over Bicubic achieved by different methods on B100 are shown in Fig. 5 , and the average results are listed in Table 4 . Besides, we also provide visual comparison in Fig. 6 .
Quantitative Results As shown in Fig. 5(a) , our ArbEDSR achieves better performance than Meta-EDSR on all scale factors. Moreover, our ArbRCAN outperforms Meta-RDN on all scale factors except 1.2 and 1.4. From Fig. 5(b) , we can see that our ArbRCAN achieves the best performance on most scale factors. We can further see from Table 4 that our ArbEDSR outperforms Meta- EDSR by a notable margin, with an averaged PSNR value being improved from 31.54 to 31.64 on the B100 dataset. Moreover, our ArbRCAN achieves the best performance on both seen and unseen non-integer scale factors. Figure 6 illustrates the qualitative results on two images of the Manga109 and Urban100 datasets. From these zoom-in regions, we can see that our ArbRCAN produces better visual results than other methods with fewer artifacts. For example, Meta-RDN and ArbEDSR cannot recover the stripes reliably and suffer from obvious distorted artifacts on "img 078" of the Urban100 dataset. In contrast, our ArbRCAN produces finer details.
Qualitative Results
Results for SR with Asymmetric Scale Factors
In this section, we test our ArbEDSR and ArbRCAN on the SR task with asymmetric scale factors. Note that, samples with asymmetric scale factors were not included in the training data. We generated LR test images with scale factors varying from 1.5 to 4 (with a stride of 0.5) along the horizontal and vertical axes. Comparative results are illustrated in Fig. 7 , while visual comparison is provided in Fig. 8. 41.46 38.39 35.92 33.42 31.49 29.62   39.02 38.20 36.36 34.54 32.88 30 Figure 8 qualitatively illustrates the results achieved on three images of the Set14 and Urban100 datasets. It can be observed from these zoom-in regions that our ArbRCAN produces better visual results than other methods for different asymmetric scale factors. Specifically, we can see from the first row that, our ArbRCAN recovers the grids reliably while Bicubic suffers from obvious blurring artifacts. This further demonstrates the superior performance of our networks on unseen asymmetric scale factors.
Qualitative Results
Conclusions
In this paper, we propose a versatile plug-in module to enable existing single image SR networks for scale-arbitrary SR. We also introduce a scale-aware knowledge transfer paradigm to transfer knowledge from scale-specific networks to a scale-arbitrary network. Experimental results show that baseline networks equipped with our module can produce promising results on SR tasks with noninteger and asymmetric scale factors, while maintaining state-of-the-art performance on SR tasks with integer scale factors. Moreover, our module can be easily adapted to scale-specific networks with small additional computational and memory costs.
