Spectral methods for manifold learning and clustering typically construct a graph weighted with affinities (e.g. Gaussian or shortest-path distances) from a dataset and compute eigenvectors of a graph Laplacian. With large datasets, the eigendecomposition is too expensive, and is usually approximated by solving for a smaller graph defined on a subset of the points (landmarks) and then applying the Nyström formula to estimate the eigenvectors over all points. This has the problem that the affinities between landmarks do not benefit from the remaining points and may poorly represent the data if using few landmarks. We introduce a modified spectral problem that uses all data points by constraining the latent projection of each point to be a local linear function of the landmarks' latent projections. This constructs a new affinity matrix between landmarks that preserves manifold structure even with few landmarks and allows one to reduce the eigenproblem size and works specially well when the desired number of eigenvectors is not trivially small. The solution also provides a nonlinear out-of-sample projection mapping that is faster and more accurate than the Nyström formula.
Introduction
Dimensionality reduction algorithms have long been used either for exploratory analysis of a high-dimensional dataset, to reveal structure such as clustering, or as a preprocessing step to extract some low-dimensional features that are useful for classification or other tasks. Here we concentrate on a well known set of spectral dimensionality reduction algorithms (Saul et al., 2006) . The input to these algorithms consists of a symmetric positive semidefinite matrix A that usually represents the similarity between data points Y ∈ R D×N and a symmetric positive definite matrix B that typically represents the scale of the points with respect to each other. Given these two matrices, the generalized spectral problem seeks a solution X ∈ R d×N to a following optimization problem:
Within this framework it is possible to represent such methods as Laplacian Eigenmaps (Belkin & Niyogi, 2003) , Kernel PCA (Schölkopf et al., 1998) , MDS (Cox & Cox, 1994) , ISOMAP (Tenenbaum et al., 2000) , MVU (Weinberger & Saul, 2004) , LLE (Saul & Roweis, 2003) , and spectral clustering (Ng et al., 2002) .
The solution of the problem above is given by X = U . Notice that the solution requires computation of only d trailing eigenvectors. When d is small (for example, for visualization purposes) and the matrix is sparse, one can use techniques such as restarted Arnoldi Iterations (Lehoucq & Sorensen, 1996) to find only a subset of eigenvectors. However, this operation is costly when N and d are large. In this paper, we propose to alleviate this problem by introducing a new method called Locally Linear Landmarks (LLL). There we first select a subset of L landmarks from the data and then find a projection matrix Z ∈ R L×N that allows linear and local data representation using
Thus, we can re-express the problem in the same framework (1) as before now using smaller number of variables L, reducing the cost of eigendecomposition dramatically.
The proposed algorithm can be used for multiple purposes. First of all, naturally, it can be used to approximate the results of the generalized spectral problem when N and d are large. Second, the similarity matrices A and B are usually constructed using some data-dependent meta-parameters, such as a bandwidth σ and a sparsity level K W . These parameters depend on the data, rather then on the algorithm, and have to be tuned each time anew for new data. For example, Ng et al. (2002) suggest to choose the bandwidth σ as the one that gives the least distorted clusters in their spectral clustering algorithm. Because LLL uses same similarity matrices as the original algorithm but runs much faster, we can use it to tune the similarity parameters. Third, the asymptotic complexity of LLL depends indirectly on the dimensionally of the solution d, so LLL has much bigger gains when d is large. Thus, the algorithm can be adopted as a preprocessing step for other machine learning tasks (e.g. for classification). Finally, notice that (1) does not define any mapping and there is no explicit way to find a solution for a new point. Bengio et al. (2004a) suggest an out-of-sample extension based on the Nyström approximation and Carreira- Perpiñán & Lu (2007) propose to use KDE on resulting embedding to produce a mapping in low-dimensional space. Comparing to these approaches LLL allows a natural out-of-sample extension that is based on same approximation as the original problem. Because of space limitations, in this paper we will demonstrate results addressing only the first purpose, i.e. approximating the large dataset.
A typical method to find the approximate fast solution of the spectral problem is the Nyström method (Williams & Seeger, 2001; Bengio et al., 2004; Drineas & Mahoney, 2005; Talwalkar et al., 2008) which approximates the eigendecomposition of a large positive semidefinite matrix using the eigendecomposition of a much smaller matrix of landmarks. This can be seen as an out-of-sample extension where first we find the location of landmarks and project the rest of the points afterwards (Bengio et al., 2004) . However, during the projection of landmarks, the method does not use the data from non-landmark points readily available from the beginning. This can result in bad quality of the embedding, especially when the number of landmarks is low.
The idea of representing a point by linear coding (2) was used in many different domains of machine learning, such as image classification (Gao et al., 2010; Wang et al., 2010) , manifold learning (Roweis & Saul, 2000; Weinberger et al., 2005; Yu et al., 2009 ), supervised (Ladický & Torr, 2011) and semi-superwised (Liu et al., 2010) learning. In addition to linearity, many of the above algorithms are trying to create local and sparse representation of the data, meaning that the points should be reconstructed using only nearby landmarks.
Locally Linear Landmarks
Let us define the landmarks as a set Y = ( y 1 , . . . , y L ) ∈ R D×L of L points in the same space as the highdimensional input Y. Now each datapoint y n can be expressed as a linear combination of nearby landmark points: y n = L k=1 y k z nk where z n is a local projection vector for the point y n . There are multiple ways to make this projection local. One can consider choosing K Z landmarks closest to y n or ǫ-balls centered around y n . Moreover, the Left: 100 points along the spiral (in red) with 20 landmarks selected uniformly (in blue). Center: original affinity matrix W used by LE build using just landmarks (σ=2). Right: learned affinity matrix C of LLL using the whole dataset.
choice of landmarks can be different for every n. In our experiments, we keep only K Z landmarks that are closest to y n and use the same K Z for all the points. Therefore, the projection matrix Z = (z 1 , . . . , z N ) ∈ R L×N has only K Z nonzero elements for every column. This matrix intuitively corresponds to the proximity of the points in the dataset to the nearby landmarks and it should be invariant to rotation, rescaling and translation. The invariance to rotation and rescaling is given by the linearity of the reconstructing matrix YZ with respect to Y, whereas translation invariance must be enforced by constraining columns of Z to sum to one. This leads to the following optimization problem:
Following the approach proposed in (Saul & Roweis, 2003) we introduce point-wise Gram matrix G ∈ R L×L with elements
for every n = 1, . . . , N . Now, the solution to the problem (3) is found by solving a linear system L k=1 G jk z nk = 1 and then rescaling the weights so they sum to one.
We assume that the linearity transformation Z between landmarks and the rest of the points is preserved in highdimensional and low-dimensional spaces, i.e.
Substituting this into the spectral problem (1) gives the following reduced problem
with
The solution is now given by X = U After the solution for the landmarks is found, the values of X can be recovered by applying the formula (5) once again.
We can see the reduced problem (6) as a spectral problem for just landmark points using a similarity matrix A that incorporates information from the whole dataset. For example, in Laplacian Eigenmaps spectral problem (see Section 3 below) A is given by an affinity matrix W and using LLL method we can dramatically improve the quality of W by including additional information from the whole dataset. In fig. 1 we show the affinity matrix for 20 landmark points along the spiral constructed in a usual way and using LLL method by including information about the whole dataset into augmented affinities. Notice that LLL affinity (right plot) is more banded and the weights are more uniformly distributed compared to LE affinity (central plot).
For the location of the landmarks, they should be spread as uniformly as possible around the data to provide local reconstruction. For example, we can do this using k-means algorithm by associating landmarks with the points that are closest to the centroids. We can also use heuristics, such as MinMax algorithm used by de Silva & Tenenbaum (2004) , that greedily select landmarks one by one such that each new one maximizes the distance between already existing set. However, we cannot spend too many resources on landmarks selection in order to introduce as little computational overhead as possible. Thus, for our experiments, we are just going to select the landmarks randomly from the dataset, requiring almost no extra computations.
The complexity of LLL is
3 ) where c is some constant that depends on the sparsity of matrices A and B. Thus the cost is linear in the number of points N , which is asymptotically much faster than the cubic cost of eigendecomposition.
This framework also allows for a cheap and natural out-ofsample extension. In particular, given a new point y 0 ∈ R D that is not a part of the original dataset, we can find its projection on the low-dimensional space by computing a new projection vector z 0 for that point using K Z landmarks around y 0 . The embedding of y 0 is found from a linear combination of the landmark projections x 0 = Xz 0 . The cost of the out-of-sample is O(DK 2 Z + Ld) which is linear for all the parameters except for K Z , which is usually low.
Choice of Parameters. There are two main parameters of the algorithm: the number of landmarks L and the number of landmarks K Z reconstructing every point. For L, basically, the more landmarks we can afford, the better the final result. With the increase in the number of landmarks, the results look more and more similar to the results of the original spectral algorithm and with L = N , the exact method is recovered.
For the number of landmarks around points, each point should be a local linear reconstruction of the nearby landmarks. Thus, it is important that there are enough landmarks so that for each point its nearest landmarks are chosen along the manifold. On the other hand, with a lot of landmarks the reconstruction may lose locality. Overall, we found that the number of landmarks around each point should be slightly bigger than d.
Locally Linear Landmarks for Laplacian Eigenmaps
A particular case of the spectral method for which we can apply LLL is Laplacian Eigenmaps (LE) algorithm (Belkin & Niyogi, 2003) . The general embedding formulation is recovered using A as a graph Laplacian matrix L = D − W defined on a symmetric affinity matrix W with degree matrix D = diag N m=1 w nm and using B as that degree matrix D. The objective function is thus
Note that adding additional second constraint does not alter the general formulation of the spectral solution, but just removes the first (trailing) eigenvector, which is constant and equal to D Using (6) the coefficients of the model becomes:
Similarly to the case of the original LE, the second constraint is satisfied by discarding the first eigenvector. We can see it by noticing that A1 = 0 and looking at the eigendecomposition of C:
Therefore, the solution corresponding to the eigenvalue λ 1 = 0 is trivial.
Experimental evaluation
We compared LLL for LE to two natural baselines. First, Exact LE runs LE on the full dataset. It gives the best embedding, but the runtime is large. Second, Landmark LE runs LE only on a set of landmark points. It gives faster performance, but the embedding quality can be worse because non-landmark points are completely ignored. For Landmark LE we also need to run out-of-sample algorithm to project non-landmark points. We can either compute the projection matrix Z and use it as an out-of-sample local linear mapping or use Nyström algorithm. For all our experiments we used MATLAB eigs function to compute partial eigendecomposition of a sparse matrix.
First, we evaluated the role of the number of landmarks on the performance of the algorithm. We used 60 000 MNIST digits with sparsity K W = 200 and bandwidth σ = 200 to build the affinity matrix and reduced the dimensionality to d = 50. For LLL, we set K Z = 50 and increased the number of landmarks logarithmically from 50 to 60 000. We
Locally Linear Landmarks for Large-Scale Manifold Learning chose landmarks at random and repeated the experiment 5 times for different random initialization to see the sensibility of the results to the random choice of the landmarks. To quantitate the error with respect to Exact LE we first used Procrustes alignment (Cox & Cox, 1994, ch. 5) to align the embeddings of the methods and then computed the relative error between aligned embeddings.
In fig. 2 we show the error as well as the overall runtime for different algorithms as the number of landmarks increases. Our first indicator of performance is to see which algorithm can achieve the error of 10% faster. LLL needed 451 landmarks and 5.5 seconds (shown by a dashed green line in the left plot). This is 14 times faster compared to Exact LE which takes 80 seconds. Landmark LE with Z as an out-of-sample achieves the same error with 23 636 landmarks and the runtime of 69 seconds (1.15 speedup, blue dashed line in the right plot). Landmark LE with Nyström is not able to achieve the error smaller than 50% with any number of landmarks. Notice that the deviation from the mean for 5 runs of randomly chosen landmarks is rather small, suggesting that the algorithm is robust to different locations of landmarks.In fig. 3 we show the embedding of Figure 4 . Embedding of 1 020 000 points from infinteMNIST dataset using LLL with 10 000 landmarks. It took 4.2 minutes to compute the projection matrix Z and 14 minutes to find the embedding.
Exact LE and the embedding of LLL with 451 randomly selected landmarks. The embedding of LLL is very similar to the one of Exact LE, but the runtime is 15 times faster (5.5 seconds compared to 80 seconds).
Next, for a large-scale experiment we used infinite MNIST dataset from Loosli et al. (2007) where we generated 1 020 000 handwritten digits using elastic deformations to the original MNIST dataset. For LLL we used 10 000 randomly selected landmarks and choose K Z = 5 nearest landmarks. It took the algorithm 4.2 minutes to compute the projection matrix Z and 14 minutes to compute the embedding. The resulting embedding is available in fig. 4 . For a dataset with that many points we cannot run Exact LE with our computer.
Conclusion
Typically computing the solution of spectral methods for dimensionality reduction (e.g. Laplacian Eigenmaps (LE), LLE, ISOMAP) or spectral clustering requires computing d trailing eigenvectors of a large N × N matrix, which is a costly operation when N and d are large. We have proposed an alternative formulation of the problem that optimizes only a small set of landmarks points, while retaining the structure of the whole data. The algorithm is well defined theoretically, has clear computational advantages compared to the original problem and can be applied to speed up the computations and to scale up the applications to much bigger sizes. The method also defines natural outof-sample extension that is a lot cheaper and better than Nyström method. In case of LE, the method is able to achieve 10 − 20× speed up with small approximation error.
