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[1] Acquiring quantitative metrics‐based knowledge about the performance of various space physics
modeling approaches is central for the space weather community. Quantification of the performance
helps the users of the modeling products to better understand the capabilities of the models and to
choose the approach that best suits their specific needs. Further, metrics‐based analyses are important
for addressing the differences between various modeling approaches and for measuring and guiding
the progress in the field. In this paper, the metrics‐based results of the ground magnetic field
perturbation part of the Geospace Environment Modeling 2008–2009 Challenge are reported.
Predictions made by 14 different models, including an ensemble model, are compared to geomagnetic
observatory recordings from 12 different northern hemispheric locations. Five different metrics are
used to quantify the model performances for four storm events. It is shown that the ranking of the
models is strongly dependent on the type of metric used to evaluate the model performance.
None of the models rank near or at the top systematically for all used metrics. Consequently,
one cannot pick the absolute “winner”: the choice for the best model depends on the characteristics
of the signal one is interested in. Model performances vary also from event to event. This is
particularly clear for root‐mean‐square difference and utility metric‐based analyses. Further, analyses
indicate that for some of the models, increasing the global magnetohydrodynamic model spatial
resolution and the inclusion of the ring current dynamics improve the models’ capability
to generate more realistic ground magnetic field fluctuations.
Citation: Pulkkinen, A., et al. (2011), Geospace Environment Modeling 2008–2009 Challenge: Ground magnetic
field perturbations, Space Weather, 9, S02004, doi:10.1029/2010SW000600.
1. Introduction
[2] Groundmagnetic field perturbations are of interest to
a number of industries impacted by space weather. For
example, magnetic field perturbations induce potentially
harmful electric currents to long conductor systems such as
buried pipelines and high‐voltage power transmission
systems [e.g., Boteler et al., 1998; Pirjola, 2005]. Also direc-
tional drilling used by the oil industry for drilling oil and
gas offshore can be impacted by the unexpected geomag-
netic field changes [e.g., Reay et al., 2005]. In their attempt to
mitigate possible space weather‐related problems, these
industries benefit from accurate modeling‐based quantifi-
cation of the geomagnetic field perturbations at the sites of
their interest. Quantitative evaluation of the ground mag-
netic field perturbation model performance, which is the
topic of the paper at hand, helps the potential users of
the model products to better understand the capabilities
of the models and to choose the approach that suits the
best their specific needs.
[3] The Geospace Environment Modeling (GEM) com-
munity has recognized that, due to the increasing need for
physics‐based space weather modeling products and
maturity and the increasing complexity of the state‐of‐the‐
art global space weather models, there is a great need for a
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systematic and quantitative evaluation of different geo-
space circulation modeling approaches. To respond to the
need, the GEM Global Geospace Circulation Modeling
(GGCM) Metrics and Validation Focus Group organized a
modeling Challenge focusing on the inner magnetospheric
dynamics and ground magnetic field perturbations. The
new activity follows the series of earlier GEM Challenges
[Lyons, 1998; Birn et al., 2001; Raeder andMaynard, 2001]. The
2008–2009 Challenge is a natural next step to GEM efforts
described by Lyons [1998] and Raeder and Maynard [2001] as
instead of ionospheric convection or isolated substorm
events, full storm events containing great variety of differ-
ent geospace states are studied. Further, to facilitate
unambiguous and objective interpretation of the Challenge
results, a particular focus is now placed on systematic
metrics‐based analyses. The primary goals of the evalua-
tions carried out in the 2008–2009 Challenge are to address
differences between various modeling approaches, evalu-
ate the current state of GGCMmodels, demonstrate effects
of model coupling and grid resolution, encourage colla-
borations, and facilitate further model improvements.
[4] The Challenge was initiated at the summer GEM
workshop 2008 in Midway, Utah and announced in Septem-
ber 2008. Model result submissions received by 1 September
2009 are included in this paper. The submission weremade
via Community Coordinated Modeling Center’s (CCMC)
online submission system,which also enables onlinemodel
comparisons (see http://ccmc.gsfc.nasa.gov). Further, a
number of model submissions were generated via CCMC’s
runs‐on‐request system. The corresponding simulations
are publicly available for analysis via CCMC’s visualization
interface.
[5] Preliminary analysis of a subset of the Challenge
model submissions were presented by Pulkkinen et al. [2010].
In this paper, the final metrics‐based Challenge results
pertaining to the ground magnetic field perturbations are
reported. In a companion paper by L. Rastätter et al. (Geo-
space Environment Modeling 2008–2009 Challenge: Geo-
synchronous magnetic field, submitted to Space Weather,
2010), results pertaining to the geostationary magnetic field
perturbations are reported. For brevity, no detailed scientific
analysis of the model submissions is carried out in this work.
Focused scientific analyses will be reported in follow‐up
studies. It is emphasized that the individual model compar-
isons can be examined in further detail by using the online
metric tool available at the CCMC’s website.
2. The Challenge Setup
[6] Four geospace storm events listed in Table 1 were
chosen for the study. Solar wind bulk plasma and the
interplanetary magnetic field observations carried out by
SWEPAM and MAG instruments onboard Advanced
Composition Explorer (ACE) for the events are shown in
Figure 1. Note that due to problems with data from the
SWEPAM instrument during the October 2003 event
(event 1), only low temporal resolution plasma velocity
data could be constructed [Skoug et al., 2004]. Further, the
plasma density data for the event was obtained from the
Geotail Plasma Wave Instrument. Events 1 and 2 are well‐
known coronal mass ejection‐related major storm events
while events 3 and 4 are less active periods associated with
much more subtle changes in the solar wind driving. Only
Lagrange 1 solar wind observations were used to drive the
models discussed in this paper.
[7] For each event in Table 1, the model performance is
evaluated by means of model versus observations compar-
isons for the following geospaceparameters: (1) parameter 1,
magnetic field at the geosynchronous orbit; (2) parameter 2,
magnetopausecrossingsbygeosynchronoussatellite; (3)param-
eter 3, plasma density/temperature at the geosynchronous
orbit; (4) parameter 4, ground magnetic field perturbations;
and (5) parameter 5, Dst index.
[8] Oneminute geomagnetic observatory recordingswere
used to provide the unambiguous high‐precision “ground
truth” for parameter 4 discussed in this paper. 12 geomag-
netic observatories (magnetometer stations) listed in Table 2
and shown in Figure 2 were selected based on the global
spatial and temporal coverage. One minute temporal res-
olution magnetic field recordings were downloaded via
INTERMAGNET (www.intermagnet.org). The data were
transformed from geographic coordinates, as provided by
INTERMAGNET, into geomagnetic dipole coordinates.
IGRF 2000 coefficientswere used to compute the coordinate
transformation matrices as given by Hapgood [1992]. The
quiet time baseline level was determined visually for each
station and for each event and the baseline was removed
from themagnetic field data to obtain the disturbance field.
Small data gaps with length of no more than few minutes
Figure 1. Solar wind bulk plasma and the interplanetary magnetic field observations for the studied storm events
((a‐d) events 1–4) given in Table 1. See the text for details. Adopted from Pulkkinen et al. [2010].
Table 1. Geospace Events Studied in the Challengea
Event Date and Time Min (Dst) Max (Kp)
1 29 October 2003 0600 UT to 30 October 0600 UT −353 nT 9
2 14 December 2006 1200 UT to 16 December 0000 UT −139 nT 8
3 31 August 2001 0000 UT to 1 September 0000 UT −40 nT 4
4 31 August 2005 1000 UT to 1 September 1200 UT −131 nT 7
aThe last two columns give the minimum Dst index and the maximum Kp index of the event, respectively.
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were patched by means of linear interpolation. The mod-
eledmagnetic field datawere resampled bymeans of spline
interpolation to match the time stamps of the observations.
[9] Note that although the Dst index addresses the low‐
latitude geomagnetic phenomena, no low‐latitude mag-
netometer stations were included in the Challenge. This is
particularly important for first‐principles models as due to
the inner boundary, which is located typically at 3–4 Earth
radii, the global magnetohydrodynamic (MHD) approach
can provide ionospheric output only at high latitudes. This
constraint can be alleviated by coupling global MHD
models to inner magnetospheric models capturing the ring
current dynamics and providing ionospheric output also at
lower latitudes [e.g., De Zeeuw et al., 2004; Toffoletto et al.,
2004] [see also Yu et al., 2010]. It is noted that although
some of the model submissions included in the Challenge
use coupling to an innermagnetospheric model, only high‐
latitude ionospheric currents are used in the computation
of the ground magnetic field perturbations.
[10] Due to the computational constraints, in model sub-
missions that were generated via CCMC’s runs‐on‐request
system, only horizontal and field‐aligned ionospheric cur-
rents within 1000 km radius about the location of the mag-
netometer station are taken into account (see Pulkkinen et al.
[2010] for details). While integration over only part of the
ionosphere is acceptable when studying the horizontal
components of the ground magnetic field, the vertical
component may be poorly estimated [Yu and Ridley, 2008].
Further, some of the Challenge submissions included only
the horizontal components of the magnetic field. Conse-
quently, only horizontal components of the ground mag-
netic field are used in the analyses carried out in this paper.
3. Model Performance Metrics
[11] Formally, the term metric is used here to refer to
functions mapping two elements of a set (e.g., time series
of the observed and the modeled ground magnetic fields)
into a single real number. In model evaluations, the
number characterizes the performance of the model with
respect to the observations. Further, there is no metric that
is universally applicable to all situations. The metric needs
to be selected or designed carefully based on the char-
acteristics of the studied signal one is mostly interested in.
Based on the GEM community input, five different metrics
are used in evaluating the model performances in this
paper. These five metrics are described below.
3.1. Root‐Mean‐Square Difference
[12] One of the classic means to quantify the difference
between two elements of a set is to compute the root‐mean‐
square difference defined as
RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi





where xobs and xmod are the observed and the modeled
signals, respectively, h..ii indicates arithmetic mean (all
means/averages taken in this work are arithmetic means)
taken over i. Throughout this work i corresponds to the
time series over individual events. RMS = 0 indicates per-
fect model performance. It should be noted that in contrast
to other metrics used in this work, RMS has a dimension,
which is equal to that of signal x. Further, it should also be
noted that since RMS is not normalized, comparisons
between events having large differences in the amplitude of
the signal can be somewhat problematic, as will be seen
below.
3.2. Prediction Efficiency
[13] Another commonly used metric is the prediction
efficiency (PE) defined as
PE ¼ 1





Table 2. The Locations of the Geomagnetic Observatories
Used in the Study













Figure 2. The locations and the station codes of the
geomagnetic observatories used in the study. Geomag-
netic dipole coordinates are used.
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where xobs and xmod are the observed and the modeled
signals, respectively, h..ii indicates arithmetic mean taken
over i and sobs
2 is the variance of the observed signal.
Note that PE = 1 indicates a perfect prediction while PE = 0
means that the model predicts the signal equally well to a
model that uses the mean value of the signal as a predictor.
3.3. Log‐Spectral Distance
[14] Geomagnetically induced currents (GIC) flowing,
for example, in high‐voltage power transmission systems
are one of the major ground‐based space weather hazards.
Consequently, the third applied metric was developed to
quantify the models’ capability to reproduce the GIC‐
related features of the magnetic field fluctuations. For this,
it was assumed that the horizontal geoelectric field (~Ex, ~Ey)
can be calculated from the observed or modeled ground
magnetic field accurately by means of the plane wave
approach [see, e.g., Pirjola, 2004]. In the plane wave
approach, the spectral domain electric field is obtained by
computing




where m0 is the vacuum permeability, (~Bx, ~By) the spectral
domain magnetic field (tilde denotes quantities in the
spectral domain and w denotes the angular frequency)
and ~Z(w) the surface impedance. In equation (3), the minus
sign applies for the (~Ey, ~Bx) pair. Further, it was assumed
that GIC can be obtained from the relation





where a and b are the system parameters that depend on
the topology and the electrical properties of the investi-
gated conductor system. For power spectra, the relation (4)
takes the form of a triangle inequality
jG~IC !ð Þj  j a
0
jj~Zjj~Byj þ j b
0
jj~Zjj~Bxj ð5Þ
Motivated by the inequality (5), one then computes the
logarithm of the ratios of the right‐hand side of equation (5)
and assumes ∣a∣ = ∣b∣ to introduce ms defined as













which is a dimensionless quantity characterizing model’s
ability to reproduce the GIC‐related magnetic field fluc-










where the sum is over N frequencies. Ms in equation (7) is
called log‐spectral distance measuring the positive definite
distance from the perfect (Ms = 0) model performance.
The sum in equation (7) is carried out over the periods
2–120 min in this work.
[15] The power spectra for individual time series in
equation (6) were computed as follows. First the time
series was divided into 2 h long segments with 50%
overlap between neighboring segments. The data within
each segment was multiplied with the Hann window
function [Press et al., 1992, p. 554] prior to the fast fourier
transform and the final spectrum was obtained by taking
an average over the segments.
3.4. Utility
[16] The fourth metric used in the Challenge is the
so‐called utility metric (for details, see Weigel et al. [2006,
and references therein]). In using the utility, one quantifies
the performance in terms of a model’s capability to predict
events. An event is defined here as follows: within a forecast
window 0 ≤ t ≤ tf, the absolute value of the parameter of
interest exceeds event threshold ∣xthres∣ (note that in more
general cases the absolute value is not necessarily
required). The windows are moved over the time series in
nonoverlapping parts and events for given tf and ∣xthres∣ are
recorded for both the measured and the modeled x. The
utility of the forecast is defined as
Uf ¼ BNH  CNH ð8Þ
where NH is the number of correct forecasts, NH is the
number of false alarms, C is the cost of taking mitigating
action and B is the benefit from having taken mitigating
action when an event occurred. In using this particular
metric, one assumes that 1.) the user takes the same miti-
gating action following each forecast of an event, 2.) an
“alwaysmitigate” strategy yields a netmonetary loss for the
user and 3.) the user seeks to maximize the monetary gain
Uf. Note that one is considering utility with respect to a
system that is never mitigated. In another words, the dif-
ference between losses/gains experienced by the two sys-
tems is considered. It follows thatmissed events need not to
be considered; a missed event will cause the same mone-
tary loss for both the reference system and the systemusing
mitigation actions.
[17] As values for B and C in equation (8) are system‐
dependent and are estimated by the user, rather than
computing Uf, the forecast ratio Rf = NH/NH is reported
here, which is an approach suggested byWeigel et al. [2006].
It is easily seen that the utility Uf is positive if Rf > C/B and
thus by reporting Rf, the user can determine if the forecasts
can be used to provide positive utility once the values B and
C are known. In model comparisons, a model with a larger
Rf will have a greater utility Uf. It is noted that there are a
number of ways to carry out the event‐based analysis, the
utility of the forecast being only one alternative to charac-
terize the model performance. For example, event‐based
metrics such as probability of detection (POD) and false
alarm ratio (FAR) have also been used to evaluate space
physics model performance [Lopez et al., 2007].
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[18] From the GIC viewpoint, the time derivative of the
magnetic field is typically a better indicator of the activity
than the mere amplitude of the magnetic field [e.g.,
Viljanen et al., 2001]. Consequently, in this work the fore-
cast ratios are computed both for the predictions of the





the amplitude of the time derivative of the horizontal
magnetic field vector ∣dBh/dt∣.
3.5. Ratio of the Maximum Amplitudes
[19] Sometimes only the forecasted maximum ampli-
tude of the space weather event is of interest to the end







where xobs and xmod are the observed and the modeled
signals, respectively, and the maximum is taken over i.
Clearly, Rmax = 1 indicates perfect model performance
while Rmax > 1 and Rmax < 1 indicate that model over-
estimates and underestimates, respectively, the maximum
amplitude of the signal. The ratios of the maximum am-
plitudes are computed both for the predictions of the





the amplitude of the time derivative of the horizontal
magnetic field vector ∣dBh/dt∣.
4. Models
[20] Table 3 summarizes themodel submissions analyzed
in the Challenge. In the following each model is described
briefly. One should see the given references for more
detailed descriptions of individual models. Models are
referred below by using the identifiers given in Table 3.
[21] 1. Identifier 1_CMIT, Coupled Magnetosphere‐
Ionosphere‐Thermosphere (CMIT) [Wiltberger et al., 2004]
version 2.0 consists of coupled Lyon‐Fedder‐Mobarry
(LFM) global MHD model of the magnetosphere [Lyon
et al., 2004] and Thermosphere‐Ionosphere Electrody-
namics General Circulation Model (TIEGCM) [Richmond
et al., 1992]. Ionospheric currents from TIEGCM were
used to compute the ground magnetic field perturbations.
In contrast to the other Challenge global MHDmodels that
use Cartesian grids, CMIT uses a distorted spherical grid in
themagnetosphere. Event 1was not submitted for 1_CMIT.
[22] 2. Identifier 1_LFM is LFM without coupling to
TIEGCM. Event 1 was not submitted for 1_LFM.
[23] 3. Identifers 1_OPENGGCM and 2_OPENGGCM
are OpenGGCM version 3.1 global MHD model [Raeder
et al., 2001] coupled to Coupled Thermosphere Ionosphere
Model (CTIM) [Fuller‐Rowell et al., 1996]. OpenGGCM uses
a stretched Cartesian grid. Event 1 was not submitted for
1_OPENGGCM, and events 1 and 3 were not submitted for
2_OPENGGCM.
[24] 4. Identifiers 1_SWMF to 6_SWMFare SpaceWeather
Modeling Framework (SWMF) versions 7.73, 8.01 and
20090403 including BATS‐R‐US global MHD model [Powell
et al., 1999] with and without coupling to Rice Convection
Model (RCM) of the inner magnetosphere [De Zeeuw et al.,
2004; Tóth et al., 2005]. BATS‐R‐US uses a block‐adaptive
Cartesian grid.
[25] 5. Identifier 1_WEIMER is an empirical model by
Weimer [2005] of ionospheric electric fields and field‐
aligned currents. This model is based on measurements of
the electric andmagnetic fieldswith theDynamics Explorer
2 satellite. The Weimer [2005] publication describes the
method by which the ionospheric fields are used for pre-
dicting the geomagnetic variations. As it takes of the order
of 20 min for the entire ionosphere to reconfigure in
response to the interplanetary magnetic field changes, for
these predictions the input to the model uses averages of
the interplanetary magnetic field in 15 min intervals,
stepping forward at 4 min increments. These results were
interpolated to 1 min steps, as required for the Challenge
comparisons.
Table 3. Model Submissions Analyzed in the Challengea
Identifier Model Grid (Number of Cells, Min. Res.)
1_CMIT CMIT 2.0, LFM coupled to TIEGCM 40,000, 0.5 Re
1_LFM LFM 160,000, 0.3 Re
1_OPENGGCM OpenGGCM v3.1 coupled to CTIM 3 million, 0.3 Re
2_OPENGGCM OpenGGCM v3.1 coupled to CTIM 6.5 million, 0.25 Re
1_SWMF SWMF v7.73, BATS‐R‐US 2 million, 0.25 Re
2_SWMF SWMF v7.73, BATS‐R‐US 700,000, 0.25 Re
3_SWMF SWMF v8.01 BATS‐R‐US coupled to RCM 2 million, 0.25 Re
4_SWMF SWMF v8.01, BATS‐R‐US 3 million, 0.125 Re
5_SWMF SWMF v8.01, BATS‐R‐US coupled to RCM 3 million, 0.125 Re
6_SWMF SWMF v20090403, BATS‐R‐US coupled to RCM 900,000, 0.25 Re
1_WEIMER Weimer [2005] 4 min output interpolated into 1 min
2_WEIMER New empirical model by D. Weimer 4 min output interpolated into 1 min
1_WEIGEL Weigel et al. [2003] 30 min output
aEach model is assigned a unique model identifier given in the first column. The table indicates the model version, and if
applicable, the number of cells and the minimum spatial resolution used in the global MHD part of the model. Note that
different model setups are referred as different “models.”
PULKKINEN ET AL.: GEM CHALLENGE S02004S02004
6 of 13
[26] 6. Identifier 2_WEIMER is a new empirical model
by D. Weimer. Partial description of the model is available
in the work by Weimer et al. [2010]. The model is based on
measurements from 105 ground magnetometers at geo-
magnetic latitudes above 35°N and simultaneous mea-
surements from the ACE spacecraft. This database spans
the time period from 1998 through 2001. This model also
uses spherical harmonics, with coefficients that vary
according to the interplanetary magnetic field and dipole
tilt angle. A very preliminary version was completed just
prior to the deadline for the Challenge submissions. For
these metric tests, this model also used output calculated
at 4 min intervals. These results were interpolated to 1 min
steps, as required for the Challenge comparisons.
[27] 7. Identifier 1_WEIGEL is an empirical model by
Weigel et al. [2003]. The model generates output with a
30 min temporal resolution, which was used in the model
submissions.
[28] All model submissions except 1_WEIGEL had a
1 min temporal resolution. 1_WEIGEL was interpolated to
a 1 min resolution for computing the prediction efficiency
discussed in section 3.2. Submissions 1_OPENGGCM,
2_OPENGGCM and 1_SWMF to 5_SWMF were generated
at CCMC and corresponding simulations are publicly
available for analysis via CCMC’s visualization interface.
1_OPENGGCM and 1_SWMF to 3_SWMF were studied
by Pulkkinen et al. [2010]. For submissions generated at
CCMC, the ground magnetic field perturbations were
computed by using the approach described by Pulkkinen et
al. [2010]. In addition to the models in Table 3, also an
ensemble model was generated (identifier ENSEMBLE).
The ensemble was formulated by computing the average
over all model predictions. The averaging was carried out
separately for each station and for both horizontal mag-
netic field components. It is noted that due to a number of
SWMF submissions, the ensemble model generated by
simple averaging may be weighted slightly toward that
specific framework.
5. Results
[29] Figure 3 shows an example of the observed and
modeled ground magnetic field perturbations for the
event 2 for one of the meridional chains of magnetometer
stations used in the study. Note that one can generate
similar plots via CCMC’s online metrics tool (see http://
ccmc.gsfc.nasa.gov). Although the data is shown only to
provide a qualitative visual impression on how models
compare to the observations for this particular event, one
can identify some differences between the models. For
example, empirical models 2_WEIMER and 1_WEIGEL
seem to give the amplitude of the negative magnetic field
perturbation at the lower‐latitude stations OTT and FRD
better than the first‐principles models. It is also clear from
Figure 3 that storm time field fluctuations are a challenge to
predict accurately. However, it is difficult to make definite
conclusions based on a large number of partially over-
lapping curves. Formore definite comparisons between the
models, one needs to quantify the model performance by
using metrics, which is the main objective of the work
at hand.
[30] Figures 4, 5, 6, and 7 show the results of the metrics‐
based analyses. In Figures 4–7, results for individual events
and the average over the events are shown. It should be
noted that not all models had data for all four events and
thus some caution should be taken when comparing the
averages taken over the events.
[31] Figure 4 provides the model ranking based on the
root‐mean‐square difference, prediction efficiency and the
log‐spectral distance described in sections 3.1, 3.2 and 3.3,
respectively. Figure 4a shows that the root‐mean‐square
differences rather systematically increase as a function of
geomagnetic activity: differences are much larger for the
Kp index 9 event 1 than for the Kp index 4 event 3. It
should be noted that models 1_LFM and 1_CMIT are
ranked favorably in terms of mean root‐mean‐square
difference partly because the corresponding models had
no data for the event 1 that is associated with the largest
root‐mean‐square differences. With this notion, models
1_LFM, 2_WEIMER and 1_CMIT are the top ranking
models in terms of the root‐mean‐square difference. As is
seen from Figure 4b, the empirical models 2_WEIMER,
1_WEIGEL and the ensemble model ENSEMBLE are the
top ranking models in terms of the prediction efficiency.
The prediction efficiencies observed are consistent with
those found by Weigel et al. [2003], who showed that in the
auroral zone, prediction efficiencies varied from 0 to 0.6.
First‐principles‐based models fail to provide positive
average prediction efficiencies, which is yet another indi-
cation that storm time ground magnetic field perturba-
tions are a challenge to predict accurately. On the other
hand, empirical models fail to generate the rapid changes
in the magnetic field that are necessary to perform well in
log‐spectral distance‐based comparisons as seen from
Figure 4c. One possible reason for the empirical models’
good performance in terms of the prediction efficiency
and poor performance in terms of the log‐spectral dis-
tance is that the parameters for the models were selected
by minimizing an error function that is related to the root‐
mean‐square difference and prediction efficiency. Due to
the low‐cadence 30 min output, 1_WEIGEL is not included
in the spectral or ∣dBh/dt∣‐based analyses.
[32] Figures 5 and 6 show the results of the utility metric
analysis described in section 3.4. The forecast ratios were
computed by integrating the numbers of correct forecasts
and false alarms over all stations. The thick dashed line in
Figure 5 was obtained by integration over both stations
and events. It should be noted that statistics for individual
events may be poor especially with large amplitude
thresholds and in some cases no correct forecasts or false
alarms are recorded. In such cases the forecast ratio is zeroor
infinite and the corresponding values are not present in
Figures 5 and 6. Since the integration over both stations and
events takes into account correct forecasts or false alarms
associated with possible zero or infinite forecast ratios for
individual events, the thick dashed lines in Figures 5 and 6
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do not necessarily go through values associated with lone
individual events seen in thepanels. Forecastwindow length
of 45 min, which is comparable to the forecast lead time
obtained with the Lagrange 1 observations‐based modeling
approaches, was used in the utility metric analyses.
[33] In Figure 5, model forecast ratios are shown for four
different thresholds of the horizontal magnetic field
amplitude: 100, 300, 500 and 650 nT. These represent the
midrange amplitudes for the four storm events. Similarly to
Figure 4a, the empirical models 2_WEIMER, 1_WEIGEL
and the ensemble model ENSEMBLE are seen to rank in
the top for all threshold levels. It can also be observed that
there are considerable differences between different
events: forecast ratios associated with the event 1 tend to be
clearly higher for most models especially at the thresholds
of 100 and 300 nT.
[34] In Figure 6 model forecast ratios are shown for four
different thresholds of the amplitude of the time deriva-
tive of the horizontal magnetic field vector: 0.3, 0.7, 1.1 and
1.5 nT/s. Also these represent the midrange amplitudes
for the four storm events. Although forecast ratios vary
significantly between different events and general inter-
pretations should thus be made with caution, 2_WEIMER
and ENSEMBLE are again seen to rank in the top for all
threshold levels. This is somewhat surprising given the
fact that the model 2_WEIMER lacked the rapid fluctua-
tions needed to rank in the top in Figure 4b. The high
ranking in terms of the forecast ratio can be attributed to
the generally low amplitudes of ∣dBh/dt∣ and consequently
very low rate of false alarms generated by 2_WEIMER.
Similar to Figure 5, it can be observed from Figure 6 that
the forecast ratios associated with the event 1 tend to be
higher for most models.
[35] Finally, Figure 7 shows the ratios of the maximum
amplitudes of both the horizontal magnetic field and the
time derivative of the horizontal magnetic field vector. It is
noted that since the ratio of the maximum amplitudes can
take values on both sides of the optimal Rmax = 1, a model
that both overestimates and underestimates the maximum
amplitudes can perform optimally in an average sense.
Figure 3. Observed (black line) and modeled geomagnetic north‐south component of the mag-
netic field (in nT) for the event 2 at four stations: (a) IQA, (b) PBQ, (c) OTT, and (d) FRD. See
Figure 2 for locations of the stations. The coding of each modeled trace is indicated on the right‐
hand side of Figures 3b and 3d.
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Consequently, no model ranking is given in Figure 7. The
results are used to provide only general indication about
models’ capability to generate the extreme amplitudes
associated with the four events.
[36] It is seen fromFigure 7 thatmost of themodels tend to
underestimate themaximum ∣Bh∣ and ∣dBh/dt∣. For example,
as seen fromFigure 7b, 2_WEIMERgives systematically only
about 20%–30% of the maximum ∣dBh/dt∣ amplitudes. Only
models 1_CMIT, 1_OPENGGCM and 2_OPENGGCM are
able to generate comparable and higher maximum ∣Bh∣ in
comparison to the observations. Models 3_SWMF to
6_SWMF, 1_OPENGGCM and 2_OPENGGCM are able to
Figure 4. Ranking of the models according to (a) average (average taken over stations and horizon-
tal field components) root‐mean‐square difference, (b) the average prediction efficiency (average
taken over stations and horizontal field components), and (c) the average log‐spectral distance
(average taken over stations). In Figures 4a–4c the best performing model is located in the extreme
left. Dots with different colors correspond to different events: black, event 1; blue, event 2; red,
event 3; green, event 4. The thick dashed line gives the model average taken over different events.
The ranking is based on the averages taken over the events. See Table 3 for model identifiers on the
horizontal axis. Identifier 1_WEIGEL is not included in the analysis of Figure 4c.
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generate comparable and higher maximum ∣dBh/dt∣ in
comparison to the observations.
6. Discussion
[37] In this paper, themetrics‐based results of the ground
magnetic field perturbation part of the GEM 2008–2009
Challenge were reported. Predictions made by 14 different
models, including an ensemble model, were compared to
geomagnetic observatory recordings from 12 different
northern hemispheric locations. Five differentmetricswere
used to quantify the model performances.
[38] It was seen that the ranking of the models is strongly
dependent on the type ofmetric used to evaluate themodel
performance. None of the models ranked to the top sys-
tematically for all used metrics. For example, empirical
Figure 5. Ranking of the models according to the integrated (integration over stations) forecast
ratio for different thresholds of the horizontal magnetic field amplitude. (a) Threshold 100 nT,
(b) threshold 300 nT, (c) threshold 500 nT, and (d) threshold 650 nT. The best performing model
is located in the extreme left of each panel. Dots with different colors correspond to different
events: black, event 1; blue, event 2; red, event 3; green, event 4. The thick dashed line gives the
forecast ratio integrated over different stations and events. The ranking is based on values inte-
grated over stations and events. See Table 3 for model identifiers on the horizontal axis. Forecast
window length of 45 min was used in the analysis.
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models 2_WEIMER and 1_WEIGEL and the ensemble
model ENSEMBLE were the top models in terms of the
prediction efficiency and the forecast ratio while first‐
principles models performed better in terms of the log‐
spectral distance. The first‐principles models were also
more successful in generating the maximum ∣Bh∣ and
∣dBh/dt∣ associated with the studied storm events.
[39] Model performances varied also from event to event
and in many cases the scatter was larger than the difference
between individual models. The varying model perfor-
mance between events was particularly clear for utility
metric‐based analysis where the event 1; that is, the Hal-
loween storm event was seen to be associated with the
largest forecast ratios. This result emphasizes the need for
Figure 6. Ranking of the models according to the integrated (integration over stations) forecast
ratio for different thresholds of the amplitude of the time derivative of the horizontal magnetic field
vector. (a) Threshold 0.3 nT/s, (b) threshold 0.7 nT/s, (c): threshold 1.1 nT/s, and (d) threshold
1.5 nT/s. The best performing model is located in the extreme left of each panel. Dots with different
colors correspond to different events: black, event 1; blue, event 2; red, event 3; green, event 4. The
thick dashed line gives the forecast ratio integrated over different stations and events. The ranking
is based on values integrated over stations and events. See Table 3 for model identifiers on the
horizontal axis. Identifier 1_WEIGEL is not included in the analysis. Forecast window length of
45 min was used in the analysis.
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model evaluation for varying interplanetary conditions. It is
conceivable that different modeling approaches may be
preferable for different types of events. An “optimal model”
could in fact be a collection of models tuned and used sep-
arately for predicting specific characteristics of a signal of
interest for specific types of interplanetary conditions.
[40] Another question of general interest is the effect of
model complexity, namely spatial resolution of the global
MHD and coupling to inner magnetospheric models, on
the model performance. The results in the work by
Pulkkinen et al. [2010] indicated that inclusion of ring cur-
rent physics and better spatial resolution in global MHD
improved the model performance. Such improvement is
not observable in the modest increase of the spatial res-
olution from 1_OPENGGCM to 2_OPENGGCM. While
1_CMIT predicts a more realistic maximum ∣Bh∣, inclusion
of the thermospheric physics does not systematically
improve the model performance from 1_LFM to 1_CMIT.
However, it should be noted that the spatial resolution of
the global MHD in 1_LFM is higher than in 1_CMIT,
which can also affect the results.
[41] Although no systematic improvement can be
observed in terms of the prediction efficiency or the
forecast ratio for an increasing model complexity
sequence 2_SWMF, 1_SWMF, 3_SWMF to 5_SWMF, a
clear improvement is seen from Figures 4c and 7b in terms
of the log‐spectral distance and the ratio of the maximum
amplitude of the time derivative of the horizontal mag-
netic field vector. Increasing the global MHD model spa-
tial resolution and the inclusion of the ring current
dynamics is seen to improve the models’ capability to
generate more realistic ground magnetic field fluctuations.
[42] From the space weather applications viewpoint, the
work carried in this paper demonstrates that as results can
depend heavily on the selected metric, one needs to be
very careful in selecting appropriate metrics for model
validation and verification. Users of the space weather
products need to clearly define the characteristics of the
modeled signal that are of their interest and the selection
of the metric should be carried out accordingly. Further,
users also need to specify what type of space weather
events are of their interest. As was seen in the work at
hand, the model performance can vary significantly as a
function of the type of interplanetary driver and the
strength of the geomagnetic disturbance.
[43] Systematic and quantitative evaluations of geospace
model performances are needed to measure the progress
in the field of space weather. Further, continuing evalua-
tions can be used to guide the progress in the field, for
example, by addressing the differences between various
modeling approaches. From the applications viewpoint,
users can utilize evaluations of collections of models to
choose the approach that suits the best their specific
needs. The work presented in this paper provides a
benchmark for further and optimally ongoing monitoring
of the space weather model performance.
Figure 7. Average (average over stations) ratios of (a) the maximum horizontal magnetic field
amplitudes and (b) the maximum amplitude of the time derivative of the horizontal magnetic field
vectors. Dots with different colors correspond to different events: black, event 1; blue, event 2; red,
event 3; green, event 4. The thick dashed line gives the model average taken over different events.
See Table 3 for model identifiers on the horizontal axis. Identifier 1_WEIGEL is not included in the
analysis of Figure 7b.
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