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ABSTRACT
In this paper we study the recently proposed tensor networks/AdS correspondence. We found that
the Coxeter group is a useful tool to describe tensor networks in a negatively curved space. Study-
ing generic tensor network populated by perfect tensors, we find that the physical wave function
generically do not admit any connected correlation functions of local operators. To remedy the
problem, we assume that wavefunctions admitting such semi-classical gravitational interpretation
are composed of tensors close to, but not exactly perfect tensors. Computing corrections to the
connected two point correlation functions, we find that the leading contribution is given by struc-
tures related to geodesics connecting the operators inserted at the boundary physical dofs. Such
considerations admit generalizations at least to three point functions. This is highly suggestive
of the emergence of the analogues of Witten diagrams in the tensor network. The perturbations
alone however do not give the right entanglement spectrum. Using the Coxeter construction, we
also constructed the tensor network counterpart of the BTZ black hole, by orbifolding the discrete
lattice on which the network resides. We found that the construction naturally reproduces some of
the salient features of the BTZ black hole, such as the appearance of RT surfaces that could wrap
the horizon, depending on the size of the entanglement region A.
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1 Introduction
Recently there is a wave of new understanding of the AdS/CFT correspondence driven by devel-
opments in the understanding of quantum entanglement and its manifestation in a gravity theory
via the AdS/CFT correspondence. Most notably, the entanglement entropy of some region in con-
figuration space in some states in a CFT corresponds to the area of a minimal surface in the bulk
gravity theory [1, 2]. It is by now clear that this minimal surface, often called the Ryu-Takayanagi
(RT) surface, is profoundly connected to the Bekenstein-Hawking entropy formula. Till now, how-
ever, in the absence of a quantum gravitational theory, it is not clear how such a surface could
emerge to encode the entanglement between microscopic degrees of freedom in the dual CFT. It
was observed in [3] that such a connection between “minimal surfaces” and entanglement entropy
of a state does appear elsewhere, in a different context– namely, in tensor network constructions
of wavefunctions, a numerical technique that has been widely used by the condensed matter com-
munity. The network of tensors contracted with each other in specially chosen manner to suit
the properties of the problem at hand – whether it is close to the critical point of a phase for
example– appear to match some expected behaviour of a bulk gravitational theory. This inspired
many subsequent works that attempt to make further concrete connection between the AdS/CFT
and the tensor network. It is for example observed that the MERA tensor network, that originally
inspired Swingle’s observation [3], is connected to the space of geodesics in AdS space, termed the
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kinematic space [4, 5, 6, 7, 8].1 More recently, [14] proposes a concrete construction of a tensor
network such that the entanglement entropy of the physical degrees of freedom is given precisely
by the size of a minimal surface that cuts through the bulk of the tensor network. The important
ingredient that goes into the proposal is perfect tensors, which have the magic property of being a
unitary map between any choice of a set of half of the indices to the other half. This proposal is
further developed in [15, 16] so that there is a map between every state in the physical theory and
a bulk tensor network, relaxing the restriction to the “code-subspace” in [14]. Perfect tensors were
shown [16] to emerge rather typically for tensors with large bond dimension. Given this success
however, there are obvious flaws to the proposal. To start with, it is known that the entanglement
spectrum is always flat, which follows unfortunately also from the perfect-ness of the tensors. We
would like to systematically study these tensor networks. A natural framework to discuss these
tensor networks is the hyperbolic Coxeter group, which describes all tessellations in a negatively
curved space. In section 2, we will begin with a brief review of the Coxeter group, and how it
is related to a tensor network. In section 3, we study properties of the perfect tensor network,
and find that any tensor networks built from a collection of perfect tensors in a negatively curved
lattice has no connected correlation functions between sufficiently local operators. To remedy the
problem, we explore the possibility that the wave-functions are built from tensors that depart from
exact perfect tensors, albeit only by a “small amount”, parameterized by a small number . As
we will describe in section 4, the leading order correction to the correlation function comes from
a set of perturbations at nodes forming a connected geodesic connecting the operators acting at
the boundary. This situation generalizes to three point functions. It is tempting to interpret these
as the analogy of Witten diagrams in the large mass limit, which emerges naturally as we perturb
away from the perfect tensor background. Then in section 5, we discuss how the BTZ black hole
for example admits a tensor network construction by orbifolding the lattices, exactly as it is con-
structed by orbifolding in the continuous AdS space. We will end with some concluding remarks
in section 6. Various subtleties connected to a flat geometry and a discussion of a cure to the flat
entanglement spectrum problem using “weights” are discussed in the appendix.
2 Coxeter Group and Tensor Network
To understand tensor networks beyond the specific lattice structures suggested in [14] and [16],
we would like to make better contact between the isometries of the actual AdS space and the
symmetries of the tensor network, and study systematically tensor networks that can fit into a
1Interested readers are referred to [9] for a comprehensive review on tensor networks and its diverse applications in
various branches of theoretical physics. Also we list out some references [10, 11, 12, 13] where the connection between
reconstruction of bulk spacetime and entanglement in the context of holography have been explored. This list is by
no means complete and the readers are encouraged to check the citations of these papers and the references within.
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negatively curved space. To do so, we will need to use the Coxeter group.
2.1 An overview of Coxeter group
The main idea we would like to explore is how one could systematically “tessellate” spacetime. That
is achieved by exploiting reflections across various planes which in turn is connected to various
properties of Coxeter group. First one can consider any Riemannian space Mn with constant
curvature, i.e it can either be flat, positively curved or negatively curved. Then consider polyhedra
made up of locally finite number of intersections of half-spaces. We call them “chambers” or
Coxeter polyhedra. We consider reflection across each of these faces of the polyhedra which are
(n− 1) dimensions. Now consider another such polyhedra and reflections generated by their edges.
Combining all these reflections we can “tile” the whole space. To be explicit, let us consider
generating a picture like figure 2 in a 2d space. One first determines the angles of a single triangle
as will be described in the next section and figure 1. Then all the other triangles are related to
the seed triangle by subsequent reflections across each of the sides of the seed triangle, and the
process continues indefinitely. Reflection across each of the edge of the collection of all the triangles
form the generators of the Coxeter group corresponding to this specific triangulation. i.e. The
isometries generated by all these reflections form one particular “Coxeter Group”. We note that all
isometries of the AdS space can be understood as combinations of reflections across codimension 1
planes. Therefore a specific triangulation based on the Coxeter group basically preserves a discrete
group of the full isometries of the AdS space. This will be very crucial to our construction, as we
will demonstrate that combination of these reflections would generate rotation (boost) and we will
exploit that in the next sections. The algebraic representation of these reflections across an edge
on a Poincare disk will be described in detail in section 5.2. The group multiplication of these
generators however can be readily recovered by simply looking at a picture of the triangulation,
and combine series of reflections across edges of triangles. Suppose F1, · · · , Fn are the faces of the
Coxeter polyhedra characterized by the reflections s1, · · · , sn satisfying
s2i = 1.
We also define the dihedral angle between the two face as pimij for all mij ≥ 2 so they are always
acute. Then
(si sj)
mij = 1.
Now these mij are the elements of the Coxeter matrix. We note that all the isometries of the
hyperbolic space can be achieved by reflections in the flat embedding space. For detailed review of
Coxeter group interested readers are referred to [17, 18, 19, 20].
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Figure 1: This is an illustration of a tessellation specified by the triple [p = 6, q = 4].
2.2 Towards constructing Tensor Network
For our case we will consider H2 which will be the constant time slices of AdS3. Now we want to
tessellate this space time using the Coxeter reflections. To tile a space by polytopes one important
condition is that theses polytopes satisfy the Gauss-Bonnet theorem. In general because of this we
can actually list all such polytopes when one tries to tessellate two sphere or flat (Euclidean) space.
Now to tessellate H2 we can start with regular p-gons in hyperbolic 2-space with angles 2piq . Any
such polygon will tessellate H2 with q copies of these p-gons meeting at each vertex. Then we first
divide these p-gons into p number of triangles meeting at the center with the three angles piq ,
pi
q ,
2pi
p .
Each of the angle of the polyhedra will be bisected by the sides of these triangles. Now we divide
further these triangles through the angle 2pip into two right angled triangle there by bisecting one
edge of the polyhedra also. Now these triangles will have angles piq ,
pi
2 ,
pi
p . All these polyhedra used
to tile the H2 must satisfy the Gauss-Bonnet theorem implies that
1
p
+
1
q
+
1
2
< 1.
Figure 1 is an illustration of the case [p = 6, q = 4]. We will use these triangles as the fundamental
building blocks for constructing the lattice. In the following we will describe a simple map between
these tessellations and architecture of tensor networks.
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Figure 2: This is an illustration of a tessellation specified by [p = 6, q = 4]. The numbers are labels of the
6 legs of the tensor. These tensors are generally not symmetric under permutation of the legs.
2.3 Some Recursion relations
As demonstrated in [14], there is a recursion relation that can be derived, relating the number of
tensors at each layer to the next. To define what we mean by a layer in the Coxeter tessellation of
the hyperbolic space specified for example by the angles [p, q, 2] (if any of the entries takes value
2 it is usually omitted in standard notation which we will follow in all the subsequent sections.),
where p would be specifying the p-gon that holds a perfect tensor in its center, formed from 2p
triangles, as already described. Each edge is shared by two p-gons , which should be interpreted
as a tensor contraction between two tensors. One could see that the hexagon code in [14] would
correspond to a [6, 4] tessellation in this language. This is illustrated in figure 2.2 We note that
conversely, providing only the data about the number of legs p in each tensor and the number q
of nodes being adjacent to each other does not uniquely specify the tessellation. For example, the
code in [16] could have been equally well described by [5,5], although the map between vertices,
edges and tensors and their contraction would have to follow some different rules. This is connected
to the subtlety of what isometries are in fact preserved in the specific tessellation. We will in this
paper base our discussion on the prescription as described above.
To assign a layer number to the nodes sitting at the center of a p-gon, we first pick a reference
node in the bulk, and assign it a layer number 1. Then the layer number of each neighbouring
nodes sitting at the center of a p-gon sharing an edge with the reference p-gon increases by 1. Then
2Many of the Coxeter tessellation diagrams in this paper are based on the diagrams obtained from Wikipedia [20].
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Figure 3: In this picture, the numbers label the layer to which the hexagon belong to. The hexagons apart
from 2 are truncated and we are only illustrating here the different tensor types we discussed in the text. It
can be seen that at layer 2 there are 3 tensors of type τ2(2) and at layer 3 there are 3 tensors of type τ2(3)
and 4 tensors of type τ1(3). Finally there are two type g(4) tensors, and 8 type τ1(4) tensors.
the next layer is obtained by collecting all the p-gons sharing one edge with the layer -2 p-gons
apart from the layer 1 reference p-gon. This process can go on, giving a consistent assignment of
layer number that increases as we move towards the boundary, as long as q is even. (When q is
odd, there is a conflict in the assignment using the above simple rules. )
Using such an assignment, we will again come to the conclusion that no tensor is connected to
other tensors in the same layer. Also, there would again be two types of tensors as in [14], one type
where it has two legs connected to the previous layers, and the other type where there is only 1 leg
connected to the previous layer.
At layer n, we denote type I tensors with two legs connected to the previous layer by g(n).
Then, we can subdivide type II tensors in each layer with only 1 leg connecting to the previous
layer into subsets i, denoted τi(n), where i denotes the shortest separation in layers they are from
the next type I tensor. Clearly 1 ≤ i ≤ q/2, since q p-gons meet at a vertex. The case in which
[p = 6, q = 4] is illustrated in figure 3.
One can see that the following recursion relation is satisfied:
k = 1
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(i) g(n)→ (p− 4)τ(n+ 1) + g(n+ 1)
(ii) τ(n)→ g(n+ 1) + (p− 3)τ(n+ 1)
k = 2
(i) g(n)→ (p− 4)τ2(n+ 1) + 2τ1(n+ 1)
(ii) τ2(n)→ 2τ1(n+ 1) + (p− 3)τ2(n+ 1)
(iii) τ1(n)→ 12g(n+ 1) + τ1(n+ 1) + (p− 3)τ2(n+ 1)
k ≥ 3
(i) g(n)→ (p− 4)τk(n+ 1) + 2τk−1(n+ 1)
(ii) τk(n)→ 2τk−1(n+ 1) + (p− 3)τk(n+ 1)
(iii) τi(n)→ τi−1(n+ 1) + τk−1(n+ 1) + (p− 3)τk(n+ 1) i = k − 1, k − 2 . . . 2
(iv) τ1(n)→ 12g(n+ 1) + τk−1(n+ 1) + (p− 3)τk(n+ 1)
One can check that this recovers the result in the appendix of [14] where p = 5, q = 4 (the
pentagon code).
The initial values are N(τk(1)) = p and 0 for other kinds of tensors. And if we stop at some n
then we have
Nbounday = N(g(n)) +
∑
i
N(τi(n))
and
Nbulk = 1 +
∑
n,i
(N(g(n)) +N(τi(n))),
where N(X) denotes the number of tensors of type X. Some numerical results:
1. NbulkNboundary ([6, 8])→ 0.2508
2. NbulkNboundary ([6, 10])→ 0.2504
3. NbulkNboundary ([6, 16])→ 0.25
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3 Perfect Tensors
In [14], it is demonstrated that a tensor network description of a wave-function such that it is
defined on a negatively curved space and that each tensor is chosen to be a perfect tensor leads
to a natural emergence of the RT surface when one computes the entanglement entropy of some
connected group of chosen physical spins. Perfect tensors Ta1···a2n are tensors with an even number
of indices 2n, such that an arbitrary separation of the indices into two groups TIα, I = {b1, · · · bn}
and α = {bn+1 · · · b2n}, TIα is a unitary map satisfying
TIαT
†
αI′ = δII′ =
n∏
i
δbib′i . (3.1)
When the number of indices featuring in I is less than that in the set α, T becomes a norm-
preserving projector from α to I, thus satisfying
TIαT
†
αI′ = δII′D
s, (3.2)
where s is the difference in the number of extra indices in the collection α, and D is the bond
dimension of each index. The appearance of these delta functions play a significant role in the
following discussions. It is behind the emergence of a bulk that appears local in many respect.
3.1 Reduced density matrix and Modular Hamiltonian
To begin with, we revisit the entanglement between physical degrees of freedom in some region A
described by this family of tensor network wavefunctions. As demonstrated in [14], a RT surface
emerges, which specifies how a Schmidt-decomposition between region A and its complement.
Under the decomposition of the bulk wavefunction along the RT surface, the reduced density
matrix is basically given by the isometry V and it’s complex conjugate,
ρA = V
a1,···a|A|
x1,x2,···x|RT | |a1, · · · a|A|〉〈a′1, · · · a′|A||V
† a′1,···a′|A|
x1,x2,···x|RT | . (3.3)
The modular Hamiltonian is thus a projector with eigenvalue logD, where D is the bond
dimension, for the linear combo of states that mapped to the effective spins xi, and infinity for any
other linear combo. The spectrum is thus completely flat.
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3.1.1 Renyi entropy
The fact that the entanglement Hamiltonian has a complete flat spectra also suggests that all the
Renyi entropies for any Renyi index n has exactly the same value. This is also observed in [16].
We will explore the corrections to this issue.
3.2 Stabilizers and symmetries
Stabilizers correspond to symmetries. Any operator that do not commute with the stabilizers
correspond to an operator charged under the symmetry.
Examples of perfect tensors were constructed from stabilizer code. However, purely from the
fact that these perfect tensors satisfy
T.O = O′T (3.4)
for arbitrary O′, it means that
O
′−1.T.O = T, (3.5)
ie one can construct a set of operators that keep T invariant. In the case of spin 1/2 systems, where
each index takes only 2 values, it is clear that for T having L- indices, we can construct a set of
2L independent and commuting stabilizers, where O can be chosen to be say σz acting on each site
and O′ obtained by conjugating O by T . This generates the complete set of stabilizers that specify
the L-index tensor uniquely. Therefore, every perfect tensor has a corresponding complete set of
stabilizers.
This construction can be generalized to any perfect tensor whose index takes D values. We
simply replace Pauli matrices by the generalized Pauli matrices. These are constructed by first
defining
X =
D∑
k
|k >< k + 1(modD)|, Z =
D∑
k
ωk−1|k >< k|, (3.6)
where ω = exp(2pii/D). The rest of the D2 basis, can be generated by products of X and Z.
Given these symmetries at each node, which can be treated as global symmetries of the boundary
theory, one can expect that any correlation function is non-zero only if the operators have trivial
charge. This is highly non-trivial given the amount of symmetry.
3.3 Correlation functions
We then turn our attention to correlation functions, which is a crucial aspect of the AdS/CFT
correspondence [21, 22, 23]. As we will see, a tensor network built from perfect tensors generically
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does not lead to any connected correlation function between local operators. In a discretized
system, a local operator is one that acts on some number P of spins, such that P does not scale
with the system size. The number of spins in the physical system grows exponentially, and the
tensor network is a self-repeating structure. Therefore, we could presumably take our boundary
links as an effectively coarse grained set of degrees of freedom, and consider operators that act
strictly locally on individual spins in the boundary layer. This consideration can be relaxed as we
generalize.
3.3.1 Operator pushing and stabilizers
Action of an operator at the boundary can be readily pushed to action on the interior, i.e one needs
to work out O′ using O. The perfect tensor at each node is constructed as a code stabilized by a
set of stabilizers. Taking for example the hexagonal code in [14] it is clear from (3.5) that O
′−1 and
O together form another stabilizer. Therefore we can work backwards using the list of stabilizers
and obtain O′ from any given O.
3.3.2 Some examples- the Hexagonal code
In this section we will demonstrate how correlation functions can be computed explicitly in the
hexagon code. We will mainly consider the hexagonal holographic code consisting of six legs perfect
tensors (Tαβγδσζ) constructed from 5 qubit stabilizer code discussed in [14]. They are essentially
characterized by the [6,4] triangulation which is already shown in figure 2.
As we want to compute correlation functions of some operators Oi we exploit the operator
pushing property of the prefect tensor as mentioned in (3.5). The operators Oi acts on the free
legs of perfect tensors at the outer layer of the network. Oi’s are typically made up from Pauli
operators so we need to know only the effect of pushing Pauli operators through three legs of the
perfect tensors. For example consider the six index perfect states |Ψ >= Tαβγδσζ |α, β, γ, δ, σ, ζ >.
|α, β, γ, δ, σ, ζ > is the orthonormal basis. The stabilizers for the tensor is given by [14, 24]
S1 = XZZXII, S2 = IXZZXI, S3 = IIXZZX, S4 = XIIXZZ,
S5 = XXXXXX, S6 = ZZZZZZ, (3.7)
where X,Z are Pauli matrices σx,z respectively. Interested readers are referred to [24] for more
details about the stabilizer codes. One can show that by taking products of these stabilizers, it is
possible to generate a new stabilizer such that one can make X acts on any of the one spin, and
11
Figure 4: This is an illustration of how the action of σx on an external leg is replaced by products of other
Pauli matrices in the interior leg in the hexagon code.
that there are two I’s acting on another 2 arbitrary sites. For example, there is a stabilizer
S˜|Ψ >= |Ψ > . (3.8)
where,
S˜ = σx × I × I × σx × σy × σy. (3.9)
So from that it is evident that if we act on the free legs of the tensor by σx × I × I the effect is to
act on the inner three legs by the operator σx × σy × σy. Similarly for σy × I × I one has to act
with σy × σz × σz on the inner three legs. This is illustrated in figure 4.
Now we will exploit this property to calculate the correlation functions. When the operator
acts on the free legs after pushing them through a node it will act on the inner legs and hence will
act on the bulk wavefunction formed by contractions of those inner legs. First we write down that
bulk wavefunction for this tensor network. For now we focus on a single tensor.
|Ψ >= Tb1b2b3c4c5c6U c4c5c6··· |b1, b2, b3 · · · >, (3.10)
where U denotes all the other tensors T and the boundary physical degrees of freedom are contracted
to. Tb1b2b3b4b5,b6 is the perfect tensor at the central node. Suppose we would like to compute
|Ψ˜ >= σb1x |Ψ >. Using (3.9) we immediately obtain
|Ψ˜ >= Tb1b2b3c4c5c6σc4c
′
4
x σ
c5c′5
y σ
c6c′6
y U
c′4c
′
5c
′
6··· |b1, b2, b3 · · · > (3.11)
Note that T can be viewed as a unitary transformation from b1, b2, b3 to c4, c5, c6. Therefore,
12
what we have done is effectively obtaining a state
|Ψ˜ >= σc4c′4x σc5c
′
5
y σ
c6c′6
y |c4, c5, c6 > ⊗|c′4c′5c′6 · · · >, (3.12)
where U is also an isometry that defines a mapping from the boundary links to the links which the
σx,y are contracted with.
Now when we compute
< σx >=< ΨΨ˜ > . (3.13)
This will give products of Trσx and Trσy which are zero.
Using this trick we can also check the factorization of the correlator as described in the following
section very easily. Most of the cases we will get zero connected correlations unless we consider
correlations of highly non local operators – namely those operators that act on close to more than
half of the total number of boundary sites.
3.3.3 Proof of factorization of correlation functions
When exactly do we get more non-trivial correlation functions?
One can see that the tricks of operator pushing would start to fail when we have too many
operators acting on the boundary. The question is how many is deemed “many”?
We can do the computation in a slightly different way. Decompose the bulk wavefunction
into a product of two big tensors U and V , each forming an isometry from some region A (or its
complement Ac respectively) to a RT cut. Suppose the choice of region is one that contains the
action of all the boundary operators.
Then the correlation function is
〈O〉 = Ua1,···a|A|x1,···x|RT |Oa1,a′1U
† a′1···a|A|
y1,···y|RT |V
ba,···c|Ac|
x1,···x|RT |V
† ba,···c|Ac|
y1,···y|RT | (3.14)
where O denotes a group of operators acting on sites in region A. The product of V ’s and it’s
Hermitian conjugate generate a set of delta’s on x and y. This is guaranteed when we place the
tensors in a negatively curved lattice, in which the number of ingoing legs from the boundary to
the interior layers keep decreasing exponentially, and that the tensors being perfect, are isometries
from a layer to the next. We are thus left with the product of U ’s with all the indices contracted
with each other except for a few contracted to O, assuming that they are sets of local operators.
Therefore, we are immediately left with
〈O〉 = trO. (3.15)
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O(B) O(D)
A
C
Figure 5: We reproduce here the figure in [14]. Operators with support in region B and D are inserted. The
dotted lines correspond to geodesics forming the boundaries of the causal wedges of each boundary region.
The regions colored red denote residual regions outside of the union of the four causal wedges. Connected
correlation functions could feature when the residual region itself is connected.
Moreover, since O can be a set of local operators acting on multiple separated sites, we have
〈
∏
i
Oi〉 =
∏
i
trOi. (3.16)
We have a factorization of the operators.
3.3.4 A remark on correlation functions and multipartite entanglement
In [14] there is a discussion on multi-partite entanglement. For a division of the boundary into 4
regions A,B,C,D, each of them is surrounded by an RT surface and the volume enclosed between
the RT surface and the boundary region A for example is denoted by the causal region of A = C(A).
It is noted that the union of C(A), C(B), C(C), C(D) does not cover the entirety of the hyperbolic
space and there are some residual regions. The size of the residual regions has a size that can be
estimated from the Gauss-Bonnet theorem. The figure describing these in [14] is reproduced here
in figure 5 to illustrate its implications when we inspect correlation functions.
Suppose we consider correlation of operators with support in region B and D. The evaluation
of the correlation functions 〈O(B)O(D)〉 involves tracing out, A and C, which would lead to a set
of delta functions pushed all the way to the geodesic which bounds C(A) and C(C). When |A||C| 
|B||D|, it is clear that the residual region, denoted by the red dots in the figure, are disconnected.
As a result, the correlation functions are actually disconnected since the delta functions would pinch
off the throat. Only until |A||D| ∼ |B||D|, there is a connected region of residual regions, in which
the correlation functions could be connected. But this immediately suggests that the support of the
operator has to scale as system size before one obtains non-trivial connected correlation functions.
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4 Perturbations away from perfection
Since perfect tensors admit a lot of symmetries, as we demonstrated above, most of the correlation
functions of local operators vanish. To obtain non-trivial correlation functions one has to move be-
yond perfect tensors. However, we would like to stay close to perfect tensors since it poses properties
that can be identified with classical gravity, such as saturating the RT formula when computing en-
tanglement entropy. We will therefore consider departure away from the perfect tensors as a small
perturbation, and inspect their contributions to entanglement entropy and correlation functions.
The tensors at each node is thus given by
X = T +  t, (4.1)
where T is a perfect tensor, and  is a small number. For example, in [16] it is demonstrated
that random tensors weighted by the Haar measure approach a perfect tensor in the large tensor
dimension (D) limit. Therefore  ∼ 1/D.
The wavefunction is then given by
|ψ〉 = (
∏
v
Xv)α1···αL |α1, · · ·αL〉 (4.2)
where
∏
vXv corresponds to the appropriate tensor contraction specified in a tensor network dia-
gram, Xv denote tensors at each node and αi are boundary degrees of freedom.
4.1 Corrections to entanglement entropy
One could compute the change to the entanglement entropy in the presence of perturbations t. To
leading order in t, the correction to the reduced density matrix involves only one t located at some
vertex in the tensor network.
Consider those cases in which this t is located away from the RT surface. In that case, in the
computation of the reduced density matrix, one can consider splitting the calculation into three bits.
Consider for simplicity the case of a single connected region A. Suppose t is located “outside” of
the RT surface. When computing the reduced density matrix, one first construct an isometry from
the complement of A, denoted by Ac, to the boundary plus a hole surrounding the node at which t
is located. For a negatively curved graph, this generically means we can draw a flow diagram from
incoming boundary links in Ac that flow out to the hole and the RT surface, defining an isometry
from the boundary to the hole and the RT surface. Then when the links in Ac are contracted, one
obtains the identity operator for the out-going legs, which are legs at the hole and the RT surface.
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Figure 6: In this figure, we would like to demonstrate that for sparsely populated holes, one can show that
they only change the normalization of the reduced density matrix, but do not contribute to changes in the
entanglement spectrum.
The identity operator is of course factorizable and acts independently on the hole and the RT
surface!. As a result, the spectrum of the reduced density matrix, which depends on the schimdt
decomposition between Ac and A at the RT surface still has a flat spectrum as before dictated
by the identity matrix there, except for an overall change of normalization (1 +  tr(T.t† + t.T †))
that came from the hole. As a result, they do not contribute to any change in the entanglement
entropy. This is illustrated in figure 6. We note here, however that negative curvature again plays
a crucial role. Consider for example the four leg tensor considered in [16]. The tensor structure
there is describable by the Coxeter group [4,5], if we inspect the arrangement of the self-repeating
units. However, within each unit, the tensors are arranged in a way that is essentially flat. In that
case, when a hole is dug within that unit, it is not necessarily possible to construct a flow diagram
without internal loops such that one defines an isometry from the incoming legs near the boundary
to the legs connecting to the next layer and to the hole. We will discuss this issue in more detail
in the appendix.
A similar calculation can be done when t is located “within” the RT surface. In that case, the
trace over region Ac leads again to a simple delta function on the links of the RT surface, and that
the reduced density matrix is basically
δρA =  Tx1,x2,x3,...,xLU
β1 ···βN x1,x2,x3,...xL−1
α1···αA |α1 · · ·αA〉〈α′1 · · ·α′A|U † β1 ···βN x
′
1,x
′
2,x
′
3,...,x
′
L−1t†
x′1x
′
2x
′
3...x
′
L−1
+(T ↔ t)) + h.c., (4.3)
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where now U is an isometry constructed from the boundary to the hole and the RT surface, and
we are working with an L-leg tensor T . For precisely the same reason as the previous scenario, the
presence of t in the interior do not lead to any change of the entanglement spectrum, and so the
entanglement entropy is not altered to this order of the perturbation.
In fact, for that reason, any disconnected appearance of t, small number of them relative to
bulk size, away from the RT surface, could only contribute to change in the overall normalization,
and no change to the entanglement spectrum, and thus preserve the entanglement entropy.
The leading order change has to come from t that falls exactly on top of the RT surface, which
then actually changes the spectra of Schmidt coefficients along the RT surface. In fact the change
to the reduced density matrix due to perturbation t at site i on the RT surface is given by
δρA(i) =
γ∑
i
U
β1βi−1 ···x1x2xL−1βi+1···βN
α1···αA Tx1,x2,x3,βiU
† β1βi−1 ···x1x2..xL−1βi+1···βN
α′1···α′A t
†
x1,x2,xL−1,βi
|α1 · · ·αA〉〈α′1 · · ·α′A|+ (T ↔ t) + h.c.. (4.4)
This is highly reminiscence of the bulk calculation of changes to the entanglement entropy, in
which the entanglement entropy is only sensitive to the changes in the metric on top of the RT
surface.
To linear order, the correction to the entanglement entropy thus comes from
S + δS = −tr((ρ0A + δρA) log(ρ0A + δρA)). (4.5)
The form of ρA is a projector, in which it has equal eigenvalues along some |D|γ dimensional
sub-space Hγ , and vanishing eigenvalues in the orthogonal D
|A| − Dγ dimensional subspace Hγ¯ .
On the other hand, δρA generically has off-diagonal elements δρA γγ¯ and also elements purely in
the orthogonal subspace δρA γ¯γ¯ .
Diagonalizing ρ0A+δρA, to linear order in the small perturbation, it is forced to have eigenvalues
of the form
U(ρ0A + δρA)U
† =
1
Dγ
diag{1 + 1, · · · , 1 + Dγ , Dγ+1, · · · D|A|}, (4.6)
where
D|A|∑
i
i = 0. (4.7)
The leading contribution to δρA contains only t very close to the RT surface. In practice therefore
the number of eigenvalues i in the orthogonal subspace is actually less than γD
L−1, where L is
the number of legs of the tensor.
17
Therefore, we have
δS =
1
Dγ
Dγ∑
i
i(lnD
γ − 1)−
D|A|−Dγ∑
i
Dγ+i
Dγ
ln(
Dγ+i
Dγ
). (4.8)
There are two issues of note. First, there is necessarily an  ln  contribution, which is non-
perturbative in the small parameter, whenever δρA leads to extra eigenvectors in the orthogonal
subspace. If the holographic code is generically an isometry from boundary degrees of freedom to
bulk degrees of freedom, even with more interesting entanglement spectrum than the flat spectrum
that follows from perfect tensors, one would expect that any perturbation that involves the orthog-
onal subspace could lead to such non-perturbative terms. It would be a very strong test of the
proposal to understand if such a term could arise in the AdS/CFT correspondence. We note that
for generic perturbations of couplings these would not arise. The only possibility is perhaps when
a coupling perturbation is mixed with the change of cut-off scales.
A second issue of note is that if j = 0 for j > D
γ , then δS = 0 following from trδρA = 0.
This is expected because within the subspace V γ entanglement is maximal. To obtain non-trivial
perturbation to the entanglement entropy it is necessary to move on to a second order perturbation.
4.1.1 Quadratic order correction
To complete our discussion, it is instructive to inspect also second order contribution. To second
order in t, the density matrix takes the following form
ρ = N 2(|ψ0〉〈ψ0|+ |ψ0〉〈ψ1|+ h.c. + |ψ0〉〈ψ2|+ h.c. + |ψ1〉〈ψ1| · · · ) (4.9)
where |ψn〉 denotes corrections to the state corresponding to the sum of all configurations in which
n of the nodes is replaced by t, and that N is the normalization, which itself admits an expansion
in t. For later convenience, let us denote
Pn = trA¯
∑
i+j=n
|ψi〉〈ψj |. (4.10)
Precisely for the same reason as already discussed, when one replaces two nodes by t away from
the RT surface, their contributions to the Renyi entropy are canceled by the normalization. Let us
focus on the case in which δρA projects onto the same sub-space as ρA, so that non-perturbative
logarithmic terms do not appear. In that case the leading quadratic contribution to the Renyi
entropy comes from |ψ1〉〈ψ1|. In particular, since t aligns in the same subspace that the perfect
tensors T projects into, |ψ0〉〈ψ2| + h.c. do not contribute to the quadratic order in entanglement
entropy.
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The systematics of N in this case is as follows:
N 2 = 1
Dγ(1 + α+ β/D)
, (4.11)
where
α =
∑
i/∈γ
tr(T †i .ti + t
†
i .Ti), β =
∑
i∈γ
tr(T †i .ti + t
†
i .Ti). (4.12)
where the tr means that all four indices between T and t are contracted with each other. We then
have
tr(ρnA) =
1
Dnγ
(1−α− β/D)n
(
trIn +ntr(In−1(P1 +P2 + · · · )) + n(n− 1)
2
trIn−2P 21 + · · ·
)
. (4.13)
Focussing on the quadratic contribution, we have
trP 21 =
∑
i∈γ
tr[(T †i .ti+t
†
i .Ti)
2]+
∑
i,j∈γ, i 6=j
tr(T †i .ti+t
†
i .Ti)tr(T
†
j .tj+t
†
j .Tj)+
∑
i,j /∈γ
tr(T †i .ti+t
†
i .Ti)tr(T
†
j .tj+t
†
j .Tj).
(4.14)
The last two terms are canceled out by the normalization. We finally have
Sn =
1
1− n ln tr(ρ
n
A) = γ lnD − 2
n
2D
∑
i∈γ
tr[(T †i .ti + t
†
i .Ti)
2]. (4.15)
In the following, we will discuss how t enters into the computation of the correlation function.
Looking ahead, comparing with (4.20, 4.21) the above quadratic correction to the Renyi entropy
can be related to the conformal dimension of operators as
2
∑
i∈γ
tr[(T †i .ti + t
†
i .Ti)
2] = γ
∑
ab
2λ2ab = γ
∑
ab
exp(−2∆ab). (4.16)
4.2 Correction to correlation functions
Given (4.1)
〈ψ|O1(i)O2(j)|ψ〉 = (
∏
v
X†v)α1···αi···αj ···O1(i)αiα′iO2(j)αjα′j (
∏
p
Xp)α1···α′i···α′j ··· (4.17)
where Om(i) is some operator located at site i.
Now consider the correction to linear order in . This means that in (4.17) exactly one node
features some tensor tv, while all other nodes are occupied by perfect tensor Tv. Given the property
of the perfect tensors, the contraction of αs where s 6= i and s 6= j means that most of these tensors
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(a,a')
(b,b')s3
s1
s2
s4
Figure 7: The picture illustrates a two point function whose leading contribution follows from a set of
perturbations t along nodes along a geodesic connecting the operators inserted at the end points. The legs
of a tensor is labeled according to the contraction defined in the transfer matrix (4.20).
Xv, Xp contract to give delta functions. Exactly as in the previous section, the correlation function
would factorize into
〈ψ|O1(i)O2(j)|ψ〉 = trO1(i)trO2(j)tr(T.t) (4.18)
To obtain a connected correlation function, it is thus clear that we need a string of nodes
replaced by a departure from perfect tensors. To obtain the leading term in the  expansion, it is
thus given by a string of nodes that connects O1(i) and O2(j) along a geodesic, the shortest path
through the tensor network that connects the two boundary sites i and j as illustrated in figure 7.
In fact the leading contribution would take the form
〈ψ|O1(i)O2(j)|ψ〉 = |γ|tr(
|γ|∏
v
TvO1(i)O2(j)
|γ|∏
p
t†v + · · · ) = |γ|tr(O1(i)O2(j)
∏
v
Tv) (4.19)
where |γ| is the number of nodes along the geodesic, and · · · denote the terms where the T ’s and
t† at arbitrary node v along the geodesic are interchanged. This is in turn rewritten in terms of a
transfer matrix T . Let us illustrate this with the hexagon code which is characterized by the [6,4]
lattice. This is illustrated in figure 7.
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For the orientation of the tensor as indicated in the diagram,
(To1)aba′b′ = [(T.t† + t.T †)v]aba′b′ = Tas1s2bs3s4t†a′s1s2b′s3s4 + h.c.. (4.20)
Here, the T.t† denotes contraction of only 4 of the 6 indices of each of these tensors, and the sub-
script o1 denote the transfer matrix for a specific orientation of the geodesic. Suppose T and t
are same at every node for a geometry that is homogenous, then the correlation function would be
controlled by the eigenvalues of the transfer matrix T .
In fact, suppose in the 6-leg network constructed in [14] the transfer matrix is diagonalized to
(U−1T U)aba′b′ = λabδaa′δbb′ , (4.21)
for some appropriate unitary matrices U , then the 2 point correlation functions are given by
〈Oab(i)Oab(j)〉 = |γ|λ|γ|ab δ12, (4.22)
where Oab is assumed to be operators in the appropriate basis that diagonalizes T . These operators
would correspond to conformal primaries, as pointed out in [16]. The conformal dimension are given
by
∆ab = − log( λab), (4.23)
for a holographic code such that |γ| = log ∆x, where ∆x is the distance between two sites i, j at the
boundary connected by the geodesic γ. That  λ is small for the approximation to be valid means
that we are naturally working with an operator with large conformal dimension. This coincides
with the AdS intuition that the Green’s function of a very massive particle is approximated by
geodesics.
We note that this approach also naturally recovers the counting in [16] in which correlation
functions are found to scale also with 1/D|γ|, since  plays the role of 1/D when one averages over
random matrices of large dimensions D.
Before we move on, let us also comment on the calculation here and that of the entanglement
entropy in the previous section. It is well known that in a 1+1 d CFT, the Renyi entropy can be
computed by considering essentially correlation functions of local twist operators, whose dimension
depends on the central charge and Renyi index n by
∆n =
c
6
(n− 1
n
). (4.24)
A computation of the correlation function would require that a non-trivial result appears at order γ ,
where γ is the length of the geodesic, leading to an entanglement entropy SEE ∼ γ log . The lion’s
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share of the entanglement entropy however starts with order 0. This entanglement follows from
correlation between highly non-local operators. The computation of the reduced density matrix in
the previous section recovers small corrections of this large amount of entanglement, starting with
 log . This puts in tension between the relationship of the tensor network and the CFT. We note
that indeed as observed in the previous section, such perturbations away from perfection falls short
of recovering the n-dependence of the Renyi entropy of a CFT. It is expected that other fixes, such
as the introduction of weights, is necessary to correct this problem. It is also possible that there
is a non-trivial interplay between computing the n → 1 limit in which the conformal dimension
necessarily becomes small, and the small  expansion.
As a constraint of preserving isometry, one would expect that if the geodesic is oriented in a
different direction, the spectra of operators remain the same. If such is the case, we should require
that another transfer matrix corresponding to a different orientation in the six leg tensor network
(To2)aba′b′ = Ts1 a s2s3 b s4t†s1a′s2s3b′s4 + h.c. (4.25)
to have the same spectra as To1 .
The symmetry of this tensor naturally allows for one more orientation of the geodesic
(To2)aba′b′ = Ts1s2as3s4bt†s1s2a′s3s4b′ + h.c. (4.26)
Now geodesics can be orientated in very different ways. For an [L,M] lattice, geodesics are most
naturally running across the L-gon in L/2 different ways. (see for example figure 8, in which the
three geodesics meeting at a point happen to have three different orientations. ) It appears that
for an L leg tensor embedded in a [L,M] lattice it is natural to have L/2 different orientations of
the geodesic that respect lattice symmetry, and that we should require that they preserve the same
spectrum to allow for the same spectra of operators independently of the relative orientation of the
inserted operators.
4.3 Three point correlation function and fusion coefficients
We can continue our quest and move on to three point correlation functions. Following the same
logic, we can see that leading connected three point correlation functions are given by products
of perturbations t away from perfect tensors T along three paths that connect the three points
xi, i = {1, 2, 3} where operators are inserted at the boundary, and that these paths are joined at a
point z. This configuration must be such that the number of t’s involved is minimal, and thus the
paths connecting z and xi should be a boundary to bulk geodesic. Moreover, the point z should be
chosen such that the sum of these three geodesics have a minimal length among all these geodesics.
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In a discrete graph, it is not immediately obvious where the point z is located. Let us resort
to the knowledge of continuous AdS space, which would be a reasonable approximation when the
lattice representation of the AdS space is sufficiently fine-grained.
It is already observed in [25] that the three point correlation functions of some massive spin
states can be approximated in the bulk by three geodesics joining at a point. The correct central
point that minimizes the length of this path was also found there, using AdS isometry.
Explicitly, it is found that the 3-point correlation function takes the following form
〈O∆1(x1)O∆2(x2)O∆3(x3)〉 = exp(W [1, 2, 3]), W =
∑
i
∆i ln

z2 + (x− xi)2 , (4.27)
where  is the radial z cutoff surface, and (x, z) is the position of the bulk point at which the three
boundary-bulk geodesics join.
It is then found that a suitable choice of x and z gives the right lengths of these geodesics such
that
〈O∆1(x1)O∆2(x2)O∆3(x3)〉 ∼
1
|x12|∆1+∆2−∆3 |x13|∆2+∆3−∆1 |x23|∆2+∆3−∆1 , (4.28)
precisely the correct universal form of the three point correlation function of a CFT.
Putting this result in our context, we have obtained a set of “primary operators” in the previous
subsection, by diagonalizing the transfer matrices. Therefore working in that basis, the three
boundary to bulk geodesics would automatically generate the expression (4.27), from which the
knowledge of the existence of an appropriate bulk junction leads to a correct form of the three
point function.
This then gives us a handle of how the fusion coefficients between operators are computed.
At precisely the junction, the transfer matrices along the three boundary-to-bulk geodesics
would be contracted with a tensor at the junction. Taking again the 6-leg perfect tensor construc-
tion, the three point function takes the form
〈O1(1)O2(2)O3(3)〉 = O∆1 a1,b1((T1)γ1)a1b1a′1b′1O∆2 a2,b2((T2)
γ2)a2b2
a′2b
′
2
O∆3 a3,b3((T3)γ3)a3b3a′3b′3
×(Ta′1s1a′2s2a′3s3t
†
b′1s1b
′
2s2b
′
3s3
+ ta′1s1a′2s2a′3s3T
†
b′1s1b
′
2s2b
′
3s3
). (4.29)
This is illustrated in the following figure 8.
One can immediately see that the fusion matrix is given by
F (a1,b1),(a2,b2),(a3,b3) = (Ta1s1a2s2a3s3t†b1s1b2s2b3s3 + ta1s1a2s2a3s3T
†
b1s1b2s2b3s3
). (4.30)
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(a1,b1) (a2,b2)
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Figure 8: The picture illustrates a 3 point function whose leading contribution involves three geodesics
meeting at a point. The tensor at which they meet defines a fusion matrix, and the legs of the tensor are
labeled according to (4.29).
One important requirement following from isometry, is thus that the fusion coefficients should
have at least the same eigenvalues when any of the four indices of T is contracted with the cor-
responding index in t, since depending on the specific diagram, the junction can have different
orientation and it is expected that the fusion coefficient should stay “unchanged” (possibly up to
a change of basis at each boundary site).
4.4 Constraints
From rotational invariance of two point function which also follows from the homogeneity and
isotropy of the tensor network, it is natural to require that
Toi = Toj . (4.31)
A generic complex perturbation t have DL number of components for an L leg tensor at each node.
The condition (4.31) gives 2(L/2−1)×D4 constraint equations. Now from the three point function
analysis of the previous section, we come to know there will be CL3 different orientations of Fi. e.g.
for the six leg tensor, Fi are constructed by picking any three of the indices out of the 6, and
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contract them between T and t†:
F1(a1,b1),(a2,b2),(a3,b3)1 = (Ta1a2a3m4m5m6t†b1b2b3m4m5m6 + ta1a2a3m4m5m6T
†
b1b2b3m4m5m6
), (4.32)
and so on.
If we demand rotational invariance coming from homogeneity and isotropy, most naively, we
should set
Fi = Fj . (4.33)
The number of equations is equal to 2(CL3 − 1)D6
It is evident that with L < 6, it becomes difficult to satisfy all the constraints barring isolated
solutions that may or may not appear. We tested these conditions with the 4-leg tensor and the
6-leg tensor detailed in [14], and found that in the case of the 4-leg tensor, it is possible to solve the
2-pt function constraints together with 2 of the 3 constraints following from the 3-pt correlation.
In the case of the hexagon code we could solve all the 2-pt constraints together with 9 of the 19
constraints in the 3 point function, using only real matrices t, which appears already to be doing
far better than the naive counting would suggest.
Another possibility is that the constraints that we are imposing is too stringent. After all, the
basis operators acting on different sites need not coincide precisely, and that perhaps it is reasonable
to require only that the eigenvalues of the transfer matrices match.
Toi = UijTojV −1ij , (4.34)
where U, V also need not be identical, since our transfer matrices are not Hermitian upon complex
conjugating, which exchanges the pair (a, b) and (a′, b′). Rather, it is “Hermitian” upon exchange
of (a, a′) ↔ (b, b′). Matching only eigenvalues (or strictly speaking singular values for asymmetric
matrices) leads to (L/2 − 1)D2 equations. Once these Uij , Vij are determined, they have to be
recycled in the computation of the 3-point function. This reduction of constraints therefore is not
significant enough to avoid anisotropy of 3-pt fusion. It is perhaps more natural that a generic
tensor network with a proper gravitational interpretation should admit some fairly large number
of legs at each node.
5 Simulating BTZ geometry in the Tensor Network
Having a concrete understanding of the subset of isometries of the AdS space preserved in a given
lattice using the Coxeter group, we are now in a position to make better use of these symmetries
and study the BTZ black hole, which is obtained by orbifolding the AdS3 space.
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5.1 Orbifolding and BTZ
In the previous sections we have demonstrated that using the tensor network we can compute 2 pt
and 3pt correlation functions which give us the necessary information about conformal dimensions
and fusion matrices. It is also shown that they have the correct scaling properties as expected
from CFT. So at least these tensor networks reproduce some basic features of AdS/CFT although
we are still far from giving it a proper gravity description. But nonetheless all these observation
suggest that one can implement these tensor networks to understand dynamics of the gravity and
possibly how Einstein equation emerges. In this section we will take another important step towards
understanding these concept by constructing a BTZ black hole with this network purely using the
symmetry considerations. We will see that our construction gives all the information which has been
known from these tensor networks in the previous studies [14] but our construction is more physical
and it backs up our idea of constructing tensor network using the Coxeter group constructions.
We first review the construction of BTZ black hole by orbifolidng Poincare AdS following [26, 27].
Below we quote the Euclidean BTZ metric,
ds2 =
(r2 − r2+)(r2 − r2−)
r2 l2
dτ2 +
r2 l2
(r2 − r2+)(r2 − r2−)
dr2 + (dφ+
r+(ir−)
r2
dτ). (5.1)
r+ and r− denote the location of the two horizons. τ is the Euclidean time. We know that Riemann
curvature tensor takes the same form for the AdS3 and BTZ black hole. We now define the following
coordinate transformations,
w =
(r2 − r2+
r2 − r2−
)1/2
exp
{r+ + r−
l
(φ+ i τ)
}
, z =
(r2 − r2+
r2 − r2−
)1/2
exp
{r+
l
φ+
i r−
l
τ
}
. (5.2)
Using this we get,
ds2 =
l2
z2
(dwdw¯ + dz2). (5.3)
and z > 0. So this restrict the space time in the upper half plane and can be thought of quotienting
the three hyperbola. Now the periodicity condition on φ ∼ φ+ 2pi implies,
w ∼ e 4pi
2
β w, z ∼ e 4pi
2
β z, (5.4)
where in the case at hand we have restricted our attention to non-rotating black holes, and thus
real temperature β. The orbifolding transformation thus correspond to an overall re-scaling of ω
and z. Now for our network construction we generally consider constant τ slice of H3 and so we
will have w = w¯, and that there is no angular momentum, so that the temperature β is real, and
r− = 0. We obtain an orbifold of the AdS3 geometry by identifying points in Poincare AdS related
by the symmetry transformation to obtain the BTZ geometry. This is the crucial ingredient in
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constructing the corresponding tensor network.
5.2 BTZ via Coxeter group
As demonstrated earlier we know that using the generators of Coxeter group which are basically
some reflections about a chosen plane one can construct all the Lorentz generators. So combination
of a finite number of reflections can generate any Lorentz transformations. The mirrors appropriate
for the specific reflection can be found by constructing planes in the flat embedding space and then
obtain their intersection with the hyperbolic space. Intersections of planes (that pass through
the origin) with an H2 centered also at the origin are geodesics. Boosts are therefore generated
by reflections across geodesics in H2. Orbifolding an H2 tessellation respecting these reflection
symmetries determine the BTZ geometry on a constant time slice. To demonstrate this we write
the equation of the H2 space in embedding coordinate [28],
X20 +X
2
3 −X22 −X21 = R2 (5.5)
R is the radius of the hyperbola. To go to the Poincare coordinate we will use,
X0 =
z
2
(
1 +
R2 + ww¯
z2
)
, X1 =
R
z
(w + w¯) , X2 =
z
2
(
1− (R
2 − ww¯)
z2
)
, X3 =
R
2 i z
(w − w¯). (5.6)
In the following, we will restrict ourselves to the t = 0 slice, so that X3 = 0, and that the
slice, an AdS2 space, is invariant under the orbifolding transformation (5.4). Meanwhile, X0 and
X2 transforms and the other two remains unchanged. From the perspectives of these flat space
embedding coordinates, the orbifold transformation is in fact a Lorentz boost in the X0−X2 plane.
Writing,
X˜0 = X0 cosh(η) +X2 sinh(η) , X˜2 = X2 cosh(η) +X0 sinh(η). (5.7)
one immediately see that
η =
4pi2
β
. (5.8)
As described already in the introduction of the Coxeter group, every isometry of the hyperbolic
space can be recovered by a reflection across planes also embedded in flat space. Therefore, the
orbifolding transformation of a given point in the hyperbolic space, which corresponds to a boost
in embedding space, can be recovered by specifying a plane across which the point reflects. Under
reflection across a plane defined by ~X.~n = 0, with ~n specifying the normal vector of the plane, a
point transforms as
~˜X = ~X − 2
(
~X.~n
)
~n. (5.9)
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Comparing (5.7) and (5.9), we get a consistency condition on the normal vector ~n = (n0, n1, n2, n3)
n20 − n22 = −1 (5.10)
Now without loss of generality, we would first start with a reference mirror, specified by n0 = 0
and thus n2 = 1. Points acquiring a boost (5.9) under reflection across this plane lie on a plane
satisfying
X2
X0
= − tanh η
2
. (5.11)
Starting with this plane and reference mirror, we would like to obtain subsequent mirrors so that
the images acquire further boosts again given by (5.7) . It is not hard to see that the next mirror
which would produce the correct boost on the image produced by the reference mirror is related to
the reference mirror by precisely the same boost (5.7). Since n0 = 0 for the reference mirror, it is
basically located at X2 = 0. Under the boost (5.7) it means that the next mirror satisfies
X2
X0
= tanh η. (5.12)
In fact all subsequent set of mirrors that generate boosts by reflection on the previous images are all
generated by the reference mirror by sequentially boosting it by (5.7). We can plot these planes on
the Poincare disk. This is done by solving for the intersection of these planes with the hyperbolic
space:
~X.~ni = 0 , X
2
0 +X
2
3 −X22 −X21 = R2, (5.13)
where ~ni is the normal of one of these infinite sequence of planes. These intersections are geodesics
on the hyperbolic space. One can plot them on the Poincare unit disk (Y1, Y2), Y
2
1 + Y
2
2 ≤ 1 via
the map
Y1 =
X2
1 +X0
, Y2 =
X1
1 +X0
. (5.14)
The reference mirror we have chosen is thus a vertical line at Y1 = 0 at the center of the Poincare
disk. Subsequent curves can be obtained readily. For example, the second mirror on the hyperbolic
plane corresponding a curve satisfying both (5.5) and (5.12) is given by the parametric equation:
Y1 =
X0 tanh η
1 +X0
, Y2 =
√
X20 − cosh2 η
cosh η(X0 + 1)
. (5.15)
The collection of these mirrors in the Poincare disk looks like a set of “parallel curves” that do
not meet. To obtain an orbifolded tensor network, it now corresponds to first picking a tessellation
that contains the set of mirrors generating the orbifolding boosts, and then identify all the nodes
related to each other by reflection by any of these mirrors. This would lead to periodic contractions
of legs. The tensor network would acquire the topology of a cylinder. We take the [6,4] lattice as an
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Figure 9: On the left panel, we illustrate the orbifolding that is done on the [6,4] tessellation. The black
curves are the mirrors generating the desired boosts. The fundamental region we have chosen is indicated
by the red arrow. The dashed line is the apparent horizon, across which degrees of freedom are entangled.
The nodes corresponding to different tensors are marked. The tensor network that follows is illustrated on
the right panel. Also we have marked the two RT surfaces corresponding to tracing out node 7 and node 2
and 3 in red.
example and illustrate it in figure 9. In the next section we will compute explicitly the entanglement
entropy that follows from this tensor network.
5.3 Entanglement Entropy and RT surface in the BTZ background
In this section we will compute the entanglement entropy for the particular tensor network and
we will demonstrate that the result matches with BTZ result perfectly. To do so, we first briefly
review the AdS3 calculation of the entanglement entropy for BTZ using the standard RT formula
which can be found in [2] details. We will just point out some key points which we will use in this
section. As for the BTZ as the starting point is not a pure state so entropy for the region A and
its complement Ac are not equal.
The main conclusion is that we will have generally two different geodesics - 1.) One geodesic
corresponding to A do not cross the region and 2.) Other one corresponding to Ac which wraps the
black hole one time. Next we will determine these two geodesics from the tensor network. This is
illustrated in the figure 9. Now we write down a specific wavefunction for this fundamental domain
below as illustrated in figure 9.
|Ψ > =
(
T 7abc1c2c3c4T
2
eac5c6c7c8T
3
e1bc9c10c11c12T
1
e t1e1t1f1g1
T 4f1xc13c14c15c16T
6
g1x1c17c18c19c20T
5
xx1c21c22c23c24
)
|c1c2 · · · c23c24 > .
(5.16)
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T 1 lies at the horizon. T 4 , T 5 and T 6 are in the region which is on the other side of the horizon
as explained in the picture and always traced. Now to compute the reduce matrix for computing
entanglement entropy when we trace out the tensor at 2 and 3 and we immediately see that the
RT surface doesn’t cross the horizon. The contribution only comes form cutting the link between
2, 3 and 7. Also when we trace out the tensor at 7 and we will see that the geodesic wraps the
horizon once. The RT surfaces are shown in the figure 9.
5.4 Black hole - a region of high bond dimensions?
In [14] and [16], it is observed that a region of high bond dimensions behaves in very similar ways
to a black hole, in which the entangling surface for example, would naturally avoid the boundary
of this region of high bond dimensions, mimicking the behaviour of the RT surface near a black
hole horizon. In the current construction, the RT surface clearly never cuts through the horizon
separating the two halves of the lattice. It is a curiosity how this construction of the BTZ black
hole is related to the intuition of the high bond dimensions.
On closer inspection, we reckon there is an effective region of high bond dimensions realized
by the arrangement of the bulk lattice. The key lies in the relation (5.2). The exponential maps
means what appears to be equally spaced in φ is highly uneven in ω coordinates, on which the
tensor network is based. The bottom line is that comparing the effective length of the first half of
the cycle as φ→ φ+ pi to the full length of the cycle φ→ φ+ 2pi, one sees that
(ωφ=2pi − ωφ=0)
(ωφ=pi − ωφ=0) =
x2 − 1
x− 1 ∼ x 1 for x 1, x =
2pi2
β
. (5.17)
This means that traversing half of the φ cycle still corresponds to an uncannily tiny region in the
ω coordinates, particularly so in the limit of high temperature. The relative number of physical
degree of freedom within the region residing in the first half of the space would in fact constitutes a
small fraction of the total number of degree of freedom available. There is thus an effective region
of high bond dimensions outside of the region, which it has no way of entangling with and the RT
surface would thus look very far away from the horizon, which mimics an avoidance of the horizon.
We interpret this as a geometrical realization of a region of high bond dimensions.
5.5 A comparison with the random tensor construction
One can readily obtain a general picture of generic wave-functions constructed on these networks
with large bond dimension. As discussed in [16], we can obtain a generic picture when bond
dimensions are high, in which case the typical behaviour can be deduced by averaging the tensors
weighted by Haar measure.
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Let us consider in particular the case where we are computing the Renyi entropy at n = 2. It
is discussed in detail in [16] that the computation of the Renyi entropy can be mapped to that of
computing the partition function of an Ising model.
In particular, since upon average of the random tensor located at each node gives
|Vx〉〈Vx| ⊗ |Vx〉〈Vx| = Ix + Fx
D2x +Dx
, (5.18)
where Ix corresponds to the identity , where Fx corresponds to swapping the two copies of the
tensors at Vx, and Dx the dimension of the Hilbert space at vertex x, which is equal to the product
of dimensions of all the bonds that meet at x.
The Renyi entropy of some boundary region A is then given by
S2 ≈ − log Z¯1
Z¯0
, Z¯1 =
∑
sx
exp(−A[{sx}]), (5.19)
with
A = −
∑
xy
1
2
logDxy(sxsy − 1)−
∑
x∈∂
1
2
logDx∂(hxss − 1). (5.20)
Here sx ∈ {1,−1} are the effective “spin” degree of freedom which denotes whether the bond at
vertex x is connected to the next replica, or with itself. hx dictates whether a bond dangling at the
boundary should be connected to the same replica for spins outside of region A (in which hx = 1)
or the other replica for boundary spins inside region A, in which hx = −1. (Note that in our
case we have chosen a wave-function that is a pure state in the bulk and thus there is no further
contribution from a bulk density matrix as in [16]).
We are tracing out everything across the horizon by default to simulate a thermal mixed state.
In this case therefore, the saddle point contribution in the large Dx limit is such that there are
domain walls separating regions with opposite spins that are adjacent to region A at the boundary
and its complement, whose effective boundary spin degree of freedom are subjected to opposite
directions of the effective magnetic field hx.
In this picture, it is then clear that for sufficiently small region A, the domain wall again encloses
the small boundary region A. This is illustrated in figure 10. This should be contrasted with the
results following from perfect tensors, where we recover also two RT surfaces, one that wraps the
horizon and another that does not, depending on the size of the region A.
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Figure 10: The left panel illustrates the spin-configuration corresponding to the Renyi entropy of a large
region, such that the domain wall covers the “horizon” as well as its complement. The right panel is the
corresponding configuration of the Renyi entropy of a small region, with only a single domain wall.
5.6 Computing the thermal spectrum
In this section we investigate the thermal spectrum. We will use the wavefunction as mentioned
in (5.16). It can be easily seen the tensor T 1 that connects the nodes between the two sides of the
horizon plays the most important role. For simplicity we consider a wavefunction only made up of
T 1 as follows,
|ψ >= T 1αβγγδσ|αβδσ > . (5.21)
We now construct the reduce density matrix using this wavefunction and trace out the region inside
the horizon. Then we compute the eigenvalues of these reduce density matrix (ρthermal), that in
turn gives the thermal spectrum.
ρthermal = Trδσδ′σ′
(
T 1αβγγδσ|αβδσ >< σ′δ′β′α′|T 1α′β′γ′γ′σ′δ′
)
. (5.22)
For six index perfect tensor, all the eigenvalues of this density matrix are equal, in fact they are
maximally entangled. So the thermal spectra we get is flat like the pure AdS case. Next we consider
a bit more non trivial example where there are two nodes on the horizon. The wavefunction is,
|ψ >= T 1acdbefTbc1d1ae1f1 |cdefc1d1e1f1 > . (5.23)
The corresponding reduced density matrix is,
ρthermal = Trefe1f1e2f2e3f3
(
T 1acdbefTbc1d1ae1f1 |cdefc1d1e1f1 >< c2d2e2f2c3d3e3f3|T 1ac2d2be2f2Tbc3d3ae3f3
)
.
(5.24)
Now the tensor contractions in (5.23) is not unique. We observe that there are two cases. For some
specific contractions we again get maximal entanglement between the four bits. But there exist a
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particular configuration for which we get maximal entanglement but only two bits contribute. We
then checked for higher number of nodes on the horizon and we reach the same conclusions. There
exists always some configurations when all the bits contribute and they became maximally entangled
and there exist some configurations when not all the bits contribute but yet the contributing bits
are maximally entangled with each other. Also as we increase the number of such nodes at the
horizon it becomes more and more difficult to find these configurations. Almost all the cases all
the bits participate and they are maximally entangled.
5.6.1 An extra correction in the Renyi entropy
The calculation can be inspected in closer detail at arbitrary Renyi index n, which is given by [16]
Sn(A) =
1
1− n log
Z
(n)
1
Z
(n)
0
' 1
1− n log
Z
(n)
1
Z
(n)
0
, (5.25)
where the expression is again applicable only in the large D limit. When the density matrix
corresponding to n-replica is averaged over the Haar measure at each vertex, it gives
|Vx〉〈Vx|⊗n = 1
Cn,x
∑
gx∈Symn
gx (5.26)
with gx the element of the permutation group of order n, and Cn,x the normalization constant.
Then
Zn1 = tr[ρ
⊗n
P CnA
∏
x
|Vx〉〈Vx|⊗n]
=
∑
{gx}
1
Cn,x
tr[ρ⊗nP CnA
⊗
x
gx]
=
∑
{gx}
e−A
(n)[{gx}]
(5.27)
and
A(n)[{gx}] = −
∑
〈xy〉
logDxy(χ(g
−1
x gy)− n)−
∑
x∈∂
logDx∂(g
−1
x hx) +
∑
x
logCn,x (5.28)
where χ(g−1x gy) is the number of permutation cycles of the element g−1x gy, and
hx =
 Cnx x ∈ AIx x ∈ A
where Cnx is the cyclic permutation of all the replicas at vertex x. The ρP is the density matrix
of bulk states. In the case that has a direct analogue with the tensor network, it is simply given
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by the expression, ρP = ⊗
∏
〈xy〉 |xy〉〈xy| where |xy〉 is an auxiliary state introduced in the “bulk”
corresponding to a maximally entangled state living on the bond that connects the vertices x and
y. It is maximally entangled to recover simple tensor contraction across a link. In the form of
(5.27) and (5.28), [16] suggested that calculating the Re´nyi entropy is the same as calculating the
partition function of the spin configuration on the same lattice where spin state was one of the
elements of the permutation group, hx the boundary pinning field, and bond dimension logD the
inverse of the temperature. So in the large D limit, the leading contribution of the Re´nyi entropy
should come from the ground state configuration of the corresponding spin model with boundary
condition {hx}. The energy of two adjacent spin was
−logDxy(χ(g−1x gy)− n)
So it is a ferromagnetic model, and then it was concluded in [16] that the ground state is given
by a configuration in which all the spins are parallel to each other, except at the geodesic, where
a domain wall is formed between the Cn area and I area. The resulting leading term in Renyi
entropy is
Sn(A) ' 1
1− n |γA|logD
χ(Cn)−n =
1
1− n(1− n)|γA|logD
= |γA|logD
(5.29)
which is the RT formula. However, there is some subtleties in the calculation, which could contribute
to some extra non-vanishing terms even in the large D limit.
Consider the following: that there are not one but two domain walls, that are very close to each
other, both lying very close to the geodesic. The length of each domain wall would almost be |γA|,
and in the intermediate area, the “spins” are chosen to take value g, such that g = ((12)(3) . . . (n)),
so that χ(Ig−1) = n− 1 and χ(Cng−1) = 2. Such configurations are illustrated in figure 11.
The contribution to Re´nyi entropy is
S′ =
1
1− n((2− n) + (−1))|γA|logD = |γA|logD
which is exactly the same as the term in (5.29). Meanwhile, viewing the cyclic nature of the element
C and I, there are many other possible g that leads to exactly the same action:
g = ((1)(23)(4) . . . (n)), ((1)(2)(34)...(n)) . . . . (5.30)
Summing all these saddles with equal weight would contribute to a logn1−n to the Re´nyi entropy. It is
suppressed compared to the leading term only by a factor of log[D].
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Figure 11: A multiple spin domain wall configuration that could have the same “energy” as the known
contribution with only one domain wall, if the lattice is sufficiently fine-grained.
It appears that there are more saddles that could contribute, and the Renyi entropy has more
structure less suppressed perhaps than previously thought.
6 Conclusion
In this paper, we have attempted a remedy of some obvious issues that plague the perfect-tensor-
network proposal that attempts to re-enact the AdS/CFT correspondence. These obvious issues
include a necessarily flat entanglement spectrum, and the absence of connected correlation functions
between local operators. We make a naive proposal that the tensors involved in the tensor network
are perturbed away from exact perfection. We demonstrate that such perturbations naturally lead
to emergence of some analogues of Witten diagrams, when we consider 2 pt and 3 pt correlation
functions of local operators. We note that these perturbations would also make contributions to
the Renyi entropies. It appears that such perturbations naturally lead to non-analytic contribution
behaving like  log , if the perturbations away from perfection is orthogonal to the subspace of the
boundary Hilbert space the background perfect tensors projects to. To quadratic order they would
give rise to non-trivial Renyi entropy, although they are insufficient to fix the issue with the flat
spectrum. We explored some other fix of the entanglement spectrum, which appears to work even
though they might be rather contrived.
We have also constructed the BTZ black hole under the tensor network framework, by orb-
ifolding the discrete lattice characterized by some Coxeter group, analogous to how the BTZ black
hole is constructed in the continuous limit. We recover a tensor network that exhibits some salient
features of the BTZ black hole, including a horizon which no entangling surface penetrates, and
that the entanglement entropy of a region A is different from that of its complement, given by two
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entangling surfaces one wrapping the horizon while the other does not. The black hole entropy in
this case is precisely an entanglement entropy between degrees of freedom across the black hole
horizon.
The tensor network proposal has led to quite a few surprises and excitement. The basic feature
underlying all of that is the emergence of the notion of a local bulk, which manifests itself as a
product of delta functions occurring at each edge whenever we trace out some parts of the boundary
of the tensor. It is, as in any other developments, perhaps raising more questions than answers.
One important issue is to fix the entanglement spectrum. More importantly, it is necessary to begin
discussing time evolution of these networks, in order to actually make contact with other extremely
important aspects of the AdS/CFT correspondence. Some systematics such as the handling of
isometries is now at hand, using the Coxeter group, and more generally, via these discussions of the
PSL(2,Qp) groups [29, 30]. It appears that time-evolution based on a triangulation of the AdSd+1
space and then introducing tensors where some indices are now taken as unitary maps from one
time slice to the next is a natural generalization of the current construction of tensor networks
on a given spatial slice. We comment that it is observed in [31] that perfect tensors are naturally
describing quantum chaotic evolution. Given that the locality of the network and covariance of
space-time begs for the use of perfect tensors in the complete space-time network, a coherent picture
of gravity, and perhaps black holes in particular being fast scramblers might emerge for free via
the tensor network construction. Such construction is currently underway, and we will report them
elsewhere [32].
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A Curvature and bulk locality
In this paper, the main focus is the absence of connected correlation function between local opera-
tors. It is found that departure from perfection in isolated nodes in the tensor network lead only to
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Figure 12: The tessellation that appears in [16] actually corresponds to a [4,5] lattice. Individual 4-leg
tensors cannot be treated as a single unit. The leading contribution in connected correlation functions in
this case correspond to a collection of these blocks each with one node replaced by t forming a connected set
of blocks.
a change of the overall normalization of operators, but do not contribute to connected correlation
functions. That this works actually depend heavily also on the negative curvature of the tessella-
tion. For example, the discussion in [16] is based on a 4-leg tensor forming a square lattice. The
lattice arranges itself into self-repeating units which can be described by the tessellation [4,5]. The
self-repeating units are 4-gons, as indicated in figure 12. 3
A crucial point here is that while the network is built up from 4-leg tensors, the actual unit
that defines the geodesics and RT surfaces would be determined by these blocks of tensors, rather
than individual 4-leg tensors. To visualize that, let us focus on one block, depicted in figure 13.
Within this block, we could view the left and bottom set of dangling legs as input legs, and
the top and right set of dangling legs as output legs in a unitary map defined by the block of 4-leg
tensors. Being on a flat geometry means that on average the number of ingoing legs connecting
from a layer closer to the boundary dangling legs to out-going legs connecting to an inner layer
roughly balances . Suppose we now introduce a hole somewhere inside this block. It is immediately
clear from our flow diagram that it is impossible to construct a conserved flow from the input legs
that flows out to the output legs and the hole, without either introducing loops in the flow, or
having unbalanced in/out legs in a given node. This means that the unitary map of the block is
destroyed by introducing only one hole in this block that could contain many 4-leg unit tensor. This
follows from the fact that the square lattice has the structure such that a contraction of the outer
3We adopted the figure from [16].
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Figure 13: Focussing only on one block that looks locally flat, it is clear that one “hole” in the middle of
the network would destroy the unitary map from the incoming links surrounded by the blue curve to the
out-going links surrounded by a blue curve. The red dots denote nodes where the number of incoming arrows
and outgoing arrows are not balanced.
layers have less than half of the total number of legs, ingoing and outgoing included, unlike the
case of negatively curved lattices. As a result, if we were computing correlation functions in a flat
lattice, our previous argument would break down: namely, that a single node perturbed away from
perfection would immediately contribute to connected correlation functions. To make connection
with our discussion in the tessellation of a negatively curved space, it is thus necessary to view
the block of tensors as a single unit, in which case the averaged number of incoming legs from the
boundary still vastly exceeds the out-going legs toward the bulk, and our definition of the transfer
matrices and fusion matrices would work equally well then.
B Inspecting a remedy to the flat entanglement spectrum– weight-
ing the legs
In the main text, we have seen that the entanglement spectrum is completely flat, which follows
from the nature of the perfect tensors. We have also seen that a small deviation from perfection
alone does not lead to a satisfactory spectrum.
In [16] it is suggested that perhaps one could introduce non-maximally entangled auxiliary
states along the edges connecting vertices. In our tensor network construction, this is equivalent to
introducing weights when tensors are contracted. i.e.
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Ta1···Ka1a′1Ta′1···, (B.1)
for some matrix K satisfying tr(K.K†) = 1. In [16], it is observed that the averaged tensors with
large bond dimension is not very sensitive to such weights. Things are quite different in a given
tensor network with specific perfect tensors sitting at each node. While T.T † = δ, T.K.K†.T †
generically do not recover delta functions. As a result, the RT surface would fail to emerge in the
presence of these weights, unless they are also randomly chosen.
However, given the negative curvature of the tensor network, one could ask whether it is still
possible to change the entanglement spectrum while preserving the RT surface. One observation is
that if the weights are not too densely populated – weights K are sparsely populating the edges,
then it is possible that their presence do not destroy the RT surface. The question is: what is the
maximum density of weighted edges such that the RT surface remains intact?
We note immediately that in the 4-leg code, locally the geometry is flat. For the same reasons
as discussed in section B, the addition of weights quickly delocalizes the RT surface (i.e. Schmidt-
decomposition) into blocks of the self-repeating units.
It’s more instructive to work with the 2L-leg tensor in which the geometry is manifestly nega-
tively curved.
A weight on an internal leg prevents the indices of perfect tensor and its adjoint from being
contracted directly. Therefore, a weight works as a “barrier” obstructing the flow of contraction
that propagate from tensor to tensor into the interior of the tensor network as some parts of the
physical degrees of freedom is traced out. The effect of a weight disappears if both nodes connected
by this weighted link have at least half of their legs already contracted, so that the weighted link
would itself be contracted with a delta function and sum to 1. Making use of this constraint, we
can draw some conclusions as follows.
B.1 The maximal number of weights when pushing toward the inner most layer
In this section, we study the maximal number of weights without spoiling the propagation of delta
function in the next layer k as one contracts some legs connecting to the k + 1 layer such that the
process eventually hits the center of the network, i.e. layer 1. Suppose there are two tensors, tensor
A at Layer k and tensor B at k + 1, and that they are connected via an internal leg AB. Consider
two cases.
Case 1: AB is an internal leg with weight. As explained above, we need delta-functions to
remove the effect of the weight. That is to say, among the other legs of A and B, there should be
at least L (out of the total number of tensor legs 2L) that have no weights.
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Case 2: AB is an internal leg without weight. We need L legs, not including AB, without weight
to give a delta-function on leg AB. As for tensor A, since we have already had an index contracted,
we only need another L − 1 legs without weight, in order to propagate the delta functions from
layer k to layer k − 1.
It is thus necessary that each tensor has less than L weighted legs.
References
[1] S. Ryu and T. Takayanagi, “Holographic derivation of entanglement entropy from AdS/CFT,”
Phys. Rev. Lett. 96 (2006) 181602 doi:10.1103/PhysRevLett.96.181602 [hep-th/0603001].
[2] S. Ryu and T. Takayanagi, “Aspects of Holographic Entanglement Entropy,” JHEP 0608
(2006) 045 doi:10.1088/1126-6708/2006/08/045 [hep-th/0605073].
[3] B. Swingle, Phys. Rev. D 86 (2012) 065007 doi:10.1103/PhysRevD.86.065007 [arXiv:0905.1317
[cond-mat.str-el]].
[4] V. Balasubramanian, B. Czech, B. D. Chowdhury and J. de Boer, “The entropy of a hole in
spacetime,” JHEP 1310 (2013) 220 doi:10.1007/JHEP10(2013)220 [arXiv:1305.0856 [hep-th]].
[5] V. Balasubramanian, B. D. Chowdhury, B. Czech, J. de Boer and M. P. Heller, “Bulk
curves from boundary data in holography,” Phys. Rev. D 89 (2014) no.8, 086004
doi:10.1103/PhysRevD.89.086004 [arXiv:1310.4204 [hep-th]].
[6] B. Czech, X. Dong and J. Sully, “Holographic Reconstruction of General Bulk Surfaces,” JHEP
1411 (2014) 015 doi:10.1007/JHEP11(2014)015 [arXiv:1406.4889 [hep-th]].
[7] B. Czech and L. Lamprou, “Holographic definition of points and distances,” Phys. Rev. D 90
(2014) 106005 doi:10.1103/PhysRevD.90.106005 [arXiv:1409.4473 [hep-th]].
B. Czech, P. Hayden, N. Lashkari and B. Swingle, “The Information Theoretic Interpre-
tation of the Length of a Curve,” JHEP 1506 (2015) 157 doi:10.1007/JHEP06(2015)157,
10.1007/jhep06(2015)157 [arXiv:1410.1540 [hep-th]].
B. Czech, L. Lamprou, S. McCandlish and J. Sully, “Integral Geometry and Holography,”
JHEP 1510 (2015) 175 doi:10.1007/JHEP10(2015)175 [arXiv:1505.05515 [hep-th]].
X. Huang and F. L. Lin, “Entanglement renormalization and integral geometry,” JHEP 1512
(2015) 081 doi:10.1007/JHEP12(2015)081 [arXiv:1507.04633 [hep-th]].
[8] B. Czech, G. Evenbly, L. Lamprou, S. McCandlish, X. L. Qi, J. Sully and G. Vidal, “A tensor
network quotient takes the vacuum to the thermal state,” arXiv:1510.07637 [cond-mat.str-el].
40
B. Czech, L. Lamprou, S. McCandlish and J. Sully, “Tensor Networks from Kinematic Space,”
arXiv:1512.01548 [hep-th].
[9] R. Orus, “A Practical Introduction to Tensor Networks: Matrix Product States and Pro-
jected Entangled Pair States,” Annals Phys. 349 (2014) 117 doi:10.1016/j.aop.2014.06.013
[arXiv:1306.2164 [cond-mat.str-el]].
R. Orus, “Advances on Tensor Network Theory: Symmetries, Fermions, Entanglement, and
Holography,” Eur. Phys. J. B 87 (2014) 280 doi:10.1140/epjb/e2014-50502-9 [arXiv:1407.6552
[cond-mat.str-el]].
[10] M. Nozaki, S. Ryu and T. Takayanagi, “Holographic Geometry of Entanglement Renormal-
ization in Quantum Field Theories,” JHEP 1210 (2012) 193 [arXiv:1208.3469 [hep-th]].
A. Mollabashi, M. Nozaki, S. Ryu and T. Takayanagi, “Holographic Geometry of cMERA
for Quantum Quenches and Finite Temperature,” JHEP 1403 (2014) 098 [arXiv:1311.6095
[hep-th]].
M. Miyaji and T. Takayanagi, “Surface/State Correspondence as a Generalized Holography,”
arXiv:1503.03542 [hep-th].
M. Miyaji, T. Numasawa, N. Shiba, T. Takayanagi and K. Watanabe, “cMERA as Sur-
face/State Correspondence in AdS/CFT,” arXiv:1506.01353 [hep-th].
N. Bao, C. Cao, S. M. Carroll, A. Chatwin-Davies, N. Hunter-Jones, J. Pollack and G. N. Rem-
men, “Consistency Conditions for an AdS/MERA Correspondence,” arXiv:1504.06632 [hep-
th].
[11] M. Headrick, R. C. Myers and J. Wien, “Holographic Holes and Differential Entropy,” JHEP
1410 (2014) 149 [arXiv:1408.4770 [hep-th]].
R. C. Myers, J. Rao and S. Sugishita, “Holographic Holes in Higher Dimensions,” JHEP 1406
(2014) 044 [arXiv:1403.3416 [hep-th]].
B. Chen and J. Long, “Strong Subadditivity and Emergent Surface,” Phys. Rev. D 90 (2014)
6, 066012 [arXiv:1405.4684 [hep-th]].
V. E. Hubeny, H. Maxfield, M. Rangamani and E. Tonni, “Holographic entanglement
plateaux,” JHEP 1308 (2013) 092 arXiv:1306.4004, [hep-th]].
[12] A. Almheiri, X. Dong and D. Harlow, “Bulk Locality and Quantum Error Correction in
AdS/CFT,” JHEP 1504 (2015) 163 [arXiv:1411.7041 [hep-th]].
E. Mintun, J. Polchinski and V. Rosenhaus, “Bulk-Boundary Duality, Gauge Invariance, and
Quantum Error Correction,” arXiv:1501.06577 [hep-th].
[13] X. Dong, D. Harlow and A. C. Wall, “Bulk Reconstruction in the Entanglement Wedge in
AdS/CFT,” arXiv:1601.05416 [hep-th].
41
A. R. Brown, D. A. Roberts, L. Susskind, B. Swingle and Y. Zhao, “Holo-
graphic Complexity Equals Bulk Action?,” Phys. Rev. Lett. 116 (2016) no.19, 191301
doi:10.1103/PhysRevLett.116.191301 [arXiv:1509.07876 [hep-th]].
D. L. Jafferis and S. J. Suh, “The Gravity Duals of Modular Hamiltonians,” arXiv:1412.8465
[hep-th].
D. L. Jafferis, A. Lewkowycz, J. Maldacena and S. J. Suh, “Relative entropy equals bulk rel-
ative entropy,” arXiv:1512.06431 [hep-th].
T. Hartman and J. Maldacena, JHEP 1305, 014 (2013) doi:10.1007/JHEP05(2013)014
[arXiv:1303.1080 [hep-th]].
[14] F. Pastawski, B. Yoshida, D. Harlow and J. Preskill, “Holographic quantum error-correcting
codes: Toy models for the bulk/boundary correspondence,” JHEP 1506 (2015) 149
doi:10.1007/JHEP06(2015)149 [arXiv:1503.06237 [hep-th]].
[15] Z. Yang, P. Hayden and X. L. Qi, “Bidirectional holographic codes and sub-AdS locality,”
JHEP 1601 (2016) 175 doi:10.1007/JHEP01(2016)175 [arXiv:1510.03784 [hep-th]].
[16] P. Hayden, S. Nezami, X. L. Qi, N. Thomas, M. Walter and Z. Yang, “Holographic duality
from random tensor networks,” arXiv:1601.01694 [hep-th].
[17] H. S. M. Coxeter, “Discrete groups generated by reflections”, Ann. of Math. 35 (3): 588 -
621, JSTOR 1968753.
[18] Master’s Thesis (Graduate College of Bowling Green State University) by Marilee A. Murray,
“ Hyperbolic geometry and Coxeter Groups”.
[19] Richard Kane , “Reflection Groups and Invariant Theory, CMS Books in Mathematics”,
Springer, ISBN 978-0-387-98979-2, Zbl 0986.20038 (2001)
James E. Humphreys, “ Reflection Groups and Coxeter Groups”, Cambridge Studies in Ad-
vanced Mathematics 29, Cambridge University Press, ISBN 978-0-521-43613-7, Zbl 0725.20028.
[20] some very useful Wikipedia links for Coxeter Groups :
https://en.wikipedia.org/wiki/Coxeter_group
[21] J. M. Maldacena, “The Large N limit of superconformal field theories and supergrav-
ity,” Int. J. Theor. Phys. 38 (1999) 1113 [Adv. Theor. Math. Phys. 2 (1998) 231]
doi:10.1023/A:1026654312961 [hep-th/9711200].
[22] E. Witten, “Anti-de Sitter space and holography,” Adv. Theor. Math. Phys. 2 (1998) 253
[hep-th/9802150].
42
[23] S. S. Gubser, I. R. Klebanov and A. M. Polyakov, “A Semiclassical limit of the gauge /
string correspondence,” Nucl. Phys. B 636 (2002) 99 doi:10.1016/S0550-3213(02)00373-5 [hep-
th/0204051].
[24] D. Gottesman, “An Introduction to Quantum Error Correction and Fault-Tolerant Quantum
Computation”, arXiv:0904.2557 [Quant-ph].
[25] R. A. Janik, P. Surowka and A. Wereszczynski, “On correlation functions of operators dual
to classical spinning string states,” JHEP 1005 (2010) 030 doi:10.1007/JHEP05(2010)030
[arXiv:1002.4613 [hep-th]].
[26] S. Carlip and C. Teitelboim, “Aspects of black hole quantum mechanics and thermodynam-
ics in (2+1)-dimensions,” Phys. Rev. D 51 (1995) 622 doi:10.1103/PhysRevD.51.622 [gr-
qc/9405070].
[27] J. M. Maldacena and A. Strominger, “AdS(3) black holes and a stringy exclusion principle,”
JHEP 9812 (1998) 005 doi:10.1088/1126-6708/1998/12/005 [hep-th/9804085].
[28] O. Aharony, S. S. Gubser, J. M. Maldacena, H. Ooguri and Y. Oz, “Large N field theories,
string theory and gravity,” Phys. Rept. 323 (2000) 183 doi:10.1016/S0370-1573(99)00083-6
[hep-th/9905111].
[29] S. S. Gubser, J. Knaute, S. Parikh, A. Samberg and P. Witaszczyk, “p-adic AdS/CFT,”
arXiv:1605.01061 [hep-th].
[30] M. Heydeman, M. Marcolli, I. Saberi and B. Stoica, “Tensor networks, p-adic fields, and
algebraic curves: arithmetic and the AdS3/CFT2 correspondence,” arXiv:1605.07639 [hep-th].
[31] P. Hosur, X. L. Qi, D. A. Roberts and B. Yoshida, “Chaos in quantum channels,” JHEP 1602
(2016) 004 doi:10.1007/JHEP02(2016)004 [arXiv:1511.04021 [hep-th]].
[32] Work in progress.
43
