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ABSTRACT
We generalize the Weisskopf-Wigner theory for the line shape and
transition rates of decaying states to the case of the energy-driven stochastic
Schro¨dinger equation that has been used as a phenomenology for state vector
reduction. Working to leading order in the perturbing potential inducing
the decay, and assuming that the perturbing potential has vanishing matrix
elements within the degenerate manifold containing the decaying state, the
stochastic Schro¨dinger equation linearizes. Solving the linearized equations,
and making the Weisskopf-Wigner approximation of evaluating the mass and
decay matrices on energy shell, we nd no change from the standard analysis
in the line shape or the transition rate per unit time. The only eect of the
stochastic terms is to alter the early time transient behavior of the decay,
in a way that eliminates the quantum Zeno eect. We apply our results




There has recently been considerable interest in the possibility that quantum me-
chanics, and the Schro¨dinger equation, may be modied at a very low level by eects arising
from Planck scale physics. Such speculations have been motivated on the one hand by con-
siderations from string theory [1] and quantum gravity [2], and on the other hand by eorts
[2,3,4] to achieve an objective equation describing state vector reduction. The majority of
the objective reduction discussions fall into two classes: those that postulate a stochastic
process producing spatial localization [3], and those that postulate an analogous stochas-
tic process leading to localization in energy [4] (the so-called \energy-driven" stochastic
Schro¨dinger equation.) Both the spatial localization and the energy localization stochastic
Schro¨dinger equations avoid problems with superluminal signal propagation that character-
ize attempts at deterministic nonlinear modications of the Schro¨dinger equation [5] . We
nd the energy-driven approach particularly appealing because it is energy conserving, leads
with no approximations to Born rule probabilities and to the Lu¨ders projection postulate, has
sensible clustering properties, and when environmental interactions are taken into account
explains state vector reduction with a single Planck scale stochastic parameter [4,6].
Although physical prejudices might suggest a Planck scale magnitude for the stochas-
tic parameter in the energy-driven equation, one can instead take the point of view that the
stochastic parameter can have a priori any value, and use current experimental informa-
tion to place bounds on it. This approach has been pursued [7] in the context of particle
physics systems that exhibit oscillations between dierent mass eigenstates (the K-meson,
B-meson, and neutrino systems), with results that are summarized in the nal section of
this paper. An alternative source of bounds on the stochastic parameter could come from
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experiments observing decays and line shapes in atomic and particle systems, since if the
stochastic terms in the Schro¨dinger equation were to change the standard Weisskopf-Wigner
analysis of decay processes in a signicant way, then observable eects could result. Thus,
to pursue phenomenological studies of the energy-driven equation, it is important to gener-
alize the standard Weisskopf-Wigner decay [8] theory to include eects of the energy-driven
stochastic terms. This is the problem that is analyzed in this paper.
2. The Energy-Driven Stochastic Schro¨dinger Equation
and Properties of the Ito^ Stochastic Calculus
Letting j i denote a unit normalized Schro¨dinger picture state vector, the standard
form [3,4,6] of the energy-driven stochastic Schro¨dinger equation is (with h = 1)
dj i = −iHj idt− 1
8
2(H − hHi)2j idt+ 1
2
(H − hHi)j idWt : (1a)
Here H is the Hamiltonian, hHi = h jHj i is the expectation of the Hamiltonian in the
state j i,  is a numerical parameter governing the strength of the stochasticity, and dWt is
an Ito^ stochastic dierential that, together with dt, obeys the standard Ito^ calculus rules [9]
dW 2t = dt ; dWtdt = dt
2 = 0 : (1b)
By construction, the nonlinear evolution of Eq. (1a) guarantees the preservation in time of
the unit normalization of the state vector j i.
In the following sections, we shall need a number of properties of the Ito^ calculus
that we summarize here. First of all, in the Ito^ calculus the Leibnitz chain rule generalizes
to
d(AB) = (A+ dA)(B + dB)− AB = (dA)B + AdB + dAdB ; (2a)
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with the nal term dAdB contributing a term proportional to dt when the dWt contributions





we see in particular that
d exp(Wt) = exp(Wt)[exp(dWt)− 1] = exp(Wt)[dWt + 1
2
2dt] : (2c)
Letting E[:::] denote the stochastic expectation of its argument, and letting A(t) denote any
function of the stochastic process up to time t, we have
E[dWtA(t)] = 0 ; (3a)
since the Ito^ dierential refers to the time interval from t to t+ dt, and hence is statistically











a result that will be needed later on.
Let us make an elementary application of the Ito^ formalism, to write the stochastic
Schro¨dinger equation of Eq. (1a) in an equivalent form. First of all, forming the density
matrix
 = j ih j ; (4a)
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we have from Eq. (2a),
d = (dj i)h j+ j idh j+ dj idh j ; (4b)
which on substitution of Eq. (1a) and use of the Ito^ calculus rules of Eq. (1b) gives the
evolution equation for the density matrix,





[; [;H ]]dWt : (4c)
Taking the stochastic expectation of this equation, using Eq. (3a), gives a dierential equation
of the Lindblad type [10] for E[],
dE[]
dt
= i[E[]; H ]− 1
8
2[H; [H;E[]]] : (5)
The fact that this equation is linear (in contrast to Eq. (4c), which is nonlinear) is the
fundamental reason [5] why Eq. (1a) does not give rise to superluminal signal propagation.
3. Initial Formulation of the Decay Problem
Let us now formulate the decay problem for the stochastic Schro¨dinger equation
of Eq. (1a), following the standard procedure for the usual Schro¨dinger equation without
stochastic terms. We suppose that for times t  0 the Hamiltonian H is given by an
unperturbed Hamiltonian H0, with eigenstates jni and eigenvalues En,
H0jni = Enjni ; (6a)
and that the system under consideration is in an eigenstate jsAi with eigenvalue Es, which
is one of a set of degenerate energy eigenstates jsai ; a = 1; :::; D. Because Eq. (1a)
acts as an ordinary Schro¨dinger evolution on a state j i that is an energy eigenstate, the
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system remains in the state jsAi as long as the Hamiltonian remains equal to H0. Hence the
starting point for the standard decay analysis [11] is also a consistent starting point for its
stochastic extension under Eq. (1a). As in the standard procedure, we assume that at t = 0
a time-independent perturbation V is switched on, so that for times t > 0 the Hamiltonian
is H = H0 + V . The initial state jsAi is then no longer an energy eigenstate, and so will
decay into various other states jni; our problem, as in the usual case, is to nd the partial
transition rates for this decay and the probability amplitude for the system to remain in the
initial degenerate group of states.
In formulating this problem, it is convenient to expand the state j i over the basis
jni and, as in the standard case, to remove the Schro¨dinger time evolution associated with




jni exp(−iEnt)Cn(t) : (6b)
Substituting Eq. (6b) into Eq. (1a), and projecting on hmj, it is a matter of straightforward








2(Em − hHi)2dt+ 1
2
(Em − hHi)dWt ;
mn =− iVmn exp[i(Em −En)t]dt− 1
8




Vmn exp[i(Em −En)t]dWt :
(7a)







Vmn exp[i(Em − En)t]Cm(t)Cn(t) : (7b)
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In these equations Vmn and (V
2)mn denote the respective matrix elements
Vmn = hmjV jni ; (V 2)mn = hmjV 2jni : (7c)
4. Approximation to Leading Order in V
Equations (7a-c) are a complicated, nonlinear set of stochastic dierential equations,
and so to solve them approximations will be needed. Following the Weisskopf-Wigner analy-
sis, we shall make the approximation of regarding V as a small perturbation. The coecients
Cn; n 62 fsag for states not in the initial degenerate manifold will then be of order O(V ), and
we neglect O(V 2) and higher contributions to them (except those arising implicitly through
our solution for the Csa). On the other hand, the coecients Csa of states in the degenerate
manifold can be of order unity, and we calculate these coecients to order O(V 2) accu-
racy, neglecting corrections of order O(V 3) and higher. In a similar fashion, in expressions
involving the stochasticity parameter , we shall retain terms of order V and its powers
(V )2, etc., but shall neglect terms of order V 2 and higher that involve extra factors of V
relative to the terms that we are retaining. Finally, although we shall see that (Em−Es) is
eectively small, we shall retain all terms of order (Em−Es) and its powers [(Em−Es)]2,
etc., but shall drop terms (Em−Es)O(V 2) that are smaller than these by a factor of order
V 2.
Making use of the perturbative ordering of the coecients Cn, we begin by simplifying
and approximating the expression in Eq. (7b) for hHi. Separating o the states in the initial












However, since the state vector j i remains unit normalized, we have
X
a
jCsa j2 = 1−
X
n 62fsag
jCnj2 = 1 +O(V 2) ; (8b)
and so we have







If we substitute Eq. (8c) back into Eq. (7a), we are still left with a nonlinear set of
equations. Therefore we shall also introduce the simplifying assumption that the perturbing
potential has vanishing matrix elements within the degenerate manifold containing the initial
state, so that
Vsasb = 0 ; a; b = 1; :::; D : (9a)
There are important, physically relevant cases in which Eq. (9a) is obeyed as a result of
selection rules. For example, for radiative decays treated in the electric dipole approxima-
tion, with H0 taken as the atomic Hamiltonian in the absence of coupling to the transverse
electromagnetic modes, Eq. (9a) is obeyed as a result of parity invariance when the states
in the initial degenerate manifold all have the same parity. (We caution, however, that
Eq. (9a) is not valid for the analysis of K (or B) meson systems when H0 is taken as the
strong interaction Hamiltonian. Thus here either one has to employ the nonlinear equations
following from Eq. (8c), or one has to redene H0 so as to impose Eq. (9a) by including in
H0 the jSj = 2 (or jCj = 2) weak interaction eective Hamiltonian terms, with V dened
to contain only the jSj = 1 (or jCj = 1) weak interaction terms responsible for K (or B)
meson decays. Such a redenition is consistent in the vacuum saturation approximation for
the jSj = 2 (or jCj = 2) terms.)
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With the simplifying assumption of Eq. (9a), Eq. (8c) becomes simply
hHi = Es +O(V 2) : (9b)
Substituting this into Eq. (7a), and dropping terms that are not of leading order in V in the
sense dened above, Eqs. (7a,b) simplify to the following set of linear equations,
dCm(t) =(
(1)









(Em − Es) ; (2)m = −
1
8









mn = −iVmn −
1
8
2[(Em + En − 2Es)Vmn + (V 2)mn] :
(10a)
Corresponding to the magnitude ordering of the coecients Cm introduced above, it is
convenient to rewrite Eq. (10a) as separate equations for the two cases, m 2 fsag and
m 62 fsag. For m 2 fsag the coecients (1,2)s vanish; separating the sum over n into terms
where n 2 fsag and n 62 fsag, using the assumption of Eq. (9a), and dropping terms of

















san ’ −iVsanfn ;
(10b)
where we have introduced the denition
fn = 1− i
8
2(En − Es) : (10c)
For m 62 fsag the coecients (1,2)m are nonzero, but only the terms with n 2 fsag have to
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be retained in the sum over n, and so we similarly get
dCm(t) =(
(1)














msa ’ −iVmsafm :
(10d)
Equations (10a-d) are the basic system of stochastic dierential equations that we shall solve
in the subsequent sections.
5. Equations for Expectations of the Coecients
The principal quantities that we wish to calculate are the expectations E[jCm(t)j2]
of the squared magnitudes of the coecients, since these give the expectations of the prob-
abilities for the various states to be occupied. We shall show in this section that, within our
approximations, these can be directly related to the expectations E[Cm(t)] of the coecients
themselves, for which we shall derive a closed, linear set of ordinary dierential equations.
Again, we we consider separately the cases m 2 fsag and m 62 fsag. For Csa , we
write
Csa(t) = E[Csa(t)] + a(t) ; (11a)
with E[a(t)] = 0, and with a(0) = 0 since the stochastic terms in the dierential equation
act only after t = 0. However, referring to Eq. (10b) we see that dCsa is of order V
2, and so
a(t) must also be of order V
2. Therefore
E[jCsa(t)j2] = jE[Csa(t)]j2 +O(V 4) ; (11b)
and so to the accuracy to which we are working, we can compute E[jCsa(t)j2] from the
expectation E[Csa(t)], ignoring the eects of fluctuations.
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We consider next E[jCm(t)j2] for m 62 fsag. Applying the Ito^ rule of Eq. (2a), we
have
dE[jCm(t)j2] = E[(dCm(t))Cm(t) + Cm(t)dCm(t) + dCm(t)dCm(t)] : (12a)
Substituting Eq. (10d) for dCm(t) and using Eq. (3a), which eliminates the dWt contributions,
and using the fact that to leading order in V we can replace Csa(t) by its expectation, we
get after some algebraic simplication the formula
d
dt


















which can be integrated to give E[jCm(t)j2] once the expectations E[Cm(t)] and E[Csa(t)]
are known.
To get a closed set of equations for the expectations of the coecients, we simply
take the expectations of Eqs. (10a) and (10d), and use Eq. (3a), which again eliminates the













exp[i(Es − En)t](−i)VsanfnE[Cn(t)] ;
(13a)












6. Solutions for Expectations of the Coecients
We proceed now to solve the linear system of equations for the expectations of the
coecients given in Eqs. (13a,b). Since the problem is dened on the half line t > 0, the




dt exp(−pt)E[Cm(t)] ; (14a)









dt exp(−pt) exp[i(Em − En)t]E[Cn(t)] = gn(p− iEm + iEn) ; (14c)
with the integrals in Eqs. (14a-c) dening analytic functions of p in the right hand half plane






dp exp(pt)gm(p) ; (14d)
with  > 0 an innitesimal positive constant.
Taking the Laplace transform of Eqs. (13a,b), and using the initial conditions E[Csa(0)] =











(−i)Vsanfngn(p+ iEn − iEs) ;
(15a)







(−i)Vmsbfmgsb(p+ iEs − iEm) :
(15b)
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Solving Eq. (15b) for gm(p), m 62 fsag, and shifting p! p+ iEm in the solution, we
get






(−i)Vmsbfmgsb(p+ iEs) : (16a)
Shifting p ! p + iEs in Eq. (15a), and then substituting Eq. (16a), we get an algebraic
equation for the set of quantities gsb(p + iEs),X
b
Kabgsb(p+ iEs) = aA ;







p + iEs + i(Em −Es)fm :
(16b)
In physically interpreting these equations, we must remember that the Laplace trans-
form variable p is related to the usual energy variable E by p = −iE. Making this substitu-
tion in Eqs. (16a,b) we have respectively





(−i)Vmsbfmgsb(−iE + iEs) ; (17a)
and X
b
Kabgsb(−iE + iEs) = aA ;






−iE + iEs + i(Em − Es)fm :
(17b)














dE exp(−iEt)gm(−iE + iEm) :
(17c)
Inspecting the equation for the kernel Kab, we see that apart from order V
2 terms
it is a diagonal matrix (−iE + iEs)ab. Hence the solution gsb(−iE + iEs), on the inversion
contour of integration, will be appreciable only in the vicinity of E = i+ Es, that is, only
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near energy shell. This motivates the Weisskopf-Wigner approximation of replacing E in
the denominator of the nal term in Kab by i+Es, with the result that Kab then becomes
a linear function of E. Before making this approximation, the kernel Kab has a non-trivial
dependence on the stochasticity parameter . However, after making the Weisskopf-Wigner



































Em −Es − i ;
(18a)
where in the nal step we have made use of the condition of Eq. (9a). Thus in the Weisskopf-
Wigner approximation, the kernel Kab appearing in Eq. (17b) simplies to




Em − Es − i












VsamVmsb(Em − Es) ;
(18b)
with P in the denition of the \mass matrix" Mab the principal value. These are the same as
the formulas for the kernel in the absence of the stochastic terms in the Schro¨dinger equation.
Thus, in the Weisskopf- Wigner approximation, the solution for E[Csa(t)] is unmodied by
the stochastic eects, and hence the Lorentzian line prole and the decay rate of the state
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are unaected by the  terms.
The solution for E[Cm(t)] with m 62 fsag does retain a dependence on the stochastic
parameter. To study this, let us specialize to the case D = 1 of a non-degenerate initial
state. The expression in Eq. (18b) for the kernel now becomes the 1 1 matrix
K(E) = −iE + iEs + iM + 1
2
Γ ; (19a)












Thus, Eq. (17b) has the immediate solution
gs(−iE + iEs) = K(E)−1 ; (19c)
which when substituted into Eq. (17a) yields
gm(−iE + iEm) = [−iE + iEm + 1
8
2(Em − Es)2]−1Vmsfm(E − Es −M + i
2
Γ)−1 : (19d)
Substituting these equations into the inversion formulas of Eqs. (17c), and doing
elementary contour integrations, we nd





Es −Em +M − i2Γ









>From Eq. (11b) we thus get
E[jCs(t)j2] = exp(−Γt) ; (20b)
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which identies Γ as the transition rate per unit time out of the initial state. Finally,
substituting Eq. (20a) into Eq. (12b), simplifying to leading order in V , and integrating
with respect to t, we get
E[jCm6=s(t)j2] = jVmsj
2











This completes our solution for the expectations of the coecients, and their squared magni-
tudes, in the case of a non-degenerate initial state. We see that after a time t large compared
with the lifetime Γ−1, we obtain
E[jCm6=s(1)j2] = jVmsj
2
(Es − Em +M)2 + 14Γ2
; (20d)
exhibiting the standard Lorentzian prole with no dependence on the stochasticity parameter
.
7. Small Time and Golden Rule Approximations
Let us now study the behavior of Eq. (20c) for small and large values of the time t.
Since within our approximations we have 2(Em − Es)2 ’ 2[(Es − Em + M)2 + 14Γ2], we
can rewrite Eq. (20c) as
E[jCm6=s(t)j2] = jVmsj
2





































where in evaluating the sum we have employed the condition of Eq. (9a). We shall verify
this result by another method in Sec. 9, where we discuss its implications for the quantum
Zeno eect, and in Sec. 10 shall apply it to estimating bounds on .
Let us next consider the large time behavior implied by Eq. (21a). Once t is large
enough so that j(Em−Es)tj is large for all energies Em not innitesimally close to Es, we can
evaluate the summed expected probability in the decay channels by making the \golden rule"
approximation [12]. This approximation treats the factors multiplying jVmsj2 in Eq. (21a),
which are sharply peaked around Em = Es, as if they were equal to a Dirac delta function



















































F [2=(8t); t] ;
(22a)
with Γ as given in Eq. (19b) and with the function F [A; t] dened by














To evaluate F [A; t] we note that [13]































Thus, integrating Eq. (23b) with respect to A we get
F [A; t] =
2
Γt
[1− exp(−Γt)] + C[A; t] ; (23c)
with the correction term C[A; t] given by







(v2Γ2t2 + 1=v2)] : (24a)
Since the exponentials of negative arguments in Eq. (24a) are all bounded by unity, we have
jC[A; t]j < 41/2A1/2 = 2( 
2t
)1/2 ; (24b)
and so when F [A; t] is substituted back into Eq. (22a), the contribution of the correction
term C[A; t] is of order V 2, which is neglected in our approximation scheme. Thus we are
justied in approximating
F [A; t] ’ 2
Γt
[1− exp(−Γt)] ; (24c)
which when substituted back into Eq. (22a) gives
X
m6=s
E[jCm6=s(t)j2] = 1− exp(−Γt) = 1− jCs(t)j2 ; (24d)
verifying that the approximations used in our calculation are consistent with maintenance
of the unitarity sum rule (the unit state vector normalization condition).
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8. Solution to the Stochastic Equation for Cm6=s
Since we see from Eqs. (20a) and (20c) that E[jCm6=s(t)j2 diers from jE[Cm6=s(t)]j2,
the stochastic fluctuations in Cm6=s(t) are evidently playing a role. Let us now demonstrate
this directly by solving the stochastic dierential equation for Cm6=s(t). Specializing to the
case of a non-degenerate initial state, and using Eq. (20a) for Cs(t), Eq. (10d) becomes
dCm(t) =(
(1)
m dWt + 
(2)
m dt)Cm(t)








(Em − Es) ; (2)m = −
1
8









ms ’ −iVmsfm :
(25a)




ms , Eq. (25a) can be integrated by using
Eq. (2c) to nd a stochastic integrating factor for the Cm terms, with the result
Cm(t) = exp[
(1)
m Wt − ((1)m )2t]
Z t
0
exp[i(Em −Es −M)u− 1
2
Γu− (1)m Wu − ((1)m )2u]
[γ(1)msdWu + (γ(2)ms − (1)M γ(1)ms)du] :
(25b)
Using Eq. (2c), it is easy to verify directly that Eq. (25b) solves Eq. (25a). If we now examine





in Eq. (25a), we nd that within our approximations the integrand in Eq. (25b) is an exact
stochastic dierential, and so the integration can be carried out explicitly, with the result
Cm6=s(t) =
Vms
Es −Em +M − i2Γ












This expression can be easily veried, by use of Eq. (2c), to be the solution to Eq. (25a).
Using Eq. (3c) to take the expectation of Eq. (25c), we recover the result of Eq. (20a). From
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Eq. (25c) we nd an explicit formula for jCm6=s(t)j2,
jCm6=s(t)j2 = jVmsj
2
(Es − Em +M)2 + 14Γ2















Again using Eq. (3c) to take the expectation of this formula, we recover the result of Eq. (20c).
9. Stochastic Suppression of the Quantum Zeno Eect
In Eqs. (21b,c) we saw that the leading small time behavior of the summed expected





rather than the result (V 2)sst
2 that would hold for vanishing . As a result, E[jCs(t)j2]− 1
vanishes linearly in t for nonzero , rather than quadratically in t as for the unmodied
Schro¨dinger equation. Since the quadratic vanishing of jCs(t)j2 − 1 in standard quantum
mechanics is the origin of the quantum Zeno eect [14], we conclude that in the energy
driven stochastic Schro¨dinger equation, the quantum Zeno eect is suppressed.
Let us verify this directly from the stochastic dierential equation of Eq. (1a), in
analogy with the direct calculation [15] of jCs(t)j2 − 1 for small times for the ordinary
Schro¨dinger equation. Applying the Ito^ rule of Eq. (2a), we have
djhs(0)js(t)ij2jt=0 = hs(0)jdjs(t)ijt=0 + hs(0)jdjs(t)ijt=0 + hs(0)jdjs(t)ijt=0hs(0)jdjs(t)ijt=0 :
(27a)
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From Eq. (1a) we have






and so setting t = 0 and projecting on hs(0)j gives
hs(0)jdjs(t)ijt=0 = −ihHis − 1
8
2(hH2is − hHi2s)dt ; (27c)
with hHnis = hs(0)jHnjs(0)i. Substituting Eq. (27c) into Eq. (27a), we thus get the rst
term in the small t expansion of jhs(0)js(t)ij2 − 1,
jhs(0)js(t)ij2 = 1− 1
4
2h(H − hHis)2ist+O(t2) : (28a)
This equation gives a general formula for the stochastic suppression of the quantum Zeno
eect, independent of any assumptions about the potential. When the order general form [15]
of the order t2 term coming from the standard Schro¨dinger evolution is included, Eq. (28a)
becomes







in other words, the rst two terms in the small t expansion are governed by the initial state
energy variance. When the potential is assumed to obey Eq. (9a), we have
hHis =Es + Vss = Es ;
hH2is =E2s + 2EsVss + (V 2)ss ;
hH2is − hHi2s =(V 2)ss ;
(28c)
and so Eq. (28b) becomes








in agreement with the result of Eqs. (21a,b) and the unitarity sum rule.
10. Discussion and Estimates of Bounds on 
We have seen that to leading order in the perturbing potential, the stochastic terms
governed by  do not aect either the Lorentzian line prole or the transition rate per unit
time as evaluated in the Weisskopf-Wigner approximation, but only produce a change in the
short time transient behavior of the transition probabilities from the initial state. This is
a direct result of the fact that the energy-driven stochastic Schro¨dinger equation is energy
conserving. On dimensional grounds, the transition rate per unit time Γ could contain, in
addition to the usual terms of the form (Es − Em)jVmsj2, a term of the form 2(V 2)ss.
However, this additional term is not energy conserving, and as a result we have seen that its
coecient precisely cancels to zero in the Weisskopf-Wigner approximation.
Because the transition rate per unit time and Lorentzian line shape are unaected
by , bounds on  from particle decays result only from experiments in which a metastable
system is monitored as function of time from a known time (or vertex location) of formation.







2(V 2)ss ; (29a)
with (E)2 = h(H − hHis)2is the initial state energy variance. This can be interpreted
as an early time decay rate coming from spontaneous reduction induced by the stochastic
fluctuation terms, in agreement with the estimate ΓR  2(E)2 used in earlier discussions
[4,6]. In order for the rate of Eq. (29) to not disagree with an observed decay rate Γ, we
must have
ΓR < Γ ; (29b)
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with ED dening an energy characteristic of the decay process. In a particle physics context,
a rst guess would be to estimate ED as being of order the mass of the decaying particle.
The most massive decays for which Γ has been measured by tracking a metastable system
from the point of formation appear to be 0 ! γγ decay, with an initial mass order 140
MeV, and charmed meson decays, with an initial mass of around 2 GeV. Estimating ED in
Eq. (30) as the decaying particle mass, these give respective bounds on M of order 6 MeV
and 80 MeV, respectively. If M were signicantly larger than these bounds, one would have
observed anomalous accumulations of decay events close to the production vertex, as a result
of decays induced by spontaneous reduction. For comparison, the observation of coherent
superpositions of energy eigenstates in the neutrino, K-meson and B-meson systems gives
bounds [16], respectively, of M > 10−20GeV, M > 2 10−15GeV, and M > 2 10−13GeV.
Thus the charmed meson decay bound on M represents a signicant improvement
over the coherent oscillation bounds. However, it is still smaller than the Planck mass, which
is very likely the expected value of M , by a factor of 1020! We conclude that the theory of
decaying states in the energy-driven stochastic Schro¨dinger equation places only very weak
empirical bounds on the magnitude of the stochasticity parameter .
We leave for future study two issues that can be addressed within the general frame-
work established here. The rst is an analysis of the nature of the transition between the
short-time regime with decay rate ΓR, and the exponential decay regime with decay rate
Γ. This is governed by the solution of Eqs. (17a,b) before making the Weisskopf-Wigner
approximation of replacing E in the denominator of the nal term in Kab by Es. The second
24
is an analysis of the magnitude of the energy ED dened by Eq. (30), for various dynamical
models of the decay process, as reflected in the energy spectrum of the unperturbed states
jmi and in the magnitudes of the decay-inducing matrix elements Vsm.
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