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1. Introduction. In this paper, we continue the study of bifurcation problems
formulated in Part I [10]. We focus on systems with a parameter. Comparing with the
results in Part I, systems with a parameter have three types of normal forms instead
of two. Another difference is that, in the presence of a parameter, the equilibrium
sets are not curves. In fact, they are two-dimensional surfaces in the state-parameter
space. In general, there always exists a curve on the equilibrium set such that the
system is not linearly controllable at any point on it.
The following nonlinear system with parameter µ is considered:
ξ̇ = f(ξ, µ) + g(ξ, µ)v.(1.1)
The variable ξ ∈ Rn is the state, v ∈ R is the input variable, and the parameter is
µ ∈ R. The vector fields f(ξ, µ) and g(ξ, µ) are assumed to be Ck for some sufficiently
large k. Our attention is focused on local bifurcation near the origin (ξ, µ) = (0, 0).
Assume
f(0, 0) = 0, g(0, 0) 6= 0.
Following Part I, the equilibrium set E is defined to be
E = {(x, µ)|∃v0 such that f(x, µ) + g(x, µ)v0 = 0}.(1.2)




(0, 0), B = g(0, 0).
If the system is linearly controllable at ξ = 0, µ = 0, then the system is linearly
controllable for all equilibrium points in E near (x, µ) = (0, 0). Therefore, Questions
1–3 formulated in Part I are interesting only if (1.1) is not linearly controllable at the
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) = n− 1.(1.3)
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To classify the equilibrium sets and their bifurcations, it is necessary to introduce
normal forms and transformations. For systems with parameters, a transformation
consists of a change of coordinates and feedback. Both can be parameter related.
More specifically, a transformation is given by
x = φ(ξ, µ),
u = α(ξ, µ) + β(ξ, µ)v(1.4)
in which ∂φ∂x (0, 0) is nonsingular and β(0, 0) 6= 0. If a transformation is applied to (1.1),
denote the equilibrium set of the resulting system by Ē. Then, in a neighborhood
of (ξ, µ) = (0, 0), a point (ξ, µ) is in E if and only if (x, µ) = (φ(ξ, µ), µ) is in Ē.
Therefore, in the sense of diffeomorphism, the transformation (1.4) does not change
the equilibrium set E (locally). Furthermore, the change of coordinates and feedback
(1.4) does not change the properties of our interest such as controllability (of the
linearization) or stabilizability [8].
Following the idea used in Part I, we simplify nonlinear control systems by the
transformations of form (1.4). This will be done in section 2. In sections 3–5 the
parametrization of equilibrium sets and the controllability at points in E are discussed
for systems with different normal forms. In section 6 the problem of stabilizability is
addressed for systems with a certain type of normal form. In this paper, the discussion
is focused on systems with a control input. For systems without control, the classical
bifurcation theory and some interesting applications can be found in [1], [2], [4],
and [9].
2. Normal forms and quadratic invariants. The first step of finding normal
forms is to simplify the linear part. Since the controllability index of (A,B) is n− 1,
there exists a linear change of coordinates and feedback independent of µ transforming
the system (1.1) into
ż = λz + γµ+O(z, x, µ, u)2,
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To further simplify the linearization of the system, consider another change of coor-
dinates
x̄1 = x1,
x̄i = xi + γi−1µ, i = 2, . . . , n,
ū = u+ γnµ,
(2.2)
which transforms system (2.1) into (2.3). For the reason of simplicity, we still use
(z, x) and u to represent the state variables and control input for the new system:
ż = λz + γµ+O(z, x, µ, u)2,
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If λ 6= 0, the equation for z can be simplified by z̄ = z + γλµ. In the resulting system,
the equation for z̄ is
˙̄z = λz̄ +O(z̄, x, µ, u)2.
If λ = 0 and γ 6= 0, the change of coordinate z̄ = 1γ z transforms the equation for z
into
˙̄z = µ+O(z̄, x, µ, u)2.
The normal forms for the linear part of (1.1) are summarized in the following lemma.
LEMMA 2.1. Given a system (1.1) satisfying assumption (1.3), there exists a linear
change of coordinates and feedback which transforms (1.1) into one of the following
forms:
λ 6= 0
ż = λz + f [2]1 (z, x, µ) + g
[1]
1 (z, x, µ)u+O(z, x, µ, u)
3,
ẋ = A2x+B2u+ f
[2]
2 (z, x, µ) + g
[1]
2 (z, x, µ)u+O(z, x, µ, u)
3;
(2.4)
λ = 0, Jordan form
ż = µ+ f [2]1 (z, x, µ) + g
[1]
1 (z, x, µ)u+O(z, x, µ, u)
3,
ẋ = A2x+B2u+ f
[2]
2 (z, x, µ) + g
[1]
2 (z, x, µ)u+O(z, x, µ, u)
3;
(2.5)
λ = 0, diagonal form
ż = f [2]1 (z, x, µ) + g
[1]
1 (z, x, µ)u+O(z, x, µ, u)
3,
ẋ = A2x+B2u+ f
[2]
2 (z, x, µ) + g
[1]
2 (z, x, µ)u+O(z, x, µ, u)
3.
(2.6)
In the normal form, λ is an uncontrollable eigenvalue of the linearization at
(z, x, µ) = (0, 0, 0). If λ = 0 and if µ is considered as a state variable with µ̇ = 0, the
matrix of uncontrollable dynamic system is a zero matrix or it can be simplified into
a Jordan block. These two cases are shown in (2.5) and (2.6).
The following quadratic transformations are employed to simplify the quadratic
part of a system into its normal form while leaving the linear part invariant:[
z̄ x̄
]T = [ z x ]T + φ[2](z, x, µ),
ū = u+ α[2](z, x, µ) + β[1](z, x, µ)u.
(2.7)
The normal forms are given in the following theorem. The notation f̃ [2](x) in the
theorem represents the extended controller form (see [10, equation (2.9)], [5], [7]).
THEOREM 2.2. Consider a control system satisfying assumption (1.3). Suppose
that its linearization is in the form given by (2.4), (2.5), or (2.6). Then there exists a
quadratic change of coordinates and feedback (2.7) which transforms the system into





































































(i) For (2.4), the normal form is





i + γzx1zx1 + γx1µx1µ+ γzµzµ+O(z, x, µ, u)
3,
ẋ = A2x+B2u+ f̃ [2](x) +O(z, x, µ, u)3.
(2.8)






i + γzx1zx1 + γx1µx1µ+ γzzz
2 +O(z, x, µ, u)3,
ẋ = A2x+B2u+ f̃ [2](x) +O(z, x, µ, u)3.
(2.9)






i + γzx1zx1 + γx1µx1µ+ γzµzµ+ γzzz
2 + γµµµ2 +O(z, x, µ, u)3,
ẋ = A2x+B2u+ f̃ [2](x) +O(z, x, µ, u)3.
(2.10)
Proof. The theorem shows three quadratic normal forms for systems with different
linearizations. We prove them separately.
(i) Suppose the linearization has the same form as (2.4). We consider the following
extended system in which µ is treated as a state variable:
ż = λz + f [2]1 (z, x, µ) + g
[1]
1 (z, x, µ)u+O(z, x, µ, u)
3,
ẋ = A2x+B2u+ f
[2]
2 (z, x, µ) + g
[1]
2 (z, x, µ)u+O(z, x, µ, u)
3,
µ̇ = 0.
By the result in [6], there exists a quadratic transformation
z = z̄ + φ[2]1 (z̄, x̄, µ̄), x = x̄+ φ
[2]
2 (z̄, x̄, µ̄),
µ = µ̄+ φ[2]3 (z̄, x̄, µ̄), u = ū+ α
[2](z̄, x̄, µ̄) + β(z̄, x̄, µ̄)ū
so that, under the new coordinates, the dynamics of z̄ and x̄ are in their quadratic
normal forms given in [6], which are





i + γzx1 z̄x̄1 + γx1µx̄1µ̄+ γzµz̄µ̄+O(z̄, x̄, µ̄, ū)
2,
˙̄x = Ax̄+Bū+ f̃ [2](x̄) +O(z̄, x̄, µ̄, ū)3.
(2.11)
Since transformation (2.7) does not change the last variable µ, we substitute the
relation
µ = µ̄+ φ[2]3 (z̄, x̄, µ̄)
back into (2.11). It is obvious that this will not change the linear and quadratic parts
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(ii) If a system has the same linearization as (2.5), the results in [6] do not provide
a complete normal form for the system since the linearization of the uncontrollable
part (including the dynamics of z and µ) is not diagonal. To simplify the proof by
using results in [6], let’s assume that µ = 0. Then, system (2.5) is
ż = f [2]1 (z, x, 0) + g
[1]
1 (z, x, 0)u+O(z, x, u)
3,
ẋ = A2x+B2u+ f
[2]
2 (z, x, 0) + g
[1]
2 (z, x, 0)u+O(z, x, u)
3.
By a suitable transformation
z̄ = z + φ[2]1 (z, x), x̄ = x+ φ
[2]
2 (z, x),
ū = u+ α[2](z, x) + β[2](z, x)u,
(2.12)
the system can be transformed into the following normal form given in [6]. To simplify






i + γzx1zx1 + γzzz
2 +O(z, x, u)3,
ẋ = A2x+B2u+ f̃ [2](x) +O(z, x, u)3.












2 + bµuµu+O(z, x, µ, u)3,




2 + dµuµu+O(z, x, µ, u)3,
(2.13)
where dzµ, dxiµ, dµµ, and dµu are constant vectors of dimension n − 1. By a trans-
formation z̄ = z − bµuµxn−1, x̄ = x − dµuµxn−1 the quadratic part µu in (2.13) can











2 +O(z, x, µ, u)3,




2 +O(z, x, µ, u)3.
(2.14)
Let’s consider a transformation
z̄ = z, x̄ = x+ φ[2](z, x, µ), ū = u+ α[2](z, x, µ) + β[1](z, x, µ)u,(2.15)






for all 1 ≤ i ≤ n−2, where φ[2]i is the ith component of φ[2]. By the separation principle





































































dynamic system (the equation of z); it will not change the normal form f̃ [2]. Only
the quadratic part related to µ in the controllable dynamic system is affected by this
transformation. Denote by fµ(z, x, µ) the quadratic terms with µ in the dynamics of
x in (2.14)





Similarly, if the transformation (2.15) is applied to (2.14), the quadratic terms with
µ in the resulting dynamics of x̄ is denoted by f̄µ(z, x, µ). The relation between fµ
and f̄µ is defined by the following homological equation from [6]:
f̄µ + Π(φ[2], α[2]) = fµ,(2.18)








Define a linear space W to be the space consisting of quadratic vectors fµ in the form
of (2.17). Define V to be a linear space consisting of the elements (φ[2], α[2]) satisfying



































Therefore, the dimension of ker(Π) is 3. The dimension of the image space under Π is
dim(Π(V )) = dim(V )− dim(ker(Π)) = n2 − 1 = dim(W ). This implies that the map
Π is onto. So, there exists a transformation given by (φ[2], α[2]) in V which solves
the homological equation (2.18) for f̄µ = 0. Therefore, the vector field fµ can be
cancelled. By the homological equations of g[1] in [6] and condition (2.16), a suitable
choice of β(z, x, µ) will avoid the quadratic terms involving u. Therefore, the system











2 +O(z, x, µ, u)3,
ẋ = A2x+B2u+ f̃ [2](x) +O(z, x, µ, u)3.
(2.19)
In the system, all quadratic parts are in normal forms except the terms with µ in the
equation of z. This part can be simplified by
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By the separation principle in [6], this transformation does not change the terms in
















2 + 2czzzµ+O(z, x, µ)3.
(2.21)
By choosing the transformation such that bxiµ = −cxi−1µ for 2 ≤ i ≤ n − 1, γµµ =
−czµ, and γzµ = −2czz, the quadratic part of system (2.19) can be simplified into the
normal form (2.9).
(iii) The argument similar to the proof of (i) can be applied to (iii). Given a
system (2.6). If µ is considered as a state variable, the extended system is in the
following form:
ż = f [2]1 (z, x, µ) + g
[1]
1 (z, x, µ)u+O(z, x, µ, u)
3,
ẋ = A2x+B2u+ f
[2]
2 (z, x, µ) + g
[1]
2 (z, x, µ)u+O(z, x, µ, u)
3,
µ̇ = 0.






i + γzx1 z̄x̄1 + γx1µx̄1µ̄+ γzµz̄µ̄+ γzz z̄
2 + γµµµ̄2 +O(z̄, x̄, µ̄, ū)3,
˙̄x = Ax̄+Bū+ f̃ [2](x̄) +O(z̄, x̄, µ̄, ū)3.
(2.22)
The quadratic transformation is
z̄ = z + φ[2]1 (z, x, µ), x̄ = x+ φ
[2]
2 (z, x, µ),
µ̄ = µ+ φ[2]3 (z, x, µ), ū = u+ α
[2](z, x, µ) + β(z, x, µ)u.
Since the transformation for our purpose does not change µ, we substitute µ̄ = µ +
φ
[2]
3 (z, x, µ) back into (2.22). It is easy to see that this will not change the linear and
quadratic parts of the dynamics of z and x. Notice that the system (2.22) is in the
same form as (2.10).
In Part I, it is shown that the normal form of a system is completely determined
by the invariants. The computation of invariants is straightforward. This implies that,
given a control system, the normal form can be found without finding the change of
coordinates. A similar result holds for systems with parameters, which is proved in
the rest of the section. For the reason of simplicity, we assume that the linearization
of the system is in the form of (2.4)–(2.6). The parameter µ is treated as a state
variable such that µ̇ = 0. In the following, the extended system (including the original
system and µ̇ = 0) is denoted by
ẋe = fe(xe) + ge(xe)u.(2.23)











































































Denote by Cz, Cx, Xz, and Xµ the following row and column vectors in Rn+1:
Cz =
[























, Be = ge(0).
DEFINITION 2.3. Given a control system satisfying (1.3). Suppose that its lin-















1 ≤ r ≤ n− 3,










, 1 ≤ r ≤ n− 1,














































THEOREM 2.4. Given a system satisfying (1.3), suppose its linearization is one
of (2.4)–(2.6).
(i) Quadratic transformations defined by (2.7) do not change the values of the
quadratic invariants.
(ii) The quadratic invariants of normal form (2.8)–(2.10) are the corresponding
coefficients of the quadratic terms.
Proof. (i) The quadratic invariants atr, γxixi , γzx1 , and γx1µ are defined in the
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in the system are treated as state variables. Following the same argument used in
the proof of Theorem 2.1 in Part I, one can prove that atr, γxixi , γzx1 , and γx1µ are
invariant under the quadratic change of coordinates and feedback (2.7). For systems
in the form of (2.4), γzµ is the coefficient of zµ in the uncontrollable dynamics, which is
a resonant term (see, for instance, [3]). It cannot be changed by change of coordinates
of the form
z̄ = z + φ[2](z, µ).
By the separation principle in [6], the coefficient of resonant term does not change
under any quadratic transformation of the form (2.7). Similarly, one can prove that,
for system (2.6), γzz, γzµ, and γµµ are invariant under the quadratic transformations
because they are the coefficients of resonant terms. If system (2.5) is under consider-
ation, (2.21) shows that γzz is invariant under (2.20). By the separation principle in
[6], transformations other than (2.20) do not change the coefficient γzz.
(ii) By the definition of invariants, it is obvious that γzµ, γzz, and γµµ are the
coefficients of zµ, z2, and µ2, respectively. For the other invariants, we will prove the
result for system (2.9). The other two cases are similar. Keep in mind that the state





0 · · · 0 1 0 · · · 0]
+(−1)r[
n−r−1︷ ︸︸ ︷
2γxn−rxn−rxn−r 2a1 rxn−r · · · 2an−r−2 rxn−r 0 · · · 0]
+hr(xn−r+1, xn−r+2, . . . , xn−1) +O(z, x, µ)2
for 1 ≤ r < n− 2. Furthermore,
adn−2fe (ge) = (−1)
n−2
([
0 1 0 · · · 0
]T + [ 2γx2x2x2 0 0 · · · 0 ]T)
+hn−2(x3, x4, . . . , xn−1) +O(z, x, µ)2
and
adn−1fe (ge) = (−1)
n−1






+hn−1(x2, x3, . . . , xn−1) +O(z, x, µ)2.
Substituting these relations into the right side of (2.25), they are equal to the corre-
sponding coefficients.
Given a system satisfying assumption (1.3), the linear part of the system can be
transformed into a system in one of the forms given by (2.4), (2.5), or (2.6). They
have different bifurcation patterns which are addressed in the following sections.
3. Systems with λ 6= 0. In this section, we assume that the uncontrollable
mode λ is not zero. By a linear change of coordinates, such systems can be transformed





































































set and the answer to Question 2 in Part I, namely, the controllability of the system
at points in E.
THEOREM 3.1. Consider a system of form (2.4).
(i) The equilibrium set E satisfies
x1 = ν,
z = O(ν, µ)2,
xi = O(ν, µ)2, 2 ≤ i ≤ n− 1.
(3.1)
(ii) There exists a function c(x1, µ) in the following form:
c(x1, µ) = 2γx1x1x1 + γx1µµ+O(x1, µ)
2(3.2)
such that the system is linearly controllable at (z, x, µ) ∈ E if and only if c(x1, µ) 6= 0.
Remark. The theorem implies that the equilibrium set is a two-dimensional mani-
fold. At the origin, the manifold is tangent to the x1µ-space. For any fixed µ0, the set
of equilibrium points with µ = µ0 is a smooth curve in the state space. Therefore, the
equilibrium set does not have bifurcation. However, part (ii) of Theorem 3.1 shows
that the controllability of the system changes as the equilibrium points are varied.
In fact, if γ2x1x1 + γ
2
x1µ 6= 0, the system is linearly controllable at all the equilibrium
points in E except a one-dimensional submanifold. This submanifold is tangent to
the subspace
2γx1x1x1 + γx1µµ = 0
at the origin. If both γx1x1 and γx1µ are zero, the controllability of the system depends
on the higher degree terms.
Remark. If γx1x1 6= 0, then the submanifold c(x1, µ) = 0 is transversal to the
set E0 = {(x, 0) ∈ E}. Therefore, the system is always linearly controllable at any
equilibrium point in E0 except the origin. This is actually the result shown in Theorem
4.1 in Part I.
Example. To show a typical example, we consider the following system in normal
form:
ż = −z + 5x21 + x22 + zx1 + zµ− 10x1µ,
ẋ1 = x2,
ẋ2 = u.
The equilibrium set is
x2 = 0, z = −
5x21 − 10x1µ
−1 + x1 + µ
.
This manifold is tangent to x1µ-plane at the origin. In zx1µ-space, the graph of E is
a saddle as shown in Figure 3.1. The curve on the surface E is the subset satisfying
the condition c(x1, µ) = 0, where
c(x1, µ) = 10x1 −
5x21 − 10x1µ
−1 + x1 + µ
− 10µ.
The system is not linearly controllable at the points on the curve.
Proof of Theorem 3.1. (i) Given any quadratic change of coordinates and feedback
(2.7), under the new coordinates, the equations in (3.1) are equivalent to

















































































FIG. 3.1. The equilibrium set in zx1µ-space.
which have the same form as (3.1). Therefore, property (i) of Theorem 3.1 is invariant
under quadratic transformations. To prove (i), it is enough to show the result for
systems in the normal form. Consider system (2.8); it is obvious that a point in the
equilibrium set satisfies
xi +O(z, x, µ)2 = 0, 2 ≤ i ≤ n− 1,
λz +O(z, x, µ)2 = 0.
The solution of these equations for xi, i = 2, . . . , n− 1 and z is in the form of (3.1).
(ii) Once again, we only prove the result for normal forms since the controllability
and the linear part of c(x1, µ) are invariant under quadratic transformations. Modulo
higher degree terms, the matrix A and B in the linearization of (2.8) at any point








γzx1x1 + γzµµ 2γx1x1x1 + γzx1z + γx1µµ 2γx2x2x2 2γx3x3x3 · · · 2γxn−1xn−1xn−1







0 0 0 0 · · · 2an−3 1xn−1
0 0 0 0 · · · 0





0 0 · · · 1
]T +O(z, x1, µ)2.













Therefore, the controllability matrix at an equilibrium point is
[



















































































0 1 · · · 0
1 0 · · · 0
 .(3.3)
By suitable row and column operations, all the quadratic and higher degree terms







and c(x1, µ) satisfies
c(x1, µ) = 2γx1x1x1 + γx1µµ+O(x1, µ)
2.
It is obvious that the matrix R has full rank (i.e., the system is linearly controllable)
if and only if c(x1, µ) 6= 0. This proves the second part of the theorem.
4. Systems with λ = 0 and Jordan form in the uncontrollable dynam-
ics. In this section, we consider system (2.5). In this case, the values of x1 and z are
used as the parameters of the equilibrium set E. Furthermore, since the transforma-
tion (2.7) does not change µ, all the quadratic terms in the parametric equation of µ
can be found. The bifurcation addressed in the present section has a natural relation
with the saddle node bifurcation of dynamic systems. Consider system (2.9) without
cubic terms. Then x = 0 defines the zero dynamics of the system for output y = x1.
From the normal form (2.9), it is easy to show that its zero dynamics have a saddle
node bifurcation at the origin.
THEOREM 4.1. Given a system (2.5), we have the following conditions.
(i) Its equilibrium set satisfies
x1 = ν1,
z = ν2,
µ = −γx1x1ν21 − γzx1ν1ν2 − γzzν22 +O(ν1, ν2)3,
xi = O(ν1, ν2)2, 2 ≤ i ≤ n− 1.
(4.1)
(ii) There exists a function c(z, x1) in the form
c(z, x1) = γzx1z + 2γx1x1x1 +O(z, x1)
2(4.2)
such that the system is linearly controllable at a point (z, x, µ) ∈ E if and only if
c(z, x1) 6= 0.
Remark. The projection of E to zx1µ-space is approximately a quadratic surface.






is sign definite (det(Q1) > 0), E is approximately a paraboloid. If (4.3) is not sign
definite but it has full rank (det(Q1) < 0), E is approximately a saddle. In any case,
E has bifurcation near µ = 0. More specifically, we define
























































































FIG. 4.1. The equilibrium set in zx1µ-space.
Then the topology of Eµ changes as µ passing through zero. If E is approximately a
paraboloid, Eµ is empty for the values of µ on one side of zero, and it is a closed curve
if µ is on the other side. If E is approximately a saddle, then Eµ is approximately
two lines which meet at the origin for µ = 0. It is a connected set. However, Eµ is
approximately a hyperbola for µ 6= 0 which is not a connected set. In the following,
two examples are given to show the bifurcation diagrams of systems in normal form
with det(Q1) > 0 and det(Q1) < 0.
Example. Consider the system
z = µ+ x21 + x
2





It is easy to check that det(Q1) = 3/4. Therefore, the graph of E is a paraboloid. In
fact, the equilibrium set is
x2 = 0, µ = −




The function c(z, x1) is
c(z, x1) = 2x1 + z −




The graph of E and the curve c(z, x1) = 0 on E is shown in Figure 4.1. The system
is linearly controllable at all points in E except the equilibria on the curve given by
c(z, x1) = 0.
From Figure 4.1, the bifurcation of E is obvious. If µ > 0, the set Eµ is empty.
If µ < 0, the set Eµ is a closed curve around the origin.
Example. Consider the system




It is easy to check that det(Q1) = −5/4. Therefore, the graph of E is a saddle. In
fact, the equilibrium set is
x2 = 0, µ = −





























































































FIG. 4.2. The equilibrium set in zx1µ-space.
The function c(z, x1) is
c(z, x1) = −2x1 + z −
−x21 + zx1 + z2
1 + x1
.
The graph of E and the curve c(z, x1) = 0 on E are shown in Figure 4.2. The system is
linearly controllable at all points in E except the equilibria on the curve c(z, x1) = 0.
The bifurcation of E is different from the previous example. In this case, Eµ
consists of two lines through the origin when µ = 0. If µ 6= 0, the set Eµ is a
hyperbola.
Proof of Theorem 4.1. (i) Modulo the higher degree terms in (4.1) (O(ν1, ν2)3
in the equation of µ and O(ν1, µ2)2 in the equations of xi, i = 2, . . . , n − 1), the
functions are invariant under transformation (2.7). Therefore, we consider only a
system in normal form, which is (2.9). Any point in the equilibrium set satisfies
u = O(x1, µ)2, xi = O(x1, µ)2, 2 ≤ i ≤ n− 1.(4.7)






i + γzx1zx1 + γx1µx1µ+ γzzz
2 +O(z, x, µ, u)3 = 0
we get
µ+ γx1x1x1 + γzx1zx1 + γx1µx1µ+ γzzz
2 +O(z, x1, µ)3 = 0.
Define x1 = ν1 and z = ν2. The equation has a unique solution for µ near µ = 0, and
its solution is in the form of (4.1).
(ii) Based on (4.1), the linearization of system (2.9) at a point in E is
A =

γzx1x1 + 2γzzz 2γx1x1x1 + γzx1z 0 0 · · · 0







0 0 0 0 · · · 1
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The controllability matrix is
R =
[




where J is a matrix defined in (3.3). By elementary matrix operations, the rank of





where the function c(z, x1) is in the form of (4.2). Therefore, the system is linearly
controllable if and only if c(z, x1) 6= 0.
5. Systems with λ = 0 and diagonal form in uncontrollable dynamics.
Comparing with the previous section, the systems considered in this section have
a fundamental difference. The linear part in the uncontrollable dynamic system is
zero. To find a parametrization for the set E, the matrix of the quadratic part in the

















The eigenvalues of Q are denoted by d1, d2, d3. Suppose T1, T2, T3 are three column
unit eigenvectors of Q associated with the eigenvalues d1, d2, d3, respectively. In the
parametrization of E, new variables w1, w2, w3 are used. Their relation with the state
variables and parameters are
[
w1 w2 w3




THEOREM 5.1. Given a system satisfying (1.3), suppose its linearization is in the
form of (2.6).
(i) If Q is positive definite or negative definite, then (z, x, ν) = (0, 0, 0) is an
isolated equilibrium point.










xi = O(w1, w2)2, 2 ≤ i ≤ n− 1
(5.3)
where d1 and d2 represent the two eigenvalues with the same sign and wi, i = 1, 2, 3,
is defined by (5.2).
(iii) If the conditions in (ii) are satisfied, then there exists a function c(z, x1, µ)
in the following form:
c(z, x1, µ) = γzx1z + 2γx1x1x1 + γx1µµ+O(z, x1, µ)
2(5.4)
such that the system is linearly controllable at a point (z, x, µ) ∈ E if and only if























































































FIG. 5.1. The equilibrium set in zx1µ-space.









The center line of the cone is parallel to the eigenvector of d3. For any fixed value of
µ, the set of equilibrium points Eµ (defined in (4.4)) is approximately a conic curve.
The shape of Eµ depends on the orientation of the cone in zx1µ-space. Furthermore,
for small values of µ, the topology of Eµ at µ = 0 is always different from that of Eµ
at µ 6= 0.
The surface c(z, x1, µ) = 0 is tangent to the plane γzx1z + 2γx1x1x1 + γx1µµ = 0
in zx1µ-space. In general, the intersection of such plane with the cone has a single
point or it consists of two different lines. In the following, an example is shown in
which the center line of the cone is µ-axis. The subset of E satisfying c(z, x1, µ) = 0
consists of two lines through the origin.
If a system in normal form (2.10) has no cubic and higher degree terms, then x = 0
defines its zero dynamics for the output y = x1. Suppose that the eigenvectors of d3
are not normal to zµ-space, then the intersection between E and zx1-plane consists
of two lines when the bifurcation is a cone. This implies that the zero dynamics have
a transcritical bifurcation.
Example. Consider the system






The equilibrium set is
x2 = 0, x21 + z
2 − µ2 = 0.
The function c(z, x1, µ) is 2x1. In zx1µ-space, it is a cone shown in Figure 5.1. The
two lines on the cone are the set c(z, x1, µ) = 0. The system is linearly controllable
at all points in E except those on the two lines.
Proof of Theorem 5.1. (i) Consider the system (2.10). The points in equilibrium





i + γzx1zx1 + γx1µx1µ+ γzµzµ+ γzzz








































































1 + γzx1zx1 + γx1µx1µ+ γzµzµ+ γzzz
2 + γµµµ2 +O(z, x1, µ)3 = 0.(5.5)
The matrix of the quadratic function in (5.5) is given by (5.1). Therefore, if the
matrix Q is positive definite or negative definite, so is the function on the left side of
(5.5). It has no nontrivial solution near (z, x1, µ) = (0, 0, 0).
(ii) If the matrix Q in (5.1) is not sign definite, and if it has full rank, then the
matrix has three nonzero eigenvalues d1, d2, and d3. Furthermore, we can assume
that d1d1 > 0. Then d3 has different sign from d1 and d2. By a change of coordinates







3 +O(w1, w2, w3)
3 = 0,
solving the equation for w3. The solution is in the form of (5.3).
(iii) Given an equilibrium point (z, x, µ) in E, keep in mind that xi, i = 2, . . . , n−
1, has no linear terms of z, x1, µ. Therefore, the linearization of the system at the
point with respect to z, x is
A =

γzx1x1 + γzµµ+ 2γzzz 2γx1x1x1 + γzx1z + γx1µµ 0 0 · · · 0







0 0 0 0 · · · 1





0 0 · · · 1
]T +O(z, x1, µ)2.
The controllability matrix is[




where J is defined by (3.3). Using elementary row and column operations, it can be
proved that the matrix has the same rank as the following matrix R:
R =
[





Define c(z, x1, µ) to be the nonconstant entry
c(z, x1, µ) = 2γx1x1x1 + γzx1z + γx1µµ+O(z, x1, µ)
2.
In a neighborhood of the origin, the matrix R has full rank or, equivalently, the system
is linearly controllable at the equilibrium point if and only if c(z, x1, µ) 6= 0.
One conclusion from the results in sections 3–5 is that the topology and bifurcation
of E has five different cases. This is summarized in Table 5.1.
6. Stabilizability. In this section, we prove a theorem on stabilizability of con-
trol systems around an uncontrollable equilibrium point. Given a system with con-
trollability index n − 1 at the origin, if the uncontrollable mode is positive (i.e., the






































































The classification of equilibrium sets.
Condition Equilibrium set Example
λ 6= 0 smooth 2-d manifold tangent to x1µ-plane Figure 3.1
λ = 0, Jordan form paraboloid Figure 4.1
det(Q1) > 0
λ = 0, Jordan form saddle Figure 4.2
det(Q1) < 0
λ = 0, diagonal form single point
Q is sign definite
λ = 0, diagonal form cone Figure 5.1
Q is indefinite, det(Q) 6= 0
equilibrium points near the origin. On the other hand, if λ < 0, the system is always
stabilizable at all the equilibrium points near the origin. Therefore, the interesting
case is λ = 0. In this section, we focus on the case in which the uncontrollable
dynamics have Jordan form, i.e., the case of paraboloid or saddle bifurcations.
If one or both of the quadratic invariants γx1x1 and γzx1 are not zero, there
is a curve c(z, x1) = 0 in the equilibrium set E such that the system is not lin-
early controllable at all the points on the curve. In the following, we focus on the
problem of feedback stabilization at the uncontrollable equilibrium, which is the set
E ∩ {c(z, x1) = 0}. This set is denoted by Eu = {(z, x, µ) ∈ E|c(z, x1) = 0}.
THEOREM 6.1. Consider a system (2.5). Suppose det(Q1) 6= 0. If γ2x1x1 + γ2zx1 6=
0, then the origin divides the curve Eu into two pieces. The system is stabilizable by
C1 state feedback on one piece and it is not stabilizable by any C1 state feedback on
the other piece. More specifically, the system is stabilizable around a point (z, x, µ)
in Eu if γzx1x1 + 2γzzz < 0, and the system is not stabilizable at a point in Eu if
γzx1x1 + 2γzzz > 0.
Remark. The theorem shows that, in general, the property of stabilizability
switches from stabilizable to unstabilizable or vice versa as equilibrium points in Eu
pass through the origin. For instance, the system given in (4.5) satisfies γx1x1 = 1,
γzx1 = 1, and γzz = 1. The conditions in Theorem 6.1 are fulfilled. The stabilizable
(x1 + 2z < 0) and unstabilizable (x1 + 2z > 0) equilibrium points in Eu are shown in
Figure 6.1 by solid and dotted curves, respectively.
Proof of Theorem 6.1. It is sufficient to prove the theorem for the normal forms.
Consider a system (2.9). Given an equilibrium point (z, x, µ) in Eu, the linearization
of the system at the equilibrium point is given by (4.8). Since at least one of γx1x1
and γzx1 is not zero, we assume γx1x1 6= 0 (the proof for the case γzx1 6= 0 is similar).





Substituting this relation into (4.8), we get the linearization of the system at the given
equilibrium point:
A =
 − γ2zx12γx1x1 z + 2γzzz 0
0 A2

























































































FIG. 6.1. The set Eu. Dotted line: unstabilizable equilibrium points. Solid line: stabilizable
equilibrium points.







In Eu, the rank of the matrix R(z) is n − 1. There is a vector valued function
C(z) =
[
c1(z) · · · cn(z)
]
such that C(z)R(z) = 0, C(0) = [1, 0, . . . , 0]. It is easy
to check that the function C(z) has the form
C(z) =
[
1 0 · · · 0
]
+O(z).(6.3)
By the linear control theory, the vector C(z) is normal to the controllability subspace
of the linear system (A,B). The uncontrollable mode of the linearization at a point
in Eu is a number λ̄ satisfying
C(z)A = λ̄C(z).(6.4)




z + 2γzzz +O(z)2 = λ̄(1 +O(z)).






Except for z = 0, this number is nonzero near the origin because det(Q1) 6= 0. The




z = γzx1x1 + 2γzzz +O(z).
This implies that, near the origin, the uncontrollable mode λ of the system at an





































































is stabilizable by C1 feedback if the uncontrollable mode is less than zero, and it is
not stabilizable by any C1 state feedback if the uncontrollable mode is greater than
zero. Therefore, the system is stabilizable if γzx1x1 + 2γzzz < 0 and the system is
not stabilizable if γzx1x1 + 2γzzz > 0. Relation (6.5) implies that the property of
stabilizability by C1 feedback changes as z moving across zero.
7. Conclusion. For control systems satisfying assumption (1.3), their equilib-
rium sets are classified under changes of coordinates and feedback. There are five
different classes. They are summarized in Table 5.1. The equilibrium sets in different
classes have either a different topology or a different bifurcation.
Another topic addressed in the paper is the relationship between quadratic invari-
ants and controllability or stabilizability. In general, the uncontrollable equilibrium
points form a one-dimensional curve. The tangent line of the curve is uniquely de-
termined by quadratic invariants. Stabilizability at uncontrollable equilibrium points
is discussed in section 6. If E is a paraboloid or a saddle, then it is proved that
the stabilizability changes as an uncontrollable equilibrium point passes through the
origin.
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