Introduction
Photovoltaic grid-connected systems (PVGCS), a "clean" energy supplier, represent an important alternative for dealing with the increasing demand for energy worldwide and the widespread damage caused by intensive use of fossil sources as well as for coping with the scarcity of fossil fuels by transforming incident solar energy to electricity [1] . Even if they do not generate any particulate matter emissions during the operation phase and require no fluid maintenance, emissions are generated by the use of fossil-fuel-based energy during the manufacture of the components, the building of the system and the subsequent recycling of the components [2, 3] .
The growing awareness in society for environmental issues has motivated the development of strategies that include environmental consideration through the design process of a product or service especially for those labeled as eco-friendly. Integrating the environmental dimension into system design can yet result in a complex process. Indeed, the designer must ensure that the functions, techniques and technological solutions are integrated in an appropriate manner while respecting the best possible environmental performance over the whole life-cycle of the system. Ecodesign is the term used to group almost all the processes and approaches related to the integration of environmental considerations in the product or system design throughout their life-cycle [4] ensuring similar or improved services to the end customer [5, 6] .
Fargnoli and Kimura [7] evaluate some ecodesign tools considering six main properties able to address designers in choosing the most suitable design tools for the development of sustainable products, Abbreviations: AA, Aquatic Acidification; AE, Aquatic Ecotoxicity; AEU, Aquatic Eutrophication; C, Carcinogen; CdTe, Cadmium-Telluride; CIS, Copper-Indium-Selenide; CUT, cut-off value; EPBT, Energy Payback Time; GA, Genetic Algorithms; GW, Global Warming; IR, Ionizing Radiation; LCA, Life Cycle Assessment; LO, Land Occupation; MCDM, Multiple Criteria Decision Making; ME, Mineral Extraction; NC, Non-Carcinogen; NR, Non-Renewable energy; OLD, Ozone Layer Depletion; PBT, Investment Payback Time; PC, principal component; PCA, Principal Component Analysis; PV, Photovoltaic; PVGCS, photovoltaic grid-connected systems; RA, Risk Assessment; RI, Respiratory Inorganic; RO, Respiratory Organic; a-Si, amorphous silicon; c-Si, crystalline-Silicon; m-Si, mono-crystalline; p-Si, poly-crystalline; TAN, Terrestrial Acidification/Nitrification; TE, Terrestrial Ecotoxicity; TF, thin film T concluding that there is not one method that emerges significantly from others. This work highlights the advantages of using a quantitative method to assess the environmental performance of the product or service under study that has to be considered at the early design stage.
According to Sadler and Verheem [8] , environmental assessment is defined as a systematic process for evaluating and documenting information on the potentials, capacities and functions of natural systems and resources in order to facilitate sustainable development planning and decision-making in general, and to anticipate and manage the adverse effects and consequences of proposed undertakings in particular. There are many different procedures and methods to assess the environmental issues or impacts such as Environmental Impact Assessment, Material Flow Analysis, Material Intensity per Unit Service, Risk Assessment (RA) and Life Cycle Assessment (LCA). LCA and RA methods are the most cited approaches in literature works to support decision-making in environmental management. The strengths and weaknesses of both methods have been reported by several authors [9, 10] . It is generally highlighted that the boundaries of a risk analysis (including Risk Assessment and risk management) can be too narrow compared to those considered in LCA, encompassing the systemic environmental consequences of a typical product, process or service. The important distinction between LCA and more narrowly focused analytic approaches such as RA is the accounting of emissions and/or resource consumption such as extraction of raw materials, processing, distribution, use of the product, recycling and, disposal of final waste. This motivates the choice of LCA as a systemic environmental assessment method. Let us recall that LCA is also widely used in industry [11, 12] and allows comparing the assessment of the alternatives focused on a specific functional unit. It evaluates each life-cycle stage of the product under evaluation, classifies and characterizes the emissions in several and diverse environmental categories. More generally, LCA can be integrated into an environmental decision support tool combining social, political, economic and technical considerations, as highlighted in this work.
In the quest for more sustainable energy systems, the design of PVGCS is of tremendous importance. PVGCS, the most popular type of solar PV system, is integrated with three key elements: PV modules, DC/AC inverter, and mounting system. PV modules constitute the core of the system to convert solar energy into electricity. They are also the most sensitive component because the type of material used in their manufacture, the solar irradiance and weather condition principally affect their conversion efficiency. In general, the cost of the PV modules still dominates the price of large-scale PVGCS even if the prices of PV modules have been reduced substantially in recent years.
PV modules are grouped into first, second or third generation according to the technology used for solar cell manufacturing. The crystalline-Silicon technology (c-Si), i.e., the first generation includes modules made by silicon cells as mono-crystalline (m-Si) or poly-crystalline (p-Si). The so-called thin film (TF) PV modules are considered as second-generation of PV technologies. It includes three main families: Decision Making (MCDM) tools.
Solar irradiance estimation and mathematical sizing model
The first three models of the methodological framework are in charge of: a) estimating solar radiation received by the system according to the geographic location (see Perez-Gallardo et al. [25] for more details of this model); b) sizing the PVGCS based on a mathematical model that provides the annual energy generated from the characteristics of the system components and limitations on the design of the installation; and, c) evaluating the economic, technical and environmental criteria.
The multi-objective problem formulated for the ecodesign of PVGCS considers as techno-economic objectives the output energy (Q out ), the Investment Payback Time (PBT) and the Energy Payback Time (EPBT).
The losses inherent in any energy conversion have a variety of origins, e.g. shading between PV modules, the efficiency of elements, and array mismatch losses. So, Q out can be expressed as:
where Q MAX is the maximum incident energy that the facility can receive. Loss PVη , Loss DC/ACη , Loss Shading and Loss Mismatch represent the number of energy losses due to the four most important causes (module efficiency, inverter efficiency, shading, and mismatch).
PBT refers to the estimation of the time to recover the initial investment is necessary for an investor:
The initial investment of the project considers the purchasing cost of all the components that make up the installation (PV modules, cables, mounting system, etc.), the construction and the edification cost as well as the cost of connection to the grid. The annualized cash flow represents the income derived from selling all the energy production.
EPBT is the period needed by the renewable energy system to generate the same amount of energy (in terms of primary energy equivalent) as the mount that is consumed in its whole life cycle [26] . To convert annual power generation (kWh) of electricity to primary energy, the efficiency of power plants in the country under consideration is taken into account [27] . amorphous silicon (a-Si), Cadmium-Telluride (CdTe) and CopperIndium-Selenide (CIS). There are four types of third-generation PV technologies: concentrating PV (CPV), dry-sensitized solar cells (DSSC), organic solar cells and, novel and emerging solar cell concepts. PV modules of first and second generations have currently the highest market share (more than 90%). The main difference among PV technologies is related to the conversion efficiency of the PV module. Even if c-Si technologies have the highest performance, TF technologies have substantially improved their performance due to the advances in recent years [13] . The type of PV technology selected for a PVGCS has a big relevance depending on the context in which it will be used. At present, PVGCS larger than 50 megawatts in current net capacity use either c-Si or TF PV modules.
LCA analysis carried out for PV systems show that the PV modules contribute the most to the overall environmental impact. Among the common PV modules, the CdTe PV technology presents the best environmental performance whereas the m-Si PV module demonstrates the worst because of its high energy consumption during the solar cells' production process [14] [15] [16] .
Despite the interest in considering environmental impact at the early design stage of a PVGCS, the majority of the reported works can be grouped into two categories, those considering the technical feasibility and/or economic concerns [17] [18] [19] [20] [21] , and those relative to environmental assessment [22] [23] [24] .
The main objective of this paper is to develop a methodology that includes environmental assessment in the early stages of the design and sizing of a PVGCS and takes the techno-economic aspects into account.
Methods and tools

Methodological framework
In any PV system, sizing represents an important part. Sizing of a PV system means determining how much energy is required and how many PV modules are needed to generate it. The design model which evaluates the techno-economic and environmental criteria simultaneously presented in detail in a previous work [25] was built in an open manner in order to interface easily with an external optimization loop. Fig. 1 shows the extended flow diagram of the methodology proposed for optimizing a PVGCS, taking into account both the Multi-Objective Optimization framework and the reduction of objectives via Principal Component Analysis (PCA).
The developed system is a simulation tool coupled with an optimization module for optimal configuration alternatives combining a Multi-Objective Optimization method, PCA and Multiple Criteria 
Multi-objective Genetic Algorithm
In many real-life problems, the objectives under consideration conflict with each other. A reasonable solution is to investigate a set of alternatives that satisfies the objectives at an acceptable level without being dominated by any other solution. Genetic Algorithms (GA) are well suited to solve Multi-Objective Optimization problems [30, 31] . The ability of GA to simultaneously search different regions of a solution space makes it possible to find a diverse set of non-dominated solutions for difficult problems.
When moving from one Pareto optimal solution to another one, there is always a certain amount of sacrifice of one objective to achieve a certain amount of gain in another. For a given Pareto optimal set of solutions, the corresponding objective function values in the objective space are called the Pareto front. The ultimate goal of a Multi-Objective Optimization algorithm is to identify solutions in the Pareto optimal set. The MULTIGEN environment previously developed by our research group [32] was chosen as the Genetic Algorithm platform. A variant of NSGA-II developed for mixed problems and implemented in the MUL-TIGEN environment was selected.
Multiple-criteria decision-making
To select the alternative that represents the best trade-off among those of the Pareto front, an MCDM has proved to be a solution in engineering applications. MCDM methods deal with the process of making decisions in the presence of multiple objectives. The objectives are usually conflicting and, therefore, the solution is highly dependent on the preferences of the decision-maker and must be a compromise. Environmental applications of MCDM are reviewed in [33, 34] . Among those considered, TOPSIS (Technique for Order Preference by Similarity to the Ideal Solution) is attractive because it requires only subjective input from decision makers, via the assignation of a weight to each objective, which makes it popular in engineering applications and Ecodesign processes [35] [36] [37] . The basic idea of TOPSIS method is to choose a solution that is closest to the ideal solution (better on all criteria) and furthest away from the worst (which degrades all criteria). M-TOPSIS [38] , a variant of TOPSIS, was adopted in this work. The steps of the M-TOPSIS procedure are listed below.
Step 1: Build the decision matrix. Establish a matrix which shows m alternatives evaluated by the n criteria chosen. Usually, the cost criteria are transformed into benefit criteria by the reciprocal ratio method as it shown in Eq. (5) [38] .
In where X ij represents the value of alternative i into the criterion j.
Step 2: Calculate the normalized decision matrix A. The values in the decision matrix X are transformed into normalized, non-dimensional values in order to convert the original values within the interval [0,1] as follows:
where a ij stands for the normalized value; i = 1, 2, …, m; j = 1, 2, …, n
Step 3: Coefficient vector of the importance of each criterion. Assign weights of importance to a criterion relative to others. The weighted normalized matrix V is calculated by:
where w j stands for the weight of the individual criterion j; i = 1, 2, …, m; j = 1, 2, …, n.
Step 4: Determine the positive ideal (A + ) and negative ideal (A -)
solution from the matrix A:
where J + = {i = 1, 2, …, m} when i is associated with benefit criteria; J − = {i = 1, 2, …, m} when i is associated with cost criteria. j = 1, 2, …, n.
Step 5: Calculate Euclidean distance:
Step 6: Calculate the relative closeness to the ideal solution, i.e. the distance between the ideal criteria set values (A + ) and non-ideal criteria set values (A − ). The ratio value of R i is calculated as follows:
where i = 1, 2, …, m.
Step 7: Rank alternatives in increasing order according to the ratio value of R i . The best alternative corresponds to the M-TOPSIS coefficient R i nearest to 0.
The environmental assessment was performed following the guidelines given by the LCA methodology [26] using the software tool SimaPro 7.3. To evaluate different PV technologies, the number of panels required to meet a given amount of energy is considered. The minimum number of panels required to meet a demand of 1 kWh with an average daily irradiance of 1 kWh/m 2 is computed. The functional unit is the demand of 1 kWh. The system boundaries were the same as in Perez-Gallardo et al. [25] . The boundary includes the extraction of materials to the design of PV module. The recycling processes of the different components of PVGCS are not included in this study due to lack of reliable information for all PV modules technologies evaluated. A 20-year operation period for the PVCGS was selected. The 15 IMPACT 2002+ environmental midpoint categories [28] are used: Aquatic Acidification (AA), Aquatic Ecotoxicity (AE), Aquatic Eutrophication (AEU), Carcinogen (C), Global Warming (GW), Ionizing Radiation (IR), Land Occupation (LO), Mineral Extraction (ME), Non-Carcinogen (NC), Non-Renewable energy (NR), Ozone Layer Depletion (OLD), Respiratory Inorganic (RI), Respiratory Organic (RO), Terrestrial Acidification/Nitrification (TAN) and Terrestrial Ecotoxicity (TE).
The multi-objective problem has 18 objectives (Eq. (4)). The constraints represent the reliability and maintenance aspects as well as requirements related to the available area considered by Weinstock and Appelbaum [29] . The model considers a horizontal field without elevation, with a fixed length L and a fixed width W. It comprises K rows of solar collectors with a horizontal distance D between rows. Each collector has a length L C , a height H , and is tilted at an angle β with respect to the horizontal. Each collector is an array of PV modules arranged in N r rows and N c columns. Fig. 2 shows the schematic representation of PVGCS with the parameters considered in Eq. (4). optimal front, PCA was applied to the Pareto optimal set of the original problem. The results of the 15 environmental categories were standardized by subtracting the average of each column from each data point in the matrix so that PCA could work properly. Following the PCA guidelines described, the correlation matrix was generated (see Table  S4 ). From Table S4 , high correlation values between many of the categories can be observed. The princom function integrated into the Statics toolbox of MATLAB was used to generate the eigenvalues (see the first 10 of 15 eigenvalues in Table 1 ) and eigenvector matrix (see Table S5 ).
As it was mentioned above, PCA permits to explain the variance structure of a set of variables through a few linear combination (PC) of them in order to reduce the original data set and identify the relation that exists between the variables. Each PC corresponds to a percentage of the total variance among the variables and is ranked according to this percentage from the maximum to the minimum. In Table 1 , PC 1 represents the linear combination that explains the maximum variance (79.85%), while the last four PCs (PC 7 -PC 10 ) contribute to less than 0.1%, i.e. the first six of 15 PCs represent almost 100% of the total variance among the data set. The next step is to define the number of PCs retained.
Applying the Kaiser-Guttman rule (λ e > 1), only the first two principal components (PC 1 , PC 2 ) were kept for further analysis. A threshold cut-off value (CUT) adopted by Deb and Saxena [42] was considered for the second reduction. As the cumulative variance of the two remaining principal components (0.9144) was lower than the defined CUT (0.95), PC 1 and PC 2 were finally selected. The first and second columns in the eigenvector matrix give the weight used in the linear combination of the 15 environmental categories data in PC 1 and PC 2 respectively. The values of the eigenvector of PC 1 and PC 2 could be represented by a bi-dimensional plot in order to identify the relations between the 15 environmental categories. Fig. 3a shows the corresponding screen plot while the bi-dimensional plot representing the component loadings of the environmental objectives projected onto the sub-spaces of the first two principal components is illustrated in Fig. 3b . As observed, the two-dimensional plot and the correlation matrix (Table S4) suggests that NC, IO, AE, TE, TAN, AA, AEU, LO, GW, NR, RI categories have a high correlation. Similarly, a high correlation exists between the OLD-RO and ME-C categories. The heuristic rules determine that only three environmental indicators (RI, OLD, ME) must be kept for further analysis. RI is replaced by GW (expressed in kg CO 2 equivalent). GW is, in fact, a significant indicator when energy systems are involved. A very slight difference between the values of the eigenvector PC 1 for RI and GW supports our decision.
Following the methodology proposed, a new set of optimizations was then carried out with only six objective functions: Q out -PBT -EPBT -GW -OLD -ME. M-TOPSIS was applied to select the best tradeoff among the alternatives generated. A weight of 1 was allocated to Q out , PBT and EPBT, and 1/3 to GW, ME and OLD. Table 2 shows the values of the six objectives function and the final ranking of the five PV module configurations.
The final ranking identifies the CdTe-based PV module configuration as the best option because it leads 3 of the 6 objectives under evaluation. It differs from the original ranking even though c-Si technologies continue having the worst compromise. PCA is then applied once more to the six remaining objectives in order to find a possible Principal Component Analysis (PCA) for Multi-Objective Optimization Sabio et al. [39] and Gutierrez et al. [40] have pointed out that some of the environmental midpoint categories considered for the environmental assessment may be correlated. Another problem is the difficulty of visualizing the solution space because of the dimensionality of the problem. Thus, a multivariate statistical procedure will be useful and must be applied to reduce the objectives.
PCA constitutes an interesting alternative to identify the relationships that may exist between some objectives in order to eliminate redundant environmental impacts [40, 41] . This action will facilitate the visualization and interpretation of the solution space. PCA allows identifying the correlated variables with a view to reducing the dimensionality taking into as much variation of the data set as possible. The original variables are reduced into a smaller set of uncorrelated linear combination, known as principal components (PCs). PCs are ranked according to the amount of variance they explain. Following the guidelines proposed by Sabio et al. [39] and Deb and Saxena [42] , the same set of heuristic rules will be used to reduce the dimensionality of the problem based on the eigenvectors of the correlation matrix.
Results and discussion
The proposed methodology was applied to the following case study. A photovoltaic grid-connected power plant is considered to be installed near the city of Toulouse, France (43.4° N, 1.2° E). It is assumed that the DC /AC inverter has a nominal power of 300 kW DC with an efficiency of 97.5% and a lifetime of 10 years. A 20-year lifetime is assumed for PV modules and other electrical components. The dimensions and characteristics of the five PV modules used are those presented by PerezGallardo et al. [25] (see Table S1 ).
The available area was W max (150 m) × L max (100 m). The technical constraints indicated in the mathematical formulation were fixed: the minimum distance between each shed was D min = 1.00 m; the dimensions of the PV collectors had to respect H max = 3.00 m and E max = 4.00 m and the minimum number of sheds (K) was 2. No mix of technologies was allowed. The percentage of loss caused by the array module wiring and mismatch was set at 5%. The panels are mounted on a fixed structure. Table S2 shows the characterization values to perform the environmental assessment for the elements considered.
According to the methodological framework of Fig. 1 , a Multi-Objective Optimization taking 18 objectives into account was performed. Each optimization case was run three times to guarantee the stochastic nature of the algorithm with a population size of 200 individuals during 400 generations. The common parameters of the GA used were determined following the guidelines suggested by Gomez [32] : a crossover rate of 90% and a mutation rate of 50%.
The selection of the best configuration of the PV grid-connected power plant involved a two-step application of the M-TOPSIS method: first, the best alternative in each of the five technologies was chosen (M-TOPSIS application 1); then, from these results, the best configuration was selected (M-TOPSIS application 2). The weight allocated to each objective under study was: 1 for Q out , PBT, and EPBT, and 1/15 for each of the environmental categories.
The best trade-off was found when a-Si modules were used, while cSi technologies gave the worst compromise (See Table S3 ).
In order to decrease dimensionality and complexity in terms of calculation as well as to facilitate the analysis of the resulting Pareto- Table 1 Eigenvalues for the 15 environmental categories.
influence of the other criteria to the final ranking and to continue reducing the complexity of the problem and the computational cost. The correlation matrix (Table S6) , the eigenvalues (Table 3 ) and the eigenvectors matrix (Table S5) were generated according to PCA guidelines.
The results show that (EPBT -PBT) on the one hand and (ME -GW) on the other hand were correlated (see Fig. 4 ). This analysis led us to reject 2 objectives (EPBT and ME). A new multi-objective process was then conducted with only PBT, GW, OLD and Q out . Table 4 shows the values of the objectives corresponding to the five configurations chosen by M-TOPSIS. The weighting for Q out and PBT was equal to 1 and 0.5 for GW and OLD. The final ranking suggests that the best option is the a-Sibased configuration. By comparing the ranking of the five PV technologies selected according to the three multi-objective cases treated in this work (Table 5) , it can be observed, on the one hand, that both a-Si and CdTe PV modules achieve a better compromise regardless of the number of objectives under study. On the other hand, c-Si PV technologies have the lowest rank in all the three cases. Even if the c-Si PV technologies are the most energy efficient options and have the lowest PBT, they are the least environmentally friendly.
It can be highlighted that the final ranking of the last case with 4 objectives is quite similar to the first case treated. The position between the c-Si technologies is the only difference. The main reason is probably the precision used to calculate the value of the M-TOPSIS score for establishing the final ranking. It can be concluded that only four objectives (2 techno-economic: Q out and PBT; and 2 environmental: GW and OLD) are sufficient to size a PVGCS taking into account the 3 criteria simultaneously.
Recent advances in the efficiency conversion of the PV modules technologies, the commercialization of the next generation PV modules as well as the variation in the price of the components of a PVGCS may affect the ranking.
In order to assess in more detail the results obtained and to understand why PV modules based on c-Si have the worst environmental impacts, the manufacturing processes for the five PV technologies have been studied. Figure FS1 (see supporting information), describes the process flows for each PV technology under study. Three main steps can be identified: (1) production and preparation of raw materials, (2) solar cell/thin film manufacturing and (3) PV module assembly. First, GW category has been considered since this impact is strongly linked to the supply of energy coming from fossil fuels. The energy mix used has a large influence on climate change. Fig. 5 shows the contribution of each of the three steps to the total value of the GW category for each PV technology. Even though the first step (production and preparation of raw material) has the highest contribution in all PV technologies, the c-Si contribution is the most significant one.
Furthermore, for c-Si technology, the production and preparation of raw material step can be divided into two sub-steps. The first sub-step involves the environmental impact related to the activities leading to solar-grade silicon (SoG-Si), while the second one considers the environmental impact generated by the activities which produce the silicon ingot and silicon wafers. The results of this analysis are presented in Fig. 6 .
The highest contribution is found at silicon ingot/wafer production. Looking at the process followed to form the wafer, the high energy demand to achieve the formation of the ingot is the main cause. In the case of m-Si, the energy requirements are still greater due to high energy consumption involved during CZ crystal growth to obtain a regular, perfectly-ordered crystal structure.
It is important to mention that the decommissioning and recycling of PV modules were not taken into account since data on the environmental impacts associated with these end-of-life steps are relatively a) Screen Plot b) Bi-dimensional plot scarce and are not yet included in the classical LCA database. We are aware, however, that the recycling process may also change the final classification because some PV module technologies contain hazardous materials such as cadmium, tellurium, lead and selenium. For example, cadmium compounds are currently regulated in many countries because of their toxicity to fish and wildlife. Cadmium has also been associated with numerous human illnesses [43, 44] .
Conclusion
An ecodesign framework that considers simultaneously several technical, economic and life cycle environmental criteria was developed and tested through a case study. Different optimization cases have been investigated to evaluate the developed approach for sizing PV systems. Redundant environmental objectives were identified and grouped through PCA on a post analysis keeping only four objectives (Q out , PBT, GW, and OLD). An MCDM tool based on M-TOPSIS allowed to select the alternative that provides a better compromise among all the objective functions that have been investigated.
The results presented in this paper highlight the advantage of second-generation PV modules (thin film) over c-Si-based PV modules. While the latter have better performance in energy generation, the environmental aspect is what makes them fall to the last positions. The recycling process of PV modules constitutes an important issue that must affect the final ranking.
Even though the mathematical design model used has its own limitations and assumptions for PVGCS sizing problems, it is enough flexible to fit new conditions, for instance to size PVGCS mounted on a) Scree Plot b) Bi-dimensional plot Fig . 5 . Contribution of the three main steps of PV manufacturing process to GW category score for each PV technology under study (1) production and preparation of raw materiasl, (2) solar cell/thin film manufacturing and (3) PV module assembly. Fig. 6 . Environmental contribution of the two sub-steps to production and preparation of raw material step for c-Si-based PV technology.
single or double tracking system. The methodology developed in this work can be useful for PVGCS designers to find the optimal configuration among a list of commercially available system devices, in such a way that the total benefit achieved during the system operational lifetime period is maximized with the lowest environmental impact. Likewise, it is a decision support tool for implementing strategies of renewable energy generation that can be considered as truly green.
This framework integrating Multi-Objective Optimization, PCA and MCDM can be useful for applying ecodesign policies to other renewable energy generation technologies.
