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Abstract
Let ∆ be a finite set of nonzero linear forms in several variables with coefficients in a field K
of characteristic zero. Consider the K-algebra R(∆) of rational functions on V which are regular
outside
⋃
α∈∆ kerα. Then the ring R(∆) is naturally doubly filtered by the degrees of denominators
and of numerators. In this paper we give an explicit combinatorial formula for the Poincaré series in
two variables of the associated bigraded vector space R(∆). This generalizes the main theorem of
[H. Terao, Algebras generated by reciprocals of linear forms, J. Algebra 250 (2002) 549–558].
 2003 Elsevier Inc. All rights reserved.
1. Introduction and main results
Let V be a vector space of dimension  over a field K of characteristic zero. Let V ∗
be the dual space of V . Suppose that ∆ is a finite subset of nonzero elements of V ∗. We
assume that no two vectors of ∆ are proportional. Let S = S(V ∗) be the symmetric algebra
of V ∗. Then S may be regarded as the ring of polynomial functions on V .
Definition 1.1. Let R(∆) be the K-algebra of rational functions on V which are regular
outside the set
⋃
α∈∆{α = 0}. In other words, R(∆) = S[∆−1], where ∆−1 := {1/α |
α ∈∆}.
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polynomials. Then the (total) degree of f/g is defined by deg(f/g)= degf − degg. Let
R =R(∆), p,q ∈ Z. Define a K-vector subspace
R
p
q :=
〈
f
g
∈ R | degf  p, degg  q
〉
K
of R. Here the notation 〈T 〉K stands for the K-vector subspace of R spanned by a subset T
of R. Agree that Rpq = 0 if either p < 0 or q < 0. Then we have a double filtration on R:
· · · ⊇Rpq ⊇Rp−1q ⊇ · · · and · · · ⊇Rpq ⊇Rpq−1 ⊇ · · · .
Define
R
p
q :=Rpq /
(
R
p−1
q +Rpq−1
)
and R =R(∆) :=
⊕
p,q
R
p
q .
The vector spaceRpq can be considered, roughly speaking, as the space of the homogeneous
rational functions expressible as sums of fractions with numerators of degree p and
denominators of degree q where p and q are the smallest possible. Since each Rpq is finite-
dimensional, one can define the Poincaré series
Poin
(
R(∆), s, t
) :=∑
p,q
dim
(
R
p
q
)
sptq
of the bigraded vector space R(∆). Let
A(∆)= {ker(α) | α ∈∆}.
Then A(∆) is a (central) arrangement of hyperplanes [3] in V . Let Poin(A(∆), ·)
be the Poincaré polynomial [3, Definition 2.48] of the arrangement A(∆), which is
combinatorially defined (see Definition 4.1). Our main theorem is the following
Theorem 1.1. We have
Poin
(
R(∆), s, t
)= 1
(1− s) Poin
(
A(∆), t (1− s)
(1− t)
)
.
By combining Theorem 1.1 and a later result (Proposition 2.2), one has
Corollary 1.1.
∑
p,q
dim
(
R
p
q
)
sptq = (1− s)−−1(1− t)−1 Poin
(
A(∆), t (1− s)
(1− t)
)
.
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show the following
Corollary 1.2. If A(∆) is a free arrangement with exponents (d1, . . . , d) [5], [3,
Definitions 4.15, 4.25], then
Poin
(
R(∆), t
)= (1− s)−(1− t)−
∏
i=1
{
1+ (di − 1− sdi)t
}
.
Since the reflection arrangements, i.e., the sets of reflecting hyperplanes of any (real or
complex) reflection group, are free arrangements, Corollary 1.2 applies to them.
Example 1.1. Let x1, . . . , x be a basis for V ∗. Let ∆= {xi − xj | 1 i < j  }. Then ∆
gives the root system of type A−1. The corresponding reflection arrangement A(∆) is a
braid arrangement with exponents (0,1, . . . , − 1) [3, Example 4.32]. So we have
Poin
(
R(∆), s, t
) = (1− s)−(1− t)−+1
−1∏
i=1
{
1+ (i − 1)t − ist}
= (1− s)−(1− t)−+1(1− st)(1+ t − 2st)× · · ·
× (1+ (− 2)t − (− 1)st).
For instance, when = 3, we have
R(∆)=K
[
x1, x2, x3,
1
x1 − x2 ,
1
x2 − x3 ,
1
x1 − x3
]
and
Poin
(
R(∆), s, t
) = (1− st)(1+ t − 2st)
(1− s)3(1− t)2
=
∑
p0
(
p+ 2
2
)
sp +
∑
p0
∑
q>0
(3p+ 2q + 1)sptq
= 1+ (3s + 3t)+ (6s2 + 6st + 5t2)+ (10s3 + 9s2t + 8st2 + 7t3)
+ (15s4 + 12s3t + 11s2t2 + 10st3 + 9t4)+ · · · .
Since the coefficient of st2 is equal to 8, the space R12 is eight-dimensional. Actually we
can easily verify by direct computation that the classes of
x1
(x1 − x2)(x1 − x3) ,
x1
(x1 − x2)(x2 − x3) ,
x1
(x1 − x2)2 ,
x3
(x1 − x2)2 ,
x1
2 ,
x2
2 ,
x1
2 ,
x2
2(x2 − x3) (x2 − x3) (x1 − x3) (x1 − x3)
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Remark 1.1. The specializations of Poin(R(∆), s, t) at s = 0 and t = 0 have been known:
(1) Suppose t = 0. Since Rp0 = Rp0 /Rp−10 is isomorphic to the vector space of homoge-
neous polynomials of degree p in  variables, we have
⊕
p R
p
0  S and thus
Poin
(
R(∆), s,0
)= 1
(1− s) .
(2) Suppose s = 0. Note that R0q =R0q/R0q−1 is isomorphic to a K-vector subspace
C(∆)q :=
〈
1
g
∈R | g is a product of q linear forms in ∆
〉
K
of R(∆). The K-subalgebra
C(∆) :=
⊕
q
C(∆)q
of R(∆) was studied and the formula
Poin
(
C(∆), t
)=∑
q0
(
dimC(∆)q
)
tq = Poin(A(∆), (1− t)−1t)
was obtained in [6, Theorem 1.4]. (The proof of this formula in [6] heavily depends on [1]
and [4].) So we have
Poin
(
R(∆),0, t
)= Poin(A(∆), (1− t)−1t).
2. The bigraded vector space R(∆)
Let p,q ∈ Z. Let πpq :Rpq → Rpq be the canonical projection. Fix a linear section
ι
p
q :R
p
q →Rpq
for each canonical projection πpq such that
Image
(
ι
p
q
)⊆
〈
f
g
∈ R | f and g are homogeneous with degf = p and degg = q
〉
K
.
Proposition 2.1. The collection of sections (ιpq )p,q extends to an isomorphism κ from
R =⊕p,q Rpq to R =∑p,q Rpq .
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φ
p
q ∈ Rpq , one has
0= κ(φ)=
∑
p,q
ι
p
q
(
φ
p
q
)=∑
a∈Z
∑
p−q=a
ι
p
q
(
φ
p
q
)
.
This implies that
∑
p−q=a ι
p
q (φ
p
q )= 0 for each a ∈ Z because deg ιpq (φpq )= p−q . Suppose
φ = 0. Then there exists an integer b ∈ Z such that ∑p−q=b φpq = 0. Let pb := max{p |
φ
p
q = 0, p− q = b} and qb = pb − b. Then ψpbqb := ιpbqb (φpbqb ) = 0, because ιpbqb is injective.
Therefore one has
0=
∑
p−q=b
ι
p
q
(
φ
p
q
)=ψpbqb +ψpb−1qb−1 + · · ·
and
ψ
pb
qb =−ψpb−1qb−1 −ψ
pb−1
qb−1 − · · · ∈ R
pb−1
qb−1 ⊆R
pb
qb−1 +R
pb−1
qb .
So we obtain
φ
pb
qb = πpbqb
(
ι
pb
qb
(
φ
pb
qb
))= πpbqb (ψpbqb )= 0,
which contradicts the definition of pb . Therefore we have ker(κ)= {0}.
Next we prove the surjectivity of κ . Let p  0 and q  0. Define
κ
p
q :=
∑
ap
bq
ιab :
⊕
ap
bq
Rab → Rpq .
It is sufficient to show that κpq is surjective for p,q ∈ Z. If either p or q is negative, then
R
p
q = 0 and there is nothing to prove. We will prove Rpq = Image(κpq ) for p + q  0 by
an induction on p + q . When p = q = 0, π00 : K = R00 → R00 = K is an isomorphism. So
R00 = Image(ι00)= Image(κ00 ). Suppose p + q > 0. For ψ ∈ Rpq , let η :=ψ − ιpq ◦ πpq (ψ).
Then
π
p
q (η)= πpq (ψ)− πpq ◦ ιpq ◦ πpq (ψ)= 0.
So η ∈ kerπpq =Rp−1q +Rpq−1 ⊆ Image(κpq ) by the induction assumption. We thus have
ψ = η+ ιpq ◦ πpq (ψ) ∈ Image
(
κ
p
q
)
,
which implies that κpq is surjective. ✷
In the course of the proof of Proposition 2.1, we have already proved the following
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κ
p
q =
∑
ap
bq
ιab :
⊕
ap
bq
Rab
∼−→ Rpq .
3. A decomposition of Rpq
Let Ep(∆) be the set of all p-tuples composed of elements of ∆. Let E(∆) :=⋃
p0 Ep(∆). The union is disjoint. Write
∏E := α1 · · ·αp ∈ S when E = (α1, . . . , αp) ∈
Ep(∆). For ε ∈ E(∆), let V (ε) denote the set of common zeros of ε:
V (ε)=
p⋂
i=1
ker(αi)
when ε = (α1, . . . , αp). Define
L= L(∆)= {V (ε) | ε ∈ E(∆)}.
Agree that V (ε)= V if ε is the empty tuple. Introduce a partial order  into L by reverse
inclusion: X  Y ⇔X ⊇ Y . Then L is equal to the intersection lattice of the arrangement
A(∆) [3, Definition 2.1]. For X ∈ L, define
EX(∆) :=
{
ε ∈ E(∆) | V (ε)=X}.
Then
E(∆)=
⋃
X∈L
EX(∆) (disjoint).
Define
CX(∆) :=
∑
ε∈EX(∆)
K
(∏
ε
)−1
.
The following proposition is in [6, Proposition 2.1]:
Proposition 3.1.
C(∆)=
⊕
X∈L
CX(∆).
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Cq,X :=Cq,X(∆) :=C(∆)q ∩CX(∆)=
∑
ε∈Eq(∆)∩EX(∆)
K
(∏
ε
)−1
.
Then
CX(∆)=
⊕
q0
Cq,X.
Definition 3.1 [3, 2.42]. Let the Möbius function
µ :L(∆)→ Z
be characterized by µ(V )= 1 and for X< V by∑YX µ(Y )= 0.
The following result follows from [6, Theorem 1.4]:
Proposition 3.2.
∑
q
(dimCq,X)tq = (−1)codimXµ(X)
(
t
1− t
)codimX
.
Define I (X) := {f ∈ S | f |X ≡ 0}, i.e., I (X) is the prime ideal of S consisting of the
polynomial functions vanishing on X. Let SX := S/I (X). Let Sp denote the degree p
homogeneous part of S. Then S =⊕p0 Sp . Define
S
p
X := Sp/Sp ∩ I (X).
Then
SX =
⊕
p0
S
p
X.
Lemma 3.1. For p  0, q  0, andX ∈ L, suppose that h1, h2, . . . , hm ∈Cq,X are linearly
independent over K and f1, f2, . . . , fm ∈ Sp . Then the following three conditions are
equivalent:
(1) Each fi belongs to the ideal I (X),
(2) ∑mi=1 fihi ∈ Rp−1q−1 ,
(3) ∑mi=1 fihi ∈ Rp−1q−1 +∑ Y∈L
Y =X
SpCq,Y .
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(2)⇒ (3) Obvious.
(3)⇒ (1) Let
∏
∆=
∏
α∈∆
α, ∆X =∆∩ I (X) and
∏
∆X =
∏
α∈∆X
α.
Suppose that dimX = k. Choose a basis x1, x2, . . . , x for V ∗ such that X = V (xk+1, . . . ,
x). Let
h′i :=
(∏
∆X
)q
hi ∈K[xk+1, . . . , x],
which is a homogeneous polynomial of degree q|∆X| − q . Multiply (∏∆)q to
m∑
i=1
fi hi ∈Rp−1q−1 +
∑
Y∈L
Y =X
Sp Cq,Y
to get
( ∏
∆∏
∆X
)q∑
i
fih
′
i =
(∏
∆
)q∑
i
fihi ∈ I (X)q|∆X|−q+1.
Since I (X)q|∆X |−q+1 is primary and
∏
∆/
∏
∆X ∈ I (X), one has
∑
i
fih
′
i ∈ I (X)q|∆X |−q+1 = (xk+1, . . . , x)q|∆X|−q+1.
Define f ′i := fi(x1, . . . , xk,0, . . . ,0) ∈K[x1, . . . , xk]. Since fi − f ′i ∈ I (X), one has
∑
i
f ′i h′i ∈ I (X)q|∆X |−q+1 = (xk+1, . . . , x)q|∆X|−q+1.
Recalling that each f ′i lies in K[x1, . . . , xk] and degh′i = q|∆X| − q with h′i ∈ (xk+1,
. . . , x)
q|∆X |−q , we may conclude
∑
i
f ′i h′i = 0.
We may deduce that f ′1 = f ′2 = · · · = f ′m = 0 because h′1, . . . , h′m ∈ K[xk+1, . . . , x] are
linearly independent over K and thus over K[x1, . . . , xk] also. Therefore fi ∈ I (X) for
each i . ✷
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τ
p
q,X :S
p
X ⊗Cq,X →Rpq
be the linear map characterized by
τ
p
q,X
(
[f ] ⊗
(∏
ε
)−1)=
[
f(∏
ε
)
]
,
where f ∈ Sp and ε ∈ Eq(∆)∩EX(∆). Then τpq,X is injective for each X ∈L.
Proof. Let ε ∈ Eq(∆) ∩ EX(∆). Note that ε generates the ideal I (X). If f belongs to
Sp ∩ I (X), then
f(∏
ε
) ∈ Rp−1q−1 ⊂ Rp−1q +Rpq−1
by Lemma 3.1. This implies that the map τpq,X is well-defined.
Choose a K-basis h1, h2, . . . , hm for Cq,X . Then an arbitrary element ϕ ∈ SpX ⊗ Cq,X
can be expressed as
ϕ =
m∑
i=1
[fi ] ⊗ hi
for some fi ∈ Sp (i = 1, . . . ,m). Suppose ϕ ∈ ker(τpq,X), i.e.,
∑m
i=1 fi hi ∈ Rp−1q +Rpq−1.
This implies
∑m
i=1 fi hi ∈ Rp−1q−1 . By Lemma 3.1, one has fi ∈ I (X) for each i . Therefore
ϕ = 0 and thus τpq,X is injective. ✷
Proposition 3.4. Define Rpq,X := Image(τpq,X). Then we have
R
p
q =
⊕
X∈L
R
p
q,X.
Proof. An arbitrary element ϕ ∈ Rpq can be expressed as
ϕ =
[∑
i
fi
gi
]
with deg(fi)= p and deg(gi)= q . Thus we have
R
p
q ⊆
∑
R
p
q,X.X∈L
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∑
X∈L φX = 0 in Rpq where φX ∈Rpq,X . We will prove φX = 0 for each X.
Fix X ∈ L. Choose a K-basis h1, h2, . . . , hm for Cq,X . Write
φX = τpq,X
(∑
i
[fi ] ⊗ hi
)
=
[∑
i
fi hi
]
for some fi ∈ Sp for each i . Since
[∑
i
fi hi
]
= φX =−
∑
Y∈L
Y =X
φY ,
we have
∑
i
fihi ∈ Rp−1q−1 +
∑
Y∈L
Y =X
SpCq,Y .
By Lemma 3.1, one has fi ∈ I (X) for each i . Thus
φX = τpq,X
(∑
i
[fi ] ⊗ hi
)
= 0. ✷
4. Proofs
In this section we prove Theorem 1.1 and Corollary 1.1. First recall the Möbius function
µ :L→ Z in Definition 3.1.
Definition 4.1. The Poincaré polynomial of A(∆) is defined by
Poin
(A(∆), t)=∑
X∈L
µ(X)(−t)codimX.
The Poincaré polynomial is combinatorially defined and is known to be equal to the
Poincaré polynomial of the topological space M(A(∆)) := V \⋃H∈A(∆) H when K=C
[2], [3, Theorem 5.93].
Proof of Theorem 1.1. By Propositions 3.4 and 3.3, we have
R
p
q =
⊕
X∈L
R
p
q,X and R
p
q,X
∼= SpX ⊗Cq,X.
Combining these with Proposition 3.2, we have
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(
R(∆), s, t
) = ∑
p,q
dim
(
R
p
q
)
sptq =
∑
p,q
(∑
X∈L
dim
(
R
p
q,X
))
sptq
=
∑
X∈L
(∑
p0
dim
(
S
p
X
)
sp
)(∑
q0
dim(Cq,X)tq
)
=
∑
X∈L
(
1
1− s
)dimX
(−1)codimXµ(X)
(
t
1− t
)codimX
=
∑
X∈L
(−1)codimXµ(X)
(
t (1− s)
1− t
)codimX( 1
1− s
)
= 1
(1− s) Poin
(
A(∆), t (1− s)
1− t
)
. ✷
Proof of Corollary 1.1. By Proposition 2.2, we obtain
dim
(
R
p
q
)= ∑
ap
bq
dim
(
Rab
)
.
Thus
∑
p,q
dim
(
R
p
q
)
sptq =
(∑
c0
sc
)(∑
d0
td
)∑
a,b
dim
(
Rab
)
satb
= 1
(1− s)(1− t) Poin
(
R(∆), s, t
)
= 1
(1− s)+1(1− t) Poin
(
A(∆), t (1− s)
1− t
)
. ✷
References
[1] M. Brion, M. Vergne, Arrangement of hyperplanes I. Rational functions and Jeffrey–Kirwan residue, Ann.
Sci. École Norm. Sup. 32 (1999) 715–741.
[2] P. Orlik, L. Solomon, Combinatorics and topology of complements of hyperplanes, Invent. Math. 56 (1980)
167–189.
[3] P. Orlik, H. Terao, Arrangements of Hyperplanes, in: Grundlehren Math. Wiss., Vol. 300, Springer-Verlag,
1992.
[4] P. Orlik, H. Terao, Commutative algebras for arrangements, Nagoya J. Math. 134 (1994) 65–73.
[5] H. Terao, Generalized exponents of a free arrangement of hyperplanes and Shephard–Todd–Brieskorn
formula, Invent. Math. 63 (1981) 159–179.
[6] H. Terao, Algebras generated by reciprocals of linear forms, J. Algebra 250 (2002) 549–558.
