Abstract. We consider a coagulation model first introduced by Redner, BenAvraham and Krapivsky in [11] , the main feature of which is that the reaction between a j-cluster and a k-cluster results in the creation of a |j − k|-cluster, and not, as in Smoluchowski's model, of a (j+k)-cluster. In this paper we prove existence and uniqueness of solutions under reasonably general conditions on the coagulation coefficients, and we also establish differenciability properties and continuous dependence of solutions. Some interesting invariance properties are also proved. Finally, we study the long-time behaviour of solutions, and also present a preliminary analysis of their scaling behaviour.
Introduction
Among the diverse mathematical approaches to modelling the kinetics of cluster growth, one that has received a good deal of attention consists in the mean field models of coagulation-fragmentation type [10] of which Smoluchowski's coagulation system is a prototypical case. The basic dynamic process modelled by Smoluchowski's coagulation is the binary reaction between a j-cluster (a cluster made up of j identical particles) and a k-cluster to produce a (j + k)-cluster. So, the mean cluster size in these coagulating systems tend to increase with time. A contrasting case to coagulation is fragmentation in which the basic dynamic process is the disintegration of a given j-cluster into two or more clusters of smaller size. In these fragmentation systems mean cluster size decreases with time.
A coagulation system that, in spite of its basic mechanism being binary cluster reactions, has cluster size evolution similar to that of a fragmentation system is the cluster eating equation. This model was introduced by Redner, Ben-Avraham and Kahng in [11] (see also [7] ) but has received scant attention since. We shall call it the Redner-Ben-Avraham-Kahng system (RBK for short).
The basic process is the following: when a j-cluster reacts with a k-cluster, the result is the production of a |j − k|-cluster (see Fig. 1 ).
This process is reminiscent of the coagulation-annihilation model with partial annihilation in which two or more species of clusters, A and B say, are present, and if a cluster A j reacts with a cluster B k the resulting cluster has size |j − k| and is an A cluster if j > k, is a B cluster if j < k, and is an inert cluster, neither A or B, if j = k. Although many problems remain open concerning coagulation systems with Smoluchowski's type dynamics and with either complete or incomplete annihilation, there is already a relatively large literature about those systems (see, for instance, [6, 8, 13] and references therein). Having just one type of clusters, the 0000 0000 0000 0000 1111 1111 1111 1111 j-cluster k-cluster |j − k|-cluster + Figure 1 . Schematic reaction in the cluster eating RBK model RBK model could result in a somewhat easier system to handle mathematically and it is somewhat surprising that, to the best of our knowledge, it has not attracted further attention. Having in mind the process illustrated in Figure 1 , the index j can no longer represent the total amount of particles in a cluster (which is a quantity that should be conserved in each elementary reaction) but represents only the number of particles in a cluster that are, in some sense, active (a concept whose physical meaning we must leave undefined.) So, in this paper, every time we refer to a j-cluster, we mean a cluster made up with a number j of active particles.
Assuming the mass action law of chemical kinetics, the rate of change dcj dt of the concentration of j-clusters at time t, c j (t), has contributions of two different types. It decreases due to reactions of the type (j) + (k) → (j + k), for k ∈ N, which corresponds to a j,k c j (t)c k (t), where a j,k is the rate coefficient for these equations. And dcj dt increases due to reactions like (j + k) + (k) → (j), again with k ∈ N, which have contributions of the type a j+k,k c j+k (t)c k (t).
Adding all these contributions we obtain the Redner-Ben-Avraham-Kahng coagulation system (1.1)
To simplify notation, we shall often write W p,q instead of a p,q c p c q . Naturally, we shall always assume that the rate coefficients are symmetric and nonnegative:
a j,k = a k,j , a j,k 0, ∀j, k ∈ N.
In this paper we study the existence and uniqueness of solutions (1.1) in appropriate sequence spaces, we investigate some invariance properties of solutions, and also start the study of their long-time and scaling behaviours.
Preliminaries
The mathematical study of (1.1) requires the consideration of appropriate spaces. As is usual in works in this area, we will consider the Banach spaces
and their nonnegative cones X + µ := {x ∈ X µ | x j 0}. Observe that the norm c 0 of a given cluster distribution c measures the total amount of clusters that are present. In the usual coagulation, or coagulation-fragmentation, equations with Smoluchowski's coagulation, the norm c 1 measures the total density or mass of the cluster distribution c. Now, with j measuring only the number of active particles in a cluster, this norm measures something like an active density or mass. We shall omit the word "active" in what follows.
Being (1.1) an infinite dimensional system, we need some care in defining what we mean by a solution. In this paper we use a definition of solution analogous to the one in [1] for the standard coagulation-fragmentation:
+ is continuous and sup
(ii): for all j ∈ N, and all t ∈ [0, T ), we have
(iii): for all j ∈ N, the following holds for each t ∈ [0, T ),
Remark 2.2. Assuming that, for some nonnegative constant K and all positive integers j and k, the rate coefficients satisfy a j,k Kjk, then (i)⇒(ii).
The definition of solution implies that, if c is a solution on [0, T ), then each c j is absolutely continuous, so that equation (1.1) is satisfied by c a.e. t ∈ [0, T ).
Also as in works on the standard coagulation-fragmentation equations, we find it convenient to consider finite dimensional systems that approximate the infinite dimensional equation (1.1). This will be particularly relevant for the existence result.
We will now define the finite dimensional approximation of (1.1) to be considered in the paper. In fact, and in contradistinction with the case of Smoluchovski's equation, we will prove that, for initial data with compact support, (1.1) reduces to this particular finite dimensional system exactly, and so, for that type of initial data, the finite dimensional truncation is not an approximation at all but the exact system. In fact, it is exactly this compactly supported cases and the corresponding finite dimensional systems that Redner, Ben-Avraham and Kahng considered in [11] .
To motivate the finite dimensional system, consider an initial condition for which c j (0) = 0 if j > N for some positive N . Since the only process is a coagulating one in which the resulting cluster has a smaller size, no clusters with size bigger than N can be created. Mathematically, this is translated in the finite N -dimensional system, for an arbitrarily fixed positive integer N :
where the first sum is defined to be identically zero when N = 1 or if j = N.
Naturally, since (2.1) is a finite dimensional system with a polynomial right hand side (as a function of the components c j of the solution vector c = c j (·) ), the existence of local solutions to the Cauchy problems follows immediately from the standard Picard-Lindelöf existence theorem. In the following proposition we collect basic results about solutions to this finite dimensional system. Proposition 2.3. Let c = c j (·) : I max → R N + be the unique local solution of (2.1) with initial condition c(0) = c 0 and let I max be its maximal interval. Then (i): For every sequence (g j ), and every m ∈ {1, . . . , N } the following holds
where
(ii): If all components of the initial condition c 0 are nonnegative, then also c j (t) 0, for all j ∈ {1, . . . , N } and all t ∈ I ∩ R + , where
Proof. The proofs of these results follow the corresponding ones for the usual coagulation-fragmentation equation closely (see [ 
and now an easy manipulation (a change of notation in the first sum and the separation of the second sum into a sum over T 1 and another over T 2 ) gives the result (2.2). (ii): Write (2.1) asċ j = R j (c) − c j ϕ j (c) where
Suppose that, for some τ ∈ I ∩ R + and all j = 1, . . . , N , we have c j (τ ) 0 and c r (τ ) = 0 for some r. For ε > 0 consider the initial value probleṁ
, for each ε ∈ (0, ε 0 ), with ε 0 fixed. By continuous dependence, by making ε ↓ 0, we conclude that c ε r (t) → c r (t), t ∈ [τ, τ + η), and thus c r (t) 0, t ∈ [τ, τ + η). Hence, we conclude the nonnegativity of each c j for t ∈ I ∩ R + . (iii): Using the expression (2.2) proved in (i) and the nonnegativity of solutions in (ii) we conclude that, for every nondecreasing positive sequence (g j ), we have, for all m ∈ {1, . . . , N },
But then c is bounded and, being the right-hand side of (2.1) bounded in bounded subsets of R N , we conclude that sup I max = +∞.
This concludes the proof.
It is easy to conclude from the equations ( Also easy to conclude, by choosing g j ≡ j in Proposition 2.3-(i), is the fact that the density of solutions to the finite dimensional systems (2.1) decreases with time, i.e., for all t 2 t 1 , we have c(t 2 ) 1 c(t 1 ) 1 . Given the type of coagulation process under consideration (remember Figure 1) , this is a physically reasonable behaviour for solutions to the infinite dimensional system (1.1). However, it is not presently clear that other types of (nonphysical) solution can not, in fact, exist, similarly to what happens in the case of the pure fragmentation equation [1, Example 6.2] .
We end this section by introducing the following definition: Remark 2.5. In the literature of coagulation-fragmentatiom equations an admissible solution is one that can be obtained as the weak limit as n → ∞ of a sequence to finite n-dimensional truncations of the system [3] . In Definition 2.4 we impose the condition of uniform convergence in compact subsets of time t. This corresponds to what we can prove in this case (see Corollary 3.2 below); it is also what happens to be the case for coagulation-fragmentation equations with coagulation kernels growing at most linearly [1, Corollary 2.6].
Existence of solutions
In this section we shall prove existence of solutions in X Proof. As is usual in coagulation studies [1, 9] the proof is based on passing to the limit N → ∞ in a sequence of solutions to the N -dimensional system (2.1), which we do by an application of Helly's selection theorem, and then by proving that the limit sequence is a solution to the infinite dimensional system (1.1). In order to do this we need some bounds on the moments of the solutions to the finite dimensional systems. Actually, for the RBK system, the application of the method just described is much easier than in [1, 9] for the coagulation-fragmentation system with Smoluchowski coagulation due to the a priori estimate (3.1) on the zeroth and first moments. 
Let us now prove that (c N ) is uniformly bounded in W 1,1 (0, T ), for all fixed T ∈ (0, ∞). From the definition of the norms in X 0 and X 1 , and from (3.1) with p = 0 we immediately get
Estimating the first integral in (3.3) we obtain
1 , and for the second integral in (3.3) we get
Thus, substituting in (3.3) we conclude that
and therefore
So, by Helly's selection theorem, for each fixed j there exists a subsequence of (c
But then, for each q ∈ N, and for each t ∈ [0, T ],
and therefore, by (3.1), for any such q,
Since proposition 2.3(ii) implies c j (t) 0, this proves that, not only c(t) ∈ X + 1 , for each t ∈ [0, T ], but also that condition (i) of definition 2.1 is fulfilled.
It remains to be proven that the limit functions c j solve the RBK system (1.1). In order to obtain this result, we shall pass to the limit N → ∞ in the equation for c
Thus, we need to prove that, for all t ∈ [0, T ],
The proofs of (3.6) and (3.7) are entirely analogous, and so we shall present only the proof of (3.6), leaving the details of the other to the reader. We first start by proving that the right-hand side of (3.6) is well defined. Let p be an arbitrarily fixed positive integer. By the definition of (c j ) we know that Consequently, since the right-hand side is independent of p and all the terms are nonnegative,
and the dominated convergence theorem implies that, for all t ∈ (0, T ), with T < ∞, the right-hand side of (3.6) is well defined. Now we shall prove the limit in (3.6) holds. Let m be a positive integer such that 1 m < N < ∞ but otherwise arbitrarily fixed. Then
and we need to prove that the right-hand side of this inequality can be made arbitrarily small when N → ∞, by choosing m sufficiently large.
Since each term in the sum in (3.8) converges pointwise to zero, the sum has a finite fixed number of terms, and its absolute value is bounded above by 2K c 0 2 1 , the dominated convergence theorem implies that (3.8) converges to zero as N → ∞.
Let us now consider the integrals in (3.9). Define ρ m := c 0 1
and so we get the first integral in (3.9) can be made arbitrarily small by choosing m sufficiently large. For the second integral the result is proved in an analogous way: For all 1 m < p we have
Due to (3.1), the sum in the left-hand side is bounded by Kρ m , and so we also get
for all p. Since this bound is uniform in p, we have
Hence, by the dominated convergence theorem, the second integral in (3.9) can also be made arbitrarily small by choosing m and N sufficiently large.
This completes the proof of (3.6). As pointed out above, the proof of (3.7) is entirely analogous and will be omitted. Proof. The uniform convergence property is again a consequence of (3.1). In fact, by applying to (3.1) an argument similar to the one that led us to (3.5) we obtain,
Since ∞ j=m jc 0j → 0, as m → ∞, we conclude that the series in the l.h.s. of this inequality with m = 1 is convergent uniformly in (t, N ) ∈ [0, T ] × N. Since, for each j and t, j|c
That c(·) is extendable to [0, +∞[ is a consequence of the arbitrariness of T > 0 and estimate (3.5).
The moments' equation
As in the studies of the usual coagulation-fragmentation systems, a weak formulation of (1.1) is a tool of the utmost importance. This weak version, presented next, is the version of the expression (i) of Proposition 2.3, written for (1.1) instead of (2.1).
N be a solution of (1.1) and let τ, t ∈ I max be such that τ t. For every sequence (g j ), and all positive integers m and n with m < n the following moment's equation holds
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We start by estimating the expression in the S 3 region. We clearly have
and also W j,k ds → 0, as n → ∞.
In S 2 the same bound 
is valid pointwise in t as n → ∞. Hence, again by the dominated convergence theorem,
Now taking limits, as n → ∞ on both sides of (4.3) we obtain 
Another estimate that will be useful is the following Proposition 4.3. Suppose the coefficients a j,k satisfy the condition a j,k Kjk, and the sequence (g j ) satisfies |g j | j then, for each m ∈ N, (4.5)
Furthermore, with the stronger assumptions a j,k K(jk) β with 0 β 1 2 , and the sequence (g j ) satisfying |g j | j and |g j − g k | M |j − k|, for all j and k, and for some positive constant M , the following holds true:
Proof. In the moments' equation (4.1) we prove that
In fact, we observe that S 3 (m, n) ⊂ S 2 (n + 1, ∞), and since in S 3 (m, n) it holds that |j − k| = j − k n, we get, by the previous lemma,
thus proving (4.7). As a consequence, by taking the limit as n → ∞ in (4.1), we obtain (4.5). Now, by imposing the stronger conditions of the second part of the proposition, we have, for each n ∈ N,
where in the second inequality we have used the fact that, if (j, k) ∈ S 2 (m, n), then j k , and so (jk)
k, due to the assumption β . Similarly, for (j, k) in S 1 (m, n) we have k < j, and thus (4.9) S1(m,n)
Estimates (4.8) and (4.9) and (i) from the Definition 2.1, together with the dominated convergence theorem allow us to prove (4.6).
Corollary 4.4. Suppose the coefficients a j,k satisfy the condition a j,k Kjk, then any solution is a density nonincreasing solution. Moreover, with the stronger assumption that a j,k K(jk) β with 0 β 1 2 , the following holds true
Equations (4.10) and (4.11) follow from (4.6) considering g j = j and g j = 1. An interesting particular case concerns the evolution of the number of clusters of odd size, that we will consider in Section 9.
Corollary 4.5. Choosing g j = δ j,odd then (4.12)
Proof. Considering this choice of the sequence (g j ) in (4.6) we have, after some rearrangements
The last two terms cancel out, since using the fact that W j,k = W k,j we have
and similarly in the S 1 region
W j,k , since j is even and k is odd.
W j,k , this concludes the proof.
A uniqueness result
We now consider a uniqueness result for (1.1). The result is obtained by assuming the initial value problem has two solutions and proving they are equal. This will be done, as usual in coagulation problems (see, e.g., [1, 2] ) by appropriate estimates on the solutions and the use of Gronwall's inequality. The proof requires conditions on the coagulation coefficients that are slightly more restrictive than the ones used for the existence result. At the time of writing it is not clear if these conditions can be significantly relaxed. 
. We shall prove that c ≡ d by establishing that, for some α, the sum ∞ j=1 j α |x j | is identically zero. This will be achieved by deriving an inequality for this quantity and applying Gronwall's inequality.
So, let us consider Proposition 4.1 with m = 1. From the above definitions we get
For each t ∈ [0, T ) consider g j = j α sgn(x j ) for some α β such that α + β 1. We now estimate the sums over each of the S j . For (j, k) ∈ S 1 we get
and, by a similar computation, (
Using these bounds and the assumptions on α and β we can estimate the sum over S 1 as
For (j, k) ∈ S 2 we have −j α sgn(x j )x k j α |x k |, and j α sgn(x j )x j = j α |x j |, from which it follows that
Finally, for (j, k) ∈ S 3 we have the estimates
For the double sum in (5.1), using α + β 1 we conclude that
For the double sum in (5.2) we have, again using α + β 1,
Combining the estimates on the three regions we get
By the definition of solution and the assumption β 1/2 < 1,
jc j → 0, as n → ∞, pointwisely, and since c(·) is a density nonincreasing solution,
Thus, by the dominated convergence theorem
the same being valid for (5.3) and using the assumption α β in the right-hand side we obtain
Since x j (0) = 0, by Gronwall inequality we conclude
and so x j = 0, for all t ∈ [0, T ) and j ∈ N, thus proving uniqueness.
Remark 5.2. Observe that, if β > 1/2, it is not possible to find numbers α such that α + β 1 and α β. It is this elementary technical reason that forced us to consider β 1/2 in the uniqueness result in Proposition 5.1, since in this case such numbers α obviously exist. It is not presently clear if a uniqueness result is true in more general situations.
Differentiability and continuous dependence
In Theorem 3.1 and Corollary 3.2 we proved that with the hypothesis that a j,k Kjk, for each initial condition c 0 ∈ X + 1 , there exists at least one admissible solution. With the stronger assumption that a j,k K(jk) 1/2 , Theorem 5.1 implies that there is a unique solution defined in [0, ∞) and so, it has to be an admissible solution. We now address the issue of differentiability of such solutions. Theorem 6.1. If there is K > 0 such that, for all j, k ∈ N, a j,k Kjk, and c(·) = (c j (·)) is an admissible solution then, the functions t → c j (t), for j ∈ N, and t → ∞ j=1 c j (t) are continuously differentiable. Moreover, (1.1) is satisfied for all t ∈ [0, ∞) and
Proof. If a solution is admissible, we can use (3.1), like in Theorem 3.1 and Corollary 3.2, to conclude that ∞ j=1 jc j (t) is uniformly convergent in compact subsets of [0, ∞). This, together with the assumption on the coefficients a j,k and the continuity of c j (·), for j ∈ N, allows us to prove the continuity of the right-hand side of (1.1) in t, thus proving the continuous differentiability of each c j (·), and the fact that (1.1) is satisfied by c(t), for all t ∈ [0, +∞).
From the proof of Lemma 4.2, we already know that
Since the double series of continuous functions in the r.h.s is uniformly convergent in each compact interval, the result follows.
With an extra condition on the kinetic coefficients we can say more about the differentiability of the moments for any solution:
β , with β 1 2 , and c(·) = (c j (·)) is a solution of (1.1), and (g j ) is a nonegative sequence such that 0 g j j, and, for some positive constant M ,
is continuously differentiable and moreover, for t 0,
In particular the differential versions of (4.10), (4.11) and (4.12) hold true.
Proof. From the estimates (4.8) and (4.9) taken together with the property of uniform convergence of ∞ j=1 jc j , it is clear that the convergence of the double series in (4.6) is uniform so that the series in the integrals of the r.h.s. of that expression define continuous functions in t. This implies our result.
With respect to the continuous dependence relatively to the initial conditions we prove the following partial result:
β wth β 
Proof. By writing
and defining x(t) = c(t) − d(t) we perform the same estimates as in the proof of Proposition 5.1 to obtain, this time,
instead of (5.3). Hence, by making n → ∞ and using the same arguments as in that proof, we obtain,
By using the Gronwall lemma estimate (6.3) follows.
Remark 6.4. Here we recall the Remark 5.2 with respect to our restricting hypothesis on the kinetic coefficents and on the growing rate of (g j ) . Notice that we were not able to prove continuous dependence on the initial conditions with respect to the X 1 norm, except in the case where a j,k K, for all j, k ∈ N. At the moment it is not clear to us whether this is an essential feature of the RBK equation or if it is just a technical limitation due to the methods we have used. It is possible that, in a more general case, instead of a continuity property based on a norm estimate like (6.3), we can prove an upper semicontinuity property for admissible solutions similar to that in [1, Theorem 5.4 ].
This invariance property also occur in fragmentation equations: if the initial distribution of clusters has no clusters with size larger than p, then they cannot be produced by fragmentation of those (smaller) ones that are initially present; a reasonable enough result. Invariant sets for coagulation equations with Smoluchowski coagulation processes are of a different kind but one can also characterize them without much difficulty [4] . In fact, we can use a similar approach also in this case to characterize the positivity properties of the cluster distribution (i.e., the subscripts j for which c j (t) > 0) in terms of those same properties for the initial data. Let us first introduce some notation.
For a solution c = (c j ) to (1.1), denote by P := {j ∈ N | c j (0) > 0} the set of integers (finite or infinite) describing the positive components of the initial condition c j (0) , and let gcd(P ) be the greatest common divisor of the elements of P . Define J (t) := {j ∈ N | c j (t) > 0}, the set of indices for which the component of the solution is positive at the instant t. Naturally, P = J (0). Now we have the following result:
Proposition 7.2. Assume uniqueness of solution to initial value problems for (1.1) holds. Let #P > 1. Then,
Proof. We first remark that, by uniqueness of solution and the form of the system (1.1), if, for any j, one has c j (s) = 0 for all s in a nondegenerate interval [τ, t] , then c j is identically zero for all times. In order to prove the proposition it is convenient to write system (1.1) in a different form, similar to what was done for the Smoluchowski's coagulation equation in [4] . Define
Observe that all these functions are nonnegative, for nonnegative solutions and for all t (and furthermore E j (t) 1). Using them, write (1.1) aṡ c j = R j − c j ϕ j and apply the variation of constants formula to get, for all t τ 0,
Equation (7.1) allows the following conclusions to be immediately drawn:
for all t > τ, and in particular J (t) ⊇ P, for all t > 0. (ii): due to the definition of R j (·), if ℓ 2 > ℓ 1 are two numbers in J (τ ), then ℓ 2 − ℓ 1 ∈ J (t), for all t > τ. (iii): by (i) and (ii) one concludes that, if p 1 , . . . , p n ∈ J (τ ), (assuming, without loss of generality, that p i < p j for i < j), then, for all integers m i ∈ Z, we have m 1 p 1 + . . . + m n p n ∈ J (t), for t > τ , provided the integers m i are such that 1 m 1 p 1 + . . . + m n p n p n . Suppose that 1 < #P < ∞. Let us write P = {p 1 , . . . , p n }. By Bézout's lemma in elementary number theory [12, Chapter 1] we conclude that if gcd(P ) = m then the smallest positive value of m 1 p 1 + . . . + m n p n is m and all other larger values are multiples of m. Hence, this result, (iii), and Proposition 7.1 imply that J (t) ⊇ mN ∩ [1, sup P ], for all t > 0, when the initial data is finitely supported. It is clear that, if m = 1, then equality holds and the proof is complete for finitely supported initial data.
In order to complete the proof we now need to prove that, when m > 1, we also have
We first note that gcd(P ) = m ⇒ P ⊆ mN ∩ [1, sup P ]. This is obvious since the assumption implies that every element of P is a multiple of m (hence an element of mN) and, naturally, it is not bigger than the supremum of P .
Let us now prove the result. Note that it suffices to prove that, for any q ∈ N,
, j ∈ N, be defined by d j = 0 if j > sup P, and, for j sup P, let d j be given by the solution of the ordinary differential equation
where p := sup P , with initial condition
Let j ∈ mN ∩ [1, sup P ]. We know that j ∈ P and therefore d j (0) = c j (0) = 0. Thus, by the differential equation, d j (t) = 0, for all t 0. On the other hand, if j ∈ mN∩[1, sup P ] it is not possible that both k and j + k belong to mN∩[1, sup P ], for every k. Thus, we conclude that
Moreover, since d j = 0 for all t, we also have
and hence d is also solution of the system.
with initial condition d j (0) = c j (0). Therefore, by uniqueness, c = d and we conclude that q ∈ mN ∩ [1, sup P ] ⇒ c q (t) = d q (t) = 0, ∀t 0.
Suppose now that #P = ∞. Let gcd(P ) = m. By [5, Proposition 5] there exists a finite subset P n ⊂ P, with #P n > 1, such that gcd(P n ) = m. Apply now the above argument to P n instead of P . This concludes the proof.
The previous proof does not hold if #P = 1. In that case, a peculiar behaviour occurs, not exhibited either by the usual Smoluchowski's equations, or by the fragmentation equations. Proposition 7.3. Assume uniqueness of solutions to initial value problems for (1.1) holds. If a solution to (1.1) starts monodisperse, it stays monodisperse for all later times, or, in the notation used above,
Proof. Let c j (0) = λδ j,p , λ > 0, for some positive integer p. Then, c(0) ∈ X p and, by Proposition 7.1, c(t) ∈ X p , for all t 0. Therefore c j (t) = 0 for all j p + 1 and, for j = 1, . . . , p, c j (t) is given by the p-dimensional system considered above. Now let c j (t) = α(t)δ j,p . Obviously we have, for all j = 1, . . . , p,
Thus, c(·) will be a solution of (1.1) with initial condition λδ j,p if and only if α(·)
Hence, solving this initial value problem and substituting back into the expression for c(·) we obtain the following solution of (1.1)
By uniqueness, it is the only solution satisfying the initial condition c j (0) = λδ j,p , which proves the result.
On the long-time behaviour of solutions
In this section we start the investigation of the long-time behaviour of solutions. Having present the physical process under consideration (see scheme in Fig. 1) , it is natural to expect that, under rather mild conditions, all solutions will converge pointwise to zero as t → ∞. For solutions in X 1 this can be phrased by saying that solutions converge to zero in the weak- * sense [2, page 672] .
The result is given in the following proposition, the proof of which is rather easy and follows the same ideas used to prove the same result in the fragmentation equation [3, Theorem 4 .1], which we reproduce here for the sake of completeness of presentation.
Kjk, and let c be a solution of (1.1) with initial condition c(t 0 ) = c 0 ∈ X + 1 , defined on [t 0 , ∞). Assume that a j,j > 0, for all j. Then, for all j ∈ N it holds that c j (t) → 0 as t → ∞.
Proof. Let t > τ, and consider the moments' equation (4.5) with g j ≡ 1, Now consider the case m = 1 and t = τ +1. Applying limits τ → ∞ to the moments' equation, we have
Suppose there exists an integer p ∈ N such that c *
and this contradiction proves that c * p = 0, for all values of p.
On the scaling behaviour of solutions
In this section we begin the study of the scaling behaviour of the solutions of (1.1) in the particular case when a j,k = 1, for j, k ∈ N, in which case the system turns into
This study is strongly motivated by similar studies on the scaling behaviour of coagulation-fragmentation equations and other related equations [10] . Most of the results in those works are consequences of the application of tools based on the Laplace transform. Here we have an entirely new situation since the production term (the first one on the r.h.s. of (9.1)) is not of convolution type and hence Laplace transform methods are not useful.
In the first place, we can draw consequences from the differential version of (4.11) and (4.12) about the typical time scales for the cluster eating equation. Some of these conclusions were already formally obtained in [11] and here we reproduce part of their arguments. In that work the authors were led to interesting novel features about the evolution of the numbers of clusters of odd and even sizes, which have no parallel in the usual Smoluchowski's coagulation-fragmentation equation. These were already pointed out in Section 7. Let us define, for t ≥ 0, ν(t) := . Equation (9.3) reflects the fact that the number of even size clusters does not affect the evolution of the number of odd size clusters. This is intuitively clear since the only interaction that changes the net amount of odd sized clusters is the reaction between two odd size clusters, which produces an even size one. Solving (9.3) we get ν odd (t) = ν odd (0) 1 + ν odd (0)t , for t 0 .
On the other hand, (9.2) implies that
and hence ν(0) 1 + ν(0)t ν(t) ν(0)
These results give us a typical time scale of t −1 which was already seen in the monodisperse solutions in section 7. From the above computations, We now turn our attention to the study of self-similar solutions. We call a solution c(·) self-similar if there are functions ζ, η, φ such that, (9.4) c j (t) = 1 ζ(t) φ j η(t) , for j ∈ N, t 0 .
We first remark that by virtue of the results obtained in Section 7 with respect to the monodisperse solutions (which are a trivial case of self-similar solutions), no universal behaviour is to be expected with respect to all the nonnegative solutions of (9.1). In other words, for j and t large, the solutions will not have an unique asymptotic self-similar behaviour independently of their initial conditions. In order to find self-similar solutions we adopt an ansatz suggested in [8] in a related situation: find differentiable functions A and α such that there is a solution in the form c j (t) = A(t)α(t) j .
By plugging this into (9.1) we obtaiṅ
This clearly implies that α is a constant in [0, 1), while A must satisfẏ
By integrating this ODE with initial condition c j (0) = A 0 α j , for j ∈ N, with A 0 > 0, α ∈ [0, 1), we obtain the solution (9. Therefore, we can consider (9.5) as a family of self-similar solutions, whose scaling behaviour depends only upon the rate α of exponential decreasing of the initial condition. For each α ∈ [0, 1) there is one such solution with number of cluster density ν(t) behaving like in (9.7). At present the answers to the following questions about the asymptotic behaviour of the solutions of the cluster eating equation (9.1) are still unknown:
(1) Besides (9.5) are there other strictly positive self-similar solutions? (2) Are there other solutions behaving asymptotically like the solutions (9.5) in the sense that they satisfy (9.6)? (3) If the question above has positive answer and if we know that the total number of clusters has the behaviour (9.7) for a known α, can we guarantee that the solution itself behaves like (9.6) or are there other types of asymptotic behaviour? We hope to return to these questions, as well as to a further exploration of the RBK system in the near future.
