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Abstract
The key equations of BiCGStab are summarised to show its connections with Padé and vector-Padé approximation. These
considerations lead naturally to stabilised vector-Padé approximation of a vector-valued function (VPAStab), and an algorithm for
the acceleration of convergence of a linearly generated sequence of vectors. A generalisation of this algorithm for the acceleration
of convergence of a nonlinearly generated system is proposed here, and comparative numerical results are given.
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1. Introduction
A popular method for the solution of large, sparse linear systems isVan derVorst’s BiCGStab [28,29], the stabilised
biconjugate gradient method. In order to justify the results and explain the links between the topics of this paper, we
begin with the relevant facts about BiCGStab and the scalar-product class of methods of vector-Padé approximation.
The ﬁrst principal aim of this paper is to introduce, in context, stabilised vector-Padé approximation as a new method
for approximation of a vector-valued function f() in a suitable neighbourhood of = 1. The other principal aim is to
introduce a new algorithm (closely related to BiCGStab and VPAStab) for the solution of a mildly nonlinear system of
equations.
There are many methods for the solution of general, large sparse systems of linear equations, especially GMRes
[24,23] which has several adaptations for nonlinear systems, see e.g., [5,21,8,18,19]. BiCGStab is a fast iterativemethod
for linear systems having well-known modiﬁcations that give it good reliability. This paper includes a new algorithm
that largely retains the advantages of BiCGStab for the case of mildly nonlinear systems, such as often arise at each
time-step in the numerical solution of time-dependent PDEs.
In Section 2, the principal equations of BiCG [20,7] and BiCGStab [28,29] are summarised to facilitate comparisons
with vector-Padé approximation. A connection between BiCG and Padé approximation was ﬁrst pointed out by Gragg
[11], and there are links with the topological -algorithm [2].
In Section 3, the methods of vector-valued Padé approximation (in the scalar product class) are described in terms of
the construction of a sequence of vector-valued rational fractions whose MacLaurin series agree, as far as possible, with
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those of a given vector of functions. The rational fractions constituting each vector-valued Padé approximant (VPA)
are required to have a common denominator polynomial and therefore common poles [1,31].
In Section 4, VPAStab, standing for stabilised vector-Padé approximation, is introduced as an algorithm that is
intended to combine the advantages of BiCGStab with the methods of vector-Padé approximation for the acceleration
of convergence of a sequence of vectors [14]. It is then extended, in a natural way, to the approximation of a vector-
valued function f() deﬁned by a MacLaurin series whose coefﬁcients are generated by a linear one-point iteration
formula.
In Section 5, it is pointed out that there is a natural extension of the previous formalism to the case of acceleration of
convergence of a sequence generated by a one-point iteration formula, and an example is given to show in detail how
the method is applied to the solution of a nonlinear PDE.
In Section 6, the performance of the method is explicitly compared with that of the restricted minimal residuals
(RMR) method, and implicitly with other standard methods [8], on two nonlinear benchmark PDEs.
To make the main themes as clear as possible, exceptional cases are mostly ignored. For examples, exact degree
degeneracy and null pivots cause algorithms in the classes considered here to fail [17,13]. There are methods that
circumvent these difﬁculties in practice. The most important extension for reliability is a look-ahead adaptation to
cross small blocks of degenerate or nearly degenerate approximants, as is done with BiCGStab, BiCGStab() etc.,
[3,15,25–27] and reviewed in [6,17,29]. These modiﬁcations are also very important because unsymmetric matrices
can have complex eigenvalues. Zhang’s approach [32,22] to stabilisation is useful in this case, and also in the context
of Section 4 [12].
2. Aspects of BiCG and BiCGStab
BiCGStab is an iterative method [28,29,6] for the solution of a large system of linear equations conventionally
expressed as
Ax = b, (2.1)
with x,b ∈ Rd and A ∈ Rd×d is nonsingular but not necessarily symmetric. The generalisation of BiCGStab to
complex-valued systems is straightforward [17]. During each iteration of BiCGStab, an estimate xi of the solution x is
made and also of its residual
ri := b − Axi , i = 0, 1, 2, . . . . (2.2)
BiCGStab is an instance of a Lanczos-type product (or hybrid BiCG) method in which each residual is expressed as
ri = Qi(A)Pi(A)r0 = Ui(A)r0 ∈K2i+1(A, r0) (2.3)
indicating that ri lies in the Krylov subspace of dimension 2i+1 germinated by r0 and generated byA. Here, we follow
the notation ofVan derVorst [28] as closely as possible.Pi(A) is a Lanczos polynomial andQi(A) is called a stabilising
polynomial; both are of degree i precisely, consequently, deg{Ui(A)}=2i. The estimates xi =x0 +A−1(I −Ui(A))r0,
and xi − x0 ∈K2i (A,b). For simplicity, we now assume that x0 = 0 and so r0 = b; this situation can be achieved by
making the indicated afﬁne transformation on the xi [18]. The Lanczos polynomial is chosen so that the orthogonality
property
rBiCGi := Pi(A)b ⊥Ki−1(AT,w) (2.4)
holds. Here, w ∈ Rd is a more or less arbitrary vector that germinates the shadow space, and w = b is a popular
choice. Ultimately, when i = d + 1, rBiCGi is orthogonal to the whole space, and so, in principle, it must vanish. In
practice, however, it is found that ‖rBiCGi ‖ mostly decreases as i increases, but often erratically. The superscript on
rBiCGi indicates that it is the residual calculated by the BiCG algorithm; it is not calculated by BiCGStab.
The factor Qi(A) in (2.3) is deﬁned in factored form by
Qi(A) = (I − 1A)(I − 2A) . . . (I − iA), (2.5)
with i ∈ R. At stage i of the iteration, i is chosen to minimise ‖ri‖2. This minimisation is remarkably effective at
both smoothing the convergence of ‖ri‖ compared to that of ‖rBiCGi ‖ and at reducing its size.
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To formulate BiCGStab, we need the recursions for Pi(A) and Qi(A). The latter is easy in this formulation, because
Qi(A) = (I − iA)Qi−1(A), i = 1, 2, 3, . . . , (2.6)
with Q0(A) := I . The recursions for the Lanczos polynomials are [20]
Pi(A) = Pi−1(A) − ˜iAT i−1(A), (2.7)
Ti(A) = Pi(A) + ˜i+1Ti−1(A). (2.8)
The BiCG residuals and direction vectors are connected with the Lanczos polynomials by
rBiCGi = Pi(A)b, pBiCGi+1 = Ti(A)b. (2.9)
They are principally speciﬁed by the orthogonality requirements:
rBiCGi ⊥Ki−1(AT,w), pBiCGi+1 ⊥Ki−1(AT, ATw). (2.10)
They are normalised with Pi(0) = I to satisfy (2.7) etc., and T˙i = P˙i to satisfy (2.8), indicating equality of the leading
coefﬁcients.
To implement BiCG, the recursions (2.7), (2.8) lead to
rBiCGi = rBiCGi−1 − ˜iApBiCGi , (2.11)
pBiCGi = rBiCGi−1 + ˜ipBiCGi−1 . (2.12)
Similar recursions for rˆBiCGi and pˆ
BiCG
i in the shadow space must also be implemented. The coefﬁcients ˜i , ˜i are
determined by
rBiCGi ⊥ rˆBiCGi−1 , pBiCGi ⊥ ATpˆBiCGi−1
and then the full orthogonality properties (2.10) are found to hold. These results are evident from the determinantal
formulas [4]
Pi(A) = (−1)
i
H
(1)
i
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
wTb wTAb . . . wTAib
wTAb wTA2b . . . wTAi+1b
...
...
...
...
wTAi−1b wTAib . . . wTA2i−1b
1 A . . . Ai
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, i = 1, 2, . . . , (2.13)
Ti(A) = H
(0)
i
H
(1)2
i
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
wTAb wTA2b . . . wTAi+1b
wTA2b wTA3b . . . wTAi+2b
...
...
...
...
wTAib wTAi+1b . . . wTA2ib
1 A . . . Ai
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, i = 1, 2, . . . , (2.14)
where the Hankel determinants are deﬁned [2] by
H
(j)
i :=
∣∣∣∣∣∣∣∣∣∣∣
wTAjb wTAj+1b . . . wTAi+j−1b
wTAj+1b wTAj+2b . . . wTAi+jb
...
...
...
...
wTAi+j−1b wTAi+jb . . . wTA2i+j−2b
∣∣∣∣∣∣∣∣∣∣∣
, i = 1, 2, . . . ; j = 0, 1.
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Returning to BiCGStab, we have noted that the polynomials Pi(A), Qi(A), which are used to deﬁne ri in (2.3),
satisfy the recursion relations (2.7), (2.6). The residuals actually constructed recursively by BiCGStab are these ri , as
well as the direction vectors
pi+1 := Qi(A)Ti(A)b
and p0 := 0. From the recursions (2.6)–(2.8), we ﬁnd that
ri = (I − iA)[ri−1 − ˜iApi], (2.15)
pi+1 = ri + ˜i+1(I − iA)pi . (2.16)
Values of ˜i , ˜i are required to implement these recursions. First, deﬁne
i := wTQi(A)Pi(A)b, i = 0, 1, 2, . . . ,
vi := Api = AQi−1(A)Ti−1(A)b, i = 1, 2, 3, . . . .
To determine ˜i , we begin with wTQi−1(A)Pi(A)b = 0, and derive
˜i = i−1(wTAvi )−1, i = 1, 2, 3, . . . . (2.17)
To determine ˜i , we begin with wTQi−1(A)AT i(A)b = 0 and then derive
˜i+1 = −˜ii (ii−1)−1, i = 1, 2, 3, . . . . (2.18)
We take ˜1 = 0 for convenience and then p1 = r0. The value of i is chosen to minimise the residuals stage by stage;
it is given by
i := argmin

‖(I − A)(ri−1 − ˜ivi )‖2. (2.19)
The iterative phase of BiCGStab is based on (2.15), (2.16) and it can be implemented with the values of ˜i , ˜i+1 and
i as given above, but we refer to [28,29,6] for full details of its initialisation and its computational equations.
3. Vector-valued Padé approximation
The scalar-product method and the method of generalised inverses are the two principal methods (or classes of
methods) for Padé approximation of a vector-valued function [1,31]. Here, we exclusively use the scalar-product class.
We consider the acceleration of convergence of a given sequence
S := (s0, s1, s2, . . . : si ∈ Rd), (3.1)
and the case in whichS is generated by the one-point iteration formula
si+1 = S(si ), i = 0, 1, 2, . . . (3.2)
is a focal point of this paper. We will seek estimates of a ﬁxed-point s of (3.2), such that
s = S(s). (3.3)
If the sequenceS converges to a limit s, then s would satisfy (3.3).
TheRichardson iteration of a systemof linear equations provides a helpful introduction to vector-Padé approximation.
Example 1. The linear system (2.1) is assumed to be a preconditioned linear system. Slightly more precisely, let
G := I − A (3.4)
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and then we require that ‖G‖2 is not large compared to 1. Then (2.1) can be re-expressed as
x = b + Gx (3.5)
and the sequenceS is generated by the iteration
si+1 = b + Gsi , i = 0, 1, 2, . . . . (3.6)
If ‖G‖< 1, si → x. More generally, we expect to have to accelerate convergence of the sequenceS to obtain useful
estimates xi of the solution x.
The connection with Padé approximation is made by introducing a parameter  into (3.5) by
f() := b + Gf() = (I − G)−1b. (3.7)
Because G ∈ Rd×d , it follows from application of Cramer’s rule to (I − G)−1 that each component of f() is a
rational function of type [d − 1/d]. Its denominator polynomial, which is common to all components of f(), is the
determinant |I − G|. We see that f() is componentwise meromorphic in  and therefore s = f(1) provided f(1) is
ﬁnite. To obtain estimates of s, we will form a staircase sequence of vector-Padé approximants for f() and evaluate
them at = 1.
Starting from the given sequenceS, we deﬁne c0 := s0 and
ci := si − si−1, i = 1, 2, 3, . . . . (3.8)
For the case of the linear systems of Example 1, we recall [9] that the ci are actually residuals, because
ci = b − Asi−1, i = 1, 2, 3, . . . (3.9)
=Gic0, i = 0, 1, 2, . . . . (3.10)
Returning to the general case (3.5) and using (3.8), we can formally deﬁne
f() :=
∞∑
j=0
cj
j (3.11)
as the vector-valued power series associated withS. If this series converges for ||1, s = f(1).
A VPA is a rational function of the form
v[N/M]() := p[N/M]()/q[L/M](). (3.12)
Its type is [N/M] indicating that
deg{q[L/M]()} = M , (3.13)
deg{p[N/M]()} = N , (3.14)
where N = L + M.
To match the given series (3.11), a more or less arbitrary vector w ∈ Rd is chosen, as in (2.4), and we deﬁne
() :=
∞∑
i=0
i
i := wTf(). (3.15)
For the particular case of the linear systems of Example 1,
i = wTci = wTGic0. (3.16)
In general, theVPA (3.12) is deﬁned (up to normalisation) by choosing q[L/M]() to be the denominator polynomial
of the Padé approximant of type [L/M] for (). The numerator polynomial is
p[N/M]() := [f()q[L/M]()]N0 , (3.17)
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where [g()]N0 generically denotes the MacLaurin section
∑N
i=0 gi
i of g(), and v[N/M]() has been deﬁned by (3.12).
Provided q[L/M](0) = 0, it follows from (3.17) that
v[N/M]() = f() + O(N+1). (3.18)
With applications in mind, we consider the following staircase sequence of scalar-Padé approximants for (),
R := (r(i)() = p(i)()/q(i)())i=1,2,3,... (3.19)
and focus on the recursions for the denominator polynomials required for the vector-Padé approximants in (3.12).
Initially, q(1)() = 1, p(1)() = 0, and artiﬁcially we can set q(0)() = 1, p(0)() = 0. Thus, the sequence R is the
staircase sequence of Padé approximants r(i)() of types [k − 1/k] or [k/k] for i = 1, 2, 3, . . . with k := [i/2] (here,
meaning the integer part). The Padé polynomials satisfy the standard accuracy through order properties
q(i)()() − p(i)() = e˜ii + O(i+1). (3.20)
These equations only determine q(i)(), p(i)() and the value of e˜i up to an overall constant of normalisation. With the
determinantal normalisation [1], the denominator polynomial of type [k − 1/k] is
q[k−1/k]() =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
0 1 . . . k
1 2 . . . k+1
...
...
...
...
k−1 k . . . 2k−1
k k−1 . . . 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, k = 1, 2, . . . .
For the linear systems of Example 1, we use (3.16) to get
q[k−1/k]() =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
wTb wTGb . . . wTGkb
wTGb wTG2b . . . wTGk+1b
...
...
...
...
wTGk−1b wTGkb . . . wTG2k−1b
k k−1 . . . 1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, k = 1, 2, . . . . (3.21)
After standard row and column operations on (2.13), [11,12], we ﬁnd that a Lanczos residual polynomial is essentially
a reversed Padé denominator polynomial:
Pk(1 − ) ∝ kq[k−1/k](−1) ∝ kq(2k)(−1). (3.22)
An equivalent property for q(2k+1)() and the direction polynomial (2.14) does not hold, but see [16] for the alternative
perspective.
For acceleration of convergence, it is convenient to use the normalisation
q(i)(1) = 1, i = 1, 2, 3, . . . (3.23)
and then the -type ( ∗ ∗∗ ) and -type (
∗
∗ ∗ ) Frobenius identities [1] take the forms
q(2k)() = (1 + k)q(2k−1)() − kq(2k−2)(), (3.24)
p(2k)() = (1 + k)p(2k−1)() − kp(2k−2)(), (3.25)
q(2k+1)() = (1 + k)q(2k)() − kq(2k−1)(), (3.26)
p(2k+1)() = (1 + k)p(2k)() − kp(2k−1)(). (3.27)
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By substitution of (3.24)–(3.27) in (3.20), we ﬁnd that k , k are determined by
(1 + k)e˜2k−1 = ke˜2k−2, (3.28)
(1 + k)e˜2k = ke˜2k−1. (3.29)
For the linear systems of Example 1, it turns out that the values of e˜i are readily available from the computed residuals,
and so (3.24)–(3.29) determine the formulas for the scalar-Padé approximants required to form the VPAs, as is
shown next.
According to (3.17) and (3.18), the ith VPA is
v(i)() = [f()q(i)()]i−10 /q(i)().
Let q(i)j denote the coefﬁcient of 
j in q(i)(). Then
v(i)() =
⎡
⎣f() k∑
j=0
q
(i)
j 
j
⎤
⎦
i−1
0
/
q(i)() =
k∑
j=0
[f()]i−j−10 q(i)j j /q(i)(),
and hence its values at = 1 are
v(i)(1) =
k∑
j=0
si−j−1q(i)j . (3.30)
This is a useful formula for the estimates of s associated with the staircase sequence of VPAs considered above.
There is freedom to deﬁne the scalar-product VPAs in many different ways (the speciﬁcation of (3.12)–(3.17) is but
one of many [1,31]) and the following class [14] is useful. We use
Q(i)() := q(i)()tk() (3.31)
as the ith denominator polynomial instead of q(i)() alone and the polynomial
tk() =
k∑
j=0
t
(k)
j 
j
, (3.32)
where k = [i/2], will be chosen to suit a given application. The VPAs associated with (3.31) are
V(i)() := [f()Q
(i)()]i−10
Q(i)()
, i = 1, 2, 3, . . . . (3.33)
Inmost directions the projections ofV(i)() are different from those of v(i)(), but they are the same in thew-direction.
Theorem 1 (A projection theorem). Provided Q(i)(0) = 0,
wTV(i)() = wTv(i)(), i = 1, 2, 3, . . . .
Proof. Using (3.33), (3.31) and then (3.20), we have
wTV(i)() = [()Q(i)()]i−10 /Q(i)()
=
k∑
j=0
[()q(i)()]i−j−10 t (k)j j /Q(i)()
= p(i)()/q(i)() = wTv(i)(). 
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Provided Q(i)(0) = 0, the vector of rationals V(i)() deﬁned by (3.33) is justiﬁably called a VPA because
V(i)() = f() + O(i ),
analogously to (3.18). Next, we will see how these concepts are developed for the solution of linear systems.
4. Stabilised VPA for linear systems
To introduce stabilised vector-valued Padé approximation, we use the formulation of Example 1. In fact, the analysis
of this section applies to approximation of a vector-valued power series f() generated by (3.10) and (3.11) with almost
any uniformly bounded linear operator G. The key is the use of the stabilised denominator polynomial
2k∑
j=0
Q
(i)
j 
j := Q(i)() = q(i)()tk() (4.1)
introduced in (3.31), but here the tk() are stabilising factors that minimise the norms of the residuals stage by stage.
These factors are taken to be
tk() =
k∏
i=1
((1 − 	i ) + 	i ), (4.2)
tomaintain the normalisationQ(i)(1)=q(i)(1)=tk(1)=1.VPAStab is amethod designed to combine the computational
effectiveness of BiCGStab with the principle of approximating a particular vector-valued function f() near  = 1.
When applied to linear systems, some of the results (e.g., the values of x(2k) below) ofVPAStab are identical to those of
BiCGStab [12]. In fact, it can be shown that (2.5) and (4.2) are connected by Qk(A)=
k(G), where 
k() := ktk(−1)
and 	i = 1 − i , by using the methods of [12].
Following (3.33), we deﬁne the estimates of the solution x of the system (2.1) by x(i) := V(i)(1). Using the method
of proof of the result (3.30), we deduce that
x(i) =
2k∑
j=0
si−j−1Q(i)j , i = 0, 1, 2, . . . , (4.3)
with s−1 := 0, Q(0)() := 1. This formula (4.3) expresses the x(i) as a linear combination of the basic estimates of the
solution, analogously to (3.30). Because G is linear, the residual of x(i) follows from (3.9) and (4.3) as
r(i) =
2k∑
j=0
ci−jQ(i)j , i = 0, 1, 2, . . . . (4.4)
To obtain recursions for x(i), r(i), we note that (4.2) leads to the recursion
tk() = (1 − 	k + 	k)tk−1(), k = 1, 2, 3, . . . , (4.5)
initialised with t0() := 1. By using the recursions (3.24)–(3.27) and (4.5) in (4.3) and (4.4), we derive [12]
r(2k) = (1 − 	k)G[(1 + k)r(2k−1) − kr(2k−2)] + 	k[(1 + k)r(2k−1) − kr(2k−2)], (4.6)
x(2k) = (1 + k)x(2k−1) − kx(2k−2) + (1 − 	k)[(1 + k)r(2k−1) − kr(2k−2)], (4.7)
r(2k+1) = G[(1 + k)r(2k) − k(1 − 	k)r(2k−1)] − k	kr(2k−1), (4.8)
x(2k+1) = (1 + k)x(2k) − kx(2k−1) + (1 + k)r(2k) − k(1 − 	k)r(2k−1). (4.9)
These equations for the residuals and the estimates of x can be implemented subject to speciﬁcation of the parameters
k , k and 	k . To this end, we use the deﬁnition
ei := wTr(i), i = 0, 1, 2, . . . , (4.10)
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partly because these values are readily computable. It follows from (3.16) and (4.4) that
ei =
2k∑
j=0
i−jQ
(i)
j = [()Q(i)()]i .
The notation [g()]i has been used to denote generically the coefﬁcient of i in the MacLaurin expansion of g().
Incidentally, it follows from (4.10), (4.4) that the leading error coefﬁcients in (3.20) and (4.10) are connected by
ei =
2k∑
j=0
[()q(i)()]i−j t (k)j = e˜i t (k)0 = e˜i tk(0).
Then, to obtain the computational formula for k , accuracy up to order i = 2k implies that
[tk−1()()q(i)()]i−1 =
k−1∑
j=0
t
(k−1)
j [()q(i)()]i−j−1 = 0 (4.11)
and from this equation we derive [14]
k = e2k−1(e2k−2 − e2k−1)−1, k = 1, 2, 3, . . . . (4.12)
Analogously to (4.11), we use [tk−1()()q(2k+1)()]2k = 0 and (4.5) to derive
k = e2k(e2k−1(1 − 	k) − e2k)−1, k = 1, 2, 3, . . . . (4.13)
The value of 	k is chosen to minimise ‖r(2k)‖ stage by stage. We express (4.6) as r(2k) = vk(1 − 	k) + uk	k , where
uk := r(2k−1)(1 + k) − r(2k−2)k, vk := Guk. Then ‖r(2k)‖ is minimal when
	k = vTk (vk − uk)‖vk − uk‖−12 . (4.14)
To initialise the code, w ∈ Rd must be chosen, and then e.g., with r(0) = b, e0 = wTr(0), x(0) = 0, r(1) = Gb,
e1 = wTr(1), x(1) = b.
With this initialisation, concise ordered code [14] for the acceleration of convergence of a linearly generated vector
sequenceS, and in particular as a solver of the linear system (3.5), is:
for k = 1, 2, 3, . . . , compute
k using (4.12),
	k by using (4.14) to minimise ‖r(2k)‖,
r(2k), x(2k) using (4.6), (4.7),
e2k, k using (4.10), (4.13),
r(2k+1), x(2k+1) using (4.8), (4.9),
e2k+1 using (4.10),
and terminate with x = x(N) whenever r(N) ≈ 0.
The corresponding VPAs are deﬁned by (3.31) and (3.33):
V(i)() = P
(i)()
Q(i)()
, i = 1, 2, 3, . . . , with P(i)() := [f()Q(i)()]i−10 . (4.15)
The recursions for Q(i)() are inferred from (3.31), (3.24), (3.26) and (4.5). From these equations and (4.15) we
deduce that
P(2k)() = (1 − 	k + 	k)((1 + k)P(2k−1)() − kP(2k−2)())
+ (1 − 	k)2k−1((1 + k)r(2k−1) − kr(2k−2)), (4.16)
P(2k+1)() = (1 + k)P(2k)() − k(1 − 	k + 	k)P(2k−1)()
+ 2k((1 + k)r(2k) − k(1 − 	k)r(2k−1)). (4.17)
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These recursions can be initialised by P(1)()= c0, Q(1)()= 1, t0()= 1 and artiﬁcially by P(0)()= 0, Q(0)()= 1.
With this initialisation, concise ordered code (VPAStab) for construction of the VPAs is given by:
for k = 1, 2, 3, . . . , compute
k using (4.12), q(2k) using (3.24),
	k by using (4.14) to minimise ‖r(2k)‖, and tk() from (4.5)
P(2k)(), Q(2k)() and r(2k) using (4.16), (3.31) and (4.6),
e2k, k using (4.10), (4.13),
P(2k+1)(), Q(2k+1)() and r(2k+1) using (4.17), (3.31) and (4.8),
e2k+1 using (4.10),
and terminate with V(N)() = P(N)()/Q(N)() whenever r(N) ≈ 0.
The purpose of stabilisation is to reduce the norm of the residuals which correspond to the leading error term of
V(i)() at = 1. The algorithm above is designed to construct VPAs that are accurate in a neighbourhood of = 1.
5. Adaptation of VPAStab to mildly nonlinear systems
The methods of vector-valued Padé approximation described in Section 3 apply to any vector-valued function
determined by its MacLaurin expansion (3.11) and they have general applicability. In contrast, the formulations in
Sections 2 and 4 are designed for the solution of linear systems.
The approach [5,18] which seems to be the key to extensions to the general nonlinear case is based on a speciﬁcation
of a suitably chosen vector of residuals of the nonlinear system. Nonlinear equations are naturally expressed in the very
general form
F(x) = 0 where F : Rd → Rd , (5.1)
where F(z) represents the algebraic form of the left-hand side of some given equations (with argument z). The numerical
value of F(z) will be called the residual of the original system, or the primitive residual.
Starting from z(k), with k = 0 for the initial estimate of x, we (obviously) require the increment k that satisﬁes
F(z(k) + k) = 0. Using Taylor’s expansion, an estimate (k) of k is obtained from
F(z(k)) + F(z
(k))
z
(k) = 0 (5.2)
which is a linear system of equations for the ﬁrst-order correction to z(k). If the Jacobian JF := F(z(k))/z is
nonsingular, we obtain the Newton iteration
z(k+1) = z(k) + (k) = z(k) − J−1F F(z(k)), k = 0, 1, 2, . . . (5.3)
for the solution of (5.1). In fact, (5.3) is a one-point iteration formula, like (3.5), of the general form
z(k+1) = S(z(k)), (5.4)
where S is a successor functional having the particular form
S(z) = z − J−1F F(z). (5.5)
In cases of practical interest (see e.g., [18]), it is often the case that the Jacobian of the system is only available
approximately, and so we will replace (5.5) and (5.4) by
S(z) := z +F(z), (5.6)
z(k+1) = S(z(k)) = z(k) +F(z(k)), k = 0, 1, 2, . . . (5.7)
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and still subject to speciﬁcation of  ≈ −J−1F which will depend on the application. We note that this iteration may
diverge and in that case the solution of (5.1) would be a ﬁxed point of the iteration. We will develop methods for
accelerating the convergence of (5.7) which does not require explicit evaluation of the basic sequence {z(k)}. Instead, a
sequence {x(k)} of estimates of x will be formed principally using three-term inhomogeneous recursion relations and
an optimal successor functional. To assess the accuracy of a successor functional, we begin by deﬁning
R(z) := S(z) − z =F(z) (5.8)
and it is clear that R(z) is the primitive residual of z preconditioned by.We notice the important distinctions between
(5.8) and (5.1).
The recursions (4.7), (4.9) from the previous section were designed for acceleration of convergence of linear systems.
Their accompanying equations (4.6), (4.8) for the residuals do not hold in the nonlinear case. Instead, we use (5.8) to
deﬁne preconditioned residuals of the estimates x(i) by
r(i) := R(x(i)) =F(x(i)), i = 0, 1, 2, . . . (5.9)
and this equation replaces (4.4). In this way, we make a most natural generalisation to the nonlinear case by simply
adopting (4.7), (4.9) as deﬁnitions:
x(2k) := (1 + k)x(2k−1) − kx(2k−12) + (1 − 	k)[(1 + k)r(2k−1) − kr(2k−2)], (5.10)
x(2k+1) := (1 + k)x(2k) − kx(2k−1) + (1 + k)r(2k) − k(1 − 	k)r(2k−1). (5.11)
To initialise the recursions, the ﬁrst two elements are taken to be x(0) = z(0) and x(1) = z(1) = S(x(0)).
The coefﬁcients k , k are deﬁned by (4.12) and (4.13) using values of ei given by (4.10) and (5.9). The vector w
remains more or less arbitrary, and we take it to be w = r(0) for deﬁniteness.
The terms in the right-hand side of (5.10) can be grouped naturally with
x¯(2k) := (1 + k)x(2k−1) − kx(2k−2),
r¯(2k) := (1 + k)r(2k−1) − kr(2k−2).
Then, we could use (5.8) to evaluate
r(2k) = R(x¯(2k) + (1 − 	k)r¯(2k)) (5.12)
if 	k were known. We recall that Lanczos-type product methods for linear systems are ultimately exact, in principle,
whatever the parameters of the stabilising polynomial. It would seem, therefore, that a good estimate of 	k would sufﬁce
in practice. To ﬁnd 	k approximately, we estimate r(2k) using the Taylor expansion of the right-hand side of (5.12); the
assumption that the residual terms in (5.10) are smaller in norm than the estimates of x is made to justify truncation at
ﬁrst order. Thus
r(2k) ≈ R(x¯(2k)) + (1 − 	k)R(x¯
(2k))
z
r¯(2k). (5.13)
As in (2.19), the value of 	k is determined byminimising the right-hand side of (5.13) in norm.Thematrix JR(z)=R/z
is the Jacobian of the preconditioned residual, and it is the product JR(x¯(2k))r¯(2k) that is required in (5.13). An estimate
of it [18, Section 5.4.4] can be found by differencing the argument of the residual R(x¯(2k)), for example by
	k = argmin
	
∥∥∥∥∥R(x¯(2k)) + (1 − 	)R(x¯
(2k) + r¯(2k)) − R(x¯(2k))

∥∥∥∥∥
2
(5.14)
and so formation of the Jacobian may not be needed.
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The concise ordered code for NonLinIterSolve is:
Choose x(0),w ∈ Rd and the preconditioner  required in (5.8).
r(0) is deﬁned by (5.9).
x(1) := x(0) + r(0).
for k = 1, 2, 3, . . . , compute
k using (4.12),
	k by using the right-hand side of (5.13) or (5.14) to minimise ‖r(2k)‖,
x(2k), r(2k) using (5.10), (5.8),
e2k, k using (4.10), (4.13),
x(2k+1), r(2k+1) using (5.11), (5.8),
e2k+1 using (4.10),
and terminate with x = x(N) whenever r(N) ≈ 0.
A suitable choice of the preconditioning operator  ≈ −J−1F still has to be made for use in (5.8), and it can be
dynamically updated during iteration, if desired. When (5.14) was used, the value of 	k was found by varying r¯(2k)
at the 1% level; each iteration requires two calls directly to the preconditioned residual operator and two more to
estimate 	k , and so this algorithm is roughly half as fast as BiCGStab. Next, we give an example to illustrate the method
given above.
Example 2 (Numerical solution of the -2 equation). At each time step in modelling of the evolution of certain ﬁsh
populations [30], we used equations that can be reduced to the canonical form
−
2
x2
− 
2
y2
= (2 + 1), (5.15)
for =(x, y), and  is a parameter. For the sake of a name, this equation is called the -2 equation. We consider its
solution on the square  := [0, 1] × [0, 1] and subject to the boundary condition ()= 0, and then the equation has
precisely two distinct real solutions in 0<<C , [10], where C ≈ 9.19.
The -2 equation was solved numerically by discretisation on a uniform grid of N2 interior points {(xi, yj )}Ni,j=1,
leading to
−h−2(2i + 2j )zi,j = (z2i,j + 1), i, j = 1, 2, 3, . . . , N , (5.16)
where the grid spacing h = (N + 1)−1. These equations are compactly expressed as
Az = (z ◦ z + 1),
where zT := ((zi,j )Nj=1)Ni=1, z ◦ z denotes the Hadamard (elementwise) product and 1 := (1, 1, 1, . . . , 1)T.
The primitive system of residuals (5.1) is therefore taken to be
F(z) = (z ◦ z + 1) − Az. (5.17)
Its Jacobian, as used in (5.3), is
JF = 2 diag{z(k)} − A. (5.18)
It is computationally expensive to form J−1F at each stage k of the iteration. In this example, it was found that a
reasonably accurate incomplete LU decomposition of JF formed at the initial stage k = 0 sufﬁced as a preconditioner:
= [A − 2 diag{z(0)}]−1.
296 P.R. Graves-Morris / Journal of Computational and Applied Mathematics 201 (2007) 284–299
0
0.2
0.4
0.6
0.8
1
0
0.2
0.4
0.6
0.8
1
0
0.5
1
1.5
x, i
A numerical solution of the φ 2-equation
y, j
z i
,j
Fig. 1.
Table 1
Some results for the numerical solution of the -2 equation
 N FE zc
9 31 14 1.1627
9 61 14 1.1631
9 31 17 1.8074
9 61 17 1.8087
9.188 31 18 1.4289
9.188 61 17 1.4251
9.188 31 33 1.4692
9.188 61 29 1.4747
The iteration (5.7)–(5.11) is then implemented with
R(z(k)) := [(z(k) ◦ z(k) + 1) − Az(k)]. (5.19)
The solutions of (5.15) have the reﬂection symmetry (x, y) = (1 − x, y) = (x, 1 − y), and so the iteration is
initialised with the bi-parabolic form
z
(0)
i,j := xi(1 − xi)yj (1 − yj ), i, j = 1, 2, . . . , N , (5.20)
with  = 20 to get the smaller solution. The bigger one is obtained with the initialisation  = 40 and it is shown in
Fig. 1 for the case of = 9.188, N = 61.
Table 1 shows FE, the number of function evaluation calls to the residual (5.19), implemented with an exact LU
preconditioner, and the value zc of zi,j at the centre of the domain , for a few values of  and N, for the norm of the
residual to be reduced by the factor 10−6.
This example is given purely to illustrate an implementation of the method described in this section. The best method
of acceleration of a sequence of vectors is always the one best suited to the application.
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Table 2
Some numerical results for Burghers’ equation
Method NI MV FE
RMR B 236 4606 856
NLIS, unpreconditioned 90 0 540
NLIS, preconditioned 33 189 189
6. Comparisons with other methods
For linear systems, the performance of BiCGStab and VPAStab as described here are virtually identical for reasons
of commonality. Fokkema et al. [8] have shown that the methods of RMR are some of the most effective numerical
methods for the solution of nonlinear numerical systems. We quote results from Method B of RMR below, and refer to
[8] for comparisons with RMR A and several other well known and reputable methods for the numerical solution of
nonlinear systems.
Comparisons between different splitting methods, combined with NonLinIterSolve for extrapolation, for the solution
of some nonlinear PDEs for biological systems are to be found in [30].
Apart from the speciﬁcation of the preconditioner for the Jacobian JF and the choice of whether or not to form the
Jacobian JR for (5.13), the algorithm NonLinIterSolve (NLIS) requires few parameters. In the examples below, JR was
not formed, and (5.14) was used instead. It was very noticeable that the better the preconditioner for JF , the fewer the
number of iterations needed.
In the tables that follow, iteration was continued until the residuals were reduced in norm by a factor of 10−6. NI
denotes number of nonlinear iterations, as explained in [8] for RMRB, or to the number of calls toNonLinIterSolve.MV
denotes the number of matrix–vector multiplications, either by a Jacobian or a preconditioner (an LU solve counting
once). FE denotes the number of function evaluations (calls), and this seems to be the least ambiguous (albeit partial)
measure for performance.
Burghers’ equation, 1D:
u
t
+ sin(2u)u
x
= 
2u
x2
(6.1)
is a nonlinear equation for a displacement u = u(x, t). We will consider the numerical solution of (6.1) with = 0.01,
with the initial conditions
u(x, 0) = (1 − 2x) on 0x1. (6.2)
The other boundary conditions used are u(0, t) = , u(1, t) = −. The approach of [8] is followed closely to allow
comparisons of performance to be made. Eq. (6.1) is discretised on an interior uniform grid {xi}64i=1 in (0, 1) yielding
64 coupled nonlinear equations for the elements of the displacement vector
zn+1 := (z(n+1)i :≈ u(xi, tn+1), i = 1, 2, . . . , 64).
These are to be solved by time-stepping with t = 0.01 at each of 30 time-lines.
The initial displacements z(n)i and velocities z˙
(n)
i required at each time-step are taken from the ﬁnal results of the
previous timeline,with z0 and z˙0 determined by (6.2) and then (6.1).The velocities z˙(n+1)i :≈ u˙(xi, tn+1)were calculated
[8] from
2
3 z˙n+1 + 13 z˙n =
zn+1 − zn
t
.
The residuals of discretised form of (6.1) are written as F(z) as in (5.1).
The iteration (5.10)–(5.14) is the innermost iteration repeated at each time-step. Some representative statistics for the
work involved in estimating u(x, 0.3) are shown in Table 2; graphs of the solution appear in [8]. To test the effectiveness
of the nonlinear solvers, the residuals were not preconditioned in [8], and so NonLinIterSolve was ﬁrst run in the same
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Table 3
Some numerical results for the Bratu equation
Method N  NI MV FE zc
RMR B 30 0 6 134 12 –
NLIS 31 20 3 17 17 1.3291
NLIS 31 0 4 21 21 1.4548
NLIS 61 0 4 21 21 1.4603
way. In applications, preconditioning would normally be used. In this case, the Jacobian is tridiagonal, and so the results
based on its LU-decomposition for preconditioning the residual at each time-step are also given in the table.
The Bratu equation, 2D:
−
2
x2
− 
2
y2
= e (6.3)
is a nonlinear equation for=(x, y).Wewill consider the numerical solution of (6.3) on the square := [0, 1]×[0, 1]
and subject to the boundary condition () = 0. Like the -2 equation, this equation has precisely two distinct real
solutions for 0<<B , [10], where B ≈ 6.808.
The equation is solved numerically by discretisation on a uniform N × N interior grid analogously to (5.16). The
primitive residual is
F(z) =  exp(z) − Az (6.4)
and its Jacobian, as used in (5.3), is
JF =  diag{exp(z(k))} − A. (6.5)
The solutions of (6.3) have the same symmetry as those of the -2 equation, they have a maximum at the centre of
, with numerical value zc, and so the form (5.20) would also seem to be suitable for initialisation.
To facilitate comparisons with the methods quoted in [8], we took = 6.8, and used the exact LU decomposition of
JF at k = 0, without updating it, as the preconditioner of F(z). Some representative results are given in Table 3.
Notice that initialisation with z(0) = 0 leads to the bigger solution. The wavering phenomenon found with methods
based on GMRes [8] was scarcely observed, nor was it with the conjugate gradient method used in [10, Section 3.4].
7. Conclusion
The explicit formulas for stabilised vector-Padé approximation of a linearly generated vector-valued power series
are given, and the close connections between VPAStab and BiCGStab have been reviewed. Two estimates (4.7), (4.9)
of the solution of a linear system by VPAStab are produced per iteration, and each of these estimates has the accuracy
through order (correspondence) associated with vector-Padé approximation of the generating function (3.7). It is this
variation of BiCGStab that allows an easy adaptation of the three term (Lanczos-type) recursion relations to be made
for applicability to nonlinear systems of equations, and examples of the effectiveness of the algorithm are given.
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