In der Reihe GMD Report werden Forschungs-und Entwicklungsergebnisse aus der GMD zum wissenschaftlichen, nichtkommerziellen Gebrauch veröffentlicht. Jegliche Inhaltsänderung des Dokuments sowie die entgeltliche Weitergabe sind verboten.
I. Introduction
Noninvasive measurements of bioelectric processes like magnetoneurography have high relevance for diagnostic purposes, but biological noise sources, e.g. the heart beat signal, challenge MNG data analysis since the noise can be four orders of magnitude higher than the signal of interest. So without appropriate artifact/noise reduction an MNG evaluation is not possible. Frequency domain ltering techniques could be applied to suppress the noise while preserving the evoked signal. This standard approach can be only as e ective as the Fourier basis is capable to separate signals from noise, which will hardly be the case e.g. for (broadband) heart beat signals. Recent work on signal processing in EEG and MEG scenarios have focused on artifact removal with independent component analysis (ICA), see e.g. 1], 2]. Here the multichannel measurement vector is transformed to a representation of independent components which allow to distinguish between the signal of interest and the artifacts. The ICA methods employed rely on higher-order statistics 3], 4], 5], 6], 7], they usually involve gradient descent optimization and are therefore rather time consuming. As a rst di erence to this previous work we propose a computationally e cient algorithm based on linear algebra, that uses only time-delayed second order correlations (Temporal Decorrelation source SEParation { TDSEP 8]), which can be estimated in a very robust and e cient manner. The TDSEP algorithm uses an approximate simultaneous diagonalization of time-delayed second order correlation matrices, inspired by the work of Cardoso 9] . The second di erence is that in contrast to previous studies that analyse brain activity we concentrate on the peripheral nervous system, where the recordings contain a number of extremely strong biological noise sources originating mainly from the heart (ECG), muscles (EMG) and also technical noise sources like power line interference. So the denoising process is vital for a successful magnetoneurographic source analysis. The clinical perspective of these measurements is the noninvasive 3D-localization of focal slowing or blocking of nerve impulse conduction for patients su ering from an acute nerve root lesion accompanied by severe lower back pain and muscle spasm 10]. Localization of the nerve lesion, which is required for any operative approach, cannot always be done reliably with magnetic resonance imaging, because anatomical disc abnormalities may be present in healthy persons, without necessarily indicating functional pathologies 11] . Thus, a functional method may usefully complement the anatomical information. Third, there exists extensive medical knowledge 12] about the functionalities of the peripheral nervous system which allow an evaluation of the ICA method. Since we therefore have a valid model for the signal of interest we can -in contrast to measurements of brain activity -reasonably interpret our results and assess whether our observations are due to possible artifacts introduced by the ICA algorithms or whether they are due to the biological system itself. Therefore the measurements done in the peripheral nervous system provide a very useful testbed for the ICA algorithms in general.
The following section will introduce the blind separation approaches using (a) higher-order statistics and (b) second order correlations with time information (Temporal Di erence source SEParation { TDSEP). Section III will give details of the artifact removal procedure using TDSEP and discusses the extracted artifacts and the robustness of the proposed method. We conclude with a discussion and outlook. 5 
II. Blind Source Separation
For independent component analysis we assume that the observed signals x consist of n underlying sources s = (s 1 ; : : : ; s n ), that are unknown, but mutually statistically independent and that these sources were mixed by an unknown (linear) mixing process A, x(t) = As(t) with x = (x 1 ; : : : ; x m ); m n; where the components s i have zero mean. The crucial assumption is the statistical independence, which can be expressed by the probability density function as p(s 1 ; : : :
(1) Within this assumptions it is possible to separate the measurements x through u(t) = Wx(t)
into independent components by imposing statistical independence on the output u of this demixing process. These components resemble the underlying sources up to a scalar factor and a random permutation of the order. In this sense it is the goal to invert the unknown mixing matrix A, i.e. W =Â ?1 (cf. Fig 1) . A. Blind Source Separation using Higher-Order Statistics The rst set of methods imposes statistical independence on the higher-order moments and minimizes the Kullback-Leibler distance (2) between joint and product distribution from eq.(1); Note that D(W) = 0, if eq. (1) holds. The practical problem in this case is how to obtain the probability distributions p i (u i ) to 6 compute D(W). Usually one resorts to Taylor expansions in terms of corrections to the normal distribution like the Gram-Charlier expansion (cf. equation as for example in the term f(u)u T . If we would set f to be the identity function then we would obtain the usual covariance matrix and the algorithm would perform a (non-unique) pre-whitening. With a nonlinear function f it is possible to include a number of higher-order moment terms at the same time and therefore enforce statistical independence, by using the non-Gaussian property of the source signals. There also exist a number of algebraic techniques for source separation which exploit higher-order statistics by decomposing an estimation of the fourth-order cumulants 16 
where denotes the correlation function. If the signals were independent over time, all time-delayed correlation matrices should be diagonal, because the cross-correlations of independent signals vanish. We can now solve the optimization problem of the cost function as a linear algebra problem, i.e. the 8 simultaneous diagonalization of symmetric matrices. For two lagged correlation matrices R (x) = hxx T i and R (x) the optimization problem can be solved directly as the generalized
)A = A : (8) This method is very e cient, however the degeneracy of this eigenvalue problem and thus the quality of the signal separation depends strongly on the very choice of 8].
To circumvent the problem of selecting the optimal we de ne, as a third option, a set of several time delays and approximately simultaneously diagonalize the respective set fR g of delayed covariance matrices. We call the proposed technique TDSEP (Temporal Decorrelation source SEParation). Thereby for minimizing eq. (5) we proceed in two steps: (1) whitening and (2) several Jacobi rotations 21] to achieve an approximate simultaneous diagonalization of the matrix set. This method has the advantage to be numerically more stable than the solution of the generalized eigenvalue problem (8) above. In step 1 we nd a linear transform W, such that the rst term in eq. (5) For more than two matrices an exact diagonalization is no longer possible. Instead a trick proposed by Cardoso, which is based on the method, that Jacobi 21] published in 1846, can be used to nd a satisfying solution. The basic idea is that one can approximate the rotation matrix Q by a sequence of elementary rotations Q k ( k ) each trying to minimize the o -diagonal elements P ;i6 =j j(R ) ij j of the respective R (z) matrices, where the rotation angle k can be calculated in closed form (see Cardoso 9] for the details). The nal rotation, which diagonalizes R (z) up to a certain level of accuracy, is then obtained by Summarizing: (1) one can choose one delay with heuristics or prior knowledge or (2) one can resort to determine Q such that several time-delayed correlation matrices fR g are simultaneously though only approximately diagonalized. 9 As a side remark: one can carry the thought of simultaneous diagonalization of covariance matrices even further. In principle any two (or more) matrices that contain di erent information are su cient to nd a proper demixing transform W. Matrices that can be used apart from the time-delayed covariances introduced before, are generalized covariance matrices, e.g. hf(u) u T i or also matrices where the sample averaging is done over di erent parts of the data set, e.g.
(10)
The use of the particular set of matrices implicitly states our prior assumptions about the data: (1) higher-order correlations, if non-gaussianity is a reasonable assumption, (2) second order time-delayed correlations, if the signals have a temporal structure (non-zero autocorrelation) and (3) correlation matrices taken over di erent parts of the training set if we assume that the signals contain some non-stationarity that we can draw pro t from. It is clear that the temporal decorrelation algorithm can be used successfully only if the signals have distinctive autocorrelation functions. In the case where we do not want to make assumption (1)- (3) a priori, we could also use a combination of both, higher-order and temporal information 23]. Note, that from the computational point of view TDSEP is very e cient and robust, since (1) it uses linear algebra and avoids complicated optimization and (2) it relies on estimates of simple lagged covariance matrices that can be assessed robustly with modest computational e ort 8]. Therefore TDSEP is ideally suited for the preprocessing of high-dimensional noisy data in general and in particular of MNG data considered in the following section.
III. Application to artifact reduction in magnetoneurography
In this section we will apply the TDSEP signal separation method, as described in the previous section, to the problem of artifact reduction in magnetoneurographic data 1 . To see the context to the blind source separation scenario described above, note that x(t) corresponds to the recorded magnetic eld and the column k of the mixing matrix represents the (unknown) contribution of the respective source signals to the measurement in sensor k. Furthermore in MNG the assumptions of instantaneous and linear superposition of independent source signals are ful lled. A. Recording method Inside a magnetically shielded room a patient with an acute unilateral S1 nerve root compression (block of nerve conduction on one side) was laid in a prone position (i.e. back is up) below a SQUID 2 system 24] in order to measure the magnetic eld over the lumbar spine (lower part of the back). The posterior tibial nerves at the right and left ankle were alternatingly stimulated over 9000 epochs with 9 Hz electric pulse on each side (0.1 ms width; bridge electrode; cathode proximal; constant current 6mA ? 13mA; above motor-threshold, 55ms delay right-left). 1 The recordings were carried out in the Department of Neurology at UKBF in cooperation with PTB. B. Artifact Reduction with TDSEP Figure 3 demonstrates the main problem in the raw MNG data: the evoked responses are completely covered by artifact signals like the heart beat signal, the stimulus signal and other noise sources. In particular the heart signal is dominating almost all channels since it is much stronger (factor 10 3 ? 10 4 ) than the signal of interest. Therefore averaging techniques have to be used to improve the signal-to-noise ratio, taking advantage of the fact that the evoked response is time locked with the stimulus and assuming that the noise is uncorrelated to the stimulus. Using this assumption, disturbing noise can be reduced by averaging over a large number of epochs. Recently, more sophisticated techniques like weighted averaging 25], 26] have been developed that weight individual epochs di erently by basically attenuating epochs with a strong heart beat signal 10] and this way reducing the number of necessary epochs. In applying ICA techniques we pursue a di erent denoising philosophy. The artifact reduction procedure consists of three major steps: In a rst step we decompose the measured .(10) ). In this study we used = 1; : : : ; 5 for three consecutive blocks of raw data (each block contains 2 10 6 data points per channel). In a second step we decide which components correspond to artifactual or relevant signals on the basis of prior knowledge. As a third step we project back the previously selected components of interest and by doing so we obtain a set of cleaned measurements. These three major steps give the coarse picture of general artifact removal techniques, details are given in the following.
B.1 Artifact Identi cation
After applying the TDSEP algorithm (step 1) to the raw data, we nd a number of strong components that contain biological as well as technical noise sources (cf. Figs.4 and 5) . In these gures we interpret components ICA44 and ICA49 as di erent projections of the MCG-vector to the sensor array. Components ICA35, ICA37 and ICA42 correspond to technical noise from the powerline interference, because their frequency content (cf. Fig.6 ) has its peak at 50 Hz and harmonics. If the frequency content before and after signal separation is inspected in Fig.6 , we observe a clear suppression of the 50 Hz peaks and their harmonics in some channels while they become more signi cant in channels ICA35, ICA37 and ICA42. This demonstrates the e ect of the signal separation algorithm. As we project back single independent components to measurement space in order to visualize their corresponding magnetic eld maps as shown in Fig.7 , we observe a rich geometrical structure ranging from monopolar, dipolar to checker-board structures. While some of these components (like ICA33, ICA44, : : :) look like the expected signal of interest, some other eld maps (like ICA37, ICA42 and ICA49) and their corresponding time sequences (cf. Figs. 4 and 5) can readily be interpreted as belonging to artifact components. For example the checker-board structure ( g.7, component ICA37) occurs due to inhomogenities of remote (i.e. mainly 50 Hz) elds, which are very smooth and may therefore be well understood in terms of a spatial Taylor expansion. While the gradiometer con guration highly suppresses spatially constant noise components, the linear component (the eld gradient) re ects the geometry of the sensor array. In our case the 49 sensors are arranged in 7 (one central and 6 surrounding) blocks. Each block has a single reference sensor placed 7cm above the center of the block. If the linear noise component changes in a horizontal direction, a subtraction of the reference eld leads to checkerboard-like structures. Since the sensor geometry breaks the (continuous) rotational symmetry, the precise structure depends on the direction of the eld gradient.
B.2 Signal Identi cation
Until this point we gave evidence that the TDSEP algorithm is able to identify artifacts, because the components correspond to interpretable biological or technical noise sources. At this stage we could proceed in projecting out all artifact components. However we 12 recognized that it is even better to select only those few components interactively 3 which clearly belong to the signal of interest: this can be a priori characterized by (1) a phasic component around 15 milliseconds (cf. Fig 9) or (2) a magnetic eld pattern of obliquely or straight dipolar structure (from Fig. 7 ). For L 2 norms of the independent components see gure 8; it would be di cult to select the components of interest barely on the basis of this distribution, because they do not correspond to the largest or smallest L 2 norms.
So we can now proceed to project back the selected ICA components (cf. Fig. 9 ) to the sensor space without the artifact components (step 2) and in this sense project out the disturbing noise part in ICA space. It is instructive to compare ICA with the well established PCA 4 decomposition, which looks for a spatially and temporally orthogonal (uncorrelated) basis. While PCA is useful to determine a low-dimensional subspace of total signal space, which contains the signal of interest, and which can be used as input for source localization techniques like multiple signal classi cation (MUSIC) 27], it will mix signal of interest and artifact elds unless the individual components are (by chance) spatially orthogonal (cf. Fig. 10) . In other words, PCA treats time and space symmetrically. Relatively weak conditions (orthogonality) in both domains are su cient to uniquely de ne a separation of signals. In contrast, ICA assumes strong conditions in time domain (statistical independence) but no condition in space domain, and it is precisely this latter behavior which is expected for elds having physiologically independent causes (like MCG, 50 Hz net hum and stimulated nerve responses). It is remarkable that the ICA-basis allows us, in contrast to a PCA-basis, to decide which components are interesting and relevant for the MNG analysis (cf. Fig. 9 vs. 10).
To obtain a denoised MNG data set (for left leg stimulation cf. Fig.12 ) we perform a backprojection of selected independent components (Fig. 9) neglecting the artifact components of Fig. 5 and then we interpolate the magnetic eld distribution between the sensors to get the iso eld contour maps shown as a function of time (Fig.12) . As expected, the dipole runs during the rst 8 time slices obliquely (in the plexus lumbosacralis) and then from t = 17ms straight (in the spinal canal). We observed phasic components in the time window between 15 and 25ms corresponding to arrival time and period of transit below the sensor area of the nerve compound action currents (cf. Fig. 9) . If compared to a standard averaging procedure (cf. Fig. 11 ) we observe that the ICA solution contains less high frequency components: it is clearly a better representation of the data and is therefore easier to interpret. This e ect becomes particularly clear in the relevant time interval from 17:25 to 18:25ms in gure 12 where the dipole approaches the upper part of the sensor array in which the heart beat artifact is extremely strong. Fig. 13 shows the estimated locations of the dipole model under the sensor area. Clearly simple averaging yields a poor result, whereas data, cleaned with the proposed ICA based artifact reduction procedure, gives an anatomically more plausible picture of the propagating dipole. The corresponding estimates for the goodness of t, the z-coordinate and the strength of the dipole moment are shown in Figs.14-16. The goodness of t of the dipole model is more stable but overall only slightly better, if the ICA analysis is compared to averaging. However, goodness of t is in general a bad measure of the t quality especially if projection techniques are involved 28]. 3 and neglect the rest 4 Principal Component Analysis 13 If estimates of physiological quantities are considered (Figs.15-16 
the results can be checked carefully against existing medical knowledge (for example nerve conduction pathway 12]). Summarizing: in the three step procedure discussed above we had to make several choices. In step 1 we could use the raw data or already averaged data, furthermore to nd the components we could use PCA, ICA or other methods (e.g. non-linear (kernel) PCA 29] ). Our choices were: ICA, since it makes the more natural assumptions about the physiological signals (e.g. time structure) and raw data since it still contains all information. In particular in experiments with evoked responses we have very few data points if we work on averaged data. This would be rather problematic for high-dimensional estimation problems as in this work. Note, that for magnetoneurography the signal-to-noise ratio is much worse than in other biomagnetic recordings like MEG (Magnetoencephalography) or MCG (Magnetocardiography), therefore the improvement of the SNR through the use of a large number of epochs of raw data is crucial in our application. In the second step components which were selected based on a priori de ned spatiotemporal signal characteristics that clearly belong to the signal of interest were chosen in favour of projecting out artifacts only, i.e. we followed a more restrictive selection criterion by making use of all our available prior knowledge. In step 3 we applied the backprojection to the averaged data and not to the raw data, since it is more e cient and both results are mathematically equivalent for stationary mixtures.
IV. Discussion and Outlook
A focal malfunction due to a nerve lesion cannot directly be assessed by MRI or CT 11] . Instead, with these techniques lumbar disk protrusions are interpreted as possible causes for a nerve conduction block or slowing. In general it is not obvious to decide from an anatomical picture which disk out of several morphologically altered ones is responsible for the malfunction. A reliable localization of a nerve block by a functional measurement can support or reject conjectures drawn from anatomical pictures and clinical syndromes and can therefore signi cantly improve diagnostics prior to an eventual surgery. This medical problem is a helpful testbed since (1) it is a very high noise scenario and (2) all results can be related to well established methods (e.g. averaging) and cross-checked with physiological models. In this paper we pursued an approach conceptually di erent from the common averaging techniques by applying a three step procedure involving ICA. First we transform the data to the ICA basis using TDSEP, which allows us in a second step to identify the components of interest, select them interactively, and in a third step project them back to sensor space, where we obtain cleaned measurements. The proposed approach results in a signi cant noise reduction, which improves the neuromagnetic source analysis. We would like to emphasize that ICA introduces a new quality into methods for the preprocessing of biomagnetic recordings. ICA is an unsupervised, i.e. purely data driven technique using no prior knowledge about the signals or the medical problem that can (under idealized but reasonable conditions) signi cantly reduce artifact contributions while the signal of interest is not a ected at all. This is very much in contrast to e.g. ltering in the frequency 14 domain which is in general a compromise between preserving the signal and rejecting the noise. Note that in our work we deliberately chose the worst measurement available in a larger set of recordings to demonstrate the usefulness and robustness of our technique in a scenario where other methods fail. Clearly, ICA based artifact removal and re ned (e.g. weighted) averaging techniques 26] are not mutually exclusive, in contrary they are rather complementary in the sense that ICA might be used as a plug-in algorithmic component, e.g. before a subsequent averaging is trying to improve the signal-to-noise ratio even further. As a contribution to blind source separation techniques we propose the TDSEP algorithm, which is highly e cient because it relies only on simple lagged second order correlations (which are estimated robustly) instead of higher order moments that are intrinsically di cult and time consuming to estimate 30], 8]. Although TDSEP has proved to be a robust method in this noisy application, future research has to investigate the noise robustness of blind source separation methods in further detail. In particular in measurements of brain activity non-robust ICA methods could lead to misinterpretations about brain functionalities. Such misinterpretations however cannot happen in our experiments in the peripheral nervous system since the separation results could have been falsi ed by a priori medical knowledge. Apart from noise, another interesting aspect in MNG analysis is that the sources investigated are propagating, which makes the mixing process non-stationary, i.e. x = A(t)s. Fig. 2 ). Clearly the noise and the heart beat artifacts superimpose on all quantities of interest. Fig. 15 . Estimated z-location of dipole model using ICA vs. simple averaging. ICA gives a more stable and therefore more plausible explanation of the z-location, which also corresponds to anatomical knowledge (cf. Fig.16 ). Fig. 16 . Estimated dipole moment using ICA vs. simple averaging. ICA gives a more stable and therefore more plausible explanation of the dipole strength, which also corresponds to results found in other patients. Note that the estimation of dipole moment and z-location is inversely correlated (cf. Fig.15 ), as known in the literature
