Abstract-Over the decades, lot of studies had been carried out to suggest different approaches for Word Sense Disambiguation (WSD) process. From times to times, different approaches had been suggested to define the sense of a polysemous word. In this paper, a WSD approach with the domain knowledge will be discussed. In this approach, by using Wordnet, domains of each single word will be defined and a process of defining the best domain to be assigned to that particular word will be carried out. A method of calculating the weight of each domain to its corresponding word will be discussed. According to the weight assigned to each domain, the sense of the ambiguous word will be identified.
INTRODUCTION
Word Sense Disambiguation (WSD) process is a process to define the sense/meaning of an ambiguity word. WSD is an essential process as it supports other Natural Language Processing (NLP) applications, such as Machine Translation, Information Extraction and Content Analysis. Throughout the decades, a number of different approaches had been introduced to the research area. These approaches are categorized into two main categories, Supervised WSD and Unsupervised WSD.
Supervised WSD approaches always produce a better accuracy compared to unsupervised WSD approaches. However, supervised WSD approaches required a training corpus which is expensive and required human resources to annotate the corpus. Besides that, supervised WSD had come to a bottleneck situation where the accuracy of the result has no significant improvement.
Unsupervised WSD approaches in the other hands have the potential to overcome the bottleneck of the knowledge acquisition [14] . The idea of unsupervised WSD approaches is based on using the text itself. Instead of using a labeled training corpus to gain a certain score or probabilistic measurement, unsupervised WSD approaches gain the information and measurement from the text itself to assign the senses. The disadvantages of this approach are due to no external knowledge resources involved, it cannot rely on the shared reference inventory of senses [14] .
In this paper, a WSD approach with Domain knowledge will be discussed. In this approach, an external knowledge source will be adopted in order to gain the information about the knowledge of domain. WordNet is adopted here, together with the domain. This approach represents a combination between knowledge source WSD approach and Unsupervised WSD approach. The details of the knowledge resource will be described in next section.
For every given corpus or a single text file, certain domains or categories about the corpus or text can be identified. Some properties [1] of the domain identification in a text can be very useful to WSD process. In a text, some portions of the context are a composition of a set of words that belong to the same domain. This property hence reduces the ambiguity of words if the domain of a text can be identified.
Since a text is a composition of few set of words that belong to domains, hence the context of text provides a source to identify the domains of the text. A bag-of-words approach will be suggested by in proposed approach and the domain term-distribution in the given text would be measured and works with the domain information to define the sense of a word. This paper is structured as follow. Section II will be describing the knowledge resources that adopted in this approach while Section III will be discussing some of the related works. In Section IV, the proposed approach is discussed and Section V describes the evaluation that been carrying out.
II. WORDNET & WORDNET DOMAIN
WordNet [2] is an English lexicon which contains the word and its meanings, structured according to its semantic relation. It is a lexical inheritance system. It encodes the concept in terms of sets of synonyms which is known as synsets (synonym set) in WordNet. For each synset, Wordnet provides the semantic relation information such as the hypernymy (is-a relation), hyponymy, troponymy, meronymy (part-of relation), and similarity.
WordNet Domain [8] however is an extension of WordNet in which each of the synset in WordNet had been annotated with one or more domain labels. The domain set used in WordNet was obtained according to Dewey Decimal Classfication [15] where a set of computational in between these two taxonomies had been done to make sure of the completeness of WordNet Domain. WordNet Domain does not only assign one domain labels to a single synset and most of the synsets that supported by WordNet are labeled. This domain information somehow related the different level of hierarchy trees in WordNet, such as Noun and Verb. For an instance, the synset of Noun "car#1" is assigned to domain Transport, and the synset of Verb "drive#1" also assigned to domain Transport. This kind of relationship that related a Noun and a Verb is hardly to be defined through WordNet except using Lesk Algorithm [10] , which required overlapping words calculation between the definitions of words. Table 1 shows the distribution of all domain labels over WordNet.
As shown in Table 1 , the occurrences of domain FACTOTUM over number the other domains in WordNet. There are 36820 synsets in WordNet are annotated domain label FACTOTUM, which is a general domain. For the synsets which cannot annotate with all the domains provided by WordNet Domain, the domain label FACTOTUM will be assigned to them. The wide coverage of domain label FACTOTUM will certainly introduce noise to the process of WSD.
III. RELATED WORKS
Yaroswky [13] introduced a statistical method in defining word sense by using the Roget's Thesaurus categories. Roget's categories categorized the words into correspond conceptual classes. Yaroswky suggested a Bayesian theoretical framework to weight the conceptual classes to their correspond word. In his works, a 10 million words corpus from Grolier's Encyclopedia was trained to gain the probabilities for each word to fall in specific conceptual class. First, for each Roget's category, the context of words will be collected in the corpus, that is the 100 surrounding words of the word that fall in the category in the corpus. Next, from the collections, the salient word for the category will be identified. Salient word is the word that occurs the most often in the context of the category. The higher occurrence of the word, the higher weight will be assigned to category if the word occurs in its context. Finally, results gained from the previous step will be used to predict the most appropriate category for a word in novel text. Yaroswky reported his approach gains an accuracy of 92% in disambiguating 12 ambiguous words.
Cliozzo et.al [1] introduced the Domain Relevance Estimation (DRE) for domain detection. DRE is original a text categorization (TC) approach. Cliozzo et.al adopted WordNet Domain in their approach. Gliozzo et.al [1] showed two approaches. The first one is a simple heuristic approach, which simply assigning sense of an ambiguous word by a simple frequency count probability of the occurrences of a domain of a word in the text. This approach does not support a good measurement for several reasons. It will introduce noises as an irrrelevant domain of an ambiguous word will contribute to the final score of irrelevant domain. Those in order to remove the unnecessarily noises, Gliozzo et.al proposed a solution by using Gaussian Mixture (GM) approach to differentiate the relevant domains from irrelevant domains.
Kolte et.al [11] applied a simple heuristic measurement of domain score by adopting the WordNet Domain. Kolte proposed a bag-of-words approach. In order to disambiguate a word, three types of bags of words are certainly required. The first bag, B1 would contain the content words surrounding the target word. After that, by using WordNet Domain, each content word in B1 will be assigned to its own domain correspond to the senses given in WordNet. These extracted domains are inserted into B2. For the domains which are corresponds to the domains of the target word, (for an ambiguous word, it might have more than one domain assigned to it) they are inserted into B3. From B3, the domain which shared by the most of the content words and the target word will be choosen as the appropriate domain. Hence the sense of the target word that corresponds to the domain will be choosen. However this approach share the same problems as Glizzo et.al simple heuristic approach, that is the irrelevant domains will introduce the noises. Kolte et.al removed the domain Factutom into the consideration in the process of identifying domains.
IV. PROPOSED APPROACH
In this section, the approach of using the knowledge of domain provided by WordNet to WSD will be discussed. As mentioned before, each synset in WordNet would be annotated by one or more domain labels. Therefore instead of only assigning the score to every occurrence of the domain, Cliozzo et.al [1] suggested to assign the domain relevance (DR) to every domain that annotated to the synsets. The DR is a measurement to weight the score of the domain according to the number of the domain types had been annotated to the word. Table II shows the example of word "bank" in WordNet and domains had been annotated to each of the synsets and the DR score of the domains. Figure 1 shows the calculation suggested by A.Cliozzo et,al [1] to weight the DR score for each domain. (D,s) can be calculated using formula that shown in Figure 2 [1]. Dom(s) is the set of domains that had been annotated to the synset. As mentioned earlier, one synset could have more than one domain, for an instance in Table II , two domain labels had been annotated to the synset#2 of word "bank", therefore Dom(bank#2) = 2. For domain label FACTOTUM, the score will be divided by the cardinality of d. This formula is applied to make sure the domain of the monosemous word, which is unambiguous, deserves a better weight compared to polysemous word. In a sentence, few words are normally found to be interrelated, and this could provide a piece of information in defining senses. Hence in this approach, the bag-of-words approach will be used to collect a given window size of words surrounded the target word.
Despite of having three bag-o-words that suggested by Kolte et.al [11] , only two bag-of-words are applied here. The domains that belong to each word are encapsulated with the target word for better performing in process of disambiguation. The first bag-of-word, B1, collects all the words from the text together with the POS tag. For each of the word in the B1, a pre-defined window size of context words will be collected in second bag-of-word, B2 (the context words must be the words that supported by WordNet). Since every word in B1 assigned with a B2, in this approach, instead of storing words into B1, a data structure which encapsulates the domains of the word, and the B2 is collected into B1. Let taking the sentence below as the example [11] .
The/DT virus/NN infected/VBD the/DT files/NN on/IN the/DT disk/NN.
B1 collects 1 all the words together with the POS tag from the sentence above. The domains of these words will be extracted from WordNet Domain and stored into corresponding B2. Table 3 shows the example. In this approach, only POS Noun will be disambiguated, but the information of other POS tags is required to weight the domain score. For the DR measurement in this approach, the D in Figure  2 will be served as the set of domains of the target word instead of all domains collected from the entire text as proposed by [1] . By restricting on checking with the domains of the target word instead of entire domain set will consume lesser time and processing. For example, for the target word virus, only FACTOTUM and COMPUTER_SCIENCE domain labels being weighted instead of having every collected domain labels to match with the context words in B2 to measure the DF score. Lot of WSD approaches shown in [3] , [7] , and [9] are relying on the context words to define the sense of a word. Each of these approach showed that different size of the context words defined, different result sets were produced. Gaussian distribution, G(x,μ,σ 2 ), a normal distribution is therefore applied here due to the reason of the distance between the w j, and its context words affected the weighting measurement. The greater the distance between the w j and its context words, the weight of the domains of the context words should contribute lesser compare to a shorter distance relationship.
However, it is important to take note that sometimes few related words do not only share only one single domain, but could be more than one domain, due to the many synsets could derive by a single word in WordNet. Therefore, instead of relying on only the DF scores from the context words, a term distribution method is then suggested to apply here to weight the overall domain score.
A simple term weighting approach is measured according to the distribution of the domain across the text. As mentioned earlier, each domain from every single word in the text (which is available in WordNet) will be collected and formula in Figure 2 calculate the R syn (D, s) of the domain of the word. Let k be the total number of words in the text, and l is the total number of synsets of the word in position k. Let S be the set of synsets of the word, S = {s 1 , s 2 , …, s l }. Figure 4 shows the term distribution formula. Finally, the score of a domain corresponds to its synset is suggested to measure by using formula shown in (1), which taking account of the domain distribution across the text, T(D) and the domain frequency score corresponds to the target word, F(D,w). The correct synset will be chosen according to the domain which having the highest score. If same domain shared by more than one synset, the first synset in WordNet will be chosen as the correct sense. Table IV 2 shows the scores for the example sentence given before.
2 Domain label FACTOTUM is discriminates here From Table IV , virus will be assigned to virus#3, file to file#1, and disk to disk#4 in which virus and disk is correctly disambiguated. However, file will be assigned to file#1, which is incorrect in this sentence. Kolte et.al [11] run the same experiment with the same sentence and this approach gained the same result as Kolte et.al approach. However Kolte's approach only taking the simple frequency method to calculate the domain occurrences throughout the text, and this method always turn out to be inadequate. Hence a more precise calculation is proposed here to weight the domains. The different between both approaches clear shown when a more detail text was provided.
V. EVALUATION
In this section, the approach discussed in section IV will be evaluated. Instead of only evaluating the method proposed here, Kolte's approach was evaluated to distinguish the different between precise measurement and simple frequency count.
Since this approach not only required the knowledge of domain, but also rely on the window size of context words of the target word, a set of comparison of the window size of context words will be carried out. For the test data, texts from SemCor 2.0 Corpus 3 are used to test this approach. SemCor 2.0 Corpus composed of 352 documents, which 186 documents are tagged with a complete set of POS, while the other 166 documents are tagged for POS verb only. Due to the WordNet Domain only support WordNet 2.0, therefore instead using a higher version of SemCor, SemCor 2.0 is applied here. Since only Noun words will be tested, only 186 documents from SemCor 2.0 corpus will be tested.
Please takes note that this approach is actually designed for the domains that provided by WordNet Domain but not for domain label FACTOTUM. Domain label FACTOTUM is a generic domain. As shown in Table I , the coverage of FACTOTUM in synsets provided by WordNet is wide across the WordNet synset. It is important to take note that even though some synsets are annotated as domain label FACTOTUM, it does not relate these synsets. For instance, the synset#5 of word "bank" in Table II , and synset#2 of word "file", which is given sense as "a line of persons or things ranged one behind the other" in WordNet. Both synsets are annotated to domain label FACTOTUM by WordNet Domain as these synsets are not able to assign any other domains. These synsets shared the same domain, but they are not related in any aspect. Hence, if the score of domain label FACTOTUM was calculated by using formula discussed before, it provided certain noises as almost every ambiguous word has at least one synset is annotated to FACTOTUM. Therefore, in this approach, for the synset that annotated to FACTOTUM will be removed from the list, no further measurement and score will be assigned to the domain.
In this approach, even though the domain label FACTOTUM is removed from the list, but in the SemCor, still a number of words are annotated to the synsets that belong to FACTOTUM. Therefore during in the evaluation process, there will be two set of results; one where all the word disambiguated according to the domain assigned to it, while the another one showing the result after remove the number of words that are annotated in FACTOTUM in the SemCor corpus.
Due to the concept of one sense per discourse [12] , each word is only annotated to one sense/synset. However, in this approach, the domain label of the words will be assigned according to its context words, which means it would cause some of the words appeared to have more than one domain labels 4 had been assigned to them. Hence a simple maximum likelihood approach is used to select the most occurrence annotated domain labels to the particular word. If occurrence of the domain labels that been assigned to the word are the same, selects the synset which comes first in WordNet as WordNet organizes the synset in the frequency of usage in real world. 4 Take note that one domain label always represnet at least one sysnet in WordNet Table V shows the results on different context size settings. Five sets of testing had been carrying out with five different context size setting, 20, 30, 40, 50, and 60. The measurement was calculated using number of the corrected disambiguated word divided by the total number of disambiguated words. The results suggested that, context size 20 given the best result among other context size. Table VI shows the result for the simple frequency method which taking the frequency of domain across the text [11] , and this proposed method result turned out outperformed the simple frequency count method. Figure 6 shows the distribution of the scores across the SemCor 2.0 Corpus by using the proposed method with context size 20 and the simple frequency count method. As shown in Figure 6 , the highest accuracy of this approach in SemCor documents achieved 90% while the lowest score was around 55%.The X-axis shows the score of the approach while the Yaxis shows the document in SemCor. VI. CONCLUSION This paper presents a method of using domain knowledge to disambiguate the text. It shows that a more precise of weight method is performed better compared to only taking the simple frequency of the domain across the text. Even though the accuracy of this approach achieved 70% for all the context size of words, the Domain Label FACTOTUM is an important issue to be solved. An enhanced method on domain approach should be proposed to overcome the Domain Label FACTOTUM. Despite this, this approach still shows a great opportunity in getting a better result in WSD process. In the future, a process of integrating this domain approach with another approach might be carried out to generate a better WSD approach.
