AVIATOR: Morphological object reconstruction in 3D. An application to
  dense cores by Hasenberger, B. & Alves, J.
Astronomy & Astrophysics manuscript no. aviator c©ESO 2019
December 9, 2019
AVIATOR: Morphological object reconstruction in 3D?
An application to dense cores
Birgit Hasenberger1 and João Alves1, 2
1 Department for Astrophysics, University of Vienna, Türkenschanzstraße 17, 1180 Vienna, Austria
2 Radcliffe Institute for Advanced Study, Harvard University, 10 Garden Street, Cambridge, MA 02138, USA
Received <date> / Accepted <date>
ABSTRACT
Reconstructing 3D distributions from their 2D projections is a ubiquitous problem in various scientific fields, particularly
so in observational astronomy. In this work, we present a new approach to solving this problem: a Vienna inverse-
Abel-transform based object reconstruction algorithm AVIATOR. The reconstruction that it performs is based on the
assumption that the distribution along the line of sight is similar to the distribution in the plane of projection, which
requires a morphological analysis of the structures in the projected image. The output of the AVIATOR algorithm is
an estimate of the 3D distribution in the form of a reconstruction volume that is calculated without the problematic
requirements that commonly occur in other reconstruction methods such as symmetry in the plane of projection or
modelling of radial profiles. We demonstrate the robustness of the technique to different geometries, density profiles, and
noise by applying the AVIATOR algorithm to several model objects. In addition, the algorithm is applied to real data:
We reconstruct the density and temperature distributions of two dense molecular cloud cores and find that they are in
excellent agreement with profiles reported in the literature. The AVIATOR algorithm is thus capable of reconstructing
3D distributions of physical quantities consistently using an intuitive set of assumptions.
Key words. Methods: data analysis, Techniques: image processing, ISM: clouds, Submillimeter: ISM
1. Introduction
A fundamental aspect of many observational processes is
the transformation of 3D to 2D information. For exam-
ple, the observed 2D image of a 3D object with optically
thin emission is obtained by integrating the emission along
the line of sight. This type of transformation represents an
inevitable part of many experimental measurement proce-
dures. A commonly used mathematical characterisation of
this conversion is the Abel transform (Abel 1826), which
describes the projection of a 3D axially symmetric distri-
bution onto a 2D plane, as illustrated in Fig. 1. In order to
obtain physical 3D from observed 2D quantities, the inverse
Abel transformation is used extensively in various fields, in-
cluding studies on plasma spectra (e.g. Glasser et al. 1978),
photoionisation (e.g. Bordas et al. 1996), the atmosphere
of Earth (e.g. Kursinski et al. 1997) and other planets (e.g.
Gladstone et al. 2016), the graviational potential of galax-
ies (e.g. Binney & Tremaine 1987), and different phases of
the interstellar medium (e.g. Bracco et al. 2017; Lee et al.
2015; Roy et al. 2014).
In applications, the challenge lies in reconstructing a
3D object by deriving the inverse Abel transform from the
observed 2D image. In its analytical form, the calculation
of the inverse Abel transform requires assumptions on the
3D geometry of the object (e.g. spherical symmetry) and
knowledge of the derivative of the radial 2D density profile.
? The AVIATOR code and a Jupyter note-
book illustrating its use is publicly available at
https://github.com/BirgitHa/AVIATOR.
With real observational data, the presence of noise, estimat-
ing the accuracy of the geometric assumptions, extracting a
radial density profile, and calculating its derivative can rep-
resent severe complications for the analysis (e.g. Minerbo &
Levy 1969; Craig 1979; Roy et al. 2014). To derive the in-
verse Abel transform while mitigating these complications,
a number of numerical methods have been developed, some
of which have recently been compared by Hickstein et al.
(2019).
In this work, we present a new method for reconstruct-
ing the 3D structure of an object from its 2D projection
using the inverse Abel transform: AVIATOR, a Vienna
inverse-Abel-transform based object reconstruction algo-
rithm. The technique does not require any symmetry in
the plane of the projection, nor the extraction of a density
profile or the calculation of its derivative. Instead, the algo-
rithm assumes that the morphology of the object along the
line of sight is similar to its morphology in the plane of the
projection and that it is mirror symmetric with respect to
this plane. The AVIATOR algorithm allows for the recon-
struction of objects using an intuitive set of assumptions,
and ultimately, enables the consistent derivation of physical
parameters in 3D.
One of many potential applications of this method
are observations of molecular clouds and their internal
structure. In particular, insights into the 3D morphol-
ogy of dense cores, the birthplaces of stellar systems, can
deepen our understanding of the star formation process.
Three-dimensional properties of molecular clouds and dense
cores derived from 2D observations were investigated by
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Fig. 1. Illustration of the Abel transform. For simplicity, the
parameter ρ represents the combination of the x- and y-axes,
which together form the plane of projection.
Steinacker et al. (2005), Nielbock et al. (2012) Kainulainen
et al. (2014), Roy et al. (2014), Krčo & Goldsmith (2016),
Steinacker et al. (2016), and Li & Burkert (2016), for ex-
ample, using vastly different techniques including multidi-
mensional radiative-transfer modelling and Abel inversion.
Here, we exemplify the use of the AVIATOR algorithm by
applying it to dust emission data towards two molecular
cloud cores and comparing the resulting 3D reconstruction
with the literature.
2. Description of the algorithm
Our approach uses the fact that the Abel inversion of a con-
stant function can be expressed analytically. The strategy
underlying the AVIATOR algorithm is therefore first to de-
compose the observed 2D image into structures of constant
column density, second to apply the inverse Abel transform
to each structure individually, and third to add the con-
tributions of all structures to obtain the reconstructed 3D
density distribution.
We assume a structure with constant column density of
value c up to a radius R. The column density distribution
F is then given as
F (ρ) = c θ(R− ρ),
where θ(x) is the Heaviside step function. When we use
the inverse Abel transform and the assumption of spherical
symmetry, the corresponding volume-density distribution f
can be derived as
f(r) =
c
pi
1√
R2 − r2 . (1)
However, the AVIATOR algorithm applies this inversion to
each line of sight individually so that symmetry in the x-
y plane is no longer required. Proof of the validity of this
generalisation is given in Appendix A. In order to calculate
the volume-density distribution, we thus require knowledge
of three parameters at each point within a given structure:
the column density, the maximum radius R, and the ra-
dius r. Bypassing the assumption of spherical symmetry
necessitates additional processing to extract values for the
parameters R and r. To this end, the AVIATOR algorithm
uses information on the morphology of the column-density
structure, which is described in detail in the following sec-
tion.
2.1. Definition and characterisation of structures
To illustrate the morphological analysis of a column-density
map as implemented in the AVIATOR algorithm, we con-
structed a simple column-density map consisting of several
2D Gaussian distributions (left panel in Fig. 2) and show
the result of key steps in the analysis. The goal of the proce-
dure is to define structures and substructures in such a way
that good estimates for the parameters R and r required in
the inverse Abel transform can be found.
First, the column-density map was decomposed into in-
dividual column-density levels (see left panel in Fig. 2). This
produced a series of maps, each containing structures of
constant column-density, and the sum of this series of maps
reproduced the original column-density map. Next, each
level map was analysed individually. Because the structures
in a level map might have complex shapes, we divided them
into substructures using marker-controlled watershed seg-
mentation. This algorithm separates a map into substruc-
tures in a similar way that a topographical map can be
separated into catchment basins. Markers can be provided
as a starting point for the segmentation process. We ap-
plied the watershed algorithm on the distance transform d
of the level map and defined the local maxima of this dis-
tance transform as input markers (see right panel in Fig. 2).
Each substructure can now be assigned a maximum radius
R, which we define as the value of d at the corresponding
local maximum, and each pixel can be assigned a 2D ra-
dius ρ, which we define as R subtracted by the distance
transform (see Fig. 3). The 3D radius r for each voxel was
derived via r =
√
ρ2 + z2, where z is the distance to the
central plane of the reconstruction.
Fig. 2. Left: Example column-density map consisting of sev-
eral Gaussian distributions and two column-density levels high-
lighted as blue and red contours. Right: Distance transform of
the column-density level map corresponding to the red contour.
Local maxima of the distance transform are indicated by green
contours.
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Fig. 3. Left: Maximum radius R for each substructure. Right:
Derived ratio ρ/R. Structures and local maxima of the distance
transform are shown as in the right panel of Fig. 2.
2.2. Calculation of the inverse Abel transform for individual
substructures
With the parameters R and r of the inverse Abel trans-
form given in Eq. 1 at hand, the next step was to calculate
the volume-density distribution for each substructure. Be-
cause our calculations are based on a discrete grid of voxels
with finite size, the expression in Eq. 1 has to be integrated
over the voxel volume. We derived an approximation for
the volume-density distribution in Appendix B. For voxels
away from the centre of a substructure,
fvoxel(x, y, z) ∼ c
pi
[
arcsin
(r2
R
)
− arcsin
(r1
R
)]
, (2)
where r1 and r2 are the limits of the integration along the
radial axis. They were set to the radius r of the voxel sub-
tracted by and added to half the length of a voxel side.
For the central voxels with r = 0, the above approxima-
tion is not applicable. We therefore used a different relation,
the derivation of which can be found in Appendix B. For
central voxels,
f centralvoxel (x, y, z) ∼
c
piR
(z2 − z1)(y2 − y1)(x2 − x1), (3)
where each term in brackets corresponds to the difference
of the integration limits and thus to the length of a voxel
side. After we calculated the inverse Abel transform for each
substructure, the contributions were summed to produce
the final 3D reconstruction of the object.
2.3. Assumptions and approximations
The starting point for the AVIATOR algorithm is the in-
verse Abel transform of a constant column-density profile
for spherically symmetric structures as given in Eq. 1. The
requirement of a constant profile is fulfilled if the original
column-density map is decomposed into levels that are suf-
ficiently close. In particular, a level map is guaranteed to
contain structures with constant profiles if the list of de-
composition levels is equivalent to the number of unique
values in the column-density map. If this approach is not
feasible because of memory or runtime constraints, fewer
levels can be selected, which generally results in a loss of
reconstruction quality.
Although the derivation of Equ. 1 contains the assump-
tion of spherical symmetry, we adapted the result in a way
that allowed us to process other shapes as well. In Eq. 1,
the parameter r describes the distance to the central point
of the object. For a substructure that is not the shape
of a disc, a different definition of r is required to ensure
that the integrated volume-density distribution matches the
original column-density map. To this end, we define r via
the distance transform, namely as the maximum radius R
subtracted by the distance to the edge of the structure
(see Sect. 2.1). As a result of this definition, the resulting
volume-density distribution of the substructure is not sym-
metric in the x-y plane, but only along the z-axis. Because
R is defined using the distance transform, the extent of a
substructure along the z-axis is equivalent to the smallest
extent of the substructure in the x-y plane. In the case of an
ellipsoidal structure, this assumption is valid if the largest
principal axis lies in the x-y plane. If this is not the case,
the reconstructed volume-density distribution will over- or
underestimate the real distribution depending on the incli-
nation with respect to the x-y plane and the ratio of the
principal axes (see also Sect. 3.2).
Another assumption that is required to estimate the
volume-density distribution is the position of substructures
along the z axis. In the current implementation, the AVI-
ATOR algorithm assumes that the centres of all substruc-
tures are located in the same x-y plane, namely the cen-
tral plane of the reconstruction. This behaviour might not
always be desirable, for example if structures overlap in
projection, but are known to be separated along the line
of sight. In these cases, the contributions of the individ-
ual structures to the column-density map have to be sep-
arated and each structure reconstructed individually using
the AVIATOR algorithm. The method aims at producing
estimates of the volume-density distribution that are plausi-
ble based on the observed column-density distribution. The
technique does not, however, attempt to separate structures
along the line of sight because this information is not con-
tained in column-density maps. We caution that any avail-
able information on the line-of-sight arrangement that is
in conflict with the assumptions of the algorithm has to
be considered before the algorithm is applied. To ensure a
complete reconstruction of the column-density map, the to-
tal extent of the 3D reconstruction along the z-axis should
be equal to the maximum radius R of the largest structure
in the map. For a structure that is centred in the column-
density map, this radius corresponds to the sum of the map
size in x and y.
3. Validation of the reconstruction
To evaluate the quality and robustness of the AVIATOR re-
construction, we performed tests on simulated objects with
various shapes, sizes, density profiles, and noise levels. We
modelled these objects in 3D, calculated their projected
column-density distribution, applied the AVIATOR algo-
rithm, and compared the reconstructed to the input dis-
tribution. In particular, we investigated the quality of the
reconstruction regarding the overall 3D density distribu-
tion, the density profile, and the column-density map. All
following tests were performed on a grid of 60 × 60 × 120
voxels, and the volume-density distribution was normalised
such that the peak value was one. The input and recon-
structed radial volume-density profiles were extracted by
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defining shells with increasing inner radius and a thickness
of one pixel, and calculating the average volume density
of voxels within these shells. The column-density maps for
the input and reconstructed distributions were derived by
summing the contributions along the z-axis.
We used three parameters to characterise the quality of
the reconstruction: a) f∆ρ/ρin , the fraction of voxels with a
relative difference of < 10% between the modelled and re-
constructed volume density, taking only voxels into account
with ρin > 0.01 (equivalent to 1% of the peak volume den-
sity), b) (∆Σ/Σin)max, the maximum relative deviation of
the column-density maps, and c) (∆ρ(r)/ρin(r))max, the
maximum relative deviation of the volume-density profiles.
For all tests in this section, the derived values for these
three parameters are listed in Appendix C.
The purpose of the following analyses is to demonstrate
the reconstruction quality that can be achieved with the
AVIATOR algorithm, quantified by a particular set of pa-
rameters, and for a particular set of models. These mod-
els were chosen to have comparably simple geometries and
volume-density distributions. For many applications of the
algorithm on observational data, these models will not be
representative of the geometry and density distribution of
the observed object. Therefore, the quality of reconstruc-
tion and possible systematic effects should be assessed in-
dividually for each application of the algorithm.
3.1. Spherical density distributions
As a first test, we modelled objects with a spherically sym-
metric Gaussian density distribution. The standard devi-
ation of the Gaussian function was varied between 3, 5,
and 8 pixels. For all three values of the standard devia-
tion, we find excellent agreement between the reconstructed
and model density distributions (see Figs. 4 through 6
for graphs illustrating the reconstruction quality assuming
σ = 8 and Table C.1 for a list of reconstruction quality
parameters). The reconstructed volume-density profile and
column-density map deviate by less than 7% and 0.2%, re-
spectively, from the input distributions for all probed radii.
The fraction of voxels with small relative deviations in their
volume-density values is > 71%. Generally, this fraction of
voxels increases with higher standard deviation values of
the Gaussian density profile because the transition region
is resolved more accurately.
We repeated these tests with two other density dis-
tributions: a Plummer and a smooth step profile. Again,
the parameters of the functions were varied (RP =
5, 10, and 15 pixels for the Plummer profile and a =
0.5, 1.5, and 2.5 pixels for the smooth step function) to mod-
ify the width of the transition. The reconstruction quality
is similar to the Gaussian profile, as shown in Tables C.2
and C.3 of the appendix. Consequently, all following tests
only include Gaussian density profiles.
3.2. Ellipsoidal density distributions
Next, we considered objects with ellipsoidal density distri-
butions. We first modelled a prolate object with the x-axis
as its symmetry axis. In projection, this object appears as
an ellipse with the semi-major and semi-minor axis along
the x- and y-axes, respectively. We tested the quality of the
reconstruction for σx = 8 and three different values of the
Fig. 4. Comparison of the input and reconstructed volume-
density profile showing the radial profiles (upper panel) and the
relative difference (lower panel) for a spherically symmetric den-
sity distribution. The light grey areas show the minimum and
maximum reconstructed density value in each radial bin, and
the dark grey areas show the first and third quartile.
Fig. 5. Comparison of input and reconstructed volume densities
showing the relative difference as a function of the input volume
density (left) and its histogram (right) for a spherically sym-
metric density distribution. The dashed line corresponds to the
limit that was chosen to define one of the reconstruction quality
parameters, f∆ρ/ρin , the fraction of voxels with small relative
differences in volume density.
aspect ratio: σx/σy = 1.5, 2, and 2.5. In addition to the ra-
dially averaged density profile, we also extracted and com-
pared the density distributions along the major and minor
principal axes. Similar to the spherically symmetric case,
the deviations in the density distribution as a whole, the de-
viations in the the density profiles, and those in the column-
density map are small (see Figs. 7 through 9 for graphs
illustrating the reconstruction quality assuming σx/σy = 2
and Table C.4 for a list of reconstruction quality param-
eters). We find f∆ρ/ρin > 73%, (∆Σ/Σin)max < 0.12%,
and (∆ρ(r)/ρin(r))max < 11%. The reconstruction quality
per voxel exhibits the same trend as in the spherically sym-
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Fig. 6. Map of the relative difference between the input and
reconstructed column-density map for a spherically symmetric
density distribution.
Fig. 7. Comparison of the input and reconstructed volume-
density profile showing the radial profiles (upper panel) and the
relative difference (lower panel) for a prolate density distribu-
tion. The yellow and green line correspond to profile extractions
along the major and minor principal axis, respectively.
metric case: The reconstruction is increasingly accurate for
smoother transitions.
The spherical and spheroidal model objects described
in the previous paragraphs fulfil the assumptions that the
AVIATOR algorithm uses to reconstruct the density distri-
bution because their extent along the z-axis is equivalent
to the minimum extent in the x-y plane. For ellipsoidal ob-
jects, this assumption is not generally fulfilled, for example,
if it has an oblate shape, if the object is a tri-axial ellip-
soid, or if it is inclined with respect to the x-y plane. This
information is lost during the projection of the 3D density
distribution to the 2D column-density map, and the as-
Fig. 8. Same as Fig. 5 for a prolate density distribution.
Fig. 9. Same as Fig. 6 for a prolate density distribution.
sumptions of the AVIATOR algorithm will lead to an over-
or underestimation of the true volume density. The magni-
tude of this deviation is set by the difference between the
true and assumed extent along the z-axis.
We tested this effect on an oblate object that is viewed
edge-on, meaning that the minor principal axis lies in the
x-y plane and the extent along the z-axis is equivalent to
the major principal axis. For simplicity, the minor principal
axis was aligned with the y-axis in our model. We used the
same values for the major principal axis and the range of
aspect ratios as for the prolate case. As expected for these
models, the AVIATOR algorithm overestimates the input
volume densities in the central region of the object and
underestimates them in the outer region (see Fig. 10). At
the very centre, the ratio between the reconstructed and
the input volume density is equal to the aspect ratio. We
can generalise this finding and state that the central density
is over- or underestimated by a factor that is equal to the
ratio of the true to the assumed extent along the z-axis.
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Fig. 10. Same as Fig. 7 for an oblate density distribution viewed
edge-on.
3.3. Column-density maps including noise
Because observational data are always affected by noise,
we also investigated the reconstruction quality for cases
of noisy column-density maps. In its default setup, the
AVIATOR algorithm analyses the morphology at every
column-density level. Any noise will influence the shape of
these column-density levels and therefore the reconstructed
volume-density distribution. We tested whether this influ-
ence can be reduced when fewer levels are used to build the
reconstruction.
To investigate the effect of noise and the choice of
column-density levels on the reconstruction quality, we con-
sidered objects with a spherically symmetric Gaussian den-
sity distribution and a fixed standard deviation of 8 pixels.
To the resulting column-density map, random noise sam-
pled from a normal distribution was added, where the stan-
dard deviation σnoise was chosen as either 0.3 or 0.5. This
corresponds to a mean signal-to-noise ratio in the column-
density map of ∼ 7.4 and ∼ 4.5, respectively. We assessed
the reconstruction quality by producing 100 different real-
isations of the noise in the column-density map per noise
level and using the same metrics as in the previous analyses,
averaged over the noise realisations. However, in this com-
parison we did not consider regions far from the object cen-
tre where the signal-to-noise ratio is low (ρin/σnoise < 5).
An example of a noisy column-density map is shown in
Fig. D.1. The reconstruction was performed with two dif-
ferent setups of the AVIATOR algorithm: a) the default
setup that uses all column-density levels that exist in the
map, and b) a setup with a custom list of column-density
levels. We chose this list such that the minimum step size
between column-density levels was equal to 2σnoise.
As expected, the models with a higher noise level gen-
erally exhibit a lower reconstruction quality (see Table C.5
and C.6 in the appendix). For example, using the default
setup, (∆ρ(r)/ρin(r))max = 22% and 28% for σnoise = 0.3
and 0.5, respectively, when averaged over the 100 reali-
sations of the noise contribution. As shown in Fig. 11,
the reconstructed profiles overestimate the true profiles,
Fig. 11. Comparison of the input and averaged reconstructed
volume-density profile showing the radial profiles (upper panel)
and the relative difference (lower panel) for a spherical density
distribution affected by different levels of noise in the column-
density map. The vertical dotted lines indicate the radius at
which the signal-to-noise ratio in the column-density map is 5.
which is a result of underestimating the extent of the struc-
tures in the column-density map. For both noise levels, the
column-density map is reconstructed well, with deviations
of < 0.5% on average.
When the custom setup of the AVIATOR algorithm is
used, the reconstructed volume-density profile agrees with
the input profile to a significantly higher degree. However,
the reconstruction quality of the column-density map de-
creases and the fraction of voxels with small deviations
from the true volume density decreases slightly. On the one
hand, the reconstruction quality is increased in terms of the
volume-density profile as a result of the reduced influence of
noise on the reconstruction. On the other hand, the object
morphology is traced on a coarser grid of column-density
levels, which leads to a decrease in reconstruction quality re-
garding the column-density map and overall volume-density
distribution. For this model, the most prominent improve-
ment in its reconstructed profile can be observed in the
central part of the object, which has a smaller effect on the
quality parameters (∆Σ/Σin)max and f∆ρ/ρin because of
the comparably small number of voxels it contains.
Overall, we find that noise in the column-density map
has a negative effect on the reconstruction quality that can
be alleviated to some extent by choosing an appropriate
spacing of the column-density levels. The degree to which
using a custom list of column-density levels improves the
reconstruction of a noisy map depends on several factors,
including the shape of the observed object, the choice of
column-density levels, and the nature of the noise contri-
bution. In this analysis, we do not consider any forms of
noise reduction before applying the AVIATOR algorithm,
for example using a smoothing filter on the column-density
map. So many methods for reducing noise are available that
a study that would test their influence on the AVIATOR
reconstruction is beyond the scope of this paper.
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4. Application: dense molecular cloud cores
One possible application for the AVIATOR algorithm is es-
timating 3D quantities from astronomical observations such
as 2D flux maps. If the observed flux at any given point in
the map is equivalent to the integrated flux along the line of
sight and the geometry of the observed object is consistent
with the assumptions described in Sect. 2.3, the AVIATOR
algorithm can be used to estimate the 3D flux distribution.
To demonstrate this application, we used sub-millimetre
observations of thermal dust emission towards molecular
clouds. By combining data from the Herschel and Planck
satellites, the Herschel-Planck-2MASS (HP2) survey pro-
vides images with high resolution and a high dynamic range
of entire molecular cloud complexes: the Orion (Lombardi
et al. 2014), Perseus (Zari et al. 2016), California (Lada
et al. 2017), and Ophiuchus (Alves et al., in prep.) molecular
clouds, as well as the Pipe nebula (Hasenberger et al. 2018).
For these regions, column-density and effective-temperature
maps were derived through a modified-blackbody fit to
the flux distribution on a pixel-by-pixel basis. By apply-
ing the AVIATOR algorithm and subsequently a modified-
blackbody fit to portions of the corresponding flux maps,
we can derive estimates of the 3D density and dust tem-
perature distribution. We followed this scheme to extract
radial density and temperature profiles for two dense molec-
ular cloud cores, B68 in the Pipe nebula and L1689B in the
Ophiuchus molecular cloud complex. Profiles for these cores
have been studied by Roy et al. (2014, R14 in the following)
using the same observations and a more traditional applica-
tion of the inverse Abel transform. These authors extracted
radial flux distributions from the 2D maps, derived the in-
verse Abel transform numerically at each radius for various
angular directions, and thus obtained density and temper-
ature profiles. We compare these profiles to our AVIATOR
results.
This first application of the AVIATOR algorithm to ob-
servational data was performed as follows: From the HP2
flux maps of the Pipe nebula and Ophiuchus complex, we
extracted flux maps of B68 and L1689B, respectively, with
a size of approximately 12′ and centred on the core. Next,
we applied the AVIATOR algorithm to the flux maps in
which the cores lie within the Herschel coverage, using a
custom list of levels to reduce the influence of noise. This
produced a 3D flux distribution for each waveband. We then
performed a modified-blackbody fit as described in the HP2
paper series to each voxel of the flux cubes, generating esti-
mates of the 3D density and temperature distribution along
with their respective errors. To ensure comparability with
the results by R14, we assumed a uniform value of 2 for
the dust emissivity index β in the model. A column-density
map was constructed by integrating the volume-density dis-
tribution along the z-axis, which represents the line of sight.
The radial profiles were extracted in the same fashion as
described in Sect. 3. For this step and the calculation of
the column-density map, we took only those voxels into ac-
count that exhibit small relative errors, that is, τ/στ > 3
and T/σT > 3 for the density and temperature distribu-
tions, respectively. Here, the errors only represent the un-
certainty due to the modified-blackbody fit. The centre of
the core was set to the pixel with the highest value in the
column-density map. To convert the column-density val-
ues derived by R14 into units of particles per cm2 and to
account for differences in the assumed dust opacity law,
Fig. 12. Radial profiles in temperature (top), column density
(centre), and volume density (bottom) for the core B68. Grey
circles show the results of the AVIATOR reconstruction. Black
circles indicate the mean and standard deviation of the AVIA-
TOR reconstruction per radial bin. The red lines show the mean
and standard deviation of the reconstruction by R14.
we applied a conversion factor of 5.12 and 4.82 for B68
and L1689B, respectively. We estimated the uncertainty of
the radial profiles by calculating the standard deviation of
the reconstructed temperature or density within each radial
bin. In the case of the R14 profiles, the errors correspond
to the standard deviation of the reconstructed temperature
or density for different angular directions. Thus, the given
uncertainties do not include systematic effects.
The comparison between the radial profiles as reported
by R14 and those derived with the AVIATOR algorithm
is shown in Fig. 12 for the core B68. A 3D rendering of
the reconstructed volume-density distribution is shown in
Fig. 13. The temperature and column-density distributions
as reconstructed by the AVIATOR algorithm and their re-
spective R14 counterpart are consistent within their errors
up to a radius of ∼ 200′′. However, the AVIATOR tem-
peratures are systematically higher than the R14 temper-
atures. At the core centre (not shown in the figure), the
maximum column-density and minimum temperature are
derived as (6.7 ± 0.5) · 1022 cm−2 and 9.3 ± 0.5K by R14,
while we find (6.0 ± 0.3) · 1022 cm−2 and 9.9 ± 0.2K. The
maximum volume densities agree within their errors: they
are (3.8 ± 0.3) · 105 cm−3 and (3.7 ± 0.3) · 105 cm−3 for
the R14 and AVIATOR reconstruction, respectively. The
uncertainties we report here for the central values of the
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Fig. 13. Isocontours of the reconstructed volume-density dis-
tribution of the core B68, which is smoothed for visualisation
puroses. The sides of the reconstruction cube show the projec-
tion along the axis perpendicular to that side. The projection
shown in colour corresponds to the projection along the line of
sight and thus exhibits a similar density distribution as obser-
vations of the core.
AVIATOR profiles correspond to errors only due to the
modified-blackbody fit.
We compare the density and temperature profiles for
the core L1689B in Fig. 14 and present a 3D view of the
volume-density distribution in Fig. 15. The profiles are con-
sistent within their errors away from the centre of the core,
with the AVIATOR temperature profile lying systemati-
cally above the R14 profile. At the core centre, the maxi-
mum column and volume densities agree: R14 report values
of (9.5±0.5) ·105 cm−3 and (1.7±0.5) ·1023 cm−2, while we
find (9.5±1.0)·105 cm−3 and (1.41±0.01)·1023 cm−2. How-
ever, the minimum temperature is significantly higher for
the AVIATOR reconstruction: it is 10.8±0.2K compared to
9.8±0.5K as derived by R14. Again, the uncertainties given
for the AVIATOR reconstruction only represent the errors
due to the modified-blackbody fit. We also show density and
temperature profiles that were extracted along the filament
in which the core is embedded (major axis of the core), and
orthogonal to it (minor axis of the core). As expected for
an elongated core, the volume and column-density profiles
along these two directions are clearly different. The results
are less clear for the temperature profiles, which appear sim-
ilar over a wide range of radii. However, the temperature
distribution exhibits a more complicated morphology that
profiles along two directions might not be able to capture
adequately, for example another less prominent tempera-
ture minimum towards the north (in Galactic coordinates)
of the core centre.
Overall, we find a remarkable agreement between the
temperature and density profiles of B68 and L1689B as re-
ported by R14 and the AVIATOR reconstruction. Because
the uncertainties given here do not consider any systematic
effects, some of the discrepancies in the core centres could
be negligible if these effects were taken into account. Sys-
Fig. 14. Same as Fig. 12 for the core L1689B. The yellow and
green line correspond to profile extractions along the major and
minor axis of the core, respectively.
tematic errors could be the result of various effects, includ-
ing differences in the flux maps, for example different offset
values, or in the reconstruction method itself, for example
different assumptions regarding the line-of-sight geometry.
The density and temperature profiles of the cores B68
and L1689B have been investigated by Nielbock et al.
(2012) and Steinacker et al. (2016), respectively, using ra-
diative transfer methods. While the central values for the
temperature and for the column and volume densities agree
within their errors for B68, these authors generally find
lower temperatures and higher densities than we do in our
analysis for the two cores. Radiative transfer modelling in
3D can produce estimates for density and temperature pro-
files based on a consistent treatment of dust emission, the
incident radiation field (e.g. the interstellar radiation field
and radiation from nearby massive stars), and its attenua-
tion towards the core centre. In both studies, the Herschel
observations are complemented with additional data to ex-
pand the range of covered wavelengths. Deviations in the
density and temperature profiles between these studies and
the AVIATOR results could therefore be the result of the
use of different datasets, data preparation techniques, and
reconstruction methods. In the case of L1689B, for exam-
ple, Steinacker et al. (2016) removed the contribution of
the filament in which the core is embedded from the ob-
served emission, which could lead to significant changes in
the reconstructed parameters. Because 3D radiative trans-
fer modelling and our approach differ in many aspects, a
detailed investigation of the origin of the deviations in the
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Fig. 15. Same as Fig. 13 for the core L1689B.
resulting temperature and density is beyond the scope of
this work.
Using the AVIATOR algorithm, we are able to repro-
duce density and temperature profiles extracted from Her-
schel observations of dense cores using traditional Abel in-
version methods. However, the AVIATOR algorithm pro-
vides a 3D estimate of density and temperature for a core
in the form of a reconstruction volume rather than profiles
along particular directions. This allows estimating physical
quantities, such as the gravitational potential, in a way that
takes the observed morphology of the core into account.
5. Conclusions
We presented a new method, the AVIATOR algorithm,
for reconstructing 3D volume-density distributions from 2D
column-density maps. The algorithm uses an intuitive set
of assumptions. The technique models the volume density
along the line of sight as similar to the distribution in the
plane of projection by using a morphological analysis of
each structure in levels of the column-density map. In con-
trast to many previous approaches reported in the literature
that use the inverse Abel transform, the AVIATOR algo-
rithm produces a model of the 3D density distribution in
the form of a reconstruction volume and does not require
symmetry in the plane of projection. Inherently, the tech-
nique depends on assumptions regarding the line-of-sight
extent and arrangement of structures. To ensure a physi-
cally meaningful reconstruction, these assumptions must be
applicable to the object at hand.
We tested the validity of our method on several sim-
ulated objects: The AVIATOR algorithm is capable of
accurately reconstructing the volume-density distribution
of spherically symmetric objects with a variety of ra-
dial volume-density profiles as well as prolate, ellipsoidal
volume-density distributions with their major principal axis
in the plane of projection. The reconstruction quality is re-
duced for objects that do not exhibit the assumed distri-
bution along the line of sight. While noise in the column-
density maps affects the reconstruction quality significantly,
its effect can be alleviated by adapting the column-density
level spacing. The AVIATOR algorithm was also applied to
observations of dense molecular cloud cores to demonstrate
its consistency with traditional methods that employ the
inverse Abel transform. Using a similar data set, we find
excellent agreement between the temperature and column-
density profiles as derived in the literature and as found by
applying the AVIATOR algorithm.
We conclude that this method is a robust and versa-
tile tool for reconstructing 3D density distributions with
many possible areas of application. The AVIATOR algo-
rithm can therefore be a means to derive 3D physical pa-
rameters across a range of spatial scales in a more consistent
and reliable fashion than was possible before.
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Appendix A: Proof of generalised inverse Abel
transform of a constant function
The inverse Abel transform of a constant function can be
generalised by restricting the requirement of spherical sym-
metry to only the z-axis. In the following, we show that as
for the spherically symmetric inverse Abel transform, the
column-density distribution F (x, y) = c can be obtained by
integrating the volume-density distribution f(x, y, z) along
the z-axis. A generalised form of Eq. 1 can be written as
f(x, y, z) =
c
pi
1√
R2 − x2 − y2 − z2 . (A.1)
Integrating along the z-axis within the appropriate limits
and considering that R, x, and y are constant along a given
line of sight yields
F (x, y) =
∫
f(x, y, z)dz
=
c
pi
∫ √R2−x2−y2
−
√
R2−x2−y2
1√
R2 − x2 − y2 − z2 dz
=
c
pi
· arcsin
(
z√
R2 − x2 − y2
)∣∣∣∣∣
√
R2−x2−y2
−
√
R2−x2−y2
=
c
pi
· pi = c.
(A.2)
Appendix B: Derivation of approximated density
distribution
For voxels with r > 0, we assume that the grid follows a
spherical coordinate system and that for a given radius all
voxels cover the same solid angle Ωvoxel = Ωvoxel(r) = r−2.
fvoxel(x, y, z) =
∫ x2
x1
∫ y2
y1
∫ z2
z1
c
pi
1√
R2 − r2 dxdydz
∼
∫ r2
r1
c
pi
1√
R2 − r2 r
2Ωvoxel(r)dr
∼ c
pi
[
arcsin
(r2
R
)
− arcsin
(r1
R
)] (B.1)
For voxels at the centres of substructures, we start with
the exact integral over three Euclidean dimensions. Each in-
tegration produces an inverse trigonometric function, which
we approximate with its Taylor series up to first order:
f centralvoxel (x, y, z) =
∫ x2
x1
∫ y2
y1
c
pi
1√
R2 − x2 − y2 ·
· arcsin
(
z√
R2 − x2 − y2
)∣∣∣∣∣
z2
z1
dxdy
∼
∫ x2
x1
∫ y2
y1
c
pi
z2 − z1
R2 − x2 − y2 dxdy
∼
∫ x2
x1
c
pi
(z2 − z1) 1
R2 − x2 ·
· arctanh
(
y√
R2 − x2
)∣∣∣∣y2
y1
dx
∼
∫ x2
x1
c
pi
(z2 − z1) (y2 − y1)
R2 − x2 dx
∼ c
pi
(z2 − z1)(y2 − y1) 1
R
· arctanh
( x
R
)∣∣∣x2
x1
∼ c
piR
(z2 − z2)(y2 − y1)(x2 − x1)
(B.2)
Appendix C: Reconstruction quality parameters
Table C.1. Reconstruction quality parameters for spherically
symmetric density distributions with a Gaussian profile
σ f∆ρ/ρin (∆Σ/Σin)max (∆ρ(r)/ρin(r))max
[pixel] [%] [%] [%]
3 71.2 0.16 5.9
5 88.3 0.11 6.9
8 96.1 0.16 3.2
Table C.2. Reconstruction quality parameters for spherically
symmetric density distributions with a Plummer profile
RP f∆ρ/ρin (∆Σ/Σin)max (∆ρ(r)/ρin(r))max
[pixel] [%] [%] [%]
5 89.9 0.19 1.9
10 97.6 0.11 2.1
15 90.6 0.14 1.9
Table C.3. Reconstruction quality parameters for spherically
symmetric density distributions with a smooth-step profile
a f∆ρ/ρin (∆Σ/Σin)max (∆ρ(r)/ρin(r))max
[pixel] [%] [%] [%]
0.5 71.8 0.19 7.1
1.5 83.5 0.14 5.0
2.5 94.6 0.15 2.9
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Table C.4. Reconstruction quality parameters for prolate
spheroidal density distributions with a Gaussian profile (σx = 8)
σx/σy f∆ρ/ρin (∆Σ/Σin)max (∆ρ(r)/ρin(r))max
[%] [%] [%]
1.5 79.1 0.08 10.5
2.0 74.7 0.10 5.9
2.5 73.6 0.12 3.2
Table C.5. Reconstruction quality parameters for spherically
symmetric density distributions with a Gaussian profile (σ = 8)
and a noise level σnoise = 0.3
min. step size f∆ρ/ρin (∆Σ/Σin)max (∆ρ(r)/ρin(r))max
[%] [%] [%]
0 45.9 0.27 22.3
2σnoise 48.4 0.50 13.5
Table C.6. Reconstruction quality parameters for spherically
symmetric density distributions with a Gaussian profile (σ = 8)
and a noise level σnoise = 0.5
min. step size f∆ρ/ρin (∆Σ/Σin)max (∆ρ(r)/ρin(r))max
[%] [%] [%]
0 38.9 0.43 27.5
2σnoise 40.7 0.77 16.1
Appendix D: Additional figure
Fig. D.1. Example of a column-density map of a spherical den-
sity distribution affected by noise. The blue circle indicates the
radius at which the typical signal-to-noise ratio is 5.
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