Let g be an affine Lie algebra with index set I = {0, 1, 2, · · · , n} and g L be its Langlands dual. It is conjectured in [16] that for each k ∈ I \ {0} the affine Lie algebra g has a positive geometric crystal whose ultra-discretization is isomorphic to the limit of certain coherent family of perfect crystals for g L . Motivated by this conjecture we construct a positive geometric crystal for the affine Lie algebra g = A
Introduction
Let g = g(A) be an affine Lie algebra with Cartan matrix A = (a ij ) i,j∈I , I = {0, 1, · · · , n} and Cartan datum (A, {α i } i∈I , α ∨ i } ı∈I ). Let U q (g) denote the quantum affine algebra associated with g. We denote g i to be the subalgebra of g with index set I \ {i}. Note that both g 0 and g n are isomorphic to the simple Lie algebra A n . We denote the affine weight lattice and the dual affine weight lattice of g by P = ZΛ 0 ⊕ ZΛ 1 ⊕ · · · ⊕ ZΛ n ⊕ Zδ and P ∨ = Zα
n ⊕ Zd respectively, where δ is the null root. For a dominant weight λ ∈ P + = {µ ∈ P | µ(h i ) ≥ 0 for all i ∈ I} of level l = λ(c) (c = canonical central element of g), Kashiwara defined the crystal base (L(λ), B(λ)) [11] for the integrable highest weight U q (g)-module V (λ). The crystal B(λ) is the q = 0 limit of the canonical basis [21] or the global crystal basis [12] . There are many known explicit realizations of the affine crystal B(λ). One such realization is the path realization [8] using perfect crystals. A perfect crystal is a crystal for certain finite dimensional module called Kirillov-Reshetikhin module (KR-module for short) of the quantum affine algebra U q (g) ( [19] , [4, 5] ). The KR-modules are parametrized by two integers (k, l), where k ∈ I \ {0} and l any positive integer. Let {̟ k } k∈I\{0} be the set of level 0 fundamental weights [13] . Hatayama et al ( [4, 5] ) conjectured that any KR-module W (l̟ k ) admit a crystal base B k,l in the sense of Kashiwara and furthermore B k,l is perfect if l is a multiple of c ). This conjecture has been proved for quantum affine algebras U q (g) of classical types ( [28, 2, 3] ). When {B k,l } l≥1 is a coherent family of perfect crystals [10] we denote its limit by B ∞ (̟ k ) (or just B k,∞ ). In 2000, Berenstein and Kazhdan [1] introduced the notion of geometric crystal for reductive algebraic groups which was extended to Kac-Moody groups in [24] . For a given Cartan datum (A, {α i } i∈I , {α ∨ i } ı∈I ), the geometric crystal is defined as a quadruple V(g) = (X, {e i } i∈I , {γ i } i∈I , {ε i } i∈I ), where X is an algebraic variety, e i : C × × X −→ X are rational C × -actions and γ i , ε i : X −→ C (i ∈ I) are rational functions satisfying certain conditions ( see Definition 2.1). A geometric crystal is said to be a positive geometric crystal if it admits a positive structure (see Definition 2.5) . A remarkable relation between positive geometric crystals and algebraic crystals is the ultra-discretization functor UD between them (see Section 2.4). Applying this functor, positive rational functions are transfered to piecewise-linear functions by the simple correspondence:
x × y −→ x + y, x y −→ x − y, x + y −→ max{x, y}.
It was conjectured in [16] that for each affine Lie algebra g and each Dynkin index i ∈ I \0, there exists a positive geometric crystal V(g) = (X, {e i } i∈I , {γ i } i∈I , {ε i } i∈I ) whose ultra-discretization UD(V) is isomorphic to the limit B ∞ of a coherent family of perfect crystals for the Langlands dual g L . This conjecture has been shown to be true for k = 1 and g = A
n , B
n , C
n , D
n , A
2n−1 , A
2n , D (2) n+1 [16] , D (3) 4 [7] , G (1) 2 [27] . For g = A (1) n , k = 2 we showed the conjecture to be true in [23] . In this paper we have constructed positive geometric crystals associated with each Dynkin index k ∈ I \0 for the affine Lie algebra A (1) n and have proved that its ultra-discretization is isomorphic to the limit B k,∞ of the coherent family of perfect crystals {B k,l } l≥1 given in ( [9, 29] ). To construct the A
n positive geometric crystal we proceed as follows. We construct g 0 and g n positive geometric crystals V 1 = {V 1 (x), {e i }, {γ i }, {ε i } | 1 ≤ i ≤ n} and V 2 = {V 2 (y), {e i }, {γ i }, {ε i } | 0 ≤ i ≤ n − 1} respectively, in the fundamental representation W (̟ k ). Then we define a birational isomorphism σ between V 1 and V 2 , and using this isomorphism we patch them together to obtain an affine geometric crystal V(A (1) n ). In this case we conjecture that y = σ(x) is the unique solution of V 2 (y) = a(x)V 1 (x) which would prove Conjecture 1.2 in [16] completely. This paper is organized as follows. In Section 2, we recall necessary definitions and facts about geometric crystals and ultra-discretization. In Section 3 we give g 0 (resp. g n ) positive geometric crystal V 1 (resp. V 2 ) explicitly. In Section 4 we develop some lattice-path combinatorics which is used in the sequel. In Section 5 we give the birational bi-positive map σ between V 1 and V 2 . In Section 6 we construct the positive affine geometric crystal V(A (1) n ). In Section 7, we show that the ultra-discretization of the affine geometric crystal V(A (1) n ) is isomorphic to the crystal B k,∞ given in [29] . Finally in Section 8 as an application we give the explicit actions of the affine Weyl group on the geometric crystal V(A (1) n ) and its ultra-discretization B k,∞ .
Geometric crystals
We review Kac-Moody groups and geometric crystals following [1, 20, 24, 30] .
Kac-Moody algebras and Kac-Moody groups
Let A = (a ij ) i,j∈I be a symmetrizable generalized Cartan matrix with a finite index set I. and (t, {α i } i∈I , {α ∨ i } i∈I ) the associated root data, where t is a vector space over C and {α i } i∈I ⊂ t * and {α ∨ i } i∈I ⊂ t are linearly independent satisfying α j (α ∨ i ) = a ij . The Kac-Moody Lie algebra g = g(A) associated with A is the Lie algebra over C generated by t, the Chevalley generators e i and f i (i ∈ I) with the usual defining relations ( [18, 30] ). There is the root space decomposition g = α∈t * g α . Denote the set of roots by ∆ := {α ∈ t * |α = 0, g α = (0)}. Set Q = i Zα i , Q + = i Z ≥0 α i , Q ∨ := i Zα ∨ i and ∆ + := ∆ ∩ Q + . An element of ∆ + is called a positive root. Let P ⊂ t * be a weight lattice such that C ⊗ P = t * , whose element is called a weight.
Define simple reflections s i ∈ Aut(t) (i ∈ I) by s i (h) := h − α i (h)α ∨ i , which generate the Weyl group W . It induces the action of W on t * by s i (λ) := λ − λ(α ∨ i )α i . Set ∆ re := {w(α i )|w ∈ W, i ∈ I}, whose element is called a real root.
Let g ′ be the derived Lie algebra of g and let G be the Kac-Moody group associated with g ′ ( [30] ). Let U α := exp g α (α ∈ ∆ re ) be the one-parameter subgroup of G. The group G is generated by U α (α ∈ ∆ re ). Let U ± be the subgroup generated by U ±α (α ∈ ∆ re + = ∆ re ∩ Q + ), i.e., U ± := U ±α |α ∈ ∆ re + . For any i ∈ I, there exists a unique homomorphism; φ i : SL 2 (C) → G such that where c ∈ C × and t ∈ C. Set α
Let T (resp. N ) be the subgroup of G with the Lie algebra t (resp. generated by the N i 's), which is called a maximal torus in G, and let B ± = U ± T be the Borel subgroup of G. We have the isomorphism φ :
Geometric crystals
Let X be an ind-variety , γ i : X → C and ε i : X −→ C (i ∈ I) rational functions on X, and Remark. As in [24] , the above setting requires the condition I = {i 1 , · · · , i k }. Otherwise, set J := {i 1 , · · · , i k } I and let g J g be the corresponding subalgebra. Then, by arguing similarly to [24, 4.3] , we can define the g J -geometric crystal structure on B − i .
Positive structure and Ultra-discretizations
Let us recall the notions of positive structure and ultra-discretization following [1, ?, ?] .
Let T = (C × ) l be an algebraic torus over C and X * (T ) := Hom(T,
be the lattice of characters (resp. co-characters) of T . Define
where deg is the degree of poles at c = ∞. Here note that for
A non-zero rational function on an algebraic torus T is called positive if it can be written as g/h where g and h are positive linear combinations of characters of T .
Definition 2.2. Let f : T → T ′ be a rational morphism between two algebraic tori T and T ′ . We say that f is positive, if η • f is positive for any character η :
Denote by Mor + (T, T ′ ) the set of positive rational morphisms from T to T ′ .
Lemma 2.3 ([1]
). For any f ∈ Mor + (T 1 , T 2 ) and g ∈ Mor + (T 2 , T 3 ), the composition g • f is well-defined and belongs to Mor
By this lemma, we can define a category T + whose objects are algebraic tori over C and arrows are positive rational morphisms.
Let f : T → T ′ be a positive rational morphism of algebraic tori T and T ′ . We define a map f :
where η ∈ X * (T ′ ) and ξ ∈ X * (T ).
Lemma 2.4 ([1]
). For any algebraic tori T 1 , T 2 , T 3 , and positive rational morphisms f ∈ Mor
Let Set denote the category of sets with the morphisms being set maps. By the above lemma, we obtain a functor:
). Let χ = (X, {e i } i∈I , {wt i } i∈I , {ε i } i∈I ) be a finite dimensional geometric crystal, T ′ an algebraic torus and θ : T ′ → X a birational isomorphism. The isomorphism θ is called positive structure on χ if it satisfies (i) for any i ∈ I the rational functions γ i • θ : T ′ → C and ε i • θ : T ′ → C are positive.
(ii) For any i ∈ I, the rational morphism e i,θ :
Let θ : T → X be a positive structure on a geometric crystal χ = (X, {e i } i∈I , {wt i } i∈I , {ε i } i∈I ). Applying the functor UD to positive rational morphisms e i,θ : C × × T → T and γ i • θ, ε i • θ : T → C (the notations are as above), we obtaiñ
Now, for given positive structure θ : T ′ → X on a geometric crystal χ = (X, {e i } i∈I , {wt i } i∈I , {ε i } i∈I ), we associate the quadruple (X * (T ′ ), {ẽ i } i∈I , {wt i } i∈I , {ε i } i∈I ) with a free pre-crystal structure (see [1, Sect.7] ) and denote it by UD θ,T ′ (χ). We have the following theorem: Theorem 2.6 ( [1, 24] ). For any geometric crystal χ = (X, {e i } i∈I , {γ i } i∈I , {ε i } i∈I ) and positive structure θ :
Now, let GC + be a category whose object is a triplet (χ, T ′ , θ) where χ = (X, {e i }, {γ i }, {ε i }) is a geometric crystal and θ : T ′ → X is a positive structure on χ, and morphism f :
is a positive rational morphism. Let CR be the category of crystals. Then by the theorem above, we have Corollary 2.7. The map UD = UD θ,T ′ defined above is a functor
We call the functor UD "ultra-discretization" as in ( [24, 25] ) instead of "tropicalization" as in [1] . And for a crystal B, if there exists a geometric crystal χ and a positive structure θ : T ′ → X on χ such that UD(χ, T ′ , θ) ∼ = B as crystals, we call an object (χ, T ′ , θ) in GC + a tropicalization of B, which is not standard but we use such a terminology as before.
In the sequel, we assume g to be the affine Lie algebra A (1) n (n ≥ 2). The Cartan matrix A = (a ij ) i,j∈I , I = {0, 1, · · · , n} is given by:
and its Dynkin diagram is as follows.
For the affine Lie algebra A
be the set of simple roots, simple coroots and fundamental weights, respectively.
The standard null root δ and the canonical central element c are given by
Let σ denote the Dynkin diagram automorphism such that σ(α i ) = α i+1 , where i + 1 = (i + 1) mod(n + 1). Consider the level 0 fundamental weight ̟ k := Λ k − Λ 0 (1 ≤ k ≤ n). Let I 0 = I \ {0}, I n = I \ {n}, and g i denote the subalgebra of g associated with the index sets I i (i = 0, n). Then g 0 as well as g n is isomorphic to the simple Lie algebra of type A n .
Let W (̟ k ) be the fundamental representation of U ′ q (g) associated with ̟ k ( [13] ). By [13, Theorem 5.17] , W (̟ k ) is a finite-dimensional irreducible integrable U ′ q (g)-module and has a global basis with a simple crystal. Thus, we can consider the specialization q = 1 and obtain the finitedimensional A (1) n -module W (̟ k ), which we call a fundamental representation of A (1) n and use the same notation as above. We shall present the explicit form of W (̟ k ) below. 
Fundamental representation
where (i 1 , i 2 , · · · , i k ) denotes the one-column Young tableaux with entries i 1 , i 2 , · · · , i k . The explicit actions of e i , f i and α
hi (c ∈ C × ) on these basis vectors are given as follows:
. We also find thatẽ 
Geometric Crystals
For ξ ∈ (t * cl ) 0 , let t(ξ) be the translation as in [13, Sect 4] and ̟ k := max(1, [14] . Indeed, ̟ k = ̟ k in our case. Then we have
where k ′ = n+1−k and σ is the Dynkin diagram automorphism as above. Set
Associated with these Weyl group elements w 1 , w 2 ∈ W , we shall define algebraic varieties V 1 , V 2 ⊂ W (̟ k ). Take two variables x, y of (C × ) kk ′ as follows:
and set
. Now, we define V 1 and V 2 as
Note that the dimensions of V 1 and V 2 are kk ′ . Let us see the explicit g 0 (resp. g n ) -geometric crystal structure on V 1 (resp. V 2 ) according to 2.3. Indeed, the geometric crystal structure on V j (j = 1, 2) coincides with those on B − wj (j = 1, 2), that is,
For V 2 , we also obtain the similar description as follows: Set c := max(k − i, 1) and d = min(k, n − i). Note that d ≥ c. Proposition 3.2. The g n -geometric crystal structure of V 2 = (V 2 , {e i }, {γ i }, {ε i }) i=0,1,··· ,n−1 is described as follows: for v 2 (y) = Y w2 (y
(3.8)
In the following sections, we shall define a birational isomorphism between V 1 and V 2 , and using the isomorphism we shall patch them together to obtain an affine geometric crystal V(A (1) n ).
Lattice-Path Combinatorics
In this section, we shall treat rectangular lattices with certain weight on each edge. Here m × nlattice means a lattice whose vertical length is m and horizontal length is n. Thus, for example, 2 × 3-rectangular lattice is visualized as .
Weight of Paths
Now, we fix two positive integers n, k with k ≤ n and take a (k − 1) × (n − k)-rectangular lattice. We associate a coordinate (i, j) (1 ≤ i ≤ k < i + j ≤ n + 1) to each lattice point on the i-th horizontal line from the bottom and (i + j − k)-th line from the left and put a weight x
) by associating a coordinate (i, j) and a weight y
Indeed, those lattices are modelled after coordinates x = (x
has a weight wt(s) =
and each vertical strip has a weight 1. Similarly, for the y-weighted lattice L 2 [n, k](y), suppose that each horizontal strip has a weight 1 and each vertical strip s = (i, j) (i − 1, j + 1) has a weight wt(s) =
For a path p ∈ P 1 [n, k] we use the expression p = (s 1 , s 2 · · · , s k ) where each s i is consecutive horizontal strips on the i-th horizontal line from the top, that is, s i with length m is in the form:
Note that we allow that some strips have length 0. For a path p ∈ P 2 [n, k], we also use the similar expression by considering vertical strips.
To each path
we associate the weight
as a total sum of weights of all shortest paths, that is,
m by the similar way as in (4.2) and their total summations:
Lemma 4.1. We have the formulae:
Proof. We observe that the set of paths
m are divided into the following two sets: one is the set of paths through (l − 1, m + 1) and the other is the set of paths through (l, m + 1). Thus, (4.5) is immediate consequence of the observation, and also (4.7) and (4.8) are obtained similarly.
Now, we define rational maps Σ : (C
where
. Note that y Proof. Bi-positivity of Σ and Ξ follows from their explicit forms. Thus, to prove the theorem, it suffices to show the birationality. Since
we shall show
, (4.13)
14)
The formulae (4.13) and (4.14) are immediate from the following lemma.
Lemma 4.3. We have the formula
Proof of Lemma 4.3. Since the proof of (4.16) is similar to (4.15), we shall show (4.15) only. Let S be the set of the coordinates of the lattice points in
The proof of (4.15) is proceeded by induction on this order. First, let us see the case l = k, which is shown by induction on m. The case m = 1 is clear from that
Thus, for m > 1 we obtain from (4.5), (4.8) and the hypothesis of the induction that
for l < k. By the induction hypothesis, we may assume
Here, by (4.5), (4.8) and the induction hypothesis (4.17) we have
Now, we have completed the proof of Lemma 4.3. The lemma shows (4.13) and (4.14), and then (4.9) and (4.10), which completes the proof of the theorem.
Triangular decomposition of paths
Here we consider the x-weighted lattice L 1 [n, k](x) (x = (x (i) j )) and define the triangular decomposition of the set of paths on
A path p in P 1 [n, k] is called a path above (resp. path below) (l, m) if for any point (l, j) on p, we have j > m (resp. j < m). Set
It is obvious from the definitions that
Lemma 4.4. We obtain the following formula:
coincides with the set of paths which go through (l+1, m) and (l + 1, m + 1), which shows (4.19). Considering similarly, the difference LA We shall define a birational and bi-positive isomorphism between V 1 and V 2 by virtue of the birational maps Σ and Ξ introduced in the previous section (Theorem 4.2).
Proposition 5.1. Let V 1 and V 2 be geometric crystals introduced in 3.3, and Σ and Ξ the birational maps as in the previous section. Define a rational map σ :
. Then, the rational map σ is a birational and bi-positive map and its inverse is given as
, where v 1 (x) and v 2 (y) are as in (3.1) and (3.2) respectively.
Proof. Since we have the following commutative diagram:
and v 1 , v 2 and Σ are birational, it is clear that σ is birational. By the definition of positive structure of geometric crystal, bi-positivity of Σ means that of σ.
Properties of σ
To induce an A
n -geometric crystal structure on V 1 , we shall see some crucial properties of σ.
Proof. Let y = Σ(x). Then, we have
Here we set
where note that X
(b) In this case, a = 1, b = k, c = 1 and d = k. Then, we find that
where note that
It follows from the explicit forms (3.3) and (3.6) that
by (4.5).
Thus, substituting this to (5.4), we have
As above we consider the cases (a)-(d).
(a) In this case,
where for the 4th equality we use (4.5), D
where for the 4th equality, we also use (4.5), D
i . For the cases (c) and (d), we can show
for any i ∈ {1, 2, · · · , k} and
We shall see the case j = m. In this case, since y
and y
, it suffices to show X (l)
m 's by its definition and then we find that X (l)
Next, suppose j = m − 1. We set
j . Applying the formula (4.5) , we get
Now, we have
where for the last equality we use the relation
m . Thus, substituting this to (5.7), we obtain
Let us show the cases j < m − 1 using descending induction on j. Applying (4.5) and the induction hypothesis, we have
which completes the proof of X
Finally, let us show the case m = j, that is, y 
Thus, we may show
and ε m (x) = ε m (σ(x)), we know that (5.9) holds for the case α = 1.
Suppose that α is generic. Since for j > m we have X
Therefore, since we obtained (5.9) for α = 1, we may show the coefficients of α in (5.10) and (5.11) coincide each other, that is,
We shall show (5.12) by descending induction on l.
In the case k > n − m, we have l = d = n − m and b = n − m + 1, and then
where note that X (n−m+1) m = X (n−m) m+1 = 1. Thus, we obtain (5.12) for l = d. Here, suppose l < d.
By the induction hypothesis, we have R.H.S. of (5.12) = X
which shows (5.12) and then we obtain y
• σ for i = 1, 2, · · · , n − 1. Now, we have completed the proof of Proposition 5.2.
Affine geometric crystal
In this subsection, we induce the 0-structures on g 0 -geometric crystal V 1 . Since V 2 is a g n -geometric crystal, it is equipped with the 0-structure, on the other hand, V 1 does not hold 0-structure. We shall, however, define 0-structure on V 1 through the birational isomorphism σ by:
The following is one of the main theorems of this paper, which will be shown in the later subsections.
Theorem 6.1. g 0 -geometric crystal V 1 becomes an A
n -geometric crystal if it is equipped with 0-structures as in (6.1), which will be denoted by V(A
n )(= V 1 ) gives a positive structure.
Before showing this theorem, let us see the explicit forms of γ 0 , ε 0 and e c 0 .
. Then we have the following:
2) 
Proof. First, let us show
. By the explicit form of σ we know that y
and then have
Next, let us show ε 0 (v 1 (x)) = ε 0 (σ(v 1 (x))). By (3.7), we get ε 0 (v 2 (y)) =
and then Now, we define the total order ≺ on the set of coordinates
(1, n − 1) is the minimum and (k, 1) is the maximum. We shall show y
m by the induction according to ≺. Let us see the case (l, m) = (1, n − 1).
n−1 . Let us see (l, m) ≻ (1, n − 1). We assume y ′(q) r = y ′′(q) r for q < l and any r. Thus, multiplying both sides for q = 1, 2, · · · , l − 1 we get x
and then for r = m, m + 1
to (6.4), we obtain
Since we also assume that y
. Substituting this to X
m+1 , we find that
Now, applying (6.5) to (6.6), we obtain
Using (6.4) and (6.7), we get
where for the last equality we use α
where for the third equality we use the formula (4.5) and formula R
and, for the last equality we use the formula (4.19) and (4.21) in Lemma 4.18. Applying this to (6.8), we obtain 
Proof of Theorem 6.1
In the rest of the section, for simplicity, let us denote v 1 (x) by x and v 2 (y) by y, e.g., ε i (x) for ε i (v 1 (x) ).
The positivity of v 1 on V(A
n ) is trivial from the explicit forms of γ i , ε i andẽ c i (i ∈ I) as in Proposition 3.1 and Proposition 6.2.
To prove Theorem 6.1, it suffices to show the relations of the geometric crystals related to 0-structures, that is, (6.14)
As for (6.10), by Proposition 5.2 and (6.1), for i = 0, 1, 2, · · · , n − 1 we have
Similarly, for i = 1, · · · , n − 1 we obtain
For i = n case, by the explicit form of γ 0 we have
Similarly, by the explicit form of γ n we get
where note that α n−1 = cε. As for (6.11), due to (6.1) and the fact ε 0 (e c 0 (v 2 (y))) = c −1 ε 0 (v 2 (y)) we have
Since we have e .1) we get (6.12) and (6.13). Thus, the remaining case to show is (6.14), which is the most difficult one since we have to show it by direct calculations.
Formula for Functions on Paths
In this subsection, for a function or a map f on V 1 , we shall denote f (e Lemma 6.3. We have the following formula:
Proof. Since we have e (1)
n−1 and then
By the formula ε 0 (e c 0 (x)) = c −1 ε 0 (x) in (6.11) and ε 0 (x) = x (1) n ε(x) in (6.2), one has ε(e d 0 (x)) = ε(x). Applying this to (6.19) , one gets
and comparing the terms with or without c, one gets (6.15).
The formulae (6.16) are the special case of (6.17). Hence, it is sufficient to show (6.17). As considered above (e 
Multiplying the both sides of (6.20) for l = 1, 2, · · · , l, then one has
Since we have seen above ε(x) = ε(x), one gets
Comparing the terms with or without c, we have first two formulae in (6.17) . The second formula in (6.17) is obtained from R
Due to (4.20) and R
m one has
, and then sending x to e d 0 (x) and using the formula (6.17) one has 22) for the second equality we use
, which is obtained by using V
. Thus, one can find
Here applying X
(1)
c and x
we obtain the first one of (6.18). The second one of (6.18) is obtained by the similar method using the formula:
, which follows from (4.20) and R
m+1 also. Here, we define the subset of P 1 [n, k]:
Note that since all paths must go through (1, n − 1) or (2, n − 1), we have
where W = P, A, B. For example, an element in
m is a path through (1, n − 1) and above (l, m). Here for j = 1, 2 we define:
where note that W
Let us see the formulae related to these functions.
Lemma 6.4. For a function f (x) on V 1 let us denote f (x) := f (e d 0 (x)) as before. We get the following formula: 27) where note that (6.27) is not immediate from (6.26).
Proof. First, let us show (6.26) and (6.27) by descending induction on m. One can easily know that the formula (4.5) is valid for
Then, we also have
Applying the induction hypothesis on the right hand side of (6.29), more precisely, substituting m+1 to (6.28), we obtain
By using (4.7), we get
The following formulae are immediate from the definitions:
Applying these formulae to (6.31), we get
Here applying (4.7) and
m+1 to (6.34), we obtain
(6.35) Thus, finally applying this to (6.30) we get
Proof. By considering similarly to (4.20), we get the formula
It follows from (6.40) that we get (6.38). Using the formula (4.20),
Thus, applying (6.38) and (6.39) to (6.37) we obtain P = Q, which implies (6.27). Now, the induction proceeds and then we complete the proof of (6.26) and (6.27).
Next, let us show (6.24). By (6.18) and (6.26) one gets
m , one gets (6.24). Finally, let us show (6.25). One has
where ξ = R
n−1 + dR
which shows (6.25).
6.4 Proof of (6.14)
Now, we shall show (6.14) by virtue of the formulae in the previous subsection. Setx = e 
for any (l, m), which will be done by using the induction on
Since we have e c n (x)
(1) n = cx (1) n and e d 0 (x)
n , which shows the case (l, m) = (1, n). Next, let us see the case (l, m) = (1, n − 1). Let α n−1 so. Hence, we find that
n−1 (c) =
Here note thatx
Thus, it follows from (6.15), (6.43) and (6.44) that
(6.45)
On the other hand, we have (1)
Then, by this and (6.45) we find thatx
n−1 . Let us see the case (1, m) with m < n − 1. Here for a function f (x) we shall denote f (e c n x) (resp. f (e cd n e d 0 x)) by f (x) (resp. f (x)). The following are immediate from the explicit action of e cd n : R
It follows from (6.16), (6.44) and (6.46) that
We also have the following:
Using these formulae, we get
, which coincides with (6.47) and then we havex
for m < n − 1. Now, let us see the general case (l, m) with l > 1. We havẽ
.
Therefore, to obtainx
To show (6.49), it suffices to show that there exists a function Θ which does not depend on (l, m) and possibly depends on x, c, d such that
Lemma 6.6. We have the following formulae:
where ξ := α
Proof. The formula (6.53) is an immediate consequence of (6.16), (6.24) and the fact U
m . The formula (6.54) is obtained similarly. We know that
n , which induces (6.51). By considering similarly, we also obtain (6.52).
Due to this lemma and Lemma 6.4, we obtain
which shows (6.50) and Θ = ε 2 ξ then (6.49). Hence, we completed to provex
m and then the relation (6.14).
7 Ultra-discretization of V(A (1) n )
For basic notions of crystals, coherent family of perfect crystals and their limit we refer the reader to [10] (See also [8, 9] ).
Crystal B k,∞
We review the A (1) n -crystal B k,∞ following [29] . We define the crystal B k,∞ by setting
where k ′ = n + 1 − k. We also define b ∞ in B k,∞ to be an element whose all entries are 0. For
For c ∈ Z with β < c ≤ γ and i ∈ I, let us set
For i ∈ I 0 the functions ε i (b) and ϕ i (b) on B k,∞ are defined by
The Kashiwara operatorsẽ i andf i are given as follows:
(7.5) Note thatf
and define a partial order c c
and set C b min := {c ∈ C|∆ b (c) is minimal.}. By [29, 5.3.] , we obtain the following lemma:
(i) There exists unique c (e) ∈ C such that
for any c ∈ C.
(ii) There exists unique c (f ) ∈ C such that
Here, using these c (e) and c 
Let us see the crystal structure on (UD(V(A
m+1 and for a path p ∈ P 1 [n, k] define ux(p) := s:strip in p uw(s). 
UD(γ
(ux(p)), (7.12)
(ux(p))) (7.14)
m , otherwise, (7.15) where
, a and b are as in 3.3 and
Proof. All the formula are obtained trivially applying the formulae
to the explicit forms of e 
where we understand that
The following theorem gives an affirmative answer to the conjecture for A (1) n and generic Dynkin index k. The left hand-side of (7.18) is
Next, we shall see the bijectivity of Ω. It can be done easily by giving the inverse of Ω:
It is clear to show that this is an inverse of Ω. Indeed, denoting the right hand-side of the above formula by Θ
Finally, let us show for any
n ))) and i ∈ I,
Suppose that i = 0. By the definition of c 0 and c 1 in (7.3), we have c1−1 j=c0 (b j,i − b j+1,i+1 ) = 0. By using this, we obtain 19) where
. We have
Hence, we get
= 0. Therefore, by (7.11)
(ii) Let us see the relation between the set of paths P 1 [n, k] and the set C as in (7.6).
Lemma 7.4. There exists one-to-one correspondence between P 1 [n, k] and C defined as follows: For c = (1, c 1 , · · · , c k−1 , n + 1) ∈ C, let us define a path p = (s 1 , s 2 · · · , s k ) by
where s j is consecutive horizontal strips as in (4.1) with length c j − c j−1 − 1.
The proof is immediate. Let us denote this correspondence by π :
Using this correspondence, one has for (b ji ) = Ω(x) and c ∈ C
Then, for (b ji ) = Ω(x) by (7.12) we get Here, we have completed the proof of Theorem 7.3.
Affine Weyl Group Action
In this section, as an application of the affine geometric crystal structure on V(A
n ) and its ultradiscretization, we shall describe a birational action of affine Weyl group and a piecewise-linear action of affine Weyl group explicitly.
Birational action of affine Weyl group W (A (1)
n ) Let (X, {e i } i∈I , {γ i , } i∈I , {ε i } i∈I ) be a geometric crystal of G(or g). i (x) for x ∈ X. Then, s i |i ∈ I gives a birational actions on X of Weyl group W associated with G (or g).
Indeed, we can easily find that s We shall describe the action of W (A (1) n ) on the crystal B k,∞ . As an application of Theorem 8.1 and ultra-discretization of positive geometric crystals, we obtain the following easily. Theorem 8.3. Let (X, {e i } i∈I , {γ i } i∈I , {ε i } i∈I ) be a positive geometric crystal of G(or g) and (B, {ẽ i } i∈I , {wt i } i∈I , {ε i } i∈I ) its ultra-discretized crystal. Defines i (x) :=ẽ
Then, s i |i ∈ I gives a piecewise-linear actions on B of Weyl group W associated with G (or g). b (c) .
Proof. As for the cases i = 0, substituting d = −wt i (b) = β+1≤j≤γ (b ji − b j+1,i+1 ) for (7.28) we obtain the formula (8.5).
As for the i = 0-case, substituting d = −wt 0 (b) = b 11 − b k,n+1 for (7.23), we get the formula (8.6).
