Abstract. We consider quantum spin chains arising from N -fold tensor products of the fundamental evaluation representations of Y(sln) and Uq( sln). Using the partial F -matrix formalism from the seminal work of Maillet and Sanchez de Santos, we derive a completely factorized expression for the F -matrix of such models and prove its equivalence to the expression obtained by Albert, Boos, Flume and Ruhlig. A new relation between the F -matrices and the Bethe eigenvectors of these spin chains is given.
Introduction
The first application of Drinfel'd twists [1, 2, 3] in the context of the algebraic Bethe Ansatz was by Maillet and Sanchez de Santos in [4] . In this seminal paper, the authors considered a representation of the Drinfel'd twist -which they called the F -matrix -on a tensor product of finite-dimensional irreducible modules of the underlying quantum affine algebra. Letting V i denote such an irreducible module for all 1 ≤ i ≤ N , the F -matrix F 1...N ∈ End(V 1 ⊗ · · · ⊗ V N ) was defined as the solution 1 of the equation for all permutations σ ∈ S N , where R σ 1...N is a specific product of the R-matrices associated with the quantum affine algebra in question. An important result of [4] was an explicit construction of F 1...N in the particular case of the algebras Y(sl 2 ) and U q ( sl 2 ), which later found use in the algebraic Bethe Ansatz approach to the XXX and XXZ spin-1 2 chains, respectively [5] . An extension of the results in [4] to algebras of higher rank was obtained shortly afterwards by Albert, Boos, Flume and Ruhlig in [6] . In this work, the authors obtained a summation formula for F 1...N satisfying (1) , in the case where the R-matrix is of the type corresponding to Y(sl n ), and went on to study the Bethe eigenvectors of the higher rank XXX spin chains under the change of basis induced by the F -matrix. What is missing in [6] is a construction of F 1...N using the partial F -matrix approach developed in [4] . Moreover it is natural to expect that the sl(n) factorizing problem can be solved by a reduction, in (n− 2) steps, to the sl(2) factorizing problem whose solution is known [4] . Such a method is in keeping with the spirit of the nested Bethe Ansatz [7, 8] , which is the technique used to construct the eigenvectors of these models. Indeed, in the nested Bethe Ansatz approach to the sl(n) spin chains, the eigenvectors of the transfer matrix are obtained via (n − 2) reductions to the sl(2) problem, the solution of which is known from the algebraic Bethe Ansatz [9] .
The purpose of this paper is to settle the questions raised in the previous paragraph. Our main result is a new formula for the F -matrix F 1...N for N -fold tensor products of the fundamental evaluation representations of Y(sl n ) and U q ( sl n ). We will show that the F -matrix admits the completely factorized expression 
where each F k 1...N has an analogous form to the F -matrices of [4] , and is composed of a product of partial F -matrices F A key feature of our work will be the notion of tiers. Throughout the paper we say that each F k 1...N is situated at tier-k in reference to the fact that it depends on the interaction of only k state variables, or in other words, has sl(k) type behaviour. To prove that the F -matrix (2) satisfies the factorizing equation (1) we proceed on a tier-by-tier basis, establishing an sl(k) version of this identity for all 2 ≤ k ≤ n. 1 All solutions of (1) are related by elementary transformations, so we say that this equation admits a unique solution.
This achieves the aim mentioned in the last paragraph. As we will show, the expression (2) turns out to be equivalent to the result obtained in [6] , despite the fact that our construction is quite different.
In our recent paper [10] we presented a review of [4] , working in terms of a new diagrammatic notation motivated by the six-vertex model. The cornerstone of our approach was a diagrammatic representation of the partial F -matrices used in [4] . In this paper we generalize our previous notation [10] , to allow a diagrammatic description of the sl(n) F -matrix (2) . For clarity of exposition, we will present algebraic and diagrammatic versions of almost every equation.
In Section 2 we collect a number of definitions which are used throughout this work. These include the sl(n) type R-matrix, its reduction to sl(k) (which we call the tier-k R-matrix), and the tier-k partial and complete F -matrices. In keeping with our previous paper [10] , we define these objects both algebraically and in terms of diagrammatic tensor notation similar to that of Penrose [11] . In Section 3 we give our expression for the F -matrix (2) , and prove that it satisfies the factorizing equation (1) . The proof is very transparent, since it relies only on two simple identities involving the tier-k partial F -matrices. Section 4 contains examples of our formula (2) in the special cases of sl(2) and sl (3) . The sl(2) case is included for completeness, so that the reader can compare with the original work in [4] . The sl(3) case illustrates how the components of the tensor F 1...N can be extracted in general, and allows us to explain the equivalence of our formula to that obtained in [6] .
In Section 5 we study other properties of the F -matrix which were proved in [6] , namely its lower triangularity and invertibility. Section 6 contains a review of the nested Bethe Ansatz expression for the eigenvectors of the Y(sl n ) and U q ( sl n ) spin chains. We derive new formulae relating these eigenvectors with the F -matrices studied earlier in the paper.
Definitions and expression for F -matrix

Preliminary remarks on notation.
In all instances we use n in reference to the Lie algebra sl(n), while N is used for the length of the spin chain in the models being studied.
We will consider many different tensors of varying rank. The building block of all these tensors is the n × n elementary matrix E (kl) which acts in the vector space V = C n , and whose components are given by
More complicated tensors T 1...N are formed by taking linear combinations of tensor products of the elementary matrices (4). Here we use the subscript 1 . . . N to indicate that T 1...N acts in V 1 ⊗ · · · ⊗ V N , where each V 1 , . . . , V N is a copy of C n , and it informs us that T 1...N is a rank 2N tensor of complex dimension n. In general we will use the notation (T 1...N ) j1...jN i1...iN (5) to indicate the components of T 1...N , where each index takes values in the set {1, . . . , n}.
It will be our practice to omit certain dependences, where they are unnecessary in the context. For example, in the case of the sl(n) R-matrix (defined in Subsection 2.2) we will write R 12 instead of R 12 (u 1 , u 2 ), since the dependence on u 1 , u 2 is already implied by the subscript. A similar convention will apply to tensors of higher rank.
2.2. R-matrix, Yang-Baxter and unitarity equation. In this paper we consider quantum spin chains based on fundamental evaluation representations of Y(sl n ) and U q ( sl n ). The R-matrix for these models [12] is of the form
where
denote the elementary matrices (4) acting in the respective vector spaces V 1 , V 2 , and u 1 , u 2 are the rapidities associated with those spaces. The weight functions a, b, c ± are given by
in the case of Y(sl n ), and by
, c ± (u) = e ±u sinh η sinh(u + η) (8) in the case of U q ( sl n ), where η is the crossing parameter of the model. In order to encompass both of these cases, we will simply refer to (6) as the sl(n) R-matrix, and make no further reference to the particular values of the weight functions.
Often we will find it more natural to talk about the components of the sl(n) R-matrix, rather than its tensorial form. From the definition (6) we find that the components are given by
Notice that for clarity we omit the dependence on the rapidity variables when discussing the components of tensors. We will represent the components of the R-matrix diagrammatically as a pair of intersecting lines with indices, as follows
In this diagram, the top half comprises the arms of the vertex and the bottom half comprises the legs of the vertex. Collectively we call them the limbs of the vertex. The indices {i 1 , i 2 , j 1 , j 2 } will be called colours. In general, each limb of a vertex is assigned one of the colours {1, . . . , n}. As is apparent from (9), the two colours on the arms must be the same as the two colours on the legs, or else the vertex has weight zero.
Whenever we draw an R-vertex within a larger diagram, we need a systematic way of identifying which limbs comprise its arms and which comprise its legs. We do this by ensuring that any given line in the diagram (associated with a space V k ) will have one end terminating at the bottom of the diagram (corresponding to the index i k ) and one end terminating at the top of the diagram (corresponding to the index j k ). This induces a bottom-to-top orientation on every line, and hence a bottom-to-top orientation on every vertex, fixing its arms and legs in the same way as described above. To translate between the algebraic and diagrammatic versions of a tensor, we assume that left-to-right multiplication corresponds with bottom-to-top contraction in a diagram.
At times when we draw R-vertices, we may omit indices from the limbs. The meaning of this omission depends on context. If the limb is connected to the limb of another vertex, the omission of the index implies that it is to be summed over all values {1, . . . , n}. If the limb is external to the diagram, the omission of the index simply means that we have no interest in its value. For example in the case of
the index on the line connecting the vertices is omitted because it is constrained to the summation and plays no role. 
in diagrammatic notation, the components of these relations may be written as
Proof. Both of these relations can be proved by comparing the components of the tensors on the left and right hand sides, and establishing each as a scalar identity. For more information on these equations and their role in exactly solvable models we refer the reader to [13, 14, 15] .
2.3. Identity matrix. The identity matrix I 12 is given by
Alternatively, in component form, we have
We will represent the components of the identity matrix diagrammatically as a pair of lines which do not intersect,
..N as a bipartite graph. Let σ{1, . . . , N } = {σ(1), . . . , σ(N )} be an arbitrary permutation of the set of integers {1, . . . , N }. A standard device is to represent this permutation as a bipartite graph. This is achieved by writing down two rows of integers {N, . . . , 1} and {σ(N ), . . . , σ(1)}, the former directly above the latter, and connecting each integer i in the top row with i in the bottom row. The only constraints on the graph are that no three lines may intersect at a point and that no line may self-intersect. We denote the resulting graph by G(σ).
Using the diagrammatic representation (10) of the R-matrix, we define R σ 1...N to be the rank 2N tensor corresponding to the graph G(σ). That is, its components (R which may be expanded in tensor notation as
Generally there are many ways of drawing G(σ), giving rise to different intersections between the lines. However, all ways of drawing G(σ) are equivalent up to applications of the unitarity (15) and Yang-Baxter equation (14) , so there is no ambiguity in the definition.
The definition of the tensor R σ 1...N is crucial to the remainder of the paper. The problem considered by Maillet and Sanchez de Santos in [4] is to construct an invertible matrix F 1...N satisfying
for all permutations σ ∈ S N , giving rise to the terminology factorizing F -matrix. To do this we will seek a solution F 1...N of the equation (1) before showing (in Subsection 5.2) that F 1...N is invertible. This is in agreement with the approach used in [6] for the Y(sl n ) spin chains. The new feature of our work is an independent expression for F 1...N , which will be shown equivalent to that obtained in [6] in Subsection 4.3, using the following lemma.
Lemma 2. Let {i 1 , . . . , i N } be any set of integers taking values in {1, . . . , n} and let σ, ρ be any two permutations of {1, . . . , N } which satisfy
Then we have the following equivalence between the components of the graphs R Proof. Up to applications of the unitarity and Yang-Baxter equation, the graphs corresponding to σ and ρ only differ from one another in the ordering of the spaces at the base of the diagram. Furthermore, thanks to the assumption (22), they only differ within groups of consecutive identical colours. Now we observe that E
2 I 12 , for all 1 ≤ i ≤ n (this arises due to colour conservation and the chosen normalization of the R-matrix). The lemma is proved by repeatedly applying this relation to consecutive pairs of spaces with identical colour in the graph for σ, until the graph for ρ is produced.
This method of proof may be illustrated by consideration of an example. For N = 5 and i 2 = i 4 = i 5 = 1, i 1 = i 3 = 2, two permutations which achieve the required ordering (22) are σ = {5, 2, 4, 1, 3} and ρ = {2, 4, 5, 1, 3}. We then find that In component form, we have an even simpler understanding of the tier-k R-matrix,
We will represent the components of the tier-k R-matrix diagrammatically in the same way as the R-matrix itself, except it will bear an additional label, as follows
Using equation (26) we may also realize the right hand side of (27) in terms of existing diagrams. In particular, we observe that
Lemma 3. (Tier-k version of the Yang-Baxter and unitarity equation.)
Proof. We write the components of the Yang-Baxter equation (29) and the unitarity relation (30) diagrammatically as
respectively.
To establish the tier-k Yang-Baxter equation, we must consider two cases. Case 1. All the incoming colours {i 1 , i 2 , i 3 } are less than or equal to k. In this case the tier-k R-matrices behave as ordinary R-matrices, so the relation holds by virtue of Lemma 1. Case 2. At least one incoming colour, is greater than k. In this case the vertices carrying that colour become identities and the relation becomes a trivial equality of tier-k R-matrices. For example, when i 3 > k we have
The tier-k unitarity equation is established by considering similar cases.
2.6. Tier-k partial F -matrix. Let the tier-k monodromy matrix R k 1...(N −1),N be the tensor formed by contraction of (N − 1) tier-k R-matrices on the vector space V N ,
In accordance with our comments on subscripts in Subsection 2.1,
Diagrammatically we may represent a contraction by simply joining an arm of one tier-k R-matrix to a leg of another. Thereby, we may write the components of tier-k monodromy matrix diagrammatically as
Here we have not written indices on the internal lines of this diagram, since on these lines a summation is implied over all colours {1, . . . , n}. Indeed in this case and in many of the cases that follow, it would be cumbersome and unnecessary to assign indices to such internal lines.
Similarly to above, let a string of identity matrices I 1...(N −1),N be the tensor formed by contraction of (N − 1) identity matrices on the vector space V N ,
We may write the components of this string diagrammatically as
in which the lines do not intersect. In this tensor there is no interaction between the spaces.
Having fixed the definitions (34) and (36), we now introduce the tier-k partial
which is central to our construction of the factorizing F -matrix. We define it as
This definition extends that of the sl(2) partial F -matrix, given in [4] , to algebras of higher rank. Indeed, by taking n = k = 2 we recover the definition found in [4] . The components of F 
In diagrammatic notation we will represent the components of the tier-k partial F -matrix as
where in view of (39) we may write
On the diagram for the tier-k partial F -matrix, the box containing the symbol k represents sensitivity to the colour entering on that line. If the colour is equal to k, then it is a string of identity matrices, otherwise it is a tier-k monodromy matrix. In proving identities involving the tier-k partial F -matrices, we will often find it useful break the proof into two cases, namely that where the colour at the box is equal to k and that where the colour at the box is not equal to k. Note that in equation (41) we have omitted all of the indices which were bystanders in the definition. On occasion we will omit such indices for the sake of clarity.
2.7.
Tier-k F -matrix. Proceeding in analogy with [4] , the tier-k F -matrix F k 1...N is constructed as a product of (N − 1) tier-k partial F -matrices. We define
We may write the components of the tier-k F -matrix in diagrammatic notation as
Once again we remark that the internal lines in this diagram are assumed to be summed over all colours {1, . . . , n}. Hence the diagrammatic way of writing the components of F k 1...N is much more convenient than using purely symbolic notation, which would require introducing N (N −2) dummy indices to encode the summations.
Notice that F k 1...N does not act symmetrically on the quantum spaces
Therefore it is sometimes of interest to consider the same object, but with a permuted action on the quantum spaces. To this end, for all permutations σ of {1, . . . , N } the tensor F k σ(1)...σ(N ) is assumed to be same operator but now acting on V σ(1) ⊗ · · · ⊗ V σ(N ) . In Subsection 2.8, we will be particularly interested by the permutation σ{1, . . . , N } = {N, . . . , 1} which reverses the order of the quantum spaces.
2.8. Factorizing F -matrix. Using the definitions made up to this point, we now give an expression for the solution of the factorizing equation (21), the F -matrix. It is constructed as a product of tier-k F -matrices, where k ranges over {2, . . . , n}. We define
We remark that the ordering of the quantum spaces is reversed at each step from tier-k to tier-(k − 1). This explains why the definition of the F -matrix depends on the parity of n. In the special case n = 2, this formula collapses to the expression of [4] for the sl(2) models.
Combining our previous diagrams, we can write the components of the F -matrix in diagrammatic notation as a chain of tier-k F -matrices. We have
Here the dotted lines are used to demarcate the tiers, and the order of indices at the base of the diagram depends on the parity of n. In the case n = 2 we have only a single tier, and this diagram specializes to the one obtained in [10] .
From its definition, it is straightforward to see that tier-k of the F -matrix only admits non-trivial interaction between the colours {1, . . . , k}. Any line bearing a colour greater than k will simply peel away from this part of the lattice. Hence we say that tier-k has a reduced, sl(k) type behaviour. This decomposition of the F -matrix into structures which are reduced iteratively, is reminiscent of the nested Bethe Ansatz approach to the sl(n) spin chains [7, 8] . We review the nested Bethe Ansatz in Section 6 and make this correspondence more concrete, by showing that the F -matrices and the Bethe eigenvectors of these models are explicitly linked.
As a final comment, in the case n = 2 the F -matrix obeys the recursion relation
in which all action in the quantum space V N comes via the partial F -matrix F U q ( sl 2 ) models as in [4] . Unfortunately, as is easily checked, a similar recursion relation does not exist in the cases n ≥ 3. This makes it harder to prove formulae for the twisted operators of the higher rank models [6] , but we shall not be concerned with this problem in this paper.
Factorization Theorem. The F -matrix (44) satisfies the factorizing equation
with respect to bipartite graph R σ 1...N , for all permutations σ. The next section is devoted to the proof of this result.
Proof of Factorization Theorem
The proof proceeds by establishing lemmas for passing individual R-matrices firstly through tier-k partial F -matrices, then tier-k F -matrices, and finally the F -matrix itself.
3.1. Two lemmas involving tier-k partial F -matrices. We establish two lemmas for passing tier-k R-matrices through tier-k partial F -matrices. The first lemma involves a tier-k R-matrix which is not at the leftmost position, namely, not R
Proof. We present an entirely diagrammatic proof. In diagrammatic form, the proposed equation (48) Notice that the tier-k R-vertex on the left hand side cannot be attached to the leftmost two lines, ensuring that the condition i < N − 1 is satisfied. Let us now consider the possible values of the index i N occurring at the position of the box. There are two cases which require separate treatment, as we describe below. In either case, the first and last equality is due to the definition (41) of the tier-k partial F -matrix.
Case 1, i N = k. We use the top part of the definition (41) to obtain
The first and last equalities follow from the definition of the tier-k partial F -matrix (39) and the second equality is trivial. Case 2, i N = k. We use the bottom part of the definition (41) to obtain
In this case we have used the tier-k Yang-Baxter equation (29) to achieve the second equality.
The second lemma involves a tier-k R-matrix which is at the leftmost position, namely, R
Proof. Again we give a diagrammatic proof. In diagrammatic form the proposed equation (52) We emphasize again that the tier-k R-vertex on the left hand side is attached to the leftmost two lines. From here we divide the proof into four cases, corresponding to the possible values of the indices i N −1 , i N situated at the position of the boxes. In each case, the first and last equality is due to the definition (41) of the tier-k partial F -matrix. The second equality follows from the fact E
I 12 , while the third equality is a trivial rearrangement of identity matrices. The second equality is achieved by application of the tier-k unitarity relation, while the third equality is a trivial rearrangement of the position of the identity matrices. The second equality follows from a trivial rearrangement of identity matrices, while the third equality is simply a redrawing of the diagram.
3.2.
A lemma involving the tier-k F -matrix. The following lemma, a corollary of the previous two, allows us to pass a tier-k R-matrix through a tier-k F -matrix. Loosely speaking, this lemma allows us to deconstruct the sl(n) factorizing problem into a series of reductions from sl(k) to sl(k − 1), for all values of k.
Lemma 6. For all 1 ≤ i < N and 2 ≤ k ≤ n we have
Proof. The tier-k R-matrix entering at the top of the diagram may be translated vertically through the lattice, by N −i−1 applications of Lemma 4. Then a single application of Lemma 5 causes the extraction of a tier-(k − 1) R-matrix from the base of the lattice.
For example, by setting N = 7 and i = 3, we obtain
The first equality is achieved by N − i − 1 = 3 applications of Lemma 4, and the second equality is achieved by one application of Lemma 5. Notice that as a result of this procedure the order of the two participating lattice lines is reversed.
3.3. Proof of Factorization Theorem for individual R-matrices. This lemma, a corollary of the previous one, allows us to pass an individual R-matrix through the F -matrix. When viewed as permutations, the individual R-matrices correspond to adjacent site-swaps which form a generating set for the set all permutations.
Lemma 7. For all 1 ≤ i < N we have
Proof. We firstly recall that R 12 = R n 12 , from the definition of the tier-n R-matrix (25). Then by using the expression (44) for the F -matrix we have
Now by making (n − 1) applications of Lemma 6 we obtain
Finally, using the fact R 1 12 = I 12 we see that the tier-1 R-matrices on the right hand side of (62) act as the identity. Then the right hand side matches the definition of the F -matrix (44) and the proof is complete.
For example, by setting n = 3, N = 7 and i = 3, we obtain (63) = = .
In the above, each equality results from a single application of Lemma 6. In the final diagram we draw the tier-1 R-matrix at the base as an identity matrix.
3.4.
Proof of Factorization Theorem. In the previous subsection we proved the Factorization Theorem for individual R-matrices. For all permutations σ the bipartite graph R σ 1...N is just a composition of such R-matrices, and we obtain the general proof by repeated application of Lemma 7.
Examples
In this section we present some examples which clarify the structure of the sl(n) F -matrix (44). We will firstly consider the sl(2) case of (44), when it reduces to the formula of [4] . Then we study in more detail the next simplest example, namely the sl(3) specialization of (44). Finally for completeness we give the expression for the sl(n) F -matrix as it appeared in [6] , and show that our result is equivalent.
4.1. sl(2) F -matrix. Taking the n = 2 specialization of (44), we see that F 1...N is equal to a single tier-2 F -matrix (42). Expanding this in terms of its tier-2 partial F -matrices, we recover the formula where the labeling of the tier is now redundant. Notice that this object behaves in the same way as the diagram defined in [10] , if each colour variable 1 is interchanged with an arrow pointing up the page and each colour variable 2 is interchanged with an arrow pointing down the page.
The labels {i 1 , . . . , i N } at the base and {j N , . . . , j 1 } at the top of the diagram indicate that we are dealing with the component (F 1...N ) j1...jN i1...iN of the F -matrix. For a particular choice of {i 1 , . . . , i N } it is useful to have a rule for expressing this component solely in terms of products of R-matrices. Starting from the label i 2 and progressing towards i N , we use the following rule.
The colour i k can have the value 1 or 2. If i k = 1, the row of dotted vertices associated with i k becomes a row of R-matrices, and the base of this line remains stationary. If i k = 2, the row of dotted vertices associated with i k becomes a row of identity matrices. In this case these vertices become uncoupled, and the base of the line should be repositioned to the left of all other lines. Repeat for all 2 ≤ k ≤ N .
We illustrate this procedure with a simple example. For n = 2, N = 7 and {i 1 , i 2 , i 3 , i 4 , i 5 , i 6 , i 7 } = {1, 2, 2, 1, 2, 1, 1} we obtain (67) = = where the first equality is due to the definition of the tier-2 partial F -matrices (41), and the second equality is obtained by trivial rearrangement of lines which do not intersect.
Notice that this simple algorithm ends by producing a bipartite graph, with incoming colours which are monotonically increasing from right to left. To this effect, let σ be any permutation of {1, . . . , N } for which i σ(1) ≤ · · · ≤ i σ(N ) . Considering the ordering properties of the algorithm described, it is apparent that ( Generally, there are many permutations σ which order the incoming colours as required. However, the formula (68) is independent of this freedom of choice for σ by virtue of Lemma 2.
sl(3) F -matrix.
For n = 3, F 1...N is a product of a tier-2 and tier-3 F -matrix (42). Expanding these in terms of their tier-2 and tier-3 partial F -matrices, we obtain As in the previous case, we introduce a rule for evaluating the components of the F -matrix in terms of products of R-matrices. This time we start at the label i N and progress towards i 1 , as described below.
Each colour i k has an associated row of dotted vertices in tier-2 and in tier-3. The combined length of these rows is N − 1. The colour i k can have value 1, 2 or 3. If i k = 1, both the rows associated to this colour become rows of R-matrices, and the base of this line remains stationary. If i k = 2, the associated row in tier-3 becomes a row of R-matrices, while the associated row in tier-2 becomes a row of identity matrices. The latter row decouples, and the base of the line should be repositioned to the left of all other lines bearing the colours 1 or 2. If i k = 3, the line decouples completely from tier-2 and the associated row in tier-3 becomes a row of identity matrices. These also decouple, and the base of the line should be repositioned to the left of all other lines bearing the colours 1 or 2. Repeat for all N ≥ k ≥ 1.
Again we give an example. For n = 3, N = 7 and {i 1 , i 2 , i 3 , i 4 , i 5 , i 6 , i 7 } = {2, 3, 1, 1, 2, 3, 2} we obtain
where the first equality is established by the definitions of the tier-k partial F -matrix (41) and the tier-k R-matrix (27), for k = 2, 3. Note that tier labels are not required here as the vertices in tier-2 no longer have any interaction with the colour 3. The second equality is established by trivial rearrangement of lines which do not intersect. As in the n = 2 case, we find that this algorithm also produces a bipartite graph whose incoming colours are monotonically increasing from right to left. Hence if σ is a permutation of {1, . . . , N } for
as it was in the sl(2) case. Extending these ideas to arbitrary n, it is not hard to see that this formula will apply in general. We discuss this in the next subsection.
Generalization to sl(n).
We are now ready to discuss the equivalence of our expression (44) for the sl(n) F -matrix with that obtained in [6] . According to [6] , the F -matrix can be written as
where the sum * is over all increasing sequences of integers α 1 , . . . , α N ∈ {1, . . . , n} satisfying the conditions 
. It turns out that there is precisely one such term in the summation (75), namely
where we have defined α k = i σ(k) , with σ the unique permutation such that i σ(1) ≤ · · · ≤ i σ(N ) and satisfying σ(k) < σ(k + 1) when α k = α k+1 . Therefore we deduce that
where σ is the permutation described above. By Lemma 2, we are free to replace the permutation on the right hand side with any permutation which puts the colours {i 1 , . . . , i N } in weakly increasing order. This result is in agreement with those obtained in the preceding subsections, which discussed the n = 2, 3 specialization of our formula (44). Hence we argue that the two expressions (44) and (75) for the sl(n) F -matrix, despite the difference in their appearance, are equivalent.
5.
Further properties of the F -matrix 5.1. Lower triangularity. As discussed in [6] , the sl(n) F -matrix (75) is lower triangular and its diagonal entries are non-zero. Together, these two facts imply its invertibility. To prove them we resort to considering the components of (75), and we observe that lower triangularity is equivalent to the condition
for any 1 ≤ l ≤ N . The statement about the non-zero entries on the diagonal is equivalent to the condition
We now give a simple diagrammatic argument to deduce both the statements (79) and (80). Using the explicit form (78) of the components of the F -matrix, we have schematically
where σ is any permutation satisfying i σ(1) ≤ · · · ≤ i σ(N ) . Now consider the line corresponding to the V 1 space, which connects the indices i 1 and j 1 . We will refer to this as the (i 1 , j 1 ) line. Since any two bipartite graphs with the same bottom-to-top connectivity are equal, we can drag the (i 1 , j 1 ) line to the base of the diagram in the following way, 
where for convenience we have defined the function
Hence up to a non-zero factor we arrive at the bipartite graph obtained by deleting the (i 1 , j 1 ) line completely. For example, if we apply this decomposition to the final diagram in (73), we obtain (85) = .
Colour-conservation ensures that the diagram has weight zero for j 1 > i 1 = 2, while when j 1 = i 1 = 2 the line peels away as the product of weights
Iterating the above argument over the remaining index pairs, (i 2 , j 2 ), . . . , (i N , j N ), it is clear that both properties (79) and (80) are satisfied.
Construction of the inverse.
In the previous subsection we proved two properties of the F -matrix (75) which imply its invertibility. In this subsection, once again following [6] , we explicitly construct the inverse. The key object in this approach is the matrix F * 1...N , defined as
where the sum * * is over all decreasing sequences of integers α 1 , . . . , α N ∈ {1, . . . , n} satisfying the conditions
In the above equation R where σ is any permutation satisfying j σ(N ) ≤ · · · ≤ j σ (1) .
The result of [6] , which we now proceed to prove diagrammatically, is that
where ∆ 12 ∈ End(V 1 ⊗ V 2 ) denotes a diagonal matrix, whose components are given by
To prove the equation (90) Here we have assumed that σ(m) = ρ(l) = 1, andσ andρ are the permutations of {2, . . . , N } obtained by deleting the (i 1 , k 1 ) and (k 1 , j 1 ) lines from σ and ρ, respectively.
We stress that in these diagrams the colours in the top row are monotonically increasing from left to right, while those in the bottom row are monotonically decreasing from left to right. Applying the colour-conservation principle to the upper diagram in (93), it follows that the summation index k 1 is constrained to the values i σ(m) ≥ k 1 ≥ j ρ(l) . On the other hand, applying the same logic to the lower diagram in (93) constrains
and up to a factor, the (i 1 , j 1 ) line peels away from the diagram.
Iterating this procedure, it follows immediately that
which matches the components of the right hand side of (90). Having proved (90), one obtains the following formula for the inverse of the F -matrix,
This formula, together with the formula for the F -matrix itself, gives a completely explicit factorization (21) of the permutation R σ 1...N .
Bethe eigenvectors of quantum spin chains
The purpose of this section is to study the eigenvectors of quantum spin chains arising from tensor products of the R-matrices (6). Our results are the formulae (128) and (129), which directly relate these eigenvectors with the F -matrices discussed earlier in the paper. It is hoped that this formulation may lead to an alternative framework for the study of objects such as scalar products and correlation functions.
In Subsections 6.2-6.5 we give a brief review of the nested Bethe Ansatz for constructing the eigenvectors of the sl(n) XXX and XXZ spin chains. Our review is based on [8] , and we refer the reader to this paper for more information. In Subsections 6.6 and 6.7 we present a diagrammatic interpretation of the Bethe eigenvectors, which motivates the new formulae to be given in Subsection 6.8.
6.1. Useful notations. Firstly, for convenience, for all integers 1 ≤ k ≤ n we define its conjugatek bȳ
Let us introduce n sets of rapidity variables
Nn }, whose cardinalities satisfy N 1 ≥ N 2 ≥ · · · ≥ N n . Here we use superscripts to indicate the set of rapidity variables being considered, and subscripts to indicate a particular member of that set. The set v (1) shall constitute the quantum inhomogeneities of the model, while v (2) , . . . , v (n) collectively comprise the Bethe roots. In the case n = 2 we obtain a single set of Bethe roots, which is consistent with the algebraic Bethe Ansatz approach to the sl(2) spin chains.
In a similar way, we introduce n sets of space labels s
= {s (1) 1 , . . . , s
N1 }, . . .
Nn }, which will be used as subscripts of the operators in our scheme. In all instances, an operator with the subscript s ∈ s (k) acts linearly in the vector space
Whenever we have no interest about the space in which an operator acts, we will simply omit its subscript. We will also consider operators which act in tensor products of the vector spaces (98). Therefore it is useful for us to define the global vector spaces
denoting a copy of Ck.
where each elementary matrix is assumed to bek ×k. The L-matrix itself should be consideredk ×k, with operator entries acting in the vector space V s = Ck. For example, in the case k = n − 1 we have
These L-matrices are actually equivalent to sl(k) R-matrices 4 , but we now wish to emphasize their action in one particular vector space V s , with the remaining space being purely auxiliary.
6.3. Family of monodromy matrices. Using the L-matrices (99) of the previous subsection we define, recursively, a family of monodromy matrices. The first of these is that through which the spin chain itself is constructed, namely
where we use blackboard bold face as a shorthand for a product of operators. This should be interpreted as an n × n matrix whose entries are operators acting in the tensor product of quantum spaces V s (1) . The transfer matrix t(u) is given by the trace of T (1) (u) over its auxiliary space,
and it is the goal of the nested Bethe Ansatz to find the eigenvectors of the transfer matrix. Namely, we wish to construct states |Ψ ∈ V s (1) satisfying
where E Ψ (u) is a scalar.
It is convenient to put the monodromy matrix (100) in the 2 × 2 block-form
where A (2) (u) is the top-left entry of T (1) (u), B (2) (u) is a row vector of length (n − 1) formed by the remaining entries in the top row of T (1) (u), and D (2) (u) is the bottom-right (n − 1) × (n − 1) sub-matrix of T
(1) (u). We use the ⋆ symbol to indicate entries that play no role in the scheme below. Notice that all of the entries depend on the variables v (1) , but for conciseness we do not write this dependence explicitly. Now for all 2 ≤ k ≤ n we define
which is ak ×k matrix whose entries are operators acting in V s (1) ⊗ · · · ⊗ V s (k) , and where D (k) (u) comes from the 2 × 2 decomposition of the preceding monodromy matrix
For the purpose of constructing eigenstates of the transfer matrix t(u), the important parts of these definitions are the operators B (k) (u). We use them in the next subsection to build the eigenvectors of (101).
Algebraic expression for Bethe eigenvectors. The operator B
(k) (u) should be considered a row vector of lengthk. Therefore it may be viewed as belonging to the dual of somek-dimensional vector space, which we are only now interested in specifying. For all 2 ≤ k ≤ n we introduce the operator products
where, following up on our above remark, it is assumed that
or equivalently,
In order to give the expression for the Bethe eigenvectors, we need finally to introduce some reference states. For all 1 ≤ k ≤ n and s
we define the length-k column vectors
which have a 1 in the first entry, and 0 in all remaining entries. We then set
The eigenvectors of the transfer matrix t(u) are given by
where the parameters v (2) , . . . , v (n) satisfy the nested Bethe equations [8] which we do not list here, as they are not needed. From the relations (108) and (110) it can be seen that |Ψ(v (1) , . . . , v (n) ) ∈ V s (1) , as required. 6.5. Algebraic expression for dual Bethe eigenvectors. It is possible to modify the preceding formalism slightly, and construct vectors Ψ(v (n) , . . . , v (1) )| in the dual space V * s (1) which are eigenstates of t(u). To this end let T (1) (u) be as given by (100), and for all 2 ≤ k ≤ n define
where D (k) (u) comes from the 2 × 2 decomposition of T (k−1) (u) as shown below,
Here C (k) (u) is a column vector of lengthk, formed by the left-most column of entries in T (k−1) (u) with the exception of the top-left. We let
where each product of operators C (k)
The dual Bethe eigenvectors are given by the equation
where ½| s (k) denotes the dual of the reference state (110), and the variables v (2) , . . . , v (n) obey the nested Bethe equations.
6.6. Diagrammatic representation of Bethe eigenvectors. We now give a diagrammatic exposition of the eigenvectors |Ψ(v (1) , . . . , v (n) ) , which serves to clarify the meaning of the algebraic expression (111). It is this diagrammatic approach to the eigenvectors which motivates equation (128) in Subsection 6.8, and it would be harder to derive this formula relying purely on the algebraic form (111).
To start, we introduce a convention to be employed in this subsection. For four sets of indices
This convention extends in an obvious way to sets {i}, {j}, {k}, {l} with arbitrary cardinalities. Note that each line on the left hand side has an associated rapidity variable, but for simplicity we omit these from the diagram. The condensed vertex on the right hand side has precisely the form which arises in the fusion of level-1 vertex models. We will find this abbreviation helpful to avoid a proliferation of indices in what follows. Consider the single operator B (2) (u). Using the definition (100) and 2 × 2 block form (103) of the monodromy matrix T (1) (u), we express B (2) (u) as
where the final diagram is in condensed form. In the middle diagram, all external vertex limbs (with the exception of that bearing the index 1) are unspecialized . These vacancies are to cater for the 2N 1 component labels describing the End(V s (1) ) action of B (2) (u), and the single component label describing the entries of the row-vector B (2) (u) itself. Notice that we label the (n − 1) entries of this row-vector 5 By this, we mean that these limbs have no definite index value assigned to them.
with the indices {2, . . . , n} and not {1, . . . , n − 1}. This restriction has been indicated by writing ≥ 2 on the appropriate limb. Building upon this, we obtain an analogous representation for products of these operators,
where we once again use condensed vertex notation (117) in the final diagram. It is quite straightforward to generalize this picture still further, by making the identification
where each of the symbols ≥ i constrains the index on that limb to take values in {i, . . . , n}.
The Bethe eigenvector (111) is recovered by projecting onto the state |½ s (1) ⊗ |½ s (2) ⊗ · · · ⊗ |½ s (n) . At the diagrammatic level, this corresponds to fixing the top row of indices in (120) to their smallest possible value. Hence we obtain the representation
for the components of (111), where we use the shorthand {i} = {i 1 , . . . , i N1 }. Notice that the indices in the top row of this diagram increase monotonically from left to right. By virtue of the results in Subsection 5.2, we expect that (121) can be recovered as a particular component of an F * -matrix (87) for a chain of length N 1 + · · · + N n . We make this statement more precise with equation (130) in Subsection 6.8. 6.7. Diagrammatic representation of dual Bethe eigenvectors. These techniques can also be applied to represent the dual Bethe eigenvectors (116). Since the details are rather similar to those given above, we state only the result, which says
where {j} = {j 1 , . . . , j N1 }. In this instance the indices in the bottom row of the diagram are monotonically increasing from right to left. Recalling the discussion in Subsection 4.3, we expect that (122) can be recovered as a particular component of an F -matrix (75) for a chain of length N 1 + · · · + N n . We make this claim more explicit with equation (131) in Subsection 6.8.
6.8. Bethe eigenvectors and F -matrices. Let us introduce n more sets of labels
Nn }, which will be used as subscripts throughout this subsection. For all 1 ≤ k ≤ n, an operator with the subscript α ∈ α (k) acts linearly in the vector space
Hence there is no difference in the dimension of the vector spaces to be used below, in contrast to the role played by the labeling sets s (1) , . . . , s (n) in Subsection 6.1. For all 1 ≤ j, k ≤ n and α 
which are length-n column vectors with 1 in the j th entry and 0 in all other entries. Furthermore, we define
and let | α (k) denote the dual of (125). These definitions are direct analogues of equations (109) and (110), but now in reference to n-dimensional vector spaces, rather thank-dimensional ones.
To state our result, we consider factorizing F -matrices for a chain of length N 1 +· · ·+N n . In particular, we shall abbreviate F * α (1) ···α (n) (v (1) , . . . , v (n) ) = F * α
1 ...α 
N1 ). (127)
Note that the ordering of the spaces in (126) is different to the ordering in (127). Using these definitions, we make the following claim. (130) and (131) may be realized as bipartite graphs of appropriate permutations. Up to the irrelevant freedom in choosing these permutations (which is resolved by Lemma 2), we find that the graphs obtained are exactly (121) and (122), respectively.
Summary
In Section 2 we presented a new formula for the F -matrix of quantum spin chains based on the algebras Y(sl n ) and U q ( sl n ). Our expression (44) is similar in nature to that of [4] for Y(sl 2 ) and U q ( sl 2 ), in the sense that it is factorized into a product of partial F -matrices. As we remarked, tier-k of the sl(n) F -matrix only exhibits non-trivial interaction between the colours {1, . . . , k}. Hence the decomposition of the sl(n) F -matrix into tiers is similar in its conception to the nested Bethe Ansatz construction of eigenstates of the transfer matrix.
In Section 3 we proved that the F -matrix (44) satisfies the factorizing equation (47). The proof was based on two simple lemmas, equations (48) and (52), which give information about the commutativity of a tier-k R-matrix with tier-k partial F -matrices. Having proved these two lemmas it was easy to deduce the statement (47), since our F -matrix is just a product of tier-k partial F -matrices, with k taking values in {2, . . . , n}.
In Section 4 we studied the special cases n = 2, 3 of the formula (44). The main observation was that all components of the F -matrix are given by formulae of the type ( , where σ is any permutation which orders the incoming colours. This enabled us to show that the expression (44) is equivalent to (75), as obtained in [6] . In Section 5 we started from the equation (78) for the components of the F -matrix, and gave entirely diagrammatic proofs of its lower triangularity and invertibility. We point out that it is also possible to formulate the object F * 1...N in terms of suitable partial F -matrices. This is achieved by making an appropriate definition for the partial F -matrices such that the outgoing colours are sorted in increasing order from left to right, whereas F 1...N sorts the incoming colours in decreasing order from left to right.
In Section 6 we obtained new formulae, equations (130) and (131), relating the components of an sl(n) Bethe eigenvector for a chain of length N 1 to the components of an sl(n) F -matrix for a chain of length N 1 + N 2 + · · · + N n . Notice that this is quite distinct from the standard use of the F -matrix in these models, in which operators are conjugated by F -matrices with N 1 spaces. We hope that the formulae (128) and (129) for the Bethe eigenvectors will provide a new approach for the study of scalar products and correlation functions in these models 6 , but this is beyond the scope of the present paper.
