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object Design Function SizeSize Dec.
$u_{1}$ classic simple compact accept
$u_{2}$ classic multiple compact accept
$u_{3}$ classic multiple nornal reject
$u_{4}$ modern simple compact reject
$u_{5}$ modern simple normal reject
$u_{6}$ classic multiple compact accept
u7 modern multiple normal reject
$u_{8}$ classic simple compact accept
u9 classic multiple normal accept
$u10$ modern multiple normal rej ect
, .









, . 3 ,
. ,








, $U$ , $C$ , $d$ , $(U, C\cup\{d\})$
. $a\in C\cup\{d\}$ $U$ $V_{a}$ . , $V_{a}$ $a$
, 1 . 1 , $U=\{u\text{ } =1,2\ldots, 10\}\}$ ’
$C=$ {Design, Function, Size}, $d=\mathrm{D}\mathrm{e}\mathrm{c}$ . (Decision) .
$(U, C\cup\{d\})$ , $u\in U$ ( ,
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2:
pattern Design Function Size $\sigma$Eh
$w_{1}$ classic simple compact $(2,0)$
$w_{2}$ classic multiple compact $(2,0)$
$w_{3}$ classic multiple normal $(1,1)$
$w_{4}$
$\Pi \mathrm{l}\mathrm{o}\mathrm{d}\mathrm{e}\mathrm{r}\mathrm{n}$ simple compact $(0,1)$
$w_{\mathrm{S}}$ modern simple normal $(0,1)$
$w_{6}$ modern multiple normal $(0,2)$
) Infc(u) .
In$f_{C}(u)=\cup\{\langle a, a(u)\rangle\}a\in C$ (1)
, $a(u)$ $u$ $a\in C\cup\{d\}$ . $(U, C\cup\{d\})$
, .
$V_{C}^{U}=\{Inf_{C}(u)|u\in U\}$ (2)
$\ovalbox{\tt\small REJECT}$ , $w\in V_{C}^{U},$ $v_{d}\in V_{d}$ , $\sigma c$
$\mu c$ .
$\sigma_{C}(w, v_{d})=|Inf_{C}^{1}(w)\cap d^{-1}(v_{d})|$ (3)
$\mu c(w, v_{d})=\frac{|Inf_{C}^{1}(w)\cap d^{-1}(v_{d})|}{|Inf_{C}^{1}(w)|}$ (4)
, In$f_{C}^{l}.$ , $d^{-1}$ , , Inf $d$ , In$f_{C}^{1}(w)=\{u\in U|$ In$fc(u)=$
$.w\},$ $d^{-1}(v_{d})=\{u\in U|d(u)=v_{d}\}$ . $\sigma c(w, v_{d})$ $w$
$vd$ . $\mu c(\cdot uJ, v_{d})$ , $w$
$vd$ . $v_{d}\in V_{d}$ , $\sigma c(w, v_{d})$
, $\mu c(w, v_{d})$ .
$\mu c(w, v_{d})=\frac{\sigma_{C}(w,v_{d})}{\sum_{v_{d}\in V_{d}}\sigma_{C}(w,v_{d})}$
(5)
, $\in V_{d}$ $\mu c(w, vd)$ , $\sigma c(w, vd)$
.
. $w\in V_{C}^{U}$ $\{\sigma_{C}(w, v_{d})|v_{d}\in V_{d}\}$ .
, 1 , 2 . 2 ,
$‘\sigma$ ’
, ( $\sigma c$ ($wj$ , acoept), $\sigma c(wj$ , reject)) . ,




, $\hat{X}$ , $X\underline{\subseteq}Vd$ .
$\hat{X}=\{u\in U|d(u)\in X\}$ (6)
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$w.\in V_{C}^{U}$ $X\subseteq V_{d}$ \mu
.
$\sum\sigma_{C}(w, v_{d})$
$\mu_{C}(w, X)=\frac{v_{d}\in X}{\sum_{v_{d}\in V_{d}}\sigma_{C}(w,v_{d})}$
(7)
$X\subseteq V_{d}$ , ,
.
$\underline{C}(X)=\{w_{i}\in V_{C}^{U}|\mu_{C}(w_{i}, X)=1\}$ (8)
$\overline{C}(X)=\{w_{i}\in V_{C}^{U}|\mu_{C}(w_{i}, X)>0\}$ (9)




$\hat{X}$ , $(C_{*}(\hat{X}))C$ ‘ $(\hat{X}))$ . , $(\underline{C}(X), \overline{C}(X))$
$X$ .





$\epsilon_{1}\in[\mathrm{O}, 0.5)$ , $X$ ,
, .
$\underline{C}_{\Xi_{1}}(X)=\{w_{i}\in V_{C}^{U}|\mu_{C}(w_{i}, X)\geq 1-\epsilon_{1}\}$ (12)
$\overline{C}_{\epsilon_{1}}(X)=\{w_{i}\in V_{C}^{U}|\mu c(w_{i}, X)>\epsilon_{1}\}$ (13)
$(\underline{C}_{\in_{1}}(X), \overline{C}_{\epsilon_{1}}(X))$ $X$ (VPRS) . , $\epsilon_{1}=0$







$n$ $n$ , $\mathrm{T}$ $T_{i}=(U_{i}, C\cup\{d\})$ ,






$T_{i}$ $U_{i}$ . ,












. , $X$ $w_{i}$
, .
$\underline{\tau}_{51}(w_{i}, X)=\frac{|\{T_{j}\in \mathrm{T}|w_{i}\in\underline{C}_{\epsilon_{1}}^{T_{j}}(X)\}|}{|\{T_{i}\in \mathrm{T}|w_{i}\in V_{C}^{U_{j}}\}|}$ (16)
$\overline{\tau}_{\epsilon_{1}}(w_{i}, X)=\frac{|\{T_{j}\in \mathrm{T}|w_{i}\in\overline{C}_{\epsilon_{1}}^{T_{j}}(X)\}|}{|\{T_{j}\in \mathrm{T}|w_{i}\in V_{C}^{U_{j}}\}|}$ (17)
, $\underline{C}_{\epsilon_{1}}^{T_{j}}(X)$ $\overline{C}_{\Xi 1}^{T_{j}}(X)$ $Tj$ \epsilon 1\epsilon \epsilon 1\epsilon .
(15) , .
$\underline{\tau}_{\overline{\mathrm{c}}1}(w_{i}, X)\leq\overline{\tau}_{\epsilon_{1}}(w_{i}, X)$ (18)
$\overline{\tau}_{\epsilon_{1}}(w_{i}, X)=1-\underline{\tau}_{\epsilon_{1}}(w_{i}, V_{d}-X)$ (19)
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$w\not\in V_{C}^{U_{i}}$ . $w_{k}\in V_{C}^{U_{i}}$, , $B_{k}(w)$
.
$B_{k}(w)=\{a|\exists v_{a}\in V_{a\}}\langle a, v_{a}\rangle\in w\cap u_{k}’\}$ (20)
$B_{k}(w)$ , $w$ $B_{k}$ ,
$w^{1B_{k}(w)}=\{\langle a, v_{a}\rangle|(a, v_{a}\rangle\in w\cap w_{k}\}$ (21)







$v_{d} \frac{|\{u\in U_{i}|d(u)\in X\}|\in V_{d}}{|U_{i}|}$ , if $B_{k}(w)=\emptyset$
(22)
, $\sigma_{B^{i}}^{T}$ $B\subseteq C$ $T_{i}$ .
, $w\not\in V_{C}^{U_{i}}$ , .
$\hat{\mu}_{C}^{T_{i}}(w, X)=\{$
$\max_{w_{k}\in V_{C}^{U_{i}}}\mu_{B_{k}(w)}^{T_{i}}(w^{\lrcorner B_{k}(w)}, X)$
, if $w\not\in V_{C}^{U_{i}}$
$\mu_{C^{\dot{2}}}^{T}(w, X)$ , if $w\in V_{C}^{U_{i}}$
(23)
, $\mu_{C^{\dot{\mathrm{z}}}}^{T}$ $T_{i}$ . $\sum_{v_{d}\in V_{d}}\hat{\mu}_{C}^{T_{i}}(w, \{v_{d}\})\geq 1$
, $\hat{\mu}_{C}^{T_{i}}(w, X)$ .
‘if an object $u$ satisfies apattern $w^{1B_{k}(w)}$ then $u$ takes adecision attribute
value in $X$ ’ $T_{i}$ , $\mu B_{k}(w)(w^{\downarrow B_{k}(w)}, X)=1$
. , J ‘if an object $u$ satisfies apattern $w^{\downarrow B_{k}(w)}$ then $u$ takes
8decision attribute value in $X$ ’ $\alpha\in[0,1]$ $T_{i}$ ,
$\mu B_{k}(w)(w^{1B_{k}(u’)}, X)\geq\alpha$ . , $\hat{\mu}_{C}^{T_{i}}(w, X)$ $w$
$X$ .
33
, \epsilon 1\epsilon \epsilon 2\in ,
$(\epsilon_{1}$ , \epsilon 2 $)$\Xi $(\epsilon_{1}$ , \epsilon 2 $)$\epsilon .
$\underline{C}_{\epsilon_{1},\epsilon_{2}}^{T_{i}}(X)=\{w_{i}\in V_{C}|\hat{\mu}_{C}^{T_{i}}(w_{i}, X)\geq 1-\epsilon_{1},\hat{\mu}_{C}^{T_{i}}(w_{i}, V_{d}-X)\leq\epsilon_{2}\}$ (24)
$\overline{C}_{\epsilon_{1},\epsilon_{2}}^{T_{i}}(X)=$ { $w_{i}\in Vc|\hat{\mu}_{C}^{T_{\mathrm{i}}}(w_{i},$ $X)>\epsilon_{1}$ or $\hat{\mu}_{C}^{T_{i}}(wi,$ $V_{d}-X)<1-\epsilon_{2}$ } (25)
, $\epsilon_{1}\leq\epsilon_{2}<1-\epsilon_{1}$ . $\hat{\mu}_{C}^{T_{i}}(w_{i}, X)+\hat{\mu}_{C}^{T_{i}}(w_{i}, V_{d}-X)\geq 1$ , $\hat{\mu}_{C}^{T_{i}},(w_{i}, X)\geq$
$1-\epsilon_{1}$ $\hat{\mu}_{C^{i}}^{T_{i}}(w_{i}, V_{d}-X)>\epsilon 1$ . $\hat{\mu}_{C}^{T_{i}}(w_{i}, X)\geq 1-\epsilon_{1}$ $\hat{\mu}_{C}^{T_{i}}(w_{i}, V_{d}-X)>\epsilon_{1}$
, $\hat{\mu}_{C}^{T_{i}}(w_{i}, X)$ $\hat{\mu}_{C}^{T_{i}}(w_{i}, V_{d}-X)$ , $w_{i}$ $X$
$V_{d}-X$ , .
, $w_{i}$ , $\hat{\mu}_{C}^{T_{i}}(V_{d}-X|w_{i})\leq\epsilon_{2}$
. $(\epsilon_{1}$ , \epsilon 2 $)$\epsilon .




, $\underline{C}_{\epsilon_{1}}^{T_{i}}(X)$ $\overline{C}_{\epsilon_{1}}^{T_{i}}(X)$ $V_{C}^{U_{i}}$ , $\underline{C}_{\epsilon_{1)}\epsilon_{2}}^{T_{i}}(X)$
$\overline{C}_{\epsilon_{1},\epsilon_{2}}^{T_{i}}(X)$ $Vc$ . $Vc=V_{C}^{U_{i}}$ , $\underline{C}_{\epsilon_{1},\epsilon_{2}}^{T_{i}}(X)=\underline{C}_{\epsilon_{1}}^{T_{i}}(X)$
$\overline{C}_{\Xi 1,\epsilon_{2}}^{T_{i}}(X)=\overline{C}_{rightarrow 1}^{T_{i}}(\mathrm{r}X)$ .
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$(\epsilon_{1}$ , \epsilon 2 $)$E $(\epsilon_{1}$ , \epsilon 2 $)$\in , $w_{i}\in Vc$ $X$
, .
$arrow_{1},\epsilon_{2}\tau(u_{i}\mathrm{l}, X)=\frac{|\{T_{j}\in \mathrm{T}|w_{i}\in\underline{C}_{\epsilon_{1},\epsilon_{2}}^{T_{j}}(X)\}|}{|\mathrm{T}|}$ (29)
$\overline{\tau}_{\epsilon_{1},\epsilon_{2}}(w_{i},X)=\frac{|\{T_{j}\in \mathrm{T}|w_{i}\in\overline{C}_{\epsilon_{1},\epsilon_{2}}^{T_{j}}(X)\}|}{|\mathrm{T}|}$ (30)
(28) , .
$\overline{\tau}_{\epsilon\prime\epsilon \mathrm{z}}(1w_{i}, X)=1-\underline{\tau}_{\epsilon_{1},c_{2}}(w_{i}, V_{d}-X)$ (31)
34
$(\underline{\tau}\mathcal{X},\overline{\tau}\mathcal{X})$
$(\underline{\tau}_{\epsilon_{1}},\overline{\tau}_{\epsilon \mathrm{i}}1)$ $(\underline{\tau}_{\epsilon_{1},\epsilon 2}, \overline{\tau}_{\Xi 1},\epsilon_{2})$
. , $(X, \delta_{1}, \delta 2)$ \mbox{\boldmath $\delta$} $(\mathcal{X}, \delta_{1}, \delta 2)$\mbox{\boldmath $\delta$}
.
$\mathrm{X}\delta_{1},\delta_{2}$ $(X)=\{w_{i}\in V_{C}|\underline{\tau}_{X}(w_{i\mathrm{t}}X)\geq 1-\delta_{1}, \overline{\tau}\chi(w_{i\backslash }X)\geq 1-\delta_{2}\}$ (32)
$\overline{\mathrm{T}}_{\mathcal{X}}^{\mathit{5}_{1},\mathit{5}_{2}}(X)=$ { $w_{i}\in V_{C}|\underline{\tau}_{X}(w_{i},$ $X)>\delta_{1},$ or $\overline{\tau}_{\mathcal{X}}(w_{i},$ $X)>\delta_{2}$ } (33)
, $0\leq\delta_{2}\leq\hat{\delta}_{1}<0.5$ . $\mathcal{X}$ $\epsilon_{1}$ $\{\epsilon_{1}, \epsilon_{2}\}$
. (19) (31) , $\underline{\tau}_{c_{1}}.(w_{i}, X)=1-\overline{\tau}_{\epsilon_{1}}(w_{i}, X)$ $\underline{\tau}_{\hat{\mathrm{c}}1,\epsilon_{2}}(w_{i}, X)=1-$
$\overline{\tau}_{\epsilon_{1},\epsilon_{2}}$
$X$ ) . , (32), (33) $\delta_{2}$ ,
$arrowarrow\vec{\overline{\mathrm{r}}}\mathrm{R}\mathrm{r}\text{ }$
.




, (X)=Vc- X\mbox{\boldmath $\delta$}1,\mbox{\boldmath $\delta$}\tilde 2 $(V_{d}-X)$ (35)
4
3\sim 6 $T_{1}\sim T_{4}$ . , 4
. ,
$C=$ { $\mathrm{D}\mathrm{e}\mathrm{s}\mathrm{i}\mathrm{g}\mathrm{n},\mathrm{E}^{\urcorner}\mathrm{u}\mathrm{n}\mathrm{c}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}$,Size}, $d=\mathrm{D}\mathrm{e}\mathrm{c}$ . (Decision), $V_{d}=$ {accept, reject} .
Dec. ($\sigma_{C^{i}}^{T}$ ( $w_{k}$ , accept), $\sigma_{C^{i}}^{T}(wk$ , reject)) .
$\mathrm{T}=\{T_{1}, T_{2}, T_{3}, T_{4}\}$ , {accept} {reject}
.
$\delta_{2}=0$ , $\epsilon_{1}$ $\delta_{1}$ , $(\epsilon_{1}, \delta_{1}, \delta 2)$ \mbox{\boldmath $\delta$} .
, $\underline{\mathrm{T}}_{0.2}^{0.3,0}$ $(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})$ . \epsilon 1\epsilon .
$\underline{C}_{0.2}^{T_{1}}(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})=\{w_{1},w_{21}w_{7}\}$ , $\overline{C}_{0.2}^{T_{1}}(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})=\{w_{1}, w_{2_{\mathrm{J}}}w_{3}, w_{5}, w_{7}\}$,
$\underline{C}_{0.2}^{T_{2}}(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})=\{w_{1}, w_{7}, w_{8}\}$ , $\overline{C}_{0.2}^{T_{2}}(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})=\{w_{1},w_{3}, w_{5}, w_{7}, w_{8}\}$,
$\underline{C}_{0.2}^{T_{3}}(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})=$ { $w_{1},$ $w_{6},$ $w_{7}$ , w8} $\overline{C}_{0.2}^{T_{3}}(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})=\{w_{1}, w_{27}w_{3}, w_{6},w_{7}, w_{8}\}$ ,
$\underline{C}_{0.2}^{T_{4}}(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})=\{w_{7}, w_{8}\}$, $\overline{C}_{0.2}^{T_{4}}(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})=\{w_{2}, w_{3}, w_{7}, w_{8}\}$
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3: $T_{1}$ 4: $\ovalbox{\tt\small REJECT}$
$V_{C}^{U_{1}}$ Design Function Size Dec.
$w_{7}w_{6}w_{5}w_{4}w_{3}ww12$
.
$w_{1}$ classic simple compact $(6, 1)$
$w_{2}$ classic multiple compact $(6, 0)$
$w_{3}$ classic multiple normal $(1, 2)$
w_ 4 $ modern simple compact $(0, 2)$
$w_{5}$ modern simple normal $(1, 2)$
$w_{6}$ modern multiple compact $(0, 1)$
$w_{7}$ nlodern multiple normal $(8, 0)$
5: $T_{3}$ 6: $\ovalbox{\tt\small REJECT}$
$V_{C}^{U_{3}}$ Design Function Size
$w_{8}w_{7}w_{6}wwww_{3}241$
.Dec.
$w_{1}$ classic simple compact $(3, 0)$
$w_{2}$ classic multiple compact $(1, 3)$
$w_{3}$ classic multiple normal $(2, 3)$
$w_{4}$ modern simple compact $(0, 3)$
$w_{6}$ modern multiple compact $(1, 0)$
$w_{7}$ modern multiple normal $(8, 0)$
$w_{8}$ classic sirrlple normal $(2, 0)$
(16), (17) , 7 . , $\underline{\mathrm{T}}_{02}^{0.3,0}.(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})=$
$\{w\tau, w_{8}\}$ , , $w_{1}$ $\overline{\tau}0.2$ ( $w_{1}$ , {accept}) $=0.75<1$
. $\in 1$ $\delta_{1}$ , $\underline{\mathrm{T}}_{\epsilon 1}^{\delta_{1},0}(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})$ $arrow 1\mathrm{T}^{\mathit{5}_{1},0}$ ({reject}) , 9
. 9 , $\underline{\mathrm{T}}_{\epsilon_{1}^{1}}^{\delta,0}$({accept}) , $\mathrm{T}_{\in_{1}}^{\delta_{1,}0}$ ({reject}) .
, $\epsilon_{2}=0.5,$ $\delta_{2}=0$ , $\epsilon_{1}$ $\mathit{5}_{1}$ , $(\epsilon_{1}, \epsilon 2, \delta 1, \delta 2)$ \mbox{\boldmath $\delta$}
. , (pat.)
$(\hat{\mu})$ . 8 . $‘\hat{\mu}$ ’ , ( $\hat{\mu}_{C}^{T_{i}}$ ( $w,$ {accePt}),
$\hat{\mu}_{C}^{T_{i}}$ ( $w,$ {l.eject}) $)$ . $\epsilon_{1}$ $\delta_{1}$ , $arrow,0\mathrm{s}\mathrm{T}_{1}^{\delta_{1},0}$. ({accept}) $\underline{\mathrm{T}}_{\Xi_{1}}^{\delta_{1}}$ ’ $0.50$ ({reject})
, 10 . 10 , $arrow,05(\mathrm{T}_{1}^{\overline{\mathrm{d}}_{1},0}.\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})$ , $\underline{\mathrm{T}}_{\epsilon_{1_{\rangle}}0.5}^{\delta_{1},0}(\{\mathrm{r}\mathrm{e}\mathrm{j}\mathrm{e}\mathrm{c}.\mathrm{t}\})$
.
9 10 , $\epsilon 1$ ,
. , -\mbox{\boldmath $\tau$} $(w_{i}, X)\geq 1-\delta_{2}$ .




. , , $[2, 3]$
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$\text{ }9:arrow 1\mathrm{T}^{\delta_{1},0}(\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})$ $\underline{\mathrm{T}}_{\epsilon_{1}}^{\delta_{1},0}$ ( $\{$reject})
10: $arrow,05(\mathrm{T}_{1}^{\delta_{1},0}.\{\mathrm{a}\mathrm{c}\mathrm{c}\mathrm{e}\mathrm{p}\mathrm{t}\})$
$\epsilon_{1}\backslash \delta_{1}$ [0, 1/4) [1/4, 1/3) [1/3, 1/2)
$\underline{\mathrm{T}}_{\epsilon_{1},0.5}^{\delta_{1},0}(\{\mathrm{r}\mathrm{e}\mathrm{j}\mathrm{e}\mathrm{c}\mathrm{t}\})$
$.\cdot 0,$ $\frac{1}{10})$ $\{w_{4}\}\{w_{7}\}$ $\{w_{4}\}\{w_{7}\}$ $\{w_{7},w_{8}\}\{w_{4}\}$ $\epsilon_{1}\backslash \delta_{1}$ [0, 1/4) [1/4, 1/2)
$\frac{1}{10}’\frac{1}{7})$ $\{w_{7},w_{8}\}\{w_{4}\}$ $\{w_{7},w_{8}\}\{w_{4}\}$ $\{w_{7},w_{8}\}\{w_{4}\}$
$[0_{7} \frac{1}{10})$ $\{w_{7}\}\emptyset$ $\{w_{4}\}\{w_{7}\}$
$[ \frac{1}{7}$ $\frac{1}{5})$ $\{w_{7},w_{8}\}\{w_{4}\}$ $\{w_{1}, w_{7}, w_{8}\}\{w_{4}\}$ $\{w_{1\prime}w_{7}, w_{8}\}\{w_{4}\}$
) $\{w_{7}\}\emptyset$ $\{w_{7},w_{8}\}\{w_{4}\}$
$[ \frac{1}{5},$ $\frac{1}{4})$ $\{w_{7},w_{8}\}\{w_{4}\}$ $\{w_{7},w_{8}\}\{w_{4}\}$ $\{w_{7_{\dot{\prime}}}w_{8}\}\{w_{4}\}$
$[ \frac{1}{7},$ $\frac{1}{5})$ $\{vJ_{7},\emptyset w_{8}\}\{w_{1}, w_{7_{\dot{\prime}}}w_{8}\}\{w_{4}$
’
$[ \frac{1}{4},$ $\frac{1}{3})$ $\{w_{7},w_{8}\}\{w_{4}\}$ $\{w_{7},w_{8}\}\{w_{4}\}$ $\{w_{7},w_{8}\}\{w_{4},w\mathrm{s}\}$
$[ \frac{1}{5},$ $\frac{1}{3})$ $\{w_{7}, w_{8}\}\emptyset$ $\{w_{7},w_{8}\}\{w_{4}\}$
$[ \frac{1}{3})\frac{2}{5})$ $\{w_{7},w_{8}\}\{w_{4},w_{5}\}$ $\{w_{4},w_{5}\}\{w_{7},w_{8}\}$ $\{w_{4},w_{5}\}\{w_{7},w_{8}\}$
$[ \frac{1}{3},$ $\frac{2}{5})$ $\{w_{7}, w_{8}\}\emptyset$ $\{w_{7},w_{8}\}\{w_{4},w_{5}\}$
$\{w_{4}, w_{5}\}\{w_{7},w_{8}\}$ $\{w_{3},w_{4},w_{5}\}\{w_{7},w_{8}\}$ $\{w_{3},w_{4},w_{5}\}\{w_{7},w_{8}\}$

































































, 9 10 , $w_{7}$
, $w_{4}$ .
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