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Abstract
Let bðmKvÞ be the minimum number of complete bipartite subgraphs needed to partition the
edge set of mKv; the complete multigraph with m edges between each pair of vertices. Previous
work by Gregory and Vander Meulen determined that for m odd with vp2m; and subject to the
existence of certain Hadamard and conference matrices, then bðmKvÞ is one of two numbers.
By considering forbidden submatrices of a vertex–biclique incidence matrix, we determine
conditions for when the lower of these numbers is not attained, and describe constructions
that show the lower bound can be attained in the remaining cases. Assuming the standard
necessary conditions for the existence of Hadamard and conference matrices are sufﬁcient, this
completes the determination of bðmKvÞ for all m and v such that vp2m:
r 2003 Elsevier Science (USA). All rights reserved.
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1. Introduction
Throughout this paper, mKv denotes the complete multigraph with vX2 vertices
and m edges between each pair of distinct vertices. A biclique in a multigraph is a
simple complete bipartite subgraph. A biclique decomposition of mKv is a collection of
bicliques whose edge sets partition the edge set of mKv: The biclique decomposition
number of mKv; denoted bðmKvÞ; is the minimum number of bicliques needed in a
biclique decomposition of mKv: Biclique decompositions of gKv and mKv can be
combined to give a biclique decomposition of ðgþ mÞKv: Therefore,
bððgþ mÞKvÞpbðgKvÞ þ bðmKvÞ: ð1Þ
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In [2], de Caen et al. demonstrated that minimum biclique partitions of mKv have
links to a number of combinatorial structures such as afﬁne designs, balanced
weighing matrices and bipartite difference sets. Zaks [8] observed a correspondence
between biclique decompositions of Kv and translates of the unit cube which was
generalized to biclique covers by Alon [1] and to complete multigraph decomposi-
tions in [2]. For example, it was noted that bðmKvÞpd if and only if there are v
translates of the unit cube in Rd such that each pair of cubes intersect in a ðd  mÞ-
dimensional set.
Graham and Pollak [3] proved that bðKvÞ ¼ v  1; and Pritikin [6] extended the
lower bound for all m and v to obtain
bðmKvÞXv  1: ð2Þ
In [2], de Caen et al. noted that for equality to occur in (2), then vX2m; and
proceeded to determine values of m and v which give equality (see also [5]). They
conjectured that bðmKvÞ ¼ v  1 for all v sufﬁciently large with respect to m: Further
work by Gregory and Vander Meulen [4] examined bðmKvÞ for vp2m; ﬁnding exact
values when m is even, and bounds when m is odd. In this paper, we determine values
of bðmKvÞ for vp2m; with m odd.
A correspondence between matrices and collections of bicliques will be used often.
A (vertex–biclique) incidence matrix of a collection of bicliques B1; B2;y; Bk; is a v
by k matrix B with entries bijAf1; 0; 1g where bij ¼ 0 if vertex i is not in biclique Bj :
The entries 1 and 1 in column j distinguish the two parts of biclique Bj: A family of
bicliques in mKv is a biclique decomposition of mKv if and only if each pair of rows in
an associated vertex–biclique incidence matrix have oppositely signed nonzero
entries in exactly m positions. We say an incidence matrix is proper if each column
contains at least one pair of oppositely signed nonzero entries, that is, if each column
represents a nonempty biclique.
Special classes of matrices when interpreted as incidence matrices, lead to biclique
decompositions. A Hadamard matrix of order n is an n by n matrix H with entries
in f1;1g; such that HHT ¼ nI : Such a matrix must have order n ¼ 1; 2 or
n  0 ðmod 4Þ: The Hadamard Conjecture claims that a Hadamard matrix of order
n ¼ 4k exists for every integer kX1 (see for example [7, p. 173]). A conference matrix
of order n is an n by n matrix C with zeros on the main diagonal, and 1 or 1 in each
off-diagonal position such that CCT ¼ ðn  1ÞI : Such a matrix must have even
order. It is conjectured (see for example [7, p. 173]) that conference matrices of order
n ¼ 4k exist for every integer kX1: Hadamard and conference matrices can be used
to construct minimum biclique decompositions. For example, as observed in [2], a
Hadamard matrix of order 4m exists if and only if bð2mK4mÞ ¼ 4m 1: It was also
observed in [2] that if a conference matrix of order 2mþ 2 exists, then bðmK2mþ2Þ ¼
2mþ 1:
When vp2m; a more useful lower bound on bðmKvÞ can be obtained by counting
edges: divide the number of edges in mKv; by the maximum number of edges in a
biclique, to get
bðmKvÞXrðm; vÞ;
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where
rðm; vÞ ¼
m
v
2
 !
Iv
2
mJv
2
n
¼ 2m m
Jv
2
n
 
:
When m is even, and certain Hadamard matrices exist, then this lower bound is
sharp:
Theorem 1 (Gregory and Vander Meulen [4]). Suppose m is even and 2pvp2m: Let
a ¼ Jv
2
n: Then bðmKvÞ ¼ rðm; vÞ if any of the following conditions hold:
(a) a divides m=2 and a Hadamard matrix of order 4a exists.
(b) a4m=3 and a Hadamard matrix of order 2m exists.
(c) apm=3 and Hadamard matrices of orders 4a and 2m 4aIðm aÞ=2am exist.
When m is odd, a slightly improved lower bound was found:
Lemma 2 (Gregory and Vander Meulen [4]). If m is odd, then bðmKvÞXrðmþ 1; vÞ  1:
We will show that in most cases when m is odd, bðmKvÞXrðmþ 1; vÞ: In [4], it was
noted that when m is odd and vp2mþ 2; then
rðmþ 1; vÞ  1pbðmKvÞprðmþ 1; vÞ;
assuming the existence of certain Hadamard and conference matrices. With similar
assumptions, we can now characterize when bðmKvÞ ¼ rðmþ 1; vÞ  1 for odd m: In
Theorem 4, we describe when bðmKvÞ ¼ rðmþ 1; vÞ  1 and in Theorem 10 we show
that in the remaining cases, this lower bound cannot be attained.
Lemma 3 (Gregory and Vander Meulen [4]). If m is odd and a conference matrix of
order 2mþ 2 exists, then bðmKmþ2Þ ¼ 2m:
Theorem 4. Suppose m is odd and 1pmpm: Suppose there exists a conference matrix
of order 4m: Then
bðmK2mþ1Þ ¼ rðmþ 1; 2m þ 1Þ  1
if any one of the following three hold:
(a) m is even, m  m  2 ðmod m þ 1Þ; and a Hadamard matrix of order 4m þ 4
exists.
(b) m is odd, m  m  2 ðmod m þ 1Þ; and a Hadamard matrix of order 2m þ 2
exists.
(c) m is even, m  m  1 ðmodm þ 1Þ; and Hadamard matrices of order 2m þ 4 and
4m þ 4 exist.
Proof. Let v ¼ 2m þ 1: By Lemma 2, it is sufﬁcient to show that bðmKvÞpr
ðmþ 1; vÞ  1 for the cases cited. Suppose that a conference matrix of order 4m exists.
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Then by Lemma 3,
bðð2m  1ÞKvÞ ¼ 4m  2: ð3Þ
If there exists a Hadamard matrix of order 2m þ 2 then by Theorem 1(b),
bððm þ 1ÞKvÞ ¼ 2m þ 1: ð4Þ
Likewise, if there exist Hadamard matrices of order 4m þ 4 and 2m þ 4; by Theorem
1(b),
bðð2m þ 2ÞKvÞ ¼ 4m þ 2; ð5Þ
and
bððm þ 2ÞKvÞ ¼ 2m þ 3: ð6Þ
(a) Suppose m is even, and m  m  2 ðmodm þ 1Þ: Since m is odd, m ¼ ð2m 
1Þ þ qð2m þ 2Þ for some q: Using (1), (3), and (5),
bðmKvÞpbðð2m  1ÞKvÞ þ q bðð2m þ 2ÞKvÞ
¼ ð4m  2Þ þ qð4m þ 2Þ
¼ rðmþ 1; vÞ  1:
(b) Suppose m odd, and m  m  2 ðmod m þ 1Þ: Then m ¼ ðm  2Þ þ qðm þ 1Þ for
some q: Using (1), (3), and (4),
bðmKvÞpbðð2m  1ÞKvÞ þ ðq  1Þbððm þ 1ÞKvÞ
¼ ð4m  2Þ þ ðq  1Þð2m þ 1Þ
¼ rðmþ 1; vÞ  1:
(c) Suppose m is even and m  m  1 ðmodm þ 1Þ: Then, since m is odd, m ¼
ðm  1Þ þ qð2m þ 2Þ for some q: Using (1), (3), (5), and (6),
bðmKvÞpbðð2m  1ÞKvÞ þ bððm þ 2ÞKvÞ þ ðq  1Þ bðð2m þ 2ÞKvÞ
¼ ð4m  2Þ þ ð2m þ 3Þ þ ðq  1Þð4m þ 2Þ
¼ rðmþ 1; vÞ  1: &
Next we describe some forbidden conﬁgurations in a vertex–biclique incidence
matrix of a decomposition of the complete multigraph mKv with m odd. One
restriction we observe is a bound on the number of zeros per column. We then obtain
a formula for the maximum number of edges in any multigraph (not just a complete
multigraph) having a vertex–biclique incidence matrix with such a restriction on the
number of zeros per column.
Lemma 5. Let B be a v by k vertex–biclique incidence matrix of a decomposition of
mKv; with m odd. Then B may not contain any 3 by k submatrix B0 which is made up
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of rX0 columns from
0
0
0
2
64
3
75;
0
0


2
64
3
75;
0


0
2
64
3
75;


0
0
2
64
3
75;
0
1
1
2
64
3
75;
1
0
1
2
64
3
75;
1
1
0
2
64
3
75
8><
>:
9>=
>;
(where 
 is a nonzero entry) along with k  r columns which contain no zero entries.
Proof. Let S be the set of vertices corresponding to the rows of B0: Let EðSÞ be the
edges whose endpoints are both in S: Then jEðSÞj ¼ 3m is odd. However, each
biclique of B includes either zero or two edges from EðSÞ; thus jEðSÞj is even, a
contradiction. &
Hence, for example, an incidence matrix of mKv; m odd, cannot contain three rows
each of which have no zero entries. The next lemma follows.
Lemma 6. For vX3; any vertex–biclique incidence matrix of a decomposition of mKv;
with m odd, has at least ðv  2Þ rows each of which contain a zero.
Lemma 7. Let B be a v by k vertex–biclique incidence matrix representing a
decomposition of mKv with m odd and vX3: If B contains d zeros, then no column of
B can contain more than ðd  v þ 3Þ zeros.
Proof. Let d 0 ¼ d  v þ 3: Suppose there are d 0 þ e; e40; zeros in some column i of
B: Let B0 be the ðd 0 þ eÞ by ðk  1Þ submatrix of B constructed by taking the d 0 þ e
rows of B corresponding to the zeros in column i and removing column i:
By Lemma 6, at least ðv  2Þ rows of B contain a zero entry, and B has at most two
nonzero rows. Let v  2þ d; dX0 be the number of rows of B containing at least one
zero entry. Since B has d zero entries, at most d  v þ 2 d zeros are in B0: Thus, B0
contains at least ðd 0 þ eÞ  ðd  v þ 2 dÞ ¼ 1þ eþ d rows containing only nonzero
entries. By applying Lemma 5 to B we get eþ dp1: Hence, e ¼ 1 (since e40) and
d ¼ 0: Consequently, using a row of B which contains no zero entries and two rows
of B0 which contain no zero entries, we ﬁnd (up to line permutations) a 3 by k
submatrix of B of the form
0 
 ? 

0 
 ? 


 
 ? 

2
64
3
75;
where 
 is nonzero. However, this is forbidden by Lemma 5, giving us a
contradiction. Therefore, any column of B contains at most d 0 zero entries. &
We deﬁne Mðk; v; dÞ to be the maximum number of edges in any multigraph G
having a proper v by k vertex–biclique incidence matrix B containing d zero entries
with no more than d  v þ 3 zeros per column. Since B is proper, each column can
have at most v  2 zero entries. Let d 0 ¼ minfv  2; d  v þ 3g: Note that a biclique
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corresponding to a column of B containing m nonzero entries would necessarily have
to be a Tura´n graph T2;m ¼ K m
2d e; m2b c since Mðk; v; dÞ is a maximum. We observe that
if pXq42 then
jEðT2;pþ1Þj þ jEðT2;q1ÞjXjEðT2;pÞj þ jEðT2;qÞj
since for any r42;
jEðT2;rÞj  jEðT2;r1Þj ¼ r
2
j k
:
Consequently, since Mðk; v; dÞ is a maximum, at most one of the columns of B which
contain a zero has less than d 0 zeros. Therefore, we have the following lemma.
Lemma 8. Let G be a multigraph with jEðGÞj ¼ Mðk; v; dÞ for which there is a proper
v by k vertex–biclique incidence matrix containing exactly d zeros with at most d 
v þ 3 zeros in any column. Then G can be partitioned into q T2;vd 0 ’s, one T2;vr and
ðk  q  1Þ T2;v’s, where d ¼ qd 0 þ r with 0prod 0; and d 0 ¼ minfv  2; d  v þ 3g:
It follows from Lemma 8 that
Mðk; v; dÞ ¼ q v  d
0
2
 
v  d 0
2
 
þ v  r
2
l m v  r
2
j k
þ ðk  q  1Þ v
2
l m v
2
j k
:
For dXv  2; we show in the following proof that for ﬁxed k and v; Mðk; v; dÞ
is largest for d ¼ v  2: This task was not as straightforward as at ﬁrst expected,
since contrary to our initial inclination, Mðk; v; dÞ is not a decreasing function of d
(the number of zeros in the associated matrix.) For example Mð9; 11; 14Þ ¼
212oMð9; 11; 15Þ ¼ 213:
Lemma 9. If m is odd and bðmKvÞ ¼ k then jEðmKvÞjpMðk; v; v  2Þ with equality if
and only if mKv can be decomposed into v  2 copies of T2;v1 and k  v þ 2 copies
of T2;v:
Proof. Suppose bðmKvÞ ¼ k: Let A be a v by k incidence matrix for a decomposition
of mKv into k bicliques. Suppose A contains exactly d zeros. By Lemma 6, we know
dXv  2: By Lemma 7, matrix A has at most d  v þ 3 zeros per column. Also, A is a
proper incidence matrix since k is a minimum. Thus, jEðmKvÞjpMðk; v; dÞ: We will
show that Mðk; v; dÞpMðk; v; v  2Þ: The result then follows from Lemma 8.
Note that if a v by k incidence matrix B has d ¼ v  2 zeros with no more than
d  v þ 3 zeros per column, then B has exactly v  2 columns containing a zero entry
(and each of these columns has exactly one zero entry.) If Mðk; v; dÞ represents the
number of edges in a multigraph corresponding to an incidence matrix B0 with zeros
in more than v  2 columns, then Mðk; v; dÞoMðk; v; v  2Þ since columnwise B has
less zero entries than B0: Thus, for counting purposes, we may restrict our attention
to the case when k ¼ v  2 and it is enough to show that Mðv  2; v; dÞoM
ðv  2; v; v  2Þ when d4v  2: Let dXv  1:
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Case 1: Suppose d  v þ 3pv  2: Then dp2v  5: Let d 0 ¼ d  v þ 3 and
d ¼ qd 0 þ r with 0prod 0: Then
Mðv  2; v; dÞ ¼ q v  d
0
2
 
v  d 0
2
 
þ v  r
2
l m v  r
2
j k
þ ðv  3 qÞ v
2
l m v
2
j k
p q v
2  2vd 0 þ d 02
4
 
þ v
2  2vr þ r2
4
 
þ ðv  3 qÞ v
2
4
 
¼ 1
4
½v3  2v2  2vðqd 0 þ rÞ þ qd 02 þ r2
o 1
4
½v3  2v2  2vðqd 0 þ rÞ þ qd 02 þ rd 0 ðsince rod 0Þ
¼ 1
4
½v3  2v2  2vd þ dd 0 ðsince d ¼ qd 0 þ rÞ
¼ 14 ½v3  3v3 þ 3v  vd þ ðd  vÞ2 þ 3ðd  vÞ ðsince d 0 ¼ d  v þ 3Þ
o 1
4
½v3  3v2 þ 3v  vd þ ðd  vÞ2 þ 6ðd  vÞ þ 5 ðsince dXv  1Þ
¼ 1
4
½v3  3v2 þ 3v  vd þ ðd  v þ 5Þðd  v þ 1Þ
p 14 ½v3  3v2 þ 3v  vd þ vðd  v þ 1Þ ðsince dp2v  5Þ
¼ ðv  2Þ vðv  2Þ
4
 
p Eððv  2ÞK v1
2
 
;
v1
2
 Þ

¼Mðv  2; v; v  2Þ:
Case 2: Suppose d  v þ 34v  2: Then dX2v  4: Let d 0 ¼ v  2 and d ¼ qd 0 þ r
with 0prod 0:
Then
Mðv  2; v; dÞ ¼ q v  d
0
2
 
v  d 0
2
 
þ v  r
2
l m v  r
2
j k
þ ðv  3 qÞ v
2
l m v
2
j k
p q 1 v
2
l m v
2
j k  
þ ðv  2Þ v
2
l m v
2
j k
p 3 2 v
2
l m v
2
j k
þ ðv  2Þ v
2
l m v
2
j k
ðsince qX2Þ
¼ 3þ ðv  4Þ v
2
l m v
2
j k
¼Mðv  2; v; 2v  5Þ
pMðv  2; v; v  2Þ ðby Case 1Þ: &
Theorem 10. Suppose m is odd and vX2: Then
bðmKvÞXrðmþ 1; vÞ
if either one of the following cases hold:
(a) v ¼ 2m þ 1 but mcm  2 ðmod m þ 1Þ; and mcm  1 ðmod m þ 1Þ:
(b) v is even.
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Proof. By Lemma 2, it is enough to show that bðmKvÞarðmþ 1; vÞ  1 in the stated
cases. Let k ¼ rðmþ 1; vÞ  1: For most of the following cases, we will observe that
k bicliques will not provide sufﬁcient edges to cover mKv; by showing that Mðk; v;
v  2ÞojEðmKvÞj:
(a) Suppose v ¼ 2m þ 1 for some m: Then
Mðk; v; v  2Þ ¼ kðm2 þ mÞ  2m2 þ m
and substituting k ¼ rðmþ 1; vÞ  1;
Mðk; v; v  2Þ ¼ ð2mþ 1Þðm2 þ mÞ  mðm þ 1Þ mþ 1
m þ 1
 
 2m2 þ m:
Suppose that mþ 1  a ðmod m þ 1Þ; with 0paom þ 1: Then
Mðk; v; v  2Þ ¼ ð2mþ 1Þðm2 þ mÞ  m½mþ 1 a  2m2 þ m
¼ 2mm2 þ mm þ ðaþ 1Þm  m2:
Hence, if aom  1; then
Mðk; v; v  2Þo2mm2 þ mm ¼ jEðmKvÞj:
Therefore, when v ¼ 2m þ 1 but mcm  2 ðmod m þ 1Þ; and mcm  1 ðmod m þ 1Þ;
then a decomposition of mKv requires more than k bicliques by Lemma 9.
(b) Suppose v ¼ 2m for some m: Then
Mðk; v; v  2Þ ¼ km2  2m2 þ 2m
and if k ¼ rðmþ 1; vÞ  1; then
Mðk; v; v  2Þ ¼ 2mm2  m2 þ 2m  mþ 1
m
 
m2:
Suppose mþ 1  a ðmod mÞ with 0paom: Then
Mðk; v; v  2Þ ¼ 2mm2  mm þ ½ðaþ 1Þm  m2:
Hence,
Mðk; v; v  2Þp2mm2  mm ¼ jEðmK2mÞj
with equality if and only if a ¼ m  1: Therefore, by Lemma 9, when aom  1; a
decomposition of mKv requires more than k bicliques.
Further by Lemma 9, a decomposition of mKv into k bicliques would consist of
ð2m  2ÞKm;m1’s, and ðk  ð2m  2ÞÞKm;m’s when a ¼ m  1: Let B be a vertex–
biclique incidence matrix of such a decomposition. Let H be the graph obtained
from mK2m by deleting the edges of the k  ð2m  2Þ spanning bicliques of B: Since
mK2m is regular and each biclique removed is both regular and spanning, H is
a regular graph. Hence, each vertex in H has degree 2ðm  1Þ2: Let B0 be the
vertex–biclique incidence matrix of H corresponding to the decomposition of H into
ð2m  2Þ copies of Km;m1: Note that H has two vertices, say v1 and v2; which are in
each of the bicliques Km;m1 since B0 has only 2m  2 zero entries.
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Considering the bicliques represented by the columns of B0; let ai be the number of
bicliques for which vertex vi is in a part of order m  1 and let bi be the number of
times vi is in a part of order m: Then for all i;
aim þ biðm  1Þ ¼ 2ðm  1Þ2
and for i ¼ 1; 2;
ai þ bi ¼ 2m  2:
Hence, a1 ¼ a2 ¼ 0 and b1 ¼ b2 ¼ 2ðm  1Þ: Therefore, we may assume that all the
entries in the ﬁrst two rows of B0 are 1. Consequently, the ﬁrst three rows of B
would be a 3 by k submatrix forbidden by Lemma 5. Thus, when a ¼ m  1;
bðmK2mÞak: &
Table 1 displays the known values and bounds for bðmKvÞ; for 2pvp25 and
1pmp16; as determined in [2,4] and the results in this paper. We now have a
complete determination of bðmKvÞ for all m and v such that vp2m; assuming the
Hadamard and conference matrix conjectures are correct. As for v42m; the smallest
unsolved case is to determine if bð3K11Þ is 10 or 11.
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Table 1
Values and lower-upper bounds for bðmKvÞ
v m
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
2 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
3 2 3 5 6 8 9 11 12 14 15 17 18 20 21 23 24
4 3 3 6 6 9 9 12 12 15 15 18 18 21 21 24 24
5 4 5 6 7 10 10 13 14 16 17 20 20 23 24 26 27
6 5 5 7 7 10 10 14 14 17 17 20 20 24 24 27 27
7 6 6 7 7 10 11 14 14 17 18 21 21 24 25 28 28
8 7 7 7 7 11 11 14 14 18 18 21 21 25 25 28 28
9 8 8 8 9 11 11 14 15 18 18 22 22 25 26 29 29
10 9 9 9 9 11 11 15 15 18 18 22 22 26 26 29 29
11 10 10 10–11 10–13 11 11 15 15 18 19 22 22 26 26 29 30
12 11 11 11 11–13 11 11 15 15 19 19 22 22 26 26 30 30
13 12 12 12 12–13 12–13 12 15 15 19 19 22 23 26 26 30 30
14 13 13 13 13 13 13 15 15 19 19 23 23 26 26 30 30
15 14 14 14 14 14–15 14–17 15 15 19 19 23 23 26 27 30 30
16 15 15 15 15 15 15–17 15 15 19 19 23 23 27 27 30 30
17 16 16 16 16 16–20 16–17 16–22 17 19 19 23 23 27 27 30 31
18 17 17 17 17 17–22 17 17–26 17 19 19 23 23 27 27 31 31
19 18 18 18 18 18–22 18–20 18–27 18–21 19 19 23 23 27 27 31 31
20 19 19 19 19 19–22 19–20 19–28 19–21 19 19 23 23 27 27 31 31
21 20 20 20 20 20–22 20 20–29 20–21 20–25 21–29 23 23 27 27 31 31
22 21 21 21 21 21–22 21 21–29 21 21–25 21–30 23 23 27 27 31 31
23 22 22 22 22 22 22 22–29 22–27 22–25 22–30 23 23 27 27 31 31
24 23 23 23 23 23–24 23 23–29 23–27 23–25 23–30 23 23 27 27 31 31
25 24 24 24 24 24 24 24–29 24–27 24–25 24–30 24–34 25 27 27 31 31
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