Abstract: This paper investigates regional start-up rates in the knowledge intensive services and high-tech industries. Integrating insights from economic geography and population ecology into the literature on entrepreneurship, we develop a theoretical framework which captures how both supply-and demand-side factors mold the regional bedrock for start-ups in knowledge intensive industries. Using multi-level data of all knowledge intensive start-ups across 286 Swedish municipalities between 1994 and 2002 we demonstrate how characteristics of the economic and political milieu within each region influence the ratio of firm births. We find that economically affluent regions dominate entrepreneurial activity in terms of firm births, yet a number of much smaller rural regions also revealed high levels of start-ups. Knowledge spillovers from universities and firm R&D strongly affect the start-up rates for both knowledge intensive manufacturing and knowledge intensive services firms.
INTRODUCTION
A substantial literature in entrepreneurship (Acs & Varga, 2005) , population ecology (Lomi, 1995) , and economic geography (Rocha, 2004) suggests that geographic factors are important in shaping the emergence of new entrepreneurial firms (Sorensen & Audia 2000; Sørensen & Sorensen, 2003) . Macro-oriented research in population ecology and economic geography indicates significant differences in, for example, entrepreneurial start-up rates across regions and countries as well as between industries. The explanations vary from advantages of industrial clustering (Malmberg & Maskell, 1999) , labour market characteristics, for example, flows and access to knowledge (Lorenzen & Frederiksen, 2008) and institutional thickness (Amin & Thrift, 1995) 1 , to location based opportunities founded on localized learning (Malmberg & Maskell, 1999) and natural resource endowments such as climate or raw materials (Ellison & Glaeser, 1999) . Micro-oriented entrepreneurship research on the other hand demonstrates how resources and initial conditions present at the time of founding can influence new firms in long lasting ways, even if more resources are accumulated and environmental conditions change (Delmar, Hellerstedt, & Wennberg, 2006; Dahl & Sorensen, 2008) . Fundamental to this line of argument is the assumption that resource endowments, economic conditions, and institutional conditions present during the founding process influences the firm's development even though the environment and the firm will continue to change (Eisenhardt & Schoonhoven, 1990) . Such resources tend to be strongly linked to particular regions (Gianetti & Simonov, 2007) . Thus, of particular interest is the role of geography in the creation and evolution of new firms.
1 Institutional thickness refers to the totality of social, cultural, and institutional forms and supports available to enterprises. This includes trade associations, universities, voluntary agencies, sectoral coalitions, concrete institutions, and local elites-their effects on local policy, and their consensus institutions: common agreements, shared views and interpretations, and unwritten laws.
Summarizing the two research orientations Feldman (2001) highlights that entrepreneurship is more than an individual act and it is therefore equally necessary to understand entrepreneurship as a 'regional event'. We elaborate on this view by posing the question: To what extend does localized knowledge spillovers affect the rate of start-up in various regions? Our study revolves around how characteristics of the economic milieu of regions influence the births rate of new firms (Wagner & Sternberg, 2004) . In particular, we explore the impact of human capital and knowledge spillovers from universities on regional start-up rates, controlling for an array of economic and institutional factors.
We utilize a unique data set, which contains information on all knowledge intensive start-ups across the 286 Swedish municipalities between 1994 and 2002. Our theoretical framework aims to capture both supply-and demand-side factors, with a specific emphasis on the effect of the latter on entrepreneurial action. In doing so, we seek to complement the extant research that concentrate on the supply of entrepreneurial individuals in analyses of start-up rates (Thornton, 1999) . The paper is structured as follows: First, we discuss the literature on regional variation and new firm formation. We zoom in on the importance of initial conditions at the founding stage as they are treated and explained in the literatures of organizational ecology and industrial organization. Key emphasis is given to arguments from the literature on clusters and their effect on new firm births. A descriptive analysis describes the variation in start-up rates across regions in the settings we investigate. In the methods section we derive a number of theoretical variables from the literature review, and explain how these are modelled in separate analyses of the regional start-up rates among knowledgeintensive services and high-tech manufacturing firms. We conclude by discussing our findings and their implications for theory and future research, as well as for regional public policy.
THEORY
A broad literature points to the importance of the initial conditions and resources available at the time of founding for firm evolution (Kimberly, 1979; Aldrich & Ruef, 2006 (Helfat, 2009:188) .
Consequently, we develop below a broad theoretical framework that points us towards a set of particularly interesting explanations to be empirically explored rather than aim to build a narrow set of testable hypotheses.
Sociological perspectives on knowledge spillovers and start-up rates
The logic behind the role of initial conditions for start-ups has been theorized by the macrosociological ecological theories of density delay and red queen competition. Density delay proposes that the number of competitors present at the time of firms' founding reduces the amount of resources for each firm, lowering the rate of local start-ups and also increasing the probability of exit throughout their entire life course because the lower resource available in periods of high density tend to become self-reinforcing (Carroll & Hannan, 1989) . The theory of red queen competition, on the other hand, suggests that the number of competitors present at the time of firms' founding can increase the viability of firms that manage to remain in business (Barnett & Pontikes, 2008) . Hence, density delay stresses selection-based competition whereas red queen competition stresses adaptation from competition. Both theories originate from the model of density-dependence in population ecology that investigates the dynamics of organizational entry, growth and exit from a macro sociological lens. In this line of research, organizational density is measured by the number of firms in a population, which include all firms with similar structural attributes (organizational form) but differ from the economic notion of industry (Boone & van Witteloostuijn, 1995) . The equilibrium number of firms according to the density dependency model is called the carrying capacity which refers to the numbers of a specific organizational form that can be sustained in a particular environment in isolation from other populations (Hannan & Carroll, 1992, p. 29) .
When the actual number of firms in a market is larger than the carrying capacity, firms that are ill adapted will exit due to external pressure. If the actual number of firms is smaller than the carrying capacity, this implies room for entry.
Economic perspectives on knowledge spillovers and start-up rates
Work in industrial organization economics and economic geography highlights the importance of initial conditions for new firm's evolution. The 'revolving door' theory presented by Audretsch (1995) explain the fact that entry and exit rates are higher in economic booms, indicating that the average quality of start-ups increases and inefficient firms are closed when their founders exit and move on to other activities, as labor market conditions are fertile. These patterns are also shaped by the life cycle of different industries, as economic downturns lead to accentuated decline in mature industries (Freeman & Perez, 1988) , such as is the case with the automobile industry during the world-wide financial crisis in 2008. Key features of the life cycle theories are: young industries are dominated by a few early entrants who tend to demand high prices for their products. Often times these firms are geographically clustered (Klepper, 1997) . This spurs the entry of more firms with increasingly higher output and lower prices. As the rate of growth in combined output falls below the average growth rate of individual firms, many firms are forced to exit -causing a "shakeout" in the industry (Klepper & Graddy, 1990; Jovanovic & MacDonald, 1994) . While most industries go through a product life cycle that captures the way many industries evolve through their early years, when they reach maturity, the industry's further development tends to be difficult to predict with the life cycle approach (Klepper, 1997) .
The life cycle model suggests that there are benefits to achieve from starting during early stages in an industry's development path as this provides new firms the time to develop capabilities that may lower risk of failure during a shakeout, similar to the density delay model in population ecology. However, research in economic geography advocates for a more fine-grained model. Here entry of new firms in regions already characterized by many firms feeds into a self-reinforcing process that drives agglomeration of related firms, cooperating and competing with each other (Feldman, Francis, & Bercovitz, 2005) . Thus, influence from agglomeration effects offers a more micro-oriented model of how environmental conditions shape firm births and evolution than the macro oriented models in population ecology and industrial organization life cycle analysis.
To explicate how our theoretical pillars of population ecology, industrial organization economics and entrepreneurship are commensurable with each other, it is important to first note that, for example, the density dependency's model of the time trajectory of number of firms in a population clearly resembles the notion of the industry life cycle in industrial organization (van Wissen, 2004) . However, the interpretation of competition in the population ecology view is not directly transferable into notions of agglomeration economies. The ecological process of competition is generally stated as "the negative effect of the presence of one or more actors on the life chances or growth rates of some focal actor" (Carroll & Hannan, 2000, p. 225) . This view of competition basically states that given a fixed resource space (e.g. in a consumer market), competition rises geometrically with the number of firms in a population. This concept of competition does not assume the notion of profit maximization as the driving motivation for firms, or as in Cave's (1998 Cave's ( , p.1947 words, ignoring "the need to cover costs to keep a firm's coalitions together". In organizational ecology, this role is rather taken by forces of natural selection and organizational inertia in adapting, for example, employment contracts to technological or market changes (Hannan, Burton & Baron, 1996) . A final distinction between the entry models suggested by population ecology and industrial organization economics is that population ecology focuses both on economic (carrying capacity) and socio-cognitive barriers (legitimacy) whereas industrial organization economics is concerned with distinct economic barriers such as how concentrated an industry is, and whether there are other barriers to entry such as legal regulations and high set-up costs. Nevertheless, both agglomeration economics and population ecology are essential insights for our analysis of demand side effects on entrepreneurial processes. Hence, the empirical examinations herein strive to integrate the essential factors advocated by these theories.
A socio-economic perspective on knowledge spillovers and start-up rates
In economic geography, Marshall (1920) defined three broad forces leading to a geographic concentration of industries: labor market pooling, availability of intermediate inputs into production processes, and spillovers of knowledge between firms. All of these are supply-side forces, stimulating the entry of new firms into regions that have already accumulated many firms. Because supply-side sources are relatively immobile (Tassey, 1991 ) the entry of new firms in regions already characterized by existing agglomeration feeds into a self-reinforcing process that can amalgamate agglomerated industries into an economic cluster. The literature suggests that clusters might affect entrepreneurship in several ways:
-Cluster characteristics may reduce the barriers of entry for new firms (Sternberg & Litzenberger, 2004) . Lower entry barriers might affect the cognitive perceptions of success and thus induce entrepreneur to risk taking the difficult step from being a potential founder to being a nascent entrepreneur (Sorenson & Audia, 2000) . -In agglomerations there is generally stronger job-matching opportunities and service economies of scale and scope (Gordon & McCann, 2000 ) -Clusters are characterized by lower search costs which facilitate entrepreneurs' efforts of finding buyers, and to be found (Stuart, 1979) . Agglomerated regions therefore offer greater communicational advantages as firms develop better knowledge of each other (Saxenian, 1985) over time and thus continuously decrease search costs over time. -Clusters are characterized by lower transaction-costs, which can be seen as a variation of Marshall's specialization argument (Rocha, 2004) . In an industrial agglomeration, the proximity of buyers reduces the transaction costs which arise from vertical disintegration. -Lower exit barriers: Porter (1990) argues that under-performing entrepreneurs can more easily find alternative employment, and would be more likely to leave the industry. This leads to higher churn rates, but it also means that the average performance of the remaining firms increases.
A common and important definition of agglomerations and clusters is that they include both competition and cooperation among new or existing firms. Firms have industrially linked suppliers in a region that share between them tradable resources (Maskell & Malmberg, 1999 ), but they also share knowledge that is part and parcel of the social community, acting as a public good for many or all firms in the region. In many high-technology clusters, competitors have formed intricate networks of interdependencies (Porter, 1993) . They share ties to a research base such as universities, skilled labor, highly qualified suppliers, and venture capitalists (Pouder & St. John, 1996) . These interrelationships spur the initial formation of an economic cluster, and the very same relationships also contribute to holding the cluster together over time (McCann & Folta, 2008) .
The competitive pressure that arises from agglomerations is likely to differ between firms of different sizes and with distinct market strategies. Studies in organizational ecology have addressed such differences for firms that are considered generalists -firms targeting several markets -and firms that are specialists -firms targeting a specific market niche (Swaminathan, 1996) . This line of research suggests an evolutionary theory of resource partitioning, in which markets dominated by a small number of large generalists firms, smaller specialists enjoy greater relative opportunities and will therefore benefit more by colocating than generalists (Carroll, 1985) . Conversely, in markets dominated by many different specialized firms, competition between these firms for resources will be higher and therefore co-locating will be less beneficial. So, the proximity of similar firms might adversely affect the survival capabilities of these firms due to heightened competition, but only to the extent that that the agglomeration depends on a concentrated industry where large generalists and small specialists neighbouring firms have inter-linked demand structure, co-location will instead increase their performance (Barnett & Carroll, 1987; Porter, 1990) . Resource partitioning theory might explain both why some clustered regions enhances the performance and survival of new entrepreneurial firms whereas other clusters decrease the performance of new firm, and how a cluster that is beneficial for new firms evolves into a cluster that is detrimental to their survival.
Before plunging deeper into analyses of birth rates in Swedish regions, we return shortly to our theoretical outline to motivate the choice of explanatory variables (i.e. firm birth rates).
Both the density dependence model in population ecology and the concept of agglomeration economies in economic geography involve a form of positive feedback between size of the population and the entry and growth of firms (Boone & van Witteloostuijn, 1995; van Wissen, 2004) . For example, the suggested mechanisms within ecological process of legitimization where an organization receives a "social taken-for-granted character" (Carroll & Hannan, 2000, p. 223) resembles in many respects the emergence of agglomeration economies in the 'new economic geography' research (Sorenson & Audia, 2000) . Organization ecology suggests that the more firms that enter increase legitimation of the population since it is perceived as a viable way of organizing and producing an output, which is conceptually neighbouring the notion of learning regions and regional knowledge accumulation in the agglomeration literature (cf. van Wissen, 2004) . A related sociological theory maintains that firm births are facilitated by socio-economic legitimacy (Baum & 1996) Both organizational ecology and agglomeration economics highlight factors related to localization economies: The size of the customer base, marketing, the size and quality of the labour pool, and a network of producers that share common knowledge and experience. And as van Wissen (2004) points out, the element of creating a social structure of an industry is similar to the defining features of a new cluster as an area-based on a common social and cultural background. A final similarity that has received little attention is that while some theories of agglomeration economies in principle assume no upper limit, recent work highlights the potential negative externalities of agglomeration in the form of 'congestions cost' (Arthur, 1990; Brezis & Krugman, 1997) . These potentially non-linear effects of firm density are accentuated in population ecology where there is a natural upper 'carrying capacity' after which the positive effects of density turns negative. Hence, it is important to allow for such non-linearities in analyzes of firm births and we therefore integrate explanatory variables from both population ecology and agglomeration economic research. The positive and negative benefits of firm agglomeration is believed to differ between services and industries, due to differences in sunk cost, barriers to entry, etc (Caves, 1988) . Service firms enter the market with lower initial costs while manufacturing firms have higher-set up costs and different economies of scale (Geroski, 1995; Klepper & Graddy, 1990 ). As such, it is important to differentiate between services and industries in empirical investigations of agglomeration economics for new start-ups. Our empirical investigation thus contains separate analysis of knowledge intensive service-start-ups and knowledge intensive manufacturing start-ups.
METHODS

Research setting
The empirical setting for our test of these theoretical arguments is Sweden; a relatively small but geographically dispersed nation with a high variation in economic activity. In Sweden, famous cases of clusters or industrial districts consist of biotechnology firms in CopenhagenLund and Uppsala-Stockholm (Wennberg & Lindqvist, 2010) . The Stockholm area is particularly dynamic. Similarly to other European cities like Copenhagen, Berlin and Munich Stockholm has evolved from a city driven by public institutions, education and research to a metropolitan area increasingly driven by entrepreneurship in a large variety of economic sectors (Acz, Bosma & Sternberg, 2008) . In 1994, the year in which our investigation initiates, the greater Stockholm area comprised 30% of Sweden's GNP and the annual start up rate of knowledge-intensive firms per inhabitants ranged between 0.3% and 0.6% in the largest Stockholm municipalities, more than three times the national average. Also in real counts of knowledge-intensive start-ups, the sheer size of Stockholm's economy and population makes it stand out as a entrepreneurial hotspot (see Appendix A).
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In Table 1 it is interesting to note that a number of much smaller regions also have a relatively high start-up rate. Among these regions are both affluent areas with a large share of Stockholm expatriates and seasonal workers (Åre and Båstad) but also much smaller rural areas that are neither economically affluent nor dominated by industrial production. In particular, several municipalities in the rural area of Dalarna (Malung and also Ljusdal and Leksand in 1992-1993) are also found among the top municipalities in knowledge intensive start-ups. Dalarna has been depicted as a region with a weak industrial base and also lacking a knowledge inducing sector of colleges and universities. Our data shows that the average level of education in these municipalities is quite low and the number of engineers and scientists in the lower 3rd percentile of the whole country. What, then, can explain the high rate of start-up activities in these regions? One potential explanation is local culture and another is political regulations (Gianetti & Simonov, 2007) . The public government in these municipalities switched on average two times during the 1990s, indicating that significant changes in sociopolitical governance structure might have occurred. It should be pointed out that this association between political governance and entry rates is correlated but not necessarily causal. That is, it might not be the shift in political governance to a right-wing majority but regions. In such areas, the tradition of combining employment and self-employment as a mean to make enough earnings has again become more important as the industrial economy is gradually replaced by a knowledge intensive economy (Folta, Delmar & Wennberg, 2010) .
But there are even more striking examples of entrepreneurial municipalities in Table 1 (Jacobs, 1969; Rosenthal & Strange, 2005) .
Data
Our empirical analysis focuses on how characteristics of the economic milieu of regions influence firm births. For this purpose we employ the unique database maintained by Statistics Sweden : RAMS, which provides yearly data on all firms registered in Sweden; privately and publicly held firms, incorporations as well as partnerships and proprietorships. We used RAMS to sample all privately owned firms started between 1994 and 2002 in the knowledgeintensive sectors. Three considerations motivated the time period we chose: 1) The time period 1990-1993 was an extreme period with the lowest economic activity in Sweden since the Great depression. Since we are interested in how variation in contextual factors across regions affects firm births, basing our analysis on such a period could taint our results; 2)
Several years of start-up history are needed to avoid cohort effects. For analyzing the contextual influences on firm births it is necessary to create a measure of births at the regional level. We did this by aggregating all yearly start-ups to the municipality level for each of the 
Dependent variable
The level of analysis in our investigation is the individual municipality and the focal variable of interest is firm births (There are 286 municipalities in Sweden,. To analyze how the regional characteristics described above affect firm births we use of the Negative Binomial (NEGBIN) regression model. This model is commonly used for analyses of count data (see e.g. Cameron & Trivedi 1998) and is appropriate if the mean exceeds the variance in birth.
The number of start-ups are count data and take on discrete vales 0, 1, 2… ,etc. up to a maximum of 3,174, which is the highest number of births in a municipality (Stockholm in 1999) during the time period of investigation. The average number of births is 32 but the median number is only 13, hence indicating highly skewed values as shown in the kernel density figure below. This substantiates the usage of count data analysis.
------------------------------------------
Insert Figure 2 here
Independent variables
Our analytical model is constructed in such a way so that it captures both supply-and demand-side factors, however with a specific emphasis on the demand side. Much of the existing literature on the link between entrepreneurship and characteristics of regions focuses on supply-side factors. We therefore control for supply-side effects that pertain to knowledge.
The bulk of papers on differences in entrepreneurship across regions pay particular attention to the impact of concentrations of human capital and knowledge based investments in space.
3
These often builds on the 'knowledge spillover theory of entrepreneurship' (Acs et al., 2009 ), focusing on the sources of knowledge that lead to the creation and development of new firms.
The essence of the theory is that spillovers of knowledge and information are more frequent in regions with high densities of human capital and knowledge based investments. Because of this, potential and existing entrepreneurs have higher probability of accessing knowledge that can constitute the basis for a new firm, such that accessibility to knowledge sources trigger start-ups. On the supply-side we include the overall knowledge-intensity of the workforce in the municipality. This variable -' % College educated' -is defined as the share of workers with a university education of at least three years. We also include a dummy for the presence of 'University R&D in region' and another dummy for the presence of 'Business R&D in a region'. The variables are in dummy format because threshold they were drawn from an annual survey of R&D among universities and companies exceeding that of the country's average. These three variables are included in view of the knowledge spillover theory of entrepreneurship (Acs et al., 2009 ) and controls for whether proximity to knowledge sources spurs knowledge-intensive entrepreneurship.
We also investigate sociological variables pertaining to demand-side factors known to affect entrepreneurship (Thornton, 1999) . Specifically, we use the two variables suggested as imperative in the density dependency model of population ecology: skepticism of the business and thus easing the ability of entrepreneurs to realize their idea in the socio-economic sphere of daily life. The regional count of firms also captures legitimacyit is easier to find role models on the other side of the street than in a far-away city -however the regional count variable also is a strong indicator of competition, your neighboring firm might turn out to be your strongest competitor as well as a role model. The squared term is included to investigate non-linearities, i.e. when the negative hypothesized effect of competition on firm births overtakes the positive effect of legitimacy. These variables were taken from the RAMS database.
We include the variable 'Political Majority in region' as an indication of Institutional conditions in the form of dominant political positions in each municipality. Our interest in this variable arrives from the socio-economic models of firm emergence developed in organization theory (c.f. Lounsbury, 2007) . In such models, the birth and demise of organizations is not determined solely by economic forces but is portrayed as a social process shaped by a number of institutional actors such as governments, industrial associations and trade unions that strive to advance their respective interests via persuasion and coercion (DiMaggio & Powell, 1983) . The validity of the variable denoting political control of a municipality hinges on the notion that local authorities wields coercive pressure that can hamper or facilitate the start-up activities of local firms, for example, by indirectly or influencing public administrators to avoid or delay application procedures and approval of operation in cases such applications are necessary. Obviously, this does not imply corruption but merely that socio-cultural practice depends on the people set to administer such practices, and who dictates local parliamentary matters for administration and legislation. The interpretation of this variable demands caution since we cannot ascertain the exact theoretical mechanism by which the variable operates. Change in local governance might provide a source of socio-political legitimacy and/or simultaneously lead to some factual institutional reforms, and we cannot distinguish between the two. Similar to Gianetti and Simonov (2007) this variable takes the value -1 for socialistic majority, 1 for right-wing majority, and 0 for a mixed (coalition) majority, taken from Statistics Sweden's public databases.
We investigate economic conditions that differ across municipalities and over time by four different variables. First, 'GRP in region' controls for the general economic size of each municipality with a measure of Gross Regional Product (GRP). We also control for the 'Median income in region' with a measure of income per capita in a focal municipality (approximates both supply of potential entrepreneurs and demand for their services). Finally, we introduce three dummy variables denoting regional characteristics of the local economy:
'Metropolitan area' is a dummy variable taken the value 1 for large urban areas and 0 otherwise. 'Large Public Sector' takes the value 1 for municipalities that are dominated by public sector employment and 0 otherwise. 'Large Agricultural Sector' takes the value 1 for municipalities that that have a large agricultural sector (10% or more of GRP) or 0 otherwise.
All these variables were taken from Statistics Sweden's public databases.
Since the data constitutes a repeated cross-sectional time series panel, we include dummy variables for each year of analysis to control for unobservable effects pertaining to the 
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Insert Table 2 here Table 3 shows negative binomial regression models of firm births across all Swedish municipalities during the time period of analysis. We show separate models for high-tech start-ups and knowledge-intensive business services (KIBS), the latter representing the majority of firm births by far. Our results show that both supply-and demand-side factors matter for KIBS start-ups by the category of individuals studied, but that demand-side factors dominate. In terms of local conditions, the coefficients for both municipality GRP and median income among residents show positive effects on firm birth for both high-tech and business services start-ups. The positive effects are most pronounced in the coefficient for median income. Although this is a control variable, the effect is supportive of the notion that demand side factors are important determinants of firm births. The dummy variable denoting the presence of a large agricultural sector in a municipality reveal negative effects on all types of firm birth, however the presence of a large public sector in a municipality has a positive effect, contrary to expectation. This indicates that a high level of public spending does not necessarily crowd out entrepreneurship in the municipality.
RESULTS
------------------------------------------
Insert Table 3 here
We now turn to investigate the theoretical variables of interest: ecological conditions, knowledge spillovers, and the effect of the local regulatory regime. Ecological conditions enter our analysis according to the density-dependency model with linear and squared coefficients for the number of firms in the same industry present in the overall country 5 . The density model predicts that linear effect should be positive for the emergence of new organizations due to the enhancing effect of legitimacy through a 'safety in numbers' logic, but that the quadratic effect should be negative due to the competition that follows with large numbers of similar firms vying to occupy a part of the market space. Tables 3 and 4 demonstrate support of both effects for the birth of knowledge intensive service firms, and high-tech manufacturing firms respectively. The effects are especially pronounced for hightech manufacturing firms despite the fact that the number of service firms is vastly higher.
Insert Table 4 here
The multivariate analysis of firm births in the knowledge intensive sector revealed strong support for our demand-based model of firm births. Ecological conditions as well as knowledge spillovers, and the local regulatory regime exhibited strong influence on the number of new firms across Swedish municipalities. Can we argue further about the relative size of these effects? Calculating marginal effects enables this (the relative change in the outcome variable given a one unit increase in the predictor variable, also called Instant Incident Ratios, IIR). Calculation of marginal effects for our key predictor variables show that holding all other variables constant at their means, the shift in political dominance in a municipality from left wing to right wing increase the number of KIBS start-ups by 6%, but has no effect on high-tech manufacturing start-ups. A likely explanation is that entry and exit barriers are higher for manufacturing firms, hence their set-up costs are higher and the short- behavior on ten German planning regions and found that start-up behavior was more frequent in densely populated and faster growing regions, while it did not matter whether the region has a left or right leaning government. These are interesting findings that should be worthy of further investigation. In unreported models estimated separately for each year of analysis we found the effect of regulatory regime to be strongest in 1994, 1995 and 1996 and then diminished during the latter half of the observation period. That indicates that during the 1990s, the regulatory regime became less important for start-up efforts among knowledge intensive firms in the nation we study. This may indicate that the public legitimacy of entrepreneurship increased as a whole.
All of our results point to support for the notion of 'the geographic connection' as an important factor for analyzing entrepreneurial processes. Our analysis posits a number of research questions for further investigation. The large variety in firm birth rates between municipalities implies that more intricate analyses of outliers -both low entrepreneurial regions and high entrepreneurial regions could provide interesting evidence. But we would like to add that it is specifically regions that 'goes against the tide', that is, lowentrepreneurship regions where firm births suddenly increases, that merits specific investigation. The prevalence of a high start-up rate in a number of small and rural municipalities suggests that more fine-grained social-cultural or historical analyses of such regions might be fruitful. These interesting outliers notwithstanding, our overall analyses posits strong path-dependency in firm births which works in tandem with recent economic studies focusing on the 'persistence in start-up rates' across regions (Andersson & Koster, 2011) . Also, research in organization theory maintains that the spatial dimensions for the emergence and spread of new firms remain an under-researched topic (Cattani, Pennings & Wezel, 2003) . Such theories have suggested that social networks of individuals and firms may play a role in 'spreading' entrepreneurial efforts. From a historical perspective, how patterns of firm births evolve across regions and how this persists over longer periods of time -even decades -remains an interesting question for future research. 
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