Hox gene expression imparts segment identity to body structures along the anterior-posterior axis and is tightly governed by higher order chromatin mechanisms. Chromatin regulatory features of the homeotic complex are best defined in Drosophila melanogaster, where multiple cis-regulatory elements have been identified that ensure collinear Hox gene expression patterns in accordance with their genomic organization. Recent studies focused on delineating the epigenetic features of the vertebrate Hox clusters have helped reveal their dynamic chromatin organization and its impact on gene expression. Enrichment for the 'activating' H3K4me3 and 'repressive' H3K27me3 histone modifications is a particularly strong read-out for transcriptional status and correlates well with the evidence for chromatin loop domain structures and stage specific topological changes at these loci. However, it is not clear how such distinct domains are imposed and regulated independent of each other. Comparative analysis of the chromatin structure and organization of the homeotic gene clusters in fly and mammals is increasingly revealing the functional conservation of chromatin mediated mechanisms. Here we discuss the case for interspersed boundary elements existing within mammalian Hox clusters along with their possible roles and mechanisms of action. Recent studies suggest a role for factors other than the well characterized vertebrate boundary factor CTCF, such as the GAGA binding factor (GAF), in maintaining chromatin domains at the Hox loci. We also present data demonstrating how such regulatory elements may be involved in organizing higher order structure and demarcating active domains of gene expression at the mammalian Hox clusters.
Introduction
Homeotic genes encode transcription factors that are crucial for specifying body segment identity and determining anterior-posterior (AP) patterning. The structure and function of the Hox genes are evolutionarily conserved among metazoans and the unique combination of their expression pattern specifies correct positional identity during development (Duboule and Dolle, 1989; Graham et al., 1989) . The order of Hox gene expression along the body axis corresponds to their genomic order along the chromosome, a unique phenomenon known as spatial colinearity. Strong evolutionary constraints apparently maintain Hox genes in a highly conserved, clustered organization that allows for sequential expression of multiple Hox genes (Deschamps, 2007) . Whereas in Drosophila melanogaster all the Hox genes are expressed simultaneously, in mammals 3′ Hox genes are expressed first followed by the more 5′ Hox genes from anterior to posterior in developmental sequence (temporal colinearity) (Izpisua-Belmonte et al., 1991) . Epigenetic mechanisms play a key role in maintaining the coordinated expression of these sequentially arranged genes. Chromatin regulatory proteins belonging to the polycomb (PcG) and trithorax (trxG) families help determine the timing of transcription initiation from Hox genes and multiple homologues are involved in maintaining correct patterns of expression in mammals (Gould, 1997) . The polycomb repressive complexes (PRC1 and PRC2) maintain an initial repressed chromatin state across the Hox clusters, characterized by association with trimethylation of lysine 27 of histone H3 (H3K27me3) while trxG proteins coordinate the domain-specific activation of different sets of Hox genes marked, along with other modifications, by methylation of lysine 4 of histone H3 (H3K4me3) (Schuettengruber et al., 2007) .
Hox genes play a critical role during embryonic development and are evolutionarily conserved. The dynamics and constraints of Hox cluster evolution govern morphological effects on body plan (reviewed in Pascual-Anaya et al., 2013) and the spatio-temporal co-ordination of their activation sequence, timing and domain of expression necessarily requires multiple control elements and regulatory mechanisms. Higher vertebrates have a larger number of homeotic genes than D. melanogaster, where Hox gene regulation has been studied extensively. There are 39 Hox genes in mammals organized into four clusters -Hoxa to Hoxd -as opposed to two complexes in the fly, the Antennapedia complex (ANT-C; Kaufman et al., 1990 ) and the Bithorax complex (BX-C; Lewis, 1978; Duncan, 1987) that contain 8 homeotic genes. Evolving from a common ancestor with 10 homeotic genes (Hughes and Kaufman, 2002) , their organization has been highly refined in vertebrates, allowing for expansion by two rounds of whole genome duplication (Dehal and Boore, 2005) while conserving their genomic arrangement. All the vertebrate clusters are highly ordered with 9-11 identically oriented genes packed within approximately 100 kb regions of the genome on four different chromosomes (Krumlauf, 1994) . The genes themselves are rather small with just two exons and a single intron of variable size. Being compactly packed and closely spaced within the cluster, they require tight regulatory control to maintain their individual expression domains. Mammalian Hox clusters are free from the presence of any unrelated genes or repetitive elements and it is possible that the non-coding regions of these loci are involved in cis-regulatory activity that directly governs the expression domain of each Hox gene. It is already established that higher order chromatin structure, involving multiple regulatory elements that are separated by chromatin boundaries, demarcates the Drosophila Bithorax complex (BX-C) into parasegment specific domains that ensure precise expression patterns (Maeda and Karch, 2009 ). Deletion of these boundary elements leads to loss of regulation of the flanking domains and misexpression of the Hox genes in the homeotic mutants (Galloni et al., 1993) . Hox gene expression patterns are thus largely dependent on their genomic organization. In vertebrates, the regions flanking the Hox clusters are gene deserts. Regulatory elements such as enhancers and locus control elements have been shown to function from beyond the boundaries of the clusters to regulate limb development along the proximo-distal axis (Kmita and Duboule, 2003) . The influence of these elements is restricted within target domains in the cluster, though how they govern collinear regulation is unclear. The current understanding involves long range interactions of dispersed regulatory elements with contact points within the cluster that help determine the conformation of each Hox locus and thus its activity status . However, the role of local structural organization in maintaining the transcriptional status of Hox genes in segments along the AP body axis is not well established within the vertebrate Hox clusters. From an evolutionary perspective, transcriptional regulation involving the chromatin landscape at the gene deserts beyond the boundaries of the mammalian Hox clusters may be a comparatively recent development (Spitz et al., 2003 (Spitz et al., , 2005 Tschopp and Duboule, 2011) while more ancestral mechanisms are likely involved in coordinating expression within the cluster (Spitz et al., 2001) .
The fact that endogenous expression domains are recapitulated in transgenic mouse models suggests the presence of proximal regulatory features contained within the clusters (Puschel et al., 1991; Duboule, 1998) . Mouse transgenes bearing regulatory regions of Hox genes faithfully recapitulate their expression domains but manipulations involving rearrangements within the clusters themselves disrupt the ordered activation of the genes (van der Hoeven et al., 1996) . Sequences acting together in cis have been implicated in maintaining the autonomy of gene expression domains in the Hoxd cluster (Kmita et al., 2002) . Such studies indicate that elements that define the domains of Hox gene expression are likely to be located in close proximity to them within the conserved clusters. In fact, we have recently defined a large number of putative intergenic cis regulatory elements within all four murine Hox clusters (Srivastava et al., 2013) which can allow for the tight organization of enhancer activity in a gene-specific manner. Besides facilitating coordinated regulation, interspersed coding and regulatory features may also promote enhancer sharing and promoter competition between vertebrate Hox genes.
Collinear expression remains a conserved theme through evolution and across all aspects of Hox gene regulation. This makes it an ideal model to study long range chromatin architecture effects and cisregulatory epigenetic mechanisms. In this article we review some recent work that has helped define the chromatin state at homeotic gene clusters in higher organisms and has delineated the role of chromatin boundary factors and their implications. We also present new findings that reveal a distinct epigenetic pattern at the murine Hoxc cluster and suggest the presence of a novel boundary element partitioning the anterior and posterior Hoxc genes. We discuss how this anterior-posterior boundary -and other recently identified putative boundary elements -might regulate the chromatin architecture and thereby the expression pattern of vertebrate Hox genes.
Epigenetic landscape at the Hox clusters
Mapping of epigenetic modifications offers useful insights into the chromatin state as a reflection of the expression potential of homeotic genes. Genome-wide studies have examined the Hox clusters in various cell lines as well as in different tissues and developmental stages. While expression of the homeotic gene products is essential for proper development, their silencing also needs to be tightly regulated since premature expression can lead to homeotic transformation. The Hox clusters are thus largely inactivated with very large domains of PcG-mediated H3K27me3 established across all the clusters while activation occurs in a developmental stage and cell type specific manner (Hanson et al., 1999) . A progressive transition from an inactive (closed) to an active (open) chromatin state, propagated through the cluster from 3′ to 5′ has been proposed to allow collinear activation of the 3′ genes followed by the 5′ genes. This is correlated with chromatin decondensation and a 'looping out' of activated genes from their chromosome territories (Chambeyron and Bickmore, 2004; Chambeyron et al., 2005) although the relationship between large scale nuclear reorganization and sequential Hox gene decondensation may not be similar for all the clusters (Morey et al., 2007) . The inactive cluster is generally packed into a single 3D structure in embryonic tissues while transcriptional activation leads to a 'shift' into a new active compartment concomitant with a switch in associated histone marks (Noordermeer et al., 2011) . In developing tail-buds of the mouse embryo, collinear expression of Hoxd has been shown by microarray analysis to correlate with progressive removal of large K27me3 domains and setting of K4me3 marks along with enrichment for RNA polII (Soshnikova and Duboule, 2009) . A more recent parasegment-specific epigenetic analysis performed in the fly suggests large differences in H3K27me3 marks in the BX-C with enrichment similarly diminishing from anterior to posterior (Bowman et al., 2014) . Interestingly, the H3K27me3 marks correlate with and outline the regulatory domains of the fly parasegments, with regions of abrupt transition marking domain boundaries.
The mechanism by which the polycomb mediated repressive H3K27 trimethylation mark is regulated at specific sites in vertebrate genomes is not well understood. Polycomb response elements (PREs) in the fly are well characterized and recruit PcG complexes for repression; a few studies have indicated the existence of such elements in the mouse Hoxd cluster as well (Mishra et al., 2007; Schorderet et al., 2013) . The mechanisms governing these PRE elements may however be more complex than those established in the fly and involve the concerted action of multiple regulatory factors. In fact, a recent study points to the role of heterochromatin components as well as PcG/trxG factors in PRE function at the mouse Hoxd locus (Vasanthi et al., 2013) .
In embryonic stem cells (ESCs), some of the Hox genes are associated with bivalent domains, enriched for methylation at both the lysine 4 and lysine 27 residues of histone H3, allowing the maintenance of a poised state ready for activation (Bernstein et al., 2006; Azuara et al., 2006) . Expression of Hox genes is tightly regulated during retinoic acid (RA) induced differentiation of ESCs associated with a rapid modulation of H3K27me3 levels at promoters. UTX and JMJD3 lysine 27 demethylases remove the repressive marks from the appropriate genes. The trxG protein MLL2, a histone methyltransferase involved in lysine 4 methylation, is then recruited sequentially starting from the most anterior genes where it interacts with UTX and thus activation is achieved (Agger et al., 2007) .
We have employed a synchronized culture model of cell cycle arrest using murine C2C12 skeletal muscle cells, for chromatin analysis at the Hox loci, because of the advantages of a homogenous system for examining histone modifications. In myoblasts synchronously arrested in the G0 state of the cell cycle (see Methods) we find that only two clusters -Hoxb and Hoxd -are enriched for the repressive H3K27me3 mark, while at Hoxa and Hoxc the pattern is reversed with an almost complete absence of H3K27me3 marks; instead some regions are selectively marked with the activating H3K4me3 mark (Srivastava et al., 2013 and Fig. 1) . These findings are in agreement with published data for this cell line from both proliferating myoblasts and terminally differentiated myotubes both of which show very few peaks of H3K4me2 and H3K4me3 at the Hoxb and Hoxd clusters; many of these genes appear permanently repressed in C2C12 cells and are marked with large domains of H3K27me3 (Asp et al., 2011) . Analyzing multiple cell states we find that the pattern of enrichment remains unchanged irrespective of cell cycle dynamics or the state of differentiation in this cell type ( Supplementary Fig. 1 ).
Boundary activity at the vertebrate Hox clusters: a role for GAGA factor
In order to investigate the chromatin landscape at the Hox clusters in C2C12 myoblasts, we examined the enrichment profile for histone H3 with a pan H3 antibody that recognizes all histone modification forms and variants of histone H3. Interspersed between the peaks of histone H3 enrichment, we observed a distinctive pattern of gaps, which we defined as histone free regions or HFRs (Srivastava et al., 2013) . Using a bioinformatics approach to map the extent and location of the HFRs (Srivastava et al., 2014) , we showed that the gaps in H3 binding mapped precisely to the intergenic regions separating adjacent Hox genes. This is recapitulated here for the Hoxd cluster (Fig. 2 ). Sequence analysis of the intergenic HFRs showed the presence of GAGA boxes which can serve as binding sites for GAGA binding factor (GAF) (Biggin and Tjian, 1988) . The GAGA factor in flies (dGAF) was discovered as a product of the trithorax-like (trl) gene and a positive regulator of the homeotic gene Abdb (Farkas et al., 1994) ; further studies implicated its role in boundary activity at the Hox clusters including at the Fab-7 (Schweinsberg et al., 2004) and Mcp (Melnikova et al., 2004) regions that partition regulatory domains of the Bithorax complex and SF1 that functions in the Antennapedia complex (Belozerov et al., 2003) .
Insulators or boundary elements are regulatory DNA sequences crucial for orchestrating genome-wide chromatin-mediated effects on gene expression via establishment of autonomous chromatin domains (West et al., 2002; Maeda and Karch, 2007) . Such elements are ideal candidates to regulate the complex segment-specific homeotic gene profiles of the vertebrate Hox clusters and ensure tight regulation of their precise expression domains. However little is known about such elements in organisms other than Drosophila. The CCCTC binding factor (CTCF) has long been the only known boundary protein in vertebrates and recent studies have revealed the presence of CTCF binding sites at the Hox clusters, with a potential role in mediating chromatin organization at these loci (Ferraiuolo et al., 2010) . CTCF is a multi-functional protein with diverse effects on genome organization and regulation (Phillips and Corces, 2009; Herold et al., 2012) . Evidence exists to suggest a role for CTCF binding in mediating dynamic domain architecture at the Hox loci. In ESCs, CTCF has recently been shown to act as a barrier element to prevent the spread of heterochromatin across the Hox genes during RA induced differentiation into motor neurons (Narendra et al., 2015) , suggesting that an alternate function of CTCF at the Hox clusters may be to sequester repressed genes from the effects of activating TrxG proteins. A recent study also documents a role for CTCF in regulating domain specific silencing at the Hoxa cluster by promoting PRC2-mediated repression (Xu et al., 2014) . CTCF is similarly associated with H3K27me3 borders in the fly BX-C complex (Bowman et al., 2014) and known to bind to the boundary elements there (Moon et al., 2005; Pérez-Lluch et al., 2008) .
However CTCF may not mediate all of the typical boundary functions at vertebrate Hox clusters across development, as evidenced from observing the effects of CTCF deletion at the Hoxd cluster during mouse limb development (Soshnikova et al., 2010) . A boundary element characterized at the mouse Hoxd locus between the Evx2 and (Srivastava et al., 2013) showing unenriched HFR regions (black arrows) interspersed with histone H3 peaks. Y-axis shows the normalized log ratio (NLR) values for all probes tiled along the cluster (X-axis) with the position of the Hoxd genes marked as boxes below the graph (transcriptional orientation is indicated).
Hoxd13 genes (Vasanthi et al., 2010) in fact does not show CTCF association Srivastava et al., 2013) . We have earlier shown that this region instead has 24 GA repeats that associate with dGAF and this binding is lost upon deletion of the GA repeats along with concomitant loss of enhancer blocking function (Vasanthi et al., 2010) . However, a CTCF binding site has recently been identified in this region (Heger et al., 2012) though its role in the boundary function needs to be addressed.
These results gain significance in the light of another study that has documented the presence of the vertebrate functional equivalent of dGAF which had so far remained elusive (Matharu et al., 2010) . The Thelper inducing POZ Kruppel-like factor (Th-POK) is well conserved across higher vertebrates, and shares its N-terminal BTB domain as well as one of its four zinc fingers with the dGAF protein. Like GAF, which was first known as a trxG member and activator of the homeotic gene ultraBithorax in the fly, Th-POK was initially identified as an activator of collagen type 1 in the mouse (Galéra et al., 1996) and it has been well studied as a T-cell lineage determining factor (Wang and Bosselut, 2009 ). Matharu et al. also demonstrated the association of Th-POK with the Evx2-Hoxd13 region in mouse as well as zebrafish embryos suggesting that Th-POK-dependent regulation may be a conserved feature of vertebrate Hox clusters. Indeed the Evx2-Hoxd13 boundary element from the mouse retains its GAF-dependent enhancer blocking function in a transgenic context in fly as well as in a human cell line (Vasanthi et al., 2010) . At the murine Hox clusters we have shown that a large number of histone free regions (HFRs) associate with Th-POK and act as enhancer blockers in a human cell line (Srivastava et al., 2013) . Mapping their position in the context of the histone modification profiles previously identified at the Hox clusters in C2C12 cells reveals that many of these regulatory elements demarcate peaks of enriched domains (Fig. 3) . Whether all of these putative boundary regions act as barriers to change in epigenetic status or if they can function in vivo as boundaries in transgenic assays remains to be tested. Nucleosome depleted regions that mark the boundaries of cis-regulatory domains are also known in Drosophila homeotic clusters where they also map to sites of nuclease hypersensitivity and histone replacement and align with predicted GAF sites (Mito et al., 2007) . It would be interesting to determine the effect of GAF knock down on the function of the mammalian Hox HFRs or upon targeted deletion of the GAGA box in these regions. At the Evx2-Hoxd13 boundary, GAGA sequence mutation abolishes enhancer blocking activity (Vasanthi et al., 2010) but the effects of global knockdown have not been examined in this context.
Epigenetic partitioning of the murine Hoxc cluster
As discussed earlier, only Hoxb and Hoxd clusters are enriched for the H3K27me3 mark in C2C12 cells, while genes within the Hoxc cluster are largely devoid of this repressive mark. We observed a distinct pattern of the activating H3K4me3 mark at the Hoxc locus, with a broad enrichment domain apparent only beyond Hoxc8 (Srivastava et al., 2013) . The location of boundary activity at the Hoxc8-9 region is particularly interesting because substantial enhancer blocking was measured at this position between the anteriorly (Hoxc4-Hoxc8) and posteriorly (Hoxc9-Hoxc13) expressed genes. The blocking activity encompassed two adjacent HFRs -C8-9R1 and C8-9R2 -originally identified in the histone H3 tiling array analysis. These HFRs were located in the intergenic region between Hoxc8 and Hoxc9 spanning a distance of 3.5 kb (Srivastava et al., 2013) . Considering that strong boundaries may be involved in separating distinct chromatin features, we examined active and repressed epigenetic states at individual genes across this region of the Hoxc cluster. Using primers designed around the start sites of the Hoxc genes, we quantified enrichment of H3K4me3 and H3K27me3 modifications in synchronized quiescent myoblasts (G0) and terminally differentiated myotubes (MT) by ChIP-qPCR assays. Enrichment levels for both the modifications were normalized to the enrichment for total histone H3.
Interestingly, we observed a change in the epigenetic state of the genes across the C8-9 boundary elements such that only posteriorly Fig. 3 . HFRs demarcate domains of histone modification enrichment. HFRs with enhancer blocking activity (red bars) were mapped onto the histone enrichment ChIP-chip profile at the Hox clusters (Srivastava et al., 2013) and were found to demarcate domains of histone modification enrichment.
expressed genes located at the 5′ end of the Hoxc locus were enriched for H3K4me3, with a sharp difference in enrichment level seen between Hoxc8 and Hoxc9 in G0 cells (Fig. 4, left) . We next checked the epigenetic status of the Hoxc cluster during myogenesis by allowing the myoblasts to differentiate into myotubes over 5 days. Across changes in cell state through differentiation, the Hoxc marking remained unchanged, with the posteriorly expressed genes continuing to be enriched for the H3K4me3 mark in MT (Fig. 4, right) . Contiguous broad stretches of enrichment of the H3K4me3 modification have been demonstrated earlier at the Hox clusters in mammalian fibroblasts overlapping with tissue-specific transcriptionally active regions (Bernstein et al., 2005) . From RNA-seq expression analysis for both the G0 and MT states of muscle cells (Gala and Dhawan, unpublished), we observe that the expression patterns of the Hoxc genes reflect their epigenetic profile (Fig. 4, top) , with about a two fold increase seen in transcripts from the posteriorly expressed genes compared to Hoxc4. While Hoxc4, Hoxc5 and Hoxc8 are not expressed in this cell line, transcriptional activation is seen for all the genes spanning the posterior end of the cluster, which correlates well with the spread of the activating H3K4me3 mark seen in this region in both cell states. Together, these data demonstrate that the preset epigenetic pattern across the Hox clusters is maintained throughout the cell cycle and change of the differentiation state of the C2C12 muscle cell line.
The novel change observed in the epigenetic state between adjacent genes within the Hoxc cluster (Hoxc8 and Hoxc9) suggests that the Hoxc locus is divided into two distinct epigenetic blocks. The 5′ end of the locus appears preferentially enriched for the activating histone modification mark, while all the anterior genes at the 3′ end are relatively unenriched, showing similarly poor enrichment as for the H3K27me3 mark at this locus. Hoxc8 and Hoxc9 are 6 kb apart. It is possible that the intergenic boundary activity discovered at the HFRs located between Hoxc8 and Hoxc9 plays a role in maintaining this epigenetic state, and assigns functional significance to the presence of HFRs within the Hox clusters. While paralogs in the Hoxa and Hoxd clusters are expressed both in the fore-and hind limbs, the pattern of expression of genes within the Hoxc cluster defines fore-or hind limb specific expression. The expression of individual Hoxc genes is thus restricted to either the forelimb or the hind limb in vertebrate development and expression of all the 5′ genes beyond Hoxc8 is localized exclusively to the hind limb in chick embryos (Nelson et al., 1996) . In the murine Hoxc cluster as well, localized distal expression of the 9-13 paralogs has been noted only in mesenchyme tissue of the hindlimb while none was observed in the developing forelimb (Peterson et al., 1994) . The C2C12 myoblast cell line is derived from stem cells in the adult mouse hind limb (thigh) muscle (Yaffe and Saxel, 1977; Blau et al., 1983) , and we hypothesize that the observed epigenetic pattern at the Hoxc cluster reflects marking of the original active domain at the 5′ genes, thereby defining two centrally partitioned sub-domains of anteriorly-and posteriorly-expressed genes. The memory of this active domain then persists in the cell line in a lineage-specific manner reflected in its epigenetic state. Evidence from previous studies supports the fact that epigenetic patterns established during embryogenesis are recapitulated in adult tissue derived cell lines and that, specifically at the Hox loci, these patterns can persist over a long span of time in immortalized cell lines to accurately reflect the original landscape (Williamson et al., 2012 ).
GAGA factor associates with the Hoxc8-9 boundary
Intergenic histone-free regions and associated regulatory elements may provide a mechanism of precisely controlling the accessibility of homeotic genes in a developmentally regulated manner. The overlap of strong enhancer blocking activity at the Hoxc8-Hoxc9 HFR (Srivastava et al., 2013 ) with a change in epigenetic state is significant in this respect. Although we do not find such a marked change defined by boundary elements between the other paralogs in C2C12 cells, two differentially regulated blocks precisely demarcating anteriorly and posteriorly expressed genes have been recently defined at the Hoxd (Tschopp et al., 2012) and Hoxa clusters (Kim et al., 2011) pointing at a common epigenetic theme of regulation across cell types. Whether this differential marking can cause higher order reorganization that physically segregates the anterior and posterior parts of the clusters in a cell-type specific manner remains to be established. Interesting possibilities that remain to be investigated are that the boundary may compartmentalize the active and repressed parts of the cluster into physically distinct nuclear compartments via anchoring to specific regions. In this context, the Fig. 4 . Epigenetic state across Hoxc8-9 shows a sharp discontinuity that correlates with expression. ChIP-qPCR analysis was performed on synchronously arrested G0 myoblasts (G0) and terminally differentiated myotubes (MT) using H3K4me3 (blue bars) and H3K27me3 (red bars) antibodies at the Hoxc clusters and normalized for histone H3 enrichment. The red line indicates the region between Hoxc8 and Hoxc9 where a sharp change is seen in the H3K4me3 enrichment profile. Corresponding RNAseq transcript expression values for each of the Hox genes are indicated in a heatmap at the top. distinct K4 epigenetic marking may be an indicator of relocation to an active compartment or it may actively help recruit machinery that removes the silencing at the posterior part of the locus. A recent review outlines these aspects of chromatin organization at the mouse Hox clusters . The epigenetic partitioning of the Hoxc cluster reported here suggests that multiple genes in the Hox clusters may be simultaneously marked for activation and protected from PcG mediated repression at specific boundary regions, irrespective of whether the intergenic boundary elements cluster together and allow sequential looping out of successive Hox genes or create distinct compartments of groups of genes.
Hoxc8 and Hoxc9 are 6 kb apart, and the two HFRs in this intervening region extend for~1 kb each. Sequence analysis of the entire region shows a GAGA repeat motif within the Hoxc8-9R2 HFR. Therefore, we checked for association with GAF by ChIP-qPCR at this region in the mouse myoblast system, using cells in different states. Indeed we find strong enrichment for Th-POK in both G0 and MT cells, at par with that seen at the GAF dependent Evx2-Hoxd13 boundary (Fig. 5) . We have earlier shown that Th-POK binds at multiple sites within the Hox clusters and many of the Th-POK associated intergenic HFRs indeed show strong enhancer blocking potential in human cell lines (Srivastava et al., 2013) . These data together with the change in epigenetic profile observed at the Hoxc8-Hoxc9 HFR point to a role in boundary activity that distinguishes active and inactive domains at the Hox loci. However, whether GAF association actively helps in the eviction of the nucleosomes to create a histone-free region or the absence of histones at the HFRs in the Hox clusters allows the binding of factors like GAF is not clear. dGAF itself does not possess intrinsic ATPase activity (Tsukiyama et al., 1994) , however it can bind ATP-dependent nucleosome remodeling factors such as NURF/ISWI via its BTB domain (Tsukiyama and Wu, 1995; Okada and Hirose, 1998; Xiao et al., 2001) , and in vivo is known to be pre-associated with heat shock promoters to displace nucleosomes and allow for rapid transcriptional response (Tsukiyama et al., 1994; Leibovitch et al., 2002) . dGAF dependent Hox boundaries such as SF1 and Fab7 are associated with NURF activity for enhancer blocking in Drosophila (Li et al., 2010) and the involvement of nucleosome remodeling may be a common feature for GAF action at the vertebrate Hox clusters.
3D chromatin architecture at Hox clusters
Chromatin organization has long been known to be crucial for genome regulation but recent studies have revealed this to operate at an unprecedented scale. The advent of techniques for studying genomewide interactions at high resolution has suggested global interactions involving extremely large regions of the genome, called as topologically associated domains or TADs (Dixon et al., 2012) . The discovery of TADs supports the concept of distinct compartments containing actively and repressively marked genes and the boundaries of these domains overlap with binding sites for key regulatory proteins including CTCF. The boundary element that segregates the anterior and posterior part of the Hoxa cluster (Kim et al., 2011) in fact maps to a TAD boundary in mouse and human ESCs (Dixon et al., 2012) . This middle region also serves as a major site for reorganizing the TAD boundaries within the Hoxa cluster in an ESC differentiation model (Rousseau et al., 2014) . Regulatory elements at the Hoxa locus are however found clustered at the sub-TAD level in developing mouse limbs, with a large number of upstream enhancers making long-range contacts with 5′ Hoxa target genes for activation (Berlivet et al., 2013) . The gene deserts at the 3′ and 5′ ends of the murine Hoxd cluster containing the proximal and distal enhancers are likewise located in separate TADs, thereby segregating the two domains; the 3D association of the active part of the cluster with enhancers located outside the cluster has been documented in developing digits in the mouse embryo (Montavon et al., 2011) . Regulatory elements in both the flanking gene deserts target the intervening Hoxd cluster genes in a dynamic and antagonistic manner demonstrating the functionally independent nature of these topological domains (Andrey et al., 2013) . In ESCs, the Hoxa and the Hoxd clusters span two TADs with a topological domain boundary falling within each (Dixon et al., 2012) . The Hoxc and Hoxb clusters however lie within single TADs almost a megabase in size. In both fly as well as vertebrate Hox loci, inactive genes seem to associate together as large H3K27me3 marked regions that form compact interactions within the interior of the TAD, dynamically changing their compartment for activation (reviewed in Cheutin and Cavalli, 2014) ; this arrangement correlates well with the change seen in their epigenetic marking (H3K4me3 enriched). The chromatin conformation at the sub-TAD level thus likely varies in a tissue-and development stage-specific manner correlating with the spread of the active domains at the Hox clusters.
CTCF, the multifunctional vertebrate boundary factor, has around 13,000 binding sites in the human genome with a high degree of conservation in vertebrates (Kim et al., 2007; Barski et al., 2007; Cuddapah et al., 2009) . A recent study identifies a similarly large number of looped contact domains in the human genome and shows that CTCF binding sites are convergent at the 'bases' of the loops (Rao et al., 2014) . CTCF binding sites are identified in vertebrate Hox clusters, leading to the Fig. 5 . Th-POK binding across Hoxc8-9. ChIP-qPCR analysis was performed on synchronously arrested myoblasts (G0) and terminally differentiated myotubes (MT) using Th-POK antibody, the vertebrate homologue of dGAF. Enrichment was seen at the Hoxc8-9 intergenic HFR, comparable to that seen at the GAF dependent Evx2-Hoxd13 boundary (control primers), while no enrichment was seen at the negative control β-actin locus.
prediction that CTCF participates in their looping (Ferraiuolo et al., 2010) . The overlap of CTCF binding with TAD boundaries however is limited to only about 15% of the identified sites, indicating the role of other factors and transcriptionally mediated mechanisms in determining these boundaries (Dixon et al., 2012) . Given the complexity of the vertebrate Hox clusters, multiple mechanisms are likely to co-operate to achieve transcriptional control in a temporally and spatially regulated manner, and extrapolating known boundary mechanisms from other genomic contexts may be misleading. Indeed, the only well characterized Hox boundary element in vertebrates -the Evx2-Hoxd13 boundary -has enhancer blocking activity that can be distinguished from a regulatory activity that governs tissue specific expression in a CTCFindependent manner, distinct from other vertebrate boundaries . However, a recent study using computational tools indicates the presence of a CTCF site around this region (Heger et al., 2012) correlating with ChIPseq binding data (Birney et al., 2007) . A previously identified insulator element in neural cells (Kmita et al., 2002) might require CTCF binding at this site, though this remains to be verified. The element requires the neighboring conserved regions for its function (Kmita et al., 2002) , identified in subsequent work by Vasanthi et al., 2010 as described earlier. These examples suggest an overlap of multiple, redundant mechanisms governing Hox gene regulation and warrant a closer examination of factors like CTCF and GAF at the Hox loci. While CTCF may define genome-wide chromatin interactions, boundary-associated proteins such as GAF may ensure DNA accessibility and recruit or otherwise interact with a host of other regulatory complexes at the Hox clusters to contribute to their chromatin organization. Further studies are required to look for such specific interactions and investigate their underlying mechanisms.
Open questions in Hox domain organization
The available evidence thus suggests a complex mechanism of Hox gene regulation involving the combinatorial effects of multiple higher order chromatin regulatory elements including large scale nuclear reorganization governed by cis-acting elements specific to each cluster (Morey et al., 2008) . There is a vast amount of transcriptional activity throughout the vertebrate Hox loci believed to be involved in regulating gene activation across the clusters in cis as well as trans (Rinn et al., 2007; Gyurján et al., 2011) . How are the closely spaced Hox genes insulated from the non-target effects of neighboring regulatory elements? Co-ordinated gene expression is likely achieved by the presence of interspersed boundaries that define chromatin domains of each gene. In this model, enhancers and locus control elements from outside the clusters interact non-specifically with the nearby-located promoters to activate them but the order in which the individual chromatin domains are 'opened' is dependent on the accessibility of each promoter to the activating influences during development from the anterior to the posterior end of the body axis (Fig. 6) . Boundary elements govern promoter accessibility and serve two purposes: one is to define the limits of the regulatory domains of each gene in the Hox cluster and the other is to bring such domains together and cluster them in regulatory compartments that maintain a repressed state. Sequential release of domains takes place from this repressive environment to activate anterior genes first in the anterior part of body followed by gene expression in spatially posterior and temporally later stages of development via activation at the other end of the complex. The signals and early developmental cues that might mediate this sequential opening of the complex, however, remain to be established.
How would the boundaries proposed in this model act to bring together domains of gene expression? In Drosophila, co-expression of homeotic genes depends on specific regulatory elements present between the coding sequences. Long range interactions mediated by Fab7 were indicated first at the Abd-B promoter (Cleard et al., 2006) and have subsequently been shown to bring together the Antp, Abd-B and Ubx genes in polycomb repressed structures known as PcG bodies that maintain corepression in a tissue-specific manner (Bantignies et al., 2011) . GAF-dependent boundaries such as Fab7 and Mcp act as bifunctional elements that can regulate the expression of the flanking Hox genes in cis and also mediate long distance regulatory contacts. It is known that dGAF can oligomerize, which allows for its binding to long GA stretches in the genome; indeed it requires interaction at closely spaced binding sites for increased functionality (Katsani et al., 1999) . GAF can also interact in trans with itself (Mahmoudi et al., 2002) as well as with other insulator proteins (Melnikova et al., 2004) and PcG/trxG chromatin remodelers (Faucheux et al., 2003; Mishra et al., 2003) . Multimerization via the BTB/POZ domains would thus allow for the creation of higher order complexes that can help reorganize chromatin. GAGA stretches are also associated with PREs in the fly (Mulholland et al., 2003; Mahmoudi et al., 2003) and dGAF associates with PRC1 (Horard et al., 2000; Hodgson et al., 2001) implicating its involvement in the establishment and demarcation of PcG repressed domains. In human NT2/D1 cells, Ferraiuolo et al., 2010 have shown that PcG is partially required for the looping of the Hoxa cluster. They hypothesize that each of the 4 clusters form chromatin loops in a cluster-specific pattern; this might be explained by the differential positions of the interspersed boundaries in each cluster. Such interactions provide for a mechanism for boundary action reminiscent of the formation of insulator bodies, though the specific partners and sequence of events involved need to be established.
Conclusions
Epigenetic mechanisms are largely conserved in evolution and enable dynamic genome regulation that becomes increasingly more complex in higher organisms by subtle variations and expansion of a common epigenetic toolkit. This is best studied at the homeotic genes whose structure, function and, increasingly, cis-regulatory features appear to be highly conserved. Regulatory elements like promoters and boundaries have been shown to be sites of nucleosome replacement in yeast as well as at the fly homeotic clusters (Mito et al., 2007) . Regions showing increased nucleosome disruption are also associated with DNaseI hypersensitivity indicating increased accessibility of such sequences to bind regulatory proteins that can then facilitate long range interactions as well as mediate functional regulation. In this context, the epigenetic mechanisms discussed here suggest a crucial contribution of higher order chromatin structure to transcriptional regulation of vertebrate Hox loci at a level that is just beginning to be understood -both in terms of organizing the global 3D architecture as well as more localized, gene-specific proximal effects.
Materials and methods

Cell culture
C2C12 myoblasts were cultured as described previously (Sebastian et al., 2009 ) in growth medium (GM: Dulbecco's modified Eagle's medium high glucose (DMEM) and 20% fetal bovine serum (FBS)). For obtaining G0 cells, undifferentiated myoblasts were synchronized by subjecting subconfluent cells to suspension culture. Briefly, cells were harvested with trypsin and 2 × 10 7 cells were re-cultured as a singlecell suspension at a density of 10 5 cells/mL in DMEM containing 1.3% methyl cellulose, 20% FBS, 10 mM HEPES, and 1× Penicillin-streptomycin. Suspended cells were harvested for chromatin analysis after 48 h, when arrested at the G0 stage (Sachidanandan et al., 2002) , by dilution with 1× PBS and centrifugation at 2500 rpm for 30 min at room temperature. For reactivation time course assays, arrested cells were reactivated into the cell cycle by replating at a density of 4 × 10 5 cells per 60 mm dish in GM and harvested at 6-24 h after activation. Upon replating, G0 cells rapidly and synchronously undergo a G0-G1 transition and enter G1 by 6 h post attachment, with S phase peaking at 20-24 h. For obtaining MT cells, undifferentiated myoblasts were grown to 80-90% confluency in GM, then washed twice with PBS and incubated in differentiation medium (DM: DMEM with 2% horse serum). DM was replaced every day and multinucleated myotubes were harvested by 5th day.
Chromatin immunoprecipitation and quantitative real time PCR
Chromatin was crosslinked and isolated from 10 7 synchronized cells. Cells were harvested as described and fixed using 1% formaldehyde (Fisher Scientific) in growth medium for 10 min at 37°C and quenched with 0.125 M Glycine (Sigma). Fixed cells were washed well with 1 × PBS containing protease inhibitors at 4°C and resuspended in 2 mL lysis buffer supplemented with PMSF, DTT and protease inhibitor cocktail (Roche). Following 15 min incubation on ice, the sample was sonicated using Bioruptor (Diagenode) to obtain fragments in the average size range 200 bp-600 bp. Chromatin immunoprecipitation (ChIP) was performed from 10,000 cells using the LowCell ChIP assay kit (Diagenode, #C01010062) as per the manufacturer's protocol with rabbit polyclonal antibodies against core histone H3 (Abcam, #ab1791), H3K4me3 (Millipore, #07-473), H3K27me3 (Millipore, #07-449) and Th-POK (Abcam, #ab20985) or non-specific IgG control. Unenriched Input fraction of the same crosslinked and sonicated chromatin was retained as control in each case. Following elution and purification of ChIP DNA, enrichment for the histone marks or Th-POK was estimated using Power SYBR Green qPCR Master mix (Applied Biosystems) on an ABI7900HT Fast RealTime PCR System (2 min at 50°C; 10 min at 95°C; 40 cycles of 15 s at 94°C, 30 s at 60°C and 30 s at 68°C, followed by dissociation curve analysis) using a panel of primers across the Hox clusters (Supplementary Table 1 ). Enrichment in the ChIP DNA was determined as Percentage of Input. Enrichment was determined from at least two independent ChIP experiments with each qPCR assay performed in triplicate. To assess the relative abundance of histone modification marks, the % input values for H3K4me3 and H3K27me3 at each primer were normalized to those obtained for total histone H3.
