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Abstract
In this paper, we consider complex smooth and analytic vector fields X in a neighborhood of a non-
degenerate singular point. It is proved the equivalence between linearizability and commutation, i.e., the
existence of a commuting vector field Y such that the Lie brackets [X ,Y] ≡ 0. For complex smooth and
analytic vector fields in the plane and in a neighborhood of a nondegenerate singular point, it is also proved
the equivalence between integrability and the existence of a smooth vector field Y , such that Y is a normal-
izer of X , i.e., [X ,Y] = µX .
 2005 Elsevier Inc. All rights reserved.
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1. Introduction
This work was originated from the interest of the authors in isochronous foci and isochronous
centers of vector fields in the plane, see, for instance, [7,8]. An isochronous focus (respectively,
center) is a singular point of a vector field of focus (respectively, center) type for which there
exists a section Σ , that is a simple arc without contact with the singular point as an endpoint,
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J. Giné, M. Grau / J. Math. Anal. Appl. 319 (2006) 326–332 327such that the flow of the vector field meets Σ at equal time intervals. The main methods used in
order to study isochronicity of centers can be roughly classified in two categories, linearization
and commutation. The first one says that a center of an analytic system is isochronous if, and
only if, the center is linearizable, see [10]. The second one says that a center of an analytic
system is isochronous if, and only if, there exists a commuting analytic vector field of the form
(x + o(x, y))∂/∂x + (y + o(x, y))∂/∂y, see [12]. The papers of Sabatini [12,13] give conditions
for isochronicity of centers in terms of commuting vectors fields. These two different criteria
to detect isochronicity suggest the authors if there exists, in general, an equivalence between
linearization and commutation for other types of singular points. In the paper of Algaba et al. [1],
the characterization of a center of an analytic differential system in terms of Lie brackets is given.
From Poincaré it is known the equivalence between integrability of an analytic differential system
in a neighborhood of a nondegenerate singular point of focus–center type and the existence of
a center. In this paper, these two criteria to detect centers are generalized to detect integrability
(see definition below) in planar smooth or analytic vector fields.
Consider the smooth (analytic) differential system
x˙ = f(x), (1)
where x = (x1, . . . , xn) ∈ Cn, f = (f1, . . . , fn), and fi(x) ∈ C{x}. We assume that fi(0) = 0 for
i = 1, . . . , n, i.e., the origin is a singular point of system (1). We also assume that the origin is
a nondegenerate singular point, i.e., the matrix of the linear part of the system (1) has determi-
nant different from zero. We say that X =∑ni=1 fi(x)∂/∂xi is the smooth (analytic) vector field
associated to differential system (1). In this paper, it is studied the question of linearizability for
the smooth (analytic) differential system (1) and its relationship with the commutation of vector
fields.
A classical problem asks whether the foliation defined by the solutions of (1) can be trans-
formed to the foliation of a linear system or of a resonant system in normal form, see, for
instance, [5]. We will express the linearizability of the smooth (analytic) system (1) in terms
of the existence of a commuting vector field. System (1) is linearizable at the origin if, and only
if, there exists a smooth (analytic) change of coordinates of the form x = y+F(y), y ∈ Ω , where
F(y) = O(|y|2) as y → 0 and Ω ⊂ Cn is a neighborhood of the origin, linearizing the system.
Following the notation of [5], a differential system (1) in the plane is integrable at the origin if,
and only if, it is orbitally linearizable. An equivalent formulation is to say that system (1) with
n = 2 is integrable in a neighborhood of the origin if, and only if, there exists a smooth (analytic)
change of coordinates of the form (X,Y ) = (x + o(x, y), y + o(x, y)) transforming system (1)
with n = 2 into the system
X˙ = (α1X + β1Y)h(X,Y ), Y˙ = (α2X + β2Y)h(X,Y ), (2)
where h(X,Y ) = 1 + f (X,Y ) with f (X,Y ) = O(X,Y ). Then, a first integral of system (2) is
a first integral of the homogeneous system X˙ = α1X + β1Y , Y˙ = α2X + β2Y . If a system is
linearizable, then it is integrable. In [5] it is pointed out that, in general, if the analytic system (1)
with n = 2 is integrable this fact does not imply that system (1) with n = 2 is linearizable, see
Theorem A in [5].
First, we revisit the well-known cases of a center and a weak focus for analytic vector fields in
the plane. The following theorems give the equivalence between linearizability and isochronicity
and the equivalence between isochronicity and commutation for centers.
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change of coordinates of the form u = x + o(x, y), v = y + o(x, y) reducing the system to the
linear isochronous system u˙ = −kv, v˙ = ku, where k is a real constant.
Theorem 2. A center of an analytic system is isochronous if, and only if, there exists an analytic
vector field Y of the form Y = (x + o(x, y))∂/∂x + (y + o(x, y))∂/∂x, such that [X ,Y] ≡ 0.
Theorems 1 and 2 were stated and proved in [10] and [12], respectively. As a consequence of
Theorems 1 and 2 we can write the following corollary.
Corollary 1. A center of an analytic system is linearizable if, and only if, there exists an analytic
vector field Y of the form Y = (x + o(x, y))∂/∂x + (y + o(x, y))∂/∂x, such that [X ,Y] ≡ 0.
The following theorem goes back to Poincaré and Lyapunov:
Theorem 3. A weak focus of an analytic system is a center if, and only if, there exists an analytic
change of coordinates of the form u = x + o(x, y), v = y + o(x, y) reducing the system to the
system u˙ = −v(1 + ψ(u2 + v2)), v˙ = u(1 + ψ(u2 + v2)), where ψ is an analytic function.
The following result, proved in [1], characterizes centers of analytic vector fields in the plane
in terms of Lie brackets.
Theorem 4. A weak focus of an analytic system is a center if, and only if, there exists a smooth
vector field Y of the form Y = (x + o(x, y))∂/∂x + (y + o(x, y))∂/∂x and a smooth scalar
function µ(x, y) with µ(0,0) = 0 such that [X ,Y] = µX .
As a consequence of Theorems 3 and 4 we can write the following corollary.
Corollary 2. A weak focus of an analytic system is integrable if, and only if, there exists a smooth
vector field Y of the form Y = (x + o(x, y))∂/∂x + (y + o(x, y))∂/∂x and a smooth scalar
function µ(x, y) with µ(0,0) = 0 such that [X ,Y] = µX . Moreover, in that case the weak focus
becomes a center.
In Theorem 7, in particular, we are going to characterize the integrability of a weak focus of an
analytic system by means of an analytic vector field Y of the form Y = (x +o(x, y))∂/∂x + (y +
o(x, y))∂/∂x and an analytic scalar function µ(x, y) with µ(0,0) = 0 such that [X ,Y] = µX .
Hence, we give a stronger version of Corollary 2 for the regularity of the involved functions.
Now, we give some basic definitions and we state some standard structure theorems.
Definition 1. Let λ1, . . . , λn be complex numbers. Then we say that λ1, . . . , λn are resonant if
there exist some nonnegative integers α1, . . . , αn satisfying that
α1λ1 + · · · + αnλn − λj = 0 (3)
for some j ∈ {1, . . . , n} with α1 + · · · + αn  2.
If the convex hull of {λ1, . . . , λn} in the complex plane does not contain the origin of C, then
{λ1, . . . , λn} is said to be in the Poincaré domain.
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tation for smooth (analytic) vector fields.
Theorem 5 (Poincaré). Let λ1, . . . , λn be the eigenvalues of the n × n matrix A. If {λ1, . . . , λn}
is in the Poincaré domain and the resonant conditions (3) do not hold, then there exists a smooth
(analytic) change of variables x = y + F(y), y ∈ Ω , where F(y) = O(|y|2) as y → 0 and Ω ⊂
C
n is a neighborhood of the origin, which transforms the smooth (analytic) differential system
x˙ = Ax + f (x) with f (x) = O(|x|2) as x → 0, into the linear system y˙ = Ay.
For a proof of Theorem 5 see [6] or the original contribution in [11] in the analytic case and
[2,3] (and references therein) for the smooth case.
2. The main results
The following theorem asserts that a smooth (analytic) system is linearizable if, and only if, it
has a smooth (analytic) commuting vector field.
Theorem 6. Consider the smooth (analytic) differential system (1) with a nondegenerate singular
point at the origin and with the associated smooth (analytic) vector field X =∑ni=1 fi(x)∂/∂xi .
Then, this system is linearizable if, and only if, there exists a smooth (analytic) vector field Y =∑n
i=1(xi + O(|x|2))∂/∂xi such that [X ,Y] ≡ 0.
Proof. If system (1) is linearizable then there exists a change of coordinates x = y + F(y),
y ∈ Ω , where F(y) = O(|y|2) as y → 0 and Ω ⊂ Cn is a neighborhood of the origin, reducing
the system to a linear system of its linear part which always commutes with the vector field∑n
i=1 xi∂/∂xi . Taking into account that the existence of a commuting vector field is a property
invariant under changes of coordinates tangent to the identity, applying the inverse change of
coordinates we obtain a vector field Y commuting with the initial vector field X .
The converse is proved in the following way. We suppose the existence of a smooth (analytic)
vector field Y =∑ni=1(xi +O(|x|2))∂/∂xi such that [X ,Y] ≡ 0. Taking into account that Y is in
the Poincaré domain, with no resonances, (see Theorem 5) we have that Y can be linearized under
the form Y = ∑ni=1 xi∂/∂xi . Let X be the transformed of X under the same transformation.
Then, we have that [X ,Y] ≡ 0 which implies that X is linear by the Euler identity. Hence, X is
linearizable by means of the same transformation linearizing Y . 
The converse was suggested to the authors by B. Malgrange. In [4] the authors show for the
case n = 2 and when the matrix of the linear part of system (1) is semisimple with eigenvalues
λ1 and λ2, and there exist nonnegative and relative prime integers k1 and k2 such that k1λ1 +
k2λ2 = 0, then the analytic system (1) admits a convergent transformation into normal form if,
and only if, it admits a nontrivial local one-parameter group of symmetries (equivalently, the
existence of an analytic vector field Y /∈ kX , where k is a constant, defined in a neighborhood
of the origin, such that [X ,Y] = 0). In fact, Theorem 6 is a generalization of this theorem when
the normal form is linear. The following theorem characterizes the integrability of smooth vector
fields in the plane in terms of Lie brackets.
Theorem 7. Consider the smooth (analytic) differential system (1) with n = 2, with a nonde-
generate singular point at the origin and, with the associated smooth (analytic) vector field
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and only if, there exists a smooth (analytic) vector field Y of the form Y = (x + o(x, y))∂/∂x +
(y + o(x, y))∂/∂x and a smooth (analytic) scalar function µ(x, y) with µ(0,0) = 0 such that
[X ,Y] = µX .
Proof. If the smooth (analytic) vector field X is integrable in a neighborhood of the origin then,
there exists a smooth (analytic) change of coordinates of the form (X,Y ) = (x + o(x, y), y +
o(x, y)) transforming the vector field into the form X = (α1X + β1Y)h(X,Y )∂/∂X + (α2X +
β2Y)h(X,Y )∂/∂Y , where h(X,Y ) = 1 + f (X,Y ) with f (X,Y ) = O(X,Y ). But this implies
that the vector field X˜ = g(X,Y )X where g(X,Y ) = 1/h(X,Y ) is linear. Applying the in-
verse change of coordinates to X˜ = g(X,Y )X we obtain the vector field G(x,y)X which
is linearizable. Therefore applying Theorem 6, there exists a smooth (analytic) vector field
Y =∑ni=1(xi + O(|x|2))∂/∂xi such that [G(x,y)X ,Y] ≡ 0. On the other hand, by the prop-
erties of the Lie bracket, we have that [G(x,y)X ,Y] = G(x,y)[X ,Y] − Y(G(x, y))X ≡ 0.
Hence [X ,Y] = µ(x, y)X , where µ(x, y) = Y(G(x, y))/G(x, y) = ∇G(x,y) ·Y/G(x, y). We
have that µ(0,0) = 0, because, as easy computations show if G(x,y) = 1 + g1(x, y) + o(x, y),
then Y(G(x, y)) = g1(x, y) + o(x, y).
The converse is proved in the following way. We suppose the existence of a smooth (analytic)
vector field Y of the form Y = (x + o(x, y))∂/∂x + (y + o(x, y))∂/∂y and a smooth (analytic)
scalar function µ(x, y) with µ(0,0) = 0 such that [X ,Y] = µX . Then, there exists a smooth
(analytic) scalar function λ(x, y) with λ(0,0) = 1 such that
∇λ(x, y) ·Y − µ(x, y)λ(x, y) = 0. (4)
To ensure the existence of λ(x, y) in the smooth case, it is enough to verify that the above equa-
tion has a unique solution up to an arbitrary order, and then apply Borel’s theorem (see, for
instance, [15, p. 142]). In the analytic case, we need to consider the analytic change of coordi-
nates, of the form (X,Y ) = (x + o(x, y), y + o(x, y)), which transforms the analytic vector field
Y to Y = X∂/∂X+Y∂/∂Y . This analytic change of coordinates always exists by virtue of Theo-
rem 5. Let us denote by µ¯ and λ¯ the transformation of the functions µ and λ by the same change
of coordinates and it is clear that µ¯(0,0) = 0 and λ¯(0,0) = 1. In these coordinates, Eq. (4) reads
for
X
∂λ¯
∂X
+ Y ∂λ¯
∂Y
= µ¯(X,Y )λ¯(X,Y ).
The solution λ¯(X,Y ) of this partial differential equation with λ¯(0,0) = 1 is
λ¯(X,Y ) = exp
{ 0∫
−∞
µ¯
(
Xet ,Y et
)
dt
}
.
Since µ¯(X,Y ) is an analytic function in a neighborhood of the origin and µ¯(0,0) = 0, we deduce
that λ¯(X,Y ) is an analytic function in a neighborhood of the origin. Undoing the change of
variables, we get an analytic function λ(x, y) satisfying Eq. (4) and with λ(0,0) = 1.
From (4), we obtain that [Y, λ(x, y)X ] ≡ 0. Applying Theorem 6, the smooth (analytic) vec-
tor field λ(x, y)X is linearizable, which implies that the smooth (analytic) vector field X is
integrable. 
In fact, it is proved that the complex smooth (analytic) vector field Y is a normalizer of X ,
that is, the system associated to Y is a system whose local flow takes orbits of (1) into orbits
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factor of X defined in a certain neighborhood of the origin. Notice that Eq. (4), also implies the
existence of an invariant curve of Y with a smooth (analytic) cofactor µ(x, y), see [9].
We include several instructive examples to clarify the stated results.
Example 1. We consider the following planar vector field with a real parameter c:
X = (2x − 4y2 + 6cy4) ∂
∂x
− y(1 − 3cy2) ∂
∂y
.
The vector field Y is a commutator for X , i.e., [X ,Y] ≡ 0, where
Y = (x + y2 − 6cy4) ∂
∂x
+ y(1 − 3cy2) ∂
∂y
.
Applying Theorem 6, we deduce that the planar differential system associated to X is lineariz-
able. In fact, the linearizing transformation (x, y) → (X,Y ) is given by
x = X + Y
2
1 + 3cY 2 , y =
Y√
1 + 3cY 2 .
Example 2. Let us consider the following planar differential system with a positive integer para-
meter q:
x˙ = x − 2x
2
q
+ y2, y˙ = −q
4
y + xy. (5)
This system appears in Proposition 5.4 of [5, p. 348], whose point (vi) establishes that it is
integrable but not linearizable. If we denote by X the vector field associated to system (5), our
Theorem 7 says that we can find a normalizer of X . A normalizer Y of the prescribed form is
given by
Y =
(
x
(q − 2x)
(q − 4x) −
2qy2
(2 + q)(q − 4x)
)
∂
∂x
+ y ∂
∂y
,
which satisfies that [X ,Y] = µY with
µ(x, y) = 4x (q − 2x)
(q − 4x)2 −
8qy2
(2 + q)(q − 4x)2 .
If we denote by
h(X,Y ) =
√
1 − 8
q
X + 16Y
2
(2 + q)q ,
the following transformation x = (q/4)(1 − h(X,Y )), y = Y , applied to system (5) gives X˙ =
Xh(X,Y ), Y˙ = (−q/4)Yh(X,Y ).
Example 3. We finally consider the following planar polynomial differential system with a real
parameter w:
x˙ = −y, y˙ = x − 4wxy + 2y2. (6)
As it is established in [8, p. 10], this system is not linearizable for any value of w ∈ R. Moreover,
this system is integrable if, and only if, w = 0, according to Theorem 3.
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associated to system (6). The following vector field Y :
Y =
(
x + e
−4x − 1 + 4x − 8x2
8x
)
∂
∂x
+
(
y + y(1 − e
−4x − 4x)
4x
)
∂
∂y
satisfies that [X ,Y] = µX when w = 0 and with µ(x, y) = (1 − 2x − e−4x(1 + 2x))/(8x2).
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