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RESUMEN
E sta tesis se enmarca dentro del campo de la teoría general de estabilidad para ecua­
ciones en derivadas parciales (EDP), estudiando el comportamiento asintótico de varios sis­
temas parabólicos en dominios no acotados y sin unicidad del problema de Cauchy mediante la 
utilización de la teoría de semiflujos multivaluados.
El objetivo de esta tesis es demostrar la existencia de soluciones y del atractor global para 
sistemas de tipo reacción-difusión y para sistemas de ecuaciones de campo de fase en dominios 
no acotados. Así mismo, obtenemos la existencia del atractor global cuando discretizamos el 
sistema de reacción difusión con respecto a la variable espacial. En este último caso se obtiene 
un sistema dinámico multivaluado generado por un sistema de infinitas ecuaciones diferenciales 
ordinarias.
Por otro lado, para el sistema de infinitas ecuaciones diferenciales ordinarias obtenemos una 
sucesión de atractores correspondientes a las ecuaciones que resultan de proyectar el sistema 
inicial sobre espacios reales de dimensión finita. Demostramos la convergencia de esta sucesión de 
atractores al atractor del problema inicial en la semidistancia de Hausdorff, es decir, probamos la 
semicontinuidad superior del attractor. Este resultado es im portante de cara a la implementación 
de métodos numéricos que permitan obtener aproximaciones de las trayectorias en el atractor 
global.
Una aplicación relevante de los sistemas de reacción difusión es el sistema de ecuaciones de 
Fitz-Hugh-Nagumo, conocido modelo de transmisión de señales entre células nerviosas.
Es im portante reseñar que tanto en el sistema de reacción difusión como en su discretización 
hemos demostrado la existencia de un atractor global compacto e invariante. En cambio, el 
atractor obtenido para el sistema de campo de fase puede ser, en general, no acotado. La razón 
es la falta de disipatividad en una de las ecuaciones que componen el sistema. Además, sabe­
mos que este atractor es negativamente semi-invariante, pero no si es estrictamente invariante. 
Asumiendo condiciones más restrictivas definimos un semigrupo de operadores y obtenemos la 
existencia de un atractor global invariante. Finalmente, observamos que en este caso la conver­
gencia al atractor global se demuestra usando un espacio con peso adecuado.
RESUM
Aquesta tesis s’emmarca dins del camp de la teoría general d ’estabilitat per equacions en 
derivades parcials (EDP), s’estudia el comportament asintótic de varis sistemes parabólics en 
dominis no acotats i sense unicitat del problema de Cauchy mitjangant la utilització de la teoría 
de semifluxos multivaluats.
L’objectiu d ’aquesta tesis es demostrar l’existéncia de solució i de l’atractor global per sis­
temes de tipus reacció-difusió i per sistemes d ’equacions de camp de fase en dominis no acotats. 
Ací mateixa, obtenim l’existéncia del atractor global quan discretitzem el sistema reacció di- 
fusió respecte a la variable espacial. En aquest últim cas s’obté un sistema dinámic multivaluat 
generat per un sistema de infinites equacions diferenciáis ordináries.
D’altra banda, peí sistema de infinites equacions diferenciáis ordináries obtenim una successió 
d ’atractors corresponents a les equacions que resulten de projectar el sistema inicial sobre espais 
reais de dimensió finita. Demostrem la convergencia de esta successió d ’atractors al atractor 
del problema inicial en la semidistancia de Hausdoríf, es a dir, provem la semi continuítat 
superior del atractor. Aquest resultat es im portant per la implementació de métodes numérics 
que permeten obtenir aproximacions de les trajectóries en el atractor global.
Una aplicació rellevant deis sistemes de reacción-difusió es el sistema de equacions de Fitz- 
Hugh-Nagumo, conegut model de transmissió de senyals entre cél lules nervioses.
Es im portant destacar que tan t en el sistema de reacció difusió com en la seua discretització 
hem demostrat l’existéncia d ’un atractor global compacto i invariant. En canvi, el atractor 
obtingut per al sistema de campo de fase pot ser, en general, no acotat. La raó es la falta 
de dissipativitat en una de les equacions que componen el sistema. A més a més, sabem que 
aquest atractor es negativament semi-invariant, pero no si es estrictament invariant. Assumint 
condicions més restrictives definim un semigrup de operadors y obtenim l’existéncia d ’un atractor 
global invariant. Finalment, observem que en aquest cas la convergencia al atractor global es 
demostrada utilitzant un espai amb pes adequat.
A B S T R A C T
This dissertation is based in the general theory of stability for partial diíferential equations 
(PDE). We study the asymptotic behavior of some parabolic systems in unbounded domains 
without nniqueness of the Cauchy problem by using the theory of multivalued semiflows.
The main goal of this dissertation consists of proving the existence of Solutions and the 
global a ttracto r for systems of reaction diffusion type and phase-field equations. Also, we obtain 
the existence of the global attractor for the discretization of the reaction diffusion system with 
respect to  the space variable. In this case a multivalued lattice dynamical systems is obtained.
On the other hand, for the lattice dynamical system we define a sequence of attractors 
corresponding to the projections of the original system onto real spaces of finite dimensión. We 
prove the convergence of this sequence to the attractor of the original system with respect to 
the Hausdorff semi-distance, tha t is, we prove the upper semicontinuity of the attractor. This 
result is im portant for the implementation of numerical methods, which would allow to obtain 
approximations of the trajectories inside the attractor.
An im portant application of the reaction diffusion system is the Fitz-Hugh-Nagumo system, 
a  well known model of the transmission of impulses between axons.
It is im portant to note tha t for the reaction diffusion system and for its discretization we have 
proved the existence of a compact global invariant attractor. However, the attractor obtained 
for the system of phase-field equations can be unbounded in general. The reason is the lack of 
sufficient dissipativity in the second equation of this system. Also, we know tha t the attractor 
in negatively semi-invariant, but not whether it is strictly invariant or not. Assuming more 
restrictive assumptions we have defined a semigroup of operators and proved the existence of a 
global invariant attractor. Finally, we observe th a t in this case the convergence of the global 
a ttracto r is proved by using a suitable weighted space.

Parte I
Prelim inares

Capítulo 1
Introducción
La teoría general de estabilidad para ecuaciones en derivadas parciales (EDP) ha despertado un 
gran interés en las últimas decadas y se ha desarrollado de forma notable en los años noventa, ex­
perimentando un gran impulso en los últimos años. La teoría de atractores y sistemas dinámicos 
uni-valuados ha sido aplicada a una amplia clase de ecuaciones diferenciales, siendo O.A. La- 
dyzhenskaya, J.K. Hale, A.V. Babin, M.I. Vishik y R. Temam los autores pioneros en este ámbito 
(ver [7], [44], [58], [59], [87]). No obstante, esta teoría no puede ser aplicada a un gran número 
de problemas de contorno no lineales, cuando la solución de las ecuaciones o de los sistemas 
dinámicos de control no son únicas. Un ejemplo im portante de sistema diferencial para el cual 
la solución no es única es la ecuación de Navier-Stokes tridimensional.
Para poder analizar el comportamiento de sistemas donde la solución no es única se ha 
desarrollado una teoría abstracta alternativa que generaliza la del caso univaluado, la teoría de 
semiflujos multivaluados. El primer resultado relacionado con esta teoría fue establecido en [5]. 
En [6] se mejoró el resultado obtenido en [5] y se aplicó a una ecuación parabólica no lineal. 
En [68] los resultados generales sobre comportamiento asintótico, y más concretamente sobre 
existencia de atractores, fueron generalizados al caso multivaluado. Otros autores ([11], [10], 
[36]) han desarrollado la teoría de semigrupos generalizados, teoría muy semejante a la anterior. 
O tra forma de abordar el problema de no unicidad de solución es la teoría de atractores de tipo 
trayectoria [27], [28]. Otros resultados en esta misma dirección relacionados con el caso general 
no-autónomo han sido obtenidos en [53] y [70].
En las líneas anteriores hemos expuesto las dos teorías que actualmente se utilizan para el 
estudio del comportamiento asintótico de un sistema dinámico. La principal diferencia entre ellas 
se encuentra en que la primera requiere que el sistema en estudio posea unicidad de la solución, 
mientras que en el segundo caso esta no es necesaria, tan  solo se requiere la existencia de 
soluciones globales. Por una parte esto motiva que la teoría de semiflujos se pueda aplicar a una 
variedad más amplia de problemas que la de semigrupos de operadores, relajando determinadas 
condiciones que se suelen imponer para poder garantizar la unicidad. No obstante, es necesario 
señalar que la obtención de algunas de las propiedades requieren de un mayor esfuerzo.
Vamos a centrar nuestro trabajo en el estudio del comportamiento asintótico de las soluciones 
de varios sistemas parabólicos, en particular, en demostrar la existencia de un atractor global 
que además verifique determinadas propiedades topológicas como la de compacidad y la de
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invarianza, aunque esto no siempre será posible. Como idea intuitiva sobre el concepto de 
atractor global podemos establecer que un atractor es una región del espacio que atrae de forma 
uniforme a todos los conjunto acotados del espacio de fases, cuando el tiempo se hace tender a 
infinito. En cierto sentido se pretende reducir la dinámica del sistema mediante la caracterización 
de este conjunto, esto es, de alguna manera se entiende que el sistema ’olvida’ las condiciones 
iniciales de las que parte cuando el tiempo se hace suficientemente grande. En aquellos casos 
en los cuales la dimensión del atractor global es además finita, la dinámica puede simplificarse 
todavía más, siendo útil para realizar simulaciones numéricas.
El principal objetivo de esta tesis doctoral es demostrar la existencia de soluciones y del 
atractor global para ecuaciones de tipo reacción-difusión y para sistemas de ecuaciones de 
campo de fase en dominios no acotados, sistemas que han sido ampliamente estudiados cuando 
el dominio de la variable espacial es acotado (ver, por ejemplo, [5], [7], [14], [20], [21], [26], [27], 
[44] [47], [49], [51], [53], [55], [65], [66], [87]) y también para sistemas de reacción-difusión en el 
caso de dominios no acotados (ver [2], [8], [35], [38], [39], [48], [71], [76], [79], [90], [92], [94]).
En particular, en la ecuación de reacción-difusión aquí analizada, estudiamos también la ex­
istencia del atractor global cuando discretizamos la ecuación respecto de la variable espacial. En 
este último caso se obtiene un sistema dinámico generado por un sistema de infinitas ecuaciones 
diferenciales ordinarias. La teoría de atractores para este tipo de sistemas se está desarrollando 
de forma intensa en los últimos años, encontrando diferentes trabajos para el caso en que hay 
unicidad de la solución (ver [1], [13], [16], [60], [61], [91], [95], [96], [97], [98]). Podemos consultar 
[95] para conocer los conceptos y propiedades más usuales dentro de este campo.
Finalmente, para el sistema de reacción-difusión discretizado, obtendremos una sucesión de 
atractores para los problemas que resultan de proyectar, en el sentido que posteriormente especi­
ficamos, la ecuación inicial sobre espacios reales de dimensión finita. Estos atractores convergen 
al atractor del problema inicial en la semidistancia de Hausdoríf, cuando hacemos tender a in­
finito la dimensión del espacio real sobre el que se proyecta la ecuación inicial. Generalmente 
esto se denomina semicontinuidad superior del atractor. La importancia de esta discretización 
y de la semicontinuidad superior del atractor se pone de manifiesto ante la creciente necesidad 
de realizar simulaciones numéricas para la resolución de problemas procedentes de la física, de 
la química, de la ingeniería, etc.
Es interesante señalar de nuevo que en este trabajo  no imponemos condiciones que garantizan 
la unicidad de la solución. Esto nos obliga a utilizar técnicas adecuadas como la de semiflujos 
multivaluados. Además, la variable spacial se encuentra en todo el espacio M.N \ por ello, no se 
puede utilizar la desigualdad de Poincaré para demostrar algunas estimaciones, así como para 
obtener la propiedad de la compacidad asintótica del semiflujo, ya que ésta únicamente es válida 
en dominios acotados en alguna dirección. Debido a este hecho tendremos que imponer algunas 
condiciones extra, generalmente sobre el término no lineal.
La tesis se organiza como sigue.
Dedicamos el segundo capítulo a recordar y exponer las bases teóricas generales sobre la 
teoría de semiflujos multivaluados. En esta parte se establecen las condiciones que debemos de 
comprobar para poder obtener la existencia del atractor global. Para probar la existencia de un 
atractor global compacto e invariante es suficiente obtener:
1. La existencia de un conjunto absorbente acotado.
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2. Que el semiflujo sea estricto.
3. La propiedad de compacidad asintótica del semiflujo.
4. Que el semiflujo sea superiormente semicontinuo y posea valores compactos.
El comportamiento asintótico de ecuaciones sin unicidad del problema de Cauchy ha sido 
estudiado por diversos autores en los últimos años. Creemos que existen dos razones impor­
tantes que justifican el interés de la investigación en dicho tipo de ecuaciones. Por un lado, 
estos incluyen importantes modelos que provienen de la Física-Matemática, como podemos ver 
en el ejemplo de la relevante ecuación tridimensional de Navier-Stokes equations (ver [9]) o la 
ecuación de Ginzburg-Landau (ver [27]). Por otro lado, nos permite debilitar las condiciones 
impuestas en la función no-lineal utilizadas en las ecuaciones, las cuales son en muchas ocasiones 
demasiado restrictivas. En este sentido podemos extender la clase de ecuaciones para las cuales 
el comportamiento asintótico de las soluciones puede ser estudiado. Algunos resultados rela­
cionados con la existencia de atractor global en el caso de no-unicidad han sido probados para 
inclusiones diferenciales (ver [3], [54], [69], [70], [88]), ecuaciones de reacción-difusión (ver [26], 
[52], [55]), problemas parabólicos (ver [24]), ecuaciones de campo-fase (ver [51], [53]), ecuación 
de ondas (ver [10], [27]), la ecuación tridimensional de Navier-Stokes (ver [9], [17], [18], [27], [75], 
[80]), ecuaciones diferenciales con retardo [23] o ecuaciones parabólicas degeneradas [36].
En esta tesis utilizamos el método de semiflujos multivaluados (ver [6], [25], [68], [69]). 
Recordamos que o tra aproximación, algo similar, es el método de semigrupos generalizados (ver 
[9], [36]). Una comparación entre estas dos teorías puede encontrarse en [22]. Hemos de notar 
también que la teoría de atractores de tipo trayectoria ha sido aplicada con éxito para tra ta r 
ecuaciones sin unicidad (ver [26], [27], [67], [75], [80]).
En el tercer capítulo análizamos un sistema de ecuaciones de tipo reacción-difusión en un do­
minio no acotado. Más concretamente, en este trabajo estudiamos el comportamiento asintótico 
de las soluciones del siguiente sistema:
ut = aA u  — f ( x ,  u), x  € R N, t > 0, (1-1)
«(0 ) =  « o 6  [ i 2 (Rw)] ‘i , (1 .2 )
donde u (x ,t)  =  (u1, ..., ud) ,x  6  R N ,t  > 0, f ( x , u ) =  ( f 1, f d), y ut = Además tenemos 
las condiciones:
(H 1) a es una matriz real de dimensión d x d que tiene parte simétrica positiva, esto es, \{a  +  
a*) > A I, donde A  >  0.
(H 2) La función /  se descompone como /  =  fo + fi ,  fo (x, u) =  ( /¿ ,..., f$ ), f i{ x , u) = ( f{ , ..., f ( ), 
siendo f¡  funciones Caratheodory, es decir, continuas en u y medibles en la variable x.
(H 3) Podemos encontrar funciones positivas Co (x), C \(x) £ L 1(RN) y constantes a, ¡3 >  0,
Pi>  2 de manera que
(/o {x, u) ,u ) > a  |u |2 — Co ( x ) , (1.3)
d
( fi{ x ,u ) ,u )  > K T  -  Ci{x). (1.4)
¿=i
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(H 4) Además, existen funciones positivas C^{x) G L 2(RN), C3 (re) G L 1(RN), y constantes 7 , 77 >  
0 que verifican
|/o(x, u)| <  C2(:c) +  t?M, (1.5)
d p d
^2\f i(x ,u)\^ < c 3(x) + 7 ^ | u l |Pi. (1.6)
¿=1 ¿=1
Una aplicación im portante de estas ecuaciones es el sistema de ecuaciones de Fitz-Hugh- 
Nagumo, que es un conocido modelo de transmisión de señales entre células nerviosas (ver [83], 
[87]).
El principal resultado obtenido en esta parte es la existencia de un atractor global compacto 
de (1.1)-(1.2) en el espacio de fases H  = [L2 (EjV) ]d.
Como ya hemos comentado antes la existencia de atractores para ecuaciones de reacción- 
difusión sobre dominios no acotados ha sido estudiada por diversos autores anteriormente (ver 
[2], [8], [38], [39], [48] , [71], [76], [79], [90], [92], [94]). En estos trabajos se han considerado 
distintos espacios de fases: espacios con peso [8], espacios Lq [2], [38], [79], [90], espacios de 
Sobolev [2], [76], [94] y espacios de funciones acotadas [71].
En este trabajo continuamos la linea de investigación iniciada en [90] (ver además [79]).
Las principales diferencias con estos trabajos residen en que:
1. Tomamos la función /  únicamente continua en la variable u.
2. No asumimos condiciones que garanticen la unicidad de las soluciones. Así, definimos 
un semiflujo multivaluado, en lugar de un semigrupo de operadores, y de esta manera 
podemos analizar el comportamiento asintótico de las soluciones (ver [69]).
3. E n  las condiciones de crecimiento la constante p  no depende de la dimensión N .
Es im portante resaltar que una de las dificultades que aparecen como consecuencia de la 
pérdida de unicidad es la existencia de algunas limitaciones en el tipo de estimaciones que 
podemos obtener. Esto ocurre por que no tenemos aproximaciones regulares para cada una de 
las soluciones de la ecuación. En consecuencia, no podemos obtener formalmente las estimaciones 
necesarias y justificarlas después con aproximaciones apropiadas. Sólo hemos podido obtener 
aquellas estimaciones que las propiedades de regularidad de las soluciones nos han permitido. 
Otro problema aparece, por ejemplo, cuando necesitamos probar la compacidad asintótica de las 
soluciones. Para obtener esta propiedad en el espacio L 2 en dominios acotados es usual utilizar 
la inmersión compacta del espacio H 1 en L 2. En nuestro caso no conocemos como obtener 
dicha estimación. Para evitar este problema el método de la ecuación de la energía, que ha sido 
aplicado en ecuaciones con unicidad (ver por ejemplo: [42], [64], [72], [73], [84], [90]), así como 
en la ecuación de ondas sin unicidad [10], es una herram ienta apropiada. No obstante, existe 
otro método ligeramente diferente que ha sido utilizado en [10], [51], [52] y [53], y que nosotros 
tam bién exponemos con carácter complementario en este trabajo. Nos referiremos a éste como 
el método de monotonía.
En cuanto a las condiciones de crecimiento, en [90], [2], [76], [79], [94] la constante p tiene 
una restricción adicional que depende de N . En lugar de asumir esta restricción suponemos la 
condición de disipación (1.4). De esta forma extendemos al caso de dominios no acotados un 
tipo de condiciones que han sido utilizadas frecuentemente para el caso de dominios acotados
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(ver [7], [26], [52], [55], [65]). Notemos que, en [26], [52] y [55], se ha probado la existencia de 
un atractor global en el caso de no unicidad y dominios acotados.
Finalmente, notemos que, en [2], la condición de disipación (1.3) es más débil, ya que a  está 
considerada como una función del espacio de la variable x. Es un problema abierto comprobar 
si este tipo de condición se puede utilizar en el caso de no unicidad.
El principal resultado del Capítulo 3 viene expresado por el siguiente teorema:
T eo rem a 1 Asumimos que (H 1) — (H 4) se verifican. Entonces el sistema (3.1)-(3.2) define 
un semiflujo multivaluado en el espacio de fases H , el cual posee un atractor global compacto e 
invariante A . Además, A  es el conjunto minimal cerrado atrayente.
La obtención del resultado se ha estructuado de forma que en la Sección 3.2 obtenemos 
algunas estimaciones a priori y probamos la existencia de soluciones del problema de Cauchy. En 
la Sección 3.3 definimos el semiflujo mutivaluado y probamos que tiene grafo cerrado débil. En la 
Sección 3.4 comprobamos que el semiflujo es asintóticamente compacto utilizando el método de la 
ecuación de la energía. A continuación probamos que el semiflujo es superiormente semicontinuo 
con valores compactos y, finalmente, obtenemos la existencia del atractor global, aplicando este 
resultado al modelo de Fitz-Hugh-Nagumo de transmisión de señales entre células nerviosas. En 
la última sección, Sección 3.5, proporcionamos una demostración alternativa de la propiedad de 
compacidad asintótica, utilizando el método de la monotonía.
Este resultado ha sido publicado en [74].
En el Capítulo 4 analizamos los sistemas de reacción-difusión estudiados en el Capítulo 3 pero 
en los cuales discretizamos la variable espacial, obteniendo un sistema de infinitas ecuaciones 
diferenciales ordinarias. Este tipo de discretizaciones ha sido utilizado con éxito en los campos del 
procesamiento de imágenes [31], en patrones de reconocimiento [29] o en reacciones químicas [56]. 
Así mismo, en [37] se analiza un sistema de reacción-difusión de n  ecuaciones acopladas de tipo 
Nagumo y, como hemos comentado en el capítulo anterior, existe un gran número de procesos 
que previenen del campo de la Física, Quimica, Biología, Economía y otras ciencias que pueden 
ser descritos mediante sistemas de reacción-difusión. En esta parte del trabajo estudiamos el 
comportamiento asintótico del sistema infinito-dimensional de ecuaciones diferenciales ordinarias 
que se obtiene al discretizar respecto de la variable espacial la ecuación (1.1) en un dominio no 
acotado. Estos sistemas vienen motivados por la necesidad de resolución numérica de problemas 
procedentes de diferentes campos.
En [95] se define el concepto de ’lattice dynamical systems’ como una clase intermedia de 
sistemas entre autómatas celulares y ecuaciones en derivadas parciales. Haciendo una rápida 
revisión de los resultados obtenidos sobre comportamiento asintótico de soluciones en el campo 
de las ecuaciones en derivadas parciales, no es difícil darse cuenta que muchos de los problemas 
asociacbs a EDP en dominios no acotados poseen atractores de dimensión infinita (ver [8], [38], 
[71]). Por este motivo, una im portante propiedad a estudiar del atractor es la semicontinuidad 
superio: con respecto a las proyecciones del propio sistema en dimensión finita. Esto hace de 
estos sistemas idóneos para obtener aproximaciones del atractor.
En nuestro caso, si consideramos el caso escalar, es decir, N  = 1, el sistema que discretizamos
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es el expuesto anteriormente en (1.1), y que tiene la forma
( dvi
í = aA u  — /(x ,  u), x  E R, t >  0,
\  u(0) =  uq £ L 2 (R ),
de manera que la discretización obtenida es la que sigue:
í  Új,i = ]Cfc=1 ajk (uk,i- 1 — 2ukj +  Uk}i+l) — fj,i (u-,i) ,
1 Uj,i (0) =  (uo)¿i ,
donde a = (ajk) es una matriz real con parte simétrica semidefinida positiva y  f  = ( fj ,i) , 
j  = 1 , . . . ,  m, i G Z, son funciones continuas que verifican condiciones apropiadas de disipación 
y de crecimiento; h es el paso espacial para la discretización.
Como en el caso continuo, una de las aplicaciones de este modelo aparece si discretizamos 
las ecuaciones de Fitz-Hugh-Nagumo, sistema que es bien conocido, ver [15]. Así mismo, en 
[57] se ha estudiado la discretización de la ecuación de Schródinger. Este tipo de sistemas 
ha sido estudiado en [1], [13], [16], [60], [61], [89], [91], [95], [96], [97], [98], en el caso en 
que se establecen condiciones que garantizan la unicidad de solución. En estos trabajos se 
dem uestra la propiedad de compacidad asintótica del semigrupo de operadores y la existencia 
del atractor global, incluyendo además la semicontinuidad superior del atractor con respecto a 
las proyecciones en dimensión finita.
En general, en trabajos precedentes sobre sistemas de infinitas ecuaciones diferenciales or­
dinarias se establecen restricciones que garantizan la unicidad, como por ejemplo la diferen- 
ciabilidad del término no lineal o que este sea lipschitziano, junto a condiciones usuales de
disipación para garantizar estimaciones como la acotación de las trayectorias o la continuidad
del semigrupo.
Los espacios de fase habituales son los espacios lp, con o sin peso.
Podemos dividir este tipo de sistemas en dos grupos principales: los sistemas de primer 
orden (que provienen de discretizar ecuaciones parabólicas) y los sistemas de segundo orden (que 
provienen de discretizar ecuaciones hiperbólicas). Notemos que este tipo de discretizaciones en 
dominios acotados son bien conocidas y se han estudiado desde el punto de vista de la existencia 
y aproximación de los atractores (ver [34], [45] y [46])
En general se han estudiado problemas de primer orden con espacio de fases l2 (ver [13], [97] 
y [98]), o espacios l2 (o lp) con pesos (ver [16], [60], [89], [91]). Así mismo, se han estudiado 
sistemas de segundo orden en [1], [95], [96], [98]. Finalmente, destacamos que en [98] se obtienen 
estimaciones de la dimensión fractal del atractor.
Es interesante señalar a [95] como referencia para conocer aquellas definiciones y resultados 
más destacados, ya conocidos en general, aplicables a estos sistemas infinito-dimensionales de 
ecuaciones diferenciales, que pueden ser útiles para obtener una visión amplia de esta teoría.
Comparando nuestro análisis con los anteriores, la diferencia principal se encuentra en que 
no imponemos condiciones sobre el término no lineal que garanticen la unicidad de la solución, 
lo cual nos hace utilizar la teoría de semiflujos en lugar de la de semigrupos de operadores. 
Notemos que al no suponer que el término no lineal es Lipschitz, la existencia de soluciones no 
resulta en absoluto trivial.
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Los resultados principales de este capítulo han sido la obtención de existencia de soluciones 
globales y de un atractor global compacto e invariante. Terminamos esta parte probando la 
semicontinuidad superior del atractor con respecto a los atractores que se obtienen de los sistemas 
finito-dimensionales procedentes de la aproximación del sistema inicial mediante un número finito 
de ecuaciones.
Este capítulo se estructura como sigue. En la Sección 4.2 presentamos las condiciones del 
problema y algunas definiciones esenciales, probando las estimaciones a priori necesarias para 
establecer la existencia local y global del problema en el espacio de fases Z^. En la Sección 4.3 
obtenemos algunas estimaciones uniformes de las soluciones, como la acotación de la trayecto­
rias, que nos lleva a la definición del conjunto absorbente, así como a la estimación de las colas. 
En la Sección 4.4 definimos un semiflujo multivaluado y obtenemos que es asintóticamente com­
pacto. En esta sección establecemos como resultado principal la existencia de un atractor global 
compacto. Finalmente, en la Sección 4.5 analizamos los problemas que se obtienen de consid­
erar el sistema inicial restringido a un número finito de ecuaciones, estableciendo la existencia 
de propiedades análogas al sistema original tales como la existencia del atractor global finito- 
dimensional y la definición del conjunto absorbente, entre otras. Terminamos esta sección con 
la demostración de la semicontinuidad superior del atractor.
A continuación describimos con más detalle los resultados obtenidos.
El esquema de discretización elegido para el Laplaciano A de una función u  es el siguiente:
A u ~  D+ [D _ (?/)],
donde (L>+u)i =  Ui+1~Ui y (D .u)^ =  . Aquí, h representa el paso espacial elegido, el cual
debe ser ’lo suficientemente pequeño’.
Como espacio de fases tomamos Z^ := Z2 x Z2 x x Z2, donde el producto interior es 
(u ,v )  := Y ^= \Y 1 í£Zu3,ív3,í -> u ->v € Consideramos el término no lineal /  : Z^ —> Rm, 
de manera que f  (u) = ( fjt. (u))™=1 :=  (/i,, (u ) , . . . ,  f m>. (u )) , u  E Z^, donde 1 <  j  <  m, 
[ /  (u)]j ¡ :=  /j,i (u i¿ ,. . . ,  U m j), siendo fj¿  : Rm —> R funciones continuas para cada j .
Al discretizar el sistema expuesto con anterioridad
{
ut = aA u  -  f  (x, u ) , 
u (0 ) =  uo,
obtenemos
{
ajk iuk,i—1 2Uk¿ +  fj¿  {u.j)
uj,i (o) =  (yo)jti
(1.7)
(1.8)
donde yo G Z^.
Se \erifican las hipótesis:
(H li(/.)¿ (x ) , x)Rm >  a  |x |Rm -  coi, co G Z1, a  >  0.
(H2 j |/-,¿(^)|Km < C  (l^lrcm) | |^]Rm + C 2,¿, donde x  G Rm, C2 € Z2 y C  (•) es una función 
continui y creciente.
(H3j a — {cikj) es una matriz real con parte simétrica semidefinida positiva, esto es, 3 (3 > 0 
ta l que
\  (a +  a1) > (ülm■
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(H4) Las aplicaciones fj¿  : Rm —> R, son funciones continuas.
Los resultados más importantes de este capítulo se exponen a continuación.
1. El Teorema de existencia de solución:
Teorem a 2 Supongamos que se cumplen las hipótesis (H2), (H4) y que M  es una cota de F  
en D =  %  (;y° , b) , con b > 0. Entonces existe una solución y (.)  G C {l,lm ) del problema (4.1) 
definida en I  :=  [0 , to + á\, donde á  <  m in { ¿ , 1}, es tal que
0  <  2 á  (1 +  4E +  77) <  1 , 
y E  ha sido definido en la Nota 49.
2. El teorema de existencia del atractor global:
Teorem a 3 Asumimos (H1)-(H4). Entonces el sistema (1.8) define un semiflujo multivaluado 
en el espacio de fases l^  que posee un atractor global compacto e invariante.
En el Capítulo 5 analizamos el sistema de ecuaciones de campo de fase, modelo ampliamente 
estudiado que consiste en dos ecuaciones parabólicas acopladas, donde u describe la tem peratura 
del sistema y cp es un parámetro de orden que describe la frontera de la fase líquida con la fase 
sólida. Estas ecuaciones son muy utilizadas en el estudio de materiales que presentan una mezcla 
de fases, lo cual es un fenómeno corriente en muchos procesos, como por ejemplo en la teoría de 
solidificación. Para un análisis más detallado de este modelo desde el punto de vista físico ver 
[40].
El comportamiento asintótico de las soluciones y, en particular, la existencia y las propiedades 
topológicas del atractor global, han sido un campo de investigación muy im portante durante un 
largo periodo de tiempo. En el primer resultado relacionado con este sistema, probado en [49], se 
obtiene la existencia del atractor global compacto en el espacio de fases (H 1)2 con condiciones 
de frontera Dirichlet. Después, diversos autores extienden este mismo resultado a sistemas 
de campo de fase con condiciones de frontera diferentes o en otros espacios más generales, 
obteniendo además estimaciones de la dimensión fractal y probando la existencia de variedades 
inerciales y de conjuntos inerciales (ver [14], [20], [21], [47]). En todos estos artículos la variable 
espacial x  pertenece a un dominio acotado D C  M.N , condición esencial para poder obtener que el 
sistema es disipativo. Además, se asumen condiciones suficientes sobre el término no lineal para 
poder obtener que el sistema está bien puesto y así poder definir un semigrupo de operadores. 
También, bajo hipótesis más débiles, las cuales no garantizan unicidad de las soluciones del 
problema de Cauchy, se ha estudiado el comportamiento asintótico de las soluciones y se ha 
probado la existencia del atractor global, por ejemplo, en [51], [53].
Otros sistemas estrechamente relacionados con el aquí estudiado son las ecuaciones de Cahn- 
Hilliard o el sistema de Penrose-Fife, que han sido analizados bajo el punto de vista de de la 
teoría de atractores globales (ver, por ejemplo, [32], [78] y [81], entre otros autores).
En este capítulo estudiaremos el comportamiento asintótico de las soluciones en el caso en 
que la variable espacial x  pertenece a todo el espacio R3, en este caso el dominio es no acotado. 
Aparentemente, para el sistema de campo de fases no existen hasta el momento resultados en
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esta dirección. El principal problema que se presenta es la pérdida de disipación del sistema, 
aspecto que es clave para poder probar que el atractor global compacto existe. En el caso 
de dominios acotados el operador de Laplace A permite obtener algunas estimaciones de tipo 
exponencial, las cuales conducen a probar la existencia de un conjunto absorbente acotado. 
Estas estimaciones se basan en el uso de la desigualdad de Poincaré, la cual no es cierta en el 
caso en que x  G R n , y por tanto no puede ser utilizada en nuestra situación.
Como hemos visto, este punto clave del problema ha sido resuelto para el sistema de reacción- 
difusión imponiendo condiciones extra sobre el término no lineal de las ecuaciones, de forma que 
el sistema se vuelve disipativo y entonces se demuestra la existencia de un conjunto absorbente. 
Este método no puede ser usado para el sistema de campo de fase. La razón es la ausencia del 
término no lineal en la ecuación que corresponde a la variable tem peratura u. Aquí, no podemos 
imponer condiciones extra de disipación.
De esta manera, en los espacios usuales no hemos podido demostrar la existencia de conjunto 
absorbente ni la existencia del atractor global compacto. De hecho, hemos definido un espacio 
con peso apropiado para obtener la existencia del atractor global, el cual puede ser no acotado en 
general. Este atractor atrae, en la norma del espacio con peso, todos los conjuntos acotados del 
espacio (H 1 (R 3) )  . Nuestro resultado es probado sin asumir condiciones extra que proporcionen 
unicidad de solución del problema de Cauchy. Sin embargo, como caso particular, hemos probado 
la existencia de atractor bajo condiciones que garantizan la unicidad de solución. Notemos que 
este resultado es también nuevo en la literatura.
El capítulo está estructurado como sigue. En la Sección 5.2 presentamos las condiciones del 
problema y algunas definiciones esenciales, probando la existencia y (bajo hipótesis adicionales) 
la unicidad de soluciones en el espacio (H 1 (R 3) ) 2 • En la Sección 5.3 obtenemos algunas es­
timaciones preliminares de las soluciones. En particular, usando un funcional de Lyapunov 
probamos que las soluciones que empiezan en un conjunto acotado de (H 1 (IR3)) permanecen 
uniformemente acotadas para t > 0. En la Sección 5.4 definimos un semiflujo multivaluado en 
el espacio (H 1 (IR3)) y verificamos que es asintóticamente compacto con respecto a un espacio 
con peso adecuado. En la Sección 5.5 establecemos la existencia de un atractor global negativa­
mente semi-invariante, que es el principal resultado del Capítulo 5. Finalmente, en la Sección 5.6 
asumimos condiciones más restrictivas, las cuales permiten definir un semigrupo de operadores, 
obteniendo así la existencia de un atractor global invariante.
Finalmente, describimos con más detalle el resultado obtenido. El sistema de campo-fase 
analizado es el siguiente,
liipt -  £2 A ip +  f{ x ,  <p) = 2u,
ut +  = d A u , , .
m(0 ,x ) =  iio(x), U ^
<P (0, z) =  <p0 (x ) ,
d d\L
donde //,£, l,d  > 0, tp = ip (t, x ) , u = u ( t ,x ) ,  (t , x ) G (0, +oo) x IR3, (pt — — , ut =  —  y
/  : R 3 x R  —> R  es una función Caratheodory , es decir, medible e n x y  continua con respecto a 
s.
Se asumen las condiciones:
(H 1) Existen M  (x ) , G (x ) , a(x) > 0, C ',C 'f >  0 de manera que a 2 e W 2,°° (R3) , aa  g
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L 1 , M  e Lq , para algún q G [1,-foo], G e L 1
Vo;2 (x) <  C'cfr ( x ) ,
Aa ¡2 (x) < C"ah ( x ) , casi para todo x,
(1.10)
f ( x , s ) s > ( a ( x ) ) 2 s4 — M (x), (1.11)
F  (x, s) > (a (x )) 2 s4 — G ( x ) , V s y  casi para todo x, (1-12)
donde F  (s) = Jq f  (x, u) du.
(H 2) Existen funciones positivas D \(x ) ,D 2  (x) G I /1 (M3) y una constante 71 > 0 que verifican
F (x ,s )  > —Di ( x ) , (1-13)
/  (z, s) s > —71 s2 — Z>2 ( x ) , V s y casi para todo x. (1*14)
(if3) Existe una función positiva D 3 (x) G L2 (R3) y 72 >  0 que verifican
|/(x , s ) | <  D3W  +  7 2 |s |3, V s y c.p.t. x. (1-15)
Hemos comentado anteriormente que para la obtención de la existencia del atractor global 
hemos definido unos espacios con peso. Estos espacios son los que detallamos a contin­
uación:
L2„ ( R 3) =  | V :
í í¿ ( R 3) =  | ¥>: |M |a , <  oo,j =  1 ,2 ,3 )  .
En particular, se definen los espacios H  := ( i í 1 (R 3) ) 2 , Y  := (-^3) )2 Y
Z  := {z =  (<p,u) G (H la (R 3) ) 2 tal que u G H 1 (R 3) , G (L2 (R 3) ) 3 } .
Como resultado principal de este capítulo presentamos el siguiente teorema.
Teorem a 4 Asumimos (H 1) — (H 3). Entonces existe un (H  — Y)-atractor global. Además, el 
atractor A  es el conjunto minimal cerrado (H  — Y ) — atrayente y A  C Z .
Notemos que, en general, el atractor global puede ser no acotado.
O bjetivos
De forma breve, podemos describir los objetivos de la presente tesis como sigue:
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• Estudio de la existencia de soluciones para sistemas de reacción-difusión y ecuaciones de 
campo de fase en dominios no acotados.
• Estudio de la existencia de atractores globales para sistemas de reacción-difusión y ecua­
ciones de campo de fase en dominios no acotados y sin unicidad de solución del problema 
de Cauchy.
• Estudio de la existencia de soluciones y comportamiento asintótico de los sistemas de 
infinitas ecuaciones diferenciales ordinarias que aproximan un sistema de reacción-difusión.
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Capítulo 2
A tractores de sistem as dinám icos 
m ult i valuados
La teoría de atractores de sistemas dinámicos uni-valuados ha sido aplicada a una amplia clase 
de ecuaciones diferenciales (ver [7], [44], [58], [59], [87]). Sin embargo, esta teoría no puede ser 
aplicada a un gran número de problemas de contorno no lineales, cuando la solución de inclu­
siones y ecuaciones diferenciales, desigualdades variacionales o sistemas dinámicos de control 
no son únicas. Un ejemplo im portante para el cual la solución del problema de Cauchy no es 
única es la ecuación de Navier-Stokes tridimensional. Para poder estudiar el comportamiento 
asintótico de estos sistemas es necesario una teoría abstracta alternativa. El primer resultado 
relacionado con esta teoría fue establecido en [5]. En [6] se mejoró el resultado obtenido en [5] 
y se aplicó a una ecuación parabólica no lineal. En [68]-[69] los resultados generales sobre exis­
tencia de atractores fueron generalizados al caso multivaluado. Otros resultados en esta misma 
dirección relacionados con el caso general no-autónomo han sido obtenidos en [53], [70].
Sea X  un espacio métrico completo con métrica p, R + =  [0, oo), T representa a un subgrupo 
no trivial del grupo aditivo R , T +  =  T f ) R + , 2x (P(X) ,  C( X) ,  K ( X ) )  es el conjunto de todos 
los subconjuntos (no vacíos, cerrados no vacíos, compactos no vacíos) de X .
En las aplicaciones que presentaremos en la Parte II utilizaremos el caso particular r +  =  R + .
D efinición  5 La aplicación multivaluada G : T x X  —> P ( X)  se denomina un flujo multivaluado 
si se verifican las condiciones siguientes:
1- G(0 , •) =  J;
2. G (t\ +  t2 ,x )  C G (ti, G(¿2 , x ) ) ,  Víi, ¿2 € T, Vx G X , donde G (t, B) = UxebG  (i, x ) , B  c  X  
e I  denota a la aplicación identidad.
N o ta  6 La aplicación multivaluada G : T+ x X  —> P ( X )  se denomina un semiflujo multivaluado 
si las condiciones 1-2 de la definición (5) se verifican para i i , Í 2 £ T+-
D efinición  7 La aplicación x(-) : T+ —> X  se denomina una trayectoria del semiflujo mul­
tivaluado G correspondiente a la condición inicial xq si x ( í  +  r )  G G (i, x  ( r ) ) , Vi, r  G T+ y
X  (0) =  X q .
Denotamos por V { x q ) al conjunto de todas las trayectorias correspondientes a xo y por 
B{X)  al conjunto de todos los subconjuntos no vacios y acotados de X.  Para x G X,  A,  B  C  X,
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tomamos d is t(x ,B ) =  infye£ p(x, y), d is t(A ,B ) =  swpxeA dist(x, B ). Recordemos que para 
A ,B  e  B {X ) la métrica de Hausdorff viene definida por d is tn (A , B) =  m ax{d(A, B ), d(B,  >1)}.
D efin ic ión  8  Decimos que el conjunto A  C X  atrae a B  G B (X) si d ist (G (t , B ) , A) —* 0 
cuando t —> oo.
D efin ic ión  9 El conjunto A  se dice que es negativamente semi-invariante respecto al semiflujo 
multivaluado de G si A  C G(t, A), V t G T+. Diremos que será invariante si A  = G( t , A ),
v  t e  r+ .
Para cualquier M  C X  denotamos 7 Í+ (M ) =  Ur ><G(r, M)  y 7  + (M) =  7 q'(M ). El conjunto 
uj(M)  =  Hí>o7 ^ (M )  se denomina el conjunto omega-límite (u;-límite) de M.
D efin ic ión  10 El semiflujo multivaluado G se llama asintóticamente compacto si dado B  G 
B ( X )  de forma que existe T  (B) e r + tal que 7 j >(b ) ^ sucesión G G(tn , B), tn y
+ 0 0  es precompacta en X .
D efin ic ión  1 1  El semiflujo multivaluado G es superiormente semicontinuo si para cualquier 
xo G H  y cualquier entorno O de G ( t , x 0) ,  existe 5 > 0 de manera que si ||x —xo|| <  S, 
entonces G (t, x) C O {G (t , £0)).
T eorem a 12 [68, p.8], [69, p.88j. Consideremos que el semiflujo multivaluado G es asintótica­
mente compacto. Entonces para todo B  G B { X )  de manera que 7 ^ jB) G B ( X )  para cierto 
T  (B ) G r+ , se tiene que cj (R) 7  ^ 0 y u  (B) es compacto en X . Si, además, V t G T+, G (¿, •) : 
X  —> C  (X) es superiormente semicontinuo, entonces uj{B) es negativamente semi-invariante 
(es decir, uj (B ) C G(t ,cj  (B )) ,\/t £ T+) y es el conjunto minimal cerrado que atrae B. Además, 
u) (B ) es conexo si atrae a algún conjunto acotado conexo B \ que contiene a uj (B)  y G (t, x) es 
conexo Vi > to, Vx G X .
P ro p o sic ió n  13 [68, p.9], [69, p.87j. Sea el semiflujo multivaluado G(t , - )  : X  —> V ( X )  tal 
que existe t\ G T + \ {0} de manera que la aplicación G (¿1, •) : X  —► P  (X) es compacta, es decir, 
para todo B  G B ( X ) ,  G (ti, B)  es precompacto en X . Entonces el semiflujo G es asintóticamente 
compacto.
P roposición  14 [68, p.10], [69, p.88j. Sea X  un espacio de Banach y G(t, •) =  T (t , -) + K  (t, *), 
donde K  (to, ■) : X  —* P  (X ) es compacto para algún ¿o £ r + \  {0} y T (t, •) : X  —> P  (X) es una 
contracción en B  ( X ) , es decir,
V £ G #  ( X ) , d is tn  ( r  (t ,x)  , T( t , y ) )  < mi  (t ) m 2 (p (x, y ) ) , Vx, y G B ,\/t  G T+, (2.1)
donde p( x , y )  = \x — y\, 7712 : M+ —> R es una función continua, m i  : T+ —* M es decreciente y 
wii (^) 0 cuando t —* 0 0 . Entonces G es asintóticamente compacto.
D efin ic ión  15 El conjunto 3? se denomina un atractor global del semiflujo multivaluado G si 
se verifican las propiedades siguientes:
1. 3í atrae a cada B  G B ( X ) .
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2. 5? es negativamente semi-invariante, es decir, 5í C G (t, 3?), Vt E T+.
En las aplicaciones de esta teoría es deseable obtener también que 5? es compacto e invariante.
N o ta  16 . Si 3í es acotado, entonces 5R es el conjunto minimal cerrado que atrae cada conjunto 
acotado de X  y el conjunto maximal acotado negativamente semi-invariante de X .
Repitiendo la demostración de [69, Nota 8], se obtiene el siguiente resultado:
N o ta  17 . Supongamos que 3? es un atractor global acotado del semiflujo y que G verifica 
G (ti,G (t2 , x))  =  G (t\ +  t2 , x),  Vx E X , Vti, ¿2 € T+. Entonces 3? es invariante.
N o ta  18 En [82] se considera un caso más general, cuando la aplicación multivaluada G : 
R + x X  —> 2x  no satisface la propiedad de semiflujo G (ti +  t 2 , x ) C G{t\, G (t2 , x)).  En este 
caso más general no es posible obtener la propiedad de invarianza del atractor.
D efin ic ión  19 El semiflujo multivaluado G se denomina puntualmente disipativo si existe B q E 
B( X)  que atrae a cada x  E X .
A continuación vamos a considerar algunos resultados sobre la existencia de atractores glob­
ales para semiflujos multivaluados.
T eo rem a  20 [69, p.89[. Sea G un semiflujo multivaluado asintóticamente compacto. A sum ­
imos que G : X  —> C  (X ) es superiormente semicontinuo para todo t e  r+ . Si para todo 
B  E B (X ) , existe T  (B) E T+ de manera que 7 t {B) (-®) ^ & ( X ) , entonces el atractor global 3? 
existe y se expresa como
3? =  UBeB{X)V (B) •
Además, para cualquier conjunto cerrado Z  que atrae a cada acotado B  £ B (X )  ,3 1 C Z.
T eo rem a 2 1  [68, p.12], [69, p.90]. Consideremos que G es un semiflujo multivaluado puntual­
mente disipativo y asintóticamente compacto. Además, para todo t E T+, G(t,  •) es semicontinuo 
superiormente y G (t, •) : X  —> C( X) .  Entonces, si para todo B  E B(X) ,  7 ^ ( B ) E B( X)  para 
algún T( B)  E r +; G tiene atractor global compacto y minimal 3?.
T eo rem a 22 [68, p.14], [69, p.90]. Sea un semiflujo multivaluado de manera que para todo 
t E r + , G (t, •) : X  —> C ( X )  es semicontinuo superiormente. Supongamos además que existe un 
conjunto compacto K  C X  de manera que para todo B  E B( X)
dist{G {t, B), K )  —> 0, si t —» 0 0 . (2.2)
Entonces, G tiene un atractor global compacto y minimal 31 C K .
D efin ic ión  23 El conjunto B q se dice que es absorbente para el semiflujo multivaluado G si 
para cualquier acotado B  existe T( B)  > 0 de manera que
G( t , B)  C  B q, Ví > T { B ) .
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Es claro que la existencia de un acotado absorbente implica que G es puntualmente disipativo 
y que para todo B  G B  (X) existe T  (JE?) tal que 7 ^  (B ) 6  B  (X ) .  Además, la existencia de un 
compacto absorbente implica que (2 .2 ) se cumple.
T eo rem a  24 [5, p.216j. Sea X  un espacio de Banach. Suponemos que G posee un conjunto 
compacto y absorbente Bo y
G (t , B)  c  G ( t ,B ), V£ c  B0,Vt e  I  + .
Además, asumimos que para todo y  G X ,  ¿G T + , el conjunto
{z  | y e  G(t, z ) } í )  Bo
es cerrado. Entonces G tiene un atractor global compacto minimal 3?.
Consideremos ahora la propiedad de conexión del atractor global en el caso cuando T+ =  M+ . 
Este resultado generaliza el método utilizado en [43] para el caso univaluado.
D efin ic ión  25 El semiflujo multivaluado G : R+ x X  —>• P { X )  se denomina temporalmente 
continuo si se puede expresar como la unión de trayectorias continuas, es decir,
G ( t ,x 0) =  {x(t)  | £(•) 6  V ( x 0),x(-) e  C(R+ ,A)},Va:o 6  X .
T eo rem a  26 [69, p.91j. Consideremos que se verifican las condiciones del Teorema 21 o 22. 
Supongamos además que G es un semiflujo multivaluado temporalmente continuo con valores 
conexos de manera que G{t\ +  £2) =  G{t\, G fa ,  x)), V¿i,Í2 6  M+ , Vx 6E X .  Si el espacio X  es 
conexo, entonces el atractor global 3? es conexo.
Como ya hemos comentado anteriormente, en el caso que no hay unicidad de solución existen 
otras teorías alternativas a la de semiflujos multivaluados.
En [9] (ver también [36]) se define un semiflujo generalizado sobre un espacio X  como una 
familia de aplicaciones <p : [0,0 0 ) —> X  que satisfacen las propiedades de existencia de solución, 
que la traslación de soluciones y la concatenación de soluciones también son soluciones, conjun­
tam ente a una propiedad de semicontinuidad superior. Ball establece la existencia de un atractor 
global de la ecuación tridimensional de Navier-Stokes, en el caso incompresible, bajo la hipótesis 
no probada de que toda solución débil es continua de (0 ,0 0 ) en I?.  En este caso, la existencia del 
atractor global se obtiene al verificarse que el semiflujo generalizado es puntualmente disipativo 
y asintóticamente compacto.
Una comparación entre la teoría de semiflujos multivaluados y la de semiflujos generalizados 
se puede encontrar en [22].
En [26], [27], [75], se analiza la teoría de atractores de tipo trayectoria. En esta teoría la 
trayectoria de cada solución de una ecuación diferencial se considera un punto del espacio de 
fases. Se estudia la existencia de un atractor global con respecto al semigrupo de traslación 
{T (t) : t > 0}, definido por T  (i) u (s )  = u ( t  +  s ) .
Parte II
Atractores de ecuaciones parabólicas
en
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Capítulo 3
A tractores para ecuaciones de 
reacción difusión en R
3.1 Introducción
En este capítulo estudiamos el comportamiento asintótico de las soluciones del sistema de 
reacción-difusión que viene dado por:
ut =  aA u  — /(x ,  u), x G t > 0, (3-1)
u(0 ) =  k0 € [L2 (Rjv)] '! , (3 .2 )
donde u  es un vector función desconocido, esto es, u(x, t) = (it1, ...,ud) ,x G RN , t  > 0, /  (x ,u ) =
$1jL
( f \ ..., / d), y ut =  — . Asumimos las siguientes condiciones:
( i f l )  La matriz real a, de orden d x d, tiene parte simétrica positiva, es decir, \{a  +  a1) > A I ,
donde A  >  0.
(H2) f  =  / o + / i ,  /o(z, u) =  /o ), / i ( z ,  i¿) =  ( / i ,..., / f ) ,  donde f ¡  son funciones Caratheo-
dory, esto es, son medióles sobre x y continuas sobre u.
(H 3) Existen funciones positivas Co (x), C i(x) G L1(RiV) y constantes o, ¡3 > 0, pi > 2 que 
verifican
(/o (x, u ) ,u )  > a  \u\2 -  Cq (x ) , (3.3)
d
( / i (x ,u ) ,u )  > K T  -  CÁ X)- (3 -4)
i—1
(1/4) Existen funciones positivas C2{x) G L 2(RN), C3 (x) G /^ (R ^ ) , y constantes 7,77 >  0 que 
verifican
|/o(a:, u)| < C2(x) +  77|it|, (3.5)
d p. d
5 ^ 1  < C 3 ( x ) + 7 ^ |u * |p<- (3*6)
i=l i= 1
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Como aplicación de estas ecuaciones, consideramos el sistema de ecuaciones de Fitz-Hugh- 
Nagumo, el cual es un conocido modelo de transmisión de señales entre las células nerviosas (ver 
[87], [83]).
En lo que sigue, usaremos la notación H  = [^ (R ^ )]^ , V  = [ií’1(R7V)]d y V' = [H 1(RiV)]d, 
junto con las respectivas normas ||*||, ||- ||y  and ||- ||y /. Por ||. ||r , |-|, (v )jy, (-,-) denotamos la 
norma usual en L r (Rn ), la norma en Rd (o R ^ ) ,  el producto escalar en H  y el producto escalar 
usual en Rd (o R ^ ), respectivamente, de forma que {il, v)h  = Ylt=i f u N uividx  =  JRN(u,v)dx. 
Por simplicidad, para cualquier u, v € V  usaremos además la sigiente notación:
d d N  rj ¿ 2
i v U|2 =  E | v » f  =  E E ^  .
1 = 1  i = 1 j  =  1 3
( V u ,  V v )  =  E  ( V « ¡ , W )  =  E  E  7 T - J T - ’ ( V u - =  í  <V u ’V t)) d x -
j=i  <=i j =i ° xi  0xi
También, denotaremos por ||Vu|| la norma de V u  en (L2 (RN^ N d,
Para p  = ( p i ,  . . . ,p d )  definimos el espacio
Lp (Rn ) = LPl (Rn ) x • • • x LPd (Rn ) .
El objetivo principal de este capítulo es probar la existencia de un atractor global compacto 
de (3.1)-(3.2) en el espacio de fases H.
Como hemos dicho con anterioridad, la existencia de atractores para ecuaciones de reacción- 
difusión en dominios no acotados ha sido estudiada por varios autores en [2], [48], [79], [90], [92] 
(ver la Sección 1 para otras referencias). En estos trabajos se consideran diferentes espacios de 
fases: espacios con peso, espacios L q o espacios de Sobolev, entre otros.
Nuestro trabajo continúa la linea de investigación iniciada en [90] (ver además [79]). Una de 
las diferencias principales con este trabajo se encuentra en que la función /  sólo es continua, 
no asumimos que sea diferenciable en la variable u. Tampoco suponemos condiciones que nos 
proporcionen la unicidad de soluciones. No obstante, como ya hemos comentado, estudiamos el 
comportamiento asintótico del sistema mediante la definición de un semiflujo multivaluado (ver 
[69] o el Capítulo 2 ). Señalamos de nuevo que una de las dificultades que aparecen como conse­
cuencia de la pérdida de unicidad es que existen algunas limitaciones en el tipo de estimaciones 
que podemos obtener. Al no tener aproximaciones regulares para cada solución de la ecuación, 
no podemos obtener y justificar formalmente las estimaciones necesarias. Sólo podemos obtener 
aquellas estimaciones que la regularidad de las soluciones nos permite. Otro problema aparece 
cuando necesitamos probar la compacidad asintótica de las soluciones. Por ejemplo, para obtener 
esta propiedad en el espacio L2, usualmente se utiliza la inmersión compacta de H 1 en L 2 para 
dominios acotados. En nuestro caso no conocemos como obtener dicha estimación. Para re­
solver este inconveniente utilizamos el método de la ecuación de la energía, que ha sido aplicado 
en ecuaciones con unicidad de solución (ver [42], [64], [72], [73], [84], [90]), y también para la 
ecuación de ondas sin unicidad (ver [10]). En este capítulo presentamos además el método de 
monotonía para resolver este problema, método utilizado en [51], [52] y [53].
O tra diferencia aparece en las condiciones de crecimiento. En particular, en [90] (y en otros 
artículos como [2], [76], [79], [94]) la constante p  tiene una restricción adicional que depende 
de N .  Nosotros no asumimos ninguna restricción pero, en su lugar, suponemos la condición
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de disipación (3.4). De esta manera, extendemos al caso de dominios no acotados un tipo de 
condiciones que son utilizadas frecuentemente en el caso de dominios acotados (ver [7], [26], [52], 
[65]). Notemos que, en [26], [52] y [55], se ha probado la existencia de un atractor global en el 
caso de no unicidad y con dominios acotados.
Finalmente, para term inar la revisión y la comparación de resultados previos notemos que en 
[2] la condición de disipación (3.3) está debilitada, ya que o: está considerada como una función 
del espacio de la variable x. Es un problema abierto si este tipo de condición se puede o no 
utilizar para el caso de no unicidad.
Como hemos comentado anteriormente, el comportamiento asintótico de ecuaciones sin uni­
cidad del problema de Cauchy ha sido estudiado por diversos autores en los últimos años. En 
nuestra opinión existen dos razones importantes que justifican el interés de la investigación en 
dicho tipo de ecuaciones. Por un lado, estos sistemas incluyen modelos importantes como la 
ecuación tridimensional de Navier-Stokes (ver [9]). Por otro lado, ello nos permite debilitar las 
condiciones impuestas en la función no-lineal que utiliza el sistema, las cuales son, a menudo, 
muy restrictivas. Así, en cierto sentido, lo que hacemos es extender la clase de sistemas para las 
cuales se puede analizar el comportamiento asintótico de las soluciones.
Notemos que, como ya hemos comentado, se han utilizado diferentes métodos para desar­
rollar una teoría general de atractores para ecuaciones sin unicidad. En este trabajo utilizamos 
el método de semiflujos multivaluados, cuyos principales resultados han sido expuestos en el 
Capítulo 2.
El principal resultado de este capítulo viene expresado por:
T eo rem a  27 Asumimos que (H 1) — (HA) se verifican. Entonces el sistema (3.1)-(3.2) define 
un semiflujo multivaluado en el espacio de fases H , el cual posee un atractor global compacto e 
invariante A . Además, A  es el conjunto minimal cerrado atrayente.
Este capítulo está organizado como sigue. En la Sección 3.2 obtenemos algunas estimaciones 
a prior i y probamos la existencia de soluciones del problema de Cauchy. En la Sección 3.3 
definimos el semiflujo mutivaluado y probamos que su grafo es cerrado débil. En la Sección 3.4, 
en primer lugar comprobamos que el semiflujo es asintóticamente compacto (usando el método 
de la ecuación de la energia) y a continuación que es superiormente semicontinuo junto a que 
posee valores compactos. Finalmente, también en esta sección, obtenemos la existencia del 
atractor global y aplicamos este resultado al modelo de Fitz-Hugh-Nagumo de transmisión de 
señales entre las células nerviosas. En la última sección, la Sección 3.5, proporcionamos una 
demostración alternativa de la propiedad de compacidad asintótica, pero usando un segundo 
método, al que nos referimos como método de monotonía.
3.2 Existencia de soluciones y estim aciones a priori
Sean D> (0,T;D> {RN )) = D>' (0 ,T ;D *  (Rn )) x  . . .  x  U *  (0,T;LW  (R * )), p = (pi, ...,pd), y 
q = (<71, ..., qd), donde A  +  ^  =  1. Las condiciones (3.5)-(3.6) implican que para todo u G 
D> (0, T; LP (Rn )) D L 2 (0, T; H )  tenemos
í  í  \ fo (x ,u ( t ,x ) ) \2 dxdt < K 0 ( t  +  \\u\\2L2 ^ T.H^j , (3.7)
3 0 3 ]R^
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í  / E (*»u  ^ ( T + E II U ILp¿(0,T; ^¿(R ^))! * (^-®)
0 JR i=1 \  z=l /
A continuación vamos a dar la definición de solución débil.
D efin ic ión  28 La función u ( t , x ) ,  t G [0 ,T ], x G R , se dice gue es una solución débil de (3.1) 
en [0,T] si u G L 2 (0,T ',V ) nLP  (0, T\IP  (R77)) DL°°(0, T \H )  y u satisface la ecuación (3.1) en 
el sentido de las distribuciones, esto es,
— f  (u , vt)H dt — í  (au , A v)h  d t + f  í  ( f  (x , i¿), u) dxdt = 0, (3.9)
Jo Jo Jo Jrn
para todo v G [Cg° ((0, T) x R N )]d .
Se sigue de esta definición y de (3.7)-(3.8) que la derivada temporal ut de cualquier solución 
débil u  pertenece al espacio L2 (0, T; V ’) +  L2 (0, T; H)  +  1/7(0, T; L<*{RN)) C Lq (0, T; y ) , con 
L q (0 ,T ;y )  =  L91 (0 ,T; H ~ l (Rn ) +  Lqi (Rn )) x • • • x L qd (0 ,T; H ~ l (R ^) +  Lqd (R ^ )) , donde 
y  = V ' + L q (Rn ). De u G L2 (0, T; V)  C L9 (0, T; Y ), tenemos que u pertenece a C  ([0 ,T ], Y),
y  entonces la inclusión u G L°° (0, T; H ) implica que la aplicación * : t ■—> u (t, •) es continua con
respecto a la topología débil del espacio H  (ver el Lema 175, cuya prueba se puede consultar en 
[8 6 , Lema 1.4, p.263] o [63]).
Es una consecuencia inmediata que para todo v G L 2(0 ,T \V )  f lL p(0 ,T ;L p (R ^)) y toda 
solución débil u
í  (u t,v )Y d t+  f  (a V u ,V v )H d t+  f  f  ( /  (x, u) , v) dxdt = 0, (3.10)
7o 7o 7o Jrn
donde (v )y  denota el par en el espacio Y .  Como (3.10) implica (3.9), tenemos una definición 
equivalente de solución débil.
A continuación, como en el caso de dominios acotados (ver [26]), probamos que ti(¿, •) es 
absolutamente continua en [0, T] con respecto de la topología fuerte en el espacio H.
Veamos primero un lema técnico.
N o ta  29 En lo que sigue, será habitual utilizar el operador siguiente. Dado R  G N y dado un 
espacio cualquiera E  y una función </> : R N —> E, definimos la función de restricción L r (¡) : 
B  (0, R) —> E , como L r (¡) (x) =  (p (x ), si x  G B  (0, R ) .
Notemos que, por ejemplo, si <p G L 2 (R7^ ) , entonces L r J> G L 2 (B  (0, R ) ) .
N o ta  30 En lo que sigue, denotamos como cu C C  C  R a un abierto u> de íl, de manera que 
üj es un compacto estrictamente contenido en Q.
L em a 31 Si u  G W 1,p (R7^ ), 1 <  p < +oo, y v G W 1,OQ (R77) , entonces uv G W 1,p (Rn ) y 
( ™ )  =  W¡v +  S Í7U> i =
D em ostración . En primer lugar estudiamos el caso p < oo.
Sea un número arbitrario R  > 0 y sea p  el conjugado de q, esto es, ^ ^ =  1. Consideramos
B r  como la bola abierta centrada en 0 y con radio R. Es inmediato que L r u , L r v  G W 1,p ( B r ) . 
Además, L r v  G W 1,q ( B r ) ,\fq. Por simplicidad, en lo que sigue omitiremos el operador L r . Por
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el teorem a de Friedrichs (ver el Teorema 143) obtenemos la existencia de un ,vn € Cq 
forma que 'Íw r  CC B r  se verifican las convergencias
u n \Br en  L? ( B n )  y v n \sR v  e n  B q ( B r ) ,
VunUfc Vu en Lp ( w k ) , Vvn|Wfc -* Vu en L q ( w k) .
Veamos que (uv) = ^ v  +  se cumple en el sentido de las distribuciones.
Sea cj) 6  C q °  (R ^) tal que supp 0 c  B r . Sabemos que se cumple
Í  u n v n ^ - d x  =  -  [  (u n v n ) <})dx =  -  í  
Jbr  oxí JBr oxí JBr' B r  V M  J B r
Vamos a ver que se cumple la convergencia
d u n d v n
Un “i" ^ Un I 0 '
¿ {unVn) -  ¿  M  ' * B r
d x i
0 ,
dxi
donde \ é “ ’ v ) B = ÍBR u m d x-
En efecto,
d  d  \  f  \
(UnVn ) ~  — (UV) , 0  )  <  \ (u n Vn ~  UV)
O X i  O X i  /  B r  J B r  |
d(¡)
dxi
d x
, de
(3.11)
(3.12)
<
<
<
<
d(j)
dxi
d<f>
l °°(b r ) J B r
u v  I d x
dxi
d(f>
dxi
d<¡>
dxi
I |u n v n — un v  +  u nv  — u v  \ d x
L ° ° ( B r ) J B r
0 \unv n ~  u n v \ d x  +  i  \unv  — u v \ d x  ]B r  JB r  J
( \ \ u t i \ \ l p ( B r )  IIv n ~  v \ \ l < i ( Br )  +  IMIl9(Bh ) \\u n ~  u \ \ l p ( B r ) )
L ° ° ( B r )
< c (||vn -  v \ \ L q { B R )  +  ||un -  u \\l p { B r ) ^  - >  0 .  
A continuación veamos que
f  ( d u n d v n
J  + ~¿T7Un ) <pdxdxi dxi
Efectivamente, denotando u j r  = s u p p  0, tenemos
f  ( d u  d v \
/  ( ~^~v +  ~^~u <Pd x’J B r  \ U X i  O X i  )
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dun
dx4
 ^ ll^ llL°°(Br )
< C \  \\V n-v \\Lq{BR) +
L p {w r )
dun
dxi
du
dx*
+ Jo
LP( wR)
< c (  I K - v |Il«(bb) +
dv
d x í l i {b r )
< c  ^\\vn - v \ \ Lq{B}i) + 
- » 0 .
dun du
dxi dxi
dun du
dxi dxi
L p {w r )w)  JUR
dvn dv dv dv
— un — un +  — un — u
(73 /¿ ÓX% ¿7X ¿
dx
Lp (wr )
+ ll^n IIlp(Sü)
dvn
dxi
dv
dxi Lq(wR)
| |  U n  — u \\L P (B r }
dun
dxi
du
dxi +L p {w r )
dvji
dxi
dv
dxi Lq(wR)
+  | |w n  u \\l p ( B r )
Finalmente falta asegurar que uv G W 1,p (Rn ) . Es inmediato que uv G LP (Rn ) y hemos visto 
Que =  ÉTí V +  ÉTí U- Utilizando que v, G L°° (Rn ) junto a que u,-§^  G IP (RN ) , i = 
1 ,2,3, deducimos que Jy :v +  - ^ u  G I f  (Rn ) , lo que term ina esta parte de la prueba.
El caso p =  00  se demuestra de forma similar. Tomamos p = q =  2 en las convergencias
(3.11) — (3.12), de manera que obtenemos
un\BR -* u ’ en L 2 (B r ) > yn\BR v en L 2 (B r ) , (3.13)
VunU, -► Vw en L2 (wk) , Vvn|Bii Vv en L 2 (wk) . (3.14)wk \ W k
La demostración es similar a la anterior, teniendo que justificar únicamente que uv  G W 1,co (R3) .
Para ello, notemos que es inmediato que uv G L c . Utilizando que ydv
teniendo en cuenta que u , v, G L°°
la demostración. ■
dv , se deduce que G L°° (R3) , lo cual finaliza
L em a 32 Sea p (x )  : de forma que p2 G W 1,OQ (R-^ ) . Si una función u pertenece a
du
L 2( 0 ,T - ,V ) n D ,(0,T-,Lp(RN)), y su derivada —  pertenece a L2(0, T; V') +  L«(0, T; L*(RN))f
dt
entonces u es casi por todas partes igual a una función continua de [0, T] en H , las funciones 
||u ( í) ||2 , \\pu (t) ||2 son absolutamente continuas sobre [0,T] y
-y- |M |2 =  2 / u \  , para casi todo t G (0, T ) ,
^ dt j  y
-y- ||pu | |2 =  2 ( p2u ) , para casi todo t G (0, T ) .d
dt \ d t
ú ( t)  = ( “ (í)> w  [ 0 , en
(3.15)
(3.16)
D em o strac ió n . Sea
en [0, T],
R \[0 ,T ] .
Por regularización de la función ú : R  — fl Lp(RN) obtenemos un sucesión de funciones um C 
(^([O, T], V  n  LP(Rn )) de manera que
u en L 2loc(0 ,T; V)  (1 L? Í0,T; L»(Rn )), (3.17)
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j u m —  J U  en O, T; V') +  ¿ ^ ( 0 , T; L«(RW)), (3.18)
cuando m  —> oo. Como p2 G W 1,0° (R ^), y utilizando el Lema 31, tenemos
— * P2U en ¿ L (0 , T; V)  fl L?„(0, T; Z f(R N)). (3.19)loe
Además, está claro que
d_ 
dt
Como tan to  p2 G W 1’00 (R ^) como son funciones medibles, entonces p G L°° (RN) . Teniendo
en cuenta que um G C 1 (0, T; V) C C 1 (0, T; / / )  se sigue que pum G C 1 (0, T; H ) y entonces
||Pwm(^)|| =  2 Wm(í),p  U7n(t)^  =  2 urn{t)^ . (3.21)
Pasando al límite en (3.20)-(3.21) en sentido distribucional tenemos las igualdades
> | 2 = 2 (|,n)y> <3-22)
d ■ ■ 12 o I  dv, 2
* » H I ‘ = 2 U , A / y -  ( 3 '2 3 )
( llí
Notemos que como u G L 2 (0, T; V^nZ^O, T; L? (Rn )), —  G L2 (0, T; V ')+ £ 9(0> 
se tiene que u ^  está  acotada c.p.p. en [0, T] por una función integrable. Como i¿
G L^QO, T[), esta función es medible en [0, T], y entonces ^ ^ (O j^O* De aquí, la
igualdad (3.15) se verifica.
Del mismo modo se obtiene (3.16), ya que el Lema 31 implica que p2u G L2 (0, T ;P )  fl 
LP(0,T ; L p (Rn ) ) .
Como ||u (¿ ) ||2 , -y- ||u (í) | |2 G L^O, T), obtenemos que ||i¿(í) | |2 , ||¿m(í) | | 2 son absolutamente 
dt
continuasen [ 0 , T ]  y ||u(t) | | 2 =  | | w ( 0 ) | | 2 + / o  ^  ||u(s) | | 2 ds, ||¿m(¿)l|2 =  I I M ° ) l | 2 + / o  ^  \\Pu (s) f  ds 
(ver [8 6 , p.250] o [12, p.19]). De aquí, usando (3.15) tenemos
H t ) | | 2 =  |K 0 ) | |2 +  ^ ¿ | | u ( s)||2 ds
=  | | u ( 0 ) | | 2 +  2  í  / ^ u ( s ) , u ( s ) )  ds
< ||u(0)||2 +  2|| | | l 1(o ,t )  <  o o ,  para todo t G [0,T],
de forma que u G L°°(0, T ; H ).
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Falta demostrar que u G C  ([0, T \ , H). Para esto es necesario demostrar que u es una función
continua de [0, T] en H  con respecto a la topología débil, es decir,
t  — ► (u ( t ) , v ) es continua para todo v G H. (3.24)
Admitiendo temporalmente este punto es fácil ver que u es continua de [0, T\ en H.  En efecto,
hemos de probar que
||u ( t )  -  ti(¿o) | | 2 —► 0 , cuando t  —> to,  para cada to  G [0 , T\.
Desarrollando este término encontramos
||u(t) -  u(¿o) | |2 =  IH ¿ ) ||2 +  H ¿ o ) | |2 -  2{u{t0),u{t)),
y utilizando la representación ||u(í) | |2 =  ||t¿(ío) | |2+ / / 0 < -j-^{s),u(s)  > y  ds y f* < — u(s),u(s) >
(JjO (jhJu
ds —> 0 si t  —> t o ,  tenemos que ||u(t) | |2 —> ||u(to) | |2 • Ahora, de (3.24) tenemos
(u{to),u(t)) —> { u { t o ) , u { t o ) )  si t —> ¿o-
Entonces, \ \ u( t )  — u(ío) | |2 =  ||a (t) | |2 +  ||u(£o) | |2 — 2{ u { t o ) , u ( t ) )  —► 0, es decir, u es una función 
continua.
La prueba del Lema term ina cuando probemos (3.24). Del Lemma 1.1 en [8 6 , p.250], u
es continua de [0, T] en V' +  L q (R ^) . Utilizando la inmersión continua H  C V'  +  L q, u e
L°°(0,T; H) y el Lema 1.4 en [8 6 , p.263] (ver el Lema 175 en el Apéndice B)podemos concluir 
que u es una función continua de [0, T] en H , con respecto a la topología débil. ■
Ahora obtenemos algunas estimaciones a priori.
L em a 33 Para toda solución débil u del problema (3.1)-(3.2) tenemos:
IMIx < K ,  (||uo|| ,X ) , (3.25)
I M I t ,< t f 2 ( ||t* )||,T ), (3.26)
donde Ki son funciones crecientes de ||i¿o|| y T ,  X  = L 2( 0, T; V)nL?(0, T\ LP (R'/v))nC'([0, T ] , H),  
y U = L 2{0, T; V')  +  Lq(0, T; L q (R *)).
D em o strac ió n . Usando el Lema 32 tenemos
~ M 2 =  - ( a V i* ,V tO * -  [  ( f ( x , u ) , u ) d x .  (3.27)
¿ d t  7r jv
Ahora, las hipótesis (H l) y (H3) nos proporcionan
1 d 1 f
2 dt =  ~ 2  ( ( a  +  a¿ ) V u ’ V u) h ~ JrN ( f ( x , u ) , u ) d x
< — A  ||V ti ||2 — /  ( /  (x,u) ,u) dx,
Je*
~ \ \ u f  + A \ \ ^ u f < - a \ \ u \ \ 2 - l 3 ' y í  \u’\Pid x +  í  C0 ( x ) d x + [  Ci(x)dx. (3.28)
2 d t  f - f  J R N J R N J R Nl=L
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De aquí, usando que Cí (x ) £ L 1(RN) e integrando obtenemos
pt pt d pt
\\u(t)\\2 +  2 A f  \ \ V u f d s  +  2 a f  |M |2 ds +  2/3 £  j f  ||u ¡ | |*  i(RH) d s  <  ||i«o| |2 +  2A ÍT , (3 .29)
para todo t £ [0, T], lo cual implica (3.25).
Se sigue de (3.7), (3.8) y (3.25) que /o (x, u (t , x)) está acotada en L2 (0, T; 7f), y por lo tanto 
en L2(0, T; V7), y además que f \  ( x ,u ( t ,x ) )  está acotada en L g(0 ,T ’, L q (R7^ )). E stá claro que 
las constantes dependen de forma creciente de ||i¿o|| y T. Por otro lado, como — A : V  —► V' es 
un operador lineal, se sigue de (3.25) que
1“^wIIl2(0,T;V') — K  HullL2(0,r;V) — K K \ .
Finalmente, la igualdad ut =  a A u  — fo (x, u) — f \  (x , u) implica (3.26). ■
Para probar la existencia de soluciones débiles consideramos el problema de Dirichlet en 
dominios acotados dado por
ut = aA u  — f ( x , u) +  h(x), x  £ H r, t > 0, (3 .30)
u |a n * =  0, t >  0, (3 .31)
u(x, 0) =  ?/o,h (x) , x  £ Qr , (3 .32)
donde Qr  = B(0, R ) es la bola abierta de radio R  > 1 centrada en 0, uo,r {x ) = uo(x )i¡jr (\x \), y
r  es una función suave que verifica
{ 1, s i 0 < ¿ < i * - l ,o < 1¡>R (0  < 1, si R  -  1 < £ < i?,
0 , si £ >  i?,
con i¡¿r \ s) < C k ,  Vif, donde C k  no depende de il. De aquí se deduce que -'ipR (|x |) están 
uniformemente acotadas con respecto a R  y a x.
Es bien conocido [26, Theorem 2.1] que el problema (3.30)-(3.32) tiene al menos una solución 
débil para toda condición inicial üo,r {x) £ [L2 ( íl# )]d (la definición de solución débil es análoga a 
la dada en la Definición 28 pero reemplazando M.N por ÍIr  y el espacio V  por [Hq (ÍIr)]^  =  WTj). 
En lo que sigue, usaremos la notación H rj =  [L2 (Clrj)]d, Vrj =  [f71(ílrj.)]d y W'r . =  [H~1(flrj)]d =
[Hq (ÍV,.)*]d. Por simplicidad, utilizaremos la notación ||-||tfr . tan to  para la norma en [L2 (SV, ) ]d 
como en [L2 (íV ,)]d ^  •
T eo rem a  34 Asumimos que (H1)-(H4) se verifican. Entonces, el problema (3.1)-(3.2) tiene 
una solución débil para todo uq £ H  y T  > 0.
D em o strac ió n . Sea ur j , rj —> oo, una sucesión de soluciones de (3.30)-(3.32). Notemos que 
\\uo -  uo^j II2 =  [  ( l  — iprA\x\))2\va\2d x <  [  \u0\2d x — > 0, si rj —► oo. (3.33)
¿ R N  J \ x \ > r j — 1
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Repitiendo la misma prueba del Lema 33 tenemos
K M | | * rj + 2 A  /  1 1 ^ 1 1 ^ *  + 2 a  +  / | | < -
0 0 i = \  ®
<  lino n  | |2 +  2T ( f  C o(x)dx  + [  C \(x)dx  J , para todo t E [0, T \ . 
\ J r n  J r n  }
Pi
ds
LPi(Qrj)
De aquí, (3.33) implica
K I L . < M I K r J , r )  < £ i ( i m i , t ) ,  (3 .3 4 )
rj
donde X r¡ =  L2 (0 ,T; Vr¡) n  V>(0 ,T; V  (ftr i)) n  C (0,T; Hr¡).
Siguiendo [8 , Theorem 1.3] extendemos dichas soluciones sobre todo R de la siguiente forma:
U. , (x ) = {  n r j W A j i  M), J \  0 , en otro caso.
Como las funciones urj son acotadas en X Tj uniformemente con respecto a r j , entonces usando el 
Lema 31 y la acotación de las derivadas ripR (|x|) obtenemos que uTj es una sucesión acotada 
en X .  De aquí, existe una subsucesión de urj (denotada de nuevo por uTj) de forma que
uTj —> Uqo débilmente en L2 (0, T; V'), (3.35)
urj —* u0o débil estrella en L°°(0 , T; H ),
uTj —* u0o débilmente en Lp{0, T; Lp (R ^)).
A continuación, vamos a probar que i¿oo es una solución débil de (3.1)-(3.2). Sea r¡¡ fijo. De 
la convergencia rj —► oo podemos asumir que < rj — 1. Definimos las proyecciones en B (0, r/¿) 
de uTj y las denotamos por
Ukj — LkUrj.
Está claro de (3.35) que está acotada en X rk. Se sigue que existe una subsucesión (de­
notada de nuevo por urj) de manera que Ukj =  LkUrj —> Ukoo débilmente en L2 (0 ,T \V rk) y
Lp(0, T; LP {Drk)) y débil estrella en L°°(0, T ; Hrk).
Ahora, vamos a ver que se verifica la igualdad LkUoo = Ukoo• Sea v G [Co°((0, T) x Drk)} . 
La convergencia débil en L2(0, T; VTk) proporciona
/ / (LkUrj,v) dxdt —> / / (ukoo,v) dxdt.
JO J&rk JO Jtlrk
Por otro lado, usando v(t, x) =  0, si x  £ firfc, y (3.35) obtenemos
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de forma que Ukoo =  L kUoo.
Finalmente, es suficiente probar que LkUoo satisface (3.9) en [0, T] x ílrfc. Como rk es ar­
bitrario para cualquier v G [Cg° ((0, T)  x R ^ )] podemos encontrar rk de manera que v G 
[CS°((0,T) x n rfc)]d, de donde podemos concluir que Uqo es una solución débil de (3.1)-(3.2).
Sea v G [Cg°(]0, T[ x ílrfc)]á- Como B(0, rk) C B (0,rj) ,  se sigue entonces que v pertenece a 
[Cg°(]0 ,T [ x ÍV ,)]^  y usando que uTj es solución débil en Drj tenemos
/ /  ( -  (Lkurj,v t) -  (aLkurj, Av)  +  (f ( x , L kurj), u)) dxdt (3.36)
J 0 J íír^ ,
=  /  /  ( -  (*S i ví) “  (aurj j Av) +  ( / ( x ,  urjk), v) )  dxdt — 0 .
«/O */ Ofj
Vamos a probar que /o (x, L kurj) —» /o(x, L kUoo) débilmente en L2 (0,T ; H rj) y también que 
f i ( x ,  L kurj) —> /i(x , L kUoo) débilmente en L9 (0 ,T ;L 9 (Qrfc)). Sabemos que L kurj —> u/too 
débilmente en L2(0, T; K-fc) y en LP (0,T]LP (ílrfc))- Argumentando como en el Lema 33 obte­
nemos una subsucesión tal que
fo(x, L kurj) —» xo débilmente en L2 (0, T; üTrfc), (3.37)
/ i(x , L kurj) —> x i débilmente en L9(0, T; L9 (firjfc)), (3.38)
Por otro lado, como — A uTj —»■ — Ai¿oo débil en L 2 (0, T; V7) , obtenemos que — A L kurj —► —A u koo 
débil en L2 (0, T; Wjífc) , ya que para todo £ G L2 (o, T; [i/g (íV,-)]d)  tenemos
( (—A L kur,) ( Au^oo) = I V (Lkurj Ufcoo) • V£dx
V (uri -  Uoo) • V£dx/
0 ,
donde £ (x) =  £ (x ) , si x G fir:?, £ (x) =  0, si x ^ ílr i . Notemos que como £ G L2 ^0, T; [í/g (íírj.)] d j^ ,
entonces £ G L2 ^0, T; [ íf 1 (R -^ )]^  (ver la Proposición 165).
De aquí,
dLkurj duk oo _______   2
dt dt débilmente en L2(0 ,T ; W l ) +  L9(0 ,T ; L9 (ftrJ ) .  (3.39)
Hemos de probar que x¿ =  f i { x ,u koo). Tomamos .s¿ > max j l ,  N  ^  ^  J .  Entonces,
por los teoremas de inmersión de Sobolev (ver el Corolario 163) tenemos que L qi(Qrk) C
H ~ Si (Drfc) con inyección continua (ver el Corolario 163). De aquí, — * rj —> débilmente
en L q (0,T; H ~ s(Qrk)), donde s = ( s i , ..., Sd), H ~ s(ü rk) = H ~ Sl(Qrk) x ••• x H ~ Sd(Drk), 
L q (0, T; H ~ s (Drk)) = L qi (0,T] H ~ s l(Qrk)) x ••• x L qd (0,T ; H ~ Sd(Drk)). Como la inyección 
i í ’1(flrk) C L 2(Qrk) es compacta y la inyección L2 (ílrfc) C H ~ Si (Drfc) es continua, podemos
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aplicar el Teorema 169 (cuya prueba se encuentra en [77, p. 206] o [62]), resultado de com­
pacidad que nos permite obtener la existencia de una subsucesión fuertemente convergente en 
L2 (0,T; Hrk) a u^oo, esto es,
LkUrj —> Ukoo fuertemente en L2(0, T; Hrk),
y entonces
LkUrj —► Ukoo c.p.p. en [0,T] x Qrk.
Como f i  son funciones continuas, tenemos
fi(x , L kurj) -> f i ( x ,u koo) c.p.p. en [0,T] x Qrk.
El Lema 172 (cuya prueba se encuentra en [77, Lema 8.3] o [62]) implica que fo{x, LkUrj) —► 
fo {x ,ukoo), f i { x , L kurj) —► fi{x,Ukoo) débilmente en L2(0 ,T ;H rk) y L9(0,T; Lq (ílrfc)), respec­
tivamente.
Finalmente, pasando al límite en (3.36) obtenemos que
/  /  {-(LkUoo,vt) -  (aLkUoo,Av) + ( f  (x, L kUoo), v)) dxdt = 0,
J0 J flrk
de manera que uQo es una solución débil si verifica la condición inicial. Veamos esto.
Vamos a ver que LkUr j (r) —> LkUoo ( r ) , Vr G [0, T ] , débilmente en H rk. Notemos que
dl/kU/y •
 ;—-  es una sucesión acotada del espacio Lq{0, T; H ~s(£lk))-> de manera que LkUr . (¿) : [0, T] —>
dt
H ~ s(ük) es una familia equicontinua de funciones. Para cada r  6  [0 , T] fijo, sabemos que la 
sucesión (r) está acotada en i7rfc, y entonces es precompacta en H ~ s(Í2rfc) (ver la N ota 164). 
Aplicando el Teorema de Ascoli-Arzelá deducimos que {LkUrj(t)} es una sucesión precompacta 
en C([0, T ] , H ~ s(Qrk)). Así, como LkUrj —» LkUoo débilmente en L2 (0, T ; H ~ s(Qrk)), pasando a 
una subsucesión tenemos que LkUrj —> LkUoo en C ([0 ,T ], H ~ s(Qrk)). La acotación de LkUTj(r) 
en H rk implica por argumentos estándar que LkUrj(r) —> LkUoo(r) débilmente en i7rfc para todo 
r.
En particular, tenemos que Lkurj{0) —* LfeUoo(O), de manera que Lfciioo(O) =  Lfeiío- Como /c 
es abitrario, obtenemos que
Uoo  ( 0 )  =  u 0 ,
terminando la demostración. ■
Notemos que, aunque el teorema de existencia de solución está probado en un intervalo 
temporal finito [0,T], como la concatenación de soluciones es una solución (ver la prueba 
del Lemma 36 a continuación), cada solución puede ser extendida a una global definida para 
todo t € [0,+oo). Denotamos por D(uo) al conjunto de todas las soluciones globales con 
condición inicial uq. E s  inmediato que cualquier u £ V  (uq) pertenece al espacio £ ^ (0 ,  +oo; V )n  
Lfoci0, +oo; I?  (R ")) D (7([0, + 00) , H). Para concluir esta sección obtenemos una cota expo­
nencial de las soluciones, probando de hecho que u 6 L°°(0, + 00; H)  para todo u  6 V  (uq).
L em a 35 Si u es una solución débil del problema (3.1)-(3.2), entonces
||u(í) | | 2 +  2A  f 1 e- 2a(t-s) ||Vi¿||2 ds < ||u(0)||2 e“ 2aí +  D, para todo t > 0, (3.40)
Jo
donde D  = (||Cb||¿i(Rjv) +  ||C i||Li(Rw)^ / a .
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D e m o s tra c ió n . La demostración se obtiene directamente de (3.28) y el lema de Gronwall. ■
3.3 Definición del semiflujo multivaluado
En esta  sección vamos a definir un semiflujo multivaluado G asociado a las soluciones de (3.1)- 
(3.2) y  probaremos que su grafo es cerrado débil.
Sea uo £ H  y denotemos por P  (H ) el conjunto de todos los subconjuntos no vacíos de H.
Definimos la (en general multivaluada) aplicación G : R+ x H  —> P  (H ) por
G (t , uo) =  {z  £ H  : 3u £ V  (uo) tal que u(0) =  uo y u(t) =  z) .
L em a 36 G {t,G (s ,x )) =  G(t +  s, x), para todo x  £ H, s , t  £ R+ , es decir, G es un semiflujo
multivaluado estricto.
D em o strac ió n . Primero, vamos a probar que G(t +  s, x) C G(t, G (s , x)). Sea y £ G(t +  s, x). 
Entonces existe u(-) £ "D(^) verificando que u(0) =  x  y u(£ +  s) =  y. Es inmediato que 
u(s) £ G (s ,x ) y entonces el resultado se obtiene si demostramos que y £ G(t, u(s)). Sea 
ü(-) =  u ( '+ s). No es difícil probar mediante un cambio de variable en (3.10) que ü  es solución 
débil y, por tanto, que ñ(t) = u(¿ +  s) =  y, ü(0) =  u(s). Entonces y £ G (t , u(s)) C C?(í, G(s, x)).
A hora probaremos que G(t, G(s, x)) C G(t +  s, x). Sea y £ G{t, G(s, x)), entonces existen 
zi, ui(*) £ V (x ) ,  y U2 (•) £ D {z \ ) , tales que
u i(0 ) =  x , u i(s) =  zi,
«2 (0 ) =  zi, u2(t) =  y.
Además, vamos a ver que existe u(-) £ V  (uo) tal que u(0) =  x, u(t-\- s) = y. Definimos u como
=  /  “ lM .  si 0  <  r  <  s,
\  «2 (^ — s)? si s < r.
Si demostramos que u es solución débil, entonces es evidente que y £ G{t +  s ,x).  Para 
cualquier v £ [Co°(]0, T[ x M.-^)]^, utilizando el cambio de variable r  =  r  — s, y la definición de 
« i y «2? tenemos
f  {-j-u, v )yd r  +  [  f(aVu, V u )rr+  f  ( f  (x ,u) ,v) dx dr 
Jo dr Jo [ J RN
= j  { ^ u i , v ) Y dr +  |^(aVui, V v )H +  ( f { x ,u )  ,u)da;J dr
+  í  (~ ru2 {r -  s ) ,v )y d r  +  f  (aV u2 (r -  s ) , V v)H +  [  ( f  ( x ,u 2 (r -  s)) ,v) dx  
Js dr J s [ J r n
= J  (^ j-u i,v )Y dr + J  ^(aV ui,V v)H +  J ^  ( /  (x, u i ) , v) dxj dr
/ • r - s  ^  y T - s  r y
+  /  ( i " « 2 , v )y d r+  /  (aV u2 ,V u)/ í +  /  ( f ( x , u 2),v)
Jo dr Jo Arn
dr
dr.
Como u \ ,u 2 son soluciones débiles, (3.10) implica que la suma es igual a cero.
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Ahora estamos en disposición de establecer que el grafo de la aplicación multivaluada G (t, •) 
es cerrado débil para cada t > 0. Este resultado será necesario para la prueba de la compacidad 
asintótica en la Sección 3.4.
L em a 37 El grafo de G (t, •) es cerrado débil, es decir, si —► £ooj Pn —* Poo débilmente en
H , donde € G{t,(3n), entonces ^  G G(¿, A»)>
D em o strac ió n . Hemos de probar la existencia de una solución débil u(-) tal que
u{0 ) =  Poo, u(t) = £qo.
Como G G (t,pn), tenemos que existe una sucesión un de soluciones débiles que verifican 
un(0) = Pn Y un(t) =  £n- Sea T  > t .  Como un(0) está acotado, el Lema 33 implica que
un está acotada en L°°(0, T; H )  n  L2 (0, T; V)  fl Lp(0, T; Lp (R ^ )),
^  está acotada en L2 (0 ,T; V') +  Lq(0 ,T; Lq (Rw)), 
dt
de manera que existe una subsucesión de un que verifica
un —> Uoo débilmente en L 2(0 ,T ;V ),  
un —» Uoo débilmente en Lp(0 ,T ' , I f
d u n  ^  d u oo d é b i l m e n t e  e n  L 9(0 j T . L q +  ¿ 2 T ;
d i  d i
un —> Uoo débil estrella en L°°(0, T; H). (3-41)
Vamos a probar que Uoo es solución débil, es decir, vamos a comprobar la igualdad (3.9). 
Primero, notemos que un verifica (3.9), y entonces la restricción de un a la bola ílfc =  B (0,k),  
denotada como antes por Lkun , verifica para cualquier v G [Cq° ((0, T ) x flk)]d Ia misma igualdad 
sobre (0 ,T ) x es decir
— I I (LkUn ,vt) d xd t— / I (aLkUn, Av) dxdt+  / / (f(x ,L kU n) ,v )d x d t  = 0. (3.42)
Jo Jtik •'O J^k Jo J$lk
Es evidente que Lkun converge a algún Ukoo en el mismo sentido que en (3.41) (pero sustituyendo 
V  por Vk, H  por Hk y por Qk) en los respectivos espacios. Razonando como en la prueba 
del Teorema 34 obtenemos además que Uk oo — Lkuoo, y que ^LkU n —> débilmente en
L2 (0,T;W £) +  Lq (0, T; L q (íl*)) .Por otro lado, sabemos que L9 (0, T; Lq(Qk)) +  L2(0, T;W ¿)
C Lq(0, T; H ~ s(Qk)) Para s = ( s i , ..., s¿), s¿ > m a x | l ,A T ^  — ^  j  (ver el Corolario 163), y
entonces tenemos que —>• f r * — débilmente en Lq(0, T; H ~ s (íl^)). Como en la prueba
dt dt
del Teorema 34 podemos mostrar que fo (x ,L kun) —> fo(x, LkUoo) débilmente en L (0, X1; / ^ ) ,  
f i (x ,L kU n) —> f i ( x ,  LkUoo) débilmente en L q(0, T; L q (fifc))> Finalmente, pasando al límite en 
(3.42) obtenemos que
/ /  [ ( - LkUoo, vt) - { a L k U 00iAv) + ( f (x ,  LkUoo), v)] dxdt = 0.
J 0 J  Í2jt
ECUACIONES DE REACCIÓN DIFUSIÓN 35
Como k  es arbitrario, uQ0 es solución débil.
Para term inar, demostramos que
woo(0) — (3.43)
^oo (t) = £oo• (3.44)
Para ello deducimos en primer lugar que L kun(r) —> LfcUoo(r), para todo r  € [0,7], débilmente
en Hf~. Primero, notemos que ^ t*Un es una sucesión acotada del espacio Lq(0,T; H ~ s(Qk)),
dt
de manera que L kun (t) : [0 , T] —» H ~ s(Qk) es una familia equicontinua de funciones. Para cada 
r  € [0, T] fijo, de (3.29) obtenemos que la sucesión Lkun(r) está acotada en Hk, y entonces (ver 
el Apéndice B, Nota 164) es precompacta en H ~ s(fíjt). Aplicando el Teorema de Ascoli-Arzelá 
deducimos que {LkUn(t)} es una sucesión precompacta en C([0, T ] , H ~ s(ftk))' Así, como LkUn —* 
L ku oo débilmente en L  (0, T , H  (íl^)), pasando a una subsucesión tenemos que L kUfi ► L^Uqq 
en C([0, T ] , H ~ s(Qk)). La acotación de L kun(r) en H k implica por argumentos estándar que 
LfcUn(r) —► LkUoo(r) débilmente en H k para todo r.
En particular, tenemos que Lkun{0) —> LfcUoo(O), de manera que Lfci¿oo(0) =  Lkfioo- Como 
k  es abitrario, obtenemos (3.43). Un argumento similar nos proporciona (3.44). ■
3.4 Compacidad asintótica y  atractor global: el m étodo de la 
ecuación de la energía
En esta sección vamos a demostrar la propiedad de compacidad asintótica del semiflujo mediante 
el método de la ecuación de la energía para, a continuación, obtener le existencia del atractor 
global. Como antes, para k  >  0 denotamos por O/- =  {x € R N : |x| < k}  una bola de radio k 
centrada en 0 .
L em a  38 Sea C un compacto de H. Dado e > 0 existe k(e) de manera que
I \u (t , x)\2 dx < e ,  Vi¿ € C.
J\x\>y/2k
D em o strac ió n . Sean e > 0, uo 6  C. Entonces podemos encontrar K q (ito,e) de m anera que
J  \x\>y/2k\U0 (X)\2dx ^  k ^  K 0-
Consideremos una función tal que u € B  ^uo, la bola abierta centrada en u q  y de radio 
Entonces tenemos que
J  \x\>V2k\u (x )\2(ix^ 2 J  \x\>V2k> o  (x)\2dx
+2 j  \x\>V2 k\u (x ) ~ uo {x)\2d x < e .
Consideremos ahora el recubrimiento abierto Uuoe c B  ( uq, del compacto C. De esta 
m anera podemos obtener un subrecubrimiento finito tal que
,NC c u f =i £ ( 4 , ^ ) .
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Tomamos k (e) =  maxi<¿<jv { K  (uq, e )} . Dado u  E C, existe i* E { 1 ,. . . ,  N ]  de manera que
u E B  (i¿o*, f )  . A partir de esto, es inmediato ver que se cumple el lema. ■
Lem a 39 Dado B , un conjunto acotado de H, para todo e > 0 existen T (e ,B ),  K (e ,B )  que 
verifican
J\x\>V2k\u ( ^ x )\2dx ^  e> V í > T, k >  K, (3.45)
para toda solución débil u E D  ( u o )  , donde uo E B.
Además, si C es un conjunto compacto de H. Entonces, para todo e >  0 existe K (e ,C ) que
verifica
j  \x\>V2kH^x )\2dx -  e’ ^  1 (3.46)
para toda solución débil u E V(uo), uo €: C.
D em ostración . Sea s E . Definimos una función suave tal que
{ 0, 0  <  s  <  1,
0  <  6(s) < 1 , 1 < s <  2 ,
1 , s > 2 ,
la cual obviamente satisface |0 '(s) | < C ,  para todo s E M+ .
Podemos aplicar el Lema 32 con p(x )  =  ^jo  . De la definición de solución débil de­
ducimos la igualdad (3.1) para casi todo t E (0, T)  en el sentido del espacio Y. De aquí,
I d
2 dt í  M2 dx = (Ut> p2u)y  = (a&u> p2u)y  ~ í  ^tt) dx’ (3-47)Jrh k j ^ n k
para casi todo í.
Ahora, vamos a obtener una estimación del primer término en la últim a expresión:
(aAtí, p2u )y  = -  ^  J  (auY i1)  dx ~  (p2°V u, V u )^  . (3.48)
i=i
Notemos que hemos usado el Lema 31 para la derivación del producto.
i* 
kUsando que |^ (s ) | <  C, 9 'ijrr)  =  0> \x\ < k y  |x| >  y/2k, el Lema 35 y (H l) obtenemos
(aAu, p2u )v  <  ^  f  \V u \\u \dx  — A  f  p2 \Vu\2dx
k Jk<\x\<V2k Jr n
í  r-  ( l V U !2 +  lU |2 )  d XJk<\x\<\ /2k  
< ^ ( l M 0 ) l l 2 e - 2 “ l  +  r >  +  | | V « | | 2 )
<  ( l  +  ||V u||2)  <  e' ( l  +  ||V «||2)  , 
para todo k > K\(e'), donde e' es arbitrariam ente pequeño.
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Para el segundo término en (3.47) la condición (H3) implica
\2 t  l~|2~ J ( f ( xiu)>u)dx ^  ~a Jr n + J dx
í  e ( ^ b ) \ u l\Pidx+ í  0 { ^ - ) C 1 (x )d x  
J r n « J r n  k
r \x\2
< —a  /  0(—lr-)\u\2dx  +  2e', (3.49)
Jrn k¿
s \ k > K 2 (e' ) , ya que Co, C\ G L l (Rn ). Denotando Y  (t ) =  JRAr $ (^ - ) \u \2dx y usando (3.47)- 
(3.49) obtenemos
\ f t Y ( t)  + a Y ( t ) < 3 e '  + e ' \ \V u \\ \  
si k >  K  =  max {K±, K 2}. Aplicando el lema de Gronwall y usando el Lema 35 obtenemos
Y (t)  < Y{0)e~2at +  - e '  +  e' [  e- 2a{t~s) IIVull2 ds 
a  Jo
< y ( 0 ) e - 2 o t + ^ + ^ ( h | | 2 +  D ) .  (3.50)
Eligiendo e', T  (e, B ) de manera que ^c ' +  ^  (||wo||2 +  D^ <  e/2, y (0 )e -2aí <  e/2, para todo
uo G B , t > T, tenemos que Y (i) < e, y entonces
f  \u (i, x)\2dx  <  [  0(^pj-)\u\2dx  < e, si >  A, t > T .
J\x\>V2k J r n «
Terminamos la prueba de este lema con la demostración de (3.46). Haciendo uso de la 
acotación (3.50) y aplicando el Lema 38 obtenemos ke que verifica
3 er
Y ( t)  < e +  - e  +  —  (M  +  D ) , Vu0 G C, si k > k e' , 
a. 2 A
donde ||uo | |2 <  M, para todo uo G C.
Eligiendo e' de m anera que e' +  Je 7 +  ¿ 4  (M  +  D) < e, obtenemos Y  (t) <  e, y concluimos 
entonces que existe K  (e) tal que
f  \u (i, x)\2dx < [  (i, x)\2dx < e, Vi >  0, Vfc >  K.
J\x\>y/2k JRN *
N o ta  40 En [90] se utiliza una estimación de la norma ||u ( i) ||y . En nuestro caso no hemos 
podido obtener dicha estimación , pero en su lugar, obtener una cota de Jq e- 2a0--s) ||V u||2 ds 
es sufiente.
Recordamos (ver el Capítulo 2) que para un conjunto acotado B  C H  denotamos 7Í ( B )  =  
Ut>rC  (t , B).  Recordamos también que el semiflujo multivaluado G es asintóticamente compacto 
si toda sucesión (n G(? (¿n , un), donde tn —> + 0 0 , un G B, el cual es un subconjunto acotado tal 
que 7 t (B)  está acotado para algún T  (B ) >  0, es precompacta en H. Ahora estamos preparados 
para probar el siguiente resultado:
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P roposición  41 El semiflujo multivaluado G es asintóticamente compacto.
D em ostración . Sea £n G G(tn,vn), vn G B , un conjunto acotado en H. Como 7 t (b )(B )  está 
acotado y  £n G G(tn,vn) C  B ), para n  > no, existe una subsucesión (denotada de nuevo
por £n) que converge en sentido débil en H  a algún £.
Sea Tq >  0 un número arbitrario. Usando el Lema 36 tenemos que £n G G(tn ,v n) =  
G(To, G(tn—To, un )) ,  y entonces debe existir ¡3n G G(tn—To, un) satisfaciendo que £n € G (To, /?n). 
Podemos elegir N(B ,To)  de manera que tn — To >  T (B )  para todo n > N (B ,  To), de forma que 
G(tn — To, vn) C 7j>(b)(^) esfá acotado y, de esto, (3n —> £7^  débilmente en H. Según el Lema 
37 el grafo de G (To, •) es cerrado débil, de forma que £ G G(To, £r0) y
lim inf ||£n || >  ||£|| • (3.51)n —»00
Si demostramos que lim supn _ >00 ||£n || <  ||£||, entonces £„ —> £ fuertemente en if ,  como necesi­
tamos.
De la igualdad (3.27) y (H l) toda solución débil satisface
^ I M |2 +  i|H|2 +  l|Vcu | | 2 =  -  í  ( f ( x ,u ) ,u ) d x  + ]- ||u ||2 , c.p.p. en [0,T], (3.52)
Z a t  Z J-r n  Z
donde c es una matriz real de forma que ^4^- = ctc.
Por el lema de Gronwall tenemos
rT0
„ \ l l 2  - T n l l  /r\\ I |9 rx /u (To) | | 2 =  e-To||u(0 ) | | 2 — 2 [  ° e- (T° - s) ||Vcu||2 ds (3.53)
do
/•To r  /■To
— 2 /  / e~^T°~s  ^ { f{x ,u ) ,u )  dxds + /  ||ií ||2 ds.
do do
Tomamos como un (•) una sucesión de soluciones débiles tales que un(To) =  £n y un(0) =  f3n. 
Obviamente, un satisface (3.53), de forma que
r-To
llínll2 =  e -^ IIA II2 -  2 [  ° e-<r ° - s> ||V cu„||2<is (3.54)
do
/•To r rTo
- 2  /  / e- (To-s) { f ( x ,u n) ,u n) dxds +  /  e- ^ 0-^  ||ura||2 ds.
do d]RW do
Por la demostración del Lema 37 sabemos que un converge a alguna solución débil u  en el sentido 
de (3.41) con u  (0 ) =  £r0, u (T0) =  £.
Necesitamos tra tar cada término en (3.54) separadamente para la sucesión un. Primero, 
como ¡3n está acotado, está claro que
e~ T° ||/? n | | 2 <  e~T° M , para todo n. (3.55)
Además tenemos
-To
lim sup ( —2 í  e T^° ||Vciín ||2 d s \
Tl—>00 \  d0 J
rTo rTo
= -  lim inf 2 /  e - (T o-s) ||Vcun ||2 ds < - 2  /  e~(T° - s) ||Vcu||2 ds.
7l->°0 J Q d0
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Por otro lado, consideramos la integral siguiente en dos partes:
í  e~('ro-JS)||'i¿n ||2ds = í  í  e~(T°~s  ^ \un \2 dxds +  f  e_ T^o_^  í  \un f  dxds. 
Jo Jo  J n k Jo  J\x\>k
Notemos que el Lema 36 implica que un (s ) £ G (s ,G  (tn — To, vn)) = G (s  + tn — To, vn). Por el 
Lema 39 para cualquier e > 0 existe ^  0 de forma que | dx ^  e,
si k > K \ ,  tn — To >  T. Como en la prueba del Teorema 34 podemos comprobar que (tomando 
una subsucesión) LkUn —> L^u  fuertemente en L2 (0, T; Hk), de manera que
lim sup í  e (T° s)| K | | 2d s <  í  f  e (T° \u\2 dxds
n—*oo Jo Jo  J n k
fT o  rTo
+e /  e~(T°~s^ds < I e~(To~s) | |u ||2 dxds +  e. (3.56)
Jo Jo
Finalmente, hemos de tra ta r el término no lineal. Notemos primero que (H3) nos proporciona
—2 /  í  e- (To-s) ( f ( x ,  un), un) dxds
Jo J\x\>k
"To
J\
rTo r  rTo d
2 f  ° e -W o-9) í  C1( x ) d x d s - 2 p  í  ° e - (T° - s) V  [  ¡ u ^ d x d s  
Jo J\x\>k Jo J\x\>k
4 - 2 [  e~(To~s) f  Co(x)dxds — 2 a í  e~U'o~s) í  \u\2dxds 
Jo J\x\>k Jo  J\x\>k
fTo
< 4 e e~(T°~s^ds <  4e,
Jo
si k > K 2 (e). Como hemos visto un —> u fuertemente en L 2 (0, T; Hk), de forma que un (t, x) —» 
u{t, x) para casi todo punto (t, x) £ (0, To) x flfc. Por un procedimiento diagonal se puede 
elegir la subsucesión común para todo k. Como /  (x, u ) es una función continua en la vari­
able u, tenemos que f  (x ,u n (t,x)) —* f  (x ,u ( t ,x ) )  casi por todas partes. Entonces el Lema 
131 (Lema de Lebesgue-Fatou) (ver, además, [93]) y la desigualdad ( /  (un (t , x)) , un (t , x)) >
— (Co  {x) +  C\ (x)), para casi todo (t, x ) , implican
lim sup í —2 f  í  e~(T°~s  ^ ( f ( x ,  un), un) dxd s \
n ->00 \  Jo Jnk )
fT o  f  fT o  f
< —2 I I e-(To~s) lim inf ( f (x ,  un), un) dxds = — 2 /  /  e~^T°~s  ^ ( f ( x ,u ) ,u )  dxds.
Jo J n k n—*00 J  o J n
De aquí, expresando la integral en dos trozos tenemos
nT0
lim sup í —2 í  [  e (T° ( f ( x ,u n) ,u n) d x d s \  (3.57)
n —► 00 \  Jo Jm.n )
fTo f
< —2 I I e~(To~s) ( f (x ,  u), u) dxds +  4e.
Jo J  íífc
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Ahora utilizamos la igualdad (3.54) para un . Pasando al límite cuando k —* oo en (3.57) y 
usando (3.53) y (3.55)-(3.57) encontramos que
-^ 0
lim sup ||£ n | |2 <  e~T° M  — 2 í  f  e~^T°~s^\Vcu\2dxds (3.58)
n —►oo J o JrN
+  í  í  e~(T°~s^\u\2dxds 
Jo Jr n
rTo r
— 2 I I e~(T°~s  ^ ( /(x , u), u) dxds  +  5e
J  o Jrn
=  K | |2 +  e - ToM - e - ToK To||2 +  5e.
De nuevo, un procedimiento diagonal nos proporciona una subsucesión común para todo To. 
Tomando el límite cuando To —» +oo y e —> 0 obtenemos la desigualdad
lim sup ||£ n | | 2 < ||£ ||2,
n —► oo
De esta forma, la prueba queda terminada. ■
Finalmente, vamos a probar la propiedad de continuidad del semiflujo G. Recordemos que la 
aplicación multivaluada G (¿, •) : H  —» P  (i7), donde t está fijado, es semicontinua superiormente 
si para cualquier xo G H  y  cualquier entorno O de G (t , x q ) existe S >  0 de manera que G (t , x) C 
0 (G ( t , xo)), cuando ||x — xo|| <  5. Decimos que la aplicación multivaluada G (t , •) posee valores 
compactos si el conjunto G (t, x q ) es compacto para todo t > 0 , xo £ H.
L em a 42 La aplicación G (¿, •) es semicontinua superiormente y posee valores compactos para 
todo t > 0 .
D em o strac ió n . Sea £n 6  G (t, x n) y xn —> xo. Vamos a demostrar que la sucesión es 
precompacta en H. Según el Lema 35 la sucesión £n está acotada, de forma que, tomando una 
subsucesión si fuese necesario, es débilmente convergente en H  a algún £. Argumentando de 
forma similar a la prueba del Lema 37 existen soluciones débiles un (•), u(-) de manera que 
un (t) =  £n, un (0) =  xn, u  (t ) =  £, u (0) =  xo y un converge a u en el sentido de (3.41). Además, 
éstas satisfacen la igualdad
llu (0ll2 ~  llu (0) | |2 ~  2 f  11Vct¿112 ds — 2 í  (  ( f ( x ,u ) ,u )  dxds. (3.59)
7o 7o J r n
Repitiendo los mismos argumentos de la Proposición 41 obtenemos una estimación análoga a 
(3.58) que queda expresada como
lim sup | |£ n ||2 < lim ||^n.||2 — 2 f  ||Vci¿||2 d s  — 2 í  f  ( / ( x ,  u ) ,  u )  d x d s  H- 4e (3.60)
n—* oo n—*oo 7o 7o J r n
=  ||xo||2 — 2 í  11Vci/112 d s  — 2 í  í  ( / ( x ,  u), u)  d x d s  +  4e
7o 7o J r n
=  K f  +  46.
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Pasando al límite cuando e —> 0 obtenemos
lim sup ||£n112 <  ||£||2 .n—>00
De aquí, de forma similar a la prueba de la Proposición 41 obtenemos que £n —> £ fuertemente 
en H. Una consecuencia inmediata de esta propiedad es que G (t , x q )  es precompacto para todo 
x q .  El Lema 37 implica que G (t , xo) es cerrado débil, y de aquí cerrado, de forma que G  (t , xo) 
es un conjunto compacto.
Ahora, si G (¿, •) no es semicontinuo superiormente, entonces existe un punto xo, un entorno 
O de G (t , xo) y una sucesión £n E G (£, xn) con \\xn — xo|| —> 0 de manera que £n O. Pasando 
a una subsucesión tenemos que £nfe —> £, xnk —> xo, fuertemente en H. El Lema 37 implica que 
£ £ G (t, xo), lo cual es una contradicción. ■
Concluimos esta sección probando el Teorema 27, el principal resultado de este capítulo. 
Sumarizando los resultados obtenidos anteriormente tenemos:
1 . El Lema 35 implica que 7 ^  (B) está acotado para todo conjunto acotado B  y que existe 
un conjunto B q  acotado y absorbente.
2. El Lema 41 implica que G es asintóticamente compacto.
3. El Lema 42 implica que G ( t , •) es semicontinuo superiormente y tiene valores compactos 
para todo t >  0 .
Las propiedades dadas y la igualdad G (t , G(s , x)) =  G(t +  s, x) (ver Lemma 36) implican la 
existencia de un atractor global compacto e invariante (ver Teorema 21 y la Nota 17 del Capítulo 
2), el cual es minimal como conjunto cerrado atrayente. De aquí, el Teorema 27 queda probado.
Consideremos ahora el sistema de Fitz-Hugh-Nagumo (ver [87], [83]):
{ ut -  d \uxx +  g (x, u) +  v = h\ ( x ) , 
vt ~  d2 Vxx -  Su +  £v =  h,2 ( x ) ,
donde ó > 0, G L 2 (R) y g ( x ,u ) es una función Caratheodory. Usualmente, g es un 
polinomio cúbico respecto a u. Por ejemplo, podemos tom ar g (x, u ) =  u 3 +  to (x) u2 +  cru, donde
w é L 4 (R), <t > 0. Asumimos también que cr£ >  -  .
Denotamos 2 =  (u, v ) , a =  ^ ^  ® ^ y
. / \ (  ou  +  v +  h\ (x) \
o (x, z) y  ^  J  >
f  í \ (  uz + u )(x)u2 \
A ( * • * ) = (  ( 1 _ M)Í0 J .
donde g, es un número que satisface  ^2a£ - < ¡i < 1 .
No es difícil verificar que las condiciones (H1)-(H4) se satisfacen con p  =  (4,2).
En efecto, verifiquemos (H3):
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(/o (X, z) , z) =  (TU2 +  }jl£v2 +  (1 — ó) UV +  h\U  +  h,2 V
> 7\u2 +  p£v2 -  ^  0 ^  v2 +  h\u  +  h,2 V 2 ¿a
>  ^  (u2 +  v 2 ) -  ^ \ h ( x ) \ 2 =  a \ z \2 - C 0 (x),
( /i  (x, z) , z) =  U4 +  Ui (X) u3 +  (1 — p) £v2
> - u 4 — Cu;4 (x ) +  (1 — p) ( v2¿i
> ¡3 (i¿4 +  v2) -  Ci (x ) ,
donde /¿ (x) =  (h\ ( x ) , /12 (x ) ) , A =  min )  |  > 0, /? =  min {^, (1 -  //) £} > 0.
Terminamos comprobando (H4):
l/o (x ,z )| < C  ^ / | u |2 +. \ v f  +  ||/i||R2^ = r ) \ z \  +  C 2 ( x )  ,
| / í  (x ,z ) ¡3 +  | / f  (x ,z ) |2 < C ( n 4 +  | ^ W | 4)  +  (1 -  fi)2 f  v2
< 7  ( | u |4 +  M 2) + C 3 (x),
donde p\ = 4 ,p2 =  2 .
De aquí, las hipótesis del Teorema 27 se cumplen.
3.5 Compacidad asintótica: el m étodo de monotonía
Como puntualizamos en la introducción de este capítulo existe otro método para obtener que el 
semiflujo se asintóticamente compacto, el cual ya ha sido utilizado en [52] y [55] para ecuaciones 
de reacción-difusión en dominios acotados, en [9] para la ecuación de Navier-Stokes y en [51] y 
[53] para ecuaciones de campo-fase. Ahora vamos a ver que este método también es válido en 
nuestro caso.
La primera parte de la prueba es la misma que la dada en la Proposición 41. La diferencia 
aparece en la prueba de la desigualdad l i r n s u p ^ ^  ||£n || <  ||£||. De (3.52) y las condiciones 
(H1)-(H3) obtenemos
d d
^ I M I 2 +  2 ^ ||V « | | 2 +  2a IMI2 +  2 / j £  l l ^ ;  <  2 ||C0||il(RN) +  2 ||C i||Li (RW) < C,
Í= 1
c.p.p. en [0, T], P ara toda solución débil, tomamos las funciones Jn (i) = ||wn(f) | | 2 — Ct, J  (t ) — 
||u (£ ) ||2 — Ct, donde un, u  son las mismas soluciones definidas en la prueba de la Proposición 
41, y se tiene que Jn (•) son no crecientes. Vamos a demostrar que lim supn _ >00 Jn (To) <  
Sabemos de la Proposición 41 que (pasando a una subsucesión) LkUn —> LkU fuertemente en
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L 2 (O, T; Hk), y tanbién que para cualquier e >  O existe T  (e, B ) , K \  (e, B)  >  O de forma que 
J¡x|>fc \ U n  ( s ) | 2 ^ x  — 6’ Para f°d °  8 € [O? ?b]> si k > K \,  tn — To >  T.  Además, como u G V  (xo) y 
{xo} es un compacto de H , por (3.46) del Lema 39 podemos asegurar que \u(s)\2 dx < e 
Vs G [0,7o], k > K 2  > K \.  También se sigue que
Tomamos tm , una sucesión ta l que tm < To, tm —> To, cuando m  —> 0 0 , y |un(£m, x ) | 2 dx  —>
f í2k \u {^m, %) |2 dx, cuando n  —> 0 0 , para todo m fijo. De aquí, haciendo uso de la continuidad 
de J  y de la monotonía de Jn , J  tenemos que para cualquier e > 0 existen m (e) , N  (m  (e) , e) y 
K  (e) de forma que
Jn (7o) — j  (To) =  Jn (To) — Jn (tm) +  Jn (tm) ~  J  (tm) +  J  (tm) ~  J  (To)
<  | Jn (tm) ~  J  (tm) \ +  | J  (tm) — J  (To)|
< /  \un (tm,x ) \2dx -  /  \u(tm,x ) \2 dx
\JQk "'Qk
+  /  \un(tm ,x ) \2dx  +  /  \u(tm , x)\2 dx +  e < 4e, Vn > N.
J \x \> K  J \x \> K
De aquí, tenemos que ||n„(To) | | 2 <  ||i¿(To) | | 2 +  4e, de donde podemos asegurar que
lim sup ||nn (T0)|| < ||n(T0)||,
n—*oo
con lo cual se completa la prueba.
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Capítulo 4
Atractores de sistem as dinám icos 
generados por infinitas ecuaciones 
diferenciales ordinarias
4.1 Introducción
Como hemos comentado en el capítulo anterior, un gran número de procesos que provienen
del campo de la Física, Quimica, Biología, Economía y otras ciencias pueden ser descritos
mediante ecuaciones y sistemas de reacción-difusión. En esta parte del trabajo  vamos a estudiar 
el comportamiento de un sistema infinito-dimensional de ecuaciones diferenciales ordinarias que 
se obtienen al discretizar, respecto de la variable espacial, una ecuación de reacción-difusión 
en un dominio no acotado. Este tipo de sistema viene motivado, pues, por la necesidad de 
resolución numérica de problemas procedentes de la física y de la ingenieria.
En el caso escalar, es decir N  =  1, el sistema que discretizamos es el estudiado en el capítulo 
precedente, que tiene la forma
du  _  t ^
—  =  aA u  — f ( x , u), x  E R, t > 0,
u(0) = uo e L 2 (R ) ,
de manera que la discretización obtenida es la que sigue:
í  ü j j  =  j¡? ^ 2 k = i  a j k  { u k , i —i — 2 l l k ¿  +  U k ¿ + 1) — f j ¿  { u . j )  ,
\  U j ¿  ( 0 )  =  ,
donde el parámetro h está relacionado con la discretización espacial.
En lo que sigue, vamos a definir la matriz a = j^a.  E sta nueva matriz conserva las propiedades 
de la matriz a. Ahora, el problema que hemos de analizar tiene la forma
Újj ~  1 ajk — 2 tIkj +  Ukti+1) — fj,i 5 /i
^ ( 0 )  =  («o)i l í , { }
donde a es una matriz real con parte simétrica semidefinida positiva y
f j , i  ~  ( / l  ( X i ,  U l , i j  • • • » U m , i )  ? • • • » f m  ( ^ i )  ^1 ,z » • • • >
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donde Uj¿ ~  Uj(xi ) , j  = 1 i £ Z, son funciones continuas que verifican condiciones
apropiadas de disipación y de crecimiento.
Como en el caso continuo, una de las muchas aplicaciones en las que se utiliza este modelo 
son las ecuaciones de Fitz-Hugh-Nagumo, ver [15], sistema que es bien conocido y que modeliza 
la transmisión de señales entre las células nerviosas. En [15] se analiza la estabilidad del sis­
tema, probando la estabilidad local bajo determinados supuestos. En nuetro caso, como hemos 
mencionado, estudiamos la estabilidad asintótica del sistema, la existencia del atractor global 
compacto e invariante.
El tipo de sistemas que analizamos en este capítulo ha sido estudiado en [97], [13], [91], [95] 
entre otros. En estos casos, a diferencia con el nuestro, se imponen condiciones que garantizan 
la unicidad de solución, como por ejemplo la diferenciabilidad del término no lineal o que éste 
sea lipschitziano. La propiedad de compacidad asintótica del semigrupo de operadores y la 
existencia de atractor global son las propiedades más relevantes que se obtienen, incluyendo 
además la semicontinuidad superior del atractor con respecto a las proyecciones en dimensión 
finita. Junto a las condiciones que garantizan la unicidad, otro tipo de condiciones que se 
imponen son las de disipación. Estas sirven para obtener estimaciones como la acotación de las 
trayectorias o la continuidad del semigrupo.
Es interesante volver a señalar que en [45] y [46] se han analizado problemas en dominios 
acotados que provienen de la modelización de un problema físico, y que en [95], [96] y [98] el 
problema estudiado proviene de la discretización espacial de una ecuación hiperbólica.
Si utilizamos discretizaciones en dominios no acotados, los espacios de fases usuales son de 
tipo lp, ya sean unidimensionales o multidimensionales, con o sin pesos, o una combinación de 
ambos, resultados que aparecen, por ejemplo, en [13], [16], [89], [91], [95] y [96]. Por ejemplo, en 
estos dos últimos trabajos se muestra el estudio en espacios de fases de tipo /2, donde se obtiene 
como resultados principales la existencia del atractor global y la semicontinuidad superior de 
este que, como ya dijimos en la introducción de esta tesis, corresponde a  la aproximación del 
atractor mediante la semidistancia de Hausdorff. Destacamos también que en [98] se obtienen 
estimaciones de la dimensión fractal del atractor.
Como ya mencionamos en la Introducción, [95] es una buena referencia para conocer aquellas 
definiciones y resultados destacados, ya conocidos en general, aplicables a este tipo de sistemas, 
resultados útiles para obtener una visión amplia de esta teoría.
El resultado prinicipal de este capítulo es demostrar la existencia de un atractor global com­
pacto para el sistema infinito-dimensional. Comparando este resultado con anteriores trabajos, 
nuestras condiciones no permiten garantizar la unicidad de solución. Por esta razón definimos 
un semiflujo multivaluado en lugar de un semigrupo de operadores, usando la teoría expuesta 
en el Capítulo 2. Notemos que al no suponer que el término no lineal es Lipschitz, la existencia 
de soluciones no resulta en absoluto trivial.
Finalmente, terminamos este capítulo probando la semicontinuidad superior del atractor con 
respecto a los atractores que se obtienen de los sistemas finito-dimensionales procedentes de la 
aproximación del sistema de infinitas ecuaciones diferenciales mediante un número finito de las 
mismas.
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4.2 E xistencia de soluciones
Recordemos la definición del espacio de Hilbert Z2 (R) =  Z2, con valores reales. Decimos que una 
sucesión de números reales 6  Z2 si esta verifica que
Ylu2í <  ° ° -
ie z
N o ta  43 A partir de este espacio se construye el espacio de Hilbert Z2 (Rm) «  Z^, con valores 
en Rm, como sigue. Decimos que una sucesión (u-,i)iez , con u.¿ E Rm, pertenece al espacio Z  ^
5¿ verifica que
iez
o equivalentemenete, (u.)¿)i€Z E Z^ sz verifica
m
<  0 0  •
¿ € Z  j — 1
A lo largo del capítulo utilizaremos la siguiente notación: Z  ^ :=  Z2 x Z2 x x Z2,
m
{u, v ) ^  := 5Z  5Z  U’v e  1
j= l iGZ
IMIi^ :=  E ¿ l i E ¿ ez Iwj ,<|2 • Además, (x ,7/)Rm := E£=i*¿Z/¿> ^>2/ e  Rm> (w,v)za := E i e z ’W » 
u , d 6  Z2.
Fijado i 6 Z+ , n.^, hacen referencia a  los vectores (ni,*,. . . ,  nm>¿), ( /i ,¿, . . . ,  fm,i) € Rm 
respectivamente. Análogamente, fijado 1 <  j  < m, la notación denota a los vectores
{uj,li uj,2? * ■ •) » ifj, 1? /j ,2 j • • •) ^   ^ •
Supondremos las siguientes hipótesis:
(H l^/.,*  (a:) ,x )Rm > a  |x |Rm — co¿, Vx E Rm, Vz G Z, donde co G Z1,»  > 0.
(H2) 1/.^ (x)|Rm <  C ( |x |Rm) |x |Rm +  ci,i, Vx G Rm, Vz G Z, donde ci,¿ G Z2 y C(-) es una 
función continua y creciente.
(H3) Vamos a considerar la m atriz real a = (afc,j) con parte simétrica semidefinida positiva, 
esto es, 3(3 > 0 t.q. ^ (a +  a1) > (3Im . De aquí deducimos que (ax, x)Rm =  (a +  a*) x, z )Rm > 
(3 ||x ||Rm , ya que a verifica
a = i  (a +  a*) +  i  (a -  af) ,
( ( a - a ¿) x , x ) Rm =  0 .
(H4)Las aplicaciones fj¿ : Rm —> R son funciones continuas.
Vamos a expresar el sistema discretizado (4.1) en forma matricial.
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Dado 1 <  J <  m y u G definimos :=  —Uj¿~\ +  2Uj¿ — i G Z. Es fácil ver
que el operador A  se puede expresar como A = . . .
Z2 como indicamos a continuación.
Sea v G Z2,
^Á v j =  —Vi- 1  +  2 Vi -  Vi+1 . 
Por tanto, dado u = (i ¿ i . . . ,  um>.) G Z^, tenemos
A  (u ) := p u i , .  . . .  Aum,. j . 
De esta manera, podemos definir B , B* como
(B u ) _ := v¿+i -  Vi,
:=  v¿_i -
Es sencillo ver que se verifican las propiedades:
A = B*B  = BB*, 
(B *u ,v)l2 = (u ,B v ) i2 ,
, donde Á  actúa sobre elementos de
donde B  := 
Además,
B . . .  b ]  y B* := [b* . . .  B*].
(aA u ,v)¡2 = (a B u ,B v ) l2 ,
ya que
( a A u ,  v ) l2n =  ( a  [ i  . . .  i j
=  ( a [ i ( u i >.) . . .  A (u m>.)] ,[(vi,.) . . .  (% ,.)])p
m m
=  (ai 3 ^ u3 ^ vl \ 2 +  — +  X I  Vm, . ) i2
j= l j=1
m vn
= Y l  (a i j& ’B  (u3-.) , (t/i,)) +  <mí +  £  (amjB * B  (uj, ) , („m, ) )
J=1 i= lm m
=  ^   ^ ^ U l j B  ( u ? , . )  , B  ( ^ l ,  ) ^ 2 "b ( o ' m j B  ( U j f. )  , B
I2
3=1 i= l
, B v
l2
=  (a  [b  (u if.) . . .  B  , B u )^
=  (a  [b  . . .  é ]  i¿‘, Bu^ 2 =  (aBu, B v )^
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N o ta  44 Notemos que la propiedad, anterior es cierta para cualquier matriz real a.
Hemos de ver que el operador /  : — ► Z^ que viene dado por /  (u) =  [ ( /i ,.) , . . . ,  (/m, ) ] ,
está bien definido.
También, vamos a definir la función F  : Z^ —> Z  ^ como
[F(u)\j,i :z= (<*Au)jfi -  fj¿  (ti.,¿), j  =  1 , . . . ,  m, i G Z.
Comprobemos que F  ( u ) , f  (u) G Z^, Vi¿ G Z^. Tenemos que
< ^  ^ I u k , i —1 4 “ %u k ,i  u k , i + l  | “1“
Lfc=l
(4.2)
y de aquí,
2 f m
|jfc=l
Utilizando la hipótesis (H2) tenemos
\f-,i (U-,¿)|]R!n <  2 |^ 77 +  C1(ij , (4.3)
2 m ,
3=1
< 2m2a2 ^   ^ | ^ k , i— 1 “I" %Ukyi |
Lfc=l
+  2 |/7 +  Cl(i] 2 ,
(4.4)
donde ahora a := m axi<j)fc<m, 77 :=  max¿ez C  (K ,¿|Km ). Notemos que 77 existe debido a que 
toda sucesón de Z  ^ está acotada.
Teniendo en cuenta que u G Z  ^ y ci G Z2, por comparación de términos en (4.3)-(4.4), 
obtenemos que /  ( u ) , F  (u) G Z^.
Además, podemos obtener la siguiente cota de la norma de F  (u ) : utilizando la hipótesis 
(H2) y (4.2) tenemos
\\F (u ) < 2
j = 1
2
Lfc=l
+ 2 E ( ^ + ^ k - w  (4-5)
¿ez
< 2 ^  | | u | | |  +  *T2 I M &  +  Ksrj \\u\\lm (4.6)
<  X  ^m, 77, ci, *•= K  (irn i rj,c i1u) .
Donde, cono antes, hemos utilizado que ci G Z2 y u G Z^.
Para establecer la continuidad del término de F  es suficiente probar que el término no lineal
/  lo es, y z  que la continuidad del operador a A  : Z  ^ —> Z^ es inmediata. Realizamos la prueba
utilizando !a caracterización por sucesiones.
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l
P ro p o sic ió n  45 Sea {nn}neN C Z^ y n° € 1^ de forma que un n°. Si se cumple (H2),
entonces se verifica que f  (un) H  /  (n ° ) , esto es, f  es continua en l^  y, por tanto, F  también 
lo es.
D em o strac ió n . Dado e > 0, como un u° podemos encontrar no =  no (e) de forma que
|un -  u° | |Z2 <  - ,  Vn > no* (4.7)
3,* < §• SiPor otro lado, como u° € Z^, podemos encontrar ko de forma que Y^=  i X^ |¿|>fc0 
combinamos este hecho con la convergencia (4.7), vemos que ko es uniforme para toda un , con 
n >  no, esto es
E E K / í 2 E E  [ K i - “ " i l 2  +  K I
j=1 | ¿|>fco j=1 | ¿|>fco
Además, como c\ €E Z2, podemos elegir ko 6  N de forma que
£  < *.| ¿|>fco
De esta manera, existe ni (e, ko) > no tal que si n  > n i tenemos
<  2e, Vn > no.
m j=i iez
= £
j= i
£  + £| i | <fco  | ¿ | >  Aro
0 \ |2
|/j>* (u"«) / « W ) l
(4.8)
(4.9)
^ € +  2  ^  X  ( l ^  (“"*) I2 +  (U°¿) |2)
j —1 | ¿|>fco  
< e +  2 X I  ( l Cv ! 2 + 7?2 |U" i |R m )
|¿|>fco
+  2 X  (lCl.¿|2 + 7Z2 |U°i|Rm)| i | >fco  
< k \t.
Aquí, hemos usado la continuidad de fj¿  para un número finito de componentes. ■
N o ta  46 Utilizamos la notación B ^  (no, i?) para referimos a la bola abierta en Z^, con centro 
no y radio R.
N o ta  47  A continuación, con el objetivo de simplificar la notación y así clarificar la prueba 
del Teorema 50 de existencia local de soluciones, vamos a introducir un análogo al triángulo de 
Tartaglia, que tiene propiedades similares, y a establecer algunas estimaciones numéricas que 
también serán necesarias.
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Para los elementos del triángulo
p = 1 
p =  2
p = 3
2 4
2 6 4
2 8 10 4
2 10 18 14 4
2 12 28 32 18 4
utilizaremos la notación [£] de manera análoga a la del número combinatorio De forma  
sencilla se puede ver que
=  4,
p +  1 = P + y
k k -  1
, para todo 1 < k < p — 1 . 
Además, también es fácil ver que para 1 < k < p
< 41
(4.10)
(4.11)
(4.12)
La prueba de (4.12) Za realizamos por inducción.
p = 1 : Este caso es inmediato, ya que [j] =  4 <  4(J) =  4. 
p = 2 : Tenemos que
k = 1 
fc =  2
=  6 < 4
=  4 < 4 | 2 I = 4 .
Suponemos la hipótesis cierta para p , es c/eczr,
<  41 fc I ’ * =
p  +  1
Para  el caso de k = 1 vemos que dado q, /os términos [j] corresponden a una progresión 
aritmética de razón 2 y q sumandos cuyo término inicial es 4, es decir, [j] =  4 +  2 (g — 1). L>e 
esta manera expresamos [j] =  2 (g +  1). Entonces
p +  1 
1
=  2p +  4 < 4 p  +  4 =  4(p +  l) =  4 p  +  1
Para  eZ caso /c =  p +  1 observamos que los términos [®] =  4, para cualquier q. De esta 
manera, como (^) = 1, es inmediato que se verifica
p +  1 
p +  1
< 4 P +  1 
p  +  1
La prueba termina al obtener que la propiedad es cierta para 2 < k < p  +  1.
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Utilizando la hipótesis de inducción tenemos,
p +  1 P + V < 4k k - 1 k p WPk - l j  \ k . = 4 p +  1
lo que termina la demostración.
O tra estimación que también utilizamos en la prueba del Teorema 50 de existencia local de 
soluciones es:
'n  
k
< n k. (4.13)
La prueba es muy sencilla:
n! n (n — 1) . . .  (n — k +  1) k
k \ (n  — k)\ k\ ~
N o ta  48 A continuación vamos a demostrar la existencia de solución local de (4.1). Para ello, 
notemos que la función F  está acotada en cualquier bola de Z^. En efecto, de (4.6), sabemos 
que
l l a l l i  <  252/f i  IM ll  +  K 2 llcyll2* +  K 3V \\u\\lm , 
de donde, si u G B¿2 (u°, ií) , podemos asegurar que la función F  también está acotada en
%  K >  * )  •
N o ta  49 Definimos E  := max {mmax.i<k,i<m {|afc/|} A }• De esta manera es sencillo comprobar 
que dado un vector arbitrario v G Km se verifica que 1 \a; jvj\m™. < E  MKm . En particular,
para y (t ) G obtenemos Y ljL i a-,jyj,i (^) <  E Rm
T eo re m a  50 Supongamos que se cumplen las hipótesis (H2), (H4) y que M  es una cota de F  
en D = Biim (y°, b ) , con b > 0. Entonces existe una solución y(. )  G C  ( /, Z^) del problema (4.1) 
definida en I  := [0 , to +  a], donde á < m in{-^, 1}, es tal que
0 <  2d (1 +  4E  +  tj) < 1 
donde E  ha sido definida en la Nota 49.
(4.14)
N o ta  51 Notemos que en este teorema sólo hace falta que la matriz a sea real, y no es necesario 
que sea semidefinida positiva. Por este motivo eliminamos la condición (H3). También hemos 
de señalar que la condición de disipación (Hl) tampoco es necesaria.
D em o strac ió n . Sea S > 0 de forma que podemos definir y° (•) como una función de clase 
C 1 ([—ó, 0], l2m) que verifica yo (0 ) =  y° , y ta l que
||y° (t ) -  y°||(2 < í>. v  t e  o]. (4.15)
Sea e tal que 0 < e < 6e, Se < ó. Vamos a definir las funciones ye (•) : [—óe, a i] —> Z2, donde 
a i  :=  min{e, á}, de la forma siguiente:
•= I  y ° s i t e
\  y° +  f*  F  {ye (s -  e)) ds, si t G [0, ai]
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Mediante este procedimiento hemos obtenido una función ye (•) G C  ([—óe, a i ] ; Z^ ) . En este 
intervalo se verifica
||ye(t) -y° 11,2  ^ =  F { y o { r - e ) ) d r ~ y °
= |  í  F  (yo (r -  e)) dr
\\Jo
Jq W F i v o i r - e M ^ d r
(4.16)
<
dr (4.17)
< M \ t \ <  M á <  M —  = b.~  ~  ~  M
Además, también se verifica que
IIy£ (t) -  ye ( s J I I /^  =  || F(yo (r -  e ) )
< í  W F i y o i r - e ^ W ^ d r
Js
< M \ t - s \ .
Ahora, podemos seguir extendiendo esta función al intervalo [—át , a 2] , donde a 2 =  m in{á, 2e}. 
E sta función también verifica (4.16) y (4.17). Mediante este procedimiento podemos definir ye en 
[—óe, á] de manera que son ciertas dichas desigualdades y además que ye (t ) G C 1 ([—Se, á ] ; Z^) .
Consideremos la familia de funciones T  — {ye (.) : 0 <  e < áe} c C ( [ 0 , á ] ; l ^ ) .  Veamos que 
esta familia es equicontinua, es decir, dado p > 0  existe r  >  0 de manera que si \t — s| < r  se 
cumple que ||ye (t ) — ye (s) ||¿2 < p para todo e. En efecto, por la desigualdad (4.17)
IIyt (t) - y e W H ^ < M \ t - s \ .
Tomando r  =  obtenemos la equicontinuidad.
Sea en —> 0 una sucesión de números reales positivos tales que = m n G N, y sea <5Cn =  en . 
Entonces, vamos a dem ostrar que para cualquier t* G [0, d] la familia {yCn (¿*) : en —> 0} es 
precompacta. Supondremos que t* > 0, ya que el caso t* = 0 es trivial. En particular, vamos 
a ver que posee una subsucesión convergente en Z^. Para ello veamos que existen w  G Z^ y una 
subsucesión {enfc} de en , tales que para todo £ > 0 existe iV(£) de manera que si n > N  se 
cumple
IIyenk (**) - H | & <  £•T71
Vamos a obtener una subsucesión que converge débil en Z^, lo que nos proporciona un 
candidato a límite w G Z^. Este elemento lo obtenemos a partir de la acotación de {y£ (t*) : e} 
que vemos a continuación:
y t (¿*) =  y° +  í  F (ye ( s ~ «))
Jo
||ye (í*)ll¡2, <  ||y°||¡2  + M | í * | ,
j f l  »1 «i v ytl
< ||</0 | |I2 +  Móc,
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donde la cota obtenida es independiente de e. Por tanto  podemos asegurar que {ytn (t *) : en} 
posee una subsucesión | ytnk (t*) : G n |  que converge en sentido débil a w. En adelante
mantendremos la notación en .
Vamos a completar este apartado probando que dicha convergencia es fuerte.
Con esta finalidad definimos la sucesión cuyos elementos vienen dados por
=  max < max * - i  ( i) Rm ’ ( 0 Rm
y “i+ i  ( 0 Rm ’ Rm
j Cli
*£[—á£n, 0]
Necesitamos el siguiente lema técnico.
L em a 52 Suponemos que estamos en las condiciones del Teorema. Dado 1 <  ñ < m n — 1, 
definimos
Tp" f  := (e„£)P { (P ) í? _ p  +  ( i ) e p + 2 +  ■ • • +  ( p ) S p }  ( "  p  X'
(V)
+^{(V) + [V]£+(V)'í}
+4 {(V) + M  e + (*;■>} (2£+n)
+  . .  •
. +4“p{(H) + [H1-E+ (£?)*}(2E + nf-p-' _
Sea r G [(n — 1) en , ñen\ . Entonces se cumple que
ñ—1
y -’1 v ' Km — p >* n >* (4.18)
p =  o
D em o strac ió n . La demostración la vamos a realizar por inducción sobre ñ. 
• Caso h =  1 : sea r t.q. r G [0, en] . Entonces
y°,i + ( y e¿ - <0) d sy'¡ W —
R m R™
< y.oI» iRm + / ’Jo
z? = i  0 & - i + +. i ®+i )  
+  j/-,¿ ( y ‘"i (s - f))
Rm ds.
Sea
Tj =  sup m axC  (|i¿.)¿|Rm) . 
(y°,6)
Aplicando la hipótesis (H2) a la expresión anterior, y usando la Nota 49, obtenemos
YTJLi “ ¿¡/¿¡-i _  e")
+ 2 E J l l  («  -  Cn)
+  |<>- 
+Cl,i +  r] y eA {s -  Cn)
R m
Rm
i m
R m
ds
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E
+ E
y e”i - 1 ( S  -  e n )
y %  1 ( S -  €n )
R m
+  2 E y tni (s -  Cn)
Rm
+  C l,¿  +  T)
R m
ye2 (s -  €n) R™ J
ds
E
+ E
y?,i-1 W 
y°<+i (5)
+ 2£
Rm
+  C i,i  +  rj
Rm 
  rj~\ 71,1 __
y°,i M Rm
y°¡ W Rm .
ds
< í?  [1 +  e„ (1 +  4 £  +  ,,)] :=  f f b j  =  T¿V =  B " ,.
Por tanto
y tni (r )  ^f fbi> Vr G [°>cJRm
Caso h  = 2 : sea r  t.q. r E ]en, 2en] . Entonces
y tni (r) Rm
<
y°,i +  f 0 F->* (y%  (s - 6) ) ds
y0’i + { r + ü R 'i ( v ‘: i { s - t ) ) ds
ye¿ ( t n )  +  í  F ,i (y e¿ (s -  e)) ds
J e n  R m
K *  ( « 5  ( ' - « O I * . *
< y 5  (tn) Rm + fJtn
YJjLl |a- , ( S tn) |pm
1 a ; j y j }  ( s  -  t n )
+  X / J = 1 a - >j y j ¿ + 1  ( s  ~  t n )
+ /■,< y€! i (s - t n) Rm
ds.
Ahora podemos utilizar de nuevo la hipótesis (H2 ) sobre la desigualdad (4.19):
T,T= 1 a ¿ y j ¿ - i ( s - t n )
ye2 (r) <
R m y£? (*.) Rm + fJen
+ 2  ]Cj= 1 a-jy^i (s e") 
+  E ^ i  «■ ¿y jj+ i (s -  e«)
+C1,¿ +  r/ yC¿ (s -  €n)
r™
Rm
Rm
Rm
ds
< y l"i ( 0 Rm + /./O
E £= i “ -¿2® - i ( s )
+ 2 i y _ i |« - j i ® w
+  E ¿= i a -,i!/j"i+l (s)
+ci,í +  r¡ y ‘2 (s)
Rm
Rm
Rm
ds.
Utilizando la acotación obtenida en el caso anterior nos queda
y-2 to Rm < í"bi + '» [Sí?-ibi + 2£?í?bi + Bff+ibi + ÍT + *7Í"bi]
(4.19)
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<  t f b j  [1 +  e„ (2 E + r,)] +  tn íT  +  [e T - ib i  +  f f + i b i ]
<  í" [1 +  (1 +  4E  +  r¡) e „ ]  [1  +  en (2E  + 17)] +  en(," +  enE  [ í " _ j b j  +  í j + i ^ l ]
<  [1 +  e„ (2 +  6£  +  2r¡) + e l (2E  + r,)(l + 4E  + 7,)] +  enE  [ g ^ b i  +  ff+ ib i]
Esto es,
y A M  L  ^ í" I1 + ‘n (2 + 6E  + 2r¡) + e2n (2E  + 77) (1 +  4E  +  r,)]
+  enE  { í " _ i  +  í l + i } [1 +  f n  (1  +  4E  +  7;)]
Ttn,2 | rriTl, 2 rjTl
0,¿ + i l,¿ —
Caso h = 3 : sea r t.q r € ]2en, 3en] .
Realizando un proceso análogo a los anteriores obtenemos la acotación
V% (r) Rm <  B jfi +  +  2 en£B J )¿ +  en£ B ? )i+1  +  +  eng
< [1 +  en (2E  +  77)] +  e„(? +  e„E [B J^j +  B £ i+1]
<  (P [1 +  £„ (2E  +  r,)] [1 +  e„ (2 +  6E +  2r¡) + e2n (2E  + tj) (1 + 4E  + »,)]
+  +  enE  [1 +  e„ (2E  +  ,)]  [B"¡_] +  BJ,i+1]
+  e „ £ [B ^ _ 1 +  BJ>m] .  (4.20)
Vamos a analizar de forma separada los términos que aparecen en la parte derecha de 
(4.20).
En primer lugar,
$ [ l  + en {2E  + v )\ [l + en (2 + 6E  + 2ri) + e l ( 2E  + r i ) ( l + i E  + n)\
+ en(?
__ ¿n í l  + en ( \  + 2E  + v ) + {en + e l ( 2E  + r¡))(2 + §E  + 2rj) 1 
\  + ( 2E  + n) ( l  + 4E  + v ) ( e l  + e3 n(2E  + v)) j
— en /  1 +  (3 +  +  3rj) +  el (2E  +  rj) (3 +  IOS +  3r¡) \  . .
\  + 4 ( 2 B  +  t,)2 ( l  +  4E  +  r,) / •  '
A continuación vamos a tra tar el segundo término de la parte derecha de (4.20) :
enE  [1 +  e„ (2E  +  ,,)] [B"i_1 +  B?ji+1] +  enE  [ B ^ . ,  +  BS,i+1]
=  enE  [1 +  en (2E  + rj)] [1 +  e„ (1 +  4E  + r/)] +  £¡+i]
+  en£[BS,i_1 +  B5,i+1]
=  enE  [1 +  £„ (1 +  6E  + 2r,) +  e2n (2E  +  ij) (1 +  4E  + *))] [í"_i +  í?+i]
+  ^ [ B S , j - i  +  B 5>j+i ] .
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Analizamos por separado el término enE Rn _i Rn 2,i—1 +  **2,2+1 . Por definición,
Así
B 2.Í- 1  :=  8 - 1  [1 +  £n (2 +  6 E  + 2r¡) +  e2n (2E  +  rj} (1 +  4E  +  r/)] 
+  f-nE  [1 +  (1 +  4E  + 7}) en] [8^-2  +  8 *]
BJ.i+1 :=  8 + 1  [1 +  €n (2 +  6 £  +  2ri) +  e2n (2 E  + r,)(l  + 4E  + , ) ]  
+  enE  [1 +  (1  +  i E  +  r¡) e„] [8 * +  8 + 2] •
enE  [B2,¡-i +  B 2,í+i]
< £ „ £ [ 8 - i  +  f"+i]
+  c lE 2 [ff_ 2 +  28* +  8 + 2] [1 +  (1 +  4 £  +  rj) en]. 
Combinando (4.20) — (4.22) obtenemos
1 +  en (2 +  QE +  2t/) 
+ 4  (2E  +  V) (1 +  4 £  +  7])
ye!¡ M < 8* { 1 + f” (3 +  SE  + 3n) + 4  (2E  + rj) (3 +  10B +  3»j) + t3n (2E + rj)2 (X + 4E + rj) }
(4.22)
j . ,  p l f  x f »  1 1 +  en (1 +  6£  +  2r¡) +  ej; (2 E  +  rf) (1 +  i E  +  rj) +
+  «nü líi_ i +  íi+ ij j  +  tn (2 +  QE +  2r¡) +  4  (2E  +  77) (1 +  4 E  +  rj)
+ 4 E 2 {8*-2 +  28* +  8 + 2} [1 + (1 + i E  +  r¡) en]
<  f n í  1 (^ +  8 i? +  4rj) +  4  (2E  +  r}) (3 +  10E  +  3r¡) \
+ t l ( 2 E  +  rj)2 { l  +  4E  +  rj) f
+  2enE  [8’“- 1 +  8 + 1] [l +  £n (2 +  6E  +  2rj) +  (2E  +  rj) (1 +  4E  +  i})]
+ <\E 2 {8--2 +  28" +  8 +2} [1 + (1 + 4£ + rj) en] = BJ j.
Por inducción demostramos el caso general.
•  Caso A. Sea r t.q r G](ñ — 1) en, ñen] .
Efectuaremos ahora la hipótesis de inducción. En este caso procedemos a distribuir los 
términos en ñ sumandos agrupados según la potencia de enE  (es decir, (enE)°  , (enE )1 , . . . ,  
(enE)71-1) por la que están multiplicados. De esta manera obtenemos,
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+(^i{(;)ff-i+(!)<&1}(ftrr 
(V)+«-{(V) + rr1]£+(V)’/} 
+ 4  { c t 1) +  M -E +  C V f r }  (2 E + V)
+ . . .
+ 4 - 1 { ( t í )  +  K : ! ] s +  ( t í ) ' ? }  ( ™ + „ )* -*  
+  fe. £ ) 2 { Q í ?_2 +  ( J ) í ?  +  ( 2 ) ^ + 2 } ( n 2 1
f o 2) + E n { ( t 2) + [ t 2] S + ( ftí 2M
+ 4  { ( V )  +  [ñ? ] E +  (A? ) r , }  (2E  +  r,)
+
+ « 2 - *  { ( J : S )  +  [*= 2] £ +  ( t 2) '? }  (2 E  + ri)
ñ—3
+  (ti {  f f l * .  +  0 *  *  g ) í í »  +  Q ^ a }  ( "  ¡ 1
( V ) + E n { ( t 3) + [ t 3] e + ( V h }
+ 4  { ( V )  +  [Af ] E +  ( V ) » }  +  1 )
+er 3 {(2=D +  [ t s ] £ +  ( t a ) » }  (2 £ + > ; ) ft- 4
+  ^  (e„B)p |  ^ í , - p  +  © f f - p + a  +  • • +  ( p
( V ) + E n { ( V )  +  [ V ] S + ( V ) ' ? }  
+ 4  { ( V )  +  [ñ7 ] E  +  ( V ) ' / }  (2 B  +  í )
+ . . .
.  + á “ p { (* = 5 )  +  [ t a s +  ( J : ¡ > }  (2 B + r , ) " - » - 1 
Por claridad recordemos la definición de los términos
V ?  ■= (e„£ )p { g )  f f _ p  +  Q  í ?_p+2  +  . . . +  ( p ) í,n+p}  ( " p 1)
r ( V )  1
+ E n { ( V ) + [ ” l P] £ + ( * ! > }  
+ 4 { f ¡ p) +  [ 7 ] í + ( 7 ) ? } ^ + i )
+ . . .
. + E t P {(ti) + 12:3E  + (££)„} (2E  + r,)"-»-1 _
&p} (ñ — 1 P
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por lo que la estimación anterior queda como
ñ—1
<
R™v€n- (r)  V  T n,ñ =  B ” •y -¿ VJ  rom -  Z - f  PA n>*
p = 0
Hemos demostrado que la fórmula es cierta para ñ = 1 ,2  y 3. Suponiendo que es cierta en 
el caso h. A continuación procedomos con la demostración para ñ  +  1.
Caso ñ +  1 : Sea r  tal que r 6  ]nen , (n -f 1 ) en] .
Hemos de ver que <¿ M  Rm < E p = o I í ‘f +1 =  Tenemos que
y‘l W < <*«») L + \f -¿ (»s -«»)) L ds  
¿ ks ("e")L+£„ 0#(s - tn)) Lds
/ • r  m
+  /  S  K ' ^ - l  ( S “  C" ) | r "» +  2  ( S  “  Cn ) | R m +  | a  j 2 / j z + l  ( 5  “  e n ) |J Tlf-n j—l
ds
<  \y
+ E
f5  +  í  { c i i  +  IyCi ( S “  cn ) |Rm } d s</ñen
pT
/  { |y ? -i (* -  €n )|Rm +  2 |y j  (s -  cn)|Rm +  |y%+1 (s -  en)|Rmj  ds.
J ñtn
Como los valores (s — en) pertenece al intervalo ](n — 1) en, ñen] , entonces podemos utilizar 
la hipótesis de inducción sobre los términos anteriores para obtener que
y'"  ( r ) Rm < B l ,  +  (enE) { B l ¡ .J  +  2 B l ti +  B ? i+i}  +  e„ { Q  +  r)Bl,i} 
<  B " ,  {1 +  e„ (2E  +  v )}  +  e„í? +  (enE)  { B ^ . j  +  B ? i+1} ,
y expresando esto en función de T ”jn , j y tenemos
# 5  w | Rm ^  2  T^ ft+ «- s*+ ^  2  £  K t - i + }  •
p —0  p = 0  p = 0
A continuación vamos a obtener la desigualdad
U ^ ^ J  71*—1 7X
E  +»?) E  TMf t+ (£-*e) E  {r 5 - i + ^ i + i } ¿  E  K i
p —0 p = 0  p —0  p = o
Para ello vamos a obtener las siguientes estimaciones:
i7i,ñ+l
TSf'H  =  T0" f  +  e„ (2E +  r,) +  en£ \ (4.23)
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rp T l ,ñ + l  ^
1 k , i  - r " f  +  en (2E  + n) T ? f  +  enE  { ^ . j  +  T^ i+1} , (4.24)
para fc =  1 , 2 , . . . ,  ñ  — 1 ,
r p n , ñ + l  __ rp ( rpTl,ñ . rptiph 1
ñ , i  —  ñ —l , i + l  J • (4.25)
La suma de (4.23), (4.24) y (4.25) nos proporciona la veracidad de la hipótesis de inducción.
Veamos (4.23). La expresión T¡ ¡ +  en (2E  +  77) Tq '™ +  la podemos desarrollar y agrupar
en función de la potencia de en por la que queda multiplicada, de forma que obtenemos
T ^  + en (2E + r , ) T ^  + en$ (4.26)
(S)
+ ‘»{(S) +  (?) +  {C ] +  [ ? ] } £ + { ( ? )  +  ( ? ) M
-4 {(?) + (?) + {[?] + [?]} E  + { ( ? )  + (?)} r,} (2E + ,)
l {(?) + (?) + {[?] + [?]} E +{(?) + (?)} n) (2E + n?
+4 { L\) + (?) + { [*?,] + [?]}£ + { aix) + (?)} n] (2 E  + nf-1 
+ 4 +1 { (?) +  [ ? ]£ + (? ) ') }  (2 E  + v f
donde hemos usado que [JJ] =  2 (J¡). 
lizai
(0) ^  0*0*)> jun^° a a^s análogas de (4.10) obtenemos que
Uti ndo las propiedades de los números combinatorios (^) +  (¿.” 1) =  C1*1)» O  — (n+i) y
7J f »  =  (enE f  Í A ¡' ) C
+e
(* í‘)
+ ' . { ( i í 1) +  [i í 1] £ + f í 1) l }  
+4{(T) + [fi?1]-E+ (ñt1h}(2E+f>)
4 { ( T ) +  [ T ] £ : + ( ftí 1) ’?} (2 e  +  r; ) 2 
+  . . .
?+ i { ( ? : ! ) + [ ? : í ] £ + ( ? : i )'7}(2-e + ' í)í
coincide con la expresión (4.26), lo que demuestra (4.23).
A continuación veamos (4.24). Desarrollando T¡?’™+1, agrupando apropiadamente los términos 
T kT  +  en (2E  +  r¡) T ^ f  y enE  i_ 1 +  1” i+1j  y utilizando un razonamiento análogo al an-
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terior, no es difícil obtener que
T " f +  e„(2 E  +  r j)T Z f
< ( t n E ?  { + ( í ) et+2+...+Q a*}  (" - 1
ñ + l —k \  
0 )
+en +  [ft+1" ' !] B +  (ñ+l~ k)r, }
n  { (ft+2~fc) +  [ft+M  B  +  (*+\ - k)n )  (2 E  +  , )
+ 4 +1~k { ( & = &  +  +  ( t t l i h }  (2E  +  „ ) » - *  _
s u  +  ( ;  i s u « + . . . + ( J ) s u }  Q  _  í
ñ + l —k \  
0 )
+tn { ("+} -<:) +  [ft+ J - fc] £ ; +  (*+}-*) v}
+ e l  { ("+*-fc) +  [ " « - fc] E +  (2E  +  r,)
. + < +1~k { (£ í:¡D  +  \X t \ z t} E  +  (£ } :* )„ }  (2 E + n f
Sumando estas dos expresiones y usando que
h  — 1 \  í h  — 1  
k - l )  + \  k
obtenemos la desigualdad (4.24)
La demostración de (4.25) es más sencilla que las anteriores, utilizando las mismas propiedades 
de los números combinatorios que hemos usado previamente, pero en este caso sobre el desarrollo 
de enE { T ? ^  +  T?^l i+1}. Usando que (?“ J) =  (?), obtenemos la igualdad con T ? f +1. De 
esta manera queda comprobada la hipótesis de inducción, lo cual nos proporciona la acotación 
de y tr¡ (r ) en función del segmento en el cual se encuentra r  y term ina la demostración del
Lema 52.
Retomaremos ahora la linea argumental previa al Lema 52.
Sea £ > 0 arbitrario. Como v j  G Z^, podemos encontrar K \ (£) G Z de manera que 
|2 <  | .  Tomamos K 2  > K \.  Tenemos queE mj = 1 Wi3,i\
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+2E ( E k«(**)|2+ E H*n
j = 1 \ |z |> K 2 |z |> K 2 /
m  m  g m
<2E E K/+2E E |«®(o| +E E ks(‘*)-t%,
J = 1  | i | > t f 2 i = l  |*|>tf2 3=1 \i\<K2
¿E E |«®(o
j= i |¿|<x2
Wj,i (4.27)
771 2 m
s | + 2 E  E  + E  E  |«®(**)
j = l  |¿ |> K 2 j = 1 |z |< X 2
En primer lugar estimaremos el segundo sumando de (4.27). A continuación, para el tercer 
sumando utilizaremos el hecho que convergencia débil en implica convergencia fuerte en 
cualquier R ^  := (x \  . . .  x m) , con xi £ Rd y con d <  oo.
Veamos que existen Í Í2 (() y ^  (() tales que
E E | « * ( « * ) | 2 < | ,
j = l  |z |> if2 
m I |2 í
■ E  E  *53 (**) -  *  i> Vn ^  N ■
Para ello, vamos a estimar cada uno de los términos en (4.18).
Sea ñ ta l que t* £ ](ñ — 1) en, hen].
Utilizando la propiedad (4.12) tenemos que
(o). +  En(i) (1  +  4E  +  rj}
+ €n( 2) {1 +  4 £  +  77} (2 E  +  77)
+ €n (3) í 1 +  +  77} (2 E  +  r¡)2
+ . . .
+ 4 { í ) { l  +  4E +  v } ( 2 E  +  r,y
R™
\ ñ —1
ñ —1
+Ew
p = 1
ñ — 1 
P
P  '  £ ¡ - p  +  )  í i - p + 2  +  . . . +  ^ )  í ¡ + p |
( V ) + ^ n ( V ) { 1 +  4e  +  ’)}
+e2n (n^ ) { l  + 4E  + r,}(2E + v)
+  . . .
.  { !  +  4E  +  7 } (2E  + n f - ”- 1
para todo r £ ](n — 1) en, ne„].
Notemos que d  nos indica la longitud del intervalo de estudio de este teorema y verifica que 
ñen < d. Haciendo uso de (4.13), obtenemos que (^)ek <  ñ kek < á k. Por tanto la estimación 
anterior queda como
0 ,-n 
i
1 +  enñ  {1 +  4E  +  77} +  (nen ) 2 {1 +  4E  +  77} (2 E  +  77) 
(ñe„)3 {l +  4 £  +  ,,} {2E + nf  
+  . . .
+  (nen)” {1 +  4E +  77} (2E  +  77)” 1
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n —1
+ J2  (e"Ef  (  p )  { (o) + ( i )  ^ -p+2 + ■ ■ ■+ (p)  ^ +p}
1 +  (ñ -  p) en {1 +  4E  +  77} 
+  [(n -  p ) en ]2 {1 +  AE +  77} (2£* +  77)
+ . . .
+  l(ñ — p ) €n]n-p {1 +  AE +  77} (2E  +  77)n_p_1
Y de aquí,
1 +  á  (1 +  4E  +  77) +  á 2 (1 +  4E  +  rj)2 n 
á 3 (1 +  4Ü7 +  77) 3 
+ . . .
+ á ft( l  +  4 E  +  r j f
1 +  a  (1 +  i E  +  rj)
+ á2 (1 + 4E  + rj)2 
+ . . .
. + añ~p (1 +  4E  + rj)ñ~p _
(4-28) '
En la expresión anterior, vamos a analizar cada uno de los términos de la parte derecha por 
separado.
Notemos que los términos entre corchetes en (4.28) se pueden acotar mediante la suma de una 
progresión geométrica de razón á  (1 +  4E  +  rj) y, en particular, de razón ¡3 = 2á (1 +  4E  +  77) <
1. Por lo tanto
}
2/5 M <Rm 1 _  p Q  +  g ' )  { ( o ) f +  +  Q í + 2  +  • • • +  Q í I V p }
(4.29)
Para cada i definimos la sucesión t]ííP := max £¿!_p+2> • • • > > con P ~  !>•••> ™ — 1-
De esta manera, de la expresión (4.29) obtenemos la acotación
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ya que 2ñenE  < (3.
Considerando K  < ñ — 1 (que determinamos más adelante) la acotación anterior puede 
quedar expresada como
3(r) L- * r b  ( + E ^  + E ^
V p=i p = ¿ - i  ,
K —2
E
p=i
n-X
= 1^ 3 h"+  Z3^,» + E P * K- ' ' k * r k - l ) •
p =o
De aquí podemos deducir que
t ó  (r ) 2 <  ___?___ I ( £ ? ) 2 +Rm -  (1 _  +
’^-2 2
53 PPrn,p
p=i
+ h —KE 0p+it~ \
p=o
y por tanto que
E |»5 m
|¿|>G
’á :-2
53 pPtií,p
2
+ 53
P= i |i|>G
ñ - K
v  6 P + K ~ 1T1P % P + K - 1
p=0
De esto último, utilizando que ¡3 <  1 y que (ai -f . . .  +  a^ ) 2 <  p (af +  . . .  +  a^) , es sencillo 
expresar la desigualdad anterior como
E |#5 w
|¿|>G
K —2
¿77^ 2 Efó")2+¿E E^+z^*-1) EKm (1 -  (3)2 |¿|>G |¿|>G p = l |»|>G
ñ - K
53
p=0
(4.30)
Vamos a controlar los términos de la parte derecha de la expresión anterior (4.30) de manera 
que cada uno de ellos pueda hacerse más pequeño que
En primer lugar, desarrollando el último de los términos tenemos
E
|¿|>G
ñ - K
E
p=0
p + K -1 5 3  +  P^hk  +  ••• +  /?” * ^í.ñ-ij • (4-31)
|¿|>G
Más adelante, ver (4.38), demostraremos la estimación
5 3 t 4 < ( 2 p + 1 )  X )  ( f f ) 2 < ( 2 p + l ) ^ ( f f ) 2 < ( 2 p + 1) c,> (4.32)
|i |> G  \ i \> G -p  *e z
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donde utilizamos que CG,P =  E |¿ |> g -p ( C ) 2 < E ¿ez (ff  ?  <?({£?)) < E ¿ ez ( O 2 =  a
Haciendo uso de esta desigualdad en (4.31) podemos obtener
E|¿|>G
ñ - K
E  PP%p+K- 1
p—0
ñ —k ñ —k
=  E  E  E  pp+\  ,p-\-k—l ^ i , s + k —l|*|>G s=0 p=0
ñ —k ñ —k +s
^  E  E  E  —  ( < p + i - 1 + ’C + í - i )s=0 p—0 |i|>G
E  E ^ + p [ ( 2 p + 2 ¿ - 1 )  +  ( 2 s + 2 ¿ - 1 ) ] -
ñ —k  ñ —k
p=0 s=0
Definiendo ap =  2 #  +  2p — 1, obtenemos
E
M>G
ñ - K
E  0"%
p=o p+K—1
C ñ - K  ñ - K
^ t E  E ^ +p( ^ + ap)p—0 5=0
Esta desigualdad puede reescribirse como 
"ñ-K "|2
E|¿|>G
ñ -
Ep=0 p+K-l
^  ñ —k  ñ —k  „ ñ—k  ñ —k
E ^ E ^+f E^E^*p=0 s=0 p=0 5=0
ñ-K ñ-K
=  c  E  ^  E  / r .p=0 s=0
Realizando la suma de la progresión geométrica obtenemos
2
E|¿|>G
ñ-K
E  r \p=o P+K-l
ñ-K
- 1 -  p  E  0Sa>'
H s=0
donde ahora queda una serie aritmético-geométrica de término general cs =  bsas, con b3 = (3S. 
Realizando la suma de dicha serie obtenemos
E|z|>G
ñ - K
E ^ % p + K - 1p=0
2
< c
1 - / 3
2K  -  1 2/3
+
1 -  p  a  - p y
< c [2K  ( 1 - / 3 )  +  3 /3 -1 ]
(1 -  /3) 3
Entonces existe K  suficientemente grande de forma que se cumple
"ñ-K
(i -  p í \ i \>G
E p+K-lp=0
<
12
(4.33)
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Notemos que ñ (n) —*• oo cuando n —► oo. Entonces existe No (£) tal que K  < h — 1, Vn > No. 
Ahora procedemos a acotar el segundo término de la parte derecha de (4.30) . En efecto, 
utilizando (4.32) obtenemos
K - 2 K
r>2
\ i \>G p = l  \ i \> G p = l
|¿|>G
< K 2 ( 2 K  + 1)  (S*):
= k 2 (2k  + i)cGÍ<.
En (4.33) hemos fijado K.
Para continuar, vamos a utilizar el siguiente lema.
L em a 53 Dado 0 <  r  < 1 arbitrario, podemos encontrar ó ( r ) , K q ( r ) , N \ (r) tales que
m
X X l&wi2 - r’v 1 e [_í(r)’0i (4-34)
3=1 \i\>K0 
mE E V t e M e „ , 0] ,  n > M ,  (4.35)
J=l l*|>Ko
donde Stn := en .
D em o stra c ió n . La prueba de estas dos propiedades se basa en la continuidad de las función  
y°. Por continuidad, podemos encontrar 5 (r)  de manera que
||2/° (t) ~  y° (0 ) | | i2 =  ||y0 (t) -  y0 1|,2 <  7 , Vi 6  [-5  (r)  , 0].
</?•¿O.» < Combi-Además, como y° G 1^ podemos encontrar K q de manera que Y ^= i Z]|¿|>k0 
nando estas dos estimaciones, mediante la desigualdad triangular, obtenemos
m
X  X  |3#i(0|2 < ^  v* é [ -¿( t),0].  
j = 1 |*|>tf0
Utilizando un razonamiento análogo a este, junto a que, fijado S (r)  existe N i (r)  tal que 
— ¿n < ó (t ) cuando n >  N i (r)  , es inmedito obtener (4.35). ■
Volviendo de nuevo al argumento del teorema y, aplicando el lema anterior, podemos encon­
trar Go (£) y N i (£) de manera que
— E -jA T 2 ( 2k  + l )  E ( í" ) 2 <  ^ .  si G > Go, n  >  JVj. (4.36)
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P ara  el primer término de (4.30) podemos encontrar G\ de forma que
1 (í -n \2  ^  i
 ^ &  |»|>G
Tomando G > G2 '=  max { G ^ én }  se verifican (4.36) — (4.37).
Para validar las estimaciones anteriores únicamente falta probar la desigualdad (4.32). Ten­
emos que
E  rtp  -  E  { ( & % ) 2 +  (2?:f-1) +  fón+p)2}|i|>G |¿|>G
< E  U ?-P}2 +  E  { e P+1}2 + (2?+1)+  E  te % } 2
l*l>G |*|>G |¿|>G
< ( 2p + l )  E  (^n)2 , (4.38)
\i\>G-p
lo cual nos proporciona (4.32).
Por tanto, de (4.33), (4.36) y (4.37) obtenemos que (4.30) se acota como
2
\yc¿ w -  4 ’ s i n - “ “ W . A f i } ,
|¿|>c2
para r G ](n — 1) en, ñen] . En particular se cumple para t*.
De aquí, utilizando el hecho que la convergencia débil en Z^ implica convergéncia fuerte en 
cualquier =  {(xo, • • • > ^m) t.q. £ Kd}> d < 0 0 , y tomando K 2  > max {G2 , K \}  en (4.27),
obtenemos que existe N  >  max { N q, N i } tal que
2 £
m
E  E  | yñ  (**) ~  -  4 ’ si 71 -  N ®  ’
j =1 \i\<K2
n  >  No (£), lo cual nos proporciona ||yCn (t*) — w\\p < £ cuando n > N , y la precompacidad de
{yen (O)-
De esta manera podemos aplicar el teorema de Ascoli-Arzelá para asegurar que existe una 
subsucesión de y£n (.) convergente en C ( /; Z^) a cierta función y (•), donde I  =  [0, d ] . Notemos 
que dicha convergencia es uniforme:
y (t ) =  lim y€n (t ) uniformemente para t € I.
Cn—>0
Veamos que y (•) es solución de la ecuación. Por definición, yen (t ) =  y° +  f ^ F  (yCn (s — e)) ds.
Es conocido que una función continua sobre una compacto es uniformemente continua, ver 
[33, p.29]. Por tanto F  (y£n (¿)) —> F  (y (í)) uniformemente en [0, d ] . Esto nos permite asegurar 
que la integral conmuta con el límite. Así,
y (t) =  lim y€k (t ) =  y° +  lim f  F  (yefc (s -  ek)) ds = y° +  f  lim F  (yefc (s -  ek)) ds.
Cfc Cfc Jo JO tk
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Y  de aquí,
y(t) = y°+ í  F{y{s ) )ds .  
Jo
Pasamos ahora a establecer el último resultado de esta sección, un teorema que nos perm itirá 
extender las soluciones locales a soluciones globales.
T eo re m a  54 Supongamos que se verifican las hipótesis (H2), (H4). Entonces, una solución 
y (t ) del problema tiene un intervalo de existencia maximal [0, T * ) , con T* < oo, si, y sólo si
llw (Ollig. tz ¿ .  +°°-
D em o strac ió n . Vamos a realizar la demostración por reducción al absurdo.
Supongamos que existe T* < oo y que existe K  tal que supí€[0,r*) ||y (í) 11^2 < K.
En primer lugar vamos a ver que existe el límite lim*-^* y (¿) • Consideramos la solución
y  (0 =  y 0 +  [  F  (y (s))ds,  i €  [0 ,7"). 
Jo
Debido a la expresión integral, la función y(-)  será uniformemente continua en [0, T*) si F  es 
una función acotada sobre conjuntos acotados, lo cual es cierto como consecuencia de (4.6), esto 
es, se verifica que
\\E (y)]]^ ^  Vj/ G B , donde B  es un acotado de Z^.
Teniendo en cuenta que [0, T*) es denso en [0, T*] y aplicando el principio de extensión por 
continuidad (ver [33, p.23, Teorema 17.]), podemos asegurar que y{t)  puede ser extendida a 
una función uniformemente continua en [0, T *]. De esta manera hemos obtenido que existe 
y* = limt ^ T* y (t) .
Seguidamente vamos a ver que podemos extender nuestra solución a T*, lo cual contradecirá 
la hipótesis de maximalidad del intervalo de existencia de la solución. Consideremos la función
í) (t} •= ¿ 2/ (^), si í ^ [0 , ) ,
yy ) ‘ S y*, si t — T*.
Es inmediato que en [0, T*) se cumple que y( t )  = yo +  /g F  (y (s)) ds. Nos falta probar que 
y (T*) = yo +  Jq F  (y (s)) ds. En efecto:
y ( T * ) = y *  = tU m y ( t )  
= tU m y ( t )
=  ¿ t *  \ y° + Jo F ^  ^  ^
=  2/0 +  í1 Í t * /  F (y (s^ ds 
rT*
=  y ° +  /  F { y ( s ) ) d s ,
Jo
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lo cual nos proporciona que y* — y {T*) = y° +  Jq F  (y (s)) ds, esto es, y verifica la ecuación en 
el intervalo [0, T*] y por tanto se contradice la hipótesis de maximalidad.
Con esto hemos demostrado que si T* < oo, entonces limt-*T* ||y (OH/*, =  00  •
Veamos que IIy (¿)||/2  =  oo. Procedemos de nuevo por reducción al absurdo.
Suponemos que es falso, esto es, existe tn f  T* y existe K  de forma que \\y ( ¿ n ) | | / 2  < K .
m
Como la aplicación
||y (í)
es continua y limt-+ oo ||y (¿) ||¿2 =  oo, existe hn —► 0  de manera que
||y (011/2, < K + \ ,  si tn < t < tn +  hn,
||y (tn +  hn)\\i2^  = K  +  1.
Entonces
K  A l  — || y ( t n +  hn)
rtn+hn
yo A  F  (y (s)) ds
Jo
"tn+hn
12
<  IIv M W i ^  +  í  F{ y { s ) ) ds  
IIJ t n
p tn -\-hn
< K +  ll-F (y (■»)) llig,
y, utilizando la acotación uniforme de ||F  (y (s))||/2  por cierta constante M , tenemosm
K  +  1 — l|y (^n +  hn) < K  +  hnM .
Como hn —> 0, dado 0 <  e <  1 existe N  de manera que hnM  < e si n > N . Por tanto 
obtenemos que
K  +  1 =  \\y ( tn +  hn)\\i2 <  K  +  e, Vn >  N,71
lo cual es un contradicción. ■
Del teorema anterior deducimos que toda solución local acotada uniformemente con respecto 
a t puede ser extendida a una solución global.
4.3 Estim aciones a priori
En esta sección demostramos algunos resultados necesarios para poder definir un semiflujo mul- 
tivaluado y obtener la propiedad de compacidad asintótica del mismo, así como la existencia de 
un conjunto acotado absorbente.
En primer lugar vamos a  obtener una acotación uniforme de las soluciones en el intervalo 
[0, oo[. Después obtendremos una estimación de las colas de las soluciones.
70 SISTEMAS DE INFINITAS EDOs
4 .3 .1  A c o ta c ió n  u n ifo rm e d e las so lu c io n es  y  e x is te n c ia  d e  u n  c o n ju n to  a co ­
ta d o  a b so r b e n te .
Vamos a obtener algunas estimaciones de las soluciones en el espacio uniformes con respecto 
al tiempo.
Notemos que como toda solución y(-) satisface que y(-) E C 1 ([0, T*)  donde T* es el 
tiempo maximal de existencia, entonces
^ l lv W ll i s .  =  (« .» ) .  v t e ( 0 , r * ) .
P ro p o sic ió n  55 Asumimos (H1)-(H4). Entonces toda solución u del problema (4.1) verifica
M O l l .  < R ,  Ví e [o,T '[,
donde R  sólo depende de las condiciones iniciales y de los parámetros del problema. Además, R  
es una función creciente de | |u(0)||^2 .
D em o strac ió n . Tomamos el producto de (4.1) con u. Entonces, haciendo uso de (H3) tenemos 
(■ut ,u) l2m = — (aAu, u ) ^  -  ( f { u ) , u ) i2 
= -  (a B u , B u )l?n -  ( /  (u) , u j fi
, ^ B u iyi . . .  (li), u)
Km
^  ^O'ikDukj, . . .  ^  ^amkBuk^
Lfc=l fc=i
=  -  5 Z  ( a  [ B u i , i  • • • i • • • B u m ,i] )  m -  ( /  ( u ) , u j
i e z
=  - ^ ( i ( a  +  af) Bui¿  . . .  B u m,i\ , \B ui}Í . . .  B u i J )  ~ ( f ( u ) , i i \  
i e z  '
< - ^ ( / ? / m5 u,¿,5 u,¿)Em -  ( f { u ) , u j
i e z
l2
esto es,
Teniendo en cuenta (H l)
1 d
\u\
2 di - H l .  =  -  (f (u ) ' U)pm
iez
—  a  C0 ,¿.
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Por tanto,
2 di +  ^  +  a  IHI& -  • (4.39)
En particular,
l j J u \ \ l A a \ \ u \ \ l < \ \ c o y .  (4.40)
Multiplicando por e2as e integrando entre 0 y t, obtenemos
11“  W l l | .  <  ^ 2“ ‘ 11“  ( 0 ) l l i  +  2  | |co | | , i  Í  e - ^ - ^ d sm  m  J  o
<  e-2aí IMO)!!^ +  [1 -  e~2ai]
< e~2at ||« (0)11^ +  2| l^ lli‘ . (4.41) 
Por tanto  podemos deducir que
l l “ ( í ) l l | ,  <  | | “ ( 0 ) | | | ,  +  V i  6  [ 0 , T * [ ,  ( 4 . 4 2 )
cota que únicamente depende de las condiciones iniciales y de los parámetros del problema. 
Además, notemos que la cota es una función creciente 11^(0)11^. ■
C o ro la rio  56 Toda solución local se puede extender a una global, y la cota (4.42) es cierta para
todo t G [0, oo) .
De la desigualdad (4.41) podemos obtener la existencia de un conjunto absorbente. Definimos 
dicho conjunto como
M  :=  {« 6  4  : M l ^  < ño} , (4.43)
con ñ 2 :=  1 +
En efecto, dado un conjunto acotado B c í J ¡ y  sea uq G B , por (4.41) encontramos T  (B ) 
de manera que e~2at ||i¿o 11^2 <  1, Vi >  T  ( B ) . Teniendo en cuenta (4.41), es inmediato que el 
conjunto M  es absorbente, es decir, si u (■) es una solución tal que uq G B, entonces
\\u(t)\\l2m< I h y t > T ( B ) .
4 .3 .2  E stim a c ió n  d e  las co la s
El siguiente resultado es necesario para obtener la propiedad de la compacidad asintótica.
L em a 57 Supongamos que se verifican (Hl)-(H4), y sea uo G B , un acotado de Z^. Dado 
e >  0 existen T  (e, B ) ,  K  (e, B) > 0 de forma que para toda solución del problema (4.1) se 
verifica
E  l“ ',¿ WIÍU < e , V t > r ( e, B) .  (4.44)
\ i \>2K(e,B)
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D e m o strac ió n . Definimos una función suave tal que
{ 0, 0 < 5 < 1,
0  <  0(s) < 1 , 1 < s <  2 ,
1 , S > 2 ,
la cual satisface que |^ (s ) | <  C, para todo s 6  R+ . Dada una solución u de (4.1), definimos 
v :=  z de forma <lue v;i = PK,iU.,i, donde pK¿ := 6 .
Como u es solución de (4.1) tenemos
u j , i  —  ^  ^ a j k  1 4" U k ,i+ 1 )  f j , i  ( u  , i )
k=1
Además, como u G C 1 ([0, oo) ; Z^) es fácil ver que
=  > Ví >  0 . ^ d  i2 d t l ^ PK¿
E sta igualdad, expresada en forma matricial, nos queda
m m
^   ^0>lkAukti . . . ^  ^ CLmkÁuk¿U.i —
Jfc=l k= 1
-  f; i  («•,*)
Realizando el producto en Rm de esta ecuación con y realizando el sumatorb en todo 
Z obtenemos
1 d (4.45)
iez
Si utilizamos (H3) tenemos
(flBu.ji, — PK,Í (fl [^ i^-fl W-,i] 5 [W-,1+1 ’^-,í])r»ti
+ (a [u.,i+i -  u.,¿], [p k ,í+1 -  AFÍ,i] W-,*+l)Rm
A í f , i  | rt (® 4~ d  ) U.,¿] , lí.^ ] J “1“ (<2 U.ti] , [ p /C , i+ l  PK,i\ ^ - , i + l ) R m
^ PK,iP ll^ -ji+l -^,i Urtti 4" (<2. U.)¿] , PK,i\ -^,Í+l)Rm
^ PK,iP || -^,i+l •^,i||]R’Ti 4“ (pK,Í+1 PK,i) [(&^ -,Í+l 5 (®^ -,tí -^,*+l)Rm]
PK,iP | | ^ - , i + l  ^ • ,i ||]R ’Ti 4" (pK,Í+1 PK,Í) l l ^ - j i + l  ||j{m  (& W .;¿, U .^ - J - l ) ] ] ^  . (4.46)>
Ahora, acotamos la suma de los valores absolutos del último término de la expresión anterior 
usando la Proposición 55:
m m
^ 2  \(PK,i+i -  PK,i) (au. ,ii w - , i + l ) | { m  I -  E  E  E  Kw ,i+l PK,i) ajkuk,iuj,i-H |
iez iez j =i fc=i
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< i ^max \dj,k\ ,¿+1 ~  pK,i) EEO Uk,i\2 + |Mj,i+l|2)
~3, ~m ieZ j = 1 k= 1
< Omaxy ^  ( 1 1 IIr^ +  IK¿+l||Rm)
ie z  
m Ci< a“max 2K  ’
donde tzmax := m axi< jtk < m  \a j ,k \  y C\ es una constante que depende de B. De m anera similar, 
el penúltimo término de (4.46) lo estimamos por
V i /    M/9II-. ii 2 ^  a v  \0* t ó ) l  il. 112 ^  PC2/  J \ \PK,Í+1 PK,i) I H ll^-jí+l Hr™ Si H /  j ll^-,í+l IIr™ ^ 1
iez iez
siendo C2 o tra constante que también depende de B.
Utilizando estas dos últimas estimaciones en (4.46) tenemos
 v  ^ Q
5  y (ü B u .j , B v.^^m  > ^   ^PK,iP Ih¿-,¿+1 — '^.¿IIr™ — ~j£l 
iez iez
donde C  depende de B  y  de los parámetros del problema.
De esta forma, de (4.45) obtenemos
2 ^  5  y Pk,i +  5   ^PK,j/3 H -^^+l — ~j^
iez iez
— — ^  1 Pk,i (f , i  (u-,i) 1 -^.Or™ , 
iez
y  de aquí
1 d C
2 ^  ^  y Pk,i |W>,¿|r™ ^  _  'y ] Pk,j (f  ,i (u -,i) í W-,¿)rtTI +  ~j^ r • (4.47)
ie z  ie z
Utilizando la hipótesis (H l) obtenemos
1 d \ , ,o _ /  , ,o \  . C
En particular,
2 ¿¿ 5 3 ^ fc>* K,¿Ir™ ^  5 ~l,Pk¿ ( a  IU-,*Ir™
iez ie z
— y  y Pk,i — & lW-,¿llRTn^  +  ~jg •
 ^53 l]Rm 53 Iw'»* ^ 53 Pk,iCQ,i +  2 ,
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Como co G Z1, entonces para un e >  0 dado se cumple que podemos tomar K  (e, B ) suficiente­
mente grande para que H/Ox.iCo.íll/i <  f  y 7^  <  f  ■ De esta forma, (4.48) queda como
^  ^  j Pk,j |U-,í|]RTn +  2 a  y   ^Pk}j <  e.
iez iez
Aplicando el lema de Gronwall a esta desigualdad obtenemos
Z f t k , i  \UA WIr™ — e at Pk,i Iu-,i (0)|fl£m +  2 ‘ 
ie z  ie z
Si las condiciones iniciales están en B, existe T  (e, B) ta l que
K * WlnU ^  'Y I pká Iu;i W líU < C, VÍ >  T  ( e , B ) .
\i\>2K ie z
4.4 E xistencia de atractor global
Comenzamos esta sección con la definición del semiflujo multivaluado G asociado a las soluciones 
del problema que estamos estudiando y obteniendo que éste es un semiflujo estricto. Seguida­
mente demostraremos que el grafo del semiflujo es cerrado y pasaremos a obtener la propiedad 
de la compacidad asintótica. Terminamos esta sección estableciendo la existencia del atractor 
global compacto e invariante.
Consideremos u° 6  4 -  Denotamos con P  (Z^) al conjunto de todos los subconjuntos de Z  ^
no vacíos. Sea
T> (u°) =  {u (•) : u es solución de (4.1) definida para t > 0 }.
El semiflujo queda definido entonces como G : x Z  ^—» P  (Z^) dado por
G(t, u°) — {z  G l n^ : 3u G D (u°) de manera que u(0) = u° y u(t) = z}.
Bajo las condiciones (H1)-(H4), y por las propiedades probadas anteriormente, para cada 
u0 G Z  ^ existe al menos una solución global. Por tanto, G está bien definido. Además, por 
el Corolario 56 toda solución local se puede extender a una global, por lo que V  (i¿°) contiene 
todas las soluciones.
L em a  58 Supongamos que se verifican las hipótesis (H1)-(H4)- Entonces G ( t , G ( s , x )) =  G(¿ +  
s, x) para todo x  G Z^, s, t 6  IR+ , es decir, G es un semiflujo multivaluado estricto.
D em o strac ió n . En primer lugar veamos que G(t +  s ,x ) C G(t ,G(s,x)) .  Consideremos y G 
G{t  +  s, x). Entonces existe u(-) G D{x)  verificando u(0) =  i y  u{t + s) = y. Claramente se 
cumple que u(s ) G G(s,x)  y el resultado es cierto si probamos que y G G(t,u(s)) .  Definimos
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u (-) =  u(--fs). Por un cambio de variable demostramos que u admite representación integral 
como solución y, además, que cumple ñ(t) = u(t  +  s) = y, ñ(0) =  i¿(s). En efecto,
esto es,
u {t +  s) = u (0) +  í  F ( u  (£)) d£
Jo
rs  r t + s
=  « ( 0 ) +  /  F { u ( 0 ) d i +  /  F ( « ( í ) ) d í
Jo Js
r t + s
=  u(s )  +  J  F ( u ( £ ) ) d f
=  u{s)  +  í  F { u ( £  + s))d£,
Jo
ü ( t ) = ü (  0 ) +  [ '  F  (*(£))<%.
Jo
Por tanto  y £ G(t ,u(s))  C  G(¿, G(s,x)) .
Ahora vamos a probar que G(t, G(s , x)) C  G(£ +  s, x). Sea y £ G(£, G(s, x)), entonces existen 
zi,  u\(-) £ V ( x ) ,  y i¿2 (•) £ 2? ( 21) j ta les Que
iíi(0 ) =  x, u i(s) =  zi,  
u2{0 ) =  21 , u2(t) -  y.
Además, hemos de comprobar que existe u(-) £ D (?¿o) tal que u(0) =  x, r¿(í-f-s) =  y. Definimos 
la solución u como
/ \ í ^i(r) ,  si 0  < r < s, u{r) = < '  , .[ u2{r — s), si s < r.
Vamos a probar que u es solución demostrando que se puede expresar en la forma integral, 
entonces se derivará de forma inm ediata que y £ G(t +  s, x).
Es inmediato que si T  < s entonces es cierto el enunciado. Vamos a demostrarlo para 
T  > s. Usando el cambio de variable £ =  r  — s, y las definiciones de u\ y  u2, tenemos
f T - s
u (T) = u2 (T — s) = u2 (0) +  /  F  (i¿2 (0 )  d£
Jo
= Ul (s) + í  F ( u 2 {Z))d£
Jo
f T= u\  (s) +  / F ( u 2 (r — s) )dr
= ui  (0) +  í  F ( u \ { r ) ) d T +  í  F ( u 2 (r — s ) )dr  
Jo Js
= u  (0) + í  F ( u  (r)) dr
Jo
r T  
10
Por tanto, u es solución y se cumple el resultado
Vamos a ver a continuación algunas propiedades del semiflujo multivaluado G.
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L em a 5 9  Supongamos que se cumplen las condiciones (H1)-(H4)- Sea t i 0 n  una sucesión que
converge a u° en 1^ y T  > O fijo. Entonces, dado e > O existe K  (e) de forma que para toda
solución un (•) 6  D  (i¿0n) se cumple
£  K í ( 0 | r , » < < 5  V í 6[0 ,T] .  (4.49)
\ i \>K(e)
Además, existe u(-) £ V  (i¿°) y una subsucesión uUk tal que
unk ^ u  enC{[Q, T \ , l 2m) .  ( 4 . 5 0 )
D em o strac ió n . Definimos v =  de forma que v.¿ =  Pk ,íU-,í -
Notamos que para todo e > 0 existen K \  (e), N  (e) tales que
Vn>i V,
i e z
£ > , * K í I Í U < j >  v k > k u
i e z
luego
X PK¿ \u°¿ Ir™ -  2  f X K ™  “  u%Ir™ +  X PK¿ K * I r ™ )  <  e’ (4 *5 1 )
i e  z  \ i e z  i e  z  /
cuando n > N  y K  > K \.
Recordemos que en la Proposición 55 hemos obtenido la existencia de una constante R q >  0 
que verifica
\\un (t)\\l2m <  Ro, v t e  [0,71, Vn. (4.52)
Usando (4.48) y co £ l1 podemos elegir K 2  (e) tal que
d
dt y jPK,i WIÍU < e, si K  > K 2.
Integrando sobre (0, t) y usando (4.51) obtenemos
X \ui wir™ -  X^ > i |w" WIÍU < e + Te, si K  > m ax {K u  K 2} , (4.53)
\ i \>2K{t)  i e  z
lo que implica que (4.49) se cumple.
Fijamos ahora t £ [0,T]. La desigualdad (4.52) nos proporciona, pasando a una subsucesión, 
que un (t ) —> w  débilmente en Entonces para todo a > 0 existen N  (cr) y K  (cr) tales que
IK (t) -  tüH^ < X IU”i W ” W-Alrn + X W “ W'Alrn
\ i \<K(a)  \ i \>K(a)
^  X KiW- l^íU4'2 X X K¿WlRm<Cr,
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si n  > N . Por tanto un (t) —» w fuerte en Z^. Hemos obtenido que la sucesión un (t) es 
precompacta para todo t. Por (4.6) y (4.52) tenemos que para cualquier n G N,
donde C  no depende de n. 
De la igualdad
obtenemos entonces que
\\F(unm& <c,
j u nti =  aAtTj -  f ; i  « , )  :=  F.¿ ( « " ) ,  
d
-rUn < C i ,
11dt
por lo que la sucesión u11 es equicontinua, es decir, para todo e > 0  existe 5 > 0  tal que
||i¿n (t ) — un (5) 11,2 <  £ si \t — si <  5, Vn.771
El teorema de Ascoli-Arzelá implica entonces que existe una subsucesión unk convergente en 
C  ([0, T \ , l2m) a cierta función u (•). E sta convergencia la utilizamos además para demostrar que 
u es solución. En efecto, un (t) —> u (t) , en Z^ V t G [0, T ] ; en particular, un (0) —> u (0) en 
l2m . Como por hipótesis un (0) =  u0n —> u° en Z^, si tenemos en cuenta que el límite es único 
deducimos que u ( 0) =  u°. Para demostrar que dicha función es solución de (4.1) razonamos 
de la misma forma que en el final de la demostración del Teorema 50. Obtenemos así que se 
verifica la igualdad integral para u, finalizando la prueba, ya que u  (•) puede ser extendida a  una 
solución global. ■
Como corolario del lema obtenemos que el grafo del semiflujo multivaluado es cerrado fuerte.
C o ro la rio  60 Suponemos (Hl)-(HJ^). Entonces el grafo de G ( t ,.) es cerrado, es decir, dadas 
£00 y pp _» en y tales que ( " g G  (£, /?n) , entonces £°° G G (t , f3° ° ) .
D em o strac ió n . Como G G (¿, /?n) podemos encontrar una sucesión de soluciones un (.) G 
D  ((T1) , tales que un (t) = £n. Aplicando el resultado anterior, podemos encontrar una función 
u(-)  G D((3°°) de forma que un —► u en C  ([0, t] ; Z^ ) . En particular, de aquí deducimos que 
un (t ) —» u (t ) en Z^, lo cual nos proporciona que £n —* u (t ) en Z^. Aplicando ahora la unicidad 
del límite tenemos que u  (t ) =  £°°, obteniendo que ( ° ° g G  (t , ¡3°°). ■
Pasamos a obtener uno de los resultados más importantes de este capítulo: la compacidad 
asintótica del semiflujo multivaluado.
Recordemos que B  (X ) denota el conjunto de subconjuntos no vacíos y acotados de X .
L em a 61 Supongamos que se verifican (H1)-(H4). Consideremos B  G B (Z^) tales que existe 
T  (B ) G M+ de manera que 1t {B) e  ® (ín ) > donde 1t (B) := Gt>T(B)G (t , B ) . Si f f1 g G  (tn , B ) , 
tn —+ 0 0 , entonces {£n}n€N es precompacta en Z^.
D em o strac ió n . Sea no ta l que tn > T  (B ) si n > no- Entonces {£n}nGN es^  ac° t ada en 
Y Por tanto podemos extraer una subsucesión que converge débilmente. Dicha sucesión la 
renombramos como {£n }n€N, es decir, existe £ G Z^ tal que
£n —> £ débilmente en Z^. (4.54)
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Podemos encontrar vn E B  tales que E G (¿n, vn) . Por las propiedades de semiflujo podemos 
asegurar que dado To arbitrario,
C e G  (tn, vn) C  G (To, G (tn -  To, vn) ) ,
ya que como tn —■> oo se puede decir que tn — To > 0 .
De esta manera podemos encontrar (3a C  G (tn — To,vn) de forma que
(n e G ( T 0 ,(3n).
Ahora tomamos n \ '.= n (B ,T o )  de forma que si n >  n i >  no, entonces se verifica que 
(3a E G (tn — To,vn) C  (B) E B  (Z^) • Por tanto, podemos asegurar de nuevo que existe 
ahora una subsucesión de (3a que converge débil, esto es, existe £tq £ tal que
(3a —► £t ° débilmente en Z^. (4.55)
Veamos que dicha convergencia se transforma en convergencia fuerte. Como (3n E G  (tn — To, vn) 
existe una sucesión de soluciones wn de forma que wn (0) = vn y wn (tn — To) =  (3a. Utilizando 
la desigualdad (4.44), dado e >  0 podemos asegurar que existen T  (e ), Kq (e) independientes 
de n de forma que Zl|i|>X0 \wTl MIÍU < e, Vi >  T  (e) . Consideremos n 2 de forma que tn —
Tq > T  (e) para n > ri2  > n \ > no- En esta situación se verifica que ]C|¿|>.k-0 Rr
(tn T o )  < | .  Por otro lado, como £r0 € Z  ^ podemos encontrar K \ (e) de
2Toforma que para K  > K \ > Ko, Y 1 \ í \ > k  £• 
la diferencia \\(3n — £To||^2 :
2 1 ™ 2
Rm
< §. Entonces, en particular, podemos estimar
lRmEK*-^L = E K‘-«5|».+ E¿ez \ i \<K! \ i \>Ki
+ E \ ^ - ^ L - ¡ + 2 E Kil^+2 E
\ i \>K1
< e,
2
si n >  713 >  n 2 , donde hemos utilizado que en M convergencia débil y fuerte coinciden. 
Consideremos la sucesión de soluciones un (•) de forma que
f un (To) =  í" ,
\  u " ( 0 ) =  /?“ .
Por el lema 59 podemos encontrar una solución u E D (Cr°) que verifica un —> u e n C  ([0, To], Z^) 
Por tanto, £n —> £ en sentido fuerte. ■
P ro p o sic ió n  62 (S em ico n tin u id ad  su p e r io r  de l sem iflu jo) Suponemos que se verifican las 
hipótesis (H1)-(H4). Entonces el semiflujo G ( t , .) es superiormente semicontinuo Vi >  0.
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D em o strac ió n . Procedemos por reducción al absurdo. Consideremos t > 0. Podemos suponer 
que existe un punto xo G Z^ y existe un entorno O  de G (í, xo) de forma que para cualquier 
6  > 0  existe x¿ que verifica:
/  i) \\x5  -  x 0 \\ l2  < 5,/ *771
\  ii)3  £Xs G G (t,xg)  ta l que £Xg £ O.
En particular, dado n  G N podemos encontrar xn, de forma que verifican:
í  ¿) WXn-XoW^ <
\  ii)£n G G (t, xn) tal que £ O.
Podemos tomar un (•) G D (x n) tales que un (t) = £n . Por (4.50) podemos obtener (pasando 
a una subsucesión si es necesario) una función u(-) G D (xo) de manera que un (•) —» u {-) en 
C ([0,4] ;lm) • En particular un (t ) —> u ( t ) en esto es, —> u ( t ) := ^ en l Si tenemos en 
cuenta que —» xo en y el Corolario 60, deducimos que ( g G ( í ,  xo) , lo cual nos proporciona
una contradicción. ■
A continuación vamos a establecer que el semigrupo posee valores compactos.
P ro p o sic ió n  63 (V alores C o m p ac to s) El semiflujo multivaluado G (t , •) tiene valores com­
pactos, Le., dados (n G G  (t , x°), entonces existen £njfc, £ tales que £nfc —> ^ e n í^  y que verifican 
que (  G G (í, x°) .
D em o strac ió n . Como G G (£ ,x °), existen un (•) G (x°) tales que un (0) =  x°, un (t) = 
£n. Además, en virtud de (4.50) existe u G D  (x°) de manera que unk —> u en C  ([0, t] ; Z^) . Por 
tanto podemos asegurar que para una subsucesión £nfc =  uUk (t) —> u (i) en Z^. De esta manera, 
si tomamos £ := u (t ) podemos asegurar que £ G G (t, x ° ) . ■
Terminamos esta sección con la demostración de la existencia del atractor global, compacto 
e invariante.
T eo rem a 64 Bajo las hipótesis (Hl)-(Hj.), el sistema (4.1) define un semiflujo multivaluado 
en el espacio de fases l^  que posee un atractor global compacto, minimal e invariante, A .
D em o strac ió n . La demostración la realizamos reuniendo los resultados anteriores y utilizando 
el Teorema 21  y la Nota 17 del Capítulo 2 .
Las condiciones de este Teorema se cumplen, ya que:
1- La acotación (4.42) en la Proposición 55 nos proporciona que 7 q” (B ) es un acotado para 
todo B  acotado y (4.43) nos proporciona la existencia del conjunto absorbente, J5o-
2- El semiflujo G es asintóticamente compacto (Lema 61).
3- G {t,.) es superiormente semicontinuo y tiene valores compactos (Proposiciones 62 y 63).
4- Además, G es un semiflujo estricto.
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4.5 Aproxim ación del atractor
En esta sección vamos a obtener la propiedad de semicontinuidad superior del atractor. En 
la primera parte aproximamos el sistema (4.1) mediante proyecciones a un conjunto finito de 
ecuaciones y establecemos la existencia de soluciones para estos problemas. A continuación 
definimos semiflujos multivaluados para los mismos y demostramos la existencia del atractor 
global. Terminamos estableciendo la propiedad de la semicontinuidad superior del atractor.
Sea n > 1. Vamos a considerar la ecuación diferencial ordinaria (2n +  l ) m —dimensional 
dada por la expresión
V ,—n ~  & ( v -,—n —1 -f- f  ,—n (?•,—n )  »
V-,—n + 1 “  0> {V-,—n  +  U^—ji+ 2 ) — / • ,—n+1 n + l )  •>
<
v -,n—1 =  a  (.V-,71—2 — 2u .fTi_i +  V.tn) — f - tn —1 (v-,n—l )  5 
V.>n =  a  (v .,n _ i  -  2 u n +  ü.,n+ l )  -  f-,n (v .,n) ,
con condición inicial
K-™, ...,v,B)(o) w°B) e [R2"+1]m.
Notemos que en la expresión anterior existen algunos términos que no están definidos, como por 
ejemplo v . - n- \  o u.,n+iRm, ya Que v G R (2n+1) . Por este motivo hemos de utilizar condiciones 
de contorno que denominamos ’circulares’ o simétricas, de forma que =  u >n y u )Tl+i =
v.t- n . Así, la ecuación anterior queda como
V . - n  = a (V.tn  ~  2 v . - n +  V. _„+i) -  f . - n (v.,-n) , 
n+1 =  Q>{y~,—n 2v.^—n + \  “b  V.f—n -\-2) / • ,—n+ 1  (^ - ,—n + l )  5
V ,n —1 =  a  { y  ,n —2 2 u )7l_ l  +  U.?n) f - ,n —1 (V-,n—l )  ?
V.,„ =  O (u . ,n _ i  -  2 v . ,„  +  V . , - n ) “  / , n  (v.,n ) ,
(4.56)
con condición inicial
(n._n, . . . , u „ ) ( 0 )  =  6 (4.57)
La EDO anterior se puede reformular como
v =  —aÁv — f  (v) , t > 0 , 
v ( 0 ) =  u0 € [R2n+1]m ,
(4.58)
donde v = (v*,i)|4|<n¿= 1,„.,m. / ( « )  =  ( / j , i K  ¡))|í|< „j= i m > y los operadores Á y  É s e  definen
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como
A i :=
B i :=
‘  2 - 1 0 0 0 - 1  "
- 1 2 - 1 0 0 0
0 - 1 2 - 1 0 .. • 0
0 0 - 1 2 - 1 0 0
0 0 0 - 1 2 - 1
_ - 1 0 0 ... 0 - 1 2
"  - 1 1 0 0 0 0 '
0 - 1 1 0 0 0
0 0 - 1 1 0 0
0 0 0 - 1 1 0
0 0 0 0 - 1 1
11 0 0 0 0 - 1
-I (2n+l) x (2n+l)
(2n+l)x(2n+l)
A  = 
B  =
i i  w  i i i ] ,
B i {m). ¿ i ]  .
Se puede demostrar que A = B B l =  B lB . Estos operadores dependen de n, pero por simplicidad 
identificamos A n, B n con A, B  respectivamente.
De acuerdo con el teorema de existencia de Peano sabemos que toda condición inicial en 
R (2 n + ir posee al menos una solución local.
A continuación vamos a obtener que para todo n  el sistema de EDOs (4.56) — (4.57) genera 
un semiflujo multivaluado Gn. Además, el semiflujo Gn posee un conjunto absorbente. Este 
resultado es necesario para la obtención de la existencia del atractor global A n-
N o ta  65 En  [R2n+1]m denotamos el producto escalar como (.,.), que viene dado por
(u,v) ' = ^ 2  S  u3 ¿vj¿' u ’v e  pR2n+1]'
j=1 |¿|<2n+l
De forma similar a lo vist al pricipio del capítulo, se puede demostrar que
(aÁ u , ^a B u , B v'j .
Tomemos una condición inicial vo en la bola B n (0, R ) de [R2n+1]m , donde R  no depende de n. 
Consideremos el producto de (4.56) con v :
1 d
2 ~¿t IMIpR2n+ir  +  (a B v , Bv^j =  -  ( J { v ) , v )  .
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Usando (H l) y (H3) obtenemos
I M I ¡ R 2 » + 1 ] m  +  P B v 2 n + l ] T
— ~ a  X v  [ lV->i l]RTn —
|t|< n
de donde
Y á t  I M I | R 2 n + 1 ] m  +  P Bv [R 2 n + a,m +  a  IMljW*-1]™ ^  IMIí*
En particular, si descartamos (3 
tenemos
B v
[R 2n + 1]»
en la parte izquierda de la anterior expresión
1 2 2
2 ¿i IMI[R2n+qm +  a  llv ll[R2«+i]m < llcollp •
Multiplicando por e2at obtenemos
d
e integrando en [0 , t]:
J2 at
— [e2oit ||v||pi2n+i]m^ < 2 e2aí ||co||/i , 
llv Wllpl2"+i]m ^  \\v + 2  j  e2as ||co||¿i ds.
Por tanto,
llv (OlljW+i]”* <  e“ 2“‘ H« (0 ) ||Jp^ ,r +  2  j ‘ e-2a(í-s ) Hctollp ds
< e~2 atR 2  + Í . e - 2  a ( t - s )
a o
I N I , .
I M I i ><  e~2atR 2  + ( - - - e ~ 2at \c¿ a
< e - 2atR 2  + i  l lco ll, , .
a
Al igual que en la Sección 4.3, de la desigualdad anterior deducimos que toda solución local 
puede ser extendida a una solución global.
Como las condiciones iniciales se encuentran acotadas en la bola B n (0, R ) ,  cuyo radio no 
depende de n, el tiempo no depende de n. De esta manera tenemos que existe Ti (R) ta l que
l l V  W I I [ R 2 n + l ] m  <  —  I I CD l I n  +  1 ,  V í  >  T i .
Como el término no lineal es sólo continuo, el teorema de Peano no nos garantiza la unicidad. 
Por tanto  definimos un semiflujo Gn para cada uno de los problemas discretizados:
Gn (t, .) : [R2n+1]m — > P  ([R2n+1]m) ,
donde Gn (¿, v q )  := {z  e  [R2n+1]m : 3 v (.) G Dn (uo) con v (0) =  uo y v (t) — z}  , y D n (v0) se 
define como en la Sección 4.4.
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Razonando de manera similar al Lema 58 de la Sección 4.4 podemos obtener que Gn es un 
semiflujo estricto.
Análogamente a como definíamos el absorbente de G, el conjunto
On G [R2n+1] : IMlj^n+l]™ <  ||coI||i +  1^ |
esto es, la bola de centro 0 y radio ||co||p + 1) 1 en [R2n+1]m es un absorbente acotado 
para el semiflujo Gn, cuyo radio no depende de n. Por tanto, dado un conjunto acotado B  C 
[R2n+1]m existe T\ = T\ (B , a , co) de forma que si t >  Ti, Gn (¿, B) C 9n . Como [R2n+1]m es 
de dimensión finita, todo acotado es precompacto (en este caso en [R2n+1]m), y se puede ver 
fácilmente que Gn es asintóticamente compacto.
A continuación vemos que Gn posee valores compactos, tiene el grafo cerrado y es superior­
mente semicontinuo.
P ro p o sic ió n  6 6  Asumimos (H1)-(H4). Entonces el semiflujo multivaluado Gn (t,-) tiene val­
ores compactos.
P ro p o sic ió n  67 Suponemos (H1)-(H4). Entonces el grafo de Gn (t,.)  es cerrado, es decir,
dadas £p —► £°° y flp —¡► /?°°, en [i?271"1"1]771, y tales que £p G Gn (t , pP) , entonces £°° G Gn (t, fl°° ) .
La prueba de la Proposiciones 66  y 67 se realiza de forma similar a la Proposición 63 y el 
Corolario 60, respectivamente.
P ro p o sic ió n  6 8  Suponemos que se verifican (H1)-(H4)- Entonces el semiflujo Gn {t,-) es su­
periormente semicontinuo Vt >  0.
D em o strac ió n . Procedemos por reducción al absurdo. Podemos suponer que existe un punto 
xo £ [R2n+1]m y existe un entorno O  de Gn ( t ,x o) de forma que para cualquier 5 > 0 existe 
x$ que verifica
í  0  I N  -  z o ||[r 2 n+ijm <  5,
\  ii)3 £xs G Gn (t, xs) tal que £xs $ O.
En particular, dado p  G N podemos encontrar xp, de forma que verifican:
f i) ||Xp -  Xo||[K2n+l]™ <
\  ii)£p G G (t , xp) ta l que £p £ O.
Tenemos que £p G Gn (t,x p) es una sucesión precompacta en [R2n+1]m, esto es, existe £ G 
[R2n+1]m ta l que £Pfc —+ £ en [R2n+1]m . Si tenemos en cuenta que xPk —> xo en [R2n+1]m , junto 
a que el grafo es cerrado fuerte, deducimos que £ G Gn (í, x o ). Entonces es evidente que existe 
p  ta l que £Pfc G O , Vpjt > p , lo cual es una contradicción. ■
De las propiedades obtenidas se demuestra la existencia del atractor global compacto e 
invariante (ver Teorema 21  y Nota 17 ), A n• Además, A n C 9n, Vn.
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4 .5 .1  E s tim a c io n e s  para  la  ap rox im a ció n : S em ico n tin u id a d  su p e r io r  d e l a tra c ­
to r .
Vamos a dem ostrar que los atractores A n C [R2n+1]m , inmersos de manera natural en Z^, 
se acercan al atractor A  en cierto sentido. Con el objetivo de obtener la semicontinuidad del 
atractor, primero obtenemos algunas estimaciones uniformes para los conjuntos A n•
L em a 69 Dado e > 0, existe K  (e) de forma que dados n  G N, n > K  (e) , w  G A n ,
D em o strac ió n . Sabemos que los atractores A n son invariantes, esto es Gn (t, A n) — A n G 
R+ . Consideremos vo G .4n, y sea y G Gn (t, uo) • Entonces existe una solución del problema 
aproximado v (•) de forma que v (t) =  y y v (0) =  vo. Es inmediato por la invarianza del atractor 
que
Consideremos k > 0, a determinar posteriormente, y n >  k. Sea 2 (t ) tal que z.¿ (t ) :=  Pk,iV-,i ( t) . 
Tomando el producto de (4.56) con 2 en [R2n+1]m obtenemos "
(4.59)
K{t)<\i\<n
v ( t)  e A „ c  en , ' it  € R+ . (4.60)
Realizando un proceso análogo al de la demostración de (4.44) se demuestra que
donde C\ no depende de n. Utilizando esta últim a desigualdad obtenemos
De aquí
|i|<n
esto es
|i|<n
Tomando k  suficientemente grande de forma que Pk,iCo,i F  obtenemos de la
expresión anterior
d
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Aplicando el lema de Gronwall y teniendo en cuenta que A n C  6 n, tenemos
Pk,i \v-,i (í)ljjm < 2 e at 53 I1’ ’*
|¿|<n MS-ti
< -  +  e~2at ||v (0 )||pi2n+l]n*
< |  +  e - 2aíi&
donde R% := 1 +
A continuación tomando T\ =  £¡¡ log ^-7 °^ se verifica que Por tanto
y  ^Pk,i \v i (t)|]Rm < e.
|z|<n
De esto deducimos que
53 wIr™ -  53 \Vi wiRm ’ Ví -  T i - (4-61)2fc(c)<|¿|<n
Ahora consideremos w G A n- Como Gn (T i,A n) = A n, podemos asegurar que existe vo € A n 
de forma que w G G (Ti, vo). De esta manera obtenemos que existe una solución v (•) de forma 
que v (Ti) =  w  y v (0) =  vo- De (4.61) tenemos que
y   ^ i^Ir™  =  5   ^ \ví (Ti) ijjm < c,
2k(e)<\i \<n 2fc(e)<|¿|<n
concluyendo la prueba del lema. ■
N o ta  70 Notemos que en la prueba anterior k < n, por lo que ’tom ar’ k  suficientemente grande 
lleva implícito que n también ha de tomarse grande, pero este hecho no afecta al paso al límite 
ya que una vez que este k ha sido fijado basta tomar n > k para que todo el razonamiento sea 
válido.
N o ta  71 Ahora, dado w = (wi) G [R2n+1]m podemos sumergir este elemento en Z^ en la forma
w.¿ G Mm, si | i |  < n 
0 , si \i\ > n
Por abuso de notación identificaremos w con w , salvo en el caso que no quede claro por el 
contexto. Así, por ejemplo, cuando decimos que [R2n+1] 3 vn —* vq en Z^, nos referimos a
que vn —» vo en Z^.
Ahora podemos demostrar la semicontinuidad superior del atractor con respecto a las aprox­
imaciones finito dimensionales.
L em a 72 dist (A n, *4) —> 0, si n  —> 0 0 .
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D em o strac ió n . En primer lugar veamos que K  := U^L-^An es compacto en Z^. Demostremos 
que B  = U ^ ^ A n  es precompacto, esto es, cualquier v0,n G posee una subsucesión
convergente. Como A n C  0n , el conjunto absorbente, tenemos que B  es un conjunto acotado, 
lo cual nos permite asegurar que v0,n —> v° débil en Z^. Veamos que dicha convergencia se 
transforma en convergencia fuerte, es decir, dado e > 0, existe N  (e) ta l que ||u0,n — u0 | | í2 <II ll£m
e, si n > N  (e) . Por (4.59) sabemos que si w G A n existe K  (e) ta l que £]|¿|>/<:(e) <
0,71
R m < 5 -e, donde K  (e) no depende de n. De esta manera, podemos asegurar que X |^¿|>K(e)
Utilizando la equivalencia entre convergéncia débil y fuerte en dimensión finita, y tomando 
n > N i (e, K ) , tenemos
K ’" -  « I L
0,71 o
~ V;i= E
M<*(é) '
<  e +  2
|¿|>*(e)
2 e +  X I  I
2
Km
\v0 I2•¿Ir™
+ E
\ i \>K(e)
+  2 ^ 2  \v
\ i \>K{e)
0,71 0
\v-i ~ v ¿
2
Rm
0,71 2
Rm
<
< 3e,
.o i2
lRm
donde además hemos utilizado que como v° G Z^, y que K  (e) se podía elegir de forma que
E '-0'2 e\v~ - i —I ,® IRm — 2
Podemos concluir que ||u0,n — u° ||? 2 < 3e.II II ím
A continuación, se puede demostrar de manera similar a la prueba de (4.50) que, dados 
v° € y v°,n ^ [R2n+1]m tales que v0,n —> v° en Z^, y dada una sucesión de soluciones 
vn (•) G Dn (v®,n) verificando que vn (0) =  u0,n, t G [0, T ] , existe una subsucesión de forma que
vn‘ (.) -  V (.) 6  D (v°) en C ([0, T ] , 4 ) .  (4.62)
Para term inar, hemos de tener en cuenta que
dist (A n , -4) <  dist (Gn (t , A n) , -4)
<  dist ( G n (t , A n ) , G  (t, K ) )  +  dist ( G  (t , K ) , A ) .
Como A  atrae a todo acotado de Z^, entonces podemos encontrar to de m anera que
dist (G  (í, K ) ,A )  < ¡j, Vt >  to-
Fijamos t  > to.  Veamos que d i s t ( G n ( t , A n ) , G ( t , K ) )  < | ,  si n  es suficientemente grande 
(n >  N  (e)). Para esto utilizaremos el resultado anterior. Procedemos por reducción al absurdo. 
Supongamos que dado e > 0  existe una sucesión njt de forma que d i s t  (G nk (¿, A Uk) , G  (t , K ) )  > 
Esto nos permite encontrar vnk G G nk ( t , A nk) tales que
d is t(v nk,G ( t ,K ) )  > - . (4.63)
SISTEMAS DE INFINITAS EDOs 87
Por abuso de notación rik = n. Entonces, vn € Gn (¿, A n) , y podemos encontrar i>o,n £ A n y 
soluciones vn (•) de manera vn (0) =  vo,n y vn (t ) =  vn . Como K  es un conjunto compacto sabemos 
que existe vo 6  K  tal que voíTl —» vo en /^ . Utilizando ahora el resultado (4.62) podemos asegurar 
que existe v (•) ta l que vn (•) —► v (•) en C ([0, t] , Z ^ ). Por tan to  vn (t ) =  vn —► u (Z) =  v en Z^. 
Como uo,n -► vo en Z^, por unicidad del límite deducimos que v (0) =  vq y por tanto tenemos 
que v ( t)  = v £ G ( t ,K ) , de donde, tomando n > N  (c), obtenemos que ||vn — v\\p <  f ,  es 
decir, dist (vn , C (í, K )) < | ,  lo cual contradice (4.63), concluyendo así la prueba. ■
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Capítulo 5
Atractores de ecuaciones de campo 
de fase en R^
5.1 Introducción
El sistema de ecuaciones de campo de fase es un modelo ampliamente estudiado que consiste en 
dos ecuaciones parabólicas acopladas donde u describe la tem peratura y es un parámetro de 
orden que describe la frontera de las fases líquido-sólido. Estas ecuaciones son muy utilizadas 
en el estudio de materiales que presentan separación de fases, lo cual es un fenómeno corriente 
en muchos ámbitos. Dichos procesos aparecen, por ejemplo, en la teoría de solidificación. Para 
un análisis más detallado de este modelo desde el punto de vista físico ver [40].
Como ya comentamos en la introducción de esta tesis, en el primer resultado relacionado con 
la teoría de atractores para el sistema de campo de fase (ver [49]) se demuestra la existencia de un 
atractor global compacto en el espacio de fases (ü/ 1) 2 . En dicho trabajo se asumen condiciones 
de frontera de Dirichlet. Posteriormente, otros autores extienden este mismo resultado a sistemas 
con diferentes condiciones de frontera o a otros espacios de fases más generales (ver [14], [20], 
[21], [47]). En todos estos trabajos la variable espacial x  pertenece a un dominio acotado 
Í2 C condición esencial para poder obtener que el sistema es disipativo. Además, se imponen 
condiciones suficientes sobre el término no lineal para poder definir un semigrupo de operadores. 
En otros trabajos se debilitan las hipótesis, de manera que no se garantiza la unicidad de las 
soluciones para el problema de Cauchy. Usando la teoría de semiflujos y procesos multivaluados 
se estudia el comportamiento asintótico de las soluciones y se obtiene la existencia de un atractor 
global (ver [51] y [53]).
Otros sistemas estrechamente relacionados con las ecuaciones de campo de fase que aquí 
tratamos son las ecuaciones de Cahn-Hilliard o el sistema de Penrose-Fife (ver [32], [50], [78], 
[81]), sistemas que también han sido estudiados bajo el punto de vista de la teoría de atractores 
globales.
En este capítulo estudiamos el comportamiento asintótico de un sistema de ecuaciones de 
campo de fase en el caso en que la variable espacial x  pertenece a R3. Para el sistema del 
campo de fase no parece que existan resultados en esta dirección. La principal dificultad que se 
deriva en este caso es la pérdida de disipación del sistema, aspecto clave para poder probar que 
existe el atractor global compacto. En el caso de dominios acotados el operador de Laplace A 
permite obtener algunas estimaciones de tipo exponencial, las cuales a su vez, nos proporcionan
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la existencia de un conjunto absorbente acotado. Estas estimaciones se basan en el uso de la 
desigualdad de Poincaré, desigualdad que es cierta en el caso de dominios acotados en alguna 
dirección. Por tanto, no puede ser usada en nuestra situación.
Como hemos visto en el Capítulo 3, este problema aparece también en las ecuaciones de 
reacción-difusión. En dichos sitemas se necesita imponer condiciones extra sobre el término no 
lineal de las ecuaciones, de forma que el sistema se vuelve disipativo. Entonces se demuestra la 
existencia de un conjunto absorbente. Este método no puede ser utilizado para nuestro sistema 
de campo de fase. La razón se encuentra en la ausencia de término no lineal en la ecuación 
correspondiente a la variable de tem peratura del sistema u. Por tanto no podemos imponer 
condiciones extra sobre el término no lineal para la obtención de la disipación.
Por todo esto no hemos podido demostrar la existencia de un conjunto absorbente ni tam ­
poco la existencia del atractor global compacto. De hecho, hemos definido un espacio con peso 
adecuado para así poder obtener la existencia de un atractor global, el cual puede ser no acotado 
en general. Este atractor atrae, en la norma del espacio con peso, a todos los conjuntos acota­
dos del espacio (H 1 (R 3))  . Los resultados que hemos obtenido han sido probados sin asumir 
condiciones extra que proporcionan unicidad de solución. Sin embargo, como caso particular, 
hemos probado la existencia de atractor bajo condiciones de unicidad. Es interesante señalar 
que este resultado también es nuevo.
El capítulo está estructurado como sigue. En la Sección 5.2 exponemos las condiciones 
del problema y algunas definiciones que son esenciales. Además, obtenemos la existencia de 
solución y, bajo hipótesis adicionales, la unicidad de solución del problema de Cauchy en el 
espacio ( i / 1 (R3)) . En la segunda sección obtenemos algunas estimaciones preliminares de las 
soluciones. En particular, definimos un funcional de Lyapunov y lo utilizamos para probar que 
las soluciones que empiezan en un conjunto acotado de (H 1 (R 3) )  permanecen uniformemente 
acotadas para cualquier t > 0. En la tercera sección definimos un semiflujo multivaluado en el 
espacio (H 1 (R 3) )  y probamos que éste es asintóticainente compacto con respecto a la norma 
de un espacio con peso adecuado. En la Sección 5.5 obtenemos el resultado principal para 
este sistema: establecemos la existencia de un atractor global negativamente semi-invariante. 
Finalmente, en la Sección 5.6 asumimos condiciones más restrictivas, que nos permiten definir 
un semigrupo de operadores, y así obtener la existencia de un atractor global invariante.
5.2 Existencia y unicidad de soluciones
Consideremos el problema de Cauchy para el sistema de campo de fase:
{ \upt -  £2A ip +  f { x , <p) = 2 u,
ut +  =  dAu, (5.1)
u (0 , x) =  uq (x )  , <p (0 , x) =  (po ( x ) ,
d da
donde f i , ^ l , d  > 0, <p =  (p (t,x ) ,  u = u ( t ,x ) ,  ( t,x )  e  [0, +oo) x R3, ipt =  Ut ~  ~dt ^
f  : R3 x R —> R es una función Caratheodory , es decir, medible sobre x  y continua con respecto 
a s.
Asumimos las siguientes condiciones:
{H l)  Existen M  (x ) , G (x) , a(x)  >  0, C', C" > 0 de manera que q 2 G W 2,°° (R3) D L 1 (R3) ,
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M  eL* , paxa algún q £ [1, + 00], G 6  L 1 (R3), y
Vo;2 (¡r) <  C 'a 2 (a:),
(x) < C "(A  (x ) , casi para todo x £ R 3,
(5.2)
/(x ,  s)s >  (a (x ) ) 2 s4 — M (x),
F  (x, s) >  (a (x ) ) 2 s4 — G (x ) , Vs y casi para todo x £
(5.3)
(5.4)
donde F  (s) — f ^ f  (x, u) du.
(H 2) Existen funciones positivas i) i(x ),Z )2 (x) £ I /1 y una constante 71 > 0  tales que
F (x , s) >  - D i  (x ) ,
/  (z, s) s >  —7 is 2 — Z>2 (x ) , Vs y casi para todo x £ R3. 
(H 3) Existen una función positiva D${x) £ L 2  (R3) y 72 >  0 tales que
|/ (x ,s ) | < Ds{x) + 7 2 |s |3, Vs y c.p.t. x £ R3.
(5.5)
(5.6)
(5.7)
N o ta  73 Es inmediato que (5.4) implica (5.5). Sin embargo, para el teorema de existencia de 
soluciones de la próxima sección sólo necesitamos las condiciones (H2)-(H3).
N o ta  74 Notemos que la condición (5.2) en (H l) y el Lema 31 implican que
|V a| =  2
1 1
ot. 2 V oí 2 < 2C'a.
N ota  75 Notemos que la condición (5.2) junto a que Q2 £ W 1,0° (R3) fl L 1 (R3) implican, vía 
interpolación (ver la Proposición 132), que 0 2  £ W 1,p (R3) para cualquier p  £ [l,+oo].
Notemos además que, utilizando la desigualdad de Young, tenemos que para cualquier A  > 0 
se cumple que
2Aa  (x) s2 <  (o (a: ) ) 2 s4 +  A 2 (a  (x) ) 2 , 
y entonces la hipótesis (H l)  implica
a  (x) / (x ,  s)s >  (a (x ) ) 2 s4 — a (x )M  (x) > 2 A a  (x) s2 — A 2 (a  (x) ) 2 — a(x )M  (x)
=  2A a  (x) s2 — M  (x ) , (5-8)
donde M  (x) := A 2 ( a ( x ) ) 2 +  a (x )M  (x). Notemos que M  £ L 1 (R3) , ya que, como a  £ 
L 1 (R3) D L°° (R3) , entonces a  £ IP (R3) para todo p £ [1, + 00] (ver la Proposición 132).
En este capítulo || | | , ||-||#i denotaran las normas en los espacios L 2  (R3) y H 1 (R3), respec­
tivamente. En general, ||-||^ será la norma en el espacio de Banach X .  Por (•,•) denotamos el
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producto escalar en el espacio L 2  (R3). Por abuso de notación, también utilizaremos ||*|| para 
la norma en el espacio (L2 (R3))3 cuando ello no dé lugar a confusión. El par entre H 1 (Rn ) y 
H ~ x (R ^) lo denotaremos por (•,•). Además, en lo que sigue denotaremos por u • v el producto 
escalar en R3.
Como datos iniciales, en primer lugar, vamos a considerar i¿o, V^o pertenecientes al espacio
H 1
D e f i n i c i ó n  7 6  Decimos que x) , u ( £ , x ) ) ,  t G [0, T], x  G R3, es una solución débil de (5.1) 
si (ip,u) G L°° (o ,T ; (H 1 (R3))2) D L 2  (o ,T ; (H 2  (R3))2) y para todo v G Cg° ( ( 0 ,T ) x 
satisface las igualdades:
— ¡i I I ipvtdxdt — £,2 I (fA vdxdt +  / / f  (x ,u ) vdxdt (5.9)
jo  J r 3 J o J r 3 J o J r 3
=  2  / I uvdxdt, 
Jo  J rR3
— f  í  uvtdxdt — ^  f  f  ipvtdxdt = d í  í  uA vdxd t.
Jo  JR 3 2 Jo  J K3 J o J r 3
Además, u (0) =  tío y <p (0) =  (po.
Notemos que, en virtud de la condición (5.7), como la inyección H 1 (R3) C  L G (R3) es 
continua y (<£>, u) G L°° (o,T]  (H 1 (R3) ) 2  ^ D L 2  ^0, T; (H 2 (R3) ) 2^ tenemos que
/  (x, v?), Alt, A<p, ut , G L2 (0, T ; L2 (R3) ) .  (5.10)
De todo esto, verificar las igualdades (5.9) es equivalente a verificar
I I cptvdxdt — £2 j  I AipvdxdtF  /  /  f ( x , u )  vdxdt (5.11)
Jo  J r 3 J o  J r 3 J o  J r 3
=  2 / I uvdxdt,
Jo  J r 3
í  í  utvdxdt +  r  /* [  iptvdxdt = d í  í  A uvdxdt,Jo J r 3 2 Jo  J r 3  J o  J r 3
para todo u G ¿ 2 |o ,T ; (L2 (R3) ) 2  ^ .
Como i¿, i¿¿, </?, (pt G L2 (0, T ;L 2 (R3)), entonces se tiene que las funciones u, </? pertenecen a 
C ([0 ,T ] ,L 2 (E3)) . A su vez, de aquí obtenemos que i¿, G L°° (0, T; i / 1 (l^ 3) )  , lo cual implica, 
por el Teorema 175, que las funciones t ■—> u (£, •), t ■—> (t, •) son continuas con respecto a la
topología débil del espacio H 1 (R3). De esta manera, tiene sentido que las condiciones iniciales 
estén en el espacio H 1 (R3) .
Usando el Lema 86  (probado posteriormente) con /?(x) =  1 obtenemos que ||V u (£ ) ||2 es 
absolutamente continua sobre [0, T] y que
d    „2 _ (  d— || Vi>|| =  —2 ( — v, A v  ) , para casi todo t G (0, T ) . (5.12)
dt \ d t
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Se obtiene además que la aplicación t ||i> (¿)||#i es absolutamente continua. Además, de forma 
similar a lo visto en la demostración del Lema 32, podemos probar que v £ C  ([0, T \ ; H 1 (R3) ) . 
Por otro lado, por regularización podemos obtener un sucesión p>n £ C 1 ([0, T] ,H 1 (R3)), 
£ LfociO, T; L 2  (R3)) de manera que <pn -> <p en Lfoc (O, ! " ; # 1 (R3)) y ^ ip n -> en 
L 2 (R3)). Está claro que
(F  (<Pn ( t ) )  , 1) =  ^ ¥ > n ,  /  (<Pn ( 0 )
Sabemos que /  (a:, <¿?n (x, £)) —► /  (x, (x , £)) para casi todo (x, t ) , y gracias a (5.7) tenemos que
( /  (x, (p (x, t ) ) ) 2  está acotada por una sucesión fuertemente convergente en (R3)).
Entonces (pasando a una subsucesión) el teorema de Lebesgue implica que /  (</?n) —» /  (y?) en 
L?oc(0,T; L2 (R3)). Por todo esto, pasando al límite se tiene
|( F ( < p W ) . l )  =  (« ./ (¥ >  (*))), (5.13)
en el sentido de las distribuciones. Utilizando (5.7) es fácil ver que (F (ip (t)) , 1) £ L°°(0, T). 
Utilizando (5.10), es evidente entonces que (<pt (t ) ,/(</?(£))) 6  L1 (0, T) y, por tanto, la función 
(F(</?(£)),1) es absolutamente continua.
Para obtener la existencia de soluciones definimos los subconjuntos acotados
fin := {x £ R3 : |x| <  n} , 
y en estos consideramos los problemas de contorno que vienen dados por:
¡iipt ~  £2A<¿> +  /(x , tp) = 2 it,
(5.14)ut +  — dAu,
<P lafin— u |dnn=  0 
u  (0 , x) =  uo (x ) , (p (0 , x) =  ipo (x ) , x £ fi„.
Para estos problemas la definición de solución débil es similar a la dada en la Definición 76, 
donde hemos de reemplazar H 1 (R3) por Hq (fin) y H 2  (R3) por H 2 (fin) D Hq (fin) . De forma 
similar probamos que (5.12)-(5.13) también se verifican en este caso. Los argumentos previos 
siguen siendo válidos. En particular, cualquier solución débil (cp (t) , u (t)) pertenecen al espacio
c  ( lo ,  r ] , (í í „ ) ) 2} .
A continuación vamos a obtener algunas cotas uniformes para las soluciones débiles de (5.14).
L em a 77 Asumimos (H 2) — (H 3) y sean <po,uo 6  H q (fi/t). Entonces para toda solución débil 
de (5.14) tenemos
WvMWh1 (fin) +  IMOIIf^ín») -  ( ll^ o ll/f i^ )  +  llwo||^i(íín)) + K 2, V£ £ [0,T], (5.15)
donde Ki son constantes que dependen sólo de T  y de los parámetros del problema pero no de
fin-
De esta manera, la soluciones ((p,u) están acotadas en C  ([0, T] ,H l (fin) x H 1 (fin)) uni­
formemente con respecto a las condiciones iniciales (<po, uo) pertenecientes a un conjunto acotado 
B  de H 1 (fin) x H 1 (fin)- Además, ll^ o lliji^ )  +  llwo||/íi(í2n) <  C, con C no dependiente de 
fin , entonces la estimación es uniforme con respecto a fin -
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D em o strac ió n . Para simplificar la notación a lo largo de esta prueba ||- ||, (•, •) denotarán las 
normas y el producto escalar en L2 (fin). Multiplicando la primera ecuación en (5.14) por pt y
la segunda por —u obtenemos
MII<Pt II2 +  y  ^  II V . ) | 2 +  ( /  ( . )  , . í )  =  2 (u, <fit), (5.16)
y | N |2 +  2(v,(>u) =  - ^ | | V U||2 , (5.17)
donde hemos usado (5.12) para ip y el Lema 174 para u.
Sumando (5.16) y (5.17) y usando que — (F  (tp) , 1) =  ( /  (<p) ,  <pt) (lo que se obtiene de forma
dt
similar a (5.13)) se verifica
M M | 2  +  í t  {  f l|V ¥’112 +  7 1,1,112 +  {F { v ) ’ 1}}  +  T  l|V “ 112 -  a  (5 ' 18)
2 u
Multiplicando ahora la segunda ecuación en (5.14) por ~j2 ut obtenemos
Y  IM |2 +  f  (.«,«<) =  IIV«H2 . (5-19)
donde, de nuevo, hemos utilizado (5.12).
Sumando (5.18) y (5.19) tenemos
/* IIVt II2 +  y  II V« | |2 +  ^  | k  II2 +  |  { y  II V . l |2 +  y  INI2 +  ^  II V « | |2 +  (F  ( . ) ,  1 ) )  
< - f ( w , « . ) < f l M I 2 +  ^ I W I 2 ,
de manera que
f l M I 2 +  y l |v « H 2 +  g l M I 2 
+ y  { f  IIV.II2 +  y  M 2  + r¡T l|V» | |2 +  ( F ( . ) , 1) )  <  0 . (5.20)
Además, multiplicando la prim era ecuación en (5.14) por <p tenemos
2  J t IM |2  +  ** l|V vl12  +  ( /  {lfi)' V) ~  W * +  I|U|12' (5'21)
Ahora (5.20) y (5.21) implican
< IMI2 +  IM|2 - ( f { p ) , t p ) ,
donde
Y (t)  = { f  IMI2 +  j  IIV.ll2 +  y  | |« | |2 +  y r  l|V« | |2 +  ( F ( . ) ,  1 ) )  . (5.22)
ECUACIONES DE CAMPO DE FASE 95
De aquí
j tY(t) <  SY(t) +  |  ( l  -  á | )  I M I 2 +  ( l  -  á y )  IM I2 -  IIVy.ll2
II V u l|2 “  ( /  (<P) , f ) ~ d ( F  ( v ) .! )  |  
con ó >  0. Por otro lado, las condiciones ( H2) — (H3) nos proporcionan
-  ( /  (<P) ,<P)< [  D 2 (x) dx +  7 i |M |2 ,
J  fin
—ó (F  (<p) , 1) =  — 6  í  F {íp )< 5  í  D \{x)dx.
Tomando 5 suficientemente grande los cuatro términos concernientes a </?, u, V</?, Vu son no- 
positivos y entonces
-j¡Y{t) < ¿Y(t) +  f  D 2 (x)dx-\-S  f  D \{x)dx  +  71 |M |2 •
d t J íln  J ü n
Como D \,D 2  € L 1 (Rn), existen constantes K  no dependientes de Qn de manera que
±Y(t) <SY(t) +  K,  (5.23)
y por el Lema de Gronwall
Y (t)  < Y ( 0)eÍT +  K , (5.24)
con K  := ^  — 1^ .
Finalmente, necesitamos obtener una estimación de P(0), que dependerá de las condiciones 
iniciales y de algunas constantes independientes de On- En efecto, usando (5.7), las desigualdades
de Hólder y Young, y por la desigualdad de interpolación (ver la Proposición 132), ya que
<p, (p3 G L2, tenemos que
IMIz,4(o„) <  IMI2 IMI¿e(fi„).
y entonces,
r w o(*) x x
Y(0) < C2 IKH^jn,,) + C3 |M I|«.(nn) + /  /  (Os(x) + 72 |s| ) dsdx
V íín «/ 0
< c 2 ||uo||Hi(nn) +  Cz ||^o||?/i(íin) +  (l>3 (x) cpo (x) +  72 M (z ) |4) dx
^  C2 IMItfi(íl„) +  C4 l|(é,o||//i(f2„) +  2 IPsIl2 +  72 M  ll^ollie^n)
^  ^ 2  ||wo||/fi(n„) + C5 IIV?o|||fl(íX„) + ^ 6  | | || ,^6(Jln) + 2 ll^ 3 ||2 •
Ahora £>3 G L 2  (Rn) implica
y ('°) <  ^ 2  lluo||fl-i(f2n) +  C5 ||v>o||/fi(nn) +  ^ 6  ll^ollie^n) +  CV- (5.25)
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Por la definición (5.22), las desigualdades (5.24), (5.25) y (5.5) tenemos
-  í  D i (x) dx +  7  +  II^WH/Uín»))
J fín
<  Y(t) < ( c 2 I I« o |Ih i (!2„) +  C 5 ll¥>o|&i(íí„> +  c e l l v o l l i e ^ ,  +  Cr) ¿ T +  K,
donde 7  > 0 .
Definimos la función
{ V?o ( z ) , si |a;| < n, 
0 , si |x| > n.
Como ipo (E Hq (fín)j obtenemos que <po £ H 1 (R3) (ver la Proposición 165). Entonces la 
inmersión continua H 1 (R3) C L6 (R3) nos proporciona
II^oIIl6^ )  — IIV^o 11x^6(]R3) < ll</?o||//l(]R3) — E  ||<A)||/fl(fin) ,
donde E  no depende de n. Entonces
IMOH/PíOO +  II^MH/P^n) -  K l  ( II ^ 0II//1 (íín) +  H^llí/H^n)) +  ^ 2’ G
■
A continuación vamos a obtener estimaciones uniformes de (</?*, ut) en L2 ^0,T; (L2 (íln))2^ .
L em a 78 Supongamos que se verifican (H2) — (H3). Entonces para toda solución débil de (5.14) 
tenemos
llUí|lz,2(0,T;L2(íín)) +  ll¥,íllL2(0,T;L2(nn)) -  ^ 3  (ll^olltf i(Qn) +  11^ 0 lltfi (fi„)) +  -^4 , (5.26)
H^u llL2(0,T;L2(fin)) +  H ^ llL 2(0,T;L2(íín)) -  ( ll^ o ll/f i^ )  +  ||«0 llfl-i(fin)) +  ^ 6 , (5.27)
donde K i son constantes que dependen sólo de T  y de los parámetros del problema pero no de
Din .
D em o strac ió n . Utilizando (5.7) y (5.15) obtenemos
í  í  \ f ( x ,v ) \ 2 d x d t< 2 T \\D 3 \\2L2 {nn) + 2'í$ [  í  \ip\6dx 
Jo J n n Jo J n n
< c ( l  + j^  Ilv’ (i)lli«(íi„)dt)
< C ( l  + T  (tfi (IM Ihi^) + IMIhuo,,) + Ai)*) • (5.28)
Como en la prueba del lema previo, hemos usado la desigualdad \\<p (í)llz,<s(fin) <  E  \\<p (t ) ||//i(^n), 
donde E  es independiente de n.
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Además, multiplicando la primera ecuación en (5.14) por <pt y la segunda por ut y realizando 
operaciones estándar obtenemos
§ £  IIHI2 dt < £  [i IMI* + 111/ (¿)||2] dt +  IIv„ (0 ) | |2 ,
\ J o ll“ t | |2 ^ l lw l |2<ií +  ^ l |V u ( 0 )||2 .
La desigualdad (5.26) es entonces una consecuencia de (5.28) y (5.15). La desigualdad (5.27)
se obtiene de (5.15), (5.26) y (5.28). ■
Usando las estimaciones precedentes es estándar, vía aproximaciones de Galerkin, probar
la existencia de al menos una solución débil del problema (5.14) para cualquier (^O)'Wo) £
(tfo1 ( í í n ) ) 2 .
Vamos ahora a probar la existencia de soluciones débiles para las ecuaciones (5.1).
T eo rem a  79 Supongamos que (H2)-(H3) se verifican. Entonces para todo {ipo,uo) £ {H 1 (l&3) ) 2 
existe al menos una solución débil de (5.1).
D em o strac ió n . Consideremos el problema (5.14) con uoyn(x) =  uo{x)ipn(\x\), ipo,n(x) =  
<po(x)iftn{\x\), donde \¡)n es una función suave que verifica ■
{ 1 , si 0  < £ < n  — 1 ,
0  < i¡)n (£) < 1 , si n -  1 <  £ <  n -  5,
0 , si £ > n — á,
con 0 <  5 <  1. Definimos ipn de forma que las dos primeras derivadas están uniformemente 
acotadas con respecto a ( y n ,  esto es, ( 0  <  Ck, k = 1 , 2 , para todo £, n.
Sean (Jpn ,ñ n) soluciones débiles de (5.14) correspondientes a las condiciones iniciales (uo¡n, <£>o,n)- 
Entonces definimos la extensión de estas funciones a todo R3, es decir,
-  / .   ^ í  v n { t , x ) , si x  e  f i n , \
*•<*•*> =  ■( o, s i * ¿ n n, |
donde vn = un o <pn. Además, tomamos las aproximaciones
un (t , x )  =  ün (i, x )  ipn ( W) , 
ipn ( t , x )  =  (pn (¿, X)  V>n ( M )  ,
Es fácil ver que ipn (|:c|) G Qq° (fin) . Notemos también que
\\uo ~  uotn\\2 = f  (1 -  i¡>n(\x\))2\uo\2dx < f  \uo\2d x — ► 0, si n  —> oo, (5.29)
JM.3 J\x\>n—11*1
y teniendo en cuenta el Lema 31
IIVtio -  Vuo.nll2 <  2 í  ((1 -  </.n(|x |))2|V «o|2) d x  +  2 í  I ( | x | ) | 2 |u0 |2 d x  (5.30)
J R3 J  R3
< 2  I \Vuo\2dx +  2Ci I \uo\2d x — ► 0, si n  —* oo.
J\x\>n—1 J\x\>n—1
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Lo mismo es cierto para y?, de manera que (v?o,n5 uo,n) -► (<fo, uo) en H 1
Usando los Lemas 77 y 78, así como los Lemas 31 y 98, obtenemos (pasando previamente a
una subsucesión) que
(<Pn,Un) —> (<Ax>,Uoo) débil estrella en L°°(0,T; [H 1 (R3) ) 2), (5.31)
(A ipn , Aun) —> (At¿oo, Apoo) débil en I?  ^0, T; (L2 (R3))2) , (5.32)
difn dUn) o \  d é b ile n L 2 ^ 0 i T ; (£ 2 (R3 ^
(' d t  ’ d t
(5.33)
Veamos con más detalle la convergéncia (5.32). Denotamos 4>n {x) — V'n(l^l)- Utilizando el 
Lema 98, que demostramos posteriormente, obtenemos
|A(¿>n (t, x)| =  |A (tpnM  (t , x)| = +  A 0 n(/?n +  2 ^  ^
d(f)n
i= 1 
3
dx; dxi
< | A<¿?„ (í, ar) 0n (z) | +  | A 0n (x) <¿?n (¿, x) | +  2 ^
<  C ( |Ay>n (í,x ) | +  |y>n (t,x ) | +  2 ¿
i=l
1 = 1
(t, x)
(í,x)
d(f>n {% )
para casi todo (í, x) € (0, T) x fin . Esto se debe a  que, gracias a (£) <  Ck y la definición 
de i/in, las derivadas parciales de i¡jn (|x |) están uniformemente acotadas con respecto a n  y x. De 
aquí, los Lemas 77 y 78 implican que A (pn está acotada en L 2 (0, T; L2 (R3)) • De forma similar 
se obtiene el resultado para A un .
Resultados clásicos de la ecuación de Laplace (ver el Teorema 168) implican
IK IIj/2(r3) ^  C'GIA^nll +  K l l ) , para casi todo í, 
donde vn = (pn o un . De aquí,
{<Pn,vn) -> (<Poo,Uoo) débil en L2 (o,T; (H 2 (R3) ) 2)  .
A continuación, hemos de comprobar que (tíoo,<Ax>) es una solución débil de (5.1) y que
(<Ax> ( 0 ) ,  U oo  ( 0 ) )  =  (<po,uo) •
Fijamos j .  Podemos suponer que j  < n — 1. Definimos las proyecciones en 15(0, j )  de (<¿?n, un) 
y las denotamos por
( . ^ P j r i i  U j n )  =  E j  ( < / ? n ,  U n )  •
De las estimaciones anteriores, es inmediato que existe una subsucesión (denotada de nuevo por 
0Pn,Un)) de m anera que Ujn = LjUn —> Ujoo, <pjn —» cpjoo débilmente en L2(0, T; H 2  (Dj)) y 
débil estrella en L°°(0, T; H 1 (fij))*
Ahora, vamos a comprobar la igualdad LjUoo = Uj0Q. Tomamos v G Cq° [(0, T) x ÍX,-].
Por un lado
I I L j U n v d x d t  —*■ I I U j o o
Jo Jf l j  Jo  Jf l j
v d x d t .
ECUACIONES DE CAMPO DE FASE 99
Por otro lado, usando que v(t, x) = 0, si x  £ ílj, obtenemos
/ I LjUnvdxdt = I unvdxdt —> I I Uoovdxdt = / LjUoovdxdt,
Jo Jüj Jo J  R3 Jo J R3 Jo Jílj
de forma que uJC0 =  LjUoo- Lo mismo es válido para ifjoo-
Para probar que (^oojUoo) es una solución débil necesitamos probar que (Ljtpoo, LjUoo) sat­
isface (5.9) en [0, T] x Qj para cualquier j  prefijado. Tomamos v G Cq° [(0, T) x Llj] . Como 
n —» +oo podemos asumir que n >  j .  Entonces
0 = J  J  (pnA v  + f ( t p n) v - 2 ipnv ^ d x d t
= J  J  -  (*LjipnA v  +  /  {Ljípn) V -  2 LjifinV^j dxdt
y  pasando al límite tenemos
^  J  ^ —Ljtpo o ^  -  t^LjipooAv +  x v ~  2 L?¥>00d^ dxdt =  0 ,
donde f  (Lj(pn) -> \  débilmente en L 2  (0, T ;L 2 (fíj)). Análogamente obtenemos una igualdad 
similar para <p. Finalmente, es necesario demostrar que x  — /  (Pjoo)-
Además, se deduce de aquí que ^  (Ljipn) —*• ^  (Lj<poo) débil en L 2 (0, T; L2 (Qj)) . El mismo 
resultado es cierto para LjUn.
Los teoremas clásicos de compacidad (ver el Teorema 169) implican, que Ljipn —> Lj^oo = 
(fjoo fuertemente en L 2  (0, T; H l (Dj))- De aquí, Lj<pn —> ipjoo c.p.p. en (0, T) x Qj y por 
continuidad
f (Lj (pn) -> f(tpjoo) , c.p.p. en (0, T)  x üj .
Ahora, un resultido estándar (ver el Lema 172) nos proporciona la deseada convergencia:
/  {Ljífin) -> /  {(fjoo) débilmente en L 2 (0, T; L 2  (ü j ) ) ,
de manera que x = f  (Vjoo) -
Argumentando de forma similar para u obtenemos que (Ljipoo, LjUoo) es solución débil en 
[0,31 x f\j para cualquier j  fijo.
Como para cualquier función v G Cq0 [(0, T ) x M3] podemos elegir j  de manera que v G 
Cq0 ((0,T) x Qj). se sigue que (v?oo,^oo) satisface (5.9).
Para completar la prueba necesitamos demostrar que {ípoo (0), Uqq (0)) =  (<¿>o, uo)-
De las estimaciones precedentes deducimos que {Ljipn (t ) ,LjUn (t )) está acotada para todo
t  en (H 1 (Oj) ) 2 .Además, ( ^ ¿Ljipn, ^ LjUn) está acotada en L 2  ^0, T; (L2 ( íí j) )2  ^ • Por un pro­
cedimiento estándar (ver la parte final de la prueba del Teorema 34) obtenemos que para todo 
t e  [0 , 2 1 ,
(|Ljipn (t ) , LjUn (t)) —*► (Ljipoo (t ) ,  LjUoo (t )) , débil en H 1 (Qj) ,
para todo j , lo cial conjuntamente con (5.29)-(5.30), implica que (<¿>oo (0) j^oo (0)) =  (<¿>0 ,^ 0 ).
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N o ta  80 En virtud de la prueba anterior podemos pasar al limite para u n T  > 0 arbitrario, y un 
procedimiento diagonal nos proporciona la existencia de una solución débil definida globalmente, 
es decir, una solución definida para todo t >  0 .
A continuación, vamos a obtener la unicidad de solución imponiendo la siguiente condición 
extra:
{HA) La derivada parcial j \ f  {x, s) es Caratheodory y existe Co > 0 de manera que
< C0  ( l  +  H 2)  . (5.34)
T eo re m a  81 Supongamos que se verifican (H2)-(H4). Entonces para todo {ipo,uo) £ (H 1 (IR3) ) 2 
existe una única solución débil de (5.1).
D em o strac ió n . Tomamos (j> = <p\ — ip2 , u = i¿i — U2 , donde (</?i, u { ) , (</?2> U2) son soluciones de 
(5.1), que verifican
V<j>t ~  +  f(<pi) ~ f(<¿>2 ) = 2u, (5.35)
ut +  \:(j>t = dA u. (5.36)
Multiplicando (5.35) por , (5.36) por fu  y sumando las dos igualdades obtenemos
P IW |2+ y  llv “ ll2+ ^  { f  l l ^ l l 2 +  7  IH 12 } + X ,  %  +  (* "  fl) («) dx  =  °> (5-37)
donde 6  (x , t) G (0 , 1).
Utilizando (H4), tenemos
í  -  6)J R3 | OS
<  J  C0  (1  +  \6<PX +  (1 -  6) V2 \2)  \M t \d x
< C b W  IM I +  C, f  ^ i | 2 | # t |á x  +  C2 í  |y>2 |2 \H t\d x .  (5.38)
J r 3 Jk3
Además, la inyección continua H 1 (R3) C  L 6 (R3) y  ipi E C  ([0, T ] , H 1 (R3)) implican
L%( R3)
S  llw llie jR a) ||^ ||¿,«(]t3) ||<Aí||
< C3 U t || • (5.39)
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Combinando (5.37), (5.38) y (5.39) tenemos
f  IW I2 +  y  l|VU||2 +  j t { f  ||V ^.||2 +  \  |M |2} < C4  U f HI . (5.40)
Multiplicando (5.36) por ^£ut y (5.35) por (f> tenemos
^ i k i i 2 + y | | |v «n2 < f  n-Atf, (5.4i)
2  Jt 1101,2 +  * *  lrV4,112 -  l |u |1 2  +  Cb ’ ( 5 -4 2 )
donde hemos usado argumentos similares a los utilizados en (5.38)-(5.39). De aquí, (5.40)-(5.42) 
nos proporcionan
§  I l 0 t | |2 +  %  I M I 2 +  i 2 IIV ^ II2 +  J  | | V « | | 2 +  1 l l ^ l l 2  +  e  I IV ^ II2 +  J  | | « | | 2 +  f  | | V n | | 2 }  
< ||u | |2 +  Ce U f Hr . (5.43)
Tomamos Y  (t) :=  £ | | ^ | | 2 +  £  ||V 0 | |2 +  f  ||u ||2 +  *£ ||V u||2. Entonces
f t Y ( t ) < C e U f Hi + \ \ u f < 6 Y ( t ) ,
para <5 > 0 suficientemente grande, y el lema de Gronwall implica que Y  (t) =  0, obteniendo la 
unicidad de la solución. ■
N o ta  82 Los resultados de los teoremas de 79 y 81 son válidos también si reemplazamos la 
parte derecha en (5.1) por 2u +  h\ y kA u  +  /¿2 , con hi G L 2  (R3). Sin embargo, para el estudio 
del comportamiento asintótico de las soluciones necesitamos la condición hi =  0 .
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5.3 Estim aciones a priori
En la sección previa hemos obtenido algunas estimaciones uniformes en el intervalo [0,T\. Sin 
embargo, para realizar el estudio del comportamiento asintótico de las soluciones es necesario 
probar estimaciones uniformes para t > 0 .
Notemos que, por la Nota 80, para todo (v?o,uo) £ (H 1 ( ^ 3)) existe al menos una solución 
definida en todo el semieje [0,+oo). De aquí, las soluciones están definidas globalmente en 
tiempo. Denotamos por Do {<po,uo) el conjunto de todas las soluciones débiles con condición 
inicial (t/3o, uo) y definidas para todo t >  0 .
En realidad, como la concatenación de soluciones nos proporciona una nueva solución (ver 
la prueba del Lema 94), toda solución débil puede ser extendida a una global, y  por lo tanto 
Do (<po, uo) está compuesto de todas las soluciones débiles.
Para toda solución débil (<p (i) , u (t)) definimos el siguiente funcional de Lyapunov V  : 
[0 , +oo) —> R:
v  (t) =  f | |V<p ( í )  II2 +  y ||u ( í ) | | 2 +  (F  {<p ( i ) )  , 1) .
Utilizamos el espacio H  =  (H 1 (I&3) ) 2 y denotamos por B ( H )  el conjunto de todos los 
subconjuntos no vacíos y acotados de H.
L em a 83 Supongamos que se verifican (H 2) — (H 3). Entonces
V  (t) < V  (0), para todo t > 0. (5.44)
Además, para cualquier B  6  B  (H ) existe M  (B ) >  0 de manera que
l |V p (0 l|,  | | u ( t ) | |  < M, V¿ > 0, (5.45)
Í T f T
/  ||vpt | |2 dt, /  ||V u||2dt <  Ai, VT > 0, (5.46)
Jo Jo
( F ( < p { t ) ) , l ) < M ,  V í> 0 ,  (5.47)
r T rT
| |V u ( i) ||,  /  \\ut f d t ,  ||A u (t) || <¿í < M,  Vt >  0,VT > 0, (5.48)
Jo Jo
si (tpo, uo) € B,  (<¿>, u) e Do (<^ o, u o ).
D em o strac ió n . Argumentando como en el Lema 77 obtenemos la igualdad
F l l w ( í ) H 2 +  y l | V « | | 2 +  | -  0, (5.49)
2 " w n  l
de la cual obtenemos (5.44). Usando la definición de V  (t ) y la condición (5.5) podemos ver que
r T  a j  p T  ¿2 o
Mjf \\<pt ( t ) f d t + T  f  II V tt ||2 dt +  ||V <^>(£)||2 +  y  | |u (£ ) ||2
< V  (0) -  (F  ( í ) ) , 1) <  V  (0) +  IID, (x)||il(R3).
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Razonando como en la prueba del Lema 77 podemos obtener para V  (0) una desigualdad similar 
a (5.25) pero reemplazando f ln por R N , de manera que (5.45)-(5.47) se verifican.
Nos falta probar (5.48). Argumentando como en el Lema 77 (ver (5.20)) tenemos
T ’Y  (t ) < 0, para todo t > 0, (5.50)dt
donde Y  (t) = ^  ||V <¿>||2 +  2 ||u | |2 +  ^  ||V u ||2 +  (F  (</?), 1).
De nuevo, podemos obtener para Y  (0) una desigualdad similar a la dada en (5.25), de forma
que
Y  (T ) <  K q, para todo T  >  0.
De aquí y de (5.5), haciendo uso de la definición de Y  ( T ) , se sigue que
^  ||V u (T ) | |2 < K 9 -  (F (<p{T) ) , 1 ) < K 9  + =  K w -
Finalmente, multiplicando la segunda ecuación en (5.1) por ut y usando argumentos estándar, 
obtenemos
£  i k f  dt + d ||V u (T ) | |2 < lj £  ll^ ll2 dt + d ||Vu (0) | | 2 .
Descartando el segundo término de la parte izquierda y usando (5.46) y A u = d~l (ut +  ^ t )  
tenemos
Í T
/  \\ut f d t < M ,
Jo
rT
/  \ \ A u ( t ) f d t ,  < M.
Jo
El lema queda probado. ■
Hemos obtenido estimaciones uniformes para las tres normas ||V</9 (¿ ) ||, ||V u(í) || y ||i¿(t)||. 
Sin embargo, no hemos podido establecer el mismo resultado para la norma ||</>(t)||. Por esta 
razón introducimos ahora el espacio con peso
L2 (R3) =  { ¥J: a 5 ¥, e L 2 (M3) } ,
dotado de la norma ||v?||a =  
del Apéndice A probamos que L ¿a
i
azip , donde a  es la función definida en (# 1 ). En el Teorema 115 
es un espacio de Hilbert dotado del producto escalar
(<£> v ) a  =  / OL^ pvdx.
J R3
Además, la inyección L2 (R3) C L2 (R3) es continua y
IMIa <  Ik lllo o ^ jllv ll. (5.51)
Ahora definimos el siguiente espacio:
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En este caso (ver el Teorema 126 del Apéndice A) también es sencillo obtener que es un espacio
de Banach si se dota de la norma ||y?||#i =  IM I»  +  £ í= i 
Hilbert dotado del producto escalar
dip
dx*
. Además, es un espacio de
(u,v)  Hi = /  auvdx  +  /  aV u-V vdx. 
J R3 J R3
A continuación probaremos varios lemas técnicos
L em a 84 Sea (3* G W 1’00 (R3) , (3 (x) > 0, Vx, una función que verifica 
p  G Hp (R3) . Entonces, P*<p G H 1 (R3) y
< C f(3 2 , y sea
¿ )= 9  (/» 0  a CVOOCí uXi
D em o strac ió n . Vamos a probar el resultado para una bola arbitraria Bk de radio k  centrada 
en 0. Consideremos u =  f3*,v =  p .  Como /? (•)  es continua sobre B k  (notemos que en virtud 
del teorema de Morrey, Notas 116 o 152, podemos suponer que ¡3* G C (R3) ) existe el mínimo 
(3k  >  0  de (3  ( • )  en B k -  De aquí,
<P2  (a) <  (3kl (3 (x) p 2  (x ) ,
(V p  (x) ) 2 <  P ^ p  (x) (V p  (x ) ) 2 , si X G Bk.
Por tanto, L kp  G H 1 (Bk), LkP 2 G W 1,OQ (Bk) y L kP 2 € H 1 (Bk) . Por simplicidad de notación 
escribiremos P*, p  en lugar de L kP 2, L kp.
Es conocido (ver el Teorema 143 o [19, Teorema IX.2]) la existencia de v% G Cq 
forma que
de
Un * P 2 , vn > p, en L 2  (Bk) ,
& i \ & ( r,±\ 9  / % 9 p  r o , v . „
dx~ ' Un' ~dx- v 1/  ’ dx- dx7’ Gn ^  para W CC
Notemos que, por abuso de notación, un denota a u^. Como en el Capítulo 3, la notación 
u  CC B k indica que u  es un abierto de B k tal que üJ es un compacto estrictam ente contenido 
en B k.
Por otro lado, (unvn) =  vn - ^ u n +  un -£^vn y vamos a probar que
d d dp  2 i d(/?
vn - —un +  un — vn -> ip— 1- P 2^ —,
C/OCí C/OCí (sX>i
d d(unvn)
Ks JU*) (/«!/)
en el sentido de las distribuciones de B k-
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Denotaremos (•, -)Bk a la actuación en el sentido de las distribuciones de Bk- En efecto, para 
cualquier 0 G Cq° (Bk) podemos encontrar w  CC Bk de manera que supp(<f))  C w ,  y entonces
/ .
dun dvn d(3 2 1 dp  \
vn— 1- un — (p — ------ ¡32 - — j (pdx
Sk dxi dxi
d u r
dxi
dxi dxi
||^n — p\\ L2 (Bk) +  M I l 00^ )  \\un\\L2 {Bk)
L2 (Bk)
dun d(3¿
dxi dxi+  M l °°(Bk)
Además,
/
oxi dx
+  H0|lL°o(Bfc)
L2 (w)
dtp
dxi L2 (Bk)
dvn dtp 
dxi dxi
Un  (3 2
L2 ( w )
L2 (Bk)
0 .
d d i \  I f  d
—  (u nVn ) -  —  { j3 ^ t pSj , ( f ) j  < |  J  ( u nVn ~  (3^ t^j  —  <f)dx
< —  A 
dxi L
\unVn — (32 tp\ dx —* 0.
L™{Bk) J B k 1 '
Finalmente, probamos que tp^J^L _|_ £ L 2  (R3) . Notemos que el hecho de que tp G
Hp (R3) implica que §¡¿:¡3^  6  L 2  (R3). También, t p e L 2  (R3) se sigue de la desigualdad
< ( C ' f  p ( x )  \<p(x)\‘
Resulta evidente de (Hl) que /32 =  a 2 satisface las condiciones del Lema 84. 
L em a 85 Existen constantes K \ , K 2 > 0  tales que
OC2tp < k 2  \M \m  >
es decir,
1
a 2tp
H1
es una norma equivalente en
D em o strac ió n . Utilizando que 
1 1
< C 'a 2 , a (x )  > 0, Q2 G W 1,0° (R3) y que V (o¿2 tp'j =V a 2
V a ^  +  a^Vtp  (ver el Lema 84 y (H l)) obtenemos la segunda desigualdad: 
21
a 2tp  ^IMI« + Í |Vo:2 (^  + a2 V<¿?| dx
JR3 I I
< ( l  +  2 (C ') 2) l M £  +  2 í  a \V v \2 d x < K 2 M 2H 1
v '  J]R3 “
Ahora probamos la primera desigualdad:
IMI/ / 1 ~ \  f  <*M2 d x +  í  \ol2^  P> P  ^  ol2 tp — V  a 2 tp\ dx  j 
U r * J  r3 1 1
< í  a\tp\2 dx + 2  í  \ v  (a¿tp ) \ 2  dx + 2 ( C ' ) 2  [  a\ tpf  
Jr  3 JR3 I V / 1 JR 3
2
H1< * f
a 2 tp
d x
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Notemos que las inmersiones H 1 (R3) C  H ¿ (R3) C  L 2 (R3) son continuas, (ver el Apéndice 
A, Nota 121). Por otro lado, el Lema 31 implica, como a 2 E W 1 ’0 0  (R3), que a  también 
pertenece a W 1,OQ
L em a 8 6  Sea ¡3 E W 1,0° (R ) , con P{x)  > 0, y sea v E L  (0, T ; H  (R-^)), tal que vt €
1 2 1 2L 2  (0, T ;L 2 (R-^)). Entonces ¡3*v ( t)  , (3*V v{t) son absolutamente continuas en [0,T] y
d_
dt
d_
dt
(3*Vv
(  dv dv
=  2 ( > ■ )  ■ para casi todo t E (0 , T ) .
(5.52)
(5.53)
D em o strac ió n . Por regularización obtenemos una sucesión de funciones {um} C C'1([0, T], 
H 2 {Rn )) de manera que
% - » v e n  ¿ L ( 0 , r ; f f 2(Mw)),
J t Vm ~ * J t ’ en ¿ L ( 0 ,T;Z,2 (Rw)),
cuando m —> oo. Como (3 € W 1,ao (Rw) , gracias al Lema 31 tenemos que
¡3Vvm —  /JVu en 
Además, es inmediato usando de nuevo el Lema 31 que
dt
P*vm(t) =  2 ^ m( í ) , ^ m(í)^  =  2 ( j ^ v m (t),/3vm(t) ) ,
A
dt (.32 Vum(t) — 2 P ^  vrn{t)j  — 2 P ^ vTn{t)
=  - 2  ( — Vm (t) , /?Avm (í) ( í ) , V/3-Vvm (t) ) .
El resultado se obtiene pasando al límite en el sentido de las distribuciones.
2  { d t Vr
N o ta  87 La segunda igualdad (5.53) es cierta bajo las condiciones más débiles v E L2 (0, T; 
H 1 (R ^ )) ; vt £ L2 (0, T; i / - 1  (R ^ )) , pero usando el par (•>•) en lugar del produáo escalar (ver 
el Lema 32).
L em a 8 8  Sea (3 E W 1 ’0 0  (RN ) y sea y? E L6 (O^T^H1 (R * )), <pt e  L 2  (0 ,T ;L 2 (R ^)). Entonces 
(^F (<p(t) ) , 1^ es absolutamente continua y
 ^ .  .
— yF  (v? (£)), l j  =  (cpt, P f  (<p (t ))) , para casi todo t , (5.54)
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D em o strac ió n . Por regularización podemos obtener una sucesión <pn E C 1 ([0, T] ,H 1 
de manera que tpn —» tp en Lfoc (0 , T ; # 1 (« " ))  y Í V n  -  en 1 ,^ (0 ,r ; £ 2 (R ")). Es 
inmediato que
^  ( f  (<Pn W) , l )  = Pf fan (¿))  ^ •
Como /  (x, <pn (x, t)) —> /  (x, ip (x, t)) para casi todo (x, t) y, por (5.7), ( /  (x, ip (x, t ) ) ) 2 está aco­
tada por una sucesión fuertemente convergente en 1 /^ (0 , T; L1 (Rn )), el teorema de Lebesgue 
implica (pasando a una subsucesión) que /  (pn) —> /  (p) en 1 ^ ( 0 ,  T; L2 (R ^)). De aquí, 
pasando al límite, tenemos (5.54) en el sentido de las distribuciones. Además, razonando como
en la prueba de (5.25) se puede ver, usando (5.7), que ( f  (p( t ) )  ,1^ E L 1 (0, T). Es obvio de
(5.10) que ^  (<¿?, £), 1^ E L 1 (0, T), por lo que la función ^F (p  (¿)), 1^ es absolutamente
continua. ■
Obtendremos ahora una estimación de la norma ||<^(í)lla •
L em a 89 Supongamos que se verifican (Hl )  — ( H 3). Entonces, para todo B  E B( H )  existe 
M  (B) > 0 de manera que
\W(t)\\a < M ,  V í>  0, (5.55)
si (<¿>o,«o) G B,  (p,u)  E Do (po,u0) .
D em o strac ió n . Tomando el producto de la primera ecuación en (5.1) con a p  y utilizando que 
|V a| <  2C'o: y los Lemas 31, 86  (para ¡3 = a)  tenemos
p d 
2 dt I M I a  +  f  l l a l l a  +  ( /  M  > a(p) =  2  ( u > a(P) ~  £ 2 /  ^ V ^ - V a d xJ r 3R
< 4 |M £  +  i  IMIa +  4 (C ' ) 2 í 4 IIV^lla •
Ahora (5.8) (con A  =  ^), (5.45) y (5.51) implican
f  I  I M I a  +  I M I a  ^  4  IMI* +  4 (C ') Y  IIV^II2 +  M( x) dx  < K U 
donde K\  es independiente de t > 0. La desigualdad (5.55) se sigue del lema de Gronwall.
i
a  ep
L6(R3)
Además necesitamos una estimación de la norma 
En primer lugar, con el propósito de obtener esta estimación vamos a probar un lema técnico.
L em a 90 Sea (3 (x) > 0 tal que ¡3 E L°° (R3) . Sean u E L 2 (0, T ; H 2  (R3)) DL°° (0, T; H 1 
y ^  E L 2  (0 , T ;L 2 (R3)) . Entonces las funciones ||w(¿)IIl6(r3) > (3*u(t) 
mente continuas en [0, T] y
IMIÍ6(r3) =  6  u5)  , (5.56)
L6(R3)
son absoluta-
d_
dt
en el sentido de las distribuciones.
(3gu = 6  ( — u, (3u5
L6(R3) V dt
(5.57)
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D em o s tra c ió n . Por regularización podemos obtener una sucesión {um } C  C^QO, T], 172(R3)), 
de funciones de manera que
um — ^ u e n  L 2oc(0 ,T ;tf 2(R3)),
um está acotada en Lf£c(0, T ; H  (M )),
J t * J tu e n  L ^ ° ' T ’ L 2 C * 3 ) ) ’
cuando m  —> oo. Además, queda claro de la inmersión continua H 2 (R3) C  L6 (R3) que
^  l |W m(0llL«(R3) =  6
A
dt f 3 ‘* U m ( t )  L 6 ^  =  6  í  —  U m ( í ) , ^ l 4 W  ) •
Usando la desigualdad de interpolación (ver la Proposición 132)
3 2
IIvIIlio(r3) — II ^11 í .6(r3) IMIl°°(r3) 
y la desigualdad (ver [85, Proposición 3.8 , p. 11] o la Proposición 166)
i i
IM I l °°(r 3) ^  c llV v ll(L2(R3))3 Hv ll lr2(R3)
tenemos
iio
v I L io(r 3) ^ c  IIu IIl 6(r 3) I I ^ I I ( l 2(r 3))3 IMI¿ í 2(r 3) • (5.58)
Denotamos v = um — u. Entonces, gracias a la inmersión continua H 1 (R3) C  L6 (R3) tenemos
um - > u e n  L}®c(0,T", L 10 (R3)), y mediante el paso al límite obtenemos las igualdadades (5.56)-
(5.57) en el sentido de las distribuciones.
Ó/IL
Notemos que (5.58) implica que it5 G L2 (0,T ; L 2 (R3) ) . Adicionalmente, como —  € L2(0, T; 
L 2 (R3)), obtenemos que ||^llz,6(R3) € L l {Q,T) y ||u||¿,6(R3) es absolutamente continua. ■
L em a 91 Supongamos que se verifican (H l)  — (H 3). Entonces para todo B  G B (H ) y Tq > 0 
existen Mi ( B )  > 0, i = 1,2, M3 (B , To) > 0 de manera que
a*<p(t) l6(]r3) <  M i, Ví >  0, (5.59)
| | / M ¿ ) ) | |q < M 2, >  0, (5.60)
rT + T o
J  \\Av ( t) fa d t < M i ,  V T > 0 , (5.61)
s i  (v?o, 110) € B ,  (<p, u )  G D o  (<po, u o ) .
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D em o strac ió n . Notemos que para casi todo t tenemos que p ( t )  G H 2 (R3) C L°° (R3) y esto 
implica que p ( t )  G H 1 (R3) fl L°° (R3). De aquí deducimos, utilizando la Proposición 144, que 
V?5 (t ) G H 1 (R3) y que V p 5 (t) =  5p 4 (t ) V p  (t ) . Además, a  G W 1,oc (R3) implica por el Lema 
31 que ap°  G H 1 (R3) y V (a:</?5) =  (V a) </)5 +  5a p 4V p .  Entonces por la fórmula de Green 
obtenemos
— /  A p a p 5dx = I Vp-  ((Va) p b +  5a p 4V p )  dx. (5.62)
7r3 J r 3
Multiplicando la primera ecuación en (5.1) por a p 5 y utilizando el Lema 90 y (5.62) obte­
nemos, por la desigualdades de Hólder y Young, que
77-7 - /  ctpPdx +  £2 f  V p -V a p ^d x  +  5£2 [  a  \S7p\2 \p\4 dx + f  f ( x , p ) a p 5dx
6 dt Jr3 7r3 7r3 Jr3
=  2 í  a u p 5dx < C\ (ó) í  au6dx +  <5 í  a p 6dx, (5.63)
Jr3 Jr3 Jr3
para un 5 > 0 arbitrario.
Ahora, si (5.3) se verifica, entonces (5.8) implica
í  f  (x, p) a p bdx > 2A j  ap^dx — A 2 j  a * p 4dx — j  a M p 4dx. (5.64)
JR3 JR3 Jr3 J R3
Además,
í  a M p 4dx < C2 (á) í  a M 3dx + 5 f  a p 6dx 
J  R3 J  R3 J  R3
y por |Va| <  2C"a tenemos
\ í  V p -V a p ^d x  < 5 [  |V(/?|2 a  \p\4 dx  +  í  a \ p f  dx. (5.65)
|JR3 J  R3 5 Jr3
Por (5.63)-(5.65), (5.4), el Lema 83 y las propiedades de Ai y a, obtenemos
[  a p 6 +  k í  a p 6dx < A 2 í  ct7*p4dx + C\(5)  í  au6dx +  C2 (ó) í  a M 3dx
6 dt J r3 Jr3 Jr3 Jr3 Jr3
< A 2 (F (p (t) ) , 1) +  A2 f  Gdx + Ci(5)  í  a u 6dx + C2 {5) í  a M sdx < K u
J  R3 J  R3 J  R3
donde k =  2A  — —  25 > 0 para A  suficientemente grande (notemos que A  puede ser elegido
de forma arbitraria).
Ahora, (5.59) se sigue del lema de Gronwall.
Por (5.7) y (5.59) obtenemos que
a*f(<Pn) < í  ol(x ) ( D 3 (x ) +  7 2 |<¿?n(:r) \3)2 dx < M 2.
J  R3
Finalmente, como
0 2  A p  =  (*2£-2 (¡j,pt +  /  (p) -  2u ) ,
(5.61) se sigue del Lema 83 y (5.60). ■
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Obtendremos ahora una estimación uniforme de las colas.
Definimos la función suave & : R+ —> R+ tal que
{ 0, 0 < s < 1,0  <  6(s) < 1 , 1 < s < 2 ,
1, s > 2 ,
la cual obviamente satisface |0 '(s)| <  C, para todo s E R+ . Definimos la función
Pk ( x )  = e  .
L em a 92 Supongamos que se verifican (H l)  — (H 3). Entonces para cualquier B  E B (H )  y 
6 > 0 existe K  (e, B) de forma que
¡ Vu • V (a p kv)dx > —e+  pka \V v \2d x , para todo t > 0, (5.66)
J R 3 J]R3
si k > K  (e, B), donde (tp, u ) es cualquier solución débil tal que (p  (0), u (0)) E B, y v = <p o u. 
D em o strac ió n . El Lema 31 implica
[  Vv- V (a.pkv) dx = [  pka \V v \2dx + [  9f ( y ^ av x - Vv dx  + f  pkv V a -V v d x , (5.67) 
Jr3 JR3 7r3 y k ¿ J  k¿ JR3
donde v = u o <p. Para el segundo término de la parte derecha notemos que
JR3 \  k ¿ k¿ k Jk< ix
|avV u| dx
0 ' a\v\2d x +  I  a |V  
R3 7 r 3
si A; > K \ (e, B ), donde hemos utilizado las desigualdades \0'\ < C\ y ||u ||Q, ||V v ||a < M, Vt >  0 
(ver los Lemas 83, 89).
En el caso v =  u para el último término en (5.67), usando |V a | <  2C'a, tenemos
I I r 3
pkuVaN7udx <  2C* (  Í  Pk\^u\2d x \  (  í  pk \u\6dx]  (  í  pka 3dx 
\ J r3 )  \ J r3 J \ J  r 3
<  2C'C3 ||V«|| ||u||H1 | |a | | |„ (R3) ( 7  P k a h x N ’ 6
si k > K 2 (e, B), donde hemos usado de nuevo el Lema 83 y que a i  E L 1 
Para <p estimamos el último término en (5.67) por
I Ir 3
pk<pVa-V(pdx < 2 C ' i  I pk \Vp\¿dx 
Ir3
(^J^P kO ?\p fdx
R3
pka 2dx
< 2C'C4 ||V</>||
1
Q2 (p
L6(R3)
1
la I I Í ° ° ( R 3 ) 0' PkOL^dx R3
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Como la inyección H 1 (R3) C L6 (R3) es continua y, por los Lemas 83, 89 y 85, ||Vy?(¿)||, 
;5.66). i
están uniformemente acotadas para cualquier t > 0 , obtenemos la desigualdad
El siguiente resultado implica la estimación de las colas, y es crucial para la prueba de la 
compacidad asintótica del conjunto de soluciones.
L em a  93 Supongamos que se verifican {H l) — (H 3). Entonces para todo B  G B {H ) y e > 0 
existe K  (e, B ) ,  T  (e, B ) de forma que
I \ x \> K  a ( X ) \ U ( X ’ * )  \2(ÍX +  I \x \> K  a (x ) \ V u (X ’ * )  \2 d x  / 5  g g x
^  I\X\> K  a (X) M X ^ ) \ 2 d x  +  J\X\> K  a (X) \ V ^ ( X ^ ) \ 2 d x  ^
para todo t > T  y cualquier solución débil (ip,u) tal que (<¿?(0) ,u (0 )) G B.
D em o strac ió n . Primero consideremos la función u. E stá claro de (5.45), la inyección continua 
H 1 (R3) C L6 (R3), la definición de p k  y oá G L 1 (R3) que
I a (x)\u(x ,t) \2dx <
J\x\>V2k
J ^ p k {x)a{x)\u{x,t)\2dx  < IIPjfcQ!|lL3 (K3) ||u(£)II^crs)
2(L Pk (x) 0 2  (x) d x j  ||u (í) ||^ i < 61, (5.69)
si k > K \  (ei, B).
Vamos a considerar ahora Vu. Se sigue de la Nota 75 que a  2 G W 1,p (R3) para todo 
p G [l,+oo] y, en particular, para p > 3. Entonces para cualquier £1 >  O existe K  (ei) >  O de 
manera que a (x) < e\ si |a:| > K  (ver la Nota 153 o [19, p.167]). De este modo por (5.48)
/ a  (x) |Vu (t, x)\2 dx < M e  1 =  ei, para todo t > O,
J\x\>k
si k > K 2  (ei, B) > K \  (ei, B ). El mismo argumento es válido para la función V<¿>.
Finalmente, consideremos la función <p. Multiplicamos ahora la primera ecuación en (5.1)
por pkoup, de forma que por el Lema 86  tenemos
^  í  pka\ip\2 dx - 12 [  A (p(pkaip)dx + í  pka<pf{x,(p)dx 
¿ at Jr3 3 ,/k3
<  /  pkot |t¿|2 d x +  pka \ip\2 dx.
Jr3 Jr3
Por (5.66) y (5.69) obtenemos
9 ^  í  Pk(*\p\2 dx + £2 í  pka\V<p\2 dx ¿ at 3 yR3
< /  pfca|</?|2cta -  /  y?)d:r + e2 + ci,
7r3
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si k > Ks  (e2 , B) > K 2  (ei, B). La condición (H 1) implica (5.8), de manera que
-  pkapf{<p) < í  (A 2pk (a(x))¿  + pka (x )M  (x))  d x - 2 A  [  pka\tp\2dx.
JR3 Jr s  >■ /  Jk 3
Elegimos A  > Entonces a ^ , a M  G L 1 (R3) implican
7^  í  pka  \(p\2 dx  +  í  pka \ V p \ 2 dx + { 2 A -  1) [  pka\ip\2 dx 
¿ dt JR3 2 3 y K3
<  J  (^A2pka* +  pkaM^j dx + e2 +  e i <  €3 +  62 +  e i ,
si /c >  B 4 (63, B) >  Ks  (e2 , B). Por el Lema de Gronwall obtenemos
/  a  (x) \tp (t, x )\2 dx < I pka\ip\2 dx
J\x\>V2k J r  3
- ó  t í  I |2 , , 2 ( € 3  + C2 + ei)
7 r 3
<  e" r ^ , r u , ~~ , ,R^3 /XÓ
2 ,< € 4  + —  (es + €2 + ei) ,
si t > T  (e4 , B ) , donde 5 = 2 2 A -1M
De aquí, se obtiene el resultado. ■
2
5.4 Definición del semiflujo multivaluado en (H 1 (M3)) y com ­
pacidad asintótica.
Denotamos por Do(po,uo) el conjunto de soluciones débiles de (5.1) correspondiente al dato 
inicial (v?o>^o) 6  (B 1 (R3) ) 2 y definidas globalmente en tiempo (esto es, para todo t > 0). Del 
Teorema 79 y la Nota 80 existe al menos una solución, si se verifican (B2) — (H 3).
Construimos ahora un semiflujo multivaluado con las soluciones de (5.1). Tomamos {po,uo) G 
(B 1 (R3) ) 2 :=  B . Denotamos por P  (B ) al conjunto de todos los subconjuntos no vacíos de B. 
Definimos el operador multivaluado G : R+ x B  —> P  (B ) por
G(t,ipo,uo)
=  {£ G B  : 3 z  (•) =  (ip (•), u (•)) e  D 0 ((<¿>0, «0)) de forma que z  (0) =  (</?0, u0) y z (t) =  £}.
El siguiente lema es una consecuencia del hecho de que la traslación y concatenación de 
soluciones nos proporción una nueva solución.
L em a  94 Supongamos que se verifican (B 2) — (B 3). Entonces G ( t ,G (s ,y )) =  G(t + s,y), para 
todo y G B , s, t G R+ , es decir, G es un semiflujo multivaluado estricto.
D em o strac ió n . Primero, vamos a probar que G(t + s, x) C  G(t, G(s, x)). Tomamos y G G(t + 
s, x ) .  Entonces existe z (■) G D q ( x ) ta l que 2 (0 ) =  x  y  z(t-\-s) =  7/. Está claro que z(s) G G(s, x)  
y  el resultado se deduce si probamos que y G G(t,z(s)).  Tomamos z(-) = z(-+s). Es sencillo
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probar por un  cambio de variable que ñ  es una solución débil y z ( t) =  z(t  +  s) =  y, 2 (0 ) =  z(s). 
Entonces y £ G(t, z(s)) C G(t, G(s, x)).
Ahora probamos que G(t, G(s, a:)) C G(t + s ,x ) .  Tomamos y £ G (t,G (s ,x)) .  Entonces 
existen t i ,  z\(-) £ Do (x), y 22 (•) G Do ( t i )  , tales que
zi(0 ) =  x, 21 (s) =  Ti,
^2(0 ) =  n ,  22(t) = y.
Además, hemos de comprobar que existe z(-) £ Do (uo) para el cual 2 (0 ) =  x, z(t +  s) = y. 
Definimos 2  como
z (r ) = í  si 0  <  r  <  s,
\  z2(f ~  s), si s < r.
Notemos que 2  ( • )  =  (<¿? ( • ) ,  u  ( • ) ) ,  z i  ( •)  ee (<¿?i ( • ) ,  u i  ( • ) )  y 2:2 (•)  ee (<¿?2 ( • ) ,  u 2 ( • ) )  •
Si probamos que 2 es una solución débil, entonces es evidente que y £ G(t +  s, x). Para 
cualquier v £ L 2 ^0, T; (L2 (R3) ) 2^, usando el cambio de variable r  =  r — s, y la definición de 
zi y z2, tenemos
¡1 I I íptvdxdt — £ 2 /  I A ípvdxdt +  /  / /  (x, u) vdxdt — 2 r  I uvdxdt
Jo J r 3 7o 7r3 Jo Jr3 Jo Jr3
= y. I I (fu (r ) vdxdr — £ 2 /  / A<¿?i (r) vdxdr  +  / / /  (x, i¿i (r)) vdxdr
Jo Jr3 Jo Jr3 Jo Jr3
— 2 I I u \ ( r )  vdxdr + fi /  </?2t (r — s) vdxdr — £2 I / A </?2 (r — s) vdxdr
Jo Jr3 Js Jr3 Ja Jr3
+  I I f  (x, u2 (r — s)) vdxdr — 2 / / u2 (r — s) vdxdr
Js Jr3 J s Jr3
= M /  /  ^ íí (r ) vdxdr — £ 2 /  I Aipi (r) vdxdr +  / / f  (x ,u \  (r)) vdxdr
Jo Jr3 Jo Jr3 Jo Jr3
— 2 / / 111 (r) vdxdr + n I ip2t (r) v (r +  s) dxdr — £2 /  /  A <¿?2 (r) u (r +  s) dxdr
Jo Jr3 Jo Jr3 Jo Jr3
+  / / f  ( x ,u 2 ( r ) ) v ( r  + s ) d x d r — 2 /  /  i¿2 (r) u (r +  s) dxdr.
Jo Jr3 Jo Jr3
Como 21,22  son soluciones débiles, (5.11) implica que la suma es igual a cero. De forma 
similar probamos que
f  f  utvdxdt +  ^ f  í  iptvdxdt — d i  í  Auvdxdt = 0
7o 7r3 2 7o 7r3 7o 7r3
De aquí, 2 es solución débil. ■
De la demostración de este lema deducimos que la concatenación de soluciones es solución. 
Por tanto, como ya hemos comentado, toda solución débil puede ser extendida para t > 0. Así, 
Dq (<¿>0i uq) se compone de todas las soluciones débiles con condición inicial (ipo, uq) .
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Es im portante observar que de las estimaciones obtenidas en la sección previa (Lemas 83, 
89, 91), podemos deducir que para condiciones iniciales en un conjunto acotado B  de H,  las 
soluciones son uniformemente acotadas en el siguiente sentido:
11“ W \\m > Wv (t) Wl I  . |k 3 W ||L2 , HVy? (t) II <  M, Vi > 0,
donde M  depende de B.
De aquí, no podemos garantizar que los puntos límite de las soluciones (en alguna topología 
adecuada) permanezcan en el espacio H.  Por este motivo, necesitamos extender el concepto de 
solución.
Consideremos ipo E (R3) , i¿o G
D efin ic ión  95 Decimos que (p (t, x ) , u (t, x)), t E [0, T\, x  G R3, es una solución a-débil de 
du  o d<p
O X i  O X i
(5.1) t á u , p - ,  (0. T-, L \  (R3) ) , i = 1 ,2,3, u t , Au, Vt, Av  6  Z2 (0, T; Z2
y satisface
H I I ap tvdxdt — £ 2 I / aAtpvdxdt +  / / a f  (x, p ) vdxdt = 2 / I auvdxd t ,
7o 7r3 7 o 7r3 7o 7r3 7o 7r3
(5.71)
í  f  autvdxdt — í  f  aptvdxdt  =  d f  f  a A u vd x d t ,
7o 7r3 2 70 7r3 7o 7r3
para todo v G L2 (0, T; 0^3)) •
Además, (</? (0), u  (0)) =  (po, t¿o).
Notemos que la condición (5.7) junto a que </?3 G L°° (0,T-,L2 (R3)) implican que /  (p) 
pertenece a L 2 (0, T ;L 2 (IR3))*
El próximo lema se prueba de forma similar al Lema 94.
L em a  96 Si z(-) es una solución a-débil, entonces para cualquier s > 0 z{-) = -z(-+s) es 
también una solución a-débil. Si Z{ (•) son soluciones a-débiles de forma que 21 (0) =  x , z \ (s) =  
t i , 22(0 ) =  r i ,  entonces z ( ')  definida por (5.70) es una solución a-débil.
Notemos que de la definición de solución a —débil se sigue que u ,p  E C  ([0, T ] , (K3)).
Además, como u ,p  E L°° (0, T; H* (M3)), obtenemos que u ,p  E C  ([0 ,T ]; H* w (M3)), donde 
(R3) es el espacio H \  (R3) dotado con la topología débil (ver el Lema 175 o [8 6 , Lemma 1.4, 
p.263]). Así, una condición inicial (</?o?wo) ta l que <¿>0 £ (R3), uo E H* (R3) tiene sentido.
Además, nuestro objetivo es probar que u ,p  E C  ([0, T ] , H* (R3)). Para esto necesitamos 
algunos lemas previos.
Denotamos p{x) := p ( —x ) . Sea u * v el producto convolución de dos funciones.
Por abuso de notación utilizaremos (•, •) también para la actuación en sentido distribucional.
L em a  97 Sean p E L 1 (R3) , v E H l (R3) , A v  E L 2 (R3). Entonces A ( p * v )  E L 2 (R3) y 
A  (p * v) = p * Av.
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D em o strac ió n . Primero, suponemos que p tiene soporte compacto. Sabemos que p * v £ 
L 2 (R3) (ver [19, Teorema IV.15]). Probemos que A (p * v )  = p* Av. En efecto, por las Proposi­
ciones 139 y 140 obtenemos que para <p £  C q
{p * v, A ip) = I (p * v )  Aipdx = I v (p *  A <p) dx
J R3 J R3
=g L v ir* Sí)dx=g L "¿fe1{i>*'^ dx-
Entonces, usando que p * <p £ Cg0 (R ) (lo que se deduce de la Proposición 140 y de que p, <p 
tienen soporte compacto) y otra vez la Proposición 139, tenemos
{p*v,A<p) = = Jr3 A v ( p *  <p) = j f 3 (p*A v)< p=  (p * A v , tp ) .
Como A v  £ L 2 (R3) deducimos que p * A £ L 2 (R3) , y por tanto A (p * v) £ L 2
Finalmente, si p £ L 1 (R3) , por densidad tomamos pn £ Cq° (R3) de manera que pn —* p en 
L 1 (R3) . Entonces pn * A v  £ L 2 (R3) y A {pn * v) = pn * A v . Además, pn * v - + p * v e  n L 2 (R3) 
y pn * A v  —» p * A v  en L 2 (R3) (ver, de nuevo, [19, Teorema IV.15]). De aquí, A (p * v )  = p* A v  
y A  (p * v) £ L 2
Sea un abierto Í2 C R3. Denotamos u (x) = |  ^ ^ * '
L em a 98 Si u £ H 1 ( í l ) , Au £ L 2 ( í l ) , a  £ Cg° (Í2), entonces A  (aü) £ L 2 (R3) y
. . . . . r —> da  duA  (au) =  A a u  +  A ua +  2 y —— ——
*-Í dxi dxit = l
D em o strac ió n . Es conocido que au  £ H 1 (r 3 ) y 5 i r ( a u ) =  (ver la Proposición
142). Para <p £ Cg0 (R3) tenemos
- ( A =  =
f  f  du d a \  d f  f  du da  \  d
V +  U<9:r¿/ X \  dxi + U d x i )  d x ^  X'
Entonces
r du. r d dm i i r r fP fPtv cFld i
dx
. . _ . f  du \  . . a  1 1 f  [ d2 , . <92o:
(A«u, V.) =  g  Jñ ^  («*) -  — dx +  -  g  yn u ^  ^ a
f  du d , *. f  du da  1 v f  d2 . .
=  g i ,  M  dX “  g i ,  5 *  5 ^  +  2 g J n Udx¡ <“*> dx
-  1  ¿  í  f ^ u Vdx -  \  ¿  í  o c u ^ d x .
2 h J * dxi 2 h J n  d x i
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Como atp E Cg° (íl), obtenemos que X^3=1 Jn (atp) dx = -  £ 3=1 So. u ^  (a(P) dx. De aquí
i=1
da
dx i /  n ¿ í  Jn dxi dxi
(fdx
de forma que
1 / A . f  du da  1 í  d2 a  1 . _ .
=  - -  (A »,a^)n g ^ ^ d x  -  2 (A®., V)
2 = 1  2 = 1  *
\  (A aü ,  y?) =  i  (Au, a<p)n +  ^ ¡ y dx  +  \  u ’
"= I i  (aAu+2¿  £ £ +uAa)vdx 
=IL  ( a A u +2¿ £ é +ua“) <**■
Hemos probado la fórmula A (au) =  (A a) u +  (Au) a  +  2 ^ ¿ = 1  Bardx7’
Finalmente, A (cm) E L 2 (M3) se sigue de las hipótesis sobre u y sobre a , junto a que
da
2=1
|A (au) (x)| <  |Aar (x)| |u (x)| +  \a (x)| |Au (x)| +  2 
para casi todo x  E fi. ■
dxi
(x)
P ro p o sic ió n  99 Si u G H 1 ( f í ) , Au G L2 ( í l ) , entonces existe un G Cq° (M3) de manera que 
para todo w CC fi,
«n|n u en L 2 ( f i) , (5.72)
Vun k  -> Vu en [L2 (u; ) ] 3 , (5.73)
A un|iü —> Au en L 2 (w) , (5.74)
donde la notación w C C  f l  ha sido definida con anterioridad.
D em o strac ió n . Tomamos vn := pn * ñ  G C 00 (M3), donde p„ es una sucesión regularizante,
de forma que (5.72) y (5.73) se verifican (ver la demostración del Teorema IX .2 en [19]). Falta
demostrar (5.74).
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Tomamos w CC fí. a £ Cq0 (O) es una función tal que a  = 1 sobre algún entorno de w. Por 
los Lemas 97 y 98 tenemos que A (au) £ 1/
A (pn * au) = pn * A (au) =  pn * I A au  +  A n a  +  2 Tr~^r~
Ó X i  Ó X i
1 = 1
3
A (pn * au) —i► A au  +  A ua +  2 en ^  (®"3) *
. dxi dxi 
2 = 1
En particular, tenemos que A (pn * au) —> Au en L 2 (w ) .
Por otro lado, para n suficientemente grande obtenemos que pn * a ü  =  pn * ü  en w, ver [19, 
p. 152]. De aquí, A (pn * ü) —► Au en L 2 (w ) .
Finalmente, para obtener un £ Cq0 (R3) que satisfaga las tres convergerías multiplicamos la 
sucesión vn por una sucesión de funciones de truncamiento (ver [19, p.152]). ■
A a 2 / /  1< C  Qí2 ; tp GP ro p o sic ió n  1 0 0  Sea a* £ W 2,°° (R3) , a (x )  > 0, V a* < C "a2 ,
H* (R3) y Ay? £ L2 (R3) . Entonces A ^ a ^ j  , div ^ a 2 Vy?j £ L 2 (R3) y
A ^ a ^ j  =  </?Aa2 +  2 V a 2 Vy? 4- a 5 Ay?, (5-75)
div ^ a 2 Vy?^ =  a 5 Ay? +  V ( a 5^ • Vy?. (5.76)
D em o strac ió n . Vamos a comprobar que el resultado es válido sobre cada bola B k . Sabe­
mos (ver el Teorema 151) que W 2,co (R3) C C  (R3) . Tomamos u =  a 2 , v =  y?, ak :=
minxeB¿a (x ) '  Como V2 W  ^  (Vy?(z) ) 2 <  a * 1 a (x)2 (Vy> (x))2 y |Ay?(x)| <
_ 1 j
a fc 2a 2 (x) |Ay?(a;)| obtenemos que Lk<p £ H 1 (Bk) , Ay? £ L2 (Bk)- De la Proposición 99 pode­
mos encontrar uj¿, u£ £ Cq° (R3) (denotados como un, un por simplicidad) de manera que para 
todo w CC B k ,
un -> a5 , u„ —► y? en L2 (£ * ),
Vun —► V , V v n —>► Vy? en [L2 (u; ) ] 3 ,
Aun —> A ) Aun —> Ay? en L2 (w) .
Queda claro que
A (vnUn) — UnA vn T  2VVn ■ ^Un  "I- Uj^AUji, 
dzu (unVu„) =  unAun +  V un • Vun.
De forma similar a la prueba del Lema 84 podemos probar que
A (vnun) -> A (a¿(p) ,
unAun +  2Vun • Vun -I- u„Aun —» a 2 Ay? +  2Vy? • V a 2 -1- y?Aa2 ,
div (unV vn) —» dzu ^ a 2 Vy?^ , 
unA vn +  Vun • Vun —> a  2 Ay? +  V ( a 2 )  Vy?,
118 ECUACIONES DE CAMPO DE FASE
en el sentido de las distribuciones. Por tanto, como Bk es arbitrario, (5.75), (5.76) se verifican. 
Finalmente, de las desigualdades
| Vy? (x) V a 2 (x) <  (Cr/) 2 oc (x) |Vy? (x) | 2 ,
|y? (x ) A a 2 (x ) < (C ^ ) 2 a  (x ) \y? (x) |2 ,
y como Ay? G L2 (R3), ip 6  H \  (R3), se sigue que a^Ay? +  2 Vy?Va2 +  y?Aa2 G L2 (R3). Por 
esto, A ^a^y?  ^ G L 2 (R3) . De forma similar obtenemos que div (ah V(p) e  L 2
L em a 1 0 1  Cualquier solución a —débil satisface u, y? G C  ([0 ,T ], (R3)) V
d_
dt
_d
dt
i
a
=  - 2 í  dv . _ f  dv/ a — A vdx  — 2 / — v a -v v d x ,
JR3 dt  3 dt
f  du= 2 1 — avdx,  para casi todo t G (0, T ) , 
7 r 3 dt
(5.77)
(5.78)
donde v = u o tp.
D em o strac ió n . Consideremos el caso v =  y?. Por el Lema 85 es suficiente probar que a  2 y? G 
C  ([0, T ] , H 1 (R3) ) . Si obtenemos que o¿y> G L2 (0, T; H 2 (R3)), ^  (a¿y>) G L2 (0 ,T\ H ~ 2 (R3)' 
entonces el primer resultado se sigue de resultados estándar (ver el Teorema 174). Primero, va­
mos a probar que A ^ociipj G L 2 (0, T; L 2 (R3)) . Del Lema 84 y de la Proposición 100 tenemos
que a ^ p ( t )  G H 1 (R3) , A (t ) G L 2 (R3) y
d (  i \  ^ ( a 2 )  i  d<p
d ^ A a2Lp) = ^ r í p + a 2 ^
A ^ a 2 y>^  =  y>Aa2 +  a 2 Ay? +  2V a¿ • Vy?, para casi todo t. (5.79)
Por las desigualdades |v a ¿  (x) < C'ol¿ (x) y Aq5 ( x ) < C"ah  (x) tenemos que
Ja  y?^  (¿?x-) <  3 ( (C " )2 a  (x) |y?(t,x ) | 2 +  a (x )  |Ay?(£,x) |2 +  4 {C')2 ol(x ) | Vy? (í, x ) |2 dx'j ,
para c.t. x G R3, t > 0.
Entonces, de la definición de solución a-débil tenemos que A ^ a 2 y?^  £ L2 (0, T ;L 2 (R3)) .
Vamos a ver que a^y? g L 2 (0, T; H 2 (R3)). Fijado t, consideremos la ecuación elíptica
—A (f> +  (j> =  —A ^Q2 y?(í)^ +  a 2 y? (t) =  <7* en R3.
Como g* G L2 (R3) , un resultado clásico para la ecuación de Laplace (ver el Teorema 168), 
implica la existencia de una única solución débil 0, la cual pertenece a H 2 (R3) y
UW h h w ) <  l l9* ll¿» (R3) <  ¡ A  ( o t ^ )  ( t ) | | i2 (R 3) +  | p v ( í ) ¡ i J (R 3 )  •
ECUACIONES DE CAMPO DE FASE 119
dtp
dt
Es inmediato que </> =  a ^ p ( t ) ,  y entonces se sigue el resultado.
Por otro lado, hemos de probar que ^  £ L 2 (0 ,T ; L 2 (R 3))  C  L 2 (0, T ,H ~ 2 (R 3) ) .
Si podemos dem ostrar que entonces esto es una consecuencia de
L2 (0, T; L2 (R3)) . Como <p : [0, T] —» L2 (R3) es una función absolutamente continua,
existe para casi todo t. El mismo argumento es válido para la función ofip  : [0,T] —* L 2 
De aquí,
dip
dt
lim I a  (x )
h^ °  Jr3
f  (t + h )-< p (t)  _  j g  d x = 1 .m 
h dt J h
im í
~ JRí h dt /
para casi todo de manera que «2 ^  =  Jr ^ 2  ip'j.
Unicamente falta la prueba de (5.77)-(5.78).
Utilizando que o h p  G L2 (O,!1; # 1 (R 3) ) ,  (a * v )  G L2 (0 ,T ;L 2 (R 3) )  C  L 2 (0,T; T í"1 
y el Teorema 174 (cuya prueba se encuentra en [86, p. 260]) obtenemos
d_
dt
a  2 <¿> =  2 f  (a^(p) a u p d x  = 2 f  a-^-<pdx, 
3 dt \ /  7]r3 dt
de manera que (5.78) se sigue.
Para probar (5.77), necesitamos el siguiente lema.
L em a 102 Existen tpn G C 1 ([0, T ] ; (R 3) )  de manera que A<pn G C 1 ([0, T ] ; L2 (R 3) )  y
<pn -> ip en L im (0 ,T; (R3) ) , 
Ay>„ A <p en (0 ,T ; L% (R3) ) ,
e n L ^ ( 0 , T - t L l  (R3)) .
difin dip
dt dt
De aquí, V</?n —> Vy? en L2^  ^0, T; [L2 (R3)]3  ^ , y seguidamente de esto tenemos que Q2 V</?n —» 
a 5 V ^ e n Z ^ ( o , T ; [ í , 2 (R3)]3) .
D em o strac ió n . Tomamos una sucesión regularizante ipn (i) = f R pn (t — s)lp (s) ds, donde Tp (t ) 
se define como
7^  (f\ ._  Í  V5 ( 0  J ^ [0 j
v ( t ) - \  0 , si í ^  [0 , T]
y pn {t) = np(n t) ,  con p(-) G Cq° (R ) , p(t) > 0, JR p ( t )d t  — 1, supp(p) C [—1,1], de donde 
supp(pn) C [— ¿]. Tomamos A  = (0, T ) . Entonces
í  \\íP n { t) -(p ( t ) \ \2 d t=  í  í  pn ( t - s ) ( < p ( s ) - p { t ) ) d s  
J A  J A  J t - ±
dt
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< j  1 \pn (/i)| \\p(t +  h) -  p{t)\\dh^j dt
~  I a  {  ( /  1 +  ~  V ( t ) ) f  d h ) jd t
i
<  2nc2 L L  \\p (t +  h) — p  (t ) ||2 dtdh ,
n  ^
donde p (í) <  c, Vi. Finalmente, como ||<¿?(- + h) — p\\ l 2 ^  —■► 0, cuando h —» 0 (ver [41, Capítulo 
IV]), tenemos
fT  2
lim /  ||<¿?n (í) -  <¿?(í)||2 dt <  lim 2nc2-  sup ||^(* +  h) -  =  0.
n - ° ° y 0 n —»+°o n .Lk  i v ''0  ^ “ |/»|<, 
Notemos que para 4 C C  (0,T) y n suficientemente grande
d_
dt
pn (t ) =  í  pn (t -  s ) p  (s) ds =  f  pn (t — s) ^ - p  (s) ds, para t £ A. 
Jr Jr ds .
Entonces, de forma similar obtenemos que lim ^ o o  f A ||^<¿>n(í) — \\2 dt =  0 si A CC
(0, T). Además, Ay?n 6  C 1 ([0, T ] ; (R3)) y lim ^ o o  JA ||A<¿>n (t) — A p  (í) | |2 dt =  0 se obtiene
de forma similar si probamos que
A p  = A p  (de donde A p  G L 2 (R; L2 (R3)) )
y
A Pn (t) =  pn (t — s) A p  (s) ds, Ví.
7r
En primer lugar, sea a  G Cq0 (R x  R3) . Entonces
(A</?, a) = I p A a d xd t  = I / p A a d xd t
Jr Jr 3 Jo Jr 3
= I /  A padxdt = I A p a d x d t ,
7o 7r3 7r 7r3
de donde obtenemos que A</? = A p .
Fijamos ahora t. Sea </> G Cq0 (R3) y H =  supp (0). Entonces usando el teorema de Fubini 
obtenemos
A [ y  pn {t -  s) p  {s) ds ,<¡)^  = pn {t -  s)p(s)ds,A(f>^  
= I I pn (t — s ) p  (s ) A (j)dsdx =  I pn (t — s) I p  (s) A(j)dxds
Jn J r  J r  Jn
=  / P n ( t - s )  (p (s) , A0) ds =  I pn { t  s) (A ^  ( s ) , 0) ds
7 r  7 r
= I I pn (t — s) A p  (s) <f>dsdx = ( I pn {t — s) A p  (s) ds , 0 \ . 
Jn J r  \ 7 r  /
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Ahora, utilizando el Lema 102  demostraremos (5.77).
i 2 d
Como ipn G C 1 ([0 ,T ]; (^ 3)) queda claro que ^  V</?n =  2 / r3  a — (Vipn) • Vcpndx.
Necesitamos comprobar que
2  Í  “ 4  (v ¥>») • V p ndx  =  - 2  [  a ^ A p n d x  -  2  í  % - V a  • V ^ d x .
7]R3 «C JR3 d t  A r 3 d t
De (5.76) tenemos a 2A ipn = div — V ' V(/?n, y entonces
2 J  a ^ ( p nA(pndx — %J  dx - 2  J  a¿-^ipn V • V<pndx.
De la misma forma que al principio de la demostración podemos probar que a 2 <¿?n (f) G 
H 2 (R3), lo cual implica por la fórmula de Green y los Lemas 84 y 31 que
2 J  a^<pnA<pndx = - 2  J  V ( “ ^ P " )  ' d x - 2  J  V V<pndx
=  - 2  í  o t V ^ - V t p n d x  -  2 j  ^  V a-V v„dx
=  - 2  J a  ( j ^ V r A  -Vpndx -  2  J  ^ V a -V Vnd x .
Por esta razón, (5.77) se verifica para <¿?n . Pasando al límite en el sentido de las distribuciones 
obtenemos el resultado para tp. ■
Ahora definimos el espacio Y  := (/7¿ (R3) ) 2. Es sencillo ver que H  C Y  con inyección 
continua.
D efin ic ión  103 Diremos que el semiflujo multivaluado G es {H — Y ) —asintóticamente com­
pacto si para todo B  G B(H) cualquier sucesión £n G G (tn, B ) ,  es precompacta en la topología 
de y, donde tn —> oo cuando n  —> oo.
T eo rem a  104 Supongamos que se verifican (H 1)—(H3). Entonces G es (H —Y ) —asintóticamen­
te compacto.
D em o strac ió n . Sea una sucesión como en la Definición 103. Entonces, por los Lemas 83, 89 
podemos asegurar (pasando a una subsucesión si hace falta) que £n —► £ débilmente en Y .  Sea 
£n £ G (¿n, vn), vn G B, y tomamos 7o > 0. Claramente existe N\  (7o) de manera que tn >  To 
para n >  N  (To) • Por el Lema 94,
£ G (í„, vn) = G (To, G (tn — To, vn)) ,
de manera que existe (3n G G (tn — To, vn) de forma que
£n € G (To, /?n),
y
Pn G G (tn — Tq, vn) c  G (tn — Tq, B ) .
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De aquí, por los Lemas 83, 89 existe £ t0 € Y  tal que /3n —* £r0 débilmente en Y  (pasando a una
entonces £n —► £ fuertemente en Y .
Vamos a analizar de forma separada los cuatro términos cp, u, V<¿>, Vu.
La función ip.
Sean zn = (<pn , un) £ D0 {ipn (0 ) , un (0)), donde zn (T0) =  £n =  (£Í, £n) =  (<Pn (2 o ) , un (To)), 
zn (0) = fin = (<pn (0), un (0)). Notemos que el Lema 94 implica que zn (t) £ G (£, G (tn — To, B )) =  
G (t +  tn — To, B),  de manera que para las funciones zn las estimaciones obtenidas en.los Lemas 
83, 89, 91 y 93 son válidas.
Sumando y restando y multiplicando después la primera ecuación en (5.1) por esoupn, 
usando el Lema 8 6  e integrando sobre (0, T q)  tenemos
subsucesión). Se sigue de la Proposición 105, probada posteriormente, que existe una solución
a-débil Zoo =  ( t ,  u ) para la cual z^  (0) =  £r0 =  {£t0^ t 0) y  (To) =  £ =  (C1^ 2) •
Como £n —► £ débilmente en Y ,  tenemos
1Ím n! 2 L  l l ^ l l  Y ^  UW Y- (5.80)
Si probamos que
lim  SUP | | í „ | | y  <  H í l l y  , (5.81)
a ( X) U n p n d x d s
(5.82)
e (To s) A(pnlpna (x ) dxds Oí (x) f  ((pn) ipndxds.
Vamos a estimar cada uno de los términos separadamente.
Notemos que la sucesión <pn (0) está acotada en L \  (R3) por el Lema 89, de forma que para 
alguna constante R \  > 0 tenemos
e~T° IIVn(0)||„ <  e~ToRi,Vn. (5.83)
Dividimos el segundo término de (5.82) en dos partes:
f  [  e (T° a  \(pn \2 dxds = f  [  e T^° s^a \<pn \2 dxds+ [  f  e T^° s^a \pn \2 dxds.
Por el Lema 93 podemos encontrar K  (e, B ) , N  (e, B)  de manera que
Por otro lado, por los Lemas 83, 89, 85 y (5.51) tenemos
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de forma que a 2 ipn está acotada en L 2 (0,T; H 1 (R3)) • Además, por el Lema 83 obtenemos
/  Jr3 a ~  M  ''= RS'
Notemos que por la definición de solución débil </?n : [0, To] —* L2 (R3) es absolutamente continua,
de manera que cA<pn : [0,To] —* L2 (R3) tiene la misma propiedad y = a^^- ipn. De
dt \  /  dt
aquí, a ^ í f n y  — ^ a 2 <¿?n^ están acotados en L2 (0 , T ; / / 1 (R3)) y L2 (0 , T ;L 2 (R3)), respectiva­
mente. Pasando a una subsucesión obtenemos que
ifn —> (p débil en L 2 (0 , To; H* (R3) ) ,
a^ipn -> £ débil en L2 (0, T0; H 1 (R3) ) ,
j t ( a * ? ,,)  -  ^  débil en L 2 (0,7b;L 2 (R3) ) .
Para cualquier v € L 2 (0, T; L 2 (R3)) tenemos
-To /* f T 0 p pT 0 p
I I \a í(p  — £ )  vdxdt = I I (a^<p — a^\pn )vdxdt- \-  I I ( a?(pn — £) vdxdt
JO J R3 ' ' Jo J R3 ' ' J o  J R3 ' '
f T o  p  p T q í*
= /  a  (ip — <fn) ( a ~ i v ) dxdt +  /  /  [ a* ipn — £} vdxdt ^  0 ,
Jo J R3 ' ' Í0 ÍK3 ' '
cuando n —» oo. Notemos que a~¿v € L 2 (0, To; L2 (R3))- De aquí, £ =  ahip.
Del Lema 91 deducimos que A<pn —» A (p débil en L 2 (0,To;L2 (R3)) , a^Aipn  —> a^A<p
débil en L 2 (0, To; L 2 (R3) ) , /  (<pn) -► X débil en L 2 (0, To; L2 (R3)) , 0:2 /  (ipn) —> 0 :2^  débil en
L2 (0,T0 ;L 2
Razonando como en la prueba del Teorema 79 obtenemos entonces que a^Lk<pn —■y ot^Lkip 
débil en L 2 (O^Tq^H 1 (D jt)), a?ALkipn -* c A A L w  débil en L 2 (0,To;L2 (Qfc)) y f  (Lk<pn) —*- 
0  2 LkX débil en L 2 (O, To;L2 (fU)) , donde Lk ha sido definida en el Teorema 79. Igualmente, 
azLkUn  —> azA L k ii  débil en L2 (O, To; H 1 (fífc)).
De aquí, deducimos que
j t [Lk ( J Vn) ] = j f t [ L ^ n]
- 2 a  i  \  -= AL/f^ipn Oí2 /  \L k ip n ) “1“ 2q2 I/fcUn
converge débilmente en L 2 (O, To;L2 (Hfc)) a ^  Lk ^ 2  .
Así, el Teorema 169 implica
Lk (azcpn'j —> Lk fuertemente en L 2 (0,To;L2 (ÍÍ&)) P^ra todo k. (5.86)
Se sigue que
rTo p  pTo p
I I  e ~ ( To~ s^a  |</?n|2 d x d s  —► /  I  e~^T° ~ s^ a \ í p \2 d x d s .
Jo J\x\<k Jo J\x\<k
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Por tanto, si además utilizamos (5.85) y (5.84) tenemos
lim sup í  e~(To~s^\\a2ípn \\2ds < í  e~(To~s) a 2 ^  ds +  e. (5.87)
n—>00 JO Jo
De (5.86), pasando a una subsucesión, se sigue además que a^(fn {t-,x) —> a2<p{t,x) para |  
casi todo (í, x) G (0, To) x fl*,, de forma que a 2 (a:) >  0 implica que ipn (t , x) —> y? (¿, x) para casi 
todo (í, x) G (0, To) x fifc. Mediante un procedimiento diagonal podemos obtener una subsucesión 
común, de forma que la anterior convergencia es cierta para todo k.
El tercer término en (5.82) lo separamos de forma análoga a la integral anterior. Entonces, 
por el Lema 93 tenemos que si n  >  N  (e, B ) , k > K  (e, B ) ,
í  í  e~(T°~s O^í (x) unipndxds < í  e~Uo-s) í  í  a |i¿n |2 d x | [ í  a|<£>n |2 d x ]  ds <
Jo J\x\>k Jo J  J
Para la o tra  integral notemos que el Lema 83 y argumentos similares a los de la función <pn 
implican
un u débil en L 2 (0, T; H 1 (R3)) ,
-» ^  débil en L 2 (0,T ; L2 (R3) ) ,
U v  (JbL
LkUn —> LkU fuerte en L 2 (0, T; L 2 (flfc)). (5.88)
Entonces (5.86) y (5.88) nos proporcionan
rTo r pTq n
I I ay?nundxds —► / I aipudxds
Jo J\x\<k Jo J\x \<k
rTo r rTo r
lim sup I /  e~(T°~s^a (x) un<pndxds < I / e~(T°~s^a(x) mpdxds + e, k > K .  (5.89)n —>00 Jo  J R 3 Jo  J\x \<k
Vamos a analizar ahora el cuarto término en (5.82). De nuevo, dividimos la integral en dos 
partes. Por un lado, por los Lemas 91 y 93, si n > N  (e, B ) , k > K  (e, B ) ,
í  í  e (T° s^a (x) A <pnipndxds 
Jo  J \x \>k
< (  Í T° [  a \ A Vn\2 d x )  2 (  Í T° e-™ -*) f  a  |v „ |2 d x )  ’ ds
\ J  0 J\x \>k )  \ J  0 J\x\>k J
1
< M3  (Z?, To) £2 .
Por otro lado, por el Lema 91 obtenemos que (pasando a una subsucesión) A ipn converge a 
A (p débilmente en L 2 (0, To; L2 (R3)). Además, hemos visto antes que Lk ^ tpn j^ —> Lk 
fuertemente en L 2 (0,To; L 2 (fU))> de forma que
í  í  e~(T°~s^a (x) A(pn(pndxds —► í  í  e~^T°~s^a (x) Aipípdxds 
Jo J \x \<k  Jo  J \x \<k
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y entonces
rTo r  rTo r 2
lim sup / / e~(T°~s>a (x) A(pnipndxds < /  / e~^T°~s^a (x) A(p<pdxds+M3  {B,To) e *,
n->ooJo J R3 J o J\x\<k
(5.90)
para todo k >  K.
Finalmente, consideremos el término no lineal. Partiendo la integral como antes obtenemos 
en primer lugar que
—  í  í  e (T° a  (x) f  ((pn) ipndxds < — í  í  e T^° s^M (x )d xd s  
JO J\x\>k ^  Jo  J\x\>k
 [  í  e (T° s^2Aonp2dxds < —e, si k > K  (e, £ ) ,
M Jo J\x\>k M
donde hemos usado (5.8) y que M  6  L 1 (R3).
Hemos visto que Lk —> Lk en L 2 (0, To; L 2 (flfc)), por lo que pasando a una
subsucesión, </?„ (£, x) —» ip (£, x) para casi todo (t, x ) . Como ya hemos comentado, mediante 
un proceso diagonal esta convergencia se tiene para casi todo (£,x) 6  (0, To) x R3, de forma 
que la subsucesión no va a depender de k. Como /  es una función continua sobre la segunda 
variable, tenemos que /  (x, (pn (t , x)) —► /  (x,ip (í, x)) para casi todo (£, x ) . Utilizando el Lema 
de Fatou-Lebesgue (ver el Lema 131) y (5.8) obtenemos
lim sup ( — — í  f  e (T° s^ a f  (ipn) ípnd x d s \  (5.91)
n->oo y  M Jo J\x\<k J
< — — f  f  e~^T°~s^a lim in í ( f  (cfn) (pn) dxds 
A* Jo J\x\<k
2 f To
c\<k
=  í  í  e (T° s^ a f  (<f) (fdxds.
Jo J \x\
Entonces,
lim sup ( ----- í  í  e (T° s^ a f  (<pn) (pnd x d s \  <  — — — í  í  e T^° s^ a f  (<p) ipdxds,
n—xx \  Jo Jr3 /  ¡1 [l Jo J\x\<k
(5.92)
donde k > K  (e, B).
Utilizando (5.83), (5.87), (5.89), (5.90) y (5.92), y teniendo en cuenta que k > K  (e,B)  es
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arbitrario, obtenemos
-To
lim sup \\ipn (To) | |0 <  e TqR\  +  í  e (T° s) ||<p|£ ds +  - t
n —*oo Jo M
4 í ^ 0 fH—  /  I e~(To~s^a (x) uipdxds +  e
V Jo  J R3
H— — í  í  e~(T°~s^a (x) Aipipdxds 
V Jo Jr 3
-\— — Mz (-S, ?b) e 2 H-----/i /i
Tq
í  í  e~(T°~s^ a f  (<£>) ipdxds.
Jo J  M3
Notemos que si sumamos y restamos y después multiplicamos la primera ecuación en (5.1) 
por esaip y usamos el Lema 101, entonces
\\<P (To)\\a =  e  T o  l l v ? ( 0 ) l l a  +  í  e  ( T °  s) l l a l l a  d s  +  -  í  [  e  {To s) a  {x) uydxds  (5.93)Jo t1 Jo J r 3
+ í  í  e~(T°~s^A(pipa (x) dxds — — f  í  e~^T°~s^ a f  (ip) tpdxds
M 7o Jr3 P> Jo Jr3
Comparando las dos últimas expresiones obtenemos
lim sup ||e i ||* <  llí1! ^  e -T» ( « 1 - 1^ 11* ) +  K e  + ^ - M 3 (B ,T 0) e i .
n—*oo x '  r 1
Pasando al límite primero para e —> 0 tenemos que
lim sup | | í i | £ <  11^ 11“ +
n —*oo
Como mediante un proceso diagonal podemos elegir una subsucesión común para todo To, en­
tonces para To —> oo obtenemos
lim sup | | í i | |^  <  Hí 'IIq ! (5-94)
n—»oo
como se requería. 
La función V<p
Multiplicando la primera ecuación de (5.1) por a(pnt y usando el Lema 8 6  obtenemos
A */ oc \ipnt\2 dx + f  a  |V<£>n|2 dx
JR3 ¿ at 3
< 2  /  a  \un<pnt\dx  +  £ 2 / \V a V  (pnifnt\dx  
Jr3 Jr3
+  /  a  \f(ipn)<Pnt\dx.
Jr3
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Además, multiplicando la primera ecuación en (5.1) por oapt y utilizando (5.77) en el Lema 101 
obtenemos la misma expresión para la solución ip.
Entonces, \Va\ < 2C'a  implica que
7  í  ot\ipnt\2 d x + % - ^  í  a \V ipn \2 dx 4 JR3 2 dt Vr3
< — í  a \u n \2 d x -\— ^ ^   ^ f  a |V y ?n |2 dx  (5.95)
M Jr3 M Jr3
+  -  í  a \ f  (ipn)\2 dx.
M Jr3
Por los Lemas 83, 91 obtenemos
-j- f  oí |Vipn \2 dx < K , para casi todo t G (0, To), (5.96)
dt 3
donde A  es una constante que depende del conjunto B.
Por otro lado, teniendo en cuenta el Lema 83 y (5.55) sabemos que un —> u débil estrella 
en L°° (0, Tq^H1 (K3)), y <pn <P débil estrella en L°° (0, To;if¿ ( ^ 3))? Por 1° Que obtene­
mos, usando el Lema 101, que ||u(£)||a , W^PÍ^Wh1 están uniformemente acotadas en [0,To]
Con las mismas constantes que Además, si probamos que q « <pn converge débil es­
trella & a & (p en L°° (0, To;L6 (M3)) obtendremos que a$<p{t) satisface la misma estimación
que c¿G<pn (t) , para casi todo t. En efecto, por el Lema 91 deduciríamos que a^ip
L6oiipn
L6
< M i ( B ) , para casi todo t > 0, Vn G N. Pasando a una subsucesión sabe- 
1   ..  , _  . 1
m o s  q u e  asípn —> \  d é b i l  e s t r e l la  e n  L°° (0 , T o ;T 6 (K 3) )  . N e c e s i ta m o s  q u e  x  = a*<p- S a b e ­
m o s  p o r  r a z o n a m ie n to s  p re v io s  q u e  ak<pn —► orf<p p a r a  c a s i to d o  ( t ,x ) .  T o m a m o s  jR >  0  y  
QT0R :=  ] 0 ,T 0 [ x Dr . L a  a c o ta c ió n  d e  Lr  e n  L 6 (D t0r )  Y e l L e m a  172 im p l ic a n  q u e
L r  —> L r  ^ q ; 6 ^  d é b i lm e n te  e n  L 6 (Dt0r ) • N o te m o s  q u e  <p G L°° (0 , T o ; i7 ¿  0 ^ 3) ) »
lo  q u e  im p l ic a  q u e  a^LR(p, c& V L r <p  G L°° ( 0 ,Tq,L2 (fi#)) . P o r  la s  p r o p ie d a d e s  e  a  d e d u c i­
m o s  e n to n c e s  q u e  Lr <p  G L°° ( 0 ,T o ',H l ( í l j? ) )  C  L°° (0 , T o ;L 6 ( fb ? ) )  . P o r  t a n to ,  L r  (^a^ipj G 
L°° (0 , To; L 6 ( Í I r ) )  C  L 6 (Dt0r ) •
C o m o  R  >  0 es a r b i t r a r io ,  se  s ig u e  q u e  x  = 0í^ iP-
A d e m á s , a r g u m e n ta n d o  d e  f o rm a  a n á lo g a  a  l a  p r u e b a  d e l  L e m a  91, o b te n e m o s  q u e  | | /  (<p ( t ))  | |a  
e s t á  a c o ta d a  e n  c a s i to d o  t c o n  l a  m is m a  c o n s ta n te  q u e  | | /  {<pn ( ¿ ) ) ||.  D e  a q u í ,  <p s a t is f a c e  (5.96) 
c o n  la  m is m a  c o n s ta n te  K.
D e sp u é s  d e  in te g r a r  o b te n e m o s
I  a  |V<¿? (t)\2 dx — K t  < f  a |V y ? ( s ) |2 dx  — K s ,V  0 <  s < t,
Jr3 Jr3
y  e s t a  m is m a  d e s ig u a ld a d  se  t ie n e  p a r a  <pn. D e f in ie n d o
J ( t ) : =  í  a  \V<p (t)\2 dx — K t,  
Jr3
Jn ( t) :=  [  a\Vipn (t)\2 dx -  K t,
Jr 3
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tenemos que J  (t) < J  (s) , Jn (t) < Jn (s) ,  si t > s, de forma que J ,  Jn son no decrecientes. 
Además, como ipn , ip G C  ([0, To]; (K.3) ) , estas funciones así definidas son continuas.
Vamos a probar que lim  supn-+ooJn (To) <  J  ( T q) .
De la convergencia anterior se sigue que <¿?n —> en el sentido de las distribuciones de
(0,To) x R3, y entonces L kp n —* L kip en el sentido de las distribuciones de (0, To) x Qk. De
aquí, A (L kp n) -» A (Lk<p) en sentido distribucional. A continuación, vamos a probar que
LkVn (t) Lk<p (t ) en H 1 (flk) para casi todo t.
En primer lugar, probamos que L kipn está acotada en L 2 (0, To; H 2 (fifc)) y — -—-  endt
L 2 (0, To; L 2 (ílfc)) . Tomamos como en la prueba del Teorema 79. Definimos <pn (t ,x )  := 
rfk+i (M ) (Pn (t,%) • Tomamos Úk := Dk+i, de manera que (pn (t , •) G • Sabemos que
A ipn (t) € L 2 (R3) , y entonces A ipn (t) G L 2 De hecho, aplicando el Lema 98 tenemos
que A (pn (t , •) G L 2 . De esto deducimos que (pn (t , •) G Hq fl H 2 , ya que es una 
consecuencia inm ediata del Lema 168 que en este espacio las normas IItIIj^q*.) +  ll^^llL2(íífc) 
y son equivalentes. Así,
_ fT 0 r n -]
dt|| A^n I I — 3 I I l l ^ fc+1^ (^?nllL2(í7
Tq
+  12 í  IIV^fc+1 ■^'firv\?L^(Ílk) dt
~  C l (ü dt + J 0 dt
Tq
+  4 C i í  l l ^ n | | L2(ñfc) d t ,
donde hemos utilizado la acotación uniforme de las derivadas parciales de V’fc+i (M ) •
Ahora, por los Lemas 83, 89, y utilizando a  (x ) > a k+\ >  0 para x  G £lk (notemos que, por 
el Teorema 151, W 1,p (R3) C C  (R3) , si p  > 3), obtenemos que las tres últimas integrales están 
uniformemente acotadas, y entonces Jq° ||A</9n ¡|^2^ fc) dt < K ,  para todo n. De aquí, (pn está
acotada en L 2 ^0, To; H 2 •
Además, anteriormente hemos visto que = a  2 mn. Como — ipn está acotada en
dt \ J dt dt
L 2 (0,T0; L 2a (R3)) y a (x) > a k + 1 >  0  en Qk, se sigue de todo esto que =  V'fc+i (M ) ^ p n 
está acotada en L 2 ^0, To; L 2 •
Por el Teorema 172 obtenemos que (pn —¡► r  fuertemente en L2 ^0,T q \ H 1 De aquí,
L k<pn -»■ Lkr  en L 2 (OjTo; # 1 (íbfc))- Pero L k(pn = L kípn y, utilizando (5.86) y a ( i ) > a i t > 0  
en tenemos que L k<pn —> L kp  fuerte en L 2 (0,To; L2 (Djt)). Podemos asegurar entonces que 
L k<p =  L kr. Se sigue que existe una una subsucesión tal que L k<pn (t ) —> L k(p (t) fuertemente en 
H 1 (Qk) para casi todo t. Mediante un proceso diagonal podemos elegir una subsucesión común 
para todo k.
Por otro lado, por el Lema 93 sabemos que para cualquier e >  0 encontramos T ( e , B ) ,
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K \  (e, B) > O de manera que
/  a \ipn (s)|2ds +  /  at\Vipn {s)\2 ds < e,
J \x\>k J\x\>k
para todo s G [0,To], k > si tn — To > T. Además, necesitamos obtener estas estimaciones 
para la función <p. Tomamos Lk como la proyección sobre =  R3\flfc. Sabemos que <pn —> 
ip débil estrella en L°° (0, To; (^ 3) ) > y Por est e hecho tenemos que (ipn,v) —> (ip, v) para 
todo v G Cq° ((0, To) x R3) . Como Lk<pn está acotada en L°° (0, To; H * (D£)), pasando a una 
subsucesión si es necesario, Lkpn —■► X débil estrella en L°° (0, To; H* (D£)). Hemos de ver 
que x  — Lk<p y entonces Lk<pn LkV  débil estrella en L°° (0, To; H* (H ^)). Tomamos un
conjunto acotado arbitrario C  y v G Cq0 ((0, To) x fl£) C  Cq2 ((0, To) x R3) de manera
que supp(v)  C  Í1 C  De las convergencias previas tenemos que (<pn ,v) —> (y?, u ) . Podemos 
observar que <pn , <p G L00 (0, To; (R3)) C T 1 (0, To; Ljoc (R3)), de forma que
rTo r  rTo r
I I <pnvdxds  —> I I <pvdxds.
Jo Jn Jo Jn
  . r p  . r p
Por otro lado, (Lfcí/?n,u ) —» (x?1’)» y entonces f 0 ° f n Lk<pnvdxds —► f Q° f ^ x v d z d s .  Así, 
fo fn  ipvdxds = Jq j^ x v d x d s .  Si tenemos en cuenta la identificación L2 (0 ,To;T2 (fi)) =  
L2 ((0,To) x fl), la densidad de Cq° ((0 ,To) x fi) en L2 ((0, To) x fl) implica x{t,%) =  ^ M )  
para casi todo (í, x) G (0, To) x Q. Como es arbitrario deducimos esta igualdad en (0, To) x 
De aquí, x  — Lk<p y entonces podemos establecer que
/ a  (s) |2 ds +  / a; |V<£> (s) |2 ds < e, para casi todo s.
V|x|>fc >/|x|>A:
Pero como cp : [0, To] —> (R3) es continua, podemos asegurar que la estimación es válida para
todo s.
Dado e >  0 elegimos k >  K \  (e, B) y T  (e, £ ) . Consideremos tm < To de manera que tm —*■m—KX>
To y para cada m  fijo tenemos la convergencia U |V<¿>n (tm, x ) |2 dx —* U \V<p(tm ,x ) \2dx.
K 71— ►OO *
Usando la continuidad de J  y la monotonia de las funciones Jn y J, obtenemos que existen 
m  (e ) , N  (m, T, e) para los cuales
«Ai (To) — J  (To) =  Jn (To) — Jn (tm) +  (tm) — *T (tm) "b T (tm) — J  (To)
5Í |Tn (To) — Jn {tm)| “b |Tn (tm) — «T (tm)| “b | J  {tm) ~  J  (To)|
|Tn (tm) — J  (tm)| “b |T (tm) — J  (Tq)|
< / a { x ) \V p n{tm ,x) \2 dx — I a ( x ) \V p { tm,x ) \2dx
\ j  n¡c j  íifc
+  /  Oi{x) \Vpn{tm ,x )\2 dx + í  a {x )  \Vip{tm ,x) \2dx +  e < 4e, 
Tixi>fc J\x\>k
si n  > N .  
Finalmente,
lim sup [  a {x) |V(pn (To, x ) |2 dx = lim sup (J„ (To) +  KTo) < J  (To) +  K T q (5.97)
n —+ oo JM.3 n —►oo
=  i  a {x )  \V(p{T0,x)\2 dx.
J  R3
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La función u.
Sumando y restando un y multiplicando después la segunda ecuación en (5.1) por esaun , 
utilizando el Lema 86  e integrando sobre (0, Tq) tenemos
K  (7o) ||" =  e"T» K  (0)||= +  í  ° |M =  ds (5.98)
Jo
— l ¡  /  e~(T°~s^a (x) (pntundxds  +  2d j  /  e~^T°~s^a (x) A u nundxds
Jo J r 3 7o JR3
Razonando como en el caso de la función tp, estimamos cada término separadamente.
Notemos que la sucesión un (0) está acotada en (R3) , gracias al Lema 83, porlo que existe 
una constante R 4  > 0 que verifica
e~T° |K  (0)||* <  e - ToR4, Vn. (5.99)
Ahora, como antes, dividimos el segundo término en (5.98) en dos partes:
í  í  e~(T°~s^a \un \2 dxds = í  í  e~^T°~s^a \un \2 dxds +  f  [  e~^T°~s^a \un \2  dxds
Jo J r 3 Jo J\x\<k Jo  J\x\>k
(5.100)
Por el Lema 93 encontramos K  (c ,B ) , N  (e,B)  de forma que
rTo r rTo r
/ I e~(T°~s^a \un (s) | 2 dxds < I / e~^T°~s^eds <  e, (5.101)
Jo J\x\>k Jo J\x\>k
para todo k > K ,n  > N.
Por otro lado, usando (5.88) obtenemos
rTo r  rTo r
/  I e~(T°~s c^x \un \2 dxds —> / /  e~^T°~s^a \u \2  dxds. (5.102)
Jo J\x\<k Jo  J\x\<k
1 manera, por (5.101) y (5.102) obtenemos
rTo r rTo r
lim sup / /  e~(T°~s^a \un \2 dxds < e +  /  I e~^T°~s^a \u \2  dxds. (5.103)
n—>00 Jo J r 3 Jo J\x\<k
Para el tercer término en (5.98), de nuevo, dividimos la integral en dos partes. Por un lado, 
por los lemas 83 y 93, si n >  N  (e, B ), k > K  (e, B ) ,
-  í  f  e (T° a  (x) ipntuntdxds 
Jo  J\x\>k
< (  f  e~(T°~s  ^ í  a  (x) \<fnt\2 dxds ] ( í  e~^T°~s  ^ í  a  (x) \un
\ J  0 J\x\>k }  \ J  0 J\x\>k
< M4 (B)e  2 .
Por otro lado, por las convergencias en (5.88) podemos asegurar que Lkun —> Lfcu fuertemente 
en L 2 (0, T ; fifc). Además, sabemos que 0 2  A (Lkpn) débil en L 2 (0, T ; L 2 (fbfc))>
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por lo que ^  (Lk<pn ) —1> ¿  ( L > w ) débil en L2 (0, T;L2 (fíjt)) ■ De esta manera (pasando a una 
subsucesión si es necesario) tenemos
í  í  e (T° atpntUndxds —► í  [  e T^° ^aiptudxds.
JO J \x \<k  Jo J \x \<k
Entonces
lim sup í —l f  í  e~(T°~s  ^a  (x) (pntund xd s \  í  í  e~(T°~s a^t (x) iftudxds.
n~*oo V Jo  JR3 J  J o J \x \<k
(5.104)
Para el último término en (5.98) el análisis es similar al término homólogo en el caso de la 
función ip. De nuevo dividimos la integral en dos partes y obtenemos que
lim sup í  f  e (T° s^a (x) Aunundxds <  2d í  í  e T^° s^a (x) uAudxds+M$ (B, To) e2 ,
n ->ooJo  J r 3 Jo J\x\<k
(5.105)
Vfc.
Usando (5.99), (5.103), (5.104) y (5.105) tenemos que
Tq
lim sup ||u„ (To)||o < e- T» « 4  +  f  e - (T° - s> ||t t ||| ds + e + M e t
n—*oo Jo
T o  2^
- l  f  ° í  e - {T° - s)a p tudxds + 2d í  ° [  e - {To~s) auAudxds  +  M4 (£ , T 0) . (5.106)
Jo J \x\<k Jo J\x\<k
Notemos que si sumamos y restamos u , después multiplicamos la segunda ecuación por esau  
y utilizamos el Lema 101, entonces
llu Po)lia — e ~ T° llw(0)Ha + í  f>~Uo~s) ||-ix||2 c¿5 l [  f  e ~^T° ~ s^a<pt u d x d s  (5.107)
Jo Jo J  R3
+  2 d i  í  e~(T°~s^auAudxds.
Jo  J  M3
Comparando estas dos últimas expresiones obtenemos que
lim sup l la l l i  <  | | í2||« + e - T° ( R i  -  H & l ñ  + M i ( B , T o ) e i + e .
n—*oo '  '
Pasando al límite primero para e —»■ 0 tenemos que
lim sup ||£2 |£  <  ||£2|£  +  e~T°RA.
n—>oo
Como mediante un proceso diagonal podemos elegir una subsucesión común para todo To, en­
tonces para To —*■ oo, obtenemos
lim sup ||£2 |£  < ||£2|£ ,  (5.108)n—»oo
como se requería.
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La función Vu
Multiplicando la segunda ecuación en (5.1) por aunt y utilizando el Lema 86  obtenemos 
f  a \u nt\2 dx + d \ ^ -  [  a \V u n \2 dx =  ~  f  auntipntdx -  d í  V a V u n untdx
J r 3 ¿  d t  J R3 ¿  J R 3 J R3
< \  í  a \u nt\2 dx + [  a\(pnt\2 dx + 2dCr [  a  |Vitn unt\dx
4  J r 3 4  J r 3 J r 3
i  f  a  \unt\2 dx +  [  a  \<pnt\2 dx +  (2dC')2 f  a |V u n |2 dx.
¿ J r 3 4  J r 3 J r 3
<
De aquí,
[  a  |Vun |2 dx < [  a  \<pnt\2 dx +  3  (dC')2 f  a |V u n |2 dx. (5.109)dt JR 3 ¿d J R 3 d JR 3
De (5.95) (de forma análoga a (5.96) utilizando los lemas 83 y 91) obtenemos que
-To í  a\(fnt\2 dx < K i  - f  a\Vipn \2 dx,
J r 3 dt J R 3
l
2 d
2^
í  a\ipn t \2 dx < -  ( t t ; — )  í  a \V ip n \2  dx + K 2. (5.110)
J r 3 \¿ d  ¡i J dt JR 3
Definimos (3 = l- ^ .  De (5.109) y (5.110) tenemos
í -  í  a \V u n \7  dx + 0 Í -  í  a \V ipn \2 d x < K 2  + - A d C ' f  f  a |V u „ |2 cfx
dt JR3 dt JR 3 d JR 3
y entonces, utilizando el Lema 83,
a \V u„ \2dx + p í  í  a  |VVn|2<¿x <  K,  c.p.p. t e  (0 ,To), (5.111)
dt J R3 dt JR3
donde K  es una constante que depende de B.  Argumentando de forma similar al caso de V<¿? 
obtenemos que (5.111) se satisface por (u,(p).
Después de integrar obtenemos
í  a  |Vu (t) | 2 dx  +  (3 í  a\S7ip(t ) \ 2  dx — K t  < í  a  |Vu (s) | 2 dx +  (3 í  a  |V<¿> (s) | 2 dx — K s ,
J r 3 J r 3 J r 3 J r 3
for all 0 < s < t. Definiendo
J ( t ) : =  í  a \V u ( t ) \2dx + /3 [  a\V<p(t ) \ 2  dx -  K t,
J r  3 J r 3
J n ( t ) :=  [  a  |Vun (t)\2 dx  +  ¡3 í  a\V(pn (t)\2 dx -  K t,
J r 3 J r 3
tenemos que J  (t) < J  (s) ,  Jn (t) < Jn (s ) , si t > s, de forma que J, Jn son no decrecientes. 
Además, como u,<p € C  ([0,To]; (R3)) , estas funciones son continuas. Vamos a probar que
lim sup^QQ Jn (T0) < J  (T0) .
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Sabemos de la primera parte de la prueba que Lk<fn (t) —*■ Lk<f(t) fuertemente en H 1 (Qk) 
para casi todo punto t y que L ^ n  está acotada en L 2 (0, T ; H 2 (ílfc)) y dL¿t’n en L 2 (0, T; L 2 (ílfc)). 
Además, para todo e > 0 podemos encontrar T  (e, B ) , K  (e, B) > 0 de manera que
f  a\<pn (s)\2 ds + ¡3 í  a\S7(fn {s)\2 ds < e, 
J\x\>k |^x|>fc
í  a \ip (s)\2 ds + (3 f  a\V (p(s)\2 ds < e, 
J\x \>k  J \x\>k;| fe
para todo s 6  [0, To], k  > K, si tn — Tq > T. Estos mismos resultados se obtienen de forma 
similar para un.
Sea e > 0 arbitrario, elegimos k >  K  (e, B)  y T  (e, B ) . Consideramos tm < To de forma que 
tm —> Tq y para un número natural m  prefijado tenemos que
I |V<¿?n (tm,x ) \2 dx  -> í  \V(p(tm,x)\2 dx,
í  \Vun (tm,x ) \2dx —► í  \V u ( tm,x ) \2 dx. 
Jn* JCty’Ctk ftk
Utilizando la continuidad de J  y la monotonia tanto  de Jn como de J , obtenemos que existe 
m  (e ), N  (m, T, e) para los cuales
Jn (To) -  J  (T0) <  \(3 í  a(x)\V<pn (tm,x) \2 dx - /3 f  a (x ) \V ip ( tm ,x ) \2dx  
I J f2/¡¡ J
+  /  a { x ) \V u n (tm,x ) \2 dx -  a ( x ) \ V u ( t m,x ) \2 dx
I ííj¡j */
+  /? f  a {x )  \V<pn (tm,x ) \2 dx + (3 í  a{x)\V<p{tm,x ) \2 dx 
J\x\>k J\x\>k
+  í  a (x )  \Vun (tm,x)\2 dx + /  a  (x) |Vit (¿m, x)\2 dx  +  2e
./|a;|>fc J\x\>k
<  8e,
si n > N.
Finalmente,
lim sup (¡3 I  a (x ) \V ip n (To,x)\2d x +  í  a (x )  \Vun (To,x)\2d x \  =  lim sup (Jn (Tq )  +  K T q )
n —* oo \  J K3 J r? J  n —>oo
< J(To) + K T 0 =  /? f  o t(x)\Vip(To,x)\2 dx + í  a (x )  \V u(T 0,x)\2 dx. (5.112)
J r 3 J r 3
Vamos a concluir la demostración probando la desigualdad (5.81).
Hemos probado anteriormente que
lim sup / a (x) \ipn ( T o ,  x)\2 dx < /  a(x)\<p(To,x)\2 dx, 
n —►oo J r 3 J R3
lim sup j  a (x )  \Vifn ( T q , x ) \ 2 dx < I  a  (x) |V<¿> ( T o ,  x ) | 2 dx. 
n —►oo J r 3 J r 3
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Como p n (Tq )  —»p  (Tq )  débilmente en (R3), obtenemos que
fon ||^„ (7b)|&i =  M 7 o ) |& j .
Deducimos entonces de (5.112) que
lim sup /  a  (x) |Vun (To, x)\2 dx < I  a (x)\S /u(TQ ,x)\2 dx. (5.113)
n —>oo J R3 J]r3
Juntando las desigualdades (5.94), (5.97), (5.108), (5.113) deducimos (5.81). ■
P ro p o s ic ió n  105 Sean^n,(3n G H, £n =  G(To,/3n), la sucesión considerada en el Teorema 104- 
Entonces, tomando una subsucesión si es necesario, £n —► £, (3n —* £r0 débilmente en Y ,  y existe 
una solución a-débil z de manera que 2 (0 ) =  £r0 V z (Tq )  = £•
D em o strac ió n . Consideremos la familia de soluciones débiles zn =  (pri^n)  G Do((3n) que 
verifica que zn(0) =  /?n> zn (t) =  £n . Se sigue de la definición de solución débil que
rTo r rTo r  rTo r
H I I a ( p n)t vdxdr — I . . /  a A  <pnvdxdr + / I a f  (<pn) vdxdr  (5.114)
Jo J R3 Jo  J r 3 Jo J  R3
=  2 í  í  au nvdxdr, Vu G L2(0, To; L2 (R3)),
Jo  J]R3
/•To r j rTo r  rTo r
I I a(cpn)u v d x d r + -  /  /  a ( u n)t vdxdr = d /  /  a A unvdxdr. (5.115)
Jo Jr3 2 Jo JR3 Jo JR3
Por los Lemas 83, 89, 91 tenemos que las funciones p n, A p n, /  (<¿?n) están acotadas en
dt
L 2 (0 , To;T2 (R3)), de forma que pasando a una subsucesión p n —► <p, A p n —> Ay>, —►
dt
f  (Pn) —> X débilmente en L2 (0, To; L2 (R3)). Además, un, A u n,ut  están acotadas en
U/L
du du
L 2 (0,To;L2 (R3)), de forma que obtenemos un —> u , Aun —» Au, —> —  débilmente en
L2 (0 , To; L2 (R3)) y por tanto también en L 2 (0 , To; L2 (R3))-
Por otro lado, está claro que a ^ f ( p n) —> a * x  débilmente en L 2 (0, To; L 2 (R3)) y de ello se
sigue entonces que ^a¿ /  (Lkpn) j  —> Lk ( a ^ x )  débilmente en L2 (0,To; L2 (Dk)) para cualquier
k. De aquí, como 0 2  (x) f  (x , Lkpn (t, a:)) —> 0 2  (x ) /  (x, Lkp  (t , a:)) para casi todo (t, x) (ver la
prueba del Teorema 104), el Teorema 172 nos proporciona
( a 5 /  (LkPn)) —> /  (Lkp)^j débilmente en L 2 (0, To; L 2 ( íí* )) .
Notemos que Lkp  G L°° (0,To; L6 (ílfc)) (ver la demostración del Teorema 104), por lo que 
gracias a (5.7), a ^ f ( L k p )  G L2 (0, Tq\L 2 (ílfc)), y entonces el Teorema 172 es aplicable.
Así, Q2 x  =  ah f ( p )  y entonces x =  /  (Lkp).
Ahora pasamos al límite en (5.114)-(5.115). Teniendo en cuenta la definición del producto 
escalar en L2 (R3) y utilizando la identificación (L2 (R3))* =  T2 (R3) obtenemos que (p, u) 
satisface (5.71).
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Finalmente, como <pn,u n están acotadas en L°° (0, To; H* (R3)) y a e ^ n está acotada en 
L°°(0 ,T0; L6 (R3)), obtenemos que <p, u  G L°° (0 ,T0; H ¿ (R3)) y <¿>3 G L2 (0, T0; L2a (R3)).
Por tanto, z =  (<¿?, u) es una solución a-débil.
Para terminar, necesitamos comprobar que z (0) =  £r0 y  que z (Tq) = £. Probemos que 
L/cUn ( 0  -> Lku  ( r ) , Lk<pn (r) —► Lk<p (r ) ,  débilmente en L 2 (ílfc) para todo r  G [0, To]. Para 
todo k  fijo las sucesiones dLj¡fn-, LkUn, están acotadas en L2 (0, To; L 2 ( í l^ ) ) . En­
tonces las familias de funciones Lkipn ,Lkun : [0, To] —» L2 (fíjt) son equicontinuas. Por otro 
lado, se sigue de las propiedades de a  y de los Lemas 83 y 89 que para cualquier r G [0, To], 
{Lk<Pn (r) , LkUn (r)} está acotada en (H 1 (fifc) ) 2 . Por tanto, como la inmersión H 1 (Qk) C 
L 2 (flk) es compacta, tenemos que dicha familia es precompacta en (L 2 (ílfc))2. Por el Teo­
rema de Ascoli-Arzelá tenemos (pasando a una subsucesión) que (Lk<pn, LkUn) —* (Lk<p, Lku) en 
C  ^[0, To]; (L2 (flifc))2) . Entonces, por argumentos estándar de reducción al absurdo obtenemos
que (Lk<Pn M  , Lkun (r)) —> (Lk<p ( r ) , Lku  (r)) débilmente (H 1 (ílfc) ) 2 para todo r.
En particular, esto es cierto para r  =  0 y r  =  T o ,y  entonces usando que k es arbitrario 
podemos concluir que 2 (0) = £t0 Y z (To) =  £. ■
5.5 Existencia del atractor global
En esta sección vamos a probar la existencia de un atractor global.____________ Y
Recordemos que uj (M) = fHJT> tG (r ,M )  , donde ~Y denota la clausura en el espacio
Y  :=  (ff» (M3) ) 2 , se denomina el conjunto omega límite (tu-límite) de M  C H. Es bien conocido 
[69] que el conjunto u>(M) está formado por los límites de todas las sucesiones convergentes {£n}, 
donde ( „ £ ( ?  (ín , M ), tn —► 0 0 . Denotamos dis ty  (A, B) =  supx€j4 iniy£B ||z — y||y . Sea Z  el 
subconjunto del espacio (f/¿  (R3) ) 2 que viene expresado por:
Z = \ z  = (<p,u) e {Hl (M3))2 : u € H 1 (R3), V<p € (L2 (R3))3} .
Z  es un espacio de Banach con la norma ||;z||^ =  ||n ||^ i +  ||<^||2 +  || Vy?||2. Además, dicho espacio 
es de Hilbert con el producto escalar (21 , 22)^ =  (u i» w2)//i(R3)+  (y>i,^2)a +  (V ^i, 
donde (v )v  denota el producto escalar en el espacio de Hilbert V  (ver el Teorema 123).
L em a 106 Supongamos que se verifican (Hl )  — ( H3). Entonces el conjunto uj-limite u>(B) es 
no vacío, acotado en Z, y compacto en Y  para todo B  G B( H) .  Además, este conjunto atrae B  
en la topología de Y  y es el conjunto (H  — Y )  — atrayente minimal cerrado, esto es, el mínimo 
conjunto cerrado que atrae a B  en la topología de Y .
D em o strac ió n . Tomamos una sucesión G G ( tn, x n)} x n G B, tn —► + 0 0 . Por el Teorema 
104, G es (H  — y)-asintóticamente compacto, por lo que existe una subsucesión convergente , 
cuyo límite pertenece a <¿(B), de manera que éste es no vacío. De la definición de conjunto 
u;-límite es evidente que u) (B)  es un conjunto cerrado en Y .  Consideremos ahora una sucesión 
arbitraria yn G uj(B).  Entonces existe £n G G ( tn, B ), de manera que ||£n — 2/n||y <  ^ con 
tn —> + 0 0 . Se sigue de la (H  — y)-compacidad asintótica de G, pasando a una subsucesión, que 
yn converge a algún y en Y ,  de manera que a) (B)  es compacto.
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Con el objetivo de probar la propiedad de atracción procedemos por reducción al absurdo. 
Suponemos que existe G G (tn,B ),  tn —> oo, y e > 0 de manera que disty  (£n,uj(B )) > e. 
Por la (H  — y)-com pacidad asintótica de G , podemos encontrar una subsucesión que converge 
a algún £ G co (B ) . De esta manera obtenemos la contradicción.
Vamos a probar la minimalidad de tu(B). Tomamos F, un conjunto cerrado que atrae B  y tal 
que uj(B) (£ F. Entonces existe x  G uj(B), x $  F. Podemos tom ar xn G G(tn, B) verficando que 
Xji —> x  en Y .  Por otro lado, para cualquier e—entorno Oe (F ) , por ser F  atrayente, x n G Oe(F)  
para todo tn > T(B) ,  lo cual implica x  G F.  E sta contradicción nos proporciona que to(B)  C F.
Finalmente, tomamos £ G uj (B ), B  G B (H ) ,  arbitrario. Sea G G (£n, B)  de manera que 
ín —* £ en Y  cuando tn —♦ + 0 0 . Los Lemas 83, 89 nos permiten asegurar que existe C (B)  de 
manera que ||£n||.z <  C.  De aquí, pasando a una subsucesión si es necesario, obtenemos que
—> £ débilmente en Z,  lo cual implica que ||£||^ < C  (B ). Entonces, el conjunto uj(B)  está 
acotado en Z. ■
Sea U :=  Ubebíh )^  (H) U H.
Notemos que, argumentando como en la Proposición 105, podemos probar que para cualquier 
£ G u; (B)  y T  > 0 existe al menos mía solución a-débil ta l que z (£) G 17, Vi G [0, T\. En efecto, si 
z G uj (R), podemos encontrar zn —* z  de forma que zn G G (ín , xn), x n G B , t n —» + 0 0 . Entonces 
existe zn (•) G Do (x n) de manera que zn (tn) =  zn . Definimos zn (•) =  zn (• +  tn). Sabemos por 
el Lema 94 que zn (•) es solución débil. Repitiendo la misma prueba de la Proposición 105 
obtenemos la existencia de una solución a-débil z (•) definida en [0, T] verificando que z (0) =  z. 
Además, z (t) G u) (B ) , Vi >  0, ya que zn (t) =  zn (t +  tn) posee una subsucesión fuertemente 
convergente a z (£). Notemos que podemos hacer esto para un T  > 0 arbitrario y, por un 
procedimiento diagonal, podemos obtener una solución definida para todo t > 0. De aquí, 
Do (<pa, tío) j definido como el conjunto de todas las soluciones a-débiles de (5.1) correspondientes 
al dato inicial (¡¿>0 , lío) € U C (R3) ) 2 , definidas globalmente en tiempo (esto es, para todo 
¿ > 0), y tales que z (t) G D, > 0, es no vacío.
Definimos la aplicación multivaluada V  : M+ x U —> P  (U) por
V{t,(p0,u 0)
= {£ G U : 3 z  (•) =  (<p (•), ii (•)) G D 0 ((<£0 , i¿0)) de manera que z (0) =  (<¿>0, u0) y z( t )  = £}. 
Se sigue del Lema 96 que V  es un semiflujo multivaluado estricto.
L em a 107 Supongamos que se verifican (Hl )  — ( H3). Entonces el conjunto u-límite w( B)  es 
negativamente semi-invariante.
D em o strac ió n . Sea t / Gw (B).  Entonces existe yn G G (£n, B ) de forma que yn —> y  en Y.
Para tn > t tenemos que G(tn,B )  =  G (t,G (tn — t , B )) y, de aquí, yn G G(t ,  £n), donde 
Cn € G (tn — £, B). De nuevo, como G es (H — Y )  — asintóticamente compacto, existe £nm de 
forma que £nm —» ^ G uj (B)  en Y .  Notemos que las sucesiones yn->Cn son del mismo tipo 
que en la Proposición 105. Por tanto existe una solución a-débil z de manera que z (t ) =  y , 
z (0) =  £. Además, de forma similar a lo visto anteriormente, esta solución puede ser extendida 
al semieje [0,+oo) y z( t )  G uj(B)  , V£ > 0. De aquí, £ G V  (t, Q  C V  (t ,uj(B)),  de forma que 
uj (B)  C V  (t, uj ( B ) ) , para todo t > 0. ■
De forma análoga a lo visto en el Capítulo 2 decimos que el conjunto A  C U C Y  es un 
(H — Y)  —atractor global si:
ECUACIONES DE CAMPO DE FASE 137
1 . A  atrae en y  a todo B  G B (H ), es decir
disty  (V  (t , B ) , A)  —> 0, cuando t —» +oo.
2 . .A es negativamente semi-invariante, es decir.
A c V  (t, A ) , para todo t > 0 .
Como consecuencia inmediata de los Lemas 106, 107 obtenemos el siguiente resultado: 
T eo rem a  108 Supongamos que se verifican (Hl )  — ( H 3). Entonces el conjunto
A  = UBeB(H)v (B)
es un atractor global para V. Además, es el conjunto minimal cerrado (H  — Y )  — atrayente y 
A c Z .
N o ta  109 En general, el atractor global puede ser no acotado.
L em a 110 Supongamos que se verifican ( Hl )  — ( H3). Si, además, V  (t) : U —» U es un 
semigrupo continuo en la topología de Y ,  entonces uj (B) es invariante y A  también lo es.
D em o strac ió n . Hemos de probar que u j  (jB) es positivamente invariante. Sean y £ u j  (B) y 
z = V  (t, y). Entonces existe yn G G (tn , B), tn —> +oo, de manera que yn —> y en Y .  La sucesión 
Zn = C (t , yn) =  V  (t , yn) C  V  (t + tn , B)  converge a z, de manera que z £ uj ( B ) . m
5.6 Unicidad de la solución a-débil
Ahora vamos a probar que la solución a-débil es única bajo las siguientes hipótesis:
(H 5) La derivada parcial (x, s) es Caratheodory y existe Co >  0 de forma que
< C0 (l + a i  (x ) |s|2) .
Notemos que (H 5) implica (HA).
L em a 111 Si se verifica (H 5), entonces para cualquier dato inicial ((po,uo) € H ¿ 
(R3) puede existir como máximo una solución a-débil.
D em o strac ió n . Tomamos Z{ =  i =  1,2, dos soluciones a-débiles correspondientes al
dato inicial (<po,uo) y z =  (<f>, u) — z\ — z<¿. Multiplicamos (5.35) por afa. Entonces usando el
Lema 101 tenemos
M llalla + J J t I I V ^ H a  +  J  a f í ( z ,  e<fii +  ( ! - « )  <P2 ) H t d x  (5.116)
=  2 /  au(f>tdx — £ 2 /  V a-V 0 0 tdx, para algún 0 ( t , x)  €  ( 0 , 1 ) .
J  R3 J r  3
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De forma análoga a la parte final de la prueba del Lema 101 podemos probar que
/ a  |V u |2 dx =  — / a u A u d x  — I u V a -V u d x .
7 r 3 J  R3 7 r 3
Entonces, multipicando (5.36) por jo¿u y  usando de nuevo el Lema 101 obtenemos
— —  ||u ||2 +  2 f  au<f)tdx = — f- \ í  a |V i¿ |2 dx +  í  u V a-V u d x ) . (5.117)
l dt JR3 l \ J R3 JR3 J
Sumando las expresiones anteriores (5.116) y (5.117) y utilizando (H 5) obtenemos 
^  ~~T  l l a l l a  — ~T í  vNJu'Vadx — f  V a  • V00*dx — í  a f  (x, Qcpi +  (1 — 0) <£>2) 00tdx
‘ ‘ J  R3 J  R 3  7 r 3
< ~  II'Vu||2 +  -^ 2 C’ [  a  |uVu| dx +  2t 2C  [  a |V 00t | dx 
l * J  R3 J  R3
+  Cq /  O! ( l  +  +  (1 -  9)  </?2 |2)  |0 0 t |  daj,
esto es,
M W l “  + 1  { ?  + 1  I H I “ }  -  “ T  l | V u | | “  +  T ° n  I N I “
+ 2 fC '  ||V 0||a \\<h\\a +  C0 f  a\<HH\dx + 2C0 í  c¿  ( b i | 2 +  | ^ )  \W t\d x .
J  R3 J  R3 \  /
Las dos últimas integrales pueden ser estimadas como sigue:
C0 a \(¡>(f>t\dx <  |  ||0 t||2 +  ^  ||0 ||2 ,
C0 í  <** \Vi\2 \<t>4>
J R 3 L 3 ( R 3 ) L § (  R 3 )
í| dx < Co
< C q (  í  a\cpi\6 d x]  ( [  [a |0|
\ J R 3  )  \ J RJV L
< C o ^ J  a\ipi\6 dx
< C o ( í  a  
\J R3
a 4 |0tp dx
3 3 |
0 : 0 2
L 4 ( R 3 )
O 4 0 ¿2
L 3 ( R 3 ) _
|</?¿| dx J lla ||¿oo^3) ( [  « 3 |0 |6 
\7r3 101 d x  110* l i a
|(/?¿| dx ] ||a< C o ( f  a  
\J R3 
<  C0C* ( ^  a  Iw |6dx^ IM IÍ-p p ) IMIai IM
l l a l l a
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donde la última desigualdad es una consecuencia de la inmersión continua H 1 (R3) C L6
de Q2 (f) < K 2  ||0 ||/fi (ver el Lema 85).
Del hecho que Jr3 a  | ^ | 6 dx pertenece a L°° (0, T)  podemos definir
Cq2  :=  max ess sup {CqC* (  í  a  \<pi (í)|6 dx ) IMIroomaJ- 
* te(o,T) \ J  m3 J K ’
Así
C q  í  a J  \ i p i \ 2  \< j)< j)t\d x < ^  \\<pt \ \2a  +  ||0 ||hi •
J R3 o n
Notemos también que
2 f e ’ ||V ¿||Q llalla < £  l l a l l a  +  I I ' •
O ¡X
Juntando estas desigualdades obtenemos
\  l l a l l a  +  J t ( f  I I W I I *  +  y  l l « l l a }  <  - y  l | V « | £  +  y C ' 2 I I . . I I2 +  C o s  l l ^ l l ^  . (5.118)
Ahora multiplicamos (5.36) por ^rcm*. Entonces por el Lema 101 tenemos que
IM Ia + JR3 au t<í>tdx < IIVrz||^ +  4/^  J  a  \ut \ |Vií| d x . (5.119)
Para el segundo término de la parte derecha de (5.119) es sencillo obtener la estimación
^  a  M  |V u| dx < ±  | k | | 2 +  ^ d 2 (C ')2 ||V u||2 . (5.120)
El segundo término de la parte izquierda de (5.119) lo estimamos como sigue
| f j j ^ c m k d x  | |^ | |2 +  ^ l k l l L  (5.121)
Utilizando (5.120) — (5.121) en (5.119) obtenemos
Y  IWI« -  f  IW fi -  J l  llalla -  j í  IKIIa s  IIVl.ll* +  f d >  { C ' f  ||V «||2 ,
y de aquí
8 ?  W “  +  w í t  l|V ü |l“  -  í!^ 0 -  l|V u |l° +  f  • (5 -122)
Finalmente multiplicamos (5.35) por a(f>. De esta manera, argumentando como antes obtenemos
2  fJL 
1?
^  d  l l a l l a  +  f 2 Í  a  lV<^ |2 d x +  f  f  (X, 6p 1 +  (1 -  9)  lf2) QL(f)2dx  
J R3 J r 3
2 í  au(f)dx -f 2£2C' f  a  |</>| |V0| dx,
7 r 3 7 r 3
2 d t
<
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Co [  0 2  \(pi\2 (f)2dx < Cq 
J r 3
-  2 a 3 Vi \\a<^  IIl3(r3)L3 (R3)
6 j \  3 n i n2
i0:6 L3(R3)
Entonces
+ l|v*|£ < IMI2 + Cos u f „ k
Juntando (5.118)-(5.123) se verifica
^ II'/’iIIq +  ¡^ 2 IKIIa + -jjjpa (t) ^ Co6 (lMlí/1 + ll^llí/l) á  CojYa (t) ,
donde Ya (t) := { £  ||V fl£  +  f M Í  +  #  ||Vu|£ +  § M * }  •
El lema de Gronwall implica
Ya (í) < eCmtYa (0), V í <  T, 
de manera que (<¿?i, i¿i) =  (922,^ 2)- ■
(5.123)
(5.124)
T eo re m a  112 Supongamos que se verifican (H 1) — (H 3), (H 5). Entonces V  (t) : U —► U es 
un semigrupo continuo y el atractor global A  es invariante.
D em o strac ió n . Se sigue del Lema 111 que V  es un semigrupo. Además, la desigualdad (5.124) 
implica que V  (t) es continuo. Finalmente, la invarianza se sigue del Lema 110. ■
Capítulo 6
Apéndice A
A continuación definimos ciertos espacios con peso y probamos algunas propiedades utilizadas 
en el Capítulo 5.
6.1 Los espacios con peso L 2a  y  H la .
D efin ic ión  113 Dada una función ct(-) > 0, que satisface las condiciones dadas en el Capitulo 
5, definimos los espacios con peso
(R3) :=  < íp es medible y t.q. a  (x) \<p (x ) |2 dx <
l  R3
OO
Es inmediato que la aplicación (•, -)Q : L?a (R3) x L \  (R3) — > R de forma que
(u > <p)a := f a  (x ) u (x) ^  M  dx’
R3
donde (p,u E L3 (R3) , es un producto escalar e induce una norma en L \  (R3) que viene dada 
por
IM I a =  = í  « w i ^ w rJr3
dx
Vemos algunas propiedades interesantes de este espacio para el caso en que a  (x) > 0 para 
todo x  E R ^ .
L em a 114 Dada ip 6 (R3) , Es sencillo ver que E L2 (R3) y la relación entre normas
IMIa =
i
aKp
L2
(6 .1)
D em o strac ió n . Haciendo uso de que a  (x) > 0 tenemos que
IMIz,2(R3) =  J  ot (x) \ip (x)|2 dx
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T eo rem a  115 (L2 , ||*||Q) es un espacio de Hilbert.
D em o strac ió n . Como el producto escalar definido anteriormente en L2 (R3) induce la norma 
||'||Q , para obtener que (L2 , ||.||Q) es un espacio de Hilbert es suficiente ver que éste es un espacio 
de Banach.
Sea un G L# (R3) una sucesión de Cauchy. Utilizando (6.1) tenemos que a ^ u n es una
|) y, como este espacio es de Banach, podemos asegurar que existe
0. Es evidente que a ~ ^ü  £ (R3) . Veamos que
sucesión de Cauchy en (L2, || 
ü G L 2 (R3) de m anera que a 2 un — u
se verifica que un — a  2 u
ur
L2
0. Efectivamente:
a  2 u = J  a  2 ^un — a  2 u j  
'  /!■
dx
=  I  1 0 2  U n  ~  U  
2
a  2 un — u
L2 0.
N o ta  116 (Teorema de Morrey)(ver [19, Teorema IX. 12]). S i r > N y a E  W 1,r (R.N) entonces 
3 (3 G C (Rn ) tal que a = (3 c.p.p., de donde W 1,ao (R3) C C (R3) y entonces podemos encontrar 
max/? (x ) y min/3 (x) en cualquier compacto de R 3.
N o ta  117 Señalemos la relación existente entre |M Il2(r3) V IM Il2(bk ) , siendo B k  la bola de 
centro 0 y radio K . Como B k  es un conjunto acotado y a  (•) > 0  es una función continua (ya 
que a  G W 1,r (R3) , r  >  3), podemos encontrar olk •= minxe#K {o (x)} > 0, y entonces
T eo re m a  118 Sea o (-) G L°°
D em o strac ió n . Consideremos <p G L 2 
Holder, tenemos
IMIL2(Bk ) ^  a K IMIz£(r3) • 
. Entonces L 2 (R3) C L2 i 
Como a  G L°°
M U  =  / “ M2 dx ^ b 2\\L> llalli- =  IMli* N
(6 .2)
3) , con inmersión continua.
, utilizando la desigualdad de
L°°
Ahora, partiendo de la definición de los espacios L 2 (R3) y de manera similar a la de los 
espacios de Sobolev definimos los espacios H ¿ (R3) como sigue.
D efin ic ión  119 Definimos los espacios de Hilbert H* (R3) como el conjunto de funciones 
Ha (R3) :=  {(p es medible y tal que ||y>||a , || Vy?||a <  oo} ,
dotado del producto interior (u, Mjyi :=: fu 3 a  (x ) u (■r ) V3 (x ) +  f R 3 a  (x) V u  (x) V<p (x) dx,
donde <p,u G Este producto interior induce la norma ||-||#i que viene dada por la expresión 
I M I t f i  =  {<P><p)hI = I M I l 2 +  l|Vy?||^2]3 =  f R 3<x(x) \ip (x) |2 dx +  f R3 a (x) | V (x) |2 dx.
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N o ta  120 La demostración de que los espacios (R3) , \\-\\Hi j  son espacios de Hilbert es 
similar a la demostración del Teorema 115. La prueba la realizamos posteriormente.
N o ta  121 Notemos que la inmersión H 1 (R3) C  H \  (R3) es continua.
D em o strac ió n . Veamos que existe K  tal que
IMIifi <K\\ip\ \Hi .
Efectivamente,
\M \hI = f  ol \ip\2 dx + í  a  | V<¿>|2 dx <  ||a ||LOo \\<p \\2h i ■J R3 J R3
D efinición 122 Definimos el espacio
Z  := { z  = (<p,u) e  H l  (R3) x  H l  (R3) : u e  H 1 (R3) , V<p € [£2 (R3)]3} ,
en el que se considera la norma | |¿ | | |  := |M |# i +  llalla +  l|Vy>||2L2]3 • Recordemos que X  denota 
al espacio H 1 (R3) x H 1 (R3) .
Teorem a 123 El espacio (Z , ||.||^) es espacio de Banach. Además, es un espacio de Hilbert 
con el producto escalar (zi, z%) :=  {u\,U 2 )H\ +  (y?i, <p2 )a +  (Vy?i, •
D em ostración. Primero veamos que es un espacio completo.
Sea zn = (ipniUn) una sucesión de Cauchy en Z , entonces tenemos que un es de Cauchy en 
ipn es de Cauchy en L2 (R3) , and V<¿>n es de Cauchy en [L2 (R3)]3 • Como estos espacios 
son completos podemos asegurar que existen u e  H 1 (R3) , tp 6 L2 (R3) y g e  [L2 (R3)] de 
manera que
H1Uji ► i¿,
De aquí, utilizando la inmersión continua L 2 (R3) C  L2 (R3) , obtenemos la convergencia
[L « ]3 i  [¿ 2 ( r 3 ) ] 3 iV(fn — ► 9 (que equivale a que a^Vcpn — > a2g)- Sólo hemos de probar que g = Vip.
Vamos a demostrar esta igualdad en el sentido de las distribuciones.
Sea v E Cq° (R3) . Vamos a probar que
144 APÉNDICE A
donde / RS V w dx = [/r3 § ^ d x , f RS § ^ d x , f R3 ^ d x j  . En efecto,
J  ^ n V  (a iv 'j  — <¿A7 dx^ < J  | (c¿2(pn — Vu| dx
+  J  I fon ~  ¥>) v\ |v di 
< J  | (a*ipn — a 2y?^  V v  dx +  C' J  | — az<pj u| dx  —> 0.
Ahora,
I a z g v d x *—  /  a^V(pnvdx  
J  R3 J r 3
= — </?nV ( a s i ; )  dx —* — /  <¿>V Í a 2 t ; )
7]R3 V /  J  R3 \  /
=  /  a ^V p vd x .
J R3
Tenemos entonces que a ^  =  o¡^V^ y de aquí, como a:^ (x) >  0, concluimos que g =
Para terminar falta ver que ({<¿?i, i¿i} , {<¿>2 , 1*2})^ :=  (^ i?u2)//i +  (^ 1,<¿>2)Q +  (V</?i,V</?2)x,2 
es un producto escalar. Para ello se ha de verificar que esta aplicación es una forma bilineal, 
simétrica y definida positiva. Estas propiedades son inmediatas de comprobar utilizando que 
(■» ')h x > ('> ') l 2 y  ( ’> ’) l 2 son productos escalares junto a la linealidad del operador V :
(a  {v?i, iíi} +  ¡3 {<¿>2 , u2} , {y?3, u3})z  = a  ({<^1 , ^ 1} , {^3 , u^))z  +  ¡3 ({</?2, u2} , {^3, u3})z > 
({V>liWl},{^2,W2})z =  ( { ^ 2 , n 2 } , { ^ l 5Wi})z ,
{{p,u},{<p,u})z  >  0,
({</?, u} , {</?, u})z  =  0 {(p, u} =  {0,0} e  Z.
D efin ic ión  124 Definimos el espacio
Z  :=  {z € H l  (R3) : Vz € [L2 (R3)]3} , 
en el que se considera la norma | |z | | |  :=  ||z||^ +  || Vz||^L2 R^3jj3 .
T eo re m a  125 La inmersión X  C  Z  es continua.
D em o strac ió n . Consideramos X  = H 1 (R 3) . Vamos a probar que la inmersión X  C Z  es 
continua, lo cual nos proporciona el resultado.
En particular vamos a ver que existe K  > 0 de manera que
I M I  ¿ — k  I M I x  •
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En efecto,
|2 ^  i. n2 , mt-7 m2
\m \¿ < m : + iivviifi2]3
< IMI¿~ IMl!» +
< m ax{l, ||c«||¿!»} Hvll^
< K  M * -
La prueba es entonces inmediata.
T eo rem a  126 H ¿ (R3) es un espacio de Hilbert.
D em o strac ió n . Sea ipn una sucesión de Cauchy en H* (R3) . Vamos a demostrar que existe 
ip e H \  (R3) de manera que cpn —> <p en (R3) . Demostrar esta convergencia equivale, por la 
definición del espacio H ¿ (R3) , a probar las convergencias
<fin ^  <fi> (6-3)
Vtp. (6.4)
Como (pn es una sucesión de Cauchy en (R3) podemos encontrar ipn, V</?n que son sucesiones
de Cauchy en L \  (R3) ; utilizando ahora la equivalencia entre normas dada en el Teorema 85
obtenemos que o á p n es una sucesión de Cauchy en H 1 (R3) . De este hecho podemos asegurar 
la existencia de funciones ip, g , p* que verifican que
(6.5)
I  L2 *
OL*Pn-*V,  , x
(  > \  [i2]3 ^
Observemos que si establecemos la igualdad g = V<¿?, entonces concluimos con la demostración. 
Esta igualdad sería una consecuencia de
„ [ « l3 „V <pn —> v<p.
E sta convergencia es cierta si probamos que
\l 2 l3
Oi2V p n —* OL*V<p. (6-7)
En efecto, de la primera convergencia en (6.5) deducimos que
i  l 2 i  
oí2p n —> cx2<p.
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Juntando esto último con la primera convergencia en (6.6) y teniendo en cuenta la unicidad del 
límite, obtenemos
* i<p = a^ p .
Entonces, utilizando ahora la segunda convergencia en (6.6) podemos asegurar que
V («$¥>„) [í3 v  (a5V) .
A continuación probamos (6.7). Utilizando el Lema 84 tenemos que,
i i [L2]3 i i
ol2Vtpn +  V a * p n —> a2V<¿> +  VaKp.
Ahora suponemos que es cierta la convergencia
*7 I [i2]3^  iv a n p n  —* Va2<¿>.
De (6.9) obtenemos (6.7). Esto concluye la prueba a falta de obtener (6.9).
Veamos que se cumple la convergencia (6.9). En efecto:
2
[L 2 ]3
Vo; 2 <pn — Vq¡2 (f < (JR'
íJR'
A Ava *  (pn — V a n p dx
(6.8)
(6.9)
< I \Va* ((pn — <p) dx
3 1
< (C ')2 [  a  \<pn -  ip\2 dx —> 0.
J R 3
De esta manera podemos asegurar que (R3) es un espacio de Banach con la norma inducida 
por el producto escalar (•, -)Hi definido anteriormente. Por tanto, es un espacio de Hilbert. ■
N o ta  127 A continuación vamos a analizar los espacios duales de L \  (R3) , H ¿ (R3) y del 
espacio Z, dado en la Definición 124-
Aunque no ha sido utilizado en esta tesis, es interesante caracterizar los elementos de los 
espacios duales de I?a (R3), H¿ (R3) y de Z, \L \  (R3)]* , [-íf¿ O^3)]* Y %*- P ara llevar a término 
estas caracterizaciones razonamos como en [19].
T eo re m a  128 Sea F  G [.L£  (R3)]* , entonces existe fo G L ^ (R3) tal que F  = a /o . Esto es,
[ L l  (R 3) ] ’ =  { a / o ,  f 0 e L l ( R 3) } .
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D em o strac ió n . Consideremos F  G [L^  (R3)]* • Tomamos el espacio V  := f^a^v : v  G L l  
y definimos el operador
T  : (L2a (R3) , H-IL) -  (V, Il-Hi»), T u  :=  J u .
Es inmediato que V  = L 2 (R3) y que el operador T  es una isometría.
Es evidente que T  (L^ (R3)) =  V. Definimos el operador S  = T ~ l : V  —> I?a (R3) . Notemos
que ||.||y =  ||. ||¿ 2  . Ahora, definimos el operador lineal y continuo <f> : V  —> R, que a cada
elemento h G V  le asigna el valor
(F, S h ) .
Como h G T  (R3)) =  V, podemos encontrar ho G L 2 (R3) tal que h = a^ho.
A continuación tomamos (F , S h ) = (^F, S  =  (F,ho).  Por el teorema de repre­
sentación de Riesz-Frechet existe una única función /  G V  tal que 3> (v) =  (4>,v)y =  ( f , v )v ,
Vu G V. De aquí, como f , v G V ,  podemos suponer que existen /o ,vq G (R3) que verifican
/  =  O t ^ f o ,  V =  Oi^Vo,
(f>v)v = = J  afovo-
Ahora, por la definición de la extensión $  de *, estos operadores han de coincidir sobre G, esto 
es,
(*, h) = {$, h) = ( /,  h)L2 = J  afoho,
{*,h) = {F,h0) .
Por tanto podemos identificar el operador F  con la función a /o , donde /o G L 2 (R3) . ■ 
T eo re m a  129 Sea F  G Z*. Entonces existen fo G L \  (R3) , / i  G [L 2 (R3)]3 tal que
{F,v) = J  afov + J h W t V v G Z .
D em o strac ió n . Utilizamos argumentos similares a los de la demostración del Teorema 128. 
En primer lugar definimos el conjunto auxiliar E  := | a 2 i> : v G L 2a (R3)}  x [L2 (R3)]3 :=
V  x [L2 (R3)]3 =  [L2 (R3)]4 , con la norma \\h\\ := ||ho ||L2 +  ll^i ll[z,2]3 5 donde h = [ho, h\] G E. 
Además, definimos los siguientes operadores:
^ ( ¿ J - I L  +  I I V ) 3) ^ ’ IND.
donde T u : =  | a 2 i¿, Vuj ,
T ~ l : (T  ( z )  , ||-||) -  Z, S  = T ~ l .
Definimos G :=  ( t  , ||*||^. Por tanto,
S  : G —> Z,
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D : G —> R, tal que D  (h) := (F , 5 / i ) ,
es una aplicación lineal y continua.
Del teorema de Hahn-Banach podemos encontrar una extensión sobre el espacio E,  que 
nombramos como verificando que ||$ ||^ / =  • Entonces, utilizando el teorema de rep­
resentación de Riesz existe /  =  [fi, f 2\ £ E  ta l que ($ , v ) E =  { f , v )E , Vu G E.  De aquí, 
/ 2, v2 G [L2 (R3) ] 3, / i ,  v\ G V, de donde podemos asegurar que existen /o, vo G (R3) tales 
que f i  — o^ /o , ui =  q^vo. Entonces
($, v) =  ([/i, / 2] , [ui, va])E = afovodx +  /  f 2 -v2 -dx
Jr 3
Si ahora utilizamos que la restricción de 4? sobre G coincide con D , es decir, $ |g  =  D, y
O; 2 tí, Vi¿ , tenemos quetomamos h G G definida como h :=
{D,h)  =  (F,Sh)  = ( F , u ) .
Por otro lado,
(D, h) =  ($ , h) = \a iu ,  V ul \
= / afoudx  +  /  / 2 • V u • dx.
J  R3 J R 3
Utilizando las últimas desigualdades obtenemos que (F , u) =  / r3 afoudx  +  Jk3 / 2 • V u d x , 
Vu G Z, donde /o G (R3) , / 2 G [L 2 (R3)]3 ; lo que term ina la prueba. ■
T eo re m a  130 Sea F  G [H l (K3)]* • Entonces existen f \  G (R3) , f 2 G (R3)]3 tales que
{F,v) = [  a f i vd x  +  [  a f 2 • Vvdx,  Vu G (R3) .
J R3 J R 3
D em o strac ió n . Utilizamos argumentos similares a los de la demostración del Teorema 129.
En primer lugar definimos el conjunto auxiliar V  := |q : 2 í;: u G ¿ q  0^3)}  i Y tomamos 
E  = V  x V 3 = [V ]4 , con la norma \\h\\E := ||ho ||L2 +  ||hi||[L2]3 , donde h = [ho, h\] G E. Es fácil 
ver que V = L 2 (R3). Además, definimos los siguientes operadores:
t  : ( # «  ( R 3 )  > I I ' I I h i )  - *  (•£> I N I b )  i
donde T u  := « 2  VuJ ,
5  =  T - 1 : (T {H l (R3) ) , ||. |b )  -  H l  (R3) . 
Definimos G := {T {H l (R3)) , INI#)- Por tanto,
S  : G -> H l  (R3) ,
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y D : G —> R, tal que
D(h)  :=  (F,Sh) ,
es una aplicación lineal y continua, donde h E G.
Del teorema de Hahn-Banach podemos encontrar una extensión sobre el espacio E , que 
denotamos como 4>, verificando que ||4>||£/ =  • Entonces, utilizando el teorema de
representación de Riesz existe /  =  [ f i , f 2] £ E  ta l que ($ , v )E =  ( /,  v)E , Vv E E.  De aquí, 
/ a , y 2  E [V]3, / í ,v {  E V , de donde podemos asegurar que existen / i ,v i  E (R3) y / 2 ,^2  € 
[Ll  (R3)]3 tales que =  a ^ / i ,  = a ^ v i y f 2, =  0 ^ 2 - Entonces
($, v) =  ([/1 , / a ] , [ví, vÍ])E = í  a f i v i d x  +  í  a f 2 ■ v2dx
J r  3 j m 3
Si ahora utilizamos que la restricción de $  sobre G coincide con D , es decir, $ |g  =  D, y 
tomamos h E G definida como h : — a^ it, c*2 V?¿j , tenemos que
(D, h) — (F, Sh) = (F, u ) .
Por otro lado,
(D , h ) =  ($ , h) = |a2?¿,a2 Vuj ^
=  /  a f i u d x  + I a f 2 - V u d x .
J  R3 J  R3
Utilizando las últimas desigualdades obtenemos que (F, u) =  Jr3 a f \ u d x  +  / K3 ocf2 - V u  d x , 
Vi¿ E (R3) , donde f \  E (R3) , f 2 E [L^ (R3)]3 , lo que term ina la prueba. ■
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Capítulo 7
Apéndice B
En este apéndice exponemos algunos resultados estándar utilizados a lo largo de la tesis.
7.1 Espacios LP
Lem a 131 (de Lebesgue-Fatou) Sean ft C M.N un abierto. Sea {/«(•)} una sucesión de 
funciones de L1 (ft) y f  (•) G L1 (ft) de manera que para cada n, f n (cu) <  /  M  [o f n (w) >  /  (o;)] 
en c.p.t. lü £ ft. Entonces
/  (lim sup f n { w) )d i v>  lim sup /  / n (cu)dcu,
v n /  n ^ o o
o I [ lim inf / n (tu)) dtu <  lim inf /  / n (tu) dtu 
J n  '  n i  n - +°°
En el caso en que limn sup / n (tu) [limn inf f n (tu)] no es una función integrable ponemos
lim sup /  f n (tu) duj — — oo, lim inf /  f n (tu) dtu — +oo. 
n—>00 J  n —>oo J
Ver [93].
P roposición  132 Sea ft C R-^ un abierto cualquiera. Si f  G IP (ft) D Lq (íl) , i  < p < q < 
oo, entonces f  G Lr (H) para todo r tal que p < r < q. Además se verifica que | |/ |lx ,r ^  <
ll/ll£.(n) ll/ll«<n). *"•* Í = ? + T » ° í ^ l -
Ver [19, Nota 2, p.57]
Corolario 133 Si f  G L 1 (fl) D L°° (Q ), entonces f  G Lr ( f l ) , Vr, 1 < r  <  oo.
7.2 Definición y  propiedades de los espacios de Sobolev
Sea ft un abierto de R ^  y sea p  G Z tal que 1 <  p  < oo. En primer lugar algunas aclaraciones 
de notación.
Se denomina multiíndice a a = (e n ,. . . ,  ajv) G y
Denotamos Dt = y  D* = D ^ D ?  . . .  D%” = .
151
152 APÉNDICE B
D efin ic ión  134 Sea a  un multiíndice. Se define la derivada débil de u de orden a, y se denota 
D au, como:
í  D au<p =  ( - l ) |a| f  uD aip, Vv? 6 Cg° ( f i ) .
Jn Jq
D efin ic ión  135 Se define el espacio W 1,p (íl) o simplemente W 1,p, al conjunto
W 1,p (fí) :=  [u, D au  6 Lp ( í í ) , |a | <  1} .
D efin ic ión  136 De forma análoga se define el espacio
W k'p {D) : = { u , D au e L p (Ü), \a\ < k } .
N o ta  137 Generalmente, para el caso p = 2 el espacio W m’2 (Í2) se denota como H m ( f l ) . Por 
ejemplo, W 1,2 = H 1.
N o ta  138 Denotamos el gradiente de una función u , cuando esto tenga sentido, como grad u =
du du \
dx2 ’ ' * ' ’ dxjy J 'y n — (  9u_V U  \ d x i>
Asociado a estos espacios suelen considerarse las normas equivalentes
N
i= 1
du
dxi lp
N
ML :W1.P := \\u
¿=1
du
dxi
p \ p
lp 1
También, el espacio H 1 (Í7) está dotado del producto escalar y de la norma asociada dados por
/ \ ^  f  du d v \
l=\ f ±J
=  ( \\u \\h  + J 2\  i= 1
N  a  2 \  2 du
dxi l 2
Dicha norm a es equivalente a la norma en W 1,2 ( í l ) .
P ro p o s ic ió n  139 Sean f  € L1 ( R ^ ) , g E LP (Rn ) y h G LP' (Rn ) , donde i  +  ^  =  1. Entonces 
se verifica
í  ( /  * g) hdx = f  g ( f * h ) d x .
Jrn Jr n ' '
Aquí, f  * g representa la convolución de las funciones f  y g, y f  (x) = f  (—x ) .
Ver [19, Proposición IV. 16].
P ro p o s ic ió n  140 Sean f  € Cq (R ^ ) y g € (Rn ) , con k natural. Entonces
f * g e c k {R w) y D k ( f * g )  = ( p kj ) * g .
y g € Lj^  (R ^) , entonces f  * g € C°° (Rn ) y la igualdad seEn particular, si f  G Cq 
cumple para todo k natural.
Ver [19, Proposición IV. 20].
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N o ta  141 Dada una función f  definida en Ct, definimos f  (x ) |  q x  ^
P ro p o sic ió n  142 Sea u G W 1,p (íl) y a  £ Cq0 (íí) . Entonces au  G W 1,p (Rn ) y
d , . du da
—  (au) = a -  h —  u.
ÓX% ÓX% ÓX%
Ver [19, Nota IV. b, pag. 151].
T eo re m a  143 (d e  F ried richs) Seau  G W 1,p (fl) con 1 < p < oo. Entonces existe una sucesión 
(un) en Cq° (Rn ) de forma que
un\n u en L p ( í í ) ,
V un\u —> en Lp (lu) , V co CC fi
donde tu CC significa que u  es un abierto de manera que üj es un compacto contenido en Q.
Ver [19, Teorema IX .2, pag. 151].
P ro p o sic ió n  144 Sean u, v G W l,p (f2)nL°° (Í7), 1 <  p < oo. Entonces uv  G W 1,p (f2)DL°° (Í2)
y
d ( \ du d v .—  {uv) = — v + u — , i = 1, . . .  ,N.OXi C/Xi ÜXi
Ver [19, Proposición IX .4, pag. 155].
C o ro la rio  145 Sea Í1 es de clase C 1 y sea u G W 1,p (Í2), 1 < p  < oo. Entonces existe una
sucesión (un) C Cq° (Rn ) de manera que un -+ u en W 1,p ( í l ) . Esto es, las restricciones de
Cq° (Rn ) a forman un subconjunto denso en W 1,p ( í l ) .
Ver [19, Corolario IX. 8, pag. 162].
7 .2 .1  D e s ig u a ld a d e s  d e  S o b o le v
P ro p o sic ió n  146 S e a \ < p < N .  Entonces W l ’p (Rn ) C LP* (Rn ) con inyección continua, y 
donde ^  |  — j f .  Además, existe C ( p , N )  tal que |M|¿p* < C ||V t¿||Lp , Vu G W 1,p (Rn ) .
Ver [19, Teorema IX. 9, pag. 162].
C o ro la rio  147 W 1,p (R N) C L q (Rn ), para todo q G \p,p*], con inyección continua.
Ver [19, Corolario IX. 10, pag. 165].
C o ro la rio  148 W 1,N (Rn ) C Lq (Rn ), para todo q G [N , oo[, con inyección continua.
Ver [19, Corolario IX. 11, pag. 165].
N o ta  149 Notemos que para el caso particular N  = 2, el corolario anterior nos proporciona la 
inmersión H 1 (R2) C Lq (R2) , Vq G [2, oo[.
N o ta  150 Como caso particular de la Proposición 14 6, analizando el caso p = 2 obtenemos que
H 1 C L2*,
donde ^  y de aquí, 2* = De aquí H 1 C L 2f ) L 2*. Notemos además que 2* > 2 para
cualquier N , de donde utilizando la nota anterior podem,os afirmar que H 1 C Lr , 2 < r < 2*.
El caso particular de N  = 3 nos proporciona que H 1 C L6 y entonces H 1 C Lr, 2 < r < 6.
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T eo re m a  151 Sea p > N , entonces W 1,p (Rn ) C L°° (Rn ) . Además, si u E W 1,p (R N) ,  
entonces
|u( x )  — u(y) \  < C \ x - y \ a ||V u||LP, (7.1)
para casi todo x, y  E R ^ , donde a  = 1 — y  y C  es una constante que depende de p  y de N .
Ver [19, Teorema IX. 12, pag. 166].
N o ta  152 De la desigualdad (7.1) del teorema anterior podemos asegurar que, parap > N , toda
función u E W 1,p (R N) posee un representante continuo.
N o ta  153 También se deduce del Teorema 151 que s iu  E W 1,p (R ^ ) con N  < p < oo, entonces
lim u (x) = 0. (7.2)
|x |—>00
ver [19, p.167].
T eo re m a  154 Sea m >  1 y 1 <  p < oo. Entonces:
L  S i l ~ N > 0  ^ G o n ces  W m’p (.RN) c  L q (RN) , donde !  =  ! - $ .
2. Si i  -  f  =  0, entonces W m'p (Rn ) C L9 (R * ) ,  Vg E [p, oo[.
3. S i ± - f t <  0, entonces W m’p (Rn ) C L°° (Rn ) .
Todas las inyecciones son continuas.
C o ro la rio  155 1. Ver [19, Corolario IX. 13, pag. 168].
T eo re m a  156 Sea l < p < o o y t l c  R N un abierto de clase C 1 con frontera acotado o Q, =  R + . 
Entonces se verifica:
1. Si 1 <  p < N , entonces W 1,p (íl) C IP* ( í l ) . Donde ^  |
2. Si p =  N , entonces W 1,p (fl) C L q ( ü ) . V q E [p*, oo[.
3. Si p > N , entonces W 1,p (íl) C L°° ( í l ) .
Todas las inyecciones son continuas.
Ver [19, Corolario IX . 14, pag. 168].
T eo re m a  157 Supongamos Q acotado de clase C 1. Entonces se verifica:
1. Si p < N , entonces W l,p (Í2) C L q (H ), Vg E [l,p*[ donde ^  ^
2. Si p =  N , entonces W 1,p (fi) C L q ( f í) , Vg E [1,+ o o [.
3. Si p >  N , entonces W l,p (fl) C C  ( í l ) .
Todas las inyecciones son continuas.
Ver [19, p.169].
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T eo rem a 158 Sea fl un dominio acotado de Rm de clase Ck. Supongamos que u £. H k (SI).
2 m
1. Si k < y , entonces u 6 L™~2k (fl) , y existe C > 0 tal que
2. Si k  = y ,  entonces u e LP (íí) para todo 1 < p < oo, y existe C{p) > 0 tal que
IMIlp(íí) ^ C ||u||fffc(n).
3. Si k > j  + y , entonces u  6 C-7 (S i), y existe Cj > 0 tal que
IMIci(ñ) — Q  llwll//fc(n).
Notemos que se sigue inmediatamente de 3 que u 6 IP  (íl) para todo 1 < p < oo.
Ver [77, Teorema 5.31].
D efin ic ión  159 Definimos Wq,p (fl) := Cg° (fl)W ^  •
N o ta  160 El espacio ^Wg,p (SI), || es un Banach separable. Ademas, si 1 <  p  < oo
el espacio es reflexivo. { H l  ll'll//1) es un espacio de Hilbert, donde Hq (fi) =  Wg’2 (fl)-
N o ta  161 Notemos que como Cq (R ^) es denso en W 1,p (R.n ) , entonces se verifica la igualdad 
entre espacios Wq,p (Rn ) = W 1,p (Rn ) . En general, si fl c  R ^  entonces Wq'p (fl) ^  W 1,p (D ).
De forma similar definimos H q (S7) =  Cg° (fÍ)H
N o ta  162 Designamos por W ~ 1,p ($1) al espacio dual de Wq,p ( í l ) , 1 <  p < oo, y por H ~p (fl) 
al espacio dual de H q (SI).
Es bien conocido que, dados dos espacios de Banach reales X , Y, si X  C Y, con inmersión 
continua y densa, entonces Y* C X *, con inmersión continua (ver [99, p.265]).
Del Teorema 158 se sigue que Hq (fl) C Lq (fl) si r  >  n ^  ^  . Además, las inmersiones
son densas. Como consecuencia del Teorema 158 podemos obtener entonces el siguiente corolario.
C o ro la rio  163 Sea fl un abierto acotado de clase C r . Se verifica que si r > n  ^  ^  ,
entonces
L q (fi) C H ~r ( fl) ,
con inmersión continua.
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N o ta  164 Identificamos L 2 (íl) y su dual, pero no se identifican H q (íl) y su dual. Entonces
Hl (íl) C  L 2 (íl) C  H-1 ( í l ) ,
con inyecciones continuas y densas.
Si fl  es acotado de clase C 1, del Teorema 157 se desprende que la inyección Hq (fl) C  L2 (íl) 
es compacta. Entonces se sigue que L 2 (íl) C i / -1 (íl) también lo es (ver [99, Prop. 21.35, pag. 
265]).
Además, si r > 1 y fl es de clase C r , la inmersión Hq (íl) C  L 2 (íl) también es compacta 
(ver [77, Corolario 53]), por lo que L2 (íl) C  H ~ r (íl) es compacta si r > 1.
Si fl es acotado, se tiene
W ¿’p (íl) C L 2 (íl) C W ~ l ’p (SI) , si <  p < oo,
con inyecciones continuas y densas.
Si íl es no acotado, se tiene
o n
(SI) C  L2 (SI) C  W ~ 1,p (SI), si <  P  <  2 .
Ver [19, p.174].
P ro p o sic ió n  165 Sea fl de clase C 1. Sea u G IP  (íl) con 1 <  p < oo. Entonces son equivalentes:
1. u  € wl'p (SI).
2. Existe una constante C  tal que
< C \ M LP’ , € Co1 (Rn ) ,í
\ L  dx.
3. La función ñ( x )  := |  ^  pertenece a W 1,p (R-^) y en este caso
Ver [19, Proposición IX. 18, pag. 173].
P ro p o sic ió n  166 Se verifican las siguientes estimaciones:
IM Il~(r*») <  C  \\Dm+1n \\l2 ||D ’n- 1u | | |2 , si u € C0°° (R2m) ,
V
llullLco^am+i) < C  ||D m+1u ||^2  \\Dmu\\l2 , si u e  CS° (R2m+1) , 
donde ||i^fcw||^2 =  E | a |=fe , si u e  C¡?
Como Cq° (Rn ) es denso en H k ( R ^ ) , Vfc (ver [77, Sección 5.4]), las desigualdades son 
ciertas para todo u  G H m+1 (R2m) y u € H m+1 (R2m+1) , respectivamente.
Ver [85, Proposición 3.8, pag. 10].
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7.3 Problem as de contorno
Sea íl un abierto no acotado de M.N . Se imponen condiciones de contorno habituales en el infinito, 
como por ejemplo que u (x ) ^L>°° o, lo cual se refleja en la condición u G H 1 (R-^) .
T eo rem a 167 Sea íl =  RN. Para toda f  G L2 (RN) , la ecuación
—A u  +  u =  /  en R ^
posee una única solución débil en el siguiente sentido: u G H 1 (Rn ) y
í  Vu • Vcj) • dx  -f- [  u(f>dx = [  f(j)dx, V0 G H 1 (R ^) .
JrJv  J r n  J r n
T eo rem a 168 Sea íl un abierto de clase C2 con frontera acotada. Sea f  G L2 (íl) y sea u G
/ / q (fl) (Zwe
/  Vrt-V<¿> +  u<p= fip, V<¿? G ÍTq (fi) •
./íí ./íí ./íl
Entonces u G i / 2 (íl) y IMI//2 < C | | / | | / ,2  , donde C es una constante que únicamente depende
de íl.
Ver [19, p.181].
7.4 U n teorem a de compacidad
T eo rem a 169 Sean X  CC H  C Y  espacios de Banach, donde X  es reflexivo. Supogamos 
que {un}n es una sucesión uniformemente acotada en L 2 (0, T \ X ) ,  y que está uniforme­
mente acotada en 17(0, T ; Y ) , para algún p > 1. Entonces existe una subsucesión que converge 
fuertemente en L2 (0, T; H ).
N o ta  170 La notación X  CC H  C Y  indica que la inmersión X  C H  es compacta y que la 
inmersión H  C Y  es continua.
N o ta  171 Generalmente el resultado anterior se utiliza en el caso X  =  H q, H  = L 2 e Y  = 
H ~ l , con p =  2. Además, la hipótesis sobre se puede debilitar cambiando la acotación en 
L 2 (0, T; H _1 (íl)) por otra en IP  (0,T; H ~ l (íl)) para cualquier p  >  1.
7 .4 .1  V e rs ió n  d é b il  d e l te o re m a  d e  la  c o n v e rg e n c ia  d o m in a d a
El teorema de la convergéncia dominda de Lebesgue garantiza que si una sucesión Uj G LP (íl) 
está acotada puntualmente por una función de IP  y converge a u casi por todas partes, entonces 
Uj —* u en IP  ( í l ) . El siguiente resultado debilita estas condiciones, requiriendo que la norma 
de {uj}  esté acotada en LP ( í l ) , y obteniendo Uj —> u débilmente.
L em a 172 Sea fl un conjunto abierto acotado de Rm, gj una sucesión de funciones de IP (fi) 
de manera que
IIp j IIlp(íí) — ^
Si g G IP (íl) y gj —► g c.p.p., entonces gj —* g débilmente en LP ( í l ) .
Ver [77, Lema 8.3].
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7.5 Regularidad de soluciones
7 .5 .1  F orm a in teg ra l d e  u  E L 1 (a, b\ X )
L em a 173 Sea X  un Banach con dual X '  y sean u ,g  G L 1 (a, b ;X ) .  Entonces son equivalentes 
las condiciones siguientes:
(i) u es igual a la primitiva de la función g ,
'o
u M  =  £ +  í  9Ís)  ds, ( 6  1 ,  c p p t e  [a , 6] 
J
(ii) Para cada función test
cj> e V ( ( a , b ) ) , í  u(t)<j) (t) = -  í  g (t) <f) (t) dt 
Ja Ja
, d(j)
* = Tt
donde estamos identificando g con
(iii) Para cada r¡ G X ',
^  (u,r/> =  {g,  rj)
en el sentido de las distribucones escalares sobre (a, b) . Si se satisface cualquiera de las 
condiciones anteriores, en particular u es igual en c.p.p. a una función continua de [a, b] 
en X .
Ver [86, p.250j.
7 .5 .2  R eg u la r id a d
L em a 174 Sean V, H , V ' tres espacios de Hilbert, cada uno de ellos incluido en el siguiente 
con inyección continua y densa, donde V ' es el dual de V. Si una función u £ L 2 (0, T; V) y su 
derivada € L? (0, T; V ' ) , entonces u es igual, casi por todas partes, a una función continua de 
[0, T] en H  y se tiene la siguiente igualdad, la cual se verifica en el sentido de las distribuciones 
escalares sobre (0, T) :
Ver [86, p.260j.
L em a 175 Sean X  e Y  dos espacios de Banach de forma que
X  C Y,
y la inyección es continua.
Si una función <f G L°° (0,T ; X )  y es continua con respecto a la topología débil de Y, entonces 
(¡> es continua con respecto a la topología débil de X .
Ver [86, p.263].
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7.6 Teorema de Ascoli-Arzelá
Sea K  =  [a, b] C R, y sea F  una familia de funciones en C ( K , ^ ) .
D efin ic ión  176 Decimos que F  es equicontinua si para todo e > 0 existe 5 (e) >  0 de manera 
que si x ,y  G K  y d(x,  y) < 5 entonces
\\<p(y)-<p(x)\\ < e, M p e F .
D efin ic ión  177 Diremos que F  es puntualmente acotada si para todo x  G K  el conjunto Fx 
{(p (x) : tp € F )  C R ^  está acotado.
T eo re m a  178 Sea F  C C  (K,M .N) equicontinua y puntualmente acotada. Entonces la familia 
de funciones F  es precompacta.
T eo re m a  179 Sea X  un espacio de Banach y sea I  un intervalo de R. Denotamos como C  ( I , X )  
al espacio de funciones continuas de I  en X  dotado de la topología de convergencia uniforme en 
subintervalos compactos de I .  Entonces, un subconjunto H , de C ( I , X ) , que satisface
{ (i) H  es equicontinua,
(ii) H ( t )  := {x(í)} l( .)eH i es precompacto Vi G / ,
es precompacto en C ( I , X ) .
7 . 7  Integración por partes
L em a 180 Sean u G H 2 (íl) ,v  G H 1 ( í l ) . Si íl es una acotado de frontera T suficientemente 
suave, entonces
/  A uvdx  =  — /  V u V vd x  +  /  — uda.
Jn Jn Jr dr1
En el caso en que íl =  R ^  la fórmula sigue siendo cierta pero la integral de superficie desaperece. 
Ver [19, p. 197].
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