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Abstract
We consider a family of stochastic 2D Euler equations in vorticity form on the torus,
with transport type noises and L2-initial data. Under a suitable scaling of the noises, we
show that the solutions converge weakly to that of the deterministic 2D Navier–Stokes
equations. Consequently, we deduce that the weak solutions of the stochastic 2D Euler
equations are approximately unique and “weakly quenched exponential mixing”.
1 Introduction
Let T2 = R2/Z2 be the 2D torus and Z20 = Z
2 \ {0} the nonzero lattice points. Define
σk(x) =
k⊥
|k| ek(x), x ∈ T
2, k ∈ Z20,
where k⊥ = (k2,−k1) and {ek}k∈Z2
0
is the usual trigonometrical basis of L2(T2), see the be-
ginning of Section 2. Then {σk}k∈Z2
0
is a complete orthonormal basis of the space of square
integrable, divergence free vector fields on T2 with zero mean.
In a previous work [15], the first and the third named authors studied the vorticity form of
the stochastic 2D Euler equations with transport type noise:
dξN + uN · ∇ξN dt = 2√ν εN
∑
|k|≤N
1
|k|σk · ∇ξ
N ◦ dW k, (1.1)
where ν > 0 is a constant, {εN}N≥1 a sequence of positive numbers and {W k}k∈Z2
0
is a family
of independent standard Brownian motions on some filtered probability space (Ω,F ,Ft,P). In
the above equation, uN = (uN1 , u
N
2 ) is the velocity field and ξ
N = ∇⊥ · uN = ∂2uN1 − ∂1uN2
is the vorticity; conversely, uN = K ∗ ξN where K is the Biot–Savart kernel. The equation
(1.1) has the enstrophy measure µ on T2 as the invariant measure, which is supported on
H−1−(T2) =
⋂
s<−1H
s(T2), Hs(T2) being the usual Sobolev space on T2. For any fixed N ≥ 1,
it is known that (1.1) admits a stationary solution ξN with paths in C
(
[0, T ],H−1−(T2)
)
(taking
ρ0 ≡ 1 in [14, Theorem 1.3]). We choose the parameter εN in such a way that it compensates
the coefficient appearing in the Itoˆ–Stratonovich correction term. More precisely, let
εN =
( ∑
|k|≤N
1
|k|2
)−1/2
∼ (logN)−1/2,
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then, in the Itoˆ formulation, (1.1) becomes
dξN + uN · ∇ξN dt = 2√ν εN
∑
|k|≤N
1
|k|σk · ∇ξ
N dW k + ν∆ξN dt.
It was proved in [15] that the stationary solutions ξN of (1.1) converge to the unique-in-law
stationary solution of the stochastic 2D Navier–Stokes equations driven by additive space-time
white noise
dξ + u · ∇ξ dt = ν∆ξ dt+
√
2ν∇⊥ · dW. (1.2)
Here, W =
∑
k∈Z2
0
σkW
k is a cylindrical Brownian motion in the Hilbert space of divergence
free vector fields on T2. The equation (1.2), in the velocity form, has been studied intensively
in the past three decades, see for instance [3, 4, 10]. In particular, it was shown in [10] that
(1.2) has a pathwise unique strong solution for µ almost every initial data in Besov spaces of
negative order. As a consequence of the Yamada–Watanabe type theorem (see e.g. [20]), the
stationary solutions of (1.2) are unique in law.
On the other hand, the second named author considered in [16] a similar scaling limit
for a sequence of stochastic transport linear equations, but in a different regime, namely for
function-valued solutions of suitable regularity. To state the result we introduce the notation
ℓp (p ∈ [1,∞]) which are the usual spaces of real sequences indexed by Z20 and denote the norm
by ‖ · ‖ℓp . Let θN· ∈ ℓ2(N ≥ 1) be a sequence verifying, for all N ∈ N,
θNk = θ
N
j whenever |k| = |j| (1.3)
and
lim
N→∞
‖θN· ‖ℓ∞
‖θN· ‖ℓ2
= 0. (1.4)
The main result of [16] asserts that, if
εN =
2
√
ν
‖θN· ‖ℓ2
, (1.5)
then the solutions ξN of the sequence of stochastic transport linear equations (b is a vector
field on T2)
dξN = b · ∇ξN dt+ εN
∑
k∈Z2
0
θNk σk · ∇ξN ◦ dW k
converge to the solution of the parabolic Cauchy problem
∂tξ = ν∆ξ + b · ∇ξ, ξ(0) = ξ0.
For ξ0 ∈ L2(T2), this last equation admits a unique weak solution in L2
(
0, T ;L2(T2)
)
under
mild assumptions on b, see for instance [16, Lemma 3.3].
Motivated by the above discussions, we consider, in the regime of regular solutions (com-
pared to the white noise solutions considered in [15]), the stochastic 2D Euler equations
dξN + uN · ∇ξN dt = εN
∑
k∈Z2
0
θNk σk · ∇ξN ◦ dW k, (1.6)
where
{
θN·
}
N≥1
satisfies (1.3) and (1.4), and εN is defined as in (1.5). We assume ξ
N
0 = ξ0 ∈
L2(T2) with zero mean. Then one can show that the equation (1.6) admits a solution ξN (weak
in both analytic and probabilistic sense), satisfying
sup
t∈[0,T ]
∫
T2
|ξN (t, x)|2 dx < +∞.
2
We will prove that such more regular solutions of equation (1.6) converge to the unique solution
of the deterministic 2D Navier–Stokes equations
∂tξ + u · ∇ξ = ν∆ξ, ξ(0) = ξ0. (1.7)
According to the classical theory of 2D Navier–Stokes equations (see [25, Theorem 3.2] for the
velocity form), the above equation has a unique solution.
A direct consequence of the above scaling limit is that the transport type noises considered
here regularize the 2D Euler equations asymptotically. More precisely, it is well known that
the 2D Euler equations has a unique solution if the initial data ξ0 belongs to L
∞(T2), while
the uniqueness of solutions remains an open problem in the case ξ0 ∈ Lp(T2) for p < ∞.
Although we cannot prove that the stochastic 2D Euler equation (1.6) has a unique solution
for L2(T2)-initial data, the above result shows that, in the limit, we get the uniquely solvable
2D Navier–Stokes equation (1.7). As a result, the distances between the laws of weak solutions
of (1.6) tend to zero as N → ∞. We call such a property the approximate weak uniqueness,
see Section 6.1 for more details.
Our main result is the convergence to deterministic Navier–Stokes equations; however,
tuning parameters in the right way we may construct sequences converging to deterministic
Euler equation. More precisely, given any viscosity solution of 2D Euler, we can find a suitable
sequence converging to it, see Section 6.2 for more details. We do not know the converse, namely
if every limiting measure constructed in this way is a superposition of viscosity solutions, but
our result makes this conjecture plausible. It is very important to identify selection criteria, for
instance by viscosity, by noise or by additional physical requirements, in view of the multiplicity
of solutions found recently by the method of convex integration [12]; although our result is not
conclusive, it makes plausible that the zero-noise limit selects viscosity solutions. Notice that
this is different from what happens for certain examples of linear transport equations [5].
Our result also has interesting implications related to the mixing behavior of incompressible
flows, a phenomenon which recently attracted a lot of attention, see for instance [1, 2, 26] and
the references therein. In [2], Alberti et al. considered the solutions to the continuity equation
∂tρt + div(ρtu) = 0 (1.8)
and estimated the “mixedness” of ρt as t→∞ in terms of the negative Sobolev norm ‖ρt‖H˙−1 .
Here H˙s(T2) (s ∈ R) denote the homogeneous Sobolev spaces. They constructed a bounded and
divergence free vector field u ∈ C∞([0,∞)×Rd,Rd) and a bounded solution ρ ∈ C∞([0,∞)×
Rd
)
to (1.8) such that, for any 0 < s < 2, it holds
‖ρt‖H˙−s ≤ Cs e−cst, t ≥ 0,
where Cs > 0 and c > 0 are constants. Such exponential mixing result is in fact optimal,
taking into account the lower bounds on functional mixing scale proved in [18, 23]. Using
our limit result and the exponential decay of the energy and the enstrophy of the solution to
the Navier–Stokes equation (1.7), we can prove that the solutions to the stochastic 2D Euler
equations (1.6) satisfy the “weakly quenched exponential mixing” property, see Section 6.3 for
more precise statements.
However, the decay in H˙−s-norms does not extend to the L2-norm and our result does not
imply anomalous dissipation of enstrophy. This is a difficult open question, which is discussed
in Section 6.4.
This paper is organized as follows. In Section 2, we introduce some notations and state the
main results, including the existence of weak solutions to the stochastic 2D Euler equations
(1.6) and the scaling limit to the deterministic 2D Navier–Stokes equation (1.7), as well as a
finite dimensional convergence result. The proofs of these results are provided in Sections 3 to
5. In the last sections, we discuss the consequences of the scaling limit in more detail.
3
2 Functional settings and main results
In this section, we give some more notations for functional spaces and state the main results
of the paper. Let C∞(T2) be the space of smooth function on T2. We write 〈·, ·〉 and ‖ · ‖L2
for the inner product and the norm in L2(T2). Recall also the Sobolev spaces Hs(T2), s ∈ R.
Denote by
ek(x) =
√
2
{
cos(2πk · x), k ∈ Z2+,
sin(2πk · x), k ∈ Z2−,
x ∈ T2,
where Z2+ = {k ∈ Z20 : (k1 > 0) or (k1 = 0, k2 > 0)} and Z2− = −Z2+. To save notations, we
shall write the vector valued spaces L2(T2,R2) and Hs(T2,R2) simply as L2(T2) and Hs(T2).
We denote by H (resp. V ) the subspace of L2(T2) (resp. H1(T2)) of functions with zero mean.
Moreover, we assume {W k}k∈Z2
0
is a family of independent Ft-Brownian motions on the filtered
probability space (Ω,F ,Ft,P).
First, we fix θ· ∈ ℓ2 verifying (1.3) and consider the following stochastic 2D Euler equation
in vorticity form:
dξ + u · ∇ξ dt = ε
∑
k∈Z2
0
θkσk · ∇ξ ◦ dW k, ξ(0) = ξ0 ∈ H, (2.1)
with
ε =
2
√
ν
‖θ·‖ℓ2
. (2.2)
Using (1.3), it is not difficult to prove the simple equality (cf. [15, Lemma 2.6])∑
k∈Z2
0
θ2k σk(x)⊗ σk(x) ≡
1
2
‖θ·‖2ℓ2I2, x ∈ T2, (2.3)
where I2 is the 2× 2 identity matrix. From this we deduce the Itoˆ formulation of (2.1):
dξ + u · ∇ξ dt = ν∆ξ dt+ ε
∑
k∈Z2
0
θkσk · ∇ξ dW k. (2.4)
This equation is understood as follows: for any φ ∈ C∞(T2), it holds P-a.s. for all t ∈ [0, T ],
〈ξt, φ〉 = 〈ξ0, φ〉+
∫ t
0
〈ξs, us · ∇φ〉ds+ ν
∫ t
0
〈ξs,∆φ〉ds− ε
∑
k∈Z2
0
θk
∫ t
0
〈ξs, σk · ∇φ〉dW ks . (2.5)
Recall that u is related to ξ via the Biot–Savart kernel K on T2: u = K ∗ ξ. Thus if ξ ∈
L2
(
Ω, L2(0, T ;H)
)
, then u ∈ L2(Ω, L2(0, T ;V )). Under this condition, if ξ (and also u) is
Ft-progressively measurable, it is clear that all the terms in the above equation makes sense.
For instance, the stochastic integral is a square integrable martingale since
E
( ∑
k∈Z2
0
θ2k
∫ t
0
〈ξs, σk · ∇φ〉2 ds
)
≤ ‖θ·‖2ℓ∞E
(∫ T
0
∑
k∈Z2
0
〈ξs∇φ, σk〉2 ds
)
≤ ‖θ·‖2ℓ∞E
(∫ T
0
‖ξs∇φ‖2L2 ds
)
≤ ‖θ·‖2ℓ∞‖∇φ‖2∞E
∫ T
0
‖ξs‖2L2 ds < +∞,
where we used the fact that {σk}k∈Z2
0
form an (incomplete) orthonormal system in L2(T2,R2).
From this result we can give the definition of solutions to (2.5).
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Definition 2.1. We say that (2.5) has a weak solution if there exist a filtered probability
space
(
Ω,F ,Ft,P
)
, a sequence of independent Ft-Brownian motions {W k}k∈Z2
0
and an Ft-
progressively measurable process ξ ∈ L2(Ω, L2(0, T ;H)) with P-a.s. weakly continuous trajec-
tories such that for any φ ∈ C∞(T2), the equality (2.5) holds P-a.s. for all t ∈ [0, T ].
Note that the solution is weak in both the probabilistic and the analytic sense. Our first
result is the existence of solutions to (2.5).
Theorem 2.2. For any ξ0 ∈ H, there exists at least one weak solution to (2.5), satisfying
sup
t∈[0,T ]
‖ξt‖L2 ≤ ‖ξ0‖L2 P-a.s. (2.6)
Next, we take a sequence θN ∈ ℓ2, satisfying (1.3) and (1.4), and consider the stochastic
2D Euler equations (1.6). Similarly to the above discussions, (1.6) is understood as follows: for
any φ ∈ C∞(T2) and t ∈ [0, T ],〈
ξNt , φ
〉
= 〈ξ0, φ〉+
∫ t
0
〈
ξNs , u
N
s ·∇φ
〉
ds+ ν
∫ t
0
〈
ξNs ,∆φ
〉
ds− εN
∑
k∈Z2
0
θNk
∫ t
0
〈
ξNs , σk ·∇φ
〉
dW ks .
(2.7)
We remark that Theorem 2.2 only provides us with weak solutions, thus the processes ξN·
might be defined on different probability spaces. The relevant notion of convergence of these
processes is the weak convergence of their laws. Here is the main result of this paper.
Theorem 2.3. Let QN be the law of ξN· , N ≥ 1. Then the family
{
QN
}
N≥1
is tight in
C([0, T ];H−) and it converges weakly to δξ·, where ξ· is the unique solution of the 2D Navier–
Stokes equations (1.7).
Theorem 2.3 also implies convergence of the associated advected passive scalars, see Corol-
lary 4.6 for the precise statement.
Remark 2.4. If ξ0 ∈ L∞(T2), then under slightly stronger conditions on θ· (e.g. assume
θk ∼ |k|−2−δ for some δ > 0), the equation (2.1) has a unique solution in L∞
(
[0, T ] × T2),
see for instance [8, Theorem 2.10]. Note that in the approximating equations (2.7), we can
take θN ∈ ℓ2 such that there are only finitely many k for which θNk 6= 0, and at the same time
satisfying (1.4), for instance, θNk = 1{|k|≤N}. Therefore, if we approximate ξ0 ∈ L2(T2) by a
sequence of bounded functions ξN0 ∈ L∞(T2), then the approximating sequence ξN· (N ≥ 1) are
unique solutions of the equations (2.7). Moreover in this case we can consider the sequence ξN·
to be defined on the same probability space (Ω,F ,P), again by the results in [8]; thus convergence
in law to a deterministic limit implies also convergence in probability. The energy bound (2.6)
then also implies convergence in Lp(Ω,P), for any p >∞.
In Sections 3 and 4, we prove Theorems 2.2 and 2.3 respectively. Then in Section 5 we
show that the same result can be achieved, under the same scaling, already working with finite
dimensional approximations of Galerkin type. More precisely, denoting by ΠN the orthogonal
projection of L2(T2) into HN = span{ek : k ∈ Z20, |k| ≤ N}, we consider for each N the solution
ξ˜N of the SDE:
dξ˜N = −ΠN
((
K ∗ ξ˜N) · ∇ξ˜N) dt+ εN ∑
k∈Z2
0
θNk ΠN
(
σk · ∇ξ˜N
) ◦ dW k, ξ˜N0 = ΠNξ0. (2.8)
The variables
{
ξ˜N
}
N∈N
are defined on the same probability space with respect to the same
Brownian motions {W k}k∈Z2
0
. In this case we can prove the following
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Theorem 2.5. Suppose the sequence
{
θN
}
N
⊂ ℓ2 satisfies (1.4) and the additional condition
lim
N→∞
∥∥θN· ∥∥−2ℓ2 ∑
k:|k−j|>N
(
θNk
)2
= 0 ∀j ∈ Z20. (2.9)
Then the sequence
{
ξ˜N
}
N≥1
converges in probability to ξ·, where ξ· is the unique solution of
Navier–Stokes equation (1.7) with initial data ξ0.
Remark 2.6. It can be checked for instance that condition (2.9) is satisfied for
{
θN·
}
N
given
by θNk = |k|−α 1{|k|≤N}, for any α ∈ [0, 1].
3 Existence of solutions to (2.5)
In this section we give a proof of Theorem 2.2 by using the Galerkin approximation and the
compactness method.
To use the method of Galerkin approximation, we introduce some notations. For N ≥ 1,
let HN = span{ek : k ∈ Z20, |k| ≤ N} which is a finite dimensional subspace of H. Denote by
ΠN : H → HN the orthogonal projection: ΠN ξ =
∑
|k|≤N〈ξ, ek〉ek. ΠN can also act on vector
valued functions. Let
bN (ξ) = ΠN
(
(K ∗ΠN ξ) · ∇(ΠNξ)
)
, GkN (ξ) = ΠN
(
σk · ∇(ΠNξ)
)
, k ∈ Z20.
Note that, for fixed N , there are only finitely many k ∈ Z20 such that GkN is not zero. We shall
view bN and G
k
N as vector fields on HN whose generic element is denoted by ξN . These vector
fields have the following useful properties:〈
bN (ξN ), ξN
〉
=
〈
GkN (ξN ), ξN
〉
= 0 for all ξN ∈ HN , (3.1)
which can be proved easily from the definitions of bN and G
k
N , and the integration by parts
formula. Consider the finite dimensional version of (2.4) on HN :
dξN(t) = −bN (ξN (t)) dt+ ν∆ξN(t) dt+ ε
∑
k∈Z2
0
θkG
k
N (ξN (t)) dW
k
t , ξN (0) = ΠN ξ0, (3.2)
where ξ0 ∈ H is the initial condition in Theorem 2.2. We remark that the sum over k is a finite
sum. Its generator is
LNϕ(ξN ) = 〈−bN (ξN ) + ν∆ξN ,∇Nϕ(ξN )〉+ ε
2
2
∑
k∈Z2
0
θ2k Tr
[(
GkN ⊗GkN
)∇2Nϕ](ξN )
for any ϕ ∈ C2b (HN ).
Lemma 3.1. The equation (3.2) has a unique strong solution ξN (t) satisfying
sup
t∈[0,T ]
‖ξN (t)‖L2 ≤ ‖ξN (0)‖L2 P-a.s.
Proof. The vector fields bN and G
k
N are respectively quadratic and linear on the finite dimen-
sional space HN , therefore they are smooth. By the standard SDE theory, local existence and
uniqueness of strong solutions to (3.2) holds for any initial data. By the Itoˆ formula,
d‖ξN (t)‖2L2 = − 2〈ξN (t), bN (ξN (t))〉dt+ 2ν〈ξN (t),∆ξN (t)〉dt
+ 2 ε
∑
k∈Z2
0
θk
〈
ξN (t), G
k
N (ξN (t))
〉
dW kt + ε
2
∑
k∈Z2
0
θ2k
∥∥GkN (ξN (t))∥∥2L2 dt. (3.3)
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The first and the third terms on the right hand side vanish due to (3.1). Moreover, noting that
ΠN : H → HN is an orthogonal projection,∥∥GkN (ξN (t))∥∥L2 = ∥∥ΠN (σk · ∇ξN (t))∥∥L2 ≤ ‖σk · ∇ξN (t)‖L2 .
Therefore,
ε2
∑
k∈Z2
0
θ2k
∥∥GkN (ξN (t))∥∥2L2 ≤ ε2 ∑
k∈Z2
0
θ2k
∫
T2
(σk · ∇ξN(t))2 dx = 2ν‖∇ξN (t)‖2L2 ,
where the last equality is due to (2.3) and (2.2). Combining these results with (3.3) we obtain
d‖ξN (t)‖2L2 ≤ 0, which implies the desired inequality and also the global existence of solution
to (3.2).
Lemma 3.1 shows that {ξN (·)}N≥1 is bounded in Lp
(
Ω, Lp(0, T ;H)
)
for any p > 2:
E
∫ T
0
‖ξN (t)‖pL2 dt ≤ T‖ξN (0)‖pL2 ≤ T‖ξ0‖pL2 . (3.4)
Thus we can find a weakly convergent subsequence. Denote by uN = K ∗ ξN , N ≥ 1; then
{uN (·)}N≥1 is bounded in L2
(
Ω, L2(0, T ;V )
)
. In order to pass to the limit in the nonlinear
term, we need uN to be strongly convergent in L
2
(
Ω, L2(0, T ;H)
)
. In fact, we will show that
the laws ηN of uN (·) are tight in C
(
[0, T ],H1−(T2)
)
. To this end we first recall the compactness
result by J. Simon [24, Corollary 9, p.90].
Take any δ ∈ (0, 1) small enough and β > 4 (this choice is due to computations below). We
have the compact inclusions
V = H1 ⊂ H1−δ ⊂ H−β,
and there exists C > 0 such that
‖f‖H ≤ C‖f‖1−κV ‖f‖κH−β , f ∈ V,
where κ = δ/(1 + β). Recall that, for α ∈ (0, 1), p > 1 and a normed linear space (Y, ‖ · ‖Y ),
the fractional Sobolev space Wα,p(0, T ;Y ) is defined as those functions f ∈ Lp(0, T ;Y ) such
that ∫ T
0
∫ T
0
‖f(t)− f(s)‖pY
|t− s|1+αp dtds < +∞.
The next result follows from [24, Corollary 9, p.90].
Theorem 3.2. Let β > 4 be given. If p > 12(1 + β − δ)/δ, then
Lp(0, T ;V ) ∩W 1/3,4(0, T ;H−β) ⊂ C([0, T ];H1−δ)
with compact inclusion.
If we can prove that {ηN}N∈N are tight on C
(
[0, T ];H1−δ
)
for any δ ∈ (0, 1), then the
tightness of {ηN}N∈N on C
(
[0, T ],H1−(T2)
)
follows immediately.
To show the tightness of {ηN}N≥1 on C
(
[0, T ];H1−δ
)
, by Theorem 3.2, it is sufficient to
prove, for each N ≥ 1,
E
∫ T
0
‖uN (t)‖pV dt+ E
∫ T
0
∫ T
0
‖uN (t)− uN (s)‖4H−β
|t− s|7/3 dtds ≤ C. (3.5)
By (3.4), we immediately get the uniform boundedness of {uN (·)}N≥1 in Lp
(
Ω, Lp(0, T ;V )
)
.
It remains to estimate the second expected value.
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Lemma 3.3. There is a constant C > 0 such that for any N ≥ 1 and 0 ≤ s < t ≤ T ,
E
(〈ξN (t)− ξN (s), ek〉4) ≤ C|k|8|t− s|2 for all k ∈ Z20.
Proof. It is enough to consider |k| ≤ N . By (3.2), we have
〈ξN (t)− ξN (s), ek〉 =
∫ t
s
〈ξN (r), uN (r) · ∇ek〉dr + ν
∫ t
s
〈ξN (r),∆ek〉dr
− ε
∑
l∈Z2
0
θl
∫ t
s
〈ξN (r), σl · ∇ek〉dW lr.
(3.6)
Using the Ho¨lder inequality and Lemma 3.1, we obtain
E
(∣∣∣ ∫ t
s
〈ξN (r), uN (r) · ∇ek〉dr
∣∣∣4) ≤ |t− s|3 E ∫ t
s
〈ξN (r), uN (r) · ∇ek〉4 dr
≤ |t− s|3 E
∫ t
s
‖ξN (r)‖4L2‖uN (r)‖4L2‖∇ek‖4∞ dr
≤ C‖ξ0‖8L2 |k|4|t− s|4,
where the last step is due to the fact ∇ek = 2πke−k. In the same way, since ∆ek = −4π2|k|2 ek,
E
(∣∣∣ ∫ t
s
〈ξN (r),∆ek〉dr
∣∣∣4) ≤ C‖ξ0‖4L2 |k|8|t− s|4.
Next, by Burkholder’s inequality,
E
(∣∣∣ε∑
l∈Z2
0
θl
∫ t
s
〈ξN (r), σl · ∇ek〉dW lr
∣∣∣4) ≤ Cε4 E(∣∣∣∑
l∈Z2
0
θ2l
∫ t
s
〈ξN (r), σl · ∇ek〉2 dr
∣∣∣2).
We have ∑
l∈Z2
0
θ2l 〈ξN (r), σl · ∇ek〉2 ≤ ‖θ‖2ℓ∞
∑
l∈Z2
0
〈ξN (r)∇ek, σl〉2
≤ ‖θ‖2ℓ∞‖ξN (r)∇ek‖2L2 ≤ C‖θ‖2ℓ∞ |k|2‖ξ0‖2L2 ,
where we have used the fact that {σl}l∈Z2
0
is an orthonormal family. Therefore,
E
(∣∣∣ε∑
l∈Z2
0
θl
∫ t
s
〈ξN (r), σl · ∇ek〉dW lr
∣∣∣4) ≤ Cε4‖θ‖4ℓ∞ |k|4‖ξ0‖4L2 |t− s|2 ≤ C ′|k|4|t− s|2.
Combining the above estimates with (3.6) we finally get the desired inequality.
Using the above estimate and Cauchy’s inequality,
E
[‖ξN (t)− ξN (s)‖4H−β−1] = E
[ ∑
k∈Z2
0
〈ξN (t)− ξN (s), ek〉2
|k|2(β+1)
]2
≤
[ ∑
k∈Z2
0
1
|k|2(β+1)
][ ∑
k∈Z2
0
E
(〈ξN (t)− ξN (s), ek〉4)
|k|2(β+1)
]
≤ C|t− s|2
∑
k∈Z2
0
1
|k|2(β+1)−8 ≤ C
′|t− s|2,
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since β > 4. Consequently,
E
[‖uN (t)− uN (s)‖4H−β] ≤ C ′|t− s|2,
which implies
E
∫ T
0
∫ T
0
‖uN (t)− uN (s)‖4H−β
|t− s|7/3 dtds ≤ C.
Thus we have proved (3.5) and we obtain the tightness of {ηN}N≥1 on C
(
[0, T ];H1−
)
. Equiv-
alently, we have proved the tightness of the laws η¯N of ξN (N ≥ 1) on X := C
(
[0, T ];H−
)
.
Since we are dealing with the SDEs (3.2), we need to consider η¯N together with the laws
of Brownian motions
{
(W kt )0≤t≤T : k ∈ Z20
}
. To this end, we endow RZ
2
0 with the metric
d∞(a, b) =
∑
k∈Z2
0
|ak − bk| ∧ 1
2|k|
, a, b ∈ RZ20 .
Then
(
RZ
2
0 , d∞(·, ·)
)
is separable and complete (see [6, Example 1.2, p.9]). The distance in
Y := C([0, T ],RZ20) is given by
dY(w, wˆ) = sup
t∈[0,T ]
d∞(w(t), wˆ(t)), w, wˆ ∈ Y,
which makes Y a Polish space. Denote by W the law on Y of the sequence of independent
Brownian motions
{
(W kt )0≤t≤T : k ∈ Z20
}
.
To simplify the notations, we write W· = (Wt)0≤t≤T for the whole sequence of processes{
(W kt )0≤t≤T : k ∈ Z20
}
in Y. For any N ≥ 1, denote by PN the joint law of (ξN (·),W·) on
X × Y = C([0, T ];H−)× C([0, T ],RZ20).
Since the marginal laws {η¯N}N∈N and {W} are respectively tight on X and Y, we conclude that
{PN}N∈N is tight on X × Y. The Prohorov theorem (see [6, Theorem 5.1, p.59]) implies that
there exists a subsequence {Ni}i∈N such that PNi converge weakly as i→∞ to some probability
measure P on X × Y. By Skorokhod’s representation theorem ([6, Theorem 6.7, p.70]), there
exist a probability space
(
Ω˜, F˜ , P˜), and stochastic processes (ξ˜Ni(·), W˜Ni· )i∈N and (ξ˜(·), W˜·)
on this space with the corresponding laws PNi and P respectively, such that
(
ξ˜Ni(·), W˜Ni·
)
converge P˜-a.s. in X ×Y to the limit (ξ˜(·), W˜·). We are going to prove that (ξ˜(·), W˜·) is a weak
solution to the equation (2.5).
Denote by u˜Ni = K ∗ ξ˜Ni and u˜ = K ∗ ξ˜ which are the velocity fields defined on the new
probability space
(
Ω˜, F˜ , P˜). By the above discussions, we know that
P˜-a.s., ξ˜Ni(·) converge strongly to ξ˜(·) in C([0, T ];H−), (3.7)
which implies that
P˜-a.s., u˜Ni(·) converge strongly to u˜(·) in C([0, T ];H1−).
The new processes ξ˜Ni(·) (resp. u˜Ni(·)) have the same law with ξNi(·) (resp. uNi(·)), and thus
by Lemma 3.1, we have
sup
t∈[0,T ]
∥∥∇⊥ · u˜Ni(t)∥∥L2 = sup
t∈[0,T ]
∥∥ξ˜Ni(t)∥∥L2 ≤ ‖ξ0‖L2 P˜-a.s. (3.8)
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Lemma 3.4. The process ξ˜ has P˜-a.s. weakly continuous trajectories in L2 and satisfies
sup
t∈[0,T ]
‖ξ˜(t)‖L2 ≤ ‖ξ0‖L2 P˜-a.s. (3.9)
Proof. Thanks to (3.8), there exists a set Γ ⊂ Ω˜ of full measure such that, for every ω ∈ Γ,
(3.7) holds and
sup
i≥1
sup
t∈[0,T ]
‖ξ˜Ni(ω, t)‖L2 ≤ ‖ξ0‖L2 . (3.10)
Let us fix ω ∈ Γ. Then by (3.10) the sequence {ξ˜Ni(ω, ·)}i≥1 is bounded in L∞(0, T ;L2) and
so we can extract a subsequence (not relabelled for simplicity) which is weak-∗ convergent.
But weak-∗ convergence in L∞(0, T ;L2) implies weak-∗ convergence in L∞(0, T ;H−), which
implies by (3.7) that the limit is necessarily ξ˜; therefore by properties of weak-∗ convergence
‖ξ˜(ω, ·)‖L∞(0,T ;L2) ≤ lim inf
N
‖ξ˜N (ω, ·)‖L∞(0,T ;L2) ≤ ‖ξ0‖L2 .
In particular, there exists a subset Sω ⊂ [0, T ] of full Lebesgue measure (thus dense) such that
‖ξ˜(ω, s)‖L2 ≤ ‖ξ0‖L2 for every s ∈ Sω. Now let t ∈ [0, T ] \ Sω and consider a sequence tn → t,
tn ∈ Sω. Then the sequence {ξ˜(ω, tn)}n is uniformly bounded in L2 and we can therefore extract
a weakly convergent subsequence; but ξ˜(ω, ·) ∈ C([0, T ];H−), therefore ξ˜(ω, tn) → ξ˜(ω, t) in
H− and so the weak limit must be ξ˜(ω, t). By properties of weak convergence we have
‖ξ˜(ω, t)‖L2 ≤ lim inf
n
‖ξ˜(ω, tn)‖L2 ≤ ‖ξ0‖L2 .
As the reasoning holds for any t ∈ [0, T ] \ Sω, for any ω ∈ Γ, we have obtained
sup
t∈[0,T ]
‖ξ˜(ω, t)‖L2 ≤ ‖ξ0‖L2 ∀ω ∈ Γ,
namely (3.9). It remains to show that, for every ω ∈ Γ, t 7→ ξ˜(ω, t) is weakly continuous in L2.
Let tn → t, then by (3.9) the sequence {ξ˜(ω, tn)}n is bounded in L2 and so it admits a weakly
convergent subsequence. But ξ˜(ω, ·) ∈ C([0, T ];H−), therefore the weak limit is necessarily
ξ˜(ω, t); as the reasoning holds for any subsequence of {ξ˜(ω, tn)}n, we deduce that the whole
sequence is weakly converging to ξ˜(ω, t).
Finally we can give the
Proof of Theorem 2.2. The processes
(
ξ˜Ni(·), W˜Ni·
)
on the new probability space
(
Ω˜, F˜ , P˜) have
the same laws with that of (ξNi(·),W·), which satisfy the equation (3.2) with N replaced by
Ni. Some classical arguments show that the stochastic integrals involved below make sense,
see e.g. [19, Section 2.6, p.89]. Therefore, for any φ ∈ C∞(T2), one has, P˜-a.s for all t ∈ [0, T ],
〈
ξ˜Ni(t), φ
〉
=
〈
ξNi(0), φ
〉
+
∫ t
0
〈
ξ˜Ni(s), u˜Ni(s) · ∇φ
〉
ds+ ν
∫ t
0
〈
ξ˜Ni(s),∆φ
〉
ds
− ε
∑
k∈Z2
0
θk
∫ t
0
〈
ξ˜Ni(s), σk · ∇φ
〉
dW˜Ni,ks .
(3.11)
We regard all the quantities as real valued stochastic processes. From the above discussions,
we can prove that, as i → ∞, all the terms of the first line converge in L1(Ω˜, C([0, T ],R))
to the corresponding ones. Indeed, considering 〈·, ·〉 as the duality between distributions and
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smooth functions, then (3.7) implies that, P˜-a.s.,
〈
ξ˜Ni(·), φ
〉
converge in C([0, T ],R) to
〈
ξ˜(·), φ〉.
Moreover, by (3.8), ∣∣〈ξ˜Ni(t), φ〉∣∣ ≤ ‖ξ0‖L2‖φ‖L2 P˜-a.s. for all t ∈ [0, T ].
Thus the dominated convergence theorem implies the desired result. For the nonlinear term,
we have
E
P˜
[
sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
〈
ξ˜Ni(s), u˜Ni(s) · ∇φ
〉
ds−
∫ t
0
〈
ξ˜(s), u˜(s) · ∇φ〉ds∣∣∣∣]
≤ E
P˜
[
sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
〈
ξ˜Ni(s), u˜Ni(s) · ∇φ
〉
ds−
∫ t
0
〈
ξ˜Ni(s), u˜(s) · ∇φ
〉
ds
∣∣∣∣]
+ E
P˜
[
sup
t∈[0,T ]
∣∣∣∣ ∫ t
0
〈
ξ˜Ni(s), u˜(s) · ∇φ
〉
ds−
∫ t
0
〈
ξ˜(s), u˜(s) · ∇φ〉ds∣∣∣∣].
Thanks to (3.8) and (3.9), and the strong convergence of u˜Ni to u˜ in L
2
(
Ω˜, L2(0, T ;H)
)
, the
first term on the right hand side vanishes as i→∞. For the second term, by (3.7), the quantity
in the square bracket tends to 0 P˜-a.s., which together with the bounds (3.8) and (3.9), the
dominated convergence theorem leads to the desired result.
It remains to show the convergence of the stochastic integrals. Fix any M ∈ N; we have
E
P˜
[
sup
t∈[0,T ]
∣∣∣∣ ∑
k∈Z2
0
θk
∫ t
0
〈
ξ˜Ni(s), σk · ∇φ
〉
dW˜Ni,ks −
∑
k∈Z2
0
θk
∫ t
0
〈
ξ˜(s), σk · ∇φ
〉
dW˜ ks
∣∣∣∣]
≤ E
P˜
[
sup
t∈[0,T ]
∣∣∣∣ ∑
|k|≤M
θk
(∫ t
0
〈
ξ˜Ni(s), σk · ∇φ
〉
dW˜Ni,ks −
∫ t
0
〈
ξ˜(s), σk · ∇φ
〉
dW˜ ks
)∣∣∣∣]
+ E
P˜
[
sup
t∈[0,T ]
∣∣∣∣ ∑
|k|>M
θk
∫ t
0
〈
ξ˜Ni(s), σk · ∇φ
〉
dW˜Ni,ks
∣∣∣∣]
+ E
P˜
[
sup
t∈[0,T ]
∣∣∣∣ ∑
|k|>M
θk
∫ t
0
〈
ξ˜(s), σk · ∇φ
〉
dW˜ ks
∣∣∣∣].
(3.12)
We denote the three expectations on the right hand side by J
(n)
Ni
, n = 1, 2, 3. First,
∣∣J (2)Ni ∣∣ ≤ C EP˜[( ∑
|k|>M
θ2k
∫ T
0
〈
ξ˜Ni(s), σk · ∇φ
〉2
ds
)1/2]
≤ C‖θ‖ℓ∞
>M
E
P˜
[( ∑
|k|>M
∫ T
0
〈
ξ˜Ni(s)∇φ, σk
〉2
ds
)1/2]
≤ C‖θ‖ℓ∞
>M
T 1/2‖ξ0‖L2‖∇φ‖∞,
where ‖θ‖ℓ∞
>M
= sup|k|>M |θk| tends to 0 as M →∞. Similar estimate holds for J (3)Ni by Lemma
3.4.
Finally, we deal with J
(1)
Ni
for which we need Skorohod’s result for convergence of stochastic
integrals, see for instance [17, Lemma 5.2] and [22, Lemma 3.2] for a slightly more general
version. By the discussions above Lemma 3.4, we known that as i → ∞, P˜-a.s. for all
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s ∈ [0, T ], 〈ξ˜Ni(s), σk · ∇φ〉 → 〈ξ˜(s), σk · ∇φ〉 and W˜Ni,ks → W˜ ks . Since there are only finitely
many stochastic integrals, by [22, Lemma 3.2], it is sufficient to show that, for any |k| ≤M ,(
E
P˜
∫ T
0
〈
ξ˜(s), σk · ∇φ
〉4
ds
)∨(
sup
i≥1
E
P˜
∫ T
0
〈
ξ˜Ni(s), σk · ∇φ
〉4
ds
)
< +∞.
Indeed, by Lemma 3.4,
E
P˜
∫ T
0
〈
ξ˜(s), σk · ∇φ
〉4
ds ≤ E
P˜
∫ T
0
∥∥ξ˜(s)∥∥4
L2
∥∥σk · ∇φ∥∥4L2 ds ≤ T‖ξ0‖4L2‖∇φ‖4∞.
Analogous uniform estimate holds for the second part. Therefore we obtain limi→∞ J
(1)
Ni
= 0.
First letting i→∞ and then M →∞ in (3.12), we have proved the convergence of stochastic
integrals.
Therefore, letting i→∞ in (3.11), we obtain, P˜-a.s. for all t ∈ [0, T ],
〈
ξ˜(t), φ
〉
=
〈
ξ(0), φ
〉
+
∫ t
0
〈
ξ˜(s), u˜(s) · ∇φ〉ds+ ν ∫ t
0
〈
ξ˜(s),∆φ
〉
ds
− ε
∑
k∈Z2
0
θk
∫ t
0
〈
ξ˜(s), σk · ∇φ
〉
dW˜ ks .
This completes the proof.
4 Convergence to 2D Navier–Stokes equations
In this section we show that the solutions to (2.7) converge weakly to the unique solution of
the deterministic 2D Navier–Stokes equations.
Let us briefly recall the setting: we fix ξ0 ∈ L2 and ν > 0, we consider a sequence
{
θN·
}
N≥1
satisfying (1.3) and (1.4), and define εN by (1.5). For each N , we consider a weak solution ξ
N
of (2.7) with initial data ξ0 satisfying (2.6), whose existence is granted by Theorem 2.2. Since
we are dealing with weak solutions, the processes ξN might be defined on different probability
space; however, for the sake of simplicity, in the following we do not distinguish the notation
E, P, Ω, etc.
Let us immediately remark that conditions (1.4) and (1.5) together imply
lim
N→∞
εN
∥∥θN· ∥∥ℓ∞ = 0,
therefore the sequence
{
εN
∥∥θN· ∥∥ℓ∞}N≥1 is bounded by a suitable constant.
Let QN denote the law of ξN ; we are going to show that the sequence
{
QN
}
N≥1
is tight in
L2
(
0, T ;H−1
)
. To this end, let us recall the following Aubin–Lions theorem (see [21, Theorem
5.2, p.61]).
Theorem 4.1 (Aubin–Lions). Let α ∈ (0, 1/2) and β > 0. Then
L2
(
0, T ;L2
) ∩Wα,2(0, T ;H−1−β) ⊂ L2(0, T ;H−1)
with compact inclusion.
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To show the tightness of
{
QN
}
N≥1
in L2
(
0, T ;H−1
)
, by the Aubin–Lions theorem and the
estimate (2.6), it is enough to show that
sup
N≥1
E
∫ T
0
∫ T
0
∥∥ξNt − ξNs ∥∥2H−1−β
|t− s|1+2α dtds <∞.
To this aim, it suffices to obtain estimates similar to those of Lemma 3.3, taking care that all
the constants involved do not depend on θN· nor εN .
Lemma 4.2. There is a constant C > 0 such that for any N ≥ 1, 0 ≤ s < t ≤ T ,
E
(〈
ξNt − ξNs , ek
〉2) ≤ C|k|4|t− s| for all k ∈ Z20.
Proof. For any fixed k, since ξN is a solution of (2.7), it holds
〈
ξNt − ξNs , ek
〉
=
∫ t
s
〈
ξNr , u
N
r · ∇ek
〉
dr + ν
∫ t
s
〈
ξNr ,∆ek
〉
dr − εN
∑
l∈Z2
0
θNl
∫ t
s
〈
ξNr , σl · ∇ek
〉
dW lr
and therefore
E
(〈
ξNt − ξNs , ek
〉2) ≤ 3(E ∣∣∣ ∫ t
s
〈
ξNr , u
N
r · ∇ek
〉
dr
∣∣∣2 + ν2 E ∣∣∣ ∫ t
s
〈
ξNr ,∆ek
〉
dr
∣∣∣2
+ ε2N E
∣∣∣∑
l∈Z2
0
θNl
∫ t
s
〈
ξNr , σl · ∇ek
〉
dW lr
∣∣∣2).
Since ‖∇ek‖L∞ = 2
√
2π|k|, the first term on the right hand side can be estimated by
E
∣∣∣ ∫ t
s
〈
ξNr , u
N
r · ∇ek
〉
dr
∣∣∣2 ≤ |t− s|∫ t
s
E
(〈
ξNr , u
N
r · ∇ek
〉2)
dr
≤ 8π2|k|2 |t− s|
∫ t
s
E
(∥∥ξNr ∥∥2L2 ∥∥uNr ∥∥2L2)dr
≤ 8π2|k|2‖ξ0‖4L2 |t− s|2.
Using the fact that ∆ek = −4π2|k|2ek, the second term can be similarly estimated by
E
∣∣∣ ∫ t
s
〈
ξNr ,∆ek
〉
dr
∣∣∣2 ≤ 32π4|k|4‖ξ0‖2L2 |t− s|2.
Finally, for the last term, by the Itoˆ isometry,
ε2N E
∣∣∣ ∑
k∈Z2
0
θNk
∫ t
s
〈
ξNr , σk · ∇ek
〉
dW kr
∣∣∣2 = ε2N E ∑
k∈Z2
0
(
θNk
)2 ∫ t
s
〈
ξNr , σk · ∇ek
〉2
dr
≤ ε2N
∥∥θN∥∥2
ℓ∞
∫ t
s
E
∑
k∈Z2
0
〈
ξNr ∇ek, σk
〉2
dr
≤ C
∫ t
s
E
(‖ξNr ∇ek‖2L2) dr
≤ 8π2|k|2C ‖ξ0‖2L2 |t− s|.
Combining all the estimates we obtain the conclusion.
13
From Lemma 4.2 we deduce the following:
Lemma 4.3. The family
{
QN
}
N≥1
is tight in L2
(
0, T ;H−1
)
.
Proof. It holds
E
(∥∥ξNt − ξNs ∥∥2H−β−1) = ∑
k∈Z2
0
1
|k|2β+2 E
(〈
ξNt − ξNs , ek
〉2) ≤ C|t− s|∑
k∈Z2
0
1
|k|2β−2 ≤ C
′|t− s|
for β > 2; for such choice of β,
E
∫ T
0
∫ T
0
∥∥ξNt − ξNs ∥∥2H−β−1
|t− s|1+2α dtds ≤ C
′
∫ T
0
∫ T
0
dtds
|t− s|2α <∞
for any α < 1/2. Therefore Aubin–Lions theorem can be applied and the conclusion follows.
Remark 4.4. Sharper estimates allow us to show that, similarly to Section 3, the sequence{
QN
}
N≥1
is tight in C([0, T ];H−). This fact will be used in Section 6. We omit the proof here
since it is the same as those in Section 3.
By estimate (2.6) we know that, for all N , almost every realization of ξN satisfies∫ T
0
∥∥ξNr ∥∥2L2 dr ≤ T‖ξ0‖2L2 .
In particular, if we fix a radius R ≥ √T‖ξ0‖L2 and consider the space
L2R,w =
{
f ∈ L2(0, T ;H) : ‖f‖L2(0,T ;H) ≤ R
}
(4.1)
endowed with the weak topology, then it is a metrizable, compact space (see for instance [7]);
we can regard
{
ξN
}
N≥1
as random variables taking values in L2R,w and so by compactness their
laws form a tight sequence in such space. Together with Lemma 4.3 this implies tightness of{
QN
}
N≥1
in L2
(
0, T ;H−1
) ∩ L2R,w.
Before giving the proof of the second part of Theorem 2.3, we need the following lemma.
Lemma 4.5. For any φ ∈ C∞(T2), consider the map
Fφ(f)· = 〈f·, φ〉 − 〈ξ0, φ〉 −
∫ ·
0
〈(K ∗ fs) · ∇φ, fs〉ds− ν
∫ ·
0
〈fs,∆φ〉ds.
Then Fφ is a continuous bounded map from L
2
(
0, T ;H−1
) ∩ L2R,w into L2(0, T ;R).
Proof. Let us show boundedness first. We have
|Fφ(f)t| ≤ ‖ft‖L2 ‖φ‖L2 + ‖ξ0‖L2 ‖φ‖L2 +
∫ t
0
|〈(K ∗ fs) · ∇φ, fs〉|ds+ ν
∫ t
0
|〈fs,∆φ〉|ds
≤ ‖ft‖L2 ‖φ‖L2 + ‖ξ0‖L2 ‖φ‖L2 + ‖∇φ‖L∞
∫ T
0
‖fs‖2L2 ds+ ν‖∆φ‖∞
∫ T
0
‖fs‖L2 ds
≤ ‖φ‖C2(‖ft‖L2 + ‖ξ0‖L2 + CR,T ),
where we used the fact that f ∈ L2w,R, and CR,T is a constant depending on R and T . Therefore
‖Fφ(f)‖L2(0,T ;R) ≤ ‖φ‖C2
(‖f‖L2(0,T ;L2) + ‖ξ0‖L2 + CR,T ) ≤ ‖φ‖C2(‖ξ0‖L2 + C ′R,T ).
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Regarding continuity: let fn be a sequence converging to f in L2
(
0, T ;H−1
) ∩ L2R,w, namely
fn → f strongly in L2(0, T ;H−1) and weakly in L2(0, T ;L2). Strong convergence in L2(0, T ;H−1)
implies convergence of 〈fn, φ〉 to 〈f, φ〉 in L2(0, T ), similarly for ∫ ·0〈fn,∆φ〉ds to ∫ ·0〈f,∆φ〉ds;
so we only need to check convergence of the nonlinear term. By properties of the Biot–Savart
kernel, K ∗ fn → K ∗ f strongly in L2(0, T ;L2); combining the strong convergence of K ∗ fn
and the weak convergence of fn we obtain, that for any t ∈ (0, T ),∫ t
0
〈
(K ∗ fns ) · ∇φ, fns
〉
ds→
∫ t
0
〈
(K ∗ fs) · ∇φ, fs
〉
ds.
Therefore pointwise convergence holds; the previous estimates also show uniform boundedness
of the integral processes, therefore by dominated convergence we obtain the conclusion.
Finally we can complete the
Proof of Theorem 2.3. The fact that ξN are solutions of (2.7) may be formulated as follows:
for every φ ∈ C∞(T2), the equality Fφ
(
ξN
)
=MNφ holds, where Fφ is defined as in Lemma 4.5
and MNφ is the process given by
MNφ = −εN
∑
k∈Z2
0
θNk
∫ ·
0
〈
ξNs , σk · ∇φ
〉
dW ks .
The sequence
{
QN
}
N≥1
is tight in L2
(
0, T ;H−1
) ∩ L2R,w, therefore by Prohorov theorem we
can extract a subsequence (not relabelled for simplicity) which is weakly converging to the law
Q of some L2
(
0, T ;H−1
) ∩L2R,w-valued random variable ξ. By Lemma 4.5, Fφ is a continuous
and bounded map, therefore by properties of convergence in law Fφ(ξ
N ) are also converging
in distribution to Fφ(ξ); in particular this implies that M
N
φ are also converging to some limit.
On the other side, by Itoˆ’s isometry we have
E
∫ T
0
∣∣MNφ (t)∣∣2 dt = ε2N ∫ T
0
E
∫ t
0
∑
k∈Z2
0
(
θNk
)2〈
ξNs , σk · ∇φ
〉2
ds dt
≤ Tε2N
∥∥θN· ∥∥2ℓ∞E ∫ T
0
∑
k∈Z2
0
〈
ξNs ∇φ, σk
〉2
ds
≤ Tε2N
∥∥θN· ∥∥2ℓ∞ ∫ T
0
E
(∥∥ξNs ∇φ∥∥2L2) ds
≤ T 2‖ξ0‖2L2 ‖∇φ‖2L∞ ε2N
∥∥θN· ∥∥2ℓ∞ → 0 as N →∞
which implies that MNφ is converging in law to 0; therefore Fφ(ξ) = 0, up to a Q-negligible set.
Given a countable dense set {φn}n, we can deduce that the support of Q satisfies Fφn(ξ) = 0
for all n. This, together with its L2-boundedness, implies that Fφ(ξ) = 0 for all φ. Namely,
the support of Q is made of solutions of the deterministic 2D Navier–Stokes equation (1.7)
starting at ξ0; therefore by uniqueness Q is given by δξ, where ξ is such unique solution. As
the reasoning applies to any subsequence of
{
QN
}
N≥1
, we deduce convergence in law of the
whole sequence to δξ.
As a consequence of Theorem 2.3 we deduce convergence of the passive scalars advected by
uN to those advected by u, where as usual uN and u denote the velocity fields associated to
ξN and ξ. To state the result, we assume for simplicity the sequence uN to be defined on the
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same filtered probability space (Ω,F ,Ft,P) and such that uN (ω)→ u in L2
(
0, T ;L2
)
for every
ω ∈ Γ, a set of full probability; this comes without loss of generality by applying Skorokhod’s
theorem. For a given ρ0 ∈ Lp(T2), p ∈ (1,∞), we denote by ρN the passive scalar advected by
uN with initial configuration ρ0, i.e. the solution of{
∂tρ
N + uN · ∇ρN = 0,
ρN (0) = ρ0;
(4.2)
similarly for ρ and u. By (2.6), we can take Γ such that supN≥1
∥∥uN (ω)∥∥
L∞(0,T ;H1)
≤ ‖ξ0‖L2
for every ω ∈ Γ and thus, by the DiPerna–Lions theory, equation (4.2) admits a unique weak
solution, which belongs to C([0, T ];Lp); similarly for ρ. We have the following
Corollary 4.6. For any ω ∈ Γ, any p ∈ (1,+∞) and any ρ0 ∈ Lp, ρN (ω)→ ρ in C([0, T ];Lp).
Proof. It follows immediately from [13, Theorem II.5, p. 527].
5 Convergence of finite dimensional approximations
The setting of this section is the same as Section 4 in terms of ξ0, ν,
{
θN·
}
N
and εN . However,
for any N we now consider ξN to be an HN -valued solution of the following SDE:
dξN = −bN
(
ξN
)
dt+ εN
∑
k∈Z2
0
θNk G
k
N
(
ξN
) ◦ dW k, ξN0 = ΠN ξ0, (5.1)
where the vector fields bN and G
k
N are defined at the beginning of Section 3. Recall that
GkN
(
ξN
)
= 0 whenever |k| > 2N , thus the series appearing on the right hand side is finite.
We are interested in determining conditions on
{
θN·
}
N
under which ξN converge in law to the
unique solution of (1.7). Different finite dimensional schemes, like (3.2), can also be considered;
here we use (5.1) in order to show that the method is fairly robust and does not depend
directly on the nature of the system, (3.2) being dissipative while (5.1) being conservative. The
additional difficulty with respect to the previous sections is that the Itoˆ–Stratonovich corrector
is not exactly ν∆ξ, but is dependent of the finite-dimensional approximation, therefore we need
to take care of its convergence in the limit.
Lemma 5.1. Equation (5.1) admits a unique strong solution ξN , satisfying
P
(∥∥ξNt ∥∥L2 = ∥∥ξN0 ∥∥L2 for all t ∈ [0, T ]) = 1. (5.2)
Proof. All vector fields in (5.1) are smooth and HN is finite dimensional, so local existence and
uniqueness follows. By Stratonovich chain rule,
d
(1
2
‖ξN‖2L2
)
= 〈ξN , ◦dξN 〉 = −〈bN(ξN), ξN〉dt+ εN ∑
k∈Z2
0
θNk
〈
GkN
(
ξN
)
, ξN
〉 ◦ dW k = 0
where the last equality follows from (3.1). This shows that ‖·‖L2 is invariant and implies global
existence as well as the last statement.
Before deriving the corresponding weak Itoˆ formulation of equation (5.1), we need to intro-
duce some notation. Recall that ΠN is the orthogonal projection on HN ; with a slight abuse
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we identify it with the associated convolution kernel: ΠNξ = ΠN ∗ ξ. We denote the scalar
product between matrices by A : B = Tr(ATB). For fixed N , let us define
AN (x, y) :=
∑
k∈Z2
0
(
θNk
)2
σk(x)⊗ σk(y), (5.3)
which is the covariance operator associated to the noise
WN (t, x) =
∑
k∈Z2
0
θNk σk(x)W
k(t).
It is easy to check that AN is homogeneous and it holds
AN (x, y) = AN (x− y) =
√
2
∑
k∈Z2
+
(
θNk
)2k⊥ ⊗ k⊥
|k|2 ek(x− y);
in particular, identity (2.3) can be rewritten as
AN (x, x) = AN (0) =
1
2
∥∥θN· ∥∥2ℓ2I2. (5.4)
Moreover, AN has Fourier transform given by
AˆN (k) =
√
2
(
θNk
)2k⊥ ⊗ k⊥
|k|2 1{k∈Z2+},
which implies ∥∥AˆN∥∥ℓ1 = √2 ∑
k∈Z2
+
(
θNk
)2
=
√
2
2
∥∥θN· ∥∥2ℓ2 .
We can now prove the following
Lemma 5.2. ξN is a solution of (5.1) if and only if ξN (0) = ΠN ξ0 and for any φ ∈ HN ,
d〈ξN , φ〉 = 〈(K ∗ ξN) · ∇φ, ξN〉dt− εN ∑
k∈Z2
0
θNk
〈
σk · ∇φ, ξN
〉
dW k +
ε2N
2
〈
CNφ, ξ
N
〉
dt,
where the operator CN is given by
CNφ(x) = (ΠNAN ) ∗ ∇2φ (x) =
∫
T2
ΠN (x− y)AN (x− y) : ∇2φ(y) dy
and satisfies
‖CNφ‖L2 ≤ ‖θN· ‖2ℓ2 ‖∇2φ‖L2 .
Proof. It is clear that ξN is a solution of (5.1) if and only if, for any φ ∈ HN , it holds
d
〈
ξN , φ
〉
= −〈bN(ξN), φ〉 dt+ εN ∑
k∈Z2
0
θNk
〈
GkN
(
ξN
)
, φ
〉 ◦ dW k.
Integration by parts and properties of the Stratonovich integral then yield
d
〈
ξN , φ
〉
=
〈(
K ∗ ξN) · ∇φ, ξN〉 dt− εN ∑
k∈Z2
0
θNk
〈
ΠN (σk · ∇φ), ξN
〉 ◦ dW k
=
〈(
K ∗ ξN) · ∇φ, ξN〉 dt− εN ∑
k∈Z2
0
θNk
〈
σk · ∇φ, ξN
〉
dW k +
ε2N
2
〈
CNφ, ξ
N
〉
dt,
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where CN is given by
CNφ =
∑
k∈Z2
0
(
θNk
)2
σk · ∇(ΠN (σk · ∇φ)).
Recall that for fixed N , the sum over k has a finite amount of non zero terms, so all the above
calculations (and the following) are rigorous. It remains to compute CN explicitly; using the
fact that ΠN and ∇ commute, we have
CNφ(x) =
∑
k∈Z2
0
(
θNk
)2
σk(x) ·ΠN [∇(σk · ∇φ))](x)
=
∑
k∈Z2
0
(
θNk
)2 ∫
T2
ΠN (x− y)σk(x) · ∇(σk · ∇φ)(y) dy.
Note that σk(x) · ∇σk(y) = 0 for all k, x and y, thus by (5.3),
CNφ(x) =
∑
k∈Z2
0
(
θNk
)2 ∫
T2
ΠN (x− y)σk(x)⊗ σk(y) : ∇2φ(y) dy
=
∫
T2
ΠN (x− y)AN (x− y) : ∇2φ(y) dy.
Finally, by Parseval identity and Young inequality we have
‖CNφ‖L2 =
∥∥(ΠNAN ) ∗ ∇2φ∥∥L2 = ∥∥(ΠˆN ∗ AˆN)∇̂2φ∥∥ℓ2 ≤ ∥∥ΠˆN ∗ AˆN∥∥ℓ∞ ∥∥∇̂2φ∥∥ℓ2
≤ ∥∥ΠˆN∥∥ℓ∞∥∥AˆN∥∥ℓ1∥∥∇2φ∥∥L2 ≤ ∥∥θN· ∥∥2ℓ2∥∥∇2φ∥∥L2 .
We have only shown that the Stratonovich formulation implies the corresponding Itoˆ one, but
all calculations done backwards provide the converse implication.
It follows from Lemma 5.2 and our choice (1.5) of εN that for any φ ∈ HN it holds
ε2N
2
‖CNφ‖L2 ≤ 2ν
∥∥∇2φ∥∥
L2
. (5.5)
This allows to control the correctors CN when taking the limit as N →∞. Let QN denote the
law of ξN , then we can prove the following:
Lemma 5.3. The family
{
QN
}
N
is tight in C
(
[0, T ];H−(T2)
)
.
Proof. We only sketch the proof briefly since most of the calculations are identical to those of
Section 3. Indeed by the energy equality (5.2) and Theorem 3.2, we only need to show that
there exists a constant C such that, for any N ≥ 1,
E
(〈
ξNt − ξNs , ek
〉4) ≤ C|k|8|t− s|2 for all k ∈ Z20;
again, we only need to show the estimate for |k| ≤ N and by Lemma 5.2 it holds
〈
ξNt − ξNs , ek
〉
=
∫ t
s
〈(
K ∗ ξNr
) · ∇ek, ξNr 〉dr + ε2N2
∫ t
s
〈
CNek, ξ
N
r
〉
dr
− εN
∑
k∈Z2
0
θNk
∫ t
s
〈
σk · ∇ek, ξNr
〉
dW kr .
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The first and the last term on the right hand side can be estimated similarly to Lemma 3.3
using respectively the Ho¨lder and Burkholder inequality. For the term involving the corrector
CN , thanks to the energy identity (5.2) and estimate (5.5), we have∣∣∣ε2N
2
∫ t
s
〈
CNek, ξ
N
r
〉
dr
∣∣∣ ≤ ε2N
2
‖CNek‖L2
∫ t
s
∥∥ξNr ∥∥L2 dr
≤ 2ν‖∇2ek‖L2 |t− s| ‖ξ0‖L2 ≤ C|k|2|t− s|,
which implies the conclusion.
We are now ready to complete the
Proof of Theorem 2.5. We only sketch the proof, highlighting the passages which require to be
handled differently from the previous sections. Observe first of all that
{
ξN
}
N≥1
is a sequence
of variables all defined on the same probability space, therefore convergence in probability to
a deterministic limit is equivalent to convergence in law to it. As the sequence
{
QN
}
N≥1
is
tight, it suffices to show that any weakly convergent subsequence we extract converges to δξ· ,
ξ being the unique solution of (1.7). Assume we have extracted a (not relabelled) subsequence
ξN whose laws QN are converging in the topology of C
(
[0, T ];H−(T2)
)∩L2R,w to the law Q of
a random variable ξ˜. Then ΠNξ0 → ξ0 in L2 and the convergence of the nonlinear term and
the stochastic integral can be treated in the same way as in Section 4. The only term which
requires a different analysis is the convergence in a suitable sense of the corrector ε2NCN/2 to
ν∆. In particular, given a countable dense set {φn}n, it suffices to show that, for all n,
ε2N
2
CNφn → ν∆φn in L2, (5.6)
as this implies that, for all n,
ε2N
2
∫ ·
0
〈
CNφn, ξ
N
s
〉
ds→ ν
∫ ·
0
〈
∆φn, ξ
N
s
〉
ds in law.
Let Π⊥N denote the orthogonal projection on H
⊥
N , which, with a slight abuse of notation, is
identified with the associated convolution kernel. In this way, ΠN + Π
⊥
N = I in the sense of
linear operators on L2 and ΠN +Π
⊥
N = δ in the sense of convolution with a distribution. Then
for any fixed N and any φ smooth, by (5.4), it holds
ν∆φ(x) =
ε2N
2
∫
T2
AN (x− y) : ∇2φ(y) δ(dy)
=
ε2N
2
[ ∫
T2
ΠN (x− y)AN (x− y) : ∇2φ(y) dy +
∫
T2
Π⊥N (x− y)AN (x− y) : ∇2φ(y) dy
]
=:
ε2N
2
CNφ+
ε2N
2
C⊥Nφ.
Assertion (5.6) then is equivalent to showing that, for all n, ε2NC
⊥
Nφn → 0 as N →∞. We can
take the collection {φn} to be finite linear combinations of e−i2πj·x, j ∈ Z20. In this case, it is
enough to prove that, for any j ∈ Z20, ε2NC⊥Ne−i2πj·x → 0 as N →∞. We have
ε2N
∥∥C⊥Ne−i2πj·x∥∥L2 = 4π2ε2N ∣∣∣ÂNΠ⊥N (j) : (j ⊗ j)∣∣∣ ≤ K|j|2∥∥θN· ∥∥−2ℓ2 ∑
k:|k−j|>N
(
θNk
)2
.
This shows that, under condition (2.9), claim (5.6) holds and the conclusion follows.
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Remark 5.4. In this case the tightness of
{
QN
}
N
in C([0, T ];H−) is optimal, in the sense
that it is not possible to prove tightness in C
(
[0, T ];L2
)
. Indeed, if this were true, since the
sequence ξN satisfies (5.2), the same should hold for the limit ξ, namely ‖ξt‖L2 being constant;
but we know that ξ is a solution of Navier–Stokes equation, which is dissipative.
6 Consequences of the scaling limit
In this section we discuss some implications of our scaling limit on the stochastic 2D Euler
equations (2.7), including the approximate weak uniqueness, the existence of recovery sequences
for Euler equations and a “weak quenched mixing property” of the weak solutions. We also
give a discussion on possible dissipation of enstrophy in Section 6.4.
6.1 Approximate uniqueness
Uniqueness of solutions for 2D Euler equations when vorticity is in L2 is a famous open problem.
In view of certain regularization by noise results, where uniqueness is restored by a suitable
noise, it is natural to ask whether a suitable noise may provide uniqueness, at least in law,
for the solution of the corresponding stochastic 2D Euler equations with vorticity in L2. We
cannot prove such a strong result but we identify a new kind of property which we may
call “approximate uniqueness” in law. The precise statement is given in Corollary 6.3 below;
roughly speaking it claims that all different solutions of a suitable stochastic 2D Euler equations,
with a given initial vorticity in L2, are very close to each other in law; for any degree of
closedness we find a noise with such property.
On the family of all Borel probability measures on C ([0, T ] ;H−), let d (·, ·) be a distance
that metrizes weak convergence.
For every N , let CN be the class of all weak solutions of equation (2.7) satisfying (2.6) and
let C = ⋃N∈N CN . We denote by QN the elements of CN and generically by Q those of C,
interpreting weak solutions as measures on the path space C ([0, T ] ;H−).
Definition 6.1. The family of weak solutions {Q;Q ∈ C} is said to converge to a probability
measure µ on C ([0, T ] ;H−) if, for every ǫ > 0, there is N0 ∈ N such that for all N ≥ N0, it
holds d (QN , µ) < ǫ for all QN ∈ CN .
Theorem 6.2. Given ξ0 ∈ L2, the family of weak solutions {Q;Q ∈ C} converges to δξ on
C ([0, T ] ;H−), where ξ is the unique solution of the deterministic Navier–Stokes equations
(1.7).
Proof. We argue by contradiction. Assume there is ǫ > 0 such that for every k ∈ N there
exist Nk ≥ k and QNk ∈ CNk with the property d (QNk , δξ) ≥ ǫ. The family {QNk}k∈N is tight
on C([0, T ],H−) (for reasons similar to those proved above for a generic sequence of the form
{Qn}n∈N). Hence it has a subsequence
{
QNkl
}
l∈N
, where we may assume {Nkl} increasing,
which converges weakly, thus to δξ by the argument developed above. This is in contradiction
with d (QNk , δξ) ≥ ǫ for every k ∈ N.
Corollary 6.3. For every ǫ > 0, there is N0 ∈ N such that for all N ≥ N0, we have
d (QN , Q
′
N ) < ǫ for all QN , Q
′
N ∈ CN .
Proof. It follows from the previous theorem by triangle inequality.
Remark 6.4. If we denote by dp the p-th Wasserstein distance for Borel probability measures
on C([0, T ];H−), then Theorem 2.3 implies convergence of QN to δξ in the p-th Wasserstein
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distance, for any p < ∞. To see this, we can consider by Skorokhod Theorem a sequence ξ˜N
distributed as QN , converging P˜-a.s. to ξ and satisfying the energy bound (2.6); by dominated
convergence this implies
lim
N→∞
E˜
[∥∥ξ˜N − ξ∥∥p
C([0,T ];H−δ)
]
→ 0
for any δ > 0 and p <∞. In particular it is easy to see that Definition 6.1, Theorem 6.2 and
Corollary 6.3 still hold if we replaced d by dp.
6.2 Recovery sequences for Euler equations
We are now going to show that, given any viscosity solution ξ of Euler equations, we can find
a suitable sequence ξN of solutions of (2.7) such that their laws QN converge to δξ. This may
be seen as a result of existence of recovery sequences, in a nice parallelism with the theory
of Γ-convergence; we stress however that no variational problems are involved in our setting
and this is merely an analogy. This result may help understanding the structure of viscosity
solutions of Euler equations, deducing their properties from those of the sequence
{
ξN
}
N∈N
.
We consider a fixed sequence θN ∈ ℓ2 satisfying the usual conditions and a fixed initial data
ξ0 ∈ L2. However we now allow the parameter ν to vary on (0,+∞); for fixed ν, εN depends
on ν and θN in the usual way. We denote by ξν the unique solution of Navier–Stokes with
initial data ξ0 and coefficient ν; as in the previous section, we identify any solution of (2.7)
satisfying (2.6) with a Borel probability measure on C([0, T ];H−) and we denote by d(·, ·) the
distance which metrizes weak convergence. We denote by CN,ν the set of laws of weak solutions
of (2.7) satisfying (2.6), with initial data ξ0 and with respect to the parameters θ
N , ν; a generic
element of CN,ν is denoted by QN,ν .
We define H to be the set of viscosity solutions of Euler equations with initial data ξ0,
namely ξ ∈ H if there exists a sequence νn → 0 such that ξνn → ξ in C([0, T ];H−); if
uniqueness of viscosity solutions of Euler were true, than H would consist of a singleton.
Corollary 6.5. For any ξ ∈ H there exist sequences νi ↓ 0, Ni ↑ ∞ such that
lim
i→∞
d(QNi,νi , δξ) = 0.
Proof. Since ξ ∈ H, there exists a sequence νi ↓ 0 such that ξνi → ξ. By Theorem 6.2, for fixed
νi, we can find Ni and an element QNi,νi such that d(QNi,νi, δξνi ) ≤ 1/i; moreover, since we
can construct the sequence inductively, we can always take Ni+1 ≥ Ni. Then by the triangle
inequality,
d(QNi,νi, δξ) ≤ d(QNi,νi , δξνi ) + d(δξνi , δξ) ≤
1
i
+ ‖ξνi − ξ‖C([0,T ];H−)
and the conclusion follows.
Remark 6.6. Similarly to Remark 6.4, the result still holds if we work with the p-th Wasser-
stein distance dp instead of d, for any p <∞.
Next, we consider two sequences νi → 0 and Ni → ∞, and for any i an element QNi,νi ∈
CNi,νi . Using the same arguments in the previous sections, tightness of {QNi,νi}i in C([0, T ];H−)
can be shown; by Prohorov theorem we can therefore extract a subsequence which is weakly
convergent to some probability law Q. Then, repeating the arguments in Section 4 and observ-
ing that this time also the corrector νi∆ is infinitesimal, we find that almost every realization
of Q is a weak solution of deterministic Euler equations with initial data ξ0. Since uniqueness
in this case is not known, we cannot conclude that Q is of the form δξ ; rather it is a probability
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distribution on the weak solutions of Euler equation starting at ξ0 – a superposition solution.
Observe that in the above argument in principle we did not need to vary N : convergence of a
subsequence to a superposition solution of deterministic Euler equations also holds if we con-
sidered a sequence QN,νi ∈ CN,νi with N fixed. However, the scaling limits we have obtained
suggest that varying N should allow to deduce non trivial properties in the limit which are not
necessarily present for N fixed; in particular, Corollary 6.5 leads us to the following conjecture.
Conjecture 6.7. For any weakly convergent sequence {QNi,νi}i, the limit Q is a probability
measure supported on H, the set of viscosity solutions of Euler equations starting at ξ0.
6.3 Weakly quenched exponential mixing properties
The multiplicative transport noise in Stratonovich form used above to perturb 2D Euler equa-
tions is formally vorticity-conservative but not formally energy-conservative. In general, the
energy budget is not clear, namely we cannot say whether such noise increases or decreases the
energy. Due to our convergence result to the Navier–Stokes equations, however, we can state
an energy-dissipation result, in the precise form of Corollary 6.11 below.
Remark 6.8. To avoid misunderstandings, we are not claiming that this noise produces an
anomalous dissipation. Such property means a true dissipation when the equation is formally
energy-conservative. Our noise is not formally energy-conservative. Thus the only relevant
information of Corollary 6.11 below is to clarify in which direction energy goes.
On the torus T2, for the unique solution ξt ∈ C
(
[0, T ];L2
)
of the deterministic Navier–
Stokes equations (1.7) with initial condition ξ0 ∈ L2, we have
d
dt
‖ξt‖2L2 + α ‖ξt‖2L2 ≤ 0,
d
dt
‖ut‖2L2 + α ‖ut‖2L2 ≤ 0
where α = 8νπ2, as a consequence of the inequality 〈−∆f, f〉 ≥ 4π2 ‖f‖2L2 for smooth f . It
follows that
‖ξt‖2L2 ≤ e−αt ‖ξ0‖2L2 ,
‖ut‖2L2 ≤ e−αt ‖u0‖2L2 .
Definition 6.9. For every ξ· ∈ C ([0, T ] ;H−), we call energy profile the real valued continuous
function
e(t) :=
1
2
‖K ∗ ξt‖2L2 , t ∈ [0, T ].
The map ξ· 7→ e (·) from C ([0, T ] ;H−) to C ([0, T ] ;R) is continuous. Given ξ0 ∈ L2,
the energy profile of the unique solution ξ of the deterministic Navier–Stokes equations (1.7)
satisfies e (t) ≤ e−αte (0). Concerning solutions of the stochastic 2D Euler equations, always
with initial condition ξ0 ∈ L2, since their trajectories are of class C ([0, T ] ;H−), the energy
profile is well defined also for them, being in this case a real-valued continuous stochastic
process.
Corollary 6.10. Let ξN be solutions of the stochastic Euler equations, converging in law to ξ;
call eN and e the corresponding energy profiles. Then eN converges in law to e on C([0, T ];R).
Proof. It follows from the convergence in law of ξN to ξ on C([0, T ];H−), and the stability of
convergence in law by composition with continuous functions.
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Corollary 6.11. For every ǫ > 0,
lim
N→∞
P
(
eN (t) ≤ e−αt(e(0) + ǫ) for all t ∈ [0, T ]
)
= 1.
Proof. Given ǫ > 0, by Corollary 6.10,
lim
N→∞
P
(‖eN (·)− e(·)‖C([0,T ];R) ≤ ǫ) = 1.
Since e(t) ≤ e−αte(0) for all t ∈ [0, T ], we have
lim
N→∞
P
(
eN (t) ≤ e−αte(0) + ǫ for all t ∈ [0, T ]
)
= 1. (6.1)
Note that e−αte(0) + e−αT ǫ ≤ e−αt(e(0) + ǫ) for all t ∈ [0, T ], replacing ǫ by e−αT ǫ in (6.1)
gives us the result.
We cannot state a similar result for the enstrophy profile
i(t) := ‖ξt‖2L2 ,
even if it is well defined for both ξN and ξ. Indeed, ξ ∈ C ([0, T ] ;L2), hence i (·) ∈ C ([0, T ] ;R),
but we only know that ξN ∈ L∞ ([0, T ] ;L2) and that ξN converges in law to ξ in the strong
topology of C ([0, T ] ;H−). Thus we cannot say that enstrophy is dissipated (in a probabilistic
sense). If true, this would be a result of anomalous enstrophy dissipation, because formally the
enstrophy is conserved by the stochastic dynamics.
However, for the solution to the deterministic 2D Navier–Stokes equation, we have
‖ξt‖2H−δ ≤ ‖ξt‖2L2 ≤ e−αt ‖ξ0‖2L2
and the convergence in law of ξN to ξ in C ([0, T ];H−). Repeating the argument above gives
us the asymptotically exponential decay of vorticity in negative Sobolev norms.
Proposition 6.12. For every ǫ, δ > 0,
lim
N→∞
P
(∥∥ξNt ∥∥2H−δ ≤ e−αt(‖ξ0‖2L2 + ǫ) for all t ∈ [0, T ]) = 1.
In the rest of this subsection, to avoid technical problems (cf. Remark 2.4), we take θNk =
1{|k|≤N}, k ∈ Z20. Denote by L∞0 = L∞0 (T2) the space of functions in L∞(T2) with zero mean.
Then for any ξ0 ∈ L∞0 , by [7, Theorem 2.10], the following stochastic Euler equation on T2
dξN + uN · ∇ξN dt = εN
∑
|k|≤N
θNk σk · ∇ξN ◦ dW k, ξN |t=0 = ξ0
admits a unique solution ξN,ξ0 in L∞0 ; moreover, [7, Theorem 2.14] implies that the equation
of characteristics
dXt = u
N
t (Xt) dt+ εN
∑
|k|≤N
θNk σk(Xt) ◦ dW kt
generates a stochastic flow ϕN,ξ0t of homeomorphisms on T
2, such that, P-a.s. for all t ≥ 0 and
x ∈ T2, it holds
ξN,ξ0t (ω, x) = ξ0
(
ϕN,ξ0−t (ω, x)
)
, (6.2)
where ϕN,ξ0−t (ω, ·) is the inverse map of ϕN,ξ0t (ω, ·). Moreover, P-a.s., the Lebesgue measure on
T2 is invariant under the stochastic flow ϕN,ξ0t for all t ≥ 0. The above formula implies that,
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P-a.s., the norms
∥∥ξN,ξ0t ∥∥Lp (p > 1) are preserved. In particular, taking p = 2 and δ > 0, by
the interpolation inequality, P-a.s.,
‖ξ0‖2L2 =
∥∥ξN,ξ0t ∥∥2L2 ≤ ∥∥ξN,ξ0t ∥∥Hδ∥∥ξN,ξ0t ∥∥H−δ for all t > 0.
Combining this with Proposition 6.12, we obtain the asymptotically exponential increase of
vorticity in positive Sobolev norms.
Corollary 6.13. Given ξ0 ∈ L∞0 , for any δ > 0 and T > 0,
lim
N→∞
P
(∥∥ξN,ξ0t ∥∥Hδ ≥ 12eαt/2‖ξ0‖L2 for all t ∈ [0, T ]) = 1.
Next we will deduce a result on the weakly quenched mixing behavior of the stochastic
flows ϕN,ξ0t .
Lemma 6.14. Let ξ0 ∈ L∞0 . There exists a null set N ⊂ Ω such that for all ω ∈ N c, for all
N ∈ N, for every f ∈ Hδ and all t ≥ 0, we have∣∣∣∣∫
T2
f
(
ϕN,ξ0t (ω, x)
)
ξ0(x) dx
∣∣∣∣≤ ∥∥ξN,ξ0t (ω)∥∥H−δ‖f‖Hδ .
Proof. For any N ∈ N, there exists a null set NN ⊂ Ω such that for all ω ∈ N cN , for all t ≥ 0,
the formula (6.2) holds and the Lebesgue measure is invariant under the map ϕN,ξ0t (ω, ·). For
every f ∈ Hδ, we have∣∣∣∣∫
T2
f
(
ϕN,ξ0t (ω, x)
)
ξ0(x) dx
∣∣∣∣ = ∣∣∣∣∫
T2
ξN,ξ0t (ω, x)f(x) dx
∣∣∣∣
≤ ∥∥ξN,ξ0t (ω)∥∥H−δ‖f‖Hδ .
Now it is clear that the assertion holds.
The above result plus Proposition 6.12 gives us the weakly quenched exponential mixing
property of the stochastic flows ϕN,ξ0t .
Corollary 6.15. Under the previous notations, for every ξ0 ∈ L∞0 , f ∈ Hδ, for every ǫ > 0,
lim
N→∞
P
(∣∣∣∣∫
T2
f
(
ϕN,ξ0t (x)
)
ξ0(x) dx
∣∣∣∣ ≤ e−αt/2(‖ξ0‖L2 + ǫ)‖f‖Hδ for all t ∈ [0, T ]) = 1.
6.4 Further discussions on anomalous dissipation of enstrophy
As already pointed out earlier, the fact that the vorticity processes ξN converge to a limit
ξ which is explicitly dissipating suggests that a partial dissipation should already take place
at the level of ξN ; the problem is that we only have convergence in C([0, T ];H−) and not in
C([0, T ];L2), which does not allow to conclude.
The problem is not only technical: examples of processes ξN which preserve vorticity almost
surely but are converging in C([0, T ];H−) to the solution ξ of deterministic Navier–Stokes
equations can be indeed found. One example is given by the processes from Section 5, as
pointed out in Remark 5.4.
Another example is the following: let ξ0 ∈ C∞(T2) and the sequence θN be taken as in
the last subsection, that is, for each fixed N , only a finite number of θNk are non zero. Then
the solution ξN will preserve spatial regularity over time, for instance because ‖ξN‖L∞ can be
controlled uniformly and Beale–Kato–Majda criterion can be applied, see [9]. This implies that
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the formal computation on vorticity invariance is actually rigorous and so
∥∥ξNt ∥∥L2 = ‖ξ0‖L2 for
all t > 0.
The above examples show that our scaling limit does not a priori give any information
on whether anomalous dissipation will take place. It definitely does not take place for all
solutions, but it might at least for some of them. Before proceeding further, let us give a
rigorous definition.
Definition 6.16. Let ξ· be a weak solution of (2.5) satisfying (2.6). We say that anomalous
dissipation of enstrophy takes place with positive probability if, for some t ∈ [0, T ], it holds
P
(‖ξt‖L2 < ‖ξ0‖L2) > 0. (6.3)
Remark 6.17. Since ‖ξt‖ ≤ ‖ξ0‖L2 with probability one, condition (6.3) is equivalent to re-
quiring that, for some t ∈ [0, T ], E(‖ξt‖L2) < E(‖ξ0‖L2). Such a quantity might be easier
to handle because it is possible that ξ does not have trajectories in C([0, T ];L2), yet the map
t 7→ E(‖ξt‖L2) is continuous as an effect of the averaging. However, condition (6.3) is not
equivalent to
P
(‖ξt‖L2 < ‖ξ0‖L2 for some t ∈ [0, T ]) > 0;
while the latter seems a more natural definition of anomalous dissipation, the fact that it in-
volves evaluation on an uncountable set [0, T ] for a process ξt with possibly not continuous
trajectories in L2 (not even right/left continuous) makes it very difficult to be handled.
The occurrence of anomalous dissipation might rely on the kind of noise we use. Here we
restrict to the case of a noise constructed from θ ∈ ℓ2 and {σk}k∈Z2
0
as before, but observe that
this is a very specific choice: it is an isotropic, divergence-free noise whose covariance operator
is a Fourier multiplier; this leaves open the question whether other choices of noise might be
better suited for obtaining an anomalous dissipation effect. In any case it would be interesting
to give an answer to the following:
Problem 6.18. Do there exist an initial data ξ0 ∈ L2, a family of coefficients θ ∈ ℓ2 and an
associated solution ξ which displays anomalous dissipation of enstrophy?
A different question, in the case of a positive answer for Problem 6.18, is related to anoma-
lous dissipation occurring for all initial data.
Problem 6.19. Does there exist a family of coefficients θ such that any solution of (2.5)
satisfying (2.6), for any initial data ξ0 ∈ L2, displays anomalous dissipation of enstrophy with
positive probability?
Clearly, if a positive answer to Problem 6.19 could be given, then the previous examples
would show that θ cannot consist of all but a finite number of θk being 0; more refined arguments
show that in general θk cannot decay too fast as k →∞. On the other hand, condition θ ∈ ℓ2,
which is required for the equation to be meaningful, implies that such decay cannot be too
slow either. It would be interesting to explore the case of θk decaying “almost as slowly as
possible”, for instance taking
θk ∼ 1|k| log |k| .
Observe however that dealing with such a choice of θ is highly non trivial: uniqueness of
solutions of (2.5) for such θ, even in the case of smooth initial data, is not known.
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