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Spatio-temporal cues are powerful sources of information for segmentation in videos.
In this work we present an efficient and simple technique for spatio-temporal segmenta-
tion that is based on a low-rank spectral clustering algorithm. The complexity of graph-
based spatio-temporal segmentation is dominated by the size of the graph, which is pro-
portional to the number of pixels in a video sequence. In contrast to other works, we
avoid oversegmenting the images into super-pixels and instead generalize a simple graph
based image segmentation. Our graph construction encodes appearance and motion in-
formation with temporal links based on optical flow. For large scale data sets naïve graph
construction is computationally and memory intensive, and has only been achieved pre-
viously using a high power compute cluster. We make feasible for the first time large
scale graph-based spatio-temporal segmentation on a single core by exploiting the spar-
sity structure of the problem and a low rank factorization that has strong approximation
guarantees. We empirically demonstrate that constructing the low rank approximation
using a subset of pixels (30%-50%) achieves performance exceeding the state-of-the-art
on the Hopkins 155 dataset, while enabling the graph to fit in core memory.
1 Introduction
The analysis of videos is a central task in computer vision. Videos encode useful information
in appearance, motion cues, and temporal continuity, which can be leveraged to improve
performance on a wide range of applications. Spatio-temporal segmentation is defined as
the problem of partitioning a sequence of images into coherent regions using motion and
appearance cues. This is an essential step for different tasks such as tracking, object detection
and video analysis. Spatio-temporal segmentation is a challenging problem because there
are different factors that may change throughout the sequence such as camera motion, scale,
illumination, viewpoint, deformation of objects, occlusion, etc.
In this paper, we improve on a family of methods that generalize graph based image
segmentation to the spatio-temporal case. Such methods build a graph based on an affinity
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Figure 1: Approach overview: given a sequence of images a) we construct a graph b)
connecting pixels in a neighborhood and also to their temporal correspondences. This is
represented as a very large sparse matrix, from which we select a random subset of columns
(which correspond to pixels) – only the randomly selected pixels are used for graph and ma-
trix construction. d) we employ spectral clustering segmentation based on efficient and ac-
curate low rank factorization based on the Nyström method to approximate the graph Lapla-
cian.
matrix with connectivity between neighboring pixels, as well as temporal links computed
using optical flow. While such techniques have been applied previously, they have either
been based on a sparse set of pixels, super-pixel segmentation, or have made use of extensive
computing power to exhaustively compute a dense graph based segmentation. The central
contribution of this paper is to introduce a set of strategies that enable us to compute a dense
graph based segmentation using a single processor and fitting in core memory. This is done
primarily through two innovations: (i) we exploit the sparsity structure of the spatio-temporal
graph, and (ii) we make use of an efficient and accurate low rank factorization based on the
Nyström method to approximate the graph Laplacian in a spectral clustering approach.
We randomly sample a subset of pixels in the sequence of images and build a sparse
approximation of the full affinity matrix. The sampled pixels are the nodes of the similarity
matrix and edges encode appearance and motion cues. Next we perform spectral clustering
on this subset similarity matrix as it provides optimal global solutions and use the solution
to segment all the pixels. Our results show that not all of the pixels contain meaningful
information about images, and just a subset of pixels can be a good representation of the
entire scene.
2 Related work
A number of video segmentation techniques has been proposed in recent years. Existing
video segmentation approaches may differ in the assumptions they make and can be divided
into different categories. One category include layered motion segmentation techniques [12,
15, 17] which assume that a scene can be represented with a number of overlapping layers,
and each layer has a motion model that can be obtained by some reasoning process and
therefore is capable of capturing moving objects in the scene. One drawback is that they may
not perform very well on non-textured regions. However, they are capable of segmenting
objects when there is occlusion in the scene due to their global motion model.
Another category of video segmentation techniques which is based on sparse number of
locations with point trajectories [1, 13]. For example in [13], a robust subspace separation
method has been developed that uses Agglomerative Lossy Compression (ALC) for motion
segmentation. The advantage of this method is that it can successfully deal with corrupted
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or incomplete trajectories where most of other methods in this category fail. In [1], long
term point trajectories based on dense optical flow are clustered into temporally coherent
moving segments. However, a major drawback is that these techniques only consider up to
4% of the pixels in the video which is not enough for segmenting the entire video including
non-moving objects. Hence, compared to dense video segmentation, the number of labeled
points obtained by these sparse methods is considerably smaller.
There are also spatio-temporal segmentation methods which represent the video in a
spatio-temporal domain and generalize from image segmentation. For example, in segmen-
tation by hyper-graph cuts [8], first the image is over-segmented into regions, then the re-
gions are taken as the nodes of a hyper-graph that represents the relationship among regions
and finally the hyper-graph is partitioned to get the video segmentation. Also in hierarchi-
cal graph-based segmentation [7], a volumetric video graph is over-segmented into spatio-
temporal regions, and then a region graph is constructed by merging the similar regions
obtained from previous over-segmentation. This process is repeated iteratively to create a hi-
erarchical segmentation of the video. Hierarchical mean shift analysis [4], is another method
that maps pixels of a video stack into a 7D feature space (three color, two motion and two
position component) and then uses mean shift repeatedly to achieve hierarchical clustering
of the points in the video. In [9], the concept of spatio-temporal closure over a graph of
temporal super-pixels has been introduced which is an extension of closure detection tech-
niques in 2D images. Motion aware hierarchical image segmentation (MAHIS) [6], is an-
other technique that obtains super-pixels from different variety of pixel-based affinities such
as brightness,color and texture and then in the next step obtains video segmentation from a
variety of super-pixel-based affinities. Another recent work [2], finds temporally consistent
super-pixels in a video using a generative probabilistic model.
Spectral clustering has been used for image and video segmentation, and our work is
closely related to [5, 14]. We aim to partition a graph that encodes appearance and motion
similarity in a sequence of images and obtain robust perceptual group which are coherent in
time. However, spectral clustering is computationally expensive which makes it often im-
practical for large scale data set such as spatio-temporal data. In [5], the Nyström method
has been applied as a numerical solution for speeding up the spectral clustering. They con-
sider the video as a space time volume and partitioned the volume into coherent segments.
In [16], they gained more computational power by parallelism in GPUs and perform video
segmentation more efficiently. We instead use an algorithm proposed by [10], which is a
time and space efficient spectral clustering algorithm for estimating the rank k approxima-
tion of normalized Laplacian. This forms the core of our method to perform spatio-temporal
segmentation in memory on a single CPU.
3 Approach
3.1 Creating the Graph
Given an image I, we create a graph G = (V,E,W ), where the graph nodes V are the pixels
in the image and are connected by edge E if they are within distance r from each other. As
discussed in [3], in general choosing a smaller r makes the segmentation faster and choosing
a larger r helps with propagating local grouping cues across larger neighborhood which
is useful for detecting faint contours in the image. W measures the similarity of pixels
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connected by an edge. We define W as the following:
Wi j = exp
−d2(si,s j)
σiσ j
where Wi j = 0 for i=j, and si denotes pixel color and d(si,s j) is the Euclidean distance. σ is a
local scaling parameter [18] which takes into account the local statistics of the neighborhood
around pixels i and j. Local scaling parameter is defined by:
σi = d(si,sk)
where sk is the K’th neighbor of pixel i. In order to extend this to video, we make use of
optical flow and add temporal motion information to the graph. We use optical flow [11] to
compute the motion vectors between frames. Then we connect pixel (x,y) in frame t to its
9 neighbors along the backward flow (u,v) in frame t −1, e.g. (x+u(x,y)+δx,y+ v(x,y)+
δy) for δx,δy ∈ {−1,0,1}. The similarity matrix for the video is a sparse symmetric block
diagonal matrix of the size n = number of frames×number of pixels in one frame.
3.2 Partitioning the Graph
3.2.1 Spectral Clustering
Spectral clustering has been widely used for partitioning the similarity graphs. Given the





computed, where D is the diagonal degree matrix defined as Dii = ∑
n
j=1 Wi j. Then it finds
the k largest eigenvectors of L and form V = [v1, ...,vk] ∈ R
n×k. Next V will be re-normalized
row-wise to have unit length, U , and then k-means is applied to cluster the rows of U . Finally,
each pixel si will be assigned to the corresponding cluster for row i of U . However, the O(n
3)
complexity of eigen decomposition of L and also storing the similarity matrix often makes it
expensive and impractical when n is large.
3.2.2 Nyström Method
The Nyström method used by [5] is a popular technique to tackle the mentioned problem
by approximating a low-rank matrix of W , since we only need a number of eigenvectors.
Given a symmetric matrix W ∈ Rn×n, m ≪ n columns of the matrix will be sampled. For
simplicity, we assume that these sampled columns are the first m columns of W . Matrix W
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T . The approximated L̂ then can be defined as
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so L̂ = ZZT . If singular value decomposition of ZZT = FΣFT ,
then V = ZFΣ−
1
2 has the orthogonalized eigenvectors of L̂. This algorithm is expensive
for large scale data sets, since the time complexity of this algorithm is O(nm2 +m3) and it





in the memory. Hence, we are using a time and space efficient
spectral clustering via column sampling [10], that is similar to Nyström method, but with
a further rank-k approximation of the normalized Laplacian using the sampled sub-matrix
of the similarity matrix. This algorithm has shown promising results, since it reduces the
time and space complexity of Nyström method and also it is able to recover all the degree
information of the selected points. Here we briefly review the algorithm proposed in [10].
First we form the sampled sub-matrix A ∈ Rm×m and compute the degree matrix D∗ for A.
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M∗,k is computed by performing eigen decomposition of M∗ and find the k largest eigenvalues











By having M∗,k =V ΛV















where U = D̂−
1
2 Q and D̂ is the degree matrix of Ŵ . The time complexity of this algorithm is
O(nmk) and there is no need to store large similarity matrix W or its sampled columns in the
memory. Also we are using the proposed inexpensive algorithm by [10] to orthogonalized
estimated eigenvectors U .
3.3 Post Processing
After performing spectral clustering on the similarity graph and obtaining the clusters, we
first quantize each cluster into 256 bins (16 bins for each channel) and compute the RGB
histogram. Then we find the Euclidean distance between adjacent clusters and merge them
repeatedly if their similarity is more than a threshold τ to achieve the final segmentation.
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Table 1: Comparison of dense and sparse segmentation methods
Name Density Overall Error Overall Accuracy Average Error Over-segmentation Extracted Objects
First 10 frames (26 sequences)
Ours (Sample:50%) 100% 5.06% 94.94% 22.31% 6.12 22
Sundaram et al[16] 100% 6.97% 93.03% 19.72% 7.15 20
Brox et al[1] 3.34% 7.75% 3.08% 25.01% 0.54 24
Rao et al[13] corrupted 2.98% 7.88% 2.74% 24.05% 0.15 26
Rao et al[13] incomplete 3.34% 11.20% 2.97% 26.73% 0.54 19
First 50 frames (15 sequences)
Ours(Sample:50%) 100% 7.63% 92.37% 32.24% 14.9 5
Sundaram et al[16] 100% 8.42% 91.58% 28.76% 13.0 5
Brox et al[1] 3.27% 7.13% 3.04% 34.76% 0.53 9
Rao et al[13] corrupted 1.53% 7.91% 1.41% 42.13% 0.36 8
Rao et al[13] incomplete 3.27% 16.42% 2.73% 49.05% 6.07 2
First 200 frames (7 sequences)
Ours(Sample:50%) 100% 13.24% 86.76% 47.83% 5.3 6
Sundaram et al[16] 100% 15.46% 84.54% 45.05% 5.86 3
Brox et al[1] 3.43% 7.64% 3.17% 31.14% 3.14 7
Rao et al[13] corrupted 0.20% 0.00% 0.20% 74.52% 0.40 1
Rao et al[13] incomplete 3.43% 19.33% 2.77% 50.98% 54.57 0
Grundmann et al[7] 100% 20.77% 79.23% 40.37% 10.42 0
4 Results
To evaluate the performance of our segmentation method, we run several experiments and
provide quantitative and qualitative results. We compare our method against motion segmen-
tation techniques such as [1, 13], which cluster point trajectories in the sequence of images
and also other dense video segmentation techniques such as [7, 16]. In all of our experiments,
we randomly select a subset sample of size 30%-50% for approximating the similarity ma-
trix. The quality of our segmentation highly relies on the selected number of clusters for
k-means and also distance r for computing pixel similarities. Choosing larger numbers for
these parameters makes the overall segmentation better. However, the disadvantage is that
it creates unsmooth boundaries and captures most of the undesired details in the scene and
also increases the size of matrix rapidly. We found that by choosing a distance size of 11-15
and cluster size of 300-500, we achieve reasonable performance.
We use an annotated dataset by [1] for motion segmentation. This dataset includes 26
sequences which is annotated sparse in time and dense in space. We ran our method on three
scenarios and show the numerical result in Table 1. The first section shows the segmentation
result for the first 10 frames of all 26 available sequences in the dataset, the second section
shows the segmentation result for the first 50 frames of 15 selected sequences in the dataset
and the third scenario shows the result for the first 200 frames of 7 selected sequences. The
density shows the percentage of pixels for which a label is reported. The overall error is the
number of mislabeled pixels over the total number of labeled pixels. the overall accuracy
is the number of correctly labeled pixels over the total number of pixels. The average error
is similar to the overall error but computed separately for each region first and then the
average across all the regions is reported. The over-segmentation error indicates the number
of clusters that needs to be merged to fit the ground truth regions. Also the number of regions
with less than 10% error is reported as the extracted objects.
In this experiment, we aimed to compare our method against the method in [16]. The
reason is that in contrast with their method which achieves good performance by using
GPUs and heavily depending on parallelization, we exploit numerical algorithms to make
our method fast and efficient. The density of both methods is 100% but we achieved com-
parable errors while using just a subset of pixels (30%-50%) to label all of the pixels as
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Figure 2: Comparison of our technique vs motion segmentation by [16] and [7]. Left-to-
right shows video frames 1 and 50. Second row: results from Hierarchical graph segmenta-
tion [7]; third segmentation with the full graph using a cluster of GPUs [16]; fourth row, our
result runs on a single core, does not employ contour smoothing or texture similarity.
compared with their method that uses all the pixels for clustering. Compared to the motion
segmentation methods [1, 13], our over-segmentation error is higher but that is due to the
fact that these methods only use sparse number of points to label about 4% of the data while
we are labeling all the pixels and achieve better accuracy.
5 Discussion
There are several avenues for future research based on the methods presented in this work.
Sparse spectral clustering algorithms are designed to be agnostic to the problem domain.
However, we have a substantial amount of domain knowledge we can exploit to expedite the
clustering.
The matrix factorization employed uses uniform sampling to select columns. However,
selective sampling strategies generally decrease the approximation error for a given number
of columns. As the error rate of our method is comparable to using 100% of the columns, this
indicates that we may achieve an even higher savings in memory using selective sampling.
An additional likely source of improvement is through the use of similarity measures based
on feature functions that encode texture or other information sources in addition to color.
6 Conclusions
In this work, we have demonstrated a novel method for spatio-temporal segmentation of
dense pixel trajectories based on spectral clustering. We found that fully connecting pix-
els to their spatial neighbors within a given radius is an effective strategy for improving
segmentation accuracy. Additionally, we use optical flow to more accurately compute tem-
poral connectivity than a simple method based on an interpretation of the video sequence
as a 3D volume. In contrast to previous work, we do not resort to super-pixel segmentation
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Figure 3: Results form the Army Men sequence. Notice the fine detail around the top-right
gun figure.
Figure 4: Results from Ice-skater Yu-Na Kim, 2009 World Championships, c©2009 NBC
Olympics.
to achieve computational tractability and memory efficiency. Instead, we exploit the natu-
ral sparsity structure of the graph, and employ a low rank approximation of the Laplacian
closely related to the Nyström method. We have found that sampling 30-50% of the pixels
to index columns of the low rank approximation leads to comparable performance with a
method that uses 100% of the columns. This strategy results in a spectral clustering method
that can run on a single processor with the graph representation fitting in core memory. For
instance, a 100 frame 640x480 sequence naively requires 6.8GB of memory, while with our
method we are able to reduce this to 2.1GB and still retain accuracy. We have demonstrated
the effectiveness of the approach on the Hopkins 155 data set, where we have achieved the
best reported results for dense segmentation using an order of magnitude less computation
than [16].
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