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Abstract

Cellular DNA is constantly under threat from exogenous as well as endogenous
genotoxic agents that result in DNA damage. Transcription, the first step of gene
expression, helps to safeguard the genome via the transcription-coupled repair
(TCR) process. During this reaction, transcription complexes stalled at sites of
lesions stimulate recruitment of DNA repair factors. In prokaryotes, TCR is
mediated by the translocase Mfd. Mfd displaces stalled transcription complexes
and subsequently recruits UvrA-UvrB, the damage recognition complex that
detects bulky lesions. How TCR is orchestrated in cellular environments remains
poorly understood. To further our understanding of TCR in live cells, we developed
fluorescent probes to visualise single molecules of Mfd, UvrA and UvrB in the
model organism Escherichia coli. We found that under conditions of normal
growth, Mfd is recruited to DNA via stalled transcription complexes. Further, we
demonstrated that the lifetime of DNA-bound Mfd is governed by UvrA-UvrB. In
cells lacking UvrB, UvrA arrests Mfd in stable complexes that last for hundreds of
seconds. Remarkably, UvrB loading promotes dissociation of Mfd and UvrA. These
findings uncover the sequence of events occurring in the damage detection stage
of TCR in live cells and suggest TCR may serve as a housekeeping pathway to
maintain genomic integrity during normal growth.
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1. General introduction
1.1.

Transcription-coupled
Escherichia coli

nucleotide

excision

repair

in

Cellular DNA is constantly exposed to endogenous and exogenous factors that react
with it causing alterations in the chemical structure of DNA (1). These chemical
alterations, called lesions, are encountered by several enzymes as they metabolise
DNA. Cells have evolved multiple mechanisms to repair the damage that allow
maintenance of genomic integrity, unperturbed cellular function and proliferation.
Of these mechanisms, nucleotide excision repair (NER) is a highly conserved pathway
that processes a variety of helix-distorting lesions (2-4). NER involves a series of
enzymatic events occurring in an orderly manner: damage detection, damage
verification, incision, excision and repair synthesis.
Damage detection in the NER pathway occurs via two main pathways: global
genomic repair (GGR) or transcription-coupled repair (TCR) (Figure 1.1). In
Escherichia coli (E. coli), the damage sensor UvrAB scans the genome to probe for
DNA lesions during GGR. Upon encountering a lesion, UvrA dissociates, leaving UvrB
to perform lesion verification (5). Damage detection in GGR occurs in an unbiased
manner; lesions on both strands are targeted at similar rates. Alternatively, lesions
can be first detected by transcription elongation complexes (TEC) during TCR
(reviewed in ref. (6)). In this pathway, RNA polymerase (RNAP) cannot extend the
nascent RNA past bulky lesions on the transcribed strand, resulting in a stable stalled
complex (7,8). Stalled TECs trigger the recruitment of the transcription-repair
coupling factor Mfd (9). Upon displacing stalled RNAP, Mfd recruits UvrAB via direct
8

interactions between Mfd and UvrA (9-12). Across species, bulky lesions caused by
exposure of DNA to ultraviolet (UV) light are repaired faster when they are on the
transcribed strand (13-15). The rate enhancement is attributed to the higher
efficiency of damage recognition via TECs than direct detection of damage in
GGR (16,17). In this model, termed transcription-coupled repair (TCR), RNA
polymerase combined with Mfd serves as an antenna which helps deliver UvrAB to
sites of lesions.

Figure 1.1 Model of nucleotide excision repair in E. coli.

The major difference between GGR and TCR is whether the damage is first
encountered by UvrAB or RNA polymerase. In TCR, the DNA is transferred from
RNAP-Mfd to the UvrAB complex and subsequent reactions proceed as in GGR
(Figure 1.1). Whereas UvrA binds DNA on both strands of the DNA and does not
9

directly contact the lesion (18-21), subsequent steps involving identification of the
damaged strand, and the exact location of the lesion are performed by UvrB
(reviewed in ref. (2)). This activity is accompanied by the dissociation of UvrA,
leading to a stable pre-incision complex containing UvrB and the damaged substrate.
UvrB recruits the endonuclease UvrC which creates two nicks on the lesioncontaining strand at eight nucleotides 5’ and four to five nucleotides 3’ of the
lesion (22,23). The post-incision complex is then displaced by the action of UvrD and
polymerase I, leaving a single-stranded DNA (ssDNA) gap (24-26). Polymerase I fills
in this gap and the resulting nick is sealed by DNA ligase (24-26).
An alternative pathway for coupling transcription to UvrAB recruitment involving the
helicase UvrD and the transcription factor NusA has been proposed (27,28). In this
pathway, UvrD and NusA facilitate backtracking of RNA polymerase, granting UvrAB
access to lesions. Recruitment of UvrA and UvrB is proposed to occur via direct
interactions with NusA and UvrD respectively (29-31). Whether this NusA/UvrD
pathway constitutes transcription-coupled repair remains to be demonstrated.
Certainly, sequencing of excised products during repair of UV-induced damage
showed that the preferential repair of transcribed strand genome-wide is dependent
on Mfd rather than UvrD (32). Hence, the extent to which these pathways contribute
to genome maintenance awaits further investigation.
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1.2.

The transcription-repair coupling factor Mfd

Seminal work by Selby and Sancar established the central role of Mfd in coupling
transcription to repair (9). Structural studies have revealed that Mfd is a modular
protein containing eight domains (Figure 1.2): the UvrB-homology module or BHM
(D1A, D2 and D1B, green), a poorly conserved region (D3, orange), an RNA
polymerase interacting domain or RID (D4, magenta), a RecG-like translocation
module with ATP-hydrolysing Walker motifs (D5 and D6, dark and light blue), and an
auto-inhibitory domain (D7, cyan) (10). This crystal structure revealed a
conformation that suggested that Mfd is auto-inhibited in the absence of
interactions with RNAP or DNA. Notably, the conformations of the translocation
domains observed in the structure prevent binding of ATP in the Walker motifs.

11

Figure 1.2 Crystal structure of E. coli Mfd (PDB ID: 2EYQ).

Further evidence that Mfd can adopt an auto-inhibited conformation came from
experiments involving mutants that are missing D7 or domains 1-3. These
truncations mutants exhibit elevated ATPase and deregulated translocase
activities (33,34). Masking of the BHM by D7 prevents binding of UvrA to Mfd in the
apo form (10,11). These observations together suggest that Mfd must undergo a
large conformational change for it to bind DNA and function in TCR. Indeed, an
E730Q (ATPase mutant) that can bind ATP but is deficient in ATP hydrolysis adopts
an extended conformation in solution, whereas wild-type Mfd exhibits a much
12

smaller SAXS envelope (11).
Mfd is recruited to stalled transcription elongation complexes via specific proteinprotein contacts between RID (D4) of Mfd and the β subunit of RNAP (10,35,36).
Binding of the RID to RNAP positions Mfd upstream of RNAP (37). Consequently, the
ATPase and 3’-5’ translocase activity of Mfd are activated (reviewed in ref. (38)). The
TRG (Translocation in RecG) motif (39) is a critical structural feature of the
translocation module; indeed, alterations in this motif yield Mfd mutants with
defective translocation (40). These mutants are also unable to displace RNA
polymerase stalled by nucleotide starvation in vitro or by protein roadblocks in
vivo (40). Therefore, ATP hydrolysis mediated translocation appears to be critical for
Mfd function in displacing stalled RNA polymerase.
The fate of RNA polymerase following Mfd displacement depends on the cause of
stalling. TECs stalled irreversibly at bulky lesions (9) or in conditions of nucleotide
starvation (37) are terminated by Mfd. This results in the collapse of the
transcription bubble and release of the nascent RNA transcript (41,42). Transcription
can also stall transiently at elemental pause sequences (43,44) or non-bulky lesions
such as oxidative lesions like 8-oxoguanine, abasic sites, single-strand breaks (45).
Whereas Mfd does not influence transcription on DNA templates containing 8oxoguanine lesions, it helps promote transcription restart in the other
scenarios (37,46). In all cases, Mfd promotes forward translocation of RNAP (37).
Single-molecule studies demonstrate that following transcription termination, Mfd
continues to translocate along the DNA, in complex with RNA polymerase (17,42). In
the presence of UvrAB, translocation by Mfd is arrested upon UvrAB
13

recruitment (17). The binding interface between Mfd and UvrA encompasses
residues 131-250 of UvrA and residues 127-213 of Mfd (11). This large binding
interface is thought to give rise to efficient recruitment of UvrA to Mfd, with affinity
20-to-200-fold higher than that of UvrA to damaged DNA (17,47). Following
translocation arrest, UvrAB promotes dissociation of Mfd and RNA polymerase. This
study provides the first real-time evidence of UvrAB recruitment to Mfd in vitro (17).
Intriguingly, the authors also observed UvrA on its own is capable of triggering MfdRNA polymerase dissociation although with a lower efficiency. As the UvrA dimer is
capable of loading UvrB on both DNA strands, it can be imagined that the strand
specificity is lost once Mfd dissociates. A prediction of this observation is that lesions
on both strands at RNA polymerase stall sites are repaired at similar rates, in contrast
to biochemical evidence (14,16,48).
In addition to DNA repair, Mfd is implicated in other cellular functions. The important
observation that backtracked TECs can be rescued upon the addition of Mfd suggests
Mfd also acts as a transcription regulator (37). During stalling at pause sequences,
RNAP can slide back and form a stable backtracked state where the active site is
occupied by the nascent RNA transcript, preventing further nucleotide
addition (49,50). In cells, backtracked RNA polymerase can be rescued by GreBmediated transcript cleavage (51). Unlike GreB, Mfd helps restart backtracked RNA
polymerase by promoting forward translocation (37,52). Further, Mfd is implicated
in resolving transcription-replication conflicts by terminating TEC stalled at the
replication fork (52,53).
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1.3.

UvrA searches for damage via a dynamic recognition
mechanism

Following transcription remodelling, Mfd recruits UvrA, the damage recognition
factor in NER. UvrA functions in a dimer, which by itself possesses an affinity to
undamaged DNA in the nM range, and a two-to-five-fold higher affinity towards
damaged DNA (47). The UvrA dimer forms a cleft capable of accommodating 32-33
base pairs of B-form DNA (21,54). Importantly, most protein-DNA contacts are
observed at four nucleotides at the end of the double helix, suggesting lesiondistorting structures can be readily accommodated at the central of the cleft (20).
On the basis of structural and molecular dynamics data, and observations that NER
processes a wide range of helix-distorting lesions, it is proposed that UvrA2 senses
damage by a dynamic recognition mechanism (2,18-21). In this model, UvrA2 holds
the DNA at both sides of lesions and examines the structural integrity by constantly
bending the DNA. As UvrA2 does not directly contact lesions, the presence of lesions
needs to be verified by UvrB.

15

Figure 1.3 Co-crystal structure of Thermotoga maritima UvrA and fluorescein-containing
DNA (PDB ID: 3PIH). Two UvrA monomers are shown in grey and magenta. DNA is shown
in orange.

In GGR, UvrA2 employs a three-dimensional search mechanism in which UvrA2 binds
DNA for 7 seconds, then dissociates and binds somewhere else (55). Remarkably, the
addition of UvrB induces sliding motion in about 17% of DNA-bound UvrA (55). Onedimensional search along the DNA is considered to be more efficient as the entire
genome can be scanned in minutes (55).
UvrA2 has two UvrB binding sites (residues 118-257) and can bind two UvrB subunits.
However, the precise stoichiometry of UvrAB complex is controversial as both
16

hetero-tetramer

UvrA2-UvrB2 (21,55-58)

and

hetero-trimer

UvrA2-UvrB1

complexes (5,59) have been observed. However, as UvrB and Mfd binds UvrA via the
same binding interface, the hetero-trimer form is likely more relevant during TCR
since at least a vacant binding site is needed for UvrA2 to interact with Mfd, although
at high concentrations, Mfd can displace UvrB from UvrA (9).
While the current working model derived from in vitro studies indicates that UvrA
and UvrB form complexes in solution and performs damage search together (2,55),
recent in vivo observations suggest UvrA2 mostly conducts damage search on its
own (60). In this study, measurements of the diffusion constants of tagged UvrA and
UvrB constructs did not reveal a significant presence of the UvrAB complex in the
bacterial cytosol, leading the authors to suggest that UvrA2 binds DNA first, followed
by the sequential recruitment of UvrB. Despite being an extensively studied model
for damage recognition and repair, how damage recognition is orchestrated in the
context of live cells remains poorly understood.
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1.4.

UvrB function in transcription-coupled repair

UvrB plays a central role in both GGR and TCR. Since UvrA2 does not directly interact
with the lesion, UvrB is required to verify the presence of lesions. On encountering
lesions during damage search, UvrA loads UvrB at about eight nm from the
lesion (21), then dissociates. It is proposed that UvrB uses its 5’-3’ helicase
function (61,62) to translocate towards the lesion (21).
Binding of UvrA to dsDNA causes slight unwinding of the DNA substrate (20). Loading
of UvrB at the site of the lesion is accompanied by insertion of its β-hairpin – a key
structural motif that is necessary for damage verification - between the two strands
of the dsDNA. Consequently, the outer strand lies on the surface of the protein
whereas the inner is locked between the β-hairpin and the rest of UvrB (61,63). On
the inner strand, a base is flipped out into a hydrophobic pocket while its
complementary base is stabilised via stacking interactions with a conserved tyrosine
residue at the foot of the β-hairpin (63). Although no structural evidence is available
that unequivocally identifies the inner or the outer strand as the damaged strand, it
has been proposed based on the structure of UvrB bound to a hairpin DNA that the
inner strand is likely the damaged strand (63).
While the interactions between UvrA and UvrB have been subject to extensive
investigations, how UvrB functions in the context of TCR is less understood. The
preferential repair of lesions on the transcribed strand observed in vivo (14) and in
vitro (9,16,48) has led to the proposal that UvrB is loaded in a strand-specific
manner, via an asymmetric complex Mfd-UvrA2-UvrB (9,11,16,17). However, in vitro
observations are also available that suggest that UvrA2 alone can promote the
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dissociation of Mfd-RNA polymerase. Since UvrA2 can load UvrB on both strands, it
is unclear how strand specificity is maintained if the reaction proceeds through this
path (17). To reconcile these observations, it is proposed that UvrAB recruitment to
Mfd in cells occurs simultaneously in UvrA2-UvrB complexes rather than UvrA2 and
UvrB being recruited in sequential steps (64). Consequently, the role of UvrB in
orchestrating the hand-off between RNAP and the NER machinery is unclear.

Figure 1.4 Co-crystal structure of Bacillus caldotenax UvrB (brown) and DNA (cyan) (PDB
ID: 2FDC). The β-hairpin is highlighted in red.
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1.5.

The scope of this thesis

Decades of genetic, structural and biochemical investigations have yielded a
detailed picture of molecular steps during TCR and GGR. Despite these studies,
several gaps remain in our understanding of how transcription is coupled to repair.
Moreover, the validity of these in vitro models in the physiological context of cells
remains even less understood. Towards the goal of understanding TCR and GGR
in live cells, we employed a single-molecule assay to visualise TCR and GGR
reactions as they occur in E. coli cells. In chapter 2, we will review recent exciting
developments in single-molecule live-cell imaging techniques to study bacterial
DNA repair. Chapter 3 will describe how accurate binding lifetimes can be
obtained from single-molecule live-cell measurements. In chapter 4, we will
discuss the regulation of Mfd by characterizing fluorescently labelled Mfd
molecules in cells during normal growth. Using a similar strategy, we will explore
the binding kinetics of UvrA and UvrB during GGR and TCR, in the presence or
absence of UV-induced DNA damage (Chapter 5). In chapter 6, we will discuss the
various intermediate states that form during TCR. How these intermediates are
resolved offers a glimpse of the mechanism for communicating strand specificity
from RNA polymerase to UvrB. Finally, we will summarise the results and discuss
future research directions.
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2. Single-molecule live-cell imaging of bacterial DNA repair and
damage tolerance
Harshad Ghodke*, Han Ho* and Antoine M. van Oijen
*These authors contributed equally to this work.
Published in Biochemical Society Transactions, 2018; 46(1):23-35, PMID:
29196610.

Genomic DNA is constantly under threat from intracellular and environmental
factors that damage its chemical structure. Uncorrected DNA damage may impede
cellular propagation or even result in cell death, making it critical to restore
genomic integrity. Decades of research have revealed a wide range of mechanisms
through which repair factors recognize damage and co-ordinate repair processes.
In recent years, single-molecule live-cell imaging methods have further enriched
our understanding of how repair factors operate in the crowded intracellular
environment. The ability to follow individual biochemical events, as they occur in
live cells, makes single-molecule techniques tremendously powerful to uncover
the spatial organization and temporal regulation of repair factors during DNA–
repair reactions. In this review, we will cover practical aspects of single- molecule
live-cell imaging and highlight recent advances accomplished by the application of
these experimental approaches to the study of DNA–repair processes in
prokaryotes.

H.G. and H.N.H contributed equally to this review. H.N.H wrote the first draft and prepared
the figures.
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2.1.

Introduction

Maintaining genomic integrity is critical for the perpetuation of life. Chromosomal
DNA that carries the genetic information required for cellular proliferation can be
damaged upon exposure to DNA damaging agents generated as by-products of
cellular metabolism, or upon exposure to environmental factors (1). In response,
organisms have evolved mechanisms that repair this damage and maintain genetic
integrity. In the absence of DNA repair mechanisms, uncorrected lesions can
interfere with biological pathways that involve DNA metabolism, leading to
mutations in daughter cells or resulting in cell death (65). Alongside DNA repair
mechanisms, organisms have also evolved strategies to tolerate DNA damage and
allow repair processes a greater chance to detect DNA damage. One such strategy
involves synthesizing DNA across damaged DNA templates with the use of translesion synthesis (TLS) polymerases (66,67). In this process, one of the daughter
strands inherits the lesion whereas the other inherits undamaged DNA. The DNA
damage may then be repaired by repair proteins at a later stage, while allowing
uninterrupted DNA replication. Resumption of replication of DNA across damaged
templates may also be aided by factors involved in DNA recombination that enable
restart of stalled replication forks (68). Several decades of genetic, biochemical,
structural and biophysical investigations have revealed a rich diversity in DNA repair
and damage tolerance mechanisms that have evolved to resolve a multitude of DNA
lesions (1).
Completion of repair often involves the coordinated action of several repair factors.
Broadly, repair reactions may be considered to comprise of the following steps:
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damage recognition, damage verification, damage removal and repair synthesis.
How various proteins acting as DNA-damage sensors detect damage in a vast excess
of undamaged DNA continues to be an area of extensive investigation (69). Singlemolecule real-time imaging experiments of fluorescently labelled repair factors
using purified proteins and stretched DNA show that damage sensors may employ a
combination of 3D diffusion and 1D sliding modes along the length of the DNA during
lesion search (Uracil DNA glycosylase (70), Fpg, Nei and Nth (71), UvrAB (55),
MutS (72,73)). These single-molecule methods have been extremely successful in
using reconstituted reactions based on purified proteins to directly observe
interactions between DNA and repair factors. Using the ability to remove ensemble
averaging and extract kinetic information at the single-molecule level, fundamental
mechanisms have been uncovered that describe how protein-DNA interactions
support specific DNA damage recognition. However, the behavior of these DNArepair factors in the intracellular milieu has remained elusive until recently.
With recent advances in imaging approaches that allow the visualization of single
proteins within live cells, quantitative information can be obtained about expression
levels, properties of diffusion, binding kinetics, and heterogeneities in the
population and behavior (60,74-80). Single-molecule localization microscopy
methods have yielded access to spatial localization of repair factors in individual
cells, as well as the temporal behavior of molecular parameters through the various
steps of DNA-repair processes (60,76-79). Dynamic monitoring of changes in the
network of interactions that maintain genomic integrity has the potential to reveal
how cells make decisions that tilt the balance between error-free repair or error-
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prone repair leading to mutagenesis. In this review, we will focus on the applications
of single-molecule live-cell imaging to study DNA repair in bacterial systems. We first
discuss experimental designs and practical considerations, then highlight the kinds
of information that can be gained using single-molecule live-cell imaging.

2.2.

Experimental methods

2.2.1. Choice of model organism
Bacteria have served as model organisms in the field of DNA repair due to their ease
of culture, fast growth rates and the availability of a wide range of tools that enable
genetic manipulation. As a result, repair mechanisms are well characterized
genetically, biochemically and structurally in both the gram-negative Escherichia coli
(E. coli) and gram-positive Bacillus subtilis (B. subtilis) model systems. Investigations
of DNA repair in bacteria are important for two reasons. First, repair mechanisms
are functionally conserved from prokaryotes to eukaryotes, even if repair factors are
not always structurally conserved. Repair pathways in prokaryotes are generally
simpler, consisting of fewer interacting partners. These properties make them easier
to study and yield powerful insights into repair mechanisms. As a result, insights
gained from bacteria enable similar investigations in eukaryotes. Second, large
population sizes and short doubling times of bacteria enable the investigation of the
heterogeneity of the responses to stress, allowing researchers to study factors that
influence the choice of repair pathway. Such efforts have direct relevance to the
understanding and tackling of the emerging problem of antibiotic resistance (81,82).
2.2.2. Labelling
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Fluorescence imaging has revolutionized our understanding of biology by revealing
intracellular

spatial

organization

and

kinetics

of

protein-substrate

interactions (83,84). This approach requires the protein of interest to be tagged to a
fluorescent probe. There are two major classes of fluorescent probes for live-cell
imaging: fluorescent proteins and organic dyes (85). Probes with high photo-stability
and high brightness are desired, since they permit observation on longer time-scales
at high signal-to-background ratios. Whereas organic dyes possess superior
photophysical properties, fluorescent proteins remain the most commonly used
probes for bacterial imaging. This is because stoichiometric labelling, cell
permeability, toxicity and the requirement for harsh labelling conditions pose
significant challenges that limit the utility of organic dyes in live-cell imaging
applications. Genetically expressible fluorescent proteins (FPs) represent a
convenient approach to overcome these limitations, albeit at the expense of less
optimal photophysical properties. Since the fluorescent probe is fused to the protein
of interest via a flexible peptide linker (86), stoichiometric labelling is generally
assured. An explosion in the variety of FPs has provided a large number of options
for multi-color and super-resolution imaging (85,87).
Lacking precedent in the literature, the decision to tag the protein on the N- or the
C-terminus may be made by considering structural and biochemical evidence. Cterminal fusions have the added advantage that the presence of the fluorescence
signal in general corresponds to expression of the full-length construct. The fusion
protein may be expressed from a chromosomal locus or from a plasmid. Although
time-consuming, creating a chromosomal fusion of the tagged construct under the
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native promoter is preferable as the expression level of the repair protein will be
comparable to that of the wildtype system and homogenous expression is typically
maintained across the cell population. The replacement of the native gene with the
tagged version is accomplished using strategies involving phage-encoded
recombinases such as λ Red (88) and Cre/lox (89). Whereas λ Red recombination has
been the standard workhorse for recombineering in E. coli, its limitation in
incorporating long DNA fragments and the requirement for an antibiotic resistance
marker to be simultaneously recombined pose a challenge to the types of mutations
that can be introduced into the chromosome for structure-function investigations.
To

overcome

these

limitations,

CRISPR-Cas9-assisted

λ

Red

may

be

employed (90,91). Alternatively, protein fusions encoded by long DNA fragments can
be expressed at transposon insertion sites using the Tn7 system (92). On the other
hand, plasmid-based expression represents a convenient approach for investigation
of structural mutants on the behavior of the repair factors in cells. Additionally,
expression from low-copy plasmids allow introduction of inducible promoters that
are responsive to ultraviolet light (UV) (93,94), arabinose (95) or xylose (96).
Care must be taken to validate the fusion constructs prior to interpreting the results.
Fusion proteins may present several types of artefacts, including aggregation at high
copy number (97), mislocalization at low copy number (98), mislocalization due to
inter-fluorophore interactions (99), fluorescent signals that are indistinguishable
from cellular autofluorescence (100) and loss of enzymatic functions (101,102).
Artefacts introduced by fluorophores can be caught by performing control studies
conducted with different tags or by visualizing mutants. Therefore, it is critical to
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ensure that the tagged proteins retain properties of wildtype repair factors. For
assaying enzymatic function, survival or mutagenesis assays are frequently used to
monitor the cellular response to genotoxic stresses (60,76-79). Changes to
fluorescent proteins or linker sequences and lengths can be introduced in case the
label is found to perturb the enzymatic function (86).
In addition to the practical considerations mentioned above, maturation time and
folding efficiency (99) of fluorescent proteins are important considerations when
studying the dynamics of protein expression in live cells. The expected copy number
of the target protein should also guide the choice of fluorophore: photoactivatable
fluorescent proteins (PAFPs) may be used to visualize localizations of single
molecules of proteins that are expressed at high copy numbers, using
photoactivatable light microscopy (PALM)-type imaging approaches to only activate
a small sub-population at any given moment (103). While photoactivatable mCherry
(PAmCherry) (104) has been widely used for single-molecule imaging in bacterial
cells, new fluorescent proteins with enhanced photophysical properties continue to
be developed (99). Alternately, single-molecule imaging may be performed with
variants of GFP (Green Fluorescent Protein) or YFP (Yellow Fluorescent Protein) using
photobleaching-assisted or reactivation localization (105).
In addition to fluorescent proteins, protein fusions may be made with the
HaloTag (106) or SNAP-tag (107), enabling subsequent conjugation to organic dyes.
Organic dyes offer superior photophysical properties compared to genetically
expressible fluorescent proteins (108). However, labelling involves extended periods
of incubation and extensive washing to reduce background signals from unbound
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dyes – conditions that may be incompatible with live-cell imaging. Additionally,
intracellular dye concentrations are diluted as bacteria continue to divide, resulting
in lower labelling efficiencies, and limiting time-lapse imaging of cells. Signal-tobackground ratios can be improved using fluorogenic probes: molecules that are
fluorescent upon non-covalently binding to a scaffold protein that stabilizes the dye
in its fluorescent conformation (109). A recently developed tag, dL5 combined with
the fluorogen malachite green, has been demonstrated to enable super-resolution
imaging in live Caulobacter crescentus (110).
2.2.3. Single-molecule imaging setups
The visualisation of the single-molecule fluorescence is performed with a
fluorescence microscope equipped with appropriate optical configurations, high
numerical-aperture objectives, sensitive cameras (EM-CCD or sCMOS) (Figure 2.1A)
and a heated stage. Unlike conventional fluorescence microscopes, single-molecule
imaging in single cells is performed under near-TIRF conditions: the laser excitation
beams are inclined at the coverslip-sample interface (Highly Inclined Laminated
Optical sheet – HILO) to reduce background signals (111). This geometry allows for
penetration into the cell, enabling imaging with a depth of 0.5-1 μm into the flowcell, with high signal-to-background ratio. Exposure to laser light can cause
photodamage in live cells. By potentially creating alternate substrates for DNA repair
proteins, photodamage can interfere with the study of DNA repair and damage
tolerance mechanisms. This makes it challenging to follow the same cells over
extended periods of time. In practice, time-lapsed imaging protocols involve using
the lowest excitation intensities that enable observation of foci with good signal-to28

background ratio.

Figure 2.1 Experimental setups for single-molecule live-cell imaging. (A) Schematic of
single-molecule fluorescence microscope equipped with high intensity laser sources, a
high numerical aperture lens and a sensitive camera. Green and yellow illustrate
excitation and emission light paths. Grey paths indicate excitation light of other laser
sources at different wavelengths. (B-D) The schematics describe three approaches to
immobilize cells for imaging: (B) agarose pad, (C) microfluidic channels and (D) flow-cell
device made with an APTES-treated coverslip. Panel C is reproduced from ref. (112) with
permission.
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Foci corresponding to the signal from fluorescently tagged DNA bound DNA repair
proteins may be blurred due to underlying dynamics of the nucleoid, cell growth or
improper immobilization of cells on the substrate. To track single-molecule signals
accurately and reliably interpret the data, it is critical that cells are immobilized
during the duration of imaging. Depending on the nature of the acquisition protocol,
cells may be imaged for several minutes to observe binding of DNA repair proteins
or to monitor intracellular diffusion. Immobilization can be accomplished using
physical confinement: agarose pads (113) or microfluidic channels (112,114), or
using positively charged surfaces created with APTES (78) (Figure 2.1B-D). Agarose
pads have been widely used due to the ease of setup, although nutrient depletion
limits its uses in long-term imaging where imaging is performed under flow. On the
other hand, microfluidic and flow-cell devices offer the advantages of controlled
environments, enabling imaging for extended periods and with higher throughput.
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2.2.4. Cell growth and manipulation
Cells grown in Luria-Bertani media exhibit high auto-fluorescence that can confound
signals originating from fluorescent proteins. Therefore, the use of media such as
M9 (115) or EZ-rich defined media (EZRDM, Teknova) in which cells exhibit low autofluorescence is preferable for imaging. Additionally, the M9 minimal medium allows
single rounds of DNA replication at a time, resulting in slow growth whereas the
much richer EZRDM supports multiple instances of origin firing, resulting in fast
growth. Choice of medium therefore allows flexibility in terms of investigation of
pathways that may exhibit a dependence on the metabolic state of the cells.
In the absence of genotoxic agents, imaging of cells in growth medium enables
investigation of basal levels of repair activities. Insights into repair mechanisms may
be gained by manipulating factors that affect repair processes. The most obvious
factor is the concentration of substrates. Substrates for specific DNA repair pathways
can be created by exposing cells to DNA damaging agents that inflict specific types
of DNA damage (Tables 1 and 2). For instance, substrates for nucleotide excision
repair (NER) and TLS may be created by exposure to UV irradiation (60,78). Similarly,
substrates for double-strand break repair (DSBR) may be created by treatment with
norfloxacin (116). These chemical and physical reagents offer easy ways to inflict
DNA damage throughout the genome in a dose-dependent manner. However, a
significant limitation of such approaches in imaging applications is that the sites of
DNA damage are invisible. In order to investigate site-specific interactions, both the
repair factor and the site of damage need to be visualized. Efforts in this direction
have been made in the study of double-strand break repair mechanisms by labelling
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sites in the vicinity of an I-SceI recognition site and treatment with I-SceI that inflicts
a double-strand break (117). Without the ability to label lesions or induce sitespecific damage, discerning causal interactions between repair protein localization
and the presence of DNA damage remains a challenge.
Besides substrates, concentrations of upstream or downstream repair factors may
also influence repair (17). In extreme cases, repair reactions can be abolished by
deleting genes encoding repair proteins or by replacing wildtype copies with
mutants that are deficient in catalysing repair. On the other hand, concentrations of
proteins can be increased using plasmids that overexpress wildtype, labelled or
mutant proteins (60). Metabolic processes such as DNA replication, transcription
and translation can also influence repair. These metabolic processes can be
modulated using well-characterized antibiotics (77,118,119) or site-specific
roadblock repressors such as the Lac (120) or Tet repressor (121), and more recently
dCas9 (122).
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2.3.

Mobility and dissociation kinetics

Understanding kinetics of intracellular interactions is crucial to determine the ratelimiting steps and overall rates of repair. This information enables contextualization
of how repair reactions are conducted in cells. For example, if the repair of a single
lesion occurs over a timescale of minutes (17), is the basal copy number of repair
proteins sufficient in events of genotoxic stresses? Are there competing pathways
that repair the same lesion, and to what extent does each pathway contribute to the
repair of damaged DNA? Answering these questions clarifies how cells choose
between DNA repair, damage tolerance and recombinational-repair pathways in
response to DNA damage.
Repair proteins can freely diffuse or exhibit DNA binding on multiple different
timescales corresponding to the various specific and non-specific interactions with
their substrates (17,55,73,123,124). Hence, experimental characterization of
residence times can inform on enzymatic function. In a landmark study involving the
observation of fluorescently labelled Polymerase I (Pol I) and DNA Ligase (LigA) in
live E. coli, Uphoff and colleagues demonstrated that in vivo, these DNA repair
proteins are either DNA bound (immobile) or freely diffusive (mobile) (Figure 2.2AD) (76). Further, when single-nucleotide gap substrates were produced following
methyl methanesulfonate (MMS) treatment, these investigators observed a five-fold
increase in the DNA-bound population in cells (Figure 2.2D). Residence times of Pol
I and LigA were found to be approximately 2 seconds in both undamaged and MMStreated cells (Figure 2.2E), suggesting the repair rates are limited by upstream
processes (76). In this work, measurements of protein dissociation kinetics were
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made by measuring the lifetime of individual foci formed by fluorescently labelled
proteins bound to their substrates. The cumulative residence time distributions
were fit to mathematical models to yield effective off-rates. It should be noted that
such analyses could represent underestimates of off-rates as measurements of the
cumulative residence time distribution were limited by the poor photo-stability of
the fluorophores. To correct for contribution of photobleaching events to residence
time distributions, the investigators determined the photobleaching rate constant
by imaging a fusion protein that binds DNA on timescales longer than
photobleaching timescales (MukBEF-PAmCherry). This approach has been
successfully used to uncover single off-rates of protein-DNA interactions.
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Figure 2.2 Visualizing fluorescently labelled Polymerase I (Pol I) and DNA Ligase (Lig) in live
E. coli. (A) Localization of Pol I-PAmCherry visualized with a conventional fluorescence
microscope. (B) Localization of single Pol I-PAmCherry. (C) Spatial tracking of single
molecules through time showed that Pol I is either diffusive (blue) or immobile (red). (D)
Distributions of the apparent diffusion constants (D*) of Pol I and Lig in untreated (left)
and methyl methanesulfonate (MMS)-treated (right) cells. Red bars represent the DNAbound fractions of Pol I and Lig. (E) Bar plots display residence time distribution of Pol I
(Upper) and Lig (Lower). Solid lines represent fits to exponential decay model. These are
corrected with the photobleaching rate constant to obtain off-rate constants (dash lines).
(F) Schematic of interval imaging technique. Time-series acquisitions are collected with
dark frames of varying length inserted between consecutive integration frames (yellow
bars). Scale bars, 1 µm. Panels A-E are reproduced from ref. (76) with permission.
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Recently, another powerful approach termed ‘interval imaging’ has been introduced
that enables detection of multiple off-rates of protein-DNA complexes (Figure
2.2F) (80,125,126). In this method, cells are imaged by introducing a waiting time
interval between acquisitions. A series of movies are acquired in which the duration
of the waiting time interval is increased, while maintaining the total number of
images (and hence photon load) taken in a movie constant. This strategy enables
observation of molecules bound to DNA on time scales that vary over several orders
of magnitude, while keeping the photo-bleaching rate constant. From the movies,
the lifetimes of individual bound molecules are measured and a cumulative
residence time distribution is generated. This distribution is then fit to a sum of the
photobleaching rate and multiple off-rates. This strategy enables quantitation of
multiple specific or non-specific interactions of repair proteins with DNA. In
combination with functional mutants, this approach has the potential to provide a
comprehensive description of the kinetics of interactions that govern DNA repair in
cells.

2.4.

Spatial organization

Intracellular spatial organization as revealed by fluorescence microscopy is an
important experimental observable that can provide significant new insights into
how proteins function in cells. Knowing the localization of a protein in relation to
other interacting partners can reveal important regulatory features. In a study
involving fluorescently labelled MutS and DnaX in B. subtilis, Liao and co-workers
found that the mismatch sensor MutS explores the entire nucleoid but slows down
as it approaches the replisome (Figure 2.3A-B) (77). By combining localizations from
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many cells to generate probability density maps, strong co-localizations of MutS and
the replisome were found, independent of mismatch formation following 2aminopurine treatment (Figure 2.3C-D). Moreover, this co-localization was
maintained even when wildtype MutS was replaced with a MutS mutant deficient in
binding mismatch (Figure 2.3E), while a MutS mutant deficient in interacting with
the replisome distributed more evenly across cells (Figure 2.3F). These observations
suggested that the replisome serves as a scaffold to enable MutS-targeted search.

Figure 2.3 Visualizing fluorescently labelled MutS and the replisome in B. subtilis. (A)
Localizations of MutS-PAmCherry (magenta) and the clamp loader DnaX-mCitrine (green).
Scale bar, 1 µm. (B) Correlation of the distance from the replisome and speed of the MutSPAmCherry trajectory shown in (A, bottom panel). (C-F) Localization probability density
maps of DnaX (Upper) and wildtype MutS and mutants (Lower). Wildtype MutS in (C)
untreated, and (D) 2-aminopurine (2-AP)-treated cells. (E) MutS[F30A] and (F) MutS800
mutants in untreated cells. N: the number of cells. Images are reproduced from ref (77)
with permission.
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Figure 2.4 Visualizing fluorescently labelled Polymerase V (Pol V) in E. coli. (A-B) Left:
Localizations of UmuC-mKate2 in (A) wildtype cells or (B) cells expressing non-cleavable
UmuD(K97A) following UV treatment. Right: 2D contour plots display the autocorrelation
of fluorescence signal across the short axis of cells. Membrane-associated molecules
contributed to the increase of autocorrelation measurements within the 0.5-1 µm region.
(C) Localizations of Pol V (magenta) and the replisome (green) following UV treatment.
Images are reproduced from ref (78) with permission.

In another example, the sensitivity of single-molecule fluorescence imaging allowed
the spatial characterization of proteins that are present at low copy numbers, such
as polymerase V (Pol V) (78). Pol V is one of three specialized trans-lesion synthesis
polymerases in E. coli. While allowing DNA synthesis to continue across damaged
DNA templates, Pol V is highly mutagenic and multiple mechanisms of regulation
have been identified that regulate its activity (127). The transcription of genes
encoding UmuC and UmuD, precursors of Pol V, is strongly repressed in normal
growth conditions. In response to extreme genetic instability resulting in the
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triggering of the SOS-response, the umuDC promoter is de-repressed leading to the
expression of UmuC and UmuD. Further, cleavage of the umuD gene product is a
pre-requisite for the formation of catalytically active Pol V. Additionally, it has been
demonstrated that an active mutasome is permitted only single rounds of nucleotide
incorporation by the RecA protein (128). By monitoring the localization of
fluorescently labelled UmuC in live E. coli, Robinson and co-workers demonstrated
that UmuC was sequestered at the cell membrane during the first 45 minutes
following UV treatment (Figure 2.4A) (78). The release of UmuC into the cytosol was
shown to depend on the cleavage of UmuD to UmuD’ (Figure 2.4B). This spatial
sequestering was proposed to act as an additional level of regulation that limits the
access of Pol V to DNA. Further, the authors showed that Pol V in UV-irradiated cells
rarely co-localized with the replisome (Figure 2.4C). This observation suggests that
Pol V mainly acts at single-stranded gaps that are skipped by the replisome.
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2.5.

Cell-to-cell heterogeneity

Under stressful conditions such as during antibiotic treatment, failure to repair DNA
can be beneficial as the increased mutagenesis increases the chance of acquiring
resistance. The mechanisms that lead to the acquisition of antibiotic resistance may
be invisible in traditional mutagenesis experiments due to the transient nature of
these phenomena or due to averaging nature of bulk measurements. Single-cell
imaging experiments have the power to reveal this heterogeneity in the DNAdamage response with high temporal resolution, across a population of cells,
observed over multiple generations. In a study monitoring alkylation damage repair
by Ada in E. coli, Uphoff and co-workers demonstrated a mechanism through which
a sub-population of cells can acquire a higher rate of mutagenesis (79). By
monitoring expression of fluorescently labelled Ada, the authors found that the
expression level was so low (~1.4 molecules per cell) that stochastic variation could
be used to explain the absence of Ada in 20-30% of undamaged cells (Figure 2.5A).
As Ada regulates its own expression, cells without Ada were found to exhibit a delay
(one generation time) in Ada expression following MMS treatment. Strikingly, cells
with delayed Ada expression also exhibited an increase in the binding fraction of
fluorescently labelled MutS (Figure 2.5B-C), supposedly the consequence of the
increased formation of mismatches as uncorrected MMS-induced O6MeG base-pairs
with T instead of C. This observation highlights the ability of cells to compensate for
repair functions using alternate pathways.
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Figure 2.5 Visualizing fluorescently labelled Ada in E. coli. (A) Schematic explains the
heterogeneity of Ada expression. As Ada autoregulates its own expression, cells without
Ada exhibited a delay in Ada upregulation following MMS treatment. (B-C) Visualizing
Ada-YPet (yellow) and MutS-PAmCherry (red: bound MutS-PAmCherry, blue: diffusing
MutS-PAmCherry) following MMS treatment. Scale bars, 2 µm. Images are reproduced
from ref. (79) with permission.
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2.6.

Perspectives

Well-suited to dissect intracellular kinetics, spatial organization and heterogeneity
in expression levels of repair factors, single-molecule live-cell imaging has yielded
unexpected insights into the inner workings of the DNA repair machineries in
bacteria. These approaches have revealed how various steps of DNA repair are coordinated in live cells, and their consequences on the fates of cells. To this end, the
development of superior fluorescent probes that facilitate multi-colour and longtimescale imaging will enable researchers to build a comprehensive picture of how
the DNA repair response evolves in real time. Novel in vivo manipulation tools that
enable site-specific perturbations will additionally allow the mapping of check points
during repair. As single-molecule experimental setups become increasingly
accessible to non-experts, we anticipate the applications of single-molecule imaging
to probe DNA metabolism will continue to expand to other bacteria and higher
organisms. Coupled with genetic, biochemical, structural, in vitro assays and
modelling, single-molecule live-cell imaging will tremendously contribute to a
mechanistic understanding of how biological systems maintain their genomic
integrity and the processes leading to mutagenesis and carcinogenesis (129).
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3. Identifying multiple kinetic populations of DNA binding
proteins in live cells using single-molecule fluorescence
imaging
Han N. Ho, Daniel Zalami, Antoine M. van Oijen and Harshad Ghodke
A modified version of this chapter appeared in Biophysical Journal, 117: 950-961, DOI:
10.1016/j.bpj.2019.07.015.
Understanding how multi-protein complexes function in cells requires detailed
quantitative understanding of their association and dissociation kinetics. Analysis of the
heterogeneity of binding lifetimes enables interrogation of the various intermediate
states formed during the reaction. Single-molecule fluorescence imaging permits the
measurement of reaction kinetics inside living organisms with minimal perturbation.
However, poor photo-physical properties of fluorescent probes limit the dynamic range
and accuracy of measurements of off rates in live cells. Interval imaging coupled to
single-molecule fluorescence imaging can partially overcome the effect of photobleaching, however, limitations of this technique remain uncharacterised. Here, we
present a structured analysis of which timescales are most accessible using the interval
imaging approach and explore uncertainties in determining kinetic sub-populations. We
demonstrate the effect of shot noise on the precision of the measurements, as well as
the resolution and dynamic range limits that are inherent to the method. Our work
provides a convenient implementation to determine theoretical errors from
measurements and to support interpretation of experimental data.
H.N.H developed the simulation algorithms with inputs from D.Z. H.N.H performed the
simulations and wrote the first draft.

43

3.1.

Introduction

Understanding fundamental processes of life requires characterization of the
kinetics of interactions between biological molecules. At single-molecule levels,
these systems often exhibit kinetic heterogeneity that is inherent to the presence of
multiple intermediate states (73,123,130-143). Advances in single-molecule imaging
have enabled the detection and characterisation of heterogeneous sub-populations
in reactions conducted in vitro as well as, in vivo. Ultimately, these investigations
enable the construction of detailed molecular mechanisms to explain how various
biomolecular interactions proceed.
Compared to in vitro studies, live-cell investigations offer the key advantage of
studying biochemical reactions at physiological conditions that can be difficult to
reconstitute. Single-molecule live-cell imaging commonly relies on fluorescent
proteins that are genetically fused to the protein of interest (Figure 3.1A) (144-147).
Tracking the fluorescence signal of thousands of molecules, one molecule at a time,
enables the building of physical models, from which physical parameters such as
diffusion constants and detachment rates from DNA can be determined. Where
detachment rates are concerned, the trajectory lengths of thousands of molecules
are aligned to obtain a cumulative residence time distribution (CRTD). At the singlemolecule level, the dissociation of a protein from its substrate is a stochastic process.
This phenomenon can be adequately described as a two-state kinetic model with the
interconversion of populations being modelled as a Poisson process. The resulting
CRTD can be fit with exponential models to obtain decay rates. In the case of a
fluorescently tagged protein where loss of fluorescence is attributable to either
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dissociation, or photobleaching of the chromophore, the CRTD represents a
combination of binding lifetimes and lifetime of the fluorescent protein (Figure 3.1BC) (131).

Figure 3.1 Experimental approach for characterising kinetic heterogeneity of protein
binding in live cells using single-molecule fluorescence imaging. (A) The protein of interest
is tagged with a fluorescent protein. When the protein binds to DNA substrate, its
fluorescence signal appears as a diffraction-limited focus that can be tracked in real time.
Subsequent dissociation results in the disappearance of the focus and a redistribution of
fluorescence signal throughout the cell. Yellow outlines illustrate the bacterial cell
membrane. (B) The loss of fluorescence is attributable to either dissociation, or
photobleaching of the chromophore. (C) Cumulative residence time distribution (CRTD)
constructed from binding durations of thousands of molecules. Fitting to exponential
model yields an effective rate keff, which is the sum of off rate (koff) of the protein of
interest and photobleaching rate (kb) of the fluorescent probe. (D) To deconvolute kb and
koff, excitation and integration durations (tint) can be spaced with various dark intervals
(td). (E) Through exponential analyses, CRTDs obtained at various intervals result in keffttl
plots which are indicators of kinetic heterogeneity. A single kinetic population yields a
straight line whereas deviations from linear fits indicate the presence of a second kinetic
sub-population. For a single kinetic population, the slope is the off rate and y-intercept is
proportional to the photobleaching rate.

Photobleaching, a result of fluorescent proteins being damaged upon exposure to
excitation sources, leads to the loss of fluorescence signal (148). Under excitation
conditions that guarantee good signal-to-background ratios, fluorescent proteins
can only stay ‘on’ for a few frames during acquisitions, a problem referred as ‘photon
budget’ (83). Thus, when photobleaching occurs faster than the dissociation process,
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lifetime measurements are limited by the photobleaching rate. To overcome this
problem and extend the observation time, the observation time window can be
expanded by temporally spacing the photon budget using stroboscopic imaging (74).
In this method, a dark interval (td) is inserted between integration time (tint),
effectively scaling the observation time with a factor of (tint + td)/tint. Instead of using
one dark interval, Gebhardt and co-workers (2013) developed an interval imaging
approach in which fluorescence acquisitions are collected at a series of intervals
(Figure 3.1D) (80). Briefly, the approach works as follows: First, several movies (each
with a unique dark interval) are collected while keeping the photon budget constant
(in practice this is achieved by keeping the number of frames constant across all the
movies). In cases where the copy number of the tagged protein is high and single
molecule imaging conditions may be difficult to attain, the cellular fluorescence is
first photobleached such that only single molecule fluorescence is observable.
Subsequently, using particle tracking algorithms that enable measurements of
lifetimes of bound molecules within a specified localisation radius, a cumulative
residence time distribution can be compiled. Fitting the CRTDs to effective rates
(keff), one can obtain the so-called keffttl plot which is linear for mono-exponential
distributions (Figure 3.1E). This plot represents the total number of events that
correspond to focus loss either due to protein dissociation or photobleaching of the
tag. In this case, since the photobleaching rate is maintained constant across all
conditions, it can be read off from the intercept on the Y-axis. A population of
molecules dissociating with a finite and measurable off rate manifests as a straight
line, where the slope reports on the off rate of the dissociation kinetics. A mixed
population manifests as a deviation from the straight fit (Figure 3.1E) (80). Fitting the
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experimental data to a model of mixed populations can then be used to extract the
relative amplitudes and rates of the various populations. This power to deconvolute
the photobleaching rate from multiple off rates has been successfully harnessed to
dissect the kinetic heterogeneity of various DNA binding proteins including
transcription factors and DNA replication and repair proteins in live
cells (80,125,149,150).
However, limitations arising from the practical implementation of this elegant
method remain uncharacterised. In particular, we address the following questions:
1) What is the minimum number of observations needed to determine the time
constant with specified confidence? 2) For a given experimental setup, what is the
dynamic range in time constants that can be detected? 3) How many populations
can be resolved and 4) What limits the ability to reliably resolve multiple
populations? This study serves to provide a practical guide to realise the power as
well as limitations of practical implementations of the interval imaging approach to
measure intracellular binding kinetics of fluorescently tagged proteins.
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3.2.

Methods

3.2.1. Rationale and model
Consider a system containing ‘A’ number of fluorescently tagged DNA-bound
proteins, wherein the proteins dissociate from DNA with a single off rate (koff). Upon
exposure to excitation photon sources, the fluorescent proteins exhibit
photobleaching with a rate kb, resulting in the loss of fluorescence signal.
Additionally, dissociation contributes to the loss of fluorescent foci as protein
molecules move out of the localisation radius. Since dissociation and photobleaching
are independent, and both are Poisson processes, the loss of observations as a
function of time t can be described as:
𝑓" (𝑡) = 𝐴exp(−(𝑘- + 𝑘/00 )𝑡)

(3.1)

Precise determination of time constants (t, t = 1/koff) from exponential distributions
requires that: (a) the sampling interval is faster than t, and (b) the total observation
time is several-fold longer than t (151). The dynamic range is therefore dictated by
how fast one can sample, and how long one can observe. Observation times of
genetically expressible fluorescent proteins are severely limited to the duration of a
few acquisition frames due to photobleaching. To extend observation times, the
frame rate can be reduced by inserting a dark interval (td) after a short integration
time (tint). Scaling the photobleaching rate appropriately, Eq. 3.1 then becomes:
𝑓1 (𝑡) = 𝐴exp(−(𝑘- τ345⁄τ56 + 𝑘/00 )𝑡)

(3.2)

where the time-lapse time ttl is the sum of tint and td. The sum of two decay rates kb
and koff can be approximated with an effective decay rate (keff):
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𝑘800 = 𝑘- τ345 ⁄τ56 + 𝑘/00

(3.3)

Rearrangement of Eq. 3.3 yields:
𝑘800 τ56 = 𝑘- τ345 + 𝑘/00 τ56

(3.4)

As kbtint is maintained constant at a certain imaging condition, keffttl increases
linearly with ttl, with the coefficient (slope) koff.
In system with two sub-populations each dissociating at different rates koff1 and koff2,
Eq. 3.2 then becomes:
𝑓: (𝑡) = 𝐴;𝐵exp(−(𝑘- τ345 ⁄τ56 + 𝑘/00" )𝑡)

(3.5)

+ (1 − 𝐵)exp(−(𝑘- τ345⁄τ56 + 𝑘/001 )𝑡)>

where B (0 < B < 1) and (1 – B) are the amplitudes of koff1 and koff2 sub-populations
respectively.
Similarly, a system with three kinetic sub-populations can be described by:
𝑓? (𝑡) = 𝐴;𝐵" exp(−(𝑘- τ345⁄τ56 + 𝑘/00" )𝑡)

(3.6)

+ 𝐵1 exp(−(𝑘- τ345⁄τ56 + 𝑘/001 )𝑡)
+ (1 − 𝐵" − 𝐵1 )exp(−(𝑘- τ345⁄τ56 + 𝑘/00: )𝑡)>

where B1, B2 (0 < B1, B2 < 1 and B1 + B2 < 1) and (1 – B1 – B2) represent the amplitudes
of koff1, koff2 and koff3 sub-populations respectively.
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3.2.2. Simulating simultaneous dissociation and photobleaching
In order to maintain full control of the kinetic variables, we chose to perform
simulations of the experiment. Simulations of exponential distributions and curvefitting were performed with custom-written program in MATLAB (The MathWorks,
Natick, MA). We simulated exponential distributions (Eq. 3.2,3.5,3.6) using the
exprnd function in MATLAB. Unless otherwise stated, kbtint was fixed at 0.7 and 11
values of ttl were used (0.1, 0.2, 0.3, 0.4, 0.6, 1, 2, 3, 5, 8, 10 s). The limit of 10 s
applied on ttl is due to the practical challenge of tracking binding events in long
timescales. The difficulties manifest in long timescales due to cellular growth and
motions of the chromosome, and the higher probability of counting rebinding events
in the same localisation volume.
To mimic cumulative residence time distribution (CRTD) from experiments, the
simulated data were binned in ten bins with edges corresponding to frame times
(multiples of ttl). The number of observations (n), corresponding to the height of the
first bin in the CRTD, was used as the stopping condition of the simulation.
Practically, binding events are defined as peaks detected on at least two frames to
account for slowly moving molecules that only stay on one frame. Hence, we
rejected observations in the first bin (0 to ttl) and only carried observations from ttl
to 10ttl to the next step.
To simulate uncertainty in each simulation sample, ten rounds of bootstrapping
were performed, each involved randomly sampling 80% of the simulated population.
Next, fitting was performed on each bootstrapped CRTDs (henceforth referred
simply as CRTDs). First, the CRTD at each ttl was fit to a mono-exponential model to
obtain keff (Eq. 3.2, 3.3). These values for keff, corresponding to the number of ttl,
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were then used to construct the keffttl plot. Error bands in these plots represent
standard deviations from ten bootstrapped samples.
Second, the CRTDs for all ttl were fit to multi-objective functions based on Eq. 3.2,
3.5 and 3.6 (global fitting). Eq. 3.7 illustrates the multi-objective function for monoexponential processes:
𝑓@ (𝑡, BBBB⃗
τ56 ) = BA⃗ exp(−(𝑘- τ345⁄ BBBB⃗
τ56 + 𝑘/00 )𝑡)

(3.7)

B⃗ is the vector representing the number
where BBBB⃗
τ56 is the vector of all ttl sampled and A
of molecules across all ttl at time 0. For fitting to mono-exponential, the global
parameters kb and koff were solved by non-linear least square minimisation using the
trust-region-reflective algorithm in the lsqnonlin function in MATLAB. The full list of
parameters, initialisation, bound conditions and stopping criteria for fitting are
present in Supplementary Table 3.1. Solving for kb, koff1, koff2 and the amplitudes in
bi-exponential model was performed in the same manner. Following minimisation,
the smaller off rate and its corresponding amplitude were assigned as koff1 and B
respectively.
Minimisation to the tri-exponential model (Eq. 3.6) required three additional
constraints. The first constraint was the sum of amplitudes from the first two subpopulation needs to be less than 1 (B1 + B2 < 1). To avoid solutions where two out of
the three off rates are so closely spaced that they can be considered the same, we
further restricted koff2 to be larger than 2koff1, and koff3 to be larger than 2koff2.
Minimisation with these additional constraints was handled using the trust-regionreflective algorithm in the fmincon function in MATLAB.
For each simulation, time constants and amplitudes are reported as the mean of
CRTDs. The standard deviations of the time constant (σt) from a hundred simulations
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using the same conditions was calculated according to Eq. 3.8.
"⁄1

"LL

σF = GH(τI − 〈τ〉)1O100 P

(3.8)

IM"

where <t> denotes the true time constant, which is calculated by 1/< koff>.
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3.3.

Results

3.3.1. Uncertainties in time constants from mono-exponential distributions
We first explored the relationship between the number of observations (n) and
uncertainties in estimates of time constants from mono-exponential distributions.
To this end, we simulated a population of molecules dissociating at koff of 0.1 s-1,
corresponding to a time constant <t> of 10 s, and photobleaching at kb equal to 7 s1

. While tint was constant at 0.1 s, ttl varied from 0.1 s to 10 s. The theoretical keffttl

plot at infinite n is shown as the dashed line (Figure 3.2A). At n = 103 observations,
the keffttl plot deviates noticeably from the theoretical line (Figure 3.2A, purple
curve). However, as n increases, the error bands reduce, and the plots closely
resemble straight lines (purple curves, Figure 3.2B-D). At 105 observations, linearly
fitting the keffttl plot (Figure 3.2D) yielded a slope of 0.1 and y-intercept of 0.6992,
reflecting the true koff and kbtint. As expected, mono-exponential distributions with
the same kbtint but smaller off rate (koff = 0.01 s-1) or without off rate (koff = 0 s-1)
yielded lines with smaller slope (Figure 3.2A-D, green curves) or essentially flat lines
(Figure 3.2A-D, black curves).
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Figure 3.2 Determination of time constants from mono-exponential distributions. (A-D)
keffttl plots of mono-exponential distributions with kbtint of 0.7 and koff of 0.1 s-1 (purple
curves), 0.01 s-1 (green curves) or 0 s-1 (black curves). The simulation stopped when the
pre-set number of observations (n) of (A) 103, (B) 3x103, (C) 104 or (D) 105 was reached. (A)
Dash lines correspond to theoretical keffttl plots (at infinite counts). Shaded error bars are
standard deviations from 10 bootstrapped samples. (E) Scatter plots show distributions of
t obtained using global fitting from 100 simulated samples for each n value. Red bars
represent the averages. (Inset) The relative error in determining t (σt /<t>) reduces with
the inverse square root of n (n-1/2). Dash line is the linear fit to six data points. (F)
Coefficient in function of σt /<t> versus n-1/2 at various <t>. The sharp increase in
coefficients for <t> larger than 50 s indicates larger uncertainties in measuring slow
processes.
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To characterise the uncertainty in the estimate of the time constant (σt), we
repeated the simulation a hundred times for each value of n and determined t using
global fitting (Methods, Figure 3.2E). As expected for shot noise, the relative error
σt /<t> is proportional to the inverse of the square root of n with a coefficient of 3.8
(Figure 3.2E, inset). Importantly, the coefficient fluctuates between 3.7 and 5.7 for
<t> ≤ 50 s, but rises sharply for <t> greater than 50 s (Figure 3.2F). This result
demonstrates that the uncertainty in estimating lifetime of long-lived molecules
becomes arbitrarily large when the extended lifetime of the fluorophore (by
introduction of td) becomes comparable to the binding lifetime. In this circumstance,
very large increases in the number of observations are required to effectively reduce
the uncertainty in the lifetime measurement. Therefore, in practice for a bright
fluorescent protein such as YPet, we propose that accurate measurements of
binding lifetimes greater than 50 s require significant increases in the number of
observations (n). In systems where a trade-off must be met between ttl and n, a
lifetime of 50 s reflects a practical resolution limit for such measurements.
We anticipated that photobleaching rate also contributes to στ as faster
photobleaching reduces observation times. To examine the effect of kbtint, we
performed a comprehensive set of simulations with kbtint varying from 0.007 to 2.1
(kb from 0.07 to 70 s-1 and tint from 0.01 to 0.1 s). We obtained the relationship
between σt /t, n and kbtint as in Eq. 3.9.
𝜎F (2.7379𝑘- τ345 )1
=
τ
𝑛"⁄1

(3.9)

This formula describes the lower bound of errors as other sources of practical errors,
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such as localisation uncertainties and experimental variations, have not been
considered. The minimum number of observations required to determine t (<t> ≤
50 s) with a given uncertainty is therefore:
𝑛 = (τ⁄𝜎F )1 × (2.7379𝑘Y τ345 )?

(3.10)

As an example, when kbtint is 0.7, the number of observations required to achieve
relative error of 10% in the estimate of t (where <t> ≤ 50 s) is about 1350 (see Figure
3.2E).
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3.3.2. Uncertainties in time constants and amplitudes from bi-exponential
distributions
Next, we examined the situation where a second kinetic sub-population is present
in the system. A second population with a faster off rate yields keffttl plots that
deviate from straight lines (80). However, deviations can also be a result of shot
noise at low n (see Figure 3.2A-D). To identify the minimum n at which one can
determine with a specified confidence that a bi-exponential model is appropriate,
we simulated CRTDs using Eq. 3.5. First, we performed simulations with off rates that
are an order of magnitude apart: koff1 = 0.1 s-1 (intermediate rate) and koff2 = 1 s-1
(fast rate). The amplitude B of the intermediate dissociating population was varied
from 10% to 90%.
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Figure 3.3 Determination of time constants and amplitudes from bi-exponential
distributions with an intermediate rate (koff1) and a fast rate (koff2 = 10 koff1). (A-D) keffttl
plots of bi-exponential distributions with kbtint of 0.7, koff1 and koff2 of 0.1 and 1.0 s-1
respectively, with (A) 103, (B) 3x103, (C) 104 or (D) 105 observations. The amplitude of koff1
(B) is 10% (orange), 25% (purple), 50% (green) or 90% (black). Shaded error bars are
standard deviations from 10 bootstrapped samples. (E-G) Scatter plots show distributions
of B, t1 and t2 obtained using global fitting from 100 simulated distributions for each n
value. Each panel corresponds to a pre-set B, which increases from 10%, 25%, 50%, 75% to
90% from left to right. In each panel, n increases from 103 (1e3) to 105 (1e5). Dashed lines
and red bars represent the true values and the average respectively. To enhance visibility,
outliers (less than 5% when present) were omitted from scatter plots.
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When the majority of the population dissociates with the intermediate rate koff1 (B =
90%), the keffttl plots resemble those of mono-exponential distribution with the
single koff of 0.1 s-1 (compare Figure 3.3A-D, black curves and Figure 3.2A-D). As
before, increasing the number of observations significantly improved the quality of
the keffttl plots (Figure 3.3A-D). These simulations reveal that a short-lived second
sub-population does not manifest as a visible feature in the keffttl plots when it is
present only to the extent of 10% in the observations. To examine if the two
populations could be resolved with global fitting using the bi-exponential model, we
determined time constants and amplitudes from 100 simulations (Figure 3.3E-G,
right-most panel). Unsurprisingly, we found that the accuracies and precisions of
determining B, t1 and t2 increase with n. While estimation of t1 is robust (relative
error of 6% at 104 counts) (Figure 3.3F), global fitting of CRTDs to the bi-exponential
model at low counts suffers from a bias towards the fast dissociating sub-population,
with its amplitude being overestimated and t2 being underestimated (Figure 3.3E,
G). This bias is observed to a lesser extent when koff1 is present at 75% or 50% (Figure
3.3E-G).
As the amplitude of the fast dissociating sub-population increased (B equal to 25%
or 10%), fewer observations were found at long intervals. Insufficient counts
resulted in missing data points at these ttl (ttl ≥ 5 s) in keffttl plots at low counts (103
and 3x103, Figure 3.3A-B). However, the keffttl plots extended to the full ttl range of
10 s when n increases to 104 and 105 (Figure 3.3C-D). As expected, deviations from
straight lines were found in the 0-5 s regime, reflecting the presence of the fast
dissociating sub-population. Since contributions from the fast dissociating sub59

population drop sharply at long timescales, the keffttl plots converge to the straight
line exhibited by mono-exponential distributions with koff1 (Figure 3.3C-D). Further
analysis by integrating the area under the peaks in the 0-to-5 s region shows the area
increases exponentially with the amplitude of the fast dissociating sub-population
(Supplementary Figure 3.1).
When the fast dissociating sub-population represents the majority, the accuracy and
precision in determining B, t1 and t2 also increase with n (Figure 3.3E-G). Further,
estimates of B are more precise compared to when the intermediate sub-population
is the majority (Figure 3.3E). This is due to the fast dissociating sub-population being
sufficiently represented across ttl when B is small. As an example, when B is 10% or
25%, the errors in estimating B (σB) at 104 counts reduce to 1.4% and 2.9%
respectively (Figure 3.3E, two left-most panels). Along these amplitudes, t1 can be
estimated with a 10% error at 3x104 counts for 10% koff1 and 104 counts for 25% koff1
(Figure 3.3F, two left-most panels). Further, estimations of t2 are more precise
relative to t1, consistent with the abundance of fast dissociating sub-population
(Figure 3.3F-G).
These trends were also observed for bi-exponential distributions with rates that are
further spaced (0.01 s-1 and 1 s-1, Supplementary Figure 3.2). In general, we propose
that deviations from straight lines in keffttl plot can be used as reliable indicators for
bi-exponential distributions when n is above 104.
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3.3.3. Resolution limit in determining time constants and amplitudes from biexponential distributions
Due to the resolution limit that is inherent to exponential analysis (151), we
anticipated the ability to resolve rates that are closely spaced would reduce. To test
this hypothesis, we simulated bi-exponential distributions with rates that are only
three-fold apart: an intermediate rate koff1 of 0.1 s-1 and a fast rate koff2 of 0.3 s-1.
Under conditions that yield sufficient observations at long intervals (n ≥ 104),
examination of the keffttl plots often fails to identify the presence of multiple subpopulations in the form of deviation from straight lines (Figure 3.4A-D). Only when
the fast rate is present at 90%, can deviations be observed in the form of a broad
convex spanning from 0 to 10 s (orange curves, Figure 3.4C-D). Fitting to Eq. 3.5
yields unreliable results for B and t2 (Figure 3.4E, G). While estimates of t1 are more
precise, the accuracy in determining t1 requires 105 observations or <B> to be larger
than 50% (Figure 3.4F). Fitting CRTDs at low counts (n ≤ 104) to the bi-exponential
model should be avoided as one often obtains two kinetics sub-populations with
artificially enhanced rate separation and substantial amplitudes, regardless of the
true amplitudes (Figure 3.4E-G).
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Figure 3.4 Determination of time constants and amplitudes from bi-exponential
distributions with closely spaced rates (koff2 = 3koff1). (A-D) keffttl plots of bi-exponential
distributions with kbtint of 0.7, koff1 and koff2 of 0.1 and 0.3 s-1 respectively, with (A) 103, (B)
3x103, (C) 104 or (D) 105 observations. The amplitude of koff1 (B) is 10% (orange), 25%
(purple), 50% (green) or 90% (black). Shaded error bars are standard deviations from 10
bootstrapped samples. (E-G) Scatter plots show distributions of B, t1 and t2 obtained from
fitting of 100 simulated distributions for each n value. Each panel corresponds to a pre-set
B, which increases from 10%, 25%, 50%, 75% to 90% from left to right. In each panel, n
increases from 103 (1e3) to 105 (1e5). Dashed lines and red bars represent the true values
and the average respectively. To enhance visibility, outliers (less than 5% when present)
were omitted from scatter plots.
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3.3.4. Dynamic range limit in determining time constants and amplitudes from
bi-exponential distributions
As we demonstrated in Figure 3.2F, time constant measurements of slow processes
(t ≥ 50 s) entail larger uncertainties due to the limited observation time around one
minute. To examine the implication of this dynamic range limit on resolving two
kinetic sub-populations, we simulated bi-exponential distributions with a slow rate
(koff1 of 0.01 s-1; <t> = 100 s) and an intermediate rate (koff2 of 0.1 s-1; <t> = 10 s).
Unexpectedly, the keffttl plots resemble straight lines (Figure 3.5A-C), unlike those
comprised of an intermediate rate (<t> = 1 s) and a slow rate (<t> = 10 s) (Figure
3.3). The slopes of these lines increase with the amplitude of koff2, reflecting the
relative contribution of this sub-population. Only after 5<t2> or 50 s, the
contribution from the intermediate population becomes negligible and the keffttl
plots converge to that of mono-exponential distribution with koff1 (Supplementary
Figure 3.3). Fitting the CRTDs at 105 counts to mono-exponential model (Eq. 3.7)
results in apparent time constants (t*) that are between <t1> and <t2> (Figure 3.5D).
Fitting mean t* vs. B to exponential function yields Equation 3.11:
τ∗ = 〈τ1 〉𝑒 \]^(〈F_ 〉⁄〈F` 〉)a

(3.11)

Thus, B can be derived from t* where <t1> and <t2> are known.
Fitting the CRTDs with n less than 106 to the bi-exponential model yields unreliable
results (Figure 3.5E-G). Across various amplitudes of koff1, the slow time constant, t1,
is often underestimated and corresponds to t* at that amplitude (compare Figure
3.5F to Figure 3.5D). Similarly, t2 is also underestimated, but eventually approaches
<t2> of 10 s when n reached 106 counts and the amplitude of koff2 sub-population is
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more than 25% (Figure 3.5G, three left-most panels).

Figure 3.5 Determination of time constants and amplitudes from bi-exponential
distributions with a slow rate (koff1) and an intermediate rate (koff2 = 10koff1). (A-C) keffttl
plots of bi-exponential distributions with kbtint of 0.7, koff1 and koff2 of 0.01 and 0.1 s-1
respectively, with (A) 103, (B) 104 or (C) 105 observations. The amplitude of koff1 (B) is 10%
(orange), 25% (purple), 50% (green) or 90% (black). Shaded error bars are standard
deviations from ten bootstrapped samples. (D) Scatter plots show distribution of apparent
t (t*) obtained from fitting of 100 simulated bi-exponential distributions at a specified B
and 105 counts to mono-exponential model. Line is exponential fit between the average
of t* (red bars) and B. (E-G) Scatter plots show distributions of B, t1 and t2 obtained from
fitting of 100 simulated distributions to bi-exponential model. Each panel corresponds to
a pre-set amplitude of koff1, which increases from 10%, 25%, 50%, 75% to 90% from left to
right. In each panel, n increases from 103 (1e3) to 106 (1e6). Dashed lines and red bars
represent the true values and the average respectively. To enhance visibility, outliers (less
than 5% when present) were omitted from scatter plots.
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3.3.5. Resolution of three off rates
The resolution limit as well as dynamic range limit that we demonstrated above raise
the question if tri-exponential distributions can be faithfully resolved under the
specified experimental condition (ttl range, range of n). To address this issue, we
simulated tri-exponential distributions (Eq. 3.6), with off rates spanning two orders
of magnitude (0.01, 0.1 and 1 s-1). The diversity in keffttl plots obtained by varying B1
and B2 is illustrated in Figure 3.6A. We further characterised uncertainties in
amplitudes and time constants obtained using global fitting to the tri-exponential
model (Methods). Importantly, the effects of increasing n on accuracy of the time
constants and amplitudes are no longer easily predictable: improved accuracy in one
parameter may come at an expense of the others (Figure 3.6B-F). Overall, we found
t3 to be an average of <t2> and <t3>, t2 to be an average of <t1> and <t2> while t1
is commonly underestimated. As in the case of the bi-exponential simulations, we
observed consistent biases towards faster time constants.
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Figure 3.6 Determination of time constants and amplitudes from tri-exponential
distributions with a slow rate (koff1), an intermediate rate (koff2 = 10koff1) and a fast rate
(koff3 = 10koff2). From left to right, five panels in each row correspond to different
amplitudes of each sub-population (displayed on top). (A) keffttl plots of tri-exponential
distributions with kbtint of 0.7, koff1, koff2 and koff3 of 0.01, 0.1 and 1 s-1 respectively, with 103
(dash purple curves) and 106 (grey curves) observations. Shaded error bars are standard
deviations from 10 bootstrapped samples. (B-F) Scatter plots show distributions of
amplitudes (B1 and B2), t1, t2 and t3 obtained using global fitting from 100 simulated
samples. In each panel, n increases from 103 (1e3) to 106 (1e6). Dashed lines and red bars
represent the true values and the averages respectively. To enhance visibility, outliers
(less than 5% when present) were omitted from scatter plots.
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3.3.6. The choice of ttl
Given a finite amount of experimental time, should one sample with more ttl
(increase Ninterval) or obtain more observations (increase n) with a minimal ttl set?
We defined the minimal ttl set to contain ttl values that are three-fold apart in the 0to-10 s regime. Thus, this set contains 5 ttl values (Nmin = 5): 0.1, 0.3, 1, 3 and 10 s.
Extending Eq. 3.9 to the total number of observations (nNinterval), one could expect
errors of estimates to reduce by a factor of √(Ninterval/Nmin) for the same n. Our
simulations up to this point were performed with Ninterval equal to 11. Hence, error
ratios (σ11/σ5) smaller than 1/√(11/5) or 0.67 indicate the benefit of increasing
Ninterval outweighs the benefit of increasing n with the minimal ttl set whereas error
ratios larger than 0.67 represent redundancy in ttl.
To identify the optimum choice of ttl, we simulated bi-exponential distributions with
an intermediate rate (koff1 = 0.1 s-1) and a fast rate (koff2 = 1 s-1) using the minimal ttl
set. These simulations yielded keffttl plots that closely resemble those in Figure 3.3
(see Figure 3.7A-D) and similarly, deviations from straight lines are also reliable
indicators of kinetic heterogeneity when B is less than 90%. As expected, estimates
of B, t1 and t2 are more accurate with larger n (Figure 3.7E-G). Further, at the same
n, errors of estimates are almost always smaller in simulated distributions with 11 ttl
(σ11/σ5 < 1, Figure 3.7H). Redundancy in ttl were observed in some cases when the
intermediate dissociating sub-population is the majority (σ11/σ5 > 0.67, B from 50%
to 90%) (Figure 3.7H). However, when the majority dissociates with the fast rate (B
equal to 10% or 25%), the benefit of sampling with more ttl is clear (σ11/σ5 < 0.67),
especially with n ≥ 104. Thus, we concluded the net benefit of increasing Ninterval is
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greater than increasing n with the minimal ttl set.

Figure 3.7 Determination of time constants and amplitudes from bi-exponential
distributions using a minimal ttl set (5 ttl values), an intermediate rate (koff1 = 0.1 s-1) and a
fast rate (koff2 = 1 s-1). (A-D) keffttl plots of bi-exponential distributions with (A) 103, (B)
3x103, (C) 104 or (D) 105 observations. The amplitude of koff1 (B) is 10% (orange), 25%
(purple), 50% (green) or 90% (black). Shaded error bands are standard deviations from 10
bootstrapped samples. (E-G) Scatter plots show distributions of B, t1 and t2 obtained using
global fitting from 100 simulated distributions for each n value. Each panel corresponds to
a pre-set B, which increases from 10%, 25%, 50%, 75% to 90% from left to right. In each
panel, n increases from 103 (1e3) to 105 (1e5). Dashed lines and red bars represent the true
values and averages respectively. To enhance visibility, outliers (less than 5% when
present) were omitted from scatter plots. (H) Bar plots show ratios of error estimates
obtained from simulations with 11 and 5 ttl values at the same n. Blue: B, green: t1, yellow:
t 2.
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3.4.

Discussion

In this work, we used simulated data to explore the influence of shot noise,
resolution limit and dynamic range limit on resolving multiple kinetic subpopulations in single-molecule interval imaging experiments (Figure 3.8). Within the
dynamic range and resolution limit, determination of time constants and amplitudes
in mono-exponential and bi-exponential distributions are reliable in general,
especially with at least 104 counts. Fitting to tri-exponential models, however, yields
unreliable results and hence fitting outcomes should be interpreted with caution.

Figure 3.8 Dynamic range and resolution limits in resolving multiple populations using the
interval imaging technique with photobleaching-prone fluorescent probes. Orange zones
indicate conditions where errors in estimates of t and the amplitude are high.

As showed in Eq. 3.9, the relative error in t determination scales with the square of
kbtint and the inverse square root of n. This emphasises the importance of choosing
imaging conditions to minimise kbtint as a two-fold increase in kbtint needs to be
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compensated by a 16-fold increase in n. A balance has to be struck here to ensure
good signal-to-background ratio, a prerequisite for reliable particle tracking. These
findings also highlight the importance of developing and using fluorophores with
higher photo-stability and brightness for live-cell applications as these would greatly
reduce uncertainties in measurements. In practice, the choice of fluorescent protein
should be made with great care, as fluorescent proteins often exhibit undesirable
properties that limit their utility (98-100,152,153).
Errors obtained from repeating the experiments can be an underestimation
compared to inherent errors conferred by shot noise when fitting is illconditioned (154), which is often the case when minimizing using multi-objective
functions (155). Therefore, reports of time constant measurements using these
interval imaging approaches should clearly state kbtint from fitting and n from
experimental data. This would enable a theoretical error estimation of t and avoid
over-interpretation of experimental results.
We found keffttl plots useful for guiding the fitting model when the number of counts
is sufficiently large (more than 104) as deviations from straight lines faithfully reflect
heterogeneity in binding kinetics. The reverse is not necessarily true. Good linear
fits, seen at large n values, can reflect one of the following three scenarios: the
absence of multiple populations, sub-populations with off rates that are within the
resolution limit, or sub-populations where the off rate of one population lies beyond
the dynamic range of the experiment. When the mono-exponential model is used to
fit those data, an apparent time constant t*, whose value lies between the two true
time constants, is obtained. While sub-optimal, t* depends on the proportion of
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molecules in each kinetic sub-population: a larger presence of the fast dissociating
sub-population yields smaller t*. This in turn can report on change in binding kinetics
when the biology is manipulable – for instance with binding partners or drugs.
Can statistical information such as reduced χ2 be used to decide the model that best
describes the data? Computing these criteria requires the degree of freedom to be
known, which is not the case when fitting to our non-linear models (156). Instead of
using statistical criteria, the selection of the fitting model using keffttl plot can be
complemented with experimental design. For example, in case where a biexponential model is invoked, it might be tempting to attribute sub-populations to
molecules performing certain activities such as binding of DNA repair proteins to a
damaged or non-damaged substrate. These hypotheses can be tested using
structure-function mutants in which one or few catalytic activities are inhibited,
hence, yielding predictable changes in keffttl plots and fitting results. Finally, where
possible, we recommend approaches that utilise multiple experimental designs to
reproducibly observe or enrich the hypothesised populations.
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3.5.

Supplementary Information

3.5.1. Supplementary table
Supplementary Table 3.1. Initialisations, constraints and termination tolerance
used in global fitting.
Model

3.2

3.5

Initialisation

Constraints

kb = 1 s-1

kb > 0 s-1

koff = 1 s

-1

-1

0 s < koff < 1/tint s

Termination
tolerance

-1

kb = 1 s-1

kb > 0

koff1 = 1 s-1

0 s-1 < koff1 < 1/tint s-1

B = 0.5

1/n < B < 1 – 1/n

koff2 = 2 s-1

0 s-1 < koff2 < 1/tint s-1

10-6

10-6

kb > 0 s-1
10-3 s-1 < koff1 < 0.1 s-1

kb = 1 s-1

0.05 < B1 < 0.95

koff1 = 0.05 s-1
3.6

0.01 s-1 < koff2 < 1 s-1

B1 = 0.3
koff2 = 0.2 s

0.05 < B2 < 0.95

-1

B2 = 0.3

0. 1 s-1 < koff3 < 1/tint s-1
B1 + B2 < 0.95

koff2 = 5 s-1

koff2 > 2 koff1
koff3 > 2 koff2
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10-9

3.5.2. Supplementary figures

Supplementary Figure 3.1 Bi-exponential distributions with an intermediate rate (koff1 =
0.1 s-1) and a fast rate (koff2 = 1 s-1) with infinite counts. (A) Representative keffttl plots at 20
amplitudes of koff2. From top to bottom, the amplitude reduces from 95% to 5%. (B)
Integrated peak areas as a function of koff2 amplitudes (open circles). Line is the
exponential fit to data points (R2: 0.9996). The peak area is calculated as the difference
between areas under the keffttl plots and the area under the line y = 0.7 + 0.1ttl.
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Supplementary Figure 3.2 Determination of time constants and amplitudes from biexponential distributions with a slow rate (koff1 = 0.01 s-1) and a fast rate (koff2 = 1 s-1). (AD) keffttl plots of bi-exponential distributions with (A) 103, (B) 3x103, (C) 104 or (D) 105
observations. The amplitude of koff1 is 10% (orange), 25% (purple), 50% (green) or 90%
(black). Shaded error bands are standard deviations from ten bootstrapped samples. (EG) Scatter plots show distributions of B, t1 and t2 obtained using global fitting from 100
simulated distributions for each n value. Each panel corresponds to a pre-set B, which
increases from 10%, 25%, 50%, 75% to 90% from left to right. In each panel, n increases
from 103 (1e3) to 105 (1e5). Red bars represent the averages. To enhance visibility, outliers
(less than 5% when present) were omitted from scatter plots.

74

Supplementary Figure 3.3 keffttl plots of bi-exponential distributions with a slow rate (koff1
= 0.01 s-1) and an intermediate rate (koff2 = 0.1 s-1) at 105 counts. The amplitude of koff1 is
10% (orange), 25% (purple), 50% (green) or 90% (black). Convergence occurs at ttl of 50 s.

75

4. The transcription-repair coupling factor Mfd associates with
RNA polymerase in the absence of exogenous damage
Han N. Ho, Antoine M. van Oijen, Harshad Ghodke
Published in Nature Communications, 2018; 9(1):1570, PMID: 29679003.

During transcription elongation, bacterial RNA polymerase (RNAP) can pause,
backtrack or stall when transcribing template DNA. Stalled transcription elongation
complexes at sites of bulky lesions can be rescued by the transcription terminator
Mfd. The molecular mechanisms of Mfd recruitment to transcription complexes in
vivo remain to be elucidated, however. Using single-molecule live-cell imaging, we
show that Mfd associates with elongation transcription complexes even in the
absence of exogenous genotoxic stresses. This interaction requires an intact RNA
polymerase-interacting domain of Mfd. In the presence of drugs that stall RNAP, we
find that Mfd associates pervasively with RNAP. The residence time of Mfd foci
reduces from 30 to 18 seconds in the presence of endogenous UvrA, suggesting that
UvrA promotes the resolution of Mfd-RNAP complexes on DNA. Our results reveal
that RNAP is frequently rescued by Mfd during normal growth and highlight a
ubiquitous house-keeping role for Mfd in regulating transcription elongation.

H.N.H created the constructs, with contribution from H.G. H.N.H performed experiments and
wrote the first draft.
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4.1.

Introduction

Transcription is a complex metabolic process in which genetic information encoded
in double-stranded DNA is transcribed by the RNA polymerase (RNAP) to form RNA.
In bacteria, this reaction is executed by the bacterial RNAP composed of five subunits
α2ββʹω (157). Whereas these core proteins catalyse the templated addition of rNTPs
to the growing RNA chain, additional accessory factors are required to initiate and
execute successful rounds of transcription in cells. The activities of these factors are
coordinated to cycle RNAP through the various stages of the transcription cycle, a
process that includes promoter recognition, closed complex formation, open
complex formation, abortive initiation, promoter escape, elongation and
termination (158).
Far from being a highly processive reaction, transcription elongation is punctuated
by nucleotide mis-incorporations, pausing or stalling events and collisions with
template-bound proteins acting as roadblocks (44,53,159,160). These events may
lead to transcription elongation complexes (TECs) entering non-productive states
that leave it stalled on the DNA. As highly stable complexes, failed TECs can pose a
threat to cell survival. While in some cases RNAP may be able to resume elongation
unaided, in Escherichia coli (E. coli) these stalled TECs are often rescued by the
concerted action of several transcription modulators such as GreA/B (161), NusA and
UvrD (27), and Mfd (9). Depending on particular transcription modulator(s)
associated with the stalled RNAP, RNAPs are led into various pathways including
transcript cleavage and restart, or transcription termination by forward or backward
translocation. Understanding the interplay between various regulatory factors that
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enable processive and high-fidelity transcription has been an area of intense
investigation and continues to be a long-standing challenge in the context of live
cells (50,162,163).
In E. coli the transcription-repair coupling factor Mfd promotes transcription
termination at sites of stalled RNAP and recruits the nucleotide excision repair (NER)
machinery to the site of the damage (reviewed in ref. (38)). This transcriptioncoupled repair (TCR) pathway occurs in the following manner: first, Mfd binds the β
subunit of stalled RNAP at the upstream side of the transcription bubble (10,37).
Second, RNAP binding is thought to promote a conformational change in Mfd that
allows it to bind dsDNA and trigger its translocase activities (33). Third, translocation
along dsDNA results in the collapse of the transcription bubble and enables
dissociation of RNAP from the template DNA, and the nascent transcript from
RNAP (41). In the final step, the lesion is handed over from RNAP to the UvrAB
proteins that specifically recognize the DNA damage and coordinate repair (9).
Whereas the mechanism of TCR is reasonably well understood from several in vitro
studies, it is not clear how the different partners interact in the intracellular
environment, where multiple DNA-repair factors often perform redundant
functions. With the objective of localizing and measuring the kinetics of association
of Mfd with RNAP in live cells, we constructed an MG1655 strain carrying a
chromosomal fusion of the bright fluorescent protein YPet to the C-terminus of Mfd.
We found that fluorescently tagged Mfd retains the ability to complement
transcription-coupled nucleotide excision repair in live cells when assayed for UV
survival. Live-cell imaging of growing bacteria revealed a pervasive association of
78

Mfd with the nucleoid even in the absence of exogenously induced DNA damage.
Using a combination of small-molecule modulators of transcription and mutants of
Mfd, we demonstrate that this extensive association of Mfd with the nucleoid arises
primarily from interactions of Mfd with stalled TECs of RNAP. These observations
demonstrate that Mfd rescues stalled RNAPs during normal metabolism, in the
absence of externally inflicted DNA damage. Based on our observations, we
conclude that Mfd serves a critical house-keeping role in regulating transcription
during normal growth.

4.2.

Results

4.2.1. Visualization of Mfd in live E. coli cells
To visualize Mfd in live E. coli, we employed λ Red recombination to create a Cterminal chromosomal fusion of mfd with the gene for the bright yellow fluorescent
protein YPet (164). This strain expresses the Mfd-YPet fusion protein from its native
promoter (Figure 4.1a). To identify whether the fusion protein retains the ability to
facilitate the transcription-coupled repair of UV-induced damage in live cells, we
performed UV-survival assays. Specifically, we compared growth rates of DrecA cells
carrying mfd, mfd-ypet or Dmfd in the MG1655 background after exposure to 254nm light (Figure 4.1b). Ultraviolet light is a strong inducer of the SOS DNA-damage
response in bacterial cells. Upon SOS, the expression of the UvrABD and Cho - DNArepair factors that execute the global genomic nucleotide-excision repair
pathway (165) is up-regulated (93). The increase in copy number of UvrA by
approximately ten-fold prioritizes the detection of UV lesions via the global genomic
nucleotide excision repair pathway, consequently masking the signal from
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transcription-coupled repair (166). Therefore, we assayed for Mfd-YPet function in
UV-sensitive DrecA cells that do not exhibit SOS induction in response to DNA
damage. In this genetic background, mfd- cells have been demonstrated to be
significantly more UV-sensitive than mfd+ cells (9). Following UV exposure, mfd-ypet
DrecA cells recovered at similar rates to mfd+ DrecA at low doses (0 and 1 J m-2) while
slight delays were observed at 2.5 and 5 J m-2 (Figure 4.1b). On the other hand, Dmfd
DrecA cells exhibited delay in recovery at intermediate UV doses (1 and 2.5 J m-2)
and failed to recover upon exposure to 5 J m-2. These results demonstrate that the
C-terminal YPet fusion retains function and is able to complement the repair of UVinduced lesions.
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Figure 4.1 Visualization of Mfd in live Escherichia coli. (a) Schematic of construction of mfdypet strain using l Red recombination. The native gene is replaced by a chromosomal mfdypet fusion under its native promoter. (b) The chromosomal mfd-ypet fusion allele retains
function when assayed for UV-survival. Growth curves of mfd+ DrecA (black), mfd-ypet
DrecA (green) and Dmfd DrecA (magenta) following exposure to various doses of 254-nm
light. NO and N are the numbers of cells at the beginning of the experiment and at the time
of measurement respectively. Shaded error bars represent standard error of the mean of
two measurements, with each measurement being an average of two technical replicates.
(c) Schematic of experimental setup for visualizing Mfd-YPet in live cells. (d)
Representative fluorescence image of mfd-ypet cells upon illumination with 514-nm light.
Image is an average projection of 10 continuous 100-ms frames. Cell outlines (yellow) were
drawn based on the bright-field image. Scale bar, 2 µm.
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Next, we performed live-cell imaging to visualize the intracellular localization of Mfd.
Cells expressing Mfd-YPet from the native chromosomal locus (mfd-ypet) were
grown in EZ-rich defined medium and deposited on a silanized coverslip in a flow
cell. This setup enabled us to visualize fast growing cells in the presence of fresh
growth medium at 30 °C (Figure 4.1c, Methods and Supplementary Figure 4.1).
Illumination with 514-nm laser light revealed high fluorescence signal in cells that
was attributable to a high concentration of Mfd-YPet. Relying on the single-molecule
sensitivity of our fluorescence imaging, we determined the copy number of
fluorescent Mfd-YPet in our strain using photo-bleaching experiments. By measuring
the initial fluorescence intensity of the cells and dividing it by the average intensity
of a single YPet molecule, we were able to estimate the copy number of Mfd-YPet to
be 22 ± 5 per cell (mean ± s.d., 254 cells; see Supplementary Figure 4.2a-c and
Supplementary Note 4.3). While the copy number of Mfd is widely believed to be
500 copies per cell (167), mass spectrometry-based measurements have determined
Mfd abundance in E. coli MG1655 grown in LB medium to be 48 ± 5 copies per cell
(mean ± s.d.) (168). Our estimate is consistent with the latter measurement and
likely reflects an underestimate of the true copy number of Mfd for two reasons.
First, slow maturation or mis-folding of the fluorophore will result in dark Mfd-YPet
molecules that are invisible in these assays (99). Second, C-terminally tagged Mfd
may be expressed with lower efficiency compared to wildtype Mfd. The slight delay
in recovery of mfd-ypet cells compared to mfd+ following exposure to UV doses of
2.5 and 5 J m-2 (Figure 4.1b) may be attributable to a potentially lower expression
level of Mfd-YPet compared to that of untagged Mfd in wildtype cells.
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Consistent with its role as a DNA-repair factor, Mfd-YPet displayed a nucleoidassociated signal (169) (Figure 4.1d and Supplementary Movie 4.1). The Mfd-YPet
distribution was found to be heterogeneous, with regions of high intensity,
reminiscent of the localizations of RNA polymerase in live bacterial cells (118).
Additionally, these data revealed that Mfd-YPet forms foci in these cells, suggesting
that the localizations visualized in our experiments arise out of multiple transient or
stably bound Mfd molecules interacting with the nucleoid.
4.2.2. Binding of Mfd is mediated via interactions with RNA polymerase
We next probed whether the Mfd-YPet foci visualized in our experiments
represented associations of Mfd with RNAP on DNA (Figure 4.2a). This association
could be demonstrated by visualizing an Mfd mutant that is impaired in its
interactions with RNAP and unable to displace stalled RNAP. We selected the
Mfd(L499R) mutant as it has previously been demonstrated to be deficient in
interactions with the β-subunit of RNAP, while retaining other functions such as DNA
binding, nucleotide binding and ATP hydrolysis (10) (Figure 4.2a,b). To that end, we
constructed a low-copy plasmid expressing Mfd(L499R)-YPet under the native mfd
promoter (Supplementary Note 4.2) and imaged it in Dmfd cells. In control studies,
we expressed wildtype Mfd-YPet from the same low-copy plasmid, under its native
promoter (Supplementary Note 4.2). In these cells, the copy number of Mfd-YPet
and Mfd(L499R)-YPet were found to be 190 ± 40 (mean ± s.d., 232 cells) and 170 ±
40 (mean ± s.d., 183 cells) respectively (Supplementary Figure 4.2d,e).
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Figure 4.2 Mfd-YPet associates with the nucleoid via interactions with RNA polymerase.
Schematic describing the initial stages of transcription-coupled repair. (a) Mfd is recruited
to RNA polymerase stalled at bulky lesions (orange star) on the transcribed strand. The
arrow indicates the direction of transcription elongation by RNA polymerase. (b)
Substitution of L499 residue with arginine (R) results in the mutant Mfd(L499R) that is
unable to rescue stalled transcription complexes. Fluorescence images of Dmfd cells
expressing plasmid-based (c) wildtype Mfd-YPet or (d) mutant Mfd(L499R)-YPet. White
arrows highlight well-defined Mfd-YPet foci. Each image is an average projection of ten
continuous 100-ms frames. Scale bar, 2 µm.
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Live-cell imaging of cells expressing wildtype Mfd-YPet from the plasmid reveals a
similar localization pattern as Mfd-YPet expressed from the chromosome, with
defined foci in most cells (Figure 4.2c). On the other hand, Mfd(L499R)-YPet
exhibited a homogenous cytosolic distribution (Figure 4.2c,d and Supplementary
Figure 4.3a-c). These results suggested that Mfd(L499R)-YPet does not bind stably to
its substrates in live cells. Upon closer examination, Mfd(L499R)-YPet was found to
exhibit foci on the 100-ms timescale reflective of transient interactions
(Supplementary Movie 4.2). The loss of defined foci upon the introduction of the
disruptive L499R mutation in the surface of the RNAP interacting domain suggests
that the stable binding events visualized in the experiments for wildtype Mfd arise
primarily from interactions with RNAP. Further, these results also demonstrate that
RNAP is the major substrate of Mfd in live cells under conditions of normal growth.
4.2.3. Mfd primarily associates with elongating complexes
To further probe the association of Mfd with RNAP, we used small-molecule
modulators of transcription that are known to interact with specific conformations
adopted by RNAP during the transcription cycle. The anti-microbial drug rifampicin
(Rif) has been demonstrated to selectively target the bacterial transcription initiation
complex (170). Binding of Rif to RNAP sterically blocks the path of the nascent RNA
and prevents transcription elongation beyond three nucleotides (170). By doing so,
Rif selectively inhibits the transition to transcription elongation complexes (TECs)
and does not influence the ability of RNAP to bind promoters and form open
complexes (171,172). Since actively elongating RNAP complexes are refractory to Rif,
we treated cells with Rif for 60 minutes, to ensure that any ongoing rounds of mRNA
synthesis are terminated by 60 minutes and all TECs have been removed.
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Visualization of Mfd-YPet in Rif-treated cells revealed a homogenous distribution of
the Mfd-YPet signal (Figure 4.3b,c and Supplementary Figure 4.4).
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Figure 4.3 Transcription inhibitors change Mfd-YPet binding frequency. (a) Mean cellular
fluorescence intensity of a representative single mfd-ypet cell during a 5-second
continuous acquisition in 514-nm channel (each green bar (top) represents a 100-ms
frame). To visualize single molecules of Mfd-YPet, the cellular fluorescence was first
photobleached in a bleaching phase (Phase I; 3 seconds) followed by a photo-reactivation
phase (Phase II; 2 seconds). Average projections of the first 10 frames in the bleaching
phase (Phase I) of mfd-ypet cells (b) untreated or (c) rifampicin treated (50 µg per mL, 60
min) and (d) mfd-ypet DtolC cells with CBR703 treated (75 µg per mL, 30 min). (e) Montage
of 100-ms frames during photo-reactivation phase from an mfd-ypet cell (untreated) or
treated with rifampicin, and an mfd-ypet DtolC cell treated with CBR703. (f) Bar plot
representing the number of Mfd-YPet sub-second binding events detected in untreated
mfd-ypet cells (n = 1564 cells), cells treated with rifampicin (n = 396 cells), mfd-ypet DtolC
untreated (n = 966 cells) and in CBR703 (n = 598 cells). Error bars are standard deviations
from three independent experiments for each condition. Scale bars, 2 µm.
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To quantify binding events of single Mfd-YPet molecules, we collected rapidacquisition movies of Mfd-YPet cells. In this format, we make use of the fact that
single YPet molecules stochastically return to the

bright state after

photobleaching (105,118). The imaging protocol can be divided into two phases:
Phase I corresponding to the decay in fluorescent signal caused by photobleaching
and Phase II corresponding to the reactivation phase. In the first phase of imaging,
the cellular YPet fluorescence disappeared in the first 30 frames (equivalent to 3
seconds using 100-ms frames) (Figure 4.3a and Supplementary Movie 4.1). In Phase
II (frames 31 to 50), single YPet molecules were observed to return to the bright state
(Figure 4.3e, left panel, and Supplementary Movie 4.1). The reduced cytosolic
background enabled single Mfd-YPet molecules to be imaged and tracked
unambiguously. To quantify Mfd-YPet binding upon treatment with Rif, we counted
Mfd-YPet foci per cell that could be tracked in consecutive frames for at least 200
ms in Phase II (referred to as ‘sub-second foci’). The number of Mfd-YPet sub-second
foci reduced seven-fold (Figure 4.3e,f) in Rif-treated cells compared to untreated
cells. These observations demonstrate that the genome-wide, stable association of
Mfd with the nucleoid is largely lost when RNAP is unable to form elongating
complexes.
Interpreting the fluorescence foci as RNAP-associated Mfd leads to the prediction
that drugs promoting the stalling of TECs should promote stable association of MfdYPet and thus increase the lifetime of the foci. CBR703 is a prototypical member of
a class of RNAP inhibitors that inhibit nucleotide addition during the catalytic step of
transcription (173). In this activity, it binds the β’ bridge helix interconnecting the
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two largest RNAP subunits and promotes RNAP pausing (174). Since Mfd is involved
in recognizing stalled or paused RNAPs, we expected that cells treated with CBR703
would exhibit an increase in the number of Mfd-YPet foci. Since the potency of
CBR703 is greater in tolC mutants of E. coli (175), we visualized Mfd-YPet expressed
from its chromosomal locus in DtolC cells upon exposure to 75 µg per mL of CBR703
after 30 minutes of incubation in a flow cell. As expected, averages of frames 1-10
(corresponding to a total of 1 s exposure time) in Phase I of imaging revealed a
greater number of Mfd-YPet foci (Figure 4.3d) as compared to untreated cells
(Supplementary Figure 4.5a-c). Examination of foci detected in Phase II of imaging
also revealed a greater number of Mfd-YPet sub-second foci per cell compared to
untreated wildtype cells or Rif treated cells (Figure 4.3e,f). Control experiments with
Mfd(L499R)-YPet cells treated with CBR703 confirmed that the greater number of
CBR703 dependent localizations do not arise out of an off-target effect of drug
treatment (Supplementary Figure 4.5d). Additionally, we detected a greater number
of immobile RNA polymerase foci in an MG1655 tolC mutant strain expressing
fluorescently labelled RNA polymerase following CBR703 treatment (Supplementary
Figure 4.6). Collectively, our experiments confirm that Mfd associates with TECs in
live cells.
These observations leave two possibilities that describe interactions of Mfd with
TECs: either Mfd associates with RNAP constitutively during transcription or Mfd
associates with TECs that are stalled. Wildtype Mfd-YPet cells exhibited a localization
that was a mixture of well-defined foci and diffuse cytosolic signal suggesting that
only a fraction of the population of Mfd is bound to nucleoid-associated RNAP at any
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time, and that unbound Mfd is diffusive in the cytosol (Figure 4.3b). Upon treatment
with Rif, the Mfd signal associated with the nucleoid via interactions with RNAP was
lost due to the inability of RNAP to form TECs. Rif-treated cells exhibit a largely
homogenous Mfd signal distribution (Figure 4.3c). In the presence of CBR703 (Figure
4.3d), we see this equilibrium driven to the opposite extreme – a greater number of
Mfd-YPet foci are detected upon drug treatment, attributable to a greater number
of drug-stalled RNAPs. These results reveal that under conditions of fast growth with
several hundreds to thousands of RNAP engaged with the nucleoid in transcription
elongation (119,176), only a fraction of Mfd is associated with TECs. Considering
previous observations that Mfd plays a role in rescuing stalled transcription
complexes (9) and the observation that stable Mfd association with the nucleoid is
enriched in the presence of CBR703, we interpret the Mfd visualized in our
experiments as associated with stalled RNAPs.
4.2.4. Interactions of Mfd with TECs are long lived
DNA-repair factors often possess multiple binding modes that enable specific and
non-specific interactions with their substrates (55,123,124). Therefore, we
hypothesized that the Mfd-YPet population detected in cells reflects sub-complexes
of Mfd associated with RNAP during various stages of TCR. We set out to measure
the residence times of various sub-complexes of Mfd that occur in live cells. Tracking
single molecules of fusion proteins tagged with genetically expressible fluorophores
on long time scales in live cells is challenging due to the poor photo-stability of
fluorescent proteins. To extend observation of bound molecules to the time scale of
several minutes, we employed an interval-based imaging strategy that involves
addition of dark frames between acquisitions. This strategy has been recently used
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to interrogate binding lifetimes of transcription factors and other DNA-interacting
proteins in live cells (80,125,149) (Methods and Supplementary Note 4.4).
We employed the two-phase imaging strategy described before with one important
difference: in Phase II of imaging, we added an additional dark period (td) between
two consecutive frames (with integration time (tint) of 0.1 s) (Figure 4.4a). In practice,
we collected several acquisitions of growing cells under identical illumination
conditions while changing the time-lapse time (defined as ttime-lapse (ttl) = td + tint) in
the range from 0.1 to 10 seconds. The low cellular fluorescence in Phase II enabled
us to visualize and track bound, photo-reactivated Mfd-YPet molecules
unambiguously.
The residence times of individual foci detected in each acquisition were measured
and a cumulative residence time distribution was generated (Figure 4.4b, Methods
and Supplementary Table 4.4). This distribution describes the probability of a loss of
a fluorescent focus as a function of the time interval (in real time). In our live-cell
measurements, this cumulative residence time distribution reflects the cumulative
probability of two distinct phenomena: the probability of dissociation of Mfd from
the RNAP-DNA complex or Mfd-RNAP complex from DNA, and probability of loss of
the focus due to photobleaching of the fluorophore. Whereas the off-rate constant
(koff) is characteristic of the Mfd-RNAP interaction, the photobleaching rate constant
(kb) depends on the excitation intensity. Across data sets where only the time-lapse
time is varied, the photobleaching rate (in frame time) is identical for all imaging
conditions and can be de-convoluted from the off rates as demonstrated
previously (80).
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Figure 4.4 Kinetics of association of Mfd-YPet with RNA polymerase in live cells. (a)
Intracellular off-rate constants of Mfd-YPet were measured using an interval imaging
scheme. Imaging was performed in two phases: in the first phase, continuous illumination
was applied to bleach the signal followed by a reactivation phase (shown here) where
photo-reactivated molecules were visualized. In this imaging scheme, a dark frame with a
varying duration (td) was inserted between consecutive acquisition frames (green bars, tint
= 0.1 s) in phase II (reactivation phase). Time-lapse time (ttl) is the sum of tint and td. (b)
Cumulative residence time distributions of Mfd-YPet foci in mfd-ypet uvrA+ for various
time-lapse times (ttl; values are indicated above each trace). Red circles represent
combined observations from nine independent experiments. Effective off-rate constant
(keff) is obtained from the exponential fit (line) to the experimental data at each time-lapse
time. (c) keffttl vs. ttl plot for the determination of the off-rate constants (koff) of Mfd-YPet
in mfd-ypet uvrA+ (red curve) and mfd-ypet DuvrA (grey curve) cells. Shaded error bars
represent standard deviations of the bootstrap distribution of keffttl for the corresponding
ttl. Dash lines represent linear least squares fits to the corresponding data. The orange line
(continuous) represents a hypothetical static binding with koff equal to zero and kbtint equal
to 0.65. Cartoons (insets) represent possible Mfd-RNAP complexes forming in mfd-ypet
uvrA+ (top) and mfd-ypet DuvrA (bottom) cells.
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The cumulative residence time distributions were then fitted to a single-exponential
model to obtain effective off-rate constants (keff) that represent mixtures of the
photo-bleaching rate constant (kb) and the off-rate constant (koff) (Methods and
Supplementary Note 4.4). In case of a two-state system, keffttl and ttl follows a linear
relationship where the slope reveals koff for the state-transition and the intercept
provides kbtint (Methods, Supplementary Note 4.4 and Supplementary Figure
4.7) (80). Linear least squares minimization of the Mfd-YPet data to a single off-rate
model revealed a koff equal to 0.056 ± 0.003 s-1, which corresponds to a residence
time of about 18 s (Figure 4.4c and Supplementary Table 4.6).
Does this measured lifetime reflect an on-pathway intermediate in TCR? Since UvrA
is downstream of Mfd in the transcription-coupled nucleotide excision repair
pathway, and has been shown to promote the disassembly of Mfd-RNAP
complexes (17), we asked if the residence time of Mfd in live cells is influenced by
UvrA. We imaged mfd-ypet DuvrA cells using the interval imaging approach
described above to measure the residence time of Mfd-YPet in the absence of UvrA.
Kinetic analysis of Mfd-YPet binding in DuvrA cells revealed a single slowly
dissociating species with a koff equal to 0.035 ± 0.004 s-1 (Figure 4.4c and
Supplementary Tables 4.5, 4.6), or a lifetime of nearly 30 s. In the presence of UvrA,
the lifetime of Mfd-YPet was almost two-fold faster (18 s for uvrA+ cells),
demonstrating that UvrA (or a complex containing UvrA) promotes dissociation of
Mfd in cells. Taken together, these experiments reveal that the 18 s lifetime of MfdYPet is governed by interactions with RNAP as well as UvrA, signifying that the repair
intermediate described here corresponds to the lesion-handover complex in
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transcription-coupled nucleotide excision repair.
4.2.5. Mfd also associates at sites other than stalled TECs
One intriguing observation from our experiments testing the association of Mfd with
RNAP, is that approximately 14% of Mfd-YPet foci (0.1 out of 0.7 binding events per
cell, see Figure 4.3f) remain in Rif-treated cells. To better understand these
interactions, we imaged Mfd-YPet expressed from a low-copy plasmid in Dmfd cells
and quantified the number of Rif-sensitive and Rif-insensitive foci observed in
reactivation phase (Phase II, see Methods). We counted the number of foci per cell
that lasted for either 200 ms (termed ‘sub-second’) or 1 s in real-time (two 100 ms
exposures with a 900 ms dark interval, henceforth referred to as ‘transient’). As
described above, the Mfd-YPet concentration in these cells is nine-fold higher than
that in mfd-ypet cells. In these cells, Rif-treatment caused a 64% reduction in subsecond binding events per cell from 1.4 ± 0.7 to 0.5 ± 0.2 (Table 4.1 and Figure 4.5a).
The two-fold increase in the fraction of Rif-insensitive foci (compare 14% to 36%) in
response to a nine-fold increase in Mfd-YPet concentration indicates binding to a
secondary substrate that is dependent on the expression level of Mfd-YPet.
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Figure 4.5 Influence of Rifampicin on binding of plasmid-based Mfd-YPet and mutants. Bar
plots represent sub-second (green) and transient (blue) binding events detected in (a-c)
Dmfd cells expressing (a) Mfd-YPet, (b) Mfd(E730Q)-YPet and (c) Mfd(L499R)-YPet, and in
(d) Dmfd DuvrA cells expressing Mfd-YPet. Cells grew in the absence (Rif-) or presence of
Rif (Rif+, 50 µl per mL) for one hour in the flow cell prior to imaging. Error bars are standard
deviations from three experiments. (a-c) Cartoons illustrate the dynamic equilibrium of
conformational states of Mfd and mutants. (d) The cartoon illustrates the hypothetical
complex UvrB-UvrA2-Mfd.
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Table 4.1. Sub-second and transient foci per cell exhibited by Mfd-YPet and mutants
in untreated and Rif-treated cells

Strain

Mfd and
mutants

Copy
number

mfdypet

Mfd-YPet

22 ± 5

Dmfd

Mfd-YPet

Sub-second foci per cell
Fraction of
RifUntreated
Rif-treated
insensitive
foci (%)
0.70 ± 0.04
0.10 ± 0.05
14
(n = 1564)
(n = 396)
1.4 ± 0.7
0.5 ± 0.2
36
(n = 313)
(n = 430)
2.6 ± 0.4
2.0 ± 0.9
77
(n = 329)
(n = 291)

Transient foci per cell
Fraction of
RifRifUntreated
treated
insensitive
foci (%)
-

-

-

0.4 ± 0.1
40
(n = 544)
Mfd(E730Q)
2.3 ± 1
140 ± 30
96
Dmfd
-YPet
(n = 285)
0.09 ±
Mfd(L499R)0.2 ± 0.1
0.19 ± 0.04
0.11 ± 0.02
170 ± 40
95
0.05
82
Dmfd
YPet
(n = 371)
(n = 463)
(n = 407)
(n = 468)
Dmfd
1.0 ± 0.2
0.4 ± 0.1
0.9 ± 0.5
0.4 ± 0.1
Mfd-YPet
190 ± 40
40
44
(n = 223)
(n = 317)
(n = 242)
(n = 390)
DuvrA
Fraction of Rif-insensitive foci is defined as the ratio of foci per cell in Rif-treated and untreated cells. Mean ± s.d. (three
experiments). n, the number of cells.
190 ± 40

1.0 ± 0.4
(n = 319)
2.4 ± 0.5
(n = 409)

Could the Rif-insensitive foci visualized in these experiments be attributable to
dsDNA binding independent of RNAP? Structural and small angle X-ray scattering
studies have revealed that Mfd normally adopts the auto-inhibited ‘closed’ state that
exists in a dynamic equilibrium with the ‘open’ state (11). Nucleotide binding
promotes the formation of the open state that exhibits robust dsDNA
binding (11,41,177). Additionally, translocation activity is stimulated by binding to
stalled TECs (33). Therefore, to characterize DNA binding properties of Mfd in live
cells, we attempted to tip the conformational equilibrium to the open state by
introducing the E730Q mutation in the Walker B motif (11). Mfd(E730Q) has been
demonstrated to be deficient in ATP hydrolysis but not ATP binding, and exhibits
similar dsDNA binding properties as Mfd bound to ATPγS in the absence of
RNAP (11). When expressed from a low-copy plasmid (140 ± 30 copies of
Mfd(E730Q)-YPet per cell, see Supplementary Figure 4.2f and Supplementary Figure
4.3d), the E730Q mutant exhibited almost two-fold more foci per cell than Mfd-YPet
(sub-second foci: 2.6 ± 0.4 vs 1.4 ± 0.7; transient foci: 2.4 ± 0.5 vs 1.0 ± 0.7, see Table
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4.1 and Figure 4.5b). Following Rif-treatment, the frequency of sub-second
Mfd(E730Q)-YPet foci reduced inappreciably from 2.6 ± 0.4 to 2.0 ± 0.9 foci per cell
(Table 4.1), whereas, frequency of transient foci remained unchanged from 2.4 ± 0.5
to 2.3 ± 1 foci per cell. Significantly, Mfd(E730Q) exhibited almost six-fold greater
number of Rif-insensitive foci (compare transient binding events in Table 4.1: 2.4 foci
per cell for Mfd(E730Q) vs. 0.4 foci per cell for wildtype Mfd). These experiments
provide three findings: 1. Rif-insensitive foci can arise out of non-specific dsDNA
binding 2. TECs are not favoured substrates for binding of Mfd(E730Q) in vivo and 3.
the ATP bound open configuration is not the predominant state of wildtype Mfd in
Rif-treated cells.
We then set out to characterize the extent of RNAP-independent dsDNA binding of
Mfd arising from stochastic transitions to the open configuration in its dynamic
equilibrium. To that end, we probed the DNA binding ability of Mfd(L499R)-YPet
which does not bind RNAP, and consequently does not exhibit long-lived foci (see
Figure 4.2). However, this mutant still exhibited transient foci that could arise either
out of weak interactions with stalled TECs or from dsDNA binding. To assess whether
these transient associations arose out of weak interactions with TECs, we imaged
Mfd(L499R)-YPet in the presence of Rif. Mfd(L499R)-YPet exhibited only 0.2 ± 0.1
sub-second foci per cell in untreated cells (Table 4.1 and Figure 4.5c). Moreover, Riftreatment did not influence frequency of sub-second Mfd(L499R)-YPet binding, with
0.19 ± 0.04 foci per cell observed in Rif-treated cells (Table 4.1). The frequency of
transient foci per cell was lower (0.09 ± 0.05 foci per cell, see Table 4.1) and similarly
insensitive to Rif-treatment (Figure 4.5c), suggesting that Mfd(L499R) interactions
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possess a sub-second lifetime. These experiments allow us to rule out weak residual
interactions with TECs as the causes of focus formation by this mutant. Invoking the
known activities of Mfd, the simplest explanation for the Mfd(L499R)-YPet foci is
non-specific DNA binding.
However, this explanation alone cannot explain Mfd-YPet foci observed during Riftreatment. When expressed to similar levels, Mfd-YPet forms between 2-4x fold
more Rif-insensitive foci than the Mfd(L499R)-YPet foci on either timescale (Table
4.1 and Figure 4.5c), leaving at least 0.3 foci per cell unaccounted for in cells
expressing Mfd-YPet from the plasmid. We next investigated whether Mfd-UvrA
intermediates represent the Rif-insensitive foci visualized in these experiments.
Early experiments have revealed that high concentrations of UvrA can inhibit
TCR (12), presumably by forming off-pathway intermediates that cannot engage
TECs efficiently. Cytosolic Mfd exists in a dynamic equilibrium between the autoinhibited state and the open configuration that can engage UvrA in the absence of
stalled TECs (11). At higher Mfd concentrations, futile Mfd-UvrA2-Mfd/UvrB
intermediates could be formed, that would promote UvrA mediated Rifindependent DNA binding. We examined this possibility by imaging plasmid-based
Mfd-YPet in Dmfd DuvrA cells. Deletion of uvrA led to a reduction in the frequency
of Mfd-YPet sub-second foci per cell in untreated cells (compare 1.4 ± 0.7 to 1.0 ±
0.2 foci per cell, see Table 4.1 and Figure 4.5a,d). However, Rif-treated cells exhibited
a comparable frequency of Rif-insensitive foci (compare 0.4 ± 0.1 uvrA- to 0.5 ± 0. 2
uvrA+, see Table 4.1 and Figure 4.5a,d). A model invoking a RNAP-independent, UvrA
mediated association of Mfd-YPet with the nucleoid fails to sufficiently explain the
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origins of the Rif-insensitive foci under these conditions.

4.3.

Discussion

In this work, we set out to visualize the first step of transcription-coupled repair. We
employed single-molecule imaging approaches using a fluorescently labelled Cterminal fusion of Mfd, to visualize and quantify binding kinetics of Mfd in live cells.
In the absence of external DNA damaging agents, we anticipated infrequent or
transient associations of Mfd with RNAP in live cells, but were surprised to find that
Mfd exhibits a stable interaction that lasts for several tens of seconds. Further
investigation revealed that these stable binding events arise out of bona fide
interactions with RNAP and UvrA. Four lines of evidence support this conclusion:
first, mutation of the RNAP-interacting surface as in Mfd(L499R) results in the loss of
long-lived foci. Second, 85% of Mfd foci in mfd-ypet cells are lost when transcription
elongation is abolished in the presence of Rif. Third, treatment with CBR703 – a drug
that stalls RNAP - results in an increased number of stable binding events of Mfd.
Finally, the lifetime of the stable interactions of Mfd is regulated by UvrA.
To probe the nature of the interaction of Mfd with RNAP, we treated cells with two
small-molecule modulators of transcription – CBR703 and Rif. CBR703-treated cells
exhibited a three-fold greater number of stable Mfd foci demonstrating that
CBR703-stalled TECs are a target for Mfd. Rif-treatment of mfd-ypet cells (22 copies
of Mfd per cell) led to an 85% loss of foci. Cells expressing Mfd-Ypet from a low copy
plasmid (190 copies of Mfd-YPet per cell) exhibited a 64% loss of foci upon Riftreatment. Stalled TECs thus represent the major substrate for Mfd activity.

100

Next, we harnessed the sensitivity of our approach to measure binding kinetics of
Mfd in vivo. We employed an interval imaging strategy that enabled us to accurately
measure binding kinetics of Mfd-YPet in growing cells. Mfd foci exhibited a mean
lifetime of 18 s in the uvr+ background. In contrast, DuvrA cells exhibited Mfd foci
that dissociated with a mean lifetime of 30 s. By virtue of being RNAP- as well as,
UvrA-dependent, this repair intermediate with an 18 s lifetime represents the lesion
handover complex - encompassing the various stages of transcription-coupled repair
from substrate recognition, RNAP displacement and lesion hand-over to either UvrA2
or UvrA2B. These measurements correspond well with previous measurements from
in vitro single molecule experiments that measure the lifetimes of the Mfd-RNAP and
Mfd-RNAP-UvrA(B) intermediates (17,41). The identity of Mfd intermediates that
dissociate with a 30 s lifetime in DuvrA cells remains less certain. These could
potentially represent abortive intermediates or translocating Mfd following RNAP
displacement where subsequent dissociation may occur stochastically (52) or upon
encountering roadblocks (17).
In addition to detecting binding of Mfd to stalled TECs, we detected a small but
significant fraction of binding events that were Rif-insensitive and dependent on Mfd
concentration. To understand the origin of these binding events, we investigated
two possibilities: first, Mfd binds dsDNA non-specifically, and second, Rif-insensitive
binding events correspond to futile Mfd-UvrA2-Mfd/UvrB intermediates. In a DuvrA
background, the frequency of Rif-insensitive Mfd binding events was found to be
unchanged compared to uvrA+. This finding allowed us to rule out non-productive
UvrA mediated complexes as the source of the short-lived interactions.
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The observations of transient foci exhibited by the mutant Mfd(L499R) suggest that
Mfd can bind dsDNA independently of RNAP in vivo. Mfd has been demonstrated to
bind dsDNA in vitro (177). Assuming the extents of non-specific dsDNA binding
exhibited by wildtype Mfd and Mfd(L499R) are similar, an upper limit for non-specific
dsDNA binding displayed by Mfd can be obtained from our experiments with Rif
treated cells. When normalized for the copy number of Mfd (190 copies per cell) vs.
Mfd-L499R (170 copies), 16% of sub-second foci could be attributed to non-specific
dsDNA binding. However, this explanation still leaves 20% of the foci remain
unaccounted for upon Rif treatment.
Rif-treatment does not result in a complete inhibition of RNAP association with the
promoter (171,172). A plausible source of these Rif-insensitive foci is Mfd interacting
with promoter associated transcription initiation complexes during Rif-treatment.
Pull-down assays have showed that Mfd can bind to both the core RNAP and the
holoenzyme (RNAP and σ subunit) with similar affinities in the absence of
DNA (35,178). Structural alignment of the RNAP initiation complex (PDB ID: 4YLN)
with available structures of Thermus thermophilus TRCF (PDB ID: 3MLQ) and E. coli
Mfd (PDB ID: 2EYQ) suggests that σ70 and Mfd bind the upstream face of
RNAP (10,179) in proximal, but non-overlapping sites (Supplementary Figure 4.8).
Specifically, the residues of β subunit (I117 K118 E119 (35,36)) that are important
for Mfd binding remain exposed and may permit simultaneous or competitive
occupation of RNAP by σ70 and Mfd (37). While the promoter-proximal elongation
complexes containing σ70 were shown to be resistant to Mfd displacement (37),
these results do not rule out transient interactions between Mfd and RNAP-σ70
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complex on DNA. The extent to which σ70 and Mfd simultaneously bind initiation
complexes in vivo at promoter sites remains to be investigated.
Several elegant biochemical and structural investigations have suggested a ‘springloaded’ mechanism of action for Mfd function (10,33). Our in vivo investigations
support this model in which Mfd exists in a dynamic equilibrium between the closed,
auto-inhibited conformation and the open conformation that is capable of DNA
binding (Figure 4.6a). The non-specific DNA binding of Mfd(E730Q) in Rif-treated
cells supports the case for such a dynamic equilibrium, where ATP-bound
Mfd(E730Q) is stabilized in the open conformation (Figure 4.6b). The trigger for this
spring-loaded mechanism is the binding of Mfd to stalled TECs (Figure 4.6c) via the
RNAP interacting domain (Figure 4.6d), resulting in the formation of the TEC bound
open conformation in wildtype Mfd (Figure 4.6e). Finally, a repair complex
containing UvrA promotes dissociation of Mfd from DNA (Figure 4.6f).
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Figure 4.6 Multi-layered regulation of Mfd activities in vivo. (a) In solution, Mfd exists in a
dynamic equilibrium between the closed state and the ATP-bound open state that is
capable of short-lived DNA binding. (b) An Mfd mutant (E730Q) that is deficient in ATP
hydrolysis exhibits non-specific DNA binding. (c) Active TECs are not a target for Mfd
activity. Black arrow indicates the direction of TEC movement. (d) Stable association of
Mfd and TEC is trigged by stalled TECs and involves the RNAP-interacting domain of Mfd.
An Mfd mutant in which the RNAP-interacting domain is disrupted (L499R) loses the ability
to engage stalled TECs. (e) Binding of Mfd is stimulated by stalled TECs, resulting in the
formation of a long-lived complex with a lifetime of 30 s in the absence of UvrA. (f) UvrA2
promotes the dissociation of Mfd from DNA, such that repair intermediates exhibit a
lifetime of 18 s.
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4.4.

Methods

4.4.1. Strains and plasmids
All bacterial strains used were derivatives of E. coli K-12 MG1655. Strains were
constructed using λ-Red recombination, P1 transduction or obtained as listed in
Supplementary Table 4.1. Plasmids carrying mfd promoter and allele for Mfd-YPet
or mutants are listed in Supplementary Table 4.2. Oligonucleotides used in λ-Red
recombination and cloning are listed in Supplementary Table 4.3.
4.4.2. UV survival assay
DrecA (HH021), Dmfd DrecA (HH023) and mfd-ypet DrecA (HH034) were streaked on
Luria-Bertani (LB) plates and grown overnight at 37 °C from -80 °C stocks. For each
strain, cells from a single colony were incubated in 1 mL of LB liquid media in 2 mL
microcentrifuge tubes, at 37 °C for 24 hours and shaken at 1000 rpm (Eppendorf
ThermoMixer C, Eppendorf, Germany). 10 µL of the stationary phase culture were
used to inoculate 1 mL of LB liquid media, followed by incubation for 2 hours. Early
exponential phase (OD600 0.2-0.3) cultures were then centrifuged at 3000 x g
(Eppendorf Microcentrifuge 5424, Eppendorf, Germany) for 5 minutes at room
temperature. The cell pellets were washed twice with 1 mL of 0.1 M MgSO4 solution.
The pellets were resuspended in 0.1 M MgSO4 to obtain an OD600 of 0.25.
20 µL (~ 4x106 cells) of cells were transferred to 96-well plates and irradiated
(Herolab UV-8 SL, Herolab, Germany) with 254 nm-UV light at doses of 0, 1, 2.5 and
5 J m-2 respectively. 5 µL (containing ~ 106 cells, N0) of the UV-irradiated cell
suspension were used to inoculate 15 mL of LB liquid media in 50 mL Falcon tubes in
duplicate and incubated at 37 °C with shaking at 200 rpm. OD600 was monitored for
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every hour from 7 to 24 hours. At each time point, the average was taken from two
technical replicates and converted to the total amounts of cells (N), assuming OD600
of 1.0 corresponds to 8 x 108 cells per mL. From two independent experiments, the
mean ln(N/N0) and standard error of the mean were plotted in Figure 4.1b.
4.4.3. Flow-cell assembly
Live-cell imaging was performed in home-built flow cells as described
previously (180). Briefly, the flow cell was assembled from a quartz top piece (45 x
20 x 1 mm, ProSciTech, Australia) and an APTES treated glass coverslip (24 x 50 mm,
Australian Scientific) using double-sided sticky tape (3M). Coverslips were
functionalized by sonicating for 30 minutes with 5 M KOH, followed by extensive
rinsing with Milli-Q water and incubating in solution of 5% (v/v) of APTES ((3aminopropyl)-triethoxysilane 98%, Alfa Aesar, US) in Milli-Q water for five minutes.
The coverslips were then washed once with ethanol and sonicated in ethanol for one
minute. Finally, functionalized coverslips were washed with Milli-Q water and rapidly
dried with compressed nitrogen.
4.4.4. Cell culture for imaging
Cells were grown at 30 °C in EZ-rich defined media (Teknova, CA, US) supplemented
with 0.2% (w/v) glucose. For experiments involved plasmid-based expression of MfdYPet and mutants, spectinomycin (50 µg per mL, Sigma-Aldrich, US) was added to
the growth media. Cultures at early exponential phase were loaded into a custombuilt flow cell maintained at 30 °C. Aerated growth media was supplied during the
experiment at a rate of 30 µL per min using a syringe pump (Adelab Scientific,
Australia). For experiments involving drug treatment, growth medium was
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supplemented with rifampicin (50 µg per mL, Sigma-Aldrich, US) or CBR703 (75 µg
per mL, Thermo Fisher Scientific, UK). The minimal inhibitory concentrations of
rifampicin for E. coli K-12 and CBR703 for E. coli tolC - were determined to be 7 µg
per mL and 14 µg per mL respectively (181).
4.4.5. Fluorescence microscope imaging
Single-molecule fluorescence imaging was performed with a custom-built
microscope (Supplementary Figure 4.1), operating in HILO mode (111). The
microscope was constructed with an inverted microscope body (Nikon Eclipse-Ti,
Nikon, Japan) equipped with a 1.49 NA 100 x objective and a 512x512 pixel2
Photometrics Evolve CCD camera (Photometrics, Arizona, US). NIS-Elements
equipped with JOBS module (Nikon, Japan) was used to operate the microscope.
Mfd-YPet and mutants were imaged with a 514-nm Sapphire LP laser (150 mW max.
output, Coherent, CA, US), and ET535/30m emission filter (Chroma, Vermont, US).
The operating laser power density measured directly at the sample above the
objective lens with the laser pointing up was 71 W cm-2. RpoC-PAmCherry was
imaged by first activating using a 405-nm OBIS laser (200 mW max. output, Coherent,
CA, US) followed by read-out using a 568-nm Sapphire LP laser (200 mW max.
output, Coherent, CA, US). PAmCherry emission was collected using an ET590lp filter
(Chroma, Vermont, US). The operating power densities for 405-nm and 568-nm
lasers were 25 W cm-2 and 442 W cm-2 respectively.
Continuous imaging was acquired at a rate of 10 fps for 5 or 15 seconds. Interval
imaging of Mfd-YPet (mfd-ypet uvrA+ and mfd-ypet DuvrA) was performed in two
phases. In the first phase, 50 frames were collected as rapid acquisitions at a frame
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rate of 1/tint (tint = 0.1 s). In the second phase, 100 frames were collected at a frame
rate (1/ttl). Where, ttl is the sum of the integration time (tint; 0.1 s) and a fixed dark
time (td; ttl = tint + td). In each experiment, videos with varying ttl (ranging from 0.1
to 10 s, see Figure 4.4b and Supplementary Tables 4.4, 4.5) were acquired. To
minimize laser damage, we ensured that a new set of cells was imaged for each
different value of the parameter ttl. For measurements of sub-second or transient
foci per cell (Table 4.1 and Figure 4.5), the two-phase imaging protocol was
employed. The first phase included 100-frame rapid acquisition (10 fps) while the
second phase contained 100 frames (0.1 s each) acquired with ttl of 0.1 s or 1 s.
RpoC-PAmCherry was activated with the 405-nm laser for one second, and rapid
acquisitions (10 fps) were acquired in 568-nm channel for five seconds
(Supplementary Figure 4.6).
4.4.6. Image analysis
Image analysis was performed in Fiji (182), using the Single Molecule Biophysics
plugins (available at https://github.com/SingleMolecule/smb-plugins). Raw videos
(nd2 format) were converted into TIF files using Bio-Formats plugin, flattened with
excitation beam profile as described previously (180). Cell outlines were drawn in
MicrobeTracker (183). For quantification of binding events, peaks were detected in
the reactivation phase (Figure 4.3f: frame 31 to 50, Figure 4.4b: frame 51 to 100,
Table 4.1 and Figure 4.5: frame 101 to 200). Peaks were detected by first applying a
discoidal average filter (inner radius of 1 pixel, outer radius of 3 pixels), then selecting
pixels above the intensity threshold (mean + 10 x s.d.). Secondly, only peaks with the
full width at half maximum smaller than five pixels (530 nm) were kept to reject
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broad cytosolic features. Peaks detected within 2-pixel radius (213 nm) in
consecutive frames were considered to belong to the same binding event.
4.4.7. Dissociation kinetics of Mfd
A cumulative residence time distribution of binding events as a function of frametime was compiled for each ttl from nine and ten independent experiments for mfdypet uvrA+ and mfd-ypet DuvrA respectively (Supplementary Tables 4.4, 4.5). Frametime was converted to real time using the formula t = (n -1) ttl with n being the
number of frames for which a focus could be detected at the same location (Figure
4.4b). The effective off-rate constant keff, representing a mixture of kb and koff, was
obtained by fitting the cumulative residence time distribution to a single-exponential
model as in equation (4.1):

𝑓" (𝑡) = 𝐴exp(−𝑘800 𝑡) = 𝐴exp b− b𝑘-

𝜏345
+ 𝑘/00 d 𝑡d
𝜏56

(4.1)

where A is the number of molecules, t is real time in seconds (80). To determine
uncertainties in keffttl, fitting was performed a thousand times on cumulative
residence time distributions derived from randomly selecting 80% of the binding
events (bootstrapping and single-exponential fitting using custom-written MATLAB
codes, MathWorks, US).
Equation (4.1) can be rearranged to yield a linear relationship between keffttl and ttl
(equation (4.2)):
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𝑘eff 𝜏g\ = 𝑘Y 𝜏Ihg + 𝑘]ff 𝜏g\

The codes for data analysis are available on request.
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(4.2)

4.5.

Supplementary information

4.5.1. Supplementary figures

Supplementary Figure 4.1. Schematic of the custom-built fluorescence microscope.
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Supplementary Figure 4.2. Copy number of Mfd-YPet and mutants. (a) Histogram of
fluorescence intensities of single molecules of Mfd-YPet in live cells (ncells > 400). (b)
Mean fluorescence intensity of wildtype MG1655 and uncorrected mean fluorescence
intensity of (c) mfd-ypet, Dmfd cells carrying plasmid-based (d) wildtype Mfd-YPet, (e)
Mfd(L499R)-YPet or (f) Mfd(E730Q)-YPet with 514-nm illumination (10 fps). Blue lines
are double-exponential fits to the averages of mean fluorescence intensity (closed
circles). n, the number of cells. See Supplementary Note 4.3.
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Supplementary Figure 4.3. Representative fluorescence images of (a) mfd-ypet cells
and Dmfd cells expressing plasmid-based (b) wildtype Mfd-YPet, (c) Mfd(L499R)-YPet or
(d) Mfd(E730Q)-YPet. These images are average projections of the first 10 frames from
rapid acquisitions (10 fps) acquired using 514-nm illumination. All fields of view are
displayed on the same scale.
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Supplementary Figure 4.4. Mfd-YPet foci are lost when cells are treated with
rifampicin. Representative fluorescence images of mfd-ypet cells (a) in the absence of
drug or (b) treated with rifampicin (50 µg per mL) and imaged after one hour. The images
are average projections of the first 10 frames acquired using a rapid acquisition scheme
(10 fps) with 514-nm illumination. All fields of view are displayed on the same scale.
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Supplementary Figure 4.5. Mfd-YPet molecules form more foci when cells are treated
with CBR703. Representative fluorescence images of mfd-ypet DtolC cells imaged (a) in
the absence of drug or (b) 30 minutes after treatment with CBR703 (75 µg per mL). The
images are average projections of the first 10 frames acquired using a rapid acquisition
scheme (10 fps) with 514-nm illumination. (c-d) Dmfd DtolC cells expressing plasmidbased (c) Mfd-YPet and (d) Mfd(L499R)-YPet imaged after 30 minutes of treatment with
CBR703 (75 µg per mL). All fields of view are displayed on the same scale.
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Supplementary Figure 4.6. Effect of CBR703 on RNAP residence time. rpoC-PAmCherry
DtolC cells were imaged either in the absence of drug treatment or after a 30-minute
treatment with CBR703 (75 µg per mL). Following pulse activation with the 405-nm laser,
cells were imaged using the 568-nm read-out laser. Single RpoC-PAmCherry molecules
that were present for at least two consecutive frames (200 ms) within two pixels were
considered to represent bound RNAP. Bar plot represents number of bound RNAP foci
detected per cell for untreated or CBR703 treated cells. Error bars represent standard
deviations from three experiments.
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Supplementary Figure 4.7. Simulation of keffttl plot using inputs obtained from global
fitting. keffttl plot for mfd-ypet uvrA+ (red curve in Figure 4.4c, maintext) is represented
as points. Error bars are standard deviations of the bootstrap distribution of keffttl for
the corresponding time-lapse time. Black dashed line represents fit to equation (4.3)
with koff = 0.055 s-1. Red solid line represents fit to equation (4.5) with koff1 = 0.055 s-1, B
= 0.58 and koff2 = 6 s-1. See Supplementary Table 4.7 and Supplementary Note 4.4.
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Supplementary Figure 4.8. Structural alignment of Mfd and the transcription initiation
complex. (a) Structure of the E. coli transcription initiation complex, containing the core
RNA polymerase (grey), σ70 (turquoise) and DNA (red) (PDB: 4YLN (179)), was first
aligned with the co-crystal structure of the Thermus thermophilus transcription-repair
coupling factor (TRCF) RNA polymerase interacting domain (blue) and the Thermus
aquaticus RNA polymerase β domain (PDB: 3MLQ (36)). The residues of β subunit that
are important for Mfd binding (I117 K118 E119) are highlighted in orange. (b) Further
alignment with the Mfd apo crystal structure (hot pink, PDB: 2EYQ (10)) was performed
using homologous residues in the RNA polymerase interacting domains of EcMfd and
Thermus thermophilus TRCF. Alignments were performed in PyMOL (184). In this
alignment, Mfd and σ70 can simultaneously bind the core enzyme.
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4.5.2. Supplementary tables
Supplementary Table 4.1. Bacterial strains. All strains are in E. coli K-12 MG1655
background, with the exception of HH078 (BW25113). (*) Strains used for imaging. (**)
Strains used for UV-survival assay. Primers are listed in Supplementary Table 4.3.
Strain
MG1655
HG015
HH006
HH011
HH016
HH019
HH020
HH021 (**)
HH023 (**)
HH024 (*)
HH033
HH034 (**)

Relevant genotypes
F-, lambda-, rph-1

HH036 (*)
HH055
HH078
HH082
HH107
HH109

This study
Heilemann lab (186)
Keio collection, CGSC #11430
DtolC::kanR
This study, P1 transduction
mfd-ypet DuvrA::kanR
This study, P1 transduction
mfd-ypet DtolC::kanR
rpoC-PAmCherry1
amp This study, P1 transduction
DtolC::kanR
This study
mfd-ypet DuvrA
rpoC-PAmCherry1
amp This study
DtolC
This study, Supplementary Table 4.2, and
Dmfd/ pHH001
Supplementary Note 4.2
This study, Supplementary Table 4.2, and
Dmfd/ pHH002
Supplementary Note 4.2
This study, Supplementary Table 4.2, and
Dmfd/ pHH003
Supplementary Note 4.2

HH144 (*)
HH247 (*)
HH366 (*)
HH296 (*)
HH393 (*)

DuvrA::kanR
Dmfd::kanR
Dmfd
Dmfd DrecA::kanR
mfd-ypet kanR
DrecA::kanR
DrecA
Dmfd DrecA
mfd-ypet
mfd-ypet DrecA::kanR
mfd-ypet DrecA
mfd-ypet DtolC
rpoC-PAmCherry1 amp

Source/technique
Cox lab (185)
This study, λ Red recombination, primer6,7
This study, λ Red recombination, primer2,3
This study
This study, λ Red recombination, primer4,5
This study, λ Red recombination, primer1,3
This study, λ Red recombination, primer4,5
This study
This study
This study
This study, λ Red recombination, primer 4,5
This study

119

Supplementary Table 4.2. Plasmids.
Plasmid
pHH001

pHH002

pHH003

pJM1071

Description
Plasmid backbone carrying a pSC101 origin,
spectinomycin marker and expresses MfdYPet under the native mfd promoter.
Plasmid backbone carrying a pSC101 origin,
spectinomycin marker and expresses Mfd
(L499R)-YPet under the native mfd promoter.
Plasmid backbone carrying a pSC101 origin,
spectinomycin marker and expresses Mfd
(E730Q)-YPet under the native mfd promoter.
Plasmid backbone carrying a pSC101 origin
and spectinomycin marker.
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Source
This study

This study

This study

Woodgate
lab (187)

Supplementary Table 4.3. Oligonucleotides used for λ Red recombination and cloning.
Homologies to the E. coli chromosome are underlined. The sequence encoding the 11amino acid linker is bold.
Recombination primers
Primer 1
(Mfd_YPet_fw)

Sequence
TCGAATGGGTACGCCAGTTTATGCGTGAACTGGAAGAGAACGCGATCGCTT
CGGCTGGCTCCGCTGCTGGTTCTGGCGAATTCATGTCTAAAGGTGAAGAAT
TATTCACTGGTG

Primer 2

ATATGCCCCCATATGTTGAGGCATATCCTAACGAGAATCTGACAACCGTT

(Mfd_del_507_fw)

CCCTTTCGTCTTCAAGAATTC

Primer 3

GAATTTGTAAATGTTGCAGATGGGGGCGCAGAAACGCCCCCGATTTACCA

(Mfd_del_507_rev)

GGCCACGATGCGTCCGGCGTA

Primer 4

CAACAGAACATATTGACTATCCGGTATTACCCGGCATGACAGGAGTAAAA

(RecA_fw)

CCCTTTCGTCTTCAAGAATTC

Primer 5

AAAAAAGCAAAAGGGCCGCAGATGCGACCCTTGTGTATCAAACAAGACGA

(RecA_rev)

GGCCACGATGCGTCCGGCGTA

Primer 6

CGGTA GCACC ATGCC ACCGG GCAAA AAAGC GTTTA ATCCG GGAAA

(UvrA_del_507_fw)

GGTGA CCCTTTCGTCTTCAAGAATTC

Primer 7

GCTGG TGCAA CTCTG AAAGG AAAAG GCCGC TCAGA AAGCG GCCTT

(UvrA_del_507_rev)

AACGA GGCCACGATGCGTCCGGCGTA

Cloning primers

Sequence

Primer 8
(pJM_Mfd_F)

CTGCATCAGGGCCCATTCAATTTGCTAAACCATGTCGAT

Primer 9

GTCATGCTGAATTCGCCAGAACCAGCAGCGGAGCCAGCCGAAGCGATCGCG

(pJM_Mfd_R)

TTCTCTT

Primer 10
(pJM_YPet_F)
Primer 11
(pJM_YPet_R)

AACATATGGAATTCATGTCTAAAGGTGAAGAATTATTCACT
GCGGCCGCTCTAGATTAGAGCTCTTTGTACAATTCATTC
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Supplementary Table 4.4. Cumulative residence time distributions across multiple timelapse times (ttl) of Mfd-YPet in HH024 mfd-ypet.

Number of consecutive
frames

ttl (s)
2
3
4
5
6
7
8
9
10

0.1

0.2

0.3

1974
841
462
280
182
130
88
68
49

1657
676
356
190
134
96
64
45
31

1689
733
426
285
198
143
96
64
45

0.4
929
387
215
123
88
64
41
29
21

0.6
734
311
170
111
72
44
30
22
11
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1

2

3

5

8

10

1458
621
334
194
114
78
47
34
24

1620
670
353
212
129
83
51
31
22

2110
811
392
217
126
82
55
32
25

2482
878
385
221
120
62
34
20
11

1698
524
168
75
31
14
10
7
4

2336
620
232
92
37
20
11
7
3

Supplementary Table 4.5. Cumulative residence time distributions across multiple timelapse times (ttl) of Mfd-YPet in HH144 mfd-ypet DuvrA.

Number of consecutive
frames

ttl (s)
2
3
4
5
6
7
8
9
10

0.1
1637
754
437
282
188
121
92
68
42

0.2
1447
646
354
218
134
93
59
36
28

0.3
1411
595
318
198
135
85
58
39
30

0.4
1426
577
341
195
125
85
61
46
34

0.6
643
283
158
104
66
43
26
20
14
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1
1978
906
505
315
218
151
100
70
47

2
885
370
184
119
71
45
28
15
12

3
3187
1388
771
437
290
189
116
78
45

5
1220
507
243
133
74
42
26
17
9

8
1677
575
238
132
70
38
28
14
8

10
5042
1719
738
345
178
96
65
42
25

Supplementary Table 4.6. Estimations of Mfd-YPet off-rates by linear fitting the keffttl
plots (see Supplementary Note 4.4).
Strain
HH024 mfd-ypet
HH144 mfd-ypet DuvrA

kb ± Error (s-1)
6.8 ± 0.1
6.5 ± 0.2

koff ± Error (s-1)
0.056 ± 0.003
0.035 ± 0.004
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Adjusted R-square
0.966
0.897

Supplementary Table 4.7. Global fitting parameters and outputs (see Supplementary
Note 4.4).
Inputs
Fitting
equation
1

Global

tint
ttl

kb > 0 s-1
10 s-1 ≥ koff1 ≥ 10-3 s-1
kb > 0 s-1
10 s-1 ≥ koff1 ≥ 10-3 s-1
1≥B≥0
-1
10 s ≥ koff2 ≥ 10-3 s-1
kb > 0 s-1
1≥B≥0

tint
3
ttl

3

kb ±
Error
(s-1)

Fixed

tint
ttl
koff1 = 0.055
s-1

10 s-1 ≥ koff2 ≥ 10-3 s-1
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6.9 ± 0.2

Outputs
koff1 ±
Error
B
(s-1)
0.055 ±
0.005

koff2 ±
Error
(s-1)
-

6.8 ± 0.2

10-3 ± 0.07

0.1 ±
0.4

0.08 ±
0.04

6.5 ± 0.2

Fixed

0.58 ±
0.09

6±2

4.5.3. Supplementary notes
Supplementary Note 4.1: Strain constructions
All strains (except HH078) are derivatives of E. coli K-12 MG1655 (185), and were created
either by λ Red recombination (88), P1 transduction (188) or obtained as listed in
Supplementary Table 4.1.
HH019 mfd-ypet kanR and HH024 mfd-ypet
The strain HH019 mfd-ypet kanR expresses the C-terminal Mfd-YPet fusion protein with
an 11-amino-acid linker (SAGSAAGSGEF (189)) from the native chromosomal locus of
mfd. This strain was constructed from MG1655 using λ Red recombination (standard
protocols (88)). Primers for recombineering are indicated in Supplementary Table 4.3.
After recombination, colonies were selected for the presence of the KanR marker, and
the genetic fusion mfd-ypet was verified with DNA sequencing. The kanamycin cassette
in HH019 was removed to create HH024 mfd-ypet, containing a mutant FRT site.
HH006 Dmfd::kanR, HG015 DuvrA::kanR and HH011 Dmfd
Similarly, HH006 Dmfd::kanR and HG015 DuvrA::kanR were constructed de novo from
MG1655 using λ Red recombination. mfd and uvrA genes were replaced with the mutant
FRT-kanamycin resistance-FRT cassette amplified from pEAW507 (190). From HH006,
the kanamycin resistance cassette was removed to create HH011 Dmfd.
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HH020 DrecA::kanR, HH016 Dmfd DrecA::kanR and HH033 mfd-ypet
DrecA::kanR
HH020, HH016 and HH033 were created from MG1655, HH011 and HH024 cells
respectively by replacing recA with the mutant FRT-kanamycin resistance-FRT cassette
amplified from pEAW507 (190). The kanamycin resistance cassettes were removed to
create HH021, HH023 and HH034; these strains were used in UV-survival assays.
HH107 mfd-ypet DtolC::kanR and HH109 rpoC-PAmCherry1 amp DtolC::kanR
DtolC::kanR was transduced into HH024 and HH055, using P1 transduction (188), to
create HH107 and HH109 respectively. The kanamycin resistance cassettes were
removed to create HH036 and HH247.
HH082 mfd-ypet DuvrA::kanR and HH144 mfd-ypet DuvrA
DuvrA::kanR was transduced into HH024, using P1 transduction (188), to create HH082.
The kanamycin resistance cassette was removed to create HH144.
Supplementary Note 4.2: Plasmid constructions
pHH001 and pHH002 carry the mfd-ypet and mfd(L499R)-ypet allele respectively under
the native mfd promoter. These plasmids were constructed by restriction cloning
followed by three-fragment ligation into pJM1071 (a gift from the Woodgate laboratory)
between the ApaI and XbaI sites. This vector is a low-copy number plasmid with a
pSC101 origin and carries a spectinomycin marker. Wildtype mfd and mfd(L499R) genes
under the native mfd promoter (106 nucleotides directly upstream of mfd gene) were
amplified from the MG1655 chromosome and pMfd2-LR499 (10) respectively. PCR
products were purified and digested with ApaI and EcoRI. Simultaneously, the ypet gene
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was digested with EcoRI and XbaI. Three-fragment ligation was carried out at 16 °C
overnight with T4 DNA ligase. The ligation mixture was subsequently transformed into
DH5α. Resultant colonies were screened with colony PCR. Finally, plasmids were isolated
and verified to possess the correct sequences. Using the same protocol, pHH003 carry
the mfd(E730Q)-ypet allele was created by sub-cloning mfd(E730) gene (gBlocks, IDT,
US) into pHH001 between XhoI and AsiSI sites.
Supplementary Note 4.3: Copy number of Mfd and mutants
Copy numbers of Mfd and mutants were determined by dividing the integrated cellular
fluorescence with the mean fluorescence intensity of single molecules, essentially as
described earlier (180). Single molecules were detected as described in Methods (main
text) and fitted to 2-D Gaussian functions. The volume of the 2-D Gaussian function
represents the fluorescence intensity of single molecule Mfd-YPet and follows normal
distribution (Supplementary Figure 4.2a).
The integrated cellular fluorescence was determined by multiplying the mean
fluorescence intensity with the mean cell area (372 pixel2). The mean fluorescence
intensity was obtained as follows:
-

The photobleaching curves of mfd-ypet (HH024, ncell = 254), Dmfd cells
expressing Mfd-YPet (HH366, ncell = 232), Mfd(L499R)-YPet (HH296, ncell = 183)
and Mfd(E730Q)-YPet (HH393, ncell = 205) (Supplementary Figure 4.2c-f, closed
circles) were obtained from rapid acquisitions (10 fps) with 514-nm illumination.
These data were then fit to a double-exponential decay model (f(x) = aebx+cedx,
b < 0, d < 0; blue lines) to obtain the uncorrected mean fluorescence intensities
(blue line y-intercepts).
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-

The auto-fluorescence of MG1655 and the fluorescence of the coverslip were
obtained from photobleaching curves of MG1655 (Supplementary Figure 4.2b)
in a similar manner.

-

The mean cellular fluorescence intensities were obtained by subtracting the
auto-fluorescence of MG1655 from the uncorrected mean fluorescence
intensities.
Supplementary Note 4.4: Dissociation kinetics of Mfd in mfd-ypet cells

We used interval imaging to distinguish photobleaching from dissociation events
essentially as described previously (80). A cumulative residence time distribution as a
function of frame-time was compiled for each ttl from nine independent experiments
(Supplementary Table 4.4). Frame time was converted to real time using the formula t =
(n -1) ttl with n being the number of frames a binding event can be observed (Figure
4.4b). The effective off-rate constant keff, representing a mixture of the off-rate constant
(koff) and the photobleaching constant (kb), was obtained by fitting the cumulative
residence time distribution to a single exponential decay model as in equation 4.3:
𝑓" (𝑡) = 𝐴exp(−𝑘800 𝑡) = 𝐴exp i− i𝑘-

jklm
jmn

+ 𝑘/00 o 𝑡o

(4.3)

where A is the number of molecules, t is real time in seconds (80).
To determine uncertainties in keffttl, fitting was performed a thousand times on
cumulative residence time distribution derived from randomly selecting 80% of the
binding events (bootstrapping and fitting performed with custom MATLAB code,
MathWorks).
Equation (4.3) can be rearranged:
𝑘eff 𝜏g\ = 𝑘Y 𝜏Ihg + 𝑘]ff 𝜏g\

(4.4)
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By plotting keffttl as a function of ttl (Figure 4.4c), koff and kbtint were derived from the
slope (koff = 0.056 ± 0.003 s-1) and the y-intercept (kbtint = 0.68 ± 0.01) respectively, using
linear least squares minimization (OriginPro 2015, OriginLab, MA, US).
Alternatively, similar outputs were obtained by global fitting cumulative residence time
distribution across ttl using equation (4.3) as the fitting model (Origin Pro 2015,
OriginLab, MA, US) (Supplementary Table 4.7). Minimization was performed using the
Levenberg-Marquardt algorithm and was stopped when a tolerance value smaller than
10-9 was met.
The sub-second fraction of keffttl deviates from the linear fit, indicating the presence of
transient interactions. Assuming that these transient interactions arise out of a second
population with a faster off-rate constant (koff2; koff2 > koff1) (Supplementary Figure
4.7) (80). The model describing the dissociation of Mfd then becomes:
𝑓1 (𝑡) = 𝐴 p𝐵exp i− i𝑘-

jklm
jmn

+ 𝑘/00" o 𝑡o + (1 − 𝐵)exp i− i𝑘-

jklm
jmn

+ 𝑘/001 o 𝑡oq

(4.5)

Where A is the number of molecules, t is real time in seconds and B represents the
percentage of Mfd molecules exhibiting off-rate constant koff1. We attempted to fit the
cumulative residence time distributions to equation (4.5), using global fitting as
described earlier (Supplementary Table 4.7). When koff1 was constrained to be 0.055 s-1,
the resulting reduced X2 value of this fitting is smaller than that of global fitting to
equation (1) (1970 < 2251), indicating a better fit was obtained using equation (4.5). This
is simulated in Supplementary Figure 4.7 (solid red line). The presence of a second
population (42%) with a faster off-rate constant (6 ± 2 s-1) may represent Mfd in search
for substrates or non-specific binding of Mfd with DNA.
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5. The lifetime of UvrA in nucleotide excision repair
Harshad Ghodke, Han N. Ho and Antoine M. van Oijen
A modified version of this chapter appeared on the preprint server bioRxiv
(https://doi.org/10.1101/515502).

In the model organism, Escherichia coli, helix-distorting lesions are recognised either by
the UvrAB damage surveillance complex or by RNA polymerases reading template DNA.
Damage recognition in both sub-pathways of nucleotide excision repair is ultimately
mediated by the UvrA protein, culminating in the loading of the damage verification
enzyme UvrB. We set out to characterise the differences in the kinetics of damage
recognition by UvrAB in the two sub-pathways of the nucleotide excision repair
machinery. We followed functional, fluorescently tagged UvrAB proteins in live cells and
measured the residence time of UvrA and UvrB under conditions where transcriptioncoupled repair is permitted or inhibited. Using a combination of repair-deficient
backgrounds and drugs that modulate transcription, we found that the lifetime of UvrA
during nucleotide excision repair is determined by UvrB, Mfd and damaged substrates.
This work illustrates a non-perturbative, imaging-based approach to quantify the kinetic
signatures of damage recognition enzymes participating in multiple pathways during the
progress of the nucleotide excision repair reaction.

H.N.H created some of the constructs, collected single-molecule live-cell data on UvrB mutant
constructs and contributed to data analysis.
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5.1.

Introduction

Across the various kingdoms of life, the recognition and repair of bulky helix
distorting lesions in chromosomal DNA is coordinated by the nucleotide excision
repair (NER) pathway (Figure 5.1). Damage detection occurs in two stages: a
dedicated set of damage recognition enzymes (namely the prokaryotic UvrA, and the
eukaryotic UV-DDB, XPC and homologs) continuously survey genomic DNA for bulky
damage. Upon DNA damage recognition, these enzymes load specific factors (UvrB
in prokaryotes, TFIIH and homologs in eukaryotes) that unwind the DNA and verify
the location of the damage with nucleotide resolution. Following damage
verification, a specialised set of endonucleases (prokaryotic UvrC and homologs, and
the eukaryotic XPF/XPG and homologs) are recruited to the site of the DNA, resulting
in cleavage of the single-stranded DNA (ssDNA) patch containing the lesion.
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Figure 5.1 Damage detection in nucleotide excision repair in E. coli proceeds via global
damage surveillance executed by UvrA2(B), and RNA polymerase transcribing damaged
template DNA. UvrA2 recognises putatively damaged DNA and loads UvrB which verifies
the presence of DNA damage. Alternately, stalled elongation complexes at the site of DNA
damage are rescued by the transcription-repair coupling factor Mfd, which in turn recruits
UvrA2(B) to the site of the stalled RNAP. This step is followed by strand-specific loading of
UvrB at the site of the lesion. Following damage verification by UvrB, a single-stranded
patch of DNA containing the damage is incised by the UvrC endonuclease. This step is
followed by repair synthesis and ligation coordinated by UvrD, Polymerase I and Ligase A.

In all studied organisms, the recognition of DNA damage also occurs via the stalling
of RNA polymerase at sites of lesions (14). In this case, a transcription elongation
complex that is unable to catalyse RNA primer extension manifests as an ultra-stable
protein-DNA roadblock that can in turn, pose a bigger problem than the original
lesion. Transcription-repair coupling factors such as the prokaryotic Mfd, and the
eukaryotic Rad26/CSB are dedicated factors that recognise these stalled TECs and
disassemble them (9,167,191-193). In prokaryotes, Mfd is recruited to the site of a
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failed TEC, and in turn it recruits the UvrA protein (Figure 5.1) (9,17,193,194).
Similarly, in eukaryotes, CSB is recruited to the site of a stalled RNAPII complex, and
recruits the TFIIH complex.
Previous studies investigating the rate of repair during TCR vs. GGR, have reported
an enhancement in the rate of removal of UV lesions from the template strand in
transcribed DNA compared to non-transcribed DNA (13,14,195-197). These
observations have sparked several studies targeted at understanding the
mechanistic basis of rate enhancement (16,17,198). Rate enhancement has been
recapitulated in vitro in reconstituted systems; a recent single-molecule in vitro
study reported that the time to incision in TCR is approximately 4X faster than in
GGR under certain limited conditions (17).
Ab initio, rate enhancement in enzymatic systems may be attributable either to
faster diffusion to the substrate, faster catalysis or faster product release.
Transcription-coupled repair is a complex reaction coordinated by the action of
RNAP, Mfd, UvrA2 and UvrB. We and others have demonstrated that a
heterogeneous set of “hand-off” intermediates can be formed ranging from a stalled
RNAP, translocating RNAP-Mfd complex, and RNAP-Mfd-UvrA2 and the full RNAPMfd-UvrA2-UvrB complex in the presence of both UvrA and UvrB (17,194). These
sub-complexes have very different fates, and implications for transcription-repair
coupling. The relative concentrations of UvrA and UvrB likely determine which set of
complexes is formed in any experimental condition. A previous single-molecule livecell imaging study failed to detect the TCR reaction in cells owing to the long lifetimes
of these factors in DNA repair reactions, and inherent limitations in the imaging
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approach used (60). Therefore, in vitro studies notwithstanding, the fundamental
basis of rate enhancement in the cellular context remains unclear.
In this work, we re-visited this question in the context of live cells, applying a
comprehensive set of high-resolution single-molecule quantitative imaging methods
and a combination of genetic backgrounds and chemical inhibitors. We asked the
question: what are the lifetimes of UvrA and UvrB in the TCR hand-off intermediate,
compared to that in the GGR intermediate? To answer this question, we created a
C-terminal fusion of UvrA to the yellow fluorescent protein (YPet) and expressed the
uvrA-ypet allele from either the native chromosomal locus or from an ectopic
plasmid, complementing DuvrA cells. We implemented an interval imaging approach
that enabled the measurement of residence times of fluorescently tagged UvrA in
wild-type growing cells. We then applied this minimally perturbative method to
systematically interrogate the influence of UvrB, Mfd and the transcription inhibitor
rifampicin on the binding kinetics of UvrA. We found that UvrA-YPet is long-lived on
DNA in the absence of UvrB and Mfd. Consistent with other studies, our assay also
confirmed that UvrB turns over UvrA in cells. Surprisingly, we found that the cellular
concentration of UvrA relative to UvrB strongly influenced its binding lifetime in
interactions with Mfd. Intriguingly, the kinetics of UvrA in TCR could only be detected
under conditions of limiting UvrB, suggesting a role for UvrB in resolving UvrA
intermediates involved in TCR.
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5.2.

Results

5.2.1. Imaging of UvrA-YPet
To visualise the binding of UvrA in cells, we created C-terminal fusions of UvrA to the
yellow fluorescent protein YPet (164) and the photoactivatable PAmCherry1
protein (104) at the native chromosomal locus using l Red recombination (Figure
5.2A). Sequence-verified recombinant strains carrying UvrA-YPet or UvrAPAmCherry1 were then imaged at the single-cell level. We found that unlike UvrAYPet, UvrA-PAmCherry1 was poorly expressed in MG1655 (Supplementary Figure
5.1A), and hence we proceeded with cells expressing UvrA-YPet for the rest of this
study. This strategy of creating chromosomal fusions enabled us to observe
fluorescent UvrA expressed from its native, SOS inducible promoter. We first
performed UV-survival assays to assess the ability of UvrA-YPet to execute NER.
Compared to wild-type cells, uvrA-ypet exhibited somewhat poorer survival upon
exposure to UV light (Supplementary Figure 5.1B). Considering that C-terminal
fusions of UvrA have been previously demonstrated to be fully functional in
nucleotide excision repair, we hypothesised that the lower survival of uvrA-ypet cells
may be attributable to a lower efficiency of protein translation (55,60).
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Figure 5.2 (A) The C-terminus of UvrA was replaced with a YPet fusion by l Red
recombination to introduce the ypet gene in place of the stop codon at the native
chromosomal locus for the uvrA allele. In a second approach, the uvrA-ypet allele was
expressed under the native uvrA promoter from a low-copy plasmid in DuvrA cells
(pSC101, 3-4 copies per cell). (B) Cells expressing fluorescent UvrA-YPet were grown to
early exponential phase and immobilised on an APTES-treated glass coverslip at the
bottom of a flow cell. Following cell loading, cells were imaged under flow (30 µL per min)
with aerated EZ-rich defined medium supplemented with glucose. Scale bar represents 5
μm. Cell outlines are provided as a guide to the eye. (C) Schematic of interval imaging
approach employed to measure off rates of fluorescently tagged proteins in cells. Each
acquisition is collected in two phases. In the first phase, fluorescence signal is photobleached to enable observation of stochastically reactivated YPet molecules. In the second
phase, a dark frame td is introduced such that the time-lapse time ttl = td + tint, where tint
is the integration time or camera exposure time (100 ms). In this phase, the lifetimes of
individual binding events are measured and combined to obtain a cumulative residence
time distribution.
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To that end, we measured the copy numbers of UvrA-YPet in uvrA-ypet cells.
MG1655 cells expressing UvrA-YPet (uvrA-ypet cells) were grown in EZ-rich defined
media supplemented with glucose at 30 °C. Exponentially growing cells were then
deposited on the APTES-treated bottom surface of a flow cell and visualised using
514-nm laser light with continuous replacement of growth medium (Figure 5.2B). By
dividing the cellular fluorescence intensity corrected for auto-fluorescence and
background fluorescence by the intensity of a single UvrA-YPet molecule, we
determined that uvrA-ypet cells carry 16 ± 4 copies of YPet labelled UvrA per cell
(Supplementary Figure 5.1D-F). In the literature, estimates of UvrA monomers vary
from 20 to 200 monomers per cell; the discrepancy can be explained by variations in
genetic backgrounds and growth conditions (5,168,199). Copy numbers of UvrAYPet in our uvrA-ypet strain were close to the lower bound of these estimates.

Continuous imaging of uvrA-ypet cells revealed foci as well as, diffusive UvrA-YPet
consistent with its role as a damage surveillance protein (Figure 5.2B). However,
exposure to 514-nm laser light led to rapid loss of YPet signal due to photodarkening
as well as, photobleaching of the chromophore. Continuous imaging of UvrA-YPet
could not be used to measure binding lifetimes, since the apparent lifetime of a focus
represents a combination of the true binding lifetime convoluted with the lifetime
of the bright state of the fluorescent protein. To measure the binding lifetime of
UvrA-YPet, we employed an interval imaging strategy (80,125,194) that involves
acquiring a series of videos in two phases (Figure 5.2C). In the first phase, we
photobleached the YPet to enable observation of the fluorescence signal from a
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single YPet molecule. In the second phase, we observed the localisations of single
photo-reactivated UvrA-YPet molecules. Additionally, in this phase, we introduced a
dark frame of variable (but pre-determined) time between two consecutive
exposures. In each video, the total number of exposures (and hence the photon load)
is maintained the same. This strategy enabled us to observe binding lifetimes of
UvrA-YPet over multiple decades from one-tenth to several hundreds of seconds. In
each video, we then measured the residence times of single bound UvrA-YPet
molecules, and plotted cumulative residence time distributions. These cumulative
residence time distributions were then fit to an effective rate (keff) that represents a
mixture of the true off rate (koff) and the normalised photobleaching rate (kb). Finally,
we used global fitting to fit the cumulative residence time distributions to obtain the
off rate and the photobleaching rate.
5.2.2. Determination of binding kinetics of UvrA alone in live cells
First, we interrogated UvrA binding in the absence of its two major interacting
partners UvrB and Mfd. To that end, we transformed cells lacking UvrA, UvrB and
Mfd with a plasmid expressing the C-terminal YPet fusion of UvrA under its native
promoter (pUvrA-YPet). The copy number of UvrA-YPet expressed from the plasmid
was found to be 127 ± 29 copies per cell (Supplementary Figure 5.1D-F). In these
DuvrA DuvrB Dmfd/ pUvrA-YPet cells, we expected that interactions of UvrA-YPet
with chromosomal DNA would reflect two of its key activities: binding to nondamaged DNA and binding to endogenous DNA damage produced as a result of
metabolism. Indeed, interval imaging of UvrA-YPet in these cells revealed two
lifetimes an order of magnitude apart - a fast lifetime of 1.6 ± 0.1 s (72 ± 2 %) and a
slow lifetime of 24 ± 1 s (28 ± 2 %) (Figure 5.3A-B, Supplementary Figure 5.2A).
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Figure 5.3 (A) Cumulative residence time distributions (CRTDs, circles) obtained from
interval imaging of UvrA-YPet in DuvrA DuvrB Dmfd cells. Lines are mono-exponential fits
to CRTDs. (B) Bar plots represent residence times of UvrA-YPet and mutant UvrA(D131250)-YPet obtained from global fitting CRTDs. Where two kinetic sub-populations are
detected, the fast lifetime is displayed in the lower panel. Percentage represents the
amplitude of kinetic sub-populations. Error bars are standard deviations from ten
bootstrapped samples. (C) CRTDs (circles) obtained from interval imaging of the mutant
UvrA(D131-250)-YPet in DuvrA cells. Lines are mono-exponential fits to CRTDs. (D) Cartoon
illustrates a UvrA2-DNA complex with a slow lifetime of 24 s in cells lacking UvrB and Mfd.
(E) Cartoon illustrates a UvrA(D131-250)2-DNA complex with a lifetime of 29.7 s. This
mutant UvrA is deficient in binding UvrB and Mfd.

To confirm this result, we also measured the binding lifetime of a mutant of UvrA
that is deficient in its interactions with UvrB and Mfd. Since UvrA interacts with both
UvrB and Mfd via the interface formed by residues 131-250 (11,21,200), we
expected that the labelled UvrA mutant lacking residues 131-250, UvrA(D131-250)YPet, would be a faithful reporter of binding of kinetics of UvrA alone in uvrB+ mfd+
cells. Indeed, interval imaging of UvrA(D131-250)-YPet expressed from a low-copy
plasmid (pUvrA(D131-250)-YPet) in DuvrA cells produced a binding lifetime of 29.7 ±
0.8 s (Figure 5.3B-C). Strikingly, only a single slowly dissociating species was detected
in this case (Supplementary Figure 5.2B).
Together, these results demonstrate that UvrA-YPet by itself is long-lived on DNA
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(Figure 5.3D-E). Notably, the lifetimes measured in our experiments reveal values
that are larger than previous in vitro measurements of UvrA binding (55). The
presence of two binding lifetimes suggests two populations of UvrA on DNA
potentially reflecting interactions with non-damaged DNA and damaged DNA.
Additionally, the absence of a fast dissociating species in measurements of the
lifetime of UvrA(D131-250)-YPet suggest that either UvrB or Mfd may be responsible
for generating this fast dissociating species.
5.2.3. Loading of UvrB promotes the dissociation of UvrA in global genomic
repair in cells
Next, we studied the influence of UvrB on the binding lifetime of UvrA in Dmfd cells.
Cells lacking Mfd are deficient in transcription-coupled repair, and can only execute
the global genomic nucleotide excision repair pathway (Figure 5.4A). Measurement
of the binding lifetime of UvrA-YPet using the interval imaging approach revealed a
slow lifetime of 8.7 ± 0.4 s (22 ± 2%) and a fast lifetime of 1.5 ± 0.1 s (78 ± 2%) (Figure
5.4B-C, Supplementary Figure 5.3A-B). The lifetime of the slowly dissociating species
observed in our measurements matches the lifetime of 7 seconds detected for the
dissociation of UvrA in the presence of UvrB previously (55). Notably, a previous
single-molecule live-cell imaging study on UvrA failed to detect a population with a
lifetime greater than three seconds in the absence of DNA damage (60).
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Figure 5.4 (A) Schematic of UvrA-Ypet kinetics in uvrA-ypet Dmfd cells. (B) Bar plots
represent lifetimes of UvrA-YPet in the corresponding genetic backgrounds. The lifetimes
were obtained from global fitting of CRTDs, each contains from one to four thousand
binding events (Supplementary Figure 5.3). Where two kinetic sub-populations are
detected, the fast lifetime is displayed in the lower panel. Percentage represents the
amplitude of kinetic sub-populations. Error bars are standard deviations from ten
bootstrapped samples. (C) Complexes of UvrA2 and UvrB in Dmfd cells. (D) Complexes of
UvrA2 and UvrB(DBHG) in Dmfd cells.

Several in vitro studies have revealed that damage detection during NER proceeds
via the loading of UvrB on putative damaged DNA, followed by damage verification
mediated via the helicase activity of UvrB (5,56,201). To confirm that this measured
lifetime indeed corresponds to loading of UvrB, as opposed to a stochastic
dissociation of UvrA from DNA (55), we studied the lifetime of UvrA-YPet in mfd- cells
carrying the β-hairpin deletion mutant (UvrB(DBHG)) of UvrB that is deficient in its
ability to be loaded on DNA (202). Consistent with an inability to load UvrB, we found
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that the lifetime of UvrA-YPet in cells expressing UvrB(DBHG) from the chromosome
was 148 ± 36 s (100%) (Figure 5.4B,D, Supplementary Figure 5.3C-D). This lifetime is
over 15-fold longer than that of UvrA-YPet in the Dmfd uvrB+ background suggesting
that the UvrA-UvrB(DBHG) complex is arrested on DNA.
The lack of a fast dissociating species of UvrA in cells lacking functional UvrB implies
that the detectable population of UvrA can be sequestered to the chromosome in
the form of a long-lived, arrested complex. Additionally, it follows that in wild-type
cells, UvrB must be involved in turning over UvrA, and this turnover requires loading
of UvrB onto DNA. Our single-molecule live-cell imaging results are consistent with
findings from other studies that demonstrate that UvrB facilitates the dissociation
of UvrA from DNA in vitro (202-204). Taken together these data lead us to conclude
that the 8.7-s lifetime measured here corresponds to the lifetime of UvrA during GGR
where UvrA is turned over by UvrB loading.
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5.2.4. The lifetime of UvrA in global genomic repair increases during the SOS
response
Next to identify whether the long-lived UvrA species reflected a population engaged
in binding and repair of damaged sites, we irradiated uvrA-ypet Dmfd cells with a
pulse of 254-nm UV light delivered in situ followed by interval imaging in four rounds,
each lasting 25 minutes (Figure 5.5A). Analysis of the complete data set (100 minutes
following UV exposure) revealed binding kinetics of UvrA-YPet corresponding to a
short-lived species with a lifetime of 1.6 ± 0.2 s (77 ± 3%) and a long-lived species of
UvrA corresponding to 13.1 ± 0.6 s (23 ± 3%) (Figure 5.5B, dash lines; Supplementary
Figure 5.4).

Figure 5.5 (A) Cells are exposed to a UV dose of 20 Jm-2 in the flow cell. (B) Lifetimes of
UvrA-YPet in uvrA-ypet Dmfd cells as a function of time following UV exposure. The
lifetimes were obtained from global fitting of CRTDs, each contained from four hundred
to two thousand binding events (Supplementary Figure 5.4). Percentages represent the
proportions of the slowly dissociating sub-population (upper panel). Lifetimes of the fast
dissociating sub-population are shown in the lower panel. Dash lines represent lifetimes
obtained from aggregated data within 100 minutes following UV exposure. Error bands
and bars are standard deviations of ten bootstrapped samples. The lifetimes at time 0
represent those of UvrA-YPet in uvrA-ypet Dmfd cells during normal growth and are
reproduced from Figure 5.4B.
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We wondered if the longer lifetime of UvrA-YPet detected in these experiments
represented temporally averaged measurements. Since each set of interval
measurements lasted 25 min, we proceeded to disaggregate each data set into the
four constitutive 25-min intervals after UV exposure. Analysis of the resulting data
from each time window revealed that the slow lifetime of UvrA-YPet changes during
the course of the SOS response while the fast lifetime remained constant (Figure
5.5B, Supplementary Figure 5.4). In the first 25 minutes, the slow lifetime of UvrAYPet (9.6 ± 1.0 s) matched that in the absence of DNA damage. This lifetime
increased gradually and plateaued at 15 ± 2 s after 75 minutes following UV exposure
(Figure 5.5B). These results highlight that the lifetime of UvrA in cells is not a unique
value, and may in fact depend on the cellular conditions.
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5.2.5. The lifetime of UvrA in transcription-coupled repair
We next investigated if transcription-coupled repair influences the residence time of
UvrA. During this reaction, UvrA is recruited to DNA via Mfd, following by the
formation of an asymmetric hand-off complex Mfd-UvrA2-UvrB, unlike the
symmetric complex UvrA2UvrB2 during GGR (Figure 5.1). Our previous
characterisation of Mfd demonstrated that the lifetime of DNA-bound Mfd is
governed by UvrAB, suggesting UvrAB recruitment to Mfd occurs in normal growth
conditions (194). Hence, we anticipated three scenarios for UvrA-YPet in uvrA-ypet
mfd+ cells. First, if the residence time of UvrA-YPet is close to 8.7 s, this would
indicate either that the lifetime of UvrA-YPet in the TCR hand-off complex is very
close to that of UvrA-YPet in the GGR complex and/or the lifetimes are different but
UvrAB recruitment to Mfd is a rare event. Second, a lifetime shorter than 8.7 s would
suggest that Mfd helps to promote dissociation of UvrA-YPet. Finally, a lifetime
longer than 8.7 s would indicate that Mfd stabilises UvrA-YPet in hand-off complex.
To distinguish these scenarios, we imaged UvrA-YPet in uvrA-ypet mfd+ cells. Interval
imaging of UvrA-YPet in these cells revealed a short-lived species with a lifetime of
1.9 ± 0.2 s (79 ± 0.2%) and a long-lived species of UvrA corresponding to 12.0 ± 0.8 s
(21 ± 2%) (Figure 5.6A-B). To identify whether this rate reflected a GGR or TCR rate,
we imaged uvrA-ypet cells in conditions where TCR is abolished by incubating with
rifampicin (rif). Interval imaging of UvrA-YPet in these cells revealed a long-lived
species of UvrA-YPet possessing a lifetime of 9.6 ± 0.6 s (37 ± 3 %) and a short-lived
species with a lifetime of 1.5 ± 0.3 s (63 ± 3 %) (Figure 5.6A,C). These measurements
closely match the lifetimes of UvrA-YPet in Dmfd cells (see Figure 5.4B-C). The
decrease in the lifetime of the long-lived population from 12 s to 9.6 s upon
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rifampicin treatment suggests that a slowly dissociating species of UvrA (with
lifetime of at least 12 s) is lost upon rif treatment, one that is involved in Mfddependent TCR. An important implication of this finding is that the lifetime of UvrA
in TCR is longer than that in GGR in normal growth.

Figure 5.6 (A) Lifetimes of UvrA-YPet in uvrA-ypet cells or DuvrA/pUvrA-YPet cells subject
to rifampicin or UV treatment. These residence times were obtained from global fitting
CRTDs containing one to five thousand binding events (Supplementary Figures 5.5 and
5.6). Black, the slow lifetime. Red, the fast lifetime. Errors are standard deviations from
ten bootstrapped samples. (B-E) Cartoons illustrate UvrA-YPet intermediates formed in
uvrA-ypet or DuvrA/pUvrA-YPet cells in the absence or presence of rifampicin.

Since no mutants of UvrA have been identified that solely exhibit TCR, without
participating in GGR, we were limited in our ability to design experimental conditions
under which only the TCR reaction may be observed in cells. We hypothesised that
the equilibrium between TCR and GGR in growing cells could be tipped at higher
concentrations of UvrA, or by introducing DNA damage. Interval imaging of UvrAYPet in DuvrA/pUvrA-YPet cells revealed a previously un-encountered population of
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long-lived UvrA-YPet corresponding to 19 ± 1 s (26 ± 2%) and a short-lived species
with a lifetime of 2.0 ± 0.1 s (74 ± 2%) (Figure 5.6A,D). To identify whether this longlived UvrA-YPet species represents UvrA2 in complex with Mfd, we further treated
DuvrA/pUvrA-YPet cells with rifampicin to abolish TCR. Upon rifampicin treatment,
the slow lifetime of UvrA-YPet in DuvrA/pUvrA-YPet cells reduced from 19 ± 1 s to
11.5 ± 0.6 s (Figure 5.6A,E). Hence, the observations that UvrA-YPet stayed longer
on DNA in conditions where TCR is active are reproduced at two concentrations of
UvrA-YPet. These suggest that at least a proportion of UvrA is stabilised on DNA by
Mfd during normal growth.
We then attempted to measure the lifetime of UvrA-YPet under conditions where
TCR is known to be prioritised over GGR, that is, in the presence of UV-induced DNA
lesions on the chromosome. Within 100 minutes following exposure to a 20 Jm-2
pulse of 254-nm UV light in situ, we found that UvrA-YPet exhibited two populations,
a short-lived population with a lifetime of 1.6 ± 0.1 s (74 ± 2%) and a second, longerlived population with a lifetime of 10 ± 0.4 s (26 ± 2%) (Figure 5.6A, Supplementary
Figure 5.7). Curiously, the slow lifetime (10 ± 0.4 s) is smaller than that of UvrA-YPet
in UV-treated uvrA-ypet Dmfd cells (13.1 ± 0.6 s, see Figure 5.4B). The lifetime
difference is more pronounced at 50 minutes following UV treatments: 15 ± 2 s in
uvrA-ypet Dmfd cells and 8.8 ± 1.0 s in uvrA-ypet mfd+ cells (Supplementary Figure
5.7). These observations suggest that Mfd helps to promote UvrA dissociation under
genotoxic stress. Data presented in the next chapter further support this conclusion.
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5.2.6. Measurement of UvrB binding kinetics
Since the lifetime of UvrA in GGR is nearly identical to its lifetime in TCR, we next
investigated whether the lifetimes of UvrB are different in these two pathways. To
this end, we created a C-terminal fusion of UvrB to YPet, which was expressed from
the native uvrB locus. Upon UV irradiation, survival rates of uvrB-ypet cells were
indistinguishable from wild-type MG1655, indicating the fusion UvrB-YPet is
functional in catalysing repair of UV-induced DNA damage (Supplementary Figure
5.1C). Analysis of integrated fluorescence intensity revealed the copy number of
UvrB-YPet to be 28 ± 6 copies per cell, two-fold higher than that of UvrA-YPet
(Supplementary Figure 5.1D-F). Adopting a similar interval imaging approach as we
have done for UvrA-YPet, we measured the lifetime of UvrB-YPet in uvrB-ypet mfd+
cells, and compared it to that obtained in uvrB-ypet mfd- cells. We found that the
lifetime of UvrB-YPet wild-type cells (7.4 ± 0.7 s) was indistinguishable from its
lifetime in mfd- cells (8.4 ± 0.9 s) (Figure 5.7A-C).
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Figure 5.7 (A) Bar plots represent lifetimes of UvrB-YPet and mutants. The lifetimes were
obtained from global fitting of CRTDs, each contained from four hundred to three
thousand binding events (Supplementary Figure 5.8). Error bars are standard deviations
from ten bootstrapped samples. (B-E) Cartoons illustrate complexes formed by Mfd
(green), UvrA2 (purple) and (B-C) wild-type UvrB-YPet (orange), (D) UvrB(Y96A)-YPet
(cyan) or (E) UvrB(DBHG)-YPet (red).
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To additionally demonstrate that this lifetime reflects a productive engagement with
DNA, we measured the lifetimes of UvrB mutants that are deficient in loading
reactions. To this end, we chose two well-characterised UvrB mutants with
modifications at the β-hairpin, namely UvrB(Y96A) and UvrB(DBHG) (63,202,203). In
the former, the absolutely conserved tyrosine residue (Y96) at the base of the hairpin
was replaced with an alanine (204) whereas in the latter, ten amino-acid residues of
the hairpin were replaced with a single glycine residue (202). We separately
expressed the fluorescently labelled mutants, either UvrB(Y96A)-YPet or
UvrB(DBHG)-YPet from the chromosomal uvrB locus. Interval imaging revealed
lifetimes of UvrB(Y96A)-YPet and UvrB(DBHG)-YPet to be 29 ± 2 s and 76 ± 10 s
respectively (Figure 5.7A). In both cases, we found that mutant UvrB exhibited a
significantly longer lifetime, indicating that these mutants are not efficiently turned
over in cells. Taken together with the observation that UvrA-YPet is arrested on DNA
for 148 ± 36 s in the presence of UvrB(DBHG) (see Figure 5.4), these measurements
suggest that mutant UvrB deficient in DNA loading are complexed with UvrA in cells
(Figure 5.7D-E).
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5.3.

Discussion

In this work, we have developed and implemented a minimally perturbative singlemolecule imaging-based approach that enabled us to reliably measure off rates of
repair factors in their physiologically relevant states inside living cells. Using this
approach, we interrogated E. coli UvrA and UvrB – central players in the NER
pathway – to understand whether their kinetic signatures are different in the GGR
and TCR pathways. Quantitative lifetime measurements in live cells revealed the
rates of the UvrA-mediated UvrB loading reaction during global genomic and
transcription-coupled nucleotide excision repair in cells.
A combination of chemical and genetic tools enabled us to measure the lifetime of
UvrAB on undamaged DNA and damaged DNA in cells. UvrA exhibits foci with
residence times ranging from a few hundred milliseconds, to tens of seconds. To
identify the lifetimes of the different populations of UvrA engaged in various repair
functions, we applied an interval imaging strategy that enabled us to de-convolute
binding kinetics from photobleaching kinetics. In combination with repair deficient
mutants of UvrA and UvrB, we were able to attribute the measured off rates to the
various roles of UvrA in nucleotide excision repair. UvrA alone in the absence of UvrB
was found to be long-lived on DNA. In the presence of UvrB, we found that UvrA
exhibited a fast off rate consistent with previous studies demonstrating that UvrB
turns over UvrA in vitro (202-204). The short-lived population of UvrA(B) with a
lifetime of ~2 s on DNA corresponds to UvrA(B) engaged in damage search. Two
findings support this inference: a. irradiation of cells with 254-nm UV light led to a
decrease in this population and, b. in the presence of the UvrB(DBHG) mutant that
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is incapable of being loaded on damaged DNA, the transiently bound UvrA
population was lost, and manifested instead as a long-lived complex on DNA.
In the absence of exogenous DNA damage, we detected a lifetime of 9 s for UvrAYPet in cells lacking Mfd. In the presence of Mfd, we detected a long-lived species
with a lifetime of 12 s. Irradiation with UV light led to an enrichment in the
population with a lifetime of 10 s. Notably, UvrB-YPet was also long-lived on DNA
with a lifetime of 7-8 s. Together, these observations lead us to conclude that the
long-lived species of UvrA-YPet are engaged in repair.
A striking result from these studies is that the binding lifetime of UvrA-YPet in the
context of its UvrB loading function during TCR depends on the relative abundance
of UvrB. Under conditions where UvrA-YPet concentrations are eight-fold higher
than those obtained in uvrA-ypet cells, a rif-sensitive population of UvrA-YPet,
involved in TCR is readily detectable. This population of UvrA-YPet exhibits a lifetime
of 19 s. Intriguingly this long-lived population is undetectable in uvrA-ypet cells
expressing lower cellular concentrations of UvrA-YPet. Instead, in cells expressing
UvrA-YPet from the chromosomal locus, the measured lifetime of UvrA-YPet is
significantly shorter (12 s), and treatment with rifampicin produced a lifetime of 9.6
s, comparable to that of UvrA-YPet in Dmfd cells (8.7 s). Together these findings
demonstrate that the rate limiting step for the release of UvrA involved in TCR
functions depends on the concentration of UvrA relative to UvrB. A reasonable
explanation for this finding is that an increase in the [UvrA] relative to [UvrB]
represents a condition where the [UvrB] becomes limiting. A prediction of this
hypothesis is that elevated concentrations of UvrB would lead to an enhancement
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of the rate of TCR observed in our experiments.
Intriguingly, following UV treatment, the lifetime of UvrA-YPet in cells lacking Mfd
appeared to increase and peak after 50 minutes (15 s). When uvrA-ypet mfd+ cells
were subject to the same treatment, surprisingly the lifetime of UvrA-YPet was
found to reduce (8-9 s, from 50 minutes following UV treatment). The finding that
UvrA-YPet dissociated faster in the presence of Mfd suggests that TCR rate is faster
than that of GGR upon UV treatment. This is consistent with the well-established
enhancement of repair rate in TCR (9,14,16).
An attractive explanation for the difference in TCR and GGR rates observed in our
experiments is the inefficiency of GGR in repairing UV-induced CPD lesions when
UvrA and UvrB are present at low concentrations. Crowley and Hanawalt (1998)
demonstrated that after 40 minutes following UV treatment, cells removed 70% of
CPD lesions on the transcribed strand when TCR was permitted (199). In comparison,
when TCR was inhibited by rifampicin treatment, only 30% of CPD lesions were
removed after 40 minutes following UV treatment. These experiments were
conducted using a mutant E. coli strain that was unable to induce the SOS response
but constitutively expressed 200 UvrA molecules and 400 UvrB molecules (199).
Considering the low expression level of UvrA-YPet in our strain (16 ± 4 subunits per
cell during normal growth), it is likely that the majority of CPD lesions induced by UV
light remained in uvrA-ypet Dmfd cells after 40 minutes and perhaps the slowly
dissociating population of UvrA-YPet with the lifetime of 15 s reflects UvrAB binding
at sites of CPD lesions.
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5.4.

Materials and methods

5.4.1. Strain construction
All strains used in this study were derivatives of Escherichia coli K-12 MG1655
(Supplementary Table 5.1). Chromosomal fusions of uvrA and uvrB were created
with classical λ Red recombination (88). Derivatives of uvrA-ypet and uvrB-ypet were
constructed using scar-less CRISPR-Cas9 assisted λ Red recombination as previously
described (90,91).
5.4.2. Cell culture for imaging
Cells were grown in 500 μL of EZ-rich defined media (Teknova), supplemented with
0.2% (w/v) glucose in 2-mL microcentrifuge tubes at 30 °C. For experiments involving
plasmid-expressed UvrA-YPet and mutant, spectinomycin (50 μg per mL) was added
to the growth media. Cells in early exponential phase were loaded on flow cells prior
to imaging (180).
5.4.3. Live-cell imaging
Live-cell imaging was performed in home-built flow cells as described
previously (180). Briefly, the flow cell was assembled from a quartz top piece (45 x
20 x 1 mm, ProSciTech, Australia) and an APTES-treated glass coverslip (24 x 50 mm,
Australian Scientific) using double-sided sticky tape (3M). Coverslips were
functionalised by sonicating for 30 minutes with 5 M KOH, followed by extensive
rinsing with Milli-Q water and incubating in solution of 5% (v/v) of APTES ((3aminopropyl)-triethoxysilane 98%, Alfa Aesar, US) in Milli-Q water for five minutes.
The coverslips were then washed once with ethanol and sonicated in ethanol for one
minute. Finally, functionalised coverslips were washed with Milli-Q water and rapidly
155

dried with compressed nitrogen.
During the course of imaging experiments, the flow cell was maintained at 30 °C and
aerated EZ-rich defined media was supplied at a rate of 30 µL per min, using a syringe
pump (Adelab Scientific, Australia). In rifampicin treatment, rifampicin was added to
the growth media (50 µg per mL) and cells were incubated with rifampicincontaining media for 30 minutes in the flow cell prior to imaging. UV treatment
involved a single dose of 254-nm UV light (20 Jm-2), which was delivered at the
beginning of the experiment after cells were loaded into the flow cell.
Single-molecule fluorescence imaging was carried out with a custom-built
microscope as previously described (194). Briefly, the microscope comprised a Nikon
Ti body, a 1.49 NA 100x objective, a 514-nm Sapphire LP laser (Coherent) operating
at a power density of 71 W cm-2, an ET535/30m emission filter (Chroma) and a
512x512 pixel2 EM-CCD camera (either Photometrics Evolve or Andor iXon 897). The
microscope operated in HILO mode (111) and was controlled using NIS-Elements
(Nikon).
Where kinetics of dissociation was measured with interval imaging, fluorescence
imaging was acquired in time-series format with 0.1-s frames (tint = 0.1). Each video
acquisition contained two phases. The first phase containing 50 frames aimed to
lower background signal by continuous illuminating, causing most of the
fluorophores to photo-bleach or to assume a dark state. The second phase, termed
the single-molecule phase, is when single YPet fluorophores stochastically turn to
the bright state. The fluorescence signal from these molecules can be reliably
tracked on a low background fluorescence level. In the second phase, consecutive
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frames were acquired continuously or with a delay time (td). In a typical experiment,
several rounds of interval imaging were performed, each round involved acquisitions
collected using a set of ttl values (ttl = tint + td). For measurements of lifetime
following UV exposure, a round of interval imaging contained five ttl values (ttl = 0.1,
0.3, 1, 3 and 10 s). For other experiments, eight ttl values were used (ttl = 0.1, 0.2,
0.5, 1, 2, 4, 8 and 10 s).
5.4.4. Image analysis
Image analysis was performed in Fiji (182), using the Single Molecule Biophysics
plugins (available at https://github.com/SingleMolecule/smb-plugins), and MATLAB.
First, raw data were converted to TIF format, following by background correction
and image flattening as previously described (194). Next, foci were detected in the
reactivation phase by applying a discoidal average filter (inner radius of one pixel,
outer radius of three pixels), then selecting peaks whose intensities were at least
eight-fold higher than that of background. Secondly, only foci with the full width at
half maximum smaller than five pixels (530 nm) were kept to reject broad cytosolic
features. Foci detected within 3-pixel radius (315 nm) in consecutive frames were
considered to belong to the same binding event.
5.4.5. Interval imaging for kinetics of dissociation measurements
The photobleaching phase contained 50 continuous 0.1-s frames. In the singlemolecule phase, 100 0.1-s frames were collected with an interval time (ttl) ranging
from 0.1 s (continuously; td = 0 s) to 10 s (td = 9.9 s). In each experiment, videos with
varying td were acquired. Foci were detected using a relative intensity threshold of
eight above the background. From at least three experiments for each strain, a
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cumulative residence time distribution of binding events was compiled for each
interval.
Subsequent fitting was performed on ten bootstrapped samples, derived from
randomly drawing 80% of the complied binding events for each interval. Two types
of fitting were performed, using custom MATLAB codes. First, the effective-rate
constant keff, contributively of the photobleaching rate kb and the off rate koff, was
obtained by fitting the bootstrapped CRTDs to a single-exponential model. The
corresponding keffttl vs. ttl was plotted as described previously (80), with the shaded
error band representing standard deviations of the ten bootstrapped CRTDs. Second,
global fittings were performed on bootstrapped samples across all intervals using
least-squares trust-region reflective algorithms. Equations (5.1) and (5.2) were used
as fitting models for one and two kinetic sub-populations respectively. The iteration
terminated when a tolerance of 10-6 was reached. Errors are standard deviations of
fitting results from the ten bootstrapped CRTDs.

𝑓" (𝑡) = 𝐴exp(−𝑘800 𝑡) = 𝐴exp b− b𝑘-

τ345
+ 𝑘/00 d 𝑡d
τ56

τ345
+ 𝑘/00" d 𝑡d
τ56
τ345
+ (1 − 𝐵) exp b− b𝑘+ 𝑘/001 d 𝑡dd
τ56

𝑓1 (𝑡) = 𝐴 b𝐵exp b− b𝑘-

(5.1)

(5.2)

The results from global fittings are presented in Supplementary Tables 5.4 and 5.5.
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5.5.

Supplementary information

5.5.1. Supplementary figures

Supplementary Figure 5.1 (A) Representative image of MG1655 uvrA-PAmCherry1 cells
upon activation with 405-nm light and reading out with 568-nm light. Cell outlines (yellow)
are provided as a guide to the eye. (B) Survival curves of MG1655, uvrA-ypet and DuvrA
cells on exposure to ultraviolet (UV) light (see Supplementary Methods). (C) Survival
curves of MG1655, uvrB-ypet and DuvrB cells on exposure to ultraviolet (UV) light. (D)
Scatter plots represent the mean fluorescence intensities from n cells of MG1655, uvrAypet, uvrB-ypet and DuvrA/pUvrA-YPet upon 514-nm laser excitation for 100 ms. Red bars
represent the averages. The integrated fluorescence intensity is calculated by multiplying
the mean intensity, corrected for autofluorescence of MG1655, and the cellular area (top).
(E) Integrated intensity from single molecules of UvrA-YPet upon 514-nm laser excitation
for 100 ms. (F) Copy numbers per cell are calculated by dividing the integrated cellular
intensity to the integrated intensity of single UvrA-YPet.
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Supplementary Figure 5.2 The keffttl plots (cyan curves) obtained from fitting CRTDs of (A)
UvrA-YPet in DuvrA DuvrB Dmfd cells or (B) UvrA(D131-250)-YPet in DuvrA cells. Simulated
keffttl plots (purple curves), generated from global fitting results, are overlaid. Shaded error
bands are standard deviations from ten bootstrapped samples. Cartoons (insets) illustrate
complexes formed by UvrA-YPet or UvrA(D131-250)-YPet with DNA.
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Supplementary Figure 5.3 (A) Cumulative residence time distributions (CRTDs, circles) of
UvrA-YPet in uvrA-ypet Dmfd cells. Lines are mono-exponential fits to CRTDs. (B) The keffttl
plot (cyan curve) obtained from fitting CRTDs in (A). A simulated keffttl plot (purple curve),
generated from global fitting results, is overlaid. Shaded error bands are standard
deviations from ten bootstrapped samples. (C) CRTDs (circles) of UvrA-YPet in uvrA-ypet
uvrB(DBHG) Dmfd cells. Lines are mono-exponential fits to CRTDs. (D) The keffttl plot (cyan
curve) obtained from fitting CRTDs in (C). A simulated keffttl plot (purple curve), generated
with inputs from global fitting results, is overlaid. Shaded error bands are standard
deviations from ten bootstrapped samples.
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Supplementary Figure 5.4 (A-E) Cumulative residence time distributions (CRTDs, circles) of
UvrA-YPet in uvrA-ypet Dmfd cells following exposure to a UV dose of 20 Jm-2. As each
round of interval imaging lasted 25 minutes, the CRTDs reflect lifetime of binding events
of UvrA-YPet measured in (A) the first 25 minutes, (B) 25 to 50 minutes, (C) 50 to 75
minutes and (D) 75 to 100 minutes following UV exposure. (E) Aggregated CRTDs across
100 minutes. Lines are mono-exponential fits to CRTDs. (F) The keffttl plots obtained from
fitting CRTDs in (A-D). (G) The keffttl plots obtained from fitting CRTDs in (E). Error bands
are standard deviations of ten bootstrapped CRTDs.
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Supplementary Figure 5.5 Measurements of residence times of UvrA-YPet in (A-B)
untreated uvrA-ypet cells or (C-D) rif-treated uvrA-ypet cells. (A) CRTDs of UvrA-YPet in
uvrA-ypet cells (circles) acquired at eight ttl values ranging from 0.1 s to 10 s. Lines are
mono-exponential fits to data. (B) The keffttl plot obtained from fitting CRTDs in (A). Shaded
error bands are standard deviations from ten bootstrapped samples. (C) CRTDs of UvrAYPet in rif-treated uvrA-ypet cells (circles) acquired at eight ttl values ranging from 0.1 s to
10 s. Lines are mono-exponential fits to data. (D) The keffttl plot obtained from fitting
CRTDs in (C). Shaded error bands are standard deviations from ten bootstrapped samples.
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Supplementary Figure 5.6 Measurements of residence times of UvrA-YPet in (A-B)
untreated DuvrA/ pUvrA-YPet cells or (C-D) rif-treated DuvrA/ pUvrA-YPet cells. (A) CRTDs
of UvrA-YPet in DuvrA/ pUvrA-YPet cells (circles) acquired at eight ttl values ranging from
0.1 s to 10 s. Lines are mono-exponential fits to data. (B) The keffttl plot obtained from
fitting CRTDs in (A). Shaded error bands are standard deviations from ten bootstrapped
samples. (C) CRTDs of UvrA-YPet in rif-treated DuvrA/ pUvrA-YPet cells (circles) acquired
at eight ttl values ranging from 0.1 s to 10 s. Lines are mono-exponential fits to data. (D)
The keffttl plot obtained from fitting CRTDs in (C). Shaded error bands are standard
deviations from ten bootstrapped samples.
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Supplementary Figure 5.7 (A-E) Cumulative residence time distributions (CRTDs, circles) of
UvrA-YPet in uvrA-ypet cells following exposure to a UV dose of 20 Jm-2. As each round of
interval imaging lasted 25 minutes, the CRTDs reflect lifetime of binding events of UvrAYPet measured in (A) the first 25 minutes, (B) 25 to 50 minutes, (C) 50 to 75 minutes and
(D) 75 to 100 minutes following UV exposure. (E) Aggregated CRTDs across 100 minutes.
Lines are mono-exponential fits to CRTDs. (F) The keffttl plots obtained from fitting CRTDs
in (A-D). (G) The keffttl plots obtained from fitting CRTDs in (E). Error bands are standard
deviations of ten bootstrapped CRTDs. (H) Lifetimes of UvrA-YPet in uvrA-ypet cells
following UV treatment. These residence times were obtained from globally fitting CRTDs.
Black, the slow lifetime. Red, the fast lifetime. Errors are standard deviations from ten
bootstrapped samples. The lifetimes at time 0 represent those of UvrA-YPet in uvrA-ypet
cells during normal growth and is reproduced from Figure 5.6A.

165

Supplementary Figure 5.8 Measurements of residence times of UvrB-YPet and mutants.
(A) CRTDs of UvrB-YPet in uvrB-ypet cells (circles) acquired at eight ttl values ranging from
0.1 s to 10 s. Lines are mono-exponential fits to data. (B) The keffttl plot obtained from
fitting CRTDs in (A). Shaded error bands are standard deviations from ten bootstrapped
samples. (C) CRTDs of UvrB-YPet in uvrB-ypet Dmfd cells (circles) acquired at eight ttl
values ranging from 0.1 s to 10 s. Lines are mono-exponential fits to data. (D) The keffttl
plot obtained from fitting CRTDs in (C). Shaded error bands are standard deviations from
ten bootstrapped samples. (E) CRTDs of UvrB(Y96A)-YPet in uvrB(Y96A)-ypet cells (circles)
acquired at eight ttl values ranging from 0.1 s to 10 s. Lines are mono-exponential fits to
data. (F) The keffttl plot obtained from fitting CRTDs in (E). Shaded error bands are standard
deviations from ten bootstrapped samples. (G) CRTDs of UvrB-YPet in uvrB-ypet cells
(circles) acquired at eight ttl values ranging from 0.1 s to 10 s. Lines are mono-exponential
fits to data. (H) The keffttl plot obtained from fitting CRTDs in (G). Shaded error bands are
standard deviations from ten bootstrapped samples.
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5.5.2. Supplementary tables
Supplementary Table 5.1. Bacterial strains. All strains are in E. coli K-12 MG1655
background.
Strain/genotypes

Source/Technique

uvrA-ypet

This study/ λ Red recombination

uvrA-PAmCherry1

This study/ λ Red recombination

uvrA::kanR

This laboratory (194)

uvrB::kanR

This study/ λ Red recombination

mfd::kanR

This laboratory (194)

DuvrA Dmfd DuvrB

This study

DuvrA/pUvrA-YPet

This study

DuvrA Dmfd DuvrB/

This study

pUvrA-YPet
DuvrA Dmfd DuvrB/

This study

pUvrA(D131-250)-YPet
uvrA-ypet Dmfd

This study/ P1 transduction

uvrA-ypet uvrB(DBHG)

This study/ CRISPR-Cas9 assisted λ Red recombination

uvrA-ypet uvrB(DBHG) Dmfd

This study/ P1 transduction

uvrB-ypet

This study/ λ Red recombination

uvrB-ypet Dmfd

This study/ P1 transduction

uvrB(DBHG)-ypet

This study/ CRISPR-Cas9 assisted λ Red recombination

uvrB(Y96A)-ypet

This study/ CRISPR-Cas9 assisted λ Red recombination
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Supplementary Table 5.2. Oligonucleotides used for colony PCR, λ Red recombination
and cloning.
Oligo names

Sequence

Colony PCR for Cas9 verification
dCas9dL5_303_F

CAGACCGCCACAGTATCAAA

pCas9_6700_R

GGAAGGTATCCGACTGCTG

Cloning of pCRISPR variants
pCRISPR_UvrB_Y96A_S

AAA CCC TAC TAC GAC TAC TAT CAG CG

pCRISPR_UvrB_Y96A_AS

AAA ACG CTG ATA GTA GTC GTA GTA GG

Recombineric ssDNA
CAA TGA AAG TGT CGG AAC TCG GTA CAT AGG CTT CCG GCT
UvrB_Y96A_ ssDNA

GTG CGT AGT CGT AGT AGG AAA CGA AAT ATT CCA CCG CGT
TTT CC
CAA TAT GTT CGT TAA CCG AGG CAT CTT TCT CAA TGA AAG

UvrB_dBHG_ ssDNA

TGC CAT AAT AGT CGT AGT AGG AAA CGA AAT ATT CCA CCG
CGT TTT CCG
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Supplementary Table 5.3. Plasmids.
Plasmid

Source/Technique

pHH001

This laboratory (194)

pUvrA-YPet

This study/Sub-cloning into pSC101 (187)

pUvrA(D131-250)-YPet

This study/Sub-cloning into pSC101 (187)

pKD46

Cox lab (88)

pCas9

Addgene # 42876, Marraffini lab (90)

pCRISPR

Addgene # 42875, Marraffini lab (90)

pCRISPR-UvrB-Y96A

This study/Sub-cloning into pCRISPR
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Supplementary Table 5.4. Global fitting outputs for measurements of residence time of
UvrA-YPet and mutants in various genetic backgrounds. The chosen model and fitting
outcomes are highlighted.

1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1

kb ± Error
(s-1)
7.0 ± 0.1
5.5 ± 0.1
5.2 ± 0.1
4.3 ± 0.1
7.7 ± 0.1
6.3 ± 0.2
5.5 ± 0.1
4.7 ± 0.1
7.9 ± 0.2
6.2 ± 0.2
6.8 ± 0.2
5.0 ± 0.6
8.1 ± 0.2
5.8 ± 0.4
8.1 ± 0.2
6.5 ± 0.2
8.0 ± 0.2
6.5 ± 0.5
8.7 ± 0.2
7.2 ± 0.2
6.8 ± 0.2
5.7 ± 0.2
8.4 ± 0.1
6.8 ± 0.1
8.5 ± 0.1

t1 ± Error
(s)
33 ± 2
24 ± 1
29.7 ± 0.8
21.9 ± 0.5
7.4 ± 0.2
8.7 ± 0.4
148 ± 36
852 ± 272
14.0 ± 0.7
13.1 ± 0.6
10.8 ± 0.8
10.1 ± 1.5
17.6 ± 1.1
13.5 ± 0.7
13.3 ± 0.9
15 ± 2
11 ± 1
15 ± 4
10.0 ± 0.6
12.0 ± 0.8
9.4 ± 0.4
9.6 ± 0.6
21 ± 2
19 ± 1
9.0 ± 0.2

B ± Error
(%)
100
28 ± 2
100
47 ± 1
100
22 ± 2
100
42 ± 3
100
23 ± 3
100
27 ± 7
100
21 ± 4
100
24 ± 3
100
17 ± 4
100
21 ± 2
100
37 ± 3
100
26 ± 2
100

t2 ± Error
(s)
1.6 ± 0.2
0.75 ± 0.06
1.5 ± 0.1
5.7 ± 0.6
1.6 ± 0.2
1.5 ± 0.3
1.5 ± 0.2
1.8 ± 0.3
1.5 ± 0.3
1.9 ± 0.2
1.5 ± 0.3
2.0 ± 0.1
-

2

7.3 ± 0.1

11.5 ± 0.6

25 ± 2

1.7 ± 0.1

1
2
1
2
1
2
1
2
1
2

6.9 ± 0.1
5.6 ± 0.1
5.7 ± 0.2
4.8 ± 0.1
7.2 ± 0.2
6.0 ± 0.3
7.2 ± 0.2
5.6 ± 0.2
6.9 ± 0.2
5.8 ± 0.4

9.2 ± 0.4
10.0 ± 0.4
9.6 ± 0.8
12.7 ± 2.6
10.7 ± 0.5
11.6 ± 0.9
8.8 ± 1.0
10.2 ± 0.6
5.1 ± 0.5
8.4 ± 0.6

100
26 ± 2
100
29 ± 14
100
30 ± 3
100
22 ± 3
100
13 ± 3

1.6 ± 0.1
2.6 ± 0.7
2.2 ± 0.4
1.4 ± 0.1
1.2 ± 0.2

Genetic background

Model

DuvrA DuvrB Dmfd/
pUvrA-YPet
DuvrA/
pUvrA(D131-250)-YPet
uvrA-ypet Dmfd
uvrA-ypet uvrB(DBHG)
Dmfd
uvrA-ypet Dmfd
0-100 min UV+
uvrA-ypet Dmfd
0-25 min UV+
uvrA-ypet Dmfd
25-50 min UV+
uvrA-ypet Dmfd
50-75 min UV+
uvrA-ypet Dmfd
75-100 min UV+
uvrA-ypet
uvrA-ypet
Rif-treated
DuvrA/
pUvrA-YPet
DuvrA/
pUvrA-YPet
Rif-treated
uvrA-ypet
0-100 min UV+
uvrA-ypet
0-25 min UV+
uvrA-ypet
25-50 min UV+
uvrA-ypet
50-75 min UV+
uvrA-ypet
75-90 min UV+
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Supplementary Table 5.5. Global fitting outputs for measurements of residence time of
UvrB-YPet and mutants. The chosen model and fitting outcomes are highlighted.
Genetic background
uvrB-ypet
uvrB-ypet Dmfd
uvrB(Y96A)-ypet
uvrB(DBHG)-ypet

Model
1
2
1
2
1
2
1
2

kb ± Error
(s-1)
6.8 ± 0.3
5.6 ± 0.3
6.4 ± 0.2
5.6 ± 0.4
6.0 ± 0.1
5.2 ± 0.2
6.1 ± 0.1
5.1 ± 0.3
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t1 ± Error
(s)
7.4 ± 0.7
8.7 ± 0.7
8.4 ± 0.9
21 ± 10
29 ± 2
94 ± 51
76 ± 10
73 ± 37

B ± Error
(%)
100
40 ± 5
100
15 ± 14
100
29 ± 6
100
39 ± 3

t2 ± Error
(s)
1.6 ± 0.2
2.4 ± 1.3
5.7 ± 2.1
2.2 ± 1

5.5.3. Supplementary methods
Strain construction
The chromosomal fusions of uvrA-ypet, uvrA-PAmCherry1 and uvrB-ypet were
created using λ Red recombination as previously described (88). Briefly, gene
fragments encoding ypet or PAmCherry1, and a kanamycin resistance cassette were
transformed into MG1655 cells expressing the λ Red proteins from pKD46. These
gene fragments are flanked by about 40-bp sequence homologies to those
immediately downstream of uvrA or uvrB allele.
Knock-out strains of uvrA::KanR, uvrB::KanR and mfd::KanR were created de novo,
using λ Red recombination as mentioned above. The kanamycin cassette was
subsequently removed to facilitate the production of the triple-deletion strain DuvrA
DuvrB Dmfd via P1 transduction.
Derivatives of uvrB-ypet expressing mutants of UvrB from the chromosome were
constructed using scar-less CRISPR-Cas9 assisted λ Red recombination as previously
described (90,91). Briefly, uvrB-ypet electrocompetent cells were transformed with
pKD46 (88) and pCas9 (90). The transformants were plated on LB plate containing
ampicillin (50 μg per mL) and chloramphenicol (25 μg per mL) and were incubated
at 30 °C overnight. As pCas9 is prone to recombination events (90), the resulting
colonies were screened with colony PCR to confirm the presence of the full-length
Cas9 gene, using primers (Supplementary Table 5.2) targeting upstream and
downstream of the Cas9 gene in pCas9.
Next, uvrB-ypet cells harbouring pKD46 and pCas9 were made electrocompetent.
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First, the cells were grown at 30 °C with shaking at 200 rpm in 50 mL of LB containing
ampicillin (50 μg per mL) and chloramphenicol (25 μg per mL). In these cells, Cas9
was constitutively expressed. The expression of λ Red recombination proteins was
induced with 0.2% L-arabinose (w/v) when cells reached a density around 0.4
(OD600). When the optical density reached 0.8, cells were pelleted at 4 °C and washed
twice with ice-cold water, with an additional wash using 10% glycerol. Finally,
aliquots containing 40 μL of cells in microcentrifuge tubes were snap-freezed in
liquid nitrogen and stored at -80 °C.
Cas9 endonuclease activities were targeted to the vicinity of the desired point
mutations on the E. coli chromosome with the help of the guide RNAs. These guide
RNAs were designed such that each contains a 20-nt complementary sequence to
that on the E. coli chromosome 5’ of the PAM sequence (5’-NGG). They were
expressed from pCRISPR variants (Supplementary Table 5.3), which we created
following protocols from reference (90).
The point mutations were introduced by recombining the foreign single-stranded
DNA (ssDNA) (Supplementary Table 5.2). The ssDNAs were 80- to 90-nt oligos
flanked by about 40-nt of sequence homologies to the E. coli chromosome on both
sides of the desired mutations. Base changes were selected to be within five bases
from the PAM sequence. This region, termed the seed region, is the most critical to
Cas9 binding and disruption in this area ensure cells harbouring the point mutations
would not become target for Cas9 cutting.
Aliquots of cells expressing pCas9 and λ Red recombination proteins were
transformed with 30 ng of pCRISPR variant plasmid and 500 ng of ssDNA. Positives
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were selected on LB plates containing 50 μg per mL of kanamycin and 25 μg per mL
of chloramphenicol at 37 °C, and were screened by colony PCR, and the promoter
and gene sequences were verified. Curing of pCRISPR variant plasmids were
performed by propagating cells on LB plates for a week at 42 °C. This is critical for
subsequent rounds of genome editing.
Plasmid construction
pUvrA-YPet and pUvrA(D131-250)-YPet were constructed by sub-cloning the uvrA
promoter and uvrA or uvrA(D131-250) allele (synthetic dsDNA, IDT, Illinois, US) into
pHH001 (194) at ApaI and AsiSI sites. The promoter sequence was identified as 210
nucleotides directly upstream of the uvrA allele on the chromosome (205).
UV-survival assay
MG1655, uvrA-ypet, DuvrA, uvrB-ypet and DuvrB were grown at 37 °C from DMSO
stocks to an OD600 of 0.6. Cells were pelleted, washed with 0.1 M MgSO4 and 4x107
cells were resuspended in 200 µL of MgSO4. Next, 20 µL of cell suspensions were
irradiated with 254-nm UV light (Herolab UV-8 SL, Herolab, Germany) at doses of 0,
5, 10, 20 and 40 J m-2. Then, 5 µL of irradiated cell suspensions were serially diluted
five times, each time with a 1:10 dilution factor. The 1 in 105 dilutions were plated
on LB plates and incubated overnight at 37 °C. Surviving fractions were determined
as ratios of colonies found on plates containing UV-irradiated cells over those of
untreated cells.
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6. UvrB loading promotes the dissociation of Mfd from hand-off
complex in transcription-coupled repair
Han N. Ho, Antoine M. van Oijen and Harshad Ghodke
A modified version of this chapter appeared on the preprint server bioRxiv
(https://doi.org/10.1101/515536).

Actively transcribed genes are preferentially repaired in a fundamentally conserved
repair reaction known as transcription-coupled nucleotide excision repair. During this
reaction, stalled transcription elongation complexes at sites of lesions serve as a signal
to trigger the assembly of nucleotide excision repair factors. In the model organism
Escherichia coli, the transcription-repair coupling factor Mfd displaces the stalled RNA
polymerase and hands-off the stall site to the nucleotide excision repair factors UvrAB
for damage detection. Despite in vitro evidence, it remains unclear how in live cells the
stall site is faithfully handed over to UvrB from RNAP and whether this hand-off occurs
via the Mfd-UvrA2-UvrB complex or via alternate reaction intermediates. Here, we
visualise Mfd, the central player of transcription-coupled repair in actively growing cells
and determine the catalytic requirements for faithful completion of the hand-off during
transcription-coupled repair. We find that the Mfd-UvrA2 complex is arrested on DNA in
the absence of UvrB. Further, Mfd-UvrA2-UvrB complexes formed by UvrB mutants
deficient in DNA loading and damage recognition, were also impaired in successful handoff. Our observations demonstrate that in live cells, the dissociation of Mfd is tightly
coupled to successful loading of UvrB, providing a mechanism via which loading of UvrB
occurs in a strand-specific manner during transcription-coupled repair.
H.N.H created the constructs, performed the experiments and wrote the first draft.
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6.1.

Introduction

DNA damage on the transcribed strand is repaired at a faster rate compared to
lesions on the non-transcribed strand (6). This enhanced transcription-coupled
repair (TCR) is attributed to RNA polymerase (RNAP) acting as a damage sensor,
followed by the Mfd-dependent recruitment of the nucleotide excision repair (NER)
machinery (9). A contemporary explanation for the rate enhancement during the
TCR reaction occurs in vitro has been provided as follows: First, Mfd is recruited to
the upstream edge of a stalled transcription elongation complex (TEC) (37). This
recruitment is accompanied by a release of Mfd’s auto-inhibition leading to the
activation of its translocase activity that eventually disassembles RNAP, and a
concomitant

exposure

of

the

UvrB

homology

module

(BHM)

to

solution (10,11,16,33,34). After disassembly of RNAP, Mfd continues to translocate
on the DNA, and recruits the NER factors (UvrAB) via interactions with its BHM at a
later time (17,42,48). Recruitment of UvrA (and UvrB) via binding to the BHM
promotes the dissociation of Mfd, placing the repair machinery in the vicinity of the
lesion (Figure 6.1A) (17).
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Figure 6.1 (A) Schematic of the nucleotide excision repair pathway in E. coli illustrating
damage detection in global genomic and transcription-coupled repair. (B) UvrA2 alone can
arrest Mfd and trigger dissociation of Mfd. With two vacant binding sites for UvrB, UvrA2
could load UvrB on both strands, resulting in the loss of strand specificity.

Whereas this model adequately explains the observed in vitro data, it is also
accompanied by critical short comings. A key failure of this model is that it does not
provide an explanation for how strand specificity is maintained during the hand-off
process, if at all. Indeed, UvrA alone could promote dissociation of Mfd, and wait for
the arrival of two UvrB molecules, triggering in effect the global genomic repair
pathway (Figure 6.1B). A prediction from this model is that lesions on both strands,
the transcribed as well as the non-transcribed one, would experience accelerated
repair. Such a prediction is inconsistent with existing biochemical data (9,16,48). In
a second scenario, UvrAB could be recruited to the site of a translocating Mfd.
However, strand-specific loading is not currently accommodated in this model since
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it does not invoke the known catalytic functions in UvrA and UvrB that required for
DNA damage recognition by these factors. Finally, the current model fails to provide
a satisfactory description of the chronology of events – are Mfd dissociation and
UvrB loading coupled? Or are these sequential events that can lead to loss of strand
specificity?
We therefore chose to interrogate this hand-off complex in its physiological context
inside living cells using a fluorescently labelled Mfd as a reporter for the hand-off
complex (194). We quantified the binding lifetime of Mfd in a comprehensive series
of repair-deficient backgrounds comprised of a combination of catalytic mutants of
UvrA and UvrB. Using these genetic tools, we systematically characterised the kinetic
signatures of a series of sub-stoichiometric and inauthentic complexes formed by
catalytic mutants of Mfd, UvrA and UvrB in an effort to answer the following
question: Of the set of reaction intermediates that can occur in vitro, which ones
occur inside live cells? Contrary to the current model, our findings reveal a tight
coupling between Mfd and UvrB in cells. We find that loading of UvrB on DNA
facilitates the dissociation of Mfd from the hand-off complex in cells, consistent with
the original model proposed by Selby and Sancar (9). These findings explain how
strand specificity may be relayed from RNA polymerase to UvrB during transcriptioncoupled repair.
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6.2.

Results

6.2.1. Mfd is arrested on DNA in the absence of UvrB
We have recently demonstrated that Mfd is recruited to DNA via stalled TECs in
cells (194). By following single molecules of fluorescently tagged Mfd (Mfd-YPet) in
cells, we found Mfd-YPet binds DNA for 18 ± 1 s in wild-type cells (194). We also
discovered that in the absence of UvrA, the RNAP-mediated lifetime of Mfd on DNA
increased to 29 ± 2 s (194). Having established that the presence of UvrA is necessary
for completing the reaction with a lifetime of 18 s, we next investigated whether
UvrA alone was sufficient for promoting the dissociation of Mfd. To that end, we
measured the DNA-bound residence time of Mfd in cells lacking the downstream
repair factor UvrB. We expressed Mfd-YPet from the native mfd locus on the
chromosome of DuvrB cells (mfd-ypet DuvrB) (194). Upon 514-nm laser excitation,
the fluorescence signal from Mfd-YPet molecules was found to be a mixture of static
foci and diffuse cytosolic signal (Figure 6.2A). As previously demonstrated, these
static foci represent DNA-bound Mfd-YPet whose residence time is governed by
UvrA (194). Here, the continuous exposure to 514-nm light results in loss of
fluorescence signal owing to photobleaching or photodarkening of the fluorescent
protein. With the objective of measuring the residence time of DNA-bound Mfd, we
implemented interval imaging (80). Briefly, we inserted a fixed dark interval (td)
between consecutive frames (tint; Figure 6.2B). By varying the td from 0 to 9.9 s, we
tracked single Mfd-YPet foci and obtained 11 cumulative residence time
distributions (CRTDs) corresponding to 11 values of td or ttl (ttl = tint + td; Figure 6.2C).
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Figure 6.2 Measurement of residence time of Mfd-YPet in mfd-ypet DuvrB cells. (A)
Representative image of mfd-ypet DuvrB cells upon 514-nm laser excitation. Image is an
average projection of ten continuous 0.1-s frames. Cell outlines are provided as a guide to
the eye. Scale bar is 5 µm. (B) Schematic of interval imaging for measuring kinetics of
dissociation. A dark time (td) is inserted between two consecutive frames (green bars)
whose camera exposure time (or integration time) is tint. Time-lapse time (ttl) is the sum
of tint and td. (C) Cumulative residence time distributions (circles) of Mfd-YPet foci in mfdypet DuvrB cells acquired at 11 ttl values ranging from 0.1 s to 10 s. Distributions were
compiled from eight independent experiments. Lines are mono-exponential fits to data.
(D) The keffttl plot for mfd-ypet DuvrB (solid line) indicates a single slowly dissociating
species. For comparison, two simulated keffttl plots describing a single dissociating species
with koff of 3.5x10-2 s-1 (blue dashed curve) or 7x10-3 s-1 (grey dashed curve) are provided.
Shaded error bands represent standard deviations from ten bootstrapped samples. (E)
Cartoon illustrates an Mfd-UvrA2 arrested complex on DNA.
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The resulting keffttl plot is characteristic of a single slowly dissociating species,
indicating Mfd-YPet foci are long-lived in DuvrB cells (see Chapter 3) (Figure 6.2D,
solid curve). By globally fitting the CRTDs to the single-exponential model (Equation
6.1, Methods), we obtained an off rate of 0.007 ± 0.001 s-1, corresponding to a
lifetime of 143 ± 18 s. Hence, Mfd-YPet in DuvrB cells stayed on DNA five times longer
than Mfd-YPet in DuvrA cells (29 s) and eight times longer than Mfd-YPet in uvrA+
uvrB+ cells (18 s) (194). On the basis of the longer lifetime of Mfd-YPet observed in
cells lacking UvrB, we propose that UvrA arrests Mfd on DNA in the absence of UvrB
(Figure 6.2E).
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6.2.2. UvrA forms a stable complex with Mfd in the absence of UvrB
Next, we set out to investigate whether UvrA physically stabilises Mfd on DNA.
Previous works using fluorescently tagged UvrA failed to detect lifetimes of UvrA in
GGR and TCR longer than 12 s during normal growth (see Chapter 5 and ref. (60)). In
these experiments, the fluorescently tagged UvrA was characterised in the presence
of UvrB, which helps turn over UvrA efficiently (Chapter 5). If UvrA indeed physically
arrests Mfd on DNA in the absence of UvrB, we expect the lifetime of UvrA to exceed
12 s and mimic the lifetime of Mfd-YPet in in DuvrB cells (143 ± 18 s, Figure 6.2E).
Indeed, interval imaging of UvrA-YPet in uvrA-ypet mfd+ DuvrB cells revealed a
stably-bound species with lifetime of 97 ± 18 s (Figure 6.3A-C). The absence of UvrB
alone cannot explain this lifetime estimate as UvrA-YPet in cells lacking both UvrB
and Mfd only binds DNA for 24 ± 1 s (Chapter 5). Hence, these observations
demonstrate that UvrA is arrested on DNA in an Mfd-dependent manner in the
absence of UvrB. On the basis of these observations and the matching lifetimes of
UvrA-YPet and Mfd-YPet in DuvrB cells (97 ± 18 s and 143 ± 18 s respectively), we
conclude that a highly stable Mfd-UvrA2 complex is formed in cells lacking UvrB.
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Figure 6.3 Long-lived Mfd-UvrA2 complexes revealed by measuring the lifetime of UvrAYPet in uvrA-ypet DuvrB cells. (A) UvrA is tagged at the C-terminus with the fluorescent
protein YPet. The fusion UvrA-YPet is expressed from the native uvrA locus on the
chromosome. (B) Cumulative residence time distributions of uvrA-ypet DuvrB (circles)
acquired at eight ttl values ranging from 0.1 s to 10 s. Distributions were compiled from
seven independent repeats. Lines are mono-exponential fits to data. (C) The keffttl plot of
uvrA-ypet DuvrB. Shaded error bands are standard deviations from ten bootstrapped
samples. Cartoon (inset) illustrates an arrested Mfd-UvrA2 complex observed with UvrAYPet in cells lacking UvrB.
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6.2.3. The distal ATPase of UvrA is required for the formation of the Mfd-UvrA
arrest complex
Next, we investigated whether the catalytic functions of UvrA determine the
formation and disassembly of Mfd-UvrA complexes during TCR. UvrA has two
ATPases: a proximal and a distal ATPase that regulate its DNA binding or interactions
with UvrB (206-208). We systematically measured the residence time of Mfd-YPet in
cells expressing UvrA with either a deficient proximal (K37A) or distal (K646A)
ATPase fold. Using CRISPR-Cas9 assisted λ Red recombination (90,91), we edited the
E. coli chromosome such that cells express either UvrA(K37A) or UvrA(K646A) from
the native uvrA locus in both mfd-ypet and mfd-ypet DuvrB backgrounds (Figure
6.4A, Supplementary Methods).
First, we studied the UvrA(K646A) mutant that is severely defective in NER and TCR
as it can load UvrB to 1% of the level of wild-type UvrA (16,206). In the presence of
UvrA(K646A), we detected two kinetic sub-populations of Mfd-YPet in mfd-ypet
uvrA(K646A) DuvrB, a fast lifetime of 1.1 ± 0.1 (68 ± 2%) and a slow lifetime of 26 ±
2 s (32 ± 2%) (Figure 6.4B, Supplementary Figure 6.1A-B). Notably, the slow lifetime
of 26 ± 2 s is comparable to that of Mfd-YPet in mfd-ypet DuvrA cells (29 ± 2 s) (194).
A simple interpretation of this finding is that the ATPase activity at the distal site is
required for engagement of Mfd with UvrA (Figure 6.4C-D). The functional meaning
of the fast dissociating sub-population (1.1 ± 0.1 s) is unclear and may represent nonspecific binding of Mfd-YPet to DNA. In the presence of UvrB in mfd-ypet
uvrA(K646A) cells, we observed a modest increase in the lifetime of Mfd-YPet, to 37
± 3 s (Figure 6.4B; Supplementary Figure 6.1C-D).
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Figure 6.4 ATPase functions of UvrA in forming arrest complexes with Mfd. (A) UvrA
ATPase deficient mutants are expressed from the chromosome of mfd-ypet or mfd-ypet
DuvrB cells. Here, the native uvrA gene has been edited using CRISPR-Cas9 assisted λ Red
recombination. (B) Bar plots represent lifetimes of Mfd-YPet in the corresponding genetic
backgrounds. The lifetimes were obtained from global fitting of CRTDs, each contains from
one to six thousand binding events (Supplementary Figures 6.1 and 6.3). Where two
kinetic sub-populations are detected, the fast lifetime is plotted in the lower panel.
Percentages represent amplitudes of kinetic sub-populations. Error bars are standard
deviations from ten bootstrapped CRTDs. (C-G) Cartoons illustrate the complex formed by
Mfd-YPet in (C) DuvrA, (D) uvrA(K646A) DuvrB, (E) uvrA(K646A), (F) uvrA(K37A) DuvrB and
(G) uvrA(K646A) cells.
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To rule out the possibility that UvrA(K646A) is sequestered in stable complexes with
DNA, making it unavailable to engage Mfd, we performed control experiments
where we visualised the UvrA(K646A) mutant using the C-terminal fusion
UvrA(K646A)-YPet (Supplementary Methods). The mutant UvrA(K646A)-YPet was
expressed from the native uvrA locus like UvrA-YPet (Supplementary Figure 6.2A).
Interval imaging revealed two kinetic sub-populations of UvrA(K646A)-YPet: a slow
lifetime of 8.4 ± 1.0 s (16 ± 4%) and a fast lifetime of 1.3 ± 0.2 s (84 ± 4%)
(Supplementary Figure 6.2B-C). Notably, the slow lifetime observed here closely
resembles that of UvrA-YPet in Dmfd cells (8.7 ± 0.4 s) but shorter that of UvrA-YPet
in mfd+ cells (12 ± 0.8 s) (Chapter 5), suggesting that UvrA(K646A)-YPet is unable to
interact with Mfd. Taken together, these results demonstrate that the distal ATPase
fold is critical for the formation of the Mfd-UvrA complex (Figure 6.4C-E). A similar
interpretation has been drawn in the case of the formation of the UvrAB
complex (60).
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6.2.4. The proximal ATPase of UvrA promotes disassembly of Mfd-UvrA2
complexes
We then investigated the influence of the proximal ATPase on the formation of the
Mfd-UvrA complex. In mfd-ypet uvrA(K37A) DuvrB cells, we found the lifetime of
Mfd-YPet to be 304 ± 69 s, ten-fold longer than that of Mfd-YPet in DuvrA cells
(Figure 6.4B, Supplementary Figure 6.3A-B) (194). Due to large uncertainties
associated with measuring binding events longer than 50 s (Chapter 3), we cannot
conclude if complex formed by Mfd and UvrA(K37A) is more stable than Mfd-UvrA2
complex in cells lacking UvrB. Nevertheless, this observation indicates that unlike
UvrA(K646A), UvrA(K37A) can arrest Mfd in the absence of UvrB (Figure 6.4F).
Consistent with our finding that proximal ATPase is indispensable for TCR,
preferential repair of the template strand was observed in reconstitution assays
containing either UvrA or UvrA(K37A) and other TCR factors (16).
The presence of UvrB stimulated the dissociation of Mfd-YPet in mfd-ypet
uvrA(K37A) cells (Figure 6.4B, Supplementary Figure 6.3C-D). The residence time of
Mfd-YPet was found to be 52 ± 4 s, smaller than the previous measurement in mfdypet uvrA(K37A) DuvrB cells (Figure 6.4B). This stimulation can be explained by
biochemical data - UvrA(K37A) can load UvrB with 10% efficiency compared to wildtype UvrA (206). Therefore, the complexes observed in our experiment likely
represent a mixture of two populations – one that successfully loads UvrB like wildtype UvrA does and a population that is unable to load UvrB (Figure 6.4G). We were
limited in our ability to distinguish these two populations owing to the limited size
of the dataset collected here.
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6.2.5. The β-hairpin of UvrB is essential for facilitating Mfd dissociation from
hand-off complexes
Loading of UvrB is a requirement for UvrA dissociation in global genomic repair in
Dmfd cells as UvrB mutant deficient in loading arrests UvrA for more than a hundred
seconds (Chapter 5). To examine if the same catalytic activity of UvrB is required for
dissociating the Mfd-UvrA2 complex, we set out to measure the residence time of
Mfd-YPet in backgrounds of UvrB mutants that are deficient in loading reaction. To
this end, we chose to investigate the lifetime of Mfd-YPet in cells expressing one of
the two well-characterised UvrB mutants with modifications at the β-hairpin (Figure
6.5A), namely UvrB(DBHG) and UvrB(Y96A) (63,202,203). In the former, ten amino
acid residues of the hairpin were replaced with a single glycine residue (202),
whereas in the latter, the absolutely conserved tyrosine residue (Y96) at the base of
the hairpin (Figure 6.5B) was replaced with an alanine residue (204). To ensure
comparable expression levels between wild-type UvrB and mutants, we introduced
these mutations into the native uvrB gene in mfd-ypet cells using CRISPR-Cas9
assisted λ Red recombination (Figure 6.5C).
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Figure 6.5 UvrB loading promotes Mfd dissociation from hand-off complexes. (A) Crystal
structure of Bacillus caldotenax UvrB (brown) bound to a DNA hairpin (cyan) (PDB ID:
2FDC). The β-hairpin is highlighted in red. (B) Zoomed-in view of the tyrosine residue Y96
(yellow) at the base of the β-hairpin (red). The tyrosine residue stabilises the DNA by
forming π-stacking interactions with a guanine (blue) while a neighbouring base (magenta)
is flipped out into a hydrophobic pocket of UvrB. (C) UvrB mutants deficient in loading are
expressed from the chromosome of mfd-ypet cells, where the native uvrB gene has been
edited using CRISPR-Cas9 assisted λ Red recombination. (D) Lifetimes of Mfd-YPet
measured in mfd-ypet cells expressing mutant UvrB or overexpressing UvrB from plasmid
(pUvrB). Lifetimes are obtained from globally fitting CRTDs, each contains one to five
thousand binding events (Supplementary Figure 6.4). Where two kinetic sub-populations
are detected, the fast lifetime is plotted in the lower panel. Percentages represent
amplitudes of kinetic sub-populations. Error bars are standard deviations from ten
bootstrapped CRTDs. (E-G) Cartoons illustrate the complex formed by Mfd-YPet in the
presence of (E) UvrB(DBHG), (F) UvrB(Y96A) or (G) plasmid-based wild-type UvrB.
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Interval imaging of Mfd-YPet in mfd-ypet uvrB(DBHG) or mfd-ypet uvrB(Y96A) cells
revealed residence times of Mfd-YPet to be 188 ± 46 s or 70 ± 12 s respectively, tenor four-fold longer than that of Mfd-YPet in uvrB+ cells (Figure 6.5D, Supplementary
Figure 6.4A-D). Considering that these mutants retain the ability to form UvrAB-DNA
complexes (202,203), the simplest explanation is that the hand-off complexes
formed by Mfd-UvrA2 and mutant UvrB are impaired in evicting Mfd-YPet (Figure
6.5E-F). In other words, successful loading of UvrB is required for Mfd-YPet
dissociation from hand-off complexes. Impaired hand-off complexes formed by
UvrB(Y96A) are short-lived compared to those formed by UvrB(DBHG) or Mfd-UvrA2
arrest complexes in the absence of UvrB, suggesting that UvrB(Y96A) can catalyse
Mfd-YPet dissociation with a lower rate than that by wild-type UvrB.
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6.2.6. Availability of UvrB limits the dissociation of Mfd in cells
We have previously measured the residence time of Mfd-YPet in TCR to be 18 ± 1 s
in live cells (194). In light of this study, we then wondered whether the dissociation
of Mfd in cells is limited by the availability of UvrB. Under conditions of limiting UvrB
concentrations, it is likely that Mfd associated with a stalled RNAP first binds UvrA2
to form an arrested Mfd-UvrA2 complex. Since loading of UvrB is required for the
dissociation of Mfd-YPet, the observed lifetime of Mfd would comprise of the time
taken for the enzymatic activity of Mfd and the wait-time involved in the diffusion
of UvrB to the site of the Mfd-UvrA2 complex. To identify the influence of UvrB
concentrations on the observed dissociation kinetics of Mfd, we overexpressed UvrB
in mfd-ypet DuvrB cells via the mean of plasmid expression (187). Interval imaging
of Mfd-YPet in the presence of elevated levels of UvrB revealed a lifetime of 11.1 ±
0.7 s (Figure 6.5D,G; Supplementary Figure 6.4E-F), shorter than that of Mfd-YPet in
the native UvrB concentration (18 ± 1 s) (194). These measurements indicate that
the cellular concentration of UvrB influences the lifetime of the Mfd-UvrA2 complex.
This is consistent with the finding that UvrA-YPet dissociation is also limited by UvrB
(Chapter 5).
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6.3.

Discussion

In this work, we set out to characterise the hand-off step of TCR in live cells. To that
end we measured the residence times of functional, fluorescently labelled Cterminal fusions of Mfd and UvrA in various genetic backgrounds. By quantifying the
kinetics of dissociation of Mfd and UvrA, we discovered that in the absence of UvrB,
Mfd and UvrA form an arrested complex that lasts around a hundred seconds.
Further, the formation of this complex requires ATP hydrolysis at the distal ATPase
site of UvrA, but not at the proximal site. Intriguingly, the arrested Mfd-UvrA2
complexes were also observed in the presence of UvrB mutants that can bind UvrA
but that are defective in DNA loading. These findings elucidate the mechanism of the
assembly and disassembly of the hand-off complex that is formed in cells during the
TCR reaction.
Previous in vitro studies have established the formation of a DNA bound ternary
complex between RNAP-Mfd-UvrA2 (17). In this study, RNAP-Mfd formed
translocating complexes on tethered DNA and the position of Mfd in the complex
was inferred from the bead-tethered RNAP. In the absence of UvrB, the translocation
of RNAP-Mfd complexes was arrested by UvrA. Intriguingly, the lifetime of RNAP in
this arrested complex was only 15 seconds (17), six-fold shorter than the lifetimes of
arrest complexes detected in our assays. A key difference in these experiments is
that whereas the in vitro study monitored RNAP lifetime, our in vivo investigations
report on the lifetimes of Mfd and UvrA. These differences are easily reconciled:
RNAP must dissociate from the RNAP-Mfd-UvrA2 complex first, leaving behind the
Mfd-UvrA2 complex that waits for the arrival of UvrB.
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The extensive network of cooperative interactions of Mfd and UvrA2 with DNA may
account for the remarkable stability of Mfd-UvrA2-DNA complexes, compared to
Mfd-DNA complexes or UvrA2-DNA complexes alone. Considering that both Mfd and
UvrB (in UvrAB-DNA complexes) can wrap and bend DNA (41,209,210), it is tempting
to speculate that DNA also wraps around Mfd in Mfd-UvrA2 complexes. Whether this
Mfd-UvrA2 complex is static or diffuses on DNA is unknown: certainly, singlemolecule studies involving UvrA and UvrB have revealed that the UvrA2B(2) complex
can slide on DNA (55).
We studied the roles of ATP hydrolysis by UvrA at the proximal and distal ATPase
sites. Both UvrA mutants employed in our study are deficient in ATP
hydrolysis (206,208,211), yet UvrA(K37A) is still able to arrest Mfd-YPet in our
experiments (Figure 6.4). This indicates ATP hydrolysis by UvrA at the proximal site
is not critical for Mfd-UvrA2 interaction. The redundancy of ATP in Mfd-UvrA2
complex formation is similar to the formation of UvrAB complexes observed at
single-molecule levels (55). As these UvrA mutants were expressed from the uvrA
locus on the E. coli chromosome, their concentrations are likely to be similar to that
of wild-type UvrA (16 monomers per cell, see Chapter 5). Our observations help to
explain the preferential repair detected for UvrA(K37A) and the absence of repair
activities observed with UvrA(K646A) when the UvrA mutants were present at this
concentration range in reconstitution assays (16).
DNA binding studies using short dsDNA substrates revealed that UvrA(K646A) can
be trapped on DNA for more than two hours either by itself or in complex with
UvrB (212). However, UvrA(K646A) appeared to be turned over efficiently in vivo as
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the lifetime of UvrA(K646A)-YPet was found to be 8.4 ± 1.0 s, closely resembling that
of UvrA-YPet in uvrA-ypet Dmfd cells (8.7 ± 0.4 s, Chapter 5). Consistent with our
observation, another in vivo study also detected similar DNA binding activities of
fluorescently labelled UvrA(K646A) compared to wild-type UvrA (60). Perhaps
UvrA(K646A) is unable to engage Mfd due to the inability to adopt a functional
conformation. This is supported by cross-linking experiments, in which the
movement of a critical zinc finger (ZnF) motif in UvrA was shown to be restricted in
UvrA(K646A) (211). Considering that the ZnF motif is critical for damage
discrimination and UvrB loading (47,213), it is likely that UvrA(K646A) fails to stably
bind DNA upon engagement with Mfd, manifesting as a DuvrA phenotype in cells.

Figure 6.6 UvrA and Mfd form arrest complexes on DNA for hundreds of seconds in the
absence of UvrB. UvrB loading promotes the dissociation of Mfd and UvrA.

Considering that UvrB does not interact directly with Mfd (9), the facilitated
dissociation of Mfd observed in our experiments and in vitro (17) suggest that UvrB
exerts this influence via UvrA in a transient Mfd-UvrA2-UvrB hand-off
complex (9,17,48). Importantly, experiments employing mutant UvrB deficient in
DNA loading demonstrate that the formation of this complex is not sufficient for
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promoting Mfd dissociation. In fact, UvrB loading on DNA is critical for the
dissociation of Mfd from hand-off complexes. Since dissociation of UvrA also
requires the loading of UvrB (see ref. (203) and Chapter 5), it is likely that UvrA and
Mfd dissociate from Mfd-UvrA2-UvrB hand-off complexes in a single step. This is
consistent with the original model proposed by Sancar lab (9) (Figure 6.6). An
implication of simultaneous dissociation of Mfd and UvrA is that UvrB is loaded in a
strand-specific manner, thus giving rise to the preferential repair of the transcribed
strand (48). This model accommodates for a sequential recruitment of UvrA and
UvrB to translocating Mfd as follows: Mfd is recruited to the site of a stalled TEC and
is loaded in a strand-specific manner on the template strand carrying the putative
DNA damage. This may be accompanied by translocation in the 3’-5’ direction which
is subsequently arrested by binding of UvrA2. ATPase mediated structural changes
of dimeric UvrA position UvrB in a conformation that favours loading of UvrB on the
strand containing the DNA damage. Successful engagement of the damaged strand
by interactions with the b-hairpin of UvrB is then accompanied by dissociation of the
Mfd-UvrA2 complex.
A prediction of Mfd-UvrA2 simultaneous dissociation is that the residence time of
Mfd would be longer than residence time of UvrA in TCR as Mfd undergoes more
catalytic steps, including remodelling of TEC, translocation, and UvrA recruitment.
Consistent with this, we found the lifetime of UvrA-YPet is shorter than that of MfdYPet in the presence of UvrB: 12 ± 1 s vs. 18 ± 1 s (see Chapter 5 and ref. (194)).
These measurements further suggest that UvrA is recruited to Mfd within a few
seconds (~ 6 s) following Mfd loading on DNA. Considering that the in vitro
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translocation rate of Mfd was found to be 4-7 nucleotides per second (17,42,52),
Mfd would translocate between 24-42 nucleotides downstream of the lesion, before
being stalled by UvrA. Given that the stall site is about 14 nucleotides from the
upstream face of RNA polymerase (37), Mfd would position itself tens of nucleotides
downstream of the stall site. Such rapid recruitment of UvrAB to Mfd would prevent
preferential repair of lesions that are distant from the stall site. However, it has been
reported that lesions located 80 nucleotides from the RNA polymerase stall site
undergo accelerated repair, suggesting Mfd can travel longer distances in vitro (48).
This discrepancy can be explained by differences in relative concentrations of Mfd
and UvrA between in vitro and in vivo experiments. The concentration ratio of Mfd
and UvrA measured in our assays are significantly lower than those present in the in
vitro study (1.5 folds vs. 30 folds) (48). These differences highlight a key feature of
this DNA repair reaction – the observed reaction rate is critically determined by the
concentration of the key players, which in turn determines how far Mfd is from the
site of DNA damage.
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6.4.

Materials and methods

6.4.1. Strain construction
All strains used in this study were derivatives of Escherichia coli K-12 MG1655
(Supplementary Table 6.1). Derivatives of mfd-ypet and uvrA-ypet were constructed
using scar-less CRISPR-Cas9 assisted λ Red recombination as previously described
(see Supplementary Methods) (90,91).
6.4.2. Cell culture for imaging
Cells were grown in 500 μL of EZ-rich defined media (Teknova), supplemented with
0.2% (w/v) glucose in 2-mL microcentrifuge tubes at 30 °C. For experiments involving
plasmid-expressed Mfd mutants, spectinomycin (50 μg per mL) was added to the
growth media. Cells in early exponential phase were loaded on flow-cell
devices (180) prior to imaging.
6.4.3. Live-cell imaging
Live-cell imaging was performed in home-built flow cells as described
previously (180). Briefly, the flow cell was assembled from a quartz top piece (45 x
20 x 1 mm, ProSciTech, Australia) and an APTES-treated glass coverslip (24 x 50 mm,
Australian Scientific) using double-sided sticky tape (3M). Coverslips were
functionalised by sonicating for 30 minutes with 5 M KOH, followed by extensive
rinsing with Milli-Q water and incubating in solution of 5% (v/v) of APTES ((3aminopropyl)-triethoxysilane 98%, Alfa Aesar, US) in Milli-Q water for five minutes.
The coverslips were then washed once with ethanol and sonicated in ethanol for one
minute. Finally, functionalised coverslips were washed with Milli-Q water and rapidly
dried with compressed nitrogen. During the course of imaging experiments, the flow
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cell was maintained at 30 °C and aerated EZ-rich defined media was supplied at a
rate of 30 µL per min, using a syringe pump (Adelab Scientific, Australia).
Single-molecule fluorescence imaging was carried out with a custom-built
microscope as previously described (194). Briefly, the microscope comprised a Nikon
Ti body, a 1.49 NA 100x objective, a 514-nm Sapphire LP laser (Coherent) operating
at a power density of 71 W cm-2, an ET535/30m emission filter (Chroma) and a
512x512 pixel2 EM-CCD camera (either Photometrics Evolve or Andor iXon 897). The
microscope operated in HILO mode (111) and was controlled using NIS-Elements
(Nikon).
Where kinetics of dissociation was measured with interval imaging, fluorescence
imaging was acquired in time-series format with 0.1-s frames (tint = 0.1). Each video
acquisition contained two phases. The first phase containing 50 frames aimed to
lower background signal by continuous illuminating, causing most of the
fluorophores to photo-bleach or to assume a dark state. The second phase, termed
the single-molecule phase, is when single YPet fluorophores stochastically turn to
the bright state. The fluorescence signal from these molecules can be reliably
tracked on a low background fluorescence level. In the second phase, consecutive
frames were acquired continuously or with a delay time (td). In a typical experiment,
several rounds of interval imaging were performed, each round involved acquisitions
collected using a set of ttl values (ttl = tint + td). For Mfd-YPet imaging, 11 ttl values
were used (ttl = 0.1, 0.2, 0.3, 0.4, 0.6, 1, 2, 3, 5, 8 and 10 s). For UvrA-YPet or
UvrA(K646A)-YPet imaging, eight ttl values were used (ttl = 0.1, 0.2, 0.5, 1, 2, 4, 8 and
10 s).
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6.4.4. Image analysis
Image analysis was performed in Fiji (182), using the Single Molecule Biophysics
plugins (available at https://github.com/SingleMolecule/smb-plugins), and MATLAB.
First, raw data were converted to TIF format, following by background correction
and image flattening as previously described (194). Next, foci were detected in the
reactivation phase by applying a discoidal average filter (inner radius of one pixel,
outer radius of three pixels), then selecting peaks whose intensities were at least
eight-fold higher than that of background. Secondly, only foci with the full width at
half maximum smaller than five pixels (530 nm) were kept to reject broad cytosolic
features. Foci detected within 3-pixel radius (315 nm) in consecutive frames were
considered to belong to the same binding event.
6.4.5. Interval imaging for kinetics of dissociation measurements
The photobleaching phase contained 50 continuous 0.1-s frames. In the singlemolecule phase, 100 0.1-s frames were collected with an interval time (ttl) ranging
from 0.1 s (continuously; td = 0 s) to 10 s (td = 9.9 s). In each experiment, videos with
varying td were acquired. Foci were detected using a relative intensity threshold of
eight above the background. From at least four experiments for each strain, a CRTD
of binding events was compiled for each interval.
Subsequent fitting was performed on ten bootstrapped samples, derived from
randomly drawing 80% of the complied binding events for each interval. Two types
of fitting were performed, using custom MATLAB codes. First, the effective-rate
constant keff, contributively of the photobleaching rate kb and the off rate koff, was
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obtained by fitting the bootstrapped CRTDs to a single-exponential model. The
corresponding keffttl vs. ttl was plotted as described previously (80), with the shaded
error band representing standard deviations of the ten bootstrapped CRTDs. Second,
global fittings were performed on bootstrapped samples across all intervals using
least-squares trust-region reflective algorithms. Equations (6.1) and (6.2) were used
as fitting models for one and two kinetic sub-populations respectively. The iteration
terminated when a tolerance of 10-6 was reached.

𝑓" (𝑡) = 𝐴exp(−𝑘800 𝑡) = 𝐴exp b− b𝑘-

τ345
+ 𝑘/00 d 𝑡d
τ56

τ345
+ 𝑘/00" d 𝑡d
τ56
τ345
+ (1 − 𝐵) exp b− b𝑘+ 𝑘/001 d 𝑡dd
τ56

𝑓1 (𝑡) = 𝐴 b𝐵exp b− b𝑘-

(6.1)

(6.2)

The results from global fittings are presented in Supplementary Tables 6.4 and 6.5.
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6.5.

Supplementary information

6.5.1. Supplementary figures

Supplementary Figure 6.1 Measurement of lifetimes of Mfd-YPet in (A-B) mfd-ypet DuvrB
uvrA(K646A) or (C-D) mfd-ypet uvrA(K646A) cells. Left panels are cumulative residence
time distributions of Mfd-YPet (circles) acquired at 11 ttl values ranging from 0.1 s to 10 s
in the corresponding genetic background. Lines are mono-exponential fits to data. n, the
number of independent experiments from which cumulative residence time distributions
were compiled. Right panels show keffttl plots corresponding to the cumulative residence
time distributions on the left. Shaded error bands are standard deviations from ten
bootstrapped samples.
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Supplementary Figure 6.2 Measurement of lifetimes of UvrA(K646A)-YPet in uvrA(K646A)ypet cells. (A) UvrA(K646A)-YPet was expressed from the uvrA locus on the E. coli
chromosome. (B) CRTDs of UvrA(K646A)-YPet (circles) acquired at eight ttl values ranging
from 0.1 s to 10 s. The CRTDs were compiled from four independent repeats. Lines are
mono-exponential fits to data. (C) keffttl plot indicates that UvrA(K646A)-YPet exhibited
two kinetic sub-populations (slow lifetime t1 and fast lifetime t2). Shaded error bands are
standard deviations from ten bootstrapped CRTDs.
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Supplementary Figure 6.3 Measurement of lifetimes of Mfd-YPet in (A-B) mfd-ypet DuvrB
uvrA(K37A) or (C-D) mfd-ypet uvrA(K37A) cells. Left panels are CRTDs of Mfd-YPet (circles)
acquired at 11 ttl values ranging from 0.1 s to 10 s in the corresponding genetic
background. Lines are mono-exponential fits to data. n, the number of independent
experiments from which CRTDs were compiled. Right panels show keffttl plots
corresponding to the CRTDs on the left. Shaded error bands are standard deviations from
ten bootstrapped CRTDs.
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Supplementary Figure 6.4 Measurements of lifetimes of Mfd-YPet in (A-B) mfd-ypet
uvrB(DBHG), (C-D) mfd-ypet uvrB(Y96A) or (E-F) mfd-ypet DuvrB/pUvrB cells. Left panels
are cumulative residence time distributions of Mfd-YPet (circles) acquired at 11 ttl values
ranging from 0.1 s to 10 s in the corresponding genetic background. Lines are monoexponential fits to data. n, the number of independent experiments from which
cumulative residence time distributions were compiled. Right panels show keffttl plots
corresponding to the cumulative residence time distributions on the left. Shaded error
bands are standard deviations from ten bootstrapped samples. Cartoons (insets) indicate
the complex formed by Mfd (light green), UvrA2 (purple), UvrB(DBHG) (red), UvrB(Y96A)
and wild-type UvrB (orange).
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6.5.2. Supplementary tables
Supplementary Table 6.1. Bacterial strains. All strains are in E. coli K-12 MG1655
background.
Strain/genotypes

Source/Technique

MG1655 mfd-ypet

This laboratory (194)

uvrB::kanR

This study/ λ Red recombination

mfd-ypet DuvrB

This study/ P1 transduction

mfd-ypet DuvrB/pUvrB

This study

mfd-ypet uvrA(K646A)

This study/ CRISPR-Cas9 assisted λ Red recombination

mfd-ypet

uvrA(K646A) This study/ P1 transduction

uvrB::kanR
mfd-ypet uvrA(K37A)
mfd-ypet

This study/ CRISPR-Cas9 assisted λ Red recombination

uvrA(K37A) This study/ P1 transduction

uvrB::kanR
mfd-ypet uvrB(DBHG)

This study/ CRISPR-Cas9 assisted λ Red recombination

mfd-ypet uvrB(Y96A)

This study/ CRISPR-Cas9 assisted λ Red recombination

uvrA-ypet

This laboratory (see Chapter 5)

uvrA-ypet DuvrB

This study/ P1 transduction

uvrA(K646A)-ypet

This study/ CRISPR-Cas9 assisted λ Red recombination
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Supplementary Table 6.2. Oligonucleotides used for colony PCR, λ Red recombination
and cloning.
Oligo names

Sequence

Colony PCR for Cas9 verification
dCas9dL5_303_F

CAGACCGCCACAGTATCAAA

pCas9_6700_R

GGAAGGTATCCGACTGCTG

Cloning of pCRISPR variants
pCRISPR_UvrA_K646A_S

AAA CGT TAA TCA GCG TCG ATT TAC G

pCRISPR_UvrA_K646A_AS

AAA ACG TAA ATC GAC GCT GAT TAA C

pCRISPR_UvrA_K37A_S

AAA CGT GAC CGG GCT TTC GGG TTC G

pCRISPR_UvrA_K37A_AS

AAA ACG AAC CCG AAA GCC CGG TCA C

pCRISPR_UvrB_Y96A_S

AAA CCC TAC TAC GAC TAC TAT CAG CG

pCRISPR_UvrB_Y96A_AS

AAA ACG CTG ATA GTA GTC GTA GTA GG

Recombineric ssDNA
GGC GTT GGG CAA TCG GGA ACA GTG TGT CGT TAA TCA GCG
UvrA_K646A_ ssDNA

TCG ACG CAC CGG AAC CTG AAA CCC CGG TGA TGC AGG TAA
ACA GAC CCA
GCT GCC CTT CGG CAT ATA AGG TGT CGA AAG CGA GCG AGG

UvrA_K37A_ ssDNA

ACG CGC CGC TAC CCG AAA GCC CGG TCA CGA CAA TGA GCT
TGT CGC GGG
CAA TGA AAG TGT CGG AAC TCG GTA CAT AGG CTT CCG GCT

UvrB_Y96A_ ssDNA

GTG CGT AGT CGT AGT AGG AAA CGA AAT ATT CCA CCG CGT
TTT CC
CAA TAT GTT CGT TAA CCG AGG CAT CTT TCT CAA TGA AAG TGC

UvrB_dBHG_ ssDNA

CAT AAT AGT CGT AGT AGG AAA CGA AAT ATT CCA CCG CGT
TTT CCG
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Supplementary Table 6.3. Plasmids.
Plasmid

Source/Technique

pUvrB

This study/Sub-cloning into pSC101 (187)

pKD46

Cox lab (88)

pCas9

Addgene # 42876, Marraffini lab (90)

pCRISPR

Addgene # 42875, Marraffini lab (90)

pCRISPR-UvrA-K646A

This study/Sub-cloning into pCRISPR

pCRISPR-UvrA-K37A

This study/Sub-cloning into pCRISPR

pCRISPR-UvrB-Y96A

This study/Sub-cloning into pCRISPR
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Supplementary Table 6.4. Global fitting outputs for measurements of lifetime of MfdYPet in various genetic backgrounds. Data from mfd-ypet DuvrA were obtained in
reference (194) and were reanalysed using analysis conditions reported in Methods. The
chosen model and fitting outcomes are highlighted. Errors are standard deviations from
ten bootstrapped CRTDs.
Derivatives of
mfd-ypet
DuvrA
DuvrB
uvrA(K646A) DuvrB
uvrA(K646A)
uvrA(K37A) DuvrB
uvrA(K37A)
uvrB(DBHG)
uvrB(Y96A)
DuvrB /pUvrB

Model
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2
1
2

t1 ± Error
(s)
47 ± 4
29 ± 2
139 ± 20
1000
54 ± 8
26 ± 2
37 ± 3
1000
304 ± 69
1000
52 ± 4
1000
188 ± 46
50 ± 18
70 ± 12
1000
18.1 ± 0.9
11.1 ± 0.7

kb ± Error
(s-1)
7.0 ± 0.1
5.9 ± 0.2
7.1 ± 0.1
6.2 ± 0.1
7.5 ± 0.1
5.9 ± 0.1
7.9 ± 0.1
6.9 ± 0.1
7.2 ± 0.1
6.0 ± 0.1
7.5 ± 0.1
6.3 ± 0.3
7.4 ± 0.1
5.9 ± 0.4
7.7 ± 0.1
6.6 ± 0.1
8.1 ± 0.1
5.9 ± 0.2

B ± Error
(%)
100
37 ± 4
100
41 ± 2
100
32 ± 2
100
26 ± 2
100
40 ± 2
100
28 ± 1
100
31 ± 5
100
30 ± 2
100
26 ± 2

t2 ± Error
(s)
0.47 ± 0.04
5.5 ± 0.4
1.1 ± 0.1
5.4 ± 0.2
4.7 ± 0.2
4±1
1.2 ± 0.4
5.2 ± 0.2
0.50 ± 0.08

Supplementary Table 6.5. Global fitting outputs for measurements of lifetimes of UvrAYPet and UvrA(K646A)-YPet. The chosen model and fitting outcomes are highlighted.
Errors are standard deviations from ten bootstrapped CRTDs.
Genetic
background
uvrA-ypet DuvrB
uvrA(K646A)-ypet

Model
1
2
1
2

t1 ± Error
(s)
97 ± 18
666 ± 304
7.9 ± 0.6
8.4 ± 1.0

kb ± Error
(s-1)
7.3 ± 0.1
6.4 ± 0.1
8.2 ± 0.2
6.1 ± 0.5
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B ± Error
(%)
100
38 ± 2
100
16 ± 4

t2 ± Error
(s)
5.1 ± 0.5
1.4 ± 0.2

6.5.3. Supplementary methods
Strain construction
Strains of mfd-ypet expressing mutants of UvrA and UvrB from the chromosome
were constructed using scar-less CRISPR-Cas9 assisted λ Red recombination as
previously described (90,91). Briefly, mfd-ypet electrocompetent cells were
transformed with pKD46 (88) and pCas9 (90). The transformants were plated on LB
plate containing ampicillin (50 μg per mL) and chloramphenicol (25 μg per mL) and
were incubated at 30 °C overnight. As pCas9 is prone to recombination events (90),
the resulting colonies were screened with colony PCR to confirm the presence of the
full-length Cas9 gene, using primers (Supplementary Table 6.2) targeting upstream
and downstream of the Cas9 gene in pCas9.
Next, mfd-ypet cells harbouring pKD46 and pCas9 (HH438) were made electrocompetent. First, the cells were grown at 30 °C with shaking at 200 rpm in 50 mL of
LB containing ampicillin (50 μg per mL) and chloramphenicol (25 μg per mL). In these
cells, Cas9 was constitutively expressed. The expression of λ Red recombination
proteins was induced with 0.2% L-arabinose (w/v) when cells reached a density
around 0.4 (OD600). When the optical density reached 0.8, cells were pelleted at 4 °C
and washed twice with ice-cold water, with an additional wash using 10% glycerol.
Finally, aliquots containing 40 μL of cells in microcentrifuge tubes were snap-freezed
in liquid nitrogen and stored at -80 °C.
Cas9 endonuclease activities were targeted to the vicinity of the desired point
mutations on the E. coli chromosome with the help of the guide RNAs. These guide
RNAs were designed such that each contains a 20-nt complementary sequence to
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that on the E. coli chromosome 5’ of the PAM sequence (5’-NGG). They were
expressed from pCRISPR variants (Supplementary Table 6.3), which we created
following protocols from reference (90).
The point mutations were introduced by recombining the foreign single-stranded
DNA (ssDNA) (Supplementary Table 6.2). The ssDNAs were 80- to 90-nt oligos
flanked by about 40-nt of sequence homologies to the E. coli chromosome on both
sides of the desired mutations. Base changes were selected to be within five bases
from the PAM sequence. This region, termed the seed region, is the most critical to
Cas9 binding and disruption in this area ensure cells harbouring the point mutations
would not become target for Cas9 cutting.
Aliquots of cells expressing pCas9 and λ Red recombination proteins were
transformed with 30 ng of pCRISPR variant plasmid and 500 ng of ssDNA. Positives
were selected on LB plates containing 50 μg per mL of kanamycin and 25 μg per mL
of chloramphenicol at 37 °C, and were screened by colony PCR, and the promoter
and gene sequences were verified. Curing of pCRISPR variant plasmids were
performed by propagating cells on LB plates for a week at 42 °C. This is critical for
subsequent rounds of genome editing.
Similarly, uvrA(K646A)-ypet was constructed from uvrA-ypet using CRISPR-Cas9
assisted λ Red recombination as described above.
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Plasmid construction
pUvrB was made by sub-cloning the uvrB promoter and uvrB gene (synthetic dsDNA,
IDT, Illinois, US) into pJM1071 (a gift from Woodgate lab) (187) at NdeI and XhoI
sites. The promoter sequence was identified as 130 nucleotides directly upstream of
the uvrB gene in the E. coli chromosome (214).
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7. Perspectives
7.1.

Transcription-coupled repair in the cellular milieu
This thesis describes the development of single-molecule reagents and techniques
to study the highly conserved process of transcription-coupled repair in live
Escherichia coli. By individually characterising fluorescently labelled Mfd, UvrA and
UvrB, we uncovered how transcription-coupled repair is orchestrated in cellular
environments. We found that the stable association of Mfd with DNA, with a lifetime
of 30 seconds, is facilitated by stalled RNAP. Further, the residence times of both
Mfd and UvrA2 are regulated by UvrB. In the absence of UvrB, Mfd forms a complex
with UvrA2 that lasts for hundreds of seconds on DNA. We showed that UvrB rescues
this arrested complex, resulting in shortened residence times of 12 seconds for
UvrA2 and 18 seconds for Mfd. Importantly, UvrB loading promotes dissociation of
both Mfd and UvrA, suggesting that Mfd and UvrA2 dissociate simultaneously in TCR.
Our observations that Mfd activity is upregulated in cells where RNA polymerases
are stalled by the inhibitor CBR703 indicates Mfd is recruited to stalled TECs. A
puzzling question is how exactly Mfd distinguishes stalled TECs from active TECs.
Currently, two models have been proposed to explain the recruitment of Mfd to
TECs. In the first model, Mfd is recruited to TECs from solution via protein-protein
interactions (41). Since the formation of Mfd-RNA polymerase complexes has a slow
reaction rate, only stalled RNA polymerase is sufficiently long-lived to load Mfd on
DNA (41). The second model eliminates the need for Mfd to distinguish different
states of TECs as Mfd can be loaded on DNA on its own (52). Since the translocation
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rate of Mfd is half that of active TECs, Mfd is not able to interact with active TECs but
can catch up with stalled TECs during the course of its translocation. However, our
live-cell observations indicate that self-loading of Mfd on DNA, if occurring, is not
the predominant pathway for activating Mfd as 85% of Mfd-YPet binding events
were lost when transcription was inhibited by rifampicin. The fraction of rifampicininsensitive foci (15%) observed in mfd-ypet cells possibly reflect self-loading of Mfd
on DNA, or recruitments of Mfd to transcription initiation complexes, which are
resistant to rifampicin treatment (171,172). Further investigation is required to
distinguish between these two models.
With the advancement of electron microscopy and single-molecule techniques, we
now have the opportunity to gain unprecedented structural and temporal
resolutions

into

the

molecular

interactions

occurring

during

TCR (17,41,42,52,191,215). Considering the various intermediates observed in our
experiments, one may ask what is the conformation of DNA, RNA polymerase, Mfd,
UvrA2 and UvrB in these states? What is the orientation and composition of UvrB in
this complex and on which strand is UvrB loaded?
How hand-off process is orchestrated in live cells remain to be characterized. Efforts
toward this goal will benefit from dual-color experiments where any two of these
components: Mfd, UvrA, UvrB and UvrC, are labelled with spectrally separated
fluorophores. Despite significant efforts, we failed to create a functional construct
of Mfd, UvrA and UvrB labelled with red fluorescent proteins (see Chapter 5).
However, this goal is likely within reach considering the continuing development of
fluorescent probes for live-cell imaging.
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More broadly, it will be interesting to know how UvrAB recruitment to Mfd as
observed in our assays contributes to genomic maintenance and mutagenesis at
cellular levels. Mutagenesis is important from clinical perspectives as higher
mutagenesis rates are associated with faster development of antibiotic resistance.
Since cells lacking Mfd display lower mutagenesis rates in several bacterial species,
it is proposed that inhibiting Mfd activity can lower the rate of antibiotic
resistance (216-218). However, the mechanism via which Mfd enhances
mutagenesis is not known. Interestingly, in S. typhimurium, the ability of Mfd to
interact with RNAP and UvrA is critical for promoting mutagenesis (218). Based on
our observations, a plausible explanation is that Mfd promotes mutagenesis by
trapping UvrA on non-damaged DNA, thus, inhibiting repair of lesions genome-wide.
This hypothesis can be tested by measuring mutation rates in cells with elevated
concentrations of UvrB, permitting efficient turn-overs of Mfd and UvrA. In the
future, the exact contribution of GGR and TCR to mutagenesis can be quantified with
advanced sequencing techniques that allow detection of de novo mutations (219).

7.2.

Probing mechanisms of DNA transactions with single-molecule livecell imaging
Towards the goal of understanding biochemical reactions inside living cells, we have
developed strategies and probes for single-molecule investigations into mechanisms
of DNA repair. A few notable technical advances reported in this thesis are listed
below. First, we demonstrated the use of YPet as a reliable fluorescent probe for
single-molecule studies of proteins present in the order of tens and hundreds of
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copies. The use of YPet and other non-photoactivable fluorescent proteins for singlemolecule imaging is not novel, but their uses have often been limited to labelling
proteins that are present in a few copies per cell (74). This is due to the small volume
of bacterial cells and the requirement for signal-to-background ratios to ensure
reliable single-particle tracking. We showed that YPet population can be put to a
dark state, subsequent stochastic conversion to the bright state of single YPet
molecules enables one or only a few molecules to be visualised at any moment. A
disadvantage of this approach is the difficulty in quantifying the number of
fluorophores in a single focus. If all fluorophores are fluorescent simultaneously, the
fluorescent intensity of a focus could in principle inform on the oligomeric state: the
fluorescent intensity of a focus formed by a dimer would double that of a focus
formed by a monomer. This could allow us to answer questions such as whether
UvrB exists as a monomer or a dimer in TCR hand-off complexes. However, our
reliance on the fluorophore being photo-darkened and stochastically activated
prevents this goal to be realised due to the low probability of two molecules in a
dimer being simultaneously activated. In vitro reconstitution experiments where the
concentrations of labelled proteins can be kept lower than that in cellular conditions,
eliminating the need of photo-darkening and photo-reactivation, are more suited to
pinpoint oligomeric states of factors participating in DNA repair complexes.
Nevertheless, the use of YPet broadens the toolkit of fluorescent proteins for singlemolecule live-cell imaging applications, which currently relies heavily on photoactivatable red fluorescent proteins (220).
A caveat of studying protein function by the method of fluorescent tagging is the
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possibility of the tag interfering with the function of the protein of interest.
Therefore, it is essential to test the tagged constructs using functional assays. In this
study, Mfd-YPet and UvrA-YPet (expressing from the native loci on the chromosome)
were assayed for supporting cell growth following exposure to the mutagen UV light.
Both tagged proteins were found to be able to support cellular growth but not as
efficiently as their wildtype counterparts. There are two possibilities to explain these
data: 1. The fusion Mfd-YPet and UvrA-YPet are partially impaired in repairing UVinduced DNA damage, compared to wildtype Mfd and UvrA; 2. The fusions are
present at lower copy numbers, possibly due to lower expression levels. When the
UV growth assay was performed where UvrA-YPet was expressed from a low-copy
number plasmid (120 copies of UvrA-YPet per cell), these cells recovered at the same
rate compared to wildtype cells following UV exposure (see Supplementary Figure 1
in ref. (221)). These data argue for the second possibility, that is the lower expression
level of the fusion are accountable for the slower recovery rates of mfd-ypet and
uvrA-ypet cells compared to wildtype counterparts following exposure to UV light.
Another consideration is the potential of introducing DNA damage by the exposure
to laser light during fluorescence imaging protocols. When imaging Mfd-YPet, UvrAYPet or UvrB-YPet, cells were exposed to 100 or 150 pulses of 514-nm light, each
pulse, with a power density of 71 W cm-2, last 0.1 second. Currently, there is no
experimental evidence to suggest photons in this wavelength cause (6-4)photoproducts or CPDs, two well-characterised UV-induced DNA lesions that are
repaired in cells by the nucleotide excision repair pathway (222,223). It is worth
noting that in Hela cells, 514-nm laser was found to induce oxidative DNA lesions,
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but only in the presence of an exogenous photosensitizer: ethidium bromide (224).
Further, we noted that the SOS response, characterized by changes in cellular
morphology and the inhibition of cell division, was not observed in these cells for
several hours following exposure to 514-nm imaging light.
Second, we demonstrated the use of an expression system that allow homogenous
expression of repair proteins at hundreds of copies. The principle is to place the gene
along with its native promoter on a low-copy-number plasmid (187). Where labelled
Mfd and UvrA were expressed in this manner, we found the copy number to be
seven-to-ten-fold higher than those of proteins expressed from the chromosome.
Considering that reaction rates can be tuned by relative concentrations of
interacting partners, the homogenous expression of DNA repair factors is critical for
interpreting experimental results.
Further, mutant proteins can also be expressed from E. coli chromosomes that are
edited using scar-less CRISPR-Cas9 assisted λ Red recombination technology (90,91).
Compared to plasmid expression systems, chromosomal expression offers two main
advantages. First, chromosomal expression allows the mutant protein to be
expressed at levels similar to that of wildtype. Second, the limitation in plasmid
compatibility is removed. On the other hand, CRISPR-Cas9 assisted λ Red
recombination involves more steps and therefore is more laborious. Subsequent
rounds of CRISPR-Cas9 genome editing requires the initial pCRISPR plasmid to be
cured. This time-consuming step can be accelerated with the use of antibiotics (225),
or avoided with alternative strategies (226).
Finally, we developed an interval imaging method for dissecting kinetics of
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dissociation and kinetic heterogeneity of DNA binding proteins in live cells. To
expand the accessibility of the technique for non-experts, we provided a practical
guide for implementing the interval imaging method, with the aid of simulations to
support data analysis and interpretation of results. Combined with in vivo
perturbations and structure/function investigations, we believe the interval imaging
approach is a powerful tool to uncover mechanisms of biochemical processes
beyond transcription regulation and DNA repair. This method is particularly useful
to study systems that are difficult to reconstitute. An example is the eukaryotic
transcription-coupled repair systems, involving the yeast Rad26 or the human CSB
protein, functional homologs of Mfd (6). While both Rad26 and CSB can promote
forward translocation of RNA polymerase II, neither can displace RNA polymerase
from the DNA template (227,228). Hence, how exactly these factors contribute to
DNA repair in TCR remains poorly defined. It has been proposed that Rad26 while
translocating toward RNA polymerase II displaces Spt4/Spt5, enabling TFIIH to
induce RNA polymerase backtracking, consequently exposing the lesion to
downstream repair factors (229). Our experimental approach, with high temporal
resolution, offers a viable strategy to tackle these mechanistic questions in live cells.
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8. List of abbreviations
APTES – (3-aminopropyl)triethoxysilane
ATP – Adenosine triphosphate
CPD – cyclobutane pyrimidine dimer
CRTD – cumulative residence time distribution
DNA – deoxyribonucleic acid
dsDNA – double-strand DNA
GGR – global genomic repair
NER – nucleotide excision repair
PDB – Protein Data Bank
Rif – rifampicin
RNA – ribonucleic acid
RNAP – RNA polymerase
SAXS – Small-angle X-ray scattering
ssDNA – single-stranded DNA
TCR – transcription-coupled nucleotide excision repair
TEC – transcription elongation complex
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td – dark time
tint – integration time
ttl – time-lapse time
UV – ultraviolet
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