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Abstract. This paper focuses on the problem of determining as large a
region as possible where a function exceeds a given threshold with high
probability. We assume that we only have access to a noise-corrupted
version of the function and that function evaluations are costly. To select
the next query point, we propose maximizing the expected volume of the
domain identified as above the threshold as predicted by a Gaussian pro-
cess, robustified by a variance term. We also give asymptotic guarantees
on the exploration effect of the algorithm, regardless of the prior misspec-
ification. We show by various numerical examples that our approach also
outperforms existing techniques in the literature in practice.
Keywords: Active Learning · Gaussian Processes · Level Set Estimation.
1 Introduction
Many scientific and engineering problems involve determining the maximum value
a function f over a region Ω. However, some applications require determining
a large subregion of Ω where the function under consideration exceeds a given
threshold t. This problem of super-level set estimation arises naturally in the
context of safety control, signal coverage, and environmental monitoring [1].
Formally, we consider the problem of finding the region where a function is
above some threshold t with probability at least δ:
{x ∈ Ω | P (f(x) > t) > δ}. (1)
We assume that we only have access to a noise-corrupted version of the function
and that function evaluations are costly. In order to fully specify the set in Eqn.
(1), a probabilistic model P for the function must be assumed. In this work, we
use Gaussian processes [2], a standard model that directly provides confidence
intervals and can easily incorporate new information from the samples.
The problem is closely related to Bayesian optimization, but the associated
techniques are not directly transferable to the problem of level set estimation. A
major issue is that it is unclear whether one should focus on identifying points
around the threshold for better separation, or aim at points far from the threshold
to accelerate the discovery of interested regions. Similar to other exploration-
exploitation trade-offs in active learning, we give affirmative answers to both by
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proposing Robust Maximum Improvement for Level-set Estimation (RMILE),
an algorithm to maximize the expected volume of the domain where a function
exceeds the threshold with high probability, robustified by a exploration-driven
variance term.
Furthermore, we discuss a criterion for establishing convergence of a generic
acquisition function on finite grids that is robust to misspecification of the models.
In particular, we show how this criterion applies to our algorithm.
Related work. Some relevant techniques for addressing costly function evaluations
are found in the field of Bayesian optimization, which have received growing
attention in recent years [3]. Bayesian optimization aims at finding the maximum
or minimum of a black box function by repeatedly updating prior beliefs over
the function in a Bayesian fashion. This framework is particularly well suited for
global optimization of costly functions because it makes effective use of all the
information (i.e., the samples) acquired during the process by carefully selecting
query points according to an acquisition function. Examples of acquisition func-
tions include the probability of improvement [4], expected improvement [5], the
Gaussian process upper confidence bound [6], and information-based policies [7].
In the literature of level set estimation, when level sets are estimated from
an existing dataset, several approaches are available [8],[9],[10]. In the context of
active learning, a topic of growing interest [11],[12],[13], one technique is known
as the Straddle heuristic [14], where the expected value and variance given by a
Gaussian process are combined to characterize the uncertainty at each candidate
point, based on which the next query point is chosen. A refinement of the Straddle
heuristic was suggested as the LSE algorithm, which is an online classification
method based on confidence intervals with some information-theoretic convergence
guarantees [1]. This idea is further developed in [15], with theoretical guarantees
that offer a unifying framework of Bayesian optimization and level set estimation.
In a different direction, a Gaussian process-based algorithm addressing time-
varying level set estimation was proposed [16], where a global expected error
estimate is adopted as the acquisition function.
A problem similar to ours was considered by [17], where the authors partition
the space using a predefined coarse grid and the goal is to find sub-regions with
an average “score” above some threshold. The computation of the scores relies on
Bayesian quadrature, and no theoretical guarantee on the algorithm is provided.
It was later extended to find regions matching general patterns not restricted
to the excess of some threshold [18]. Although some preliminary analysis about
exploration-exploitation trade-off is given, there is no discussion about the limit
behavior of the algorithm.
In some applications, one is directly concerned with the online estimation of
the volume of the super-level set with some given threshold [19],[20]. However,
existing methods are still focused on uncertainty reduction mechanisms similar
to the Straddle heuristic.
This paper is structured as follows. Section 2 provides the necessary pre-
liminaries for our work. Section 3 discusses the relation between super-level set
estimation and binary classification, and proposes the RMILE algorithm. The
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asymptotic behavior of RMILE is discussed in Section 4, followed by various
numerical experiments in Section 5 and some conclusive remarks in Section 6.
2 Preliminaries
We assume that we only have noisy measurements of the function f(x). In other
words, we have access to f(x) +  where the noise  is normally distributed
 ∼ N (0, σ2 ) and is independent from the sampling location or the function value.
We consider a discrete domain Ω with finitely many points where we would like to
classify the function as either above the threshold or below it, with some degree
of confidence. We assume that we are allowed to query the function at very few
points with noisy evaluations, in which case the unseen regions of the domain can
only be classified with some probability, for example, f(x) > t with probability
at least δ. In the design of our algorithm, we assume that the function f(x) is
a sample from a Gaussian process (GP). However, our asymptotic analysis in
Section 4 is model independent, i.e., it holds without any additional probabilistic
assumptions on the function measurements.
2.1 Gaussian processes
A GP {f(x) | x ∈ Ω} is a collection of random variables, any finite subset of
which is distributed according to a multivariate Gaussian specified by the mean
function µ(x) and the kernel k(x,x′). Suppose that we have a prior mean µ0(x)
and kernel k0(x,x′) for the GP, and n (noisy) measurements {(xi, yi)}ni=1, where
yi = f(xi)+i and i ∼ N(0, σ2 ) for i = 1, . . . , n. The posterior of {f(x) | x ∈ Ω}
is still a GP, and its mean and kernel functions can be computed analytically as
follows:
µn(x) = µx1:n,y1:n(x) = µ0(x) + kn(x)
T (Kn + σ
2I)−1(y1:n − µ0(x1:n)),
kn(x,x
′) = kx1:n(x,x
′) = k0(x,x′)− kn(x)T (Kn + σ2I)−1kn(x′),
(2)
where kn(x) = [k0(x,x1), . . . , k0(x,xn)]T , Kn = [k0(xi,xj)]ni,j=1. In particular,
the posterior variance at x is σ2n(x) = kn(x,x). Intuitively, as the number of
measurements increases, the actual f will be gradually revealed.
2.2 Framework for super-level set estimation
Algorithm 1 is the conceptual framework of the algorithms for level set estimation,
which is adopted in most, if not all of the related literature. Here the last step in
Algorithm 1 follows Eqn. (1), in which PGP is the probability measure defined
according to the posterior Gaussian process (i.e., conditioned on the filtration
{(xi, yi)}i=1,...,n). The estimated super-level set is denoted IGP . We remark that
one can also decide the membership of the estimated level set in an online fashion,
as is done in [1,15].
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Algorithm 1 Framework for Estimating the Super-level Set
Input: prior mean µ0, kernel k0, objective function f , threshold t, tolerance δ.
for i = 1, 2, . . . do
x+ ← SelectPoint(GP )
Query the objective function at x+ to obtain y+
Update GP+ ← GP using (x+, y+)
Output: the estimated super-level set IGP := {x ∈ Ω | PGP (f(x) > t) > δ}.
2.3 Notation and assumptions
At timestep n, we have observed {(xi, yi)}i=1,...,n, where xi is the i th sam-
pling location and yi is the resulting noisy observation. We denote with the
subscript GP (e.g., µGP , σGP and kGP ) the quantities conditioned on the filtra-
tion {(xi, yi)}i=1,...,n. We use the subscript GP+ to denote such quantities still
conditioned on the filtration {(xi, yi)}i=1,...,n and additionally on the sampling
location denoted x+. Notice that, while µGP (x) is a deterministic quantity that
can be computed with the predictive Eqns. (2), µGP+(x) depends on the random
outcome y+ at x+ and is therefore a random variable.
Unless otherwise specified, we always restrict ourselves to a finite fixed grid
z1, . . . , zm ∈ Ω as the set of all candidate sampling locations in Ω. Here z1:m are
all distinct. We will then slightly abuse notation to use Ω to denote the set of
grid points z1:m, with |Ω| = m. We also assume without loss of generality that
the prior kernel k0 is positive definite.
3 Super-level set estimation
This section begins with some remarks on the relation between super-level set
estimation and binary classification, and then describes our RMILE algorithm.
3.1 Relation to binary classification
A GP uniquely specifies a probability distribution for the unseen examples
x ∈ Ω and can be used to infer the region where the threshold is exceeded with
probability at least δ. At any point x, the posterior distribution of the random
variable f(x) is still normal [2]. Let µGP (x) and σ2GP (x) denote its posterior
mean and variance, respectively. Then the condition P (f(x) > t) > δ in Eqn. (1)
can be reformulated as follows:
µGP (x)− βσGP (x) > t, (3)
where β is a fixed coefficient that depends on δ. For a normal distribution, if
δ = 97.5% then β ≈ 1.96. The user is free to select δ according to the application.
If human safety is at stake, δ should be sufficiently high to avoid misclassification,
although this will also result in a smaller IGP .
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Define as FP the set of false positives, that is, the points x such that f(x) ≤ t
but are classified as ∈ IGP , and FN the set of false negatives, which are all the
points x such that f(x) > t but are classified as not in IGP . The following is a
straightforward observation:
Lemma 1. The classification rule identified by Eqn. (3) minimizes the expected
weighted misclassification error:
E (δ1{x ∈ FP}+ (1− δ)1{x ∈ FN}) , (4)
among all deterministic classification rules under the posterior probability measure
given by the Gaussian processes. Here, x ∈ Ω is arbitrary and fixed.
In the above expression, the expectation is conditioned on the filtration, i.e.,
on the observed samples {(xi, yi)}i=1,...,n. We can see that rule (3) penalize false
positives much more than false negatives when δ is close to 1. As a result, they
are relatively conservative in the inclusion of points in the estimated supe-level
set, and thus balance with our “radical” acquisition function to be introduced
below.
3.2 Robust maximum improvement in level-set estimation
Our idea is to develop a method that aims to find the largest possible area where
the function exceeds a given threshold with high probability.
Let IGP be the set of points currently classified as above the threshold
using the posterior GP. If we could sample at an arbitrary x+ and incorporate
the feedback y(x+) = f(x+) +  into the GP, then we would obtain a new
Gaussian process, GP+, which is a function of the (random) outcome y(x+)
and the sampling location x+. Then GP+ can be used to infer an updated
classification IGP+ . We thus consider maximizing the volume of IGP+ , i.e.,
|IGP+ | :=
∑
x∈Ω 1 {PGP+ (f(x) > t) > δ} to find the “optimal” sampling location.
Equivalently, we would like to find the point x+ that would yield the maximum
improvement |IGP+ |−|IGP | in expectation among all candidate sampling locations.
Formally, the next sampling point is chosen as the solution to:
argmax
x+∈Ω
Ey+ |IGP+ | − |IGP | , (5)
where the expectation is taken with respect to the random outcome y+ (which is
shorthand for y(x+)) resulting from sampling at x+, and is conditioned on the
filtration {(xi, yi)}i=1,...,n. This criterion is similar to the expected improvement
developed in the context of Bayesian optimization [5], and is also closely related
to the criteria of [17], [18]. However, their framework differ from ours, and they all
suffer from potential lack of exploration. In particular, [17], [18] focus on region-
level detection instead of point-wise detection, as we focus on here. Although
Eqn. (5) does fall as a special case of the acquisition function proposed in [18]
when a single point is chosen as the “linear functional” there, their explanation for
exploration inside each region becomes meaningless as each region then contains
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only a single point. As a result, no convergence guarantees have been established
for these algorithms, despite their empirical success in certain problems. In
particular, it remains an open issue how an intrinsic exploration strategy can be
included. To this end, we modify criterion (5) by introducing a trade-off between
the posterior variances, which we prove to ensure certain asymptotic convergence,
as we discuss below.
While Eqn. (5) defines a reasonable acquisition function that seeks improve-
ment in the discovery of points lying in the super-level set with high probability,
it may suffer from potential model misspecification and lack of exploration. Con-
sider an extreme case when all the points are classified as above the threshold
by the chosen prior at the beginning. Then Eqn. (5) may lead the procedure
to stall and repeatedly sample at locations with the largest function values
to maintain the largest super-level set specified by the prior. To remedy this
issue, we modify the criterion in Eqn. (5) so that the algorithm cannot “get
stuck” indefinitely. To achieve this goal, we guarantee a minimum positive
exploration bonus everywhere by introducing a marginal variance term. Let
|IGP | =
∑
x∈Ω 1 {PGP (f(x) > t− ) > δ} for  > 0, which is essentially a shift
of the threshold from t to t− (the shift is mostly for technical reasons to simplify
the analysis). Our final acquisition function is then defined as:
EGP (x
+) = max
{
Ey+ |IGP+ | − |IGP | , γσGP (x+)
}
, (6)
for some small constants  > 0, γ > 0. Intuitively, the additional variance term
ensures that the algorithm moves to a region with a higher variance when the
expected improvement is sufficiently reduced at the current point.
3.3 Efficient implementation
At each candidate sample point x+ ∈ Ω, to evaluate Eqn. (6), we would need to
sample f(x+) from the current GP, from which we can compute the posterior
classification and repeat this procedure in a Monte Carlo fashion to estimate the
expected improvement.
Nevertheless, it is possible to avoid sampling from the GP here. To see this,
notice that by Eqns. (2), the variance σ2GP+(x) is unaffected by a new observation
y+ as it only depends on the sampling location x+. On the other hand, the
posterior mean µGP+(x) is linearly correlated with the sample y+ (to indicate
this dependency we would rewrite it as µGP+(x; y+)). Therefore, it is possible
to compute the outcome y+ that would change the classification for point x
under consideration, that is, we only need to determine the “limit” value for the
new sample y+ that turns the indicator 1 {PGP+ (f(x) > t) > δ} on or off in the
computation of Ey+ |IGP+ |. As a result, we obtain the following expression:
Lemma 2. Ey+ |IGP+ | obtained by sampling at x+ can be computed analytically
as follows:
∑
x∈Ω
Φ
( √
σ2GP (x
+) + σ2
|CovGP (f(x), f(x+))| × (µGP (x)− βσGP+(x)− t)
)
(7)
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where Φ(·) is the cumulative distribution function (CDF) of the standard normal
random variables, and
σ2GP+(x) = CovGP+(f(x), f(x)) = σ
2
GP (x)−
Cov2GP (f(x), f(x+))
σ2GP (x
+) + σ2
, (8)
and CovGP (f(x), f(x+)) = kGP (x,x+) is the (current) posterior covariance
between f(x) and f(x+).
In the above derivation, we are implicitly assuming that f(x) can be modeled
as a sample from the GP. The posterior covariance CovGP (f(x), f(x+)) can be
calculated, for example, by using Eqns. (2). For a fixed grid, such computation
can be rearranged so that the full posterior covariance matrix is stored and
updated at each iteration through rank-one updates. Different trade-offs between
computational and memory complexity are also possible. Lemma 2 is also shown
in [17], [18], but to reduce notational confusion in cross-referencing, we provide a
different and more direct proof in the appendix.
The RMILE algorithm follows the super-level set estimation framework
described in Algorithm 1. At each iteration, it calls SelectPoint (Algorithm
2). For a fixed sampling location x+, the algorithm computes the acquisition
function (6) using Eqn. (19).
Although it is possible to identify the level set at any time during the
execution, we do not enforce an online classification scheme as in [1,15]. Instead,
the classification is done offline using all available information, which makes the
algorithm work better in practice, as can be seen in the numerical experiments.
Algorithm 2 RMILE (SelectPoint(GP))
Input: Current GP, constants γ > 0,  > 0.
for x+ ∈ Ω do
Compute EGP (x+) = max{Ey+ |IGP+ | − |IGP | , γσGP (x+)}
Output: x∗ = arg maxx+∈Ω EGP (x
+).
3.4 Connection to uncertainty/variance reduction
So far we have assumed that the threshold is known a priori. In fact, the design
process in engineering typically involves several “iterations” where the conceptual
idea is revised, leading to changes in the requirements or the threshold. In
such cases, one would like to obtain a model of the function that can later be
used to identify different regions, say I(t1)GP , I
(t2)
GP , I
(t3)
GP corresponding to different
thresholds t1, t2, t3 (this notation should not be confused with IGP previously
used to indicate a shift in the threshold). For three thresholds, this can be easily
done by redefining the objective function to maximize:
Ey+
(
|I(t1)GP+ |+ |I
(t2)
GP+ |+ |I
(t3)
GP+ |
)
−
(
|I(t1−)GP |+ |I(t2−)GP |+ |I(t3−)GP |
)
, (9)
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so that the algorithm is biased towards identifying all three of them. If, for
example, f(x) > max(t1, t2, t3), then that point will contribute three times as
much to the objective function.
We can naturally extend the idea of Eqn. (9) and look for all thresholds in a
given range [a, b]. That is, the finite summation in Eqn. (9) can be replaced by
an integral over all possible thresholds: Ey+
∫∞
−∞ |I
(t)
GP+ | − |I
(t−)
GP |dt. Interestingly,
if one considers the extreme case when  = 0, then our algorithm reduces to a
type of variance minimization:
Lemma 3. If the acquisition function is redefined as:
EvarGP (x
+) :=Ey+
∫ ∞
−∞
|I(t)GP+ | − |I
(t)
GP |dt, (10)
then Algorithm 2 minimizes the l1-norm of the posterior standard deviation, i.e.,
the next query point x+ is selected as x+ = argminx+∈Ω
∑
x∈Ω σGP+(x).
Since we can recast the objective function as
∑
x∈Ω σGP+(x)− σGP (x), the
acquisition function (26) chooses the point that maximizes the reduction in the
standard deviation across the domain. This is similar to the acquisition function
used in [15] for an appropriate choice of the parameters.
4 Asymptotic behavior on finite grids
In the absence of noise, a well-designed algorithm should avoid re-sampling at
the same location since additional information is not acquired. In other words,
on finite grids every point should be sampled at most once before an algorithm
terminates.
In the case of noisy measurements, however, an algorithm may need to re-
sample at the same location multiple times in order to get a more accurate
estimate of the function value. Intuitively, so long as an algorithm samples each
point of the grid infinitely often, the underlying function should be gradually
revealed [2]. Below, we first validate some reasonable assumptions that guarantee
the asymptotic convergence of a generic acquisition function in Algorithm 1, and
then show that RMILE satisfies these conditions.
Lemma 4. Let EGP (x+) be an acquisition function that depends on the posterior
GP at a potential query point x+, such that for sufficiently small σ2GP (x
+), there
exists a function u(·) which only depends on the posterior variance σ2GP (x+),
with
EGP (x
+) ≤ u(σGP (x+)), lim
σ(x+)→0+
u(σGP (x
+)) = 0. (11)
In addition, assume that there exists a global lower bound l(·), such that
EGP (x
+) ≥ l(σGP (x+)), lim
σ(x+)→0+
l(σGP (x
+)) = 0, (12)
and assume that l(σGP (x+)) is strictly increasing in σGP (x+).
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If Algorithm 1 selects the next query point as argmaxx+ EGP (x+) and is run
without termination, then there cannot be a point in the grid that is sampled only
finitely many times.
The lemma does not assume that the true function can be represented as
a sample from a Gaussian process; only the upper and lower bounds on the
acquisition function are needed as a function of the posterior marginal variance.
The intuition is that EGP (x+) can fluctuate as the sampling process progresses;
however, as the variance σGP (x+) of a point is progressively reduced, one more
sample at x+ should bring less and less improvement as measured by EGP (x+).
This implies that the algorithm will move to a location where EGP (·) is higher.
The proof can be found in the appendix.
We are now ready to verify the robustness of our algorithm: as we show next,
it satisfies the assumption of Lemma 4. Let σ2 := maxi=1,...,m σ20(zi), where zi
are the grid points in Ω.
Lemma 5. For the acquisition function (6) with γ > 0,  > 0, we have:
– u(σGP (x+)) = max
(
|Ω|Φ
(
σ
σ¯σGP (x+)
(−/2)
)
, γσGP (x
+)
)
– l(σGP (x+)) = γσGP (x+)
Also the lower bound l(σGP (x+)) is monotonically increasing and
lim
σ(x+)→0+
u(σ(x+)) = lim
σ(x+)→0+
l(σ(x+)) = 0.
The roles of  and γ are important in terms of the asymptotic behavior. More
precisely, the modification that leads to Eqn. (6) ensures a minimum exploration
bonus given by γσGP (x+) and is a crucial difference compared to [17], [18].
5 Numerical experiments
This section empirically assesses the proposed procedure on numerical experiments.
We use a standard squared exponential kernel
k(x,x′) = σ2ker exp(−‖x− x′‖22/(2l2)) (13)
We start by examining the effectiveness of the robust modifications, and then
proceed to comparing our proposed approach with state-of-the art algorithms.
Although in principle the model noise level σ can be different from the algorithm
noise level (which we also denote as σ with slight abuse of notation), we typically
take them to be the same as is done conventionally in the literature, unless
otherwise stated (e.g., in the next subsection). We also emphasize that to make
the comparisons fair, the performance of all the algorithms is evaluated with
classification criterion (3), instead of the criteria proposed in the original papers
(e.g., posterior mean).
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5.1 Robustification effects
This section shows how the robust adjustment parameters  and γ in Eqn. (6) help
improve the performance of the algorithm. We compare two sets of parameters:
a)  = γ = 10−8; b)  = 0, γ = −∞. Notice that with parameter set b), Eqn. (6)
reduces to Eqn. (5), i.e., the one without guaranteed convergence.
To stabilize the performance, we first sample at 3 points chosen uniformly at
random as seeds, and compute the resulting posterior distribution as the prior.
To showcase the robustness of our algorithm, we keep the prior mean to be 0,
and ln(σker) = 4, ln(l) = 1 throughout the experiments in this subsection. For
each problem, we run 25 simulations of our algorithm.
We consider the negative Himmelblau’s function (Figure 2) defined in [−5, 5]×
[−5, 5], a commonly used multi-modal function. We take a uniform grid of 30×30
points, and the threshold is set to t = −50. Here we consider two sets of noise
levels: 1) a small noise setting with both model and algorithm noise levels σ = 0.1;
2) a misspecified large noise setting, with model noise level 30 and algorithm
noise level 3. The results are shown in Figure 1. Here we label parameter set a) as
“RMILE” and parameter set b) as “MILE”. We can see that in both cases, the
robust version outperforms the vanilla one, and the difference is more dramatic
in the second (harder) case.
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Fig. 1: Himmelblau’s function. Left: small noise. Right: large misspecified noise.
Our algorithm is quite robust to the parameter choices of  and γ, so long
as they are positive. In particular, we obtained almost the same performance as
above when setting  = γ = 10−2.
For simplicity, hereafter we set  = 10−12 and γ = 10−10. We compare our
approach against the Straddle heuristic [14] and the LSE algorithm [1], which
are the most relevant algorithms to our work. Another relevant approach is
the TruVaR algorithm, which has been found to perform similarly to LSE in
numerical experiments for level-set estimation [15].
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5.2 2D synthetic examples
We consider a sinusoidal function sin(10x1) + cos(4x2) − cos(3x1x2), whose
contours are plotted in Figure 4 defined in the box [0, 1]× [0, 2]. We superimpose
a grid of 30 × 60 points uniformly separated and run 25 simulations for our
algorithm RMILE along with LSE and the Straddle heuristic. The normally
distributed noise has standard deviation ln(σ) = −1, and the prior has uniform
mean = 0 with ln(σker) = 1.0 and ln(l) = −1.5. The threshold is set to t = 1.
These are supposed to be representative of the prior knowledge that the user may
have about the function at hand, but are not necessarily the hyper-parameters
that maximize the likelihood of some held-out data under the Gaussian process.
Similarly, we also consider again the Himmelblau’s function. We run 25
simulations on a 50×50 grid for our algorithm, the LSE algorithm and the Straddle
heuristic. We assume that the true Himmelblau’s function can be evaluated with
some normally distributed noise with standard deviation ln(σ) = 2.0 and mean
zero. The threshold chosen for the experiment is t = −100, with a prior mean of
−100, prior standard deviation ln(σker) = 4, and ln(l) = 0.
The advantage of the procedure with respect to the state of the art is
demonstrated by the F1-score on the sinusoidal and Himmelblau’s function (Figure
3). We also show precision and recall separately for the numerical experiments
on Himmelblau’s function in Figure 3 bottom left and bottom right, respectively.
In both numerical experiments it is relatively easy to find an initial point
above the threshold. Our algorithm then proceeds by expanding IGP as much
as possible at each step (Figure 4). This is in contrast to the Straddle heuristic
and LSE which seek to reduce the variance and thus tend to sample more
widely in the initial phase. Notice that Straddle and LSE maximize a similar
objective function for the selection of the next point, the “Straddle score” and
the “ambiguity”, respectively. However, at least in the initial exploration phase,
these metrics have fairly uniform high value (Figure 2) across the domain because
the variance given by the Gaussian process is initially high. In contrast, RMILE
gives higher scores to points in Ω that are likely to improve IGP the most, and
therefore chooses to expand the current region above the threshold as much as
possible before exploring regions far away from the current samples.
Thus, our algorithm is more suitable especially when a very limited exploration
budget is available and one cannot afford to reconstruct a good model of the
function. Although we use the well-established F1-score for comparison, it may
not always be the most appropriate and fair metric for our proposed problem.
In particular, as we noted in Lemma 1, our classification rule penalizes false
positives far more than false negatives.
5.3 Simulation experiments: aircraft collision avoidance
We evaluate our method in the task of estimating the sensor requirements for
an aircraft collision avoidance system. We consider pairwise encounters between
aircrafts, the behavior of which is dictated by a joint policy produced by modeling
the problem as a Markov decision process and solving for optimal actions using
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Fig. 2: Top left: true contours of the Himmelblau’s function. Top right: value
of the expected improvement for RMILE. Bottom left: Straddle score. Bottom
right: ambiguity for the LSE algorithm. The locations of the first 11 samples for
the first run are superimposed.
value iteration. Observation noise is applied over two state variables, the relative
angle and heading between the two aircrafts. The noise for each variable is
sampled independently from a normal distribution with mean zero and standard
deviation varying depending on assumed sensor precision. For each sample, 500
pairwise encounters are simulated, and the estimated probability of a near mid-air
collision (NMAC) is returned. We apply the negative logit transformation to the
output to map it to the real line. We look for a threshold t = 1, and the origin is
given as a seed. Again, RMILE samples in a more structured way, progressively
expanding IGP while balancing the reduction of the variance in the promising
region with some exploration (Figure 5).
5.4 Simulation experiments: required sensor precision
We assess our method on estimating actuator performance requirements in an
automotive setting. We seek to determine the necessary precision for longitudinal
and lateral acceleration maneuvers of simulated vehicles such that the likelihood
of hard braking events is below a threshold. In these experiments, we simulate a
single, five-second scenario involving twenty vehicles for 100 steps. The vehicles are
propagated according to a bicycle model, with longitudinal behavior generated
by the Intelligent Driver Model [21] and lane changing behavior dictated by
the MOBIL [22] model. The two input parameters are sampled from a normal
distribution, the standard deviation of which models the actuator precision.
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Fig. 3: F1-score on the sinusoidal function (top left), and Himmelblau’s function
(top right). The means and confidence intervals of precision (bottom left) and
recall (bottom right) refer to the Himmelblau’s function experiment.
We model the (estimated) probability of hard braking using the negative logit
function − log y1−y , which maps the outcome y ∈ [0, 1] from the simulator to the
real line. This is not strictly needed but ensures that the Gaussian process is
consistent with the type of output. We run an exploratory simulation with a
budget of 20 points for Straddle, LSE and our algorithm. While the underlying
function has some random noises due to the Monte Carlo simulation, we fix the
seed to have the same point-wise responses from the simulator when different
algorithms are tested. We select a threshold of 1.0 and again choose the origin as
the initial seed. In Figure 6a we plot the contours for µGP (x)−1.96σGP (x). It can
be seen that LSE and the Straddle heuristic both try to reduce the uncertainty
by spreading out the sample points. Crucially, our algorithm places more samples
together to compensate for the noise and reduce the variance (Figure 6c) in the
promising region (Figure 6b) above t = 1.0 . This allows the classifier to use
the posterior GP to make a more confident prediction and identify the area of
interest with high confidence (yellow region in Figure 6a).
6 Conclusions
We have considered the problem of level set estimation where only a noise-
corrupted version of the function is available with a very limited exploration
budget. The aim is to discover as rapidly as possible a region where the threshold
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Fig. 4: Top left: true contours of the sinusoidal function. Location of the first 15
samples along with the contours given by the GP for µGP (x)− 1.96σGP (x) for
RMILE (top right), Straddle (bottom left) and LSE (bottom right).
is exceeded with high probability. We propose to select the next query point that
maximizes the expected volume of the domain of points above the threshold in a
one-step lookahead procedure, and derive analytical formulae to compute this
quantity in closed forms. We give a simple criterion to verify convergence of generic
acquisition functions and verify that our algorithm satisfies such requirements.
Our algorithm also compares favorably with the state of the art on numerical
experiments. In particular, it uses information gained from a few samples more
effectively, making it suitable when a very limited exploration budget is available.
At the same time, it retains asymptotic convergence guarantees, making it
especially compelling in the case of misspecified models.
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Appendix A: Technical Proofs
Lemma 1. The classification rule identified by Eqn. (3) minimizes the expected weighted
misclassification error:
E (δ1{x ∈ FP}+ (1− δ)1{x ∈ FN}) , (14)
among all deterministic classification rules under the posterior probability measure
given by the Gaussian processes. Here x ∈ Ω is arbitrary and fixed.
Proof: To prove the optimality of our classification rule (2) and (3), consider an
arbitrary fixed point x ∈ Ω. We proceed by a case-by-case analysis.
Case I: suppose that PGP (f(x) > t) > δ is satisfied. Then if x is classified into
IGP , we have
E (δ1{x ∈ FP}+ (1− δ)1{x ∈ FN})
= δP (x ∈ FP) + (1− δ)P (x ∈ FN) (15)
= δPGP (f(x) ≤ t) < δ(1− δ)
and if x is not classified into IGP , then we have
E (δ1{x ∈ FP}+ (1− δ)1{x ∈ FN}) (16)
= (1− δ)PGP (f(x) > t) > (1− δ)δ
which implies that classifying x into IGP is better than not, given that PGP (f(x) >
t) > δ.
Case II: suppose that PGP (f(x) > t) ≤ δ. Then if x is classified into IGP , we have
E (δ1{x ∈ FP}+ (1− δ)1{x ∈ FN}) (17)
= δPGP (f(x) ≤ t) ≥ δ(1− δ)
and if x is not classified into IGP , then we have
E (δ1{x ∈ FP}+ (1− δ)1{x ∈ FN}) (18)
= (1− δ)PGP (f(x) > t) ≤ (1− δ)δ
which implies that classifying x into IGP is worse than not, given that PGP (f(x) >
t) ≤ δ.
Hence, we conclude that our classification rule minimizes the expected weighted
misclassification error given in Lemma 1 for any fixed point x ∈ Ω.
Lemma 2. Ey+ |IGP+ | obtained by sampling at x+ can be computed analytically as
follows: ∑
x∈Ω
Φ
( √
σ2GP (x
+) + σ2
|CovGP (f(x), f(x+))| × (µGP (x)− βσGP+(x)− t)
)
(19)
where Φ(·) is the cumulative distribution function (CDF) of the standard normal random
variables, and
σ2GP+(x) = CovGP+(f(x), f(x)) = σ
2
GP (x)− Cov
2
GP (f(x), f(x
+))
σ2GP (x
+) + σ2
, (20)
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and CovGP (f(x), f(x+)) = kGP (x,x+) is the (current) posterior covariance between
f(x) and f(x+).
Proof: Let fGP (y+) be marginal density of y+, which is a normal PDF. Then by
definition of |IGP+ |, we have that
Ey+ |IGP+ | =Ey+
∑
x∈Ω
1
{
µGP+(x; y
+)− βσGP+(x) > t
}
=
∑
x∈Ω
Ey+ 1
{
µGP+(x; y
+)− βσGP+(x) > t
}
=
∑
x∈Ω
PGP
(
µGP+(x; y
+)− βσGP+(x) > t
)
=
∑
x∈Ω
∫ +∞
−∞
PGP (µGP+(x; y
+)− βσGP+(x) > t|y+)fGP (y+)dy+
=
∑
x∈Ω
∫ +∞
−∞
1{µGP+(x; y+)− βσGP+(x) > t|y+}fGP (y+)dy+
where the last equality immediately follows from the fact that conditioned on y+, the
event
{
µGP+(x; y
+)− βσGP+(x; y+) > t
}
is either true or false and thus the probability
can be recast as an indicator.
Furthermore, we have that any two random variable f(x+), f(x) identified by a
Gaussian process follow a bivariate normal distribution and the posterior variance is
independent from y+ at x (cf. C.E. Russmussen, 2006, or simply Eqns. (2)):
σ2GP+(x) = σ
2
GP (x)− Cov
2
GP (f(x), f(x
+))
σ2GP (x
+) + σ2
(21)
The posterior mean can be computed as
µGP+(x; y
+) = µGP (x)− CovGP (f(x), f(x
+))
σ2GP (x
+) + σ2
(y+ − µGP (x+)) (22)
Let yLGP (x,x+) be the limit value for the outcome y+ at x such that µGP+(x)−
βσGP+(x) = t. Plugging in the expression for the posterior variance and mean yields:
yLGP (x,x
+) =
σ2GP (x
+) + σ2
CovGP (f(x), f(x+))
× (t+ βσGP+(x)− µGP (x)) + µGP (x+) (23)
Thus the objective function Ey+ |IGP+ | can be recast as:
∑
x∈Ω:CovGP (f(x),f(x+))≥0
∫ +∞
yL
GP
(x,x+)
fGP (y
+)dy+
+
∑
x∈Ω:CovGP (f(x),f(x+))<0
∫ yLGP (x,x+)
−∞
fGP (y
+)dy+
(24)
where summations are over terms with positive, respectively negative covariances.
Finally we can combine the case with positive and negative covariances into one and
move from the normal density fGP to a standard normal CDF by subtracting the mean
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µGP (x
+) and dividing by the marginal variance of y+ (which is
√
σ2GP (x
+) + σ2 ) to
obtain: ∑
x∈Ω
Φ
( √
σ2GP (x
+) + σ2
|CovGP (f(x), f(x+))| × (µGP (x)− βσGP+(x)− t)
)
(25)
Lemma 3. If the acquisition function is redefined as:
EvarGP (x
+) :=Ey+
∫ ∞
−∞
|I(t)
GP+
| − |I(t)GP |dt, (26)
then Algorithm 2 minimizes the l1-norm of the posterior standard deviation, i.e., the
next query point x+ is selected as x+ = arg minx+∈Ω
∑
x∈Ω σGP+(x).
Proof: By definition, we have that
Ey+
∑
x∈Ω
∫ ∞
−∞
1
{
µGP+(x; y
+)− βσGP+(x) > t
}− 1 {µGP (x)− βσGP (x) > t} dt
= Ey+
∑
x∈Ω
∫ µ
GP+
(x;y+)−βσ
GP+
(x)
µGP (x)−βσGP (x)
dt
= Ey+
∑
x∈Ω
µGP+(x; y
+)− βσGP+(x)− µGP (x) + βσGP (x)
=
∑
x∈Ω
Ey+ (µGP+(x)− µGP (x)) + βσGP (x)− βσGP+(x)
= −β
∑
x∈Ω
(σGP+(x)− σGP (x)) ,
where the first passage follows from the fact that the integrand is 1 or −1 only
when µGP+(x; y
+) − βσGP+(x) > t > µGP (x) − βσGP (x) or when µGP+(x; y+) −
βσGP+(x) < t < µGP (x) − βσGP (x), respectively. The last passage follows from
µGP (x; y
+) = Ey+ µGP+(x) by linearity (cf. Eqn. (22)) and Ey+ σGP+(x) = σGP+(x)
because the outcome y+ does not affect the posterior variance, once the sampling
location x+ is fixed. Thus
arg max
x+∈Ω
Ey+
∫ ∞
−∞
|I(t)
GP+
| − |I(t)GP |dt (27)
is equivalent to
arg min
x+∈Ω
∑
x∈Ω
σGP+(x) (28)
or more explicitly
arg min
x+∈Ω
∑
x∈Ω
√
σ2GP (x)−
Cov2GP (f(x), f(x+))
σ2GP (x
+) + σ2
(29)
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Lemma 4. Let EGP (x+) be an acquisition function that depends on the posterior GP
at a potential query point x+, such that for sufficiently small σ2GP (x+), there exists a
function u(·) which only depends on the posterior variance σ2GP (x+), with
EGP (x
+) ≤ u(σGP (x+)), lim
σ(x+)→0+
u(σGP (x
+)) = 0. (30)
In addition, assume that there exists a global lower bound l(·), such that
EGP (x
+) ≥ l(σGP (x+)), lim
σ(x+)→0+
l(σGP (x
+)) = 0, (31)
and assume that l(σGP (x+)) is strictly increasing in σGP (x+).
If Algorithm 1 selects the next query point as arg maxx+ EGP (x
+) and is run with-
out termination, then there cannot be a point in the grid that is sampled only finitely
many times.
Proof: In this proof, we go back to the notation in Section 2.1 in order to keep track
of the entire sequence of observations, which facilitates the discussions about limiting
behavior here.
We begin by summarizing some basic properties about Gaussian processes (GP)
and the multivariate normal distributions.
– By definition, a GP with (prior) mean µ0(x) and kernel k0(x,x′) identifies a
multivariate normal distribution on the fixed finite grid z1, . . . , zm with
µ0 = [µ0(z1), . . . , µ0(zm)]
T , Σ0 = [k0(zi, zj))]i,j=1,...,m,
as the mean vector and the covariance matrix, respectively.
– The posterior GP after observing n noisy observations x1, . . . ,xn (with possible
repetitions) again identifies a multivariate normal distribution on the fixed finite
grid z1, . . . , zm with
µn = [µn(z1), . . . , µ0(zm)]
T , Σn = [kn(zi, zj))]i,j=1,...,m,
as the mean vector and the covariance matrix, respectively.
– (Exchangeability) Moreover, the order of observations does not affect the posterior
distribution. More explicitly, we have for all i, j = 1, . . . ,m,
µx1:n,y1:n(zi) = µxpi(1:n),ypi(1:n)(zi), kx1:n(zi, zj) = kxpi(1:n)(zi, zj),
where pi(1 : n) is an arbitrary permutation of 1 : n.
– (Associativity) In addition, we also have the following associativity property: if
we replace µ0 and k0 with µx1:n1 and kx1:n1 , and apply Eqns. (2) to n− n1 new
samples xn1+1, . . . ,xn, then we obtain exactly µn and kn.
– Starting from any prior kernel k0, if a point x¯ ∈ {z1:m} is sampled n times (i.e.,
x1 = · · · = xn = x¯), then the posterior kernel/covariance in Eqns. (2) is equal to
kn(zi, zj) = k0(zi, zj)− k0(zi, x¯)k0(x¯, zj)
k0(x¯, x¯) + σ2/n
, ∀i, j = 1, . . . ,m. (32)
In paritcular, we have
σ2n(zi) = σ
2
n(zi)− k0(zi, x¯)
2
σ20(x¯) + σ
2
/n
, ∀i = 1, . . . ,m. (33)
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The first claim is by definition. To see the other four claims, the key observation is that
the prior joint distribution of the noise-less function values f(z1:m) at the grid points,
as well as the noisy observations at locations x1:n (with possible repetitions), is in fact
N (µ0([z1:m; x1:n]), k0([z1:m; x1:n], [z1:m; x1:n]) + σ2diag(0, In)),
which comes from the independence of the noises immediately. Applying the well-known
formula for computing the conditional mean and covariance of multivariate normal
distributions (the Schur complement formula), we immediately see that µn and Σn
above, as computed by Eqns. (2), characterize exactly the posterior distribution of the
GP at z1:m conditioned on noisy observations at x1:n. Exchangeability and associativity
then follow as natural results of the corresponding properties of conditioning. To see
the last property, simply notice that exchangeability and associativity imply that
kn(x,x
′) can be alternatively computed by applying Eqns. (2) with n = 1 recursively
on observations/measurements at the same location x¯ for n times. A simple proof by
induction shows the desired formula (32).
More explicitly, the case when n = 1 in (32) is a trivial application of Eqns. (2).
Now suppose that the case when n = l is proved. For n = l+ 1, by associativity, we can
apply Eqns. (2) once on kl, yielding
kl+1(zi, zj) = kl(zi, zj)− kl(zi, x¯)kl(x¯, zj)
kl(x¯, x¯) + σ2
.
Plugging in
kl(zi, zj) = k0(zi, zj)− k0(zi, x¯)k0(x¯, zj)
k0(x¯, x¯) + σ2/l
, kl(x¯, x¯) =
k0(x¯, x¯)σ
2
/l
k0(x¯, x¯) + σ2/l
,
kl(zi, x¯) =
k0(zi, x¯)σ
2
/l
k0(x¯, x¯) + σ2/l
, kl(x¯, zj) =
k0(x¯, zj)σ
2
/l
k0(x¯, x¯) + σ2/l
,
we immediately arrive at equation (32). And hence the proof is done by induction.
Now we are ready to establish upper and lower bounds on the posterior variance
σ2GP (x
+) = kn(x
+,x+) = σ2n(x
+) for any x+ ∈ {z1, . . . , zm}. More explicitly, we will
show that if x+ is sampled K times, then σGP (x+) = Ω(1/K) as K →∞.
In fact, consider an arbitrary fixed grid-point, which we denote w.l.o.g. as zm.
Suppose that zm is sampled K times until step n. By exchangeability and associativity,
we can assume w.l.o.g. that the other n − K sampling takes place first, yielding a
posterior variance σ2n−K(zm), and then we sample zm for K consecutive times starting
from σ2n−K(zm) as a prior variance. This means that we have by (33) that
σ2n(zm) = σ
2
n−K(zm)− σ
4
n−K(zm)
σ2n−K(zm) + σ2/K
=
σ2
K + σ2/σ
2
n−K(zm)
. (34)
Again by (33), we know that the posterior variance at zm monotonically decreases
whenever we sample at some grid point. Hence we see that σ2n−K(zm) is no larger than
when all other grid points are not sampled, which would yield a posterior variance of
σ20(zm) at zm when we start the k-times’ sampling at it. Formally, we have
σ2n−K(zm) ≤ σ20(zm),
and hence by (34), we have
σ2n(zm) ≤ σ
2

K + σ2/σ
2
0(zm)
≤ σ
2

K + σ2/σ
2 ∀n ≥ K, (35)
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where σ2 := maxi=1,...,m σ20(zi).
On the other hand, again by the monotonic decreasing property of the variance
update (33), we also see that σ2n−K(zm) is no smaller than when all other grid points
are sampled infinitely many times. Formally, we first notice that σ2n−K(zm) is no
smaller than whenever all other grid points are sampled n−K times. Now applying
exchangeability, associativity and monotonicity, we can take the limit that the number
of samples collected at zi goes to ∞ one by one from i = 1 to m − 1, and obtain
that σ2n−K(zm) is lower bounded by the (limiting) posterior variance quantity s
m,m
m−1
define/obtained as follows (denoting by kn1,...,nm the posterior covariance of sampling
zi for ni times as computed and defined by Eqns. (2)):
si,j0 := kn−K,n−K,...,n−K,K(zi, zj) ∀i, j = 1, . . . ,m,
si,j1 := lim
n1→∞
kn1,n−K,...,n−K,K(zi, zj) = s
i,j
0 −
si,10 s
1,j
0
s1,10
∀i, j = 2, . . . ,m, . . . ,
si,jl := limnl→∞
k∞,...,nl...,n−K,K(zi, zj) = s
i,j
l−1 −
si,ll−1s
l,j
l−1
sl,ll−1
∀i, j = l + 1,m, . . . ,
si,jm−1 := lim
nm−1→∞
k∞,...,∞,nm−1,K(zi, zj) = s
i,j
m−2 −
si,m−1m−2 s
m−1,j
m−2
sm−1,m−1m−2
∀i, j = m,
where we used the covariance update formula (32) and take the limit to remove
the σ2 term. Notice that although sampling infinitely many times is undefined in the
probability sense, it is well-defined by Eqns. (2), or the update formulae 32 together with
associativity and exchangeability. Readers should keep in mind that we are talking about
the algorithmic convergence without any assumptions on the underlying probability
models – this is also one of the strengths of our algorithm, which is robust to model
misspecification.
Here si,jl is exactly updating from the (limiting) posterior covariance s
i,j
l−1 by formula
(32), with n =∞ and k0(zi, zj) replaced by si,jl−1, and x¯ replaced by zl.
Comparing with the well-known formula for conditional covariance of multivariate
normal distributions, and utilizing the associativity of conditioning, we immediately see
that [si,jl ]i,j=l+1,...,m is the posterior covariance matrix of the random vector [f(zl+1:m)]
T
conditioned on f(z1:l) (without noises). In particular, we have
σ2n−K(zm) ≥ sm,mm−1 = Σ0m,m −Σ0m,1:m−1
(
Σ01:m−1,1:m−1
)−1
Σ01:m−1,m := σ
2
m > 0,
where the last inequality comes from the fact that the Schur complement of a positive
definite matrix is positive definite. In particular, since we have assumed that k0 is a
positive definite kernel, Σ0  0 and hence the scalar Schur complement σ2m above is
strictly positive.
Now recall that zm is actually an arbitrary zi (which we denote as zm for notational
convenience), defining σ := mini=1,...,m σm, we immediately arrive at a lower bound on
σ2n−K(zm) by using associativity and formula (34):
σ2n(zm) ≥ σ
2

K + σ2/σ2
∀n ≥ K. (36)
Combining (35) and (36), we see that the posterior variance σ2n(zm) after sampling
zm for K times within n(≥ K) timesteps is Ω(1/K) as K → ∞ . Notice that this
means that the order of magnitude of the posterior variance does not depend on n.
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Finally, if we let Algorithm 1 run forever with zm sampled at most T times then
there must be at least one point in the grid, say z1, which is sampled infinitely often.
For such a point the posterior variance σ2GP (z1) tends to zero as the number of samples
collected for z1 goes to∞ by (35) and (36), which implies that eventually the acquisition
function EGP (z1) ≤ u(σGP (z1)) tends to zero by the hypothesis of the lemma. However,
EGP (zm) ≥ l
(
σ2/(T + σ
2
/σ
2)
)
is bounded away from zero because, by hypothesis of the lemma, l(·) is strictly increasing
with limit 0 at 0, and we argued that σ2 is bounded away from zero. That is, eventually
EGP (zm) > EGP (z1) > 0 for all sufficiently large steps in which we collect at z1. This
is a contradiction because we are assuming that at every step the next sample is chosen
such that it maximizes the acquisition function, which implies that the choice of z1 is
incorrect here. Hence, every grid-point must be sampled infinitely often. This completes
our proof.
Lemma 5. For the acquisition function (6) with γ > 0,  > 0, we have:
– u(σGP (x+)) = max
(
|Ω|Φ
(
σ
σσGP (x
+)
(−/2)
)
, γσGP (x
+)
)
– l(σGP (x+)) = γσGP (x+)
Also the lower bound l(σGP (x+)) is monotonically increasing and limσ(x+)→0+ u(σ(x
+)) =
limσ(x+)→0+ l(σ(x
+)) = 0.
Proof: Consider the acquisition function used in the paper:
EGP (x
+) = max(Ey+ |IGP+ | − |IGP | , γσGP (x+)) (37)
Clearly the lower bound l(σGP (x+)) = γσGP (x+) which is positive, strictly mono-
tonically increasing in σGP (x+), and goes to zero as σGP (x+) goes to zero. For the upper
bound, assume Ey+ |IGP+ | − |IGP | > γσGP (x+) (otherwise γσGP (x+) is also the upper
bound). We consider one term in the summation. Suppose that µGP (x)−βσGP (x) > t−,
which is one of the two cases we will discuss. Then such a term can be expressed as:
1− Φ
(
−
√
σ2GP (x
+) + σ2
|CovGP (f(x), f(x+))| × (µGP (x)− βσGP+(x)− t)
)
− 1{µGP (x)− βσGP (x) > t− }
=− Φ
(
−
√
σ2GP (x
+) + σ2
|CovGP (f(x), f(x+))| × (µGP (x)− βσGP+(x)− t)
)
< 0.
(38)
Now assume µGP (x)− βσGP (x) ≤ t− . By Cauchy-Schwartz inequality, we have
|CovGP (f(x), f(x+))| ≤ σGP (x+)σGP (x) ≤ σσGP (x+),
where the last passage follows from the fact that the variance is strictly decreasing and
σ is an upper bound of the prior variances. By the update formulae in Eqns. (2), we
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have
σGP (x)− σGP+(x)
= σGP (x)
(
1−
√
1− Cov
2
GP (f(x), f(x+))
(σ2GP (x
+) + σ2 )σ
2
GP (x)
)
≤ σGP (x) Cov
2
GP (f(x), f(x
+))
(σ2GP (x
+) + σ2 )σ
2
GP (x)
≤ σ
2
GP (x
+)σGP (x)
σ2GP (x
+) + σ2
≤ σ
2
GP (x
+)σGP (x)
σ2
≤ σσ
2
GP (x
+)
σ2
≤ /(2β)
(39)
for sufficiently small σ2GP (x+). This implies that µGP (x)− βσGP+(x) ≤ t−  can be
recast as µGP (x)− βσGP+(x)− t ≤ −+ βσGP (x)− βσGP+(x) < −/2.
Thus for sufficiently small σGP (x+) the contribution of point x ∈ Ω to the acquisition
function is
Φ
( √
σ2GP (x
+) + σ2
|CovGP (f(x), f(x+))| × (µGP (x)− βσGP+(x)− t)
)
≤
≤ Φ
( √
σ2GP (x
+) + σ2
|CovGP (f(x), f(x+))| × (−/2)
)
≤ Φ
(
σ
|CovGP (f(x), f(x+))| × (−/2)
)
≤ Φ
(
σ
σσGP (x+)
× (−/2)
)
,
(40)
where we use the monotonicity of the normal CDF.
Thus an asymptotic upper bound for Ey+ |IGP+ | − |IGP | that depends only on the
variance of the current sampling location is |Ω|Φ
(
σ
σσGP (x
+)
(−/2)
)
. By continuity, we
have
lim
σGP (x
+)→0+
|Ω|Φ
(
σ
σσGP (x+)
(−/2)
)
→ 0
which implies that EGP (x+)→ 0 as σGP (x+)→ 0
Appendix B: Safe Exploration
To the best of our knowledge the available algorithms for level set estimation assume
that f can be evaluated at an arbitrary point. However, this is not always the case.
In medical applications, for example, experiments need to be done on humans and
therefore it is a requirement to never query the function below the threshold, which can
result in death of the patient. One needs to act conservatively and would not explore
the domain far away from known regions, unless prior knowledge is available. The GP
that models the function can be used to identify regions which are not deemed safe,
that is, we can restrict the sampling location to the set of safe points under the current
GP, which are the points in the set S:
S = {x | µGP (x)− γ
√
σ2GP + σ
2
 > t}. (41)
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In Eqn. (41), we include the noise  ∼ N (0, σ2 ) as we do not want the outcome y+ to
be below the threshold. If one is not concerned with the noise and sets γ = β then
the set of candidate points coincides with IGP . Algorithm 2 can then be changed in
a straightforward manner by only considering points in the “safe region" S ⊂ Ω as
potential query points.
We examine the topographic dataset of the Auckland’s Maunga Whau Volcano,
which is available on a 10m by 10m grid on the R datasets1 package. We run 10
simulations in the available 87× 61 measurements, with noises added to the evaluations
(log(σ) = −1.0). We fine-tune the GP hyper-parameters σker, l on a small number of
held-out samples via maximum likelihood estimation and use them in the GP prior.
We want to identify the threshold t = 150 and give x = [20, 20] as the initial seed for
the algorithm. Notice that it is necessary to provide such a starting point above the
threshold or an appropriate prior GP that results in at least one point in the set of
“safe” points S ⊂ Ω so that the algorithm can explore. Figure 7 reports the location
of 40 points sampled by the algorithm in one run. For simplicity we set γ = β = 1.96.
Notice that there are no points below t = 150, as one would expect. We further report
in the same figure the distribution of the sampled values over the 10 runs; the algorithm
reaches out to the boundary around 160, but hardly ever samples points near the
threshold of 150.
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Fig. 7: Left picture: sampling locations at an intermediate step during the ex-
ecution of the algorithm. Notice that no sample is too close to the threshold
t = 150. Right picture: distribution of the outcomes at the points selected by the
algorithm during 10 runs with a budget of 40 points.
1 http://stat.ethz.ch/R-manual/R-devel/library/datasets/html/00Index.html
