Chronic diseases tend to depend on a large number of risk factors, both environmental and genetic. Average attributable fractions were introduced by Eide and Gefeller as a way of partitioning overall disease burden into contributions from individual risk factors; this may be useful in deciding which risk factors to target in disease interventions. Here, we introduce new estimation methods for average attributable fractions that are appropriate for both case-control designs and prospective studies. Confidence intervals, derived using Monte Carlo simulation, are also described. Finally, we introduce a novel approximation for the sample average attributable fraction that will ensure a computationally tractable approach when the number of risk factors is large. An R package, averisk, implementing the methods described in this manuscript can be downloaded from the CRAN repository.
risk factor within the general population, p ¼ PðEÞ. This fact can be highlighted by using Bayes formula to reexpress (1) as:
Neither (1) nor (2) are directly estimable from case-control datasets, where direct estimates of disease prevalence are not available. However, another reexpression 2 together with the assumption that RR % OR, yields:
which can be used to approximate the attributable fraction in case-control studies, provided that the disease is rare. Of course, disease aetiology generally involves multiple risk factors and a pertinent question is how to apportion the total risk attributed to a collection of K risk factors into individual contributions. Individual attributable fractions for each risk factor, as given by (2) , may add up to more than 1. [3] [4] [5] [6] In contrast, the associated average attributable fractions, k a ¼ ðl a,1 . . . l a,K Þ (defined in Section 2) partition a well-defined combined attributable fraction into individual contributions for each risk factor. 7 This seems an important calculation when describing the epidemiology for a disease affected by a number of known risk factors, yet despite this, a number of methodological and practical issues have inhibited the adoption of average attributable fractions into mainstream epidemiological research. First, to our knowledge, there is no known general method to generate confidence intervals for k a . Second, computing k a may be prohibitively expensive when the number of risk factors being examined is large. Finally, while software to calculate k a is available for dichotomous risk factors, 8 the software is designed for prospective studies and will give biased results when applied to casecontrol data. In addition, their formulation involves redundant summation, which can unnecessarily increase computational burden. The techniques for calculating average attributable fractions demonstrated in this article, and associated R-package 9 : averisk (downloadable from the CRAN archive), address all of these shortcomings.
The rest of the article is outlined as follows. In Section 2, we give some background regarding the conceptual development of average attributable fractions. In Section 3, we address methodological concerns regarding the theoretical construction, computation and interpretation of an appropriate confidence interval for k a and also the correct adaptation of the estimation procedure for case-control data. We also develop an approximation that estimates k a to a high degree of precision when the number of risk factors is large. In Section 4, we use simulations to demonstrate coverage properties of the suggested confidence interval and to indicate the computational speedup observed by the approximation. In the final section, we present our conclusions and suggest some extensions that could be implemented in the future.
Attributable fractions
In the context of multiple risk factors, we would like the attributable fraction for a risk factor, E, to have an interpretation as the proportional decrease in disease prevalence if E were eliminated, but the distributions of other risk factors and confounders throughout the population remained unchanged. When the risk factors are correlated, l, as defined in (2) , corresponding to an unadjusted relative risk, cannot be interpreted in this way; instead, it may summarize the effects of both the risk factor of interest and several other correlated risk factors, potentially overstating the effect for E. Obviously, a form of attributable risk that is adjusted for other relevant risk factors and potential confounders is necessary. There are a variety of differing approaches to calculating such a quantity, the simplest of which simply replaces the unadjusted relative risk in (2) with a predicted OR (adjusted for confounding) from a model for disease. 10 An alternative approach involves first fitting a model for disease occurrence with all risk factors and confounders of interest. 11 This model is used to predict the total number of disease cases that would have been observed in the dataset under the scenario that no individual had the risk factor of interest (usually equivalent to a coding of '0' for all individuals for that risk factor, under the typical 0/1 coding for dichotomous risk factors), but with the values of all other risk factors left unchanged. We denote this predicted quantity byN, and label the observed number of disease cases in the sample as N case . An adjusted attributable fraction can be estimated using:l
Note that (4) is not appropriate for use with case-control designs, since the ratio of cases to controls in the sample is fixed a priori and, as a result, the resulting predicted probabilities from the fitted models will be biased, as will (4) itself. While formulae and associated variance estimates for adjusted attributable fractions, estimable with case-control data, have been developed [11] [12] [13] (also see Supplementary Material, Section 1, for an adaptation of these formulae to estimating sequential attributable fractions), we discuss a differing approach in this manuscript, based on incorporating prevalence-based weighting. This approach has a couple of distinct advantages: first, it facilitates a single estimation procedure for both prospective-cohort and case-control studies and, second, it does not require approximating relative risks with odds ratios, and as a result is a valid estimation approach for common (i.e. high prevalence) diseases. The general approach of applying weighting to estimators appropriate for prospective studies to define consistent estimators in case-control studies is discussed in a more general context by van der Laan. 14 
Combined and sequential attributable fractions
Sequential attributable fractions 7 are simplest to explain in the unrealistic, but easy to understand, scenario that only two risk factors influence the disease. In this case, it represents the proportion of the (original) disease prevalence that can be eliminated by removing a second risk factor from the population, over and above that which has already been eliminated by removing the first risk factor. Suppose the risk factors are labelled as 1 and 2, and that the attributable fraction for 1 is denoted l 1 , with the combined attributable fraction for both 1 and 2 denoted as l 12 , the combined attributable fraction is defined as the proportional decrease in disease prevalence from removing both 1 and 2 from the population. We denote the sequential attributable fraction for risk factor 2, after removal of 1, as l 2j1 which represents the difference in these two quantities:
It can then be estimated (again assuming a prospective design) using: 
Average attributable fraction
The above decomposition has the nice property that the sum of the sequential contributions for each risk factor equals the combined attributable fraction for all risk factors in the collection. In contrast, often the individual attributable fractions, as calculated using (1) or (2), sum to more than 1. [4] [5] [6] However, sequential attributable fractions have the disadvantage that they directly depend on the order in which risk factors are removed from the population, which may be arbitrary. For instance, even for diseases where epidemiology has been established, such as cardiovascular disease, sequencing of risk factors is challenging, as many occur simultaneously. Average attributable fractions mitigate this problem by averaging the differing sequential attributable fractions derived from every possible permutation by which the risk factors could be eliminated from the population, while still keeping the nice property that the component attributable fractions sum to the combined attributable fraction. More specifically, let represent some permutation function over the integers 1, . . . , K, that is an invertible function : f1, . . . , Kg ! f1, . . . , Kg. For example, a permutation with ð1Þ ¼ 5 represents a removal order where risk factor '1' is the 5th risk factor to be eliminated from the population. We denote the set of all possible permutation functions by S K . Using the notation above, the average attributable fraction for risk factor k can be represented as: (8) can be cumbersome to calculate. In the next section, we adapt the above derivations for case-control studies, develop some computational approximations that can be used when the number of risk factors is large, and construct a Monte Carlo based confidence interval that can be used in either case-control or prospective studies.
Estimation and confidence intervals 3.1 Modification for case-control studies
As mentioned in the previous section, estimators such as (4), which rely on fitted probabilities for disease, are biased when applied to case-control data due to the fixed ratio of cases to controls in the sample. Provided an estimate of disease prevalence is available, a possible way to correct this imbalance is to weight the likelihood function used when estimating the disease prediction model. Essentially, this requires us to find the coefficient vectorb to maximize:
with l i ðbÞ corresponding to the individual log-likelihood contribution for the ith observation, and w ¼ ðw 1 , . . . , w N Þ a vector of weights. For instance, suppose that the ratio of controls to cases in the sample is r : 1 and the prevalence of the disease in the population is p. If each case is given a weight of 1, then each control should be given a weight of ð1 À pÞ=rp. In the case that ð1 À pÞ=rp is an integer, the estimated probabilities of disease from the fitted model, weighted in this way, are identical to those estimates that would be found from a unweighted model, with an altered design matrix where the row for each control is repeated ð1 À pÞ=rp times, and the row for each case is repeated only once. In addition, the estimated sequential attributable fractions, that constitute the summands for the estimate, also need to be adjusted to account for the imbalance between cases and controls in the following way:l
wherep i1 andp i2 are the predicted probabilities that the ith individual is a case from the weighted model, assuming the values of the risk factors 1, . . . , k À 1 (forp i1 ) and values of 1, . . . , k À 1, k (forp i2 Þ are set to their reference levels. Note that the same formula is valid in prospective studies, provided the weight terms, w, satisfy
The average attributable fraction for risk factor k, adjusting for possible case-control structure, can then be estimated by substituting the calculated values for (10) into (8):
Reorganizing the exact computation
There is some redundancy in the term by term summation of (11) . Take for example a term:l kj321 corresponding to a permutation with À1 ð1Þ ¼ 3, À1 ð2Þ ¼ 2, À1 ð1Þ ¼ 3 and À1 ð4Þ ¼ k. It represents the proportional decrease in disease prevalence from removing risk factor k from the population, given that the risk factors 3, 2 and 1 were already removed, in that order. However, this calculation is the same no matter the order in which risk factors 1, 2 and 3 were removed. More specifically,l kj321 ¼l kj123 ¼l kj132 ¼l kj213 ¼l kj231 ¼l kj312 . Similarly, if there are 10 risk factors in the problem, the sequential attributable riskl kj321 does not depend on which of the 6! ¼ ð10 À 1 À 3Þ! orders the remaining risk factors are deleted from the population, after deleting k. In general, let C K,Àk r denote the set of all subsets of size r (i.e. unordered choices of r integers) from the set 1, 2, . . . , Knfkg. For s 2 C K,Àk r , we writel kjs to be the estimated sequential attributable fraction calculated for risk factor k, given that the risk factors corresponding to the subset s were already removed from the population. Denoting the cardinality of a set s, as jsj ¼ r, the above argument showsl kjs corresponds to exactly ðK À 1 À rÞ!r! permutations in (11) . We can re-express (11) as:l
definingl kj ¼l k for the empty subset 2 C K,Àk r
. The number of summands in (12) is 2 K as opposed to K! for (11) and thus can result in a substantial computational saving for large K. Note that this more computationally efficient formula for the average attributable fraction has been identified before by a number of authors. 15, 16 
Approximate average population attributable fraction (k a )
When the number of risk factors is large, an exact calculation ofl a,k may be prohibitively expensive, even after reexpressing the formula as (12) . As an alternative, one can take a random sample of permutations from the permutation group S K , that is the set of all permutations of the integers 1, . . . , K, and instead average the sequential attributable fractions for the sampled permutations. Suppose ð 1 . . . : m Þ are such a random sample of permutations, the approximate average population attributable fraction for risk factor k is defined as:
Assuming m is chosen to be large enough, there will be negligible difference between this and the exact calculation, given by (11) . In addition, the additional imprecision in this estimate can be incorporated into the confidence interval as is suggested below.
Monte Carlo confidence interval for j a,k
Note thatl a,k can be regarded as a function, f ðX,bÞ, of both the estimated coefficient vector,b, that is used to generate predicted probabilities for (10) , and the observed design matrix X. However, it turns out that the sampling variance ofb is the most important factor in the determination of Varðl a,k Þ in the sense that Varðl a,k Þ ¼ Var X,b ð f ðX,bÞÞ % Varbð f ðX,bÞjXÞ (see the supplementary material for more discussion). With this in mind, we simulate B vectors: b 1 . . . :b B from the estimated asymptotic sampling distribution ofb, that is the multivariate normal distribution with meanb, the MLE for the weighted log likelihood, and covarianceĈ.
In the examples considered in this manuscript we have used B ¼ 100, in accordance with previous suggestions for the number of bootstrap replicates required to estimate a standard error. 17 When estimatingĈ we use the covariance matrix from the unweighted model, since the effective sample size according to the weighted likelihood is artificially high, while the unweighted likelihood correctly respects the actual number of cases and controls sampled. Suppose we fix a variable of interest, k, separate estimatesl 
One can view the above estimator as a Monte Carlo alternative to the Delta Method, in that the variance of a function ofb is estimated via simulation rather than using an analytic approximation.
In the case that K is large (say with at 10 or more risk factors), we instead use approximate average population
wherev is the average of the sample variances of the estimated sequential attributable fractions over the sampled permutations for a fixed b b , and
The correction factor adjusts the variance for the fact thatl a,k is an approximation for (13), withv=m estimating the variance of the approximation error, and also for the fact that the point estimate given in (13),l k , uses m permutations, whereasl In either case, a 100ð1 À Þ% confidence interval is produced usinĝ
:
whereÊ k is either calculated by either (12) or (13) depending on whether it was necessary to sample permutations, and t BÀ1,ð1À=2Þ is the ð1 À =2Þ quantile of the t distribution with B À 1 degrees of freedom. Note that a t-distribution quantile, as opposed to a normal quantile, is used to reflect the fact that the variance is estimated. When estimated average attributable fractions are used, calculating the point estimate,Ê k , using (13) 4 Applications to real and simulated datasets 4.1 Hordaland study
As a first example, we consider the Hordaland study of obstructive lung disease, utilized previously to demonstrate average attributable risk. 7, 18, 19 The original study consisted of a random sample of 4270 residents of Hordaland County in Norway. The variable of interest was the presence (yes or no) of chronic cough. In the final model for the occurrence of cough considered by Eide and Gefeller, 7 three risk factors were included: residence (urban or rural), smoking habits (never, ex, 1-9 cigarettes/day, 10-19 cigarettes/day and !20 cigarettes/day) and finally occupational exposure to gas/dust (yes or no). We used the R-package averisk to estimate the average and combined attributable risks corresponding to these risk factors and the associated 95% confidence intervals. Note that the package first fits a weighted logistic model for disease status and uses equations (10) and (11) to calculate the average attributable fractions. In this case, since the design of the study is a random sample of the population, rather than a case-control study, weights of w i ¼ 1 were used for all 4270 individuals constituting the sample. Ninety-five percent confidence intervals using the approach discussed in Section 3 were computed using 1000 Monte Carlo simulates. The respective average attributable fractions for these three risk factors and the respective 95% confidence intervals were calculated to be 0.127 (0.048, 0.207), 0.350 (0.253, 0.446) and 0.125 (0.072, 0.178), generating a combined attributable fraction of 0.602 (0.496, 0.707). A rough interpretation of these results is that an estimated 60.2% of the prevalence of chronic cough in Hordaland county was due to the three risk factors. This 60.2% partitions into roughly equal contributions from residence and occupational exposure (12.7% and 12.5%), and a much larger contribution due to smoking (at 35%), indicating that reducing both the degree and prevalence of smoking should be a priority in any intervention targeting chronic cough. Note that the point estimates given here are identical to those previously reported in the literature. 19 As a second use for this dataset, we treat the joint distribution of risk factors and disease estimated from the Hordaland study as a new population with the average attributable and combined attributable risks estimated in the previous paragraph now representing parameters for that population. The distribution of risk factors within cases and controls for this population was derived via Bayes rule, using information detailed in Eide and Heuch. 19 Using these distributions, risk factor sets were simulated for N=2 cases and N=2 controls, with N set as either 2000 or 10,000 depending on the simulation. For each simulated dataset, a weighted logistic regression was fit for the response, with weights specified according to a disease prevalence of 0.09. Monte Carlo confidence intervals were then produced using (16) based on the variance in (14) . Coverage percentages for the procedure were estimated from 1000 independent simulations as the percentage of the associated confidence intervals that contained the true l a , see Table 1 . In most cases, the coverage percentages are a little higher than the target nominal levels. For instance, for N ¼ 2000, the empirical coverage percentages are 94.9%, 96.1%, 97.1% and 95.4%, when the target is 95% confidence. Note though that the Monte Carlo confidence interval is only approximate, it may exhibit slightly different behaviour on other datasets.
What might happen if we used weights of 1 for everybody, effectively ignoring the fact that disease prevalence was known to be 0.09? It turns out thatl a will be badly biased in such a situation. For instance, over the 1000 simulations, the averages of the estimatesl a,k , k 3 were 0.128, 0.350 and 0.125 totalling to 0.603 when incorporating prevalence-based weights into the estimation, equalling the true fractions used for the simulation after rounding to three decimal places. In contrast, when weighting was not incorporated the average estimates and associated true values (in parentheses) were 0.091 (vs. 0.1275), 0.274 (vs. 0.3496) and 0.090 (vs. 0.1247), indicating substantial relative biases of À28.6%, À21.6% and À27.8% in the estimated average attributable fractions and highlighting the practical necessity to correct for case-control structure.
Genetic simulation
We next consider an example motivated by complex disease genetics. While in contrast to environmental risk factors, genetic risk factors are not modifiable, the breakdown between the genetic and environmental contributions to disease is still a question of great scientific interest. The separate genetic and environmental Confidence intervals for average attributable fractions were computed for each of 1000 independent simulations. Coverage percentages were estimated by the percentage of the various confidence intervals that included the true average attributable fraction or combined attributable fraction.
contributions are generally measured using the heritability 20 coefficient, but in the case that a known set of Single Nucleotide Polymorphisms (SNPs) are associated with the disease, attributable fractions represent another principled method to partition total disease prevalence between environmental and known genetic contributors, and even into the contribution of individual SNPs to total disease prevalence. 21 (Note that SNPs are single-base positions in the human genome showing substantial allelic variation from person to person. For instance, perhaps 80% of DNA molecules in the population have a Guanine (G) nucleotide at that position, whereas 20% have a Thymine (T) nucleotide. The minor allele frequency is defined as the proportion of molecules with the less common allele, which would be 0.2 in this example.) Here, we simulate genetic data from a hypothetical complex genetic disease, with a population prevalence of 0.01. Disease occurrence is assumed to depend causally on 25 known SNPs, each with minor allele frequency 0.2. The genotype at SNP position j, j 25, for individual i in the population can be represented as the number of copies, X ij , that i has for the less frequent allele at position j. Note that each person has two homologs (i.e. two DNA molecules), and, as a result, two alleles at each SNP position, so that X ij 2 0, 1, 2, with probabilities (0.64, 0.32, 0.04) assuming independence of the values for these two alleles in the population. We assume the following model relating the probability of disease to genotype:
with X i representing the vector ðX i1 , . . . , X i25 Þ and D i the event that individual i in the population has the disease. The intercept term, À5.63, ensures the population prevalence is 0.01. We can also calculate the combined attributable fraction for the 25 SNPs as: ð0:01 À e À5:63 =ð1 þ e À5:63 ÞÞ=0:01 ¼ 0.644 by using (1). Arguing by symmetry (the effect size and prevalence of each SNP is the same and the SNPs are independent), the average attributable fraction associated with each SNP must be 0.644/25 % 0.026. We sampled genotype values for N=2 cases and N=2 controls (with N ¼ 2000 or N ¼ 20,000) from the above probability model, adjusted for case-control structure via Bayes Rule, for either 40 (when N ¼ 2000) or 8 (when N ¼ 20,000) independent simulations. Because of the symmetry of the problem, these set of simulations generate 40 Â 25 ¼ 1000 and 8 Â 25 estimates for the average attributable fraction (which is the same for all SNPs). For each simulation, we calculatedl a,k for each SNP, according to (13) using 1000, 10,000 and 100,000 permutations, under the assumption that the underlying prevalence was known. The number of rare alleles X ij 2 0, 1, 2 at locus j was coded as a categorical variable with three levels. Here, the number of terms in (12) is extremely large: 2 25 ¼ 33, 554, 432 and taking a random subset of permutations may be necessary, even on a powerful computer.
The left part of Figure 1 shows the clustering ofl a,k , k 25, around the true l a,k , 0.026, for N ¼ 2000 and N ¼ 20,000, withl a,k calculated using 100,000 permutations in each case. Using a sample size of N ¼ 20,000 results in approximate average attributable fractions that are typically much closer to l a,k , as indicated by the smaller sampling variation around l a,k . If we calculatedl a,k for each sample, we would still expect such sampling variation around the true l a,k . Similar results for the combined attributable fraction: l 12... 25 are shown in on the right side of the figure. Figure 2 illustrates the approximation error in usingl a,k as an estimate ofl a,k by comparing l a,k s calculated with 1000 and 10,000 permutations to that calculated with 100,000 permutations, where thel a,k calculated with 100,000 permutations is treated as a proxy for an exact calculation ofl a,k . The top-pane of the figure shows that the approximation error is generally less than 0.001, even when only using 1000 permutations. These issues are discussed further in the following section.
How many permutations do we need?
In most settings, 1000 permutations should ensurel a,k is a sufficiently accurate approximation ofl a,k , but more permutations can be used if necessary. Regarding the K! possible sequential attributable fractions constituting (11) as a population,l a,k andl a,k can be regarded as the respective true and sample means for this population. Using the standard results regarding the standard error of a sample mean, the approximation error should be roughly ffiffiffiffiffiffiffiffiffiffiffi ffi ðv=NÞ p , where ffiffi ffi v p is the estimated standard deviation from the empirical distribution of the sampled sequential attributable fractions (i.e. the sample standard deviation for this population). Going further, a 95% confidence interval for the approximation error has margin of error ME ¼ 1:96 Â ffiffiffiffiffiffiffiffiffiffiffi ffi ðv=NÞ p , indicating that using N ¼ v Â 1:96 2 =ME 2 permutations ensures an approximation error of ME with 95% confidence. An estimatev can be found from the sample variance for the set of sequential attributable fractions from a small number of permutations (in the averisk package, 100 permutations are used). As an example, for the genetic example, the estimated standard deviation of the sequential attributable fraction is about 0.01 for each SNP. Using this formula, we find that 0:01 2 Â3:84=ð0:001Þ 2 ¼ 384 permutations are necessary to ensure an approximation error of 0.001. The results shown in Figure 2 empirically show the approximation errors when using 1000 and 10,000 permutations (which from the preceding discussion, we would expect to be less than 0.001). Using the R-package, averisk, calculatingl a,k with 1000 permutations for the genetic example with 25 SNPs (with 1000 cases and 1000 controls) took roughly 2 min, when running on a single core of a Desktop Intel i7-4770 processor. Calculatingl a,k for the problem with 10,000 cases and 10,000 controls took 13 min using the same machine. In contrast, calculating the exact average attributable risk using (12) , for each SNP would take roughly 25 Â ð2 25 À 1Þ=1000 ¼ 838, 860 times longer -that is just over 3 years (with 1000 cases and 1000 controls), and just over 20 years (with 10,000 cases and 10,000 controls).
Discussion
Average attributable fractions represent a principled way to partition the contribution to disease prevalence from a set of risk factors into individual components. In addition, they represent the only method of risk allocation satisfying several desirable rationality criteria. 16 Nevertheless, the method has not been adopted in practice by researchers, perhaps as a result of (a) programming issues due to a lack of available software, (b) computational difficulties when the number of risk factors is large and (c) no known procedure to calculate confidence intervals. We address all of these deficiencies in this article.
As mentioned in Section 2, publicly available software calculate average attributable fractions in the case that all risk factors are two-level categorical variables does exist. 8 Our R package, averisk, recently submitted to the CRAN repository, can also be used to estimate average attributable fractions but allows much greater flexibility. First, we allow adjustment for categorical risk factors with three or more levels, in addition to binary risk factors. We also allow adjustment for confounders that not modifiable risk factors -age and race might be two typical . All estimates were computed using approximate average attributable fractions using 100,000 permutations.
variables that fall within this category. When calculatingk a , we use the more computationally efficient formula (12) as opposed to (11) , which will result in a large computational speed-up when the number of risk factors is large. Finally, we introduce the idea of weighting the log-likelihood into the context of attributable risk, allowing our methods to be used on both prospective and case-control studies. Here, we also propose the idea of approximate average attributable fractions,k a , defined as an approximation for the average attributable fraction calculated by randomly sampling permutations, enabling a tractable computation of the average attributable fraction even when the number of risk factors is large, and demonstrate the size of the approximation error as a function of the number of sampled permutations. While an asymptotic expression for the variance ofk a has been calculated for the case of binary risk factors in prospective studies, 22 the formula is not easy to calculate and cannot be used for non-binary categorical risk factors, case-control sampling designs or when other variables (not regarded as modifiable risk factors) are confounding the relationships between risk factors and response. Here, we demonstrate a more general Monte Carlo method to calculate confidence intervals. In contrast to bootstrapping, the method requires no additional computation over that required to calculate the point estimate,k a , since the same set of sequential attributable fractions (for various permutations) can be used when calculating the point estimate of the average attributable fraction and its standard error. Note that the Rpackage averisk utilizes logistic (generalized linear models with logit link) models to predict the per-individual probabilities of disease that are used when estimating sequential attributable fractions, as given by (10) . It should be noted that other plausible statistical models can also be used at this step if desired.
While we anticipate that our work will be helpful in the application of average attributable fractions, there are still a number of methodological issues that need to be addressed. First, while in theory, the definition of attributable fraction for a continuous risk factor is well defined, no current software allows its calculation. While dichotomizing a risk factor such as blood pressure into two (or more) groups representing normal and elevated values represents a practical solution, the resulting estimated attributable fraction will probably underestimate the effect of optimal blood pressure control on disease risk. A second problem that we do not address here relates to the calculation of average attributable fractions based on survival data. Extensions to the formulas for population attributable fraction for censored data have been proposed 23 and could be adapted to Figure 2 . Error of a in approximating a for genetic example. Approximate average attributable fractions using 100,000 permutations were used as a proxy for a . Approximation error was assessed by examining the difference between this quantity and approximate average attributable fractions calculated using 1000 and 10,000 permutations.
calculate average attributable fractions. Another issue that has been discussed in the literature relates to the sequence in which risk factors are eliminated. 24 Taking an epidemiological view, risk factors are not all equally modifiable; some are easier to target via public health interventions than others. Hypothetically, if there was only one possible order in which the risk factors could be removed from the population and this order was known, the correct partition of the combined attributable fraction for the collection of risk factors would correspond to the sequential attributable fractions associated with this correct removal order. In general, every permutation corresponds directly to a particular order of elimination. With this in mind, if certain permutations are more plausible than others (for example, if the risk factors appearing in the first couple of positions are most easily targeted by interventions), a modified version ofk a might be calculated using a weighted random sample of permutations with such plausible permutations having higher probability of being sampled. An alternative approach to partitioning the combined attributable risk, which ignores removal order altogether, was considered in Llorca and Rodrı´guez. 25 The idea of sampling permutations might be worrying for some researchers, since it introduces a small extra amount of randomness into the calculatedk a . We do not view this as a serious problem, as the approximation error can usually be well controlled with just 1000 permutations, and will usually be negligible compared with the variance in the sampling distribution ofk a , and is incorporated into our confidence interval. However, another idea that is worth investigating is to choose a subset of permutations judiciously, rather than taking a random sample. Choosing m permutations, so they are maximally spaced from each other according to some metric, and averaging the sequential attributable fractions for these carefully chosen permutations, allows us to remove the randomness from the calculatedk a , and most probably improve the approximation error compared with m randomly sampled permutations. This is certainly an idea for future investigation; although it is unclear if the approximation error can be incorporated into a confidence interval in a theoretically convenient way as in the case for randomly sampled permutations. Our methods work both for case-control and prospective studies; although when usingk a ork a for case-control studies as suggested in this manuscript, an estimate of disease prevalence is needed. If there is uncertainty regarding the correct estimate, a sensitivity analysis can be performed, wherek a or k a is calculated over a range of plausible prevalences. In our experience, the prevalence-based weighting procedure described in this manuscript is quite robust to small errors in the specified prevalence, provided the prevalence lies within reasonable bounds. As an example, for the simulations based on the Hordaland study discussed in Section 4, we can show that the estimated average attributable fractions computed using any estimated prevalence between 0.08 and 0.10 differ by less than 0.002 for all risk factors. See the Supplementary Material for more details.
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