The Between-Run Component of Variation in Internal Quality Control

KrlstlanLlnnet
Design of control charts for the mean, the within-run component of variance, and the ratio of between-run to within-run components of variance is outlined. The between-run component of variation is the main source of imprecision for analytes determined by an enzymo-or radioimmunoassay principle; accordingly, explicit control of this component is especially relevant for these types of analytes. Power curves for typical situations are presented. I also show that a between-run component of variation puts an upper limit on the achievable power towards systematic errors. Therefore, when the between-run component of variation exceeds the within-run component, use of no more than about four controls per run is reasonable at a given concentration.
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Quality control in clinical chemistry concerns control of both systematic and random errors. Although two sources are generally recognized as being responsible for random errors,the between-and within-run components of variation, the focus has been almost entirely on control of the within-run component (1, 2) . For many analytes, for example, those measured by an immunoassay principle, the main source of random variation is actually the betweenrun component. In these cases, it seems logical to specifically control both components of variation. Some authors (3) (4) (5) (6) have specified analysis of variance (AN0vA) models for quality control that explicitly take the between-run component of variation into account. A closer look at those ANOVA studies, however, reveals that no control limits for the between-run component of variance were presented.
Instead, inappropriate F-tests were performed. In this paper, I specify control limits for the mean, and for the within-and between-run components of variance, based on the theory of components of variance analysis. The power for detecting changes of the between-run component of variance is evaluated for some typical situations.
Further, I consider the influence of a between-run component of variance on the power for detecting systematic errors. An illustrative example is presented.
Model for Analytical Imprecision
In clinical chemistry a two-component model for the analytical imprecision is appropriate: Received February 7, 1989; acceptedApril 14, 1989 . measurements on the same specimen are made, one determination per run, the standard deviation for the distribution of measured values equals o the total standard deviation. When several (nw) determinations are carried out per run, and the mean value is computed (i), the variance of the distribution of values is:
Once one has performed n measurements per run, estimates of the variance components can be obtained from the data. Denoting the mean value of the jth run as , an estimate of o, is: (7) with an automated analyzer. 5b exceeds0.5 s,,, for all but one component, and for three of the 15 analytes 5b exceeds W#{149} sv, si,, and s for some components measured by radioimmunoassay are listed in Table 2 . Here 5b exceeds s,, in all but one case.The data originate from a quality-control study done in Japan (8). The relatively large Sb components for radioimmunoassays may in particular be caused by uncertainties associated with the calibration curve (9). (1) As illustrated in both Tables, the between-run component of variation is frequently substantial, and this fact should be recognized when quality-control systems are designed.
Control Charts for Mean and Within-and Between-Run
Components of Variance
Afterthe initial phase of method evaluation, where the within-and between-run components of variance have been estimated, and possible bias in relation to a reference method has been corrected, a quality-control system should be established to monitor the analytical process during routine performance. In general, two types of error may arise. A systematic error is a location shift, which introduces a constant bias. A random error is a dispersion in excess of the baseline scatter observed in the methodevaluation study. A quality-control system is a statistical test of the null hypothesis that the analysis is in control. A rejection of the null hypothesis, when it is true, represents a type I error (a). Acceptance of the null hypothesis, when in fact it is wrong, is a type II error (/3). The complement, 1 -/3, is the probability of detecting an error when it is present. 1 -/3 is also calledthe "power". Given a persisting error, the average number of runs considered acceptable, until a reject signal occurs, is 1/(1 -/3). A chart of mean values serves primarily to detect systematic errors, and controlcharts for 4 and SI4() survey the precision.
Under the assumption of normality, the control limits of a means chart are as follows:
p is replaced by from the method-evaluation study. o is estimated by substituting into equation 2 the estimates of within-and between-run components of variance obtained in the method-evaluation study. Notice, however, that n in the formula now refers to the number of control observations in a run. z,,2 is the standard normal deviation, cutting off the areas of a12 in each tail of the gaussian distribution. For a = 0.01, z2 is 2.58. In the traditional Shewhart chart, a/2 is 0.001, so z2 = 3.09; for convenience, this is rounded off to 3.0 (10, p 381).
Control limits for 4 are based on the 2-distribution (11, p 72). The upper limit of the control chart for 4 is:
where , -a)(n.,, -is the (1 -a) fractile of the x2-distribution with (n -1) degrees of freedom. r is replaced by the estimate from the method-evaluation study.
An alternative to the 4-chart is the range chart, which, however, is less efficient for n >2.
Thus far, I have presented a traditional outline of-and 4-charts. Concerning control limits for the between-run component of variance, the conditions become slightly more complicated, because this variance component is estimated as a difference. A general, exact procedure for determination of control limits for the isolated s value does not exist, but rather the ratio S,/S2W(P) has to be considered. From the theory on analysis of components of variance (10, p 726; and the Appendiz here), the upper control limit for this ratio is:
n, runs, each with n controls, are regarded as a set. s and
are calculated as describedin the previous section.
is the (1 -a) fractile of the F-distribution, with = n, -1 and v2 = nb(nW -1) degrees of freedom. o-and are replaced by the estimates from the method-evaluation study.
Note that for every control point on the s,/sW(P)-chart, nb points are recorded on the -and 4-charts.
When the
S/4(p)
value has been recorded, the patients' results have already been reported. Control of $/4(p) is a retrospective type of control, indicating the need for corrective actions to preserve optimal analytical performance.
If n., varies from run to run in a set of nb runs, a modified average n value enters the formulas for the upper control limit and the degrees of freedom (11, p 290): f=cTb'Io With this type I error, the power for detection of an increase of 0b to twice the basal value is 0.52, as compared with 0.65 for the i-chart. Thus, the i-chart is still preferable, but with only a slight advantage.
Although an increase of 0b most probably results in a reject signal on the i-chart first, monitoring $14(p) 5 nevertheless valuable. A single reject signal on the x-chart may be caused by a systematic error, i.e., a constant shift or an increasing drift in the same direction over several runs, or by an increase of 0b or a (or it may be a type I error). Viewed retrospectively, an increasing trend on the $i sW(P)-chart may suggest an increase of 0b as a probable cause, whereas a sustained drift in the same direction on the i-chart points towards a systematic error. An increasing trend on the 4-chart accordingly directs attention to an increased within-run imprecision as the factor. Thus, use of separate charts for each potential source of error helps identify which type of error is present.
Influence of 0b on Detection of Systematic Errors on the
x-Chart
The existence of a between-run component of variation has an interesting effect on the power of the x-chart for detection of systematic errors. Expressing a systematic shift in o units yields (see Appendix)
For example, a = 0.01, = 1, and = 2o-results in a power (1 -(3) of 0.48 for n. = 4. In quality-control models without a 0b component, one can achieve as high a power as desired for a given a and value by increasing the number of controls, because o -* 0 for n -#{247}, and so for n -. . Notice, however, that when Tb is present, #{176}b for n -* , so there is an upper bound for the power (for a fixed a and value). In this particular example, the upper bound is 1 -(3 = 0.60.2 Thus, an increase from n = 4 to n = increases the power only moderately when CTb/Ow 1. One should be aware of this relationship when deciding on what number of controls to use per run. A further increase of power is possible, of course, if a is increased.
A Simulation Example
Again using the plasma estriol example, I illustrate the occurrence of an increasing trend of ob by simulation (Figure 6 ). In the first set of six runs we assume that the process is in-control: i.e., = 25.8, a-,, = 0.692, 0b= 0.909, This sequence of events is in accordance with the power calculations.
An increase of a-b may be caused by various factors. For automated apparatus, an increased between-run variation may occur because of unstable power-supply from day to day or because of altered sensitivity towards temperature changes. For both automated and manual methods an increased between-run variation may be induced by ranor dom errors associated with the calibration process, for example, imprecise pipetting of volumes of calibrators. A systematic error, i.e., a constant or increasing error in the same direction over several runs, may be caused by concentration decrements in unstable calibrators.
Discussion
In clinical chemistry the trend is away from the classical mean and range (or variance) charts; instead, control rules based on individual observations are used most frequently today (1, 2) . These rules are practical to apply. Once the control limits have been established, no further computations are required. On the other hand, analytical apparatus is usually equipped with microcomputers so that qualitycontrol computations, including graphical displays, can be carried out automatically, making application of mean and variance charts an easy procedure. These charts may more clearly reveal what type of error is present than will a rule based on individual values. Further, simulation studies are not necessary for setting control limits, as is the case for "multi-rules" based on individual values (15) . Analysis of variance models have been proposed previously to take the between-run component of variation into account (3) (4) (5) (6) . In these studies traditional F-tests were usually performed, in reality testing the hypothesis a-b = against the alternative a-b >0 (see Appendix). Because the value of a-b has been estimated in the phase of method evaluation, the relevant hypotheses to consider are not the above-mentioned ones; rather, 0b = the initial value should be tested against a-b > the initial value. This is accomplished by the control chart for (p) as demonstrated here. Controlling the between-run imprecision by using the range between the means of control observations in successive runs has also been suggested (16) . This principle is simple, but it does not resolve the individual components of variation as clearly as an analysis of components of variance.
With regard to the choice of the number of control observations, one should pay attention to the upper bound for power (against systematic errors) on the mean chart, which is set by the between-run component of variation. If the between-run component is equal to or exceeds the within-run component, only a very modest gain is achieved by using more than four controls per run. Thus, the advice given by some authors (13) to increase the number of controls per run, when a between-run component of variation exists, is reasonable only up to a certain limit. For rules based on a combination of individual values ("multirules"), the type I error (and sothe power) increases with an increasing number of controls per run. In previous simulation studies (13) , this relation may have masked the fact that a between-run component of variation puts an upper limit for the power of these types of rules as well.
Explicit surveillance of the within-and between-run components of variation should in particular be considered for analytes mainly used for follow-up of patients. The limit for statistical significance of an observed change in a patient depends on the analytical precision (17) . When the components of variation-and so, indirectly, the total analytical standard deviation-are surveyed, one can be sure that the limit for statistical significance holds true. Further, control of variance components is especially important if time-series models are applied to monitor patients, because the analytical variances are part of the input parameters for these models (18 is computed from the F-distribution. The probability of exceeding the upper control limit before and after a change is a and y, respectively: The power for detecting an increase of a-,, f a-,.,on the 4-chart is computed from the x2-distribution:
[x -y)(,,)/V1 f'2 a-, = [xXi -y)(') = Xi -a) ( (1 -y) is obtained from a x,,)-table, and y is 1 -(3.
Finally, consider the power for detection of a systematic error on the i-chart. Under the alternative hypothesis, the mean of the distribution of is shifted from to (j.t + ), and the standarddeviation a-is unchanged. The probability of exceeding the control limit ( + z -o) is achieved from the standard normal deviation: 
