Abstract. Given a one dimensional perturbed Schrödinger operator H = −d 2 /dx 2 + V (x), we consider the associated wave operators W±, defined as the strong L 2 limits lims→±∞ e isH e −isH 0 . We prove that W± are bounded operators on L p for all 1 < p < ∞,
Introduction
Let H 0 = −d 2 /dx 2 be the one-dimensional Laplace operator on the line, and consider the perturbed operator H = H 0 + V (x). For a potential V (x) ∈ L 1 (R), the operator H can be realized uniquely as a selfadjoint operator on L 2 (R) with form domain H 1 (R). The absolutely continuous spectrum of H is [0, +∞[, the singular spectrum is absent, and the possible eigenvalues are all strictly negative and finite in number. Moreover, the wave operators
e isH e −isH 0 f exist and are unitary from L 2 (R) to the absolutely continuous space L 2 ac (R) of H. A very useful feature of W ± is the intertwining property. If we denote by P ac the projection of L 2 onto L 2 ac (R), the property can be stated as follows: for any Borel function f , (1.2) W ± f (H 0 )W * ± = f (H)P ac (see e.g. [10] , [7] ).
Thanks to (1.2) , one can reduce the study of an operator f (H), or more generally f (t, H), to the study of f (t, H 0 ) which has a much simpler structure. When applied to the operators e itH ,
immediately to the perturbed ones via the elementary argument
Such a program was developed systematically by K.Yajima in a series of papers [20] , [21] , [22] where he obtained the L p boundedness for all p of W ± , under suitable assumptions on the potential V , for space dimension n ≥ 2. The analysis was completed in the one dimensional case in Artbazar-Yajma [3] and Weder [18] . We remark that in high dimension n ≥ 4 the decay estimates obtained by this method are the best available from the point of view of the assumptions on the potential; only in low dimension n ≤ 3 more precise results have been proved (see [11] , [12] , [16] , [23] and [9] ). We also mention [13] for an interesting class of related counterexamples.
In order to explain the results in more detail we recall a few notions. The relevant potential classes are the spaces
Moreover, given a potential V (x), the Jost functions are the solutions f ± (λ, x) of the equation −f ′′ + V f = λ 2 f satisfying the asymptotic conditions |f ± (λ, x) − e ±λx | → 0 as x → ±∞. When V (x) ∈ L 1 1 , the solutions f ± are uniquely defined ( [10] ). Now consider the Wronskian
The function W (λ) is always different from zero for λ = 0, and it can only vanish at λ = 0. Then we say that 0 is a resonance for H when W (0) = 0, and that it is not a resonance when W (0) = 0. The first one is also called the exceptional case.
In [18] Weder proved that the wave operators are bounded on L p for all 1 < p < ∞, provided V ∈ L 1 γ for γ > 5/2. The assumption can be relaxed to γ > 3/2 provided 0 is not a resonance. It is natural to conjecture that these conditions may be sharpened, also in view of the L ∞ − L 1 decay estimate for the perturbed Schrödinger equation proved by Goldberg and Schlag [11] under the milder assumption γ = 2 in the general and γ = 1 in the nonresonant case.
Indeed, the main result of the present paper is the following: Theorem 1.1. Assume V ∈ L 1 1 and 0 is not a resonance, or V ∈ L 1 2 in the general case. Then the wave operators W ± , W * ± can be extended to bounded operators on L p for all 1 < p < ∞. Moreover, in the endpoint L ∞ case we have the estimate
for all g ∈ L ∞ ∩ L p for some p < ∞ such that Hg ∈ L ∞ , where H is the Hilbert transform on R; the conjugate operators W * ± satisfy the same estimate.
Remark 1.1. The appearence of the Hilbert trasform (see the beginning of Section 4 for a quick reminder) at the endpoint p = ∞ is not a surprise. Indeed, the very precise analysis of Weder showed that the wave operator can be decomposed as the sum of a multiple of the Hilbert transform, plus a term bounded on L ∞ . Thus a weaker estimate like (1.4) is actually optimal. At the opposite endpoint p = 1, we get an even weaker result by duality (see Remark 4.1). We conjecture that by a suitable modification of our methods a stronger bound
can be proved. Notice that (1.5) is equivalent to
where H 1 is the Hardy space; by duality this would imply
A further evidence in this direction is that the above estimates are a consequence of Weder's decomposition, of course under stronger assumptions on the potential. Remark 1.2. Our proof is based on the improvement of some results of Deift and Trubowitz [10] , combined them with the stationary approach of Yajima [20] , [3] , and some precise Fourier analysis arguments. Quite inspirational has been the paper [11] , both for showing there was room for improvement in the assumptions on the potential, and for the very effective harmonic analysis approach. We mention in particular the idea of using Wiener's lemma to estimate the L 1 norm of the Fourier transform of a quotient, essential in Section 3 below. Remark 1.3. In the proof of Theorem 1.1 we split as usual the wave operator into high and low energy parts; the high energy part is known to be easier to handle since the resolvent is only singular at frequency λ = 0. Here we can prove that the high energy part is bounded on L p for all p, including the cases p = 1 and p = ∞, under the weaker assumption V ∈ L 1 (R) (see Section 2 and Lemma 2.1).
Remark 1.4. An essential step in the low energy estimate is a study of the Fourier properties of the Jost functions; this kind of analysis is classical (see [1] ) and the fundamental estimates were obtained by Deift and Trubowitz in [10] . In Section 3 we improve their results by showing that the L 1 norms of the Fourier transforms of the Jost functions satisfy a linear bound as |x| → +∞ instead of an exponential one as in [10] . In the resonant case we can prove a quadratic bound (see Lemmas 3.2, 3.3 and Corollary 3.1).
Remark 1.5. It is possible to continue the analysis and prove that the wave operators are bounded on Sobolev spaces W k,p , under the additional assumption V ∈ W k,1 (see [18] ), but we prefer not to pursue this question here.
Theorem 1.1 has several applications; here we shall focus on the dispersive estimates for the one dimensional Schrödinger and Klein-Gordon equations with variable rough coefficients.
Consider first the initial value problem
Then we obtain the following decay result, where the notation f ∈ L 2 1 means (1 + |x|)f ∈ L 2 . Notice that the case a = 1, b = 0 is already considered in [11] , where actually the endpoint L ∞ − L 1 is reached.
for some constant c 0 . Then the solution of the initial value problem (1.8) satisfies
The same result holds if a = 1, b = 0 and V ∈ L 1 1 , provided 0 is not a resonance for H. Remark 1.6. As discussed above, the case q = ∞ escapes this method since the wave operator is not bounded on L ∞ . It is however possible to recover the estimate also in this case by the direct approach of [11] Proof. Define the functions
and apply the change of variables
Then the problem is transformed to
where the potential V is defined by
It is elementary to check that V satisfies the assumptions of Theorem 1.1. Hence by the intertwining property and the L p boundedness of the wave operator for H 0 + V we obtain that w(t, y) satisfies a dispersive estimate like (1.10). Coming back to the original variables we conclude the proof.
Remark 1.7. The range of indices allowed in (1.10) is sufficient to deduce the full set of Strichartz estimates, as it is well known. It is interesting to compare this with the result of Burq and Planchon [6] who proved the Strichartz estimates for the variable coefficient equation
assuming only that a(x) is of BV class and bounded from below. 
with obvious modification for r = ∞. It is then natural to define the perturbed Besov norm corresponding to the selfadjoint operator
Now, from the L p boundedness of the wave operators and the intertwining property in the form
we obtain immediately the Besov space bounds
. We now consider the initial value problem for the one dimensional Klein-Gordon equation
Our second application is the following: 
The same result holds if a = 1, b = 0 and V ∈ L 1 1 , provided 0 is not a resonance for H.
Proof. For the free Klein-Gordon equation
we know that the solution satisfies the energy estimate and the dispersive estimate, which we can write in the form
.
By real interpolation this implies
Consider now the variable coefficient problem (1.16); applying the same change of variables (1.11)-(1.12) as above, we transform the problem into
with V as in (1.14). Applying as above the intertwining property, and using the bounds (1.15), we conclude the proof.
The rest of the paper is devoted to the proof of Theorem 1.1. We first analyze the high energy part, in Section 2; Section 3 contains a detailed study of the Fourier properties of the Jost functions, necessary for the analysis of the low energy part which is the subject of Section 4. concerning the subject of this paper.
The high energy analysis
In the estimate of the high frequency part of the wave operator we shall use the standard representation as a distorted Fourier transform; considering e.g. the operator W − , we have
where the generalized eigenfunction ϕ(λ, x) is defined as the solution to the LippmanSchwinger equation
(see e.g. [3] , [18] ). An equivalent form of the equation (2.2) is the following:
We recall that the free resolvent R 0 (z) = (−∆ − z) −1 admits the explicit representation
exist in the norm of bounded operators from the weighted L 2 1/2+ǫ to the weighted L 2 −1/2−ǫ spaces, for any λ ∈]0, ∞[ (see e.g. [2] ). Thus we have the explicit formula
for any λ > 0 and f at least in L 1 . The strong singularity at λ = 0 is the main source of difficulties in the study of the wave operator.
We recall that under the assumption V ∈ L 1 1 the limiting absorption principle (2.5) holds also for R V (see [4] , [8] ).
By the representation (2.6) it is clear that for
In particular, for λ large enough, I +R 0 (λ 2 +i0)V can be inverted by a Neumann series, the solution φ(λ, x) of (2.3) is well defined and it can be represented by a uniformly convergent series
Now take a smooth cutoff function Φ ∈ C ∞ (R + ) such that
and consider the high energy part of the wave operator
We split this operator into positive and negative frequencies, i.e., writing
we define the operators
In the following we shall study the positive part Ag; clearly the estimate of the negative piece Bg is completely analogous. By (2.1) and (2.8), the integral kernel
can be represented as
We shall estimate the terms of the series (2.12) separately. Notice that for n ≥ 2 we can write (2.13)
On the other hand, for n = 0, 1 we have the formal expressions (2.14)
which can defined precisely by adding a cutoff on [0, L] and then sending L → +∞ (see below). Denoting by A n the operator with kernel K n (x, y), we have
Then we have:
Then the high energy parts of the wave operators W ± are bounded on L p for all 1 ≤ p ≤ ∞:
The same holds for the conjugate operators
Proof. By standard duality arguments, it will be sufficient to prove the estimates for p = ∞; since the proof is completely analogous for any of the four operators W ± , W * ± , we shall consider only W − . By the discussion above, we see that it is sufficient to estimate the operator A defined in (2.11)-(2.16).
We shall estimate each term A n in the series (2.16) separately. For the term A 0 , we can write by (2.14)
(recall the notationsĥ = Fh for the Fourier transform of a function h) whence we obtain
Consider now the term A 1 , which by (2.15) can be written formally
More precisely, fixed a function ψ(λ) ∈ C ∞ c equal to 1 on [−1, 1] and vanishing outside [−2, 2], we define the truncated operators
where
We claim that the operators A 1,L are uniformly bounded on L ∞ , and that for each g ∈ L ∞ the limit (2.21)
exist in the norm of L ∞ . To prove this, we notice that by Fubini's theorem (2.20) can be rewritten as
It is clear that the claim follows as soon as we can prove thatγ L converges in L 1 (R) when L → +∞: indeed, we have
To prove the claim, decompose γ L as follows:
The function
has a Fourier transform in L 1 ; this follows immediately from the standard formula
and the fact that the last term in (2.24) is smooth and decays faster than |λ| −3 . Sinceψ L is a δ-sequence, we conclude thatγ L =ψ L * η converges toη in L 1 (R). As a consequence, A 1,L g converge uniformly to
which is then a bounded operator on L ∞ :
To conclude the proof, it remains to estimate the operators A n for n ≥ 2. By the explicit formula (2.13) we obtain
where ψ n (λ) := χ(λ)/λ n . By Fubini's Theorem this can be written
and then we immediately get the inequality
To compute the norm ofψ n , introduce the scaling operators S h defined as S h g(x) = g(hx); then writing
we have
for some constant C 0 independent of n and λ 0 This inequality together with (2.27) gives
By the estimates (2.18), (2.26), (2.28) and by formula (2.16) we conclude the proof of the Lemma.
Fourier properties of the Jost Functions
Throughout this section we shall assume that V ∈ L 1 1 (R) (at least). The Jost functions f ± (z, x) are defined as the solutions of
satisfying the asymptotic conditions
It is well known (see [10] ) that f ± (λ, x) are well defined for all λ, x ∈ R. Using the Jost functions it is possible to represent the kernel of the perturbed resolvent R V (λ 2 ± i0); indeed, writing
denotes the Wronskian of f + and f − . It is always true (see [10] ) that W (λ) = 0 for any λ = 0; thus the only possible zero of the Wronskian is at λ = 0, and when W (0) = 0 we say that 0 is a resonance for −∆ + V . The modified Jost functions m ± are defined via
equivalently, the functions m ± can be characterized as the unique solutions of the equations
Moreover, we can also obtain m ± (λ, x) as the unique solutions of the Volterra integral equations
The functions m ± (λ, x) have a rich set of properties, studied in detail in [10] . Here we shall only need the following basic facts:
. In scattering theory an essential role is played by the Fourier transform w.r. to λ of the functions m ± − 1, which are usually written in the form
(notice the factor 2 in the exponential). For each x ∈ R the function B + (ξ, x) is well defined, real valued, belongs to L 2 (R) and actually vanishes for ξ < 0; this means that m + (·, x) − 1 belongs to the Hardy space H 2+ (see [10] for details). Analogously, B − (ξ, x) belongs to L 2 (R) and vanishes for ξ > 0, i.e., m − (·, x) − 1 ∈ H 2− . If we take the Fourier transform of equation (3.7), we obtain that B + (ξ, x) satisfies the Marchenko equation
while B − (ξ, x) satisfies the symmetric equation
The functions B ± (ξ, x) have many additional properties of boundedness and regularity; however we shall only be concerned here with the properties of the
the well-known estimate of Deift and Trubowitz is the following:
Then, for all ξ, x ∈ R, the solution B + (ξ, x) to (3.10) is well defined and satisfies the estimates
The function B − has similar properties, with the behaviours at ±∞ reversed. Notice
In other words, the estimate shows that B + (·, x) L 1 is bounded by a constant depending on V L 1 1 for x > 0, but it gives only an exponential bound for negative x. A similar estimate holds for the function B − , exchanging the behaviours as x → +∞ and x → −∞.
A crucial tool in the study of the low energy case will be an essential improvement of the (3.13): indeed, we can prove that the norm of B + (resp. B − ) has at most a linear growth as x → −∞ (resp. x → +∞).
1 ; then the functions B ± (ξ, x) satisfy the estimates (3.14)
Proof. We prove the result for B + , the proof for B − is identical. The behaviour for positive x is already contained in the Deift-Trubowitz estimate. Now, starting from the Marchenko equation (3.10), we integrate with respect to ξ from 0 to ∞ (recall that B ± vanish for ξ < 0) and we have
We set z ′ := ξ − z and exchange the order of integration: in this way we obtain
which is obvious when x > 0 and is also evident for x < 0 since the integral from x to 0 is negative. Using the Deift-Trubowitz estimate (3.13) we see that
and hence in conclusion
Thus inequality (3.15) gives
Applying Gronwall's lemma for x < 0 we finally obtain the required estimate
In the resonant case W (0) = 0 it will be necessary to make the stronger assumption V ∈ L 1 2 . In this case, we know that the Jost functions are C 1 in both variables and we shall study the behaviour of the functions (3.17)
As above, a direct application of the Deift-Trubowitz estimate gives an optimal bound only on a half line. Indeed, if we multiply (3.12) by 2ξ and integrate in ξ we obtain
and after exchanging the order of integration we get
Notice that
thus we obtain (3.21)
) for x ≥ 0 but we can only get an exponential growth for negative x (similar computations for C − ). We can improve this estimate by a different argument:
Proof. We will consider only C + ; the proof for C − is identical. We have already estimated C + on the positive half-line in (3.21). To prove the estimate for x < 0 we start again from Marchenko's equation (3.10); if we multiply both sides by 2ξ and integrate in ξ we obtain (3.23)
The first term gives, after exchanging the order of integration,
Moreover, if we remark that
we see that the last integral in (3.23) is equal to
and hence by (3.23), (3.24), (3.25) we get
In particular we see that for all x
i.e., Φ is a nonnegative, decreasing and convex function on R. By differentiating twice Φ we obtain
where we have used the estimate (3.14) already proved for B + . By (3.26) we obtain that Φ(x) satisfies the differential inequality
To make the following argument more clear we apply the simple change of variables
so that the function Ψ is nonnegative, convex and increasing:
and satisfies the inequality
Integrating (3.29) from 0 to x > 0 we obtain
and noticing that Ψ ′ (t) is increasing and positive, we obtain
In conclusion we have proved that
. We need now the following version of Gronwall's Lemma: if
for some constants a, b and some L 1 function α(s) ≥ 0, then
To check (3.31), just consider the auxiliary function
which has the property
then it is clear that
and recalling that φ(x) ≤ ψ(x)e x 0 α(s)ds we obtain (3.31). Thus if we apply (3.31) to (3.30) with the choice φ ≡ Ψ ′ , we obtain
and integrating one last time from 0 to x > 0 we arrive at
To conclude the proof it is sufficient to estimate Ψ(0) and Ψ ′ (0). Indeed, using the preceding estimates for B + and C + on the positive half line we have immediately
).
Recalling (3.26), we conclude that
A useful consequence of (3.22) is an estimate of the Fourier transform of the functions
λ which are clearly related to the derivatives ∂ λ m ± ; the usefulness of these quantities in the resonant case had already been remarked in [3] .
Proof. We can write
∂ λ m ± (λs, x)ds and this implies, by Fubini's theorem and the rescaling properties of the one dimensional Fourier transform,
The integral Minkowski inequality now gives
and by (3.22) the proof is concluded.
We conclude this section by studying the Fourier properties of the Wronskian W (λ)
which can be equivalently written
Notice that the following result is also proved in [11] by partly different arguments.
On the other hand, if V ∈ L 1 2 (R) and W (0) = 0 then
Proof. Let χ 1 ∈ C ∞ 0 (R) be a second cutoff such that χ 1 ≡ 1 on the support of χ. By the Deift-Trubowitz estimates (see Lemma 3.1) we know that both m ± (λ, 0) − 1 and ∂ x m ± (λ, 0) have Fourier transform in L 1 ; then writing
we see that χ 1 W can be written as a sum of products in which each factor has a Fourier transform in L 1 , and we conclude that χ 1 W has Fourier transform in L 1 .
Recall now that by Wiener's Lemma, if a function a(λ) does not vanish on the support of b(λ) and bothâ,b ∈ L 1 , we have also F(b/a) ∈ L 1 . This implies that
Consider now the resonant case with V ∈ L 1 2 . Using the functions n ± defined in (3.34) we can rewrite W as follows:
from this formula and the assumption W (0) = 0 we see that the term m + (0, 0)∂ x m − (0, 0) must vanish, hence we obtain
We know already that the functions m ± (λ, 0) − 1, ∂ x m ± (λ, 0) and n ± (λ, 0) have Fourier transform in L 1 ; this follows as above from the Deift-Trubowitz estimate and from our Corollary 3.1 (see (3.35)). We can show that also ∂ x n ± (λ, 0) have the same property; indeed,
then by Fubini's theorem and the rescaling properties of the Fourier transform we have
and, by the integral Minkowski inequality,
and we arrive at
Recalling now the Deift-Trubowitz estimate (3.12), we have immediately
and this proves that the Fourier transform of ∂ x n ± (λ, 0) belongs to L 1 (R). Now, coming back to (3.38), and choosing a cutoff χ 1 as above, we see that χ 1 (λ)W (λ)/λ can be written as a sum of products of functions with Fourier transform in L 1 and hence it also has Fourier transform in L 1 ; applying Wiener's Lemma exactly as before we conclude the proof.
The low energy analysis
In this section we shall study the low energy part of the wave operator W + ; the estimate for W − is completely analogous. By the stationary representation formula (see e.g. [20] ), given a cutoff Φ(λ 2 ) supported near zero, we can represent the low energy part of W + as follows:
Thus it is sufficient to study the boundedness in L p of the operator
for an even cutoff function χ(λ) = Φ 0 (λ 2 ) ∈ C ∞ 0 (R). As remarked in the Introduction, an L ∞ − L ∞ estimate will be impossible in general, owing to the presence of a Hilbert transform term in the wave operator. We recall that the Hilbert transform on R is the operator
which can be equivalently defined as a Fourier multiplier with symbol (2πi) −1 sgn ξ:
We also recall that H 2 = −1, and that H is a bounded operator on L p for all 1 < p < ∞, but not on L 1 and on L ∞ . In order to state a simple but useful interpolation lemma we introduce the Banach spaces
Notice that the last definition is relevant only when p = 1 or p = ∞, since we have otherwise
Our interpolation lemma is then the following:
Lemma 4.1. Let T be a bounded operator on L 2 , and assume that
We are now ready to prove our estimate of the low frequency part of the wave operator: 
and hence can be extended to bounded operatos on L p , for all 1 < p < ∞. The same properties hold for the conjugate operators Φ(H 0 )W * ± .
Proof. The proof for the operators W ± and W * ± is completely analogous, hence we shall focus on the estimate for W + . By Lemma 4.1, it is sufficient to prove that W + Φ(H 0 ) satisfies (4.12); morevoer, using the stationary representation formula (4.1), we are reduced to estimate the operator A defined by (4.2) .
By the explicit expression of the kernel of R V in terms of the Jost functions (3.3), we can split A as A = A 1 + A 2 where (forgetting constants) (4.13)
and (4.14)
Using the relations (3.4) and
(see. e.g. [10] ), we have
In the following we shall estimate the operator A 1 ; the proof for A 2 is completely analogous. By Fubini's Theorem we can exchange the order of integration and rewrite (4.15) as follows: (4.17)
where F denotes the standard Fourier transform from the λ to the ξ variable and 1 (0,+∞) is the characteristic function of the half line (0, +∞). Now choose a C ∞ 0 cutoff function ψ(λ) such that ψ ≡ 1 on supp χ ; then the function
can be written as a product
We are interested in the Fourier transform of G with respect to λ; this can be written as the convolution of the transforms F j , j = 1, 2, 3, 4.
By Lemma 3.4 (see (3.36)) we already know that
Consider now F 1 (ξ, y), which can be written
(the inessential factor 1/2 comes from the nonstandard Fourier transform used in Definition (3.9), and the minus sign from the conjugation). Recalling Lemma 3.2, we get
. The same argument gives
with the same C. Recalling that in (4.17) we have x < y, we can write
for x < y < 0 C for x < 0 < y C x ≤ C y for 0 < x < y and in conclusion (4.20)
Coming back to G(λ, x, y), if we put together (4.19) and (4.20) and we use Young's inequality, we have proved that, for x < y,
It remains to estimate
We have
by the spectral theorem. Now we remark that the function
is a solution of the one dimensional wave equation
with initial data
By the explicit representation formula of the solution to the wave equation we have then
The first term is easy to bound:
is bounded on L ∞ as it is well known. On the other hand, we can write
and this implies, apart from a constant,
In conclusion 1 2
and summing up we have proved that
By (4.17), (4.21) and (4.23) we finally obtain
The operator A 2 can be estimated in a similar way, and this concludes the proof of the Lemma.
We pass to the analysis of the resonant case W (0) = 0. 
where H is the Hilbert transform on R, and hence can be extended to bounded operators on L p , for all 1 < p < ∞. The same estimate holds for the conjugate operators Φ(H 0 )W * ± .
Proof. As in the proof of Lemma 4.2, we are reduced to estimate the L ∞ norm of Ag = A 1 g + A 2 g where A j g are given by expressions (4.15) and (4.16). The new difficulty now is of course the denominator W (λ) which vanishes at λ = 0. Thus we decompose Ag into several terms:
where, recalling the notation (3.34). (4.25) 
27)
28)
An essential remark is the following: since W (0) = 0, we know that for λ = 0 the Jost
for some constant c 0 = 0. Moreover, by definition m ± (0, x) → 1 as ±x → ∞, and together with (4.31) this implies that m ± (0, x) are bounded on R:
Finally, when W (0) = 0 we have
(see e.g. [3] ). The terms of type I and II are handled in a way very similar to the proof of Lemma 4.2. In order to estimate the term I 1 , we write it as (G(λ, x, y) )| ξ=y−x V (y)dy where G(λ, x, y) = F 1 (λ, y)F 2 (λ, x)F 3 (λ)F 4 (λ, y), ψ is a C ∞ 0 (R) cutoff function such that ψ ≡ 1 on supp χ, and 
Using Lemma 3.4 we see that F 3 L 1 = C 0 < ∞, and by Lemma 3.1 and Corollary 3.1 we obtain as before (by considering the three cases x < y < 0, x < 0 < y and 0 < x < y)
) · y 2 for x < y.
Thus we arrive at
and the remaining term F 4 (·, y) L ∞ has already been estimated in (4.23) . Summing up we have proved that
The estimate of I 2 is completely analogous; the estimate of the terms II 1 and II 2 is even easier, keeping into account that the functions m ± (0, x) are bounded on R (see (4.32)). Consider now the more delicate terms III 1 , III 2 . Since m − (0, x) = c 0 · m + (0, x) we can put the two integrals back together as follows: We decompose this integral in a different way: λχ(λ)1 (0,+∞) (λ)ℑR 0 (λ 2 + i0)g(y)
whence the estimate of IV 1 follows immediately. To conclude the proof, it remains to estimate the term IV 2 . By property (4.33) we have trivially and this can be estimated exactly as the other terms considered above. The proof is concluded.
