This paper presents an inter-comparison of rainfall parameters (median volume diameter and rain rate) using C-band polarimetric radar, a 2D-video disdrometer and a 400 MHz profiler for the Baiu front event of 8-9 June 2005 in Okinawa, Japan. These instruments are part of the Okinawa Sub-Tropical Environment Remote Sensing Center, operated by the National Institute of Information and Communications Technology (NICT). The 2D-video disdrometer is used to derive the mean axis ratio of raindrops versus drop diameter, as well as the drop size distribution for the Baiu event. The data are then used to simulate various relations between polarimetric scattering parameters such as: specific attenuation ðA h Þ, and specific differential attenuation ðA dp Þ, versus specific differential phase ðK dp Þ which are required to correct the measured reflectivity at horizontal polarization ðZ h Þ, and the differential reflectivity ðZ dr Þ for rain attenuation. The 2D-video disdrometer data are also used to arrive at retrieval formulas for median volume diameter ðD o Þ from radar Z dr , and rain rate from radar K dp .
Introduction
After several decades of research, dualpolarized weather radar technology is gaining rapid momentum within the operational weather forecasting agencies due to improved data quality, more accurate measure of rain intensity and classification of hydrometeor types, which are not possible with the conventional single-polarized Doppler weather radar. In particular, the U.S. National Weather Service is planning an upgrade of the WSR-88D S-band radar network for dual-polarization within approximately the next five years (Ryzhkov et al. 2005) . In Europe, MeteoFrance is actively engaged in evaluating C-band dual-polarized radar for their operational network (Parent du Chatelet et al. 2003; Gourley et al. 2005) . In a similar way, the U.K. Meteorological Office has recently acquired a C-band dual-polarized radar for testing and evaluation for hydrological applications (Illingworth and Thompson 2005 ). An important consideration at C-band is correction of the measured reflectivity for path attenuation due to rain, especially in intense convective storms. The measure of differential propagation phase has now enabled the development of stable procedures for such attenuation-correction Testud et al. 2000; Bringi et al. 2001a ). The wide use of C-band for weather radars, especially in Europe and Japan, and the potential upgrade for dual-polarization technology implies a continuing need for validating radar polarimetricbased attenuation-correction procedures, as well as retrieval techniques especially for estimating the rainfall microphysical parameters, such as the (mass-weighted) mean drop diameter and the rain rate in different rain climatologies and regimes. Past research using dual-polarized C-band radars are described in Meischner et al. (1991) in southern Germany, Gorgucci et al. (1996) in Italy, and more comprehensively in Darwin, Australia (by May et al. 1999; Carey et al. 2000; and Bringi et al. 2001b) .
This paper presents a case study of a Baiu front event ) that occurred on 8-9 June 2004 in the Okinawa region of Japan. The event lasted over 2 days and produced significant rain amounts of over 300 mm at Naha. It was continuously observed by the C-band dual-polarized radar (named COBRA: CRL Okinawa Bistatic Polarimetric Radar) located in Nago, Okinawa. About 15 km NE from the radar, near Ogimi, is a vertical pointing profiler operating at 443 MHz along with a low profile 2D-video disdrometer. Figure 1 shows the locations of the COBRA radar, and the wind profiler facility at Ogimi. The long Baiu event, which included strong convective rain cells embedded in large areas of stratiform rain, was an excellent case study for intercomparing rainfall characteristics (median volume diameter, D o , and rain rate) from three different sensors with widely differing measurement modalities and sampling volumes. The only other inter-comparisons using C-band dual-polarized radar and dual-frequency profilers in Darwin, Australia is the study by May et al. (2001) . The C-band radar description is given in Nakagawa et al. (2003) . Table 1 summarizes the radar system parameters. It uses 2 Klystron units, each with a peak power of 250 kW, which can be 'fired' alternately from pulse-to-pulse, or which can be 'fired' simultaneously to synthesize circular or slant linear 45 tilt states. The transmit polarization can be selected from six options, namely, horizontal, vertical, G45 linear-tilt, right and left hand circular polarizations, all on a pulse-to-pulse basis. In this study the transmitted polarization state was fixed at slant linear with tilt of 45 . Two receivers are used to simultaneously measure the signal returns at H and V polarizations from which reflectivity at H-polarization ðZ h Þ, the differential reflectivity ðZ dr Þ, the differential propagation phase ðF dp Þ and the copolar correlation coefficient ðr co Þ are obtained (for detailed explanation of these observables see Chapter 7 of Bringi and Chandrasekar 2001) . In our study the pulse width was 1.0 microseconds and the range gate spacing was 150 meters. The PPI data were collected at PRF of 750 Hz, and the rotation rate was 7.8 deg/sec (¼ 1.3 rpm). Data were also collected in RHI mode over the profiler location every 10 minutes throughout the event, the PRF being 1000 Hz and scan rate being 3.0 deg/sec (¼ 0.5 rpm). The number of H or V integration pulses was 32 for the PPI scan and 64 for the RHI scan.
The radar uses a 4.5 m diameter parabolic antenna with a beam-width of less than 1.1 . It Fig. 1 . Locations of the COBRA radar at Nago and the Ogimi wind profiler facility about 15 km to the NE. The 2D-video disdrometer is also located at the wind profiler facility. Please see: http:// www2.nict.go.jp/dk /c218/EN/COBRA /1.html is covered with an 8 m radome similar to the WSR-88D design, and the overall maximum gain is 42 dB including radome effects. Rain on the radome causes attenuation of both reflectivity and Z dr . A number of strong rain cells passed over the radar and during these times we were able to correct the measured reflectivity for rain on radome attenuation, using the self-consistency approach (Tan et al. 1995; Gorgucci et al. 1999) . The 443 MHz wind profiler system at Ogimi is described in Adachi et al. (2001) , see Table  2 . The method of retrieving the arbitrarilyshaped drop size distribution (DSD) is based on an iterative procedure developed by Kobayashi and Adachi (2005) . The method is dependent on locating the clear-air echo peak, which is often masked in strong convective precipitation as occurred during a number of convective rain 'bursts' in the Baiu event.
Overview of 2D-video disdrometer measurements
The low profile 2D-video disdrometer (2DVD) manufactured by Joanneum Research of Graz, Austria (e.g., Schoenhuber et al. 1997 ) was used to measure the fall speed, equi-volume spherical diameter and axis ratio (ratio of maximum vertical chord to maximum horizontal chord) of each drop falling through its 10 cm Â 10 cm sensing area. The term 'low profile' is used to describe the new design of the instrument, which is now only 30 cm tall as opposed to the standard design which is 1 m tall. The low profile design is less susceptible to wind influences as compared with the standard unit (Nespor et al. 2000) . A rather complete description of the standard instrument is given in Kruger and Krajewski (2002) as well as at the manufacturer's website (www.distrometer.at). The 2DVD is a fast imaging system that records orthogonal image projections (front and side views) of raindrops using two line scan cameras, as they fall through the sensing area which is illuminated by two light planes (separated in the vertical by approximately 6 mm). The horizontal resolution at the center of the sensing area is 0.152 mm and the vertical resolution is 0.195 mm at 10 m s À1 fall speed. The accuracy of axis ratio measurements using the 2DVD is given in Thurai and Bringi (2005) for artificial raindrops after being released from a height of 80 m. Drop axis ratio measurements and drop oscillations in natural rain are described in Thurai et al. (2005) .
For the Baiu front event there were 1254 1-min averaged DSDs for the entire event with R > 0:5 mm/h. For each 1-min DSD, a normalized gamma model (Testud et al. 2001; Illingworth and Blackman 2002) was fitted with the parameters being N w , D m and m as described in Section 3 of Bringi et al. (2003) :
where (Marshall-Palmer value for exponential shape is 8000), and hmi ¼ 5:8. These values are typical for tropical convective rain (Maki et al. 2005 ; or see Fig.  11 in Bringi et al. 2003) . There are other ways to fit observed DSDs to a gamma model, e.g., the 3-parameter least squares fit used by Maki et al. (2001) , or the method of moments used by Ulbrich and Atlas (1998) . Note that use of the method of moments to estimate gamma parameters can result in biases especially severe for estimates of m if the sample size is small (Smith and Kliche 2005) . Our method tends to avoid this bias in m, although small biases in D m and N w can still occur for small sample sizes, which tend to occur at low rain rates. Figure 3 shows D o and N w versus R to show the variability of these two DSD parameters with respect to rain rate. Note how the D o tends to a constant value near 2 mm for R > 50 mm/h from which an equilibrium-type DSD may be inferred (Bringi and Chandrasekar, 2001 ; chapter 7). It is obvious that a simple power law between D o and R is not suitable for these DSDs.
Next, we show in Fig. 4 the axis ratio versus D plot and the fit between 1.5-4.0 mm that are used later in the simulations of Z dr and K dp . For D < 1 mm, the axis ratio is set at 1.0; for 1-1.5 mm and for D > 4 mm the equilibrium axis ratios of Beard and Chuang (1987) are used. Not many drops with D > 4 mm were detected by the instrument during the long Baiu event. Figure 4 shows color-filled contours of log(number of drops) which fall in a small interval in axis ratio and D akin to a 2D histogram; note that the most probable occurrence or mode is easily seen in the plot on which the best fit mean curve is overlaid:
for 1:5 a D a 4:0 mm ð2Þ where 'b/a' is the minor to major axis ratio for an equivalent volume oblate spheroid. The above mean fit accounts for a small upward shift in axis ratio due to steady state drop oscillations as measured by the 2D video disdrometer for the Baiu front dataset. The predominant oscillation mode from these data was inferred to be the oblate-prolate mode; see also Thurai and Bringi (2005) and Thurai et al. (2005) . Our axis ratio fit in (2) above based on direct measurements for 1:5 < D < 4 mm together with the equilibrium Beard and Chuang (1987) fits for 0:5 < D < 1:5 mm, is similar to the empirical fits proposed by Goddard et al. (1994) , and Brandes et al. (2002) . The Goddard et al. fit was based on comparing radar measured Z dr with Z dr calculated from disdrometer measurements of DSDs, whereas the Brandes et al. fit is based on a variety of laboratory, wind-tunnel and aircraft probe image data. This paper represents the first time that directly measured mean axis ratios together with DSDs in natural rain have been used to derive the polarimetric-based algorithms for attenuation-correction as well as for estimating
From the normalized gamma-fitted DSD data, and the mean axis ratio versus D in Fig.  4 , we simulate the radar observables Z h , Z dr and K dp along with specific attenuation at Hpolarization ðA h Þ and the specific differential attenuation between H and V polarizations ðA dp Þ, all at a frequency of 5.4 GHz. To account for turbulence, the canting angle distribution is assumed to be Gaussian with mean 0 and standard deviation of 5 degrees (Beard and Jameson 1983) . For integration over D, the maximum value of D is set to 3D o or 8 mm which ever is less (e.g., see Fig. A2 of Keenan et al. 2001 ). Figure 5 shows the plot of D o versus Z dr (expressed as a ratio below and not in dB) along with the best-fit lines: Keenan et al. 2001 ). In our data set, drops with D > 4 mm are very infrequent (see Fig. 4 ) and hence Mie scattering effects can be largely ignored. Figure 6 shows the plot of R versus K dp (both in logarithmic scale) and the best fit power law R ¼ 28:8K 0:85 dp , which is used later to retrieve R from radar measurements of K dp . The parameterization error for retrieval of R from K dp is estimated to be around 4 mm/h from Fig. 6 . The R-K dp relation derived here (using log-log linear fit with K dp as the independent variable) is not too different from that derived by Keenan et al. (2001) using Joss disdrometer data from Darwin, Australia, together with their empirical axis ratio fit, R ¼ 31:3K 0:83 dp . Note that the multiplicative coefficient in the R-K dp power law can be quite sensitive to the assumed drop axis ratio model (see discussion in Chapter 7 of Bringi and Chandrasekar 2001; . It can also be sensitive if the actual D o distribution differs very substantially from what was assumed in deriving the power law. These two problems can be largely overcome if R is estimated using both K dp and Z dr (e.g., Ryzhkov et al. 2005; Maki et al. 2005) .
For attenuation-correction of the measured Z h we need the relation between A h and K dp , which is shown in Fig. 7a based on simulations at 5.4 GHz using the 2DVD derived DSD and axis ratio data. The best-fit power law is also shown. The linearity is excellent; however, the multiplicative coefficient of 0.056 dB per degree is on the lower end of what has been quoted in the literature as summarized by Carey et al. (2000) , that range being 0.05-0.1 dB per degree. Figure 7b shows similar scatter plot, and the best-fit power law for A dp versus K dp . The non-linearity is moderate and several past studies have assumed a linear relation between A dp and K dp (e.g., Bringi et al. 1990; Carey et al. 2000) ; for comparison the temperatureaveraged best-fit power law from Jameson (1992) is 0:013K 1:23 dp . Note that Jameson's multiplicative coefficient is a factor of two larger than for our simulations, which is due to his assumption of the more oblate Pruppacher and Beard axis ratio fit (b/a ¼ 1:03 À 0:062D). Figure 7c shows the scatter plot of K dp /Z h vs Z dr . The larger scatter seen for Z dr values less than around 0.75 dB is due to the difficulty in estimating the m parameter of the DSD. Below we give the best-fit power laws corresponding to the data shown in Figs. 7a-c:
A dp ¼ 0:00736K 1:133 dp ; dB/km ð4bÞ K dp Z 
The first two fits are used for attenuationcorrection procedures for Z h and Z dr , while the third fit is used for the self-consistency procedure for fine tuning of the system radar constant using the rain medium (details are provided in the Appendix). We have opted for a simple gate-to-gate attenuation correction scheme as opposed to more complicated 'ZPHI' technique of Testud et al. (2000) or Bringi et al. (2001a) . 
Overview of radar measurements
The Baiu front episode of 8-9 June, 2004 lasted for more than 20 hours with many convective bursts followed by stratiform rain with bright-band and with embedded convection. We have selected three periods for analyses, viz., (a) 03:00-07:00, (b) 11:00-15:00 and (c) 15:00-19:00 UTC (8 June 2004). Because the Z dr is based on signals received via 2 receivers (termed as H and V receivers) any systematic gain offset between the two receivers must be established. Receiver calibration data from the two receivers also showed that the gain difference was dependent on the input signal level, which proved to be a complicating factor in the Z dr calibration.
The system offset for Z dr was established by analyzing the RHI scans, which were repeated regularly every 10 minutes over the Ogimi profiler site. Since Z dr should tend to 0 dB in the ice region, we examined the distribution of Z dr values between the heights of 5-6 km (using a range interval of 5-30 km along each beam that intercepted that height interval). The distribution of Z dr was found to be close to Gaussian, and the system offset was determined by the mean value of a Gaussian fit to the Z dr data. The Z dr system offset was found to be stable (to within a few tenths of a dB) over typically an hour. Overall the offset was found to be between 1 and 1.5 dB over the 20 hour period (i.e., measured Z dr was too positive). Such systematic shifts in the Z dr system offset are believed to be related to the mismatch in the H and V receiver gains, which was not constant but varied over the dynamic range of the receivers (and as such could not be easily compensated for during the post processing of the data).
After Z dr calibration, the measured Z h and Z dr data were corrected for rain attenuation using an adaptation of the method described in Tan et al. (1995) and using the power law coefficients given above in (4a) and (4b). The method utilizes the range profile of K dp , derived using the iterative filtering method of Hubbert and Bringi (1995) . The correction is done gateby-gate, for both Z h and Z dr as described in the Appendix.
To ensure self-consistency, the corrected Z h and Z dr are used to reconstruct the F dp profile Fig. 7 . Relationships between (a) A h and K dp (top), (b) A dp and K dp (middle) and (c) K dp /Z linear h and Z dr (bottom) derived from the 1 minute integrated DSDs and the drop axis ratios derived from the 2D-video instrument. Solid line is the best-fit curve. using (4c), which is then compared with the measured profile. A 2 dB adjustment to the nominal COBRA radar constant (i.e., the measured Z h was found to be 2 dB too high), was sufficient for the predicted F dp to closely 'track' the measured F dp . Note this method has been demonstrated at S-band previously (Goddard et al. 1994) ; however, as shown in the Appendix, the self-consistency method can be extended for C-band, where rain attenuation affects both measured Z h and Z dr .
The radar scanning strategy was such that low level PPI scans (0.5 and 1.5 degree elevation tilts) were available every 10 minutes. By applying the self-consistency method to the full PPI dataset, it was possible to adjust the radar constant accurately using the histogram of the difference between the predicted and the measured F dp at the 60 km range. This was more representative than using single selected beams. The radar constant was adjusted until the mean of the histogram became zero. This method also enabled estimation of additional attenuation introduced by rain on radome (Thurai and Hanado 2005) . A rain gauge at the radar site confirmed that the excess attenuation could be correlated with the rain rate. See appendix for details. Figure 8 shows the attenuation-corrected Z h from PPI data at 1.5 degree tilt at 13:43 UTC on 8 June 2004. It depicts a 'snap shot' of the Baiu front reflectivity structure showing the convective line of cells oriented NE-SW. The front was oriented along the same direction and nearly stationary for the 20 hr period. With time, convective cells were generated along the front, and oriented predominantly along the NE-SW direction. The Ogimi site (marked in Fig. 8 by a 'star' ) is where the wind profiler and 2D-video disdrometer are located, at 15 km range from the COBRA radar at an azimuth of 45 degrees. The time evolution of the reflectivity structure at this site was found to consist of periods of stratiform rain with bright band, followed by periodic 'bursts' of convection. Figure 9 shows RHI scan data at 13:33 taken along the Ogimi azimuth angle showing attenuation-corrected Z h . It depicts well the vertical structure of the convection oriented along the Baiu front. Note the vertical extent of the 50 dBZ contour reaching up to 5 km for the cell located at a range of 20 km. The bright-band is located close to 4 km height.
We show in Fig. 10 the intensity plots of attenuation-corrected Z dr versus Z h , and K dp versus Z h (similar to the intensity plot shown in Fig. 4 , except on a log(relative frequency) color scale). Data from the full PPI scan in Figure 8 are used for this plot. Overlaid on these plots are the expected trends (mean G 1s, where s is the standard deviation) based solely on simulations of the radar parameters using the measured 2D-video DSDs and the axis ratios of Fig. 4 . The close agreement between the mean trend of the radar-derived and the 2D-video-based variations gives added confirmation for the accuracy of the system calibration (absolute calibration of Z h and relative system offset for Z dr ) as well as the attenuation-correction methodology. The excellent agreement between the attenuation-corrected radar data, and the 2DVD-based calculations, also gives credibility to the statistical 'representativeness' of the 2DVD measured axis ratio and size distributions for this intense event consisting of both convective and stratiform rain.
Inter-comparison of results
PPI scans at 1.5 degree elevation angle over the 2D video disdrometer site were available every 10 minutes. RHI scans over the same site were also available every 10 minutes. Radar data from the PPI scans were averaged over a polar area measuring 1 km Â 4 deg, centered on the 2D video location. For the RHI scans, the data between 200-500 m in height and 1 km in range extent (centered over the 2D video site) were averaged. In either case, data from around 35 range gates were included in the averaging window. The 2D video DSD data were averaged over 1 min, and the Z h , Z dr and K dp were simulated using the axis ratios shown in Fig. 4 (the actual DSD data were used in the simulations, not the gamma-fitted versions). The 2D video-based estimates of Z h , Z dr and K dp were then time-sampled at the time of the radar data. Figure 11 shows the scatter plots for Z h , Z dr and K dp . Table 3 lists the normalized bias (NB), the (normalized) mean absolute difference (MAD), and the standard deviation ðsÞ. If D ¼ X d À X r , then these are defined as:
where X d is from 2D-video, X r is measured by radar and angle brackets denote the mean values. Note that Z h and Z dr are expressed in dB units. As seen from Table 3 , the normalized bias is very small for Z h and Z dr (À1.2 and 6.2%, respectively) whereas it is À15% for K dp . The rather high value of NB for K dp is likely to be due to range filtering of differential propagation phase ðF dp Þ over 2-3 km in range prior to computing K dp . If there are sharp gradients within this range interval then the K dp can be biased (Gorgucci et al. 2000) . Similar inter- comparisons using an S-band polarimetric radar with a 2D-video disdrometer showed NB of À8% for Z dr and À28% for K dp (Brandes et al. 2002 ; however, they did not report values of MAD or sigma). Sampling errors in the estimation of Z h , Z dr and K dp using disdrometer data have been evaluated by Chandrasekar et al. (1988 Chandrasekar et al. ( , 1990 and more specifically for 2D-video disdrometer by Schuur et al. (2001) . We have simulated the expected range of sampling errors for our 1-minute averaged DSD data from the 2D-video instrument for Z h , Z dr and K dp , the values being 0.7-1.2 dB for Z h , 0.15-0.4 dB for Z dr and 0.06-0.1 deg/km for K dp . The sampling errors decrease with increasing rain rate, since the total number of drops increases at the higher rain rates. The measurement errors corresponding to the estimate of the average radar data over the polar area of 1 km Â 4 deg are quite small since the Z h and Z dr data are averages from around 30 individual resolution volumes. Whereas for K dp , we have an average over 4-5 independent beams. From the data we have estimated that the mean Z h , Z dr and K dp can be estimated to be around 0.5 dB, 0.05 dB and 0.1 deg/km, respectively. The 2D-video sampling error estimates, along with the radar measurement error estimates, place the scatter plot of Fig. 11 and the values in Table 3 in some context.
For the reflectivity comparisons (Fig. 11a) , the agreement is excellent despite the differences in the sampling volumes and the highly convective nature of this event. The standard Fig. 11 . Scatter plots of 2D-video disdrometer based simulations of radar parameters versus radar observations averaged over the 2D-video site for the entire Baiu event. Top, middle and bottom panels show Z h , Z dr and K dp inter-comparisons. deviation is 2.8 dB as in Table 3 . Williams et al. (2005) obtained a similar value of standard deviation (2.84 dB) when they compared S-band profiler reflectivities against reflectivities computed from a co-located Joss disdrometer, based on a very large dataset. The Z dr inter-comparisons are quite good, especially the very low NB and MAD values. The standard deviation of 0.35 dB can be mostly explained by the sampling error of the 2D-video estimates (estimated error range is 0.15-0.4 dB). However, the gain difference between the H and V receivers not being constant over the dynamic range was a problem (as alluded to earlier). Although attempts were made to correct for the gain mismatch via a mean fit to the receiver calibration data, some residual error would have still remained which may have contributed to the scatter in the Z dr inter-comparisons. The K dp inter-comparisons (NB of 15% and MAD of 47.8%) are considered reasonable given the smoothing interval required for the radar estimates (around 2-3 km in range), especially during the highly convective periods of the Baiu event.
Finally in Figs. 12-17, we make an overall comparison between the 2D-video, Wind Profiler and the COBRA radar retrievals of D o and R for three time periods (03:00-07:00 in Figs. 12, 13; 11:00-15:00 in Figs. 14, 15; and 15:00-19:00 UTC in Figs. 16, 17) of the Baiu event. The color images in the top panels of Figs. 12, 14, and 16 represent the 1-min DSD from the 2D-video, in terms of log(number of drops) in each diameter interval of 0.25 mm. The D o and R from COBRA radar were estimated from the mean Z dr and K dp data, using the fits shown in Figs. 5 and 6, respectively. The D o estimates for Z dr < 0:3 dB are not included in the intercomparisons because of the uncertainties noted above. The averaging areas for PPI and RHI scan data were described previously at the beginning of this Section. The G1sigma error bars on the COBRA radar, estimated D o and R include both the parameterization error (from Figs. 5 and 6), as well as the radar measurement errors in Z dr and K dp . For K dp < 0:1 deg/ km, a Z h -R relation was used for estimating R. This relation ðZ h ¼ 288R 1:34 Þ was based on 2D video data for low rain rates < 4:5 mm/h, in effect being valid for the stratiform portions of the Baiu event.
For the Wind Profiler, the D o and R were estimated from the NðDÞ which was estimated, without assuming an apriori form, from the Doppler spectra as described by Kobayashi and Adachi (2005) . This method is an iterative retrieval procedure for arbitrary NðDÞ, and gives the vertical profile of derived parameters such as D o and R. Since the measured Doppler spectrum is the convolution of the precipitation spectrum and the turbulent clear air spec- trum, deconvolution of the Doppler spectrum is achieved through repeated convolutions. Given a distinct clear air peak in the observed spectra, D o (and R) can be derived to within an error of 10% for D o < 3 mm (Kobayashi and Adachi) . Estimation of the uncertainty in D o and R has been also discussed by Schafer et al. (2002) .
Here we have taken the rain rate retrieval from the 550 m altitude, and the D o retrieval from the 700 m altitude, as these gave empirically the best inter-comparisons with the 2D video data. In convective rain, the clear air peak is often overwhelmed by the precipitation echo making it very difficult to correct for vertical air motions which, of course, leads to large errors in the retrieved D o . The first period from 03:00-07:00 (Figs. 12, 13) was largely stratiform in nature, except for a 30 min convective period between 05:30 and 06:00. The inter-comparison is very good between the 3 instruments for this first period. The D o estimates lie within a narrow range, mostly in the 1.3-1.8 mm interval, with no clear dependence on rain rate, even in the 20-30 mm/hr convective period. The larger rain rate in this period is due to the larger concentrations of small drops around 1 mm.
The second period (Figs. 14, 15) shows one convective burst between 13:00 and 13:30 with a noticeable increase in the number of larger drops. The agreement between COBRA radar and 2D-video is quite good for this period. Some underestimate in the wind profiler retrieval of R is seen near 13:30, due to masking of the clear air echo peak by the rain echo in the Doppler spectra. The rain rate was estimated by assuming the clear air peak as a fixed Gaussian function for such cases. In addition, the boundary of the clear air peak and the precipitation peak, that is the minimum position of the two peaks, appeared at a relatively large Doppler velocity. This indicates that the rain rate was calculated from DSD ranging from relatively large diameter and thus leads to the overestimate of D o and underestimate of R. There is also a systematic underestimate of the profiler D o from 11:00-12:15. The third period (Figs. 16, 17) has several convective bursts; overall, the agreement between the COBRA radar retrievals and the 2D-video are good considering the strong variability in the rain rate. As noted earlier, the profiler R tends to be underestimated within the convective bursts near 15:45 and 17:30.
The overall comparisons indicate that the three instruments are in good agreement especially during the more steady rain periods. There is more scatter during the convective rain periods as expected. The COBRA radar estimates are accurate throughout the three periods, except for cases with very small D o 's (less than 0.5-0.6 mm) which correspond to small Z dr values of less than around 0.3 dB. At such small Z dr values, the use of two somewhat mismatched receivers combined with slant 45 deg linear transmission, small number of integration samples and receiver noise (which has not been corrected for in these data) leads to larger measurement fluctuations. This limits the lower bound of the D o estimates to 0.5-0.6 mm with the scan parameters/configuration used for these observations. Very high accuracy in Z dr measurements (for D o estimation) requires, (i) pulse-to-pulse H/ V switched transmission, (ii) use of the same receiver for the copolar HH and VV signals, (iii) larger dwell times and (iv) accurate correction for the receiver noise.
Conclusions
The data reported here inter-compare D o and rain rates from three different instruments with vastly different sampling volumes, time resolutions, observation strategies and physical bases for the retrievals. The Baiu front event studied here was a prolonged one, with a significant mix of stratiform and convective rain types. The re- Fig. 15 . As in Fig. 13 except for the second period from 11:00-15:00 UTC. trieval algorithms used for the C-band radar were wholly based on the DSD, and drop axis ratio information derived for this particular event from 2D-video disdrometer as opposed to using standard DSDs and empirically-adjusted axis ratio models for the retrievals. The attenuation-correction algorithms for Z h and Z dr based on K dp also utilized power law coefficients derived from the 2D-video data. The selfconsistency method was used to adjust the radar constant even during rain on radome periods. Probability-based scatter plots of Z dr versus Z h , and K dp versus Z h from the radar PPI/ RHI scan data, after attenuation-correction and self-consistency adjustment, were remarkably close to the 2D-video derived simulations. Further verification was provided by scatter plots of Z h , Z dr and K dp from radar data compared with simulations using the 2D-video data. Time series comparisons of D o and rain rate from COBRA radar and the 2D-video showed close agreement, generally within the expected error bounds of both instruments. When compared further with retrievals from a wind profiler co-located with the 2D-video, good agreement was found during the steady, more stratiform periods of the Baiu event. The wind profiler estimate contains some inaccurate results during the highly convective rain periods, which results in relatively large scatter of the data. A quality control procedure to remove such data may be needed. Further improvements in accuracy can only be achieved through use of dual-frequency profiler techniques (e.g., Schafer et al. 2002) . Finally, one caveat to note is that the C-band attenuation correction and the D o and R retrieval algorithms derived herein are applicable for this particular event and may not apply accurately for other rain regimes and/or climatologies. Data from 2D-video disdrometer in other regimes and locations are needed to validate or modify the corresponding algorithms.
(DSD). This has been demonstrated at S-band (Goddard et al. 1994) where attenuation corrections are usually not needed and hence one could just use the measured Z h and Z dr to directly estimate F dp and compare with the measured F dp . At C-band, the measured Z h and Z dr will be lower than Z true h and Z true dr , by an amount equal to the co-polar attenuation and the differential attenuation from the radar to the range gate pulse volume. Fortuitously at C-band, both specific copolar attenuation ðA h Þ and specific differential attenuation ðA dp Þ, have monotonic dependence on K dp . For the event considered here, both relationships can be approximated to power law formulas as seen clearly from Fig.  7 and Eqs. (4a) and (4b). If we define these dependencies by the following functions:
A dp ¼ gðK dp Þ ð A2Þ then, for the i th range gate, we obtain 2A dp ð jÞdr ! þ C dp ðA4Þ which can be re-written as:
2f ðK dp ð jÞÞdr 2gðK dp ð jÞÞdr ! þ C dp ðA6Þ
where C h and C dp are the correction terms for the reflectivity and differential reflectivity profiles, respectively. The term C h will be the sum of the radar constant calibration error and any excess attenuation from the radar to the first range resolution volume, including excess attenuation due to rain on radome (which may vary depending on the rain rate at and in the near vicinity of the radar site). Similarly, the term C dp will be the sum of the relative bias error in Z dr and excess differential attenuation during heavy rain on the radome. In the method used here, it is assumed that the excess differential attenuation can be neglected assuming both H and V signal powers are affected almost equally by rain on radome. Hence, Eq. (A4) will simplify to: 2gðK dp ð jÞÞdr !
Equations (A5) and (A7) are initially evaluated assuming C h to be zero. The Z true h and Z true dr so derived are then used to estimate the K dp profile using the formula derived from the 2DVD data, given in Eq. (4c), which can be rewritten in the form:
K dp ¼ hðZ The two-way differential propagation phase is then estimated from:
F est dp ðiÞ ¼ F dp 
where F dp ð0Þ is the measured differential phase at the first range gate. For predefined functions f , g and h (given by Eqs. (4a), (4b), and (4c) respectively for the event considered here), the expressions in (A5), (A7) and (A9) can be used to derive the first estimate of the F dp range profile. Note, these equations rely on accurate K dp estimates from the measured F dp range profile; a suitable smoothing and/or filtering procedure is the iterative FIR method described in Hubbert and Bringi (1995) . Figure A1 (a) shows an example of the comparison between the measured, and the estimated, F dp range profiles for two cases, (i) for C h ¼ 0 dB (i.e., no calibration error in the measured Z h ) and (ii) for C h ¼ 2 dB (i.e., 2 dB calibration error in the measured Z h ). The sensitivity to C h is clearly visible. Also visible is the excellent tracking of the estimated F dp when the correct calibration is used (i.e., case (i) in Fig. A1[a] ), to the extent the two curves are almost indistinguishable. The attenuation corrected range profiles of (a) Z h and (b) Z dr profiles using the correct value for the radar constant are shown in Figs. A1(b) and A1(c). At the furthest range of 60 km, the copolar attenuation is as much as 6 dB, and the differential attenuation is as much as 1 dB. Thurai and Hanado (2005) have shown that the above method results in a time varying value for C h and that this variation correlates well with the rain rate measured at the radar site. That study indicated that the COBRA system in its present radome configuration can have up to 2 dB of two way attenuation for high rain fall rates (i.e., 50-90 mm/hr) at, and very near, the radar site. The COBRA data used in this paper has been tested using the above method and the radar constant calibration has been adjusted to ensure that the difference between the F dp measurements and the F dp estimates, particularly at the scan edge or at sufficiently large distances, where the signalto-noise ratio is, say, several dB, has a relatively narrow histogram which peaks at zero (for example see Bringi et al. [2005] , Thurai and Hanado [2005] ).
