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Abstract
We consider the convection–diffusion process of charged particles in a fluid which is described by the
Navier–Stokes equations. Assuming a Hagen–Poiseuille flow profile, a one-dimensional model is derived.
For stationary cases, the positivity of the concentrations is proven. Unique equilibrium solutions are shown
to exist for a certain range of Dirichlet boundary data. Based on the one-dimensional model and their
analytical solution, numerical simulations are presented for several test cases.
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1. Introduction
During the last years there was a growing interest in flows of charged particles on the
nanoscale, like in porous media or in ionic channels (see e.g. [6,8] and the references therein).
The overall model consists of the well-known Poisson–Nernst–Planck system for charge trans-
port coupled with the Navier–Stokes equations for the description of the fluid. Recently, Pivonka
and Smith [8] published such a coupled model describing the hydrodynamic transport of charged
nanoscale particles in porous media. Combining the convection–diffusion of the charged particles
with the hydrodynamic equations describing the fluid flow, the system reads as
∂t ci + ∇(ciu) = ∇ ·
(
Di
(
∇ci + F
RT
cizi∇ψ
))
,
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∑
i
zici ,
∇ · u = 0,
ρ(∂tu + u · ∇u) + ∇p = μu − F
∑
i
zici∇ψ + ρg
where ci denotes the concentration and zi the valence of the ith species of particles. The elec-
trical potential is denoted by ψ and u is the velocity of the fluid. The following table lists the
parameters of the model:
Di Diffusion constant, ith species 1.5 × 10−9 m2 s−1
F Faraday’s constant 96.5 × 103 C mol−1
R Universal gas constant 8.31 J K−1 mol−1
T Absolute temperature 293 K
ε Permittivity 0.69 × 10−12 C2 J−1 m−1
ρ Density of the fluid 103 kg m−3
μ Viscosity of the fluid 10−3 kg m−1 s−1
g Gravitational acceleration 9.81 m s−2
Scaling the variables with suitable reference values, i.e.
ci = Cc˜i, x = Lx˜, u = Uu˜, t = L
V
t˜, p = P p˜, ψ = Ψ ψ˜
where U = LP
μ
and Ψ = FCL2
ε
and skipping the tildes, the non-dimensional model reads as
∂t ci + ∇(ciu) = α
(
ci + θ∇ · (zici∇ψ)
)
, (1.1a)
−ψ =
∑
i
zici , (1.1b)
∇ · u = 0, (1.1c)
∂tu + u · ∇u = 1Re
(
u − ∇p − κ
∑
i
zici∇ψ
)
+ 1
Fr
(1.1d)
where Re = ρLU
μ
is the Reynolds number, Fr = ρU2
Lg
is the Froude number, κ = FCΨL
μU
determines
the ratio of electrical and viscous forces, α = D
LV
is the diffusivity and θ = FΨ
RT
is the ratio of
electrical forces and diffusion.
Remark 1.1. Since the Froude number is quite large (about 1010) in typical applications, we will
neglect the influence of gravity in the subsequent analysis.
The system (1.1) has been analyzed by Jerome [6] and Cimatti and Fragalà [3]. In these works
the existence and uniqueness of local solutions in the neighborhood of the trivial one is proven.
The one-dimensional case without coupling to the Navier–Stokes equations was subject of the
research of Henry and Louro [5] as well as Barcilon et al. [2]. There, asymptotic analysis was
used to investigate the existence of boundary layers for the case of a small Debye length. Numer-
ical simulations for the one-dimensional case without coupling to the Navier–Stokes equations
are reported in the work of Gardner et al. [4] and the full system (1.1) is solved numerically by
Pivonka and Smith [8].
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centrations for the stationary, one-dimensional case if Dirichlet data for the concentrations are
prescribed. In Section 3 we investigate the Dirichlet problem and show that in special situations
the ion flux vanishes. Section 4 is devoted to the equilibrium problem. Existence and uniqueness
is shown for symmetric Dirichlet conditions. For non-symmetric Dirichlet conditions, we show
that under certain conditions no equilibrium solution exists. In Section 5 we present some numer-
ical simulations for the equilibrium problem, and we finish by raising some still open problems.
2. The stationary Poiseuille flow model
To reduce the computational complexity of the model, we consider the transport of a single
species of positive ions (z = n ∈ N) through a channel, which is bounded by semi-permeable
membranes. These membranes are impermeable to the ions, but permeable for the fluid. Between
these two membranes a pressure gradient is applied. The electrical potential is normalized to zero
at the left membrane and the concentration of ions is kept at a fixed level there.
To reduce the dimensionality of the problem, we assume a Hagen–Poiseuille flow profile
u(t, x, y) = 6u(t, x)( 14 − y2)ex across the channel and the other variables solely depend on t
and x. Due to the incompressibility condition ∇ ·u = 0, we get u(t, x, y) = 6u(t)( 14 − y2)ex and
averaging the other equations over y ∈ [−1/2,1/2], we get
Reut + 12u = −(px + κncψx), (2.1a)
ct + ucx = α(cx + θncψx)x, (2.1b)
−ψxx = nc, (2.1c)
and respectively in the stationary situation
12u = −(px + κncψx), (2.2a)
ucx = α(cx + θncψx)x, (2.2b)
−ψxx = nc. (2.2c)
Naturally, the question of positivity for the charge density arises.
Theorem 2.1. For Dirichlet data c(0) = c0 > 0 and c(L) = c1 > 0, the concentration
for the stationary equation (2.2) is always non-negative. Furthermore, we get the estimate
ψ min(ψ(0),ψ(L)) for the potentials.
Fig. 2.1. Sketch of the considered one-dimensional geometry.
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−cxx − θn(cψx)x + u
α
cx = 0
or
−cxx +
[(
ux
α
− θnψ
)
x
c
]
x
= 0.
We introduce h = ux
α
− θnψ and set c = weh. Then the ODE reads as
−(ehwx)x = 0.
Since c0 > 0 and c1 > 0, we obtain w(0) > 0 and w(L) > 0. To show, that w  w with w =
min(w(0),w(L)) > 0 and hence c is non-negative, we multiply with the negative part (w −w )−
and perform an integration by parts to get
L∫
0
eh
(
(w − w )−)2
x
dx = 0.
From here we immediately conclude (w − w )− = 0 and therefore w w and hence c  0. The
estimate ψ min(ψ(0),ψ(L)) follows from the maximum principle applied to (2.2c). 
3. The Dirichlet problem
In this section we want to study the Dirichlet problem for (2.2). First, we rewrite the system
introducing V = ψx and ϕ = px which leads to the system
12u = −ϕ − κncV,
−Vx = nc,
ucx = α(cx + θncV )x.
Using c = −Vx/n and ϑ = nθ we get
uVxx − α
(
Vxx + ϑ2
(
V 2
)
x
)
x
= 0
and hence
Vx + ϑ2 V
2 − u
α
V = m1x + m2. (3.1)
Especially, we consider the stationary Dirichlet problem for single charged positive ions,
i.e. n = 1. Concentrations, pressures and the electrical potential are prescribed on both ends
of the channel. Hence, the ODE (3.1) has to be solved subject to the boundary conditions
c(0) = −Vx(0) = c0, c(L) = −Vx(L) = c1, (3.2a)
ψ(0) = 0, ψ(L) = , (3.2b)
p(0) = p0, p(L) = 0 (3.2c)
where V = ψx and u = − 1 (ϕ + κncV ) with ϕ = px .12
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the potential ψ coupled with a first order ODE for the pressure p. Also the fluid velocity u is
an unknown of the system. Hence, the six boundary conditions given in (3.2) are required to
determine the solution.
For m1 = 0, the general solution of the ODE (3.1) is given by
V (x) = v + βf (y), f (y) = Ai1(y) + γ Bi1(y)
Ai(y) + γ Bi(y) (3.3)
where v = u
αϑ
, β = ( 4m1
ϑ2
)1/3 and y = v2+2m2/ϑ
β2
+ ϑβ2 x. By Ai(y) and Bi(y) we denote the Airy-
functions [1] and Ai1(x) = ddx Ai(x), Bi1(x) = ddx Bi(x) are the derivatives of the Airy-functions
evaluated at x. The solution (3.3) of the ODE (3.1) depends on the parameters v, β , m2 and γ .
With the help of the boundary conditions (3.2), the constants can now be determined from the
following set of equations:
0 = g1(v,β,m2, γ ) = m2 + ϑv · V (0) − ϑ2 V (0)
2 + c0, (3.4a)
0 = g2(v,β,m2, γ ) = ϑ
2β3L
4
+ m2 + ϑv · V (L) − ϑ2 V (L)
2 + c1, (3.4b)
0 = g3(v,β,m2, γ ) = vL + 2
ϑ
ln
[
Ai(y) + γ Bi(y)]∣∣∣L
0
− , (3.4c)
0 = g4(v,β,m2, γ ) = 12αϑLv − κ2V
2
∣∣∣L
0
− p0. (3.4d)
The condition (3.4d) is obtained by integrating u = − 112 (px + κncV ) and inserting the given
pressures (3.2c).
Formally, Eq. (3.4c) can be solved for γ ,
γ = −e
δ Ai(y0) − Ai(y0 + βϑL/2)
eδ Bi(y0) − Bi(y0 + βϑL/2) , δ =
ϑ( − vL)
2
, y0 = v
2 + 2m2/ϑ
β2
.
Plugging this value for γ into the remaining equations (3.4a), (3.4b) and (3.4d), we have to solve
three nonlinear functions to determine the three parameters v, β and m2. However, this problem
can only be solved numerically.
For a symmetric situation, we are able to simplify the problem (3.1).
Proposition 3.2. Consider the stationary problem (3.1) subject to the conditions c0 = c1 > 0,
p0 = 0 and  = 0. Then, for a symmetric solution, the flux vanishes, i.e. m1 = 0 and v = 0.
Proof. Since c0 = c1 and  = p0 = 0, we seek a symmetric solution of the form c(x) = c(L−x)
and V (x) = −V (L − x). Using (3.4d), we obtain
12αϑLv = κ
2
[
V 2(L) − V 2(0)],
and due to the symmetry of V , i.e. V 2(0) = V 2(L), we derive v = 0. Plugging this result into the
conditions for the concentrations
c0 = c1 ⇒ m2 + ϑvV (0) − ϑ2 V
2(0) = m1L + m2 + ϑvV (L) − ϑ2 V
2(L)
we get m1 = 0. 
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at least for symmetric charge densities.
4. The flux-to-voltage mapping in equilibrium
In the following we consider special stationary solutions, which are characterized by a van-
ishing flux of ions, i.e.
J = αcx + αϑcψx − uc = 0 for all x ∈ [0,L]. (4.1)
Especially, we will answer the question of uniqueness for such solutions positively, while we can
only state a conditional result on their existence. This is strongly related to the so-called current-
driven Poisson–Nernst–Planck system, where one wants to determine the biasing potential for a
prescribed current (cf. [7] and the references therein).
Here, we only consider the flux-to-voltage map in thermal equilibrium, where the constant m1
in the general stationary equation (3.1) vanishes and we have to solve
Vx + ϑ2 V
2 − u
α
V = m2. (4.2)
Introducing
v = u
αϑ
and y = ϑx
2
,
the analytical solution of (4.2) is given by
V (x) = v + z tanh[z(y + γ )] for 2m2/ϑ + v2 = z2 > 0, (4.3)
V (x) = v − z tan[z(y + γ )] for 2m2/ϑ + v2 = −z2 < 0. (4.4)
Due to symmetry z can be either positive or negative; we will restrict to z  0. To ensure the
positivity of the concentration c = −Vx , we can rule out the first branch (4.3) and continue to
analyze (4.4). This solution depends on the three parameters v, z and γ , which are fixed by the
boundary conditions.
Remark 4.1. Since cx = −Vxx = 0 has only one solution y = −γ , i.e. x = −2γ /ϑ and
cxx = −Vxxx = z4ϑ3/4 for y = −γ , the concentration has an isolated minimum at x = − 2γϑ .
To compute the equilibrium solution, we prescribe Dirichlet conditions for the concentration
c(0) = −Vx(0) = c0, c(L) = −Vx(L) = c1 (4.5)
and as a third boundary condition we prescribe either the pressures, see (3.2c)
p(0) = p0, p(L) = 0 (4.6a)
or the potentials (3.2b)
ψ(0) = 0, ψ(L) = . (4.6b)
With the help of these boundary conditions, we determine the constants v, z and γ from the
following set of equations:
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2
2
(
1 + tan2[zγ ]), (4.7a)
0 = f2(z, γ ) = c1 − ϑz
2
2
(
1 + tan2[z(yL + γ )]), (4.7b)
0 = f p3 (z, γ, v) = 12αϑLv −
κ
2
(
V 2(L) + V 2(0))− p0 (4.7c)
or
0 = f ψ3 (z, γ, v) = Lv +
1
ϑ
ln
(
1 + tan2[zγ ]
1 + tan2[z(yL + γ )]
)
−  (4.7d)
where yL = ϑL2 .
Remark 4.2. Note, that the conditions (4.7c) or (4.7d) determining the constant v are decoupled
from the first two conditions (4.7a) and (4.7b).
4.1. Uniqueness
Using these preliminaries we can easily prove the uniqueness of a vanishing flux solution.
Theorem 4.3. The equilibrium problem (4.2) subject to the Dirichlet boundary conditions (4.5)
and (4.6) has at most one solution.
Proof. Assume there exist two solutions (ci,ψi) for i = 1,2. Solving (4.1) for ψi,x and differ-
entiating, we get
(ln ci)xx + ϑψi,xx = 0.
Using ψi,xx = −ci and introducing ci = ewi , we obtain for the difference v = w1 − w2 the
equation
vxx = ϑ
(
ew1 − ew2)= ϑew˜v,
for some w˜. Since v(0) = v(L) = 0, standard arguments show that v = 0. 
Theorem 4.4. Consider the equilibrium problem (4.2) subject to the conditions c0 = c1 > 0 and
p0 = 0. Then there exists a unique solution which is symmetric.
Proof. We start again from the formulation (4.1) and obtain for c = eh the equation
wxx = ϑew
subject to w(0) = w(L) = w0 = ln c0. Since wxx > 0, the function w has a unique minimum
wmin < w0 located at x = ξ ∈ (0,L). Hence we consider the initial value problem
wxx = ϑew, w(ξ) = wmin, wx(ξ) = 0. (4.8)
It is obvious, that locally a unique solution exists. Due to the symmetry of the equation, the
solution is also symmetric around ξ . Therefore ξ = L/2 and we just consider x ∈ [L/2,L]. It
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find an initial value wmin ∈R such that w(L) = w0. Multiplication with 12wx yields
(
w2x
)
x
= ϑ
2
(
ew
)
x
and after integration over [L/2, x] we obtain
w2x =
ϑ
2
ewmin
[
ew(x)−wmin − 1].
On the interval x ∈ [L/2,L], wx is positive and hence
wx =
√
ϑ/2ewmin/2
√
ew(x)−wmin − 1.
Using separation of variables and integrating yields
w(x)∫
wmin
dv√
ev−wmin − 1 =
√
ϑ/2ewmin/2(x − L/2)
and
2 arctan
√
ew(x)−wmin − 1 =√ϑ/2ewmin/2(x − L/2).
Substituting ew = c and c(L) = c0, we get
c0 = f (cmin) := cmin
(
1 + tan2
[
L
√
ϑcmin/2
4
])
.
We note, that f is monotonically increasing and ranf = R+. Hence, for any boundary data c0,
there exists a unique value cmin such that the solution of IVP (4.8) satisfies w(L) = ln c0. 
4.2. Existence and nonexistence
Finally, we consider the existence of equilibrium solutions, when a concentration gradient is
applied. In this situation, the boundary conditions read as
c(0) = c0, c(L) = c1.
Without loss of generality, we restrict to c1 < c0. The other case can be treated in analogy.
To satisfy the condition c(0) = c0, i.e. Eq. (4.7a), we have to find a pair (z, γ ) ∈ R+ ×R such
that
zγ = ± arctan
√
2c0
ϑz2
− 1. (4.9)
Therefore, we can conclude, that z ∈ [0,√2c0/ϑ ). Due to c1 < c0, we can discard positive values
of γ and restrict to (z, γ ) ∈ (0,√2c0/ϑ ] ×R−.
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i.e.
c1 = ϑz
2
2
{
1 + tan2[zyL + zγ ]
}
.
Introducing r2 = c1/c0 we get
r2 = 1 + tan
2[zyL + zγ ]
1 + tan2[zγ ] =
cos2[zγ ]
cos2[zyL + zγ ]
and solving for zγ we obtain
zγ = arctan
(
r cos(zyL) − 1
r sin(zyL)
)
. (4.10)
Combining the two conditions (4.9) and (4.10) for (z, γ ) yields
− arctan
√
2c0
ϑz2
− 1 = arctan
(
r cos(zyL) − 1
r sin(zyL)
)
or
r = R(c0, yL; z) := 1√
2c0
ϑz2
− 1 sin(zyL) + cos(zyL)
. (4.11)
For given values of c0 and yL, the range of possible concentration ratios r = √c1/c0 is given by
the range of the above function R. Figure 4.1 shows the graph of c1 = c0R(c0, yL; z)2 for c0 = 1,
ϑ = 5.55 and L = 1. Considering the limit for z → 0+ yields
rmin := lim
z→0+R(c0, yL; z) =
1
1 +
√
2c0
ϑ
yL
. (4.12)
Hence, we have shown the following
Fig. 4.1. Graph of c1 = c0R(c0,L; z)2 for c0 = 1 and L = 1.
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c0 = 0 and c1 = 1,0.5,0.25,0.15.
Fig. 4.3. Equilibrium pressures; boundary conditions
c0 = 0 and c1 = 1,0.5,0.25,0.15.
Theorem 4.5. Consider the equilibrium problem (4.2) with boundary data −Vx(0) = c(0) = c0,
−Vx(L) = c(L) = c1 < c0 and (4.7c) or (4.7d) on the interval x ∈ (0,L). If√
c1
c0
:= r > rmin = 1
1 + L
√
c0ϑ
2
then there exists a unique solution.
Corollary 4.6. If r  rmin, then the equilibrium problem (4.2) does not have a solution.
Remark 4.7. This nonexistence result is quite remarkable, since if one considers the flux-to-
voltage map for the uncoupled problem, i.e. the Poisson–Nernst–Planck system alone, then one
can prove a local existence result [7], which holds near to thermal equilibrium.
In Figs. 4.2 and 4.3 we show the numerical solutions for the equilibrium problem with pa-
rameters c0 = 1, L = 1 and c1 ∈ {1,0.5,0.25,0.15}. Due to the above existence theorem, we
know that a solution exists for c1 > c0r2min ∼ 0.14. For decreasing c1, the numerical simulations
show, that the pressure is strictly increasing. The values of the parameter z in the analytical so-
lution (4.4) for the different boundary conditions c1 are indicated by the circles in Fig. 4.1. The
according parameter γ is tending to −∞ for c1 → c0r2min.
5. Numerical simulations
Based on the previous analysis, we present some numerical simulations for the equilibrium
problem (4.2). The parameters of the model are listed in the following table:
Channel length L 2
Diffusivity α 0.15
Ratio: em-force to diffusion θ 5.55
Ratio: em-force to viscosity κ 1.351
Valence of the ions n 1,2,3
Outflow-concentration c1 0.2
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c0 = 0.1,0.2,0.3 and c1 = 0.2.
Fig. 5.2. Equilibrium concentrations for different valences n
of the ions; boundary conditions c0 = 0.1 and c1 = 0.2.
We consider different cases, where the boundary conditions and the valences n of the ions are
given by
Case 1 Case 2 Case 3 Case 4
c0 0.1, 0.2, 0.3 0.1, 0.2, 0.3 0.1 0.1
c1 0.2 0.2 0.2 0.2
p0 0 – – 0
 – 0 0, −0.1, −0.2 –
n 1 1 1 1, 2, 3
The nonlinear equations (4.7a), (4.7b) and (4.7c) or (4.7d) are solved using the fsolve routine
of MatlabTM.
In the equilibrium situation, the concentration depends only on the boundary conditions, see
Eqs. (4.7a) and (4.7b). Therefore the concentrations are the same for the cases 1, 2 and 3. Fig-
ure 5.1 shows the computed results. In Fig. 5.2 we give the equilibrium concentrations for case 4,
i.e. for different valences of the ions. Figures 5.3 and 5.4 show the equilibrium potentials (left)
and the pressure distributions (right) for the cases 1, 2 and 3 (top to bottom). Note, that the
similarity of the pressure distributions for case 2 and 3 is only by accident.
Figures 5.5 and 5.6 illustrate the potentials (left) and pressure distributions (right) for test
case 4.
6. Outlook
In the present work, we assumed that the cross-sectional flow profile is of Hagen–Poiseuille
type. With this assumption, we were able to derive a one-dimensional model by averaging over
the cross-section. The validity of this assumption can be checked by numerical solution of the
full two-dimensional problem.
Concerning the stationary Dirichlet problem
−ψxx − c = 0, ψ(0) = 0, ψ(1) = ,
cxx + θ(cψx)x + pxcx + κccxψx = 0, c(0) = c0, c(1) = c1,
pxx + κ(cψx)x = 0, p(0) = p0, p(1) = 0
the existence and uniqueness of solutions apart from local results is still an open problem.
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T. Götz, R. Pinnau / J. Math. Anal. Appl. 332 (2007) 551–563 563Fig. 5.5. Equilibrium potentials for different valences
n = 1,2,3 of the ions; boundary conditions c0 = 0.1,
c1 = 0.2 and p0 = 0.
Fig. 5.6. Pressure distributions for different valences
n = 1,2,3 of the ions; boundary conditions c0 = 0.1,
c1 = 0.2 and p0 = 0.
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