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Abstract
Manifold-valued data naturally arises in medical imag-
ing. In cognitive neuroscience, for instance, brain connec-
tomes base the analysis of coactivation patterns between
different brain regions on the analysis of the correlations of
their functional Magnetic Resonance Imaging (fMRI) time
series an object thus constrained by construction to belong
to the manifold of symmetric positive definite matrices. One
of the challenges that naturally arises in these studies con-
sists of finding a lower-dimensional subspace for represent-
ing such manifold-valued and typically high-dimensional
data. Traditional techniques, like principal component
analysis, are ill-adapted to tackle non-Euclidean spaces
and may fail to achieve a lower-dimensional representa-
tion of the data thus potentially pointing to the absence
of lower-dimensional representation of the data. However,
these techniques are restricted in that: (i) they do not lever-
age the assumption that the connectomes belong on a pre-
specified manifold, therefore discarding information; (ii)
they can only fit a linear subspace to the data. In this pa-
per, we are interested in variants to learn potentially highly
curved submanifolds of manifold-valued data. Motivated
by the brain connectomes example, we investigate a latent
variable generative model, which has the added benefit of
providing us with uncertainty estimates a crucial quantity
in the medical applications we are considering. While la-
tent variable models have been proposed to learn linear and
nonlinear spaces for Euclidean data, or geodesic subspaces
for manifold data, no intrinsic latent variable model exists
to learn nongeodesic subspaces for manifold data. This pa-
per fills this gap and formulates a Riemannian variational
autoencoder with an intrinsic generative model of manifold-
valued data. We evaluate its performances on synthetic and
real datasets by introducing the formalism of weighted Rie-
mannian submanifolds.
1. Introduction
Representation learning aims to transform data x into
a lower-dimensional variable z designed to be more effi-
cient for any downstream machine learning task, such as
exploratory analysis of clustering, among others. In this
paper, we focus on representation learning for manifold-
valued data that naturally arise in medical imaging. Func-
tional Magnetic Resonance Imaging (fMRI) data are of-
ten summarized into “brain connectomes”, that capture the
coactivation of brain regions of subjects performing a given
task (memorization, image recognition, or mixed gamble
task, for example). As correlation matrices, connectomes
belong to the cone of symmetric positive definite (SPD) ma-
trices. This cone can naturally be equipped with a Rieman-
nian manifold structure, which has shown to improve per-
formances on classification tasks [1]. Being able to learn
low-dimensional representations of connectomes within the
pre-specified SPD manifold is key to model the intrin-
sic variability across subjects, and tackle the question: do
brain connectomes from different subjects form a lower-
dimensional subspace within the manifold of correlation
matrices? If so, each subject’s connectome x can be rep-
resented by a latent variable z of lower dimension. An-
ticipating potential downstream medical tasks that predict
behavioral variables (such as measures of cognitive, emo-
tional, or sensory processes) from z, we seek a measure of
uncertainty associated with z. In other words, we are inter-
ested in a posterior in z given x.
While the literature for generative models capturing
lower-dimensional representations of Euclidean data is rich,
such methods are typically ill-suited to the analysis of
manifold-valued data. Can we yet conclude that lower-
dimensional representations within these manifolds are not
achievable? The aforementioned techniques are indeed re-
stricted in that: either (i) they do not leverage any geomet-
ric knowledge as to the known manifold to which the data,
such as the connectomes, belong; or (ii) they can only fit a
linear (or geodesic, i.e. the manifold equivalent of linear)
subspace to the data. In this paper, we focus on alternatives
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with a latent variable generative model that address (i) and
(ii).
1.1. Related Work
There is a rich body of literature on manifold learning
methods. We review here a few of them, which we evaluate
based on the following desiderata:
• Is the method applicable to manifold-valued data?
• For methods on Euclidean data: does the method learn
a linear or a nonlinear manifold, see Figure 1 (a, b)?
• For methods geared towards Riemannian manifolds:
does the method learn a geodesic (i.e. the manifold
equivalent of a linear subspace) - or a nongeodesic sub-
space, see Figure 1 (c, d)?
• Does the method come with a latent variable genera-
tive model?
(a) (b) (c) (d)
Figure 1. (a) Learning a 1D linear subspace in a 2D Euclidean
space; (b) Learning a geodesic in a 2D manifold (sphere); (c)
Learning a 1D nonlinear subspace in a 2D Euclidean space; (d)
Learning a nongeodesic 1D subspace in a 2D manifold (sphere).
1.1.1 Learning Linear and Geodesic Subspaces
Principal Component Analysis (PCA) [15] learns a lin-
ear subspace, while Probabilistic PCA (PPCA) and Factor
Analysis (FA) [25] achieve the same goal within a prob-
abilistic framework relying on a latent variable generative
mode; see Figure 1 (a). These techniques are based on vec-
tor space’s operations that make them unsuitable for data on
manifolds. As a consequence, researchers have developed
methods for manifold-valued data, which take into account
the geometric structure; see Figure 1 (b).
Principal Geodesic Analysis (PGA) [8, 23], tangent
PGA (tPGA) [8], Geodesic Principal Component Anal-
ysis (gPCA) [11], principal flows [14], barycentric sub-
spaces (BS) [17] learn variants of “geodesic” subspaces,
i.e. generalizations in manifolds of linear spaces in Eu-
clidean spaces. Probabilistic PGA [29] achieves the same
goal, while adding a latent variable model generating data
on a manifold.
However, these methods are restricted in the type of
submanifold that can be fitted to the data, either linear or
geodesic - a generalization of linear subspaces to mani-
folds. This restriction can be considered both a strength
and a weakness. While it protects from overfitting with a
submanifold that is too flexible, it also prevents the method
from capturing possibly nonlinear effects. With current
dataset sizes exploding (even within biomedical imaging
datasets which have been historically much smaller), it
seems that the investigation of flexible submanifold learn-
ing techniques takes on crucial importance.
1.1.2 Learning Non-Linear and Nongeodesic Sub-
spaces
While methods for learning nonlinear manifolds from Eu-
clidean data are numerous (see Figure 1 (c)), those provid-
ing a latent variable generative models are scarce. Kernel
PCA [21], multi-dimensional scaling and its variants [6, 3],
Isomap [24], Local Linear Embedding (LLE) [20], Lapla-
cian eigenmaps [2], Hessian LLE [7], Maximum variance
unfolding [28], and others, learn lower-dimensional repre-
sentations of data but do not provide a latent variable gen-
erative model, nor a parameterization of the recovered sub-
space.
In contrast, principal curves and surfaces (PS) [9] and
autoencoders fit a nonlinear manifold to the data, with an
explicit parameterization of this manifold. However, this
framework is not directly transferable to non-Euclidean data
and has been more recently generalized to principal curves
on Riemannian manifolds [10]. To our knowledge, this is
the only method for nongeodesic submanifold learning on
Riemannian manifolds (see Figure 1 (d)). A probabilistic
approach to principal curves was developed in [4] for the
Euclidean case, but not the manifold case. Similarly, varia-
tional autoencoders (VAEs) [12] were developed to provide
a latent variable generative model for autoencoders. How-
ever, they do not apply to manifold-valued data.
In order to create a latent variable generative model for
manifold-valued data, we can either generalize principal
curves on manifolds by adding a generative model or gen-
eralize VAEs for manifold-valued data. Principal curves re-
quire a parameterization of the curve that involves a dis-
crete set of points. As the number of points needed grows
exponentially with the dimension of the estimated surface,
scaling this method to high dimensional principal surfaces
becomes more difficult. As a consequence, we choose to
generalize VAEs to manifold-valued data. This paper intro-
duces Riemannian VAE, an intrinsic method that provides a
flexible generative model of the data on a pre-specified man-
ifold. We emphasize that our method does not amount to
embedding the manifold in a larger Euclidean space, train-
ing the VAE, and projecting back onto the original manifold
- a strategy that does not come with an intrinsic generative
model of the data. We implement and compare both meth-
ods in Section 6.
1.2. Contribution and Outline
This paper introduces the intrinsic Riemannian VAE, a
submanifold learning technique for manifold-valued data.
After briefly reviewing the (Euclidean) VAE, we present
our Riemannian generalization. We show how Rieman-
nian VAEs generalize both VAE and Probabilistic Principal
Geodesic Analysis. We provide theoretical results describ-
ing the family of submanifolds that can be learned by the
Riemannian method. To do so, we introduce the formal-
ism of weighted Riemannian submanifolds and associated
Wasserstein distances. This formalism also allows giving a
sense to the definition of consistency in the context of sub-
manifold learning. We use this to study the properties of
VAE and Riemannian VAE learning techniques, on theoret-
ical examples and synthetic datasets. Lastly, we deploy our
method on real data by applying it to the analysis of con-
nectome data.
2. Riemannian Variational Autoencoders
(rVAE)
2.1. Review of (Euclidean) VAE
We begin by setting the basis for variational autoen-
coders (VAEs) [12, 19]. Consider a dataset x1, ..., xn ∈
RD. A VAE models each data point xi as the realization
of a random variable Xi generated from a nonlinear prob-
abilistic model with lower-dimensional latent variable Zi
taking value in RL, where L < D, such as:
Xi = fθ(Zi) + i, (1)
where Zi ∼ N(0, IL) i.i.d. and i represents i.i.d. mea-
surement noise distributed as i ∼ N(0, σ2ID). The func-
tion fθ belongs to a family F of nonlinear generative mod-
els parameterized by θ, and is typically represented by a
neural network, called the decoder, such that: fθ(•) =
ΠKk=1g(wk • +bk) where Π represents the composition of
functions, K the number of layers, g an activation function,
and the wk, bk are the weights and biases of the layers. We
write: θ = {wk, bk}Kk=1. This model is illustrated on Fig-
ure 2.
The VAE pursues a double objective: (i) it learns the pa-
rameters θ of the generative model of the data; and (ii) it
learns an approximation qφ(z|x), within a variational fam-
ily Q parameterized by φ, of the posterior distribution of
the latent variables. The class of the generative model F
and the variational family Q are typically fixed, as part of
the design of the VAE architecture. The VAE achieves its
objective by maximizing the evidence lower bound (ELBO)
defined as:
L1(x, θ, φ) = Eqφ(z|x)
[
log
pθ(x, z)
qφ(z|x)
]
(2)
which can conveniently be rewritten as:
L1(x, θ, φ) = l(θ, x)− KL (qφ(z|x) ‖ pθ(z|x))
= Eqφ(z) [log pθ(x|z)]− KL (qφ(z|x) ‖ p(z))
= Lrec(x, θ, φ) + Lreg(x, φ),
where the termsLrec(x, θ, φ) andLreg(x, φ) are respectively
interpreted as a reconstruction objective and as a regularizer
to the prior on the latent variables.
From a geometric perspective, the VAE learns a manifold
Nˆ = Nθˆ = fθˆ(R
L) designed to estimate the true subman-
ifold of the data Nθ = fθ(RL). The approximate distribu-
tion qφ(z|x) can be seen as a (non-orthogonal) projection of
x on the subspace Nθˆ with associated uncertainty.
𝑓"(𝑧%)
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Figure 2. Generative model for the variational autoencoder with
latent space RL and data space RD . The latent variable zi is sam-
pled from a standard multivariate normal distribution on RL and
embedded into RD through the embedding fθ . The data xi is gen-
erated by addition of a multivariate isotropic Gaussian noise in
RD .
2.2. Riemannian VAE (rVAE)
We generalize the generative model of VAE for a dataset
x1, ..., xn on a Riemannian manifold M . We need to
adapt two aspects of the (Euclidean) VAE: the embedding
function fθ parameterizing the submanifold, and the noise
model on the manifold M . We refer to supplementary
materials for details on Riemannian geometry, specifically
the notions of Exponential map, Riemannian distance and
Fre´chet mean.
2.2.1 Embedding
Let µ ∈ M be a base point on the manifold. We con-
sider the family of functions fθ : RL 7→ RD ' TµM
that are parameterized by a fully connected neural net-
work of parameter θ, as in the VAE model. We define a
new family of functions with values on M , by considering:
fMµ,θ(•) = ExpM (µ, fθ(•)) as a embedding fromRL toRD,
where ExpM (µ, •) is the Riemannian exponential map of
M at µ.
2.2.2 Noise model
We generalize the Gaussian distribution from the VAE gen-
erative model, as we require a notion of distribution on
manifolds. There exist several generalizations of the Gaus-
sian distribution on Riemannian manifolds [16]. To have a
tractable expression to incorporate into our loss functions,
we consider the minimization of entropy characterization of
[16]:
p(x|µ, σ) = 1
C(µ, σ)
exp
(
−d(µ, x)
2
2σ2
)
, (3)
where C(µ, σ) is a normalization constant:
C(µ, σ) =
∫
M
exp
(
−d(µ, x)
2
2σ2
)
dM(x), (4)
and dM(x) refers to the volume element of the mani-
fold M at x. We call this distribution an (isotropic) Rie-
mannian Gaussian distribution, and use the notation x ∼
NM (µ, σ2ID). We note that this noise model could be re-
placed with a different distribution on the manifold M , for
example a generalization of a non-isotropic Gaussian noise
on M .
2.2.3 Generative model
We introduce the generative model of Riemannian VAE
(rVAE) for a dataset x1, ..., xn on a Riemannian manifold
M :
Xi|Zi = NM
(
ExpM (µ, fθ(Zi)), σ2
)
and Zi ∼ N(0, IL),
(5)
where fθ is represented by a neural network and allows
to represent possibly highly “non-geodesic” submanifolds.
This model is illustrated on Figure 3.
From a geometric perspective, fitting this model learns
a submanifold Nθˆ = Exp
M (µ, fθˆ(R
L)) designed to esti-
mate the true Nθ = ExpM (µ, fθ(RL)) in the manifold M .
The approximate distribution qφ(z|x) can be seen as a (non-
orthogonal) projection of x on the submanifold Nθˆ with as-
sociated uncertainty.
2.2.4 Link to VAE and PPGA
The rVAE model is a natural extension of both the VAE
and the Probabilistic PGA (PPGA) models. We recall that,
for M = RD, the Exponential map is an addition oper-
ation, ExpR
D
(µ, y) = µ + y. Furthermore, the Rieman-
nian Gaussian distribution reduces to a multivariate Gaus-
sian NR
D
(µ, σ2ID) = N(µ, σ2ID). Thus, the Riemannian
VAE model coincides with the VAE model when M = RD.
Furthermore, the Riemannian VAE model coincides with
𝑧+ ℝ( 𝑀
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Figure 3. Generative model for the Riemannian variational autoen-
coder with latent space RL and data space M . The latent variable
zi is sampled from a standard multivariate normal distribution on
RL and embedded into M through the embedding fµ,θ . The data
xi is generated by addition of a Riemannian multivariate isotropic
Gaussian noise in M .
the model of PPGA:
Xi|Zi ∼ NM
(
ExpM (µ,WZi), σ2
)
and Zi ∼ N(0, IL),
(6)
when the decoder is a linear neural network: fθ(z) = Wz
for z ∈ RL.
Inference in PPGA was originally introduced with a
Monte Carlo Expectation Maximization (MCEM) scheme
in [29]. In contrast, our approach fits the PPGA model with
variational inference, as we will see in Section 4. Varia-
tional inference methods being less accurate but faster than
Monte-Carlo approaches, our training procedure represents
an improvement in speed to the PPGA original inference
method, at the cost of some accuracy.
3. Expressiveness of rVAE
The Riemannian VAE model parameterizes an embed-
ded submanifoldN defined by a smooth embedding fMθ as:
N = fMθ (RL) = ExpM (µ, fθ(RL)), (7)
where fθ is the function represented by the neural net, with
a smooth activation function, and the parameter µ is ab-
sorbed in the notation θ in fMθ . The flexibility in the non-
linear function fθ allows rVAE to parameterize embedded
manifolds that are not necessarily geodesic at a point. A
question that naturally arises is the following: can rVAE
represent any smooth embedded submanifold N of M? We
give results, relying on the universality approximation the-
orems of neural networks, that describe the embedded sub-
manifolds that can be represented with rVAE.
3.1. Weighted Riemannian submanifolds
We introduce the notion of weighted submanifolds and
suggest the associated formalism of Wasserstein distances
to analyze dissimilarities between general submanifolds of
M and submanifolds of M parameterized by rVAE.
Definition 1 (Weighted (sub)manifold) Given a complete
N -dimensional Riemannian manifold (N, gN ) and a
smooth probability distribution ω : N → R, the weighted
manifold (N,ω) associated to N and ω is defined as the
triplet:
(M, gN , dν = ω.dN), (8)
where dN denotes the Riemannian volume element of N .
The Riemannian VAE framework parameterizes
weighted submanifold defined by:
Nθ : (f
M
θ (RL), gM , fMθ ∗N(0, IL)), (9)
so that the submanifold Nθ is modeled as a singular (in the
sense of the Riemannian measure of M ) probability den-
sity distribution with itself as support. The distribution is
associated with the embedding of the standard multivariate
Gaussian random variableZ ∼ N(0, IL) inM through fMθ .
3.2. Wasserstein distance on weighted submanifolds
We can measure distances between weighted subman-
ifolds through the Wasserstein distances associated with
their distributions.
Definition 2 (Wasserstein distance) The 2-Wasserstein
distance between probability measures ν1 and ν2 defined
on M , is defined as:
d2(ν1, ν2) =
(
inf
γ∈Γ(µ,ν)
∫
M×M
dM (x1, x2)
2dγ(z1, z2)
)1/2
(10)
where Γ(ν1, ν2) denotes the collection of all measures on
M ×M with marginals ν1 and ν2 on the first and second
factors respectively.
Wasserstein distances have been introduced previously
in the context of variational autoencoders with a different
purpose: [26] use the Wasserstein distance with any cost
function between the observed data distribution and the
learned distribution, penalized with a regularization term,
to train the neural network. In contrast, we use the Wasser-
stein distance with the square of the Riemannian distance
as the cost function to evaluate distances between subman-
ifolds. Therefore, we evaluate a distance between the data
distribution and the learned distribution before the addition
of the Gaussian noise. We do not use this distance to train
any model; we only use it as a performance measure.
3.3. Weighted submanifold approximation result
The following result describes the expressiveness of
rVAEs.
Proposition 1 Let (N, ν) be a weighted Riemannian sub-
manifold of M , embedded in a submanifold of M homeo-
morphic to RL for which there exists an embedding f that
verifies: ν = f ∗µT where µT is a truncated standard mul-
tivariate normal on RL. Let assume the existence of µ ∈M
such that N ⊂ V (µ), where V (µ) is the domain of bijec-
tion of the Riemannian exponential ofM at µ. Then, for any
0 <  < 1, there exists a Riemannian VAE with decoder fθ
parameterized by θ such that:
d2(N,Nθ) <  (11)
where d2 is the 2-Wasserstein distance for the weighted sub-
manifolds.
Proof 1 The proof is provided in the supplementary mate-
rials.
As Hadamard manifolds are homeomorphic to RL
through their Riemannian Exponential map, the assumption
N ⊂ V (µ) is always verified in their case. This suggests
that it can be better to equip a given manifold with a Rie-
mannian metric with negative curvature. In the case of the
space of SPD matrices in Section 7, we choose a metric with
negative curvature.
4. Learning and inference for rVAEs
We show how to train rVAE by performing learning and
inference in model (5).
4.1. Riemannian ELBO
As with VAE, we use stochastic gradient descent to max-
imize the ELBO:
L1(x, θ, φ) = Lrec(x, θ, φ) + Lreg(x, φ)
= Eqφ(z) [log pθ(x|z)]− KL (qφ(z|x) ‖ p(z))
where the reconstruction objective Lrec(x, θ, φ) and the reg-
ularizer Lreg(x, φ) are expressed using probability densities
from model (5), and a variational family chosen to be the
multivariate Gaussian:
qφ(z|x) = N(hφ(x), σ2φ(x)),
p(z) = N(0, IL),
p(x|z) = NM (ExpM (µ, fθ(Zi)), σ2ID).
The reconstruction term writes:
Lrec(x, θ, φ) =
∫
z
(
− logC(σ2, r(µ, z, θ))
− dM (x,Exp(µ, fθ(z)))
2
2σ2
)
qφ(z|x)dz,
while the regularizer is:
Lreg(x, φ) =
∫
z
log
qφ(z|x)
p(z)
qφ(z|x)dz
=
1
2
L∑
l=1
(
1 + log(σ
(i)
l )
2 − (µ(i)l )2 − (σ(i)l )2
)
,
where C is the normalization constant, that depends on
r(µ, z, θ), to the injectivity radius of the Exponential map
at the point Exp(µ, fθ(z)) [18]. We note that, although in
the initial formulation of the VAE, the σ depends on z and
θ and should be estimated during training, the implementa-
tions usually fix it and estimate it separately. We perform
the same strategy here. In practice, we use the package
geomstats [13] to plug-in the manifold of our choice
within the rVAE algorithm.
4.2. Approximation
To compute the ELBO, we need to perform an approxi-
mation as providing the exact value of the normalizing con-
stant C(σ2, r(µ, z, θ)) is not trivial. The constant C de-
pends on the σ2 and the geometric properties of the mani-
fold M , specifically the injectivity radius r at µ.
For Hadamard manifolds, the injectivity radius is con-
stant and equal to ∞, thus C = C(σ) depends only on
σ. As we do not train on σ, we can discard the constant
C in the loss function. For non-Hadamard manifolds, we
consider the following approximation of the C, that is inde-
pendent of the injectivity radius:
C =
1 +O(σ3) +O(σ/r)√
(2pi)Dσ2D
. (12)
This approximation is valid in regimes with σ2 low in com-
parison to the injectivity radius, in other words, when the
noise’s standard deviation is small in comparison to the dis-
tance to the cut locus from each of the points on the subman-
ifold. After this approximation, we can discard the constant
C from the ELBO as before.
4.3. An important remark
We highlight that our learning procedure does not boil
down to projecting the manifold-valued data onto some tan-
gent space of M and subsequently applying a Euclidean
VAE. Doing so would implicitly model the noise on the tan-
gent space as a Euclidean Gaussian, as shown in the supple-
mentary materials. Therefore, the noise would be modu-
lated by the curvature of the manifold. We believe that this
is an undesirable property, because it entangles the proba-
bility framework with the geometric prior, i.e. the random
effects with the underlying mathematical model.
5. Goodness of fit for submanifold learning
We consider the goodness of fit of rVAEs (and VAEs)
using the formalism of weighted submanifolds that we in-
troduced in Section 3. In other words, assuming that data
truly belong to a submanifold Nθ = fµ,θ(RL) and are gen-
erated with the rVAE model, we ask the question: how well
does rVAE estimate the true submanifold, in the sense of
the 2-Wasserstein distance? For simplicity, we consider that
rVAE is trained with a latent space RL of the true latent di-
mension L. Inspired by the literature of curve fitting [5],
we define the following notion of consistency for weighted
submanifolds.
Definition 3 (Statistical consistency) We call the estima-
tor Nθˆ of Nθ statistically consistent if:
plim
n→+∞
dW2(Nθˆ, Nθ) = 0. (13)
DenotingNθˆ the submanifold learned by rVAE, we want
to evaluate the function: d(n, σ) = dW2(Nθˆ, Nθ), for dif-
ferent values of n and σ, where θˆ depends on n and σ.
5.1. Statistical inconsistency on an example
We consider data generated with the model of probabilis-
tic PCA (PPCA) with µ = 0 [25], i.e. a special case of a
rVAE model:
Xi = wZi + i (14)
where: w ∈ RD×L, Z ∼ N(0, IL) i.i.d. and  ∼ N(0, ID)
i.i.d.. We train a rVAE, which is a VAE in this case, on data
generated by this model. We chose a variational family of
Gaussian distributions with variance equal to 1. Obviously,
this is not the learning procedure of choice in this situation.
We use it to illustrate the behavior of rVAEs and VAEs.
The caseD = 1 and L = 1 allows to perform all compu-
tations in closed forms (see supplementary materials). We
compute the distance between the true and learned subman-
ifold in terms of the 2-Wasserstein distance:
d2(νθ, νθˆ) = w −
√
σˆ2
2
− 1→ w −
√
w2 − 1
2
6= 0
where σˆ2 is the sample variance of the xi’s. We observe
that the 2-Wasserstein distance does not converge to 0 as
n → +∞ if w 6= 1 or −1. This is an example of statistical
inconsistency, in the sense that we defined in this section.
5.2. Experimental study of inconsistency
We further investigate the inconsistency with synthetic
experiments and consider the following three Riemannian
manifolds: the Euclidean space R2, the sphere S2 and the
hyperbolic plane H2. The definitions of these manifolds
are recalled in the supplementary materials. We consider
three Riemmanian VAE generative models respectively on
R2, S2 and H2, with functions fθ that are implemented
by a three layers fully connected neural network with soft-
plus activation. Figure 4 shows synthetic samples of size
n = 100 generated from each of these models. The true
weighted 1-dimensional submanifold corresponding to each
model is shown in light green.
For each manifold, we generate a series of datasets with
sample sizes n ∈ {10, 100} and noise standard deviation
Figure 4. Synthetic data on the manifolds R2 (left), S2 (center)
and H2 in its Poincare´ disk representation (right). The light green
represents the true weighted submanifold, the dark green points
represents data points generated with rVAE.
such that log σ2 ∈ {−6,−5,−4,−3,−2}. For each man-
ifold and each dataset, we train a rVAE with the same ar-
chitecture than the decoder that has generated the data, and
standard deviation fixed to a constant value.
Figure 5 shows the 2-Wasserstein distance between the
true and the learned weighted submanifold in each case,
as a function of σ, where different curves represent the
two different values of n. These plots confirm the statis-
tical inconsistency observed in the theoretical example. For
σ 6= 0,the VAE and the rVAE do not converge to the sub-
manifold that has generated the data as the sample size in-
creases. This observation should be taken into considera-
tion when these methods are used for manifold learning, i.e.
in a situation where the manifold itself is essential. Other
situations that use these methods only as a way to obtain
lower-dimensional codes may or may not be affected by this
observation.
Figure 5. Goodness of fit for submanifold learning using the 2-
Wasserstein distance. First column: R2; Second column: S2;
Third column: H2.
Additionally, we observe that this statistical inconsis-
tency translates into an asymptotic bias that leads rVAEs
and VAEs to estimate flat submanifolds, see Figure 6. We
provide an interpretation to a statement in [22], where the
authors compute the curvature of the submanifold learned
with a VAE on MNIST data and observe a “surprinsingly
little” curvature. Our experiments indicate that the true sub-
manifold possibly has some curvature, but that its estima-
tion does not because of noise regime around the subman-
ifold is “too high”. Interesting, this remark challenges the
very assumption of the existence of a submanifold: if the
noise around the manifold is large, does the manifold as-
sumption still hold?
Figure 6. True submanifold (light green) and data points (green)
generated for n = 10k and log σ2 = −2. Learned submanifold
(black). First column: R2; Second column: S2; Third column: H2
in its Poincare´ disk representation.
6. Comparison of rVAE with submanifold
learning methods
We perform experiments on simulated datasets to com-
pare the following submanifold learning methods: PGA,
VAE, rVAE, and VAE projected back on the pre-specified
manifold. We generate datasets on the sphere using
model (5) where the function fθ is a fully connected neu-
ral network with two layers, and softplus nonlinearity. The
latent space has dimension 1, and the inner layers have di-
mension 2. We consider different noise levels log σ2 =
{−10,−2,−1, 0} and sample sizes n ∈ {10k, 100k}.
We fit PGA using the tangent PCA approximation. The
architecture of each variational autoencoder - VAE, rVAE
and VAE projected - has the capability of recovering the true
underlying submanifold correctly. Details on the architec-
tures are provided in the supplementary materials. Figure 7
shows the goodness of fit of each submanifold learning pro-
cedure, in terms of the extrinsic 2-Wasserstein distance in
the ambient Euclidean space R3. The PGA is systemati-
cally off, as shown in the Figures from the supplementary
materials, therefore we did not include it in this plot.
We observe that rVAE outperforms the other submani-
fold learning methods. Its flexibility enables to outperforms
PGA, and its geometric prior allows to outperforms VAE.
It also outperforms the projected VAE, although the differ-
ence in performances is less significative. Projected VAEs
might be interesting for applications that do not require an
intrinsic probabilistic model on the Riemannian manifold.
7. Experiments on brain connectomes
In the last section, we turn to the question that has origi-
nated this study: do brain connectomes belong to a subman-
ifold of the SPD(N) manifold? We compare the methods of
PCA, PGA, VAE and rVAE on resting-state functional brain
connectome data from the “1200 Subjects release” of the
Human Connectome Project (HCP) [27]. We use n = 812
subjects each represented by a 15×15 connectome. Details
Figure 7. Quantitative comparison of the submanifold learning
methods using the 2-Wasserstein distance in the embedding space
R3. From left to right: ; quantitative comparison for n = 10k and
different values of σ; quantitative comparison for n = 100k and
different values of σ.
on the dataset are provided in the supplementary materials.
The VAE represents the brain connectomes as elements
x of the vector space of symmetric matrices and is trained
with the Frobenius metric. In contrast, the Riemannian VAE
represents the brain connectomes as elements x of the man-
ifold SPD(N), which we equip with the Riemannian Log-
Euclidean metric. We chose equivalent neural network ar-
chitectures for both models. Details on the architectures
and the training are provided in the supplementary materi-
als. We perform a grid search for the dimension of the latent
space over L ∈ {10, 20, 40, 60, 80, 100}. The latent dimen-
sion L controls the dimension of the learned submanifold,
as well as the model’s flexibility.
Figure 8. Cumulative sum of variance captured by the principal
components, for Principal Component Analysis (left) and Princi-
pal Geodesic Analysis (right).
Results from PCA and PGA do not reveal any lower-
dimensional subspace, see Figure 8. Figure 9 shows the
results of VAE and rVAE. Both methods use only 5 com-
ponents from their latent space, even when L is large. In
the ambient space, they do not capture more than 34% of
the variance. Future work will investigate if this represents
a feature of the connectomes space, truly equipped with a
5D nonlinear submanifold that represents %30 of the vari-
ability, or if this is a failure mode of the rvAE and VAE.
Figure 9. Cumulative sum of variance captured by the principal
components within the latent space, for the VAE (left); Right: Rie-
mannian VAE (right).
8. Conclusion
We introduced the Riemannian variational autoencoder
(rVAEs), which is an intrinsic generalization of VAE for
data on Riemannian manifolds and an extension of proba-
bilistic principal geodesic analysis (PPGA) to nongeodesic
submanifolds. The rVAE variational inference method
allows performing approximate, but faster, inference in
PPGA. We provided theoretical and experimental results on
rVAE using the formalism of weighted submanifold learn-
ing.
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