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Abstract 
Energy generation from biomass requires a nexus of different sources irrespective of origin. A 
detailed and scientific understanding of the class to which a biomass resource belongs is therefore 
highly essential for energy generation. An intelligent classification of biomass resources based on 
properties offers a high prospect in analytical, operational and strategic decision-making. This study 
proposes the  𝑘-Nearest Neighbour (𝑘-NN) classification model to classify biomass based on their 
properties. The study scientifically classified 214 biomass dataset obtained from several articles 
published in reputable journals. Four different values of 𝑘 (𝑘 = 1, 2,3,4) were experimented for 
various self normalizing distance functions and their results compared for effectiveness and efficiency 
in order to determine the optimal model. The 𝑘-NN model based on Mahalanobis distance function 
revealed a great accuracy at 𝑘 = 3 with Root Mean Squared Error (RMSE), Accuracy, Error, 
Sensitivity, Specificity, False positive rate, Kappa statistics  and Computation time (in seconds) of 
1.42, 0.703, 0.297, 0.580, 0.953, 0.047, 0.622, and 4.7 respectively. The authors concluded that 𝑘-NN 
based classification model is feasible and reliable for biomass classification. The implementation of 
this classification models shows that 𝑘-NN can serve as a handy tool for biomass resources 
classification irrespective of the sources and origins. 
Keywords: Biomass classification; Energy; 𝑘-NN classifier; Mahalanobis distance  
 
1 INTRODUCTION 
Having come to the end of Millennium Development Goals (MDGs), the United Nations (UN) 
general assembly adopted the 2030 Sustainable Development Goals (SGDs) in September 2015. 
Focussing on inclusive development, the new agenda emphasize a holistic approach to achieving 
sustainable development for all [1]. Incidentally, many of the proposed SDGs are dependent on 
biomass [2]. Goal 7, 9, 12 and 13 of the SDGs substantially speak to the need for alternative energy 
[1]. By insight into the SDGs, biomass stands as the main avenue through which massive renewable 
energy can be sustainably achieved in order to ensure access to affordable, reliable, and modern 
energy for all. This would inevitably culminate in action to combat climate change and its impacts by 
elevating the sustainable use of biomass resources, since the power generation from fossil fuel 
continues to raise environmental concerns. Biomass has been identified as the only alternative 
naturally occurring fossil fuel substitute both regarding carbon content and the available quantity [3]. 
In 2013, 462 TWh of electricity was produced globally from biomass [4]. Ever since then, the global 
consumption of biofuel sourced from biomass has been on the increase, and this trend promises to 
continue as long as major issues surrounding the exploration of bioenergy is frontally addressed. In 
the future, biomass energy has the potential to provide cost-effective and sustainable energy supply to 
the population in the developing countries [5, 6]. There is an abundant supply of biomass feedstocks 
which can be converted to biofuels. These feedstocks include; agricultural crops, residues, forest 
products, energy crops and algae biomass. Municipal Solid Waste (MSW) is also gaining attention as 
a viable source of biofuel [7, 8]. 
There is a consensus that biomass fuel is a renewable energy resource, but lack of widely accepted 
terminology, classification metrics, and global standard lead to some serious misconception during the 
investigations. The main concerns surrounding biomass exploration are related to how to extend and 
improve the basic understanding of the composition and properties of biomass and also to profitably 
apply this knowledge in the interest of environmental safety [9]. The knowledge of the proximate 
properties of biomass and their classification are essential in their selection as an energy feedstock 
[10]. Among several classification criteria which have been adopted in the classification of biomass 
feedstock, the most prominent is based on origin and properties [11, 12]. There is no known scientific 
classification method based on artificial intelligence to the best of the authors’ knowledge. Since 
energy generation from biomass often requires a nexus of different sources, a detailed and scientific 
understanding of the class to which a biomass resource belongs is highly essential. An intelligent 
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classification of biomass resources based on proximate properties of biomass feedstock offers a high 
prospect in analytical, operational and strategic decision-making. 
Artificial intelligence has opened a new page in the field of data analysis. Machine learning has been 
applied to several processes, which include data mining and data analysis [13-18] related to supply 
chain management [19, 20], biomass elemental composition [21], municipal solid waste management 
[22-24], energy consumption prediction [25] and so on. One of the primary objectives of data mining 
is classification. It is a form of predictive modelling which defines groups within the entire 
population. The process of classification focusses on finding a model which describes a data class. 
The aim of classification is to use the derived function to predict the group to which a data point 
belongs using an unknown class label. By using the classification technique, one can learn the rules 
that form categories of data [26]. Data classification has been applied in several fields such as; 
medicine, credit ranking, customer behaviour, and strategic management [27].  Some of the artificial 
intelligent-based techniques which has been applied in the classification of various data are; Bayesian 
classifier, Ensemble classifier, Artificial Neural Network (ANN), k-Nearest Neighbour (𝑘-NN), 
Support Vector Machine, SVM [14, 28]. The 𝑘-NN is a common instance-based learning algorithm, 
which is used to classify an unknown object by ranking the objects neighbour amidst the training data. 
The result of this then intelligently predicts the class of the new objects. The k in 𝑘-NN  is a pointer to 
the number of proximate neighbours which are been evaluated in order to determine the class to 
which a dataset belongs [26, 29]. Apart from its simplicity, 𝑘-NN has proven to be an effective and 
efficient algorithm used in solving several real-life classification problems with good generalization 
and accuracy [30]. 𝑘-NN  has been appraised as a transparent machine learning method with high 
predictive ability, even with little or no prior information about the data distribution [15, 31]. 𝑘-NN 
stands out as a data mining method of choice for several classification problems due to its notable 
advantages, which competitively edge-out other methods. Some of its advantages include [31];  
i. Ability to handle training data that are too large to fit in-memory,  
ii. It can measure the similarities between training tuples and test tuples without prior knowledge 
about data distribution,  
iii. Reduction of error due to the inaccurate assumption. 
iv. Lower computation time and high prediction accuracy.  
The literature review has highlighted the success of 𝑘-NN in the classification of data for several 
applications [15, 17, 31, 32].  
This study proposes a proof of concept for the classification of biomass based on the traditional 
classification of properties as proposed by Khan et al. [11] using  𝑘-NN  classification algorithm. The 
research seeks to innovate a consistent, flexible, direct and easy to implement classification method 
for biomass properties. Identifying biomass classes is very vital to understanding the mechanism 
which lead to the varying biomass feedstock behaviour and for an improved prediction of biomass 
properties [33, 34]. This will engender an informed decision making about biomass resources 
management and feedstock production for industrial utilization especially as related to energy 
generation. Also, power plant developers will be enabled to ascertain the quality of the feedstock 
coming from various supply chain. Another objective of this study is to extend the boundary of 
knowledge in terms of biomass selection decision towards the hybridization of biomass sources for 
energy generation. 
 
2 LITERATURE SURVEY 
The application of 𝑘-NN  as a machine learning approach spans more than 50 years [35]. Although 𝑘-
NN was believed to have been introduced in 1951 in an unpublished medicine report, it did not gain 
much traction until 1960. Ever since then, it has become a renowned pattern recognition and 
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classification technique [26, 36]. 𝑘-NN has been widely applied to various classification and data 
recognition problems in several studies. Different k-values, distance metrics, and types of data have 
been applied.  
Chomboon et al., [37] evaluated the performance of 𝑘-NN classification algorithm using 11 distance 
functions which are; Euclidean, Chebyshev, Cosine, Hamming, Jaccard, Spearman, Standardized, 
Manhattan, Minkowski, Mahalanobis, and Correlation. Hypothetic data which were generated by 
MATLAB were divided in ratio 70 % training set and 30 % testing set. There was a similarity in the 
accuracy obtained from Euclidean, Standardized, Chebyshev, Manhattan, Minkowski, Mahalanobis. 
Also, the models based on these distances performed better than other evaluated distance measures. 
Using the Knowledge Discovery in Databases, KDD dataset obtained from Tavallaee et al., [38] , 
Punam and Nitin [39] analysed the performance of 𝑘-NN  algorithm. They considered Chebychev, 
Euclidean, Manhattan as the measures of distance. The numerical dataset contains 41 features and two 
classes. Accuracy, sensitivity, specificity was used for the performance assessment for each distance 
measure. The result obtained showed that Manhattan distance performed better than the other 
evaluated distance measures with an accuracy, sensitivity, specificity of 97.8 %, 96.8 %, and 98.35 % 
respectively. 
In the medical field, three different kinds of medical dataset obtained by Hu et al., [40] were analysed 
in order to explain the effect of distance metrics on the 𝑘-NN  model. The dataset is made of 
categorical, numerical and mixed types of data which were collected from the University of 
California, Irvine UCI machine learning archive. Training and testing datasets were 90 % and 10 % 
respectively. The k values ranging from 1 to 15 were applied to four distance measures which are 
Euclidean, Chi-square, Cosine, Minkowski. The lowest accuracy was reported for Minkowski, 
Euclidean, and Cosine distance measures over the mixed type of datasets. Meanwhile, Chi-square 
distance metrics performed best for all types of dataset. 
Todeschini et al., [41, 42] evaluated the performance of 𝑘-NN  classifier for eighteen different 
distance metrics using eight datasets. The distance measures evaluated are; Lagrange, Mahalanobis, 
Bhattacharyya, Canberra, Wave edge, Contracted Jaccard, Jaccard, Euclidean, Lance-William, 
Soergel, Clark, Cosine, and Correlation, and four locally centred Mahalanobis. The results showed 
that Manhattan, Euclidean, Soergel, Contracted Jaccard and Lance -Williams distance metrics give the 
highest accuracy.  
Gjertsen [43] developed a multi-source forest inventory (MSFI) technique based on 𝑘-NN  field plot 
from Norwegian National Forest Inventory (NFI), land cover maps, and satellite image data. The 
relationship between the spectral bands and the forest variables showed a low level of association. 
Xingjie et al., [44] applied 𝑘-NN to reconstruct the position of the control rod in form of an integer 
using Minkowski distance measure. The result of this simulation showed that the 𝑘-NN method can 
accurately reconstruct the position of control rod from the fixed in-core neutron detector. Table 1 
shows some studies which have applied Mahalanobis distance function and the optimum accuracy that 
was obtained. 
Table 1. Some studies that applied Mahalanobis Distance to K-NN 
Ref Author K range Mahalanobis 
Distance 
Accuracy 
[45] Prasath et al. 1 0.8113 
[37] Chomboon et al. 8 0.900 
[43] Gjertsen et al. 1-20 0.631 
[44] Xingjie et al. 1-40 0.43 
[46] Joshi A, Mehta 5-25 0.9529 
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2.1 Biomass classification 
The energy conversion process selection has made the study of the classification of biomass material, 
which can fit as feedstock very important. Some of the properties of the biomass which have been 
discussed in the literature are thermal properties, elemental composition, proximate properties, 
structural properties, and chemical properties [47-51] These properties vary with the type of biomass, 
part of biomass plant and the species [52], growth process and growing conditions, geographical 
location, climate and seasons, soil types, water, nutrients and soil pH, age of plant, presence of 
pollutants and contaminants and the proximity to the pollutants, breeding efforts, harvesting time and 
technique [33, 34, 53], transport and storage condition, mixing of biomass from multiple sources, pre-
treatment, post processing and so on [12, 53, 54]. In view of this diversity, a classification which 
eases the process of prediction of the properties of biomass is very vital. Khan et al., [11] proposed 
that biomass should be classified into two classes based on; origin and properties. These have been 
discussed in [49, 50, 55] and it is outlined in Figure 1. Also, Tao et al. [33, 34] synthesizes biomass 
properties based on the energy properties [33] and ash elements [34] using principal component 
analysis, though there were no detailed discussion on the performance of this model based on the 
known standard classification metrics. Most recently, Mimi et al. [56] analysed several agro-waste 
samples which were derived from eastern china using principal component analysis (PCA). The 
present study presents an intelligent model for the classification of biomass which has been sorted into 
eight classes as shown in Table 2 and further discussed in section 3.1. 
 
 
Figure 1. Biomass classification [11, 12] 
3 METHODOLOGY 
The essence of the classification is to apply the algorithm to information which comes from a known 
data source. This means that the class to which a data belong is evaluated as an input, from which it is 
transferred to higher dimensional space. In this new environment, the data is grouped with distance 
function based on the 𝑘-NN algorithm. Therefore, the data is classified into new groups to reflect the 
behaviour of the algorithm. 
3.1 Data collection and classification 
A total of 214 biomasses gathered from several trusted literature were first sorted based on properties 
and origin as proposed by Khan et al., [11] the two categories were further sorted into eight classes. 
Class I consists of energy grasses and their parts ( leaves and fibrous materials), class II consists of 
fruit residues and related plants,  class III is the most diverse and it consist of wood, wood chips and 
pruning. Class IV is made of food crop residue, class V consist of biomass which were reported to 
have been subjected to pelletization process, since literature has shown that this process may 
substantially affect the properties of biomass due to the force of compaction [57, 58]. Class VI is 
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made of milling industry waste, class VII is an assortment of refuse and solid waste of municipal 
sources ( MSW), this was sorted into a class due to their unpredictability and diverse composition 
[59]. Lastly, class VIII is made of biochar. The properties of biomass feedstocks were extracted from 
Jigisha et al., [60, 61] and Nhuchhen et al., [62]. To this end, 70 % of the whole dataset was used to 
train the model, while 30 % new dataset was used for model testing. The testing phase was meant to 
determine the capability of the 𝑘-NN model to generalize the classification of new biomass dataset. In 
order to address the detrimental consequence of overfitting, a stopping criterion was set. The network 
training stops automatically when the error reaches a stall value where significant reduction is not 
experienced. 
Table 2.  Classification of biomass 
 
 
 
 
 
 
 
 
 
 
 
3.2 Self-normalizing distance metrics 
The performance of 𝑘-NN is substantially influenced by the selection of distance function [37, 39, 
40]. However, different distance functions have different features. Several distance metrics have been 
applied as reported in section 2. There is a need to determine the distance function which produce the 
optimal result when applied to K-NN classifiers. Although several researches have shown that 
Euclidean distance function is most commonly used of distance metrics [63-65], Cover and Hart [29] 
posited that various distance functions can be tested to determine the optimal. Distance functions must 
be carefully selected in order to guarantee high accuracy of the classifier. For this intent, it is highly 
important to have distance metrics which capture the real behaviour of the biomass data. This study 
focuses on the self-normalizing distance metric, since it rules out the need for pre-normalisation 
which may be needed to eliminate data redundancy. There is no need to normalize the data, provided 
that the rounding errors used in inverting the covariance matrix are kept under control [66, 67].  This 
study evaluates the performance of Minkowski, Manhattan (city block), Euclidean and Mahalanobis 
distance functions applied to k-NN algorithms, therefore these distance functions are discussed as 
follows: 
Classification Number of biomass samples Classification based on Properties 
I 43 Grasses/leaves/fibrous materials 
II 38 Fruit residue—pit/shells/seeds 
III 65 Wood and chips-barks/pruning/ wood/woodchips 
IV 30 Food crop residue-Cob/hull/husk/ dust/ straws/stalks 
V 5 Pelletized biomaterials 
VI 7 Milling industry waste 
VII 14 Refuse/MSW 
VIII 12 Biomass chars 
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3.2.1 Minkowski distance function 
Minkowski distance function is a metric which is in a vector space on which a norm is defined. It 
measures the geometric distance between two inputs using a variable scaling factor p. It can be 
calculated as follows; 
𝑀𝐾(𝑥,𝑦) = ���𝑋𝑗 − 𝑌𝑗�𝑝𝑛
𝑗=1
𝑝
 
(1) 
Minkowski distance function can be manipulated to estimate the distance between two datapoints 
using different values of scaling factor p. For instance, when p=1, Manhattan distance is obtained, and 
when p=2 Euclidean distance is produced. These are discussed and formulated as follows: 
 
 
3.2.2 Euclidean distance function 
The Euclidean distance (EUD) is the real distance between two points that are connected by straight 
line. If  𝑥 = {𝑋1, … ,𝑋𝑛} and 𝑦 = {𝑌1, … ,𝑌𝑛} in an n-dimensional space, the Euclidean distance is 
given as; 
𝐸𝑈𝐷(𝑥,𝑦) = ���𝑋𝑗 − 𝑌𝑗�2𝑛
𝑗=1
 
(2) 
3.2.3 Manhattan distance function 
It is also called rectilinear distance, city block distance, or taxicab metrics. Manhattan distance 
function (MN) computes the distance between two data point following a grid-like path. It is also 
defined as the sum of the lengths of the projections of the line segment between the points onto the 
coordinate axes. If  𝑥 = {𝑋1, … ,𝑋𝑛} and 𝑦 = {𝑌1, … ,𝑌𝑛} in an n-dimensional space, the Manhattan 
distance is given as; 
𝑀𝑁(𝑥,𝑦) = ��𝑋𝑗 − 𝑌𝑗�𝑛
𝑗=1
 
(3) 
 
3.2.4 Mahalanobis Distance Function 
The Mahalanobis metrics (DM) can be defined as the distance between an observation and the centre 
of each data group in an n-dimensional space defined by n variables and their covariances. For some 
classifications, Mahalanobis distance proved to be more efficient [68]. The problem of scale and 
correlation, which are associated with Euclidean distance function has been sufficiently addressed by 
Mahalanobis distance since it assumes an anisotropic gaussian distribution [69]. It does not depend on 
the unit of measurements of dataset [70]. It measures the separation of two groups of samples. It 
differs from Euclidean distance in that it takes into account the correlations of the data set and is 
scale-invariant [71]. Therefore, it is also called statistical distance [68], hence its relative advantage. 
Suppose we have two groups with means 𝑋�𝑗  and 𝑋�𝑘, Mahalanobis distance function, 𝐷𝑀, is given by: 
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𝐷𝑀(𝑋�𝑗,𝑋�𝑘) = ��𝑋�𝑗 − 𝑋�𝑘�𝑇𝑆−1�𝑋�𝑗 − 𝑋�𝑘� (4) 
 
where 𝑆−1 is an inverse pooled covariance matrix S between 𝑋�𝑗𝑎𝑛𝑑 𝑋�𝑘. This matrix is computed 
using weighted average of covariance matrices of both groups. 
3.3 Modelling and Classification Algorithms 
Based on the observation, a discrete class labels for an unclassified data can be achieved. Let  
�(𝑥1,𝑦1) … . �𝑥𝑁,𝑦𝑁�� represent the biomass dataset of 𝑞-dimension such that 𝑋 = {𝑥}𝑖=1𝑁 ⊂ ℝ. and 
the corresponding traditional class label based on properties Y where 𝑌 = {𝑦}𝑖=1𝑁 ⊂ ℝ. The objective 
of the classification is to learn a model 𝑔 such that a class label 𝑦′ is predicted for an unknown pattern 
𝑥′. 
For a binary classifier, 𝑘-NN can be expressed as: 
 
𝑔𝐾𝑁𝑁 =
⎩
⎪
⎨
⎪
⎧ 1   𝑖𝑓 � 𝑦𝑖
𝑖 ∈𝑁𝐾(𝑥′) ≥ 0
−1   𝑖𝑓 � 𝑦𝑖
𝑖 ∈𝑁𝐾(𝑥′) < 0 
 
(5) 
 
For an instance of a multiclass classification, given an unknown pattern 𝑥′, 𝑘-NN predicts the class 
label of the majority of k nearest pattern in data space such that: 
 
𝑔𝐾−𝑁𝑁 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑦∈𝑌 ∑ 𝐿(𝑦𝑖 = 𝑦𝑖∈𝑁𝐾(𝑥′ ) ) 
 (6) 
 
It must be noted that the choice of k defines the locality of estimation in 𝑘-NN  [40, 44, 72]. 
Therefore, the choice of k must be done carefully to avoid overfitting and underfitting of the dataset. 
Thus, several k values ranging from equations 1 to 4 were tested in this model. The distance weighted 
𝑘-NN approach was experimented for different value of k in the biomass dataset. The selection of the 
optimum k was based on the minimum error rate. 
 
3.4 The Model Algorithm  
The realization of the algorithm which is used for biomass classification was achieved with MATLAB 
2015 software installed on a desktop computer workstation with configuration 64 bits, 32GB RAM 
Intel (R) Core (TM) i7 5960X. The modelling steps involved in the formulation of the algorithm for 
the classification model for biomass properties based on 𝑘-NN is as highlighted: 
Input parameter:  
Biomass samples, q = 214 from various sources and with proximate properties. 
Target output:  
Biomass classification comprising eight classes (I, II, III, IV, V, VI, VII, VIII). 
 
Start 
 
Step 1: Initialization 
Assigning of values and normalization of data matrix. 
Step 2: Data Division  
Division of dataset as 70% training and 30% testing data respectively. 
Step 3: Training 
Assigning of new label to an individual data point based on its k nearest neighbours. 
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Step 4: If any of the labels changed go to step 3 otherwise, proceed to step 5. 
 
Step 5: Prediction   
Assign labels to test data based on its k nearest neighbour. 
Step 6: Forecast Comparison  
Compare the predicted labels with actual labels and determine the error rate. 
Step 7: Change the test set and go to step 3 
 
Step 8. Determine the mean error rate after the stopping criterion is fulfilled. 
 
End  
 
 
3.5 Model Performance Assessment 
The model evaluation was based on Root Mean Square Error (RMSE) and some classification 
based metrics which applies confusion matrix [73, 74]. These include Accuracy (Acc), Error ( 
ERR), Specificity (TNR), Sensitivity (TPR), False positive rate ( FPR) and Kappa statistics. The 
choice of RMSE is based on its use in numerous studies as an effective means of determining the 
eligibility of the model for prediction. Computation Time (CT) was also used to determine the rate 
of convergent of the iteration and the speed at which the computation is achieved. Given that 𝑦𝑘 
and 𝑦𝑘�  for k=1,2,3…n is the predicted and observed biomass value respectively, the performance 
of the classification model was determined using the following measures:  
Root Mean square Error (RMSE): 
𝑅𝑀𝑆𝐸 =  �∑ [𝑦𝑘 −  𝑦𝑘�]𝑁𝑘=1
𝑁
                                                                                                   (7) 
Accuracy (Acc) 
It is one the most commonly used measure of the performance of a classification model. It is the ratio 
between correctly classified data to the overall dataset. It is used to analyse and compare the quality of 
the classification. Under real life scenario, the cost of misclassification does vary, therefore, the level 
of accuracy required depend on the severity of the consequence or the impact of misclassification.                𝐴𝑐𝑐 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁                                                                (8)  
 
Error rate (ERR) 
It is a complement of accuracy which represent the misclassification rate or the amount of data that 
are not correctly classified.        𝐸𝑅𝑅 = 1 − 𝐴𝑐𝑐 = 𝐹𝑃 + 𝐹𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁                                                                     (9)  
 
Sensitivity (𝑇𝑃𝑅) 
It is also known as True positive rate (TPR), hit rate or recall. It is the ratio of number of positive and 
correctly classified samples to the overall number of positive samples. In this case, it the number of 
positive correctly predicted biomass samples in a class to the total number of biomass samples in that 
class. It is given as follows; 
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      𝑇𝑃𝑅 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁                                                                    (10)  
 
Specificity (𝑇𝑁𝑅) 
It is also called True negative rate ( TNR),or inverse recall and it is expressed as the ratio of correctly 
classified negative samples to the overall number of negative samples. In this case, it is the number of 
negative correctly predicted biomass samples in a class to the total number of biomass samples which 
are not supposed to be within that class. It is given as follows;       𝑇𝑁𝑅 = 𝑇𝑁
𝐹𝑃 + 𝑇𝑁                                                                    (11)  
 
 
 
 
 
False positive rate (FPR) 
It is also known as fallout and it is defined as the ratio of  incorrectly classified negative samples to 
the total number of negative samples. This performance  metrics complements the specificity.       𝐹𝑃𝑅 = 1 − 𝑇𝑁𝑅 = 𝐹𝑃
𝑇𝑁 + 𝐹𝑃                                                                     (12)  
 
Kappa statistic s(𝜅) 
It is a measure of the true agreement that is achieved beyond that which is achieved by chance. This 
metric is applied to report the quantitative measure of agreement between different observations. 
Kappa statistics can be applied to binary or multiclass classification problems. It is given as; 
       𝜅 = 𝑃𝑜 − 𝑃𝑐1− 𝑃𝑐                                                                      (13)  
 
Where 𝑃𝑜 is the proportion of observed agreement and 𝑃𝑐 is the proportion of agreement obtained 
by chance. The common referenced scale for the interpretation of kappa result is given by Landis 
and Koch [75] and it is shown in Table 3. Kappa value of 1 means there is a perfect agreement 
between the observations while a kappa value of 0 means there is no agreement. Although this 
scale may not be absolute as it was not supported by any empirical evidence, it has been applied in 
several studies and in different fields especially in medical science [76-79]. 
Table 3: Reference scale for kappa 
Kappa Agreement < 𝟎 Less than chance agreement 
or poor agreement 
𝟎.𝟎𝟏 − 𝟎.𝟐 Slight agreement 
0.21-0.4 Fair agreement 
0.41-0.6 Moderate agreement 
0.61-0.8 Substantial agreement 
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0.81-0.99 Almost perfect agreement 
Source [75] 
 
4. RESULTS AND DISCUSSIONS 
The proposed 𝑘-NN method employs the 70 % of the biomass dataset as the training data. The 
training data was fed into the model to determine its classification ability, for k ranging from 1 to 4 
based on same set of data. This was done since different value of k produces different error rates and 
accuracy. All the performance assessment methods were computed from confusion matrix [73, 74] 
which were coded in MATLAB environment. 
4.1 Evaluation of Self normalizing metrics 
Figure 2 and Figure 3 show the overall classification accuracy for Minkowski, Manhattan, Euclidean 
and Mahalanobis distance functions based on k ranging from 1 to 4 for training and testing data 
respectively. Expectedly the error rate at k=1 is close to zero (ERR=0.067) for training data which 
means the accuracy of the model is approximately 100 %. This is because, for any given training data, 
its nearest neighbour will always be itself. This implies that there is almost around zero distance 
between a given data point and its neighbour. Had it been the accuracy of the validation curve follow 
similar pattern, the choice of k would have unarguably become 1. Another consequence of k=1 is an 
instance of boundary overfitting. That is what make the error rate to reach a minimum value and 
subsequently increase with increase in k value. Therefore, it would be wrong to assume that k=1 gives 
the optimal model. 
It is observed that the accuracy of the Euclidean and Minkowski distance metrics were the same at 
both training and testing phase. This agrees with Chomboon et al. [37] regarding the similarity of 
accuracy obtained for Euclidean and Minkowski distance metrics based on their hypothetical data. 
The result obtained for this two were closely followed by Manhattan though with a slight margin. 
Based on the evaluated performance indices, optimum K value were obtained at k=3 for all distance 
metrics. Therefore, the RMSE, for all distance metric were presented in Figure 4. Mahalanobis 
function shown the most obvious difference with higher accuracy (73 % and 70.3 % for training and 
testing respectively) and the least RMSE (1.547 and 1.42 for training and testing respectively) 
compared to all other metrics which were investigated. In view of this, further discussion is based on 
Mahalanobis distance function since it produced the optimal performance of all the metrics.  
  
Figure 2:Comparison of classification accuracy for various distance metrics at training stage 
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Figure 3: Comparison of classification accuracy for various distance metrics at testing stage 
 
 
 
Figure 4:Optimim K value for different distance functions 
 
4.2 Classification of Biomass based on optimum distance function 
As stated in the previous section, Mahalanobis distance function produced the optimal performance 
based on various metrics investigated. In order to determine the optimal value of k, validation error 
and training error as defined by RMSE was plotted against k values as shown in Figure 5. It is noted 
that the optimum k value on the validation dataset coincides with the turning point on the training data 
curve which lies between the K values of 2 and 3. The k which gives the minimum RMSE on the 
validation curve is taken as the optimum k value which in this case is k =3, and it is considered for all 
predictions. 
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Figure 5:Optimum value of K for Mahalanobis function 
With k=3 identified as the optimal k value, the trained model was first subjected to the same training 
data comprising 150 biomass datasets. As observed in Figure 6, the biomass samples in Class I, II, III, 
IV, V, VII, VIII yielded good prediction relative to the experimental biomass classes. In contrast, the 
biomass in class VI were poorly predicted. This may be due to sparse data which were in that class 
[80, 81]. For model evaluation with new datasets, a biomass dataset consisting of 64 new data that 
have not been previously applied during the training phase were utilized. As shown in Figure 7, the 
testing phase reflects the actual biomass classification. The 33 % of class VII were poorly classified 
while 18 % of the data in class VIII was wrongly predicted. The effectiveness of the classification 
process for these classes may be improved by introducing a larger dataset comprising nearly same 
number of datasets from all biomass classes. Interestingly, the agreement between the predicted value 
and actual biomass class which were correctly classified is very satisfactory. The biomass classes 
which were largely represented in the database produced better classification (classes I II and III). 
This means that the classification model may improve with larger dataset having more evenly 
distributed biomass feedstock in different classes [80]. 
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Figure 6: Prediction for Mahalanobis function based on the optimum training dataset at  k=3 
 
Figure 7:Prediction for Mahalanobis function based on the optimum test dataset at  k=3 
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Figure 8 shows the percentage of biomass samples in each class based on the data applied at model 
validation stage. The result shows that the test sample was divided into seven distinct classes with I, 
II, III, IV, VI VII, VII been 26.6 %, 26.6 %, 29.7 %, 6.2 %, 1.6 %, 6.2 %, and 3.1 % respectively. 
Overall, Class III account for 29.7 % of biomass samples predicted in the classification while no 
sample was classified in class V. The poor prediction of class V maybe due to small data size 
associated with the class or the presence of outliers [82]. Shahshahani and Landgrebe [83] and Perez-
Ortiz et al. [84] emphasized that when the dataset in a class is small, the classification result may not 
be satisfactory for that class.  
The implication of these classification is that the model can aggregate the biomass feedstock based on 
the fuel properties and sources. The prominence of the feedstock is Class I to III suggests the relative 
importance of biomass residue in energy generation from biomass. Most agricultural processes 
produce some level of waste which can be applied in renewable energy generation through various 
conversion processes [53, 85-87]. 
 
Figure 8:Percentage biomass classification 
 
4.3 Measurement of model accuracy 
Statistical evaluation and measure of computational time of the model training and testing phases 
gave the results presented in Table 2 and 3. The accuracy of the model was solely based on the 
statistical performance which are relevant to classification models since there is no known article in 
the literature which has utilized 𝑘-NN for the classification of biomass feedstock. The RMSE, 
Accuracy, misclassification, Sensitivity, Specificity, and FPR are reported in table 2 and 3. As 
previously stated, the optimum RMSE and accuracy were obtained at k =3.  In overall, 70 % of the 
feedstock were correctly classified at the validation stage. FPR value of 0.047 at k =3 implies that 
there is 4.7 % chance that the model will misclassify the class, hence as the FPR increases, the 
accuracy of the model decreases. Also, Kappa statistics was used to measure the level of agreement 
between the observed number of biomass feedstock in a class and the number that were predicted for 
that class. Kappa value of 0.62 on the scale of 0 to 1 [75] suggest that there is substantial agreement 
between the actual classes and the predicted classes. This further lend a credence to the accuracy of 70 
% which was obtained. The rate of convergence of the model was determined from the computation 
time. It was observed that the computational time decreases with increase in k -value. 
Table 4:Training error assessment for different k values 
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 k=1 k =2 k =3 k =4 
RMSE 0.845 1.534 1.547 1.734 
Accuracy 0.933 0.693 0.720 0.607 
Error 0.067 0.307 0.280 0.393 
Sensitivity 0.910 0.600 0.685 0.496 
Specificity 0.990 0.948 0.956 0.938 
FPR 0.010 0.052 0.044 0.062 
Kappa 0.695 0.357 0.414 0.444 
 
 
 
 
Table 5:Testing error assessment for different k values 
 k=1 k =2 k =3 k =4 
RMSE 1.639 1.798 1.420 0.000 
Accuracy 0.703 0.656 0.703 0.359 
Error 0.438 0.594 0.297 0.641 
Sensitivity 0.491 0.293 0.580 0.274 
Specificity 0.931 0.909 0.953 0.898 
FPR 0.069 0.091 0.047 0.102 
Kappa 0.500 0.632 0.622 0.659 
CT(s) 7.73 5.9 4.7 4.3 
 
 
5. CONCLUSIONS 
In this study, we have presented a novel approach to the classification of biomass feedstock. Our 
model is a proof of concept and a prototype of idea for using scientific methods such as 𝑘-NN in the 
classification of biomass data. The developed biomass classification model was assessed using some 
statistical parameters. The model developed was tested with new 64 data sets. Further studies should 
be conducted with larger biomass data which sufficiently cover all the biomass classes identified in 
this study. Also, other data mining techniques can be explored. This will enable more efficient 
classification, which could assist in the hybridization of biomass sources for energy generation. The 
model produced can effectively assist in the assortment of different biomass resources. This model 
will assist the power plant design engineers in deciding the biomass which can be combined for 
energy generation purpose. 
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