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Abstract
In this paper we construct multivariate tight wavelet frame decompositions for scalar and vector subdivision schemes with
nonnegative masks. The constructed frame generators have one vanishing moment and are obtained by factorizing certain positive
semi-definite matrices. The construction is local and allows us to obtain framelets even in the vicinity of irregular vertices.
Constructing tight frames, instead of wavelet bases, we avoid extra computations of the dual masks. In addition, the frame
decomposition algorithm is stable as the discrete frame transform is an isometry on `2, if the data are properly normalized.
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1. Introduction
The objective of this paper is the construction of multivariate tight frame decompositions for scalar and vector
subdivision schemes using the local factorization method in [1]. This method is applicable if the mask of the
subdivision scheme is nonnegative. The locality of the matrix factorizations in [1] allows us to obtain framelets even
in the vicinity of irregular vertices.
The motivation for this paper comes from several constructions of wavelet decompositions for subdivision surfaces,
see e.g. [6,7,9]. Such multiresolution analysis is one of the basic tools, e.g., for progressive compression of 3-d meshes
or interactive surface viewing. Existing algorithms make use of wavelet decompositions on regular meshes whose
wavelet atoms have good time–frequency localization and are sufficiently smooth. For proper modifications of such
decomposition/reconstruction algorithms to semi-regular meshes which contain irregular vertices see e.g. [7]. Such
modifications lead to two partially unresolved problems. First, in order to obtain the perfect reconstruction of the
discrete wavelet transform, a biorthogonal mask is required for the decomposition algorithm in addition to the given
mask (or stencils) of the subdivision scheme. Instead of the explicit construction of the biorthogonal mask (even in
the regular case), the new low-band coefficients, in each decomposition step, are computed numerically by solving
a sparse linear system. Secondly, the question of stability (in `2 or weighted spaces) of the wavelet decomposition
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still remains unresolved. It was observed in [7], that the numerical condition number of seven levels of wavelet-
decomposition is usually below 30. No rigorous analysis of the stability of the wavelet decomposition near irregular
vertices has been given. Therefore, in general, it remains unknown how to obtain an efficient wavelet decomposition
algorithm in the vicinity of irregular vertices. Constructing tight frames, instead of wavelet bases, we avoid both
problems mentioned above. First of all, a tight frame is its own dual and, therefore, the masks for decomposition and
reconstruction are the same. Secondly, the discrete frame transform (in analogy to the DWT) is an isometry on `2, if
the given fine-scale coefficients are properly normalized.
Another application of the frame construction method in [1] is a construction of framelets for the vector multivariate
subdivision scheme, whose mask is given e.g. in [3]. The associated limit functions also appear in [5] and are called
symmetric multi-box spline generators. This example demonstrates that the approach in [1] can be used for univariate
and multivariate, scalar- and vector-valued, regular and irregular MRA constructions of tight frames. To overcome the
restrictions that the mask should be nonnegative and the frame elements have only one vanishing moment is a task for
our future research.
2. Background on time-domain constructions
In this section, we briefly present the time-domain construction method of tight frames introduced in [2] giving
the relevant results directly in the multivariate case. These are a straightforward generalization of the corresponding
univariate results, thus we omit the proofs. The time-domain method in [2] is the basis for the local factorization
method presented in [1].
Let D ⊂ Rd and V0 ⊂ V1 ⊂ · · · ⊂ L2(D) be a nested sequence of closed subspaces of L2(D), such that
closL2
(⋃
j≥0
V j
)
= L2(D).
Moreover, we assume that the space V j is spanned by the Bessel family
Φ j = [φ j,k : k ∈ M j ], |M j | ≥ dim V j , j ≥ 0. (1)
Here, M j is a finite index set, if D is bounded, and countable, otherwise. The notation Φ j is also understood as a row
vector of functions of the corresponding family. The family Φ j is a Bessel family, by definition, if there exists B > 0
such that, in the notation of (1),
‖〈 f,Φ j 〉‖`2 ≤ B‖ f ‖2 for all f ∈ L2(D).
The nestedness of the spaces V j means the existence of p j,k ∈ RM j+1 such that the refinement equations
φ j,k = Φ j+1p j,k, k ∈ M j , j ≥ 0,
are satisfied. We define the matrix P j = [p j,k : k ∈ M j ], whose columns are the vectors p j,k . The refinement relation
reads as
Φ j = Φ j+1P j , j ≥ 0. (2)
We require that the elements of Φ j , j ≥ 0, have compact support and that
lim
j→∞ supk∈M j
diam(supp φ j,k) = 0.
We then say that {Φ j ; j ≥ 0} is locally supported. If, in addition, Φ j is locally finite, we call it local, see [1, Def. 3.1].
The frame construction is such that the frame elements inherit the locality of the scaling functions.
The time-domain construction method for tight frames starts by defining the sequence of locally supported kernels
K j (x, y) = Φ j (x)ΦTj (y) =
∑
k∈M j
φ j,k(x)φ j,k(y), x, y ∈ D, j ≥ 0,
and the corresponding operators (called quasi-projections)
K j : L2(D)→ V j ,
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K j f =
∫
D
f (y)K j (·, y)dy, f ∈ L2(D).
Note that these operators are linear and bounded, since Φ j is assumed to be a Bessel family. Moreover, K j is self-
adjoint and positive semi-definite. An important assumption of the frame construction in [2] is that the difference
K j+1 −K j , j ≥ 0,
is positive semi-definite as well. In terms of the kernels, by (2), this means that
K j+1(x, y)− K j (x, y) = Φ j+1(x)(I − P jPTj )Φ j+1(y)T
is positive semi-definite. Therefore, positive semi-definiteness of the operator K j+1 − K j is closely related to the
positive semi-definiteness of the matrix I −P jPTj , which is understood as an operator on `2(M j+1). The result of [2,
Theorem 2.4] characterizes univariate MRA tight frames of L2(D). We present its multivariate version.
Theorem 2.1. Let {Φ j } j≥0 be local and satisfy the refinement equations in (2). Assume that, for every f ∈ L2(D),
the sequence
T j ( f ) := 〈 f,K j f 〉 =
∑
k∈M j
|〈 f, φ j,k〉|2 (3)
is monotonically increasing and converges to ‖ f ‖22. If real matrices Q j , j ≥ 0, satisfy
I − P jPTj = Q jQTj , (4)
then the families Ψ j = Φ j+1Q j satisfy
‖ f ‖22 = ‖〈 f,Φ0〉‖2`2 +
∞∑
j=0
‖〈 f,Ψ j 〉‖2`2 .
If Ψ j is locally finite, we call {Φ0, Ψ j : j ≥ 0} an MRA tight frame of L2(D).
As in the univariate case, see [2, Remark 2.5], we assume that the condition∫
D
K j (x, y)dy = 1 for a.e. x ∈ D and all j ≥ 0
is satisfied. It is part of the sufficient conditions for the convergence of T j f in (3).
Example 2.2. An illustrative example of the Bessel families {Φ j } j≥0 is given by the L2-normalized B-splines of
order m ∈ N, see [2,1] for details.
Factorizing the (global) matrix I −P jPTj in (4) of Theorem 2.1 becomes a tedious task, even for univariate splines
with irregular knot sequences. The local construction of tight MRA frames in [1] helps to simplify this task. First, we
define
d j,k =
∫
D
φ j,k, k ∈ M j , j ≥ 0.
Then the functions
φ˜ j,k := d j,kφ j,k, k ∈ M j , (5)
define a partition of unity, since we have∑
k∈M j
φ˜ j,k =
∑
k∈M j
∫
D
φ j,k(x)dxφ j,k = K j (1) ≡ 1. (6)
They also satisfy the refinement equations
φ˜ j,k = Φ˜ j+1p˜ j,k, k ∈ M j , j ≥ 0, (7)
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where
d˜ j,k =
∫
D
φ˜ j,k = d2j,k, D˜ j = diag
(
[d˜ j,k]k∈M j
)
, (8)
and
p˜ j,k = D˜−1/2j+1 p j,k d˜1/2j,k ∈ RM j+1 .
For MRA’s defined by subdivision schemes P˜ j : RM j → RM j+1 , we have
φ˜ j,k = lim
r→∞ P˜ j+r · · · P˜ jδ j,k,
where δ j,k is the sequence with values 1 at the vertex k ∈ M j and 0 elsewhere. Hence, the Bessel familyΦ j is obtained
from Φ˜ by the normalization φ j,k = d˜−1/2j,k φ˜ j,k as in (5).
Remark 2.3. For the integrals of φ˜ j,k see Remark 3.7 in [1].
The foundation of the local frame construction in [1] is the assumption that, for each j ≥ 0, we have∑k∈M j p˜ j,k =
1, the column vector of all ones. This is equivalent to the condition∑
k∈M j
diag(p˜ j,k) = I j+1, j ≥ 0. (9)
By (6), the assumption in (9) is automatically satisfied, if Φ˜ j is a Riesz basis of V j . By (9), we obtain
R j := I − P jPTj =
∑
k∈M j
(
diag(p˜ j,k)− p j,kpTj,k
)
, j ≥ 0. (10)
The matrices on both sides of (10) are all of the same size. Since, typically, each vector p j,k has only a small number
of nonzero entries, the matrices on the right-hand side of (10) essentially consist of a small nonzero block whose
position, with varying k, varies along the diagonal of the global sparse matrix. The following result is proved in [1].
Theorem 2.4. If, for all j ≥ 0 and k ∈ M j , we have p j,k ≥ 0, then R j,k = diag(p˜ j,k) − p j,kpTj,k are positive
semi-definite matrices. Moreover, for real matrices Q j,k satisfyingR j,k = Q j,kQTj,k , the families
Ψ j := {Ψ j,k : k ∈ M j } = {Φ j+1Q j,k : k ∈ M j } (11)
generate an MRA tight frame of L2(D), provided they are locally finite. Each function ψ j,k ∈ Ψ j has one vanishing
moment.
Since R j,k has rank at most N j,k , where N j,k + 1 is the number of the nonzero entries of p j,k , there exists
Q j,k ∈ RM j+1×N j,k as in Theorem 2.4. Sometimes it is more convenient to factorize
R˜ j = D˜1/2j+1R j D˜1/2j+1 =
∑
k∈M j
(D˜ j+1diag(p˜ j,k)− d˜−1j,k D˜ j+1p˜ j,k p˜Tj,kD˜ j+1︸ ︷︷ ︸
=R˜ j,k
), (12)
yielding Q˜ j,k = D˜1/2j+1Q j,k . The families in (11) are equivalently given by Ψ j,k = Φ˜ j+1D˜−1j+1,kQ˜ j,k .
3. Decomposition and reconstruction
The data processing decomposition and reconstruction algorithms based on the MRA tight frames of Theorem 2.4
are of the following form. For some J > 0, we are given the sequence a˜J = [a˜J,k : k ∈ MJ ]T of “control points”
a˜J,k ∈ Rd , where d ∈ N denotes the spatial dimension of the processed object Φ˜J a˜J . In order to preserve the norm
equivalence in `2, we introduce the `2-normalized control points a j = D˜1/2j a˜ j , so that Φ˜J a˜J = ΦJaJ . Let 1 ≤ L ≤ J .
The generic data processing algorithm for denoising or compression has the following three steps.
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Fig. 1. Stencils of Loop subdivision with grid lines of M j (solid) and M j+1 (dashed) for valence n of central vertex.
1. Decomposition: For j = J, J − 1, . . . , J − L + 1 compute
a˜ j−1 = D˜−1j−1P˜Tj−1D˜ j a˜ j (or a j−1 = PTj−1a j ),
b j−1 = Q˜Tj−1a˜ j (= QTj−1a j ).
2. Thresholding of aJ−L and bJ−1, . . . , bJ−L .
3. Reconstruction: For j = J − L + 1, . . . , J compute
a˜ j = P˜ j−1a˜ j−1 + D˜−1j Q˜ j−1b j−1 (or a j = P j−1a j−1 +Q j−1b j−1).
If no thresholding is done, then the Perfect Reconstruction Property of the algorithm follows directly from (4).
Moreover, this identity also implies the norm preservation
‖a j‖2`2 = ‖a j−1‖2`2 + ‖b j−1‖2`2 ,
where the given norm is the Frobenius norm (i.e., ‖a j‖2`2 =
∑
k∈M j ‖a j,k‖22). Hence, the decomposition over an
arbitrary number L of resolution levels has condition number 1. This type of stability is not true, in general, for the
known wavelet decompositions of Loop subdivision surfaces with irregular vertices, see [7].
4. Tight frame for loop subdivision
In this section we give a complete description of a tight frame based on Loop subdivision introduced in [8]. It
generates surfaces which are C2 around regular vertices (with valence 6) and C1 around irregular vertices (with
valence less or greater than 6). Due to the locality of the subdivision scheme one can assume w.l.o.g. that the supports
of the scaling functions contain at most one irregular vertex.
By M j we denote the set of vertices of the triangulation at refinement level j . For each k ∈ M j , let nk denote
the valence of the vertex k (i.e., the number of edges that meet at k). The vectors p˜ j,k in (7) are the columns of the
refinement matrix P˜ j , and the stencils of the subdivision operator are the rows of this matrix, see Fig. 1. There are
two different types of refinement vectors p˜ j,k : if k ∈ M j is a regular vertex (valence nk = 6) or an irregular vertex
(nk 6= 6) and all neighbors i ∈ M j of k are regular vertices (ni = 6), then
p˜ j,k = 116 [ 10 6 . . . 6︸ ︷︷ ︸
nk
2 . . . 2︸ ︷︷ ︸
nk
1 . . . 1︸ ︷︷ ︸
nk
]T; (13)
if k is a regular vertex (nk = 6) and one of the neighboring vertices i is an irregular vertex (ni 6= 6), then
p˜ j,k = 116 [ 10 6 . . . 6︸ ︷︷ ︸
6
2 . . . 2︸ ︷︷ ︸
6
6/ni 1 . . . 1︸ ︷︷ ︸
5
]T. (14)
Here, we have omitted zero entries of p˜ j,k , and the ordering of the nonzero entries is depicted in Fig. 2. Note that
each p˜ j,k has one entry 5/8 associated with the central vertex k and three blocks of length nk associated with the three
“rings” of neighbors in M j+1.
We make use of the assumption that the mesh is semi-regular. Then the results of [9] and the locality of the Loop
scheme allow us to compute the integrals in (8) by solving a 5 × 5 system of linear equations. Hence, up to a fixed
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Fig. 2. Low-pass filters d˜−1j,k D˜ j+1,k p˜ j,k for Loop frame decomposition at a regular or irregular vertex, if no neighbor is irregular (left); at a regular
vertex, if one first ring neighbor has valence ni , shown is ni = 5 (right). Filters must be multiplied by 6/(64nk ).
normalization factor, all integrals are given by d˜ j,k = 4− jnk6 . The relevant block of the diagonal matrix D˜ j+1, for each
summand of the right-hand side in (12), is
D˜ j+1,k = 4− j−1 diag ( [ nk/6 1 1 . . . 1︸ ︷︷ ︸
3·nk
] ),
if p˜ j,k is given by (13), and
D˜ j+1,k = 4− j−1 diag ( [ 1 1 . . . 1︸ ︷︷ ︸
13
ni/6 1 1 . . . 1︸ ︷︷ ︸
5
] ),
if p˜ j,k is given by (14). Therefore, the local matrices to be factorized in (12) are the (3nk + 1)× (3nk + 1)-matrices
R˜ j,k = D˜ j+1,k diag(p˜ j,k)− 6 · 4
j
nk
D˜ j+1,k p˜ j,k p˜Tj,k D˜ j+1,k .
The low-pass filters d˜−1j,k D˜ j+1p˜ j,k in the frame decomposition algorithm are shown in Fig. 2. It is noteworthy that the
multiplication of p˜ j,k in (14) with the corresponding D˜ j+1,k removes the dependence on the valence ni ; therefore, the
matrix R˜ j,k only depends on the valence nk of the central vertex k.
We perform the factorization by a projection onto the different eigenspaces of R˜ j,k . The null space is spanned
by 1, the column vector of all ones. Three nonzero eigenvalues of multiplicity nk − 1 are given by (λ1, λ2, λ3) =
4− j−3(6, 2, 1). The orthogonal projection onto the direct sum of the corresponding eigenspaces is given by the
symmetric matrix
W =

0
W
W
W
 , W = Ink − 1nk 1 · 1T ∈ Rnk×nk .
We find the remaining matrix
A := R˜ j,k −W diag([0 λ1 . . . λ1︸ ︷︷ ︸
nk
λ2 . . . λ2︸ ︷︷ ︸
nk
λ3 . . . λ3︸ ︷︷ ︸
nk
])W
= 1
n2k

nk 0 0
−2
3
1 1 0
−2
9
1 −2
3
1 1
−1
9
1 −1
3
1 −1

σ1 0 00 σ2 0
0 0 σ3


nk 0 0
−2
3
1 1 0
−2
9
1 −2
3
1 1
−1
9
1 −1
3
1 −1

T
,
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Fig. 3. High-pass filters for Loop frame decomposition at a regular or irregular vertex; filters are localized on three rings r = 1, 2, 3 (numbered
from left to right) and must be multiplied by
√
λr .
where σ1 = 4− j−6 · 90nk and σ2 = 3σ3 = 4− j−3 · 2nk . Thus, we obtain the factorization R˜ j,k = Q˜ j,kQ˜Tj,k where
Q˜ j,k =

√
σ1
−2
√
σ1
3nk
1
√
σ2
nk
1
√
λ1W
−2
√
σ1
9nk
1 −2
√
σ2
3nk
1
√
σ3
nk
1
√
λ2W
−
√
σ1
9nk
1 −
√
σ2
3nk
1 −
√
σ3
nk
1
√
λ3W

.
The three filters defined by the first three columns of Q˜ j,k have the same form as the low-pass filter on the left of
Fig. 2, except that the values {5nk/3, 6, 2, 1} must be replaced by the corresponding entries of the respective column.
The filters which are defined by the last 3nk columns of Q˜ j,k are localized on the three rings around the center vertex
k. One of such filters for each ring is shown in Fig. 3.
To make the frame decomposition algorithm more efficient, we suggest the following method for implementing the
Loop low-pass and high-pass filters. We start by computing the local averages of the control points. Let ik ∈ M j+1 be
the same vertex as k ∈ M j and, for r = 1, 2, 3, let Ir = {i ∈ M j+1 : i is in ring r around ik}. We first compute the
local averages
µ
(r)
j,k =
1
nk
∑
i∈Ir
a˜ j+1,i , r = 1, 2, 3.
Then the application of the low-pass filter in the decomposition step gives
a˜ j,k = 4
j · 6
nk
p˜Tj,k D˜ j+1,k a˜ j+1 =
1
32
(
5a˜ j+1,ik + 18µ(1)j,k + 6µ(2)j,k + 3µ(3)j,k
)
.
The application of the high-pass filters corresponding to the first 3 columns of Q˜ j,k gives
b j,k,1 = √σ1
(
a˜ j+1,ik −
2
3
µ
(1)
j,k −
2
9
µ
(2)
j,k −
1
9
µ
(3)
j,k
)
,
b j,k,2 = √σ2
(
µ
(1)
j,k −
2
3
µ
(2)
j,k −
1
3
µ
(3)
j,k
)
,
b j,k,3 = √σ3
(
µ
(2)
j,k − µ(3)j,k
)
.
The application of the high-pass filters according to the last 3nk columns of the matrix Q˜ j,k gives
b j,k,i =
√
λr (a˜ j+1,i − µ(r)j,k), i ∈ Ir . (15)
Note that the square of the `2-norm of all coefficients b j,k,i , i ∈ Ir , for a fixed ring r , is a multiple of the variance of
the given coefficients a˜ j+1,i on the same ring. This demonstrates once more the locality of the factorization and the
fact, that the framelets have one vanishing moment.
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Fig. 4. Low-pass filters d˜−1i, j,kD˜ j+1,k p˜i, j,k , with i = 1 (left) and i = 2 (right), for vector subdivision in [5]; the coefficients at k ∈ Z2 are for the
pair (a˜1, j+1,k , a˜2, j+1,k ) and the coefficients at (0, 0) are in bold.
5. Tight frame for multi-wavelets
Another application of the construction given in Theorem 2.4 is for determining frame generators from vector
multivariate subdivision schemes with nonnegative masks, see [3,4,10]. We present the frame construction based on
the piecewise linear vector scaling function [φ˜1 φ˜2]T on a four-directional mesh in R2 generated by the scheme in [5].
The components of the row vector
Φ˜ j =
[
φ˜1, j,k, φ˜2, j,k : k ∈ Z2
]
, where φ˜i, j,k = 2 j/2φ˜i (2 j · −k),
satisfy the refinement equations
φ˜1, j,k = φ˜1, j+1,2k + 12
{
φ˜1, j+1,2k−e1 + φ˜1, j+1,2k+e1 + φ˜1, j+1,2k−e2 + φ˜1, j+1,2k+e2
}
+ 1
2
{
φ˜2, j+1,2k + φ˜2, j+1,2k+e1 + φ˜2, j+1,2k+e2 + φ˜2, j+1,2k+e1+e2
}
,
φ˜2, j,k = φ˜1, j+1,2k−e1−e2 +
1
2
{
φ˜2, j+1,2k + φ˜2, j+1,2k−e1 + φ˜2, j+1,2k−e2 + φ˜2, j+1,2k−e1−e2
}
,
with e1, e2 being the standard unit vectors of R2. Their integrals are d˜1, j,k = 4− j (2/3) and d˜2, j,k = 4− j (1/3). The
corresponding low-pass filters are depicted in Fig. 4.
The high-pass filters can be computed by factorization of the matrices R˜i, j,k defined in (12) and depending on the
9 (resp. 5) nonzero entries of p˜i, j,k , i = 1, 2.
The efficient frame decomposition is performed by defining the three sets I1 = {2k−e1, 2k+e1, 2k−e2, 2k+e2},
I2 = {2k, 2k + e1, 2k + e2, 2k + e1 + e2}, I3 = {2k, 2k − e1, 2k − e2, 2k − e1 − e2} and the averages
µ
(r)
j,k =
1
4
∑
`∈Ir
a˜ir , j+1,`, i1 = 1, i2 = i3 = 2.
Application of the low-pass filters is equivalent to computing
a˜1, j,k = 14 a˜1, j+1,2k +
1
2
µ
(1)
j,k +
1
4
µ
(2)
j,k,
a˜2, j,k = 12 a˜1, j+1,2k+e1+e2 +
1
2
µ
(3)
j,k .
Three high-pass filters are applied by computing
b j,k,1 = 2− j−3/2
(
a˜1, j+1,2k − 23µ
(1)
j,k −
1
3
µ
(2)
j,k
)
,
b j,k,2 = 2
− j−1
√
3
(
a˜1, j+1,2k+e1+e2 − µ(3)j,k
)
,
b j,k,3 = 2
− j
3
(
µ
(1)
j,k − µ(2)j,k
)
.
The remaining high-pass filters are localized on the rings associated with Ir , r = 1, 2, 3, and the frame decomposition
algorithm is defined as in Section 4 in (15) with λ1 = 2λ2 = 2λ3 = 4− j−1/3.
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