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Abstract--This paper presents two basic contributions to the simulation of finite-dimensional linear 
dynamical systems, based on a zero-order-hold sampling. These contributions are: (i) a numerical- 
stabilization procedure for computing the exponential of an n x n matrix, that is based on Chebyshev 
polynomials; and (ii) a first-order perturbation technique that allows the safe computation of the said 
exponential in the presence of two or more proper values that lie very close to each other, but are different. 
These methods are illustrated with examples, the arising results being compared with those obtained using 
other methods. 
1. INTRODUCTION 
The simulation of dynamical systems i an increasingly important task. In this regard, zero-order- 
hold sampling [1] is a useful tool for obtaining the time response of a finite-dimensional linear 
dynamical system, since it reduces the simulation to the simple algebraic operations of multi- 
plication of a matrix times a vector and addition of two vectors. When implementing zero-order 
holds, computations of matrix exponentials are necessary. A large number of methods have been 
presented previously that are aimed at this task [2-4]. However, major problems arise when the 
matrices have neighbouring although different proper values. Moreover, ill-conditioning is always 
a problem when dealing with dynamical systems of, say, more than 10 state variables. 
This paper presents solutions to the above problems. The methods of solution of these problems 
are based on Chebyshev polynomials and first-order perturbations. The procedures are illustrated 
with examples. 
2. ZERO-ORDER-HOLD TIME DISCRETIZATION OF FINITE-DIMENSIONAL 
LINEAR DYNAMICAL SYSTEMS 
A linear stationary--i.e, time-invariant--dynamical system has the following standard state- 
variable representation [1]: 
k(t) = Ax(t) + Bu(t), x(O) = Xo, (la) 
y(t) = Cx(t), (lb) 
where x, u and y are n-, p- and m-dimensional vectors of state, control and output variables, 
respectively. A, B and 0 are, correspondingly, n x n, n x p and m x n constant matrices. 
The time response of system (1) is known to be [1]: 
x(t) = eA'Xo + I~ eA('- *) Bu(:) d:. (2) 
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The discrete-time version of the same system, when sampled with a zero-order hold [5], at time 
intervals of amplitude h, is 
x(k + 1) = Fx(k) + Gu(k), x(0) = x0, (3a) 
y(k) = Ha(k), (3b) 
where F and G are n x n and n x p constant matrices defined as [5]: 
F = e ~,  (4a) 
G = f~ eAz dz B, (4b) 
H = CF,  (4c) 
and, clearly, 
x(k) = X(tk), u(k) -= U(tk), tk =-- kh. (4d) 
Therefore, the task of simulating system (1) becomes a problem of evaluating matrices F and G. 
Methods for computing these matrices are available [5], but all of these entail certain drawbacks, 
some of which will be discussed in Section 4. Presented in the next section is a brief outline of the 
associated computational problems at hand. 
Once matrices F and G are found, equations (3a, b) will give the time response of the system 
at discrete time intervals, by simple matrix x vector multiplications and vector additions. 
3. COMPUTATION OF MATRIX FUNCTIONS OF A MATRIX ARGUMENT 
Given an n x n matrix A, there are many ways to evaluate an n x n matrix function of a matrix 
argument F (A) [4]. The exponential ppearing in equation (4a) is one example of such a matrix 
function. One of the methods allowing the computation of matrix functions involves a straight- 
forward application of the Cayley-Hamilton theorem [6], which is possible if F(.) is an analytic 
function of its argument. In this context, an analytic matrix function is defined as that having an 
associated analytic scalar function f( -) ,  as discussed in Section 4. Although the direct application 
of the Cayley-Hamilton theorem is simple, it is numerically unstable for matrices with very 
nearby proper values. A large number of other analyses and approximation methods have been 
proposed [4] to overcome this problem. Methods involving series, ordinary differential equations, 
polynomials and matrix decomposition are extensively discussed in the foregoing reference. The 
choice from among these various methods depends very much on the original problem. 
4. NUMERICAL  D IFF ICULT IES  IN COMPUTING MATRIX FUNCTIONS 
Although there are many methods to compute a matrix function of a matrix argument, methods 
to overcome difficulties uch as ill-conditioning are still being tackled. 
The condition number of a matrix M is a measure of the roundoff-error amplification when 
solving a linear system of the form 
Mx = b. (5) 
The condition number x (M) of matrix M is defined as [7] 
x(M)  : It M II IIM-'II, (6) 
where [4 M I[ is any matrix norm. When the condition number K(M) is large, say, of order 10 4 or 
higher, matrix M is said to be ill-conditioned, and the computation of x from equation (5) will 
normally contain an inadmissibly large roundoff error. 
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In using the Cayley-Hamilton theorem to compute a matrix function of a matrix argument, 
F(X), an associated scalar function f (x )  of a scalar argument is defined, that is formally identical 
to F(X); for example, if F(X) = ln(X), then its associated scalar function isf(x)  = In(x). Invoking 
the Cayley-Hamilton theorem, it is possible to compute F(X) based onf (x)  if the latter is analytic 
almost everywhere, i.e. if it has a Taylor-series expansion for every value of x, except, possibly, at 
isolated singularities. The foregoing assumptions apply to the computation of e A or, correspond- 
ingly, of e ~, as given by equation (4a). By virtue of the Cayley-Hamilton theorem, F(X) can be 
written as linear combination of the first n linearly independent powers of X, namely, as 
F(X) =fol +f~X +f2X = +- . .  +f._ ,X"-', 
where f0, ~ . . . . .  f ._ t are constant coefficients, as yet to be determined, and I is the n x n identity 
matrix. These coefficients can be evaluated by taking advantage of the fact that they are identical 
to those of the following scalar relation: 
f (2 i )=f0+f~2,+f22~+ ""  +f._ ,27- ' ,  i = 1,2 . . . . .  n, (7a) 
which is a consequence of the Cayley-Hamilton theorem and the assumed anaiyticity of function 
f( . ) ,  where {2i}7 are the proper values of X. If no proper values are repeated, coefficients {f~}~-i 
are computed from the following linear algebraic system: 
where 
a f = $, (7b) 
A = 
1 21...27-1 
I 22... 2~ -l 
. . . .  .. 
1 2~.. .2.  "-I
:o l f= : l  ' = f(2,) f(22) 
:(i.) 
(7¢) 
Clearly, under the assumption of no repeated proper values, matrix A is nonsingular. If X has 
repeated proper values, then A is singular and derivatives of both sides of equation (7a) with respect 
to 2 have to be resorted to. In fact, if a proper value 21 has an algebraic multiplicity of r, then, 
clearly, the first r rows of A are linearly dependent, but a set of r linear independent rows, i.e. 
of linearly independent equations in equation (7b), can be found by differentiation of both sides 
of equation (7a), for arbitrary 2, r - 1 times, and then setting 2 = 21 in the arising equations. 
However, if two proper values, although different, are very close to each other, then matrix A will 
not be singular, but will be close to being, its condition umber then becoming very large. In order 
to cope with this problem, two different methods are propsed here, and are presented next. 
5. THE USE OF CHEBYSHEV POLYNOMIALS TO REDUCE 
ILL-CONDITIONING IN THE PRESENCE OF 
"LARGE MATRICES" 
One method of reducing ill-conditioning in the computation of the coefficient vector f of 
equation (7c), when the matrix under study is "large", say of dimension greater than 10 x 10, 
consists of introducing Chebyshev polynomials to expand F(X) as a linear combination of these. 
Chebyshev polynomials of a real variable x are defined as the set {Tk(x)}~, where [7] 
Tk(x) = cos(k arc.cos x), - 1 ~< x ~< 1, (8) 
and these can be generated by the recursion formulae: 
To(x) = 1, 
T,(x) ffi x = xTo(x), 
Tk+2(x) = 2xTk+I(X)-- Tk(X) for k >t0. (9) 
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These can be extended, as applied to an n x n matrix X, as follows: 
T O = 1 ,  
T 1 = X,  
Tk+2=2XTk+, - -Tk  fo rk=0,1  . . . . .  n -3 .  (10) 
Then the matrix function F(X) can be expressed in terms of the Chebyshev polynomials generated 
by equations (10) as 
F(X) = coTo + c~T1 + c2T2 + " '"  + c._ ~T._ 1, (11) 
where Co, c1, c2 . . . . .  On- I are constants to be determined. The problem now becomes one of solving 
for the constants c~, for i = 0, 1, 2 . . . . .  n - 1. This can be done by taking advantage of the fact 
that these constants have the same values for the Chebyshev-polynomial expansion of the function 
f(2~), where 2~ is the ith proper value of matrix X. 
/z x,-1 is defined as follows: For each proper value 2i of X, the set t i/sj=o
• ~o = 1, 
~'il ~ 2i ,  
z i , :+ 2 = 22 iz i , /+  l - -  z i j ,  (12) 
where i = 1, 2, 3 . . . . .  n and j = 0, 1, 2 . . . . .  n - 3. Therefore, f(2i)  can now be written as a linear 
n--I combination of the set {~ij}:=0 in the form: 
f(2i)  = c0zi0 + cjza + "-" + c._ i z i , , , -1 ,  (13) 
where the proper values, {2~ },, " are known and the Chebyshev polynomials {z;j}j=o"-~ can be generated 
recursively as shown in equations (12). Hence, constants c~ can be found by solving the system 
Ue = ~, (14a) 
where 
U = o lnlj El "(20 ~21 T2n ] , C ~ C2 
: i i n 
Tn0 Tn I T n n 
(14b) 
and ~ is as defined in equation (7c). Given the orthogonality of Chebyshev polynomials [7], it can 
be expected that matrix U of equation (14a, b) will have a smaller condition number than A of 
equation (7c). 
6. F IRST-ORDER PERTURBATION TO REDUCE ILL -CONDIT IONING 
IN THE PRESENCE OF TWO NEARBY PROPER VALUES 
This method is applied when X has two proper values that are almost identical. In this case we 
use a first-order perturbation technique to evaluate the exponential of X. This will be described 
next. 
Let X be an n x n matrix with proper values 21,22 . . . . .  2,, two of which, say 2i and 2i+ 1, 
are very close to each other. Define Q as an n x n matrix which contains the proper vectors of 
X. Then if X contains a complete set of proper vectors, it can be diagonalized as 
Y = QXQ - l  = diag(21,22 . . . . .  2.). 05)  
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Now, Y is perturbed slightly by adding and subtracting a small amount, 6, to the ith and (i + 1)th 
proper values, respectively, that makes both of them equal to #. A perturbed matrix W is obtained 
from Y as 
where 
W - Y + 6Y  = d iag(2=, . . . ,  2 ,_ , , /z , /~,  21+2 . . . .  , ).,), (16a) 
6Y = diag(0,..., 0,/i, -t~,0 . . . . .  0) (16b) 
with nonzero entries only in the ith and (i + 1)th places. Notice that W is a matrix with one 
repeated proper value. Moreover, one has 
F0f) = QF(X)Q- ' .  (17) 
Then F(X) can be computed in the following way: 
i 
F(X)  = Q- '  F(Y)Q 
f ( i , )  0 .. .  0 
= (1-1 f (22)  : (1. (18) I i ° , ... f(2,) 
Now the Taylor expansion of F(X), where both F and X are n x n matrices, is recalled. This 
can be expressed as 
aF 
F(X + ~X)  -- F(X) + ~--~ : ~X + O [(~X)21. (19) 
where the partial derivative of F with respect to X is a fourth-rank tensor, the operation (:) 
indicating a double-index contraction. Hence, the second term on the r.h.s, of equation (19) is a 
second-rank tensor that, in this context, is isomorphic to an n x n matrix. Moreover, O[(6X) 2] 
indicates terms of second-order and higher in ~X. Thus, if 5X is "small" enough, these can be 
neglected to a first-order approximation. When the function involved in equation (19) is the 
exponential, the second term on the r.h.s, of that equation is computed as follows: 
~F x : ~X = e ~ X. (20) 
Hence, the first-order approximation of F(X)- -e x, is derived as follows: 
ex = (1-1 e v (1 
= Q-= e(W-~V)Q 
= (1-1(eW - ewsY) (1 ,  ~ (21)  
where e w can be computed by applying the Cayley-Hamilton theorem either directly or in 
conjunction with the Chebyshev-polynomial method presented in Section 5. Numerical examples 
illustrating the methods presented here are included in the next section. 
7. COMPUTATIONAL VERIFICATION 
7. I. Chebyshev polynomials for computing eA 
The example included here is compared with the result obtained by Ward [3]. Let A be 
given as 
--131 19 18] 
A=-390 56 54 , 
-387 57 52J 
whose proper values are - 20, - 1, - 2. 
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Using Chebyshev polynomials, 
i 1.509621947 
e A = 5.632504165 
4.934871447 
From the method of Ward [3], 
[ - 1.509644158793135 
e A = | - 5.632570799891469 
! 
L -  4.934938326088363 
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0.367876301 
1.471508344 
1.103628903 
0.3678794391096522 
1.471517758499875 
1.103638317328798 
0.135332062] 
0.405996185|. 
0.541331387J 
0.1353352811751005] 
0.4060058435250609|. 
0.5413411267617766J 
where E2 = 1.12 x 10 -5. From the method using Chebyshev polynomials, 
ln[det(Q eAQ-')] = -- (23 + c3), 
where E3 = 6.0 x l0  -6 ,  thereby showing a certain accuracy increase with respect o Ward's method, 
which is already highly accurate. 
7.2. First-order perturbation of matrices with very nearby proper values 
An example concerning the computation of the matrix function e A, when matrix A has "very 
nearby" proper values, is next given. The results of this example are compared with the results 
computed irectly from the Cayley-Hamilton theorem in the same manner as the above section. 
ln[det(Q eAQ-l)] = -- (23 + ~2), 
Now, the results from each method are used to compute the l.h.s, of equation (26). The difference 
between these and the r.h.s, of equation (26) is then calculated from Ward's method: 
Hence, 
In [det(e A)] = tr(A). (26) 
The above examples how that the matrix functions, eA, obtained by applying the Chebyshev- 
polynomial expansion, have a compatible accuracy up to the estimate indicated by Ward's method. 
Moreover, the two results are compared as follows: since 
QAQ-1 = diag0.1, 22, 23), (22) 
then 
Q eAQ-L = diag(e~,, e~2, e~3), (23) 
where Q is the matrix containing the proper vectors of A. The trace of the matrix defined in 
equation (22) is 
tr(A) = 2~ + 22 + 23 
= - (23 + El), (24) 
where E~ = 7.8 x 10 -~3. On the other hand, 
e tr(A) = e a, + ~2 + ~3 (25a) 
= eal e;.z eh (25b) 
= det(eA). (25c) 
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Let matrix B be given as 
[ii3 3:341 B= 5 
6 
with proper values -4 ,  2, 2. e 8 is then obtained by applying the eay ley-Ha~l ton  theorem as 
3.7036858689 3.6853702300 - 3.6853702300] 
l 
e i = - 3.6853702300 11.0744263289 - 3.685370231)1) 1. 
l 
-7.3?07404600 7.3707404600 0.0183156388_1 
If the proper values of B are given perturbations of 0, +0.001 and -0.001, respectively, then the 
following perturbed matrix A is obtained: 
1.0005 3.0021 -3.0008- 
A=-2 .9995 4.9999 -3.0002 
- 5.9990 5.9978 - 3.9994 
with proper values of -4 ,  1.999, 2.001. The computed exponential of A is then, 
3.6999950335 3.7009415760 -3.691~3104853] 
e A = - 3.6816793946 11.0736478812 - 3.6868264238/. 
/ 
-7.3633587893 7.3543906668 0.0227997001.] 
Moreover, 
tr(B) = 0. 
By applying the Cayley-Hamilton theorem directly, one obtains, 
ln[det(ee)] = 2.17 × 10 -6 
and from the method using Chebyshev polynomials, 
ln[det(QeaO-I)] = 1.0 × 10 -6 
with an error half that of nonorthogonal polynomials. 
In the examples presented above, the EIGRF, EIGZF and LEQT2F subroutines, contained in 
IMSL, have been used. 
8. SIMULATION EXAMPLES 
The techniques presented here are applied to the simulation of mechanical systems. 
8.1. Clamped-clamped beam 
Shown in Fig. 1 is a clamped-clamped beam. 
A discrete mathematical model was derived by Warmuth [8] using cubic spline functions. The 
discretized equation of motion is 
M~ + Kx = 0, (27) 
where M and K are the mass and stiffness matrices, respectively. 
Fig. I. A clamped-clamped beam. 
C.A.M.W.A. 16/4--D 
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The numerical values for the mass and stiffness matrices for clamped-clamped beams for five 
supporting points were found to be 
0.941 0.095 -0 .131]  
M = 0.095 1.024 0.095] 
-0.131 0.095 0.941J 
and 
18.857 -12.000 5.143- 
K = - 12.000 15.000 - 12.000 
5.143 - 12.000 18.857 
The accuracy of these mass and stiffness matrices was tested in Warmuth's thesis [8], by comparing 
the frequencies of the spline-discretized model with the first natural frequencies of the continuous 
beam. An indication of the accuracy of the results is the performance index. If the performance 
index is < 1, then the result is considered excellent. When it is > 100. the performance is considered 
poor. The performance index listed by Warmuth [8] for this case is 0.389. Now, matrix M is 
factored as follows: 
M = NTN,  (28)  
which is the Cholesky decomposition [7] of matrix M. It is possible because M is positive definite. 
Furthermore, the following transformation is introduced: 
y = Nx. (29) 
Now, substitution of equation (28) into equation (27) yields 
NTN~ = - Kx. (30) 
Upon substitution of equation (29) into equation (30), one obtains 
NTy=-KN ly. (31) 
Since N is nonsingular, for M is, both sides of equation (31) can be multiplied by N -~ from the 
left and equation (31) becomes 
where 
Now, define 
and 
= - Ko y, (32a) 
Ke = N-TKN-k (32b) 
u = y (33a) 
v = y (33b) 
and hence, the standard state-variable r presentation f the system is obtained: 
= v, (34a) 
i' = - K~u, (34b) 
z = N- l u, (34e) 
where z, defined as the output, is nothing but the displacement vector x. Let w be the following 
state-variable vector" 
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Then, the state-variable representation of the system takes on the following usual form: 
# = Aw, w(0) = w0, (36a) 
z = Cw, (36b) 
where 2n x 2n matrix A and n x 2n matrix C are defined as 
[o 1] 
A= -K~ 0 '  
12 = [N -1 0]. (37) 
Now, equation (37) is of the same form as equation (3) and this can be used to simulate the 
system by the method presented here. Evaluating equation (4a) becomes the major task in order 
to undertake the simulation. Simulation results are shown in Figs 2-7 for a model with nine 
supporting points. 
8.2. Axially moving beam 
Spacecraft antennas have been studied in recent years. These antennas can be modelled as the 
cantilever beam shown in Fig. 8. The following is an example that simulates a cantilever beam with 
a constant length which is moving axially. 
• oe°O • 
DIIOQO o • • O • O • T - . . • i • | 
• • o • • • • a eo o • eo  • 
o e o • • 
i t 
Fig. 2. Time response at node 2 of a clamped-clampedbeamsubjected to a symmetric initial 
displacement. 
IOoo e • • °oe  ° 
°o  ° 
o°Oo °ooe • oOlo  
• • o o • 
e e • 
t | 
Fig. 3. Time response at node 3 of a clamped-clamped beam subjected to a symmetric initial 
displacement. 
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i t 
Fig. 4. Time response at node 4 of a clamped-clamped beam subjected to a symmetric initial 
displacement. 
J• o°•oog•  
• 1 
ea? O J 
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Fig. 5. Time response at node 5 of a clamped-clamped beam subjected to a symmetric initial 
displacement. 
Pee• ° • • °0o• 
•e 
o•Oe ooo• • • oooo 
• •o 0• • 
i t 
Fig. 6. T ime response at node 6 o f  a c lamped-c lamped beam subjected to a symmetric initial 
displacement. 
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• e°°o  • 
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R I  
Fig. 7. Time response atnode 7 of a clamped-clamped b am subjected toa symmetric initial 
displacement. 
y, 
~ X  
Fig. 8. A cantilever beam. 
The discretized equations of motion of such a beam were obtained by M~nard [9] as: 
0 /I 0 M q [~ M][ij]=[-K O][~l]+[Or] ' 
M=I ,  
(38a) 
where 
and 
K=diag(12.36236, 485.51822, 3806.54627, 14617.27328). (38c) 
Where M = 1, the n x n identity matrix, and p is the applied force. In this example, p = 0 and 
hence, this system can be represented as 
= Ax + by (39) 
where x is the state-variable v ctor, A is the system matrix, b is the control input vector and y is 
the single control variable. For a constant-length cantilever beam, these are 
1 - 0 .J ' (40a) 
[ P~ -e lY  1 r=(p -c )y -  P2 c2y/  (38b) p~ c3y / 
P4 c4y J 
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and 
b= 
0 
0 
0 
0 
- -C  1 
- -  C 2 
- -C  3 
- -  C 4 
(40b) 
= - -  q~, (40c) 
i+ I ci 
where K, is the ith diagonal entry of K, c~ and qi being the ith entries of vectors c and q(0), which 
have the following numerical values: 
e = [0.782991, 0.433936, 0.254425, 0.181898] T (40d) 
and 
q(0)=[1.0, 0.1, 0.015, 0.005] T. (40e) 
Simulation results are shown in Figs 9-14 for a model with five supporting points. 
q 
eeeeoe 
o • I • I 
e ° 
e e 
• e e e 
eeeeeeeeOe 
' t 
Fig. 9. Displacement at node 1 vs nondimensional  time for a constant-length cantilever beam with no 
control function. 
ooO•°Oo• 
Q 
• 1 
eee e• 
°eeeeeeeeoeoeOe 
t t 
Fig. 10. Displacement at node 1 vs nondimensional  time for a constant-length cantilever beam with a 
control function. 
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°•e  ••e  °0  o•  
it i • 
• oo  • e•  e • D e•  
| t 
Fig. 11. Displacement at node 2 vs nondimensional time for a constant-length cantilever beam with no 
control function. 
••o  
• • • 00°°  . o•°e  . .e  • J -  I 
• - •gO -ea Joe -~ 
• • Coo • " . 
• e 
-" t 
Fig. 12. Displacement at node 2 vs nondimensional time for a constant-length cantilever beam with a 
control function. 
• . . .  • . .. .'..-; O4 40  • • • 4$  00  - . • 
• Q •6  • • 81  I 6 • • g•  ••  
: t 
Fig. 13. Displacement at node 3 vs nondimensional time for a constant-length cantilever beam with no 
control function. 
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a • . . . . . . . . .  
• • . . . . . . . . . .  : : :  _1 | t 
1 
Fig. 14. Displacement at node 3 vs nondimensional time for a constant-length cantilever beam with a 
control function. 
9. CONCLUSION 
Two methods of  comput ing matr ix exponentials,  or any other analytic matr ix function of  an 
n x n matrix,  intended for the s imulat ion of  f inite-dimensional l inear dynamical  systems, based on 
zero-order-hold sampling, have been presented. Numerical  difficulties, including i l l -condit ioning, 
that arise from matr ices with almost repeated proper  values were overcome by the appl icat ion o f  
Chebyshev-polynomial  expansion and a f irst-order perturbat ion method.  The appl icat ion o f  the 
procedure was i l lustrated with examples. Also, two simulat ion examples were included. 
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