Abstract-An interesting problem within the theory of indistinguishability operators is how to approximate an arbitrary fuzzy subset by a similar extensional one. In this paper, we aim to solve this question and provide three methods to find extensional approximations of fuzzy subsets μ. These methods are exhaustively explained for different Archimedean t-norms, and an example is provided to illustrate them.
Bringing this discussion to mathematical fuzzy logic, we can model a perception of reality as a pair (X, E), where X is a set corresponding to outside reality, and E is a relation between the elements of X that "identifies" objects, and it is subjective as it is given by the limitations of the sensor.
If we model this relation E by an indistinguishability operator (fuzzy equivalence relation), then the observable sets or granules of X correspond to the extensional fuzzy subsets related to E. Hence, extensional sets are exactly these fuzzy bricks that build perceived objects. In other words, taking E into account, arbitrary fuzzy subsets cannot be perceived; therefore, they must be replaced by extensional ones.
The question that arises and motivates this paper is how can we approximate an arbitrary object of outside reality by perceivable reality in the way that less information is lost. In mathematical terms, we ask the following: How can an arbitrary fuzzy subset be approximated by a similar extensional one as close as possible to it?
In the literature, this problem has not been faced, but indirectly, the main results found on this topic have been the construction of two operators φ E [10] and ψ E [5] that, given a fuzzy subset μ, provide the lowest extensional fuzzy subset containing μ and the biggest extensional fuzzy subset that contains μ, respectively. However, in general, there is no guarantee that there are no extensional sets "in between" that approximate μ better. This means that it is possible that the fuzzy extensional subset that best approximates μ is neither containing nor contained in μ.
In this study, three methods for finding better approximations of fuzzy subsets by extensional ones are proposed. The first two methods are based on operations with the operators φ and ψ, but their nature is essentially different: The first one is based on finding an adequate mean between these operators, while the second one uses the application of powers or homotocies with respect to the t-norm. The third one will be based on quadratic programming (QP).
These results work only for continuous Archimedean t-norms but do not work for the Minimum t-norm. This case will be studied separately, and an algorithm to find good extensional approximations of arbitrary fuzzy subsets will be provided.
Finally, all these ideas and methods will be illustrated in a complete example.
This paper is structured as follows. In Section II, the preliminaries to this study will be provided. The definitions of indistinguishability operator and extensional fuzzy subset will be recalled, and the main properties and results upon which this study lies will be given. In Section III, it will be shown how natural means can be used in order to find good approximations of arbitrary fuzzy subsets by extensional ones. Explicit formulas will be given for the Łuckasievicz t-norm and the Product one over a finite set X. Section IV will be devoted to deriving a different method based on powers to find other approximations. As it was done in the previous section, formulas will be derived for the two main continuous Archimedean t-norms and a finite set X. Section V will show another approach to find approximations of fuzzy subsets by extensional ones using numerical methods to solve a QP problem. In Section VI, we will show how the results and formulas found in Sections III and IV can be derived as well if we let the set X to be nonfinite. In Section VII, a method to approximate fuzzy subsets by extensional ones when E is a min-indistinguishability operator will be derived. An explicit algorithm will be proposed, and the solution will be given by the solution of a QP problem. Section VIII will provide an example over a given set X and indistinguishability operator E, where all the different approximations will be computed. It will be shown how the results found improve the upper and lower approximations obtained with the operators φ and ψ, and a discussion and comparison of the results will be given. Finally, the concluding remarks of this study will be found in Section IX.
II. INDISTINGUISHABILITY OPERATORS AND EXTENSIONAL SETS
In this section, the main concepts and results used in this study will be given. The definition of indistinguishability operator will be recalled, as well as the main properties of the extensional fuzzy subsets related to an indistinguishability operator.
First of all, let us recall the well-known Ling's Theorem that introduces the concept of additive generator t of a continuous Archimedean t-norm. Additive generators will prove to be very useful further in this study.
Theorem 1 [13] : A continuous t-norm T is Archimedean if and only if there exists a continuous and strictly decreasing function t :
where t [−1] is the pseudoinverse of t defined by
The function t will be called an additive generator of the t-norm, and two generators of the t-norm T differ only by a positive multiplicative constant. If T = Ł is the Łukasievicz t-norm, then an additive generator is t(x) = 1 − x.
If T = Π is the Product t-norm, then t(x) = −log(x). Definition 1: Let T be a t-norm.
2) The birresiduation
When the t-norm T is continuous Archimedean, these operations can be rewritten in terms of the additive generator t.
Proposition 1: Let T be a continuous t-norm generated by an additive generator t. Then, we have the following.
. Indistinguishability operators are the fuzzification of classical equivalence relations and model the intuitive idea of "similarity" between objects. For a more detailed explanation on this operators, see [4] and [16] .
Definition 2: Let T be a t-norm. A fuzzy relation E on a set X is a T -indistinguishability operator if and only if for all
Indistinguishability operators can be generated in multiple ways. One of them is considering the indistinguishability operator generated by a fuzzy subset μ.
Proposition 2: Let X be a set, T a continuous t-norm, and μ a fuzzy subset of X. The fuzzy relation E μ on X defined by
for all x, y ∈ X is a T -indistinguishability operator.
Whereas indistinguishability operators represent the fuzzification of equivalence relations, extensional fuzzy subsets play the role of fuzzy equivalence classes altogether with their intersections and unions. Extensional fuzzy subsets are a key concept in the comprehension of the universe of discourse X under the effect of an indistinguishability operator E as they correspond with the observable sets or granules of X.
Definition 3: Let X be a set and E a T -indistinguishability operator on X. A fuzzy subset μ of X is called extensional with respect to E if and only if
We will denote H E the set of all extensional fuzzy subsets of X with respect to E.
Extensional fuzzy subsets have been widely studied in the literature [7] , [10] , [11] . Below, we recall one of their most interesting characterizations.
Corollary 1: [10] Let X be a set, E a T -indistinguishability operator on X, and μ a fuzzy subset of X. Then
If the t-norm T is continuous Archimedean, then the condition of extensionality can be rewritten in terms of additive generators. This result will be recalled several times along this paper.
Lemma 1: Let E be a T -indistinguishability operator on a set X. μ ∈ H E if and only if ∀x, y ∈ X:
In addition, as t is a monotone decreasing function, this is equivalent to
t(E(x, y)) + t(μ(y)) ≥ t(μ(x)).

III. APPROXIMATION USING NATURAL WEIGHTED MEANS
In this section, we will propose a method to approximate an arbitrary fuzzy subset by an extensional one. First, we will introduce two approximation operators, i.e., φ E (μ) and ψ E (μ), that provide the best upper and lower approximation, respectively, by extensional fuzzy subsets of μ. The method will consist in computing an adequate weight in order to minimize an error function between μ and the natural weighted mean of φ E (μ) and ψ E (μ).
Definition 4: Let X be a set and E a T -indistinguishability operator on X. The maps φ E :
φ E (μ) is the smallest extensional fuzzy subset greater than or equal to μ; hence, it is its best upper approximation by extensional fuzzy subsets. Analogously, ψ E (μ) provides the best approximation by extensional fuzzy subsets smaller than or equal to μ. From a topological viewpoint, these operators can be seen as closure and interior operators on the set [0, 1]
X [10] . It is remarkable that these operators also appear in a natural way in fields such as fuzzy rough sets [15] , fuzzy modal logic [6] , [5] , fuzzy mathematical morphology [8] , and fuzzy contexts [3] , among many others.
In Section VIII, an example of these operators is provided for a given indistinguishability E and fuzzy subset μ.
Alhough φ E (μ) and ψ E (μ) provide extensional fuzzy subsets that approximate μ, there is no guarantee in general that there are no better approximations of μ by extensional fuzzy subsets. The aim of this paper is to provide methods to find approximations such that the error made is lower.
Definition 5:
The weighted quasi-arithmetic mean m t of x and y is defined as
(y)). m t is continuous if and only if {−∞, ∞} Im(t), where Im(t) is the image set of the map t.
There is a bijection between the set of continuous Archimedean t-norms and the set of quasi-arithmetic means by taking as map the additive generator t of the t-norm [12] . Under this interpretation, in the literature, quasi-arithmetic means are sometimes called natural means [14] , as we will refer to them from now on.
We want to approximate μ by m r t (φ E (μ), ψ E (μ)). Below, we prove that this mean is extensional for any value of r.
Proposition 3: Let X be a set and μ, ν extensional fuzzy subsets of X with respect to an indistinguishability operator E on X. Then
Proof: We have to prove that
Expanding T using t, this is equivalent to
and we can rewrite this expression as
which is true because μ and ν are extensional fuzzy subsets and due to the characterization of extensional sets given in Lemma 1.
Corollary 2:
Let μ be a fuzzy subset on a set X and E an indistinguishability operator. Then
It is straightforward that for the limit values r = 0, 1, this mean is equal to φ E (μ) and ψ E (μ), respectively. The question that arises here is that for what value of r, the error made in this approximation is lower. In mathematical terms, this problem reduces to finding the minimum value of the following function:
Considering the Euclidean distance, without loss of generalization, minimizing the previous expression is equivalent to minimize the square of the norm:
For the Łukasievicz t-norm, the result below provides an explicit formula to find this optimal weight r. In order to simplify the notation, we will denote
Theorem 2: Let μ be a fuzzy subset of a finite set X = {x 1 , . . . , x n } and T = Ł the Łukasiewicz t-norm. Then, the expression
Proof: As T = Ł, we can take as additive generator t(x) = 1 − x. Expanding F (r), we have
The derivative of F is
and the only value of r for which F (r) = 0 is
From the nature of the problem, it is straightforward that this value is a minimum. However, it can be checked that F (0) < 0 and F (1) > 0. Hence, the value found is a global minimum.
If we consider the Product t-norm T = Π, the expanded expression of F (r) is
and the derivative F (r) is
However, this expression has no algebraic zero if n > 1. Thus, the solution must be found using numerical methods. In Section VII, we will illustrate with an example how it can be computed.
IV. APPROXIMATION USING POWERS
In this section, we will provide another method to find an approximation of an arbitrary fuzzy subset μ by an extensional one. This method will be based on approximating μ by an adequate power ψ E (μ) r of its lower approximation operator with respect to the t-norm. It will be shown how, for values r < 1, the fuzzy subset ψ E (μ) r is extensional and that a global minimum of the error made can be obtained.
Let us recall the definition of power with respect to a t-norm T .
Definition 6: Let T be a t-norm and n a natural number. We will call the nth power of X with respect to T to
x).
To simplify notation, we will denote T n (x) = x n . It is possible to extend this definition to all positive rational numbers as follows.
Definition 7: Let T be a t-norm and n a natural number. We will define x to the power of 1/n with respect to T as
and for p, q natural numbers
Passing to the limit, it is possible to define x r for all r ∈ R + for continuous t-norms.
The following result allows us to calculate powers by using an additive generator t of T .
Proposition 4: Let T be an Archimedean t-norm with additive generator t and r ∈ R + . Then
It is straightforward to observe from the previous proposition that r ≤ s ⇒ x r ≥ x s . Besides, the continuity of t ensures continuity of powers when we let the exponent vary.
The key idea of this method follows from the next Corollary 3.
Proposition 5: Let E be an indistinguishability operator of a set X, μ an extensional fuzzy subset of E, and r ≤ 1. Then
Proof: μ is extensional, and by Lemma 1,
We have to see that
which is true because r ≤ 1.
Corollary 3: ψ(μ) r is extensional for r ≤ 1. The problem of approximating a fuzzy subset μ by an adequate power ψ(μ) r reduces then to compute the value of r for which the following function is minimized:
For the Łukasievicz t-norm, we have the following result. In order to simplify the notation, we will denote μ i = μ(x i ) and
Theorem 3: Let μ be a fuzzy subset of a finite set X = {x 1 , . . . , x n } and T = Ł the Łukasiewicz t-norm. Then, F (r) = μ − ψ E (μ) r 2 is minimized when
Proof: We can take as additive generator t(x) = 1 − x:
The derivative is
n − n) and the only value of r for which F (r) = 0 is
If we consider the Product t-norm T = Π, we have the same situation of the previous section. The function to be minimized is
If we compute the derivative, we have
and if n > 1, there is no algebraic zero of this expression, and thus, numerical methods have to be used to find the solution of F (r) = 0. Finally, given the duality between upper and lower approximations, i.e., φ E and ψ E , it would be expected to find an analogous method to find an approximation based on powers of φ E (μ), but this is not possible.
Indeed 
Hence, ν r (r > 1) is not extensional in general.
V. APPROXIMATION USING QUADRATIC PROGRAMMING
In this section, the third method to approximate a fuzzy subset by an extensional one based on solving a QP problem will be developed. The aim will be to look for the fuzzy subset that better approximates a given subset μ restricting the search to the region of extensional fuzzy subsets, which for the Łukasiewicz and Product t-norms will be characterized by a system of linear inequalities.
At the end of the section, a brief theoretical comparison between the three proposed methods will be provided in terms of quality of the solution, as well as applicability and complexity of the methods.
We will assume that X = {x 1 , . . . , x n } is a finite set. Let us denote by μ an arbitrary fuzzy subset and σ an arbitrary extensional fuzzy subset with respect to a T -indistinguishability operator E on X. The objective function to be minimized is
The region of the space in which the solution has to be found is bounded by the conditions that ensure the extensionality of σ. Assuming T to be continuous Archimedean with additive generator t, following from Lemma 1, we have that σ is extensional if and only if it verifies
If T = Ł is the Łukasiewicz t-norm, then we can take as additive generator t(x) = 1 − x, and these inequalities become
Analogously, if T = Π is the Product t-norm, these conditions are
In both cases, this is a system of n unknowns and n 2 inequalities (excluding the trivial cases i = j).
In order to ensure that the usage of numerical techniques converges, we have to verify that the search space is compact in R n . However, this is trivial given that σ(x i ) ≤ 1 ∀i = 1, . . . , n, and hence, the region is closed and bounded.
The best approximation of μ by an extensional fuzzy subset (i.e., the one minimizing F ) is then the solution of a QP problem, and several algorithms to solve it can be applied [2] .
Let us point out some final considerations about this method in comparison with the ones provided in Sections III and IV.
The previous two methods assumed some kind of structure on the target output, being either a natural weighted mean or a power of previous extensional fuzzy subsets. This third method searches for the best approximation in the space of all extensional fuzzy subsets. Hence, the output will always be better than or equal to the mean-based and power-based method one.
However, there are two main disadvantages to this method as opposed to the others.
First, in Section VI, we will show how the first two methods can be extended to nonfinite sets, whereas the QP-based one only works on finite sets. If X was a nonfinite set, then the system of inequalities to characterize the extensional region would be infinite, and the method would not be applicable.
Besides, the complexity of solving a QP problem is O(n!), while the mean-based and power-based methods are polynomial. Hence, for large cardinalities of X, the QP-based method becomes unaffordable.
VI. APPROXIMATION ON A NONFINITE SET
In this section, the methods proposed in Sections III and IV will be extended if we let X to be a nonfinite set.
The definition of the operators φ E and ψ E is independent of the cardinality of X, and thus, if the set X is nonfinite, the approaches of the mean-based and power-based methods can be constructed in a similar way. If we denote by σ an extensional set (either m r (φ E (μ), ψ E (μ)) or ψ r E (μ)), the error function becomes
The following result proves that this function is well defined if X is a measurable space.
Proposition 6: Let X be a measurable nonfinite set and E a measurable indistinguishability operator on E. Then, E is Lebesgue integrable.
Proof: A bounded and measurable function is Lebesgue integrable [17] .
Corollary 4: Let μ be a measurable fuzzy subset of X. Then, φ E and ψ E are Lebesgue integrable.
Proof: The supremum/infimum and composition of Lebesgue integrable functions is Lebesgue integrable [17] .
Hence, either the mean-based method and the power-based method can be constructed for measurable nonfinite sets. The results below show that the formulas obtained for the Łukasievicz t-norm are analogous to the ones found in Sections III and IV, replacing sums with integrals.
In order to simplify the notation, we will denote μ i = μ(x i ) and ψ i = ψ(μ)(x i ) when necessary.
Theorem 4: Let μ be a measurable fuzzy subset of a measurable nonfinite set X with measure m(X) and T = Ł the Łukasiewicz t-norm. Then, the expression
Theorem 5: Let μ be a measurable fuzzy subset of a nonfinite set X with measure m(X) < ∞ and T = Ł the Łukasiewicz t-norm. Then, the expression F (r) = μ − ψ r E ) 2 is minimized when
The proof for these results is analogous to the ones in Sections II and IV and based on the following lemma.
Lemma 2 (Leibniz's rule) [9] : Let f (x, r) be an integrable function derivable with respect to the second variable. Then
A sketch of the proof goes as follows. The function to be minimized is
which, due to Lemma 2, is equivalent to
and the rest of the argument is analogous to the ones in Sections III and IV.
VII. APPROXIMATION FOR THE MINIMUM T-NORM
The methods developed in the previous sections do not work for the Minimum t-norm. In this section, we will propose a method to obtain good approximations of fuzzy subsets by extensional ones with respect to a given min-indistinguishability operator.
The key of this method comes after the following Lemma. Lemma 3: Let X = {x 1 , . . . , x n } be a finite set, E a minindistinguishability operator, and σ an extensional fuzzy subset. Consider the subset A σ ⊆ [0, 1] consisting of all the images of E and all the images of σ. Then, the fuzzy subsets σ such that there is a nondecreasing map f : A σ → A σ with f (a) = a ∀a ∈ Im(E) are extensional with respect to E.
Proof: Extensionality with respect to the Minimum t-norm only depends on the ordering of the values of μ and the entries of E. Hence
In order to find a good approximation of a fuzzy subset μ by an extensional one with respect to E, we can calculate its upper (or lower) approximation, find A φ E (μ) (respectively, A ψ E (μ) ), and adjust its values according to Lemma 3 in order to minimize the distance with μ. This is a QP problem described in the following algorithm.
Algorithm 1: Let E be a min-indistinguishability operator on a finite set X = {x 1 , . . . , x n } and μ a fuzzy subset. 1) Calculate φ E (μ) (or ψ E (μ)), and find A φ E (μ) (or A ψ E (μ) ). which is not extensional:
The corresponding sets A φ E (μ) and A ψ E (μ) are
A φ E (μ) = {1, 0.9, 0.7, 0.5, 0.4, 0.2, 0.1}
A ψ E (μ) = {1, 0.7, 0.4, 0.3, 0.1}.
Using as initial extensional input in Algorithm 1 the extensional fuzzy subset φ E (μ), the quadratic problem to solve is
and the solution is
Using ψ E (μ), the restrictions are
Finally, the error committed by these approximations is
VIII. EXAMPLE
In this section, we will apply the methods developed in this paper to approximate a fuzzy subset by an extensional one. We will calculate among a fixed indistinguishability operator what is the extensional subset provided by each of the methods and compare the error made in the approximation, either in the finite or nonfinite case for the Archimedean basic t-norms T = Ł and T = Π.
We will use the formulas derived in Sections III-VI for the Łukasievicz t-norm and numerical methods for the Product tnorm.
Let us consider the fuzzy relation 
which is a min-indistinguishability operator and, therefore, a T -indistinguishability operator for any t-norm, and the following fuzzy subset.
It is straightforward to observe that μ is not extensional with respect to E for T = Ł:
As T = Ł≤ Π ≤ min, μ is also not extensional for Π and min.
Let us study first the case T = Ł. Then
The first method proposed in this paper was based on finding the weight r for which the error committed in the approximation of μ by the natural weighted mean of φ E and ψ E was minimum. Let σ m be this extensional fuzzy subset:
According to the formula found on Theorem 2, we obtain r = 0.116463. Hence The second method proposed in this paper consisted of computing the best exponent r for which the distance between μ and the extensional fuzzy subset ψ r (μ) was minimum:
According to the formula provided in Theorem 3, we obtain r = 0.825243. Then Finally, let us illustrate an example for a nonfinite set. Consider the Łukasievicz indistinguishability operator E(x, y) = 1 − |x − y| on [0, 1], and let μ be the fuzzy subset of [0, 1]μ(x) = √ x, which is not extensional with respect to E. Then
and ψ E (μ)(x) = x. Fig. 1 shows the plots of the sets μ(x), φ E (μ)(x), and ψ E (μ)(x).
Following the formulas derived in Section VI. we have that the weight for the mean-based method is r = 0.538271. By these methods, we obtain the extensional fuzzy subset σ m
With the power-based method, we find that the best solution is found for r = 0.7, which corresponds to the extensional set σ p σ p (x) = 0.7x + 0. 3 TABLE I  TABLE COMPARING THE DIFFERENT APPROXIMATIONS BY EXTENSIONAL  FUZZY SUBSETS 
IX. CONCLUDING REMARKS
In this paper, several approaches and algorithms to approximate a fuzzy subset μ by an adequate extensional one with respect to an indistinguishability operator E have been proposed.
For continuous Archimedean t-norms, three different methods have been given. The first one is based on finding an adequate mean between the upper and the lower approximation by extensional fuzzy subsets of μ (φ E (μ) and ψ E (μ), respectively). The second one uses powers with respect to the t-norm T applied to the lower approximation operator ψ E . Finally, the last one is based on solving a QP problem.
At the theoretical level, the QP-based method is better than the other two as it always finds the extensional set that better approximates μ, while the other two find extensional sets similar to μ but with no guarantee of being the best extensional approximation. However, the QP-based method does not work for nonfinite sets and is computationally very costly, while the mean-based and the power-based ones are suitable for infinite sets and are not computationally expensive.
A practical comparison of these methods has been provided with a concrete example in Section VIII. Although the results are not conclusive (a further research and study should be done to extract sure conclusions), the results of the example show that the quality of the power-based method is extremely dependent on the quality of the ψ E operator, while the mean-based one is more flexible as it depends either on φ E and ψ E . In the finite set example, the mean-based method finds a better approximation either with the Łukasievicz and the Product t-norm, while in the infinite example, the result of the power-based one is superior.
On the other hand, when T is not Archimedean, the previous methods fail and other techniques have to be developed. In this paper, an algorithm to find good approximations for T = min has been proposed. This method is based on solving a QP problem as well. The performance of this method has also been studied in the example of Section VIII.
Finally, several lines of research could come after this study. The first one, which has already been pointed out, is to compare in depth the methods proposed in order to develop a conclusive analysis of them. Alternatively, an interesting line is to find better approximations when the t-norm is not Archimedean. Finally, a different idea is to find a geometrical interpretation of the methods proposed and study their suitability to a problem with respect to the geometry of it. After all, a fuzzy set μ is a function, and thus, it has a clear geometric component (if X is finite set, then μ ∈ [0, 1] n ). In consequence, extensional sets can be analyzed in geometric terms, and either means and powers are geometric operators. An analysis of the geometry of the connection between all these concepts would then be of extreme interest and will be studied by the authors in the forthcoming work.
