In this paper, we will give an upper bound of the number of auxiliary hypersurfaces in the semi-global determinant reformulated by Arakelov geometry. One of the key constants will be determined by the pseudo-effective threshold of certain line bundles.
Introduction
Let K be a number field, and X ֒→ P n K be a projective variety. Let ξ ∈ X(K), and H K (ξ) be a height of ξ with respect to the above closed immersion, for example, the classic Weil height. A height function of rational points often evaluates the arithmetic complexity of rational points. Let B ∈ R, and S(X; B) = {ξ ∈ X(K)| H K (ξ) B} be the set of rational points of bounded heights with respect to the above closed immersion. Usually, a good height function has the so-called Northcott's property, which means that the cardinality N (X; B) = #S(X; B) is finite when B is fixed. In this case, the map N (X; ·) : R → N is a function which gives a description of the density of rational points in X.
It is a central subject to understand different kinds of properties of the function N (X; B) with the variable B ∈ R for different kinds of X. For this target, lots of methods have been involved in. In this article, we will concern on the uniform upper bound of N (X; B). The word "uniform" means that we want to obtain a good upper bound of N (X; B) for all projective varieties with fixed degree and dimension, or maybe for those varieties satisfying certain common conditions. 1.1. Determinant method. -In this article, we will focus on the so-called determinant method proposed in [20] to study the density of rational points in arithmetic varieties.
1.1.1. Basic ideas and developments. -Tranditionally, we consider a projective variety X ֒→ P n Q over Q for simplicity, since the operations over arbitrary number fields sometimes bring us extra technical troubles. In [2] (see also [30] ), Bombieri and Pila proposed a method of determinant argument to study this kind of problems. The monomials of a certain degree evaluated on a family of rational points in S(X; B) having the same reduction modulo some prime numbers form a matrix whose determinant is zero by a local estimate. By Siegal's Lemma, we can assure the existence of the hypersurfaces in P n Q with bounded degree which contain all rational points in the family, but do not contain the generic point of X. If we can control the number of these auxiliary hypersurfaces and their maximal degree, it will play a significant role in controlling the upper bound of N (X; B). By this method, they proved that N (X; B) ≪ d,δ,ǫ B 2 δ +ǫ for all ǫ > 0, where δ = deg(X). In [20] , Heath-Brown generalized the method of [2] . His idea is to focus on a subset of S(X; B) whose reductions modulo a prime number are a same regular point, and he proved that this sub-set can be covered by a bounded degree hypersurface which do not contain the generic point of X. Then he counted the number of regular points over finite fields, and control the regular reductions. In [6] , Broberg generalized it to the case over arbitrary number fields.
In [20] , Heath-Brown also proposed a so-called the dimension growth conjecture. Let dim(X) = d. It is said that for all d 2 and δ 2, we have N (X; B) ≪ d,δ,ǫ B d+ǫ for all ǫ > 0. He proved this conjecture for some special cases. Later, Browning, Heath-Brown and Salberger had some contributions on this subject, see [7, 8, 9, 33, 35] for the refinements of the determinant method and the proofs with certain conditions.
In [41] , Walsh refined the so-called global determinant method in firstly proposed by Salberger in [35] . He applied the global determinant to a series of hypersurfaces, whose equations of definition satisfy certain conditions, and then he obtained a better estimate. In [10] , Castryck, Cluckers, Dittmann and Nguyen refined [41] on giving an explicit dependence on δ, and obtained a better estimate of N (X; B).
In [36] , Salberger considered the case of cubic hypersurfaces. In this case, we have a better estimate on a key invariant, so for this case, a better result than that in [9, 35] was obtained. Actually, this is the motivation of this article to explore the refinement of that invariant by the pseudo-effective thresholds of line bundles.
In order to study the density of rational points of a higher dimensional variety, it is also important to understand its lower dimensional sub-varieties of particular degrees, see [20, Appendix] of J.-L. Colliot-Thélène, [8, Appendix] of J. M. Starr, and [33, §5, §7] for instance. Since it has no direct relation with the determinant method itself, we do not plan to study this issue in this article.
1.1.2. Reformulation by Arakelov geometry. -In [13, 14] , H. Chen reformulated the works of Salberger [33] by the language of the slope method in Arakelov geometry. By this formulation, we replace the matrix of monomials by the evaluation map which sends a global section of a particular line bundle to a family of rational points. By the slope inequalities, we can control the height of the evaluation map in the slope method, which replaces the role of Siegal's lemma in controlling heights.
There are two advantages by the approach of Arakelov geometry. First, we can work over arbitrary number fields, while the classic formulation often matches well over Q only. Second, it is easier to obtain explicit estimates, since the constants obtained in the slope method are usually explicit given.
But in this article, because of certain obstructions in the positivity of line bundles, we are not able to give effective estimates for all invariants.
1.2. Application of the pseudo-effective threshold. -In this article, we will use the pseudo-effective thresholds of certain line bundles on projective varieties to estimate the number of auxiliary hypersurfaces in the determinant method.
1.2.1.
Pseudo-effective threshold. -Let X ֒→ P n K be a projective variety over the number field K of degree δ and dimension d, π : X → X be the blow-up at the non-singular rational point η, E is the exceptional divisor of this blow-up, H be a Cartier divisor on X given by a hyperplane section on P n K , and D, m ∈ N. The sum
plays a significant role in the refinement of determinant method in this article. Next, we denote
where vol( . ) is the usual volume function of R-divisors. In Theorem 4.8, we will prove the estimate
By this fact, we can refine some former results on the determinant method.
1.2.2.
An improved upper bound of the number of auxiliary hypersurfaces. -Let X ֒→ P n OK be the Zariski closure of X ֒→ P n K , and p be a maximal ideal of O K whose residue field is F p . Let ξ ∈ X (F p ), and we denote by S(X; B, ξ) the sub-set of S(X; B) the reduction modulo p of whose Zariski closures in X is ξ. We can prove that the invariant I X (H, η) only depends on its reduction class if its reduction is regular. By Lemma 5.1, if for the family of maximal ideals p 1 , . . . , p r of O K , the point ξ j is regular in X for all j = 1, . . . , r and r j=1 S(X; B, ξ j ) = ∅, then all I X (H, ξ j ) are equal, noted by I X (H, ξ J ) for simplicity. Then we have the result below. Theorem 1.1 (Theorem 5.2). -We keep all the above notations. Let p 1 , . . . , p r be a family of maximal ideals of O K , and N (p j ) = # (O K /p j ). Suppose that the point ξ j ∈ X (F pj ) is regular in X for all j = 1, . . . , r. If the inequality
is verified, then there exists a hypersurface of degree O d,δ,ǫ (1), which covers r j=1 S(X; B, ξ j ) but do not contain the generic point of X.
The implicit constant in Theorem 1.1 will be given explicitly in Theorem 5.2. By this result, let ǫ > 0 and
Then we have the following estimate of the number of auxiliary hypersurfaces. 
for η is regular in X. So the upper bound of auxiliary hypersurfaces given in (4) is a refinement of some former results, see [20, 33, 14] for example. If we focus on some particular varieties X with clearer information on I X (H, η) defined at (2), we may obtain a better estimate on the number of auxiliary hypersurfaces, see [36] for such an example, where the case of cubic hypersurfaces in P 3 is considered.
1.2.3.
Non-effective estimate. -In the above argument, we have
However, up to the author's knowledge, we cannot obtain an effective estimate above.
Thus we are only able to make sure that the maximal degree of auxiliary hypersurfaces can depend only on n, δ and ǫ, but we cannot get an explicit bound up to the author's ability until now.
1.3. Organization of the article. -This article is organized as follows. In §2, we will recall some useful preliminary knowledge to this program and propose the basic setting, where we follow the approach of [13, 14] . In §3, we will give a bound involving the invariant R(η, D) defined at (1) and both geometric and arithmetic Hilbert-Samuel functions of arithmetic varieties, which is a generalization of [36, Lemma 16.9] . In §4, we will prove the finiteness of the sum (1) and the asymptotic estimate (3) . In §5, we will prove Theorem 1.1, and give the upper bound (4) in Theorem 1.2 by applying it.
1
[Kv :Qv ] extending the usual absolute values on Q p or R respectively. Let ξ = [ξ 0 : · · · : ξ n ] ∈ P n K (K). We define the absolute height of ξ in P n K as (5)
Next, we define the logarithmic height of ξ as
which is independent of the choice of K (cf. [21, Lemma B.2.1]). Suppose X is a closed integral sub-scheme of P n K of degree deg(X) = δ and dimension dim(X) = d, and φ : X ֒→ P n K is the projective embedding. For ξ ∈ X(K), we define H K (ξ) = H K (φ (ξ)) for simplicity, and usually we omit the closed immersion φ if there is no confusion. Next, we define S(X; B) = {ξ ∈ X(K)|H K (ξ) B}, and N (X; B) = #S(X; B). The objective of counting rational points of bounded height is to understand the function N (X; B) with some particular projective varieties X and real numbers B 1.
2.2.
Multiplicity of points in a scheme. -In this part, we will define the multiplicity of points induced by the local Hilbert-Samuel function of schemes at a closed point, and we will give the definition of the multiplicity of a point in a scheme. This notion will be useful in the determinant method.
Let X be a Noetherian scheme of pure dimension d, which means all its irreducible components have the same dimension. Let ξ be a closed point of X, m X,ξ be the maximal ideal of the local ring O X,ξ , and κ(ξ) be the residue field of O X,ξ . We denote by
the local Hilbert-Samuel function of X at the closed point ξ with the variable s ∈ N.
For this function, when d 2, we have the following polynomial asymptotic extension
where we define the positive integer µ ξ (X) as the multiplicity of point ξ in X. If d = 0, then O X,ξ is a local Artinian ring. The multiplicity µ ξ (X) is then defined as the length of the local ring O X,ξ as a O X,ξ -module.
If O X,ξ is a regular local ring, we define ξ is regular in X. In this case we have µ ξ (X) = 1. Else we define ξ is singular in X. We refer the reader for [32, Exercise 2.4] in Page 41 for an example of non regular local ring of multiplicity 1. In addition, if X is pure dimensional and has no embedded component, then from the fact that ξ is singular in X by the above definition, we deduce µ ξ (X) 2 (cf. [28, (40.6)] ). If X is reduced and pure dimensional, the regular closed points is Zariski dense in X.
We denote by X reg the regular locus of X, and by X sing the singular locus of X. By the semi-continuity of the multiplicity function, we know that X sing is a closed sub-set of X. If X is reduced and pure dimensional, the set X reg is open dense in X (cf. [19, Corollary 8.16 , Chap. II]).
Normed vector bundles. -
The normed vector bundle is one of the main research objects in Arakelov geometry. Let K be a number field and O K be its ring of integers. A normed vector bundle on Suppose that F is a sub-O K -module of E. We say that F is a saturated sub-
We say that
For simplicity, we denote by E K = E ⊗ OK K in this paper below. 
where s 1 ∧ · · · ∧ s r v follows the definition in [12, 2.1.9] for all v ∈ M K,∞ , and s i , s j v,1 i,j r is the Gram matrix of the basis {s 1 , . . . , s r } with respect to v ∈ M K,∞ . For those v ∈ M K,f , we take the norms defined by models. We refer the readers to [18, 2.4 .1] for a proof of the equivalence of the above two definitions. The Arakelov degree is independent of the choice of the basis {s 1 , . . . , s r } by the product formula (cf. [ 
We refer the readers to [3, Appendix A] for some equalities and inequalities on Arakelov degrees and corresponding heights of homomorphisms. For every D ∈ N + , let
and let r(n, D) be its rank over O K . In fact, we have
where . v,FS is the corresponding Fubini-Study norm.
Next, we will introduce the metric of John, see [40] for a systematic introduction of this notion. In general, for a given symmetric convex body C, there exists the unique ellipsoid J(C), called ellipsoid of John, contained in C whose volume is maximal.
For the O K -module E D and any place v ∈ M K,∞ , we take the ellipsoid of John of its unit closed ball defined via the norm . v,sup , and this ellipsoid induces a Hermitian norm, noted by . v,John . For every section s ∈ E D , the inequality (11) s v,sup s v,John r(n, D) s v,sup is verified by [40, Theorem 3.3.6] . In fact, these constants do not depend on the choice of the symmetric convex body. Let A be a ring, and E be an A-module. We denote by Sym D A (E) the symmetric product of degree D of the A-module E, or by Sym D (E) if there is no confusion on the base ring.
If we consider the above E D defined in (8) as a O K -module, we have the isomorphism of O K -modules E D ∼ = Sym D (E). Then for every place v ∈ M K,∞ , the Hermitian norm . v over E v,C induces a Hermitian norm . v,sym by the symmetric product. More precisely, this norm is the quotient norm induced by the quotient morphism
where the vector bundle E ⊗D is equipped with the norms of tensor product of E on
[17, Définition 2.10] for the definition). We say that this norm is the symmetric norm over Sym D (E). For any place v ∈ M K,∞ , the norms . v,John and . v,sym are invariant under the action of the unitary group U (E v,C , . v ) of order n+1. Then they are proportional and the ratio is independent of the choice of v ∈ M K,∞ (see [4, Lemma 4.3 .6] for a proof). We denote by R 0 (n, D) the constant such that, for every section 0 = s ∈ E D,v , the equality
is verified. 
In the above equality, the constant R 0 (n, D) defined in the equality (12) satisfies the inequality 0 R 0 (n, D) log r(n, D), where the constant r(n, D) = rk(E D ) follows the definition in the equality (9) .
Let X be a pure dimensional closed sub-scheme of P(E K ), and X be the Zariski closure of X in P(E). We denote by (13) η X,D :
the evaluation map over X induced by the closed immersion of X into P(E K ). We denote by F D the saturated image of the morphism η X,D in (13) . We say that the function which maps the positive integer D to µ(F D ) is the arithmetic Hilbert-Samuel function of X with respect to the Hermitian line bundle O(1).
In fact, (14) 
By [13, Corollary 2.9], we have the following trivial lower bound of µ(F D ), which is
2.6. Height functions given by Arakelov theory. -We will give a definition of the height of rational points by Arakelov geometry, which provides the possibility of the reformulation of counting rational points problem by Arakelov geometry. Let E be a Hermitian vector bundle of rank n + 1 on
We define the height of the rational point P as
Actually, (16) is the same as the definition (14) where we choose X to be a rational point in P(E K ).
Remark 2.5. -We keep all the above notations in this part. Now we choose
We suppose that P has a Krational projective coordinate [x 0 : · · · : x n ], then we have (cf. [27, Proposition 9.10]) (16) by the language of Arakelov geometry, where E is the same as described above. In fact, by an elementary calculation, the inequality
is verified uniformly for all P ∈ P n K (K) when we take
2.7. Further notations on counting rational points problem. -Let ψ : X ֒→ P(E K ) be a closed immersion of X in P(E K ), and P ∈ X(K). We have denote the height of P by h O P(E) (1) (ψ(P )) at (16) . We will just use the notations In the rest part of this article, unless specially mentioning, we will use the height function defined at (16) , and we will use the notation h( . ) to denote this height function. The classic height defined at (5) and (6) will not be essentially used any longer.
A refinement of the semi-global determinant method
In this section, we will generalize a result in the so-called semi-global determinant method. By the notions of Salberger, the semi-global determinant method means that firstly we suppose that all rational points have the same reduction modulo a prime number, and then we do some numerical estimate. We refer the readers to [36, §16.3] for this notion. Oppositely, the so-called global determinant method does not have this assumption, see [35, 41, 10] .
3.1. Estimates of norms. -In this part, we will estimate the norms of some local homomorphisms, which can be viewed as a generalization of parts of [14, §3] . The original idea comes from [36, §16.2] . This estimate is more precise than that in [33, Lemma 2.4] and [14, Proposition 3.4 ], but will be more implicit because of some technical obstructions.
Firstly, we refer a useful auxiliary result in [14] , which will be useful in the approach of Arakelov geometry. Before this, we recall an useful notion. Let (k, | . |) be a non-Archimedean field, and (V, . ) be normed vector space over (k, | . |). We say that (V, . ) is ultranormed if for all x, y ∈ U , we always have x + y max { x , y }. 
If i > m, let λ i = 0. Then for any integer r > 0, we have
In the rest part of this section, unless specially mentioned, we denote by K a number field, and by O K its ring of integers. We fix E a Hermitian vector bundle of rank n + 1 on Spec O K , a closed integral sub-scheme X of P(E K ), and the Zariski closure X of X in P(E). We denote by X K → Spec K the generic fiber of X → Spec O K , which is essentially X → Spec K in the above case.
Let p be a maximal ideal of O K , F p be the residue field of p. Let ξ be an F p -point of X , and k ∈ N + . We suppose that {f i } 1 i k is a family of local homomorphisms of O K,p -algebras from O X ,ξ to O K,p . Let E be a free sub-O K,p -module of finite type of O X ,ξ and let
be an O K,p -linear homomorphism. As f 1 is a homomorphism of O K,p -algebras, it is surjective. Let a be the kernel of f 1 , then we have O X ,ξ /a ∼ = O K,p , which shows that a is a prime ideal. Furthermore, since O X ,ξ is a local ring with the maximal ideal m ξ , we have m ξ ⊇ a. Moreover, for f 1 is a local homomorphism, we have the fact a + pO X ,ξ = m ξ . In addition, we suppose that the point ξ is regular in X , which means O X ,ξ is a regular local ring. In this case, the ideal a is generated by dim (O X ,ξ ) − 1 regular parameters (cf. [1, Proposition 4.10] ). Since these elements form a regular sequence on O X ,ξ (cf. [38, Chap. III, Proposition 6]), we have Sym m (a/a 2 ) ∼ = a m /a m+1 as free O K,p -modules for all m ∈ N + .
Let S = O X ,ξ a, u ∈ S and r ∈ a m for every m ∈ N + . If we have ur ∈ a m+1 , since (u + a)(r + a m+1 ) = a m+1 is verified, then we have r ∈ a m+1 . Therefore, we obtain m m+1 ξ ∩ a m = a m+1 · S −1 (O X ,ξ ) ∩ a m = a m+1 . By the above argument, we have that
where the second isomorphism above comes from the isomorphism theorems of vector spaces, and the third one is due to the fact a + pO X ,ξ = m ξ mentioned above. By Nakayama's lemma (cf. [25, Theorem 2.2]), the rank of E ∩ a j / E ∩ a j+1 over
We suppose that the reductions of all the above local homomorphisms f 1 , . . . , f k modulo p are same, which means all the composed homomorphisms O X ,ξ fi − → O K,p → F p are same for every i = 1, . . . , k, where the last arrow is the canonical reduction morphism modulo p. Let N (p) = #F p . In this case, the restriction of f on E ∩ a j has its norm smaller than N (p) −j . In fact, for any 1 i k, we have f i (a) ⊂ pO K,p and hence we have f i (a j ) ⊂ p j O K,p .
From the above construction, we have the following result, which is a reformulation of [36, Lemma 16.9] . 
Proof. -By the above notations and argument, we have the filtration
The restriction of f on E ∩ a j has norm smaller than N (p) −j , where f is defined at (18) . Meanwhile, let {q ξ (m)} ∞ m=1 be the series of non-negative integers where the integer m appears exactly
times. Then by the fact that the free O K,p -modules E ∩ a j / E ∩ a j+1 and
have the same rank, we have
Since the above filtration F is of finite length, then by some elementary calculation, we obtain the equality
Finally by applying Lemma 3.1 to (20) , we obtain the result. (19) . We will give an estimate of R ξ (E) in §4 for our application such that we can control the number of auxiliary hypersurfaces by this result. The strategy is similar to that of [14, Theorem 3.1].
The following slope equality is useful in this reformulation, which is obtained by the slope inequalities. 
then there exists a subset I 0 of I whose cardinality is r such that the following equality
is verified, where pr I0 :
The following result is a refined semi-global determinant method, which is a direct generalization of [14, Theorem 3.1] by involving the term R ξ (E) defined at (19) .
Before providing the statement of this generalized semi-global determinant, we will introduce the operation below. Let E be a Hermitian vector bundle of rank n + 1 on Spec O K , X be a closed integral sub-scheme of P(E K ), and X be the Zariski closure of X in P(E). We choose a P ∈ X(K), and let P ∈ X (O K ) be the Zariski closure of P in X . If we say that the reduction of P modulo a maximal ideal p of O K is ξ ∈ X (F p ), we mean that we consider the reduction of P modulo p, whose image is ξ. We will use this representation multiple times in this article below.
Theorem 3.4. -Let {p j } j∈J be a finite family of maximal ideals of O K , and {P i } i∈I be a family of rational points of X K such that, for any i ∈ I and any j ∈ J, the reduction of P i modulo p j coincides with the same non-singular point ξ j ∈ X (F pj ). Let F D be as defined at Definition 2.3, R ξj (F D ) be defined as (19), r 1 (D) = rk(F D ), N (p j ) = #(O K /p j ), and the height function h( . ) of rational points follows the definition at (16) by Arakelov theory. If the inequality
is verified, then there exists a section s ∈ E D,K (see (8) for its definition), which contains {P i } i∈I but does not contain the generic point of X K . In other words, {P i } i∈I can be covered by a hypersurfaces in P(E K ) of degree D which does not contain the generic point of X K .
Proof. -We suppose the section predicted by this theorem does not exist. Then the evaluation map
is injective. We can replace I by one of its sub-sets such that the above f is an isomorphism. For every v ∈ M K,∞ , we have
where the first inequality comes from Hadamard's inequality, and the second one is due to the definition of metrics of John introduced at §2.5.
For every v ∈ M K,f , let p be the maximal ideal of O K corresponding to the place v. By definition, the isomorphism f is induced by a homomorphism O K -modules
where P i is the O K -point of X extending P i . Hence for any maximal ideal p, we have log ∧ r1(D) f p 0.
We fix a j ∈ J. For each i ∈ I, the O K -point P i defines a local homomorphism from O X ,ξj to O K,pj which is O K,pj -linear. By taking a local trivialization of O(D) at ξ j , we identify F D as a sub-O K,pj -module of O X ,ξj . Then by Proposition 3.2, we have log ∧ r1(D) f pj −R ξj (F D ) log N (p j ). From the above two upper bounds of the operator norms, combined with Proposition 3.3, we obtain
which leads to a contradiction.
Estimates of R ξj (F D )
In order to apply Theorem 3.4, more information about the term R ξj (F D ) need to be gathered. The aim of this section is to give an asymptotic estimate of R ξj (F D ). -We keep all notations and conditions in Theorem 3.4. Let η j ∈ X(K) be a rational point which specializes to ξ j with respect to the operation in Theorem 3.4, m ξj be the maximal ideal of O X ,ξj , and n ηj be the maximal ideal of O X at the point η j . Then for every m ∈ N + and j ∈ J in Theorem 3.4, we have
where we identify F D as a sub-O K,pj -module of O X ,ξj for j ∈ J above.
Proof. -Let s 1 , . . . , s r1(D) ∈ F D which generate F D . Let T 0 , . . . , T n be the homogeneous coordinate of X ֒→ P(E). Without loss of generality, we suppose that T 0 (ξ j ) = 0 with respect to the canonical morphism. Let r i = s i /T D 0 for all i = 1, . . . , r 1 (D). and W D ⊂ O X ,ξj be the vector space over K generated by the images of r 1 , . . . , r r1(D) in O X ,ξj , which is also of dimension r 1 (D). Thus for 
onto W D ∩ m m ξj , and then we obtain the first equality in the assertion.
By the fact that dim(X) = d and the point ξ j is regular in X , then the point η j is also regular in X, and the ring O X ,ξj is a regular local ring of Krull dimension d. By these facts, we have dim K O X ,ξj /m m ξj = d+m−1 m−1 for all m ∈ N + . Furthermore, we
which completes the proof.
4.1.1.
A naive lower bound of R ξj (F D ). -In order to apply Theorem 3.4, we need a lower bound of R ξj (F D ) defined at (19) . By the definition of R ξj (F D ), we have 
is verified uniformly for all D 1, and the equality holds when X is a hypersurface of degree δ in P n K . So it is possible to obtain an effective lower bound of R ξj (F D ). In order to provide such a lower bound from Proposition 4.1, the inequality
will be useful, which is verified for all N k 1. Then we have the following result. d, δ) is an explicit constant depending on d and δ.
Proof. -By (22), we have
Meanwhile, we also have
Then from the relation
for simplicity, where [x] is the largest integer smaller than x. Then we obtain
by definition directly. And we have
By some asymptotic estimates, we obtain d, δ) is a constant depending on d and δ which can be given explicitly by the above argument, and we terminate the proof. 
which has a better dominant term than that given in Proposition 4.2. In fact, in [36] , Salberger applied the numerical inequality in for those δ 2 1 n−2 < m 2n. As an application, we consider the number of rational points with bounded height in the complement of the union of all lines on integral cubic surfaces in P 3 Q . The above calculation is the key ingredient of the proof of [36, Theorem 16.1] , which refines the former results in [20, 34, 35] .
Compared with Proposition 4.2, it is an important subject to give a better or even the optimal dominant term in the estimate of R ξj (F D ) for more general cases. In fact, we will see that the lower bound of its dominant term given in Proposition 4.2 can also be given by a lower bound of a particular invariant about the positivity of certain line bundles, see (33) and Theorem 4.8 below.
4.1.2.
Connection with Seshadri constant. -In this part, we will give a lower bound of the positive integer m such that
are both zero, where all the above notations are same as in Proposition 4.1. For this target, we will introduce some notions on the geometric positivity of line bundles. We refer to [24, §5.1] for a detailed introduction on it. Let L be a line bundle on a projective variety X, and ξ ∈ X be a regular point with the maximal ideal n ξ ⊂ O X . We consider the natural map (23) H 0 (X, L) → H 0 X, L ⊗ O X /n s+1 ξ taking the global sections of L to their s-jets at ξ. By definition, the kernel of the map (23) is H 0 X, L ⊗ n s+1 ξ . Let X be a projective variety, and L be a nef line bundle on X. We fix a closed point ξ ∈ X, and let π : X → X be the blow-up at ξ, and E = π −1 (ξ) be the exceptional divisor. We define the Seshadri constant of L at ξ as (24) ǫ(X, L; ξ) = ǫ(L, ξ) = sup{ǫ > 0| π * L − ǫE is nef }.
By [24, Proposition 5.1.5], we have
where C takes over all integral curves C ⊆ X passing through ξ, and µ ξ (C) is the multiplicity of ξ in C, and see §2.2 for its precise definition. 
where [ . ] denotes the largest integer smaller than s.
Proof. -By definition, the K-vector space F D,K is a sub-K-vector space of
, so it is enough to prove the bound for the K-linear map
In other words, we need a bound of m ∈ N such that H 0 X, O P(EK ) (1)| ⊗D X ⊗ n m ηj is zero.
By definition, the space H 0 X, O P(EK) (1)| ⊗D X ⊗ n m ηj is zero when m is strictly larger than the possible maximal multiplicity of the point η j in the divisors which are linearly equivalent to O P(EK ) (1)| ⊗D X . We denote by µ ηj |O P(EK ) (1)| ⊗D X | the above maximal multiplicity. By [16, Corollary 12.4 ] and (25), we have
where we consider the intersection in the regular locus of X, and the multiplicity of a point in pure-dimensional schemes is considered at [16, Corollary 12.4 ]. In addition, the multiplicity satisfies the additivity of cycles by [ 
for η j is regular in X and deg(X) = δ.
By (26), (27) and (28), when m d √ δD + 1, we will have m > µ ηj |O P(EK ) (1)| ⊗D X | , and we have a trivial kernel in this case. Let η ∈ X(K) be non-singular, n η be the maximal ideal of O X at the point η, and (29) π : X → X be the blow-up of X at η. Let E = π −1 (η) be the exceptional divisor of the above blow-up morphism π, and I E ⊂ O X be the ideal sheaf of E ⊂ X. By the projection formula (cf.
[19, Chap. III, Exercise 8.3]) applied at (29), we have R i π * π * O P(EK ) (1)| ⊗D X = 0 for all i 1, and then we have π * π * O P(EK) (1)| ⊗D
From the above isomorphism, we have the commutative diagram
where the kernel of the bottom map is isomorphic to H 0 X, π * O P(EK) (1)| ⊗D X ⊗ I m E for m 1. By the above argument, we have the following result. Let H be a Cartier divisor on X given by a hyperplane section in P(E K ), and H ′ = π * H be its pullback by (29) . We denote by Let X be a projective variety of dimension d, and L be a line bundle on X. Let D ∈ N + , and we denote by h 0 X, L ⊗D = dim H 0 X, L ⊗D for simplicity. Then the volume of the line bundle L is defined to be the non-negative number (30) vol (L) = vol X (L) = lim sup
Meanwhile, if E is a Cartier divisor on X, we denote the volume by vol(E) = vol X (E) for similarly, or by passing O X (E). Let N S(X) be the Néron-Severi group of X (see [24, Definition 1.1.15] for its definition). By [24, Proposition 2.2.41] , the volume of a line bundle only depends on its class in Néron-Severi group. Let N S(X) R = N S(X) ⊗ Z R. By [24, Corollary 2.2.45], the above volume function can be extended uniquely to a continuous function (31) vol : N S(X) R → R.
4.3.2.
Dependence on the reduction. -Let η 1 , η 2 ∈ X(K) be both non-singular, and π 1 : X 1 → X and π 2 : X 2 → X be the blow-up of X at η 1 and η 2 respectively, with respect to the exceptional divisors E 1 ⊂ X 1 and E 2 ⊂ X 2 . By Proposition 4.1 and Proposition 4.5, if two rational points of η 1 , η 2 ∈ X(K) have the same non-singular specialization modulo a maximal ideal of O K in the sense of Theorem 3.4, we have
which means it only depends on its specialization by the operation of Theorem 3.4.
4.3.3.
Pseudo-effective thresholds. -By the fact stated in §4.3.2 above, we will introduce the following invariant.
Definition 4.6. -Let X be a closed integral sub-scheme of P(E K ) over the number field K, η ∈ X(K) whose specialization modulo the maximal ideal p of O K is the nonsingular point ξ in the sense of Theorem 3.4, π : X → X be the blow-up at η, and E ⊂ X be its exceptional divisor. Let H be a Cartier divisor on X given by a hyperplane section in P(E K ). We define
where the above volume function vol( . ) follows the extended definition at (31) over the variety X. -We keep all the above notations and conditions. We will give an asymptotic estimate of R ξj (F D ) defined at (19) by the invariant I X (H, ξ j ), where j ∈ J is given in Theorem 3.4. -Let X be a closed integral sub-scheme of P(E K ) of dimension d and degree δ over the number field K, p be a maximal ideal of O K , ξ ∈ X (F p ) be a non-singular point. Let F D be the same as that in Theorem 3.4, R ξj (F D ) be defined at (19) , j ∈ J be the same as that in Theorem 3.4, and H be a Cartier divisor on X given by a hyperplane section in P(E K ). Then we have
Proof. -Let η ∈ X(K) be a rational point whose reduction modulo p is ξ in the sense of Theorem 3.4, π : X → X be the blow-up of X at η, and E = π −1 (η) be the exceptional divisor of π. From Definition 2.3, when D is large enough, we have
Then by Proposition 4.1 and Proposition 4.5, we have
It is evident that we have
Then by the definition of volume at (30) , when m = 1, . . . , d √ δD + 1, we have
where [s] denotes the largest integer smaller than s ∈ R. By Proposition 4.4, we have
By the estimate of remainder term in (32) and Definition 4.6, we have
and we obtain the result. 
where the reduction of η ∈ X(K) modulo the maximal ideal p of O K is ξ in the sense of Theorem 3.4, µ η (X) is the multiplicity of η in X, and ǫ η (H) is the Seshadri constant of H at η. For our application in this article, we have
since the point η is regular in X, and vol(H) = H d = δ by definition. Then by Theorem 4.8, we have
which is the same as that obtained in Proposition 4.2.
Number of auxiliary hypersurfaces
In this section, for a closed integral sub-scheme X of P(E K ), we will give an upper bound of the number of hypersurfaces which cover S(X; B) but do not contain the generic point of X.
Application of the asymptotic estimate of
-Let E be a Hermitian vector bundle of rank n + 1 on Spec O K , X be a closed integral sub-scheme of P(E K ), and X be the Zariski closure of X in P(E). Let p be a maximal ideal of O K , and ξ ∈ X (F p ). We denote by S(X; B, ξ) the sub-set of S(X; B) whose reduction modulo p is ξ in the sense of Theorem 3.4. Proof. -By Proposition 4.1, the invariant I X (H, ξ j ) only depends on its specialization. Then we obtain the assertion from Proposition 4.5 directly.
We keep all the notations and conditions in Lemma 5.1, and we define (34) I X (H, ξ J ) = I X (H, ξ j ) for all j ∈ J. Then by the asymptotic estimate of R ξ (F D ), we have the result below deduced from Theorem 3.4. Proof. -We only need to prove the assertion for the case when j∈J S(X; B, ξ j ) = ∅.
Let D ∈ N + . Firstly, we suppose that such there does not exist such a hypersurface of degree D. By Theorem 3.4, we have
By the fact that ξ j is regular for every j ∈ J, the fact
we apply Theorem 4.8 by combining the above to assertions, and then there exists a constant C(d, δ) depending on d and δ, such that
is verified for each D 1 and j ∈ J. By [11, §1.2], we have
We combine the above arguments and the trivial lower bound of µ(F D ) introduced at (15). From the inequality (36), we deduce
and we obtain 
By the hypothesis (35) , the left side of the above inequality is larger than or equal to
which implies that There exists a constant α(K) 2 depending on K, such that for all number N 0 1, there exists at least one maximal ideal p of O K , such that N 0 < N (p) α(K)N 0 .
We refer to [23] or [37, Théorème 2] for a proof by admitting the generalized Riemann hypothesis, and to [42, Théorème 1.7] without admitting it.
Complexity of the singular locus.
-Let E be a Hermitian vector bundle of rank n + 1 on Spec O K , X be a closed integral sub-scheme of P(E K ) of degree δ and dimension d. In order to give an upper bound of the number of auxiliary hypersurfaces which cover S(X; B) but do not contain the generic point of X, we divide S(X; B) into two part: the part of regular points and the part of singular points. In this part, we will deal with the singular part S(X sing ; B).
By [13, Theorem 3.10] (see also [14, §2.6]), we have the following control to the complexity of the singular locus. (X; B) be the sub-set of S(X; B) consisting of regular points, and S(X; B, ξ) be the sub-set of S(X; B) whose reduction modulo p is ξ, where the operation modulo p follows the sense of Theorem 3.4. We denote
S (X; B, ξ) .
In other words, S 1 (X; B, p) is the sub-set of S 1 (X; B) with regular reduction modulo p.
In order to give a numerical description of the regular reductions, we introduce the following constants original from [14, Notation 19] .
The above constant C 1 is original from [13, (21) ], and C 2 is from [13, Remark 3.9]. The constant C 3 firstly appeared at [13, Theorem 3.10], and we have (39) C 3 ≪ n,d δ.
By the above notations, we state the following result. where the constant C 3 is defined at (38) , and the height h O(1) (X) is defined at (14) . If p 1 , . . . , p r are distinct maximal ideals of O K such that N (p i ) > N 0 is verified for every i = 1, . . . , r, then S 1 (X; B) = r i=1 S 1 (X; B; p i ).
5.5.
An upper bound of the number of auxiliary hypersurfaces. -In this part, we will estimate the number of auxiliary hypersurfaces which cover S(X; B) but do not contain the generic point of X. In fact, by Proposition 5.5, we only need to consider the regular part S 1 (X; B). By [13, Theorem 4.8] and [13, Proposition 2.12] , the rational points with small height in X can be covered by one hypersurface of degree O n (δ) not containing the generic point of X, where the "small" height means that we compare the bound B with the height of X. We will use the above argument to deal with the points with small height and the method of Theorem 3.4 and Proposition 5.3 to deal with the regular points with large height, and combine it with Lemma 5.6.
Theorem 5.7. -Let E be a Hermitian vector bundle of rank n + 1 on Spec O K , X be a closed integral sub-scheme of P(E K ) of dimension d and degree δ over the number field K, and ǫ > 0 be an arbitrary real number. Then there exists an explicit constant C 4 (ǫ, δ, n, d, K), such that for every B e ǫ , the set S(X; B) can be covered by no more than C 4 (ǫ, δ, n, d, K)B with the constant C 3 is defined at (38) . By the assumption that log B ǫ, we obtain r A 3 , where
By Bertrand's postulate (cf. Lemma 5.4), there exists a family of maximal ideals p 1 , . . . , p r of O K , such that α(K) i−1 N 0 N (p i ) α(K) i N 0 for every i = 1, . . . , r, where the constant α(K) 2 depends only on the number field K.
For each p i , we have #X (F pi ) δ N (p i ) d + · · · + 1 δ(d + 1)N (p i ) d δ(d + 1)α(K) di N d 0 ,
and then we obtain the following upper bound of the number of auxiliary hypersurfaces which cover S 1 (X; B) but do not cover the generic point of X. The upper bound mentioned above is
where the constant 
In the above inequality, the second line is from the lower bound of I X (H) provided at [26, Corollary 4.2] (see (33) for this lower bound in our application) and the definition of I X (H) at (37) . Then we obtain the assertion by Corollary 5.3.
Conclusion. -By the above argument, we obtain the assertion after combining it with Proposition 5.5, where we choose the constant C 4 (ǫ, δ, n, d, K) = C ′′ 4 (ǫ, δ, n, d, K) + 1 introduced at (41).
Remark 5.8. -In the proof of Theorem 5.7, by the fact that A 1 ≪ n,d δ and A 2 ≪ n,d δ, we have A 3 ≪ n,d,ǫ δ 1+ 1 d . Then we obtain log C 4 (ǫ, δ, n, d, K) ≪ n,K,ǫ δ 1+ 1 d , since we have 1 d n − 1.
Remark 5.9. -In Theorem 5.7, we do not give an explicit upper bound of the degree of auxiliary hypersurfaces. The main obstruction is that in Theorem 4.8, when we estimate R ξj (F D ), until the author's knowledge, we cannot find an explicit lower bound of dim H 0 (X, L ⊗m ) for arbitrary line bundle L . If L is ample, see [22, Page 92] for such an explicit lower bound. So by the strategy of this article, we cannot control the dependence of S(X; B) on the degree of X.
