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Abstract 
The need of humans to socialize and share information has led to a constantly growing Web, which has become a support for 
social media. Every day, worldwide users are pushing multimedia data towards their family, friends and the world at large. This 
is the reason why, web search has also become the main method for people to fulfill their information needs. The common 
modality used for image search on the web is based on text, the assumption being that the tags and the textual descriptions 
associated with photos are powerful ways to describe and retrieve images. The results are usually obtained by simply matching 
the terms of the query to an index of terms associated to the images in a corpus. The efficiency of this technique depends strongly 
on the tags associated to pictures, as well as their accuracy. Trying to search for images with bridges in this kind of systems, the 
result set will only contain images explicitly annotated with this term, but will fail to include images with Pont Neuf or Ponte 
Vecchio, if their tags do not contain the noun bridge. In this paper, we present a system designed to perform diversification in an 
image retrieval system, using semantic resources like YAGO, Wikipedia and WordNet. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of KES International. 
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1. Introduction 
While web consists in huge amounts of multimedia documents, searching for diverse data is not that 
straightforward, since most information retrieval systems base their algorithms on entities popularity, relevance, 
rather than dissimilarity. For instance, trying to find tennis players on Google Images, the result set is mostly formed 
from well-known tennis players like: Roger Federer, Rafael Nadal, Serena Williams, Andy Murray, Maria 
Sharapova, who are always present in American or British newspapers but it is lacking in images depicting other 
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good tennis players, not that popular, like: Simona Halep, Agnieszka RadwaĔska, Na Li, Stan Wawrinka. In this 
context, diversity appears to be a trade-off between having more relevant results of the most likely intents and 
having diverse results that cover different query areas. Over time, various theories involving search results 
diversification have been developed, theories that have been taken into consideration1: (i) content (or similarity)2, i.e. 
how different are the results to each other, (ii) novelty3,4, i.e. what does the new result offer in addition to the 
previous ones, and (iii) semantic coverage5,6, i.e. how well covered are the different interpretations of the user query. 
The exploitation of semantic structures represents a possible solution to cope with such problems, if these 
structures are developed enough to cover the query space. YAGO ontology is a lexical resource that contains facts, 
their relations and categories automatically extracted from Wikipedia. The extracted categories from Wikipedia are 
unified with the concepts of the WordNet thesaurus and arranged into a taxonomic hierarchy. In order to collect 
results that are, on the one hand, relevant to the user query and, on the other hand, different enough to describe the 
entire query space, we integrate YAGO in the proposed system. First, we identify the WordNet entities that have 
key-word occurrences and secondly, we retrieve the affiliated YAGO entities grouped into their corresponding 
Wikipedia category. For example, the entities retrieved by issuing the query tennis players are grouped into 
Wikipedia categories, e.g., American Male Tennis Players, British Female Tennis Players, etc. Because the instances 
retrieved by YAGO are not ranked based on any relevance score, we define our own function based on the provided 
YAGO facts, such as:  linksTo, hasWikipediaArticleLength. 
The main resource we exploit in our application is the Flickr image collection. Flickr (www.flickr.com) is one of 
the most popular and earliest photo sharing sites and provides an open platform for users to publish their personal 
images freely. It also offers the possibility for users to tag and comment on their photos and on other users’ photos, 
the principal purpose of tagging being to make images better accessible to the public. The concepts identified in the 
user queries are first expanding using YAGO and then issued to the Flickr database.  
In order to achieve diversity in the result set, we study two important aspects: relevance with respect to the user 
query and dissimilarity of each image regarding the other documents. Relevance plays a key role in the proposed 
system since the results have to be consistent with the issued queries. In this paper, we aim at measuring the 
semantic relatedness of Flickr images to user queries using tags. Each social image has a set of tags, and their 
semantic correlation with the query tags measures the relevance of the image from semantic aspect. The dissimilarity 
is understood in terms of novelty. We define an iterative method to construct the result set that adds at each step an 
image whose relevance is discounted by its similarity with respect to the already selected documents in the result set. 
The search for multimedia documents represents a growing trend in Web search. For this, new retrieval 
paradigms, going beyond text chains matching, are needed in order to better respond to user needs. The exploitation 
of semantic structures represents one of the possible solutions for developing new paradigms in information 
retrieval, if these structures are developed enough to cover the query space. Generic semantic structures, like 
WordNet7, exist and were used in image retrieval8,9 but they do not ensure a sufficient coverage of the query space. 
Wikipedia is also a rich source of semi-structured and has been used to structure large quantities of knowledge10,11. 
In our system, we chose to exploit YAGO’s features for processing text queries, because it extracts and merges 
information from both WordNet and Wikipedia. The introduction of conceptual structures in image retrieval raises 
an important question: What terms in a query should be reformulated? When dealing with mono-conceptual queries, 
the answer to this query is straightforward: if knowledge about that particular concept is available, we should use it 
to expand the query. The problem gets complicated for more complex queries because the number of reformulations 
becomes rapidly unmanageable. We consider nouns to be the most important part of the user queries, in particularly 
the noun phrases that form the subject of the query, and we focus the query expansion on them.  
Measuring semantic relatedness between multimedia documents. Relatedness measurement, especially similarity 
between multimedia files, represents a popular research topic in computer vision, being used in several multimedia 
algorithms such as: image clustering, searching, recommendation and annotation. Relatedness has been computed 
over time taking into consideration the low-level visual features such as texture12,13, shape14, and gradient15 and used 
in several distance metrics including Chi-Square distance16, Euclidean distance17, histogram intersection18, and EMD 
distance19. The problem with these techniques arises from the fact they ignore the high-level features such as 
semantic information which can be understood by people easily.  
Recently, with the explosion of community contributed multimedia content available online, many social media 
repositories (e.g., Flickr, Youtube (http://www.youtube.com), and Zooomr (http://www.zooomr.com)) promote 
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users to collaboratively create, evaluate and distribute media information. Such sharing sites allow users to upload 
media data and annotate content with descriptive keywords which are called social tags. Many researchers focused 
their work by incorporating the user provided tags in information retrieval and ranking algorithms. In20, the authors 
empirically study the potential value of social annotations for web search. Zhou et al.21 proposed a model using 
Latent Dirichlet Allocation, which incorporates the topical background of documents and social tags. Xu et al.22 
developed a language model for information retrieval based on metadata property of social tags and their 
relationships to annotated documents. Bao et al.23 introduced two ranking methods: SocialSimRank, which ranked 
pages based on the semantic similarity between tags and pages, and SocialPageRank, which ranked returned pages 
based on their popularity. Schenkel et al.24 developed a top-algorithm which ranked search results based on the tags 
shared by the user who issued the query and the users who annotated the returned documents with the query tags. 
Measuring the semantic relatedness between multimedia documents is one of the fields where we can take 
advantage of social tags. We now introduce several definitions25, namely the social tags set of an image and the 
semantic relatedness between two tags and two images. 
Definition 1.2.1 The social tags (denoted by t) of an image ݔ௞ (denoted by ௫ܶೖ) is a set of tags provided by users 
of an image: ௫ܶೖ ൌ ሼݐଵǡ ݐଶǡ ǥ ǡ ݐቚ்ೣ ೖቚ
ሽ. 
Definition 1.2.2 The semantic relatedness between two tags (denoted by ݏݎሺݐ௜ǡ ݐ௝ሻ) is the expected correlation of a 
pair of tags ݐ௜ and ݐ௝.  
Definition 1.2.3 The semantic relatedness between two images (denoted by ݏݎሺݔ௠ǡ ݔ௡ )) is the expected 
correlation of a pair of images ݔ௠ and ݔ௡. The more the two images resemble one another, the larger the similarity 
coefficient is. 
According to Definition 1.2.1, an image can be represented as a set of tags provided by users and each tag can be 
seen as a concept with explicit meaning. Thus, the semantic relatedness of two concepts can be defined based on 
their co-occurrence in the image set. The core idea is that “you shall know a word by the company it keeps”25. In 
this section, we present four popular co-occurrence measures to measure semantic relatedness between tags. 
The Jaccard coefficient25 is defined below, where ݂ሺ݌ሻ and ݂ሺݍሻ are the number of images tagged by p and q, 
݂ሺ݌ǡ ݍሻ is the number of images annotated with both p and q:  
ܬܽܿܿܽݎ݀ሺ݌ǡ ݍሻ ൌ
݂ሺ݌ǡ ݍሻ
݂ሺ݌ሻ ൅ ݂ሺݍሻ െ ݂ሺ݌ǡ ݍሻ
 (1) 
The Overlap coefficient24 and Dice coefficient25 are defined below:  
ܱݒ݁ݎ݈ܽ݌ሺ݌ǡ ݍሻ ൌ
݂ሺ݌ǡ ݍሻ
ሺ݂ሺ݌ሻǡ ݂ሺݍሻሻ
 (2) 
ܦ݅ܿ݁ሺ݌ǡ ݍሻ ൌ
ʹ ή ݂ሺ݌ǡ ݍሻ
݂ሺ݌ሻ ൅ ݂ሺݍሻ
 (3) 
According to the probability and information theory, the mutual information (MI)25 of two random variables is a 
quantity that measures the mutual dependence of the two variables. Pointwise mutual information (PMI)25 is a 
variant of MI, where N is the images set size:  
ܲܯܫሺ݌ǡ ݍሻ ൌ 
ܰ ή ݂ሺ݌ǡ ݍሻ
݂ሺ݌ሻ ή ݂ሺݍሻ
 (4) 
Normalized Google distance26 is another semantic similarity measure derived from the number of hits returned by 
the Google search engine for a given set of keywords: 
ܰܩܦሺ݌ǡ ݍሻ ൌ
ሺ ݂ሺ݌ሻǡ  ݂ሺݍሻሻ െ  ݂ሺ݌ǡ ݍሻ
ܰ െ ሺ ݂ሺ݌ሻǡ  ݂ሺݍሻሻ
 
(5) 
where N is the total number of web pages searched by Google, ݂ሺ݌ሻ and ݂ሺݍሻ are the number of hits for search 
terms p and q, respectively; and ݂ሺ݌ǡ ݍሻ is the number of web pages on which both p and q occur. 
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2. Knowledge sources 
WordNet. WordNet7 is a semantic lexicon for the English language that groups together nouns, verbs, adjectives 
and adverbs into sets of cognitive synonyms (synsets), each expressing a distinct concept. A synset denotes the 
similarity of meaning and groups together the words belonging to the same concept. For example, jump, leap, 
bound, spring belong to the synset move and spring, springtime to season, time of year. At the moment, WordNet 
distinguishes among 117,000 synsets and links them by means of conceptual-semantic and lexical relations such as 
hypernymy/hyponymy (i.e. the relation between a sub-concept and a super-concept) and holonymy/meronymy (i.e. 
the relation between a part and the whole). A hyperonym represents a more general synset and a hyponym a specific 
one, e.g. time period is a superset of season, and time of year and run is a subset of travel rapidly. With these kinds 
of relations it is possible to build a noun hierarchy with a root node entity. The hyperonymy/hyponymy relations 
arrange the concepts into a taxonomic hierarchy. WordNet can be rearranged as an ontology. The synsets represent 
the concepts and the words grouped by the concepts are the instances. The hypernym/hyponym relationships among 
the noun synsets can be interpreted as specialization relations between conceptual categories. WordNet is free and 
publicly available for download. WordNet has been used for a number of different purposes in information systems, 
including word sense disambiguation, information retrieval, automatic text classification, automatic text 
summarization, machine translation and even automatic crossword puzzle generation. 
Wikipedia. According to27, Wikipedia is a multilingual, web-based encyclopedia, written collaboratively by 
volunteers. There are more than 77,000 active contributors working on more than 38,000,000 articles in 292 
languages. The main characteristics of Wikipedia show that its structure is very similar to the one belonging to an 
ontology. Each Wikipedia article is a single web page, it usually describes a single topic (concept) and it is 
identifiable by its title (concept’s attribute). Since 2004, Wikipedia articles are grouped together on similar subjects 
in categories of knowledge. One article can belong to one or more categories and users can search and traverse the 
existing hierarchy for more information (the hierarchical structure of concepts). Article can link to other articles 
using hyperlinks, so that the users can navigate following the links (relations between the concepts). Articles may 
contain an infobox - a relational concise summary of an article, a set of attribute/value pairs describing the articles 
subject (attributes of a concept). Wikipedia has a redirect system. A Wikipedia redirect page is a virtual link that 
redirects a user to the correct Wikipedia article. As an open source project, the entire content of Wikipedia can be 
easily obtained and is very popular among the research community. One example is the DBpedia project27, whose 
effort is to extract structured information from Wikipedia and link it to the different data sets on the Web in order to 
allow user to ask sophisticated queries against Wikipedia. 
YAGO. YAGO29 is one of the largest public ontologies that extracts and merges information from Wikipedia26, 
WordNet7, GeoNames (http://www.geonames.org/), Universal WordNet30, and WordNet Domains31. YAGO builds 
on entities and relations and according to32, it currently describes more than 2.6 million entities and 124 million facts 
or 9.8 million entities and 447 million facts, if GeoNames entities are included. The aim of YAGO ontology is to 
capture the world in terms of entities and statement about them. YAGO constructs a taxonomy where classes, 
instances and properties are extracted from Wikipedia’s category system and infoboxes and the hierarchy is created 
using the WordNet lexicon. Each article in Wikipedia is an entity in the knowledge base. YAGO links Wikipedia 
entities by a type (instanceOf) relationship to Wikipedia leaf category classes (e.g., the article about Max Plank is in 
the category of Optical Physicists, so he is an optical physicist). It continues by linking these Wikipedia category 
classes by subClassOf relationship to suitable WordNet classes (e.g., physicist becomes a subclass of the WordNet 
synset scientist). The facts set includes the is-a hierarchy as well as non-taxonomic relations between entities, such 
as hasWonPrize. YAGO has about 100 manually defined relations, such as wasBornOnDate, livesIn locatedIn. 
These relations are represented in the form of subject-property-object triples (SPO triples) according to the RDF 
data model. In contrast to the original YAGO, in YAGO232 the entity-relationship-oriented facts are integrated with 
the spatial and temporal dimensions extracted from the previously presented sources, which makes YAGO2 a time 
and space aware ontology. YAGO2 is part of the linked data cloud and is being used in numerous projects, including 
ontology construction projects. 
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3. Conceptual design 
The focus of our work lies in the integration of the YAGO ontology and the Flickr database into the Image 
Search Results Diversification system. In this context, we face several main problems, namely: 
1. Deciding what terms in a query should be used to query YAGO ontology; 
2. Ranking and grouping the results retrieved by YAGO ontology; 
3. Choosing which YAGO entities to use in crawling Flickr database; 
4. Ranking the results so that we achieve both relevance and diversity in the result set. 
Section 3 gives a deeper insight into the design of our application flow and tries to answer to the above listed 
questions, by describing in detail the techniques used for our image retrieval system. 
3.1. Application flow 
After a user submits a keyword query to the web application, the client sends the query to the server. The server 
receives the text query and sends a request to the Query Parser service. The Query Parser extracts a subject-
predicate-object triple, with Stanford NLP Parser (http://nlp.stanford.edu/software/lex-parser.shtml) and sends it 
back to the server. Based on the extracted triple, a SPARQL query is constructed and issued to the YAGO ontology 
service. The YAGO service sends back a list of YAGO entities grouped together in Wikipedia categories. The 
server parses the response and sends a request to the FlickrCrawler service for every extracted entity.  After all the 
Flickr requests are served, a relevance score is computed and assigned to every downloaded image. The result set is 
iteratively constructed by selecting elements from the Flickr images set that maximizes both the relevance score and 
the dissimilarity score with the images already added. The list of images is sent to the web client and displayed to 
the user that requested those images. The entire application flow can be viewed in Figure 1. 
Fig. 1. Application flow. 
3.2. Querying the YAGO ontology 
When dealing with mono-conceptual queries, we only have to verify if knowledge about that particular concept is 
available and use it in expanding the query. The problem gets complicated for more complex queries because the 
number the reformulations becomes rapidly unmanageable. For the sake of simplifying the parsing algorithm, we 
only consider one-sentence queries. When parsing a query, we extract a subject-predicate-object triple and use the 
subject to focus our query expansion. If the extracted subject cannot be matched to any WordNet concept or if the 
WordNet concept is not linked to any Wikipedia category class by a subClassOf relationship, the query expansion 
will not be possible, so the results retrieved to the user will be the ones retrieved by Flickr to the original query. The 
predicate and the object phrases are used in the filtering process if the predicate can be matched to one of the YAGO 
relations such as, e.g., wasBornIn, diedIn. If no predicate is present in a triple (e.g., tennis players on court) or if the 
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verb phrase cannot be matched to any YAGO relation, the remaining components of the extracted triple will be used 
during the searches on Flickr and in the process of computing the relevance score of every image from the result set.  
The results returned by YAGO to any issued query are always alphabetically ordered, so we cannot differentiate 
which entity is more relevant than another with respect to the specified query. Yet, YAGO extracts from Wikipedia 
some metadata regarding the article that describes that entity, such as, e.g., article length, article URL and links to 
other entities, information that we can use in our approach of ranking the entities. In our system, we chose to extract 
the article length based on the presumption that an article with a greater length is also an article with a greater 
relevance. 
3.3. Crawling Flickr Database 
After all the YAGO entities are retrieved and grouped based on their associated Wikipedia categories, the 
categories and the entities in each category are sorted based on their relevance value. Further, we have to deal with 
the problem of choosing which concepts to use and how many images per concept to retrieve during this process. 
Using all the entities and retrieve all the images available in Flickr database would be the first idea to consider, but 
this would mean working with an enormous amount of data and unfortunately, we do not have this kind of 
processing power available. Therefore, we chose to limit our search and define some rules to construct the result set, 
in such way as not to affect its relevance and its diversity. 
The first rule describes which categories will be used to define the result set. Each category consists in a number 
of entities and every entity has a relevance score, which contributes to the relevance of each category that belongs 
to. In our runs we chose the top 50 most relevant categories, with their relevance score greater than a preset 
threshold. The second rule concerns the number of entities selected from each Wikipedia category to be used in 
query expansion. The number is set considering all the entities in that category:  
݊݋̴݋̴݂݁݊ݐ݅ݐ݅݁ݏሺܿ௞ሻ ൌ ൫ݏ݅ݖ݁ሺܿ௞Ǥ ݁݊ݐ݅ݐ݅݁ݏሻǡ݉ܽݔ൫݉ܽݔ ̴݊݋̴݁݊ݐ݅ݐ݅݁ݏǡ ݎܽݐ݅݋ ή ݏ݅ݖ݁ሺܿ௞Ǥ ݁݊ݐ݅ݐ݅݁ݏሻ൯൯ (6) 
In our runs, after we run over 20 tests, we set the max_no_entities to 20 and the ratio value to 0.1. 
3.4. Ranking results 
In our approach of constructing the image result set, we make use of the MMR3 criterion. The result set Y is 
iteratively constructed by selecting elements in the Flickr images set X that maximizes the ݉݉ݎሺݔ୧ሻ score: 
݉݉ݎሺݔ௜ሻ ൌ ሺͳ െ ɉሻ ή ߜ௦௜௠ሺݍǡ ݔ௜ሻ ൅
ɉ
ȁܻȁ
෍ ߜௗ௜௩൫ݔ௜ǡ ݔ௝൯
௫ೕא௒
 (7) 
We chose to set the value of Ȝ to 0.5, so the relevance and the dissimilarity of the results to have equal 
importance in constructing the result set. 
3.4.1. Relevance Score Computation (ߜ௦௜௠ሺݍǡ ݔ௜ሻ) 
In computing the relevance score we have to consider, on the one hand, the entity the image is describing and, on 
the other hand, the tags associated with the image. Further, we present the way these scores are computed. 
Entity Relevance. Each article in Wikipedia is an entity in the YAGO knowledge base and each article in 
Wikipedia has a text length, which is stored as a property for each concept in the YAGO ontology. In order to rank 
the entities retrieved by YAGO, we used the article length. Each YAGO entity receives a relevance score which is 
computed by logarithmic normalization33 of its affiliated Wikipedia article length using the following function:  
݁ݎሺ݁௥ሻ ൌ
ሺ݁௥Ǥ ܽݎݐ̴݈݈݅ܿ݁݁݊݃ݐ݄ሻ െ  ሺ̴ܽݎݐ̴݈݈݅ܿ݁݁݊݃ݐ݄ሻ
ሺ̴ܽݎݐ̴݈݈݅ܿ݁݁݊݃ݐ݄ሻ െ ሺ̴ܽݎݐ̴݈݈݅ܿ݁݁݊݃ݐ݄ሻ
 
(8) 
where min_article_length and max_article_length are the smallest/greatest article lengths from the entities 
retrieved by YAGO on the current search. One image can belong to one, two or several entities and the entity 
relevance of each image is computed as the average relevance of each entity describing the image.  
݁ݎሺݔ௞ሻ ൌ
ͳ
ȁܧȁ
෍ ݁ݎሺ݁௥௞
ȁாȁ
௥ୀଵ
ሻ 
(9) 
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Image Tags Relevance. We estimate the relevance of each social image based on the semantic correlation 
between its tags and each query term. Firstly, we define the semantic similarity of two tags based on their co-
occurrence in the Flickr result set. Analogous to NGD (Normalized Google Distance), the semantic relatedness 
between two tags ݐ௜ and ݐ௝ is defines as: 
ݏݎ൫ݐ௜ǡ ݐ௝൯ ൌ
൫ ݂ሺݐ௜ሻ ǡ  ݂൫ݐ௝൯൯ െ  ݂൫ݐ௜ǡ ݐ௝൯
ܰ െ ሺ ݂ሺݐ௜ሻǡ  ݂൫ݐ௝൯
 
(10) 
where ݂ሺݐ௜ሻ and ݂ሺݐ௝ሻ are the number of images annotated with ݐ௜  and ݐ௝ , ݂ሺݐ௜ǡ ݐ௝ሻ  is the number of images 
annotated with both ݐ௜  and ݐ௝  simultaneously and N is the total number of images collected from Flickr on the 
current search. The range of ݏݎሺݐ௜ǡ ݐ௝ሻ  and ݏݎሺݔ௠ǡ ݔ௡ሻ  is from 0 to 1, a high value indicated a high semantic 
relatedness. Thus, the semantic relevance of a social image ݔ௞ with respect to a query term ݐ௤௟  can be defined as the 
average similarity between  ݐ௤௟  and the tags in ௫ܶೖ, i.e.,  
ݏݎ൫ݐ௤୪ ǡ ୩൯ ൌ
ͳ
ȁ ௫ܶೖȁ
෍ ݏݎሺݐ௤୪ ǡ ݐሻ
௧א்ೣ ೖ
 
(11) 
The problem in estimating the image tags relevance with respect to a query term that is used in query expansion 
is caused by its modification during this process. Instead of using the user query to search for images on Flickr, we 
modify the query using the entities retrieved by YAGO. Therefore, the images will be tagged with YAGO entities 
labels and not with the original query term. To counter this issue, we choose the first k (i.e., k = 10) highest 
frequency tags ( ௙ܶ) and compute the semantic relatedness score of each image tags to them. Thus, the semantic 
relevance of each social image ݔ௞ with respect to a query term that is used in query expansion can be defined as the 
average semantic distance between each tag in ௫ܶೖ and each tag in list of the most frequent tags:  
݁ݏݎ൫ݐ௤଴ǡ ୩൯ ൌ
ͳ
ȁ ௫ܶೖȁ ή ȁ ௙ܶȁ
෍ ෍ ݏݎሺݐ௜ǡ ݐ௝ሻ
௧ೕא்೑௧೔א்ೣ ೖ
 
(12) 
The image tags relevance of an image ݔ௞ with respect to a user query q can now be defines as: 
ݏݎሺݍǡ ݔ௞ሻ ൌ
ͳ
ʹሺห ௤ܶห െ ͳሻ
ή ൦൫ห ௤ܶห െ ͳ൯ ή ݁ݏݎ൫ݐ௤଴ǡ ୩൯ ൅ ෍ ݏݎሺݐ௤୪ ǡ ୩ሻ
ห ೜்หିଵ
௟ୀଵ
൪ 
 
(13) 
Image Relevance. The relevance score of each social image retrieved by Flickr is computed based on both its 
entity relevance and it associated tags relevance as follows:  
ߜ௦௜௠ሺݍǡ ݔ௞ሻ ൌ ݁ݎሺݔ௞ሻ ή ඥݏݎሺݍǡ ݔ௞ሻ
య  (14) 
We chose to weight the product between these relevance values, because we considered the entity relevance to be 
more important than image tags relevance. For example, searching for tennis players, we consider the images with 
Roger Federer to be more relevant than the images with Lleyton Hewitt, even some images with Lleyton Hewitt will 
have a higher image tags relevance score. 
3.4.2. Dissimilarity Score Computation (ߜௗ௜௩ሺݔ௜ǡ ݔ௝ሻ) 
We estimate the dissimilarity score of each pair of images based on three distances functions: the category 
distance, the entities distance and the image tags distance. 
Entities Distance Function. Each image can belong to one, two or more entities if an image is retrieved several 
times by Flickr while looking for different YAGO entities. For example, an image with Roger Federer and Rafael 
Nadal will belong to both of these YAGO entities. The entities distance is defined as the ratio of different entities 
belonging to image ݔ௜ and ݔ௝ and the total number of entities (including duplicates): 
݁݀൫ݔ௜ǡ ݔ௝൯ ൌ
݁݊ݐ݅ݐ݅݁ݏሺݔ௜ሻ ൅ ݁݊ݐ݅ݐ݅݁ݏ൫ݔ௝൯ െ ʹ ή ݁݊ݐ݅ݐ݅݁ݏሺݔ௜ǡ ݔ௝ሻ
݁݊ݐ݅ݐ݅݁ݏሺݔ௜ሻ ൅ ݁݊ݐ݅ݐ݅݁ݏሺݔ௝ሻ
 
(15) 
Categories Distance Function. Each entity can belong to one, two or more categories, and for two entities to be 
as different as possible they have to have as fewer categories in common as possible and these categories have to be 
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as different as possible from each other. To compute the category distance we used the Jaccard Distance30 between 
the labels corresponding to the associated Wikipedia Categories.  
ܿ݀൫ݔ௜ǡ ݔ௝൯ ൌ
ͳ
ȁܥ௫೔ȁ ή ȁܥ௫ೕȁ
ή ෍ ܬܽܿܿܽݎ̴݀ܦ݅ݏݐܽ݊ܿ݁ሺܿ௠
௫೔ǡ ܿ௡
௫ೕሻ
௖೘
ೣ೔א஼ೣ೔ǡ௖೙
ೣೕא஼ೣೕ
 (16) 
where ܥ௫೔, ܥ௫ೕ are the categories corresponding to the images ݔ௜ and ݔ௝ and ܿ௠
௫೔ and ܿ௡
௫ೕ are the ݉୲୦ and the ݊୲୦ 
category corresponding to the images ݔ௜ and ݔ௝. 
Image Tags Distance. The image tags distance measures the semantic dissimilarity between two images 
associated tags and it is computed based on the images relatedness function defined above:  
ݏ݀൫ݔ௜ǡ ݔ௝൯ ൌ
ͳ
ȁ ௫ܶ೔ȁ ή ȁ ௫ܶೕȁ
ή
ۉ
ۇ ෍ ൫ͳ െ ݏݎሺݐ௠
௫೔ǡ ݐ௡
௫ೕ൯
௧೘
ೣ೔א்ೣ ೔ǡ௧೙
ೣೕא்ೣ ೕ ی
ۊ 
 
(17) 
where ௫ܶ೔ , ௫ܶೕ  are the tags corresponding to the images ݔ௜  and ݔ௝  and ݐ௠
௫೔  and ݐ௡
௫ೕ  are the ݉୲୦  and the ݊୲୦  tag 
corresponding to the imagesݔ௜ and ݔ௝. The dissimilarity score between each pair of images can now be defined as: 
ߜௗ௜௩൫ݔ௜ǡ ݔ௝൯ ൌ ͲǤ͵ ή ݁݀൫ݔ௜ǡ ݔ௝൯ ൅ ͲǤʹ ή ܿ݀൫ݔ௜ǡ ݔ௝൯ ൅ ͲǤͷ ή ݏ݀ሺݔ௜ǡ ݔ௝ሻ (18) 
4. Evaluation 
For testing our system, we are interested in two aspects: how relevant are the images regarding the user query and 
how dissimilar are the results with respect to each other. In order to test our system, we present several scenarios and 
compute several measure metrics for the top 100 images returned. To evaluate the relevance of the result set, we use 
precision, a widely known information retrieval metric, defined as the proportion of the true positives against all the 
positive results (both true positives and false positives). In terms of our system, precision is computed as:  
݌ݎ݁ܿ݅ݏ݅݋݊ ൌ
͓ܿ݋ݎݎ݁ܿݐݎ݁ݐݎ݅݁ݒ݁݀݅݉ܽ݃݁ݏ
͓ݐ݋ݐ݈ܽݎ݁ݐݎ݅݁ݒ݁݀݅݉ܽ݃݁ݏ
 (19) 
To evaluate the dissimilarity of the results, we compute the subtopic recall, which measures the proportion of 
unique subtopics retrieved at a given rank. Given that a query q matches m Wikipedia categories, the subtopic 
recall34 at rank k is given by the ratio of number of unique categories contained by the subset of documents up to 
rank k to the total number of subtopics.  
̴ܵݎ̷݈݈݁ܿܽ݇ ൌ ௜ܷୀଵ
୩ ܿܽݐ݁݃݋ݎ݅݁ݏሺݎ௜ሻ
͓ݐ݋ݐ݈ܽܿܽݐ݁݃݋ݎ݅݁ݏ
 
(20) 
Scenario 1: tennis players. In Scenario 1, we have 98 relevant images out of 100 images retrieved, which results 
in a precision of 0.98. The total number of categories contained by our result set is 50 and at rank 100 the 
S_recall@100  equals to 0.84. In the result set retrieved by Google Images to the same query we have 90 relevant 
images out of 100 images, which results in a precision of 0.9. Regarding the result set diversity, it is hard to compute 
the S_recall function, because we do not have a proper subtopic partitioning. Nevertheless, we have identified that 
the result set consists mostly in images depicting Rafael Nadal, Serena Williams, Roger Federer, Novak Djokovic 
and Maria Sharapova, sometimes with similar images close to each other, which let me believe the result set has a 
small S_recall value and thus, a small diversity score.  
Scenario 2: tennis players on court. In Scenario 2, we have 94 relevant images out of 100 images retrieved, 
which results in a precision of 0.94. The total number of categories contained by our result set is 50 and at rank 100 
the S_recall@100 equals to 0.82. For the same query, Google Images retrieves a result set with a precision of 0.67. 
This small value is due to the focus set on the court term. Many images depict a lot of tennis fields, but without any 
tennis players present. Another problem identified is regarding the tennis players appearing in these pictures. If for 
query tennis player, Google retrieves images with well-known entities, for tennis players on court, there are no more 
than five images with professional tennis players.  
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Scenario 3: tennis players born after 1980. In Scenario 3, we have 97 relevant images out of 100 images 
retrieved, which results in a precision of 0.97. The total number of categories contained by our result set is 43 and at 
rank 100 the S-recall@100 equals to 0.74. In contrast, the result set retrieved by Google Images to the same query 
we have 42 relevant images out of 100 images, which results in a precision of 0.42. This proves that, Google does 
not use linked data in order to answer to user queries.  
Scenario 4: museums. In Scenario 4, we have 97 relevant images out of 100 images retrieved, which results in a 
precision of 0.97. The total number of categories contained by our result set is 50 and at rank 100 the S_recall@100 
equals to 0.82. In the result set retrieved by Google Images to the same query we have 98 relevant images out of 100 
images, which results in a precision of 0.98. The collection appears to be diversified, consisting in different images 
from different museums, depicting both their interiors and their exteriors. 
Scenario 5: museums in New York. In Scenario 5 (see Figure 2), we have 97 relevant images out of 100 images 
retrieved, which results in a precision of 0.97. The total number of categories contained by our result set is 16 and at 
rank 100 the S_recall@100 equals to 1. For the same query, Google Images retrieves an image collection with a 
precision of 0.96. The images illustrate few museums located in New York, such as, e.g., Guggenheim, American 
Museum of Natural History and Metropolitan Museum of Art and similar images from the same museum appear 
close to each other, which indicated a poor diversity in the result set. 
Fig. 2. Scenario 5: museums in New York. 
Limitations. The main limitations encountered in our system are due to the context of this application, namely 
the integration of the YAGO ontology and the Flickr image collection. Our query expansions depend solely to the 
concepts found in the YAGO ontology and their links to the Wikipedia category classes. Thus, we are able to 
expand only queries matching WordNet concepts that are linked by a hypernymy relationship to Wikipedia classes. 
Therefore, we are able to retrieve images depicting different tennis players, but we cannot expand queries 
illustrating concepts that are not hypernyms of any Wikipedia entity, such as: Rafael Nadal, Roger Federer. Another 
limitation concerns our crawling for images in the Flickr database. While Flickr provides the ability to search for 
images whose title, description or tags contain a specified text and the option to rank the results based on their 
relevance, we are not in control of how relevance is computed and how different are the retrieved images from each 
other. In result set, we may have similar images from the same entity or irrelevant images precisely because of this. 
5. Conclusions 
Based on our evaluation, the results tend to be accurate and to describe a large part of the query space. In 
comparison to Google Images, our system does not focus only on the entities considered to be more important, but 
provides results covering a wider range of the specified query. Also, our system tends to give better results in terms 
of relevance than Google Images, when we have more than one concept in the same query (e.g., tennis players on 
court) or when we issue a query hiding a question (e.g., tennis players born after 1980). 
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As future work, we have to concentrate our efforts in overcoming the limitations of our system. The current 
system is able to give diverse results only to queries matching WordNet concepts that are linked by a hypernymy 
relationship to other Wikipedia entities. In time, we want to be able to give a complete visual description of concepts 
that are not necessary the hypernyms of any other concept, but who has links that will permit us to construct a 
diversified result set. For example, when a tourist is trying to find more information about a place using our system, 
we will be able to give a diversified list of attractions. 
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