We study H-systems with a Dirichlet boundary data g. Under some conditions, we show that if the problem admits a solution for some (H 0 ,g 0 ), then it can be solved for any (H,g) close enough to (H 0 ,g 0 ). Moreover, we construct a solution of the problem applying a Newton iteration.
Introduction
We consider the Dirichlet problem in a bounded C 1,1 domain Ω ⊂ R 2 for a vector function X : Ω → R 3 which satisfies the equation of prescribed mean curvature ∆X = 2H(u,v,X)X u ∧ X v in Ω, X = g on ∂Ω, (1.1) where ∧ denotes the exterior product in R 3 , H : Ω × R 3 → R is a given continuous function, and the boundary data g is smooth. Problem (1.1) above arises in the Plateau and Dirichlet problems for the prescribed mean curvature equation that has been studied, for example, in [1, 2, 3, 4, 5] .
In Section 2, we prove the following theorem.
Theorem 1.1. Let X 0 ∈ W 2,p (Ω,R 3 ) be a solution of (1.1) for some (H 0 ,g 0 ) with g 0 ∈ W 2,p (Ω,R 3 ) (2 < p < ∞) and H 0 continuously differentiable with respect to X over the graph of X 0 . Set
and assume that
where λ 1 is the first eigenvalue of −∆. Then there exists a neighborhood Ꮾ of
Moreover, a simple computation shows that k = 0 if and only if (∂H 0 /∂X)(·,X 0 ) and X 0u ∧ X 0v are linearly dependent, with
In Section 3, we show that the solution provided by Theorem 1.1 can be obtained by a Newton iteration. For simplicity, we consider the case where H does not depend on X and prove the following theorem.
and H 0 continuous, and assume that
(1.5)
Then, if H and g are close enough to H 0 and g 0 , respectively, the sequence given by
is well defined and converges in W 2,p (Ω,R 3 ) to a solution of (1.1).
Proof of Theorem 1.1
First we will prove a slight extension of a well-known result for linear elliptic second-order operators.
be a sequence such that LZ n p → 0. Then LZ n 2 → 0, and from the inequalities
we deduce that ∇Z n 2 → 0. Thus, Z n 2 → 0 and hence ∆Z n 2 → 0. From the invertibility of ∆, there exists a subsequence (still denoted Z n ) such that Z n 2,2 →0. By Sobolev imbedding, Z n 1,p →0 and we conclude that ∆Z n p →0. In order to prove that L is onto, it suffices to consider for any ϕ ∈ L p (Ω), the homotopy
and apply a Leray-Schauder argument.
Now we are able to prove Theorem 1.1. Consider a pair (H,g) with
where L is the linear operator given by
(2.5)
We define an operator T :
(2.6)
As L satisfies the hypothesis of Lemma 2.1, it is immediate to prove that T is well defined and continuous. Furthermore, the range of a bounded set is bounded with 2,p , and by Sobolev imbedding, we conclude that T is compact. More precisely, for Y 1,∞ ≤ R, we obtain
for some constants k 0 and c 1 .
On the other hand, a simple computation shows that
for some constants k 1 , k 2 , and k 3 . Hence, if δ and ε are small, it is possible to choose R such that T(B R ) ⊂ B R and the result follows by Schauder's Theorem.
A Newton iteration for problem (1.1)
In this section, we apply a Newton iteration to (1.1). For simplicity, we will assume that H does not depend on X. Let X 0 be a solution of (1.1) for some H 0 and g 0 with
In order to define a sequence that converges to a solution of (1.1) for (H,g) close to (H 0 ,g 0 ), we consider the function F : g + (W 2,p ∩ W 1,p 0 (Ω,R 3 )) → L p (Ω,R 3 ) given by
Thus, the problem is equivalent to find a zero of F. The well-known Newton method consists in defining a recursive sequence
or equivalently DF X n X n+1 − X n = −F X n . A simple computation shows that in this case,
According to this, we start at X 0 and define the sequence {X n } from the following problem:
with Dirichlet condition
We will prove that if H and g are close enough to H 0 and g 0 , respectively, this sequence is well defined (i.e., DF(X n ) is invertible for every n) and converges. Fix a positive R such that
and set Ꮿ = X ∈ W 2,p Ω,R 3 : X| ∂Ω = g, X − X 0 2,p ≤ R .
(3.9)
We will assume that
For each X ∈ Ꮿ, we define the linear operator L X given by 
(3.13) 544 Solutions to H-systems by topological and iterative methods
By compactness, there exist X 1 ,...,X n ∈ Ꮿ such that (3.15) and hence,
Let Z n = X n+1 − X n . For n = 0, we have 
20)
where c 0 is the constant of the imbedding W 2,p (Ω,R 3 ) C 1 (Ω,R 3 ). Then the sequence given by (1. 6) is well defined and converges in W 2,p (Ω,R 3 ) to a solution of (1.1).
Proof. By (3.20), we have that Z 0 2,p ≤ c(δ,ε) ≤ R, proving that X 1 ∈ Ꮿ. For n > 0, we assume as inductive hypothesis that X k ∈ Ꮿ for k ≤ n, and then Inductively, Z n 2,p ≤ c 0 c H ∞ 2 n −1 Z 0 2 n 2,p = A 2 n −1 Z 0 2,p , (3.22) where A = c 0 c H ∞ Z 0 2,p . By hypothesis, it is immediate that A < 1, and hence X n+1 − X 0 2,p ≤ n j=0 Z j 2,p ≤ Z 0 2,p 1 1 − A ≤ R.
(3.23)
Thus, X n ∈ Ꮿ for every n, and X n+k − X n 2,p ≤ A 2 n −1 1 − A (3.24)
for every k ≥ 0. Then X n is a Cauchy sequence, and the result follows.
Remark 3.2. It is clear from definition that c(δ,ε) → 0 for (δ,ε) → (0,0).
