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Abstract
In this paper we investigate the properties of free Sheffer systems, which are certain families
of martingale polynomials with respect to the free Le´vy processes. First, we classify such
families that consist of orthogonal polynomials; these are the free analogs of the Meixner
systems. Next, we show that the ﬂuctuations around free convolution semigroups have as
principal directions the polynomials whose derivatives are martingale polynomials. Finally, we
indicate how Rota’s ﬁnite operator calculus can be modiﬁed for the free context.
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1. Introduction
Hermite polynomials Hnðx; tÞ ¼ ð1Þntnex2=2t@nxex
2=2t are related to the Gaussian
convolution semigroup mtðdxÞ ¼ 1ﬃﬃﬃﬃﬃ2ptp ex2=2t dx in two ways. First, for every ﬁxed t;
the polynomials fHnðx; tÞgNn¼0 are the monic orthogonal polynomials with respect to
mt: Second, they are martingale polynomials for the corresponding Le´vy process,
namely the Brownian motion. This means that if fBðtÞg is a Brownian motion, for
each n the process HnðBðtÞ; tÞ is a martingale with respect to the standard ﬁltration of
fBðtÞg: This easily follows from the fact that the exponential generating function of
these polynomials
PN
n¼0
1
n! Hnðx; tÞzn is precisely exztz
2=2; the exponential martingale
for the Brownian motion. This result goes back at least to [McK69].
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Polynomials whose exponential generating function has a general form of this type
f ðzÞteuðzÞx are called Sheffer systems. These systems, especially a particular sub-class
of them called the Appell systems, have been investigated in depth (see, for
example, [Lai74] and their references, as well as the references of our Section 5). If in
addition the polynomials are orthogonal, they are called Meixner systems. There is a
complete classiﬁcation of these systems due to Meixner, described in detail in [Sch00,
Chapter 4]. See also [FS93, Chapter 5] for the description of the same objects from a
somewhat different point of view. Up to various re-scalings, Meixner systems form a
one-parameter family consisting of the Meixner/Laguerre/Meixner–Pollaczek
polynomials, with the Hermite and Charlier polynomials obtained as limiting cases.
The ﬁrst part of this paper is concerned with the investigation of the corresponding
objects in free probability. This is a non-commutative probability theory, in which the
usual independence is replaced by a different notion of free independence, and the usual
convolution is replaced by the notion of (additive) free convolution. Over the last 20
years, this theory has exhibited depth which may someday rival that of the classical
probability theory. It also exhibits surprising analogy with the usual probability theory;
the structure underlying this analogy still remains largely a mystery. The results of this
paper provide further examples of this analogy. Namely, we deﬁne the free Sheffer
systems to be the systems of polynomials which are martingales for processes with
freely independent increments; see the precise deﬁnitions in the next section. Then the
free Meixner systems are the free Sheffer systems consisting of orthogonal polynomials.
It was known that the Chebyshev polynomials of the 2nd kind are martingale
polynomials for the free Brownian motion [Bia97], and it follows from the results of
[Ans00] that the corresponding statement holds for the free Charlier polynomials and
the free Poisson process. We show here that up to re-scaling, the free Meixner systems
also form a one-parameter family, with the aforementioned free analogs of the Hermite
and the Charlier systems arising as limits. The free Meixner polynomials are much
simpler than the classical ones: their recursion relations have almost constant
coefﬁcients. Nevertheless, the analogy with the classical case is exact. This is especially
surprising since the free Meixner systems do not correspond to the classical ones in the
canonical bijection between the classical and the free inﬁnitely divisible distributions;
see Section 3.1. After ﬁnishing this paper, we learned about a recent publication [SY01],
which is concerned with the analysis of polynomial families related to, but different
from, our free Meixner systems.
The second part of this paper was motivated by the article [CD01]. There, using free
stochastic calculus, Cabanal–Duvillard re-proved the result of Johansson [Joh98] that
the principal directions for the ﬂuctuations around the semicircular limit for large
Gaussian random matrices are given by the Chebyshev polynomials of the ﬁrst kind; he
also re-proved the corresponding result for the Wishart matrices, and extended both
results to pairs of random matrices. The method of proof involves precisely the kind of
martingale and orthogonality properties we are considering here. Instead of the random
matrix context, in this paper we consider a semigroup of operators of convolution with
a family of freely inﬁnitely divisible distributions. These operators are non-linear, and
we consider their differentials. We show that the principal directions for these
differentials are given by polynomials whose derivatives are martingale polynomials.
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In the third part of the paper, we begin the investigation of the free Sheffer systems
using the ﬁnite operator calculus machinery of Rota. The original ﬁnite operator
calculus describes precisely the classical Sheffer systems. Multiple generalizations of
that calculus have been considered; in particular, free binomial sequences ﬁt into one
of such generalizations. Interestingly, however, the free Sheffer sequences can also be
considered in the context of a different kind of ﬁnite operator calculus, which
apparently has not been investigated before.
2. Preliminaries
2.1. Formal power series
Let C½x	 be the algebra of complex polynomials in an indeterminate x: We will
frequently abuse notation by denoting, for example, by xn the function x/xn:
Denote by C1ðRþÞ the space of complex-valued differentiable functions, and by
C1ðRþÞ½x	 the space of polynomials in x with coefﬁcients that are differentiable
functions of tARþ: In this paper, we will consider formal power series Hðt; zÞ ¼PN
k¼0 akðtÞzk in z1 and formal Laurent series Hðt; zÞ ¼
PN
k¼n akðtÞzk in z: More
generally, we will consider formal power series Hðx; t; zÞ ¼PNn¼0 Pnðx; tÞzn in z;
where Pnðx; tÞ is a polynomial in x of degree n with t-dependent coefﬁcients. For a
formal power series HðzÞ; 1
HðzÞ will always denote its inverse under multiplication;
this is well-deﬁned iff Hð0Þa0: H1ðzÞ will always denote its inverse under
composition; this is well-deﬁned iff Hð0Þ ¼ 0; H 0ð0Þa0: Denote by P0;1 the space of
all formal power series u in z with coefﬁcients in C such that uð0Þ ¼ 0; u0ð0Þ ¼ 1:
For a linear functional n on C½x	; denote /n; pS the value of n on pAC½x	: Denote
mnðnÞ ¼ /n; xnS; the nth moment of n: Clearly, the functional n can be identiﬁed
with its moment sequence fmnðnÞgNn¼0: Denote by M the space of all linear
functionals on C½x	; byM1 the subset fnAMj/n; 1S ¼ 1g of unital functionals, and
by M0 ¼ fnAMj/n; 1S ¼ 0g the annihilator of the constants.
2.2. Difference quotient
Deﬁne the canonical derivation @ : C½x	-C½x	#C½x	 by the requirement that
@ð1Þ ¼ 0; @ðxÞ ¼ 1#1: If we identify C½x	#C½x	 with C½x; y	; then @f ðx; yÞ ¼
f ðxÞf ðyÞ
xy ; the difference quotient. Moreover, deﬁne the maps @
k : C½x	-C½x	#ðkþ1Þ by
@k ¼ kð1#?#1#@Þ@k1: More explicitly, on monomials their action is
@kxn ¼ k!
X
ið0Þ;ið1Þ;y;iðkÞX0
ið0Þþið1Þþ?þiðkÞ¼nk
xið0Þ#xið1Þ#?#xiðkÞ:
Note that if m is the multiplication map C½x	#C½x	-C½x	; then m3@ ¼ @x:
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For a formal power series Hðx; t; zÞ; by @t; @x; @; or n applied to it we mean the
formal power series in z obtained by the termwise application of these operations. In
particular, for zAC\R; xAR; denote by Rz the resolvent function
x/
1
z  x ¼
XN
n¼0
xnzðnþ1Þ:
It has the property that @Rz ¼ Rz#Rz; and more generally @kRz ¼ k!R#ðkþ1Þz :
2.3. Free convolution machinery
For the background in free probability, the reader should consult the main
references [VDN92,Voi00b]; whenever we do not give speciﬁc references one of these
can be used. See also [Spe97] for a survey of the combinatorial approach to free
probability.
Let nAM: Deﬁne the Cauchy transform of n to be the formal power series in 1=z;
GnðzÞ ¼ /n;RzS ¼
PN
n¼0 mnðnÞzðnþ1Þ: If nAM1; m0ðnÞ ¼ 1: Therefore for such n;
the Cauchy transform series has an inverse under composition of the form KnðzÞ ¼
1
z
þPNn¼1 rnðnÞzn1; where frnðnÞg are the free cumulants of n: Finally, denote RnðzÞ ¼
KnðzÞ  1z the R-transform of n; which is a power series in z: The main property of the
R-transform is that Rm1n ¼ Rm þ Rn; where 1 is the operation of additive free
convolution, which in this paper will be called simply free convolution. This is a
certain commutative, associative, non-linear binary operation on probability
measures, which can be extended to an operation on M1: The above property of
the R-transform can be taken as the deﬁnition of 1: See the references for its
relation to free independence, and also to the lattice of non-crossing partitions.
Let m be a probability measure all of whose moments are ﬁnite. Then to it
naturally corresponds an element of M1; although this correspondence is neither
injective nor surjective. In particular, the above notions apply to it. In fact, in this
case GmðzÞ ¼
R
R
1
zx dmðxÞ is an analytic function on C\R; and Km; Rm are analytic
functions on a Stolz angle in Cþ: In this case m can be recovered from its Cauchy
transform Gm by taking a weak limit:
mðdxÞ ¼ 1
p
lim
e-0þ
IGmðx þ ieÞ dx: ð1Þ
From now on we assume that m is an freely inﬁnitely divisible distribution. This
means that there exists a free convolution semigroup fmtgtA½0;NÞ of probability
measures, characterized by the properties that m0 ¼ d0; mt1ms ¼ mtþs; m1 ¼ m; Rmt ¼
tRm: Throughout the paper Gmt ; Kmt ; Rmt will be denoted by, respectively, Gt; Kt; Rt:
Denote Fs;t ¼ Ks3Gt: It satisﬁes Fs;tð0Þ ¼ 0; F 0s;tð0Þ ¼ 1: Let nAM1; nt ¼ n1mt;
and Gðt; zÞ ¼ GntðzÞ: Then these formal power series satisfy a quasi-linear
M. Anshelevich / Journal of Functional Analysis 201 (2003) 228–261 231
differential equation
@tGðt; zÞ þ RmðGðt; zÞÞ@zGðt; zÞ ¼ 0: ð2Þ
Throughout the paper, it should be clear from the context (whether the objects
treated are measures or functionals) whether we are considering analytic functions or
only formal power series.
2.4. Non-commutative stochastic processes
Let ðA; EÞ be a non-commutative probability space. That is, A is a ﬁnite von
Neumann algebra, E is a faithful normal tracial state onA; and *A is the algebra of
unbounded operators afﬁliated toA: Let fX ðtÞgtA½0;NÞ be a free Le´vy process onA
with distribution fmtg: That is, for all t; XðtÞ is a self-adjoint operator in *A; Xð0Þ ¼
0; the distribution of X ðtÞ with respect to E is mt; and for any 0ot1ot2o?otn; the
family fXt1 ; Xt2  Xt1 ;y; Xtn  Xtn1g is a freely independent family. Let fAtg be
the natural ﬁltration ofA induced by the process fXðtÞg; and let Et : A-At be the
trace-preserving conditional expectations. They are characterized by the property
that for XAA; YAAt; E½XY 	 ¼ E½Et½X 	Y 	:
It was proven in [Bia98] that the process fXðtÞg is a Markov process with respect
to the natural ﬁltration fAtg: More speciﬁcally, for any bounded Borel function f ;
Es½ f ðXðtÞÞ	 ¼ ðKs;tð f ÞÞðXðsÞÞ:
Here fKs;tg0pspt is a family of Feller integral operators, characterized by the
property that
Ks;tðRzÞ ¼ RFs;tðzÞ
for any zAC\R: Since under our assumptions, Fs;t has a formal power series
expansion, it follows that the operators Ks;t can be extended to operators on C½x	:
2.5. Martingale polynomials
Let a function pðx; tÞ; p : R Rþ-C be, for each t; bounded and measurable in x:
We will call it a martingale function for fmtg if for all sot; Ks;tðpð; tÞÞ ¼ pð; sÞ:
Then using the above characterization, p is a martingale function if and only if the
process t/pðXðtÞ; tÞ is a martingale, i.e. an fAtg-measurable process such that for
sot; Es½pðXðtÞ; tÞ	 ¼ pðX ðsÞ; sÞ: In particular, for any zAC\R; the function 1zðKtðzÞxÞ is
a martingale function. These are the analogs of the exponential martingales for the
usual Le´vy processes. More generally, let O be a domain in C\R; and u; v be functions
on it such that 0euðOÞ; 8tARþ; KtðvðOÞÞCC\R: Then for zAO; the process
t/
1
uðzÞðKtðvðzÞÞ  XðtÞÞ ð3Þ
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is also a martingale. If pðx; tÞ is a polynomial in x such that for all sot;
Ks;tðpð; tÞÞ ¼ pð; sÞ;
we call it a martingale polynomial for the semigroup fmtg:
Since all of the moments of m; and hence of all mt; are ﬁnite, the function Kt has a
power series expansion
KtðzÞ ¼ 1
z
þ t
XN
n¼1
rnz
n1;
where frng are the free cumulants of m: Suppose the functions u and v have formal
power series expansions so that u; vAP0;1: Then we can deﬁne the polynomials
fQnðx; tÞgNn¼0 by their generating function
1
uðzÞðKtðvðzÞÞ  xÞ ¼ Hðx; t; zÞ ¼
XN
n¼0
Qnðx; tÞzn:
Note that Qnðx; tÞ has degree n as a polynomial in x; and its highest coefﬁcient is
equal to 1; independently of t: Moreover, it is also a polynomial of degree n in t:
Since there is an open set O such that for zAO; Hðx; t; zÞ is well deﬁned and so its
power series expansion converges, it follows from (3) that for all n; the process
t/QnðXðtÞ; tÞ is also a martingale. We will call any such family of Qn martingale
polynomials a generalized free Sheffer system for fmtg: If u ¼ v; we will call it a free
Sheffer system. Finally, if uðzÞ ¼ vðzÞ ¼ z; we will call it a standard Sheffer system
for fmtg; the term free Appell system would also be appropriate.
Lemma 1. Any martingale polynomial for fmtg is a linear combination of the elements
of the standard Sheffer system for it.
Proof. Any martingale polynomial has a highest term coefﬁcient which is constant
as a function of t (since Es½X ðtÞn	 ¼ Es½ðXðsÞ þ ðX ðtÞ  X ðsÞÞÞn	 ¼ X ðsÞnþ lower
order terms). So any martingale polynomial of degree n is a linear combination of the
element of the standard Sheffer system of degree n and a martingale polynomial of
degree at most ðn  1Þ: The result follows by induction. &
2.6. Orthogonal polynomials
Since m has moments of all orders, we can deﬁne fPnðx; tÞgNn¼0 to be the family of
monic polynomials orthogonal with respect to fmtg (by which we mean that for each
tARþ; fPnð; tÞg are orthogonal with respect to mt). They will satisfy P0ðx; tÞ ¼ 1 and
a 3-term recursion relation
Pnþ1ðx; tÞ ¼ ðx  anþ1ðtÞÞPnðx; tÞ  bnðtÞPn1ðx; tÞ
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for nX0; with the convention that P1 ¼ 0; and all bnðtÞX0: We will denote
gn ¼ /mt; P2nð; tÞS ¼
Qn
j¼1 bj:
In general the polynomials fPnðx; tÞg will not be martingale polynomials.
Deﬁnition 1. A family of polynomials fPnðx; tÞg orthogonal with respect to a free
convolution semigroup fmtg that is also a generalized free Sheffer system for that
semigroup is a free Meixner system.
2.7. Semicircular distributions
The semicircular distribution with mean a and variance b is
sa;bðdxÞ ¼ 1
2pb
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4b ðx  aÞ2
q
1½a2
ﬃﬃ
b
p
;aþ2
ﬃﬃ
b
p
	ðxÞ dx:
Denote st ¼ s0;t: Then fstg is a free convolution semigroup. See the main references
and also the beginning of Section 4 for its importance in free probability theory and
the theory of random matrices. Also, the arcsine distribution with mean a and
variance 2b is
s0a;bðdxÞ ¼
1
p
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4b ðx  aÞ2
q 1½a2 ﬃﬃbp ;aþ2 ﬃﬃbp 	ðxÞ dx:
The monic Chebyshev polynomials of the second kind fUnðx; tÞg are the orthogonal
polynomials with respect to fstg; they are deﬁned by Unð2 cos yÞ ¼ sinðnþ1Þysin y ;
Unðx; tÞ ¼ tn=2Unðx=
ﬃﬃ
t
p Þ: The Chebyshev polynomials of the ﬁrst kind are orthogonal
with respect to fs00;tg; they are deﬁned by Tnð2 cos yÞ ¼ cos ny; Tnðx; tÞ ¼
tn=2Tnðx=
ﬃﬃ
t
p Þ: Both families satisfy the recursion relations
Pnþ1ðxÞ ¼ xPnðxÞ  Pn1ðxÞ;
with initial conditions U0ðxÞ ¼ 1; U1ðxÞ ¼ x; T0ðxÞ ¼ 1; T1ðxÞ ¼ 12 x: They are related
by @xTnðx; tÞ ¼ n2 Un1ðx; tÞ:
3. Free Meixner systems
Lemma 2. Let n be a probability measure all of whose moments are finite. Let fPngNn¼0
be the family of monic polynomials orthogonal with respect to n; satisfying
Pnþ1ðxÞ ¼ ðx  anþ1ÞPnðxÞ  bnPn1ðxÞ
for nX0; with all bnX0:
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(a) The generating function Hðx; zÞ ¼PNn¼0 PnðxÞzn has the form
Hðx; zÞ ¼ 1
uðzÞð f ðzÞ  xÞ
for u; uf having formal power series expansions with uAP0;1; ðuf Þð0Þ ¼ 1 if and
only if for some a; a0; b; b0 with b; b b0X0; an ¼ a dn1a0; bn ¼ b dn1b0:
(b) In this case f ¼ Kn3u:
(c) Let
QnðxÞ ¼ Unðx  a; bÞ:
Then under the conditions of (a),
P0ðxÞ ¼ Q0ðxÞ;
P1ðxÞ ¼ Q1ðxÞ þ a0Q0ðxÞ;
PnðxÞ ¼ QnðxÞ þ a0Qn1ðxÞ þ b0Qn2ðxÞ ð4Þ
for n41:
Note that the polynomials fQng above are orthogonal with respect to the
semicircular distribution sa;b of mean a and variance b:
Proof. First suppose that H is of the above form. The polynomials fPng form a basis
of C½x	; so we may deﬁne the lowering operator A on C½x	 by APn ¼ Pn1 for nX0;
and extend linearly. Then
AðHÞðx; zÞ ¼
XN
n¼0
ðAPnÞðxÞzn ¼
XN
n¼0
Pn1ðxÞzn ¼ zHðx; zÞ:
On the other hand,
xHðx; zÞ ¼ f ðzÞHðx; zÞ  1
uðzÞ:
Therefore
AðxHÞðx; zÞ ¼ zf ðzÞHðx; zÞ ¼ zxHðx; zÞ þ z
uðzÞ:
The second term has a formal power series expansion, z
uðzÞ ¼
PN
n¼0 cnz
n: Thus ﬁnally,
AðxPnÞðxÞ ¼ xPn1ðxÞ þ cn:
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Now apply the operator A to the recursion relation. We obtain
PnðxÞ ¼ ðx  anþ1ÞPn1ðxÞ  bnPn2ðxÞ þ cn
for nX1: Subtracting from it the recursion relation for n  1; we obtain
ðan  anþ1ÞPn1ðxÞ þ ðbn1  bnÞPn2ðxÞ þ cn ¼ 0
for nX1: The polynomials fPng are linearly independent for different n: We conclude
that a1  a2 þ c1 ¼ 0; an  anþ1 ¼ 0 for n41; b1  b2 þ c2 ¼ 0; bn1  bn ¼ 0 for
n42: Therefore, the recursion relations in fact have the form
P0ðxÞ ¼ 1;
P1ðxÞ ¼ x  ða a0Þ;
P2ðxÞ ¼ ðx  aÞP1ðxÞ  ðb b0ÞP0ðxÞ;
Pnþ1ðxÞ ¼ ðx  aÞPnðxÞ  bPn1ðxÞ
for nX2; for some a; a0; b; b0 with bX0; b b0X0:
Conversely, for polynomials with such recursion relations,
Hðx; zÞ ¼ 1þ a
0z þ b0z2
1þ az þ bz2  xz ¼
1
uðzÞð f ðzÞ  xÞ
with
uðzÞ ¼ z
1þ a0z þ b0z2
and
f ðzÞ ¼ 1
z
þ aþ bz:
Since /n; PnðÞP0ðÞS ¼ dn0;
1 ¼ /n; Hð; zÞS ¼ 1
uðzÞ/n;Rf ðzÞS ¼
1
uðzÞ Gnð f ðzÞÞ;
and so uðzÞ ¼ Gnð f ðzÞÞ; f ¼ Kn3u:
The expression for the polynomials fPng in terms of the polynomials fQng follows
from the fact that the latter satisfy the recursion relations
Qnþ1ðxÞ ¼ ðx  aÞQnðxÞ  bQn1ðxÞ
for nX0: &
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Remark 3. Orthogonal polynomials with constant recursion coefﬁcients have been
described in [CT84]. Polynomials, and orthogonality relations, of this kind have been
considered by many authors, some special cases as early as [Sze22]. See the
discussion in [AW85, pp. 26–28] for a number of references. The argument with the
lowering operator above is similar to the original one of Meixner as described in
[Sch00]; see also Section 5. Finally, for the free Poisson case (see below) the
description of the orthogonal polynomials in terms of the shifted Chebyshev
polynomials has appeared in [HT99].
In the following theorem, the cases are labeled by the names of the distributions
and the orthogonal polynomials for the corresponding classical Meixner systems.
Theorem 4. Up to affine transformations of x and re-scaling t by a positive factor, the
following are all the non-trivial free Meixner systems. We list the recursion relations
for the polynomials, the corresponding free convolution semigroup, its R-transform, the
function u such that
XN
n¼0
Pnðx; tÞzn ¼ Hðx; t; zÞ ¼ 1
uðzÞðKtðuðzÞÞ  xÞ
¼ 1
1þ tuðzÞRmðuðzÞÞ  uðzÞx;
and the expression in terms of shifted Chebyshev polynomials of the 2nd kind.
Semicircular/Chebyshev. This case corresponds to the classical Gaussian/Hermite
case.
Pnþ1ðx; tÞ ¼ xPnðx; tÞ  tPn1ðx; tÞ
for nX0:
Pnðx; tÞ ¼ Unðx; tÞ;
mtðdxÞ ¼ stðdxÞ;
uðzÞ ¼ z; RmðzÞ ¼ z:
Poisson/Charlier. P1ðx; tÞ ¼ x  t;
Pnþ1ðx; tÞ ¼ ðx  ðt þ 1ÞÞPnðx; tÞ  tPn1ðx; tÞ
for nX1:
Pnðx; tÞ ¼ Qnðx; tÞ þ Qn1ðx; tÞ
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for nX1; where Qnðx; tÞ ¼ Unðx  ðt þ 1Þ; tÞ:
mtðdxÞ ¼
t
x
s1þt;tðdxÞ þmaxð1 t; 0Þd0ðxÞ;
uðzÞ ¼ z
1þ z; RmðzÞ ¼
1
1 z:
In the remaining three cases, for a parameter aX0;
P1ðx; tÞ ¼ x  at;
P2ðx; tÞ ¼ ðx  aðt þ 2ÞÞP1ðx; tÞ  tP0ðx; tÞ;
Pnþ1ðx; tÞ ¼ ðx  aðt þ 2ÞÞPnðx; tÞ  ðt þ 1ÞPn1ðx; tÞ
for nX2; thus aðtÞ ¼ aðt þ 2Þ; bðtÞ ¼ t þ 1:
P1ðx; tÞ ¼ Q1ðx; tÞ þ 2aQ0ðx; tÞ;
Pnðx; tÞ ¼ Qnðx; tÞ þ 2aQn1ðx; tÞ þ Qn2ðx; tÞ
for nX2; where Qnðx; tÞ ¼ Uðx  aðtÞ; bðtÞÞ: Also,
uðzÞ ¼ z
1þ 2az þ z2
and
RmðzÞ ¼
z1 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2a  z1Þ2  4
q
2
:
The free convolution semigroups are as follows.
Continuous binomial/Meixner-Pollaczek. 0pao1:
mtðdxÞ ¼
tbðtÞ
x2 þ t2 ð1 a2ÞsaðtÞ;bðtÞðdxÞ:
Gamma/Laguerre. a ¼ 1:
mtðdxÞ ¼
tð1þ tÞ
x2
s2þt;1þtðdxÞ:
M. Anshelevich / Journal of Functional Analysis 201 (2003) 228–261238
Negative binomial/Meixner. a41:
mtðdxÞ ¼
tbðtÞ
x2  t2ða2  1Þ saðtÞ;bðtÞðdxÞ
þmax 1 ta 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  1
p
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
a2  1
p ; 0
 !
d
t
ﬃﬃﬃﬃﬃﬃﬃﬃ
a21
p ðxÞ:
Note that we make no claim that these families exhaust the situations when the
orthogonal polynomials with respect to a free convolution semigroup fmtg are also
martingale functions for it. Indeed, it is not known if this is the case even in the
classical situation. Instead, we restrict the analysis to the generating functions of a
speciﬁc form.
Proof. Let fPnðx; tÞg be a free Meixner system, and let fmtg be the corresponding
free convolution semigroup. By Lemma 2, anðtÞ ¼ aðtÞ  dn1a0ðtÞ; bnðtÞ ¼ bðtÞ 
dn1b
0ðtÞ; and
Hðx; t; zÞ ¼ 1
uðt; zÞð f ðt; zÞ  xÞ
for
uðt; zÞ ¼ z
1þ a0ðtÞz þ b0ðtÞz2
and
f ðt; zÞ ¼ 1
z
þ aðtÞ þ bðtÞz:
For a free Meixner system, u does not depend on t; and
f ðt; zÞ ¼ KtðuðzÞÞ ¼ 1
uðzÞ þ tRðuðzÞÞ:
In particular, fPnðx; tÞg is in fact a free Sheffer system, rather than a generalized one.
We also conclude that a0ðtÞ ¼ a0; b0ðtÞ ¼ b0; aðtÞ ¼ a1t þ a2; bðtÞ ¼ b1t þ b2; with
b1; b2X0: Moreover, since the measures fmtg form a free convolution semigroup, the
expectation and the variance of mt are proportional to t: For the measure mt; its
expectation is equal to aðtÞ  a0 and its variance is equal to bðtÞ  b0: Therefore
a0 ¼ a2; b0 ¼ b2: The case b1 ¼ 0 is a degenerate case of zero variance, so assume
b140; and in fact re-normalize t so that b1 ¼ Varðm1Þ ¼ 1: We conclude that
uðzÞ ¼ z
1þ a2z þ b2z2
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and
Rm
z
1þ a2z þ b2z2
	 

¼ a1 þ b1z: ð5Þ
Let
w ¼ z
1þ a2z þ b2z2;
i.e.
b2z
2 þ ða2  w1Þz þ 1 ¼ 0: ð6Þ
First suppose b2 ¼ 0: Then
z ¼ 1
w1  a2 ¼
w
1 a2w;
and so
RmðwÞ ¼ a1 þ w
1 a2w:
By adding a constant to x we may assume that a1 ¼ a2: For a2 ¼ 0 we obtain the
semicircular distribution. For a2a0; we may re-scale x so that a1 ¼ a2 ¼ 1: We
obtain the free Poisson distribution. See the more complicated cases below for the
method.
From now on, assume b2a0: By re-scaling x and t we may assume that b2 ¼
b1 ¼ 1: By adding a constant to x we may assume that a2 ¼ 2a1; and denote a1 by a:
Possibly by replacing Pnðx; tÞ by ð1ÞnPnðx; tÞ we may assume that aX0: Thus the
recursion relation takes the form
Pnþ1ðx; tÞ ¼ ðx  aðt þ 2ÞÞPnðx; tÞ  ðt þ 1ÞPn1ðx; tÞ
for nX2; with aðtÞ ¼ aðt þ 2Þ; bðtÞ ¼ t þ 1:
From Eqs. (5) and (6),
RmðwÞ ¼ a þ
ð2a  w1Þ 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2a  w1Þ2  4
q
2
¼
w1 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2a  w1Þ2  4
q
2
;
KtðwÞ ¼
ð2þ tÞw1  t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2a  w1Þ2  4
q
2
;
so
GtðzÞ ¼
ð2þ tÞz  t2a  t
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðz  aðtÞÞ2  4bðtÞ
q
2ðz2  t2ða2  1ÞÞ : ð7Þ
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Using Eq. (1), the formulas for mt follow from Eq. (7). Note that in the negative
binomial case, there is at most one atom, and there are no atoms in the gamma case
a ¼ 1:
The expressions for the orthogonal polynomials in terms of the Chebyshev
polynomials of the 2nd kind follow immediately from Lemma 2. &
Remark 5. More generally, we could consider the situation when the family of
polynomials fPng is a generalized free Sheffer system for the free convolution
semigroup fmtg but is orthogonal with respect to some other family of measures fntg
which do not form a free convolution semigroup. In this case we can conclude that
aðtÞ ¼ a1t þ a2; bðtÞ ¼ b1t þ b2;
vðzÞ ¼ z
1þ a2z þ b2z2;
uðzÞ ¼ z
1þ a0z þ b0z2;
Rm
z
1þ a2z þ b2z2
	 

¼ a1 þ b1z
and
KntðuðzÞÞ ¼ KtðvðzÞÞ ¼ f ðt; zÞ ¼
1
z
þ aðtÞ þ bðtÞz:
Therefore the measures fmtg form one of the families in Theorem 4, and the measures
fntg are measures of the same type, but possibly with different parameters and
scaling. In particular, whenever such a family fntg exists, the orthogonal polynomials
with respect to the family fmtg themselves form a free Meixner system. We do not
calculate the measures fntg explicitly, except for one case: a0 ¼ b0 ¼ 0; uðzÞ ¼ z: In
this case nt is the semicircular distribution with mean aðtÞ and variance bðtÞ; and the
orthogonal polynomials are
Qnðx; tÞ ¼ Unðx  aðtÞ; bðtÞÞ:
Since relations (4) (with a2 in place of a0; b2 in place of b0) are invertible, we have
already observed that these are martingale polynomials for fmtg:
3.1. Relation to classical orthogonal polynomials
There is a bijective correspondence between the classical and the free inﬁnitely
divisible measures investigated in detail in [BP99]; see [Ans01] for a simple
description of it in the case of measures all of whose moments are ﬁnite. This
bijection naturally transforms limit theorems for independent random variables into
limit theorems for freely independent random variables. In particular, it maps the
normal distribution to the semicircular distribution, and the Poisson distribution to
the free Poisson distribution (hence the name). We now show that, surprisingly,
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except for these two cases, the correspondence provided by Theorem 4, that maps a
classical Meixner system to the free Meixner system with the same parameter a; is
different from this bijection.
For measures with ﬁnite variance, the Bercovici–Pata bijection L takes the
following form. Let n be an inﬁnitely divisible measure with mean l and canonical
measure t: That is, denoting byFn the Fourier transform of n; ðlogFnÞ0ð0Þ ¼ l and
ðlogFnÞ00ðyÞ ¼FtðyÞ: Then LðnÞ is the freely inﬁnitely divisible measure with
mean l and free canonical measure t: That is, RLðnÞðz1Þ ¼ lþ GtðzÞ:
For a free Meixner system with parameter a; Rmð0Þ ¼ a: Thus
Rmðw1Þ ¼ a þ
w  2a 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2a  wÞ2  4
q
2
:
Therefore, the free canonical measure of the free convolution semigroup
corresponding to the parameter a is the semicircular distribution with mean 2a
and variance 1:
On the other hand, for a ¼ 1 the classical polynomials are the Laguerre
polynomials. They are orthogonal with respect to the standard gamma distribution,
which has the Fourier transform ð1 iyÞ1: But ðlogð1 iyÞ1Þ00 ¼ ð1 iyÞ2:
Therefore its canonical measure is the gamma distribution with parameter 2 (in both
cases the scaling parameter of the gamma distribution is taken to be 1). Thus, L does
not map the classical Meixner system with parameter 1 to a free Meixner system.
Remark 6 (q-Interpolation). One possible explanation for the correspondence in
Theorem 4 is provided by the following interpolating family of polynomials. For
nX0 and qA½1;NÞ; denote by ½n	q ¼
Pn1
i¼0 q
i the q-integer, with the convention
that ½0	q ¼ 0: Deﬁne the q-Hermite polynomials by the recursion relation
Pnþ1ðx; tÞ ¼ xPnðx; tÞ  t½n	qPn1ðx; tÞ;
the q-Charlier polynomials by
Pnþ1ðx; tÞ ¼ ðx  ðt þ ½n	qÞÞPnðx; tÞ  t½n	qPn1ðx; tÞ;
and the q-Meixner family with parameter a by
Pnþ1ðx; tÞ ¼ ðx  aðt þ 2½n	qÞÞPnðx; tÞ  ½n	qðt þ ½n  1	qÞPn1ðx; tÞ;
all for nX0: Then we obtain the classical families for q ¼ 1; and the free families for
q ¼ 0: See [SY00,Ans01], Proposition 18, Lemma 21, and the discussion following it
for further results about these families.
Remark 7 (IID-Sheffer systems). If the parameter t is discrete rather than
continuous, there are many more families of martingale polynomials. A standard
example are the Krawtchouk polynomials Pnðx; NÞ: Given a parameter pA½0; 1	;
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these are orthogonal with respect to the corresponding binomial distribution, which
is a convolution of N copies of the Bernoulli distribution ð1 pÞd0 þ pd1: In free
probability, the corresponding measure is the distribution of the sum of N freely
independent projections. This distribution is easy to ﬁnd, and in [AY99] the
corresponding orthogonal polynomials, the free Krawtchouk polynomials, have
been calculated; see also [SY00]. For the sum of N freely independent projections of
trace p; the corresponding orthogonal polynomials satisfy the recursion relations
P1ðx; NÞ ¼ x  Np;
P2ðx; NÞ ¼ ðx  ðNp þ ð1 2pÞÞP1ðx; NÞ  Npð1 pÞP0ðx; NÞ;
Pnþ1ðx; NÞ ¼ ðx  ðNp þ ð1 2pÞÞPnðx; NÞ  ðN  1Þpð1 pÞPn1ðx; NÞ
for nX2: Thus, aðNÞ ¼ a1N þ a2; bðNÞ ¼ b1N þ b2; with a1 ¼ p; a2 ¼ 1 2p; b1 ¼
pð1 pÞ; b2 ¼ pð1 pÞ: Note that b2o0; so these recursion relations are not of the
standard free Meixner form. The corresponding generating function is
Hðx; N; zÞ ¼ 1þ ð1 2pÞz  pð1 pÞz
2
ð1þ ð1 2pÞz  pð1 pÞz2Þ þ Nðpz þ pð1 pÞz2Þ  zx
¼ 1
1þ NuðzÞRðuðzÞÞ  uðzÞx
with
uðzÞ ¼ z
1þ ð1 2pÞz  pð1 pÞz2
and
RðzÞ ¼
1 z1 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðð1 2pÞ  z1Þ2 þ 4pð1 pÞ
q
2
¼ Rð1pÞd0þpd1ðzÞ:
This implies that the free Krawtchouk polynomials are martingale polynomials for
the free binomial process. That is, let fpigNi¼1 be a family of freely independent
projections of trace p; and let XðNÞ ¼PNi¼1 pi; for NX1: Then for the
corresponding free Krawtchouk polynomials fPnðx; NÞg and N0oN; the conditional
expectation of PnðX ðNÞ; NÞ onto the von Neumann algebra generated by fXðkÞgN0k¼1
is PnðXðN0Þ; N0Þ:
4. Fluctuations
Notation 2. A family fPngNn¼0 of polynomials such that the degree of Pn is n form a
basis in C½x	: Denote by fPng the dual basis ofM; determined by /Pn; PkS ¼ dnk: If
the polynomials fPng are orthogonal with respect to a probability measure n that is
M. Anshelevich / Journal of Functional Analysis 201 (2003) 228–261 243
uniquely determined by its moments, they are an orthogonal basis for L2ðR; nÞ; and
so fPng is a basis for the dual space of measures L2ðR; nÞ0: In this case we can identify
explicitly that PnðdxÞ ¼ 1gn PnðxÞnðdxÞ; where gn ¼ /n; P
2
nS:
Let t be a probability measure with mean 0 and variance 1. Denote by Sc the
scaling operator, ScðtÞðOÞ ¼ tðc1OÞ: Then the free central limit theorem states that
t1n3S1= ﬃﬃnp -s1 weakly. If we call C the operator t/ðt1tÞ3S1= ﬃﬃ2p ; then s1 is a ﬁxed
point of C; and the theorem says that it is an attracting ﬁxed point, Cnt-s1: In
[Ans99], we investigated the ﬂuctuations around this limit, and showed that the
derivative Ds1C of C at s1 has eigenfunctions T

n with eigenvalues 2
1n=2; where fTng
are the Chebyshev polynomials of the ﬁrst kind. Here by the derivative DtCðnÞ we
will mean the Gaˆteaux derivative
lim
e-0
1
e
ðCðtþ enÞ  CðtÞÞ
when the limit exists in the appropriate topology. In a remark in [CD01], Cabanal–
Duvillard re-interpreted this result as follows:
st1ðss þ eTn ðsÞÞ ¼ stþs þ eTn ðt þ sÞ þ oðeÞ:
Given this,
ððs1 þ eTn Þ1ðs1 þ eTn ÞÞ3S1= ﬃﬃ2p ¼ s23S1= ﬃﬃ2p þ 2eTn ð2Þ3S1= ﬃﬃ2p þ oðeÞ
¼ s1 þ 2e2n=2Tn 3S ﬃﬃ2p 3S1= ﬃﬃ2p þ oðeÞ
¼ s1 þ e21n=2Tn þ oðeÞ;
so the previous result follows.
In this section we extend this analysis to all free convolution semigroups
(Corollary 11) and, in a more precise sense, to all free Meixner systems (Corollary 13).
Notation 3. Let mAM1: Denote by Cm the operator of free convolution with m on
M1; Cm : n/m1n: For fmtg a free convolution semigroup, denote Cmt simply by Ct:
Note that unlike in the classical case, Cm is a non-linear operator.
M is a topological vector space with the weak topology induced on it as a dual
space of C½x	: Note that if a sequence ftng of elements ofM correspond to measures,
and if the limit of this sequence corresponds to a unique measure, then the
corresponding sequence of measures converges weakly.
The tangent space to M1 at any point is naturally identiﬁed with M0: So for
m; tAM1; nAM0; we can deﬁne the Gaˆteaux derivative
DtCmðnÞ ¼ lim
e-0
1
e
ðCmðtþ enÞ  CmðtÞÞ
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when the limit exists in the above topology onM0: This limit always exists; we delay
the proof of this fact until Lemma 16.
Lemma 8. Let fmtg be a free convolution semigroup, and nAM1: Denote nt ¼ n1mt:
Let fDt;ngtARþ be the family of operators on C1ðRþÞ½x	 given by
Dt;nf ¼
XN
n¼1
1
ðn  1Þ! rn/I#n
#ðn1Þ
t ; ð@x#I#ðn1ÞÞ@n1fSþ @tf : ð8Þ
(a) For any fAC1ðRþÞ½x	; @t/nt; fS ¼ /nt;Dt;nfS:
(b) For a martingale polynomial fAC1ðRþÞ½x	 and n ¼ d0; Dt;d0 f ¼ 0:
Proof. It sufﬁces to prove the ﬁrst part for a monomial f ðx; tÞ ¼ aðtÞxn: Denoting
mnðtÞ ¼ /nt; xnS;
@t/nt; fS ¼ a0ðtÞmnðtÞ þ aðtÞm0nðtÞ ¼ /nt; @tfSþ aðtÞ@t/nt; xnS:
Therefore it sufﬁces to prove the statement for all the monomials xn: Let
RzðxÞ ¼
XN
n¼0
xnzðnþ1Þ
be their formal generating function. Then
Gðt; zÞ ¼ /nt;RzS ¼
XN
n¼0
mnðtÞzðnþ1Þ:
On the other hand,
Dt;nRz ¼
XN
n¼1
1
ðn  1Þ! rn/I#n
#ðn1Þ
t ; ð@x#I#ðn1ÞÞ@n1RzSþ @tRz
¼
XN
n¼1
rn/I#n
#ðn1Þ
t ; ð@x#I#ðn1ÞÞR#nz S
¼
XN
n¼1
rnGðt; zÞn1R2z ¼ RmðGðt; zÞÞ@zRz: ð9Þ
So for Rz; the desired equation takes the form
@tGðt; zÞ ¼ RmðGðt; zÞÞ@zGðt; zÞ;
which is Eq. (2).
Now we consider the second part. By Lemma 1, it sufﬁces to show the second
property for the polynomials in the standard Sheffer system, or indeed for their
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generating function Hðx; t; zÞ ¼ 1
zðKtðzÞxÞ: But
Dt;d0Hðx; t; zÞ
¼
XN
n¼1
rn
1
zðKtðzÞ  xÞ2
GtðKtðzÞÞn1  RmðzÞ
zðKtðzÞ  xÞ2
¼ 0: &
Remark 9. Suppose that in the preceding lemma, n is in fact a probability measure.
Then there is a free Le´vy process fXtg and an operator Y0 freely independent from it
such that the distribution of Yt ¼ Y0 þ Xt is nt: Then
ðDt;nf ÞðYðtÞ; tÞ ¼ lim
h-0
1
h
ðEt½ f ðY ðt þ hÞ; t þ hÞ	  f ðY ðtÞ; tÞÞ
¼ @hjh¼0Et½ f ðYðt þ hÞ; t þ hÞ	 ð10Þ
and
ðDt;nf Þðx; tÞ ¼ lim
h-0
1
h
ððKt;tþhf Þðx; t þ hÞ  f ðx; tÞÞ
¼ @hjh¼0ðKt;tþhf Þðx; t þ hÞ:
That is, fDt;ng are the generators of the family of operators fKs;tg: In this case, the
results of the preceding lemma follow immediately from Eq. (10). Expression (8) for
Dt;n follows essentially from Eq. (9):
Dt;nRz ¼ @hjh¼0RFt;tþhðzÞ ¼ @hjh¼0
1
KtðGtþhðzÞÞ  x
¼ @hjh¼0
1
z  hRmðGtþhðzÞÞ  x ¼
RmðGtðzÞÞ
ðz  xÞ2
¼
XN
n¼1
1
ðn  1Þ! rn/I#n
#ðn1Þ
t ; ð@x#I#ðn1ÞÞ@n1RzS:
For compactly supported fmtg; this conclusion also follows from the functional Itoˆ
formula for the free Le´vy processes obtained in [Ans02].
Proposition 10. Let pð; tÞ be a martingale polynomial for fmtg: Let gð; tÞ be a function
such that @xgðx; tÞ ¼ pðx; tÞ: Let nAM0: Then
/Dms CtðnÞ; gð; t þ sÞS ¼ /n; gð; sÞS:
Proof. We will show that
/mt1ðms þ enÞ; gð; t þ sÞS ¼ /mtþs; gð; t þ sÞSþ e/n; gð; sÞSþ oðeÞ:
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Denote nt ¼ mt1ðms þ enÞ: Apply part (b) of Lemma 8 to pð; tÞ ¼ @xgð; tÞ:
0 ¼
XN
n¼1
1
ðn  1Þ! rn/I#m
#ðn1Þ
t ; ð@x#I#ðn1ÞÞ@n1@xgð; tÞSþ @t@xgð; tÞ
¼
XN
n¼1
1
ðn  1Þ! rn/I#m
#ðn1Þ
t ; ðð@2x#I#ðn1ÞÞ
þ ðn  1Þð@x#I#ðn2Þ#@xÞÞ@n1gð; tÞSþ @x@tgð; tÞ
¼ @x
XN
n¼1
1
ðn  1Þ! rn/I#m
#ðn1Þ
t ; ðð@x#I#ðn1ÞÞ
 
þ ðn  1ÞðI#ðn1Þ#@xÞÞ@n1gð; tÞSþ @tgð; tÞ
!
¼ @x
XN
n¼1
1
ðn  1Þ! rn/I#m
#ðn1Þ
t þ ðn  1Þm#ðn1Þt #I ;
 
ð@x#I#ðn1ÞÞ@n1gð; tÞSþ @tgð; tÞ
!
:
That is,
XN
n¼1
1
ðn  1Þ! rn/I#m
#ðn1Þ
t þ ðn  1Þm#ðn1Þt #I ;
ð@x#I#ðn1ÞÞ@n1gð; tÞSþ @tgð; tÞ
is constant as a function of x: Now apply part (a) of Lemma 8, and expand
ðmt1ðms þ enÞÞ#n in powers of e:
ðmt1ðms þ enÞÞ#n ¼ m#ntþs þ e
Xn
i¼1
m#ði1Þtþs #ðnt  mtþsÞ#m#ðniÞtþs þ oðeÞ:
We obtain
@t/nt; gðt þ sÞS
¼
XN
n¼1
1
ðn  1Þ! rn/n
#n
t ; ð@x#I#ðn1ÞÞ@n1gð; t þ sÞSþ/nt; @tgð; t þ sÞS
¼
XN
n¼1
1
ðn  1Þ! rn/m
#n
tþs ; ð@x#I#ðn1ÞÞ@n1gð; t þ sÞSþ/mtþs; @tgð; t þ sÞS
þ e
XN
n¼1
1
ðn  1Þ! rn/ððnt  mtþsÞ#m
#ðn1Þ
tþs Þ
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þ ðn  1Þðm#ðn1Þtþs #ðnt  mtþsÞÞ; ð@x#I#ðn1ÞÞ@n1gð; t þ sÞS
þ e/nt  mtþs; @tgð; t þ sÞSþ oðeÞ
¼ @t/mtþs; gð; t þ sÞS
þ eðnt  mtþsÞ
XN
n¼1
1
ðn  1Þ! rn/ðI#m
#ðn1Þ
tþs Þ þ ðn  1Þðm#ðn1Þtþs #IÞ;
 
ð@x#I#ðn1ÞÞ@n1gð; t þ sÞSþ @tgð; t þ sÞ
!
þ oðeÞ
¼ @t/mtþs; gð; t þ sÞSþ oðeÞ;
since /nt  mtþs; 1S ¼ 0: Also,
/n0; gð; sÞS ¼ /ms þ en; gð; sÞS ¼ /ms; gð; sÞSþ e/n; gð; sÞS:
Therefore /nt; gðt þ sÞS ¼ /mtþs; gð; t þ sÞSþ e/n; gðsÞSþ oðeÞ: &
Deﬁnition 4. Let fVnðx; tÞgNn¼1 be a polynomial family such that Vn has degree n in x:
Then for each tARþ; f1g,fVnð; tÞgNn¼1 is a basis for C½x	: Denote by fV n ðtÞgNn¼1 the
dual basis of M0: If for nX1; Dms CtðV n ðsÞÞ ¼ V n ðt þ sÞ; we call fVnðx; tÞgNn¼1 a
family of fluctuation polynomials for fmtg:
Corollary 11. If fVnðx; tÞgNn¼1 is a polynomial family such that @xVnðx; tÞ is a
martingale polynomial for fmtg of degree n  1; then it is a family of fluctuation
polynomials.
Proof. The function @xVnðx; tÞ is a martingale polynomial.
/mt1ðms þ eVn ðsÞÞ; Vkð; t þ sÞS
¼ /mtþs; Vkð; t þ sÞSþ ednk þ oðeÞ
¼ /mtþs þ eV n ðt þ sÞ; Vkð; t þ sÞSþ oðeÞ:
Since they also take the same value on the scalar 1; we conclude that
mt1ðms þ eVn ðsÞÞ ¼ mtþs þ eVn ðt þ sÞ þ oðeÞ: &
Remark 12 (Algebraic inﬁnite divisibility). For any mAM1; we can deﬁne a free
convolution semigroup fmtgCM1 by Rmt ¼ tRm; the distinguishing characteristic of
inﬁnitely divisible probability measures is that for them all of fmtg are in fact positive
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measures. But the analysis of this section, in particular the preceding corollary,
applies equally well to such purely algebraic semigroups.
Corollary 13. Let fmtg be a free convolution semigroup which is associated to a free
Meixner system, and let aðtÞ; bðtÞ be the parameters of the corresponding recursion
relations. Then the polynomials Vnðx; tÞ ¼ Tnðx  aðtÞ; bðtÞÞ are a family of fluctuation
polynomials for fmtg: In particular,
Dms Ct : L
2
0ðR; s0aðsÞ;bðsÞÞ0-L20ðR; s0aðtþsÞ;bðtþsÞÞ0:
Here L20ðR; tÞ0 ¼ fnAL2ðR; tÞ0j/t; 1S ¼ 0g:
Remark 14 (Classical case). Throughout this remark only, let fmtg be a convolution
semigroup with respect to the usual convolution ; and let Ct be the operator of the
usual convolution with mt: Then Ct itself is a linear operator. Let fPnðx; tÞg be a
collection of martingale polynomials for the corresponding classical Le´vy process.
Then it is easy to see that for the dual basis to these polynomials themselves,
CtP

nðsÞ ¼ Pnðs þ tÞ: Note that the standard Sheffer system of polynomials has a
generating function exzlogFðz;tÞ; whose derivative is zexzlogFðz;tÞ: Thus in the
classical case, a derivative of a martingale polynomial is again a martingale
polynomial. In particular, for a classical Meixner system,
Ct : L
2
0ðR; msÞ0-L20ðR; mtþsÞ0:
In fact, in the classical case, such a statement holds for any convolution operator
Cm: We want to show that for Borel probability measures m; s; if nAL2ðR; sÞ0; then
n  mAL2ðR; s  mÞ0: By deﬁnition, nAL2ðR; sÞ0 iff 8fAL2ðR; sÞ; /n; fSoN: There-
fore, it sufﬁces to show that for fAL2ðR; s  mÞ; /n  m; fSoN: But
/m  n; fS ¼ /n; f  $mS;
where d $mðxÞ ¼ dmðxÞ: So it sufﬁces to show that f  $mAL2ðR; sÞ; in other words,
that the operator of convolution with $m maps L2ðR; s  mÞ into L2ðR; sÞ:
For fAL1ðR; s  mÞ;
Z
jð f  $mÞðxÞjdsðxÞ
¼
Z Z
f ðxÞdmðx  yÞ

dsðyÞ
p
Z Z
j f ðxÞjdmðx  yÞdsðyÞ ¼
Z
j f ðxÞjdðm  sÞðxÞoN:
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For fALNðR; s  mÞ;
ess supj f  $mjpess sup j f joN:
The result follows by Riesz interpolation.
4.1. Cauchy transforms
Let fPnðx; tÞg be the standard Sheffer system for fmtg: Then
Ks;tðPnð; tÞÞ ¼ Pnð; sÞ:
Therefore the adjoint operator Ks;t on M is deﬁned and determined by
/Ks;tðPnðsÞÞ; Pkð; tÞS ¼ /PnðsÞ;Ks;tðPkð; tÞÞS ¼ /PnðsÞ; Pkð; sÞS ¼ dnk:
That is, Ks;tðPnðsÞÞ ¼ PnðtÞ:
Lemma 15. For nAM; GKs;tnðzÞ ¼ GnðFs;tðzÞÞ: In particular, if fPnðx; tÞg is a family of
martingale polynomials for fmtg and fPnðtÞg is the dual basis of M; then GPnðtÞðzÞ ¼
GPnðsÞðFs;tðzÞÞ:
Proof. We only need to prove the ﬁrst statement.
GKs;tnðzÞ ¼ /Ks;tn;RzS ¼ /n;RFs;tðzÞS ¼ GnðFs;tðzÞÞ: &
Example 1. For a free Meixner system fPnðx; tÞg; we can ﬁnd GPnðtÞ explicitly. If
Hðx; t; zÞ is the generating function of the polynomials fPnðx; tÞg;
1
GtðzÞðz  xÞ ¼ Hðx; t; u
1ðGtðzÞÞÞ ¼
XN
n¼0
ðu1ðGtðzÞÞÞnPnðx; tÞ:
Thus
ðu1ðGtðzÞÞÞn ¼ /PnðtÞ; Hð; t; u1ðGtðzÞÞÞS ¼
1
GtðzÞ GPnðtÞðzÞ;
so
GPnðtÞðzÞ ¼ GtðzÞðu1ðGtðzÞÞÞn:
For the modiﬁed Chebyshev polynomials of Remark 5, we obtain by the same
method
GQnðtÞðzÞ ¼ uðGtðzÞÞGtðzÞn: ð11Þ
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Lemma 16. Let nAM0:
(a) Let m; tAM1: Then
Gm1ðtþenÞðzÞ ¼ Gm1tðzÞ þ eGnðFt;m1tðzÞÞF 0t;m1tðzÞ þ oðeÞ;
where Ft;m1t ¼ Kt3Gm1t: That is, GDtCmðnÞðzÞ ¼ GnðFt;m1tðzÞÞF 0t;m1tðzÞ: In
particular, the operator DtCm on M0 is well defined.
(b) Let fmtg be a free convolution semigroup. Then
Gmt1ðmsþenÞðzÞ ¼ GsþtðzÞ þ eGnðFs;sþtðzÞÞF 0s;sþtðzÞ þ oðeÞ:
(c) Let fVnðx; tÞg be a family of fluctuation polynomials for fmtg: Then
GVn ðsÞðFs;tðzÞÞF 0s;tðzÞ ¼ GVn ðtÞðzÞ:
Proof. Clearly only the ﬁrst part needs to be proven. The method of proof is similar
to that of [Ans99, Discussion 3.5]. Denote by I the operator of functional inversion
on P0;1: Then for uAP0;1 and v a formal power series with vð0Þ ¼ v0ð0Þ ¼ 0; the
derivative of I at u in the direction v is DuIðvÞ ¼ ðu1Þ0vðu1Þ: Therefore
GtþenðzÞ ¼GtðzÞ þ eGnðzÞ;
KtþenðzÞ ¼KtðzÞ  eK 0tðzÞGnðKtðzÞÞ þ oðeÞ;
Km1ðtþenÞðzÞ ¼Rm þ KtðzÞ  eK 0tðzÞGnðKtðzÞÞ þ oðeÞ
¼Km1tðzÞ  eK 0tðzÞGnðKtðzÞÞ þ oðeÞ;
Gm1ðtþenÞðzÞ ¼Gm1tðzÞ þ eG0m1tðzÞK 0tðGm1tðzÞÞGnðKtðGm1tðzÞÞÞ þ oðeÞ
¼Gm1tðzÞ þ eGnðFt;m1tðzÞÞF 0t;m1tðzÞ þ oðeÞ:
In order to prove that the operator DtCm on M0 is well deﬁned, it sufﬁces to show
that for nAM0; lime-01emnðCmðtþ enÞ  CmðtÞÞ exists for all n; since we are
considering M0 with the weak
 topology. But we have just shown that the formal
generating function of these moments converges to GnðFt;m1tðzÞÞF 0t;m1tðzÞ: &
Example 2. If fmtg is a free Meixner system and Vnðx; tÞ ¼ Tnðx  aðtÞ; bðtÞÞ; we can
again calculate GVn ðtÞ explicitly. Indeed,
n
2
Un ¼ @xTn; so
/@xUn ðtÞ; Tkð; tÞS ¼ /Un ðtÞ; @xTkð; tÞS ¼ 
n
2
dnk;
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and therefore @xU

n ðtÞ ¼ n2 Tn ðtÞ: Then
GTn ðtÞðzÞ ¼ 
2
n
G@xUn ðtÞðzÞ ¼ 
2
n
/@xUn ðtÞ;RzS ¼
2
n
/Un ðtÞ; @xRzS
¼  2
n
/Un ðtÞ; @zRzS ¼ 
2
n
@zGUn ðtÞðzÞ:
Therefore by Eq. (11),
GVn ðtÞðzÞ ¼ 
2
n
@z uðGtðzÞÞGnt ðzÞ
 
:
In particular, for the semicircular semigroup uðzÞ ¼ z; and we recover the results
of [Ans99].
5. Free ﬁnite operator calculus
The following results are either contained in or easily deduced from [RKO73]
(reprinted in [Rot75]). All the operators involved are linear.
Proposition 17. Let fPngNn¼0 be a sequence of polynomials such that Pn is a monic
polynomial of degree n and Pnð0Þ ¼ 0 for nX1: Let Hðx; zÞ ¼
PN
n¼0
1
n! PnðxÞzn be their
exponential generating function. Let A be the corresponding lowering operator on C½x	;
determined by APn ¼ nPn1: Let W be the corresponding umbral operator on C½x	;
determined by Wxn ¼ Pn: The following conditions are equivalent:
(a) Let D : C½x	-C½x	#C½x	 ¼ C½x; y	 be the usual co-multiplication Dð f Þðx; yÞ ¼
f ðx þ yÞ: Then
DW ¼ ðW#WÞD:
(b) For nX0;
Pnðx þ yÞ ¼
Xn
k¼0
n
k
 !
PkðxÞPnkðyÞ:
(c) Hðx þ y; zÞ ¼ Hðx; zÞHðy; zÞ:
(d) Hðx; zÞ ¼ euðzÞx; for some formal power series uAP0;1:
(e) @xHðx; zÞ ¼ uðzÞHðx; zÞ:
(f) A ¼ u1ð@xÞ; with the same u:
(g) A commutes with @x:
(h) A is translation invariant.
If these conditions are satisfied, the sequence fPng is called a binomial sequence.
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The authors also deﬁne a Sheffer sequence to be a family of polynomials fSnðxÞg
such that Snðx þ yÞ ¼
Pn
k¼0
n
k
 
SkðxÞPnkðyÞ for some binomial sequence fPng; and a
cross-sequence to be a family of polynomials fPnðx; tÞg such that
Pnðx þ y; s þ tÞ ¼
Xn
k¼0
n
k
 !
Pkðx; sÞPnkðy; tÞ:
They show that a large number of identities involving the classical orthogonal
polynomials, and therefore a large number of combinatorial identities, are
consequences of general identities for binomial sequences and cross-sequences. These
results belong to the domain of umbral calculus; see [DBL95] for a comprehensive
review. The Sheffer sequences have been extensively studied by other methods as well.
It is easy to see that cross-sequences are precisely the classical Sheffer systems in
the algebraic context, that is, systems of polynomials corresponding not just to
classical convolution semigroups of probability measures but more generally to
convolution semigroups of functionals in M1; cf. Remark 12.
The results in the preceding proposition hold in much greater generality. All of the
results in the following proposition are known, see various references in [DBL95].
Again, all the operators involved are linear.
Proposition 18. Let b be a sequence of positive real numbers, which we denote by
b ¼ f½0	b; ½1	b; ½2	b;yg; with ½0	b ¼ 0; ½1	b ¼ 1: Denote ½n	b! ¼
Qn
i¼1 ½i	b; with ½0	b! ¼ 1:
Define a linear operator Db on C½x	 by DbðxnÞ ¼ ½n	bxn1: Define the formal power
series expbðzÞ ¼
PN
n¼0
1
½n	b! z
n: For aAR; define the operator Eab ¼ expbðaDbÞ: Let Db
be the map C½x	-C½x	#C½x	 determined by Dbð f Þðx; aÞ ¼ Eabð f ÞðxÞ: Then Db is co-
associative.
Let fPngNn¼0 be a sequence of polynomials such that Pn is a monic polynomial of
degree n and Pnð0Þ ¼ 0 for nX1: Let Hðx; zÞ ¼
PN
n¼0
1
½n	b! PnðxÞz
n be their generating
function. Let A be the corresponding lowering operator on C½x	; determined by APn ¼
½n	bPn1; with the usual convention P1 ¼ 0: Let W be the corresponding umbral
operator on C½x	; determined by Wxn ¼ Pn: The following conditions are equivalent:
(a) DbW ¼ ðW#WÞDb:
(b) For nX0;
DbðPnÞðx; yÞ ¼
Xn
k¼0
½n	b!
½k	b!½n  k	b!
PkðxÞPnkðyÞ:
(c) DbðHÞ ¼ H#H:
(d) Hðx; zÞ ¼ expbðuðzÞxÞ; for some formal power series uAP0;1:
(e) DbHðx; zÞ ¼ uðzÞHðx; zÞ:
(f) A ¼ u1ðDbÞ; for the same u:
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(g) A commutes with Db:
(h) A commutes with Eab for all a:
(i) ðA#IÞDb ¼ DbA:
Proof. Db is co-associative, i.e. ðDb#IÞDb ¼ ðI#DbÞDb; since both sides of this
equation applied to xn give
X
k;l;mX0
kþlþm¼n
½n	b!
½k	b!½l	b!½m	b!
xk#xl#xm:
(a)3 (b): DbðxnÞ ¼
Pn
k¼0
½n	b!
½k	b!½nk	b! x
kynk: Thus DbWxn ¼ DbPn; while
ðW#WÞDbxn ¼ðW#WÞ
Xn
k¼0
½n	b!
½k	b!½n  k	b!
xkynk
¼
Xn
k¼0
½n	b!
½k	b!½n  k	b!
PkðxÞPnkðyÞ:
(b)3 (c): Obvious.
(d)3 (e): One direction is obvious. For the other, suppose
Hðx; zÞ ¼
XN
n¼0
1
½n	b!
FnðzÞxn;
for some formal power series fFng: Then
DbHðx; zÞ ¼
XN
n¼1
1
½n  1	b!
FnðzÞxn1 ¼
XN
n¼0
1
½n	b!
Fnþ1ðzÞxn:
This equals uðzÞHðx; zÞ if and only if FnðzÞ ¼ uðzÞn and Hðx; zÞ ¼ expbðuðzÞxÞ:
(d) ) ( f): The operator A is determined by the equation ðAHÞðx; zÞ ¼ zHðx; zÞ:
Let Hðx; zÞ ¼ expbðuðzÞxÞ; with u1ðzÞ ¼
PN
k¼1 bkz
k: Then
u1ðDbÞHðx; zÞ
¼ u1ðDbÞ
XN
n¼0
1
½n	b!
uðzÞnxn
¼
XN
n¼0
1
½n	b!
uðzÞn
XN
k¼1
bk
½n	b!
½n  k	b!
xnk ¼
XN
m¼0
XN
k¼1
1
½m	b!
bkuðzÞmþkxm
¼
XN
m¼0
u1ðuðzÞÞ 1½m	b!
uðzÞmxm ¼ zHðx; zÞ;
so A ¼ u1ðDbÞ:
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( f) ) (e): Suppose A ¼ u1ðDbÞ; and so Db ¼ uðAÞ: Let uðzÞ ¼
PN
k¼1 akz
k: Then
DbHðx; zÞ
¼ uðAÞHðx; zÞ ¼ uðAÞ
XN
n¼0
1
½n	b!
PnðxÞzn
¼
XN
n¼0
zn
Xn
k¼1
ak
1
½n  k	b!
PnkðxÞ ¼
XN
m¼0
XN
k¼1
1
½m	b!
zmþkakPmðxÞ
¼ uðzÞHðx; zÞ:
( f) ) (g): Obvious.
(g) ) (e): Suppose A commutes with Db: Then
ðADbHÞðx; zÞ ¼ DbðzHðx; zÞÞ ¼ zðDbHÞðx; zÞ:
If ðDbHÞðx; zÞ ¼
PN
n¼1
Pn1
k¼0
1
½k	b! an;kPkðxÞz
n;
ðADbHÞðx; zÞ ¼
XN
n¼2
Xn1
k¼1
1
½k  1	b!
an;kPk1ðxÞzn
¼ z
XN
n¼1
Xn1
k¼0
1
½k	b!
anþ1;kþ1PkðxÞzn:
This is equal to zðDbHÞðx; zÞ iff an;k ¼ anþ1;kþ1 for nX1; kX0: But in that case,
denoting ank ¼ an;k;
ðDbHÞðx; zÞ ¼
XN
n¼1
Xn1
k¼0
1
½k	b!
ankPkðxÞzn ¼
XN
k¼0
XN
m¼1
1
½k	b!
amPkðxÞzmþk
¼ uðzÞHðx; zÞ;
with uðzÞ ¼PNm¼1 amzm: Since Pn is a monic polynomial, a1 ¼ 1:
(g)3 (h): This follows from the deﬁnition of Eab and the relation
ðDbf Þ ¼ lim
a-0
Eabð f Þ  f
a
:
(h)3 (i): Obvious.
(c) ) (i): ðA#IÞDbH ¼ ðA#IÞðH#HÞ ¼ zH#H ¼ zDbH ¼ DbAH:
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(d) ) (c):
DbH ¼Db
XN
n¼0
1
½n	b!
uðzÞnxn
 !
¼
XN
n¼0
Xn
k¼0
1
½k	b!½n  k	b!
uðzÞnxkynk
¼Hðx; zÞHðy; zÞ: &
Most of the results from [RKO73] have analogs in the context of Proposition 18.
We list two examples. The proofs follow from that proposition and the
relation AW ¼ WDb between a lowering operator and the corresponding umbral
operator.
Lemma 19. Call a lowering operator and an umbral operator operators
ppearing in these roles for some family of polynomials fPng in the context of
Proposition 18.
(a) The umbral operators form a group, anti-isomorphic to the group ðP0;1; 3Þ: More
specifically, for two umbral operators W1; W2 and the corresponding lowering
operators v1ðDbÞ; v2ðDbÞ; the operator W2W1 is the umbral operator
corresponding to the lowering operator v1ðv2ðDbÞÞ:
(b) For a family of polynomials with the generating function
PN
n¼0
1
½n	b! PnðxÞz
n ¼
expbðuðzÞxÞ with uAP0;1;
f ðuðxÞÞ ¼
XN
n¼0
1
½n	b!
xnðPnðDbÞð f ÞÞð0Þ:
The free probability case corresponds to the sequence b with ½n	b ¼ 1 for nX1:
This case has already been singled out, for example, in [JR79, Part XII]. Namely, the
classical case ½n	b ¼ n is distinguished by the fact that Db is a homomorphism, and so
C½x	 with the usual multiplication and co-multiplication Db is a bialgebra. The free
probability case ½n	b ¼ 1 is distinguished by the fact that @b; where @bð f Þðx; yÞ ¼
Dbð f Þðx;yÞf ðyÞ
x
; is a derivation, and so C½x	 with the usual multiplication and co-
multiplication @b is an example of an infinitesimal coalgebra of [JR79] or of a
generalized difference quotient ring of [Voi00a]. Note that the classical case is also the
only one when Db is a derivation.
In the free case, in addition to the Proposition 18 being valid, we also have
different analogs of the ﬁrst three statements of Proposition 17. Namely, in this case
C½x	; in addition to being a coalgebra with co-multiplication Db; also has the
structure of a dual group in the sense of [Voi87] with an operation D: In
the following proposition, for a pair of algebras A1;A2; by A1 A2 we mean the
algebraic reduced free product of algebras (amalgamated over the identity element).
Clearly the free product C½x	  C½x	 is isomorphic to C/x; yS; the algebra of
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polynomials in two non-commuting variables. For two unital operators W1; W2 on
C½x	; their free product operator is the unital operator on C/x; yS determined
by ðW1  W2ÞðP1ðxÞQ1ðyÞyPnðxÞQnðyÞÞ ¼ ðW1P1ÞðW2Q1Þ?ðW1PnÞðW2QnÞ; where
fPi; Qig are polynomials without constant term, except that possibly P1 and/or
Qn is equal to 1.
Proposition 20. Let b be a sequence with ½n	b ¼ 1 for nX1: Consider the corresponding
objects from Proposition 18. More specifically, in this case
Dbf ¼ f ðxÞ  f ð0Þ
x
¼ ð@f Þðx; 0Þ; expbðzÞ ¼
1
1 z;
Eabð f ÞðxÞ ¼
xf ðxÞ  af ðaÞ
x  a ¼ xð@f Þðx; aÞ þ f ðaÞ;
Dbð f Þðx; yÞ ¼ xf ðxÞ  yf ðyÞ
x  y ¼ xð@f Þðx; yÞ þ f ðyÞ;
Hðx; zÞ ¼
XN
n¼0
PnðxÞzn; APn ¼ Pn1:
Then the following conditions are equivalent to the conditions of Proposition 18 for
this b:
(a) Let D : C½x	-C½x	  C½x	 ¼ C/x; yS be the homomorphism Dð f Þðx; yÞ ¼
f ðx þ yÞ: Then
DW ¼ ðW  WÞD: ð12Þ
(b) For nX1;
Pnðx þ yÞ ¼
Xn
k¼1
X
ið1Þ;ið2Þ;y;iðkÞX1
ið1Þþið2Þþ?þiðkÞ¼n
ðPið1ÞðxÞPið2ÞðyÞPið3ÞðxÞPið4ÞðyÞ?
þ Pið1ÞðyÞPið2ÞðxÞPið3ÞðyÞPið4ÞðxÞ?Þ: ð13Þ
(c) The generating function H satisfies the equation
Hðx þ y; zÞ ¼ Hðx; zÞHðy; zÞ
Hðx; zÞ þ Hðy; zÞ  Hðx; zÞHðy; zÞ:
(d) Hðx; zÞ ¼ 1
1uðzÞx for some formal power series uAP0;1:
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Proof. (a)3 (b): Obvious.
(b)3 (c): Eq. (13) is equivalent to
Hðx þ y; zÞ
¼ 1þ
XN
n¼1
Xn
k¼1
X
ið1Þ;ið2Þ;y;iðkÞX1
ið1Þþið2ÞþyþiðkÞ¼n
Pið1ÞðxÞzið1ÞPið2ÞðyÞzið2ÞPið3ÞðxÞzið3Þ?

þ Pið1ÞðyÞzið1ÞPið2ÞðxÞzið2ÞPið3ÞðyÞzið3Þ?

¼ 1þ
XN
k¼1
ðHðx; zÞ  1ÞðHðy; zÞ  1ÞðHðx; zÞ  1Þ?|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
k terms
0
B@
þ ðHðy; zÞ  1ÞðHðx; zÞ  1ÞðHðy; zÞ  1Þ?|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
k terms
1
CA
¼ Hðx; zÞ 1
1 ðHðy; zÞ  1ÞðHðx; zÞ  1Þ Hðy; zÞ
¼ Hðx; zÞHðy; zÞ
Hðx; zÞ þ Hðy; zÞ  Hðx; zÞHðy; zÞ:
(c)3 (d): This follows from the fact that the equation
1
Hðx þ yÞ ¼
1
HðxÞ þ
1
HðyÞ  1
has a unique formal power series solution 1
HðxÞ ¼ 1 ax; for aAC: Therefore
Hðx; zÞ ¼ 1
1uðzÞx: Since Hðx; 0Þ ¼ 1 and Pn is a monic polynomial of degree exactly n;
we conclude that uð0Þ ¼ 0; u0ð0Þ ¼ 1: &
Note that the generating functions of the (algebraic) free Sheffer systems are
precisely those satisfying
Hðx þ y; s þ t; zÞ ¼ Hðx; s; zÞHðy; t; zÞ
Hðx; s; zÞ þ Hðy; t; zÞ  Hðx; s; zÞHðy; t; zÞ:
Indeed, by the same argument as before, the solutions of this equation are precisely
of the form 1
Hðx;tÞ ¼ 1þ ax þ bt; for a; bAC: Therefore Hðx; t; zÞ ¼ 11þtf ðzÞuðzÞx: Since
Pn is a monic polynomial of degree exactly n; uð0Þ ¼ 0; u0ð0Þ ¼ 1; f ð0Þ ¼ 0: Therefore
we can deﬁne Rm by RmðzÞ ¼ 1z f ðu1ðzÞÞ; so that
Hðx; t; zÞ ¼ 1
uðzÞðKtðuðzÞÞ  xÞ ¼
1
1 uðzÞðx  tRmðuðzÞÞÞ:
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Note that mAM1; it need not be a positive measure. We leave to the reader the
analogs of Eqs. (12) and (13) for the free Sheffer systems. Cf. [Leh01], where such
expansions were considered in the more general operator-valued case.
Example 3 (Free Meixner systems). Time-zero polynomials of a free Sheffer system
satisfy the conditions of Proposition 20. For the free Meixner systems, these are the
following.
Hermite (Chebyshev): PnðxÞ ¼ xn:
Charlier: P0ðxÞ ¼ 1; PnðxÞ ¼ xðx  1Þn1 for nX1:
Meixner/Laguerre/Meixner–Pollaczek: P0ðxÞ ¼ 1; PnðxÞ ¼ xUn1ðx  2aÞ for
nX1: Indeed, for the modiﬁed Chebyshev polynomials, the time-zero polynomials
are QnðxÞ ¼ Unðx  2aÞ: Thus from Eqs. (4), the time-zero polynomials of the free
Meixner system with parameter a are
PnðxÞ ¼ Unðx  2aÞ þ 2aUn1ðx  2aÞ þ Un2ðx  2aÞ ¼ xUn1ðx  2aÞ:
The sequence PnðxÞ ¼ xn is a binomial sequence for any b: However, already for
the zero-time polynomials of the ‘‘b-Charlier systems’’, this is in general not the
case.
Lemma 21. The sequence PnðxÞ ¼
Qn1
k¼0 ðx  ½k	bÞ is a b-binomial sequence in only
two cases: ½n	b ¼ n; or ½n	b ¼ 1 for nX1:
Proof. If the sequence PnðxÞ ¼
Qn1
k¼0 ðx  ½k	bÞ is a b-binomial sequence, then the
corresponding lowering operator, determined by APn ¼ ½n	bPn1; commutes with
Db: Evaluating the identity ADb ¼ DbA on xn and comparing coefﬁcients, we obtain
a system of equations in f½j	bg that is linear in ½n	b: So by induction, the sequence
f½n	bg is determined by ½2	b: From this analysis for x3; we conclude that ½3	b ¼
1
2
ð½2	b þ ½2	2bÞ; and from this analysis for x4 we conclude that ½2	b is a root of the
equation ðx  1Þ2ðx  2Þðx þ 1Þ: Since ½2	bX0; it is equal to either 2 or 1: In the
ﬁrst case, ½n	b ¼ n; which corresponds to the classical situation. In the second case,
½n	b ¼ 1 for nX1; which corresponds to the free situation. &
Moreover, already for q-Hermite polynomials, their generating function is not of
the form appearing in Proposition 18. In particular, it is not clear if the families of
Remark 6 can be interpreted as Sheffer systems, or even if their time-zero
polynomials can be interpreted as binomial systems. On the other hand, some
positive evidence for the Sheffer interpretation is provided by the fact [BKS97] that
the q-Hermite polynomials are martingale polynomials for the q-Brownian motion
with respect to its standard ﬁltration. Also, we have recently learned from Professor
Ismail about a different deformation of the umbral calculus, which may be
appropriate for these families. This direction will be pursued in a future paper.
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