Abstract. Let L be the poset describing, in the sense of Birkhoff and von Neumann [4], the experimental propositions about a physical system S. In quantum logic, it is generally assumed that L is an orthocomplemented lattice. Here, we show that L is not orthocomplemented if S consists of two separated quantum systems. By separated, we mean non-interacting and prepared independently (hence only product states). We proceed as follow: First we define s−tensor products of complete atomistic lattices in terms of four axioms, weaker than those of previous works [3, 18, 19] . Then we prove that a s−tensor product is orthocomplemented if and only if it is isomorphic to the separated product of Aerts [1] (Theorem 5.4). Finally, we point out two paradoxes if S is described by the separated product. As a corollary of our representation theorem, we recover previous results about orthomodular tensor products in quantum logic [18] .
Introduction
Let S be the compound system consisting of two sub-systems S 1 and S 2 , and L (respectively L 1 and L 2 ) the poset describing, according to [4] , the experimental propositions about S (respectively about S 1 and S 2 ). In [18, 19] , it is proved, under some hypotheses on L, L 1 and L 2 , that in case of separability (i.e. the state of S a necessarily a product), then L 1 or L 2 is a power set.
Is this statement true from a physical point of view? For classical systems, the answer is obviously yes. Now, consider two quantum systems (electrons, atoms or whatever) prepared in two different "rooms" of the lab, and before any interaction take place (in that case, we say that S 1 and S 2 are separated and denote L by L sep ). According to von Neumann's quantum theory [14] , the state space of the two-body system is given by Σ = (H 1 ⊗ H 2 − 0)/C with H 1 and H 2 complex Hilbert spaces. Non-product states are responsible for correlations between the systems [9] , hence, for separated systems as defined above, the state is necessarily a product (otherwise, one could violate some Bell inequality with totally independent systems). On the other hand, we know that L 1 and L 2 are sub-ortho posets of P(H 1 ) and P(H 2 ) respectively, the lattice of closed subspaces [4] , hence not power sets.
As a consequence, there must be some failing axiom in [18, 19] . Largely admitted in the literature about quantum logic, is the assumption, made in [18, 19] , that for a quantum system, L is an orthocomplemented [4, 1] and orthomodular lattice [15, 12, 16] (see [5] for other references). Of course, this is true for P(H). However, against this background, we see that L sep cannot be both, orthocomplemented and orthomodular. This has already been pointed out by Aerts in [1] , who constructed an orthocomplemented model L 1 ∧ L 2 for L sep , and proved that if L 1 ∧ L 2 is orthomodular, then L 1 or L 2 is a power set ( [1] , Theorem 30, or see Theorem 3.6 below).
In this work we go two steps beyond. First we prove that L 1 ∧ L 2 is the only orthocomplemented model for L sep that satisfies some minimal axioms. Second, we show that it does not provide a complete description of separated systems, by pointing out those missing propositions in L 1 ∧ L 2 .
Note that in general, for a system S, it is natural to assume the existence of a propensity map ω : Σ × L → [0, 1], where Σ denotes the state space of S [8] . On the other hand, any orthocomplemented lattice which admits a propensity map is orthomodular [17] . As a consequence, if L admits a propensity map, either L is both, orthocomplemented and orthomodular, or not orthocomplemented. So, we have a second reason to exclude the separated product. Moreover, this argument, together with the Theorem of [18] , corroborate our main result, namely that L sep cannot be orthocomplemented. However, note that our assumptions on L sep are much weaker than those in [18] .
Following [16, 1] , we assume that L 1 , L 2 and L sep are complete atomistic lattices, and that the set of atoms of L 1 (respectively of L 2 and of L sep ) is in bijection with the state space of S 1 (respectively of S 2 and of S). Recall that in [4, 16, 1] , a physical system S is described as a triple (Σ, P, µ : P → 2 Σ ), where Σ is the state space, P the set of experimental propositions about S, and µ assigns to each proposition P the set of states in which P is certain to be true (i.e. with probability 1). There are obviously two trivial propositions I and O with µ(I) = Σ and µ(O) = ∅. On the other hand, if P i denotes the conjunction, then µ( P i ) = ∩µ(P i ). Hence, L := µ(P) is a complete lattice. For p ∈ Σ, define ε(p) := {P ∈ P ; p ∈ µ(P )}. It is natural to assume that for any two states, ε(p) ε(q). As a consequence, ∩ε(p) = {p}, for all p ∈ Σ, thus L is moreover atomistic.
s−tensor products
We adopt the notations and terminology used in [13, 19] . For a complete atomistic lattice L and a ∈ L, A(a) denotes the set of atoms under a, and A(L) := A(1) the set of atoms of L. Moreover, we denote by Aut(L) the group of automorphisms of L, and by Aut o (L) the group of ortho-automorphisms. Finally, 2 stands for the lattice with only two elements.
The bizarre numbering in the following definition is adopted for later convenience.
Remark 2.2. Note that since h i preserves arbitrary joins and meets, h i also preserves 0 and 1. Let L be a complete atomistic lattice. Then any s−tensor product of 2 and L is isomorphic to L.
Let us compare Definition 2.1 with Axioms (i)-(iv) in [19] , §IV, and show why Axioms p3, P1, P2 and P4 certainly hold in L sep . First, we know that
). Let us begin with Axiom p3. If P 1 ∈ P 1 , then obviously µ(P 1 ) = µ 1 (P 1 ) × Σ 2 . On the other hand, if P ∈ P sep and µ(P ) = A 1 × Σ 2 , then P ∈ P 1 , since one can always put a system S 2 in an other "room" and then test P . Moreover µ 1 (P ) = A 1 . As a consequence, if 
hence, by the argument discussed above, necessarily, we have a 1 ∈ L 1 , therefore
Note that Axiom p3 is weaker than Axiom P3 in [11] . In [19] , h 1 and h 2 are assumed to preserve moreover orthocomplementation (h 1 and h 2 are orthohomomorphisms, Axiom (i)). In that case, the proof of our main result (Theorem 5.4) becomes trivial (see remark 5.5).
Axiom (ii) and separability is equivalent to P1.
, is not necessary here because of Axiom P1 and the assumption that L is atomistic. Finally, assumption (iii) requires h 1 (a 1 ) and h 2 (a 2 ) to commute for any a i ∈ L i , hence a priori L to be orthocomplemented. It is replaced here by Axiom P2, which is obviously true for separated systems. Indeed, if P 1 ∈ P 1 and P 2 ∈ P 2 , then,
Axiom P4 translates the following natural covariance condition: For any
Note that we do not ask (u 1 , u 2 ) to induce an ortho-automorphism of L, in which case the proof of our main result may be considerably shortened (see remark 5.5).
We now introduce some convenient notations.
Hence, since h 2 (1) = 1, we have that
Proof.
(1) First,
Now, from Axiom P2 we find that
(2) First,
and by Axiom P2,
Lemma 2.5. Let L be a complete atomistic lattice and let f : L → L sending atoms to atoms. Denote by F the restriction of f to atoms. Then f preserves arbitrary joins
3. The separated product
, define the following binary relation: p#q if and only if
Remark 3.2. Obviously, # is symmetric, anti-reflexive and separating (i.e. for all p, q, there is r with p#r and q \ #r), therefore L 1 ∧ L 2 is a complete atomistic orthocomplemented lattice. Co-atoms are given by
where P Aerts = P 1 ∪ P 2 plus all disjunctions P 1 or P 2 between P 1 and P 2 . The separated product also describes all conjunctions P 1 and P 2 . If P = P 1 ∪ P 2 plus all conjunctions, then
Let L 1 and L 2 be complete atomistic lattices. We define
is a complete atomistic lattice (see [11] , Theorem 0.10). Moreover, for complete atomistic orthocomplemented lattices, Definition 3.1 and Definition 3.3 are equivalent (see [11] , Lemma 6.3). 
Therefore, Axiom P4 holds.
Proof. Let L be a complete atomistic orthocomplemented lattice, and let p and q be atoms such that p ∨ q contains no third atom. Define
. Then there are two non orthogonal atoms, say p 1 and q 1 . From Lemma 3.5 and Lemma 2.4, we have that for any two atoms p 2 and q 2 of
Automorphisms of s−tensor products
In this section, we show that automorphisms of s−tensor products factor. We will use this result in the proof of Theorem 5.4. For this section and for our main result, we need to make some hypotheses on L 1 and L 2 , which are true if L 1 = P(H 1 ) and L 2 = P(H 2 ), with H 1 and H 2 complex Hilbert spaces. However, we consider a more general setting in order to point out exactly the properties on L 1 and L 2 needed for the proofs.
2) for any p, q ∈ A(L), there is a finite set {γ 1 , · · · , γ n } ⊆ σ such that p ∈ A γ1 and q ∈ A γn , and such that |A γi ∩ A γi+1 | ≥ 2 for all 1 ≤ i ≤ n − 1 (3) for all γ ∈ σ and for all p, q ∈ A γ , p ∨ q contains a third atom.
Remark 4.2. Any complete atomistic orthocomplemented irreducible lattice L with the covering property (for instance P(H)) is connected. Indeed, in that case, for any two atoms p and q of L, p ∨ q contains a third atom, hence A(L) is a connected covering. 
(
2 , where P a denotes the projector on a, and v is any normalized vector in p [10] . Hence, for any states p 1 , p ∈ Σ 1 and p 2 , r, s ∈ Σ 2 , such that r ⊥ s, we have
On the other hand, for any two orthogonal states r and s of S 2 , there is P ∈ P 2 such that r ∈ µ 2 (P ) and s ∈ µ 2 (¬P ), where ¬P stands for the negation of P . Now, P is a proposition about the compound system S, and obviously for any state p of S 1 , we have (p, r) ∈ µ(P ) and (p, s) ∈ µ(¬P ) .
Therefore, as for propensity maps ([8], [16] §4.2), it is natural to assume that
. From those two formulas and assumption 1 above, we obtain that for any states p, r and s of S 2 ,
Now, for i = 1 and i = 2, let
such that for all V in the domain of f i , f (V ) is a maximal set of mutually orthogonal atoms in V ⊥i . Moreover, for any two atoms p and q, define A 
Proof. The first three steps of the proof are similar to those of the proof of Theorem 5.4 in [11] . We denote by {A 
for u is join-preserving and injective. Thus, by Lemma 2.4 part 1, u(p 1 ⊗ q) and u(p 1 ⊗r) differ only by one component. As a consequence, one of the following cases holds:
as f (γ) = 1 if the former case holds, and f (γ) = 2 if the latter case holds. Note that since u is injective, if |A
2 . Then, by the second hypothesis in Definition 4.1, for any q ∈ A(L 2 ), there is γ ∈ σ 2 such that q ∈ A γ 2 and such that f (γ) = f (γ 0 ). Hence, for any q ∈ A(L 2 ), we have u(
Suppose that the former case holds.
is also join-preserving and injective,
Suppose now that u(r ⊗ 1) = 1 ⊗ (u(r ⊗ p 2 )) 2 . Then, by Lemma 2.4 part 2, we have
Therefore, u(t ⊗ 1) = u(p 1 ⊗ 1) or u(t ⊗ 1) = u(r ⊗ 1), a contradiction since u is injective.
As a consequence, for any r ∈ A γ0 1 , u(r ⊗ 1) = u(r) 1 ⊗ 1, hence g 2 (r ⊗ q 2 ) = g 2 (p ⊗ p 2 ) for any q 2 . Now, by the second hypothesis in Definition 4.1, we find that
From part 2, we can define a map ξ : {1, 2} → {1, 2} as ξ(i) := g i (p 1 ⊗ p 2 ). By part 2, ξ does not depend on the choice of p. Claim: The map ξ is surjective. [Proof: Suppose for instance that ξ(1) = 1 = ξ(2). Let p = p 1 ⊗ p 2 and q = q 1 ⊗ q 2 be atoms. Then
As a consequence, u(1) ≤ 1 ⊗ u(p) 2 , a contradiction since u is surjective.] (4) Let p = p 1 ⊗p 2 be an atom. For i = 1 and i = 2, define (2) . Claim: Those definitions do not depend on the the choice of p. [Proof: Suppose for instance that ξ = id. Then (A(a i )) . Claim: The map v i is an isomorphism. [Proof: Suppose for instance that ξ = id. Let a ∈ L 1 . Then, since u and h 1 are join-preserving, we find that ∨A(a) )) = ∨{u(h 1 (r)) ; r ∈ A(a)} = ∨{u(r ⊗ 1) ; r ∈ A(a)} = ∨{u(r ⊗ p 2 ) 1 ⊗ 1 ; r ∈ A(a)} = ∨{h 1 (u(r ⊗ p 2 ) 1 ) ; r ∈ A(a)} = h 1 (∨{u(r ⊗ p 2 ) 1 ; r ∈ A(a)}) = h 1 (∨{V 1 (r) ; r ∈ A(a)}) = h 1 (v 1 (a) ) .
As a consequence, since h 1 and u are injective, so is v 1 . Let ω ⊆ L 1 . Then, by the preceding formula, we find that
Whence, since h 1 is injective, v 1 preserves arbitrary joins. Finally, by Lemma 2.5, since V 1 is surjective, so is v 1 . As a consequence, v 1 is a bijective map preserving arbitrary joins, hence an isomorphism.]
Orthocomplemented s−tensor products
For Theorem 5.4, we need some additional hypotheses on L 1 and L 2 . Proof. Denote by U(H) the group of unitary maps on H. Then obviously, U(H) acts transitively on A(P(H)) = (H − 0)/C, and on each coatom. Therefore, if dim(H) ≥ 3, then the first axiom in Definition 5.1 holds in P(H). Suppose first that dim(H) ≥ 3. Let p, q ∈ A. Define
where P ∈ p, Q ∈ q and P = Q = 1. Moreover, for ω ⊆ [0, 1], define the cone
for all r ∈ C p·q (p). Therefore, since dim(p ⊥ ) and dim(r ⊥ ) are ≥ 2, we find that C [λ,1] (p) ⊆ A where λ = max{0, cos(2 arccos(p·q))}, and furthermore A(P(H)) ⊆ A.
If dim(H) = 2, the same argument shows that
Then we have have one of the following situations
Hence, by hypothesis and Axiom P4, we have (id, u 2 )(R) ⊆ R; therefore u 2 (R(p)) ⊆ R(p). As a consequence, the statement follows form the fact that L 2 is strongly o-transitive.
(2) Suppose that
with u 2 (p 2 ) = p 2 and u 2 (q 2 ) = q 2 . As a consequence, (id, u 2 )(R) ∩ R = ∅, therefore, by hypothesis and Axiom P4, (id, u 2 )(R) ⊆ R. Hence, {q 2 , u 2 (q 2 )} ⊆ R(q 1 ). Thus, by part 1, we have R(q 1 ) = A(L 2 ). In the same way, we prove that R(p 1 ) = A(L 2 ). As a consequence, 
Proof. For notational reasons, it is more convenient to assume that L 1 and L 2 are orthocomplemented. We denote the orthocomplementation in L by ′ . For an atom p = p 1 ⊗ p 2 , define
and q = q 1 ⊗ q 2 . Suppose for instance that p 1 = q 1 , and let a ≤ p
Therefore, since h 1 preserves joins and 1, we have
whence a ′ = 1, that is a = 0.] (2) Claim: For any atom p and any u ∈ Aut(L), there is an atom q such that u(p
′ is an automorphism of L. By Theorem 4.6, there are two isomorphisms v 1 and v 2 and a permutation ξ such that for any atom, u
[Proof: Let p be an atom of L. By Axioms P1 and P4, L is transitive. As a consequence, for any atom r of L, there is an automorphism u such that r ≤ u(p 
Then, since L 1 is transitive, by part 2, for any s ∈ A(L 1 ), there is an atom q such that s ⊗ 1 = q # ′ , hence by part 1, for any
Let t ≤ p # ′ 0 be an atom. By Axiom P2, since L 1 and L 2 are coatomistic, we have that ∧{r # ; t ≤ r # } = t; whence Remark 5.5. Note that if h 1 and h 2 are ortho-homomorphisms, then for any atom, we have
, so that the proof is trivial. On the other hand, if we ask the u of Axiom P4 to be an ortho-automorphism, then for any atom, we have u(p # ′ ) = u(p) # ′ , so that part 2 of the proof becomes trivial, and the proof does not require Theorem 4.6.
