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Worked for more than 160 Hours: Yes




Worked for more than 160 Hours: Yes
Contribution to Project: 
Developed a new control system for the robotic musician, composed an interactive piece for 
it and played with the robot in a concert.
Graduate Student
Name: Blosser, Brian
Worked for more than 160 Hours: Yes
Contribution to Project: 
Developed an implementation for a leader-follower module based on beat detection for 
human- robot interaction.
Name: Mallikarjuna, Trishul
Worked for more than 160 Hours: Yes
Contribution to Project: 
Developed an improvisation module based on hidden markov model for the robotic musician
Name: Nikolaidis, Ryan
Worked for more than 160 Hours: Yes
Contribution to Project: 
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Alium Labs designed a 4-arm robotic mechanism that can address the musical needs of the 
project.

The company has built the4-arm  robot, shipped it to Georgia Tech and installed it in 
location. It also designed a social robotic head for the robot.
Gibson Engineering Company
Gibson Engineering manufactured the robotic arms for the project.
Other Collaborators or Contacts
Karan Mehar and Aparna Raman, graduate students  at Georgia Tech, developed the 
animation for the social robotic head. The students developed these applications as part 
of class projects and were not funded by this award.
Activities and Findings
Research and Education Activities:
Hardware - Four robotic arms were developed, each actuated by a voice-coil linear 
actuator, and running along the same rail, in parallel to the marimba's long side. The 
linear actuators are based on a commercial product by IAI and are controlled by a SCON 
trajectory controller. The arms are custom-made aluminum shells hosting two rotational 
solenoids each. The solenoids control the mallets, chosen with an appropriate softness to 
the area of the marimba that they are most likely to hit. Each arm contains one mallet for 
the bottom-row (?white') keys, and one for the top-row (?black') keys. A social robotic head 
has been added to the robot in an effort to enhance the notion of embodiment and visual 
cues. 

Software - Four interaction modules have been developed for the robot, exploring different 
approaches for machine-musicianship. For the first module we developed computational 
models of musical percepts such as similarity, stability, and tension, which were used to 
drive a novel genetic algorithm improvisation engine (1). The second module was based on a 
newly developed beat detection algorithm that utilized a high-level model for leader-
follower rhythmic interaction (2). The third module utilized Hidden Markov Model analysis of 
human musical input, used by Shimon to respond in a similar style (3). The fourth module 
was developed based on the notion of choreographic gestures and anticipation, combining 




User studies have been conducted that evaluates the role of visual cues and embodiment in 
human-to-human interaction as well as human-to-robot interaction. 

Concerts with the robot have been conducted where students developed new applications, 
composed for and played with the robot
Findings:
Hardware - we learned that the combination of 8 rotary solenoids, 2 per arm, moving along 
a 6 fit slider  provides the most effective balance between speed, sound quality, path 
planning and  anthropomorphic design.  

Software -  In an informal user survey based on the interaction modules, listeners found 
the  outcome compelling and musical.  Wired.com titled its article about the project:  'Robots 
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Pass Musical Turing Test'. ( http://www.wired.com/listening_post/2008/11/no-way-
robot-ja/. More formal user studies will be conducted in the spring.

The user studies that were conducted and published strengthened the hypothesis that the 
physicality of the robotic musician improved synchronization, anticipation and coordination 
with human co-players.  we tested the effects of visual contact and embodiment on audience 
appreciation. We find that visual contact in joint Jazz improvisation makes for a performance 
in which audiences rate the robot as playing better, more like a human, as more re- 
sponsive, and as more inspired by the human. They also rate the duo as better synchronized, 
more coherent, communicating, and coordinated; and the human as more inspired and more 
responsive
Training and Development:
A syllabus for a hands-on research class were designed by the P.I for the project. The 
class ended in a public concert of students' projects where two pieces for the robot were 
performed. (2009 - http://gtcmt.coa.gatech.edu/?p=1623,  2010 - 
http://www.coa.gatech.edu/news/event.php?id=5428)

Research skills and experiences:
Students learned to define research goals, set up a programming environment to address 
the research goals, work collaboratively towards a public presentation of their projects 
and assess their efforts. Students also learned how to write papers about their work 




A concert based on a genetic-algorithm improvisation engine  was selected and 
performed in  Copenhagen Denmark as part of the International Computer Music 
Conference.

A presentation of the animated robotic head as it responds to musical input was 
presented in a number of public settings in Atlanta.

The robot was presented at the launch of the new Georgia Tech Center for Music 
Technology. The launch received wide coverage:  http://gtcmt.coa.gatech.edu/?
page_id=15

A concert in Atlanta was performed with two composition for the robot.  
(2009 http://gtcmt.coa.gatech.edu/?p=1623)  (2010 -  
http://www.coa.gatech.edu/news/event.php?id=5428)

Workshops and concerts for children with the robot at the US Science Fair in Washington D.C 

Concerts and workshop of the robot at the Bumbershoot festival in Seattle

Concerts and workshop of the robot at the DLD conference in Germany


The robot also performed in the international Digital Design Life in Germany -
http://www.dld-conference.com/
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An interactive composition for the robotic musician was selected and performed by the 
International Computer Music Conference, Copenhagen, Denmark, August 31 2007.
Sharing Information:




An exhibition of social-musical interaction with an animated robotic head as part of the 
listening Machines concert series.
Sharing Information:




A public concert featuring the Robotic Marimba Player - http://gtcmt.coa.gatech.edu/?
p=1623,  http://www.coa.gatech.edu/news/event.php?id=5428
Sharing Information:
The concert was widely advertised in Atlanta and nationally. It received wide coverage in 
blogs such as Gizmodo (http://gizmodo.com/5228375/shimon-robot-takes-over-jazz-as-




Audio or video products                 
Product Description:
A new Youtube clip presenting Shimon interacting with human. 
Sharing Information:
The clip has been presented by NPR, The Colbert Report and other media outlets and has 
been viewed by over 30,000 viewers
Product Type:
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Product Type:
Best Paper Award in ICRA 2010
Product Description:
Hoffman, G. and Weinberg, G. (2010), ?Gesture-based Human-Robot Jazz Improvisation?, 
Proceedings of the IEEE International Conference on Robotics and Automation (ICRA 10), 
Anchorage, AK, USA,
Sharing Information:




World Economic Forum,  TEDx
Sharing Information:
The project was invited to be presented in exclusive venues such as the World Economic 
Forum in Davos and TEDx
Contributions
Contributions within Discipline: 
In the field of Human-Robot Interaction, the project is one of the firsts to facilitate human-
robot collaboration for musical, non utilitarian, goals. The techniques we developed for 
robotic arm, head, and eye movements to represent musical percepts and moods can 
help create social and emotional  communication between humans and robots, 
leading to more expressive and intuitive human-robot interaction. 

The user studies conducted are the first to explore the role of embodiment and visual 






Contributions to Other Disciplines: 
In the field of computer music, the project is one of the firsts (if not THE first) to combine 
music perception and improvisation modeling with robotic actions. The techniques we 
developed for arm actuation can shed light on the physical balances required for virtuosic 
playing. Our approach for analyzing beat detection and melodic tension can help explain 
how humans perceive music and what leads to our enjoyment of music. The genetic 
algorithm improvisation engine we developed has led to novel musical outcomes that are 
the combination of generative algorithms and human input. The hidden markov model, 
leader-follower interaction and the focus on gestures for synchronization and anticipation 
has been referred to as novel and exciting. In some publications such as Wired the robot 
was described as 'passing the turing test.'
Contributions to Human Resource Development: 
The students and collaborators who worked on the project developed their scientific and 
engineering skills along with their musical and artistic skills. Such whole -rounded 
education can lead to better problem solving skills and out-of the box thinking, which can 
contribute  to  human resource development in science, engineering and technology. 

The project was one of the main research projects at the newly developed Georgia Tech 
Center for Music Technology which currently has 20 faculty members involved. The media 
exposure of the project also helped in students recruiting for the MS in Music Technology, 
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which currently has 15 new graduate students.

Building on the success of this (and other projects), the Georgia Tech Center of Music 
Technology has been approved to offer a PhD program starting Fall of 2010.
Contributions to Resources for Research and Education: 
The NSF grant lead to an additional Georgia Tech grant (namely GVU seed grant), in 
collaboration with Dr. Andrea Thomaz from the College of Computing at Georgia Tech. 
Dr.  Thomaz's research focuses on social interaction between humans and robots, and we 
plan  to combine her research on facial expression in the perceptual robotic musician. 
This  project is part of the new Robotic Intelligence Machines Center at Georgia Tech, and 
can  help position it as a unique interdisciplinary center.

The project was presented in a full house concert in Atlanta titled 'Listening Machines' - 
http://gtcmt.coa.gatech.edu/?p=1623

The project also helped the establishment of the new Georgia Tech Center for Music 
Technology - a cross campus interdisciplinary research center directed by the P.I - 
http://gtcmt.coa.gatech.edu/?page_id=11

Georgia Tech has used the robot in its Public Service Announcement, using the project to 
define what Georgia Tech would like to be about -  
http://www.gatech.edu/music/robotics.html

Contributions Beyond Science and Engineering: 
The preliminary outcome of the project (book chapters, journal papers, conference 
papers, public concerts, and an artistic installation) brought a unique artistic approach 
for human-robot interaction  into the public eye. The importance of federal support for 
scientific research into art and music has been examined in public settings.

The project was invited to be presented at the World Economic Forum in Davos as part of a 
session called 'Robo-Spaience', where world leaders where introduced to new ground 
breaking developments in robotics.
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