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A REMARK ON THE GLIMM SCHEME FOR
INHOMOGENEOUS HYPERBOLIC SYSTEMS OF
BALANCE LAWS
CLEOPATRA CHRISTOFOROU
Abstract. General hyperbolic systems of balance laws with inhomo-
geneous flux and source are studied. Global existence of entropy weak
solutions to the Cauchy problem is established for small BV data under
appropriate assumptions on the decay of the flux and the source with
respect to space and time. There is neither a hypothesis about equi-
librium solution nor about the dependence of the source on the state
vector as previous results have assumed.
Date: April 4, 2018
1. Introduction
We consider the Cauchy problem to inhomogeneous systems of balance
laws in one space dimension
(1.1) ∂tU + ∂xF (U, x, t) +G(U, x, t) = 0
with initial data
(1.2) U(x, 0) = U0(x).
Here x ∈ R, t ≥ 0 and the state U(x, t) takes values in Rn. Also, the
flux F and the source G are given smooth functions from Rn × R × R+
to Rn and for this article, it is important that F and G depend explicitly
on (x, t). System (1.1) is strictly hyperbolic, that is, the Jacobian matrix
A(U, x, t) = DUF (U, x, t) has n real and distinct eigenvalues
(1.3) λ1(U, x, t) < λ2(U, x, t) < . . . < λn(U, x, t),
known as characteristic speeds.
Solutions to homogeneous systems of conservation laws, i.e. G ≡ 0 and
F = F (U), have been constructed globally in time in the space of bounded
variation BV by various methods: the random choice method of Glimm [11],
the front tracking algorithm [5] and the vanishing viscosity method [4] under
the assumption of small total variation of the initial data. An exposition
of the current state of the theory of conservation laws can be found in the
manuscripts [5, 8, 15].
Key words and phrases. balance laws; global existence; inhomogeneity; bounded vari-
ation; random choice method.
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For systems of balance laws with general source term G, blow-up of solu-
tions in finite time is expected even when the initial data is of small variation.
In fact, the presence of the production term G results to the amplification
in time of even small oscillations in the solution. Because of this feature of
hyperbolic balance laws, one does not expect in general long term stabil-
ity in BV. Local in time existence of BV solutions was first established by
Dafermos and Hsiao [10], using a modification of the random choice method
of Glimm [11]. In addition, in [10], Dafermos and Hsiao constructed global
BV solutions under a suitable dissipativeness assumption on G using this
modified scheme. More precisely, to achieve global existence in [10], a spe-
cial structure on the dependence of G on the state vector U is assumed as
well as existence of a constant equilibrium solution. Under the same dis-
sipativeness assumption on G(U, ·, ·) and existence of equilibrium solution,
global existence as well as stability results have been established via the
front tracking method by Amadori and Guerra [2, 3] and via the method of
vanishing viscosity by Christoforou [6] but only for homogeneous systems,
i.e. F = F (U), G = G(U). Recently, this dissipativeness assumption has
been relaxed by Dafermos in [9] to the so–called “weak dissipativeness”.
For the sake of completeness, we remark that the existence of solutions is
also established for other classes of systems of balance laws under different
asumptions, for example [14, 1] when F = F (U) and G = G(U, x).
Here, we prove global existence of entropy weak solutions to (1.1)–(1.2)
using the modification of Glimm’s scheme as constructed in [10], but under
different hypotheses. It should be emphasized that in this article there are
two main characteristics that are not present in the aforemetioned articles:
(i) existence of a constant equilibrium solution to (1.1) is not assumed and
(ii) global existence is established without any conditions on the structure of
the source G on U but only through the decay of inhomogeneity of the flux
F (·, x, t) and the source G(·, x, t) with respect to (x, t). Our analysis involves
mainly ideas and techniques that are present in the local existence result
of [10], but implemented under sufficiently rapid decay in the inhomogeneity,
we achieve global and not only local existence. It is important to note that
Dafermos and Hsiao in [10] comment that global existence can be achieved
under appropriate bounds on F (·, x, t) and the source G(·, x, t) and their
derivatives. This is also stated in Dafermos’s book without proof, cf. [8,
Chapter 13.9]. Here, this article serves in providing the proof in detail.
It should also be mentioned that another interesting version of the Glimm
scheme for inhomogeneous systems of the form (1.1) has been studied by
Hong and LeFloch in [12]. The main difference of [12] from the aforemen-
tioned articles [10, 2, 9] and this article is in the scheme. More precisely,
in [12] they solve generalized Riemann problems instead of classical Rie-
mann problems at every mesh–point of the grid and therefore, the operator
splitting is not incorporated in the scheme. Moreover they analyze in de-
tail the new type of nonlinear interactions of the wave patterns, and this
leads to a global existence result. Actually, the solution of the generalized
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Riemann problems is carefully approximated and this approximation can be
interpreted as the splitting part of the scheme. In this way, one can see
similarities between the two versions. Since an approximation is involved,
error estimates are crucial in order to ensure the consistency of this ver-
sion of the method. Here in this article we use the classical Glimm scheme
as constructed by Dafermos and Hsiao [10] based on the classical Riemann
problem in conjunction with the operator splitting. Last, in both [12] and
this article, global existence is achieved due to decay of the flux and the
source w.r.t. time and space of L1 type.
The structure of this article is as follows: In Section 2, we describe the
algorithm of the modified choice method as introduced by Dafermos and
Hsiao quoting it from [10, Section 2] for the convenience of the reader. Then,
we prove that the approximate sequence of solutions is globally defined and
convergences, up to a subsequence, to the entropy weak solution of (1.1)–
(1.2). The main existence result is Theorem 3.1 stated in Section 3 and
the assumptions are also presented there. The proof of the theorem can
be found in Section 4. It is technical and involves interaction estimates of
elementary waves that yield the compactness of the sequence.
2. The Modified Random Choice Method
In this section, we describe the algorithm of the modified random choice
method for constructing approximate solutions to balance laws (1.1). This
algorithm was first introduced in [10] and it is based on the random choice
method of Glimm [11] in conjuction with the operator splitting.
The algorithm is as follows: For strictly hyperbolic system (1.1) with
characteristic speeds (1.3), first construct a staggered grid of mesh points
on the upper half plane (x, t) in the following way: Fix a small positive
constant h > 0 corresponding to the space mesh size. Taking λ to be a
positive constant satisfying
λi(U, x, t) < λ, i = 1, . . . n
for all (U, x, t) ∈ B×R×R+, we choose the time mesh size to be ∆t = λ
−1 h.
From here and on, r ∈ Z, s ∈ N0 and say r+ s is even if r+ s = 2k for some
k ∈ Z, otherwise it is odd. Next, partition the upper half-plane of the (x, t)
plane into strips
Γs = {(x, t) : x ∈ R, s∆t ≤ t < (s+ 1)∆t}, s = 0, 1, 2, . . .
and build the staggered grids of mesh points (xr, ts), for r + s even, by
taking xr
.
= rh and ts
.
= s∆t. As it is described below, the construction
of the approximate sequence Uh(x, t) requires solving repeatedly Riemann
problems around the mesh points (xr, ts) for r+ s even over a time interval
of length ∆t. Because of the way the time mesh ∆t is selected, the waves
emanating from the mesh points at a distance 2h apart will not interact on
a time interval of length ∆t.
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In addition, consider a random sequence A = {a0, a1, . . . , as, . . . } with
equidistributed numbers as ∈ (−1, 1) and define the random mesh points
(yrs , ts) with
(2.1) yrs = xr + ash, r + s odd.
Assume that Uh(x, t) is known for x ∈ R and t ∈ [0, ts) for some positive
integer s. Define the constant values
(2.2) U rs
.
= lim
t→ts−
Uh(y
r
s−, t),
and
(2.3) Uˆ rs
.
= U rs −∆tG(U
r
s , xr, ts),
for every r, such that r + s is odd and solve the two equations
(2.4) F (V rs , xr+1, ts) = F (Uˆ
r
s , xr, ts) = F (W
r
s , xr−1, ts) .
Now, consider any mesh point (xr, ts), i.e. r+ s is even, and define Uh(x, t)
restricted on the rectangle {(x, t) : x ∈ [xr−1, xr+1], ts ≤ t < ts+1} to be the
solution to the Riemann problem
(2.5)
∂tUh + ∂xF (Uh, xr, ts) = 0, t ≥ ts,
Uh(x, ts) =
{
V r−1s x < xr
W r+1s x > xr .
By solving for every r, such that r + s is even, Uh(x, t) is extended for
times t ∈ (ts, ts+1). Assuming that both equations (2.4) and the Riemann
problem (2.5) are solvable at every point, an approximate solution Uh(x, t)
is constructed for x ∈ R and t > 0. It should be noted that Uh(x, t) admits
jump discontinuities across shocks emerging from the mesh points (xr, ts)
that are part of the Riemann solution as well as across the vertical line
segments
(2.6) {(x, t) : x = xr−1, t ∈ [ts, ts+1)}
since Uh(xr−1−, t) = W
r−1
s and Uh(xr−1+, t) = V
r−1
s for t ∈ [ts, ts+1) for
every r + s even. Note that if F is independent of x, then this type of
discontinuities do not arise. For more details, we refer the reader to [10,
Sec. 2].
3. Global Existence
We assume that system (1.1) is not only stricty hyperbolic, i.e. the Ja-
cobian matrix DUF (U, x, t) has n real distinct eigenvalues as mentioned
in (1.3), which remain uniformly separated, i.e.
(3.1) |λi(U, x, t)− λj(U, x, t)| > A
−1, i 6= j,
for some positive constant A, but also that the characteristic speeds are
uniformly away zero, i.e.
(3.2) |λi(U, x, t)| > A
−1, i = 1, . . . , n,
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for all U ∈ B, x ∈ R and t ≥ 0. Here, B denotes a ball in Rn. By (3.2), we
avoid resonance for every t > 0. Furthermore, we assume that the flux and
the source satisfy the uniform bounds
(3.3) |DUF (U, x, t)|, |D
2
UF (U, x, t)|, |DUG(U, x, t)| ≤ A
for U ∈ B, x ∈ R and t ≥ 0. In addition, there exist a positive function
ϕ ∈W 1,1(R) with
(3.4)
∫
∞
−∞
ϕ(x) dx ≤ ω
and a bounded function ψ ∈ L1(0,∞), for which
(3.5) |Fx(U, x, t)|, |G(U, x, t)| ≤ ωψ(t),
(3.6) |DUFx(U, x, t)|, |DUFt(U, x, t)|, |DUG(U, x, t) ≤ ωψ(t),
(3.7) |Fx(U, x, t)|, |DUFx(U, x, t)|, |Ftx(U, x, t)|, |Gx(U, x, t)| ≤ ϕ(x)ψ(t),
for every U ∈ B, x ∈ R and t ≥ 0.
Under the aforementioned assumptions for system of balance laws (1.1),
we establish global existence of entropy weak solutions to the Cauchy prob-
lem for initial data of small bounded variation using the approximate se-
quence described in Section 2. This is the main result of this paper:
Theorem 3.1. Under the assumptions (3.1)–(3.4) on the flux F and the
source G terms, there are positive constants ω0 and δ0, depending only on A
and the radius R of the ball BR, such that when (3.5)–(3.7) are satisfied with
ω < ω0 and TV U0 < δ0, then if U0 ∈ BR/2 ⊂ BR, there exists h0 > 0 small
enough for which the family of approximate solutions {Uh(x, t)}h, with h
being 0 < h < h0, is globally defined with (x, t) ∈ R × [0,∞) for each
sequence {as}. Moreover, there is a converging subsequence {Uhk}, with
hk → 0+ as k → ∞, such that Uhk converges in L
1
loc to a function U , for
almost every sequence {as}, which is the entropy admissible weak solution
to the Cauchy problem (1.1)–(1.2). Furthermore, for each t > 0, U(t) is a
function of bounded variation on (−∞,∞) and
(3.8) TV(−∞,∞){U(t)} ≤ C1e
σ(TV {U0}+ ω),
(3.9) ‖U(t)‖L∞ ≤ ‖U0‖L∞ + C2e
σ(TV {U0}+ ω).
where C1 and C2 are constants and σ = O(1)ω‖ψ‖L1 [0,∞).
Throughout this article the notation O(1) would mean the term is bounded
by a constant.
The consistency of the algorithm follows in the same way as in the local
case of [10, pp. 476–481]. Here is stated only the result:
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Proposition 3.2 (Dafermos and Hsiao [10, pp.476]). Assume that for each
selection of random sequence A = {as}, the family {Uh(x, t)}h, 0 < h < h0,
of approximate solutions is defined for x ∈ R and t > 0 and has locally
bounded variation on (−∞,∞) × [0, T ) uniformly in h. Then, there is a
converging subsequence {Uhk}, with hk → 0+ as k → ∞, such that, for
almost every sequence {αs},
(3.10) lim
k→∞
Uhk(x, t) = U(x, t), a.e.
where U(x, t) is a function of locally bounded variation on (−∞,∞)× [0, T ),
which is a weak solution to the Cauchy problem (1.1)–(1.2) and satisfies the
entropy admissibility criterion.
The proof of Theorem 3.1 is technical and follows ideas from the local
existence result in [10]. The proof can be found in Section 4 and the pre-
sentation gives an emphasis to the two main aspects that are not present in
previous results [10, 2, 6], i.e. (i) no equilibrium solution is assumed and (ii)
the global existence is due to rapid decay of inhomogeneity and not because
of any special structure assumed on G(U, ·, ·). We remark that the aim in the
proof is to construct the approximate sequence Uh constructed in Section 2
on the whole upper half plane. The next step is to prove its convergence, up
to a subsequence, in L1loc to the entropy weak solution U of (1.1), (1.2) for
(x, t) ∈ R× (0,∞). By Proposition 3.2, this is accomplished by establishing
global bounds of the total variation of Uh, that are uniform in h and time.
4. Proof of Theorem 3.1
In this section, we prove uniform bounds on the total variation for the
approximate solutions {Uh} to (1.1) as constructed via the modified random
choice method in Section 2. Our treatment follows closely the proof of
local existence in [10], but under the assumptions of Theorem 3.1 on the
inhomogeneity of the flux and the source on (x, t) that are stricter than [10,
Theorem 1.1], we obtain a uniform estimate that is global in time. For the
convenience of the reader, we present all the steps of the proof and refer
to [10, Section 3] when necessary. It should be mentioned that this work
will require laborious analysis.
We partition R × [0,∞) into a countable set of diamonds ∆rs, r + s odd,
with vertices at the random mesh points (yrs , ts), (y
r−1
s+1 , ts+1), (y
r
s+2, ts+2)
and (yr+1s+1 , ts+1). The goal is to estimate the strength of the outgoing ε wave
fan which emanates from (xr, ts+1) in terms of the strengths of the incom-
ing wave fans α and β emanating from the points (xr−1, ts) and (xr+1, ts),
respectively.
We consider the wave fan function Φ(τ ;U, x, t), which is constructed by
the composition of the n wave fan curves Φi as follows
(4.1) Φ(τ ;U, x, t) = Φn(τn; Φn−1(τn−1; . . . ; Φ1(τ1;U, x, t), . . . , x, t), x, t),
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and is associated with the Riemann solution to the n×n strictly hyperbolic
system of conservation laws
(4.2) ∂tU + ∂xF (U, x, t) = 0,
with homogeneous flux. It should be noted that Φ is smooth satisfying
(4.3) Φ(0, U , x, t) = U,
(4.4) DτΦ(0, U , x, t) = R(U, x, t),
whereR is the n×nmatrix of right eigenvectors associated with the Jacobian
of the flux F . Next, we denote the inverse of Φ(τ ;U, x, t) in a small neigh-
borhood of 0 by τ = Ω(V ;U, x, t), which is the Riemann solution to (4.2)
having as left Riemann data U and right Riemann data V . The Riemann
solution consists of n+1 constant states separated by n elementary i-waves
of strength τi.
Examining carefully the diamond ∆rs we see that the following identities
hold:
(4.5) W rs = Φ(α,U
r−1
s+1 , xr−1, ts),
(4.6) U r+1s+1 = Φ(β, V
r
s , xr+1, ts),
(4.7) W r+1s+1 = Φ(ε, V
r−1
s+1 , xr, ts+1).
As in [10], we define W
r
s, U
r+1
s+1 and ε as follows:
(4.8) W
r
s = Φ(α,U
r−1
s+1 , xr, ts+1),
(4.9) U
r+1
s+1 = Φ(β,W
r
s, xr, ts+1),
(4.10) U
r+1
s+1 = Φ(ε, U
r−1
s+1 , xr, ts+1).
By existing results of Glimm [11] and Liu [13], we deduce
(4.11) ε = α+ β +O(1)D(∆rs),
where D(∆rs) denotes the total amount of wave interaction in the diamond
∆rs, i.e.
D(∆rs) =
∑
approaching
|αiβj |,
and the summation runs over all pairs of approaching waves. For the no-
tion of approaching waves, we refer to the book [8, Chapter XIII]. Using
assumptions (3.1), (3.2), (3.6), and (4.5), (4.6), we get
(4.12) |W rs −W
r
s| ≤ Chω ψ(ts)|α|.
Here C is a generic constant which may increase as the computation pro-
ceeds. The solution of equations (2.4) yields the existence of an invertible
function ϑ(U, x, t) such that
(4.13) V rs = U
r
s − hϑ(U
r
s , xr, ts)−∆tG(U
r
s , xr, ts)
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(4.14) W rs = U
r
s + hϑ(U
r
s , xr, ts)−∆tG(U
r
s , xr, ts)
with
(4.15) ϑ(U, x, t) = DUF
−1(U, x, t)Fx(U, x, t).
By hypotheses (3.1), (3.2), (3.3), (3.5), (3.7), as well as (4.12)–(4.14), we
obtain the estimate
(4.16) |V rs −W
r
s| ≤ |V
r
s −W
r
s |+ |W
r
s −W
r
s| ≤ C ω ψ(ts)h.
Then, by bounds (3.3), (3.6), equations (4.6), (4.9) and estimate (4.16), we
get
(4.17) |U r+1s+1 − V
r
s − U
r+1
s+1 +W
r
s| ≤ C ω ψ(ts)h|β|.
Following the strategy in [10, Section 3], we write
(4.18)
W r+1s+1−V
r−1
s+1 −U
r+1
s+1+V
r
s −W
r
s+U
r−1
s+1 = hϑ
r+1
s+1+hϑ
r−1
s+1−2hϑ
r
s−∆tG
r+1
s+1+∆tG
r−1
s+1
using expressions (4.13)–(4.14) and then we estimate the right-hand side
under hypotheses (3.1)–(3.7). From now on, we use the abbreviation, ϑij =
ϑ(U ij , xi, tj) and G
i
j = G(U
i
j , xi, tj). First, from (4.6) and (4.5), we get
|ϑr+1s+1 − ϑ(U
r
s , xr+1, ts+1)| =
(
(DUF
−1)Fx +DUF
−1DUFx
)
|U r+1s+1 − U
r
s |
≤ Cϕ(xr)ψ(ts)h+ Cω ψ(ts)|β|+O(h
2),(4.19)
and, similarly,
(4.20) |ϑr−1s+1 − ϑ(U
r
s , xr−1, ts+1)| ≤ Cωψ(ts)|α|+ Chϕ(xr)ψ(ts) +O(h
2).
Next,
|ϑ(U rs , xr+1, ts+1) + ϑ(U
r
s , xr−1, ts+1)− 2ϑ(U
r
s , xr, ts)| = 2∆t ϑt(U
r
s , xr, ts) +O(h
2)
≤ Cϕ(xr)ψ(ts)h+O(h
2),(4.21)
and
(4.22) |G(W rs , xr−1, ts+1)−G(V
r
s , xr+1, ts+1)| ≤ Cϕ(xr)ψ(ts+1)h+O(h
2).
Last, we have the following estimates
(4.23)
|G(U r−1s+1 , xr−1, ts+1)−G(W
r
s , xr−1, ts+1)| ≤ DUG|U
r−1
s+1−W
r
s | ≤ ω ψ(ts+1) |α|,
(4.24)
|G(V rs , xr+1, ts+1)−G(U
r+1
s+1 , xr+1, ts+1)| ≤ DUG|V
r
s −U
r+1
s+1 | ≤ ω ψ(ts+1) |β|,
which are sharper from those in [10], because of the stricter assumptions (3.5)–
(3.7), which allow L1 decay in time; compare with (3.27)–(3.28) in [10,
pp.485]. The above two estimates are important to achieve global existence.
Adding (4.19)–(4.24), we obtain an estimate of the quantity in (4.18):
|W r+1s+1 − V
r−1
s+1 − U
r+1
s+1 + V
r
s −W
r
s + U
r−1
s+1 | ≤ Ch
2ϕ(xr)ψ(ts+1)
+ Chω ψ(ts+1)(|α| + |β|) +O(h
3).(4.25)
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Combining (4.25) with (4.12) and (4.17), we arrive at
|V r−1s+1 −W
r+1
s+1 − U
r−1
s+1 + U
r+1
s+1| ≤ Ch
2ϕ(xr)ψ(ts+1)
+ Chωψ(ts+1)(|α| + |β|) +O(h
3).(4.26)
In addition we find
(4.27) |U r−1s+1 − V
r−1
s+1 | = |hϑ
r−1
s+1 +∆tG
r−1
s+1| ≤ Chωψ(ts+1),
(4.28) |U r−1s+1 − U
r+1
s+1| ≤ |U
r−1
s+1 −W
r
s|+ |W
r
s − U
r+1
s+1| ≤ C(|α|+ |β|),
where we have used (4.8) –(4.9).
To get the approximate balance laws of the elementary waves, we intro-
duce the map
(4.29) Ψ(W ;U, x, t) = Ω(U +W ;U, x, t)
defined for (U, x, t) ∈ B × R × [0,∞) and W ∈ Rn with |W | small. It is
easy to verify the properties Ψ(0;U, x, t) = 0, |DUΨ(W ;U, x, t)| ≤ C|W |
and |DWΨ(W ;U, x, t)| ≤ C. Then we estimate the difference
|ε− ε| = |Ψ(W r+1s+1 − V
r−1
s+1 ;V
r−1
s+1 , xr, ts+1)−Ψ(U
r+1
s+1 − U
r−1
s+1 ;U
r−1
s+1 , xr, ts+1)|
≤ Chωψ(ts+1)(|α| + |β|) + Ch
2ϕ(xr)ψ(ts+1) +O(h
3),(4.30)
using (4.26)–(4.28). Hence, by (4.11), we deduce
|ε− (α+ β)| ≤Chωψ(ts+1)(|α| + |β|) + Ch
2ϕ(xr)ψ(ts+1)
+O(h3) + C0D(∆
r
s).(4.31)
In the following, we use the important estimate (4.31) to prove bounds on
the total variation of Uh.
As in [11], we employ the so-called mesh curves I, the associated with
them functionals
(4.32) L(I) =
∑
{|α| : α crosses I}
(4.33) Q(I) =
∑
{|α||β| : α, β approaching and cross I}
and the Glimm functional
(4.34) G(I) = L(I) + 2C0Q(I).
with C0 > 0 the constant in (4.31). Using the partial ordering of the set of
mesh curves I used in this context, we consider an immediate (r, s) successor
J ′ to J , then using (4.31), we have
L(J ′) ≤ L(J) + [Chω(|α|+ |β|) + Ch2ϕ(xr)]ψ(ts+1)
+O(h3) +C0D(∆
r
s),(4.35)
Q(J ′) ≤ Q(J) + L(J)
[
[Ch(|α| + |β|) + Ch2ϕ(xr)]ψ(ts+1)
+O(h3) + C0D(∆
r
s)
]
−D(∆rs),(4.36)
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and
G(J ′) ≤ G(J) −C0[1− 2C0L(J)]D(∆
r
s)
+ [1 + 2C0L(J)]
[
[Chω(|α| + |β|) + Ch2ϕ(xr)]ψ(ts+1) +O(h
3)
]
.(4.37)
Now, we follow the standard argument in Glimm’s scheme [11]: Let Js
be a mesh curve which originates and terminates on the x–axis confined
in the strip t ∈ [0, ts]. Suppose that L(J) ≤ (2C0)
−1 for every J ≤ Js.
Then, consider a decreasing sequence of mesh curves {Jk}, k = 0, 1, . . . , k,
Js ≥ Js−1 ≥ · · · ≥ J1, such that the mesh curves Jk and Jk+1 share all
nodes in the strip [0, tk] and if Jk+1 contains the node (y
r
k+1, tk+1), then Jk
contains the node (yrk−1, tk−1). By virtue of (4.37) and the integrability of
ϕ, i.e. (3.4),
(4.38) G(Js+1) ≤ G(Js) + [ChωG(Js) + Chω]ψ(ts+1) +O(h
2).
Hence we have
(4.39) G(Js) ≤ e
σG(J1) + ω(e
σ − 1) +O(h)
with σ = O(1)ω‖ψ‖L1 [0,∞). By account of (4.32)–(4.34), it follows G(J1) ≤
C1TV {U0}. Then as in [10, pp.487], we get
(4.40) TVJs{Uh} ≤ Ce
σ(TV {U0}+ ω) +O(h),
and observe
(4.41) sup
Js
|Uh| ≤ sup |U0(x)|+ TVJs{Uh}.
Note that the upper bound of (4.40) is independent of s and compare with
bound (3.47) in [10, pp.487]. By choosing the parameters ω0 and δ0 suffi-
ciently small we can extend the approximate solution Uh for all times. For
more detials on this argument, we refer to [10, pp.487–488]. By Proposi-
tion 3.2, the proof of Theorem 3.1 is complete.
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