Abstract-This paper presents a closed-form spectral evaluation of the family of digital pulse interval modulation (DPIM) schemes, where the information is contained in the relative distance between successive pulses. The framework for spectral evaluation is that of Stationary Symbol Sequences derived from Variable-Length Word Sequences, which considers the issue of stationarization, a preliminary task to spectral analysis. For all the considered modulation schemes, the spectrum turns out to be a rational function of exp ( 2 ), where is the slot duration. Moreover, spectral lines occur at integer multiples of 1 , but occasionally may also occur at submultiples of 1 .
I. INTRODUCTION
I N recent years, there has been an increasing interest in pulse modulations, particularly in the context of ultra wide-band (UWB) signaling (see [1] for a very good introduction to UWB, its history, and applications). Basically, UWB signals consist of trains of time-shifted subnanosecond pulses occupying a very large bandwidth; the modulation of such pulses to encode the information can be of different formats, pulse position modulation (PPM) being the most popular. One very important advantage of UWB pulse modulations is the fact that these can coexist in the same spectrum with many other applications (including cellular systems, location systems such as Global Positioning System (GPS), etc.) without causing harmful interference. This fact opens promising opportunities for many new broad-band wireless high-speed personal area networks and fourth-generation local-area networks (LANs) [2] , low-power sensors, networked appliances, and self-configuring ad hoc networks [3] . For such applications, UWB should operate on a private unlicensed spectrum [4] , and the study of the interference caused to other systems plays a fundamental role, since interference is, at present, the main concern [5] .
In this context, we present an exact spectral evaluation of the family of digital pulse interval modulation (DPIM) signals, also referred to as differential-PPM (dPPM) signals. This is a pulsemodulation technique, recently introduced in optical wireless communications, where the information is contained in the relative distance between successive pulses [6] - [9] , this distance being a multiple of an elementary duration (see Fig. 1 ). In comparison to PPM, DPIM is efficient in terms of transmission capacity and bandwidth requirements, but not in terms of transmitted power and bit-error rate. We underline that in the literature there also exist analog counterparts of pulse interval modulation (PIM) schemes, where the pulse intervals are proportional to the continuous-time signal amplitudes at the sampling points. In analog PIM, the th sampling instant is (with an appropriate constant and ), which displays different spectral properties from the digital modulation discussed in the present paper [10] .
The closed-form spectral analysis of DPIM represents a valuable resource for the spectral investigation of UWB formats. The difficulty in DPIM spectral evaluation is mainly due to the variable-length structure of the DPIM word sequence. In [7] , [11] , a periodogram technique, which is a numerical approach, is outlined; in [9] autocorrelation is evaluated in terms of source (equally distributed) probability, but stationarity, which is preliminary to spectral evaluation, is not discussed and, anyway, no closed-form result is obtained. Recently, the closed-form evaluation of the DPIM spectrum was proposed by the authors [12] considering an elementary modulation format. The present paper extends those results.
The paper is organized as follows. Section II introduces the DPIM format together with a couple of very similar modulation schemes (see Fig. 1 ), namely, digital pulse interval and amplitude modulation (DPIAM), which also modulates the pulse amplitude [8] , and digital pulse interval and width modulation (DPIWM), a modulation scheme that alternatively sends rows of pulses and rows of empty time slots [11] . Note that, with an appropriate choice of the pulse shape (e.g., rectangular with duty cycle [11] , raised cosine, triangular of length ) the DPIWM signal is in practice modulating the pulse length. Section III discusses the issue of stationarization of DPIM signals and Section IV reports the main results on spectral evaluation, both in the framework of stationary symbol sequences derived from variable-length word sequences (VLWS) [13] , [14] . Section V applies the results to the family of DPIM signals.
II. THE FAMILY OF DPIM SIGNALS
We introduce DPIM formats following the general pulse amplitude modulation (PAM) scheme of Fig. 2 . There, symbols of a binary source , working at a rate , are grouped to produce the symbol sequence , , (with rate , ). The symbol sequence is formatted into the variable-length word sequence , where the th word has the structure and is the word length. Evidently, the word sequence implies a length sequence . The word sequence is turned into the symbol sequence by a parallel-to-serial conversion, or deframing, according to (1) where is the cumulative length (2) representing the beginning of the th word. Every word of produces, on average, coded symbols, where is the probability function and it is implicitly assumed that the length sequence is a stationary process. Note that the average length uniquely defines the rate of the symbol sequence at .
Given the above, the output signal becomes (3) where is the pulse shape. The family of DPIM formats can now be introduced by suitably specifying the structure of the words of . In DPIM, the word sequence consists of words having a followed by a row of 's, , and , , and the format is completely specified by its length alphabet . So, from (3), the DPIM signal can be written as 1 DPIM (4) In this case, the symbol sequence becomes a binary sequence.
In DPIAM, the source symbol sequence is mapped into the sequence pair , where denotes the modulation amplitude of the th pulse and the distance between successive pulses. The word sequence is thus defined as and , , and the format is completely specified by its length alphabet and its magnitude alphabet . The DPIAM signal becomes (from (3)) DPIAM (5) where the symbol sequence is not necessarily a binary sequence. When the alphabet of amplitudes is , DPIAM reduces to DPIM and (5) becomes (4).
Finally, DPIWM maps each symbol of into a row of pulses (marks) followed by a row of silent time slots (space). The generic word is thus , and ,
, and the format is completely specified by its mark alphabet and by its space alphabet . The length alphabet is thus In this case, the symbol sequence is again a binary sequence, and the DPIWM signal can be written as DPIWM (6) where is given by (4), and . For later reference, we introduce some examples of DPIM formats.
1) Short DPIM: the simplest format with , as in [12] . 2) Ordinary DPIM: introduces a guard interval of slots to avoid rows of pulses, , and gives the short DPIM when . 3) Even DPIM: uses even lengths only, . 4) Odd DPIM: uses odd lengths only, . 5) Balanced binary DPIAM: this format uses a balanced amplitude alphabet and a length alphabet . 6) Unbalanced binary DPIAM: this format uses a nonbalanced amplitude alphabet and a length alphabet . 7) Ordinary DPIWM: this format uses identical mark and space alphabets , which are valid with only. In this context, the length alphabet becomes .
III. STATIONARIZATION ISSUES
The issue of stationarization is critical for spectral evaluation and, in fact, a power spectrum relates to a stationary version of the signal. Moreover, the family of DPIM formats displays very peculiar characteristics (mainly due to the variable length of the words) that makes the stationarization process unusual [13] . Before addressing the problem, we recall some preliminaries.
A. Definitions and Remarks on Cyclostationarity
A random process is stationary 2 if its th-order probability distribution, referring to the times , is independent of the reference time . The process is instead cyclostationary if its th-order probability distribution is periodic in (and the period is called the cyclostationarity period). In both definitions, the random process may be continuous-time as well as discrete-time, scalar-valued as well as vector-valued.
Theorem 1:
Let be a cyclostationary random process with period . Then the random process , where is a random variable independent of the given process and 2 Stationarity and cyclostationarity will be intended in the strict-sense only.
uniformly distributed over a period of cyclostationarity, turns out to be stationary.
Remark 1:
If the process is continuous-time, , , then is a continuous random variable with probability density over . If the process is discrete-time, , , then is a discrete random variable with probability of on the set .
The proof of this well-known result is trivial [15] , [16] . 3 We now focus our attention on the discrete case. The interpretation of Theorem 1 becomes clear when we set , i.e., , from which we see that the introduction of leads to a random choice of the time origin for , with possible realizations. Moreover, these realizations are equally likely. Referring to symbol sequences, will be called a deterministic origin symbol sequence (DOSS) and random origin symbol sequence (ROSS).
B. DPIM Stationarization
Methods for DPIM stationarization are summarized in Fig. 3 and explained in the following. For a DPIM format driven by a stationary symbol sequence , both the output signal and the symbol sequence of Fig. 2 are nonstationary, as underlined at the top of Fig. 3 .
In Fig. 2 , we recognize that the deframing operation is responsible for this loss of stationarity. In fact, the VLWS time origin is "deterministically" set to , which is an implicit nonstationary operation. For this reason, is a DOSS and can be stationarized by introducing a new sequence which is linked to the former by , where is a random variable (suitably chosen) independent of . The new symbol sequence is a ROSS and . This procedure is evidently similar to that of Theorem 1 introduced in the context of cyclostationarity.
The modeling of the -distribution, that generates a stationary symbol sequence , was proven to be dependent on the length probabilities, namely, [12] , [13] (7) Fig. 4 . Examples of -distributions (left) and related probability density functions of (right) for stationarization (equidistributed source symbol probabilities and N = 4).
when
and otherwise. Note that (7) represents a generalization of Theorem 1 and, in fact, when the word sequence has a fixed length (e.g., PPM) it gives the result on discrete random variables of Theorem 1. On the left side of Fig. 4 we report the probabilities of in some of the cases listed in the previous section.
With the introduction of a suitable ROSS model, shown in the second diagram of Fig. 3 with the notation , we obtain a stationary . Hence, the output signal is cyclostationary with period , as can be seen by inspection. However, by use of Theorem 1, can be stationarized with the introduction of a continuous random variable , to obtain , where is independent of and equally distributed over . This well-known result is illustrated in the third block diagram of Fig. 3 .
Of course, we can also perform a single-stage stationarization according to the fourth diagram of Fig. 3 , where , and becomes a continuous random variable. Examples of probability density functions of are shown on the right side of Fig. 4 .
C. Interpretation of the Result
The interpretation of the nonuniformity of the phase distributions of Fig. 4 is related to the role of variable-length words in the deframing process. The general rule is that stationarity is achieved when each symbol of the zeroth word is equally likely to fall on the time origin. In the fixed-length case, say , the goal is achieved by a phase with uniform distribution as recalled in Theorem 1. In the variable-length case, say with and , , the conditioned phase distribution is still uniform for each , that is, and but the unconditioned distribution becomes not uniform. In fact but Note that, in general, (7) can be written in the alternative form with , . The interpretation of the nonuniformity of the probability density functions is similar.
IV. REVIEW OF SPECTRAL ANALYSIS
The present section is dedicated to a review of spectral analysis for digital modulation formats using variable-length words [13] . These tools will be used in the following section to derive closed-form spectra for the family of DPIM signals.
A. Preliminary Notations
For the VLWS with length alphabet , we denote the words of length by and organize these in matrices of dimension ( is the transpose operator). Coherently with this notation, the first-order mass distribution of can be grouped in vectors of length to obtain . In connection with deframing, probability distributions expressing distances in digits are required. The ordered word pair is said to be at digits distance whenever ( is a cumulative length), and the second-order distribution at digits distance is defined by (8) These probabilities can be grouped to obtain the distribution matrices with and . Incidentally, note that (8) vanishes for any integer , , where is the greatest common devisor (g.c.d.) in the set.
When consists of variable-length words (e.g., DPIM), there are no means of averaging words with different lengths and the expectation becomes meaningless. It is thus necessary to use an alternative definition of expectation that compares words having fixed dimensions. So, for each the mean vector is defined as (9) where is not a conditioned expectation, rather it is an expectation whose integration is performed over a subset of the entire probability space, where the fixed dimension is assured. Similarly, the correlation matrices between words at digits distance are defined as (10) with dimension , and are linked to the distribution matrices by (see [13, Theorem 1]) (11) so that also vanishes for any integer , .
B. Spectral Analysis of ROSS
The ROSS model, discussed in Section III, is generated from the symbol sequence as , where is an appropriate random variable independent of . Moreover, the ROSS is a discrete-time and stationary random process, so its spectral distribution is uniquely determined by the Lebesgue representation [18] where has the meaning of normalized frequency, and is periodic in with period . In particular, the Lebesgue decomposition of ROSS gives [13] . and a jump part (spectral lines) with jumps of (13) where and .
C. Application to Independent Source Symbols
When the source symbol sequence consists of mutually independent stationary symbols, Theorem 2 can be particularized. Following [13] , we introduce the cumulative length probabilities (14) which express the probability that two words of have distance of digits in the symbol sequence . Then, the VLWS second-order distributions are straightforward to evaluate, obtaining . (15) In addition, the correlation matrices of (10) can now be evaluated by 4 (11) , and clearly such matrices depend on the behavior of . Moreover, we have which gives (see [13, Theorem 7] ) the following.
Theorem 3:
Let be stationary with mutually independent lengths. Then, the sequence converges to , and the sequence is absolutely summable with -transform (16) where (17) and is the g.c.d. in the set.
The result assures the requirements of Theorem 2 with and after some algebra (18) 4 Note that in [13, eq. (43)], r r r (k) has and interchanged. This error is propagated in [13, eqs. (44) and (46)]. The correct equations are reported in (18)- (20) later in this section.
where . The spectrum of the ROSS is now evaluated using (12) and (13), namely (19) where (20) 
D. Spectral Analysis of DPIM Signals
As is evident from the third diagram of Fig. 3 , the DPIM signal is finally generated by a PAM modulation driven by the stationary sequence . Using a slightly engineering-nevertheless effective-way, from (12) and (13) the general result for spectral distribution can be thus expressed by the spectral density [19] (21) where is the symbol period of the sequence , is the Fourier transform of the fundamental pulse , ,
, and is the Dirac distribution function that underlines the presence of spectral lines.
V. SPECTRAL EVALUATION EXAMPLES
We apply the results of the previous sections to DPIM formats. Since the PAM spectrum (21) consists of two factors, the energy spectral density of the pulse and the power spectral density of the ROSS, to get universal results we will concentrate our discussion mainly on the ROSS spectral density , which is not dependent on the pulse shape. Note that, when , the spectral densities of the ROSS and of the stationarized signal coincide, i.e., .
A. DPIM
DPIM constitutes the simplest case, since the word matrices are of the form . Hence, after some calculations, we find and , so the ROSS spectral density and spectral lines are given by (22) Incidentally, (22) is in agreement with the results of [12] , where the spectrum of the ordinary DPIM was calculated by inspection of DPIM properties only and with no explicit use of VLWS's theory, but was valid for only.
B. DPIAM
In DPIAM, the matrices have the form 
DPIWM does not allow one to obtain simplified results, as it was for DPIM (22) and DPIAM (24). We give closed-form expressions, anyway. Hence, for the ordinary PIWM we define the probability of having a mark length of and a space length of as , which gives The final expression for the ROSS spectral density and the spectral lines can now be evaluated from (19) .
D. Examples
In Fig. 5 we report some examples of ROSS spectral densities (continuous part) of the DPIM family in the case of independent and identically distributed (i.i.d.) symbols and . The presence of spectral lines is highlighted by vertical arrows that appear at integer values of , and in fact for all formats, except for even DPIM which has so its spectral lines also appear at . Differently, the balanced binary DPIAM displays a flat spectrum and no spectral lines, and in fact the average value is zero and the result follows from (24). Note also that the number of oscillations exhibited by each curve is closely linked to the cardinality of the length alphabet. Fig. 6 shows, in logarithmic scale, DPIM spectral properties when the pulse shape is rectangular with a duty cycle of 50%, i.e., for and otherwise. We note that our closed-form evaluation is in perfect agreement with some results in the literature. For example, the reader can compare the spectrum of the ordinary DPIM with to the measured results of [7] .
VI. INTERPRETATION OF THE RESULT: SPECTRALLY EQUIVALENT
The results of the previous sections have a nice interpretation based on the spectrally equivalent filter which produces the DPIM spectral density (and so for DPIAM and DPIWM) when driven by a white noise. This possibility is based on the fact that the spectral density (19) is a rational function in . For example, in the case of DPIM (see (22)) we can write So, can be factored as stated by the Spectral Factorization Theorem (see [20] ).
Theorem 4:
A spectral density , which is a rational function of , can be factored as , where and are both causal and stable rational functions.
This result is somewhat intuitive, once we recall that the spectral density satisfies the symmetry . This, together with rationality and the fact that the spectral density is real-valued on the unit circle, assures that for every pole (zero) there exists a pole (zero) given by , by , and by . So, from the closed form of the spectral density, we can derive poles and zeros and extract those having magnitude to build . As a reference example, for the ordinary DPIM format with , , and identical distributed symbol probabilities, Fig. 7 shows the implementation of as an autoregressive moving average (ARMA) filter. 5 The filter has 15 coefficients and, as it can be deducted from the poles and zeros positions reported in the figure, it is a stable filter. Moreover, by filtering the signal (a white noise signal with zero mean and unitary variance) we obtain the signal whose spectrum is equivalent to that of the ROSS of the ordinary-DPIM format. Evidently, this result is general and is very useful in software simulations since it permits one to generate spectral equivalents to DPIM transmission formats.
VII. CONCLUSION
This paper introduced a method to evaluate DPIM, DPIAM, and DPIWM spectra in closed form, by using the results of the theory on "Stationary Symbol Sequences generated from Variable Length Word Sequences" [13] . Although the formulation of the spectral analysis is quite heavy, the "exact" results are simple, as stated by the interpretation given by the spectrally equivalent. We believe that the results obtained may be useful in general for the increasing interest in pulse modulations.
