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GAUSSIAN FLUCTUATIONS AND FREE ENERGY EXPANSION FOR 2D
AND 3D COULOMB GASES AT ANY TEMPERATURE
SYLVIA SERFATY
Abstract. We prove a Central Limit Theorem for the fluctuations of linear statistics of
Coulomb gases in dimensions 2 and 3, which is valid down to microscales and for a broad
temperature regime. This is the first such result in dimension 3. We show that the result
can also be obtained in any dimension as soon as one can obtain a precise enough error rate
for the expansion of the free energy – such an expansion is obtained in any dimension, but
the rate is good enough only in dimensions 2 and 3. In dimension 3 or larger, to obtain
the CLT we need to make a “no phase transition” assumption. The CLT holds as soon
as the test-function lives on a scale larger than the temperature-dependent minimal scale
ρβ introduced in our previous work [AS1]. It can be interpreted as a convergence to the
Gaussian Free Field.
1. Introduction
In this paper we continue our investigation of d-dimensional Coulomb gases (with d ≥ 2)
at the inverse temperature β, defined by the Gibbs measure
(1.1) dPN,β(XN ) =
1
ZN,β
exp
(
−βN 2d−1HN (XN )
)
dXN ,
where XN = (x1, . . . , xN ) is an N -tuple of points in R
d and HN (XN ) is the energy of the
system in the state XN , given by
(1.2) HN (XN ) := 1
2
∑
1≤i6=j≤N
g(xi − xj) +N
N∑
i=1
V (xi),
where
g(x) :=
{ − log |x| if d = 2,
|x|2−d if d ≥ 3.(1.3)
We will denote in the whole paper by cd the (explicitly computable) constant such that
−∆g = cdδ0 in dimension d. Thus the energy HN (XN ) is the sum of the pairwise repulsive
Coulomb interaction between all particles plus the effect on each particle of an external field
or confining potential NV whose intensity is proportional to N . The normalizing constant
ZN,β in the definition (1.1), called the partition function, is given by
(1.4) ZN,β :=
ˆ
(Rd)N
exp
(
−βN 2d−1HN (XN )
)
dXN .
We have chosen particular units of measuring the inverse temperature by writing βN
2
d
−1
instead of β. As seen in [LS1] it turns out to be a natural choice by scaling considerations
as our β corresponds to the effective inverse temperature governing the microscopic scale
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behavior. Of course, this choice does not reduce generality. Indeed, since our estimates are
explicit in their dependence on β and N , one may choose β to depend on N if desired.
The Coulomb gas, also called “one-component plasma” in physics, is a standard ensemble
of statistical mechanics, which has attracted much attention in the physics literature, see for
instance [Ma,AJ,CDR,SM,Ki,MS] and references therein. Its study in the two-dimensional
case is more developed, thanks in particular to its connection with Random Matrix Theory
(see [Dy,Me,Fo]): when β = 2 and V (x) = |x|2, (1.1) is the law of the (complex) eigenvalues
of the Ginibre ensemble of N ×N matrices with normal Gaussian i.i.d entries [Gin]. Several
additional motivations come from quantum mechanics, in particular via the plasma analogy
for the fractional quantum Hall effect [Gi,STG,La]. For all these aspects one may refer to [Fo].
The Coulomb case with d = 3, which can be seen as a toy model for matter has been for
instance studied in [JLM,LL,LN]. The study of higher-dimensional Coulomb systems is not
as much developed. In contrast the one-dimensional log gas analogue has been extensively
studied, with many results of CLTs for fluctuations, free energy expansions, and universality
[Jo,Sh,BorG1,BorG2,BEY1,BEY2,BFG,HL].
In Coulomb systems, if β is not too small and if V grows fast enough at infinity, then the
empirical measure
µN :=
1
N
N∑
i=1
δxi
converges as N → ∞ to a deterministic equilibrium measure µV with compact support and
density equal to c−1d ∆V on its support, which can be identified as the unique minimizer among
probability measures of the quantity
(1.5) E(µ) = 1
2
ˆ
Rd×Rd
g(x− y)dµ(x)dµ(y) +
ˆ
Rd
V (x)dµ(x),
see for instance [Se1, Chap. 2]. The length scale of suppµV , independent of N , is of order 1,
it is called the macroscopic scale, while the typical interparticle distance is of order N−1/d and
is called the microscopic scale or microscale. Intermediate length scales are called mesoscales.
Following [AS1], instead of µV we work with a deterministic correction to the equilib-
rium measure which we call the thermal equilibrium measure, which is appropriate for all
temperatures and defined as the probability density µθ minimizing
(1.6) Eθ(µ) := E(µ) + 1
θ
ˆ
Rd
µ log µ
with
(1.7) θ := βN
2
d .
By contrast with µV , µθ is positive and regular in the whole of R
d with exponentially decaying
tails. In fact the quantity θ = βN
2
d corresponds to the inverse temperature that governs the
macroscopic distribution of the particles. The precise dependence of µθ on θ has been studied
in [AS2] where it is shown that when θ → ∞ as N → ∞, then µθ converges to µV , with
quantitative estimates (see below).
The measure µθ is well-known to be the limiting density of the point distribution in the
regime in which θ is fixed independently of N and we send N → ∞, that is, for β ≃ N− 2d ;
see for instance [Ki, MS, CLMP, BG]. This allows us to obtain more precise quantitative
results valid for the full range of β and N such that θ ≫ 1, allowing in particular regimes
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of small β. Our method would also work for fixed β using the standard equilibrium measure
µV , as in [LS2], but the thermal equilibrium measure always yields more precise results and
a more precise description of the point distribution.
We are interested in two related things: one is obtaining free energy expansions with
explicit error rates as N →∞, and the other is in obtaining Central Limit Theorems for the
fluctuations of linear statistics of the form
(1.8) Fluct(ξ) :=
N∑
i=1
ξ(xi)−N
ˆ
ξdµθ(x),
with ξ regular enough. These two questions are directly related, indeed, as is well-known
and first observed in this context by Johansson [Jo], studying the fluctuations is conveniently
done by computing their Laplace transform, which then reduces the problem to computing the
ratio of partition functions of two Coulomb gases with different potentials, and so obtaining
very precise expansions for these partition functions is key. In this paper we will show that
if one has an expansion of logZN,β with a sufficiently good error rate, then we can obtain a
CLT for the fluctuations in all dimensions. The needed rate will be obtained in dimensions 2
and 3, thus completing the result (modulo some extra assumptions in dimension 3).
This program was already accomplished in dimension 2 in [LS2] and [BBNY2] with a
slightly different proof, however only the case of fixed β was treated. Prior results restricted
to the determinantal case β = 2 are [RV,AHM]. The results of [AHM,LS2] were the only
ones to treat the case where the support of ξ can overlap the boundary of the support of µV .
Here we are particularly interested, like in the companion paper [AS1], in obtaining results
which are valid for a broad range of regimes of β, possibly depending on N and allowing for
very large or very small temperatures. Also, while the results in [LS2,BBNY2] were the first
ones to obtain mesoscopic CLTs in dimension 2, i.e. to treat the case of ξ supported on small
boxes, they were limited to the lengthscale ℓ ≥ Nα, α > −1/2, i.e. to mesoscales, while here
we can treat all scales down to the temperature-dependent microscale ρβ introduced in [AS1]
and defined in (2.11), below which rigidity is expected to be lost. We will not however treat
the boundary case as in [AHM,LS2] and will restrict to functions ξ that are both sufficiently
regular and supported in the “bulk”, here defined as the set where the density of µθ has a good
bound from below. Treating the case of nonsmooth ξ, in particular equal to a characteristic
function of a ball or cube in (1.8), i.e. evaluating the number of points in a given region,
remains a (significantly more) delicate problem. In particular one would like to show whether
hyperuniformity (see [To]), sometimes called also number rigidity in this context, holds, i.e.
whether the variance of the number of points in boxes is smaller than that of a Poisson point
process.
In terms of temperature regimes, the study of fluctuations for large temperature regimes
is only beginning to attract attention, see the recent work of [HL] on the CUEβ in dimension
1, for the regime β = 1/N .
In terms of studying fluctuations for dimensions larger than 2, the main progress was made
in work of Chatterjee [Cha], followed by Ganguly-Sarkar [GS], who analyzed a hierarchical
Coulomb gas model. This is a simplified model, introduced by Dyson, in which the interaction
is coarse-grained at dyadic scales. They studied it in a temperature regime that corresponds to
β = N
1
3 (i.e. very low temperatures) in our setting. They obtained bounds on the variance of
number of points in boxes and of linear statistics, but still no CLT. In dimension 3, our result
is the first Central Limit Theorem for the true Coulomb gas model. In the physics literature,
4 S. SERFATY
the papers [JLM,Leb] (see also [Ma,MY]) contain a well-known prediction of an order N1−
1
d
for the variance of the number of points in a domain, however there is no prediction for the
order of fluctuations of smooth linear statistics. In [Cha] the order of fluctuations of smooth
linear statistics was speculated upon (N1/3 vs. N1/6) with supporting arguments from the
example of orthogonal polynomial ensemble treated in [BH] in favor of N1/3, and finally it
was shown in [GS] to be in N1−2/d, again still for the hierarchical model instead of the full
model. We settle this question here for the full model, for a broader regime than that studied
in [Cha,GS], see the discussion below.
Going from free energy expansion to Central Limit Theorem involves a step which is often
treated in dimension 1 or 2 via “loop equations” also called “Dyson-Schwinger equations” (see
[BBNY2]) or “Ward identities” (see [RV,AHM]) and techniques related to complex analysis,
which are inherently two-dimensional. These equations involve singular terms which are
delicate to control. In [LS2], we introduced a transport approach, based on a change of
variables transporting the original equilibrium measure to the perturbed one (perturbed by
the effect of changing V into V + tξ), which essentially replaces the loop equations. It was
a question whether that approach could be extended to dimensions d ≥ 3 1 where the “loop
equations” are even more singular. Here we show that it is possible, and that to do so the
terms arising in the loop equations have to be understood in a properly “renormalized” way
which allows to bound them by the energy. The main result expressing this is Proposition 4.3
which allows to control the first and second derivatives of the energy of a configuration along
a transport path by the energy itself, see also Remark 4.4 which explains how to renormalize
the loop equation terms. That crucial proposition is in line with a similar result in [LS2] but
it is significantly improved compared to [LS2]: first it is extended to arbitrary dimension, and
second the estimates are refined to give a control not only of the first but also of the second
derivative.
In [AS1], a free energy expansion with a rate was obtained in the case of a uniform back-
ground measure (or equilibrium measure). Here, a free energy expansion is obtained for a
varying equilibrium measure by transporting it (locally) to a uniform one and using the afore-
mentioned proposition to estimate the difference. The control of the second derivative of the
energy along the transport is now crucial to obtain a good enough control, yielding a good
enough rate on the free energy expansion.
The proof crucially leverages on the local laws obtained in [AS1], which is the reason we
cannot go below the scale ρβ at which local laws hold (and do not necessarily expect the same
CLT to hold then) and on the use of thermal equilibrium measure introduced there.
2. Main results
We will use the notation |f |Cσ for the Ho¨lder semi-norm of order σ for any σ ≥ 0 (not
necessarily integer). For instance |f |C0 = ‖f‖L∞ , |f |Ck = ‖Dkf‖L∞ and if σ ∈ (k, k + 1) for
some k integer, we let
|f |Cσ(Ω) = sup
x 6=y∈Ω
|Dkf(x)−Dkf(y)|
|x− y|σ−k .
We emphasize that with this convention f ∈ Ck does not mean that f is k times differentiable
but rather that f (k−1) is Lipschitz.
1Our 2d approach was criticized as being “plagued with real variables notation”.
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2.1. Assumptions and further definitions. We assume
(2.1) V ∈ C2m+γ for some integerm ≥ 2 and some γ ∈ (0, 1],
(2.2)
{
V → +∞ as |x| → ∞ if d ≥ 3
lim inf |x|→∞ V + g = +∞ if d = 2,
(2.3)ˆ
|x|≥1
exp
(
−θ
2
V (x)
)
dx <∞, resp.
ˆ
|x|≥1
exp
(
−θ
2
(V (x)− log |x|)
)
dx <∞ if d = 2.
These assumptions ensure the existence of the standard equilibrium measure µV and the
thermal equilibrium measure µθ (see [AS2] for the latter). We then let Σ := suppµV and
assume that ∂Σ ∈ C1. We also assume that
(2.4) ∆V ≥ α > 0 in a neighborhood of Σ.
Note that (2.1) and (2.2) imply that V is bounded below.
These assumptions allow us to use the results of [AS2] on the thermal equilibrium measure,
which we now recall. They show that µV well approximates µθ except in a boundary layer of
size
(
log θ
θ
) 1
2
near ∂Σ. More precisely there exists C > 0 (depending only on V and d) such
that letting
(2.5) Σˆ :=
{
x ∈ Σ,dist(x, ∂Σ) ≥ C
(
log θ
θ
) 1
2
}
the following holds. First,
(2.6) µθ((Σˆ)
c) ≤ C
(
log θ
θ
) 1
2
,
∣∣∣∣
ˆ
Σˆc
µθ log µθ
∣∣∣∣ ≤ C
(
log θ
θ
) 1
2
.
Second, letting fk be defined iteratively by
(2.7) f0 =
1
cd
∆V fk+1 =
1
cd
∆V +
1
θcd
∆ log fk
we have |fk|C2(m−k−1)+γ (Σ) ≤ C and for every even integer n ≤ 2m − 4 and 0 ≤ γ′ ≤ γ, if
θ ≥ θ0(m), we have
(2.8) |µθ − fm−2−n/2|Cn+γ′ (Σˆ) ≤ Cθ
n+γ′
2 exp
(
−C log2(θdist2(x, ∂Σ))
)
+ Cθ1+n−m+
γ′
2 .
The functions fk provide a sequence of improving approximations (which are absent if V
happens to be quadratic) to µθ defined iteratively. For instance, taking n = 0 and γ
′ = 0 we
find that ‖µθ − fm−2‖L∞(Σˆ) tends to 0 as θ → ∞, in particular µθ remains bounded below,
say by α/(2cd) and close to µV in Σˆ. Spelling out the iteration we easily find the following
approximation in powers of 1/θ
(2.9) µθ ≃ 1
cd
∆V +
1
cdθ
∆ log
∆V
cd
+
1
cdθ2
∆
(
∆ log ∆V
cd
∆V
)
+ ... inside Σˆ
up to an order dictated by the regularity of V and the size of θ. In our proof, we will have to
stop the approximations at a level which we denote q and which will depend on the regularity
of V , i.e. on m.
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In all the explicit formula in the results, the quantity µθ could thus be replaced by µV or
more precisely by (2.9) if θ is large enough, while making a small error quantified by (2.8).
Throughout the paper, as in [AS1] we will use the notation
(2.10) χ(β) =
{
1 if d ≥ 3
1 + max(− log β, 0) if d = 2,
and emphasize that χ(β) = 1 unless d = 2 and β is small. The correction factor χ(β) arises
in dimension 2 at small β and reflects the fact that the Poisson point process is expected (in
dimension 2 only) to have an infinite Coulomb interaction energy (see the discussion in [AS1]).
In [AS1] we introduced the minimal scale ρβ which is defined as
(2.11) ρβ = Cmax
(
1, β−
1
2χ(β)
1
2 , β
1
d−2
−1
1d≥5
)
with χ defined above. We believe that ρβ should really be just max(1, β
− 1
2χ(β)
1
2 ), the third
term in (2.11) appearing only for technical reasons. Note this is a lengthscale in blown-up
coordinates, in original coordinates the minimal lengthscale for “rigidity” is thus N−
1
d ρβ .
In [AS1] we proved that whenever µθ is bounded below, hence here for instance in Σˆ,
local laws controlling the energy in mesoscopic boxes down to the minimal scale ρβ (see
Proposition 3.7 for a precise statement) hold at a distance ≥ d0 from the boundary, where d0
is defined by
(2.12) d0 := CN
− 1
d max
(
χ(β)N
1
d+2 , χ(β)β−1−
1
d ρ−dβ , N
1
3dβ−
1
3 , β−
1
21d=2
)
.
This leads us to defining a set
◦
Σ as a subset of Σˆ made of those x’s such that
(2.13) θm−2+
γ
2 exp
(
−C log2
(
θdist2(x, ∂Σ)
))
≤ C and dist(x, ∂Σˆ) ≥ d0.
For any ε > 0, a distance ≥ θε− 12 + d0 from ∂Σ suffices to satisfy the first condition. But by
definition
(2.14) d0 ≥ CN−
1
dN
1
3dβ−
1
3 = Cθ−
1
3 ,
hence the desired condition is satisfied. Thus we may absorb θε−
1
2 into d0 and simply define
(2.15)
◦
Σ := {x ∈ Σˆ,dist(x, ∂Σˆ) ≥ d0}.
With this choice, in view of (2.8), we have that for θ ≥ θ0(m)
(2.16) ∀σ ≤ 2m+ γ − 4, |µθ|
Cσ
(
◦
Σ
) ≤ C.
In all the sequel we need to assume that our test function lives on a lengthscale ℓ with
(2.17) ρβN
− 1
d < ℓ ≤ C
i.e. larger or equal to the minimal lengthscale for rigidity. This condition is thus quite natural.
In view of the definition of θ and since ρβ ≥ β−
1
2 , (2.17) implies that
(2.18) C ≥ ℓ ≥ θ− 12
will always be verified. This then implies that θ is bounded below independently of N , up to
changing C we may say θ ≥ θ0(m), hence in particular (2.16) holds. Our results will require
some regularity on V and ξ, we have not tried to optimize the regularity assumptions. Most
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of our results will not really depend on V but will be valid for general background densities µ
(generalizing µθ) with perturbations taken in a region where µ is bounded below and where
the properties (2.16) hold.
2.2. Concentration results: bounds on fluctuations. We start with a first bound on
the fluctuations with minimal assumptions on the regularity of the test function ξ. Let us
emphasize that this result requires no heavy lifting, it is a rather quick consequence of our
energy splitting with respect to the equilibrium measure and electric formulation.
In the sequel Bℓ will denote some ball of radius ℓ, not necessarily centered at 0.
Theorem 1 (First bound on the Laplace transform in any dimension). Let d ≥ 2. Assume
V ∈ C7, (2.2)–(2.4) hold, and ξ ∈ C3, supp ξ ⊂ Bℓ ⊂
◦
Σ with ℓ satisfying (2.17). There exists
C > 0 depending only on d, and V such that the following holds. For every t such that
(2.19) C|t|max (|ξ|C2 , |ξ|C1) < 1
we have
(2.20)
∣∣∣logEPN,β (exp (βtN 2dFluct(ξ)))∣∣∣ ≤ C|t|βNℓd
(
χ(β)ℓ|ξ|C3 +
1
β
|ξ|C2
)
+ Ct2
(
Nℓd|ξ|2C2 + |supp∇ξ|βN
(
N
2
d |ξ|2C1 +
1
β
|ξ|2C2
))
+ CNℓdt4|ξ|4C2 .
This result is already better and more general than the existing results. To illustrate, let
us consider that |ξ|Ck ≤ Cℓ−k which happens for instance if ξ is the rescaling at scale ℓ of a
fixed function. Applying Theorem 1 in dimension 2 in this situation we get
Corollary 2.1. Assume the same as above, that d = 2 and |ξ|Ck ≤ Mℓ−k for k ≤ 3 with ℓ
satisfying (2.17). Then for every |τ | < C−1M−1β1/2(N1/dℓ)2, 2 we have
(2.21)
∣∣∣logEPN,β (exp (τβ 12 |Fluct(ξ)|))∣∣∣ ≤ C(1 + τ4M4)
where C depends only on V .
By Tchebychev’s inequality, it immediately implies a concentration result: for any t > 0,
we have
(2.22) PN,β(β
1
2 |Fluct(ξ)| > t) ≤ exp
(
−β 12 t+ CM
)
where C depends only on V , thus this immediately implies that Fluct(ξ) is typically bounded
by β−
1
2 as N →∞, a result which is new if β ≪ 1. An analogous result in dimension d ≥ 3 is
stated in Corollary 5.5. If ξ is assumed to be more regular, we can obtain a better estimate
in dimension d ≥ 3, for instance we have
Corollary 2.2. Assume the same as above, d ≥ 3, V ∈ C∞ and ξ ∈ C∞ with |ξ|Ck ≤Mℓ−k
for each k, with ℓ satisfying (2.17). Then if β ≥ (ℓN 1d )2−d, for all |τ | < C−1M−1βNℓd, 2 we
have ∣∣∣logEPN,β (exp (τ(N 1d ℓ)2−d|Fluct(ξ)|))∣∣∣ ≤ CτM + Cτ4M4
while if β ≤ (ℓN 1d )2−d, for all |τ | < C−1M−1β1/2(N1/dℓ)1+d/2, 2 we have∣∣∣logEPN,β (exp (τβ 12 (N 1d ℓ)1− d2 |Fluct(ξ)|))∣∣∣ ≤ C|τ |M + Cτ4M4,
2 In particular |τ | < C−1 suffices in view of (2.17).
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where C depends only on V and d.
A more general estimate is obtained in (5.37).
2.3. Next order free energy expansion. Our next result concerns free energy expansions
with a rate for general equilibrium measures whose density varies. In [AS1] we obtained
a free energy expansion for uniform equilibrium measures in cubes, with an explicit error
term proportional to the surface. It is expressed in terms of a function fd(β), characterized
variationally in [LS1] as the minimum over stationary point processes of β times a Coulomb
“renormalized energy” (from [SS2,RS]) plus a (specific) relative entropy. More precisely, there
is a constant C > 0 depending only on d such that
(2.23) −C ≤ fd(β) ≤ Cχ(β)
(2.24) fd is locally Lipschitz in (0,∞) with |f ′d(β)| ≤
Cχ(β)
β
,
and such that if Rd is an integer we have
(2.25)
logK(R)
βRd
= −fd(β) +O
(
χ(β)
ρβ
R
+
β−
1
dχ(β)1−
1
d
R
log
1
d
R
ρβ
)
where ρβ is as in (2.11). Here K(R) is the appropriate partition function for a zoomed
Coulomb gas with density 1 in R, the cube of sidelength R.
From this, the idea is to obtain expansions for general equilibrium measures by partitioning
the system into small cubes over which µθ is close to uniform, using the almost additivity of
the free energy proven in [AS1], and computing the difference in free energies in each cube
by transporting the almost uniform measure µθ to the uniform measure of density equal to
the average value. The errors will lead to a degraded error estimate compared to (2.25). We
believe that such a degradation is unavoidable by this method as the variations of µθ introduce
a “soft kind” of boundaries between regions of different point densities. We however do not
believe our estimate to be optimal.
We next turn to relative expansions. Here we will consider two thermal equilibrium mea-
sures which coincide outside of a cube Q of sidelength ℓ. The error will only be proportional
to the number of points in Q, itself proportional to ℓd. In addition, the error term can be
improved if one makes the additional assumption that f ′d is Lipschitz, or f
′′
d bounded. While
we know that fd is locally Lipschitz (see (2.24)), its higher regularity is not known and is a
delicate question, since points of nondifferentiability of f ′d correspond by definition to phase-
transitions. Assuming that f ′′d is bounded can thus be interpreted as assuming that there are
no first order phase-transitions at the effective temperatures we are considering: it was noted
in [LS1] that in dimension d ≥ 3 an effective temperature βµ(x)1− 2d appears, which depends
on both β and the local particle density. When β is very small or very large and when d ≥ 3
only, in order to get an improvement in the error rate we will need a quantitative assumption:
we will assume that
(2.26) ‖f ′′d ‖µθ ,Q ≤ Cβ−2
for some C independent of β, and
(2.27) ∀p ≥ 2, ‖f (p)d ‖µθ ,Q ≤ Cβ−p
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where we denote
(2.28) ‖f (p)d ‖µθ ,Q = sup
x∈Q
|f (p)d (βµθ(x)1−
2
d ).|
This assumption is reasonable if one extrapolates from (2.24), assuming a regular behavior
for the function fd(β). In dimension d = 2, no assumption is needed.
Theorem 2 (Relative expansion, local version). Assume d ≥ 2. Let µθ and µ˜θ be two
(thermal equilibrium) measures in C2 coinciding outside Q, a hyperrectangle included in
◦
Σ
of sidelengths in (ℓ, 2ℓ) with ℓ satisfying (2.17), and whose densities are bounded above and
below by positive constants in Q. Assume N
´
Q µθ = N
´
Q µ˜θ = n is an integer. Then letting
ZN,β, Z˜N,β denote the corresponding partition functions, we have
(2.29) logZN,β − log Z˜N,β = −βN1+
2
d (Eθ(µθ)− Eθ(µ˜θ))
− βN
ˆ
Q
µ
2− 2
d
θ fd(βµ
1− 2
d
θ )−
β
4
1d=2N
ˆ
Q
µθ log µθ
+ βN
ˆ
Q
µ˜θ
2− 2
d fd(βµ˜θ
1− 2
d ) +
β
4
1d=2N
ˆ
Q
µ˜θ log µ˜θ
+O
(
βχ(β)Nℓd (R(N, ℓ, µθ) +R(N, ℓ, µ˜θ))
)
where if ‖f ′′d ‖µ,Q ≤ Cβ−2 or d = 2, we set
(2.30) R(N, ℓ, µ) := max
(
x(1 + | log x|), y 23 (1 + | log y| 1d ), z(1 + | log z| 1d ) + z2
)
and if not
(2.31) R(N, ℓ, µ) := max
(
x(1 + | log x|), u 12 (1 + | log u| 1d ), z(1 + | log z| 1d )
)
after letting
x :=
ρβ
ℓN
1
d
, y :=
ρβ
(
|µ|2C1(Qℓ) + |µ|C2(Qℓ)
) 1
2
N
1
d
, z :=
ρβ(1 + |µ|C1(Qℓ))
N
1
d
,
u :=
ρβ(|µ|C1(Qℓ) + |µ|C2(Qℓ))
N
1
d
,
and the O depends only on d, the constant bounding β2‖f ′′d ‖µ,Q and the upper and lower
bounds for µθ and µ˜θ in Q.
Note that if V ∈ C6, the results of [AS1] alluded to above provide uniform bounds on
|µθ|
C1(
◦
Σ)
and |µθ|
C2(
◦
Σ)
(see (2.16)), thus the error term is
βχ(β)Nℓd
((
ρβ
N
1
d ℓ
) 1
2
log
1
d
N
1
d ℓ
ρβ
)
or respectively with the power 12 replaced by
2
3 in case (2.26) holds or if d = 2. To simplify
further, if β is of order 1, this gives an error rate (N
1
d ℓ)d−
1
2 , respectively (N
1
d ℓ)d−
2
3 , up to the
logarithmic corrections. This is a degradation compared to the rate in (N
1
d ℓ)d−1 obtained
in [AS1] for uniform densities (and corresponding to a surface error).
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We next state a global expansion, with a less good error term, but still an explicit power
of N .
Theorem 3 (Free energy expansion, general background). Assume d ≥ 2. Assume V ∈ C7
satifies (2.1)– (2.4). We have
(2.32) logZN,β = −βN1+
2
d Eθ(µθ) + β
4
(N logN)1d=2 −N β
4
(ˆ
Rd
µθ log µθ
)
1d=2
+Nβ
ˆ
Rd
µ
2− 2
d
θ fd(βµ
1− 2
d
θ )+O
(
βχ(β)N (d0(1 + (logN)1d=2) +R (N, d0(1 + (logN)1d=2), µθ))
)
where R is as above for the norms of µθ in
◦
Σ, and the O depends only on d, an upper bound
for µθ and a lower bound for µθ in
◦
Σ.
To illustrate, if β is fixed then d0 is of size N
− 1
d
+ 1
d+2 (see (2.12)) and R of order N− 12d logN
so the error obtained here is O(N1−
1
d
+ 1
d+2 logN) (the largest part of the error is created by
a boundary layer imprecision due to the lack of local laws near the boundary). Our results
of course agree with previous ones [LS1,Leb2,BBNY2] 3 and improve them with the explicit
rate, and also agree as well as the predicted formulas for two dimensions in particular in [ZW],
see also [Dy].
Note also that in dimension 2 and in the case of quadratic V , [CFTW,Sha] predict an ex-
pansion for logZ in powers of N
1
2 hence where the next order term is
√
N , which corresponds
to a boundary term.
2.4. Central Limit Theorems. The improved error rate in N1−
2
3d obtained in Theorem 2
will suffice, in dimension 3 only (in dimension 2 a rate of o(N) was sufficient) to deduce a
CLT. In contrast, the rate without the assumption (2.26) would not suffice in dimension 3.
Besides the rate in the free energy expansion, we do not use any other features of dimension
d ≤ 3 in our proofs. In other words, we show that a CLT holds in any dimension provided
a sufficiently small error in (2.29) is obtained and the “no phase-transition” assumptions
(2.26)–(2.27) hold.
To state the results, let us define the operator
L =
1
cdµθ
∆.
The first result is in dimension 2 and extends the result of [BBNY2,LS2] to possibly small
or large β. We phrase it as the convergence of the Laplace transform of the fluctuations to
that of a Gaussian. Compared to known results, explicit corrections to the known variance
in
´ |∇ξ|2 are given as powers of θ−1 when ξ is regular enough, indicating the change in
the formula for the variance in the cross-over regime when β becomes small (reminiscent for
instance of [HL]). For simplicity one may take q = 0 which yields the result requiring the least
regularity. Moreover the variance
´ |∇ξ|2 corresponds a convergence (of ∆−1(∑Ni=1 δxi−Nµθ))
to the Gaussian Free Field (GFF) while the expected variance when θ becomes order 1 no
longer corresponds to the GFF but rather to another Gaussian Field.
3The formula appears different because it is expressed in terms of Eθ instead of E as is usually done, so
some order N terms are hidden in the entropy part of Eθ.
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This CLT will be valid as long as β does not tend to infinity too fast, this is condition
(2.33)– this seems like a reasonable restriction since for very low temperatures we expect the
system to be somewhat cristallized.
We should also emphasize that the normalization of the variable is β
1
2 (N
1
d ℓ)1−
d
2 , and not
1√
N
as in the usual CLT for a sum of independent variables. It is in fact a CLT for very
nonindependent random variables. However,
β
1
2 (N
1
d ℓ)1−
d
2 ∼ 1√
Nℓd
(
N
1
d ℓ
ρβ
)
if one believes that ρβ ∼ β−
1
2 (see (2.11) and comments below) so in the extreme regime
where N
1
d ℓ = ρβ (which one can also read as θℓ
d = 1 or the large temperature regime) we
recover the standard CLT normalization for iid variables, because Nℓd is the number of points
in the support of ξ.
Theorem 4 (CLT in dimension 2 for possibly small β). Let d = 2. Let q ≥ 0 be an integer.
Assume V ∈ C2q+7, (2.2)–(2.4) hold, and ξ ∈ C2q+4, supp ξ ⊂ Bℓ ⊂
◦
Σ with ℓ satisfying
(2.17). Assume N
1
d ℓ≫ ρβ as N →∞, 4 and
(2.33) β
1
2 ≪ (N 1d ℓ) 13 log− 14 (N 1d ℓ).
Then 5
(2.34)
∣∣∣logEPN,β (exp (−τβ 12Fluct(ξ)))+ τm(ξ)− τ2v(ξ)∣∣∣→ 0 as N
1
d ℓ
ρβ
→∞
with
(2.35) v(ξ) = − 1
2cd
ˆ
Rd
∣∣∣∣∣
q∑
k=0
1
θk
∇Lk(ξ)
∣∣∣∣∣
2
+
1
cd
ˆ
Rd
q∑
k=0
∇ξ · ∇L
k(ξ)
θk
− 1
2θ
ˆ
Rd
µθ
∣∣∣∣∣
q∑
k=0
Lk+1(ξ)
θk
∣∣∣∣∣
2
and
m(ξ) = −β
1
2
4
ˆ
Rd
( q∑
k=0
∆Lk(ξ)
cdθk
)
log µθ.
When neglecting the corrections in inverse powers of 1θ in the expressions for m(ξ) and v(ξ)
as θ →∞ we obtain
Corollary 2.3. Under the same assumptions, assume ξ = ξ0(
x−x0
ℓ ) for ξ0 a fixed C
4 function.
Then β
1
2Fluct(ξ) − m(ξ) converges 6 as N → ∞ to a Gaussian of mean 0 and variance
1
cd
´
R2
|∇ξ0|2.
4which implies θ ≫ 1, as seen before.
5 An explicit rate of convergence in inverse powers of N
1
d ℓρ−1β , also depending on the rate in (2.33), is
provided.
6 The convergence is in the sense of convergence of the Laplace transforms, which implies convergence in
law but is in fact a bit stronger.
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By definition of the Gaussian Free Field (GFF) the convergence to a Gaussian with this
specific variance can be expressed as a convergence of β1/2 times the electrostatic potential
(see Section 3.2)
∆−1
(
N∑
i=1
δxi −Nµθ
)
,
suitable shifted, to the GFF, and the same applies to the result in dimension 3 below. Note
here that the mean m(ξ) may be an unbounded deterministic shift to the fluctuation, since β
may tend to ∞ as N →∞. Also the expression for m(ξ) differs from that appearing in [LS2]
because the fluctuation is computed with respect to µθ instead of µV , and these differ by
1
cdθ
∆ log ∆V
cd
to leading order (see (2.9)). This difference exactly matches the discrepancy in
the expression for the mean.
When β is so large that (2.33) fails, we can normalize Fluct(ξ) differently to obtain a
convergence result. Note that as β → ∞, we expect some form of crystallization to happen
in this dimension (see [LS1]).
Theorem 5 (Low temperature and minimizers). Let d = 2. Let q ≥ 0 be an integer. Assume
V ∈ C2q+7, (2.2)–(2.4) hold, and ξ ∈ C2q+4, supp ξ ⊂ Bℓ ⊂
◦
Σ with ℓ satisfying (2.17).
Assume β ≥ 1 and N 1d ℓ≫ 1 as N →∞. Then as N →∞, we have 6
Fluct(ξ) +
1
4
q∑
k=0
ˆ
Rd
∆Lk(ξ)
cdθk
log µθ → 0.
If XN minimizes HN then the same result holds.
The case of minimizers of HN corresponds to β =∞ and can be obtained by simply letting
β → ∞ in the case with temperature since the constants are independent of β. Note that
this generalizes [LS2] and also completements the results on minimizers in [AOC,RNS,PS].
We now turn to dimension 3. As announced above, we will need to assume (2.26) and
even (for technical reasons) the stronger assumption (2.27). The larger the dimension or the
smaller the temperature, the more regular we need ξ to be, this is a new feature.
Theorem 6 (CLT in dimension 3 for possibly small β). Let d = 3. Assume V ∈ C2q+7,
(2.2)–(2.4) hold, and ξ ∈ C2q+4, supp ξ ⊂ Bℓ ⊂
◦
Σ with ℓ satisfying (2.17). Assume N
1
d ℓ≫ ρβ
as N →∞, and
(2.36) min(1, β−
1
2 )
(
ρ−1β N
1
d ℓ
) 1
6 ≫ N ε for some ε > 0.
Assume in addition (2.27).
If q is large enough (depending on the rate in (2.36)) then 5
(2.37)∣∣∣logEPN,β (exp (−τβ 12 (N 1d ℓ)1− d2Fluct(ξ)))+ τm(ξ)− τ2ℓ2−dv(ξ)∣∣∣→ 0 as N
1
d ℓ
ρβ
→∞
with
(2.38) v(ξ) = − 1
2cd
ˆ
Rd
∣∣∣∣∣
q∑
k=0
1
θk
∇Lk(ξ)
∣∣∣∣∣
2
+
1
cd
ˆ
Rd
q∑
k=0
∇ξ · ∇L
k(ξ)
θk
− 1
2θ
ˆ
Rd
µθ
∣∣∣∣∣
q∑
k=0
Lk+1(ξ)
θk
∣∣∣∣∣
2
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and
m(ξ) = −Nℓ2β 12 (N 1d ℓ)−1− d2
(
1− 2
d
) ˆ
Rd
( q∑
k=0
∆Lk(ξ)
cdθk
)(
fd(βµ
1− 2
d
θ ) + βµ
1− 2
d
θ f
′
d(βµ
1− 2
d
θ )
)
.
Corollary 2.4. Under the same assumptions, assume ξ = ξ0(
x−x0
ℓ ) for ξ0 a C
2q+4 function.
If q is large enough, then β
1
2 (N
1
d ℓ)1−
d
2Fluct(ξ) +m(ξ) converges 6 to a Gaussian of mean 0
and variance 12cd
´ |∇ξ0|2.
Again, when β is too large we can instead obtain
Theorem 7 (Low temperature and minimizers in dimension 3). Let d = 3. Assume V ∈
C2q+7, (2.2)–(2.4) hold, and ξ ∈ C2q+4, supp ξ ⊂ Bℓ ⊂
◦
Σ with ℓ satisfying (2.17). Assume
β ≥ 1 and
(2.39) N
1
d ℓ ≥ N ε for some ε > 0
and assume in addition (2.27). Under the same assumptions, as N →∞ 6
(2.40) N−
1
6 ℓ−
1
2
(
Fluct(ξ) +
1
3
ˆ
Rd
( q∑
k=0
∆Lk(ξ)
cdθk
)(
fd(βµ
1− 2
d
θ ) + βµ
1− 2
d
θ f
′
d(βµ
1− 2
d
θ )
))
→ 0.
In particular if XN minimizes HN then the same result holds.
Note the temperature regime studied in [Cha,GS] corresponds to β = N
1
3 for us and was in
fact a low temperature regime. We can say that in that regime N−
1
6 ℓ−
1
2Fluct(ξ) converges to
a limit, this is in agreement, but a bit stronger than the variance in N1/3 for Fluct(ξ) proved
in [GS] for the hierarchical model.
2.5. Plan of the paper. In Section 3 we review the electric formulation of the energy
and the associated definitions, we then provide a new multiscale interaction energy control,
Proposition 3.5. We present the splitting of the free energy and the rewriting of the Laplace
transform of fluctuations as a difference of free energies. We conclude the section by reviewing
the local laws and almost additivity from [AS1].
In Section 4 we show how to control the variations of the energy along a transport. The
main result is there Proposition 4.3 proven in Appendix A, which improves the result of [LS2],
extends it to higher dimension, and shows how to renormalize the “loop equations”. This
is then applied to estimate the difference of free energies when perturbing the background
(equilibrium) measure.
In Section 5 we choose a specific transport map adapted to the varying thermal equilibrium
measure. We then combine the previous elements to provide a first bound on the fluctuations,
proving Theorem 1 and Corollary 2.1.
In Section 6 we prove Theorems 2 and 3. This is done by first giving an expansion for the
free energy in a cube for a varying equilibrium measure, which is accomplished by transporting
the varying measure to a constant one and then relying on the result of [AS1] for uniform
measures. The proof is then completed by using the almost additivity of the free energy.
In Section 7 we prove the main CLT results of Theorems 4, 5, 6 and 7 and their corollaries.
As in [LS2] this relies on comparing two ways of computing log Z(Vt)Z(V ) where Z(V ) is the
partition function corresponding to the potential V and Z(Vt) that corresponding to the
modified potential Vt = V + tξ. One way of computing is to leverage on the free expansion
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with a rate of the previous section, and another is by linearization in t, the comparison of the
two together with a control of the quadratic terms allows to estimate the Laplace transform.
A difference with [LS2] is that we have to go to order higher than 2 in the Taylor expansion
in t if d ≥ 3.
Acknowledgements: This research was supported by NSF grant DMS-1700278 and the
Simons Investigator program. I thank Thomas Leble´ for many helpful comments.
3. Preliminaries
3.1. Splitting formulae and rescaling. We recall here the splitting formula with thermal
equilibrium measure found in [AS1]. It is obtained by expanding the energy around the
corrected measure Nµθ.
We recall that θ = βN2/d and that the thermal equilibrium measure µθ minimizing (1.6)
satisfies
(3.1) g ∗ µθ + V + 1
θ
log µθ = Cθ in R
d
where Cθ is a constant.
We first define for any density µ,
(3.2) FN (XN , µ) =
1
2
¨
Rd×Rd\△
g(x− y)d
(
N∑
i=1
δxi −Nµ
)
(x)d
(
N∑
i=1
δxi −Nµ
)
(y),
where △ denotes the diagonal of Rd × Rd.
For any configuration XN ∈ (Rd)N , we have
(3.3) HN (XN ) = N2Eθ(µθ)− N
θ
N∑
i=1
log µθ(xi) + FN (XN , µθ)
where Eθ is as in (1.6) and △ denotes the diagonal in Rd × Rd. This separates the leading
order N2Eθ(µθ) from next order terms. We see here −1θ log µθ playing the role of an effective
confinement potential for the system at next order.
We may now define for any nonnegative density µ the next order partition function
(3.4) KN (µ) =
ˆ
(Rd)N
exp
(
−βN 2d−1FN (XN , µ)
)
dµ(x1) . . . dµ(xN ).
Observe here that the integration is with respect to µ⊗N instead of the usual Nd-dimensional
Lebesgue measure.
Inserting (3.3) into (1.4), we directly find
(3.5) ZN,β = exp
(
−βN1+ 2d Eθ(µθ)
)
KN (µθ).
We let
(3.6) Vt = V + tξ
and µtθ be the thermal equilibrium measure associated to Vt.
A direct computation yields that (with obvious notation)
(3.7) EPN,β
(
e−βtN
2
d
∑N
i=1
ξ(xi)
)
=
ZVtN,β
ZVN,β
= exp
(
−βN1+ 2d (Eθ(µtθ)− Eθ(µθ))
) KN (µtθ)
KN (µθ)
.
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This explains how proving the CLT result reduces to computing a ratio of next-order partition
functions as is standard. The evaluation of the fixed term exp
(
−βN1+ 2d (Eθ(µtθ)− Eθ(µθ))
)
will be done in Lemma 5.3.
3.2. Electric formulation. We now describe how to reexpress FN (XN , µ) in “electric form”,
i.e via the electric (or Coulomb) potential generated by the points. This idea originates
in [SS2,RS,PS] but we use here the precise formulation of [LS2]. Here, contrarily to [AS1] we
are working at the normal scale, and not at the blown-up scale.
We consider the electrostatic potential h created by the configuration XN and the back-
ground probability µ, defined by
(3.8) h(x) =
ˆ
Rd
g(x − y)d
(
N∑
i=1
δxi −Nµ
)
(y),
which we will sometimes later denote hµ[XN ](x) for less ambiguity. Since g is (up to the
constant cd), the fundamental solution to Laplace’s equation in dimension d, we have
(3.9) −∆h = cd
(
N∑
i=1
δxi −Nµ
)
.
We note that h tends to 0 at infinity because
´
µ = 1 and the system formed by the
positive charges at xi and the negative background charge Nµ is neutral. We would like to
formally rewrite FN (XN , µ) defined in (3.2) as
´ |∇h|2, however this is not correct due to
the singularities of h at the points xi which make the integral diverge. This is why we use a
truncation procedure which allows to give a renormalized meaning to this integral.
For any number η > 0, we denote
(3.10) fη(x) = (g(x) − g(η))+,
where (·)+ denotes the positive part of a number, and point out that fη is supported in B(0, η).
We will also use the notation
(3.11) gη = g − fη = min(g, g(η)).
This is a truncation of the Coulomb kernel. We also denote by δ
(η)
x the uniform measure of
mass 1 supported on ∂B(x, η). This is a smearing of the Dirac mass at x on the sphere of
radius η. We notice that
(3.12) fη = g ∗
(
δ0 − δ(η)0
)
so that
(3.13) −∆fη = cd
(
δ0 − δ(η)0
)
,
and
(3.14)
ˆ
Rd
|fη| ≤ Cη2,
ˆ
Rd
|∇fη| ≤ Cη.
For any ~η = (η1, . . . , ηn) ∈ (Rd)n, and any function u satisfying a relation of the form
(3.15) −∆u = cd
(
n∑
i=1
δxi −Nµ
)
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we then define the truncation potential
(3.16) u~η = u−
n∑
i=1
fηi(x− xi).
We note that in view of (3.13) the function u~η then satisfies
(3.17) −∆u~η = cd
(
n∑
i=1
δ(ηi)xi −Nµ
)
.
We then define a particular choice of truncation parameters: if Xn = (x1, . . . , xn) is an
n-tuple of points in Rd we denote for all i = 1, . . . ,n,
(3.18) ri =
1
4
min
(
min
j 6=i
|xi − xj |, N−
1
d
)
which we will think of as the nearest-neighbor distance for xi.
The following is proven in [LS2, Prop. 2.3] and [Se2, Prop 3.3].
Lemma 3.1. Let XN be in (R
d)N . If (η1, . . . , ηN ) is such that 0 < ηi ≤ ri for each i =
1, . . . , N , we have
(3.19) FN (XN , µ) =
1
2cd
(ˆ
Rd
|∇h~η |2 − cd
N∑
i=1
g(ηi)
)
−N
N∑
i=1
ˆ
Rd
fηi(x− xi)dµ(x).
This shows in particular that the expression in the right-hand side is independent of the
truncation parameter, as soon as the latter is small enough. Choosing for instance ηi = ri
this provides an exact “electric” representation for F.
We next present a Neumann local version of the energy first introduced in [AS1] : consider
U a subset of Rd with piecewise C1 boundary, bounded or unbounded (here we will mostly
use hyperrectangles and their complements) and introduce a modified version of the minimal
distance
(3.20) r˜i =
1
4
min
(
min
xj∈U,j 6=i
|xi − xj|,dist(xi, ∂U), N−
1
d
)
.
If Nµ(U) = n is an integer, for a configuration Xn of points in U , we define
(3.21) FN (Xn, µ, U) =
1
2cd
(ˆ
U
|∇vr˜|2 − cd
n∑
i=1
g(˜ri)
)
−N
n∑
i=1
ˆ
U
f˜ri(x− xi)dµ(x)
where
(3.22)

 −∆v = cd
(∑n
i=1 δxi −Nµ
)
in U
∂v
∂ν = 0 on ∂U.
Note that under the condition Nµ(U) = n the solution of (3.22) exists and is unique up to
addition of a constant.
We will also use a localized version of these energies: if v solves (3.22) in U and Ω is a
subset of U , we also denote
(3.23) FΩN (Xn, µ, U) =
1
2cd

ˆ
Ω
|∇vr˜|2 − cd
∑
i,xi∈Ω
g(˜ri)

−N ∑
i,xi∈Ω
ˆ
U
f˜ri(x− xi)dµ(x),
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where r˜i is this time defined as
(3.24)
r˜i =
1
4
min
(
min
xj∈U,j 6=i
|xi − xj|,dist(xi, U), N−
1
d
)
if dist(xi, ∂Ω) ≥ N−
1
d ,
N−
1
d
4
otherwise.
3.3. Monotonicity and local energy controls. We need the following result inspired
from [PS, LS2] which expresses a monotonicity with respect to the truncation parameter,
and allows to deduce a new control of the interaction energy at arbitrary scales α.
Lemma 3.2. Let u solve
(3.25) −∆u = cd
(
n∑
i=1
δxi −Nµ
)
in U,
and let u~α, u~η be as in (3.16). Assume αi ≤ ηi for each i. Letting I denote {i, αi 6= ηi},
assume that for each i ∈ I we have B(xi, ηi) ⊂ U (or ∂u∂ν = 0 on ∂U ∩ B(xi, ηi) and U is
convex). Then
(3.26)
ˆ
U
|∇u~η|2 − cd
n∑
i=1
g(ηi)− 2Ncd
n∑
i=1
ˆ
U
fηi(x− xi)dµ
−
(ˆ
U
|∇u~α|2 − cd
N∑
i=1
g(αi)− 2Ncd
n∑
i=1
ˆ
U
fαi(x− xi)dµ(x)
)
≤ 0,
with equality if ηi ≤ ri for each i. Moreover, for Ω ⊂ U , denoting temporarily
(3.27) F ~α :=

ˆ
Ω
|∇u~α|2 − cd
∑
i,xi∈Ω
g(αi)− 2Ncd
∑
i,xi∈Ω
ˆ
U
fαi(x− xi)dµ(x)


assuming that αi ≤ 14N−
1
d for xi such that dist(xi, ∂Ω) ≤ N− 1d , we have
(3.28)
∑
i6=j,xi,xj∈Ω
dist(xi,∂Ω)≥αi
(g(xi − xj)− g(αi))+ ≤ FΩN (Xn, µ, U)−F ~α,
and
(3.29)


∑
i6=j,xi,xj∈Ω,dist(xi,∂Ω)≥4α,
α≤|xi−xj |≤2α
g(α) ≤ C
(
F~η −F~η′
)
if d ≥ 3
∑
i6=j,xi,xj∈Ω,dist(xi,∂Ω)≥4α,
α≤|xi−xj |≤2α
1 ≤ C
(
F~η −F~η′
)
if d = 2,
where ~η is set to be α if dist(xi, ∂Ω) ≥ 4α and r˜i otherwise, and ~η′ is set to be 4α if
dist(xi, ∂Ω) ≥ 4α and r˜i otherwise.
The following result shows that despite the cancellations occurring between the two possibly
very large terms
´
Rd
|∇u~η|2 and cd
∑N
i=1 g(ηi), when choosing ηi = r˜i we may control each of
these two terms by the energy i.e. by their difference. It is adapted from [LS2, Lemma 2.7]
and [AS1, Lemma B.2].
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Lemma 3.3. For any configuration Xn in U , and v corresponding via (3.22), letting #IΩ
denote #({Xn} ∩ Ω) we have for any Ω ⊂ U such that dist(Ω, ∂U) ≥ N− 1d ,
(3.30)
∑
xi∈Ω
g(˜ri) ≤ 2
((
FΩN (Xn, µ, U) + #IΩ(logN)1d=2
)
+ C0#IΩN
1− 2
d
)
,
(3.31)
ˆ
Ω
|∇vr˜|2 ≤ 4cd
((
FΩN (Xn, µ, U) + #IΩ(logN)1d=2
)
+ C0#IΩN
1− 2
d
)
with C0 > 0 depending only on upper and lower bounds for µ in Ω, and with r˜ computed with
respect to Ω as in (3.24).
Proof of Lemmas 3.2 and 3.3. The relation (3.26) is proven for instance in [AS1, Proof of
Lemma B.1]. There it is also shown that for any ~α ≤ ~η, gη being as in (3.11), we have
(3.32) cd
∑
xi,xj∈Ω,i6=j
(gαi(|xi − xj |+ αj)− g(ηi))+ ≤ F ~α −F~η
Letting αi → 0 for the points xi such that dist(xi, ∂Ω) ≥ ηi while choosing αi = ηi for the
others, we find that
(3.33) cd
∑
xi,xj∈Ω,i6=j,dist(xi,∂Ω)≥ηi
(g(|xi − xj | − g(ηi))+ ≤ FΩN (Xn, µ)−F~η,
which gives the result (3.28) by substituting ηi by αi. Here we observed that for ~α such that
αi ≤ r˜i, we have F ~α = FΩN (Xn, µ, U).
Next, applying (3.32) to αi = α and ηi = 4α if dist(xi, ∂Ω) ≥ 4α, αi = ηi = r˜i otherwise,
we find the results (3.29).
Finally, to prove Lemma 3.3 we apply (3.32) to αi = r˜i and ηi =
1
4 minN
− 1
d . Since
dist(Ω, ∂U) ≥ N− 1d we have that ηi and αi coincide for points at distance ≤ N− 1d from ∂Ω
so we may use the previous results. Keeping only in the left-hand sum the j’s such that xj is
a nearest-neighbor to xi, we have then |xi − xj | = 4˜ri and r˜j ≤ r˜i hence by monotonicity of g
and definition of F
cd
∑
i,xi∈Ω
(g(5˜ri)− g(ηi))+ ≤ FΩN (Xn, µ, U)−F~η
≤ FΩN (Xn, µ, U) + cd
∑
i,xi∈Ω
g(ηi) + 2N‖µ‖L∞cd
∑
i,xi∈Ω
|fηi(x− xi)|.
Hence in view of (3.14), we deduce
(3.34) cd
∑
i,xi∈Ω
g(5˜ri) ≤ FΩN (Xn, µ, U) + 2cd#IΩg
(
1
4
N−
1
d
)
+ CN1−
2
d#IΩ‖µ‖L∞ .
Discussing according to the dimension d ≥ 3 or d = 2, and using the definition of FΩN we
obtain (3.30)–(3.31) after rearranging terms. 
Specializing the relation (3.28) to αi =
1
4N
− 1
d if dist(xi, ∂Ω) ≤ N− 1d and αi = 2N− 1d if
dist(xi, ∂Ω) ≥ N− 1d , bounding from below F ~α in an obvious way from (3.27) and (3.14), we
deduce the following control of short-range interactions
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Corollary 3.4. Under the same assumptions, denoting #IΩ for the number of points of
{Xn} ∩ Ω, we have
(3.35)

∑
i6=j,xi,xj∈Ω,
dist(xi,∂Ω)≥N−
1
d ,
|xi−xj |≤N−
1
d
g(|xi − xj |) ≤ C
(
FΩN (Xn, µ, U) + C0#IΩN
1− 2
d
)
if d ≥ 3
∑
i6=j,xi,xj∈Ω,
dist(xi,∂Ω)≥N−
1
d ,
|xi−xj |≤N−
1
d
g(2|xi − xj|N
1
d ) ≤ C
(
FΩN (Xn, µ, U) +
1
2
#IΩ logN + C0#IΩN
1− 2
d
)
if d = 2.
We now present a novel application of the mesoscopic interaction energy control of (3.28)
and (3.29) which allows, by combining the estimates obtained over dyadic scales to control
general inverse powers of the distances between the points. It is to be combined with Corol-
lary 3.4 to estimate the interaction of microscopically close points.
Proposition 3.5 (Multiscale interaction energy control). Let s ≥ 1 and ℓ ≤ 1. We have
(3.36)
∑
i6=j,xi,xj∈Ω
N−1/d≤|xi−xj |≤ℓ,dist(xi,∂Ω)≥4ℓ
1
|xi − xj |d−2+s
≤


CN
1
d
(
FΩN (Xn, µ, U) +
1
2(#IΩ logN)1d=2
)
+#IΩN
1− 1
d log(ℓN1/d) + C#IΩNℓ if s = 1
CN
s
d
(
FΩN (Xn, µ, U) +
1
2 (#IΩ logN)1d=2
)
+C#IΩN
1− 2
d
+ s
d +C#IΩNℓ
2−s if s > 1,
where C depends only on upper and lower bounds for µ and on d.
Proof. Let us for the sake of generality start from any function f such that f/g is posi-
tive decreasing in dimension d ≥ 3, respectively f positive decreasing in dimension d = 2.
Decomposing over dyadic scales ≤ ℓ, denoting
K :=
log(ℓN
1
d )
log 2
,
we have
∑
i6=j,xi,xj∈Ω,
N−1/d≤|xi−xj |≤ℓ,
dist(xi,∂Ω)≥ ℓ4
f(|xi − xj|) =
K∑
k=0
∑
i6=j,2kN−1/d≤|xi−xj |≤2k+1N−1/d,
dist(xi,∂Ω)≥ ℓ4
f(|xi − xj |)
≤
K∑
k=0
∑
i6=j,2kN−1/d≤|xi−xj |≤2k+1N−1/d
f(2kN−
1
d )
≤
K∑
k=0
f(2kN−
1
d )
g(2kN−
1
d )
∑
i6=j,2kN−1/d≤|xi−xj |≤2k+1N−1/d
g(2kN−
1
d ).
20 S. SERFATY
Inserting (3.29), we deduce
∑
i6=j,xi,xj∈Ω,N−1/d≤|xi−xj |≤ℓ,
dist(xi,∂Ω)≥ ℓ4
f(|xi − xj|) ≤ C
K∑
k=0
f(2kN−
1
d )
g(2kN−
1
d )
(
F ~αk −F ~αk+2
)
with for each k, αki = 2
kN−
1
d if dist(xi, ∂Ω) ≥ 2k+2N− 1d and r˜i otherwise.
Using Abel’s resummation procedure we find∑
i6=j,N−1d ≤|xi−xj |≤ℓ,dist(xi,∂Ω)≥ ℓ4
f(|xi − xj|)
≤
K∑
k=0
f(2kN−
1
d )
g(2kN−
1
d )
F ~αk −
K+2∑
k=2
f(2k−2N−
1
d )
g(2k−2N−
1
d )
F ~αk
=
K∑
k=2
(
f(2kN−
1
d )
g(2kN−
1
d )
− f(2
k−2N−
1
d )
g(2k−2N−
1
d )
)
F ~αk
+
f(2N−1/d)
g(2N−1/d)
F ~α1 + f(N
−1/d)
g(N−1/d)
F ~α0 − f(ℓ)
g(ℓ)
F ~αK+2 − f(
1
2ℓ)
g(12ℓ)
F ~αK+1 .
We next use the decreasing nature of F ~α with respect to α of (3.26), hence that of F ~αk with
respect to k. This monotonicity also allows to bound from above each F ~αk by FΩN (Xn, µ, U)
and from below (by definition and by (3.14)) as follows
F ~αk ≥ −cd
∑
i
g(αki )− 2CN
∑
i
(αki )
2 ≥ −cd
∑
i
g(˜ri)− 2CN
∑
i
(αki )
2
≥ −CFΩN(Xn, µ, U)− C#IΩN1−
2
d − 2CN
∑
i,xi∈Ω
(αki )
2
after using (3.30). Inserting into the above and using the monotonicity of f/g, we obtain if
d ≥ 3,
(3.37)
∑
i6=j,N−1d ≤|xi−xj |≤ℓ,
dist(xi,∂Ω)≥4ℓ
f(|xi − xj|)
≤ C
K∑
k=2
−
(
f
g
)′
(2k−2N−
1
d )N−
1
d 22kN1−
2
d#IΩ
+C
f(2N−
1
d )
g(2N−
1
d )
(
FΩN (Xn, µ, U) +C#IΩN
1− 2
d
)
+ C#IΩNℓ
2 f(
1
2ℓ)
g(12ℓ)
.
If d ≥ 3, specializing to f/g = |x|−s with s > 0, we find
(3.38)
∑
i6=j,N−1/d≤|xi−xj |≤ℓ,dist(xi,∂Ω)≥4ℓ
f(|xi − xj|)
≤ CN1− 2d+ sd#IΩ
log(ℓN1/d)/ log 2∑
k=2
2k(1−s) +N
s
d
(
FΩN (Xn, µ, U) + C#IΩN
1− 2
d
)
+ C#IΩNℓ
2−s
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hence the result (3.36). If d = 2, we replace the use of f/g by that of f and the use of F ~αk
by that of F ~αk + 12#IΩ logN , and obtain the result in a similar way using again (3.29). 
3.4. Partition functions and local laws. We define the partition functions relative to the
set U as
(3.39) KN (U,µ) :=
ˆ
Un
e−βN
2
d
−1
FN (Xn,µ,U) dµ⊗n(Xn)
under the constraint n = Nµ(U). We also let
(3.40) QN (U,µ) =
1
KN (U,µ)
e−βN
2
d
−1
FN (Xn,µ,U)dµ⊗n(Xn)
be the associated Gibbs measure.
We note that KN (R
d, µ) coincides with KN (µ) defined in (3.4) and QN (R
d, µ) coincides
with PN,β in view of (3.3) and (3.4).
If U is partitioned into p disjoint sets Qi, i ∈ [1, p] which are such that Nµ(Qi) = ni with
ni integer then it is shown in [AS1] that
(3.41) KN (U,µ) ≥ N !N
−N
n1! . . . np!n
−n1
1 . . . n
−np
p
p∏
i=1
KN (Qi, µ),
an easy consequence of the subadditivity of the energy FN . The converse is much harder
to prove and was obtained in [AS1] using the “screening procedure” as a way to control the
additivity defect. The result from [AS1] is
Proposition 3.6 (Almost additivity of the free energy). Assume that µ is a density bounded
above and below by positive constant in Σ. Assume Uˆ is a subset of Σ at distance d ≥ d0 from
∂Σ and is a disjoint union of p hyperrectangles Qi such that Nµ(Qi) = ni with ni integers,
of sidelengths Ri ≥ ρβN−1/d satisfying
(3.42) RN
1
d ≥ ρβ +
(
1
βχ(β)
log
Rd−1
ρd−1β
) 1
d
and in addition, if d ≥ 4,
(3.43) RN
1
d ≥ max(β 1d−2−1, 1)N 1d d−1.
Then there exists C, depending only on d and the upper and lower bounds for µ in Σ, such
that ∣∣∣∣∣logKN (Rd, µ)−
(
logKN (R
d\Uˆ , µ) +
p∑
i=1
logKN (Qi, µ)
)∣∣∣∣∣(3.44)
≤ CpN1− 1d

βRd−1ρβχ(β) + β1− 1dχ(β)1− 1d
(
log
RN
1
d
ρβ
) 1
d
Rd−1

 .
If U is a subset of Σ equal to a disjoint union of p hyperrectangles Qi with Nµ(Qi) = ni
integers, of sidelengths in [R, 2R] with R ≥ ρβ satisfying (3.42), then we have, with C as
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above,
(3.45)
∣∣∣∣∣logKN (U,µ)−
p∑
i=1
logKN (Qi, µ)
∣∣∣∣∣
≤ CpN1− 1d
(
βRd−1χ(β)ρβ + β1−
1
dχ(β)1−
1
d
(
log
RN
1
d
ρβ
) 1
d
Rd−1
)
.
Finally, we will need the following local laws from [AS1] (here rescaled down to the original
scale).
Proposition 3.7 (Local laws). Assume µ is a density bounded above and below by positive
constants in a set Σ with piecewise C1 boundary. There exists a constant C > 0 depending
only on d and the upper and lower bounds for µ in Σ such that the following holds. Assume
ℓ is a cube of size ℓ ≥ ρβN−1/d, with in addition
(3.46) dist(ℓ, ∂Σ) ≥ d0
in the case U\Σ 6= ∅. We have
(1) (Control of energy)
(3.47) logEQN (U,µ)
(
exp
(
1
2
β
(
N
2
d
−1FℓN (·, µ, U) +
(
n
2
logN
)
1d=2
)
+ C#({Xn} ∩ℓ)
))
≤ Cβχ(β)Nℓd
(2) (Control of fluctuations) Letting D denote
´
ℓ
(∑N
i=1 δxi −Ndµ
)
we have
(3.48)
∣∣∣∣∣logEQN (U,µ)
(
exp
(
β
C
D2
N1−
2
d ℓd−2
min(1,
|D|
Nℓd
)
))∣∣∣∣∣ ≤ Cβχ(β)Nℓd.
(3) (Concentration for linear statistics) If ϕ is a Lipschitz function such that ‖∇ϕ‖L∞ ≤
N
1
d supported in ℓ, we have
(3.49)
∣∣∣∣∣∣logEQN (U,µ)

exp β
CNℓd
(ˆ
Rd
ϕd(
N∑
i=1
δxi −Nµ)
)2
∣∣∣∣∣∣ ≤ Cβχ(β)N1−
2
d ℓd‖∇ϕ‖2L∞ .
When choosing U = Rd we get the results for PN,β since it coincides with QN (R
d, µ).
We have the following scaling relation about (3.2): if λ > 0, letting Yn = λ
1
dXn and
µ′(x) = µ(λ
1/dx)
λ
(3.50) FN (Xn, µ, U) = λ
1− 2
d FN (Yn, µ
′, λ
1
dU)−
(
n
4
log λ
)
1d=2
and
(3.51) KβN (U,µ) = K
βλ
1− 2
d
N (λ
1
dU,µ′)eβ(
n
4
logλ)1d=2,
where we highlighted the β-dependence in a superscript.
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4. Comparison of energies through transport
As seen before, our major task is to evaluate the ratio of next-order partition functions
corresponding to two different thermal equilibrium measures which are close to each other.
The way we approach this follows [LS2] and is by transporting one measure onto the other
via a map Φ which is close to identity.
If µ and Φ#µ are two probability densities, by definition we have
(4.1)
KN (Φ#µ)
KN (µ)
=
1
KN (µ)
ˆ
(Rd)N
exp
(
−βN 2d−1FN (XN ,Φ#µ)d(Φ#µ)⊗N (XN )
)
=
1
KN (µ)
ˆ
(Rd)N
exp
(
−βN 2d−1FN (Φ(XN ),Φ#µ)dµ⊗N (XN )
)
= EQN (Rd,µ)
(
exp
(
−βN 2d−1(FN (Φ(XN ),Φ#µ)− FN (XN , µ)
))
thus we just need to evaluate the difference of energies FN before and after transport. Note
that here it is particularly convenient that we have an integral against µ⊗N instead of the
Lebesgue measure, thanks to the use of the thermal equilibrium measure. This makes the
formula (4.1) exact, with no Jacobian term contrarily to [LS2].
We are now left with evaluating the difference of energies along a transport, or rather
expand it as the transport is close to identity.
4.1. Variations of energies along a transport. The first statement is obtained by a fairly
easy Taylor expansion procedure.
Proposition 4.1. Let µ be a probability density in L∞(Rd) such that
˜
g(x−y)dµ(x)dµ(y) <
∞. Let Φt = Id+ tψ with ψ supported in a ball Bℓ of radius ℓ. Assume XN is a configuration
such that FN (XN , µ) < ∞. There exist functions Ak(XN , µ, ψ) which are k-homogeneous in
ψ and such that for every p ≥ 2, as t→ 0 we have
(4.2)
FN (Φt(XN ),Φt#µ)−FN(XN , µ) =
p−1∑
i=1
tkAk(XN , µ, ψ)+O
(
tp|ψ|pC1(N2ℓd + FBℓ(XN , µ)1d≥3)
)
with the O depending only on d, p and µ. We also have
(4.3)
d
dt
FN (Φt(XN ),Φt#µ) = A1(Φt(XN ),Φt#µ,ψ)
and
(4.4)
d
dt
logKN (Φt#µ) = −βN
2
d
−1
EQN (Φt#µ) (A1(Φt(XN ),Φt#µ,ψ)) .
Remark 4.2. We can compute this derivative directly (which shows its existence) from the
expression (3.2), which yields
d
dt t=0
FN (Φt(XN ),Φt#µ) =
¨
△c
ψ(x) · ∇g(x− y)d(
N∑
i=1
δxi −Nµ)(x)d(
N∑
i=1
δxi −Nµ)(y)
=
1
2
¨
△c
(ψ(x) − ψ(y)) · ∇g(x− y)d(
N∑
i=1
δxi −Nµ)(x)d(
N∑
i=1
δxi −Nµ)(y)
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after symmetrizing the expression. This expression is estimated in [Se2], with results that are
not sharp enough for our purposes here.
Proof. We denote µt = Φt#µ. We return to the definition (3.2) and use it to find that if we
set
Ξ(t) := FN (Φt(XN ), µt)
we have by definition of the push-forward
Ξ(t) =
1
2
¨
△c
g(Φt(x)− Φt(y))d
(
N∑
i=1
δxi −Nµ
)
(x)d
(
N∑
i=1
δxi −Nµ
)
(y)
and we may compute its derivatives
(4.5)
Ξ(k)(t) =
1
2
¨
△c
∑
|α|=k
Dαg(Φt(x)− Φt(y))
α!
(ψ(x)−ψ(y))αd
(
N∑
i=1
δxi −Nµ
)
(x)d
(
N∑
i=1
δxi −Nµ
)
(y).
where α is a multiindex with |α| = α1 + · · · + αd. We now turn to bounding Ξ(k) for k ≥ 1.
Since g is given by (1.3) we have that for |α| = k ≥ 1,
|Dαg(x− y)| ≤ Ck,d|x|d−2+k
hence
|Ξ(k)(t)| ≤ Ck,d
¨
△c∩(Uℓ×Rd)
|ψ(x) − ψ(y)|k
|Φt(x)− Φt(y))|d−2+k d
(
N∑
i=1
δxi +Nµ
)
(x)d
(
N∑
i=1
δxi +Nµ
)
(y).
If we assume t|ψ|C1 < 12 we have
|Φt(x)− Φt(y)| = |x− y + t(ψ(x) − ψ(y))| ≥ |x− y| − t|ψ|C1 |x− y| ≥
1
2
|x− y|
hence using the Lipschitz character of ψ for the numerator, we obtain
|Ξ(k)(t)| ≤ Ck,d|ψ|kC1
¨
△c(Uℓ×Rd)
1
|x− y|d−2d
(
N∑
i=1
δxi +Nµ
)
(x)d
(
N∑
i=1
δxi +Nµ
)
(y).
If d = 2 we may directly bound this by Ck,d|ψ|C1N2 and we are done.
If d ≥ 3, we bound it instead by
|Ξ(k)(t)| ≤ Ck,d|ψ|kC1
¨
△c(Uℓ×Rd)
g(x− y)d
(
N∑
i=1
δxi +Nµ
)
(x)d
(
N∑
i=1
δxi +Nµ
)
(y).
Using that (a+ b)2 ≤ 2(a− b)2 + 2b2, we find in the same way
|Ξ(k)(t)| ≤ Ck,d|ψ|kC1
(¨
△c(Uℓ×Rd)
g(x− y)d
(
N∑
i=1
δxi −Nµ
)
(x)d
(
N∑
i=1
δxi −Nµ
)
(y)
+ CN2
¨
g(x − y)dµ(x)dµ(y)
)
≤ Ck,d|ψ|kC1
(
F
Bℓ
N (XN , µ) + CN
2
)
.
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Returning to (4.5) and using a Taylor expansion near t = 0, we thus obtain the desired result
with
(4.6) Ak(XN , µ, ψ)
=
1
2
¨
△c∩(Uℓ×Rd)
∑
|α|=k
Dαg(x − y)
α!
(ψ(x)−ψ(y))αd
(
N∑
i=1
δxi −Nµ
)
(x)d
(
N∑
i=1
δxi −Nµ
)
(y).
The relation (4.3) then follows immediately at t = 0, it can subsequently be extended for any
t > 0 and (4.4) follows from (4.1). 
The drawback of the above result is that it does not take advantage of the cancellation
between
∑
i δxi and Nµ and yields error terms which are a bit larger than the energy itself
(N2 instead of N2−
2
d ). This will later be compensated by taking p very large.
In the following proposition, we are able to obtain an optimal error term but only when we
go to the order p = 2 in the expansion and not beyond. The following proposition is about the
whole space problem. The proof is much more complicated than that of Proposition 4.1 and
it will occupy most of Appendix A. It involves using the electric formulation of the energy (see
Section 3.2 for the definitions) and computing the difference of energies by transporting the
“electric fields”, and giving a renormalized meaning to the term A1 via the use of truncations.
This step is what essentially replaces the “loop equations”.
Proposition 4.3. Let µ be a probability measure with a bounded and C2 density. Let ψ ∈
C2(Rd,Rd) and assume that there is a set Uℓ containing an ℓ-neighborhood of the support of
Dψ. Let finally Φt = Id + tψ. Set
(4.7) Ξ(t) := FUℓN (Φt(XN ),Φt#µ) +
1
2
(#IN logN)1d=2 + C0#INN
1− 2
d ,
where C0 is the constant in Lemma 3.3 (hence Ξ ≥ 0). If t|ψ|C1(Uℓ) < C, we have
(4.8) Ξ(t) ≤ CΞ(0)
(4.9) |Ξ′(t)| ≤ C|ψ|C1(Uℓ)Ξ(t),
(4.10) |Ξ′′(t)| ≤ C(|ψ|2C1 + ‖ψ‖L∞ |ψ|C2 + |ψ|C1 |ψ|C2N−
1
d )Ξ(t),
where C depends on d, ‖µ‖L∞ , |µ|C1 and the bound on t|ψ|C1 . Moreover, we have Ξ′(0) =
A1(XN , µ, ψ), Ξ
′(t) = A1(Φt(XN ),Φt#µ,ψ) and for any ~η such that ηi ≤ ri for each i, we
have
(4.11)
A1(XN , µ, ψ) =
1
2cd
ˆ
Rd
〈∇hµ~η [XN ], (2Dψ−(divψ)Id)∇hµ~η 〉+
N∑
i=1
−
ˆ
∂B(xi,ηi)
∇h˜i·(ψ(x)− ψ(xi))
+
1
2
N∑
i=1
−
ˆ
∂B(xi,ηi)
η1−di ((ψ(x) − ψ(xi)) · ν)−N
N∑
i=1
ˆ
B(xi,ηi)
∇fηi(x) · (ψ(x) − ψ(xi))dµ(x)
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where DT means (∂iTj)ij and h˜i = h
µ[XN ]− g(· − xi). Thus the right-hand side in (4.11) is
independent of ~η such that ηi ≤ ri. We also have
(4.12) |A1(XN , µ, ψ)| ≤ C
ˆ
Rd
|∇hµ1
2
r
|2|Dψ|2
+ C
N∑
i=1
|ψ|C1(B(xi, 12 ri))
(ˆ
B(xi,ri)
|∇hµ1
2
r
|2 + r2−di +N1−
2
d ‖µ‖L∞
)
,
with C as above.
Remark 4.4. Taylor expanding ψ and using also that for a matrix A, we haveˆ
∂B1
Aν · ν = tr(A)|B1|
we find that the sum of the last three terms in the rhs of (4.11) is equal to
1
2d
N∑
i=1
η2−di (divψ)(xi) +O
(
η3−di
)
+ o(1) as ηi → 0.
This way one obtains how the “loop equation” type termˆ
Rd
〈∇hµ~η , (2Dψ − (divψ)Id)∇hµ~η 〉
needs to be renormalized as ηi → 0. In dimension 2, one finds as in [LS2]
(4.13) A1(XN , µ, ψ) = lim
ηi→0
1
2cd
ˆ
Rd
〈∇hµ~η , (2Dψ − (divψ)Id)∇hµ~η 〉+
1
4
N∑
i=1
divψ(xi).
In dimension 3, the renormalization if more complicated, and one needs to assume additional
regularity of ψ to compute all the nonvanishing orders. One finds
A1(XN , µ, ψ) = lim
ηi→0
1
2cd
ˆ
Rd
〈∇hµ~η , (2Dψ − (divψ)Id)∇hµ~η 〉+
1
6
∑
i
1
ηi
divψ(xi)
+
1
2
∑
j,k,m
∂j∂kψm(xi)−
ˆ
∂B1
νkνjνm,
with the last term vanishing by symmetry. In higher dimension, more and more derivatives
of ψ are needed in order to fully express the expansion.
We will also need the following variant for Neumann problems in cubes, proved in Appen-
dix A.
Lemma 4.5. Assume µ0 is a positive measure with a bounded and C
2 density in a hyperrect-
angle QR, with Nµ0(Q) = n an integer. Let ψ ∈ C2(QR, QR) satisfying ψ · ν = 0 on ∂QR,
and let Φt = Id + tψ and µt = Φt#µ0. Let Q
(t)
N denote the Gibbs measure QN (QR, µt) as in
(3.40), and let Ξ(t) := FN (Φt(Xn), µt, QR)+
(n
2 logN
)
1d=2+C0nN
1− 2
d , with C0 the constant
in Lemma 3.3.
Then there exists a function A1(Xn, µ, ψ) linear in ψ such that
•
(4.14) |A1(Xn, µt, ψ)| ≤ C|ψ|C1(QR)Ξ(t)
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•
(4.15) A1(−Xn, µ0(−·), ψ(−·)) = −A1(Xn, µ0, ψ)
•
(4.16) Ξ′(t) = A1(Φt(Xn), µt, ψ)
•
(4.17) |Ξ′′(t)| ≤ C
(
|ψ|2C1 + ‖ψ‖L∞ |ψ|C2 + |ψ|C1 |ψ|C2N−
1
d
)
Ξ(t)
•
(4.18)
d
dt
logKN (QR, µt) = EQ(t)N
(
−βN 2d−1A1(Φt(Xn), µt, ψ)
)
.
Proof. The results (4.14) and (4.16) and (4.17) can be deduced from Proposition 4.3 after
periodizing the configuration by doing a reflection with respect to the boundary of QR, and
extending ψ into a compactly supported map. The statement (4.15) is a simple symmetry
argument. The result (4.18) is obtained just as (4.4) from (4.1). 
4.2. Variation of free energy. We now show estimates that bound the variation of logK
with respect to µ, taking advantage of the transport approach and (4.4), respectively (4.18).
Lemma 4.6. Assume ρβN
−1/d ≤ ℓ ≤ C. Let µ0, µ1 ∈ C1 be two densities bounded above and
below by positive constants in Qℓ, a hyperrectangle with Nµ0(Qℓ) = Nµ1(Qℓ) = n an integer.
Then
(4.19)
| logKN (Qℓ, µ1)− logKN (Qℓ, µ0)| ≤ Cβχ(β)Nℓd
(
ℓ2|µ0|C1 |µ1 − µ0|C1 + ℓ|µ1 − µ0|C1
)
,
where C depends on d and the upper and lower bounds for µ0, µ1.
Proof. Let us solve
(4.20)
{ −∆ξ = µ1 − µ0 in Qℓ
∂ξ
∂ν = 0 on ∂Qℓ.
By elliptic regularity and scaling we have
|ϕ|C1 ≤ Cℓ2|µ1 − µ0|C1 , |ξ|C2 ≤ Cℓ|µ1 − µ0|C1 .
Setting
ψ :=
∇ξ
µ0
,
we thus have
(4.21) |ψ|C1 ≤ C (|µ0|C1 |ξ|C1 + |ξ|C2) ≤ C
(
ℓ2|µ0|C1 |µ1 − µ0|C1 + ℓ|µ1 − µ0|C1
)
,
where C depends on the upper and lower bounds for µ0 and µ1, and
(4.22) − div (ψµ0) = µ1 − µ0.
Let now νs = ((1−s)Id+sψ)#µ0 and µs = (1−s)µ0+sµ1. We have dds |s=0νs = −div (ψµ0) =
µ1 − µ0 = dds |s=0µs, thus using (4.18), we have
(4.23)
d
ds |s=0
logKN (Qℓ, µs) =
d
ds |s=0
logKN (Qℓ, νs) = EQN (Qℓ,µ0)
(
−βN 2d−1A1(Xn, µ0, ψ)
)
.
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Inserting (4.14), (4.21) and the local laws (3.47) we deduce that
(4.24)
∣∣∣∣ dds |s=0 logKN (Qℓ, µs)
∣∣∣∣ ≤ Cβχ(β)(Nℓd + n)(ℓ2|µ0|C1 |µ1 − µ0|C1 + ℓ|µ1 − µ0|C1) .
Since n ≤ N‖µ0‖L∞ we find
(4.25)
∣∣∣∣ dds |s=0 logKN (Qℓ, µs)
∣∣∣∣ ≤ Cβχ(β)Nℓd (ℓ2|µ0|C1 |µ1 − µ0|C1 + ℓ|µ1 − µ0|C1) .
The same reasoning can be applied near any s ∈ [0, 1] yielding
(4.26)
∣∣∣∣ dds logKN (Qℓ, µs)
∣∣∣∣ ≤ Cβχ(β)Nℓd (ℓ2|µ0|C1 |µ1 − µ0|C1 + ℓ|µ1 − µ0|C1) .
Integrating between 0 and 1 gives the result. 
Next, we want to show the analogous result for logKN (R
d, µ) when µ varies only in a
hyperrectangle Qℓ. The difficulty is to build a transport which also stays compactly supported
in Qℓ (solving Laplace’s equation does not work). For that we use the following.
Lemma 4.7. Assume f is compactly supported in Qℓ with
´
Qℓ
f = 0. Then there exists a
vector field U : Qℓ → Rd compactly supported in Qℓ, such that
divU = f in Qℓ
and
(4.27) ‖U‖L∞(Qℓ) ≤ Cℓ‖f‖L∞(Qℓ), |U |C1(Qℓ) ≤ C(ℓ|f |C1(Qℓ) + ‖f‖L∞(Qℓ)),
where C depends only on d.
Proof. Without loss of generality we may assume that Qℓ =
∏d
i=1[0, ℓi] with ℓi ≤ 2ℓ.We prove
the result by induction on d, as a linearization of Knotte-Rosenblatt rearrangement. The case
d = 1 is easy, we just let U(x) =
´ x
0 f(s)ds. Assume then that the result is true up to d− 1.
Then set
g(x1, . . . , xd−1) =
1
ℓd
ˆ ℓd
0
f(x1, . . . , xd−1, s)ds.
The function g is compactly supported in
∏d−1
i=1 [0, ℓi] and of integral 0. Thus by the induc-
tion hypothesis we may find a vector field U ′(x1, . . . , xd−1) with values in Rd−1, compactly
supported in
∏d−1
i=1 [0, ℓi] such that divU
′ = g in
∏d−1
i=1 [0, ℓi] and
(4.28)
‖U ′‖L∞ ≤ Cℓ‖g‖L∞ ≤ Cℓ‖f‖L∞ , |U ′|C1 ≤ C(ℓ|g|C1 + ‖g‖L∞) ≤ 2C(ℓ|f |C1 + ‖f‖L∞).
Let also
u(x1, . . . , xd) =
ˆ xd
0
f(x1, . . . , xd−1, s)ds− xd
ℓd
ˆ ℓd
0
f(x1, . . . , xd−1, s)ds.
Again u is compactly supported in Qℓ, and
‖u‖L∞ ≤ ℓd‖f‖L∞ |u|C1 ≤ Cℓd|f |C1.
Setting U(x1, . . . , xd) = (U
′(x1, . . . , xd−1), u(x1, . . . , xd)), we have that U is compactly sup-
ported in Qℓ, that
divU = g + ∂xdu = f
and that (4.27) hold. The result is thus true by induction. 
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Lemma 4.8. Assume ℓ satisfies (2.17). Let µ0, µ1 ∈ C1 be two densities bounded above and
below by positive constants in Qℓ, a hyperrectangle with Nµ0(Qℓ) = Nµ1(Qℓ) = n an integer,
and coinciding outside Qℓ. Then
(4.29) | logKN (Rd, µ1)− logKN (Rd, µ0)|
≤ Cβχ(β)Nℓd
(
ℓ|µ0|C1(Qℓ)‖µ1 − µ0‖L∞(Qℓ) + ℓ|µ1 − µ0|C1(Qℓ) + ‖µ1 − µ0‖L∞(Qℓ)
)
where C depends on d and the upper and lower bounds for µ0 and µ1.
Proof. Let us apply Lemma 4.7 to f = µ1 − µ0, and set ψ := −Uµ0 . We thus have
(4.30) − div (ψµ0) = µ1 − µ0
and
(4.31) |ψ|C1 ≤ C (ℓ|µ0|C1‖µ1 − µ0‖L∞ + ℓ|µ1 − µ0|C1 + ‖µ1 − µ0‖L∞)
where C depends on d and the upper and lower bounds for µ0 and µ1.
Let now νs = ((1−s)Id+sψ)#µ0 and µs = (1−s)µ0+sµ1. We have dds |s=0νs = −div (ψµ0) =
µ1 − µ0 = dds |s=0µs, thus using (4.4), we have
(4.32)
d
ds |s=0
logKN (R
d, µs) =
d
ds |s=0
logKN (R
d, νs) = EQN (Rd,µ0)
(
−βN 2d−1A1(XN , µ0, ψ)
)
.
Inserting (4.9), (4.31) and the local laws (3.47) we deduce that∣∣∣∣ dds |s=0 logKN (Rd, µs)
∣∣∣∣
≤ Cβχ(β)(Nℓd + n) (ℓ|µ0|C1‖µ1 − µ0‖L∞ + ℓ|µ1 − µ0|C1 + ‖µ1 − µ0‖L∞) .
Since n ≤ N‖µ0‖L∞ we find∣∣∣∣ dds |s=0 logKN (Rd, µs)
∣∣∣∣
≤ Cβχ(β)Nℓd (ℓ|µ0|C1‖µ1 − µ0‖L∞ + ℓ|µ1 − µ0|C1 + ‖µ1 − µ0‖L∞) .
The same reasoning can be applied near any s ∈ [0, 1] yielding∣∣∣∣ dds logKN (Rd, µs)
∣∣∣∣
≤ Cβχ(β)Nℓd (ℓ|µ0|C1‖µ1 − µ0‖L∞ + ℓ|µ1 − µ0|C1 + ‖µ1 − µ0‖L∞) .
Integrating between 0 and 1 gives the result. 
5. Study of fluctuations
We now return to (3.7) and estimate its various terms. The first step is to evaluate (as
t→ 0) the ratio KN (µtθ)
KN (µθ)
. Since it is difficult to find and evaluate an exact transport from µθ to
µtθ, we instead (as in [LS2,BLS]) replace µ
t
θ by an approximation µ˜
t
θ of the form (Id+ tψ)#µθ,
which is the same as µtθ at first order in t.
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We recall that
(5.1) L :=
1
cdµθ
∆,
and that from (2.16), µθ is uniformly bounded in C
2m+γ−4. This way the iterates Lk of L
satisfy the estimate
(5.2) |Lk(ξ)|Cσ ≤ C
2k+σ∑
m=min(2k,2)
|ξ|Cm as long as 2k + σ ≤ 2m+ γ − 4
where C depends on V, σ, k. We will use this fact repeatedly.
5.1. Choice of transport. We now choose ψ to define µ˜tθ. By definition, µ
t
θ being the
thermal equilibrium measure associated to Vt = V + tξ, it satisfies
(5.3) g ∗ µtθ + V + tξ +
1
θ
log µtθ = Ct in R
d.
Comparing with (3.1) and linearizing in t, we find that we should choose ψ solving
(5.4) g ∗ (div (ψµθ)) + ξ − 1
θµθ
div (ψµθ) = 0.
This can be solved exactly by letting h solve
h+ ξ +
∆h
cdθµθ
= 0
then taking
ψ = − ∇h
cdµθ
.
However, this ψ fails to be localized on the support of ξ, and it is delicate to show good
bounds for it.
Instead we use two approximations. The first is the transport of µθ by the map
(5.5) ψ := − 1
cdµθ
q∑
k=0
∇Lk(ξ)
θk
,
that is
(5.6) µ˜tθ := (Id + tψ)#µθ.
The second is
(5.7) νtθ := µθ +
t
cd
q∑
k=0
∆Lk(ξ)
θk
.
Here q is an integer to be chosen depending on the regularity of V and ξ. The larger q the
more precise the approximation. We will show that νtθ is a good approximation of µ˜
t
θ. Also
νtθ is convenient because it is easy to compute and because it is an approximate solution to
(5.3), as we see below.
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We note that νtθ − µθ is supported in Bℓ which contains the support of ξ. Moreover´
νtθ =
´
µθ = 1 hence, since µθ ≥ α2cd in supp ξ ⊂
◦
Σ, for νtθ to be a probability density it
suffices that
(5.8)
∥∥∥∥∥t
q∑
k=0
∆Lk(ξ)
θk
∥∥∥∥∥
L∞
<
α
4
.
We will also need the condition
(5.9)
∥∥∥∥∥t 1µθ
q∑
k=0
∇Lk(ξ)
θk
∥∥∥∥∥
L∞
<
α
2cd
and
∥∥∥∥∥t 1µθ
q∑
k=0
∇Lk(ξ)
θk
∥∥∥∥∥
C1
<
α
2cd
which ensures in view of (5.5) that
(5.10) |t|(‖ψ‖L∞ + |ψ|C1) < 1.
We start with a general lemma about the error made when replacing an exact transport
by a linearized transport. The main point is that the right-hand side is quadratic in ψ.
Lemma 5.1. Assume µ ∈ C3 is a positive density bounded above and below by positive
constants in the support of ψ a C1 map such that
(5.11) ‖ψ‖L∞ + |ψ|C1 < 1.
Then for any σ ∈ [0, 1], we have
(5.12) |(Id + ψ)#µ− (µ− div (ψµ)) |Cσ
≤ C
(
|µ|C2‖ψ‖2L∞ + |ψ|2C1 + |ψ|C2‖ψ‖L∞
)1−σ
×
(
|µ|C2 |ψ|C1‖ψ‖L∞ + |µ|C3‖ψ‖2L∞ + |µ|C1‖ψ‖L∞ |ψ|C1 + |µ|C2‖ψ‖2L∞
+ |ψ|C1 |ψ|C2 + |ψ|C3‖ψ‖L∞
)σ
where C depends only on d and the upper and lower bounds for µ.
Proof. Let µ˜ := (Id + ψ)#µ and ν = µ − div (ψµ) and Φ = Id + ψ. By definition of the
push-forward we have
(5.13) µ˜ =
µ ◦Φ−1
det(Id +Dψ) ◦ Φ−1 .
and using a Taylor expansion and (5.11) we may write
|µ ◦Φ−1 − µ−∇µ · ψ|L∞ ≤ C|µ|C2|ψ|2L∞
and also
(5.14) |µ ◦Φ−1 − µ−∇µ · ψ|C1
≤ C
(
|µ|C2 |ψ|C1‖ψ‖L∞ + |µ|C3‖ψ‖2L∞ + |µ|C1‖ψ‖L∞ |ψ|C1 + |µ|C2‖ψ‖2L∞
)
.
Also by Taylor expansion, we find (again with (5.11)) that(
det(Id +Dψ) ◦ Φ−1
)−1
= 1− divψ + u
with
‖u‖L∞ ≤ C
(
|ψ|2C1 + |ψ|C2‖ψ‖L∞
)
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and
|u|C1 ≤ C (|ψ|C1 |ψ|C2 + |ψ|C3‖ψ‖L∞) .
Combining these relations, it follows that
‖ν − µ˜‖L∞ ≤ C
(
|µ|C2‖ψ‖2L∞ + |ψ|2C1 + |ψ|C2‖ψ‖L∞
)
and
(5.15) |ν − µ˜|C1 ≤ C
(
|µ|C2 |ψ|C1‖ψ‖L∞ + |µ|C3‖ψ‖2L∞ + |µ|C1‖ψ‖L∞ |ψ|C1 + |µ|C2‖ψ‖2L∞
+ |ψ|C1 |ψ|C2 + |ψ|C3‖ψ‖L∞
)
hence (5.12) follows by interpolation.

Lemma 5.2. Assume θ ≥ θ0(m) so that (2.16) holds, and assume (5.8) and (5.9) hold. The
choice (5.5) satisfies
• The support of ψ is included in the support of ∇ξ.
• We have for every σ ≥ 0 such that σ + 2q + 4 ≤ 2m+ γ,
(5.16) |ψ|Cσ ≤ C
q∑
k=0
|ξ|Cσ+2k+1(U)
θk
where C depends on V , σ and q.
• If 2m+ γ ≥ 6 and (5.10) holds, for σ = 1, 2, we have
(5.17) |µ˜tθ|
Cσ(
◦
Σ)
≤ C + Ct
σ+1∑
k=0
|ψ|Ck
where C depends on |µθ|C1 , |µθ|C2 .
• If 2m+ γ ≥ 7, we have for 0 ≤ σ ≤ 1,
(5.18) |µ˜tθ − νtθ|Cσ ≤ Ct2
(
|µθ|C2‖ψ‖2L∞ + |ψ|2C1 + |ψ|C2‖ψ‖L∞
)1−σ
×
(
|µθ|C2 |ψ|C1‖ψ‖L∞ + |µθ|C3‖ψ‖2L∞ + |µθ|C1‖ψ‖L∞ |ψ|C1 + |µθ|C2‖ψ‖2L∞
+ |ψ|C1 |ψ|C2 + |ψ|C3‖ψ‖L∞
)σ
• Letting
(5.19) εt := g ∗ νtθ + V + tξ +
1
θ
log νtθ − Cθ
with Cθ as in (3.1), we have that εt is supported in the support of ξ and if 2m+ γ ≥
2q + 6,
(5.20) ‖εt‖L∞ ≤ C t
2
θ
( q∑
k=0
1
θk
|ξ|C2k+2
)2
+ C
t
θq+1
2q+2∑
k=2
|ξ|Ck ,
and if in addition 2m+ γ ≥ 2q + 7,
(5.21) |εt|C1 ≤ Ct2
2q∑
m=0
1
θm+1
∑
p+k=m
|ξ|C2k+2 |ξ|C2p+3 + C
t
θq+1
2q+3∑
k=2
|ξ|Ck .
Here all the constants C > 0 depend only on d and V .
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Proof. The support of ψ is obviously that of ∇ξ. The relation (5.16) is a direct calculation
following from (5.5) and (5.2) (and the discussion above it) with (2.16). The estimate (5.17)
is the result of direct computations starting from the explicit form (5.13).
By definition of ψ (5.5) and of L (5.1), we have
div (ψµθ) = −
q∑
k=0
∆Lk(ξ)
cdθk
.
Comparing with (5.7) we thus have that
(5.22) µ˜tθ − νtθ = (Id + tψ)#µθ − (µθ − tdiv (ψµθ)).
Since we assume 2m + γ − 4 ≥ 3, we have that µθ ∈ C3 by (2.16). We may then apply
Lemma 5.1 to µθ and tψ. The condition (5.11) is satisfied because it is implied by (5.9). We
then obtain (5.18).
Next, we notice that εt is supported in supp ξ and we observe that
(5.23) g ∗
(
νtθ − µθ
)
= −t
q∑
k=0
1
θk
Lk(ξ)
and is also supported in supp ξ. Since g ∗ µθ + V + 1θ log µθ = Cθ by (3.1) and by definition
(5.1) and (5.7), we deduce that
(5.24)
εt := g ∗ νtθ + V + tξ +
1
θ
log νtθ − Cθ = −t
q∑
k=1
1
θk
Lk(ξ) +
1
θ
log
(
1 +
t
cd
q∑
k=0
1
θkµθ
∆Lk(ξ)
)
=
1
θ
(log(1 + f)− f) + t
θq+1
Lq+1(ξ)
where
f :=
t
cd
q∑
k=0
1
θkµθ
∆Lk(ξ) = t
q∑
k=0
1
θk
Lk+1(ξ),
hence in view of (5.2), if 2m+ γ ≥ 2q + σ + 6, we have
(5.25) |f |Cσ ≤ Ct
q∑
k=0
1
θk
2k+2+σ∑
m=2
|ξ|Cm ≤ Ct
q∑
k=0
1
θk
|ξ|C2k+2+σ .
We now compute ∇(log(1 + f)− f) = ∇f
(
1
1+f − 1
)
, with (5.25), if 2m+ γ ≥ 2q + σ+ 6 we
find
(5.26) |εt|Cσ ≤ C
θ
|f |σC1‖f‖2−σL∞ + C
t
θq+1
2q+2+σ∑
k=2
|ξ|Ck
≤ C t
2
θ
( q∑
k=0
1
θk
|ξ|C2k+3
)σ ( q∑
k=0
1
θk
|ξ|C2k+2
)2−σ
+ C
t
θq+1
2q+2+σ∑
k=2
|ξ|Ck .
Hence (5.20) and (5.21) hold. 
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5.2. Replacement for (3.7). Instead of the exact relation (3.7) obtained via the splitting
with respect to µθ and µ
t
θ, we use a relation with errors obtained by splitting with respect to
νtθ instead of µ
t
θ. Instead of (3.3), we thus find that if (5.8) and (5.9) is satisfied, using (5.19),
we have (with obvious notation)
(5.27) HVtN (XN ) = N2E(νtθ) +N
ˆ
Rd
(g ∗ νtθ + Vt)d
(
N∑
i=1
δxi −Nνtθ
)
+ FN (XN , ν
t
θ)
= N2E(νtθ) +N
ˆ
Rd
(−1
θ
log νtθ + εt)d
(
N∑
i=1
δxi −Nνtθ
)
+ FN (XN , ν
t
θ)
= N2Eθ(νtθ) + FN (XN , νtθ)−
N
θ
N∑
i=1
log νtθ(xi)−N
ˆ
Rd
εt d
(
N∑
i=1
δxi −Nνtθ
)
with Eθ as in (1.6). Inserting into the definition of ZVtN,β and using the definition of θ (1.7),
we obtain
(5.28) ZVtN,β = exp
(
−βN1+ 2d Eθ(νtθ)
)
×
ˆ
Rd
exp
(
−θ
ˆ
Rd
εt d
(
N∑
i=1
δxi −Nνtθ
)
− βN 2d−1FN (XN , νtθ)
)
d(νtθ)
⊗N (XN ).
Using the definition (3.4) we may rewrite this as
(5.29) ZVtN,β = exp
(
−βN1+ 2d Eθ(νtθ)
)
KN (ν
t
θ)EQN (νtθ)
(
exp
(
−θ
ˆ
Rd
εt d
(
N∑
i=1
δxi −Nνtθ
)))
.
Combining with (3.7) and (3.5) we find
(5.30) EPN,β
(
e−tβN
2
d
∑N
i=1
ξ(xi)
)
= e−βN
1+ 2
d (Eθ(νtθ)−Eθ(µθ)) KN (ν
t
θ)
KN (µθ)
EQN (ν
t
θ
)
(
exp
(
−θ
ˆ
Rd
εt d
(
N∑
i=1
δxi −Nνtθ
)))
.
We now focus on estimating the terms in the right-hand side. The first constant term will
be expanded explicitly in t and bring out the explicit expression of the variance. The last
term will be small because εt is small thanks to the concentration result (3.49). The ratio of
partition functions KN will for now be estimated by the rough bound of Lemma 4.8. This
yields the first bounds of Theorem 1. For the proof of the CLT the ratio of K’s will be further
analyzed and precisely expanded in t, this will be done in Section 7.
5.3. Ratio of the reduced partition functions. If (5.8) is satisfied, applying (4.29), in
view of (5.7) and (5.2) we have, if 2m+ γ ≥ 2q + 7,
(5.31) | logKN (νtθ)− logKN (µθ)| ≤ Cβχ(β)Nℓd|t|
q∑
k=0
(
ℓ
|ξ|C2k+3
θk
+
|ξ|C2k+2
θk
)
.
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5.4. Estimating the leading order term.
Lemma 5.3. We have
(5.32) Eθ(νtθ)− Eθ(µθ)− t
ˆ
Rd
ξdµθ = −t2v(ξ) +O

 t3
θ
ˆ
Rd
µθ
∣∣∣∣∣
q∑
k=0
Lk+1(ξ)
θk
∣∣∣∣∣
3


where
(5.33)
v(ξ) := − 1
2cd
ˆ
Rd
∣∣∣∣∣
q∑
k=0
1
θk
∇Lk(ξ)
∣∣∣∣∣
2
+
1
cd
ˆ
Rd
q∑
k=0
∇ξ · ∇L
k(ξ)
θk
− 1
2θ
ˆ
Rd
µθ
∣∣∣∣∣
q∑
k=0
Lk+1(ξ)
θk
∣∣∣∣∣
2
and if 2m+ γ ≥ 2q + 6,
(5.34)
∣∣∣∣Eθ(νtθ)− Eθ(µθ)− t
ˆ
Rd
ξdµθ
∣∣∣∣
≤ Ct2|supp∇ξ|
( q∑
k=0
|ξ|2
C2k+1
θ2k
+
|ξ|C1 |ξ|C2k+1
θk
+
|ξ|2
C2k+2
θ2k+1
)
.
We will denote Error1 the errors made here.
Proof. We have
Eθ(νtθ)− Eθ(µθ)
=
(
1
2
¨
g(x − y)dνtθ(x)dνtθ(y)−
1
2
¨
g(x− y)dµθ(x)dµθ(y) +
ˆ
Vtdν
t
θ −
ˆ
V dµθ
)
+
1
θ
(ˆ
νtθ log ν
t
θ −
ˆ
µθ log µθ
)
=
1
2
¨
g(x − y)d(νtθ − µθ)(x)d(νtθ − µθ)(y) +
¨
g(x− y)d(νtθ − µθ)(x)dµθ(y)
+
ˆ
V d(νtθ − µθ) + t
ˆ
ξdµθ + t
ˆ
ξd(νtθ − µθ) +
1
θ
(ˆ
νtθ log ν
t
θ −
ˆ
µθ log µθ
)
=
1
2
¨
g(x− y)d(νtθ − µθ)(x)d(νtθ − µθ)(y) +
ˆ
(g ∗ µθ + V + 1
θ
log µθ)d(ν
t
θ − µθ)
+ t
ˆ
ξdµθ + t
ˆ
ξd(νtθ − µθ) +
1
θ
ˆ
νtθ(log ν
t
θ − log µθ).
The second term of the right-hand side vanishes by characterization of µθ in (5.3), and we
are left with
Eθ(νtθ)− Eθ(µθ)− t
ˆ
ξdµθ
=
1
2cd
ˆ
|∇(g∗(νtθ−µθ))|2+t
ˆ
ξd(νtθ−µθ)+
1
2θ
ˆ
µθ
(
νtθ
µθ
− 1
)2
+O

1
θ
ˆ (
νtθ
µθ
− 1
)3
µθ


where we Taylor expanded the logarithm. We then use (5.23), (5.7) and the definition of L
to see that
|∇(g ∗ (νtθ − µθ))|2 = t2
∣∣∣∣∣
q∑
k=0
1
θk
∇Lk(ξ)
∣∣∣∣∣
2
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and
νtθ
µθ
= 1 + t
q∑
k=0
Lk+1(ξ)
θk
.
We thus find (5.32). Alternatively we can Taylor expand the log only to first order and get
instead a bound by
Ct2

ˆ
Rd
∣∣∣∣∣
q∑
k=0
1
θk
∇Lk(ξ)
∣∣∣∣∣
2
+
∣∣∣∣∣
ˆ
Rd
q∑
k=0
∇ξ · ∇L
k(ξ)
θk
∣∣∣∣∣+ 1θ
ˆ
Rd
µθ
∣∣∣∣∣
q∑
k=0
Lk+1(ξ)
θk
∣∣∣∣∣
2


from which we deduce (5.34) from (5.2).

5.5. Estimating the last term. We start by estimating the last expectation in the right-
hand side. We will use two different controls.
Lemma 5.4. We have
(5.35)∣∣∣∣∣logEQN (νtθ)
(
exp
(
−θ
ˆ
Rd
εt d
(
N∑
i=1
δxi −Nνtθ
)))∣∣∣∣∣ ≤ C
√
χ(β)βN1+
1
d ℓd|εt|C1 + CθNℓd|εt|2C1
and
(5.36)
∣∣∣∣∣logEQN (νtθ)
(
exp
(
−θ
ˆ
εt d
(
N∑
i=1
δxi −Nνtθ
)))∣∣∣∣∣
≤ C‖εt‖L∞βN
2
d
+1ℓd + C‖εt‖2L∞βN1+
2
d ℓd−2
In conjunction with this, we will denote Error2 the left-hand side of (5.35) or (5.36).
Proof. By Proposition 3.7, local laws and concentration hold for QN (ν
t
θ) in
◦
Σ where νtθ is
bounded below, (3.49) applies and yields for any ϕ such that ‖∇ϕ‖L∞ ≤ N 1d ,∣∣∣∣∣∣logEQN

exp β
CNℓd
(ˆ
Rd
ϕd
(
N∑
i=1
δxi −Nνtθ
))2
∣∣∣∣∣∣ ≤ Cβχ(β)N1−
2
d ℓd‖∇ϕ‖2L∞
Wemay then apply this to ϕ =
√
Cℓ
d
2N
1
d
+ 1
2
√
λεt write that for any λ such that
√
λCℓ
d
2N
1
2 |εt|C1 ≤
1, since
θ
ˆ
εt d
(
N∑
i=1
δxi −Nνtθ
)
≤ θλ
(ˆ
εt
(
N∑
i=1
δxi −Nνtθ
))2
+
θ
4λ
we have
logEQN (νtθ)
(
exp
(
θ
ˆ
εt d
(
N∑
i=1
δxi −Nνtθ
)))
≤ Cλβχ(β)N2ℓ2d|εt|2C1 +
θ
4λ
and optimizing over λ ≤ |εt|−2C1(Nℓd)−1 we find (5.35). We next turn to proving (5.36). This
time we bound ∣∣∣∣∣
ˆ
εt d
(
N∑
i=1
δxi −Nνtθ
)∣∣∣∣∣ ≤ ‖εt‖L∞(#IΩ +Nℓd)
FLUCTUATIONS FOR COULOMB GASES 37
where #IΩ denotes the number of points in each configuration that fall in the set Ω, support
of ξ. We can in turn bound from above
#IΩ ≤ N
ˆ
Ω
νtθ +D(x,Cℓ)
where B(x,Cℓ) is a ball that contains U and D is as in (3.48). Arguing as before, we write
θ‖εt‖L∞D ≤ ‖εt‖L∞
(
D2(x,Cℓ)βN
2
d
−1ℓ2−dλ+
θNℓd−2
4λ
)
and thus using (3.48), we find,
logEQN (νtθ)
(exp (θ‖εt‖L∞D(x,Cℓ))) ≤ C‖εt‖L∞λβχ(β)Nℓd + β‖εt‖L
∞N1+
2
d ℓd−2
4λ
.
Optimizing over λ ≤ ‖εt‖−1L∞ we find
logEQN (νtθ)
(exp (θ‖εt‖L∞D(x,Cℓ))) ≤ C‖εt‖L∞
√
χ(β)βN1+
1
d ℓd−1 +C‖εt‖2L∞βN1+
2
d ℓd−2.
After observing that
√
χ(β)N−
1
d ℓ−1 ≤ 1 by (2.17) and (2.11), the result follows. 
5.6. First bounds on the fluctuations – proof of Theorem 1 and corollaries. We are
now in a position to estimate the terms in (5.30). Under the conditions (5.8), (5.9), inserting
(5.31), (5.34) and (5.36) into (5.30), we obtain that 2m+ γ ≥ 2q + 7 and ξ ∈ C2q+3,
(5.37)
∣∣∣∣∣logEPN,β
(
exp
(
−βtN 2d
(
N∑
i=1
ξ(xi)−N
ˆ
ξdµθ
)))∣∣∣∣∣
≤ Cβχ(β)Nℓd|t|
q∑
k=0
(
ℓ
|ξ|C2k+3
θk
+
|ξ|C2k+2
θk
)
+ Error1 + Error2
with
|Error1| ≤ Ct2βN1+
2
d |supp∇ξ|
( q∑
k=0
|ξ|2
C2k+1
θ2k
+
|ξ|C1 |ξ|C2k+1
θk
+
|ξ|2
C2k+2
θ2k+1
)
.
and
(5.38) |Error2| ≤ C t
2βN1+
2
d ℓd
θ
( q∑
m=0
1
θk
|ξ|C2k+2
)2
+ C
|t|
θq+1
βN1+
2
d ℓd
2q+2∑
k=2
|ξ|Ck
+C
t4
θ2
( q∑
m=0
1
θk
|ξ|C2k+2
)4
βN1+
2
d ℓd−2 + C
t2
θ2(q+1)

2q+2∑
k=2
|ξ|Ck


2
βN1+
2
d ℓd−2.
Alternatively, using (5.35) instead of (5.36) we obtain that
(5.39) |Error2| ≤ C
√
χ(β)βN1+
1
d ℓd

t2 2q∑
m=0
1
θm+1
∑
p+k=m
|ξ|C2k+2 |ξ|C2p+3 +
|t|
θq+1
2q+3∑
k=2
|ξ|Ck


+ CθNℓd

t4

 2q∑
m=0
1
θm+1
∑
p+k=m
|ξ|C2k+2 |ξ|C2p+3


2
+
t2
θ2q+2

2q+3∑
k=2
|ξ|Ck


2

 .
38 S. SERFATY
We first focus on the result requiring the least regularity for V and ξ, which are obtained by
choosing q = 0 in (5.37). Then the conditions (5.8), (5.9) reduce to (2.19). We get that if
V ∈ C2m+γ with 2m+γ ≥ 7 and ξ ∈ C3 (using βN 2d ℓ2 ≥ 1 or θℓ2 ≥ 1 to absorb some terms),
(5.40)
∣∣∣∣∣logEPN,β
(
exp
(
−βtN 2d
(
N∑
i=1
ξ(xi)−N
ˆ
ξdµθ
)))∣∣∣∣∣
≤ C|t|βNℓd
(
χ(β)ℓ|ξ|C3 +
1
β
|ξ|C2
)
+ Ct2
(
Nℓd|ξ|2C2 + |supp∇ξ|βN
(
N
2
d |ξ|2C1 +
1
β
|ξ|2C2
))
+ CNℓdt4|ξ|4C2 .
This proves Theorem 1.
We now prove Corollary 2.1. Applying the result of Theorem 1 with |ξ|Ck ≤ Mℓ−k with
M ≥ 1, we find
(5.41)
∣∣∣∣∣logEPN,β
(
exp
(
−βtN 2d
(
N∑
i=1
ξ(xi)−N
ˆ
ξdµθ
)))∣∣∣∣∣
≤ C|t|Nℓd−2(1 + βχ(β)) + Ct2Nℓd
(
βN
2
d ℓ−2 + ℓ−4
)
+ Ct4Nℓd−8
≤ CNℓd
(
|t|ℓ−2(β + 1) + t2βN 2d ℓ−2 + t4ℓ−8
)
because we can absorb ℓ−4 into βN
2
d ℓ−2 and βχ(β) into 1 if β ≤ 1.
We then choose t = τ(N
1
d ℓ)−1−
d
2 ℓ2β−
1
2 and plug into (5.41). The condition (2.19) is then
equivalent to |t|Mℓ−2 small enough, i.e. C|τ |(N 1d ℓ)−1− d2β− 12 < 1. We then find that∣∣∣logEPN,β (exp (τβ 12 (N 1d ℓ)1− d2 |Fluct(ξ)|))∣∣∣
≤ C
(
|τ |M(1 + β)(N 1d ℓ) d2−1β− 12 + τ2M2 +M4τ4(N 1d ℓ)−4−dβ−2 + C(N 1d ℓ)−2τ2
)
.
This concludes the proof since we are in dimension 2 and (2.17) holds.
Choosing t = ±τℓ2((1 + β)Nℓd)−1 we we get the following estimate in dimension d ≥ 3. A
stronger one will be obtained below, but assuming more regularity on ξ.
Corollary 5.5. Let d ≥ 3. Assume V ∈ C7, (2.2)–(2.4) hold, and ξ ∈ C3, supp ξ ⊂ B(x, ℓ) ⊂
◦
Σ, for some ℓ satisfying (2.17) Assume |ξ|Ck ≤ Mℓ−k for all k ≤ 3. Then for all |τ | <
C−1M−1(1 + β)Nℓd we have
(5.42)
∣∣∣∣logEPN,β
(
exp
(
τ
β
β + 1
(N
1
d ℓ)2−d|Fluct(ξ)|
))∣∣∣∣ ≤ C(1 + τ4M4)
where C depends only on V and d.
Again we note that since Nℓd ≥ ρdβ ≥ 1 we can apply this to any |τ | < C−1.
Proof. We choose the announced t and plug into (5.41). The condition (2.19) is here equivalent
to C|τ |((1 + β)Nℓd)−1 < 1. We find that the left hand side in (5.42) is bounded by
|τ |M + τ2M2β(N
1
d ℓ)2−d
(1 + β)2
+
β
(1 + β)4
M4τ4
(ℓN
1
d )3d
≤ C(1 + τ4M4).
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Since (N1/dℓ)−4−d ≤ ρ−4−dβ ≤ min(1, β2+d) by (2.17), we find the announced result. 
We now turn to an estimate that can be obtained by assuming more regularity on ξ,
starting from (5.39), and prove Corollary 2.2. Such an estimate will be more precise when β
is small. Since V ∈ C∞, ξ ∈ C∞, we can take q = ∞. The condition (2.19) then becomes
|t|CMℓ−2 < 1. Using that θℓ2 > 1 by (2.17) we can sum the series, which yields
(5.43)
∣∣∣logEPN,β (exp (−βtN 2dFluct(ξ)))∣∣∣
≤ C|t|Mβχ(β)Nℓd−2 + Ct2M2βN1+ 2d ℓd−2 +C
√
χ(β)βN1+
1
d ℓdt2M2
ℓ−5
θ
+ CNℓdt4M4
ℓ−10
θ
≤ C|t|Mβχ(β)Nℓd−2 + Ct2M2βN1+ 2d ℓd−2 + CNℓdt4M4ℓ−8,
where the third term was absorbable by the second.
We now optimize over t. When β ≥ (ℓN 1d )2−d, it leads to choosing t = τ(χ(β)β)−1N−1ℓ2−d.
The condition (2.19) then becomes |τ |Mβ−1(Nℓd)−1 small enough. Using that θℓ2 ≥ 1, we
find
(5.44)
∣∣∣logEPN,β (exp (τ(N 1d ℓ)2−d|Fluct(ξ)|))∣∣∣
≤ C|τ |M + CM2τ2β−1(N 1d ℓ)−d+2 + C
(
τ4M4β−4N−3ℓ−3d
)
≤ C|τ |M + C τ
2M2
β(N
1
d ℓ)d−2
+ C
τ4M4
β4(N
1
d ℓ)3d
≤ C|τ |M + Cτ4M4,
where we have used that β ≥ (N 1d ℓ)2−d (If d = 2 then this implies that β ≥ 1 which obviously
suffices to conclude. If d ≥ 3 then by (2.17) (N 1d ℓ)3d ≥ ρ3dβ ≥ β−4, which also suffices.)
When β ≤ (ℓN 1d )2−d, it leads to choosing t = τχ(β)−1ℓ1− d2N− 12− 1dβ− 12 . The condition
(2.19) becomes CM |τ | < β 12 (N 1d ℓ)1+ d2 (again satisfied as soon as CM |τ | < 1) and we find
(5.45)
∣∣∣logEPN,β (exp (τβ 12 (ℓN 1d )1− d2Fluct(ξ))))∣∣∣
≤ CτMβ 12N 12− 1d ℓ d2−1 + CM2τ2 + C
(
τ4ℓ−4−dN−1−
4
dβ−2M4
)
≤ C τMβ
1
2
(N
1
d ℓ)1−
d
2
+ CM2τ2 +
Cτ4M4
β2(N
1
d ℓ)d+4
≤ CτM +Cτ4M4
where we used that β ≤ (N 1d ℓ)2−d, and again by (2.17) N 1d ℓ ≥ β− 12 .
6. Free energy expansions for nonuniform densities
We now have all the ingredients at hand to complete the proof of Theorems 2 and 3, the
free energy expansion. The reader interested in Theorems 4 and 6 may skip this section.
From [AS1] we already have the expansion of logKN (R) for constant density 1 (see (2.25)),
then for all constant densities by a simple rescaling (3.51). Following the idea of [LS2], the
case of a nonuniform density is treated by transporting the nonuniform density to its average
value on a small cube of size R and using Lemma 4.5 to estimate the error. Then the almost
additivity result over cubes (Proposition 3.6) allows to get an expansion over any domain.
The last part is to optimize over R, the size of the cubes over which we partition.
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The next lemma exploits the fact that the derivative of logKN near a uniform measure
vanishes by symmetry considerations.
Lemma 6.1. Assume ℓ satisfies (2.17). Let Qℓ be a hyperrectangle of sidelengths in (ℓ, 2ℓ).
Let µ be a positive C2 density uniformly bounded above and below by positive constants in Qℓ,
and assume n = N
´
Qℓ
µ is an integer. Let µ¯ = −´Qℓ µ. If Cℓ|µ|C1 < 1, we have
(6.1) | logKN (Qℓ, µ)− logKN (Qℓ, µ¯)| ≤ CNβχ(β)ℓd
(
ℓ2|µ|C2 + ℓ2|µ|2C1
)
,
where C depends only on V , d, and the bounds from above and below for µ.
Proof. Without loss of generality, we may assume that the center of Qℓ is at the origin. Let
then µˆ denote the affine approximation to µ at the origin. By Taylor expansion, we have for
α ∈ [0, 1],
(6.2) |µ− µˆ|Cα ≤ ℓ2−α|µ|C2 .
Thus applying (4.19) to µ0 = µˆ and µ1 = µ we have
(6.3) | logKN (Qℓ, µ)− logKN (Qℓ, µˆ)| ≤ Cβχ(β)Nℓd
(
ℓ3|µ|C1 |µ|C2 + ℓ2|µ|C2
)
.
Next, let ψ = ∇u where u solves{
−∆u = µˆ− µ¯ in Qℓ
∂u
∂ν = 0 on ∂Qℓ.
We note that −divψ = µˆ− µ¯ and also that ψ is odd, i.e. ψ(−x) = −ψ(x), because µˆ− µ¯ is
affine. Because again µˆ − µ¯ is affine, we have ‖µˆ − µ¯‖L∞ ≤ Cℓ|µ|C1, |µˆ − µ¯|C1 ≤ |µ|C1 and
|µˆ− µ¯|C2 = 0. By elliptic regularity estimates we deduce that
(6.4) ∀k, |ψ|Ck ≤ Cℓ2−k|µ|C1 .
We now set µt := (Id + tψ)#µ¯. We need to estimate logKN (Qℓ, µ1) − logKN (Qℓ, µˆ). Since
µ¯ ∈ C3 we may apply Lemma 5.1 to µ¯ and ψ, if (5.11) is satisfied, i.e. if ℓ|µ|C1 is small
enough. It yields that
(6.5) ‖µ1 − µˆ‖L∞ ≤ C
(
|ψ|2C1 + |ψ|C2‖ψ‖L∞
)
≤ Cℓ2|µ|2C1
and
(6.6) |µ1 − µˆ|C1 ≤ (|ψ|C1 |ψ|C2 + |ψ|C3‖ψ‖L∞) ≤ Cℓ|µ|2C1.
Applying (4.19) we then deduce
(6.7) | logKN (Qℓ, µ1)− logKN (Qℓ, µˆ)| ≤ Cβχ(β)Nℓd
(
ℓ3|µ|3C1 + ℓ2|µ|2C1
)
.
To estimate logKN (Qℓ, µ1)−logKN (Qℓ, µ¯) we now integrate (4.18) and use (4.17) to obtain
(6.8) logK(Qℓ, µ1)− logK(Qℓ, µ¯) = EQ(0)
N
(
−βN 2d−1A1(Xn, µ¯, ψ)
)
+ βN
2
d
−1
(
|ψ|2C1 + (‖ψ‖L∞ +N−
1
d |ψ|C1)|ψ|C2
)
×O
(ˆ 1
0
E
Q
(t)
N
((
FN (Xn, µt) +
(
n
2
logN
)
1d=2 + nN
1− 2
d
))
dt
)
.
We now turn to bounding each of the terms in the right-hand sid
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First by (4.15), linearity of A1 and the fact that Q
(0)
N is invariant under XN 7→ −XN , we
have
E
Q
(0)
N
(
−βN 2d−1A1(XN , µ¯, ψ)
)
=
1
2
(
E
Q
(0)
N
(
−βN 2d−1A1(XN , µ¯, ψ)
)
+ E
Q
(0)
N
(
−βN 2d−1A1(−XN , µ¯, ψ(−·))
))
=
1
2
E
Q
(0)
N
(
−βN 2d−1A1(XN , µ¯, ψ)
)
− 1
2
E
Q
(0)
N
(
−βN 2d−1A1(−XN , µ¯, ψ)
)
= 0.
Combining this with (6.8), (6.4), the local laws (3.47) and the fact that n ≤ N‖µ‖L∞ℓd, we
are led to
(6.9) | logKN (Qℓ, µ1)− logKN (Qℓ, µ¯)| = O
(
ℓ2|µ|2C1Nβχ(β)ℓd
)
.
Combining (6.3), (6.7) and (6.9), and using that ℓ|µ|C1 is small, we conclude that (6.1)
holds. 
Combining this with the known expansion for uniform densities, this leads to the following
expansion of the free energy in the varying case.
Lemma 6.2. Assume ℓ satisfies (2.17). Let Qℓ be a hyperrectangle of sidelengths in (ℓ, 2ℓ).
Let µ be a C2 density bounded above and below by positive constants in Qℓ, and assume
n = N
´
Qℓ
µ is an integer. If Cℓ|µ|C1(Qℓ) < 1 we have
(6.10)
logKN (Qℓ, µ) = −βN
ˆ
Qℓ
µ2−
2
d fd(βµ
1− 2
d ) +
β
4
N
(ˆ
Qℓ
µ log µ
)
1d=2 −
(
β
4
n logN
)
1d=2
+O
(
βχ(β)ρβN
1− 1
d ℓd−1 + β1−
1
dχ(β)1−
1
d ℓd−1 log
1
d
ℓN1/d
ρβ
)
+O
(
Nβχ(β)ℓd(ℓ|µ|C1 + ℓ2|µ|C2)
)
with C depending only on d and the upper and lower bounds for µ. If d = 2 or if ‖f ′′d ‖µ,Qℓ ≤
Cβ−2 (see the definition in (2.28)), then
(6.11)
logKN (QR, µ) = −βN
ˆ
QR
µ2−
2
d fd(βµ
1− 2
d )− β
4
N
(ˆ
QR
µ log µ
)
1d=2 +
(
β
4
n logN
)
1d=2
+O
(
βχ(β)ρβN
1− 1
d ℓd−1 + β1−
1
dχ(β)1−
1
d ℓd−1 log
1
d
ℓN1/d
ρβ
)
+O
(
Nβχ(β)ℓd(ℓ2|µ|2C1 + ℓ2|µ|C2)
)
where C depends only on d and the upper and lower bounds for µ.
Proof. Let µ¯ denote the average of µ on QR. We know from [AS1] an expansion for logKN (Qℓ)
for constant densities, see (3.51) and (2.25). Scaling these formulae properly and inserting
into (6.1), we find
(6.12) logKN (Qℓ, µ) = N |Qℓ|
(
−βµ¯2− 2d fd(βµ¯1−
2
d )− 1
4
β(µ¯ log µ¯)1d=2
)
+
(
β
4
n logN
)
1d=2
+O
(
βχ(β)ρβN
1− 1
d ℓd−1 + β1−
1
dχ(β)1−
1
d ℓd−1 log
1
d
ℓN1/d
ρβ
)
+O
(
Nβχ(β)ℓd(ℓ2|µ|C2 + ℓ2|µ|2C1
)
,
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where the O depend only on d and ‖µ‖L∞ .
We may next use a Taylor expansion to write that if ‖f ′′d ‖µ,Qℓ ≤ Cβ−2 as in the assumption
(2.26) or if d = 2, we have
fd(βµ
1− 2
d ) = fd(βµ¯
1− 2
d ) + βf ′d(βµ¯
1− 2
d )
(
µ¯−
2
d (µ− µ¯)
)
+O
(
‖µ− µ¯‖2L∞(Qℓ)
)
+O
(
β2‖f ′′d ‖µ,Qℓ‖µ− µ¯‖2L∞(Qℓ)
)
and integrating against µ2−
2
d , using
´
Qℓ
µ− µ¯ = 0, we find
(6.13)
−β|Qℓ|µ¯2−
2
d fd(βµ¯
1− 2
d )−β
4
|Qℓ|(µ¯ log µ¯)1d=2 = −β
ˆ
Qℓ
µ2−
2
d fd(βµ
1− 2
d )−β
4
(ˆ
Qℓ
µ log µ
)
1d=2
+O
((
β2|f ′d(βµ¯1−
2
d )|+ β + β3‖f ′′d ‖µ,Qℓ
)
ℓd‖µ− µ¯‖2L∞(Qℓ)
)
.
If f ′′d is not bounded, we get instead
O
(
β‖f ′d‖µ,Qℓℓd‖µ− µ¯‖L∞(Qℓ) + βℓd‖µ− µ¯‖2L∞(Qℓ)
)
.
Using that ‖µ− µ¯‖L∞(Qℓ) ≤ ℓ|µ|C1(Qℓ), (2.24), and inserting into (6.12), we obtain (6.10) and
(6.11) (recall that ℓ|µ|C1 remains small).

By subdividing a cube and using the almost additivity of the free energy, we may improve
the error term in the previous expansion.
Assume that QR is split into p hyperrectangles Qi with N
´
Qi
µ = ni an integer, and
Qi of sidelengths in (ℓ, 2ℓ), ℓ ≥ N−1/dρβ. We may always find such a splitting arguing
as in [AS1, Lemma 3.2], itself relying on [SS3, Lemma 7.5]. We then need ℓ to be small
enough that ℓ(1 + |µ|C1(QR)) remains smaller than the constant appearing in the conditions
of Lemma 6.2.
Using Proposition 3.6, in particular (3.45), we have
logKN (QR, µ) =
p∑
i=1
logKN (Qi, µ)
+O
(
βχ(β)Nℓd
(
ρβℓ
−1N−
1
d + β−
1
dχ(β)−
1
d ℓ−1N−
1
d log
1
d
ℓN
1
d
ρβ
))
.
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Inserting (6.10) yields,
(6.14)
logKN (QR, µ) = −βN
ˆ
QR
µ2−
2
d fd(βµ
1− 2
d )− β
4
(
N
ˆ
QR
µ log µ
)
1d=2 +
(
β
4
n logN
)
1d=2
+O
(
βχ(β)Nℓd
(
ρβℓ
−1N−
1
d + β−
1
dχ(β)−
1
d ℓ−1N−
1
d log
1
d
ℓN
1
d
ρβ
))
+


O
(
Nβχ(β)ℓd
(
ℓ2|µ|2C1(QR) + ℓ2|µ|C2(QR)
))
if ‖f ′′d ‖µ,QR ≤ Cβ−2 or d = 2
O
(
Nβχ(β)ℓd
(
ℓ|µ|C1(QR) + ℓ2|µ|C2(QR)
))
if not.
We are left with choosing ℓ ≤ min(R, 1C(1+|µ|C1(QR))) minimizing
ρβ(N
1
d ℓ)−1 + β−
1
dχ(β)−
1
d (N
1
d ℓ)−1 log
1
d
ℓN
1
d
ρβ
+
{
O
(
ℓ2|µ|2C1 + ℓ2|µ|C2
)
if ‖f ′′d ‖µ,QR ≤ Cβ−2 or d = 2
O
(
ℓ|µ|C1 + ℓ2|µ|C2
)
if not.
We next show that we can make this o(1) as N →∞. We will use the notation r = ℓN 1d and
X for
(|µ|2C1 + |µ|C2) 12 , respectively X = |µ|C1 + |µ|C2 .
We also need to enforce the condition (3.42) so in total the constraints on r are
(6.15) ρβ +
(
1
βχ(β)
log
rd−1
ρd−1β
) 1
d
≤ r ≤ N 1d min
(
R,
(
C(1 + |µ|C1(QR))
)−1)
.
We next find the optimal value.
Lemma 6.3. Assume R ≤ C and
(6.16) N
1
dR ≥ ρβ +
(
1
βχ(β)
log
Rd−1
ρd−1β
) 1
d
then
(6.17) min
r satisfies (6.15)

ρβr−1 + (βχ(β))− 1d r−1
(
log
r
ρβ
) 1
d
+ rN−
1
dX


≤ Cmax
(
(ρβXN
− 1
d )
1
2
(
1 + log
1
d
N
1
d
ρβX
)
, ρβR
−1N−
1
d
(
1 + log
1
d
N
1
d
ρβ
)
,
ρβN
− 1
d (1 + |µ|C1)
(
1 + log
1
d
N
1
d
(1 + |µ|C1)ρβ
))
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and
(6.18) min
r satisfies (6.15)

ρβr−1 + (βχ(β))− 1d r−1
(
log
r
ρβ
) 1
d
+ r2N−
2
dX2


≤ maxC
(
(N
1
dX−1ρ−1β )
− 2
3
(
1 + log
1
d
N
1
d
Xρβ
)
, ρβR
−1N−
1
d
(
1 + log
1
d
RN
1
d
ρβ
)
,
ρβN
− 1
d (1 + |µ|C1)
(
1 + log
1
d
N
1
d
(1 + |µ|C1)ρβ
)
+ ρ2βN
− 2
d (1 + |µ|C1)2
)
where C depends on the constants above.
Proof. We start with (6.17). If
√
ρβN
1
d
X ≥ min
(
N
1
dR,N
1
d
(
C(1 + |µ|C1(QR))
)−1)
, we take
r = min
(
N
1
dR,N
1
d
(
C(1 + |µ|C1(QR))
)−1)
. We then find the min is less than
max
(
ρβR
−1N−
1
d + (βχ(β))−
1
dR−1N−
1
d
(
log
RN
1
d
ρβ
) 1
d
+X,
ρβN
− 1
dC(1+|µ|C1)+(βχ(β))−
1
dN−
1
dC(1+|µ|C1)
(
log
N
1
d
ρβ(1 + |µ|C1)
) 1
d
+
(
C(1 + |µ|C1(QR))
)−1
X
)
≤ Cmax
(
ρβR
−1N−
1
d + (βχ(β))−
1
dR−1N−
1
d
(
log
RN
1
d
ρβ
) 1
d
+X,
ρβN
− 1
dC(1+|µ|C1)+(βχ(β))−
1
dN−
1
d (1+|µ|C1)
(
log
N
1
d
ρβ(1 + |µ|C1)
) 1
d
+
(
C(1 + |µ|C1(QR))
)−1
X
)
.
We note here that we are able to boundX from above thanks to the condition
√
ρβN
1
d
X ≥ N
1
dR
respectively
√
ρβN
1
d
X ≥ N
1
d (C(1 + |µ|C1))−1. If on the other hand√
ρβN
1
d
X
≤ min
(
N
1
dR,N
1
d
(
C(1 + |µ|C1(QR))
)−1)
we take that value for r (we may check it always satisfies (6.15)) and find the min is less than
(6.19) CN−
1
2d
√
X
√
ρβ
(
1 +
(βχ(β))−
1
d
ρβ
log
1
d
(
N
1
d
ρβX
))
.
We also observe that by definition (2.11) we always have (βχ(β))
−
1
d
ρβ
≤ 1. It follows that (6.17)
holds.
In the second case, using r = (X−2ρβN
2
d )
1
3 we obtain similarly (6.18).

Choosing this optimal ℓ as a subdivision size, inserting this into (6.14), we obtain the final
result.
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Proposition 6.4 (Free energy expansion for general density in a hyperrectangle). Let R
satisfy (6.16). Let Q be a hyperrectangle of sidelengths in (R, 2R). Let µ be a C2 density
bounded above and below by positive constants in Q, and assume N
´
Q µ = n is an integer.
Then,
(6.20)
logKN (Q,µ) = −βN
ˆ
Q
µ2−
2
d fd(βµ
1− 2
d )− β
4
N
(ˆ
Q
µ log µ
)
1d=2 +
(
β
4
n logN
)
1d=2
+O
(
βχ(β)NRdR(N,R, µ)
)
where if ‖f ′′d ‖µ,Q ≤ Cβ−2 or d = 2, we let
(6.21) R(N,R, µ) := max
(
x(1 + | log x|), y 23 (1 + | log y| 1d ), z(1 + | log z| 1d ) + z2
)
and if not
(6.22) R(N,R, µ) := max
(
x(1 + | log x|), u 12 (1 + | log u| 1d ), z(1 + | log z| 1d )
)
after setting
(6.23)
x :=
ρβ
RN
1
d
, y :=
ρβ
(|µ|2C1 + |µ|C2) 12
N
1
d
, z :=
ρβ(1 + |µ|C1)
N
1
d
, u :=
ρβ(|µ|C1 + |µ|C2)
N
1
d
,
and the O depend only on d and the upper and lower bounds for µ.
What is important here is that we get a explicit error rate. The quantity x is small by
(6.16), the estimate is interesting when y or u and z are small too.
6.1. Proof of Theorems 2 and 3. We start by Theorem 2 and prove
Proposition 6.5. Let µ and µ˜ be two densities in C2 coinciding outside Q a hyperrectangle
included in
◦
Σ of sidelengths in (ℓ, 2ℓ) with ℓ satisfying (2.17), and bounded above and below
by positive constants in Q. Assume N
´
Q µ = N
´
Q µ˜ = n is an integer. We have
(6.24) logKN (µ,R
d)− logKN (µ˜,Rd) = −βN
ˆ
Q
µ2−
2
d fd(βµ
1− 2
d )− β
4
N
(ˆ
Q
µ log µ
)
1d=2
+ βN
ˆ
Q
µ˜2−
2
d fd(βµ˜
1− 2
d ) +
β
4
N
(ˆ
Q
µ˜ log µ˜
)
1d=2
+O
(
βχ(β)Nℓd (R(N, ℓ, µ) +R(N, ℓ, µ˜))
)
where R is as in Proposition 6.4, and the O depends only on d and the upper and lower
bounds for µ and µ˜ in Q.
Proof. We may apply (3.44) to both µ and µ˜ and subtract the obtained relations to get that
logKN (µ,R
d)− logKN (µ˜,Rd) = logKN (µ,Q)− logKN (µ˜, Q)
+O

N1− 1dβℓd−1ρβχ(β) +N1− 1d β1− 1dχ(β)1− 1d
(
log
ℓN
1
d
ρβ
) 1
d
ℓd−1

 .
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Inserting the result of (6.20) applied to µ and µ˜, we deduce
logKN (µ,R
d)− logKN (µ˜,Rd) = −βN
ˆ
Q
µ2−
2
d fd(βµ
1− 2
d )− β
4
(
N
ˆ
Q
µ log µ
)
1d=2
+ βN
ˆ
Q
µ˜2−
2
d fd(βµ˜
1− 2
d ) +
β
4
N
(ˆ
Q
µ˜ log µ˜
)
1d=2
+O

βχ(β)Nℓd

R(N, ℓ, µ) +R(N, ℓ, µ˜) +N− 1d ℓ−1ρβ + β− 1dχ(β)− 1d
(
log
ℓN
1
d
ρβ
) 1
d
ℓ−1N−
1
d



 .
Using again that βχ(β)−
1
d ≤ ρβ by (2.11), by definition of x we see that we may absorb the
last error terms into R. 
In view of (3.5) the result of Theorem 2 follows.
We now turn to Theorem 3. We take m = 3 and γ = 0 in the introduction, that is V ∈ C6.
This ensures by (2.13) that µθ is uniformly bounded in C
2(
◦
Σ).
We partition
◦
Σ into hyperrectangles Qi of sidelengths in (N
− 1
d r, 2N−
1
d r) where r is the min-
imizer in the right-hand side of (6.17), resp. (6.18) for the choice R = d0(1+M(logN)1d=2),
such that N
´
Qi
µθ = ni is an integer. Again, this can be done as in [SS3, Lemma 7.5]. We
keep only the hyperrectangles that are inside
◦
Σ. This way the local laws are satisfied in
U := ∪iQi and (3.44) applies. By (2.6), (2.14), definition of
◦
Σ (2.15) and choice of R, we have
(6.25) µθ (U
c) ≤ C
(
log θ
θ
) 1
2
+ Cd0 + CR ≤ CR.
We apply (3.44) to µθ and combine it with the result of Proposition 6.4 to obtain
(6.26) logKN (R
d, µθ) = −βN
ˆ
∪iQi
µ
2− 2
d
θ fd(βµ
1− 2
d
θ )−
β
4
N
(ˆ
∪iQi
µθ log µθ
)
1d=2
− β
4
Nµθ(U)(logN)1d=2 + logKN (R
d\U,µθ) +O (βχ(β)N |U |R (N,R, µθ))
where again we can absorb the errors in (3.44) into the R. To bound logKN (Rd\U,µθ) we
use (6.25) and a bound proved in [AS1, Proposition 3.8] combined with [AS1, Lemma 3.7] 7:
(6.27)
∣∣∣∣logKN (Rd\U,µθ)− β4Nµ(U c)(logN)1d=2
∣∣∣∣
≤ C
{
βNµθ (U
c) + βN1−
1
d min(β
1
d−2 , 1) if d ≥ 3
βχ(β)Nµθ (U
c) if d = 2
and if d = 2 we need to have
µθ(U
c ∩ (Σˆ)c) ≤ Cµθ (U
c)
logN
.
7Note that the measure needs to first be rescaled by N
1
d .
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This is ensured by the fact that µθ ≥ α2cd in Σˆ∩U c and the definition (2.15) hence µθ(U c) ≥
αR
2cd
while µθ(Σˆ
c) ≤
(
log θ
θ
) 1
2 ≤ Cd0 as seen in (2.14), so the desired condition follows by definition
of R (if M is chosen large enough).
It remains to bound
−βN
ˆ
Uc
µ
2− 2
d
θ fd(βµ
1− 2
d
θ )−
β
4
N
(ˆ
Uc
µθ log µθ
)
1d=2.
In dimension d ≥ 3 we use that fd is bounded in view of (2.23) and µθ is bounded to bound
all this by CNβ
´
Uc µθ ≤ CNβ(R+ (log θ)1/2θ−1/2) ≤ CNβR by (2.6) and (2.14).
In dimension d = 2 we bound
´
Uc µθ log µθ by R+ (log θ)
1
2 θ−
1
2 ≤ CR in view of (2.6). We
conclude that
− βN
ˆ
∪iQi
µ
2− 2
d
θ fd(βµ
1− 2
d
θ )−
β
4
N
(ˆ
∪iQi
µθ log µθ
)
1d=2
= −βN
ˆ
Rd
µ
2− 2
d
θ fd(βµ
1− 2
d
θ )−
β
4
N
(ˆ
Rd
µθ log µθ
)
1d=2 +O (CNβχ(β)R) .
Inserting this and (6.27) into (6.26) we obtain the result of Theorem 3.
7. Proof of the CLT
7.1. Comparing partition functions. Let us denote
(7.1) Z(β, µ) = −β
ˆ
Rd
µ2−
2
d fd(βµ
1− 2
d )− β
4
(ˆ
Rd
µ log µ
)
1d=2.
Lemma 7.1. Let µ0 be a probability density. Let ψ ∈ C1 be supported in a ball Bℓ of
size ℓ included in a set where µ0 is bounded above and below by positive constants, and let
µt := (Id+ tψ)#µ0. If d ≥ 3, assume (2.27) relatively to µt in Bℓ for all t small enough. Let
us denote Bk(β, µ0, ψ) the k-th derivative at t = 0 of the function Z(β, µt). We have
(7.2) Z(β, µt)−Z(β, µ0) =
p−1∑
k=1
tk
k!
Bk(β, µ0, ψ) +O
(
tp
p!
βNℓd|ψ|pC1
)
and
(7.3) |Bk(β, µ0, ψ)| ≤ Cβℓd|ψ|kC1 ,
for some constant C > 0 depending on d and the upper and lower bounds for µ0 in Bℓ.
Proof. Denoting Φt = Id + tψ, we may writeˆ
Rd
βµ
2− 2
d
t fd(βµ
1− 2
d
t ) =
ˆ
Rd
βµ
1− 2
d
t fd(βµ
1− 2
d
t )Φt#µ0 =
ˆ
Rd
β (µt ◦ Φt)1−
2
d fd
(
β(µt ◦ Φt)1−
2
d
)
dµ0.
Next we recall that by definition of the push forward we have
µt ◦Φt = µ0
det(Id + tDψ)
hence we may bound
(7.4)
∣∣∣∣∣ d
j
dtj
µt ◦ Φt
∣∣∣∣∣ ≤ C‖µ0‖L∞ |ψ|jC1
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We also set g(x) = βx1−
2
d fd(βx
1− 2
d ) and check that by the assumptions (2.27) we have
|g(n)(x)| ≤ Cβχ(β) for x in the range of µt, if d ≥ 3. Using the Faa di Bruno formula, we
now have
dk
dtk
g(µt ◦Φt) =
∑
j1+2j2+···+kjk=k
Cjg
(j1+···+jk)(µt ◦ Φt)
k∏
l=1
(
dl
dtl
µt ◦ Φt
)jl
where Cj is some combinatorial factor, and inserting the above estimates we deduce that∣∣∣∣∣ d
k
dtk
g(µt ◦Φt)
∣∣∣∣∣ ≤ Cβχ(β)‖µ0‖L∞ |ψ|kC1 .
We can remove the χ(β) term since it is present only in dimension 2 and in dimension 2 there
is no dependence in µ0 inside fd. In the same wayˆ
Rd
µt log µt =
ˆ
Rd
log(µt ◦ Φt)dµ0
and the derivatives of log(µt ◦ Φt) are bounded by Cβ|ψ|kC1 . Integrating against dµ0 on the
support of ψ we deduce that
(7.5) |φ(k)(t)| ≤ Cβℓd|ψ|kC1 .
The result follows by Taylor expansion.

As announced the method for obtaining the CLT consists in improving the error on the
expansion of the free energy by comparing two ways of expanding the relative free energy: one
by transport and one by application of Theorem 2. The idea is that if one knows a quadratic
function (or higher order polynomial) on a whole interval up to a given error, then one can
estimate it near zero with a much better error.
This is done in the following
Proposition 7.2. Let µt = (Id + tψ)#µ0 for some ψ supported in a ball Bℓ where µ0 is
bounded below by a positive constant. Let D(ψ) := |ψ|−1C1 if d = 3, respectively D(ψ) :=(
|ψ|2C1 + |ψ|C2(‖ψ‖L∞ +N−
1
d |ψ|C1)
)−1/2
if d = 2. Assume we know that for each s ≤ D(ψ),
we have
(7.6) log
KN (µs)
KN (µ0)
= N (Z(β, µs)−Z(β, µ0)) +O(βχ(β)NℓdRs)
with
(7.7) max
[0,D(ψ)]
Rs ≤ C.
Then for any integer p (or for p = 2 if d = 2) and for every t satisfying
(7.8) |t| < t0 := C−1
(
max
[0,D(ψ)]
Rt
) 1
p
(1 +N
2
d1d≥3)
− 1
pD(ψ)
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for some appropriate C depending only on p and the bound in (7.7), we have if d ≥ 3
(7.9) log
KN (µt)
KN (µ0)
= tNB1(β, µ0, ψ) +O

p−1∑
k=2
tk
1
k!
βNℓd|ψ|kC1


+O
(
t
t0
βNℓd
(
max
s∈[0,D(ψ)]
Rs
))
+O
(
βχ(β)N1+
2
d ℓdtp|ψ|pC1
)
.
with the O depending on p and the above bounds, and respectively
(7.10) log
KN (µt)
KN (µ0)
= tNB1(β, µ0, ψ) +O
(
t
t0
βχ(β)Nℓd
(
max
[0,D(ψ)]
Rt
))
+O
(
βχ(β)Nℓdt2D(ψ)−2
)
if d = 2.
Proof. From the above lemma we have on the one hand (7.2), and on the other hand, the
expansion of Proposition 4.1 gives
(7.11) log
KN (µt)
KN (µ0)
= logEQ(µ0)

exp

−βN 2d−1

p−1∑
k=1
tkAk(XN , µ0, ψ) +O
(
tp|ψ|pC1(N2ℓd + FBℓN (XN , µ0))
)



 .
respectively in dimension 2, using the expansion of Proposition 4.3 instead,
(7.12) log
KN (µt)
KN (µ0)
= logEQ(µ0) (exp (−β (tA1(XN , µ0, ψ))))
+ logEQ(µ0)
(
O
(
t2
(
|ψ|2C1 + |ψ|C2(‖ψ‖L∞ +N−
1
d |ψ|C1)
)
(Nℓd + FBℓN (XN , µ0))
))
.
Equating the two expansions and setting
(7.13) γk = βN
2
d
−1Ak(XN , µ0, ψ) +
N
k!
Bk(β, µ0, ψ)
we thus find
logEQ(µ0)

exp

− p−1∑
k=1
tkγk +O
(
βN
2
d
−1tp|ψ|pC1
(
N2ℓd + FBℓN (XN , µt)
))


= O
(
tpNℓd|ψ|pC1βχ(β)
)
+O
(
βχ(β)Nℓd(Rt +R0)
)
if d ≥ 3, and respectively
logEQ(µ0)
(
exp
(
−tγ1 +O
(
βt2
(
|ψ|2C1 + |ψ|C2(‖ψ‖L∞ +N−
1
d |ψ|C1)
) (
Nℓd + FBℓN (XN , µt)
))))
= O
(
t2Nℓd|ψ|2C1βχ(β)
)
+O
(
βχ(β)Nℓd(Rt +R0)
)
if d = 2.
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Using Cauchy-Schwarz’s inequality and the local laws (3.47) we then deduce
logEQ(µ0)

exp

− p−1∑
k=1
tkγk



 = O (tpβχ(β)ℓd|ψ|pC1N1+ 2d )
)
+O
(
βχ(β)Nℓd(R0 +Rt)
)
if d ≥ 3, and respectively
logEQ(µ0) (exp (−tγ1))
= O
(
t2βχ(β)Nℓd
(
|ψ|2C1 + |ψ|C2(‖ψ‖L∞ +N−
1
d |ψ|C1)
))
+O
(
βχ(β)Nℓd(R0 +Rt)
)
if d = 2.
We next choose α < D(ψ) small enough that
αp
D(ψ)p
βχ(β)N1+
2
d ℓd ≤ CβNℓd(R0 +Rα)
respectively
α2
D(ψ)2
Nℓd ≤ Cβχ(β)Nℓd(R0 +Rα)
in dimension 2. For that we choose
α = C
(
max
[0,D(ψ)]
Rt
) 1
p
(1 +N
2
d1d≥3)
− 1
pD(ψ)
which is indeed < D(ψ) if max[0,D(ψ)]Rt is bounded and C is well-chosen.
With this choice we then have in all dimensions
(7.14) logEQ(µ0)

exp

− p−1∑
k=1
αkγk



 = O
(
βχ(β)Nℓd max
t∈[0,D(ψ)]
Rt
)
.
Using Lagrange interpolation for the polynomial
∑p−1
k=1 γkα
kXk and picking p well distributed
interpolation points Xi in [0, 1] we find that there exist coefficients ci,j whose size depends
only on p and such that
γjα
j =
p−1∑
i=0
ci,j
( p∑
k=1
γkα
kXki
)
.
Choosing C a constant large enough (depending only on p) and using the generalized Ho¨lder’s
inequality, we may write that for each j ∈ [1, p − 1], in view of (7.14),
(7.15)
∣∣∣∣∣logEQ(µ0)
(
exp
(
γjα
j
C
))∣∣∣∣∣
≤
p∑
i=0
ci,j logEQ(µ0)

exp

p−1∑
k=1
γkα
kXki



 ≤ Cβχ(β)Nℓd max
t∈[0,D(ψ)]
Rt,
where C depends only on p.
Using Ho¨lder’s inequality again we deduce that if t/α is small enough, more precisely if
(7.8) holds, we have
(7.16)
∣∣∣∣∣logEQ(µ0)
(
exp
( p∑
k=1
γkt
k
))∣∣∣∣∣ ≤ C tαβχ(β)Nℓd maxs∈[0,D(ψ)]Rs.
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Inserting (7.13) and (7.16) into (7.11), respectively (7.12), and using the definition of α
and (3.47) again, we obtain in dimension d ≥ 3
log
KN (µt)
KN (µ0)
=
p−1∑
k=1
tk
N
k!
Bk(β, µ0, ψ) +O
(
tβχ(β)Nℓd|ψ|C1
(
max
[0,D(ψ)]
Rt
)1− 1
p
N
2
pd
)
+O
(
βχ(β)Nℓd|ψ|pC1tpN
2
d
)
and respectively
log
KN (µt)
KN (µ0)
= tNB1(β, µ0, ψ) +O
(
tβχ(β)NℓdD(ψ)−1
(
max
[0,D(ψ)]
Rt
) 1
2
)
+O
(
βχ(β)Nℓdt2
(
|ψ|2C1 + |ψ|C2(‖ψ‖L∞ +N−
1
d |ψ|C1)
))
in dimension d = 2, hence the result. 
The terms with k ≥ 2 will be negligible when t is small enough. We now specialize to µθ
with the notation of Section 5.
Lemma 7.3. Assume t satisfies (7.8). Then if d = 2, we have
(7.17) log
KN (µ˜tθ)
KN (µθ)
= tN
β
4
ˆ
Rd
div (ψµθ) log µθ
+O
(
t
t0
βχ(β)Nℓd
(
max
s∈[0,D(ψ)]
Rs
))
+O
(
βχ(β)Nℓdt2D(ψ)−2
)
,
and if d ≥ 3 then for every p ≥ 2,
(7.18) log
KN (µ˜tθ)
KN (µθ)
= tN
(
1− 2
d
)ˆ
Rd
div (ψµθ)
(
fd(βµ
1− 2
d
θ ) + βµ
1− 2
d
θ f
′
d(βµ
1− 2
d
θ )
)
+O

p−1∑
k=2
tk
1
k!
βNℓd|ψ|kC1

+O
(
t
t0
βχ(β)Nℓd
(
max
s∈[0,D(ψ)]
Rs
))
+O
(
βχ(β)N1+
2
d ℓdtp|ψ|pC1
)
with the constant depending on p.
Proof. This is just a specialization of Proposition 7.2 to µ0 = µθ, ψ of (5.5) and µt = µ˜
t
θ. In
dimension d = 2 we take p = 2 and compute directly that
B1(β, µθ, ψ) = β
4
ˆ
Rd
div (ψµθ) log µθ,
In dimension d ≥ 3, we evaluate that
B1(β, µθ, ψ) =
(
1− 2
d
)
β
ˆ
Rd
div (ψµθ)
(
fd(βµ
1− 2
d
θ ) + βµ
1− 2
d
θ f
′
d(βµ
1− 2
d
θ )
)
.

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7.2. Conclusion. To prove the CLT, the correct choice of t is
(7.19) t = τℓ2β−
1
2 (N
1
d ℓ)−1−
d
2 .
and the choice of ψ is (5.5). We note that by definition of ρβ in (2.11) and the assumption
(2.17), τ being fixed, we always have
(7.20) |t| ≤ Cℓ2
(
N
1
d ℓ
ρβ
)−1− d
2
≪ ℓ2.
We now wish to evaluate (5.30). We wish to replace νtθ by µ˜
t
θ in that formula, for that we
use (5.18) and (5.16) and inserting it into (4.29) we obtain that if V ∈ C5+2q ∩ C7
(7.21) | logKN (νtθ)− KN (µ˜tθ)|
≤ Cβχ(β)Nℓdt2
(q+1∑
k=0
|ξ|C2k+1
θk


2
+
( q∑
k=0
|ξ|C2k+1
θk
)( q∑
k=0
|ξ|C2k+3
θk
)
+ ℓ
( q∑
k=0
|ξ|C2k+2
θk
)( q∑
k=0
|ξ|C2k+1
θk
)
+ ℓ
( q∑
k=0
|ξ|C2k+2
θk
)( q∑
k=0
|ξ|C2k+3
θk
)
+ ℓ
( q∑
k=0
|ξ|C2k+4
θk
)( q∑
k=0
|ξ|C2k+1
θk
))
,
where C depends on the norms of µθ in supp ξ up to C
3, which are uniformly bounded in
terms on V in view of (2.16). We may now evaluate all the terms in (5.30) by combining the
results (7.21), (5.35), (5.32) and (7.17)–(7.18) all applied with the choice (7.19) and inserting
(5.5). Each of these results generates an error.
We let Error1 denote the error in the right-hand side of (5.32), Error2 denote the error in
the right-hand side of (5.35), Error3,Error4,Error5 the three error terms in (7.18) and Error6
the error in (7.21). With this notation, obtain
(7.22)
∣∣∣logEPN,β (exp (−τβ 12 (N 1d ℓ)1− d2Fluct(ξ)))+ τm(ξ)− τ2ℓ2−dv(ξ)∣∣∣ ≤
6∑
i=1
|Errori|
with v as in (5.33), that is
(7.23) v(ξ) = − 1
2cd
ˆ
Rd
∣∣∣∣∣
q∑
k=0
1
θk
∇Lk(ξ)
∣∣∣∣∣
2
+
1
cd
ˆ
Rd
q∑
k=0
∇ξ · ∇L
k(ξ)
θk
− 1
2θ
ˆ
Rd
µθ
∣∣∣∣∣
q∑
k=0
Lk+1(ξ)
θk
∣∣∣∣∣
2
and with
m(ξ) =


−14β
1
2
ˆ
Rd
( q∑
k=0
∆Lk(ξ)
cdθk
)
log µθ if d = 2
−Nℓ2β 12 (N 1d ℓ)−1− d2
(
1− 2
d
)ˆ
Rd
( q∑
k=0
∆Lk(ξ)
cdθk
)(
fd(βµ
1− 2
d
θ ) + βµ
1− 2
d
θ f
′
d(βµ
1− 2
d
θ )
)
if d ≥ 3.
As soon as we can show that
∑6
i=1 Errori = o(1), we obtain that the Laplace transform of
a suitable scaling of Fluct(ξ) converges to that of a Gaussian, proving the Central Limit
Theorem. We will now show this when specializing to the setting where |ξ|Ck ≤ Cℓ−k. The
interested reader could estimate the error for more general choices of ξ. The more regular
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ξ and V are, the larger q can be taken, and the better the errors in (7.22), in particular in
terms of their dependence in θ ≫ 1. Also the variance and the mean contain more correction
terms.
In dimension d = 2 it suffices to take q = 0, hence ξ ∈ C4 suffices, but better estimates of
the variance and mean can be obtained if ξ is more regular. If d ≥ 3 we will need to take q
larger as β gets small.
7.3. Estimating the errors. From now on, we assume
(7.24) |ξ|Ck ≤ Cℓ−k for all k ≤ 2q + 4.
This way, from (5.5) and θℓ2 ≥ 1 (see (2.18)), we have
(7.25) |ψ|Ck ≤ Cℓ−k−1,
where C depends on the norms of µθ (bounded by (2.16)). This implies, using also (2.17),
that D(ψ) defined in Proposition 7.2 satisfies
(7.26) D(ψ) ≤ Cℓ2.
7.3.1. The first error term. By definition it is
(7.27) Error1 := CβN
1+ 2
d

 t3
θ
ˆ
Rd
µθ
∣∣∣∣∣
q∑
k=0
Lk+1(ξ)
θk
∣∣∣∣∣
3


and we have with (5.2), (7.19) and (7.24)
(7.28) |Error1| ≤ Cτ3β−
3
2 (N
1
d ℓ)−3−
d
2 ≤ C
(
N
1
d ℓ
ρβ
)−3− d
2
,
where we used that β−
1
2 ≤ ρβ and ρβ ≥ 1 by (2.11). This term tends to 0 with an algebraic
rate in N1/dℓ/ρβ in all dimensions.
7.3.2. The second error. The next error is Error2 equal to the rhs of (5.35) and already
estimated in (5.39), hence with t as in (7.19), it becomes
(7.29)
|Error2| ≤ C
√
χ(β)βN1+
1
d ℓd

Cτ2β−1ℓ4(N 1d ℓ)−2−d 2q∑
m=0
1
θm+1
∑
p+k=m
|ξ|C2k+2 |ξ|C2p+3


+ C
√
χ(β)βN1+
1
d ℓd
|τ |β− 12 ℓ2(N 1d ℓ)−1− d2
θq+1
2q+3∑
k=2
|ξ|Ck
+CθNℓd

Cτ2β−1ℓ4(N 1d ℓ)−2−d 2q∑
m=0
1
θm+1
∑
p+k=m
|ξ|C2k+2 |ξ|C2p+3 + C
β−
1
2 ℓ2(N
1
d ℓ)−1−
d
2
θq+1
2q+3∑
k=2
|ξ|Ck


2
.
When (7.24) holds, we find after inserting the definition of θ and simplifying terms
(7.30) |Error2| ≤ C
√
χ(β)β−1τ2(N
1
d ℓ)−3 + C|τ |
√
χ(β)β−
1
2
−q(N
1
d ℓ)
d
2
−2−2q
+Cτ4β−3(N
1
d ℓ)−6−d + Cτ2β−2q−2(N
1
d ℓ)−4−4q.
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Next we insert that by (2.11) we have χ(β)β−1 ≤ Cρ2β so using also that ρβ ≥ 1 we find
(7.31) |Error2| ≤ Cτ2ρ2β(N
1
d ℓ)−3 + C|τ |ρ1+2qβ (N
1
d ℓ)
d
2
−2−2q
+Cτ4ρ
2
3
β (N
1
d ℓ)−6−d + Cτ2ρ4q+4β (N
1
d ℓ)−4−4q
≤ Cτ2
(
N
1
d ℓ
ρβ
)−3
+ Cτ4
(
N
1
d ℓ
ρβ
)−6−d
+ C|τ |ρ1+2qβ (N
1
d ℓ)
d
2
−2−2q.
The first two terms always tend to 0 by the assumption N
1
d ℓ≫ ρβ. If d = 2 we find that the
third term is O
(
N
1
d ℓ
ρβ
)−1−2q
which tends to 0 for any q ≥ 0. We then have
(7.32) |Error2| ≤ C(τ2 + τ4)
(
N
1
d ℓ
ρβ
)−3
+ C|τ |
(
N
1
d ℓ
ρβ
)−1−2q
if d = 2.
If d ≥ 3, we assume that (2.36) holds hence we may then take q large enough depending on ε
and d (so ξ needs to be regular enough) so that the last term tends to 0. If β ≥ 1 and d = 3,
then q = 0 suffices.
This concludes the analysis of Error2, with again an algebraic convergence to 0 asN
1/dℓ/ρβ →
∞.
7.3.3. The third error. By definition we have
(7.33) |Error3| ≤ C
p−1∑
k=2
tkβNℓd|ψ|kC1
which applied to the choice (7.19) and with (7.24) yields
(7.34) |Error3| ≤ C
p−1∑
k=2
|τ |kβ1− k2 (N 1d ℓ)d−k− kd2 ≤ C|τ |
(
N
1
d ℓ
ρβ
)−2
where we used again that β−1 ≤ Cρ2β and ρβ ≥ 1. Thus Error3 always tends to 0 algebraically.
7.3.4. The fourth error. By definition and in view of (7.26) it is the rate error
(7.35) Error4 :=
t
t0
βχ(β)Nℓd−2
(
max
s∈[0,Cℓ2]
Rs
)
.
Inserting (7.19) and the definition in (7.8) this is
(7.36) |Error4| ≤ C|τ |(N
1
d ℓ)
d
2
−1β
1
2χ(β)
(
max
s∈[0,Cℓ2]
Rs
)1− 1
p
(1 +N
2
d1d≥3)
1
p
The necessity to make this error small is the reason why we need to take p quite large if
d ≥ 3 (p = 2 would not suffice) and why we then need to use Proposition 4.1, which leads to
degraded errors and the need for the assumption (2.36)
To evaluate Rs we need to compare (7.6) and Proposition 6.5. First we note that (5.11)
and (5.8), (5.9) are verified by (7.20). Then in view of (5.17) for all µ˜tθ with t < t0 we have
|µ˜tθ|C1 ≤ C + |t|ℓ−3 ≤ ℓ−1 and |µ˜tθ|C2 ≤ C +C|t|ℓ−4 ≤ ℓ−2 by (7.20), which we input into the
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definition of R. In view of (7.6) and Proposition 6.5, assuming (2.26) if d ≥ 3, we may thus
bound
max
s∈[0,Cℓ2]
Rs = C
(
N
1
d ℓ
ρβ
)− 2
3
log
1
d
N
1
d ℓ
ρβ
.
To apply (7.17)–(7.18) we needed (7.8) to be satisfied, that is
|τ |ℓ2β− 12 (N 1d ℓ)−1− d2 < Cℓ2
(
max
[0,Cℓ2]
Rt
) 1
p
(1 +N
2
d1d≥3)
− 1
p ,
for this it suffices that(
N
1
d ℓ
ρβ
)−1− d
2
< C(1 +N
2
d1d≥3)
− 1
p
(
N
1
d ℓ
ρβ
)− 2
3p
log
1
pd
N
1
d ℓ
ρβ
.
When d = 2 and p = 2, this is satisfied (as soon as N is large enough), and when d ≥ 3, this
is satisfied when p is large enough if (2.36) holds.
In dimension d = 2 since we took p = 2, we may write
|Error4| ≤ Cβ
1
2χ(β)
(
N
1
d ℓ
ρβ
)− 1
3
log
1
2d
N
1
d ℓ
ρβ
.
Thus Error4 → 0 algebraically as soon as β ≤ 1, and if β ≥ 1 (then ρβ = 1) we use (2.33). In
dimension d ≥ 3, given η > 0, taking p large enough we get
|Error4| ≤ C|τ |β
1
2Nη(N
1
d ℓ)
d
2
−1
(
N
1
d ℓ
ρβ
)− 2
3
+η
.
If d = 3 this tends to 0 (algebraically) if (2.36) holds.
7.3.5. The fifth error term. By definition it is
(7.37) Error5 := t
pβχ(β)|ψ|pC1Nℓd(1 +N
2
d1d≥3)
which applied to (7.19) and with (7.24) gives
(7.38) |Error5| ≤ C|τ |pβ1−
p
2χ(β)(N
1
d ℓ)d−p−
pd
2 (1 +N
2
d1d≥3).
If d = 2, we take p = 2 and then
(7.39) |Error5| ≤ Cτ2
(
N
1
d ℓ
ρβ
)−2
which tends to 0. If d ≥ 3, we write instead, using that p ≥ 2 and again (2.11),
(7.40) |Error5| ≤ C|τ |pN
2
d
(
N
1
d ℓ
ρβ
)d(1− p
2
)−p
,
which is o(1) when (2.36) is satisfied.
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7.3.6. The sixth error term. It is by definition the term in (7.21), and inserting (7.19) and
(7.24), we find
|Error6| ≤ Cτ2χ(β)(N
1
d ℓ)−2 ≤ C
(
N
1
d ℓ
ρβ
)−2
.
This term always tends to 0, algebraically.
7.3.7. Conclusion. We may now conclude that all terms are o(1) under our assumptions. In
addition all terms tend to 0 in any dimension d ≥ 2 except possibly the fourth error term.
Hence a better rate R in Proposition 6.5 would suffice to obtain the CLT in all dimensions.
Moreover, a rate of convergence as a negative power of N
1
d ℓρ−1β is provided for most of the
error terms.
7.4. The case of small temperature - proof of Theorems 5 and 7. Here we may
assume β ≥ 1, so ρβ = 1 and the convergence rate will be in terms of N
1
d ℓ. In that case, we
choose instead t = sℓ2β−1(N
1
d ℓ)−1−
d
2 which is equivalent to taking τ = sβ−
1
2 , and we retrace
the same steps to find instead of (6.17)
(7.41)
∣∣∣logEPN,β (exp (−s(N 1d ℓ)1− d2Fluct(ξ)))+ sβ− 12m(ξ)− s2β−1v(ξ)∣∣∣ ≤
6∑
i=1
|Errori|.
The errors appearing here are each smaller than the respective errors produced in the previous
proofs because the extra factors in powers of β−
1
2 that appear are all ≤ 1. Hence we only
need to check that Error4 tends to 0 without the assumption (2.33) and (2.36). Here we have
|Error4| ≤


C
(
N
1
d ℓ
ρβ
)− 1
3
log
1
2d
N
1
d ℓ
ρβ
if d = 2
CN ε(N
1
d ℓ)−
1
6
+ε if d = 3.
This tends to 0 in dimension 2, and also in dimension 3 if (2.39) holds, concluding the proof.
Appendix A. Proof of Proposition 4.3
A.1. A preliminary bound on the potential near the charges. Let µ be a bounded
and C2 probability density on Rd, and let XN be in (R
d)N . We let h be as in (3.8) and
sometimes write hµ[XN ] to emphasize the XN and µ dependence. For any i = 1, . . . , N we
let
(A.1) h˜i(x) := h(x) − g(x− xi).
We will use in particular the notation of (3.16). We start by adapting to arbitrary dimensions
some results of [LS2].
Lemma A.1. Let ~η be such that ηi ≤ ri for each i. We have for i = 1, . . . , N
(A.2) h~η =
{
h outside B(xi, ηi)
h˜i (up to a constant) in each B(xi, ηi).
In particular, it holds that
(A.3)
ˆ
Rd
|∇h~η |2 =
ˆ
Rd\∪Ni=1B(xi,ri)
|∇h|2 +
N∑
i=1
ˆ
B(xi,ri)
|∇h˜i|2.
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Proof. The first point follows from (3.16) with (3.12) and the fact that the balls B(xi, ri)
are disjoint by definition hence the B(xi, ηi)’s as well. The second point is a straightforward
consequence of the first one. 
We let for i = 1, . . . , N
(A.4) λi(XN , µ) :=
ˆ
B(xi,ri)
|∇h˜i|2.
We will later often denote it simply by λi.
Lemma A.2. Assume µ ∈ Cσ for some σ > 0. For each i = 1, . . . , N , we have
‖∇h˜i‖L∞(B(xi, 12 ri)) ≤ Cr
− d
2
i λi(XN , µ)
1
2 +N‖µ‖L∞ri(A.5)
‖∇2h˜i‖L∞(B(xi, 12 ri)) ≤ Cr
−1− d
2
i λi(XN , µ)
1
2 +N(‖µ‖L∞ + |µ|Cσ(B(xi,ri))(A.6)
for some constant C depending only on d.
Proof. We exploit the fact that h˜i is regular in each B(xi, ri). Recall that h = g∗
(∑N
i=1 δxi −Nµ
)
so that
(A.7) h˜i = g ∗

∑
j 6=i
δxj −Nµ

 .
We may thus write h˜i as h˜i = u+ v where
(A.8) u = g ∗ (−Nµχi)
with χi a smooth nonnegative function such that χi = 1 in B(xi, ri) and χi = 0 outside of
B(xi, 2ri); and v solves
(A.9) −∆v = 0 in B(xi, ri).
Letting f(x) = v(xi + rix), f solves the relation ∆f = 0 in B(0, 1). Elliptic regularity
estimates for this equation yield for any integer m ≥ 1,
(A.10) ‖∇mf‖L∞(B(0, 1
2
)) ≤ C
(ˆ
B(0,1)
|∇f |2
) 1
2
.
Rescaling this relation, and using (A.4) we conclude that
(A.11)
‖∇v‖L∞(B(xi, 12 ri)) ≤
C
ri
(
1
rd−2i
ˆ
B(xi,ri)
|∇v|2
) 1
2
≤ C
r
d/2
i
(
λi(XN , µ) +
ˆ
B(xi,ri)
|∇u|2
) 1
2
,
and
(A.12) ‖∇2v‖L∞(B(xi, 12 ri)) ≤
C
r
1+ d
2
i
(
λi(XN , µ) +
ˆ
B(xi,ri)
|∇u|2
) 1
2
.
The assertions for u are obtained similarly by elliptic regularity and scaling. Inserting into
(A.11)–(A.12) and computing explicitly, we deduce that
(A.13) ‖∇v‖L∞(B(xi, 12 ri)) ≤
C
r
d/2
i
(
λi(XN , µ))
1
2 +N‖µ‖L∞r1+
d
2
i
)
,
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and
(A.14) ‖∇2v‖L∞(B(xi, 12 ri)) ≤
C
r
1+ d
2
i
(
λi(XN , µ))
1
2 +N‖µ‖L∞(rd−
s
2
i +N |µ|Cσ r
1+ d
2
i
)
.
Since also ‖∇u‖L∞(B(xi, 12 ri)) ≤ CN ri‖µ‖L∞ and
‖∇2u‖L∞(B(xi, 12 ri)) ≤ CN
(
‖µ‖L∞ + |µ|Cσ(B(xi,ri)
)
this concludes the proof.

A.2. Transporting electric fields.
Lemma A.3. Let X be a vector field on Rd and Φ a diffeomorphism and define
(A.15) Φ#X := (DΦ ◦ Φ−1)TX ◦Φ−1|detDΦ−1|.
Then
div (Φ#X) = Φ#(divX)
in the sense of distributions, and of push-forward of measures for the right-hand side.
Proof. Let φ be a smooth compactly supported test-function, and let f = divX (in the
distributional sense). We have − ´ X · ∇φ = ´ fφ, hence changing variables, we find
−
ˆ
Rd
X ◦ Φ−1 · ∇φ ◦ Φ−1|detDΦ−1| =
ˆ
Rd
(φ ◦ Φ−1)(f ◦Φ−1)|detDΦ−1|,
and writing ∇φ ◦ Φ−1 = (DΦ ◦ Φ−1)T∇(φ ◦Φ−1) we get
−
ˆ
Rd
X ◦ Φ−1 · (DΦ ◦Φ−1)T∇(φ ◦ Φ−1)|detDΦ−1| =
ˆ
Rd
φ ◦Φ−1f ◦Φ−1|detDΦ−1|.
Since this is true for any φ ◦ Φ−1 with φ smooth enough, we deduce that in the sense of
distributions, we have
div
(
(DΦ ◦ Φ−1)TX ◦Φ−1|detDΦ−1|
)
= f ◦Φ−1|detDΦ−1|.
which is the desired result. 
We now turn to the main proof.
A.3. Estimating the first derivative. We will denote ν = Φt#µ, and for any XN ∈ (Rd)N
we let YN := (Φt(x1), . . . ,Φt(xN )) = (y1, . . . , yN ), hence we let the t-dependence be implicit.
We use superscripts µ and ν to denote the background measure with respect to which h is
computed and sometimes use [XN ] or [YN ] to emphasize the configuration for which h is
computed. Let ~η be such that ηi ≤ ri. We wish to compute the energy of the transported
configuration by using the transported electric field Φt(#∇hµ[XN ]). The problem is that the
transport distorts the truncated measures δ
(ηi)
xi and makes them supported in ellipse-like sets
instead of spheres. A large part of our work will consist in estimating the error thus made.
For this we take a slightly different route than [LS2] which contained an incorrect passage.
Let us define
(A.16) E~η := Φt#(∇hµ~η [XN ]),
(A.17) δˆyi := Φt#δ
(ηi)
xi ,
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and
(A.18) hˆ := g ∗
(
N∑
i=1
δˆyi −Nν
)
.
Note that hˆ implicitly depends on ~η. By Lemma A.3, we have
(A.19) − divE~η = −Φt#(∆hµ~η [XN ]) = cd
(
N∑
i=1
δˆyi −Nν
)
thus
(A.20) div (E~η −∇hˆ) = 0.
By (A.20) and integration by parts (i.e. by L2 projection property) we have
(A.21)
ˆ
Rd
|E~η|2 =
ˆ
Rd
|∇hˆ|2 + |E~η −∇hˆ|2.
We also note that E~η = ∇hµ[XN ] in the interior of the set {Φt ≡ Id}.
Without loss of generality, we may assume that t|ψ|C1 < 12 . We now wish to estimate
Ξ(t)− Ξ(0) = FN (Φt(XN ), µt)− FN (XN , µ) = FN (YN , ν)− FN (XN , µ).
Step 1 (Splitting the comparison). Applying Lemma 3.1 yields
(A.22) FN (XN , µ) =
1
2cd
ˆ
Rd
|∇hµ~η [XN ]|2 −
1
2
N∑
i=1
g(ηi)−N
N∑
i=1
ˆ
Rd
fηi(x− xi)dµ(x)
and
FN (YN , ν) =
1
2cd
ˆ
Rd
|∇hν~η [YN ]|2 −
1
2
N∑
i=1
g(ηi)−N
N∑
i=1
ˆ
Rd
fηi(x− yi)dν(x).
Subtracting these relations and using (A.21) we find
(A.23) FN (YN , ν)− FN (XN , µ) = Main + Rem + Err− 1
2cd
ˆ
Rd
|E~η −∇hˆ|2
where
(A.24) Main :=
1
2cd
ˆ
Rd
|E~η|2 −
1
2cd
ˆ
Rd
|∇hµ~η [XN ]|2,
(A.25) Rem :=
1
2cd
ˆ
Rd
|∇hν~η [YN ]|2 −
1
2cd
ˆ
Rd
|∇hˆ|2
and
(A.26) Err := −N
N∑
i=1
ˆ
Rd
fηi(x− yi)dν(x) +N
N∑
i=1
ˆ
Rd
fηi(x− xi)dµ(x).
Step 2 (The main term). The term Main is evaluated by a simple change of variables using
(A.16):
(A.27) Main =
1
2cd
ˆ
Rd
(
|(DΦt)T∇hµ~η |2|detDΦ−1t ◦Φt| − |∇hµ~η |2
)
.
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Writing Φt = Id + tψ and linearizing yields after some computation
(A.28) Main =
t
2cd
ˆ
Uℓ
〈∇hµ~η ,A∇hµ~η 〉+O
(
t2
ˆ
Uℓ
|∇hµ~η |2|Dψ|2
)
where
(A.29) A = 2Dψ − (divψ)Id
and with an implicit constant depending only on d.
Step 3. We now set to evaluate quantities of the form
ˆ
Rd
f
(
δˆyi − δ(ηi)yi
)
for general functions f . By definition of δˆyi (A.17) we have
ˆ
Rd
f
(
δˆyi − δ(ηi)yi
)
= −
ˆ
∂B(xi,ηi)
f ◦Φt −−
ˆ
∂B(yi,ηi)
f = −
ˆ
∂B(yi,ηi)
f(Φt(x+ xi − yi))) − f.
Note that by definition of Φt and the definition of yi as xi + tψ(xi) we have
(A.30)
‖Φt(x+ xi − yi)− x‖L∞(B(yi,ηi)) = ‖tψ(x + xi − yi)− tψ(xi)‖L∞(B(yi,ηi)) ≤ tηi|ψ|C1(B(xi,ηi)).
It follows that
(A.31)
∣∣∣∣
ˆ
Rd
f
(
δˆyi − δ(ηi)yi
)∣∣∣∣ ≤ C|f |C1(B(yi,2ηi))‖Φt(x+ xi − yi)− x‖L∞(B(yi,ηi))
≤ Ctηi|ψ|C1(B(xi,ηi))|f |C1(B(xi,3ηi)).
We note that by (A.30) the supports of δ
(ηi)
yi and δˆyi are included in an annulus Ci of center yi,
inner radius ηi
(
1− t|ψ|C1(B(yi,ηi))
)
and outer radius ηi
(
1 + t|ψ|C1(B(yi,ηi))
)
and recall that
t|ψ|C1 < 12 . Linearizing in t we find that if f ∈ C2(Ci),
ˆ
Rd
f
(
δˆyi − δ(ηi)yi
)
= −
ˆ
∂B(yi,ηi)
∇f(x) · (Φt(x+ xi − yi)− x) +O
(
t2|f |C2(Ci)η2i |ψ|2C1(B(xi,ηi))
)(A.32)
= −
ˆ
∂B(yi,ηi)
∇f(x) · (−tψ(xi) + tψ(x+ xi − yi)) +O
(
t2|f |C2(Ci)η2i |ψ|2C1(B(xi,ηi))
)
= t−
ˆ
∂B(xi,ηi)
∇f(x+ yi − xi) · (ψ(x)− ψ(xi)) +O
(
t2|f |C2(Ci)η2i |ψ|2C1(B(xi,ηi))
)
.
Step 4 (The remainder term). Let us denote
(A.33) vi = g ∗
(
δˆyi − δ(ηi)yi
)
.
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By (A.18) we have hˆ = hν~η [YN ] +
∑N
i=1 vi. Thus, integrating by parts we find
2cdRem =
∑
i,j
ˆ
∇vi · ∇vj − 2
∑
i
ˆ
∇vi · ∇hˆ
(A.34)
= cd
∑
i,j
ˆ
vi
(
δˆyj − δ(ηj )yj
)
− 2cd
∑
i
ˆ
vi

δˆyi +∑
j 6=i
δˆyj −Nν


= −cd
∑
i
ˆ
vi(δˆyi + δ
(ηi)
yi ) + cd
∑
i6=j
ˆ
vi
(
δˆyj − δ(ηj )yj
)
− 2cd
∑
i
ˆ
vi

∑
j 6=i
δˆyj −Nν


: = 2cd(Rem1 +Rem2 +Rem3).
Substep 4.1.
Let us start by Rem1. We observe that
Rem1 =
1
2
∑
i
ˆ
g ∗ δ(ηi)yi δ(ηi)yi −
ˆ
g ∗ δˆyi δˆyi
=
1
2
∑
i
−
ˆ
∂B(yi,ηi)
−
ˆ
∂B(yi,ηi)
(g(Φt(x)− Φt(y))− g(x− y)) dxdy.
Breaking the double integral into |x− y| > δ and |x− y| ≤ δ we may write that
−
ˆ
∂B(yi,ηi)
−
ˆ
∂B(yi,ηi)
(g(Φt(x)− Φt(y))− g(x− y)) dxdy.
= O
(
−
ˆ
(∂B(yi,ηi))2,|x−y|≤Cδ
g(x− y)dxdy
)
+ t−
ˆ
(∂B(yi,ηi))2,|x−y|>δ
∇g(x− y) · (ψ(x)− ψ(y))
+O
(
t2|ψ|2C1(B(yi,ηi))−
ˆ
(∂B(yi,ηi))2,C|x−y|>δ
|x− y|2−d
)
.
Letting δ → 0 we find
−
ˆ
∂B(yi,ηi)
−
ˆ
∂B(yi,ηi)
(g(Φt(x)− Φt(y))− g(x− y)) dxdy
= t−
ˆ
(∂B(yi,ηi))2
∇g(x− y) · (ψ(x)− ψ(y)) +O
(
t2|ψ|2C1(B(yi,ηi))−
ˆ
(∂B(yi,ηi))2
|x− y|2−d
)
.
With this we claim that
(A.35) Rem1 =
t
2
N∑
i=1
η1−di −
ˆ
∂B(yi,ηi)
(ψ(x) − ψ(yi)) · ν +O
(
t2
N∑
i=1
η2−di |ψ|2C1(B(yi,ηi))
)
.
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To see this, introduce gηi = g ∗ δ(ηi)yi and observe that by symmetrizing the variables
−
ˆ
∂B(yi,ηi)
−
ˆ
∂B(yi,ηi)
∇g(x− y) · (ψ(x) − ψ(y))
= 2−
ˆ
∂B(yi,ηi)
−
ˆ
∂B(yi,ηi)
∇g(x− y) · (ψ(x) − ψ(yi))
and the right-hand side is equal to
ˆ
Rd
(ψ(x) − ψ(yi)) · divT∇gηi
where for any function h we let T∇h denote the stress-energy tensor
T∇h := 2(∇h) ⊗ (∇h)− |∇h|2Id,
see for instance [Se2, Lemma 4.2]. We have the identity divT∇h = 2∇h∆h for smooth
functions, and then notice that divT∇gηi = 0 away from ∂B(yi, ηi). The integral transforms
into a boundary integral equal to that of (A.35).
Substep 4.2.
We next turn to Rem2. Using (A.31) with f = g we have for j 6= i
(A.36)
∀x /∈ B(yi, ri), |vi|(x) ≤ C ηi|yi − x|d−1 t|ψ|C1(B(xi,ηi)), |∇vi|(x) ≤ C
ηi
|yi − x|d t|ψ|C1(B(xi,ηi)),
hence inserting into (A.31), we find
(A.37)
∣∣∣∣∣∣
∑
i
ˆ
Rd
vi
∑
j 6=i
(
δˆyj − δ(ηj )yj
)∣∣∣∣∣∣ ≤ Ct2
∑
i6=j
ηiηj
|yi − yj|d |ψ|
2
C1(B(xi,ηi))
.
We next split the sum into pairs at distance ≤ N−1/d which we control by Corollary 3.4
using that
ηiηj
|yi−yj |d ≤
1
|yi−yj |d−2 since ηi ≤ ri, and pairs at distance ≥ N
−1/d for which we use
ηiηj ≤ N−2/d and use Proposition 3.5. This way we conclude that
(A.38) |Rem2| ≤ Ct2|ψ|2C1(Uℓ)
(
FUℓ(YN , ν) +
1
2
(#IUℓ logN)1d=2 + C0#IUℓN
1− 2
d
)
.
Substep 4.3.
We finish by analyzing the term Rem3. By integration by parts, we may write
Rem3 =
ˆ
Rd
N∑
i=1
(
δ(ηi)yi − δˆyi
) (
h˜i,~η[YN ] + ui
)
where h˜i,~η[YN ] = h
ν
~η [YN ] − g(· − yi) and ui =
∑
j 6=i g ∗
(
δˆyj − δ(ηj )yj
)
. First by integration by
parts, ˆ
Rd
ui
(
δˆyi − δ(ηj )yi
)
=
ˆ
Rd
vi
∑
j 6=i
(
δˆyj − δ(ηj )yj
)
= 2Rem2
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which was already estimated. We also let h˜i[YN ] = h
ν [YN ]− g(·− yi) and observe that h˜i[YN ]
and h˜i,~η[YN ] coincide in B(yi, ηi). Using (A.32),(A.6) and Young’s inequality we deduce
N∑
i=1
ˆ
Rd
h˜i,~η[YN ]
(
δ(ηi)yi − δˆyi
)
− t
∑
i
−
ˆ
∂B(xi,ηi)
∇h˜i[YN ](x+ yi − xi) · (ψ(x)− ψ(xi))
= O
(
t2
∑
i
|h˜i[YN ]|C2(B(xi,2ηi))η2i |ψ|2C1(B(xi,ηi))
)
= O
(
t2
∑
i
|ψ|2C1(B(xi,ηi))η2i
(
Cr
−1− d
2
i λi(YN , ν)
1
2 +N(‖µ‖L∞ + |µ|Cσ(B(xi,ri))
))
= O
(
t2
∑
i
|ψ|2C1(B(xi,ri))
(
r2−di +
ˆ
B(xi,ri)
|∇hνr [YN ]|2 +N1−
2
d (‖µ‖L∞ + |µ|Cσ(B(xi,ri)
))
.
Using Lemma 3.3, we conclude that
(A.39) Rem3 = t
N∑
i=1
−
ˆ
∂B(xi,ηi)
∇h˜i[YN ](x+ yi − xi) · (ψ(x) − ψ(xi))
+ t2O
(
|ψ|2C1(Uℓ)
(
FUℓ(YN , ν) +
1
2
(#IUℓ logN)1d=2 + C0#IUℓN
1− 2
d
))
.
Step 5 (The error term (A.26)). First we write
−
ˆ
Rd
fηi(x− yi)dν +
ˆ
Rd
fηi(x− xi)dµ = −
ˆ
Rd
fηi(x− xi) (dν(x+ xi − yi)− dµ(x)) .
Then we may write ν(x − xi + yi) = Φˆt#ν = Φˆt(#Φt#µ) = (Φˆt ◦ Φt)#µ, where we let
Φˆt = Id + xi − yi = Id − tψ(xi). Since Φˆt ◦ Φt = Id + t(ψ − ψ(xi)), we may write in view of
Lemma 5.1 that
ν(x+ xi − yi) = µ− tdiv ((ψ − ψ(xi))µ) + u
with
‖u‖L∞ ≤ Ct2
(
|µ|C2‖ψ − ψ(xi)‖2L∞ + |ψ|2C1 + |ψ|C2‖ψ − ψ(xi)‖L∞
)
.
Thus
−
ˆ
Rd
fηi(x− yi)dν +
ˆ
Rd
fηi(x− xi)dµ = −t
ˆ
Rd
∇fηi · (ψ(x) − ψ(xi))dµ
+ t2O
((
1 + |µ|C2)|ψ|2C1 + ηi|ψ|C2 |ψ|C1
) ˆ
Rd
|fηi |
)
.
Using (3.14), summing over i and using ηi ≤ N−1/d we find
(A.40) Err = −tN
N∑
i=1
ˆ
Rd
∇fηi · (ψ(x) − ψ(xi))dµ(x)
+ t2O
(
N∑
i=1
(|ψ|2C1(B(xi,ηi)) + |ψ|C1(B(xi,ηi))|ψ|C2(B(xi,ηi))N−
1
d )N1−
2
d
)
.
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Step 6 (Conclusion). We now define
(A.41)
L :=
1
2cd
ˆ
∇hµ~η ·(2Dψ−(divψ)Id)∇hµ~η [XN ]+
N∑
i=1
−
ˆ
∂B(xi,ηi)
∇h˜i[YN ](x+yi−xi)·(ψ(x)− ψ(xi))
+
1
2
N∑
i=1
−
ˆ
∂B(yi,ηi)
η1−di ((ψ(x) − ψ(yi)) · ν)−N
N∑
i=1
ˆ
Rd
∇fηi · (ψ(x) − ψ(xi))dµ.
Combining (A.23), (A.26), (A.28), (A.38), (A.39) and (A.40), we find
(A.42) FN (YN , ν)− FN (XN , µ) + 1
2cd
ˆ
Rd
|E~η −∇hˆ|2 = tL+ t2O
(ˆ
Rd
|Dψ|2|∇hµ~η [XN ]|2
)
+t2O
(
(|ψ|2C1(Uℓ) + |ψ|C1(Uℓ)|ψ|C2(Uℓ)N−
1
d )
(
FUℓ(YN , ν) +
1
2
(#IUℓ logN)1d=2 + C0#IUℓN
1− 2
d
))
where the O depends on the norms of µ.
In particular
FN (YN , ν)− FN (XN , µ) ≤ tL+ o(t).
Dividing by t and letting t → 0, first with t > 0, then with t < 0, comparing with Proposi-
tion 4.1, we find that letting Ξ be as in (4.7), we have
(A.43) Ξ′(0) = A1(XN , ψ, µ) = lim
t→0
L
=
1
2cd
ˆ
Rd
∇hµ~η · (2Dψ − (divψ)Id)∇hµ~η +
N∑
i=1
−
ˆ
∂B(xi,ηi)
∇h˜i[XN ] · (ψ(x)− ψ(xi))
+
1
2
N∑
i=1
−
ˆ
∂B(xi,ηi)
η1−di ((ψ(x)− ψ(xi)) · ν)−N
N∑
i=1
ˆ
Rd
∇fηi · (ψ(x) − ψ(xi))dµ.
In addition, this implies that the quantity in the right-hand side is independent of the choice
of ~η as long as ηi ≤ ri. Taking ηi = 12 ri and bounding the terms in (A.43) we obtain
(A.44) |A1(XN , µ, ψ)| ≤ C
(ˆ
Rd
|∇hµ1
2
r
|2|Dψ|2 +
N∑
i=1
ri‖∇h˜i‖L∞(B(xi, 12 ri))|ψ|C1(B(xi, 12 ri))
+
N∑
i=1
r2−di |ψ|C1(B(xi, 12 ri)) +
N∑
i=1
|ψ|C1(B(xi, 12 ri))‖µ‖L∞N
1− 2
d
)
Using (A.5) and Young’s inequality, we deduce that
(A.45) |A1(XN , µ, ψ)| ≤ C
ˆ
Rd
|∇hµ1
2
r
|2|Dψ|2
+ C
N∑
i=1
|ψ|C1(B(xi, 12 ri))
(
r2−di +
ˆ
B(xi,ri)
|∇hµ1
2
r
[XN ]|2 +N1−
2
d ‖µ‖L∞)
)
which in view of Lemma 3.3 proves (4.12), from which it also follows that
|Ξ′(0)| ≤ C|ψ|C1(Uℓ)Ξ(0).
FLUCTUATIONS FOR COULOMB GASES 65
By the same reasoning, for every |t||ψ|C1 < 12 , we have |Ξ′(t)| ≤ C|ψ|C1Ξ(t). Thus applying
Gronwall’s lemma we deduce that if tC|ψ|C1 < 12 we have
(A.46) |Ξ(t)− Ξ(0)| ≤ CtΞ(0)
and thus also
(A.47) Ξ(t) ≤ CΞ(0)
proving (4.9). Comparing (A.46) and (A.42) we also find that
(A.48)
ˆ
Rd
|E~η −∇hˆ|2 ≤ CtΞ(0).
A.4. Estimating the second derivative. We now wish to bound |Ξ′′(t)|, which is new
compared to [LS2]. We have bounds for Rem′′ and Err′′ but not for Main′′. For that we need
to evaluate the Lipschitz norm in t of
´ 〈∇hµ~η [XN ],A∇hµ~η [XN ]〉 or more precisely boundˆ
Rd
〈∇hµ~η [YN ],A∇hν~η [YN ]〉 −
ˆ
Rd
〈∇hµ~η [XN ],A∇hµ~η [XN ]〉
where A = 2Dψ − (divψ)Id. To do so, we choose ~η = 14 r.
We start by observing that∣∣∣∣
ˆ
Rd
∇hˆ · A∇hˆ−
ˆ
Rd
E~η · AE~η
∣∣∣∣ ≤ C|ψ|C1‖∇hˆ− E~η‖L2(Uℓ)‖∇hˆ‖L2(Uℓ)
≤ 1
4cdt
ˆ
Uℓ
|∇hˆ− E~η|2 + Ct|ψ|2C1
ˆ
Uℓ
|∇hˆ|2
To control
´
Rd
|∇hˆ|2 we use (A.25) and the bounds on Rem1,Rem2,Rem3 obtained previously
to get
(A.49)
1
2cd
ˆ
Rd
|∇hˆ|2 ≤ Ξ(t) + Ct|ψ|C1Ξ(t) ≤ 2Ξ(t),
for t|ψ|C1 small enough. It follows that
(A.50)
∣∣∣∣
ˆ
Rd
∇hˆ · A∇hˆ−
ˆ
Rd
E~η · AE~η
∣∣∣∣ ≤ 14cdt
ˆ
Rd
|∇hˆ− E~η|2 + Ct|ψ|2C1Ξ(t).
Next, we show that
(A.51)
∣∣∣∣
ˆ
Rd
∇hˆ · A∇hˆ−
ˆ
Rd
∇hν~η [YN ] · A∇hν~η [YN ]
∣∣∣∣ ≤ Ct|ψ|2C1Ξ(t) +O(t2).
First we claim that
(A.52)
ˆ
Rd
|∇(hˆ− hν~η [YN ])|2 ≤ Ct|ψ|C1Ξ(t).
Indeed hν~η − hˆ =
∑N
i=1 vi (see (A.33)) hence
(A.53)
ˆ
Rd
|∇(hˆ− h~η)|2 =
N∑
i=1
ˆ
Rd
|∇vi|2 +
∑
i6=j
ˆ
Rd
∇vi · ∇vj .
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But the second term on the rhs is exactly Rem2 and we have seen in (A.38) that it is ≤
Ct2|ψ|2C1Ξ(t), so
(A.54)
∣∣∣∣∣
ˆ
Rd
|∇(hˆ− hν~η [YN ])|2 −
N∑
i=1
ˆ
Rd
|∇vi|2
∣∣∣∣∣ ≤ Ct2|ψ|2C1Ξ(t).
On the other handˆ
Rd
|∇vi|2 =
ˆ
Rd
g ∗ (δ(ηi)yi − δˆyi)(δ(ηi)yi − δˆyi)
= −
ˆ
Rd
g ∗ δ(ηi)yi δ(ηi)yi +
ˆ
Rd
g ∗ δˆyi δˆyi + 2
ˆ
Rd
g ∗ δ(ηi)yi
(
δ(ηi)yi − δˆyi
)
.
But g∗δ(ηi)yi = gηi by definition, it satisfies |Dgηi | ≤ η1−di so by (A.31) the last term is bounded
by Ctηi|ψ|η1−di . In addition the calculation of Rem1 gives us O(t|ψ|C1η2−di ) for the first two
terms. We conclude that
(A.55)
ˆ
Rd
|∇(hˆ− h~η)|2 ≤ Ct|ψ|C1
N∑
i=1
η2−di ≤ Ct|ψ|C1Ξ(t) +O(t2)
by choice of ηi =
1
4 ri and Lemma 3.3, which proves the claim.
Next, we note that by (A.36),
(A.56)
ˆ
B(yi,2ηi)c
|∇vi|2 ≤ Ct2η2i |ψ|2C1(B(xi,ηi))
ˆ
|x|≥2ηi
1
|x|2d dx ≤ Ct
2η2−di |ψ|2C1(B(xi,ηi)).
Thus, using again the result of Lemma 3.3 and combining with (A.54) we deduce that
(A.57)
∣∣∣∣∣
ˆ
Rd
|∇(hˆ− h~η)|2 −
N∑
i=1
ˆ
B(yi,2ηi)
|∇vi|2
∣∣∣∣∣ ≤ Ct2|ψ|2C1Ξ(t).
We can now evaluate
(A.58)
ˆ
B(yi,2ηi)
|∇(hˆ− hν~η [YN ]− vi)|2
=
ˆ
B(yi,2ηi)
|∇(hˆ− hν~η [YN ])|2 −
ˆ
B(yi,2ηi)
|∇vi|2 − 2
ˆ
B(yi,2ηi)
∇vi · (
∑
j 6=i
∇vj).
Using that vj is harmonic in B(yi, 2ηi) for j 6= i, we then write
∑
j 6=i
ˆ
B(yi,2ηi)
∇vi · ∇vj =
ˆ
∂B(yi,2ηi)
vi
∂vj
∂n
≤ t2|ψ|2C1η2−di ηd−1i
ηj
|yj − yi|d
where we used (A.36). Summing over i and using (A.57) and Proposition 3.5 combined with
Corollary 3.4 we thus find
(A.59)
N∑
i=1
ˆ
B(yi,2ηi)
|∇(hˆ− hν~η [YN ]− vi)|2 ≤ Ct2|ψ|2C1(Uℓ)Ξ(t) + Ct2|ψ|2C1(Uℓ)
∑
i6=j
ηiηj
|yi − yj|d
≤ Ct2|ψ|2C1(Uℓ)Ξ(t),
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and combining with (A.54) and (A.57), we deduce that
(A.60)
ˆ
Rd\∪iB(yi,2ηi)
|∇(hˆ− hν~η)|2 ≤ Ct2|ψ|2C1(Uℓ)Ξ(t).
To prove (A.51), in view of (A.52) it suffices to show that
(A.61)
ˆ
|∇(hν~η [YN ]− hˆ)||A||∇hν~η [YN ]| ≤ Ct|ψ|2C1Ξ(t).
We break the integral into ∪iB(xi, ηi) and the complement. In the complement, the bound
comes from (A.60) and Cauchy-Schwarz, using that |A| ≤ |ψ|C1 and that
´ |∇h~η |2 ≤ CΞ(t)
by Lemma 3.2 and we deduce
(A.62)
ˆ
Rd\∪iB(xi,2ηi)
|∇(hν~η [YN ]− hˆ)||A||∇hν~η [YN ]| ≤ Ct|ψ|2Ξ(t).
There remains to study the contribution in ∪iB(yi, 2ηi). We may bound it by
(A.63)ˆ
B(yi,2ηi)
|∇vi||A||∇g∗δ(ηi)yi |+
ˆ
B(yi,2ηi)
|∇vi||A||∇h˜i[YN ]|+
ˆ
B(yi,2ηi)
|∇(h˜−hν~η−vi)||A||∇hν~η |.
Here we noted that hν~η [YN ]− g ∗ δyi coincides with h˜i[YN ] in B(xi, 2ηi) because 2ηi ≤ ri.
We bound the first piece by computing explicitly. We recall that∇g∗δ(ηi)yi = (∇g)1|x−yi|≥ηi .
We compute that for x /∈ ∂B(yi, ηi),
∇vi(x) = −
ˆ
∂B(xi,2ηi)
∇g(x− y − tψ(y))−∇g(x− y + xi − yi)
= t−
ˆ
∂B(xi,2ηi)
D2g(x− y) · (ψ(xi)− ψ(x) + ψ(x) − ψ(y)) +ON (t2).
We break the right-hand side into
tD2g ∗ δyi(ψ(xi)− ψ(x)) +O
(
t|ψ|C1−
ˆ
∂B(yi,2ηi)
|x− y|1−d
)
+O(t2).
Of course this makes sense by slightly smoothing out δ
(ηi)
yi . We deduce that
(A.64)
ˆ
B(yi,2ηi)
|∇vi|
≤ Ct|ψ|C1
ˆ
B(xi,2ηi)
|D2gηi(x− xi)|ηi + Ct|ψ|C1
ˆ
B(xi,2ηi)
−
ˆ
∂B(yi,2ηi)
dxdy
|x− y|d−1 +O(t
2)
≤ Ct|ψ|C1ηi +O(t2).
For the last relation we have used that |D2gηi | is a measure with a singular part of mass ≤ C
on ∂B(yi, ηi) and a diffuse part of density ≤ η−di in B(yi, 2ηi)\B(yi, ηi).
Thus we conclude that
N∑
i=1
ˆ
B(yi,2ηi)
|∇vi||A||∇g ∗ δ(ηi)yi | ≤ Ct|ψ|2C1
∑
i
η2−di ≤ Ct|ψ|2C1Ξ(t).
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For the second piece in (A.63) we bound |∇h˜i[YN ]| via (A.5), noticing that B(yi, 2ηi) ⊂
B(xi,
1
2 ri). Combining with (A.64), we findˆ
B(yi,2ηi)
|∇vi||A||∇h˜i[YN ]| ≤ Ct|ψ|2C1ηi
(
r
− d
2
i λ
1
2
i +N ri‖µ‖L∞
)
+O(t2).
Summing we obtain
N∑
i=1
ˆ
B(yi,2ηi)
|∇vi||A||∇h˜i[YN ]|
≤ Ct|ψ|2C1
(
N∑
i=1
r2−di + λi +N
N∑
i=1
r2i
)
+O(t2) ≤ Ct|ψ|2C1Ξ(t) +O(t2).
Using again Lemma 3.3, this concludes the evaluation of (A.63) and combining with (A.62)
we have finished the proof of (A.61) hence of (A.51).
Finally, since Eη = Φt#∇hµ~η [XN ] we check with a change of variables and direct calculations
that∣∣∣∣
ˆ
Rd
E~η · AE~η −
ˆ
Rd
∇hµ~η [XN ],A∇hµ~η [XN ]
∣∣∣∣
≤ Ct
ˆ
Rd
|∇hµ~η [XN ]|2|Dψ|+ t
ˆ
Rd
|D2ψ||ψ||∇hµ~η [XN ]|2 +O(t2)
≤ Ct (|ψ|C1 + |ψ|C2‖ψ‖L∞) Ξ(0) +O(t2)
when we used ~η = 14 r and Lemma 3.3.
Combining with (A.51) and (A.50) we then bound
(A.65)
∣∣∣∣
ˆ
Rd
∇hν~η [YN ] · A∇hν~η [YN ]−
ˆ
Rd
∇hµ~η [XN ]) · A∇hµ~η [XN ]
∣∣∣∣
≤ Ct|ψ|2C1(Uℓ)Ξ(t) +Ct(|ψ|C1(Uℓ) + |ψ|C2(Uℓ)|ψ|L∞(Uℓ))Ξ(0) +
1
4cdt
ˆ
Rd
|∇hˆ− E~η|2 +O(t2).
In view of (A.28), this bounds Main′(t)−Main′(0).
Letting ϕ(t) = Main(t) + Rem(t) + Err(t), we have by (A.23)
(A.66) Ξ(t)− Ξ(0) = ϕ(t)− 1
2cd
ˆ
Rd
|∇hˆ− E~η|2,
and ϕ(0) = 0, and we thus have obtained that Ξ′(0) = ϕ′(0) and (using (A.47), (A.42))
(A.67) ϕ(t) = tϕ′(0) +O(t2(|ψ|2C1 + |ψ|C1 |ψ|C2N−
1
d )Ξ(0))
and
(A.68) |ϕ′(t)− ϕ′(0)| ≤ C(|ψ|2C1 + |ψ|C2‖ψ‖L∞)t+
1
4cdt
ˆ
Rd
|∇hˆ− E~η|2.
We thus have
Ξ(t)− Ξ(0) ≤ tϕ′(0) + Ct2(|ψ|2C1 + ‖ψ‖L∞ |ψ|C2 + |ψ|C1 |ψ|C2N−
1
d )Ξ(0).
Exchanging the roles of YN and XN , we would obtain in the same way
Ξ(0)− Ξ(t) ≤ −tϕ′(t) + Ct2(|ψ|2C1 + ‖ψ‖L∞ |ψ|C2 + |ψ|C1 |ψ|C2N−
1
d )Ξ(t).
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We deduce, using Ξ′(0) = ϕ′(0) and (A.46), that if t is small enough
t(ϕ′(t)− ϕ′(0)) − Ct2(|ψ|2C1 + ‖ψ‖L∞ |ψ|C2 + |ψ|C1 |ψ|C2N−
1
d )Ξ(0) ≤ Ξ(t)− Ξ(0)− tΞ′(0)
≤ Ct2(|ψ|2C1 + ‖ψ‖L∞ |ψ|C2 + |ψ|C1 |ψ|C2N−
1
d )Ξ(0)
hence inserting (A.68)
|Ξ(t)−Ξ(0)− tΞ′(0)| ≤ Ct2(|ψ|2C1 +‖ψ‖L∞ |ψ|C2 + |ψ|C1 |ψ|C2N−
1
d )Ξ(0)+
1
4cd
ˆ
Rd
|∇hˆ−E~η|2.
On the other hand, the left-hand side is also equal by (A.66) and (A.67) to
ϕ(t)− tϕ′(0)− 1
2cd
ˆ
Rd
|∇hˆ−E~η|2 = O(t2(|ψ|2C1 + |ψ|C1 |ψ|C2N−
1
d )Ξ(0))− 1
2cd
ˆ
Rd
|∇hˆ−E~η|2.
Combining the two we deduce that
(A.69)
ˆ
Rd
|∇hˆ− E~η|2 ≤ Ct2(|ψ|2C1 + ‖ψ‖L∞ |ψ|C2 + |ψ|C1 |ψ|C2N−
1
d )Ξ(0)
and
|Ξ(t)− Ξ(0)− tΞ′(0)| ≤ Ct2(|ψ|2C1 + ‖ψ‖L∞ |ψ|C2 + |ψ|C1 |ψ|C2N−
1
d )Ξ(0)
yielding
|Ξ′′(0)| ≤ C(|ψ|2C1 + ‖ψ‖L∞ |ψ|C2 + |ψ|C1 |ψ|C2N−
1
d )Ξ(0).
We have thus proved the desired results at t = 0. The same reasoning applied near t allows
to conclude with (A.46) that (4.9) and (4.10) hold.
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