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Abstract
In this paper, we define a matrix which we call Vieta matrix and calculate
its determinant:

1 1 · · · 1
a2 + a3 + · · ·+ an a1 + a3 + · · ·+ an · · · a1 + a2 + · · ·+ an−1
a2a3 + a2a4 + · · ·+ an−1an a1a3 + a1a4 + · · ·+ an−1an · · · a1a2 + a1a3 + · · ·+ an−2an−1
...
...
. . .
...
a2a3 . . . an−1an a1a3 . . . an−1an · · · a1a2 . . . an−2an−1


Keywords: Vieta’s formula, matrix, determinant
2010 MSC: 15A15
1. Introduction
The determinant of a square matrix can be calculated by Leibnitz formula
or Laplace formula. Especially, the determinant of a 3 × 3 matrix can be
calculated by rule of Sarrus. Generally, the determinants of 3 × 3 matrices
can be easily calculated, but 4× 4 and more are so difficult. In some cases,
the determinants of n×n matrices can be formulated, such as Vandermonde
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matrix: 

1 1 1 · · · 1
a1 a2 a3 · · · an
a21 a
2
2 a
2
3 · · · a
2
n
...
...
...
. . .
...
an−11 a
n−1
2 a
n−1
3 · · · a
n−1
n


.
The determinant of Vandermonde matrix is
∏
k>i
(ak − ai) .
In this paper, we define a matrix which we call Vieta matrix:


1 1 1 · · · 1
a2 + a3 + · · ·+ an a1 + a3 + · · ·+ an a1 + a2 + · · ·+ an · · · a1 + a2 + · · ·+ an−1
a2a3 + a2a4 + · · ·+ an−1an a1a3 + a1a4 + · · ·+ an−1an a1a2 + a1a4 + · · ·+ an−1an · · · a1a2 + a1a3 + · · ·+ an−2an−1
...
...
...
. . .
...
a2a3 . . . an−1an a1a3 . . . an−1an a1a2 . . . an−1an · · · a1a2 . . . an−2an−1


(1)
and we calculate its determinant. Also, we give some applications of it.
2. The Determinant of Vieta Matrix
Definition 1. We state that the matrix given by the formula (1) is the Vieta
matrix of the complex numbers a1, a2, . . . , an. It is equal to the following(
1 1
a2 a1
)
for n = 2, 

1 1 1
a2 + a3 a1 + a3 a1 + a2
a2a3 a1a3 a1a2


2
for n = 3 and


1 1 1 1
a2 + a3 + a4 a1 + a3 + a4 a1 + a2 + a4 a1 + a2 + a3
a2a3 + a2a4 + a3a4 a1a3 + a1a4 + a3a4 a1a2 + a1a4 + a2a4 a1a2 + a1a3 + a2a3
a2a3a4 a1a3a4 a1a2a4 a1a2a3


for n = 4.
One can easily calculate that the determinants of the above matrices are
a1 − a2,
(a1 − a2) (a1 − a3) (a2 − a3) ,
and
(a1 − a2) (a1 − a3) (a1 − a4) (a2 − a3) (a2 − a4) (a3 − a4)
respectively. Now we prove that the determinant of the Vieta matrix is
∏
1≤i<k≤n
(ai − ak) (2)
in the general case by the following theorem:
Theorem 1. The determinant of the Vieta matrix (1) is equal to the product
in the formula (2).
Proof. It is obvious that if at least two numbers of a1, a2, . . . , an are equal
to 0, then the last row of the matrix (1) is the zero vector, and so, the
determinant is 0. Assume that the numbers a1, a2, . . . , an include at most
one zero. We now use the induction method. For n = 2, the determinant of
the Vieta matrix (
1 1
a2 a1
)
is a1 − a2. We assume that the assertion is valid for n, i.e. the determinant
3
of the matrix (1) is equal to the expression (2) for any n complex numbers.
We show that the assertion is valid for n+1. First, we assume that an+1 = 0.
Then, we have
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1 1
a2 + a3 + · · ·+ an a1 + a3 + · · ·+ an · · · a1 + a2 + · · ·+ an−1 a1 + a2 + · · ·+ an
a2a3 + a2a4 + · · ·+ an−1an a1a3 + a1a4 + · · ·+ an−1an · · · a1a2 + a1a3 + · · ·+ an−2an−1 a1a2 + a1a3 + · · ·+ an−1an
...
...
. . .
...
...
0 0 · · · 0 a1a2 . . . an−1an
∣∣∣∣∣∣∣∣∣∣∣∣∣
= a1a2 . . . an
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
a2 + a3 + · · ·+ an a1 + a3 + · · ·+ an · · · a1 + a2 + · · ·+ an−1
a2a3 + a2a4 + · · ·+ an−1an a1a3 + a1a4 + · · ·+ an−1an · · · a1a2 + a1a3 + · · ·+ an−2an−1
...
...
. . .
...
a2a3 . . . an−1an a1a3 . . . an−1an · · · a1a2 . . . an−2an−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= a1a2 . . . an
∏
1≤i<k≤n
(ai − ak) =
∏
1≤i<k≤n+1
(ai − ak) .
Now, we assume that an+1 6= 0 and define a function f : C → C by the
following:
f (x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1 1
a2 + a3 + · · ·+ an + x a1 + a3 + · · ·+ an + x · · · a1 + a2 + · · ·+ an−1 + x a1 + a2 + · · ·+ an
a2a3 + a2a4 + · · ·+ a2x+ a3a4 + · · ·+ anx a1a3 + a1a4 + · · ·+ a1x+ a3a4 + · · ·+ anx · · · a1a2 + a1a3 + · · ·+ a1x+ a2a3 + · · ·+ an−1x a1a2 + a1a3 + · · ·+ an−1an
...
...
. . .
...
...
a2a3 . . . anx a1a3 . . . anx · · · a1a2 . . . an−1x a1a2 . . . an−1an
∣∣∣∣∣∣∣∣∣∣∣∣∣
(3)
Note that f is the Vieta determinant of the numbers a1, a2, . . . , an, x. It is
obvious that the function f is a polynomial whose degree is at most n and
it is equal to zero at the points a1, a2, . . . an. Then, it has the form
f (x) = A (x− a1) (x− a2) . . . (x− an) , (4)
where A is a complex constant. We now find the number A. By writing
x = 0 in (3) and (4), we have the following
A (−1)n a1a2 . . . an = f (0) =
4
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1 1
a2 + a3 + · · ·+ an a1 + a3 + · · ·+ an · · · a1 + a2 + · · ·+ an−1 a1 + a2 + · · ·+ an
a2a3 + a2a4 + · · ·+ an−1an a1a3 + a1a4 + · · ·+ an−1an · · · a1a2 + a1a3 + · · ·+ an−2an−1 a1a2 + a1a3 + · · ·+ an−1an
...
...
. . .
...
...
0 0 · · · 0 a1a2 . . . an−1an
∣∣∣∣∣∣∣∣∣∣∣∣∣
= a1a2 . . . an
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
a2 + a3 + · · ·+ an a1 + a3 + · · ·+ an · · · a1 + a2 + · · ·+ an−1
a2a3 + a2a4 + · · ·+ an−1an a1a3 + a1a4 + · · ·+ an−1an · · · a1a2 + a1a3 + · · ·+ an−2an−1
...
...
. . .
...
a2a3 . . . an−1an a1a3 . . . an−1an · · · a1a2 . . . an−2an−1
∣∣∣∣∣∣∣∣∣∣∣∣∣
= a1a2 . . . an
∏
1≤i<k≤n
(ai − ak) .
By the assumption a1a2 . . . an 6= 0, we obtain
A = (−1)n
∏
1≤i<k≤n
(ai − ak) .
Hence, we can rewrite the function f as follows:
f (x) =
(
(−1)n
∏
1≤i<k≤n
(ai − ak)
)
(x− a1) (x− a2) . . . (x− an) .
If we write x = an+1 in the above expression, we have
f (an+1) = (an+1 − a1) (an+1 − a2) . . . (an+1 − an) (−1)
n
∏
1≤i<k≤n
(ai − ak)
=
∏
1≤i<k≤n+1
(ai − ak) .
This completes the proof.
Corollary 1. Let a1, a2, . . . , an and c be arbitrary elements in an integral
domain. Then the Vieta determinants of the elements a1, a2, . . . , an and
a1 − c, a2 − c, . . . , an − c are equal to each other.
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3. Some Applications of Vieta Matrix
3.1. Wronskian of some polynomials
Let a1, a2, . . . , an ∈ C. Consider the polynomials
p1 (x) = (x− a2) (x− a3) . . . (x− an) ,
p2 (x) = (x− a1) (x− a3) . . . (x− an) ,
...
pn (x) = (x− a1) (x− a2) . . . (x− an−1) .
We now find the Wronskian of these polynomials, i.e. calculate the following
W [p1, p2, . . . , pn] (x) =
∣∣∣∣∣∣∣∣∣∣
p1 (x) p2 (x) · · · pn (x)
p′1 (x) p
′
2 (x) · · · p
′
n (x)
...
...
. . .
...
p
(n−1)
1 (x) p
(n−1)
2 (x) · · · p
(n−1)
n (x)
∣∣∣∣∣∣∣∣∣∣
. (5)
Note that the polynomials p1, p2, . . . , pn can be rewritten as follows:
p1 (x) = x
n−1 − (a2 + a3 + · · ·+ an) x
n−2 + (a2a3 + a2a4 + · · ·+ an−1an) x
n−3 + · · ·+ (−1)n−1 a2a3 . . . an,
p2 (x) = x
n−1 − (a1 + a3 + · · ·+ an) x
n−2 + (a1a3 + a1a4 + · · ·+ an−1an) x
n−3 + · · ·+ (−1)n−1 a1a3 . . . an,
...
pn (x) = x
n−1 − (a1 + a2 + · · ·+ an−1)x
n−2 + (a1a2 + a1a3 + · · ·+ an−2an−1) x
n−3 + · · ·+ (−1)n−1 a1a2 . . . an−1.
(6)
Furthermore, each of the functions p1, p2, . . . , pn is a solution of the linear
differential equation yn = 0. Then, the Wronskian W [p1, p2, . . . , pn] (x) is
independent of the variable x by Abel’s identity, see [1]. So, it is equal to
the value W [p1, p2, . . . , pn] (0), i.e.
W [p1, p2, . . . , pn] (x) = W [p1, p2, . . . , pn] (0) . (7)
By the relations (5), (6), (7) and, Theorem 1 we have
W [p1, p2, . . . , pn] (x) =
6
∣∣∣∣∣∣∣∣∣∣
(−1)n−1 a2a3 . . . an−1an (−1)
n−1
a1a3 . . . an−1an · · · (−1)
n−1
a1a2 . . . an−2an−1
...
...
. . .
...
− (n− 2)! (a2 + a3 + · · ·+ an) − (n− 2)! (a1 + a3 + · · ·+ an) · · · − (n− 2)! (a1 + a2 + · · ·+ an−1)
(n− 1)! (n− 1)! · · · (n− 1)!
∣∣∣∣∣∣∣∣∣∣
=
n−1∏
k=0
k!
∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
a2 + a3 + · · ·+ an a1 + a3 + · · ·+ an · · · a1 + a2 + · · ·+ an−1
...
...
. . .
...
a2a3 . . . an−1an a1a3 . . . an−1an · · · a1a2 . . . an−2an−1
∣∣∣∣∣∣∣∣∣∣
=
n−1∏
k=0
k! ·
∏
1≤i<k≤n
(ai − ak) .
3.2. Jacobian of some functions
Consider the functions
f1 (x1, x2, . . . , xn) = x1 + x2 + · · ·+ xn,
f2 (x1, x2, . . . , xn) = x1x2 + x1x3 + · · ·+ xn−1xn,
...
fn (x1, x2, . . . , xn) = x1x2 . . . xn.
If we calculate the Jacobian of the functions f1, f2, . . . , fn by using Theorem
1, we have ∣∣∣∣∣∣∣∣∣∣∣∣∣∣
∂f1
∂x1
∂f1
∂x2
· · ·
∂f1
∂xn
∂f2
∂x1
∂f2
∂x2
· · ·
∂f2
∂xn
...
...
. . .
...
∂fn
∂x1
∂fn
∂x2
· · ·
∂fn
∂xn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
x2 + x3 + · · ·+ xn x1 + x3 + · · ·+ xn · · · x1 + x2 + · · ·+ xn−1
...
...
. . .
...
x2x3 . . . xn−1xn x1x3 . . . xn−1xn · · · x1x2 . . . xn−2xn−1
∣∣∣∣∣∣∣∣∣∣
7
=
∏
1≤i<k≤n
(xi − xk) .
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