Abstract. We prove the existence of maximizers for a general family of restrictions operators, up to the end-point. We also provide some counterxamples in the end-point case.
In the sequel we shall denote by dµ any positive measure on R d ξ . For every fixed dµ we define
Given two Banach spaces X, Y we denote by L(X, Y ) the space of linear and continuous operators between X and Y . 
). Definition 0.2. Assume that dµ satisfies (RC) p then we say that there is a maximizer for T µ w.r.t. p provided that there existsĥ ∈ L 2 (dµ) such that:
and
) . Definition 0.3. Assume that dµ satisfies (RC) p then we say thatĥ n ∈ L 2 (dµ) is a maximizing sequence for T µ w.r.t. p provided that: ĥ n L 2 (dµ) = 1 and lim
. We have the following Theorem 0.1. Let dµ be a positive compactly supported measure on R d ξ and let p 0 (µ) = inf {1 ≤ p ≤ ∞|(RC) p holds for dµ}.
Then for every max{2, p 0 (µ)} < p ≤ ∞ there exists a maximizer for T µ w.r.t. p. More precisely for every maximizing sequenceĥ n (ξ) for T µ w.r.t. p, there exists
In order to treat the case p = ∞ we shall use the following general fact whose proof is inspired by ( [1] , [4] ).
Proposition 0.1. Let H be a Hilbert space and
Remark 0.1. The main difference between Proposition 0.1 and Lemma 2.7 in [4] is that we only need to assume weak convergence in the Hilbert space H for the maximizing sequence h n . On the other hand the argument in [4] works for operators defined between general Lebesgue spaces and not necessarily in the Hilbert spaces framework.
Remark 0.2. We shall use Proposition 0.1 by choosing H = L 2 (dµ). The main point is that in the assumptions of Proposition 0.1 we do not assume a-priori the almost everywhere convergence of the maximizing sequence (which in our concrete context cannot be easily checked).
Next result shows that in general Theorem 0.1 cannot be extended to the endpoint case p = p 0 (µ). For every M > 0 we consider the compactly supported measures:
where we have denoted in general by δ S the flat measure on S.
Remark 0.3. Notice that the restriction operators associated to the measures dµ 
w.r.t. to p=6, p=4, p=4 (respectively) provided that M = ∞.
Remark 0.4. In [2] it is proved the existence of maximizers for the restriction on the sphere S 2 w.r.t. to p = 4 (which turns out to be the end-point value for the restriction on S 2 ). In the best of our knowledge this is the unique result concerning existence of maximizers for the end-point restriction problem on a compact manifold.
Proof of Theorem 0.2
We work with dµ 1 M (the same argument works for dµ 2 M and dσ M ). Notice that validity of (RC) 6 for dµ
Moreover the maximization problem
is equivalent to
On the other hand by an elementary rescaling argument we get:
By the previous identity it is easy to deduce that if a maximizer exists for (1.1) then it is necessarily a maximizer for
but this is absurd since by [3] there are no maximizers for (1.3) which are compactly supported in the Fourier variables. 
and by the hypothesis (3) in the Proposition we get
In particular since h n is by hypothesis a maximizing sequence for T we get
where we have used the inequality
provided that t ≤ 1. The estimate above implies
In particular the previous estimate implies
. On the other hand by (2.1) we can deduce (1)). Notice that either h n −h H = o(1) (and in this case we can conclude) or (up to subsequence) inf
In particular by (2) we get
and equivalently (1)). By combining the first identity in (2.1) with (2.3) and (2.6) we get
. Since we are assuming p ∈ (2, ∞) it is easy to deduce by a convexity argument that the previous inequality implies h H = 1 and h n −h Proof of Thm 0.1 The case p = ∞ Letĥ n ∈ L 2 (dµ) be a maximizing sequence for T µ w.r.t. p (where p is as in the assumptions). First step: there is a sequence x n ∈ R d such thatĝ n (ξ) = e ixn·ξĥ n (ξ) has a weak limit different from zero in L 2 (dµ)
In order to verify this property we prove that there is x n such that T µ ((e ixn·ξĥ n (ξ)) = τ xn T µ (ĥ n (ξ)) has a weak limit different from zero (here τ y denotes the translation of vector y). Notice that by definition we have
By using the (RC)p condition for a suitable p 0 (µ) <p < p we get
and hence
Next notice that we have the following inequality:
where
By combining this fact with (2.8) and (2.9) we deduce (2.10)
Notice also that we have (by compactness of the support of dµ)
(where dµ = 1dµ). Hence
By (2.10) there exist x n such that
On the other hand by (2.11) we get
are uniformly bounded and hence by the Ascoli-Arzelá Theorem
has an uniform limit in B(0, 1). By (2.12) the limit has to be different from zero. Second step: conclusion of the proof
. Henceĝ n is a maximizing sequence for T µ . On the other hand by the previous step it is easy to check that all the hypothesis of Proposition 0.1 are satisfied if we choose T = T µ , H = L 2 (dµ) and we fix as a maximizing sequenceĝ n . The case p = ∞ Following the computations done above we have that
and moreover (2.13) sup
In particular there is a sequence x n ∈ R d such that
. As in the previous case we introduceĝ n = e ixn·ξĥ (ξ) and it is easy to deduce that g n is still maximizing sequence with the extra property that (2.14) lim
. By the Ascoli-Arzelá theorem (that can be applied due to (2.13)) in conjunction with (2.14) we conclude that ifḡ is the the weak limit ofĝ n in L 2 (dµ) then necessarily
. On the other hand by semicontinuity of the norm L 2 (dµ) we have that ḡ L 2 (dµ) ≤ 1. By combining this fact with the definition of T µ L(L 2 (dµ),L ∞ (R d x )) we easily deduce that ḡ L 2 (dµ) = 1 and henceĝ n is compact in L 2 (dµ).
