Collective human behavior drives a wide range of social, political, and technological phenomena in the modern world. However, while the correlated activity of one or two individuals is partially understood, it remains unclear if and how these simple low-order correlations give rise to the complex large-scale patterns characteristic of human experience. Here we show that networks of email and private message correspondence exhibit surges of collective activity, which cannot be explained by assuming that humans act independently. Intuitively, this collective behavior could arise from shared daily and weekly rhythms, or from complicated correlations between large groups of individuals. Instead, we find that large-scale patterns of activity can be understood as emerging naturally from the network of simple pairwise correlations between individuals in a population. To arrive at this conclusion, we employ the principle of maximum entropy from information theory, making our model equivalent to an Ising model. Interestingly, the structure of learned Ising interactions in our modelchosen only to account for pairwise correlations in the data-closely corresponds to the network of inter-human communication in the population. Together, these results highlight the importance of thinking carefully about fine-scale correlations as possible building blocks for large-scale patterns of human behavior, a perspective that has notably lacked sufficient investigation.
I. INTRODUCTION
In the study of human behavior, as in the study of physical and biological systems, most research has focused on understanding the actions of one or two elements at a time. It has been observed, for instance, that individuals engage in "bursts" of actions in quick succession [1] [2] [3] , and significant effort has concentrated on understanding the correlated activity of pairs and triplets of individuals [3, 4] . But if we broaden our perspective to an entire population, it becomes increasingly clear that humans also exhibit large-scale patterns of correlated activity. For example, urban transportation systems exhibit surges of correlated activity known as traffic jams [5] , emergency responders are increasingly required to handle correlated spikes in demand [6] , and internet and telephone networks must be designed to withstand surges of activity [7, 8] . But where do these large-scale correlations come from? Are they always the result of some shared external influence? Or can fine-scale correlations between individuals build upon one another to have a large-scale impact on a population as a whole?
Existing explanations for large-scale correlations in human activity have focused primarily on external mechanisms, such as fluctuations in urban traffic based on the time of the week [5] or spikes in demand for emergency services in response to natural disasters [6] . While external influences are an important part of the story, such explanations are inherently limited by their reliance on context-specific mechanisms like daily and weekly rhythms and natural disasters. By contrast, relatively little research has investigated the role of fine-scale correlations in generating large-scale patterns of activity from within a population [9, 10] . Indeed, interactions between individuals are present in almost every context, providing the possibility for a much more general explanation for the emergence of large-scale correlations in human behavior. If correct, the hypothesis that population-wide patterns of activity can arise naturally from fine-scale correlations within a population will aid in the development of more accurate models of collective human behavior. Such models, in turn, have important implications for resource allocation in communication [8] and transportation [5] networks, understanding social organization [11] , and preventing viral epidemics [12] .
While the possibility of fine-scale correlations to generate large-scale behaviors has remained relatively unexplored in the context of human activity, similar approaches have proven fruitful in the description of complex systems in physics, neuroscience, and biology. For example, the thermodynamic laws governing a volume of gas can be derived from the microscopic properties of its constituent particles using tools from statistical mechanics [13] , and the collective behavior of hundreds of neurons in the brain can be predicted from the correlated activity of just two or three neurons at a time [14, 15] . Here, we draw inspiration from these seminal results to study the power of fine-scale correlations to explain large-scale patterns of human activity. Focusing on two datasets of email and private message correspondence, we find that each population exhibits periods of intense collective activity, which cannot be explained by commonlyused models that assume independence in human behavior [16] [17] [18] [19] . While existing explanations for these surges in activity focus on external influences, such as daily and weekly rhythms, here we instead consider the role of fine-scale correlations within a population. Specifically, we investigate the hypothesis that large-scale correlations in activity can emerge from the simplest possible correlations within a population-those between two individuals at a time. To formalize this hypothesis, we utilize the principle of maximum entropy from information theory, deriving a maximum entropy model of human activity that is formally equivalent to an Ising model. In what follows, we show that this maximum entropy model (i) accurately predicts the frequency of activity patterns within populations of email and private message correspondence, and (ii) bears a close resemblance to the network of inter-human communication within a population. Taken together, these results provide important first steps toward quantitatively exploring the large-scale impacts of fine-scale correlations within human populations, marking a shift in perspective from existing human dynamics literature.
II. THE NETWORK EFFECTS OF CORRELATIONS
People participate in numerous activities on a daily basis, from communicating with one another to surfing the internet, buying products, and engaging in entertainment. As a salient example of collective human activity, we begin by studying patterns of email correspondence, focusing specifically on the email activity of 100 scientists at a European research institution over 526 days [20, 21] . To understand the role of fine-scale correlations-and in keeping with the majority of existing research [5-7, 9, 10] -we initially focus on the timing of sent emails, while blinding our analysis to the email recipients. Importantly, this will later allow us to compare the structure of functional interactions derived from our maximum entropy model against real-world pathways of communication.
In a sufficiently small window of time ∆t, each action appears binary-either individual i sent an email (σ i = 1) or she was silent (σ i = 0). By discretizing human behavior in this way, we can begin to quantify correlations between people's actions. We wish for the time window ∆t to be as large as possible (to detect correlations between individuals) without being so large that individuals perform multiple actions within the same window. We find that nearly 90% of consecutive emails from the same person are sent with at least two minutes in between [ Fig. 1(a) ], defining a natural time scale that we use as our ∆t. Discretizing the data, as shown in Fig. 1(b) , we produce a set of ∼ 3.8 × 10 5 binary vectors (patterns) σ, each of which captures the activity of the entire population within a given two-minute window.
The simplest and most common models of human activity assume that each individual behaves independently, implying that the number of people performing an action in a given window follows a Poisson distribution [16] . Indeed, the Poisson distribution has been widely used to quantify the effects of various human actions, including telephone calls to a call center [17] , internet activity [18] , industrial accidents [16, 17] , and highway traffic flow [19] . In our population of email users, most pairs of individuals are only weakly correlated [ Fig. 1(c) ], suggesting that small groups should be well-approximated by an independent model. However, if we extend the independent approximation to the entire population of 100 users, it fails dramatically. While the Poisson distribution predicts a super-exponential drop off in the number of active individuals in a given window, we find instead that human activity actually follows an exponential distribution [ Fig. 1(d) ]. This exponential distribution is characterized by a heavy tail, representing moments in time when many more people are sending emails than would be expected if they were behaving independently. In addition, we report a similar heavy-tailed distribution in a separate dataset of private messages between college students [ Fig. S9(b) ]. For comparison, after shuffling the timing of emails to eliminate correlations [14] , we do not witness a window involving six or more active users [ Fig.  1(d) ], while we do observe ∼1500 such instances in the original dataset-nearly three per day. The independent approximation also makes straightforward predictions for the rate of each activity pattern. Denoting the probability of individual i sending an email in a given two-minute window by p i (σ i ), the probability of observing a given activity pattern σ is simply predicted to be P 1 (σ) = i p i (σ i ). This independent model severely under-predicts patterns involving three or more active users [ Fig. 1(e) ]. In fact, under the independent model, each pattern in the data involving seven active users should have only appeared roughly once every 10 20 seconds-longer than the age of the universe. We conclude that the independent approximation fails to explain the heavy-tailed nature of human behavior, characterized by surges of collective activity [5] [6] [7] [8] . But where do these surges come from?
III. A MAXIMUM ENTROPY MODEL OF HUMAN ACTIVITY
To improve upon the independent model, we must take into account correlations between individuals. Intuitively, such correlations could be driven by external influences such as daily and weekly rhythms [ Fig. 2(a) ], a hypothesis that has dominated existing explanations of large-scale human behaviors [5] [6] [7] [8] . Alternatively, finescale correlations involving only a few individuals could build upon one another to have a strong impact on the population as a whole [ Fig. 2(b) ]. Here, we focus on the simplest possible correlations in a population-those between pairs of individuals-and ask whether these pairwise correlations can give rise to the large-scale patterns of activity that we observe in the data. As we will see, focusing on pairwise correlations represents a natural first step towards understanding the role of emergence in collective human activity, opening the door for straightforward generalizations to more complex higher-order correlations [ Fig. 2 [15, 22] .
To formalize the hypothesis that large-scale surges of activity emerge from pairwise correlations, we require a model that incorporates the observed pairwise correlations in the data. Additionally, to ensure that the behavior of the model stems only from pairwise correlations, we wish to include as little information as possible about higher-order correlations between three, four, or more individuals. While it is not immediately obvious how one would construct such a model, Jaynes famously showed that an elegant solution lies in the principle of maximum entropy [13] : Among the infinite set of distributions consistent with a given set of correlations, the 
. External influences versus internal correlations. (a)
An external mechanism-here taken to be weekly rhythmsinfluencing the activity of a population of non-interacting humans. Intuitively, circadian and weekly rhythms might influence people to send emails more frequently during daytime and on weekdays, thereby inducing population-wide correlations [see Fig. S5 ]. (b) Alternatively, population-wide correlations could arise from fine-scale interactions between individuals within a population. The set of all correlations forms a hierarchy, beginning with simple pairwise correlations between two individuals, followed by more complicated higherorder correlations involving three (triplet), four (quadruplet), or more individuals.
unique one that assumes as little information as possible about additional higher-order correlations is precisely the distribution with maximum entropy. Here, we study the pairwise maximum entropy model, which represents the minimal consequences of pairwise correlations in the sense that it is maximally ignorant of other higher-order correlations. Such maximum entropy models have a rich history in statistical physics [13, 23] and have become increasingly relevant for understanding emergence in a range of complex systems, including networks of neurons in the brain [14, 15] , flocks of birds [24] , protein structures [25] , and gene coexpression patterns [26] .
The pairwise maximum entropy model is defined by the Boltzmann distribution,
where the parameters {h i } and {J ij } are Lagrange multipliers that ensure the model matches the observed individual activity rates and pairwise correlations (see Appendices B and C), and Z is a normalization constant. If we switch notation to σ i = ±1, where +1 stands for activity and −1 for inactivity (see the Supplementary Material), P 2 is equivalent to the Ising model from statistical physics, which has long been used to simulate human dy-namics in social networks [27, 28] . However, while existing applications of the Ising model to human populations are based entirely on metaphors about how people interact, we stress that our use of the Ising model is not an analogy-it is imposed upon us as the minimally structured model consistent with the pairwise correlations in the data.
IV. THE MINIMAL CONSEQUENCES OF PAIRWISE CORRELATIONS
Calculations in the Ising model typically require summing over all 2 N activity patterns, where N is the number of individuals in the population, prohibiting applications to large networks. Thus, it is common to construct a picture of the whole population by studying many different sub-populations [14] , such as the 10 users in Fig. 3(a) . To understand the explanatory power of pairwise correlations, we need meaningful ways to compare the accuracy of the maximum entropy model P 2 to that of the independent model P 1 . Toward this end, we use the Jensen-Shannon divergence D JS (Q||P ) as a measure of distance from each of the approximate distributions (call them Q) to the observed activity distribution P . Put simply, the Jensen-Shannon divergence represents the inverse of the number of independent samples needed to distinguish each model Q from the observed data [29] . Across 300 random groups of 10 users, we find that on average one would require 3.13 × 10 4 independent samples-over 43 days worth of data-to distinguish the pairwise model P 2 from the true distribution P [ Fig. 3(b) ]. By contrast, one would typically require five times fewer samples to distinguish the independent model P 1 from the observed data. This result suggests that the pairwise model provides a marked improvement in accuracy over the independent model.
In addition to comparing against the independent model P 1 , we also wish to compare against a model representing the hypothesis that patterns of human activity are driven by external influences. While there are many external factors influencing human actions on a daily basis, from weather patterns to shifting demands at work, here we consider the most intuitive and well-studied external influence; namely, the impact of daily and weekly routines [see Fig. 2 (a)] [5, 7, 8, 30] . To formalize the hypothesis that large-scale patterns of human activity are driven by daily and weekly schedules, we study the conditionally independent model P C , wherein each individual performs actions independently from all other individuals, but their activity rates are allowed to vary based on the time of the week [14, 31] (see Appendix D). In this model, correlations between individuals arise from commonalities in their daily and weekly schedules, without individuals actually influencing one another. Compared to the conditionally independent model P C , we find that the pairwise maximum entropy model P 2 is closer to the observed data (i.e., has a smaller Jensen-Shannon diver- Fig. 3(c) , Inset]. This result is particularly notable when considering that P 2 only has 55 parameters for each group of 10 individuals, while P C requires knowledge of each individual's email rate at each time during the week, totaling over 5 × 10 4 parameters.
The pairwise model accurately predicts the rates of particular activity patterns, but does it explain largescale correlations in the population? To answer this question, we note that the total amount of correlation in the network, contributed by correlations between groups of users of all sizes, is defined by the multi-information I = S 1 − S, where S 1 is the entropy of the independent distribution P 1 and S is the entropy of the observed distribution P [23] (see Appendix E). To understand how much of this multi-information is contributed by pairwise correlations, it is useful to review the properties of maximum entropy models. For a population of N elements, we can define a sequence of maximum entropy models P k that are consistent with all correlations up to the k th -order, where k = 1, 2, . . . , N . These models form a hierarchy, from P 1 , in which all elements are independent, up to P N , which is an exact description of the observed activity. As we climb up this hierarchy, the entropies S k of the distributions decrease monotonically toward the true entropy (S 1 ≥ S 2 ≥ · · · ≥ S N = S); and the combined contribution of all k th -order correlations is defined by the entropy difference I k = S k−1 − S k . We note, for instance, that these entropy differences sum to the full multi-information: I 2 + · · · + I N = I. Thus, the problem of determining how much of the total correlation in the data stems from simple pairwise correlations formally reduces to calculating the proportion of the multiinformation I that is accounted for by the reduction in entropy from pairwise correlations (i.e., I 2 = S 1 − S 2 ).
We observe that pairwise correlations account for a striking I 2 /I ≈ 89% of the total correlation in groups of 10 users [ Fig. 3(c) ]. In turn, this implies that the contributions of all other higher-order correlations, I 3 +· · ·+I N , only combine to account for the remaining 11% of the multi-information. Meanwhile, the amount of network correlation attributable to daily and weekly rhythms is represented by the entropy difference I C = S 1 − S C , where S C is the entropy of the conditionally independent model P C . This popular explanation for collective human behavior is consistently less effective than the maximum entropy model at capturing the correlations in the data [I C /I ≈ 67%; Fig. 3(c) ]. Importantly, we verify that these results (i) generalize to a separate dataset of private messages [Figs. 3(d) and S9], (ii) are robust to the specific choice of the time window ∆t used to discretize the data [Fig. S7 ], and (iii) are robust to the choice of individuals selected for analysis [ Fig. S8 ]. Notably, in the network of private messages, the pairwise model captures nearly the same amount of correlation as in the population of email users (I 2 /I ≈ 87%). By contrast, people's daily and weekly rhythms explain almost none of the correlation in the private message network [I C /I ≈ 5%; Fig.  3(e) ], reflecting the intuition that private messages are only weakly tied to people's schedules.
We are ultimately interested in understanding the role of pairwise correlations in driving large-scale surges of activity in the entire 100-person population. With this goal in mind, we calculate the fraction I 2 /I in groups of users of increasing size, from N = 2 through 10. For small groups and relatively weak correlations, as the group size increases, we expect the multi-information I to increase in proportion to the entropy difference I 2 [14] . Indeed, we find that the fraction I 2 /I remains nearly constant as the groups grow in size (I 2 /I ∝ N −0.075±0.005 ). Extrapolating to the entire 100-person population, we find with 95% confidence that pairwise correlations account for 72-78% of the total multi-information in the data [ Fig. 3(d) ]. This fraction is notably large considering the exponential number of possible higher-order correlations (∼ 2 N ) for populations of increasing size N . Thus, we conclude that large-scale patterns of activity in our populations of email and private message correspondence can be robustly understood as emerging from an underlying network of pairwise correlations.
V. MODELING AN ENTIRE POPULATION
Our analysis of relatively small groups indicates that the pairwise maximum entropy model can capture nearly all of the correlation structure in groups of up to 100 individuals. This result, in turn, suggests that the heavytailed nature of collective human behavior [ Fig. 1(d) ]characterized by surges of activity-might emerge organically from pairwise correlations. To test this prediction directly, we must extend the pairwise maximum entropy model to include the entire population of 100 email users. In order to learn the appropriate Ising interactions J ij and external fields h i for all 100 people, we leverage recent advances in stochastic gradient descent from statistical physics [32] and machine learning [33] , avoiding the exponential complexity of standard Ising calculations [see Appendix C and Figs. S3 and S4]. Fig. 4(a) shows that, despite only incorporating the observed correlations in the data between pairs of individuals, the pairwise maximum entropy model successfully captures the heavytailed nature of human activity, accurately predicting the frequencies of collective surges of activity involving of up to seven and eight individuals.
To understand how a network of simple pairwise correlations can generate large-scale spikes in activity, it is useful to study the Ising parameters in the maximum entropy model [Eq. (1)]. Each parameter h i is known as the external field on an individual i, and we note that h i > 0 biases i toward activity. Meanwhile, each parameter J ij is known as the interaction between some pair of individuals i and j, where J ij > 0 influences i and j to perform actions at the same time. Here, we draw an important distinction between the learned interactions J ij in the maximum entropy model and the observed pairwise correlations ρ ij in the data: while each pairwise correlation quantifies the frequency with which two individuals perform actions at the same time, each Ising interaction represents a functional influence between two individuals to synchronize their activity, thereby inducing a pairwise correlation. Interestingly, while correlations in the network are weak and almost exclusively positive [ Fig. 1(c) ], the Ising interactions maintain a large amount of heterogeneity [ Fig. 4(b) , Inset], with almost an equal number of positive and negative interactions. Indeed, the learned pairwise interactions depend highly non-trivially on the corresponding pairwise correlations in the data [ Fig. 4(b) ]. Importantly, the presence of competing positive and negative interactions generates "frustration," as in spin glasses [34] , wherein triplets of individuals cannot find a combination of activity and inactivity that simultaneously satisfies all of their interactions. This frustration gives rise to a complex energy landscape of activity patterns with many different local minima, some of which correspond to patterns involving many more active users than would be expected under the independent model, thus giving rise to the heavy-tailed behavior in Fig. 4(a) . Intriguingly, such complex distributions are thought to help regulate responses to external stimuli in networks of neurons in the brain [14] . Similarly, competing interactions might help guard human populations against external shocks [5, 9, 10] such as natural disasters [6] or viral epidemics [12] .
VI. THE ROLE OF INTER-HUMAN COMMUNICATION
Thus far, we have focused on understanding correlations in the timing of actions, without knowledge of who each person is interacting with in the population. Fundamentally, the Ising interactions J ij are merely learned parameters that ensure consistency with the observed pairwise correlations in the network. However, it is tempting to imbue them with physical significance, interpreting these functional interactions as comprising a network of real-world influences between users. For previous applications of maximum entropy models in neuroscience [14, 15] and biology [24] [25] [26] , because comparisons with ground truth interactions are difficult, any physical meaning attributed to the learned interactions J ij has remained, at its core, an analogy. By contrast, in the context of email activity, we automatically know a subset of the ground truth interactions-namely, the network of email communication between users. Although it is appealing to suspect that the learned Ising interactions are closely related to the structure of email correspondence in the data, we emphasize that this need not be the case. There is an array of circumstances that could influence the activity of two individuals to become correlated, from common functional roles in the network to shared communication with an external third party. Furthermore, even if correlations do arise from direct communication, this communication could take on many forms that do not appear in the dataset, including face-to-face contact, texts, calls, or other online avenues.
Keeping in mind these reasons for guarded optimism, here we compare the learned interactions J ij from our maximum entropy model with the network of email traffic between users. Letting n i→j denote the number of emails sent from person i to person j, and letting n i = j n i→j denote the total number of emails sent by person i, we define the correspondence rate between two people i and j to be A ij = (n i→j + n j→i )/(n i + n j ). In words, A ij represents the fraction of the n i + n j emails sent by i and j that were addressed to each other. We find that most correspondence between pairs of individuals only accounts for around 1% of the pair's total email communication, while a small number of pairs communicate almost exclusively with one another [ Fig. 5(a) ]. Considering all pairs of people that exchanged at least one email (A ij > 0), we find that the learned Ising interactions J ij are significantly correlated with the correspondence rates A ij in the data [r s = 0.13, p = 2 × 10 −7 ; Fig. 5(b) ]. This relationship between the learned Ising interactions and the ground truth communication in the population is particularly interesting after reflecting on the myriad ways in which these two networks could have remained unrelated, as described above.
Nonzero Aij
Correspondence Aij To fully appreciate the strength of the relationship between J ij and A ij , we focus on the fraction f of the strongest pairwise interactions and correspondence rates in the population. These two thresholded networks overlap significantly [ Fig. 5(c) ], with the strongest 1% of Ising interactions exhibiting a 20% overlap with the top 1% of frequently communicating pairs-20 times higher than if J ij and A ij were independent. This overlap becomes even more pronounced as we increase the threshold [ Fig. 5(d) ], such that the single strongest maximum entropy interaction in the entire population corresponds precisely to the pair of users that communicate most frequently. This relationship between J ij and A ij provides a compelling mechanistic interpretation for the Ising interactions in the maximum entropy model; namely, frequent communication between a pair of individuals A ij acts as an influence to synchronize their activity J ij . As demonstrated in previous sections, the resulting pairwise correlations, in turn, can generate the types of large-scale correlations and surges in human activity that have become ubiquitous in the modern world [5] [6] [7] [8] [9] [10] .
VII. CONCLUSIONS AND FUTURE DIRECTIONS
Despite the widespread investigation of fine-scale correlations as the building blocks of large-scale behavior in complex systems throughout physics [13, 23] , neuroscience [14, 15] , and biology [24] [25] [26] , a similar approach to human dynamics has been notably lacking. Here, we provide important first steps toward the ultimate goal of understanding the role of fine-scale correlations in generating large-scale patterns of human activity. Focusing on two datasets of email and private message correspondence, we first showed that both populations exhibited surges of collective activity, a phenomenon recently shown to be ubiquitous in human populations [5] [6] [7] [8] [9] [10] . Importantly, these surges in activity cannot be accounted for by commonly-used models that assume independence in human behavior [16] [17] [18] [19] . To understand where surges in activity come from, we considered the possibility that large-scale patterns of activity arise naturally from combinations of simple pairwise correlations between individuals. To formalize this hypothesis, we utilized the principle of maximum entropy from information theory, deriving a pairwise maximum entropy model of human activity that is formally equivalent to an Ising model. Interestingly, the maximum entropy model, which repre-sents the minimal consequences of incorporating the observed pairwise correlations in the data, accounts for 72-78% of the total correlation in a 100-person population of email users [ Fig. 3(e) ]. Furthermore, the maximum entropy model accurately predicts the heavy-tailed distribution of activity surges [ Fig. 4(a) ]. Additionally, we demonstrate that the Ising interactions in our modelchosen only to account for pairwise correlations in the data-are closely related to the network of communication within a population. This close relationship between functional interactions and ground truth communication suggests an intuitive mechanism driving pairwise correlations; namely, frequent communication between pairs of individuals influences them to perform actions around the same time.
All together, our results highlight the possibility for large-scale patterns of human activity to emerge naturally from simple fine-scale correlations. Just as the role of emergence has garnered much attention in the natural sciences [13] [14] [15] [22] [23] [24] [25] [26] , we anticipate that a similar approach will prove fruitful in the development of accurate models of large social systems. Importantly, while a majority of existing research has focused on the impacts of external influences on human populations, such as weekly schedules affecting urban traffic [5] and natural disasters influencing demand for emergency services [6] , these explanations are fundamentally limited by their reliance on context-specific mechanisms [7, 8] . By contrast, interactions between humans are present in almost any context, and, as we have demonstrated, these interactions can build upon one another to have a large-scale influence on the behavior of an entire population. In this way, thinking carefully about the role of emergent patterns of human activity can have quite general implications for resource allocation in communication [8] and transportation [5] networks, understanding social organization [11] , and preventing viral epidemics [12] .
To conclude, we point out a number of limitations of our analysis that highlight important directions for future work. First, we remark that, given the diversity of experiences that shape human actions, it would be naïve to conclude that all collective behaviors only emerge from internal correlations. To the contrary, it has been well established that external influences play an important role in predicting a number of collective human behaviors [5] [6] [7] [8] [9] [10] . Therefore, future work should investigate the subtle interplay between external influences and internal interactions in human populations. Such an investigation would likely benefit from advances in control theory and influence maximization [35, 36] , which have recently been used to predict the propagation of external influences along pathways of interactions in Ising networks [28, 37, 38] (see the Supplementary Material for an extended discussion). Second, we note that our investigation has focused primarily on pairwise correlations. While these simplest correlations represent a logical first step, our results do not rule out the possibility that higher-order correlations could also have an important impact on collective activity. Practically speaking, the primary difficulty in studying such higher-order correlations lies in determining which to include in a maximum entropy model, as there exist N k different choices for each k th -order correlation (a number that grows nearly exponentially with k). Fortunately, to handle this explosion of parameters, recent advances in neuroscience have produced tractable techniques for generating sparse higher-order maximum entropy models [15] . Such higherorder models represent systematic generalizations of the methods presented here, and could prove vital for understanding the large-scale impacts of triplet and quadruplet correlations [ Fig. 2(b) ], which are thought to encode important organizational features in human populations [4] (again, see the Supplementary Material for an extended discussion).
choosing ∆t = 2 minutes, we also verify that our main results are robust to reasonable variation in these choices [Figs. S7 and S8].
Appendix B: Exactly learnable models for small populations
Given the observed distribution P of activity patterns, there is a unique pairwise model P 2 that is consistent with the observed activity rates σ i and pairwise correlations σ i σ j , where · represents an average over the observed distribution P . To calculate this pairwise model, one typically begins with an initial pairwise distribution Q with parameters {h i } and {J ij }, and then performs gradient descent in the model parameters, with gradients defined by
where · Q represents an average over Q. For groups of size N = 10, these gradient calculations are tractable and standard gradient descent converges to the correct pairwise maximum entropy model P 2 .
Appendix C: Approximately learnable models for large populations
The primary difficulty in learning a maximum entropy model for the entire 100-person population lies in calculating the one-and two-point correlations under Q at each gradient step in Eqs. (B1) and (B2). For large populations, exact calculations using the Boltzmann distribution are infeasible, and one must resort to approximate methods. The standard strategy is to simulate the system using Monte Carlo techniques [15, 39, 40] . Naïvely, one would run a new Monte Carlo simulation to estimate the gradients at each step of the learning algorithm. However, this straightforward approach is extremely inefficient. Instead, one can adjust the estimates of the one-and two-point correlations at each gradient step using importance sampling [41] or histogram Monte Carlo [32] (see the Supplementary Material). In addition to limiting the number of Monte Carlo simulations, we also leverage the sparsity of human activity to speed up the simulations themselves. Since each sample σ of Q is dominated by inactive users, one can take advantage of sparse matrix operations to significantly speed up calculations.
We terminate the learning algorithm when the model correlations, σ i Q and σ i σ j Q , are sufficiently close to the observed correlations. The relevant scale for errors in the observed correlations is defined by the standard deviations ∆ σ i and ∆ σ i σ j , which are estimated by bootstrap sampling from the original dataset. Thus, the learning algorithm is terminated when
We confirm that the individual email rates and pairwise correlations under the maximum entropy model P 2 match the observed correlations within the experimental errors in the data [ Fig. S3(a-c) ]. For a population of 100 users, defining a pairwise maximum entropy model requires learning N (N +1)/2 = 5050 different parameters. Given such a large number, it is possible that the model is being finely tuned to match statistical errors in the data. To test for overfitting, we exploit statistical regularities in the data based on the time of the day. Of the 526 days of data, we randomly select 476 from which to learn the model, and then we test the accuracy of the model on the remaining 50 days. We confirm that the pairwise model assigns the same amount of probability to the test data as to the training data, within errors, demonstrating that the learned model generalizes to describe data outside of the training set [ Fig. S3(d) ]. We conclude that the learned pairwise model (i) fits the activity data within experimental precision and (ii) does not overfit statistical noise in the data.
Appendix D: The conditionally independent model
To test the prediction that collective behavior is driven by similarities in people's weekly routines, we study the conditionally independent model, P C . Letting p t i (σ i ) denote the probability of person i performing an action within a two-minute window at time t during the week, the conditionally independent model is defined by
where ∆t is the bin width used to discretize the data and ω ≈ 6 × 10 5 s denotes the length of a week. Under this conditionally independent model, correlations between users are driven by covariations in their inherent activity rates over the course of the week.
Appendix E: Estimating entropy from a finite dataset
To calculate the multi-information I = S 1 − S of the network activity, we must first compute the entropies of the independent model S 1 and the observed data S. While calculating S 1 is straightforward, we must estimate the true entropy S from a finite number of samples, possibly leading to finite-size errors. Suppose that the dataset consists of the patterns {σ α } with corresponding probabilities {p α }. One could naïvely estimate the entropy using the standard formulã S = − α p α log p α .
(E1)
However, since some of the patterns are likely missing and the probabilities p α are not exact, this estimate should fundamentally be viewed as an approximation to S that improves as the number of samples increases. To correct for the sample size dependence ofS , we sub-sample the data and fit the resulting estimates using a form proposed by Strong et al. [42] ,
where a and b are finite-size corrections. Using this fit, we can extract an accurate estimate of the true entropy S [ Fig. S6 ]. We remark that for large datasets such as ours, and for relatively small networks like the groups of 10 users studied in the main text, finite-size errors are small.
