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Abstract
In this paper, a new notion called the general nonuniform (h, k, µ, ν)-dichotomy for a se-
quence of linear operators is proposed, which occurs in a more natural way and is related
to nonuniform hyperbolicity. Then, sufficient criteria are established for the existence of
nonuniform (h, k, µ, ν)-dichotomy in terms of appropriate Lyapunov exponents for the se-
quence of linear operators. Moreover, we investigate the stability theory of sequences of
nonuniformly hyperbolic linear operators in Banach spaces, which admit a nonuniform
(h, k, µ, ν)-dichotomy. In the case of linear perturbations, we investigate parameter de-
pendence of robustness or roughness of the nonuniform (h, k, µ, ν)-dichotomies and show
that the stable and unstable subspaces of nonuniform (h, k, µ, ν)-dichotomies for the linear
perturbed system are Lipschitz continuous for the parameters. In the case of nonlinear
perturbations, we construct a new version of the Grobman-Hartman theorem and explore
the existence of parameter dependence of stable Lipschitz invariant manifolds when the
nonlinear perturbation is of Lipschitz type.
Keywords: Nonuniform (h, k, µ, ν)-dichotomies; Roughness; Hartman-Grobman theorem;
Stable Lipschitz invariant manifolds
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1. Introduction
The classical notion of the uniform exponential dichotomy, essentially introduced in the
seminal work of Perron [1], has been playing a center role in a substantial part of the theory
of uniformly hyperbolic dynamical systems. The theory of exponential dichotomies and its
applications are widely developed. We refer to the books [2, 3, 4, 5] for more details and
references. However, the uniform exponential dichotomy is very stringent for the dynamics
and it is of interest and is very important to look for more general types of hyperbolic
behavior [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16].
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The concept of nonuniform hyperbolicity, describing the theory of continuous or discrete
dynamical systems with nonzero Lyapunov exponents, generalizes the classical concept of
uniform hyperbolicity and has been widely recognized both in various fields of mathematics
and in practical applications [18, 19, 20, 21]. Recently, various different kinds of nonuniform
dichotomy are proposed, which are exhibited by a large class of differential or difference
equations and closely related to the theory of nonuniform hyperbolicity, e.g. nonuniform
exponential dichotomy [6, 8, 9, 10, 11, 16, 17], nonuniform polynomial dichotomy [13, 22, 23],
ρ-nonuniform exponential dichotomy [24], nonuniform (µ, ν)-dichotomy [14, 15, 25, 26, 27],
and so on. Moreover, the uniform or nonuniform dichotomy, together with its variants and
extensions, is always one of the most important and useful means in the study of the stability
theory of the uniform or nonuniform hyperbolic dynamical systems, such as, the roughness
in the finite dimensional spaces [2, 7, 26, 28, 29, 30, 31] or in the infinite dimensional spaces
[6, 23, 24, 25, 32, 33, 34, 35, 36, 37], the linearization theory [6, 35, 38, 39, 40, 41, 42, 43, 44],
and the existence of invariant manifolds and their absolute continuity[6, 45, 46, 47, 48, 49,
50].
In previous studies of uniform or nonuniform dichotomies, the growth rates are always
assumed to be the same type of functions. However, the nonuniformly hyperbolic dynamical
systems vary greatly in forms and none of the nonuniform dichotomy can well characterize
all the nonuniformly hyperbolic dynamics. For example, if we choose some appropriate Lya-
punov exponents, then the growth rates may be completely different (see Section 2 below).
It is necessary and reasonable to look for more general types of nonuniform dichotomies to
explore the dynamics of the nonuniformly hyperbolic dynamical systems.
The nonuniform dichotomy is not only an essential part of the theory of nonuniform
hyperbolicity but also an important approach to explore the nonuniform hyperbolicity of
dynamical systems. The main novelty of the present work is that we consider a new notion
called the generalized nonuniform (h, k, µ, ν)-dichotomy for sequences of nonuniformly hy-
perbolic linear operators, which not only incorporates the existing notions of the uniform
or nonuniform dichotomies as special cases, but also allows the different growth rates in the
stable space and unstable space or in the uniform part and nonuniform part with rates of
expansion and contraction varying in different manner. Particularly, we will establish a suf-
ficient criterion for sequences of linear operators in block form in a finite-dimensional space
to have a nonuniform (h, k, µ, ν)-dichotomy in terms of appropriate Lyapunov exponents in
Section 2. It follows from the results in the present paper that the notion of nonuniform
(h, k, µ, ν)-dichotomy occurs naturally.
For a nonautonomous discrete dynamics defined by a sequence of linear operators in
a Banach space, we investigate the parameter dependence of the roughness of nonuniform
(h, k, µ, ν)-dichotomy under sufficiently small linear perturbations in Section 3. With the
help of nonuniform (h, k, µ, ν)-dichotomy, we explore the topological conjugacies by estab-
lishing a new version of the Grobman-Hartman theorem in Section 4, and, finally, we estab-
lish the existence of parameter dependence of stable Lipschitz invariant manifolds.
2. Nonuniform (h, k, µ, ν)-dichotomies
Let B(X) be the space of bounded linear operators in a Banach space X . Consider the
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sequence of invertible linear operators {Am}m∈Z ⊂ B(X). Define
A(m,n) =

Am−1 · · ·An, if m > n,
id, if m = n,
A−1m · · ·A
−1
n−1, if m < n.
Definition 2.1. A sequence of numbers {um}m∈Z is said to be a growth rate if · · · <
un < · · · < u−1 < u0 = 1 < u1 < · · · < um < · · · , limm→+∞ um = +∞, limn→−∞ un = 0.
Denote by ∆ the set of growth rates and always assume that
{hm}m∈Z, {km}m∈Z, {µm}m∈Z, {νm}m∈Z ∈ ∆
throughout the paper.
Definition 2.2. The sequence of linear operators (Am)m∈Z is said to have a nonuniform
(h, k, µ, ν)-dichotomy if there exist projections Pn for n ∈ Z such that
PmA(m,n) = A(m,n)Pn, m, n ∈ Z
and there exist constants a < 0 ≤ b, ε ≥ 0 and K > 0 such that
‖A(m,n)Pn‖ ≤ K(hm/hn)
aµε|n|, m ≥ n,
‖A(m,n)Qn‖ ≤ K(kn/km)
−bνε|n|, m ≤ n,
(2.1)
where Qn = id−Pn are the complementary projections.
Remark 2.1. The nonuniform (h, k, µ, ν)-dichotomy is general enough to include as
special cases the uniform exponential dichotomy (hm = km = e
m, ε = 0) [51, 39, 52, 42],
(h, h)-dichotomy (hm = km, ε = 0) [30], (h, k)-dichotomy (ε = 0) [30], nonuniform ex-
ponential dichotomy (hm = km = e
m, µ|m| = ν|m| = e
|m|) [6], nonuniform polynomial di-
chotomy (hm = km = µm = νm = m + 1, m ∈ Z
+) [23], nonuniform (µ, ν)-dichotomy
(hm = km = µm and µm = νm = νm, m ∈ N) [14, 27], ρ-nonuniform exponential dichotomy
(hm = km = µm = νm = e
ρ(m), m ∈ N) [24, 38].
Remark 2.2. In [53], the authors proposed a general dichotomy on N and choose two
functions in the stable space and unstable space. While, in Definition 2.2, four different
functions for growth rates are chosen in the stable space, the unstable space, the uniform
part, and the nonuniform part. Compared with the notion in [53], Definition 2.2 is more
reasonable and occurs in a more natural way, where a and b play the role of Lyapunov
exponents and ε measures the nonuniformity of dichotomies. The reason is that, in a finite-
dimensional space, one can establish a sufficient criterion for sequences of linear operators
in block form to have a nonuniform (h, k, µ, ν)-dichotomy in terms of appropriate Lyapunov
exponents, and Definition 2.2 can more closely connect the theory of Lyapunov exponents
with the theory of nonuniform hyperbolicity. Those facts will be found in the following
discussion.
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Example 2.1. Consider the difference equation in R2
z1m+1 =
(
hm+1
hm
)−θ1
eθ2d
1
mz1m, z
2
m+1 =
(
km+1
km
)θ3
eθ2d
2
mz2m, m ∈ Z, (2.2)
where
d1m = log(µm+1)(sin log(µm+1)− 1) + cos log(µm+1)− cos log(µm)
− log(µm)(sin log(µm)− 1),
d2m = log(νm+1)(sin log(νm+1)− 1) + cos log(νm+1)− cos log(νm)
− log(νm)(sin log(νm)− 1)
and θ1, θ2, θ3 are positive constants.
Set Pm(z
1
m, z
2
m) = z
1
m and Qm(z
1
m, z
2
m) = z
2
m for m ∈ Z. Then
A(m,n)Pn =
(
hm
hn
)−θ1
eθ2d
1(m,n),
A(m,n)Qn =
(
km
kn
)θ3
eθ2d
2(m,n),
where
d1(m,n) = log(µm)(sin log(µm)− 1) + cos log(µm)
− cos log(µn)− log(µn)(sin log(µn)− 1),
d2(m,n) = log(νm)(sin log(νm)− 1) + cos log(νm)
− cos log(νn)− log(νn)(sin log(νn)− 1).
It follows that
‖A(m,n)Pn‖ ≤ e
2θ2
(
hm
hn
)−θ1
µ2θ2n ≤ e
2θ2
(
hm
hn
)−θ1
µ2θ2|n| , m ≥ n,
‖A(m,n)Qn‖ ≤ e
2θ2
(
kn
km
)−θ3
ν2θ2n ≤ e
2θ2
(
kn
km
)−θ3
ν2θ2|n| , m ≤ n
which implies that (2.2) admits a nonuniform (h, k, µ, ν)-dichotomy with
K = e2θ2 , a = −θ1, b = θ3, ε = 2θ2.
In addition to the existing uniform or nonuniform dichotomies, when h, k, µ, ν are chosen to
be different sequences, one obtains some new nonuniform dichotomies such as
• hm = km = ω1m, µm = νm = ω2m+1 with ω1, ω2 being positive constants and m ∈ N;
• hm = km = e
m, µm = νm = e
m3+m;
• hm = km = m+ 1 and µm = νm = e
m;
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• hm = µm = m+ 1 and km = νm = e
m.
Example 2.1 shows the generality of the nonuniform (h, k, µ, ν)-dichotomy. In the fol-
lowing, we establish some sufficient criteria for the sequences of linear operators in block
form in a finite-dimensional space to have a nonuniform (h, k, µ, ν)-dichotomy on N.
Assume that X = Rn = E ⊕ F with dimE = l and dimF = n− l. Given a sequence of
invertible matrixes {Am}m∈N ⊂ B(X) with Am = diag(Cm, Dm) with respect to the above
decomposition. Define ϕ, ϕ¯ : E → [−∞,+∞] and ψ, ψ¯ : F → [−∞,+∞] by
ϕ(y) = lim sup
m→+∞
log ‖Cm−1 · · ·C1y‖
log hm
,
ψ(z) = lim sup
m→+∞
log ‖Dm−1 · · ·D1z‖
log km
,
ϕ¯(y) = lim sup
m→+∞
log ‖(CT1 · · ·C
T
m−1)
−1y‖
log h¯m
,
ψ¯(z) = lim sup
m→+∞
log ‖(DT1 · · ·D
T
m−1)
−1z‖
log k¯m
,
(2.3)
where y ∈ E, z ∈ F , h¯m and k¯m are growth rates, and log 0 = −∞. By carrying out similar
arguments to those of Proposition 10.2 in [6] or of Proposition 1 in [22], we claim that
(i) ϕ(0) = ϕ¯(0) = ψ(0) = ψ¯(0) = −∞;
(ii) ϕ(c˜y) = ϕ(y), ϕ¯(c˜y) = ϕ¯(y), ψ(c˜z) = ψ(z) and ψ¯(c˜z) = ψ¯(z) for y ∈ E, z ∈ F and
c˜ ∈ R \ {0};
(iii) ϕ(y′+y′′) ≤ max{ϕ(y′), ϕ(y′′)}, ϕ¯(y′+y′′) ≤ max{ϕ¯(y′), ϕ¯(y′′)}, ψ(z′+z′′) ≤ max{ψ(z′), ψ(z′′)}
and ψ¯(z′ + z′′) ≤ max{ψ¯(z′), ψ¯(z′′)} for y′, y′′ ∈ E and z′, z′′ ∈ F .
(iv) ϕ(y′+y′′) = max{ϕ(y′), ϕ(y′′)}, ϕ¯(y′+y′′) = max{ϕ¯(y′), ϕ¯(y′′)}, ψ(z′+z′′) = max{ψ(z′), ψ(z′′)}
and ψ¯(z′ + z′′) = max{ψ¯(z′), ψ¯(z′′)} whenever ϕ(y′) 6= ϕ(y′′), ϕ¯(y′) 6= ϕ¯(y′′), ψ(z′) 6=
ψ(z′′) and ψ¯(z′) 6= ψ¯(z′′);
(v) y1, · · · , ym are linearly independent if ϕ(y1), · · · , ϕ(ym) or ϕ¯(y1), · · · , ϕ¯(ym) are dis-
tinct for y1, · · · , ym ∈ E\{0}; z1, · · · , zm
′
are linearly independent if ψ(z1), · · · , ψ(zm
′
)
or ψ¯(z1), · · · , ψ¯(zm
′
) are distinct for z1, · · · , zm
′
∈ F \ {0};
(vi) ϕ (ϕ¯) has at most r ≤ l (r¯ ≤ l) distinct values in E \ {0}, say −∞ ≤ λ1 < · · · < λr ≤
+∞ ( −∞ ≤ λ¯r¯ < · · · < λ¯1 ≤ +∞); ψ (ψ¯) has at most r
′ ≤ n− l ( r¯′ ≤ n− l) distinct
values in F \ {0}, say −∞ ≤ χ1 < · · · < χr′ ≤ +∞ (−∞ ≤ χ¯r¯′ < · · · < χ¯1 ≤ +∞);
(vii) Ei = {y ∈ E : λ(y) ≤ λi} (Ei = {y ∈ E : λ¯(y) ≤ λ¯i}) is a linear space for i = 1, · · · , r
(i = 1, · · · , r¯); Fi = {z ∈ F : χ(z) ≤ χi} (F i = {z ∈ F : χ¯(z) ≤ χ¯i}) is a linear space
for i = 1, · · · , r′ (i = 1, · · · , r¯′).
If (i), (ii) and (iii) hold, (ϕ, ψ) ((ϕ¯, ψ¯)) is said to be the (h, k) ((h¯, k¯)) Lyapunov exponent
with respect to the linear operators (Am)m∈N. Let ̺1, · · · , ̺n and ζ1, · · · , ζn be two bases of
R
n, they are said to be dual if (̺i, ζj) = ωij for every i, j, where (·, ·) is the standard inner
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product in Rn and ωij is the Kronecker symbol. In order to introduce the regularity coeffi-
cients of ϕ, ϕ¯ and ψ, ψ¯, assume that λi, λ¯i, χi, χ¯i are finite. Define the regularity coefficient
of ϕ and ϕ¯ by
γ(ϕ, ϕ¯) = minmax{ϕ(δi) + ϕ¯(δ¯i) : 1 ≤ i ≤ l},
where the minimum is taken over all dual bases δ1, · · · , δl and δ¯1, · · · , δ¯l of E. The regularity
coefficient of ψ and ψ¯ is defined by
γ¯(ψ, ψ¯) = minmax{ψ(ǫi) + ψ¯(ǫ¯i) : 1 ≤ i ≤ n− l},
where the minimum is taken over all dual bases ǫ1, · · · , ǫn−l and ǫ¯1, · · · , ǫ¯n−l of F .
Theorem 2.1. Assume that ϕ(y) < 0 for y ∈ E \ {0} and ψ(z) > 0 for z ∈ F \ {0}
with λr < 0 < χ1. Then, for any sufficiently small ε˜ > 0, the sequence of linear operators
(Am)m∈N admits a nonuniform (h, k, µ, ν)-dichotomy with
a = λr + ε˜, b = χ1 + ε˜, ε = max{γ(ϕ, ϕ¯), γ¯(ψ, ψ¯)}+ ε˜, µm = hmh¯m, νm = kmk¯m.
Proof. Let mˆj = ϕ(yˆ
j
1) and nˇj = ϕ¯(yˇ
j
1) for j = 1, · · · , l, where yˆ
1
m−1, · · · , yˆ
l
m−1 are the
columns of Cm−1 · · ·C1 and yˇ
1
m−1, · · · , yˇ
l
m−1 are the columns of (C
T
1 · · ·C
T
m−1)
−1. By (2.3),
for any ε˜ > 0, it is not difficult to show that there exists a sufficiently large K¯1 such that
‖yˆjm−1‖ ≤ K¯1h
mˆj+ε˜
m and ‖yˇ
j
m−1‖ ≤ K¯1h¯
nˇj+ε˜
m (2.4)
for m ∈ N and j = 1, · · · , l. Moreover, from (yˆim−1, yˇ
j
m−1) = ωij and[
(CT1 · · ·C
T
m−1)
−1
]T
(Cm−1 · · ·C1) = id,
it follows that γ(ϕ, ϕ¯) = max{mˆj + nˇj : j = 1, · · · , l}. For m ≥ n, let
C(m,n) = Cm−1 · · ·Cn = Cm−1 · · ·CnCn−1 · · ·C1(Cn−1 · · ·C1)
−1
= (Cm−1 · · ·C1)
[
(CT1 · · ·C
T
n−1)
−1
]T
and ciτ (m,n) =
l∑
j=1
yˆijm−1yˇ
τj
n−1 be the entries of C(m,n). By (2.4), one has
|ciτ (m,n)| ≤
l∑
j=1
|yˆijm−1||yˇ
τj
n−1| ≤
l∑
j=1
‖yˆjm−1‖‖yˇ
j
n−1‖
≤
l∑
j=1
K¯21h
mˆj+ε˜
m h¯
nˇj+ε˜
n
≤
l∑
j=1
K¯21(hm/hn)
mˆj+ε˜hmˆj+ε˜n h¯
nˇj+ε˜
n
≤ K¯21 l(hm/hn)
λr+ε˜(hnh¯n)
γ(ϕ,ϕ¯)+ε˜
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and
‖C(m,n)ξ‖2 =
∥∥∥∥∥
l∑
i=1
l∑
τ=1
lτciτ (m,n)ei
∥∥∥∥∥
2
≤
l∑
i=1
(
l∑
τ=1
l2τ
l∑
τ=1
ciτ (m,n)
2
)
≤
l∑
i=1
l∑
τ=1
ciτ (m,n)
2,
where ξ =
l∑
τ=1
lτeτ with ‖ξ‖
2 =
l∑
τ=1
l2τ = 1 and {e1, · · · , el} is the standard orthogonal basis
of E. Therefore,
‖C(m,n)‖ ≤
(
l∑
i=1
l∑
τ=1
ciτ (m,n)
2
)1/2
≤ K¯21 l
2(hm/hn)
λr+ε˜(hnh¯n)
γ(ϕ,ϕ¯)+ε˜ ≤ K¯21 l
2(hm/hn)
aµεn.
Proceeding similarly to the above arguments, we conclude that there exists a constant K¯2
such that
‖D(m,n)‖ = ‖D−1m · · ·D
−1
n−1‖
≤ K¯22 (n− l)
2(kn/km)
−(χ1+ε˜)(knk¯n)
γ¯(ψ,ψ¯)+ε˜
≤ K¯22 (n− l)
2(kn/km)
−bνεn.
The proof is complete.
In the above discussion, a relatively strong assumption is that Am is of block form.
In fact, we can also establish the existence of nonuniform (h, k, µ.ν)-dichotomies for more
general sequences of linear operators. For example, let
A˜(m,n) =

A˜m−1 · · · A˜n, if m > n,
id, if m = n,
A˜−1m · · · A˜
−1
n−1, if m < n
and
B˜(m,n) =

B˜m−1 · · · B˜n, if m > n,
id, if m = n,
B˜−1m · · · B˜
−1
n−1, if m < n,
where {A˜m}m∈Z, {B˜m}m∈Z ⊂ B(X) are invertible matrix sequences and B˜m have a block
form. A˜(m,n) is said to be reducible if there exist a sequence of invertible matrixes {S˜m}m∈Z
and a constant M˜ > 0 such that
A˜mS˜m = S˜m+1B˜m, ‖Sm‖ ≤ M˜, ‖S
−1
m ‖ ≤ M˜.
It is not difficult to show that if A˜(m,n) is reducible and B˜(m,n) admits a nonuniform
(h, k, µ, ν)-dichotomy, then A˜(m,n) also admits a nonuniform (h, k, µ, ν)-dichotomy.
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In Theorem 2.1, we note that a sequence of linear operators admit a nonuniform (h, k, µ, ν)-
dichotomy if the Lyapunov exponents are negative in E while all Lyapunov exponents are
positive in F . This is a rather weaker assumptions. It also shows that the nonuniform
(h, k, µ, ν)-dichotomy should exist widely in the sequence of linear operators and occur nat-
urally.
3. Linear perturbations: roughness
In this section, we consider the roughness or robustness problem for difference equations
defined by a sequence of linear operators in a Banach space, or equivalently for a nonau-
tonomous dynamics with discrete time. The principal aim is to show that the (h, k, µ, ν)-
dichotomy defined in Section 2 persists under sufficiently small linear perturbations of the
original dynamics. In particular, we establish parameter dependence of robustness or rough-
ness of the nonuniform (h, k, µ, ν)-dichotomy in a Banach space X and show that the stable
and unstable subspaces of nonuniform (h, k, µ, ν)-dichotomies for the linear perturbed sys-
tem are Lipschitz continuous in the parameters.
Let Y = (Y, | · |) be an open subset of a Banach space (the parameter space) and consider
the nonautonomous dynamics with discrete time
xm+1 = Amxm, m ∈ Z (3.1)
and the linear perturbed system with parameters
xm+1 = (Am +Bm(λ))xm, (3.2)
where Bm : Y → B(X) are invertible. For each λ ∈ Y , define
Âλ(m,n) =

(Am−1 +Bm−1(λ)) · · · (An +Bn(λ)) if m > n,
id if m = n,
(Am +Bm(λ))
−1 · · · (An−1 +Bn−1(λ))
−1 if m < n.
Theorem 3.1. Assume that
(a1) {Am}m∈Z admits a nonuniform (h, k, µ, ν)-dichotomy;
(a2) there exist positive constants c > 0 and ω > 1 such that, for any λ, λ1, λ2 ∈ Y ,
‖Bm(λ)‖ ≤ cmin{(hm+1/hm)
aµ−ω−ε|m+1|, ν
−ω−ε
|m+1|},
‖Bm(λ1)− Bm(λ2)‖ ≤ c|λ1 − λ2| ·min{(hm+1/hm)
aµ−ω−ε|m+1|, ν
−ω−ε
|m+1|};
(a3) lim
m→∞
k−bm ν
ε
|m| = 0 and limm→−∞
h−am µ
ε
|m| = 0;
(a4) there are positive constants N1 and N2 such that for each m ∈ Z
m−1∑
τ=−∞
µ−ω|τ+1|ν
ε
|m| ≤ N1,
∞∑
τ=m
µε|m|ν
−ω
|τ+1| ≤ N2.
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If
c < [K(2K + 1)(N1 +N2)]
−1, (3.3)
then the sequence of linear operators {Am+Bm(λ)}m∈Z also admits a nonuniform (h, k, µ, ν)-
dichotomy, i.e., for each λ ∈ Y , there exist projections P̂n(λ) such that
P̂m(λ)Âλ(m,n) = Âλ(m,n)P̂n(λ) (3.4)
and
‖Âλ(m,n)P̂n(λ)‖ ≤
KK̂
1− 2KK̂c(N1 +N2)
(hm/hn)
aµε|n|(µ
ε
|n| + ν
ε
|n|), m ≥ n,
‖Âλ(m,n)Q̂n(λ)‖ ≤
KK̂
1− 2KK̂c(N1 +N2)
(kn/km)
−bνε|n|(µ
ε
|n| + ν
ε
|n|), n ≥ m,
(3.5)
where Q̂n(λ) = id−P̂n(λ) are the complementary projections of P̂n(λ) and
K̂ = K/(1−Kc(N1 +N2)). (3.6)
Moreover, if Y is finite-dimensional, then the stable subspace P̂n(λ)(X) and the unstable
subspace Q̂n(λ)(X) are Lipschitz continuous in λ.
In the following discussion of this section, we assume that the conditions in Theorem 3.1
are always satisfied and the proof of Theorem 3.1 will be completed in several steps.
For each n ∈ Z, define
Ω1 := {U(m,n)m≥n ⊂ B(X) : ‖U‖1 <∞},
Ω2 := {V (m,n)n≥m ⊂ B(X) : ‖V ‖2 <∞},
with the norms
‖U‖1 = sup
{
‖U(m,n)‖(hm/hn)
−aµ−ε|n| : m ≥ n
}
,
‖V ‖2 = sup
{
‖V (m,n)‖(kn/km)
bν−ε|n| : m ≤ n
}
,
respectively. Then (Ω1, ‖ · ‖1) and (Ω2, ‖ · ‖2) are Banach spaces.
Lemma 3.1. For each λ ∈ Y and n ∈ Z, there exists a unique solution Uλ ∈ Ω1 of (3.2)
satisfying
Uλ(m,n) = A(m,n)Pn +
m−1∑
τ=n
A(m, τ + 1)Pτ+1Bτ (λ)U(τ, n)
−
∞∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)U(τ, n)
(3.7)
and Uλ(m, σ)Uλ(σ, n) = Uλ(m,n) for m ≥ σ ≥ n. Moreover, Uλ is Lipschitz continuous in
λ.
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Proof. It is trivial to show that Uλ(m,n)m≥n satisfying (3.7) is a solution of (3.2). For each
λ ∈ Y , define the operator Jλ1 on Ω1 by
(Jλ1U)(m,n) = A(m,n)Pn +
m−1∑
τ=n
A(m, τ + 1)Pτ+1Bτ (λ)U(τ, n)
−
∞∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)U(τ, n).
We will show that Jλ1 has a unique fixed point in Ω1. In fact, for m ≥ n, one has
A1λ : =
m−1∑
τ=n
‖A(m, τ + 1)Pτ+1‖‖Bτ (λ)‖‖U(τ, n)‖
+
∞∑
τ=m
‖A(m, τ + 1)Qτ+1‖‖Bτ (λ)‖‖U(τ, n)‖
≤ Kc(hm/hn)
aµε|n|
m−1∑
τ=n
µ−ω|τ+1|‖U‖1 +Kc(hm/hn)
aµε|n|
∞∑
τ=m
ν−ω|τ+1|‖U‖1
≤ Kc(N1 +N2)(hm/hn)
aµε|n|‖U‖1.
Then,
‖(Jλ1U)(m,n)‖ ≤ K(hm/hn)
aµε|n| + A
1
λ ≤ K(hm/hn)
aµε|n|
+Kc(N1 +N2)(hm/hn)
aµε|n|‖U‖1
and
‖Jλ1U‖1 ≤ K +Kc(N1 +N2)‖U‖1 <∞. (3.8)
Hence, Jλ1U is well-defined and J
λ
1 : Ω1 → Ω1. Moreover, for each λ ∈ Y , U1, U2 ∈ Ω1, and
m ≥ n, define
A2λ :=
m−1∑
τ=n
‖A(m, τ + 1)Pτ+1‖‖Bτ (λ)‖‖U1(τ, n)− U2(τ, n)‖
and
A3λ :=
∞∑
τ=m
‖A(m, τ + 1)Qτ+1‖‖Bτ (λ)‖‖U1(τ, n)− U2(τ, n)‖.
Then
A2λ + A
3
λ ≤ Kc(N1 +N2)(hm/hn)
aµε|n|‖U1 − U2‖1
Whence,
‖(Jλ1U1)(m,n)− (J
λ
1U2)(m,n)‖ ≤ A
2
λ + A
3
λ
≤ Kc(N1 +N2)(hm/hn)
aµε|n|‖U1 − U2‖1
and
‖Jλ1U1 − J
λ
1U2‖1 ≤ Kc(N1 +N2)‖U1 − U2‖1.
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If (3.3) holds, then the operator Jλ1 is a contraction and there exists a unique Uλ ∈ Ω1 such
that Jλ1Uλ = Uλ. Therefore, (3.7) holds.
By (3.7), one has
Uλ(m, σ)Uλ(σ, n) = A(m,n)Pn +
σ−1∑
τ=n
A(m, τ + 1)Pτ+1Bτ (λ)Uλ(τ, n)
+
m−1∑
τ=σ
A(m, τ + 1)Pτ+1Bτ (λ)Uλ(τ, σ)Uλ(σ, n)
−
∞∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)Uλ(τ, σ)Uλ(σ, n).
Let Lλ(m, σ) = Uλ(m, σ)Uλ(σ, n)−Uλ(m,n) for m ≥ σ ≥ n. For l ∈ Ω
σ
1 (here Ω
σ
1 is Ω1 with
n replaced by σ) , m ≥ σ, and λ ∈ Y , define the operator Hλ1 by
(Hλ1 l)(m, σ) =
m−1∑
τ=σ
A(m, τ + 1)Pτ+1Bτ (λ)l(τ, σ)
−
∞∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)l(τ, σ).
It follows that
‖(Hλ1 l)(m, σ)‖ ≤ Kc(hm/hn)
aµε|n|
m−1∑
τ=n
µ−ω|τ+1|‖l‖1
+Kc(hm/hn)
aµε|n|
∞∑
τ=m
ν−ω|τ+1|‖l‖1
≤ Kc(N1 +N2)(hm/hn)
aµε|n|‖l‖1
and
‖(Hλ1 l1)(m, σ)− (H
λ
1 l2)(m, σ)‖ ≤ Kc(hm/hn)
aµε|n|
m−1∑
τ=n
µ−ω|τ+1|‖l1 − l2‖1
+Kc(hm/hn)
aµε|n|
∞∑
τ=m
ν−ω|τ+1|‖l1 − l2‖1
≤ Kc(N1 +N2)(hm/hn)
aµε|n|‖l1 − l2‖1
for l, l1, l2 ∈ Ω
σ
1 . Then
‖Hλ1 l‖1 ≤ Kc(N1 +N2)‖l‖1 <∞
and
‖Hλ1 l1 −H
λ
1 l2‖1 ≤ Kc(N1 +N2)‖l1 − l2‖1.
Therefore, Hλ1 is well-defined, H
λ
1 (Ω
σ
1 ) ⊂ Ω
σ
1 , and there exists a unique lλ ∈ Ω
σ
1 such that
Hλ1 lλ = lλ. Moreover, it is not difficult to show that 0 ∈ Ω
σ
1 and H
λ
1 0 = 0. On the other
hand, it is clear that Hλ1Lλ = Lλ. Whence Lλ = lλ = 0.
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It is time to show that Uλ is Lipschitz continuous in λ. It is clear that, for any λ1, λ2 ∈ Y ,
there exist bounded solutions Uλ1 , Uλ2 ∈ Ω1 satisfying (3.7). By (a2) and (3.8), we have
A4(τ) : = ‖Bτ (λ1)Uλ1(τ, n)− Bτ (λ2)Uλ2(τ, n)‖
≤ ‖Bτ (λ1)Uλ1(τ, n)− Bτ (λ1)Uλ2(τ, n)‖
+ ‖Bτ (λ1)Uλ2(τ, n)−Bτ (λ2)Uλ2(τ, n)‖
≤ c(hτ+1/hn)
aµ−ω−ε|τ+1| µ
ε
|n|(‖Uλ1 − Uλ2‖1 + K̂|λ1 − λ2|)
for any τ ≥ n. It follows from (3.7) that
‖Uλ1(m,n)− Uλ2(m,n)‖
≤
m−1∑
τ=n
‖A(m, τ + 1)Pτ+1‖A
4(τ) +
∞∑
τ=m
‖A(m, τ + 1)Qτ+1‖A
4(τ)
≤ Kc(hm/hn)
aµε|n|
(
m−1∑
τ=n
µ−ω|τ+1| +
∞∑
τ=m
ν−ω|τ+1|
)
(‖Uλ1 − Uλ2‖1 + K̂|λ1 − λ2|)
≤ Kc(N1 +N2)(hm/hn)
aµε|n|(‖Uλ1 − Uλ2‖1 + K̂|λ1 − λ2|).
Then
‖Uλ1 − Uλ2‖1 ≤ [K̂Kc(N1 +N2)/(1−Kc(N1 +N2))] · |λ1 − λ2|.
The proof is complete.
Lemma 3.2. For λ ∈ Y and n ∈ Z, there exists a unique solution Vλ ∈ Ω2 of (3.2)
satisfying
Vλ(m,n) = A(m,n)Qn +
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1Bτ (λ)Vλ(τ, n)
−
n−1∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)Vλ(τ, n)
(3.9)
and Vλ(m, σ)Vλ(σ, n) = Vλ(m,n) for n ≥ σ ≥ m. Moreover, Vλ is Lipschitz continuous in
λ.
Proof. It is obvious that Vλ(m,n)n≥m satisfying (3.9) is a solution of (3.2). For each λ ∈ Y ,
define the operator Jλ2 in Ω2 by
(Jλ2 V )(m,n) = A(m,n)Qn +
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1Bτ (λ)V (τ, n)
−
n−1∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)V (τ, n).
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It follows from (2.1) that
A5λ : =
m−1∑
τ=−∞
‖A(m, τ + 1)Pτ+1‖‖Bτ (λ)‖‖V (τ, n)‖
+
n−1∑
τ=m
‖A(m, τ + 1)Qτ+1‖‖Bτ(λ)‖‖V (τ, n)‖
≤ Kc(kn/km)
−bνε|n|
m−1∑
τ=−∞
µ−ω|τ+1|‖V ‖2
+Kc(kn/km)
−bνε|n|
n−1∑
τ=m
ν−ω|τ+1|‖V ‖2
≤ Kc(N1 +N2)(kn/km)
−bνε|n|‖V ‖2
(3.10)
and
‖(Jλ2 V )(m,n)‖ ≤ K(kn/km)
−bνε|n| + A
5
λ
≤ K(kn/km)
−bνε|n| +Kc(N1 +N2)(kn/km)
−bνε|n|‖V ‖2.
Then
‖Jλ2 V ‖2 ≤ K +Kc(N1 +N2)‖V ‖2 <∞ (3.11)
and Jλ2 : Ω2 → Ω2 is well-defined. Proceeding in a manner similar to those in (3.10), one
has
‖Jλ2 V1 − J
λ
2 V2‖2 ≤ Kc(N1 +N2)‖V1 − V2‖2.
The operator Jλ2 is a contraction due to (3.3) and then there exists a unique Vλ ∈ Ω2 such
that Jλ2 Vλ = Vλ. Hence (3.9) holds.
From (3.9), it follows that
Vλ(m, σ)Vλ(σ, n) = A(m,n)Qn −
n−1∑
τ=σ
A(m, τ + 1)Qτ+1Bτ (λ)Vλ(τ, n)
+
m−1∑
τ=1
A(m, τ + 1)Pτ+1Bτ (λ)Vλ(τ, σ)Vλ(σ, n)
−
σ−1∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)Vλ(τ, σ)Vλ(σ, n).
For a fixed σ ∈ Z, let L∗λ(m, σ) = Vλ(m, σ)Vλ(σ, n)− Vλ(m,n) for n ≥ σ ≥ m. Consider the
operator Hλ2 defined by
(Hλ2 l
∗)(m, σ) =
m−1∑
τ=1
A(m, τ + 1)Pτ+1Bτ (λ)l
∗(τ, σ)
−
σ−1∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)l
∗(τ, σ)
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for λ ∈ Y , l∗ ∈ Ωσ2 , and m ≥ σ, where Ω
σ
2 is obtained from Ω2 by replacing n with σ. It is
not difficult to show that Hλ2L
∗ = L∗, ‖Hλ2 l
∗‖2 ≤ Kc(N1 +N2)‖l
∗‖2 and
‖Hλ2 l
∗
1 −H
λ
2 l
∗
2‖2 ≤ Kc(N1 +N2)‖l
∗
1 − l
∗
2‖2
for l∗, l∗1, l
∗
2 ∈ Ω
σ
2 . Then there exists a unique l
∗ ∈ Ωσ2 such that H
λ
2 l
∗
λ = l
∗
λ and l
∗
λ = L
∗
λ.
Moreover, 0 ∈ Ωσ2 also satisfies this identity and H
λ
2 0 = 0, which then implies that L
∗
λ =
l∗λ = 0.
Next we show that Vλ is Lipschitz continuous in λ. For any λ1, λ2 ∈ Y , there exist
bounded solutions Vλ1 , Vλ2 ∈ Ω1 satisfying (3.9). It follows from (a2) and (3.11) that
A6(τ) : = ‖Bτ (λ1)Vλ1(τ, n)− Bτ (λ2)Vλ2(τ, n)‖
≤ ‖Bτ (λ1)Vλ1(τ, n)−Bτ (λ1)Vλ2(τ, n)‖
+ ‖Bτ (λ1)Vλ2(τ, n)−Bτ (λ2)Vλ2(τ, n)‖
≤ c(kτ/kn)
aν−ω−ε|τ+1| ν
ε
|n|(‖Vλ1 − Vλ2‖2 + K̂|λ1 − λ2|)
for any τ ≥ n. By (3.9), one has
‖Vλ1(m,n)− Vλ2(m,n)‖
≤
m−1∑
τ=1
‖A(m, τ + 1)Pτ+1‖A
6(τ) +
n−1∑
τ=m
‖A(m, τ + 1)Qτ+1‖A
6(τ)
≤ Kc(km/kn)
aνε|n|
(
m−1∑
τ=1
µ−ω|τ+1| +
n−1∑
τ=m
ν−ωτ+1
)
(‖Vλ1 − Vλ2‖2 + K̂|λ1 − λ2|)
≤ Kc(N1 +N2)(km/kn)
aνε|n|(‖Vλ1 − Vλ2‖2 + K̂|λ1 − λ2|).
Then
‖Vλ1 − Vλ2‖2 ≤ [K̂Kc(N1 +N2)/(1−Kc(N1 +N2))] · |λ1 − λ2|.
The proof is complete.
For λ ∈ Y and m ∈ Z, define
P˜m(λ) = Âλ(m, 0)Uλ(0, 0)Âλ(0, m), Q˜m(λ) = Âλ(m, 0)Vλ(0, 0)Âλ(0, m).
Then Uλ(m, 0)P0 = Uλ(m, 0) since Ûλ(m, 0) = Uλ(m, 0)P0 satisfies (3.7) with n = 0 and
Vλ(m, 0)Q0 = Vλ(m, 0) since V̂λ(m, 0) = Vλ(m, 0)Q0 satisfies (3.9) with n = 0. For λ ∈ Y ,
from Lemmas 3.1, 3.2 and
P˜0(λ) = Uλ(0, 0) = P0 −
∞∑
τ=0
A(0, τ + 1)Qτ+1Bτ (λ)Uλ(τ, 0),
Q˜0(λ) = Vλ(0, 0) = Q0 +
−1∑
τ=−∞
A(0, τ + 1)Pτ+1Bτ (λ)Vλ(τ, 0),
(3.12)
it follows that
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(b1) P˜m(λ) and Q˜m(λ) are projections for m ∈ Z;
(b2) P˜m(λ)Âλ(m,n) = Âλ(m,n)P˜n(λ), Q˜m(λ)Âλ(m,n) = Âλ(m,n)Q˜n(λ) for m, n ∈ Z;
(b3) P0P˜0(λ) = P0, Q0Q˜0(λ) = Q0, Q0(id−P˜0(λ)) = id−P˜0(λ), P0(id−Q˜0(λ)) = id−Q˜0(λ);
(b4) P˜0(λ)P0 = P˜0(λ), Q˜0(λ)Q0 = Q˜0(λ).
Lemma 3.3. For λ ∈ Y , one has
‖Âλ(m,n)| Im P˜n(λ)‖ ≤ K̂(hm/hn)
aµε|n|, m ≥ n,
‖Âλ(m,n)| Im Q˜n(λ)‖ ≤ K̂(kn/km)
−bνε|n|, m ≤ n.
Proof. By the variation-of-constants formula, for λ ∈ Y and m ∈ Z, if (zλm)m≥n is a solution
of (3.2), then zλm = Pmz
λ
m +Qmz
λ
m, where
Pmz
λ
m = A(m,n)Pnz
λ
n +
m−1∑
τ=n
A(m, τ + 1)Pτ+1Bτ (λ)z
λ
τ ,
Qmz
λ
m = A(m,n)Qnz
λ
n +
m−1∑
τ=n
A(m, τ + 1)Qτ+1Bτ (λ)z
λ
τ . (3.13)
Our strategy here is to show that, if (zλm)m≥n is bounded, then
zλm = A(m,n)Pnz
λ
n +
m−1∑
τ=n
A(m, τ + 1)Pτ+1Bτ (λ)z
λ
τ
−
∞∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)z
λ
τ , m ≥ n.
(3.14)
By (3.13), we have
Qnz
λ
n = A(n,m)Qmz
λ
m −
m−1∑
τ=n
A(n, τ + 1)Qτ+1Bτ (λ)z
λ
τ . (3.15)
Moreover, ‖A(n,m)Qm‖ ≤ K(km/kn)
−bνε|m| and
∞∑
τ=n
‖A(n, τ + 1)Qτ+1Bτ (λ)z
λ
τ ‖ ≤ Kc
∞∑
τ=n
ν−ω|τ+1| sup
τ≥n
‖zλτ ‖
≤ KcN2 sup
τ≥n
‖zλτ ‖ <∞.
Then, Qnzn = −
∞∑
τ=n
A(n, τ + 1)Qτ+1Bτ (λ)z
λ
τ by letting m→∞ in (3.15). Hence,
Qmz
λ
m = −
∞∑
τ=n
A(m, τ + 1)Qτ+1Bτ (λ)z
λ
τ +
m−1∑
τ=n
A(m, τ + 1)Qτ+1Bτ (λ)z
λ
τ
= −
∞∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)z
λ
τ ,
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which proves (3.14).
Given ξ ∈ X , for λ ∈ Y , consider the solution zλm = Âλ(m,n)P˜n(λ)ξ of (3.2) for m ≥ n.
By the fact that Âλ(m, 0)Uλ(0, 0) and Uλ(m, 0) are solutions of (3.2), which coincide for
m = 0, we have
zλm := Âλ(m, 0)Uλ(0, 0)Âλ(0, n)ξ = Uλ(m, 0)Âλ(0, n)ξ.
Then (zλm)m≥n is a bounded solution of (3.2) with the initial value z
λ
n = P˜n(λ)ξ since Uλ(m, 0)
is bounded for m ∈ Z. From (3.14), for m ≥ n, it follows that
P˜m(λ)Âλ(m,n)ξ = A(m,n)PnP˜n(λ)ξ
+
m−1∑
τ=n
A(m, τ + 1)Pτ+1Bτ (λ)P˜τ (λ)Âλ(τ, n)ξ
−
∞∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)P˜τ(λ)Âλ(τ, n)ξ.
Moreover,
A7λ : =
m−1∑
τ=n
‖A(m, τ + 1)Pτ+1‖‖Bτ (λ)‖‖P˜τ(λ)Âλ(τ, n)ξ‖
≤ Kc
m−1∑
τ=n
(hm/hτ )
aµ−ω|τ+1|‖P˜τ (λ)Âλ(τ, n)‖‖P˜n(λ)ξ‖
≤ Kc(hm/hn)
aµε|n|‖P˜ (λ)Âλ‖1‖P˜n(λ)ξ‖
m−1∑
τ=n
µ−ω|τ+1|
≤ Kc(hm/hn)
aµε|n|‖P˜ (λ)Âλ‖1‖P˜n(λ)ξ‖N1
and
A8λ : =
∞∑
τ=m
‖A(m, τ + 1)Qτ+1‖‖Bτ (λ)‖‖P˜τ (λ)Âλ(τ, n)ξ‖
≤ Kc
∞∑
τ=m
(kτ+1/km)
−bν−ω|τ+1|‖P˜τ (λ)Âλ(τ, n)‖‖P˜n(λ)ξ‖
≤ Kc(hm/hn)
aµε|n|‖P˜ (λ)Âλ‖1‖P˜n(λ)ξ‖
∞∑
τ=m
ν−ω|τ+1|
≤ Kc(hm/hn)
aµε|n|‖P˜ (λ)Âλ‖1‖P˜n(λ)ξ‖N2.
Then
‖P˜m(λ)Âλ(m,n)ξ‖ ≤ K(hm/hn)
aµε|n|‖P˜n(λ)ξ‖+ A
7
λ + A
8
λ
≤ K(hm/hn)
aµε|n|‖P˜n(λ)ξ‖
+Kc(N1 +N2)(hm/hn)
aµε|n|‖P˜ (λ)Âλ‖1‖P˜n(λ)ξ‖
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and ‖P˜ (λ)Âλ‖1 ≤ K̂. Therefore, the first inequality holds.
By carrying out similar arguments, we claim that, for each λ ∈ Y , if (zλm)m≤n is a
bounded solution of (3.2) and lim
m→−∞
h−am µ
ε
|m| = 0, then
zλm = A(m,n)Qnz
λ
n +
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1Bτ (λ)z
λ
τ
−
n−1∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)z
λ
τ .
(3.16)
Given ξ ∈ X and λ ∈ Y , one has
zλm := Âλ(m,n)Q˜n(λ)ξ = Vλ(m, 0)Âλ(0, n)ξ, m ≤ n
and (zλm)m≤n is a bounded solution of (3.2) with z
λ
n = Q˜n(λ)ξ. Then, by (3.16),
Q˜m(λ)Âλ(m,n)ξ = A(m,n)QnQ˜n(λ)ξ
+
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1Bτ (λ)Q˜τ (λ)Âλ(τ, n)ξ
−
n−1∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)Q˜τ (λ)Âλ(τ, n)ξ.
Note that
A9λ : =
m−1∑
τ=−∞
‖A(m, τ + 1)Pτ+1‖‖Bτ (λ)‖‖Q˜τ (λ)Âλ(τ, n)ξ‖
≤ Kc
m−1∑
τ=−∞
(hm/hτ )
aµ−ω|τ+1|‖Q˜τ (λ)Âλ(τ, n)‖‖Q˜n(λ)ξ‖
≤ Kc(kn/km)
−bνε|n|‖Q˜(λ)Âλ‖2‖Q˜n(λ)ξ‖
m−1∑
τ=−∞
µ−ω|τ+1|
≤ Kc(kn/km)
−bνε|n|‖Q˜(λ)Âλ‖2‖Q˜n(λ)ξ‖N1
and
A10λ : =
n−1∑
τ=m
‖A(m, τ + 1)Qτ+1‖‖Bτ (λ)‖‖Q˜τ(λ)Âλ(τ, n)ξ‖
≤ Kc
n−1∑
τ=m
(kτ+1/km)
−bν−ω|τ+1|‖Q˜τ (λ)Âλ(τ, n)‖‖Q˜n(λ)ξ‖
≤ Kc(kn/km)
−bνε|n|‖Q˜(λ)Âλ‖2‖Q˜n(λ)ξ‖
n−1∑
τ=m
ν−ω|τ+1|
≤ Kc(kn/km)
−bνε|n|‖Q˜(λ)Âλ‖2‖Q˜n(λ)ξ‖N2,
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then
‖Q˜m(λ)Âλ(m,n)ξ‖ ≤ K(kn/km)
−bνε|n|‖Q˜n(λ)ξ‖+ A
9
λ + A
10
λ
≤ K(kn/km)
−bνε|n|‖Q˜n(λ)ξ‖
+Kc(N1 +N2)(kn/km)
−bνε|n|‖Q˜(λ)Âλ‖2‖Q˜n(λ)ξ‖
and
‖Q˜(λ)Âλ‖2 ≤ K +Kc(N1 +N2)‖Q˜(λ)Âλ‖2,
i.e., ‖Q˜(λ)Âλ‖2 ≤ K̂, which yields the second inequality.
Next, we construct the projections P̂m(λ) for λ ∈ Y .
Lemma 3.4. For λ ∈ Y , S0(λ) = P˜0(λ) + Q˜0(λ) is invertible.
Proof. By(3.12), (b3), and (b4), one has
P˜0(λ) + Q˜0(λ)− id = Q0P˜0(λ) + P0Q˜0(λ), (3.17)
where
P0Q˜0(λ) = P0Vλ(0, 0) =
−1∑
τ=−∞
A(0, τ + 1)Pτ+1Bτ (λ)Vλ(τ, 0),
Q0P˜0(λ) = Q0Uλ(0, 0) = −
∞∑
τ=0
A(0, τ + 1)Qτ+1Bτ (λ)Uλ(τ, 0).
By (3.6), (3.8) and (3.11), for λ ∈ Y ,
‖Uλ(m,n)‖ ≤ K̂(hm/hn)
aµε|n|, m ≥ n (3.18)
and
‖Vλ(m,n)‖ ≤ K̂(kn/km)
−bνε|n|, m ≤ n. (3.19)
From (3.17)-(3.19), it follows that
A11λ : =
−1∑
τ=−∞
‖A(0, τ + 1)Pτ+1‖‖Bτ (λ)‖‖Vλ(τ, 0)‖
≤ KK̂c
−1∑
τ=−∞
(h0/hτ )
a(k0/kτ )
−bµ−ω|τ+1|ν
ε
0
≤ KK̂c
−1∑
τ=−∞
µ−ω|τ+1| ≤ KK̂cN1
and
A12λ : =
∞∑
τ=0
‖A(0, τ + 1)Qτ+1‖‖Bτ (λ)‖‖Uλ(τ, 0)‖
≤ KK̂c
∞∑
τ=0
(kτ+1/k0)
−b(hτ/h0)
aν−ω|τ+1|µ0 ≤ KK̂c
∞∑
τ=0
ν−ω|τ+1| ≤ KK̂cN2.
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Then
‖P˜0(λ) + Q˜0(λ)− id ‖ ≤ A
11
λ + A
12
λ ≤ KK̂c(N1 +N2)
and, by (3.3), S0(λ) is invertible for λ ∈ Y .
For λ ∈ Y and m ∈ Z, set
P̂m(λ) = Âλ(m, 0)S0(λ)P0(λ)S
−1
0 (λ)Âλ(0, m),
Q̂m(λ) = Âλ(m, 0)S0(λ)Q0(λ)S
−1
0 (λ)Âλ(0, m).
(3.20)
Then P̂m(λ) and Q̂m(λ) are projections satisfying (3.4) and P̂m(λ) + Q̂m(λ) = id.
Lemma 3.5. For λ ∈ Y , the following claims hold
‖Âλ(m,n)P̂n(λ)‖ ≤ K̂(hm/hn)
aµε|n|‖P̂n(λ)‖, m ≥ n,
‖Âλ(m,n)Q̂n(λ)‖ ≤ K̂(kn/km)
−bνε|n|‖Q̂n(λ)‖, m ≤ n.
(3.21)
Proof. By (b4), for λ ∈ Y , one has
S0(λ)P0 = (P˜0(λ) + Q˜0(λ))P0 = P˜0(λ),
S0(λ)Q0 = (P˜0(λ) + Q˜0(λ))Q0 = Q˜0(λ).
Note that Sm(λ) = Âλ(m, 0)S0(λ)Âλ(0, m) for m ∈ Z, then
P̂m(λ)Sm(λ) = Âλ(m, 0)S0(λ)P0Âλ(0, m)
= Âλ(m, 0)P˜0(λ)Âλ(0, m) = P˜m(λ).
Similarly, Q̂m(λ)Sm(λ) = Q˜m(λ). Whence, Im P̂m(λ) = Im P˜m(λ) and Im Q̂m(λ) = Im Q˜m(λ)
for λ ∈ Y since Sm(λ) is invertible. By Lemma 3.3, for λ ∈ Y , one has
‖Âλ(m,n)P̂n(λ)‖ ≤ ‖Âλ(m,n)| Im P˜n(λ)‖‖P̂n(λ)‖
≤ K̂(hm/hn)
aµε|n|‖P̂n(λ)‖, m ≥ n,
‖Âλ(m,n)Q̂n(λ)‖ ≤ ‖Âλ(m,n)| Im Q˜n(λ)‖‖Q̂n(λ)‖
≤ K̂(kn/km)
−bνε|n|‖Q̂n(λ)‖, m ≤ n.
Lemma 3.6. For λ ∈ Y , the following claims hold
‖P̂m(λ)‖ ≤ [K/(1− 2KK̂c(N1 +N2))](µ
ε
|m| + ν
ε
|m|),
‖Q̂m(λ)‖ ≤ [K/(1− 2KK̂c(N1 +N2))](µ
ε
|m| + ν
ε
|m|).
(3.22)
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Proof. For ξ ∈ X and λ ∈ Y , set
z1m = Âλ(m,n)P̂n(λ)ξ, m ≥ n, z
2
m = Âλ(m,n)Q̂n(λ)ξ, m ≤ n.
Then, by Lemma 3.5, (z1m)m≥n and (z
2
m)m≤n are bounded solutions of (3.2). By (3.14) and
(3.16), one has
P̂m(λ)Âλ(m,n)ξ = A(m,n)PnP̂n(λ)ξ
+
m−1∑
τ=n
A(m, τ + 1)Pτ+1Bτ (λ)P̂τ(λ)Âλ(τ, n)ξ
−
∞∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)P̂τ (λ)Âλ(τ, n)ξ
and
Q̂m(λ)Âλ(m,n)ξ = A(m,n)QnQ̂n(λ)ξ
+
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1Bτ (λ)Q̂τ (λ)Âλ(τ, n)ξ
−
n−1∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)Q̂τÂ(τ, n)ξ.
Taking m = n leads to
QmP̂m(λ)ξ = −
∞∑
τ=m
A(m, τ + 1)Qτ+1Bτ (λ)P̂τ (λ)Âλ(τ,m)ξ,
PmQ̂m(λ)ξ =
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1Bτ (λ)Q̂τ (λ)Âλ(τ,m)ξ.
By Lemma 3.5,
‖QmP̂m(λ)‖ ≤ KK̂c‖P̂m(λ)‖
∞∑
τ=m
(kτ+1/km)
−b(hτ/hm)
aν−ω|τ+1|µ
ε
|m|
≤ KK̂cN2‖P̂m(λ)‖
and
‖PmQ̂m(λ)‖ ≤ KK̂c‖Q̂m(λ)‖
m−1∑
τ=−∞
(hm/hτ )
a(km/kτ)
−bµ−ω|τ+1|ν
ε
|m|
≤ KK̂cN1‖Q̂m(λ)‖.
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Since ‖Pm‖ ≤ Kµ
ε
|m| and ‖Qm‖ ≤ Kν
ε
|m|, one has
‖P̂m(λ)‖ ≤ ‖P̂m(λ)− Pm‖+ ‖Pm‖
= ‖P̂m(λ)− PmP̂m(λ)− Pm + PmP̂m(λ)‖+ ‖Pm‖
= ‖QmP̂m(λ)− PmQ̂m(λ)‖+ ‖Pm‖
≤ ‖QmP̂m(λ)‖+ ‖PmQ̂m(λ)‖+ ‖Pm‖
≤ KK̂c(N1 +N2)(‖P̂m(λ)‖+ ‖Q̂m(λ)‖) +Kµ
ε
|m|
and
‖Q̂m(λ)‖ ≤ ‖Q̂m(λ)−Qm‖+ ‖Qm‖ = ‖P̂m(λ)− Pm‖+ ‖Qm‖
≤ KK̂c(N1 +N2)(‖P̂m(λ)‖+ ‖Q̂m(λ)‖) +Kν
ε
|m|.
Therefore, for λ ∈ Y ,
‖P̂m(λ)‖+ ‖Q̂m(λ)‖ ≤ 2KK̂c(N1 +N2)(‖P̂m(λ)‖+ ‖Q̂m(λ)|) +K(µ
ε
|m| + ν
ε
|m|).
By Lemma 3.5 and Lemma 3.6, (3.5) holds. In order to complete the proof, we only need
to show that the stable subspace P̂λ(X) and the unstable subspace Q̂λ(X) are Lipschitz
continuous in λ.
In fact, from Lemmas 3.1, and 3.2, it follows that Uλ and Vλ are Lipschitz continuous
with respect to λ. Note that Âλ is Lipschitz continuous in λ, hence P˜m(λ) and Q˜m(λ) are
Lipschitz continuous in λ. Moreover, since Y is finite-dimensional, S0(λ) and S
−1
0 (λ) are
both Lipschitz continuous in λ. Then (3.20) implies that the above claim is valid.
4. Nonlinear perturbations: Grobman-Hartman theorem
In the nonlinear perturbation theory, the linearization of dynamical systems stands as a fun-
damental step and as a principle tool in the study of local behavior of a given nonlinear flow.
The classical Grobman-Hartman theorem, as the well-known linearization theorem, states
that, around a hyperbolic fixed point, the map or the flow of a nonlinear dynamical system
is topologically conjugate to the corresponding linear map or flow in some open neighbor-
hood of the origin, that is, there exits a homeomorphism such that both maps or flows can
be transformed into each other. In this section, with the help of nonuniform (h, k, µ, ν)-
dichotomy, we devote to establishing a new version of the Grobman-Hartman theorem for
a very general nonuniformly hyperbolic linear operators under nonlinear perturbations.
To facilitate the discussion below, define
∆1 : =
{um}m∈Z ∈ ∆
∣∣∣∣∣∣
there exist positive constants l1 ∈ R and ω1 ∈ Z
such that any interval of length l1 of R contains at
most ω1 elements of {1/um}m∈Z
 ,
∆2 : =
{um}m∈Z ∈ ∆
∣∣∣∣∣∣
there exist positive constants l2 ∈ R and ω2 ∈ Z
such that any interval of length l2 of R contains at
most ω2 elements of {um}m∈Z
 .
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For any constant l˜ < −1, n,m ∈ Z, l1 = 1 and l2 = un, one has
∞∑
τ=n
ul˜τ ≤ ω2u
l˜
n + ω2(2un)
l˜ + · · · = ω2u
l˜
nζl˜ (4.1)
and
m−1∑
τ=−∞
(um/uτ)
l˜ ≤ ω11
l˜ + ω12
l˜ + · · · = ω1ζl˜, (4.2)
where ζl˜ :=
∑∞
τ=1 τ
l˜.
Consider the nonlinear perturbed system of (3.1)
xm+1 = Amxm + fm(xm). (4.3)
Definition 4.1 ([39, 41]). (3.1) and (4.3) are said to be topologically equivalent if there
exist bounded operators Hm : X → X,m ∈ Z with the following properties,
(i) if ‖x‖ → ∞, then ‖Hm(x)‖ → ∞ uniformly with respect to m ∈ Z;
(ii) for each fixed m, Hm is a homeomorphism of X into X;
(iii) the operators Lm = H
−1
m also have property (i);
(iv) if xm is a solution of (4.3), then Hm(xm) is a solution of (3.1).
Theorem 4.1. Assume that
(c1) the sequence of linear operators (Am)m∈Z admits a nonuniform (h, k, µ, ν)-dichotomy
with |a|, b > 1 on Z and h ∈ ∆1, k ∈ ∆2;
(c2) there exist positive constants αˆ, γˆ such that, for any x, x
1, x2 ∈ X and m ∈ Z,
‖fm(x)‖ ≤ αˆmin{µ
−ε
|m+1|, ν
−ε
|m+1|},
‖fm(x
1)− fm(x
2)‖ ≤ γˆmin{µ−ε|m+1|, ν
−ε
|m+1|}‖x
1 − x2‖;
(4.4)
(c3) Kγˆ(ω1ζa + ω2ζ−b) < 1.
Then (4.3) is topologically equivalent to (3.1) and the equivalent operators Hm satisfy
‖Hm(x)− x‖ ≤ Kαˆ(ω1ζa + ω2ζ−b), m ∈ Z, x ∈ X.
In the rest of this section, we always assume that (c1)-(c3) are satisfied. Let Xm(n, xn)
be the solution of (4.3) with Xn = xn and Ym(n, yn) be the solution of (3.1) with Yn = yn.
We first prove some auxiliary results.
Lemma 4.1. For any fixed (m¯, ξ) ∈ Z×X,
(d1) the system
zm+1 = Amzm − fm(Xm(m¯, ξ)), m ∈ Z (4.5)
has a unique bounded solution (hm(m¯, ξ))m∈Z and
‖hm(m¯, ξ)‖ ≤ Kαˆ(ω1ζa + ω2ζ−b), m ∈ Z;
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(d2) the system
zm+1 = Amzm + fm(Ym(m¯, ξ) + zm), m ∈ Z (4.6)
has a unique bounded solution (lm(m¯, ξ))m∈Z and
‖lm(m¯, ξ)‖ ≤ Kαˆ(ω1ζa + ω2ζ−b), m ∈ Z.
Proof. Direct calculations show that
hm(m¯, ξ) = −
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1fτ (Xτ (m¯, ξ))
+
∞∑
τ=m
A(m, τ + 1)Qτ+1fτ (Xτ (m¯, ξ))
is a solution of (4.5). By (4.4), for any m ∈ Z, one has
‖hm(m¯, ξ)‖ =
m−1∑
τ=−∞
‖A(m, τ + 1)Pτ+1‖‖fτ (Xτ (m¯, ξ))‖
+
∞∑
τ=m
‖A(m, τ + 1)Qτ+1‖‖fτ(Xτ (m¯, ξ))‖
≤ Kαˆ
(
m−1∑
τ=−∞
(hm/hτ+1)
a + kbm
∞∑
τ=m
k−bτ+1
)
≤ Kαˆ(ω1ζa + ω2ζ−b).
Since the sequence of linear operators (Am)m∈Z admits a nonuniform (h, k, µ, ν)-dichotomy
on Z, (hm(m¯, ξ))m∈Z is the unique bounded solution of (4.5).
Set
Ω3 := {z : Z→ X|‖z‖ ≤ Kαˆ(ω1ζa + ω2ζ−b)},
where ‖z‖ := supm∈Z ‖zm‖. It is not difficult to show that (Ω3, ‖ · ‖) is a Banach space.
Define an operator J on Ω3 by
Jzm =
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1fτ (Yτ(m¯, ξ) + zτ )
−
∞∑
τ=m
A(m, τ + 1)Qτ+1fτ (Yτ (m¯, ξ) + zτ ).
By (c2) and (c3), for any z, z
1, z2 ∈ Ω3 and m ∈ Z, one has
‖Jzm‖ ≤ Kαˆ
(
m−1∑
τ=−∞
(hm/hτ+1)
a + kbm
∞∑
τ=m
k−bτ+1
)
≤ Kαˆ(ω1ζa + ω2ζ−b)
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and
‖Jz1m − Jz
2
m‖ ≤ Kγˆ
(
m−1∑
τ=−∞
(hm/hτ+1)
a + kbm
∞∑
τ=m
k−bτ+1
)
≤ Kγˆ(ω1ζa + ω2ζ−b)‖z
1 − z2‖,
which imply that J(Ω3) ⊂ Ω3 and J is a contraction. Therefore, J has a unique fixed point
(lm)m∈Z, i.e.,
lm(m¯, ξ) =
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1fτ (Yτ (m¯, ξ) + lτ )
−
∞∑
τ=m
A(m, τ + 1)Qτ+1fτ (Yτ(m¯, ξ) + lτ ),
which is a bounded solution of (4.6).
Next, we prove that (lm(m¯, ξ))m∈Z is unique in X . Assume that there is another bounded
solution (l0m(m¯, ξ))m∈Z of (4.6), which is written as
l0m(m¯, ξ) =
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1fτ (Yτ(m¯, ξ) + l
0
τ )
−
∞∑
τ=−∞
A(m, τ + 1)Qτ+1fτ (Yτ (m¯, ξ) + l
0
τ ).
Proceeding in a manner similar to the above arguments, we have
‖l − l0‖ ≤ Kγˆ(ω1ζa + ω2ζ−b)‖l − l
0‖.
Then, by (c3), one has lm ≡ l
0
m for m ∈ Z. Therefore, (lm(m¯, ξ))m∈Z is the unique bounded
solution of (4.6) with
‖lm(m¯, ξ)‖ ≤ Kαˆ(ω1ζa + ω2ζ−b), m ∈ Z.
Lemma 4.2. Let (xm)m∈Z be any solution of (4.3). Then zm ≡ 0 is the unique bounded
solution of
zm+1 = Amzm + fm(xm + zm)− fm(xm). (4.7)
Proof. It is obvious that zm ≡ 0 is a bounded solution of (4.7). Next we show that zm ≡ 0
is unique. Assume that (z0m)m∈Z is any bounded solution of (4.7), then (z
0
m)m∈Z reads
z0m =
m−1∑
τ=−∞
A(m, τ + 1)Pτ+1[fτ (xτ + zτ )− fτ (xτ )]
−
∞∑
τ=m
A(m, τ + 1)Qτ+1[fτ (xτ + zτ )− fτ (xτ )]
and then ‖z0 − 0‖ ≤ Kγˆ(ω1ζa + ω2ζ−b)‖z
0 − 0‖. Therefore, z0m ≡ 0.
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Define the operators
Hm(x) = x+ hm(x), Lm(y) = y + lm(y), x, y ∈ X, m ∈ Z. (4.8)
Lemma 4.3. The following claims hold:
(e1) for any fixed (m¯, xm¯) ∈ Z×X, Hm(Xm(m¯, xm¯)) is a solution of (3.1);
(e2) for any fixed (m¯, ym¯) ∈ Z×X, Lm(Ym(m¯, ym¯)) is a solution of (4.3);
(e3) for any fixed m ∈ Z and y ∈ X, Hm(Lm(y)) = y holds;
(e4) for any fixed m ∈ Z and x ∈ X, Lm(Hm(x)) = x holds.
Proof. From (d1) and (d2) of Lemma 4.1, it follows that
hm(Xm(m¯, xm¯)) = hm(m¯, xm¯), lm(Ym(m¯, ym¯)) = lm(m¯, ym¯).
Then
Hm(Xm(m¯, xm¯)) = Xm(m¯, xm¯) + hm(Xm(m¯, xm¯))
= Xm(m¯, xm¯) + hm(m¯, xm¯),
Lm(Ym(m¯, ym¯)) = Ym(m¯, ym¯) + lm(Ym(m¯, ym¯)) = Ym(m¯, ym¯) + lm(m¯, ym¯).
From the fact that (Xm(m¯, xm¯))m∈Z, (hm(m¯, xm¯))m∈Z, (Ym(m¯, ym¯))m∈Z, and lm(m¯, ym¯))m∈Z
are solutions of (4.3), (4.5), (3.1), and (4.6), respectively, it follows that
Hm+1(Xm(m¯, xm¯)) = Xm+1(m¯, xm¯) + hm+1(m¯, xm¯)
= AmXm(m¯, xm¯) + fm(Xm(m¯, xm¯))
+ Amhm(m¯, xm¯)− fm(Xm(m¯, xm¯))
= AmHm(Xm(m¯, xm¯))
and
Lm+1(Ym(m¯, ym¯)) = Ym+1(m¯, ym¯) + lm+1(m¯, ym¯)
= AmYm(m¯, ym¯) + Amlm(m¯, ym¯)
+ fm(Ym(m¯, ym¯) + lm(m¯, ym¯))
= AmLm(Ym(m¯, ym¯)) + fm(Lm(Ym(m¯, ym¯))).
Hence, (e1) and (e2) hold.
Let (ym)m∈Z be any solution of (3.1) and (xm)m∈Z be any solution of (4.3). It fol-
lows from (e1) and (e2) that (Lm(ym))m∈Z and (Lm(Hm(xm)))m∈Z are solutions of (4.3),
(Hm(Lm(ym)))m∈Z and (Hm(xm))m∈Z are solutions of (3.1). Then
Hm+1(Lm(ym))− ym+1 = AmHm(Lm(ym))− Amym
= Am(Hm(Lm(ym))− ym)
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and
Lm+1(Hm(xm))− xm+1 = AmLm(Hm(xm)) + fm(Lm(Hm(xm)))
−Amxm − fm(xm)
= Am(Lm(Hm(xm))− xm)
+ fm(Lm(Hm(xm))− xm + xm)− fm(xm).
Moveover,
‖Hm(Lm(ym))− ym‖ ≤ ‖Hm(Lm(ym))− Lm(ym)‖+ ‖Lm(ym)− ym‖
≤ 2Kαˆ(ω1ζa + ω2ζ−b)
and
‖Lm(Hm(xm))− xm‖ ≤ ‖Lm(Hm(xm))−Hm(xm)‖+ ‖Hm(xm)− xm‖
≤ 2Kαˆ(ω1ζa + ω2ζ−b).
Therefore, (Hm(Lm(ym))−ym)m∈Z is a bounded solution of (3.1) and Hm(Lm(ym))−ym ≡ 0.
For any fixed m ∈ Z and y ∈ X , there exists a solution of (3.1) with the initial value ym = y.
Then Hm(Lm(y)) = y for any m ∈ Z. On the other hand, by Lemma 4.2, we conclude that
Lm(Hm(xm)) − xm ≡ 0 for any m ∈ Z. For any fixed m ∈ Z and x ∈ X , there exists a
solution of (4.3) with the initial value xm = x. Then Lm(Hm(x)) = x holds for any m ∈ Z.
In order to establish Theorem 4.1, we only need to verify that (Hm)m∈Z are topologically
equivalent operators. In fact,
• Condition (i): it follows from (4.8) and (d1) of Lemma 4.1 that
‖Hm(x)− x‖ = ‖hm(x)‖ ≤ Kαˆ(ω1ζa + ω2ζ−b), m ∈ Z, x ∈ X.
Then ‖Hm(x)‖ → ∞ uniformly with respect to m ∈ Z as ‖x‖ → ∞;
• Condition (ii): by (e3) and (e4) of Lemma 4.3, for each fixed m ∈ Z, Hm = L
−1
m is
homeomorphism;
• Condition (iii): by (4.8), for any m ∈ Z,
‖Lm(y)− y‖ = ‖lm(y)‖ ≤ Kαˆ(ω1ζa + ω2ζ−b), m ∈ Z, y ∈ X.
This implies that ‖Lm(y)‖ → ∞ uniformly with respect to m ∈ Z as ‖y‖ → ∞;
• Condition (iv): it follows from Lemma 4.3 that the condition (iv) holds.
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5. Nonlinear perturbations: parameter dependence of stable Lipschitz invariant
manifolds
It has been widely recognized that, both in mathematics and in application, the clas-
sical theory of invariant manifolds provides the geometric structures for describing and
understanding the qualitative behavior of nonlinear dynamical systems. In this section, we
establish the existence of parameter dependence of stable Lipschitz invariant manifolds for
sufficiently small nonlinear perturbations of (3.1) with the nonuniform (h, k, µ, ν)-dichotomy.
Since here we only consider the case of stable invariant manifold, then we only need to carry
out the discussion on Z+.
Consider the nonlinear perturbed system with the parameters of (3.1)
xm+1 = Amxm + fm(xm, λ), (5.1)
where fm : X × Y → X and fm(0, λ) = 0 for any m ∈ Z
+ and λ ∈ Y . In order to establish
the existence of stable invariant manifolds and for convenience of the discussion, we rewrite
the nonuniform (h, k, µ, ν)-dichotomy in the following equivalent form
‖A(m,n)Pn‖ ≤ K (hm/hn)
a µεn,
‖A(m,n)−1Qm‖ ≤ K (km/kn)
−b νεm
(5.2)
form ≥ n and define the stable and unstable spaces by Em = Pm(X), Fm = Qm(X), m ∈ Z
+,
respectively.
Let
βm = k
b/(εq)
m h
−a(q+1)/(εq)
m µ
1+1/q
m C
1/(εq)
m , (5.3)
where
Cm =
∞∑
τ=m
haqτ (hτ/hτ+1)
amax{µετ+1, ν
ε
τ+1},
and Bn(̺) ⊂ En be the open ball centered at zero with radius ̺ for a given n ∈ Z
+.
Denote by X the space of sequences of operators Φn : Zβ = Zβ(1)→ X satisfying
Φn(0) = 0, Φn(Bn(β
−ε
n )) ⊂ Fn,
and
‖Φn(ξ1)− Φn(ξ2)‖ ≤ ‖ξ1 − ξ2‖ (5.4)
for any n ∈ Z+ and ξ1, ξ2 ∈ Bn(β
−ε
n ), where
Zβ(η) =
{
(n, ξ) : n ∈ Z+, ξ ∈ Bn(β
−ε
n /η)
}
and η is a positive constant. It is not difficult to show that X is a Banach space with the
norm
|Φ|′ = sup
{
‖Φn(ξ)‖
‖ξ‖
: n ∈ Z+ and ξ ∈ Bn(β
−ε
n ) \ {0}
}
.
On the other hand, let X ∗ be the space of sequences of operators Φn : Z
+ × X → X
such that Φ|Zβ ∈ X and Φn(ξ) = Φn
(
β−εn ξ/‖ξ‖
)
, (n, ξ) 6∈ Zβ. It is clear that there is a
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one-to-one correspondence between X and X ∗ and X ∗ is a Banach space with the norm
X ∗ ∋ Φ 7→ |Φ|Zβ|
′. For n ∈ Z+ and ξ1, ξ2 ∈ En, one has
‖Φn(ξ1)− Φn(ξ2)‖ ≤ 2‖ξ1 − ξ2‖. (5.5)
For λ ∈ Y and (n, un, vn) ∈ Z
+ ×En × Fn, consider the graph
Wλ =
{
(n, ξ,Φn(ξ)) : (n, ξ) ∈ Zβ,Φ ∈ X
}
(5.6)
and
Ψλκ(n, un, vn) = (m, um, vm), κ = m− n ≥ 0, (5.7)
where
um = A(m,n)un +
m−1∑
τ=n
A(m, τ + 1)Pτ+1fτ (uτ , vτ , λ), (5.8)
vm = A(m,n)vn +
m−1∑
τ=n
A(m, τ + 1)Qτ+1fτ (uτ , vτ , λ). (5.9)
We now establish the existence of a stable Lipschitz invariant manifold for (5.1).
Theorem 5.1. Assume that
(g1) there exist positive constants cˆ and q such that
‖fm(x
1, λ)− fm(x
2, λ)‖ ≤ cˆ‖x1 − x2‖(‖x1‖q + ‖x2‖q) (5.10)
and
‖fm(x, λ1)− fm(x, λ2)‖ ≤ cˆ|λ1 − λ2| · ‖x‖
q+1 (5.11)
for any m ∈ Z+, x, x1, x2 ∈ X and λ, λ1, λ2 ∈ Y ;
(g2) the sequence of linear operators (Am)m∈Z+ admits a nonuniform (h, k, µ, ν)-dichotomy;
(g3) lim
m→∞
k−bm h
a
mν
ε
m = 0 and h
a
mβ
ε
m is a decreasing sequence.
If cˆ in (5.10) and (5.11) is sufficiently small, then, for each λ ∈ Y , for any (n, ξ), (n, ξ1),
(n, ξ2) ∈ Zβ·µ(2K) and κ = m − n ≥ 0, there exist a unique sequence of operators Φn =
Φλn ∈ X and a constant d > 0 such that
Ψλκ(n, ξ,Φn(ξ)) ∈ Wλ (5.12)
and
‖Ψλκ(n, ξ1,Φn(ξ1))−Ψ
λ
κ(n, ξ2,Φn(ξ2))‖ ≤ d(hm/hn)
aµεn‖ξ1 − ξ2‖. (5.13)
Moreover, there exists a constant d∗ > 0 such that
‖Ψλ1κ (n, ξ,Φ
λ1
n (ξ))−Ψ
λ2
κ (n, ξ,Φ
λ2
n (ξ))‖ ≤ d(hm/hn)
aµεn|λ1 − λ2| · ‖ξ‖. (5.14)
for any λ1, λ2 ∈ Y .
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Proof. We first prove that, for each (n, ξ,Φ, λ) ∈ Zβ×X
∗×Y , there exists a unique sequence
of operators u = uΦ,λξ : Z
+ → X with un = ξ such that (5.8) holds for any m ≥ n and
‖um‖ ≤ 2K(hm/hn)
aµεn‖ξ‖. (5.15)
Let
Ω3 := {u : [n,∞)→ X|‖u‖∗ ≤ β
−ε
n , um ∈ Em, un = ξ,m ≥ n},
where
‖u‖∗ =
1
2K
sup
{
‖um‖
(hm/hn)aµεn
: m ≥ n
}
. (5.16)
Then Ω3 is a Banach space with the norm ‖·‖∗. Given (n, ξ) ∈ Zβ and Φ ∈ X
∗, for each
λ ∈ Y , define an operator Lλ on Ω3 by
Lλum = A(m,n)ξ +
m−1∑
τ=n
A(m, τ + 1)Pτ+1fτ (uτ ,Φτ (uτ ), λ).
Obviously, Lλun = ξ and L
λum ∈ Em for m ≥ n. By (5.10) and (5.2), one has
Bλ,1τ : = ‖fτ (uτ ,Φτ (uτ ), λ)‖
≤ cˆ (‖uτ‖+ ‖Φτ (uτ )‖) (‖uτ‖+ ‖Φτ (uτ )‖)
q
≤ 3q+1cˆ‖uτ‖
q+1
≤ 6q+1cˆKq+1
(
hτ
hn
)a(q+1)
µε(q+1)n (‖u‖∗)
q+1, τ ≥ n
and
‖Lλum‖ ≤ ‖A(m,n)‖‖ξ‖+
m−1∑
τ=n
‖A(m, τ + 1)Pτ+1‖B
λ,1
τ
≤ K
(
hm
hn
)a
µεn‖ξ‖+ 6
q+1cˆKq+2
(
hm
hn
)a
h−aqn µ
ε(q+1)
n (‖u‖∗)
q+1Cn.
Then
‖Lλu‖∗ ≤
1
2
(
‖ξ‖+ 6q+1cˆKq+1h−aqn µ
εq
n (‖u‖∗)
q+1Cn
)
≤
1
2
(
1 + 6q+1cˆKq+1h−aqn µ
εq
n β
−εq
n Cn
)
β−εn
≤
1
2
(1 + 6q+1cˆKq+1)β−εn .
Hence, Lλ(Ω3) ⊂ Ω3 since cˆ is sufficiently small and one can take a cˆ such that 6
q+1cˆKq+1 < 1.
Moreover, for any u1, u2 ∈ Ω3, it follows that
Bλ,2τ : = ‖fτ (u
1
τ ,Φτ (u
1
τ ), λ)− fτ (u
2
τ ,Φτ (u
2
τ ), λ)‖
≤ 3q+1cˆ‖u1τ − u
2
τ‖(‖µ
1
τ‖
q + ‖µ2τ‖
q)
≤ 2q+23q+1cˆKq+1
(
hτ
hn
)a(q+1)
µε(q+1)n β
−εq
n ‖u
1 − u2‖∗
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and
‖Lλu1m − L
λu2m‖ ≤
m−1∑
τ=n
‖A(m, τ + 1)Pτ+1‖B
λ,2
τ
≤ 2 · 6q+1cˆKq+2‖u1 − u2‖∗
(
hm
hn
)a
µεn.
Then ‖Lλu1 − Lλu2‖∗ ≤ 6
q+1cˆKq+1‖u1 − u2‖∗. Since cˆ is sufficiently small, take cˆ such that
6q+1cˆKq+1 < 1, then Lλ is a contraction in Ω3 and there exists a unique sequence of operators
u = uλ ∈ Ω3 such that L
λu = u. On the other hand, since K/(1− (1/2)6q+1cˆKq+1) < 2K,
it is not difficult to show that, for any m ≥ n,
‖u‖∗ ≤
1
2
‖ξ‖+
1
2
6q+1cˆKq+1‖u‖∗, ‖um‖ ≤ 2K(hm/hn)
aµεn‖ξ‖.
Next we study the properties of the unique sequence of operators u = uΦ,λξ .
For each λ ∈ Y and Φ ∈ X ∗, write ui = uΦ,λξi for i = 1, 2 and (n, ξ1), (n, ξ2) ∈ Zβ. By
(5.5) and (5.10), one has
Bλ,3τ : = ‖fτ (u
1
τ ,Φτ (u
1
τ), λ)− fτ (u
2
τ ,Φτ (u
2
τ ), λ)‖
≤ 3q+1cˆ‖u1τ − u
2
τ‖(‖u
1
τ‖
q + ‖u2τ‖
q).
Then
‖u1m − u
2
m‖ ≤ ‖A(m,n)(ξ1 − ξ2)‖+
m−1∑
τ=n
‖A(m, τ + 1)Pτ+1‖B
λ,3
τ
≤ K
(
hm
hn
)a
µεn(‖ξ1 − ξ2‖
+ 2 · 6q+1cˆKq+2‖u1 − u2‖∗
(
hm
hn
)a
µε(q+1)n β
−εq
n Cn
and
‖u1 − u2‖∗ ≤
1
2
‖ξ1 − ξ2‖+ 6
q+1cˆKq+1‖u1 − u2‖∗.
Therefore,
‖u1m − u
2
m‖ ≤ K1(hm/hn)
aµεn‖ξ1 − ξ2‖ (5.17)
with K1 = K/(1− 6
q+1cˆKq+1) if cˆ is sufficiently small.
For each λ ∈ Y and each (n, ξ) ∈ Zβ, write u
i = uΦ
i,λ
ξ for i = 1, 2 and Φ
1,Φ2 ∈ X ∗.
With the help of (5.2), (5.5), (5.10), and (5.15), one has
Bλ,4τ : = ‖fτ (u
1
τ ,Φ
1
τ (u
1
τ ), λ)− fτ (u
2
τ ,Φ
2
τ (u
2
τ), λ)‖
≤ 3qcˆ
[
3(‖u1τ − u
2
τ‖)(‖u
1
τ‖
q + ‖u2τ‖
q) · (‖u1τ‖ · |Φ
1 − Φ2|′)(‖u1τ‖
q + ‖u2τ‖
q)
]
≤ [2 · 6q+1cˆKq+1‖u1 − u2‖∗ + 4 · 6
q cˆKq+1‖ξ‖ · |Φ1 − Φ2|′]
× (hτ/hn)
a(q+1)µε(q+1)n β
−εq
n , τ ≥ n
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and
‖u1m − u
2
m‖ ≤
m−1∑
τ=n
‖A(m, τ + 1)Pτ+1‖B
λ,4
τ
≤ [2 · 6q+1cˆKq+1‖u1 − u2‖∗ + 4 · 6
q cˆKq+1‖ξ‖ · |Φ1 − Φ2|′]
×K
(
hm
hn
)a
h−aqn µ
ε(q+1)
n β
−εq
n Cn.
Then
‖u1 − u2‖∗ ≤ [6
q+1cˆKq+1‖u1 − u2‖∗ + 2 · 6q cˆKq+1‖ξ‖ · |Φ1 − Φ2|′]µ−εn
and
‖u1m − u
2
m‖ ≤ K2(µm/µn)
a‖ξ‖ · |Φ1 − Φ2|′ (5.18)
with K2 = 4 · 6
q cˆKq+2/(1− 6q+1cˆKq+1).
In order to establish the existence and uniqueness of the sequence of operators Φn =
Φλn ∈ X satisfying (5.9) for each given λ ∈ Y , we will prove that, if cˆ is sufficiently small
and Φn ∈ X
∗, then one has the following claims:
(h1) for (n, ξ) ∈ Zβ and m ≥ n, if
Φm(um) = A(m,n)Φn(ξ) +
m−1∑
τ=n
A(m, τ + 1)Qτ+1fτ (uτ ,Φτ (uτ ), λ), (5.19)
then
Φn(ξ) = −
∞∑
τ=n
A(τ + 1, n)−1Qτ+1fτ (uτ ,Φτ (uτ), λ); (5.20)
(h2) if (5.20) holds for n ∈ Z
+ and ξ ∈ Bn(β
−ε
n ), then (5.19) holds for (n, ξ) ∈ Zβ·µ(2K).
It follows from (5.2), (5.10), (5.5) and (5.15) that
Bλ,5τ : = ‖A(τ + 1, n)
−1Qτ+1‖ · ‖fτ (uτ ,Φτ (uτ ), λ)‖
≤ 3q+1cˆK
(
kτ+1
kn
)−b
νετ+1‖uτ‖
q+1
≤ 6q+1cˆKq+2
(
kτ+1
kn
)−b
νετ+1
(
hτ
hn
)a(q+1)
µε(q+1)n ‖ξ‖
q+1
≤ 6q+1cˆKq+2
(
kτ+1
kn
)−b
νετ+1
(
hτ
hn
)a(q+1)
µε(q+1)n β
−ε(q+1)
n
and
∞∑
τ=n
Bλ,5τ ≤ 6
q+1cˆKq+2kbnh
−a(q+1)
n µ
ε(q+1)
n β
−ε(q+1)
n
∞∑
τ=n
k−bτ+1h
a(q+1)
τ ν
ε
τ
≤ 6q+1cˆKq+2kbnh
−a(q+1)
n µ
ε(q+1)
n β
−εq
n Cn <∞.
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Then the right-hand side of (5.20) is well-defined. If (5.19) holds for (n, ξ) ∈ Zβ and m ≥ n,
then we rewrite (5.19) as
Φn(ξ) = A(m,n)
−1Φm(um)−
m−1∑
τ=n
A(τ + 1, n)−1Qτ+1fτ (uτ ,Φτ (uτ), λ). (5.21)
By (5.2), (5.5), and (5.15), it follows that
‖A(m,n)−1Φm(um)‖ ≤ 4K
2
(
km
kn
)−b
νεm
(
hm
hn
)a
µεnβ
−ε
n
≤ 4K2k−bm h
a
mν
ε
mk
b
nh
−a
n µ
ε
nβ
−ε
n .
Therefore, letting t → ∞ in (5.21) yields (5.20). On the other hand, assume that (5.20)
holds for any (n, ξ) ∈ Zβ, then, for (n, ξ) ∈ Zβ·µ(2K),
‖um‖ ≤ 2K
(
hm
hn
)a
µεn‖ξ‖ ≤ β
−ε
m
hamβ
ε
m
hanβ
ε
n
≤ β−εm .
Hence, (m, um) ∈ Zβ for any m ≥ n. By (5.20), one gets
A(m,n)Φn(ξ) = −
m−1∑
τ=n
A(m, τ + 1)Qτ+1fτ (uτ ,Φτ (uτ), λ)
−
∞∑
τ=m
A(m, τ + 1)Qτ+1fτ (uτ ,Φτ (uτ), λ)
= −
m−1∑
τ=n
A(m, τ + 1)Qτ+1fτ (uτ ,Φτ (uτ), λ) + Φm(µm),
where we have used (5.20) in the last equality with (n, ξ) replaced by (m, um).
We now state the existence and uniqueness of the sequence of operators Φn = Φ
λ
n ∈ X
such that (5.12) and (5.13) hold for each λ ∈ Y .
Given λ ∈ Y , for Φn ∈ X
∗ and (n, ξ) ∈ Zβ, define an operator J
λ by
(JλΦn)(ξ) = −
∞∑
τ=n
A(τ + 1, n)−1Qτ+1fτ (uτ ,Φτ (uτ ), λ),
where u is the unique sequence of operators in (5.15) for (n, ξ,Φ, λ). Moreover, we have
JλΦn(0) = 0 and
Bλ,6τ : = ‖fτ (u
1
τ ,Φτ (u
1
τ ), λ)− fτ (u
2
τ ,Φτ (u
2
τ ), λ)‖
≤ 3q+1cˆ‖u1τ − u
2
τ‖(‖u
1
τ‖
q + ‖u2τ‖
q)
≤ 6q+1cˆKqK1
(
hτ
hn
)a(q+1)
µε(q+1)n β
−εq
n ‖ξ1 − ξ2‖
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for any ξ1, ξ2 ∈ Bn(β
−ε
n ) and u
i = uΦ,λξi for i = 1, 2. Then
‖JλΦn(ξ1)− J
λΦn(ξ2)‖ ≤
∞∑
τ=n
‖A(τ + 1, n)−1Qτ+1‖B
λ,6
τ
≤ 6q+1cˆKq+1K1k
b
nh
−a(q+1)
n µ
ε(q+1)
n β
−εq
n Cn‖ξ1 − ξ2‖
≤ 6q+1cˆKq+1K1‖ξ1 − ξ2‖
and
‖JλΦn(ξ1)− J
λΦn(ξ2)‖ ≤ ‖ξ1 − ξ2‖
since cˆ is sufficiently small. It is not difficult to extend JλΦ to Z+ × X by JλΦn(ξ) =
JλΦn
(
β−εn ξ/‖ξ‖
)
for any (n, ξ) 6∈ Zβ, and hence, J
λ(X ∗) ⊂ X ∗. For any Φ1,Φ2 ∈ X ∗,
writing ui = uΦ
i,λ
ξ for i = 1, 2, by (5.5), (5.15), and (5.18), for each (n, ξ) ∈ Zβ, we have
Bλ,7τ : = ‖fτ (u
1
τ ,Φ
1
τ (u
1
τ ), λ)− fτ (u
2
τ ,Φ
2
τ (u
2
τ ), λ)‖
≤ 3q cˆ
(
3‖u1τ − u
2
τ‖+ ‖u
1
τ‖ · |Φ
1 − Φ2|′
)
(‖u1τ‖
q + ‖u2τ‖
q)
≤ 2 · 6q cˆKq(2K + 3K2)‖ξ‖ · |Φ
1 − Φ2|′ ·
(
hτ
hn
)a(q+1)
µε(q+1)n β
−εq
n
and
‖JλΦ1n(ξ)− J
λΦ2n(ξ)‖ ≤
∞∑
τ=n
‖A(τ + 1, n)−1Qτ+1‖B
λ,7
τ
≤ 2 · 6q cˆKq(2K + 3K2)‖ξ‖ · |Φ1 − Φ2|
′.
Therefore, the operator Jλ is a contraction for each λ ∈ Y and there exists a unique
sequence of operators Φ = Φλ ∈ X ∗ such that (5.20) holds for every (n, ξ) ∈ Zβ. From
(h2) and the one-to-one correspondence between X and X
∗, it follows that there exists a
unique sequence of operators Φ = Φλ ∈ X such that (5.19) holds for λ ∈ Y and n ∈ Z+,
ξ ∈ Bn ((βn · µn)
−ε/(2K)). For each (n, ξ) ∈ Zβ·µ(2K), by (5.15), we have
‖um‖ ≤ 2K(hm/hn)
aµεn
1
2K
(βn · µn)
−ε ≤ (hm/hn)
aβ−εn ≤ β
−ε
n ,
which implies that (m, um) ∈ Zβ for any m ≥ n. Therefore, (5.12) holds. For any
(n, ξ1), (n, ξ2) ∈ Zβ·µ(2K), λ ∈ Y , and κ = m− n ≥ 0, we have
‖Ψλκ(n, ξ1,Φn(ξ1))−Ψ
λ
κ(n, ξ2,Φn(ξ2))‖
= ‖(m, uξ1,λm ,Φm(u
ξ1,λ
m )− (m, u
ξ2,λ
m ,Φm(u
ξ2,λ
m ))‖
≤ 3‖uξ1,λm − u
ξ2,λ
m ‖ ≤ 3K1(hm/hn)
aµεn‖ξ1 − ξ2‖.
To complete the proof, one only needs to establish the inequality (5.14). For (n, ξ) ∈
Zβ·µ(2K) and λ1, λ2 ∈ Y , set u
λ1 = uΦ
λ1 ,λ1
ξ , u
λ2 = uΦ
λ2 ,λ2
ξ , by (5.2), (5.5), (5.10), (5.11),
(5.15), (5.17) and (5.18), one has
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Bλ,8τ : = ‖fτ (u
λ1
τ ,Φ
λ1
τ (u
λ1
τ ), λ1)− fτ (u
λ2
τ ,Φ
λ2
τ (u
λ2
τ ), λ2)‖
≤ ‖fτ (u
λ1
τ ,Φ
λ1
τ (u
λ1
τ ), λ1)− fτ (u
λ1
τ ,Φ
λ1
τ (u
λ1
τ ), λ2)‖
+ ‖fτ (u
λ1
τ ,Φ
λ1
τ (u
λ1
τ ), λ2)− fτ (u
λ2
τ ,Φ
λ2
τ (u
λ2
τ ), λ2)‖
≤ 6q+1Kq+1cˆ(hτ/hn)
a(q+1)µε(q+1)n
× [|λ1 − λ2| · ‖ξ‖
q+1 + 2‖ξ‖q‖uλ1 − uλ2‖∗ +
2
3
|Φλ1 − Φλ2 |′ · ‖ξ‖q+1]
and
‖Φλ1n (ξ)− Φ
λ2
n (ξ)‖ ≤
∞∑
τ=n
‖A(τ + 1, n)−1Qτ+1‖B
λ,8
τ
≤ h′|λ1 − λ2| · ‖ξ‖+ 2h
′‖uλ1 − uλ2‖∗
+ (2/3)h′|Φλ1 − Φλ2 |′ · ‖ξ‖,
where h′ = 2 · 3q+1K2cˆ, which implies that, if cˆ is sufficiently small, then
|Φλ1 − Φλ2 |′ ≤ H|λ1 − λ2|+ 2H‖u
λ1 − uλ2‖∗/‖ξ‖
and
‖Φλ1n (ξ)− Φ
λ2
n (ξ)‖ ≤ H|λ1 − λ2| · ‖ξ‖+ 2H‖u
λ1 − uλ2‖∗,
where H = h′/(1− (2/3)h′). Whence,
‖uλ1m − u
λ2
m ‖ ≤
m−1∑
τ=n
‖A(m, τ + 1)Pτ+1‖B
λ,8
τ
≤ h′ ((1 + (2/3)H)|λ1 − λ2| · ‖ξ‖
+(2 + (4/3)H)‖uλ1 − uλ2‖∗
)
(hm/hn)
aµεn
and
‖uλ1 − uλ2‖∗ ≤ [H/(2K)]|λ1 − λ2| · ‖ξ‖ · ‖u
λ1
m − u
λ2
m ‖
≤ H(hm/hn)
aµεn|λ1 − λ2| · ‖ξ‖
where H = h′(1 + (2/3)H)/(1 − h′(1 + (2/3)H)/K). Therefore, for (n, ξ) ∈ Zβ·µ(2K),
λ1, λ2 ∈ Y and κ = m− n ≥ 0, we have
‖Ψλ1κ (n, ξ,Φ
λ1
n (ξ))−Ψ
λ2
κ (n, ξ,Φ
λ2
n (ξ))‖
= ‖(m, uλ1m ,Φ
λ1
m (u
λ1
m ))− (m, u
λ2
m ,Φ
λ2
m (u
λ2
m ))‖
≤ ‖uλ1m − u
λ2
m ‖+ ‖Φ
λ1
m (u
λ1
m )− Φ
λ2
m (u
λ2
m )‖
≤ ‖uλ1m − u
λ2
m ‖+ ‖Φ
λ1
m (u
λ1
m )− Φ
λ1
m (u
λ2
m )‖+ ‖Φ
λ1
m (u
λ2
m )− Φ
λ2
m (u
λ2
m )‖
≤ 3‖uλ1m − u
λ2
m ‖+ |Φ
λ1 − Φλ2 |′‖uλ2m ‖
≤ [3H + 2KH(1 +H/K)](hm/hn)
aµεn‖λ1 − λ2| · ‖ξ‖,
which implies that (5.14) holds. The proof is complete.
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