Multilayer networks have drawn much attention in the community of network science recently. Tremendous effort has been invested to understand their structure and functions, among which centrality is one of the most effective approaches. While various metrics of centrality have been proposed for single-layer networks, a general framework of studying centrality in multiplayer networks is lacking. Here we introduce a mathematical framework to study eigenvector multicentrality, which enables us to quantify the relationship between interlayer influences and eigenvector multicentrality, providing an analytical tool to describe how eigenvector multicentralities of nodes propagate among different layers. Further, the framework is flexible for integrating prior knowledge of the interplay among layers so as to attain a tailored eigenvector multicentrality for varying scenarios. We show how to model the multilayer influences by choosing appropriate influence weight functions and design algorithms to calculate eigenvector multicentrality in various typical scenarios. We apply this framework to analyze several empirical multilayer networks, finding that it can quantify the influences among layers and describe the structure-function relationship of multilayer networks very well.
Centrality measures quantify the importance of nodes in a graph and have been widely used to describe structure and functions of complex networks 1 . For example, they can be used to identify the most influential person in online social networks 2 , the most crucial road in transport congestion 3 , the most important financial institutions in global economy 4 , etc. More than 30 different centrality measures (e.g., degree centrality, betweenness centrality, closeness centrality, eigenvector centrality, control centrality, etc.) have been introduced in the literature [5] [6] [7] [8] . Among these, eigenvector centrality, defined as the leading eigenvector of the adjacency matrix of a graph, has received increasing attention 9, 10 . It is worth noting that PageRank, a variant of eigenvector centrality, is the prime algorithm used in Google's search engine 11, 12 .
Unfortunately, most previous studies focused on eigenvector centrality in a single-layer network, where we regard all nodes/links as the same type and call them centrality-homogeneous. As revealed recently [13] [14] [15] [16] [17] , many practical complex systems, ranging from the Internet to airline networks, have multiple types of nodes and/or links between nodes, which means nodes are heterogeneous. Multilayer networks, which contain multiple layers of nodes and/or links, can be used to model such complex systems. Figure 1 shows two examples of multilayer networks (see Supplementary Fig. 1 for more examples). Simply aggregating a multilayer network into a single-layer one will lead to miscalculation of centrality since interactions between two layers of nodes are different. Recent work on eigenvector-like centrality in multilayer networks either artificially assigned constant weights to predetermine interlayer influences (which is considered to be the gain or loss of the strength between two nodes 18 ), or focused on a special case of multilayer networks, i.e., the so-called multiplex network (where each layer shares almost the same set of nodes, and nodes can not be interconnected with other nodes in other layers) [19] [20] [21] . We still lack a framework to study the eigenvector-like centrality in general multilayer networks, hereafter referred to as eigenvector multicentrality. Here, we introduce a mathematical framework, which enables us to quantify the relationship between interlayer influences and eigenvector multicentrality. Such a framework is extremely challenging since interlayer influences and eigenvector multicentrality are interdependent. We theoretically prove the existence and uniqueness of interlayer influences and multicentraliy, and design efficient numerical algorithms to calculate them for two typical scenarios. Our framework offers a new and the first comprehensive way to model and quantify the interlayer interactions in multiplayer networks, providing a more accurate calculation of multicentraliy. Experimental results based on several real multilayer networks validate our analytical results.
Results
2.1 A general framework of studying multicentrality. In the calculation of eigenvector centrality of nodes in a single-layer network, a directed link to a node can be considered as a vote of support. Each node propgates its centrality score to its neighbors as a vote recursively. In the steady state, the eigenvector centrality of a node is defined as the scores it gathers from its neighbors with appropriate normalization. Formally, the vector of eigenvector centrality for all nodes is equivalent to the leading eigenvector of the adjacency matrix. We generalize its definition to multilayer networks by taking into account interlayer influences among layers, where interlayer influences are the coefficients acting on the strength of intra-and interlayer links when we are calculating multicentrality. We model a multilayer network as a triplet M = (V, E, L), where V = {v 1 , v 2 , · · · , v N } denotes the set of nodes and E = {e 1 , e 2 , · · · } denotes the set of directed links. L = {L α , L β , · · · , L P } is a collection of layers, where L γ = {v 1,γ , v 2,γ , · · · } ⊆ V is a set of nodes in layer γ. To avoid notation confusion, we use Latin letters {i, j, · · · } to indicate nodes and Greek letters {α, β, · · · } to indicate layers. Tensor is a general mathematical tool to describe highdimension object 22 and is employed to study multilayer networks 15, 23, 24 . For example, a rank-4 tensor M iα jβ , called adjacency tensor, encodes a directed, weighted link from node i in layer α to node j in layer β (see Supplementary Note 1 for more details on tensorial representations). We further introduce the influence tensor W α β , which is a rank-2 tensor measuring the influence from layer α to layer β. In our framework, the influence tensor W could be determined as a constant tensor when having quantitative knowledge a prior, or we could specify it when having qualitative prior knowledge as well. We define the interaction tensor as H iα jβ = W α β M iα jβ to encode the directed, weighted interaction from node i in layer α to node j in layer β, where interaction between two nodes means the strength after including by the interlayer influence. For instance, when the influence from layer α to layer β is lager than 1, the centrality scores propagating along the links from layer α to layer β will be magnified and vice versa.
Thus a rank-2 tensor Φ iα is the solution of the following tensorial equation
where λ β is a coefficient related to the layer β, and the Einstein summation over a set of indexed terms is adopted here to simplify the notation 25 . Repeated indices in a term, where one index is a subscript and the other is a superscript, implies summation of that term over all the values of the index, which is also called a contraction in tensorial operation. Since Φ is a type of eigenvector-like centrality, it will be referred to as eigenvector multicentrality, and Φ iα represents the multicentrality of node i in layer α. In calculating eigenvector multicentrality, after each node propagates its multicentrality score to neighbors, the scores from layer α to layer β will be multiplied by the influence coefficient W α β recursively, and we could get the multicentrality with appropriate normalization in the steady state. Notice that the normalization coefficient λ β may be different for different layers in a multilayer network, which is different from the eigenvector centrality in a single-layer network where all nodes share a common normalization coefficient λ 1 (the leading eigenvalue of the adjacency matrix).
Many existing studies can be included in our eigenvector multicentrality framework by choosing the influence tensor W appropriately. A heterogeneous network could co-rank authors and documents by a random walk model with empirical intra-and interlayer transition probabilities 20 , which could be encoded in the influence tensor W . In this heterogeneous network, the directed unweighted intralayer links between documents are citations, and the undirected weighted intralayer links between authors are their social ties, and the unweighted interlayer links connect each document with all of its authors. The definition of centrality in multiplex networks has been proposed 18 , considering the influence from counterpart nodes from other layers by importing the definition of influence matrix, i.e., the matrix form of the influence tensor. The matrix encodes the influences between any two layers, and it could be determined by some parameters. Interconnected multilayer networks are considered to predict diffusive and congestion processes 21 , where the undirected unweighted intralayer links connect nodes and their counterparts in other layers. Eigenvector centrality and PageRank centrality have been extended to these networks and could be referred to as versatilities with interlayer influences equal to 1 constantly.
2.2
Including prior knowledge of interactions according to applications. Quantifying the influence tensor W is of great importance to calculate multicentrality in our framework (1) . Intriguingly, the influence tensor W is typically a function of the topology M and the multicentrality Φ, rather than a predetermined constant. In practice, precisely predetermining the influence tensor is infeasible. One prominent feature of our general framework lies in its ability of integrating prior knowledge of influences in diverse applications and calculating multicentrality even when W and Φ are interdependent.
Consider a typical scenario where all nodes are centrality-homogeneous in the multilayer network. In this case, the centralities of all nodes could be indicated as a vector C ∈ R n , where n is the number of nodes and we will usually normalize the centralities so that the vector C is defined over an n-dimensional simplex. For example, in a multilayer network consists of webpages on different subjects, we may need to compare multicentralities of two webpages on different subjects. We are able to calculate the global multicentrality of all nodes in such scenario, where global multicentrality indicates that we regard all nodes in the multilayer network are centralityhomogeneous. Clearly, multicentrality propagates differently along interlayer links and intralayer links due to different influence patterns. Here, we assume the importance of the layer α is a function of the multicentralities of all nodes in the layer α, denoted by f (Φ :α ), where a colon " : " is used to indicate all elements of a dimension 26 , i.e., the multicentralities of the nodes in layer α and f (·) is application-dependent.
There are a variety of ways to define the influence tensor, and we define:
Thus, the influence between two layers can be quantified by their relative importance with one another. Intuitively, for those links between nodes in the same layer, there is not any gain or loss because the interlayer influence W α α = 1 (α = 1, 2, · · · , P ). For those links from a node in a more important layer has a gain on the multicentrality and vise versa. Then the interaction tensor becomes
and the tensorial equation becomes
where λ 1 is the leading eigenvalue of the interaction tensor H iα jβ and irrelevant to β. Notably, λ 1 is the leading eigenvalue of the adjacency tensor M iα jβ as well, which indicates the influence tensor W keeps the eigenvalue of the adjacency tensor M iα jβ . In Eq. (3) we could find how multicentrality propagates in a multilayer network. Considering a node j in layer β linked by another node i in layer α, node i will propagate its multicentrality score to node j with an influence coefficient W α β , which could be a gain (W α β > 1), a loss (W α β < 1) or just even (W α β = 1), and the multicentrality Φ jβ is the scores node j gathers in the steady state. The existence and the uniqueness of multicentrality Φ are proved in Supplementary Note 4. f could be some frequently used functions such as L p norm f = · p : f (Φ :α ) = Φ :α 1 means the aggregate multicentrality scores of nodes in layer α, and f (Φ :α ) = Φ :α 1 /n α denotes the average multicentrality score of nodes in layer α, where n α is the number of nodes in layer α. For a specific f , we can calculate the global multicentrality by the compressed power iteration introduced in the Methods section.
We consider another interesting scenario where nodes in different layers are heterogeneous and the nodes in each layer are centrality-homogeneous. For example, in the heterogeneous network of authors and documents, we need not to compare multicentralities between an author and a document. Since multicentralities of nodes in different layers have varying implications, it is meaningless to calculate global multicentrality. Instead, we desire to calculate local multicentralities of nodes in each layer while taking into account the interlayer influences, where the local multicentrality means that the nodes in each layer are centrality-homogeneous. In such a scenario, the multicentrality of a node can not simply propagate along interlayer links to other layers. We measure the local multicentrality of nodes in each layer by defining the influence tensor in the framework (1) as
Notice that the denominator N i,j=1 M iα jβ Φ iα in W α β is a normalization constant, representing the total score from α to β, and that the interactions from layer α to the layer β are given by N i,j=1 M jβ iα Φ jβ , which is the total score from the layer β to layer α. Therefore, by defining the influence tensor in (4), we ensure that the total score flowing into layer α from layer β will be fed back to layer β. In such a way, we can calculate multicentralities of nodes in each layer independently while the interlayer influences are taken into account. Detailed proof of the existence and the uniqueness of Φ in local multicentrality is provided in Supplementary Note 5. We can also calculate the local multicentrality Φ by the power iteration algorithm. Here we add appropriate influence to intralayer links while the influence tensor W is a function of topology M and local multicentrality Φ, and for other scenarios of multilayer networks, we may find suitable influence tensor W to get specific multicentralities.
2.3 PageRank multicentrality in multilayer networks. In the PageRank centrality, each node distributes its PageRank score equally to its neighbors as a vote, and a node's PageRank score is defined as the scores it gathers from its neighbors in the steady state. PageRank is now widely used in social, transportation, biology and information network analysis, and performs well in link prediction, recommendation, etc. 27 Our eigenvector multicentrality can be naturally to PageRank multicentrality. We denote the modified adjacency tensor T iα jβ = M iα jβ j,β M iα jβ such that u jβ T iα jβ = u iα , where u is the tensor with all components equal to 1. Similarly, we define the interaction tensor as H iα jβ = W α β · T iα jβ . Then Φ iα , the leading eigentensor of H iα jβ , means the PageRank multicentrality of node i in layer α, satisfying
Likewise, the influence tensor W could be a function of topology T and centrality Φ. It is noteworthy that in PageRank multicentrality, the leading eigenvalue λ 1 of the interaction tensor is identically equal to 1 in accordance with PageRank centrality in a single-layer network. In addition, a damping factor d ∈ [0, 1] should be introduced to guarantee the existence and uniqueness of global and local PageRank multicentrality when the multilayer networks are not strongly connected (see Supplementary Note 3 for more details).
Similarly, in global PageRank multicentrality, we can choose the influence tensor as W α β = f (Φ :α )/f (Φ :β ). In particular, after a node in layer α equally distributes multicentrality scores to each neighbor, the scores with intralyer links are maintained, while the scores with interlayer links to nodes in layer β will have a gain f (Φ :α )/f (Φ :β ). Although the incoming scores and the outgoing scores may be not equivalent at a certain node, we prove that the total scores in the network are balanced in the steady state, which means the leading eigenvalue of H is equal to 1 (see Supplementary Note 4 for more details about the theoretic analysis). We provide a toy example in Fig. 2 .
In the local PageRank multicentrality, we specify the influence tensor as
Likewise, we prove that the leading eigenvalue of H iα jβ remains 1 (see Supplementary Note 5 for the proof). When a node in layer α propagates its multicentrality score to nodes in layer β, the interactions depend on the scores from nodes in layer β to the layer α. In other words, the scores leaving from layer α will be fed back to layer α. We show a schematics of local PageRank multicentrality in Fig. 3 . In the random walk model, the interaction tensor H iα jβ encodes the transition probability of the node i in layer α leaving for any node j in layer β. We can interpret the local multicentrality by a random walk over a multilayer network as follows: If a random walker starts at a certain node in layer α, he will walk along the intralayer links normally according to the transition probability. However, once he tries to jump from layer α to any other layers along the interlayer links, he will not rest on the nodes in other layers. The PageRank multicentrality score of each node in a layer is the probability of such a walker resting on the node in the steady state.
Multicentrality in empirical networks.
We first consider the dataset from Wikipedia with 4,604 web pages (see Methods section for more details about this data set and how it has been obtained). The web pages are divided by Wikipedia into 15 subjects including art, business studies, citizenship, countries, design and technology, everyday life, geography, history, IT, Language and literature, mathematics, music, people, religion and science, and one web page belongs to one subject only. We build a multilayer network by putting web pages of the same subject in a layer, and establishing directed links between web pages if there is a hyperlink between them (a subnetwork is shown in Fig. 1a ). For comparison, we also build a single-layer network by putting all web pages in the same layer (see Supplementary Fig. 2 for more details). We select 4,128 web pages to guarantee that the network is connected and all nodes have at least one outdegree and one indegree.
In the global PageRank multicentrality, we take 3 common forms of layer importance f (·): Table 1 shows the results between global PageRank multicentrality (f = f 1 ) in Wikipedia multilayer network and PageRank centrality in the aggregated Wikipedia network where the numbers in parenthesis are the differences (see Supplementary Tables 1-3 for more details).
Note that the entry "United States" has the largest multicentrality score because it has the largest indegrees and meanwhile, the web pages linked to it have high multicentralities. The entry "Europe", which is in the layer "Geography", has many enhanced links from nodes in layer "Countries", because the average PageRank multicentrality of nodes in "Countries" are higher than that in "Geography". "France" has high indegrees from entries in layer "Art", "Music" or other subjects, however, these incoming links have a loss because the layer "Countries" have the highest PageRank multicentrality level. Notice the entry "Television" is promoted much since the layer "Design and Technology" has a low layer importance. Global multicentrality considers the influences between layers legitimately when we have limited prior knowledge that a vote from a more important layer has a higher impact on the multicentrality, instead of aggregating all nodes without interlayer influences in many existing methods.
Multicentrality is a good predictor for searching the most important nodes in multilayer networks with limited prior knowledge, which is also validated by our results with the PV (page views) in Wikispeedia. Wikispeedia is a human-computation game 28, 29 , where users are requested to navigate from a given source to a target web page, by only clicking Wikipedia links. We collect all finished navigation paths and get PV of each web page from Wikispeedia. We take all entries ranked by PageRank multicentrality in a multilayer network, PageRank centrality and degree centrality in a singel-layer network, and compared to their PV in Wikispeedia respectively (see Supplementary Tables 4-8 for more details). The results are shown in Fig 4. We also list the average PageRank multicentrality of each layer (subjects) in Wikipedia (see Supplementary  Tables 9-11 for more details). The Spearman rank correlation coefficient shows that the PageRank multicentrality outperforms the PageRank centrality and the degree centrality in the aggregated network.
We next consider transportation networks consisting of airports and air routes between them. We first consider 450 airports in Europe 30 (see Methods section for details about this data set and how it has been obtained) and we take 3 main air companies. Then we build an interconnected multiplex network with 3 layers and 450 nodes in each layer shown in Fig. 1b , where the dotted lines are interlayer links between an airport and its counterparts in other layers. We measure the global PageRank multicentrality in the multiplex network with f 1 (Φ :α ) = e |Φ:α| 1 
Then the PageRank multicentrality of each airport is obtained by assembling multicentrality scores of all counterparts of the airport in all layers. For comparison, we also build a single-layer network, called aggregated network, with all airports in the same layer by combining the same airports in 3 layers. We also take into account versatility, a good predictor for diffusive and congestion processes in multilayer networks 21 , which is a special case of our framework when setting all components of the influence tensor W to 1. We focus on the coverage ρ(t), a suitable proxy for the exploration efficiency of the network 31 , defined as the average fraction of distinct vertices visited at least once in a time less than or equal to t regardless of the layer, assuming that walks started from certain vertex in the network. We investigate whether multicentrality helps understand the role that a node plays in dynamical scenarios. For this, we compute the Spearman correlation coefficient between the ranking by multicentrality and the ranking by their coverage at time t, a hypothetical epidemic spreading starting in a certain airport. As a comparison, we also compute baselines such as ranking by versatility, PageRank centrality in the aggregated network, respectively (see Supplementary Tables 12-14 for more details). We calculate the spearman correlation coefficients of these five correlations at each time step and Fig. 5 shows the dynamic process, where the time is ranging from t = 1 to t = 4000. The dynamic process clearly show that 3 multicentralities achieve high-accuracy in the steady state (t ≥ 3000), where the correlation coefficient reach 0.947. We then perform similar analysis on the American airline network, which contains the airlines between American airports on Jan 3th, 2008 (data provided by American Statistical Association Sections on Statistical Computing, http://stat-computing.org/). We build an interconnected multiplex network with 20 layers and 284 nodes in each layer, and the similar conclusion could be drawn that multicentrality is better than any other baselines in measuring the interlayer influence in multilayer networks (see Supplementary Tables 15 for more details) .
Discussion
As much recent work on eigenvector centrality (or its variants) has shown [32] [33] [34] , it is of great importance to build a framework to study eigenvector-like centrality in multilayer networks. These methods, however, have assumed empirical influence coefficients or relied on specific type of multilayer networks. Here we develop a general framework to study the eigenvector multicentrality in multilayer networks, which enables us to quantify the relationship between interlayer influences and eigenvector multicentrality, providing an analytical tool to describe how eigenvector multicentralities of nodes propagate among different layers. Further, this framework is flexible for integrating prior knowledge of the interplay among layers so as to attain a tailored eigenvector multicentrality for varying scenarios. As the interlayer influences and multicentralities of nodes are interdependent, they are jointly solved by a compressed power iteration method. Further more, we propose and solve the PageRank multicentrality for practical applications in our framework. We perform theoretical analysis to prove the existence and the uniqueness of the solutions in Supplementary Note 4-5, which allows us to calculate multicentrality in any connected topology. With regard to those disconnected situations, we introduce damping factor to guarantee the existence and uniqueness. Results from empirical networks demonstrate that our general framework can better quantify the interlayer influences, and that multicentrality is a good measuring to identify important nodes from both structural and dynamical perspectives.
We believe that the concept of multicentrality will become a crucial element to understand the structures and dynamics of multilayer networks. Since the scenarios of multilayer networks vary, it is challenging to find appropriate influence weight functions and perform theoretical analysis. Here we consider two typical scenarios: interconnected multilayer networks and interconnected multiplex networks. In fact, many other scenarios are also worth studying like interdependent network, network of networks, etc. We believe that our framework can be applied to more empirical networks in various scenarios including social networks, transportation netotworks, biological networks and etc.
Methods
Numerical solution. The crux about the framework we proposed is to solve the tensor equation
and the solution Φ is the multicentrality tensor. To get the numerical solution, we first flatten the adjacency tensor M into a matrix, which means we represent the rank-4 tensor M ∈ R N ×N ×P ×P as a matrix M ∈ R N P ×N P , where M indicates the lower dimensional form of the tensor M . Then we vectorize the rank-2 tensor Φ ∈ R N ×P into a vector Φ ∈ R N P and denote W as the matrix form of the influence tensor W (see Supplementary Note 2 for more details of tensor decomposition). Further, we denote Λ = [λ 1 , λ 2 , · · · , λ P ] ∈ R P as a vector encoding the normalization coefficient in each layer. Thus we get the matrix equation
where means the Khatri-Rao product and W = W (M , Φ) could be a function of topology M and multicentrality Φ.
For the numerical solution, we propose a compressed power iteration method, whose iteration scheme is as follows
Denote
where λ
to 1, and it is strictly diagonal dominant, so that the iteration scheme (10) converge to a unique solution 35 .
The multilayer network of Wikipedia. The Wikipedia dataset contains 4,604 entries and 119,882 hyperlinks (data provided by Stanford Network Analysis Project, http://snap.stanford. edu/index.html/). For connectivity, we select the entries that have at least one outdegree and one indegree. Then 4,128 entries and 113,441 links are retained and these entries are divided to 15 subjects by Wikipedia. Naturally, we could build an interconnected multilayer network with 15 layers, where each layer gathers the entries that are in the same subjects. The adjacency tensor M ∈ R 4128×4128×15×15 encodes the directed and unweighted links of the multilayer network and the influence tensor W ∈ R 15×15 encodes the interlayer influences between any two layers. We measure the interlayer influences
where f (Φ :α ) indicates the layer importance of the layer α. Here, we take 3 forms to measure the layer importance:
Further, we get the interaction tensor H ∈ R 4128×4128×15×15 by H iα jβ = W α β M iα jβ , which encodes the interactions between any two nodes in the multilayer network. After the construction of the interaction tensor H, we will solve the tensor equation
by the compressed iteration method. At last, the multicentrality tensor Φ is in the space R 4128×15 , and Φ iα represents the multicentrality of node i in layer α.
The multilayer network of the European airlines. The European airline network contains 450 airports in Europe and the airlines of 37 air companies (see ref. 30 for details about this data set and how it has been obtained). For each air company, we could get a airline network with 450 nodes and several edges indicating the airlines between the airports. We select those air companies whose number of edges is more than 200, obtaining 3 main air companies, e.g., Ryanair, Lufthansa, and Easyjet. So far, we get a multiplex network with 3 layers and there are 450 nodes in each layer. Then, we interconnect each pair of the same airport across layers, obtaining an interconnected multiplex network with 3 layers. The adjacency tensor M is in the space R 450×450×3×3 .
In the context of interconnected multiplex network, M iα jα encodes the undirected and unweighted intralayer links of layer α, while M jα jβ = 1 encodes the undirected and unweighted interlayer links of node j between layer α and layer β. With regard to the interlayer influences, we take 3 forms to measure the layer importance: f 1 (Φ :α ) = e |Φ:α| 1 /nα − 1, f 2 (Φ :α ) = |Φ :α | 1 /n α , and f 3 (Φ :α ) = ln(1 + N · |Φ :α | 1 /n α ). After we get the influence tensor W by equation (11), we have the interaction tensor H iα jβ = W α β M iα jβ in the space R 450×450×3×3 likewise. At last, we solve the tensor equation (12) by the compressed iteration method and get the multicentrality tensor Φ iα . Figure 2 : PageRank multicentrality in multilayer network compared with PageRank centrality in a single-layer network (by aggregating nodes from multiple layers into a single layer). We provide a toy example of a multilayer network with two layers in (a). Nodes in the layer 1 denote papers in field A, while nodes in the layer 2 represent papers in field B. The black links indicate citations between papers in the same field and the red links denote citations between papers in different fields. Results are shown in (b). In global PageRank multicentrality, we will rank the paper B 3 as the most important one. However, in PageRank centrality, paper A 2 has the largest centrality. Notice that the aggregated centrality of nodes in layer 1(thus the importance) is higher than that in layer 2. The propagating multicentrality from layer 2 to layer 1 is larger than that from layer 1 to layer 2. Since paper B 3 has been referred by two papers in layer 1, its multicentrality is magnified and thus higher than that in PageRank centrality. When measuring multicentralities of the nodes in L 1 (layer 1), we give initial scores to nodes in L 1 and they attribute scores to neighbors along both intralayer links and interlayer links iteratively. In this process, we regard the other layers (L 2 and L 3 ) as "virtual layers", where nodes will distribute scores to L 1 along the interlayer links once they gather scores from nodes in L 1 . When measuring the multicentrality in other layers, we come into analogical process. The local multicentrality of a node is the score it gathers in the steady state. (c) shows the steady state when calculating multicentrality. In each layer, the propagating scores will not leave the layer, and the colored links means that the scores with these links are related to the multicentralities of the nodes in corresponding layer. When t ≥ 3000, these five curves tend to be stable, and there is a clear gap between the 3 curves with multicentrality and the others. Supplementary Table 15 : American airline dataset, comparison of ranking by PageRank multicentrality (f (Φ :α ) = |Φ :α | 1 /n α ), PageRank versatility and degree centrality.
Supplementary Tables

Supplementary Notes
Supplementary Note 1. Tensorial representations
The mathematical formulation of multilayer networks has already been built 22 . The tensor representations bring much convenience, and we will introduce the main results. The column vector e i = (0, . . . , 0, 1, 0, . . . , 0) T is a canonical vector in the vector space R N , where all the components are 0 except the ith component equaling to 1. In a network with N nodes, we want to describe the relations between any two nodes, so the Kronecker product ⊗ is needed. Note that E ij = e i ⊗ e T j is a rank-2 canonical tensor in the space R N ×N . Given the intensity u ij of the link between node n i and n j , the tensor U ∈ R N ×N encodes the links between any two nodes in the network, where
Then we will follow the covariant notation where a covariant vector a α (α = 1, 2, . . . , N ) represent a row vector a ∈ R N while its dual vector (the corresponding contravariant vector) a α represent a column vector. In this chapter, we use latin letters i, j to indicate the ith vector or the ijth tensor, and greek letters α, β to represent the αth component of a certain tensor. Hence the adjacency tensor U could be written as a 1-covariant and 1-contravariant tensor
where E α β (ij) indicates the component of E ij in the αth row and the βth column.
In multilayer networks, there may be various intralayer links and interlayer links, so we need to introduce the second-order adjacency tensor C α β ( h k) (where h, k = 1, 2, . . . , P ). Notice that C α β ( h h) = U α β ( h) encodes the intralayer links of layer h, and C α β ( h k) encodes the interlayer links from layer h to layer k. Besides, u ij ( h k) indicates the intensity from node n i in layer h to node n j in layer k. Because of the various influence degree between different layers, so we introduce the canonical basis of layers. Vector e( h)( h = 1, 2, . . . , P ) is the hth vector and e γ ( h) represent the γth component of the contravariant canonical vector e h ∈ R P . Then the second-order tensors E γ η ( h k) = e γ ( h)e η ( k) is the canonical basis in the space R P ×P . The multilayer adjacency tensor could be represented as the tensor product of C α β ( h k) and E γ η ( h k):
where the rank-4 tensor π α γ β η (ij h k) = e α (i)e β (j)e γ ( h)e η ( k) is the canonical basis in the space R N ×N ×P ×P .
In this paper, we consider the interlayer influence between layers. We introduce w γ η that indicates the interlayer influence from layer γ to layer η, then the tensor W ∈ R P ×P encodes the interlayer influence between any two layers in the multilayer network, where W could be written as 1-covariant and 1-contravariant tensor
At last, we introduce the rank-4 tensor H, called interaction tensor, by tensor product
which encodes the interactions between any two nodes in the multilayer network, where interaction between two nodes means the strength after including by the interlayer influence.
Supplementary Note 2. Tensor decomposition
Tensors are sometimes decomposed to lower dimensional objects like matrices and vectors 26 . We first flatten the adjacency tensor M into a matrix, which means we represent the rank-4 tensor M ∈ R N ×N ×P ×P as a matrix M ∈ R N P ×N P . Thus the matrix M could be regarded as a block matrix
where M αβ ∈ R N ×N encodes the links from the layer α to the layer β.
Then we vectorize the rank-2 tensor Φ iα ∈ R N ×P into a vector Φ ∈ R N P . Thus the vector could be regarded as a block vector
where Φ α ∈ R N encodes the multicentralities of the nodes in layer α.
We denote the matrix form of the influence tensor W as W ∈ R P ×P , then
whose element w αβ quantify the interlayer influence from layer α to layer β. Then the tensorial equation
turns to
Further, we denote Λ = [λ 1 , λ 2 , · · · , λ P ] ∈ R P , and the equation (20) could written as
where means the Khatri-Rao product.
In the global centrality measuring in multilayer network, we take
and we could prove that there exists a unique normalized Φ satisfying
where λ α = λ β , (α, β = 1, 2, · · · , P ).
In the local centrality measuring in multilayer network, we take
and there exists a unique normalized Φ satisfying
Supplementary Note 3. PageRank centrality in a single-layer network Given a graph G = (V, E), where V = {n 1 , n 2 , · · · , n N } is the set of nodes and E is the set of edges whose element (n i , n j ) represents a directed link from node n i to node n j . Then we could get the adjacency matrix A = (a ij ), where
Further, we will construct the stochastic matrix T = (t ij ), which is the transposition of the matrix normalized by each column of the adjacency matrix A. Concretely,
where k out j is the outdegree number of node n j . The PageRank 11 centrality C ∈ R N is the normalized right leading eigenvector of T , which corresponds to the leading eigenvalue λ 1 = 1, satisfying
Next we will briefly prove the existence and uniqueness of C. Without loss of generality, we assume each node has at least one outdegree. Once a node has no outdegree, which called 'dead end', we could consider it has outdegrees to any node in the graph. Obviously, the sum of each column of T is equal to 1, and T has a left eigenvector 1 1×N , whose components are all equal to 1, associated to the eigenvalue λ = 1. Therefore, T has an eigenvalue λ = 1. Since i |t ij | = 1, all eigenvalues satisfy |λ j | ≤ 1 according to Gershgorin circle theorem 35 . Further more, if the graph G is strong connected, or the matrix T is irreducible, the leading eigenvalue λ 1 of T is unique according to the Perron-Frobinus theorem 36 , then the normalized leading eigenvector C is unique.
In fact, it is necessary to bring in the damping factor d which can be set between 0 and 1 because we can not guarantee the strong connectivity of a given graph. Then the stochastic matrix T d becomes
which is the strong connectification of the original graph G because all the elements in T d are positive. Hence the damping factor d guarantees the existence and uniqueness of the PageRank centrality in any topology.
The PageRank centrality could be interpreted by two dominated models: the flow model 37 and the random walker model 38 . In the flow model, we regard the PageRank value as a kind of negotiable flow. Each node assigns its flow averagely to every outdegree. In the steady state, the flow each node gets is the PageRank value it has. In the random walker model, considering a random walker walking in the network, who starts on a random node and chooses a random link from the node she is currently visiting. In this context, the PageRank value of each node is the probability of the walker rest on the node in the steady state.
Supplementary Note 4. Theoretical demonstration of global multicentrality
Theorem 1: Given a strongly connected multilayer network * M and a function f : R N + → R + , a unique global eigenvector multicentrality Φ exists if and only if: for ∀x , x ∈ R N + , ∃|y ∈ (0, +∞), submitted to f (y · x ) · y = f (x ).
Proof of Theorem 1. (Sufficiency.) First we will prove the existence of Φ. Because the multilayer network is strongly connected, there is a unique normalized leading eigentensor Θ iα , with positive components and i,α Θ iα = 1, satisfying
which we have stated in Supplementary Note 3. Then for Θ :1 ∈ R N and Θ :γ ∈ R N (γ = 1, 2, · · · , P ), ∃|y γ ∈ (0, +∞), f (y γ · Θ :γ ) · y γ = f (Θ :1 ). Let Φ :γ = y γ · Θ :γ (γ = 1, 2, · · · , P ), then
Second we will prove the uniqueness of Φ, here we perform the proof by contradiction. Suppose we have two tensors Φ and Φ , and i,α Φ iα = i,α Φ iα , simultaneously satisfying
(31) * A multilayer network is strongly connected if there is a path between each pair of nodes in the multilayer network.
Proof of Theorem 2. We flatten the interaction tensor H into a matrix H ∈ R N P ×N P , and vectorize the rank-2 tensor Φ ∈ R N ×P into a vector Φ ∈ R N P . Then we will prove H · Φ is a contraction mapping of Φ. First, we suppose that the adjacency tensor M satisfying u jβ M iα jβ = u iα , where u is the tensor with all components equal to 1, i.e. the case of local Pagerank multicentrality. consider the two vectors Φ γ , Φ γ , for any given Φ η (η = γ), and suppose
