In the framework of the supervised learning of a real function defined on an abstract space X , the so called Kriging method stands on a real Gaussian field defined on X . The Euclidean case is well known and has been widely studied. In this paper, we explore the less classical case where X is the non commutative finite group of permutations. In this framework, we propose and study an harmonic analysis of the covariance operators that allows us to put into action the full machinery of Gaussian processes learning. We also consider our framework in the case of partial rankings.
Introduction
The problem of ranking a set of items is a fundamental task in today's data driven world. Analyzing observations which are not quantitative variables but rankings has been often studied in social sciences. Nowadays, it has also become a very popular problem in statistical learning. It is mainly due to the generalization of the use of automatic recommendation systems. Rankings are labels that model an order over a finite set E n := {1, . . . , n}. Hence, an observation is a set of preferences between these n points. It is thus a one to one relation σ acting from E n onto E n . In other words, σ lies in the finite symmetric group S n of all permutations of E n .
More precisely, assume that we have a finite set X = {x 1 , · · · , x n } and we have to order the elements of X. A ranking on X is a statement of the form
Where all the i j , j = 1 · · · , n are different. We can associate to this ranking the permutation σ defined by σ(i k ) = k. Reversely, to a permutation σ, we can associate the following ranking
In this paper, our aim is to predict a function defined on the permutation group and for this we will use the framework of Gaussian processes indexed on this set. Actually, Gaussian process models rely on the definition of a covariance function that characterizes the correlations between values of the process at different observation points. As the notion of similarity between data points is crucial, i.e. close location inputs are likely to have similar target values, covariance functions are the key ingredient in using Gaussian processes for prediction. Indeed, the covariance operator contains nearness or similarity informations. In order to obtain a satisfying model one needs to choose a covariance function (i.e. a positive definite kernel) that respects the structure of the index space of the dataset.
A large number of applications gave rise to recent researches on ranking including ranking aggregation ( [18] ) , clustering rankings (see [7] ) or kernels on rankings for supervised learning. Constructing kernels over the set of permutations has been studied following several different ways. In [16] , Kondor provides results about kernels in non-commutative finite groups and constructs diffusion kernels (which are positive definite) on the permutation group S n . These diffusion kernels are based on a discrete notion of neighborliness. Notice that the kernels considered therein are very different from those considered here. Furthermore, the diffusion kernels are not in general covariance functions because of their tricky dependency on permutations. The paper [17] deals with the complexity reduction of computing the kernel computation for partial ranking. Recently, [15] proved that the Kendall and Mallow's kernels are positive definite. Further, [20] extended this study characterizing both the feature spaces and the spectral properties associated with these two kernels.
The goal in this paper is twofold : first we define Gaussian processes indexed by permutations by providing a class of covariance kernels. We generalize previous results on the Mallow's kernel (see [15] ). Second, we consider the kriging models (see for instance [24] ) which consist in inferring the values of a Gaussian random field given observations at a finite set of observation points. We study the asymptotic properties of the maximum likelihood estimator of the parameters of the covariance function. We also prove the asymptotic efficiency of the Kriging prediction under the estimated covariance parameters. We also provide simulations that illustrate the very good performances of the proposed kernels. Then, we show that this framework may be adapted to the cases of learning with partially observed rankings. Concerning partial ranking, we refer to [23] and [25] and references therein.
The paper falls into the following parts. In Section 2 we recall generalities on the set of permutations, we provide some covariance kernels on permutations and extend such results to the case of partial rankings. Asymptotic results on the estimation of the covariance function are presented in Section 3. Section 4 is devoted to numerical illustration. Section 5 concludes the paper. The proofs are all postponed to the appendix.
Covariance model for rankings 2.1 Positive kernels on ranking
We will use the following notations. Let S n be the set of all permutations on E n = {1, . . . , n}. In order to define a Gaussian process and to provide asymptotic results, we will embed S n in an infinite set. For this, we will consider the space S ∞ of all permutations on N which coincides with identity when restricted to
This framework can be seen as a model to simulate long processes where it is possible to change the order of the tasks, leading to several outcomes. For example, consider the toy example called the administrative nightmare where we have to collect firms from a large number of people (we assume that there is a countably infinite number of them) to process out an administrative document. There is a predefined sequential order for the document signatures, resulting in an overall time of treatment T . We call p i the i-th person who signs the document according to this predefined order. Let us now call Y (σ) the processing time required when the order of signatures is given by p σ(1) , p σ(2) , · · · , p σ(n) , · · · Since T is assumed to be the mean time to process the task, we can model the difference between this mean and the time needed to achieve the task for a particular choice of σ, Y (σ) − T , as a realization of a Gaussian process with zero-mean and covariance function K * . Our aim is to predict the time Y (σ), for new permutations σ, for instance in the aim of finding the order resulting in the shortest processing time for the document. This toy example can serve as a model to understand complex decision procedures in a workflow management system where a large number of tasks may be done in different orders but are all necessary to achieve the goal. Workflow prediction or optimization problems currently occur in fields such as grid computing [26] , and logistics [6] .
Another example of application is given by maintenance of machines in a large supply line. Machines in a supply line need to be tuned or monitored in order to optimize the production of a good. The machines can be tuned in different orders, each corresponding to a permutation and these choices have an impact on the quality of the production of the goods, measured by a quantitative variable Y , for instance the amount of defects in the produced goods. Hence, the objective of the model will thus be to forecast the outcome of a specific order for the maintenance of the machines in order to optimize the production.
As we will consider increasing domains, if σ ∈ S n and if n > n, we can also consider σ as a member of S n by setting σ(i) = i for all n < i ≤ n . With this convention, we can write S ∞ = n S n . Furthermore, let S N be the set of all permutations on the integers. This set is a non commutative group for the composition. Several distances can be considered on S n . We will focus here on the three following distances (see [11] ). For any permutations π and σ of S n let
• The Kendall's tau distance defined by
that is, it counts the number of pairs on which the permutations disagree in ranking.
• The Hamming distance defined by
• The Spearman's footrule distance defined by
• The Spearman's rank correlation distance defined by
These four distances are right-invariant. That is, for all π, σ, τ ∈ S n , d(π, σ) = d(πτ, στ ). Other right-invariant distances are discussed in [11] . We extend these three distances naturally on S ∞ and obtain a countably infinite discrete space. We then extend these distances on S N , considering infinite sums of non-negative numbers and assuming that the distances can be equal to +∞. For example, the Kendall's tau distance is extended on S N to
We aim to define a Gaussian process indexed by permutations. Notice that generally speaking, using the abstract Kolmogorov construction (see for example [10] Chapter 0), the law of a Gaussian random process (Y x ) x∈E indexed by an abstract set E is entirely characterized by its mean and covariance functions
Hence, if we assume that the process is centered, we have only to build a covariance function on S N . Indeed, we may put here in action the Kolmogorov machinery and a Gaussian process on S N is well defined as soon as we know the mean and covariance functions. We recall the definition of a positive definite kernel on a space E. A symmetric map K : E × E → R is called a positive definite kernel if for all n ∈ N and for all (x 1 , · · · , x n ) ∈ E n , the matrix (K(x i , x j )) i,j is positive semi-definite. In this paper, we call K a strictly positive definite kernel if K is symmetric and for all n ∈ N and for all (
This notion is particularly interesting for S n (and any finite set). Indeed, if K is a strictly positive definite kernel, then for any function f :
and K is of course an universal kernel (see [22] ). The last decomposition is no longer true neither in S ∞ nor in S N , but we have a result a little bit weaker than the universality of the kernel in S ∞ .
is dense for the pointwise convergence topology in the space of all the functions on S ∞ .
Recall that given a positive kernel K on an abstract set E we may build an interesting Hilbert space of functions on E called Reproducing Kernel Hilbert Space (RKHS), associated to K. Roughly speaking, the computation of the scalar product on this Hilbert space relies on K. For more on RKHS, we refer to [4] . As the set defined in (9) is included in the RKHS of the kernel K, we have the following corollary. Corollary 1. Let K be a strictly positive definite kernel on S ∞ and let F be its RKHS. Then, F is dense, in the pointwise convergence topology, in the space of all the functions on S ∞ .
There is a natural way to extend a positive definite kernel K on S n to the set of partial rankings (see [17] , [15] ). To do so, one consider for R and R two partial ranking the following averaged kernel
Here, |E R | denotes the cardinal of the set E R . Notice that, if K is a positive definite kernel on permutations, then K is also a positive definite kernel ( [14] ). Indeed, if
where we set
The computation of K is very costly. Indeed, we have to sum over |E R ||E R | permutations. Several works aim at reducing the computation cost of this kernel (see [17] , [19] ). However, its efficient computation remains an issue. We provide here a cheaper computational way to extend the kernels K θ 1 ,θ 2 and K θ to partial rankings. We first define the measure of dissimilarity d avg on partial rankings as the mean of distances
Then, we define
and
The next proposition warrants that these functions are in fact covariance kernels.
Proposition 2.
1. K θ 1 ,θ 2 is a positive definite kernel for the Kendall's tau distance, the Hamming distance and the Spearman's footrule distance, 2. K θ is a strictly positive definite kernel for the Kendall's tau distance, the Hamming distance and the Spearman's footrule distance.
Remark 2. In both cases (if we take the mean of the kernel or the mean of the distances), the values of K(R, R) depends on R and can be very close to 0. This means for the corresponding Gaussian process Y indexed by the partial rankings that the value Y (R) is almost constant. To circumvent this problem, we may renormalize the kernel setting
Kernel computation in partial ranking
At the first glance, the computation of the kernels K θ 1 ,θ 2 and K θ on partial rankings may appears still very long as we have to sum |E R ||E R | elements. However, this computation problem can be quite simplified. As we will show in this subsection, the mean of the distances is much easier to compute than the mean of exponential of distances. We write d τ,avg (resp.d H,avg and d S,avg ), the distance mean in (17) when the distance on the permutations is d τ (resp. d H and d S ).
To begin with, let us consider the case of top-k partial rankings. A top-k partial ranking (or a top-k list) is a partial ranking of the form
where
In order to alleviate the notations, let just write I = (i 1 , · · · , i k ) this top-k partial ranking. The proposition that follow shows that the computation cost to evaluate d avg (and so the kernel values) might be reduced when the partial rankings are in fact top-k partial rankings. Before stating this proposition let us define some more mathematical objects. Let I :
where j 1 < j 2 < · · · < j p and p is an integer not greater than k. Let, for l = 1, · · · p, c j l (resp. c j l ) denotes the rank of j l in I (resp. in I ). Further, let r := k −p and defineĨ (resp.Ĩ ) as the complementary set of
Writing these two sets in ascending order, we may finally define for j = 1, · · · , r, u j (resp. u j ) as the rank in I (resp I ) of the j-th element ofĨ (resp.Ĩ ).
Proposition 3. Let I and I be two top k-partial rankings. Set n := n − k − 1 and m := n − |I ∪ I |. Then,
Notice that the sequences (c j l ), (c j l ) and (u j ), (u j ) are easily computable and so d avg (I, I ) too. Let us discuss an easy example to handle the computation of the previous sequences. Combining the last proposition with (17) allows us to provide the following explicit evaluation of the kernels.
Corollary 3. Let I be a k-top partial ranking. Then,
In the case of the Hamming distance, we may step ahead and provide a simpler computational formula for the distance between two partial ranking whenever their associated partitions share the same number of members (see Proposition 4 bellow). More precisely let R 1 and R 2 be two partial rankings such that
assume also that for j = 1, · · · , k, |X 1 j | = |X 2 j | and let denote by γ j this integer. Obviously, n = k j=1 γ j so that γ := (γ j ) j is an integer partition of n. Further, when 1 = γ 1 = γ 2 = · · · = γ k−1 and γ k = n − k + 1 one is in the top-(k − 1) partial ranking case. For j = 1, · · · , k, let Γ j be the set of all integers not lesser than j−1 l=1 γ l + 1 and not greater than j l=1 γ l . Set further,
Notice that S γ is nothing more than the subgroup of S n letting invariant the sets S Γ j (j = 1, · · · , k). So that, for i = 1, 2, we can write E R i as a right coset R i = S γ π i for some π i ∈ E R i . With this extra notations and definitions, we are now able to compute d H,avg (R 1 , R 2 ).
Proposition 4.
In the previous frame, we have
where, for 1 ≤ l ≤ n, Γ(l) is the integer j such that l ∈ Γ j .
Another computation of d avg is given in the proof of Theorem 2 of [15] for the Kendall's tau distance and for singleton partial rankings.
Remark 3. The measure of dissimilarity between partial rankings d avg depends on n, contrary to the distance between total rankings (or permutations). Indeed, let I and I be two top-k partial rankings on an ambient space of cardinal n 1 > 0. If n 2 > n 1 , I and I are also top-k partial rankings of an ambient space of cardinal n 2 . However, as shown in Proposition 3 the value of d avg (I, I ) depends on the cardinal of the ambient space. Hence, partial rankings on S ∞ is not straightforward.
Gaussian fields on the Symmetric group
Let us consider a Gaussian process Y indexed by σ ∈ S N (or S ∞ ), with zero mean and unknown covariance function K * . A classical assumption is that the covariance function K * belongs to a parametric set of the form
with Θ ⊂ R p and where for all θ ∈ Θ, K θ is a covariance function. The quantity θ is generally called the covariance parameter. In this framework,
The parameter θ * is estimated from noisy observations of the values of the Gaussian process on several inputs. Namely (y i = Y (σ i ), σ i ) for i = 1, . . . , n. Let us consider an independent sample of random permutations Σ = (σ 1 , σ 2 , · · · , σ n ) ∈ S N (or S ∞ ). Assume that we observe Σ and a random vector y = (
Here, ε and Z are Gaussian processes indexed by S N (or S ∞ ) and independent of Σ. We assume that Z is centered with covariance function K θ * 1 ,θ * 2 (see (10) in Section 2) and that ε is centered with covariance function given by cov(ε(σ), ε(σ )) = 1 σ=σ . Z is the unknown function to estimate and ε the noise. Thus, Y is a Gaussian process with zero mean and covariance function K θ * defined by (11) . The Gaussian process Y (resp. Z) is stationary in the sense that for all σ 1 , · · · , σ n ∈ S N and for all τ ∈ S N , the finite-dimensional distribution of Y (resp. Z) at σ 1 , · · · , σ n is the same as the finite-dimensional distribution at σ 1 τ, · · · , σ n τ .
Several techniques have been proposed for constructing an estimator θ =θ(σ 1 , y 1 , · · · , σ n , y n ) of θ * . Here, we shall focus on the maximum likelihood method. It is widely used in practice and has received a lot of theoretical attention. The maximum likelihood estimate is defined as
with
When considering the asymptotic behaviour of the Maximum Likelihood Estimate, two different frameworks can be studied: fixed domain and increasing domain asymptotics ( [24] ). Under increasing-domain asymptotics, as n → ∞, the observation points σ 1 , · · · , σ n are such that min i =j d(σ i , σ j ) is lower bounded and d(σ i , σ j ) becomes large with |i − j|. Under fixed-domain asymptotics, the sequence (or triangular array) of observation points (σ 1 , · · · , σ n , · · · ) is dense in a fixed bounded subset. For a Gaussian field on R d , under increasing-domain asymptotics, the true covariance parameter θ * can be estimated consistently by maximum likelihood. Furthermore, the maximum likelihood estimator is asymptoticly normal ( [21, 8, 9, 2] ). Moreover, prediction performed using the estimated covariance parameterθ is asymptotically as good as the one computed with θ * as pointed out in [2] . Finally, note that in the Symmetric group, the fixed-domain framework can not be considered (contrary to the input space R d ) since S n is a finite space and S ∞ is a discrete space.
We will consider hereafter the increasing-domain framework. Hence, we observe values of the Gaussian process on the permutations Σ = (σ 1 , · · · , σ n ) that are assumed to fulfill the following assumptions 1. Condition 1: There exists β > 0 such that ∀i, j, d(σ i , σ j ) ≥ |i − j| β .
Condition 2: There exists
These conditions are natural under increasing-domain asymptotics. Indeed, Condition 1 provides asymptotic independence for pairs of observations with asymptotic distance locations and warrants that the variance of L θ and of its gradient converges to 0. Condition 2 ensures the asymptotic discrimination of the covariance parameters (see Lemma 4 in the appendix). These conditions are ensured for particular choices of observations (σ 1 , · · · , σ n ) for the three different distances previously considered. For example consider the following setting.
We fix k ∈ N and we choose σ n = τ n c n ∈ S k+n with τ n ∈ S k a random permutation such that (τ n ) n are independent (we do not make further assumptions on the law of τ n ). Let
A straightforward computation shows that the Conditions 1 and 2 are satisfied with β = 1 and c = 1 + k(k − 1)/2 for the Kendall's tau distance, c = 2 + k for the Hamming distance, c = 2 + 2k(k + 1) for the Spearman's footrule distance and c = 2 + k 3 for the Spearman's rank correlation distance. Indeed, the four distances in S k are upper-bounded by k(k − 1)/2, k, k 2 and k 3 respectively.
The following theorem gives the consistency of the estimator when the number of observations increases.
Theorem 2. Let θ M L be defined as in (26) , then under Conditions 1 and 2, we get
The following theorem provides the asymptotic normality of the estimator.
Furthermore,
Given the maximum likelihood estimator θ n = θ M L , the value Y (σ), for any input σ ∈ S N , can be predicted by plugging the estimated parameter in the conditional expectation (or posterior mean) expression for Gaussian processes. Hence Y (σ) is predicted byŶ
We point out thatŶ θn (σ) is the conditional expectation of Y (σ) given y 1 , · · · , y n , when assuming that Y is a centered Gaussian process with covariance function K θn . The following theorem shows that the forecast with the estimated parameter is of the same order as if the true covariance parameter where known.
The proofs of Theorems 2, 3 and 4 are given in the appendix. In [2] and [3] , similar results for maximum likelihood were given for Gaussian processes indexed by vectors and by one-dimension probability distributions. In the appendix, we also discuss the similarities and differences between the proofs of Theorems 2, 3 and 4 and these in [2] and [3] . 
Numerical illustrations
To illustrate Theorem 2, we suggest a numerical application to show that the maximum likelihood is consistent with the Kendall's tau distance, the Hamming distance and the Spearman's footrule distance. We generated the observations suggested in Section 3 with k = 3. We recall that σ n = τ n (n + k n + k − 1 · · · 1) ∈ S k+n with τ n ∈ S k a random permutation. For each value of n, we estimate the probability P( θ n − θ * > ε) using a Monte-Carlo method and a sample of 1000 values of 1 θn−θ * >ε . In Figure 2 , we display the density of the coordinates of the maximum likelihood estimator for different values of n (20, 60 and 150). These densities have been estimated with a 1000 sample of the maximum likelihood estimator. We observe that the densities can be far from the true parameter for n = 20 or n = 60 but are quite close to it for n = 150. We can see that for n = 150, the Kendall's tau distance seems to give better estimates of θ * 3 . However, the computation time of the distance matrix is much longer with the Kendall's tau distance than with the other distances.
In Figure 3 , we display estimates of the probability that the absolute value of the prediction of Y (σ) given in (32) with the parameterθ n minus the prediction of Y (σ) with the parameter θ * is greater than 0.3. Theorem 4 ensures us that this probability converges to 0 when n → +∞.
Conclusion
In this paper, our aim is to provide a model of Gaussian Process indexed by permutations. For this, following the recent work of [15] or [20] , we propose kernels to model the covariance of such processes and prove the validity of such choices. Based on the four distances on the set of permutations, Kendall's tau, Hamming distance, Spearman's footrule and Spearman's rank correlation, we obtain parametric families of valid covariance models. In this framework, we prove that under some assumptions on the set of observations, the parameters of the model can be estimated and that the process can also be forecast by linear interpolation of the observations. Such results enable to extend the well-known properties of Kriging methods to the case where the process is indexed by ranks and tackle a large variety of problems. We show that such framework can also be extended to the case of partially observed ranks, which corresponds to many practical use cases. We provide new kernels on partial rankings, together with results that significantly simplify their computation. Limitations of our methods come from the assumptions necessary to estimate the covariance parameters. Indeed, the observations are considered to satisfy the infinite domain assumption, which may prevent usual applications where the ranks apply to a fixed finite number of indices. This setting corresponds to the infill domain in the Gaussian Process literature, for which few results exist. This field of applications is currently under study.
Appendix

Proofs for Section 2
Proof of Proposition 1
Proof. Let f : S ∞ → R and let f n be the restriction of f on S n . The kernel K is strictly definite positive on S n so there exists N n ∈ N, a n 1 , · · · , a n Nn ∈ R and σ n 1 · · · , σ n Nn ∈ S n such that
We conclude using that f is the pointwise limit of (f n ) n .
Proof of Theorem 1
Proof. Proof on S n : we show that the map K θ 1 ,θ 2 is a strictly positive definite kernel on S n . It suffices to prove that, if ν > 0, the map K defined by
is a strictly positive definite kernel.
Case of the Kendall's tau distance. It is already shown in Theorem 5 of [20] that K is a strictly positive definite kernel on S n for the Kendall's tau distance. Nevertheless, we suggest an other proof which seems easier and shorter. Let
Let us write
As Φ is an injective map, it suffices to show that M is a strictly positive definite kernel. For all k ∈ N * , we index the elements of {0, 1} k using the following bijective map
With this indexation, we letM be the square matrix of size 2
By induction on k, we show that the
is the Kronecker product of k matrices A defined by
It is obvious for k = 1. Assume that it is true for some k. Thus, for all i ≤ 2 k and j ≤ 2 k , we have
With the same computation, we have
We also have
, and with the same computation,
That concludes the induction. Using this result with k = n(n−1) 2
, we have thatM is the Kronecker product of positive definite matrices, thus is positive definite and so, M is a strictly positive definite kernel.
Case of the other distances. For the Hamming distance, the Spearman's footrule distance and the Spearman's rank correlation distance, we show that the kernel K is strictly positive definite on the set F of the functions from [1 : n] to [1 : n] . We index these function using the following bijective map
Thus, it suffices to show that the n n × n n matricesM defined bỹ
are positive definite matrices for these three distances. Straightforward computations show that
• For the Hamming distance,M is the Kronecker product of n matrices (exp(−ν1 i =j )) i,j∈ [1:n] .
• For the Spearman Footrule distance,M is the Kronecker product of n matrices (exp(−ν|i − j|)) i,j∈ [1:n] .
• For the Spearman's rank correlation distance,M is the Kronecker product of n matrices exp(−ν|i − j| 2 ) i,j∈ [1:n] .
In all the cases,M is the Kronecker product of positive definite matrices thus is a positive definite matrix.
Proof on S N : let us prove now that the claim is also true on S N . We will use the following lemma.
Proof. It is obvious for the Hamming distance and the Spearman's footrule distance. Let us prove it for the Kendall's tau distance. Assume that d τ (id, σ) < +∞. Let us write N := max{j, ∃i < j, σ(i) > σ(j)}.
Let us prove that σ is the identity on [N + 1 : +∞[. By contradiction, assume that ∃n 1 ≤ N, σ(n 1 ) ≥ N + 1. Then there exists n 2 ≥ N + 1, σ(n 1 ) ≤ N . Thus n 1 < n 2 , but σ(n 1 ) > σ(n 2 ), that contradicts the maximality of N .
Thus, σ is an increasing permutation on [N + 1 : +∞[, so it is the identity on this set.
In order to prove that K θ 1 ,θ 2 is strictly positive definite on S N , the idea is to boil down to S n using the previous lemma and using the positivity on S n .
Let ∼ be the equivalence relation defined by:
where τ k ∈ S N such that ∃n k , ∀i ∈ C k , τ k σ i ∈ S n k (we can choose for example τ k = σ −1 i 0 with i 0 any element of C k ). We know that the kernel K θ 1 ,θ 2 is strictly positive definite on S n k , so all the terms of the previous sum over k are non-negative and at least one is positive.
Proof of Proposition 2
Proof. It suffices to show that the kernel K ν (R, R ) := exp(−νd avg (R, R )) is strictly positive definite. For all the three distances, there exist constants C n and d n and a function Φ :
Then,
Then, if we see the maps from {partial rankings} 2 to R as matrices indexed by partial rankings, D avg is a Gramian matrix thus a semi-definite positive matrix. We use the Hadamard product A•B of the matrix A and B, defined by the elementwise product. We have
Then, e νCn K ν is a positive semi-definite matrix because of Schur's theorem.
Proof of Proposition 3
Proof. Assume that σ (resp. σ ) is an uniform random variable on E I (resp. E I ). We have to compute E(d(σ, σ )) = d avg (I, I ) for the three distances: Kendall's tau, Hamming and Spearman's footrule. First, we compute E(d τ (σ, σ )). We follow the proof of Lemma 3.1 of [12] . We have
We compute E(K a,b (σ, σ )) for (a, b) in different cases. Let us write J := {j 1 , · · · , j p } and we keep the notation I (resp. I ) for the set {i 1 , ..., i k } (resp. {i 1 , ..., i k }). In this way, we have I = J Ĩ and I = J Ĩ . 
Thus, the total contribution of the pairs in this case is 1≤l<l ≤p
2. a and b both appear in one top-k partial ranking (say I) and exactly one of i or j, say i appear in the other top-k partial ranking. Let us call P 2 the set of (a, b) such that a < b and (a, b) is in this case. We have
Let us compute the first sum. Recall thatĨ = {i u 1 , ..., i ur }.
a∈J, b∈Ĩ
Likewise, we have
Finally, the total contribution of the pairs in this case is
3. a, but not b, appears in one top-k partial ranking (say I), and b, but not a, appears in the other top-k partial ranking (I ). Then K a,b (σ, σ ) = 1 and the total contribution of these pairs is r 2 .
4. a and b do not appear in the same top-k partial ranking (say I). It is the only case where K a,b (σ, σ ) is a non constant random variable. First, we show that in this case, E(K a,b (σ, σ )) = 1/2. Assume for example that I does not contain a and b. Let (a b) be the transposition which exchanges a and b. We have
Thus, there are as many π ∈ E I such that π(a) < π(b) as there are π ∈ E I such that π(a) > π(b). That proves that E(K a,b (σ, σ )) = 1/2.
Then, the total distribution of the pairs in this case is 1 2
That concludes the computation for the Kendall's tau distance.
To compute E (d H (σ, σ ) ), it suffices to see that
Finally, we want to compute E(d S (σ, σ )). Let us write
We have to compute all the expected values.
Finally,
3.
That concludes the proof of Proposition 3.
Proof of Proposition 4
Proof. We define
Proofs for Section 3
In the following, let us write . = . 2 the operator norm (for an endomorphism of R n with the Euclidean norm) of a squared matrix of size n, . F its Frobenius norm and if M ∈ M n (R), let us define |M | 2 := 1 n M 2 F . The proofs of the three theorems of Section 3 are based on Lemmas 2 to 5. The proofs of these lemmas are new. Then, having at hand the lemmas, the proof of the theorems follows [3] . But, we write the proof to be self-contained.
Lemmas
The following Lemmas are useful for the proofs of Theorems 2, 3 and 4.
Lemma 2. The eigenvalues of R θ are lower-bounded by θ 3,min > 0 uniformly in n, θ and Σ. 
With these lemmata we are ready to prove the main asymptotic results.
Proof of Theorem 2
Proof.
Step 1: It suffices to prove that
and for a fixed a > 0,
Indeed, by contradiction, assume that we have (43), (44) but not the consistency of the maximum likelihood estimator. Then, writing the dependency of θ and L(θ) with n,
Thus, with probability at least α, we have, for all n:
Finally, with probability at least α:
which is contradicted using (44). It remains to prove (43) and (44).
Step 2: We prove (43).
Thus, for all σ,
and so is bounded in probability conditionally to Σ = σ, uniformly in σ. Indeed z ∼ N (0, I n ) thus 1/n z 2 is bounded in probability.
is bounded in probability. Thanks to the pointwise convergence and the boundness of its derivatives, we have
Now, let us write
Step 3: We prove (44). We have
Let us write φ 1 (M ), · · · , φ n (M ) the eigenvalues of M . We have
Thanks to Lemmas 3 and 4, the eigenvalues of R θ and R −1 θ are uniformly bounded in θ and Σ. Thus, there exist a > 0 and b > 0 such that for all σ, n and θ, we have
Let us define f (t) := − ln(t) + t − 1. f is minimal in 1 and f (1) = 0 and
Finally:
Proof of Theorem 3
Proof. First, we prove Equation (31). For all
Hence, from Lemma 5, we obtain:
Moreover, we have
Using Gershgorin circle theorem ( [13] ), we obtain lim sup
that concludes the proof of Equation (31).
By contradiction, let us now assume that √ nM
Then, there exists a bounded measurable function g : R 3 → R, ξ > 0 such that, up to extracting a subsequence, we have:
with U ∼ N (0, I 3 ). The rest of the proof consists in contradicting Equation (52).
to extraction another subsequence, we can assume that:
with λ min (M ∞ ) > 0.
We have:
Let λ = (λ 1 , λ 2 , λ 3 ) ∈ R 3 . For a fixed σ, denoting
θ * y (which is a vector of i.i.d. standard Gaussian variables, conditionally to Σ = σ), we have
Hence, we have
Hence, for almost every σ, we can apply Lindeberg-Feller criterion to the variables
Then, using dominated convergence theorem on Σ, we show that:
Let us now compute
Thus, we have, a.s.
and, using Lemmas 2 and 3,
Hence, a.s.
Moreover,
where A θ and B θ are sums and products of the matrices R 
We know that, for k ∈ {1, 2, 3}
with some random r, such that |r| ≤ sup θ,i,j,k
Hence, from Equation (61), r = o P |Σ (| θ M L − θ * |). We then have
an so
Hence, using Slutsky lemma, Equation 59 and Equation 56, a.s.
Moreover, using Equation (53), we have
Hence, using dominated convergence theorem on Σ, we have
To conclude, we have found a subsequence such that, after extracting,
which is in contradiction with Equation (52).
Finally, for some α ∈ [0 : 2] 3 such that |α| ≤ 2, we have
where C can be chosen independently of Σ, from condition 1 and using the proof of Lemma 3. We concludes the proof saying that the measure of Θ is finite.
Proofs of lemmas
Proof of Lemma 2.
Proof. R θ is the sum of a symmetric positive matrix and θ 3 I n . Thus, the eigenvalues are lower-bounded by θ 3,min .
Proof of Lemma 3.
Proof. It is easy to prove when α 1 = α 2 = 0. Indeed:
1. If α 3 = 0, then λ max (K θ (σ i , σ j ) i,j ) ≤ λ max (K θ 1 ,θ 2 (σ i , σ j ) i,j ) + θ 3,max and we show that λ max (K θ 1 ,θ 2 (σ i , σ j ) i,j ) is uniformly bounded using Gershgorin circle theorem ( [13] ). Then, we suppose that (α 1 , α 2 ) = (0, 0). Thus,
It does not depend on α 3 so we can assume that α ∈ N 2 . We have
We conclude using Gershgorin circle theorem ( [13] ).
Proof of Lemma 4
Proof. Let N be the norm on R 3 defined by N (x) := max(4cθ 2,max |x 1 |, 2|x 2 |, |x 3 |),
with c as in Condition 2. Let α > 0. We want to find a positive lower-bound over θ ∈ Θ \ B N (θ * , α) of
Let θ ∈ Θ \ B N (θ * , α). 
Then, for all i ∈ N * ,
For all n ≥ k α , 1 n n i,j=1
where we write C 1,α = e −2θ 1,max ckα+2 ln(θ 2,min ) 4 sinh 2 (1).
If |θ
(a) If |θ 2 − θ * 2 | ≥ α/2, we have
Thus,
and we have 1 n n i,j=1
e −2θ 1,max c+2 ln(θ 2,min ) 4 sinh 
Finally, if we write
we have
To conclude, there exists h > 0 such that . 
